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Abstract: Joint detection and estimation refers to deciding between two or more hypotheses and, depending on the
test outcome, simultaneously estimating the unknown parameters of the underlying distribution. This problem is
investigated in a sequential framework under mild assumptions on the underlying random process. We formulate
an unconstrained sequential decision problem, whose cost function is the weighted sum of the expected run-length
and the detection/estimation errors. Then, a strong connection between the derivatives of the cost function with
respect to the weights, which can be interpreted as Lagrange multipliers, and the detection/estimation errors of the
underlying scheme is shown. This property is used to characterize the solution of a closely related sequential decision
problem, whose objective function is the expected run-length under constraints on the average detection/estimation
errors. We show that the solution of the constrained problem coincides with the solution of the unconstrained problem
with suitably chosen weights. These weights are characterized as the solution of a linear program, which can be
solved using efficient off-the-shelf solvers. The theoretical results are illustrated with two example problems, for
which optimal sequential schemes are designed numerically and whose performance is validated via Monte Carlo
simulations.
Keywords: Bayesian decision theory; Joint detection and estimation; Linear programming; Optimization; Optimal
test; Sequential analysis; Stopping time.
Subject Classifications: 62L10; 62L12; 62L15; 90C05; 93E10.
1. Introduction
In a wide range of applications, detection and estimation appear in a coupled way and both are of primary interest.
This means that one wants to decide between two or more hypotheses and, depending on the decision, estimate one
or more, possibly random, parameters of the underlying distribution. This problem was initially treated by Middleton
and Esposito (1968), who used a Bayesian framework to obtain a jointly optimal solution. After the extension to
a framework for testing multiple hypotheses by Fredriksen et al. (1972), the joint detection and estimation problem
received little to no attention in the literature. However, more recently, joint detection and estimation has regained
importance (Tajer et al., 2010; Moustakides et al., 2012; Moustakides, 2011; Momeni et al., 2015; Li, 2007; Li and
Wang, 2016).
In speech processing, for example, one is interested in detecting whether a speech signal is present or not and
in the former case, estimating the speech spectral amplitude (Momeni et al., 2015). If one wants to use dynamic
spectrum access in a cognitive radio, the secondary user has to detect the primary user and has to estimate the possible
interference (Yilmaz et al., 2014). There exist many other areas such as change point detection and estimation of time
of change (Boutoille et al., 2010), radar (Tajer et al., 2010), optical communications (Wei et al., 2018), detection and
estimation of objects from images (Vo et al., 2010) or biomedicine (Jajamovich et al., 2012; Chaari et al., 2013) to
name just a few.
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For all these applications, detection and estimation are intrinsically coupled and a reliable decision and accurate
estimates are of primary interest. Treating both problems separately and finding an optimal solution for each of them
does not result in a jointly optimal solution (Moustakides, 2011). An example would be to use the Neyman-Pearson
test as an optimal solution for the detection part and a Bayesian estimator for the estimation task. There exist other
approaches, such as the Generalized Likelihood Ratio Test (GLRT), which solve the problem in a combined manner
but only the detection performance is of primary interest.
Sequential analysis is a field of research which was introduced by Wald (1947) with his famous Sequential Prob-
ability Ratio Test (SPRT). The idea behind the SPRT is to design a test which uses as few samples as possible while
guaranteeing that constraints on the two error probabilities are fulfilled. Since the introduction of the SPRT, sequential
detection and estimation methods have been developed (Ghosh et al., 1997; Tartakovsky et al., 2014). Especially for
time critical or low energy applications, sequential methods are preferable to fixed sample size ones.
Combining the idea of sequential analysis with joint detection and estimation leads to a powerful framework that
uses as few sample as possible while fulfilling constraints on the error probabilities as well as on the quality of the
estimates.
Although there exist sequential tests which deal with composite hypotheses and that include an estimation part (Li
et al., 2014; Gölz et al., 2017), estimation is usually of secondary interest. The joint solution of sequential detection
and estimation has attained little attention in the literature. Yilmaz et al. (2014) addressed the problem of sequential
joint spectrum sensing and channel estimation. The aim of that work is to estimate a communication channel and
to maximize the secondary user throughput while a constraint on the primary user outage is fulfilled. That approach
fulfills a constraint on the overall target accuracy and minimizes the expected number of samples. The question,
whether the primary user is active or not is formulated as a hypothesis test and, hence, the authors end up with a
sequential joint detection and estimation formulation.
In Reinhard et al. (2016), we proposed an approach which treats the sequential joint detection and estimation
problem in a non-Bayesian framework. The goal is to perform a sequential hypothesis test and estimate an unknown
quantity if one decides in favor of the alternative where the underlying distributions are not known exactly.
Moreover, Yilmaz et al. (2016) provided an optimal sequential joint detection and estimation framework for mul-
tiple hypotheses which is based on a state space model. That approach uses, similarly to (Yilmaz et al., 2014), an
overall cost function consisting of a weighted combination of detection and estimation errors. The run-length is then
minimized such that the cost function fulfills a certain constraint for every set of observations. Although that scheme
is optimal for fixed weighting coefficients, the question how to chose these coefficients when one wants to achieve
a certain performance in terms of error probabilities or estimation error remains unanswered. Especially since the
error probabilities and the estimation errors have very different numerical ranges, a trade-off between detection and
estimation errors is very hard and choosing the coefficients heuristically is rather impossible.
Recently, Fauß et al. (2017) proposed an approach which tests the presence or absence of a signal in a sequential
setting and in case the signal is present, the signal-to-noise ratio is estimated.
Contrary to existing methods, this work provides a strictly optimal sequential joint detection and estimation frame-
work under mild assumptions. The proposed approach is based on a Bayesian framework and minimizes the average
posterior risk. The loss function jointly takes detection and estimation errors into account as well as the expected
number of samples. In addition to this, a method is provided to obtain the optimal coefficients of the cost function
such that the resulting scheme fulfills constraints on the detection performance as well as on the estimation quality
while the expected run-length is minimized.
This paper starts with a statement of the underlying assumptions, followed by a short explanation of the basics
of Bayesian decision theory and optimal stopping theory with application to sequential joint detection and estimation.
The resulting problem is then reduced to an optimal stopping problem whose solution is characterized by a non-linear
Bellman equation. The properties of this equation are presented and a connection between the Bellman equation and
the estimation and detection errors is derived. Exploiting this connection enables us to obtain the coefficients of the
loss function such that the resulting test is of minimum run-length and fulfills predefined constraints on the detection
and estimation errors. The advantages of the presented method and special cases are highlighted in the discussion
section. Numerical results are then provided to illustrate the behavior of the presented scheme.
2. Problem Statement
Let XN = (X1, . . . , XN ) be a sequence of random variables. The sequence XN can be generated under two
different hypotheses Hi, i = 0, 1. Under each hypothesis, the distribution of the random variables Xn, n = 1, . . . , N ,
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depends on a random parameter Θ whose distribution is determined by the underlying hypothesis Hi. Hence, the
tuple (Xn,Θ,Hi) in the metric state space (EX × EΘ × EH, EX × EΘ × EH) is defined on the probability space
(ΩX × Λ× ΩH,FX ⊗FΘ ⊗FH, P ). Furthermore, the random variables Xn |Θ are conditionally independent and
identically distributed (iid). The joint probability density of the tuple (XN ,Θ,Hi) can hence be factorized as
p(Hi, θ,xN ) = p(xN | θ)p(θ |Hi)p(Hi) =
N∏
n=1
p(xn | θ)p(θ |Hi)p(Hi) ,
where xn = (x1, . . . , xn) and θ are the realizations of XN and Θ, respectively. The two composite hypotheses can
be formulated as:
H0 : XN |Θ0 ∼ p(xN | θ0), Θ0 ∼ p(θ0 |H0)
H1 : XN |Θ1 ∼ p(xN | θ1), Θ1 ∼ p(θ1 |H1)
(2.1)
Furthermore, let Λi, i = 0, 1, denote the parameter space of Θi and let Λ = Λ0 ∪ Λ1. The random parameters Θi
as well as the parameter spaces Λi can differ under the hypotheses Hi. Since the two hypotheses are composite, one
is also interested in estimating the underlying parameter Θi which then results in a joint detection and estimation
problem. Since the sequence XN is observed sequentially, one obtains a sequential joint detection and estimation
problem. Usually one is interested in a procedure which guarantees that the error probabilities as well as the quality
of the estimates are not worse than the pre-specified levels.
Put simply, the problem can be formulated as follows: design a sequential procedure which uses on average as
few samples as possible and fulfills constraints on the error probabilities and the estimation quality.
Before a more technical problem formulation is given, the underlying assumptions are summarized and some
remarks on the notation are given.
2.1. Assumptions and Notation
The following assumptions are made throughout the paper.
1. The random variables Xn, n = 1, . . . , N , are conditionally iid with respect to Θ, that is
p(xN | θ) =
N∏
n=1
p(xn | θ) ,
p(xN | θ,Hi) =
N∏
n=1
p(xn | θ,Hi) .
2. The hypothesis Hi, i = 0, 1, as well as the random parameter Θi do not change during the observation period
ofXN .
3. A sufficient static tn(xn) in a state space (Et , Et) exists such that
p(θ |xn) =p(θ | tn(xn)) , ∀n = 1, . . . , N .
The sufficient statistic has a transition kernel of the form
tn+1(xn+1) = ξ(tn(xn), xn+1) =: ξtn(xn+1) .
and some initial statistic t0.
4. The two hypotheses are separable, i.e.,
∃i ∈ {0, 1} : lim
N→∞
p(Hi |xN ) = 1 .
5. The second order moment of the random parameter Θ exists and is finite, i.e.,
E[Θ2] <∞ .
Note that this implies, that the conditional second order moment E[Θ2 |A] exist and is finite for all events A
with non-zero probability.
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For the ease of notation, the dependency of functions, like estimators, on the observations is not mentioned explicitly,
but should be clear from the context. Moreover, the time index n for a sequence of observations is dropped in the
case the number of variables is not important for the statement. In case integrals are taken over the entire domain, the
integration domain is left out for a shorter notation, i.e.,
E
[
X
]
=
∫
E
X
xp(x)dx =
∫
xp(x)dx .
2.2. Formal Problem Definition
Most statistical inference tasks, like detection and estimation, can be treated as decision making tasks, see, e.g., Berger
(1985). This decision theoretic framework is used to tackle the general joint detection and estimation problem. The
relevant concepts of this framework are introduced by means of the pure detection case. This is followed up by the
pure estimation case which then leads to a formulation of the joint detection estimation problem. This formulation is
then transferred to the sequential case to obtain the final problem formulation.
Detection
In hypothesis testing, we introduce a loss function L(a, h), which assigns a cost to each action a if the state h is the
true state. In the case of a detection problem the action a is the decision in favor of one hypothesis and the state h is
the true hypothesis. The loss function considered here is the generalized 0/1 loss function:
LD(a, h) =
{
Ch if a 6= h
0 if a = h (2.2)
To obtain the policy, i.e., a mapping from any possible sequence of observations to a particular action, the posterior
expected loss has to be introduced. In a detection context, the policy is also called the decision rule and is denoted by
δ from now on. The posterior expected loss is the expected value of the loss function conditioned on the observations,
i.e.,
RD(δ) = EH[LD(δ,H) |x]
where EH[·] denotes the expected value with respect to the random variable H. For a given sequence of observations
x, the optimal decision rule δ? is the one which minimizes the expected posterior risk.
Estimation
Similar to detection, we introduce a loss function L(a, θ), which assigns a cost to an action a, i.e., an estimate, when
the parameter θ is true. For estimation problems, there exist a variety of different loss functions, e.g., the squared-error
loss or the absolute-error loss. In this work, only the squared-error loss is used, which is defined as
LE(a, θ) = (a− θ)2 . (2.3)
As in detection, the posterior expected loss is considered to find the policy, also called estimator θˆ. The posterior
expected loss is given by
RE(θˆ) = EΘ[LE(θˆ,Θ) |x] .
The optimal estimator, which minimizes the expected posterior loss when using the squared-error loss, is the posterior
mean (Levy, 2008), i.e.,
θˆ? = E [Θ |x] . (2.4)
The corresponding posterior expected risk is then
RE(θˆ?) = Var [Θ |x] . (2.5)
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Joint Detection and Estimation
As opposed to the pure detection or pure estimation case, in which a single action and a single state is considered,
joint detection and estimation is more complex. The state of nature of this problem is the hypothesis Hi as well as
the random parameter Θ. The action is a tuple consisting of a decision, corresponding to the detection part, and two
estimates depending on which hypothesis was chosen. The decision is denoted by d and the two estimates are denoted
by e0 and e1 for H0 and H1, respectively. The proposed loss function is then given by:
LJ(d, e0, e1, h, θ) =
{
Ch for d 6= h
Ch+2(θ − eh)2 for d = h (2.6)
Literally speaking, this loss functions means that a fixed cost is assigned for a wrong decision, whereas the weighted
squared-error of the estimate is assigned in the case of a correct decision. Contrary to other authors, e.g., Yilmaz et al.
(2016), we do not incorporate any detection error in the case of a wrong decision.
To obtain the policy, which consists of a decision rule and two estimators, we define the posterior expected loss
as:
RJ(δ, θˆ0, θˆ1) = EΘ,H
[
LJ(δ, θˆ0, θˆ1,H,Θ) |x
]
(2.7)
=
1∑
i=0
p(Hi |x)
∫
LJ(δ, θˆ0, θˆ1,Hi, θ)p(θ |Hi,x)dθ (2.8)
Again, the optimal policy is the policy which minimizes Eq. (2.7) for any possible sequence of observations.
To find an optimal policy for the sequential joint detection and estimation problem, the previous results have to be
included in an optimal stopping framework. Optimal stopping is important when designing strictly optimal sequential
schemes—see for example Novikov (2009) for sequential detection and Ghosh et al. (1997) for sequential estimation.
The aim is to find a stopping rule which maps the observation space onto a decision whether to stop or to continue
sampling. Mathematically, a non-randomized stopping rule Ψ = (Ψn)n≥0 is defined by
Ψn : ΩnX → {0, 1}, n ∈ N0 .
A randomized stopping rule would instead map the observation space to a probability whether to stop or to continue
sampling. Only non-randomized stopping rules are considered in this work. The reason is stated in Lemma 4.3.
The stopping time or run-length τ of a sequential scheme is defined as
τ = inf {n : Ψn = 1} . (2.9)
When designing sequential schemes, the stopping rule should trade-off the expected run-length and the accuracy of
the sequential scheme, e.g., the error probabilities in sequential detection.
For the sake of a more compact notation, the auxiliary variable
Φn := Ψn
n−1∏
i=0
(1−Ψi) = 1{τ=n}
is introduced, where 1{A} denotes the indicator function of event A.
There exist two types of optimal stopping problems: the infinite horizon problem and the finite horizon problem,
also referred as truncated problem. In the truncated case, the sequential procedure is forced to stop at a given time N ,
i.e., ΨN = 1. In this work, only finite horizon problems are considered. An overview of optimal stopping techniques
and its applications can be found in e.g. Peskir and Shiryaev (2006).
In the sequential case, where the number of used samples is not known beforehand, the overall posterior expected
risk becomes
N∑
n=0
ΦnRJn(δn, θˆ0,n, θˆ1,n) , (2.10)
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where RJn is similar to the one defined in Eq. (2.7), except that the data, as well as the estimators and decision rule
now depend on the time index n.
Having introduced the concept of optimal stopping and the basics of Bayesian decision theory, the problem of
sequential joint detection and estimation can be formulated in a formal manner. The tuple of the stopping rule, the
decision rule and the estimators under both hypotheses is referred to policy in the following sections and is defined by
pi = {Ψn, δn, θˆ0,n, θˆ1,n}0≤n≤N . (2.11)
Moreover, the set of feasible policies is defined by
Π : ΩNX → {0, 1}N+1 × {0, 1}N+1 × ΛN+10 × ΛN+11 . (2.12)
To find an optimal policy, we define the objective function as the sum of the expected run-length and the expected
value of the costs stated in Eq. (2.10), i.e.,
J(pi) =E[τ ] +E
[ N∑
n=0
ΦnRJn(δn, θˆ0,n, θˆ1,n)
]
, (2.13)
=E
[
N∑
n=0
Φn
(
n+RJn(δn, θˆ0,n, θˆ1,n)
)]
. (2.14)
This objective function combines the costs obtained from the Bayesian decision problem with the one of the optimal
stopping problem and is used to find the optimal policy. This is stated in the following problem.
Problem 1. For given and finite Ci ≥ 0, i ∈ {0, 1, 2, 3}, and fixed N ≥ 1, the optimal policy pi?C with respect to the
costs Ci is found by solving
min
pi∈Π
E
[
N∑
n=0
Φn
(
n+RJn(δn, θˆ0,n, θˆ1,n)
)]
. (2.15)
This problem formulation is used below obtain an optimal policy. The choice of Ci and the influence of N is
discussed in Sections 5 and 6, respectively.
2.3. Performance Measures for Sequential Joint Detection and Estimation
Before a solution of Problem 1 is presented, the question how to analyze the performance of a joint detection and
estimation procedure is discussed. One common quality measure for sequential schemes is the expected run-length
(Ghosh et al., 1997; Wald, 1947), which usually corresponds to the expected number of samples used by a sequential
procedure. Similarly to a pure sequential detection problem, the detection performance can be quantified by the type I
and type II error probabilities. For the estimation part, the same quality measure as in the combined loss function, i.e.,
the mean square error (MSE), is used. The error measures can be written as
αin(tn) = E[1{δτ=1−i} | tn,Hi, τ ≥ n] , i ∈ {0, 1} , 0 ≤ n ≤ N , (2.16)
βin(tn) = E[1{δτ=i}(θˆi,τ − θ)2 | tn,Hi, τ ≥ n] , i ∈ {0, 1} , 0 ≤ n ≤ N . (2.17)
The quantity αin(tn) denotes the probability that the sequential scheme makes an erroneous decision in favor of H1−i
given that the hypothesis Hi is true and the test is in state tn at time instant n. Analogously, βin(tn) is the MSE
of the sequential scheme under the hypothesis Hi given that a correct decision is made and given the statistic tn at
time instant n. The quantities defined in Eqs. (2.16) and (2.17) can be defined in the following recursive manner, also
known as Chapman-Kolmogorov backward equations (Hazewinkel, 1994),
αin(tn) = 1{δn=1−i}Ψn + (1−Ψn)E[αin+1(tn+1) | tn,Hi] , 0 ≤ n < N ,
αiN (tN ) = 1{δN=1−i}ΨN ,
(2.18)
βin(tn) = E[(θˆi,n − θ)2 | tn,Hi]1{δn=i}Ψn + (1−Ψn)E[βin+1(tn+1) | tn,Hi] , 0 ≤ n < N ,
βiN (tN ) = E[(θˆi,N − θ)2 | tN ,Hi]1{δN=i}ΨN .
(2.19)
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The importance of the recursive definition becomes clear later on.
After the definitions of the performance measures were given, the optimal sequential joint detection and estimation
scheme is introduced in the next sections. Problem 1 is first reduced to an optimal stopping problem which is shown
in the next section. The properties of the resulting cost function, which are essential for the proof of optimality, are
discussed in Section 4. Finally, an approach for selecting the coefficients of the cost function such that the optimal
procedure is guaranteed to meet pre-specified performance constraints is presented in Section 5.
3. Reduction to an Optimal Stopping Problem
To obtain an optimal solution of Problem 1, we first need to solve it with respect to the decision rule and the estimators
so as to end up with an optimal stopping problem. The first term of the objective function in Problem 1, i.e., the
expected run-length, can be written as
E[τ ] =
N∑
n=0
1∑
i=0
∫ ∫
nΦnp(xn, θ,Hi)dθdxn
=
N∑
n=0
∫
nΦnp(xn)dxn . (3.1)
In a similar way, the second part of the objective function can be expressed as
E
[ N∑
n=0
ΦnRJn
]
=
N∑
n=0
∫ ∑
i∈{0,1}
Φn1{δn=i}Di,np(xn)dxn , (3.2)
with the short hand notation
Di,n =
∫
C1−ip(H1−i |xn)p(θ |H1−i,xn) + C2+ip(Hi |xn)(θˆi,n − θ)2p(θ |Hi,xn)dθ (3.3)
=C1−ip(H1−i |xn) + C2+ip(Hi |xn)
∫
(θˆi,n − θ)2p(θ |Hi,xn)dθ . (3.4)
The auxiliary variable Di,n can be interpreted as the combined detection and estimation cost if the test stops at time n
and decides in favor of Hi. According to Assumption 3, the conditioning on the data itself in Eq. (3.4) can be replaced
by conditioning on the sufficient statistic tn.
The overall objective, which should be minimized by the optimal policy, is then a weighted sum of the expected
run-length, the error probabilities and the MSE, i.e.,
E[τ ] + C0p(H0)p(δτ = 1 |H0) + C1p(H1)p(δτ = 0 |H1)
+ C2p(H0)E[1{δτ=0}(θˆ0,τ − θ)2 |H0] + C3p(H1)E[1{δτ=1}(θˆ1,τ − θ)2 |H1] .
(3.5)
As one can see, Eq. (3.1) depends on the stopping rule only, whereas Eq. (3.2) depends on the overall policy.
Hence, Eq. (3.2) is first minimized with respect to (w.r.t.) the detection rule and the estimators θˆ0,n and θˆ1,n, n =
1, . . . , N .
Following the usual line of arguments for optimal sequential tests—see, e.g., (Novikov, 2009, Theorem 2.2)—it
holds that
N∑
n=0
∫ ∑
i∈{0,1}
Φn1{δn=i}Di,np(xn)dxn ≥
N∑
n=0
∫
Φn min {D0,n, D1,n} p(xn)dxn , (3.6)
where equality holds if and only if
1{D0,n>D1,n} ≤ δ?n ≤1{D0,n≥D1,n} . (3.7)
The short hand notation
{D0,n > D1,n} := {xn ∈ EnX : D0,n(xn) > D1,n(xn)} . (3.8)
is used throughout the paper.
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Remark 3.1. The choice whether to decide systematically for one specific hypothesis if both are equally costly
does not affect the solution of the optimal stopping problem. Only when one tries to chose the coefficients Ci,
i ∈ {0, 1, 2, 3}, such that conditions on the error probabilities are fulfilled, this case plays a small but noteworthy role.
Generally, one can say that the set in the state space for which both hypotheses are equally costly, is always part of the
complement of the stopping region for n < N . For n = N , the test has to decide between the two hypotheses even
if they are equal costly but since we assume a sufficiently large N , i.e., P (τ = N) ≈ 0, also a systematic decision in
favor of one hypothesis would hardly affect the performance of the test. See Section 7 for details.
Before the optimal stopping problem can be solved, the right hand side of Eq. (3.6) has to be optimized w.r.t. to
the estimators θˆi,n, i = 0, 1, n = 1, . . . , N .
According to Gosh et al., the optimal sequential estimator is independent of the stopping rule (Ghosh et al., 1997,
Theorem 5.2.1). As a consequence of this and due to the fact that each Di,n only depends on one estimator, it is
sufficient to minimize both Di,n, i = 0, 1, w.r.t. the corresponding estimators separately. The optimal estimators, i.e.,
the minimum mean square error (MMSE) estimators, are then given by
θˆ?i,n = E
[
Θ |xn,Hi
]
. (3.9)
Using the optimal estimators and the optimal decision rules, the right hand side of Eq. (3.6) can be expressed as
N∑
n=0
∫
Φn min
{
D?0,n, D
?
1,n
}
p(xn)dxn =
N∑
n=0
E
[
Φn min
{
D?0,n, D
?
1,n
}]
,
where the combined detection/estimation cost D?i,n for deciding in favor of Hi at time n is given by
D?i,n = C1−ip(H1−i |xn) + C2+ip(Hi |xn)Var
[
Θ |xn,Hi
]
= C1−ip(H1−i | tn) + C2+ip(Hi | tn) Var
[
Θ | tn,Hi
]
. (3.10)
The combined detection/estimation cost D?i,n for deciding in favor of Hi at time n is a linear combination of the
detection and the estimation costs. More precisely, the first part is the posterior probability that H1−i is true, whereas
the second part is the posterior variance of the random parameter under Hi weighted by the posterior probability that
Hi is true. From now on, we replace the data in all conditional probabilities and expectations by the sufficient statistic
tn. Opposed to the data, the sufficient statistic is of fixed dimension according to Assumption 3. The short hand
notation stated in Eq. (3.8) is then defined on Et instead on E
n
X
Using the previous results, Problem 1 reduces to the following optimal stopping problem
min
Ψ
N∑
n=0
E [Φn (n+ g(tn))] , (3.11)
with the instantaneous cost
g(tn) = min
{
D?0,n, D
?
1,n
}
. (3.12)
The solution of the optimal stopping problem is stated in the next theorem.
Theorem 3.1. The solution of Eq. (3.11) can be characterized by the system of functional equations
ρn(tn) = min
{
g(tn), dn(tn)
}
, n < N ,
ρN (tN ) =g(tN ) ,
(3.13)
with the short-hand notation
dn(tn) =1 +
∫
ρn+1 (ξ(tn, x˜)) p(x˜ | tn)dx˜ (3.14)
and g(tn) as defined in Eq. (3.12).
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A proof of Theorem 3.1 is given in Appendix A. With a change in measure, Eq. (3.14) can be written as
dn(tn) =1 +
∫
ρn+1dQtn , (3.15)
where
Qtn(B) := P ({x˜ ∈ EX : ξ(tn, x˜) ∈ B} | tn) , (3.16)
for all elements B of the Borel σ-algebra on Et . The probability measure Qitn , for i = 0, 1, uses the probability
measure P (· | tn,Hi) instead of P (· | tn).
Corollary 3.1. The function ρn+1(tn+1) is Qtn -integrable for all tn and all 0 ≤ n < N .
A proof of Corollary 3.1 is given in Appendix B. The results on the optimal policy are summarized in the following
corollary.
Corollary 3.2. The optimal policy pi?C which solves Problem 1 is given by
pi?C = {Ψ?n, δ?n, θˆ?0,n, θˆ?1,n}0≤n≤N
with δ?n defined in Eq. (3.7) and θˆ
?
i,n defined in Eq. (3.9). The optimal stopping rule Ψ?n is given by
Ψ?n =1{ρn(tn)=g(tn)} . (3.17)
The optimal stopping rule Ψ?n follows directly from the definition of ρn, see, e.g., (Novikov, 2009; Poor and
Hadjiliadis, 2009).
The stopping region of the test, its boundary and its complement using the optimal policy from Corollary 3.2 are
defined as
Sn =
{
tn ∈ Et : g(tn) < 1 +
∫
ρn+1dQtn
}
∂Sn =
{
tn ∈ Et : g(tn) = 1 +
∫
ρn+1dQtn
}
S¯n =
{
tn ∈ Et : g(tn) > 1 +
∫
ρn+1dQtn
} (3.18)
for n < N . Note that due to the truncation of the sequential scheme the stopping region and its complement for n = N
are defined as:
SN =Et
S¯N =∅
(3.19)
4. Properties of the Cost Function
In this section, some fundamental properties of the cost function are shown. These properties are later used to obtain
a set of optimal coefficients of the cost function.
In order to simplify the derivations, it is useful to show that the boundary of the stopping region ∂Sn is a P-null set.
To this end, the functions used in Theorem 3.1, the probability measure defined in Eq. (3.16) and the sets defined in
Eqs. (3.18) and (3.19) are transferred to another domain. Instead of only depending on the sufficient statistic tn, these
quantities are now defined in such a way that they depend on the posterior probabilities and the sufficient statistic.
This trick results in more elegant proofs, since the linearity in the posterior probabilities can be exploited directly.
The posterior probability of hypothesis Hi is denoted by ei,n, i = 0, 1. Using this representation, the cost for
deciding in favor of hypothesis Hi can be written as
D˜?i,n = C1−ie1−i,n + C2+iei,nVar[Θ | tn,Hi] . (4.1)
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The posterior probabilities are collected in the tuple en = (e0,n, e1,n), which is defined on (Ee, Ee). The transition
kernel relating en and en+1 is given by en+1 = ξ˜tn(en, xn+1).
Now, the functions used in Theorem 3.1 can be written as
ρ˜n(tn, en) = min
{
g˜(tn, en) , d˜n(tn, en)
}
, n < N
ρ˜N (tN , eN ) = g˜(tN , eN )
(4.2)
with
g˜(tn, en) = min
{
C1e1,n + C2e0,nVar[Θ | tn,H0] , C0e0,n + C3e1,nVar[Θ | tn,H1]
}
d˜(tn, en) = 1 +
∫
ρ˜n+1(ξtn(xn+1), ξ˜tn(en, xn+1))p(xn+1 | tn)dxn+1 .
(4.3)
The pendant of the probability measure defined in Eq. (3.16) is given by
Q˜tn,en(B × B˜) := P
({
x˜ ∈ EX : ξtn(x˜) ∈ B, ξ˜tn(en, x˜) ∈ B˜
} ∣∣ tn) ,
for all elements B of the Borel σ-algebra on Et and all elements B˜ of the Borel σ-algebra on Ee. The equivalent of
the boundary of the stopping region defined in Eq. (3.18) is given by
∂S˜n =
{
(tn, en) ∈ Et × Ee : g˜(tn, en) = 1 +
∫
ρ˜n+1dQ˜tn,en
}
. (4.4)
Lemma 4.1. Let a = (a0, a1) and let a · e denote the element-wise product. Then for all a ∈ R2≥0, all tn ∈ Et and
all e ∈ Ee, it holds that
min{a0, a1, 1}g˜(tn, e) ≤ g˜(tn, a · e) ≤ max{a0, a1, 1}g˜(tn, e) , 0 ≤ n ≤ N.
Proof. The proof is given only for the lower bound because the upper bound can be proven analogously. For a1 ≥ a0
it holds that
g˜(tn, a · e) = min
{
a1C1e1,n + a0C2e0,nVar[Θ | tn,H0] , a0C0e0,n + a1C3e1,nVar[Θ | tn,H1]
}
= a1 min
{
C1e1,n +
a0
a1
C2e0,nVar[Θ | tn,H0] , a0
a1
C0e0,n + C3e1,nVar[Θ | tn,H1]
}
≥ a1g˜(tn, e) ≥ a0g˜(tn, e) .
For a0 ≥ a1 it further holds that
g˜(tn, a · e) = min
{
a1C1e1,n + a0C2e0,nVar[Θ | tn,H0] , a0C0e0,n + a1C3e1,nVar[Θ | tn,H1]
}
= a0 min
{
a1
a0
C1e1,n + C2e0,nVar[Θ | tn,H0] , C0e0,n + a1
a0
C3e1,nVar[Θ | tn,H1]
}
≥ a0g˜(tn, e) ≥ a1g˜(tn, e) .
This yields min{a0, a1, 1}g˜(tn, e) ≤ g˜(tn, a · e) which is the lower bound stated in Lemma 4.1.
Lemma 4.2. Let a = (a0, a1) and let a · e denote the element-wise product. Then for all a ∈ R2≥0, all tn ∈ Et and
all e ∈ Ee, it holds that
min{a0, a1, 1}ρ˜(tn, e) ≤ ρ˜(tn, a · e) ≤ max{a0, a1, 1}ρ˜(tn, e) 0 ≤ n ≤ N.
The proof of Lemma 4.2 is shown in Appendix C.
The result stated in Lemma 4.2 is now used to show that the boundary of the stopping region ∂S˜n is a P-null set.
This statement is fixed in the following Lemma.
Lemma 4.3. If the random variables ei,n, i ∈ {0, 1}, are continuous random variables, then the boundary of the
stopping region ∂S˜n is a P-null set, i.e.,
Q˜tn,en(∂S˜n) = 0 ∀(tn, en) ∈ Et × Ee, ∀n < N .
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Proof. Lemma 4.3 can be proven by contradiction. Assume that there exist a non-zero probability Q˜tn,en(∂S˜n) > 0
that the test hits the boundary ∂S˜n for some n < N with the next update. Since the variables ei,n and tn are continuous
random variables, there has to exist an interval [t•n, bt•n] × [e•n, ae•n] with the scalars a > 1, b > 1, n < N for which
the costs for stopping and continuing the test are equal. This implies that
g˜(tn, en) = 1 +
∫
ρ˜n+1dQ˜tn,en ∀(tn, en) ∈ [t•n, bt•n]× [e•n, ae•n] . (4.5)
Assume for now, that tn ∈ [t•n, bt•n] is fixed. Using the previous results, it follows that
1 +
∫
ρ˜n+1dQ˜tn,ae•n ≤ 1 + a
∫
ρ˜n+1
(
ξtn(x˜), ξ˜tn(en, x˜)
)
p(x˜ | tn)dx˜
< a+ a
∫
ρ˜n+1
(
ξtn(x˜), ξ˜tn(en, x˜)
)
p(x˜ | tn)dx˜
= a
(
1 +
∫
ρ˜n+1dQ˜tn,en
)
= ag˜(tn, en) ≤ g˜(tn, aen) ,
where the first and the last inequality are due to Lemmas 4.1 and 4.2, respectively. The assumption of equal costs for
stopping and continuing the test does not hold for a fixed tn ∈ [t•n, bt•n]. This contradicts the assumption made in
Eq. (4.5), that the costs for stopping and continuing the test are equal for all (tn, en) ∈ [t•n, bt•n] × [e•n, ae•n]. Since
∂S˜n is only a different representation for ∂Sn, Lemma 4.3 entails also that Qtn(∂Sn) = 0 for all tn ∈ Et .
Lemma 4.3 implies that there is no need for a randomized stopping rule since for all tn ∈ Et and all n < N the
cost minimizing stopping rule is exactly defined. This result is essential for the theorems shown in the remainder of
this work.
To present the upcoming results in a more compact way, the following short-hand notations are used
zin =
p(tn |Hi)
p(tn)
and {ξtn ∈ S¯n+1} := {x˜ ∈ EX : ξtn(x˜) ∈ S¯n+1} .
Theorem 4.1. Let ρ′n,Ci denote the derivative of ρn with respect to Ci for i ∈ {0, 1, 2, 3}, and let
Sin := Sn ∪
{
D?i,n ≤ D?1−i,n
}
(4.6)
be the region in which the test stops at time n and decides in favor of hypothesis Hi. For i ∈ {0, 1} and n < N , it
holds that
ρ′n,Ci(tn) =

p(Hi)zin for tn ∈ S1−in
rin(tn) for tn ∈ S¯n
0 for tn ∈ Sin
where rin is defined recursively via
rin(tn) = p(Hi)zinQitn
(S1−in+1)+ ∫
S¯n+1
ρ′n+1,CidQtn .
For i ∈ {0, 1} and n = N , it holds that:
ρ′N,Ci(tn) =
{
p(Hi)ziN for tN ∈ S1−iN
0 for tN ∈ SiN
For i ∈ {2, 3} and n < N , it holds that
ρ′n,Ci =

p(Hi−2)zi−2n Var [Θ | tn,Hi−2] for tn ∈ Si−2n
rin(tn) for tn ∈ S¯n
0 for tn ∈ S3−in
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with
rin(tn) =p(Hi−2)zi−2n
∫
{ξtn∈Si−2n+1}
Var [Θ | ξ(tn, x˜),Hi−2] p(x˜ | tn,Hi−2)dx˜+
∫
S¯n+1
ρ′n+1,CidQtn .
For i ∈ {2, 3} and n = N it holds that:
ρ′n,Ci =
{
p(Hi−2)zi−2N Var [Θ | tN ,Hi−2] for tN ∈ Si−2N
0 for tN ∈ S3−iN
A proof of Theorem 4.1 is given in Appendix D.
Theorem 4.1 is now used to show the connection between the cost functions ρn and the performance measures of
the test.
Theorem 4.2. For the derivatives ρ′n,Ci defined in Theorem 4.1 and for the optimal policy stated in Corollary 3.2, it
holds that
ρ′n,Ci(tn) = p(Hi)z
i
nα
i
n(tn) i ∈ {0, 1} ,
ρ′n,Ci(tn) = p(Hi−2)z
i−2
n β
i−2
n (tn) i ∈ {2, 3} ,
and in particular
ρ′0,Ci(t0) = p(Hi)α
i
0(t0) i ∈ {0, 1} ,
ρ′0,Ci(t0) = p(Hi−2)β
i−2
0 (t0) i ∈ {2, 3} .
A proof of Theorem 4.1 is laid down in Appendix E. This is the main property of the cost function obtained from
the optimal stopping problem and it is fundamental for determining a set of optimal weights to guarantee a predefined
performance of the test.
5. Optimal Coefficients of the Loss Function
The question how to choose the weights of the individual costs in a Bayesian cost function has attained little attention
in the literature and the choice is usually left to the practitioner. In a pure fixed-sample size detection problem, it is
rather simple to choose the correct weights because the ratio C0/C1 is a trade-off between the type I and type II error
probabilities. In the case of sequential detection, the choice the coefficients becomes more difficult since the values of
C0 and C1 are a trade-off between the run-length of the test and the two error probabilities.
For the sequential joint detection and estimation problem, it becomes almost impossible to choose the param-
eters by hand, since the corresponding performance measures typically have different scales altogether. The error
probabilities are in the interval [0, 1], whereas the estimation quality when using a squared error loss is in the range
[0,∞).
One way to overcome this, is to normalize the estimation error to the unit interval, see, e.g., Zhang et al. (2009).
The normalization constant can, for example, be found by using training data. Nevertheless, this leaves the problem
open how to chose the trade-off between expected run-length, error probabilities and estimation performance.
In this section, a strategy how to obtain the coefficients based on linear programming is presented. It adopts
the approach given in Fauß and Zoubir (2015) for the sequential joint detection and estimation problem. Recall the
problem formulation: design a sequential procedure which uses on average as few samples as possible and fulfills
constraints on the error probabilities and the estimation quality.
In technical terms, this problem can be formulated as the following constrained optimization problem, where it is
assumed that N is sufficient large so that the constraints can be fulfilled.
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Problem 2. Assuming a sufficient largeN , the optimal policy for the sequential joint detection and estimation problem
pi?κ can be found by solving the following constrained optimization problem
min
pi∈Π
E[τ ], ΨN = 1
s.t. p(δτ = 1 |H0) ≤ κ0 ,
p(δτ = 0 |H1) ≤ κ1 ,
E
[
1{δτ=0}(θˆ0,τ − θ)2 |H0
] ≤ κ2 ,
E
[
1{δτ=1}(θˆ1,τ − θ)2 |H1
] ≤ κ3 ,
(5.1)
where Π is the set of all feasible policies and κ0, κ1 ∈ (0, 1) and κ2, κ3 ∈ (0,∞).
This constrained optimization problem is a rather intuitive formulation.
In order to obtain pi?κ, the strong connection between the derivatives of the cost function and the performance
measures as stated in Theorem 4.2 is exploited.
The following maximization problem, which is in fact the dual problem of the one stated in Problem 2 (see
Appendix F for details), is considered
max
C≥0
Lκ(C) , (5.2)
with C = {C0, C1, C2, C3} and the dual objective given by
Lκ(C) = ρ0(t0)−
1∑
i=0
p(Hi)Ciκi −
3∑
i=2
p(Hi−2)Ciκi . (5.3)
The coefficients Ci, i ∈ {0, 1, 2, 3}, now act as Lagrange multipliers for the inequalities in Problem 2 and Lκ(C)
is the Lagrangian dual objective. Since it is not trivial that Eq. (5.2) is indeed the dual problem of Problem 2, we state
the following theorem.
Theorem 5.1. Let pi?κ be the solution of Problem 2 , let C?κ be the solution of Eq. (5.2) and let pi?C?κ be the optimal
policy parametrized by C?κ. Then, it holds that
pi?C?κ = pi
?
κ and Lκ(C?κ) = E[τ(pi?C?κ)] .
That is, if a policy solves Eq. (5.2) then, it also solves Problem 2. Moreover, the optimal value of Eq. (5.2) is the
expected run-length.
A proof of Eq. (5.2) can be found in Appendix F. Using Theorem 5.1 and Eq. (5.2), Problem 2 can be shown to
be equivalent to the following maximization problem:
max
C≥0
ρ0(t0)−
1∑
i=0
p(Hi)Ciκi −
3∑
i=2
p(Hi−2)Ciκi (5.4)
s.t. ρn(tn) = min
{
g(tn), 1 +
∫
ρn+1dQtn
}
n < N
ρN (tN ) = g(tN )
In order to solve the optimization problem in Eq. (5.4), we proceed, as in Fauß and Zoubir (2015), by relaxing the
equality constraints to inequality constraints and adding the cost function ρn to the set of free variables.
Theorem 5.2. The problem
max
C≥0,ρn∈L
ρ0(t0)−
1∑
i=0
p(Hi)Ciκi −
3∑
i=2
p(Hi−2)Ciκi
s.t. ρn(tn) ≤ min
{
D?0,n(tn), D?1,n(tn), 1 +
∫
ρn+1dQtn
}
for 0 ≤ n < N
ρN (tN ) ≤ min
{
D?0,N (tN ), D?1,N (tN )
}
(5.5)
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is equivalent to Problem 2, where L is the set of all non-negative Qtn -integrable functions on Et and D?i,n is defined
in Eq. (3.10).
Proof. Let ρ? denote the solution of problem (5.4) and let ρ† denote the solution of the corresponding relaxed problem
(5.5). Since problem (5.5) is a relaxed version of problem (5.4), it holds that
ρ?0(t0) ≤ ρ†0(t0) . (5.6)
The function relating ρn and ρn+1, i.e., ρn = F (ρn+1), is monotonically non-decreasing. This function consists of a
minimum operator, which is monotonic by definition. The argument of the minimum operator is an expected value of
a non-negative function, which implies that the function F (·) can never decrease when its argument increases. Assume
that, without changing C?κ, the inequality constraint in Eq. (5.5) is not fulfilled with equality for some n, i.e.,
ρ†n(tn) ≤ ρ?n(tn) .
Due to the monotonicity of F (·), we can state that
ρ†n(tn) ≤ ρ?n(tn)⇒ ρ†n−1(tn−1) ≤ ρ?n−1(tn−1) .
Applying this relations recursively gives us
ρ†0(tn) ≤ ρ?0(tn) . (5.7)
Combining Eq. (5.7) and Eq. (5.6) yields ρ†0(t0) = ρ?0(t0). This implies that ρ† and ρ? can differ only in a P-null set.
Hence, the policies corresponding to ρ† and ρ? are equivalent in an almost sure sense.
6. Discussion
We derived an optimal sequential joint detection and estimation scheme, starting from a decision theoretical point of
view and ending with a recursively defined cost function. To ensure a certain performance in terms of error probabil-
ities and estimation errors, a method how to choose the weights in the joint loss function is presented. By adding the
cost function ρn itself to the set of free variables, one ends up with a problem, which is linear in the coefficients Ci
as well as in the cost function ρn. Though this problem is linear, an optimization over a functional, i.e., an infinite
dimensional, space has to be performed.
Optimization over infinite dimensional spaces is in general a challenging task, which is, for example, addressed in
Botelho (2016). Although there exist efficient solution approaches for this kind of problems, they are beyond the scope
of this paper. For the examples presented in Section 7, a straightforward discretization using regular grids turns out to
be sufficient. After a discretization of the state spaces of the parameters, the observations and the sufficient statistic,
this problem reduces to a finite dimensional linear program which can be solved by a variety of powerful off-the-shelf
solvers. From the solution of the optimization problem, one directly obtains discretized versions of the cost functions
ρn and dn as well as the set of optimal coefficients C?κ, which are needed for the decision rule.
The optimal objective Lκ(C?κ) corresponds to the expected number of samples used by the sequential scheme.
Most design procedures for sequential schemes do not provide this information during the design process and have to
be estimated by e.g. Monte Carlo simulations after the scheme is designed.
Issues about numerical stability can arise when one tries to solve Eq. (5.5) using a straightforward discretization
because the contribution of ρ0(t0) to ρn(tn) becomes smaller with increasing n. Especially when this contribution
is close to the solvers accuracy, an accurate solution of ρn can no longer be guaranteed. In general, this contribution
is low in regions that are very unlikely and thus should not effect the stopping regions. Depending on the likelihood,
the unknown parameters and the corresponding prior, this could also happen in regions that will affect the stopping
regions. Therefore, we suggest to use a regularization term to ensure that the cost function ρn is indeed maximized
over the entire state space and, hence, the inequality constraints are fulfilled with equality. The regularized formulation
does not result in a strictly optimal test, anymore. Nevertheless, the resulting test differs only slightly from the strictly
optimal one. A detailed formulation and further analysis of the regularized formulation can be found in Appendix G
Once the test is designed, one only has to update the sufficient statistic tn with every new sample and to evaluate
the cost functions ρn and dn at the current value of tn. This can be done, for example, by mapping tn to the dis-
cretization grid to obtain the values of the cost functions or to interpolate the cost functions at point tn. Regardless of
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which of the two methods is used, the implementation is more cost-efficient than the comparable approaches, such as
the one by Yilmaz et al. (2016). Whereas our approach only requires the evaluation of the two cost functions at every
time instant to decide whether to stop or to continue sampling, the approach by Yilmaz et al. requires at every time
instant the computation of the estimates under each hypothesis as well as the evaluation of the decision rule to get the
overall costs. This is computationally much more expensive than the evaluation of two costs functions. Hence, the
easy and fast implementation of the test, to an extent, compensates the costly test design.
Another advantage of the proposed approach compared to heuristic approaches for choosing the weights Ci is that
a detection (estimation) coefficient is set to zero if the constraint is implicitly fulfilled by the corresponding estimation
(detection) constraint of the same hypothesis, see Section 7 and Appendix F for details. The optimal procedure then
becomes equivalent to a test which is designed under estimation (detection) constraints only. In contrast, it is rather
impossible to assess the implicit fulfillment of the constraint heuristically beforehand.
Although this paper focuses on the MSE as a quality measure for estimation, any appropriate loss function can be
used as long as the same quality measure is used in the constrained problem formulation (Problem 2). Using a different
quality measure leads to a different policy, since the MMSE estimator is not optimal anymore, but the general method
proposed in this work can still be used and all proofs for optimality remain valid. Using, for example, the absolute
error as a quality measure for the estimator would lead to an optimal sequential scheme with the posterior median as
an optimal estimator. Also the restriction that the estimation quality is the same under both hypotheses is only made
for the sake of a compact notation and is not required in general.
Last but not least, it should be mentioned that the proposed method can in general be extended to multiple hy-
potheses. The loss function stated in Eq. (2.6) can either be defined in terms of pairwise error probabilities, i.e.,
P (δτ = i |Hj), in terms of the family-wise errors or in terms of the false discovery rate (Benjamini and Hochberg,
1995). The choice how to penalize wrong decisions influences the cost for deciding in favor of Hi, i.e.,D?i . Obviously,
the decision rule given in Eq. (3.7) becomes an arg min of the costs for deciding in favor of the different hypotheses.
Using this decision rule, the rest of the analysis presented in this paper essentially stays the same.
7. Numerical Results
As a proof-of-concept and to show the properties of the resulting tests, two numerical examples are presented in this
section. To solve the problems numerically, the state spaces of the observations, the parameter and the sufficient
statistic—which are continuous spaces—are discretized using regular grids. On these grids, the optimization problem
in Eq. (G.1) is solved to obtain the optimal weights and the cost functions. Let Nx and Nt denote the number of
grid points of the observation space and the space of the sufficient statistic, respectively. Furthermore, let ρn and
D?i,n be the discretized versions of ρn(tn) and D?i,n, respectively. Both are column vectors of size Nt × 1. For
the look ahead step, the matrix ξn of size Nx × Nt is introduced which represents the transition kernel ξtn . The
discrete version of the posterior predictive p(x˜ | tn) is denoted by P n and is of size Nt ×Nx. Hence, the probability
measure Qtn is represented by Qn = ∆xP nξn, where ∆x is the distance of two elements of the grid of x. Let
D?i = [D?i,0, . . . ,D?i,N ], ρ = [ρ0, . . . ,ρN ] and let ρmn denote the m-th element of ρn. The discretized version of
problem (5.5) can then be written as the linear program:
max
C∈R4≥0,ρ∈R
Nt×N+1
≥0
ρm0 −
1∑
i=0
p(Hi)Ciκi −
3∑
i=2
p(Hi−2)Ciκi
s.t. ρ ≤D?0
ρ ≤D?1
ρn ≤ 1 +Qnρn+1 for 0 ≤ n < N
(7.1)
where the index m has to be chosen such that ρm0 corresponds to ρ0(t0).
This discretized optimization problem consists of Nt(N + 1) + 4 unknown variables and Nt(3N + 2) inequality
constraints.
The maximization problem in Eq. (7.1) is solved using the Gurobi (Gurobi Optimization, 2016) solver which is
called via the MATLAB cvx interface (Grant and Boyd, 2008, 2017). To reduce the influence of numerical errors,
Linear Programming (LP) is only used to obtain the set of optimal coefficients C?κ, and the cost functions are then
re-calculated using their recursive definition in Theorem 3.1—see Section 6 for a discussion on the numerical stability.
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To evaluate the costs for stopping and continuing when running a test, a linear interpolation of the cost functions is
performed.
As a benchmark, the proposed method is compared with a truncated version of the SPRT followed by an MMSE
estimator. Although the SPRT does not take an estimation step into account, it is an asymptotically optimal method
for the detection problem. Hence, it is used to show the gap in the performance between a two-step procedure (SPRT
followed by MMSE estimator) and the joint optimal solution. Running the SPRT and two estimators—one under each
hypothesis—in parallel would be another benchmark possibility. Since this method would result in a complicated
fusion of the three different stopping rules and is still not an overall optimal solution, we focus on the two-step
procedure as a benchmark.
The stopping rule and the decision rule of the truncated SPRT are given by
ΨSPRTn (tn) =
{
1 for η(tn) /∈ (A,B)
0 for η(tn) ∈ (A,B)
ΨSPRTN (tn) =1
δSPRTn (tn) =
{
1 for η(tn) ≥ A
0 for η(tn) ≤ B
δSPRTN (tN ) =
{
1 for η(tN ) > 1
0 for η(tN ) ≤ 1
where η(tn) denotes the likelihood ratio, i.e.,
η(tn) =
p(tn |H1)
p(tn |H0) =
∫
p(tn | θ,H1)p(θ |H1)dθ∫
p(tn | θ,H0)p(θ |H0)dθ .
The stopping time of the truncated SPRT is given by
τSPRT = min{n : ΨSPRTn = 1} .
The thresholds A and B are calculated according to Wald (1947) as
A = 1− κ1
κ0
and B = κ11− κ0 . (7.2)
Note that the SPRT uses the likelihood ratio instead of the posterior probabilities and hence, Eq. (7.2) uses κi instead
of κip(Hi) for calculating the thresholds. Normally, one would run the SPRT as long as none of the thresholds defined
in Eq. (7.2) is crossed, but since the optimal scheme presented in this work is truncated, we decided to also truncate
the SPRT at the sameN for the sake of fairness. To make a decision at timeN , the likelihood ratio has to be compared
against a single threshold. Increasing(decreasing) the threshold leads to a systematic preference of hypothesis H0(H1)
once the truncation point N is reached. Here, this threshold is set to 1, which means that we decide in favor of the
hypothesis with the higher likelihood. Although one could influence the empirical error probabilities by changing
this threshold, the SPRT with the thresholds defined in Eq. (7.2) has typically significant smaller empirical error
probabilities than the nominal ones.
The performance of the two setups presented in the following is validated using a Monte Carlo simulation with
107 runs.
A MATLAB implementation of the algorithms that generate the following examples is available at https:
//github.com/ReinhardDominik/bayesSeqJointDetEst.
7.1. Shift-in-Mean Test
The first example used to demonstrate the performance of the method is a shift-in-mean test. Therefore, the conditional
distribution of the data, given the mean, is a Gaussian distribution with equal and known variances for both hypotheses.
The two hypotheses differ only in the mean or, more precisely, in the priors of the mean. Under the null hypothesis, the
negated mean is assumed to follow a Gamma distribution, whereas the mean under the alternative follows a Gamma
distribution. Formally, the two hypotheses can be formulated as follows
H0 : XN |µ0 ∼ N
(
µ0, σ
2) , −µ0 ∼ Gam(a, b) ,
H1 : XN |µ1 ∼ N
(
µ1, σ
2) , µ1 ∼ Gam(a, b) , (7.3)
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where Gam(a, b) is the Gamma distribution with shape parameter a and scale parameter b.
Since the distribution of the data conditioned on the mean µi, i ∈ {0, 1}, is Gaussian, it can be written as
p(xn |µi,Hi) =
n∏
l=1
p(xl |µi,Hi) ,
∝ exp
(
− n2σ2 (x¯n − µi)
2
)
,
∝ N
(
x¯n
∣∣∣∣µi, σ2n
)
,
where x¯n = 1n
∑n
i=1 xi. As the variance σ
2 is fixed, the conditional distribution of the data is fully described by the
number of samples n and the sample mean x¯n. Hence, these two quantities are used as sufficient statistic. The update
of the sample mean is given by
x¯n+1 = ξ(x¯n, xn+1) =
1
n+ 1(nx¯n + xn+1) .
The variance of the likelihood is chosen to be σ2 = 4, the a priori probabilities of the two hypotheses are p(H0) =
p(H1) = 0.5 and the parameters of the Gamma distributions are a = 1.7 and b = 1.
As mentioned in Lemma 4.3, the posterior probabilities have to be continuous random variables for the boundary
of the stopping region to be a P-null set. In this example, the likelihood is continuous in the sufficient statistic x¯n and
in the random mean µ, which follows itself a continuous distribution. Hence, the posterior distribution of the mean
is also continuous in the sufficient statistic x¯n so that the posterior probabilities are continuous random variables.
Therefore, the boundary of the stopping region is a P-null set according to Lemma 4.3.
The aim is to design an optimal sequential test which uses at most 100 samples and with type I and type II error
probabilities not exceeding 0.05 and 0.025, respectively. Moreover, the MSE under H0 and H1 should be upper
bounded by 0.35 and 0.2, respectively.
In order to solve the optimization problem numerically, the state space of the observations EX is discretized on
[−15, 15] with 6000 grid points. The state space of the parameterEΛ is discretized on [−12, 12] using 4800 grid points
and the state space of the sufficient statistic Et is discretized on [−8, 8] using 1600 points. All grids are regular. The
resulting update matrices ξn are then of dimension 1600 × 6000. Since, depending on the actual statistic x¯ and the
time instant n, the posterior predictive p(x˜ | tn) can become very sharp and many grid points are required to represent
it properly.
Although the choice of the initial statistic x¯0 is arbitrary, because x¯1 = x1 regardless of the choice of x¯0, the
initial statistic is set to x¯0 = 0 for the optimization problem. The regularization constant is set to ε = 5 · 10−4, which
is 150 of the smallest constraint.
The optimal weights obtained via Eq. (5.5) are C?κ ≈ [125.1, 235.3, 14.9, 74.3] and the expected run-length of the
test is given by 13.80 samples.
In Fig. 1(a), the different regions of the optimal test as well as the regions of the corresponding SPRT are shown.
For 2 ≤ x¯n ≤ 8 and n ≤ 16, the complement of the stopping region S¯ is dominated by the constraint on the estimation
accuracy under H1. A high arithmetic mean results in a high certainty that H1 is true but, leads to a very broad posterior
distribution for µ for small sample sizes, resulting in an inaccurate estimate. Since the constraints on the estimation
error under H0 is not as strict as under H1, this effect is not as pronounced under H0 as under H1, but still visible.
The dashed line, which represents the thresholds of the SPRT does not show this effect at all. A very small or very
large arithmetic mean immediately stops the SPRT, even for small sample sizes. For moderate to large sample sizes
(n ≥ 20) the stopping region of the optimal test is mainly influenced by the uncertainty about the true hypothesis.
However, even on regions where the detection constraints dominate, the corridor in which the test should continue is
much broader for the SPRT than for the jointly optimal scheme.
In Table 1(a), the constraints and the simulation results for both methods, the optimal one and the two-step proce-
dure, are summarized. It can be seen that the optimal sequential joint detection and estimation scheme hits the target
error probabilities exactly, whereas the SPRT has lower empirical error probabilities. On the other hand, the empirical
estimation errors of the optimal scheme are very close to the target ones while the two-stage methods far exceeds
the requirements. The difference of the empirical estimation errors of the optimal scheme and the constraints can be
explained by numerical inaccuracies and the uncertainty of the Monte Carlo simulation. Moreover, it can be seen from
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Figure 1. Different regions of the optimal shift-in-mean test. The region S¯ denotes the complement of the
stopping region, the region S1 is the region where the test stops and decides in favor of H1, the region S0 is
the region where the test stops and decides in favor of H0. The dashed lines are the thresholds of the SPRT.
Table 1. Shift-in-mean test: Constraints and simulation results.
(a) Detection and estimation errors
constraints optimal two-step
P (δτ = 1 |H0) 0.050 0.050 0.035
P (δτ = 0 |H1) 0.025 0.025 0.022
E[1{δτ=0}(θˆ0,τ − θ)2 |H0] 0.350 0.367 0.721
E[1{δτ=1}(θˆ1,τ − θ)2 |H1] 0.200 0.204 0.801
(b) Run-lengths: The second column contains the ex-
pected run-length of the optimal scheme obtained as
the output of the LP.
calculated simulated
optimal optimal two-step
E [τ |H0] - 11.61 14.96
E [τ |H1] - 16.12 12.39
E [τ ] 13.80 13.87 13.67
Table 1(b) that the average run-length of the optimal scheme is very close to the expected run-length that is obtained
as an output of the test design. The average run-length of the SPRT is slightly smaller, but at the cost of much higher
estimation errors. It should be emphasized that the SPRT as well as the optimal scheme are truncated at N = 100
samples. The SPRT reaches this point in around 3.4 % of the cases, whereas this point is only reached in 0.004 % of
the cases for the optimal scheme. Using a regular, non truncated SPRT would hence increase the expected run-length
and further increase the performance gap of the optimal and the two-step scheme.
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Table 2. Shift-in-mean test with relaxed estimation constraint under H1: Constraints and simulation results.
(a) Detection and estimation errors
constraints optimal two-step
P (δτ = 1 |H0) 0.050 0.050 0.035
P (δτ = 0 |H1) 0.025 0.025 0.022
E[1{δτ=0}(θˆ0,τ − θ)2 |H0] 0.350 0.367 0.720
E[1{δτ=1}(θˆ1,τ − θ)2 |H1] 0.900 0.755 0.801
(b) Run-lengths: The second column contains the ex-
pected run-length of the optimal scheme obtained as
the output of the LP.
calculated simulated
optimal optimal two-step
E [τ |H0] - 11.76 14.97
E [τ |H1] - 8.32 12.38
E [τ ] 10.00 10.04 13.67
In order the show the effect when a detection constraint dominates the corresponding estimation constraint, the
estimation constraint under H1 in the previous example is relaxed to κ3 = 0.9 while the rest of the setup stays
unchanged. The optimal weights obtained via LP are C?κ ≈ [175.5, 257.8, 14.6, 0]. As one can see, the optimal weight
corresponding to the estimation error under H1 is set to zero. This means that the problem is equivalent to a pure
detection problem under H1. Although one might think that the remaining coefficients are equivalent to the ones of
the original problem, this is not the case. All three remaining coefficients have changed in a non-negligible manner.
Hence, even if the optimal coefficients for one problem are known, one cannot use them to approximate the coefficients
for the seemingly similar problem. The different regions of the relaxed problem are depicted in Fig. 1(b). Since the
estimation constraint under H1 does not bind anymore, the region S1 approaches the one of the SPRT. By comparing
Fig. 1(a) and Fig. 1(b), it can be seen which subsets of S1 of the original problem are dominated by the estimation
error and ones are dominated by the detection error.
The relaxed problem is also validated by Monte Carlo simulations. Again the SPRT followed by a MMSE esti-
mator is used for benchmark purposes. The simulation results are summarized in Tables 2(a) and 2(b). It can be seen
that for the optimal test the nominal error probabilities are hit exactly and the estimation constraint under H0 is close
to the nominal error. The deviation is again caused by numerical inaccuracies. The two-step procedure fulfills the
constraints on the detection errors, but exceeds the constraint on the estimation error under H0. The relaxed estimation
constraint under H1 is fulfilled for the optimal sequential joint detection and estimation scheme and for the SPRT. The
optimal scheme has an even lower estimation error under H1 than the required one while at the same time it uses fewer
samples under H1 than the SPRT.
7.2. Shift-in-Variance Test
As a second example, a Gaussian likelihood with a random variance is used. In this example, the mean is assumed to
be zero under both hypotheses. This shift-in-variance formulation is often used when detecting a zero-mean signal in
noise.
The distribution of the data conditioned on the variance is Gaussian under both hypotheses and can hence be
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Figure 2. Different regions of the optimal shift-in-mean test. The region S¯ denotes the complement of the
stopping region, the region S1 is the region where the test stops and decides in favor of H1, the region S0 is
the region where the test stops and decides in favor of H0. The dashed lines are the thresholds of the SPRT.
written as
p(xn |σ2i ,Hi) =
n∏
l=1
p(xl |σ2i ,Hi) = (2piσ2i )−
n
2 exp
(−ns2n
2σ2i
)
,
where
s2n =
1
n
n∑
l=1
x2l .
It can bee seen that the likelihood is fully described by n and s2n. Therefore, these quantities are used as a sufficient
statistic. The corresponding transition kernel is given by s2n+1 = 1n+1 (ns2n + x2n+1).
Since, for this example, the likelihood is a continuous function of the random parameter σ2i and of the sufficient
statistic s2n, one can, using the same line of arguments as in the previous example, show that the boundary of the
stopping region is a P-null set according to Lemma 4.3.
Under H0, i.e., no signal is present, the variance of the observations is assumed to be uniformly distributed on
[σ20,min, σ20,max]. Under the alternative, i.e., a signal is present, the variance follows a shifted Gamma distribution with
shape and scale parameter a and b, respectively. Mathematically, the two hypotheses can be written as
H0 : XN |σ20 ∼ N
(
0, σ20
)
, σ20 ∼ U(σ20,min, σ20,max)
H1 : XN |σ21 ∼ N
(
0, σ21
)
, σ21 − σ21,min ∼ Gam(a, b)
(7.4)
with σ20,min < σ
2
0,max < σ
2
1,min. In this scenario, the interval for the uniform distribution under H0 is set to [0.1, 1].
Moreover, the parameter σ21,min is set to 1.3 and the shape and scale parameters are set to 1.7 and 0.5, respectively. To
ensure that the hypotheses are separable, even after discretization, σ21,min is slightly larger than σ
2
0,max. Both hypotheses
have equal prior probability, i.e., p(H0) = p(H1) = 0.5.
In order to solve the problem numerically, the state space of the parameter EΛ is discretized on [0.01, 60] using
9001 grid points. The state space of the observationsEX is discretized on [−20, 20] with 6000 grid points and the state
space of the sufficient statistic Et is discretized on [0, 25] using 2100 grid points. The resulting update matrices ξn
are then of dimension 2100 × 6000, which is even larger than in the previous example. This shows the limitations of
the straightforward discretization of the continuous spaces. The resulting sequential test should use at most N = 100
samples while having target error probabilities of 0.05 and an MSE of 0.025 and 0.25 under H0 and H1, respectively.
To avoid numerical issues with the LP, the regularized problem is solved with a regularization constant of ε = 5 ·10−5.
While the stopping and decision regions for the random mean example can be explained in an intuitive way, this
is not the case for the shift-in-variance test. By inspecting the different regions of the shift-in-variance test, which are
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Table 3. Shift-in-variance test: Constraints and simulation results.
(a) Detection and estimation errors
constraints optimal two-step
P (δτ = 1 |H0) 0.050 0.050 0.028
P (δτ = 0 |H1) 0.050 0.049 0.044
E[1{δτ=0}(θˆ0,τ − θ)2 |H0] 0.025 0.026 0.033
E[1{δτ=1}(θˆ1,τ − θ)2 |H1] 0.250 0.262 0.343
(b) Run-lengths: The second column contains the ex-
pected run-length of the optimal scheme obtained as
the output of the LP.
calculated simulated
optimal optimal two-step
E [τ |H0] - 15.33 17.40
E [τ |H1] - 16.66 14.50
E [τ ] 15.90 16.00 15.95
depicted in Fig. 2(a), one can see that the stopping region of the test is split into three different regions. Intuitively,
one would expect two different regions, one corresponding to a small variance and, hence, a small value of s2n and one
corresponding to a large variance and, hence, a large value of s2n. Since a small variance is more likely for a small value
of s2n and a small value of s
2
n leads to a sharp posterior distribution, the boundary of the lower blue region in Fig. 2(a)
is close to the Wald threshold. Also, the complement of the stopping region is located between the lower blue region
and the decision region in favor of H1. This corridor is close to the Wald thresholds and decreases with an increasing
number of samples, as one would expect. For a sufficient statistic s2n > 2.5, there exists another corridor in which
the test has to continue due to the estimation uncertainty. The lower boundary (in terms of the sufficient statistic) of
the corridor increases with an increasing number of samples since the posterior variance decreases. For a sufficient
statistic of s2n > 12, the complement of the stopping region changes to a stopping region in which the test decides
in favor of H0. This is not intuitively clear since the certainty about H0 should increase with an increasing statistic.
Although the certainty of H1 increases with increasing s2n, the estimation error also increases. Our explanation for this
effect is as follows: Since we consider a sequential joint detection and estimation problem, it would take very long until
the joint cost function would decrease to a sufficient small value. As the aim is to minimize the expected run-length
of the scheme while fulfilling constraints on the detection and estimation performance, it is cheaper to make a wrong
decision than to wait too long until the estimation uncertainty decreases. Moreover, a truncated sequential scheme is
considered, which means that the time which would be needed to reduce to estimation error to an appropriate level is
even larger than the maximum number of allowed samples in this case.
The empirical results of the optimal scheme as well as for the two-step procedure are summarized in Tables 3(a)
and 3(b). One can see that the constraints on the error probabilities are—within the range of the Monte Carlo
uncertainty—hit exactly by the optimal scheme. For the two-step procedure, the empirical results are, in part, much
lower than the constraints. The estimation constraints are almost fulfilled exactly for the optimal scheme, whereas
they are exceeded in a non-negligible manner by the benchmark approach. Surprisingly, both empirical run-lengths
are very close to the run-length resulting from the design procedure. One would expect that the average run-length of
the optimal scheme is much smaller than the one of the non-optimal one. This can have two reasons. First, the rela-
tively small average run-length is due to the fact that the constraints of the MSE are violated. Moreover, the optimal as
well as the non-optimal schemes are truncated. For the optimal scheme, the maximum number of samples is needed in
0.004 % of the Monte Carlo runs, which means that N samples are enough for almost all runs. On the other hand, in
1.4 % of the Monte Carlo runs the SPRT reached the maximum number of samples. Hence, increasing the maximum
number of samples for both, the optimal and the non-optimal scheme would increase the average run-length of the
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two-step procedure, whereas the average run-length of the optimal test would almost stay the same.
To demonstrate the influence of the estimation constraint κ3 on the region S0 for large s2n, the estimation constraint
under H1 is relaxed to κ3 = 0.3 in a first and to κ3 = 0.5 in a second step. The different regions of the two tests
with relaxed estimation constraints are depicted in Figs. 2(b) and 2(c). One can see that for large s2n the region S0 gets
smaller for the first relaxed test while it disappears completely for the second relaxed test. The results of the Monte
Carlo simulations for the problems with relaxed estimation constraints can be found in Appendix H.
Although this problem could be solved numerically in a sufficiently accurate manner using a straightforward
discretization of the continuous spaces, the limits of this approach are clearly visible. Depending on the likelihood,
the prior as well as on the maximum number of samples N , the posterior distribution p(θ |xn) and the posterior
predictive p(x˜ |xn) can become very sharp. Furthermore, the corridor in which the test continues can become very
small, especially for large N . Sticking to this discretization approach, one would need to deal with very fine grids and,
as a result, very high dimensional matricesQn.
To overcome this issue, different representations of the cost functions have to be used, such as a discretization
using non-regular grids or an approximation with basis functions.
8. Conclusions
Based on very mild assumptions, a flexible framework for optimal sequential joint detection and estimation was
developed. The resulting tests minimize the average number of samples while fulfilling constraints on the detection
and estimation performance. The resulting cost function was analyzed and a connection between the weights of the
individual errors and the performance measures of the test were established. These results were then used to select
a set of optimal weights via Linear Programming, such that all constraints are fulfilled and the resulting scheme is
of minimum average run-length. This automatic selection of the optimal coefficients overcomes the problem that the
choice of these coefficients is left to the practitioner in existing approaches. Although the results are only presented
for the two hypotheses case and for scalar random parameters, the proposed scheme can, in principle, be extended
to multiple hypotheses and/or multiple random parameters by adopting the loss functions. To validate the proposed
approach, two numerical examples, which are widely used in various applications, were provided. The designed
tests were validated using Monte Carlo simulations. Based on these examples, the behavior of the sequential test for
different detection/estimation error constraints is shown. By comparing the optimal sequential scheme with an SPRT
followed by an MMSE estimator, the gap in performance when using sub-optimal schemes was shown.
Though for more complex scenarios, like hierarchical Bayes models (Makni et al., 2008) or high-dimensional
problems, a straightforward discretization of the problem may not be sufficient anymore and more advanced numerical
methods may have to be used to represent the densities, the theoretical results of this work remain valid.
A. Proof of Theorem 3.1
The proof of Theorem 3.1 follows from the fundamental results of optimal stopping theory. We follow here the proofs
stated in Fauß and Zoubir (2015); Novikov (2009); Poor and Hadjiliadis (2009). In this proof, a truncated optimal
stopping problem with finite horizon N ≥ 1 is considered with the cost cn for stopping at time n. Let
Vn = min{cn,E [Vn+1 | tn]} , n < N
be the cost for stopping at the optimal time instant between n and N with basis VN = cN . The minimal cost is defined
by
V ? = V0 .
The instantaneous cost cn is obtained from Eq. (3.11) and is then given by
cn = n+ g(tn) .
The following proof is performed by induction. Assume that for some n < N the optimal cost function has the form
Vn = n+ ρn(tn). It has to be shown that this relation holds also for n− 1 if it holds for n. The cost function at time
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n− 1 can be written as
Vn−1 = min {cn−1,E [Vn | tn−1]}
= min {n− 1 + g(tn−1),E [n+ ρn(tn) | tn−1]}
= n− 1 + min {g(tn−1), 1 +E [ρn(tn) | tn−1]}
= n− 1 + ρn−1(tn−1) ,
where the expected value
E [ρn(tn) | tn−1] = 1 +
∫
ρn(tn)p(xn | tn−1)dxn
= 1 +
∫
ρn(ξ(tn−1, xn))p(xn | tn−1)dxn
is a function of tn−1 only. Thus, the induction step holds. The induction basis is given by VN = N + g(tN ). Hence,
the minimum cost of the truncated optimal stopping problem is given by V ? = V0 = ρ0(t0).
B. Proof of Corollary 3.1
In what follows, it is shown that ρn+1 is Qtn -integrable for all tn and for all 0 ≤ n < N . From the definition of ρn,
one can directly see that ∫
ρn+1dQtn ≤
∫
gdQtn ≤
∫
D?i,n+1dQtn .
By definition of D?i,n, i ∈ {0, 1}, one obtains∫
D?i,n+1dQtn =
∫ (
C1−ip(H1−i | ξ(tn, x˜)) + C2+ip(Hi | ξ(tn, x˜)) Var
[
Θ | ξ(tn, x˜),Hi
])
p(x˜ | tn)dx˜
=
∫
C1−ip(H1−i | tn, x˜)p(x˜ | tn) + C2+ip(Hi | tn, x˜) Var
[
Θ | tn, x˜,Hi
]
p(x˜ | tn)dx˜ .
The first term of the integral on the right hand side of the previous equation can be expressed as∫
C1−ip(H1−i | tn, x˜)p(x˜ | tn)dx˜ =
∫
C1−ip(H1−i, x˜ | tn)dx˜ = C1−ip(H1−i | tn) ,
whereas the second term can be written as∫
C2+ip(Hi | tn, x˜) Var
[
Θ | tn, x˜,Hi
]
p(x˜ | tn)dx˜ = C2+ip(Hi | tn)
∫
Var
[
Θ | tn, x˜,Hi
]
p(x˜ | tn,Hi)dx˜ .
From now on, the following notation is used
Ex˜∼p(x˜ | tn,Hi)
[
Var
[
Θ | tn, x˜,Hi
]]
:=
∫
Var
[
Θ | tn, x˜,Hi
]
p(x˜ | tn,Hi)dx˜ .
To calculate the conditional expectation of the posterior variance, the conditional expectation of the posterior mean
has to be calculated first. It is given by
θ¯ :=Ex˜∼p(x˜ | tn,Hi)
[
E
[
Θ | tn, x˜,Hi
]]
=
∫ ∫
θp(θ | tn, x˜,Hi)dθp(x˜ | tn,Hi)dx˜
=
∫ ∫
θp(θ, x˜ | tn,Hi)dx˜dθ = E
[
θ | tn,Hi
]
.
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The conditional expectation of the posterior variance is hence given by
Ex˜∼p(x˜ | tn,Hi)
[
Var
[
Θ | tn, x˜,Hi
]]
=
∫ ∫ (
θ − θ¯)2 p(θ | tn, x˜,Hi)dθp(x˜ | tn,Hi)dx˜
=
∫ ∫ (
θ − θ¯)2 p(θ, x˜ | tn,Hi)dx˜dθ
=
∫ (
θ − θ¯)2 p(θ | tn,Hi)dθ = Var[Θ | tn,Hi] .
With these results, one can conclude that∫
D?i,n+1dQtn =C1−ip(H1−i | tn) + C2+ip(Hi | tn)Var
[
Θ | tn,Hi
]
<∞ ,
since the constants are assumed to be finite and the posterior variance is finite, following Assumption 5. Therefore,
the integral of the cost function is bounded by∫
ρn+1dQtn ≤
∫
gdQtn ≤
∫
D?i,n+1dQtn = C1−ip(H1−i | tn) + C2+ip(Hi | tn)Var
[
Θ | tn,Hi
]
<∞ ,
so that ρn+1 is Qtn -integrable for all tn and all 0 ≤ n < N .
C. Proof of Lemma 4.2
The proof of Lemma 4.2 is only outlined for the upper bound, since the lower bound can be shown analogously. First
of all, it has to be mentioned that the function relating en+1 and en is linear in en, i.e.,
ei,n+1 = ξ˜tn(ei,n, xn+1) = ei,n
p(xn+1 | tn,Hi)
p(xn+1 | tn) . (C.1)
The following proof is performed by induction. Let a◦ = max{a0, a1, 1} and assume that Lemma 4.2 holds for some
n < N . For n− 1, by applying Eq. (C.1) it holds that
ρ˜n−1(a · en−1, tn−1) = min
{
g˜(tn−1, a · en−1), 1 +
∫
ρ˜n
(
ξ˜tn−1(a · en−1, x˜), ξtn−1(x˜)
)
p(x˜ | tn−1)dx˜
}
= min
{
g˜(tn−1, a · en−1), 1 +
∫
ρ˜n
(
a · ξ˜tn−1(en−1, x˜), ξtn−1(x˜)
)
p(x˜ | tn−1)dx˜
}
.
Applying Lemmas 4.1 and 4.2 yields
ρ˜n−1(a · en−1, tn−1) ≤ min
{
a◦g˜(tn−1, en−1), 1 +
∫
ρ˜n
(
aξ˜tn−1(en−1, x˜), ξtn−1(x˜)
)
p(x˜ | tn−1)dx˜
}
≤ min
{
a◦g˜(tn−1, en−1), 1 + a◦
∫
ρ˜n
(
ξ˜tn−1(en−1, x˜), ξtn−1(x˜)
)
p(x˜ | tn−1)dx˜
}
.
We can further state that
min
{
a◦g˜(tn−1, en−1), 1 + a◦
∫
ρ˜n
(
ξ˜tn−1(en−1, x˜), ξtn−1(x˜)
)
p(x˜ | tn−1)dx˜
}
≤ min
{
a◦g˜(tn−1, en−1), a◦ + a◦
∫
ρ˜n
(
ξ˜tn−1(en−1, x˜), ξtn−1(x˜)
)
p(x˜ | tn−1)dx˜
}
= a◦min
{
g˜(tn−1, en−1), 1 +
∫
ρ˜n
(
ξ˜tn−1(en−1, x˜), ξtn−1(x˜)
)
p(x˜ | tn−1)dx˜
}
.
Based on this, we can conclude that
ρ˜n−1(a · en−1, tn−1) ≤ a◦min
{
g˜(tn−1, en−1), 1 +
∫
ρ˜n
(
ξ˜tn−1(en−1, x˜), ξtn−1(x˜)
)
p(x˜ | tn−1)dx˜
}
.
The induction basis is given by n = N , where it holds that
ρ˜N (tN , a · eN ) = g˜(tN , aeN ) ≤ a◦g˜(tN , eN ) = a◦ρ˜N (tN , eN )
due to Lemma 4.1. This concludes the proof.
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D. Proof of Theorem 4.1
Let
ρ′n,Ci(tn) =
∂ρn(tn)
∂Ci
=
{
g′Ci(tn) for tn ∈ Sn
∂
∂Ci
∫
ρn+1dQtn for tn ∈ S¯n
denote the derivatives of the cost function with respect to Ci, which are defined everywhere on Et \ ∂Sn.
Assume that the order of integration and differentiation can be interchanged, i.e.,
∂
∂Ci
∫
ρn+1dQtn =
∫
ρ′n+1,CidQtn . (D.1)
The validity of this assumption is shown later on. In general, the derivative of the cost function can be
expressed as
ρ′n,Ci(tn) = 1Sng
′
Ci(tn) + 1S¯n
∫
ρ′n+1,CidQtn . (D.2)
First, the derivatives with respect to the coefficients corresponding to the detection, C{0,1}, are calculated.
The derivative of the cost function on Sn given by
g′n,Ci(tn) =1S1−in p(Hi | tn)
=1S1−in p(Hi)
p(tn |Hi)
p(tn)
. (D.3)
By using the property p(tn | tn−1) = p(xn | tn−1) and defining the short-hand notation
zin =
p(tn |Hi)
p(tn)
, (D.4)
Eq. (D.3) can be written as
g′n,Ci(tn) =1S1−in p(Hi)
p(tn | tn−1,Hi)p(tn−1 |Hi)
p(tn−1)p(tn | tn−1)
=1S1−in p(Hi)z
i
n−1
p(xn | tn−1,Hi)
p(xn | tn−1) . (D.5)
Combining Eq. (D.2) and Eq. (D.5) leads to:
ρ′n,Ci(tn) = 1S1−in p(Hi)
p(tn |Hi)
p(tn)
+ 1S¯n
(∫
{ξtn∈S1−in+1}
p(Hi)zin
p(x˜ | tn,Hi)
p(x˜ | tn) p(x˜ | tn)dx˜+
∫
S¯n+1
ρ′n+1,CidQtn
)
= 1S1−in p(Hi)z
i
n + 1S¯n
(
p(Hi)zinQitn
(S1−in+1)+ ∫S¯n+1 ρ′n+1,CidQtn
)
This coincides with the results for i ∈ {0, 1} stated in Theorem 4.1. Second, the derivatives with respect
to the coefficients corresponding to the estimation, i.e., C{2,3}, have to be calculated. Using the short hand
notation defined in Eq. (D.4), the derivative on Sn is given by
g′n,Ci(tn) =1Si−2n p(Hi−2)z
i−2
n Var [Θ | tn,Hi−2] . (D.6)
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The derivative on S¯n can be expressed as
ρ′n,Ci(tn) =
∫
ρ′n+1,CidQtn
=
∫
Sn+1
g′n+1,CidQtn +
∫
S¯n+1
ρ′n+1,CidQtn . (D.7)
Following the same lines as for i ∈ {0, 1}, the first integral in the last line can be rewritten as∫
Sn+1
g′n+1,CidQtn =
∫
{ξtn∈Si−2n+1}
p(Hi−2)zi−2n+1Var [Θ | tn+1,Hi−2] p(x˜ | tn)dx˜
=zi−2n p(Hi−2)
∫
{ξtn∈Si−2n+1}
Var [Θ | ξ(tn, x˜),Hi−2] p(x˜ | tn,Hi−2)
p(x˜ | tn) p(x˜ | tn)dx˜
=zi−2n p(Hi−2)
∫
{ξtn∈Si−2n+1}
Var [Θ | ξ(tn, x˜),Hi−2] p(x˜ | tn,Hi−2)dx˜ . (D.8)
Combining Eqs. (D.6) to (D.8), one yields
ρ′n,Ci(tn) = 1Si−2n p(Hi−2)z
i−2
n Var [Θ | tn,Hi−2]
+ 1S¯n
(
p(Hi−2)zi−2n
∫
{ξtn∈Si−2n+1}
Var [Θ | ξ(tn, x˜),Hi−2] p(x˜ | tn,Hi−2)dx˜
+
∫
S¯n+1
ρ′n+1,CidQtn
)
which is the result stated in Theorem 4.1 for i ∈ {2, 3}.
It now has to be shown that Eq. (D.1) holds, i.e., that the order of the integral and the differentiation
can be interchanged. According to the differentiation lemma (Bauer, 2001, Lemma 16.2.), the order can be
interchanged if the following conditions hold:
1. The function ρn+1(tn+1) has to be Qtn-integrable for all 0 ≤ n < N and all Ci, i ∈ {0, 1, 2, 3}.
2. The function ρn(tn) is differentiable for all 0 ≤ n ≤ N and all tn ∈ Et .
3. A function hin(tn) has to exist, which is independent of Ci and it must further hold that
| ρ′n,Ci(tn) | ≤ hin(tn), i ∈ {0, 1, 2, 3} .
Condition 1 is fulfilled by Corollary 3.1, but conditions 2 and 3 still have to be proven. The proof is only
carried out for i ∈ {0, 1}, since it can be done analogously for i ∈ {2, 3}. Suppose that the derivative lemma
holds for some ρn and some i ∈ {0, 1}. Further assume that
rin(tn) = p(Hi)zinQitn
(S1−in+1)+ ∫S¯n+1 ρ′n+1,CidQtn
is its derivative on S¯n. Now consider the derivative of ρn−1, is well-defined and bounded on Sn. On S¯n, it
holds that
∂ρn−1
∂Ci
= ∂
∂Ci
∫
ρndQtn−1 = p(Hi)zin−1Qitn−1
(S1−in )+ ∫S¯n ρ′n,CidQtn−1 . (D.9)
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Hence, the derivative of ρn−1 is upper bounded on S¯n by∣∣∣∣∂ρn−1∂Ci
∣∣∣∣ = ∣∣∣∣p(Hi)zin−1Qitn−1(S1−in )+ ∫S¯n ρ′n,CidQtn−1
∣∣∣∣
≤ p(Hi)zin−1Qitn−1
(S1−in )+ ∣∣∣∣∫S¯n ρ′n,CidQtn−1
∣∣∣∣
≤ p(Hi)zin−1Qitn−1
(S1−in )+ ∫S¯n hindQtn−1 . (D.10)
From Eqs. (D.9) and (D.10), it follows that the derivative Lemma holds for n − 1 if it holds for n. The
induction basis is given by ρN , where it holds that
ρ′N,Ci = p(Hi)z
i
N1{S1−in }
and ∣∣∣ρ′N,Ci ∣∣∣ ≤ p(Hi)ziN = hiN (tn) .
This concludes the proof.
E. Proof of Theorem 4.2
Assuming that the optimal policy stated in Corollary 3.2 is used, the performance measures defined in
Eq. (2.18) and Eq. (2.19) are written in terms of the different regions of the test which are defined in
Eqs. (3.18), (3.19) and (4.6).
The error probabilities αin(tn) of the scheme at time n and state tn are then given by:
αin(tn) =

0 for tn ∈ Sin
1 for tn ∈ S1−in
E[αin+1(tn+1) | tn,Hi] for tn ∈ S¯n
(E.1)
The expected value in Eq. (E.1) is equivalent to
E
[
αin+1(tn+1) | tn,Hi
]
=
∫
αin+1dQtn
= Qitn
(S1−in+1)+ ∫S¯n+1 αin+1dQitn
To show that Theorem 4.2 holds, it first has to be shown that αin(tn) =
ρ′n,Ci (tn)
p(Hi)zin
is a valid solution of
Eq. (E.1). For tn ∈ Sin, it holds that
ρ′n,Ci
p(Hi)zin
= 0 = αin(tn)
and for tn ∈ S1−in it holds that
ρ′n,Ci
p(Hi)zin
= p(Hi)z
i
n
p(Hi)zin
= 1 = αin(tn) ,
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which corresponds to the error probabilities on the stopping region. On the complement of the stopping
region, we have
ρ′n,Ci(tn)
p(Hi)zin
= Qitn
(S1−in+1)+ ∫{ξtn∈S¯n+1}
ρ′n+1,Ci(ξ(tn, x˜))
p(Hi)zin
p(x˜ | tn,Hi)
p(x˜ | tn)
p(x˜ | tn,Hi)dx˜
ρ′n,Ci(tn)
p(Hi)zin
= Qitn
(S1−in+1)+ 1p(Hi)zin
∫
S¯n+1
ρ′n+1,CidQtn
ρ′n,Ci(tn) = p(Hi)z
i
nQ
i
tn
(S1−in+1)+ ∫S¯n+1 ρ′n+1,CidQtn
which is true by Theorem 4.1. Hence, Theorem 4.2 holds for the error probabilities αin(tn).
In a similar way, the mean squared error can be written as
βin(tn) =

0 for tn ∈ Sin
Var[Θ | tn,Hi] for tn ∈ S1−in
E[βin+1(tn+1) | tn,Hi] for tn ∈ S¯n
(E.2)
where the expected value can be expressed as
E
[
βin+1(tn+1) | tn,Hi
]
=
∫
βin+1dQtn
=
∫
{ξtn∈Sin+1}
Var
[
Θ | ξtn(x˜),Hi
]
p(x˜ | tn,Hi)dx˜+
∫
S¯n+1
βin+1dQitn .
It now has to be shown that βin(tn) =
ρ′n,Cj (tn)
p(Hj−2)zj−2n
also solves Eq. (E.2). For tn ∈ Sin and with the
substitution i = j − 2, it holds that
ρ′n,Cj (tn)
p(Hj−2)zj−2n
= 0 = βin(tn)
and for tn ∈ S1−in with i = j − 2 it holds that
ρ′n,Cj (tn)
p(Hj−2)zj−2n
= Var[Θ | tn,Hj−2] = Var[Θ | tn,Hi] = βin(tn) ,
which is the definition of the estimation error on the stopping region. For the complement of the stopping
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region, it also has to be shown that βin(tn) =
ρ′n,Cj (tn)
p(Hj−2)zj−2n
solves Eq. (E.2):
ρ′n,Cj (tn)
p(Hj−2)zj−2n
=
∫
{ξtn∈Sj−2n+1}
Var
[
Θ | ξ(tn, x˜),Hj−2
]
p(x˜ | tn,Hj−2)dx˜
+
∫
{ξtn∈S¯n+1}
ρ′n+1,Cj (ξ(tn, x˜))
p(Hj−2)zj−2n p(x˜ | tn,Hj−2)p(x˜ | tn)
p(x˜ | tn,Hj−2)dx˜
ρ′n,Cj (tn)
p(Hj−2)zj−2n
=
∫
{ξtn∈Sj−2n+1}
Var
[
Θ | ξ(tn, x˜),Hj−2
]
p(x˜ | tn,Hj−2)dx˜
+ 1
p(Hj−2)zj−2n
∫
S¯n+1
ρ′n+1,CjdQtn
ρ′n,Cj (tn) = p(Hj−2)z
j−2
n
∫
{ξtn∈Sj−2n+1}
Var
[
Θ | ξ(tn, x˜),Hj−2
]
p(x˜ | tn,Hj−2)dx˜
+
∫
S¯n+1
ρ′n+1,CjdQtn
which is true by Theorem 4.1. Hence, Theorem 4.2 holds also for the estimation error βin(tn).
Finally, the detection and estimation error at n = 0 with sufficient statistic t0 can be expressed as
ρ′0,Ci(t0) = p(Hi)α
i
0(t0) i ∈ {0, 1} ,
ρ′0,Ci(t0) = p(Hi−2)β
i−2
0 (t0) i ∈ {2, 3} ,
which concludes the proof.
F. Proof of Theorem 5.1
It has to be shown that for C = {C0, C1, C2, C3} the solution of
max
C≥0
Lκ(C) = max
C≥0
ρ0(t0)−
1∑
i=0
p(Hi)Ciκi −
3∑
i=2
p(Hi−2)Ciκi (F.1)
coincides with the solution of Problem 2. According to Theorem 4.2, it holds for the derivative of Lκ(C)
with respect to Ci that
∂Lκ(C)
∂Ci
= ∂ρ0(t0)
∂Ci
− p(Hi)κi = p(Hi)
(
αi0(t0;pi?C)− κi
)
i ∈ {0, 1} ,
∂Lκ(C)
∂Ci
= ∂ρ0(t0)
∂Ci
− p(Hi−2)κi = p(Hi)
(
βi0(t0;pi?C)− κi
)
i ∈ {2, 3} .
Due to space constraints, the proof of optimality is only shown for the detection constraints because it
follows analogously for the estimation constraints. Since the constraints on the detection and estimation
errors are inequality constraints, C?i is an optimal solution of Eq. (F.1) if the derivative vanishes for a non-
negative C?i or there exist a non-positive derivative for C
?
i = 0. First of all, assume that there exist a
non-negative and bounded C?i for which die derivative vanishes. In this case, it holds that
αi0(t0;pi?C?κ) = κi ,
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i.e., the constraints on the error probabilities are fulfilled with equality. For this case, it has to be shown
that the coefficient C?i is non-negative and finite. We now consider the limit where a coefficient Ci tends to
infinity, which is a sequential scheme that never decides in favor of Hi−1. By inspecting the limit
lim
Ci→∞
∂Lκ(C)
∂Ci
= p(Hi) (0− κi) < 0, (F.2)
one can see that this contradicts the fact that an infinitely large Ci maximizes Eq. (F.1), because a negative
gradient would only lead to an optimal value if the corresponding Lagrange multiplier is equal to zero. Now,
the case Ci = 0 needs closer inspection. In this case the gradient becomes
∂Lκ(C)
∂Ci
∣∣∣∣
Ci=0
= p(Hi)
(
α˜i0(t0;pi?C)− κi
)
,
where α˜i0(t0;pi?C) is the actual detection error. The cost of deciding in favor of H1−i is determined only by
C2+i. At this point, it has to be recalled that the detection error αi0 depends on the cost for a wrong detection
and the cost for an inaccurate estimate so that the constraint on the detection errors can be implicitly fulfilled
by the corresponding estimation constraint. The two cases in which the actual detection error is smaller
and in which the actual detection error is larger than the constraint have to be distinguished. If the actual
detection error is smaller than the constraint, i.e., the gradient is negative for a zero Lagrange multiplier,
this results in an optimum of Lκ(C) (complementary slackness). Opposed to this, when the actual detection
error is larger than the constraint, it results in a positive derivative, which contradicts the assumption that
Ci = 0 maximizes Lκ(C). Due to the fact that Lκ(C) is concave in C, the gradient is positive for Ci = 0
and that Lκ(C) is decreasing in the limit (see Eq. (F.2)), we know that there exist a finite and positive
C?i which maximizes Lκ(C). With the same line of arguments, it can be shown that this holds also for
i ∈ {2, 3}. That is, the resulting scheme fulfills the requirements on the detection and estimation errors and
is, due to the definition of ρn, of minimum run-length.
It is left to show that the optimal objective is equivalent to the run-length of the scheme. The optimal
value of the dual objective can be re-written as:
Lκ(C?κ) = ρ0(t0;pi?C?κ)−
1∑
i=0
p(Hi)C?i,κκi −
3∑
i=2
p(Hi−2)C?i,κκi
= V ?(pi?C?κ)−
1∑
i=0
p(Hi)C?i,κκi −
3∑
i=2
p(Hi−2)C?i,κκi
= E[τ(Ψ?C?κ)] +
1∑
i=0
p(Hi)
(
C?i,κα
i
0(t0;pi?C?κ) + C
?
2+i,κβ
i
0(t0;pi?C?κ)
)
−
1∑
i=0
p(Hi)
(
C?i,κκi + C?2+i,κκ2+i
)
= E[τ(Ψ?C?κ)] = E[τ(Ψ
?
κ)]
Hence, Eq. (5.2) is indeed the Lagrangian dual of Problem 2. This concludes the proof.
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G. Regularized Problem Formulation
The regularized formulation of Eq. (G.1) is given by
max
C≥0,ρn∈L
ρ0(t0)−
1∑
i=0
p(Hi)Ciκi −
3∑
i=2
p(Hi−2)Ciκi +
ε
N + 1
N∑
n=0
∫
ρn(tn)dµ(tn)
s.t. ρn(tn) ≤ D?0,n(tn) for 0 ≤ n ≤ N
ρn(tn) ≤ D?1,n(tn) for 0 ≤ n ≤ N
ρn(tn) ≤ 1 +
∫
ρn+1dQtn for 0 ≤ n < N
(G.1)
where ε is a small regularization constant and µ(tn) is some strictly increasing measure on (Et , Et). This
regularized formulation is used to directly enforce the maximization over the entire domain. In Eq. (5.5),
the maximization over the entire domain is only implicit due to the recursive definition of ρn and, thus,
depends on a sufficiently strong coupling between ρ0(t0) and ρn(tn) through Qtn . However, this coupling
is decreasing with increasing n. First, it has to be shown, that the objective of the regularized problem is
still bounded. For the regularization term without the constant scaling factor, it holds that
N∑
n=0
∫
ρn(tn)dµ(tn) ≤
N∑
n=0
∫
g(tn)dµ(tn) ≤
N∑
n=0
(∫
D?0,n(tn)dµ(tn) +
∫
D?1,n(tn)dµ(tn)
)
. (G.2)
It is assumed, that µ(tn) has been chosen such that∫
p(Hi | tn)dµ(tn) = p(Hi) , i ∈ {0, 1} ,∫
p(Hi | tn)Var [Θ | tn,Hi] dµ(tn) = p(Hi)Var [Θ |Hi] , i ∈ {0, 1} .
The integrals over the two auxiliary variables D?i,n(tn) are hence given by∫
D?i,n(tn)dµ(tn) = C1−ip(H1−i) + C2+ip(Hi)Var [Θ |Hi] . (G.3)
Combining Eq. (G.2) and Eq. (G.3) yields an bound on the regularization term
ε
N + 1
N∑
n=0
∫
ρn(tn)dµ(tn) < ε
( 1∑
i=0
Cip(Hi) + C2+ip(Hi)Var [Θ |Hi−2]
)
. (G.4)
Hence, the objective in Eq. (G.1) is upper bounded by
ρ0(t0)−
1∑
i=0
p(Hi)Ci(κi − ε)−
3∑
i=2
p(Hi−2)Ci(κi − εVar [Θ |Hi]) . (G.5)
As long as κi − ε > 0 for all i ∈ {0, 1} and κi − εVar[Θ |Hi] > 0 for i ∈ {2, 3}, boundedness of the
objective is guaranteed. That means that the constant has to be chosen according to
ε < min
{
κ0, κ1,
κ2
Var[Θ |H0] ,
κ3
Var[Θ |H1]
}
. (G.6)
From Eq. (G.5), it can be seen that the resulting test has lower target error probabilities and estimation errors
than the original test and is hence not strictly optimal any more.
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H. Results of the Shift-in-Variance Test with Relaxed Estimation Constraints
In the following, the results of the shift-in-variance test with relaxed estimation constraints under H1 are
presented. The results shown in Tables 4 and 5 differ only in the estimation constraints under H1. The
original problem has an estimation constraint of 0.250 under H1, which is first relaxed to 0.300 and then to
0.500 in a second step. As one can see, all constraints, except for the estimation constraints under H1, are
almost fulfilled with equality by the optimal scheme. Since the detection constraint under H1 dominates the
corresponding estimation constraint for the example shown in Table 5, the empirical estimation errors are
below the allowed threshold κ3.
Table 4. Shift-in-variance test: Constraints and simulation results - Moderate estimation constraint under
H1.
(a) Detection and estimation errors
constraints optimal two-step
P (δτ = 1 |H0) 0.050 0.050 0.027
P (δτ = 0 |H1) 0.050 0.049 0.044
E[1{δτ=0}(θˆ0,τ − θ)2 |H0] 0.025 0.026 0.033
E[1{δτ=1}(θˆ1,τ − θ)2 |H1] 0.300 0.313 0.343
(b) Run-lengths: The second column contains the ex-
pected run-length of the optimal scheme obtained as
the output of the LP.
calculated simulated
optimal optimal two-step
E [τ |H0] - 15.268 17.403
E [τ |H1] - 12.347 14.473
E [τ ] 13.708 13.807 15.938
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Table 5. Shift-in-variance test: Constraints and simulation results - Weak estimation constraint under H1.
(a) Detection and estimation errors
constraints optimal two-step
P (δτ = 1 |H0) 0.050 0.050 0.027
P (δτ = 0 |H1) 0.050 0.050 0.044
E[1{δτ=0}(θˆ0,τ − θ)2 |H0] 0.025 0.026 0.033
E[1{δτ=1}(θˆ1,τ − θ)2 |H1] 0.500 0.361 0.343
(b) Run-lengths: The second column contains the ex-
pected run-length of the optimal scheme obtained as
the output of the LP
calculated simulated
optimal optimal two-step
E [τ |H0] - 15.268 17.403
E [τ |H1] - 12.347 14.473
E [τ ] 13.708 13.807 15.938
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