Abstract-Transmit arrays have been developed to mitigate the RF field inhomogeneity commonly observed in high field magnetic resonance imaging (MRI), typically above 3T. To this end, the knowledge of the RF complex-valued transmit-sensitivities of each independent radiating element has become essential. This paper details a method to speed up a currently available -calibration method. The principle relies on slice undersampling, slice and channel interleaving and kriging, an interpolation method developed in geostatistics and applicable in many domains. It has been demonstrated that, under certain conditions, kriging gives the best estimator of a field in a region of interest. The resulting accelerated sequence allows mapping a complete set of eight volumetric field maps of the human head in about 1 min. For validation, the accuracy of kriging is first evaluated against a well-known interpolation technique based on Fourier transform as well as to a -maps interpolation method presented in the literature. This analysis is carried out on simulated and decimated experimental maps. Finally, the accelerated sequence is compared to the standard sequence on a phantom and a volunteer. The new sequence provides maps three times faster with a loss of accuracy limited potentially to about 5%.
the RF wavelength in the human head tissues becomes smaller than the sample, leading to a nonuniform transmit-sensitivity profile [2] , [3] . Specific sequences have been developed to counteract this nonuniformity [4] , [5] , [6] . These sequences generally lead to long RF pulses or high specific absorption rate in the tissues [7] . During the last decade, transmit arrays have been proposed in order to mitigate these adverse effects [8] . The key principle is to adjust the phase and the amplitude of each of the coil elements. Over the years, many schemes have been developed to optimize the transmit-sensitivity profile [9] (static shimming) or the flip-angle distribution [10] - [13] (dynamic shimming also referred to as transmit-sense).
Each of the above-mentioned solutions requires knowledge of the complex-valued field produced by each of the coil elements in the transmit-array. To this end, a dedicated mapping sequence can be used experimentally to map the fields. Over the years, different methods have been proposed to measure the RF field maps. Apart from frequency-modulated pulses technique [14] , [15] or the Bloch-Siegert shift technique [16] , most -mapping methods rely on the measurement of the magnetization flip angle as an estimate of the magnitude, assuming on-resonance RF excitation. Among these, 3-D steady-state sequences like the Actual Flip angle Imaging sequence [17] allow fairly precise -profile measurements. However, the minimum duration of these sequences is limited by the specific absorption rate (SAR) and the signal-to-noise ratio (SNR). On the other side, 2-D multislice strategies offer a better SNR to acquisition time ratio, only limited by the longitudinal relaxation time of the tissues, [18] . In this latter category, one sequence is particularly suited for the fast calibration of a transmit-array [19] used to control profiles via parallel transmission at ultra-high-field. It consists in encoding the flip angle with a preparation saturation pulse immediately preceding an EPI readout [20] or a 2-D-FLASH readout [21] . The ratio between the prepared image and the reference image (without preparation pulse) gives the cosine of the flip angle. A minimal repetition time, , needs to be allowed so that full relaxation occurs before preparing the longitudinal magnetization for the next channel (typically , where is the longest longitudinal relaxation time known for the sample under study). This is necessary as no steady state other than the thermal equilibrium can be reached throughout the sequence since the preparation pulses induce different excitation patterns at each step. Acceleration methods like EPI, parallel imaging, or even simultaneous multi-slice acquisitions [22] can be used to reduce the acquisition time of a single volume, but they cannot fill the dead time induced by the 5-waiting between the transmit-array channel measurements. This limitation is specific to phased array coils. Adiabatic RESET pulses for defined pre-conditioning of the longitudinal magnetization would allow shortening , but require high RF power, making the sequence incompatible in vivo because of excess SAR [23] . These sequences applied to the complex -mapping of an 8-channel transmit-array on a human brain takes about 4 min [21] .
Ideally, the calibration of such a transmit array system should be instantaneous as it contains no clinical value. The goal of the present work is to shorten this calibration time to about 1 min. As the repetition time cannot be shortened, we propose to interleave slice and channel-dependent acquisitions while reducing the number of acquired slices. In the case of a 5-mm resolution mapping of a human brain, a 4-fold undersampling brings the number of acquired slices from 32 to 8. The missing slices are then estimated from the undersampled dataset based on an interpolating method well-known in geostatistics, as the -field varies slowly in space [24] . The idea of interpolating very poorly resolved maps has been studied in the article of Sbrizzi [24] . He proposed to reconstruct poor resolved maps through projection into the space of spherical functions and validates the concept with in vivo field maps. We propose here a different algorithm, the kriging 1 algorithm, well known in mineral exploration, to reconstruct low resolution maps. The kriging approach was first introduced in the early sixties with Matheron's work on geostatistics [25] . As a branch of statistics, geostatistics focuses on multi-dimensional stochastic processes. It aims at deriving the maximum information from noisy and low resolution maps. Except the condition that the quantity to be estimated varies slowly in space, no other physical assumption is required. The kriging algorithm allows estimation of an expected value, based on a statistical quantity commonly referred to as a variogram [26] . This algorithm has already been applied to other biomedical issues [27] as well as to electromagnetic problems [28] . It is essential to remember the impossibility of demonstrating that kriging is applicable to a specific problem a priori. As usual in statistics, assumptions must be made first, which validity in only checked a posteriori with an appropriate test.
The potential of the kriging method is explored in the context of in vivo calibration of an 8-channel transmit array at 7T. Results are compared to a interpolation and to the method developed by Sbrizzi [24] .
II. MATERIALS AND METHODS

A. Elements of Kriging
The kriging method was first developed for mineral and oil prospection in the 1960s. It aimed at locally estimating the potential wealth of a mine or an oil field with a series of drillings, in order to optimize the exploitation of the resource. For this purpose, engineers considered the local wealth of the mine, at position , as a random variable, . Each drilling was considered as a measurement, a realization in a statistical point of view, of at position : . The question was: what can we expect to find at position , knowing what we found at different positions ? Kriging was the answer proposed by Matheron [25] . The method is based on the concept of variogram. If we assume that the expected value, in terms of statistics, of the square of the difference , does not depend on , which is usually called the stationarity assumption, we can define the variogram by (1) where denotes the expected value.
The variogram can be estimated for every with a small number of measurements. Variogram models generally involve two or three parameters estimated based on these measurements. Furthermore, Matheron showed that the kriging estimator is the best linear unbiased estimator knowing a series of realizations of at positions (2) where is the solution of the linear equation system
This linear system has equations and unknowns; it always has a unique solution. The additional parameter is a Lagrange multiplier used in the minimization of the kriging error to satisfy the unbiasedness condition. It has no physical meaning. The theoretical foundation of kriging is detailed by Wackernagel [29] . Its presentation is far outside of the scope of this article. The model and fitting algorithm chosen for this study will be described below.
Kriging was first used with real positive quantities such as mass concentration of minerals, oil, etc. Most of the algorithms were developed for 2-D or 3-D experiments with real values. However, by simply splitting complex-valued numbers into real and imaginary parts, these kriging algorithms can be easily applied to each part. The kriging algorithm is effective only if there is a spatial correlation in the field being explored. In other words, the variogram must not be a constant function for . For electromagnetic field mapping, the efficiency of the kriging approach has already been demonstrated in different experiments [28] .
B. Kriging Interpolation Algorithm
We propose to apply the kriging algorithm to field maps of resolution , respectively in directions , and , in order to produce field maps. The axis refers hereinafter to the slice-encoding direction, which corresponds to the field direction. The principle of the kriging algorithm can be easily applied to other resolutions. The voxel size of the interpolated field maps is defined to , such as the field of view is . In the following paragraphs, defines the voxel size equal to 5 mm. Consequently, the presented algorithm aims at multiplying the resolution by a factor 4 along -axis. A triplet of natural numbers defines the position in the Cartesian grid whose origin is located at a corner of the volume of interest, such as , , and
. The initial dataset, that is the initial field map, is embedded in two 3-D arrays of size called and corresponding respectively to the real and imaginary part. Each of these two 3-D arrays will define successively the domain of kriging. Their construction is obtained element by element as follows: -and ("Not-a-Number") if is located on an unmeasured slice or outside of the sample. -Otherwise, and . At least three-quarters of and is filled with values at the end of this process.
First, we must define the set of positions used to estimate or in (1) . Geostatistics proves that, under the stationarity hypothesis, the correlation between two measurements decreases, or stay constant, when the distance increases: there is statistically less information between two distant locations compared to neighboring locations. Consequently, it is not necessary to include all the measured values of or to estimate or . Moreover, the higher the number of positions n, the higher the computational time in kriging. Another criterion for choosing the set the positions states that all measurements cannot be located on the same slice. Otherwise, the variation along z-axis would be ignored by the algorithm. In our study, the compromise consists in defining such as all the measured values are included in a 25-mm-radius sphere centered at . The value of 25 mm is higher than the distance between two measured slices (20 mm), ensuring that measurements are taken on two adjacent slices. In the same time, this sampling rule excludes all the measurements that would not improve significantly the kriging. The maximum distance between two positions in the 25-mm-radius sphere is 50 mm. Hence, the eligible values for the variable in the variogram function can be limited in a range of 50 mm.
Among the numerous possible variogram models proposed in [29] , we chose a versatile and widely used model which is entirely defined by only three parameters if if otherwise (4) As an isotropic model, this variogram does not depend on the direction of . It is able to fit various experimental data with a minimum number of parameters: , and . The variance of the random variable is given by . The minimum correlation between two adjacent positions is represented by . Finally, is the range of the model that corresponds to the distance from which the variogram becomes constant.
The structure of the field dataset, a set of discrete values on a Cartesian grid, allows only discrete values for , the distance between two positions and on the grid. Each value must be written as the square root of a sum of perfect squares multiplied by , namely . In order to estimate the real-part variogram parameters ( , and ), we proceed as follows. 
The fitting process consists in a weighted least square minimization between the experimental variogram and the chosen variogram model, where the weight represents the number of measurements in the whole domain of kriging, corresponding to a value of . The imaginary part variogram, is estimated with the same algorithm applied to . The ability of fitting the variogram model is comparable by analogy to the chi-squared test in statistics: it checks the validity of the stationarity hypothesis.
Once both variogram models are defined for real and imaginary parts, the kriging itself can start. The algorithm for kriging is the following: For every position , or equivalently every triplet , in the domain of kriging.
-If and ( corresponds to a position inside of the sample).
• Identify the set or n triplets corresponding to all the measured values located in a 25-mm-radius sphere centered at .
• Build and solve the system of linear equations according to (3) with .
• Compute according to (2) : . The same algorithm is then applied to to give finally. At the top and bottom of the brain, the set can be entirely included in one instead of two slices, reducing locally the accuracy of the algorithm. In the following paragraph, another interpolation method is proposed for comparison.
C. Zero-Padding Interpolation Algorithm
In signal processing, one well-known interpolation technique is the interpolation with zero-padding algorithm [30] , [31] .
It consists in Fourier transforming the time signal, adding zero values on the edges of the spectrum and finally reverse Fourier transforming back in the time domain. This technique tends to produce Gibbs ringing effects [30] , which could not mitigated efficiently by apodization, for instance with Hann window, due to the limited number of samples. However, interpolation is deemed to provide a fast algorithm and can operate directly on complex quantities. Hence, it appears as a good benchmark. The benchmark is implemented to increase four-fold the space resolution in one direction. Let define the complex-valued 3-D array of size from the real part and imaginary part arrays used in Section II-B. The indices and triplets references are the same. Operating line by line, the interpolation algorithm implementation is very similar to time signal interpolation.
For every couple or equivalently for every line along -axis in array.
• Define a vector with 32 elements such as .
• Define a vector of 8 elements from containing field values on the measured slices only.
• Replace (voxels outside the sample) by zero in and Fourier transform into .
• Pad
with zero values to get a vector of the same size as and reverse Fourier transform into .
• Use to construct line by line the interpolated array. Due to the fact that only eight measured values are involved in the zero-padding process, the images corresponding to appear very noisy and affected by Gibbs effects. They would not be usable without an additional smoothing. This last step is realized by the convolution with a square-box filter applied to . The result is called .
D. Standard and Undersampled XFL Sequences
Now that the kriging interpolation algorithm and its benchmark are presented, it is necessary to consider an experimental -mapping technique. A technique using a magnetization preparation RF pulse with TurboFLASH readout was first described for single-channel RF coils [18] . It consists in encoding the flip angle with a preparation saturation pulse immediately preceding a centric-ordered 2-D FLASH readout. Its version for multiple transmission RF coils will be referred as multiple transmission multislice -mapping technique with FLash readout, or XFL sequence to make it shorter. For the implementation [21] , the preparation pulse is made very selective and its spatial profile encompasses that of the imaging pulse. Moreover, for the calibration of an -channel transmit-array, whereas the prepared flip angle depends on the transmit-channel under scrutiny, the imaging pulse of the 2-D FLASH readout is played out on all channels in the same combination (the circularly polarized mode, or CP-mode) as that used for the reference image. The sequence is repeated for all slices and all channels with the following order of acquisition.
1) Reference images: slice , then slice . (This interleaved fashion prevents cross-talk between adjacent slices.) . Channel -prepared images; slice , then slice . An example is shown on Fig. 1(a) for a standard XFL sequence with and . The reference image ("Reference") is acquired without preparation pulse. The flip angle, and hence the field amplitude, is obtained by dividing prepared-images by reference images; details are given in [21] . Moreover, in addition to the amplitude maps, transmit-array calibration requires the relative phase maps. These phase maps can be acquired in additional steps whereby no preparation pulse is played [21] . The phase of the field maps is defined as the relative phase to the reference image. The acquisition time of the phase field maps is not limited by , only by SAR and SNR.
The slice undersampled XFL sequence, hereafter called SU-XFL sequence uses the same scheme than the standard XFL sequence except that we take advantage of the time not used to acquire more slices to interleave acquisition on other channels. The acquisition of reference images does not change. For an undersampling factor of 4, channel 1 is only acquired for slices , channel 2 for slices and so on until channel 4. If there are more than four channels, the same sequencing applies to the group of channel 5 to channel 8: channel 5 is only acquired for slices , channel 6 for slices , etc. An illustration is given on Fig. 1(b) . The same interleaving scheme is used for the phase maps (not shown in Fig. 1) . As with the standard XFL sequence, the phase of the field maps is defined as the relative phase to the reference image. This relative phase is well defined for all the slices because the reference image is acquired without undersampling. Moreover, the reference image is the same for XFL and SU-XFL, which ensures the consistency of the phase between both acquisitions.
In this study, it should be recalled that the standard XFL sequence will produce a field map of resolution for every channel while the SU-XFL sequence will produce a field map of resolution before interpolation.
E. Interferometry for -Mapping
In Section II-D, the term "channel" may refer to one physical channel or to a mode resulting from a combination of several physical channels. Practically, experimental -mapping rarely acquires individual physical channel one after another because the SNR is not optimal [32] : an interferometry approach is preferred generally [33] . This is also the choice made in this work.
Let denote the field map, , produced by physical channel for 1 V at the input. A set of phases was previously worked out, in such a way that, sending the same power on every input of the coil with phase for channel , gives a field pattern close to the well-known circularly polarized (CP) mode of a birdcage coil [34] . This pseudo CP-mode, should not show a location with zero-field (field level below the noise level) in the brain. This condition was verified experimentally with many volunteers. For a given voltage amplitude v at every input, can be written
The interferometry method consists in acquiring defined by (7) With the knowledge of and for every , solving the system of linear equations provided by (6) and (7) returns for every channel. The computation of is always the last step of the process, after interpolation of the undersampled data, because the measured data are slice-interleaved in the SU-XFL sequence. Hence, the error of interpolations will be evaluated on and , before and after channel-by-channel reconstruction.
F. Experimental Setup and Method of Validation
The demonstration of the method makes use of an eight-independent-channel transceive array (head coil) designed for a 7T Siemens Magnetom scanner equipped with the multiple-transmit array capability. This coil consists of eight dipoles for transmission and reception. The resonance frequency of the dipoles is adjusted to the Larmor frequency of the proton at 7T. The dipoles were previously described in [35] . The power budget at the input of each channel is limited to 650 W. More details about the operation of this transmit-array for in vivo experiments are found in [34] . The validation of interpolation algorithms and SU-XFL sequence follows different steps.
In a first step, the kriging algorithm and its benchmark are tested on simulated field maps for a human brain in an attempt to qualify the interpolation algorithms accuracy regardless the experimental -mapping sequences and their potential intrinsic limitations. The simulated maps are obtained by full-wave simulations with the HFSS code based on the finite element method. The anatomical model and the details for simulations have already been described in a previous work [36] .
An initial set of eight simulated maps, one for each dipole, is produced with a resolution . By decimation, another set of resolution is also produced to mimic the slice undersampling. They are interpolated using kriging and zero-padding algorithms to be compared to the initial dataset. For the comparison based on simulation, corresponds to a simulated map of in the initial set. It has the structure of as defined in Section II-C. The error due to the interpolation is denoted by with , where and refer respectively to interpolation with kriging and zero-padding. The norm applied to the 3-D array is defined by . In a second step, a set of -field maps of resolution is acquired with the interferometry method on a volunteer with the standard XFL sequence. These field maps are then decimated on a computer, according to the scheme of the SU-XFL sequence, to obtain field maps. The results of interpolation with kriging and zero-padding algorithms are compared to the initial field map for both and maps. This step requires checking that the movements of the volunteer are limited during the sequence acquisition. This control is performed by an alignment test on the images. Under these conditions, this step allows estimating the accuracy of both interpolation algorithms with a single dataset. At this stage, we can compare our results with the ones obtained by Sbrizzi et al. [24] . In this article, the authors proposed to interpolate in vivo field maps for slices 20 mm away with a very different method based on spherical functions decomposition. They also operated at 7T and adopted the same metric for the error evaluation.
In a third step, it is essential to qualify the stability of the standard XFL sequence before any comparison to the SU-XFL sequence. A 2 l saline-agar spherical phantom (dielectric constant , conductivity ) is used in that purpose: it avoids artefacts attributable to the movements of a volunteer. Two consecutive acquisitions with identical parameters provide an indication on the minimum error that cannot be reduced while comparing SU-XFL sequence against standard XFL sequence. This error is denoted , where and represent 3-D arrays of dimension containing respectively measured complex-valued field in the first and the second acquisition.
In a fourth and last step, the interpolated field maps acquired using the SU-XFL sequence are compared to the ones obtained by the standard XFL sequence for a phantom on the one hand and on a volunteer on the other. Each sequence is run successively. For in vivo mapping, there is a risk that the volunteer may have moved slightly his head in between the two sequences. Therefore, precautions must be taken while analyzing the experimental results in this step.
III. RESULTS
A. Interpolation of Simulated Field Maps
The interpolation by kriging of eight simulated field maps gives an error between 3.5% and 5.8% from one channel to another, with an average value of 4.5%. At the same time, the interpolation gives an error between 19.3% and 22.5% with an average value of 21.4%. In the interpolation based on zero-padding, the information used in the process is only taken along the z-axis, even if the smoothing filter provides an averaging over the three directions afterwards. On the contrary, kriging takes information from measurements in all directions systematically in one shot; hence the better accuracy. Zero-padding is much faster: it runs in less than 1 s to complete the whole process on a workstation (2 CPUs, Intel X5670) while kriging requires about 20 s.
B. Interpolation of Decimated In Vivo Field Maps
The results (Table I) reported in this section correspond to the second step in the validation method using a decimated in vivo dataset, interpolated with the zero-padding algorithm or the kriging algorithm . In all cases, the error between interferences and between channels shows a small spread, which indicates that both interpolation techniques are not significantly dependent on the field patterns. The error obtained with kriging is at least six times lower compared to the zero-padding interpolation. Due to the definition of the interpolation error, which is normalized to the norm of the reference field map, this error always appear slightly lower, by less than 40%, for interferences compared to channels. Indeed, the average value of over the field of view is always higher for the interference considering a given available total power: this is also the foundation of the interferometry approach for -mapping. The interpolation error averaged over the eight interferences or channels may be compared to the error, defined identically, obtained by another interpolation method for a CP-mode. In a recent work [24] , an error of 22% was reported by their authors while attempting to interpolate in vivo field maps of a human brain at 7T between slices 20 mm away. These parameters are identical to the ones of the current study. With the kriging algorithm, the average error only amounts to 3.4% and 5.3%, respectively, for the interferences and the channels. The interpolation based on kriging appears then at least four times more accurate.
C. Stability of the Standard XFL Sequence With a Phantom
The standard XFL sequence has its own limitation in reproducibility mainly because of the complex behavior of the spoiling and other noise sources in the experimental setup. Even if the same sequence is run twice, the measured field maps will be different: they are affected by an error that can be referred to as experimental. This error is evaluated in this third step of validation. Results [Table II rows (i) and (ii)] show values of 7.5% and 8.9% depending on whether the interference maps or the channel maps are considered. It is worth noting that this experimental error is higher than the kriging interpolation error analyzed in Section III-B.
D. Comparison of SU-XFL Sequence to Standard XFL Sequence
To complete this study, it appears instructive to compare the field maps obtained with both sequences, even if the difference in the results does not depend on the accuracy of the interpolation algorithm only. The global error includes interpolation error, experimental error and also displacement error in the case of a volunteer. In this comparison, the analysis is focused on the reconstructed channel-by-channel field maps since they are the ones desired in the -calibration for parallel transmission in MRI. The results for the interferences are nevertheless given for information.
The average error for in vivo channel-by-channel maps [ explained by the displacement of the head: the standard XFL sequence lasts 4 min followed by a break about 5 min, the time necessary to configure the scanner for the SU-XFL sequence that lasts 1 min 15 s. A detailed analysis of the error spread from one channel to another supports this explanation since the maximum error to minimum error ratio rises from 1.3 for the phantom to 2.2 for the volunteer. Globally, the results obtained with the zero-padding algorithm are always less accurate: the average error for in vivo maps amounts to nearly 40%. In order to provide an overview on how all those error values are translated visually on in vivo field maps, Figs. 2 and 3 display the amplitude of the latter on the central sagittal plane, respectively, for the eight interferences and the eight channels. The images show that the kriging algorithm in the SU-XFL sequence provides faithful maps, even close to the limits of the region of interest, where the number of data is poor in the neighborhood of the kriged locations.
IV. DISCUSSION AND CONCLUSION
The variation of the -field is smooth in the human head or chest, even at 7T: it is theoretically possible to interpolate very low-resolution datasets, and thus, to reduce the acquisition time of the calibration. In this article, we proposed a kriging algorithm to interpolate the datasets. The error only due to the interpolation technique was assessed as typically 5%. This was six times lower compared to a zero-padding algorithm. The kriging was also compared with the results reported by Sbrizzi et al. [24] in similar conditions. While it is not surprising that kriging is more accurate than the interpolation, which is known to produce Gibbs artefacts [30] , it is worth noting that the kriging interpolation is also much more accurate than interpolation with spherical function decomposition proposed by Sbrizzi. First developed for mining exploration, where each measurement is very money and time demanding, it showed here to be relevant for interpolating low resolution -maps. Combining the kriging algorithm to the XFL -mapping sequence has provided a new mapping sequence we called SU-XFL sequence, which turned out to be at least three times faster. The SU-XFL sequence was able to calibrate maps of an 8-channel transmit array in 1 min and 15 s. The comparison of both sequences on a 2 l saline-agar phantom indicated an average error of 14% which encompassed an experimental error of 9%, assessed with two successive identical acquisitions using the standard XFL sequence. The results on a saline phantom show that the accuracy is not significantly degraded when shortening significantly the mapping and interpolating by kriging. The loss of accuracy due to the interpolation by kriging is not an issue for most applications with parallel transmission [21] .
The accuracy of the XFL sequence used in this paper can be improved: efforts are being made in this direction. If the experimental error can be reduced further and if better interpolation accuracy is desired, an anisotropic variogram could improve the kriging, but will be much more complicated to fit. Moreover, modeling the correlation structure between imaginary and real part or between channels could enhance the accuracy of the kriging algorithm, based on a multivariate variogram analysis and cokriging [29] .
In vivo benchmarking was also attempted between standard XFL and SU-XFL sequences. The difference in channel-by-channel field maps also encompasses the error, difficult to estimate, due to displacements of the head between the two sequences. The displacements mainly explain the difference observed between XFL and SU-XFL. Moreover, it is well known that in vivo imaging is significantly less accurate than phantom imaging [18] . However, even under these circumstances, the -calibration with the fast SU-XFL sequence appeared quite usable.
Even if the interpolation was proposed for the XFL-sequence, it can be directly applied to every mapping sequence using slice-selective pulses and 2-D-acquisitions. More generally, the kriging algorithm may help to shorten any MRI sequence, as long as the measured field varies slowly in space. For instance, it may be used for imaging inhomogeneity [37] , receive sensitivity [38] , or even temperature [39] . The kriging technique can also be used for offline post-processing. This approach has already been demonstrated for component segmentation of rock samples [40] . Similarly, it could help for tissue segmentation in biomedical imaging.
To conclude, the slow variation in space of the field maps makes interpolation of low resolution field maps possible. Different approaches were proposed for interpolation and compared: kriging approach appeared the most accurate. We demonstrated its application to accelerate the XFL -mapping sequence on phantom and volunteer. More generally, combining kriging technique to an accurate -mapping sequence turns out to be a promising route to achieve fast and accurate -calibration for multiple channel transmit array in high field MRI.
