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We present a microscopic calculation of the Gilbert damping constant for the magnetization of a two-
dimensional spin-polarized electron liquid in the presence of intrinsic spin-orbit interaction. First, we show that
the Gilbert constant can be expressed in terms of the autocorrelation function of the spin-orbit induced torque.
Then, we specialize to the case of the Rashba spin-orbit interaction and we show that the Gilbert constant in
this model is related to the spin-channel conductivity. This allows us to study the Gilbert damping constant in
different physical regimes, characterized by the interplay of different energy scales—spin-orbit coupling,
Zeeman coupling, momentum relaxation rate, spin Coulomb drag relaxation rate, and driving frequency—and
to discuss its behavior in various limits. Particular attention is paid to electron-electron interaction effects,
which enter the spin conductivity and hence the Gilbert damping constant via the spin Coulomb drag
coefficient.
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I. INTRODUCTION
The Gilbert constant characterizing the damping of mag-
netization precession is one of the important phenomenologi-
cal parameters that describe the collective magnetization dy-
namics of ferromagnets.1–3 It is an essential input of the
Landau-Lifshitz-Gilbert equation LLG for magnetization
dynamics3 and as such is widely used in the analysis of mag-
netization reversal processes, which are crucial to magnetic
recording technologies.4 Recently, hybrid systems of ferro-
magnets and normal metals have also attracted considerable
attention, in the context of the enhancement of Gilbert damp-
ing at the ferromagnet–normal-metal interfaces.4–6 Despite
tremendous efforts to elucidate the nature of Gilbert damping
in bulk ferromagnets, however, the microscopic processes
responsible for the observed ferromagnetic relaxation in real
materials are still not fully understood. The matter is com-
plicated by the potential relevance of a number of different
mechanisms involving eddy currents, magnetoelastic cou-
pling, two-magnon and nonlinear multimagnon processes,
and extrinsic and intrinsic spin-orbit SO coupling of itiner-
ant electrons.7–20 Without delving into a detailed discussion
of various points of view, we note that a certain level of
consensus has been reached in the recent theoretical litera-
ture about the central importance of SO interaction of some
form in conducting ferromagnets, although with a limited
and rather indirect experimental support at present.21,22
Even restricting the attention to the SO-based mecha-
nisms of Gilbert damping, however, the myriad of relevant
energy scales namely, ferromagnetic resonance frequency,
ferromagnetic exchange energy, intrinsic SO splitting, impu-
rity scattering rate, and spin dephasing due to magnetic or
SO disorder has led different authors to make qualitatively
different predictions for the Gilbert damping, for example,
with regard to its dependence on the disorder
strength.7,13,15,16,20,23 Furthermore, electron-electron e-e in-
teractions have mainly been discussed in the mean-field
spirit as the source of the exchange field in itinerant-electron
ferromagnets.
In this paper, we set off to formulate a microscopic theory
of the Gilbert damping constant, which we then apply to a
simple model, where the competition of different energy
scales can be studied, comparing various points of view and
also generalizing and extending the results existing in the
literature. We wish to consider the interplay of magnetic spin
splitting, intrinsic SO strength, disorder scattering, as well as
the strength of e-e interactions in a single self-contained
model without introducing any phenomenological dephasing
or relaxation parameters. In particular, we find an intricate
relation between the spin-drag correlations induced by e-e
interactions and the Gilbert damping in two-dimensional
electron liquids. We hope that our discussion will bring the
community a step closer to the understanding of the relevant
microscopic mechanisms responsible for the Gilbert damp-
ing observed in conducting ferromagnets and spin-polarized
systems.
SO interactions, especially in narrow-band semiconduc-
tors, have recently received a great deal of attention in the
context of spin-based electronics i.e., spintronics. In par-
ticular, theoretical proposals to manipulate spins by means of
intrinsic SO interactions, without the use of magnetic fields
or magnetic materials, especially in the so-called spin Hall
configuration,24,25 have unleashed a wave of theoretical re-
search as well as experimental efforts to measure the
effect.26–28 It is worthwhile noting that these activities have
shown the need to better understand the fundamental aspects
of intrinsic SO coupling and its experimental manifestations.
The role of e-e interactions, furthermore, remains a relatively
unexplored territory with regard to its interplay with interest-
ing topological properties brought about by the SO coupling,
which lie beyond the conventional theories of electron liq-
uids. In addition, the recent discovery of the Aharonov-
Casher phase29 in narrow-band semiconductors shows that a
study of the combined response to magnetic and SO fields in
a regime of weak and strong-SO interactions is of urgent
importance. It is closely related to the topic considered here,
i.e., the spin response and relaxation in magnetized system
with SO interactions.
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In this paper, we study an interacting electron liquid mag-
netized by an external magnetic field in the presence of SO
interactions. First, by comparing the macroscopic Landau-
Lifshitz-Gilbert LLG theory with a microscopically derived
expression for the transverse spin susceptibility, we find the
following relationship between the Gilbert damping constant
and the torque-torque correlator see Eq. 32 below:
 = −
g
M0V
lim
→0
Im
ˆ; ˆ

, 1
where g is the gyromagnetic ratio,  is the dimensionless
Gilbert coefficient, M0 is the equilibrium magnetization, V is
the volume of the system, and ˆ the torque induced by SO
interactions. To derive Eq. 1, we must neglect certain con-
tributions of order higher than the fourth order in the strength
of the spin-orbit coupling: we will argue that this procedure
is justified, not only at zero frequency but also at frequencies
close to the ferromagnetic resonance.
Next, we focus on the specific case of a two-dimensional
electron gas 2DEG with Rashba SO interactions induced
by a uniform electric field perpendicular to the plane of the
electron gas. In this case, we show that the Gilbert damping
constant can be expressed in terms of the spin-channel con-
ductivity: the same result holds in a three-dimensional elec-
tron gas, provided the electric field responsible for the spin-
orbit interaction is uniform in space. For the isotropic case,
i.e., when the magnetic field, the magnetization, and the SO-
inducing electric field are all perpendicular to the direction of
the 2DEG, the result is
 =
¯2EF
p
Re s0
D
, 2
where EF is the Fermi energy,  is the momentum relaxation
time due to electron-impurity scattering, ¯ is the Rashba SO-
coupling strength normalized by the Fermi velocity vF, p is
the ratio of Zeeman energy, 0 /2 including both the exter-
nal magnetic field and the internal exchange field, to the
Fermi energy, D is the Drude conductivity, and s0 is the
longitudinal spin-channel conductivity.
The problem now shifts to the calculation of the spin-
channel conductivity. We show that this can be done exactly
subject to the usual weak-disorder assumption EF1 in
the isotropic noninteracting case, with ladder vertex correc-
tions playing an essential role in ensuring the correct behav-
ior in the limit of strong-SO coupling. e-e interactions can
then be introduced using the formalism described in Refs. 30
and 31. The final result for the isotropic case at zero fre-
quency has the following form:
 = p
EF sin2 

1 + 12 	
21 + cos2 
cos2  + 14 	
21 + cos2 2
1 + 
2
1 + 
,
3
where 	 is the spin splitting of electronic states due to the
combined action of the Zeeman field external plus ex-
change and the SO effective magnetic field, cos  is the ratio
of the Zeeman field to the total effective field 	, sin  is the
ratio of the SO field to the total effective field 	, and  is the
spin-drag coefficient. Here, p is the ratio of Zeeman energy
to the Fermi energy and 
 is the degree of spin polarization
of the electron gas defined as 
= n↑−n↓ /n. We do not as-
sume any a priori hierarchy in the energy scales, Zeeman
splitting, spin-orbit splitting, 1 /, and , but we consider for
simplicity the limit  /F1, where  is any of the mentioned
energy scales. This approximation assumes that p1, and,
therefore, the values of 
 and p coincide in zero temperature.
Therefore, for simplicity, we are going to use below the com-
mon symbol p for the degree of spin polarization.
Equation 3 expresses the Gilbert damping as a function
of disorder strength, magnetic field, SO, and e-e interactions.
One of the gross features of this equation is a rough scaling
of  with , which is particularly evident in the clean limit
→. We will see, however, that Eq. 3 describes, in gen-
eral, a nonmonotonic dependence of  on the scattering rate,
due to the interplay between 1/ and other energy scales. For
example, in the regime of strong e-e interactions and weak
degree of spin polarizations, 11/ p2, the Gilbert
damping  becomes independent of  and scales as 1 /.
It is important to note that Eq. 3 holds in the low-
frequency limit, →0, which means that, in practice,  is
much smaller than all the other energy scales. For this rea-
son, the divergence of  as 1/→0 in Eq. 3, which was
obtained after first taking the →0 limit, is not physically
consequential: taking the 1/→0 limit with a fixed  results
in a vanishing damping as it should.16 This is clearly seen by
extending the calculation of  to finite frequency, which can
be done with little extra effort in the EF regime. This
important extension of Eq. 3 is presented in full in Eq. 59
below. Among other modifications, we get a factor 11+2 to
multiply Eq. 3, ensuring the correct behavior of  for
→ at finite . Finally, we notice that the Gilbert damping
decreases and eventually vanishes when the Zeeman field
greatly exceeds the magnitude of the spin-orbit field. Even
though p increases in this regime, the factor sin2  decreases
as 1/ p2 and suppresses the Gilbert damping.
The rest of the paper is organized as follows. In Sec. II,
we discuss the LLG phenomenology, which is compared to
the microscopic calculation in Sec. III, allowing us to ex-
press the Gilbert damping constant in terms of the torque-
torque correlator. In Sec. IV A, we present the calculation of
the Gilbert damping constant in the presence of the Rashba
SO and e-e interactions for an isotropic case, i.e., when the
magnetic field is perpendicular to the 2DEG plane. In Sec.
IV B, the same model is treated for the anisotropic case,
where the induced magnetization is tilted away from the di-
rection perpendicular to the 2DEG. Our summary, conclu-
sions, and speculations are presented in Sec. V. Technical
details of the calculations are supplied in the Appendices.
II. LLG EQUATION
Studies of the magnetization dynamics in ferromagnetic
materials often start from a phenomenological equation of
motion for the magnetization as follows:
Mr,t = − gsˆr,t , 4
where sˆr , t is the expectation value of the spin-density
operator at position r and g is the gyromagnetic ratio: for
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free electrons in vacuum, g=e /mc, where e is the absolute
value of the electron charge. An important assumption in the
LLG phenomenology is that the magnitude of the magneti-
zation is fixed at a constant value M0 determined by the
minimization of the free energy, i.e., we have
M = M0eˆM, 5
where eˆM is the unit vector specifying the direction of the
magnetization. The physical reasoning3 underlying this pic-
ture assumes a very large essentially infinite longitudinal
spin stiffness which prevents changes in the magnitude of M,
while one focuses on the softer transverse modes—
essentially ferromagnetic Goldstone modes with a finite gap
in the presence of intrinsic or extrinsic anisotropies. The di-
rection of the magnetization eˆM thus provides the relevant
degrees of freedom, whose time evolution is determined by
the LLG equation
eˆM
t
= gHeff eˆM + I · eˆM  eˆMt , 6
where Heff is the effective magnetic field defined as the func-
tional derivative of the equilibrium free-energy density fM,
regarded as a functional of the magnetization M, with re-
spect to its argument:
Heffr,t = −
fM
Mr,t
. 7
I is a symmetric 22 matrix acting in the two-dimensional
space perpendicular to the magnetization, and the dot de-
notes the usual matrix product note that the possible anti-
symmetric component of I would only lead to a renormal-
ization of the gyromagnetic ratio in Eq. 7. The first term
on the right-hand side rhs of this equation produces a co-
herent precessional motion of the magnetization, conserving
the total free energy, while the second term, known as the
Gilbert damping, is responsible for the relaxation toward
equilibrium, i.e., the lowest free-energy state. Both terms
vanish at equilibrium. Notice that the LLG equation is not
restricted to the linear-response regime, as eˆM is allowed to
wander away arbitrarily from the equilibrium orientation.
The primary focus of this paper is on the microscopic
calculation of the Gilbert damping matrix I. We concentrate
exclusively on homogeneous systems, that is, the situation in
which M is independent of position and depends only on
time. In such a case, it is immediately obvious that any
damping must arise from the coupling between the spin and
the orbital degrees of freedom. This is so since the nonrela-
tivistic e-e interaction is invariant under a uniform rotation
of all the spins, and thus cannot be involved in the damping
of such a rotation. It will therefore be essential to include the
SO coupling in our microscopic calculation, and we will do
this starting from the simplest model, and then try to gener-
alize our conclusions to more realistic situations. Note that
although in our model we consider SO coupling stemming
from the relativistic corrections to the Schrödinger equation,
a kind of SO coupling would also be possible in the presence
of an inhomogeneous crystal magnetic field.
We can calculate I by applying Eq. 6 to a linear-
response problem and comparing the resulting susceptibility
with the susceptibility obtained from the Kubo formula. Our
linear-response problem is depicted in Fig. 1.35 We perturb
the system with a small magnetic field H1 perpendicular to
the direction of the equilibrium magnetization, which we de-
note by eˆ3 to distinguish it from the actual direction of the
magnetization eˆM. H1 is uniform in space and periodic in
time, with an angular frequency  this field must not be
confused with the static field H0 which may be present at
equilibrium. In response to H1, the direction of the magne-
tization becomes time dependent and will be written as
eˆMt = eˆ3 + eˆMt , 8
where eˆM is a small vector perpendicular to eˆ3, which there-
fore does not change the normalization of eˆM to first order.
Adding the external field H1 to Heff and substituting Eq. 8
into Eq. 6, we obtain the following equation of motion for
eˆM to first order in H1:
eˆM
t
= gH1 + Heff,1 eˆ3 + I · eˆ3  eˆMt . 9
To the same order, the effective field is
Heff,1 = −
1
M0
2 2fMeˆMeˆM eˆ3 · M0eˆM = − SI · M0eˆM,
10
where we have defined the transverse spin stiffness matrix
SI 	 1
M0
2 2fMeˆMeˆM eˆ3, 11
a 22 matrix in the plane perpendicular to eˆ3.
Upon taking a Fourier transform with respect to time, the
linearized LLG equation can be rewritten as follows:
− i1I + I · I + gM0I · SI · eˆM = gI · H1, 12
where 1I is the 22 identity matrix and
FIG. 1. Color online The directions of the magnetic and
Rashba fields in relation to the 2DEG plane, the model which we
discuss in Sec. IV. Also, visualization of directions of equilibrium
and induced magnetization presented in Eqs. 8–14.
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I	 
 0 1
− 1 0  , 13
with I−1=−I. The transverse spin susceptibility I connects
the transverse magnetization M1=M0eˆM to the external
field H1 as follows:
M1 = I · H1 . 14
Comparing this with Eq. 12, we easily obtain
I−1 = iI − I
gM0
+ SI, 15
which is the most general form of the anisotropic transverse
response, to the first order in frequency. Notice that I−10
=SI, showing that the transverse stiffness is indeed the in-
verse of the static spin susceptibility. In an isotropic system,
SI vanishes the free energy does not depend on the direction
of the magnetization. If a static external field H0=H0eˆ3 is
applied to such a system, then the stiffness matrix becomes
SI= H0 /M01I. Anisotropies due to SO interactions will show
up as additional contributions to SI.
Needless to say, the theory described in this section is
valid only at low frequencies in comparison to relevant mi-
croscopic energy scales when the frequency expansion of
the inverse susceptibility, such as Eq. 15, can be truncated
at the linear term.
III. MICROSCOPIC THEORY
A microscopic expression for the homogeneous transverse
spin susceptibility is given by the following Kubo formula:
ij =
g2
V  i0

dtSˆ it,Sˆ j0ei+i0
+t , 16
where Sˆ it is the Heisenberg operator of the total spin of the
system, the angular brackets denote the equilibrium average,
V is the volume of the system, and i and j are Cartesian
indices in the plane perpendicular to the magnetization they
can take up the values 1 or 2. The lengthy expression inside
the square brackets in the above equation i.e., the retarded
spin response function will be abbreviated from now on as
−Sˆ i ;Sˆ j, so we have
ij = −
g2
V
Sˆ i;Sˆ j. 17
The magnetization is related to the average spin by
M=−gSˆ  /V. Notice that this expression is dimensionless in
three dimensions and has the units of length in two spatial
dimensions in the cgs units.
In view of the fact that Gilbert damping arises ultimately
from torques on the individual spins, it is convenient to re-
write Eq. 17 in terms of the time derivatives of Sˆ . The time
derivative of the spin is conveniently written as the sum of
two parts: a free precession term at frequency 0 about the
magnetization axis eˆ3 and a residual torque ˆ due to the SO
interactions:
Sˆ˙ = 0eˆ3  Sˆ + ˆ 18
Here, 0=gH0, where H0 is the projection of the static mag-
netic field along eˆ3, while ˆ is a model-dependent torque,
which is proportional to the spin-orbit coupling constant.
It is very convenient at this point to rewrite Eq. 17 in
terms of the ˆ ; ˆ correlation function. The fact that ˆ
explicitly contains the spin-orbit coupling constant  will
allow us to calculate the correlator, to order 2, without in-
cluding the spin-orbit interaction in the Hamiltonian: this
will be a major simplification. Furthermore, this transforma-
tion will enable us to connect the Gilbert constant to the spin
conductivity, which is particularly helpful for the inclusion
of e-e interactions.
To express the spin susceptibility in terms of the ˆ ; ˆ
correlator, we make use of the identity
Aˆ ;Bˆ  = −
Aˆ˙ ;Bˆ 
i
+
Aˆ ,Bˆ 

= +
Aˆ ;Bˆ˙ 
i
+
Aˆ ,Bˆ 

,
19
where
Aˆ˙ =
1
i
Aˆ ,Hˆ  20
is the time derivative of Aˆ and Hˆ is the unperturbed Hamil-
tonian.
Combining Eqs. 18 and 19, we easily obtain
− iSˆ i;Sˆ j = Sˆ
˙
i;Sˆ j −
i

Sˆ i,Sˆ j = ijSˆ3
− 0ikSˆk;Sˆ j + ˆi;Sˆ j, 21
where a sum over the repeated index k in this case is un-
derstood. Solving for Sˆ i ;Sˆ j, we get
Sˆ i;Sˆ j = −
iik + 0ik
0
2
− 2
kjSˆ3 + ˆk;Sˆ j . 22
In the absence of the SO coupling, the torque ˆ vanishes and
the second term on the rhs of Eq. 22 is absent. Then, the
susceptibility is easily found to have the form
ij
0 = gM0
− iij + 0ij
0
2
− 2
. 23
Notice that its inverse
I0−1 = iI + 01I
gM0
24
is in perfect agreement with Eq. 15, if in the latter we set
I=0 and SI= 0 /gM01I.
Upon applying again Eq. 19 to ˆk ;Sˆ j, we get
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ˆk;Sˆ j =  i

ˆk,Sˆ l + ˆk; ˆl ilj + 0lj
0
2
− 2
.
25
Putting this in Eq. 22 and making use of Eqs. 17 and 23,
we arrive after some algebraic manipulations at the follow-
ing compact formula for the spin susceptibility matrix:
I = I0 + I0 · I · I · I
M0
2V
· I0 , 26
where the matrix I is defined as follows:
ij = ˆi; ˆ j +
i

ˆi,Sˆ j . 27
The main dynamical quantity on the rhs here is the torque-
torque response function ˆi ; ˆ j. The rest are ground-state
averages that we will not be interested in.
We can now express the Gilbert damping and stiffness
matrices I and SI, which appear in the phenomenological
equation Eq. 15, in terms of microscopic response func-
tions. First of all, consider the formal limit of weak-SO in-
teractions. In this limit, I, which is proportional to the square
of the SO-coupling constant, is assumed to give a small cor-
rection to the susceptibility we will comment below on the
conditions of applicability of this regime. Upon inverting
Eq. 26 to first order in I, we obtain
I−1  I0−1 − I · I · I
M0
2V
. 28
Comparing this with Eq. 15 and taking into account Eq.
24 we get
SISO = − I · 
I0 · I
M0
2V
29
and
I = g
M0V
lim
→0
Im I · I · I


sym
, 30
where the subscript sym denotes the symmetric part of a
matrix. In the first of these two equations, SˆSO is the SO
contribution to the stiffness matrix, i.e., SISO	SI− H0 /M01I,
which reflects SO induced magnetic anisotropy. The second
equation is the main result at this point. It expresses the
Gilbert damping matrix in terms of the zero-frequency slope
of the spectrum of the torque-torque response function. No-
tice that this spectrum has no contribution from the second
term on the rhs of Eq. 27, which is purely real the com-
mutator of two Hermitian operators is anti-Hermitian. In
general, the imaginary part of I·I ·I will have both sym-
metric and antisymmetric components: the latter has been
interpreted as a Berry curvature correction32 to the adiabatic
spin dynamics also, see the note below Eq. 7, where we
point out that inclusion of the antisymmetric component
would lead to a renormalization of the g factor. The sym-
metric component is purely diagonal in the limit of weak
spin-orbit coupling because in this limit the system is isotro-
pic under rotations about the three axes. In general, one can
still diagonalize the symmetric component of the spectrum
by a suitable choice of the axes in the 1-2 plane—a transfor-
mation that does not affect the antisymmetric component. We
will not consider this complication here. Thus, we conclude
that the Gilbert damping matrix is a diagonal matrix of the
form
I 	 
1 00 2  , 31
where
1 = −
g
M0V
lim
→0
Im
ˆ2; ˆ2

32
and
2 = −
g
M0V
lim
→0
Im
ˆ1; ˆ1

. 33
The above formulas have been derived from a first-order
expansion in I, which is justified for 0 when the spin-
orbit interaction is weak. At first sight, however, the approxi-
mation seems to break down completely when 0 the
interesting region of the ferromagnetic resonance because
I0 has a pole at =0, but this conclusion is too hasty. To
show this, we first notice that the exact inversion of I from
Eq. 26 gives
I−1 = I0−1 − I , 34
where the “self-energy” I is given by
I = I · I · I
M0
2V
1I + I0 · I · I · I
M0
2V
−1. 35
For 0, I0 reduces to S0−1= gM00 , which is just the
inverse of the stiffness to zeroth order in the spin-orbit inter-
action. Then, from the above formulas and making use of Eq.
29, we see that the zero-frequency Gilbert matrix propor-
tional to ImI / is given by Eq. 30 times a renormal-
ization factor

1I − SISO
S0
−1. 36
We will estimate this renormalization below for a specific
model, and find it to be very small.
An important observation is that, unlike the function
I0, the self-energy is well behaved at =0. Indeed,
from Eq. 26, we see that I must vanish at 0 in order to
cancel the pole of I0 and replace it with a roughly Lorent-
zian peak at the true ferromagnetic resonance. Furthermore,
the rate at which I vanishes for  tending to 0 must be
such that the denominator of Eq. 35, i.e.,
1I+I0 · I·I·IM02V , must also vanish at 0; otherwise, the
pole at 0 would survive. Note that we say that an operator
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vanishes or has a pole in the sense that its projection along
the eigenvector of the ferromagnetic resonance, 1, i or
1,−i, has a zero or a pole. Therefore, I0 is finite and
amenable to a perturbative treatment in which we retain only
the leading term I I·I·IM02V . This leads to the more gen-
eral formula
I = g
M0V
Im I · I · I


sym
, 37
which is applicable at finite frequency, as well as zero fre-
quency. Furthermore, we will show below that this approxi-
mation for I generates results that are in perfect agreement
in the noninteracting case, with the direct diagrammatic cal-
culation of the spin susceptibility, even when  is not small.
IV. SPIN RESPONSE OF A RASHBA 2DEG
In this section, we introduce a simple model that allows
us to calculate the torque-torque response function and hence
the Gilbert damping and the static stiffness from first prin-
ciples. The model is illustrated in Fig. 1 and consists of a
two-dimensional electron gas 2DEG with a linear SO inter-
action induced by an electric field along the z axis perpen-
dicular to the plane of the electrons, and a magnetic field
H=H0eˆ3, where the unit vector eˆ3 forms an angle  with the
z axis and lies in the z-x plane. The Hamiltonian for the
model is
Hˆ = 
n
 pˆn22m + Vrˆn + 0Sˆ n · eˆ3 −  eˆz  p · Sˆ n
+
1
2 
nn
e2
brn − rn
, 38
where pˆn, rˆn, and Sˆ n are, respectively, the momentum, the
position, and the spin operators of the nth electron; Vr is
the random electron-impurity potential;  is the Rashba ve-
locity, which controls the strength of the SO coupling  is
proportional to the electric field in the z direction; m is the
effective mass of the electrons; and b is the background
dielectric constant. Notice that we have chosen to omit ef-
fects connected with the interaction between the magnetic
field and the orbital current. Our interest here is to develop a
model of Gilbert damping for ferromagnetic or large g-factor
materials for example, InAs quantum wells for which the
orbital effects of the magnetic field are usually negligible. In
fact, the external magnetic field appears in our theory prima-
rily as a device to induce spin polarization in the homoge-
neous electron gas which, otherwise, would not be spin po-
larized. To this end, only the Zeeman coupling is relevant.
The hope is that the homogeneous electron gas will serve as
a reference system for more realistic systems which do ex-
hibit spontaneous polarization. Aside from these consider-
ations, we notice that it is possible to reduce the orbital ef-
fects by tilting the applied magnetic field toward the plane of
the 2DEG.
The explicit form for  in a typical direct gap semicon-
ductor say, InAs is
 = vFeEaB
2P23m  1Eg2 − 1Eg + SO22rs, 39
where vF is the Fermi velocity, E is the magnitude of the
electric field in the z direction, aB is the Bohr radius, P is the
matrix element of the momentum operator between the con-
duction and the valence band at the zone center, Eg is the
gap, SO is the SO splitting of the lowest hole band, and rs is
the average distance between the electrons in units of aB.
Notice that we have already assumed that the direction of
the external magnetic field coincides with the direction of the
equilibrium magnetization eˆ3, by definition. This is not
generally true in the presence of SO coupling except for
special cases such as =0, but the angle between H0 and
M0 is of order kFEF 
2
and will be neglected henceforth. The
magnitude of the magnetization, neglecting Coulomb inter-
actions, is simply given by M0=  g2 
2N0H0, where N0
=
m
2
is the free-particle density of states in two dimensions.
The SO torque, defined in Eq. 18, is straightforwardly
calculated to be
ˆ =



n
eˆzpˆn · Sˆ n − pˆnSˆnz . 40
In order to facilitate the calculations in the limit of weak-SO
coupling, it is convenient to express the torque in terms of
the components px and py of the momentum in the plane, as
well as the components S1, S2, and S3 of the spin in the
coordinate system shown in Fig. 1. This is advantageous
when the only significant anisotropy in spin space is caused
by the magnetic field in the eˆ3 direction. The result of this
rewriting is
ˆ1 = 
−1
n
Sˆn3pˆnx − Sˆn2pˆny sin ,
ˆ2 = 
−1
n
Sˆn3pˆny cos + Sˆn1pˆny sin ,
ˆ3 = 
−1
n
− Sˆn1pˆnx − Sˆn2pˆny cos . 41
Notice that these equations do not involve pz not just because
our model system is two dimensional but, more fundamen-
tally, because a motion along the direction of the electric
field does not produce spin-orbit coupling.
The commutators ˆi ,Sˆ j that appear in Eq. 27 can also
be straightforwardly calculated as follows:
− iˆ1,Sˆ1 = 
n
Sˆn3pˆny sin + Sˆ2npˆnx ,
− iˆ2,Sˆ2 = − 
n
Sˆn1pˆny cos − Sˆn3pˆny sin ,
− iˆ1,Sˆ2 = − 
n
Sˆn1pˆnx,
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− iˆ2,Sˆ1 = 
n
Sˆn2pˆny cos . 42
Their expectation values in the ground state are of second
order in  and are closely related to the change in energy of
the electron gas due to the SO interaction i.e., they control
the magnetic anisotropy induced by the SO interaction.
The fact that in this model the torque is linear in both spin
and momentum, i.e., proportional to the spin current, allows
us to establish an exact connection between Gilbert damping
and spin-channel conductivity, defined in terms of spin-
current–spin-current response functions. Unfortunately, this
relation does not hold in more realistic models of the SO
coupling, in which the electric field that is responsible for the
SO coupling depends on position rather than being constant,
but we will argue in the concluding section that a similar
relation, involving a spatially varying SO-coupling constant
and a local spin conductivity, can be justified if certain con-
ditions are met.
A. Isotropic case
1. Noninteracting 2DEG
Let us begin with the simplest case in which the magnetic
field and the magnetization are parallel to the z axis =0.
The system is invariant for rotations about the z axis, which
coincides with the three axes, so we have
ˆ1; ˆ1 = ˆ2; ˆ2 =
2
2 n Sˆn3pˆnx;n Sˆn3pˆnx.
43
Let us introduce the longitudinal spin-channel conductiv-
ity s as the constant of proportionality between the spin
current j↑− j↓ and an electric field Es, which acts with oppo-
site signs on the spin-up and the spin-down components of
the electron liquid.36 ↑ and ↓ denote the directions parallel
and antiparallel to the magnetic field the eˆ3 axis, respec-
tively. s is related to the spin-current–spin-current response
function by the Kubo formula,
Re s = −
4e2
m2V Im

n
Sˆn3pˆnx;
n
Sˆn3pˆnx

2
. 44
We now discern a simple relationship between the imaginary
part of the torque-torque response function and the spin-
channel conductivity, namely,
 1V Im I sym = − m
22
4e2
Re s1I. 45
Substituting this in Eqs. 32 and 33, we arrive at the
following expression for the Gilbert damping constant:
 = 1 = 2 =
m2
e2
g2
4M0
Re s0 . 46
Let us emphasize that the relation between equilibrium mag-
netization and external field in this model is not affected by
SO interactions as long as both spin-orbit split bands are
occupied. The e-e interaction, on the other hand, would re-
duce the value of 0 required to produce a given M0, since
part of the magnetization would then arise from the exchange
interaction. However, what will be needed in the subsequent
calculations is not 0 per se, but the Zeeman splitting that it
produces on single-particle energy levels. The latter is
brought back to the noninteracting value once exchange is
included in the single-particle energy levels. So, it seems
permissible to ignore the e-e correction to 0, as long as we
do not include e-e effects in the spectrum of single-particle
excitations. Finally, it can be shown that the spin-orbit aniso-
tropy stiffness SISO for this model begins with terms of order
 /vF4 and is therefore negligible for typical values of 
and vF.
Having considered all these, we can express  in the fol-
lowing elegant form:
 =
¯2EF
p
Re s0
D
, 47
where ¯ is the Rashba velocity in units of the Fermi velocity,
¯	

vF
, 48
D is the usual Drude conductivity,
D =
ne2
m
, 49
 is the transport scattering time, EF is the Fermi energy, and
p is the dimensionless Zeeman energy including both the
external magnetic field and the internal exchange field,
which for p1 assumed throughout the paper coincides
with the degree of spin polarization of the electron gas:
p =
0
2EF
=
2M0
gn
. 50
The next task is the calculation of the spin-channel con-
ductivity. In the absence of Coulomb interaction, this can be
done even without assuming that ¯ is small compared to p
and  /EF. We supply the details of the calculation in Ap-
pendix A. The result is
Re s0 = D cos2 
1 + 12 	
21 + cos2 
cos2  + 14 	
21 + cos2 2
,
51
where we have defined
		 02 + 2kF2 52
and
cos 	
0
	
=
p
p2 + ¯2
, 53
and correspondingly,
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sin 	
kF
	
=
¯
p2 + ¯2
. 54
We have assumed, for simplicity, that the transport scattering
time  is the same for up- and down-spin electrons. Notice
that, in the absence of SO coupling, one recovers s0
=D as expected, since up- and down-spin components are
completely decoupled and have the same mobility. If, on the
other hand, the external field frequency 0 is set to zero
when  is still finite, we get s0=0. Again, this is not
surprising in view of the fact that the SO interaction causes a
steady precession of the spin in a plane perpendicular to p,
effectively suppressing the average z component of the spin.
Putting Eq. 51 back into Eq. 47, we arrive at
ni = p
EF sin2 

1 + 12 	
21 + cos2 
cos2  + 14 	
21 + cos2 2
, 55
where the subscript ni stands for noninteracting. Notice that
this expression vanishes in the limit of zero magnetization,
i.e., for p→0.
The Gilbert damping constant, as given by Eq. 55, is
plotted in Fig. 2 as a function of two parameters:
	—measuring the effectiveness of spin precession during
an elastic mean free path - and kF /0= ¯ / p the ratio of the
SO effective magnetic field to the external magnetic field.
Clearly, 	1 corresponds to the “clean” limit and 	1
to the “dirty” limit.
Figure 3 shows the two-dimensional cross sections of Fig.
2. In Fig. 3a, we see the Gilbert constant plotted as a func-
tion of the spin orbit to polarization ratio for two values of
	, one in the clean limit and one in the dirty limit. In the
weak-SO-coupling regime kF /01, the Gilbert constant
grows as kF /02, while for strong-SO coupling, it satu-
rates and begins to decrease linearly beyond a certain value
kF /0. The quadratic increase of  for small  is easily
accounted for by the growth of the sin2  factor in Eq. 55—
see Eq. 54. For large , on the other hand, sin  approaches
the maximum value of 1 and  becomes essentially propor-
tional to . The decrease in  in this regime reflects the
decrease in  along a curve on which 	 grows while 	
remains constant.
Figure 3b shows the Gilbert damping as a function of
	 for two different values of kF /0. For weak-SO cou-
pling lower solid line, the Gilbert damping constant is pro-
portional to  in both the clean and dirty limits. This is not
surprising given that in this regime, the Gilbert damping is
essentially proportional to the Drude conductivity. For
strong-SO coupling, however, we observe an interesting
nonmonotonic behavior of  upper solid curve in the tran-
sition region between the dirty regime 	1 and the clean
one 	1. This region is defined by the inequality
2 cos 	2, and obviously appears only if cos  is
sufficiently small, i.e., if the SO coupling is sufficiently
strong.
There is a limit, however, on how large the spin-orbit
coupling can be made for a given value of 	. Recall that
our treatment of disorder is justified for EF1 and becomes
uncontrolled when this inequality is violated. Since EF
=
	
2p1+kF/02 , we see that 	 /2p must be larger than
kF
0
or,
FIG. 2. Color online Gilbert damping constant as a function of
SO to magnetic field ratio kF /0 and disorder scale 	. We as-
sumed n=1012 cm−2, the degree of spin polarization p=0.1, and
m=0.067me.
FIG. 3. Color online a The Gilbert damping constant as a
function of SO to magnetic field ratio for two different values of
disorder scale 	 corresponding to the clean and dirty limits. The
magnetic field and, as a consequence, the polarization are fixed,
while the strength of spin-orbit interactions and  change so
	=const. The curves for p=0.1 and p=0.0005 and the ratio
	=0.1 are indistinguishable. b The Gilbert damping as a func-
tion of disorder scale for two different values of kF /0 corre-
sponding to the strong and weak-SO couplings. The magnetic field
and so the polarization and the spin-orbit coupling strength are
fixed. The condition of validity of our calculations, EF1, is on
the right to the dashed line. The curves for p=0.1 and p=0.0005
and the ratio kF /0=5 are indistinguishable.
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equivalently, 	2¯ if EF1 is to be satisfied. In Fig.
4b, the regions of validity of this condition, for three dif-
ferent values of ¯, extend to the right of the three vertical
dashed lines. We see that the nonmonotonic behavior for
larger ¯ occurs well within the region in which our treatment
of disorder is justified and can be observed if ¯ is much
larger than p, so that cos  is small.
In a naive microscopic picture, the Gilbert damping could
be obtained by substituting the D’yakonov-Perel spin-
relaxation rate,33
1
s
=
2kF2
1 + 2kF2
, 56
into the phenomenological Bloch equation for spin dynam-
ics. This results in the formula

s
1 + 0s2
, 57
which reproduces Eq. 55 either in the weak-SO limit with
kF1/, 0 or in the absence of the applied field, 0=0,
where Eq. 56 becomes the correct Bloch spin-relaxation
rate of the unpolarized Rashba 2DEG.33 We note, however,
that the full structure of Eq. 55 cannot be completely cap-
tured by the D’yakonov-Perel spin-relaxation rate Eq. 56.
In particular, in the clean limit, the combined Eqs. 56 and
57 would lead to the scaling of  as 1/, which tends to
zero, while our Eq. 55 gives scaling of  as , which tends
to infinity.
Figure 4 shows the Gilbert damping as a function of po-
larization for two different values of spin-orbit coupling. One
can see that Gilbert damping increases with p for p¯ and
decreases with further increase of p above ¯. The rapid de-
crease of ni with p can be easily understood taking the limit
p¯ of Eq. 55:
ni 
¯2EF
p
. 58
Therefore, in the case of full spin polarization, i.e., for
¯ / p1, the Gilbert damping tends to zero. Tunable magne-
tization damping is very desirable, since it allows us to re-
duce postswitching magnetization precession.34 Figure 4
shows the possibility of tuning of the Gilbert damping by
changing temperature in a polarized 2DEG with spin-orbit
interactions.37
The  dependent spin-channel conductivity can be ob-
tained through the replacement of 1 by
1
 − i see also Ap-
pendix A and has a form
Re s = D
cos2 
1 + 2
1 + 	2 12sin2  + cos  + /	2
cos2  + 	2 12sin2  + cos cos  + /	2
, 59
which gives
ni = p
¯2EF
p2 + ¯2
1
1 + 2
1 + 	2 12sin2  + cos  + /	2
cos2  + 	2 12sin2  + cos cos  + /	2
. 60
These equations reduce to Eqs. 51 and 55, respectively, if
we set =0.
Notice the very different limiting behavior of  as a func-
tion of the disorder strength for =0 and  finite. In the first
case,  tends to infinity as the scattering time  increases
i.e., for decreasing disorder. At finite , however, the Gil-
bert constant goes to zero for  tending to infinity. This is the
proper clean limit. In the opposite limit of strong disorder,
the Gilbert damping decreases monotonically to zero. This is
a manifestation of the D’yakonov-Perel effect: in a strongly
disordered system, the instantaneous axis of spin precession
changes too rapidly to allow an effective loss of spin orien-
tation.
Instead of using the equation of motion to calculate the
Gilbert damping, we could evaluate directly the imaginary
part of the transverse spin response function. The two ap-
proaches are equivalent, and the details of the calculations of
the transverse spin response function are summarized in Ap-
pendix D. We will see in the following, however, that the
treatment in terms of the spin-channel conductivities allows
us to gain useful intuition for the inclusion of e-e interaction
effects.
FIG. 4. Color online The Gilbert damping constant as a func-
tion of polarization Ref. 37 for two different values of renormal-
ized spin-orbit coupling ¯= /F and for the parameters
n=1012 cm−2 and m=0.067me.
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2. Interacting 2DEG
The role of the Coulomb interaction in spin transport was
analyzed in detail in Refs. 30 and 31, but only in the absence
of SO coupling. In the spin-polarized electron liquid, with
identical scattering times for up and down spins and =0,
the result is
Re s0 = D
1 + p2
1 + 
, 61
where  is the spin-drag coefficient—the rate of momentum
transfer due to the Coulomb interaction between up and
down spins—and p is the degree of spin polarization. The
derivation of Eq. 61 is presented for completeness in Ap-
pendix B.
Notice that the effect of the spin Coulomb drag vanishes
as expected when the electron gas is fully spin polarized,
i.e., when p=1. This is because in this limit, there are no
minority-spin carriers to exert a drag on the majority-spin
carriers. More generally, the form of Eq. 61 can be under-
stood in terms of the coupling between charge and spin cur-
rents in a spin-polarized electron gas. A “spin electric field”
Es=E↑=−E↓ drives not only a spin current but also a charge
current jc= pDEs notice that  does not enter here. The
charge current acts on the spin current as an additional spin
electric field m
ne2
pjc=p2Es. The spin current then responds
in the usual way i.e., with the unpolarized spin conductivity
sp=0=
D
1+  to an enhanced spin electric field
Es1+p2. This gives Eq. 61.
The low-temperature behavior of  is approximately
given by the formula
T =
EF


 kBTEF 
2 rs
2
61 − p23/2

0
1 dx

x + rs21 − p
2
1 − x1 − ax
, 62
where a= 1− p / 1+ p.38 For zero polarization,  diverges
logarithmically as can be easily shown by putting p=0 under
integral in Eq. 62. Thus,  scales quadratically with tem-
perature for T /TF1, but has a nonmonotonic behavior as a
function of polarization.
The behavior of the spin conductivity renormalization
factor 1+ p2 / 1+ of Eq. 61 is shown in Fig. 5 as a
function of p for several values of rs, assuming EF /
=10/rs
2 and kBT /EF=rs
2 /10. We see that the reduction of the
spin conductivity and hence of  due to Coulomb interaction
is significant for small and intermediate polarizations, espe-
cially at larger values of rs.
The calculation of the spin-drag coefficient in the pres-
ence of SO coupling poses, of course, a more difficult prob-
lem. However, in view of the fact that the SO energy scale is
usually much smaller than the Coulomb energy scale, such a
detailed calculation is not urgently needed. Coulomb interac-
tion corrections are adequately taken into account by multi-
plying the noninteracting result of Eq. 55 by the correction
factor on the right-hand side of Eq. 61. This gives
 = ni
1 + p2
1 + 
. 63
Equation 63 has the interesting property that it scales as 
for p21 and 1, as well as in the opposite limit when
p21 and 1. The e-e interactions play a role mostly
in the regime 11/ p2 which shrinks to zero as p in-
creases. The behavior of Gilbert constant as a function of 
and polarization p is presented in Figs. 6 and 7. For strong
polarization, the factor 1+ p2 / 1+1 and the Gilbert
damping scales with a scattering time . The situation looks
different for a very weak polarization see solid line in Fig.
7: the Gilbert damping scales as  / 1+ for weak e-e
interactions, but for strong e-e interactions, it saturates to a
constant value proportional to 1/.
The dependence of  on polarization is more complicated.
This is a consequence of the fact that the spin Coulomb drag
depends on polarization. For weak e-e interaction,  in-
creases linearly with p for small p and saturates for large p.
For strong e-e interactions 1,  increases linearly with
p for small p, and increases even faster than p for strong
polarization.
FIG. 5. Color online The behavior of renormalization factor
1+ p2 / 1+ associated with electron-electron interactions as
a function of polarization for various rs.
FIG. 6. Color online Gilbert damping constant as a function of
 and polarization Ref. 37 for n=1012 cm−2 and m=0.067me. We
chose the limit of weak spin-orbit coupling kF /0=0.02 and
T /TF=0.02.
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It is also possible to include the frequency dependence of
the spin Coulomb drag correction through the replacement of
1
 by
1
 − i. A straightforward calculation gives
 = ni
1 + 1 + p2 + 2
1 + 2 + 2
. 64
B. Anisotropic case
Let us now consider the general anisotropic case, in which
the direction eˆ3 of the magnetization forms an angle  with
the direction eˆz of the electric field that generates the SO
effective magnetic field. An exact calculation of the torque-
torque response function is complicated, even in the nonin-
teracting case, by the lack of rotational symmetry about the
eˆ3 axis. However, in the limit of small , the spin degrees of
freedom are decoupled from the orbital degrees of freedom,
and we can take advantage of rotational symmetry about the
eˆ3 axis in spin space to simplify the calculation. What hap-
pens is that response functions such as
nSˆn3pˆnx ;nSˆnpˆnx vanish by symmetry when Sˆ de-
notes one of the two transverse components, Sˆ1 or Sˆ2, of the
spin operator. On the other hand, the response function
nSˆnpˆnx ;nSˆnpˆnx does not depend on which compo-
nent Sˆn we choose to consider.
Going back to Eqs. 32 and 33 and making use of Eq.
41, we see that to second order in ¯, we have
1 =
¯2EF
p Re s0D + sin2 Re s0D  65
and
2 =
¯2EF
p cos2 Re s0D + sin2 Re s0D  ,
66
where the transverse spin-channel conductivity s is de-
fined, in analogy to Eq. 44, as
Re s = −
4e2
m2V Im

n
Sˆnpˆnx;
n
Sˆnpˆnx

2
.
67
The calculation of s in the absence of SO coupling and
e-e interactions is straightforward and yields
Re s0 =
D
1 + 02
. 68
Notice that this differs from the longitudinal spin-channel
conductivity s, calculated in the same approximation, sim-
ply by the factor 1+ 02−1. This takes into account the
nonconservation precession of the transverse spin caused
by the magnetic field in the eˆ3 direction. Therefore, in the
limit of weak-SO coupling and no interaction, we get
1 =
¯2EF
p 1 + sin2 1 + 02 69
and
2 =
¯2EF
p cos2  + sin2 1 + 02 . 70
The effect of the spin Coulomb drag can be included, at
the same level of approximation, by multiplying the two
spin-channel conductivities by appropriate renormalization
factors. Namely, we use Eq. 61 for s0, and
Re s0 = D
1 + 
02 + 1 + 2
, 71
where  is a transverse spin analog of the longitudinal spin
Coulomb drag coefficient, as discussed in Appendix C.
An unsatisfactory feature of Eqs. 69 and 70 is that they
are valid only for kF0. Notice, however, that the angular
dependence of the Gilbert constants in these equations re-
duces to simple angular factors multiplying the isotropic re-
sult. This suggests that we take care of the problem simply
by multiplying the full isotropic noninteracting result for
, given by Eq. 55, by the same angular factor. The
resulting expressions
1 = niRe s0
D
+ sin2 
Re s0
D
 72
and
2 = nicos2 Re s0
D
+ sin2 
Re s0
D
 , 73
with ni, Re s0, and Re s0 given by Eqs. 55, 61,
and 71, respectively, vanish for 0 tending to zero and
should be reasonable not only for kF0 but also for
kF0, provided that both energies are small compared to
the Fermi energy. Furthermore, these formulas can be gener-
alized to finite frequency by simply replacing ni by ni
Eq. 60 and replacing 1 by
1
 − i in the Coulomb renor-
malization factors.
FIG. 7. Color online The Gilbert damping constant as a func-
tion , the two-dimensional cross section through the three-
dimensional plot presented in Fig. 6.
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V. GENERALIZATIONS AND CONCLUSION
In this paper, we have shown that 1 the Gilbert damping
constant for a homogeneously magnetized electron gas with
SO interactions can be exactly expressed in terms of the
torque-torque correlator which comes from SO interactions.
2 In the special case of the Rashba model the Gilbert damp-
ing can be expressed in terms of the spin-channel conductiv-
ity. Based on this connection, we have discussed the behav-
ior of the Gilbert damping constant in a two-dimensional
electron gas with Rashba SO coupling as a function of mag-
netic field, SO interaction, e-e interaction, and disorder.
These calculations, while based on linear-response theory, do
nevertheless provide the input for the nonlinear LLG equa-
tion, provided it is recognized that I depends on the instan-
taneous orientation of the magnetization.
It should be clear that point 1 above is completely gen-
eral, while point 2 depends on a specific feature of the
Rashba spin-orbit interaction, namely, the fact that the elec-
tric field is independent of position. This poses the following
question: To what extent is the connection between Gilbert
damping and spin conductivity transferable to general, non-
homogeneous, spin-orbit coupled systems?
In conclusion, we argue that the connection is indeed
broadly applicable to itinerant-electron ferromagnets, under
the assumptions similar to those are used to justify the local-
density approximation LDA in the density-functional
theory of electronic structure. We recall that in a multiband
all-electron theory, the SO interaction has the form
Hˆ SO = −
1
2m2c2n „
ˆ Vrn pˆn… · Sˆ n, 74
where Vr is the self-consistent Kohn-Sham potential, typi-
cally given by the local-density approximation. The gradient
of Vr defines a privileged direction at each point in space,
which we denote eˆzr. Then, the spin-orbit interaction can
be recast in the form
Hˆ SO = − 
n
rn

eˆzrn pˆn · Sˆ n, 75
where r is a position dependent SO-coupling constant,
which reflects the local magnitude of the electric field seen
by the electron, and eˆzr is the local direction of this field.
Another privileged direction is the direction of the local
magnetization, which we call eˆ3r. Thus, we are back to our
model Hamiltonian Eq. 38 we already remarked that the
two dimensionality of the model is not essential to our treat-
ment with the crucial difference that , eˆz, and eˆ3 are func-
tions of position.39
Now, in the spirit of the LDA, let us assume that the
Kohn-Sham potential, its gradient, and the direction of the
magnetization are all slowly varying on the appropriate mi-
croscopic length scale e.g., the electron-electron distance, or
the size of the unit cell, or the scattering mean free path.
Then, we can equiparate each small volume element of the
system to a homogeneously magnetized electron gas of den-
sity n and spin polarization p pointing in the eˆ3 direction,
with a SO-coupling constant r and a local anisotropy axis
eˆz. With this identification, all the results obtained in the
previous section become immediately applicable to each vol-
ume element.
An obvious objection to this procedure is that the elec-
tronic density of real materials is not slowly varying on the
atomic scale. In spite of this, however, it is well known that
the LDA works very well in materials because the exchange-
correlation potential is controlled by a spherical average of
the exchange-correlation hole, which is reasonably close to
the spherical hole of the homogeneous electron gas. We be-
lieve that a similar averaging may also work for the magne-
tization dynamics. Then, the Gilbert damping would be given
by the formulas derived in this paper, only with the appro-
priate coarse-grained values of , eˆz, and eˆ3.
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APPENDIX A: LONGITUDINAL SPIN-CHANNEL
CONDUCTIVITY FOR NONINTERACTING ELECTRONS
In the calculations that follow, we set =1 for conve-
nience. To obtain the real part of longitudinal spin-channel
conductivity, we need to calculate Im nS
ˆ
n3pˆnx;nSˆn3pˆnx
 . For a
magnetization parallel to the z axis i.e., =0, the above
expression simplifies to Im S
ˆ
zPˆ x;SˆzPˆ x
 , where Sˆ z is the z com-
ponent of the spin operator and Pˆ x is the x component of the
total momentum. For nonzero , we have to evaluate the
following integral:
Im
Sˆ zPˆ x;Sˆ zPˆ x
V =
1

Im d2i  d2p22 px
TrSˆ zGˆ p, + ˆ xGˆ p, ,
where
Gp, =
1
 − p − hpS + i/2
A1
is the disorder-averaged Green’s function near the Fermi
level, p is the kinetic energy relative to the Fermi level, hp
= py ,−px ,0 is the effective magnetic field, S = /2,
where  is the vector of Pauli matrices, and
1

	
1

sgn . A2
Using the fact that the integration over energy involves only
the states around the Fermi energy, i.e., +EF and
EF, allows us to integrate over  and cancel out the 1/
on the rhs of Eq. A1. Then, one can see that the formula for
a nonzero  can be obtained from the =0 limit with the
substitution 1/→1/− i, leading to Eq. 60.
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In the =0 limit, Gˆ + and Gˆ  should be substituted
by Gˆ 0+ and Gˆ 0−, respectively. The ladder vertex correc-
tions are found by solving the self-consistent integral equa-
tion for ˆ . For an electron-impurity potential of the form
Ur, this equation is
 = pSz + U2 d2p22Gˆ p,0+ Gˆ p,0− . A3
Its solution gives the vertex correction of the following form:
x = pxSz +
pF
2
2 
 i0 − 1/	2 + 02 + 2i0/S+ + H.c. , A4
where S+=Sx+ iSy and U2=1/m.
The calculation of the spin-channel conductivity in Eq.
A1 without the vertex corrections a single bubble gives
Im
Sˆ zPˆ x;Sˆ zPˆ x
V = −
mn
4 
	
22 cos  + 1
	22 + 1  , A5
while the final result including the ladder vertex corrections
is
Im
Sˆ zPˆ x;Sˆ zPˆ x
V =
− mn
4
cos2 1 + 12	221 + cos2 
cos2  + 14	
221 + cos2 2
.
A6
Using Eq. A6 and the definition of spin-channel conductiv-
ity, we finally obtain the formula Eq. 51 for the real part
of longitudinal spin-channel conductivity as follows:
Re s0 = D cos2 
1 + 12 	
21 + cos2 
cos2  + 14 	
21 + cos2 2
.
The single bubble calculation recovers the behavior of the
longitudinal spin conductivity for weak-SO interactions: Eqs.
A5 and A6 coincide for =0, i.e., for a zero SO coupling.
However, for strong spin-orbit interactions, the vertex cor-
rections are absolutely necessary. Moreover, only Eq. A6
gives the correct result for zero magnetic field, i.e.,
Re s0=0.
APPENDIX B: LONGITUDINAL SPIN-CHANNEL
CONDUCTIVITY IN THE PRESENCE OF e-e
INTERACTIONS
In the absence of SO interactions the structure of the
22 resistivity matrix can be deduced from the equation of
motion for electrons with spin  and velocity  as follows:
m*N˙ = − eNE  + F ¯
C
−
m*

N, B1
where m* is the effective mass of the electrons, ¯	−, and
F¯
C is the average Coulomb force between electrons of op-
posite spin orientations, which is proportional to the differ-
ence of their drift velocities. The Fourier transformation of
Eq. B1 leads to the following formula for the spin current:
ij =
− ne
2
m*
E  + 
n¯
n
 +
1

 j − n
n
j¯ .
B2
Using Eq. B2, we can show that the resistivity tensor has
the following form:
 =
m*
n↑e2

− i + 1
↑
+
n↓
n
 − m*
ne2

−
m*
ne2

m*
n↓e2

− i + 1
↓
+
n↑
n
  .
B3
Inverting the resistivity matrix, we get the following formula
for the spin-channel conductivity s:
s =
↓↓ + ↑↑ + ↑↓ + ↓↑
↑↑↓↓ − ↑↓↓↑
. B4
Substituting the elements of the resistivity matrix into Eq.
B4, one obtains
s = D
2 + 1/21 + p2 + 1/ − p22
2 + 1/2 + 1/ + 2
,
B5
where p= n↑−n↓
n
is the degree of spin polarization and takes a
value between 0 and 1. If =0, Eq. B5 simplifies to Eq.
61:
Re s0 = D
1 + p2
1 + 
.
For zero polarization, the spin and charge channels are de-
coupled and the inverse of the effective scattering time con-
sists of two contributions, one connected with disorder and a
second one associated with e-e interactions:
ef f
−1
= −1 +  . B6
For nonzero polarization, the spin and charge channels are
mixed and the additional term p2 appears in the numerator.
APPENDIX C: TRANSVERSE SPIN-CHANNEL
CONDUCTIVITY IN THE PRESENCE OF e-e
INTERACTIONS
In this appendix, we use the semiclassical approach simi-
lar to the one presented in Appendix B to calculate the real
part of the transverse spin-channel conductivity. According
to Eq. 67,
Re xx
s
= Re s = −
4e2
m2V Im

n
Sˆnxpˆnx;
n
Sˆnxpˆnx

2
.
So, we are looking for a spin current response on the pertur-
bation pxSx. This perturbation is generated by the SU2 vec-
tor potential AxSx, where Sx is the x component of the spin
operator. As a consequence, one can show that the “electric
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field” that drives the change of spin current does not depend
on spin see Eq. C1 below. We neglect SO interactions in
this calculation and work in the circularly polarized basis in
which the spin conductivity is diagonal and has two compo-
nents s
+ and s
−. The diagonal character of the con-
ductivity in this basis is equivalent to the statement that the
current of right-handed circularly polarized electrons, j+,
does not interact with the current of left-handed circularly
polarized electrons, j
−
. The semiclassical equation of motion
for these currents is
e
Vi
d
dt
Si±ix = − 
i
e2E
m*
− 
i
eSi±ix

− 
i
eSi±ix,
C1
where S±=Sx± iSy, x is the x component of the velocity, and
 is the in-plane spin Coulomb drag coefficient. The Fou-
rier transformation of Eq. C1 leads to the following for-
mula for the left and right circularly polarized spin current
densities:
i ± 0j± = − ne2
E
m*
+
j±

+ j±, C2
where we used the fact that in the absence of SO coupling,
dS±
dt
= − iS±,Hˆ  = ± i0S±. C3
Then, the circularly polarized spin conductivities have the
form
± =
ne2
m*
1
−  ± 0i +
1

+ 
, C4
where we assumed that the spin Coulomb drag coefficient is
the same for both circular polarizations.40 Accordingly, the
real parts of spin conductivities have the following form:
Re s± =
ne2
m*
 + 1/
 02 +  + 1/2
. C5
Assuming that 1/ , ,0, we find the real part of the
transverse spin-channel conductivity s  as follows Eq.
C5:
Re s =
Re +
s  + Re 
−
s 
4
=
ne2
2m*
 + 1/
2
.
C6
Equation C6 separates the disorder and interaction terms.
Since we have already included disorder in the phenomeno-
logical equation Eq. C2, it is justified to derive the trans-
verse spin-drag coefficient  by comparing Eq. C6 with
the transverse spin-channel conductivity found from Eq.
67. Using two times the identity 19, we can rewrite Eq.
67 in terms of the force-force correlation function:
Re s = −
4e2
m2V Im

n
SˆnxFˆ nx;
n
SˆnxFˆ nx

3
.
C7
Then, by comparing Eq. C6 with Eq. C7, we obtain in the
clean limit the following:
 = −
8
nm*V Im

n
SˆnxFˆ nx;
n
SˆnxFˆ nx


=
1
22nm*0

dqq3q
2e
−
− 1


0

d

Im nnq,Im xxq, − 
e− − 1e−− − 1
=
kF
4
22nm*0

dq¯q¯3q¯
2
0
¯
d¯
e−2EF¯ − 1
¯

Im nnq¯,¯Im xxq¯,¯ − ¯
e−2EF¯  − 1e−2EF¯ −¯  − 1
, C8
where q¯=q /kF and ¯= /2EF. For small ¯,
q¯ Im xxq¯,¯ = −
1
2
¯/q¯
1 − p2
q¯2
−
q¯2
4
rs
q¯ + rs2
C9
and Im nnq¯ , ¯=Im ↑q¯ , ¯+Im ↓q¯ , ¯, where
q¯ Im ↑q¯,¯ = −
1
2
¯/q¯
1 + p − q¯2
4
rs
q¯ + rs2
C10
and Im ↓q¯ , ¯ is obtained from the above equation simply
by changing the sign of p. q¯ is the dimensionless screened
interaction potential, and rs=
1
naB
is the dimensionless
Wigner-Seitz radius. In the limit of T /TF1, this formula
can be evaluated analytically leading to the following inte-
gral on the transverse spin Coulomb drag coefficient:
0 =
EF


 kBTEF 
2rs
2
6
Frs,p + Frs,− p , C11
where
Frs,p = 
ap
bp q¯dq¯
q¯ + 2rs2
1

1 − p2
q¯2
−
q¯2
4 
1 + p − q¯24 
,
C12
for bpap, and zero otherwise, and the limits of integra-
tion are
ap 	 1 + p − 1 − p ,
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bp 	 min1 + p + 1 − p,21 + p . C13
For zero polarization, the transverse spin Coulomb drag co-
efficient coincides with the longitudinal one because of the
isotropy of the electron gas. The behavior of the transverse
spin Coulomb drag coefficient is presented in Fig. 8 for vari-
ous values of rs. The effect of the electron-electron interac-
tions is stronger for larger rs, and, therefore,  is larger.
For a given rs,  decreases with increasing polarization and
saturates for large degree of spin polarization to the value of
 corresponding to the value of the Fx , p integral for
p=1 see Eq. C12. The downward step at degree of spin
polarization p=0.8 is due to the fact that the limits of inte-
gration for Frs ,−p come together at this value of p, and,
furthermore, the integrand has a singularity that causes the
integral to drop to zero discontinuously at this point.
APPENDIX D: DIRECT MATSUBARA CALCULATION OF
THE NONINTERACTING TRANSVERSE SPIN
RESPONSE
The Gilbert damping constant is directly related to the
imaginary part of the transverse spin susceptibility, which
does not depend on the equilibrium parameters for example,
magnetization of the system. It is useful to show that the
calculation of the transverse spin susceptibility via the
torque-torque correlator and the more direct calculation by
Matsubara approach are equivalent. We consider the same
Hamiltonian as in Eq. 38. The transverse spin response 
−+
is defined as follows:

−+r,r;t,t =
ig2
2V
t − ts
−
r,t,s+r,t , D1
where sr=Trˆˆr /4 is the spin density s±=sx± isy in
terms of the density matrix r=
†rr.
It is straightforward to show that the disorder-averaged
retarded single-particle Green’s function in the representa-
tion of Rashba subbands is given by
Gˆ Rk,k; = k,kUˆ k
G+Rk, 00 G
−
Rk, Uˆ k, D2
where
G±
Rk, =
1
 − k ±	 + i/2
, D3
k=
2k2 /2m− , and Uˆ k are the following spin-rotation ma-
trices:
Uˆ k = 
 cos/2 i sin/2e−i!k
− i sin/2ei!k − cos/2  , D4
where
cos 	
0
	
=
p
p2 + ¯2
, D5
and
		 02 + 2kF2 D6
are defined as in the main text. Note that, in general, Gˆ A
= Gˆ R† in order to obtain the advanced Green’s function.
We do not assume any a priori hierarchy in the three
energy scales 0, kF, and 1/, but we consider for simplic-
ity the limit  /F1, where  is any of the mentioned energy
scales. Disregarding terms of order  /F, k can be set to kF in
the relevant expressions.
It is most convenient to calculate the spin response func-
tion in the Matsubara formalism. For a uniform perturbation,
one gets, in general, the following:

−+i	¯ n = −
g2T
2V2 k,k;m
G↑↑k,k;imG↓↓k,k;im + i	¯ n ,
D7
where m=2Tm+1/2 and 	¯ n=2Tn are fermionic and
bosonic Matsubara frequencies, respectively. T is the abso-
lute temperature, and V is the total volume of the system.
The desired retarded response function is obtained by ana-
lytic continuation i	¯ n→+ i0+.
It is important to take into account vertex corrections
when averaging Eq. D7 over disorder. Otherwise, the re-
sponse would have a low-frequency dissipative component
even in the absence of SO interaction, i.e., =0, if the
disorder-averaged Green’s functions were inserted in Eq.
D7. Namely, we find, without vertex corrections, the fol-
lowing:
 Im −+=0 =
g2
V
m*
8 1 + cos2 1 + 	2 + sin2  ,
D8
which diverges in the clean limit, →, even when there is
no SO interaction, i.e., =0, and vanishes in the dirty limit,
→0.
Taking into account vertex corrections is conceptually
straightforward but technically somewhat tedious. Defining
the tensor "I as
FIG. 8. Color online The behavior of  as a function of
polarization for various rs. We assume EF /=10/rs
2 and kBT /EF
=rs
2 /10.
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",i	
¯
n = 
kk,m
Gk,k;imGk,k;im + i	¯ n ,
D9
whose ↑↑, ↓↓ component determines the response function
according to Eq. D7, namely, 
−+=−T /2V"↑↑,↓↓, we find
the following by summing the ladder diagrams:
",i	
¯
n = 
m
i,ji	
¯
n,im#i,ji	¯ n,im ,
D10
where
#,i	
¯
n,im = 
k
Gk;imGk;im + i	¯ n
D11
is the m contribution to the "I tensor without the vertex
corrections and
,i	
¯
n,im = 
+
1
2
i,ji	¯ n,im#i,ji	
¯
n,im
D12
is the recursive relation for the vertex tensor I. =m* /2 is
the density of states per spin. If a tensor AI can be decom-
posed into matrices Bˆ and Cˆ by A,=BC, one will
write AI=Aˆ Bˆ . All subscripts in Eqs. D10–D12 are spin-
1 /2 indices taking values ↑ and ↓, and the summation over
repeated indices i and j is implied.
In order to calculate the "I tensor Eq. D10, we first
follow the standard procedure of replacing the sum over m
by the integral Cdz tanhz /2T with the contour C around
the imaginary axis. The contour is then deformed toward the
± along the real axis, around the branch cuts at Im z=0 and
i	¯ n. Performing integrals over the branch cuts, we get
"I  = 
−
 d
4iT$
tanh
 2TIR,R, +  − IA,R, + 
+ IA,R − , − IA,A − , , D13
where
IX,Y, = I0X,Y, + $
k
Gˆ Xk,IX,Y,Gˆ Yk,
D14
is the recursion relation corresponding to Eq. D12 X ,Y
=A or R and $−1=2V and
I0X,Y, = $
k
Gˆ Xk,  Gˆ Yk, . D15
Since we are interested in dissipation, let us define 2 Im"I
=−i"I −"I †, where "I †,=",* . We then take the
following steps in order to evaluate Im"I : First, Eq. D14 is
iteratively expanded in terms of the disorder-averaged
Green’s functions Gˆ X, and then the “unrolled” IX,Y is substi-
tuted into Eq. D13. Differentiating the resulting expression
with respect to  and taking the imaginary part, the integral
can be transformed integrating by parts into
d tanh /2T . . . =−d tanh /2T. . .., and, assuming
low temperatures, we approximate  tanh /2T2, so
that the dissipation is naturally governed by electron-hole
pair excitations near the Fermi surface. The infinite summa-
tion series is finally “rolled” back into a recursive relation,
and we obtain the following expression for the spin response:
 Im −+=0 = −
g2
V
m*
8
IR,R − IA,R − IR,A + IA,A↑↑,↓↓,
D16
where all I’s are now evaluated at  ,=0.
The problem is thus reduced to calculating IX,Y0,0 us-
ing Eqs. D14 and D15. It is still somewhat tedious but
now totally straightforward. We first do the angular integra-
tion fixing the absolute value of k in Eq. D15. This aver-
ages over the rotation matrices Eq. D4. The resulting
angle-averaged tensor Eq. D15 then decomposes into six
components: 1ˆ  1ˆ , 1ˆ  ˆz, ˆz 1ˆ , ˆz ˆz, ˆ+ ˆ−, and ˆ−
 ˆ+ the last two are solely due to the SO coupling, where
ˆ±= ˆx± iˆy. The respective prefactors are given by integrals
over the absolute value of momentum near the Fermi energy,
which are trivial to evaluate after linearizing the dispersion at
the Fermi level. We then make an ansatz that the tensor
IX,Y0,0 determined by Eq. D14 can also be expanded in
terms of the same six components, and, after plugging the
expanded IX,Y with unknown coefficients and I0X,Y with
calculated coefficients into Eq. D14, we obtain a linear
system of equations for the unknown coefficients that deter-
mine IX,Y. Solving this with MATHEMATICA, we find a so-
lution validating the ansatz, and the dissipative part of the
spin response is finally given by
 Im −+=0 =
g2
V
m*
8
sin2 
1 + 12 	
21 + cos2 
cos2  + 14 	
21 + cos2 2
.
D17
Using Eqs. 26 and 30, one can show that Gilbert damping
has the following form:
 = gM0V lim
→0
 Im −+
0
2 = 0
= p
EF sin2 

1 + 12 	
21 + cos2 
cos2  + 14 	
21 + cos2 2
, D18
in agreement with Eq. 55.
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