The Markov chain approximation method is a widely used numerical approach to computing optimal controls and value functions for general nonlinear jump diffusions, with a possible reflecting boundary. We extend the method to models with singular controls, where the control increment has the form g(x(t−))dH(t), which we call state dependent owing to the multiplier g(x). For the most part, past work concerned the case where g(·) is constant. There are major differences in the properties of and treatment of the two cases. Owing to the possibility of "multiple simultaneous impulses," H(·) must be interpreted in a generalized sense, and the analysis done in a "stretched-out" time scale, analogous to that previously used by the author and colleagues.
1 Introduction: The Model and Assumptions.
Motivation: The limit of a discrete-time process. The paper is concerned with convergent numerical approximations of the Markov chain approximation type for nonlinear stochastic singular control problems for diffusions with possibly a reflecting boundary, and where the increments or differentials of the singular control are multiplied by a function of the state. We call this "statedependent" control.
The class of models and issues that will be considered can be illustrated by the following one-dimensional problem. For small δ > 0, define the real-valued and right-continuous control function H δ (·) to be zero for 0 ≤ t ≤ 1, equal to unity after t = 1 + √ δ, and increase in increments √ δ at times {1 + nδ, 1 ≤ n ≤ 1/ √ δ}. Consider the discrete-time system, where b(·), σ(·) and g(·) are bounded and smooth, w(·) and is a standard Wiener process: Neither {H δ (·)} nor {X δ (·)} are tight in the Skorokhod topology on the space of right-continuous and real-valued functions with lefthand limits, on [0, ∞). But in an obvious sense X δ (·) converges to the process x(·) defined by dx(t) = b(x(t))dt + σ(x(t))dw(t), for t < 1 and t > 1, with the jump at t = 1 defined by x(1) = x * (1), where
g(x * (s))ds, t ≤ 1.
( 1.2)
The integral accounts for the limit of the effects of the "singular" control. The drift and diffusion terms in (1. g(x * (s−))dH 0 (s), t ≤ 1, ( 1.3) where dH 0 (t) = H 0 (t) − H 0 (t − dt) and H 0 (0−) = 0, H 0 (1) = 1. The use of (0−) as a lower limit of the integral is due to the assumption that H 0 (·) is rightcontinuous and the possibility that there is a jump in H 0 (·) at t = 0. The effect of the impulses on X δ (·) in a neighborhood of t = 1 and eventually on its limit x(·) at t = 1 is represented in terms of a "local time scale" by (1.3). Effectively, the process H δ (·) is "stretched-out" in the interval where the control acts, and H 0 (·) is the limit of that stretched-out process.
As δ → 0, with either of the forms used above in (1.1), many impulses of H δ (·) (perhaps many of which become vanishingly small) might occur in quick succession over a time interval that goes to zero. Owing to the presence of the state-dependent multiplier g(X δ n ), these impulses cannot be simply added in the limit, as would be the case if g(·) were constant. The function g(·) is the state-dependence of the control. The limit controls are what we call multiple simultaneous impulses (MSI). This is developed further in the next section. The possible behavior of the limit process might be quite complicated, since the H 0 (·) might have many impulsive and continuous segments.
A good example is in [14] , which concerns the heavy traffic limit of a stochastic queueing network where the output of a processor either leaves the system or else flows to others, and part of the output of these others might find its way back to the first processor. The state space was a hyperrectangle with the appropriate reflecting boundary. The impulses are created by the decisions to shut down a processor or the link connecting two processors. While these decisions are made in real time in the physical model, in the time-rescaled heavy traffic limit, the time between decisions and their effects collapsed to zero. The difficulty in that model stemmed from the reflecting boundary, which played a role analogous to that of g(·) in (1.1).
The problem was further developed in the conference paper [11] , which outlined the approach for a discrete-time one-dimensional model where the control was the investment in advertising for the market share of a product. Time was then rescaled and limits taken. The effect of any new investment depended on the current market share, which played the role of state-dependence. The paper [12] develops numerical methods for a class of stochastic singular control problems that arise in the modeling of stochastic networks and where g(·) is constant. These works are covered in the comprehensive reference [10] . This paper builds on the work of these references, concerns more general models, and gives a more complete development.
Apart from the above works, there has been little work on numerical methods for the systems of concern. There is a large literature on singular control with constant g(·), and a good summary of the classical theory is in [15] . Among more recent works are [1] , where the model is a Wiener process plus control (with no state-dependence), and the state is constrained to a cone. The emphasis is on the viscosity solution. The existence of an optimal control for this case is shown in [2] . The reference [3] focuses on a numerical procedure for a particular linear investment model, with no state dependence in the control. The work [7] concerns a Linear Programming approach to a one-dimensional problem, with the emphasis being on a numerical comparison of various approximation methods.
Weak convergence. Let S be a complete and separable metric space with metric ρ(·). Let D(S; [0, ∞)) denote the space of S-valued functions on [0, ∞) that are right-continuous with left-hand limits and the Skorokhod topology used [6] . The symbol ⇒ is used to denote weak convergence. The following criterion for tightness is particularly useful, where S will be either a Euclidean space or a space of measures with a metrizable weak topology. Theorem 1.1. [6, Chapter 3, Theorem 8.6 ] Let X n (·) be processes with paths in D(S; [0, ∞)). For each δ > 0 and rational t < ∞, let there be a compact set S δ,t ⊂ S such that sup n P (X n (t) ∈ S δ,t ) ≤ δ. Let F n (t) denote the sigma algebra that measures {X n (s), s ≤ t}. Suppose that for each T < ∞ there are random variables A n T (·) such that
Comment on (1.4), (1.5) . Note that (1.4), (1.5) is two-sided, in that it looks at the change in the path in an interval of width δ on both sides of t, and requires that the change of X n (·) on at least one of the sides is small for small δ, uniformly in n, t. This will be useful for the singular control problem when working in the stretched-out time scale, since as will be seen, owing to the nature of the time change a jump in the control at a time t precludes any change in an interval after the jump of the order of the jump, as well as a "non small" change in an interval before the jump.
The Model: No Boundary Reflections

Introduction.
To the extent possible, we follow the methods started in [11, 12, 14] . We start with a formulation in real time that is analogous to that for the discrete-time model in Section 1, and then move to a direct formulation using the equivalent stretched-out time form. In fact the stretched-out time form is a more natural representation, and is essential in the analysis since an arbitrary sequence of controls and corresponding solutions in the real-time form are not tight in general, whether with MSI's or not, and the "limit" might not be well-defined without the intervention of "stretching-out." This was the original reason for the introduction of the time-stretching methodology in [12] . As will be seen the real-time form is ultimately interpreted via a time stretching.
1
Start by writing the model in a formal way as
where x(t) ∈ IR r , Euclidean−r space. The assumptions will be given in the next section. The last (the singular control) term will be defined shortly. The components of H(·) are assumed to be nondecreasing. One can include an ordinary (nonsingular) control in b(·) as well. Since that does not present any new difficulties, we work with the purely singular control model. H(·) is a "generalized" (right-continuous) singular control, whose components are non decreasing. It is said to be generalized in that it might contain MSI's, in the sense that at these times, the effects of the control is represented in a form analogous to (1.3). The assumptions will always assure that |H(t)| < ∞ w.p.1 for each t. This includes the increments of both the MSI parts and the non MSI parts that are active by time t.
Since |H(t)| < ∞ w.p.1, the MSI's can occur at only a countable number of points. To interpret (2.1), keep in mind the discrete-time "motivational" model (1.1), and suppose that an MSI is acting at time t 0 . Then there is a "local time scale" and representation of the MSI at t 0 which defines the evolution there. Let ∆ 0 be the sum of the absolute values of all of the components of the MSI that act at t 0 . Then there is a singular control g(x(s−))dH(s). For purposes of the convergence analysis of the solutions generated by a sequence of such controls, and later for the convergence of the sequences generated by the numerical approximations, it is preferable to work with a stretched-out time and control process, which is defined as follows. Define T (t) = t + |H(t)| andT (t) = inf{s : T (s) > t}. 2 Since |H(t)| < ∞ w.p.1 for each t, T (t) < ∞ w.p.1 for each t. HenceT (t) → ∞ as t → ∞ and T (t) = inf{s :T (s) > t}. Thê T (·) is the stretched-out time scale. See Figures 2.1-2. 3 .
Define the control in the stretched-out time scale byĤ(t) = H(T (t)). By the definition ofT (·),Ĥ(·) is composed of jumps (corresponding to impulses of H(·)), each followed by a flat section, plus sections where it is Lipschitz continuous with Lipschitz constant ≤ 1. The length of a flat section is the absolute value of the impulse preceeding it. I.e., if [t 0 , t 1 ] is a flat section ofT (·) in thatT (·) increases before t 0 and after t 1 but not on [t 0 , t 1 ], then the section corresponds to an impulse in the original model (2.1) atT (t 0 ) of absolute value t 1 − t 0 . Now consider the general case where there are MSIs or there is the potential of having MSIs in the limit of a sequence of controls. Recall that |H(t)| is the sum of the absolute values of all of the the components of the control that are used by time t and use the above definitions of T (·) andT (·). The flat sections ofT (·) correspond to either pure impulses or MSIs. Note that the stretched-out timeT (·) does not increase during an MSI. 3 The functionĤ(t) = H(T (t)) is well-defined except at times t such that T (·) is an MSI point of H(·). IfT (t 1 ) is an MSI point of H(·), with the MSI having total variation ∆ 1 , thenT (·) will be flat on [t 1 , t 1 + ∆ 1 ], and increase before and after. The MSI is composed of a finite number (possibly zero) or infinite number of impulses, with continuous controls between them. Subdivide the interval [t 1 , t 1 + ∆ 1 ] into subintervals corresponding to the sequence of impulses and continuous components in the order in which they occur in the MSI. The length of a subinterval corresponding to an impulse is the absolute magnitude of the impulse, and on that subintervalĤ(·) changes only at the beginning, by the value of the impulse. For the subintervals associated with the continuous components, the length is the absolute value of that component. To define the evolution of the continuous component on the associated subinterval, first approximate the continuous component by small impulses and defineĤ(·) accordingly, then let the sizes of the impulses go to zero. This yieldsĤ(·). Note that if H(·) is constant on an interval [t 1 , t 2 ), thenṪ (t) = 1 on this interval, anḋ
Finally, in lieu of starting with w(·) and a generalized H(·), we start with the triple (Ĥ(·),T (·),ŵ(·)) that is already in a stretched-out form, and the model iŝ
This is an Itô equation where the martingaleŵ(·) has quadratic variation process IT (·). The process x(·) can be defined by x(·) =x(T (·)), where x(·) satisfies (2.1), with the last integral of (2.1) being
Comment on (2.3), tightness, and the control integral. The tightness condition ( 1.5) requires that the sizes of any impulses in a δ-neighborhood of t = 0 go to zero as δ → 0. It often happens that there is an impulse at t = 0, to move the initial state to better state. In such a case, or if there were a sequence of non vanishing impulses at times t n → 0, then there would be a problem with proving tightness. This is merely a technical problem and can be easily circumvented. The simplest way is to define all of the processes (except the Wiener process) on some interval [−δ 0 , ∞), δ 0 > 0, and let H(t) =Ĥ(t) = 0, T (t) = 0,T (t) = 0, x(t) =x(t) = x(0−), t < 0. Similarly, for the reflection process in the next section we will use z(t) = 0, y(t) = 0, t < 0, as well. The Wiener processes are still defined on [0, ∞). For this reason, we let the initial condition be x(0−) and use t 0− for the last term of (2.3).
Comment on admissibility. In taking weak-sense limits of convergence sequences (indexed by, say n), we always start with (Ĥ n (·),T n (·),ŵ n (·), w n (·)), and get (Ĥ(·),T (·),ŵ(·), w(·)) in the limit. From this we define T (·), and then the generalized H(·) and x(·). The convergence will imply that w(·) =ŵ(T (·)). When working with the stretched-out processes, the time scaleT (·) is needed in the definition of admissibility, since it gives us the MSI intervals, and the scale for the stretching.
Example. Suppose, for illustrative purposes, thatĤ(·) is real-valued, that H(t) = 0, t < t 1 , and that at time t 1 there is a pair of simultaneous impulses of values a, b (b following a), followed by a continuous "simultaneous" control with total absolute value c. Let there be no further change in A3. 3 . We use the following cost. For β > 0, x(0−) = x, and c 0 > 0 (i.e., all the components of the vector c 0 are positive),
or, in terms of the stretched-out time scale
If t is the time of an MSI, then in the first line dH(t) represents the total of all the components of the MSI acting at t. Let V (x) denote the infimum of the costs over the admissible controls.
Theorem 3.1. Assume that b(·), σ(·) and g(·) are bounded and satisfy a Lipschitz condition and that |H(t)| < ∞ w.p.1 for each t, where |H(t)| is the absolute value of all actions by time t. Then (2.3) has a unique strong-sense solution for any admissible set (Ĥ(·),T (·),ŵ(·)).
The proof uses Picard iteration and the Lipschitz condition as for the case of no control.
Henceforth, we will assume only weak-sense existence and uniqueness. In the next theorem, we start with admissible (Ĥ n (·),T n (·),ŵ n (·)), whereŵ n (·) = T n (w n (·)), and w n (·) is a standard vector-valued Wiener process.
be an admissible sequence with sup n E|H n (t)| < ∞ for each t < ∞, and initial conditions x n (0−) = x n . Letx n (·) denote the associated solution to (2.3); i.e.,
The processes (x(·),Ĥ(·),T (·), w(·)) are nonanticipative with respect toŵ(·) and (Ĥ(·),T (·),ŵ(·)) is admissible. If {|H n (t)|} is uniformly integrable for each t, and the sup n of the tails of the cost components due to the control goes to zero, then the associated costs converge to that for the limit. Also,T (·) → ∞ as t → ∞, which implies that the inverse process T (·) is well-defined. w(·) =ŵ(T (·)) is a standard vector-valued Wiener process and x(·) = T (x(·)).
Proof.T n (·) is nondecreasing and Lipschitz continuous, with a Lipschitz con
Choose a weakly convergent subsequence, also indexed by n, and with limit (Ĥ(·),T (·),x(·),ŵ(·), w(·)).
Next we show the nonanticipativity. Let h(·) be a real-valued, bounded and continuous function of its arguments, with t i ≤ t ≤ t + ∆, i ≤ q, and f (·) a bounded twice continuously differentiable function with bounded derivatives up to second order. Then, sinceŵ n (·) is a continuous martingale with quadratic variation process I t 0T
(s)ds, we have
3) holds in the limit, with the subscripts n dropped. Henceŵ(·) is a continuous martingale with respect to the filtration generated by (Ĥ(·),T (·),x(·),ŵ(·)), with quadratic variation IT (·), and (Ĥ(·),T (·),x(·)) are non anticipative with respect toŵ(·). The nonanticipativity and the convergence imply that (2.3) holds for the limit processes. Since (2.3) has a unique weak-sense solution for each (Ĥ(·),T (·),ŵ(·)), the chosen convergent subsequence is irrelevant. The condition sup n E|H n (t)| < ∞ for each t < ∞ implies thatT (t) → ∞ as τ → ∞. Hence the inverse function T (t) = inf{s :T (s) > t} is well-defined.
Sinceŵ n (·) = w n (T n (·)) andT (·) is nondecreasing with Lipschitz constant ≤ 1,ŵ(·) = w(T (·)), so thatŵ(·) is a stretched-out standard Wiener process. We also have w(·) =ŵ(T (·)). The convergence of the costs follows from the assumed uniform integrability and the convergence of the tail of the costs to zero uniformly in n.
Proof. Let (Ĥ n (·),T n (·),ŵ n (·)) denote a weakly convergent minimizing sequence with limit (Ĥ(·),T (·),ŵ(·)). We must have sup n E|H n (t)| < ∞ for each t, since otherwise the supremum of the costs will be infinite. The tail (on [t, ∞)) of the part of the cost not due to the control is
which goes to zero uniformly in the control as t → ∞. Thus, unless
there will be a contradiction to the assumption that (Ĥ n (·),T n (·),ŵ n (·)) is a minimizing sequence. Theorem 3.2 requires that {|H n (t)|} be uniformly integrable for each t to get the convergence of the costs to that for (Ĥ(·),T (·),ŵ(·)), and this has not been shown. However, the proof of Theorem 3.2 and Fatou's Lemma imply that the cost associated with the limit is no greater than the liminf of the costs.
The following is an important consequence of Theorem 3.2.
be admissible, with the tail of the costs due to the control going to zero and E|H(t)| < ∞ for each t. Suppose thatx(·) is the corresponding solution to (2.3). Then (Ĥ(·),T (·),ŵ(·)) can be approximated (in that the paths and costs are approximated) by purely impulsive controls which take values that are integral multiples of some small ρ > 0 and occur at integral multiples of some small δ > 0 and do not increase after some time S .
Proof. Let > 0. Since the tail of the costs due to the control goes to zero, the form of the cost in (3.1) implies that there is an S < ∞ such that we lose at most by supposing that there is no control for x(·) after S . Call this control H(·). Let K < ∞. Then since E|H(S )| < ∞, we can stop the control at the minimum of S and first time that |H(t)| reaches K, and then take limits as K → ∞. Via the dominated convergence theorem, the paths and costs will converge to those for H (·). Then, sincex(T (S )) = x(S ), without loss of generality we can suppose that the controls are bounded and do not increase after some redefined large S for both x(·) andx(·).
The proof with no MSI parts. Suppose that the control has no MSI parts. Then H(·) is a classical singular control and (2.1) can be written as
The rest of the proof is simple, being only a question of approximating H(·) in a nonanticipative way. Given δ > 0, define the purely impulsive control H δ (·), where H δ (−δ) = 0 and with impulses at times lδ, l = 0, 1, . . . , with that at times lδ + δ defined by
There is a probability space with
with the same probability law as (H δ (·), w(·)), and a corresponding solution 
This construction yields the desired approximation.
The proof with MSI parts. 4 If there are MSI's, then getting the desired approximations is more subtle, since there could be an infinite sequence of MSIs or non MSI intervals that are vanishingly small, and each MSI interval might be divided into an arbitrary number of subintervals alternating between impulsive and continuous controls. By the first paragraph of the proof, we can suppose without loss of generality, thatĤ(·) is bounded and does not increase after time S 0 < ∞. Hence, by the properties ofT (·) in Section 2,T (·) increases linearly with slope unity after time S 0 , In the plots ofT (·) andĤ(·), the time interval [0, S 0 ] can be divided into alternating subintervals which correspond to MSIs and non-MSIs. Keep in mind that the subintervals are the same forĤ(·) and T (·).
Let K n denote the sum of the lengths of all of these subintervals of length ≤ 1/n. K n → 0 w.p.1 as n → ∞. Let n be large. Set the controls on these small time intervals to zero, then delete the intervals, move the remaining intervals to the right by K n , and set the control to zero on [0, K n ]. Define the new control, corresponding time scale and stretched-out Wiener process as as (Ĥ n (·),T n (·),ŵ n (·)). Since there is no control on [0, K n ],T n (·) increases linearly with slope unity there. The pair (Ĥ n (·),T n (·)) is nonanticipative with respect toŵ n (·), hence (Ĥ n (·),T n (·),ŵ n (·)) is admissible. By Theorem 3.2, as n → ∞ we have convergence of the corresponding pathsx n (·) and costs to those under (Ĥ(·),T (·),ŵ(·)). So for the purposes of getting a discrete approximation to the control, we can assume that the lengths of the subintervals for the original (Ĥ(·),T (·)) are bounded below. Thus there are only a finite number of them.
Fix a sequence δ n → 0. Consider an MSI subinterval and let n be arbitrarily large. If the chosen subinterval is an integral multiple of δ n , then redefine the MSI control to be purely impulsive on the subinterval, via samples as in the purely non-MSI case in the first part of the proof. Otherwise, redefineĤ(·) and T (·) by minimally reducing the subinterval so that it is an integral multiple of δ n . Since we would be reducing the length of this MSI interval (by at most δ n ), there will be a slight reduction in the control effortĤ(·) over the interval, with the reduction being bounded by O(δ n ) in absolute value. Repeat this process for each of the finite number of MSI subintervals. Abusing notation, call the resulting sequence (x n (·),Ĥ n (·),T n (·),ŵ n (·)), whereŵ n (·) = w(T n (·)). Admissibility is maintained. Note that, in real time, an approximation to a control increment on a time interval is never exercised earlier. This sequence converges weakly to (x(·),Ĥ(·),T (·),ŵ(·)) as n → ∞.
Note that theT -process is changed only in that the segments associated to the MSI intervals might be slightly shortened. The next step is to approximate the just constructed impulses on the subintervals to be integral multiples of small ρ > 0. Say, for specificity, if u i is the value of a component of an impulse, replace it by ρ[u i /ρ], where [a/b] is the integral part of a/b. This might slightly reduce the size of the control increment. Redefine (T n (·),Ĥ n (·),ŵ n (·)) accordingly. Due to the way that the time scale depends on the magnitudes of the impulses, there might be a slight contraction in the time scale. We have convergence as ρ → 0.
Continuing, consider the non-MSI subintervals. If these are all integral multiples of δ n , then approximate the control, if any on the subinterval, as for the purely non-MSI case. Otherwise, consider the intervals that are not integral multiples of δ n . We need to be careful that admissibility is maintained for any approximation.
Start with the first subinterval (the most left-hand one) and increase it minimally so that it is an integral multiple of δ n , moving the part of the graph ofĤ(·) that is to the right of the considered subinterval to the right by the same amount, which is O(δ n ). Due to the enlargement, we must define the controlĤ(·) on the added time, which we take to be on the right side of the considered subinterval. Set the control increment to be zero on this added length, and modifyT (·) to be consistent with these changes. Now repeat with the next most left-hand non-MSI interval, etc. Once this procedure is completed for all of the non-MSI subintervals, approximate the control by discrete-valued (multiples of small ρ > 0) impulses occurring at times that are multiples of δ n , as for the purely non-MSI case. We keep the adaptiveness at each step of the development, since the approximations to the increments of the controls on any real-time interval might be delayed slightly but are never exercised earlier. By Theorem 3.2, the approximations of the stretched-out (controls, time scales, paths, Wiener process) converge weakly to the unapproximated ones, and the costs converge as n → ∞, ρ → 0.
The next theorem is needed for the proof of convergence of the Markov chain approximation. It gives a representation of the control constructed in Theorem 3.4 in terms of a conditional probability formula. The proof uses the fact that weak-sense uniqueness implies that the probability law ofx(·) is determined by the probability law of (Ĥ(·),T (·),ŵ(·)). It then uses a martingale convergence theorem to approximate the conditional distribution (given the full past of the stretched-out control and Wiener process) of the control at any time t, by conditioning on the past of the control and samples of the Wiener process at discrete times. Then the result is "smoothed." The proof differs from that of [10, Theorem 10. 3 .1] only in minor notational matters, and the reader is referred to that reference. See also [10, Theorem 11.2.5]. See [12] for the details of a closely related case.
3) with the following properties. (i) There are S < ∞, δ > 0, θ > 0, k 0 < ∞, and ρ > 0, such thatĤ(·) is constant on the intervals [nδ, nδ+δ), with H(0) = 0, and the components of its jumps at the times nδ take values in the discrete set kρ, k = 0, . . . , k 0 . Also,Ĥ(·) is bounded and is constant after time S . (ii) Let K be a vector of integers with components ≤ k 0 . The values are determined by the conditional probability law (the expression defines the functions q nK (·)) P dĤ(nδ) = Kρ x,Ĥ(iδ), i < n,ŵ(s), s ≤ nδ ≡ q nK Kρ; x,Ĥ(iδ), i < n,ŵ(pθ), pθ < nδ ,
where dH(iδ) = H(iδ)−H(iδ−δ), and the q nK (·) are continuous with probability one in the (x,ŵ) variables, for each value of the other variables. We can suppose that S is an integral multiple of δ.
Reflecting Boundaries
We now extend the model to a reflected diffusion. The path is confined to a compact polyhedral set G by boundary reflection. The form of the model that is analogous to the real-time form (2.1) is
where z(t 0 , τ ) is the reflection process that arises if the path tries to get out of G due to the MSI controls at t 0 . The stretched-out form, analogous to (2.3), iŝ
3) As in Section 3, (4.3) is the form that we will usually use. The nature of the reflection process due to the MSIs will be discussed after the conditions are stated.
Assumptions on the boundary. (A4.1) and (A4.2) are the conditions that are used in [9, Section 3.5] for the reflected jump-diffusion model. They are weaker than those used in [10] for the singular control problem, since our state space is more general. (It was a hyperectangle in [10] .) 5 A4. 1 . G is compact and is the intersection of a finite number of closed half spaces in Euclidean r-space IR r and is the closure of its interior. Let ∂G i , i = 1, . . . , denote the faces of G, and n i the interior normal to ∂G i . In the interior of ∂G i , the reflection direction is the unit vector d i , and d i , n i > 0 for each i. The possible reflection directions at points on the intersections of the ∂G i are in the convex hull of the directions on the adjoining faces. The set of reflection directions acting at any point on the boundary are linearly independent (in the sense that there are no nonnegative, non-zero, vectors that send them to zero). 6 No more than r constraints are active at any boundary point.
A4.2.
For an arbitrary corner or edge, let d i denote the directions of reflection on the adjoining faces only. Then there are constants a i > 0 such that for all such i, Suppose that there was an impulse δĤ(t 1 ) (whether part of an MSI sequence or not) at time t 1 such that the resulting vector g(x(t 1 −))δĤ(t 1 ) would take the path out of G if it were not constrained by the boundary reflection. Then we suppose that there is continuous reflection after the boundary is reached. This is modeled byx(t 1 ) = x * (1, t 1 ), where
where z * (·, t 1 ) is a reflection process satisfying (A4.1) and (A4.2), with z
. This is covered by the form (4.3) with the appropriate definition ofẑ(·) used.
An alternative and equivalent view of this process starts with a discrete approximation, with which the behavior on the boundary mimics that of a discrete-time process such as the multidimensional reflected process analog of (1.1). Consider the following approximation. Start at the moment that the boundary is reached, where there is still a residual vector g(x(t 1 −))δĤ 1 (t 1 ) trying to push the path further out.
Suppose, for the moment, that δĤ 1 (t 1 ) is composed of a sequence of n small impulses, each of value δĤ 1 (t 1 )/n. The path is first pushed out by g(x(t 1 −))δĤ 1 (t 1 )/n, then returned to G by the local reflection, then pushed out again by g(x(t 1 −))δĤ 1 (t 1 )/n, returned again by the local reflection at the new point, etc, n times. The final path is the movement along the boundary that results when n → ∞. See Figures 4.1 and 4.2 .
In Figure 4 .1, starting at point b, where the path exits G, the impulse pushes the path out by g(x(t 1 −))δĤ 1 (t 1 )/n, taking it towards c. It is returned to G in the reflection direction d 1 , and the process is repeated. The total length of the outward parts of the zigzag line is c − b = g(x(t 1 −))δĤ 1 (t 1 ). As n → ∞, the path moves to the right, along the boundary, and the distance can be determined from the vectors c−b, d 1 . In Figure 4 .2, there is a corner, on reaching the corner the impulse tries to push out in direction e. Since the reflection direction at the corner is a convex combination of d 1 and d 2 , as n → ∞ the path ends up at the corner d. More complex behaviors are possible. Depending on the magnitude of the impulse, the dimension of G, and the reflection directions, the path might move through several boundaries before stopping at some boundary point. See the examples in [14] . 1) and (A4.2) . Let x i (t) = φ i (t) + z i (t) for φ i (·) ∈ D(IR r ; [0, ∞)), i = 1, 2, and define x = x 1 −x 2 , z = z 1 −z 2 , etc. There is C < ∞ such that for all t 1 ≤ t 2 < ∞ and all φ i (·),
(4.5) (4.5) implies that, for (4.3) there is C 1 < ∞ such that for stopping times τ ,
(4.6) (4.6) holds forŷ(·) for some value of C 1 . The processesŷ i (·) might not be unique since (loosely speaking) the increment of dẑ(t) whenx(t) is on a corner or edge of G might not have a unique representation due to ambiguity as to which face(s) the reflection is from. But this is not important. Fix a class of admissible controls H such that supĤ α E|Ĥ α (t)| < ∞ for each t andĤ α (·) ∈ H. Then (4.6) and Theorem 1.1 yields tightness of the corresponding set of reflection terms {ẑ α (·),ŷ α (·)} and, for any ∆ > 0,
The cost function. For a vector c 1 with nonnegative components and x = x(0−), define the cost
In stretched-out form, it equals
The cost associated with the reflection term is written in terms of the components y(·) since they are of main concern. For example in problems arising in communications some component of z(·) might correspond to a buffer overflow, and it would be costed. Let V (x) denote the infimum of the costs over the admissible controls. Recall the comments below (2.3) concerning the use of D(IR r , [−δ ) , ∞) for the path space.
Theorem 4.2. Assume (A3.1), (A4.1)-(A4.3).
Let (Ĥ n (·),T n (·),ŵ n (·)) be an admissible sequence with sup n E|H n (t)| < ∞ for each t < ∞, and initial conditions x n (0−) = x n . Use the cost function (4.9). Letx n (·) andẑ n (·) denote the associated solution and reflection process, resp., for (4.3). Then (x n (·),ẑ n (·),Ĥ n (·),T n (·),ŵ n (·)) ⇒ (x(·),ẑ(·),Ĥ(·),T (·),ŵ(·)), solving (4.3), wherê T (·) corresponds toĤ(·). The limit processes (x(·),ẑ(·),Ĥ(·),T (·),ŵ(·)) are nonanticipative with respect toŵ(·). If the sup n of the tails of the costs due to the control goes to zero and {|H n (t)|} is uniformly integrable for each t, then the associated costs converge to that for the limit. The inverse process T (·) is welldefined. w(·) =ŵ(T (·)) is a standard Wiener process andẑ(·) is a reflection process for (4.3).
Proof.
The proof is similar to that of Theorem 3.2. Theorems 1.1 and 4.1 (via (4.6)) imply the tightness of {ẑ n (·)} and {ŷ n (·)}, since there is a C 1 < ∞ such that for any bounded stopping time τ and all n
(4.10)
(4.11) Take a weakly convergent subsequence of (x n (·),ẑ n (·),Ĥ n (·),T n (·),ŵ n (·)) with limit denoted by (x(·),ẑ(·),Ĥ(·),T (·),ŵ(·)). Define T (t) = inf{s :T (s) > t} and w(·) =ŵ(T (·)) as in Theorem 3.2. Then w(·) is a standard Wiener process. The properties of w(·) and the nonanticipativity assertion are proved as in Theorem 3. 2 
. The limit satisfies (4.3).
Since the processx n (·) is confined to G, so is the weak-sense limitx(·). Sincê z n (·) can increase only whenx n (·) is on the boundary of G,ẑ(·) can increase only when x(·) is on the boundary of G. Similarly, sinceŷ n,i (·) (the ith component of y n ) can increase only whenx n (·) is on ∂G i ,ŷ i (·) can increase only whenx(·) is on ∂G i . Then, sinceẑ(·) = i d iŷi (·),ẑ(·) is a reflection process forx(·). 8 Since the solution to (4.3) is weak-sense unique, the chosen subsequence is irrelevant. Any convergent subsequence will have a limit with the same probability law. Now assume the condition in the theorem statement on the tails of the costs and the uniform integrability. Then (4.10) implies the uniform integrability of the reflection terms {|ŷ n (t)|} for each t. (4.11) also implies that for some
(4.12) Hence the tail of the costs due to the reflection term also goes to zero uniformly in n, as M → ∞. From here on, the proof that the costs converges is as in Theorem 3.2.
The proof of the following theorem is similar to those of Theorems 3.3-3.5, with the methods of Theorem 4.2 used to deal with the tightness and weak convergence of the sequence of reflection processes. (4.12) and the contradiction concerning (3.4) in Theorem 3.3 are used to show that the tails of the costs due to the reflection terms go to zero. 
Markov Chain Approximations: Preliminaries
We will work with the process (4.1) with boundary reflections. The method is well known ([10, Chapter 5]) for the nonsingular control case. The singular control case without state dependence is in [10, Section 8.3] , and [12] , for the particular form of the reflection process that arises in heavy traffic limits of queueing network problems. A formal outline of a one-dimensional problem with state dependence is in [11] . We have been concerned with a model with only a singular control. There is no problem in having a standard control as well. To keep the notation simpler, we continue to use only a singular control. Let h = approximation parameter and S h the regular h-grid in IR r . 9 The method is to find a finite-state controlled Markov chain ξ h n that has the "local" properties of x(·) orx(·) and then solve the optimization problem for a cost approximating (4.9). The state space has two parts. The first is G h = G ∩ S h , where the chain approximates the controlled diffusion. The second is the set of "reflecting states" ∂G + h = points not in G h to which the chain can move in one step from G h .
There are three types of steps for the approximating chain. If ξ h n ∈ G h and no control is exercised, then we have a diffusion step and the transition probability is determined by an approximation to the uncontrolled diffusion. If ξ h n ∈ G h and control is exercised, then we have a control step and the transition probability is determined by the chosen singular control. If ξ h n ∈ ∂G + h , then we have a reflection step, from which the state is returned immediately to G h , with the mean direction being a reflection direction at ξ h n .
Diffusion step. The only requirement on the transition probabilities p h (x,x) = P {ξ (resp., covar h x,n ) be the expectation (resp., covar) given the data to step n and that ξ
, and there is ∆t h (x) > 0:
There are many straightforward methods in [10] for getting p h (x,x). The ∆t h (x) is called an interpolation interval. It is used in the construction of the continuous-time interpolations, which approximate the controlled process 
If ξ h n ∈ ∂G + h , then the conditional mean direction of the transition is in a direction in d(ξ h n ), possibly modulo an asymptotically negligible error. To attain the conditional mean, we might have to randomize, and some of the points randomized among might be other points on the reflecting boundary. More precisely, the transition function p h (x,x) is said to be locally consistent with the reflection directions d(·) if there are 2 > α ≥ 1, 1 > 0, andc i > 0 such that for all x ∈ ∂G + h and all h,
It is sufficient if third line of (5.2) holds for a k-step transition probabilities, where k does not depend on x. Thus the mean direction of the change in the state is an "admissible reflection direction" plus a "small" error. For the reflection step, we set ∆t h (x) = 0: I.e., the reflection is instantaneous. Also there is no control.
Define ∆z
Let E h n denote the expectation conditioned on the data to step n. Define the conditional mean ∆z For x ∈ ∂G + h andx denoting the canonical point that the randomization takes us to, the Bellman equation is there is a diffusion step that takes the state to neighboring points, one being the reflection point ξ h n = x 1 , where the reflection direction is d 1 . A move from x 1 in direction d 1 to G would take us to x 3 . To attain the mean value x 3 we randomize among x 0 , x 2 , with ξ h n+1 being the random choice. An alternative and equivalent description supposes that as the state at x 0 tries to moves out in direction x 1 − x 0 , it is continuously reflected in direction d 1 . This would still yield x 3 as the next mean state value, although the path never leaves G. Again, to attain x 3 one has to randomize among x 2 and x 0 . In the example, ∆z
Estimate of the randomization error. The randomization error ∆z e,h n is a martingale difference. For the sample path that took us from ξ h n−1 = x 0 to ξ h n = x 1 , the next state of the chain is on the grid and it can be written as
With the randomization errors {∆z e,h n } added to the dynamics, the dynamics have the form that led to Theorem 4.1 so that the estimates (4.5) and (4.6) hold, but with the randomization error term included in the function φ(·) there.
Since the randomization error appears in φ(·) in (4.5), to use the analog of (4.5) and (4.6) for the current problem, we have to estimate the effect of the randomization error on the dynamics. By the martingale difference properties of {∆z e,h n } and the fact that ∆z
In the case illustrated in Figure 5 .
1, (5.4) is bounded by O(h)E|z
h n |. In the proof of convergence in Theorem 6.1 in the next section this will allow us to use the analog of (4.6) for the chain, but with the randomization error added to the right side, to show that the randomization errors go to zero as h → 0. Now consider the case illustrated in Figure 5 .2, where the boundary of G is the diagonal line, and G is below it. Again there is a diffusion step at x 0 , and it takes the path to x 1 with a positive probability. Let ξ h n = x 1 . The closest point to x 1 on ∂G is x 3 . The continuous reflection model would also end up at x 3 . To attain x 3 , we randomize among x 2 , x 4 , x 0 . Equations (5.3) and (5.4) still hold. But it is not necessarily true that |∆z h n | = O(h) in general. For the expression (5.4) to be useful to get that the randomization errors go to zero as h → 0, we need that ∆z h n satisfy the lower bound O(h α ), α < 2, in the first line of (5.2). An alternative transition for the grid and boundary in Figure 5 .2 is illustrated in Figure 5 .3 where now we use ∆z h n = x 3 − x 1 for the new value of x 3 , which is interior to G. To attain this x 3 we randomize among x 2 , x 4 . The lower bound O(h α ) holds since |∆z Approximations for the control step. We will use the following unrestrictive condition:
A5.2. Each component of the control increment ∆H
h n is either zero or is bounded below by c 2 h for some c 2 > 0.
The main difficulty with the control step is that the coding and computation can be onerous. First consider the simplest case, where H(t) is the vector {H i (t), i ≤ r}, and the ith component of g(x)∆H is g i (x)∆H i . For illustrative purposes, let r = 2, and g 2 (x) = 0, g 1 (x) > 0, so that only the first component of x is controlled. Until further notice ignore the possible presence of the boundary. Refer to Figure 5 .4, where the current state is ξ h n = x = x 00 , and the control takes the path in the direction of the arrow. Since, for the control step, the increments in the components of the state of the chain must be integral multiples of h, we can suppose that the next state is one of the points x 00 , x 01 , x 02 , . . ., which implies that the control ∆H 1 is an integral multiple of h/g 1 (x). Then the Bellman equation is
where we use e i for the unit vector in the ith coordinate direction and c 0 = {c 01 , . . .}. The p(x,x) are the transition probabilities for the diffusion step. If g 1 (·) were constant, then one could use local search, where the increment in the path is either zero or h at each step: I.e., use min k=0,1 in (5.5) and the computation would be much simpler. This was the situation in [13] . In [12] there was no multiplying state-dependent term such as g(x), and it was possible to restrict the control to give only local transitions, where the current state x would communicate only with its neighbors. This restriction to only local transitions is not possible for a general g(·), and it complicates the coding of any numerical algorithm. One hopes that in an application of concern there is a special structure that would enable a simplification.
An alternative to the procedure leading to (5.5) is to suppose that the control increment ∆H 1 is an integral multiple of h. This would take the path to the point x + e 1 g 1 (x)∆H 1 . If this is not on the grid, we have to randomize between the adjacent grid points to get the next state ξ h n+1 on the grid. Then (5.5) is replaced by
where E ∆H x is the expectation given current state ξ h n = x, and control increment ∆H. In this example, ∆H 1 ∈ {0, h, 2h, , . . .} and ∆H 2 = 0.
If g i (x) > 0, i = 1, 2, then all points {x ij } are possible next states. This can lead to a great deal of computation unless the approximations to the minimal cost function V (·) are convex or there is some special structure that gives us a clue to the maximum value of the control increment.
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x 20 h Figure 5 . 4 . The control step. Control in direction e 1 only.
In the above examples, for x in the grid, the vector x + g(x)∆H can be restricted to take points on the grid, without loss of generality. This is not always the case. Consider the case in Figure 5 .5, where g(x)∆H takes the current state x in the direction of the arrow. There are many options for realization. One can mark off points on the line that are integral multiples of O(h), as "conditional" new state values. The distance covered from the initial point x determines the cost for the step in the Bellman equation. One attains these points by randomization among the closest neighbors on the grid. Since the conditional variance of the randomization error is O(h 2 ), it can easily be shown that the randomization error goes to zero as h → 0. See the proof in the next section.
In general, until the boundary is reached, with ξ h n = x the conditional mean increment in the state has the form g(x)∆H. Since the points reached might not be on the grid, one has to randomize among points on the grid to attain this conditional mean. Let the the conditional mean of the control increment at the current step n be ∆H. Then we say that the control step with x = ξ h n is locally consistent until it reaches the boundary if
where E h,∆H x,n is the expectation conditioned on the data to step n, with ξ h n = x and ∆H used. 
Comment.
In queueing systems where the state variables are buffer contents that are nonnegative and bounded above, the singular control might be a consequence of control actions, such as shutting processors on or off as in [14] . In some applications, exploiting the properties of the reflecting boundary under impulsive control is a way of attaining states that might not be otherwise attainable. It is often possible to ignore the reflecting boundary. If a model has no natural boundaries, artificial boundaries are sometimes added as an artifice simply to get a bounded state space, which is needed for the numerical algorithm. Then the new state space is usually a hyperrectangle, with interior normal reflection directions. The idea is to choose the boundary and cost of reflection so that the boundary has minimal effect on the quantities of interest. This should preclude the impulses taking a state to the boundary. In the advertising/market share example in [11] , the state variable was market share, bounded between zero and 100%. In the multi-item analog there might be practical reasons, appropriately incorporated into the dynamics, why one would not want a market share of 100% in any item, and this would ensure that no control (the control being additional investment in promotion) would take us there.
The effects of the reflecting boundary under control. Now suppose that we cannot ignore the reflecting boundary. Let ∆H denote the current control increment and x = ξ h n the current state. We need to choose the next state when g(x)∆H would take us past the boundary. One approach is an analog of the discrete approximation discussed in connection with Figures 4.1 and 4.2, where the conditional mean path zigzags in and out of G with each segment being O(h). A randomization among neighboring grid points is required at each of the zig/zags, with the mean direction determined by either the control or the local reflection direction.
An alternative that has the smallest randomization error, and which would be the limit of this last procedure as h → 0, simply computes the point on the boundary that the continuous-time model x 0 (t) = x + g(x)∆Ht + z 0 (t) would reach at t = 1. This will be in G. But if is not on the grid, then randomize among the nearest grid points to get the next state ξ h n+1 . If one of the points randomized among is a reflecting state, there is an additional reflection step. This is the approach that we will take. See Figure 5 .4 for an illustration. For future use, note the following. Let ∆H h n denote the control value that would be constructed at step n by the procedure in the previous paragraph before the randomization (i.e, the conditional mean of the actual control increment). Letξ h n+1 denote the point in G that this control takes us. Let ∆X e,h n denote the randomization error that occurs when we randomize among the nearest points in the grid to attain the conditional meanξ 8) which will be used in the next section to show that the randomization errors are asymptotically negligible.
Convergence
The interpolated process. Recapitulation for the non-singular control case. 
Since ∆t h n = 0 if n is a reflection step, there is an ambiguity in the definition of ξ h (·), since t h n = t h n+1 and it is double-valued there. As in [10] we adopt the convention that it takes the value at step n + 1, the point in G h to which it was reflected. We can now write
where The process ξ h (·) is not Markov even if the control depends only on the current state, and M h (·) is not a martingale, which makes the proof messier than necessary. For the proofs of convergence in [10] , it was more convenient to use an asymptotically equivalent interpolation of time under which the analog of M h (·) is a martingale. It is defined as follows. Let {ν n , n < ∞} be a sequence of i.i.d. exponentially distributed random variables with mean unity, and that are independent of all of the random variables in the numerical procedure. Define ∆τ which implies that the two time scales are asymptotically equivalent. For 
where h 3 (t) satisfies (6.3). In particular, the discontinuities of w h (·) go to zero and its quadratic variation process converges to It, where I is the identity matrix. The interpolation ψ h (·) can be represented as Interpolation for the singular control case. A similar method will be used to get the interpolated process for the singular control case. Recall that ∆t 
T h (·) will be play a role like that ofT (·) in Sections 2 and 3. The definition is illustrated in Figure 6 .1, where three diffusion steps are followed by two control steps. Define the following interpolated processes with values on [τ We haveM 8) and (modulo an asymptotically negligible error) (4.5) is the sum of all of the other terms on the right side of (6.9).
In terms of the t h n -scale the cost for the chain that is analogous to (4.9) is, with ξ
In terms of theτ h n -scale and in integral form this equals is at τ h 1 , the lower limits of the control integrals in (6.9) and (6.10) could be zero. But it is possible that there is a jump at t = 0 in the limit.
Proof. By (6.9) and Theorem 4.1, for some C 2 < ∞, all admissible controls and t 1 < t 2 , and using the definitions above is the inverse ofT h (·). It is not necessarily tight. But, in an obvious sense, it can be seen to converge to T (·).
By the martingale properties ofM (6.18) Thus, the expression (6.18) equals zero for the limit processes, which yields that w(·) is martingale with respect to the filtration generated by (x(·),ŵ(·),T (·), H(·),M (·),ẑ(·),ŷ(·)), hence the nonanticipativity. Taking limits in (6.9) and using the representation (6.8) yields that (6.11) and (6.12) hold and thatŵ h τ (·) = w h τ (T h (·)) →ŵ(·) = w(T (·)). Define H(t) =Ĥ(T (t)). Then, owing to the way thatT h (·) was constructed, we have T (t) = t + |H(t)| as in Section 3. The fact thatẑ(·) = i d iŷi (·) is a reflection process forx(·) is proved as in Theorem 4.2. By Fatou's Lemma and the form (6.10), (6.13) holds for the chosen subsequence. 
