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Abstract
In this paper, by using the method of general means, some new oscillation criteria for forced func-
tional differential equations of the form
x(n)(t)+
n−1∑
i=1
aix
(i)(t)+ q(t)f (x(g(t)))= e(t), t0  0,
are established, where ai are real constants, q(t), f (t), e(t), and g(t) are real continuous functions,
xf (x) > 0 whenever x = 0, and limt→∞ g(t)=∞.
 2003 Elsevier Science (USA). All rights reserved.
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1. Introduction
We are concerned here with nth-order forced functional differential equations of the
forms
x(n)(t)+
n−1∑
i=1
aix
(i)(t)+ q(t)f (x(t))= e(t) (1)
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x(n)(t)+
n−1∑
i=1
aix
(i)(t)+ q(t)f (x(g(t)))= e(t), (2)
where t0  0 and ai are real constants, q(t), f (t), e(t), and g(t) are real continuous func-
tions, xf (x) > 0 whenever x = 0, and limt→∞ g(t)=∞.
As usual, a nontrivial solution of (1) or (2) is called oscillatory if it has arbitrarily large
zeros; otherwise it is said to be nonoscillatory. Equation (1) or (2) is said to be oscillatory
if all of its solutions are oscillatory.
The oscillatory behavior of (1) and (2) with ai ≡ 0 have been studied by many authors.
Here, we refer to the papers [1,7,9,10] and the references cited therein. In early papers of
Kartsatos [5–8], he assumed that e(t) is the nth derivative of an oscillatory function h(t)
satisfying limt→∞ h(t) = 0. Under certain conditions, he found that the forced equation
would remain oscillatory if the unforced equation is oscillatory. Later, many authors
also investigated the oscillatory behavior of (1) and (2) with ai ≡ 0 by using Kartsatos’
technique, such as papers [3,4,11], with an additional condition that f (x) is nondecreasing
and q(t) 0.
Recently, Agarwal and Grace [1] studied the superlinear differential equation of the
special form
x(n)(t)+ q(t)∣∣x(t)∣∣λ sgnx(t)= e(t), (3)
where q(t) < 0 and λ > 1, by the method of general means without imposing the Kartsatos
condition that e(t)= h(n)(t) is the nth derivative of an oscillatory function h(t).
Recently, Ou and Wong [10] obtained some new oscillation criteria for Eqs. (1) and (2)
with ai ≡ 0 including a sublinear equation (3) when 0 < λ < 1 and for both of the cases
when q(t) 0 and q(t) < 0, without imposing the Kartsatos condition and requiring that
f (x) is nondecreasing in x .
The purpose of our paper is to further their investigation for the more general equations
(1) and (2), including the papers of Agarwal and Grace [1], Ou and Wong [10] for both
of the cases when q(t) 0 and q(t) < 0. By using the method of general means [13], we
obtain some new oscillation criteria. Our results do not require the sign of ai and that f (x)
is nondecreasing in x . We also make some comments concerning certain results in [1,10].
Furthermore, we use our technique to establish quite interesting criteria for the forced
neutral differential equation of the form
(
x(t)+ δ(t)x(t − τ ))(n) + n−1∑
i=1
ai
(
x(t)+ δ(t)x(t − τ ))(i) + f (t, x(g(t)), x ′(σ(t)))
= e(t), (4)
and the neutral equation with positive and negative coefficients of the form
(
x(t)+ δx(t − τ ))(n) + n−1∑
i=1
ai
(
x(t)+ δx(t − τ ))(i) + q(t)x(t)+ b(t)x(t − τ )
= e(t)+ c(t)f1
(
x(t)
)+ d(t)f2(x(t − τ )), (5)
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b(t) > 0, c(t) > 0, d(t) > 0.
2. Main results
We consider a nonnegative kernel function H(t, s) defined on D = {(t, s): t  s  t0}.
We shall assume that H (t, s) is sufficiently smooth in both variables t and s, so that the
following conditions are satisfied:
(H1) H(t, t)= 0, H(t, s) > 0 for t > s  t0,
(H2) hi(t, s)= (−1)i
(
∂iH
∂si
)
for t > s  t0 and i = 0,1, . . . , n,
(H3) hi(t, t)= 0 for i = 0,1, . . . , n− 1,
(H4) H−1(t, t0)hi(t, t0)=O(1) as t →∞ for i = 1,2, . . . , n− 1.
Theorem 1. Let q(t) 0, an = 1, ∑ni=1 aihi(t, s) 0, and xf (x) > 0 whenever x = 0. If
lim sup
t→∞
1
H(t, t0)
t∫
t0
H(t, s)e(s) ds =∞ (6)
and
lim inf
t→∞
1
H(t, t0)
t∫
t0
H(t, s)e(s) ds =−∞, (7)
then Eq. (2) is oscillatory.
Proof. Let x(t) be a nonoscillatory solution of Eq. (2), say x(t) > 0, x(g(t)) > 0 for t  t0.
Multiplying Eq. (2) by H(t, s) and integrating from t0 to t , we have
t∫
t0
H(t, s)
(
x(n)(s)+
n−1∑
i=1
aix
(i)(s)
)
ds +
t∫
t0
H(t, s)q(s)f
(
x
(
g(s)
))
ds
=
t∫
t0
H(t, s)e(s) ds. (8)
Now, since
t∫
H(t, s)x(i)(s) ds =−H(t, t0)x(i−1)(t0)+
t∫
h1(t, s)x
(i−1)(s) ds
t0 t0
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i−1∑
j=1
hj (t, t0)x
(i−j−1)(t0)+
t∫
t0
hi(t, s)x(s) ds (9)
and, using
∑0
j=1 = 0 and an = 1, we obtain
t∫
t0
H(t, s)
(
x(n)(s)+
n−1∑
i=1
aix
(i)(s)
)
ds =
t∫
t0
H(t, s)
(
n∑
i=1
aix
(i)(s)
)
ds
=
n∑
i=1
ai
( t∫
t0
H(t, s)x(i)(s) ds
)
=
n∑
i=1
ai
{
−H(t, t0)x(i−1)(t0)−
i−1∑
j=1
hj (t, t0)x
(i−j−1)(t0)+
t∫
t0
hi(t, s)x(s) ds
}
=−H(t, t0)
n∑
i=1
aix
(i−1)(t0)−
n∑
i=1
i−1∑
j=1
hj (t, t0)aix
(i−j−1)(t0)
+
t∫
t0
(
n∑
i=1
aihi(t, s)
)
x(s) ds. (10)
Substituting (10) into (8) and dividing by H(t, t0), we arrive at
1
H(t, t0)
t∫
t0
H(t, s)e(s) ds =−
n∑
i=1
aix
(i−1)(t0)−
n∑
i=1
i−1∑
j=1
hj (t, t0)
H(t, t0)
aix
(i−j−1)(t0)
+ 1
H(t, t0)
t∫
t0
(
n∑
i=1
aihi(t, s)
)
x(s) ds
+ 1
H(t, t0)
t∫
t0
H(t, s)q(s)f
(
x
(
g(s)
))
ds. (11)
Taking lim inf as t →∞ and using (H4), we derive a contradiction to condition (7), so the
proof is complete. ✷
Remark 1. Let a1 = a2 = · · · = an−1 = 0; then Theorem 1 reduces to Theorem 1 in Ou
and Wong [10].
Remark 2. We note that Theorem 1 is true for Eq (1), i.e., g(t) = t , and true for g(t)  t
and for g(t) t .
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Therefore, for all nonlinear equations, regardless of whether the unforced equation is
oscillatory or not, we always have
Corollary 1. If q(t) 0, ai  0 for i = 1,2, . . . , n− 1, xf (x) > 0 whenever x = 0, and
lim sup
t→∞
1
(t − t0)β
t∫
t0
(t − s)βe(s) ds =∞ (12)
and
lim inf
t→∞
1
(t − t0)β
t∫
t0
(t − s)βe(s) ds =−∞, (13)
then Eq. (2) is oscillatory.
Let H(t, s)= (ln t − ln s)β , β  n. It is also easily verified that H(t, s) satisfies all of
(H1)–(H4). Therefore, we have the following
Corollary 2. Let q(t) 0, ai  0 for i = 1,2, . . . , n− 1, xf (x) > 0 whenever x = 0. If
lim sup
t→∞
1
(ln t − ln t0)β
t∫
t0
(ln t − ln s)βe(s) ds =∞ (14)
and
lim inf
t→∞
1
(ln t − ln t0)β
t∫
t0
(ln t − ln s)βe(s) ds =−∞, (15)
then Eq. (2) is oscillatory.
We now consider the situation q(t) < 0.
Theorem 2. Assume that:
(i) q(t) < 0 for t  t0, an = 1 and xf (x) > 0 whenever x = 0;
(ii) There exist two positive constants λ and c such that∣∣f (x)∣∣ c|x|λ, λ > 1; (16)
(iii) lim sup
t→∞
1
H(t, t0)
t∫
t0
[
H(t, s)e(s)−G(t, s)]ds =∞ (17)
and
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t→∞
1
H(t, t0)
t∫
t0
[
H(t, s)e(s)+G(t, s)]ds =−∞, (18)
where
G(t, s)= (λ− 1)λλ/(1−λ)
∣∣∣∣∣
n∑
i=1
aihi(t, s)
∣∣∣∣∣
λ/(λ−1)∣∣cq(s)H(t, s)∣∣∣∣
1/(1−λ)
. (19)
Then Eq. (1) is oscillatory.
Proof. Let x(t) be a nonoscillatory solution of Eq. (1), which, without loss of generality,
can be assumed to be x(t) > 0 for t  t0. Multiplying Eq. (1) by H(t, s), integrating from
t0 to t , and using (11) and (16), we obtain
1
H(t, t0)
t∫
t0
H(t, s)e(s) ds
−
n∑
i=1
aix
(i−1)(t0)−
n∑
i=1
i−1∑
j=1
hj (t, t0)
H(t, t0)
aix
(i−j−1)(t0)
+ 1
H(t, t0)
t∫
t0
[∣∣∣∣∣
n∑
i=1
aihi(t, s)
∣∣∣∣∣x(s)+ cq(s)H(t, s)xλ(s)
]
ds. (20)
For given t and s, set
F(u) :=
∣∣∣∣∣
n∑
i=1
aihi(t, s)
∣∣∣∣∣u+ cq(s)H(t, s)uλ, u > 0. (21)
F(u) obtains its maximum at
u=
∣∣∣∣ |
∑n
i=1 aihi(t, s)|
cq(s)H(t, s)λ
∣∣∣∣
1/(λ−1)
(22)
and
F(u) Fmax(u)= (λ− 1)λλ/(1−λ)
∣∣∣∣∣
n∑
i=1
aihi(t, s)
∣∣∣∣∣
λ/(λ−1)∣∣cq(s)H(t, s)∣∣1/(1−λ)
=G(t, s). (23)
Then by using (23), we get
1
H(t, t0)
t∫
t0
[
H(t, s)e(s)−G(t, s)]ds
−
n∑
aix
(i−1)(t0)−
n∑ i−1∑ hj (t, t0)
H(t, t0)
aix
(i−j−1)(t0).
i=1 i=1 j=1
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the desired contradiction. ✷
Theorem 3. Assume that:
(i) q(t) < 0 for t  t0, an = 1, ∑ni=1 aihi(t, s) 0 and xf (x) > 0 whenever x = 0;
(ii) There exist two positive constants λ and c such that∣∣f (x)∣∣ c|x|λ, 0 < λ< 1; (24)
(iii) lim sup
t→∞
1
H(t, t0)
t∫
t0
[
H(t, s)e(s)+G1(t, s)
]
ds =∞ (25)
and
(iv) lim inf
t→∞
1
H(t, t0)
t∫
t0
[
H(t, s)e(s)−G1(t, s)
]
ds =−∞, (26)
where
G1(t, s)= (λ− 1)λλ/(1−λ)
(
n∑
i=1
aihi(t, s)
)λ/(λ−1)∣∣cq(s)H(t, s)∣∣1/(1−λ). (27)
Then Eq. (1) is oscillatory.
Proof. Let x(t) be a nonoscillatory solution of Eq. (1), which, without loss of generality,
can be assumed to be x(t) > 0 for t  t0. Multiplying Eq. (1) by H(t, s), integrating from
t0 to t , and using (11) and (24), we obtain
1
H(t, t0)
t∫
t0
H(t, s)e(s) ds
−
n∑
i=1
aix
(i−1)(t0)−
n∑
i=1
i−1∑
j=1
hj (t, t0)
H(t, t0)
aix
(i−j−1)(t0)
+ 1
H(t, t0)
t∫
t0
[(
n∑
i=1
aihi(t, s)
)
x(s)+ cq(s)H(t, s)xλ(s)
]
ds. (28)
For given t and s, set
F(u) :=
(
n∑
i=1
aihi(t, s)
)
u+ cq(s)H(t, s)uλ, u > 0. (29)
F(u) obtains its minimum at
u=
∣∣∣∣ (
∑n
i=1 aihi(t, s))
∣∣∣∣
1/(λ−1)
(30)
cq(s)H(t, s)λ
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F(u) Fmin(u)= (λ− 1)λλ/(1−λ)
(
n∑
i=1
aihi(t, s)
)λ/(λ−1)∣∣cq(s)H(t, s)∣∣1/(1−λ)
=G1(t, s). (31)
Then by using (31), we get
1
H(t, t0)
t∫
t0
[
H(t, s)e(s)−G1(t, s)
]
ds
−
n∑
i=1
aix
(i−1)(t0)−
n∑
i=1
i−1∑
j=1
hj (t, t0)
H(t, t0)
aix
(i−j−1)(t0).
Taking lim inf as t →∞ of the above inequality, using (H4), and applying (26), we obtain
the desired contradiction. ✷
Remark 3. Let a1 = a2 = · · · = an−1 = 0 and hn(t, s) 0. Recently, Ou and Wong [10]
proved the following generalization of Theorem 2 in [1].
Theorem A. Assume that:
(i) q(t) < 0 for t  t0, xf (x) > 0 whenever x = 0;
(ii) There exist two positive constants λ and c such that either∣∣f (x)∣∣ c|x|λ, λ > 1 (32)
or ∣∣f (x)∣∣ c|x|λ, 0 < λ< 1; (33)
(iii) lim sup
t→∞
1
H(t, t0)
t∫
t0
[
H(t, s)e(s)−G2(t, s)
]
ds =∞ (34)
and
(iv) lim inf
t→∞
1
H(t, t0)
t∫
t0
[
H(t, s)e(s)−G2(t, s)
]
ds =−∞, (35)
where
G2(t, s)= (λ− 1)λλ/(1−λ)
(
hn(t, s)
)λ/(λ−1)∣∣cq(s)H(t, s)∣∣1/(1−λ). (36)
Then Eq. (1) with ai ≡ 0 is oscillatory.
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of λ, the sign of the term inside the integral in (34) and (35) should be given as in The-
orems 2 and 3. When f (x) = |x|λ sgnx , λ > 1, the same is valid for Theorem 1 given
in [1].
If
∑n
i=1 aihi(t, s) 0 and f (x) is a nonlinear function such that∣∣f (x)∣∣ |x| (37)
or ∣∣f (x)∣∣ |x|, (38)
the inequality (20) in the proof of Theorem 2 reduces to
1
H(t, t0)
t∫
t0
H(t, s)e(s) ds
−
n∑
i=1
aix
(i−1)(t0)−
n∑
i=1
i−1∑
j=1
hj (t, t0)
H(t, t0)
aix
(i−j−1)(t0)
+ 1
H(t, t0)
t∫
t0
[(
n∑
i=1
aihi(t, s)
)
+ q(s)H(t, s)
]
x(s) ds. (39)
Thus we get the following result.
Corollary 3. Let q(t) < 0, an = 1, ∑ni=1 aihi(t, s)  0, xf (x) > 0 whenever x = 0, and
conditions (6) and (7) hold. If (37) holds with(
n∑
i=1
aihi(t, s)
)
+ q(s)H(t, s) 0 for all t  s  t0,
or (38) holds with(
n∑
i=1
aihi(t, s)
)
+ q(s)H(t, s) 0 for all t  s  t0,
then Eq. (1) is oscillatory.
Remark 5. Let a1 = a2 = · · · = an−1 = 0 and f (x)= |x|λ sgnx , λ > 1; then Corollary 3
generalizes Theorem 2 in Agarwal and Grace [1].
Remark 6. Let a1 = a2 = · · · = an−1 = 0; then Corollary 3 generalizes Theorem 3 in Ou
and Wong [10].
Next we will apply our technique to neutral forced differential equations. At first, con-
sider Eq. (4) where δ(t)  0, n  1, limt→∞ g(t) = limt→∞ σ(t) =∞, and f is a real
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et al. [2] for n= 2 with ai ≡ 0. But they did not present any oscillatory criteria for n > 2
in that book. Now applying our technique in a similar way to Theorem 1 gives
Theorem 4. Let an = 1,∑ni=1 aihi(t, s) 0. Equation (4) is oscillatory if (6) and (7) hold.
Remark 7. Theorem 4 remains valid for the equation
(
x(t)+ δ(t)xp(t − τ ))(n) + n−1∑
i=1
ai
(
x(t)+ δ(t)xp(t − τ ))(i)
+ f (t, x(g(t)), x ′(σ(t)))= e(t),
where p is a quotient of odd positive integers.
For Eq. (5), some oscillatory criteria are given below.
Theorem 5. Assume that an = 1, ∑ni=1 aihi(t, s) 0, and
(i) ∣∣f1(x)∣∣ |x|λ, ∣∣f2(x)∣∣ |x|θ , where λ < 1, θ < 1; (40)
(ii) lim sup
t→∞
1
H(t, t0)
t∫
t0
[
H(t, s)e(s)+ c1Q(t, s)+ c2P(t, s)
]
ds =∞ (41)
and
(iii) lim inf
t→∞
1
H(t, t0)
t∫
t0
[
H(t, s)e(s)− c1Q(t, s)− c2P(t, s)
]
ds =−∞, (42)
where
c1 = (λ− 1)λλ/(1−λ), c2 = (θ − 1)θθ/(1−θ),
Q(t, s)=
{
[∑ni=1 aihi(t, s)+H(t, s)q(s)]λ
H(t, s)
}1/(λ−1)(
c(s)
)1/(1−λ)
,
P (t, s)=
{
[δ∑ni=1 aihi(t, s)+H(t, s)b(s)]θ
H(t, s)
}1/(θ−1)(
d(s)
)1/(1−θ)
.
Then Eq. (5) is oscillatory.
Proof. Let x(t) be an eventually positive solution of Eq. (5). Multiplying Eq. (5) by
H(t, s) and integrating from t0 to t , also noting (40) and using
∑0
j=1 = 0 and an = 1,
we obtain
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t0
H(t, s)
((
x(s)+ δx(s − τ ))(n) + n−1∑
i=1
ai
(
x(s)+ δx(s − τ ))(i)
)
ds
=
t∫
t0
H(t, s)
(
n∑
i=1
ai
(
x(s)+ δx(s − τ ))(i)
)
ds
=
n∑
i=1
ai
( t∫
t0
H(t, s)
(
x(s)+ δx(s − τ ))(i) ds
)
=
n∑
i=1
ai
{
−H(t, t0)
(
x(s)+ δx(s − τ ))(i−1)
s=t0
−
i−1∑
j=1
hj (t, t0)
(
x(i−j−1)(t0)+ δx(i−j−1)(t0 − τ )
)
+
t∫
t0
hi(t, s)
(
x(s)+ δx(s − τ ))ds
}
=−H(t, t0)
n∑
i=1
ai
(
x(s)+ δx(s − τ ))(i−1)
s=t0
−
n∑
i=1
i−1∑
j=1
hj (t, t0)ai
(
x(i−j−1)(t0)+ δx(i−j−1)(t0 − τ )
)
+
t∫
t0
(
n∑
i=1
aihi(t, s)
)(
x(s)+ δx(s − τ ))ds,
and we have
1
H(t, t0)
t∫
t0
H(t, s)e(s) ds
−
n∑
i=1
ai
(
x(s)+ δx(s − τ ))(i−1)
s=t0
−
n∑
i=1
i−1∑
j=1
hj (t, t0)
H(t, t0)
ai
(
x(i−j−1)(t0)+ δx(i−j−1)(t0 − τ )
)
+ 1
H(t, t0)
t∫ {[ n∑
i=1
aihi(t, s)+H(t, s)q(s)
]
x(s)−H(t, s)c(s)xλ(s)
}
dst0
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H(t, t0)
t∫
t0
{[
δ
n∑
i=1
aihi(t, s)+H(t, s)b(s)
]
x(s − τ )
−H(t, s)d(s)xθ(s − τ )
}
ds.
For given t > s  t0,
F1(u) :=
[
n∑
i=1
aihi(t, s)+H(t, s)q(s)
]
u−H(t, s)c(s)uλ
and
F2(v) :=
[
δ
n∑
i=1
aihi(t, s)+H(t, s)b(s)
]
v −H(t, s)d(s)vθ
have minima of c1Q(t, s) and c2P(t, s), respectively. Thus
1
H(t, t0)
t∫
t0
[
H(t, s)e(s)− c1Q(t, s)− c2P(t, s)
]
ds
−
n∑
i=1
ai
(
x(s)+ δx(s − τ ))(i−1)
s=t0
−
n∑
i=1
i−1∑
j=1
hj (t, t0)
H(t, t0)
ai
(
x(i−j−1)(t0)+ δx(i−j−1)(t0 − τ )
)
,
which contradicts (42). ✷
Theorem 6. Assume that an = 1 and
(i) ∣∣f1(x)∣∣ |x|λ, ∣∣f2(x)∣∣ |x|θ , where λ > 1, θ > 1; (43)
(ii) lim sup
t→∞
1
H(t, t0)
t∫
t0
[
H(t, s)e(s)− c1Q1(t, s)− c2P1(t, s)
]
ds =∞ (44)
and
(iii) lim inf
t→∞
1
H(t, t0)
t∫
t0
[
H(t, s)e(s)+ c1Q1(t, s)+ c2P1(t, s)
]
ds =−∞, (45)
where
c1 = (λ− 1)λλ/(1−λ), c2 = (θ − 1)θθ/(1−θ),
Q1(t, s)=
{
|∑ni=1 aihi(t, s)+H(t, s)q(s)|λ
H(t, s)
}1/(λ−1)(
c(s)
)1/(1−λ)
,
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{
|δ∑ni=1 aihi(t, s)+H(t, s)b(s)|θ
H(t, s)
}1/(θ−1)(
d(s)
)1/(1−θ)
.
Then Eq. (5) is oscillatory.
Remark 8. Let ai ≡ 0, i = 1,2, . . . , n − 1. For Eq. (5), the signs of the terms inside the
integrals given in Theorems 5 and 6 in [10] should be given as the above last two theorems.
Also, when f (x)= |x|λ sgnx , λ > 1, the same is valid for Theorem 3 given in [1].
For λ= 1, θ = 1, as in Corollary 3, we have
Theorem 7. Let (6) and (7) hold. Also assume that |f1(x)| |x|, |f2(x)| |x|,
(
q(s)− c(s))H(t, s)+ n∑
i=1
aihi(t, s) 0,
(
b(s)− d(s))H(t, s)+ δ n∑
i=1
aihi(t, s) 0,
or |f1(x)| |x|, |f2(x)| |x|,
(
q(s)− c(s))H(t, s)+ n∑
i=1
aihi(t, s) 0,
(
b(s)− d(s))H(t, s)+ δ n∑
i=1
aihi(t, s) 0.
Then Eq. (5) is oscillatory.
3. Examples
In this section we shall give some examples to illustrate our results. Here f and g satisfy
the general assumptions for Eqs. (1) and (2).
Example 1. Consider the equation
x(n)(t)+
n−1∑
i=1
aix
(i)(t)+ q(t)f (x(g(t)))= et (c1 cos t + c2 sin t), (46)
where ai  0, c1, c2 are real constants with c21+c22 = 0, and q(t) 0. Applying Corollary 1
we know that Eq. (46) is oscillatory. For instance, all solutions of the equations
x ′ + x = et (cos t + 2 sin t),
x ′(t)+ e−π/2x
(
t + π
)
= et (sin t + 2 cos t),2
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(
t + π
2
)
= et (sin t + 4 cos t),
and
x ′′′ + x ′′ + x ′ + x = 5et cos t
are oscillatory. One such solution for all the above equations is x(t)= et sin t .
Example 2. Consider the equation
x(n)(t)+
n−1∑
i=1
aix
(i)(t)+ q(t)f (x(g(t)))= tµ sin t, n 2, (47)
where µ and ai  0 are real numbers and q(t) 0. Note that, for q(t)= tα , f (x)= |x|γ ×
sgnx , γ > 0, n= 2, g(t) = t , and ai ≡ 0, Eq. (47) was studied in [12]. From Corollary 1
we see that Eq. (47) is oscillatory for µ> n− 1.
Example 3. Each of the equations
x ′′′ − 4x ′′ + 6x ′ − 4x3 = 4et sin t − 4e3t sin3 t, (48)
x ′′′ − 4x ′′ + 6x ′ − etx3 = 4et sin t − e4t sin3 t, t  0, (49)
has an oscillatory solution x(t) = et sin t . All conditions of Theorem 2 are satisfied for
H(t, s)= (t − s)4.
Example 4. Consider the equations
x ′′ + x ′ − 2x = e3t cos t (50)
and
x ′′ + x ′ − 2|x|1/2 sgnx = e3t cos t . (51)
It is easy to see that all conditions of Corollary 3 are satisfied for H(t, s)= (et−s − es−t )2,
and hence, all solutions of Eqs. (50) and (51) are oscillatory. One such solution of Eq. (50)
is
x(t)= e3t
(
7
130
sin t + 9
130
cos t
)
.
Example 5. Consider the neutral equation
(
x(t)+ δ(t)x(t − τ ))(n) + n−1∑
i=1
ai
(
x(t)+ δ(t)x(t − τ ))(i) + a(t)f (x(g(t)))
= tµ sin t, (52)
with n > 1, where δ(t) 0, a(t) 0, limt→∞ g(t)=∞, and ai  0, τ > 0, and µ are real
constants. Applying Theorem 4 to (52), we know this equation is oscillatory when µ >
n− 1.
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