The large amount of work on information systems being taken up by maintenance activities has been one of the arguments of those speaking about a 'software crisis'. We have investigated the applicability of this statement, and propose instead to look at the percentage of work being done on functional maintenance to assess the efficiency of the information systems support in an organisation. This paper presents the main results from a survey investigation performed in Norwegian organisations within the area of software development and maintenance. The results are based on responses from 53 Norwegian organisations. The investigation is compared with other investigations, both those performed in Norway where a similar investigation was conducted in 1994 and investigations performed in other countries. Similar to the investigation from 1994, the situation is better when looking at the situation from a functional point of view rather than using the traditional maintenance measures. Somewhat surprisingly, the amount of both traditional and functional maintenance work are significantly higher than in the similar investigation done five years earlier. It is also significantly higher than what was found in earlier investigations carried out in the USA and in other countries. One reason for this seems to be the extra maintenance and replacement-oriented work necessary to deal with the Y2K-problem. Even when considering this, too much of the scarce IT-personnel spent their time on tasks that do not add value for the users of the systems. ᭧
Introduction
A modern society is completely dependent on computers, and the resources used on information technology are increasing steadily. Whereas worldwide system development costs in 1987 were estimated to around $140 billion [1] , a conservative estimate for the worldwide software costs in 1998 is $600-800 billion [2] . The problem of too few systems developers compared with the opportunities and problem of information systems both, in Norway and the rest of the western world is widely acknowledged. Considering this, it is very important that present resources are used efficiently to provide valuable solutions to problems and opportunities.
Information systems are valuable when they provide information in a manner that enables people to meet their objectives more effectively [2] . Many have claimed that the large amount of system work that goes into maintenance is a sign on poor use of resources to meet these demands. On the other hand, as stated in Ref. [3] , it is one of the essential difficulties with information systems that they are under a constant pressure of change. Given the intrinsic evolutionary nature of the sources of system specifications, it should come as no surprise that specifications and the related information system must evolve as well [4] . Thus, all successful computerised information systems are changed; there is nothing detrimental about this. Talking about having a high percentage of maintenance work being done using the traditional definition of maintenance as a measure of information system support efficiency can be highly misleading. The goal of maintenance is to keep the overall information system support of the organisation relevant. Owing to the ever-changing needs that information systems must serve, this means that the systems will have to change, the alternative is that the systems are replaced with a new system. A large proportion of the 'new' systems being developed are so-called replacement systems, mostly replacing the existing systems without adding much to what the end-users can do with the information system.
Based on this argument we have devised the concept functional maintenance as a more meaningful high-level measure to evaluate to what extent an organisation is able to evolve their application system portfolio efficiently. How functional maintenance is different from traditional maintenance is described later.
In this paper, we present the main results from a surveyinvestigation performed in Norwegian organisations during the autumn of 1998. The investigation had two main motivations:
1. Comparing the current development and maintenance situation in Norway with what has been reported in similar investigations in Norway and abroad earlier. A more comprehensive report from the investigation can be found in Ref. [5] .
Outline of the paper
We will first give definitions of some of the main terms used within software development and maintenance, including the terms functional development and functional maintenance. We then describe the research method and the main hypotheses investigated. The main results are then presented. The last section summarises our results and presents ideas for further work.
Basic concepts
Maintenance has traditionally been divided into three types: corrective, adaptive and perfective [6] . In addition to the traditional temporal distinction between development and maintenance, there are also the concepts of functional maintenance and functional development, as illustrated in Fig. 1 . These concepts were originally introduced in Ref. [7] .
1. Functional development: development or maintenance where changes in the application increase the functional coverage of the total information systems portfolio of the organisation. This includes development of new systems that cover areas, which are not covered earlier by other systems in the organisation, and functional perfective maintenance. 2. Functional maintenance: work made to keep up the functional coverage of the information system portfolio of the organisation. This includes the other three types of maintenance and the development of replacement systems.
As argued above, this distinction is used because we believe it gives a better indication of the efficiency of the information systems support in an organisation than the traditional distinction between development and maintenance. A deeper discussion around the distinction between functional maintenance and functional development is given in Ref. [8] .
Research method
The survey form was distributed by mail to 494 Norwegian organisations. The organisations were taken from the list of member organisations of DnD (The Norwegian Computer Society).
The form contained 40 questions, many with subquestions. The contents of the form [5] were based on previous investigations within this area; especially those described in Refs. [9] [10] [11] [12] . The main questions from the survey can be found in Appendix A.
As far as the questions were concerned, we were interested in the quality of the answers, recognising that some of the information called for might not be easily obtainable. There was also room for issuing open-ended remarks on most questions.
Galtung [13] regards that the least size that is meaningful in a survey is 40 units. Since survey-investigations in the area of development of information systems toward the same population earlier had given a response rate of about 22% [9, 14] and the response rate of similar surveys has been around 20-25% (e.g. Ref. [11] ), an answer ratio of approximately 20% was expected. This would have resulted in 100 responses. About 97 responses (written or by telephone) were returned, giving a response rate of 20%. Quite a few of the responses were negative, replying that the organisation was not doing work of the sort that was queried about. In addition, several of the returned forms had to be dismissed because they were incomplete, giving us a total of 53 valid and complete responses as a basis for analysis. We believe that the high degree of negative responses from those receiving the survey was mainly because a larger proportion of companies today base their information systems support purely on Commercial-Off-The-Shelf (COTS) packages or have outsourced their IT-activity. To investigate into this further, we asked 15 additional companies randomly selected from the 397 organisations that did not respond to the original survey for their reason to not reply. As many as 11 of these answered that the survey was not relevant for their situations since they only used COTSpackages.
The forms were filled in by people with long experience with information systems related work (average 14.2 years), typically acting as IT director for the company. Of the respondents, 49 out of 53 (92.5%) indicated that IT was of extremely (5) to large (4) strategic importance for the organisation. The additional four respondents answered 3 on the 1-5 scale used. This indicates that information systems support including own development and maintenance is an area of importance for the respondents. On the other hand, because of the somewhat low response rate, we will be cautious in our interpretations of the results. The validity of the study is discussed in more detail in Section 5.
The results from the survey were analysed using the statistical package SPSS [15, 16] . The statistical significance of some of the results is determined using the two-tailed Student t-test for normally distributed data, and the Mann-Whitney test when this is not the case. Statistically significant results are highlighted using boldface in the relevant tables.
Previous investigations
We will compare some of the results with the results of similar investigations. The most important of these investigations are: 
Hypotheses
The following main hypotheses were formulated to investigate the development of the different measures for distribution of work. We divide the hypotheses in interinvestigational hypotheses, comparing our results with results reported in previous investigations, and intra-investigational hypotheses, looking at correlations within our data. Rationale: when comparing the percentage of time used for development activities in organisations earlier, we have found this to be decreasing when comparing our study in 1994 with earlier studies. Whereas maintenance activity is held mostly constant, the amount of time used for user-support and system operations have grown since the seventies, probably mainly since end-users have much more advanced machines (PCs vs. dumb terminals). We would thus expect this trend to continue.
Inter-investigational hypotheses
• H3: there is no difference between the distribution of work among maintenance and development in our survey and what is reported in previous surveys when disregarding other work than development and maintenance. Rationale: since the amount of other work than development and maintenance is taking up more time now than earlier, we found it beneficial also in the survey in 1994 to look at only the proportion between development and maintenance time. Interestingly, the amount of time used for maintenance has shown to be stable on 60% (vs. 40% for development) in investigations both in the seventies, eighties, and nineties, across countries (and not increasing to take up a larger and larger part of the work, which many claimed would happen). Thus, we did not expect any change on this figure in this survey.
• H4: there is no difference between the distribution of functional maintenance and functional development in our survey and what are reported in previous surveys.
Rationale: since these numbers had been investigated only once before, we were eager to find if also they had the same stable distribution as the maintenance figure.
Similarly to above, we did not expect any change on these figures in this survey.
Intra-investigational hypotheses
• H5: there is no difference between the amount of work spent on functional maintenance and traditional maintenance when we disregard other work than development and maintenance. Rationale: we have argued above that functional maintenance gives a better indication than the traditional maintenance figure on information systems support in organisations. We would expect these figures to be different, but would like to confirm this (as we did in 1994) to ensure that the figure we now will use brings new information.
• H6: there is no difference between the amount of work spent on functional development and traditional development when we disregard other work than development and maintenance. Rationale: same as for H5 • H7: there is no difference between the amount of work spent on functional development and functional maintenance when disregarding other work than development and maintenance.
Rationale: a similar test was done in 1994, and we would like to confirm that a majority of the development and maintenance work is actually functional development (as found in 1994), giving an opposite picture on the state of information system support efficiency than the one you get using the traditional maintenance figures. We did thus expect this to be rejected.
Results
First, we present some of the overall demographics and descriptive data of the survey. Similar results from our previous survey conducted in 1994 are included in parenthesis where the numbers are comparable.
The respondents to our survey were in:
• manufacturing and industry-11;
• service/consulting-11;
• telecommunication and IT-9;
• insurance and banking-9;
• trade-6;
• other areas-13.
43% of the organisations had a yearly data processing budget above 10 million NKr (approximately $1.3 million), and the average number of employees among the responding organisations was 656 (2347). The average number of full-time personnel in the IS-organisations reported on was 10.9 (24.3), whereas the average number of full-time application programmer and/or analysts was 4.6 (9.5). As we see, the responding companies and their IS departments are generally smaller in our new survey. The average experience in the local IS-department was 6.3 years, similar to what was found in Ref. [9] (average total experience was 8.3 years). The education level was somewhat lower in the organisations in our investigations. The average number of full-time hired IS consultants were 2.7, which means 0.6 ISconsultants per application programmer.
Portfolio analysis and replacement systems
The number of systems in the organisations ranged between one and 100, with a mean of 9.6 (10.3) and a median of 4 (5) systems. The user population of these systems ranged between 3 and 5400, with a mean of 498 (541) and a median of 15 (250). The age distribution of the systems in our study, the Krogstie study and the Swanson/ Beath study is illustrated in Fig. 2 . The average age of the systems was 5.0 years. The average age of systems in our study from 1994 was 4.6 years, and in the Swanson/Beath investigation 6.6 years.
In Ref. [9] , 58% of the systems were developed by the ISorganisation, and only one percent was developed in the user organisation. In our study, however, 27% of the systems were developed by the IS-organisation and 27% as custom systems in the user organisation. The percentage of systems developed by outside firms is higher (22% vs. 12% vs. 15% in Swanson/Beath). The percentage of systems developed based on packages with small or large adjustments is slightly smaller (24% vs. 28% vs. 2% in Swanson/Beath). The new category we used, component-based development only amounted to 0.4% of the total systems.
About 60% of the systems relied on other systems for their input data. In Krogstie's investigation the same percentage was 74 and in Swanson/Beath 56. The organisations also usually supported several technical configurations (mean 3, median 2). The average number of different programming languages in use was 2.5 (median 2). This is similar to Krogstie's investigation in 1994. Table 1 provides an overview of the percentage of systems reported being developed using the different programming languages. Even if COBOL is still used for most of the applications, the language that is used in most organisation, apart from different 4GL languages (66.7%), is Cϩϩ (42%), which was barely included in the last investigation. The percentage of organisations reporting to have COBOL applications has decreased from 73% in 1994 to 26% in 1998. C and RPG are used by around 28% of the organisations, which is similar to the numbers from 1994.
About 84 new systems were currently being developed, and 48 of these systems (57%) were regarded as replacement systems. In Krogstie's investigation 48 of 100 systems (48%) under development were replacement systems; in Swanson/Beath 58 of 117 reported new systems (49%) were replacement systems. The portfolio of the responding organisations contained 510 systems, meaning that 9% of the current portfolio were being replaced. The similar number from Krogstie was 11%, and from Swanson/Beath 10%. The age distribution for systems to be replaced in our investigation is shown in Fig. 3 . The average age of systems to be replaced was 10.5 years (8.5), and the average age for all systems was 5.4 years (4.7). Table 2 summarises reasons for the replacements, which have slightly changed from earlier investigations. The important reasons for replacement are partly a need for standardisation and integration with other systems. The burden to maintain is still an important issue in many cases. A majority of those indicating that burden to maintain was an extremely important reason, said that this was caused by Y2K-oriented problems.
Both the systems average age (5.4) and the average inhouse experience of the system developers (5.6) are lower compared with the average age of systems being replaced (10.5). Only in three of the responding organisations, the system developers had longer in-house experience than the average age of systems being replaced. As indicated in Ref. [9] , this might influence the pattern of reuse. About 74% of the organisations only reused minor junks of code while developing replacement systems. Reuse of specification and design is more common, but still 53% of the organisations reused no-or reused to a small degree-specification and design when creating replacement systems.
Use of organisational controls and methodology
By 'organisational controls' we mean procedures and functions that are intended to control different aspects of the maintenance process. Use of organisational controls concerning software maintenance has been reported in several studies [9, 11, 12, 17] .
The use of organisational controls and a comparison with previous investigations are given in Table 3 . A negative D-value indicates that a smaller percentage of the organisations in our last investigation have this control in use. The majority of the organisations document user requests, classify change requests and re-test changes in their systems.
An assumption concerning use of organisational controls is that there always is a potential for improvement of the IS-system portfolio. Usually the amount of change requests exceeds the capacity of the IS-organisation. Based on this it seems reasonable to prioritise change requests and perform cost-benefit analysis. Among the responding organisations, however, 64% did not perform analysis of consequences related to changes and requests were not cost-justified. The use of organisational controls reported in our study is somewhat different compared with earlier investigations. Whereas, we on many of the areas in our investigation have a lower score, batching of changes in periodic releases seem to be better taken care of by the responding organisations in our investigation compared with the earlier studies.
As for the use of methodology, as many as 34% of the organisations respond that they have no methodology in place at all. As for the use of methodology within different areas of development and maintenance, the numbers were: Planning (34%), Analysis (30.2%), Requirements specification (50.9%), Design (39.6%), Implementation/Coding (43.4%), Testing (34%), Conversion and rollout (26.4%), Operations (32.1%), Maintenance (30.2%), Project management (41.5%). Only 25% of the organisations have an estimation model for development activities; 17% of the organisations have an estimation model for maintenance activities.
As for the use of comprehensive system development tools (CASE), only 13.2% (27.1%) use such tools for development, and 11.3% (10.6%) use such tools for maintenance. The tools are primarily used in analysis, requirement specification, design and implementation. The average experience with the tools was 3.1 year (2.8 year), and the organisations have only on average 2 (2) systems supported by the tools. This shows that the use of advanced system development tools still makes a very limited impact on the overall information systems support of organisations.
Distribution of work
Work on information systems was divided into six categories in the survey, similarly to how the area is divided in the introduction. The same categories were also used in 1994. We also asked for the time used for user-support and for systems operations, which took up the additional time for the work in the IS departments. Table 4 shows the major results on distribution of work in previous investigations, listing the percentage of maintenance work, the study reported, and the year of the study. The variance in the figures is partially due to the type of software being studied, sampling error and measurement problems. Another reason is that different definitions have been used. For example, both Dekleva [21] and Yip [20] Table 5 summarises the descriptive results on the distribution of work in the categories in our investigation, giving the median and mean value with accompanying standard deviation for the different categories.
About 41.4% of the total work among the responding organisations is maintenance activities, and 17.1% is development activities. When disregarding work other than development and maintenance of information systems, the percentages are as follows: maintenance activities: 72.9%, development activities: 27.1%. This is a remarkable shift from the situation in 1994 where the corresponding percentages were: maintenance activities: 58.6%, development activities: 41.4%. Maintenance work in organisations that primarily were developing and maintaining IS systems accounts for 50% of total effort, and development activities in these organisations represent 24.3% of the total work. 62.3% of development and maintenance work was functional maintenance, and 37.7 was functional development. This is also a dramatic change from the situation in 1994 where functional maintenance-and functional development respectively amounted to 44% and 56% of the work. Further comparisons of descriptive results between different studies are presented in Table 6 . The first column lists the category, whereas the other columns list the numbers from our investigation, the Krogstie investigation, the Lientz/Swanson investigation and the Nosek/Palvia investigation. The first set of numbers compare the numbers for development, maintenance and other work. The amount of other work reported in our investigations is much larger than in the American investigations. Therefore, in the second set of figures, we compare the data without considering other work. For the categories functional development and functional maintenance, we only have numbers from our own investigations.
Before looking for significant relationships, the figures were tested for normality as illustrated in Table 7 . This does not give us any reason to reject the null-hypothesis that the numbers are normally distributed, except numbers for traditional maintenance from 1998, since both the Shapiro-Wilks (S-W Sign) and the Kolmogorov-Smirnov (Lilliefors-Sign) significance levels are higher than 0.05. None of the numbers is perfectly normal though, since the kurtosis and skewness are different from zero, but this is to be expected also from a sample from a normally distributed population. This is further illustrated in the box-plots in Fig. 4 . Where we have used the assumption of normal distribution in the tests below, we have also checked the significant results using non-parametric tests, which have provided the same p-values in the relevant cases.
We tested H1, H2, H3 and H4 by comparing with our previous survey as summarised in Table 8 . We list the number of cases, the mean and the standard deviation for all relevant figures to test the four hypotheses, having the numbers from 1994 on the left and those from 1998 on the right. D is the increase in the mean from the 1994 study to the 1998 study, and p is the probability for erroneously rejecting the equality of means. H1 is not rejected, whereas H2 is rejected, since the percentage on work done on Table 8 , H3 is rejected because the amount of maintenance has increased significantly. H4 is also rejected since the amount of functional development is significantly lower, and thus the amount of functional maintenance is significantly higher.
The tests of the intra-investigational hypotheses H5, H6 and H7 are presented in Table 9 . We also list here the number of cases, the mean and the standard deviation for all relevant figures to test the three hypotheses. D is the difference in the mean value between to two figures being compared, and p is the probability for erroneously rejecting the equality of means. Based on this we reject H5, H6 and H7.
The more the number of tests performed on the same data set, the more likely it is that one will find significant results occurring by chance (what is called the problem of multiplicity [22] ). To address this we have adjusted the a -values (the probability error rate, i.e. the probability of making at least one type I error, judging a relationship to be significant even if it is not) to make the tests more stringent in order to make allowance for such 'chance' significant results. Many propose to use the Bonferroni Adjustment in this case, which basically says that if you have, e.g. ten test, you would need to adjust your significance-level from, e.g. 0.05-0.005 on all tests. The Bonferroni Adjustment is rather conservative, since it ignores the correlation between tests. Holm [23] suggests ordering the p-values of the K hypotheses as p 1 Յ p 2 Յ … Յ p K and comparing to a predescribed a-level. Then one can show that a i ; for i 1…K; must be set equal to a=K Ϫ i ϩ 1: That means p 1 , the smallest p-value must be compared with a 1 a=K etc. up to p K being compared with a k a:
An overview of performing this adjustment on the seven tests that we have presented here is given in Table 10 . The first column is the hypothesis in question. The p-value for this test is found in the second column. The a-value is set to 0.05 and the fifth column contains the adjusted level for this test. As illustrated in the last column, we get the same results as we had before doing the adjustment, and thus keep the results from our tests reported above.
Validity of the study
The results of our study should be interpreted cautiously as there are several threats to its validity. The discussion below is based on recommendations given in Refs. [18, 24] .
Population
The sample of our study was initially intended to represent the population of Norwegian companies or organisations with own development and maintenance work. However, since a substantial number of the major Norwegian IT companies are members of The Norwegian Computer Society, we pragmatically chose the 800 member companies with three or more employee-members in DnD as our population. We distributed our survey forms to a random selection of 500 of those 800 companies. (Six of the forms were returned because relevant people had quit.) Other studies also use member lists as a source of subjects, e.g. Ref. [11] . In particular, the same source of subjects was used in the similar study in 1994 [9] .
Response rate
Both the response rate of 20% and the final sample of 11% are rather low. We experienced the same problem in the 1994 study. A problem with a low response rate is that the respondents may not be representative of the population, that is, the companies may be particularly mature, have less pressure (they have time to answer survey forms), etc. However, the same selection mechanism was used in the 1994 study, so a comparison between those two studies should be fair.
Respondents
Most of the persons who responded were IT managers in the company. They may have different views of the reality than developers and maintainers. For example, Jørgensen [18] found that manager estimates of the proportion of effort spent on corrective maintenance were biased towards too high values when based on bust guesses instead of good data. We could also find a slight tendency in this direction judging from the quality of the data (see later), but this difference was not significant. There might be biases in our study, but they may not affect the comparison with the 1994 study as the survey forms of that study were also filled in by IT managers.
Understanding of concepts
Achieving consistent answers requires that the respondents have a common understanding of the basic concepts of the survey form. This may be difficult to achieve in practice. For example, Jørgensen [18] found that the respondents used their own definition of, for example, "software maintenance" even though the term was defined at the beginning of the questionnaire. We conducted a pilot study in a few companies to detect unclear questions, and whether the time for filling-in was reasonable. We also got comments from several colleagues concerning clarity of questions. The forms were then refined. Moreover, for 10 of the valid responses of the main study where we believed that there had been misunderstandings, a separate follow-up interview was conducted. For most questions, there was room to issue comments. This possibility together with the possibility to crosscheck numbers between different questions was the main mechanisms used to identify possible misunderstanding among the respondents.
Biased questions
Among the risks when designing survey forms are leading or sensitive questions, resulting in biased or dishonest answers. We believe that we have mostly avoided this problem. One exception may be question 3 (whether IT is of strategic importance). It may be difficult for IT managers to admit that IT is of little strategic importance to their company. Nevertheless, we promised and effectuated full confidentiality.
Quality of data
On some of the questions, we were interested in the quality of the answers, recognising that some of the information called for might not be easily obtainable. Answers of some of the quantitative questions were checked against each other for control. The remarks made on the questions gave more insight into the answers. We qualified for instance all data regarding distribution of work both in our study and the study in 1994, without finding significant differences on the variables we have used in the hypothesis testing between those reporting having good data and those coming with qualified guesses [5, 8] .
Conclusion and further work
Revisiting our hypotheses, we conclude the following:
• H1: there is no difference between the percentage of maintenance time in our survey and what are reported in previous surveys. Not rejected: the overall time used for maintenance tasks is also in our investigation around 40%.
• H2: there is no difference between the percentage of development time in our survey and what are reported in previous surveys. Rejected: the amount of work related to development activities has declined from 30% in Krogstie's investigation in 1994 to 17% in our investigation. In our study, the total amount of development and maintenance activity adds up to 58%. Technical operation and user support account for 42% of the total work in the IS departments of the responding organisations. Compared with Krogstie's study and the earlier studies in the US, it seems like the amount of work related to technical operation and support of users has increased on expense of time left to new development. This was as expected.
• H3: there is no difference between the distribution of work among maintenance and development in our survey and what is reported in previous surveys when disregarding other work than development and maintenance. Rejected: when disregarding other work than maintenance and development activities, the difference was remarkable (and unexpected); 73% in our study and 59% in Krogstie's investigation. We discuss possible explanations to this further below.
• H4: there is no difference between the distribution of functional maintenance and functional development in our survey and what are reported in previous surveys. Rejected: 62.3% of development and maintenance work was functional maintenance; and 37.7% was functional development. This is a dramatic change from the situation in 1994 where functional maintenance-and functional development respectively amounted to 44% and 56% of the work. The study in 1994 [8] indicated that larger data departments have a more widespread use of organisational controls and methodology, and thus perform better regarding functional maintenance. This pattern is more pronounced in the survey from 1994 than in the one from 1998 [5] though, which appears to have been influenced by the specific situation in connection to Y2K (see later). Although one might expect that smaller organisations could get by with a more loosely formalised development and maintenance behaviour with just as good result, this appears not to be the case. The results in the 1994 investigation are in step with the result of Dekleva [21] , which showed that there is no conclusive evidence that organisations using modern development methods use less time on maintenance activities. On the other hand, they spend a larger proportion of the time on functional perfective maintenance, which decreases the amount of functional maintenance. The average size of the organisations and IT-departments are smaller in the last study compared with the one reported in 1994. This may influence the amount of functional maintenance (and traditional maintenance). When we have looked into this in more detail, we got indications (although not significant results) that this might explain some of the observed difference.
Some indications were given that the amount of Y2K-oriented work had a significant impact on the result, such as the number of replacement systems that were Y2K-oriented. Y2K-work affected both the maintenance figures (when existing systems were kept) and functional maintenance figures (when systems were replaced, or maintenance budget were used up for Y2K-fixes instead of being used for adding new functionality to existing systems). We have investigated this further in several organisations. Many of those used more than 10 percent of the budget for development and maintenance on Y2K fixes or replacements in 1998. If this trend were general, it would explain some of the difference, but not all of it.
• H5: there is no difference between the amount of work spent on functional maintenance and traditional maintenance when we disregard other work than development and maintenance.
Rejected: this is a further confirmation on the functional maintenance figure brings new information.
• H6: there is no difference between the amount of work spent on functional development and traditional development when we disregard other work than development and maintenance.
Rejected: this is a further confirmation that the functional development figure brings new information.
• H7: there is no difference between the amount of work spent on functional development and functional maintenance when disregarding other work than development and maintenance. Rejected: although the difference is in the opposite direction than what we had in 1994 (see discussion under H4).
Future work
Several of our results have spurred new areas that could be interesting to follow up in further investigations, either in the form of further surveys, or more likely by developing several detailed case studies. To come up with better empirical data, on to what extent the information systems support in an organisation is efficient would take a new investigation, surveying the whole portfolio of the organisation, and getting more detailed data on the amount of the work that is looked upon as giving the end-user improved support, and how efficiently this improved support was provided. This should include the views of the users of the information systems portfolio in addition to those of the IS-managers and developers. We would also like to investigate more closely the reasons for more or less efficient information systems support in an organisation, taking into account newer theories on system evolution [25] .
A long-term plan is to do a similar investigation in four to five years, when hopefully the effects of special situations such as the millennium shift will have less impact.
