In this paper we describe experiments with a method to automatically estimate human age from facial images. This system extends recent results with the use of a tensorial representation from Gaussian receptive field responses for face recognition to the problem of estimating age. Among other results, we show that inclusion of fourth order Gaussian receptive fields can improve recognition. We describe an optimal tensorial configuration and compare the use of two different configurations with Multilinear Principal Component Analysis to reduce tensor order and Relevance Vector Machines as regressor. Experimental results are demonstrated for the FG-NET and the MORPH aging datasets.
Introduction
Human faces are an important non-verbal source of information for human interaction. In addition to expressions of emotion, the human face communicates gender, ethnic origin and age [19] . Automatic estimation of age from facial images has been used for: Age-Especific Human Computer interaction (ASHCI) [15, 19] , security [18, 19] , missing individuals retrieval [14, 19] , internet acces control for minors [9, 15] , and surveillance monitoring of alcohol or cigarettes vending machines [7, 8] , appearance prediction across aging [22] , and targeting of publicity [8] .
Despite the number of potential applications, automatic image-based age estimation remains a challenging problem. Compared with other facial variations, aging effects are very dependent on genetics [9] , life style, location of residence [10] and weather conditions [14] . Furthermore, males and females age differently, and the apparent effects of aging are often masked by makeup and facial accessories [22] . Accommodating the influence of individual differences to provide a general method for estimating age based on facial images remains an open problem.
Most automatic image-based age estimation systems are composed by combining two components [14] : an image representation and a age estimation process. Five different approache are commongly used for image representation:
1) anthropometric models [13, 18] have been considered for coarse age estimation and simulation of changes in appearance with age.
2) Active Appeareance Models (AAMs) [4] have been widely used as a feature for age estimation. For example, Geng et al. [7] have described the AGing pattErn Subspace (AGES) that uses AAMs as face feature to create a sequence of individual aging's images sorted in time order to make a representative subspace.
3) Age manifolds where the underlying face age structure is projected on a low-dimensional feature space. For example, Guo et al. [8] describes the use of a Orthogonal Locality Preserving Projection (OLPP) [3] to model facial aging variations in a low dimensional space.
4) Feature-Based models that describe facial aging structure with a set of discriminant texture features. For example, Gabor filters have been described by Guo et al. [10] as discriminant features for age estimation.
5) Aging simulation models. Suo et al. [22] has described the use of a Markov process using a sparse graph representation trained with a large annotated face dataset.
Image representation is completed by a second component that provides the actual age estimation. Examples include multiclassification [15] , regression [8, 10] and hybrid methods [9] .
The methods described in this paper employ a set of Binary Gaussian receptive field maps calculated using a scale-invariant half-octave Gaussian pyramid [5] . Image representations estimated from Gaussian derivative operators have been widely used in invariant object recognition [21, 30] , face recognition [20, 27] , image tracking and scene reconstruction [16, 25, 26] . In the experiments described below, binary Gaussian receptive field maps are used as a robust image representation that encodes facial changes due to the aging process. A tensorial representation is used to encode the shape changes in the aging process and to conserve the 3D structure of the scale space. Multi-linear Principal Component Analisys (MPCA) [17] is used to reduce the dimensionality in the tensorial space. Relevance Vector Machines (RVM) [24] are used as a regression method for estimating age.
The presentation is organized as follows: Binary Gaussian Receptive Field maps are discussed in Section 2. Section 3, presents the tensorial representation for facial aging images while section 4 presents two optimal configurations for automatic-image-based age estimation. Section 5 provides comparative experimental evaluations against other state of the art approaches. Some conclusions are presented in section 6.
Binary Gaussian Receptive Maps

Steerable Gaussian Receptive Fields
In Neuro-science, the receptive field of a sensory neuron is a region of space in which the presence of a stimulus will alter the firing of that neuron. For mammals, receptive fields have been identified for neurons of the auditory system, the somatosensory system, and the visual system. Young et al. [31] has reported that receptive fields in the visual cortex can be well modeled using Gaussian derivative operators up to fourth order. From this, Koenderink et al. [12] argues that the local visual appearance in an image neighborhood can be represented by a local Taylor series expansion of the neighborhood, computed using local Gaussian derivatives. The coefficients of this series constitute a feature vector that represents image appearance and can be used for indexing, matching and recognition. Following the terminology in [21] , we refer to the use of Gaussian derivatives for images analysis as Gaussian receptive Maps.
A Gaussian scale space is computed as:
Where σ is the size of the support in terms of the second moment (or variance), I is the image and * is the convolution operator. From the preceeding equation, the steerable filter [6] reponse for the Gaussian derivative up to fourth order for an arbitrary orientation θ could be defined as follows:
The use of Gaussian derivative operators to model receptive fields is motivated by their capacity to describe image neighborhoods and also by their representation of image appearance in specific orientations and frequencies [30] . This representation is well suited for object recognition and can be efficiently computed at half-octave scales using a linear complexity O(N) algorithm for computing a Gaussian pyramid. More details concerning linear complexity calculation of the half octave pyramid may be found in [5] .
Generating Binary Gaussian Receptive Maps
This section presents the Binary Gaussian Receptive Maps. Binary Gaussian Receptive Maps provide a robust representation that encodes changes in facial appearance due to aging. To compute such maps, a Local Binary Pattern (LBP) [2] is applied over each Gaussian Receptive field to assign a label to each pixel of the image by thresholding the 3 × 3 neighborhood of each pixel with the center pixel value and considering the result as a binary or decimal number. This operator encodes a set of micro-patterns from the neighborhood appearance in Gaussian Receptive Fields. The mathematic expression for this operation is:
Where BG σ n (θ ) is the Binary Gaussian Receptive map, n is the order of the Gaussian derivative, σ is the scale factor, θ is the steering angle and LBP is the Local Binary Pattern. An example of BG σ n (θ ) calculated at different scale orders and orientations is shown in the figure 1. In addition to information about local appearance, as captured by the Binary Gaussian Receptive maps, age estimation also requires information about 3D structure of feature space that encodes shape information. To encode such information, we propose a tensorial representation for the Binary Gaussian Receptive maps. To compute this representation, first we divide each BG σ n (θ ) of each image into non-overlapping rectangular sub-regions with a specific size. A set of histograms is then computed for each sub-region and finally each histogram is organized in four different 3-D tensors, where each tensor correspond to an specific derivative order of the Binary Gaussian Receptive maps. The characteristic equation of T (BG σ n (θ )) is shown as follows:
Where n and N θ are the order and orientation angles for the gaussian derivatives respectively, N pos is the number of non-overlapping positions in the map and N bins is the number of bins used in the construction of each local histogram.
Recognition in a high-dimensional tensor representation can suffer from the well known "curse of dimensionality". This representation may be projected to a more compact uncorrelated vectorial representation, by performing Multilinear Principal Component Analysis (MPCA) [17] over each tensor. Mathematically we describe this operation over each T (BG σ (θ )) n as follows:
Where y n is the vectorial representation of the n'th T (BG σ (θ )) n , m is the number of retained entries ranked in order of descending variance and M is the number of tensor samples used to calculate the orthonormal matrix in the MPCA algorithm. 
Optimal Configurations for Age Estimation
We have compared two possible algorithms for automatic age estimation using T (BG σ (θ )) n . The structures for these two algorithms are shown in the figure 2. These algorithms are inspired in [20, 23] . The first algorithm concatenate the tensors T (BG σ (θ )) 1 , T (BG σ (θ )) 2 , T (BG σ (θ )) 3 and T (BG σ (θ )) 4 to form a 4-D tensor T T as shown in the next equation:
MPCA is then applied to this tensor T T to obtain a vector Y T ∈ R m≤M with a dimension similar to the equation 5.
The second algorithm computes MPCA over each tensor separetly as shown in equation 5 to obtain the vectors y 1 , y 2 , y 3 and y 4 , these vectors are concatenated to form a single vector Y F ∈ R 4×m , where m ≤ M.
The relative advantage of each of the two algorithms are discussed in the next section. Finally, we use Relevance Vector Machines (RVM) [24] rather than Support Vector Machines (SVM) as a regression algorithm. RVM is preferred because it does not required setting the free parameters required by SVM, and does not require cross-validation based post optimizations. 
Experimental Evaluation
We have performed several experiments to compare different approaches for estimating age from facial images. Two publicly available databases have been used in our experiments:
The FG-NET [1] database and the MORPH [11] database. Some examples of images from these datasets are shown in figure 3 . The FG-NET Aging Database contains 1,002 face images of 82 subjects from multiple races with age ranges from 0 to 69 years. Each image in the database has 68 labelled facial landmarks characterizing shape features not used in our approach. Leave-One-Person-Out (LOPO) mode is used for testing our approaches in the FG-NET database. In this mode, the images of one person are used as the test set and those of the others are used as the training set. After 82 folds each subject has been used as a the test set once and the final results are calculated based in the result of each fold. The MORPH Aging Database contains 1,724 face images of 515 subjects. In our experiment with this database, we use the same testing protocol used by Geng et al. [7] . The images on these dataset are only used to test the algorithms trained on the FG-NET database. In addition, because all subjects in the FG-NET database are caucasian descent, only the 433 images of caucasian descent in the MORPH database are used as the test set.
In all of our experiments, the images were cropped using manually located eye positions and normalized in size to 64×64 pixels. The Binary Gaussian Receptive Maps are calculated in a half-octave Gaussian pyramid with four levels (σ = √ 2, 2, 2 √ 2 and 4). A border of 4 pixels in each pyramid level is left untested for faces to avoid problems related with image borders.
To calculate histograms, we used a sub-region size of 8 × 8 pixels, removing two bins corresponding to values of 0 and 255 per each histogram. The remaining bins are grouped to form a 127 bin histogram. We used the publicly avalaible Matlab R implementation of the MPCA and RVM algorithms provided by [17] 1 and [24] 2 respectively. After applying MPCA, each final vector is normalized to unit standard deviation. For the RVM algorithm we used a Gaussian kernel k(x, y) = e − x−y 2 /q with a scale parameter q determined using a tuning dataset chosen randomly from the training dataset (the value of q is reported in each experiment and is the only one fixed by tuning). The performance of age estimation is measured by the mean absolute error (MAE) and the cumulative score (CS). The MAE is defined as the average of the absolute errors between the estimated ages and the ground truth ages MAE = ∑ N k=1 |Â ge k − Age k |/N, where Age k is the ground truth age for the test image k, Age k is the estimated age, and N is the total number of test images. MAE is only an indicator of average performance for age estimators, it does not provide enough information of how accurate the estimators might be. The accuracy can be estimated by the cumulative score (CS) that is defined as CS ( j) = N e≤ j /N × 100%, where N e≤ j is the number of test images on which the estimator makes an absolute error non-higher than j years.
Comparing Y T and Y F performances
Our first experiment investigates the performance of each type of configuration for the age estimation problem. We compared the configurations mentioned in the section 4 on the FG-NET database and we report the results in table 1. Different orientations and derivative orders were tested to obtain the best configuration. We used orientations between 0 and π and derivative orders up to four. Experimental results show that the best performance can be achieved with 8 orientations (0, π/7, 2π/7, 3π/7, 4π/7, 5π/7, 6π/7 and π) and four derivative order, organized in a Y F configuration (equation 8), the second best result was achieved with 6 orientations(0, π/5, 2π/5, 3π/5, 4π/5 and π) and three derivative orders in a Y T configuration. The best results were highlighted in the table 1 and used in the following experiments.
Experimental Results in the FG-NET database
We compared the two best tensorial configurations of table 1 with the most relevant results of the state-of-the-art in age estimation. In table 2, we report the results for seven different age groups between 0 and 69 years. In this table we observed that our method outperforms other methods for age groups 40 -59 and 20-29 years. For other age groups, our method is competitive and sometimes superior with competing approaches in age estimation. The experiments the robustness of our method to textural changes that occur in the periods from adulthood to old age.
In the FG-NET database, the MAEs of our method are 5.16 for the Y T configuration and 4.96 for the Y F configuration. Comparisons with alternative approaches are reported in table 3. Our results are comparable with the latest state-of-the-art methods in automatic age estimation in the FG-NET database.
Comparisons of cumulative scores (CS) on the FG-NET database are shown in Figure 4 . We can observe that despite the MAE results for our methods, our approaches outperforms Table 3 : MAE (years) comparisons on FG-NET.
state-of-the-art methods in low age error levels (Error level ≤ 4), with almost 5% of improvement in accuracy CS ≤4 = 73%, in addition for high error levels our method has an CS ≤10 = 88% similar to BIF [10] (CS ≤10 = 89%) that as far as we know the best result in the FG-NET dataset.
Experimental Results in the MORPH(test) Database
More experiments were conducted on the MORPH(test) aging database. From the results in the table 4, the MAEs results of our method are 6.19 and 6.76 for Y F and Y T respectively, those results outperforms the AGES method [7] in almost two years of difference and other methods like SVM and WAS with a difference of almost three years. The CS curves on the MORPH database are shown in Figure 5 . Our method outperforms other methods in error levels for all of the age groups with an CS ≤10 = 84% against the AGESlda method [7] with a CS ≤10 = 78%. 
Conclusion
In this paper, we have introduced a new approach for estimating age from facial images. Our method uses a simple set of Binary Gaussian Receptive Maps calculated with a Half-Octave Gaussian pyramid. We have proposed a tensorial representation that conserves the natural structure of the information contained in the binary maps. Two algorithms for age estimation have been proposed and customized to solve this problem. Finally the Relevance Vector Machines (RVM) has been investigated for age estimation based in the tensorial representation.
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