Abstract. We investigate the cohomology of the Milnor fibre of a reflection arrangement as a module for the group Γ generated by the reflections, together with the cyclic monodromy. Although we succeed completely only for unitary reflection groups of rank two, we establish some general results which relate the isotypic componenents of the monodromy on the cohomology, to the Hodge structure and to the cohomology degree. Using eigenspace theory for reflection groups, we prove some sum formulae for additive functions such as the equivariant weight polynomial and certain polynomials related to the Euler characteristic, such as the Hodge-Deligne polynomials. We also use monodromy eigenspaces to determine the spectrum in some cases, which in turn throws light on the Hodge structure of the cohomology. These methods enable us to compute the complete story, including the representation of Γ on the Hodge components in each cohomology degree, for some groups of low rank.
Introduction and notation
Let G be a reflection group in V := C ℓ , in the sense of [22] . Associated to G we have the following data: A = A G is the set of reflecting hyperplanes of G; M = M G = C ℓ \ ∪ H∈A H is the corresponding hyperplane arrangement complement, and d 1 , d 2 , . . . , d ℓ are the invariant degrees of G (see [22, Ch. 3] ). For each hyperplane H ∈ A, let e H be the order of the pointwise stabiliser of H, and let ℓ H ∈ V * be a linear form such that H = Ker(ℓ H ). For simplicity we shall take G to be irreducible. Refer to [28] for general notions and results concerning the hyperplane arrangements. th roots of unity in C. Then Γ acts on V via (g, ξ)(v) = ξ −1 gv (g ∈ G, ξ ∈ µ m , v ∈ V ), and it is evident that Γ(F ) ⊆ F , so that Γ acts on F . This (left) Γ-action can be regarded as a group homomorphism τ : Γ → Homeo(F ) of Γ into the group of homeomorphisms of F , defined by τ (γ)(x) = γx. This in turn induces a group homomorphism (1.1) φ : Γ → Aut(H * (F, C)), given by φ(γ) = (τ (γ) * ) −1 .
It is well known that the polynomial Q(z)
Ultimately our goal is to elucidate the cohomology H * (F, C) as a module for this Γ-action.
Note that F 0 has a smaller symmetry group Γ 0 ⊆ Γ, but we show, using some simple arguments concerning induced representations, that to answer the above question, it suffices to determine the action of Γ 0 on H * (F 0 , C). This brings into play some general considerations about reduced hypersurface singularities.
In the next section we use eigenspace theory for unitary reflection groups to give a sum formula for any 'additive function' on F . An additive function (with values in any abelian group, which we shall usually take to be polynomials with coefficients in a Grothendieck ring) on a topological space is a function α such that if X = C ∐ U, where U, C are respectively open and closed, then α(X) = α(C) + α(U). Particular cases include the equivariant weight polynomial, and the equivariant Euler characteristic, which is the virtual module
in the Grothendieck ring of Γ; this latter case has been treated in [6] . Section 3 presents a complete solution for the groups of rank two. Of course the Euler characteristic suffices for the Γ-action on H 1 , but we give a more detailed analysis of the Hodge components (partly in Section 5), and use some results of Orlik and Solomon on isolated singularities to give more explicit formulae. In section 4, we give some general results about connections between the monodromy action and cohomology degree, and use these to give some general results about the symmetric group case. The section concludes with a complete solution of the case where G = Sym 5 .
In section 5, more detail is entered into concerning the mixed Hodge structure on the cohomology spaces. We introduce the notions of equivariant Hodge-Deligne polynomials and Poincaré-Deligne polynomials, and show how the spectrum of a hyperplane arrangement relates to our question. Using recent results of various authors on the computation of the spectrum, we are able to give the µ m -equivariant Hodge-Deligne polynomial of the (essential) hyperplane arrangement of type A n for n = 2, 3 or 4, where m = n(n+1) 2
. We also give the Γ-equivariant Poincaré-Deligne polynomial for A n with n ≤ 3.
Further, we give explicitly the Γ-equivariant weight polynomials for the dihedral groups, and the monodromy-equivariant Hodge-Deligne polynomials for all groups of rank two.
Finally, also in §5, we prove some general results, complementary to those concerning the relationship between monodromy order and cohomology degree, which relate the monodromy action to the Hodge structure of the cohomology.
Additive functions and the Euler characteristic
2.1. Free action and eigenspaces. Observe that if v ∈ F and (g, ξ) ∈ Γ, then (g, ξ)v = v ⇐⇒ gv = ξv. Thus v ∈ F is fixed by some element of Γ if and only if v ∈ V (g, ξ), for some g ∈ G, ξ ∈ C × , where V (g, ξ) is the ξ-eigenspace of g ∈ G. Now every element v ∈ F lies on no reflecting hyperplane of G, and is therefore regular. Conversely, every regular eigenspace intersects F , because F spans M. The following statement is immediate from this observation. Proof. We give two proofs. The first is as follows. Let E := V (g, ζ d ) be a regular eigenspace. Then there is a vector v ∈ E ∩ F . Since F is G-stable (since Q is G-invariant), it follows that gv = ζ d v ∈ F . Thus Q(ζ d v) = ζ The basic facts concerning regular eigenspaces may be found in [22, §11.4] . The main facts we require are as follows. If E := V (g, ζ) contains a regular vector, then E is a maximal ζ-eigenspace, i.e. it is not properly contained in V (x, ζ) for x ∈ G; the centraliser C G (g) acts faithfully on E as a reflection group with invariant degrees {d i | d divides d i }, and if ζ has order d, then g has order d, and if V (g ′ , ζ) is another regular eigenspace, then g ′ is conjugate to g in G. For a regular element g ∈ G of order d, we write G(d) := C G (g). This determines G(d) up to conjugacy in G. If G is irreducible (as we have assumed) then G(d) is irreducible for each regular d.
Now suppose that ζ = ζ d ∈ C × is regular, as above.
Moreover there is an elementḡ ∈ G such that V (ḡ, ζd) = 0, where Hence it suffices to consider regular numbers d such that d =d. Let P denote the set of such integers. Note that1 = gcd{d 1 , . . . , d ℓ }.
If d, e ∈ P and d|e, then for any regular (and hence maximal) ζ e -eigenspace E e = V (g, ζ e ), we have E e ⊆ V (g
The following cyclic subgroups of Γ play an important role in the discussion below.
(3) For any two integers e 1 , e 2 , we have F (e 1 ) ∩ F (e 2 ) = F (lcm(e 1 , e 2 )).
• . (5) Γ/R(1) acts freely on F (1)
• := F • , where R(1) denotes the subgroup of Γ defined above.
Proof. All statements except (3) follow from the above discussion. As for (3), it is well known that if P 1 , . . . , P ℓ is a set of basic invariants of the group G and P i is homogeneous of degree
, where V (f ) denotes the zero set of the polynomial f . It follows that V (e 1 ) ∩ V (e 2 ) = V (lcm(e 1 , e 2 )), and (3) is now evident. Let B be the Boolean algebra of constructible subsets of F , and A be any abelian group. Recall [11, loc. cit.] that a function β : B → A is additive if for any subsets
The decomposition of F as a disjoint union of locally closed Γ-invariant subvarieties in Proposition 2.4(4) implies that we have the following relation for any additive function (see [11, Prop. (2. 2)]). Lemma 2.6. Let β be any additive function on the constructible subspaces of F . Then
Lemma 2.6 applies to any additive function β, and in §5 below we shall explore examples of additive functions arising from the mixed Hodge structure on the cohomology. By [11, (2.6) 
To prove a more explicit version of the last result, we shall require the following general fact. Proposition 2.9. Let X be a CW -complex with a free G-action, where G is a finite group. Assume that the quotient space Y = X/G has the homotopy type of a finite CW -complex. Then X has the homotopy type of a finite CW -complex, and we have the following equation in the Grothendieck ring of G.
where Reg G is the regular representation of G.
Proof. It follows from [35] (see also [4, §3.13] ) that the virtual representation χ G (X) is an integer multiple c · Reg G of the regular representation of G. This may also be easily seen in our context because in view of the free nature of the action of G on X, the cohomology of X is the cohomology of a cochain complex such that G acts in each degree as a multiple of the regular representation. Thus this first assertion follows from the Hopf trace formula.
To determine c, take the inner product of χ
The summands on the right of the expression in Lemma 2.8 may now be described more explicitly.
Proof. Note first that the intersections with F of the maximal ζ d -eigenspaces of elements of G are disjoint. This is because if E = V (g, ζ d ) and
whence by regularity, g = g ′ and hence E = E ′ . It follows, since Γ acts transitively on the maximal
The converse is easily checked, whence we see that
acts as a reflection group on E d , and it is proved in [19] and in [5] that the reflecting hyperplanes of this action are the intersections with E d of those of G.
• , that ξ = ζ i d for some i, and hence that g
• , and it follows from Proposition 2.9 that
, and Reg H denotes the regular representation of a finite group H.
Putting together (2.1) and (2.2) and using transitivity of induction, we obtain the statement of the Proposition.
The above proof yields the more general statement below, which applies to most of the invariants we wish to investigate, such as the equivariant weight polynomials and the Hodge-Deligne polynomials. Scholium 2.11. Let β be an additive Γ-functor from constructible subspaces of F to the ring S := A⊗ C R(Γ), where R(Γ) is the complex Grothendieck ring of Γ and A is any commutative ring. Then S is naturally a Γ-module, and the statement that β is a Γ-functor means that β satisfies β(γ(Y )) = γ(β(Y )) for all γ ∈ Γ and constructible
is the cyclic group occurring in the proof of Proposition 2.10.
Proof. From Lemma 2.6 we have β(F ) = d∈P β(F (d) 0 ). But by the argument at the beginning of the proof of Proposition 2.10,
0 ∩ E, where the sum is over the distinct (maximal) ζ d -eigenspaces of G in V . It follows from the additivity property of β that β(
Moreover, since the eigenspaces E are conjugate under G, and hence a fortiori under Γ, it follows from the defining property of β that the subspaces β(
0 ) are permuted transitively by Γ; further, again by the argument in the proof of Proposition 2.10, the stabilizer of one of these subspaces is Γ(d). It follows from the functorial property and additivity that β(F ) = Ind
, where E d is a particular maximal ζ d -eigenspace. This proves (1), while (2) is proved in the proof above.
Examples of functors β to which Scholium 2.11 may be applied include the Euler characteristic, the compactly supported weight polynomial, and the compactly supported Hodge-Deligne polynomial (see (5.2) in §5 below). The Euler characteristic case is the easiest to handle.
. This is an unramified µ m -covering, and U may be identified with F/µ m (see 2.4 below). Let U(d), U(d)
• be the analogues for the pair
• /G(d). Using this notation, Lemma 2.8 and Proposition 2.10 may be combined to yield the following statement.
Corollary 2.12. (cf. [6, Theorem 3.13]) Let G be an irreducible unitary reflection group acting on V = C ℓ . Let M, Q, m, F, U, P etc. be as in the discussion above, and
Remark 2.13. The value of χ(U • /G) has been computed case by case in [6, Theorem 3.15] . We shall give an essentially case free proof below. The key result for the examples below is that for G = G(r, 1, ℓ) (an imprimitive reflection group) χ(U • /G) = 0 if ℓ > 2 or if ℓ = 2 and r = 1. If ℓ = 2 and r > 1 then χ(U
2.14. A diagram of spaces. Maintain the notation above, and write 
The group Γ acts on M component-wise:
is easily checked that π 1 respects the Γ-action, and that the horizontal arrows are maps to the quotient by µ m .
Note that the map (v, ξ)
× is an isomorphism of varieties, and the the map p 1 : F × C × → M is given by (v, ξ) → ξv. With this identification, the Γ-action on F × C × is given by (g, ζ).(w, ξ) = (ζ −1 gw, ζξ), for (g, ζ) ∈ Γ and (w, ξ) ∈ F × C × . In particular, this realises M as the quotient of F × C × by µ m , the latter acting via ζ(w, ξ) = (ζ −1 w, ζξ). Notice that the action of both G and of µ m on F is free. We next record the result of applying Proposition 2.9 to these free actions.
Proposition 2.15.
(
. Proof. The assertions (1) and (2) are immediate from Proposition 2.9. To see (3) , note that by [22, p. 257 
where the m * i are the coexponents of G. Moreover precisely r of the coexponents are non-zero, and the smallest of these is the degree of the Euler form, viz. m * 1 = 1. But from the diagram above, we see that P U (t) =
. This proves (3). As for (4), it follows from (1) and (2) by evaluation at the identity element of the relevant group, that χ(F ) = mχ(U) = |G|χ(F/G). Hence (4) is immediate from (3). 
Example 2.17. Let G be the symmetric group Sym ℓ+1 acting on C ℓ+1 by permutation of coordinates. The non-zero coexponents in this case are 1, 2, . . . , ℓ, and m = ℓ(ℓ + 1). Hence in this case we have χ(U) = (−1)
We finish this section with a closed (but finitely recursive) formula for χ(U 0 /G), which may be applied to give a case free proof of [6, Theorem 3.15] . Theorem 2.18. Let G be a finite reflection group in the complex vector space V , M the corresponding hyperplane complement, U = P(M), etc, as above. Let P be the poset of integers d such that d is the gcd of the degrees of G which it divides, where e ≤ d in P if d|e. Then in the notation above,
is the Möbius function of the poset P, r(d) is the rank of the reflection group G(d), and the m * i (d) are the coexponents of the reflection group
Proof. It follows from Proposition 2.15 that the multiplicity of the trivial character γ 0 of the monodromy group µ m in χ(F ) is χ(U). Hence applying Corollary 2.12,
where ( , ) µm denotes the usual inner product of characters. But an easy application of Mackey's formula shows that (Res
If we define, for any reflection group G, c(G) =
where P(G) indicates the poset P for the group G.
Moreover using the fact that the degrees of G(d) are precisely those degrees of G which are divisible by d, a short calculation verifies that
It follows from (2.8) and (2.9) that we may apply (2.6) to the group
We may now invert the relation (2.10) using the Möbius function µ(e, d) of P to obtain for any d ∈ P,
Taking into account that the top element of P is |Z(G)| (which is the gcd of the degrees of G), the stated relation is simply the case d = |Z(G)| of (2.11), where we write
, and use the formula in Proposition 2.15(3) for χ(U).
2.19.
A factorisation result. Our ultimate objective is to determine the Γ-module structure of H i (F, C) for each i, or equivalently, to determine the equivariant Poincaré polynomial (2.12)
where R + (Γ) is the multiplicative submonoid of actual representations of Γ in its Grothendieck ring. Note that P Γ (F, −1) = χ Γ (F ). For any finite group H, denote by I(H) the set of irreducible C-representations of
Since Γ = G × µ m , every element of I(Γ) is of the form ρ⊗γ, where ρ ∈ I(G), and γ ∈ I(µ m ). We shall henceforth use the following notation for elements of I(µ m ):
We shall now focus on the case where e H = 2 for each hyperplane H. This includes the real Coxeter groups, but also many other cases, such as the exceptional groups G 12 , G 13 , G 22 , G 24 , G 27 , G 28 , G 29 , G 31 , G 33 and G 34 (see [22, Tables D1, D2] ). In this
, and as in the introduction,
Now it is known [22, §9.4 ] that there is a character ε of G, the 'alternating character', such that Q 0 (g
Observe that in this case m is always even.
We shall prove the following factorisation for P Γ (F, t).
Proposition 2.20. Let G be a reflection group such that e H = 2 for each reflecting hyperplane H, and maintaining the above notation, write Γ 0 := Ker(ε⊗γ m
2
). Then
Proof. It is evident from the above discussion that for each i,
; moreover, since Γ permutes the spaces F 0 , F − it permutes the two summands above. It follows that if Γ 0 is the stabiliser in Γ of the variety F 0 , then the following holds in R(Γ).
Next we identify Γ 0 . The element (g, ξ) ∈ Γ fixes F 0 if and only if it fixes Q 0 . But
). Now to understand induction from Γ 0 to Γ, we use Clifford theory, applied to our simple case ([15, Theorem 1], [16] ). The facts we require are as follows. If H is a finite group and K is a normal subgroup, we identify I(H/K) with the subset of I(H) consisting of representations in which K acts trivially. For θ ∈ I(H), define
In our present situation, taking H = Γ and K = Γ 0 , any element of I(Γ) is of the form θ = ρ⊗γ i , where ρ ∈ I(G) and γ i is as defined above. In particular, I(Γ/Γ 0 ) may be identified with {1⊗γ 0 , ε⊗γ m 2 }. Now for any θ = ρ⊗γ i ∈ I(Γ) we have ε⊗γ m 2 θ = ερ⊗γ m 2 +i = θ, since the second factor is distinct from γ i . Thus from Clifford theory we deduce that each element θ ∈ I(Γ) restricts to an irreducible representation of Γ 0 . It follows easily by Frobenius reciprocity that for any element χ ∈ I(Γ 0 ), Ind
)β for some β ∈ I(Γ), whose restriction to Γ 0 is χ. Since the last statement is linear in χ, the same thing holds for any element χ ∈ R + (Γ 0 ), and applying this statement to
, using (2.13), we obtain the stated result. 
Proof. Clearly χ µm (F/G) is the 1 G -isotypic part of the virtual representation on the right side of (2.3). To compute this, note first that for any representation α of Γ, we have by Frobenius reciprocity
The stated formula follows easily.
Remark 2.24. Let f 1 , . . . , f ℓ be a set of basic invariants for G. The orbit map V −→ V /G may be realised as π :
The Milnor fibre F is mapped by π to F/G = F ∆ := {y | ∆(y) = 1}, and the monodromy µ m acts on
ℓ+1 y ℓ+1 . In view of the remark at the beginning of Example 2.25 below, one may take y 1 = 0 in this case, i.e. it suffices to consider the Milnor fibre of the polynomial ∆ 0 (y 2 , . . . , y ℓ+1 ) := ∆(0, y 2 , . . . , y ℓ+1 ).
Example 2.25. We take G = Sym ℓ+1 acting by permutation of coordinates on C ℓ+1 . This action is irreducible on the hyperplane x 1 + · · · + x ℓ+1 = 0, and if F 0 is the Milnor fibre corresponding to this irreducible action, we have F = F 0 × C, so that the Γ-modules H * (F 0 ) and H * (F ) are isomorphic. We consider here the graded space H * (F ). The regular numbers are all integers d which divide ℓ or ℓ + 1. The degrees of G are 1, 2, . . . , ℓ + 1. For any regular d, since d is one of the degrees,d = d, and so P coincides with the set of regular numbers.
]). Hence in the notation above, by Remark 2.13
. The corresponding values of χ(U(d)
• /G(d)) in these cases are respectively 1, 1, −1, −1.
Thus the main results above may be written in this case as follows.
These formulae may be written more transparently as
if ℓ is odd.
Let us check these formulae for compatibility with the results of [7] . It is shown in [2, Theorem 4] that if B ℓ+1 is the braid group on ℓ + 1 strings, and R = C[q, q −1 ] is the B ℓ+1 -module upon which the generators of B ℓ+1 act as multiplication by −q, then for each degree k, we have
Given this, the main result [7, Theorem, p . 739], may be stated in the language of the above exposition as follows.
Proposition 2.26. For any character γ ∈ µ m write |γ| for its order. For any integer h ≥ 2 which divides ℓ or ℓ + 1, we write i(h) = ℓ+1 h , and
For the remaining cases we have the following equation in the Grothendieck ring of µ m .
γ∈ µm,|γ|=h γ if h ≡ 0(mod 4). The above Proposition may be applied to deduce information about H * (F 0 , C) as follows. Note that H * (F 0 , C) is a priori a module for µ m
. The next result provides some information concerning this action. 
Proof. We have F = F 0 ∐ F − , and G permutes the two pieces; that is, for each g ∈ G, gF 0 = F 0 or gF 0 = F − . Moreover there is an element of G which interchanges the two pieces. It follows that F/G may be identified with the equivalence classes of elements of F 0 , equivalence being defined as x ≡ y if y = gx for some g ∈ G.
But if x, y ∈ F 0 , and gx = y, then g must be in G 0 , which is the stabiliser of F 0 , and so
and µ m is a normal subgroup of Γ, which is contained in the centre of Γ.
The next corollary of Proposition 2.26 provides a strengthening of the formula (2. 19) , in that it asserts that there is no cancellation in arriving at that formula. 
Proof. We use the notation of Proposition 2.26. First observe that a short computation shows that
, and
A further calculation using the details in Proposition 2.26 now proves that if ℓ is even, then
Putting these facts together with the analogous ones for ℓ + 1, one obtains the Corollary. 
.
The 1 G -isotypic part of P Γ (F, t) (see (2.12)) is given by
This is an easy consequence of Proposition 2.26 and Corollary 2.29.
Remark 2.32. The way in which Corollary 2.31 may be used is as follows. For
Example 2.33. Let G = Sym 3 . Then m = 6 and we denote by 1, ε and ρ respectively the trivial one dimensional representation, the sign representation and the (irreducible, two dimensional) reflection representation of G. The cohomology of F in this case is completely determined by the formula (2.17) since there is no cancellation when the Euler characteristic is taken. Using the notation above, the cohomology of Milnor fibre F in this case has the following description as Γ-representation.
Thus in particular, in the notation of Proposition 2.20
Note that this shows that P Γ 0 (F 0 , t) = 1⊗γ 0 + (1⊗(γ 1 + γ 5 ) + ρ⊗γ 0 )t, which is consistent with [33, Table 2 ]. Note that we also have, consistent with the notation of Remark 2.21,
, which agrees with the known monodromy of the cusp F ∆ 0 : ∆ 0 (y 2 , y 3 ) = 0 (see Remark 2.24).
Groups of rank two.
In this section we shall determine the the polynomials P Γ (F, t) and W Γ c (F, t) for all 'uniform' unitary reflection groups G of rank two, i.e. those which satisfy the condition (3.1) below, using the fact that in this case, the polynomial Q 0 := H∈A G ℓ H has an isolated singularity at 0, and so the theory of [26, 27] 
For all H ∈ A G , e H = |G H | := e is independent of H.
H , so that m = de. A list of the irreducible uniform groups in dimension two is given in Table 1 .
Group Table 1 The next result generalises Proposition 2.20. Recall that for any finite group µ N of roots of unity in C, γ j is the character of µ N whose value at ξ ∈ µ N is ξ j .
Proposition 3.2. Suppose that G is a uniform unitary reflection group in V , and that Q, Q 0 , d, e and m are as in the previous paragraph.
The group Γ permutes the F ζ (ζ ∈ µ e ) transitively, and writing F 0 for F 1 , the stabiliser of F 0 in Γ is Γ 0 := ker(ε⊗γ d ), where ε is the character of G defined by
Then for each j, as elements of R + (Γ), we have
Proof. It follows from [22, Cor. 9.17] 
. As usual we write Γ = G × µ m . Then as an element of R(Γ), we have
Proof.
H . Then the argument in Proposition 3.2 shows that for all j we have, writing F 0 for the variety Q 0 = 1 and Γ 0 for its stabiliser in Γ,
where
is any element of R(Γ) which restricts to H j (F 0 , C). But since the greatest common divisor of the integers e H e is 1, the variety F 0 is connected, whence H 0 (F 0 , C) = 1 Γ 0 . The statement is now immediate.
In view of Proposition 3.2, in order to determine P Γ (F, t), it suffices to compute H j (F 0 , C) ∈ R(Γ 0 ), and since, if G acts in dimension 2, H j (F 0 , C) = 0 only for j = 0, 1 and H 0 (F 0 , C) = 1⊗γ 0 , we need only compute H 1 (F 0 , C). For this we shall apply the results in [26, 27] .
Determination of H
1 (F 0 , C). We begin with the following consequences of the results of Orlik and Solomon [26, 27] . . Then there is an iso-
where k(x) = dim(Fix V (x)).
Proof. The formula below is immediate from (2) .
where k(g, ζ) = dim (Fix(g, ζ) ).
This permits the immediate determination of the monodromy action.
Proposition 3.7. The structure of H 1 (F 0 , C) as µ d -module, where
is the monodromy subgroup of Γ 0 , is given by
The result is now immediate.
In Example 5.6 below we shall give the Poincaré-Deligne polynomial for the monodromy action in general.
1 (F 0 , C) for the dihedral groups. In this subsection we give an explicit formula for the first cohomology of F 0 as an element of R(Γ 0 ). For convenience, denote G(p, p, 2) by G(p). When p = 3, 4 and 6, G(p) is the Weyl group of type A 2 , B 2 and G 2 respectively. For other values p > 3 G(p) is a unitary (complex) reflection group; in each case, the reflection representation of G(p) may be realised as the set of matrices ζ 0 0 ζ −1 ,
The description of the irreducible characters of G(p) depends on the parity of p. If p is odd, the character values are given in Table 2 below. Table 2 If p is even, the values of the irreducible characters of G(p) are shown in Table 3 . Table 3 Now the irreducible characters of Γ are all of the form ρ⊗γ i , where ρ is an irreducible character of G(p) and γ i is the character ζ → ζ i of µ 2p . Now Γ 0 is the kernel of the character ε⊗γ p . It follows (see Proposition 3.2 or §2. 19 ) that the irreducible characters of Γ 0 are the (distinct) restrictions to Γ 0 of {ρ⊗γ i | 0 ≤ i ≤ p − 1}, where ρ runs over the irreducible characters of G(p). Using this parametrisation of the irreducible characters of Γ 0 , we have the following result. Proposition 3.9. Let G(p) (p ≥ 3) be the reflection group G(p, p, 2) as described above, and let Γ, Γ 0 , F, F 0 be as in Proposition 3.2. Then H 1 (F 0 , C) is given as an element of R(Γ 0 as follows.
(1) If p is odd, then
(2) If p is even, then (3.5)
Proof. This is proved by simply carrying out the tedious task of computing the inner product (χ, ρ⊗γ i ) Γ 0 of each irreducible character ρ⊗γ i of Γ 0 with the character χ of the representation of Γ 0 on H 1 (F 0 , C), as described in Corollary 3.6 above.
This last result may be used to compute the weight polynomial W Γ 0 (F 0 , t) (see Proposition 5.7).
3.10. Non-uniform groups of rank two. The values of e H = |G H | for H ∈ A G for the non-uniform groups G of rank two are given in Table 4 
Relations between monodromy and cohomology degree.
In this section we prove some results which imply restrictions on the cohomology degree in which monodromy of a specified order may appear.
Two general relations.
The following result, which goes back to Milnor [24, pp.76-78] and Oka [25] may be found in [8, Proposition 3.1.21]. We provide a short proof below, which shows that it is a simple consequence of Proposition 2.9.
. . , x n ) = 1} and U = {x ∈ P n−1 | Q 0 (x 1 , . . . , x n ) = 0} . Let h : F 0 → F 0 be given by h(x) = ζx, where ζ ∈ C * has order d. Define the zeta function
where χ denotes Euler characteristic.
Proof. Let H = h . For any element y ∈ H, we have the evaluation homomorphism ε y : R(H) → C, where R(H) is the Grothendieck ring of H; this is defined by ε y (θ) = Trace(y, θ), which we generally write simply as θ
(y). This homomorphism extends in the obvious way to R(H)[[t]], and we consider Z(t) as the evaluation at
Taking the formal logarithm of Z H (t), using the identity ln(1 − x) = −(x + + . . . ), we see that
But by Proposition 2.9, the equivariant Euler characteristic χ H = χ(U) Reg H , whence it follows that the above expression simplifies to
and this last expression is evidently equal to − ln (
We will apply this result in the case when G is a reflection group such that e H = 2 for each reflecting hyperplane H and Q 0 = H∈A ℓ H as above. Define Y = ∪ H∈A H and let N = P(Y ) be the corresponding hypersurface in the projective space P(V ).
where L γ is the rank one local system on U with monodromy around each hyperplane in N given by multiplication by γ(ζ d ), see for instance [9, Prop. 6.4.6].
In order to prove vanishing results for the twisted cohomology groups H k (U, L γ ) we need a good compactification of U, which is the same as an embedded resolution of N. To describe this, we need the following basic notion about hyperplane arrangements. An edge X is an intersection of hyperplanes in A. An edge X is dense if the subarrangement of hyperplanes A X containing it is irreducible, i.e. the hyperplanes in A X cannot be partitioned into two nonempty sets so that after a linear change of coordinates on V hyperplanes in different sets are are given by linear equations in different, disjoint sets of coordinates. In particular, any hyperplane is a dense edge.
The condition of X being dense is a combinatorially determined condition which can be checked in a neighborhood of a given edge, see [31] . Let D(A) denote the set of dense edges of the arrangement A.
There is a canonical way to obtain an embedded resolution of the divisor N in P(V ). First, blow up the points on P(V ) which correspond to the dense 1-dimensional edges of A to obtain a map p 1 : Z 1 → P(V ). Then, blow up all the proper transforms under p 1 of projective lines on P(V ) corresponding to the dense 2-dimensional edges in D(A). Continuing in this way, we get a map p = p ℓ−2 : Z = Z ℓ−2 → P(V ) which is an embedded resolution of the divisor N in P(V ), if ℓ = dim V . Then,
is a normal crossing divisor in Z, with smooth irreducible components D X corresponding to the edges X ∈ D(A) with dim X > 0. Furthermore, the map p induces an isomorphism Z \ D = U, see [29, 31] for details.
Let L be a rank one local system on Z \ D = U. Then the monodromy of L about an irreducible component D X of the normal crossing divisor D is the nonzero complex number c X obtained by taking the products of the complex numbers c H which represent the monodromies of L about the hyperplanes H ∈ A such that X ⊂ H.
In particular, for L = L γ as above, we get c X = γ(ζ d ) m X , where m X denotes the number of hyperplanes H ∈ A such that X ⊂ H.
The following vanishing result follows from [9, Theorem 6.4.18 and Remark 6.4.20]. See also [23] and [3] . Theorem 4.3. Assume that for a given rank one local system L, there is a hyperplane H ∈ A such that c X = 1 for any dense edge X ∈ D(A) with X ⊆ H and codim X ≤ c. Then H p (U, L) = 0 for any p with 0 ≤ p < c.
Taking into account standard affine Lefschetz theorems, this implies the next result which relates cohomology degree and monodromy order. Recall that if G is a reflection group in V , then writing E = ∩ H∈A H, the rank of the arrangement A is r = codim E. The corresponding Milnor fibre F 0 is naturally isomorphic to a product F 1 × E, with F 1 a hypersurface in an r-dimensional affine space. In particular H k (F 0 ) = H k (F 1 ) = 0 for k ≥ r. Moreover, for any X ∈ D(A) with dim X > dim E one has m X < d. This yields the following statement. Example 4.8. We take G = Sym ℓ+1 acting by permutations on C ℓ+1 . In this case the rank of the corresponding braid arrangement A ℓ is r = ℓ.
The edges X ∈ L(A) are given, up to the induced action of G, by partitions ; suppose γ ∈ µ d appears with non-zero multiplicity in However, it is known that for ℓ > 6 only the trivial character γ 0 occurs in H 2 (F 0 , C), [32] , and this fact cannot be obtained with our techniques so far.
To apply the above results, the following lemma will be useful. In the statement, note that H i (U, C) is regarded as a G-module, and its structure is well known (cf. [17, 18, 19] ). (1) We have
If only the trivial monodromy character γ 0 ∈ µ m 2 occurs in H i (F 0 , C), then as Γ-module, we have
In this case, as Γ 0 -module,
, and the first statement follows.
Parts (2) and (3) follow easily.
Note that as we have seen (Proposition 2.15), the Poincaré polynomial
of U is known to be equal to i≥2 (1 + m * i t), where the m * i are the coexponents of G. Thus the multiplicities in part (3) of the Lemma are known.
4.12.
Application to the symmetric groups. We again take G = Sym ℓ+1 , with Q, Q 0 etc. as in §2.19.
Example 4.13. We illustrate the use of the above results by computing P Γ (F, t) in the case where G = Sym 4 .
Denote the irreducible representations of Sym 4 by 1, ε, ρ, ερ and σ, where 1, ε are the trivial and alternating representations respectively, ρ, ερ are the reflection representation and its tensor with ε respectively, and σ is the 2-dimensional irreducible representation corresponding to the partition (2, 2).
Our notation for the characters of the cyclic group µ m ⊂ C × is as above: γ 1 denotes the generating character, which is just the inclusion : µ m ֒→ C × and for any i ∈ Z, γ i = γ i 1 . Notice that this notation is independent of m, so that restriction of characters from µ m to µ d (for d|m) is trivial. The distinct irreducible characters of µ m are γ 0 = 1 µm , γ 1 , . . . , γ m−1 .
Every irreducible representation of Γ = G × µ m is of the form α⊗γ i , where α ∈ I(G).
First we apply (2.17) with ℓ = 3 to obtain the following expression for χ Γ (F ) ∈ R(Γ). The factorisation is in accord with Proposition 2.20.
We know that as Γ-module, H 0 (F, C) = Ind
it follows from (4.1) that as Γ-module, H 1 (F, C) contains the module and that H 2 (F, C) contains the module
Next we note that the G-module structure of H * (U, C) = H * (F/G, C) is explicitly given for all the symmetric groups in [17] . In our case we have
Hence by Lemma 4.11(1), H 1 (F, C) also contains the module (1⊗γ 0 +ε⊗γ 6 )(ρ⊗γ 0 ), which has no common irreducible constituent with M 1 , whence
But inspection of [33, Table 2 ] shows that dim H 1 (F 0 , C) = 7, whence dim H 1 (F, C) = 14, and by counting dimensions it follows that
Similarly, applying Lemma 4.11 to H 2 (F, C), it follows that (1⊗γ 0 + ε⊗γ 6 )(ρ⊗γ 0 ) is also a submodule of H 2 (F, C), and has no common constituent with M 2 . Using an argument similar to that above, we see that
We have therefore proved the following Proposition 4.14. The Γ-module structure of H * (F, C) is given by the following equations in R(Γ).
In terms of Poincaré polynomials, this result may be restated as follows. We have
Note that by Proposition 2.20 P Γ 0 (F 0 , C) is the restriction to Γ 0 of P Γ 0 of the above proposition, and that by the proof of Proposition 2.20, each irreducible representation of Γ restricts to an irreducible representation of Γ 0 . The µ 6 -structure of H * (F 0 , C), given in [33] , is an easy consequence. The formulae above may be seen to be consistent with both [33, Table 2 ] and Proposition 2.26. Example 4.15. A similar, but slightly longer, calculation yields the following result for the symmetric group Sym 5 , which we set out below without details, for comparison with some of the general results we describe later.
As usual, we label the irreducible representations of Sym 5 with the partitions λ of 5. Thus χ λ corresponds to λ, and in accord with the usual conventions, χ (5) = 1, the trivial representation, χ 1 5 = ε, the alternating representation, χ (4,1) = ρ, the reflection representation, and ε⊗χ λ = χ λ ′ , where λ ′ is the partition dual to λ. The irreducible representations χ
and χ 
is given as a Γ-module by the formulae below.
(1) 
In terms of Poincaré polynomials, this result may be stated as follows. We have
Relations with mixed Hodge theory.
In this section we investigate the relationship between the Γ-action and the mixed Hodge structure (henceforth denoted MHS) on the Milnor fibre cohomology. Refer to [30] for general notions and results concerning the MHS. 5.1. Equivariant Hodge-Deligne polynomials and spectra. To do this, we first recall the definition of the equivariant Hodge-Deligne polynomials HD Γ (X) associated to a finite group Γ acting (algebraically) on a complex algebraic variety X, see [12] .
More precisely, let X be a quasi-projective variety over C and consider the Deligne MHS on the rational cohomology groups H * (X, Q) of X. Since this MHS is functorial with respect to algebraic mappings, if Γ acts algebraically on X, each of the graded pieces
becomes a Γ-module via the action induced by the action defined in (1.1), and these modules are the building blocks of the polynomial
One may consider an even finer (and hence harder to determine) invariant, namely the equivariant Poincaré-Deligne polynomial
Clearly one has P D Γ (X; u, v, −1) = HD Γ (X; u, v) and P D Γ (X; 1, 1, t) = P Γ (X; t). Coming back to our setting, Proposition 2.20 above extends (with exactly the same proof) to yield the following result.
Proposition 5.2. Let G be a reflection group such that e H = 2 for each reflecting hyperplane H. In the notation above, we have It follows that the crucial question is how to compute (or at least get information about) the polynomials P D Γ 0 (F 0 ; u, v, t) and
by restriction of representations, i.e. such that θ(W ⊗γ k ) = (dim W )γ k , for any G-module W and character γ k ∈ µ m ; note that on the right side of this relation,
This morphism θ can be used to relate known facts on the usual monodromy action (i.e. µ d -action) on the cohomology of the usual (connected) Milnor fibre F 0 and the Γ 0 -action on the same cohomology.
A simple example is that Proposition 4.2 may be reformulated as follows.
It is interesting to apply this restriction morphism to the equivariant Hodge-Deligne polynomial HD Γ 0 (F 0 ; u, v). We get Taking v = 1 in this expression, we get an element in
for some coefficients c p,s ∈ Z.
Recall that T j = (h j ) −1 , the inverse of the monodromy operator on the j-th cohomology of F 0 , is the monodromy of the local system on C * coming from the constructible sheaf R j Q 0 * C V , see section 2 in [14] and compare to (1.1). Then note that 
where the right side denotes the multiplicity pairing in R(µ d ). The same formula applies when M is taken to be any virtual µ d -module, with dim suitably interpreted.
In particular M and hence the coefficient of γ 1 u 0 is c 0,1 = −m4 3 = −1. This yields that 1⊗γ 1 has Hodge type (0, 1) and hence we get
The results of §3 enable us to generalise this result to all rank 2 reflection groups.
Example 5.6. We use the notation of Proposition 3.7; thus G is a rank two reflection group and d = |A G |. We shall show that (5.10)
To see this, note that here we again have by [14, (2.4.7) ] that
We now argue exactly as in the previous example to obtain (5.10) . Note that it is evident that the coefficients of u and v are mutually contragredient in R(µ d ).
The above argument may also be used to compute the weight polynomial of F 0 in the dihedral case. The result is Proposition 5.7. Let G = G(p, p, 2) be the dihedral group, as in §3. If p is odd, the weight polynomial of F 0 is given by
Now we consider the more involved case G = Sym 4 , when ℓ = 3.
Proposition 5.8. With the notation from Proposition 4.14 one has the following.
Proof. The associated line arrangement in P 2 consists of six lines, has only double and triple points and has exactly ν 3 = 4 triple points. The formula given in Theorem 3 in [1] yields Sp(A) = t 
Next, let V be the union of the six lines corresponding to the A 3 -arrangement in P 2 , and choose Q V (x 1 , x 2 , x 3 ) = 0 be a reduced equation for V such that τ Q V = −Q V . One may take
Consider next the surface in P 3 given by
The µ 12 -action on F 0 extends to a µ 12 -action on X V given by
According to formula (1.1), for a cohomology class α, one has
12 t). As F 0 = X V \ V , the long exact sequence of cohomology with compact supports yields
Since H 1 (V ) has weights at most 1, and H 2 (V ) has type (1, 1) it follows an isomorphism of µ 12 -modules
On the other hand, since H 2 (X V , C) has weights at most 2, it follows that we have C) ), and hence we get an inclusion
as in the exact sequence (5.3) in [12] . Here X ∞ is a smooth surface in P 3 , nearby X V , regarded as a generic fibre in a 1-parameter smoothing X w of X V . Moreover, H 2 (X ∞ ) is endowed with the Schmid-Steenbrink limit MHS, whose Hodge filtration will be denoted by F SS . The Hodge filtration F SS on H 2 (X ∞ ), being the limit of the Deligne Hodge filtration F on H 2 (X w ), yields an isomorphism
of C-vector spaces (i.e. equality of dimensions). Note that our smoothing X w can be constructed in a µ 12 -equivariant way, e.g. just take X w to be the zeroset in P 3 of a polynomial of the form Q V (x) − t 6 + w(x ). With such a choice, the isomorphism (5.18) becomes an equality in the representation ring R(µ 12 ). Moreover, these representations can be explicitely determined, as explained in a similar context in Example 5.1 in [12] . A direct computation using rational differential forms yields
Comparing this with the inclusion in (5.17), it follows that we are in the situation given by (5.15) and hence the formula (5.12) holds.
Finally we consider the case of the braid arrangement A 4 , and forget (at least for the moment) the Sym 5 -action on the Milnor fiber.
The A 4 arrangement is associated with the natural Sym 5 -action on C 5 , namely it consists of the 10 hyperplanes H ij : x i −x j = 0 for 1 ≤ i < j ≤ 5. To have an essential arrangement, we take the intersection with the hyperplane H : x 1 + ... + x 5 = 0 and get in this way our model for the arrangement A 4 as a central essential arrangement in C 4 , consisting of the 10 hyperplanes
To compute the spectrum we use the approach outlined in [1] and the explicit formulas given in [34] .
Note that the edges contained in the non normal crossing part of the central arrangement A 4 in C 4 are the following:
(1) 10 codimension 2 edges X where 3 hyperplanes come together, e.g. as in the intersection X = H It is important to note that each edge X of the first type (i) contains exactly one edge Y of the second type (ii) and two edges Z of the third type (iii). In the associated projective space P 3 , the edges X give rise to lines, while the edges Y and Z to points. Note that the edges of type X and Z are dense, while the edges of type Y are not.
Using the above description and Theorem 1.1 in [34] , we get the following by a direct careful computation. Let U 4 be the complement of the corresponding hyperplane arrangement in P 3 . Then it is known that b 0 (U 4 ) = 1, b 1 (U 4 ) = 9, b 2 (U 4 ) = 26 and b 3 (U 4 ) = 24, and this explains the integral powers of t in the above formula (recall that the spectrum uses the reduced cohomology ). In particular, χ(U 4 ) = −6, so the alternating sum of the multiplicities of any eigenvalue λ = 1 should be −6 by our Proposition 4.2.
In fact, using the computations in Settepanella [33] or in our Proposition 4.16, we already know these multiplicities. They are as follows.
(1) the eigenvalue −1 occurs with multiplicity 2 on H 2 (F 0 ) and with multiplicity 8 on H 3 (F 0 ). (2) all the other eigenvalues exp(2πik/10) for k = 1, 2, 3, 4, 6, 7, 8, 9 occur only on the top cohomology group with multiplicity 6.
Using the spectrum computation above, we can describe the Hodge-Deligne µ 10 -equivariant polynomial of F 0 as follows. Proof. We will prove only the claims concerning the character γ 5 , since the proof of the remaining claims is quite similar. Using the definition of the spectrum, the coefficient of t Since H 2 (F 0 , C) γ5 is 2-dimensional (and contains no elements of type (2, 2), see Theorem 1.3 in [12] ), the only possibility is dim Gr Remark 5.11. The spectrum of A 4 has a non-cancellation property, since the only eigenvalue = 1 occuring in two distinct cohomology groups is −1, but the Hodge types (p, q) have p = 0, 2 on H 2 and p = 1, 3 on H 3 , so no cancellation is possible. Note that this non cancellation property is quite subtle, since it involves either the knowledge of the multiplicities of (−1), or the knowledge of the Hodge types of the eigenspaces H 2 (F 0 , C) γ 5 and H 3 (F 0 , C) γ 5 (and the fact that they give rise to distinct p's).
The corresponding formula for the A 3 -arrangement is given below; the characters γ 2 and γ 4 occur in both H 1 and H 2 . The corresponding Hodge types each have p = 1 (once for γ 4 in H 1 and once for γ 2 in H 2 ), and similarly for p = 2. This again yields a non-cancellation property for the corresponding spectrum.
It seems a difficult question to prove such a non cancellation result in general. To establish a relation to the non-cancellation property of the equivariant Euler characteristic χ µm (F/G) noticed in Remark 2.30, one should recall that F/G = F 0 /G 0 as in Corollary 2.31, and hence the cohomology H * (F/G) = H * (F 0 /G 0 ) is a direct summand in the cohomology H * (F 0 ). From this perspective, we see that the non-cancellation property of the spectrum is not a consequence of Remark 2.30 (since it refers to larger eigenspaces) and does not imply Remark 2.30 (since it contains additional information coming from Hodge theory, which prevents possible cancellations at the level of χ µm (F ).
For the sake of completeness, we give below the corresponding µ d -equivariant Hodge-Deligne polynomials for the arrangements A 2 and A 3 , to be derived in an obvious way from the results in Example 5.5 and Proposition 5.8.
Corollary 5.12. Let A n be the essential braid arrangement in C n . Then one has the following.
(i) The µ 3 -equivariant Hodge-Deligne polynomial for the braid arrangement A 2 is given by DP µ 3 (F 0 ; u, v, t) = γ 0 + [γ 2 u + γ 1 v + 2γ 0 uv]t.
(ii) The µ 6 -equivariant Hodge-Deligne polynomial for the braid arrangement With this notation we have the following result, which complements our Proposition 4.4 with Hodge theoretic information.
Proposition 5.14. Let β ∈ µ d , β = 1 be a d-root of unity such that β m X = 1 for any dense edge X with dim X > 0. Then the corresponding eigenspace H ℓ−1 (F 0 , C) β,β is a pure Hodge structure of weight ℓ − 1 and H m (F 0 , C) β,β = 0 for m < ℓ − 1. In particular, if β = exp(−2πiα) for some α ∈ Q, then the coefficients in the corresponding spectrum Sp(A) have the following symmetry property:
Proof. For a point x ∈ D, x = 0, let L x = ∩ H∈A,x∈H H and denote by A x the central hyperplane arrangement induced by A on a linear subspace T x , passing through x and transversal to L x . We may choose dim T x = codim L x and identify x with the origin in the linear space T x . Let h *
x : H * (F x , C) → H * (F x , C) be the corresponding monodromy operator at x. If x ∈ X, with X a dense edge, it follows from the formula of the zeta-function Z(t) of the monodromy given in Proposition 4.2 that the eigenvalues of h * x are exactly the (m X ) th -roots of unity. Indeed, it is known that an edge is dense if and only if the Euler characteristic of the projective complement associated to A x is nonzero.
Then we apply Proposition 4.1 in [10] and Proposition 4.4.
