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We address the problem of continuous-variable quantum phase estimation in the presence of
linear disturbance at the Hamiltonian level, by means of Gaussian probe states. In particular we
discuss both unitary and random disturbance, by considering the parameter which characterizes the
unwanted linear term present in the Hamiltonian as fixed (unitary disturbance) or random with a
given probability distribution (random disturbance). We derive the optimal input Gaussian states at
fixed energy, maximizing the quantum Fisher information over the squeezing angle and the squeezing
energy fraction, and we discuss the scaling of the quantum Fisher information in terms of the output
number of photons nout. We observe that in the case of unitary disturbance the optimal state is a
squeezed vacuum state and the quadratic scaling is conserved. As regards the random disturbance,
we observe that the optimal squeezing fraction may not be equal to one, and, for any non-zero value
of the noise parameter, the quantum Fisher information scales linearly with the average number of
photons. We finally discuss the performance of homodyne measurement, comparing the achievable
precision with the ultimate limit posed by the quantum Cramér-Rao bound.
I. INTRODUCTION
The usefulness of the non-classical features of quan-
tum mechanics to perform ultra-precise measurement be-
yond the classical limit has recently indicated quantum
metrology as one of the most promising quantum tech-
nologies [1]. Phase-estimation is the paradigmatic ex-
ample of estimation problem, and the possible quantum
enhancement has been widely studied both theoretically
and experimentally [2–8]. More recently, the detrimen-
tal effect of the interaction with the environment has
been deeply studied, showing that the ultimate quan-
tum limit is likely to be lost in the presence of noise
[12, 13]. Typically, one considers the situation where the
phase-rotation is performed on the initially pure probe
state, and the noisy channel is applied afterwards on the
encoded states. By following this approach, the role of
loss [14–17] and phase-diffusion [18–24] have been inves-
tigated in great detail. However one can also consider
the case where an unwanted, but known and fixed term
is present in the Hamiltonian generating the phase ro-
tation, influencing the estimation process. This problem
has been studied for the first time in [25] by De Pasquale
and coauthors who addressed the problem as unitary dis-
turbance. One can then consider a more general, and
probably more realistic case, where the disturbance pa-
rameter characterizing the additional term in the Hamil-
tonian is a random variable, distributed according to a
known probability distribution. We will refer to this case
as random disturbance.
In this paper we consider continuous-variable phase es-
timation with both unitary and random disturbance,
where the additional term in the Hamiltonian is linear
in the bosonic operators describing the quantum system
under exam. Ideal phase-estimation with Gaussian probe
states has been firstly investigated in [26]; it was demon-
strated that squeezed states are optimal, and that the
corresponding quantum Fisher information (QFI) scales
quadratically with the average number of photons, show-
ing the enhancement compared to the classical linear
scaling obtainable with coherent states. Here we will
derive the QFI both for unitary and random linear dis-
turbance, finding the influence of the noise parameters
on the optimal input Gaussian states, and on the corre-
sponding scaling between the QFI and the output states’
average number of photons. The manuscript is organized
as follows: in Sec. II we introduce quantum estimation
theory, along with the formulas for the QFI in the case of
unitary disturbance and for generic Gaussian states. In
Sec. III and IV we present the result concerning the op-
timal QFI and the optimal probe states for respectively
the unitary and random disturbance case. At the end
of both sections we discuss the precision achievable via
homodyne detection in the relevant cases, comparing it
with the ultimate bounds just derived. Sec. V ends the
paper with some concluding remarks.
II. QUANTUM ESTIMATION THEORY
Let us consider a family of quantum states %φ, where
φ is the parameter one wants to estimate. A measure-
ment, parametrized by positive operator valued mea-
sure (POVM) operators {Πx}, can be fully described
by means of the conditional probability distribution
p(x|φ) = Tr[%φΠx]. The corresponding precision on the
estimation of the parameter φ, by means of the measure-
ment {Πx} is bounded as
δφ ≥ 1
MF (φ) , (1)
where M is the number of measurements and
F (φ) =
ˆ
dx p(x|φ) (∂φ log p(x|φ))2 (2)
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2is the classical Fisher information (FI). The inequality
(1) is called Cramér Rao bound (CRB), and it holds for
every classical estimation problem described by a con-
ditional probability p(x|φ). The bound is achievable by
means of maximum likelihood and bayesian estimators in
the limit of large number of measurements.
By considering the quantum case, and defining the sym-
metric logarithmic derivative operator Lφ by means of
the equation
2 ∂φ%φ = Lφ%φ + %φLφ , (3)
it is possible to demonstrate that the FI, for any POVM,
is bounded from above as
F (φ) ≤ H(φ) (4)
where H(φ) = Tr[%φL2φ] is the QFI [27, 28]. This inequal-
ity leads to the quantum Cramér-Rao bound (QCRB)
δφ ≥ 1
MH(φ) . (5)
It can be demonstrated that this bound is always in prin-
ciple achievable, that is, there is always a POVM whose
corresponding classical FI is equal to the QFI. It is then
clear by observing Eq. (5) that a larger value of the QFI
corresponds to a higher precision achievable by means of
the encoded state %φ.
A. Quantum estimation with unitary disturbance
Let us first consider the case of quantum estimation
of unitary parameters. If the parameter is encoded via a
unitary operation with a hermitian generator G,
%φ = Uφ%0U†φ , Uφ = e
−iφG (6)
and the probe state %0 = |ψ0〉〈ψ0| is pure, the QFI can
be easily evaluated as
H(φ) = 4∆2G = 4
(〈ψ0|G2|ψ0〉 − 〈ψ0|G|ψ0〉2) . (7)
One can rather consider the case where an additional
term is present in the generator of the unitary interac-
tion encoding the parameter φ, i.e. when the unitary
operation reads
Uφ,η = exp{−iH(φ, η)} := exp{−i(φG+ ηA)} (8)
where η ∈ R is a fixed noise parameter and A is the
additional disturbance (hermitian) operator. In [25], the
authors addressed this general problem and derived the
following formula to calculate the QFI:
H(φ) = 4 ∆2G¯(φ, η) (9)
where
G¯(φ, η) =
ˆ 1
0
dt eiH(φ,η)t G e−iH(φ,η)t . (10)
B. Quantum estimation with Gaussian states
Let us consider a quantum system described by bosonic
operators [a, a†] = 1. A quantum state % can be
fully described by its characteristic function χ[%](α) =
Tr[%D(α)], where D(α) = exp{αa† − α∗a} is the dis-
placement operator in phase-space. If the characteristic
function χ[%](α) is a Gaussian function, the state is said
to be Gaussian [29]. By defining the quadrature opera-
tors vector X = (Q,P )T , where
Q = a+ a† P = −i(a− a†) , (11)
the Gaussian quantum state can be fully described by
the corresponding average values X¯ and the covariance
matrix σ, defined as
X¯j = 〈ψ0|Xj |ψ0〉 , (12)
σjk =
1
2 〈ψ0|XjXk +XkXj |ψ0〉 − X¯jX¯k . (13)
If we are considering an estimation problem where the
quantum state %φ is Gaussian, one can derive closed for-
mulas for the QFI in terms of the vector X¯φ and the
matrix σφ only [30, 31], obtaining
H(φ) = 12
Tr[(σ−1φ σ′φ)2]
1 + µ2φ
+ 2
(µ′φ)2
1− µ4φ
+ ∆X¯′Tφ σ−1φ ∆X¯
′
φ .
(14)
In the formula µφ = Tr[%2φ] = 1/
√
det[σ] represents
the purity of the state, primed quantities corresponds
to derivative with respect to the parameter φ, except for
∆X¯′φ which is defined as
∆X¯′φ =
d(X¯φ+ − X¯φ)
d
∣∣∣∣
=0
. (15)
This expression will be extremely useful to analytically
calculate the QFI for the random linear disturbance in
Sec. IV.
III. UNITARY LINEAR DISTURBANCE
In the following we study the problem of phase-
estimation with unitary linear disturbance, by consider-
ing the unitary operator in Eq. (8) where the generator
and the disturbance operator read respectively
G = a†a , A = Q = a+ a† , (16)
such that,
Uφ,η = exp{−i(φa†a+ η(a+ a†))}. (17)
Its effect is a phase rotation accompanied by a displace-
ment in phase-space; however, as the operators G and
D do not commute, the two effects cannot be separated.
3We are interested in small fluctuations around a given
value of the phase, and in particular we will discuss the
results regarding the estimation precision for φ = 0.
We consider a pure probe state % = |ψ0〉〈ψ0|, where
|ψ0〉 = D(α)S(ξ)|0〉
is a generic single-mode pure Gaussian state, S(ξ) =
exp{ξa2−ξ∗a†2} is the squeezing operator, ξ = reiθ, and
{α, r, θ} ∈ R. As we consider the effect of phase-rotation
over a single-mode state, we are implying that we already
have, as an implicit resource, a reference beam (typically
a strong coherent state), such that the phase-rotation is
well defined with respect to this reference, and relative
phases between terms with different photon number be-
come observable. We then focus our attention on the
behavior of the QFI as a function of the energy of the in-
put state |ψ0〉. A useful re-parametrization corresponds
to considering the three parameters {n0, β, θ} ∈ R, where
n0 = 〈ψ0|a†a|ψ0〉 = α2 + sinh2 r (18)
is the average number of photons in the probe state, and
β = sinh
2 r
n0
(19)
is its squeezing fraction (for β = 0 the probe state is a
coherent state, while for β = 1 it is a squeezed vacuum
state). Our main goal is to derive the maximum value
of QFI for an input Gaussian state at fixed number of
photons n0, by optimizing it over the parameters θ and
β. The QFI for a generic state Uφη|ψ0〉 can be evaluated
analytically by means of either the formula in Eq. (9) or
the one in Eq. (14). Its maximization over the squeezing
angle, yields θopt = 0, which corresponds to squeezing
of the Q quadrature, while the numerical optimization
over the squeezing fraction yields βopt = 1, indicating
that the optimal strategy is to use all the photons to
prepare a squeezed vacuum state. These results can be
understood by observing that, for small values of φ, the
evolution Uφ,η corresponds to a phase-space displacement
along the negative P -axis, followed by a phase-rotation
depending on φ. Amplitude squeezing thus represents
the best resource in order to detect the parameter φ. In
particular the maximized QFI for φ = 0 reads
H = 8n0(n0 + 1) +
(
2n0 + 2
√
n0(n0 + 1) + 1
)
η2 .
(20)
As expected, in the undisturbed case of η = 0, one re-
obtains the result derived by Monras in [26]. We also ob-
serve that the second positive term implies that the esti-
mation is improved over the case of no disturbance. This
apparently counterintuitive result can be understood by
taking into account the fact that the additional term in
the Hamiltonian does actually increase the output aver-
age number of photons, which reads nout = n0 + η2. As
the additional energy is used as a resource for estimating
the phase φ, it is more interesting to consider the behav-
ior of the QFI H as a function of nout, in order to fairly
discuss the scaling as a function of the number of pho-
tons. As we can see in Fig. 1, at fixed values of nout, the
QFI takes smaller values by increasing the disturbance
parameter η. Remarkably, we also observe that the non-
classical quadratic scaling is still preserved, showing how
the non-classical resource (squeezing) is fundamental to
get the ultimate estimation precision.
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FIG. 1. QFI, H, as a function of the output number of
photons nout. Solid line: noiseless estimation (η = 0); dashed-
line: estimation with unitary disturbance for different values
of η. From top to bottom: η = {0.5, 1, 1.5}.
Performance of homodyne detection
We now examine the suitability of homodyne detection
to estimate the phase in the case of unitary linear distur-
bance. Homodyne detection corresponds to projection
over the eigenstates {Πω(x) = |xω〉〈xω|} of the gener-
alized quadrature operator Xω = aeiω + a†e−iω. The
corresponding Fisher information is evaluated as in Eq.
(2), where the conditional probability reads
p(x|φ) = |〈xω|Uφ,η|ψ0〉|2 . (21)
We consider a squeezed vacuum state, which, as derived
above, is the optimal probe in the case φ ≈ 0. We
will then optimize the FI over the homodyne angle ω,
and compare the result to the QFI by evaluating the
ratio F/H. In [26] it was shown that, in the case of
no disturbance, homodyne detection is optimal as the
corresponding FI is equal to the QFI. As we can see in
Fig. 2 (a), at fixed disturbance parameter η, homodyne
detection ceases to be optimal for probes with nonzero
photon number, but it is nearly optimal when the probe
is very weak (n0 ≈ 0) or very strong (n0  η2). The
4near-to-optimality for a weak probe can be understood
by observing the fact that, the output state is basi-
cally a coherent state (due to the disturbance in the
unitary operator), and homodyne detection is optimal
for phase-estimation with a coherent state. Regarding
input states with a large average photon number, the
disturbance can be considered as a small perturbation,
and the noiseless optimality is recovered.
A symmetric description holds for the behavior of the
ratio F/H for fixed values of the average input photon
number n0 and as a function of the disturbance param-
eter η, which is plotted in Fig. 2 (right). Homodyne
detection is indeed optimal for small and large values of η
(compared to the input photon number), corresponding
in this case respectively to the situation where the
disturbance can be considered as a small perturbation,
or when the output state resembles a coherent state.
In Figs. 2 (a) and (b) we also note that the ratio has
a minimum which is always equal to (F/H)min = 3/4,
showing the overall efficiency of homodyne detection for
the whole range of the parameters.
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FIG. 2. (Color online) Ratio between the homodyne detec-
tion FI, F , and the corresponding QFI, H. (a) F/H as func-
tion of the number of photons of the probe for different values
of disturbance η; using the right ends of the curves as refer-
ence, from top to bottom: η = {0.0, 0.25, 0.50, 0.75, 1.0}.
(b) F/H as function of the disturbance parameter for different
values of the average number of photons of the probe; from
top to bottom: n0 = {0, 0.2, 0.4, 0.6, 0.8, 1.0}.
IV. RANDOM LINEAR DISTURBANCE
We now turn our attention to a situation where the
disturbance parameter is not fixed, being a random vari-
able satisfying a (known) probability distribution. To
keep the situation as general and symmetric as possible,
we consider two disturbance operators in the Hamilto-
nian, leading to a displacement in phase-space along or-
thogonal directions. In formula, we consider the unitary
evolution
Uφ,η = exp{−i(φ a†a+ η1Q+ η2P )} , (22)
where η = (η1, η2)T. If we consider the two distur-
bance parameters both distributed according to a Gaus-
sian probability distribution centered at zero with the
same variance ∆, the average output (mixed) state reads,
Gφ,∆(|ψ0〉〈ψ0|) =
ˆ
R2
dη1dη2
e−
η21+η
2
2
2∆2
2pi∆2 Uφ,η |ψ0〉〈ψ0| U
†
φ,η ,
(23)
We still consider as an input a generic pure Gaussian
state, |ψ0〉 = D(α)S(ξ)|0〉. In absence of the addi-
tional phase-rotation, this channel is usually referred to
as Gaussian noise [29]. As its effect is to displace the
state incoherently in different directions of phase space
with random amplitude, the output state will become
mixed similar to a state in a phase-diffusion channel.
However we can observe at least two main differences
between this noisy channel and phase-diffusion: the lat-
ter corresponds to a random phase-rotation, i.e. one
has a single disturbance operator A = a†a; as a con-
sequence the action of the channel commutes with the
phase-rotation itself, and one can consider the two evo-
lutions separately. Moreover, the state after a phase-
diffusion channel will have the same amount of mean
photon number of the input state, while after the chan-
nel described in Eq. (23), the output state will have an
output average photon number nout = n0 + 2∆2. It is
straightforward to see that the state remains Gaussian
and, consequently, one can evaluate the QFI by using
the formulas presented in Sec. II B. As in the unitary
disturbance case, we focus on small fluctuations around
the value φ = 0, and we optimize the input Gaussian
state for a fixed number of photons n0, over the squeez-
ing angle θ and the squeezing fraction β. If the optimal
probe has a nonzero displacement parameter α, the opti-
mal squeezing angle is θopt = pi (phase squeezing), while,
due to the symmetry of the disturbance introduced, the
QFI does not depend on θ when the state is prepared in
a squeezed vacuum state. We now discuss the behavior
of the optimal squeezing fraction βopt for a fixed average
input photon number n0, and varying the disturbance pa-
rameter ∆, by observing the contour plot of Fig. 3. For
values of ∆ smaller than a threshold ∆t (n0) (the black
line in Fig. 3), the optimal state is always a squeezed
vacuum state, and we have βopt = 1 as in the noiseless
case. By increasing ∆, the optimal squeezing fraction
drops to βopt = 0: in more detail, for very small values
of n0, when ∆ crosses the limiting value ∆t(0) =
√
1+
√
3
2
the optimal state changes very abruptly from a squeezed
vacuum to a coherent state. For larger values of n0, there
is a region in the parameter space (n0,∆) where the op-
timal state is a displaced squeezed vacuum state. By
studying more carefully the noise threshold, we observe
that it has a minimum ∆t,min ≈ 0.734 at n0 ≈ 0.375,
below which the optimal probe is the squeezed vacuum
state irrespective of the number of photons in the probe.
Moreover the corresponding function can be well aprox-
imated for n0 & 20, as ∆t (n0) ∼ 6
√
n0/16, showing how
the threshold increases very slowly with the mean pho-
ton number. Remarkably, one also observes that for a
5fixed ∆, for large values of the input energy n0 the op-
timal state is still a squeezed vacuum state, suggesting
that squeezing is still a resource when the noise parame-
ter is small compared to the mean photon number. The
FIG. 3. Optimal squeezing fraction βopt as function of the
noise parameter ∆ and number of photons n0 in the probe.
The threshold ∆c (n0) is represented with a black curve.
behavior of the optmized QFI as a function of the noise
parameter ∆ is displayed in Fig. 4 (a). Despite the fact
that the energy of the output state increases for nonzero
noise parameter, the ultimate estimation performances
are degraded by the random linear disturbance. As in
the previous case, we also plot the behavior of the QFI
as a function of the output photon number nout in Fig.
4 (b). We clearly observe that in this case the quadratic
behavior is lost, and that the QFI scales linearly with
nout. Remarkably we can also compute an approximate
value for the linear coefficient, obtaining
H ≈ a nout , with a ≈ 1∆2 . (24)
The approximation is more accurate for large values of
the photon number, where the optimal probe state is
more likely to be in a squeezed vacuum state. As ex-
pected, smaller values of ∆ correspond to larger values of
the coefficient and thus to larger values of the QFI; How-
ever we observe that any non-zero values of the noise
parameter are enough to lose the non-classical scaling.
This discontinuity in the scaling of the QFI is quite typ-
ical in noisy quantum metrology as it has been indeed
widely observed in many different metrological problems
[12, 14].
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FIG. 4. (a) Optimized QFI in the case of random linear dis-
turbance, as function of the noise parameter ∆ for fixed values
of the average photon number; from bottom-left to top-right
n0 = {1, 21, 41, 61, 81, 101}.
(b) Optimized QFI as a function of the output photon num-
ber nout for fixed values of the noise parameter ∆; from top
to bottom ∆ = {0.7, 0.75, 0.8, 0.85, 0.9, 0.95, 1.0}.
Performance of homodyne detection
As in the previous section we discuss the efficiency
of homodyne detection for a random linear disturbance
channel. The corresponding FI can be calculated by
starting from the conditional probability
p(x|φ) = 〈xω| Gφ,∆(|ψ0〉〈ψ0|) |xω〉 . (25)
As before, we optimize over the homodyne angle ω and
evaluate the ratio F/H between the optimized FI and
the QFI.
Before focusing on the optimal input states identified in
the previous section, we study the optimality of homo-
dyne detection for the two extreme cases, that is for in-
put squeezed vacuum states (β = 1) and coherent states
(β = 0). Regarding the first case, i.e. |ψ0〉 = S(r)|0〉,
the ratio F/H is plotted in Fig. 5. If we fix the value of
the input photon number n0 = sinh2 r, homodyne detec-
tion results to be (nearly) optimal only for small values
of the noise parameter ∆, and the ratio F/H decreases
monotonically to the asymptotic value F/H ≈ 0.5 by in-
creasing ∆. If we rather consider coherent states as the
input, one can easily obtain that homodyne detection is
always optimal, for every value of the input energy and
the noise parameter ∆.
Having in mind these results for the extreme cases, we
can now discuss the optimality of homodyne detection
where we consider the optimal input state for each value
of the noise parameter ∆ and of the input average pho-
ton number n0. It is useful to compare the corresponding
ratio F/H, plotted in Fig. 6, with the plot of the opti-
mal squeezing fraction in Fig. 3, that we have discussed
previously in this section. If we fix the value of the input
photon number n0, and vary the noise parameter ∆, we
observe the following behavior: the homodyne measure-
ment is optimal for ∆ ≈ 0, and its efficiency decreases
reaching a minimum for a certain value of ∆. The ratio
F/H starts to increase with ∆, reaching values near to
unity for large values of ∆. In particular we observe that
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FIG. 5. (Color online) Ratio between the Fisher Infor-
mation of the homodyne detection and the corresponding
QFI for squeezed vacuum input states undergone random
linear disturbance. The ratio is plotted as a function of
the noise parameter ∆ and for different values of the aver-
age number of photons of the probe. From top to bottom:
n0 = {10−9, 2, 4, 6, 8, 10}.
the minimum of the ratio F/H occurs in proximity of the
threshold ∆t(n0) described in the previous section, which
divides the different regions of parameters for the opti-
mal squeezing fraction. In Fig. 6, ∆t(n0) is depicted as
a superimposed black line. In the region below the black
line (∆ < ∆t(n0)), the optimal input state is a squeezed
vacuum, and the behavior of the ratio F/H does indeed
correspond to the plots in Fig. 5. In the region above
the black line (∆ > ∆t(n0)), the optimal state is a dis-
placed squeezed state, which tends to a coherent state
for larger noise. As a consequence the ratio F/H starts
to increase by increasing ∆, reaching eventually the opti-
mality, which, as discussed above, is always obtained for
input coherent states.
V. CONCLUSIONS
The effect of noise and imperfection on the perfor-
mances of quantum metrology protocols has received a
lot of attention in the recent years. In this paper, we have
discussed the case where an unwanted term is present
in the Hamiltonian generating the phase-shift that one
wants to estimate. In particular we have considered both
unitary and random linear disturbance, with input Gaus-
sian state, optimizing over the squeezing fraction and the
squeezing angle. While in the case of unitary disturbance
squeezed vacuum is shown to be the optimal probe state
and the non-classical quadratic scaling of the QFI is still
observed, in the presence of random disturbance the op-
timal squeezing fraction crucially depends on the input
energy and on the noise parameter values, and, more im-
portantly, any non-zero value of the noise is enough to
cause a linear scaling between the QFI and the number
of photons of the quantum state.
We have also discussed the performance of homodyne
detection, which is shown to be in general an efficient
FIG. 6. (Color online) Ratio F/H between the homodyne’s
FI over the QFI for optimized input state as a function of
the input photon number n0 and of the noise parameter ∆.
The superimposed black line corresponds to the input state
threshold ∆t(n0) which divides regions with squeezed vacuum
probes (∆ < ∆t(n0)) and displaced squeezed probes (∆ >
∆t(n0)).
measurement in both cases, despite the fact that the op-
timality is observed only in some regions of the param-
eter space characterizing the input state and the noisy
channel.
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