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Abstract
Deep neural networks with more parameters and FLOPs
have higher capacity and generalize better to diverse do-
mains. But to be deployed on edge devices, the model’s
complexity has to be constrained due to limited compute re-
source. In this work, we propose a method to improve the
model capacity without increasing inference-time complex-
ity. Our method is based on an assumption of data locality:
for an edge device, within a short period of time, the input
data to the device are sampled from a single domain with
relatively low diversity. Therefore, it is possible to utilize
a specialized, low-complexity model to achieve good per-
formance in that input domain. To leverage this, we pro-
pose Domain-aware Dynamic Network (DDN), which is a
high-capacity dynamic network in which each layer con-
tains multiple weights. During inference, based on the in-
put domain, DDN dynamically combines those weights into
one single weight that specializes in the given domain. This
way, DDN can keep the inference-time complexity low but
still maintain a high capacity. Experiments show that with-
out increasing the parameters, FLOPs, and actual latency,
DDN achieves up to 2.6% higher AP50 than a static net-
work on the BDD100K object-detection benchmark.
1. Introduction
When deploying deep neural networks on the edge, we
often face a dilemma between the model capacity and its
computational complexity [39, 34, 28].
On the one hand, we hope a neural network can achieve
high accuracy in a wide variety of scenarios. For exam-
ple, for autonomous driving, a neural network-based object
…
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Figure 1: Overview of domain-aware dynamic network.
The colored dots represent data drawn from different do-
mains. During the inference, we collect input images to
compute the domain representation, which are then fed into
a controller to determine how to combine weights of experts
into a static small network specialized for the input domain.
Under the data locality assumption, as long as the input do-
main remains unchanged, the weights of the dynamic net-
work also stay the same, so we can load the network param-
eters once and re-use them for all the input images. This
allows us to improve model capacity without increasing the
inference-time complexity.
detection model should accurately detect target objects re-
gardless of weather conditions, time of the day, and so on.
In the computer vision and machine learning community, a
scenario under the same weather, time of the day, and other
conditions can be regarded as a domain. Images sampled
from the same domain share many similarities, while im-
ages across different domains are more diverse. The con-
ventional way to achieve high accuracy across many do-
mains is to collect a large-scale dataset that contains diverse
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Figure 2: A large and diverse dataset can contain images
from a wide variety of domains. In order to improve the
model’s capacity and its generalizability across domains,
the conventional approach is to use the dataset to train a
large neural network with more parameters and FLOPs.
domains[45, 27] and use that dataset to train a single gigan-
tic neural network (Figure 2). Previous work [23, 25] has
shown that the larger the model is, in terms of parameters
and FLOPs, the better it can generalize across domains.
On the other hand, deploying the model on edge proces-
sors requires us to reduce the model complexity. Edge pro-
cessors have limited computing resources, and many real-
world applications, such as autonomous driving, impose
strict requirements on the inference speed [38]. These two
constraints together force us to decrease the model com-
plexity by reducing parameters and FLOPs.
Thus, we attempt to address the question of whether it
is possible to increase a neural network’s capacity without
increasing its computational complexity? To be more pre-
cise, we measure the capacity of a neural network by its
accuracy on a large and diverse dataset, and we measure a
model’s complexity by parameter size and FLOPs. Most of
the previous works address this problem by optimizing neu-
ral network models [36]. This includes efficient network
architecture design [21, 38, 40, 9, 16, 26, 47, 39, 15, 44],
pruning [11, 13, 20, 6], quantization [7, 33, 41], and auto-
mated neural architecture search [51, 30, 37, 10, 5].
In this work, we approach this problem from a new per-
spective by exploiting the input data’s locality: although
a neural network on an edge device should generalize to
diverse domains, within a short period of time, the envi-
ronment around the device stays relatively stable. For ex-
ample, when an autonomous vehicle drives at night, within
the range of minutes to hours, it does not need to deal with
day-time images. When this property holds, input images
to a neural network are likely to come from a single domain
with relatively small diversity. Thus, it is possible to use a
low-complexity model specialized to this domain to achieve
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Figure 3: A straightforward idea to utilize the data local-
ity. We divide the entire dataset into domains, and for each
domain, we train a small and specialized network. During
inference, we only load the specialized small model corre-
sponding to the input domain.
good performance.
To leverage the locality of input data, in this paper, we
propose Domain-aware Dynamic Networks (DDN), as il-
lustrated in Figure 1. DDN is a dynamic neural network
whose weights are conditioned on the input domain. In
a layer of DDN, the actual weight of the convolution is a
linear combination of several weights. The factor for each
weight is dynamic and conditioned on the input domain.
During the inference, we extract a domain representation
from input data and use it to compute the weight factors to
combine them together. As long as the input domain stays
the same, we can reuse the same network for all the input
images. As a result, the inference stage complexity of DDN
stays the same as as a regular neural network, but DDN can
still leverage the extra model parameters to generalize to
more than just the current domain.
Our experiments show that without increasing the
inference-time model complexity, DDN achieves up to
2.6% higher AP50 than single networks and other baselines
on the BDD100K dataset.
2. Related work
Efficient neural networks Most prior work on model ac-
celeration focus on either designing a compact light-weight
model [21, 38, 16, 26, 47, 39, 15], or pruning and quanti-
zation [11, 13, 7, 20, 33]. Recently, people also use Neural
Architecture Search (NAS) to automatically optimize neural
networks [51, 30, 37, 10, 5, 3]. In this paper, we propose a
new dimension to explore the problem by utilizing dynamic
networks and the data locality. Our method is orthogonal to
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the effort of building more efficient neural networks.
Conditional Computation For a dynamic or conditional
computation model, the computation graph or the weight
of the model are dependent on the input. One application
of conditional computation is to reduce the average com-
putational cost by skipping part of the model in an input-
dependent fashion [34, 32, 19, 2, 28]. Another class of
algorithms try to improve a model’s in-variance or equiv-
alence to input variations. This include deformable convo-
lution [4, 50] and Spatial Transformer Network [17]. Re-
cently Yang el al.[43] demonstrated that a simple soft rout-
ing algorithm could stabilize the training and improve the
performance and inference cost trade-off. Most of the previ-
ous work on conditional computation are sample-dependent
such that the computational graph or weights changes per
input sample. This is not hardware friendly as it makes
the scheduling of computation more complicated. In our
work, we propose a domain-dependent network, so net-
work remains static as long as the input domain does not
change. This is more hardware-friendly than previous work.
TAFE-Net [35] designed for low-shot recognition generates
weights conditioned on the classification tasks while we in
this work focus on different sub-domains of the data.
Adaptation The locality of data considered in this work is
related to continuous adaptation, which is a variant of con-
tinual learning. Continuous adaptation attempts to solve a
nonstationary task by adapting the learning algorithm dur-
ing execution gradually. The difference between our al-
gorithms and popular continual learning [1, 18] and adap-
tation methods [8, 29] is that our model do not “learn”
to adapt to new data. Instead, it extracts features from
new data and adapt to the new domain in a feed-forward
manner. Also, our work is related to domain adaptation
[49, 42, 48, 46, 14]. Most of the work in this area focus
on designing training recipes and learning techniques while
our work focus on improving the model capacity.
3. Methodology
In this section, we introduce the idea of domain-aware
dynamic networks (DDN). We first start from formulating a
static neural network as
yˆ = f(W, x) (1)
where x is the input to the network, yˆ is the output, W =
[W1;W2; · · ·Wn] denotes the weights of the network,Wi is
the weight of the i-th layer. At each layer, the computation
can be expressed as
zi = σ(Wi ∗ zi−1) (2)
where zi is the intermediate output of layer-i and σ(·) is
a non-linear activation function. ∗ denotes a matrix-vector
multiplication if the network is a multi-layer perceptron, or
a convolution if it is a convolutio neural network. For a
given dataset D = {(x, y)}, where x represents input data
and y represents labels, we train a static neural network to
fit the dataset as
min
W
∑
(x,y)∈D
L(f(W, x), y). (3)
L(·, ·) is the loss function between the prediction and the
label. The dataset D may contain samples from many di-
verse domains, making it difficult to fit using only a small
model. To improve the performance, the conventional way
is simply to increase the model capacity by adding more pa-
rameters and FLOPs. However, due to the limited compute
resource available on an edge device, using more complex
models is not always feasible.
3.1. The locality of data
In many applications such as autonomous driving and
security cameras, a neural network usually operates on a
stream of continuous input data. Within a short period of
time, the environment around an edge device tends to re-
main relatively stable. For example, an autonomous vehicle
that drives at night may not need to deal with day-time im-
ages within a range of a minutes to hours. Because of this,
the input data to a neural network have relatively lower di-
versity. We call this property the “locality of data”.
More formally, for a large and diverse dataset D, we
can divide it into T smaller domains Dτ such that D =
∪Tτ=1Dτ . The strategy to divide the dataset can be arbitrary,
but to leverage the locality of data, we can choose to use
environmental attributes that are relatively stable over some
period of time. For example, we can partition the dataset
by different weather conditions, geo-locations, time-of-the-
day, and so on. For each attribute-i, we use Ai to represent
a set of possible values of attribute-i, so the number of do-
mains is T =
∏
i#(Ai), where Ai where #(Ai) is the
cardinality of Ai. Within each domain Dτ , input data have
significantly lower diversity, as illustrated in Figure 4. So
it is possible for us to train a small network to specialize
in one domain. During inference, as long as the environ-
ment remains stable, we can use the same small network to
process all the input.
3.2. A straightforward idea: a pool of specialized
models
To leverage the locality of data, a straightforward idea
is to divide and conquer. Instead of building one gigantic
model, we build a pool of small and specialized models that
each one corresponds to a domain Dτ , as illustrated in Fig-
ure 3. Formally, instead of using one neural network to fit
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Figure 4: Images from BDD100K validation set. Images
on the left are sampled from a domain with attributes:
“daytime”-”highway”. Images on the right are with at-
tributes: “night”-“city street”. We can clearly see that
the intra-domain variation is much smaller than the cross-
domain variations.
the entire dataset as in equation (3), for each domainDτ , we
train a small neural network to fit the the specific domain.
min
Wτ
∑
(x,y)∈Dτ
L(fτ (Wτ , x), y). (4)
In practice, however, although Dτ has lower diversity, it
also contains significantly fewer samples which is insuffi-
cient to train a model. So we first train the network on
the entire dataset D, and use the solution of equation (3)
to initialize the model and finetune it onDτ . Eventually, we
obtain a pool of T models {fτ (Wτ , x)}Tτ=1. During infer-
ence, for a given input domain Dτ , we just need to load the
corresponding model to perform inference at low cost.
However, this solution has several problems. First, the
number of domains grows exponentially with the number
of attributes used to divide D. When T is large, it becomes
infeasible to store all the models on the edge device. Sec-
ond, as T grows, the number of samples available in each
domain Dτ drops significantly, making it difficult to train
a model or even finetune a model that is pre-trained on D.
Also, since each model fτ (Wτ , x) is only trained on its own
domain Dτ , it loses the chance to learn features that are in-
variant across different domains. Our experiment confirms
that a pool of specialized models does not offer accuracy
improvement over a single network.
3.3. Domain-aware dynamic networks
To overcome the drawbacks of model pools, we propose
domain-aware dynamic networks, as illustrated in Figure 1.
A domain-aware dynamic network is essentially a “super-
net” as in [37, 43]. At each layer of the network, the weight
of a layer is computed as a linear combination of several
weights. The factor for each weight is dependent on the
input domain Dτ , but is static with respect to each individ-
ual input x. Formally, a domain-aware dynamic network is
defined as
yˆ = f(W(Dτ ), x) (5)
where x ∈ Dτ is a sample drawn from domain Dτ . Note
that the weight of the neural network is a function of the
domain Dτ , but it is not dependent on each individual input
x. Following [43], each layer of the network is defined as
zi = σ(Wi(Dτ ) ∗ zi−1), (6)
where ∗ denotes a matrix-vector multiplication. The weight
of each layer Wi(Dτ ) is computed as
Wi(Dτ ) =
∑
j
αi,j(Dτ )×Wi,j . (7)
Wi,j is the j-th weight at the i-th layer of the network.
αi,j(·) is a scalar function that is dependent on the input
domain Dτ and is defined as
αi,j(Dτ ) = ci,j(θi,j , E(Dτ )) (8)
ci,j(·, ·) represents a controller function that decides the fac-
tor for Wi,j . θi,j is its trainable weight. Specifically, the
controller function is composed of one Sigmoid function
after one linear transformation parameterized by θi,j . E(·)
computes a domain representation vector forDτ . There can
be many ways to extract the domain representation, but in
our experiment, we define E(·) as
E(Dτ ) = 1|Dτ |
∑
x∈Dτ
e(x), (9)
where e(·) extract features for a single image. In our ex-
periment, we use a ImageNet pretrained ResNet-50 to ex-
tract image features, and use the averaged output of the last
convolution layer as the image embedding. Essentially, the
embedding for each domain is the average of image feature
over all the images in that domain.
To train the network, we solve the following optimiza-
tion problem with stochastic gradient descent (SGD)
min
W,θ
∑
τ
∑
(x,y)∈Dτ
L(f(W(Dτ ), x), y). (10)
In each step of training, we first sample a domain Dτ from
{Dτ}Tτ=1. We compute the domain embedding vector with
equation (9), compute the weight factors for each layer with
equation (8), and compute the combined weight W(Dτ )
with equation (7). Then, we sample data from the chosen
domain Dτ and compute the loss function in equation (10).
We then use stochastic gradient descent to update the net-
work weights Wi,j in each layer as well as the controller
parameters θi,j . Optionally, we can also train the domain
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embedding vector from equation (9) by propagating the gra-
dient to the feature extraction networks. In our experiment,
however, we keep domain embedding vectors fixed to re-
duce the computational cost of training.
Algorithm 1: Training a domain-aware dynamic net-
work
Input: Training data divided in domains {Dτ}Tτ=1
Output: Optimized network weights {W ∗i,j} and
controller weights {θ∗i,j}
for step m do
Sample Dτ ∈ {Dτ}Tτ=1 ;
Compute W (Dτ ) with equation (7)(8)(9) ;
Sample a batch of (x, y) ∈ Dτ ;
Compute the loss function in equation (10);
Gradient update on {Wi,j}, {θi,j}
end
Note that during training, we do need to explicitly di-
vide a dataset into domains. The partition can be based on
arbitrary attributes, but in order to utilize the data locality,
we should choose attributes like weather conditions, geo-
locations, and time-of-the-day, since these attributes are rel-
atively stable during some period of time.
During the inference, if we explicitly know the attributes
of the environment, we can directly use the domain embed-
ding corresponding to the environment to compute the net-
work weights. However, if the attributes are not available,
we can collect samples from the deployed environment
to form a domain Dτ and then compute DDN’s weights
W (Dτ ).
Since each layer of DDN contains multiple weights, the
capacity of the network becomes larger. On the other hand,
when deployed to a given domain, the weight of the network
is combined from several weights to the domain embedding.
As long as the input domain stays the same, the network
weights are also fixed, so we can reuse the same DDN as
a small and static network for all the input. This greatly
reduces the inference-time computational cost.
3.4. Comparing DDN with related methods
Model-pool: We compare DDN with two related meth-
ods. First, we compare it with the model-pool idea de-
scribed in Section 3.2. As mentioned before, the model pool
idea mainly suffers from two problems: 1) the number of
models in the pool is the same as the number of domains,
which grows exponentially with the number of attributes. If
we need to deal with a large number of domains, it is not
feasible to store all the models on the edge device. 2) Af-
ter the dataset partition, although the data diversity of each
domain is smaller, the number of training samples also de-
creases significantly. This makes it difficult to train a spe-
cialized neural network, and each specialized model might
not be able to learn cross-domain invariant features. In com-
parison, DDN avoids the above two problems. 1) The size
of DDN do not grow with the number of domains. The
choice of number of weights each layer is orthogonal with
the number of domains. 2) During the training of DDN,
each layer’s multiple weights are all trained on the entire
datasetD. This allows each specialized modelW(Dτ ) to be
trained on sufficient data and they can learn cross-domain
invariant features.
Soft-conditional computation [43]: At each layer of
DDN, the weight is computed as a linear combination of
several weight tensors. This idea is inspired from Soft-
Conditional Computation [43]. The advantage is that during
the inference, the FLOP of SCC only increases mildly in or-
der to compute the linear combination of weights on the fly.
However, SCC models have many times more parameters.
And because SCC is sample-dependent, the weight of each
layer needs to be re-computed for all the input samples, and
all the excessive model parameters need to be loaded from
off-chip memory. This can lead to significant delay and en-
ergy consumption [24], especially for edge processors with
limited on-chip memory. In comparison, DDN leverages
the data locality to construct a small model once and reuse
it for all the input samples as long as the input domain does
not change. On average, DDN requires no extra FLOPs nor
memory accesses than a single static network.
4. Experiments
Since or goal is to leverage data locality, we need to find
datasets with this property. This filters out a lot of common
benchmarks, such as ImageNet and COCO datasets, since
there are no obvious attributes to divide the domain such
that the domain remains relatively stable in a short period
of time. Eventually, we decided to train an object detection
network on BDD100k dataset to validate our idea.
4.1. Datasets
BDD100k[45] is a large-scale, diverse driving dataset,
which contains 70000 training images, 10000 validation im-
ages and 20000 test images with bounding box annotations
for 10 categories. Images in BDD100K are all collected
from real vehicles as video sequences. As a result, the input
data has pretty good locality. More importantly, BDD100K
annotates three attributes for each image: weather condi-
tion, scenes, time of day. So, we relied on these attributes
to divide the dataset into domains.
4.2. Performance comparison
In our experiment, we compare DDN with two baselines:
a single static network, and a pool of specialized models.
We first build a static network for object detection as a
baseline. We choose the light-weight FBNet [37] + Faster
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RCNN. To modify it to a domain-aware dynamic network,
we expand the FBNet backbone to a supernet that each of its
layer contains 2 or 4 weights. The modification is only on
the backbone, and the detector part remains the same. Fol-
lowing [12], we train FBNet Faster RCNN for 90000 itera-
tions from scratch with batch size as 128 on BDD100K road
object detection. The initial learning rate is 0.12 and is de-
creased by 10 times after 60000 and 80000 iterations. The
popular image resolution for mobile device of short edge
being 320 is adopted in this group of experiments. We adopt
two popular data augmentations, color jitter with strength
as 0.1 and multi-scale jitter with scales sampled from [0.75,
0.875, 1.0, 1.125, 1.25].
To partition the domains, we divide the training data into
25 domains using two image attributes Weather condition
and Time of day. The maximum number of images for each
domain, the median, and the minimum number is 22884,
527, 2, respectively. To construct the model pool, we first
train a network on the entire dataset, then use the weights
to initialize specialized models and fine-tune them on each
domains. To determine the training hyper-parameters, we
used grid-search to tune the hyper parameter on one domain
and share the same hyper-parameters when finetuning on
other domains. This is a compromise to avoid the computa-
tional cost of tuning on each domain. For domains with less
than 16 images, we do not finetune on them, but instead use
the original model trained on the entire dataset. Finally, we
train the domain-aware dynamic networks using the same
hyper-parameters as training a single network.
We report the AP50 (average precision with IOU> 0.50)
on the BDD100K benchmark in Table 1. Results in Ta-
ble 1 suggest that increasing model parameters does lead to
monotonically increasing performance. Notice that during
the inference, the model size of DDN is the same as a static
network, since as long as the input domain stays the same,
the same network can be re-used.
One surprising observation in Table 1 is that the a pool
of specialized model does not perform better than a static
network. As discussed in Section 3.4, this is likely to be
caused by 1) insufficient data in each domain and 2) the
model finetuned to each domain cannot learn features that
are invariant across domains.
Models in Table 1 are trained with a relatively low input
resolution in order to save computational cost. Therefore,
the accuracy of all three models are relatively low. We in-
crease the input resolution to 540 (short edge is ensured to
be 540) and compare the accuracy of DDN against the static
network baseline. The result is in Table 2. We can see that
with a higher resolution, the accuracy of both models in-
creases, but DDN still out-performs the baseline.
To study whether the granularity of domain division can
make a difference to the performance of DDN, we tried
three different ways to divide the data and the result is re-
Total
Params (M)
Inference
Params (M) AP50 (%)
Static net 1.7 1.7 37.4
Model pool 43.1 1.7 37.1
DDN 2x 2.8 1.7 39.6
DDN 4x 4.0 1.7 40.0
Table 1: BDD100K validation results for DDN with
FBNet+Faster-RCNN. The input image resized to ensure
short edge is 320. The coloum-“Total Params” indicates the
total number of parameters. Note that at inference stage,
DDN only need to store the generated static network in
memory, so it has the same memory cost as the static net-
work baseline. DDN 2x, DDN 4x represents expanding the
baseline static FBNet backbone by 2 and 4 times respec-
tively.
ported in Table 3. Respectively, we divide data by time-of-
the day, time× weather, or times× weather× scene. DDN
trained under these divisions show minor differences in ac-
curacy, but they all out performs the static network baseline
by 1.5% of AP50.
Setting AP50 (%)
Static network 47.8
DDN 2x 49.3
Table 2: validation results for our DDN vs. Static network
with a higher image resolution of 540.
In Table 3, we show the results of domain-aware dy-
namic net under different domain partition strategies. With
different partition strategies, DNN achieves similar accu-
racy, and all of them outperforms the baseline.
Setting Domain division AP50 (%)
Static net - 37.4
DDN 2x Time 39.3
DDN 4x Time 39.7
DDN 2x Time & Weather 39.6
DDN 4x Time & Weather 40.0
DDN 2x Time & Weather & Scene 39.4
DDN 4x Time & Weather & Scene 39.6
Table 3: BDD100K validation results for DDN under differ-
ent domain split strategies. The column-“Domain division”
indicates the attributes used to divide the dataset. For exam-
ple, under the strategy of ‘Time × Weather”, images taken
at the same time of the day and under the same weather
conditions are grouped into the same domain.
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4.3. Domain-dependent vs. sample-dependent
As we apply more and more attributes to divide the data
into domains, one extreme strategy is to treat each image
as a single domain, and the network eventually becomes
sample-dependent, rather than domain-dependent. In this
experiment, we compare two dynamism in terms of effi-
ciency and accuracy.
We implement a Sample-dependent Dynamic Network
(SDN) based on our proposed DDN. We achieve this by
changing the training procedure of DDN to make it sample-
dependent. specifically, instead of letting each layer’s con-
troller take a domain embedding as input, we feed in image
embedding vectors and compute the a different set of weight
factors per image. During the inference, we feed an input
image to a feature extractor and use the image embedding
to calculate the weight factors on-the-fly.
As we discussed in Section 3.4, sample-dependent dy-
namic network is not hardware friendly, especially for edge
devices with limited memory. To test this, we implemented
DDN and SDN in Caffe21 and deploy them on a Macbook
laptop and a Rasberry Pi 3B+ micro computer. We mea-
sure two models’ speed on those devices. The Macbook is
equipped with a 3.5GHZ Intel i7 CPU. The Raspberry Pi
3B+ is equipped with a Braodcom BCM2837B0 quad-core
A53 CPU. For simplicity, we adopt MobileNet-V2-1x as the
baseline, and use 224x224 as the input resolution and set
the batch size to 1. In our measurement, we ignore SDN’s
cost to extract image embedding vectors. We report the ef-
ficiency measurement in Table 4. We can see that although
SDN’s FLOPs is only 3% higher, the actual speed is 20-30%
slower, and the slow-down is more obvious on Raspberry Pi
whose memory is more limited.
Hardware Frame/sec FLOPs (M)
DDN Mac 22.96 301
SDN 2x Mac 19.10 305
SDN 4x Mac 19.01 310
DDN RPI 1.54 301
SDN 2x RPI 1.27 305
SDN 4x RPI 1.20 310
Table 4: Runtime speed of domain-depedent vs. sample-
dependent dynamic networks. Note that the time cost for
SDN does not include feature extraction. The column-
FLOPs represents inference computational cost. In the
hardware column, Mac denotes the Macbook laptop and
RPI denotes the Raspberry Pi micro computer.
The accuracy of DDN vs. SDN is summarized in Ta-
ble 5. We can see that even SDN have more flexibility to
re-compute the model weight for each input sample, the
1https://caffe2.ai
validation accuracy of SDN is worse than DDN. To further
examine the training accuracy, we find that SDN achieved
better training accuracy. The result indicates that DDN is
less prone to overfitting.
Setting
AP50
(Val)
AP50
(Train)
Static Net 37.4 41.4
SDN 2x 39.3 46.2
SDN 4x 38.5 47.7
DDN 2x 39.6 44.7
DDN 4x 40.0 45.2
Table 5: DDDN indicates data dependent version of our
domain-aware dynamic networks.
5. Analysis
In this section, we continue to carry more experiments to
help us understand how a domain-aware dynamic network
works.
5.1. Domain shuffle
We assumed that given the target domain, a controller
transforms the supernet into a smaller network special-
ized to the target domain. To verify this, we intentionally
feed DDN an embedding vector from another domain and
observe the performance change. In our experiment, we
trained a DDN based with domains divided by time of day
and weather. During evaluation, instead of feeding in the
correct domain embedding extracted from the validation
data, we randomly shuffle the domain embedding vectors
and feed them into the network. We repeat this for 20 times
and report the average and worst accuracy. From Table 6,
we can see a clear accuracy drop, indicating that DDN is
domain-aware.
Normal Worst case Average
Static network 37.4 - -
DDN 2x 39.6 35.3 36.5
DDN 4x 40.0 34.2 36.2
Table 6: Results for domain shuffle. The column-Normal
represents the performance when the correct domain em-
bedding vectors are provided to the network.
5.2. Mismatch domain split strategies
Consider a DDN that is trained under one domain-split
strategy, for example, split by time-of-the-day. The question
is, during the inference, if we split the domain by a different
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strategy such as weather, can the network adapt to the new
split strategy?
To test this, we trained two DDNs, one under the split
strategy of “time” × “weather” and the other under the
strategy of only “time”. During the evaluation, however,
we group domains by “scenes”, and feed domain vectors to
the network. The result is reported in Table 7. We can see
that when the evaluation and training strategies mismatch,
the accuracy drops. This indicates that since the controller
does not generalize to a new split strategy. To provide an-
other reference, we treat the entire dataset as one domain
and compute the embedding vector. We then use this em-
bedding vector to feed into two networks and evlaute the
accuracy. The accuracy is almost the same as the case with
mismatched splitting strategies. We conjecture that this is
because the controller is not sensitive to attributes that are
used to divide new domains. Therefore, it failed to find a
network specialized to the target domain. Instead, the con-
troller find a generalized network that is optimized to the
entire dataset. Also note that even under mismatched do-
main split, the DDN still outperforms the baseline of a sin-
gle static network.
Training split Matched Mismatched Reference
T+W 39.6 38.52 38.54
T 39.3 38.08 38.05
Accuracy of a static network: 37.4
Table 7: Results of mismatched domain split. We trained
two DDNs under two domain split strategy, one divided by
time and weather (row-“T+W”), and another by time only
(row-“T”). Column-”Matched” denotes the accuracy of the
network if the domain split matches with the training splits.
Column-“Mismatched” denotes the case where we split the
evaluation dataset by “scene”. Reference denotes the accu-
racy when we feed entire dataset’s embedding vector to the
two networks.
5.3. Visualization of the weight factors
In this subsection, we visualize the weight factors. We
split domains based on “time of day” × “weather”, and
we choose 4 domains to visualize: “clear-daytime”, “clear-
night”, “rainy-daytime”, “rainy-night”.
For each specialized network, we concatenate the weight
factors of all layers from start to end into a 80-dimension
vector, and we plot the vector in Figure 5. For clearer vi-
sualization, we only plot 32 weights with the highest vari-
ance. Some interesting findings include: 1) For the same
time of day, weight factors for different weather conditions
are quite different. Similarly, with the same weather condi-
tion, weight factors for different daytime can also be quite
different. 2) The difference of weight factors do not always
follow human intuitions. For example, weight factors for
“clear-daytime” (blue curve) is very similar to that of “rainy
night” (red curve), even though both weather and time con-
ditions are different.
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Figure 5: Weight factor visualization for four do-
mains: “clear-daytime”, “clear-night”, “rainy-daytime”,
and “rainy-night”.
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Figure 6: t-SNE visualization of weight factors for different
input images on the validation set.
5.4. Data embedding visualization
Following the previous subsection, for a given domain,
we can use a weight factor vector to represent a domain.
In fact, for each image, we can also compute the weight
factors and use it to represent an image. Here, we vi-
sualize each image using its corresponding weigh fac-
tor vector. To reduce the dimension, we use t-SNE[22,
31], which is particularly well suited for the visualiza-
tion of high-dimensional datasets. We show the visual-
ization results for images taken in “clear-daytime”, “rainy-
daytime”, “snowy-daytime”, “cloudy-daytime”, “foggy-
8
daytime”, and “overcast-daytime” in Figure 6. From the
visualization, it is very clear that images from the same do-
main are projected in clusters. This verifies that the con-
troller tend to pick similar sub-networks from a DDN to
process images from the same domain.
6. Conclusion
In this paper, we propose Domain-aware Dynamic Net-
works (DDN), a novel framework to improve a deep neu-
ral network’s capacity without increasing its inference-time
computational cost. DDN is a high-capacity dynamic net-
work with each layer having multiple weights. Given an in-
put domain, DDN dynamically combines weights and gen-
erates a low complexity model specialized in the input do-
main. Thanks to the data locality, for an edge device and
within a short period of time, the domain of input data to
the edge device remains relatively stable. This allows us to
reuse the generated low-complexity model as long as the
input domain does not change. Our experiments on the
BDD100K benchmark shows that without increasing any
inference-time parameters, FLOPs, and actual latency, a
DDN can achieve up to 2.6% higher AP50 compared with
static networks and other baseline methods.
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