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L AY S U M M A RY
Experience of flow phenomena in our daily lives, such as when taking a
shower, or making a coffee, has given us an intuitive feel for the behaviour
of liquids. Still, markedly different flow behaviour that humans do not gener-
ally experience manifests when liquids flow through extremely tiny channels
or pores. Channels smaller than the width of the human hair can be manu-
factured to carry the these liquids. Due to their extremely small size, these
channels prove advantageous for handling and manipulating similarly tiny
objects, such as cells or DNA. Such channels are called micro-channels, and
the science of studying the flow behaviour in these channels is termed as
‘microfluidics’.
This thesis deals with one such microfluidic tool, called the ‘deterministic
lateral displacement’ (DLD) device, which was invented for the separation of
different types of cells or DNA. Since its advent, the DLD technique has seen
a great number of applications aimed at enrichment or separation of differ-
ent blood cells. Blood cell isolation processes play important roles in many
biological operations, e. g. in disease diagnostic tests. The thesis presents an
investigation of the DLD technique with the help of computer simulations
of red blood cells (RBCs) suspended in water flowing through DLD micro-
channel devices.
The detailed investigation includes looking at the subtle flow effects, and
studying the individual and collective behaviour of RBCs, when flowing
through the DLD device. The investigations have come up with a number
of design recommendations for improving the DLD technique. Further, the
research has pushed forward ideas that could lead to diagnostic tests on the
RBCs using this device. The research has also identified some inherent oper-
ational limitations when using the DLD technique. The results in this thesis
would help improve cell separation tasks in the DLD microfluidic device.
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A B S T R A C T
The last two decades have seen microfluidics gaining increasing interest from
the fields of medical diagnostics and bio-chemical processes, due to its im-
mense potential for point-of-care diagnostic applications. Since blood plays a
crucial role in many physiological and diagnostic processes, red blood cells
(RBCs) have been the focus of a large volume of microfluidics research. The
isolation of red blood cells and other blood components, based on the mani-
fest morphological characteristics, is required in many applications, e. g. flow
cytometry. The deterministic lateral displacement (DLD) is one such popular
microfluidic technique that has shown great promise toward cellular separa-
tions.
The DLD technique separates particles based on their hydrodynamic size.
It has been demonstrated for size-based separations down to unprecedented
size resolutions of ∼10 nm. The DLD consists of a large number of obstacle pil-
lars placed in a microfluidic channel. The layout of these obstacles is such that
the obstacle array presents a fixed angle to the average fluid flow through the
microfluidic channel. Size-based separation comes about due to steric interac-
tion of particles with the pillars. Particles larger than a ‘critical’ size are forced
to move along the obstacle array incline. The larger particles, following the ar-
ray incline, are displaced perpendicular to the average flow direction, and are
said to be on the displacement mode. Particles smaller than this critical size
flow along the average fluid flow direction, zigzagging around the obstacles.
The trajectories followed by these smaller particles are classified as zigzag
mode. Micro-particles therefore follow different trajectory modes based on
their size, eventually leading to their spatial separation. The particles are sep-
arated passively, i. e. other than the pressure drop needed to drive the fluid
flow through the DLD micro-channel, there is no need for any external forces
for particle sorting.
Numerous studies since the advent of the DLD have focussed on widening
the scope of applications covered by the technique. In this thesis, I take a more
physical approach, focussing on understanding the microhydrodynamics and
RBC dynamics within the DLD geometries. For these investigations, I have
used an in-house numerical solver that incorporates ingredients for fluid flow
solution, RBC membrane deformation, and an explicit coupling algorithm
between the two. The lattice Boltzmann method is used for obtaining a fluid
flow solution at low Reynolds numbers, and the finite element method is used
for computing the membrane energetics. The immersed boundary method
explicitly couples these two solutions with non-matching boundaries, at each
time step.
Firstly, I investigate subtle flow hydrodynamic effects through DLD obstacle
arrays. Here, fluid-only simulations uncover and map anisotropic flow per-
meability of the obstacle arrays. The research reveals that if the unit cell of
vii
the obstacle array geometrically forms a parallelogram, the array induces an
anisotropic pressure gradient normal to the average flow direction. Contrarily,
if the obstacle arrangement reflects a rotated square in its unit cell, anisotropy
is entirely absent. Such anisotropic pressure conditions in the DLD cause local
flow deviations and can lead to unintended particle motion arising from loc-
ally varying critical separation size. I find that elevated levels of such aniso-
tropy are also brought about by pillar shape design and asymmetric array
gaps. Furthermore, strategies to minimise anisotropic flow effects are pro-
posed.
The research on deformable RBC flow through the DLD tackles both single
and collective cell dynamics in these arrays. Single cell dynamics is studied
for special, non-cylindrical obstacle pillar shapes. In addition to the particle-
obstacle steric contact, dynamic RBC motion leads to effects that influence
cell trajectories in the DLD. Such effects are strongly tied to the interplay
between RBC deformability, dynamic motion (such as tumbling and tank-
treading) and the flow-field generated by the pillar shape. In certain cases,
wall-induced hydrodynamic cell migration becomes significant enough such
that the deformed tank-treading RBC undergoes displacement mode without
steric contact with the pillars. Here, migration velocity experienced by the
cells interacting with special pillar shapes causes a reversal of the phase-
bifurcation trend. The uncovering of this mechanism, opens the door for re-
search on novel DLD pillar designs that exploit wall-induced soft particle
migration.
Lastly, the research turns to collective RBC dynamics at high volume frac-
tions, in standard DLD arrays with cylindrical pillars. Here, I research the ef-
fect of increasing cell volume fraction on the displacement and zigzag modes,
with the help of appropriate statistical measures. I find that the displacement
mode suffers a breakdown at higher volume fractions, while the zigzag mode
remains robust. This has important implications for cell separation applica-
tions in the DLD, where smaller particles (e. g. platelets) need to be separated
from a dense background of RBCs and vice versa.
The investigations undertaken in this thesis identify subtle hydrodynamic
and particle effects in DLD arrays that explain previously unresolved particle
behaviour. This research should help improve the design and fabrication of
DLD devices, especially those targeted at improved separation and manipu-
lation of deformable RBCs.
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P R E FA C E
This thesis is the culmination of my four years of PhD studies at the Uni-
versity of Edinburgh. My PhD project was aimed at studying cell separation
in microfluidic geometries, particularly a technique called the ‘deterministic
lateral displacement’ (DLD). The study focussed on numerical simulations of
fluid flow through DLD geometries, with a special focus on suspended red
blood cell (RBC) dynamics. A majority of these numerical studies are aligned
with experimental investigations of the DLD by researchers at other institutes.
Coming from a background of pure numerical research, this has indeed been
an exciting opportunity.
My PhD studies have spanned multiple ‘sub-projects’, the ideas for some of
which were seeded during stimulating Skype calls with experimental invest-
igators. Others have come about from engaging discussions with my PhD
supervisor, Dr. Timm Krüger. Of course, not all of these projects have ended
up being successful, yet even these dead-ends have had an important influ-
ence on my subsequent research and academic outlook. This thesis contains
only those successful projects where the results are either published or at a
mature stage. In writing this thesis, I have tried my best to present a compre-
hensive yet readable story of the last four years of my PhD research on the
DLD, and the RBCs. Since this thesis is one of only a handful so far to use
3D computer simulations to look at microfluidic particle separations, effort
has been made here to provide sufficient details on the numerical approaches
used.
how to read this thesis
This thesis is divided into four parts, each with modular, semi-independent
chapters. Part I (Introduction) has the general motivation for this thesis in
chapter 1, the introduction to microfluidic RBC dynamics in chapter 2 and a
comprehensive review of the DLD technique in chapter 3. Part II (Methods)
presents the mathematical model in chapter 4, as well as details on the numer-
ical solvers for fluid flow, RBC deformation and their (fluid-solid) coupling
algorithm in chapters 5, 6 and 7, respectively. Part III (Research) contains
my research results. Chapter 8 investigates microfluidic anisotropy and its
consequences, chapter 9 examines RBC dynamics and migration in the DLD,
and chapter 10 studies increased suspension concentration effect in the DLD.
Part IV (Conclusions and Outlook), with chapters 11 and 12 surmises and
culminates this thesis.
All the chapters have been kept as self-contained as possible, and can be
read independently. Moreover, current ‘gaps in literature’ addressed by this
work are highlighted in section 3.5, chapter 3. Additionally, the chapter 4 sets
the bounds on the physics that is numerically modelled in this work. In gen-
xiii
eral, no set sequence need be followed in reading this thesis, and an expert on
microfluidics, RBC dynamics and numerical simulations could directly jump
to the results presented in Part III. This thesis could be useful for researchers
coming from multiple backgrounds; e. g. those investigating RBC dynamic or
experimental microfluidics or numerical flow problems. Some critical path-
ways for reading this thesis, keeping in mind the research background for
these three cases, are:
rbc dynamics : Chapters 3, 4, and 8–10.
experimental microfluidics : Chapters 2, 4, and 8–10 (if needed 5–7).
numerical simulations : Chapters 2, 3, and 8–10.
These suggestions are made merely to reduce the reading effort, but I do
hope that most of you would prefer to read this thesis from cover to cover.
Whichever route you do choose, I hope you enjoy reading this thesis as much
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I N T R O D U C T I O N
‘Broken symmetry’ is one of those fundamental ideas
that physicists like but profoundly irritates engineers
because it seems to take a simple idea and make it
sound mysterious . . .
— Sturm, Cox, Comella and Austin (2014)

1
M I C R O F L U I D I C S F O R D I S E A S E D I A G N O S T I C S
Microfluidics is the branch of fluid dynamics dealing with flow in channels




scales are of the
order of 10 to 100’s
of nanometres
fluidics (and its sister field nanofluidics) has seen successful miniaturisation
of multiple processes across diverse fields such as bio-assays, chemical syn-
thesis, drug development, single molecule manipulation etc. The advance-
ment of microfluidics has the potential to bring about the next revolution in
technology, within our lifetimes. This chapter looks at some of the reasons for
studying such flow physics at the micrometre scale, especially cell separation
microfluidics. point-of-care
A phrase indicating





Here, I try and convey the broader motives for microfluidics research, fo-
cusing on its potential for point-of-care (POC) diagnostic devices for disease
detection. In particular, the chapter looks at conventional blood tests for dis-
ease diagnosis. Taking malaria as an example, I look at how microfluidic
technologies could help deliver healthcare in regions without access to con-
ventional medical facilities. This thesis presents research on one particular mi-
crofluidic technique termed ‘deterministic lateral displacement’ (DLD), with
focus on the manipulation and dynamics of red blood cells (RBCs) in this
device. This chapter aims to present the overall motivation for this thesis,
with detailed introduction to RBC dynamics and the DLD device given in
upcoming chapters 2 and 3, respectively.
In section 1.1 of this chapter, we take a look at the current state of disease




whole country or the
world
microfluidics and its inherent adaptability for POC diagnostic devices. I then
examine microfluidic techniques for cellular separations/manipulations in
section 1.3. The final section 1.4 sets the substance of this thesis in the broader
context.
1.1 disease diagnostics
Most (if not all) of us have had the experience of having to visit the doctor
in order to check one’s state of health by getting our bodily fluids (e. g. ur-
ine, blood, saliva etc.) tested. Amongst such diagnostic tests, taking blood
samples for testing is common and important. A blood sample provides a
large amount of information about the physiological and biochemical state
of an individuals health (Ryan, 2015). Details on the body’s mineral content,
organ function, blood glucose and cholesterol levels etc., as well as identifica-
tion of external pathogens and diseases, and the effectiveness of medication
can be gauged from blood tests. For example, diagnosis, treatment and man-
agement of diseases like malaria, hepatitis or diabetes relies on accurately
measuring or identifying the bio-chemical parameter of interest (the malarial
3
4 microfluidics for disease diagnostics
Figure 1.1: Map of the world with the countries where malaria is considered endemic
as of 2016 coloured in blue. Note, that the map is not to scale. Sourced
from World Health Organization (2017a) report (©CC BY-NC-SA).
parasites, hepatitis viruses, blood glucose levels, respectively) from a blood
sample.
The traditional, well-established methods for testing blood or other body
fluids involve taking a large blood sample (millilitres in volume) and send-
ing it off to a centralised laboratory. Large sized equipment such as clinical
centrifuges, optical microscopes etc. are used to process and examine blood
samples in pathology labs, by trained clinicians. The results are then pro-
cessed and returned to the clinic, and thence to the patient. In many eco-
nomically poor countries, such centralised labs, with the necessary expensive
equipment, are inaccessible to large sections of the populace (Yager et al.,
2006). Even if sufficient investment is made in setting up such laboratories,
and in training the necessary personnel to run them, we encounter issues of
lack of basic support infrastructure, (e. g. uninterrupted electricity supply) in
order to operationalise them. Such infrastructure is unreliable or simply ab-
sent in many parts of the developing world. This scenario denies basic health-
care to a large portion of the world’s population. Bringing affordable basic
healthcare to the world’s poorest populations is one of the greatest global
challenges currently facing world leaders as well as researchers.
1.1.1 Malaria as an example. . .
In developing countries, a large number of deaths occur from treatable infec-
tious diseases simply because large sections of the population do not have
access to basic healthcare and diagnostic facilities (Yager et al., 2006). As an
example, World Health Organization (2017b) (WHO) estimates that 445, 000
worldwide deaths occurred due to malaria in the year 2016 (and 446, 000 es-
timated deaths in the year 2015). This, despite the fact that malarial treatment,
in its modern form, has been known since the 1820’s (Oliveira and Szczer-
bowski, 2009). Figure 1.1 shows the countries where malaria was considered
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endemic by WHO, as of 2016. There are four parasite species that cause mal- endemic
Refers to a disease or
condition regularly
found in a specific
population set or a
geographical location
aria in humans; Plasmodium vivax, Plasmodium ovale, Plasmodium malariae, and
Plasmodium falciparum. Of these four, P. vivax and P. falciparum are dominant,
estimated to have caused 216 million cases of malaria across 91 countries
in 2016, with falciparum malaria proving to be the deadliest (World Health
Organization, 2017b).
The traditional method of blood stain observations under an optical mi-
croscope is still the ‘gold standard’ for diagnosis of malaria in most countries




devices that are used
for rapid diagnosis,
that work on the
presence of selective
antigen affinity
able POC rapid diagnostic test (RDT) kits for identifying P. falciparum infec-
tions, have been successfully deployed in the developing world, especially in
Africa. These RDTs use immunochromatographic strips (ICS) that detect specific
antigens present in the blood due to the malarial infection and can identify
the disease within 15-30 minutes. Thus, the need for expensive and time con-




response in the body
results mostly being presented in a ’yes or no’ format, and therefore can be
easily used by semi-skilled healthcare workers.
However, challenges still remain, especially with regards to false posit-
ives/negatives in hyper-endemic regions as well as rising drug resistance
(Patankar et al., 2018). Such small portable diagnostic kits show the way for-
ward for POC healthcare devices, highlighting their benefit in the econom-
ically poor regions of the world. It is in this context of the potential of POC
medical devices, that we shall take a look at another nascent but exciting field;












Microfluidics is the study of flow phenomena at the scale of tens of microns
(micrometres) (Squires and Quake, 2005). Microfluidic devices have channels
and features from 1 to 100’s of microns in size, and carry fluid volume flow
rates in the range of 10−18 to 10−8m3/s. The flow physics at such small scales
is markedly different from what we are used to in our everyday observations.
Microfluidic devices take advantage of their most obvious attribute — their
small size — and the fact that at such small scales, the fluid flow remains lam-
inar. Microfluidic flow is dominated by viscous effects in the fluid, and can







small scales and flow characteristics for a range of applications, out of reach
for the large sized devices (Beebe, Mensing and Walker, 2002; Stone, Stroock
and Ajdari, 2004). Examples of processes that have been successfully mini-
aturised with microfluidic devices are cellular/molecular separation, chem-
ical treatment and synthesis, reaction kinetics, micro-droplet generation and
encapsulation etc. Figure 1.2 shows a few examples of microfluidic applica-
tions.
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(a) Droplet generation: T-junction (b) Droplet generation: Flow focussing
(c) Microchemostat (d) DLD micro-pillar array
Figure 1.2: Examples of a few microfluidic applications. Generation of mono-
disperse droplets using (a) T-junction geometry and (b) flow focusing
geometry. The dimensions in (a) are Wd = 50µm; Wc = 100µm, and
in (b) are Wd = Wc = 200µm; Wo = 50µm. The microscopic images
in (a) and (b) are sourced from a review by Gu, Duits and Mugele (2011)
(©CC BY). (c) A microfluidic ‘chemostat’ device, with its connecting chan-
nels traced out by coloured dye, used for studying microbial population
growth. The image is reproduced with permission from (Balagaddé et
al., 2005) (©AAAS). (d) A scanning electron microscopic (SEM) image
of a section of a deterministic lateral displacement (DLD) device. The
cylindrical pillar array structure is used for separating particles or cells
based on size. The SEM image was kindly provided by ©Keith Morton.
1.2.1 Origin of microfluidics
The remote origins of microfluidics are to be found in the chemical and biolo-
gical micro-analytical methods developed to manipulate small fluid volumes.
Whitesides (2006) pinpoints four ‘parents’ that originally nurtured and fun-
ded the now adolescent field of microfluidics; namely, molecular analysis,
bio-defence, molecular biology and microelectronics. Many early microfluidic
devices used glass and silicon, similar to their microelectronics cousins. The
pace of development and application of microfluidics technology has accel-
erated dramatically post the switch to poly(dimethylsiloxane) (PDMS) and
other engineering polymers (McDonald et al., 2000). Most of these develop-
ments are in the field of biology (Beebe, Mensing and Walker, 2002), with
applications from testing of new drugs to disease diagnostics. For the inter-
1.3 microfluidic cell separations 7
ested reader, the reviews by Whitesides (2006) and Yager et al. (2006) on the
development of microfluidics, and its potential role in public healthcare are
recommended.
1.2.2 Microfluidic point-of-care diagnostics
As seen from the example of malaria in section 1.1.1, POC disease diagnostics
techniques are already having an impact on the ground. Microfluidics shares
many of the advantages that makes these ICS techniques attractive for POC
diagnostics. Similar to ICS, microfluidic methods use small sample fluid
volumes, the devices are inexpensive to fabricate, and can be made (fully
or partly) disposable. More importantly, microfluidic chips are small enough
to fit in the palm of one’s hand making them highly portable. This means that lab-on-chip










they can be easily adapted into lab-on-chip (LOC) diagnostic systems (Stone,
Stroock and Ajdari, 2004). Such LOC diagnostic devices would still remain
small and portable. In this sense, LOC microfluidics would be more power-
ful than the current ICS RDTs used for malaria. In fact, such chips could
also integrate antigen affinity testing techniques as as part of its diagnostic
functionalities.
Such LOC devices could theoretically take all diagnostic testing out from
the centralised laboratories to the patients bedside. In the future, continu-
ous monitoring of health of patients could become possible with the help of
microfluidics. Currently, microfluidic devices are yet to realise their full po-
tential for POC disease diagnostics due to several reasons (Whitesides, 2006).
Many of these issues are slowly but surely being ironed out (Moschou and
Tserepi, 2017), though this has meant that microfluidic techniques are yet to
see their full commercial exploitation (Wyatt Shields IV, Ohiri et al., 2017). If
costs are kept low, realisation of such technologies can bring about the next
revolution in global healthcare. It goes without saying that for this to hap-
pen, continued theoretical and experimental research, as well as microfluidic
product development is imperative.
1.3 microfluidic cell separations
Selective separation of cells and bio-particles is an important step in many
diagnostic processes. Cellular separation based on morphological differences,
such as size, deformability etc. could itself be used as a diagnostic test. In
fact, the RDTs for diagnosis of P. falciparum infection discussed earlier (in sec-
tion 1.1.1) rely on immunoaffinity based separation of target bio-molecules
through capillary driven flow chromatography (Hage, 1999). Since micro-
fluidic (or nanofluidic) channels can be fabricated down to the scale of the
target cells (or molecules), microfluidic devices possess a much greater po-
tential for targeted cell separations or manipulations. Unsurprisingly there-
fore, microfluidics literature is littered with multiple types of techniques for
separating cells or bio-particles by exploiting a variety of physical effects and
forces (Salafi, Kwek Zeming and Zhang, 2017; Wyatt Shields IV, Reyes and
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Figure 1.3: Cover page from the journal “Lab on a Chip”, a leading journal of
microfluidic technologies. The image illustrates bi-modal separation of
two types of cells using a modified microfluidic dielectrophoresis (DEP)
device. The article describing the details of the microfluidic device is refer-
enced in the cover image. Reproduced with permission from ‘Front cover’
(2018) (©RSC).
López, 2015). Microfluidic particle separation devices are generally classified
based on the nature of the force employed for sorting particles.
Separation methods are also categorised based on whether or not pre-
treatment of target cells (in order to ‘label’ them) is needed. The labelling
process uses external agents such as fluorescent dyes, immunomagnetic beads
etc., that selectively mark cells of interest. On the other hand, label-free sep-immunomagnetic
Magnetic beads
which can attach to
specific receptor
antigens on the
surface of the target
cells
aration techniques are those that do not use any external labels for the target
cells, instead relying on the intrinsic deviations in cell properties (Carey et
al., 2018). Here, differences in cell size, shape, electrical impedance, deform-
ability etc. could be exploited for achieving microfluidic separation. Clearly,
for diagnostic POC applications we would prefer to have label-free sorting
device and avoid the additional overhead of cell labelling.
These label-free techniques can be further subdivided into those that re-
quire an external physical force field and those that simply rely on flow hydro-
dynamics for separation. Dielectrophoresis (DEP), magnetoelectrophoresis
(MEP), optical trapping, surface acoustic waves (SAW) etc., are some of the
non-hydrodynamic force field techniques used for cell separation. Here, the
strength and direction of the external force can be used for actively directing
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particles into required outlets. The illustration in figure 1.3 shows separation
of two cell species, in two different outlets, with the help of DEP.
1.3.1 Hydrodynamic label-free microfluidics
When no external forces or cell labelling is present, a microfluidic device
has to rely on the forces imposed by the fluid flow, in order to separate
particles (Liu and Hu, 2017). In such devices, clever microfluidic geomet-
ries are employed to bring out subtle hydrodynamic effects. Such pure hy-
drodynamic label-free sorting methods are better suited to maintain cellu-
lar viability, an important point for diagnostic tests. Some examples of such
devices are the deterministic lateral displacement (DLD), inertial focussing
(IF) hydrodynamic filtration (HF) etc. The DLD technique can be seen as a
generalisation of the HF method. Generally speaking, the IF method has a
higher throughput, while the DLD has higher resolution for particle separa-
tion.
Deterministic lateral displacement, RBCs and disease diagnosis
The DLD consists of microscopic obstacles, that pattern the fluid flow to sep-
arate particles based on size. Figure 1.2d shows a scanning electron micro-
scope (SEM) image of a section of a DLD micro-pillar array. The microfluidic
DLD device is generally operated in the Stokes flow regime, and flow rates do
not have an influence on particle separation. The DLD principle has been de-
ployed at all scales (nano, micro and macro) for particle separation. We shall
learn more about the DLD principle, as well as its applications in chapter 3.
The first DLD device was demonstrated for the separation of DNA and
micro-beads, with an unprecedented size-resolution of 10nm (Huang et al.,
2004). Since its invention, the DLD has proved to be popular for applications
involving fractionation of blood. It has been adopted for de-bulking of RBCs
from whole blood as a preprocessing step for on-chip cytometric applications.
Thus, RBC dynamics in the DLD is an important research topic. It has prac-
tical applications towards RBC separation for disease diagnostic purposes.
The rich dynamics displayed by RBCs in shear flows, such as those found
the DLD microfluidic devices, are introduced in chapter 2. Engineering the
DLD technique for detection of diseases, by taking advantage of differences
in such flow dynamics between healthy and infected RBCs, remains an open
challenge.
1.4 relevance of this thesis
Microfluidic technologies are poised to emerge as the next big disruption in
technology. Similar to the impact of electronic communication on the postal
system, these devices could potentially have the same effect on conventional
laboratory systems. It is hoped that microfluidic POC diagnostic devices
would bring about a positive transformation in global healthcare delivery
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systems. Significant difference is likely to be felt in cases where a large per-
centage of the worlds population simply misses out due to the lack of timely
disease diagnosis, even though treatment is available and inexpensive. The
mortality statistics provided for malaria in section 1.1.1 are a case in point.
This thesis hopes to be a small yet meaningful part in this global effort.
The thesis explores subtle flow effects in the DLD with and without particles.
These effects have a telling impact on the separation of particles and cells,
as well as the overall device effectiveness. The numerical investigations cover
particle-free hydrodynamic effects, as well as deformable RBC dynamics in
the DLD. There is significant interest in the microfluidic processing of blood,
and already there are a number of DLD devices that have been designed to
process blood cells for various applications.
DLD designs that take advantage of the changes in RBC deformability for
cell separation are presented. As RBC deformability changes drastically in
diseases such as malaria, sickle cell anaemia etc., this work is targeted to-
wards microfluidic disease diagnostics. In general, this thesis is aimed to-
wards better DLD design for particle separation. Active collaboration with ex-
perimental investigators, wherever possible, was sought for the realisation of
the DLD designs. The detailed breakdown of individual problems addressed
by this thesis are given at the end of the introduction (part i, chapter 3) to this
thesis.
2
R E D B L O O D C E L L D Y N A M I C S
This chapter introduces the reader to the rich world of red blood cell (RBC)
dynamics in flow. RBCs are the most numerous cells in the human body and,
as mentioned in chapter 1, of paramount importance in clinical diagnostics.
In essence, an RBC is a fluid-filled bag enclosed by a 2D closed membrane.
The RBC membrane possesses both elastic as well as fluid-like properties. closed membrane
Membrane made up
of a 2D surface that
is compact and
without boundary
RBCs are seen to display a wide range of shapes and dynamic behaviours,
both collectively as well as individually, under varying hydrodynamic and
physiological conditions. A healthy RBC generally has a characteristic bicon-
cave shape under physiological equilibrium conditions.
Since this work deals with the ex-vivo flow of RBCs in the deterministic
lateral displacement (DLD) microfluidic device, we focus on single RBC dy-
namics relevant to such flows. This chapter is geared towards helping the
reader understand the bio-mechanical basis for the mathematical model for
RBC deformation (in chapter 4) employed in this thesis and the research res-
ults involving RBCs (in chapters 9 and 10). However, this chapter is intention-
ally kept brief so as not to unnecessarily extend the length of this thesis. Still,
the chapter provides sufficient references relevant to the shape and dynamics
of RBCs in microfluidics.
The chapter is divided into three major sections. The first section 2.1 is a
short introduction on the shape and biological structure of the RBCs. The
second section 2.2 outlines the non-equilibrium shapes and the dynamics
of RBCs in shear flows. The third section 2.3 talks about the hydrodynamic
cross streamline migration experienced by RBCs in flows typical of microvas-
culature and microfluidic devices. A short concluding summary of the most
important takeaways from this chapter is provided in section 2.4.
2.1 size , shape and biology
pluripotent








other types of blood
cells, such as RBCs,
platelets etc.
Red blood cells (RBCs) (or erythrocytes) are the most abundant cell type in
the human body and the main components of the circulatory system. RBCs
develop from pluripotential hematopoietic stem cells (Narla, 2015). Their develop-
ment into mature red blood cells takes place mainly in the bone marrow and
partially in peripheral blood. During the last stages of this evolution, the cells
(specifically termed reticulocytes) lose all of their internal organelles, such as
mitochondria, nucleus etc. This leaves the mature RBC with merely an outer
membrane that surrounds an inner cellular fluid called the cytosol. The aver-
age lifespan of a mature RBC in the blood stream is around 120 days, before
their removal in the spleen. Incredibly, 1011–1012 new RBCs are produced
each day by the human body (Higgs, Roy and Hay, 2015)!
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Figure 2.1: Illustration of a nano-meter scale section of the red blood cell (RBC) mem-
brane (by Hempelmann (2009); PUBLIC DOMAIN). The bilayer arrange-
ment of the lipid molecules with the hydrophilic ‘head’ groups lying on
the outside, is seen in black and white. Most types of membrane proteins
are also seen, with some highlighted in colour. Some of the proteins such
as Ankyrin, Tropomyosin, Actin, Spectrin etc. are integral constituents of the
cytoskeleton. The cross-linked Spectrin dimer (shown in green) can store
elastic energy and gives the membrane its resistance to shear loading.
Other proteins such as Band 3, anchor the cytoskeletal proteins in the
lipid bilayer as well as perform transport function across the membrane.
2.1.1 Biological composition
Biologically speaking, the RBC structure is relatively simple; made of an outer




















The enclosing RBC membrane is made up of two coupled parts; an outer
self assembled amphipathic (predominantly phospholipid) ‘bilayer’ and an inner
elastic scaffold of polymerised proteins that supports the outer bilayer, called
the cytoskeleton. An artistic representation of a typical nano-scale section of
the RBC membrane is shown in figure 2.1. As the name suggests, the bilayer
is composed of two (uni-molecular) layers or “leaflets” of (mostly) lipid mo-
lecules, with their hydrophobic ends (or ‘tails’) pointing inwards. The lipid
bilayer is in fluid phase, behaving like an incompressible 2D fluid. Therefore
the bilayer cannot support any shear stresses and is effectively incompress-
ible. Hence, the total surface area of the RBC membrane remains strongly
conserved.
The lipid bilayer anchors an inner interlinked protein scaffold made up of
multiple types of proteins (Yawata, 2003), some of which are highlighted in
colour in figure 2.1. This inner cytoskeleton has elastic properties and there-
fore can bear shear stresses. Furthermore, the cytoskeleton and the outer
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(a) RBC SEM image (b) Zoomed-in RBC rim (c) Dimensions
Figure 2.2: The human red blood cell image and dimensions. (a) A scanning electron
microscope (SEM) (false colour) image of a healthy human red blood cell
(RBC) and (b) Zoomed-in SEM image of the rim of a RBC, showing the
globular structure (from (Bester et al., 2013); CC BY). (c) Sketch showing
the diameter and thickness ranges for a healthy RBC.
bilayer can both withstand bending loads. However, bending resistance of
the outer bilayer is much greater compared to that of the cytoskeleton, and
dominates (Gompper and Schick, 2008). The bending resistance of the bilayer
mainly comes from two comparable contributions; the (local as well as non-
local) difference in the type, and the number of lipid molecules in the two
leaflets of the bilayer. In addition to the lipid bilayer, and the cytoskeletal
proteins, the RBC membrane also hosts multiple types of ‘transport’ proteins
that serve mainly bio-chemical functions (Yawata, 2003). A few of these are
also highlighted in colour in figure 2.1. haemoglobin
Large molecule made
up of proteins and
iron, with 4 binding
sites for oxygen
molecules
The characteristic red colour of the RBC is given by a molecule called haemo-
globin dissolved in the cytosol. In fact, the cytosol can primarily be considered
to be an aqueous solution of haemoglobin. Cytosolic haemoglobin makes it
possible for the RBCs to transport oxygen from the lungs to other organs. The
haemoglobin molecule also binds to carbon dioxide given out by the tissues,
and releases it in the lungs. The cytosolic fluid viscosity is mainly decided
by the concentration of dissolved haemoglobin in it (Narla, 2015). Under nor-
mal physiological conditions for the RBCs, the intra-cellular fluid viscosity is
approximately 5 times that for the suspending plasma.
2.1.2 Shape, size and structure
A mature RBC without any external stresses displays a discoid biconcave
shape under physiological conditions. The biconcave shape is seen vividly
from a scanning electron microscope (SEM) image in figure 2.2a. The large
diameter of the RBC disk lies between 7-8µm (Narla, 2015) and the cell thick-
ness ranges between 2-3µm (Kim, Kim and Park, 2012) as shown in figure 2.2c.
14 red blood cell dynamics
The RBCs also show a variety of other equilibrium shapes, which are induced
by physiological changes such as concentration gradients in the cellular en-
vironment (Gompper and Schick, 2008). The biconcave and other equilibrium
shapes of the RBC results from a minimisation of the bending energy of the
bilayer and the elastic energy stored in the cytoskeleton, subject to fixed cell
volume and membrane surface area (Lim, Wortis and Mukhopadhyay, 2002).
We shall not go further into these shapes here, since such physiological mech-
anisms are absent in our microfluidic system.
Moreover, the RBC membrane surface area is ≈ 140µm2 and the enclosed
volume is ≈ 90fL. Therefore, the RBC membrane has nearly 43% ‘excess area’
compared to that of a membrane enclosing a sphere of similar volume. This
excess area, the lack of internal structures and the nature of the membrane
makes the RBCs highly deformable. RBCs deform by redistributing the in-
ternal volume while conserving their membrane area. This high deformab-
ility is vital for the cells to pass through extremely narrow (3µm diameter)
capillaries in the body for transporting oxygen.
Though highly deformable, the RBC membrane has been shown to possess
a ‘memory’ of its equilibrium biconcave shape (Fischer, 2004). This shape
memory means that when deforming external stresses are absent, an ele-
mental portion of the deformed RBC membrane, which was originally loc-
ated on the membrane rim, will return to the rim. Similarly an elemental
portion originally on the central dimple, returns to the dimple. That is, RBC
membrane elements have preferred positions relative to the axis of rotational
symmetry for the biconcave shape. The shape memory has been attributed to
a non-spherical stress free shape for the RBC membrane. This aspect is still a
matter of debate and ongoing research (Viallat and Abkarian, 2014).
The degree of bio-mechanical description of the RBC provided here is suffi-
cient to gain an understanding of our RBC model described in chapter 4. For
further reading one is referred to detailed descriptions of the red cell biology
by Narla (2015) and Yawata (2003).
2.2 rbc dynamics under shear
RBCs have to traverse through micro-capillaries which are as small as 3µm
and cross endothelial slits narrower than 1µm (Narla, 2015). Thus, their high
deformability is a necessary requirement for the healthy functioning of the
blood circulatory system. This inherent RBC deformability produces a rich
variety of shapes and dynamic motions in shearing flows. Two rather well
established RBC dynamic motions in planar linear shear flow are illustrated
in figure 2.3. These two classic RBC dynamic modes under simple shear were
identified in the 1970s by Fischer, Stöhr-Lissen and Schmid-Schonbein (1978)
and Goldsmith, Marlow and MacIntosh (1972). These dynamic modes are
termed as ‘tumbling’ (or ‘flipping’) and ‘tank-treading’, and are optically ob-
served in experiments by attaching micro-beads to a small portion of the RBC
membrane.
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(a) RBC ‘tumbling’ motion
(b) RBC ‘tank-treading’ motion
Figure 2.3: Illustration of (a) ‘tumbling’ and (b) ‘tank-treading’ dynamics of a red
blood cell (RBC) in linear shear flow. The RBC membrane is shown as
a black outline and the relative deformation of the membrane can be
gauged from the attached red coloured bead. (a) In tumbling, the red
bead remains in approximately the same relative position on the mem-
brane, indicating an absence of large shearing membrane deformation.
Here, the cell rotates about its centre, with its axis of rotational symmetry
in the shear plane. (b) In tank-treading, the cell deforms into an ellipsoid-
like shape, presenting a fixed inclination to the flow. In this case, the
bead revolves about the inner fluid, indicating a membrane shearing. The
membrane dynamics appears like the motion of the tread of a tank.
In RBC ‘tumbling’, the cells axis of rotational symmetry flips (or rotates)
through 360° in the shear plane as shown in figure 2.3a. The membrane does
not deform significantly in tumbling and relative positions of the membrane
elements remain (roughly) the same. At higher shear rates, the RBC mem-
brane deforms and takes up an ellipsoid-like shape, presenting a steady ori-
entation to the shear flow, as seen in figure 2.3b. Here, the RBC membrane
displays a ‘tank-treading’ motion (like the tread of a tank), in which the mem-
brane elements revolve around the inner cellular fluid with a given angular
velocity. A wheel-like ‘rolling’ RBC motion (not illustrated) has also been ob-
served at certain intermediate shear rates (Bitbol, 1986; Goldsmith, Marlow
and MacIntosh, 1972).
An early mathematical attempt at describing RBC dynamics in simple lin-
ear shear flow was made by Keller and Skalak (1982) (KS theory). They ap-
proximate RBCs as fluid-filled ellipsoidal vesicles and obtain the transition
from tumbling to tank-treading behaviour. The transition is found to depend
on the ratio of the inner to outer fluid viscosities as well as the particles shape
parameters. The KS theory has proven very influential in understanding RBC
dynamics, even though the simplified KS model fails to identify other dy-
namic modes nor predict the dependence of the tumbling to tank-treading
transition on flow shear rate.
In recent years, with the advent of microfluidic techniques, a much more
complete picture of the dynamics of RBCs and vesicles in simple linear shear
flow has emerged (Abkarian, Faivre and Viallat, 2007; Dupire, Socol and
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Viallat, 2012; Kantsler and Steinberg, 2006). The detailed experimental ob-
servations by Dupire, Socol and Viallat show a rich complexity of the RBC
dynamic modes in simple shear flow. The RBCs undergo tumbling, rolling,
spinning, swinging and tank-treading dynamics at different shear rates and
viscosity contrasts. Modified KS theories, incorporating elastic contribution
from the RBC membrane cytoskeleton, have shown greater success in ex-
plaining these intermediate dynamical motions (Abkarian, Faivre and Viallat,
2007; Skotheim and Secomb, 2007). These results expose the importance of
accounting for RBC membrane shear elasticity to capture their dynamics.
In quadratic (Poiseuille) flows, in addition to their complex dynamics, the
RBCs also display a number of characteristic shapes and clustering phe-
nomenon (McWhirter, Noguchi and Gompper, 2009). Such non-linear shear
flow conditions are always present in blood micro-circulation and also in
pressure-pump driven microfluidics. Amongst others, the two well known
characteristic shapes in Poiseuille flow are the asymmetric ‘slipper’ and the
symmetric ‘parachute’ shape. The appearance of an asymmetric stable shape
such as the slipper, in parabolic flow, is indeed surprising. Kaoui, Biros and
Misbah (2009) answer the question “why..?” the shape is stable, though a com-
prehensive understanding of the phenomenon leading to the slipper shape is
still lacking (Kaoui, Biros and Misbah, 2009). The emergence of these RBC
shapes, (e. g. parachute, slipper etc.) is influenced by the curvature of the
velocity-field, the excess area of the membrane as well as confinement by
bounding walls (Fedosov, Peltomäki and Gompper, 2014; Noguchi and Gomp-
per, 2005). A recent study suggests that the emergence of these shapes could
also depend on the initial conditions (Guckenberger et al., 2018).
In conclusion, the shape and dynamics of the RBCs in shearing flows show
a remarkable complexity and richness. These shapes and dynamics have been
shown to be governed by three major factors (Viallat and Abkarian, 2014):
• The in-plane membrane properties such as cytoskeletal elasticity, the
lipid bilayer viscosity, strong area conservation and bending resistance.
• The viscosity contrast of the cytosol with the outer suspending fluid.
• The large excess surface area of the RBC membrane relative to the en-
closed volume, and its shape memory.
2.3 hydrodynamic ‘lift’
As briefly mentioned in the previous chapter 1, a neutrally buoyant solid
spherical particle in the Stokes flow cannot migrate transverse to the flow dir-
ection, without an external push. This classic result follows from the mathem-
atical form of the Stokes equation, which possesses fore-aft symmetry for flow
around symmetric bodies, thus ruling out lateral particle migrations (Leal,
2007). However, RBCs are highly deformable and can break this symmetry
by undergoing asymmetric shape changes under shear. Hence, RBCs can ex-
perience lateral-to-flow ‘lift’ even in the Stokes flow regime. In fact, such flow
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physics is crucial for healthy blood circulation in human vasculature. In ar-
terioles and capillaries, where Stokes flow prevails, a wall induced repulsive
migration causes the RBCs to move away from the capillary walls. This cre-
ates a cell free layer close to the vessel walls, which reduces the overall flow
resistance in such vessels (Fåhræus and Lindqvist, 1931). This cell free layer
has been the subject of much research over the last century.
Olla has carried out an analytical evaluation of this wall induced cross
streamline migration velocity experienced by tank-treading particle in shear
flow (Olla, 1997; Olla, 2000). Like Keller and Skalak before, he approximates
the tank-treading RBC by an ellipsoidal particle at a large distance y away
from a stationary wall. The lateral migration velocity um due to wall induced
‘lift’1 is found to scale as um ∼ γ̇R3/y2, where γ̇ is the flow shear rate and
R the ellipsoidal length scale (or effective radius). Recent experiments with
lipid vesicles, carried out in microgravity by Callens et al. (2008), agree well
with the analytical scaling predicted by Olla.
Though the shape and dynamic behaviour has been greatly simplified in
Olla’s analysis, the study gives good insight into the lateral migration of a
tank-treading deformable RBC in shear flow. However, Olla study does not
address the dynamical behaviour of a cell very close to the wall. Theoretical unbinding
When a particle can
break free from an
attractive potential
adhering it to the
wall
scaling analysis of such dynamic unbinding of a neutrally buoyant vesicle
from a wall was carried out by Cantat and Misbah (1999) and Seifert (1999),












is a critical shear rate for cell detachment from a binding substrate (such
as a vessel wall) in linear shear flow, and find that the migration velocity
experienced post unbinding scales similarly to the analytical results of Olla.
Recent numerical simulations carried by Meßlinger et al. (2009) for a neutrally
buoyant vesicle close to the wall also agree well with the 1/y2 decay of the
lateral migration velocity.
Yet, later experimental results of Abkarian, Lartigue and Viallat (2002), ob-
tained for a negatively buoyant tank-treading vesicle, show significant devi-
ations. Here, the ‘lift’ force experienced by a non-neutrally buoyant vesicle
is found to scale as ∼ ηg(1− ν) γ̇R
3
y , where g(1− ν) is a dimensionless func-
tion of the reduced volume ν, and η is the outer fluid viscosity. Since RBCs
possess much greater complexity of shape and structure than vesicles, their
behaviour is likely to show an even greater variation. As far as I know, single
RBC unbinding from a stationary wall and subsequent cross streamline mi-
gration remains to be studied.
In addition to wall induced migration, shear gradients in flow (e. g. in
Poiseuille flow) are also known to cause vesicle migrations towards regions of
low shear (Danker, Vlahovska and Misbah, 2009; Kaoui, Ristow et al., 2008).
In microfluidic devices and in human vasculature, the bounding walls are al-
ways present and the flow features will exhibit shear gradients. This scenario
has an added layer of complexity since in non-constant shear regimes the
RBCs can assume asymmetric shapes as seen previously in section 2.2. In a
1 In this chapter, ‘lift’ is used to indicate cross streamline repulsive migration of a deformable
cell, and does not mean that there is a net force acting on the cell.
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recent microfluidic experiment, Coupier et al. demonstrate that lateral migra-
tion velocity decays as um ∼ 1/y (Coupier et al., 2008). The velocity enhance-
ment compared to the constant shear case is attributed to compounding of
flow non-linearity and wall repulsion effects. Such wall and shear gradient in-
duced ‘lift’ effects have been successfully exploited in microfluidic devices for
separation of cells based on their size and deformability (Geislinger, Eggart
et al., 2012; Geislinger and Franke, 2013).
2.4 summary
In this chapter I have briefly reviewed the rich shapes and dynamics exhib-
ited by RBCs in shear flows. The main factors determining RBC dynamics
are the viscoelastic properties of its membrane, the energy dissipation by the
cytosolic fluid and the excess membrane area relative to the enclosed volume.
RBC dynamics and shapes have a significant influence on overall blood flow
in microcirculation as well as in microfluidic applications. Furthermore, RBCs
experience ‘lift’ and undergo lateral-to-flow cross streamline migration in
Stokes flow regime, when deformed by shear flow. It is important to note
that when the cells deform and ‘tank-tread’, the classical results of Stokes
flow around an ellipsoidal rigid body do not apply, and the migration exper-
ienced by a cell close to a wall can become significant. These cross streamline
migration mechanisms are responsible for the formation of the cell free layer
in blood capillary networks. The application of such wall induced ‘lift’ for
the separation of soft bio-particles based on their size and deformability has
already been demonstrated successfully (Geislinger and Franke, 2014).
The understanding of RBC deformation, dynamics and wall induced cross
streamline migration presented here is important for our deterministic lateral
displacement application results presented in chapters 9 and 10, in this thesis.
With the advent of microfluidic devices, the study of the RBC dynamics has
seen a revival, and the current state of the art can be found in recent reviews
by Viallat and Abkarian (2014) and Vlahovska, Podgorski and Misbah (2009).
3
D E T E R M I N I S T I C L AT E R A L D I S P L A C E M E N T
In chapter 1, we have seen the applications and potential of microfluidics
for bio-particle separation, such as sorting of blood cells or DNA molecules.
The reader was introduced to the deterministic lateral displacement (DLD)
technique, the subject matter of this thesis. In this chapter, we take a de-
tailed look at the DLD. DLD is a microfluidic technique designed to separate
particles based on their size, with nanometre scale resolutions. It relies solely
on flow hydrodynamics and symmetry-breaking steric interactions between
the particles and the device geometry. This makes the technique attractive for


















popular in the field of bio-particle separations. This is mainly due to the high
separation resolution and reliability of the DLD.
Like many famous discoveries, the DLD technique was uncovered as the
result of an accident. This chapter aims to tell the story of the DLD, such that
the reader becomes familiar with the separation physics, the important applic-
ation milestones, and the challenges involved. Here, I have cited most of the
DLD literature. However, this chapter is not a DLD literature review. Also, de-
tails about device fabrication, bio-particle treatment and general device setup
and operation are not included here. Such additional details and an extens-
ive list of DLD applications can be read from McGrath, Jimenez and Bridle
(2014), a recent (tutorial) review. For a reader familiar with the DLD, this
chapter brings out the main challenges and open questions from a physical
point of view, and briefly presents the research outcomes.
We first take a short look at the rather interesting story of invention in
section 3.1. Then, we examine DLD operation physics in section 3.2, and the
various DLD parameters affecting separation in section 3.3. In section 3.4, we
cover the broad application range for the technique. In the final section 3.5,
we provide a synopsis of the open questions, which are dealt with in this
thesis.
3.1 story of invention
The deterministic lateral displacement (DLD) microfluidic technique, with
more than 20 distinct1 application spin-offs till date, was discovered by ac-
cident (Sturm et al., 2014). The first DLD separation device was developed
at Princeton University by Huang, Cox, Austin and Sturm (Huang et al.,
2004). For its time, the separation characteristics demonstrated in this new
microfluidic device were truly remarkable. Since then, the DLD has proven
1 A conservative estimate based on counting the number of papers published that demonstrate
DLD separations for different cell/particle types, as distinct applications.
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Figure 3.1: Microscopic image of an example DLD device. Multiple inlet channels,
guiding fluid and suspended particles into the device (from left to right),
are seen on the left. The obstacle array, with cylindrical micro-pillars is
to occupy the rest of the image. Here, the obstacle array parameters (see
figure 3.4) are: pillar diameter D = 12µm, the array gap G = 28µm,
array pitch λ = 40µm in both x and y directions and the lateral row
shift ∆λ = 3µm. The inclination of the array to the flow-wise x direction
is clearly discerned from the image. Image taken at Helen Bridle’s lab,
Heriot-Watt University, Edinburgh.
to be extremely influential in the field of microfluidic bio-particle separations
(Carey et al., 2018; Wyatt Shields IV, Ohiri et al., 2017; Yan et al., 2016).
The group had been working on separation of DNA molecules in micro-
fluidic diffusion ratchets, exploring asymmetric DNA diffusion modes (Duke
and Austin, 1998). For these diffusion ratchets to work, fluid flow needed
to be correctly aligned with an array of asymmetric obstacles, which meant
precise control of boundary conditions at the inlet and outlet of the device.
However, due to a few blocked inlet channels, Richard Huang had the flow
moving at an angle to the obstacle array on an average, in one of his devices.
Contrary to expectations, this error seemed to enhance flow separation rather
than diminish it (Sturm et al., 2014)! As a result of this misaligned fluid flow
‘accident’, the DLD was born (Huang et al., 2004). The top view of a typical
DLD device is shown in figure 3.1.
In the DLD, the flow inclination to the obstacle array (see figure 3.1) creates
an asymmetry in the forces experienced by particles when interacting with
array obstacles. Particles experience an additional non-hydrodynamic ‘push’
lateral to the average flow direction. For particles larger than a certain critical
size, this lateral push results in trajectories that are laterally displaced with
respected to the average flow direction. Particles below this critical size are
not laterally displaced, making size-based particle separation possible. ‘Large’
and ’small’ particle separation is illustrated in figure 3.2 and the physics ex-
plained in detail in the next section 3.2. The role of particle diffusion is com-
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Figure 3.2: Illustration for size-based particle separation in the DLD device. The
obstacle pillars are circular in cross section (dark red). The flow is from
left to right, along the x axis. Two differently sized particles are let in
through the same array lateral gap. The smaller particle (dark green) ‘zig-
zags’ around obstacles, and flows along the average flow direction. The
larger particle (light yellow) gets laterally displaced (along +y direction)
when interacting with an obstacle pillar, and follows the array inclina-
tion. Particles get separated and can be collected at different lateral (y)
positions.
pletely absent in this mechanism. In fact, separation is enhanced at higher
Péclet numbers (Pe). When Pe 1, the paths followed by the particles are de- Péclet number
The ratio of
characteristic time
for diffusion to that
for convection, over
a given length
terministic, without any Brownian stochastic noise. This gives the device an
unprecedented size-resolution and selectivity. Hence the name; deterministic
lateral displacement or ‘DLD’ for short.
3.2 dld operation physics
A typical DLD device consists of an array of micro-meter scale obstacles in
a microfluidic channel. A microscopic image of a DLD with cylindrical pil-
lar obstacles is shown in figure 3.1. The DLD ‘works’ by creating an asym-
metric bifurcation pattern of fluid flowing through the gaps between these
obstacles, as shown in figure 3.3. This flow bifurcation pattern results from
the inclination of the obstacle array to the average fluid flow direction. Size-
based particle separation is achieved by having the ‘larger’ particle cross the
bifurcating stagnation streamlines, after interacting with the pillars and flow-
ing through the gaps. In the following, we have a look at the DLD geometry,
the underlying flow pattern and then the particle-pillar interaction, in order
to understand this simple DLD principle.
We refer to figure 3.4 for the following discussion. Consider a DLD device
with an array of circular obstacle pillars, each having diameterD. The obstacle
pillar array has a pitch (or pillar centre-to-centre distance) of λ, in both
the flow-wise (x) as well as the lateral-to-flow (y) directions. Thus, the gap
between obstacles is given by G = λ−D, in both the x and y directions. In
order to break the flow symmetry and create flow bifurcations, each down-
stream row of obstacles is shifted by a certain distance ∆λ, in the y direction.
Thus, the obstacle array makes an inclination of α = tan−1∆λλ to the average
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Figure 3.3: Illustration for flow division through a DLD obstacle array. The image
shows stagnation (or dividing) streamlines (curved lines, black) obtained
using a particle-free 2D simulation. These stagnation streamlines divide
the flow into distinct flow-lanes. The number of these flow-lanes through
a lateral array gap depends on the array inclination to the flow direction.
The rectangular box (dashed line, yellow) marks one such array gap. In
our simulation we obtain 4 distinct flow-lanes through each gap. The flow-
lanes through the marked gap are numbered 1–4, and coloured (various
shades, blue). Due to the periodicity of the array, notice that the 4 lanes
cycle though, and return to their original configuration after crossing 4
obstacle rows. The labels 1–4 for each flow-lane are placed next to the
array gap at which the lane appears as the ‘first’ in terms of the lateral
y position. Therefore, each lane flows adjacent to a pillar, becoming the
‘first’ flow-lane through an array gap, every 4 rows.
Figure 3.4: Diagram showing geometric details for an example DLD obstacle array.
The flow is from top to bottom, along x axis. The left panel (a) shows an
array with a flow-wise periodicity of N = 4. This means that obstacles
in every ith row of the array (in the x direction) have the same lateral
arrangement (y positions) as those in the (i+N)th row. The right panel
(b) shows a zoomed-in region of the obstacle array. All important DLD
parameters such as the array pitch (or pillar centre-to-centre distance) λ,
the array gap G, the obstacle pillar diameter D and the row shift ∆λ
are indicated. In this example, since N = 4, the row shift fraction (RSF)
is ε = λ/∆λ = 1/N = 0.25. The array inclination is computed as α =
tan−1(ε) ≈ 14.04°.
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flow direction (x axis), as seen in figure 3.4b. The ratio, ∆λ/λ, that sets the
array inclination to flow is known as the row shift fraction (RSF) ε. Clearly,
the inverse of this ratio 1/ε = λ/∆λ, tells us the number of rows after which
the obstacles would repeat their lateral (y positional) arrangement. Therefore,
the inverse of RSF gives the flow-wise array periodicity N = 1/ε. Periodicity
N is usually selected to be an integer value in order to avoid effects which we
shall talk about in section 3.2.2.
In our example arrays in figures 3.3 and 3.4, we have chosen an array peri-
odicity of N = 4. Therefore, the array inclination is α = tan−1 = 1/4 ≈ 14.04°.
Due to this inclination, the flow through each array gap is forced to bifurc-
ate, with the major flow fraction flowing over, while the rest flowing under
the upcoming downstream pillar. The bifurcation can be identified by a ‘stag-
nation’ streamline that originates from the downstream pillars, and passes
through the respective upstream gaps, as seen in figure 3.3. Now, such bi-
furcations occur through all array gaps, leading to a large number of distinct
flow lanes being formed (see figure 3.3). If the array period N is an integer
value, the number of distinct flow lanes equals N. In figure 3.3, N = 4, and
hence four distinct flow lanes pass through each array gap. Here, the flow
periodicity matches that of the array. This regular flow patter is independent
of the flow-rate or fluid velocity in the Stokes flow regime, wherein most of
the DLD devices are operated (McGrath, Jimenez and Bridle, 2014).
We now introduce simple spherical particles in this laminar flow pattern,
as shown in figure 3.5. In the Stokes flow regime, a sufficiently small (relative
to flow features) particle is expected to simply follow flow streamlines, and
therefore remain within its flow-lane. All Flow-lanes assume the lowest lat-
eral position through array gaps every N rows, and flow adjacent to a pillar,
due to array periodicity (see figure 3.3). For a given array gap, we call this the
‘first’ lane, shown in figure 3.5a. Hence, in the DLD, a particle would have to
interact with a pillar every N rows, regardless of its starting flow-lane.
The particle-pillar contact adds extra non-hydrodynamic force terms to the
motion of the particle, thus breaking the symmetry and reversibility of Stokes
flow. The consequence of this particle-pillar interaction on the particle traject-
ory is decided by the relative particle size. As illustrated in figure 3.5b, if the
particle radius is sufficiently small, the particle mass-centre remains within its
flow lane during the particle-pillar contact, and the particle flows under the
downstream pillar. In this ‘small’ particle case, the particle always remains
in its starting flow-lane. This trajectory mode for the small particle is termed
as the ‘zigzag’ mode since the particle appears to zig-zag through obstacles,
while flowing downstream through the microfluidic channel (see figure 3.2).
However, if the particle is large enough, its mass-centre will not remain
in its starting flow lane as it flows past a pillar. The particle-pillar contact
‘bumps’ the particle into the adjacent flow lane due to the volume exclusion
effect, as seen in figure 3.5b. This process repeats at every downstream gap for
the ‘large’ particle. As a result, the particle follows a trajectory set by the array
inclination to flow. This trajectory mode for the ‘large’ particle is termed as
the ‘bump’ or ‘displacement’ mode. Here, the particle is laterally displaced
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(a) ‘First’ flow-lane (b) Particle-pillar interaction
Figure 3.5: Sketch illustrating flow division though an array gap and the size-
dependent outcome for a particle traversing the gap. In the left panel (a),
flow-lanes flowing through a representative DLD array gap (previously
marked in figure 3.3) are illustrated. For the gap shown, the foremost
flow-lane in terms of increasing lateral y position, flowing adjacent to
the pillar, is termed the ‘first’ flow-lane. The width β of this flow-lane at
the narrowest section of the gap is shown. β can be estimated by assum-
ing an equal volume flux between all flow-lanes and a parabolic velocity
profile through the gap. The right panel (b) shows the idealised outcome
for differently sized spherical particles, flowing through the aforemen-
tioned gap, after interacting with the DLD pillar. The flow-lanes are now
coloured as per the flow bifurcation over the downstream pillar; with
the ‘first’ flow-lane (lighter, blue) flowing under, and the remaining three
flow-lanes (darker, magenta) flowing over the downstream pillar. Both
particles start out in the ‘first’ flow-lane and collide with the pillar after
flowing towards the gap. This pillar interaction imposes an additional
non-hydrodynamic (volume exclusion) force on both the particles, lead-
ing to their lateral (y-directional) motion. Due to its radius being larger
than β, the larger particle (lighter, yellow) is ‘bumped’ into the adjacent
flow-lane (darker, magenta) by the pillar. However, the smaller particle
(darker, green) manages to keep its mass centre within the ‘first’ flow-
lane (lighter, blue), despite the pillar push. After every pillar interaction,
the smaller particle remains within its flow-lane while the larger particle
switches into a flow-lane flowing above the downstream pillar. This asym-
metry in particle-pillar interaction leads to size-based particle separation
(see figure 3.2).
by a distance equal to the row shift ∆λ, after travelling a distance of λ in
the flow-wise (x) direction. This simple principle was shown to achieve size-
based bi-modal separation between ‘large’ and ‘small’ spherical polystyrene
micro-beads, with an unprecedented size resolution of 10 nm (in micro-meter
sized array gaps) (Huang et al., 2004).
3.2.1 Critical separation size
In the DLD, the size at which the particle transitions from the zigzag to the
displacement mode is called as the ‘critical’ particle/separation size dpc for the
device. Naturally, predicting this critical separation size is crucial for DLD
applications. From figure 3.5a, it should be apparent that the width of the
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(Inglis et al., 2006)
d
p
c = 1.4ε0.48 (Davis, 2008)
Figure 3.6: Plot of the trajectory mode as a function of the normalised particle dia-
meter dp/G and the row shift fraction ε, measured using polystyrene
micro-beads, from the two experimental theses authored by Holm and
Davis (Davis, 2008; Holm, 2018). Filled markers indicate particle ’bump’
mode, while the empty markers indicate ’zigzag’ mode. The ‘parabolic’
theory (taking dpc = 2β, for the correct root of the equation 3.1) prediction
and the Davis empirical law (equation 3.2) estimates for the critical sep-
aration diameter are also shown. Note that all experimental data points
from the original sources have not been shown. The focus here is on data
points closer to the critical bifurcation region.
‘first’ flow-lane β, measured through the narrowest section of each array gap,
would decide the critical particle size. Since flow-lanes cyclically switch roles
through array gaps, the volume flux through each of them should be exactly
equal. Using this idea, Inglis, Davis, Austin et al. have taken the first step
towards a theoretical estimation of the critical separation size in the DLD.
Based on particle-free 2D flow simulations through the DLD geometry, they
assume a parabolic flow velocity profile through the narrowest section of each
array gap, and compute the width, β, of the ‘first’ flow-lane (Inglis, Davis,
















Assuming that particles have a negligible effect on flow-lanes, the authors
approximate the critical particle diameter as dpc ≈ 2β. Here, β is computed
as the root of the equation 3.1, such that 0 < β < G/2, for ε ∈ [0, 0.5].
Experimental results show that this ‘parabolic’ theory consistently under-
predicts the critical size for the DLD (Inglis, Davis, Austin et al., 2006). Fig-
ure 3.6 shows a comparison of the experimentally observed trajectory modes
in the DLD (obtained using polystyrene beads), from two extensive experi-
mental theses (Davis, 2008; Holm, 2018). These are compared with the ‘para-
bolic’ theory prediction. It is clear that the parabolic theory does not provide
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a satisfactory understanding of the experimentally observed particle trajector-
ies. In the absence of a clear understanding of the particle trajectory bifurca-
tion behaviour, an empirically derived equation from (Davis, 2008) is used by




and is also plotted in the figure 3.6.
The physical reasons for the mismatch between theory and experiments
are still not well understood. It has often been speculated that these differ-
ences arise due to particle presence modifying the fluid flow through array
gaps (Holm, 2018; Krüger, Holmes and Coveney, 2014). This argument is
further buttressed by the fact that the critical diameter dpc measured numer-
ically (as dpc = 2β) from 2D flow simulations (in (Holm, 2018) as well as our
own), in the absence of particles, agrees well with the parabolic theory predic-
tions. This discrepancy highlights the significance of numerical simulations,
wherein the simulated particles affect and are affected by the surrounding
fluid flow, for predicting correct particle trajectories in the DLD.
3.2.2 Mixed modes
The physics described up till now should always result in a bi-modal distribu-
tion of the particle trajectories; one along the average flow direction (zigzag
mode) and the other set by the array inclination (displacement mode). From
simple theoretical considerations Long et al. point out that this does not hold
true when non-integer array periodicities (where λ/∆λ = N is a rational frac-
tion) are used, and results in multi-directional particle trajectory modes in
the DLD (Long et al., 2008). In such cases, particles with diameters dp < dpc
can display intermediate (in-between zigzag and displacement) as well as
negative migration angles. Furthermore, such trajectories were experiment-
ally observed even when N was set to an integer value (Kulrattanarak, van
der Sman, Lubbersen et al., 2011; Kulrattanarak, van der Sman, Schroën et
al., 2010). Kulrattanarak, van der Sman, Lubbersen et al. (2011) classed these
intermediate migration trajectories as ‘mixed’ modes, since the trajectories
displayed characteristics of both displacement and zigzag modes.
The authors hypothesised that these mixed modes arose from anisotropic







is brought about by breaking the rotational symmetry of flow, either due to
the pillar shape asymmetry or the obstacle array arrangement (Kulrattanarak,
van der Sman, Lubbersen et al., 2011). In section 3.3.1, we look at the two ways
of arranging the obstacle arrays. The authors show that using anisotropic
arrays results in asymmetric flow-lane width distribution through the array
gaps. Recall that in section 3.2.1, we assumed symmetric and equal fluid
flow through all the flow-lanes. This assumption breaks down, resulting in
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particles smaller than the critical size (dp < dpc ) displaying mixed trajectory
modes.
Still, for the various kinds of obstacle shapes and array layouts used, there
is ample DLD literature where such mixed modes are not observed (Inglis,
2009; Inglis, Lord and Nordon, 2011; McGrath, Jimenez and Bridle, 2014). The
nature of this puzzle is rather subtle, and manifests as an interplay between
the applied pressure gradient direction and the resulting average flow direc-
tion, which do not remain parallel in anisotropic arrays. The chapter 8 in this
work answers this puzzle, and provides design guidelines to avoid or exploit
such anisotropic flow effects in the DLD.
3.2.3 Diffusion effects
The DLD technique was born from diffusion based microfluidic separation
devices. Therefore, it is important to understand the role of particle diffu-
sion in the DLD, especially when the application deals with nano-meter scale
particles, such as in (Huang et al., 2004; Wunsch et al., 2016). In general,
particle diffusion serves to destroy deterministic separation achieved by the
obstacle arrays in the DLD. The reason is quite simple; diffusion is a stochastic
process, that has (in the absence of obstacles) no preferential direction. If sig-
nificant, diffusion leads to greater mixing of particles in the DLD.
For particle diffusion in the DLD, two length scales are important; the ar-
ray pitch in the flow-wise direction λx and the overall length of the array.
Over these two length scales, diffusion competes with convective transport of
particles. The relative importance of these two transport phenomena is given





to convective particle transport, it can be rectified over the shorter length scale
of the array pitch by the array row-shift. However, particle diffusion over the
entire array length is always detrimental to particle separation (Davis et al.,
2006), since it leads to the spreading of particle distributions at device outlets.
A detailed analysis of diffusion and its consequences in the DLD is carried
out in (Heller and Bruus, 2008) and we do not repeat the details here. Such
stochastic Brownian motion for particles is absent from our simulations. This
is justified since we simulate only micro-meter scale DLD devices, operated at
sufficiently high flow rates. Here, particle transport by convection dominates
their diffusive motion (Pe  1), and particle migration due to diffusion is
entirely negligible.
3.3 dld parameters and their implications
In the section 3.2, we saw the simple physical principle leading to particle
separation in the DLD. In this section, we elaborate on the various DLD para-
meters of importance, and their consequences on particle separation. The
parameters of importance for a microfluidic separation device can broadly be
categorised as flow parameters, geometric (device) parameters and particle
parameters. As mentioned previously in section 1.3.1, the DLD is operated

















Figure 3.7: The two types of obstacle array layouts; (a) the parallelogram layout and
(b) the rotated-square layout. The parallelogram layout is obtained by
shifting the downstream obstacle rows by ∆λ in the +y direction. The
rotated-square layout is obtained by inclining a Cartesian square arrange-
ment of pillars to the flow direction by angle α. Note the differences in
the ‘unit cells’ (with sides λa and λb) in the two layouts.
in the Stokes flow regime, and there are no inertial effects causing particle
migration. This flow regime constraint has been violated in certain experi-
ments, where the DLD has been tested at moderate Reynolds numbers (Dincau,
Aghilinejad, Kim et al., 2017; Lubbersen, Dijkshoorn et al., 2013; Lubbersen,





forces in fluid flow
fore, in all our simulations we assume the Stokes flow regime to be satisfied
in the DLD. The flow (or particle) Reynolds number (or, the parameters char-
acterising flow) is therefore not relevant. Accordingly, we focus attention on
the device geometry and the particle parameters.
3.3.1 Obstacle array layout
Setting the array inclination to average flow direction is critical for DLD oper-
ation, as explained in section 3.2. There are two alternative ways of aligning
obstacle arrays to flow, shown in figure 3.7; the parallelogram layout (fig-
ure 3.7a)2 and the rotated-square layout (figure 3.7b). The obstacle array dis-
cussed previously in section 3.2 was laid in the parallelogram layout. In this
layout, each downstream row of obstacles is laterally shifted by a certain dis-
tance ∆λ. This creates an array inclination to flow given by α = tan−1(∆λ/λx),
where λx is the centre-to-centre pillar distance along the flow-wise x direction
(also see figure 3.4 and detailed description in section 3.2). This array layout
is so named because the array ‘unit cell’ forms a parallelogram (with sides,
λa > λb), as seen in figure 3.7a.
2 In DLD literature the term ‘rhombic layout’ is a popular alternative designation for the paral-
lelogram layout (Holm, Beech et al., 2011; McGrath, Jimenez and Bridle, 2014; Zeming, Salafi
et al., 2016). I favour the latter, for the sake of descriptive correctness and clarity.
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The obstacle array can also be inclined to the flow by employing rotated-
square layout, as was done in the original DLD paper (Huang et al., 2004).
Here, the obstacles are laid out with their centres forming a square Cartesian
grid, and the entire grid is then rotated with respect to the average flow
direction, to give the inclination α. The array ‘unit cell’ in this case forms
a square (with sides, λa = λb), inclined to the flow direction, as seen in
figure 3.7b. If the array inclination and gap size are set equal in both the lay-
outs, the two are ideally expected to produce equivalent particle separation
outcomes. However, in reality, the flow in certain DLD devices with the par-
allelogram layout is afflicted by anisotropic permeability and particle mixed
modes (see section 3.2.2), while no such mixed modes have been reported
with the rotated-square layout (Kulrattanarak, van der Sman, Lubbersen et
al., 2011).
In all our previous discussions on the DLD obstacle arrays, we have con-
sidered the array pitch to be equal in the lateral to the flow-wise directions,
i. e. λx/λy = 1. In most DLD devices, this ratio remains unity (McGrath, Jime-
nez and Bridle, 2014). Changing the ratio λx/λy adds another free parameter
to the DLD geometry considerations. As seen in figure 3.7, this would also
change the array ‘unit cell’ sides ratio λa/λb, and therefore the size of the lat-
eral to flow-wise obstacle gaps in the DLD. The ratio λx/λy influences flow
anisotropy (Kulrattanarak, van der Sman, Lubbersen et al., 2011), as well as
particle trajectories (Zeming, Salafi et al., 2016) in the DLD. We devote the
chapter 8 to study the effect of the DLD array layout and the associated geo-
metric parameters on anisotropic permeability and consequently on particle
trajectories.
3.3.2 Pillar shape and device depth
The symmetric cylindrical pillar shape has come to be the standard design
for DLD array obstacles (McGrath, Jimenez and Bridle, 2014). It is natural to
expect that moving away from the cylindrical pillar shape would influence
the flow pattern, the critical particle size and consequently the separation
behaviour. Loutherback, Puchalla et al. have used these ideas to design arrays
with asymmetrical triangular pillars to break the flow symmetry and produce
true irreversible ratcheting effect (Loutherback, Puchalla et al., 2009). Also,
the authors have demonstrated reduction in the critical separation size in the
DLD, with these triangular pillars (Loutherback, Chou et al., 2010).
Recently, array post shape engineering was shown to significantly enhance
red blood cell (RBC) lateral displacement in the DLD (Zeming, Ranjan and
Zhang, 2013). Here, Zeming, Ranjan and Zhang produced an obstacle shape
to exploit RBC tumbling dynamics in the DLD. Concurrent with our work,
post shape engineering is emerging as a major branch within DLD research
(Kabacaoglu and Biros, 2018; Ranjan et al., 2014). This is especially true for
separation of complex bio-particles such as RBCs (Au et al., 2017; Beech, Ho
et al., 2018; Henry, 2017; Zhang, Henry et al., 2015). Numerical investigations,
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such as the present, are expected to feature prominently in these studies in
the future.
DLD device depth H (along the z direction in figure 3.7) is another geomet-
ric parameter that has not received much attention in the literature. The ratio
of the device depth to the array gap (H/G) governs whether the flow field
can be treated as essentially 2D, or consideration needs to be given to the
presence of top and bottom device walls. So far, device depth has been used
as a means to constrain the degrees of freedom (of motion) for asymmetrical
particles such as the RBCs (Beech, Holm et al., 2012; Krüger, Holmes and
Coveney, 2014). Changing the device depth is seen to have considerable effect
on the dynamics of RBCs, influencing their trajectories in the DLD (Henry et
al., 2016). In the present work, we have utilised both, the pillar shape design
as well as the device depth, to exploit RBC orientation and deformable beha-
viour (chapters 9 and 10).
3.3.3 Particle effect
The theory for predicting particle separation is developed solely on particle-
free fluid flow through obstacle arrays (section 3.2), even though running
DLD devices without particles is rather pointless. This has often been cited
as the source of the discrepancy between parabolic theory predictions and the
experimentally observed particle trajectories in the DLD (Davis, 2008; Holm,
2018; Krüger, Holmes and Coveney, 2014). A particle traversing through a
DLD device is expected to modify the ambient flow field, which could poten-
tially explain the observed discrepancies (see figure 3.6). Furthermore, it has
been experimentally observed that the critical size in the DLD is limited to
dc ≈ G/5 (Davis et al., 2006). Below this limit particle separation is not pos-
sible, since all particles display the zigzag mode, howsoever small the array
inclination.
In the absence of clear theory that captures such experimental variations,
simulation studies become crucial. Simulation work based on passive advec-
tion of finite-sized particles by the fluid flow (Dincau, Aghilinejad, Hammers-
ley et al., 2018) would inherit the aforementioned mismatch in predicted and
observed particle trajectories. In the simulations in this thesis, the motion of
particles is bi-directionally coupled to the fluid flowing through the DLD.
Hence, my simulations are fundamentally better suited to correctly capture
the subtle particle effects on flow-lanes, and consequently on particle traject-
ories in the DLD.
Additionally, the DLD principle is geared towards highly dilute systems
(Huang et al., 2004). The lateral displacement of particles relies on isolated
particle-pillar interactions. In reality, experiments always use a suspension
of particles through the DLD, usually diluted with buffer streams (Davis et
al., 2006). However, processing higher particle concentrations can be crucial
in certain cases, such as for rapid isolation of rare cells/bacteria from blood
(Wyatt Shields IV, Reyes and López, 2015). This problem has not received
much attention, but experimental observations suggest that particle separa-
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(a) ‘in-plane’ (b) ‘upright’ (c) deformed
Figure 3.8: Schematic for visualising the effect of the instantaneous orientation and
deformation of an RBC on the location of its mass-centre as it traverses
past a DLD pillar. The right panel (a) shows an RBC crossing a cylindrical
DLD pillar gap by presenting its largest radius (rRBC) to the pillar. This
RBC orientation is referred to as ’in-plane’. The middle panel (b) shows
the RBC crossing the same pillar gap, oriented to present its thickness to
the pillar. This RBC orientation is ’upright’ relative to the DLD, and thus
presents a much smaller cross section flowing through the gap. The left
panel (c) shows a highly deformed RBC flowing past a pillar. In spite of
its ’in-plane’ orientation, the deformed RBC to appears smaller in cross
section, and its mass-centre is closer to the pillar wall than rRBC.
tion at higher volume fractions becomes increasingly difficult in the DLD
(Davis et al., 2006; Lubbersen, Schutyser and Boom, 2012). We investigate
this effect in chapter 10, and establish the mechanism for separation failure
at limiting particle concentrations.
3.3.3.1 Particle morphology
As seen in figure 3.5b, particle trajectory mode in the DLD depends on
whether the particle mass centre switches flow lanes when colliding with an
obstacle pillar. For non-spherical bio-particles like the RBCs, this interaction
depends on their instantaneous orientation in the microfluidic device. And,
if the particles deform significantly, their trajectories would further depend
on their deformability. These points are illustrated in figure 3.8, for an RBC
interaction with a single DLD pillar. Since most bio-particles are deformable
and possess complex shapes, their DLD trajectory modes would results from
a combination of these effects. At this level of complexity, simple theoretical
models such as those from Inglis, Davis, Austin et al. (2006) become ineffec-
tual.
As seen in the previous chapter 2, RBCs possess complex anisotropic shapes
and are highly deformable under physiological conditions. In DLD arrays,
RBC shape and orientation plays a deciding role in selecting its trajectory (Beech,
Holm et al., 2012; Henry et al., 2016; Holm, Beech et al., 2011). Depending on
the device geometry and flow conditions, RBCs can orient to present their
larger diameter or their smaller thickness to the flow through the array gaps,
as seen in figures 3.8a and 3.8b respectively. Thus, RBCs can undergo zigzag
or displacement modes in same DLD geometry. RBCs are also highly deform-
able and this adds another degree of freedom to their dynamics influencing
RBC trajectory mode in the DLD, as seen in figure 3.8c. The RBC can display
a rich variety of dynamic behaviour in confined shear flows (see chapter 2).
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Such dynamic effects have recently been shown to have significant influence
on RBC trajectories in the DLD (Henry et al., 2016).
Therefore, in addition to size, particle shape and dynamic behaviour can
be exploited towards segregating particle populations. As seen in chapter 1,
such sorting, of say RBC populations, has the potential to be an early indic-
ator of an individual’s health (Beech, Holm et al., 2012). Our simulations can
reproduce the rich dynamic behaviour of the RBCs in DLD arrays. Hence, we
explore RBC dynamics in the DLD, leading to innovative DLD pillar designs
for deformability sensitive separation (chapter 9).
3.4 overview of applications
The DLD has been successful over a broad range of applications for size-
based particle sorting. This section aims to highlight the wide range of DLD
applications, paying special attention to bio-particle separations. The refer-
ences provided here do not exhaustively cover all DLD applications till date,
and these can be gleaned from recent review articles in (Antfolk and Laurell,
2017; McGrath, Jimenez and Bridle, 2014).
3.4.1 Size-based cellular separations
The DLD was established to be a high-resolution separation technique, with
the first paper demonstrating the sorting of micro-meter scale polystyrene
beads down to a resolution of 10 nm (Huang et al., 2004). Interest immedi-
ately turned to blood cell separations; with Zheng et al. showing separation of
larger white blood cells (WBCs) from smaller RBCs (Zheng et al., 2005). Sub-
sequently, in what has proven to be an influential paper for DLD designs, the
inventing group at Princeton demonstrated blood cell fractionation as well as
artificial plasma skimming from freshly drawn human whole blood with two





Since then the DLD has been used for multiple applications involving bio-
materials, such as separation of epithelial cells from fibroblast cells (Green,
Radisic and Murthy, 2009), isolation of parasites from human blood (Holm,
Beech et al., 2011), fungal spore purification (Inglis, Herman and Vesey, 2010)
and sorting and enrichment of circulating tumor cells (CTCs) from blood
(Liu, Zhang et al., 2013; Loutherback, D’Silva et al., 2012). In fact, the DLD
has proven to be a popular choice for cellular enrichment or depletion, as
as a pre-step for other other microfluidic routines (Jiang et al., 2017; Zhang,
Green et al., 2012). Being a label-free and passive technique, the DLD has
been shown to maintain viability of cell populations post separation (Campos-
González et al., 2018; Loutherback, D’Silva et al., 2012; Zhang, Green et al.,
2012). The success of the DLD is not just limited to beads and bio-particles;
size-based droplet sorting with and without cellular encapsulation has been
demonstrated (Jing et al., 2015; Joensson, Uhlén and Svahn, 2011; Tottori and
Nisisako, 2018). Such encapsulation combined with separation can enable
cellular assays and other single cell studies.
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In recent years, the DLD design has been tweaked for high particle through-
put (Loutherback, D’Silva et al., 2012), and the bottleneck of slow flow rates
has been overcome with the help of device parallelisation (Fachin et al., 2017;
Inglis, Lord and Nordon, 2011). This makes the technique apt for sample pre-
paratory protocols (Karabacak et al., 2014). Being a continuous flow method
and requiring tiny sample volumes, the technique can be readily integrated
as a preparatory step for cytometry (Civin et al., 2016). Already, preparatory
operations such as cellular labelling, washing, lysis, and subsequent organ-
elle extraction have all been successfully demonstrated with the DLD (Chen,
D’Silva et al., 2015; Morton et al., 2008). Additionally, cytometric analytic
operations for detecting morphological changes, which manifest as cell size
alterations, have also been demonstrated with the DLD (Inglis, Davis, Ziezi-
ulewicz et al., 2008; Inglis, Morton et al., 2008).
3.4.2 Sub-cellular separations
In their paper original paper, Huang et al. also demonstrated Escherichia coli
chromosomal separation in the DLD (Huang et al., 2004). Passive separation
of such cellular constituents would mean progress towards on-chip cellular
biopsies. The cellular organelles are generally in the sub-micron range, and
present a greater challenge for separation in the DLD. In this range, the separ-
ation of cancer cell derived micro-vesicles from heterogeneously shed vesicle
population has been demonstrated (Santana et al., 2014). Recently, fabrication
of nano-meter scale DLD devices has allowed for the separation of cellular
exosomes and colloids in the DLD (Wunsch et al., 2016). However, nano-scale
DLD devices have not gained as much popularity as their micron-scale coun-
terparts (Salafi, Kwek Zeming and Zhang, 2017). At the nano-meter scale the
operating Péclet numbers cannot be made very large, and diffusion tends to
ruin separation efficiency (Kim, Wunsch et al., 2017). In the present work, we
limit ourselves to micro-meter scale devices without particle diffusion, and
therefore always operate in the large Péclet number regime (Pe 1).
3.4.3 Beyond size — particle deformation and rotation
Despite the added complexity in predicting cellular trajectories (as seen in sec-
tion 3.3.3), cell deformability and complex morphology could come in handy
for diagnostic applications. Using morphologically altered RBCs, Beech, Holm
et al. have shown that the outlet distribution of RBCs, processed through the
DLD, could potentially provide a ‘fingerprint’ of the health state of an in-
dividual (Beech, Holm et al., 2012). This microfluidic mapping of RBC out-
let distributions in the DLD relies on their altered deformability leading to
differing RBC trajectory modes, where stiffer particles tend to move on the
displacement mode (Holmes et al., 2014; Krüger, Holmes and Coveney, 2014).
Here, the deformed RBC cross section acts as the effective particle size, when
traversing the array gap (Krüger, Holmes and Coveney, 2014).
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In addition to deformation, dynamic motion of particles has significant ef-
fect on their trajectory modes in the DLD. Recently, Rotation or tumbling of
discoid-shaped RBCs and rod-shaped bacteria was shown to enhance their
lateral displacement in the DLD (Zeming, Ranjan and Zhang, 2013). The au-
thors used post shapes engineered to induce such rotational motion (Ranjan
et al., 2014; Zeming, Ranjan and Zhang, 2013), which has led others to employ
similar approaches to exploit anisotropies in the shape of target bio-particles
(Au et al., 2017; Beech, Ho et al., 2018). Furthermore, Henry et al. demon-
strated that RBC dynamic motion could also induce a change in its trajectory.
The authors used higher fluid viscosities in order to achieve tank-treading
induced pillar-wall repulsion for the RBCs (Henry et al., 2016). Separations
based on complex RBC dynamics and deformability in the DLD is a nascent
fast-evolving field, which could potentially be exploited for blood diagnostics
and assays, especially for diseases that tend to alter RBC membrane stiffness
(Tomaiuolo, 2014).
3.4.4 From bench-top to bedside. . .
Over the last decade, the DLD technique has seen many successes. The use
of the DLD for depletion of RBCs from blood for CTC enrichment has now
been well established (Karabacak et al., 2014). In fact, plastic disposable DLD
devices that can pre-process blood samples, and speed up cytometric rare
cell analysis have been fabricated (Civin et al., 2016). Holm, Beech et al. have
recently showcased a DLD microfluidic chip that can be operated with a
hand-held syringe, making the system portable and easy-to-use (Holm, Beech
et al., 2016). Indeed, the success of the DLD is leading to the adoption of the
technology for cellular separations, enrichment and processing by many com-
mercial microfluidic enterprises (Campos-González et al., 2018; GPB Scientific
2018; Karabacak et al., 2014; Wyatt Shields IV, Ohiri et al., 2017). However, it
would be premature to call the DLD an “established” method yet as many
unanswered questions still remain.
3.5 open questions
Over the last few years, the DLD has grown into one of the most popular tech-
niques for passive label-free microfluidic separation of bio-particles. However,
despite the successes, many open questions still remain, mostly concerning
the presence and dynamics of particles in the DLD. In the following, we list
all the research questions that this thesis answers, along with brief notes on
the previously known literature and our subsequent findings. These open
questions have all been previously discussed in this chapter (in sections 3.2
and 3.3). The research presented in this thesis brings out knowledge crucial
for the maturation of the DLD technology.
1. In the first study, the issue of array anisotropy leading to mixed tra-
jectory modes is investigated. As mentioned in section 3.2.2, mixed
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modes have been observed in certain the DLD devices while not in
others. Kulrattanarak, van der Sman, Lubbersen et al. hypothesise that
these mixed modes arise due to array anisotropy of the parallelogram
layout (Kulrattanarak, van der Sman, Lubbersen et al., 2011). However,
an investigation into the nature of the problem is missing. Current un-
derstanding is based on non-integer flow periodicities caused by asym-
metric flow-lane distribution through array gaps (Kulrattanarak, van
der Sman, Schroën et al., 2010; Long et al., 2008). Still, it is not know
why particles in other DLD devices employing the parallelogram lay-
out remain unaffected by anisotropic mixed modes. In chapter 8, we
thoroughly investigate the anisotropy effect in the two types of DLD
layouts, and find that the parallelogram layout suffers from anisotropic
permeability. We give a clear phenomenological understanding of the in-
herent parallelogram array anisotropy and identify the design features
causing anisotropic flow effects. These should help device manufactur-
ers avoid or exploit particle mixed modes in anisotropic arrays.
Independently and almost at the same time as us, Kim, Wunsch et al.
have also studied DLD anisotropy, mapping asymmetry between the
flow-field periodicity and the geometric array periodicity, in the par-
allelogram layout (Kim, Wunsch et al., 2017). However, they did not
look at the rotated-square layout, or the effect of non-cylindrical pil-
lar shapes. Their findings are in excellent agreement with ours, and
provide an alternative perspective on the problem. It is indeed curi-
ous how science has the uncanny habit of arriving at the same finding
through independent researchers, yet at almost the same time.
2. The motion of deformable objects through the DLD is a highly challen-
ging problem for both experimental as well as numerical researchers.
In particular, the motion of deformable RBCs through the DLD is a
compelling problem, as discussed in section 3.4.3. Unsurprisingly, this
has drawn the attention of several investigators in the last few years
(Henry, 2017; Holm, 2018; Kabacaoglu and Biros, 2017). The motivation
for these studies come from the desire to exploit the DLD device for
blood cell separations and diagnostics, potentially leading to Lab-on-
Chip and point-of-care medical devices.
The dynamics of RBC motion through the DLD is rich and complex
(Henry et al., 2016). Our full 3D DLD simulations, with two-way coup-
ling of deformable RBC motion with the flow-field, are well suited to
resolve such complexity. Building on the work in (Henry, 2017; Zem-
ing, Ranjan and Zhang, 2013), we investigate RBC dynamics in DLDs
with complex pillar shapes, with an eye on engineering shapes that are
sensitive to RBC deformability. Exploiting RBC dynamics and wall in-
duced cross streamline migration, we engineer devices that can reverse
RBC trajectory modes, solely by altering the pillar shape. The numerical
results of this work are presented in chapter 9.
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3. Finally, we investigate the effect of high particle volume fraction on
the DLD technique. Experimental results for particle suspension separ-
ation in the DLD have been reported previously in (Lubbersen, Boom
and Schutyser, 2014; Lubbersen, Schutyser and Boom, 2012). Though, a
systematic investigation of the physical mechanisms involved has not
been done. Again, RBCs are our particles of choice in this study, due
to sizeable experimental interest and practicality. The choice of RBCs as
particles lets us change the effective particle size in the DLD simply by
changing RBC membrane deformability (Krüger, Holmes and Coveney,
2014).
I find that the displacement mode is highly susceptible to a breakdown,
when the particle volume fraction is moderately increased. The zigzag
mode on the other hand remains robust even at high particle concentra-
tions. The reason for this behaviour stems from the increased particle-
particle collisions at higher particle concentrations. These collisions af-
fect zigzag and displacement modes asymmetrically, highlighting the
inherent differences in the two trajectory modes. Our findings are in
good agreement3 with the experimental work in (Lubbersen, Schutyser
and Boom, 2012). The findings of this study are presented in chapter 10.
These results are important for the design and realisation of DLD sys-
tems operating at high particle volume fractions, such as lab-on-chip
systems using undiluted blood.
The task of designing, optimising, and understanding particle modes in
the DLD has so far been dominated by experimental endeavours. This work,
is one of the few in this field that have been lead by theoretical and numer-
ical investigations. Nonetheless, I have worked closely with experimental col-
laborators to understand and design DLD arrays. In particular, the research
undertaken in answering the questions 1,2 and 3 has been supported by ex-
perimental collaborations and evidence. However, I shall not report these
experimental findings in this thesis, unless absolutely necessary. The reader
is requested to refer to my recent publications on this topic for details on the
same.
This chapter concludes the introduction to the work in this thesis. Next,
I shall give the reader a detailed look at the mathematical and numerical
models that have enabled this work.
3 The simulated and experimental systems are not exactly comparable. The experimental results
in (Lubbersen, Schutyser and Boom, 2012) are obtained at moderate Reynolds numbers (2 <
Re < 34), while our work is confined entirely to the Stokes flow regime (Re 6 1).
Part II
M E T H O D S
In the lattice Boltzmann method, “non-linearity is
local, non-locality is linear” . . .
— Sauro Succi (attribution stated in-quotes)
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M AT H E M AT I C A L M O D E L
In this chapter we review the mathematics necessary to describe the twin
foundations of this thesis; microfluidic flow and particle deformation. The
deterministic lateral displacement (DLD) microfluidic device as well as the
particle types under investigation have been introduced previously, in chapter
3. Continuum equations are deployed to detail both the phenomena of fluid








device, we have the famous continuum Navier-Stokes (NS) equations. And in
the case of the particle, we use energy models in order to obtain the deform-
ation state. Both these phenomena are strongly coupled to each other though
their “mutual” boundary conditions.
Each particle in the DLD is represented as a 2D deformable solid mem-
brane, completely enclosing a fluid volume. The membrane deformation strain-
energy model used here, was originally proposed for the deformation of
a healthy red blood cell (RBC) (Skalak, Tozeren et al., 1973). However, the
model adapts well for polystyrene micro-beads, which are rigid and spher-
ical. Here, a closed spherical membrane with a high value of stiffness is used,
such that the particle deformation scale becomes negligible.
The mathematical model presented here makes no assumptions about the
type of device employed (DLD), and is general enough to be applicable to any
applications involving fluid flow and deformable particles. In this chapter we
are intentionally succinct, and the reader is referred to detailed texts such as
(Batchelor, 2000; Chakraborty and Mitra, 2011; Gompper and Schick, 2008;
Temam and Miranville, 2005) for the fundamentals, origins and theory of
the equations contained herein. That being said, the reader should find this
chapter a useful starting point for all the “numerical methods” chapters (5, 6
and 7) that follow.
The current chapter serves as a repository for all the mathematical equa-
tions that we shall tackle numerically. Thus, the present chapter sets the
bounds on the physics contained in this thesis. The first section 4.1 in the
chapter deals with the mathematical notation employed, the second section 4.2
is a refresher on the fundamental equations of fluid flow and the third sec-
tion 4.3 presents the equations governing particle membrane deformation.
4.1 mathematical notation and preliminaries
In this section we briefly outline mathematical symbols and conventions used
in this chapter, as well as in the rest of this thesis. Tensors and vectors are
indicated by using bold font letters, mainly when written in-line with the
text (e. g. the stress tensor σ or the velocity vector u). For numbered equations
however, the index notation for representing tensors of any rank is preferred.
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The index notation is a useful way to denote vectors and tensors in math-
ematics. In this work, a general tensor component is written subscripted (or
indexed) with Greek letters (e. g. σαβ or uα). Since we are in 3D Cartesian
space with the the axial coordinates given by (x, y, z), a tensor component
along a specific direction is obtained by replacing these in place of the Greek
letters (e. g. y-directional stress σβy, x-directional velocity ux). Any letter (or
symbol) with non-Greek subscripts other than the letters x, y or z, is not
deemed as a tensor object.
4.1.0.1 Einstein summation convention
An important advantage of using the index notation is its use with the “Ein-
stein summation convention”. Under the Einstein summation convention,
if an index appears twice in a term (and is not otherwise defined), that
term has to be summed over all possible values for the repeated index (e. g.
uβσαβ = uxσαx + uyσαy + uzσαz). Expressing general tensor operations
such as dot product, full tensor contraction, pre/post transpose multiplica-
tion etc., becomes unambiguous and straightforward with this rule.
4.2 equations of fluid flow
In this section, we look at the equations governing fluid flow in general and
the DLD specifically. Due to the micro-meter length scales and (relatively)
small pressure gradients involved, liquid flow through microfluidic devices
(such as the DLD) is generally incompressible and laminar (Chakraborty and
Mitra, 2011, Chapter 5). Hence, the incompressible mass and momentum con-
servation equations can sufficiently describe the physics of fluid flow through
the DLD. In numerical works, these two equations are generally referred to
as the Navier-Stokes equations (Batchelor, 2000).
Needless to say, in devices employing magneto-electric fields or heat trans-
fer, additional equations describing the relevant physics (electromagnetism,
energy conservation) are required in the flow model (Chakraborty and Mitra,
2011; Pamme, 2006). DLD devices employing external electromagnetic forces
or heat transfer are rare, as discussed in section 3.4. Also, DLD operationisothermal




is practically isothermal; i. e. frictional heat exchange between the fluid and
device walls is negligible. The flow through a DLD is driven with a pres-
sure gradient (chapter 3) and this negligible frictional heating has next to no
impact on the fluid flow field. Therefore, we do not need the energy conser-
vation equation.







where, u is the fluid velocity at at position x in the flow.
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where ρ is the fluid density, p is the hydrostatic pressure, µ is the dynamic
viscosity of the fluid and f is the volumetric body force density acting on
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compressible form without the bulk viscosity term. Since we have assumed
the fluid to be Newtonian and isothermal, the dynamic viscosity µ appears
outside the double derivative in the equation 4.2.
For solving an incompressible system with constant density ρ, which is
the case for flow through the DLD, the NS equations above are all we need.
However, as we shall see in the chapter 5, the lattice Boltzmann method used
for solving the NS equations is in fact mildly compressible, and ρ varies
slightly. We therefore need an equation relating ρ to either p or u, to obtain a
closed system of equations. In our isentropic and isothermal case, this closure
relation is,
isentropic
A process in which
the system entropy
remains constantp = c
2
sρ, (4.3)
where, c2s is the speed of sound in the fluid medium. Equation 4.3 is called
an equation of state for the fluid (Batchelor, 2000).
4.2.1 Boundary conditions
Before moving on to the boundary conditions needed to solve the NS equa-
tions above, we briefly remark upon the equivalence of the pressure gradient
term (−∂p/∂xα), and the force density term fα in the momentum equation 4.2.
For a purely pressure driven flow without any external body force, the pres-
sure gradient at any position, can be split into an average term taken over the
fluid domain, and a local variation term. Considering pressure driven flow
through a straight micro-channel, the average pressure gradient times chan-
nel length should equal the imposed pressure drop across the channel. The
average pressure gradient can therefore be seen as a body force that drives
the flow along the direction of decreasing pressure, in pure pressure driven
flows. Conversely, a flow driven solely by a volumetric body force f (such as
gravity) can be mimicked by one which is driven by an equivalent average
pressure gradient imposed via inlet-outlet boundaries.
We take advantage of this equivalence for simulating pressure driven fluid
flow through the DLD. Most experiments use syringe pumps to push fluid
through the DLD channel. The resulting fluid flow is due to the pressure drop
generated across the channel. We mimic this pressure driven flow in the DLD
with an external constant body force density f.
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We use the periodic boundary condition for simulating relevant DLD sec-
tions, since, in the DLD, particle separation is achieved with flow over peri-
odic obstacles. This condition can be written as u(xα) = u(xβ), where the
inlet boundary is at xα and the outlet boundary is at position xβ. Hence, un-
like in experiments, we do not need to specify pressure values at the inlet
and outlet boundaries of a DLD device.
This leaves us with the DLD side-channel walls and the particle-fluid inter-
face. The no-slip velocity boundary condition is needed for both the stationary
DLD channel side walls as well as the particle-fluid interface moving within
the fluid. This boundary condition can be written as u = uw, where theno-slip




subscript ‘w’ indicates a solid wall or interface.
4.3 particle deformation model
In this thesis, the type of particles simulated are limited to two choices; hu-
man red blood cells (RBCs) and polystyrene micro-beads. Both these particles
are modelled as fluid-filled capsules, enclosed by a 2D deformable mem-
brane. In the adopted mathematical model, the 2D membranes can undergo
finite shear, area dilation and bending deformation. The membrane model
also allows for conservation of the total membrane surface area and enclosed
volume.
The mathematical model for membrane deformation is primarily devised
for simulating RBCs, which have complex shape mechanics in confined flows
(Noguchi and Gompper, 2005). Additionally, since experimentalists extens-
ively employ spherical (polystyrene) micro-beads for DLD devices character-
isation, we also simulate these using the same model. The micro-beads are
modelled as spherical capsules enclosed by a 2D deformable membrane, but
with membrane material parameters chosen such that particle deformation is
negligible.
In the deformation model, the internal membrane stresses are linked to the
membrane energy state (Gompper and Schick, 2008). Separate energies are
defined for shear, local area dilation, bending, total surface area deviation
and total enclosed volume deviation. The total membrane energy is assumed
to have reached a minimum, with no internal membrane stresses when the
particle reaches its undeformed (equilibrium) shape. This equilibrium shape
is pre-defined (for both particles types), and provided as an input condition.
Membrane deformation leads to change in its energy state. Consequently
shape (equilibrium) restoring internal (shear and normal) stresses emerge
within the membrane. Since our particle model is designed to replicate RBC
deformation mechanics, it is instructive to take a brief look at RBC biology
previously discussed in section 2.1.1.
4.3.1 RBC membrane equilibrium shape
Our membrane energetic model requires a pre-defined equilibrium shape as
input condition, in order to compute deformation stresses. In reality, for a
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Figure 4.1: The left panel (a) displays a computer generated image of an undeformed
equilibrium RBC membrane. Half the RBC is made transparent in order
to highlight its biconcave cross section (seen in black). The right panel (b)
illustrates elastic strain deformation of an infinitesimal membrane area
element. The undeformed sides dX and dY of an infinitesimal rectan-
gular membrane patch (dashed line, light pink) change to dX′ and dY′
(dotted line, red), when the RBC undergoes elastic strain deformation.
Stresses generated from this deformation are tangential to the deformed
membrane element.
given osmolarity of the suspeding solution, this equilibrium RBC shape mani-
fests such that the membrane energy reaches a minimum (Lim, Wortis and
Mukhopadhyay, 2002). Under normal physiological conditions, the equilib- osmolarity
Referring to the total
number
(concentration) of
solute particles in a
litre of solution
rium shape is (mainly) seen to be biconcave discoid. We assume that the fluid
flowing through the DLD has the physiological osmolarity condition at all
times, and therefore the RBCs assume the equilibrium biconcave shape shown
in figure 4.1(a), when undeformed. This axisymmetric biconcave shape was
measured by Evans and Fung using interference microscopy, and is given as





















where the RBC profile in the z direction is given as a function of the azimuthal
radius rφ =
√
x2 + y2. The RBC is azimuthally symmetric, with z(rφ) as the
axis of rotational symmetry. Since the RBC is discoid in shape (see figure 4.1),
the (x,y) directions are the in-plane directions, while the z direction is along
the thickness of the RBC. For an in-plane maximum RBC radius of R0 =
3.91 µm, the constants in the equation 4.4 are given as c0 = 0.81 µm, c2 =
7.83 µm and c4 = −4.39 µm. These parameters set a maximum RBC thickness
of 2.56 µm and a minimum thickness in the centre of 0.81 µm. In this work,
this equilibrium shape is assumed without any internal pre-stresses.
The total thickness of the RBC membrane is of the order of O(10−8) meters,
while the diameter of the RBC is of the order of O(10−5) meters. Therefore,
the RBC membrane can be safely assumed 2D. The structure of the poly-
mer proteins that make up the cytoskeleton as well as the lipid proteins that
make up the bi-layer is of the order of O(10−8). Therefore, at the micron
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scale the RBC membrane can be simulated with an isotropic smooth continu-
ous 2D material (Gompper and Schick, 2008). The 2D membrane material
properties should reflect both the fluid bilayer (incompressibility and bend-
ing resistance) and elastic cytoskeletal (stretch and shear elasticity) characters,
described in the continuum limit. A scaling comparison of the relative import-
ance of the membrane shear and bending resistances gives an “elastic length
scale” for the RBC membrane as ∼ 0.3 µm (Gompper and Schick, 2008). This
means that at length scales above ≈ 0.3 µm, the membrane elastic stresses (if
present) dominate those from bending, and tend to decide the (local) mem-
brane shape. We shall discuss both of these in detail, in the following sections.
4.3.2 Membrane strain deformation
The elastic strain behaviour of RBC membrane material is modelled with a hy-
perelastic deformation law. A hyperelastic material is one whose stress-strain
relationship is defined based on an elastic energy density functional (Temam
and Miranville, 2005, Chapter 5). The elastic energy functional, εs, describes
the change in local energy density of the material due to the local strain in the
material. An energy based relationship between stress and strain allows for
easy description of non-linear deformation behaviour, such as those of biolo-
gical membranes. Of course, the chosen functional form of the elastic energy
density should be able to correctly reproduce experimentally observed ma-
terial behaviour under strain.
The strain (or the stretching and shearing) of material points on a 2D mem-
brane can be captured mathematically by the deformation gradient tensor. In
general, if material body points at initial coordinates X get deformed to a co-
ordinate space X′, we can write the displacement vector space for all material













1 ;α = β
0 ; otherwise
The tensorD contains information about the deformation state of the mem-
brane, this information comes contaminated with rigid body rotations of the
material points. Neither is the tensor D guaranteed to be symmetric, a short-
coming for defining the stress-strain energy density relationship.
For an isotropic material, the stress-strain relationship should be independ-
ent of coordinate rotations or shifts in the origin. Therefore, the eigenvalues
{λ1, λ2} (2 for the 2D membrane) of the deformation gradient tensorD are the
true indicators of the strain in the membrane. The eigenvalues are equal to
the principal stretch ratios for 2D planar deformation of the RBC membrane,
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where, dX and dY are the sides of an infinitesimal rectangular patch on the
undeformed RBC membrane, and dX′ and dY′ are the corresponding sides of
the rectangle after deformation.
4.3.2.1 The Skalak law
For deformable bio-membranes, the stress-strain relationship remains linear
only in the small deformation regime. But, for the RBC membrane, the ratios
{λ1, λ2} could scale as high as ∼ 2 (Gompper and Schick, 2008). Thus, the
use of linear stress-strain relations cannot be justified, and the large strain
(or finite deformation) theory comes into the picture (Temam and Miranville,
2005, Chapter 17). The standard approach in such cases is to make use of the




(DγαDγβ − δαβ), (4.7)
such that, in the small strain limit, we get results similar to those from the (lin-
ear) Engineering strain definition. The (first) term G = DTD in equation 4.7
decides the amount of strain in the material. Also, it is G (also termed the
right Green-Cauchy strain tensor) that makes the strain tensor rotationally
invariant and symmetric.
Like eigenvalues, the invariants of the tensor E also remain invariant under










2}, could be used instead of the eigenvalues of D, to indicate the state
of strain in the membrane. Therefore, the strain energy functional can be
defined as a function of these invariants εs(I′1, I
′
2).
Starting from a similar argument, Skalak, Tozeren et al. first redefine these




2. This is done in order to directly
relate the area dilation strain λ21λ
2
2 =
dA′/dA, to the second invariant, such that
when there is no local area dilation, the second invariant I2 = 0. Here, the
dA′ = dX′dY′, and dA = dXdY are the infinitesimal post and pre deformation
areas, respectively (see figure 4.1(b)). area dilation
strain
Ratio of deformed















2 − 1. (4.9)
The transformed first invariant I1 relates to the hydrostatic component (or
mean strain) of the strain tensor, while the second invariant I2 relates to the
local area dilation.
With the intent to strongly penalise local area dilation strains (as the RBC
membrane is practically incompressible), Skalak, Tozeren et al. proposed the









for the RBC membrane strain energy functional εs. Here, κs is the elastic
strain (covering normal and shearing deformation) modulus and κα is the
(local) area dilation modulus, for the membrane.
Thus, both the membrane cytoskeletal shear resistance as well as the area
dilation strain resistance of the membrane bilayer are taken into account. This
form for the strain functional is usually (but not officially!) called the “Skalak
law”. We shall not go into the other strain energy constitutive models in use
for modelling the membrane of the RBC such as (Navot, 1998; Ramanujan
and Pozrikidis, 1998). Notably, it has been shown that the Skalak law is the
most appropriate hyperelastic constitutive relationship for describing the de-
formation of a RBC membrane (Dimitrakopoulos, 2012).
4.3.3 Membrane bending deformation
The initial ideas on the bending resistance of RBC membranes were proposed
by Helfrich in the year 1973. In fact, this was a first of its kind (and remark-
able for the time!) attempt to explain the experimentally observed equilib-
rium RBC shapes, based solely on membrane bending energetics (Deuling
and Helfrich, 1976; Helfrich, 1973). Helfrich used an elastic bending energy
formulation with a “spontaneous” curvature term.
When all points on the RBC membrane attain their spontaneous curvatures,
the bending energy is at its minimum. Since we are only interested in the vari-
ation of the bending energy, this minimum value can be arbitrarily defined.
Computations are simplified if we choose this value to be zero. Thus, the total










where, κb is the membrane bending modulus. Here, H0 gives the spontan-
eous curvature, a local invariant property of the RBC membrane. H(r) is
mean curvature of the membrane surface at position r defined with respect
to the centroid of the membrane. The mean curvature can be computed as
the trace (or the first invariant) of the curvature tensor as, tr(C)2 = 1/2(C1(r) +
C2(r)). Here, {C1(r),C2(r)} are the principal values of curvature. These are re-
lated to the principal radii of curvature, {R1,R2}, as Ci = 1/Ri(r) for i = {1, 2},
at membrane position r.
Though this form of bending energy is popular in numerical works for
quantifying the bending resistance of the RBC membrane, it neglects two
other contributing terms. The first of these is the Gaussian curvature contri-
bution to the bending energy given as κG
∫
K(r)dA . K(r) is the Gaussian
surface curvature and is given by the determinant (or the second invariant)
of the curvature tensor as, K(r) = Det(C) = C1C2. Fortunately for us, this
contributing term remains invariant in cases where the surface is smooth and
the surface topology does not change (Gompper and Schick, 2008). In this
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work, the closed RBC membrane always remains closed (topology invariant).
Thus, the contribution from the Gaussian curvature term to membrane bend-
ing energetics is zero.
The other significant term that enters the calculation for the bending energy
comes from a difference in areas between the two leaflets of the membrane
bilayer. This area difference is a result of differences in the number of lipid
molecules between the outer and inner leaflets. The form of this energy con-
tribution turns out to be non-local, and is not captured by an equation of the
form 4.11.
Since the bending contribution from arising from the bilayer area differ-
ence is ignored in our formulation, we shall not discuss it further. The reader
is referred to (Gompper and Schick, 2008, Chapter 2) for an extensive dis-
cussion on the same. Neglecting this contribution adds a systematic error
to the bending energy computations in our simulations. However, as seen
earlier, the equilibrium RBC shape is pre-defined by equation 4.4, and for non-
equilibrium shapes, the elastic shear stresses should dominate the bending
stresses at membrane length scales greater than ∼ 0.3 µm. Therefore, this sim-
plification is not a major concern. Indeed, a similar approach has been taken
by many researchers for reasons of computational simplicity and efficiency
(Doddi and Bagchi, 2009; Ghosh et al., 2006; Kraus et al., 1996; Pozrikidis,
2001; Pozrikidis, 2003).
4.3.4 Area and volume conservation
This section is concerned with the energy equations governing the variation
of total membrane surface area and enclosed volume. At this point, the reader
might be slightly surprised to find yet another section on area conservation.
The membrane area conservation should ideally be handled by the local area
dilation term (term with κα) in the equation 4.10. However, in order to hold
the total surface area nearly constant (as needed for the RBC membrane), we
would have to use a large value for the area dilation modulus κα. Though
such a value can be motivated from physiological considerations, it leads
to numerical difficulties in explicit solution algorithms such those employed
here. Therefore, we can define a global area conservation energy EA with a







where, A0 is the total surface area of the underformed membrane, and A
is the total area after membrane deformation. κA is the area modulus for
the RBC membrane, whose value can be measured from RBC deformation
experiments (kA ≈ 0.5 J/m2).
As mentioned in section 4.3.1, changes in the shape and volume of the RBC
are driven by changes in the osmolarity of the suspending solution (Yawata,
2003, Chapter 2). Therefore, the RBC volume is strongly conserved under nor-
mal physiological conditions, with constant osmolarity. By normal physiolo-
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gical conditions, we mean that the cell is suspended in an isotonic fluid, when
used in the DLD. I have not yet come across any DLD devices using RBCs andisotonic




employing non-isotonic solutions with concentration gradients. Therefore, I
have not incorporated such gradients in the fluid model.
However, as we shall see in chapter 7, the numerical scheme for coupling
the membrane-fluid motions does not guarantee fluid volume conservation.
This shortcoming can lead to particle volume drift; a gradual change in the
volume of the particle over time, purely due to numerical artefacts. We over-
come this issue by defining a harmonic energy potential for global particle







where, V0 is the total volume of the undeformed particle and V is the particle
volume after deformation. κV is the volume modulus, whose true physical
value can be motivated from osmotic pressure driven RBC volume change.
However, in our model κV is artificial, and set purely based on numerical
considerations. In fact, for the sake of numerical stability, the values of κA
and κV are set to ≈ 1000 times lower than their physiologically correct coun-
terparts. Still, we make sure that the total area and volume of the RBC (and
micro-beads) does not vary by more than 1% (Krüger, 2012).
This concludes our discussion on the various energies computed from
membrane deformation. We can write all energy contributions towards the
total membrane energy EM as,
EM = ES + EB + EA + EV , (4.14)
where, the total elastic strain energy ES is computed by integrating over the
entire membrane surface, i. e., ES =
∮
εsdA.
4.3.5 Principle of virtual work
In this final section, we turn to the method for obtaining the local stresses
(or forces) generated due to membrane deformation. We employ the prin-
ciple of virtual work to compute the local membrane forces from each of the
corresponding energy modes in equation 4.14 (Temam and Miranville, 2005,
Chapter 15). This principle can be written as,principle of virtual
work
The (virtual) work












where, ∂/∂r indicates taking a gradient over a small virtual displacement, and
F(r) is the local force, at membrane location r. The superscripts {S,B,A,V}
differentiate between membrane force components arising separately from
membrane strain, bending, total area and volume energies, receptively.
5
F L U I D F L O W – L AT T I C E B O LT Z M A N N M E T H O D
In this chapter we shall go over the fluid flow solver employed in this thesis.
We use the lattice Boltzmann method (LBM) for obtaining a fluid flow solu-
tion in microfluidic devices. Unlike most conventional computational fluid
dynamics (CFD) solvers, the LBM does not directly solve the well known
mass and momentum balance equations of continuum fluid dynamics; i. e.
the Navier-Stokes (NS) equations. Instead the LBM solves the discretised
Boltzmann equation, which has origins in the kinetic theory of gases. The
macroscopic fluid variables that satisfy the NS continuum equations are sub-




density, velocity of a
fluid
In chapter 4, we have seen that we would need a capable NS solver in
order to numerically analyse the deterministic lateral displacement (DLD).
The aim of this chapter is for the reader to get a “feel” for the LB method for
obtaining flow solutions in the DLD devices and serves as a brief introduction
to the LBM for fluid flow. Towards this end, we shall emphasise the modelled
fluid dynamics, rather than rigorous mathematical or numerical intricacies of
the LBM. The code employed for this thesis is entirely derived from the LBM
implementation by Krüger (2012), and the finer details of the implementation
can be found therein. This gives us a validated and streamlined LBM code.
At the end of this chapter the reader should have gained an understanding
of the basics of the LBM and the reasons for its choice.
This chapter begins with an overview of the LBM in section 5.1. Some ideas
from the kinetic theory useful for understanding the LBM, are discussed in
section 5.2. The core of the numerical LB scheme is discussed in section 5.3,
and the initial and boundary conditions are presented in section 5.4. The
implementation of external forces is described in section 5.5. The methods
used to recover the NS solution from the LBM are briefly discussed in section
5.6. We conclude the chapter with a few remarks in section 5.7.
5.1 overview
Though the LBM has been around for a while, it is not as old as most of the
conventional CFD methods that discretise the NS equations directly. The LBM
was born in the late 1980s, out of lattice gas cellular automata (LGCA) methods








sequent years, the LBM has matured; tackling a wide variety of problems,
as seen in (Chen and Doolen, 1998). For example, LBM has been employed
for problems as far afield as those in biological flows (Ouared and Cho-
pard, 2005), porous media flows (Spaid and Phelan, 1997), multiphase and
multicomponent flows (He, Chen and Zhang, 1999; Martys and Chen, 1996),
heat transfer modes (Dixit and Babu, 2006; Vernekar and Mishra, 2014; Wang,
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Wang and Li, 2007), turbulent flows (Yu, Girimaji and Luo, 2005), acoustics
(Viggen, 2014) well as relativistic hydrodynamics (Mendoza et al., 2010).Reynolds number
Ratio of time scales
for momentum
transport by
diffusion to that by
convection in fluid
flow
Adapting the LBM to solve such a wide spectrum of applications has meant
that some added complexity is incorporated into the base LB scheme. How-
ever, even the simplest implementation of the LBM performs admirably at
low Reynolds numbers and can handle complex geometries with greater ease
than conventional CFD techniques. Therefore, the LBM has gained popular-
ity for investigations of bio-suspension and microfluidic flows (Aidun and
Clausen, 2010; Zhang, 2011). In this thesis, we employ what is probably the
simplest isothermal LBM implementation for effectively solving the incom-
pressible NS equations.asymptotic
Approaching a
certain value as a
limit, i. e. as a
limiting case
As the name suggests, the LBM does not discretise the NS equations dir-
ectly. In the LBM, an asymptotic solution to the NS equations is obtained by
discretely solving the Boltzmann equation with a simplified collision operator.
The discretisation is carried out with the sole intent of recovering the macro-
scopic variables of the NS equation. The Boltzmann equation is capable of
describing matter at both the molecular and macroscopic scales. When the
Knudsen number is small, the Boltzmann equation can be used to describe
macroscopic continuum fluid behaviour. These ideas have roots in the Kin-
etic theory, which gives a statistical meso-scale description for fluids (Jeans,
1940). It should be noted that though the LBM solves the Boltzmann equa-
tion discretely, it does not solve for the evolution of the Boltzmann equation;
i. e. information at the molecular level is lost in this discretisation, and only












In the case of dense particle suspension flows such as those investigated
in this thesis, the LBM computation time scales linearly with the number
of particles. Another major advantage for the LBM is the intrinsic parallel-
isability of its algorithm. This is because, in the LBM, most of the “heavy”
computations are done locally at every discrete node, and do not need in-
formation from the neighbour nodes in the fluid domain. The only non-local
step in the LB algorithm is linear, and computationally “light”.
Additionally, the LBM bypasses the need to solve a Poisson equation for
pressure, the main culprit for numerical difficulties in conventional CFD. The
LBM remains mildly compressible, even when solving for the incompressible
NS equations, and the pressure is obtained from an equation of state.
5.2 ideas from kinetic theory
In this section we shall familiarise ourselves with some basic ideas from the
kinetic theory of mono-atomic gases (Chapman, 1952). Kinetic theory is a
statistical description of gas motion, linking the macroscopic continuum fluid
properties to the discrete molecular picture of a fluid. The variables discret-
ised and solved for in the LBM, are grounded in the kinetic theory descrip-
tion of matter. Macroscopic variables such as fluid velocity u and density ρ
are then “recovered” (or computed) from the LBM solution, using the kin-
etic theory. In order to understand the LBM solution algorithm, it is therefore
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Figure 5.1: Visualisation of (a) macro, (b) meso and (c) molecular scales. In the left
panel (a) an arbitrary flow at the macroscopic level of detail is shown.
Here, fluid properties such as velocity u and density ρ can be perceived
by the human senses. If we zoom-in sufficiently into this flow, we shall
eventually see individual molecular motions. This is shown in the right
panel (c), with the molecular mass mi and velocity ξi for a molecule
with index i. The middle panel (b) represents a description of the flow
somewhere in between the macro and molecular scales; the meso-scale.
Here, the flow properties are described by a meso-scale variable f , which
incorporates information about the molecular velocities ξ along with that
from the macroscopic mass density ρ. Variable f is the generalisation of
mass density ρ, and represents the distribution of matter with molecular
velocities in the neighbourhood of ξ at a given spatial location.
very important to grasp these concepts rooted in the kinetic theory. Hence, we
digress from the LBM to spend some time over these ideas and the variables
brought along.
5.2.1 Macroscopic, meso-scopic and molecular worlds
In our everyday experience, we are intuitively familiar with the macroscopic
description of fluids. We can define properties such as fluid velocity u and
fluid density ρ that are tangible to the human senses (as in figure 5.1(a)). Fur-
thermore, we could also correctly describe the same fluid as a collection of a
large number of individual molecules with mass mi and corresponding mo-
lecular velocities ξi (i indicating molecular id). This is the molecular picture
of a fluid as seen in figure 5.1(c).
The kinetic theory takes a somewhat middle path between these two ex-
treme views. The fluid is described in terms of a new variable called the
density distribution function (or particle population) f . Instead of tracking
the mass and velocity of each and every molecule, we now record the prob-
ability distribution of the fluid mass density, as a function of the molecular
velocity ξ and the position x, and define the function f(x,ξ, t). Variable t in-
dicates the time dependence for f . Since this description lies somewhere in
between the macroscopic and molecular descriptions, it is often termed as
a meso-scopic description of fluids (illustrated as a coarse grained molecular
velocity contour-scatter plot in figure 5.1(b) for visualisation purposes only).
Before looking at the connection between f and the macroscopic variables,
we shall first understand the physical meaning of the quantity represented by











Figure 5.2: Cartesian axes of the physical and velocity sub-spaces used for defining
the meso-scale particle populations f . The 3D physical space dimensions
are shown on the left. At any location x in the physical space, we can open
an imaginary infinitesimal window and observe the molecular motions.
The 3D velocity space dimensions used to plot the molecular mass against
their velocities ξ are shown on the right. The molecular mass distribution
mapped in this 6D space (termed the phase-space) determines the particle
populations f , at any given time t.
f . We refer to the figure 5.2 for the following discussion. Consider a fluid with
density ρ(x, t) and velocity u(x, t) marked with Cartesian axes. Let us say that
we are at position x in the fluid, sitting inside an infinitesimal physical volume




us give ourselves a special (imaginary) probe, that lets us “see” the velocity of
each and every molecule inside the volume d3x. With the help of this probe
we can map a Cartesian velocity sub-space (ξx, ξy, ξz) at x (shown on the
right in figure 5.2), and plot all the observed molecular velocities ξ against
the number of molecules possessing them. Soon, a plot of the distribution of
molecular mass, for every possible molecular velocity direction builds up in
the 3D velocity space at x. The infinitesimal velocity volume d3ξ now contains
the fraction of molecular mass at physical location x (inside an infinitesimal
physical volume d3x) that possesses the velocity ξ (strictly a velocity between
ξ and ξ + dξ). This mapping is now termed as our distribution function
f(x,ξ, t); defined as the mass density of fluid particles at position x with
molecular velocity ξ at time t. Thus, we have obtain a meso-scopic picture of
the fluid.
5.2.2 Macroscopic variables and the distribution function
In this section we state some “rules” that help us go from the distribution
function description to the macroscopic variables. These rules follow nat-
urally from the definition of the distribution function in the previous sec-
tion 5.2.1.
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For the first rule, we have,
ρ(xα, t) =
∫
f (xα, ξα, t)d3ξ. (5.1)
The equation 5.1 simply states that we would obtain the physical mass
density if we sum over all of the possible velocities for the density distribution
function, at any physical location x. Referring to the figure 5.2, this operation
amounts to computing the total mass distribution in the entire velocity space
inside the infinitesimal physical volume d3x, to get the mass density at x.
As above, we can also sum the total molecular momentum distribution,
given by (fξ), over the entire velocity space at any location x. This should








ρ(xα, t)uβ(xα, t) =
∫
ξβf (xα, ξα, t)d3ξ. (5.2)
Combining the equations 5.1 and 5.2, we can obtain the macroscopic fluid
velocity u at location x.
Similarly, the macroscopic total energy density of the fluid can be com-
puted as,




ξβξβf (xα, ξα, t)d3ξ, (5.3)
where, E is the total energy per unit mass. Here, the total molecular energy
equals the translational molecular energy (ξ ·ξ/2), and we neglect contribu-
tions from the vibrational and rotational energies of the molecule.
It can also be shown that the specific internal energy e(x, t) (per unit mass)
can be computed as (Viggen, 2014), specific internal
energy
energy of a system
due to the molecular




vβvβf (xα, ξα, t)d3ξ. (5.4)
Here, the molecular velocity ξ has been decomposed as ξ = u + v. The
velocity v is deviation of the molecular velocity ξ from the macroscopic flow
velocity u, at any position x. v is called the “peculiar” velocity of the fluid
molecules.
The equations 5.1–5.4 link the meso-scopic distribution function to the mac-
roscopic variables and are called the moments of the distribution function f .
These moments are distinguished by their “order”, given by the number of
velocity terms multiplied with f inside the integral.
5.2.3 The equilibrium distribution function
In this section we look at the value of the distribution function when the fluid
is in equilibrium. We know from dynamics that molecular collisions would
tend to distribute the molecular energy evenly. For example, a fluid held in
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a container and left to itself, eventually reaches equilibrium because of local
molecular collision driven re-distribution of energy. Based on our earlier as-
sumption that we consider only the translational energy of molecules (sec-
tion 5.2.2), collision would therefore tend to distribute molecular velocities
evenly in all directions about their mean.
Hence, when a fluid reaches equilibrium, we can assume that all peculiar
velocity directions are equally probable due to the isotropic collision process.
That is, the peculiar velocity v is distributed with spherical symmetry about
the mean velocity u. At equilibrium, we can assume that the distribution
function is a function solely of the peculiar velocity v. This equilibrium distri-
bution function was first found by Maxwell for a mono-atomic gas (Maxwell,
1867) and can be written as,







where, the superscript ‘eq’ denotes equilibrium, R is the gas constant, T the
absolute temperature of the gas and ρ the density of the gas. Later, Boltzmann
derived the same via statistical mechanics, and showed it to be unique. There-
fore equation 5.5 is also known as the Maxwell-Boltzmann distribution. In the
LBM, the equilibrium distribution function comes in handy for modelling the
process of molecular collisions.
5.2.4 The Boltzmann equation
Boltzmann also proposed an equation describing the evolution of the dis-
tribution function (or particle populations) with time. This equation is the














= Ω(f ), (5.6)
where, f is the body force density (defined per unit volume of the fluid).
Here, Ω(f ) is called the collision operator, governing the change in f due to
molecular collisions. This change should takes f towards equilibrium (feq).
Ω(f ) can be seen as a source term in the equation 5.6, causing f to evolve over
time.
It can be easily shown that by taking the zeroth, first and second order
moments of the equation 5.6 (i. e. using equations 5.1– 5.4), we can obtain
the macroscopic mass, momentum and energy conservation equations, re-








conservation equation 4.1. Taking the first moment of equation 5.6 gives the
momentum conservation equation. However, this equation is in the general
Cauchy momentum form (and not the NS equation 4.2 we need), where the vis-
cous stress tensor depends on the form of the distribution function. We shall
tie this loose end after discretising the Boltzmann equation, and “recover”
the required incompressible NS momentum equation 4.2.
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5.3 the discretised lb equation
In order to solve the Boltzmann equation numerically, we must first discretise
it; i. e. we want to obtain the values of f at discrete set of points in time and
space. We know (from the discussion in 5.2) that f is defined over a 7D space
{x,y, z, ξx, ξy, ξz, t}. This means that in addition to the temporal and physical
dimensions, the discretisation of the equation 5.6 needs to be also carried out
over the velocity dimensions (unlike conventional CFD methods).
Historically, discretisation of the velocity space in the LBM followed nat-
urally from that in the LGCA methods (Wolf-Gladrow, 2000). This can also
be done through a mathematically rigorous route, using Hermite polynomial
series expansion as well as Gauss-Hermite quadrature rule to obtain the dis-
crete velocity set ξi (Shan, Yuan and Chen, 2006). Here, ‘i’ indicates the index
for a finite set of velocities that discretise the velocity space. After discret-
ising the velocity sub-space, we then discretise the physical and temporal
space using the method of characteristics. In the following discussion on the
discretisation of the Boltzmann equation we shall assume that there are no
external forces (f = 0) or mass sources present. We handle forces separately
(section 5.5).
5.3.1 Discretisation of velocity space
The route to discretise the velocity space starts with the known analytical
form of the equilibrium distribution function (equation 5.5). The procedure
in short is; express feq as a Hermite polynomial series expansion in ξ. The
coefficients of this series appear as integrals over the velocity space and can
be evaluated using Gauss-Hermite quadrature rule. Application of Gauss-
Hermite quadrature rule for integral evaluation gives us the discrete velo-
cities ξi and corresponding integration weights wi, such that the algebraic
weighted summations remain exactly equal to the analytical integrations1.
The first three of the series coefficients turn out to be very similar in form
to the moments of the distribution function. Hence the Hermite polynomial
expansion for feq is truncated after the first three coefficients. The truncated
equilibrium distribution feq can now reproduce the macroscopic moments
(equations 5.1– 5.4) exactly when evaluated at the discrete velocities ξi with
weights wi (as a consequence of the exact coefficient evaluation). A similar
procedure is followed for the distribution function f to get the same set of dis-
crete velocity and weights pairs, that also satisfy the first three moments of f .
The complete and mathematically heavy discretisation procedure is presen-
ted explicitly in (Krüger, Kusumaatmaja et al., 2017, Chapter 3).
The discretised velocities and corresponding weights obtained from the
above procedure are termed as a velocity set {ξi,wi}. This set depends on the
total number of discrete velocities chosen and the dimensional constraints
on these velocities. In LBM parlance, a velocity set and the resulting velocity
1 Note that here we talking about integrals in the coefficient terms for the Hermite polynomial
expansion (not shown in this chapter), and not the moment integrals in equations 5.1–5.4!























Figure 5.3: Visual representation of the D3Q19 velocity set. The D3Q19 uses 19 dis-
tinct velocity directions in 3D to discretise the velocity space. Velocity
directions along the three majoy axes (in grey, bottom left) are shown as
(black) solid-line arrows. The non-axial velocity directions are shown as
dashed (coloured) arrows. The D3Q19 possesses 3 groups of co-planar
velocities, with 6 velocities in each group. Theses 3 orthogonal (mutually
and to the axes) planes are shown in the same colour as the in-plane
non-axial velocity components. The velocity directions are labelled with
their respective indices. The “rest” velocity with zero velocity magnitude,
solely indicated by the index 0.
space discretisation is almost always denoted as DdQq, where d and q are
placeholders for the number of physical dimensions and total number of
discrete velocities chosen, respectively.
We employ the D3Q19 velocity set (with 19 velocities, in 3D) shown in
figure 5.3. It turns out that for the D3Q19 velocity set (as well as for a few
other frequently used sets) we get an unwieldy factor of
√
3 for the velocities
ξi. Here, we go for another simplification, and absorb this factor into the
definition of the molecular velocity, scaling all velocities as ci = csξi, where
cs = ∆x/
√
3∆t. The new re-scaled velocity set ci is entirely in terms integer
velocities, adapting nicely to boolean programming. The complete D3Q19
velocity set employed in this thesis is given explicitly in table 5.1. Interestingly,
it can be shown that cs = ∆x/
√
3∆t gives the speed of sound in the D3Q19
velocity discretisation (Viggen, 2014).
The equilibrium distribution function (equation 5.5) along the velocity dir-
ection ci for isothermal flows can now be approximated in terms of Hermite
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where δαβ is the Kronecker delta. Following the syntax of equation 5.7 for
the velocity direction indicated by index i, the discrete distribution function
can be written as fi and the collision operator as Ωi.
So far, we have seen that the discretisation of the velocity space was carried
out such that the macroscopic variables would be recovered exactly by taking
the moments of the distribution function over all discrete velocities of D3Q19.















5.3.2 Discretisation of time and physical space
The discretisation of the physical space is carried out with the help of the
method of characteristics (or the method of trajectories). The procedure for
this discretisation is detailed in (Krüger, Kusumaatmaja et al., 2017, Chapter 3),
and is not repeated here. The discretised Boltzmann equation is written as,
fi(xα + ci,α∆t, t+∆t) − fi(xα, t) = ∆tΩi. (5.10)
This is a second order discretisation in physical space and time (Krüger,
Kusumaatmaja et al., 2017, Chapter 4). Here, ∆t is the discrete time step and
the discrete physical distance is given by ∆x = ci,α∆t. ∆x defines a discrete
set of point locations in the physical domain, which are termed as lattice nodes.
The equation 5.10 is called the lattice Boltzmann equation (LBE).
We can see that the discretisation in the physical space and the temporal
space are tightly linked in the LBM. This close connection between the two
arises because we want the discrete particle populations fi to always end up
at a neighbouring lattice node after travelling a distance of ∆x in each time
increment ∆t. In this discretised Cartesian mesh, a single lattice node taken
along with the associated velocity set can be termed as a unit lattice cell. Now, Cartesian mesh





it only remains to figure out an appropriate form of the discrete collision
operator Ωi.
5.3.3 BGK collision operator
The original form of the collision operator Ω proposed by Boltzmann was a
double integral, that accounted for particle collisions over all possible velo-
city directions. Around 80 years after Boltzmann, a much simpler, linearised
collision operator was proposed by Bhatnagar, Gross and Krook (Bhatnagar,
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where, τ is a characteristic time, called the relaxation time.
τ represents the time scale needed for fi to relax (change) to f
eq
i . Instead
of modelling all the collision processes explicitly, the BGK operator simply
models the “relaxation” (or the evolution) of the particle populations fi to-
wards their equilibrium state feqi . The BGK assumes that this change is linear
during the simulation time step ∆t. When we state that the collision process
takes f towards feq, this only indicates the process of local equilibration of
the fluid. Globally, the fluid still remains in non-equilibrium.
Even with such a simplification of the collision process (equation 5.11),
the LBM is able to reproduce macroscopic fluid behaviour. From the equa-
tions 5.8, 5.9 and 5.11, we can easily deduce that the zeroth and first moments
of the BGK collision operator are zero. This is an important constraint for any
collision operator to satisfy, in order to conserve mass and momentum dur-
ing the collision process. There are other more advanced collision operators
in the literature that improve the stability the solution, but we exclusively use
the BGK in this thesis because of its simplicity, computational efficiency and
correct reproduction of low Reynolds number flow physics.
5.3.4 Lattice BGK algorithm
We can now plug the BGK operator into the discrete LB equation 5.10. A
simple rearrangement of the terms gives,










The equation 5.12 is often termed as the lattice BGK equation (or LBGK for
short). We can deduce (both mathematically and intuitively) that when τ/∆t <
1/2, the equation 5.12 would become unstable, with fi oscillating around f
eq
i
with an increasing amplitude. Therefore, τ/∆t > 0.5 is a necessary condition
for stability when using the BGK collision operator for the LBM.
Most algorithms employing the LBGK split the equation into two distinct
steps; collision and streaming. The equation 5.12 is split into,









feqi ; the collision step, and (5.13)
fi(xα + ci,α∆t, t+∆t) = f ?i (xα, t) ; the streaming step. (5.14)
This 2-step split of the particle population evolution equation, as well as
the terms used for their description, are a legacy from the LGCA. But there is
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(a) fi(x, t)
collision
(b) f ?i (x, t)
streaming
(c) fi(x+ ci∆t, t+∆t)
Figure 5.4: The process of collision and streaming illustrated for one time step in the
LBM. The left panel (a) shows 4 lattice node neighbours with particle pop-
ulations f (shown for 2 of them), along few representative discrete velo-
city directions, at time t. These populations undergo a process of collision
locally at each node, and the populations are modified to f ? as shown
in panel (b). Thereafter, the post-collision populations f ? stream towards
their neighbour nodes with velocities given by the D3Q19 velocity set.
They arrive at their respective neighbour nodes at time t+∆t as shown
in the right panel (c), completing one time step in the LBM. These are
now the pre-collision populations f at their new nodes and the process
repeats over the next time step, until end time.
a very good reason for keeping this structure for the LBM; the collision step
in equation 5.13 is completely local at a lattice node. This lends very well for
parallelisation and scalability of the simulation algorithm. The streaming is
non-local and needs neighbour node information. However, it only involves
an exchange of particle populations amongst neighbouring nodes, which is a
computationally “light” process. The collision and streaming steps are visual-
ised in figure 5.4. Note that both these operations take place in a single LBM
time step (with an increment ∆t).
The minimal LBM simulation algorithm is as follows.
1. Start at time t = t0 with initialised particle populations at every node
in the simulation domain.
2. From the particle populations, compute the macroscopic variables ρ and
u using equations 5.8 and 5.9.
3. Then, using these values of ρ and u, compute the equilibrium distribu-
tion function from equation 5.7.
4. The collision step: Modify particle populations at every lattice node
using the equation 5.13.
5. The streaming step: Move (or stream) the post-collision populations to
their neighbour lattice nodes (equation 5.14) with velocities according
to the D3Q19 velocity set.
6. Increment the time counter by +∆t. This completes one time step for
the LBM.
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7. Return to step (2), and repeat the loop until the desired final time-step
is reached.
This completes our discussion on the discretisation of the Boltzmann equa-
tion, leading to the LBM with the BGK collision operator. We now turn our
attention to the handling of initial and boundary conditions in the LBM.
5.4 initial and boundary conditions
In this section we shall first deal with the boundary conditions, and then
look at the initial conditions employed with the LBM in this work. In general,
boundary conditions prescribe fixed scalar values or the gradients of scalar
values or both, at the boundary of the simulation domain (section 4.2.1). For
a microfluidic system these are defined in terms of the macroscopic variables.
However, since the LBM works at the meso-scale, we have to prescribe the
boundary conditions in terms of the unknown particle populations entering
the domain at the boundaries. This needs to be done in a way such that the
intended macroscopic boundary effect would be correctly reproduced.
The same argument holds true for prescribing the initial condition for the
simulation; unknown particle populations at all lattice nodes have to be pre-
scribed, such that they reproduce the corresponding macroscopic initial val-
ues correctly (ρ = ρ0 and u = u0 at initial time t = t0). Fortunately, in our
case the procedures for obtaining the unknown populations turn out to be
quite simple.
As explained in section 4.2.1, we need two types of general fluid boundary
conditions; the wall boundary and the periodic boundary. The wall boundary
condition can be categorised as deformable (in the case of the surface of a de-
formable particle moving in the fluid) or fixed (the walls confining the fluid).
The wall boundary condition for a deformable particle is handled using the
immersed boundary method (IBM). The IBM is a specialised scheme for treat-
ing deformable fluid-solid coupled interactions. In the IBM, the presence of
the moving wall is impressed upon the ambient fluid using an external body
force density added to the LBE (and not through direct assignment of par-
ticle populations). Therefore, this method is not considered to be a LB-style
boundary condition and the IBM is treated separately in chapter 7.
5.4.1 Fixed wall boundaries
We are now left with fixed boundaries that form the confining walls of the
deterministic lateral displacement (DLD) device. These walls impose the no-
slip velocity boundary condition. For stationary walls (as in the case of the
DLD) this means the macroscopic fluid velocity at the wall uw equals 0. The
simplest way to impose the zero velocity no-slip wall boundary condition in
the LBM is called the bounce-back scheme. In this work, we use a variation of
this scheme called the half-way bounce-back, illustrated in figure 5.5.
We briefly discuss the idea of the half-way bounce-back scheme for zero
wall velocity uw = 0. This scheme modifies the streaming step of the LBGK
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(b) at time = t+∆t
Figure 5.5: Illustration for the half-way bounce-back scheme for a stationary no-slip
wall. This scheme modifies the streaming step. Wall boundary is created
by adding “solid” lattice nodes (filled circles) that do not take part in
the flow solution. The lattice nodes participating in the flow solution are
termed “fluid” nodes (empty circles). Post collision particle populations
streaming towards a solid node f ?,• meet the wall mid-way between the
solid and fluid nodes at time t+ ∆t/2. Velocities of these populations are
reversed by 180°, and the populations end up at the original node after
time t+∆t.
solution algorithm. In order to implement this scheme we define extra lattice
nodes that do not participate in the fluid flow solution. These extra nodes
are positioned right next to, but outside the solution domain wall. These are
referred to as “obstacle” or “solid” nodes, identifying the solid wall mater-
ial (see figure 5.5). While the lattice nodes that participate in the fluid flow
solution are termed as “fluid” nodes. The solid nodes become neighbours
of the fluid nodes that are right next to the domain wall boundary. Strictly
speaking, these solid nodes are not necessary for the implementation of the
bounce-back scheme, but they greatly simplify its implementation.
The half-way bounce-back scheme modifies the streaming step (5) of the
LBGK algorithm. Recalling equation 5.14, we know that the streaming step
replaces older particle populations at a fluid node with populations from the
neighbour nodes according to the D3Q19 velocity set (table 5.1). But what
would happen at lattice nodes next to a wall boundary? Along certain velo-
city directions, these fluid nodes have solid node neighbours, which cannot
supply the unknown particle populations since they do not participate in
the LBGK solution algorithm. Along these velocity directions, the half-way
bounce-back rule come into play. This rule can be written as,
fi−(xα, t+∆t) = f
?,•
i (xα, t), (5.15)
where, the superscript ‘•’ indicates post-collision populations that would
cross the wall and move towards solid lattice nodes and the index ‘i−’ in-
dicates a velocity set direction such that ci− = −ci.
The streaming step (5) modified due to the half-way bounce-back rule can
be interpreted as follows. The post-collision particle populations leave the
boundary fluid node at time t. Out of these, the set of particle populations
that would cross the wall and move into the solid domain f ?,•i meet the wall
62 fluid flow – lattice boltzmann method






(b) at time = t+∆t
Figure 5.6: Illustration for periodic boundary condition along both x and y direc-
tions. The streaming step for fluid nodes (in a 3× 3 domain) that lie next
to periodic boundary pairs is modified. At these nodes, certain post colli-
sion populations leave the fluid domain based on their velocity direction
f ?,◦, through one periodic boundary. These populations re-enter the do-
main through the second periodic boundary belonging to the same pair.
For simplicity, periodic boundary pairs are considered mid-way between
lattice nodes.
(located midway between the fluid and solid nodes) at time t + ∆t/2. They
are reflected by 180° at the boundary wall, and travel back in the opposite
direction with velocity −ci. They arrive at the original fluid node at time
t+∆t.
The bounce-back scheme conserves mass, since effectively none of the parti-
cle populations leave the domain at the wall boundaries. For a stationary wall
modelled with the half-way bounce-back scheme, the momentum computed
halfway between the solid and fluid nodes is zero. This scheme therefore re-
produces a no-slip wall approximately mid-way between a solid node and a
neighbouring fluid node shown in figure 5.5. The exact location of the wall,
however, depends on τ and is an advanced topic of discussion in the LBM
(Krüger, Kusumaatmaja et al., 2017, Chapter 5).
The half-way bounce-back rule is second order accurate in space for a
planar wall with a unit normal that right-aligns with the Cartesian lattice
node mesh. However, in cases where the wall has an arbitrary shape (e. g. cyl-
inder), it is found that the scheme reduces to first order accuracy (Ginzbourg
and d’Humières, 1996). This is because the bounce-back scheme when used
with a curved wall on a Cartesian mesh, reproduces it inexactly as straight
lines connected by step changes. This is referred to as the “staircase” approx-
imation for a curved wall boundary.
5.4.2 Periodic boundaries
In comparison to the wall boundary condition, periodic boundaries have an
even simpler implementation in the LBM. The periodic boundary condition
also modifies the streaming step (5) of the LBGK algorithm. Boundaries peri-
odic in the x and y directions for a 3× 3 lattice node domain are shown in
figure 5.6. Lattice nodes that lie next to a matched pair of periodic boundar-
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ies, become lattice nodes neighbours. For example, in figure 5.6, the first and
third vertical (node) columns are periodic node neighbours (similarly, first
and third node rows). If fluid node at any location xα is the periodic neigh-
bour for the fluid node at position xβ, we can write the modified streaming
step as,
fi(xα, t+∆t) = f
?,◦
i (xβ, t), (5.16)
where, the superscript ‘◦’ indicates particle populations that would leave the
fluid domain through a periodic boundary during streaming. Here, the post
collision particle populations are streamed to their corresponding periodic
neighbour nodes, without modifying the original velocity direction.
Since an identical set of particle populations leaves and re-enters the fluid
domain in every time step ∆t, periodic boundaries also conserve mass and
momentum globally. Of course, the periodic mapping of lattice nodes (xα ⇀↽
xβ) needs to be pre-defined based on the physical geometry. This is usually
done with the help of “ghost” lattice nodes (similar to the obstacle nodes with
the bounce-back scheme) or directly with the help of a periodicity mapping
function. We have now seen both the boundary handling schemes for the
LBM employed in this thesis.
5.4.3 Initialisation
At the start of a fresh LBM simulation (t = t0), we would not have any par-
ticle population values at any of the lattice nodes in the domain. Before pro-
ceeding with the step (2) of the LBGK algorithm, we need to set these values.
This needs to be carried out in such a way that the moments of the initial par-
ticle populations reproduce the correct ρ and u distribution over the physical
domain. Hence, we use the equilibrium particle populations (obtained from
equation 5.7) to initialise values at all nodes in the simulation.
The initialisation of a simulation is important only for unsteady flows
where the final state of interest depends on the initial state. The initial state
is not very important in the case of flows where the memory of the initial
state is lost after a number time steps such time-periodic, steady or dense
suspension flows. The simulations in this thesis fall in the second category.
Therefore, the values for our initial macroscopic variables u(xα, t = t0) and
ρ(xα, t = t0) (in the equation 5.7) can be arbitrary but physical; we generally
set u0 = u(xα, t = t0) = 0 and ρ0 = ρ(xα, t = t0) = 1.
5.5 forcing
As discussed in chapter 4, a constant fluid body force density (per unit
volume) is used to mimic the average pressure drop that drives flow through
a DLD device. Unlike conventional CFD methods, we cannot simply add a
force density term to the discretised LB equation 5.10. Adding a force density
to the LBE is non-trivial for two reasons; The force term in the Boltzmann
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equation 5.6 appears paired with the gradient of f in the velocity space. And,
if incorrectly included, the force density can bring in spurious terms into the
momentum balance equation (Krüger, Kusumaatmaja et al., 2017, Chapter 6).
The discretisation of the term containing the external force density (in the
equation 5.6) is carried out similarly to that for feq. The velocity space dis-
cretisation follows the Hermite polynomial series expansion and the use of
Gauss-Hermite quadrature mentioned in section 5.3. The detailed velocity
space discretisation for the body force term is given in (Krüger, Kusumaat-
maja et al., 2017, Chapter 6). This discretisation gives us the discrete velocity






= Ωi + fi, (5.17)
where, fi represents the discretised force term, along the ith direction for
D3Q19.
Similar to equation 5.7, fi can also be expressed as a truncated Hermite
polynomial series. However, rather than going down this route of explicitly
defining the force for each velocity direction, the fi in equation 5.17 can be
absorbed into the collision operator Ωi. In the LBM, this approach is known
as the Shan-Chen forcing scheme (Shan and Chen, 1993).
Hence, Ωi needs to reproduce both the relaxation process as well as (impli-
citely) the effect of the imposed body force on the populations. This is done
by modifying equilibrium distribution function feqi in the collision operator.
Normally, feqi would be computed from the local ρ and u at the lattice node.
However, when a body force density f imposed on the fluid, the velocity










where, the superscript ‘eq’ simply recognises that the velocity in equation 5.18
is not the macroscopic velocity of flow u. It is the modified velocity entering
in the calculation of feqi in order to implicitly introduce a body force f into
the BGK collision operator.
In the presence of a body force, the macroscopic velocity of flow also needs
a correction in order to stay second order space-time accurate (Guo, Zheng










Equation 5.19 is a correction for the first moment of the particle populations
in the presence of forces. This corrected equation replaces the one in 5.9 given
earlier. With this, we complete our discussion on the discretisation of the
Boltzmann equation for obtaining the LB equations needed in this thesis.
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5.6 recovering navier-stokes from the lbm
In this section we shall address the question (left open in section 5.2); How
does one get a solution for the incompressible NS equation 4.2 from the
Boltzmann equation solved by the LBM? The mass conservation NS equa-
tion 4.1 is obtained exactly by taking the zeroth moment of the LBE. How-
ever, taking the first moment of the LBE leads us only to the general Cauchy
momentum balance equation.
This link was first established in the 1910s, independently by Chapman
and Enskog, using a perturbation analysis for the Boltzmann equation. Here,
the distribution function f is expanded as a perturbation series about its equi-
librium feq in decreasing orders of the Knudsen number. This multi-scale
perturbation analysis is therefore called the Chapman-Enskog analysis (Chap-
man, 1952) and can be applied to the discrete LBE (Krüger, Kusumaatmaja et
al., 2017, Chapter 4). This analysis shows us that the viscous stress term in NS
equations is related to the non-equilibrium part of the distribution function











The computation of the viscous stress tensor in equation 5.20 is completely
local to the lattice node and no spatial derivatives need to be computed. This
calculation is not necessary for the LBGK algorithm, and is carried out only
when the fluid viscous stress state needs to be evaluated.
Furthermore, the Chapman-Enskog analysis of the LBE gives us the following
relations in order to correctly reproduce the NS momentum equation with the
BGK collision approximation. The pressure variation is obtained from,
p− p0 = c
2
s(ρ− ρ0), (5.21)
where, cs = ∆x/
√
3∆t is the sound speed for the D3Q19 velocity set, ρ0 is
the initial density of the fluid and p0 is an arbitrary datum pressure corres-
ponding to the initial density ρ0. The equation 5.21 is therefore equivalent to
the equation of state 4.3 for the meso-scopic LB system.












where, µ is the dynamic viscosity and µB is the bulk viscosity of the fluid.
Hence, we see that the free parameter τ defines the viscosity for a simula-
tion with the LBM. This result should not come as a surprise. The relaxation
time τ is contained within the collision process and is defined as the time
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scale needed for f to go to feq. In other words, τ represents a molecular time
scale of the order of the time between molecular collisions. This time scale
therefore decides the value of macroscopic transport coefficients such as the
dynamic viscosity µ (or momentum diffusion coefficient).
5.7 remarks
The LBM evolved in the late 1980s from modifications to the LGCA (Mc-
Namara and Zanetti, 1988). The idea behind these modifications was to get
rid of some major shortcomings of the LGCA such as statistical noise (Wolf-
Gladrow, 2000, Chapter 5) in fluid flow simulations. As a result, some of
the terminology employed in the LBM is a legacy from the LGCA methods.
Some of these names are quite informative, and give an intuitive meaning
to the method. The noun “lattice” in the name of the method, for example,
indicates that the mesh in this method is unlike that in the conventional CFD
methods. Indeed, the Cartesian fluid mesh employed in this thesis, with reg-
ularly spaced nodes with links inter-connecting D3Q19 velocity links them,
looks like latticework.
It may seem surprising and counter-intuitive to some that in the LBM,
the incompressible pressure field is obtained from density variation (equa-
tion 5.21). If truth be told, the LBM outlined above solves the compressible
NS equations with an inexact bulk viscosity µB, given in equation 5.23. There-
fore, the degree of compressibility in our LBM simulations is an important
factor, and needs to be kept close to the incompressible limit. Hence, with the
LBM, we end up solving for a mildly compressible fluid flow (which is closer
to the physical picture), to get a solution for incompressible NS equations.
The compressibility error in flow solutions come from the inexact estima-
tion of the bulk viscosity µB in the LBM. The compressibility effect is given
by the local Mach number. Hence, the Mach number must be kept sufficiently
low so that the µB does not play a role in the solution. Generally, if the Mach
number Ma < 0.2, the flow can be considered incompressible.
Another drawbacks of the LBM has to do with setting the simulation flow
viscosity. Since the viscosity is linked to the relaxation time (equation 5.22) in
the BGK collision operator, the choice of µ is strongly restricted by stability
and accuracy constraints in the LBGK scheme (Krüger, Kusumaatmaja et al.,
2017, Chapter 4). Also, being an inherently time dependent method, the LBM
is not particularly well suited for obtaining steady flow solutions.
Furthermore, representing curved boundaries accurately in the LBM is a
non-trivial task, and requires interpolations of particle populations. The case
for moving curved boundaries is even more complicated. However, we note
that both these cases are probably not as complicated and computationally
intensive as body fitted meshing and mesh regeneration employed in conven-
tional CFD. Unlike bounce-back, other type of LBM boundaries such as the
pressure or velocity inlet/outlet are also not straightforward to implement.
The LBM is formally second order accurate in space and time. However,
as discussed in section 5.4, the bounce-back wall boundary condition (for
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curved boundaries employed in this thesis) limited to first order accuracy in
space-time. The IBM is also a first order space-time accurate (see section 7.4)
coupling method. This causes the fluid solution to degenerate to a first order
space-time accuracy in the present work. As we are mostly concerned with
predicting particle trajectories in the DLD, this fact does not pose much of a
problem. Our purpose is served by increasing the mesh resolution sufficiently
in order to suppress discretisation errors.
The LBM by itself is a fascinating and constantly advancing research topic.
For those wanting gain deeper understanding of the LBM and use it for solv-
ing the myriad of hydrodynamic problems, (Krüger, Kusumaatmaja et al.,
2017) and (Viggen, 2014) are both insightful reads.














































































































































































PA RT I C L E D E F O R M AT I O N – F I N I T E E L E M E N T E N E R G Y
M O D E L
In this chapter we outline the computation of the particle membrane deform-
ation forces employing surface discretisation, finite element method (FEM)
and membrane energetics. Using the FEM approach, the 2D membrane of
each particle is sub-divided into a finite set of “elements”. The internal forces
generated in each discrete element are then computed from the elastic en-
ergy stored in the element during its deformation. Additionally, we compute
“penalty” forces due to change in the membranes curvature, area and en-
closed volume. These forces tend to drive the deformed particle membrane
back to its equilibrium shape. For the sake of brevity, we term this combined
numerical approach for membrane deformation mechanics as finite element
energy model (FEEM).
The ideas on continuum deformation energy model, and the resulting
forces were presented previously in the chapter 4, for a 2D closed membrane.
The aim of this chapter is to provide the discretised equations for this deform-
ation energy model. Hence, we recommend the reader go through the section
4.3 before continuing. At the end of this chapter the reader will have gained
an understanding of the FEM discretisation of the membrane, and using this
FEM mesh to compute the deformation forces as described in section 4.3. The
code employed for the computations outlined in this chapter was directly por-
ted from that used in (Krüger, 2012). The reader can find further details on
discrete membrane energetics, force derivations and benchmark tests there.
We start the chapter by looking at membrane discretisation in section 6.1.
We then discuss the strain energy and force computation in section 6.2. The
bending energy and force contributions are discussed in section 6.3. The dis-
cretised penalty force computations for conserving the total surface area and
the enclosed membrane volume are provided in section 6.4. We conclude the
chapter with a few short observations in section 6.5.
6.1 membrane discretisation
In this section, we look at the particle membrane discretisation needed for the
FEM calculations of membrane strain deformation. We use 2D planar triangu-
lar elements to discretise the surface of the particle membrane. The triangular
elements are interconnected, forming the unstructured particle mesh.
Each triangular element of the mesh possesses two attributes; “nodes” and
“faces”. The face of a triangular element is defined by its area normal. While
the elemental nodes lie at the vertices of the triangular faces. Each node is
shared between many connected triangular elements (upto 6 in figure 6.1),
while each face is exclusive to a single element.
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(a) Unit spherical mesh (b) Unit red blood cell mesh
Figure 6.1: The two types of particle meshes employed; (a) the spherical mesh and
(b) the red blood cell (RBC) mesh. Both the meshes shown here have 500
triangular elements each (500 faces and 252 nodes). The nodes at the ver-
tices of the element are shown as spherical glyphs. The spherical mesh
is generated starting from a regular icosahedron, and performing repeated
subdivisions of its elements. The RBC mesh is generated from the spher-
ical mesh by translating the mesh nodes along the axis of rotational sym-
metry for the resulting RBC mesh. The transformation equation used here
has been obtained from well established experimental measurements of
the physiological RBC geometry by Evans and Fung.
This tells us that shared nodes decide the interconnectivity of the mesh
elements. The connecting line between any two nodes forms the “edge” of a
face. Each edge is shared by exactly 2 faces, if the membrane mesh has no free
edges (the case for cellular membranes). We term two elements as neighbours
if they have an edge (or two nodes) in common. Example meshes for a red
blood cell (RBC) and a spherical polystyrene bead are shown in figure 6.1.
6.1.1 Mesh generation
The degree of homogeneity and spatial isotropy of membrane surface dis-
cretisation can play an important role in deciding the success or failure of
particle laden flow simulation (Krüger, Varnik and Raabe, 2011). Towards
this end, the procedure adopted to generate the particle mesh becomes im-
portant. To obtain the particle mesh, we start from a regular icosahedron, cir-regular
icosahedron
One of five Platonic
solids; with 20
equilateral triangles
as faces, 12 vertices
and 30 edges of
equal length
cumscribed inside a sphere of unit radius. Following the procedure given in
Krüger, Varnik and Raabe (2011), new nodes are generated by bisecting the
edges of the regular icosahedron. These nodes are then radially moved on to
the circumscribing unit sphere. The newly generated edges are again bisec-
ted and the new nodes moved, until a spherical mesh (with unit radius) of
sufficient resolution is obtained.
This unit spherical mesh can be scaled to the necessary radius quite easily,
and is used to simulate spherical particles, such as rigid polystyrene beads, in
this thesis. An additional step is needed in order obtain the mesh for an RBC.
All nodes of the (previously generated) unit spherical mesh are “squashed”
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or re-mapped along an axis (of symmetry) of the original icosahedron, such
that the nodes satisfy the equilibrium RBC profile equation 4.4. This chosen
direction becomes the new axis of rotational symmetry for the RBC mesh. As
before, the mesh for a given RBC radius can be obtained by simply scaling
this unit RBC mesh.
This procedure gives a high quality spherical mesh in terms of element ho-
mogeneity (edge lengths, face areas, angle distribution) as seen in figure 6.1a.
Also, the sub-divided mesh remains symmetric about the original icosahed-
ron symmetry axes. Mesh homogeneity is retained to a large degree, even
after the nodal re-mapping to obtain the RBC mesh, as seen in figure 6.1b.
Krüger, Varnik and Raabe show that this procedure gives improved results
for suspended deformable particles when compared with other meshing tech-
niques, such as the tool gmsh (Geuzaine and Remacle, 2009). Further details on
particle meshing, and interfacing with the LBM solver are found in Chapter
8, Krüger (2012).
6.2 fem for strain deformation
In this section, we go over the main ideas from the FEM. These are used
for computing the membrane strains and the resulting deformation forces. In
the FEM, a material is discretised into a finite number of elements. A solu-
tion for the stress-strain state of the material is then obtained discretely over
each element (Sadd, 2014, Chapter 16). In our case, the material is a hypere-
lastic closed 2D membrane, whose deformation is governed by Skalak’s con-
stitutive law, as discussed previously in section 4.3.2.1. All further discussion
on the FEM in this section keeps this specific context in mind.
As outlined in section 6.1, we use 2D planar triangular elements for mem-
brane discretisation. One such triangular element is shown in figure 6.2. We
now make the important assumption that the material displacement vector S,
(recall section 4.3.2) varies linearly over each triangular mesh element. This is
written as
Sα(X, Y) = d1 + d2X+ d3Y, (6.1)
where di for {i = 1, 2, 3} are some constant coefficients, and (X, Y) are the
planar Cartesian coordinates for the triangular geometry.
In order to obtain S over the triangular element, the (boundary) nodal
displacements Sn for the three nodes n = {1, 2, 3} are used. Substituting Sn
into equation 6.1, a relation for S(X, Y) can then be obtained as




where S(X, Y) is formulated as a linear combination of the individual dis-
placements at the three nodes Sn = {S1,S2,S3}. From here on we always











Figure 6.2: Sketch for the deformation of a single triangular element of the mem-
brane mesh. The undeformed (equilibrium) shape of the element is
shown as an unfilled triangle with dashed edges. The deformed shape
for the element is shown with a filled (purple) triangle with continuous
(brown) edges. The deformed triangular shape has been transformed (ro-
tated and translated) onto the undeformed configuration. The transform-
ation is carried out such that the node 1 coincides, and the edge connect-
ing nodes 1 and 2 overlaps, so as to simplify the nodal displacements to





13}, respectively. The force due elastic deformation of the triangular
element is computed, solely from the three nodal displacements, in the
rotated reference frame. The force is then transformed back to the original
coordinate frame.
use ‘n’ as the index for elemental nodes. Here, φn(X, Y), n = {1, 2, 3} are
called “shape functions” that provide the interpolation weights for deform-
ation within a triangular element. The shape functions also inherit a linear
form (due to the assumed linearity in equation 6.1) and can be written as
φn(X, Y) = an + bnX+ cnY, (6.3)
where the coefficient set {an,bn, cn}, for each node n, depends solely on the
initial undeformed triangular element configuration. These are determined
by evaluating the shape functions φn at their corresponding nodal positions
Xn. That is, the interpolation weights provided by φn need to be constrained
such that, when X = Xn, the nodal displacements S = Sn. This constraint
can be written as, φn(Xm) = δnm, with {n,m} = {1, 2, 3}, where δ is the
Kronecker delta.
Now, if we take the gradient of the equation 6.2 the result would be a con-
stant value, independent of coordinates X and Y. Recall from section 4.3.2 that
the deformation gradient tensor D is computed in a similar fashion. Thus,
the tensor D is constant over the face of an element. D depends only on
the shape function coefficients {an,bn, cn}, and nodal displacements Sn. We
need to find D, in order to compute Skalak, Tozeren et al.’s strain energy
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density functional for each element, obtained from the modified invariants of
Green’s tensor DTD.
We can further simplify our calculations for D, since we know that DTD
is invariant under coordinate transformation (recall section 4.3.2.1). Thus, we
rotate and translate each deformed triangular membrane element onto the
plane containing its undeformed state, in the coordinates space (X, Y). This is
always done such that the one vertex (node n = 1) of the deformed triangle
coincides with that from its undeformed state. And, one face edge (between
nodes n = 1 and n = 2) of the deformed and undeformed triangles overlaps,
as shown in figure 6.2. In the rotated frame, The nodal displacements are now
reduced to {S1 = 0,S2 = S2,X,S3}, which greatly simplifies calculations.
Referring to figure 6.2, we name undeformed element edge lengths l?12
and l?13, as measured between nodes 1–2 and 1–3, respectively. The corres-
ponding deformed lengths are l′12 and l
′
13, with the elemental displaced state
given as X′ = X+ S. Let the undeformed and deformed angles subtended
by these edges, l12 and l13 be ϕ? and ϕ′, respectively. Using these notations
in the rotated coordinates, the deformation gradient tensor D, is found to be

















Once the deformation gradient is known, we compute the principal invari-











where, tr() and det() indicate the trace and determinant operations over tensor
components.
From {I1, I2}, we now obtain the elastic energy density εs for the element
by using the Skalak’s law (see equation 4.10). The total elastic deformation
energy ES of the membrane is then obtained by integrating over the total
membrane surface area as ES =
∮







f . Here, a
?
f is the undeformed area of the elemental face with
index ‘f’, which runs over all mesh faces.
The forces generated due to strain deformation in the element are obtained







The strain force FSn is computed at the nodal position n of the triangular
element. Infinitesimal virtual displacements of the nodes in equation 6.7 are
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considered post-deformation, hence the use of X′n here. Here, the strain force
FSn, lies in the plane of the triangular element, i. e., the component FSn,Z = 0.
After completing above calculations, the force vector FSn is rotated back to the
original coordinate space, and the force contributions from all faces attached
to each node n summed up. The translational and rotational invariance of
the underlying energy model ensures that the computed linear and angular
momenta of all the elements is conserved.
6.3 discrete bending energetics
In order to obtain a discrete form for the bending energy, we revisit the sec-
tion 4.3.3, and inspect the equation 4.11. Here, the difference between de-
formed and spontaneous local curvatures (H(r) −H0) sets the bending en-
ergy (at position r on the membrane). For our triangulated mesh, an efficient
way to quantify membrane local curvature deviations is by making use of the
difference in angle between surface normals of two neighbouring triangular
faces (Kantor and Nelson, 1987). A pair of triangular elements (faces) are con-
sidered neighbours if and only if they share an edge (or 2 nodes). With this
in mind, we can start without the spontaneous curvature term and write the











where the index pair 〈i, j〉 runs over all neighbouring faces of the discretised
membrane mesh, and n̂ represents the unit normal for an elemental face.
Here, κ̃b is the modified bending modulus. κ̃b needs to be rescaled correctly
in order to obtain results consistent with those from equation 4.11, for small
bending deformation angles (Gompper and Kroll, 1996). If θij is the angle
between a pair of neighbouring triangular faces with indices 〈i, j〉, we can
write n̂i · n̂j = cosθij in the equation 6.8.
Now, expanding (1− cosθ) in θ and assuming small angular deflections,







by dropping the higher order terms (> O(θ3)) in the expansion, and substi-
tuting the same in equation 6.8. Equation 6.9, describes a membrane bending
energy that varies as a function of the angular configuration of the membrane
mesh elements.
As clarified in section 4.3.1, equilibrium RBC shapes manifest due to min-
imisation of the membrane bending energy, subject to surface area and en-
closed volume constrains (Gompper and Schick, 2008). However, my work
assumes this equilibrium shape as the biconcave discoid, parametrised by
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Evans and Fung (1972) and approximated by the discretised mesh shown in
figure 6.1b. This equilibrium shape is an input to the simulation and any de-
viation from this shape should be penalised by an increase in the membrane
















where θ?ij is the angle between a pair of neighbour faces indexed by 〈i, j〉,
computed from the undeformed RBC shape. Equation 6.10 gives the final
form of the discretised bending energy.
The set of equilibrium angles {θ?ij} for a given mesh are computed only
once, from the initial undeformed mesh. These angles are “remembered” by
the deforming RBC mesh at each subsequent time step. We can think of this
idea as an alternative realisation of the shape memory of the RBC membranes
(Fischer, 2004). By computing bending energy from equation 6.10, we avoid a
direct discretisation of the membrane curvature, thus simplifying and speed-
ing up the numerics needed for the membrane bending energy.
Equation 6.10 can be seen as describing a membrane mesh bending energy
that possesses a minimum when {θij} = {θ?ij}, for all neighbouring face pairs
〈i, j〉 in the particle mesh. When the membrane configuration deviates from
its “remembered” equilibrium angles {θ?ij}, EB is finite and larger than zero.
A discrete “penalty” force FBn can now be computed at each element nodes.
This force is directed such that it tends to restore the original configuration.







6.4 area and volume energetics
Previously in section 4.3.4, we saw the (harmonic) energy functions defined
for total membrane surface area and enclosed volume. It is reasonably straight-
forward to obtain the discrete counterparts for these energy potentials (Seifert,
1997). The total membrane area energy is computed from the discretised








where A and A0 are the total surface areas for the deformed and undeformed
membrane meshes, respectively. Similarly, aj and a?j are the elemental face
areas (with the face index j) for an deformed and undeformed mesh element,
respectively.
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Here, the V and V0 are the total volumes enclosed1 by the undeformed and
deformed particle meshes, respectively. And, rj is the position vector to the
mesh face centroid (with the index j) with origin at the centroid of the entire
membrane mesh.
Using the principle of virtual work, the area force FA and volume force FV ,












where the symbols have their usual meaning.
6.5 remarks
We note that obtaining an arbitrarily sized (arbitrary number of faces and
nodes) particle mesh is not possible in the present work. This is because, sub-
dividing the icosahedron with the procedure outline in section 6.1.1 leads to
meshes with the total number of faces Nf that increase as Nf = 20× i2. Here,
i is the number of (integer) steps taken in the subdivision of the icosahedron
(Krüger, Varnik and Raabe, 2011). We cope well with this shortcoming since
we employ the immersed boundary method (IBM) for fluid-solid interface
coupling. We shall learn more about the IBM in the following chapter 7. In the
unavoidable case that an intermediate mesh size is needed, we can commence
the meshing from a regular octahedron instead, and obtain meshes with total
number of faces that grow as Nf = 8× i2 (Ramanujan and Pozrikidis, 1998).
Furthermore, in order to compute the membrane forces at each mesh node
by evaluating the local derivative (equations 6.7, 6.11 and 6.14), we should
have functional forms for the energies {ES,EB,EA,EV }, dependent on X. How-
ever, these are not readily available. Therefore, we first substitute in for the
respective energies, and evaluate the derivatives (by using the chain rule, for
example), simplifying wherever possible. Though this approach results in
some rather lengthy expressions, it turns out that using these evaluated ex-
pressions is computationally efficient than direct numerical evaluation of the
energy derivatives. The rather lengthy but complete derivations for obtain-
ing the force terms, are published in (Krüger, 2012, Appendix C), and are not
repeated in this thesis.
1 The volume associated with a face with index j can become negative when rj · n̂j < 0. However,
this does not alter the validity of the volume energy computations.
7
F L U I D - S O L I D C O U P L I N G – I M M E R S E D B O U N D A RY
M E T H O D
In this chapter we shall have a brief look at the coupling mechanism between
the particle membrane and the ambient fluid. We use the immersed bound-
ary method (IBM) to achieve bi-directional coupling at every time step of the





“pushes back” on the
fluid
mechanism between the particle membrane and the ambient fluid. The basic
idea for the method derives from the no-slip condition and Newton’s third
law of motion. After an overview of the immersed boundary method in sec-
no-slip




tion 7.1, we shall go over the governing equations and their discrete forms
in sections 7.2 and 7.3, respectively. Some concluding remarks are given in
section 7.4.
7.1 overview
The immersed boundary method (IBM) was born in 1972 from Peskin’s nu-
merical study on the motion of heart valves (Peskin, 1972). Here, heart valves
were modelled as deformable immersed surfaces in a fluid. The original IBM
proposed by Peskin is a simple and elegant method to couple fluid-structure
boundary interactions, especially when the immersed boundary surface is
inherently deformable. Therefore, the IBM lends itself very well to prob-
lems involving biological membranes interacting with fluids. The method
has since been adapted and used for a variety of fluid-structure interaction
problems, both with rigid and deformable boundaries (Mittal and Iaccarino,
2005; Sotiropoulos and Yang, 2014).
The IBM relies on two separate grids or meshes for solving fluid-structure
interactions; an Eulerian mesh that is used for obtaining the fluid flow solution Eulerian mesh
A mesh with time
invariant positions
for each mesh point
or node
Lagrangian mesh




and a Lagrangian mesh that tracks the immersed solid boundary. See figure 7.1
for an illustration of the two types of meshes. In the case of a rigid bound-
ary, the Lagrangian mesh points do not move relative to one another and are
anchored to predetermined (stationary or moving) positions. When deform-
ability is desired, the Lagrangian mesh is additionally used for solution of
relative deformation of the surface and the mesh points move relative to each
other. These two meshes “talk” to each other via the IBM at every time step.
For the sake of brevity as well as to avoid confusion, henceforth we shall re-
serve the term “markers” to refer to the Lagrangian mesh points and “nodes”
to refer to the Eulerian mesh points.
The “talking” bit done by IBM is primarily an interpolation mechanism that
imposes the no-slip boundary condition on the immersed surface. Eulerian
fluid velocity is interpolated onto the marker points and force is interpolated
back (or "spread") from the markers onto the Eulerian grid nodes. The idea
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Figure 7.1: Illustration for a Lagrangian immersed boundary mesh in an Eulerian
(Cartesian) fluid mesh. The immersed boundary surface shown as (red)
dotted line mimics the 2D profile of a red blood cell. The Lagrangian
mesh markers are shown as filled (red) circles. The Eulerian fluid mesh
nodes outside the immersed surface are shown as squares. The fluid
nodes enclosed by the solid surface are shown as half-filled (green)
squares. The fluid mesh nodal connections are shown as (black) dashed
lines.
for enforcing the no-slip velocity condition differs slightly in the case of rigid
and deformable boundaries. In the case of a deformable boundary, the mark-
ers move with the interpolated velocity thus ensuring the no-slip condition.
Elastic forces generated due to the deformation of the boundary are then
spread onto the fluid mesh nodes. This can be interpreted as the principle
of “action-reaction” embodied in Newton’s third law. When the boundary is
rigid, the force spreading is essentially done in order to bring the velocity
of the ambient fluid equal to the local boundary velocity. In the case of sta-
tionary rigid boundaries, the markers cannot move due to fluid flow, and
the boundary velocity is zero. While for moving rigid boundaries, the mark-
ers can move due to imposed fluid stresses, however their relative motion is
constrained by the body’s rigidity.
The IBM has many advantages for complex fluid-structure interaction prob-
lems. The main advantage of the IBM is that the boundary shape is not re-
stricted by the structure of the fluid mesh, and arbitrarily complex shapes can
be used. The IBM is simple to implement even for complex boundary condi-
tions, and the numerical costs are relatively low. The method can be paired
with any Navier-Stokes (NS) fluid solver that supports external forcing. The
constitutive model defining deformation behaviour can also be selected inde-
pendent of the solid immersed elastic surface.
The applications of the IBM include; simulation of heart valves and car-
diovascular flows (Peskin, 1972; Peskin, 1973; Peskin, 1977), flow in blood
vasculature (Arthurs et al., 1998; Kim, Lim et al., 2009), flapping filament
dynamics (Zhu and Peskin, 2002), suspensions (Fogelson and Peskin, 1988),
bio-films (Dillon et al., 1996)and red blood cells (Eggleton and Popel, 1998).
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7.2 governing equations
In this section we shall go over the governing equations for the IBM. The pur-
pose here is not to go down the mathematically rigorous route in deriving
these and associated equations, but rather to gain a physical understanding
of the IBM coupling between the fluid and the solid surface. Therefore, we
shall look only at the governing coupling equations and their physical inter-
pretations. The detailed mathematical formalism for the IBM, along with the
advantages, limitations and the research outlook is presented by Peskin in
(Peskin, 2002) for those interested in reading up on the method.
Before moving onto the equations, we state the assumptions in the IB
method used in this thesis:
1. The no-slip condition is assumed correct.
2. The immersed solid surface is assumed to be a 2D closed membrane im-
mersed inside a 3D fluid domain. closed membrane
Membrane made up
of a 2D surface that
is compact and
without boundary
3. The mass density of the immersed surface is considered equal to that of
the ambient fluid. In other words, the immersed membrane is neutrally
buoyant.
A representation of the “moving” immersed surface mesh and the “fixed”
Eulerian mesh are shown in figure 7.1. The immersed surface is represented
by dotted (red) line, which forms the profile of a red blood cell (RBC). The
Lagrangian mesh markers are generated on this dotted line as solid (red)
circles. The fluid flow (i. e. the NS equations) is solved on the Cartesian Eu-
lerian mesh whose nodes are shown as squares. Note that some of the fluid
nodes, shown as half-filled (green) squares, are completely enclosed by the
solid immersed surface. These nodes can be treated differently by the flow
solver (such as receive a different fluid viscosity e. g. when studying RBC
dynamics under shear seen in section 2.2), if needed.
Since we have two meshes, we define two coordinate systems to describe
variables in each of them separately. We shall reserve the upper case letters
for the Lagrangian coordinate system and use the lower case letters for the
Eulerian coordinate system. Let the position vector of a fluid element in the
Eulerian system be given by x, and that for a point on the solid surface be
given by X. Both of the above are Cartesian coordinates. However, it is in-
structive to define additional 2D curvilinear coordinates (r, s) for the Lag-
rangian immersed surface such that X = X(r, s, t). Here t is the time variable.
The IBM coupling equations are written as,
∂X
∂t
= u(X(r, s, t), t) =
∫
u(x, t)δ(x−X(r, s, t))dx, (7.1)
f(x, t) =
∫
F(r, s, t)δ(x−X(r, s, t))drds. (7.2)
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Here, δ(x − X(r, s, t)) is Dirac delta function, and f(x, t) and F(r, s, t) are
the force densities in the Eulerian and Lagrangian coordinates, respectively.
It is important to distinguish that the fluid force density (f(x, t)) is force per
unit volume while the surface force density (F(r, s, t)) is force per unit area.
We see that equation 7.1 takes Eulerian input and gives Lagrangian output,
while equation 7.2 takes Lagrangian input and converts it to Eulerian output.
This to-and-fro mapping happens through the definition of the delta function.
The delta function is 3D and chosen to be the same in both the equations.
The equation 7.1 can be seen as enforcing no-slip condition on the bound-
ary, whereas the equation 7.2 is the transfer of force from the Lagrangian
surface into the Eulerian fluid domain. The two equations together are inter-
preted as the “action-reaction” equations realised from Newton’s third law.
The fluid “acts” on the immersed surface by moving the surface with the am-
bient fluid velocity (thus imposing no-slip). The immersed boundary “reacts”
to this flow-driven motion by pushing or spreading forces into the fluid. Nat-
urally, Peskin refers to the equation 7.1 as (velocity) interpolation and to the
equation 7.2 as (force) spreading.interpolation
Velocity mapping








It is important to note that though the above equations have similar form,
they behave rather differently. In equation 7.1 the numerical value of the velo-
city in the Lagrangian frame Ẋ =
∂X
∂t
is the same as that in the Eulerian frame
u(x, t), at corresponding points (as stated explicitly). In equation 7.2 how-
ever, the numerical value of force in Eulerian (f(x, t)) and Lagrangian frames
(F(r, s, t)) is not equal at corresponding locations. This difference arises be-
cause the integral in equation 7.1 is 3D while that in equation 7.2 is 2D.
Therefore, the force f(x, t) becomes singular (like a 1D Dirac delta function)
while the velocity Ẋ remains finite. Though f(x, t) becomes infinite on the im-
mersed boundary, its integral over any finite volume containing the boundary,
remains finite.
7.3 discretisation of the ib equations
In this section we shall examine the spatial and temporal discretisation for the
immersed boundary method. In their discrete forms the integral equations 7.1
and 7.2 are replaced by finite sums. These summations are carried out over
immersed boundary markers and their ambient fluid neighbour nodes.
The discrete IBM equations can be written written as
Ẋ(r, s, t) =
∑
x




F(r, s, t)δ∆(x−X(r, s, t))∆r∆s. (7.4)
Here, δ∆(x−X(r, s, t)) is the discrete counterpart of the continuous Dirac
delta function. ∆x is the discrete distance between fluid nodes and (∆r∆s) is
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the discrete area assigned to a surface marker. In our case, the fluid solver is
the lattice Boltzmann method (LBM) and the Eulerian mesh is the lattice with
∆x = 1 (see chapter 5).
Spatial discretisation now effectively boils down to finding a suitable dis-
crete form for the Dirac delta function. Such a discrete delta function determ-
ines the linear combination of weights for mapping properties (velocity and
force) between the fluid nodes and surface markers. Peskin (2002) has enu-
merated a number of postulates in that the discretised delta function should
satisfy and stated their mathematical significance. The purpose of these pos-
tulates is to reduce the imprint of the discrete Eulerian grid on the immersed
surface as well as to ensure that the computational cost remains reasonable.
The first postulate is to assume that the 3D delta function can be separated
into a product of three 1D functions, that scale with the fluid mesh width ∆x,















where y1,y2,y3 are the Cartesian components of the distance vector y =
(x − X). Though this assumption (equation 7.5) is not necessary, it greatly
simplifies computations. The 1D discrete delta function, φ(r) = φ(yα∆x), is
often referred to as the interpolation kernel or stencil.
Another postulate of importance relates to the interpolation range or bounded
support for the discrete delta function. This postulate reads, bounded support





centred on a surface
marker
φ(r) = 0 for |r| > 2. (7.6)
This postulate is limits the interpolation range between the Eulerian and
Lagrangian meshes and is therefore important from the standpoint of com-
putational efficiency for the method.
Working through all the postulates, it turns out that the minimum number
of fluid nodes necessary to satisfy all of them is indeed 4; or in other words
the minimum support for the delta function needs to be 4∆x. This agrees well
with the postulate in equation 7.6, that limits (−2 6 r 6 2). The final form as
well as the derivation for this 4-point stencil is given in (Peskin, 2002) and we
shall not state it here.
Another of the postulates constraints the minimum support to an even
number, in order to work well with the central difference operator employed
in Peskin’s flow solver for gradient computations. Fortunately for us, the
LBM does not rely on such a discretisation for the local solution of the NS
equations, and this postulate is no longer needed. In the absence of this pos-
tulate, the minimum bounded support needed for the interpolation stencil
reduces to 3 fluid mesh nodes (or 3∆x).
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7.3.0.1 The interpolation stencils
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The 3-point stencil is continuous and smooth, and is constructed similar to
the 4-point stencil, via Peskin’s other remaining postulates. Use of the 3-point
stencil results in significant savings in computational costs, especially for 3D
simulations where the interpolation and spreading operations for a surface
marker reduce from 64 fluid nodes to 27 fluid nodes.
Going against Peskin’s advise, we also deploy a 2-point stencil whenever




1− |r| for 0 6 |r| 6 1,
0 for 1 6 |r|.
(7.8)
The reasons for using the compact 2-point stencil are:
1. The computational costs are drastically reduced in 3D simulations, where
the support for the delta function is reduced to just 8 fluid nodes.
2. The compact 2-point stencil reduces the numerical “blurring” of the
immersed boundary surface to the size of the fluid mesh resolution ∆x.
The first point above comes in handy especially when simulating dense
particles suspensions, whose macro-physics is under scrutiny (Krüger, Gross
et al., 2013). As regards to the second point, it has been observed that the sur-
faces modelled with IBM appear to be “blurred”, resulting in larger apparent
size for immersed particles (Feng and Michaelides, 2009; Krüger, Varnik and
Raabe, 2011). This increased apparent size scales with the support of the sten-
cil used for the discrete delta function. The 2-point stencil minimises this
footprint to the order of the fluid mesh width. Obviously the use of the 2-
point stencil also brings some issues with it. The fluid mesh becomes much
more visible to the immersed boundary and the solution may no longer be
smooth. That is, there can be a jumps in the velocity and force as the surface
markers cross the Eulerian grid planes, since φ2 is not smooth.
With the intention to plug our interpolation stencil in the IBM equations,
we now refer to figure 7.2. Here, we make use of the indices i and m to
indicate discrete fluid node and surface marker positions, respectively. In fig-
ure 7.2, the fluid neighbourhood for a surface marker with index m, for the




Figure 7.2: A zoomed-in section of the immersed boundary showing the fluid node
neighbourhood for some Lagrangian surface markers. The surface mark-
ers are indexed as m and the fluid mesh nodes are indexed as i. The
colourised (red) square region indicates the extent of the interpolation
neighbourhood or support for the 3-point stencil for the marker at pos-
ition Xm. If the 3-point stencil is employed, the marker at Xm receives
velocity contributions from all nodes covered by the (red) square region.
Conversely, the force from the marker at Xm is spread to all nodes in the
same square region, with the same weights as that for the interpolation
step. The nodes in this region can receive force contributions from other
markers at Xm−− or Xm++. Other fluid nodes outside this (red) region,
do not contribute velocity or receive force from the marker at Xm, though
they may be coupled with other neighbouring surface markers.
3-point stencil, is indicated as an overlaid (red) square region with side 3∆x.
Since this is a 2D fluid domain, we see that the fluid node neighbourhood
for the mth marker encompasses 9 fluid nodes. Out of interest, a 2-point sten-
cil here would spread over the four closest fluid nodes for the mth marker,
and the corresponding discrete delta function would be perform a bi-linear
interpolation from these nodes to the marker point. Also, note that the inter-
polation stencil works over inner (empty squares) and outer (striped-green
squares) fluid nodes without any distinction.




















Finally, looking at figures 7.1 and 7.2, the discerning reader would have
wondered as to the relationship between the discretisation for the immersed
surface (∆r and ∆s) and that for the fluid domain (∆x). Krüger, Varnik and
Raabe (2011) have pointed out that the ratio of nominal marker spacing to




< 1.5, in order to maintain the
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impermeability of the immersed surface and prevent cross boundary flow. In
this thesis we have set the marker spacing to node spacing ratio as close to
unity as possible.
For temporal discretisation of the IBM, we use an explicit time step scheme,
or the so-called forward Euler method. This simply means that we compute
the positions of the markers at time t+ ∆t from the marker velocities com-
puted at time t. The equation for this update can be written as
X(t+∆t) = X(t) +∆tẊ(t), (7.11)
where ∆t is the discrete time step and Ẋ(t) the velocity of a marker at time t.
The recipe for the IBM as we use it, is now complete.
7.4 remarks
The IBM is an elegant and simple approach to handling complex, arbitrary
boundary conditions. With the IBM, the presence of the immersed boundary
enters the flow solution only via body forces. But this simplicity comes at a
cost. For sharp interface boundaries, such as those caused by cell membranes,
the IBM is only first order accurate in space. As Peskin aptly puts it; ‘the IB
method smears out sharp interfaces to a thickness which is of the order of the
meshwidth’ (Peskin, 2002). Otherwise, the method is formally second order
accurate in space for 3D bulk bodies immersed in fluid.
Another important shortcoming of the IBM is that the velocity interpol-
ations in the IBM are not divergence-free, even when the chosen underlying
fluid solver is (in general, the LBM is not divergence-free). As a consequence,divergence-free
There can be no
point sources or
sinks for the velocity
field
a common problem with the IBM is that the volume enclosed within a dilation-





total surface area is
conserved
The Dirac delta function that appears in the IBM equations is responsible
for the translation of properties between the two coordinate systems. The
moments of Dirac delta function must obey the rules,
∫
δ(x−X)dx = 1 and∫
(x−X)δ(x−X)dx = 0. Moreover, the delta functions used for spreading and
interpolation operations need to be exactly equal. These rules ensure that the
force, torque and power evaluated on the Lagrangian and Eulerian coordin-
ates are equal; meaning that there is no spurious generation of momentum,
angular momentum or energy at the immersed interface during the coupling.
For a case like ours, with a neutrally buoyant immersed surface, these con-
straints also give us conservation of momentum and energy at the immersed
interface (Peskin, 2002).
Though we stated the assumptions and limitations of the IBM earlier, we
have not justified our continued use of the IBM for this work. We do so
now. This work is primarily concerned with the numerical investigation of
the deterministic lateral displacement (DLD) particle separation technique.
The particles are either cells or polystyrene micro-beads. The membranes of
cells and micro-organisms are of the order of nano-meters. The IBM assump-
tion that the immersed membranes are 2D surfaces is therefore quite natural.
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The approximation of the rigid micro-beads as fluid filled (highly) stiff mem-
branes is rather deficient, but we find that for our DLD model, it produces a
good match with the experiments.
DLD is a size-based separation technique. Therefore, the use of compact
support with the 2-point IBM stencil, in order to reduce the hydrodynamic
footprint of the particle, is also well qualified. We are concerned more about
predicting the correct particle behaviour in the DLD rather than the smooth-
ness of the flow solution. The buoyancy of the cells is also not an issue since
the experimental time scales for the density difference to manifest are much
greater than those for the particle to transverse the DLD device. In other
words, sedimentation is undesired in the DLD and the assumption of neutral
buoyancy is safe.
The IBM employed in this study couples the flow solution from the LBM
(chapter 5) to the surface deformation solution from the finite element energy
method (FEEM) (chapter 6). The first use of IB-LBM for deformable RBCs was
in 2007 in various studies (Bagchi, 2007; Dupin et al., 2007; Zhang, Johnson
and Popel, 2007). This methodology for mesoscale simulation of cells has
proven to be very popular, and detailed discussion of the numerical aspects
of the IB-LBM-MEM can be found in (Krüger, Varnik and Raabe, 2011; Moun-
trakis, Lorenz and Hoekstra, 2017). We recommend (Krüger, Kusumaatmaja
et al., 2017) for a quick read on the use of the IBM with the LBM as well as
an exhaustive pool of references. This chapter was primarily intended as a
refresher to understand the modelled physics, advantages and limitations of
IBM in the context of our application. For a deeper dive (into the interpol-
ation stencils, viscous coupling etc.) the curious reader is directed towards
(Krüger, 2012), where the IBM employed is identical to the one in this thesis.

Part III
R E S E A R C H
It is nice to know that the computer understands the




A N I S O T R O P Y I N D E T E R M I N I S T I C L AT E R A L
D I S P L A C E M E N T A R R AY S
Few years after the invention of deterministic lateral displacement (DLD), an-
isotropic flow permeability was hypothesised to cause mixed mode particle
behaviour in these microfluidic arrays (Kulrattanarak, van der Sman, Lubber-
sen et al., 2011; Sturm, 2007). However, the underlying reasons for such aniso- mixed mode
Particle shows
characteristics of
being in zigzag as
well as in
displacement mode,
in the same array
geometry
tropic flow to manifest and cause mixed mode particle motion, are not clear.
In this chapter, we study the phenomenon of anisotropic permeability in the
DLD arrays. As seen in chapter 3, correct device operation dictates that on an
average the flow should remain at a fixed inclination to the obstacle array. We
find that this condition is violated when anisotropic arrays, with certain spe-
cific design features, are used in the DLD. The flow starts deviating from the
direction of the applied pressure gradient, leading to unpredictable particle
trajectories in the DLD.
Fluid-only 2D simulations are used to uncover DLD array anisotropy. These
simulations are guided by detailed experimental observations collected by
collaborators on this project. In order to illustrate the consequences of using
anisotropic DLD arrays, these external experimental observations are also
presented in this chapter and precede the corresponding simulation results
and discussions. The simulations show that the parallelogram layout pos-
sesses intrinsic anisotropic permeability, whereas the rotated-square layout
is anisotropy-free. Furthermore, it is found that array anisotropy becomes
severe when highly asymmetric post shapes or unequal lateral to flow-wise
array pitch is used. From the study, a set of design principles are recommen-
ded to avoid anisotropic flow effects in the DLD. The results detailed in this
chapter have previously been published in Vernekar, Krüger et al. (2017).
The fist section 8.1 introduces the problem. The experimental observations
on flow and particle behaviour in the two obstacle array layouts is detailed
in section 8.3. In sections 8.2 and 8.4, we then understand the nature of
intrinsic array anisotropy, manifestation of anisotropic flow deviations and
DLD design “enablers” that help such deviations. Causes leading to severe
anisotropy in DLD arrays are discussed in section 8.5. Section 8.6 lists some re-
latively simple design guidelines for suppressing anisotropic flow deviations,
and therefore avoiding unintended particle behaviour. A short summary and
concluding remarks are given in section 8.7.
8.1 introduction and problem statement
A few years after the advent of the DLD by Huang et al. (2004), the experi-
mental microfluidics community started noticing that particles could traverse
through the DLD with migration angles that were somewhere in-between
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Figure 8.1: (a) Row shifted parallelogram layout and (b) rotated-square layout geo-
metries used in DLD arrays. Note the lateral (y) and flow-wise (x) direc-
tions. Figure reproduced from chapter 3.
those for zigzag and displacement modes (Kulrattanarak, van der Sman, Lub-
bersen et al., 2011). Such modes were theoretically possible if the array peri-
odicity N = 1/ε = λx/∆λ (and therefore the flow periodicity) turned out to
be a non-integer value (Long et al., 2008). Here, λx is the array pitch in the
flow-wise (x) direction, ∆λ the row shift along the lateral y direction and ε
is the row shift fraction (RSF). See figure 8.1a reproduced from the introduct-
ory chapter 3. Interestingly, intermediate migration angles have also been
observed in experimental DLD devices designed with integer periodicity (N)
values (Kulrattanarak, van der Sman, Lubbersen et al., 2011). However, such
mixed modes have not been universally observed in all DLD devices.
It has been hypothesised that anisotropic permeability of flow through the
DLD arrays could cause the flow periodicity to vary away from N, and thus
cause unintended particle motion (Kulrattanarak, van der Sman, Lubbersen
et al., 2011; Sturm, 2007). Anisotropic permeability to flow means that the av-
erage flow direction does not remain parallel to the imposed driving pressure
gradient in the device. This anisotropic deviation in the flow direction arises
from the geometry of the obstacle array (Rice et al., 1970). This intrinsic array
anisotropy to flow was attributed to cause an asymmetric distribution of flow
lane widths through the array gaps. The asymmetric flow lane distribution is
further correlated to intermediate particle migration (between zigzag and dis-
placement) angles, for small particle trajectories in the DLD (Kulrattanarak,
van der Sman, Lubbersen et al., 2011; Kulrattanarak, van der Sman, Schroën
et al., 2010). However, there has not been deeper clarity on the matter.
This leaves many important questions unanswered. Such as, what are the
sources of anisotropic flow permeability, if present at all, and how does it af-
fect particle trajectories? And further, why do numerous DLD devices report
successful operation (as discussed in section 3.4), without observed mixed
modes?
I answer these questions with 2D, fluid-only numerical simulations. The
investigations are centred around and follow from the experimental observa-
tions provided by the co-authors in (Vernekar, Krüger et al., 2017). These
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experimental observations vividly illustrate the consequences of array an-
isotropy on particle trajectories. The experiments presented here were not
conducted as a part of my PhD research, but are reported for the sake of
comprehension and completeness.
The main research question answered in this chapter concerns the sources
and variation of array anisotropy in the DLD. Using numerical simulations
considering only the periodic unit cell of an array, we map array anisotropy
in both parallelogram and rotated-square array layouts, employing the stand-
ard cylindrical pillar. These two layouts are generally used interchangeably,
without accounting for the consequences of subtle differences between the
two. With multiple-pillar large-domain simulations, we then study the design
conditions when array anisotropy leads to flow deviation and particle mixed
modes. Such mixed modes are usually undesirable and lead to particle sep-
aration failure. We show that it is possible to prevent such consequences by
avoiding anisotropic flow “enabler” design features in the DLD. Different
DLD array parameters, as well as non-cylindrical pillar shapes are also ex-
amined for their contributions to anisotropic permeability of the array.
8.2 nature of array-induced anisotropy
An anisotropic array can be seen as one possessing the tendency to induce a
lateral-to-flow pressure gradient along the y axis, when a driving pressure is
applied along the flow-wise (x) direction (see figure 8.1). This pressure gradi-
ent becomes problematic in the DLD only when it induces a flow component
in the lateral direction (Kulrattanarak, van der Sman, Lubbersen et al., 2011).
The flow anisotropy for a specific array layout can therefore be quantified as
the ratio of lateral-to-flow pressure drop to the flow-wise pressure drop in
the unit cell of the array (see figure 8.5a). This flow anisotropy should not be
confused with the geometric anisotropy/asymmetry of the DLD array, which
is conveyed by the row shift fraction, ε.
Experiments described in the following section 8.3 (see figures 8.2 and 8.3)
are examples of such anisotropic flow tilts, and the resulting consequences on
particle trajectories. In these experiments, the flow tilts along the prevalent
array inclination, thus reducing the effective array inclination to flow. This
decreases effective ε, and therefore also reduces the critical separation dia-
meter dc, locally. Spatially varying dc causes unexpected particle bumping
for small particles that are expected to be in the zigzag mode, and induces
experimentally observed mixed modes. To avoid spatially dependent dc and
unintended particle trajectories, it is necessary to understand and control the
sources of anisotropic flow permeability in the DLD.
In fact, that the parallelogram layout would display a greater anisotropy
than the rotated-square arrangement was first hypothesised (as far as I know)
by Sturm (2007). This hypothesis was based on the understanding of optical
transmission in crystals. Specifically, a phenomenon caused by anisotropic
optical transmission known as optical birefringence, as observed in materials
such as calcite. In calcite, this is caused by the non-cubic (parallelepiped)
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unit cell of the crystal structure. In contrast, optical materials with cubic
unit cells show no birefringence, and therefore no anisotropic transmission.
This analogy (and the hypothesis by Sturm) has served as an inspiration
for the detailed investigations into flow anisotropy in DLD for both the ar-
ray layouts, which are generally treated as equivalent for a given inclination,
α = tan−1(ε).
8.3 experimental observations of array anisotropy
In this section, we present the experimental evidence demonstrating the con-
trasting fluid and particle behaviour in the two array layouts employed in the
DLD; parallelogram and rotated-square. The flow in the parallelogram layout
deviates from the horizontal causing unintended particle behaviour. Surpris-
ingly, particles in the rotated-square layout do not show such behaviour. The
results in this section are external to the research in this thesis, and are inten-
ded to provide insight into the experimentally observed differences between
the two layouts.
8.3.1 Parallelogram layout
Figure 8.2 shows an experiment intended for particle separation and particle






gap sizes (G), placed
serially one after the
other
this device shows significant deviation away from the horizontal near the
interface between two array inclinations. The parallelogram layout is used in
all the cascaded sections of the device, without any interfacing structures. We
focus on the first two sections schematically illustrated in figure 8.2(A). The
two array sections have equal but opposing inclinations of α ≈ ±11.3° (ε =
1/5). Placing counter inclined arrays next to one another does not mean that
particle separation would be reversed. Afer separating out the larger particles
will continue move along the prevalent array inclination in subsequent array
sections. Such oppositely inclined arrays can be used for separating out larger
particles in the first section and then running them through required chemical
streams in the second section for operations1 such as cell lysis, labelling and
washing. The vertical and horizontal array pitch in both sections is 11 µm. The
other array parameters are stated in the caption of figure 8.2. The full device
is shown in figure 8.2(B) and the fabrication details are given in (Vernekar,
Krüger et al., 2017).CCD camera





Figure 8.2(D) is a time sequence overlay of a series of images captured
from a colour CCD camera, that show the overall trajectory of the beads and
the dye from the sample inlet through the first two sections of the device. A
jet of red 2.7 µm beads mixed with green fluorescent dye is injected through
the inlet of the device. The 2.7 µm beads (red), clearly follow the bump mode
and trace out the array inclination. However, we can observe that the (green)
1 Strictly speaking these counter inclined arrays are not necessary for such operations, but they
offer the possibility of having the larger particles flow back across inlet flow streams post
de-mixing.
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Figure 8.2: Device for demonstrating anisotropic flow tilt in the parallelogram lay-
out. (A) Schematic of the device with two counter-inclined array sections
having equal positive and negative inclinations ±α. (B) Photo of the DLD
device, as etched into a silicon substrate. (C) Cross sectional SEM image
of the DLD array showing cylindrical posts arranged in the parallelogram
layout, with array pitch λ = 11 µm, array gap G = 3.7 µm and array in-
clination of α = ±11.3°. (D) Time exposure overlay demonstrating the
flow separation of a mixed jet of fluorescent dye (green) and 2.7 µm dia-
meter (red) beads, through the DLD array. The blue arrow indicates the
direction of average flow. (E) Zoomed-in image highlighting the deviation
of the fluorescent dye close to the interface between positively and neg-
atively inclined array sections. Dashed white line indicates the direction
(horizontal) of applied pressure gradient. (F) Top view SEM image show-
ing the region near the interface junction between the counter-inclined
array sections. The image is reproduced from (Vernekar, Krüger et al.,
2017) (©CC BY).
fluorescent dye deviates significantly from the horizontal, especially in the
region around the interface between the array sections. From the zoomed-in
image in figure 8.2(E), we see that the fluorescent dye shows a preferential
tilt along the prevalent array inclination. This tilt is especially noticeable as
the dye flows across the interface between the counter-inclined array sections.
The details of this junction are shown in the top view scanning electron mi-
croscope (SEM) image in figure 8.2(F).
This experiment captures the phenomenon of anisotropic flow tilt in the
parallelogram DLD array. In this experiment, the trajectory of the particle
in the bump mode remains unaffected since the bead diameter of 2.7 µm is
greater than the critical particle size dc = 2.4 µm for the two array sections.
However, such a tilt adversely influences the trajectories of small particles
travelling in the zigzag mode through the device. We see this effect in a
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Figure 8.3: Device for demonstrating consequences of array anisotropy on particle
trajectories. (A) Time exposure overlay of a mixed jet of 0.5 µm (green)
and 2.7 µm (red) beads injected into the same DLD device shown in figure
8.2 (α = ±11.3° and G = 3.7 µm). (B) Zoomed-in image (colour camera,
time exposure) of the 2.7 µm bead in the bump mode (top stream) and
the 0.5 µm following the zigzag mode (bottom stream). The deviation of
the 0.5 µm beads near the interface between array sections is clearly seen.
The dashed (white) line near the bottom indicates horizontal. (C) Video
frame sum (monochrome camera) of beads passing through the interface
between sections. The image now includes the trajectories of 1.9 µm dia-
meter fluorescent beads (bright, bottom stream), along with the other two
as before. Here, the 1.9 µm beads are expected to be in the zigzag mode
in both sections (dc = 2.4 µm), but undergo anisotropic “bump” mode
near the interface between arrays. The inset (D) records their trajectories
(bright green) at the crossover region, further beyond the interface in the
negatively inclined array section. Here, the 1.9 µm beads (bright green)
return to their expected zigzag mode, far away from the interface. (E)
Time exposure (colour) showing the addition of 2.3 µm beads (also green),
which are close to the critical particle size dc. Here, the top stream is still
that for the 2.7 µm (red) beads. Note that the intermediate 2.3 µm beads
appear to be locked into an anisotropic “bump” mode well beyond the
array interface (bottom right). The image is reproduced from (Vernekar,
Krüger et al., 2017) (©CC BY).
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second experiment shown in figure 8.3, using the same device. Here, an input
jet of beads with different sizes was used. Figure 8.3(A) is a time-lapse overlay
of images showing the separation of 0.5 µm and 2.7 µm beads in the first
two array sections. Here, the smaller beads are well below the critical size
for the arrays, i. e. dc > 0.5 µm, and these beads travel in the zigzag mode.
These beads simply follow the fluid flow and are perturbed away from the
horizontal as they approach and leave the interface between the two array
sections. Figure 8.3 shows a zoomed-in view of this lateral deviation.
To further illustrate the impact of the anisotropic flow deviation on inter-
mediate bead sizes, 1.9 µm green fluorescent beads were added to the input
bead jet mixture. A monochrome CCD video frame sum of the particle mo-
tion is shown in figure 8.3(C). The inset in this figure shows the time-lapse
overlay from the color CCD camera, placed over the second array section well
beyond the array interface region. We clearly see from the figure 8.3(C) that
the 1.9 µm beads show a transition from zigzag to bump-type motion as they
approach the array interface region (bottom jet stream), while the 2.7 µm
beads are in the bump mode (top jet stream). Well beyond the array section
interface, the 2.7 µm beads (red) remain in bump mode, as seen in the inset.
Here, we also see that the bright green 1.9 µm beads have now reverted back
to the zigzag mode, travelling horizontally. The zigzag path traced by the
faded green 0.5 µm beads is also just visible in the colour inset.
Normally, a bead with diameter smaller than the critical diameter (dc) for
the array is expected to track horizontally throughout the device, along the
direction of flow driving pressure drop. As we can see from the experiment
shown in figure 8.3, while the 1.9 µm bead initially tracks horizontally, it
alters its trajectory mode in the region near the interface between the array
sections. The bead moves in the bump mode tracing the local array inclination.
The particles start to bump upwards at the end of the first array section,
and then immediately downwards at the start of the second array section.
Sufficiently away from the interface, the particles then return to the zigzag
mode in the middle region of the second array section.
The experiment in figure 8.3 plainly shows the 2.7 µm bead in the bump
mode, the 0.5 µm bead in the zigzag mode and the 1.9 µm bead in the mixed
mode in the same DLD device. We suspect that the unintended mixed mode
motion of the bead is caused by anisotropic permeability leading to the lat-
eral flow acting on the particles near the array interface. As we shall see
later with the help of simulations (section 8.4), the flow no longer remains
horizontal in the parallelogram layout due to its intrinsic anisotropic per-
meability. The flow tilts, especially in regions close to the interface between
array sections, thus reducing the effective array inclination,. Such unintended
particle motion could prove undesirable for particle separation, especially for
high-resolution applications.
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Figure 8.4: Bead trajectories in a DLD device with the rotated-square layout. (A) Time
exposure overlay (colour) of 1.9 µm (green) and 0.5 µm (green) fluores-
cent beads in the DLD device, with rotated-square arrays. Similar to the
device in figure 8.2, here we have two adjacent counter-inclined array sec-
tions with inclination of α = ±5.71° (or ε = 1/10). Both array sections
have λ = 8 µm, G = 2.4 µm and a design critical size of dc = 1.1 µm.
Zoomed-in insets of regions near the array section interface, showing (B)
the 1.9 µm bead in the bump mode and (C) the 0.5 µm bead in the zigzag
mode, respectively. For the 0.5 µm tracer beads in the zigzag mode, no
significant deviation from the horizontal (dashed white line) is observed.
(D) An SEM image of the rectangular connectors used to match adjacent
rotated-square array sections. The image is reproduced from (Vernekar,
Krüger et al., 2017) (©CC BY).
8.3.2 Rotated-square layout
When the rotated-square layout is used, there is no significant flow deviation
from the horizontal, neither near nor away from array interface regions in cas-
caded arrays. The experiment shown in figure 8.4 employs two arrays in the
rotated-square layout with a positively inclined first array section followed
by a negatively inclined second section. The arrangement is similar to that
shown in figure 8.2(A). The counter-inclined arrays have an inclination angle
of α = ±5.71° (or ε = 1/10). The two arrays have a shorter 8 µm array pitch,
compared to the device discussed earlier. Unlike the parallelogram arrays in
figure 8.2(F) (which have matching interface boundaries), a set of rounded
rectangular “connector” structures are used to match the boundaries of the
two adjacent array sections in the rotated-square layout. These structures (of
varying length) are seen in the SEM image shown in figure 8.4(D). Other para-
metric details about the device are provided in the caption of the figure 8.4,
and the device manufacturing details can be found in Vernekar, Krüger et al.
(2017). The critical diameter for this device is expected to be dc = 1 µm.
Figure 8.4(A) shows the time-lapse image overlay of 1.9 µm and 0.5 µm
(green) fluorescent bead trajectories through the device, near the interface
region between the counter-inclined array sections. We see that the beads
have already undergone lateral separation, after injection as a narrow stream
8.4 mapping anisotropic permeability 97
of bead mixture through the device sample inlet. The 1.9 µm beads (top jet
stream) are larger than the device critical size and follow the bump mode
while the smaller 0.5 µm beads follow the zigzag mode (bottom jet stream),
acting as fluid flow tracers, as expected. The zoomed-in image in figure 8.4(B)
highlights the particle paths in the bump mode as they transit the interface.
Note the switch between a bumping motion along the upper side of the posts
in the positively inclined array, compared to a bumping action on the under-
side of the posts in the negatively inclined second array section. Figure 8.4(C)
similarly shows a zoomed-in image of the path of the 0.5 µm particles across
the array section interface. These tracer beads span all available flow lanes in
the zigzag mode, clearly marking out the rotated-square geometry and the
interface connectors.
No observable deviation of the zigzagging tracers, and therefore of the
flow is seen near the interface (or in other array regions). The overall path
of the 0.5 µm beads remains horizontal, along the applied pressure gradient
as seen in figure 8.4(A). This suggests an absence of anisotropic permeability
for the rotated-square layout. Therefore, unlike the parallelogram layout, the
rotated-square layout should be averse to unintended particle motions and
mixed modes.
8.4 mapping anisotropic permeability
We put Sturm’s hypothesis (of non-cubic array layouts inducing flow aniso-
tropy) to the test using high-resolution 2D simulations. The simulations car-
ried out here can be divided into two classes; single-pillar and large-domain.
In the first ‘single-pillar’ simulation set, as the name suggests, we simulate
flow over a single obstacle pillar (with 400× 400 lattice nodes) with periodic
boundaries along x and y directions. The flow is driven by a prescribed body
force along the pressure drop direction through the DLD (see section 4.2.1).
A feedback body force component normal to the pressure drop direction is
dynamically computed to ensure zero net lateral fluid flux in the single pillar
domain. This approach simulates flow over an individual post of an infin-
ite array, with (far away) lateral side walls that prevent net accumulation of
fluid at large distances from the post. We also model multiple pillars in large-
domains similar to the above experiments, where entire array sections are
simulated. Here, arrays with as many as 150× 120 posts have been modelled
in order to investigate the flow tilt due to array anisotropy. All simulations
are in the Stokes flow regime with the typical Reynolds number (computed
based on the maximum velocity and array gap G) Re < 0.8 in the single pillar
simulation and Re < 1× 10−4 in the large-domain simulations.
8.4.1 Anisotropic lateral pressure drop
For the sake of simplicity, we start with a symmetric circular post shape with
post-to-gap ratio of unity (G/D = 1). The simulated array gap and post dia-
meter are G = D = 10 µm, and therefore the array pitch is λ = 20 µm. With






























(b) Anisotropy for cylindrical pillar array
Figure 8.5: (a) An illustration defining anisotropy as quantified in our simulations.
∆p is the average pressure drop over the array pitch λ, measured over a
single periodic domain (dashed box). (b) Variation of anisotropy A in the
parallelogram and rotated-square layouts (for circular posts) with chan-
ging array inclination given by ε.
these two variables held constant, single pillar simulations in the parallelo-
gram and rotated-square layouts are carried out over a range of RSF values
(ε = 0.0 to 1.0, with increments of +0.1 or smaller).
When using periodic boundary conditions in the x and y directions, flow
simulation over a single pillar of an anisotropic array would result in a non-
zero average velocity component in the lateral (y) direction. That is, an aniso-
tropic array shows a mismatch between average pressure gradient direction
and the average flow direction. In reality, this lateral flow component is re-
stricted by the presence of side walls of the microfluidic channel. Hence, we
can use the average lateral pressure drop required to achieve zero mean flow
along the y direction in order to quantify array anisotropy. We define array
anisotropy A as the dimensionless ratio of the induced lateral pressure drop
(along the y direction) to the applied pressure gradient (along the x direction)
required to drive the flow. This definition is neatly illustrated for a unit cell
of a the obstacle array in figure 8.5a.
Using this definition, we compute the anisotropy at steady state and in
Stokes flow, over the range of ε. Both the parallelogram and rotated-square
geometries are tested. Figure 8.5b plots the variation of anisotropy for differ-
ent array inclinations written in terms of the RSF (ε). The sign of A indicates
the direction of the lateral pressure drop, with a positive sign indicating that
the induced lateral pressure drop has the same direction as the array inclina-
tion and vice versa2.
As seen from figure 8.5b, anisotropy in the parallelogram array shows a
sinusoidal dependence on ε. Furthermore, the absolute anisotropy values for
ε and 1− ε are equal. This symmetry comes from the geometry of the array,
where a parallelogram array with inclination 0.5 < ε < 1.0 is equivalent to
one with 1− ε, but with a row shift in the −y direction. From the simulations,
2 This fact is deduced from the numerous simulations carried out in this chapter
8.4 mapping anisotropic permeability 99
we obtain a maximum absolute anisotropy of ≈ 5.6%, at ε = 0.25 and 0.75 in
the parallelogram geometry.
Conversely, the rotated-square layout returns vanishing anisotropy for all
tested values of ε. This conveys that no lateral pressure drop is induced when
fluid flows through the rotated-square layout. This identically zero anisotropy
for the rotated-square layout hints at geometric and time-reversal symmetry
of Stokes flow around the periodic obstacles. Such symmetries would indic-
ate that Stokes flow is time independent in the rotated-square layout and
the flow-field does not change upon a reversal of the applied pressure drop
direction. These results corroborate Sturm’s hypothesis of the rotated-square
array having an advantage over the parallelogram layout in avoiding aniso-
tropic effects.
8.4.2 Anisotropic flow tilt
When array anisotropy manifests solely as a pressure drop, particle trajectory
modes remain unaffected, because the fluid flow stays horizontal and at a
fixed inclination to the array. Array anisotropy is only problematic when it
induces a tilt in the flow direction. For the parallelogram arrays with sym-
metric circular posts, the anisotropy direction is the same as that of the row
shift, as seen in figure 8.5b. Hence, flow deviation occurs in the direction of
the array incline (or the array row shift) in anisotropic parallelogram array.
This causes a decrease in the effective array inclination, and thus a reduction
in the critical separation diameter dc, locally.
To test this reduction in effective array inclination and understand the flow
tilt behaviour, we simulate two DLD devices, as shown in figure 8.6. The first
device employs the parallelogram layout (see figure 8.6(B)) and the second
has the rotated-square layout (see figure 8.6(C)). Each simulated DLD device
has two array sections with a total of 152× 120 circular posts along the flow-
wise and lateral directions, respectively. The post diameters are 10 µm and the
array gap size is G = 10 µm, similar to the single pillar simulations. These
device simulations are similar to the experiments presented in section 8.3,
except that the simulation arrays can be considered infinitely long without
well defined inlets/outlets.
The simulated domain is 3.2mm×2.4mm (3200×2400 lattice nodes in the x
and y directions). See figure 8.6(A) for an illustration of the simulation setup.
Periodic boundaries are used in the x direction, while no-slip side walls are
present at the boundaries along the y direction. The flow is driven by a pres-
sure gradient along the x direction. Each device has two counter-inclined
array sections, with inclination angle ±α for the left and right sections, re-
spectively. The array inclination is set at ε = ±0.2. In each device, the two
array sections are separated by an interface gap of ≈ 4λ (80 µm), similar to
the ones employed in the experimental devices in figures 8.3 and 8.4.
The figures 8.6(B) and (C) show zoomed-in regions capturing the right
device side wall, and the interface gap between array sections, for both simu-
lated devices. Here, the flow streamlines (blue lines) are plotted at arbitrary
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Figure 8.6: Results for anisotropic flow tilt in the parallelogram and rotated-square
arrays. (A) The large-domain simulation setup for both parallelogram
and rotated square DLD devices. Each device has two counter-inclined
array sections with ε = ±0.2. Both devices have periodic inlet and outlet
boundaries along x direction and no-slip side walls along the y direction.
Fluid streamlines (blue lines) in region near the right side wall, for (A)
the parallelogram layout device and (B) the rotated-square layout device.
Reference horizontal lines (red) indicate the direction of applied pressure
gradient (parallel to side walls). (B) As we move away from the right side
wall, the streamlines tilt in the direction of prevalent array inclination
in the parallelogram layout device. (C) In the rotated-square device, no
such flow deviation is seen and the streamlines remain parallel to the
side walls throughout. The small deviations from the horizontal are due
to streamlines navigating around posts, tracing the ideal zigzag trajectory.
The arrows in the zoomed-in insets indicate the local velocity field. The
dashed (white) line indicates the device centreline.
fixed equal intervals from each other, for both the devices. In the parallelo-
gram device (figure 8.6(B)), the streamline closest to the right side wall re-
mains horizontal throughout. As we move away from the right side wall and
towards the device centre, the streamlines show a marked tilt along the pre-
valent array inclination. At ≈ 10 posts away from the right side wall, a visible
flow tilt can be observed, and this flow tilt continues to increase as we move
further away from the right side wall. Along the centre of the device, the flow
is no longer parallel to the side walls. A similar behaviour is observed at the
other (left) side wall (plot not shown).
In the region around the centreline, the effective array inclination is re-
duced from ε = 1/5 to ≈ 1/7, as a result of the flow tilt. Typically, DLD
devices target this zone for particle separation. This change in ε occurs gradu-
ally as we move from the side wall to the centre. Therefore, the periodicity
N = 1/ε would rarely equal an integer value. It is known that non-integer N
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Figure 8.7: Background secondary recirculation flow pattern visualised via stream-
lines (blue lines) in the parallelogram layout device from figure 8.6(B).
Here, both the right and left side walls for the simulated device are shown.
The two counter-inclined array sections are inclined with ε = ±0.2,
respectively. The secondary flow field is obtained by subtracting the
primary x velocity component, measured at the device centre (shown as
X), from the overall primary flow field. The arrows in the zoomed-in inset
show the local secondary flow field.
values can lead to mixed modes, as well as negative migration angles (Long
et al., 2008). Such effects are highly undesirable for predictable bi-modal par-
ticle sorting in the DLD. Furthermore, factors such as the distance of the
particle from the side walls, now influence the critical separation size dc in
the device.
Figure 8.6(C) shows a similar streamline plot for the rotated-square device.
Here, the streamlines (blue lines) remain horizontal and parallel to the side
walls, throughout. The streamlines appear to zigzag around the array obstacles
with unchanging periodicityN, set by the array geometry. The lack of flow de-
viation can be attributed to the absence of anisotropy. Here, unlike in the par-
allelogram layout, the critical separation size dc is well defined and spatially
invariant, making separation much more predictable. Therefore the rotated-
square layout should be preferred over the parallelogram layout for particle
separation applications.
8.4.3 Background secondary recirculation
In section 8.4.2 we have seen that inherent anisotropic permeability of the
parallelogram array could tilt the fluid flow along the prevalent array inclin-
ation. However, this need not always be the case. If the anisotropic lateral
pressure gradient is balanced by normal stresses at the no-slip wall boundar-
ies, no lateral flow will arise in the array. In such a case, the streamlines stay
parallel to the walls, and are not tilted. In fact, this the reason the streamline
closest to the right side wall stays horizontal in figure 8.6(B). However, certain
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common design features found in DLD devices, allow the anisotropic lateral
pressure gradient to induce secondary flows. These secondary flows perturb
the primary streamlines away from the horizontal, and along the prevalent
array inclination.
We take a deeper look at the flow field in simulated parallelogram device
shown in figure 8.6(B). We discover that the anisotropic lateral pressure gradi-
ent starts to be released near the interface between the two counter-inclined
array sections. This results in a “ladder-like” background secondary recircu-
lation pattern near the interface, as seen in figure 8.7. This secondary flow-
field is obtained by subtracting the x directional velocity component at the
centre of the device (marked ‘X’ in figure 8.7), from the primary velocity field
everywhere. In the present simulation, this background flow is clockwise, me-
andering around obstacles in the array. Note that the streamlines shown in
figure 8.7, close in on themselves and are therefore stagnation (or separation)
streamlines.
This recirculatory flow causes the tilt in the primary flow and is responsible
for locally altering the critical separation diameter dc of the device. Such
background recirculation is absent from the rotated-square layout. As we
shall see next, certain device features allow this background recirculation
to manifest in anisotropic arrays. We term these features as anisotropic flow
“enablers”.
8.4.4 Anisotropic flow tilt “enablers”
Design features that allow the induced lateral anisotropic pressure gradient
to drive secondary recirculation have unknowingly been employed in many
DLD devices (see chapter 3). In general, we find that placing sections with
large differences in their intrinsic anisotropy values adjacent to one another
leads to background recirculatory flow. An example of such anisotropic flow
effect is seen in the experiment in figures 8.2 and 8.3, where array sections
with opposing anisotropy values are placed next to each other. Additionally,
the presence of low-impedance isotropic regions, such as an obstacle-free
interface gap between array sections, also leads to anisotropic flow deviations
in the DLD.
In order to substantiate the claim that the presence of an interface gap
between array sections leads to anisotropic flow tilt, we run two large domain
simulations. Two very similar DLD devices are simulated; one device has
an interface gap between two similarly inclined array sections (figure 8.8a),
while the gap is absent in the other (figure 8.8b). Here, the parallelogram
array layout is used for both array sections in the device. The inclination in
both the array sections is equal and positive, α ≈ +14.0° (or ε = 0.25), as seen
in figures 8.8a and b.
In the first device seen in figure 8.8a, the interface gap acts as an enabler
for anisotropic flow deviation by allowing the fluid flux to compensate for its
upward tilt within the array sections. The large isotropic obstacle-free gap is
unable to impose a lateral pressure to keep the flow along the horizontal, and
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(a) Interface gap present (b) Interface gap absent
(c) Cascaded without interface gap
Figure 8.8: Flow streamlines demonstrating the effect of anisotropic flow “enabler”
designs in the DLD. Simulated DLD device with (a) an interface gap
between positively (similarly) inclined array sections, and (b) a device
without an array section interface gap. Both devices have two array sec-
tions in the parallelogram layout with circular pillars and an inclination
of ε = +0.25. The fluid streamlines are plotted for both simulations (blue
lines). These show significant flow tilt in (a) the device with the interface
gap, while no flow tilt in (b) the device without an interface gap. (b) Here,
flow remains horizontal and parallel to the side walls. (c) Streamlines in
a cascaded DLD device with two array sections. The left section has in-
clination of ε = 0.05 and the right section has an inclination of ε = 0.25.
The flow tilts upwards in the right section, and to compensate this tilts,
deviates downwards in the left section. Horizontal lines (red) indicate
the direction for the applied average pressure gradient. All panels are
zoomed-in views of larger DLD devices in regions near the right side
wall. Arrows in the insets indicate the local velocity field.
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allows the anisotropic pressure to be released resulting in a secondary recir-
culation. This allows the flow to tilt within the arrays along their prevalent
inclination.
As seen in figure 8.8b, the absence of the gap in the second device forces
the flow to stay along the horizontal throughout, confirming interface gaps
as enablers of anisotropic flow tilt. Additional simulations with rectangular
connectors in the interface gap, such as those seen in figure 8.4(D) were car-
ried out to see if the compensatory lateral fluid flux in the interface gap could
be choked (plots not shown). No flow tilt is observed in the array when the
lateral gap between these connectors is kept the same as the array gap G. The
connector elements simply mimic the no gap situation, as seen in figure 8.8b.
However, when the spacing between these connectors was increased to > 4λ,
the flow tilt is seen to reappear again.
Even without the gap, anisotropic flow deviation can occur in cascaded
arrays. Flow tilt can manifest whenever arrays with large differences in their
intrinsic anisotropic permeability are placed next to each other. This need not
be the case only when array sections with opposing inclinations are placed
next to one another, as done in the experimental devices shown in figure 8.2
and 8.4. To illustrate this point I carried out large-domain simulation of a
cascaded parallelogram layout device with two sections at inclinations ε =
0.05 and 0.25, respectively. All other array parameters are the same, and the
device sections lack an interface gap in between. The resulting streamlines
(in the region near the right side wall) are plotted in figure 8.8c.
Here, the array with the higher intrinsic anisotropy dominates, tilting the
flow along its preferential inclination. This causes a complimentary fluid flow
tilt in the adjacent array. We see from figure 8.8c that, away from the side
walls, the flow deviates slightly upwards in the right array section (ε = 0.25),
and slightly downwards in the left array section (ε = 0.05). Here, the effective
array inclinations (measured near the device centreline) reaches ε = 0.231 and
0.068 in the right and left array sections, respectively. Hence, we postulate that
DLD devices using cascaded arrays of the form in figure 8.8c may generally
have a locally varying critical separation diameter dc.
From simulations (and experiments) it is observed that, for cascaded DLD
devices with similarly inclined array sections, anisotropic flow tilt occurs at
the entrance and exit regions of the arrays. When the interface gap is no
more than 6λ (the case for many experimental devices), the flow-wise length
of the array section affected by anisotropic flow tilt scales with the strength of
anisotropy and y directional width of the array section. For cylindrical post
parallelogram arrays, it is seen that the extent of the anisotropic zone protrud-
ing into the entrance and exit regions of the array section does not exceed the
lateral array width. Therefore, a zone free from anisotropic flow deviation can
be attained at the centre of an array by having more than twice the number
of obstacle pillars in the x direction than in the y direction. Cascaded DLD
devices with “long and narrow” array sections, possessing sufficient number
of pillars in the centre zone of each section unaffected by anisotropic flow tilt,
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and therefore with an invariant dc, are therefore recommended for particle
separation applications.
In simulations, it is simple to confine all lateral force in the DLD geometry
with the addition of a lateral pressure drop. However, as we have seen, the
presence of side walls in a real device does not guarantee that the flow would
remains horizontal everywhere. The presence of “enabler” design features
leads to lateral flow deviations in anisotropic arrays, as we move away from
the side walls. An interface gap is one such common “enabler” feature used
at the beginning and end of arrays in the DLD, to relieve clogging. There-
fore “enablers” features like interface gaps should be identified and removed.
When the cascaded arrangement of different array sections is used in a DLD
device, the anisotropy-free rotated-square layout, rather than the parallelo-
gram layout, should be the preferred design option.
8.5 causes of excessive anisotropy
In recent years, the DLD technique has seen an increasing use of non-circular
post shapes, and use of non-standard array parameters, such as non-unity
array unit cell aspect ratios (λa/λb) and post size to array gap ratios (G/D).
In this section we look at the intrinsic anisotropic permeability of such non-
standard DLD array designs. Similar to the simulations reported in section 8.4,
single post simulations are carried out to map array anisotropy for different
array parameters and post shapes, and large-domain simulations carried out
to visualise anisotropic flow tilt.
8.5.1 Unequal axial-to-lateral array pitch
DLD devices with unequal lateral to flow-wise array pitch have shown to
give enhanced separation results in specific applications (Zeming, Salafi et
al., 2016). We shall see here that using such non-unity aspect ratios (λa/λb)
for the array unit cell has advantages, but comes at the cost of elevated array
anisotropy. With single post simulations, the effect of axial to lateral array
pitch ratio on anisotropic permeability of the array is studied. This aspect
ratio can be quantified as Λ = λa/λb or as λx/λy, as illustrated in figure 8.1.
In the simulations, the flow-wise pitch λa is varied, keeping the lateral pitch
fixed at λb = 2G = 2D. All other parameters for the periodic simulation
domain are the same as before.
Figure 8.9a plots the variation of anisotropy with varying unit cell aspect
ratio in the parallelogram layout, for the array inclinations ε = {0.1, 0.3, 0.5}.
The anisotropy A for inclinations of ε > 0.5 is equal and negative (−A) to
those for a negatively inclined array with inclination 1− ε and are not plotted.
For ε = 0.5 the anisotropy is zero for all Λ due to the symmetry of the
geometry.
Interestingly, for the parallelogram array, anisotropy steadily decreases and
converges to zero as the aspect ratio Λ is increased. This is a significant ob-
servation for reducing anisotropic permeability in the parallelogram arrays,
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Figure 8.9: Variation of anisotropy (A) with the unit cell aspect ratio (Λ = λa/λb)
for (a) the parallelogram layout and (b) the rotated-square layout, with
circular pillars. The corresponding array unit cells are indicated as in-
sets in the respective plots. (c) Variation of anisotropy with increase in
the gap-to-post diameter ratio (G/D) for the parallelogram layout with
circular pillars. In an equivalent rotated-square layout, the anisotropy is
identically zero for a circular pillar and G/D has no effect.
especially since the critical radius of the device is independent of the aspect
ratio, when G and ε are held constant. Note that α does not remain the same.
For example, the simulations predict rc = dc/2 = 1.8 µm for the ε = 0.1
simulations, and rc = 3.6 µm for the ε = 0.3 simulations, independent of
the parallelogram array unit cell aspect ratio Λ. Still, employing Λ > 1 has
a clear disadvantage; larger aspect ratios means longer arrays for the same
net lateral displacement. This further means a longer device footprint and a
higher resistance to fluid flow. Therefore, such arrays are normally not used.
Figure 8.9b shows the variation of anisotropy with aspect ratio for the
rotated-square layout, for RSF ε = {0.1, 0.3, 0.5}. Here, we observe that the
sign of anisotropy changes when Λ crosses the value of unity. For Λ < 1
anisotropy is positive and for Λ > 1 it is negative, while for Λ = 1 the aniso-
tropy is zero. Hence, unless necessarily required, Λ = 1 should be chosen for
the rotated-square layout to avoid unintended anisotropic flow effects.
8.5 causes of excessive anisotropy 107
8.5.2 Unequal array gap-to-post size ratio
Unequal array gap G to post diameter D ratios (G/D 6= 1) are commonplace
in the DLD arrays, since reducing G is an effective way to decrease the critical
separation size dc for a device. Figure 8.9c plots the variation of anisotropy
with the change in G/D ratio for the parallelogram array. Here, anisotropy
increases as the size of array gap relative to the the post decreases. How-
ever, we can see that the highest anisotropy value is lower than that induced
when changing Λ. These results indicate that having larger array gap sizes
compared to post sizes reduces the anisotropy in the parallelogram array.
Also, for G/D > 2.0, the rate of decrease of anisotropy A appears to drop
significantly, indicating that this may not be a very good strategy for elimin-
ating anisotropy in DLD arrays, and that a parallelogram layout with point
obstacles would still exhibit finite anisotropy. For the rotated-square layout,
the array gap-to-post size ratio does not have any effect and the anisotropy
remains zero.
8.5.3 Post shape induced anisotropy
In this section, we take a look at the effect of using asymmetric post shapes
on anisotropic permeability. Here, we start with an experiment with right
triangular posts, which shows severe anisotropic flow tilt, and unintended
particle behaviour. Again, this experimental work is not a part of the present
thesis research, and has been reproduced here from (Vernekar, Krüger et al.,
2017) for explanatory purposes. The experiment is shown in figure 8.10(A)-
(C). The DLD device used here has two array sections, both with a negative
inclination given by ε = −0.1, in the rotated-square layout. The post shape
used for the arrays is the right triangle. The two sections are placed alongside
each other with an interface gap as seen in figure 8.10(A). The cylindrical
pillars seen in the gap are roof supports for the device. All array parameters
are the same in the two sections and are are listed in the caption of figure 8.10.
The sole difference between the sections is that in the right array section the
triangular posts are rotated about their positions by 90° counter-clockwise,
relative to those in the left array section, as seen in figure 8.10(A).
Figure 8.10(B) shows the trajectories of fluorescent 3.1 µm diameter beads
through the array sections. The bead size is greater than the design critical
separation radius in both the sections (rc = 1.1 µm on the vertex side and
rc = 1.5 µm on the flat side of the triangle) and the beads are therefore
expected to be in the displacement mode, tracing the negative array incline
in both array sections. Instead, as we can see from the figure 8.10(B), the
beads are in an abnormal zigzag mode in the left section and are in the
displacement mode in the right section. Careful examination shows that in
the right section, close to the interface gap, the beads are bumping on the flat
side of the triangle, rather than on the vertex side as intended.
This anomalous particle behaviour is due to flow tilt induced in the rotated-
square device as a result of the highly anisotropic right-triangular pillar
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Figure 8.10: Anisotropy of a device with right triangular posts in the rotated square
arrangement. (A) SEM of the interface gap between two array sections
of the experimental device. The array inclinations are identical on either
side with ε = −0.1. The triangular posts are rotated by 90° counter-
clockwise in the left section, relative to those in the right. The array
parameters λ = 10 µm and G = 4 µm are equal in both sections. (B)
Epifluorescence micrograph showing trajectories (white lines) of 3.1 µm
beads, expected to be in the displacement mode in both sections. In the
left section, the beads are in an abnormal zigzag mode,while in the right
section they travel in an inverted displacement mode. (C) The deviation
of fluorescent dye, injected along the right side wall of the device, as
it crosses the interface gap. The array inclination, device centreline and
maximum deviation of the dye region are marked. (D) Flow streamlines
(blue lines) from a simulated device with triangular posts, mimicking
the experimental device. Significant tilting of the streamlines along the
triangle hypotenuse is seen, even a short distance away from the right
side wall. The dashed yellow line traces the negative array inclination of
both array sections. Arrows in the inset indicate the local flow field. The
experimental images (A)-(C) are reproduced from (Vernekar, Krüger et
al., 2017) (©CC BY).
shape. The flow pattern in both sections tilts along the hypotenuse of the
right-triangle rather than the prevalent array incline. This causes an increase
in the effective inclination of the array in the left section and a decrease in
the effective inclination in the right array section. In fact, beads bumping on
the flat side of the triangles in the right array section hint that the flow tilts
beyond the array incline (α = tan−1(ε) ≈ −5.7°), effectively creating a posit-
ively inclined array zone close to the interface gap. This flow tilt is visualised
by introducing fluorescent dye in the bottom section of the device, as seen in
figure 8.10(C). The strong local flow deviation can be gauged from the inclin-
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Table 8.1: Anisotropy for different post shapes in the rotated-square layout, with an
inclination of ε = 0.1. The finite anisotropy when using the circular post
(O(10−7)) is caused by numerical approximations and is treated as zero.
Note that for circular posts in the parallelogram layout inclined at ε = 0.1,
the anisotropy is A = 3.6× 10−2.
Post shape Anisotropy, A
Circular 3.1× 10−7
Square 2.1× 10−6
Equilateral triangle 3.2× 10−3
Right triangle 1.8× 10−1
I-shape 5.2× 10−3
ation of the interface between dye and non-dye regions, demonstrating that
the flow tilts along the hypotenuse of the triangular pillars.
To substantiate this claim, large-domain simulation of a device mimick-
ing the experimental device was carried out. The simulation has 160× 120
posts in the flow-wise and transverse directions, respectively. The simulated
device has two array sections, both in the rotated-square layout, with the
same boundary conditions as shown in figure 8.6(A). The triangular posts in
the second section are rotated by 90° counter-clockwise, relative to those in
the left section. All other device parameters match those in the experiment,
except the fact that we do not simulate the cylindrical roof supports located
in the interface gap.
Figure 8.10(D) shows the streamlines (blue lines) for a subset of the device
close to the right side wall. Already 10 posts away from the side wall, we
see that the flow tilt away from the horizontal becomes large and significant.
The flow tilt increases to a maximum as we move towards the centre of the
device. In the central zone, the flow tilts by ≈ 11.3° in the left section, while
in the right section, the flow tilts by ≈ −11.9° to the horizontal. This means
that the effective array inclination in the left section is ε ≈ −0.31, leading
to an critical diameter of dc ≈ 3.19 µm. And an effective inclination of ε ≈
+0.11 in the right array section, resulting in an critical diameter of dc ≈
1.94 µm. These results help explain the experimental observations of having
the 3.1 µm diameter bead in the abnormal zigzag mode in the left section,
and in the bump mode in the right array section. Such large flow deviations
from the horizontal caused by the anisotropic triangular post demonstrate
that anisotropy can dramatically reverse particle behaviour, even for large
particles expected to be in the bump mode in the DLD.
Alternative post shapes
In order to study the role of the post shape induced anisotropy, single post
simulations are carried out, and the anisotropy measured. These simulations
are similar to those in section 8.4.1. Four different non-cylindrical post shapes,
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previously used in the DLD literature, are tested; namely the right triangle,
equilateral triangle, square and the I-shape. All the posts are defined such
that they can be circumscribed inside a circle of 10 µm. The rotated-square
layout is used at an inclination of ε = 0.1, and other array parameters are
kept the same as in section 8.4.1. Each post is rotated counter-clockwise to
align with the array inclination.
The results for the anisotropy of asymmetric post shapes are collected in
table 8.1, alongside that for the circular post in the rotated square array. We
can see that highly asymmetric posts such as the right triangle display an-
isotropy an order of magnitude larger than the maximum value caused by
the parallelogram layout with circular posts (at ε = 0.25). However, for the
other post shapes, the anisotropy value is nearly zero, and importantly lower
than that for the parallelogram layout with circular posts. Therefore, unless
highly flow symmetry breaking post shapes (such as the right triangle) are
used, anisotropy arising from the obstacle layout can be more important than
that induced by the post shape.
Furthermore, these highly asymmetric post shapes can be used to cancel
out the anisotropy arising from the parallelogram layout. Post shape induced
anisotropy can be varied by rotating them relative to the flow direction. Using
this idea, asymmetric post shapes could be used for cancelling the net effect
of anisotropy, even in an anisotropic DLD layout.
8.6 suppressing anisotropic flow tilt
We have established the presence of anisotropy, and the factors leading to an-
isotropic flow tilt in DLD arrays. We also know that anisotropy is a problem
only when it leads to a flow deviation, causing unintended particle trajector-
ies and mixed mode behaviour. Avoiding such problems, and ensuring that
the critical separation diameter does not vary locally within the device, is
important for predictable bi-modal particle separation in the DLD. Below a
number of design pointers, informed from both simulations and experiments,
are suggested for suppressing the manifestation of the anisotropic lateral flow
tilt.
1. Prefer the rotated-square layout instead of the parallelogram layout for
DLD design.
2. “Enabler” design features such as interface gaps and counter-inclined
adjacent array sections to be avoided.
3. Reduce anisotropy in the parallelogram layout by increasing the flow-
wise to the lateral array gap.
4. Rotate asymmetric non-circular post shapes to counter array anisotropy.
5. Use “long and narrow” array designs with a greater ratio of posts in
flow-wise to lateral direction ( 2) to obtain a central zone free from
anisotropic flow tilt, and therefore having an invariant critical separa-
tion size dc.
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8.7 summary and concluding remarks
In this chapter anisotropic permeability in the DLD arrays has been thor-
oughly investigated. These numerical investigations have followed naturally
from the experimentally observed phenomenon of unintended and mixed
mode particle motion in the DLD. Anisotropic obstacle arrays induce a pres-
sure gradient perpendicular to the average flow direction. This induced an-
isotropic pressure can drive flow in the lateral direction, unless balanced by
normal stresses at the no-slip wall boundaries of the device. Anisotropic flow
can induce a “ladder-like” localised background recirculatory flow pattern,
that impacts the primary flow streamlines. Background recirculation causes
the imposed flow to deviate in the direction of the anisotropic pressure drop,
which in turn leads to locally varying critical separation size dc, and uninten-
ded mixed mode particle trajectories in the DLD.
We find that the parallelogram layout displays inherent anisotropy, which
shows a sinusoidal dependence on the RSF ε. In contrast, arrays with circu-
lar posts in the rotated-square layout show no anisotropy and therefore no
flow tilt. In the rotated-square layout with circular posts, the flow remains
parallel to the device side walls throughout, and thus dc remains predictable.
Therefore, for particle separation applications, the rotated-square layout is
recommended over the parallelogram layout.
Moreover, multiple causes of elevated anisotropy in DLD arrays have been
identified. Unequal flow-wise and lateral post gaps, larger gap to post dia-
meter ratio and non-circular post cross sections can all lead to a severe in-
crease in anisotropy. Such parameter changes can make even the rotated-
square layout highly anisotropic. Furthermore, asymmetric post shapes can
induce anisotropic flow on their own. Using a highly asymmetric right trian-
gular post leads to a highly anisotropic device, while the square, equilateral
triangle and I-shape lead to relatively negligible anisotropic effects. However,
changing the array gap to post size ratio in the rotated-square layout does
not lead to anisotropy.
If anisotropic geometries such as the parallelogram layout or right triangu-
lar posts are used, one should avoid design features we term as “enablers”.
The presence of enabler features allows anisotropic pressure to cause back-
ground recirculation leading to off-axis lateral flows. One typical enabler fea-
ture is the interface gap between array sections, often seen in cascaded DLD
devices, or at the beginning or end of arrays. The flow modifications induced
by anisotropic permeability plays an important role in the success or failure
of a DLD devices, needs to be take care of at the device design stage. Addi-
tionally, this study is relevant to a large class of low Reynolds number flows
through microfluidic channels and porous media, where the fluid flows past
an ordered set of periodic obstacles, similar to those in used in the DLD.
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T R A J E C T O RY M O D E B I F U R C AT I O N R E V E R S A L D U E T O
H Y D R O D Y N A M I C ‘ L I F T ’
Several previous studies have looked at motion of deformable red blood cells
(RBCs) through deterministic lateral displacement (DLD) arrays. These have
mostly been studies on the effects of RBC deformability and orientation, on
their motion through cylindrical post arrays (Beech, Holm et al., 2012; Krüger,
Holmes and Coveney, 2014). A year ahead of the start of my PhD research,
Zeming, Ranjan and Zhang (2013) introduced a special non-cylindrical pillar
shape, which produced remarkable lateral displacement results for RBCs. The
enhanced displacement modes appears to result from the dynamical rotation
or tumbling of RBCs, induced by the shape of the pillar. Furthermore, a re-
cent study by Henry et al. (2016) also showed enhanced lateral displacement,
when the RBCs were induced to tank-tread through an cylindrical post DLD
array. In this chapter, the dynamics and motion of deformable RBCs through
DLD arrays with special pillar shapes is studied. The purpose of this study is
aimed at understanding the role of RBC dynamics towards trajectory mode
selection, when flowing past DLD pillars that aid such motions.
In this work, we take the same base pillar shape as the one by Zeming,
Ranjan and Zhang (2013), and obtain two other derivative shapes in order
to study the effect of RBC deformability and dynamics on trajectory modes.
The motion and dynamics of deformable RBCs are analysed with the help
of 3D fluid-structure coupled simulations, for three pillar shape geometries.
Simulation results of RBC motion over multiple pillars are used to categorise
the RBC trajectory modes and build a phase-map, for increasing inclinations
of the pillar array to flow. Contrary to expectations, it is found that increasing
RBC membrane deformability can lead to a mode bifurcation reversal when
the modified pillar shapes are used. The interplay of RBC dynamic modes
with the special pillar shapes is seen to be a key component in driving this
reversal. Furthermore, the hydrodynamic ‘lift’1 and tumbling orbits are ob-
served and analysed in order to explain the trajectory mode reversal.
Section 9.1 takes a look at the problem statement in the context of recent
advances motivating this study. Details on the 3D simulations are provided
in section 9.2. Section 9.3 contains short description of solver validation for
predicting the trajectory modes for rigid spherical micro-beads in the present
DLD geometries. Section 9.4 maps the trajectory mode bifurcation behaviour
for all array designs. Sections 9.6 and 9.7 detail the physical mechanisms pos-
tulated to govern the mode-bifurcation behaviours in selected arrays. Lastly,
the summary and conclusions are given in section 9.8.
1 In this chapter, ‘lift’ is used to indicate cross streamline repulsive migration of a deformable
cell, and does not mean that there is a net force acting on the cell.
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9.1 introduction and problem statement
The motion of rigid beads through DLD arrays is well described by the
volume exclusion effect (steric interaction between particles and pillars), and
the critical separation size can be modelled by a simple (empirical equation
3.2) power law. However, the motion of RBCs through DLD arrays shows a
much more complex behaviour, which depends on their deformability, fluid
viscosity contrast and dynamic motion. Previously, using shallow DLD devices
(< 5 µm deep) to confine orientation, it was found that RBCs with greater
membrane deformability would tend towards the zigzag mode (Beech, Holm
et al., 2012; Krüger, Holmes and Coveney, 2014). In such devices, the de-
formed (prolate ellipsoid-like) RBCs present a smaller cross sectional area to
the flow when passing through DLD array gaps, and thus appear smaller to
flow. However, this simple idea shows shortcomings when the RBCs are al-
lowed greater degrees of freedom, and are allowed to undergo characteristic
dynamic motions in the DLD (see section 3.3).
Following the pioneering work of Huang et al. (2004), most DLD applica-
tions till date have used a standard cylindrical pillar array with equal pitch
in flow-wise and lateral directions. Naturally, a number of researchers have
since attempted array design with non-cylindrical pillar shapes, mostly aimed
at optimisation of the critical separation diameter dc and improved particle
throughput, with varying degrees of success. In 2013, Zeming, Ranjan and
Zhang obtained bumping of RBCs at higher than empirically predicted ar-
ray inclinations (termed as “enhanced bumping”), in experiments where the
RBCs displayed tumbling dynamics when flowing through the DLD. Their
pillars were shaped in such a way so as to aid RBC rotation when crossing
the lateral gaps between the pillars. Further to this study, Henry et al. (2016)
observed that the lateral displacement could also be enhanced when the RBCs
were induced to tank-tread through the lateral array gaps. Here, the authors
decreased the viscosity contrast between cytosolic and outer suspending fluid
to achieve RBC tank-treading in a DLD with cylindrical pillars. These twocytosolic
Belonging to the
(inner) cellular fluid,
enclosed by the cell
membrane
studies opened the door for exploiting dynamic RBC motions in the DLD as
additional mechanisms for trajectory mode selection.
In addition to RBC size, and the principle of volume exclusion described in
section 3.2, the mechanisms introduced by complex RBC dynamics in shear
are seen to strongly influence RBC trajectories in the DLD. No light has yet
been shed on what these mechanisms are. The aforementioned researchers
speculated that inertial effects from particle rotation/tumbling, and wall in-
duced hydrodynamic ‘lift’ due to a tank-treading RBC could explain the en-
hanced ‘bumping’, leading to greater lateral displacement of RBCs in their
respective studies. However, it is unclear whether such effects are indeed
present. These questions are investigated here.
In this chapter, I examine the dynamic motion of RBCs through arrays with
three special pillar shapes. Importantly, the hydrodynamic migration velocit-
ies and the RBC orientation is computed in order to understand the observed
trajectories. Finding the physical mechanisms influencing the RBC trajectory
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modes in these arrays is significant for innovating deformability sensitive
DLD devices. Detecting RBC deformability changes in blood with the DLD
holds considerable potential towards disease diagnostics. For instance, in the
case malaria, the infected RBCs express altered deformability within a day of
being infected (see chapter 1). Altered RBC membrane deformability presents
an opportunity as an early stage diagnostic marker for Lab-on-Chip devices
to exploit.
The objective of this study is to discover the mechanisms for RBC mi-
grations in DLDs, taking into account their dynamic motions when non-
cylindrical complex pillar shapes are used. These pillar shapes are (empir-
ically) designed to favour one RBC dynamic mode over the other. Towards
this end, I explore the motion of RBCs through three sets of parallelogram
arrays (with different pillar shapes), described in section 9.2.1. My motiva-
tion for simulating these specific pillar shapes is inspired from the work of
Zeming, Ranjan and Zhang (2013).
The three pillar shapes are all derived from a base square shape. The
first shape is generated by “subtracting” a U-shaped groove from the square
shape, the second shape is generated by “adding” a C-shaped ridge to the
base square shape and the third shape is the unchanged square shape, acting
as the control. The purpose for constructing these shapes is to investigate the
effect of a groove and a ridge on RBC dynamics through the DLD. In fact, the
exact dimensions for these shapes are obtained from experimental devices
fabricated by collaborators. The simulations are carried out to complement
experimental testing of these shapes, which are seen to induce distinct RBC
dynamics than that seen in devices with cylindrical pillars.
9.2 simulations
In this section, we look at the geometric details of the special pillar shapes
used in the simulations. We shall also take a look at the important numerical
details and the parameter space explored in this study.
9.2.1 Geometry and RBCs
dld geometry : Three new pillar shapes are employed in this study. These
are, the Square, the U-groove and the C-ridge shape, and are illustrated in
figure 9.1, along with their respective dimensions. The U-groove and C-ridge
shapes are derivatives of the Square pillar shape (shown in figure 9.1a). The
general idea for constructing these special shapes follows from the experi-
ments of Zeming, Ranjan and Zhang (2013) (see section 9.1). In these experi-
ments an ‘I-shape’ pillar, similarly derived from the Square shape, was able
to induce rotation (or tumbling) when RBCs crossed the lateral pillar gaps.
This idea of inducing RBC tumbling gives rise to the construction of the
U-groove shape in this study, which is obtained by cutting out a U shaped
portion (with a semicircular bottom arc with radius R = 5 µm) from the
Square base pillar shape. An array with the U-groove shape is shown in fig-
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(a) Square pillar array
(b) U-groove pillar array
(c) C-ridge pillar array
Figure 9.1: Sections of obstacle arrays with the (a) Square, (b) U-groove and (c) C-
ridge shapes. The Square shape pillar shape and array dimensions are
adopted from those in Zeming, Ranjan and Zhang (2013). The U-groove
shape is derived from the square shape by subtracting a square and semi-
cylindrical portion, from the original square shape as shown. The C-ridge
pillar shape is also derived from the square shape with the addition of
a semi-cylindrical potion at the top of the square. The simulations are
carried out over a single pillar (coloured pillar) of the array with periodic
boundary conditions that mimic the rest of the array (grey pillars).
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ure 9.1b. The C-ridge shape, on the other hand can be seen as a ‘negative’
of the U-groove shape. For pressure driven flow, the fluid streamlines con-
tract (and then expand) as they flow through the C-ridge array gaps, while
those through arrays U-groove shape expand (and then contract). The C-ridge
shape is derived from the Square base shape by adding a semicircular ridge
(with radius R = 5 µm) on top of the square. With the addition of the semicir-
cular top ridge, the flow induced by this shape is (to a certain degree) similar
to that by the standard cylindrical pillar shape. Thus, the RBCs are expected
to show similar dynamical behaviour here.
In our study, the base Square shape dimensions are the same as that in
the experimental work of Zeming, Ranjan and Zhang (2013) with sides of
S = 15 µm. For the arrays employing either of the three pillar shapes, the axial
(flow-wise) array pitch λx = 25 µm, and the array gaps (in both directions)
G = 10 µm, are also exactly identical to those used in the experimental work.
The only major departure in terms of the array dimensions, is the lateral
array pitch λy. While for the Square and U-groove pillar shapes the lateral
array pitch is the same as the flow-wise array pitch λy = λx = 25 µm, that
employed for the C-ridge pillar shape has to be increased to λy = 30 µm in
order to accommodate for the addition of the ridge feature. The depth for all
three array sets is chosen as H = 15 µm. It is anticipated that such consistency
in terms of dimensions would help in future comparisons with experiments.
The remaining dimensional array details are given in the caption of figure
9.1.
red blood cells : The red blood cells are modelled as elastic biconcave
membranes, with a shape defined by the equation 4.4. For this study, we
set the in-plane radius (along the major axis) for the RBC to R0 = 3.91 µm.
This results in a maximum thickness of t0 = 2.4 µm for the undeformed
cells. These RBC dimensions are held constant in all the simulations. The
deformability of the RBC membrane is governed by its bending κb, strain
κs and local area dilation (or areal dilation) κα moduli. For a healthy RBC,
the generally accepted values for bending and strain moduli obtained from
experiments are κb = 1.8 × 10−19 Nm and κs = 4.2 to 5 µN/m, respect-
ively (Evans, 1983; Skalak, Tozeren et al., 1973; Skalak, Ozkaya and Skalak,




≈ 2.5× 10−3. The non-dimensional value for the local area dilation
modulus is set to κα = 1.0. In reality, κα needs to be orders of magnitude
larger than κs since the RBC membrane is effectively incompressible. How-
ever, in my simulations I have set κα <= 1.0 for numerical stability reas-
ons, and hence the computations allow for some local membrane area devi-
ations. When changing cell deformability in different simulations, the non-
dimensional ratio of bending to strain modulii, and κα are kept constant.
The two additional cell membrane moduli, for enclosed volume conserva-
tion κV , and global area conservation κA, are both set to unity. Furthermore,
the ratio of inner (enclosed fluid) to outer fluid viscosities (the viscosity con-
trast) for the simulations is set to Γ = 5, which is approximately the physiolo-
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gical value measured for human RBCs in vivo. These values are also held
constant in all simulations.
9.2.2 Numerical details
In the present study, the simulations are carried out over a single pillar of the
DLD array with periodic boundary conditions in the flow-wise (x) and lateral-
to-flow (y) directions. The simulation domain uses 50× 50× 32 lattice nodes
for simulations with the Square and U-groove pillars, and 50× 60× 32 lattice
nodes for simulations with the C-ridge pillar, in the x, y and z directions
respectively. The periodic boundary mapping along the x direction is shifted
by ±∆λ to account for the lateral shift between successive rows of pillars. In
the z direction, stationary top and bottom walls are modelled with the help
of half-way bounce back scheme.
Clearly, λx = 25 µm = 50 lattice nodes in all simulated domains, which
gives the lattice (mesh resolution) length scale of ∆x = 0.5 µm. By taking
the lattice length scale as a unit of distance, the simulation density ρ = 1
for density (mass) and the simulation time step ∆t = 1 as a unit of time,
all relevant terms can be written with respect to ‘lattice units’ (or simulation
units). The undeformed RBC radius can be written as R0 = 7.82∆x in terms
of the lattice length scale, or implicitly as R∗0 = 7.82, where the superscript
∗
indicates that the variable value is measured with respect to lattice units. We
switch to lattice units whenever appropriate in this chapter, especially since
it is convenient to use them in order to compute the non-dimensional num-
bers of relevance to the study. Obviously, these non-dimensional numbers (or
ratios), being independent of the set of units chosen, are universal and can be
used for interpreting the results in terms of physical units of convenience.
The flow is driven by a pressure gradient, mimicked with the help of a body
force f (per unit volume) that acts on all the fluid nodes in the simulation
domain. The imposed body force is f∗ = (0.5, 0.0, 0.0)× 10−5, acting along
the x direction, in all simulations. Since the parallelogram array modelled
here is anisotropic, a lateral component for the body force fy is computed
at runtime, such the mean fluid flux in the y direction equals zero. This
lateral body force is necessary to model the presence of channel side walls
for the DLD array. This approach places the side walls at large but finite ±Yw
distance from the simulated single pillar. This lateral body force is added at
all fluid lattice nodes for all simulations carried out over a unit pillar of an
array, in this thesis.






where um is the typical maximum velocity magnitude measured for all sim-
ulations, and ν is the kinematic viscosity. Re < 0.5 means we can assume that
inertial effects are negligible and the simulations are dominated by viscous
dissipation (Stokes flow regime).
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For all simulations in this study the same RBC mesh, with 1280 triangular
elements, is employed. The deformation of the RBC membrane is quantified









where p′ is the average pressure drop across λx. Here, we have taken the ar-
ray gap G as the characteristic length scale for viscous fluid stress in the DLD
geometry, consistent with the definition of Reynolds number in equation 9.1.
We shall use the capillary number Ca to quantify RBC membrane deformab-
ility. The Reynolds number Re ≈ 0.2 is held constant for all simulations with
the same pillar shape.
Generally, the row shift fraction (RSF) is defined as ε = ∆λ/λy, where
λy is the array pitch in the lateral direction. However, λy is not equal for
the Square/U-groove and C-ridge geometries, whereas we have a constant
λx for all simulated pillars. Therefore, it is suitable to redefine RSF as ε′ =
∆λ/λx. This definition of ε′ also gives the correct array inclination with α =
tan−1(∆λ/λx).
9.2.3 Study parameters
deformable rbc simulations : For an array with a given pillar shape,
multiple, single-RBC simulations are carried out at varying row shifts given
by ε′. The membrane deformability is held constant for simulations at differ-
ent ε′. The RBC deformability is characterised by the capillary number Ca.
Such a set of simulations mimic experimental tests where RBCs are flowed
through a cascaded DLD setup with an step-wise increase in the row shift,
at a constant flow rate. These simulations are carried out for all three pillar cascaded DLD
DLD arrays placed





shapes at 5 distinct values for cell deformability given by the capillary num-
bers Ca = {0.00598, 0.01975, 0.0598, 0.1975, 0.598}. These values are rewritten
as Ca ′ = {0.1, 0.33, 1.0, 3.3, 10.0} for convenience, where Ca ′ = 16.71355Ca.
In the simulations, these changes in Ca are achieved by varying the mem-
brane strain κ∗,s and bending κ∗,b moduli, such that their non-dimensional
ratio is held constant (see section 9.2.1). Physically, these step changes in Ca
can be seen as a ramping up of the driving flow rate through the DLD sys-
tem. The Reynolds number Re is held constant in our simulations. In reality,
Re would vary with a change in the flow rate. However, in the Stokes flow
regime, flow-rate changes have a negligible effect on the nature of the flow
field, and Re can be assumed constant. For a given Ca, the maximum RSF
variation is between ε′ = 1/50 and 8/50.
Each simulated case, with parameters (pillar shape, Ca, ε′), lets us identify
a trajectory mode for the deformable RBC through the DLD setup. The crit-
ical row shift fraction ε′c, that defines the critical array inclination at which
the cells would transit from perfect bump (or displacement) mode to the ho-
rizontal zigzag mode, is then identified by running simulations at increasing
RSF values and analysing cell trajectories. Now, this bifurcation zone in most
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Figure 9.2: Trajectory mode-bifurcation plot for a rigid 3 µm bead in the simulated
DLD arrays. The coloured bars plot the trajectory modes identified from
rigid bead simulations, for all three pillar shapes. The simulations predict
that the critical row shift fraction ε′c, at which the bead transitions from
zigzag to bump mode, would lie in the grey region. The corresponding
experimental estimate is indicated with a (black) marker points.
simulated cases is not sharp, and is defined by large transitional ε′ values,
where the cell trajectories exhibit mixed mode. The RBC trajectories in the
mixed mode motion show characteristics of being in both displacement and
zigzag modes. With this procedure we can build a mode bifurcation map
for the RBC trajectory modes, identifying the critical transition region which
would enable RBC separation based on membrane deformability. The reader
should note that in order to identify this critical transition zone for each
pillar shape and Ca, we do not scan all the ε′ values, but only those that
lie in-between clearly identifiable displacement and zigzag mode trajectories.
As such, an ad-hoc search is conducted for mapping the bifurcation region
in the (Ca, ε′) space for each pillar shape, without running over the entire
parameter space.
The initial positions of the cells in all the simulations are kept the same
and lie in the device depth mid-plane. Off-mid plane initialisations are also
done, in a few simulations to test 3D dynamics for the rigid RBC at Ca ′ = 0.1
with the U-groove pillar shape. All simulations are carried out till the RBCs
cross greater than 3λx/∆λ pillars along the flow-wise direction, allowing for
the correct identification of the cell/particle trajectory modes independent of
the bias introduced by the initial conditions.
9.3 solver validation
Since the pillar shapes used in this study are non-cylindrical, the standard
method (using equation 3.2) for estimating the critical separation diameter
dc no longer holds. It is therefore necessary to recalibrate the simulation
setup, and validate the same against experimental results. The validation of
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the code, for the three new pillar shapes, is carried out against the exper-
imental results from my collaborators on the project. In these experiments
the motion of a 3 µm rigid spherical bead is tracked through cascaded DLD
devices. Devices were fabricated for the U-groove, C-ridge and Square pillar
shapes, with cascaded arrays at varying row shifts. The experimental array
dimensions are the same as those simulated here (given in section 9.2.1). Mul-
tiple 3 µm bead trajectories, tracked through these cascaded devices, are used
to determine an average critical RSF value from the experiments.
rigid bead simulations : Rigid spherical beads are simulated for the
purpose of solver validation. In these simulations a spherical membrane mesh
with a radius of 3.0 µm is used. The membrane mesh has 320 triangular
elements. Here, the values for bending and strain moduli as set as high as
numerically stable for each simulation. The objective here is to minimise all
deformability effects, and set the capillary number Ca ≈ 0. Therefore, the
capillary number no longer has any physical meaning. The trajectory modes
and the critical separation RSF ε′c are determined in a similar way to that
described earlier in section 9.2.3, except I do not identify mixed mode particle
behaviour for validation as this was not considered in the experiments.
The validation results are plotted in figure 9.2. The bar plots cover simula-
tion cases for discrete RSF values marked on the y axis and are coloured ac-
cording to the observed trajectory mode of the simulated bead. Here, all non-
displacement mode trajectory motions are classified as zigzag mode, which
is consistent with the experimental classification. The grey regions in figure
9.2 indicate the predicted range for RSF values where the mode transition
occurs.
For the two complex derivative pillar shapes (C-ridge and U-groove), we
see that the experimental results are in excellent agreement with the simu-
lation predictions. However, a modest mismatch occurs for the Square pillar
shape, where simulations over-predict the region of critical transition, by at
least one unit row shift ∆λ = ∆x. A probable cause for this discrepancy could
be the fact that in the simulations the Square shape has sharp well-defined
corners, whereas in the experimental device these are more rounded. Since
the mesh resolution would have to be more than doubled in order to cap-
ture such rounded corners, this point remains un-tested. This error could
also come from the numerical limitations of the cell-pillar contact model, or
the membrane-fluid diffuse interface due to the immersed boundary method.
Since this study deals with uncovering the physics underlying trajectory
mode transition for deformable RBCs, the agreement as seen in figure 9.2
is considered satisfactory. With these code calibrations, we move on to the
results of this study, which is detailed in the following sections.
9.4 deformability-based mode bifurcation reversal
The trajectories, orientations and velocities of RBCs through simulations with
different pillar shapes are tracked. In these simulations, the cells are initial-
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Figure 9.3: Phase-bifurcation maps for RBC trajectory modes in arrays with (a) the U-
groove pillar, (b) the C-ridge pillar and (c) the Square pillar. The x axis in
all three maps gives the cell deformability, plotted at five discrete values
of capillary number Ca ′. Here, Ca ′ ≈ 16.71Ca is the adjusted capillary
number. The y axis gives the row shift fraction (RSF). The contours show
the variation of Mz, which is a positive, real valued measure of the cell
trajectory modes.Mz = 1 indicates perfect zigzag (darkest red) andMz =
0 indicates perfect bump mode (darkest blue). The critical RSF ε′c can
be noted from the (white) transition zone from blue to red, which also
indicates mixed mode trajectories with 0 < Mz < 1.
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ised with their centres in the depth mid-plane (at a depth of z = 7.5 µm from
both, top and bottom walls) of the device. The cell trajectories need to be clas-
sified into zigzag or displacement mode, so that we can understand trajectory
mode-bifurcation as a function of cell deformability and array RSF (Ca, ε′).
This requires identifying the trajectory mode from cellular paths. The task is
problematic because of the emergence of a large variety of transitional mixed
mode behaviour of the cell trajectories in the DLD. These mixed modes arise
mainly because of the anisotropic shape of the RBCs combined with the use
of complex pillar shapes, and less so because of the non-integer array peri-
odicity N employed. It is clear that a discrete classification of the modes, as
zigzag, mixed and displacement, would loose the complexity observed in the
RBC trajectories.
This difficulty can be overcome by defining a real-valued measure of the
cells “zigzagginess”, or in other words, its deviation from from perfect dis-
placement path through the array. We know that in perfect horizontal zigzag
mode, a cell should undergo exactlyN = 1/ε = λy/∆λ zigzag events, whereas
in perfect displacement this number is zero. Therefore, if the number of pil-
lars crossed by the cell through the simulated domain is n, I can write the
number of expected zigzag events for the cells path as n/N. Comparing this
number to the actual number of zigzag events can be used to obtain a non-
negative real number that indicates the cells trajectory mode.
This real valued measure for the cell trajectory deviation away from the





where m is the number of observed zigzag events and n is the number of
pillars crossed by the cell in the flow-wise (x) direction. m and n are also






∆λ− Y + Y0
∣∣∣ and n = X
λx
, (9.4)
where (X, Y,Z) and (X0, Y0,Z0) are the final and initial positions of the cell
along the flow-wise, lateral-to-flow and depth-wise directions, respectively.
This simple definition returns Mz = 0 for a pure displacement mode, and
Mz = 1 for perfect zigzag. Any value such that 0 < Mz < 1 indicates a
cellular trajectory with an average inclination in-between the array inclination
α and the horizontal. If the computed value of Mz > 1, this indicates that the
cell trajectories are negative, and the cells migrate below the horizontal line.
Continuously varying phase-bifurcation maps for the RBC trajectory modes
with the new parameterMz are plotted for all three pillar shapes in figure 9.3.
Here, the Mz values are plotted as contour bars at five discrete values of de-
formability Ca against increasing ε′ values. The darkest blue zones indicate
perfect displacement, while the darkest red zones indicate perfect zigzag. The
white region of separation between the red and the blue indicates the likely
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critical mode-bifurcation region, where the critical RSF ε′ value is located.
The white zones, along with zones of lighter shades of red and blue hold
information from the mixed mode cell trajectories. Note that when Mz > 1,
the maps in figure 9.3 treat the trajectories as perfect zigzag and therefore
the contours are coloured as equal to Mz = 1. The maps do not take into ac-
count negative migration angles. These phase-bifurcation maps help identify
the behaviour of the critical separation RSF value ε′c as a function of the RBC
membrane deformability (Ca) for each pillar shape.
In the first of these maps for the U-groove pillar in figure 9.3a, we observe
that the highest critical RSF ε′c is seen at the highest tested RBC rigidity at
Ca ′ = 0.1. With increase in the cell deformability to Ca ′ = 0.33 the critical
RSF value falls by a couple of row-shifts. Upon further step increase of the cell
deformability (1 < Ca ′ < 10), ε′c appears to remain nearly constant, but the
spread of the mixed mode zone is seen to increase. Such a behaviour is along
expected lines, as an increase in membrane deformability means a decrease
in the RBC apparent size in the device due to prolate-like deformation of
RBC, as it flows through the array gaps (Krüger, Holmes and Coveney, 2014).
This makes the deformed RBCs prone to the zigzag mode than when they
are rigid, explaining the decrease in ε′c. The trends seen here however do not
explain the elevated bumping seen in the experiments of Zeming, Ranjan and
Zhang (2013). We shall see later that full 3D dynamics of the rigid RBC in the
U-groove pillar array is responsible for this elevated bumping.
The phase-bifurcation map for trajectory modes with the C-ridge pillar
shape is seen in figure 9.3b. Remarkably, the phase-bifurcation trend sees a
reversal when the cellular deformability is increased. Here, as the cellular de-
formability increases, so does the transitional mixed mode region, ultimately
leading to an elevated ε′c at the highest softness of Ca ′ = 10.0. This phase-
reversal is non-intuitive since it suggests that an increase in cellular deform-
ability does not have a detrimental effect on RBC bumping.
The phase-bifurcation map for the square pillar is plotted in figure 9.3c.
Here, an interesting non-monotonic trend is seen for ε′c. The transitional zone
shows a sharp bifurcation for the rigid RBC case at Ca ′ = 0.1. With increase
in deformability till Ca <= 1, the critical RSF decreases, showing a greater
mixed mode spread at Ca = 1. Beyond this critical deformability (Ca > 1)
the critical RSF ε′c increases. As with the C-ridge shape, these trends for the
Square shape suggest the presence of additional mechanisms that reverse the
effect of increased cell deformability on the effective size of cells in the DLD.
Though these phase-maps only cover five discrete deformability values, the
trends seen here show that with changed pillar shape, completely opposing
phase-bifurcation behaviours are observed for RBCs in the DLD. This hints
at an additional physical effect other than cell size playing an important role
in deciding the critical RSF in arrays. The behaviour seen in figure 9.3c hints
that the dominant physics leading to trajectory mode selection changes with
increasing cell deformability. These additional dominant physical effects that
strongly influence mode-bifurcation are seen to depend the nature of the
pillar shape used. In order to find what these effects are, I take a look at
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the deformability dependent changing kinematics of the RBCs through the
arrays in the next section.
9.5 rbc motion
In this section we take a look at the kinematics of the RBC as it move through
the different arrays in the displacement mode (Mz ≈ 0). The RSF values se-
lected for these plots are just below the critical RSF values (ε′ < ε′c) for each
of the pillar shape arrays examined. The cell are initialised such that they are
symmetric about the device depth mid-plane at (with centroid at z = 7.5 µm).
The RBC motion is examined over three successive pillars, after the cell has
crossed more than 2λx/∆λ pillars along the flow-wise direction in the simu-
lation. This eliminates initialization biases introduced to the periodic simula-
tions. However, in the absence of dynamic perturbations to RBC motion, the
bias introduced by the symmetric initialisation about the depth mid-plane
can persist throughout the simulations, and out-of-mid-plane cell dynamics
suppressed. The analysis here is based on images from full-3D simulations,
projected onto the depth plane (z-direction) of the devices.
The phase-bifurcation maps (figure 9.3) seen previously hint at two differ-
ent physical mechanisms at play for the rigid and soft RBC motion through
DLD arrays. Therefore , this section focuses attention on the RBC kinematics
observed for the limits of the Ca ′ values tested in my simulations.
9.5.1 Rigid RBC motion
A time-lapse sample of the kinematics of RBC motion over three consecutive
pillars in arrays with the three different shapes is shown in figure 9.4. The
RBC kinematics seen in the figure are representative of rigid RBC motion
in the displacement mode through all the three arrays. Here the RBCs with
rigidity is set at Ca ′ = 0.1, display characteristic tumbling motion through the
arrays. The row shifts seen in the figure are just below the critical row shifts
(given by ε′c × λx) where clear displacement mode motion can be observed.
Comparing the three tumbling motions seen in figures 9.4a, 9.4b and 9.4c,
the effect of pillar shape on tumbling becomes clear. Though the cell tumbles
in all three geometries, the spatial degrees of freedom provided by each are
different.
In the U-groove pillar in figure 9.4a, the cell assumes a near-vertical profile
within the groove of the pillar, or just before climbing over the first prong of
the pillar (see RBC just before going over the first pillar and while crossing
the second pillar in figure 9.4a). Looking at the figure 9.4b, it is seen that the
cell flips over the trailing edge of the ridge in each instance. This means that
while climbing over the next C-ridge pillar, the cell does not do a flip, but
rather goes over the pillar at a relatively fixed ‘attack’ angle. In the case of the
Square pillar array seen in figure 9.4c, the cell climbs over the pillar by doing
a flip (similar to the motion over U-groove pillar), but due to the constraint
of geometry remains horizontal when passing over the pillar.
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(a) “U-groove” pillar, Ca ′ = 0.1 and ε′ = 3/50
(b) “C-ridge” pillar, Ca ′ = 0.1 and ε′ = 1/50
(c) “Square” pillar, Ca ′ = 0.1 and ε′ = 3/50
Figure 9.4: Simulation time-lapse overlay of a single rigid RBC (Ca ′ = 0.1), as it
crosses three consecutive pillars. Typical RBC tumbling motion over (a)
the U-groove pillar, (b) the C-ridge pillar and (c) the Square pillar array is
seen. All three cases shown are in displacement mode (Mz ≈ 0) for row
shift fractions captioned in the respective panels.
Correlating these observations to the mode-bifurcation seen for the rigid
red blood cell in figure 9.3, I hypothesise that the approach angle that the RBC
takes when climbing over a pillar array plays an important role in deciding its
trajectory mode selection. This approach angle is determined by the geometry
as well as the resulting flow-field. Another remarkable observation is that the
tumbling remains in the shear plane and the tumbling RBC centres of mass
do not leave the device depth mid-plane. As we shall see later in section 9.6,
this proves to be a significant issue. This quasi-2D nature of the RBC tumbling
dynamics in these simulations could explain why the phase-bifurcation maps
in figure 9.3a fail to reproduce elevated bumping seen in the experiments for
pillars similar to the U-groove (Zeming, Ranjan and Zhang, 2013).
9.5.2 Soft RBC motion
Sample time-lapse image overlays of soft RBCs over the three consecutive pil-
lars of the three different array shapes are seen in figure 9.5. The RBCs are
highly deformable with a membrane rigidity characterised by Ca ′ = 10, in
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(a) “U-groove” pillar, Ca ′ = 0.1 and ε′ = 2/50
(b) “C-ridge” pillar, Ca ′ = 0.1 and ε′ = 3/50
(c) “Square” pillar, Ca ′ = 0.1 and ε′ = 3/50
Figure 9.5: Simulation time-lapse overlay of a single soft RBC (Ca ′ = 10), as it crosses
three consecutive pillars. Typical RBC tank-tread like motion over (a) the
U-groove pillar, (b) the C-ridge pillar and (c) the Square pillar array is
seen. All three cases shown are in displacement mode (Mz ≈ 0) for row
shift fractions captioned in the respective panels.
all three simulations. The row shift fractions chosen for the figures 9.5a, 9.5b
and 9.5c are the maximum values for which RBCs are seen to undergo pure
displacement mode (Mz ≈ 0) in the arrays. The motions seen in the figure
are characteristic of tank-tread like RBC dynamics. Comparing this motion
of the RBCs in the three array geometries in figures 9.5a, 9.5b and 9.5c, their
kinematics appear very similar. The cell membrane undergoes periodic tank-
treading as the RBC passes through the arrays in all three cases examined.
In displacement mode motion, at the high deformability of Ca ′ = 10, sim-
ilar RBC kinematics is seen in all tested simulations irrespective of the pillar
shape or RSF ε′.
In figure 9.5a the RBC is seen to rotate out of plane while moving over
the U-groove pillar, exposing the concave dimple at its centre (seen as the
RBC moves over the second prong of the second pillar in the figure 9.5a).
This shows that the tank tread motion achieves true-3D dynamics and the
initialisation symmetry is broken. Examining the trajectory of the tank tread-
ing particle (not shown) it is clear that the soft RBC leaves the depth mid-
plane of the DLD when moving in the displacement mode. This off mid-plane
128 trajectory mode bifurcation reversal due to hydrodynamic ‘lift’
(z = 7.5 µm) tank-tread dynamics is also true for the RBC motion through
C-ridge and Square pillar arrays, seen in figures 9.5b and 9.5c.
From figures 9.5b and 9.5c it is seen that the RBC kinematics appear alike2.
The deformations of the cells before climbing over a pillar, over the pillar, and
after leaving the pillar, in the two cases show great similarity. This suggests
that the trajectory mode-bifurcation reversal effect seen in the phase-maps
9.3b and 9.3c arise from physical effects driven by shape changes of the soft
RBCs as they move over the array pillars. Contrasting with RBC kinematics in
figure 9.5a, it is seen that unlike RBC motion in the C-ridge and Square cases,
the RBC here widens when crossing over the pillar through the lateral gap.
Such deformation is encouraged by the flow-field over the U-groove pillar,
which expands downstream of the first prong and contract upstream of the
second.
Another significant observation seen in figures 9.5b and 9.5c, contrasting
with figure 9.5a, is that the RBCs maintain a large liquid film layer between
their membrane and the pillar. For the C-ridge and Square pillar shapes, the
soft RBCs barely come in physical contact with the pillar walls when moving
over them, while the soft RBC is seen to periodically bump into the U-groove
pillar prongs without exception. This contrasting motion indicates that wall
induced soft cell cross streamline migration could have a significant impact
on the cell trajectories through the C-ridge and Square pillar arrays. This hy-
pothesis is further supported by the fact that no mode-bifurcation reversal is
seen for the U-groove pillar with increasing deformability (figure 9.3a). Here
such wall induced migration could be inhibited by the diverging-converging
streamlines over the U-groove pillar (due to the presence of the groove and
the lack of a no-slip wall boundary). In order to gauge whether soft particle
cross streamline migration is physically significant, I compute sample migra-
tion velocities for the RBC motion through the C-ridge pillar array in section
9.7.
9.6 full-3d rbc tumbling dynamics
Since the tumbling dynamics seen for the rigid RBC (Ca ′ = 0.1) in figure 9.4
(section 9.5.1) turn out to be quasi-2D in nature, this section investigates the
effect of perturbed rigid RBC initialization that breaks the depth mid-plane
symmetry. These simulations are carried out for the U-groove pillar array at
various RSF (ε′) values with the rigid RBC at Ca ′ = 0.1, and the results are
plotted in figure 9.6. In all the simulations shown here, the cell is initialised
at depth z = 6.75 µm. Such an initialization is seen to break the symmetry of
tumbling motion (about the shearing depth mid-plane) for the RBC. In real
devices, it is expected that the RBCs would be pushed out of depth mid-plane
due to suspension effects, perturbations due to device manufacturing defects
and flow-field perturbations introduced by the syringe pumps used to drive
the flow.
2 more alike than that seen in figure 9.5a
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(a) mode-bifurcation for “C-ridge” pillar, Ca ′ = 0.1
(b) “C-ridge” pillar, Ca ′ = 0.1 and ε′ = 3/50
Figure 9.6: Simulation results for asymmetric (off device mid-plane) RBC initializa-
tion at depth z = 6.75 µm. (a) The line plot (and the mode-bifurcation con-
tour) shows a linear increase in the mode number Mz indicating greater
spread of mixed mode behaviour between 3/50 6 ε′ 6 8/50. This in-
creases effective critical RSF value ε′c and would lead to greater lateral dis-
placement. (b) Simulation time-lapse overlay of the full-3D tumbling mo-
tion of the RBC superimposed over the quasi-2D tumbling (background,
faint red) observed in figure 9.4a (for depth mid-plane initialization at
z = 7.5 µm). The rigid RBC at Ca ′ = 0.1 with the asymmetric initial-
ization shows qualitative increase in effective size as it crosses the two
prongs of the U-groove pillar shape.
An out-of-plane initialization leads to greater mixed modes behaviour as
well as higher overall lateral displacement for the RBC. These results are
seen in the trajectory mode-bifurcation map in figure 9.6a, where the “zig-
zagginess” mode number Mz is plotted with square markers (as well as
with bar-contour to facilitate comparison with figure 9.3). It can be seen
that though the threshold for pure bump mode remains at the same RSF
value ε′ = 3/50 in these newer simulations, the effective lateral displace-
ment of the RBC would be increased due to an elevated limit for pure zig-
zag at ε′ = 8/50 (increased spread of mixed mode behaviour). At RSF values
between 3/50 6 ε′ 6 8/50, the mode number Mz shows near-linear variation.
In figure 9.6b, I record the kinematic motion (time-lapse) for the rigid RBC
in this simulation, and compare it with that seen earlier in figure 9.4a (repro-
duced in figure 9.6b with faded red). Although the differences in the motions
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〉 Ca′ = 10
Ca′ = 1
Figure 9.7: Plot for average cell migration velocity (y component) against the average
stand-off distance for the cell centroid for two different cell deformabilit-
ies in the C-ridge pillar. All cases plotted are for displacement mode mo-
tion. The average cell migration velocity is the velocity “lag” for the cells
centroid relative to the cell-free flow in the same geometry. The average
migration velocity is scaled with the (approximate) average particle-free
fluid velocity in C-ridge pillar geometry. The average stand-off distance
gives the average y-position of the cell centroid above the C-ridge pillar
ledge (y distance from the bottom of the semicircular ridge feature), in-
dicating how close the cell passes to the pillar in the displacement mode.
are not striking, the 3D orientation of the RBC in the new simulation is clearly
seen. This 3D tumbling motion leads to the RBC presenting a greater cross-
section to flow as it flows over the two prongs of the U-groove pillar. However,
this is not always true and appears to happen periodically, leading to bump-
ing in some instances. The linear trend for Mz seen in figure 9.6a appears to
indicate that the probability for bumping induced by the 3D RBC tumbling
decays linearly with increase in the row shift of the array. It would take a con-
siderable amount of further research on the orientation dynamics of the RBC
in flow-fields generated by the U-groove pillar shape to prove or disprove the
above idea. The scope for such research is beyond the ambit of the time and
funding for my PhD and therefore would not be investigated further in this
chapter.
9.7 migration velocity
In this section I compute the average migration velocity for the soft RBC
moving in displacement mode through the C-ridge pillar array. The cell
migration velocity (vm) is calculated as the difference between the velocity
of the cell centroid (vc) and the steady-state particle-free velocity in the
DLD C-ridge geometry (u∞) at the same location, at every time step, i. e.
vm(x, t) = vc(x, t) −u∞(x). These calculations are done for four simulations
at two different Ca values, as seen in figure 9.7. The reason for choosing these
four simulation datasets is that the motion of the RBC here is hydrodynam-
ically fully resolved with no “contact” between the cell and the pillar walls.
Particle-wall “contact” is modelled as a force penalty imposed on the RBC
membrane nodes, preventing them from crossing into the lattice wall nodes.
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This force is unphysical but numerically necessary, and results in misleading
migration velocity calculations.
The average of y-component of the migration velocity 〈vm,y〉 is computed
by taking a path-integrated average of vm over the trajectory of the cell in
the C-ridge DLD device. The migration velocity is normalised by the scale
of average x-directional fluid velocity u∞x from particle free simulation at
ε′ = 1/50. Another important observable is cell distance from the pillar walls
in the displacement mode (see figure 9.5b). An indicative stand-off distance
〈yb〉 is computed by taking path-integrated average of the lateral y position
of the cell centroid through the C-ridge DLD. This distance is measured from
the bottom of the ridge feature (the part of the C-ridge pillar that forms a flat
ledge). This average distance 〈yb〉 turns out to be similar for transitional RSF
< ε′c at Ca ′ = 1 and Ca ′ = 10 in the C-ridge pillar.
The figure 9.7 plots the y-component of the average migration velocity
〈vm,y〉 against the average stand-off distance 〈yb〉. Note that the transition to
zigzag mode is observed to occur after the distance 〈yb〉 drops below ≈ 4.
The average migration velocities decrease with increase in 〈yb〉, and this can
be attributed to the well known hydrodynamic wall repulsion effect for soft
particles (Geislinger and Franke, 2014). What is also not surprising is that the
average migration velocity seen for the highest softness (Ca ′ = 10) is an order
of magnitude higher than that for the cell with one order lower softness (at
Ca ′ = 1). Though not conclusive, the velocities seen in figure 9.7 indicate that
hydrodynamic cross streamline migration of soft particles is the most likely
physical ingredient responsible for the mode-bifurcation reversal seen with
the C-ridge and Square pillar DLD arrays. As such, this calls for a deeper
and systematic analysis of this physical effect in the DLD. This finding shows
that the design based on rigid bead motion would fail when soft particles are
used in the DLD.
9.8 summary and conclusions
As seen in chapter 1, the microfluidic sorting and manipulation of RBCs
based on their membrane properties holds great potential for lab-on-chip
disease diagnostics. The work of Zeming, Ranjan and Zhang (2013), and
later that of Henry et al. (2016) demonstrated that the DLD could be ex-
ploited for the sorting of RBCs, based on their dynamics via the use of clever
post shapes, or a change in the suspending medium viscosity. Their findings
mainly centred around the idea that RBC dynamics lead to ‘enhanced’ bump-
ing or lateral displacement. This meant displacement mode at higher array
inclinations (or larger values of row shifts), than the array inclination that
would be naively expected based on standard theory (see section 3.2.1). Ex-
ploiting such effects would open the door for RBC manipulations based on
morphological criteria other than the RBC size.
In this chapter I explore the causes that enable such enhanced bumping
at higher-than-expected row shifts fractions in the DLD arrays. Simulations
of a single RBC (dilute limit) flowing through a single-pillar periodic simula-
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tion domain are carried out to record the trajectories of cells crossing arrays
at various inclinations. The pillars comprising these obstacle arrays are non-
cylindrical, and have one out of three special shapes, namely Square, C-ridge
and U-groove. These special pillars are designed to trigger differing RBC dy-
namic motions when crossing array gaps. For all three pillar shape DLDs, the
single cell paths are simulated at increasing RSF values (1/50 6 ε′ 6 8/50), at
5 different deformabilities quantified by the RBC membrane capillary num-
ber Ca.
Since the trajectories of the cells show complex modal behaviour and can-
not be easily classed as either displacement or zigzag, a new trajectory mode
parameter Mz > 0 is defined to quantify the modal behaviours. Mode num-
ber Mz indicates the relative cellular trajectory deviations in the mixed and
zigzag modes, away from the path of perfect displacement along the array
inclination. With this new parameter, I build a continuously varying phase-
bifurcation map for the RBC trajectory modes, for all three pillar shape sim-
ulations. Furthermore, I take a detailed look at the RBC motions induced
by the individual pillars at array RSF values just below the critical RSF ε′c.
The analysis of these kinematics presents critical insight into the observed
trajectory modes, the resulting phase-bifurcation behaviour and the physical
mechanisms involved.
My main findings are that there are additional physical effects (than appar-
ent particle size) that dominate RBC dynamics in the DLD. These effects differ
depending on the deformability of the cell. The first of these findings is that if
perturbed, the rigid RBC prefers to move away from the depth mid-plane of
the device and shows a highly complex 3D tumbling behaviour. This means
that 2D simulations of such systems (Kabacaoglu and Biros, 2017; Quek, Le
and Chiam, 2011; Ye et al., 2014; Zhang, Henry et al., 2015) do not capture
the full particle dynamics and therefore could prove to be misleading. Such
3D dynamics is seen to lead to greater spread of the mixed mode behaviour
at higher RSF, which results in overall greater lateral displacement. I there-
fore postulate that the 3D tumbling dynamics of RBCs in the U-groove pillar
shape DLD is the likely cause for the elevated critical RSF obtained in the
experimental device by Zeming, Ranjan and Zhang (2013). Proving such a
claim would require substantial amount of further research work and is well
beyond the scope of my PhD.
The second major finding is the observation of an interesting reversal of the
critical RSF zone in the phase-bifurcation maps for the C-ridge and Square pil-
lar arrays, with increasing cellular deformability. Preliminary analysis reveals
that soft cell cross-streamline migration is the most likely physical mechan-
ism responsible for this reversal of the mode-bifurcation trend. The interplay
between the flow-field, no-slip pillar walls and the periodic deformation of
the soft cell leads to sustained particle displacement mode at elevated RSFs
in the C-ridge and Square pillar arrays. From the findings it is seen that the
Square pillar array would serve very well for a deformability sensitive DLD
device. Nevertheless, this migration effect for soft cells needs to be studied in
greater detail.
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The findings of this chapter bring us closer to understanding the full-3D
tumbling dynamics driven enhanced lateral displacement in grooved pillar
DLDs. In addition a new physical phenomenon that dominates lateral dis-
placement for soft cells under certain conditions with special pillar shapes is
uncovered. The physical mechanisms found by this study can lead to new pil-
lar shapes that exploit tumbling of RBCs when they are rigid, or cross stream-




B R E A K D O W N O F D E T E R M I N I S T I C L AT E R A L
D I S P L A C E M E N T
In many particle separation applications that use the deterministic lateral
displacement (DLD) microfluidic device, high operating particle volume frac-
tions are desirable (e. g. blood tests). From the DLD operating principle seen
in section 3.2, we know that the separation depends on isolated interactions
between particles and obstacle pillars, i. e. the technique has been designed
with dilute suspensions in mind. In this final chapter, we look at high particle
volume fractions in the DLD, and its consequences.
Full 3D red blood cell suspension (in aqueous plasma) simulations are used
to study the effect of cell volume fraction (also called haematocrit, Ht) on the
DLD performance. The performance of the DLD depends on the perform-
ance of its two trajectory modes; displacement and zigzag. In this chapter,
the performance of both modes at higher volume fractions (Ht) is analysed
by defining appropriate statistical measures (called failure rates). I observe
that the displacement mode breaks down at high particle volume fractions,
while the zigzag mode remains robust. This leads to the postulate that it
would be difficult to separate a dense large-particle suspension from a few
smaller particles (e. g. RBCs from platelets), without dilution in the DLD. The
opposite case, of separating a few larger particles from a dense background
of smaller particles (such as white blood cells from RBCs) would be relat-
ively easy. The results presented in this chapter have previously appeared in
Vernekar and Krüger (2015).
The chapter starts by stating the problem in section 10.1. The simulation
setup is given in section 10.2. In section 10.3, we follow the cell trajectories
in all the simulated devices. We then take a look at the outlet cell distribu-
tions, in fictitious device outlets placed downstream, in section 10.4. In sec-
tion 10.5, appropriate “failure” probabilities are computed to understand and
quantify trajectory mode performance with increasing Ht. Section 10.6 ends
the chapter with a short summary and conclusions.
10.1 introduction and problem statement
As seen in chapter 3, size-based particle separation in the DLD relies on
the outcomes of individual particle-pillar interactions. As a result, the DLD
works very well when dilute particle suspensions are used, as practised in
nearly all experiments. Dilution is achieved in most DLD devices through pre-
treatment of the sample (e. g. blood dilution) or by using buffer inlet streams
that reduce the effective volume fraction of the suspension as it flows through
the DLD.
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Higher particle/cell volume fractions are rarely employed in experimental
benchmarking of the DLD for separation applications. And when high volume
fractions have been tested in the DLD, a reduction in the efficiency of the
device was observed (Inglis, Lord and Nordon, 2011; Lubbersen, Schutyser
and Boom, 2012). Attempts at using blood at higher haematocrit in the DLD
has led to issues with cell stiction to device walls and device clogging, result-
ing in separation failure (Davis et al., 2006; Zheng et al., 2005). However, the
use of higher volume fractions is highly desirable. This not only increases the
device throughput, but also avoids additional steps for dilution, promising
simpler operational procedures.
In this study we investigate the effect of RBC volume fraction (Ht) on DLD
performance. Under physiological conditions, the blood haematocrit is usu-
ally measured at Ht ≈ 40-45%. Use of undiluted blood would simplify blood
processing and bring the DLD technique one step closer to their use in point-
of-care (POC) microfluidic chips. Eliminating dilution is also a major advant-
age when the bio-particles targeted for separation and extraction are rare
(e. g. circulating tumour cells), and any dilution decreases the probability of
isolating such particles.
We study the volume fraction effect with 3D numerical simulations of RBC
suspension flow through the DLD and various Ht < 46%. The suspending
medium is aqueous plasma. Our investigations are two-fold; firstly to simply
observe and map the effect of increased Ht on cell trajectories, and secondly
to understand the underlying mechanisms involved. In order to narrow the
focus on the effect of the blood haematocrit Ht, the DLD device setup pre-
viously (numerically) investigated by Krüger, Holmes and Coveney (2014)
is chosen. The authors have thoroughly mapped this setup for deformable
RBCs, where greater deformability decreases the effective RBC size. Choos-
ing a well mapped pre-existing setup allows us to probe for the effect of Ht in
DLD devices, where the cell trajectories in the dilute limit are known a priori.
10.2 simulations
In this section we shall look at the physical and simulation parameters in-
volved in the present study. As mentioned previously, the simulation para-
meter set is “borrowed” from the study by Krüger, Holmes and Coveney
(2014), except for the number of cells simulated.
10.2.1 Geometry and RBCs
dld geometry : Firstly, let us take a look at the geometric construction
for the simulated DLD devices. Recall figures 3.4 and 3.7a for the following
geometric description. We choose the parallelogram layout for the DLD in
this study, and take the flow-wise, lateral and depth-wise directions as x, y
and z, respectively. A shallow device is chosen for this study, with a height of
H = 4.8 µm in the z direction. This is done so that the RBC orientation in the















Figure 10.1: Illustration indicating the placement and definition of the four imagin-
ary outlets. The four equisized outlets, O1-O4, are placed at flow-wise
position 100λ < x 6 101λ. The outlets O1 and O2 are designated to col-
lect particles in the zigzag mode, while the outlets O3 and O4 are desig-
nated for collecting displacement mode particles. The width of all outlets
put together is 100∆+ 3λ, with an additional 2λ width considered below
the horizontal (dashed line), since a few cells tend to be negatively dis-
placed. For the representative geometry, we have taken ε = 0.1875. The
solid diagonal line traces the array inclination that would be followed
by a single cell on ideal displacement entering at the inlet (I).
This means that the RBCs always lie with their major axes in the x-y plane,
and cannot rotate about their centre. The RBC are confined and this prevents
orientation dependent trajectory selection for the RBCs.
In accordance with most experimental work involving blood cells in the
DLD, we employ the symmetrical cylindrical shape for the array pillars. The
pillar diameter is chosen as D = 20 µm, and the obstacle array pitch set to
λx = λy = λ = 32 µm, in both the x and y directions. This gives us an
inter-pillar gap of G = 12 µm. These device dimensions held constant in
all simulations. The critical diameter dc is varied by changing the row shift
fraction for the device (RSF) ε = ∆λ/λ, where ∆λ is the array row shift in µm.
Thus, ∆λ is the sole geometric DLD parameter that decides changes to the
device setup in this study.
Furthermore, four imaginary outlet bins are defined, as shown in figure 10.1.
The four outlets are equal in size (O1-O4), and are placed at distance of 100λ
downstream (in the x direction) of the inlet. In other words, the RBCs are
expected to cross at least 100 periodic pillars along the x direction. This gives
the total DLD device length, which corresponds to ≈1.3mm. This number
is chosen as an amenable compromise between computational costs and ob-
taining sufficiently large number of pillar-particle interactions through each
device. The outlet bins allow us to see where the RBCs end up.
The four outlets are designated based on the particles mode they are ex-
pected to collect, in the dilute limit. Hence, the lower outlets O1 and O2 are
designated as zigzag outlets and are expected to collect particles that travel
horizontally in the zigzag mode. The upper outlets O3 and O4 are designated
as displacement outlets, since particles that are expected to be in the displace-
ment mode would end up into these outlets. In other words, we simply divide
the outlet region, designating the lower half for zigzag and the upper half for
displacement particles. Note that, as shown in figure 10.1, a small additional
region of size 3λ (in the negative y direction) is added to the outlet region.
Here, 1λ accounts for the width of the inlet and 2λ for potential negative
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lateral migration of particles. This additional length is equally distributed
amongst all outlets, i. e. 100∆λ+ 3λ is the total width of all four outlets put
together.
red blood cells : As explained in chapter 4, the RBCs are modelled as
elastic biconcave membranes, whose shape is defined by the equation 4.4.
The membrane deformation is determined by its bending κb, strain κs and
area dilation κα moduli. In this study, we set the in-plane RBC radius (along
the major axis) as R0 = 3.9 µm, and the RBC maximum thickness as 2.4 µm,
for all the simulations. From experimentally measured elastic properties for
a healthy RBC, we have κb = 1.8× 10−19Nm and κs = 5× 10−6N/m (Evans,
1983; Skalak, Tozeren et al., 1973). Therefore, the non-dimensional ratio of
bending to strain for a healthy RBC is held equal to κb/(κsR20) ≈ 2.4× 10−3
when varying cell deformability, in all simulations. The non-dimensional area
dilation modulus is set equal to κα = 0.5 for numerical stability reasons,
which allows some non-physical local area dilations of the RBC membrane,
while the non-dimensional moduli for total area and volume conservation
are both set equal to unity, κA = κV = 1. The ratio of inner and outer fluid
viscosities is set to 5, which is close to the physiological value. The above
values are kept invariant for all the simulations in this study.
10.2.2 Numerical details
In order to reduce the computational costs, a periodic domain containing a
single array cylindrical obstacle is used for all the simulations. The domain
boundaries have shifted periodic mapping in the x direction by ±∆λ, to incor-
porate the effect of the array row shift. There is no shift in the y directional
periodicity. The number of fluid lattice nodes in the x, y and z directions
are 80× 80× 12. This sets a lattice length scale of ∆x = 0.4 µm, and there-
fore gives an undeformed RBC diameter of 19.6∆x. In the z direction, top
and bottom walls are simulated with the half-way bounce-back scheme. The
flow is driven by an imposed body force |f| = fx (per unit volume) along the
x-direction. A feedback lateral body force component fy is computed in or-
der to set the average y directional momentum flux to zero. This suppresses
anisotropic net flow in the y direction induced by the array geometry, and
mimics the effect of side walls at a large (±y) distance from the pillar. The
Reynolds number in all simulations is Re < 0.7, ensuring that inertial effects
are negligible.
All RBC membranes are meshed with 2000 triangular surface elements.
Here, we quantify RBC deformation in terms of the non-dimensional capillary
number defined as,capillary number



















where p′ is the average pressure gradient in the x direction and lc is the
characteristic length scale for viscous stress in the DLD geometry. In the sim-
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Figure 10.2: The zigzag-displacement bifurcation phase diagram for the parameters
space considered. Nine data points (Ca,∆λ) are simulated, and these
are shown with markers. At these nine points, the expected cell tra-
jectory modes in the dilute limit are identified from (Krüger, Holmes
and Coveney, 2014). Empty circles (red) indicate zigzag mode and solid
squares (blue) indicate the displacement mode, for single cell simula-
tions (Ht < 2.8%). The solid line is the critical separation curve for
the zigzag-displacement bifurcation, as resolved by Krüger, Holmes and
Coveney with a greater number of simulations.
ulations, we use the geometric mean of the array gap as the characteristic
length, lc =
√
G×H. The corresponding calculation of Ca in lattice units
is also shown in equation 10.1. The superscript ∗ is used to indicate terms
measured in lattice units.
10.2.3 Study parameters
The trajectory mode for a given capillary number Ca, in a device with a set
row-shift ∆λ, is already known for the geometry from the previous study by
Krüger, Holmes and Coveney (2014). These trajectories were determined in
the dilute limit (Ht ≈ 2.7%), and can be considered as the expected or pre-
dicted modes when a single RBC traverses such a device. The phase diagram
for zigzag-displacement trajectory mode bifurcation, for various (Ca,∆λ), is
given in figure 7 in (Krüger, Holmes and Coveney, 2014). From here, we have
selected three capillary numbers Ca = {0.2, 0.5, 1.0} and three RSF values
ε = { 5/80, 11/80, 15/80}, in order to investigate the effect of Ht on DLD per-
formance. The trajectory mode phase diagram for these three sets of values
(extracted from (Krüger, Holmes and Coveney, 2014)) is shown in figure 10.2.
We have three points in the zigzag mode (red, circles), while the rest are
in the displacement mode (blue, squares). Also, the critical (hydrodynamic)
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radii, measured as the width of the dividing streamline β (see section 3.2.1)
for selected RSF values, are listed in the table 10.1.
Since a periodic domain is used, the number of cells simulated in each do-
main decides the total RBC haematocrit in the device. That is, in a periodic
setup the device is always full of RBCs everywhere, even when single cell
simulations are carried out. Therefore, RBC haematocrit Ht is the appropri-
ate parameter to gauge device saturation and test performance. We shall test
all DLD devices at the haematocrit values Ht = {8.0, 16.1, 32.2, 40.2, 45.6}%,
which corresponds to simulating {3, 6, 12, 15, 17} cells respectively in the peri-
odic domain. Note that the approximate physiological value of haematocrit
in humans is Ht 6 45%.
The above Ht values are tested in devices with row-shifts ∆λ = ελ = {2.0,
4.4, 6.0} µm, with deformable RBCs characterised the Ca values given in fig-
ure 10.2. Therefore, 5× 3× 3 = 45 simulations have been carried out for this
study. Furthermore, initial RBC positions are chosen arbitrarily, only taking
care to avoid obstacles and cell overlap. For simulations with identical num-
ber of cells simulated, the initial cell positions in the domain are also kept
identical when varying Ca and ε. In a given simulation, all simulated RBCs
are mono-disperse in terms of size and membrane elastic behaviour.
10.3 cell trajectories
For all cases described above, the periodic domain simulations are run till
all cells go past the pillar over 100 times (i. e. cross a distance of 100λ in the
x direction). Some sample cell trajectories through a few devices are plotted
in figures 10.3 and 10.4, for Ht = 8% (3 cells) and 45.6% (17 cells), respect-
ively. Both the x and y axes in the plots are normalised by the array pitch λ.
Therefore, the x axis in each plot gives the number of pillars crossed by the
cells in the flow-wise direction. The solid line in each plot indicates the ideal-
ised displacement trajectory and the dashed line (in figure 10.4) indicates the
ideal zigzag trajectory for the device, in both figures. An overview of both
the figures quickly tells us that an increase in cell haematocrit has significant
consequences for the cell migration angles as well as cell scatter.
Table 10.1: The stagnation streamline widths for the three sets of simulated row shifts
obtained from particle-free 3D simulations. The stagnation streamline
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(a) Ca = 0.2,∆λ = 2.0 µm











(b) Ca = 1.0,∆λ = 2.0 µm











(c) Ca = 0.2,∆λ = 4.4 µm











(d) Ca = 1.0,∆λ = 4.4 µm











(e) Ca = 0.2,∆λ = 6.0 µm











(f) Ca = 1.0,∆λ = 6.0 µm
Figure 10.3: Cell trajectories for simulations at Ht = 8.0%. Individual cell trajectories
(with identical membrane properties) are marked in different shades of
red. The diagonal solid line (black) indicates the inclination of the pillar
array, marking a single array path. The expected cell trajectory modes
are indicated as “D” for displacement and “Z” for zigzag, in the top-
left corner of the panels. These are obtained from the phase-map in
figure 10.2. The x and y axes are normalised by the array pitch λ. Note
that the two axes are not scaled equally, for clarity. Panels along a given
row have the same row shift ∆λ, while those in the same column have
the same Ca, both in increasing order.
The figures 10.3 and 10.4 are made up of 6 panels each. In each figure, these
panels are arranged such that we have simulated devices with increasing
row shift of ∆λ = 2.0, 4.4 and 6.0 in the row-wise order. The columns have
increasing capillary numbers, with Ca taking the values 0.2 and 1.0, in the left
and right columns, respectively. All sub-plots are marked with the letters “Z”
or “D” to indicate whether the RBCs would undergo zigzag or displacement
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(a) Ca = 0.2,∆λ = 2.0 µm











(b) Ca = 1.0,∆λ = 2.0 µm











(c) Ca = 0.2,∆λ = 4.4 µm











(d) Ca = 1.0,∆λ = 4.4 µm











(e) Ca = 0.2,∆λ = 6.0 µm











(f) Ca = 1.0,∆λ = 6.0 µm
Figure 10.4: Cell trajectories for simulations at Ht = 45.6%. Individual cell trajector-
ies (with identical membrane properties) are marked in different shades
of red. The dashed horizontal line indicates direction of average flow,
and is drawn from the inlet. The simulations sets (Ca,∆λ) shown here
are equivalent to those in figure 10.3, but with a higher Ht. See fig-
ure 10.3 for an equivalent description of the panels. Note that the two
axes are not scaled equally, for clarity.
modes, when a single cell is simulated. In these plots a sharp periodic y
directional dip indicates a pass below a pillar by the cell, in the zigzag mode.
We first discuss cell trajectories at Ht = 8% (3 cells), and refer to the
figure 10.3 for the following discussion. When, ∆λ = 2.0 (in figures 10.3a
and 10.3b) the cell trajectories are seen to follow the ideal displacement mi-
gration angles. Here, one out of the three cells follows a different ideal dis-
placement path, due to its different starting location. Such ideal displacement
paths can be termed ‘array paths’. Cell trajectories on these array paths are
parallel to one another, at an inclination α set by the array. An array path
defines the displacement mode, and can be contrasted with fluid ‘flow lanes’
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(see section 3.2) that define the ideal zigzag trajectory. We make use of this
terminology (of ‘array paths’ and ‘flow lanes’) in the discussions that follows.
Returning to the figure 10.3, we see that for Ca = 0.2 and all row shifts
∆λ in left column of panels, the displacement mode is expected. Already
at Ht = 8% (3 cells), we can see that the displacement mode increasingly
suffers when the row shift is increased, and we move towards the critical
bifurcation curve seen in figure 10.2. The zigzag mode on the other hand (in
figures 10.3d and 10.3f in the second column) remains relatively unharmed.
The cells appear to periodically swap array paths to stay within their flow
lanes, and this period is nearly equal for all three cells. Here, the trajectories
for the three cells appear to be on a slightly positive incline, instead of purely
horizontal motion. Such behaviour in the zigzag mode has previously been
explained, and results from the non-integer array periodicities N = 1/ε that
are used here (Long et al., 2008).
Now referring to the figure 10.4 for the subsequent discussion on cell tra-
jectories at Ht = 45.6%. We see that none of the trajectories are in pure
displacement mode. Even for the simulation point furthest away from the
critical separation curve (Ca = 0.2,∆λ = 2.0) (in figure 10.2), the cell paths
in figure 10.4a fail to be sufficiently displaced. We can also see that the cell
trajectories suffer a large scatter at the highest haematocrit of Ht = 45.6%, re-
lative to that seen previously in figure 10.3 at Ht = 8%. Here, at Ht = 45.6%,
the cell scatter is seen to be as large as ≈ 7λ in the lateral direction, while
that for previous case at Ht = 8.0% is ≈ 1λ. For cases expected to be in the
displacement mode (figures 10.4a, 10.4b, 10.4c and 10.4e) the cell trajector-
ies appear no different than for those in the zigzag mode (in figures 10.4d
and 10.4f). However, the array path swapping events are not regular for the
cells here, and the cell scatter appears qualitatively larger for the cases expec-
ted to be in the displacement mode compared to those in the zigzag devices.
This suggests that there is an underlying stochastic mechanism in addition to
simple zigzag mode physics, governing these cell trajectories.
Based on these trajectories we can make the following observations. When
the zigzag mode is expected, the mean outlet cell position does not vary more
than ≈ 3λ from the initial cell position, even at the highest Ht = 45.6%. On
an average, these cells tend to follow a near horizontal trajectory, and can
therefore be collected at outlets placed at similar lateral (y) positions as the
device inlet. Therefore, device outlets placed at higher lateral (y) positions
are left free for collecting displaced cells. This suggests that, even at high
haematocrit, it would still be possible to separate a few larger particles from
a dense suspension of RBCs.
However, in simulations where the cells are expected in the displacement
mode, the mean cell lateral positions fall significantly short and end up far
from expected, as the Ht is increased. Here, the mean cell lateral outlet po-
sition appears to depend on the row shift ∆λ and cell deformability Ca. In
fact, at Ht = 45.6%, the mean cell trajectories are close to the horizontal, and
these cells would end up in the same outlets as the zigzagging particles. This
indicates a breakdown of the displacement mode since these cells were ex-
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pected to laterally displace, like those in the dilute limit. Therefore, it can be
postulated that it would be difficult to separate smaller particles from a dense
background RBC suspension in the DLD.
10.4 cell outlet distributions
In the previous section, we saw how an increase in Ht results in cells devi-
ating from their expected mean trajectories (from single cell simulations) in
a DLD device at a given flow rate, which decides the simulated data point
(Ca,∆λ). This Ht increase results in many of the cells designated for the dis-
placement outlets, ending up in the zigzag outlets. We can term a DLD traject-
ory mode as “robust” based on the whether a majority of the cells would end
up in their designated outlets, when the particle volume fraction is increased.
A robust mode would still make it possible to separate out particles from the
cellular suspension.
We can call the zigzag mode robust, if a majority of the cells end up in the
outlets O1 and O2 in simulations where zigzag mode is expected. Similarly,
the displacement mode can be termed robust in a given device if a majority
of the cells reach outlets O3 and O4, in simulations where RBCs are expected
to laterally bump. This definition would still allow for separation of either
larger or smaller cells in the spare outlets, in the respective cases. Note that
the device row shift and the RBC deformability characterised by (Ca,∆λ)
already set the designated outlets for the cells, in each simulation (from the
bifurcation map in figure 10.2).
In this section, we plot the number of cells collected in each of the four ima-
ginary outlets defined at a distance of 100λ from the inlet (figure 10.1). Outlet
cell distributions from selected simulations are plotted in figure 10.5. The
outlet cell distributions are presented for Ht = 16.1% and 45.6%, in the left
and right columns respectively while each row has the same set of (Ca,∆λ)
values. The rows are split into two blocks based on the expected trajectory
mode. In the sub-plots, the row shifts take the values ∆λ = 0.2, 4.4, 6.0 µm,
and the capillary number Ca = 0.2 and 1.0. The rows are arranged such that
the higher row numbers have (Ca,∆λ) data points closer to the critical sep-
aration curve, plotted in figure 10.2. Here, both the size of the outlet bins as
well as the number of cells in each bin have been normalised by their respect-
ive maximum values to enable easy comparison. Bars are coloured green if
the cells are in their designated outlets and red if they end up in the wrong
outlet bins. From these, we can discern the robustness of the two expected
trajectory modes, at increased haematocrit.
The expected zigzag mode cell distributions are plotted in figures 10.5a,
10.5b, 10.5c and 10.5d. At lower Ht = 16.1% (left column), we see that all the
cells end up in the designated zigzag outlets 1 and 2 (figures 10.5a and 10.5c).
When using the highest tested volume fraction at Ht = 45.6%, all the cells
are still collected in their designated outlets, as before. This demonstrates
that when the dense RBC suspension is in the zigzag mode, it would still be
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Figure 10.5: Histograms of RBC outlet distributions for selected simulations at Ht =
16.1% and 45.6% arranged as panels in two columns, respectively. The
first two rows are for simulations where the zigzag particle mode is
expected, while the displacement mode is expected for the simulation
histograms in the last four rows. The panels have the same simulation
parameter set (Ca,∆λ) in each row, with only the haematocrit increas-
ing from the left column to the right column. The panel rows are ar-
ranged in increasing order such that the distance of the simulation data
point (Ca,∆λ) from the critical separation curve plotted in figure 10.2,
decreases monotonically in both the expected modes. The panel histo-
grams have three different row shift values ∆λ = {2.0, 4.4 and 6.0} µm,
and two capillary numbers Ca = 0.2 and 1.0. All four outlet bin widths,
as well as the cell histograms are normalised for ease of comparison.
The position of the inlet relative to the outlets is indicated by a black
rectangular box at the bottom of all panels. The outlet bin numbers (1-4)
are marked atop the respective bins, with outlets 1-2 designated to col-
lect zigzag RBCs, and outlets 3-4 designated to collect displaced RBCs.
Slanted hatching (green) indicates successful and vertical hatching (red)
indicates faulty collection of cells in these designated outlets.
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possible to separate and collect larger particle (e. g. white blood cells) in the
displacement mode in the empty outlets 3 and 4.
The cell outlet distributions for the cases where displacement is expected
are shown in figures 10.5e, 10.5g, 10.5i and 10.5k, forHt = 16.1%. Here, nearly
all RBCs are collected in the designated displacement outlets 3 and 4, for all
but one of the cases shown. The exception arises for (Ca = 0.2,∆λ = 6.0 µm),
which is the case closest to the critical separation curve (see figure 10.2). Here,
all RBCs end up in the second zigzag outlet O2. For the higher haemato-
crit Ht = 45.6%, the outlet distributions for expected displacement mode
cases are shown in figures 10.5f, 10.5h, 10.5j and 10.5l. Here, the results
are thoroughly unfavourable to the displacement mode, with a majority of
the cells ending-up in the wrong (zigzag) outlets O1 and O2. For the case
(Ca = 0.2,∆λ = 2.0), which is the furthest away from the critical separation
curve, ≈ 50% of the RBCs are collected in the designated displacement outlet
3, For all other cases nearly all RBCs end up in the outlets designated for
zigzag particles.
We can observe that the displacement mode breaks down at the high
volume fraction of Ht = 45.6%. Looking at the cell distribution trends in the
figures 10.5f, 10.5h, 10.5j and 10.5l, we can note that the displacement mode
recovers when the simulation setup is further away from the critical separa-
tion curve. In general, the displacement mode does not cope well at higher
volume fractions, and the expected outcomes get worse as we move closer to
the critical bifurcation curve between displacement and zigzag modes. The
zigzag mode however remains robust even at higher volume fractions, where
the cells always end up in their designated outlets. We can therefore postulate
that the DLD lends itself very well for the separation of larger particles from a
dense background of smaller cells (e. g. RBCs). But, the opposite would prove
difficult; i. e. it is difficult to separate smaller particles (e. g. platelets) from a
dense background of larger cells (e. g. RBCs), in the DLD.
10.5 failure probabilities
In order to gain an insight into and quantify the robustness of one mode over
the breakdown of the other, we identify failure events and define suitable












“wrong turn”, compared to its path expected in the dilute limit with the same
initial conditions, geometry and deformability. For a cell flowing through
the DLD, only two occurrences are possible in terms of its lateral motion. It
flows over and above a pillar, or passes through the axial array gap between
pillars and passes under the next pillar. These two outcomes are termed as
zigzag and displacement events and can be counted for every particle-pillar
interaction over the distance λ.
To elucidate further, a zigzag event is said to occur when a cell changes
its array path for another path parallel to it. Zigzag events are marked by
the sharp dips in the cell trajectory plots seen in figures 10.3 and 10.4. A dis-
placement event is defined as the occurrence where the cell simply stays in its
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array path (i. e. essentially everything other than the zigzag event). Now, it is
quite easy to define a failure event as one where a displacement event occurs
when a zigzag was expected and vice versa. Based on visual observation of
the cell motion in the simulations, we can state that these failure events result
from increased particle-particle interactions at higher Ht.
For example, in the displacement mode a failure event occurs when the
cells fail to bump, when passing through the array gap, and therefore fail
to travel along the same array path. Each failure event is associated with a
lateral displacement penalty. When a cell fails to bump, it falls to the array
path that is parallel and laterally (y = −λ) below its original path. In the
simulations, we never observe a cell, expected to be in the displacement mode,
get pushed on to the array path that lies laterally (y = +λ) above its current
path. Therefore, we can always associate a lateral displacement penalty of −λ
with a failure event in the displacement mode.
The picture is quite different in the zigzag mode. Here, in the dilute limit,
the cell is expected to undergo a number of displacement events, followed by
a zigzag event every N pillars downstream. Therefore, there are two different
kinds of failures in the zigzag mode; one where the cell does not undergo
a zigzag event when one is expected, and the other when it is pushed onto
the array path below once too often. In ether case, the failure penalty is again
±λ. Hence, for both displacement as well as zigzag failures, the penalty is the
same, up to its sign.
The two kinds of failures in the zigzag mode lead to unexpected lateral
displacements of the same magnitude, but in the opposite directions. Thus,
the crucial differentiator for the zigzag mode is that the two kinds of failures
tend to cancel each other. The occurrence of one failure event can compensate
for the occurrence of the other. This is contrary to the nature of displacement
mode failure, where cells can only drop down on to the array path below.
As mentioned earlier, we never observe a cell getting pushed an entire array
path laterally up in the +λ direction, in either of the modes.
This means that the failures can only accumulate in the displacement mode,
while those in the zigzag mode can cancel one another. This makes the dis-
placement mode susceptible to a breakdown, when the failure probability
increases. The increase in failure rate is attributed to an increase in the non-
deterministic effects as a result of increased particle-particle collisions, at
higher Ht. On the other hand the zigzag mode survives at higher volume
fractions, as on an average the cell failure modes cancel each other. This does
not mean that individual cell trajectories remain unaffected. Here, individual
cells can experience a total ±λ penalty that does not nullify over the device
length, leading to the cell scatter as seen in the plots in figures 10.4d and
10.4f.
10.5.1 Zigzag failure
I introduce the parameter ∆y to indicate the lateral displacement error in a
cell’s trajectory, at the nth pillar. ∆y is the difference between measured lateral
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Figure 10.6: Failure probability plots as a function of increasing Ht. The mean prob-
abilities for (a) zigzag failure pf,Z, and (b) displacement failure pf,D are
plotted for all the simulated cases, in the respective expected trajectory
modes. Error bars indicate the standard deviation obtained from the cell
ensemble in each simulation. The data points are moved slightly along
the x axis to avoid error bar overlap. Lines connecting the data points
are guides for the eyes only. In (b) the horizontal (black) lines indicate
the limiting failure probability p∞f,D = ε = ∆λ/λ, for tested values of
∆λ (solid line for ∆λ = 2.0 µm, dashed for ∆λ = 4.4 µm and dotted for
∆λ = 6.0 µm).
cell position and the expected lateral cell position at the nth pillar. Obviously,
a cell moving on its expected trajectory would yield ∆y = 0. For cells that end
up laterally further upwards or downwards than expected, we get ∆y > 0 and
∆y < 0, respectively.
Further, I define zigzag failure probabilities p+f,Z and p
−
f,Z for the two kinds
of failures seen in the zigzag mode. For a failure of the zigzag outcome, when
a zigzag event turns to a displacement event, we assign the probability p+f,Z,
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while for the reverse failure event, we assign p−f,Z. For a total of n pillar






The equation signifies the summation of lateral displacement errors, over
the positive and negative lateral directions, computed from the probabilities
for a total of n events (pillars encounters for each cell). Each failure contrib-
utes ±λ to the lateral displacement error ∆λ which can be computed from the
cell trajectories, as discussed. From equation 10.2 it is clearly seen that only
the net failure probability pf,Z = p+f,Z − p
−
f,Z influences the final lateral cell
position. This net probability pf,Z is a measure of the intrinsic failure rate for
a device under given flow conditions (Ca,∆λ,Ht).
For a single cell, passing through the DLD device in the ideal zigzag mode,
let n0up and n0dn be the number of times a cell moves up or down onto the
adjacent array paths (relative to its current array path), respectively. Now,
from our simulations setups at higher Ht, we can measure the actual number
of times each cell swaps up or down between adjacent array paths as, nup
and ndn, respectively. Here, the numbers indicated by subscripts up and dn
are respectively the number of displacement and zigzag events in a cell’s
trajectory through the device. Therefore we can write
n = n0up +n
0
dn = nup +ndn. (10.3)











Equation 10.4 reflects the fact that for an ideal zigzag mode without any net
lateral displacement, the ratio of n0up to n0dn is uniquely constrained by the
device geometry ∆λ and λ. In practice, I calculate the failure probability pf,Z
for each individual cell in all the simulations from the observed values of ∆y,
using equation 10.2. This calculation is carried out when all cells reach device
outlets at x = 100λ, and n = 100. Data from all the cells lets us compute an
average failure probability and its variance in a particular simulation. pf,Z










Figure 10.6a plots the average zigzag failure probability as a function of
Ht, for all the simulation cases where the RBCs are expected to be in the
zigzag mode. Error bars in the figure give standard deviation for the cell
zigzag failure probabilities. Therefore, the error bars indicate the scale of cell
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scatter at the outlets. From figure 10.6a we can see that the zigzag failure
probabilities are relatively small, with the failure rate remaining 6 3% for all
cases. Here, the failure rate decreases with increase in Ht and then attains a
near-constant stable value as Ht is increased further.
This shows that the zigzag mode stabilises at higher volume fractions. The
reason for this stability is subtle. At higher volume fractions the RBCs tend to
distribute uniformly and occupy most of the volume in the DLD. Their mo-
tion is akin to that of fluid elements flowing through the device, performing
zigzag motions past the obstacles like those seen with pure fluid flow lanes.
Therefore, the zigzag mode is the natural state for the DLD device, and at
higher volume fractions the densely packed RBCs tend to follow the natural
flow lane divisions.
Furthermore, the standard deviation of the zigzag probability is seen to in-
crease, with an increase in Ht in figure 10.6a. This is because with an increase
in the number of cells, the number of outliers that have a large ±∆y pen-
alty also increases, leading to a larger spread of the cells at the outlet. For a
real DLD device, this suggests the need for larger zigzag mode cell collection
outlets, whenever a higher volume fraction of particle suspension is used.
10.5.2 Displacement failure
In an ideal displacement mode trajectory, all pillar-particle encounters should
result in the displacement events for the particle. Here, the cell remains within
its array path at all times, and there are no zigzag events. Therefore, we can
write n0up = n and n0dn = 0, indicating that there cannot be more bumping
events than the ideal case of n.
Since there are no observed events where the cell gets pushed up onto the
array path with a positive penalty +λ, we can set p+f,D = 0. In the displace-
ment mode, there is only one failure type that causes a negative lateral dis-
placement penalty of −λ. The corresponding displacement failure probability
is therefore, pf,D = p−f,D. The lateral position error ∆y in the displacement
mode can be written as
∆y = −nλpf,D. (10.6)
The equation signifies the accumulation of negative lateral displacement
errors in the −y direction computed from the failure probabilities, for a total
of n pillar crossings. Similar to the zigzag failure, the displacement failure can














Similar to the calculations in the zigzag mode, we compute the displace-
ment failure probabilities for each of the cells in a given simulation setup.
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Figure 10.6b plots the average displacement failure probability values, for all
simulated cases expected to be in the displacement mode in the dilute limit,
as a function of Ht. As before, the error bars in the figure indicate the stand-
ard deviation values for pf,D. In addition, a horizontal line indicating the
limiting failure probability p∞f,D value, for each device geometry with a given
∆λ, is also shown. The limiting failure probability corresponds to a situation
where the cells move along the horizontal and their trajectories cannot be dis-
tinguished from those in the zigzag mode. This limiting failure probability
is therefore calculated as p∞f,D = ∆λ/λ and indicates the worst-case scenario
for the displacement mode. If the displacement failure probability reaches its
limiting value, there is complete breakdown of the displacement mode.
From the figure 10.6b, we see that pf,D increases monotonically with an in-
crease in Ht for all explored cases. The failure probability appears to asymp-
totically approach the limiting value for the device at high Ht. As expected,
the highest failure rates are seen for Ht = 45.6%, where the cells fill the en-
tire volume of the device and behave as fluid parcels. In this case, the cells
are so densely packed that most of them cannot undergo displacement mode
at every pillar crossing. Their trajectories therefore appear similar to those
particles in the zigzag mode, and the failure probability is consequently seen
to increase and asymptotically approach the limiting value.
At lower volume fractions the simulation parameters (Ca,∆λ) have a signi-
ficant influence on pf,D. With further increase in the volume fraction, the pf,D
values for the different parameters are seen to converge based on ∆λ. Also,
we see that the failure probabilities increase with ∆λ in general. The physical
reason can be understood from the fact that the ratio of the first flow lane
width to the array gap β/G increases proportionally with ∆λ. This means first flow lane
The flow lane that
lies closest to a pillar,
and carries its fluid
flux into the array
path located below
its present, in each
array gap
that more particles would potentially lie close to the separation streamline
that divides the flow through the lateral pillar gap, between adjacent array
paths. Hence, the likelihood of a particle being pushed off by its neighbours
into the first flow lane, and thus leading to a zigzag failure event, increases.
Generally speaking, this variation of pf,D with (Ca,∆λ) can be correlated
with the distance of the phase-space point from the critical separation curve,
as plotted in figure 10.2. From figure 10.6, the overall trends for pf,Z and
pf,D suggest that the further removed we are from the critical separation
curve (in figure 10.2), the lower is the failure probability. In the displacement
failure cases, we can normalise the failure probabilities by the respective lim-
iting failure probability p∞f,D, to see this direct correlation emerge. Hence, the
DLD device setups close to the critical separation curve are less robust upon
an increase in particle volume fraction. We can hypothesise that using lar-
ger volume fractions of particles causes decreasing determinacy in the DLD,
and there is no longer a sharp bifurcation between displacement and zigzag
modes. The bifurcation curve in figure 10.2 thus loses its original meaning
and can only be used as reference.
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10.6 summary and concluding remarks
In this chapter we look at the effect of haematocrit Ht on the performance
of particle trajectory modes in the DLD device. The investigation is based
solely on 3D numerical simulations of the DLD, with RBCs suspensions in
aqueous plasma. The device setup used has previously been mapped by
Krüger, Holmes and Coveney (2014) for deformability based separation of
RBCs, in the dilute haematocrit limit. In the RBC suspension simulations, we
track the trajectories of individual cells until each of them cross 100 pillars
in the flow-wise direction. Also, four imaginary equal sized outlet bins are
placed 100 pillars downstream of the starting RBC positions. From the cell tra-
jectories and the outlet cell distributions, we see that the displacement mode
breaks down while the zigzag mode remains robust at high RBC haematocrit
Ht. This breakdown is attributed to increased particle-particle collisions at
higher Ht.
Digging deeper into the issue, appropriate failure probabilities are defined
for each trajectory mode, by taking reference cell trajectories in the dilute limit
as the ideal “successful” path. The mean and standard deviations of these fail-
ure probabilities in each of the trajectory modes are significant performance
indicators for the DLD device. The mean displacement failure probability in-
creases monotonically with Ht, approaching its limiting value at Ht ≈ 45.6%.
At the limiting value, particles in the “failed” displacement mode would re-
semble those in a normal zigzag mode. In contrast, the zigzag failure probab-
ility remains relatively low, even at high Ht. With increasing Ht, the zigzag
failure probability stabilises and decreases to a near constant value.
This difference stems from the fact that in the nature of failure in the two
modes is different. In the displacement mode, failure is uni-directional and
the penalty due to repeating failures adds up. However, in the zigzag mode
failures can occur in opposing directions, and these tend to nullify each other
over the length of the device. This means that the zigzag mode is robust, and
works as expected at high volume fractions. Another important observation
seen from the failure probabilities is that the devices set-up to operate close to
the critical separation curve (from the phase separation map) are less robust
to an increase in Ht, in comparison to those further away.
The results shows that even at small volume fractions of around Ht ≈ 10%,
the displacement mode will significantly deteriorate in performance. This res-
ult is in good agreement with the experimental observations by Lubbersen,
Schutyser and Boom (2012). Critically, this means that the RBCs designated
for the displacement outlets would end up in zigzag outlets, rendering sep-
aration very difficult in a real world device. This leads us to postulate that it
would be easier to isolate a few larger particles (e. g. white blood cells) from
a dense background of RBCs, then to separate out a similarly dense RBCs
suspension from a few smaller particles (e. g. platelets) without dilution, in
the DLD.
The key reason for the breakdown of the displacement mode at larger Ht
lies in the DLD operating principle, which relies on deterministic interac-
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tions between particles and pillars. Particle-particle collisions at increased
Ht introduce non-deterministic effects on to the particle trajectories in the
DLD. Therefore it is believed that these results are not specific to the DLD
geometry, or to the nature of the particle suspension employed here. All sep-
aration devices relying on deterministic principles would suffer from such a
dense suspension effect.
The essential point for future applications targeting dense particle suspen-
sions in the DLD is to minimise the failure probability of the displacement
mode (e. g. by using innovative pillar shapes). This would further necessitate
an understanding of how particle collisions influence the failure probabilities.

Part IV
C O N C L U S I O N S A N D O U T L O O K
Progress is made by trial and failure; the failures are
generally a hundred times more numerous than the
successes; yet they are usually left unchronicled. . .
— William Ramsay, Harper’s Magazine (1904)
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S U M M A RY A N D C O N C L U S I O N S
In this chapter I undertake a short overview of the research and its associ-
ated aspects contained in the thesis. Importantly, the chapter deals with the
major conclusions from the three research areas covered in the thesis. The
conclusions presented here are condensed from the research work contained
in this thesis. In other words, the reader should refer back to the summary
and conclusions contained in the individual research chapters in this thesis,
in order to gain a comprehensive understanding of the conclusions reached
from the work presented. However, an attempt has been made to keep this
chapter modular, so that it can be read independently of the main body of
this thesis.
This chapter is divided into two sections; the first in section 11.1 outlining a
short summary of the research area, and the second in section 11.2 containing
the most important conclusions drawn from the research work. Looking for-
ward, some research ideas regarding the deterministic lateral displacement
(DLD) technique worth pursuing in the near future are presented in the final
chapter 12.
11.1 summary
The field of microfluidic Lab-on-a-Chip techniques has been in active devel-
opment over the last couple of decades. Such techniques possess immense
potential for point-of-care medical diagnostics and hold promise of bringing
about a revolution in the current healthcare practices. Cells and bio-particles,
being of the same scale as the geometric feature sizes in such microfluidic
devices, have thus been the subject of majority of interest with these tech-
niques. In particular, blood cells have received a large amount of interest due
to their importance in multiple physiological processes and in disease dia-
gnostics. This research work deals with understanding the behaviour of soft
red blood cells (RBCs) trajectories within a specific microfluidic technique
called deterministic lateral displacement (DLD).
The DLD was invented as a size-based separation technique for rigid particles,
and has been mostly used for the separation, purification and enrichment of
bio-particles such as RBCs. DLD consists of a series of obstacle pillars, ar-
ranged in a regular fashion, inside a wide (O(102)–O(103) µm) microfluidic
channel. The obstacle pillars are generally cylindrical in shape. The obstacles
are placed such that the array orientation presents an angle to the average
flow direction through the DLD microchannel, which is generally parallel to
the side walls of the channel. The flow is usually driven with the help of
micro-syringe pumps.
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The separation principle of the DLD relies on the angle, α, between the
average fluid flow direction and the array orientation. This angle creates un-
equal flow divisions through each array gap. Particles greater than a certain
size that flow through the device are ‘bumped by the obstacles, and move
along the array incline. Larger particles moving along the array inclination
are laterally displaced relative to the flow direction. These particle traject-
ories are classified as displacement (or bump) mode. Particles smaller than
this ‘critical’ size escape the ‘bumping’ effect of the array obstacles and flow
along the average fluid flow direction. The smaller particles zigzag around
the obstacles in the array to stay on course of the average fluid flow direc-
tion. Their trajectories are therefore termed as zigzag mode. Eventually, the
particles’ lateral positions are sufficiently large and they can be collected in
separated outlets.
The obstacles array orientation to flow direction can be achieved via two
types of layouts; parallelogram and rotated-square. The names for these lay-
outs come from the shape of the unit cell formed by four nearest neighbour
obstacle centres. Generally, these two layouts are used interchangeably and
the difference between them are not known.
Furthermore, from a bio-cellular application perspective, the use DLD tech-
nique with the RBCs is challenging because RBCs have a anisotropic bicon-
cave discoid shape. The RBCs are one of the most deformable cells in the
human body, adding further complexity to their mechanical behaviour in
the DLD. They display characteristic motions such as tumbling and tank-
treading, as well as experience hydrodynamic cross streamline migration
pushing them away from fixed walls. RBC motion through the DLD is gov-
erned by additional physics that is not well understood.
I study the microhydrodynamics and the RBC dynamics through DLD ar-
rays using 3D numerical simulations. In these simulations fluid is assumed to
be viscous and incompressible, flowing around rigid fixed obstacles. The RBC
is modelled as a deformable capsule with a 2D membrane that encloses a vis-
cous fluid. The numerical recipe used couples hydrodynamic flow solver to
RBC membrane deformation computations. I have used the lattice Boltzmann
method to resolve the fluid flow and the finite element method to compute
RBC membrane deformation energetics. The immersed boundary method ex-
plicitly couples the two solutions at each time step.
The simulations in this work are carried out, both over a single obstacle
pillar with periodic boundary conditions (2D and 3D), as well as over entire
obstacle arrays of the DLD. Experimental data is used to compliment and
validate the numerical research wherever possible. However, I would like
to assert that my work contained in this thesis deals solely with numerical
investigations of the DLD, and the experimental results provided here are
solely for the purpose of clarity and corroboration.
I have carried out simulations to investigate three main research questions.
The first concerns anisotropic permeability in the DLD arrays, and the subtle
differences between the parallelogram and the rotated-square layouts. Such
underlying fluid dynamic effects cause unintended particle trajectories in the
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DLD, in turn affecting separation. The remaining two questions deal with
single and collective RBC dynamics in the DLD. The single cell study invest-
igates the physical effects that lead to ‘enhanced’ bumping of RBCs in the
DLD, which leads to their greater lateral displacement. Here, the effect of cell
membrane deformability, and the resulting dynamical behaviour, on RBC lat-
eral displacement in the DLD are probed. The collective RBC study looks at
the effect of increased RBC haematocrit (or volume fraction) on the displace-
ment and zigzag modes in the DLD. In this study, cell-cell interactions that
lead to detrimental effects are analysed.
11.2 conclusions
dld anisotropic permeability : The first study thoroughly investig-
ates the anisotropic permeability of DLD arrays and is detailed in chapter 8.
Physically , anisotropy of permeability signifies a mismatch between average
pressure drop and the average fluid velocity direction. Anisotropic permeab-
ility can be seen as the intrinsic property of an array to induce a pressure
gradient in in a direction normal to the applied pressure drop driving the
fluid flow. This induced component of the pressure gradient has to be bal-
anced by normal stresses at the no-slip walls of the array, to prevent flow
deviation along the lateral direction. Array anisotropy can induce a “ladder-
like” background recirculatory flow pattern, that causes local deviations in
the primary flow streamlines. For correct DLD operation, the average flow
must remain at a fixed angle α to the obstacle array. Such anisotropic flow
deviations lead to locally varying critical separation diameter dc in the arrays,
and are experimentally observed to cause unintended particle trajectories in
the DLD.
We discover that the parallelogram array with cylindrical pillars possesses
intrinsic anisotropy, while the rotated-square array (also with cylindrical pil-
lars) shows no anisotropy. The anisotropy in the parallelogram array exhibits
a non-linear non-monotonic dependence on the array inclination (α) to flow.
When the parallelogram layout is used, the flow can deviate locally along the
prevailing direction of the anisotropic pressure, causing locally varying dc. In
the rotated-square layout, the flow remains parallel to the device side walls
throughout, and dc remains constant and predictable. Therefore, for particle
separation applications, the use of the rotated-square layout is recommended
over the parallelogram layout.
The anisotropic pressure gradient is problematic only when it causes flow
deviations. In anisotropic arrays, this deviation in the primary flow stream-
lines is seen to manifest when certain design features are present. It is found
that these features, termed as “enablers”, provide regions where the fluid flux
can recompense for its deviations within anisotropic arrays. A common “en-
abler” feature is the gap between array sections, often seen in cascaded DLD
arrays. Furthermore, multiple causes of excessive anisotropy are also identi-
fied. It is established that unequal flow-wise and lateral array gaps, larger
gap to pillar diameter ratio and non-circular post cross sections can lead to
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severe anisotropy, even with the rotated-square layout. The anisotropy cause
by pillar shape cross section, such as that from ‘right-triangle’, can be several
orders of magnitude higher than that due to the array layout, and such pillars
should be used with caution. Additionally, a number of design guidelines are
proposed in order to mitigate the effect of array anisotropy on particle traject-
ories in the DLD.
rbc dynamics and hydrodynamic ‘lift’ : In the next study in chapter
9, the mechanisms that lead to the RBCs undergoing displacement mode at
elevated array inclinations than expected is probed. I investigate the role of
RBC dynamic motions, such as ‘tumbling’ and ‘tank-treading’, in trajectory
mode selection. In this study, the DLD device depth H is designed to be
greater than the RBC diameter H > 2rRBC to allow the RBCs freedom to
undergo characteristic dynamic motions. The three special pillar shapes tri-
alled are termed as ‘U-groove’, ‘C-ridge’ and ‘Square’, their design following
from previous experimental work (Zeming, Ranjan and Zhang, 2013). The
simulations comprise flowing RBCs in the dilute limit through DLD arrays
with varying inclinations and varying their membrane deformability over
two orders of magnitude. The cell migrations and their dynamical motions
are recorded and analysed.
The findings show that full-3D tumbling dynamics of rigid RBCs are im-
portant for trajectory mode selection in the DLD. Such tumbling dynamics
can lead to bumping at elevated row shifts and therefore greater lateral dis-
placement. I observe such elevated bumping for the rigid RBC in the pillar
with the groove, which corroborates the experimental observations of a sim-
ilar nature. This also shows the inadequacy of 2D simulations for resolving
the dynamics of anisotropic cells such as the RBCs in arrays with complex
pillar shapes.
With increase in the RBC deformability, the trend seen for the critical array
inclination in arrays with the C-ridge and Square pillar shape reverses. The
most likely cause for this bifurcation-reversal is the cross streamline particle
migration acting on the cell as it crosses the array gaps. I show that soft par-
ticle migration velocity can get orders of magnitude larger when the cell be-
comes highly deformable. In these cases there is no physical contact between
the cell and the pillar and the cell bumping action is entirely through hy-
drodynamic interactions. From the trajectory mode-bifurcation maps, it can
be suggested that arrays with the Square pillar shape would serve well for
detecting cellular deformability changes.
Here, a new physical mechanism that aids lateral displacement of deform-
able cells under specific conditions is uncovered. The findings in this study
also bring us closer to an understanding of the reasons for bumping at higher
array inclinations observed with grooved pillar cross sections. The under-
standing gained in this study can be applied towards design of deformability
sensitive DLD arrays for the RBCs and other anisotropic bio-particles.
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dld displacement mode breakdown : The final study tackles RBC
collective behaviour in the DLD. Here, the effect of the RBC haematocrit Ht
on the performance of particle trajectory modes in DLD arrays is investigated.
The device setup selected for this investigation has previously been probed by
Krüger, Holmes and Coveney (2014) for deformability dependent separation
of RBCs in the dilute limit. Here, the DLD device has a shallow depth (H =
4.8 µm < 2rRBC) that confines the RBCs to present their largest diameter
flowing through the array gap. The simulations track multiple cells through
the device till they cross 100 pillars in the flow-wise direction. At the end of
the 100th pillar, four imaginary outlets are defined to collect these cells. Based
on the cell trajectories that were previously mapped in the dilute limit, these
outlets are pre-designated as zigzag and displacement.
The simulations show that increasing the volume fraction causes deviations
in the cell trajectories. Therefore, appropriate failure probabilities are defined
for each trajectory mode, by taking reference cell trajectories in the dilute limit
as the ideal ‘successful’ path. The mean and standard deviations of these fail-
ure probabilities are significant performance indicators for the DLD device.
The analysis shows that, the mean failure probability in the displacement
mode increases monotonically with rising haematocrit, and tends towards its
limiting value at the highest simulated haematocrit of Ht = 45.6%. Limiting
failure in the displacement mode would mean that the cell trajectory would
undergo zero lateral displacement and would be indistinguishable from the
zigzag path. In contrast, the failure probability in the zigzag mode remains
relatively low, even at Ht = 45.6%.
This difference stems from the nature of failure in the two modes. In the
displacement mode, high Ht induced failure is uni-directional and the pen-
alty due to repeated failures adds up. On the other hand, in the zigzag mode
the failures can occur in opposing directions and tend to cancel each other
over the length of the device. This shows that the zigzag mode is robust
and works as expected at high haematocrit, while the displacement mode is
susceptible to breakdown.
Critically, this means that at higher Ht the RBCs designated for the dis-
placement outlet increasingly end up in the displacement outlet, making
separation difficult. The performance of the displacement mode deteriorated
significantly even at moderate volume fractions of Ht ≈ 10%. The RBCs des-
ignated for the zigzag outlet however tend to be collected correctly, even at
the highest tested haematocrit Ht = 45.6%. This leads to the postulate that it
would be very difficult to isolate a few smaller particles from a dense back-
ground of larger particles without significant dilution of the suspension (e. g.
platelets from blood). It should however be relatively easy to separate out a
few larger particles from a dense background of smaller particles (e. g. white
blood cells from blood).
The DLD relies on deterministic cell-pillar interactions leading to a size-
based trajectory bifurcation, and was designed using dilute suspensions. The
underlying reason for the breakdown of the displacement mode at larger Ht
lies in increased cell-cell interactions, which introduce non-deterministic ef-
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fects in the operating principle of the DLD. Therefore, these results are not
specific to the RBCs employed in this study, but to all types of dense particle
suspensions. The study identifies an important limitation on the usage of the
DLD arrays. The vital point for future DLD applications targeting dense par-
ticle suspensions is to minimise the failure probability for the displacement
mode (e. g. by using novel pillar shapes).
12
F U T U R E O U T L O O K
In this chapter I surmise my thoughts on the most fruitful future route for
research and development on deterministic lateral displacement (DLD) tech-
nology. Most of these ideas have been shaped from my PhD research work in
the last four years. Though the DLD has attained considerable maturity as a
separation technique, a number of challenges still remain. This chapter could
provide useful direction to a researcher in microfluidics, who potentially plan
on working with DLD separation arrays. As mentioned in chapter 3, DLD has
some notable advantages over other microfluidic separation methods, while
remains lacking in others. Serious research is needed to plug fundamental
gaps in understanding and bring the technology to the clinical/commercial
stage.
An important research question that is yet to be resolved concerns the
mismatch between experimentally observed bead trajectory modes and their
theoretical predictions. As seen in chapter 3, currently the best theory for
predicting the critical diameter in a DLD array relies on the assumption of
parabolic flow and does not account for particle presence. Hence, most exper-
imental device are built based on the empirical power law given in equation
3.2, which is derived from experiments on a limited set of devices. A possible
approach to tackle this issue would be to consider the presence of a particle
when predicting the critical separation diameter.
The research on anisotropic permeability has opened up possibilities for
designing arrays that capitalise on anisotropy in the DLD. We know that an-
isotropic flow deviations lead to a decrease in the critical separation diameter
dc, and the locally contained unintended bumping of particles in the zig-
zag mode. This could be turned to an advantage, as a means to reduce the
critical size dc without changing array parameters. We know that the array
gap size is constrained by the diameter of the largest particle that needs to
flow through the DLD arrays. The challenge here is to ensure predictable
dc throughout the anisotropic arrays. An idea that could be explored would
be to use anisotropic pillar shapes such as the right-triangle along with post
rotation to ensure uniform operation.
Pillar shape engineering has emerged as highly promising in the recent
years, especially for the separation of bio-particles. These pillars can modify
the flow field to induce dynamic effects in the particles, such as the tum-
bling dynamics seen for the red blood cells (RBCs) in this thesis. Bio-particles
are rarely rigid and spherical, and the effect of these variables has not been
explored thoroughly. The research on pillar cross-sections, designed to util-
ise the anisotropic bio-particles shapes, could start off by having features
that mate with the particle shape in order to ensure favourable orientations
through the array gaps.
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Pillar shape optimisation for exploiting the wall-induced hydrodynamic lift
phenomenon, identified in this work, could be another avenue to explore. We
know that this lift force is bidirectional, pushing the particle away from the
pillar in the upstream section of the gap, while pulling it towards the pillar
in the downstream gap section. Therefore, pillar shape designs that induce
the repulsive force component over longer lengths could be explored.
The aim of such research should be to provide design tools and guidelines
for DLD chip fabrication. Nevertheless, only addressing the fundamental
questions about particle behaviour in DLD arrays would not be sufficient to
bring it to the marketplace. The DLD user community has to work towards
establishing experimental protocols for various applications demonstrated by
the DLD. The most promising area for such protocols to be established is the
area of bio-cellular analysis, cytometry and medical diagnostics. Also, fabric-
ation protocols that deal with the materials, manufacture and operation of
DLD chips specifically should be established.
Furthermore, as with any other microfluidic technique, DLD research has
mostly been carried out in isolation. It is more likely than not that future
microfluidic chips could carry components from different techniques. being
a passive particle separator, DLD lends itself for easy coupling with other
micro-particle or cell manipulation techniques (see the recent protocol for
isolation of circlating tumor cells (Karabacak et al., 2014)), and efforts should
focus on integration of the DLD with other techniques on a single micro-
fluidic platform. The DLD has shown tremendous potential for high resol-
ution size based particle separation, however due to the niche nature of its
applications, my feeling is that its future lies in integration with other broader
range microfluidic separation techniques.
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