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Abstract
An H-graph is the intersection graph of connected subgraphs of a suitable subdivision of a fixed
graph H, introduced by Biró, Hujter and Tuza (1992). We focus on Sd-graphs as a special case
generalizing interval graphs. A graph G is an Sd-graph iff it is the intersection graph of connected
subgraphs of a subdivision of a star Sd with d rays.
We give an FPT algorithm to solve the isomorphism problem for Sd-graphs with the parameter d.
This solves an open problem of Chaplick, Töpfer, Voborník and Zeman (2016). In the course of our
proof, we also show that the isomorphism problem of Sd-graphs is computationally at least as hard
as the isomorphism problem of posets of bounded width.
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1 Introduction
A graph is a pair G = (V,E) where V = V (G) is the finite vertex set and E = E(G) is the
edge set. A subdivision of an edge {u, v} of a graph G is the operation of replacing {u, v} with
a new vertex x and two new edges {u, x} and {x, v}. Two graphs G1 and G2 are isomorphic
(G1 ' G2) if there exists a bijection f from V (G1) to V (G2) such that {u, v} ∈ E(G1) if and
only if {f(u), f(v)} ∈ E(G2) for all {u, v} ⊆ V (G1), and such f is called an isomorphism.
The graph isomorphism problem is a well-known problem in computer science which asks
to determine whether or not the given two graphs are isomorphic. The complexity status
of the graph isomorphism problem is still unknown, despite intense research culminating
recently in Babai [3]. On the other hand, the isomorphism problem has been shown to be
solvable in polynomial and even in linear time for many particular graph classes such as
trees, planar and interval graphs [1, 17, 5].
The latter example (interval graphs) is an instance of a wider concept of intersection
graphs which we briefly introduce now. The intersection graph for a family of sets is an
undirected graph where each set is associated with a vertex of the graph and each pair
of vertices are joined by an edge if and only if the corresponding sets have a non-empty
intersection.
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A graph G is an interval graph if the vertex set of G can be mapped into some set
of intervals on the real line such that two vertices of G are adjacent if and only if the
corresponding intervals intersect. Equivalently, G is an interval graph if and only if G is the
intersection graph of subpaths of some suitable path. The isomorphism problem for interval
graphs can be solved in linear time [5].
It is well-known that every interval graph is chordal, that is, it has no chordless cycle of
length more than three. A graph G is chordal if and only if G is the intersection graph of
subtrees of some suitable tree [15]. Unlike for interval graphs, the isomorphism problem is
GI-complete for chordal graphs [20], which means that deciding whether two chordal graphs
are isomorphic is polynomial-time equivalent to the graph isomorphism problem in general.
Our motivation is to explore this complexity jump of the isomorphism problem from
interval graphs to chordal graphs. For instance, a strict subclass of chordal graphs is formed
by the split graphs, whose vertex set can be partitioned into a clique and an independent set.
Each split graph is the intersection graph of substars of a suitable star Sk (i.e., K1,k or the
star with k rays). The isomorphism problem for split graphs is also GI-complete [9]. For a
simple proof, see Proposition 2.2.
To obtain a finer resolution of graph classes in our study, we introduce so-called H-
graphs [4]. For a fixed graph H, an H-graph is the intersection graph of connected subgraphs
of a suitable subdivision of the graph H. Note that degree-2 vertices in H do not matter.
Many intersection graph classes can be viewed as a case of H-graphs. For instance, among
the mentioned classes; interval graphs are precisely K2-graphs, chordal graphs are the union
of T -graphs where T ranges over all trees, and split graphs are contained in the union of
Sk-graphs where k ranges over all positive integers. Recently, various optimization problems
such as maximum clique and minimum dominating set on H-graphs (for particular graphs H)
have been shown to be solvable in polynomial and FPT-time [7, 8, 12].
As the previous example of isomorphism of split graphs shows, if we want to obtain
tractable isomorphism cases among H-graphs, we must consider fixed H (unless, of course,
isomorphism were polynomial in general). Hence, in the realm of parameterized complex-
ity [10], we will consider the graph H as the parameter of the isomorphism problem of
H-graphs. In particular, we will deal with the case of H = Sd (the star of d rays) where d is
a fixed parameter, that is with the Sd-graph isomorphism problem, which was stated as an
open problem by [7].
FPT algorithms with structural parameters are not so common for the isomorphism
problem; this is probably due to the fact that the parameterization restricts the structure of
the input graph G1 and separately that of G2, but it is not at all clear how the restrictions
on G1 and on G2 can be “meaningfully combined” in order to check for their isomorphism.
Notable examples of nontriviality of FPT-time algorithms for graph isomorphism are the
following algorithms for graphs of bounded tree-depth [6] and tree-width [16].
Our results
We prove that the Sd-graph isomorphism problem can be solved in FPT-time wrt. d, that
is, in time f(d) · |V (G1)|O(1) for some computable function f . In the course of proving the
main result we first give a much simpler combinatorial FPT-time algorithm which assumes
Sd-graphs of bounded maximum clique size (Theorem 3.1). Without bounding clique size, we
prove in Section 4 (Theorem 4.1) that the Sd-graph isomorphism problem includes testing of
isomorphism of posets of width d, for which there is no published combinatorial algorithm
and which can be solved using the classical group-based approach pioneered in Babai [2].
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Figure 1 (a) An S3-graph G with its maximal clique C = {1, 2, 3, 4} in the center and the
connected components of G− C. (b) The partially ordered set P on the components.
To obtain the main result about Sd-graph isomorphism (Theorem 5.9) in Section 5,
we combine the case of posets of bounded width with a specific adaptation of the general
group-computing approach by Furst, Hopcroft and Luks [13]. Our algorithms do not need
Sd-graph representations to be given on the input. The related natural question of an
existence of purely combinatorial FPT-time algorithms for Sd-graph isomorphism and for
isomorphism of posets of bounded width remains open.
We refer to the subsequent sections and the full paper arXiv:1907.01495v2 for missing
terminology and further details, including proofs of (*)-marked statements.
2 Posets, Sd -Graphs and their Recognition
Throughout the paper we assume readers familiar with the basic terminology of posets
(partially ordered sets), see e.g. [11] and the full paper.
As defined above, an Sd-graph G is the intersection graph of connected subgraphs of a
suitable subdivision S′ of the star Sd. Note that every ray of S′ actually defines an interval
subgraph of G. Let C denote the clique of G formed by those representing subgraphs of S′
which contain the central vertex of S′, and call C the central clique of the representation.
Clearly, we may assume that C is a maximal clique in G (or we simply adjust the intersection
representation). In Figure 1 (a), we see an example of an Sd-graph G (actually, d = 3) with
one of its maximal cliques C placed in the center and colored orange, and the connected
components X1, . . . , X6 of G− C colored differently.
When dealing with Sd-graphs, we define the following poset P on the connected compo-
nents of G−C. Let NC(Xi) denote the set of neighbors of the component Xi in the maximal
clique C and we refer to NC(Xi) as the attachment of Xi. Since Xi ∪ C induces an interval
subgraph of G, the neighborhoods of the vertices of Xi in C form a chain by inclusion. Then,
the upper attachment of Xi, denoted by NC U (Xi), is the maximum neighborhood in C
among the vertices of Xi, and NC(Xi) = NC U (Xi). Analogously, the lower attachment of
Xi, denoted by NC L(Xi), is the minimum neighborhood in C among the vertices Xi. The
minimal edge-cutset between C and Xi is called attachment edges, and the component Xi
together with its attachment edges is called a bridge Xi of C.
After determining the attachments of all connected components of G − C, the poset
P is constructed as follows. A pair (Xi, Xj) of components of G − C is comparable in P ,
denoted by Xi P Xj , if and only if NC U (Xi) ⊆ NC L(Xj) holds. Otherwise, they are
incomparable. When different connected components of G− C have the same attachment,
precisely NC U (Xi) = NC L(Xi) = NC U (Xj) = NC L(Xj), we will always implicitly treat their
union as one component / bridge of C in order to maintain antisymmetry of P .
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Figure 2 (a) The connected components of G− C are placed on the d = 3 rays according to a
chain cover of P . (b) The corresponding Sd-representation.
Observe that Xi P Xj if and only if there is an interval representation of the subgraph of
G induced by C ∪Xj ∪Xi in which C is “to the left” of Xj and Xi is “to the right” of Xj [7].
In Figure 1 (b), we see the poset P on the connected components of G−C from Figure 1 (a).
The three tuples of components (X1, X2, X3), (X4, X5) and (X6) form a chain cover of P .
In Figure 2 (a), the components are placed on the rays of a subdivision of S3 according
to this chain cover, and C is placed in the center, and in Figure 2 (b), the corresponding
Sd-representation of G is given.
Let G[W ] denote the induced subgraph of a graph G on a subset W ⊆ V (G). The
following characterization of Sd-graphs will be crucial for our algorithm:
I Proposition 2.1 ([7, Lemma 5]). A graph G is an Sd-graph if and only if there exists a
maximal clique C in G such that; (i) for each connected component Xi of G−C, the induced
subgraph G[C ∪Xi] is an interval graph with C being the leftmost, and (ii) the poset P on
the connected components of G− C (P defined above) has a chain cover of size at most d.
It easily follows that, for each chain (X1, . . . , Xk) of a chain cover in P , the subgraph
G[C ∪X1 ∪ ... ∪Xk] has an interval representation with C being the leftmost clique. Recall;
we can solve isomorphism of interval graphs in linear time [5]. Yet, these together do not
mean that we could simply solve Sd-graph isomorphism by matching the central cliques and
pairwise comparing the rays as interval graphs. Since the depth of P is not bounded, there
can be exponentially many chain covers, leading to distinct representations which cannot be
recognized as isomorphic when compared ray by ray. For example, the S3-graph in Figure 1
has several different chain covers of size 3, e.g., also (X1, X6), (X4, X2, X3) and (X5).
The full extent of difficulty of dealing with non-unique placement of components on the
rays of an Sd-representation can also be illustrated with the following:
I Proposition 2.2 (alternative to [20]). The isomorphism problem of Sd-graphs with d on
the input is GI-complete.
Proof. Let G1 and G2 be arbitrary graphs of the same size. We construct G′i, i = 1, 2, as
follows: subdivide every edge with a new vertex, and then make a clique on the original
vertex set V (Gi). Then, G1 ' G2 if and only if G′1 ' G′2. Since each G′i is an Sd-graph for
d = |E(Gi)|, with the central clique on V (Gi), solving their isomorphism would solve also
the isomorphism of given G1 and G2. J
3 Isomorphism of Sd-Graphs of Bounded Clique Size
To give a more accessible introduction to our approach, we first focus on an easier case of
Sd-graphs of clique size at most p. In fact, this subcase does not require us to bound d, and
so we will use p as the only parameter here.
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Assume that we are given two isomorphic Sd-graphs G and H, and f is an isomorphism
between G and H. Let C be a maximal clique of G, and let D = f(C) be the corresponding
maximal clique ofH. Then each connected componentXi ofG−C is mapped to corresponding
Yi = f(Xi) of H − D. Moreover, if C happens to be the central clique of some Sd-
representation of G, then the subgraph induced by C ∪ Xi is an interval graph and we
may use the interval graph isomorphism algorithm [5] to compare between G[C ∪Xi] and
H[D∪Yi]. Finally, even if we do not know the right central clique C and corresponding D in
advance, we may use the fact that Sd graphs are chordal. Any chordal graph with n vertices
has at most n maximal cliques which can be listed in linear time [19]. So we may simply try
possible pairs C,D and not depend on particular Sd-representations of G and H.
The previous simple observations suggest the following procedure:
1. Select a suitable maximal clique C of G (cf. Proposition 2.1 and the next step) and loop
through all maximal cliques D of H.
2. Find the connected components X1, X2, . . . , Xk of G−C, and the connected components
Y1, Y2, . . . , Yl of H −D. Check that all G[C ∪Xi] and H[D ∪ Yj ] are interval graphs.
3. If |C| = |D| = q and k = l, then consider an arbitrary bijective labeling C → {1, 2, . . . , q}.
Loop through all possible bijective labelings D → {1, 2, . . . , q}.
4. Pairwise, for 1 ≤ i, j ≤ k, compare the induced subgraphs G[C ∪ Xi] and H[D ∪ Yj ]
using the interval graph isomorphism algorithm [5] and respecting the labels on C and D.
If the comparison admits overall a perfect matching of isomorphic pairs, i.e., of pairs
{(i,mi) : i = 1, . . . , k} ⊆ {1, . . . , k}2 such that G[C ∪Xi] ' H[D ∪Ymi ], then return that
G and H are isomorphic.
If the procedure does not return that G and H are isomorphic for any C,D and their labeling,
then output that G and H are non-isomorphic.
Note that efficiency of this procedure strongly depends on the bound q ≤ p of maximum
clique size of G and H. In the general case, we could be processing up to n! distinct
permutations of the vertices of D which would not give a polynomial time algorithm.
We hence easily conclude (with details in the full paper):
I Theorem 3.1. (*) Isomorphism of Sd-graphs with n vertices where the maximal clique
sizes are bounded by a fixed parameter p can be solved in O(p! · pn3) time, which belongs to
FPT with respect to p (and regardless of d).
4 From Sd-graphs to Posets of Width d
To extend the previous isomorphism algorithm to Sd-graphs without bounding their clique
size, we need to consider isomorphism of posets of bounded width. Recall that a poset is of
width d if its elements can be covered by d chains (and not by less than d chains).
To justify this shift (and to show that it is unlikely a simple combinatorial algorithm
could exist for Sd-graph isomorphism), we give a reduction that Sd-graph isomorphism solves
the isomorphism problem for posets of width d.
We are given a poset P of width d with n elements, and we form an Sd-graph G from P
(in polynomial time) as follows:
1. Model P by set inclusion between the sets M1, . . . ,Mn, where each Mi consists of all
comparable elements with i from the lower levels and itself. Formally, Mi = {j ∈ P :
j P i} for all i ∈ P .
2. Take the unionM =
⋃
i∈P Mi and form the central clique C of size |M |+2 by adding |M |
vertices corresponding to the elements of M , two dummy vertices, and all edges on C.
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Figure 3 (a) An example poset P (its Hasse diagram), and its levels. (b) The corresponding
Sd-graph G where the cyan set corresponds to the central maximal clique.
3. For each Mi, add a new vertex vi to G whose attachment end vertices are exactly the
subset of vertices in C corresponding to Mi.
Note that two dummy vertices are added to C to ensure that C is the unique maximum-size
clique of G. See an illustration in Figure 3.
Since the poset P is of width d, its elements can be partitioned into d chains. We can thus
distribute the corresponding vertices of G−C to the d rays of Sd, and this straightforwardly
results in an Sd-representation of G. Since C is unique as the maximum clique in any such G,
we easily get that for two posets P1 and P2 of width d, the constructed graphs G1 and G2
are isomorphic if and only if P1 is isomorphic to P2.
This reduction can be carried out in polynomial time, and hence:
I Theorem 4.1. (*) The isomorphism problem of posets of width d reduces in polynomial
time to the isomorphism problem of Sd-graphs. This holds even if the poset elements are
colored and the colors must be preserved by the isomorphism.
5 Isomorphism of Sd-graphs in General
Here, we focus on Sd-graphs without bounding their clique size, and give an FPT-time
algorithm solving their isomorphism problem with respect to d. Since, with d on the input
this problem is GI-complete (Proposition 2.2), we need the parameterization by d.
In contrast to Section 3, the maximum clique size in the compared Sd-graphs can grow
up to n, resulting in up to n! different labelings to be considered on the central maximal
cliques if we use the simple approach. Therefore, while we can efficiently compare the bridges
of the central cliques to isomorphism (as interval subgraphs), trying all possible labelings
of the central cliques becomes inefficient. Instead, we will encode isomorphism types of the
bridges as colors and consider the isomorphism problem for the underlying colored posets
of bounded width (recall Proposition 2.1). This will be combined with additional checks
which ensure that a bijection between the central cliques, compatible with all isomorphisms
between the corresponding pairs of bridges of the central cliques, would exist.
We need to introduce the following algebraic view of the isomorphism problem. Consider
two structures A and B (graphs, posets). Construct their disjoint union A ] B and compute
its automorphism group, i.e., the group of all isomorphisms of A ] B onto itself. Then A is
isomorphic to B, if and only if the automorphism group of A ] B contains a permutation
exchanging the ground sets of A and B. In fact, assuming that the structures A and B are
“connected”, it is enough to look for a permutation mapping some point of A to some of B,
and only among generators of the automorphism group. See, e.g., [13] which we will use here.
D. Ağaoğlu and P. Hliněný 4:7
We start with a high-level overview of our approach. Recall that the elements of any
poset R can be partitioned into levels Li ⊆ R where i ≥ 1; L1 is formed by the minimal
elements of R, and Li+1 is inductively formed by the minimal elements of R \ (L1 ∪ . . .∪Li).
I Procedure 5.1. (*) Consider two connected n-vertex Sd-graphs G and H with (chosen)
central maximal cliques C ⊆ G and D ⊆ H, |C| = |D|, and assume the connected components
X = {X1, . . . , Xk} of G−C and Y = {Y1, . . . , Yk} of H −D. Let K = G]H be the disjoint
union of our graphs. For Z ∈ X ∪ Y , denote shortly by K(Z): the graph G[C ∪ Z] if Z ∈ X ,
or the graph H[D ∪ Z] if Z ∈ Y (so K(Z) is always an induced subgraph of K).
We will test the isomorphism between G and H with respect to C and D as follows:
1. Let P and Q be the posets constructed on X and Y, respectively, as in Section 2. Make
the disjoint union R = P ]Q, and compute the levels of R. For each pair of components
Z,Z ′ ∈ X ∪ Y on the same level of R, compare the interval subgraphs K(Z) and K(Z ′)
to isomorphism and color Z and Z ′ by the computed isomorphism type. That is, Z and
Z ′ receive the same color if and only if K(Z) ' K(Z ′).
2. Compute the automorphism group Γ of R, respecting the colors of elements from the
previous step. We use Theorem 5.2 and Corollary 5.3 here.
3. Compute the subgroup Γ′ of Γ, consisting of those automorphisms % of R for which
there exists a permutation f% of the set C ∪D such that the following holds; for every
component Z ∈ X ∪Y , there is an isomorphism from K(Z) to K(%(Z)) whose restriction
to the intersection with C ∪D equals the respective restriction of f%. (In other words, %
is such that there exists an automorphism of the graph K = G ]H which stabilizes the
union of central cliques C ∪D and maps the components from X ∪ Y according to %.)
We use Lemma 5.4, and Theorem 5.6 with Corollary 5.8 here.
4. If P and Q are swapped in some automorphism from Γ′, then return that G and H are
isomorphic.
If the above procedure does not say that G and H are isomorphic for any pair of maximal
cliques C ⊆ G and D ⊆ H, we return that G and H are non-isomorphic.
For a quick reference, we will say that an automorphism % ∈ Γ satisfying the condition in
step 3 of this procedure is consistent on the central cliques C ∪D.
The above high-level approach is not much different from the simple one used in Section 3;
however, one difference is crucial. While in the simple approach we explicitly processed all
bijections between the central cliques C and D, here we consider no explicit permutations on
C ∪D. Only, in step 3 above, we indirectly check for an existence of a permutation f% on
C ∪D witnessing consistency of % ∈ Γ on the central cliques. We now briefly explain why
this check is not a trivial task, and subsequently describe how it is done.
So, let % ∈ Γ be an automorphism of the colored poset R from step 2 of Procedure 5.1,
and assume % swaps P and Q in R. Since % respects the colors in R, we have that for every
Xi ∈ X and Yj = %(Xi), the graph G[C ∪Xi] is isomorphic to H[D ∪ Yj ]. Unfortunately,
this is not yet enough to have G isomorphic to H. Consider, for example, the case illustrated
by posets P and Q from Figure 4; the components in X and Y are all singleton vertices,
and hence the colors (isomorphism types) are fully determined by the cardinality of the
shown attachment lists. Even though P and Q can be swapped respecting inclusion and the
colors, the graphs G and H represented by them are not isomorphic. The reason is that
the intersection of some of the attachment lists (here of the blue elements in Figure 4) is of
different cardinality in P than in Q. We will later show, in Lemma 5.4, that it is enough to
additionally ensure that problems with cardinalities of intersections of attachment sets like
this one do not happen, to claim that G and H are indeed isomorphic.
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(a’) G (b’) H
Figure 4 Two isomorphic colored posets (a) P and (b) Q. These come from graphs (a’) G and (b’)
H with the central clique C = D = {1, 2, . . . , 8} (shaded gray), such that the components of G− C
(of H − C) are 9 singleton vertices having attachments in exactly the listed vertices of C. However,
G and H are not isomorphic since the two components (blue) in G−C with size-3 attachment have
a common neighbor (3), while the analogous two components (again blue and thick in the graphs)
in H − C have no common neighbor.
Computing the automorphism group of a poset of bounded width
For step 2 of Procedure 5.1, we show that the posets of width d are a special case of so-called
d-bounded color multiplicity graphs, whose automorphisms can be computed efficiently by
Theorem 5.2. Again, we refer to the full paper for additional details.
A d-bounded color multiplicity graph is a graph G whose vertex set is arbitrarily partitioned
into k color classes V (G) = V1 ∪ . . . ∪ Vk (each Vi is just any subset of V (G)). The number
k of colors is arbitrary, but for all 1 ≤ i ≤ k we have |Vi| ≤ d. This is a classical result:
I Theorem 5.2 (Babai [2], with Furst, Hopcroft and Luks [14]). Let G be a d-bounded color
multiplicity graph. The color-preserving automorphism group of G (i.e., its generators) can
be determined by an FPT-time algorithm with the parameter d.
Consider a poset R of width ≤ d and the levels L1, . . . , Lk of R, where |Li| ≤ d for
1 ≤ i ≤ k. Note that any automorphism of R preserves the levels. Having the levels Li as
color classes, we may forget about the edge directions between comparable elements of R (as
it is implicit from lower to higher levels), and so view R as a d-bounded color multiplicity
graph. Hence we immediately get:
I Corollary 5.3 ([2, 14]). The automorphism group of a poset R of width d can be determined
by an FPT-time algorithm with the parameter d. J
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Checking consistency of a poset automorphism on the central cliques
Now we move to step 3 of Procedure 5.1. To precisely specify what we are going to check
there – about consistency of an automorphism % of the combined poset R = P ]Q, we need
a few preliminary facts. For a component Z ∈ X ∪Y (of K − (C ∪D) = (G−C)] (H −D)),
the a ≥ 1 distinct neighborhoods (attachment sets) of vertices of Z in C ∪D form a sequence
N1(Z), . . . , Na(Z) ⊆ C ∪D ordered by strict inclusion N1(Z) ( N2(Z) ( · · · ( Na(Z), and
we denote this family by NC∪D(Z) := {N1(Z), . . . , Na(Z)}.
We call the multiset of sets U :=
⊎
Z∈X ∪Y NC∪D(Z) the attachment collection of X ∪ Y
of our graph K (U is a multiset since the same attachment set may occur several times in U if
the occurrences come from distinct bridges of C∪D which are incomparable in R). Recall the
notation K(Z) from Procedure 5.1. If an automorphism % of R maps Z to Z ′ = %(Z) then, in
particular, K(Z) is isomorphic to K(Z ′). While there may exist different isomorphisms from
K(Z) to K(Z ′), they all define (because of the inclusion order) the same unique mapping of
the attachment sets from NC∪D(Z) to NC∪D(Z ′). So, the automorphism % of R induces a
unique corresponding permutation on U , denoted here by %̃.
In general, for a set family U we call a cardinality Venn diagram of U the vector
(`U,U1 : ∅ 6= U1 ⊆ U) such that `U,U1 :=
∣∣∣⋂A∈U1A \ ⋃B∈U\U1B∣∣∣. That is, we record the
cardinality of every internal cell of the Venn diagram of U . Let %̃(U1) = {%̃(A) : A ∈ U1} for
U1 ⊆ U .
It is reasonably easy to see that an automorphism % of R is consistent on the central
cliques C ∪ D of K, if and only if the corresponding permutation %̃ on the attachment
collection U of X ∪ Y preserves the values of all cells of the cardinality Venn diagram of U .
This is precisely formulated as follows:
I Lemma 5.4. Let K = G ]H and C,D, the sets X and Y, and the posets P,Q and R (on
the ground set C ∪D) be as in Procedure 5.1. Let U be the attachment collection of X ∪ Y
in K, and assume an automorphism % of R and the corresponding permutation %̃ of U .
There is an automorphism f of K such that f(C ∪D) = C ∪D and, for every component
Z ∈ X ∪ Y, f maps V (Z) to V (%(Z)), if and only if the cardinality Venn diagrams of U
and of %̃(U) are the same, meaning that `U,U1 = `U,%̃(U1) for all ∅ 6= U1 ⊆ U .
Proof. ⇒ Suppose that there exists an automorphism f of K such that f(C ∪D) = C ∪D
and, for every component Z ∈ X ∪Y , f maps the vertices of Z to the vertices of %(Z). Then,
each pair K(Z) and K(%(Z)) are isomorphic interval graphs, and if there are a distinct
neighborhoods N1(Z), . . . , Na(Z) of vertices of Z in C ∪D, then there are a neighborhoods
N1(%(Z)), . . . , Na(%(Z)) of vertices of %(Z) in C ∪ D determined by the restriction of f
to C ∪D. Since f is an automorphism of K, indeed, %̃(Ni(Z)) = Ni(%(Z)) for 1 ≤ i ≤ a.
Moreover, by our assumption, if v ∈ Ni(Z) then f(v) ∈ Ni(%(Z)), and vice versa.













B∈U\%̃(U1)B (since %̃ is a permutation
of U), and vice versa. Consequently, `U,U1 = `U,%̃(U1) for all ∅ 6= U1 ⊆ U .
⇐ Suppose that `U1 = `%̃(U1) holds for all ∅ 6= U1 ⊆ U . Then, in particular, for every such









composition of these bijections results in a permutation f0 of C ∪D. Informally stating, f0
respects all attachment sets of all components Z ∈ X ∪ Y under the permutation %. Hence,
for every Z ∈ X ∪ Y, there is an isomorphism fZ from K(Z) to K(%(Z)) which extends f0.
And, since the members of X ∪ Y are pairwise disjoint components of K − (C ∪ D), the
composition of all fZ over Z ∈ X ∪ Y is well-defined and it is an automorphism of the graph
K satisfying the desired properties. J
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At first sight, the condition of Lemma 5.4 may not seem efficient since U has up to 2n
attachment sets, and so an exponential number of Venn diagram cells. Though, only ≤ 2n of
the cells may be nonempty since the ground set of U is of cardinality |C ∪D| ≤ 2n, and so
we can handle the situation as follows:
I Lemma 5.5. For any U ′ ⊆ U such that %̃(U ′) = U ′, one can in O(n2) time test whether
the equalities `U ′, U1 = `U ′,%̃(U1) hold for all ∅ 6= U1 ⊆ U ′.
Proof. We loop through all vertices w of C ∪D, and for each w we record in O(n) time to
which of the sets in U ′ this w belongs to. Summing the obtained records at the end precisely
gives the O(n) nonzero values `U ′, U1 over ∅ 6= U1 ⊆ U ′.
We analogously compute the O(n) nonzero values `U ′,%̃(U1) over U1, and then compare
the two sets of values with respect to each U1 and matching %̃(U1). J
Computing the subgroup of consistent poset automorphisms
Knowing how to efficiently test whether an automorphism % ∈ Γ in step 3 of Procedure 5.1 is
consistent (Lemmas 5.4 and 5.5), we would like to finish a computation of the subgroup Γ′ ⊆ Γ.
This, however, cannot be done directly by processing all members of the group Γ which can be
exponentially large. Instead, inspired by famous Babai’s “tower-of-groups” procedure (cf. [2]
and Theorem 5.2), we iteratively compute a chain of subgroups Γ = Γ0 ⊇ Γ1 ⊇ . . . ⊇ Γh = Γ′
(where h = O(nd log d)) leading to the result. Here, by “computing a group” we mean to
output a set of its generators.
There are two important ingredients making this computation work. First, we look
for a manageable combinatorially defined “gradual refinement” of the condition tested by
Lemma 5.4. Our intention is to define Γi as the subgroup of Γ respecting the i-th step
of this refinement. By manageable we mean that the ratio of orders (sizes) of consequent
groups Γi and Γi+1 in the chain is always bounded and, at the same time, that the number
of refinement steps (h) is not too big. Second, having such manageable refinement steps, we
then stepwise apply another classical result (which, by the way, also leads to Theorem 5.2):
I Theorem 5.6 (Furst, Hopcroft and Luks [13, Cor. 1]). Let Π be a permutation group given
by its generators, and Π1 be any subgroup of Π such that one can test in polynomial time
whether π ∈ Π1 for any π ∈ Π (membership test). If the ratio |Π|/|Π1| is bounded by a
function of a parameter d, then a set of generators of Π1 can be computed in FPT time
(with respect to d).
Due to space restriction, we have to leave additional comments on this result to the full
paper.
Returning back to the first ingredient, we closely analyze what happens if an automorphism
% ∈ Γ does not pass the cardinality Venn diagram test of Lemma 5.4. In a nutshell, every
such failure must be witnessed by a subcollection of at most d sets of U . Precisely:
I Lemma 5.7. Let U be a set family and %̃ be a permutation of U . If there exists U1 such
that ∅ 6= U1 ⊆ U and `U,U1 6= `U,%̃(U1), then there exist U2,U3 ⊆ U such that |U2| ≤ 2 or U2 is
an antichain in inclusion, ∅ 6= U3 ⊆ U2 and `U2,U3 6= `%̃(U2),%̃(U3).
In our case, U2 is an antichain of attachment sets of one of G or H, and hence |U2| ≤ d.
For simplicity, we say that U ′ ⊆ U is Venn-good if `U ′,U0 = `%̃(U ′),%̃(U0) holds true for all
∅ 6= U0 ⊆ U ′, and we call U0 a witness (of U ′ not being Venn-good) if `U ′,U0 6= `%̃(U ′),%̃(U0).
Recalling that the permutation %̃ of U is determined by an automorphism % of our poset R,
we also more precisely say that U ′ is Venn-good for this automorphism %.
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Proof. Notice that U itself is not Venn-good, and U1 is a witness. Choose U2 ⊆ U such that
U2 is not Venn-good and it is minimal such by inclusion, and assume (for a contradiction) that
there are A1, A2 ∈ U2 such that A1 ⊆ A2. If %̃(A1) 6⊆ %̃(A2), then already U2 := {A1, A2} is
not Venn-good (with a witness {A1}), and so let %̃(A1) ⊆ %̃(A2).









\{A1}, U3j := Uj ∪{A1, A2}. By our minimality
assumption, all three subfamilies U02 , U12 and U22 are Venn-good. We first easily derive
`U2,U03 = `U2\{A1}, U03 = `U22 , U03 = `%̃(U22 ),%̃(U03 ) = `%̃(U2),%̃(U03 ) ,
`U2,U13 = 0 = 0 = `%̃(U2),%̃(U13 ) ,
`U2,U33 = `U2\{A2}, U33 \{A2} = `U12 , U13 = `%̃(U12 ),%̃(U13 ) = `%̃(U2),%̃(U33 ) .
Then, using trivial `U02 , U03 = `U2,U03 + `U2,U13 + `U2,U23 + `U2,U33 and its counterpart under %̃,
`U2,U23 = `U02 , U03 − `U2,U03 − 0− `U2,U33
= `%̃(U02 ),%̃(U03 ) − `%̃(U2),%̃(U03 ) − `%̃(U2),%̃(U33 ) = `%̃(U2),%̃(U23 ).
However, U3 ∈ {U03 ,U13 ,U23 ,U33}, and so one of the latter four equalities contradicts the
assumption that U3 witnessed U2 not being Venn-good. J
I Corollary 5.8. Let a poset R, its automorphism %, attachment collection U and permutation
%̃ of U be as in Lemma 5.4. We have that U is Venn-good (wrt. %̃), if and only if every U ′ is
Venn-good, where U ′ ⊆ U is the subcollection of attachment sets of the union of some (any)
d levels of the poset R. J
Corollary 5.8 shows a clear road to computing the subgroup Γ′ ⊆ Γ in step 3 of Proce-
dure 5.1: in every refinement step of a chain Γ = Γ0 ⊇ Γ1 ⊇ . . . ⊇ Γh = Γ′, we add
a requirement that the subcollection of attachment sets of some d-tuple of levels of the
poset R is Venn-good for every member of the next subgroup. All these steps are manageable
(cf. Theorem 5.6); the ratio |Γi|/|Γi+1| is bounded from above by the maximum number of
subpermutations of Γi on the respective d levels, which is ≤ (2d)!d . However, since the
height of R is Θ(n), we cannot afford to check all d-tuples of levels this way. Fortunately, it
is also not necessary by the following argument.
By Lagrange’s group theorem, |Γi+1| divides |Γi|, and so either Γi+1 = Γi or |Γi+1| ≤ 12 |Γi|.
Hence the number of strict refinement steps in our chain of subgroups is h ≤ log |Γ|, which
is affordable in an FPT time algorithm. Since |Γ| ≤ (2d)!n, we get h = O(nd log d).
Furthermore, d-tuples of levels giving such suitable h strict refinement steps can be, one at
each step, computed by a procedure outlined as follows:
i. Recall that the levels of R are L1, L2, . . . , Lk. Find minimal index j1 such that the
attachment sets of L1 ∪ · · · ∪ Lj1 are not Venn-good for some generator of Γi.
ii. Analogously, find minimal j2 < j1 such that the attachment sets of L1 ∪ · · · ∪ Lj2 ∪ Lj1
are not Venn-good for some generator of Γi.
iii. Find analogously indices j3, j4, . . . , ja, until we stop with ja = 1, or we reach a = d (in
the former case, to be even, we may add arbitrary d− a other levels to our collection).
Wrapping up with Procedure 5.1
I Theorem 5.9. The isomorphism problem of Sd-graphs can be solved by an FPT-time
algorithm with the fixed parameter d.
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Due to space restrictions, we can only refer to the full paper for a detailed listing of the
steps of the complete isomorphism testing procedure.
Proof. First of all, if given graphs G and H are not connected, we add a universal vertex to
each (adjacent to all other vertices), which does not change the problem.
Then we apply Procedure 5.1. This actually runs O(n) iterations of choices of C and D;
we first greedily find any valid central clique C of an Sd-representation of G, and then iterate
all maximal cliques D ⊆ H. In each iteration, we routinely compute in polynomial time the
sets of components X and Y, and the posets P and Q on them and R = P ]Q. If any of
P,Q has width greater than d, then we reject this iteration. Similarly, we reject the iteration
if any of the graphs K(Z) for Z ∈ X ∪Y is not interval [5]. Otherwise, we compute colors on
R such that Z,Z ′ ∈ X ∪ Y on the same level of R receive the same color iff K(Z) ' K(Z ′),
using the isomorphism algorithm of [5]. This finishes step 1.
Step 2 – computing the automorphism group Γ of R, is done by Corollary 5.3.
Step 3 – finding the subgroup Γ′ ⊆ Γ, is accomplished by an iterated application of
Theorem 5.6; the refinement steps are defined by d-tuples of levels of R according to
Corollary 5.8 and the above outlined procedure for finding them, and there are O(nd log d)
such steps. The membership test in Theorem 5.6 is provided by Lemma 5.5.
Finally, we straightforwardly check in step 4 on the generators of Γ′ whether some of
them maps an element of P to an element of Q.
If any iteration of Procedure 5.1 succeeds in step 4, then, by Lemma 5.4, there exists
an automorphism of the graph K = G ]H which moreover swaps G and H. Then G ' H.
Conversely, assume G ' H. Since G is an Sd-graph, we find a maximal central clique C ⊆ G,
and since all maximal cliques D ⊆ H are tried, we get into an iteration with D being the
isomorphic image of C. Then the posets P and Q (wrt. C,D) must be isomorphic respecting
their colors, which follows from G ' H. Therefore, there exists an automorphism in Γ′, and
also such a generator % ∈ Γ′ since G and H are connected, swapping P and Q. This %, in
particular, preserves the computed cardinality Venn diagram by Lemma 5.4. Some iteration
hence succeeds and returns that G ' H. J
I Remark 5.10. We do not explicitly state the runtime in Theorem 5.9, partly due to space
restrictions and partly since it is not really useful and since neither [13] which we use states
explicit runtime. Here we briefly remark that Procedure 5.1 loops O(n) times with suitable
C and different choices of D, analogously to the procedure of Theorem 3.1, and this initial
setup of the procedure altogether takes time O(d2n3). Then we have to account for O(n)
calls to steps 2 and 3 of Procedure 5.1, that is, O(n) computations of the subgroups Γ and Γ′.
Each time this part is dominated by step 3 which performs O(nd log d) calls to the algorithm
of Theorem 5.6 [13] in order to compute Γ′ from Γ. Reading the fine details of [13], and
adjusting it (the “sift table”) to our setting, leads to an estimate of O(n3) · d!O(d) for each of
these calls. After summarizing, we get the total estimate of O(n5) · d!O(d).
6 Conclusions
Our FPT algorithm for isomorphism of Sd-graphs is a natural extension of isomorphism of
interval graphs. It is also natural to ask for further extensions to H-graphs. However, already
for H = K3 (the well-known case of circular-arc graphs), efficient isomorphism testing is
a highly nontrivial task, see e.g. Krawczyk [18]. With H containing at least two cycles,
moreover, the problem becomes GI-complete. Thus we would like to consider the case of
H = T being a tree.
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It is relatively straightforward (though technical) to extend our approach to an XP
algorithm for isomorphism testing of T -graphs, with the number of leaves of T as the
parameter (a straightforward extension can not be FPT-time since we need to “guess” the
right central clique in each internal node of T ). We, however, aim to get an FPT-time
algorithm for T -graph isomorphism which is the subject of future research.
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