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Reduction of density-fitting error in coupled-cluster calculations
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density-fitting error in coupled-cluster calculations
Michał Lesiuk
1, a)
Faculty of Chemistry, University of Warsaw, Pasteura 1, 02-093 Warsaw, Poland
(Dated: 2 October 2019)
We present a simple method for a posteriori removal of a significant fraction of the density-fitting error from the
calculated total coupled-cluster energies. The method treats the difference between the exact and density-fitted integrals
as a perturbation, and simplified response-like equations allow to calculate improved amplitudes and the corresponding
energy correction. The proposed method is tested at the coupled-cluster singles and doubles level of theory for a
diverse set of moderately-sized molecules. On average, error reductions by a factor of approximately ten and twenty
are observed in double-zeta and triple-zeta basis sets, respectively. Similar reductions are observed in calculations
of interaction energies of several model complexes. The computational cost of the procedure is small in comparison
with the preceding coupled-cluster iterations. The applicability of the method is not limited to the density-fitting
approximation; in principle, it can be used in conjunction with an arbitrary decomposition scheme of the electron
repulsion integrals.
I. INTRODUCTION
Density fitting (DF) approximation1–5 is a popular method
used to reduce the computational burden and storage re-
quirements related to handling of electron repulsion integrals
(ERIs) present in most quantum chemistry methods. It relies
on the following formula
(µν|λ σ) = (µν|P) [V−1]PQ(Q|λ σ), (1)
where the Greek letters denote the atomic (orbital) basis set,
(µν|P) and VPQ = (P|Q) are the three-centre and two-centre
electron repulsion integrals, respectively (see Ref. 6 for details
of the notation). The the P, Q summation runs over elements
of the auxiliary basis set (ABS) that is designed to balance the
accuracy of the method against its computational cost. In most
modern applicationsABS are pre-optimized for a given orbital
basis set family and a level of theory. When only ERIs are
concerned the DF approach is equivalent to (a more general)
resolution-of-identity approximation, and thus in the present
context both names are used interchangeably in the literature.
The DF approximation has originally been proposed to
simplify the self-consistent field calculations, but its use has
been extended to various other electronic structure methods,
including sophisticated explicitly correlated7,8 and coupled-
cluster theories9–15. Much effort has also been put into
improving the basic approximation formula16–19, exploiting
sparsity in the three-center integrals20–22 and design more
straightforward and/or automated ways to generate ABS23–26.
The DF approximation has been shown to deliver accura-
cies better than 0.1 kJ/mol in relative energies13, even if ABS
has been optimized with a different level of theory in mind.
However, this success relies solely on error cancellation. The
error in the total energies can, in fact, be substantial and there
are several reasons that motivate the development of methods
for its reduction. For example, ABS are most commonly opti-
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mized and used in calculations for molecules near their equi-
librium geometric structures. This does not guarantee that the
errors are consistent over the whole potential energy surface.
An a posteriori procedure for elimination of DF error from
the total energies has been recently proposed by Schurkus et
al27. It starts with an oversized auxiliary basis set that allows
to eliminate a great portion of the error, and then projects out
linear combinations of functions that do not contribute signif-
icantly at a given level of theory. Here we present an alterna-
tive approach that is designed to be used in conjunction with
the coupled-cluster method. It is rooted in perturbation the-
ory, with the error in the integrals treated as a perturbation,
and allows to derive response-like equations for the perturbed
amplitudes.
While in this work we concentrate on the DF approx-
imation, the proposed approach is applicable to arbitrary
ERIs decomposition schemes. Therefore, it can be com-
bined with, e.g., the Cholesky decomposition28–31 or the pseu-
dospectral method32,33, or even the recently proposed ten-
sor hypercontraction20–22,34, canonical product format35,36 or
chain-of-spheres algorithm37–43.
II. THEORY
The coupled cluster theory44,45 relies on exponential repre-
sentation of the electronic wavefunction, |Ψ〉 = eT |φ0〉. In
this work we consider coupled-cluster singles and doubles
(CCSD) model46,47, i.e., T = T1+T2 with
T1 = ∑
ai
tai a
†i, T2 =
1
4
∑
ab ji
tabi j a
†b† ji, (2)
where the creation a†,b†, . . ., and annihilation operators
i, j, . . . are defined as in Ref. 45. The cluster amplitudes
(tai , t
ab
i j ) are obtained by solving the equations
〈µn|e
−T HeT 〉= 0, (3)
where H is the electronic Hamiltonian, and 〈µn| denotes pro-
jection on the manifold of singly (n = 1) or doubly (n = 2)
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excited state determinants. The electronic energy is calculated
as E = 〈e−T HeT 〉.
For the purposes of this work we introduce the second
Hamiltonian operator, HDF. It has exactly the same second-
quantized form as H, but the usual two-electron integrals are
replaced by their DF counterparts. For any finite auxiliary ba-
sis set one has HDF 6=H, and thus the relevant equations of the
DF-CCSD method read
〈µn|e
−TDFHDF e
TDF〉= 0, EDF = 〈e
−TDFHDF e
TDF〉, (4)
with TDF 6= T . To introduce this formalism we assumed
that the DF approximation is applied only at the correlated
level, i.e., the Hartree-Fock orbitals and the corresponding
creation/annihilation operators are the same in T and TDF.
It is also useful to divide the Hamiltonian into a sum of
the Fock operator and the fluctuation potential, H = F +W ,
and similarly for the DF counterpart, HDF = FDF+WDF. Note
that the despite the same orbitals are used to define F and FDF
one still has F 6= FDF since the Fock operator itself depends
on the two-electron integrals. This results in a non-vanishing
occupied-virtual block of the FDF matrix and a violation of
the Brillouin condition. However, as pointed out earlier in
the literature13, this formal problem typically has little effect
on the calculated correlation energies. For this reason we set
F = FDF throughout the present work. This not only simpli-
fies the formalism but also makes the final working equations
straightforward to solve.
The main goal of this paper is to define a perturbative cor-
rection that approximates the error in the correlation energy
due to the DF approximation
δE = E −EDF, (5)
and can simply be added on top of the converged DF-CCSD
energy. To this end we define the amplitudes correction
δT = T −TDF, and attempt to find an expression for δT that
is linear in δW = H −HDF =W −WDF. Next we insert these
two expressions into Eq. (3) and eliminate H and T from the
final formula
0= 〈µn|e
−TDF−δT HDF e
TDF+δT 〉
+ 〈µn|e
−TDF−δT δW eTDF+δT 〉.
(6)
By applying the nested commutator expansion one arrives at
0= 〈µn|
[
e−TDFHDF e
TDF
,δT
]
〉
+ 〈µn|e
−TDFδW eTDF〉+O
(
δ 2
)
,
(7)
where the notationO
(
δ 2
)
signals that the remaining terms are
at least quadratic in the combined powers of δW and δT . The
zeroth-order term vanishes since 〈µn|e
−TDFHDFe
TDF〉 is the
DF-CCSD stationary condition. With all higher-order terms
neglected the resulting equation can be brought into a more
familiar form
〈µn|
[
e−TDFHDF e
TDF
,δT
]
〉=−〈µn|e
−TDFδW eTDF〉, (8)
This equation is linear in δT and is closely related to the
CCSD linear response amplitude equations48–51; the matrix
on the left-hand side is the so-called coupled-cluster Jacobian.
From this point of view, our method can be understood as vari-
ant of the usual response theory applied to the perturbation in
the two-electron integrals, δW . By using similar arguments
one can find the desired energy correction
δE = 〈
[
WDF, δT2+T
DF
1 δT1
]
〉
+ 〈
[
δW, TDF2 +
1
2
(
TDF1
)2 ]
〉+O
(
δ 2
)
,
(9)
where the partitions TDF = T
DF
1 +T
DF
2 and δT = δT1+ δT2
have been introduced.
Unfortunately, Eq. (8) and (9) that constitute the basis of
our formalism would not be computationally beneficial at this
point. Solution of the response equations (8) requires virtually
as much computational effort per iteration as the DF-CCSD
method. The only gain one could hope for is that Eq. (8),
being linear in δT , may require less iterations to converge
than the (inherently non-linear) coupled-cluster equations. All
in all, it would still probably be more cost-effective to simply
run DF-CCSD calculations with a larger auxiliary basis set.
To circumvent this difficulty we proceed with expansion of
δT in orders of the unperturbed fluctuation potential,WDF. In
other words, we write
δT1 = δT
(0)
1 + δT
(1)
1 + . . . , (10)
and analogously for δT2, where the superscripts denote the
order in WDF. We treat F , δW , and WDF as zeroth-, zeroth-,
and first-order quantities, respectively. Under these assump-
tions the cluster operators TDF2 and T
DF
1 enter in the first and
second order, respectively. Order-by-order expressions for the
perturbed cluster operators δT
(m)
n are obtained by expanding
the exponentials in Eq. (8) with help of the nested commu-
tator formula, inserting Eq. (10), and collecting terms of the
same order. Here it sufficient to consider only the zeroth and
first order corrections that are defined by the equations
〈µ2|
[
F,δT
(0)
2
]
+ δW 〉= 0, (11)
and
〈µn|
[
F,δT
(1)
n
]
+
[
WDF,δT
(0)
2
]
+
[
δW,TDF2
]
〉= 0, (12)
where n = 1,2, and T
(0)
1 = 0. The advantage of the above
formulas in comparison with the initial Eq. (8) is that there is
no need to solve linear equations for δT
(m)
n – the operator F
is diagonal is the chosen basis and the equations are inverted
in a one-step procedure.
The dominant portion of the computational cost related to
Eq. (12) is due to contributions involving δW since they re-
quire evaluation of the exact two-electron integrals. In our
pilot implementation we followed the direct CCSD approach
of Koch and collaborators52,53 to treat these terms, but ex-
ploited various simplifications resulting from the linear nature
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of the above equations. Computation of δT
(m)
n and the energy
correction (9) is thus less expensive than a single iteration of
the conventional CCSD method, mostly due to absence of all
terms quadratic in the amplitudes. Moreover, it can be accom-
plished without storage of any intermediate quantities on the
disk and the associated I/O costs. Overall, we believe that the
cost of evaluating Eqs. (9) and (12) is a reasonable price to
pay for a sizable reduction of the DF error observed in bench-
mark calculations reported in the next section.
To finalize this section let us point out that all working
equations of the proposed method are expressed solely in
terms of commutators of connected quantities. Therefore, the
resulting theory contains no disconnected terms and thus is
rigorously size extensive. Moreover, the correction δE given
by Eqs. (9) and (12) vanishes identically in the limit of com-
plete auxiliary basis set, i.e., when δW → 0.
III. NUMERICAL RESULTS
A. Computational details
The perturbative method described in the previous sec-
tion was implemented in a locally modified version of the
GAMESS program package54 employing a set of DF-CC codes
written by the present author. The code handling the DF
decomposition of the two-electron integrals relies on the
resolution-of-identity MP2 (RI-MP2) implementation by Ka-
touda and Nagase6. Hartree-Fock equations were solved with-
out any approximations to the two-electron integrals.
In this study the Dunning-family basis sets55–57 cc-pVDZ
and cc-pVTZ, along with their augmented (aug-) counterparts,
were employed in the calculations. For the auxiliary basis
expansion the accompanying MP2FIT basis sets optimized
by Weigend et al.23,58 were used. Pure spherical representa-
tions of both the orbital and the auxiliary basis sets were used
throughout.
B. Total energies
For testing the performance of the proposed approach for
the total correlation energies the diverse benchmark set devel-
oped by Adler and Werner was chosen59. It consists of 71
molecular systems ranging in size from two up to eighteen
atoms, and from two up to about fifty active electrons. The
geometries of the molecules can be found in Ref. 59. For the
first row atoms the 1s core orbitals were frozen (inactive) in
the correlated calculations and for the second row atoms the
same applied to the 2s and 2p orbitals.
For each molecule in the test test we performed separate
DF-CCSD and CCSD calculations, and computed the δE cor-
rection according to the prescription given in the previous sec-
tion. Next we calculated the relative error in the obtained cor-
relation energies with and without application of the correc-
TABLE I. Statistical measures of the relative density-fitting error (in
parts per thousand) in the DF-CCSD correlation energy with and
without the δE correction term; see Eqs. (13) and (14) for precise
definitions. The statistics comes from 71 molecules contained in the
Adler-Werner benchmark set59.
error measure uncorrected corrected
cc-pVDZ
mean 0.714 0.074
median 0.563 0.052
median dev. 0.100 0.022
max. 3.089 0.563
min. 0.361 0.009
cc-pVTZ
mean 0.726 0.042
median 0.626 0.035
median dev. 0.023 0.011
max. 2.007 0.201
min. 0.577 0.006
tion term, that is
103
∣∣∣∣
EDF−CCSD−ECCSD
ECCSD
∣∣∣∣ , (13)
and
103
∣∣∣∣
EDF−CCSD+ δE −ECCSD
ECCSD
∣∣∣∣ , (14)
whereEDF−CCSD and ECCSD are the rawDF-CCSD and CCSD
correlation energies, respectively. For better readability the
results are given in parts per thousand, i.e., multiplied by a
factor of 103.
Since the number of molecules included in the test set is
substantial we can perform statistical analysis of the errors to
gauge the performance of our method without a bias. We thus
calculated the mean and median relative errors over the whole
test set, see Table I. It is also typical to report the standard de-
viation in such analysis, but in our case it was very susceptible
to the outliers with (accidentally) small errors. Therefore, in
Table I we instead report the median deviation which does not
suffer from this problem, along with the maximum and mini-
mum relative error found in the test set.
From Table I one can see that the performance of the per-
turbative approach depends significantly on the quality of the
orbital basis set. In the smaller cc-pVDZ basis the DF error is
reduced by a factor of about ten, both in the mean and in the
median. This is accompanied by approximately fivefold re-
duction of the median deviation and the maximum deviation.
In the larger cc-pVTZ basis set these gains are even larger –
the mean and median errors are reduced approximately twenty
times. It may be surprising at first that the perturbative ap-
proach is more successful in the triple-zeta basis set. This
may be due to the fact that the number of auxiliary functions
increases with the size of the orbital basis set and thus the
operator δW constitutes a “smaller” perturbation, justifying
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TABLE II. Density-fitting error in the DF-CCSD(T) interaction en-
ergy (in cm−1) with and without the δE correction term. Cal-
culations were performed in the aug-cc-pVTZ basis set. Total
CCSD(T) interaction energies for the complexes are 1665.6, 252.1,
and 174.2 cm−1, in the order of appearance.
system uncorrected corrected
water dimer 0.486 0.083
NH3 · · ·CH4 0.207 0.010
methane dimer 0.115 0.004
the neglect of higher-order terms in the derivations presented
in Section II. Based on experience gained from the calcula-
tions for the Adler-Werner benchmark set we also note that
the terms in Eq. (9) that contain the δT1 operator bring a
very small contribution to δE , typically of the order of tens
of nanohartrees. It is thus reasonable to neglect these terms
in future implementations, simplifying the present formalism
even further.
At this point we can also compare the performance of the
perturbative approach with some ad hoc methods one may en-
visage reducing the DF error. The simplest idea is to take the
converged DF-CCSD amplitudes and evaluate the coupled-
cluster energy by using the exact integrals. This approach
corresponds to neglecting the first term in Eq. (9) responsi-
ble for “relaxation” of the amplitudes. However, in our test
calculations we found that this term is actually dominant and
its omission typically leads to a correction that is by an or-
der of magnitude too small and, in many cases, of a wrong
sign. The second idea would be to converge the DF-CCSD
iterations to a certain threshold and then perform a single it-
eration of the conventional CCSD (using the standard Jacobi
update of the amplitudes). We tested this approach for several
molecules from the Adler-Werner test set and found that it is
able to reduce the error, on average, by a factor of 2−3. How-
ever, to reach the accuracy levels comparable to the perturba-
tive method a larger number of iterations is required. Another
problem of this approach is that the amplitudes obtained in
this way may violate the size-consistency requirement and do
not fulfill any particular stationary condition (to a reasonable
accuracy). Therefore, it is not obvious how to, e.g., evaluate
the molecular properties, calculate corrections accounting for
the higher excitations, etc.
C. Relative energies
While it has been shown that the perturbative approach is
successful in reducing the DF error in the total correlation
energies, it is interesting to check how this translates into
accuracy of relative energies. For this purpose we evalu-
ated interaction energies for three complexes from the A24
data set of Rˇezác˘ and Hobza60. We selected systems with
different bonding characters: water dimer (hydrogen bond),
ammonia-methane complex (mixed induction/dispersion) and
methane dimer (dispersion). Calculations were performed at
the CCSD(T)/aug-cc-pVTZ level of theory61 with frozen 1s
core orbitals. The perturbative correction was applied to the
raw CCSD energies without any change to the (T) component
of the interaction energy.
The results are reported in Table II. The perturbative correc-
tion reduces the error in the relative energies by a factor com-
parable to the total energies. This means that after adding the
δE term the discrepancies in the interaction energies are re-
duced to a level below 0.1 cm−1. We believe that this accuracy
would be sufficient for a majority applications, even aiming at
spectroscopic applications, and would make the DF-CCSD(T)
and conventional CCSD(T) results indistinguishable in such
cases. Note that the proposed method appears to be particu-
larly advantageous for dispersion-bound complexes where the
interaction energies are positive only at correlated levels of
theory and thus more affected by the density-fitting error on a
relative basis.
IV. CONCLUSIONS
We have presented a systematic approach to derive pertur-
bative a posteriori corrections that remove the bulk of error
due to DF approximation from the calculated coupled-cluster
energies. The simplest variant of the method has been tested
for total and relative energies of numerous benchmark sys-
tems revealing a systematic improvement in the quality of the
results. An additional advantage of the method is that it can
be applied to other decompositions of the two-electron inte-
grals, besides the DF approximation considered in this work.
In future we plan to extend the formalism reported here to
more accurate coupled-cluster methods and to calculation of
molecular properties.
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