Abstract. We systematically discuss connections on the spinor bundle of Cahen-Wallach symmetric spaces. A large class of these connections is closely connected to a quadratic relation on Clifford algebras. This relation in turn is associated to the symmetric linear map that defines the underlying space. We present various solutions of this relation. Moreover, we show that the solutions we present here provide a complete list with respect to a particular algebraic condition on the parameters that enter into the construction.
Introduction
In this text we examine spinor connections on solvable Lorentzian symmetric spaces and a closely related quadratic relation on the Clifford algebra of a Euclidean vector space, V . One parameter that connects the two topics is a symmetric endomorphism B ∈ End(V ). Solvable Lorentzian symmetric spaces have been classified in [5] and thus we will use the term Cahen-Wallach-spaces or CW-space. From a differential geometric point of view CW-spaces are considered in the classification of holonomy groups of Lorentzian manifolds, see [3, 20] . In physics they are used as backgrounds of supergravity theories because they have a large space of isometries and may admit many supersymmetry generators, see for example [8, 9, 10, 11, 12, 22] . In the supersymmetry setting CW-spaces are sometimes called KG-spaces or just pp-waves, although they form a special class among them. In all applications connections on CW-spaces play a major role, but a systematic treatment is missing. This is the aim of the text at hand. In the first part of our text we present the above mentioned quadratic relation on a Clifford algebra, see Definition 2.1. We develop solutions of this relation: the quadratic Clifford pairs. We do this by investigating certain special approaches. As a result we get solutions for any symmetric map B according to some restriction on its eigenvalue structure, see Propositions 2.5, 2.16, 2.21, and 2.23.
The second part is on the origin of the quadratic relation. As we will see, it naturally arises when we consider connections on the spinor bundle of CW-spaces. We will recall some basic facts on invariant connections on homogeneous spaces and especially on CW-spaces. Therefore, we introduce a notation that is well adapted to the algebraic nature of the topic, see Definition 3.1. The quadratic relation then is shown to correspond to the vanishing of the curvature of a particular class of connections. This class is defined by a trivial action of the center of the CW-space, see (23) . For the result see Theorem 3.6 and we remark that this has been found to be true before by the author in [25] . We will also give the result for a general connection, see Theorem 3.7. Furthermore, we will discuss certain restrictions of the space of spinors on which the Clifford-algebra acts and we show that some of the properties of the connections survive.
In a last part we will discuss an algebraic condition that turns the examples of quadratic Clifford pairs that we found in the first part into a complete list. In this respect we classify flat homogeneous connections on irreducible spinor bundles over CW-spaces, see Proposition 4.1 and Theorem 4.3.
Quadratic Clifford pairs
Let us consider an finite dimensional real vector space V with Euclidean metric g. We denote by Cℓ(V ) its complex Clifford algebra 1 subject to the Clifford relation vw + wv = −2g(v, w)
for all v, w ∈ V . 
A quadratic Clifford pair is a pair (a, b) ∈ Cℓ(V ) × Cℓ(V ) that obeys (i) q a,b V ⊂ V and (ii) q a,b restricted to V is a g-symmetric element in End(V ).
We call the quadratic Clifford pair (non)-degenerate if q a,b V is a (non)-degenerate symmetric map and we call it associated to B ∈ End(V ) if q a,b V = B.
For a, b ∈ Cℓ(V ) the map q a,b is the square of the map s a,b with s a,b (x) := ax − xb. Therefore, we have q a1+a2,b1+b2 = q a1,b1 + q a2,b2 + s a1,b1 • s a2,b2 + s a2,b2 • s a1,b1 (3) for all a 1 , a 2 , b 1 , b 2 ∈ Cℓ(V ) .
Remark 2.2.
We write a, b ∈ Cℓ(V ) as a = α + a ′ and b = β + b ′ with α and β being the scalar parts of a and b, respectively. Then q a,b reads as
This means that q a,b is invariant under the action of the scalars given by (a, b) → (a + α, b + α). Therefore, we may assume that the scalar part of a or b vanishes when we look for quadratic Clifford pairs (a, b).
Let Γ be an irreducible matrix representation of Cℓ(V ) and let {Γ µ } be a set of γ-matrices associated to a basis {e µ } of V , i.e. We use the following abbreviation for products of γ-matrices. Consider the multiindex I = (i 1 , . . . , i k ) ∈ {1, . . . , n} k for k = 0, . . . , n, then
For k = 0 we set Γ ∅ = ½ and we writeÎ for the length of the index, i.e.Î := k for I ∈ {1, . . . , n} k . If Γ µ is associated to an orthonormal basis and I and J contain the same indices we have Γ I = ǫ 
Case (c):
where the last equality is due to the following observation: Proof. If c, d = 0 equations (7)- (9) yield I 0 = J 0 = ∅ for q c,d to be contained in V , such that the index sets I and J coincide up to order. Therefore, (7) and (9) reduce to (−1)Kǫ
Regardless of the assumption this also includes the case αβ = 0. obeys (ii) with eigenvalues λ 1 , λ 2 . The pair is (almost) unique. The mild restriction on uniqueness is due to the obvious 2 -symmetry determined by the squares in (10).
It is clear that for every Clifford pair (c, d) and for any non-vanishing scalar α the pair (αc, αd) is a Clifford pair, too. If we consider such pairs as equivalent, then -in case of monomial quadratic Clifford pairs -an equivalence class is (almost) uniquely determined by the ratio of the two eigenvalues.
If we in addition fix the multiplicities of the eigenvalues then there exist at most two pairs associated toÎ ≤Ĵ withÎ = dim(V ) −Ĵ. These two cases are related by the volume form Γ I = Γ * Γ J . Therefore, if dim(V ) is odd we will restrict tô Table 1 are non-degenerate only in Cases 2b, 3b, 4a, and 4b. In Case 3b the map q c,d has two eigenvalues that are independent of the parameter α. Therefore, we may choose α = 0 such that we are left with a monomial pair. The same is true for the first pair in Case 4b. 3 In Case 4a and the second pair of Case 4b the eigenvalues are independent of β such that we may choose β = 0. Moreover, for the pairs in Case 4b we have q c,d ∼ ½.
Last but not least we are left with Case 2b in even dimensions. Here the quadratic form generically admits two eigenvalues. The eigenvalues and their multiplicities in the different subcases are given in the second column of Table 2 . Pair Eigenvalues Remark 2.11. We will briefly explain why the name pseudo-monomial pair is reasonable in this situation. From Table 2 we see that the form of the quadratic Clifford pairs is a bit different forÎ even or odd.
• ForÎ even we may write c = ±d in a more symmetric way c = (
(1 ± Γ * ) being the projections on the two spaces of half spinors. Then the two eigenvalues of q e,f again arise as the squares of difference and sum of the two coefficients.
• ForÎ odd we consider sin(φ) = 0 and write γ = cot(φ) as well asᾱ = sin(φ)α andβ = sin(φ)β. We may write γ + Γ * = (γ + ǫ) − 2ǫΠ
We insert this in (3) and see qᾱ ΓI Π +ǫ ,βΓI Π −ǫ (v) = 0 as well as
Again, the eigenvalues are sum and difference of the two coefficients of the equivalent monomial pair (c (2) and forÎ = 2m the coefficients must obey a (2m) = −b (2m) . For dim(V ) = 2m + 1 we only need to considerÎ ≤ m due to Γ * ∼ ½ such that the same calculations as before yield a I = b I = 0 forÎ = 0, 2, no restriction forÎ = 0, and a (2) = b (2) .
If we identify Cℓ 2 (V ) in the usual way with the skew-symmetric endomorphism of V ⊗ , i.e. For a characterization of skew-symmetric endomorphisms with this special feature see [24] , for example. Remark 2.17. Two particular cases in Proposition 2.16 are provided by A skewsymmetric and real or skew-symmetric and purely imaginary. In this situation q A,A is negative or positive (semi-)definite. In particular, all eigenvalues come in pairs such that in the odd dimensional case q A,A is always degenerate. Proof. We consider an orthonormal basis W of (V, g) with induced isomorphism
for 1 ≤ j ≤ r and
W ∆Φ W and identify this skew-symmetric map as usual with A ∈ Cℓ 2 (V ). This element obeys 
Corollary 2.20. In dimension n = 3 any symmetric linear map that can be realized by quadratic Clifford pairs is either proportional to ½ or degenerate with a non-zero eigenvalue of multiplicity two.
2.5. Generalized monomial solutions. We generalize the results obtained so far and show that we can realize symmetric maps B with more than two eigenvalues. The proof of the following proposition is given in Section A.1, too. • Suppose c and d decompose into two summands such that the subcases we denoted by a) in Table 3 do not appear. Then the conditions on the signs that describe d are less restrictive and we recover the pseudo-monomial solutions of Table 2 .
• Because there are no restrictions to the values of c α , some of them may coincide. So the result in Proposition 2.12 is extended by generalized monomial pairs with exactly two different parameters.
• ForÎ α = 2 for all α we have c = d ∈ so(V ) such that we are left with a linear pair described in Proposition 2.16. We may further generalize the above result in the even dimensional case and allow pseudo-monomial summands in the above construction.
Proposition 2.23. Consider c, d with
c = α c α Γ Iα + Γ * αĉ α Γ Iα and d = α ǫ α c α Γ Iα + Γ * αǫ αĉα Γ Iα and ǫ α = −ǫ α = (−1)Î α . Then (c, d
) yields a non-degenerate quadratic Clifford pair if and only if it is of one of the following types:
( 
Remark 2.24. Regardless of whether the choice of signs ǫ α ,ǫ α we use here is unique, we will see later that this choice is natural. Nevertheless, in Section A.1 we list the general conditions such that a pair that satisfies the approach used in Proposition 2.23 without the sign fixing yields a quadratic Clifford pair. [5] . They discovered a one-to-one correspondence between CW-spaces and triples (V, ·, · , B). Here V is an n-dimensional real vector space, ·, · is a block-diagonal Lorentzian metric on the extension W := V ⊕ Ê 2 such that g := ·, · V is positive definite, and B ∈ End(V ) is symmetric with respect to g.
We shortly recall this correspondence. We choose a null-basis e + , e − of the factor Ê 2 of W , i.e. e + , e + = e − , e − = 0, e + , e − = 1. Therefore, we may identify
[v
and all other combinations vanishing. In particular, Ê + is the one dimensional (12)- (14) we see that the embedding (15) is given by v Mainly to fix our notation, we recall some facts on the Clifford algebra in this special situation. We consider Cℓ(Ê 1,1 ) = gl 2 with generators Γ + = Γ(e + ) = 
Here a = a 0 + a 1 ∈ Cℓ(V ) is the decomposition in even and odd part defined bȳ : Cℓ(V ) → Cℓ(V ) according to Remark 2.3. Consider the irreducible Clifford modules S 2 and S(V ) of Cℓ(Ê 1,1 ) and Cℓ(V ) whose elements are called spinors. The first one decomposes into a sum of two one dimensional half spinor spaces S ± 2 = ker(Γ ∓ ) given by the ±1-eigenspaces of σ. If we denote the two projections on the two eigenspaces by
In our choice of γ-matrices the eigendirections are given by e 1 = (1, 0)
t and e 2 = (0, 1) t such that a spinor in S(W ) = S 2⊗ S(V ) can be 
for r ∈ gl 2 and a ∈ Cℓ(V ). In particular, the image of v * ∈ V * is given by
when considered as an element of so(W ) ⊂ Cℓ(W ) under the spin representation. 
Let G/H be a reductive homogeneous space with decomposition
The G-invariant connections on P are in one-to-one correspondence with linear maps Λ :
This correspondence is taken over to associated bundles in the following manner. Consider a representation β : K → GL(V ) and let E = P × β V = G × β•ı V be the vector bundle associated to P . Then the G-invariant linear connections on E are in one-to-one correspondence with linear maps Λ :
The curvature of the connection that is defined by Λ is given by
We will apply the above to the case of CW-spaces and take over the notations from Section 3.1. We consider G with g = V * ⊕ W and a vector bundle associated to G via the spin representation Γ :
denotes the subalgebra that leaves invariant the symmetric map B that defines the CW-space. In particular the isometry algebra of M B obeys
see [5, 23] .
Let us denote by S the spinor module on which Cℓ(W ) acts, i.e. Cℓ(W ) ⊂ gl(S) and by D an invariant connection of the associated bundle ✓ S = G × Γ S defined by the equivariant map Λ. Then the space of parallel sections
To emphasize the algebraic character of invariant connections expressed by the defining equivariant linear map we introduce the following notions.
Definition 3.1. Let M B be a CW-space defined by the symmetric map B and h ′ ⊂ so B (V ) be a subalgebra.
( • If we consider a Clifford map as invariant connection the Clifford representations are exactly those connections for which the curvature vanishes. Therefore, the curvature of a Clifford map ρ measures the defect from being a Clifford representation.
• In case of a Clifford representation the space K 1 of parallel sections has maximal dimension dim(S).
• It is also interesting to consider subspaces S ′ ⊂ S and Clifford maps for which the Clifford map restricted to the subspace is indeed a representation. They are associated to connection with a reduced amount of parallel sections, namely dim(K 1 ) = dim(S ′ ) < dim(S). We will come back to this in Section 3.5. 
Bv. An examination of the involved brackets regarding to the V * -equivariance yields that a Clifford map ρ of g on S is of the form
for a, b, c, d ∈ Cℓ(V ), see Section A.2. In terms of matrices as in (18) this is
An additional non-trivial condition that is a consequence of the (
(26) If we consider (26) as a bilinear expression on V and take the trace with respect to the metric on V we get
If we again use the images Γ µ of an orthonormal basis we get for the expansion of b = I b I Γ I and for all µ = ν 0 = 2
Therefore, b I = 0 for all I such that there exist µ, ν with µ ∈ I and ν ∈ I, i.e. for all I withÎ = 0, n. If n is odd this yields thatb = α is a scalar and if n is even we haveb = α + βΓ * . Then a is determined byb because (27) yields a = −α if n is odd and a = −(α − βΓ * ) if n is even. At this point we found the simple Clifford maps of M B : 
Proposition 3.4. A simple Clifford map of M B is given by (22)-(25) with
In particular, for generic parameters the curvature is generic, too. The same holds in the even dimensional case. Although we will first emphasize on Clifford representations, i.e. flat connections, we will also consider non-flat connections later, see Section 3.5
The examination of the (W, W )-brackets yields further conditions for the Clifford map to be a Clifford representation. We get
from [V, V ], and
Of course, (30-1) is a consequence of (31-2).
Taking into account Proposition 3.4 and (29-2) we get a = b = 0 in the odd dimensional case. In the even dimensional case α 2 = β 2 for the two scalars such thatb = −αΠ ∓ and a = αΠ ± where Π ± = 1 2 (½ ± Γ * ) denote the projections on the two half spinor subspaces of S(V ). We remark that (31-2) is fulfilled in this situation. In the odd dimensional case and in the even dimensional case with α = 0 equations (29)-(31-2) are satisfied such that we get the following result, which is in analogy to Theorem 2.3 in [25] . 
The free parameters that describe the representation are the scalars α, β, ρ 0 and the Clifford element e ± ± . The further contributions are related by 
This choice is the same as taking c = d = 0 in (22)- (25) . Then (32) reduces to −2α(eΠ ∓ v +vΠ ± e) = −Bv. From Lemma 2.14 we get that the solutions must obey eΠ ∓ = βΠ ∓ and −Π ∓ e = −βΠ ∓ , i.e. e = βΠ ∓ + Π ± e ′ Π ± which is only possible for B = −2λ½ with λ = −αβ. Again, e ± ± = Π ± e ′ Π ± is the same free parameter we found before.
Regardless of our assumption that led to Proposition 3.7 we may consider α = 0 and furthermore β = ρ 0 = 0 as well as c 
The quadratic Clifford pair that defines this representation is pseudo-monomial in the sense of Remark 2.10.
Non-simple Clifford representations of M B .
For any non-simple Clifford representation the restriction of ρ from g ⊕ h ′ to g is a simple one. Therefore, the non-simple representations can be obtained by the simple ones by demanding the further compatibility with h ′ . As stated before, for a CW-space M B defined by the symmetric map B the algebra h ′ is a subalgebra of so B (V ) which can be written as α so(V α ) where V α are the distinct eigenspaces of B. Due to the nature of the Clifford representation ρ we have ρ(A) = A when we consider A ∈ Cℓ 2 (V ) such that the further relations are
Regardless what comes afterwards, (22)- (25) yield that the parameters that define the Clifford representation ρ have to be invariant with respect to h
Proposition 3.9. (1) The simple Clifford representations of Theorem 3.6 extend to non-simple ones if and only if c, d and e are invariant with respect to h ′ ⊂ so B (V ). (2) The simple Clifford representations of Theorem 3.7 extend to non-simple ones for all choices of sub algebras of so(V ) for the special choices of parameters as discussed in Remark 3.8.
Remark 3.10. The invariance of an element of the Clifford algebra Cℓ(V ) with respect to certain subalgebras of so(V ) is reflected in a special form of this element.
•
• Symmetrizing this example and extending to more than two factors yields the following generalization. Consider h ′ = α so(V α ) with α V α = V being an orthogonal decomposition. Denote by Γ Iα some multiple of the volume form of V α in Cℓ(V ). Then c ∈ Cℓ(V ) = 
although S ′ is not a Clifford module. Of course, for a Clifford represenation ρ both conditions coincide. As we mentioned in Remark 3.3 Clifford maps that yield represenations on the restrictions are strongly related to connections for which the space of parallel sections of the associated spinor bundle doesn't have maximal dimension. We will call a restriction of S that is compatible with the action of so(V ) ⊂ so(W ) a canonical restriction. In particular, such restrictions are compatible with any non-simplicity factor h ′ ⊂ so(V ).
If dim(V ) is odd, there are two subspaces defined by the chiral structure on the twodimensional factor of W . If we use the notations of Section 3.1, i.e. S ± 2 = ker(Γ ∓ ) = ker(σ ∓ ) = Eig(σ, ±), these subspaces are given by S
If dim(V ) is even we have a decomposition into four canonical subspaces because each of the former is further decomposed with respect to the chiral structure on the second factor. The possible spaces are S
In particular, the first two sum up to S + (W ) = S − (V ) ⊕ S + (V ) and the remaining ones to S
We will discuss these two cases separately with regard to Section 3.3.
dim(V ) odd:
In this case we consider (33) from Theorem 3.6. The reduction to S − 2 ⊗ S(V ) immediately implies S ′ to be trivial as the action of V * shows. The reduction to S + 2 ⊗ S(V ) yields a trivial action of V * and V , and ρ(e − )(ξ 1 ) =cξ 1 . In particular any Clifford map yields a representation on such reduction. dim(V ) even: Firstly, we consider Clifford maps of the form (33) and go through the different cases of restrictions. For this we write it in terms of the canonical decomposition:
We restrict to the upper sign and discuss the different cases.
• 
In the case of the lower sign the restriction of ρ yields a representation only if d − + = 0 and is treated similarly with an adapted change of notation. •
The restriction to ξ ∓ 1 = 0 immediately yields a further restriction to ξ ± 2 = 0 due to the action of V * . Therefore, we are left with a special subcase of the first reduction: S ′ = S ∓ (W ). In particular, the consequences of Remark 3.11 still hold.
This case is treated analogously to the odd dimensional case, i.e. the action of Ê − alone survives and is given by ρ(e − )(ξ 1 ) = cξ 1 .
• [remaining cases] All further canonical reductions of S yield further subcases of the discussed ones or forces S ′ to be trivial.
Next, we turn to (34) of Theorem 3.7 and do as before. Here we restrict to Clifford representations. We recall
and again go through the different cases.
This is example is not covered by Theorem 3.6 although the action of Ê + is trivial because b in (25) does not vanish. This is of course no contradiction but a consequence of S ′ not being a Clifford module. Therefore, identities (29)-(32) only have to be satisfied after being applied to the subset S ′ ⊂ S. In fact, the above is a solution of this relaxed condition.
. This is a possible reduction for β = 0 as can be seen from the case before.
is a possible restriction such that ρ remains a representation. This restriction is not compatible with the action of so(V ), thus not canonical, but compatible with the action of so(Î) ⊕ so(n −Î) = so B (V ) ⊂ so(V ).
This example can be extended to pairs (c, d) according to the approach in Proposition 2.8 that do not yield quadratic Clifford pairs. Therefore, we consider a pair c = (
where
We consider the restriction
Then ρ restricted to S ′ is a representation if and only if it is compatible with the
which vanishes if and only if
In the first case we get the more special result dX ± = 0 such that the construction of the Clifford map is independent of d and we may assume d = 0. In this case we have
such that for ξ = (ξ 1 , ξ 2 ) ∈ S ′ the Clifford map ρ is given by
This is in fact a representation on S ′ for B = λ½.
In the generic situation the pair (c, d) and the associated Clifford map ρ are not compatible with the action of so(V ) but with the action of so( 
for all v, w ∈ V . For an orthonormal basis {e µ } of V (47) reads as
Consider homogeneous elements c = c
To simplify the computation let λ 1 , . . . , λ r be the distinct eigenvalues of B and consider the decomposition of V = 
if the number of different eigenvalues of B is two, and
if the number of different eigenvalues of B exceeds two. If the dimension of V is odd we may chooseĉ α =d α = 0 because Γ * = ±½. 5 We consider the Clifford elements to be expanded in the basis that is adapted to the eigenspace decomposition of V with respect to B.
Proof. We consider an orthonormal basis {e µ } adapted to the eigenspace decomposition with respect to B as introduced above and write Ω µν = Ω (49) is present such that c ∅ = d ∅ . Next consider a term with 1 < t < r − 1, e.g.
Take e µ ∈ E α1 , e ν ∈ E α2 , then the first case of (49) 
and they form a quadratic Clifford pair if only if they are of the form described in Propositions 2.21 and 2.23.
We close the discussion with two non trivial algebraic properties that are proved by a straight forward calculation. 
Concluding remark.
As we mentioned in the introduction the spaces and connections discussed in this text play an important role in the treatment of backgrounds of supergravity theories. For this we have to consider enlargements of the Lie algebra of infinitesimal isometries of a given space to a super Lie algebra. The odd part of it is characterized by spinors that are parallel with respect to a given connection, see [1, 15, 16, 17] , for example, in addition to the references from the introduction. Starting from the text at hand, the next natural step is the classification of super algebras that extend the isometries of CW-spaces. Work on this is in progress and the tensor Ω apparently plays a key role in this study.
Appendix A. Some technical proofs
A.1. Proofs from Section 2. We take over the notations of Section 2 and consider c, d ∈ Cℓ(V ) to be the sum of two monomials and of the same type. More precisely, we consider c = ( 
q c,d restricted to V is a self map if and only if the summand proportional to Γ I Γ J Γ µ vanishes (at least, when it is present). This yields a homogeneous linear system for the four coefficients αβ, α ′ β ′ , αβ ′ , and α ′ β with matrix
We note that in the two special situations c = 0 or d = 0 the map q c,d is a self map if and only if (−1)
We solve the linear system by considering several cases by excluding the cases c = 0 and d = 0.
Case 1a:
We consider the generic caseKÎĴ = 0 and (K ∪ I ∪ J) ∁ = ∅. We have to distinguish eight cases due to the value ofK,Î, andĴ mod 2. The matrices in these cases are 
The first three as well as the fifth systems have the unique solution αβ = α ′ β ′ = αβ ′ = α ′ β = 0 which yield α = α ′ = 0 or β = β ′ = 0. Therefore, the result is a The columns are related to αβ, α ′ β ′ , αβ ′ , and α ′ β. 7 The rows and columns are as before. In addition, the subscript indicates the value of
monomial pair according to Proposition 2.5. Systems four and six to eight yield αβ ′ = α ′ β = 0 with solutions α = α ′ = 0 or β = β ′ = 0 and yield monomial pairs, too. In the generic Case 1a there are no new quadratic Clifford pairs beside the monomial ones.
Case 1b: Turning to the caseK = 0,ÎĴ = 0, and (I ∪ J) ∁ = ∅ we can take over the first four matrices of (55) with last row erased
The fourth system only yields monomial pairs due to its solution αβ Case 2b: The case (I ∪ J) ∁ = ∅,ÎĴ = 0, andK = 0 (i.e. Γ J ∼ Γ I Γ * ) can be read from the first four systems of (57) with last row erased. Furthermore, we may exclude systems two and three because in this case Γ * ∼ ½ and the Clifford pair is a priori monomial. Case 3a: We turn to the cases withÎ = 0 and consider firstK = 0 and (J ∪K) ∁ = ∅. In this case we are left with systems one, two, five and six of (55) In the following Table 3 we list this value all possible combinations θ µ α ,α,β. Table 3 The proof of Proposition 2.21 is now done by the following considerations.
Firstly, suppose that the amount of summands in c is bigger or equal to four, such that all sub cases are present if one is present at all. We see that 1) and 2) are fulfilled for ǫ α = (−1)α. Moreover, 3) can not be fulfilled if it is present such that the amount of odd summands is at most one. If the amount of summands is three a similar argument excludes the case of two odd summands: 2b) and 2c) would yield ǫ even = −ǫ odd 1 = −ǫ odd 2 and 3) ǫ odd 1 = −ǫ odd 2 .
Therefore, in even dimensions our approach yields a quadratic Clifford pair if and only ifÎ α is even for all α, i.e. c = d. In odd dimensions allÎ α would be even but one. Nevertheless, in both situations we have ǫ α = (−1)α
In the case of two summands the subcases denoted by a) in the above list do not appear and we recover the pseudo-monomial solutions of 
