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ABSTRACT
Code Design for Erasure Channels
with Limited or Noisy Feedback. (December 2007)
Karthik Nagasubramanian, B.E., College of Engineering Guindy, Anna University
Chair of Advisory Committee: Dr. Krishna R. Narayanan
The availability of feedback in communication channels can significantly increase the
reliability of transmission while decreasing the encoding and decoding complexity.
Most of the applications like cellular telephony, satellite communications and internet
involve two-way transmission. Hence, it is important to devise coding schemes which
utilize the advantages of feedback. Most of the results in code designs, which make
use of feedback, concentrate on noiseless and instantaneous feedback. But in real-time
systems, the feedback is usually noisy, and is available at the transmitter after some
delay. Hence, it is important that we characterize the gains obtained in this case over
that of one-way channels.
We consider binary erasure channels to keep the problem tractable. For the era-
sure channels with noisy feedback, we have designed and analyzed a concatenated
coding scheme, which achieves lower probability of error than any forward error cor-
recting code of the same rate. Hence, it is shown that even noisy feedback can be
useful in increasing the reliability of the channel.
We have designed and analyzed a coding scheme using Low Density Parity Check
(LDPC) codes along with selective retransmission strategy, which utilizes the limited
(but noiseless), delayed feedback to achieve low frame error rates even with small
blocklengths, at rates close to capacity. Furthermore, our scheme provides a way
to trade off feedback bandwidth for reliability. The complexity of this scheme is
lower than that of a forward error correcting code (FEC) of same blocklength and
iv
comparable performance.
We have shown that our scheme performs better than the Automatic Repeat
Request (ARQ) protocol which makes use of 1 bit feedback to signal retransmissions.
For fair comparisons, we have also incorporated the rate loss due to the bits which
are fed back in addition to the retransmitted bits. Thus, we have shown that for
two-way communications with complexity and delay constraints, it is better to utilize
the availability of feedback than to use just FEC.
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1CHAPTER I
INTRODUCTION
I-A. Significance
Most of the communication systems, for example cellular telephony, satellite commu-
nications and internet are two-way in nature and hence, it is reasonable to assume
the availability of feedback. The most important and famous result on channels with
feedback was given by Shannon in [1] wherein he showed that noiseless and instan-
taneous feedback does not increase the capacity of Discrete Memoryless Channels
(DMC). But this negative result does not eliminate the need for feedback. This is
because feedback can significantly
1. Increase the reliability of the channel
2. Decrease the complexity of the transceiver
Hence, it is important to design codes to utilize this twofold advantage of feedback.
The probability of error achieved for a given blocklength is a measure of reliability
of the channel. The complexity of the transceiver is mainly determined by the encod-
ing and decoding complexity of the error correction codes used. It has been shown
in [2] that for DMC with noiseless, instantaneous feedback, very low probabilities of
error can be achieved by using simple error correction codes, which has linear time
and space complexities in the length of the number of channel inputs used. In the
case of a binary erasure channel with noiseless feedback, the advantages of feedback
are more dramatic. Naive retransmission of erased bits (without any error correction
The journal model is IEEE Transactions on Automatic Control.
2codes) until they are received correctly achieves capacity with zero error probability
[3].
Most of the results on channels with feedback are based on the noiseless feedback
assumption. In practice, it might not be realistic to assume such noiseless feedback
links. Hence, it is necessary to characterize and compare the gain obtained in the
case of channels with noisy feedback, over that of one way channels.
A noisy feedback channel can also be modeled as a limited rate, but noiseless
channel. This model could be justified by the use of low rate codes which provides
almost error free feedback link [2]. Designing codes which effectively make use of
limited feedback and provide high reliability with relatively low complexity has great
practical significance.
Moreover feedback (either noisy or limited) is usually assumed to be available
for free. But this assumption is not valid for two-way channels, as there is a rate
loss due to the bits transmitted in the feedback link. Hence, for fair comparisons,
we have incorporated this penalty while evaluating our coding scheme against the
Automatic Repeat Request (ARQ) protocol, which involves retransmissions based on
one bit feedback from the receiver.
To keep the problem tractable and to get insights into the nature of the prob-
lem, we have restricted ourselves to the binary erasure channels. The binary erasure
channel (BEC) model provides a simple, yet nontrivial model of DMC. Many results
which apply to BEC also hold good in greater generality [4].
3I-B. Contribution
I-B.1. Erasure channel with noisy feedback
We have designed a concatenated coding scheme consisting of an inner and an outer
code for erasure channels with noisy feedback, whose reliability function is shown
to be larger than the sphere packing exponent. The inner code is a retransmission
scheme based on the noisy feedback available and the outer code is a random code.
In fact, as the quality of the feedback channel improves, the reliability of this scheme
is shown to increase correspondingly from sphere packing exponent to Burnashev
exponent. Further, based on the above scheme, we have shown that for a given
normalized backoff from the capacity of the channel, high rate codes have better
reliability compared to the low rate codes . We have also verified this result using
Low Density Parity Check (LDPC) codes with selective retransmissions.
I-B.2. Erasure channel with limited, noiseless feedback
Under the limited rate, but noiseless feedback model, we have developed a low com-
plexity coding scheme using LDPC codes with selective retransmissions. This scheme
achieves low probabilities of error with small blocklengths at rates near capacity. It
is worth noting that under no feedback conditions, other ways to reduce the error
probabilities of LDPC codes involve some post-processing operations [5] on the out-
put bits whenever the message passing decoder fails. But this results in increased
computational complexity and running time of the decoder compared to that of our
scheme.
It should be mentioned that the authors in [6] have proposed a similar scheme for
general DMC. But this scheme could be improved in case of erasure channels since the
conditions under which the message passing decoder of LDPC codes fail, are exactly
4characterized [7] and retransmissions can be scheduled whenever such failures occur.
Further, we have made an asymptotic (i.e as blocklength tends to infinity) analysis of
this scheme using the density evolution techniques [4] to predict the maximum rate
that can be achieved under successful decoding.
I-B.3. Two-way channels
In two-way channels the bits transmitted in the feedback link will decrease the data
rate of the reverse channel. Hence, while comparing the performance of our coding
scheme against that of traditional Automatic Repeat Request (ARQ) scheme, we have
incorporated the bits transmitted in the feedback link in the rate-loss. Under high
erasure probability conditions, our scheme is shown to achieve higher transmission
rate and lower frame error rate. Also in case of delay limited (i.e. fixed number of
retransmissions) scenario, our scheme provides a way to tradeoff feedback bandwidth
to the reliability of the channel.
I-B.4. Complexity
Our coding scheme using selective retransmission algorithm provides lower bit er-
ror rates (BER) with almost no additional decoding complexity compared to that
of the forward error correction code (LDPC) used. This implies that the compu-
tational complexity of the decoder (or running time) can be lowered using limited
feedback. Moreover significant reduction in BER is obtained even with small block-
lengths, thereby decreasing the space complexity of the system.
Hence, these results indicate that for two-way communication systems with com-
plexity and delay constraints, it is better to make use of the feedback link even if it
is noisy or with limited rate, than to have just forward error correction codes.
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BACKGROUND
II-A. Discrete Memoryless Channel
A Discrete Memoryless Channel (DMC) (Figure II.1) is a class of channel for which
both the input (X) and output (Y ) letters belong to finite alphabet and is character-
ized by the conditional probabilities p(y|x) for y ∈ Y and x ∈ X. The output at any
instant statistically depends only on the corresponding input letter, i.e.
p(yn/xn) =
n∏
i=1
p(yi/xi) (2.1)
DMC
p(y|x)
X Y
Fig. II.1. Discrete Memoryless Channel model
II-A.1. Channel capacity
The channel capacity [3] is defined as the maximum rate at which information can be
transmitted across the channel with arbitrarily low probability of error. The capacity
of a DMC (C) is a function of the transition probabilities p(y|x). Specifically,
C = max
p(x)
I(X;Y ) (2.2)
where, I(X;Y ) =
∑
x,y
p(x, y) log
p(y|x)
p(y)
is the average mutual information
6Thus capacity of a DMC is the largest (maximized over all input probabilities)
average mutual information that can be transmitted over in one use, and is usually
measured in bits per channel use.
II-A.2. Random codes
Random codes consist of codewords which are drawn from a randomly generated code-
book (C), whose entries are chosen based on the capacity achieving input probability
distribution (i.e. the input probability distribution which maximizes the average mu-
tual information). Let p(x) be the capacity achieving input distribution. A random
codebook of rate R and blocklength N is then formed by generating 2NR codewords
according to the distribution
p(xN) =
N∏
i=1
p(xi) (2.3)
C =

x1(1) x2(1) ... xN(1)
. . ... .
. . ... .
x1(2
NR) x2(2
NR) ... xN(2
NR)

Shannon [3] showed that random codes are capacity achieving and that the probability
of error can be made arbitrarily small as blocklength tends to infinity.
II-A.3. Reliability
The above result implies that arbitrarily low probabilities of error can be achieved
as blocklength grows to infinity for all rates less than the channel capacity. But it
should be noted that this result does not specify how the probability of error decays
with blocklength. Gallager [8] showed that for random codes under maximum likeli-
7hood decoding, the probability of error decreases exponentially with the blocklength.
Reliability function of a coding scheme with a particular rate R is then determined
by how fast the probability of error (Pe) decreases with the block length (N) for
asymptotically large N [8]. Specifically the reliability function error exponent E(R)
is defined as
E(R) = lim
N→∞
sup
− ln(Pe(N,R))
N
(2.4)
As determining the exact values of these probabilities of error is difficult, gen-
erally upper and lower bounds are computed. The random coding error exponent
(Er(R)) specifies the upper bound on the error exponent obtained, which is achieved
by random codes under maximum likelihood decoding. The sphere packing exponent
(Esp(R)), provides a lower bound on the probability of error that can be achieved by
a code of particular rate for a given blocklength [9],[10].
II-B. Discrete Memoryless Channels with Feedback
One of the famous and surprising results on channels with feedback was by Shan-
non, who showed that for a DMC, the channel capacity remains unaltered even with
noiseless, and instantaneous feedback (also known as ’Shannon feedback’) [1]. But
this result does not impose any limits on the probability of error that can be achieved
for a given blocklength. Burnashev [11] showed that in presence of noiseless and
instantaneous feedback, if we relax the notion of fixed block length constraint to
average block length, the reliability exponent can be improved beyond that of the
sphere packing exponent. The Burnashev exponent specifies a upper bound on the
probability of error that can be achieved using noiseless, instantaneous feedback and
variable length coding (no fixed blocklength constraint). Interestingly, Burnashev
8exponent is available in closed form and the bound is tight at all rates less than the
capacity. The Burnashev exponent given by,
Ef (R) = D(1− R
C
) (2.5)
(2.6)
where C is the channel capacity, and
D = max
a,b∈X
D(PY |X=a||PY |X=b)
is the maximal divergence ([3]) between any two conditional output distributions.
Yamamoto and Itoh in [12] proposed a scheme for DMC known as ‘modified
Schalkwijk-Barron scheme’ for DMC with noiseless feedback. The scheme involves
two modes of operation namely, message mode and control mode, for each cycle of
transmission. Initially the transmitter sends one of the M possible messages to the
receiver, which decodes the received signal. The receiver sends back the decoded
message through the noiseless feedback link. Based on the feedback, the transmitter
sends a control message indicating if the decoded message is correct (c) or otherwise
(e). Based on the control message received, the receiver either accepts the mes-
sage or discards it and waits for retransmission. Error occurs if the control signal
e is misinterpreted as c. The reliability of this scheme equals the Burnashev bound
asymptotically for large blocklengths. But the main disadvantage of this scheme is
the high computational complexity due to the usage of high rate random codes.
Ooi in his PhD thesis [2] gave a low complexity coding scheme for DMC with
noiseless feedback based on the coder proposed by Yamamoto et al. This is a variable
length coding scheme wherein the transmitter has three subsystems namely: pre-
coder, source coder and a termination coder. The time and space complexity of the
9overall system is then shown to be linear in the length of channel inputs used. A
brief description of each subsystem is as follows. The precoder converts the indepen-
dent identically distributed (i.i.d.) bits into a sequence that is approximately i.i.d.
according to a required input distribution (i.e capacity achieving input distribution).
The source coder compresses the bits using Shannon-Fano strategy [3]. The transmit-
ter initially sends raw precoded message bits followed by transmission of compressed
refinements (source coded bits) during successive iterations, based on the feedback
obtained from the receiver. This scheme is known as ’compressed error cancellation’.
The termination coding is done during the last iteration to protect the final bits from
errors. After receiving the termination bits, the decoder does the reverse operations
to concatenate the messages obtained during successive iterations to recover the origi-
nal message. The reliability of the termination code essentially determines the overall
reliability of the scheme. Hence, to maximize the reliability the termination coder
transmits the bits by mapping 1 and 0 to elements a and b such that,
(a, b) = arg max
a,b∈X
D(PY |X=a||PY |X=b) (2.7)
. The reliability of this scheme is shown to achieve the Burnashev bound.
Forney in [13] showed that by having just one bit feedback, the reliability can
be significantly increased. The scheme involves a decision feedback from the receiver
whenever the codeword is in error and the transmitter then retransmits the codeword.
Further he derived the optimum decision region for this scheme and based on it
showed that the reliability exponent can be improved beyond that of sphere packing
exponent. It should be noted that the above result is obtained for random codes under
optimum decoding procedure as blocklength tends to infinity. Hence, it is important
to devise low complexity coding schemes which gives good performance with small
blocklengths.
10
Sahai in [14] and [15] showed that using feedback, the channel reliability can be
improved beyond the sphere packing bound by considering fixed-delay setting instead
of fixed blocklength. The main idea in these papers is that in presence of feedback,
delay and blocklength are different. This is because the transmitted bits are functions
of past channel outputs resulting in variable length coding scheme which in turn imply
that different bits could experience different delay. Also [14] has a ’focusing bound’
which specifies how the probability of error decreases as a function of delay.
Caire et al in [6] and [16] designed a scheme based on Low Density Parity Check
Codes (LDPC) and limited noiseless feedback for DMC. Their scheme involves trans-
mission of the LDPC codeword followed by iterative decoding in the first stage. Their
assumption is that the bit error rate of the forward error correcting code is small
enough so that the error syndrome could be fed back to the transmitter using the
limited feedback. In the second stage, the transmitter runs an identical copy of it-
erative decoder , based on the received syndrome. Every one or more iterations,
the transmitter sends the least reliable bit across the channel to drive the decoder
to the correct output. The transmitter then updates its decoder about the received
bit using the feedback. This process is repeated until the decoder converges and is
known as ’noisy closed loop iterative doping’ (CLID). Based on this scheme the au-
thors showed that lower block error rates could be obtained than that achieved by
using just forward error correcting codes.
II-B.1. Binary erasure channel
The binary erasure channel (BEC) is a specific type of DMC as shown in Figure
II.2 and is characterized by the transition probability P (Y = E|X) = , which is
the probability with which a transmitted bit is erased. It should be noted that the
received bit either equals the transmitted bit or an erasure. There is no possibility of
11
transitions between 1 and 0.
1-Є
Є
Є
1-Є
0
1
0
1
E
X Y
Fig. II.2. Erasure channel model
The sphere packing exponent for the erasure channel with erasure probability 
[15] (Figure II.3), is given in closed form by
Esp(R) = D(1−R||) (2.8)
where 0 ≤ R ≤ 1, is the transmission rate, and
D(1−R||) = (1−R) log(1−R

) +R log(
R
1− ) (2.9)
is the divergence between the two probability mass functions [R, 1−R] and [, 1−]
Similarly in presence of noiseless and instantaneous feedback, the Burnashev
exponent for the erasure channels is infinity which implies zero error is achievable for
all rates less than the capacity. This is possible because D = ∞ (refer to equation
2.6) as there is no ambiguity in an erasure channel, if either 1 or 0 is received. In fact
zero error is possible for any DMC which have at least one pair of input and output
symbols with zero transition probability [1].
When ’Shannon feedback’ is available, it is known that naive retransmission
12
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)
Fig. II.3. Sphere packing exponent vs rate for the erasure channel ( = .5)
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scheme achieves capacity with zero error probability [3].
Let us denote this scheme as ’Shannon feedback retransmission scheme’ to differenti-
ate from our selective retransmission scheme for channels with limited feedback. The
’Shannon feedback retransmission scheme’ is as follows.
Suppose we need to communicate N bits across an erasure channel channel with
erasure probability , (whose capacity, C = 1− ), utilizing the noiseless and instan-
taneous feedback.
The retransmission algorithm for the transmitter (Tx) and the receiver (Rx) is
as follows,
1. Tx - Transmit a bit across the channel
2. Rx - Feed the received bit back to the Tx
3. Tx - Retransmit if the bit is erased, else continue transmitting the next bit.
This procedure is repeated until N bits are transmitted. Let us calculate the
transmission rate achieved by this scheme.
Number of bits transmitted in the 1st round = N
Among these typically N bits are erased.
Hence, number of bits transmitted in the 2nd round = N
.
.
Similarly, number of bits transmitted at the ith round = Ni−1
Therefore,
Average number of transmissions = N +N+N2 + ...
=
N
1−  (2.10)
14
N bits are transmitted in N
1− transmissions. Hence, the rate (R) is given by,
R =
N
N
1− 
= 1− 
= C (2.11)
Thus naive retransmission of bits using noiseless feedback is a capacity achieving
scheme. However since noiseless feedback is difficult to obtain in practice, it is im-
portant to devise coding schemes which make use of noisy feedback. Also this scheme
requires bit by bit feedback (i.e. one bit feedback for every transmission in the for-
ward link), which implies that the feedback bandwidth utilization is high, making it
infeasible to be implemented in practical communication systems.
II-C. Low Density Parity Check Codes
Low Density Parity Check (LDPC) codes can be defined by bipartite graphs consisting
of variable (bit) nodes and check nodes. The variable nodes correspond to the coded
bits and check nodes correspond to the constraints imposed on the data bits. These
two types of nodes are interconnected by edges, chosen randomly according to a
specific edge degree profile. The output of each check node should sum to zero,thus
specifying a single parity check constraint on the data bits (Figure II.4).
A LDPC code ensemble can be described by bit edge (λ(x)) and check edge
(ρ(x)) profiles. Specifically,
λ(x) =
∑
i
λix
i−1 (2.12)
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Variable 
Nodes
Check 
Nodes
Fig. II.4. Bipartite graph representation of LDPC code
and
ρ(x) =
∑
i
ρix
i−1 (2.13)
where, λi (ρi) denote fraction of edges connected to bit (check) nodes of degree
i. Equivalently the LDPC code ensemble can also be described based on node degree
profiles. The bit node degree profile is given by,
L(x) =
∑
i
Lix
i (2.14)
and the corresponding check node degree profile is given by,
R(x) =
∑
i
Rix
i (2.15)
where Li andRi denote the fraction of bit and check nodes of degree i respectively.
The edge and node degree profiles are related as follows.
λ(x) =
L′(x)
L′(1)
, ρ(x) =
R′(x)
R′(1)
(2.16)
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The design rate of the LDPC code is given by,
r = 1− L
′(1)
R′(1)
= 1−
∫ 1
0 ρ(x) dx∫ 1
0 λ(x) dx
(2.17)
The design rate of the code is equal to the actual rate if all the constraints
imposed by the check nodes are linearly independent.
II-D. LDPC Decoding for the Erasure Channels
The decoding of LDPC codes can be done by message passing iterative decoder based
on the graph representing the code.
The message passing algorithm involves computing and passing the estimates of
the coded bits between the variable and check nodes along the edges of the graph. The
received codeword from the channel provides initial estimates to the bit nodes and
decoding is triggered by passing these values to the corresponding check nodes. The
check nodes compute extrinsic messages based on the constraints and pass these values
to the bit nodes. The above operations repeat until the coded bits are successfully
decoded or a fixed point is reached.
For the erasure channels, the message passing algorithm takes a particularly
simpler form. The bit to check message (Figure II.5) is an erasure if all the incoming
messages (i.e. channel input as well as check to bit messages) corresponding to that
bit are erasures. Else, all the non-erasure messages will be same (either 1 or 0) and
the bit to check message is set to this value. It should be noted that there will be no
ambiguity among the non- erased messages because in erasure channels, flipping of
bits is not possible.
The check to bit message (Figure II.6) is an erasure if any of the incoming
messages (i.e. bit to check messages) is an erasure. Otherwise, the outgoing message
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Fig. II.5. Illustration of bit to check message
is the XOR of all the incoming messages.
u = 1 + 0 + 0 + 1
1
0
0
1
u
Fig. II.6. Illustration of check to bit message
Let bi and cj denote the ith bit and jth and check node respectively. Further, let
N (bi) and N (cj) denote the neighbors of bit and check nodes respectively. The bit
to check message is given by,
ubi→cj =

E, if ∀k 6= j, ck ∈ N (bi), uck→bi = E
uck→bi , if ∃k : ck ∈ N (bi), uck→bi 6= E.
(2.18)
The check to bit message is given by,
uci→bj =

E, if for some bk ∈ N (ci), ubk→ci = E⊕
k ubk→ci ∀k : k 6= j, bk ∈ N (ci), otherwise
(2.19)
where ,
⊕
denotes the XOR operation
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II-E. Density Evolution for the Erasure Channels
Density Evolution (DE) [4] is a technique used to analyze the asymptotic (as block
length and the number of iterations goes to infinity) performance of graph codes
under iterative message passing decoding.
The asymptotic performance of the code is a function of channel erasure proba-
bility and the degree profile. The main idea is to setup a recursive equation describing
the evolution of probability densities (in this case erasure probabilities) in successful
iterations.
Let xl denote the probability of erasure at the l
th iteration for a given LDPC
ensemble (λ,ρ) and let f(, x) = λ(1 − ρ(1 − xl−1)) where  is the channel erasure
probability.
The condition for successful decoding is given by,
xl < f(, xl−1),∀x ∈ (0, 1] (2.20)
The channel threshold thresh is the maximum channel erasure probability, such
that the probability of error tends to zero under message passing decoding as block-
length and the number of iterations tends to infinity. i.e.
thresh
.
= sup  ∈ [0, 1] : xl l→∞−→ 0 (2.21)
Or equivalently from equation 2.20,
thresh
.
= sup  ∈ [0, 1] : x = f(, x) has no solution ∀x ∈ (0, 1] (2.22)
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II-F. Peeling Decoder and Residual Graphs
It can be seen that in a message passing decoder for erasure channels, once a check
node sends out a non-erasure message, it no longer has any further use. Hence, such
check nodes and all edges connected to them can be deleted after updating the corre-
sponding bit nodes. In the same manner, the non-erased known bit nodes and edges
connected to them can be removed after updating the parities of the corresponding
check nodes. An example is shown in Figure II.7
At each stage of the peeling decoding, some of the nodes and edges are removed
resulting in residual graphs. Hence, the requirement for successful decoding can be
reformulated as the condition, that the sequence of residual graphs should converge
to an empty graph. A fixed point is said to have been reached if we end up with a
non-empty residual graph.
As we have seen for the message passing decoding of LDPC codes, a check node
can correct an erasure if only one of the edges connected to it is erased. If we use a
peeling decoder, this condition translates into a requirement that an iterative decoder
will progress, as long as it has degree 1 check nodes. Hence, decoding failure occurs,
if we are devoid of degree 1 check nodes, before converging to an empty graph.
II-G. Stopping Sets
The residual graph analysis is valid only under the asymptotic condition when the
blocklength goes to infinity. In the finite length scenario, it is useful to consider the
possible erasure patterns that result in decoder failures, known as stopping sets.
A stopping set S, is a subset of variable nodes V , such that all neighbors of S
(i.e. checknodes connected to S), are connected to S at least twice.
The basic properties of a stopping set is [4] is given below:
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1. Let S1 and S2 be two stopping sets. Then S1
⋃
S2 is a stopping set
2. Each subset of V contains a maximum stopping set. (which can also be a empty
set)
3. Let E denote the subset of V erased by the channel. Then the set of erasures
when the decoder stops is given by the maximum stopping set contained in E
It should be noted that both the stopping set and residual graph based condi-
tions for decoding failures are equivalent i.e., the variable nodes in a residual graph
correspond to the maximum stopping set contained in the initial erasure pattern of
the coded bits. For example from Figure II.7,
V ≡ {1, 2, 3, 4, 5, 6, 7}
E ≡ {4, 5, 7}
S ≡ {4, 7} (2.23)
Stopping sets and residual graphs shall be dealt with in more detail in Chapter IV,
when we describe the design and analysis of coding schemes using limited feedback.
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CHAPTER III
CODING SCHEME FOR ERASURE CHANNELS WITH NOISY FEEDBACK-
DESIGN AND ANALYSIS
III-A. Introduction
We have seen that in presence of noiseless feedback, the channel reliability is given by
Burnashev bound which is higher than that of sphere packing bound for forward error
correction codes. Further naive retransmissions (Shannon feedback retransmission
scheme) achieve Burnashev bound on erasure channels (section II-B in Chapter II).
However noiseless feedback is difficult to obtain in practice. Hence, it is important
to characterize the gain obtained in the case of noisy feedback. In this chapter, we
design a concatenated coding scheme for the erasure channels with noisy feedback.
The concatenated code consists of an inner code,which is a retransmission scheme,
and an outer random code. We show that by using the above coding scheme, the
reliability can be improved beyond the sphere packing bound. Further as the quality
of the feedback link increases, the reliability approaches that of Burnashev bound.
III-B. Channel Model
The forward and feedback links are erasure channels with erasure probabilities  and
′ respectively (Figure III.1). The feedback is assumed to be instantaneous, but noisy.
III-C. Concatenated Coding Scheme
The concatenated code (as shown in Figure III.2) has two components:
• Inner Code - Retransmission scheme with rate Rin based on the noisy feedback
available
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Fig. III.1. Erasure channel with noisy feedback link
• Outer Code - Random code of rate Rout which aims to recover the remaining
erasures through forward error correction
Outer Code 
(Random
Code)
Rout
Inner Code 
(Retransmission
Scheme)
Rin
u xv
Fig. III.2. Concatenated code
The overall rate of the code is R = RinRout and let the blocklength be N .
III-C.1. Inner code
The transmitter (Tx) and the receiver (Rx) operations are given by the following
algorithm:
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1. Step 1: Tx - Transmit the coded bit (x) over the erasure channel
2. Step 2: Rx - Signal the Tx if the received bit is an erasure or not by sending 1
or 0 respectively
3. Step 3: Tx - If 1 is received, retransmit the bit and go to Step2, else continue
with further transmissions (i.e Step1)
After all the bits are transmitted as above, some of the erasures remain uncorrected
because signalling of these erasures by receiver back to the transmitter might have
been erased by the noise in the feedback link. From the algorithm above, it could be
seen that the transmitter does not perform retransmissions in such cases. Instead, it
continues transmitting the next bit. Hence, an outer decoder is used to recover these
remaining erasures .
The expected number transmissions in the forward link (Nff ) is calculated as
follows. N bits are transmitted in the 1st round. Among these N bits are erased on
average, which are signalled back to the transmitter. Since the feedback link is also
noisy, only N(1 − ′) bits corresponding to the erasures are communicated reliably
to the transmitter. The transmitter again retransmits these bits and the process
is repeated until N bits are transmitted. This operation is schematically shown in
Figure III.3.
Therefore, the expected number of transmissions required in the forward link
(Nff ) is given by,
Nff = N +N(1− ′) +N2(1− ′2) + ...
=
N
1− (1− ′) (3.1)
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Fig. III.3. Average number of transmissions in each round
Therefore, transmission rate of the inner code (Rin) is,
Rin = 1− (1− ′) (3.2)
The expected number of bits that are transmitted reliably is Nff (1 − ) and
hence, the expected number of erased bits (NE) is given by,
NE = N −Nff (1− )
=
N′
1− (1− ′) (3.3)
Hence, the erasure probability seen by the outer code (out) is,
out =
NE
N
=
′
1− (1− ′) (3.4)
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III-C.2. Outer code
The outer code is a random code of rate (Rout). Since the concatenated coding scheme,
the overall rate (R) is given by,
R = RinRout
⇒ Rout = R
1− (1− ′) (3.5)
It can be seen that Rout ≥ R. Thus, the inner code actually converts the origi-
nal erasure channel into an equivalent channel with a higher rate and lower erasure
probability.
III-C.3. Reliability of the concatenated coding scheme
The sphere packing exponent provides the lower bound on the probability of error
achieved by any forward error correcting code under under maximum likelihood de-
coding (refer to equation 2.8).
The error exponent obtained by the above coding scheme using the noisy feedback
(Enf (R)) is essentially bounded from above, by the sphere packing exponent of the
outer code of rate Rout.
Enf (R) = D(1−Rout||out)
= D(1− R
1− (1− ′) ||
′
1− (1− ′)) (3.6)
It can be seen that (Figure III.4) the sphere packing bound with noisy feedback
is higher than that without feedback. This implies that for asymptotically large
blocklengths, our concatenated coding scheme using noisy feedback achieves lower
probability of error than that achieved by an optimal FEC.
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III-C.4. Reliability versus code rate
It is interesting to note that the improvement in the reliability is essentially due to the
inner code (retransmission scheme), which translates the original erasure channel into
an equivalent higher rate channel by recovering some of the erasures. The capacity
of the channel seen by the outer code (Cout) is given by,
Cout = 1− out
=
1− 
1− (1− ′) from equation 3.4
=
C
1− (1− ′) (3.7)
Let us define the normalized back-off (bn) as,
bn =
Cout −Rout
Cout
=
C −R
C
from equations 3.5 and 3.7 (3.8)
It can be seen that the bn is same for both the original and the equivalent high
rate channel. This leads us to the result that for a given normalized back-off, high
rate codes have higher reliability compared to low rate codes.
III-D. Results
The above coding scheme converges to the FEC (random code) in the case of highly
noisy feedback link (′ = 1) and to the pure retransmission strategy under noiseless
feedback (′ = 0) scenario. Hence, as the quality of the feedback link improves,
the error exponent increases correspondingly from sphere packing exponent to the
Burnashev exponent (Figure III.4). Also it can be seen that the sphere packing
exponent of pure FEC (corresponds to ′ = 1) quickly drops to zero as the rate
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approaches the capacity. On the other hand, in presence of noisy feedback we can see
some improvement in reliability in the near capacity region. It should be noted that
the even though the gain in the error exponent appears to be small in this region,
it can result in significant reduction in the probability of error as the blocklength
increases.
Further we have shown that for a given normalized back-off in the data rate, high
rate codes achieve better reliability compared to low rate codes. Later in the next
chapter, we shall verify this result using practical codes like LDPC codes.
III-E. Conclusion
We have designed and analyzed a coding scheme for erasure channels with noisy
feedback and have shown that the reliability can be improved beyond the sphere
packing bound even though the feedback channel is noisy. These results suggest
that, it is better to utilize the availability of feedback link in practical communication
systems (even though it is noisy) rather than using just forward error correction codes.
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CHAPTER IV
CODING SCHEME FOR ERASURE CHANNELS WITH LIMITED FEEDBACK-
DESIGN AND ANALYSIS
IV-A. Introduction
In practical systems, we cannot expect the availability of instantaneous and noiseless
feedback. Hence, it is important to design coding schemes which utilize the delayed
and noisy feedback. The noisy feedback channel can also be modeled as the availability
of limited, but noiseless feedback [2]. This assumption can be justified by the use of
low rate error correction code, which provides high reliability such that the probability
of error event in the forward link is not dominated by the noise in the feedback link.
In this chapter, we shall design and analyze coding schemes for erasure channels
with limited, but noiseless feedback. We have used low density parity check (LDPC)
codes with selective retransmission strategy, to achieve low probabilities of error.
Usually the feedback bandwidth is assumed to be available at no cost. But this might
not be true in practice, especially for two-way communication channels. Hence, in
evaluating the performance of our scheme, we have incorporated the rate loss due
to the bits which are fed back. The results show that our scheme performs superior
to traditional Automatic Repeat Request (ARQ) schemes when we operate near the
channel capacity.
IV-B. Transceiver Model
The schematic block diagram of the transceiver is shown in Figure IV.1. The trans-
mitter sends the LDPC codeword over the erasure channel. The receiver uses a
peeling decoder (refer section II-F in chapter II), to recover the erased bits. When-
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ever the decoder fails, the receiver requests for selective retransmission to trigger
further decoding, using the limited feedback available. The decoding and retransmis-
sion algorithm shall be described in detail in the following sections. We also propose
variants of our scheme to suit different applications and requirements.
Transmitter
Limited, noiseless
feedback
BEC Peeling Decoder
Retransmission
Request Logic
Fig. IV.1. Transceiver model for erasure channels with limited feedback
IV-C. Decoder
For the erasure channels, the conditions when an iterative decoder fails are exactly
known [7]. The decoder is unable to proceed, whenever it encounters a stopping set
i.e, a set of erasures at the variable nodes are such that, all the neighboring check
nodes of these erasures are connected at least twice to the same set. This is because
a check node cannot recover the bits if it is connected to more than one erasures. An
example of the decoder ending up in a stopping set is shown in Figure IV.2.
Whenever stopping sets are encountered, the receiver asks for selective retrans-
mission to trigger further decoding. It is difficult and computationally intensive to
determine the minimum number of bits that needs to be retransmitted for successful
decoding. Hence, we use a greedy algorithm that minimizes the number of bits needed
for the decoding to proceed. The decoding operations are given by the following al-
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gorithm
1. Run the peeling decoder
2. If a stopping set is encountered, determine the checknode (Cmin) with minimum
degree (degmin) corresponding to the residual graph, else report decoding success
to the transmitter and exit
3. Request the transmitter to send degmin−1 bits that are adjacent to the minimum
degree check node (N (Cmin)). After receiving the retransmitted bits, go to step
1
A check node of degree degmin will need degmin − 1 bits to recover an erasure.
Hence, that many number of bits are retransmitted during each stage. If the stopping
sets are all disjoint, then this algorithm is optimal in minimizing the number of
retransmitted bits required. However, if there exists a non-disjoint union of stopping
sets, then this algorithm is not optimal. This is because in such cases, we should
actually transmit the bits that are present in the intersection of these stopping sets
to minimize the number of retransmitted bits. But determination of intersection of
stopping sets is cumbersome, and moreover through simulations we have shown that
our greedy algorithm requires fairly few bits to be retransmitted.
IV-D. Simulation Results
IV-D.1. Finite-length performance of the selective retransmission scheme
We used the regular rate 1
2
LDPC code profile whose edge degree profile is given by,
λ(x) = x2
ρ(x) = x5
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The bipartite graph of this code has variable nodes of degree 3 and check nodes of
degree 6. Hence, this code ensemble is denote as (3,6) LDPC code. The BEC has an
erasure probability of  = .5, whose capacity is C = 1−  = .5 bits/channel use. For
each codeword transmitted, the peeling decoder is used along the with the selective
retransmission scheme as described above, until we get zero error. Then the average
number of retransmitted bits per codeword (N ′) is determined empirically. To trans-
mit N ′ bits across the erasure channel, we need N
′
1−  bits. The transmission rate
achieved by this scheme (Reff ) is then given by,
Reff =
K
N +
N ′
1− 
=
.5
1 +
N ′
N(1− )
(4.1)
where K is the number of information bits and N is the blocklength. The average
normalized rate-backoff is then given by
C −Reff
C . This specifies the penalty in the
transmission rate needed to achieve zero block error rate. It should be noted that
we are using a variable length code (due to retransmissions) and hence, these results
imply that zero error is achieved in an average blocklength sense.
We simulated our scheme for different blocklengths and we show that even for
blocklengths as small as N = 200 (refer Table IV.1), we were able to achieve zero
probability of error with a small backoff from the capacity. It can be seen that as
blocklength is made larger, the differential decrease in the normalized rate back-off
gets smaller. This indicates the convergence of the values as blocklength increases
and hence, asymptotic analysis could be used to characterize the performance of this
scheme.
The iterative decoding threshold (computed using density evolution), of the (3,6)
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Table IV.1. Performance of (3,6) code with selective retransmission
N N ′ Reff
C −Reff
C
200 11.63 0.4479 0.1042
400 21.41 0.4516 0.0968
600 30.56 0.4538 0.0924
800 39.68 0.4549 0.0902
1000 49.16 0.4552 0.0896
2000 94.73 0.4567 0.0866
5000 235.66 0.4569 0.0862
10000 462.7 0.4576 0.0860
LDPC code is thresh = 0.429. With a small normalized backoff of about 0.0860 in
the rate, we are able to improve the threshold to  = 0.5.
IV-D.2. FER performance under limited feedback conditions
We can infer from Table IV.1 that if there are no restrictions imposed on the number
of bits retransmitted, zero frame error could be achieved with a fairly small back-
off in the rate. However if we impose a limitation on the maximum number of bits
retransmitted (Nmax) per codeword, then frame error occurs whenever the decoder
fails to converge to the transmitted codeword, even after receiving Nmax retransmitted
bits. The corresponding maximum allowed normalized rate-backoff (bmax) is then
given by
bmax =
C −Reff
C
=
C − K
N + Nmax1− 
C
(4.2)
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We have plotted the the frame error rate of our scheme as a function of bmax. For
comparisons we also computed the FER of the theoretically optimum forward error
codes for BEC. For the binary erasure channel, the best possible FEC are Maximum
distance separable (MDS) codes (even though it may not exist in practice) which
can correct a upto (1 − R)N erasures, where R is the rate of the code and N is the
blocklength. Hence, the FER of the MDS code can be computed as follows.
Let β be the number of erasures in a codeword of blocklength N . Then FER of
the MDS code (FERMDS) is given by,
FERMDS = P (β > (1−R)N)
=
N∑
m=(1−R)N+1
(
N
m
)
m(1− )N−m (4.3)
where the rate R = C(1− bmax).
It is interesting to note that asymptotically as blocklength tends to infinity,
N∑
m=(1−R)N+1
(
N
m
)
m(1− )N−m = e−ND(1−R||) from Sanov’s theorem [3] (4.4)
From equation 2.8, we can see that the exponent in equation 4.4 corresponds to the
sphere packing exponent Esp, which provides the upper bound on reliability achieved
by any forward error correcting code.
The frame error rates for (3,6) LDPC code of blocklengths 200 and 400 with
selective retransmission are plotted as a function of maximum allowed normalized
rate-backoff (bmax). The FER of MDS codes of corresponding blocklengths are also
shown for comparison (refer Figures IV.3 and IV.4). It can be seen that the FER of
our selective retransmission scheme is higher for low values of bmax, whereas at higher
values of bmax, our scheme performs better than the MDS code.
It is important to note that bmax refers to the maximum allowed normalized
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rate-backoff and not the average normalized rate-backoff. This is because, even if
unlimited number of bits are allowed to be retransmitted (i.e bmax = 1), the expected
normalized rate-backoff is small as shown in Table IV.1.
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Fig. IV.3. Performance of (3,6) LDPC of blocklength N = 200 with limited feedback
IV-D.3. Relation between code rate and reliability
In Chapter III, we have shown that for a fixed normalized rate back-off, high rate
codes have better reliability compared to low rate codes. It is interesting to verify
this result for the above selective retransmission scheme. We simulated our selective
retransmission scheme for the regular LDPC (3,k), 5 ≤ k ≤ 10 profiles whose code
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rates are given by,
R = 1−
∫ 1
0 ρ(x) dx∫ 1
0 λ(x) dx
= 1− 3
k
(4.5)
The channel threshold () is correspondingly fixed as,
 = 1−R = 3
k
(4.6)
The decoder is operated until we have recovered all the erasures and the rate loss
due to retransmissions are computed. The results are shown in Table IV.2. It could
be seen that, as the code rate increases, the normalized rate-backoff required to get
zero error probability decreases.
Further under the assumption that the number of retransmitted per codeword is
limited, we simulated the FER performance of our scheme for the (3,k) LDPC codes,
k ∈ {6, 8, 10} as a function of maximum allowed normalized back-off (bmax). The
results are shown in Figure IV.5. Here again we can see that for a given bmax, high
rate codes have lower FER than the low rate codes, thereby validating our claim that
high rate codes have better reliability function than low rate codes.
IV-D.4. Two-way channels
Usually while designing coding schemes using feedback, the feedback bandwidth is
assumed to be available at no cost. But this might not be true in practice especially
for two-way communication channels. Hence, in evaluating the performance of our
scheme, we have incorporated the rate loss due to the bits which are fed back.
For a codeword of blocklength N , we need log2N bits to specify the location of
a particular bit. Hence, for retransmission of N ′ bits, N ′ log2N bits needs to be fed
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Table IV.2. Rate-backoff for (3,k) codes ensembles under selective retransmission
scheme
Code Profile Code rate Normalized Rate-backoff
(3,5) 0.4 0.1238
(3,6) 0.5 0.0860
(3,7) 0.5714 0.0662
(3,8) 0.6250 0.0539
(3,9) 0.6667 0.0449
(3,10) 0.7000 0.0397
back in the reverse link. Incorporating this rate loss, Rtwoway is given by,
Rtwoway =
K
N +N ′ log2N +
N ′
1− 
(4.7)
The two-way rate is computed for the (3,6) code for different erasure probabilities,
and the results are shown in Table IV.3
Table IV.3. Effective rate achieved in two-way channels
 Rtwoway RARQ = (1− Pf )R
0.5 0.3165 0
0.48 0.3575 0
0.46 0.4045 0.0075
0.44 0.4510 0.0510
0.42 0.4823 0.2100
0.4 0.4961 0.3740
We compare the performance of our scheme with that of traditional Automatic
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Repeat Request (ARQ) schemes. The ARQ scheme is a 1 bit feedback scheme, i.e
whenever the codeword is in error, the receiver asks for retransmission of the whole
codeword. The efficiency (ηARQ) of this scheme is determined by the frame error rate
of the forward error control code (Pf )used.
The efficiency of the ARQ scheme can be calculated as follows.The ARQ protocol
will ask for retransmissions whenever the frame is in error, which occurs with a
probability Pf . Therefore the expected number of retransmissions (Nt) is given by,
Nt = (1− Pf ) + 2Pf (1− Pf ) + 3P 2f (1− Pf ) + ...
= (1− Pf )(1 + 2Pf + 3P 2f + ...)
=
1
1− Pf (4.8)
Therefore,
ηARQ =
1
Nt
= 1− Pf (4.9)
If we use the FEC of rate R, the overall rate (RARQ) is then given by,
RARQ = ηARQR (4.10)
At rates close to capacity, the frame error rate (Pf ) of the codeword is approxi-
mately equal to 1 and hence, the efficiency of the ARQ scheme will be very low, which
in turn implies RARQ ≈ 0. Thus our scheme has better performance compared to tra-
ditional Automatic Repeat Request (ARQ) schemes under high erasure probability
conditions (refer Table IV.3). It should be mentioned that for simplicity purposes, we
have compared our scheme against a naive ARQ scheme which retransmits the whole
codeword whenever there is decoding failure. Hybrid ARQ scheme is a variant of ARQ
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scheme which like ARQ scheme, utilizes just one bit feedback and retransmissions to
achieve lower probability of error. However during each retransmission, instead of
retransmitting the whole codeword, only a fraction of the coded bits are transmitted
so that different coded bits are sent each time. Hence, this scheme performs better
than the traditional ARQ scheme.
IV-D.5. Tradeoff between reliability and feedback bandwidth
Certain kinds of traffic like voice, video etc cannot tolerate large delays. Hence,
it would be useful to consider the performance of our coding scheme under finite
retransmission conditions. We show that in the retransmission limited scenario, our
scheme can be modified easily to tradeoff feedback bandwidth for reliability. Instead
of the receiver asking for just degmin− 1 bits, it requests for B (say) bits during each
retransmission. The bits requested are chosen such that, it helps as many check nodes
as possible to recover the erasures (i.e check nodes with least degree are chosen).
Specifically, the receiver chooses those bit nodes which are connected to the check
nodes of minimum degree. The advantage of requesting multiple bits at a time is
that, it can significantly reduce the number of retransmissions required to achieve a
desired frame error rate.
We compare this scheme with that of an ARQ system whose number of retrans-
missions is fixed and show that our scheme has higher efficiency if we are operating
close to the capacity of the channel. The performance of ARQ protocol critically
depends on the initial frame error rate (Pf ). Hence, for fair comparisons, we have
used a LDPC code which has good frame error rate properties. The performance of
a LDPC code depends on the minimum cycle length of its graph. So we have used
progressive edge growth (PEG) [17] technique to carefully choose the edges to get a
large minimum cycle length. The rate achieved by the retransmission limited ARQ
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scheme with maximum number of retransmissions NR, can be calculated as follows,
Expected number of retransmissions (N ′t) in this case is given by,
N ′t = (1− Pf )(1 + 2Pf + 3P 2f + ...+NRPNR−1f ) (4.11)
The transmission rate achieved is therefore,
R′ARQ =
R
N ′t
(4.12)
FER = PNRf (4.13)
For the (3,6) LDPC code of block length N = 1024 and minimum cycle length of
10, the maximum number of retransmissions(NR) is fixed to be 5 and the frame error
probability and the rate achieved by this scheme is computed for various values of B,
as a function of erasure probability. The simulation results are shown in Figures IV.6
and IV.7.
From the Figure IV.6, it could be seen that our coding scheme has lower FER
at high erasure probabilities, while for low values, the ARQ scheme performs better.
Figure IV.7 shows that the rate loss is much higher in case of ARQ, compared to
that of our coding scheme, for all values of erasure probabilities. Moreover, without
much change to the scheme, (just by varying the number of bits requested per re-
transmission), we can tradeoff the probability of error achieved and delay (i.e number
of retransmissions) for feedback bandwidth.
IV-E. Asymptotic Analysis
In this section, we intend to characterize the performance of our scheme, in the limit
as blocklength tends to infinity. Since during each retransmission, we determine the
check node with minimum degree, it would be instructive to determine the degree
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profile of the residual graph, after the peeling decoder stops. It should be noted that,
since we are operating beyond the code threshold (for (3,6) code thresh = 0.429, while
the channel erasure probability is  = .5), there exists a fixed point, beyond which
the peeling decoder cannot proceed resulting in a non-empty residual graph.
The equations to determine the node degree distribution of the residual graph is
given in [4]. For a (N ,L(x),R(x)) LDPC code, the un-normalized degree distribution
evolution as a function of the density is given in parametric form.
Li(y) = Liy
i, i ≥ 2
R1(y) = R
′(1)λ(y)[y − 1 + ρ(1− λ(y))]
Ri(y) =
∑
j≥2
Rj
(
j
k
)
(λ(y))i(1− λ(y))(j−i), i ≥ 2 (4.14)
The parameter y, 0 ≤ y ≤ 1 corresponds to the progress in the iterations. The
peeling decoder stops when it has no degree 1 check nodes left. Hence, the fixed
point(yfp) is graphically determined as the root of the equation R1(yfp) = 0 (refer
Figure IV.8). The normalized degree distribution of the residual graph (Lr, Rr) is
then given by,
Lri =
Li(yfp)∑
i Li(yfp)
, i ≥ 2
Rri =
Ri(yfp)∑
i Li(yfp)
, i ≥ 2 (4.15)
The rate of the residual graph can then be computed using equation 2.17. For
the (3,6) code used for the channel with erasure probability of  = .5, the rate of the
residual graph is found to be 0.0240. To predict the backoff needed, we shall compute
number of bits that needs to be retransmitted to the residual graph for successful
decoding, as a fraction of the blocklength (α).
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For the (3,6) code used, the fixed point (yfp) is found to be 0.951. The node
degree profile is then computed from equations 4.14 and 4.15 as,
Lr(x) = x
3
Rr(x) = 0.3292x
2 + 0.3623x3 + 0.2243x4 + 0.0741x5 + 0.0102x6 (4.16)
Further, the stopping set size (|S|) can be determined as,
|S| = NL3(yfp)
= y3fp (4.17)
Using density evolution, the threshold of this residual graph is found to be r = 0.86,
which implies that the code can correct upto 86% of the erasures. It can be seen
that the residual graph acts like a very low rate code, which can correct a large of
fraction of erasures. This explains why we need fairly small fraction of bits to be
retransmitted.
Suppose we are retransmitting αN bits across the channel, αN(1− ) unerased
bits typically reach the receiver. Among the |S| erased bits, αN(1−) bits are known,
hence, the erasure fraction (frac) is given by,
frac =
|S| − αN(1− )
|S|
=
(Ny3fp)− αN(1− )
Ny3fp
(4.18)
For successful decoding we require,
frac ≤ r (4.19)
The minimum fraction of bits that needs to be retransmitted (αmin) is determined
as 0.12 by assuming equality in equation 4.19.
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The overall rate (R) is then given by (refer equation 4.1),
Reff =
K
N + αminN
=
R
1 + αmin
= 0.4464 (4.20)
Hence, the normalized backoff in the rate is found to be
C −Reff
C = 0.1072.
Through simulations, the normalized backoff is determined to be 0.0860 (refer Table
IV.1). It can be seen that, the simulation result is slightly lower than the theoretical
value. This might be because the analytically computed threshold corresponds to
iterative decoding threshold with random retransmission, whereas the coding scheme
involves selective retransmissions which greedily minimize the number of bits retrans-
mitted during each iteration. The actual threshold is thus better than the iterative
decoding threshold which in turn implies that the backoff required is lower than the
analytically computed value.
IV-E.1. Two-way channels
For two way channels, the rate loss due to the bits which are fed back to the trans-
mitter must also be taken into account. Asymptotically we can assume that the bits
which are fed back are compressed by an optimal source coder, which can achieve a
compression rate equal to that of the entropy of the source (H). The entropy of a
source represented by a random variable X is given by
H(X) = −∑
x∈X
p(x) log(p(x)) (4.21)
Number of erasures whose values need to be known at the receiver is (1 − r)|S|.
Hence, the receiver signals the transmitter about the locations of these erasures.
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Using an optimal source coder, the locations of these erasures could be represented
in H((1−r)|S|)
N
bits (refer equation 4.21).
i.e.
H((1− r)|S|)
N
= H((1− r)y3fp)
= H(.0602) = 0.3282 (4.22)
Including this value in the rate loss, we get the two-ray rate as,
Rtwoway =
R
1 +H(.0602) + αmin
= 0.3452 (4.23)
It is interesting to note that we are achieving zero probability of error with fairly
small backoff of C−Rtwoway = 0.1548, even after including the rate loss in the reverse
link.
IV-F. Complexity
The decoding complexity of LDPC codes over erasure channels is proportional to the
number of edges in the graph. Hence, the average number of edges per information
bit can be used as a measure of the decoding complexity. As shown in section IV-D
IV-D.1, using (3,6) LDPC code we obtained a threshold of 0.5 for an effective rate,
Reff = 0.4576. There are 3 edges per bit node in this code ensemble, which implies
that the average number edges per information bit is 3R = 6. Pfister et al in [18]
have shown that the decoding complexity (χD) of the capacity achieving ensemble
over binary erasure channel with erasure probability , is upper bounded as,
χD ≤ 5
1−  = 10 (4.24)
Thus, by backing off from the capacity by a small factor, we have designed a
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coding scheme whose complexity is significantly less than this upper bound.
In the finite length case, the frame error rates can be improved beyond that is
achieved by iterative decoding, by performing some post-processing operations on the
decoded bits . Fekri et al have shown that [5] by guessing some of the erasure bits
and proceeding with the iterative decoding, the bit error rates could be lowered. But
the decoding complexity increases, and the running time can be as large as about 10
times that of an iterative decoder. Moreover the average number of guesses required,
increases quickly as we operate close to capacity.
Hence, if feedback is available, our coding scheme is a viable solution for low
complexity decoders, providing high reliability with small blocklengths, at rates near
the channel capacity.
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CHAPTER V
CONCLUSION
V-A. Contribution
We have designed and analyzed a concatenated coding scheme for erasure channels
with noisy feedback, which involves retransmission strategy and random code as inner
and outer code respectively. We have shown that the reliability function of the channel
can be improved beyond the sphere packing bound. Further as the quality of the
feedback channel improves, the reliability is also shown to increase and approach
the Burnashev exponent for noiseless feedback channels. Based on these results we
reasoned that for a given normalized backoff from capacity, high rate codes have better
reliability than the low rate codes. We have also verified this result using practical
codes like low density parity check (LDPC) codes.
Under the limited, but noiseless feedback model we have developed and analyzed
a coding scheme using LDPC codes with selective retransmission for erasure chan-
nels, which provides zero probability of error with a small backoff from the channel
capacity. Also unlike pure forward error correction (FEC) schemes, this scheme does
not need long blocklengths to achieve high reliability. Also under the limited feed-
back per codeword assumption we have shown that the performance of our scheme is
comparable to that of the optimal FEC code for erasure channel.
We have compared our scheme with that of Automatic Repeat Request (ARQ)
protocol and showed that our scheme has smaller rate loss and provides lower frame
error probability under high erasure probability conditions. Further our scheme pro-
vides a way to seamlessly tradeoff the feedback bandwidth for reliability. For fair
comparisons, we have also included the feedback bandwidth in the rate loss. Hence
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we have shown that for two-way channels, it is better to utilize the feedback than to
just use the FEC.
Furthermore, the complexity of our coding is almost same as that of the LDPC
code and yet we achieve significant reduction in the probability of error. Hence when
limited feedback is available, our coding scheme provides a simpler alternative to a
FEC with comparable bit error rate performance.
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