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1. Introduction
Wireless communication systems employing multiple antenna elements at the transmitter
and the receiver have been attracting much interest in recent years due to the significant
capacity gain promised by the multiple-input multiple-output (MIMO) systems [Teletar
(1999)], [Foschini & Gans (1998)]. The MIMO systems have been analyzed deeply from two
different perspectives [Teletar (1999)]-[Yue & Zhang (2010)]: one concerns the evaluation of the
information-theoretic (Shannon) capacity, the other concerns performance evaluation in terms
of outage probability or symbol error probability of practical systems. Both of the capacity
analysis and performance analysis strongly rely on random matrix theory and matrix variate
distributions.
So far the capacity issues of MIMO systems have been extensively studied in the literature,
yet with main focus on the scenario without interference [Teletar (1999)]-[Kiessling (2005)].
In cellular systems, however, multiple users share the same radio spectrum, which typically
causes co-channel interference. It is well known that co-channel interference ultimately limits
the quality of service offered to the users. There have been initial investigations for the MIMO
capacity with co-channel interference in fading environments [Catreux et al. (2000)]-[Kang &
Alouini (2003a)]. In particular, Song and Blostein [Song& Blostein (2002)] studied the behavior
of MIMO capacity with varying number of interferers through simulations. In [Kang et al.
(2007)] and [Kang & Alouini (2003a)], Kang et al. obtained exact closed-form expressions for
the moment generating function, mean, variance of MIMO capacity. Specifically, the paper
[Kang et al. (2007)] considered MIMO Rayleigh fading channels in the presence of additive
noise and interferers with arbitrary average powers, but requiring that there is no spatial
correlation both among transmit antenna elements and among receive antenna elements for
the desired user, and there is no correlation among receive antenna elements for any interferer.
Reference [Kang & Alouini (2003a)] considered MIMO Rician channels in the presence of
Rayleigh co-channel interference, but requiring that there is an identical correlation structure
among receive antenna elements for both the desired user and interferers, and there is no
correlation among their transmit antenna elements.
In many practical situations, however, signal correlation among the antenna elements exists
in realistic environments due to poor scattering conditions. A typical example of this is an
uplink transmission from a mobile station (MS) to a base station (BS) , where around the
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BS the number of scatterers is usually smaller than around mobile terminals, thus leading
to the fact that the correlation at the BS is stronger than at the MS. Another typical example
of this is a downlink transmission from a BS to a MS, where the antennas at the BS can be
spaced sufficiently far to achieve uncorrelation among them. On the other hand, it is more
difficult to space the antennas far apart at themobile terminals due to physical size constraints,
and consequently correlation arises among the antenna elements in such scenarios. The
above factors have given us an impetus for studying the capacity of MIMO channels with
interference and receive correlation [Wang & Yue (2009)]. In Section 3, we will investigate
the capacity issue in the case where the MIMO channels of the desired user and co-channel
interferers are all subject to Rayleigh type of fading.
AMIMO system can be configured differently.One configuration is transmit/receive diversity
(TRD) which has been widely used due to its simplicity and good performance. The
performance ofMIMO systemswith optimal TRDdepends on their operational environments.
Their performance in a Rayleigh fading environment without co-channel interference was
investigated by Dighe et al. [Dighe et al. (2001)] by assuming that the MIMO channels follow
independent and identical (i.i.d.) Rayleigh distribution. The resulting outage probability
is expressible in the form of a determinant. This result was subsequently extended by
Kang and Alouini [Kang & Alouini (2003b)] to a general case of independent, but not
necessarily identically distributed, Rician fading channels. The results, again, takes the
form of determinants. For the case using dual antennas at the transmitter or receiver
end, they obtained [Kang & Alouini (2004a)] an explicit expression for outage probability
complementing the result of Dighe [Dighe et al. (2001)]. The performance of MIMO systems
with optimal TRD in the presence of co-channel interference was tackled in [Dighe et al.
(2003)] and [Kang & Alouini (2004b)] under various fading environments allowing for the
MIMO fading channels of the intended user and interferers to be non-i.i.d. Rician/Rayleigh,
i.i.d. Rician/Rayleigh, and Rayleigh/Rayleigh. All these studies focus onMIMO systemswith
uncorrelated or semi-correlated antennas.
By semi-correlation, we mean that the spatial correlation exists only at one side, transmitter
or receiver end, of the MIMO systems. Even for the case with semi-correlation, it is usually
assumed that the intended user and interferers have the same correlation structure to simplify
the mathematical analysis. In fact, the use of this assumption leads to the same mathematical
treatment as the one with i.i.d. channels. The i.i.d. or uncorrelated assumption is often
invalid in many practical applications. Significant correlation among the antennas exists in
realistic environments due to, for example, limited spacing between antennas. Furthermore,
the spatial structure (and even the fading distribution) of the interference usually differ from
its counterpart for the intended user since their signals propagate over different multi-paths,
suffer from different fading, and arrive at the receive antenna array with different incident
angles. To handle these general fading situations, we must take different methodology [Yue &
Zhang (2010)]. In Section 4, we will investigate the performance issue of MIMO systems with
optimal TRDmainly over general Rayleigh/Rayleigh fading channels in a unified framework.
Throughout the paper, we use extensively relevant notations and results from multivariate
statistical theory, in particular, various matrix-variate distributions. Although relevant results
are available in the statistical literature [Muirhead (1982)], [Gupta &Nagar (2000)] and [Mathai
et al. (1995)], they are given only for real variables. The extension of these results to their
complex counterparts, as required in this paper, is straightforward. Such results, though
useful for wireless communications, are not found in the open references. We therefore first
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summarize definitions of various special functions with complex matrix arguments and their
properties in Section 2 for the use in this paper which, we hope, are also useful to researchers
in the area of wireless communications.
Moreover, we will use the following notations throughout the paper. By In we denote the
identity matrix of size n × n (the subscript will be omitted wherever the size of the matrix is
clear from the context), 0 signifies the all-zero matrix, diag(x1, . . . , xn) denotes the diagonal
matrix with elements x1, . . . , xn , the determinant of the matrix X is denoted by |X| or det(X),
[xij] is a matrix with xij representing its (i, j)th element and correspondingly, |xij| denotes
its determinant. eig(X) denotes the diagonal matrix of eigenvalues of X. The symbol X > 0
indicates that X is positive definite; likewise, X > A means X − A > 0. We use notation
tr(X) to signify the trace of the square matrix X, etr(X) to denote exp(trX), X† to mean the
Hermitian transposition. The symbol ⊗ denotes the Kronecker product of two matrices, ‘∼’
means ‘distributed as’, CWp(n,Σ) is a complex Wishart distribution , CN(µ,Σ) is a complex
vector variate Gaussian distribution, CNp,q(M,A⊗ B) means a complex p × q matrix variate
Gaussian distribution and EX[·] denotes expected value with respect to X.
2. Definitions and properties for random functions of complex matrix arguments
2.1 Zonal polynomials
Zonal polynomials were introduced by James [James (1964)], and have become an essential
tool for studying and expressing some useful special functions of matrix arguments (such as
Hypergeometric functions of matrix arguments we will discuss).Using these special functions
in matrix arguments, many distributions of quadratic forms can be obtained in a very compact
form.
For k > 0, we denote κ = (k1, k2, . . . , kp) such that k = ∑
p
j=1 kj, k1 ≥ k2 ≥ . . . ≥ kp ≥ 0. Then
we call κ a partition of k into p parts. Partitions may be ordered lexicographically as follows. If
κ = (k1, k2, . . .) and λ = (l1, l2, . . .), then we say κ > λ if ki > li for the first index i where the
partitions differ. Now let y1, . . . , yp be p variables. Then we say that the monomial y
k1
1 · · · y
kp
p
is of order κ and that yk11 · · · y
kp
p is of higher order than y
l1
1 · · · y
lp
p if κ > λ. The degree of a
monomial in p variables is the sum of degrees of the individual variables. The degree of a
polynomial is the maximum degree of the monomials making up the polynomial. We denote
by Vk the vector space of symmetric homogenous polynomials of degree k in p variables.
Further let Vκ be the subspace of Vk defined by polynomials of order κ. Then Vk is the direct
sum of the irreducible invariant subspaces Vκ .
Defintion 1. Let Vk be defined on the eigenvalues of a p× p Hermitian matrix X. Then the polynomial
(trX)k ∈ Vk has a unique decomposition into polynomials Cκ(X) ∈ Vκ according to
(trX)k = ∑
k
Cκ(X). (1)
The component of (trX)k in Vκ , Cκ(X), is called a zonal polynomial of X.
The zonal polynomial Cκ(X) is defined for all k and p, but for a partition κ of k into more than
p parts, it is identically zero. The zonal polynomials have the following useful properties.
Property 1. For a scalar a,
Cκ(aX) = a
kCκ(X). (2)
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Let κ = (k1, k2, . . . , kp) be a partition of k. We will denote the complex multivariate hypergeometric
coefficient by
[a]κ =
p
∏
i=1
(a− i + 1)ki (3)
where (x)n = x(x + 1) · · · (x + n − 1) is the Pochhammer symbol [James (1964)]. Note that
(x)0 = 1.
Property 2. For p and q,
Cκ(Ip)
Cκ(Iq)
=
[p]κ
[q]κ
(4)
Property 3.
Cκ(X) = Cκ(UXU
†) (5)
where U ∈ U(p), and U(p) is the group of all p× p complex unitary matrices.
Property 4. ∫
U(p)
Cκ(U
†XUY)[dU] = Cκ(X)Cκ(Y)/Cκ(Ip) (6)
where [dU] is the invariant measure on the unitary group U(p) normalized to make the total measure
unity.
A general formula for the coefficients of zonal polynomials has not been found. For more
detail study of zonal polynomials, the reader is referred to [Muirhead (1982)].
2.2 Hypergeometric functions of matrix arguments
Many matrix variate distributions, especially central quadratic form distributions, can be
written in terms in hypergeometric functions of matrix argument [James (1964)]-[Khatri
(1965)]. Hypergeometric functions of matrix argument is a natural generalization of
(generalized) hypergeometric functions of scalar argument, which have been used widely in
the field of science and engineering.
Defintion 2. Let X be a p × p Hermitian matrix. Then hypergeometric functions of one complex
matrix argument is defined by
m F˜
(p)
n (a1, . . . , am; b1, . . . , bn;X) =
∞
∑
k=0
∑
κ
[a1]κ . . . [am]κCκ(X)
[b1]κ . . . [bn]κk!
(7)
where a1, . . . , am; b1, . . . , bn are arbitrary complex numbers, ∑κ denotes summation over all partition
κ.
For the conditions for convergence of the mentioned-above series, the reader is referred to
[Gupta & Nagar (2000)]. From Definition 2 it follows that
0 F˜
(p)
0 (X) = etr(X) (8)
and
1 F˜
(p)
0 (a;X) =| I− X |−a (9)
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Defintion 3. Let q ≤ p. Then the hypergeometric functions of two Hermitian matrices X(p× p) and
Y(q× q) is defined by
m F˜
(p,q)
n (a1, . . . , am; b1, . . . , bn;X,Y) =
∞
∑
k=0
∑
κ
[a1]κ . . . [am]κCκ(X)Cκ(Y)
[b1]κ . . . [bn]κCκ(Ip)k!
(10)
The hypergeometric functions of two Hermitian matrices have the following properties.
Property 5.∫
U(p)
m F˜
(p,p)
n (a1, . . . , am; b1, . . . , bn;XUYU
†)[dU] = m F˜
(p,p)
n (a1, . . . , am; b1, . . . , bn;X,Y). (11)
Property 6.
m F˜
(p,p)
n (a1, . . . , am; b1, . . . , bn; Ip,X) = m F˜
(p)
n (a1, . . . , am; b1, . . . , bn;X). (12)
For more detail study of hypergeometric functions of matrix arguments, the reader is referred
to [Gupta & Nagar (2000)]. The hypergeometric functions of two Hermitian matrices can be
expressed in terms of scalar hypergeometric functions [Khatri (1966)], which is the practical
relevance of our some results given in follow-up parts.
2.3 Generalized Hermitian polynomials of matrix arguments
Hayakawa in 1969 gave the definition of generalized Hermite polynomial of real matrix
argument Hκ(T), and extended the definition to the case of two real matrix arguments:
Pκ(T,A). Crowther in 1975 further extended it to the case of three real matrix arguments :
Pκ(T,A,B). Now we introduce the definition of generalized Hermite polynomial of complex
matrix argument and its extensions. These functions of matrix arguments play an important
role in the study of the distribution of some quadratic forms.
Defintion 4. Let T : p × q and W : p × q, be arbitrary complex matrices, then the generalized
Hermite polynomial with a complex matrix argument Hκ(T) which corresponds to the partition κ =
(k1, k2, . . . , kp) of k is defined as:
Hκ(T) = π
−pqetr(TT†)
∫
W
etr[−WW† − ı(TW† + WT†)]Cκ(−WW†)dW (13)
where ı =
√−1.
It should be noted that (13) can be regarded as the Fouier transform of etr[−WW†]Cκ(−WW†).
The distributions of the latent roots of a noncentral Wishart matrix and of related statistics can
be expressed as series of generalized Hermite polynomials.
Defintion 5. Let p ≤ q, and let T : p × q and W : p × q, be arbitrary complex matrices, and
let A : q × q and B : p × p be Hermitian positive definite matrices; then the generalized Hermite
polynomial with three complex matrix arguments Pκ(T,A,B) which corresponds to the partition κ =
(k1, k2, . . . , kp) of k is defined as:
Pκ(T,A,B) = π
−pqetr(TT†)
∫
W
etr[−WW† − ı(TW† + WT†)]Cκ(−BWAW†)dW. (14)
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The generalized Hermite polynomial with three complex matrix arguments Pκ(T,A,B) has
several simple properties as follows.
Property 7.
Pκ(T, Iq, Ip) = Pκ(T, Iq) = Hκ(T). (15)
Property 8.
Pκ(T,A, Ip) = Pκ(T,A). (16)
Property 9.
Pκ(0,A,B) = (−1)k[q]κ Cκ(A)Cκ(B)
Cκ(Iq)
. (17)
Crowther has calculated the polynomial Pκ(T,A,B) for some special κ. With general κ,
however, there is no formula available for their calculation. Formore detail study ofHermitian
functions of matrix argument, the reader is referred to [Gupta & Nagar (2000)] and [Mathai et
al. (1995)].
3. Ergodic capacity of MIMO systems with interference and correlation
3.1 System model
We consider a wireless link equippedwith t antenna elements at the transmitter and r antenna
elements at the receiver. It is assumed that the system is interference-limited, and there are a
total of ℓ interfering users each equipped with ti antenna elements, i = 1, . . . , ℓ. The received
r × 1 vector at the desired user’s receiver can thus be modeled as
y = Hs +
ℓ
∑
i=1
Hisi (18)
where H is the r × t normalized channel complex matrix with Gaussian distribution [Gupta
& Nagar (2000)]: H ∼ CNr,t(0,Σ⊗Ψ), Σ⊗Ψ is the covariance matrix of random matrix H; s
is the t × 1 transmitted data vector for the desired user with covariance matrix E(ss†) = Rs
and total transmitting power tr(Rs) = Es. Similarly, for the i-th co-channel interferer, Hi and
si are the r × ti normalized channel matrix and the ti × 1 transmitted vector with short-term
average power Ei per antenna, respectively. It is assumed that Hi ∼ CNr,ti(0,Σi ⊗ Ψi) and
si ∼ CNti(0,Ri).
Now we take a closer look at the correlation structure of H and Hi in (18). The correlations
of the matrices H and Hi are specified by Σ ⊗ Ψ and Σi ⊗ Ψi, respectively. Physically, Σ
and Σi represent the r × r correlation matrices of incoming signal and interference at the
receiver, respectively. Correspondingly, the transmit-antenna correlations for the desired user
is characterized by the t × t correlation matrix Ψ, whereas its counterpart for interferer i
is specified by the ti × ti correlation matrix Ψi. The structure of these correlation matrices
depends on channel’s fading characteristics, geometry and polarization of antenna arrays,
and signal/interferers angle of arrival and spread, as described in various references [Chuah
et al. (2002)].
The mentioned-above correlated MIMO channel model is one of several classical correlated
MIMO channel models [Kermoal et al. (2002)]. It is very convenient for mathematical
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tractability, and has been used by many papers [Kiessling (2005)], [Paulraj et al. (2003)]. With
it, the MIMO channel correlation is separable [Kermoal et al. (2002)], [Paulraj et al. (2003)], i.e.,
H ≃ A†HwB (19)
where
Σ = A†A (20)
Ψ = B†B (21)
and Hw ∼ CNr,t(0, Ir ⊗ It) is a r × t random matrix of i.i.d Gaussian elements. For simplicity,
just as in [Blum et al. (2002)], [Kang et al. (2003)] and [Kang et al. (2007)], all of the interfering
signals si, i = 1, . . . , ℓ, are assumed to be not known at the desired user’s receiver, and they
are all modeled as complex Gaussian vectors. Hence, the interference ∑ℓi=1 Hisi conditioned
on Hi, i = 1, . . . , ℓ, is complex Gaussian with covariance matrix
Rc =
ℓ
∑
i=1
HiRiH
†
i
= HIRIH
†
I (22)
where
HI = (H1, · · · ,Hℓ) (23)
and
RI = diag(R1, · · · ,Rℓ). (24)
This implies that the interference is whitened by multiplying y by R−1/2c .
For analytical tractability, it is assumed firstly that Σ1 = Σ2 = · · · = Σℓ = ΣI . Note
that our assumption is more general than in the literature [Catreux et al. (2000)]-[Kang &
Alouini (2003a)] where all correlation receivematrices for interferers are identity ones, namely
Σ1 = Σ2 = · · · = Σℓ = I . In order to obtain easy-to-compute closed-form expressions
which provide useful insight, we have to assume further that E1 = E2 = · · · = Eℓ = EI ,
Ψ = It and Ψ1 = It1 ,Ψ2 = It2 , · · · ,Ψℓ = Itℓ . These assumptions are valid when the interfering
signals come from approximately same distance from the receiver and the shadowing effects
are small. However, it will lead to a pessimistic estimate of system performance if the total
interfering power is fixed [Ye & Blum (2005)]. Exactly, under these assumptions, what we
will finally obtain is indeed a lower bound on the ergodic capacity for the general case. To
make the problem mathematically tractable, these assumptions are usually adopted for the
performance analysis of MIMO systems [Kang & Alouini (2003a)], [Kang & Alouini (2004b)],
and [Zhang & Cui (2004)]. Moreover, we assume that perfect channel information is available
to the receiver, but the transmitter has no channel information. Then the optimum Rs to
maximize the instantaneous capacity is given by Rs =
Es
t It. For that, we can assume that
Rs =
Es
t It, and R1 = E1It1 ,R2 = E2It2 , · · · ,Rℓ = EℓItℓ .
Under all these assumptions made above, we will derive some statistical expressions only
with respect to the random matrix ρH†(HIH
†
I )
−1H, where ρ = EstEI . It should be noticed that
from Chapter 3 of [Gupta & Nagar (2000)] for the general settings of {Ei} and {Σi} we can
approximate with high precision Rc by only using a single Wishart-distributed matrix (e.g.,
H1H
†
1), and thus (18) can be still used as a good approximating model for the general case.
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3.2 Moment-generating function of mutual information
The instantaneous mutual information I(s,y) between input vector s and output y of the
MIMO link according to (18) is given by Blum et al. (2002)
I(s,y) = log2 | It + Q |, (25)
where
Q = RsH
†R−1c H. (26)
Now let H˜ ∼ CNr,t(0, Σ˜⊗ It) with
Σ˜ = A†Σ−1I A, (27)
here A is defined in (20), and let H˜I ∼ CNr,tI (0, Ir ⊗ ItI ) with
tI =
ℓ
∑
i=1
ti. (28)
From the proof of Theorem 7.4.1 of [Gupta & Nagar (2000)], it can follow that Q can be
reexpressed as
Q = ρH˜†(H˜I H˜
†
I )
−1H˜ (29)
The MGF of mutual information I(s,y) is defined as
M(θ) = EQ[exp(θ I(s,y)/ log2 e)] = EQ | It + Q |θ . (30)
Furthermore, the MGF M(θ) can be written in terms of hypergeometric functions of one
matrix argument over complex field 2 F˜
(r)
1 .
Theorem 1. Suppose that the number of receive antennas for the desired user is equal to or less than
the total number of transmit antenna for the interferers, namely r ≤ tI . Then we have that
M(θ) =
Γ˜r(t + tI)Γ˜r(tI − θ)
Γ˜r(tI)Γ˜r(t + tI − θ) 2
F˜
(r)
1 (−θ, t; t + tI − θ; I− ρΣ˜); (31)
where Γ˜r(·) is the complex multivariate gamma function defined by
Γ˜r(m) = π
r(r−1)/2 r∏
i=1
Γ(m− i + 1). (32)
The proof of Theorem 1 is placed in 6.1.
It should be pointed out that in order to make the problem mathematically tractable, the
assumption of r ≤ tI is usually adopted for the performance analysis of MIMO systems
[Kang & Alouini (2003a)], [Kang & Alouini (2004b)], and [Zhang & Cui (2004)]. In downlink
transmission, this particularly true for small and lightweight hand-held/portable receive
terminals for which the size of practical adaptive array will typically be restricted to one or
two antenna elements.
A general hypergeometric function of one Hermitian matrix argument can be expressed in
terms of scalar hypergeometric functions [Kiessling (2005)], which is of the practical relevance
of Theorem 1.
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The Vandermonde matrix with respect to a p × p diagonal matrix Λ = diag(λ1, λ2, · · · ,λp)
with λ1 > λ2 > · · · > λp can be denoted by
V(Λ) = (λ
p−j
i ) (33)
Lemma 1. Let W be a p × p Hermitian matrix. Define Θ = eig(W) = diag(ω1, . . . ,ωp) with
ω1 > . . . > ωp. Then
m F˜
(p)
n (a1, . . . , am; b1, . . . , bn;W) =
| F |
|V(Θ)| (34)
where F = [ fij] with
fij = ω
p−j
i mFn(a1 − j + 1, . . . , am − j + 1; b1 − j + 1, . . . , bn − j + 1;ωi) (35)
for i, j = 1, 2, . . . , p.
Remark 1. The scalar hypergeometric functions appearing in the above lemma are built-in functions
in computational software packages such as Mathematica.
Remark 2. When some of the ωj’s are equal, we obtain the results as limiting case on the right of (34)
via L’Hospital’s rule.
3.3 Ergodic capacity of MIMO systems
A MGF uniquely defines a probability distribution. Once we can find the MGF of mutual
information, we can determine all moments, including the practically important first moment,
which is also known as ergodic capacity in MIMO literature[Catreux et al. (2000)]-[Kang et al.
(2007)]:
C = EQ I(s,y) = EQ log2 | It + Q | . (36)
The standard approach to determine the ergodic capacity is just to find first the related MGF.
Specially,
C = log2 e ·
∂M(θ)
∂θ
|θ=0. (37)
Furthermore, After a lengthy process (see 6.2 for details), we can obtain the following
expression of the ergodic capacity of MIMO systems in terms of scalar hypergeometric
functions.
Theorem 2. Suppose that r ≤ tI . Let ∆ = eig(Ir − ρΣ˜) = diag(δ1, δ2, · · · , δr) with δ1 > δ2 >
· · · > δr.
a) When r ≤ t, then
C =
r
∑
k=1
t−1
∑
j=0
log2 e
tI − k + 1+ j +
log2 e ·∑rh=1 | D(h) |
|V(∆)| (38)
where D(h) = (di,j(h)) is an r× r matrix satisfying
di,j(h) =
⎧⎪⎨
⎪⎩
∑
j−1
k=0
(−j+1)k(t−j+1)kδr−j+ki
(t+tI−j+1)kk! , j 	= h
hi,j − (∑t−jb=0 1tI+b ) ∑
j−1
k=0
(−j+1)k(t−j+1)kδr−j+ki
(t+tI−j+1)kk! , j = h
(39)
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b) When r > t, then
C =
r
∑
k=1
t−1
∑
j=0
log2 e
tI − k + 1+ j +
log2 e ·∑th=1 | D(h) |
|V(∆)| (40)
where D(h) = (di,j(h)) is an r× r matrix satisfying
di,j(h) =
⎧⎪⎪⎨
⎪⎪⎩
∑
j−1
k=0
(−j+1)k(t−j+1)kδr−j+ki
(t+tI−j+1)kk! , j 	= h, j ≤ t
δ
r−j
i , j 	= h, j > t
hi,j − (∑t−jb=0 1tI+b ) ∑
j−1
k=0
(−j+1)k(t−j+1)kδr−j+ki
(t+tI−j+1)kk! , j = h.
(41)
Here
hi,j = δ
r−j
i
Γ(t + tI − j + 1)
Γ(tI)Γ(t− j + 1)
∫ 1
0
xt−j(1− x)tI−1(1− δix)j−1[ln(1− δix)− ln(1− x)]dx. (42)
3.4 Numerical examples and remarks
Now we offer some numerical examples validating the analysis and showing the effect of
various systemparameters on the ergodic capacity ofMIMO systems. For simplicity, we adopt
the correlation model of exponential type (see [Loyka (2001)] and [Kiessling (2005)]) at the
receiver with
Σ = [β|i−j|] (43)
ΣI = [β
|i−j|
I ] (44)
The correlation coefficients β and βI are for the desired user and interferers, respectively. They
range from 0 to 1. Here 0 means that the correlation is the weakest, and 1 means that the
correlation is the strongest. Furthermore, the SIR in dB is defined by 10 log10
(
Es
tI EI
)
which
characterizes the signal to interference ratio in the considered physical condition.
The ergodic capacity versus the SIR is depicted in Fig.1 where the four curves are shown for
four different correlation coefficients equal to β = 0.3, 0.6, 0.8, 0.9, respectively. The considered
MIMO system possesses 4 transmit antennas and 4 receive antennas with 10 interfering
antennas. The correlation coefficient βI is set at 0.4. As expected, the ergodic capacity decreases
with increasing β. It can be further seen that the effect of strong correction on the capacity is
significant.
Fig.2 depicts the ergodic capacity versus the SIR for four different correlations. The four
curves in Fig.2 are shown for interfering correlation coefficients equal to βI = 0.3, 0.6, 0.8, 0.9,
respectively. The consideredMIMO system is with 2 transmit antennas and 4 receive antennas
and interfered by a user with 8 antennas. The correlation coefficient is set at β = 0.5. It can be
seen from Fig.2 that the impact of correlation for interferers on the ergodic capacity increases
with increased interfering correlation coefficient βI . Therefore, the interference correlation is
beneficial, especially the strong correlation.
Simulation results are included in Figs.1-2 for comparison. Each point in the simulation curves
are obtained by averaging over 100, 000 independent computer runs. The theoretical and
simulation results are nearly identical verifying the validity of the theory. Consequently, in
the following evaluations, we only consider the theoretical results.
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Fig. 1. Ergodic capacity versus SIR for different signal channel correlations.
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Fig. 2. Ergodic capacity versus SIR for different interfering correlations.
In Fig.3, a MIMO system with 4 transit antennas and 4 receive antennas is considered. We
assume only 1 interferer is involved in this system. We observe the ergodic capacities with
various interference antennas. In Fig.3, the four curves correspond to the number of total
interfering transmit antennas tI = 4, 5, 6, 7, respectively. It can be observed that the ergodic
capacity drops as tI increases, and the drop becomes gradually slow.
Finally, in Fig.4, we compare our analytical results (neglecting the noise component) with the
Monte-Carlo simulation results with Gaussian noise involved in the corresponding physical
conditions. We set the transmit power in the interest system at 30dB, and let β and βI be qual
to 0.4 and 0.8, respectively. Furthermore, we assume the system is interfered by a user with 10
antennas. We plot the curves with t = r = 2, 3 and 4, respectively. As shown in the figure, our
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Fig. 3. Ergodic capacity versus SIR for various interfering antenna configurations.
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Fig. 4. Ergodic capacity versus SIR for various antenna configurations.
analytical results match the simulation results under low SIRs, however, we lose the precision
gradually as SIR grows.
4. Outage performance of TRD MIMO systems with interference and correlation
4.1 System model
Suppose the intended user employs r antennas to receive signals transmitted from t antennas.
The channels that link the t transmit and r receive antennas are characterized by an r× t matrix
H, which is assumed to follow the joint complex Gaussian distribution with mean matrix M
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and covariance matrix Σ⊗Ψ. Symbolically, we will write
H ∼ CNr,t(M,Σ⊗Ψ) (45)
where Ψ and Σ define the correlation structure at the transmit and receive ends, respectively.
It is assumed that the intended signal is corrupted by ℓ independent interferers, and the ith
interferer transmits its signal with ti antennas where i = 1, . . . , ℓ. The desired information
symbol b0 is weighted by the transmit beamformer u before being feeded to the t transmit
antennas. The transmit beamformer is normalized to have a unit norm u†u = 1 so that the
transmit energy equals Es = |b0|2. The r × 1 vector at the desired user’s receiver can thus be
written as
y = b0Hu +
ℓ
∑
i=1
Hisi + n, (46)
where Hi is the r × ti the channel matrix characterizing the links from the desired user’s r
receive antennas to the ti transmit antennas of interferer i; and si is the symbols transmitted
by interferer i, such that E [sis†i ] = EiIti with Ei denoting the average symbol energy. In the
way similar to defining H, we assume
Hi ∼ CNr,ti(Mi,Σi ⊗Ψi) (47)
We assume the additive noise vector n to follow the r × 1 complex Gaussian distribution of
mean zero and covariance matrix Rn. Conditioned on Hi, i = 1, . . . , ℓ, the covariance matrix
of interference-plus-noise component is given by
Rc =
ℓ
∑
i=1
EiHiH
†
i + Rn. (48)
4.2 Formulation
The TRD system transmits one symbol at a time, and employs a weighting vector
w to combine received vector y to form a single decision variable. The transmit and
receive weighting vectors, u and w should be chosen to maximize the output signal to
interference-plus-noise ratio (SINR) at every time instant, as defined by
γ =
w†(Hu)(Hu)†w
w†En
[
(∑ℓi=1 Hisi + n)(∑
ℓ
i=1 Hisi + n)
†
]
w
(49)
where En denotes the expectation with respect to n. The result of expectation equals Rc
given in (48). Optimization of γ is the problem of Rayleigh quotient. Given the channel-state
information and conditional on u, we optimize γ with respect to w to obtain [Kang & Alouini
(2004b)]
γ(u) =
u†(EsH
†R−1c H)u
u†u
(50)
where we have used the fact that u†u = 1 to represent the second line in the form of Rayleigh
quotient. Thus, we can upper bound γ(u) by
γmax = λ(1) (51)
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where λ(1) ≥ λ(2) ≥ · · · λ(q) are the non-zero eigenvalues of the matrix product
F = EsH
†R−1c H (52)
in the descending order, and v(1), v(2), · · · , v(q) are their corresponding eigenvectors.
The non-ordered eigenvalues and eigenvectors will be denoted by λ1, λ2, · · · ,λq and
v1,v2, · · · , vq, respectively.
The outage probability of TRD systems can be defined directly in terms of the instantaneous
SINR γmax = λ(1) or by channel capacity [Kang et al. (2003)]
C = log2(1+ λ(1)). (53)
Both leads to the same expression for an outage event: λ(1) < Λ, but with the protection ratio
Λ defined differently as shown by
Λ =
{
γ0, outage in terms of γ
2C0 − 1, outage in terms of C. (54)
In either case, we can write the outage probability as
Pout = Pr{λ(1) < Λ}. (55)
To determine the outage performance, the central issue is to determine the probability density
function (PDF) of λ(1) or equivalently, its cumulative density function (CDF).
Determination of the CDF of the principal eigenvalue of a rank-q non-negative definite matrix
of the form F = EsH†R−1c H has been addressed intensively in the literature [Muirhead (1982)].
The predominantmethodology, however, is to arrange the sample eigenvalues in a descending
order and then to determine the PDF of the largest one. The methodology is also prevailing
in the area of communications [Kang & Alouini (2004b)]. Such methodology, however, often
leads to mathematically intractability except for some simple cases. In this paper, we therefore
consider the non-ordered sample eigenvalues instead. The key step is to represent the outage
event λ(1) < Λ, alternatively, by virtue of non-ordered eigenvalues. To this end, we write the
sample space
{F : λ(1) < Λ)} = {F : ∩qi=1 (λi < Λ)}. (56)
The right-hand side is further expressible in matrix form. Hence,
{F : λ(1) < Λ} = {F : F < ΛI} (57)
where F < ΛI means that (ΛI− F) is a positive definite matrix. The equivalence of the two
expressions is obvious, in much the same way as what we do in selection combining. Let V
denote the matrix of eigenvectors of F. Namely, V = (v1, · · · ,vq, · · · ,vt). Hence we can write
ΛI− F = Vdiag(Λ− λ1, · · · ,Λ− λq, 0, · · · , 0)V† (58)
The positive definiteness of (ΛI− F) implies that all of eigenvalues Λ − λi are positive, and
vice versa, thus showing the correctness of (57). This equivalence was previously used in
Chapter 9 of [Muirhead (1982)].
We use it here to represent the outage probability yielding
Pout = Pr{F < ΛI}. (59)
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The matrix representation of outage event, though simple in principle, provides a novel
framework to tackle the outage issue of the optimal TRD system. The key to success along
this direction is to find the joint cumulative distribution function of matrix F.
For ease of presentation, we define variables
u = max{r, t} (60)
v = min{r, t} (61)
and the v× u complex matrix
Υ =
{
Σ
−1/2MΨ−1/2, r < t
Ψ
−1/2M†Σ−1/2, t ≤ r. (62)
4.3 Outage performance with co-channel interference
We first proceed to operational environments with co-channel interference. For mathematical
tractability, let us first simplify the interference covariance matrix given in (48). We assume
that the operating environment is interference-dominated, so that the noise component is
negligible. Hence, we can rewrite (48) as
Rc =
ℓ
∑
i=1
EiHiH
†
i (63)
where HiH
†
i ∼ CWr(ti,Σi). For the case with E1 = E2 = · · · = Eℓ = EI and Σ1 = Σ2 = · · · =
Σℓ = ΣI , it is easy to use Theorem 3.2.4 of Muirhead [Muirhead (1982)] to assert that Rc, up to
a factor of EI , follows the Wishart distribution, as shown by
Rc ∼ CWr(tI ,ΣI) (64)
where tI = ∑
ℓ
i=1 ti. Clearly, this is the extension of the closure property of chi-square
distribution. For the general setting of Ei’s, we can accurately approximateRc by using a single
Wishart-distributed matrix, say Q1, in much the same as what we do for a sum of chi-square
variables [Pearson & Hartley (1976)]. The resulting matrix Q1 has the following distribution
Q1 ∼ CWr(t1,Σ1), (65)
for which the parameters t1 and Σ1 can be determined by equating the first two moments of
Q1 and Rc; for details, see Chapter 3 of [Gupta & Nagar (2000)]. From the above analysis, it
follows that we can use a single a Wishart-distributedmatrix, say Q1, to replace Rc to simplify
the analysis. It also follows that t1 is usually much greater than the number of antennas of the
intended user. Thus, without loss of the generality, we can write the decision matrix (52) as
F = (Es/E1)H
†Q−11 H (66)
whereby, for a given power protection ratio Λ, the outage probability can be written as
Pout(x) = Pr{F < ΛI}
= Pr{J < xI} (67)
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where x = ΛE1/Es and J is defined in terms of random channel matrices H and Q1, as shown
by
J = H†Q−11 H. (68)
We assume the signal suffers from Rician fading so that the corresponding channel matrix
H ∼ CNr,t(M,Σ ⊗ Ψ). Suppose that the interferer employs t1 transmit antennas such that
r ≤ t1. We also assume that the t1 channel-gain vectors for the interferer that link each transmit
antenna to the r receive antennas are independent and identically distributed as CNr(0,Σ1).
Then, we can assert that Q1 ∼ CWr(t1,Σ1). Under these assumptions and by introducing the
following matrix notations:
∆ =
{
Σ
−1
Σ1, t ≤ r
Ψ
−1, r < t (69)
and
Θ =
{
Σ
−1
Σ1, r < t
Ψ
−1, t ≤ r (70)
we can explicitly work out the outage probability defined in (67), obtaining results
summarized in the following theorem. The proof of this theorem is placed in 7.1.
Theorem 3. The outage probability of the optimal TRD system with co-channel interference is given
by
Pout(x) = d
∞
∑
k=0
xuv+k
k! ∑κ
[t + t1]κ
[u + v]κ
Pκ(Υ,∆,Θ) (71)
where
d =
Γ˜v(t + t1)Γ˜v(v)
Γ˜v(t + t1 − u)Γ˜v(u + v)
|∆|v|Θ|u · etr[−ΥΥ†]
The above generalized Hermite polynomial Pκ(·, ·, ·), though difficult in numerical calculation
[Gupta & Nagar (2000)], serve as a fundamental tool in the study of the distribution of some
quadratic forms. Eq.(71) is a general formula, providing a solid foundation for further study.
This combination can be treated as a special Rayleigh case by setting M = 0. Namely, H ∼
CNr,t(0,Σ⊗Ψ). With the condition, Theorem 3 leads to the following corollary.
Corollary 1. Let M = 0. Then
Pout(x) = d1x
uv
2 F˜
(u,v)
1 (u, t + t1; u + v; x∆,−Θ) (72)
where
d1 =
∼
Γv(t + t1)
∼
Γv(v)
∼
Γv(t + t1 − u)
∼
Γv(u + v)
|∆|v|Θ|u (73)
The corollary is made by inserting M = 0 into (71) and invoking Property 9 in Section 2 (i.e.
the complex counterpart of Expression (1.8.3) in [Gupta & Nagar (2000)]).
Our concern is whether (72) can be further simplified. To this end, we note that when r = t, the
hypergeometric function 2 F˜
(u,v)
1 involved in (72) can be converted to scalar hypergeometric
functions which are much easier to calculate by using for example, the built-in functions in
Matlab, Mathematica and Maple. The simplification can be done by invoking the following
lemma (see Lemma 2 in [Kiessling (2005)]).
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Lemma 2. Let A = eig(X) = diag(λ1, . . . ,λp) and B = eig(Y) = diag(ω1, . . . ,ωp) with λ1 >
. . . > λp and ω1 > . . . > ωp. Furthermore define
Γp(p) =
p
∏
i=1
Γ(p− i + 1), (74)
αp(A) = ∏
i<j
(λi − λj) (75)
and
Ψ
p
n(b) =
p
∏
i=1
n
∏
j=1
(bj − i + 1)i−1 (76)
for b = (b1, b2, . . . , bn). Then
m F˜
(p,p)
n (a1, . . . , am; b1, . . . , bn;X,Y) =
Γp(p)Ψ
p
n(b) | L |
αp(A)αp(B)Ψ
p
m(a)
(77)
where L = [lij] with
lij = mFn(a1 − p + 1, . . . , am − p + 1; b1 − p + 1, . . . , bn − p + 1; λiωj) (78)
for i, j = 1, 2, . . . , p.
When some of the λi’s or ωj’s are equal, we obtain the results as limiting case on the right of
(77) via L’Hospital’s rule (see [Kiessling (2005)] for a detail process.)
Let us return to the general case with r 	= t. There is a simple method to convert this problem
into the corresponding one with r = t. The basic skill is to obtain the exact outage probability
as the result of a limiting process. The interested reader is referred to [Kiessling (2005)] for
details. By the same token, we can simplify (72) to obtain an alternative expression which is
much easier in numerical calculation.
Corollary 2. Let D∆ = eig(∆) = diag(δ1, . . . , δu) and DΘ = eig(Θ) = diag(θ1, . . . , θv) with
δ1 > . . . > δu and θ1 > . . . > θv. Then
Pout(x) = d2x
uv−u(u−1)/2|Z| (79)
where d2 is defined as follows
d2 =
(−1)u(u−1)/2Γv(v)[Γ(t + t1 − u + 1)]v|∆|v|Θ|v
Γv(t + t1 − u)[Γ(v + 1)]vαu(D∆)αv(DΘ)
(80)
and the entries of matrix Z = [zij] are given by
zij =
⎧⎨
⎩
2F1(1, t + t1 − u + 1; v + 1;−xθiδj), i ≤ v;
(xδj)
(i−v−1), i > v.
(81)
The expression in (71) is a general result. Its correctness can be examined by showing that the
main result of [Kang & Alouini (2004b)] is one of its special cases.
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Corollary 3. Let M = 0 and Ψ = It. Then
Pout(x) =
v
∏
i=1
| β( x1+x ) | ·Γ(t + t1 − i + 1)
Γ(t + t1 − u− i + 1)Γ(u− i + 1)Γ(v− i + 1) (82)
where β(y) is an v× v matrix function of the scalar y with entries
[β(y)]ij = βy(u− v + i + j− 1, t1 − r + 1).
The function βy(p, q) is called the incomplete beta function (see [Gradshteyn&Ryzhik (1994)],
Eqn.[8.391]).
This result is exactly the same as Eqn.(11) of [Kang & Alouini (2004b)]. The proof is a little
complicated, yet not important to us, and thus is omitted.
4.4 Outage performance without co-channel interference
When co-channel interference is absent, we can set Ei = 0, i = 1, . . . , ℓ to rewrite (48) as
Rc = N0Φn (83)
where Φn has been normalized to signify the branch noise correlation matrix whereas N0
denotes the noise variance at each branch. Now we need a difference treatment due to the
replacement of the random matrix summation Rc = ∑
ℓ
i=1 EiHiH
†
i with a constant matrix
N0Φn in the quadratic form F. Nevertheless, the procedure is parallel.
Given the change in covariance matrix Rc, we need to modify x and J accordingly, as shown
by
x = ΛN0/Es, J = H
†
Φ
−1
n H. (84)
Correspondingly, matrices ∆ and Θ are modified to
∆ =
{
Σ
−1
Φn, t ≤ r
Ψ
−1, r < t. (85)
and
Θ =
{
Σ
−1
Φn, r < t
Ψ
−1, t ≤ r. (86)
With these notations, we can write Pout = Pr{J < xI} which, after some manipulations as
shown in 7.2, leads to the following result.
Theorem 4. The outage probability of the optimal TRD system without co-channel interference is
given by
Pout(Q < xI) = c
∞
∑
k=0
xuv+k
k! ∑κ
Pκ(Υ,∆,Θ)
[u + v]κ
(87)
where
c =
Γ˜v(v)
Γ˜v(u + v)
|∆|v|Θ|u · etr[−ΥΥ†]. (88)
An important case is Rayleigh faded signals for which M = 0 and (87) can be simplified.
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Corollary 4. when M = 0, we have that
Pout = c1x
uv
1 F˜
(u,v)
1 (u; u + v; x∆,−Θ) (89)
where
c1 =
Γ˜v(v)
Γ˜v(u + v)
|∆|v|Θ|u. (90)
This corollary’s proof is similar to that of Corollary 2 and thus is omitted.
Similar to 2 F˜
(u,v)
1 , the hypergeometric function 1 F˜
(u,v)
1 involved in (89) can be also
easily calculated by representing it in terms of scalar hypergeometric functions for ease of
calculation. Specifically, by using the same techniques as used by Kiessling [Kiessling (2005)],
we can obtain the following corollary.
Corollary 5. Let D∆ = eig(∆) = diag(δ1, . . . , δu) and DΘ = eig(Θ) = diag(θ1, . . . , θv) with
δ1 > . . . > δu and θ1 > . . . > θv.
Pout(x) = c2x
uv−u(u−1)/2|Y| (91)
where c2 is given by
c2 =
(−1)u(u−1)/2Γv(v)|∆|v|Θ|v
[Γ(v + 1)]vαu(D∆)αv(DΘ)
, (92)
and the entry of the matrix Y = [yij] is given by
yij =
{
1F1(1; v + 1;−xθiδj), i ≤ v;
(xδj)
(i−v−1), i > v. (93)
To examine the correctness of our results given in (89), let us consider the special case of
independent noise and i.i.d. fading Rayleigh channels such that Φn = I and Ψ = Σ = I. These
conditions, when inserted into (89) and simplified, leads to (94) shown below.
Corollary 6. Let Φn = I and Ψ = Σ = I. Then
Pout =
| A(x) |
∏
v
k=1 Γ(u− k + 1)Γ(v− k + 1)
(94)
where A(x) is a v× v matrix function with its (i, j)th entries given by
[A(x)]ij = γ(u− v + i + j− 1, x)
for i, j = 1, 2, . . . , v.
This result is identical to the corresponding one in [Dighe et al. (2001)] and [Kang & Alouini
(2003b)]. If we further set v = 2, then (94) can be rewritten as
Pout =
γ(u− 1, x)γ(u + 1, x)− γ(u, x)2
Γ(u)Γ(u− 1) , (95)
which is exactly the same as the known result described in [Kang & Alouini (2004a)]. Its proof
is not difficult but not important and thus, is omitted.
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4.5 Numerical results and remarks
The validity of Theorem 3 and Theorem 4 has been rigorously examined by showing that they
includemost of existing results in the literature as special cases. In this section, we examine the
correctness of Corollary 1 and Corollary 4 with numerical results. For simplicity, we assume
that the spatial correlation among antennas follows the exponential model with correlation
between antennas p and q given by c(p, q) = g|p−q| exp(j(p − q)π/12). Physically, g|p−q|
denotes the correlation magnitude, and g stands for the correlation coefficient.
We assume that the receiver is equipped with r antennas for the reception of Rayleigh
faded signals from t intended transmit antennas. The received signals are corrupted by
Rayleigh faded interference from ℓ interferers. Thus, Corollaries 2 and 5 are applicable in
theoretical evaluation. Simulation results are also included for comparison. Each point in the
simulated curves is produced by averaging over at least 100, 000 independent computer runs.
Throughout this section, we set t = 4 and r = 2, and assume that the correlation at the
intended transmit and receive ends is characterized by gt and gr, respectively.
We first investigate the case with co-channel interference. For ease of illustration, assume
the presence of only one co-channel interferer (i.e., ℓ = 1) which employs t1 antennas for
transmission. Further assume that the correlation structure at the both sides of the t1 × r
interfering channel matrix is the same, characterized by g1.
Fig.5 shows the variation of outage probability with the number of the interferer’s transmit
antennas. The parameter setting is: gt = 0.5, gr = 0.9, and g1 = 0.5. The curves in the figure
are for t1 = 2, 3, 4, 10, 14, respectively. As expected, the outage performance becomes worse
as t1 increases, but the decrease magnitude becomes smaller and smaller. It is also observed
that the simulated results coincide with their theoretical counterparts.
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Fig. 5. Variation of outage probability with the number of interfering antennas.
The influence of the interferer’s correlation coefficient on the outage probability is shown in
Fig 6 where t1 is set to 3 and the three curves are shown for g1 = 0.3, 0.8 and 0.9, respectively.
Other parameters are set to be gt = 0.5 and gr = 0.95. We observe that over the region
of moderate and high SIR, the outage performance improves with increased g1. This is is
easy to understand since a higher interference correlation implies a sharper directional beam
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which is easier to be nullified by using interference-covariance matrix inversion involved in
our quadratic form. Clearly, unlike the effect of the intended user’s correlation, the spatial
correlation of co-channel interference is an advantage to the outage performance of TRD
systems. From these curves, we can see, again, a nearly perfect agreement between the
theoretical and simulated results.
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Fig. 6. Influence of interference correlation g1 on the outage performance.
In Fig.7, the outage probability versus the number of transmit antennas under different SIRs
are plotted. The parameters are set at r = 2, gt = 0.5, gr = 0.9 and g1 = 0.5. The three curves in
the figure are for SIR= 10dB, 15dB and 20dB, respectively. As shown in the figure, the outage
performances improves almost linearly with the number of transmit antennas t increasing.
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Fig. 7. Influence of signal transmit correlation on the outage probability.
Fig.8 considers the case when 2 interfering users involved. The 2 interfering channel matrixes
are with the same correlation coefficient g1 = 0.5, in the receive end. The equivalent t1 and
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Σ1 are determined by equating the first two moments of Q1 and Rc as we introduced in
the previous section. The other parameters are set at t = 3, r = 3, gt = 0.5 and gr = 0.9.
We observe the loss of precision as we change the interference power distribution which is
denoted by a ratio ǫ = E1/E2. It is shown in the figure that our analysis has high precision
when the ratio ǫ is close to 1, however, when the ratio loses balance, say ǫ = 5, the theory
curve can only be considered as a lower bound of the real performance.
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Fig. 8. Influence of the number of transmit antennas on the outage probability.
We next consider the case without co-channel interference. Fig.9 shows the outage probability
as a function of SIR for different values of gt. Here we set gr = 0.5. The three curves are for
gt = 0.1, 0.5 and 0.9, respectively. It is clear that the outage performance drops with increased
transmit correlation coefficient gt. This is quite intuitive since high transmit correlationmeans
the lose of more degrees of freedom in transmit diversity. A perfect agreement between
simulation and theoretic results are observed again.
5. Conclusions
Wireless transmission using multiple antennas has attracted much interest due to its
capability to exploit the tremendous capacity inherent in MIMO channels. However, the
performance of MIMO systems is very sensitive to the presence of co-channel interference
or spatial fading correlation. In this chapter, based on the theory of complex matrix variate
distributions, we have investigated the performance of MIMO systems in the presence of
both co-channel interference and spatial correlation. We first have derived several exact
closed-form expressions of the MIMO ergodic capacity in Rayleigh fading environments,
and demonstrated by experimentation the influences of co-channel interference and spatial
correlation on the ergodic capacity. Then we have tackled the outage performance issue
of MIMO systems with optimal transmit/receive diversity, and obtained two formulas of
outage probability for general cases of Rayleigh faded signals with and without Rayleigh
faded interference, respectively. Finally, we have presented numerical results to validate
the theoretical analysis of outage probability. It can been found that the theoretical analysis
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Fig. 9. Influence of the interference power distribution on the outage probability.
of MIMO systems with co-channel interference and spatial correlation depends heavily on
multivariate statistics knowledge, especially the theory of matrix variate distributions.
6. Appendix: Proofs of theorem 1 and theorem 2 in section 3
6.1 Proof of theorem 1
Proof of Theorem 1 : a) Suppose that t ≤ r. From Equation (61) of [Khatri (1966)], the PDF of the
random matrix Q can be written as
f (Q) =
Γ˜r(t + tI)
Γ˜r(tI)Γ˜t(r)
|ρIt|−r|Σ˜|−t|Q|r−t
|It + (qρ)−1Q|−(t+tI) 1 F˜(t,r)0 (t + tI ,Q(qρIt + Q)−1, Ir − qΣ˜−1) (96)
where q is an arbitrary scalar constant. Let q = ρ−1. Then we get after simplifying
f (Q) =
Γ˜r(t + tI)
Γ˜r(tI)Γ˜t(r)
|ρΣ˜|−t|Q|r−t
|It + Q|−(t+tI) 1 F˜(t,r)0 (t + tI ,Q(It + Q)−1, Ir − (ρΣ˜)−1) (97)
Make the transformation
L = (It + Q)
−1Q, (98)
and the Jacobian of the transformation is given by Equation (5.1.3) of [Khatri (1965)]
J(Q;L) = |It − L|−2t (99)
Thus the MGF of mutual information I(s,y) is expressed as
M(θ) =
∫
Q>0
|I + Q|θ f (Q)dQ
=
Γ˜r(t + tI)
Γ˜r(tI)Γ˜t(r)|ρΣ˜|t
∫
0<L<It
|L|r−t|I− L|tI−r−θ 1 F˜(t,r)0 (t + tI ,L, Ir − (ρΣ˜)−1)dL (100)
177Analysis of MIMO Systems in the Presence of Co-channel Interference and Spatial Correlation
www.intechopen.com
Using Equation (7) of [Khatri (1966)] and Definition 2 here, we further have
M(θ) =
Γ˜r(t + tI)Γ˜t(t + tI − r − θ)
Γ˜r(tI)Γ˜t(t + tI − θ)
|ρΣ˜|−t 2 F˜(t,r)1 (t + tI , r; t + tI − θ; It, Ir − (ρΣ˜)−1). (101)
From Equation (54) of [Shin & Lee (2003)] or Property 2 in Section 2, we have
Cκ(It)
Cκ(Ir)
=
[t]κ
[r]κ
(102)
Therefore, we have by noting relationship between the hypergeometric function of two matrix
arguments and the hypergeometric function of one matrix argument (involving Property 2
and Property 6)
2 F˜
(t,r)
1 (t + tI , r; t + tI − θ; It, Ir − (ρΣ˜)−1) = 2 F˜
(r)
1 (t + tI , t; t + tI − θ; Ir − (ρΣ˜)−1) (103)
Applying (49) of James [James (1964)] to the above expression, we further get
M(θ) =
Γ˜r(t + tI)Γ˜t(t + tI − r− θ)
Γ˜r(tI)Γ˜t(t + tI − θ)
|ρΣ˜|−t 2 F˜(r)1 (t + tI , t; t + tI − θ; Ir − (ρΣ˜)−1)
=
Γ˜r(t + tI)Γ˜t(t + tI − r− θ)
Γ˜r(tI)Γ˜t(t + tI − θ) 2
F˜
(r)
1 (−θ, t; t + tI − θ; Ir − (ρΣ˜)). (104)
It is obvious that
Γ˜t(t + tI − r− θ)
Γ˜t(t + tI − θ)
=
Γ˜r(tI − θ)
Γ˜r(t + tI − θ)
(105)
Thus we obtain the desired result
M(θ) =
Γ˜r(t + tI)Γ˜r(tI − θ)
Γ˜r(tI)Γ˜r(t + tI − θ) 2
F˜
(r)
1 (−θ, t; t + tI − θ; I− ρΣ˜). (106)
b) Now we consider the case where r ≤ t. It follows easily that
|I + Q| = |I + F| (107)
where F = R˜−1/2H˜H˜†R˜−1/2. In order to get an expression of M(θ) , we can make use of the
PDF of the randommatrix F to replace the PDF of Q . Based on Equation (62) of [Khatri (1965)],
the PDF of the random matrix F is given by
f (F) =
Γ˜r(t + tI)
Γ˜r(tI)Γ˜r(t)
|ρΣ˜|−t|F|t−r
·|Ir + (qρΣ˜)−1F|−(t+tI) 1 F˜(r,t)0 (t + tI ,F(qρΣ˜ + F)−1, It − qIt) (108)
where q is an arbitrary scalar constant. By taking q → ∞, the PDF of F can be rewritten as
f (F) =
Γ˜r(t + tI)
Γ˜r(tI)Γ˜r(t)
|ρΣ˜|−t|F|t−r 1 F˜(r,t)0 (t + tI , F(ρΣ˜)−1,−It). (109)
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From Definitions 2 and 3, we obtain with the help of Equation (90) of James [James (1964)]
f (F) =
Γ˜r(t + tI)
Γ˜r(tI)Γ˜r(t)
|ρΣ˜|−t|F|t−r 1 F˜(r)0 (t + tI , (ρΣ˜Ir)−1F)
=
Γ˜r(t + tI)
Γ˜r(tI)Γ˜r(t)
|ρΣ˜|−t|F|t−r|Ir + (ρΣ˜Ir)−1F|−(t+tI). (110)
Thus the MGF of mutual information I(s,y) can be expressed as
M(θ) =
∫
F
|I + F|θ f (F)dF
=
Γ˜r(t + tI)
Γ˜r(tI)Γ˜r(t)|ρΣ˜|t
∫
F>0
|F|t−r|Ir + F|θ |Ir + (ρΣ˜Ir)−1F|−(t+tI)dF. (111)
Using Problem 1.18 of [Gupta & Nagar (2000)], we get the following desired result with the
help of (49) of James [James (1964)]
M(θ) =
Γ˜r(t + tI)Γ˜r(tI − θ)
Γ˜r(tI)Γ˜r(t + tI − θ) 2
F˜
(r)
1 (−θ, t; t + tI − θ; I− ρΣ˜). (112)
6.2 Proof of theorem 2
Proof of Theorem 2: By Theorem 1 we get
C = log2 e ·
∂M(θ)
∂θ
|θ=0
= log2 e ·
∂
∂θ
{ Γ˜r(t + tI)Γ˜r(tI − θ)
Γ˜r(tI)Γ˜r(t + tI − θ) 2
F˜
(r)
1 (−θ, t; t + tI − θ; I− ρΣ˜)}
= log2 e ·
∂
∂θ
{ Γ˜r(t + tI)Γ˜r(tI − θ)
Γ˜r(tI)Γ˜r(t + tI − θ)
} |θ=0 2 F˜(r)1 (0, t; t + tI ; I− ρΣ˜)
+ log2 e ·
∂
∂θ
{ 2 F˜(r)1 (−θ, t; t + tI − θ; I− ρΣ˜)} |θ=0
= log2 e(A + B) (113)
In what follows, we will derive expressions of A and B in order to compute C. By (87) of James
[James (1964)], we can have
2 F˜
(r)
1 (0, t; t + tI ; I− ρΣ˜) = 1. (114)
For an integer r ≤ a, we get with the definition of gamma function
∂
∂θ
Γr(a− θ) |θ=0 = ∂∂θ
r
∏
i=1
Γ(a− θ− i + 1) |θ=0
=
r
∑
k=1
r
∏
i=1,i 	=k
Γ(a− i + 1) ∂
∂θ
Γr(a− k− θ + 1) |θ=0
= −Γr(a)
r
∑
k=1
ψ(a− k + 1) (115)
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Here ψ(·) is the digamma function defined by (8.360) of [Gradshteyn & Ryzhik (1994)]
ψ(x) =
Γ′(x)
Γ(x)
. (116)
With the help of (8.365) in [Gradshteyn & Ryzhik (1994)], we can have
A =
∂
∂θ
{Γr(tI − θ)
Γr(tI)
} |θ=0 + ∂∂θ {
Γr(t + tI)
Γr(t + tI − θ) } |θ=0
=
r
∑
k=1
ψ(t + tI − k + 1)−
r
∑
k=1
ψ(tI − k + 1)
=
r
∑
k=1
t−1
∑
j=0
1
tI − k + 1+ j (117)
Now we consider how to compute B. From Lemma 1 it is known that
2 F˜
(r)
1 (−θ, t; t + tI − θ; I− ρΣ˜) =
| G |
|V(∆)| (118)
where G = [gi,j] with
gi,j = δ
r−j
i 2F1(−θ− j + 1, t− j + 1; t + tI − θ − j + 1; δi) (119)
for i, j = 1, 2, . . . , r. In particular, we get by (3) of James [James (1964)]
gi,j |θ=0=
j−1
∑
k=0
(−j + 1)k(t− j + 1)kδr−j+ki
(t + tI − j + 1)kk!
. (120)
a) For r ≤ t, it follows with the help of (48) of James [James (1964)]
∂gi,j
∂θ
|θ=0 = δr−ji
∂
∂θ
Γ(t + tI − θ − j + 1)
Γ(tI − θ)Γ(t− j + 1)
∫ 1
0
xt−j(1− x)tI−θ−1(1− δix)j−1+θdx |θ=0
= δ
r−j
i
Γ(t + tI − j + 1)
Γ(tI)Γ(t− j + 1)
∫ 1
0
xt−j(1− x)tI−1(1− δix)j−1[ln(1− δix)− ln(1− x)]dx
+δ
r−j
i (ψ(tI)− ψ(tI + t− j + 1)) 2F1(−j + 1, t− j + 1; t + tI − j + 1; δi)
= δ
r−j
i
Γ(t + tI − j + 1)
Γ(tI)Γ(t− j + 1)
∫ 1
0
xt−j(1− x)tI−1(1− δix)j−1[ln(1− δix)− ln(1− x)]dx
−(
t−j
∑
b=0
1
tI + b
)
j−1
∑
k=0
(−j + 1)k(t− j + 1)kδr−j+ki
(t + tI − j + 1)kk!
. (121)
Therefore, we have when r ≤ t
B =
∂
∂θ
{ 2 F˜(r)1 (−θ, t; t + tI − θ; I− ρΣ˜)} |θ=0
=
∑
r
h=1 | D(h) |
|V(∆)| (122)
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where D(h) = (di,j(h)) with
di,j(h) =
⎧⎪⎨
⎪⎩
∑
j−1
k=0
(−j+1)k(t−j+1)kδr−j+ki
(t+tI−j+1)kk! , j 	= h
hi,j −∑t−jb=0 1tI+b ∑
j−1
k=0
(−j+1)k(t−j+1)kδr−j+ki
(t+tI−j+1)kk! , j = h.
(123)
Here hi,j is defined by
hi,j = δ
r−j
i
Γ(t + tI − j + 1)
Γ(tI)Γ(t− j + 1)
∫ 1
0
xt−j(1− x)tI−1(1− δix)j−1[ln(1− δix)− ln(1− x)]dx (124)
b) When t < r, we note that for j > t
gi,j =
j−1−t
∑
k=0
(−θ− j + 1)k(t− j + 1)kδr−j+ki
(t + tI − j + 1− θ)kk!
. (125)
After some column operations on the determinant |G|, we can have for t < r
B =
∑
t
h=1 | D(h) |
|V(∆)| (126)
where D(h) = (di,j(h)) with
di,j(h) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∑
j−1
k=0
(−j+1)k(t−j+1)kδr−j+ki
(t+tI−j+1)kk! , j 	= h, j ≤ t
δ
r−j
i , j 	= h, j > t
hi,j −∑t−jb=0 1tI+b ∑
j−1
k=0
(−j+1)k(t−j+1)kδr−j+ki
(t+tI−j+1)kk! , j = h.
(127)
7. Appendix: Proofs of theorem 3 and theorem 4 in section 4
7.1 Proof of theorem 3
The Distributions of quadratic forms in matrix argument have been investigated extensively
by many authors. For more details, the reader is referred to [Gupta & Nagar (2000)] and
[Mathai et al. (1995)]. In order to prove Theorem 3, we first extend a lemma for real data
to its complex counterpart to obtain the following.
Lemma 3. Let X ∼ CNm,n(M,Σ⊗Ψ), Σ > 0,Ψ > 0 and let A be a n× n Hermite positive definite
matrix. Then the PDF of quadratic form S = XAX† is given by
f (S) = f
∞
∑
k=0
∑
κ
1
k![n]κ
×
Pκ(Σ
− 12 MΨ−
1
2 (In − qB)− 12 ,B−1 − qIn,Σ− 12 SΣ− 12 )
(128)
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where κ denotes a partition of k, q ≥ 0, B = Ψ1/2AΨ1/2, In − qB > 0 and
f =
etr(−qΣ−1S) | S |n−m
∼
Γm(n) | Σ |n| Ψ |m| A |m
· etr[−Σ−1MΨ−1M†]. (129)
Note that q is an arbitrary scalar constant. The PDF for q > 0 is called the Wishart type
representation, and for q = 0 is called the power series type representation.
To prove Theorem 3, we also need two properties of the generalized Hermite polynomial with
three complex matrix arguments, as described below.
Lemma 4. ∫
S>0
etr[−GS] | S |q−p Pκ(T,A,B−1/2SB−1/2)dS
=
∼
Γp(q, κ) | G |−q Pκ(T,A,B−1/2G−1B−1/2) (130)
where
∼
Γp(a, κ) = π
p(p−1)/2
p
∏
i=1
Γ(a + ki − i + 1). (131)
Lemma 5. ∫
0<S<V
| S |q−p Pκ(T,A,B−1/2SB−1/2)dS
=
∼
Γp(q, κ)
∼
Γp(p)
∼
Γp(p + q, κ)
| V |q Pκ(T,A,B−1/2VB−1/2) (132)
where V is an arbitrary Hermite positive definite matrix.
Proof of Theorem 3: We begin with the case of t ≤ r and determine the PDF of the quadratic
form J in (68). Under the condition of givenmatrix Q1, by plugging q = 0 into (128) of Lemma
3, the conditional PDF of J can be expressed as
f (J)|Q1 = q0
∞
∑
k=0
∑
κ
1
k![r]κ
×
Pκ(Ψ
− 12 M†Σ−
1
2 ,Σ−
1
2 Q1Σ
− 12 ,Ψ−
1
2 JΨ−
1
2 ) (133)
where
q0 =
| J |r−t
∼
Γt(r) | ΣQ−11 |t| Ψ |r
etr[−(Σ)−1MΨ−1M†]. (134)
Then by applying Lemma 4 we carry on the expectation of f (J)|Q1 with respect to Q1 ∼
CWr(t1,Σ1) yielding
f (J) = q1
∞
∑
k=0
∑
κ
[t + t1]κ
k![r]κ
×
Pκ(Ψ
− 12 M†Σ−
1
2 ,Σ−
1
2 Σ1Σ
− 12 ,Ψ−
1
2 JΨ−
1
2 ) (135)
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where
q1 =
| J |r−t
∼
Γr(t + t1)
∼
Γt(r)
∼
Γr(t1) | ΣΣ−11 |t| Ψ |r
etr[−(Σ)−1MΨ−1M†]. (136)
The desired outage probability is nothing but the integration of f (J) over J < xI. The
integral, however, involves matrix arguments and needs to be simplified. To this end, we
invoke a property of the generalized Hermite polynomial, i.e., Lemma 5. By applying this
property,setting Ω = xI, and using the definitions of ∆ and Θ , we complete the proof for this
case of t ≤ r.
We next consider the case of r < t. Let
J1 = H
†
1H1 (137)
where H1 = {Q−1/21 H}†. Due to the fact
Pout = Pr(J < xIt) = Pr(J1 < xIr), (138)
then in this case the proof is quite similar to the proof given for the case where t ≤ r, and so is
omitted.
Finally, we need the identity,
∼
Γr(t + t1)
∼
Γt(t + t1 − r) =
∼
Γr(t1)
∼
Γt(t + t1), to give the unified
representation of (71).
7.2 Proof of theorem 4
The following property of the generalized Hermite polynomial with three complex matrix
arguments is useful in the proof.
Lemma 6. For a p× q random matrix V ∼ CN(0, Iq ⊗ Ip),
Pκ(T,A,B) = EV[Cκ(−B(V− ıT)A(V− ıT)†)]. (139)
where ı =
√−1.
In [Teletar (1999)], Telatar gave the following useful limiting result for a Wishart-distributed
matrix sequence.
Lemma 7. Let Sn ∼ CWr(n, 1n Ir). When n → ∞, then
Sn → Ir . (140)
Proof of Theorem 4: Without loss of generality, we can assume from (85) and (86) that
Φn = I. Under the condition of Theorem 3, we first let t1 = n be a variable, and
further let Q1(n) ∼ CWr(n, 1n In). Then, according to Lemma 7, we can assert that when
n → ∞, the TRD system with co-channel interference will reduce to the TRD without
co-channel interference. Correspondingly, the outage probability of the optimal TRD system
with co-channel interference (71) will reduce to the outage probability of the optimal TRD
system without co-channel interference, which is just (87) in Theorem 4. Let us verify this
assertion. By inserting Σ1 =
1
n Ir into (71) and comparing the two expressions of (71) and (87),
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we only need to prove Eqs.(141) and (142) shown below.
a) For t ≤ r, when n → ∞, then
Pn =
∼
Γr(t + n, κ)
nrt
∼
Γr(n)
Pκ(Υ,
1
n
Σ
−1,Ψ−1) → Pκ(Υ,Σ−1,Ψ−1). (141)
b) For t > r,when n → ∞, then
Pn =
∼
Γr(t + n, κ)
nrt
∼
Γr(n)
Pκ(Υ,Ψ
−1, 1
n
Σ
−1) → Pκ(Υ,Ψ−1,Σ−1). (142)
Here, we have used the fact that
[a]κ =
∼
Γm(a, κ)
∼
Γm(a)
. (143)
Based on Lemma 6 , the proof of (141) and (142) can be done by showing the validity of the
following assertion. Namely, for an arbitrary r× r Hermite matrix S and n → ∞, we have
P′n =
∼
Γr(t + n, κ)
nrt
∼
Γr(n)
Cκ(
1
n
Σ
−1S) → Cκ(Σ−1S). (144)
To this end, we invoke Property 1 to simplify (144). It remains to show
∼
Γr(t + n, κ)
nrt+k
∼
Γr(n)
→ 1 (145)
whose validity can be checked by directly using the definition of
∼
Γp(a, κ) given in (131).
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