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Kondo insulators combine strong electronic correlations with spin orbit coupling and thereby
provide a potential realization of correlated topological insulators. We present model calculations
which allow us to study the onset of bulk coherence and concomitant topological edge states from
the mixed valence to local moment regimes. Our real-space dynamical mean-field results include
the detailed temperature dependence of the single particle spectral function on slab geometries as
well as the temperature dependence of the topological invariant. The relevance of our calculations
for candidate materials like SmB6 is discussed.
PACS numbers: 71.27.+a, 71.10.Fd
The essence of heavy fermion systems is captured by
the hybridization of narrow – nearly localized – and wide
– delocalized – electronic bands1–3. In the high temper-
ature limit, the two systems essentially decouple, while
at temperatures below the coherence scale a Fermi liquid
emerges. The effective mass of the dressed quasiparticles,
or inverse coherence temperature, can exceed by orders
of magnitude the bare electronic mass. The Kondo insu-
lating state occurs when there is precisely one localized
and one delocalized electron per unit cell. It is the ulti-
mate sign of coherence in the sense that the dynamically
induced hybridized band structure is precisely half-filled,
with the chemical potential right inside the hybridization
gap. Based on mean-field theories which capture very
well the ground state properties it has been argued4,5
that the Kondo insulating state can be a quantum spin
Hall insulator6,7, thus providing an explicit example of
a correlation-induced topological state8: the topological
Kondo insulating state (TKI).
The origin of the TKI can be traced back to the odd-
parity wave-function of the nearly localized f -electrons
hybridizing with even parity delocalized conduction elec-
trons alongside strong spin-orbit coupling. Although
the ground state of the TKI is adiabatically connected
to the non-interacting quantum spin Hall state, corre-
lation effects show up in a non-trivial temperature de-
pendence of spectral functions. The TKI state pro-
vides an interpretation of the low temperature resis-
tivity anomalies observed in many Kondo insulators9
such as SmB6
10, YbB12
11,12 or even Ce3Bi4Pt3
13. Re-
cent ab-initio band structure calculations have classified
SmB6
14 and YbB12
15 as topological insulator and respec-
tively topological crystalline insulator. For SmB6 it is
experimentally16–19 concluded that the resistivity satu-
ration originates from surface as opposed to bulk con-
ductance. Additional evidence comes from the observa-
tion of a residual density of states at the Fermi level as
the temperature T → 020 as well as from photoemission
studies21–23 which lead to the interpretation of a Fermi
surface consisting of three pockets as appropriate for a
topological insulator24. The aim of this article is to pro-
vide a detailed numerical calculation of a minimal model
which captures generic features of the TKI state. We
will scan from mixed valence to local moment regimes,
map out the relevant energy scales, the topological in-
variant, and provide a temperature dependence analysis
of the single particle spectral function on a slab geom-
etry. In the next two sections we describe our model
and methods. Details of the technical implementation
can be found in the Appendix. Section III is devoted to
a discussion of our results, both for bulk and boundary
properties and in Sec. IV we conclude.
I. MODEL.
Following Ref.4 we will consider a Kramers doublet of
almost localized f -electrons hybridizing with a delocal-
ized conduction band. The corresponding Hamiltonian25
is H = H0 +HU where
H0 =
∑
k∈BZ
(
d†k
f †k
)T (
Ed(k) V
∗Φ†(k)
VΦ(k) Ef (k)
)(
dk
fk
)
(1)
and HU = U
∑
i n
(f)
i↑ n
(f)
i↓ . The operator dk = (dk,↑, dk,↓)
creates a conduction electron with momentum k, while
fk creates an electron in the almost flat f -band. We
consider a two-dimensional (2D) square lattice with
Ed(k) = −2td(cos(kx) + cos(ky))1 and Ef (k) =
(
εf −
2tf(cos(kx) + cos(ky))
)
1. The form factor Φ(k) en-
codes the spin-orbit coupling, which leads to the non-
trivial band topology5. It reads Φ(k) = ~d(k) ◦ ~σ, where
~d(k) = (2 sin(kx), 2 sin(ky), 0)
26. Although spin is not
conserved, the Hamiltonian is block diagonal, so that due
to time-reversal symmetry one can associate a conserved
pseudo spin with the two Kramers conjugate blocks. HU
describes a Hubbard interaction which acts only on the
f -orbitals. Throughout this article we consider V = 0.4t,
εf = −6.0t and td = t as well as a small hopping
tf = −0.2t compatible with the almost localized char-
acter of the f-orbitals. The negative sign of tf is neces-
sary for the band inversion, which induces the topological
2state27. We vary the interaction strength to tune the sys-
tem to both the mixed valence and local moment regimes.
As appropriate for the Kondo insulating state, we con-
sider the half-filled band case. In a previous study, we
investigated the ground state bulk phase diagram25, thus
establishing the occurrence of distinct crystalline topo-
logical insulating states28.
Here emphasis is placed on dynamical and topological
finite temperature properties. We use periodic bound-
ary conditions to infer bulk properties. In addition to
that, we use a ribbon geometry of finite width Ny with
open boundaries in the y-direction, but periodic bound-
ary conditions in the x-direction, to directly investigate
the dynamically induced topological surface states.
II. NUMERICAL METHODS
The method of choice to study paramagnetic phases
of heavy fermion systems is the Dynamical Mean-Field
Theory (DMFT)29. The central approximation is the as-
sumption of a local self-energy. This neglects non-local
spacial correlations, while the frequency dependence is
fully retained, and allows to capture the salient features
of the paramagnetic heavy fermion state30–32. By allow-
ing for an inhomogeneous, site-dependent self-energy, we
account for the inequivalence of sites in the open bound-
ary case33. Thus the lattice problem is mapped to a
series of Ny impurity problems, which are coupled via
the DMFT self-consistency condition
[
G(iω)
]
ii
=
[
Gloc(iω)
]
ii
,
where G and Gloc are the (4Ny × 4Ny)-dimensional im-
purity and local lattice Green’s function, respectively.
The numerically exact CT-HYB34,35 formulation of the
quantum Monte Carlo algorithm, which becomes advan-
tageous especially in the strong-coupling regime36 is used
to solve the resulting, auxiliary impurity problems. To
obtain the self-energy from the impurity calculations, we
employ an improved estimator based on higher-order cor-
relation functions37, which significantly reduces the sta-
tistical noise. We continue the converged result for the
self-energy to the real-frequency axis38–40 by means of
the stochastic analytical continuation method41, to ob-
tain the orbital and momentum resolved spectral func-
tion.
Ai(k, ω) = −π
−1 Im
[
G(k, ω+)
]
ii
(2)
G(k, ω+) =
((
G(0)(k, ω+)
)−1
− Σ(ω)
)−1
where ω+ = ω + i0+. Details of our approach can be
found in Appendix A.
III. NUMERICAL RESULTS
In this section, we describe in some details our numer-
ical results. The aim is to provide a systematic study
of the evolution of relevant energy scales from the mixed
valence to local moment regimes.
A. Topological invariant and coherence.
In TKI states the notion of coherence and the emer-
gence of a topological band structure are intimately re-
lated. Following Ref.42 we have computed the topologi-
cal invariant N2
43 which in the framework of the DMFT
takes the form:
N2 = Im
[ d
dω
K(ω+)
]
ω=0
with K(iν) = −
1
V β
∑
k,iω,σ
(3)
σ
2
Tr
[∂ hσ(k)
∂ ky
Gσ(k, iω + iν)
∂ hσ(k)
∂ kx
Gσ(k, iω)
]
where σ is the pseudo spin. Instead of taking the deriva-
tive at real frequency ω = 0, we approximate N2 by the
finite difference between the zeroth and first Matsubara
frequencies. In the absence of interactions and at T = 0,
N2 corresponds to the quantized pseudo spin Hall con-
ductivity in units of e2/h. Since the TKI is adiabatically
connected to a non-interacting state, the quantized na-
ture of N2 remains robust in the presence of interactions.
In Fig. 1 we plot N2 for various values of U/t as a func-
tion of temperature in units of TN . The latter quantity
is defined such that
N2(T = TN ) =
1
2
(4)
The value of TN as a function of U/t is given in Fig. 2.
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FIG. 1: Topological invariant N2 over temperature in
units of TN , for different values of U/t.
As apparent, by plotting N2 in units of TN we achieve
3a nice data collapse, thus suggesting that the formation
of the topological band structure follows a single scale.
That TN is indeed nothing but the coherence scale Tcoh
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FIG. 2: Evolution of the different temperature scales
with U .
can be seen by computing the bulk effective mass defined
as
meff = 1−
dΣbulk(ω)
dω
∣∣∣
ω=0
∼ 1/Tcoh.
The comparison of the energy scales in Fig. 2 reveals
that TN is proportional to the inverse of meff . A data
collapse like the one in Fig. 1 suggests to relate TN to
the single impurity Kondo temperature TK . However,
for a lattice model like the PAM, in particular for mixed
valence, TK is not well-defined. Therefore we avoid
the notion of the Kondo scale TK . At least in the
local-moment limit, namely in the Kondo lattice model,
numerical studies find that at fixed particle number TK
and the coherence scale are closely related44,45.
B. Local moment and mixed valence regimes.
In units of the hopping matrix element t and for the
considered values of the Hubbard interaction the coher-
ence scale varies roughly by an order of magnitude and
interpolates between the mixed valence and local moment
regimes. We can confirm this statement by considering
the quantity
Θ = 1−
〈
n
(f)
↑ n
(f)
↓
〉
〈
n
(f)
↑
〉〈
n
(f)
↓
〉 (5)
which is zero in the uncorrelated case, and approaches
one for a local moment, since in this limit
〈
n↑n↓
〉
→ 0.
As can be seen in Fig. 3, Θ increases with lowering of the
temperature, and saturates at the lowest temperatures.
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FIG. 3: Formation of the local moment as defined by Θ
(see Eq. 5) at different values of U/t. The gray
horizontal line indicates the threshold value for the local
moment scale.
For sufficiently large U/t, there is a plateau beyond which
Θ drops slightly. We attribute this drop to the enhanced
itineracy of the f -electrons – translating into a growth
of the double occupancy – arising as coherence sets in.
In fact, the energy scale at which Θ converges to its zero
temperature value matches approximately the coherence
scale. We define the temperature scale for the crossover
to the local moment TL by
Θ(T = TL) = 1/2. (6)
This allows us to obtain values for TL in the range U/t ≥
7.0. The so obtained local moment scale, TL, is included
in Fig. 2. It turns out that TL can be well understood
as the energy gap between the chemical potential and
the upper Hubbard band ∆UH = εf + U − µ, which is
included for comparison. Because of this, we will use
∆UH as a measure of the crossover scale to the local
moment regime.
C. Temperature dependence of the spectral
function.
Fig. 4 plots the temperature dependence of the total
spectral function,
∑
iAi(k, ω), on slab geometries in the
local moment (U/t = 8.4) and mixed valence (U/t = 5)
regimes. For both considered parameter sets, the bulk f -
density of states is plotted in Figs. 5 and 6. In the local
moment regime, the lower (upper) Hubbard bands are lo-
cated well below (above) the Fermi energy. In contrast, in
the mixed valence regime, the upper Hubbard band lies in
the vicinity of the Fermi energy. The canonical particle-
hole transformation, dk → d
†
k+Q and fk → f
†
k+Q where
Q = (π, π) maps the present results to the case where the
lower Hubbard band lies in the vicinity of the chemical
potential and the upper Hubbard band well above the
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FIG. 4: Temperature dependence of the single particle spectral function in the local moment (Ny = 16, upper panel)
and mixed valence regimes (Ny = 8, lower panel), projected to the one-dimensional surface Brillouin zone. Above
the coherence temperature TN/t ≈ 0.014 at U/t = 8.4 and TN/t ≈ 0.21 at U/t = 5 one observes broad, incoherent,
features out of which the bulk gap and helical surface state emerge as T drops below TN .
Fermi energy. In both the mixed valence and local mo-
ment regimes, the coherence scale, TN , marks the onset
of the formation of the bulk band gap and the emergence
of the helical edge state. In the mixed valence regime,
there is a substantial reordering of spectral weight in the
vicinity of the Fermi energy and at a temperature scale
set by the coherence scale. In the local moment regime,
coherence is accompanied by a small transfer of spectral
weight from the upper and lower Hubbard bands to a
region in the vicinity of the Fermi energy. This transfer
of spectral weight reflects the enhanced itinerancy of the
f -electrons below the coherence temperature. Above TN
incoherent features are detectable in the spectral func-
tion. In the local moment regime, this stems from spin
flip scattering of conduction electrons off the well-formed
local moments. In the mixed valence regime, incoherence
should be assigned to Mott Hubbard physics46. Below
TN one observes the Dirac cone with crossing point in
the close vicinity of the Fermi energy. Hence, although
the effective mass of the f-electrons varies by an order of
magnitude, the effective mass of the edge state remains
small. This observation is in accord with recent quantum
oscillation experiments of Ref.19. Despite the very differ-
ent pictures involved in the understanding of the mixed
valence and local moment regimes, the temperature de-
pendence of the low-lying features of the single particle
spectral function show remarkable similarities when the
energy is measured in units of the coherence scale TN .
This is consistent with Fig. 1 which demonstrates that
TN is the only energy scale.
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FIG. 5: Bulk density of states of the f -band as a
function of temperature for U/t = 5.0.
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FIG. 6: Bulk density of states of the f -band as a
function of temperature for U/t = 8.4.
IV. CONCLUSIONS
In summary, we have studied a model for topologi-
cal Kondo insulators within real space DMFT+CTQMC.
We have mapped out the relevant scales from the mixed
valence to local moment regimes, and showed that the
characteristic temperature scale below which the topo-
logical invariant N2 saturates tracks the coherence tem-
perature. Of particular importance for ARPES21–23 and
quantum oscillation19 experiments is the single particle
spectral function. We have computed this quantity on
ribbon geometries so as to allow for the emergence of
edge states. Throughout the considered parameter range,
which covers an order of magnitude variation in the f-
electron effective mass, we observe dynamically induced
edge states below the bulk coherence temperature. To a
first approximation the Fermi velocity of the edge state
tracks the coherence temperature (inverse f-electron ef-
fective mass) but has a small effective mass since the
Dirac cone crossing lies in the vicinity of the Fermi en-
ergy. This large difference between the surface and bulk
f-electron effective masses is consistent with observations
of Ref.19. Our model captures the minimal ingredients
for the description of the TKI state. Many of the results
– based only on topological considerations and the purely
local Kondo effect – will carry over to more realistic situ-
ations found in possible candidate materials. Qualitative
understanding of SmB6 clearly requires to take a step
beyond the Kramers doublet description of the f-state so
as to take into account the cubic symmetry inherent to
this material47 as well as the chemical reconstruction of
the SmB6 surface
48.
Appendix A: Real-space DMFT
To study the system with open boundaries, we employ
the real-space formulation of the Dynamical Mean Field
Theory33. In this approach, the inhomogeneous lattice
system is mapped to a series of single impurity problems
j = 1 . . .Ny, which can be described by the action
Sj =
β∫
0
dτ dτ ′
∑
σ
f †σ(τ)∆j(τ−τ
′)fσ(τ
′)+
β∫
0
dτ Himp(τ).
(A1)
The individual impurity problems differ in the hy-
bridization function ∆j , which is obtained by the self-
consistency condition
(
iω + µ− εf −∆j(iω)− Σj(iω)
)−1
=
[
G(iω)
]
jj
=
[
Gloc(iω)
]
jj
.
G is the impurity Green’s function, while the local lattice
Green’s function is given by
Gloc(iω) =
1
Nx
∑
kx
(
(iω + µ)1− T (kx)−Σ(iω)
)−1
.
It couples the different impurity problems and encodes
the reduced coordination on the edge via T , which is the
Fourier-transform of the hopping and hybridization term
plus on-site energy. It takes the form
T (kx) =


H0,0 H0,1 0 · · ·
H1,0 H1,1 H1,2 · · ·
0 H2,1 H2,2 · · ·
...
...
...
. . .


where
Hj,j =


−2td cos(kx) 0 0 2V
∗sin(kx)
0 −2td cos(kx) 2V
∗sin(kx) 0
0 2V sin(kx) εf − 2tf cos(kx) 0
2V sin(kx) 0 0 εf − 2tf cos(kx)

 , Hj+1,j = H†j,j+1 =


−td 0 0 iV
0 −td −iV 0
0 iV −tf 0
−iV 0 0 −tf

 .
The self-energy is diagonal and obtained from the impu-
rity calculations via the Dyson equation
Σjk(iω) = δjkΣj(iω) = δjk
(
(G
(0)
j (iω))
−1 − (Gj(iω))
−1
)
.
To solve the impurity problems (A1), we employ the
hybridization-expansion formulation of the continuous-
6time QMC algorithm34,35. This corresponds to an ex-
pansion of the partition function in powers of the hy-
bridization around the local, atomic limit:
Z
Zloc
=
+∞∑
k=0
∑
{σ,σ′}
1
k!
β∫
0
dτ1 · · · dτk
β∫
0
dτ ′1 · · · dτ
′
k× (A2)
×
〈
Tτ f
†
σ1
(τ1)fσ′
1
(τ ′1) · · · f
†
σk
(τk)fσ′
k
(τ ′k)
〉
loc
×
×
1
k!
det
(
∆(τi − τ
′
j)
)
.
The expectation value of the time-ordered product of op-
erators
〈
. . .
〉
loc
is taken with respect to the local impurity
Hamiltonian Himp.
The integral of (A2) is evaluated by constructing
a Markov chain of configurations C of operators
C=(f
†
σ1
(τ1), fσ1(τ
′
1), · · · , f
†
σk
(τk), fσk(τ
′
k)), which is up-
dated by adding or removing pairs of creation and an-
nihilation operators. To increase the acceptance rate, in
particular at low temperatures, we introduce a third kind
of update, namely a shift update. To be precise, we ran-
domly pick a single operator from the whole sequence,
which is then displaced along the imaginary time axis by
a random shift ∆τ , i.e. fσl(τl)→ fσl(τl +∆τ).
The central quantity for the DMFT is the single-particle
Green’s function, or equivalently the self-energy. The
conventional measurement of G(τ) in the hybridization
expansion CTQMC consists of accumulating
G(τ − τ ′) =
∑
C
k∑
i,j=1
δ(τ − τi)δ(τ
′ − τ ′j)δσiσjM
(C)
ij
where for a given configuration C, M (C) is the inverse
of the matrix of hybridization functions: (M (C))−1ij =
∆(τi − τ
′
j). Finally, the self-energy is obtained via the
Dyson equation. However, a more accurate estimate of
the self-energy can be obtained be a different approach
based on higher-order correlation function37. In this
method, and in the case of a local Hubbard interaction U ,
in addition to G, one accumulates the correlation function
Γ(τ − τ ′) =
∑
C
k∑
i,j=1
δ(τ − τi)δ(τ
′
− τ ′j)δσiσjnσ¯i(τi)Mij
where nσ¯i(τi) is the instantaneous occupation of the or-
bital with spin opposite to σi at time τi. For the local
Hubbard U , the self-energy is related to this quantity and
the impurity Green’s function by
Σ(iω) = U Γ(iω)G−1(iω).
An implementation of the hybridization expansion
CTQMC solver, including the improved estimator for the
self-energy, can be found in the ALPS package49,50.
The analytical continuation of the results from Mat-
subara frequencies to real frequencies is done by the
stochastic analytical continuation algorithm described in
Ref. 51. The continuation to the real axis is done on
the level of the self-energy, following Ref. 40. First, one
subtracts the asymptotic value of the self-energy
Σ(iω) = Σ0 +Σ1
1
iω
+ . . .
Σ′(iω) =
Σ(iω)− Σ0
Σ1
∼
1
iω
where
Σ0 =
U
2
〈
nf
〉
, Σ1 =
U2
4
〈
nf
〉(
2−
〈
nf
〉)
such that
Σ′(z) = −
1
π
∫
dω
ImΣ′(ω+)
z − ω
.
Analytical continuation provides Im
[
Σ′(ω+)
]
from the
knowledge of the Matsubara frequency QMC data, and
from which one can readily compute Σ(ω+) on the real
frequency axis as well as the Green function: finally
the momentum-resolved Green’s function G(kx, ω
+) and
orbital-resolved spectral function Aj(kx, ω) on the real
axis are obtained by
G(kx, ω
+) =
(
(ω+ + µ)1− T (kx)−Σ(ω
+)
)−1
Aj(kx, ω) = −π
−1 Im
[
G(kx, ω
+)
]
jj
.
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