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Abstract
We consider a linear Schro¨dinger equation with a small nonlinear perturbation
in R3. Assume that the linear Hamiltonian has exactly two bound states and its
eigenvalues satisfy some resonance condition. We prove that if the initial data is near a
nonlinear ground state, then the solution approaches to certain nonlinear ground state
as the time tends to infinity. Furthermore, the difference between the wave function
solving the nonlinear Schro¨dinger equation and its asymptotic profile can have two
different types of decay: 1. The resonance dominated solutions decay as t−1/2. 2. The
radiation dominated solutions decay at least like t−3/2.
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1 Introduction
Let H0 be the Hamiltonian H0 = −∆ + V − e0 with V a smooth localized potential and
e0 < 0 the ground state energy to −∆+ V . Consider the nonlinear Schro¨dinger equation
i∂tψ = (−∆+ V )ψ + λ|ψ|2ψ, ψ(t = 0) = ψ0 (1.1)
where λ is a small positive or negative parameter. Our goal is to understand its asymptotic
evolution as t → ∞. The nonlinear bound states to the Schro¨dinger equation (1.1) are
solutions to the nonlinear equation
(−∆+ V )Q+ λ|Q|2Q = EQ, (1.2)
For any nonlinear bound state, ψt = Qe
−iEt is a solution to the nonlinear Schro¨dinger
equation. We may obtain a family of such bound states from minimizing the corresponding
nonlinear energy functional:
H[φ] =
∫
1
2
|∇φ|2 + 1
2
V |φ|2 + 1
4
λ|φ|4 dx .
For each N > 0 and λ sufficiently small, subject to the constraint ‖φ‖2L2 = N , there is a
unique positive minimizer Q ofH, which solves (1.2) for some E = E(N) and has exponential
decay as x→∞. We call this family nonlinear ground states.
Instead ofN , we can use E as the parameter. From now on we will refer to this continuous
family as {QE}E . Let
HE = −∆+ V − E + λQ2E . (1.3)
We have HEQE = 0. Since λ is small, the spectral properties of HE are similar to those of
H0.
Suppose the initial data of the nonlinear Schro¨dinger equation ψ0 is near some QE . If
−∆ + V has only one bound state, it was proved in [11] that the evolution will eventually
settle down to some ground state QE∞ with E∞ close to E. Suppose now that −∆+ V has
multiple bound states, say, two bound states: a ground state φ0 with eigenvalue e0 and an
excited state φ1 with eigenvalue e1, i.e., H0φ1 = e01φ1 where e01 = e1 − e0. The question is
whether the evolution with initial data ψ0 near some QE will eventually settle down to some
ground state QE∞ with E∞ close to E? Furthermore, can we characterize the asymptotic
behavior of the evolution?
The family of ground states is stable in the sense that if
inf
Θ,E
∥∥ψ0 −QE eiΘ∥∥L2
2
is small, it remains so for all t. Let ‖·‖L2,loc denote local L2 norm. One expects that this
difference is actually approaching to zero, i.e.,
lim
t→∞
inf
Θ,E
∥∥ψt −QE eiΘ∥∥L2,loc = 0 (1.4)
In this paper, we shall answer this question positively in the case of two bound states.
Furthermore, we estimate precisely the rate of relaxation for certain class of initial data.
We start with a simple question concerning the asymptotic dynamics around a fixed
ground state profile at t = ∞. More precisely, we first fix an E and the corresponding
nonlinear ground state QE . Our goal is to analyze the detailed asymptotic behavior of those
solutions converging to this nonlinear ground state as t→∞. Although this problem seems
to be simple, we found that there are two different types of behaviors for ψt − QEeiΘ: one
is called resonance dominated solutions ; the other radiation dominated solutions. We first
explain the Resonance condition on H0 and the meanings of these solutions. Recall that
the ground state and the excited state to H0 are denoted by φ0 and φ1 respectively. The
following two conditions are assumed for this paper.
Assumption A1: Resonance condition. Let e01 = e1 − e0 be the spectral gap of the
ground state. We assume that 2e01 > |e0| so that 2e01 is in the continuum spectrum of H0.
Furthermore, for some constant γ0 > 0 and all real s sufficiently small,(
φ0φ
2
1 , Im
1
H0 − 0i− 2 e01 − s Pc
H0 φ0φ
2
1
)
> γ0 > 0 . (1.5)
Assumption A2: For λ sufficiently small and E in a small neighborhood of e0, the bottom
of continuum spectrum to −∆ + V + λQ2E , 0, is not a generalized eigenvalue, i.e., not a
resonance. Also, we assume that V satisfies the assumption in Yajima [15] so that the W k,p
estimates for k ≤ 2 for the wave operator WH holds: for a small σ > 0,
|∇αV (x)| ≤ C 〈x〉−5−σ , for |α| ≤ 2 .
Also, the functions (x · ∇)kV , for k = 0, 1, 2, 3, are −∆ bounded with an −∆-bound < 1:∥∥(x · ∇)kV φ∥∥
2
≤ σ0 ‖−∆φ‖2 + C ‖φ‖2 , σ0 < 1, k = 0, 1, 2, 3 .
Fixed an E and its ground state QE . Let L(or) be the operator obtained from linearizing
the Schro¨dinger equation (1.1) around the trivial evolution Qe−iEt, i.e.,
L(or)k = −i{HEk + λQ2(k + k¯)} ,
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where HE is defined in (1.3). It is more convenient to work with operators orthogonal to the
ground state Q. Let Π be the projection which eliminates the Q-direction:
Πh = h− (c0Q, h)Q , c0 = (Q,Q)−1
and let X denote its image,
X = Π(L2) .
Define the operator L acting on the space X = ΠL2 by
Lh = −i{Hh+ λΠQ2Π(h+ h¯)} .
The operator can be written in matrix form
L =
[
0 L−
−L+ 0
]
, L− = H, L+ = H + 2λΠQ2Π.
With respect to L, we define generalized “eigenspaces”:
Eν(L) :=
{
ψ : L2ψ = −ν2ψ} = {u+ iv : u, v real, L−L+u = ν2u, L+L−v = ν2v} .
Since the original Hamiltonian H0 has only two bound states with the ground state projected
out, there is exactly one value for ν, called κ, and dimREκ = 2. From simple perturbation
theory, we know that κ = e01 + O(λ). We can normalized u and v such that (u, L+u) = κ
and v = κ−1L+u. Then (u, v) = 1 and the space Eκ(L) is just spanR {u, iv}.
Define the inner product
((ψ, φ)) = (Reψ,Reφ) + (Imψ, Imφ) .
The space of continuum spectrum of L can be characterized by
Hc(L) := {ψ : ψ ⊥ Eν(L∗) for all ν} ,
where L∗ is the adjoint w.r.t. the inner product just defined. It is also clear from the
definition that
X = Eκ(L)⊕ Hc(L) .
Notice that this is not an orthogonal decomposition. Explicitly, the eigenspace Eκ(L∗) is
simply spanR {v, iu}. Hence the continuum space is characterized by
Hc(L) = {w1 + iw2 : w1 ⊥ v, w2 ⊥ u} .
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For any initial data ψ0 near Q, we can solve γ0 and ℓ0 uniquely such that
ψ0 = [Q+ γ0Q + ℓ0] e
iθ0 , ℓ0 ⊥ Q .
It is more convenient to express ψ0 in term of Q and R = RE defined by
RE = ∂EQE
We shall see in next section that RE is of order λ
−1. We now rewrite the initial data as
ψ0 = [Q+ a0R + h0] e
iθ0 , h0 ⊥ Q .
(cf. Lemma 9.1) From the decomposition of X , we can write
h0 = α0u+ β0iv + η0, η0 ∈ Hc(L) .
Denote the L2 norm of ψ0 by n. Since the evolution is nonlinear, we can always re-scale
λ so that n, the L2 norm of ψ0, takes any fixed value. It is more convenient to allow n to be
a parameter between, say, 1 and 10. Define Iλ to be the interval so that the L2 norm of the
ground state QE is between 1 and 10. Let z0 = α0 + iβ0. Define the notations
〈x〉 =
√
1 + x2, {t}ε = ε−2 + 2Γt, {t}ε ∼ max
{
ε−2, t
}
where Γ is a constant to be specified later on. For the moment, we remark that Γ is of order
2λ2 times the quantity in (1.5). When the subscript ε is understood, we shall drop it.
Theorem 1.1 (1) [Resonance dominated solutions] There exists small parameters
λ0 and ε0 such that for any E ∈ Iλ and |λ| ≤ λ0 the following hold. Suppose that
0 < |z0| = ε ≤ ε0,
‖η0‖H2∩W 2,1(R3) ≤ C|z0|3/2 .
Then we can find a small real number a0 = a0(E, h0) such that the solution ψ(t) to the
Schro¨dinger equation (1.1) with the initial data ψ0 = Q+ a0R + h0 can be decomposed as
ψ(t) = [Q+ a(t)R + h(t)] eiΘ(t) (1.6)
with
a(0) = a0, h(0) = h0, Θ(0) = 0,
5
and a(t), h(t) → 0 as t → ∞ in the following sense: Let h(t) = ζ(t) + η(t) with ζ(t) the
component in Eκ(L) and η(t) the component in Hc(L). Then we have
|a(t)| ≤ C {t}−1
ζ(t) . . . local, smooth, ‖ζ(t)‖L2 ∼ {t}−1/2 ,
η(t) . . . dispersive wave, ‖η(t)‖L4 ≤ C {t}−3/4+σ , ‖η(t)‖L2
loc
≤ Ct−1 ,
where {t} = ε−2 + t. Also, Θ(t)/t→ −E.
(2) [Radiation dominated solutions] For any χ∞ ∈ H2 ∩ W 2,1(R3) small, there
exist solutions of the form
ψ(x, t) = [Q(x) + a(t)R(x)] eiΘ(t) + χ(x, t)
such that
|a(t)| ≤ Ct−2, ‖χ(·, t)‖L2
loc
≤ Ct−3/2
and χ = χ1 + χ2, where χ1 = e
i∆tχ∞ and ‖χ2(·, t)‖L2 ≤ o(t−3/2).
We have used the notation f ∼ g for Cg ≤ f ≤ C−1g for some constant C. Thus the decay
of the excited state for solutions constructed in part (1) is given precisely. Consequently, the
two types of solutions are completely different. Return to the general question concerning
the asymptotic mass of the ground state profile at t = ∞ (1.4). Instead of minimizing the
L2 norm, we prefer to determine the ground state profile by the condition(
ψt −QE(t) eiΘ(t) , QE(t)
)
= 0 (1.7)
We shall prove that there is a unique solution to this equation provided that the initial data
is near some Qin = QEin (Lemma 9.2). Furthermore, we can determine the change between
E(t) and Ein.
Theorem 1.2 Let λ0 and ε0 be given as in the first theorem. For any Ein ∈ Iλ with λ ≤ λ0
the following properties hold:
(1) Suppose the initial data
ψ0 = Qin + ainRin + hin
satisfies that
‖ψ0 −Qin‖H2∩W 2,1(R3) ∼ ‖hin‖H2∩W 2,1(R3) + |ain|λ−1 ≤ ε3/20 .
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Then there are solutions E(t) and Θ(t) to (1.7) such that
lim
t→∞
E(t) = E∞, |E(t)− E∞| ≤ C/〈t〉 .
Furthermore, if we decompose ψt as in (1.6) with Q = Q∞ being the profile at time t = ∞
then we have
|a(t)| ≤ C {t}−1 , h(t) = ζ(t) + η(t) ,
ζ(t) . . . local, smooth, ‖ζ(t)‖L2 ≤ {t}−1/2 ,
η(t) . . . dispersive wave, ‖η(t)‖L4 ≤ C {t}−3/4 , ‖η(t)‖L2
loc
≤ Ct−1 .
where {t} = {t}ε0.
(2) Suppose that
0 < ε = |zin| ≤ ε0,
‖ηin‖H2∩W 2,1(R3) ≤ Cε3/2, λ−1|ain| ≤ Cε2 .
Then ψ0 belongs to the class of resonance dominated solutions with respect to the final profile
QE∞.
We shall see in next section that RE is of order λ
−1. This explains that ain has to be
order λ in order Theorem 1.2 to be correct. Notice that once we have proved the assertion
(1) of Theorem 1.2, the second assertion follows from Theorem 1.1. The proof of Theorem
1.1 is complicated due to the construction of solutions to the Schro¨dinger equation with the
boundary condition of h0 at time t = 0 and that of a at the time t =∞. If we are interested
only in Theorem 1.2, we can omit this construction and the proof will be much simpler. We
feel that this construction may be needed in other contents and so we keep it.
The resonance solutions for nonlinear Klein-Gordon equations were first proved in an
important paper [12] by Soffer and Weinstein (see also [2]). They consider real solutions to
the nonlinear Klein-Gordon equation
∂2t u+B
2u = λu3, B2 := (−∆+ V +m2), (1.8)
with λ a small nonzero number. Assume that B2 has only one eigenvector (the ground
state) φ, B2φ = Ω2φ, with the resonance condition Ω < m < 3Ω (and some positivity
assumption similar to that appears in assumption A1). Rewrite real solutions to equation
(1.8) as u = aφ+ η with
a(t) = ReA(t)eiΩt, ReA′(t)eiΩt = 0.
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Then A and η satisfy the equations
A˙ =
1
2iΩ
e−iΩt
(
φ, λ(aφ+ η)3
)
(1.9)
(∂2t +B
2)η = Pcλ(aφ+ η)
3 (1.10)
Theorem 1.1 in [12] states that all solutions decay as
A(t) ∼ 〈t〉−1/4 , ‖η(t)‖L∞ ∼ 〈t〉−3/4 .
In particular, the ground state is unstable and will decay as a resonance with rate t−1/4.
We first remark that the proof in [12] has only established the upper bound t−1/4. Fur-
thermore, an universal lower bound of the form t−1/4 is in fact incorrect. From the previous
work of [1, 4], it is clear that radiation dominated solutions decaying much faster than t−1/4
exist. Similar to Theorem 1.1, we have two cases:
1. η(0)≪ A(0) : the dominant term on the right side of (1.9) is λa3φ3.
2. η(0)≫ A(0) : the dominant term is λη3 .
In case 2, another type of solutions arises, namely, those with decay rate
A(t) ∼ 〈t〉−2 , ‖η‖L∞ ∼ 〈t〉−3/2 .
We shall sketch a construction of such solutions at the end of section 10.
Notice that all solutions in [12] decay as a function of t. Therefore, we can view [12] as a
study of asymptotic dynamics around vacuum. Although most works concerning asymptotic
dynamics of nonlinear evolution equations have been concentrated on cases with vacuum
as the unique profile at t = ∞, more interesting and relevant cases are asymptotic dynam-
ics around solitons (such as the Hartree equations [4], see also [2]). The soliton dynamics
have extra complications involving translational invariance. The current setting of nonlin-
ear Schro¨dinger equations with local potentials eliminates the translational invariance and
constitutes an useful intermediate step. This simplifies greatly the analysis but preserves a
key difficulty which we now explain.
Recall that we need to approximate the wave function ψt by nonlinear ground states for
all t. Since we aim to show that the error between them decay like t−1/2, we have to track
the nonlinear ground states with accuracy at least like t−1/2. While the nonlinear ground
states approximating the wave function ψt can in principle be defined, say, via equation (1.4)
or (1.6), neither characterizations are useful unless we know the wave functions ψt precisely.
Furthermore, even assuming we can track the approximate ground states reasonably well, the
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linearized evolution around these approximate ground states will be based on time-dependent,
non-self adjoint operators Lt. At this point we would like to mention the approach of [11]
based on perturbation around the unitary evolution eitH0 , whereH0 is the original self-adjoint
Hamiltonian. While we do not know whether this approach can be extended to the current
setting by combining with ideas of [12] (It was announced in [12] that its method can be
extended to (1.1) as well.), such an approach can be difficult to extend to the Hartree or
other equations with non-vanishing solitons. The main reason is that these dynamics are
not perturbation of linear dynamics. We believe that perturbation around the profile at
t =∞ is a more nature setup. In this approach, at least we do not have to worry about the
time dependence of approximate ground states in the beginning. But the linearized operator
L = L∞ is still non-self adjoint and it does not commute with the multiplication by i. So
calculations and estimates based on L are rather complicated. Our first idea is to map this
operator to a self-adjoint operator by a bounded transformation in Sobolev spaces. This
map simplifies many calculations and in a sense brings the problem back to the self-adjoint
case at least as far as estimates are concerned. The price to pay is that the new operator
involves square root of operators like H . From the standard formula for the square root of
an operator, we can represent it as an integral of resolvents of H . Thus the linear analysis of
the non-self-adjoint L is reduced to the analysis of resolvents of H where standard methods
applied, see section 3.
The next step is to identify and calculate the leading oscillatory terms of the nonlinear
systems involving the bound states components and the continuum spectrum components.
The leading order terms however depend on the relative sizes of these components and thus
we have two different asymptotic behaviors: the resonance dominated solutions and the
radiation dominated solutions. Finally we represent the continuum spectrum component in
terms of the bound states components and this leads to a system of ordinary differential-
integral equations for the bound states components. This system can be put into a normal
form and the size of the excited state component can be seen to decay as t−1/2. Notice that
the phase and the size of the excited state component decay differently. It is thus important
to isolate the contribution of the phase in the system. Finally we estimate the error terms
using estimates of the linearized operators.
The estimates obtained from integrating the equation from t = ∞ can be viewed as
uniform bounds for all T , provided that the approximate nonlinear ground states for all T
are known. On the other hand, to pin down the approximate nonlinear ground states, we
need to have precise estimates on the wave functions. It is thus nature to consider continuity
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method by assuming that the approximate nonlinear ground states and various estimates on
the wave function are known up to time T . We then show that these estimates continue to
hold up to time T + δT , with δT small but fixed, provided that all estimates are re-adjusted
w.r.t. to the new nonlinear ground state at T + δT .
From this outline, it seems that the resonance dominated solutions and the radiation
dominated solutions occur on equal footing. On the other hand, we believe that the radiation
dominated solutions are in fact of lower dimension in the space of solutions. A proof is still
lacking. Although we restrict to the small coupling constant case, it can be replaced by
spectral assumptions on the operators L with some modifications. The details will appear
in a future publication. This paper is divided into 10 sections:
Section 2. The set-up of the problem
Section 3. Properties of the linearized operator
Section 4. Main oscillation terms
Section 5. Estimates on dispersive wave
Section 6. Excited state equation and normal form
Section 7. Change of the mass of the ground state
Section 8. Contraction mapping
Section 9. Dynamical renormalization of mass
Section 10. Radiation dominated solution
It is a great pleasure to thanks M. Weinstein for explaining to us the beautiful idea in
the work [12] and, in particular, to call our attention to the toy model in [12] which contains
the basic idea of the resonance decaying in a very illuminating way.
2 The set-up of the problem
2.1 Ground state family
We first review the construction of the ground state family {QE}E mentioned in Section 1.
The results we reviewed in this subsection follow from simple perturbation theory and we
shall not give details. Denote the standard L2 inner product by
(f, g) ≡
∫
f¯g d3x .
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Let Q = QE satisfy
(−∆+ V − e0)Q+ λQ3 = E ′Q .
where E ′ = E − e0. Let QE = wφ0 + h with h real and orthogonal to φ0. Then h satisfies
(H0 − E ′)h+ λ(wφ0 + h)3 = E ′wφ0,
We can solve w and h so that
w2 = O(λ−1E ′), ‖h‖2 = O(λw3) (2.1)
where we have used that the spectral gap of the operator −∆+ V − e0 is of order one.
Let R = ∂EQE . Recall
L
(or)
+ = −∆+ V −E + 3λQ2.
Then by differentiating the equation of QE w.r.t E, we have
L
(or)
+ RE = QE
Denote by |0〉 the ground state to L(or)+ of norm 1. We also have
QE = w|0〉+O(λw)
Hence
R = (L
(or)
+ )
−1 [w|0〉+O(λw)] = O(λ−1w−1) |0〉+O(λw) = O(λ−1w−2)Q+O(w) . (2.2)
2.2 The set-up of the problem
We consider solutions ψ(t) to the equation (1.1) The picture is that the solution ψ(t) can
be decomposed to two parts: one represents a soliton, the other one the radiation. The
radiation part will disperse to infinity. The soliton part will converge to a soliton QN∞ ,
while its L2-norm is changing in time. Hence it is natural to consider solutions of the form
ψ = (QE(t) + h(t))e
iΘ(t) , (2.3)
and study its evolution. If we consider a minimization problem
inf
Θ,E
∥∥ψ −QE eiΘ∥∥L2 .
Then ψ = (QE + h) e
iΘ with Imh ⊥ QE , Reh ⊥ RE . Hence we almost have h(t) ⊥ QE(t) in
our problem, with some small correction.
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Since this setup would introduce a time-dependent linear operator, we try to find a good
approximation with a fixed Q = QE . For this fixed Q, let
H = −∆+ V − E + λQ2 ,
(we have HQ = 0), and let Π be the projection which eliminates the Q-direction:
Πh = h− (c0Q, h)Q , c0 = (Q,Q)−1
Let X denote its image,
X = Π(L2) .
If we assume
ψ = (Q+ k(t))ei[−Et+θ(t)] .
Then the equation for k(t) is
∂tk = L(or)k − iF (k)− iθ˙(Q + k) , (2.4)
where
L(or)k = −i{Hk + λQ2(k + k¯)} ,
and
F (k) = λQ(2|k|2 + k2) + λ|k|2k .
In view of (2.3), it is natural to assume
k = aR + h, R = ∂EQE .
Here a(t) is small and compensates the change of L2 norm of the soliton. Since we would
like h(t) ⊥ Q for all t. Hence we look for solutions of the form
ψ = (Q+ aR + h) eiΘ, (Θ = −Et + θ(t)) .
We note that ψ can be written in this form if ψ is sufficiently close to Q. Specifically, we
let eiΘ be the phase of PQψ and choose a so that ‖PQψ‖L2 = ‖Q+ aPQR‖L2. Then h is
obtained by h = ψ e−iΘ −Q− aR ∈ X .
We also note, by differentiating the equation of Q w.r.t. E,
L(or)R = −iQ .
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We substitute k = aR + h into (2.4) and obtain
∂th = −a˙R− aiQ+ L(or)h− iF (k)− iθ˙(Q+ aR + h) .
Since we would like h ⊥ Q, we choose a˙ and θ˙ so that the right side of the above equation
is perpendicular to Q. Using h ⊥ Q and Hh ⊥ Q we obtain the equations for a and θ:
a˙ = (c1Q, ImF (k)) , c1 = (Q,R)
−1 ,
θ˙ = −(1 + c0c−11 a)−1
[
a + (c0Q, λQ
2(h+ h¯)) + (c0Q,ReF (k))
]
,
where c0 = (Q,Q)
−1. Then the equation of h is
∂th = Lh+ΠFall ,
Lh = −i{Hh+ΠλQ2Π(h+ h¯)} ,
Fall = −iθ˙h− iF (k)−
[
(c1Q, ImF ) + iaθ˙
]
RΠ , RΠ := ΠR .
Here we have used the equation for a˙.
Next we compute F (k) = F (h+ aR):
F (k) = λQ(2|h|2 + h2) + 2λaQR(2h+ h¯) + 3λa2QR2 + λ(aR + h)2(aR + h¯) .
With respect to L, we can decompose X as
X = Eκ ⊕ PcL (X) ,
where the direct sum is not orthogonal, and
Eκ = {αu+ βiv : α, β ∈ R} , u, v real, L+u = κv, L−v = κu, (u, v) = 1.
We write
h(t) = α(t)u+ β(t)iv + η(t) .
Their equations are
α˙ = κβ + (v,ReFall) ,
β˙ = −κα + (u, ImFall) ,
∂tη = Lη + PcLΠ(Fall) .
(Note (v,Πf) = (v, f), and similarly for u.) The linear parts of the equations for α(t) and
β(t) form a rotation. To single out the rotation, we study
z(t) = α(t) + iβ(t) = pµ−1, µ(t) = eiκt.
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Here µ−1 captures the rotation part and we expect a slower oscillation in p. Note that z(t)
can be obtained from h(t) by
z(t) = (v,Reh(t)) + i (u, Imh(t)) .
The function p(t) satisfies
µ−1p˙ = (v,ReFall) + i(u, ImFall)
= (v, Im(F + θ˙h)− (c1Q, ImF )RΠ) + i(u,−Re(F + θ˙h)− aθ˙RΠ)
= (v, ImF )− (v, RΠ) (c1Q, ImF ) + i(u,−ReF ) + [(v, Imh) + i(u,−Reh)]θ˙ − ic3aθ˙
= (v˜, ImF ) + i(u,−ReF ) + [(v, Imh) + i(u,−Reh)− ic3a]θ˙
= (v˜, (F − F¯ )/2i) + i(u,−(F + F¯ )/2) + [(v, (h− h¯)/2i) + i(u,−(h + h¯)/2)− ic3a]θ˙
= −i
[
(u˜+, F ) + (u˜−, F¯ ) +
{
(u+, h) + (u−, h¯) + c3a
}
θ˙
]
,
where c3 = (u,RΠ), v˜ = v − (v, RΠ)c1Q 6∈ X , and
u+ =
1
2
(u+ v) = O(1), u− = 12(u− v) = O(λ),
u˜+ =
1
2
(u+ v˜) = O(1), u˜− = 12(u− v˜) = O(λ).
Their orders are derive from the simple facts: (v, RΠ) = O(1), c2 = O(λ) and c3 = (u,RΠ) =
O(1).
Summarizing, we have
ψ = (Q+ aR + h) eiΘ,
h = ζ + η = (zu+ + z¯u−) + η ,
a˙ = (c1Q, ImF (k)) , c1 = (Q,R)
−1 ,
θ˙ = −(1 + c0c−11 a)−1
[
a + (c0Q, λQ
2(h+ h¯)) + (c0Q,ReF (k))
]
, (2.5)
∂tη = Lη + PcLΠ(Fall)
z(t) = α(t) + iβ(t) = pµ−1, µ(t) = eiκt,
µ−1p˙ = −i
[
(u˜+, F ) + (u˜−, F¯ ) +
{
(u+, h) + (u−, h¯) + c3a
}
θ˙
]
,
where
Fall = −iθ˙h− iF (h+ aR)−
[
(c1Q, ImF ) + iaθ˙
]
RΠ , RΠ := ΠR , (2.6)
F (h+ aR) = λQ(2|h|2 + h2) + 2λaQR(2h+ h¯) + 3λa2QR2 + λ(aR + h)2(aR + h¯) . (2.7)
This is the equation we shall solve for the rest of this paper.
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Convention: for a double-index α = (α0, α1), we denote
zα = zα0 z¯α1 , |α| = α0 + α1, [α] = −α0 + α1 .
For example, z(32) = z3z¯2. Hence zα = µ[α] pα. In what follows |α| = 2, |β| = 3, |γ| = 4.
3 Properties of the linearized operator
3.1 Spectral decomposition
Recall that, for given E,
HE = −∆+ V −E + λQ2E
and HEQE = 0. Recall Π be the projection which eliminates the Q-direction:
Πh = h− (h,Q)Q .
and the operator L acting on the space X = ΠL2 by
Lh = −i{Hh+ΠλQ2Π(h+ h¯)} .
We also have L− = H , L+ = H + 2ΠλQ2Π. With respect to L, we can define generalized
“eigenspaces”:
Eν(L) :=
{
ψ : L2ψ = −ν2ψ} = {u+ iv : u, v real, L−L+u = ν2u, L+L−v = ν2v} .
In our case, the only value for ν is κ. It is natural to define
Hc(L) := {ψ : ψ ⊥ Eν(L∗) for all ν} ,
since it is invariant under L. The orthogonality is defined with respect to the inner product
((ψ, φ)) = (Reψ,Reφ) + (Imψ, Imφ) ,
and we know
Eν(L∗) = {v + iu : u, v real, u+ iv ∈ Eν(L)} .
It is also clear from the definition that
X = ⊕
ν
Eν(L)⊕ Hc(L) .
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Hence,
Hc(L) =
{
φ1 + iφ2 : φ1 ⊥ v, φ2 ⊥ u, for all v, u such that L+L−v = ν2v, L−L+u = ν2u
}
.
In our situation, since we only have two simple eigenvalues for H0 and the ground state is
factored out, we can prove by perturbation argument that there are real u and v such that
Eκ = {au+ biv : a, b ∈ R} , L+u = κv, L−v = κu, (u, v) = 1 .
Since L+L− and L−L+ are not self-adjoint, it is not convenient to use them to characterize
Hc(L). We define two operators
B = Π(L−)1/2Π, A =
√
BL+B .
Note that both A and B are self-adjoint and positive on X . With these operators, if we
define w = κ−1/2Bv, we have w is the normalized eigenvector for the operator A and
u = ν−1/2Bw, v = ν1/2B−1w, Aw = κw, (w,w) = 1.
Hence the continuum spectrum of Hc(L) can be characterized by
Hc(L) =
{
ψ = ψ1 + iψ2 : ψ1, ψ2 real , ψ1 ⊥ B−1wν , ψ2 ⊥ Bwν for all ν
}
=
{
ψ = ψ1 + iψ2 : ψ1, ψ2 real , B
−1ψ1, Bψ2 ∈ Hc(A)
}
=
{
ψ = Bφ1 + iB
−1φ2 : φ1, φ2 real , φ1, φ2 ∈ Hc(A)
}
.
The maps B and B−1 change the differentiability of the functions. A better way is to use
A−1/2B and A1/2B−1 instead. Let U be the operator
U(f + ig) = A1/2B−1f + iA−1/2Bg, for real f, g ∈ X. (3.1)
We will prove in next subsection that these operators are bounded in Sobolev spaces and
weighted L2-spaces. We have established a one-to-one correspondence between the spectral
decomposition of X with respect to L and that with respect to A:
ψ ∈ Eκ(L)←→ Uψ ∈ Eκ(A),
ψ ∈ Hc(L)←→ Uψ ∈ Hc(A).
We have several ways to decompose L as products:
L = V −11
[
0 1
−A2 0
]
V1 V1 =
[
B−1 0
0 B
]
= V −12
[
jA 0
0 −jA
]
V2 j =
√−1, V2 = 1√
2
[
1 1
jA
−jA 1
]
V1
= U−1
[
0 A
−A 0
]
U U =
[
A1/2B−1 0
0 A−1/2B
]
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We prefer using the last one since it has a simpler form:
L = U−1(−iA)U ,
with U given in (3.1).
This decomposition will be especially useful when we integrate integrals of the form∫ t
0
e(t−s)LPcL e2iκsφ ds .
For this purpose, it is convenient to decompose
U = U+ + U−C, U± = A
1/2B−1 ±A−1/2B . (3.2)
Here C is the conjugation operator, and both U+ and U− are self adjoint. Hence [U, i] 6= 0
but [U±, i] = 0. More detailed properties of A and U are collected in next subsection.
3.2 Lemmas
Here we collect four lemmas. Recall
H = −∆−E + V + λQ2, A = (H2 +ΠH1/2λQ2H1/2Π)1/2.
Also, X is the subspace of all functions in L2(R3) that are orthogonal to Q, and Π is the
orthogonal projection from L2(R3) onto X .
Lemma 3.1 (decay estimates for eiAt) For q = 4, 8,∥∥e−itA PcAΠφ∥∥Lq ≤ C |t|−3( 12− 1q ) ‖φ‖Lq′ . (3.3)
For smooth local functions φ and sufficiently large β, we have∥∥∥∥〈x〉−β e−itA 1A− 0i− 2κ PcAΠ 〈x〉−β φ
∥∥∥∥
L2
≤ C 〈t〉−6/5 (3.4)
The estimate (3.4) for A =
√
H was proved by Soffer-Weinstein [12].
Lemma 3.2(
Qu2+ , Im
1
A− 0i− 2κ Pc
AΠQu2+
)
=
(
φ0φ
2
1 , Im
1
H0 − 0i− 2κ Pc
H0 φ0φ
2
1
)
+O(λ) > 0 .
(3.5)
This Lemma is a perturbation result. Notice that if λ = 0 then the statement of this lemma
follows the assumption A.1. Since λ is small, by continuity it holds for small λ. We define
Γ ≡ 2λ2
(
Qu2+ , Im
1
A− 0i− 2κ Pc
AΠQu2+
)
> 0 . (3.6)
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Lemma 3.3 (operator U) (a) The operators U and U−1 are bounded operators inW k,p∩X
for k ≤ 2, 1 ≤ p < ∞, and in H0,r ∩ X for r ≤ 3. (H0,r is the weighted L2 space with
‖f‖H0,r = ‖〈x〉rf‖L2.)
(b) The commutator [U, i] is a local operator in the sense
‖[U, i] Πφ‖L8/7 ≤ O(λ) ‖φ‖L4 . (3.7)
We denote the wave operators for L (resp. A and H) by WL, (resp. WA and WH).
Lemma 3.4 (wave operators) The wave operators WL and WA exist and satisfy W k,p
estimates for k ≤ 2, 1 ≤ p <∞: (Similar estimates hold for their adjoints.)∥∥WLPcL ∥∥(W k,p,W k,p) ≤ C, ∥∥WAPcAΠ∥∥(W k,p,W k,p) ≤ C.
The statement on WL was proved in [3], following the proof of [15]. Hence we only need to
prove the statement on WA.
Proof of these lemmas
We now proceed to prove these lemmas. To simplify the presentation, we will assume
λ > 0. The proof for the case λ < 0 is exactly the same. Recall
H = −∆−E + V + λQ2, A = (H2 +ΠH1/2λQ2H1/2Π)1/2.
We also denote
H∗ = −∆−E .
Note that, if WA exists, we have the intertwining property that f(A)Pc(A) = WAf(H∗)W ∗A
for suitable functions f . We also have similar property for L.
Recall X is the space of all functions in L2(R3) that are orthogonal to Q, and Π is
the orthogonal projection from L2(R3) onto X . In what follows we will only consider the
restrictions of H and A on X . Hence we often omit the projection Π in the definition of
A. (It should be noted, however, H∗ acts on L2(R3).) We denote by H0,r the weighted L2
space with norm ‖f‖H0,r = ‖〈x〉rf‖L2. In the remaining of the subsection, when we write
L2, W k,p, or H0,r, we often mean their intersection with X : L2 ∩X , W k,p ∩X , or H0,r ∩X .
Assumption on V : We recall our Assumption A2. We assume that 0 is not an eigenvalue
nor a resonance for −∆+ V . We also assume that V satisfies the assumption in Yajima [15]
so that the W k,p estimates for k ≤ 2 for the wave operator WH holds: for a small σ > 0,
|∇αV (x)| ≤ C 〈x〉−5−σ , for |α| ≤ 2 .
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Also, the functions (x · ∇)kV , for k = 0, 1, 2, 3, are −∆ bounded with an −∆-bound < 1:∥∥(x · ∇)kV φ∥∥
2
≤ σ0 ‖−∆φ‖2 + C ‖φ‖2 , σ0 < 1, k = 0, 1, 2, 3 . (3.8)
By the assumption, the following operators
H−1/2∗ (x · ∇)kV H−1/2∗ , (x · ∇)kV H−1∗ , H−1∗ (x · ∇)kV (3.9)
for k = 0, 1, 2, 3, are bounded in L2.
Since Q is the ground state of H with V satisfying the previous assumptions, Q is a
smooth function with exponential decay at infinity. Hence the above statements on V hold
also for Q and Q2. Since V + λQ2 and V have same properties, in what follows we will
replace V + λQ2 in H by V and write H = H∗ + V to make the presentation simpler. So it
should be kept in mind that the potential V in this subsection is in fact V + λQ2.
For two operators S and T , S is said to be T -bounded if ST−1 is a bounded operator.
If both S and T are self-adjoint, this implies T−1S is also bounded. A deeper result says
S1/2 is T 1/2-bounded, see [RS2]. We say S and T are mutually bounded if both ST−1 and
TS−1 are bounded operators. This is the case if ‖(S − T )T−1‖(L2,L2) = θ < 1 for some θ. (It
implies immediately ‖ST−1‖ < 2. Since ‖Tφ‖ ≤ ‖Sφ‖ + ‖(T − S)φ‖ ≤ ‖Sφ‖ + θ ‖Tφ‖, we
have ‖Tφ‖ ≤ C ‖Sφ‖, which implies T is S-bounded.)
Lemma 3.5 For each k = 1
2
, 1, 3
2
, 2, 3, the operators Hk∗ , H
k and Ak are mutually bounded.
Proof. That Hk∗ and H
k are mutually bounded follows from our assumption on V by
standard argument. To show Hk and Ak are mutually bounded, it suffices to prove the cases
k = 2 and k = 3 by the previous remark. We first show ‖(A2 −H2)H−2‖ < 1, which implies
the case k = 2.∥∥(A2 −H2)H−2∥∥ = ∥∥H1/2λQ2H1/2H−2∥∥ ≤ ∥∥H1/2λQ2H−1∥∥ ≤ ∥∥H1/2∗ λQ2H−1∗ ∥∥ ≤ 1/2.
The last inequality can be obtained by writing H
1/2
∗ Q2H−1∗ = H
−1/2
∗ Q2 + H
1/2
∗ [Q2, H−1∗ ] =
H
−1/2
∗ Q2 +H
−1/2
∗ [Q2, H∗]H−1∗ , and noting [Q
2, H∗] = ∆Q2 + 2∇Q2 · ∇.
To prove the case k = 3, it suffices to prove A6 ≤ CH6 and H6 ≤ CA6. Note
(fA6f) = (fA2A2A2f) ≤ (fA2H2A2f) .
Since A2 = H2 +H1/2λQ2H1/2, we have
(fA2H2A2f) ≤ C(fH2H2H2f) + C(f(H1/2λQ2H1/2)H2(H1/2λQ2H1/2)f)
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where the cross terms are estimated by Schwarz inequality. To show that the last term is
bounded by C(fH6f), we shall show that H3/2Q2H−5/2 is bounded in X . Rewrite
H3/2Q2H−5/2 = H3/2H−2Q2H−1/2 +H3/2[Q2, H−2]H−1/2
= H−1/2Q2H−1/2 +H−1/2[Q2, H2]H−5/2
Since [Q2, H2] is of the form
∑
|α|≤3Gα(x)∇α, the operators on the right side of the equation
are bounded in X . This shows A6 ≤ CH6. That H6 ≤ CA6 is proved similarly. Q.E.D.
Recall the standard formula:
T−σ =
∫ ∞
0
1
s+ T
ds
sσ
, 0 < σ < 1 . (3.10)
The operator T in the above formula will be A2 or H . Hence we also need to estimate
operators of the form H
m
s+H2
. Clearly, for s ≥ 0,∥∥∥∥ H2s+H2
∥∥∥∥
(W k,p,W k,p)
≤ 1, ∥∥H−1/2∥∥(W k,p,W k,p) ≤ C . (3.11)
Lemma 3.6 Let s ≥ 0. The operator H
s+H2
is bounded in W k,p ∩X with∥∥∥∥ Hs+H2
∥∥∥∥
(W k,p,W k,p)
≤ C 〈s〉−1/2 (3.12)
Also, for k = ±1,±2,±3,∥∥∥∥〈x〉k 1s+H 〈x〉−k
∥∥∥∥
(L2,L2)
≤ C 〈s〉−1 ,
∥∥∥∥〈x〉k Hs+H2 〈x〉−k
∥∥∥∥
(L2,L2)
≤ C 〈s〉−1/2 . (3.13)
Proof. We can rewrite
H
s+H2
=
1
H +
√
si
+
1
H −√si .
Therefore, to prove statements for H
s+H2
, it suffices to prove the corresponding statements
for 1
H±√si . We first prove (3.12) for k = 0. Let κ1 denote the eigenvalue of the excited state
of H and P1 denote the projection onto the corresponding eigenspace. We can write
1
H +
√
si
∣∣∣∣∣
X
=
1
κ1 +
√
si
P1 +WH
1
p2 − E +√si W
∗
H Pc
H
where p = −i∇ and WH is the wave operator of H . Note E < 0. Since WH and W ∗H
are bounded in W k,p for sufficiently nice V , ([15]), it is sufficient to prove that 1
p2−E±√si are
bounded inW k,p. However, 1
p2−E±√si are convolution operators with explicit Green functions:
C
|x| e
−|x|(−E±√si)1/2 .
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Since |e−|x|(−E±√si)1/2 | ≤ e−c|x|〈s〉1/4 , the L1-norms of the Green functions are bounded by
〈s〉−1/2. By Young’s inequality we have∥∥∥∥ 1p2 − E ±√si
∥∥∥∥
(Lp,Lp)
≤ C 〈s〉−1/2 ,
which proves (3.12) for k = 0. For k ≥ 1 and for φ ∈ W k,p, we have∥∥∥∥Hk/2 Hs+H2φ
∥∥∥∥
W k,p
∼
∥∥∥∥Hk/2 Hs+H2φ
∥∥∥∥
Lp
=
∥∥∥∥ Hs+H2Hk/2φ
∥∥∥∥
Lp
≤ C 〈s〉−1/2 ∥∥Hk/2φ∥∥
Lp
∼ 〈s〉−1/2 ‖φ‖W k,p .
This proves (3.12) for k ≥ 1.
For (3.13), we prove the second part. The proof for the first part is similar. For k > 0,
since
[
〈x〉k , 1
H+
√
si
]
= 1
H+
√
si
[〈x〉k , H +√si] 1
H+
√
si
and
[〈x〉k , H +√si] = 2∇∗(∇〈x〉k)− (∆ 〈x〉k)
we have∥∥∥∥[〈x〉k , 1H +√si
]
〈x〉−k
∥∥∥∥ ≤ C ∥∥∥∥ 1H +√si(∇∗ + 1)
∥∥∥∥ · ∥∥∥∥〈x〉k−1 1H +√si 〈x〉−k+1
∥∥∥∥ ≤ C 〈s〉−1/2
by induction in k. We have the same estimate for
[
〈x〉k , 1
H−√si
]
and hence (3.13) holds for
positive k. The proof for the case k < 0 is similar. Q.E.D.
Recall H0,r is the weighted L2 space with norm ‖f‖H0,r = ‖〈x〉rf‖L2.
Lemma 3.7 The operators H1/2A−1/2, A−1/2H1/2, H−1/2A1/2 and A1/2H−1/2 are bounded
operators in W k,p ∩X and H0,r ∩X.
Proof. By (3.10) we can write
H1/2A−1/2 = H1/2
∫ ∞
0
1
s+H2 +H1/2λQ2H1/2
ds
s1/4
= H1/2
∫ ∞
0
[
1
s+H2
+
1
s+H2
H1/2λQ
∞∑
n=0
(
λQ
H
s+H2
Q
)n
QH1/2
1
s+H2
]
ds
s1/4
= 1 +
∫ ∞
0
[
H
s+H2
λQ
∞∑
n=0
(
λQ
H
s +H2
Q
)n
Q
H
s+H2
H−1/2
]
ds
s1/4
Since
∥∥ H
s+H2
∥∥ ≤ 〈s〉−1/2 by Lemma 3.6, we have
∥∥H1/2A−1/2∥∥(W k,p,W k,p) ≤ 1 + C ∫ ∞
0
〈s〉−1/2 λ
∞∑
n=0
(λ 〈s〉−1/2)n 〈s〉−1/2 ds
s1/4
≤ 1 + Cλ .
21
Similarly ∥∥A−1/2H1/2∥∥(W k,p,W k,p) ≤ 1 + Cλ .
Also, using (3.13), for r ≤ 3 we have∥∥H1/2A−1/2∥∥
(H0,r ,H0,r)
+
∥∥A−1/2H1/2∥∥
(H0,r ,H0,r)
≤ 1 + Cλ .
The above proves that H1/2A−1/2 and A−1/2H1/2 are bounded in W k,p and H0,r. Indeed, we
have proved∥∥〈x〉3 (H1/2A−1/2 − 1) 〈x〉3∥∥
(L2,L2)
+
∥∥〈x〉3 (A−1/2H1/2 − 1) 〈x〉3∥∥
(L2,L2)
≤ Cλ . (3.14)
We now consider H−1/2A1/2 and A1/2H−1/2. Since A1/2 = A2A−3/2 = A2
∫∞
0
1
s+A2
ds
s3/4
, we
have
H−1/2A1/2 = H−1/2(H2 +H1/2λQ2H1/2)
∫ ∞
0
1
s+H2 +H1/2λQ2H1/2
ds
s3/4
= (H3/2 + λQ2H1/2)
∫ ∞
0
1
s+H2 +H1/2λQ2H1/2
ds
s3/4
= I1 + λQ
2I2
The main term is I1. The term I2 is similar to H
1/2A−1/2, and its integrand has a better
decay in s for large s. Hence ∥∥λQ2I2∥∥ ≤ Cλ ‖I2‖ ≤ Cλ .
For the main term I1,
I1 = 1 +
∫ ∞
0
H2
s+H2
Q
∞∑
n=0
(
Q
H
s+H2
Q
)n
Q
H
s +H2
H−1/2
ds
s3/4
.
Hence
‖I1‖ ≤ 1 + C
∫ ∞
0
λ
∞∑
n=0
(λ 〈s〉−1/2)n 〈s〉−1/2 ds
s3/4
≤ 1 + C
∫ ∞
0
λ 〈s〉−1/2 ds
s3/4
≤ 1 + Cλ .
Here the norms are taken in (W k,p,W k,p) and (H0,r, H0,r). Hence we have proved Lemma
3.7. Q.E.D.
In fact, the last part of the above proof also shows∥∥〈x〉3 (H−1/2A1/2 − 1) 〈x〉3∥∥
(L2,L2)
+
∥∥〈x〉3 (A1/2H−1/2 − 1) 〈x〉3∥∥
(L2,L2)
≤ Cλ . (3.15)
The above lemma proves part (a) of Lemma 3.3 stating that U and U−1 are bounded
in W k,p and H0,r. Moreover, (3.14) and (3.15) mean that U − 1 and U−1 − 1 are “local”
operators. In particular, they imply part (b) of Lemma 3.3 and that, for any φ ∈ L2,
(U±1 − 1)e−itH∗φ→ 0 in L2, as t→∞ . (3.16)
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We now prove Lemma 3.4. We only need to prove the statement on WA. Notice
WA = lim
t→∞
eitAe−itH∗ = lim
t→∞
UetLU−1e−itH∗ = lim
t→∞
UetLe−itH∗ + lim
t→∞
UetL(U−1 − 1)e−itH∗ .
By (3.16) we have
WA = lim
t→∞
UetLe−itH∗ = UWL .
The bounededness of WA follows from that of U and WL. This proves Lemma 3.4.
We now prove Lemma 3.1. Since
e−itAPcA φ =WAe−itH∗W ∗APc
A φ ,
the estimate (3.3) follows from the usual (Lp, Lq) estimate for e−itH∗ and the boundedness
of WA and Pc
A in Lp-spaces. To prove (3.4), either we prove the bounededness of WA in
weighted spaces H0,r, or we use the Mourre estimate. We will follow the second approach
and the argument in [12].
Let a = 2κ. We consider intervals ∆ = (a− r, a+ r). Let g∆(t) = g0((t− a)/r), where g0
is a fixed smooth function with support in (−2, 2) and g0(t) = 1 for |t| < 1. We will consider
g∆(A) with r small enough. Let D = xp + px, (p = −i∇), and the commutators
ad0D(A) = A, ad
k+1
D (A) = [ ad
k
D(A), D] .
We need to prove the following lemma.
Lemma 3.8 For ∆ small enough, the Mourre estimate
g∆(A)[iA,D]g∆(A) ≥ θg∆(A)2
holds for some θ > 0. Also, g∆(A) ad
k
D(A)g∆(A) are bounded operators in L
2 for k = 0, 1, 2, 3.
We will use the following lemma.
Lemma 3.9 The operators
H−3DkHm/2 〈x〉−3 and 〈x〉−3Hm/2DkH−3
are bounded in L2, for k,m = 0, 1, 2, 3.
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Proof. This is standard and we only sketch the proof. If m is even, we can compute the
commutator [Dk, Hm/2] explicitly and estimate
H−3DkHm/2 〈x〉−3 = H−3Hm/2Dk 〈x〉−3 +H−3[Dk, Hm/2] 〈x〉−3 .
If m is odd, we write
H−3DkHm/2 〈x〉−3 =
∫ ∞
0
H−3DkH(m+1)/2
1
s+H
〈x〉−3 ds√
s
and proceed as in the case m is even, by using (3.13). Here we have used the formula (3.10).
Q.E.D.
Proof of Lemma 3.8
Let G = A−H and we write A = H +G. Since
[iA,D] = [H∗ + V +G, iD] = −∆+ [V +G, iD] = A− V −G+ [V +G, iD]
and g∆(A)Ag∆(A) ≥ 2θg∆(A)2 for some 2θ > 0, it suffices to show that, for M = −V +
[V, iD],−G and [G,D], the operators
g∆(A)Mg∆(A) = (g∆(A)H
2
∗ ) (H
−2
∗ MH
−2
∗ ) (H
2
∗g∆(A))
are bounded by g∆(A)
2 and the bound goes to zero when the interval ∆ shrinks to zero. Since
both g∆(A)H
2
∗ = (g∆(A)A
2)(A−2H2∗ ) and H
2
∗g∆(A) = (H
2
∗A
−2)(A2g∆(A)) are bounded and
converges to zero weakly when ∆ shrinks to zero, this will be true if one can show that
H−2∗ MH
−2
∗ is compact. The case M = −V + [V, iD] is standard and follows from our
assumption, so we only consider H−2∗ GH
−2
∗ and H
−2
∗ [G,D]H
−2
∗ .
We proceed to find an explicit form of G. By (3.10) with T = A2, σ = 1/2, we write
A−1 =
∫ ∞
0
1
s+H2 +H1/2λQ2H1/2
ds√
s
=
∫ ∞
0
1
s+H2
+
1
s+H2
H1/2λQ
∞∑
n=0
(
λQ
H
s+H2
Q
)n
QH1/2
1
s+H2
ds√
s
= H−1 +H−1/2 〈x〉−3 J0 〈x〉−3H−1/2
where
J0 =
∫ ∞
0
〈x〉3 H
s+H2
λQ
∞∑
n=0
(
λQ
H
s+H2
Q
)n
Q
H
s+H2
〈x〉3 ds√
s
.
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By Lemma 3.6, ‖J0‖(L2,L2) ≤
∫∞
0
〈s〉−1/2 · λ · 〈s〉−1/2 s−1/2 ds ≤ Cλ. Hence
A = A2A−1 = (H2 +H1/2λQ2H1/2)
(
H−1 +H−1/2 〈x〉−3 J0 〈x〉−3H−1/2
)
= H +G
G = H1/2λQ2H−1/2 +H3/2 〈x〉−3 J0 〈x〉−3H−1/2 +H1/2λQ2 〈x〉−3 J0 〈x〉−3H−1/2 (3.17)
Since H−1/2 〈x〉−1 and 〈x〉−1H−1/2 are compact, from (3.17) H−2∗ GH−2∗ is compact. We
can also write
H−2∗ GDH
−2
∗ =
{
H−2∗ GH
1/2 〈x〉} · {〈x〉−1H−1/2DH−2∗ }
The second operator is bounded by Lemma 3.9. The first is compact since its terms are of
the form: H−m · 〈x〉−k · (bounded operator). Similarly H−2∗ DGH−2∗ is also compact. Hence
we conclude the Mourre estimate.
To show that g∆(A) ad
k
D(A)g∆(A) are bounded for k = 0, 1, 2, 3, we rewrite
g∆(A) ad
k
D(A)g∆(A) = (g∆(A)A
3) (A−3H3) (H−3 adkD(A)H
−3) (H3A−3) (A3g∆(A)) .
We only need to show that H−3 adkD(A)H
−3 are bounded since the other terms are bounded
by Lemma 3.5. Recall A = H+G. It is standard to prove thatH−3 adkD(H)H
−3 are bounded.
For H−3 adkD(G)H
−3, since it is a sum of terms of the form
H−3DkGDmH−3, k +m ≤ 3 ,
it suffices to show that these terms are bounded. By the explicit form (3.17) of G and Lemma
3.9, they are indeed bounded. For example,
H−3D2
{
H3/2 〈x〉−3 J0 〈x〉−3H−1/2
}
D1H−3
=
{
H−3D2H3/2 〈x〉−3} J0 {〈x〉−3H−1/2D1H−3} ,
a product of three bounded operators. We conclude that g∆(A) ad
k
D(A)g∆(A) are bounded
for k = 0, 1, 2, 3. Q.E.D.
With Lemma 3.8, (cf. the remark in [12], p.27), the minimal velocity estimate in [5] and
Theorem 2.4 of [10] implies∥∥∥F (D ≤ θt/2) e−iAtg∆(A) 〈D〉−3/2∥∥∥
(L2,L2)
≤ C 〈t〉−5/4 .
The same argument in [12] then gives the desired decay estimate (3.4) in Lemma 3.1.
Finally we prove Lemma 3.2. Let ψλ = Pc
AΠQu2+ and ψ0 = Pc
H0 φ0φ
2
1. Recall H0 =
−∆+ V − e0. We have ψλ = ψ0+O(λ). We write ψλ = ψ0+ bφ1+ η, where η ∈ Hc(H0) and
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b, η = O(λ). Rewrite(
ψλ , Im
1
A− 0i− 2κψλ
)
= Im i
∫ ∞
0
(
ψλ , e
−it(A−0i−2κ)ψλ
)
dt
= Im i
∫ ∞
0
(
ψλ , e
−it(H0−0i−2κ)ψλ
)
dt (3.18)
+ Im i
∫ ∞
0
∫ t
0
(
ψλ , e
−i(t−s)(A−0i−2κ) (λQ2 +G) e−is(H0−0i−2κ)ψλ
)
ds dt . (3.19)
The main term lies in (3.18). It is
Im i
∫ ∞
0
(
ψ0 , e
−it(H0−0i−2κ)ψ0
)
dt =
(
ψ0 , Im
1
H0 − 0i− 2κψ0
)
which is the desired main term in Lemma 3.2. We want to show that the rest of (3.18) and
(3.19) are integrable and of order O(λ). Recall we write ψλ = ψ0 + bφ1 + η. For the term η
in ψλ, by decay estimate we have
| (ψλ , e−it(H0−0i−2κ)η) | ≤ C 〈t〉−3/2 ‖ψλ‖L1∩L2 ‖η‖L1∩L2 ≤ C 〈t〉−3/2 λ , (3.20)
hence this term is integrable. Also, since H0φ1 = e01φ1,(
ψλ , e
−it(H0−0i−2κ)bφ1
)
=
(
ψλ , e
−it(e01−2κ−0i)bφ1
)
,
so we can integrate this oscillation term explicitly. (The boundary term at t = ∞ vanishes
due to the decay of e−it(−0i).) We conclude that the rest of (3.18) are integrable and of order
O(λ).
For (3.19), it suffices to show its integrability since λQ2+G gives the order O(λ). Rewrite
the last ψλ in (3.19) as bφ1 + Pc
H0 ψλ. For the part containing bφ1, we have(
ψλ , e
−i(t−s)(A−0i−2κ) (λQ2 +G) e−is(H0−0i−2κ)bφ1
)
=
(
ψλ , e
−it(A−0i−2κ) eis(A−e01) (λQ2 +G) bφ1
)
.
Integration in s gives (
(A− e01)−1ψλ , e−it(A−0i−2κ) (λQ2 +G) bφ1
)
.
Since e01 lies outside the continuous spectrum of A, the last expression is integrable in t
following the same argument as (3.20). For the part containing Pc
H0 ψλ, since (λQ
2 +G) is
a “local” operator in the sense that it sends L∞ functions to L1, we have
| (ψλ , e−i(t−s)(A−0i−2κ) (λQ2 +G) e−is(H0−0i−2κ)PcH0 ψλ) | ≤ Cλ 〈t− s〉−3/2 〈s〉−3/2 ‖ψλ‖2L1∩L2
which can be integrated in s and t. Hence we have proved Lemma 3.2.
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4 Main oscillation terms
We now identify the main oscillation terms in equation (2.5). We shall use the complex
amplitude of the excited state, z, as the reference. Recall z(t) = e−iκtp(t). Eventually we
will have p(t) ∼ t−1/2 and its oscillation is much smaller than κ. The change of mass on
the direction of the nonlinear ground state is given by a. We will also show that a = O(z2)
and the order of the dispersive wave η(t) is also of order O(z2). Assuming these orders, the
second order term in F , F (2), is given explicitly by:
F (2) = λQ(2|ζ |2 + ζ2) = z2φ(20) + zz¯φ(11) + z¯2φ(02)
where ζ = zu+ + z¯u− and
φ(20) = λQ(u
2
+ + 2u+u−) = λQu
2
+ +O(λ
2),
φ(11) = 2λQ(u
2
+ + u
2
− + u+u−) = O(λ), (4.1)
φ(02) = λQ(u
2
− + 2u+u−) = O(λ
2).
We shall write F (2) = zαφα, where α is a double indices (ij) with i+ j = 2 and i, j ≥ 0.
The repeated indices mean summation. We shall use β later on to denote double indices
summing to 3 and γ for 4.
4.1 Main oscillation term in a and F
We start with identifying the main oscillation terms of a(t). We have fixed the boundary
condition of a at t = ∞ and set a(∞) = 0. Thus we can rewrite the equation for a(t) into
the following equivalent integral equation:
a(t) =
∫ t
∞
(c1Q, ImF (k)) ds .
As the oscillation term of order z2 in F comes from F (2), we have up to second order in z2
(c1Q, ImF ) ∼ A(2)
where
A(2) =
(
c1Q, λQ Im ζ
2
)
Since ζ = zu+ + z¯u−, we have
Im ζ = Im z (u+ − u−), Im ζ2 = (Im z2) (u2+ − u2−) .
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Therefore, we have
A(2) = C1 Im z
2, C1 =
(
c1Q, λQ(u
2
+ − u2−)
)
= O(λ2) ,
We can integrate A(2) by parts to have:∫ t
∞
A(2) ds = C1 Im
∫ t
∞
z2 ds = C1 Im
∫ t
∞
µ−2p2 ds
= C1 Im
1
−2iκ
{
µ−2p2 −
∫ t
∞
µ−22pp˙ ds
}
As we shall prove later on, the last integral is higher order term. The first term on the right
hand side can be written explicitly as
C1 Im
1
−2iκµ
−2p2 = a20(z2 + z¯2) ,
where
a20 =
C1
4κ
=
λ
4κ
{
c1Q, Q(u
2
+ − u2−)
}
= O(λ2) , (4.2)
We shall prove later on that the last term a20(z
2 + z¯2) is the main oscillatory term in a.
We denote the rest by b, i.e.,
a = a20(z
2 + z¯2) + b (4.3)
As shall prove a, b, a˙ = O(z2), but b˙ = O(z3). In other words, b is the part of a that has
slower oscillation. From the equation of a, we have the following equation for b:
b˙ =
(
c1Q, Im(F − F (2))
)− 4Re a20zµ−1p˙ . (4.4)
Assuming that b and η are of order z2, we can decompose F into
F = F (2) + F (3) + F˜ (3) + F (4)
where F (2) and F (3) denote terms of order z2 and z3, respectively, and F (4) denotes higher
order terms:
F (2) = λQ(2|ζ |2 + ζ2) = z2φ(20) + zz¯φ(11) + z¯2φ(02)
F (3) = 2λQ[(ζ + ζ¯)η(2) + ζη¯(2)] + λ|ζ |2ζ + 2λa20(z2 + z¯2)QR(2ζ + ζ¯)
F˜ (3) = 2λbQR(2ζ + ζ¯) (4.5)
F (4) = 2λQ[(ζ + ζ¯)η(3) + ζη¯(3)] + λQ
[
2|η|2 + η2]+ 2λaQR(2η + η¯)
+ 3λa2QR2 + λ
[|k|2k − |ζ |2ζ] ,
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We can also rewrite the equation of θ into
θ˙ = c2(z + z¯) + Fθ , (4.6)
where c2 = −(c0Q, λQ2u) = O(λ) and
Fθ =
−1
1 + c0c
−1
1 a
{
c0c
−1
1 c2a(z + z¯) +
[
a + (c0Q, λQ
2(η + η¯)) + (c0Q,ReF (k))
]}
Hence, since z = µ−1p,
θ(t) =
∫ t
0
2c2Re(z) + Fθ ds = 2c2Re z/(−iκ) +
∫ t
0
−2c2Re(µ−1p˙)/(−iκ) + Fθ ds
=
2c2
κ
Im z +
∫ t
0
−2c2
κ
Im(µ−1p˙) + Fθ ds (4.7)
4.2 Main oscillation term in η
We now identify the main oscillation term in η. We first rewrite the equation of η using the
operator A as
∂tη = Lη − PcL iθ˙η + PcLΠF ♯ ,
F ♯ = −iθ˙ζ − iF (k)− [(c1Q, ImF ) + iaθ˙]RΠ . (4.8)
Notice that F ♯ and F all differs only by the term iθ˙η. Observe also that −iθ˙ζ is not killed by
Pc
L since [L, i] 6= 0. Let
η⋄ = Uη .
Since L = U−1(−iA)U and U PcL = PcA U , we have
∂tη
⋄ = −iAη⋄ − PcA Uiθ˙U−1η⋄ + PcA UΠF ♯
= −iAη⋄ − iθ˙η⋄ − PcA [U, i]θ˙U−1η⋄ + PcA UΠF ♯ .
Let η˜ = eiθη⋄ and use U−1η⋄ = η, we get
∂tη˜ = −iAη˜ + eiθ PcA UΠF ♯ − eiθPcA [U, i]θ˙η . (4.9)
Hence
η˜(t) = e−iAtη˜0 +
∫ t
0
e−iA(t−s) PcA
{
eiθUΠF ♯ − eiθ[U, i]θ˙η
}
ds . (4.10)
Since η = U−1e−iθη˜ and U is bounded in Sobolev spaces, for the purpose of estimation we
can treat η and η˜ the same.
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From the the definition of η˜ (4.10), the integrand is eiθUΠF ♯−eiθ[U, i]θ˙η. We first identify
the main term in F ♯:
F ♯ = −iθ˙ζ − iF (k)− [(c1Q, ImF ) + iaθ˙]RΠ
= i zαφ♯α + F
♯♯. (4.11)
We have already decomposed F into orders in z. To identify the main term of F ♯, it remains
to decompose −iθ˙ζ and (c1Q, ImF )RΠ. From the equation of θ (2.5), we have
−iθ˙ζ = −ic2(z + z¯)(zu+ + z¯u−)− iFθζ
Also
(c1Q, ImF )RΠ = (c1Q, φ20 − φ02)RΠ Im z2 +O(z3).
Recall the decomposition of F in (4.5) and F (2) = zαφα. Now we have (4.11) with
F ♯♯ = −iFθζ − i(F − F (2))− [(c1Q, Im(F − F (2))) + iaθ˙]RΠ
and φ♯α are defined as follows:
φ♯20 = −φ20 − c2u+ + 12(c1Q, φ20 − φ02)RΠ = −φ20 − c2u+ +O(λ2) ,
φ♯11 = −φ11 − c2(u+ + u−) = O(λ) , (4.12)
φ♯02 = −φ02 − c2u− + 12(c1Q, φ20 − φ02)RΠ = O(λ2) .
Here we have used φ20 = O(λ) = φ11, φ02 = O(λ
2), c2 = O(λ) and RΠ = O(1). Also note
that they are all real.
Recall (3.2). Since Ui = (U+ + U−C)i = i(U+ − U−C), We have
Pc
A eiθUizαΠφ♯α = Pc
A eiθi(U+ − U−C)zαΠφ♯α = eiθizαΦα
where
Φ20 = Pc
A
{
U+Πφ
♯
20 − U−Πφ♯02
}
, Φ11 = Pc
A
{
(U+ − U−)Πφ♯11
}
, (4.13)
Φ02 = Pc
A
{
−U−Πφ♯20 + U+Πφ♯02
}
.
Hence we can rewrite the integrand in (4.10) as
eiθizαΦα + Pc
A
{
eiθUΠF ♯♯ − eiθ[U, i]θ˙η
}
.
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The leading term in η˜ is
(I) ≡
∫ t
0
e−iA(t−s)eiθizαΦα ds
=
∫ t
0
e−itAeis(A−0i)
(
µ[α](eiθp2)(s)iΦα
)
ds (µ = eiκs)
= e−itA
[
eis(A−0i)[eiθzα](s)
i(A− 0i+ [α]κ) iΦα
]t
s=0
+ (II)
= η˜(2) − e−itA(eiθzα)(0)η˜α + (II) , (4.14)
where
η˜(2) = eiθzαη˜α, η˜α =
1
A− 0i+ [α]κΦα (4.15)
and (II) is the error from integration by parts,
(II) = −
∫ t
0
e−i(t−s)A
{
µα
d
ds
(eiθpα)η˜α
}
ds .
Also note the sign of 0i is so that the last two terms in (4.14) decay as t→∞.
We have identify the main oscillation term in η˜ and we denote the remaining term in by
η(3):
η˜ = η˜(2) + η˜(3). (4.16)
Notice that η˜(2) is not in L2 and this is not an L2 decomposition. It is, however, very useful
for local behavior as it identifies the local oscillation.
From (4.10) we obtain the equation for η˜(3):
η˜(3)(t) = e−iAtη˜0 − e−iAt(eiθzα)(0)η˜α −
∫ t
0
e−iA(t−s)
{
µ[α]
d
ds
(eiθpα)η˜α
}
ds
+
∫ t
0
e−iA(t−s) PcA
{
eiθUΠ
[
F ♯♯ + iη2η¯
]− eiθ[U, i]θ˙η} ds (4.17)
+
∫ t
0
e−iA(t−s) PcA eiθUΠ(−iη2η¯) ds
= η˜
(3)
1 + η˜
(3)
2 + η˜
(3)
3 + η˜
(3)
4 + η˜
(3)
5 .
We treat η˜
(3)
5 separately because η
2η¯ is a non-local term. Notice that η˜(2) 6∈ L2, but is still
“orthogonal” to the eigenvector of A.
From the decomposition of η˜ and the relation η = U−1e−iθη˜, we have the corresponding
decomposition for η:
η(t) = η(2)(t) + η(3)(t) .
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where
η(2) = U−1e−iθη˜(2) = U−1zαη˜α, η(3) = U−1e−iθη˜(3) .
Summarizing, we have decompose a, F and η into terms in order of z. The main oscilla-
tory terms of order z2 in a is a20(z
2 + z¯2) and
a = a20(z
2 + z¯2) + b (4.18)
with
b˙ =
(
c1Q, Im(F − F (2))
)− 4Re a20zµ−1p˙ . (4.19)
The nonlinear term F is decomposed into orders in (4.5) with the second order term F (2)
explicitly given. We also rewrite the equation of θ into
θ˙ = c2(z + z¯) + Fθ , (4.20)
where c2 = (c0Q, λQ
2u) = O(λ) and
Fθ =
−1
1 + c0c
−1
1 a
{
c0c
−1
1 c2a(z + z¯) +
[
a + (c0Q, λQ
2(η + η¯)) + (c0Q,ReF (k))
]}
(4.21)
The dispersive wave η is related to η˜ by the relation η = U−1e−iθη˜ with η˜ satisfying
η˜(t) = e−iAtη˜0 +
∫ t
0
e−iA(t−s) PcA
{
eiθUΠF ♯ − eiθ[U, i]θ˙η
}
ds . (4.22)
Furthermore, it can be decomposed into η˜(2) + η˜(3) with
η˜(2) = eiθzαη˜α, η˜α =
1
A− 0i+ [α]κΦα
and η˜(3) satisfies the equation (4.17). For Theorem 1.1 the boundary conditions are
a(∞) = 0 = b(∞)
0 < |z0| ≤ ε0 (4.23)
‖η0‖H2∩W 2,1(R3) ≤ |z0|2
We now collect a few properties of the operator U . We can expand U± in order of λ as
U+ = 1 +O(λ), U− = O(λ).
Notice that Pc
A Uc2u+ = O(λ
2) since Uu+ is almost orthogonal to Hc(A). Hence we have
Φ20 = −PcAΠφ20 +O(λ2), Φ11 = O(λ), Φ02 = O(λ2) .
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We may decompose
U−1 = U⋄+ + U
⋄
−C, U
⋄
± =
1
2
(BA−1/2 ± B−1A1/2) . (4.24)
then
η(2) =
(
U⋄+ + U
⋄
−C
)
zαη˜α = z
2η20 + zz¯η11 + z¯
2η02 ,
where
η20 = U
⋄
+η˜20 + U
⋄
−η˜02, η11 = U
−1η˜11, η02 = U⋄+η˜02 + U
⋄
−η˜20 .
If we expand
U+ = 1 +O(λ), U− = O(λ), U⋄+ = 1 +O(λ), U
⋄
− = O(λ),
then we get, by (4.15) and (4.13),
η20 = η˜20 +O(λ
2) =
−1
A− 0i− 2κ Pc
AΠφ20 +O(λ
2) , η11 = O(λ) , η02 = O(λ
2) .
5 Estimates of dispersive wave
We now estimate solutions to the equations (2.5) with the decompositions into main oscilla-
tory and higher order terms in section 4. We first need to choose a suitable norm. Define
{t} = ε−2 + 2Γt, {t} ∼ max{ε−2, t} .
and, for η
(3)
2−5 ≡
∑5
j=2 η
(3)
j = η
(3) − η(3)1 ,
M(T ) := sup
0≤t≤T
{
{t}1/2 |z(t)|+ {t}3/4−σ ‖η(t)‖L4 + {t}1+σ/4
∥∥∥η(3)2−5(t)∥∥∥
L2
loc
}
(5.1)
Recall that b, the slow oscillation part of a, is defined via (4.18) and satisfies the equation
(4.19). We assume that the function b is in the following space BT :
BT =
{
b(t) : |b(t)| ≤ D {t}−1 , 0 ≤ t ≤ T} , (5.2)
where D = 2B22/Γ is some constant. The precise form of the constant is not important, it
merely has to be an order one constant bigger than the true behavior of b which we shall
derive. The class B is nonempty since it contains the constant function 0.
Our setting is thus given at the end of section 4 except we now assuming the estimate
(5.2) on b (and thus on a too) up to time T . From now on, we fix T .
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Theorem 5.1 Suppose η, h, a, θ, z are solutions to the equations (2.5). Assuming the esti-
mate (5.2) on b, we have
M(t) ≤ 2 for all t ≤ T .
Moreover, if we further assume |z0| = ε > 0 and ‖η0‖ ≤ ε3/2, then |z(t)| ≥ c {t}−1/2.
Our strategy is to show thatM(0) ≤ 3/2 and thatM(t) ≤ 3/2 ifM(t) ≤ 2. By continuity
of M(t), this would imply that M(t) ≤ 3/2 for all t ≤ T . So for the rest of this and next
sections, we shall use freely that M(t) ≤ 2 to prove that M(T ) ≤ 3/2. The proof of this
theorem will be completed after Lemma 6.1. We now start the proof.
Due to the presence of the non-local term h3 in F , we first need a global norm estimate
on η, which we choose to be ‖η(t)‖L4 . Our goal is to prove that
‖η(t)‖L4 ≤ C {t}−3/4 log {t}
which agrees with that of free evolution.
We first recall some basic facts concerning the Schro¨dinger equation which provide some
useful feeling on the size of various quantities. Since we shall proceed with iteration scheme,
our a, z and η do not solve the Schro¨dinger equation and we will not use these facts.
The H1 norm of ψt is uniformly bounded if λ is sufficiently small. (It can be proved by
using the conservation of the Hamiltonian and the Gagliado-Nirenberg inequality.) Hence
‖h(t)‖H1 is uniformly bounded since h = ψeiθ−Q. Assuming z(t) is bounded, then ζ(t) and
η(t) are both bounded in H1, uniformly in t, since ζ = zu+ + z¯u− and η = h− ζ .
Return to a global estimate for η. Since η = U−1e−iθη˜ and U is bounded in Sobolev
spaces, for the purpose of estimation we can treat η and η˜ the same. Recall [U, i] is a local
operator satisfying the estimate at Lemma 3.3.
We will need the following calculus lemma:
Lemma 5.2 Let 0 < d < 1 < m. {t} ≡ ε−2 + 2Γt.∫ t
0
|t− s|−d {s}−m ds ≤ Cε2m−2 {t}−d .
Also, ∫ t
0
|t− s|−d {s}−1 ds ≤ C {t}−d log(ε2 {t}) .
If, instead, d ≥ m > 1, ∫ t
0
〈t− s〉−d {s}−m ds ≤ C {t}−m .
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Proof. Denote the first integral by (I). If t ≤ ε−2, then {t} ∼ ε−2 and
(I) ∼
∫ t
0
|t− s|−dε2m ds . ε2mε−2(1−d) = ε2m−2ε2d ∼ ε2m−2 {t}−d .
If t ≥ ε−2, then {t} ∼ 2Γt and
(I) ≤
∫ t/2
0
Ct−d {s}−m ds+
∫ t
t/2
C|t− s|−dC {t}−m ds
≤ Ct−dε2(m−1) + Ct1−d {t}−m ∼ C {t}−d ε2(m−1) + C {t}1−d−m
≤ Cε2m−2 {t}−d .
For the second case, denote the second integral by (II). If t ≤ ε−2, then {t} ∼ ε−2 and
(II) ∼
∫ t
0
〈t− s〉−d ε2m ds ≤ ε2m · C ∼ C {t}−m .
If t ≥ ε−2, then {t} ∼ Γ 〈t〉 and
(II) ∼
∫ t
0
〈t− s〉−d Γ−m 〈s〉−m ds ≤ CΓ−m 〈t〉−m ∼ C {t}−m .
We conclude the lemma. Q.E.D.
5.1 Estimates in L4 and L2
Lemma 5.3 Suppose that η˜ is given by equation (4.10) and recall η = U−1e−iθη˜. Assuming
the estimate (5.2) on b and M(T ) ≤ 2, we have
‖η(t)‖L4 ≤ C {t}−3/4 log {t} .
Moreover, we have
‖η(t)‖L2 ≤ ε1/2 .
Proof. From the defining equation of η˜, we have
‖η˜(t)‖L4 ≤ C ‖η˜0‖H1∩L4/3 〈t〉−3/4 +
∫ t
0
C|t− s|−3/4
{∥∥F ♯(s)∥∥
L4/3
+ |θ˙| ‖η(t)‖4
}
ds .
From the definitions of F ♯ and ζ , we have∥∥F ♯(s)∥∥
L4/3
+ |θ˙| ‖η(t)‖4 ≤ C|θ˙| ‖ζ(t)‖4/3 + ‖F (s)‖L4/3 + C|aθ˙| ,
From the Holder inequality and the definition of ‖F (s)‖L4/3 we can bound ‖F (s)‖L4/3 by
‖F (s)‖L4/3 ≤ C
(‖h‖2L4 + |a| ‖h‖L4 + |a|2 + ∥∥h3∥∥L4/3 + |a|3) .
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Since ‖h3‖L4/3 = ‖h‖3L4 and
‖h(s)‖L4 ≤ ‖ζ(s)‖L4 + ‖η(s)‖L4 ,
we have from the assumption M ≤ 2 that
‖h(s)‖L4 ≤ C {s}−1/2 + C {s}−3/4 log {s} ≤ C {s}−1/2 ,
Therefore we have ‖F (s)‖L4/3 ≤ C {s}−1 and thus∥∥F ♯(s)∥∥
L4/3
≤ C {s}−1 .
Since 〈t〉−1 ≤ ε−2 {t}−1 and ‖η(t)‖L4 ∼ ‖η˜(t)‖L4 , we conclude
‖η(t)‖L4 ≤ Cε−3/2 ‖η0‖H1∩L4/3 {t}−3/4 +
∫ t
0
|t− s|−3/4C {s}−1 ds ≤ C {t}−3/4 log {t} .
Here we have used Lemma 5.2 in the last integration.
We now bound ‖η(t)‖L2. Since
d
2dt
(η˜, η˜) = Re(η˜, ∂tη˜) = Re(η˜, e
iθPc
A UΠF ♯ − eiθPcA [U, i]θ˙η) ,
we have
d
dt
‖η˜‖2L2 ≤ C ‖η˜‖L4 ·
{∥∥F ♯(s)∥∥
L4/3
+ |θ˙| ‖η(t)‖4
}
≤ C {t}−3/4 log {t}C {t}−1 = C {t}−7/4 log {t} .
In the second inequality we use our previous estimates. Hence
‖η˜‖2L2 ≤ Cε3 +
∫ ∞
0
C {t}−7/4 log {t} ≤ ε ,
and we conclude ‖η˜(t)‖L2 ≤ ε1/2, and so is ‖η(t)‖L2. Q.E.D.
5.2 Local decay of η(3)
Recall η(3) = U−1e−iθη˜(3) and η˜(3) satisfies the equation (4.17). We want to show that η˜(3) is
smaller than η˜(2) locally. Define the local L2 norm by
‖f‖L2
loc
=
∥∥∥〈x〉−β0 f∥∥∥
L2
for a fixed sufficiently large β0 > 0, which will become clear later on.
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Lemma 5.4 Assuming the estimate (5.2) on b and M(T ) ≤ 2 for all T , we have∥∥∥η˜(3)2−5∥∥∥
L2
loc
≤ C {t}−1−σ/2 ≤ Cεσ/2 {t}−1−σ/4 ,∥∥∥η(3)2−5∥∥∥
L2
loc
≤ Cεσ {t}−1−σ/4 (5.3)
In particular, for a local function φ we have∣∣(φ, η(3))∣∣ ≤ C {t}−1−σ/4 , (5.4)∣∣(φ, |η|2 + |η|3)∣∣ ≤ C ‖η‖2L2
loc
+ C ‖η‖L2
loc
‖η‖2L4 ≤ C {t}−2 . (5.5)
Proof. We first estimate η˜
(3)
j appearing on the right side of the equation for η˜
(3) (4.17).
Note we did not include η˜
(3)
1 in the above Lemma:∥∥∥η˜(3)1 ∥∥∥
L2
loc
≤ C ‖η0‖H1∩L8/7 〈t〉−9/8 .
This term would be bounded by εσ/4 {t}−9/8 if we assumed ‖η0‖ ≤ ε2+σ. However, since we
only assume ‖η0‖ ≤ ε3/2, this term needs to be treated separately.
For η˜
(3)
2 and η˜
(3)
3 , the two terms involving ηα, (ηα 6∈ L2), from the definition and the
estimates Lemma 3.1 on A, we have∥∥∥η˜(3)2 ∥∥∥
L2
loc
≤ C {t}−9/8 .
∥∥∥η˜(3)3 ∥∥∥
L2
loc
≤ C
∫ t
0
〈t− s〉−9/8 {s}−3/2 ds ≤ C {t}−9/8 .
To estimate η˜
(3)
4 , we recall the definition of F
♯♯ and rewrite
F ♯♯ + iη2η¯ =
(
F ♯ − izαφ♯α
)
+ iη2η¯
= −i[θ˙ − c2(z + z¯)]ζ − i
{
F − F (2) − η2η¯}
−
[
(c1Q, Im(F − F (2))) + iaθ˙
]
RΠ .
Since M ≤ 2, we have |θ˙−c2(z+ z¯)| ≤ C {s}−1, |a| ≤ C {s}−1,
∥∥∥〈x〉β0 (F − F (2) − η2η¯)∥∥∥
L2
≤
C {s}−3/2, and |(c1Q, Im(F − F (2)))| ≤ {s}−3/2. Hence, by Lemma 3.1 we have∥∥∥η˜(3)4 ∥∥∥
L2
loc
≤
∫ t
0
〈t− s〉−3/2
∥∥∥〈x〉β0 (F ♯♯ + iη2η¯) (s)∥∥∥
L2
ds
≤
∫ t
0
〈t− s〉−3/2 C {s}−3/2 ds
≤ C {t}−3/2 .
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We now consider η˜
(3)
5 . Denote the integrand e
−iA(t−s)PcA eiθUΠ(−iη2η¯) by X(t, s) and
decompose the time interval into (0, t− σ) and (t− σ, t). From the triangle inequality, we
have ∥∥∥η˜(3)5 ∥∥∥
L2
loc
≤
∫ t−σ
0
‖X(t, s) ds‖L2
loc
+
∫ t
t−σ
‖X(t, s) ds‖L2
loc
We can bound the L2loc norm by either L
8 or L4 norm. Thus∥∥∥η˜(3)5 ∥∥∥
L2
loc
≤ C
∫ t−σ
0
‖X(t, s)‖L8 ds+ C
∫ t
t−σ
‖X(t, s)‖L4 ds
From Lemma 3.1, we have
‖X(t, s)‖L8 =
∥∥e−iA(t−s) PcA eiθUΠ(−iη2η¯)∥∥L8 ≤ 1|t− s|9/8 ∥∥η3∥∥L8/7
and
‖X(t, s)‖L4 =
∥∥e−iA(t−s) PcA eiθUΠ(−iη2η¯)∥∥L8 ≤ 1|t− s|9/8 ∥∥η3∥∥L4/3
From the Holder inequality and the global estimate of η in Lemma 5.3 we have∥∥η3(s)∥∥
L8/7
≤ ‖η‖1/22 ‖η‖5/24 ≤ Cε1/4
(
{s}−3/4 ln {s}
)5/2
≤ Cε1/4 {s}−7/4 ,∥∥η3(s)∥∥
L4/3
≤ ‖η‖3L4 ≤
(
{s}−3/4 ln(2 + s)
)3
≤ C {s}−2 .
If t ≥ 2ε−2, then {t} ∼ t. We choose σ = t/2 and thus∥∥∥η˜(3)5 ∥∥∥
L2
loc
≤ C
∫ t/2
0
1
|t− s|9/8C {s}
−7/4 ds+ C
∫ t
t/2
1
|t− s|3/4C {s}
−2 ds
≤ C
∫ t/2
0
C {t}−9/8 {s}−7/4 ds+ C
∫ t
t/2
1
|t− s|3/4C {t}
−2 ds
≤ C {t}−9/8 (ε−2)−3/4 + C {t}−2 t1/4 ≤ Cε5/4 {t}−9/8 .
On the other hand, if t < 2ε−2, then {t} ∼ ε−2 and we choose σ = t to get∥∥∥η˜(3)5 ∥∥∥
L2
loc
≤ C
∫ t
0
1
|t− s|3/4C(ε
−2)−2 ds
≤ Cε4t1/4 ≤ Cε7/2 ∼ Cε5/4 {t}−9/8 .
Combining two cases, we conclude∥∥∥η˜(3)5 ∥∥∥
L2
loc
≤ Cε5/4 {t}−9/8 .
The lemma follows from all the estimates on η
(3)
j , j = 1, · · · , 5. Q.E.D.
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6 Excited state equation and normal form
6.1 Excited state equation
Return to the basic equation (2.5) and recall the equation for p˙:
p˙ = −iµ
[
(u˜+, F ) + (u˜−, F¯ ) +
{
(u+, h) + (u−, h¯) + c3a
}
θ˙
]
, (6.1)
where c3 = (u,RΠ), c1 = (Q,R)
−1. Recall that
z, p = O(z), a, η = O(z2), η(3) = O(z3) .
We now expand the right hand side of the equation for p˙ into terms in order of z:
p˙ = µ
{
cαz
α + dβz
β + d1bz + d2bz¯ + P
(4)
}
(6.2)
The coefficients will be computed later on and their properties are summarized in the fol-
lowing lemma. The proof of this lemma is just straightforward computation and the reader
can check it rather easily.
Lemma 6.1 We can rewrite the equation of p into the form (6.2) such that the coefficients
d1, d2 and all cα are purely imaginary. Moreover, Re d21 = −Γ +O(λ3), with
Γ ≡ 2λ2
(
Qu2+, Im
1
A− 0i− 2κ Pc
AΠQu2+
)
≥ 0 . (6.3)
Proof. There are two parts in p equation: (u˜+, F )+(u˜−, F¯ ) and
{
(u+, h) + (u−, h¯) + c3a
}
θ˙.
We first consider the second part:
{
(u+, h) + (u−, h¯) + c3a
}
θ˙
=
{
(u+, ζ + η
(2)) + (u−, ζ¯ + η¯(2)) + c3a
} ·
· {c2(z + z¯) + (c0Q, λQ2(η(2) + η¯(2)) + a+ (c0Q,ReF (2))}+ P˜ (4)2
=
(
(u+, ζ) + (u−, ζ¯)
) · c2(z + z¯)
+
[
(u+, η
(2)) + (u−, η¯
(2)) + c3a
] · c2(z + z¯)
+
(
(u+, ζ) + (u−, ζ¯)
) · [a+ (c0Q, λQ2(η(2) + η¯(2))) + (c0Q,ReF (2))]
+ P
(4)
2 .
HereP˜
(4)
2 and P
(4)
2 denote the remaining error terms. We first observe that line 4, lines 5–6,
and P
(4)
2 are of orders O(z
2), O(z3) and O(z4), respectively. Hence line 4 contributes to cαz
α,
line 5–6 to dβz
β and d1bz + d2bz¯, and P
(4)
2 to P
(4). We also observe that the coefficients in
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line 4 are all real. Since there is a −iµ factor in front, their contribution to cα are purely
imaginary. Next we observe that the coefficients in lines 5–6 are real except those involving
η(2). The terms with lowest λ-order are:
(u+, η
(2)) · c2(z + z¯) + (u+, ζ) · (c0Q, λQ2(η(2) + η¯(2))) .
The first part is of order λ3 since (u+, η
(2)) = (PAκ u++O(λ), Pc
A η(2)+O(λ2)), with Pc
A η(2) =
O(λ). The second part has order λ2 terms, but not on z2z¯. We conclude that the contribution
to Re d21 from the second part of p-equation is of order λ
3. Finally we observe that line 5–6
give a term d1,2bz+d2,2bz¯, with real d1,2 = O(1) and d2,2 = O(λ). Since there is a −iµ factor
in front, their contribution to d1 and d2 are purely imaginary.
Now we look at the first part of the p equation. The contribution to cαz
α is from F (2):
−i {(u˜+, zαφα) + (u˜−, z¯αφα)} .
Clearly all coefficients of zα are purely imaginary. Together with the analysis of second part
of p-equation, we know cα are purely imaginary.
The contribution to d1bz + d2bz¯ is from F˜
(3):
−i{(u˜+, 2λbQR(2ζ + ζ¯) + (u˜−, 2λbQR(ζ + 2ζ¯)}
with ζ = zu++ z¯u−. Hence all coefficients of bz and bz¯ are purely imaginary. Together with
the analysis of second part of p equation, we know d1 and d2 are purely imaginary.
The contribution to P (4) is from F (4):
P
(4)
1 = −i
[
(u˜+, F
(4)) + (u˜−, F¯ (4))
]
,
and we have P (4) = P
(4)
1 − iP (4)2 .
The contribution to dβz
β is from F (3):
−i[(u˜+, F (3)) + (u˜−, F¯ (3)] .
We only consider d21. A coefficient in F
(3) has to have imaginary part in order to have a real
part contribution to d21. Hence only the first group of terms in F
(3), 2λQ[(ζ + ζ¯)η(2), has
contribution to Re d21. Also, when we decompose η
(2) = zαηα, we can disregard η(11) since
it is real. Now, η(20) = O(λ), η(02) = O(λ
2), u+ = O(1) and u− = O(λ), hence the main part
of (Re d21)z
2z¯ is in
−i(u˜+, 2λQ(z¯u+)z2η(20))
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Summarizing our efforts, we have
Re d21 = Im(u+, 2λQu+η(20)) +O(λ
3) = Im(2λQu2+, η(20)) +O(λ
3)
= (2λQu2+, Im
−1
A− 0i− 2κ Pc
AΠφ20) +O(λ
3)
= −(2λQu2+, Im
1
A− 0i− 2κ Pc
AΠλQu2+) +O(λ
3) .
Q.E.D.
6.2 Normal form
From Lemma 3.2, we have Γ > 0.
Lemma 6.2 We can rewrite the equation (6.2) of p into a normal form:
q˙ = δ21|q|2q + d1bq + g . (6.4)
where q is a perturbation of p given in the proof. The coefficient δ21 satisfying the relation
Re δ21 = Re d21 (6.5)
If we assume the estimate (5.2) on b and M(T ) ≤ 2, then the error term g(t) given by (6.13)
satisfies the bound
|g(t)| ≤ C1 {t}−3/2−σ (6.6)
for some constant C1. Furthermore, there is a positive constant σ such that |q(t)| is bounded
by
(1− σ) {t}−1/2 ≤ |q(t)| ≤ (1 + σ) {t}−1/2 . (6.7)
and hence
(1− 2σ) {t}−1/2 ≤ |z(t)| ≤ (1 + 2σ) {t}−1/2 .
Proof of Theorem 5.1 From Lemma 6.1, we have
{t}1/2 |z(t)| ≤ (1 + 2σ)
From Lemma 5.3 and Lemma 5.4 we can bound
{t}3/4−σ ‖η(t)‖L4 + {t}1+σ/4
∥∥∥η(3)2−5(t)∥∥∥
L2
loc
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by Cεσ/4. Since ε is small, we have proved that M(T ) ≤ 3/2 and this concludes Theorem
5.1. Q.E.D.
We now prove Lemma 6.1.
Proof. We have
p˙ = µ
[
cαz
α + dβz
β + d1bz + d2bz¯ + P
(4)
]
and we want to obtain the normal form (6.4). We will repeatedly use the following formula:
µmpα =
d
dt
(
µmpα
iκm
)
− µ
mpα
iκm
fα(z) (6.8)
where, if α = (α0α1), (|α| = α0 + α1 = 2, 3, 4 · · · )
fα(z) = (α0 + α1C)(p
−1p˙) (6.9)
= (α0 + α1C)z
−1 [cαzα + dβzβ + d1bz + d2bz¯ + P (4)]
and C denotes the conjugation operator. The formula is equivalent to integration by parts.
We first remove cαz
α. Let
p1 = p− cα
iκ(1 + [α])
µzα.
Since [α] is even, 1 + [α] 6= 0. By (6.8)
p˙1 = p˙− cαµzα − cα
iκ(1 + [α])
µzαfα(z)
Decomposing fα(z) into two parts, we can write
d+β z
β = − cα
iκ(1 + [α])
µzα(α0 + α1C)z
−1cα˜zα˜
g1 = − cα
iκ(1 + [α])
µzα(α0 + α1C)z
−1 [dβzβ + d1bz + d2bz¯ + P (4)]
and we get
p˙1 = δβµz
β + d1µbz + d2µbz¯ + µP
(4) + g1
with δβ = dβ + d
+
β . Since d
+
β are purely imaginary, due to that cα are purely imaginary, we
have the key relation
Re δβ = Re dβ (6.10)
Next we remove d2µbz¯. Let
p2 = p1 − µd2bz¯
2iκ
.
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We have
p˙2 = p˙1 − µd2bz¯ − µ
2d2
2iκ
(b˙p¯ + b ˙¯p)
= µδβz
β + d1µbz + (µP
(4) + g1 + g2) ,
where
g2 = −µ
2d2
2iκ
(b˙p¯+ b ˙¯p) .
Now we deal with δβz
β terms. Let
p3 = p2 −
∑
β 6=(21)
δβµz
β
iκ(1 + [β])
.
Note 1 + [β] 6= 0 for β 6= (21). We have
p˙3 = p˙2 − µδβzβ + g3 = δ21µz2z¯ + µd1bz + (µP (4) + g1 + g2 + g3) ,
with
g3 = −
∑
β 6=(21)
δβµ
1+[β]
iκ(1 + [β])
d
dt
(pβ).
Finally, since η
(3)
1 = U
−1e−iθ e−iAtUη0 is larger than η
(3)
2−5 when time t is of order 1, we
need to extract terms of order O(zη
(3)
1 ) from µP
(4). Recall
η˜
(3)
1 = e
−iAtη˜0 = e−iAtUη0, η
(3)
1 = U
−1e−iθ η˜(3)1 = U
−1e−iθ e−iAtUη0 . (6.11)
Also recall (6.1) and (6.2). In F we have a term 2λQ((ζ + ζ¯)η
(3)
1 + ζη
(3)
1 ), in h a term η
(3)
1
itself. Hence in µP (4), terms of order O(zη0) are exactly
Pzη0 ≡− iµ(u˜+, 2λQ((ζ + ζ¯)η(3)1 + ζη¯(3)1 ))− iµC(u˜−, 2λQ((ζ + ζ¯)η(3)1 + ζη¯(3)1 ))
− iµ
{
(u+, η
(3)
1 ) + C(u−, η
(3)
1 )
}
c2(z + z¯) .
Clearly these terms can be summed in the form
µ(zφ+ z¯φ, η
(3)
1 ) + Cµ
−1(zφ+ z¯φ, η(3)1 ) (6.12)
Here φ stand for different local smooth functions. Moreover, if we write U−1 = U3 + U4C
with U3, U4 =
1
2
(BA−1/2 ± B−1A1/2), both self-adjoint, by (6.11) and
U−1(zf + z¯g) = z(U3f + U4g¯) + z¯(U3g + U4f¯)
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(cf. (7.2)), the above is equal to
µ(zφ+ z¯φ, e−iθe−iAtUη0) + Cµ−1(zφ + z¯φ, e−iθe−iAtUη0).
The first term can be written as
(φ, e−i(A−0i−2κ)te−iθp¯Uη0) + (φ, e−iAte−iθpUη0) =
d
dt
(p4,1) + g4,1
with
p4,1 = i
(
φ
A− 0i− 2κ , e
−i(A−0i−2κ)te−iθp¯Uη0)
)
+ i
(
φ
A
, e−iAte−iθpUη0)
)
g4,1 = −i
(
φ
A− 0i− 2κ , e
−i(A−0i−2κ)t d
dt
(e−iθp¯)Uη0)
)
− i
(
φ
A
, e−iAt
d
dt
(e−iθp)Uη0)
)
We can write the second term similarly as
C(zφ + z¯φ, e−iθe−iAtUη0) =
d
dt
(Cp4,2) + Cg4,2
Thus we have
Pzη0 = p˙4 + g4, p4 := p4,1 + Cp4,2, g4 := (g4,1 + Cg4,2) .
Observe that φ
A−0i−2κ is not in L
2, hence we expect slower decay for p4 and g4. Specifically,
|p4| ≤ ‖η0‖ {t}−1/2 〈t〉−1−σ , |q4| ≤ ‖η0‖ {t}−1 〈t〉−1−σ .
Now we let
q = p3 − p4 .
We have
q˙ = δ21µz
2z¯ + µd1bz + (µP
(4) + g1 + g2 + g3)− Pzη0 + g4
= δ21|p|2p+ d1bp+ ((µP (4) − Pzη0) + g1 + g2 + g3 + g4)
= δ21|q|2q + d1bq + g ,
where
g = ((µP (4) − Pzη0) + g1 + g2 + g3 + g4) + δ21(|p|2p− |q|2q) + d1b(p− q) . (6.13)
Hence we have arrived at the normal form. (Note that, although we kept p˙ and b˙ in the
definition of g2, it should be replaced by the corresponding equations (6.2) and (4.19).) Also
note we have
q = p− cα
iκ(1 + [α])
µzα − µd2bz¯
2iκ
−
∑
β 6=(21)
δβµz
β
iκ(1 + [β])
− p4 . (6.14)
Finally, we can check the size of g satisfying the bound (6.6). To conclude this lemma,
it remains to prove the estimate on q. But this follows from the next lemma. Q.E.D.
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6.3 Decay and continuity estimates
In this subsection we present some calculus lemmas which deal with the decay of q(t) and
its continuity on the error term g(t). We will write
q(t) = ρ(t) eiω(t) ,
where ρ = |q| and ω is the phase of q. Recall
{t} = ε−2 + 2Γt, {t} ∼ max{ε−2, t} .
Before we proceed with proof, we first explain some simple facts of an ordinary differential
equation.
Example. We consider real functions r(t) > 0 which solve
r˙(t) = −Γr(t)3 − ε (1 + t)−3 .
We have the following facts.
a. All solutions r(t) satisfy
r(t) ≤ (C + 2Γt)−1/2 with r(0) = C−1/2 .
b. There is a number r1 such that if r(0) > r1, then r(t) ∼ (C + 2Γt)−1/2.
c. There is a unique global solution r0(t) such that
r0(t) ∼ t−2 as t→∞.
d. If r(0) < r0(0), then r(t) = 0 in finite time.
e. If r(0) > r0(0), then ∫ ∞
0
r(s)2ds =∞.
Lemma 6.3 Let ε0 > 0 be small. Suppose ρ(t) satisfy
ρ˙ = −ρ3 + g˜(t) ,
where |g˜(t)| < ε0 〈t〉−3/2−σ, σ > 0. We can find 0 < ρ1 ≤ ρ2 , (depending on ε0), such that
(a) If ρ1 < ρ(0) < ρ2, then |ρ(t)| ∼ C 〈t〉−1/2.
(b) If 0 < ρ(0) < ρ2, then |ρ(t)| ≤ C 〈t〉−1/2.
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The above example shows that the conclusion of (a) cannot be expected to hold if ρ(0)
is too small. This is the main reason that there are two type of asymptotic behavior: the
resonance dominated solutions given by case (a) and the radiation dominated ones by (b).
The proof of this lemma is elementary and similar to the next lemma and thus we omit it.
Lemma 6.4 Let Γ > 0, σ > 0, and C1 > 0 be given constants, independent of ε0. Suppose
a positive function ρ(t) satisfies
ρ˙ = −Γρ3 + g˜(t), , (6.15)
(a) Suppose ρ(0) = ε with 0 < ε ≤ ε0 and
|g˜(t)| ≤ C1 {t}−3/2−σ , {t} ≡ ε−2 + 2Γt .
Then there is a constant m = m(ε0) > 1 such that
m−1 {t}−1/2 ≤ ρ(t) ≤ m {t}−1/2 .
Moreover, m(ε0)→ 1+ as ε0 → 0+.
(b) Suppose that ρ(0) ≤ ε0 and
|g˜(t)| ≤ C1 {t}−3/2−σ0 , {t}0 ≡ ε−20 + 2Γt .
Then we have for some constant C
ρ(t) ≤ C {t}−1/20 .
Proof. We first prove part (a). Let ρ+ = m {t}−1/2 and ρ− = m−1 {t}−1/2, with m > 1 to
be determined. We have ρ+(0) > ρ(0) > ρ−(0). Moreover,
ρ˙+ = −Γm−2ρ3+ = −Γρ3+ + Γ(1−m−2)ρ3+ ≥ −Γρ3+ + g˜ ,
if
Γ(1−m−2)m3 {t}−3/2 ≥ C1 {t}−3/2−σ .
Also
ρ˙− = −Γm2ρ3− = −Γρ3− − Γ(m2 − 1)ρ3− ≤ −Γρ3− + g˜ ,
if
Γ(m2 − 1)m−3 {t}−3/2 ≥ C1 {t}−3/2−σ .
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Since {t}−σ ≤ ε2σ, both inequalities hold if
Γ(1−m−2)m3, Γ(m2 − 1)m−3 ≥ C1 ε2σ0 .
This is true for m > 1 arbitrarily close to 1 by choosing ε0 sufficiently small. By comparison,
we have ρ−(t) < ρ(t) < ρ+(t) for all t.
To prove part (b), note we can still define ρ+ as a comparison function. Since ρ+(0) ≥
ρ(0), the above argument still holds. Q.E.D.
The following lemma estimates the continuity of ρ in the error term g˜(t). Here we consider
the case ρ(0) = ε > 0 only.
Lemma 6.5 Let Γ > 0, σ > 0, and C1 > 0 be given constants, independent of ε0. Suppose
two positive function ρ1(t) and ρ2(t) satisfy
ρ˙i = −Γρ3i + g˜i(t) (i = 1, 2) , ρ1(0) = ρ2(0) = ε ,
with 0 < ε ≤ ε0 and
|g˜i(t)| ≤ C1 {t}−3/2−σ , |δg˜(t)| ≤ δ0 {t}−3/2−σ ,
where δg˜ = g˜2 − g˜1 and δ0 ≥ 0 is a small number. Then we have
|ρ2(t)− ρ1(t)| ≤ δ0εσ(Γσ)−1 {t}−(1+σ)/2 .
Note that the decay rate is improved.
Proof. Let r = δρ = ρ2 − ρ1. Then r satisfies
r˙ = −Gr + δg˜, r(0) = 0, G = Γ(3ρ2 + 3ρr + r2) .
We have
r(t) =
∫ t
0
e−
∫ t
s G(τ)dτδg˜(s) ds . (6.16)
Note |r(t)| < ρ+(t)− ρ−(t), hence
G(t) ≥ Γ[3ρ2− − 3ρ+(ρ+ − ρ−)] = 3Γ[m−2 −m(m−m−1)] {t}−1 ≥ 2Γ {t}−1
if m is sufficiently close to 1. Hence∫ t
s
G(τ)dτ ≥
∫ t
s
2Γ {τ}−1 dτ = 2Γ
∫ t
s
(2Γ)−1 [ln {τ}]tτ=s ≥
1 + σ
2
(ln {t} − ln {s})
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and
e−
∫ t
s G(τ)dτ ≤ {t}−(1+σ)/2 · {s}((1+σ)/2 .
By (6.16) we have
|r(t)| ≤
∫ t
0
{t}−(1+σ)/2 {s}(1+σ)/2 δ0 {s}−3/2−σ ds
= δ0{t}−(1+σ)/2
∫ t
0
{s}−1−σ/2 ds ≤ δ0εσ(Γσ)−1 {t}−(1+σ)/2 .
Q.E.D.
7 Change of mass
For given QE and h0, we want to find an a(t) = a(E, h0; t) which satisfies
a(∞) = 0, a˙ = (c1Q, ImF (k)), |a(t)| ≤ Cλ {t}−1 .
7.1 The main oscillatory part of a(t)
We use the following equivalent integral equation for a(t):
a(t) =
∫ t
∞
(c1Q, ImF (k)) ds .
Note k = aR + h = aR + ζ + η. We want to perform several integrations by parts so that
we get the form
a(t) = O(t−1) +
∫ t
∞
O(t−2) ds = O(t−1) .
As in Section 4, we decompose η and a as
η = η(2) + η(3), a = a20(z
2 + z¯2) + b.
Recall k = aR + ζ + η and
ImF (k) = Im
{
λQh2 + 2λQRah + λ(aR + h)(aR + h¯)h
}
.
We also denote
µ−1p˙ = cαzα + dβzβ + d1bz + d2bz¯ + P (4) = cαzα + P (3,4)
Using the decomposition of F (k), we have
(c1Q, ImF ) = A
(2) + A(za) + A(zη) + A(z
3) + A(4) + A(5) ,
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where
A(2) =
(
c1Q, λQ Im ζ
2
)
A(za) = (c1Q, Im 2λQRaζ)
A(zη) = (c1Q, Im 2λQζη)
A(z
3) =
(
c1Q, Imλ|ζ |2ζ
)
A(4) + A(5) =
(
c1Q, Im
{
λQη2 + 2λQRaη + λ
[|k|2k − |ζ |2ζ]}) ,
A(4) =
(
c1Q, Im
{
λQ(η(2))2 + 2λQRaη(2) + λ
[
2|ζ |2(aR + η(2)) + ζ2(aR + η(2))
]})
A(5) =
(
c1Q, Im
{
λQ[2η(2)η(3) + (η(3))2] + 2λQRaη(3)
})
+
(
c1Q, Im
{
λ
[
2|ζ |2η(3) + ζ2η(3) + ℓ2ζ¯ + 2|ℓ|2ζ + ℓ2ℓ¯
]})
, ℓ = aR + η .
Since ζ = zu+ + z¯u−, hence
Im ζ = Im z (u+ − u−), Im ζ2 = (Im z2) (u2+ − u2−) .
Therefore
A(2) = C1 Im z
2, C1 =
(
c1Q, λQ(u
2
+ − u2−)
)
= O(λ2) ,
A(za) = C2 a Im z, C2 = (c1Q, 2λQR(u+ − u−)) = O(λ) .
First we integrate A(2):∫ t
∞
A(2) ds = C1 Im
∫ t
∞
z2 ds = C1 Im
∫ t
∞
µ−2p2 ds
= C1 Im
1
−2iκ
{
µ−2p2 −
∫ t
∞
µ−22pp˙ ds
}
=
C1
4κ
2Re
{
z2 − 2
∫ t
∞
zµ−1p˙ ds
}
= a20(z
2 + z¯2)− 4a20Re
∫ t
∞
z
[
cαz
α + dβz
β + d1bz + d2bz¯ + P
(4)
]
ds
= a20(z
2 + z¯2) +
∫ t
∞
A2,3 + A2,4 + A2,5 ds ,
where
a20 =
C1
4κ
=
λ
4κ
(
c1Q, Q(u
2
+ − u2−)
)
= O(λ2) ,
A2,3 = −4a20 Re zcαzα ,
A2,4 = −4a20 Re
[
dβzz
β + d1bz
2
]
A2,5 = −4a20 Re zP (4) ,
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Note here we have used Re zd2bz¯ = 0.
As mentioned in Section 4, the term a20(z
2 + z¯2) is the main oscillatory part of a. We
denote the remaining part as b and hence
a = a20(z
2 + z¯2) + b .
Although b is of the same order t−1, its oscillation is slower since the right side of its equation
b˙ = (c1Q, Im(F − F (2)))− 4a20Re zµ−1p˙
which we obtained from the above computation, is of order O(z3), (cf. (4.19)).
Another reason for using b(t) is that it is better suited than a(t) for the iteration scheme
in Section 8. We have
δa(t) ∼ δ0 {t}−1 log {t} , δb(t) ∼ δ0 {t}−1 .
This difference arizes because it is harder to estimate the continuity of the phase.
7.2 Integration of O(z3) terms
we next integrate A(za):∫ t
∞
A(za) =
∫ t
∞
C2a Im z
= C2 Im
1
−iκ
{
az −
∫ t
∞
µ−1
d
dt
(ap)
}
=
C2
2κ
2Re
{
az −
∫ t
∞
z(c1Q, ImF ) + a(cαz
α + dβz
β + d1bz + d2bz¯ + P
(4))
}
= czaa(z + z¯) +
∫ t
∞
Aza,3 + Aza,4 + Aza,5 ds ,
where
cza = C2 /(2κ) = (c1Q, 2λQR(u+ − u−)) /(2κ) = O(λ)
Aza,3 = −cza(z + z¯) (c1Q, ImF (2))
Aza,4 = −cza(z + z¯) (c1Q, Im(2λQRaζ + 2λQζη(2) + λ|ζ |2ζ))− 2czaaRe cαzα
Aza,5 = −cza(z + z¯) (c1Q, ImF (4))− 2czaaRe(dβzβ + d1bz + d2bz¯ + P (4))
We now integrate A(zη). Recall U = U+ + U−C, see (3.2). We will also write U−1 =
U3 + U4C, with U3, U4 =
1
2
(BA−1/2 ± B−1A1/2), both self-adjoint. We will also use the
following formulas:
Re
∫
dxf(Cg) = Re
∫
dx(Cf)g, Im
∫
dxf(Cg) = − Im
∫
dx(Cf)g, (7.1)
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and (using U = U+ + U−C)
U(zf + z¯g) = z(U+f + U−g¯) + z¯(U+g + U−f¯) (7.2)
Recall η = U−1η⋄ = U−1e−iθη˜. Thus, by (7.1),
A(zη) = (c1Q, Im 2λQζη) = Im
∫
dx 2c1λQ
2ζη
= Im
∫
dx 2c1λQ
2(zu+ + z¯u−) (U3 + U4C)η
⋄
= Im
∫
dx [(U3 − U4C)(zφ1 + z¯φ2)] η⋄
where
φ1 = 2c1λQ
2u+, φ1 = 2c1λQ
2u−.
Hence, by (7.2), (think U+ = U3 and U− = −U4)
A(zη) = Im
∫
dx (zφ3 + z¯φ4)η
⋄ ,
with
φ3 = U3φ1 − U4φ2, φ4 = U3φ2 − U4φ1.
We rewrite
η⋄(τ) = e−iθη˜ = e−iθe−iAτf(τ)
where f = eiAτ η˜ = η˜0+
∫ τ
0
eisA · · · ds. The reason we work with f , instead of η˜, is that those
terms in ∂τf of same order (z
2) are explicit and do not involve differentiation, compared to
those in ∂τη. Now we have∫ t
∞
A(zη) = Im
∫ t
∞
(φ3, zη
⋄) + (φ4, z¯η⋄) dτ
= Im
∫ t
∞
(
φ3, e
−iτ(A+κ) (pe−iθf)) dτ + Im ∫ t
∞
(
φ4, e
−iτ(A−κ) (p¯e−iθf)) dτ
We deal with the first integral, which is equal to (note f ∈ Hc(A))
= Im
(
φ3,
1
−i(A + κ)e
−iτ(A+κ) (pe−iθf))
− Im
∫ t
∞
(
φ3,
1
−i(A + κ)e
−iτ(A+κ) d
dτ
(
pe−iθf
))
dτ
= Re
(
1
A + κ
Pc
AΠφ3, ze
−iθη˜
)
− Re
∫ t
∞
(
1
A + κ
Pc
AΠφ3,
{
(p˙/p− iθ˙)ze−iθη˜ + ze−iθ PcA
[
eiθUΠF ♯ − eiθ[U, i]θ˙η
]})
dτ
= Re (φ5, zη
⋄)− Re
∫ t
∞
(
φ5,
{
(p˙/p− iθ˙)zη⋄ + zPcA
[
UΠF ♯ − [U, i]θ˙η
]})
dτ
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where
φ5 =
1
A+ κ
Pc
AΠφ3 .
We are careful in adding Pc
AΠ so that φ5 makes sense. We can do so since f ∈ Hc(A).
Similarly, the second integral is equal to
= Re (φ6, z¯η
⋄)− Re
∫ t
∞
(
φ6,
{
(p˙/p− iθ˙)z¯η⋄ + z¯PcA
[
UΠF ♯ − [U, i]θ˙η
]})
dτ
with
φ6 =
1
A− κ Pc
AΠφ4 .
We can rewrite their leading terms in the form
Re(φ5, zη
⋄) + Re(φ6, z¯η⋄) = Re
∫
dx (zφ5 + z¯φ6) (U+ + U−C)η
= Re
∫
dx [(U+ + U−C) (zφ5 + z¯φ6)] η
= Re
∫
dx (zφ8 + z¯φ7)η.
= Re (zφ7 + z¯φ8, η).
where we have used (7.1) and (7.2), with
φ8 = U+φ5 + U−φ6, φ7 = U+φ6 + U−φ5 .
The remaining integral has the integrand
= −Re
(
φ5,
{
(p˙/p− iθ˙)zUη + zPcA
[
UΠF ♯ − [U, i]θ˙η
]})
− Re
(
φ6,
{
(p˙/p− iθ˙)z¯Uη + z¯PcA
[
UΠF ♯ − [U, i]θ˙η
]})
= −Re
∫
dx
(
µ−1p˙φ5 + µp˙φ6 − iθ˙(zφ5 + z¯φ6)
)
Uη
+ (zφ5 + z¯φ6)
[
UΠF ♯ − [U, i]θ˙η
]
= −Re
∫
dx
(
µ−1p˙φ5 + µp˙φ6
)
Uη + (zφ5 + z¯φ6)
[
UΠF ♯ − θ˙Uiη
]
= Azη,3 + Azη,4 + Azη,5
where Azη,3 is from F
♯ = izαφ♯α + F
♯♯, defined in (4.11),
F ♯ = −iθ˙ζ − iF (k)− [(c1Q, ImF ) + iaθ˙]RΠ := i zαφ♯α + F ♯♯(3) + F ♯♯(4).
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Azη,3 = −Re
∫
dx (zφ5 + z¯φ6)UΠiz
αφ♯α
Azη,4 = −Re
∫
dx
(
µ−1cαzαφ5 − µcαz¯αφ6
)
Uη(2)
+ (zφ5 + z¯φ6)
[
UΠF ♯♯(3) − c2(z + z¯)Uiη(2)
]
Azη,5 = −Re
∫
dx
(
µ−1cαzαφ5 − µcαz¯αφ6
)
Uη(3) +
(
µ−1P (3,4)φ5 + µP (3,4)φ6
)
Uη
+ (zφ5 + z¯φ6)
[
UΠF ♯♯(4) − (c2(z + z¯)Uiη(3) + FθUiη)]
We first observe that, although eiθ appears in the computation, it does not show up in the
final results. Also, Azη,3 is a sum of monomials cz
β with |β| = 3. There is no a or η in Azη,3.
Summarizing, we have
a = a20
(
z2 + z¯2
)
+ czaa(z + z¯) + Re(zφ7 + z¯φ8, η)
+
∫ t
∞
[
A(z
3) + A2,3 + A(za,3) + A(zη,3)
]
+
[
A(4) + A2,4 + A(za,4) + A(zη,4)
]
+
[
A(5) + A2,5 + A(za,5) + A(zη,5)
]
ds
We now write
Aβz
β = A(z
3) + A2,3 + A(za,3) + A(zη,3)
=
(
c1Q, Imλ|ζ |2ζ
)− 4a20 Re zcαzα − cza(z + z¯) (c1Q, ImF (2))
− Re
∫
dx (zφ5 + z¯φ6)UΠiz
αφ♯α
From integration by parts, we have∫ t
∞
Aβz
β ds = aβz
β −
∫ t
∞
aβz
βfβ(z) ds, aβ =
Aβ
i[β]κ
,
= aβz
β +
∫ t
∞
A3,4 + A3,5 ds
where fβ is defined in (6.9), and, (β = (β0, β1))
A3,4 = −aβzβ(β0 + β1C)z−1cαzα
A3,5 = −aβzβ(β0 + β1C)z−1P (3,4)
Note [β] 6= 0. Also note aβ = aβ¯ .
Let a(4) + a(5) denote the total of the remaining integrals. We have
a(t) = a20(z
2 + z¯2) + aβz
β + czaa(z + z¯) + Re(zφ7 + z¯φ8, η) + a
(4) + a(5) (7.3)
a(4) =
∫ t
∞
A(4) + A2,4 + A(za,4) + A(zη,4) + A3,4 ds , (7.4)
a(5) =
∫ t
∞
A(5) + A2,5 + A(za,5) + A(zη,5) + A3,5 ds .
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Now we consider the integrand of a(4). They are terms of order z4.
A(4) =
(
c1Q, Im
{
λQ(η(2))2 + 2λQRaη(2) + λ
[
2|ζ |2(aR + η(2)) + ζ2(aR + η(2))
]})
A2,4 = −4a20 Re
[
dβzz
β + d1bz
2
]
Aza,4 = −cza(z + z¯) (c1Q, Im(2λQRaζ + 2λQζη(2) + λ|ζ |2ζ))− 2czaaRe cαzα
Azη,4 = −Re
∫
dx
(
µ−1cαzαφ5 − µcαz¯αφ6
)
Uη(2)
+ (zφ5 + z¯φ6)
[
UΠF ♯♯(3) − c2(z + z¯)Uiη(2)
]
A3,4 = −aβzβ(β0 + β1C)z−1cαzα
We substitute a = a20(z
2 + z¯2) + b and η(2) = zαηα in the above integrands. Note that
although terms of order z4 have the following forms
z4, a2, η2, z2a, z2η, aη, zη(3) .
some of them do not occur in the above integrands. We have the following Lemma.
Lemma 7.1 After the substitution a = a20(z
2 + z¯2) + b and η(2) = zαηα, the integrand of
a(4), (7.4), can be summed into the form
B22|z|4 + Re
{
A40z
4 + A31z
3z¯ + Ab2bz
2
}
.
There are no terms of the form b2, b|z|2, or zη(3). Moreover, we have
B22 =
c1
2
Γ +O(λ4), A40, A31 = O(λ
3), Ab2 = O(λ) . (7.5)
Proof. The first part is obtained by direct inspection. Note we deal with Azη,4 in the same
way we deal with A(zη). The orders of the coefficients are also obtained by direct check, with
the following table in mind:
cα = λ, d30, d12, d03 = λ
2, d21 = 1, d1 = 1
c1 = λ, R = λ
−1,
a20 = λ
2, aβ = λ
2, cza = λ, φ7, φ8 = λ
2
ζ ∼ z + λz¯, aR ∼ ρ2, η ∼ λρ2
We note that most C|z|4 terms with C = O(λ2) are killed by the Im operator. The only
term that survives, due to resonance, and becomes the main term in B22, is from the last
term of A(4):(
c1Q, Imλζ
2η(2)
)
=
(
c1Q, Im λz
2u2+z
2η20
)
+O(λ4) |z|4 +
∑
|γ|=4, γ 6=(22)
O(λ3) zγ ,
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where the first term is equal to c1
2
Γ|z|4. We also note that the most dangerous term, |ζ |2ζ =
z2z¯u3+ +O(λρ
3), in all integrands, only contributes O(λ4) to B22. Q.E.D.
7.3 Integration of O(z4) terms
Next we proceed to integrate out those oscillatory terms in a(4).∫ t
∞
A40z
4 + A31z
3z¯+Ab2bz
2 ds =
A40z
4
−4iκ +
A31z
3z¯
−2iκ +
Ab2bz
2
−2iκ
−
∫ t
∞
A40z
4
−4iκ f40(z) +
A31z
3z¯
−2iκ f31(z) +
Ab2µ
−2
−2iκ
d
ds
(bp2) ds
where d
ds
(bp2) = b˙p2 + 2bpp˙ = O(z5). Let
a40 =
A40
−4iκ = O(λ
3), a31 =
A31
−2iκ = O(λ
3), ab2 =
Ab2
−2iκ = O(λ) .
Then
a(4) = Re
{
a40z
4 + a31z
3z¯ + ab2bz
2
}
+
∫ t
∞
A4,5 ds
A4,5 = −Re
{
a40z
4f40(z) + a31z
3z¯f31(z) + ab2
d
ds
(bp2)
}
Since η
(3)
1 = U
−1e−iθ e−iAtUη0 is larger than η
(3)
2−5 when time t is of order 1, we also need
to integrate out terms of order z2η
(3)
1 , as we did for (6.12) in the equation for p. Specifically,
we have terms of the form
Az2η0 ≡
∑
|α|=2
Re(φ, zαη
(3)
1 ) =
d
dt
(az2η0) + Az2η0,5
(for different φ), where az2η0 and Az2η0,5 are similar to p4 and g4, respectively,
az2η0 ∼
∑
|α|=2
Re (φ, zαe−iθ
1
A− 0i+ [α]κ e
−iAtUη0),
Az2η0,5 ∼
∑
|α|=2
Re (φ, µ[α]
d
ds
(
pαe−iθ
) 1
A− 0i+ [α]κ e
−iAtUη0),
(for different φ). Here 1
A−0i+[α]κ indicates that we have some resonance effect, (as in p4 and
g4), and hence these terms has slower dacay in t:
|az2η0 | ≤ ‖η0‖ {t}−1 〈t〉−1−σ , |Az2η0,5| ≤ ‖η0‖ {t}−3/2 〈t〉−1−σ .
Now we define
B5 = B5(z, b, η
(2), η(3)) = A(5) + A2,5 + A(za,5) + A(zη,5) + A4,5 − Az2η0 + Az2η0,5 .
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B5 is of order O(z
5). It is a complicated polynomial in its arguments, which including U ,
U−1 and ((A− κ)−1φ, ·), but it does not contain eiθ.
We conclude
a = a20
(
z2 + z¯2
)
+ b
b = czaa(z + z¯) + Re(zφ7 + z¯φ8, η) + Re
{
a40z
4 + a31z
3z¯ + ab2bz
2
}
+ az2η0
+
∫ t
∞
B22|z|4 +B5 ds .
We have obtained the main estimate Theorem 5.1 assuming the estimate (5.2) on b. We
now need to prove the existence of the solution and check the assumption on b. Define the
mapping S(b)(t) = ST (b)(t):
S(b)(t) =
[
czaa(z + z¯) + Re(zφ7 + z¯φ8, η) + Re
{
a40z
4 + a31z
3z¯ + ab2bz
2
}
+ az2η0
]t
T
+
∫ t
T
B22|z|4 +B5 ds . (7.6)
Recall the class BT of b
BT =
{
b(t) : |b(t)| ≤ D {t}−1 , 0 ≤ t ≤ T} , (7.7)
where D = 2B22/Γ = O(λ). Our goal is to show that S(b) maps BT into itself. More
precisely, we have the following Lemma.
Lemma 7.2 Suppose that M(t) ≤ 2 and |b(t)| ≤ D {t}−1 , 0 ≤ t ≤ T . Recall D = 2B22/Γ =
O(λ). Then we have
|S(b)(t)| ≤ C1(D) {t}−3/2 + B22
2Γ
{t}−1 ≤ D
2
{t}−1 .
Hence S map BT to itself. There is a similar statement for a(t).
Assuming the previous bound on b, we can also estimate θ. Since θ(t) is given by (cf.
4.7)
θ(t) =
2c2
κ
Im z +
∫ t
0
−2c2
κ
Im(µ−1p˙) + Fθ ds
we have
|θ(t)| ≤ C log {t} .
This estimate will not be used in the rigorous proof, but it provides an idea about its size.
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8 Contraction map
We review what we have so far. Up to now, we have not shown the existence of the solution
to the equations setup in section 4 with the boundary condition (4.23). Notice we cannot
conclude this from the existence to the Schro¨dinger equation as the boundary condition of a
is set at the time t =∞ (4.23). We have obtained the main estimate Theorem 5.1 assuming
the estimate (7.7) on b. We also proved a bound on the map S in Lemma 7.2, again, assuming
an estimate on b. We now need to prove the existence of the solution and prove this bound
on b. We shall achieve both goals simultaneously by proving the map S is a contraction
map on the space B = BT=∞. Once we have proved this, we have constructed rigorously the
solution needed in part (1) of Theorem 1.1 and established all the upper bounds in part (1).
To conclude part (1) of Theorem 1.1, it remains to prove the lower bound in ζ . The size of ζ
is given by z and thus by ρ. From part (s) of Lemma 6.4, we conclude the lower bound of ζ
provided that we can check the bound on g. Since g is given explicitly in (6.12) and we can
estimate all terms in g from the upper bounds in part (1) of Theorem 1.1. This concludes
part (1) of Theorem 1.1 assuming that S is a contraction on the space B. The rest of this
section is a proof that S is a contraction.
We first recall the setting. For each b ∈ B, we can solve our system to get
z, p, q = S1(b), η = S2(b), θ = S3(b) .
More specifically, for fixed E and h0 ⊥ Q, our system is
q˙ = δ21|q|2q + ic4bq + g(b, η, θ; t) ,
q = p+O(z2), given by (6.14), z = µ−1p ,
q(0) given by p(0) = z(0) = (v,Reh0) + i(u, Imh0) ,
η˜(t) = e−iAtη˜0 +
∫ t
0
e−iA(t−s) Pc
A
{
eiθUΠF ♯ − eiθ[U, i]θ˙η
}
ds ,
η = U−1e−iθη˜, η(0) = PcL h0 ,
θ(t) =
2c2
κ
Im z +
∫ t
0
F˜θ(b, η, θ; s) ds, F˜θ = −2c2
κ
Im(µ−1p˙) + Fθ .
Recall F ♯ is given by (4.8), and that q = p+ cµzα + cµbz¯ + cµzβ − p4, for some constants c.
In this system all a are already replaced by a20(z
2 + z¯2) + b. Hence we do not have a. We
will also write
ρ = |q|, q = ρ eiω .
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From the equation of q we can write ω explicitly as
ω(t) =
∫ t
0
[
Im δ21ρ
2 + c4b+ Im(g/q)
]
ds (8.1)
Assuming the estimate on b in Lemma 7.2, we can bound ω by
|ω(t)| ≤ C log {t} .
This provides an idea on the size of ω, but we shall not need it in the following rigorous
proof for b.
Return to the proof that S(b) is a contraction. Given b, b′ ∈ B, we can define z, η, θ and
z′, η′, θ′ correspondingly. We use δ to denote the difference of quantities in these two sets.
For example,
δb = b− b′, δη = η − η′, δ|z| = |z| − |z′| .
If
|δb(t)| ≤ δ0 {t}−1 ,
we want to show
|δS(b)(t)| ≤ 1
2
δ0 {t}−1 . (8.2)
Let us define
N(T ) = sup
0≤t≤T
{
{t}1/2+σ |δ |z|(t)|+ {t}1/2 (log {t})−1 |δz(t)|
+ {t}3/4−σ ‖δη(t)‖L4 + {t}1+σ/4
∥∥∥δη(3)2−5(t)∥∥∥
L2
loc
+ (log {t})−1 |δθ(t)|
}
The key here is that δ|z| has a faster decay than |z|. We first want to show that N(T ) ≤ Cδ0
uniformly for all T . Our strategy is to show that
N(T ) ≤ CεσN(T ) + Cδ0 (8.3)
for all T . After this is proved, by choosing ε0 sufficiently small we have N(T ) ≤ Cδ0. We
also have
|δS(b)(t)| ≤ {t}−1N {t}−1/2 log {t}+ {t}−1/2 δ0 {t}−1
+
∫ t
∞
{s}−3/2 N {s}−1/2−σ + {s}−2−σ (N + δ0) ds
≤ Cδ0 {t}−1−σ ≤ 12δ0 {t}−1
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which shows (8.2). Now we focus on proving (8.3).
Let t ≤ T . We will write N = N(T ). Also, when we say things like |δ(ρ2)| ≤ C|ρδρ|,
what we really means is |δ(ρ2)| ≤ C|ρδρ|+ C|ρ′δρ|.
1. We first estimate δg. By (6.13) and the definitions of P (4), g1, g2, and g3, we have
|δg(t)| ≤ C(N + δ0) {t}−3/2−σ
Note C(N + δ0) ≤ C1 if δ0 is sufficiently small. Hence
m−1 {t}−1/2 ≤ ρ(t), ρ′(t) ≤ m {t}−1/2 .
By Lemma 6.5,
|δρ(t)| ≤ C(N + δ0)εσ {t}−(1+σ)/2
2. From the equation for ω (8.1), we can bound the variation of ω by
|δω(t)| ≤
∫ t
0
C|δ(ρ2)|+ C|δb|+ C|δg| {s}1/2 + C|g/q2||δq| ds
≤
∫ t
0
C {s}−1−σ εσN + C {s}−1 δ0 + C(N + δ0) {s}−3/2−σ+1/2
+ C(N + δ0) {s}−3/2−σ+1N {s}−1/2 log {s} ds
≤ [CεσN + Cδ0] log {t}
Hence the variation of z is bounded by
|δz(t)| ≤ |ρδω|+ |δρ| ≤ (CεσN + Cδ0) {t}−1/2 log {t} .
3. Since θ(t) = c2[(z + z¯)]
t
0 +
∫ t
0
F˜θ ds, we have
|δθ(t)| ≤ C|δz|+
∫ t
0
δF˜θ ds ≤ (CεσN + Cδ0) log {t} .
4. To estimate δη,
δη =
∫ t
0
e−iA(t−s) PcA δ
{
eiθUΠ
[
F ♯ + iη2η¯
]− eiθ[U, i]θ˙η} ds
we note ∥∥∥δ {eiθUΠF ♯ − eiθ[U, i]θ˙η} (s)∥∥∥
L4/3
≤ C|δθ| {s}−1 + (CεσN + Cδ0) {s}−1
hence
‖δη(t)‖L4 ≤
∫ t
0
C
|t− s|3/4 (Cε
σN + Cδ0) {s}−1 log {s} ds ≤ Cεσ(N + δ0) {s}−3/4+σ
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5. To estimate δη
(3)
2−5,
δη˜
(3)
2−5(t) = −
∫ t
0
e−iA(t−s)
{
µ[α]δ
{
d
ds
(eiθpα)
}
η˜α
}
ds
+
∫ t
0
e−iA(t−s) PcA δ
{
eiθUΠ
[
F ♯♯ + iη2η¯
]− eiθ[U, i]θ˙η} ds
+
∫ t
0
e−iA(t−s) PcA δ
{
eiθUΠ(−iη2η¯)} ds
= δη˜
(3)
3 + δη˜
(3)
4 + δη˜
(3)
5 .
Hence ∥∥∥δη˜(3)2−5(t)∥∥∥
L2
loc
≤ (CεσN + Cδ0) {s}−1−3σ/4
Note that we estimated ‖η‖L2 in section 5 in order to estimate ‖|η|2η‖L8/7 , which is used in
estimating
∥∥∥η˜(3)5 ∥∥∥
L2
loc
. However, we do not need ‖δη‖L2 here since
∥∥δ(|η|2η)∥∥
L8/7
≤ C ‖η‖1/2L2 ‖η‖3/2L4 ‖δη‖L4 .
Compare with Subsection 5.3. Other estimates are similar to those in that subsection.
Since η
(3)
2−5 = U
−1e−iθη˜(3)2−5(t),∥∥∥δη(3)2−5(t)∥∥∥
L2
loc
≤ |δθ|
∥∥∥η˜(3)2−5(t)∥∥∥
L2
loc
+
∥∥∥δη˜(3)2−5(t)∥∥∥
L2
loc
≤ Cεσ/4(N + δ0) {s}−1−σ/2
5. Summarizing, we have shown (8.3). Choosing ε0 sufficiently small we have N ≤ Cδ0.
6. The above shows that the map S(b) is a contraction mapping. hence there is a fixed
point b = S(b), which gives us a solution.
9 Dynamical renormalization of mass
As explained in the introduction, we expect that the solution to be of the form
ψ(t) = [QE(t) + h(t)]e
iΘ(t)
with a changing E(t), and we use [QE + aRE + h]e
iΘ(t) as an approximation. In Theorem
5.1 we conclude that M(T ) ≤ 2 assuming |b(t)| ≤ D {t}−1 for t ∈ [0, T ]. We cannot
extend this result beyond T . The reason is that, since E(t) is changing and we expect that
E(t) will converge to some E∞ which is likely to be different from E(0), after certain time
[QE + aRE + h]e
iΘ(t) is no longer a good approximation and |a(t)| will no longer decay. To
overcome this difficulty, for each time step T = k∆T , we propose to re-choose E = Ek so
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that the new a(t) satisfies a(T ) = 0. Then we prove that the new a(t) has the same estimate
as the old a(t) if our time increment ∆T is sufficiently small. Then we estimate the change
of E(t), especially taking into account of its oscillation, by studying a(t), and prove that
E(t) does converge. The rest of the proof essentially follows that of Theorem 1.1.
9.1 Renormalization lemma
Lemma 9.1 Suppose ‖ψ −QE‖2 ≪ 1, then we can rewrite
ψ = ((1 + a)QE + k)e
iθ = (QE + a
′RE + h)eiθ
uniquely with h, k ⊥ Q. Moreover, a, a′, θ, k and h are small.
Proof. First we can write ψ = (1 + α)QE + k1, with k1 ⊥ QE , and α a complex number.
Since ψ −QE is small, α and k1 are both small. Hence we can find small real a and θ such
that (1 + α) = (1 + a)eiθ. Let k = k1e
−iθ. Then we have ψ = ((1 + a)QE + k)eiθ. We
have RE = c
−1
1 c0QE + ΠERE , and hence aQE = c1c
−1
0 a(RE − ΠERE). Let a′ = c1c−10 a and
h = k − a′ΠERE . We have h ⊥ QE and aQE + k = a′RE + h. Q.E.D.
Lemma 9.2 Let τ0 and δ0 be sufficiently small and suppose E ∈ Iλ with dist(E, ∂Iλ) >
Cτ0λ. Suppose that ψ = [QE + aRE + h] e
iΘ, with |λ−1a| = τ < τ0, ‖h‖L2 = δ < δ0. Then
we can find E˜ with |E˜ − (E + a)| ≤ τλ/2 such that, if we write uniquely
ψ = [QE˜ + a˜RE˜ + h˜] e
iΘ˜, h˜ ⊥ QE˜ (9.1)
using Lemma 9.1, then a˜ = 0 and we have
∥∥∥h− h˜∥∥∥
L2
< τ/2, and |Θ − Θ˜| < τ/2. In fact,
(E˜, Θ˜) is the unique solution of(
ψ −QE′ eiΘ′ , QE′
)
= 0 , (|E −E ′| ≤ 2λτ0), (9.2)
for ‖ψ −QE‖L2 sufficiently small.
Proof. We will define a sequence {Ek}k=1,2,3··· which converges to E˜. Let E1 = E + a. We
can write uniquely
ψ = [QE1 + a1RE1 + h1] e
iΘ1 , h1 ⊥ QE1
using Lemma 9.1. Denote δQ = QE+aRE−QE1 and δΘ = Θ−Θ1. We have ‖QE −QE1‖ ≤
O(aR) ≤ C|a|λ−1 ≤ Cτ , and ‖δQ‖ ≤ Ca2(∂2EQ) ≤ Ca2λ−2 ≤ Cτ 2. Note we have
a1RE1 + h1 = QE1(e
iδΘ − 1) + [δQ+ h] eiδΘ .
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Hence 0 = Im(QE1 , a1RE1 + h1) = O(δΘ) +O((QE1, δQ+ h)), and hence
|δΘ| ≤ O(δQ) + C|(QE , h)|+ C|(QE1 −QE , h)| ≤ Cτ 2 + 0 + Cτδ .
Also,
O(λ−1) a1 = (QE1 , a1RE1 + h1) = c
−1
0 (e
iδΘ − 1) +O((QE1, δQ+ h)) ,
hence
λ−1|a1| ≤ C|eiδΘ − 1|+ Cτ 2 + Cτδ ≤ Cτ 2 + Cτδ .
Finally,
‖h1 − h‖L2 ≤
∥∥h1 − h eiδΘ∥∥L2 + ∥∥h eiδΘ − h∥∥L2
=
∥∥(QE1(eiδΘ − 1) + (δQ)eiδΘ − a1RE1∥∥L2 + ‖h‖L2 |eiδΘ − 1|
≤ Cτ 2 + Cτδ .
If we choose Cτ + Cδ ≤ 1/3, then we have
λ−1|a1|, |δΘ|, ‖h1 − h‖L2 ≤ τ/3 .
Now for k ≥ 2 we define Ek = Ek−1+ ak−1, and define ak, hk and Θk correspondingly by
Lemma 9.1. We follow the previous estimates to get
λ−1|ak|, |Θk −Θk−1|, ‖hk − hk−1‖L2 ≤ 3−kτ
Note that the size of hk may increase in the process, but since
C|ak|+ C ‖hk‖L2 ≤ C
|ak−1|
3
+ C(‖hk−1‖L2 +
|ak−1|
3
) ≤ C|ak−1|+ C ‖hk−1‖L2 ≤ · · · ≤ 1/3
our condition for estimates is always satisfied. Hence E+
∑
k ak converges to a limit E˜ with
|E˜ − E| ≤ 3λτ/2 and |E˜ − E − a| ≤ λτ/2. Writing ψ in the form (9.1) with respect to E˜,
we have a˜ = limk ak = 0 and |Θ˜ − Θ| ≤
∑
k |Θk+1 − Θk| ≤ τ/2. We conclude (E˜, Θ˜) is a
solution of (9.2).
To show the uniqueness of (9.2), we first note that it is locally unique by inspecting the
equations obtained by taking derivatives of (9.2) with respect to E ′ and Θ′. Now suppose
we may write
ψ = [Q1 + h1]e
iΘ1 = [Q2 + h2]e
iΘ2
with h1 ⊥ Q1 and h2 ⊥ Q2, . Then we have [Q1 + h1] = [Q2 + h2]eiδΘ. Since both h1 and
h2 are small, taking projection on Q1 we get δΘ is small. The local uniqueness implies the
claim.
Q.E.D.
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9.2 Proof of Theorem 1.2
First we proceed an induction argument to find the desired renormalization at each time
step and the corresponding estimates. Denote the space of initial data
Y = H2 ∩W 2,1(R3).
Our initial datum is ψ0 = QEin+ainREin+hin, with ‖ψ0 −QEin‖Y ≤ C−1ε. Applying Lemma
9.1 to ψ0, we can find E0, h0, and Θ0 such that ψ0 = [QE0 + h0] e
iΘ0 . Moreover, we have
|E0 − Ein| ≤ C−1|ain| ≤ C−1λε, and hence
∥∥Qin −Q0eiΘ0(0)∥∥Y ≤ 12ε. This is the beginning
of our induction argument. We will choose ∆T > 0 sufficiently small. Then we define
Tk = k∆T and will define Ek, hk, etc. at time Tk. Also, we abbreviate Qk = QEk , Rk = REk ,
etc..
Note, Theorem 5.1 remains valid if we replace the assumption |b(t)| ≤ D {t}−1 by |a(t)| ≤
D {t}−1. Also recall that D = O(λ) by Lemma 7.1.
Assume for Tk = k∆T we have found Ek, ak(t), hk(t), Θk(t) so that
ψ(t) = [Qk + ak(t)Rk + hk] e
iΘk , Ek ∈ Iλ ,
hk(t) ⊥ Qk for t ∈ [0, Tk] ;
∥∥ψ0 −QkeiΘk(0)∥∥Y ≤ ε ,
|ak(t)| ≤ D {t}−1 , ak(Tk) = 0 .
(9.3)
This is our induction hypothesis. By Theorem 5.1 we have Mk(Tk) ≤ 2. Since ak(Tk) = 0,
we have
ak(t) =
[
a20(Ek)(z
2
k + z¯
2
k) + · · ·
]t
T
+
∫ t
T
B22(Ek)|zk|4 + · · · (9.4)
The direct estimate of Lemma 7.2 gives us
|ak(t)| ≤ 1
2
D {t}−1 for t ∈ [0, Tk] .
Thus |ak(0)| ≤ 12Dε2 and we have∥∥ψ0 −QkeiΘk(0)∥∥Y ≤ ∥∥ψ0 −Q0eiΘ0(0)∥∥Y + ∥∥Q0eiΘ0(0) −QkeiΘk(0)∥∥Y
≤ 1
2
ε+ λ−1|ak(0)| ≤ 3
4
ε .
By continuity, there is a σ > 0 such that
|ak(t)| ≤ D {t}−1 for t ∈ [0, Tk + σ] .
Theorem 5.1 ensures that
Mk(Tk + σ) ≤ 2 .
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We now return to (9.4). Since the derivatives of the terms outside the integral (say, z2k + z¯
2
k)
are bounded by {t}−1, for t ∈ [Tk, Tk + σ] we have
|ak(t)| ≤ CT−1(t− T ) + CT−2(t− T ) (9.5)
≤ C3T−1(t− T ) ≤ 1
2
D {T}−1 ≤ 5
8
D {t}−1
if (t− T ) ≤ D/(2C3) and (t− T ) ≤ {T} /4 ≤ ε−2/4. Now we define
∆T = min
{
D/(2C3) , ε
−2/4
}
.
Recall Tk+1 = Tk +∆T . We have thus proved that σ ≥ ∆T and
|ak(t)| ≤ 5
8
D {t}−1 , for t ∈ [0, Tk+1]
and Mk(Tk+1) ≤ 2. By Lemma 9.2, we can find Ek+1 with
|Ek+1 −Ek| ≤ 32 |ak(Tk+1)| , (9.6)
such that we can rewrite
ψ(t) = [Qk+1 + ak+1(t)Rk+1 + hk+1(t)] e
iΘk+1(t), hk+1(t) ⊥ Qk+1
with ak+1(Tk+1) = 0. Now we compare these two sets of data with respect to Ek and Ek+1,
for t ∈ [0, Tk+1]. As in the proof of lemma 9.2, we have
|Θk(t)−Θk+1(t)| ≤ C|(Qk+1, hk(t))| = C|(Qk +O(λ−1ak(Tk+1)), hk(t))|
≤ 0 + Cλ {T}−1 {t}−1/2 ≤ Cλ {t}−3/2 (9.7)
and since
ak+1(t)Rk+1 + hk+1(t) = [Qk + ak(t)Rk + hk(t)] e
iΘk(t)−iΘk+1(t) −Qk+1
Taking inner product with Qk+1 we get
λ−1|ak+1(t)− ak(t)| ≤ C|Θk(t)−Θk+1|+ C|ak(t)|2 + Cλ {T}−1 ‖hk(t)‖ ≤ Cλ {t}−3/2
Hence
|ak+1(t)| ≤ |ak(t)|+ |ak+1(t)− ak(t)| ≤ 5
8
D {t}−1 + 1
8
D {t}−1 = 3
4
D {t}−1 ,
if ε is sufficiently small. By (9.6) and (9.7), we have∥∥ψ0 −Qk+1eiΘk+1(0)∥∥Y ≤ ∥∥ψ0 −QkeiΘk(0)∥∥Y + Cλ {t}−1 ≤ ε .
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Also note
|E0 −Ek+1| ≤ 3
2
|ak+1(0)| ≤ 2Dε2 ≤ Cλε2 .
Hence Ek+1 ∈ Iλ. We have thus proved the induction hypothesis (9.3) for t = Tk+1. The
induction argument is completed.
Next we proceed to show that Ek has a limit. Let n = 2
k and T = Tn. Since an(T ) = 0,
we have
an(t) =
[
a20(En)(z
2
n + z¯
2
n) + · · ·
]t
T
+
∫ t
T
B22(En)|zn|4 + · · ·
for t ∈ [0, Tn]. In particular,
|an(T/2)| ≤ C {T}−1 +
∫ T
T/2
|B22| {s}−2 ds ≤ 2D {T}−1
(Note that the argument here differs from (9.5).) Hence, by considering ψ = ψ(T/2), E = En
and E˜ = En/2 in Lemma 9.2, we have
|En/2 −En| ≤ 2|an(T/2)| ≤ 4D {T}−1 .
This estimate shows that the sequence E2k converges to a limit E∞. Moreover, choose k1 so
that 2Γ2k1∆T > ε−2 and we have
|E0 − E∞| ≤ |E0 −Ek1 |+ |Ek1 − E∞| ≤ Cλε2 + CD
∑
k>k1
{
2k∆T
}−1 ≤ Cλε2 .
Write Q∞ = QE∞ , R∞ = RE∞ , and
ψ(t) = [Q∞ + a∞(t)R∞ + h∞(t)] eiΘ∞(t)
and compare this set of data with data at Tk, t ∈ [0, Tk]. As before we get |a∞(t)− ak(t)| ≤
CD {t}−3/2 and hence
|a∞(t)| ≤ 3
4
D {t}−1 .
Since k is arbitrary, this estimate is true for all t ∈ [0,∞). Since |E∞ − E0| ≤ O(λε2), we
have ‖ψ0 −Q∞‖Y ≤ ε. Theorem 5.1 shows that
M∞(T ) ≤ 2 for all T .
The first part of Theorem 1.2 is thus proved.
65
Suppose the assumption of part (2) of Theorem 1.2 holds, that is,
0 < |zin| = ε ≤ ε0, ‖ηin‖Y ≤ Cε3/2, λ−1|ain| ≤ Cε2.
Let a∞ = a∞(0), z∞ = z∞(0), and η∞ = η∞(0). Apply Lemma 9.2 to (ψ,E) = (ψ0, Ein) and
(ψ,E) = (ψ0, E∞) respectively. In both cases, E˜ = E0. We have
|ain| ≤ Cλε2, |a∞| ≤ Cλε2
|E0 −Ein| ≤ C|ain|, |E0 − E∞| ≤ C|a∞|
Therefore Qin − Q∞ is of order λ−1|ain − a∞| = O(ε2), and hence so is hin − h∞. Denote
P∞ = Pc(E∞)Π∞ and Pin = Pc(Ein)Πin, we have
‖P∞h∞‖Y ≤ ‖Pinhin‖Y + ‖Pin(h∞ − hin)‖Y + ‖(P∞ − Pin)h∞‖Y
≤ ε3/2 +O(ε2) + |E∞ −Ein|ε ≤ 2ε3/2 .
By the last statement of Theorem 5.1, we have |z∞(t)| ≥ c {t}−1/2 for all time t. The last
statement of Theorem 1.2 is proved. Q.E.D.
10 Radiation dominated solutions
In this section we prove part (2) of Theorem 1.1. For a given profile ξ∞, we want to con-
struction solutions of the form (1.6) such that
χ(x, t) = h(x, t)eiΘ(t) −→ eit∆ξ∞
as t goes to infinity. Let W denote the wave operator for L,
W : L2 → Hc(L), Wφ = lim
t→∞
e−tL e−i(−∆−E)tφ .
We have
etLWχ −→ ei(∆+E)t χ, as t→∞,
for general χ ∈ L2. See subsection 3.2. For the profile χ∞ given in part (2) of Theorem 1.1,
we let
ξ∞ = UWχ∞ .
We recall that we set
ψ = (Q+ aR + h) ei[−Et+θ(t)] ,
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and h satisfies
∂th = −a˙R − aiQ + L(or)h− iF (aR + h)− iθ˙(Q + aR + h) .
To ensure h(t) ⊥ Q all the time, we set
a˙ = (c1Q, ImF (k)) , c1 = (Q,R)
−1 ,
θ˙ = −(1 + c0c−11 a)−1
[
a + (c0Q, λQ
2(h+ h¯)) + (c0Q,ReF (k))
]
.
(Recall c0 = (Q,Q)
−1.) Then the equation of h is
∂th = Lh+ΠFall ,
Lh = −i{Hh+ΠλQ2Π(h + h¯)} ,
Fall = −iθ˙h− iF −
[
(c1Q, ImF ) + iaθ˙
]
RΠ , RΠ := ΠR ,
F = F (aR + h)
= λQ(2|h|2 + h2) + 2λaQR(2h+ h¯) + 3λa2QR2 + λ(aR + h)2(aR + h¯) .
We first rewrite the equation of h. The equation for h is
∂th = Lh− iθ˙h+ΠF ♯ ,
F ♯ = −iF (k)− [(c1Q, ImF ) + iaθ˙]RΠ .
Let
h⋄ = Uh .
Since L = U−1(−iA)U , we have
∂th
⋄ = −iAh⋄ − Uiθ˙U−1h⋄ + UΠF ♯
= −iAh⋄ − iθ˙h⋄ − [U, i]θ˙U−1h⋄ + UΠF ♯ .
Let h˜ = eiθh⋄ and use U−1h⋄ = h, we get
∂th˜ = −iAh˜ + eiθUΠF ♯ − eiθ[U, i]θ˙h . (10.1)
For a specificed datum ξ∞ at infinity, we define a solution by the equations
h˜(t) = ξ(t) + g(t)
ξ(t) = e−iAtξ∞
g(t) =
∫ t
∞
e−iA(t−s)
{
eiθUΠF ♯ − eiθ[U, i]θ˙h
}
ds .
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We also let h = U−1e−iθh˜.
Suppose we have a solution, then the main term in F ♯ is of order t−3, hence g ∼ t−2,
a ∼ t−2, θ˙ ∼ t−3/2, θ ∼ t−1/2.
Note that ξ(t) is fixed. We consider ξ∞ small in the following norm
‖ξ∞‖H2∩W 2,1 ≤ ε
with ε sufficiently small. Then
‖ξ(t)‖H2 ≤ C1ε, ‖ξ(t)‖W 2,∞ ≤ C1ε|t|−3/2. (10.2)
Also, for the leading term λ|ξ|2ξ in F , we have, for t > 1,∥∥|ξ|2ξ∥∥
L2
≤ C ‖ξ(t)‖2∞ ‖ξ(t)‖2 ≤ Cε3 〈t〉−3 ,∥∥∇2(|ξ|2ξ)∥∥
L2
≤ C ‖ξ(t)‖2∞
∥∥∇2ξ(t)∥∥
2
+ C ‖ξ(t)‖∞ ‖∇ξ(t)‖24
≤ C(〈t〉−3/2)2 · 1 + C 〈t〉−3/2 · (〈t〉−3/4)2 ≤ Cε3 〈t〉−3 .
It t ≤ 1, we simply have ‖|ξ|2ξ‖H2 ≤ C ‖ξ‖3H2 ≤ Cε3. We conclude∥∥|ξ|2ξ∥∥
H2
≤ Cε3 〈t〉−3 . (10.3)
Similarly, if ‖g(t)‖H2 ≤ Cε 〈t〉−2, one can prove, for example,∥∥|ξ + g|2(ξ + g)∥∥
H2
≤ Cε3 〈t〉−3 , ‖Qξg‖H2 ≤ Cε2 〈t〉−7/2 , etc.
Now we proceed to construct a solution. For convenience, we introduce a new variable
ω = θ˙. (It should not be confused with the ω used in Section 8.) We will define a Cauchy
sequence on the space
A =
{
(ω, θ, a, g) : [0,∞)→ R× R× R×H2,
|ω(t)| ≤ ε1/2 〈t〉−3/2 , |θ(t)| ≤ ε1/2 〈t〉−1/2 , |a(t)| ≤ ε 〈t〉−2 , ‖g(t)‖H2 ≤ ε 〈t〉−2
}
Here H2 =W 2,2(R3). We define our map by
ω△(t) := −(1 + c0c−11 a)−1
[
a+ (c0Q, λQ
2(h+ h¯)) + (c0Q,ReF )
]
θ△(t) :=
∫ t
∞
ω ds
a△(t) :=
∫ t
∞
(c1Q, ImF ) ds
g△(t) :=
∫ t
∞
e−iA(t−s)
{
eiθUΠ {−iF − [(c1Q, ImF ) + iaω]RΠ} − eiθ[U, i]ωh
}
ds ,
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where
F = F (aR + h), h(t) := U−1e−iθ
(
e−iAtξ∞ + g(t)
)
.
Our initial data are
ω(t) ≡ 0, θ(t) ≡ 0, a(t) ≡ 0, g(t) ≡ 0 .
Given (ω, θ, a, g) ∈ A, using this assumption and (10.2)–(10.3), we have∥∥|g|2g∥∥
H2
≤ ‖g‖3H2 ≤ Cε3 〈t〉−6
‖F‖H2 ≤ Cε2 〈t〉−3
|ω△(t)| ≤ Cε 〈t〉−3/2 ≤ ε1/2 〈t〉−3/2
|θ△(t)| ≤
∫ t
∞
ε1/2 〈s〉−3/2 ds ≤ ε1/2 〈t〉−1/2
|a△(t)| ≤
∫ t
∞
Cε2 〈s〉−3 ds ≤ ε 〈t〉−2
∥∥g△(t)∥∥
H2
≤
∫ t
∞
Cε2 〈s〉−3 + Cε3/2 〈s〉−3 ds ≤ ε 〈t〉−2
We have shown that (ω△, θ△, a△, g△) ∈ A, that is, our mapping maps A into itself.
Next we show that it is a contraction. Given (ω1, θ1, a1, g1), (ω2, θ2, a2, g2) ∈ A, we denote
δ0 = sup
t
{〈t〉3 |δω(t)|2 + 〈t〉 |δθ(t)|2 + 〈t〉2 |δa(t)|+ 〈t〉2 ‖δg(t)‖H2}
we know δ0 ≤ 8ε. Notice that −i|ξ|2ξ is cancelled in δF .∥∥δ(|g|2g)∥∥
H2
≤ ‖g‖2H2 ‖δg‖H2 ≤ Cε2δ0 〈t〉−6
‖δF‖H2 ≤ Cεδ0 〈t〉−7/2 ≤ Cεδ0 〈t〉−3
|δω△(t)| ≤ Cδ0 〈t〉−3/2 ≤ 1
8
δ
1/2
0 〈t〉−3/2
|δθ△(t)| ≤
∫ t
∞
δ
1/2
0 〈s〉−3/2 ds ≤
1
8
δ
1/2
0 〈t〉−1/2
|δa△(t)| ≤
∫ t
∞
Cεδ0 〈s〉−3 ds ≤ 1
8
δ0 〈t〉−2∥∥δg△(t)∥∥
H2
≤
∫ t
∞
Cεδ0 〈s〉−3 + Cε1/2δ0 〈s〉−3 ds ≤ 1
8
δ0 〈t〉−2
Therefore we have
sup
t
{〈t〉3 |δω△(t)|2 + 〈t〉 |δθ△(t)|2 + 〈t〉2 |δa△(t)|+ 〈t〉2 ∥∥δg△(t)∥∥
H2
} ≤ 1
2
δ0 .
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These show that our map is a contraction mapping. We conclude that we do have solutions
h˜ with the main profile eiAtξ∞.
Now
χ(x, t) = eiΘh = ei(−Et+θ)U−1e−iθh˜ = e−iEt
{
U−1 + [U, eiθ] e−iθ
}
(e−itAξ∞ + g)
Since ‖g(t)‖L2 = O(t−2) and [U, eiθ] = O(θ(t)) = O(t−1/2), we have
χ(x, t)→ e−iEtU−1e−itAξ∞, as t→∞.
However,
e−iEtU−1e−itAξ∞ = e−iEtU−1e−itAUWχ∞ = e−iEtetLWχ∞
−→ e−iEtei(∆+E)tχ∞ = ei∆tχ∞
as t→∞. Hence part (2) of Theorem 1.1 is proved.
Remark on radiation dominated solutions to Klein-Gordon equations
We now sketch a construction for radiation dominated solutions to Klein-Gordon equa-
tions. We follow the notation in the introduction. For a specified profile η±, let
u = ξ + g
where
ξ(t) = eiBtη+ + e
−iBtη−
and g denotes the rest. Then we have
(∂2t +B
2)ξ = 0,
(∂2t +B
2)g = λ(ξ + g)3 .
Hence g(t) satisfies
g(t) =
∫ t
∞
{
eiB(t−s) − e−iB(t−s)} 1
2iB
λ(ξ + g)3ds ,
Since the main source term is ∥∥ξ3∥∥
2
≤ ‖ξ‖2∞ ‖ξ‖2 ≤ Ct−3
we get ‖g‖2 ≤
∫ t
∞ Cs
−3 ds = Ct−2. Then we proceed as in section 10 to construct one such
solution by a contraction mapping argument.
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