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Abstract. This is the second in a series of papers investigating the relationship between the twisted
equivariant K-theory of a compact Lie group G and the “Verlinde ring” of its loop group. We introduce
the Dirac family of Fredholm operators associated to a positive energy representation of a loop group.
It determines a map from isomorphism classes of representations to twisted K-theory, which we prove
is an isomorphism if G is connected with torsion-free fundamental group. We also introduce a Dirac
family for finite dimensional representations of compact Lie groups; it is closely related to both the
Kirillov correspondence and the equivariant Thom isomorphism. (In Part III [FHT3] of this series we
extend the proof of our main theorem to arbitrary compact Lie groups G and provide supplements in
various directions. In Part I [FHT1] we develop twisted equivariant K-theory and carry out some of
the computations needed here.)
Elliptic operators appear in different guises in the representation theory of compact Lie groups.
The Borel-Weil construction [BW], phrased in terms of holomorphic functions, has at its heart the
∂¯ operator on Ka¨hler manifolds. The ∂¯ operator and differential geometric vanishing theorems
figure prominently in the subsequent generalization by Bott [B]. An alternative approach using
an algebraic Laplace operator was given by Kostant [K1]. The Atiyah-Bott proof [AB] of Weyl’s
character formula uses a fixed point theorem for the ∂¯ complex. On a spin Ka¨hler manifold ∂¯ can
be expressed in terms of the Dirac operator. This involves a shift, in this context the ρ-shift1 whose
analog for loop groups appears in our main theorem. Dirac operators may be used instead of ∂¯ in
these applications to representation theory, and indeed they often appear explicitly.
In this paper we introduce a new construction: the Dirac family attached to a representation
of a Lie group G which is either compact or the loop group of a compact Lie group; in the latter
During the course of this work the first author was partially supported by NSF grants DMS-0072675 and DMS-
0305505, the second partially by NSF grants DMS-9803428 and DMS-0306519, and the third partially by NSF grant
DMS-0072675. We also thank the KITP of Santa Barbara (NSF Grant PHY99-07949) and the Aspen Center for
Physics for hosting their summer programs, where various sections of this paper were revised and completed.
12ρ is the sum of the positive roots of a compact Lie group G; it may be identified with the first Chern class of
the flag manifold associated to G.
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case the representation is restricted to have positive energy. The Dirac family is a collection of
Fredholm operators parametrized by an affine space, equivariant for an affine action of a central
extension of G by the circle group T. For an irreducible representation the support of the family is
the coadjoint orbit given by the Kirillov correspondence, and the entire construction is reminiscent
of the Fourier transform of the character [Ki,Rule 6]. The Dirac family represents a class in twisted
equivariant K-theory, so we obtain a map from representations to K-theory. For compact Lie
groups it is a nonstandard realization of the twisted equivariant Thom homomorphism, which
was long-ago proved to be an isomorphism.2 Our main result, Theorem 3.43, is that this map
from representations to K-theory is an isomorphism when G is a loop group. The existence of a
construction along these lines was first suggested by Graeme Segal; cf. [AS,§5].
The basic Dirac operator (1.10) which appears in the Dirac family has been termed the cubic
Dirac operator . Any Lie group G has a distinguished line segment in its affine space of linear con-
nections: the endpoints are the flat connections ∇L,∇R that are the infinitesimal versions of the
global parallelisms via left and right translation. If G is compact then the Levi-Civita connection
of a bi-invariant metric is 12∇L + 12∇R. The cubic3 Dirac operator is associated to the connec-
tion 2
3
∇L + 13∇R. This particular Dirac operator was introduced by Slebarski [Sl] and used by
Kostant in [K2]. It also enjoys nice analytic properties, as in [G]. Alekseev and Meinrenken [AM]
interpret this Dirac operator as a differential on a quantized version of the Weil algebra. It also
appears in the generalized geometry of Hitchin [H,§10]. The infinite dimensional version appears
in Taubes’ work [T] on loop spaces. It was subsequently used by Landweber [L] in a generalization
of Kostant’s paper to loop groups. We later learned that many relevant formulæ were indepen-
dently known in the physics literature, and indeed our Fredholm family, which is a gauge-coupled
Dirac-Ramond operator, was first flagged in relation to twisted (non-equivariant) K-theory by
Mickelsson [M].
The finite dimensional case is developed in detail in §1. Let G be any compact Lie group, V a
finite dimensional unitary representation, and S the spin space of the adjoint representation. The
Dirac family consists of endomorphisms of V ⊗ S parametrized by the dual g∗ of the Lie algebra
of G. It is equivariant for the co-adjoint action of G, possibly centrally extended to act on the spin
space, and the endomorphisms are invertible outside a compact set. In fact, if V is irreducible we
show in Proposition 1.19 that the the endomorphisms fail to be invertible only on a single coadjoint
orbit O ⊂ g∗. The interpretation in terms of the equivariant Thom isomorphism is Theorem 1.28.
Our main application is to positive energy representations of loop groups. In §2 we review and
develop the concept of energy in the theory of loop groups. From the beginning we work with
twisted loop groups, that is, the group of gauge transformations LPG of a principal G-bundle
2It is interesting to note that the proof of this purely topological result uses Dirac operators and index theory.
3‘Cubic’ refers to the tangent vector to this line of connections, which is the invariant 3-form on G. The Dirac
operator attached to any connection on this line has a cubic term in its local formula. The particular connection
and Dirac operator of interest is distinguished by the coefficient in front of that term. The apparent asymmetry
between left and right is explained by our use of left translation to trivialize the spin bundle on G.
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P → S1. We introduce the slightly larger group of gauge transformations which cover a rigid
rotation of S1. Then a central extension (LPG)
τ of LPG by the circle group T is said to be
admissible if it extends over this larger group—so is rotation-invariant—and if there is an invariant
bilinear form which pairs the Lie algebras of the center T and the rotations Trot; see Definition 2.10
for the precise conditions.4 This bilinear form, central in Kac’s algebraic theory [Ka,§6], plays
a crucial role here as it sets up a correspondence between connections on P → S1 and linear
splittings of the central extension of loop algebras (Lemma 2.18). The space of connections enters
also in Definition 2.8, which associates to the central extension (LPG)
τ a twisting of the equivariant
K-theory of G acting on itself by conjugation. One novelty here is the inclusion of a grading , a
homomorphism LPG→ Z/2Z, in τ ; it affects a component of the associated twisting. Infinitesimal
rotations measure energy, but the precise definition depends on a choice of connection. Thus we
obtain a family of energies parametrized by the space AP of connections. Following [PS] in §2.5 we
introduce positive energy representations, extending the standard definition to allow for gradings.
For a fixed admissible graded central extension (LPG)
τ there is a finite set of isomorphism classes
of irreducibles. They generate a free abelian group we denote Rτ (LPG).
The Dirac family construction is taken up again in §3, now in the infinite dimensional setting
of loop groups. The adjoint spin representation S of the loop group determines a distinguished
central extension (LPG)
σ . We form a family of Dirac operators by tensoring a positive energy
representation of (LPG)
τ−σ with spinors. This gives a family of Fredholm operators parametrized
by AP , equivariant for the central extension (LPG)τ . Here we encounter the adjoint shift5 by σ.
This Fredholm family represents an element of twisted K-theory in the model developed in Part I,
and so the Dirac construction induces a homomorphism
(0.1) Φ: Rτ−σ(LPG) −→ Kτ+dimGG (G[P ]).
Here G[P ] is the union of components of G consisting of all holonomies of connections on P → S1,
and G acts on it by conjugation. Our main result, Theorem 3.43, asserts that Φ is an isomorphism.
The proof, presented in §4 for the case when G is connected with torsion-free fundamental
group, is computational: we compute both sides of (0.1) and check that Φ induces an isomorphism.
We deduce the result for this class of groups from the special cases of tori and simply connected
groups. The positive energy representations of the loop groups in these cases—the left hand side
of (0.1)—are enumerated in [PS]. The twisted equivariant K-theory—the right hand side of (0.1)—
is computed in [FHT1,§4]. The primary work here is the analysis of the kernel of the Dirac family.
This is parallel to the finite dimensional case in §1, and in fact reduces to it. One of the main
4We prove in an appendix that if the Lie algebra of G is semisimple, then any central extension is admissible.
On the other hand, if G is a torus of dimension at least two, then there exist non-admissible central extensions.
5For G = SU(2) it is the famous k → k+2 shift which occurs in low dimensional physics: conformal field theory,
Chern-Simons theory, etc. It is a loop group analog of the ρ-shift for compact Lie groups. For an interpretation in
terms of the intrinsic geometry of the loop group see [F].
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points is a Weitzenbo¨ck-type formula (3.36) which relates the square of Dirac to energy. Specific
examples are written out in §4.4.
In Part III [FHT3] we complete the proof of Theorem 3.43 for any compact Lie group. We
also generalize to a wider class of central extensions of loop groups which do not rely on energy.
The positive energy condition on representations is replaced by an integrability condition at the
Lie algebra level [Ka], and the whole treatment there relies much more on Lie algebraic methods.
We also give a variation which incorporates energy more directly into (0.1), and several other
complements. In many cases the twisted equivariant K-theory Kτ+dimGG (G) is a ring, in fact a
Frobenius ring. In those cases the twisting τ is derived from a more primitive datum—a “consistent
orientation”—as we explain in [FHT4].
The twistings of equivariant K-theory we encounter in this Part II have a special form relative
to the general theory of Part I. Suppose a compact Lie group G acts on a space X. Let P be a
space with the action of a topological group G, suppose the normal subgroup N ⊂ G acts freely,
and there are isomorphisms P/N ∼= X and G/N ∼= G compatible with the group actions. In the
language of Part I, the quotient maps define a local equivalence of groupoids P//G → X//G. In this
paper we use twistings of KG(X) of the form
(0.2) τ = (P N−→ X,Gτ , ǫτ ).
These consist of P → X as above, a central extension Gτ of G by the circle group T, and a
homomorphism ǫτ : G → Z/2Z, termed a grading . Together they define a graded central extension
of P//G; compare [FHT1,§2.2].
The authors which to express their gratitude to Graeme Segal for many helpful conversations as
well as admiration for his development of the geometric approach to loop groups.
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§1 The finite dimensional case
§1.1. The spin representation (finite dimensional case)
The basic reference is [ABS]. Let H be a finite dimensional real vector space with an inner
product 〈·, ·〉. Then there are central extensions Pin±(H), Pinc(H) of the orthogonal group O(H)
which fit into the diagram
(1.1)
1 −−−−→ Z/2Z −−−−→ Pin±(H) −−−−→ O(H) −−−−→ 1y y ∥∥∥
1 −−−−→ T −−−−→ Pinc(H) −−−−→ O(H) −−−−→ 1
There is a split extension of Lie algebras
(1.2) 0 −→ iR −→ pinc(H)⇆ o(H) −→ 0,
the splitting induced from the first line of (1.1). (Throughout i =
√−1.) The Clifford alge-
bra Cliff±(H∗) of H∗ is the universal unital associative algebra with a linear map γ : H∗ →
Cliff±(H∗) such that
(1.3) γ(µ)γ(µ′) + γ(µ′)γ(µ) = ±2〈µ, µ′〉, µ, µ′ ∈ H∗.
Then Cliff±(H∗) is Z/2Z-graded, and the left hand side of (1.3) is the graded commutator
[
γ(µ), γ(µ′)
]
.
Also, Pin±(H) ⊂ Cliff±(H∗) and Pinc(H) ⊂ Cliff±(H∗)⊗ C, and these groups inherit a grading ǫ
from that of the Clifford algebra. (A grading of a Lie group G is a continuous homomorphism
ǫ : G → Z/2Z.) Let e1, . . . , en be an orthonormal basis of H∗. Then γ(e1) · · · γ(en) ∈ Cliff(H∗) is
a volume form, and is determined up to sign. If H is oriented we use oriented orthonormal bases
and so fix the sign. In this paper we consider complex modules for Cliff±(H∗), and we denote
Cliff−(H∗)⊗ C ∼= Cliff+(H∗) ⊗ C by Cliffc(H∗). Also, if H = Rn with the standard metric, then
we use the notation C±n for the real Clifford algebras, C
c
n for the complex Clifford algebra, and
Pin±n for the pin groups.
5
The isomorphism classes of Z/2Z-graded complex Cliffc(H∗)-modules form a semigroup whose
group completion is isomorphic to Z if dimH is odd and Z ⊕ Z if dimH is even. If dimH is
even, then the two positive generators are distinguished by the action of a volume form on the
even component of an irreducible Z/2Z-graded module. If dimH is odd, then Cliffc(H∗) has a
nontrivial center (as an ungraded algebra) which is isomorphic to Cc1 ; an element in the center
has the form a + bω where a, b ∈ C and ω is a volume form. In the odd case we always consider
Cliffc(H∗)-modules with a commuting Cc1-action which is not necessarily that of the center, even
though we do not explicitly mention that action. The group completion of isomorphism classes
is isomorphic to Z ⊕ Z. The positive generators are distinguished by the action of the product of
a volume form in Cliffc(H∗) and a volume form in Cc1 on the even component. For any H the
equivalence relation of K-theory (K0 if dimH is even, K1 if dimH is odd) identifies the positive
generator of one summand Z with the negative generator of the other.
Let S be an irreducible complex Z/2Z-graded Cliffc(H∗)-module. Then S restricts to a graded
representation of Pinc(H), so to a projective representation of O(H). At the Lie algebra level we
use the splitting (1.2) to obtain a representation of o(H). There exist compatible metrics on S—
metrics such that Pinc(H) acts by unitary transformations and such that γ(µ) is a skew-Hermitian
transformation for each µ ∈ H∗.
§1.2. The cubic Dirac operator
Let G be a compact Lie group and 〈·, ·〉 a G-invariant inner product on the Lie algebra g. We
apply §1.1 to V = g using the adjoint representation G → O(g). Thus by pullback from (1.1)
with H = g we obtain a graded central extension
(1.4) 1 −→ T −→ Gσ −→ G −→ 1
and a canonically split extension of Lie algebras
(1.5) 0 −→ iR −→ gσ ⇆ g −→ 0.
IfG is connected and simply connected, then (1.4) is canonically split as well; in general it is induced
from an extension by Z/2Z. Choose an irreducible Z/2Z-graded complex Cliffc(g∗)-module S with
a compatible metric. Then S carries a unitary representation of Gσ .
Fix a basis {ea} of g and let {ea} be the dual basis of g∗. Define tensors g and f by
〈ea, eb〉 = gab 〈ea, eb〉 = gab
[ea, eb] = f
c
abec 〈[ea, eb], ec〉 = fabc.
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The invariance of the inner product implies that fabc is skew in the indices. Define the invariant
3-form
(1.6) Ω =
1
6
fabce
a ∧ eb ∧ ec
on g. Let γa denote6 Clifford multiplication by ea, and σa the action of ea on spinors (via the
splitting (1.5)); both are skew-Hermitian transformations of S, the former odd and the latter even.
Then we have
(1.7)
σa =
1
4
fabcγ
bγc
[γa, γb] = −2gab
[σa, σb] = f
c
abσc
[σa, γ
b] = −f bacγc.
Now any element of gmay be identified with a left-invariant vector field on G, and so acts on smooth
functions by differentiation. Let Ra denote the differentiation corresponding to ea. It satisfies
(1.8) [Ra, Rb] = f
c
abRc.
We use left translation to identify the tensor product C∞(G) ⊗ S with spinor fields on G, and let
Ra, σa, γ
a operate on the tensor product. Then
(1.9) [Ra, σb] = [Ra, γ
b] = 0.
Introduce the Dirac operator
(1.10) D0 = iγ
aRa +
i
3
γaσa = iγ
aRa +
i
12
fabcγ
aγbγc = iγaRa +
i
2
γ(Ω).
The last term is, up to a factor, Clifford multiplication by the 3-form Ω, accomplished using the
canonical vector space isomorphism between the exterior algebra and Clifford algebra. The Dirac
operator D0 is an odd formally skew-adjoint operator on smooth spinor fields. Observe that D0 is
Gσ-invariant. It is not the Riemannian Dirac operator, nor is it either Dirac operator associated
6We view Cliffc as the complexification of Cliff− as reflected by the sign in the second formula of (1.7).
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to the natural parallel transports on G using left or right translation.7 Define the Dirac family of
skew-adjoint Dirac operators parametrized by µ ∈ g∗:
(1.12) Dµ = γ(µ) +D0 = µaγ
a +D0, µ = µae
a ∈ g∗.
The map µ 7→ Dµ is Gσ-equivariant.8
Recall that the Peter-Weyl theorem gives an orthogonal direct sum decomposition of the L2 spinor
fields, where we trivialize the spin bundle using left translation:
L2(G)⊗ S ∼=
⊕
V irreducible
V ∗ ⊗ V ⊗ S.
Here V runs over (representatives of) equivalence classes of irreducible representations of G. In each
summand the group G operates via the projective spin representation on S, via right translation
on V , and via left translation on V ∗. Each summand is a finite dimensional space of smooth spinor
fields, and Dµ preserves the decomposition. Since Dµ only involves (infinitesimal) right translation,
it operates trivially on V ∗. We study each summand separately and drop the factor V ∗ on which
Dµ acts trivially. In other words, for each finite dimensional irreducible unitary representation V
of G we consider the Dirac family of finite dimensional odd skew-adjoint operators
(1.13)
D(V ) : g∗ −→ End(V ⊗ S)
µ 7−→ Dµ
given by formulas (1.12) and (1.10), where now R is the infinitesimal action of g on the represen-
tation V . Note that V need not be irreducible, though to analyze the operator it is convenient to
assume so.
7See the introduction for further discussion. The choice of coefficient in the second term of (1.10) is made so that
the square of the Dirac operator has no first order term gabRaσb:
(1.11) D0
2 =
1
2
[D0,D0] = g
ab(RaRb +
1
3
σaσb).
The first term in (1.11) is the nonpositive Laplace operator on spinor fields, formed using right translation as
parallel transport. Of course, the entire operator D0
2 is nonpositive as it is the square of a skew-adjoint operator.
Formula (1.11) follows from a straightforward computation using (1.7), (1.8), and (1.9), and it has an easy extension
to the computation of the square of (1.12). We could use these formulas to prove Proposition 1.19, but instead give
an argument which more directly extends to the infinite dimensional case; see the proof of Proposition 3.33.
8There is a real version of the Dirac family, which we have not completely investigated. Roughly speaking we
replace the spin space S by the vector space Cliff−(g∗): the group Gσ acts on the left and there is a commuting
action of C−dimG on the right. Then in the Dirac family D(V ) : g
∗ → End(V ⊗ Cliff−(g∗)) we rotate both copies
of g∗ to
√−1g∗ thus obtaining a Real family of operators under the involution of complex conjugation. It represents
an element of twisted KR-theory.
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§1.3. The kernel of Dµ and the Kirillov correspondence
Fix a maximal torus T in the identity component G1 ⊂ G, and let t ⊂ g be its Lie algebra.
The lattice of characters of T , or weights of G, is Λ = Hom(T,T). Write a character of T as a
homomorphism eiλ : T → T for some λ ∈ t∗, and so embed Λ ⊂ t∗. Under the adjoint action of T
the complexification of g splits into a sum of the complexification of t and one-dimensional root
spaces g±α:
(1.14) gC ∼= tC ⊕
⊕
α∈∆+
(gα ⊕ g−α).
The roots form a finite set ∆ ⊂ Λ and come in pairs ±α whose kernels form the infinitesimal
diagram, a set of hyperplanes in t. The components of the complement of the infinitesimal diagram
are simply permuted by the Weyl group W = N(T )/T . A Weyl chamber is a choice of component,
and it determines the set ∆+ of positive roots, roots which have positive values on the Weyl
chamber. The bracket i[gα, g−α] is a line in t, and the coroot Hα is the element in that line so that
ad(Hα) acts as multiplication by 2 on gα. The coroot Hα is positive if α is a positive root. The
kernels of the coroots from a set of hyperplanes in t∗, and the dual Weyl chamber is the component
of the complement which takes positive values on the positive coroots. A weight is dominant if it
lies in the closure of the dual Weyl chamber. A weight µ ∈ Λ is regular if the Weyl group W acts
on µ with trivial stabilizer.
Define
ρ =
1
2
∑
α∈∆+
α.
It is an element of t∗ which is not necessarily in the weight lattice Λ. We follow [PS,§2.7] and label
an irreducible representation by its lowest weight, which is antidominant .
Lemma 1.15. As an ungraded representation S is a sum of irreducible representations of Gσ1 of
lowest weight −ρ.
Proof. Let p =
⊕
α∈∆+ gα be the sum of the positive root spaces, so that (1.14) reads gC
∼= tC⊕p⊕p¯.
Then as a Z/2Z-graded representation of the central extension T σ of T we have the Z/2Z-graded
tensor product decomposition
S = S(g∗) ∼= S(t∗)⊗∧p¯∗ ⊗ (Det p∗)1/2
∼= S(t∗)⊗∧p ⊗ (Det p¯ )1/2,(1.16)
where S(t∗) is a fixed irreducible complex Z/2Z-graded spin module of t∗. We claim that the
weights of T σ which occur in S′ =
∧
p⊗ (Det p¯)1/2 are those of the irreducible representation of Gσ1
of lowest weight −ρ. The lemma follows directly from the claim as T σ acts trivially on S(t∗). To
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verify the claim, note that the character of
∧
p as an ungraded representation of T is
∏
α∈∆+
(1+eiα),
so the character9 of S′ is
(1.17)
∏
α∈∆+
(eiα/2 + e−iα/2) =
∏
α∈∆+
eiα − e−iα
eiα/2 − e−iα/2 .
That this is the character of the irreducible representation of lowest weight −ρ follows from the
Weyl character formula; or, we observe that (1.17) is Weyl-invariant, has lowest weight −ρ, and
that dimS′ = 2#∆
+
has the correct dimension by the Weyl dimension formula.
We now analyze the operator (1.13). Fix µ ∈ g∗. Choose a maximal torus Tµ in the identity
component of the stabilizer subgroup Zµ ⊂ G. If µ is regular, the identity component of Zµ is Tµ.
Then µ lies in tµ
∗ ⊂ g∗, i.e., µ annihilates the root spaces. Furthermore, choose a Weyl chamber
so that µ is antidominant .10 Let ρ = ρ(µ) ∈ t∗µ be half the sum of positive roots, defined relative
to Tµ. Under G1 ⊂ G there is a decomposition
(1.18) V ∼=
⊕
V−λ
with V−λ the (−λ)-isotypical component of V , where λ runs over the dominant weights of G1.
Proposition 1.19. Suppose V is irreducible. The operator Dµ(V ) is nonsingular unless µ is
regular and −λ = µ+ ρ is a lowest weight in the decomposition (1.18) of V under G1. In that case
(1.20) KerDµ = K−λ ⊗ S−ρ ⊂ V ⊗ S,
where K−λ is the (−λ)-weight space of V in the decomposition under Tµ ⊂ G1 and S−ρ is the
Z/2Z-graded (−ρ)-weight space of S in the decomposition under T σµ ⊂ Gσ1 . The stabilizer Zµ ⊂ G
of µ, a group with identity component Tµ, acts irreducibly on K−λ. The Clifford algebra Cliff
c(t∗µ)
acts irreducibly on S−ρ.
If G = G1 is connected, then Zµ = Tµ and dimK−λ = 1. The latter is a standard fact in the
representation theory of connected compact Lie groups. The corresponding fact in the disconnected
case—that Zµ acts irreducibly on K−λ—is less standard; it may be found in [DK,§4.13] for example.
Proof. Introduce a shifted version π˙µ : g → End(V ⊗ S) of the infinitesimal Lie algebra action by
the formula
π˙µ(ξ) = ξ
a(Ra + σa − iµa), ξ ∈ g.
9Characters of representations of Tσ on which the central T acts as scalar multiplication form a torsor for the
character group of T and may be identified with a subset of t∗ via the splitting (1.5). The character (1.17) may be
expressed as a sum of exponentials of elements of t∗ which are necessarily in this subset.
10If µ is regular, it is contained in a unique (negative) dual Weyl chamber and so determines a notion of anti-
dominance.
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Notice that π˙µ(ξ) is skew-adjoint. The inner product 〈·, ·〉 on g gives isomorphisms ξ 7→ ξ∗ and
µ 7→ µ∗ between g and its dual. Introduce also the self-adjoint operator
(1.21) Eµ = iπ˙µ(µ∗)− |µ|
2
2
.
Then since µ ∈ t∗ it follows that Eµ is constant on weight spaces of V ⊗ S—its value on the space
with weight ω is
(1.22) 〈µ
2
− ω, µ〉.
Since µ is antidominant Eµ has its minimum on the lowest weight space. Straightforward compu-
tations with (1.7)–(1.10) give for ξ ∈ g the second of the commutation relations
[Dµ, π˙µ(ξ)] = [−iEµ, γ(ξ∗)],
[Dµ, γ(ξ
∗)] = −2iπ˙µ(ξ);
the first is the infinitesimal form of the statement that Dµ is equivariant for the action of G
σ .
Iterating we find
[D2µ, π˙µ(ξ)] = [−2Eµ, π˙µ(ξ)],
[D2µ, γ(ξ
∗)] = [−2Eµ, γ(ξ∗)].
Now V ⊗S is generated from the lowest weight space by applying operators π˙µ(ξ) and γ(ξ∗). Hence
D2µ + 2Eµ is constant on V ⊗ S, and it is easy to check from (1.12) and (1.21) that this constant
is independent of µ. Therefore, the self-adjoint nonpositive operator D2µ has its maximum when
Eµ achieves its minimum. By (1.22) and the remark which follows this happens at µ = −(λ + ρ)
on the minimum weight space K−λ ⊗ S−ρ. It remains to check that D2µ does vanish on this space.
We use a complex basis compatible with (1.14). Fix nonzero elements e±α ∈ g±α, and choose a
basis et of t. Extend the inner products on g, g
∗ to bilinear forms on the complexifications. Write
Dµ = γ
a(iRa + µa) +
i
3
γaσa.
Then for α ∈ ∆+ we have R−α = γα = 0 on the lowest weight space K−λ ⊗ S−ρ, so the only
contribution from the first term is from the et, and these terms contribute γ(λ + µ). For the last
term
i
3
γaσa =
i
3
σaγ
a +
i
3
faacγ
c.
On the lowest weight space σ−α = γ
α = 0 for α ∈ ∆+. So the root indices contribute
∑
α∈∆+
i
3
fααcγ
c =
∑
α∈∆+
i
3
fααtγ
t =
∑
α∈∆+
i
3
(−i)α(et)γt = 1
3
γ(2ρ) =
2
3
γ(ρ).
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For the sum over torus indices we find i3γ
tσt =
1
3γ(ρ), so altogether we have
Dµ = γ(µ + λ+ ρ) on K−λ ⊗ S−ρ.
Squaring,
D2µ = −|µ+ λ+ ρ|2 on K−λ ⊗ S−ρ,
from which the proposition follows.
The kernels fit together into a Gσ-equivariant vector bundle
KerD(V )
∣∣
O
−→ O
over a G-coadjoint orbit O ⊂ g∗. That O is a single G-orbit follows from the irreducibility of V ,
since G/G1 acts transitively on the weights occurring in (1.18). Then (1.20) gives a decomposition
KerD(V )
∣∣
O
= K ⊗ SKer ⊂ O × (V ⊗ S),
The bundle K → O is G-equivariant. If G is connected, then as a nonequivariant bundle SKer →
N is the spinor bundle of the normal bundle of O in g∗; see (1.16). As an equivariant bundle it
differs by a character of T , and if G is not connected possibly by a finite twist, as we now explain.
First, the normal bundle N → O is G-equivariant and is equivariantly trivial as a G1-bundle,
since the identity component Tµ of the stabilizer of µ acts trivially on the fiber tµ of N at µ. The
adjoint representation
Zµ −→ Zµ/Tµ −→ O(tµ)
factors through the finite group Zµ/Tµ of components of the stabilizer. The pullback of (1.1)
for H = tµ gives a central extension Z
σ(N)
µ of Zµ by T. Fix an irreducible Z/2Z-graded complex
Cliffc(t∗µ)-module S(t
∗
µ) and compatible metric; it is then a unitary representation of Z
σ(N)
µ . Note
that S−ρ(µ) is also an irreducible Z/2Z-graded complex Cliff
c(t∗µ)-module, but the extension Z
σ
µ
acts. We fix the “sign” (§1.1) of the Cliffc(t∗µ)-module S(t∗µ) by asking that it agree with that
of S−ρ. Let Cliff
c(N) be the bundle of Clifford algebras on the normal bundle. Define11
(1.23) L = HomCliffc(N)
(
S(N), SKer
)
.
Then L→ O is an even line bundle. We summarize in the following proposition, which interprets
the twistings in K-theory language.
11If rankN is odd, then elements of L are required to commute with the Cc1 action.
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Proposition 1.24. Let σ be the twisting12 of KG(g
∗) induced by the central extension Gσ → G;
it restricts to a twisting of KG(O). Over the orbit O ∼= G/Zµ the graded central extension Zσ(N)µ
defines a second twisting of KG(O),13 denoted σ(N), and the bundle S(N)→ O induced from S(t∗µ)
is a σ(N)-twisted bundle. The equivariant tangent bundle TO → O determines the twisting σ(O) =
σ − σ(N) of KG(O). The bundle L → O, and so K ⊗ L → O, is σ(O)-twisted and is even. If
G = G1 is connected, then σ(N) is canonically trivial, there is a canonical isomorphism σ(O) ∼= σ,
and L is canonically the Gσ-bundle given by the character −ρ.
The second statement follows from the G-equivariant isomorphism of N ⊕TO → O with the trivial
bundle O × g∗ → O. Notice that L→ O, a rank one bundle, may be viewed as a trivialization of
the twisting σ(O). The latter is trivializable since the coadjoint orbit admits spinc, in fact spin,
structures; see the last paragraph of §1.4.
Proposition 1.19 is an inverse to the Kirillov correspondence: starting with an irreducible repre-
sentation we construct a coadjoint orbit O, the support of the Dirac family. Note that the orbit is
ρ-shifted from the lowest weight of the representation (in the connected case) and so is a regular
orbit. Furthermore, we construct a vector bundle K ⊗ L→ O. As we will see in the next section,
we can recover V from this bundle.
§1.4. K-theory interpretation
A G-equivariant family of odd skew-adjoint Z/2Z-graded Fredholm operators parametrized by
a G-space X represents a class in K0G(X). If there is a commuting C
c
1-structure, then it represents
an element of K1G(X). We apply this to X = g
∗ with two variations to obtain a class
[
D(V )
] ∈ Kσ+dimGG (g∗)cpt,
where we use Bott periodicity to identifyKnG withK
0
G orK
1
G according to the parity of n. First vari-
ation: the family of operators D(V ) is compactly supported (Proposition 1.19), that is, invertible
outside a compact subset of g∗. Second variation: V ⊗ S is a representation of the central exten-
sion Gσ of G, which accounts for the twisting σ. Note that if dimG is odd there is a Cc1-structure
on S, hence also one on V ⊗ S, and it commutes with Dµ(V ) for all µ ∈ g∗.
12In terms of the notation (0.2) for twistings
σ =
(
g∗
{1}−−→ g∗, Gσ , ǫσ),
where ǫσ is the composition G → O(g) → Z/2Z of the adjoint map and the nontrivial grading of the orthogonal
group.
13In terms of our model (0.2) for equivariant twistings
σ(N) =
(
G
Zµ−−→ G/Zµ, G× (Zσ(N)µ )op, ǫσ(N)
)
,
where G × Zopµ acts on G by left × right multiplication and ǫσ(N) is the grading of Zµ induced from the adjoint
action.
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The Thom isomorphism in equivariant K-theory for the inclusion j : {0} →֒ g∗ is usually imple-
mented as the map
(1.25)
j∗ : K
0
G −→ Kσ+dimGG (g∗)cpt
V −→ (V ⊗ S, 1⊗ γ)
which assigns to each finite dimensional unitary representation the family of Clifford multiplication
operators. This family is supported at the origin. The Dirac family (1.13) is a compactly supported
perturbation of (1.25), so implements the same map on K-theory.
Let i : O →֒ g∗ be the inclusion, and consider the diagram
(1.26) K
σ(O)+dimO
G (O)
πO
∗
vv♠♠♠
♠♠
♠♠
♠♠
♠♠
♠♠
♠♠
♠
i∗
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗
K0G
j∗ // Kσ+dimGG (g
∗)cpt
(πg
∗
)∗
oo
of twisted G-equivariant K-groups.14 Since O is a regular orbit, dimO = dimG − dimT for any
maximal torus T . (There is a similar diagram for any G-coadjoint orbit, but for our purposes
it suffices to consider regular orbits.) For any G-space X we denote πX : X → pt the unique
map. Then S, S(N) represent equivariant Thom classes and so define the indicated pushforwards
maps j∗, (π
g
∗
)∗, i∗; we choose a compatible twisted equivariant Thom class to define π
O
∗ . Then
i∗ = j∗ ◦ πO∗ ,
since by naturality and the compatibility of the Thom classes,
(1.27)
(πg
∗
)∗ ◦ i∗ = πO∗
j∗ is the inverse of (π
g
∗
)∗
Theorem 1.28. (i) For an irreducible representation V of G,
(1.29) j∗[V ] =
[
D(V )
]
.
(ii) Let [K ⊗ L] ∈ Kσ(O)G (O) be the class of the vector bundle K ⊗ L→ O. Then
i∗[K ⊗ L] =
[
D(V )
]
(1.30)
πO∗ [K ⊗ L] = [V ](1.31)
14The (twisted) K-cohomology groups in the diagram are isomorphic to untwisted G-equivariant K-homology
groups in degree zero. Also, recall that we use Bott periodicity so only keep track of the parity of the K-groups.
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The twisting of K ⊗ L was described in Proposition 1.24.
Proof. See the remarks following (1.25) for (i).
The map i∗ is multiplication by the Thom class of the normal bundle to O in g∗. This gives
a class in a tubular neighborhood of O which is compactly supported; we extend by zero to a
compactly supported class on g∗. To see that
[
D(V )
]
represents this class, as asserted in (1.30),
note first that [D(V )] is supported on O by Proposition 1.19. Hence it suffices to restrict to a
tubular neighborhood U of O, which we identify with a neighborhood of the zero section in the
normal bundleN → O via orthogonal projection. Write V ⊗S ∣∣
U
as the direct sum of K⊗L⊗S(N),
pulled back from O using the tubular neighborhood structure, and its orthogonal complement. We
may ignore the latter since D(V ) is invertible on it if U is sufficiently small. For any µ ∈ O and
θ ∈ g∗ perpendicular to µ we have
Dµ+θ = Dµ + γ(θ).
Restricted to K ⊗ L⊗ S(N) it acts as 1⊗ 1⊗ γ(θ). Since θ 7→ γ(θ) on S(N) is the Thom class of
the normal bundle, we have proved (1.30).
Equation (1.31) is a formal consequence of (1.29) and (1.30) using (1.27).
The Atiyah-Singer index theorem identifies πO∗ as the equivariant index of a Dirac operator on O.
Recall that the G-coadjoint orbit O is a finite union of regular G1-coadjoint orbits, each of which
is diffeomorphic to G1/T . The latter carries a canonical spin structure up to isomorphism;
15 the
twist σ(O) in (1.26) means that we consider bundles on O which are equivariant for a covering
group of G. In case G is connected and simply connected, both σ and σ(N) are isomorphic to
the trivial twisting, whence πO∗ is the usual G-equivariant Dirac index. The map π
O
∗ is termed
Dirac induction in representation theory. Our construction in this section is an explicit inverse to
Dirac induction. Equation (1.31) is part of the Borel-Weil-Bott theorem, but we do not prove the
vanishing theorem necessary to show that the kernel of the Dirac operator is precisely V . (Note
that the usual version of this theorem uses holomorphic induction in place of Dirac induction.)
§1.5. Variation: projective representations
In the loop group version of the Dirac family we encounter the finite dimensional construction
considered here, but in a projective version which we now sketch.
Let 1 → T → Gτ → G → 1 be a central extension of G.16 A projective representation of G at
level τ is a representation of Gτ on which the center T acts by scalar multiplication. The free abelian
15Write G1/T ∼= G˜1/T˜ for G˜1 the simply connected cover of G1. A choice of Weyl chamber gives a G˜1-invariant
complex structure on G˜1/T˜ whose first Chern class in H2(G˜1/T˜ ) ∼= t˜∗ is identified with 2ρ. Since ρ is a character
of G˜1, we conclude that G˜1/T˜ is spin, and since it is simply connected the spin structure is unique up to isomorphism.
More precisely, the component of any µ ∈ O is canonically G1/Tµ and tµ has a distinguished Weyl chamber which
gives a distinguished complex structure on O. In particular, there is a canonical orientation of O.
16Such extensions are classified by H3(BG;Z), which is torsion for a compact Lie group G. Therefore, a central
extension by T factors through a central extension by a finite cyclic group.
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group KτG generated by the irreducibles is a KG-module via tensor product. In this situation g
∗ is
replaced by an affine space AτG for g∗ which has two equivalent definitions: it is the space of linear
splittings of the Lie algebra extension 0 → iR → gτ → g → 0, or equivalently it is the subspace
of (gτ )∗ consisting of functionals µ : gτ → R with µ(i) = 1, i ∈ iR. The group G acts on AτG
compatibly with the coadjoint action on g∗. Note that the action of G on AτG has a fixed point, the
center of mass of a G-orbit, from which AτG ∼= g∗ as G-spaces. (This is in contrast to the infinite
dimensional situation we study later.)
Let T ⊂ G be a maximal torus. By restriction we obtain a central extension T τ → T , and T τ is
a maximal torus of Gτ . The affine space AτT sits inside AτG as the subspace of functionals which
vanish on the root spaces. The infinitesimal characters of projective representations of T at level τ
form a subset Λτ ⊂ AτT which is a torsor for the weight lattice Λ ⊂ t∗. The Weyl group acts on AτT
preserving Λτ ; the action is conjugation by the normalizer of T τ in Gτ . Choose a positive Weyl
chamber in t, and so by pullback a positive Weyl chamber in tτ . (The Weyl groups of G and Gτ
are canonically isomorphic.)
Given central extensions Gτ1 → G and Gτ2 → G we can form their product Gτ1+τ2 → G, which
is also a central extension. Similarly, we define an inverse to a central extension. Now the Lie
algebra extension (1.5) associated to the canonical spin central extension Gσ → G is canonically
split,17 so for any τ we identify AτG with Aτ−σG .
The projective version of our Dirac family proceeds as follows. Fix a central extension Gτ → G
and a projective representation V at level τ −σ. So V ⊗S is a projective representation at level τ .
The Dirac family (1.12) is parametrized by µ ∈ AτG ∼= Aτ−σG :
(1.32) Dµ = iγ
a(Ra)µ +
i
2
γ(Ω),
where (Ra)µ denotes the infinitesimal action of the basis element ea on V defined using the splitting
µ : g→ gτ−σ. Then
(1.33) Dµ+ν = Dµ + γ(ν), ν ∈ g∗.
The discussion proceeds as before, and in particular Proposition 1.19 holds, but with the under-
standing that µ ∈ AτG, ρ ∈ AσG, and λ ∈ Aτ−σG . Also, in the K-theory discussion we use the fact
that the Lie algebra extension gτ → g is split to find a fixed point of the G-action on AτG and so
define the Thom isomorphism.
17In the infinite dimensional case (§3) there is no such canonical splitting.
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§1.6. Examples
Example 1.34. (G = T) The irreducible representations are all one-dimensional and are labeled
by an integer n: the representation Ln = C is λ 7→ λn. Identify g = iR and set18 〈ia, ia′〉 = aa′,
thereby identifying g∗ ∼= iR as well. Set S = C ⊕ C with γ =
(
0 i
i 0
)
. Then for µ = ia ∈ g∗ the
operator Dµ on Ln ⊗ S is the matrix Dia =
(
0 i(a−n)
i(a−n) 0
)
. The kernel of the family D(Ln) is
supported at µ = in. Note that the coadjoint action is trivial, since G is abelian, so the coadjoint
orbits are points.
Example 1.35. (G = O2) Now G is not connected. We identify g, g
∗ as in the previous exam-
ple. Reflections—elements of G not in the identity component—act as multiplication by −1 on g∗,
so the coadjoint orbits are {0} and {±ia}a6=0. There is a one-dimensional irreducible representa-
tion Vǫ which sends a matrix to multiplication by its determinant, and there are two-dimensional
irreducibles Vn labeled by positive integers: the restriction of Vn to SO2 ⊂ O2 is Ln ⊕ L−n in
the notation of Example 1.34. For Vǫ the infinitesimal representation vanishes, and Dia =
(
0 ia
ia 0
)
acting on Vǫ⊗S. The kernel is supported at µ = 0 and is obviously Vǫ⊗S. We can identify (1.23)
with Vǫ, and the stabilizer group Z0 = O2 acts via the representation Vǫ. For Vn we identify
Dia =

0 0 0 i(a− n)
0 0 i(a+ n) 0
0 i(a− n) 0 0
i(a+ n) 0 0 0
 .
So KerD(Vn) is supported on the coadjoint orbit µ = ±in.
Example 1.36. (G = Z/2Z × T) Again G is not connected, but now G is abelian so the irre-
ducibles are one-dimensional and the coadjoint orbits are points. Let K denote the sign representa-
tion of Z/2Z; then the irreducibles of G are Ln and Ln⊗K, where n ranges over all integers. As in
Example 1.34 the kernel of the Dirac family is supported at µ = in for both D(Ln) and D(Ln⊗K).
They are distinguished by the action of the stabilizer Zµ = G on the kernel.
Example 1.37. (G = SU2) There is a single irreducible representation in each positive dimen-
sions, and in a notation adapted to the quotient group SO3 we label the representation Vj of
dimension 2j + 1 by j = 0, 12 , 1, . . . . The Lie algebra is g =
{(
ia b+ic
−b+ic −ia
)}
, and using the inner
product 〈A,A′〉 = − 12 Tr(AA′) we identify g ∼= g∗ ∼= iR3. We take as maximal torus is the group of
diagonal matrices with Lie algebra iR. Then the positive root is identified as 2i from which ρ = i.
The coadjoint orbits are spheres centered at the origin. Proposition 1.19 states that KerD(Vj) is
supported on the sphere of radius 2j + 1. Notice that even for j = 0 the support is a regular
coadjoint orbit, due to the ρ-shift.
18This inner product generalizes for G = U(n) to the inner product 〈A,A′〉 = −Tr(AA′) on skew-Hermitian
matrices.
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Example 1.38. (G = SO3) Only the representations of SU2 with j integral pass to the quo-
tient SO3. Take as maximal torus T the set of rotations which fix a particular axis. The inner
product is 〈A,A′〉 = − 12 Tr(AA′). With the identification t = iR we find ρ = i2 . Note that ρ is not
a weight of G, which is possible as G is not simply connected. Also, KerD(Vj) is supported on the
sphere of radius j + 1
2
, where now j ∈ Z≥0.
Example 1.39. (Gτ = U2 → G = SO3) Notice that U2 has double cover SU2×T, and the
projective representations of interest pull back to representations of SU2×T which are of half-
integral spin on SU2 and standard on T. Let T be the maximal torus of SO3 as in the previous
example. We may identify the affine space AτT with iR and the nontrivial element of the Weyl group
acts by ia 7→ −ia. It has no fixed points on the torsor Λτ of imaginary half-integers. The Dirac
family for the spin j representation has kernel supported on the sphere of radius j + 1
2
in AτSO3 .
§2 Loop groups and energy
§2.1. Basic definitions
Let G be a compact Lie group and P → S1 a principal G-bundle with base the standard
circle S1 = R/2πZ. The bundle P is classified up to isomorphism by a conjugacy class in π0(G) =
G/G1. Let G[P ] ⊂ G denote the corresponding union of components, which is a G-space under
conjugation. Note that if G is connected, then P is necessarily trivializable and G[P ] = G.
Notation 2.1. LPG is the group of smooth gauge transformations of P → S1. Its Lie algebra
is denoted LP g. Let Trot be the group of rigid rotations of S
1 and (LPG)rot be the group of
smooth automorphisms of P → S1 which cover elements of Trot. For any connected finite covering
T̂rot → Trot we define L̂PG by pullback:
(2.2)
L̂PG −−−−→ T̂roty y
(LPG)rot −−−−→ Trot
Finally, AP is the space of smooth connections on P → S1.
For the trivial bundle P = S1 × G we omit the subscript ‘P ’. Then LG is naturally identified
with the smooth loop group LG = Map(S1, G). For topologically nontrivial bundles LPG is often
termed a twisted loop group. Its Lie algebra LP g may be identified with Ω
0
S1(gP ), the space of
smooth sections of the adjoint bundle gP → S1, or equivalently as the space of smooth G-invariant
vertical vector fields on P → S1. The space AP of connections is affine with associated vector
space Ω1S1(gP ).
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Fix a basepoint p ∈ P in the fiber over 0 ∈ R/2πZ. Then for each connection A ∈ AP parallel
transport around S1 maps p to a point p · hol(A) of the same fiber for some hol(A) ∈ G. The
holonomy is a surjective map
(2.3) hol : AP −→ G[P ].
Furthermore, the holonomy map is equivariant for the natural action of LPG on AP and the
conjugation action of G on G[P ] as follows. For ϕ : P → P in LPG and A ∈ AP we have a new
connection (ϕ−1)∗(A) and a group element gϕ ∈ G defined by ϕ(p) = p · g−1ϕ . (Recall A is a 1-form
on P .) Then
hol
(
(ϕ−1)∗(A)
)
= gϕ hol(A)g
−1
ϕ .
The subgroup ΩPG ⊂ LPG of gauge transformations which fix p ∈ P acts freely on AP , and (2.3)
is a (left) ΩPG-principal bundle.
There is an exact sequence of groups
1 −→ LPG −→ L̂PG −→ T̂rot −→ 1
and a corresponding sequence of Lie algebras
(2.4) 0 −→ LP g −→ L̂P g −→ iRrot −→ 0.
(The Lie algebras of T̂rot and Trot are canonically isomorphic.) Splittings of (2.4) are in 1:1 cor-
respondence with AP . For A ∈ AP we denote by dA the lift to L̂P g of the canonical generator
i ∈ iRrot. Geometrically, dA is a G-invariant horizontal vector field on P which projects to the stan-
dard vector field on S1. We remark that the extended loop group L̂PG may be used to eliminate
the basepoint p in the map (2.3) above.19
The Lie algebra g of a compact Lie group G has a canonical splitting
(2.5) g = center(g)⊕ [g, g] = z⊕ g′
into its abelian and semisimple pieces; the decomposition is orthogonal with respect to any invariant
inner product on g. This decomposition is Ad-invariant, so leads to a decomposition of the adjoint
bundle gP → S1 of any principal G-bundle P → S1, whence to a decomposition of the loop
algebra LP g.
19Namely, if we include the choice of basepoint in the domain of the holonomy map, then
hol : AP × P −→ G[P ]
is a principal L̂PG-bundle and admits a commuting G-action.
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§2.2. Admissible central extensions
The representations of LPG of interest are projective, and so we study central extensions
(2.6) 1 −→ T −→ (LPG)τ −→ LPG −→ 1
of loop groups with corresponding central extensions
(2.7) 0 −→ iR −→ (LP g)τ −→ LP g −→ 0
of loop algebras. If P is trivial we write LGτ for the central extension. Recall that a graded central
extension of LPG is a central extension (2.6) together with a homomorphism ǫ : LPG→ Z/2Z.
Definition 2.8. Let ((LPG)
τ , ǫ) be a graded central extension of LPG. The associated twisting
of the G-equivariant K-theory of G[P ] is
(2.9) τ = (AP
ΩPG−−−→ G[P ], (LPG)τ , ǫ),
where G acts on G[P ] by conjugation.
Here AP → G[P ] is the principal ΩPG-bundle (2.3) and the twisting has the form (0.2). This
construction of a twisting from a graded central extension of the loop group is fundamental to our
work.
Let20 K denote the central element i ∈ iR.
Definition 2.10. A central extension (LPG)
τ is admissible if
(1) There exists a central extension (L̂PG)
τ of L̂PG which fits into a commutative diagram
(2.11)
1 1y y
1 −−−−→ T −−−−→ (LPG)τ −−−−→ LPG −−−−→ 1∥∥∥ y y
1 −−−−→ T −−−−→ (L̂PG)τ −−−−→ L̂PG −−−−→ 1y y
T̂rot T̂roty y
1 1
20Our K and dA (below) are i =
√−1 times real multiples of the K and d in [Ka]. (Compare [Ka,(7.2.2)] to (2.21)
and (2.22) below.) This motivates the sign in (2.12).
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(2) There exists an (L̂PG)
τ -invariant symmetric bilinear form ≪·, ·≫τ on (L̂P g)τ such that
(2.12) ≪K, d≫τ = −1
for all d ∈ (L̂P g)τ which project to i ∈ iRrot.
It follows immediately from (2.12) that
(2.13) ≪K, (LP g)τ≫τ = 0,
and in particular ≪K,K≫τ = 0. Hence ≪·, ·≫τ induces an LPG-invariant symmetric bilinear
form on LP g, which we also denote with double angle brackets. For A ∈ AP the element dA ∈ L̂P g
has a unique lift to a null element of (L̂P g)
τ which we denote dτA:
(2.14) ≪dτA, dτA≫τ = 0.
In the sequel the phrase “(LPG)
τ is an admissible central extension” implies that we have
fixed (L̂PG)
τ and ≪ ·, · ≫τ . If there is no possibility for confusion, we write ≪ ·, · ≫ for the
invariant bilinear form. We remark that the finite covering map T̂rot → Trot is often the identity;
see the discussion of tori in §2.3 for a case in which it is a double cover. The choice of (L̂PG)τ and
a bilinear form is additional structure, as reflected in Lemma 2.18 below, for example.
If g is semisimple, then every central extension of LPG is admissible.
Proposition 2.15. Let G be a compact Lie group with [g, g] = g, i.e., g semisimple. Let P → S1
be a principal G-bundle. Then any central extension (LPG)
τ is admissible. Furthermore, for
each (L̂PG)
τ which satisfies (2.11) there exists a unique (L̂PG)
τ -invariant symmetric bilinear form
≪·, ·≫ =≪·, ·≫τ which satisfies (2.12).
For connected and simply connected groups there is a direct construction, which we give in §2.3.
The general proof is more complicated and is deferred to the appendix.
The Lie algebra g of any compact Lie group G carries a canonical G-invariant symmetric bilinear
form 〈·, ·〉σ defined by
〈ξ, η〉σ = −1
2
Tr(ad ξ ◦ ad η), ξ, η ∈ g.
Note that 〈·, ·〉σ is positive semidefinite, and is positive definite if g is semisimple. Now if P → S1
is a principal G-bundle, then we define the L2 metric
(2.16) ≪β1, β2≫σ=
∫
S1
〈β1(s), β2(s) 〉σ |ds|
2π
, β1, β2 ∈ LP g.
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We will prove (Proposition 3.13) that (2.16) is associated to a canonical admissible graded central
extension of LPG.
Let (LPG)
τ → LPG be any admissible central extension. The space of linear splittings of (2.7)
carries an affine action of LP g. Namely, if
s : LP g −→ (LP g)τ
β 7−→ βτs
is a splitting and β′ ∈ LP g, then we define a new splitting β 7→ βτs+β′ by
βτs+β′ = β
τ
s− ≪β, β′≫τ K.
Recall that we identify AP as the space of G-invariant vector fields dA on P → S1 which project
to the standard vector field on S1. In this form AP is affine for the action of LP g by subtraction:
for ξ ∈ LP g we have
(2.17) dA+ξds = dA − ξ.
Lemma 2.18. Let (LPG)
τ be an admissible central extension of LPG. Then the form ≪·, · ≫τ
determines an LP g-equivariant map
AP −→ {linear splittings of (LP g)τ → LP g}
A 7−→ (β 7→ βτA)
which is an isomorphism if ≪·, ·≫τ is nondegenerate.
Therefore, a connection simultaneously splits all admissible central extensions.
Proof. Characterize βτA by the condition
(2.19) ≪βτA, dτA≫τ = 0
for dτA ∈ (L̂P g)τ defined by (2.14).
Suppose (LPG)
τi → LPG, i = 1, 2 are admissible central extensions. Then the product (LPG)τ1+τ2 =
(LPG)
τ1 ×LPG (LPG)
τ2 is also admissible: the bilinear forms on LP g satisfy
≪β1, β2≫τ1+τ2 =≪β1, β2≫τ1 + ≪β1, β2≫τ2 , β1, β2 ∈ LP g.
There is also an (admissible) inverse central extension (LPG)
−τ to an (admissible) central exten-
sion (LPG)
τ ; in the admissible case the form changes sign when passing to the inverse.
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§2.3. Special cases
We treat the three prototypical classes of compact Lie group: connected simply connected groups,
tori, and finite groups.
Simply connected groups. If G is simply connected, then every central extension (2.6) is admissi-
ble and≪·, ·≫ is uniquely determined by the extension. This is a special case of Proposition 2.15.
To verify this we may as well assume P is trivial so that LPG = LG is the standard loop group.
Then [PS,§4.2] central extensions of the loop algebra Lg correspond to G-invariant symmetric bi-
linear forms 〈·, ·〉 on g as follows. For ξ ∈ gC and n ∈ Z we write znξ for the loop s 7→ einsξ in LgC.
The algebraic direct sum ⊕n∈ZzngC is dense in LgC. Define
(2.20) (L̂g)τ = RK ⊕ Lg⊕ Rd
as a vector space. As for the Lie bracket, K is central, d acts as the derivation
(2.21) [d, znξ] = inznξ
on LgC, and the bilinear form on g enters into the bracket
(2.22) [znξ, zmη] = zn+m[ξ, η] + n〈ξ, η〉δn+m=0 K
i
, ξ, η ∈ gC.
Any L˜g
τ
-invariant bilinear form ≪·, ·≫ satisfies
(2.23) ≪ [znξ, z−nη], d≫ =≪znξ, [z−nη, d]≫ = in≪znξ, z−nη≫,
and from (2.22) and (2.12) we deduce that for n 6= 0
(2.24) ≪znξ, z−nη≫ = 〈ξ, η〉.
For n = 0 we derive (2.24) by consideration of ≪ [zζ1, z−1ζ2], η ≫ and the fact that [g, g] = g.
Similarly, we find ≪znξ, zmη≫ = 0 if n+m 6= 0. Thus the bilinear form on Lg is necessarily the
L2 metric
(2.25) ≪β1, β2≫ =
∫
S1
〈β1(s), β2(s) 〉 |ds|
2π
, β1, β2 ∈ Lg.
Notice that this form is symmetric and is also LG-invariant.
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For G connected and simply connected
H2(LG;R) ∼= Sym2(g∗)G,
the correspondence given by associating to the G-invariant symmetric form 〈·, ·〉 the left-invariant
2-form
ω(β1, β2) =
∫
S1
〈β1, dβ2〉, β1, β2 ∈ Lg,
on LG. Note that ω is the cocycle (2.22) which defines the central extension of Lg, and for
a central extension (2.6) of LG we interpret it as 1/i times the curvature of the left-invariant
connection given by the splitting (2.20). In particular, it lies in a full lattice of forms determined
by H2(LG; 2πZ) ⊂ H2(LG;R), and this lattice classifies central extensions of LG (see [PS,§4.4]).
Any such extension extends to L̂G = LG⋊ Trot.
Tori. Let T be a torus group. Write t = Lie(T ) and Π = exp−1(1)/2π ⊂ t, so that T ∼= t/Π.
The loop group has a canonical decomposition
(2.26) LT ∼= T ×Π× U,
where
U = expV, V =
{
β : S1 → t :
∫
S1
β(s) ds = 0
}
.
Note that the vector space V ⊂ Lt is isomorphic to Lt/t. We can interpret T ×Π as the Lie group
of parametrized closed geodesics on T with respect to an invariant metric. An element X ∈ Π
corresponds to the one-parameter group ϕX(s) = exp(sX). Let Λ = Hom(T,T) be the Z-dual
of Π.
Proposition 2.27. Suppose LT τ is an admissible central extension of LT . Then
(i) LT τ is the product of central extensions (T ×Π)τ and Uτ .
(ii) Write [β1, β2] = ω(β1, β2)K for β1, β2 ∈ Lt. Then
(2.28) ω(β1, β2) =≪β1, β˙2≫,
where β˙ is the derivative dβ/ds.
(iii) The commutator in (T × Π)τ determines a homomorphism κ : Π → Λ and a bilinear
form 〈·, ·〉 on t× t. The form 〈·, ·〉 is symmetric.
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The central extension Uτ of the vector space U is a Heisenberg group if the commutator pair-
ing (2.28) is nondegenerate. Conditions (i) and (ii) are stated as analytic regularity in [FHT3,§2];
here they follow from the existence of ≪ ·, · ≫. For (iii) observe that the restriction T τ → T of
LT τ → LT is necessarily split. Let t 7→ t˜ be a splitting. Choose a lift ϕ˜X ∈ LT τ of ϕX ∈ LT for
each X ∈ Π. Then κX ∈ Λ = Hom(T,T) is defined by
(2.29) ϕ˜X t˜ϕ˜
−1
X t˜
−1 = κX(t).
Let κ˙X ∈ Hom(t,R) be 1/i times the derivative of κX ; it defines a bilinear form
〈X, ξ〉 = −κ˙X(ξ)
which extends to all of t× t and takes integral values on Π×Π. (The sign is for convenience.)
Proof. The assertion in (ii) follows immediately from the invariance of ≪·, ·≫, as in (2.23). This
implies that the constant loops are orthogonal to loops which are derivatives, i.e., to elements of V .
By admissibility there is a central extension L̂T τ → LT ⋊ T̂rot for a finite cover T̂rot → Trot of
degree δ. Choose a splitting Ru 7→ R˜u for Ru ∈ T̂rot, 0 ≤ u ≤ 2πδ. Then
(2.30) R˜uϕ˜X R˜−uϕ˜
−1
X =
˜exp(uX)cu(X)
in L̂T , where cu(X) is central. Write cu(X) = exp
(
iuc˙(X)
)
. Imposing the group law we find
for X1,X2 ∈ Π that
cu(X1 +X2)
cu(X1)cu(X2)
= κ(X2)(exp uX1),
from which 〈·, ·〉 is symmetric and c˙(X) = − 12 〈X,X − η0〉 for some η0 ∈ t. This proves (iii).
Furthermore, from the condition c2πδ(X) = 1 we deduce
δ
2 〈X,X − η0〉 ∈ Z for all X ∈ Π. Below
we prove that η0 = 0 and so this condition is always satisfied if δ = 2 or if δ = 1 and Π is even:
〈X,X〉 ∈ 2Z for all X ∈ Π.
Let Uτ → U be the restriction of LT τ → LT to U . Choose an embedding L : V → Lie(Ltτ )
which splits the projection Lie(Ltτ ) → Lie(LT ) → V , and for v ∈ V set v˜ = exp(Lv). For X ∈ Π
define the character aX : V → T by
(2.31) ϕ˜X v˜ϕ˜
−1
X v˜
−1 = aX(v).
Let a˙X : V → R be 1i times the derivative of aX . Then use (2.29), (2.30), and (2.31) to see that
for X ∈ Π, ξ ∈ t, and v ∈ V we have
Adϕ˜X
(d) = d−X + 1
2
〈X,X + η0〉K(2.32)
Adϕ˜X
(ξ) = ξ + κ˙X(ξ)K(2.33)
Adϕ˜X
(v) = v + a˙X(v)K(2.34)
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We apply the LT τ -invariance of ≪·, ·≫ and (2.12), (2.13) to (2.32)–(2.34). Thus
≪d, v≫ =≪Adϕ˜X (d),Adϕ˜X (v)≫ =≪d, v≫ − a˙X(v),
from which a˙X(v) = 0 and so aX(v) = 1. Note that ≪X, v≫ = 0 by the argument in the first
paragraph of the proof. Then (2.31) implies (i). Next,
≪d, ξ≫ =≪Adϕ˜X (d),Adϕ˜X (ξ)≫ =≪d, ξ≫ − ≪X, ξ≫ − κ˙X(ξ),
from which ≪X, ξ≫ = −κ˙X(ξ) and so
≪ξ, η≫ = 〈ξ, η〉 for all ξ, η ∈ t.
From (2.32) and (2.14) we deduce
0 =≪d, d≫ =≪Adϕ˜X (d),Adϕ˜X (d)≫= −〈X,X + η0〉+≪X,X≫,
and so η0 = 0 as claimed earlier.
Finite groups. For G finite and P → S1 a principal G-bundle, any central extension of LPG
is admissible. To see this, fix a basepoint p ∈ P and suppose the holonomy is h ∈ G. Then we
identify P with (R×G)/Z, where 1 ∈ Z acts as
(2.35) (x, g) 7−→ (x+ 1, hg).
Then the “loop group” LPG, or group of gauge transformations of P , is identified with Zh ⊂ G,
the centralizer of h. The extension L̂PG (with T̂rot = Trot) is identified with (R × Zh)/Z, where
1 ∈ Z acts as in (2.35). Given a central extension Zτh of Zh, we fix a lift h˜ ∈ Zτh of h and define
(L̂PG)
τ as the quotient (R × Zτh)/Z, with h˜ replacing h in (2.35). (Different choices of h˜ lead to
isomorphic central extensions.)
§2.4. Finite energy loops
First, given A ∈ AP we construct a decomposition of LP g into finite dimensional subspaces
adapted to dA. Denote by ZA ⊂ LPG the stabilizer of A ∈ AP . Fix a G-invariant inner product 〈·, ·〉
on g. Using the basepoint p ∈ P we identify the fiber gP at 0 ∈ S1 of the adjoint bundle with g. The
holonomy hol(A) acts as an orthogonal transformation of g, so as a unitary transformation of gC.
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Write the latter as exp(−2πiSA) for some self-adjoint SA with eigenvalues strictly between −1
and 1. Notice that SA is not uniquely defined, nor can it be made to depend continuously on A.
Decompose
(2.36) gC ∼= (zA)C ⊕ pA ⊕ nA,
where zA is the Lie algebra of ZA and SA is positive on pA, negative on nA. It is useful to write
(2.37) pA =
⊕
0<ǫ<1
(pA)ǫ,
where SA = ǫ on (pA)ǫ; there is a similar decomposition of nA. By definition SA vanishes on the
Lie algebra zA. Define
(2.38)
gC −→ LP gC
ξ 7−→ ξA
by letting ξA(s) equal exp(isSA) applied to the parallel transport of ξ using A. Then
[dA, ξA] = iSA(ξ)A.
For n ∈ Z define
(2.39) (znξA)(s) = e
insξA(s),
so that
[dA, z
nξA] = iz
n(SA + n)(ξ)A.
The algebraic direct sum
(2.40) (LP gC)fin(A) =
⊕
n∈Z
zngC
is dense in LP gC. Elements of (LP gC)fin(A) are said to have finite energy .
Let (LPG)
τ → LPG be an admissible central extension. Recall from Lemma 2.18 that the
connection defines a splitting β 7→ βτA of the loop algebra extension.
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Lemma 2.41. If [dA, β] = iEβ in LP g, then the lift of β to the central extension (LP g)
τ also has
definite energy: [dτA, β
τ
A] = iEβ
τ
A.
Proof. Use the characterization (2.19) and the invariance of the bilinear form:
≪dτA, [dτA, βτA]≫τ=≪ [dτA, dτA], βτA≫τ= 0.
Since [dτA, β
τ
A] is a lift of iEβ the result follows.
§2.5. Positive energy representations
Following Segal [PS,§9] we define a distinguished class of projective representations of loop
groups.
Definition 2.42. Fix (LPG)
τ an admissible graded central extension of LPG. Let ρ : (LPG)
τ →
U(V ) be a unitary representation on a Z/2Z-graded complex Hilbert space. Assume that ρ is even
and the center T acts by scalar multiplication. We say V has positive energy if
(1) ρ extends to a unitary representation ρˆ : (L̂PG)
τ → U(V ). For A ∈ AP denote the skew-
adjoint operator ˙ˆρ(dτA) by iEA.
(2) For all A ∈ AP the energy operator EA is self-adjoint with discrete spectrum bounded
below.
A positive energy representation is said to be finitely reducible if it is a finite sum of irreducible
representations.
We regard ungraded representations as Z/2Z-graded representations with odd part zero. For an
irreducible positive energy representation the extension ρˆ is unique up to a character of T̂rot, so the
energy is determined up to a shift by n/δ, where n ∈ Z and δ is the degree of the cover T̂rot → Trot.
Let V be a positive energy representation of (LPG)
τ , and choose an extension to (L̂PG)
τ .
Fix a connection A and decompose V as the Hilbert space direct sum of closed Z/2Z-graded
subspaces Ve(A), e ∈ R on which EA acts as multiplication by e. The positive energy condition
asserts that Ve(A) 6= 0 for a discrete set of e which is bounded below. The algebraic direct sum
(2.43) Vfin(A) =
⊕
e∈R
Ve(A)
consists of vectors of finite energy ; it is dense in V . Now A defines a splitting of the Lie algebra
central extension (see Lemma 2.18), and we use it to define the infinitesimal representation ρ˙A on
elements of LP g; namely, ρ˙A(β) denotes the infinitesimal action of β
τ
A, where β ∈ LP g. The image
of ρ˙A consists of skew-Hermitian operators on V , which in general are unbounded. Note from
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Lemma 2.41 that the lift of β ∈ LP g with definite energy has the same energy. Suppose ξ ∈ gC is
an eigenvector of SA of eigenvalue ǫ. It follows that
ρ˙A(z
nξA)
(
Ve(A)
) ⊂ Ve+n+ǫ(A),
so in particular ρ˙A(z
nξA)
(
Ve(A)
)
= 0 if e+ n+ ǫ is less than the minimal energy emin. A positive
energy representation V has a minimal EA-energy subspace Vemin(A) which is a representation
of ZτA, the restriction of the central extension (LPG)
τ over the stabilizer ZA of A ∈ AP . Also,
nA⊕
⊕
n>0
z−ngC acts trivially on Vemin(A). If V is irreducible, then Vfin(A) is the subspace spanned
by vectors
(2.44) ρ˙A
(
znr(ξr)A
)
. . . ρ˙A
(
zn1(ξ1)A
)
Ω,
where Ω ∈ Vemin(A), r ≥ 0, ξi is an eigenvector of SA with eigenvalue ǫi, and ni ≥ 0 with equality
only if ǫi > 0. The energy of (2.44) is emin +
∑
(ni + ǫi). This proves the following.
Lemma 2.45. Let V be a finitely reducible positive energy representation. Then for any connec-
tion A and C > 0 the sum of the EA-eigenspaces for eigenvalue less than C is finite dimensional.
In other words, EA has the spectral characteristics of a first-order elliptic operator on the circle.
We use (2.14) to compute the dependence of the energy operator on the connection. Let A′ denote
the connection whose horizontal vector field is21 dA − β for some β ∈ LP g. Then
(2.46) EA′ = EA + iρ˙A(β) +
≪β, β≫
2
.
The following proposition relates the existence of positive energy representations to the bilinear
form on the central extension (Definition 2.10).
Proposition 2.47. Let (LPG)
τ be an admissible central extension of LPG which admits a nonzero
positive energy representation V . Then the inner product ≪·, ·≫τ on LP g is positive semidefinite.
Proof. Fix a connection A. It suffices to prove that
(2.48) ≪ zn ξA, z−n ξ¯A ≫ ≥ 0 for all ξ ∈ (zA)C ⊕ pA, n ≥ 0.
(Recall the notation from (2.36), (2.38), and (2.39); also, we drop the subscript ‘τ ’ on the form,
which is bilinear on the complexified loop algebra.) By Lemma 2.18 A defines a linear splitting
LP g→ (LP g)τ , which is characterized by (2.19); we denote it β 7→ βτ . Then
[βτ1 , β
τ
2 ] = [β1, β2]
τ + ω(β1, β2)
K
i
21The corresponding 1-form is A+ β ds; see (2.17).
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for a real skew form ω, and
≪ dτA, [βτ1 , βτ2 ]≫ = −
ω(β1, β2)
i
.
For ξ, n as in (2.48) with ξ an eigenvector of SA with eigenvalue ǫ > 0 (see (2.37)), we find
≪ dτA,
[
(zn ξA)
τ , (z−n ξ¯A)
τ
]≫ = ≪ [dτA, (zn ξA)τ ], (z−n ξ¯A)τ ≫
= i(n + ǫ) ≪ zn ξA, z−n ξ¯A ≫,
whence
ω(zn ξA, z
−n ξ¯A) = (n+ ǫ) ≪ zn ξA, z−n ξ¯A ≫ .
Then for Ω ∈ Vemin(A) and n > 0, since ρ˙A
(
(zn ξA)
τ
)∗
= −ρ˙A
(
(z−n ξ¯A)
τ
)
we have
0 ≤ ‖ ρ˙A
(
(zn ξA)
τ
)
Ω ‖2V = −〈 ρ˙A
(
[(z−n ξ¯A)
τ , (zn ξA)
τ ]
)
Ω , Ω 〉V
= (n+ ǫ) ≪ zn ξA, z−n ξ¯A ≫ − 〈 ρ˙A
(
[ξ¯A, ξA]
τ
)
Ω , Ω 〉V .
(2.49)
Now we use the orthogonal decomposition (2.5). If ξ ∈ center(g), then the last term of (2.49)
vanishes and (2.48) follows immediately. On the other hand, if ξ = [η, η′], then ξA = [ηA, η
′
A] and
≪ zn ξA , z−n ξ¯A ≫ = ≪ [ηA, znη′A] , z−n ξ¯A ≫
= ≪ ηA , [znη′A, z−n ξ¯A]≫
= ≪ ηA , [η′A, ξ¯A]≫
= ≪ [ηA, η′A] , ξ¯A ≫
= ≪ ξA , ξ¯A ≫ .
The argument applies to sums of terms [η, η′]. If ≪ ξA, ξ¯A ≫ < 0, then for n large the right hand
side of (2.49) is negative, which is a contradiction. This completes the proof of (2.48).
We state without proof some basic facts about positive energy representations. To avoid problems
with abelian factors, we assume that the inner product ≪·, ·≫ is positive definite when restricted
to LP (z) for z = center(g).
Positive energy representations are completely reducible [PS,§11.2]
For any irreducible positive energy representation,
Ve(A) is finite dimensional [PS,(9.3.4)]
If V is finitely reducible and ρˆ in Definition 2.42(1) is given, then if
Definition 2.42(2) is satisfied for one A ∈ AP it is satisfied for all A ∈ AP
There is a finite number of isomorphism classes of irreducible positive
energy representations of (LPG)
τ
See [PS,(9.3.5)] and the remarks which follow for the last statement.
Following the usual procedure we make an abelian group out of positive energy representations.
30
Definition 2.50. Let Rτ (LPG) denote the abelian group generated by isomorphism classes of
finitely reducible Z/2Z-graded positive energy representations of (LPG)
τ under direct sum, modulo
the subgroup of isomorphism classes of representations which admit a commuting action of the
Clifford algebra Cc1 .
We extend Rτ (LPG) to a Z/2Z-graded free abelian group. The aforementioned representations
are even. Odd representations in addition carry a (graded) commuting action of Cc1. An odd
representation is equivalent to zero if this action extends to a commuting action of Cc2.
Example 2.51. To illustrate odd representations consider the cyclic group Z/2Z of order two
with generator x. With the trivial grading and no central extension there are two inequivalent
irreducible even representations (of graded dimension 1|0) and no nontrivial odd representations.
Thus K0
Z/2Z has rank two and K
1
Z/2Z = 0. With the nontrivial grading ǫ and no central extension
there is up to isomorphism one even irreducible representation on the (1|1)-dimensional space C⊕C;
the element x acts as
(
0 1
1 0
)
. But this represents the trivial element of K-theory, as there is a
commuting action of Cc1 where the generator acts as
(
0 i
i 0
)
. Together with this Cc1-action this
representation is nontrivial in odd K-theory, as there is no extension to an action of Cc2 . Therefore,
Kǫ
Z/2Z = 0 and K
ǫ+1
Z/2Z has rank one.
§3 Dirac Families and Loop Groups
§3.1. The spin representation (infinite dimensional case)
For an algebraic approach, see [KS]; our geometric approach follows [PS,§12]. Let H be an
infinite dimensional real Hilbert space. We define the Clifford algebra Cliffc(H∗) as in finite di-
mensions (1.3), but now the construction of an irreducible Clifford module, and so of the spin
representation, depends on a polarization. Recall that a complex structure on H is an orthogonal
map J : H → H with J2 = −1; it follows that J is skew-symmetric.
Definition 3.1. A polarization is a set J of complex structures maximal under the property that
any two elements differ by a Hilbert-Schmidt operator. The restricted orthogonal group of (H,J )
is
OJ (H) = {T ∈ O(H) : TJT−1 ∈ J for all J ∈ J }.
The group OJ (H) has two components, each simply connected with second homology free of rank
one; in fact, OJ (H) has the homotopy type of O∞ /U∞. In particular, there is a unique nontrivial
grading ǫ : OJ (H)→ Z/2Z. Also, OJ (H) acts transitively on J with contractible isotropy groups,
so J has the same homotopy type as OJ (H). There is a distinguished central extension
(3.2) 1 −→ T −→ PincJ (H) −→ OJ (H) −→ 1,
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which, together with the grading, forms a graded central extension of OJ (H). We remark that
there is no infinite dimensional analog of the Pin group (1.1).
If J0 : H → H is a real skew-adjoint Fredholm operator with nonzero eigenvalues ±i of infinite
multiplicity—in other words, J0 has finite dimensional kernel and is a complex structure on the
orthogonal complement—then it determines a polarization
(3.3) J = {J : J a complex structure, J − J0 Hilbert-Schmidt}
if dim ker J0 is even. (Recall that the parity of dimker J0—the mod 2 index of J0—is invariant
under deformations.) If dimker J0 is odd, then define
(3.4) J = {J : J real skew-adjoint Fredholm, dimker J = 1,
J a complex structure on (ker J)⊥, J − J0 Hilbert-Schmidt
}
.
(We require that the eigenvalues ±i have infinite multiplicity.) Call (3.4) an odd polarization;
(3.3) is even. The kernels lead to an action of Cc1 on S which commutes with the Pin
c
J (H) and
Cliffc(H∗)-actions. As usual, we carry this extra structure implicitly.
The spin representation is a distinguished irreducible unitary representation
(3.5) χ : PincJ (H)→ Aut(S),
where S = S0 ⊕ S1 is a Z/2Z-graded complex Hilbert space. It is constructed in [PS,§12] as the
space of sections of a holomorphic line bundle over J . There is a Clifford multiplication
γ : H∗ −→ End(S)
which is compatible with (3.5) in the sense that
(3.6) γ(g · µ) = χ(g)γ(µ)χ(g)−1 , g ∈ PincJ (H), µ ∈ H∗.
We arrange that γ(µ) be skew-Hermitian. Clifford multiplication γ is odd, and χ is compatible
with the gradings on PincJ (H) and S.
Let P → S1 be a principal G-bundle. Fix22 a G-invariant inner product 〈·, ·〉 on g, and so an
L2 inner product≪·, ·≫ on LP g (as in (2.25)). Take H be the L2 completion of LP g. For A ∈ AP
22Different choices lead to isomorphic constructions. In fact, we can use any invariant inner product ≪ ·, · ≫
on LP g with respect to which dA is skew-Hermitian.
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the elliptic operator dA extends to a skew-adjoint operator on H with discrete spectrum. There is
an orthogonal decomposition of the complexification23
(3.7) HC ∼=
⊕
e∈R
He(A) (L
2 completed),
where dA = ie on He(A). Elements of He(A) are said to have energy e. Define the real skew-adjoint
Fredholm operator
(3.8) JA =

0, on H0(A);
dA
|e| , on He(A).
The proofs of the next two lemmas are similar to [PS,(6.3.1)], so are omitted. The loop group LPG
acts on the loop algebra LP g by the pointwise adjoint action of G on g.
Lemma 3.9. The polarization J defined by JA is independent of A.
Lemma 3.10. Any ϕ ∈ LPG extends to a bounded orthogonal operator on H which preserves the
polarization J .
Hence we have a homomorphism
(3.11) LPG −→ OJ (H),
and so by pullback of (3.2) a distinguished graded central extension
(3.12) 1 −→ T −→ (LPG)σ −→ LPG −→ 1
and a graded unitary representation of (LPG)
σ on S.
Proposition 3.13. The central extension (LPG)
σ is admissible with respect to the symmetric
positive semidefinite bilinear form (2.16).
Therefore, by Lemma 2.18 a connection A ∈ AP defines a splitting
LP g −→ (LP g)σ
β 7−→ βσA
23Of course, (3.7) is the L2 completion of (2.40). Below we denote the real points in the algebraic direct sum
as Hfin. The finite dimensional subspace He(A) contains smooth elements, i.e., lies in LP gC.
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of the spin central extension of the loop algebra.
Proof. The adjoint action factors through the semisimple adjoint group AdG, which leads to a
factorization of (3.11) through a twisted loop group for AdG. Thus we may as well assume that
G is semisimple. Fix a connection A on P → S1 and let ϕt be the one-parameter group in L̂PG
generated by dA. (We take T̂rot = Trot in (2.2).) Then L̂PG is generated by LPG and {ϕt}t∈R.
Now by (3.8) we have ϕ∗tJA = JA, and so ϕt acts on LP g by an element of OJ (H). Therefore (3.11)
and (3.12) extend to L̂PG. By Proposition 2.15 there is a unique bilinear form≪·, ·≫σ on (L̂P g)σ
compatible with the lifted rotation action.
We use an explicit model of S to compute ≪·, ·≫σ. Dual to (3.7) is a decomposition
(3.14) H∗C
∼=
⊕
e∈R
H∗e (A) (L
2 completed), H∗e (A) =
(
H−e(A)
)∗
,
into finite dimensional subspaces of energy e. Then the dense finite energy subspace of the spin
representation may be realized as (compare (1.16))
(3.15) Sfin(A) = S0(A) ⊗
∧•(⊕
e>0
H∗e (A)
)
,
where S0(A) is an irreducible Z/2Z-graded module for the (finite-dimensional) Clifford algebra
of z∗A. (Recall that zA is the Lie algebra of the stabilizer ZA of A.) Normalize the energy on S so
elements of S0(A) ⊗
∧0
have zero energy. Now the inner product ≪·, · ≫ on H induces a linear
map HC → H∗C, denoted β 7→ β∗, which sends elements of energy e to elements of energy −e. Then
for β ∈ H−e(A) we have β∗ ∈ H∗e (A) and Clifford multiplication on Sfin(A) is given as
(3.16) γ(β∗) =

1⊗ ǫ(β∗), e > 0;
γ0(β
∗)⊗ 1, e = 0;
−1⊗ ι(β), e < 0.
Here ǫ is exterior multiplication, ι is interior multiplication, and γ0 is Clifford multiplication
on S0(A). This satisfies the usual Clifford relation
(3.17)
[
γ(β∗1 ), γ(β
∗
2 )
]
= −2≪β1, β2≫= −2≪β∗1 , β∗2≫
for β1, β2 of finite energy. On Sfin(A) the operator χ˙
(
(β)σA
)
corresponding to β of finite energy is
given by the first formula of (1.7), where now the sum is infinite as the indices range over a basis
of finite energy vectors in LP g; see (3.19) below. But only a finite number of terms are nonzero
when acting on a fixed element of Sfin(A). (We formalize such infinite sums in §3.2.)
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For the explicit computation we first treat the case P → S1 trivial and choose A = A0 the trivial
connection. Fix a basis ea of gC, which we identify with constant loops in LgC. Then {znea}n∈Z is
an (algebraic) basis of LgC; let {z−nea}n∈Z be the dual basis. For any n ∈ Z let γa(n) denote
Clifford multiplication by znea; it has energy n. Now let ξ, η ∈ gC be constant loops, and as usual
(zξ)σA0 , (z
−1η)σA0 the lifts of the indicated loops to the central extension (Lg)
σ
C
. Then from the
invariance of the bilinear form we see that it suffices to compute ≪ znξ, zmη≫σ for n = −m = 1
and also that
(3.18) [(zξ)σA0 , (z
−1η)σA0 ] = [zξ, z
−1η]σA0 + ≪ξ, η≫σ
K
i
.
(The proof of Proposition 2.47 contains these assertions.) We evaluate the commutator using the
infinitesimal spin representation, and it suffices to evaluate on a (vacuum) vector Ω ∈ S0(A0)⊗
∧0.
Now the infinitesimal spin action is (c.f. (1.7))
(3.19) χ˙
(
(znea)
σ
A0
)
=
1
4
fabc
∑
k+ℓ=n
γb(k)γc(ℓ),
and as stated above the sum is finite on finite energy vectors. For example,
χ˙
(
(zξ)σA0
)
Ω =
1
4
fabcξ
a[γb(1) γc(0) + γb(0) γc(1)] Ω =
1
4
fabcξ
a[2γb(1) γc(0)]Ω.
Hence [
χ˙((zξ)σA0), χ˙((z
−1η)σA0)
]
Ω = −χ˙((z−1η)σA0)χ˙((zξ)σA0)Ω
= −1
4
fabcfa′b′c′ξ
aηa
′
γb
′
(0) γc
′
(−1) γb(1) γc(0)Ω
=
1
2
fabcfa′b′c′g
bc′ξaηa
′
γb
′
(0) γc(0)Ω
=
[
1
4
f baa′fbb′cγ
b′(0) γc(0)− 1
2
f cabf
b
a′c
]
ξaηa
′
Ω
=
[
χ˙
(
[ξ, η]σA0
)− 1
2
Tr(ad ξ ◦ ad η)
]
Ω.
(3.20)
To pass from the third to fourth line we use the Jacobi identity and rearrange the terms. Recalling
that K acts as multiplication by i in a representation, we see from (3.18) that
(3.21) ≪ξ, η≫σ= − 1
2
Tr(ad ξ ◦ ad η),
which agrees with (2.16).
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For the general (twisted) loop group the computation is similar, but now we use a generic
connection A which satisfies (A.4), (A.5) in the appendix. (We freely use the notation of that
appendix in this paragraph.) Then from (A.8) we have the basis {znξi, znχj , znπλ,e, znπ−λ,−e}n∈Z
of LP gC, but now the energies are not necessarily integers. Write this basis as {ep}, let the structure
constants be Fpqr =≪ [ep, eq ], er≫, and let γp denote the Clifford multiplication. Then the usual
formula χ˙
(
(ep)
σ
A
)
= 14Fpqrγ
qγr holds for basis elements ep of nonzero
24 energy, so excludes the ξi.
As before, it suffices to compute ≪ξ, ξ≫σ, ≪χj , z−1χj′≫σ, and ≪πλ,e, π−λ,−e≫σ, where ξ ∈ h0
and E(χj) + E(χj′) = 1. Since E(ξ) = 0 and [ξ, ξ] = 0, invariance of the inner product implies[
χ˙
(
(zξ)σA
)
, χ˙
(
(z−1ξ)σA
)]
= i≪ξ, ξ≫σ K.
The computation of the bracket is similar to (3.20). For the remaining cases ≪ χj , z−1χj′ ≫σ
and ≪ πλ,e, π−λ,−e ≫σ, which involve vectors of non-integral energy, we compute the left hand
sides of
(3.22)
[
χ˙
(
(zχj)
σ
A
)
, χ˙
(
(z−2χj′)
σ
A
)] − [χ˙((χj)σA), χ˙((z−1χj′)σA)] = i≪χj , z−1χj′≫σ K
and
(3.23)
[
χ˙
(
(zπλ,e)
σ
A
)
, χ˙
(
(z−1π−λ,−e)
σ
A
)] − [χ˙((πλ,e)σA), χ˙((π−λ,−e)σA)] = i≪πλ,e, π−λ,−e≫σ K
In all cases we find (3.21), but we omit the details as the manipulations are similar to (3.20).
We record some specific facts about the spin representation. Recall that ZA ⊂ LPG is the
stabilizer of a connection A ∈ AP and zA its Lie algebra.
Lemma 3.24.
(1) The spin representation S of (LPG)
σ satisfies the positive energy condition. For any fixed
A ∈ AP we arrange that the minimal energy be zero and the minimal energy space S0(A)
be an irreducible Z/2Z-graded module for Cliffc(z∗A). The dense subspace Sfin(A) of fi-
nite energy vectors is generated by γ(β∗k) · · · γ(β∗2 )γ(β∗1 )s0, for βi ∈ (LP gC)fin(A) and s0 ∈
S0(A). Also, the restriction Z
σ
A → ZA of (LPG)σ → LPG acts on S0(A) compatibly with
the Cliffc(z∗A)-action, and Z
σ
A → ZA is isomorphic to the graded central extension (1.4)
(with G = ZA). The splitting zA → zσA of the corresponding Lie algebra extension induced
from Lemma 2.18 is a homomorphism of Lie algebras.
(2) Suppose P → S1 is trivial and A0 is the trivial connection. Then ZA = G and the splitting
g→ gσ from Lemma 2.18 agrees with the splitting in (1.5).
24For the trivial connection (3.19) is valid for zero energy (n = 0). This may be verified from the n 6= 0 formula
by computing [
χ˙
(
(z2ξ)σA0
)
, χ˙
(
(z−2η)σA0
)]− [χ˙((zξ)σA0), χ˙((z−1η)σA0)],
analogous to (3.22) and (3.23) below.
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Proof. Most of the statements in (1) are immediate from (3.15). For the penultimate assertion,
note that ZσA preserves energy, so acts on S0(A), and the isomorphism class of the graded central
extension is determined by the action. As stated after (3.15), ZσA acts via the finite dimensional
spin representation, so the extension is isomorphic to (1.4). For the last assertion we use the
characterization (2.19) of the splitting and note that if (ζ1)
σ
A, (ζ2)
σ
A are lifts in z
σ
A, then
≪dσA, [(ζ1)σA, (ζ2)σA]≫σ=≪ [dσA, (ζ1)σA], (ζ2)σA≫σ= 0,
so that [ζ1, ζ2]
σ
A = [(ζ1)
σ
A, (ζ2)
σ
A]. Assertion (2) is the statement that (3.19) holds for n = 0; cf. the
first equation of (1.7).
§3.2. The canonical 3-form on LPG
Consider the 3-form
(3.25) Ω(β1, β2, β3) =≪ [β1, β2], β3≫σ, β1, β2, β3 ∈ LP g.
Since ≪ ·, · ≫σ, defined in (2.16), is symmetric and LPG-invariant, the form Ω is indeed skew-
symmetric. Furthermore, Ω is dA-invariant for all A, since ≪ ·, · ≫σ is (L̂PG)σ-invariant. Thus
if β1, β2, β3 have finite energy—i.e., live in the algebraic direct sum (2.40)—and are eigenvectors
of dA, then Ω(β1, β2, β3) is nonzero only if the sum of the eigenvalues vanishes. Finally, Ω is LPG-
invariant as well. In infinite dimensions there is no natural notion of Clifford multiplication by a
3-form. Rather, to define the action of Ω on the spin representation S we use the energy operator of
a connection A and work with finite energy spinor fields to define an operator QA on finite energy
spinors. (See [L,§7] for another discussion.)
The subspace of finite energy vectors H∗fin(A) ⊂ H∗ has complexification the algebraic direct
sum H∗fin(A)C =
⊕
e
H∗e (A). Clifford multiplication on finite energy 1-forms (3.16) extends to an
injective map
(3.26) Cliffc(H∗fin(A)) −→ End
(
Sfin(A)
)
.
Following [KS,§7] we endow End(Sfin(A)) with the weak topology relative to the discrete topology
on Sfin(A): a sequence {TN}N ⊂ End
(
Sfin(A)
)
converges if and only if TN (s) stabilizes for all s ∈
Sfin(A) as N →∞. Furthermore, the standard filtration on Cliffc(H∗fin(A)) induces a filtration on
the image of (3.26), and we let E(A)≤p ⊂ End
(
Sfin(A)
)
denote the weak closure of the image of
Cliffc(H∗fin(A))≤p. The Z/2Z-grading on End
(
Sfin(A)
)
induces a Z/2Z-grading E(A)•≤p = E(A)
0
≤p⊕
E(A)1≤p. Let Ende
(
Sfin(A)
)
denote the endomorphisms of energy e, i.e., those which raise energy
on Sfin by e, and set Ee(A)
•
≤p = E(A)
•
≤p ∩ Ende
(
Sfin(A)
)
.
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We now define an operator QA on Sfin(A) which plays the role of Clifford multiplication by Ω.
Approximate (3.25) by truncation: let ΩN (A) ∈
∧3H∗fin(A) be given by (3.25) on elements β1, β2, β3
of definite energies not exceeding N in absolute value; ΩN(A) vanishes if some absolute value of
energy exceeds N . As in finite dimensions there is a vector space isomorphism25
∧•(
H∗fin(A)
) ∼=
Cliffc
(
H∗fin(A)
)
, and the image of 3-forms lies in the odd Clifford algebra at filtration level ≤ 3.
Noting that ΩN(A) has energy zero, we see that its image (QA)N under (3.26) lies in E0(A)
1
≤3.
It is straightforward26 to check that for any s ∈ Sfin(A) the sequence {(QA)Ns}N stabilizes, so
that (QA)N → Q′A ∈ E0(A)1≤3 for some Q′A. Also, E0(A)1≤1 is canonically the finite dimensional
space H∗0 = (zA)
∗
C
, acting by Clifford multiplication on S0(A)⊗
∧0 ⊂ Sfin(A).
Proposition 3.27. There exists a unique QA ∈ Q′A+E0(A)1≤1 ⊂ E0(A)1≤3 such that for β of finite
energy,
(3.28) −[ 1
4
QA, γ(β
∗)] = χ˙(βσA), β ∈ Hfin(A),
where χ˙ : (LP g)
σ
fin → End
(
Sfin(A)
)
is the infinitesimal spin representation. Furthermore, A 7→ QA
is (LPG)
σ-equivariant.
Proof. We compute the left hand side of (3.28) for β of fixed energy (after complexification) and
act on s ∈ Sfin(A) of fixed energy. Thus we can replace Q′A by (QA)N for N sufficiently large and
compute −[14 (QA)N , γ(β∗)] in Cliffc
(
H∗fin(A)
)
. This computation involves only finite sums, and in
the notation of §1 (3.28) becomes the equation
(3.29) −[ 1
24
γaγbγc, gdeγ
e] = σd,
which follows immediately from (1.7). In our present context the indices a, b, c, . . . now correspond
to a basis of a finite dimensional subspace of the loop algebra. If β has nonzero energy, then βσA also
has a definite nonzero energy (Lemma 2.41), and this is true of the commutator (3.28) as well. In
this case shifting QA by an element of E0(A)
1
≤1 does not affect the commutator. For β of energy
zero we restrict to S0(A) ⊗
∧0, where the commutator −[1
4
(QA)0, γ(β
∗)] gives the standard finite
dimensional splitting zA → zσA, by (3.29). The splitting β 7→ βσA on the right hand side of (3.28)
differs27 by a functional on zA, and this specifies the difference QA −Q′A in E0(A)1≤1.
For the equivariance, if ϕ ∈ (LPG)σ, then χ(ϕ) ∈ Aut(S) maps Sfin(A) to Sfin
(
(ϕ−1)∗A
)
, and
also maps ΩN (A) to ΩN
(
(ϕ−1)∗A
)
. The splitting β 7→ βσA is mapped to the splitting β 7→ βσ(ϕ−1)∗A,
and the equivariance of A 7→ QA follows:
(3.30) Q(ϕ−1)∗A = χ(ϕ)QA χ(ϕ)
−1, ϕ ∈ (LPG)σ ,
25In fact, an isomorphism of left Cliffc
(
H∗fin(A)
)
-modules [KS,§4].
26Because of the skew-symmetry, there is no normal ordering necessary.
27For P → S1 trivial and A = A0 the trivial connections these splittings agree; see Lemma 3.24(2).
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as operators on Sfin
(
(ϕ−1)∗A
)
.
§3.3. A family of cubic Dirac operators on loop groups; main theorem
Let (LPG)
τ be an admissible graded central extension which is positive definite28 in the sense
that ≪ ·, · ≫τ is positive definite on LP g. Then we use ≪ ·, · ≫=≪ ·, · ≫τ to build the spin
representation—see the text and footnote preceding (3.7). Suppose V is a Z/2Z-graded irreducible
positive energy representation of (LPG)
τ−σ . Then W = V ⊗ S is a positive energy representation
of (LPG)
τ .
Fix a connection A ∈ AP . Assume the minimal energy on V is emin; then emin is the minimal
energy on W and
(3.31) Wemin(A) = Vemin(A)⊗ S0(A)
is the minimal energy subspace. Since V is irreducible, Wemin(A) is finite dimensional. Also,
S0(A) is an irreducible Z/2Z-graded Cliff
c(z∗A)-module, by Lemma 3.24. For β ∈ LP g let ρ˙A(β) be
the infinitesimal action of βτA ∈ LP gτ on W . Note ρ˙A(β) is typically unbounded. If β has finite
energy, then ρ˙A(β) preserves the dense subspace Wfin(A) ⊂W of finite energy vectors.
We first define the Dirac operator DA as an unbounded (formally) skew-Hermitian operator on
the (algebraic, incomplete) inner product space Wfin(A). Fix a Hilbert space basis {ep} of HC such
that each ep has a definite energy—see (3.7). Let γ
p be the dual Clifford multiplication (3.16)
on Sfin(A). Recall from Lemma 2.18 that A defines a splitting of (LP g)
τ−σ → LP g, and so an
infinitesimal action (Rp)A ∈ End
(
Vfin(A)
)
. Set
(3.32) DA = iγ
p(Rp)A +
i
2
QA on Wfin(A),
where QA is defined in Proposition 3.27. The sum in (3.32) is finite on any element of Wfin(A), so
DA is well-defined. Let EA be the energy operator on W .
Proposition 3.33.
(1) DA is odd (formally) skew-Hermitian on Wfin(A) and [DA, EA] = 0.
(2) The dependence of DA on A is
(3.34) DA+βds = DA + γ(β
∗), β ∈ LP g.
28In [FHT3] we consider more general central extensions which instead satisfy a nondegeneracy condition. Our
assumption here implies that τ − σ is positive definite on LP z, where z = center g.
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(3) The operator
(3.35) FA = DA(1−D 2A)−1/2
extends to a bounded odd skew-adjoint operator on W with closed range.
(4) The assignment A→ FA is (LPG)τ -invariant.
(5) We have KerFA ⊆Wemin(A). In particular, FA is an odd skew-adjoint Fredholm operator.
Proof. For (1) note from (3.14) that γp has energy opposite to that of (Rp)A. Equation (3.34)
follows from Lemma 2.18 and Proposition 3.27. Now (1) implies that DA preserves the eigenspaces
of EA, and 1 − D 2A is positive self-adjoint on each eigenspace. Hence (3.35) defines a bounded
odd skew-adjoint operator on the dense subspace Wfin(A) ⊂ W , so extends by continuity to W .
The LPG
τ -invariance of A 7→ DA follows from Lemma 2.18, (3.6), and (3.30); whence A 7→ FA is
(LPG)
τ -invariant as well. This proves (1)–(4).
The extension guaranteed in Definition 2.42(1) is unique up to a character of Trot, so the energy
operator EA is determined up to a constant independent of A. We claim
(3.36) D2A + 2EA is constant on W , independent of A.
Then (5) follows immediately, since KerFA = KerD2A and D2A is nonpositive. As a first step to
proving (3.36) we compute that for any β ∈ LP g
(3.37) [DA, γ(β
∗)] = −2iρ˙A(β).
To derive this use (3.17) for the first term of (3.32) and (3.28) for the second term. Next,
square (3.34) and combine (3.37) with (3.17) and (2.46) to deduce that D2A + 2EA is independent
of A. Now we show that D2A + 2EA commutes with the action of (LPG)
τ and with any Clifford
multiplication γ(β∗). In fact, g ∈ (LPG)τ conjugates D2A+2EA to D2A′+2EA′ for A′ the transform
of A under the image of g in LPG. For D
2
A this follows from (4) in the proposition; for EA we use
the fact that the connections dA and dA′ are conjugate and the nullity condition (2.14) is (LPG)
τ -
invariant, since≪·, ·≫τ is (LPG)τ -invariant. By the previous argument, D2A+2EA = D2A′+2EA′ .
As for the commutator with Clifford multiplication, we first use the infinitesimal version of the
(LPG)
τ -invariance of A 7→ DA, obtained from (3.34), which asserts that
(3.38) [DA, ρ˙A(β)] = −γ
(
[dA, β]
∗
)
= −i[EA, γ(β∗)], β ∈ LP g.
Iterating (3.37) and (3.38) we find
[D 2A, ρ˙A(β)] = [−2EA, ρ˙A(β)],
[D 2A, γ(β
∗)] = [−2EA, γ(β∗)].
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In particular, [D2A + 2EA, γ(β
∗)] = 0, as desired. Finally, since S is an irreducible Clifford module
and V an irreducible representation of (LPG)
τ , it follows that D2A + 2EA, which commutes with
all operators from (LPG)
τ and the Clifford algebra, is a constant on W = V ⊗ S.
Recall that the graded central extension (LPG)
τ of LPG defines a twisting τ of KG(G[P ])—
see (2.9).
Corollary 3.39. Let (LPG)
τ be a positive definite admissible graded central extension of LPG,
and let V be a finitely reducible Z/2Z-graded positive energy representation of (LPG)
τ−σ. Then
(3.40)
D(V ) : AP −→ Fred(V ⊗ S)
A 7−→ FA = DA(1−D 2A)−1/2
represents an element of Kτ+dimGG (G[P ]). Furthermore, it only depends on V up to isomorphism
and is additive, so defines a map
(3.41) Φ: Rτ−σ(LPG) −→ Kτ+dimGG (G[P ]).
In the odd case the Cc1-action comes from that on S0(A) ⊂ S, since dimZA = dimG (mod 2).
Proof. Recall from [FHT1,Appendix A.5] that the family {FA} of skew-adjoint Fredholm operators
represents an element of twisted K-theory if F2A+1 is compact and A 7→ (FA,F2A+1) is continuous
as a map into the product B(W )×K(W ) of bounded and compact operators. Here B(W ) has the
compact-open topology and K(W ) the norm topology. By the remarks in [AS,Appendix 1] for this
purpose we can replace the compact-open topology on B(W ) with the strong operator topology.
From (3.36) we see that F2A + 1 = (1 − D2A)−1 is the inverse of 2EA + C for some constant C,
and the latter is a positive operator. By Lemma 2.45 the energy operator of a finitely reducible
positive energy representation V has eigenvalues of finite multiplicity tending to infinity. The same
is true for the spin representation S by explicit construction (3.15), so it is also true for the energy
operator of the tensor product W , whence the inverse of 2EA + C is compact.
For the continuity we prove first that A 7→ (F2A + 1) = (1 − D2A)−1 is norm continuous. To
ease the notation set y = DA and x = DA+β ds = y + b, where b = γ(β
∗) is a bounded operator
continuously varying with β; see (3.34). Then
(1− x2)−1 − (1− y2)−1 = [(1− x2)−1x] b(1− y2)−1 + (1− x2)−1b [y(1− y2)−1] .
Consideration of finite energy vectors leads to the bounds ‖(1− x2)−1‖ ≤ 1, ‖x(1− x2)−1‖ ≤ 1 on
the operator norms. The same estimates hold for y replacing x, so that
‖(1 − x2)−1 − (1− y2)−1‖ ≤ 2‖b‖ ≤ C‖β‖
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for some constant C, which proves A 7→ F2A+1 is norm continuous into K(W ). To show the strong
continuity of A 7→ FA we write
(3.42) (1− x2)−1/2x− (1− y2)−1/2y =
[
(1− x2)−1/2 − (1− y2)−1/2
]
y + (1− x2)−1/2b.
Now the square root map z 7→ z1/2 on bounded positive operators is continuous (even analytic) in
the uniform topology [Hi]. Thus since A 7→ (1−D2A)−1 is norm continuous, so is A 7→ (1−D2A)−1/2.
It then follows directly from (3.42) that A 7→ FA(v) is continuous for v ∈ Wfin(A). The strong
continuity of A 7→ FA is a consequence of the following lemma, since ‖FA‖ ≤ 1.
Lemma 3.44. Let W be a Hilbert space, V ⊂ W a dense subspace, and T : X → B(W ) a family
of bounded operators parametrized by a space X. Assume that x 7→ Txv is continuous for all v ∈ V
and that ‖Tx‖ ≤ C for all x ∈ X. Then T is strongly continuous.
Proof. For w ∈ W we must show that x 7→ Txw is continous. Fix x0 ∈ X and a sequence vn → w
with vn ∈ V . Now given ǫ > 0 choose N so that ‖w − vN‖ < ǫ/4C and a neighborhood U of x0 so
that ‖(Tx − Tx0)vN‖ < ǫ/2 for all x ∈ U . Then
‖(Tx − Tx0)w‖ ≤ ‖(Tx − Tx0)(w − vN )‖+ ‖(Tx − Tx0)vN‖ < 2C
ǫ
4C
+
ǫ
2
= ǫ
if x ∈ U , which proves the continuity.
We can now assert our main theorem.
Theorem 3.43. Let (LPG)
τ be a positive definite admissible graded central extension of LPG.
The map Φ: Rτ−σ(LPG)→ Kτ+dimGG (G[P ]) is an isomorphism of graded free abelian groups.
The proof of Theorem 3.43 in the general case is in [FHT3,§13]. In the next section we present the
proof in case G is connected and π1G is torsion-free.
§4 Proofs
Let G be a connected Lie group. A principal G-bundle P → S1 is then trivializable, so in the
sequel we take it to be the trivial bundle P = S1×G. Let A0 ∈ AP be the trivial connection. Since
P → S1 is trivial the extended loop group is L̂PG ∼= LG⋊T̂rot for some finite cover of T̂rot → Trot of
degree δ. An admissible central extension necessarily has the form (L̂PG)
τ ∼= LGτ⋊T̂rot. It follows
that on any positive energy representation the energy operator EA0 satisfies exp(2πiδEA0 ) = id,
so its eigenvalues are 1/δ times integers. By tensoring with a character of T̂rot we normalize the
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minimal EA0 -energy to be zero. We allow the central extension LG
τ to have a nontrivial grading.
Now the stabilizer ZA0 ⊂ LG of the trivial connection A0 is the group of constant loops G. Let
Gτ → G be the restriction of the graded central extension LGτ → LG to the constant loops. It
has a trivial grading since G is connected.
Assume the admissible graded central extension LGτ → LG is positive definite, i.e., the form
≪·, ·≫τ is positive definite on Lg. Thus it restricts to a positive definite form 〈·, ·〉τ on constant
loops g ⊂ Lg, which in turn induces an isomorphism
(4.1)
κτ : g −→ g∗
ξ 7−→ ξ∗,
where ξ∗(η) = 〈ξ, η〉τ for all η ∈ g.
Fix a maximal torus T ⊂ G with Lie algebra t ⊂ g, let W be the associated Weyl group, and
define the dual lattices Π = Hom(T, T ) and Λ = Hom(T,T). Recall from §1.5 the affine space AτT
and the subset Λτ ⊂ AτT which is a Λ-torsor. The lattice Π = exp−1(1)/2π ⊂ t acts by translation
on Λτ via the map κτ . The Weyl groupW acts as well, and these actions fit together into an action
of the extended affine Weyl group W eaff = Π⋊W . Let (Λ
τ )reg ⊂ Λτ be the subset of affine regular29
weights.
To prove Theorem 3.43 for G connected with π1G torsion-free we first identify the set of iso-
morphism classes of irreducible positive energy representations of LGτ−σ with certain W eaff-orbits
of projective weights. This step is essentially a quotation from [PS,§9]. There is a correspondence
between conjugacy classes in G and W eaff-orbits in Aτ−σT , so each irreducible representation deter-
mines a conjugacy class. Collectively these are the Verlinde conjugacy classes. The main step in
the proof is the assertion that the kernel of the Dirac family (3.40) associated to a given irreducible
representation is supported on the conjugacy class which corresponds to the given irreducible. Then
the following results from [FHT1] (Theorem 4.27 and Proposition 4.41) complete the proof.
Theorem 4.2.
(i) For G connected of rank n with π1G torsion-free,
(4.3) Kτ+qG (G)
∼=
{
HomW eaff
(
Λτ ,Hnc (t)⊗ Z(ǫ)
)
, q ≡ n (mod 2);
0, q 6≡ n (mod 2).
The W eaff-action on Λ
τ is described in the previous paragraph; W ⊂ W eaff acts on Hnc (t)
naturally via the sign representation; the grading of τ determines a homomorphism ǫ : Π→
Z/2Z, and Π ⊂W eaff acts on Z(ǫ) via this sign.
29A weight µ ∈ Λτ is called affine regular if it has trivial stabilizer under the action of W eaff. Equivalently, by
Lemma 4.9(1) below, if µ = κτ (ξ) for ξ ∈ t, then µ is affine regular if and only if exp(2πξ) ∈ T is regular in the sense
that no nontrivial element of the Weyl group W fixes it.
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(ii) If k : H →֒ G also has rank n and is also connected with π1H torsion-free, then k∗ : Kτ+qG (G)→
Kk
∗τ+q
H (H) is, for q ≡ n (mod 2), the natural inclusion
(4.4) HomW e
aff
(G)
(
Λτ ,Hnc (t)⊗ Z(ǫ)
) −֒→ HomW e
aff
(H)
(
Λτ ,Hnc (t)⊗ Z(ǫ)
)
.
(iii) Orient T and let j : {t} →֒ T be the inclusion of a point. Then the pushforward j∗ for
q ≡ dimT (mod 2) is computed as the map
(4.5) Ki
∗k∗τ+q
T
({t}) j∗ //

Kk
∗τ+q
T (T )

Z[Λτ ] // HomΠ
(
Λτ ,Z(ǫ)
)
which takes µ ∈ Λτ to the Π-equivariant function f : Λτ → Z which is supported on the
Π-orbit of µ and satisfies f(µ) = 1.
Notice that an orientation of T identifies the compactly supported cohomology Hnc (t) with Z. The
nonzero abelian group in (4.3) is free, and the set of regular W eaff-orbits in Λ
τ provides a generating
set.
We carry out the proof separately for tori and simply connected groups, then combine them to
prove the general case.
§4.1. The proof for tori
Let G = T be a torus with Lie algebra t and Π = Hom(T, T ). Recall the decomposition
LT ∼= T × Π × U in (2.26). By Proposition 2.27(1) any admissible central extension LT τ is a
product of Heisenberg central extensions (T × Π)τ and Uτ . We first assume the grading of τ is
trivial; below we discuss the modifications for nontrivial grading. Since τ is positive definite, Lt/t is
a symplectic vector space and its Heisenberg extension Uτ has a unique irreducible positive energy
representation H. (See [PS,§9.5].) Fix an orbit O˜ of the Π-action on Λτ and consider the constant
vector bundle with fiber H over O˜. The space VO˜ of L2 sections (with respect to the measure which
assigns unit mass to each point of O˜) is an irreducible representation VO˜ of LT τ : the subgroup Uτ
acts on each fiber; Πτ permutes the fibers; and T τ acts on the fiber at λ ∈ Λτ ⊂ Hom(T τ ,T) by
scalar multiplication, the character λ defining the multiplication. These are all of the irreducible
positive energy representations up to isomorphism.
Proposition 4.6 [PS,(9.5.11)]. The isomorphism classes of irreducible positive energy representa-
tions of LT τ are in 1:1 correspondence with the orbits of Π on Λτ , i.e., with the points of Λτ/κτ (Π).
Turning to the Dirac family associated to the irreducible representation VO˜, let S be the spin
representation of LT and set WO˜ = VO˜ ⊗ S. Any connection on the trivial bundle over S1 is
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gauge equivalent to A0 + ξ ds for some constant ξ ∈ t. Let Dξ denote the corresponding Dirac
operator (3.32) and Eξ the associated energy operator. According to (3.36) if Dξ(w) = 0 for
some w ∈WO˜ of unit norm, then 〈Eξ(w), w〉W is a global minimum of Eξ over all ξ ∈ t and all unit
norm w ∈WO˜. The energy operator onH has discrete nonnegative spectrum and a one-dimensional
kernel spanned by a unit norm vector Ω ∈ H. Let Ωλ denote the copy of Ω in the fiber at λ ∈ O˜.
Then (2.32), (2.33), and (2.46) imply
(4.7)
〈
Eξ(Ωλ),Ωλ
〉
H
=
1
2
∣∣λ− κτ (ξ)∣∣2
τ
+ C
for some real constant C. We can take C = 0 so that the global minimum of energy is zero. Let
S0 denote the zero energy subspace of S; it is an irreducible Clifford module for the algebra Cliff(t
∗).
For each λ0 ∈ O˜ there is a unique ξ0 ∈ t which makes (4.7) vanish—it satisfies κτ (ξ0) = λ0—and
these ξ0 form a Π-orbit in t. For each such ξ0 the kernel of Dξ0 is C · Ωλ0 ⊗ S0. Furthermore,
(3.34) shows that Dξ acts on C · Ωλ0 ⊗ S0 as Clifford multiplication by κτ (ξ − ξ0). Now Π-orbits
in t correspond to elements of T , and from this point of view the support of the kernel is a single
element in T . More precisely, the linear splitting of Lemma 2.18 for the trivial connection A = A0,
restricted to constant loops, is a basepoint in the affine space AτT . Hence (4.1) may be regarded as
an isomorphism κτ : t→ AτT , which in turn induces an isomorphism
κ¯τ : T = t/Π −→ AτT /κτ (Π).
The preceding proves the following.
Proposition 4.8. Let VO˜ be the irreducible positive energy representation of LT
τ which corre-
sponds to O˜ ∈ Λτ/κτ (Π) ⊂ AτT/κτ (Π). Define t ∈ T by κ¯τ (t) = O˜. Then the kernel of
the Dirac family associated to VO˜ is supported on {t} ⊂ T . Let i : {t} → T be the inclusion,
i∗ : K
i∗τ
T ({t})→ Kτ+dimTT (T ) the induced pushforward, and K → {t} the T τ -line with character λ,
where λ is some element of O˜ ⊂ Λτ . Then the K-theory class of the Dirac family is i∗[K].
Theorem 3.43 for G = T is now a direct consequence of Proposition 4.8 and Theorem 4.2.
A grading of LT is a homomorphism LT → Z/2Z, and it necessarily factors through a homo-
morphism ǫ : Π → Z/2Z since Π ∼= π0(LT ). Suppose now the admissible central extension LT τ
includes the grading ǫ. The representation VO˜ associated to a Π-orbit O˜ ⊂ Λτ depends mildly on a
basepoint λ ∈ O˜. Namely, define a Z/2Z-graded vector bundle over O˜ whose fiber at π · λ, π ∈ Π,
is H with grading ǫ(π). Then VO˜,λ is the Z/2Z-graded Hilbert space of L2 sections. A change
of basepoint may replace VO˜,λ with the oppositely graded representation, whose equivalence class
in the ring Rτ (LT ) is negative to that of VO˜,λ. (See Definition 2.50.) The analysis of the Dirac
operator proceeds as before, but now the kernel of the Dirac family is a Z/2Z-graded line bundle
over the orbit O˜. The function f which represents i∗(λ) in (4.5) is the rank of this kernel; it takes
values ±1 due to the nontrivial action of Π on Z(ǫ) in HomΠ
(
Λτ ,Z(ǫ)
)
.
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§4.2. The proof for simply connected groups
Let G be a simply connected compact Lie group and fix a positive definite admissible central
extension LGτ of its loop group. The grading ǫ is trivial since LG is connected. Fix a maximal
torus T and choice of Weyl chamber in t. The set of conjugacy classes in G is isomorphic to the set
of W -orbits in T . Let ∆ be the set of roots of G and ∆+ the set of positive roots. The following
lemma is standard; see [PS,§5.1] for example.
Lemma 4.9.
(1) exp(2π ·) : {W eaff-orbits in t} −→ {W -orbits in T} is a bijection.
(2) Define the alcove
(4.10) a = {ξ ∈ t : −1 < α(ξ) < 0 for all α ∈ ∆+}.
Then a is contained in a Weyl chamber of t and its closure a¯ is a fundamental domain for
the W eaff-action on t.
We do not review here the construction of positive energy representations, but merely quote the
classification. Recall that LGσ is the central extension defined by the spin representation. Let
E0 be the energy operator of the connection A0.
Proposition 4.11 [PS,(9.3.5)].
(i) If τ − σ is not positive semidefinite on Lg, then there are no nonzero positive energy repre-
sentations of LGτ−σ.
(ii) If τ − σ is positive semidefinite, then the isomorphism classes of irreducible positive energy
representations of LGτ−σ are in 1:1 correspondence with the orbits of W eaff on Λ
τ−σ, i.e.,
with the points of Λτ−σ/κτ−σ(W eaff). Furthermore, the representation V which corresponds
to −λ ∈ κτ−σ(a¯) has zero E0-energy space V0 the irreducible representation of G with lowest
weight −λ.
Assertion (i) is Proposition 2.47. There is a ρ-shifted restatement of (ii) as follows. First, σ restricts
on point loops to the finite dimensional spin extension by Lemma 3.24(i), and Lemma 1.15 shows ρ ∈
Λσ, where ρ is half the sum of the positive roots. The map −λ 7→ −(λ+ ρ) maps Λτ−σ ∩ κτ−σ(a¯)
isomorphically to Λτ∩κτ (a), which consists of affine regular weights [A,5.62]. Then the isomorphism
classes of irreducible positive energy representations of LGτ−σ are in 1:1 correspondence with the
set of affine regular W eaff-orbits in Λ
τ , i.e., with the points of (Λτ )reg/κτ (W eaff).
We turn now to the Dirac family (3.40), assuming that τ − σ is positive semidefinite. Let V be
a Z/2Z-graded irreducible positive energy representation V of LGτ−σ whose zero E0-energy space
has lowest weight −λ0. The minimal E0-energy subspace (3.31) of W = V ⊗ S is
W0 = V0 ⊗ S0,
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where S0 is the zero E0-energy subspaces. Note that V0 is a finite dimensional Z/2Z-graded repre-
sentation of Gτ−σ and S0 is a finite dimensional Z/2Z-graded representation of G
σ . Lemma 1.15
implies that a lowest weight of W0 is −µ0 = −(λ0 + ρ). Write −µ0 = κτ (ξ0) for ξ0 ∈ a. Since
a¯ is a fundamental domain for the W eaff-action on t, any connection on the trivial bundle is gauge
equivalent to A0 + ξ ds for ξ ∈ a¯. Denote the associated Dirac and energy operators as Dξ, Eξ.
Proposition 4.12.
(1) KerDξ ⊂W0 if ξ ∈ a¯.
(2) The restriction of Dξ to W0 may be identified with the operator Dµ(V0) of (1.32) with µ =
κτ (ξ).
Recall that the operators Dµ in (1.32) are parametrized by µ ∈ AτG ∼= Aτ−σG , where the isomorphism
is given by the canonical splitting (1.5) of the Lie algebra extension at level σ. Observe that the
linear splitting of Lemma 2.18 for the trivial connection A = A0, restricted to constant loops,
gives a basepoint in AτG and Aτ−σG , and by Lemma 3.24 these correspond under the isomorphism
AτG ∼= Aτ−σG . We use the basepoint to regard κτ as a map g→ AτG.
Proof. As in the discussion preceding (4.7) Dξ = 0 precisely on vectors in W which realize the
global minimum of Eξ (over all ξ). Now W is an irreducible representation of the semidirect
product of Cliffc(Lg∗) and Lgτ , so the set of vectors of the form
w = γ
(
(z−nr+sηr+s)
∗
)
. . . γ
(
(z−nr+1ηr+1)
∗
)
ρ˙A0(z
nrηr) . . . ρ˙A0(z
n1η1)Ω,
r, s ≥ 0, ηi ∈ g, ni > 0, Ω ∈W0,
is dense in W . Here γ is the Clifford action (3.16) and ρ˙A0 the action of Lg defined after (2.43).
Assume that ηi lies in the αi-root space of g or in t, in which case αi = 0. Since ρ˙A(z
niηi) =
ρ˙A0(z
niηi)—see Lemma 2.18 and observe ≪zniηi, ξ≫= 0 since ni > 0—we see that the Eξ-energy
of w minus the Eξ-energy of Ω is
(4.13)
r+s∑
i=1
(
ni + αi(ξ)
)
.
For ξ ∈ a¯ this is nonnegative, by (4.10), which implies: For ξ ∈ a¯, if KerDξ 6= 0 then KerDξ∩W0 6=
0. Suppose Ω lies in the µ-weight space of W0. Then by (2.46) its Eξ-energy is
µ(ξ) +
‖ξ‖2τ
2
,
which has a minimum value of −‖µ‖2τ/2 uniquely realized at ξ ∈ t which satisfies κτ (ξ) = −µ. So
the global minimum occurs for the lowest weight µ = −µ0 at the point ξ = ξ0 ∈ a¯. Furthermore,
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since |αi(ξ0)| < 1 by (4.10) we see from (4.13) that Eξ0 does not realize its minimum on any
E0-eigenspace Wn for n > 0.
For (2) consider first ξ = 0. In the restriction of the first term in (3.32) to W0 only terms
of zero energy contribute to the infinite sum. That this is the first term of (1.32) follows from
the remarks preceding the proof. As for the second term in (3.32), in view of Lemma 3.24(2) the
characterization (3.28) of QA0 , restricted to S0, also characterizes the second term in (1.32). This
proves (2) for ξ = 0. For ξ 6= 0 it follows from (3.34) that Dξ = D0 + γ(ξ∗), which matches (1.33)
for ν = ξ∗.
Proposition 1.19 and Proposition 1.24, or rather their projective analogs described in §1.5, trans-
late to an explicit description of KerDξ, ξ ∈ a¯, hence of the K-theory class Φ(V ) in (3.41); we
use Proposition 4.12 to reduce to consideration of the family of operators Dµ(V0). (The Dirac
operator Dξ is invertible on the orthogonal complement W
⊥
0 to W0, so the Dirac family restricted
to W⊥0 represents the zero element of twisted K-theory.) Denote by k : T →֒ G be the inclusion of
the maximal torus, and let N ⊂ G be the normalizer of T . There is a restriction map
k∗ : Kτ+•G (G) −→ Kk
∗τ+•
T (T )
computed topologically in Theorem 4.2(ii). The family of operators D(V ) parametrized by AP
represents a class [D(V )] ∈ Kτ+dimGG (G) (see (3.40)); its restriction to hol−1(T )—connections
with holonomy in T—is denoted k∗D(V ) and it represents k∗
[
D(V )
] ∈ Kk∗τ+dimTT (T ). (We use
periodicity and dimG ≡ dimT (mod 2).)
Proposition 4.14. Let V be an irreducible positive energy representation of LGτ−σ whose zero
E0-energy space has lowest weight −λ0. Define ξ0 ∈ a by κτ (ξ0) = −(λ0 + ρ). Then the kernel
of k∗D(V ) is supported on hol−1(O) for i : O →֒ T the regular W -orbit which contains t = exp(ξ0).
Also,
(4.15) k∗
[
D(V )
]
= i∗[K ⊗ L]
is the image of the K-theory class of an Nτ -equivariant line bundle K ⊗ L → O under the push-
forward
(4.16) i∗ : K
i∗k∗τ
N (O) −→ Ki
∗k∗τ
T (O) −→ Kk
∗τ+dimT
T (T )
The stabilizer T τ−σ ⊂ Nτ−σ acts on the fiber Kt by the character −λ0 and T σ acts on L by the
character −ρ.
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Proof. The pushforward (4.16) is realized as multiplication by spinors on the tangent space t, which
is identified with t∗ via κτ (4.1). The description of the kernel follows directly from Proposition 1.19,
and (4.15) follows from (1.30). For the last statement, see Proposition 1.24.
Proof of Theorem 3.43 (G simply connected). Consider the composition
(4.17) Rτ−σ(LG)
Φ−−−→ Kτ+dimGG (G)
k∗−−−−→ Kk∗τ+dimTT (T ).
First, the distinguished basepoint of O in O ∩ κτ (a) leads to an isomorphism Ki∗k∗τN (O) ∼= Z[Λτ ]
and to a function O → Z/2Z which is the sign representation of the Weyl group after identifying
O ∼= W using the basepoint. Then if t ∈ O the restriction map Ki∗k∗τN
(O) → Ki∗k∗τT ({t})
is µ 7→ ±µ according to this sign, and so by Theorem 4.2(iii) the map (4.16) is µ 7→ fµ, where
fµ : Λ
τ → Z is the Π-invariant function supported on theW eaff-orbit of µ with fµ(w ·µ) = (−1)sign(w)
for w ∈W . Proposition 4.11 identifies Rτ−σ(LG) as the free abelian group on κτ−σ(a¯)∩Λτ−σ, and
by Proposition 4.14 the composition (4.17) sends −λ0 ∈ κτ−σ(a¯) ∩ Λτ−σ to fµ for µ = −(λ0 + ρ).
It follows from Theorem 4.2(ii) that these fµ form a basis for the image of k
∗ in (4.17), and so Φ is
an isomorphism.
We remark that if τ − σ is not positive semidefinite, then both sides of (3.41) vanish.
§4.3. The proof for connected G with π1 torsion-free
If G is connected with π1G free, then there is a finite cover
1 −→ A −→ G˜ −→ G −→ 1
such that G˜ = Z1 × G′ is the product of a torus and a simply connected compact Lie group G′.
This follows easily from the proof of [FHT1,Lemma 4.1]. There is an induced exact sequence of
groups
(4.18) 1 −→ A −→ LG˜ i−→ LG −→ A −→ 1,
where A is included in LG˜ as the point loops, LG˜ maps onto a union of components i(LG˜) ⊂ LG,
and the last map factors as LG→ π0LG ∼= π1G→ A. Note also LG˜ ∼= LZ1 × LG′.
Lemma 4.19. The pullback LG˜τ˜−σ˜ factors as τ˜ − σ˜ = (τZ)× (τ ′−σ′), i.e., the spin extension σZ
is trivial and there are no cross terms. Similarly, τ˜ = τZ × τ ′.
Proof. The vanishing of σZ is immediate from the triviality of the pointwise adjoint action (3.11).
The vanishing of the cross terms is equivalent to the triviality of the homomorphism LZ1 →
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Hom(LG′,T) defined by conjugation in the central extension. But a homomorphism φ : LG′ → T
is determined by its derivative π˙ : Lg′ → iR, which vanishes on commutators. Since commutators
span Lg′, we deduce that φ is trivial.
Fix a maximal torus T ′ ⊂ G′, set T˜ = Z1 × T ′ a maximal torus of G˜, let T ⊂ G be its image
under the projection G˜ → G, and denote the extended affine Weyl groups as W eaff′, W˜ eaff,W eaff.
The fundamental groups of T ′, T˜ , T are Π′, Π˜,Π. The weight lattices are Λ = Hom(T,T) and
Λ˜ = Hom(Z1,T)×Hom(T ′,T). Orient T and Z1. Note the exact sequence 0 −→ Π˜ −→ Π −→ A −→ 0.
For readability we delete the map κ : Π→ Λ and its superscripted cousins from the notation.
Lemma 4.20. There is a commutative diagram
(4.21) Z
[
Λτ−σ/W eaff
]

 // Z
[
Λ˜τ˜−σ˜/W˜ eaff
]
Rτ−σ(LG)
∼=
OO
ΦG


 // Rτ˜−σ˜(LG˜)
∼=
OO
ΦG˜

Kτ+dimGG (G)

 //
∼=

K τ˜+dimG
G˜
(G˜)
∼=

HomW e
aff
(
Λτ ,Z(ǫ)
)

 // Hom
W˜ e
aff
(
Λ˜τ˜ ,Z(ǫ)
)
in which the horizontal arrows are injective.
Proof. The top right vertical isomorphism follows from Proposition 4.6 and Proposition 4.11. The
lower isomorphisms are (4.3). For the isomorphism in the upper left we factorize the second line as
(4.22) Rτ−σ(LG) −→ Rτ−σ(i(LG˜)) −→ Rτ˜−σ˜(LG˜).
The exact sequences (4.18) and 0 −→ Λ −→ Λ˜ −→ A∨ −→ 0 imply
(4.23) Rτ−σ
(
i(LG˜)
) ∼= Z[Λτ−σ/W˜ eaff],
since a representation of (LG˜)τ˜−σ˜ drops to the quotient if and only if its restriction to A ⊂ LG˜ is
trivial. Now A ∼= LGτ−σ/i(LG˜)τ−σ acts on the set of isomorphism classes of irreducible positive
energy representations of i(LG˜)τ−σ, which under the isomorphism in (4.23) corresponds to the A-
action on Λτ−σ/W˜ eaff induced from the Π-action on Λ
τ−σ. We claim that this action is free. To see
this recall first W˜ eaff = ΠZ ×W eaff′. The ΠZ action on Λτ−σ/W eaff′ is free, as ΠZ acts by translations
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on Λ˜τ˜−σ˜/W eaff
′ ∼= ΛτZZ × (Λ′)τ
′−σ′/W eaff
′ ⊃ Λτ−σ/W eaff′. Since Π/Π′ ∼= π1G is torsion-free, and
Π/Π′ ⊃ ΠZ with finite quotient A, it follows that Π/Π′ acts freely on Λτ−σ/W eaff′ as well. Hence
A acts freely on Λτ−σ/W˜ eaff. Since the set of A-orbits in Λ
τ−σ/W˜ eaff is isomorphic to Λ
τ−σ/W eaff,
the upper left isomorphism follows.30 Furthermore, this argument shows that each of the arrows
in (4.22) is injective, and now the vertical isomorphisms in (4.21) prove that the top two horizontal
arrows in that diagram are injective.
The bottom half of (4.21) factors as
(4.24) Kτ+dimGG (G)
//
∼=

Kτ+dimG
G˜
(G) //
∼=

K τ˜+dimG
G˜
(G˜)
∼=

HomW eaff
(
Λτ ,Z(ǫ)
)
// Hom
W˜ e
aff
(
Λτ ,Z(ǫ)
)
// Hom
W˜ e
aff
(
Λ˜τ˜ ,Z(ǫ)
)
The bottom left map is the obvious inclusion and the bottom right map is extension by zero, which
is also injective. Hence the bottom two arrows in (4.21) are injective.
It remains to show that the center square commutes. For this we observe that the space of
connections on the trivial G bundle over S1 is naturally isomorphic to the space of connections on the
trivial G˜ bundle over S1. Furthermore, the map i in (4.18) induces an isomorphism of Lie algebras.
A positive energy representation V of LGτ−σ pulls back to a positive energy representation V˜
of LG˜τ˜−σ˜, and using these isomorphism we see that the associated Dirac families (3.32) coincide.
Proof of Theorem 3.43 (G connected, π1G torsion-free). The arguments in §4.1 and §4.2 prove
that ΦG˜ in (4.21) is an isomorphism. It then follows immediately from Lemma 4.20 that ΦG is
injective. The groups at the top left and bottom left of (4.21) are free of equal rank (the number of
regular W eaff-orbits in Λ
τ ), and from the text following (4.17) we see that a natural set of generators
of Rτ−σ(LG) maps under ΦG˜ to an independent set of indivisible elements in K
τ˜+dimG
G˜
(G˜). It now
follows that ΦG is surjective, hence an isomorphism.
§4.4. Examples
Example 4.25. (G simple, simply connected) These have a well-known classification: G = SUn,
Spinn, Spn, G2, F4, E6, E7, E8. A central extension LG
τ is determined up to isomorphism by
the inner product 〈·, ·〉τ on g (see §2.3), or equivalently by the induced map κτ : t → t∗. The
30That is, an irreducible representation of LGτ−σ corresponds to an orbit of irreducible representations of i(LG˜)τ−σ.
It may be that A carries a nontrivial grading even if the restriction of τ − σ to i(LG˜) does not—see Example 4.28
below—but the conclusion is the same since the A-action is free: the irreducible representations in an orbit, when
summed to construct an irreducible representation of LGτ−σ, may be even or odd.
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one-dimensional real vector space of invariant inner products is naturally identified with H3(G;R)
using a multiple of the formula in (1.6):
(4.26)
〈·, ·〉 ←→ 1
8π2
Ω,
Ω(ξ1, ξ2, ξ3) = 〈[ξ1, ξ2], ξ3〉
.
The forms which arise from central extensions are integral , i.e., correspond to elements of H3(G;Z).
Let 〈·, ·〉 denote the distinguished positive integral generator. Then any other integral invariant form
is an integer—the level—times the generator. For example, the level of the spin extension LGσ is
the dual Coxeter number hˇ(G). Suppose LGτ is a positive definite admissible central extension, and
let the level of LGτ−σ be k. Then the positive definiteness means k > −hˇ(G). If k < 0 then there
are no nonzero positive energy representations at level k (Proposition 4.12). Thus assume k ≥ 0.
Let α ∈ t∗ be the highest root. Then the lowest weights −λ in the image of κτ−σ(a¯) satisfy λ is
dominant with 〈λ, α〉 ≤ k. The kernel of any Dirac family is supported on a finite set of regular
conjugacy classes in G, namely those whose k + hˇ(G) power contains the identity element.
Example 4.27. (G = SU2) This is the simplest case of Example 4.25, and we spell out the
details a bit. First, the dual Coxeter number is hˇ(SU2) = 2. Let T ⊂ SU2 be the standard
maximal torus of diagonal matrices, and identify its Lie algebra t with iR as usual:
(
ia 0
0 −ia
)
↔ ia.
Choose the alcove a =
(
ia : −1/2 < a < 0) ⊂ t. The affine Weyl group is W eaff ∼= Z ⋊ Z/2Z,
where the generator of Z acts on t as translation by i and the nontrivial element of Z/2Z acts as
the reflection ia 7→ −ia. The generating integral inner product is31 〈A,A′〉 = −Tr(AA′), which
restricts on t to 〈ia, ia′〉 = 2aa′. We use 〈·, ·〉 to identify t∗ ∼= iR. The fundamental group Π is
identified with iZ ⊂ iR ∼= t and the weight lattice Λ with i2Z. A positive definite admissible central
extension LSUτ2 has 〈·, ·〉τ = (k + 2)〈·, ·〉 for some k > −1, and then (LSU2)τ−σ is the extension at
level k. The map κτ−σ : t→ t∗ is identified with multiplication by k, so the image of a¯ is the closed
interval in iZ from −ik/2 to 0, which includes k + 1 elements of Λ. So there are k + 1 irreducible
positive energy representations of (LSU2)
τ−σ. The map κτ is identified with multiplication by k+2,
and in the inducedW eaff-action on t
∗ the generator of Z translates by i(k+2). There are k+1 affine
regular W eaff-orbits on Λ; a slice is given by the set i{12 , 1, . . . , k+11 }. The corresponding conjugacy
classes in SU2 consist of matrices with eigenvalues ± 2πiℓ2(k+2) , where ℓ = 1, 2, . . . , k + 1. The kernel
of the Dirac family (3.40) for an irreducible positive energy representation has support on a single
such conjugacy class.
31Let ζ =
(
i 0
0 −i
)
be the coroot. Then the integral of the 3-form Ω(ξ1, ξ2, ξ3) = 〈[ξ1, ξ2], ξ3〉 is
∫
SU2
Ω = 4π2|ζ|2.
The properly normalized generator has |ζ|2 = 2. The normalization may be seen from the Chern-Weil formula
for the second Chern class, for example, using the Chern-Simons form to transgress [Ω] ∈ H3(SU2;R) to a class
in H4(BSU2;R). It is one explanation for the factor 8π2 in (4.26).
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Example 4.28. (G = U2) The group of components of the loop group LU2 is isomorphic to Z:
a generator is the loop ϕ(z) =
(
z 0
0 1
)
. We claim that the spin extension LUσ2 , defined in (3.12),
has the nontrivial grading, which is the nontrivial homomorphism LU2 → π0(LU2) → Z/2Z.
Furthermore, the loop group LG˜ of the double covering group G˜ = SU2×T also has group of
components isomorphic to Z, and the induced map π0(LG˜) → π0(LG) is multiplication by 2. So
the pullback LG˜σ˜ central extension has trivial grading. Notice that for any central extension LUτ2 ,
either τ or τ − σ has a nontrivial grading.
To verify the claim we write an arbitrary loop in Lu2 as
(4.29)
(
ix ζ
−ζ¯ iy
)
+
∑
n>0
(
αn βn
γn δn
)
zn −
∑
n>0
(
α¯n γ¯n
β¯n δ¯n
)
z−n.
The operator (3.8) (for the trivial connection A = A0) defines a polarization J , and in that
polarization (3.3) we choose the particular complex structure J which maps (4.29) to
(
iy iζ
iζ¯ −ix
)
+
∑
n>0
(
iαn iβn
iγn iδn
)
zn +
∑
n>0
(
iα¯n iγ¯n
iβ¯n iδ¯n
)
z−n.
The only change to J under conjugation by ϕ is to its action on ζ, which changes sign. It follows
that ϕJϕ−1 and J are in opposite components of J , and so under (3.11) the loop ϕ maps to the
non-identity component of OJ (H).
Example 4.30. (G = SO3) Since π1 SO3 is not torsion-free, this case is not covered by our
work in this paper. There are new phenomena. The main point is that the centralizer subgroup
of any rotation of R3 through angle π is not connected, which modifies Corollary 4.14 as well as
the twisted equivariant K-theory. A closely related fact is that the argument after (4.23) fails:
the action of F ∼= Z/2Z has fixed points and so the horizontal maps in (4.21) are not injective.
Furthermore, the spin extension U2 → SO3 is not split; its equivalence class in H3(BSO3;Z) is
the universal integral third Stiefel-Whitney class. This example is covered by [FHT3], which treats
arbitrary (twisted) loop groups and central extensions. Detailed computations for G = SO3 appear
in [FHT2,Appendix A].
Appendix: Central extensions in the semisimple case
Here we present the proof of Proposition 2.15, which we repeat for convenience.
Proposition 2.15. Let G be a compact Lie group with [g, g] = g, i.e., g semisimple. Let P → S1
be a principal G-bundle. Then any central extension (LPG)
τ is admissible. Furthermore, for
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each (L̂PG)
τ which satisfies (2.11) there exists a unique (L̂PG)
τ -invariant symmetric bilinear form
≪·, ·≫ =≪·, ·≫τ which satisfies (2.12).
For G connected and simply connected, see §2.3. We remark that in the main text we only used
the statement about the bilinear form (in the proof of Proposition 3.13).
Proof. Central extensions of LPG by T are classified by the smooth group cohomologyH
2
smooth(LPG;T),
as defined in [S]. For G semisimple Hqsmooth(LPG;R) = 0 for q > 0 by [PS,§14.6], [RW], so the ex-
ponential sequence yields
H2smooth(LPG;T)
∼= H3smooth(LPG;Z) ∼= H3(BLPG;Z).
In other words, the isomorphism class of a central extension of LPG is characterized topologically.
We must show that
(A.1) H3(BL̂PG;Z) −→ H3(BLPG;Z) is surjective
for some finite cover T̂rot → Trot, and so construct (L̂PG)τ as in (2.11). For this consider the Leray
spectral sequence Hp
(
BT̂rot;H
q(BLPG;Z)
)
=⇒ Hp+q(BL̂PG;Z). From the discussion surround-
ing (2.3) we see Hq(BLPG;Z)
∼= HqG
(
G[P ];Z
)
. The first differential of interest is
(A.2) d2 : H
3
G
(
G[P ];Z
) ∼= H0(BT̂rot;H3G(G[P ];Z)) −→ H2(BT̂rot;H2G(G[P ];Z)).
The hypothesis that G has no torus factors implies H2G
(
G[P ];Z
)
is a finite group—use the Leray
spectral sequence for the homotopy quotient of G[P ] fibered over BG—and so for an appropriate
cover the codomain of (A.2) vanishes. The next nonzero differential is
(A.3) d4 : H
0
(
BT̂rot;H
3
G(G[P ];Z)
) −→ H4(BT̂rot;H0G(G[P ];Z)).
For a suitable cover the bundle L̂PG → T̂rot has a section, in which case (A.3) vanishes. This
completes the proof of (A.1).
Now we assume given a group (L̂PG)
τ which fits into (2.11). Fix a connection A which is generic
in the sense that its stabilizer ZA ⊂ LPG has identity component a torus. We use the basepoint
to identify it with a subgroup of G, and so the complexification (zA)C of its Lie algebra with an
abelian subalgebra h0 ⊂ gC. Let h ⊂ gC be the centralizer of h0; then h is a Cartan subalgebra.32
32In other words, the real points of h form the Lie algebra of a maximal torus. To see this, we first show h0 6= 0.
Identify the holonomy automorphism of gC with Adg for some g ∈ G. Composing with Adg1 for a suitable g1 in
the identity component, we may assume that the automorphism of gC fixes the Lie algebra of a maximal torus as
well as a Weyl chamber. Then it permutes the positive roots, so fixes their sum and the line generated by the sum
of the coroot vectors. Conjugating back by Ad
g
−1
1
we conclude h0 6= 0. Now gn lies in the identity component G1
for suitable n, so may be written as the exponential of a real element of h0. Multiply g by its inverse to obtain an
automorphism of gC of finite order. Then [Ka,Lemma 8.1] applies to prove that h is a Cartan subalgebra. Note for
the untwisted case (P → S1 trivializable) we have h = h0.
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Decompose
gC ∼= h ⊕
⊕
λ∈∆0
gλ, λ ∈ h∗0,
into eigenspaces of ad(h0), where gλ 6= 0. Then λ 6= 0 for λ ∈ ∆0, since h0 contains regular
elements. The holonomy induces an automorphism of h which fixes h0, and since h0 contains
regular elements we can choose a Weyl chamber which is invariant under the holonomy. Now ad(h)
decomposes each gλ as a sum of root spaces, and by our choice of Weyl chamber the roots which
occur are either all positive or all negative. In this way we partition ∆0 into a positive set and a
negative set. Use (2.38) to embed gC in the complexified loop algebra. (We drop the subscript ‘A’.)
Note [dA, h0] = 0, but [dA, h] 6= 0 in general, and so h decomposes as a sum of eigenspaces of dA.
We write h = h0 ⊕ h′, where dA has nonzero eigenvalues on h′. By adding to dA a suitable regular
element of h0 if necessary, and making an appropriate choice of the logarithm of the holonomy
(‘SA’ in the text preceding (2.36)), we can ensure
spec(−i dA) ⊂ (0, 1) on h′ ⊕
⊕
λ>0
gλ,(A.4)
spec(−i dA) on h and
⊕
λ∈∆0
gλ are disjoint.(A.5)
Summarizing, we have a decomposition33
gC ∼= h0 ⊕
⊕
j
C · χj ⊕
⊕
λ,e>0
C · πλ,e ⊕
⊕
λ,e>0
C · π−λ,−e,
where the χj , πλ,e are determined up to a nonzero scalar by
[ξ, πλ,e] = iλ(ξ)πλ,e, ξ ∈ h0
[dA, πλ,e] = ieπλ,e,
[dA, χj ] = iE(χj)χj ,
and 0 < e < 1 if λ > 0. We arrange π−λ,−e = πλ,e.
Observe that if η ∈ LP gC is an eigenvector of ad(dA) with nonzero eigenvalue iE(η), then it has
a lift ητA to (LP g)
τ
C
characterized by
(A.6) [dτA, η
τ
A] = iE(η)η
τ
A.
33We implicitly assume the joint eigenspaces of ad(h0) and dA with nonzero eigenvalues have dimension one,
which may well be true in general. If not, the argument is only notationally more complicated.
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Also, equation (A.6) implies that if η, η′ are elements of LP gC of definite nonzero energy, and the
sum of the energies is nonzero, then
(A.7) [η, η′]τA = [η
τ
A, (η
′)τA], E(η), E(η
′), E([η, η′ ]) 6= 0.
Thus we have almost defined a decomposition of the finite energy vectors in the central extension:
(A.8)
(
(L̂P g)
τ
C
)
fin
(A) ∼= C · dτA ⊕ C ·K ⊕ h0 ⊕
⊕
j
C · (χj)τA ⊕
⊕
λ,e6=0
C · (πλ,e)τA ⊕
⊕
n 6=0
zngC.
It remains to define the lift of h0 to the central extension, which we do below.
The invariance of the desired form ≪·, ·≫τ implies that it is nonzero only if the total energy of
its arguments vanishes. (We implicitly use Lemma 2.41 here as well.) Similarly, eigenvectors for h0
pair nontrivially only if their eigenvalues (as linear functionals on h0) sum to zero. If η, η
′ ∈ LP gC,
then by semisimplicity write η =
∑
[ξi, ξ
′
i] for some ξi, ξ
′
i ∈ LP gC. Any invariant form satisfies
≪znη, z−nη′≫τ =
∑
i
≪ [ξi, znξ′i], z−nη′≫τ
=
∑
i
≪ξi, [znξ′i, z−nη′]≫τ
=
∑
i
≪ξi, [ξ′i, η′]≫τ
=
∑
i
≪ [ξi, ξ′i], η′≫τ
=≪η, η′≫τ .
(A.9)
Therefore, it suffices to define ≪·, ·≫τ on gC; all other pairings are determined by (2.12), (2.13),
(2.14), (2.19), and (A.9).
Set
ζλ,e = i[πλ,e, π−λ,−e] ∈ h0.
The ζλ,e span h0, but in general there are linear relations among them. Define a sequence of lifts
of ζλ,e by
(A.10) ζ
(n)
λ,e = i
[
(znπλ,e)
τ
A, (z
−nπ−λ,−e)
τ
A
] ∈ (LP g)τ , n ∈ Z.
We verify below that ζ
(n+1)
λ,e − ζ(n)λ,e ∈ R · K is independent of n, and we use it to define
≪πλ,e, π−λ,−e≫τ :
(A.11) δ(ζλ,e) = ζ
(n+1)
λ,e − ζ(n)λ,e =≪πλ,e, π−λ,−e≫τ K, n ∈ Z.
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This definition is forced by invariance:
≪dτA, δ(ζλ,e)≫τ = i ≪dτA,
[
(zn+1πλ,e)
τ
A, (z
−(n+1)π−λ,−e)
τ
A
]≫τ − i≪dτA, [(znπλ,e)τA, (z−nπ−λ,−e)τA]≫τ
= −(n+ 1 + e) ≪zn+1πλ,e, z−(n+1)π−λ,−e≫τ + (n + e) ≪znπλ,e, z−nπ−λ,−e≫τ
= − ≪πλ,e, π−λ,−e≫τ ,
where at the last stage we use (A.9). We also define the lift
(A.12) (ζλ,e)
τ
A = ζ
(0)
λ,e − eδ(ζλ,e).
This is also determined by invariance (and (2.19)): if (ζλ,e)
τ
A = ζ
(0)
λ,e+ cK for some constant c, then
0 =≪dτA, (ζλ,e)τA≫τ = i≪dτA,
[
(πλ,e)
τ
A, (π−λ,−e)
τ
A
]≫τ − c = −e≪πλ,e, π−λ,−e≫τ − c.
For any ξ ∈ h0 we set
(A.13) ≪ζλ,e, ξ≫τ = −λ(ξ)≪πλ,e, π−λ,−e≫τ ,
as determined by invariance:
≪ζλ,e, ξ≫τ = i≪ [πλ,e, π−λ,−e], ξ≫τ = i≪πλ,e, [π−λ,−e, ξ]≫τ = −λ(ξ)≪πλ,e, π−λ,−e≫τ .
Finally, by semisimplicity we can write (non-uniquely)
(A.14) χj =
∑
k
[η
(k)
j , η
′
j
(k)
],
where each η
(k)
j , η
′
j
(k)
is a multiple of some znπλ,e, and E(η
(k)
j ) + E(η
′
j
(k)
) = E(χj). Then define
(A.15) ≪χj , z−1χj′≫τ =
∑
k,ℓ
≪ [[η(k)j , η′j(k)], η(ℓ)j′ ], z−1η′j′ (ℓ
′)≫τ ,
which is forced by invariance. Condition (A.5) implies that the triple bracket is a multiple of
some znπλ,e, and so the right hand side of (A.15) is determined by (A.11) and (A.9).
The invariance arguments prove that ≪·, ·≫τ is unique. We must check, though, that (A.12),
(A.13), and (A.15) are consistent. In particular, this will show that (A.12) completes the definition
of the splitting (A.8) (and so the form: ≪dτA, ζτA≫ = 0τ for all ζ ∈ h0).
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First, we verify that (A.11) is independent of n. Choose ξ ∈ h0 regular, i.e., with λ(ξ) 6= 0 for
all λ. Then using (A.7) repeatedly we find
ζ
(n+1)
λ,e =
1
λ(ξ)
[
[zξ, znπλ,e]
τ
A, (z
−(n+1)π−λ,−e)
τ
A
]
=
1
λ(ξ)
[
[(zξ)τA, (z
−(n+1)π−λ,−e)
τ
A], (z
nπλ,e)
τ
A
]
+
1
λ(ξ)
[
(zξ)τA, [(z
nπλ,e)
τ
A, (z
−(n+1)π−λ,−e)
τ
A]
]
= ζ
(n)
λ,e −
i
λ(ξ)
[(zξ)τA, (z
−1ζλ,e)
τ
A],
so
(A.16) δ(ζλ,e) = ζ
(n+1)
λ,e − ζ(n)λ,e = −
i
λ(ξ)
[(zξ)τA, (z
−1ζλ,e)
τ
A]
is independent of n, as claimed.
Next, suppose cλ,eζλ,e = 0 for some c
λ,e ∈ R. Then we find using (A.11) and (A.16) that
∑
λ>0
cλ,eλ(ξ)≪πλ,e, π−λ,−e≫τ K = −
∑
λ>0
icλ,e
[
(zξ)τA, (z
−1ζλ,e)
τ
A
]
= −
∑
λ>0
i
[
(zξ)τA, (z
−1cλ,eζλ,e)
τ
A
]
= 0.
This demonstrates that (A.13) is a consistent definition of ≪·, ·≫τ on h0.
To check that (A.15) is consistent, we must check that any expression (A.14) leads to the same
right hand side of (A.15), or equivalently that if
∑
k
[η(k), η′
(k)
] = 0 then the right hand side of (A.15)
vanishes. But this is obvious.
To see that the lift of (A.12) is consistent we must show that any linear relation among the ζλ,e
is also satisfied by the lifts. Let λ1, . . . , λs ∈ h∗0 be the restrictions of the simple roots to h0, after
eliminating duplicates; call these the simple λ. Then {ζλ1,e1 , . . . , ζλs,es} is a basis of h0, where we
choose 0 < e1, . . . , es < 1 to be minimal. There are two types of relation which generate them all.
First, if λk is simple, then any πλk,e which occurs is of the form πλk,ek+E(χj)
for some χj ∈ h′ of
definite (positive) energy, and for a suitable choice we can take πλk,e = [χj , πλk,ek ]. Then for some
constant c we have [πλk,e, χ¯j ] = cπλk,ek , and for any n ∈ Z we find
ζλk,e = i[z
nπλk,e, z
−n[χ¯j , π−λk,−ek ]]
= i[[znπλk,e, χ¯j ], z
−nπ−λk,−ek ]]] + i[χ¯j , [z
nπλk,e, z
−nπ−λk,−ek ]]
= c ζλk,ek .
(A.17)
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Now in the central extension an easy argument using invariance and (A.15) shows that
i[(χ¯j)
τ
A, [(z
nπλk,e)
τ
A, (z
−nπ−λk,−ek)
τ
A]] = cE(χj)δ(ζλk ,ek).
By repeatedly applying (A.7), and using the definition (A.12) of the lifts, we verify the rela-
tion (A.17) for the lifts. The second type of relation comes from writing any λ > 0 as a sum of
simple λk, and we proceed by induction on the length of such a relation. In the inductive step we
take
(λ, e) = (λ′, e′) + (λk, ek)− (0, ν),
where 0 < e, e′, ek < 1, which determines ν = 0 or ν = 1, and we already know the lift of ζλ′,e′ is
in the linear span of the lifts of ζλ1,e1 , . . . , ζλs,es . Take
(A.18) πλ,e = z
−ν [πλ′,e′ , πλk,ek ].
Then [πλ′,e′ , π−λk,−ek ] is a (possibly vanishing) multiple of πλ′−λk,e′−ek . Substituting (A.18) and
expanding we find a relation
ζλ,e = i[z
νπλ,e, ζ
−νπ−λ,−e]
= λ′(ζλk,ek)ζλ′,e′ + λk(ζλ′,e′)ζλk,ek
ic
[
ad(πλ′,e′) ad(π−λk,−ek)π−(λ′−λk),−(e′−ek) − ad(πλk,ek) ad(π−λ′,−e′)πλ′−λk,e′−ek
]
=
[
λ′(ζλk,ek) + c1
]
ζλ′,e′ +
[
λk(ζλ′,e′) + c2
]
ζλk,ek
for some (possibly vanishing) constants c1, c2. Using (A.10) and (A.12) we see that the lifts satisfy
the same relation if and only if
(e+ ν)δ(ζλ,e) =
[
λ′(ζλk,ek) + c1
]
e′δ(ζλ′,e′) +
[
λk(ζλ′,e′) + c2
]
ekδ(ζλk ,ek).
But this follows from (A.16) after choosing ξ ∈ h0 such that ek = λk(ξ) and e′ = λ′(ξ).
This completes the proof that ≪ ·, · ≫τ is well-defined and invariant under the adjoint action
of (L̂P g)
τ , so under the adjoint action of the identity component of (L̂PG)
τ . Finally, the uniqueness
shows that it is invariant under the entire group (L̂PG)
τ .
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