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We describe a family of polynomials discovered via a particular recursion relation, which
have connections to Chebyshev polynomials of the first and the second kind, and the poly-
nomial version of Pell’s equation. Many of their properties are listed in Section 3. We show
that these families of polynomials in the variable t satisfy certain second order linear dif-
ferential equations that may be of interest to mathematicians in conformal field theory and
number theory. We also prove that these families of polynomials in the setting of Date-
Jimbo-Kashiwara-Miwa algebras when multiplied by a suitable power of t are orthogonal
with respect to explicitly-described kernels. Particular cases lead to new identities of elliptic
integrals (see Section 5).
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1. Introduction
Let R be the ring of meromorphic functions on a Riemann surface and with a fixed finite
number of poles. Krichever-Novikov algebras arise as central extensions of Lie algebra
of derivations Der(R), of loop algebras g⊗ R, and Lax algebras (see [1], [2], [3], [4], [5],
[6], [7]). Let p(t) ∈ C[t] be a polynomial with distinct complex roots. In this paper, we
concentrate on the ring R2(p), where Rm(p) = C[t
±1, u]/〈um − p(t)〉 is the coordinate
ring of a Riemann surface (whenm = 2) with a finite number of punctures. The universal
central extension of the Lie algebra Rm(p) = Der(Rm(p)) is called the m-th superelliptic
Lie algebra associated to p (cf. [8]), and is a particular type of Krichever-Novikov algebra.
When m = 2 and p is separable of degree greater than 4, the Lie algebras of derivations
Der(R2(p)) and of loop algebras g⊗R2(p) are hyperelliptic.
In previous work of the first author with X. Guo, R. Lu and K. Zhao, interesting
automorphism groups of Der(R) appear when R = C[t, (t − a1)−1, . . . , (t − an)−1]. In
particular, the five families of groups studied by Klein (Cn, Dn, A4, S4 and A5) are
precisely the only groups that appear as automorphism groups of derivations of R (cf.
∗Corresponding author. Email: coxbl@cofc.edu
∗∗ Email: meeseong.im@usma.edu
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[9]). Automorphism groups play an important role in the study of conformal field theory.
For example, the monster simple group is known to appear as the automorphism group
of a particular vertex operator algebra (cf. [10], [11], [12]), and other finite sporadic
simple groups make their appearance as conjectured automorphism groups in Umbral
Moonshine.
In this paper, we study families of polynomials that arise in the description of the
groups of units of the automorphism group Aut(R2(p)) of the Lie algebra of derivations
of R2(p). The original motivation for describing these units is to help one determine the
automorphism ring and consequently, the classification problem of the rings R2(p), and
thus Lie algebras R2(p). Such invertible elements have deep and important connections
to the solutions of the polynomial Pell equation
f2 − g2p = 1, f, g ∈ C[t]
that appear in number theory (cf. [8] Lemma 11, [13]). In the case when p = t2 − 1, the
pairs of Chebyshev polynomials Tn(t) and Un(t) of the first kind and of the second kind,
respectively, provide us with the solutions to the particular Pell equation
Tn(t)
2 − Un−1(t)2(t2 − 1) = 1 (1)
(cf. [14]), and thus give a complete description of the group of units.
We would like to give another motivation for the study of such rings and their as-
sociated Lie algebras Der(R2(p)) and g ⊗ R2(p). Date-Jimbo-Kashiwara-Miwa studied
integrable systems arising from Landau-Lifshitz differential equation in [15]. This differ-
ential equation describes time evolution of magnetism in solids:
St = S× Sxx + S× JS, (2)
where
S = (S1, S2, S3), S
2
1 + S
2
2 + S
2
3 = 1, J =

J1 0 00 J2 0
0 0 J3

 , Ji ∈ C.
The Landau-Lifshitz (LL) differential equation has been integrated in [16]. Note that a
Lax pair for the Landau-Lifshitz differential equation was found, and its elliptic auto-
morphic Lie algebras were introduced in [17]. Here
∂W
∂x1
= LW,
∂W
∂x2
=MW (3)
where x1 = x, x2 = −ıt and
L :=
∑
j
= 13zjSjσj,
M := ı
3∑
j,k,l=1
zjσjSkSlǫ
jkl + 2z1z2z3
3∑
j=1
z−1j Sjσj.
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and the σj are the usual Pauli spin matrices. The coordinates (z1, z2, z3) are the coor-
dinates of an elliptic curve z2i − z2j = 14(Ji − Jj) where 1 ≤ i, j ≤ 3. Besides this the
corresponding Riemann-Hilbert problem for the LL equation was developed in [18] and
in [19]. The resulting LL hierarchy and its appearance in the study of the asymmetric
chiral field was also treated in [20].
From an unramified covering sending (z1, z2, z3) to (u = 4z1z2, t = 2z3), Date-Jimbo-
Kashiwara-Miwa introduced in [21] the infinite-dimensional Lie algebra ̂sl(R2(p)) which
is a one-dimensional central extension of
g⊗ C[t±1, u : u2 = (t2 − b2)(t2 − c2)], (4)
where b, c ∈ C, b 6= ±c, and g is a simple finite-dimensional Lie algebra. This central
extension acts on the solutions of (2) as infinitesimal Ba¨cklund transformations, which is
the motivation for calling these algebras DJKM -algebras. One should note that they are
particular examples of Krichever-Novikov algebras. After a suitable change of variables,
we reduce the study of this algebra to R2(p), where
p(t) = pβ(t) =
t4 − 2βt2 + 1
β2 − 1 , β 6= ±1. (5)
As the main example in this paper focuses on a description of units in ring R2(p) for the
polynomial p above (and other separable polynomials p), we will not completely review
how certain nonclassical orthogonal polynomials appear in the study of the universal
central extension of the Lie algebra Der(R2(p)) and the loop algebra sl2 ⊗R2(p) for the
polynomial in (5). Thus, we will be content with noting that interesting families such
as associated Legendre, associated Jacobi, ultraspherical, and Chebyshev polynomials
arise in the description of the universal central extension of Der(R2(p)) (cf. [22]) and the
loop algebra sl2 ⊗ R2(p) (cf. [23]). Also it should be noted that particular examples of
the associated Jacobi polynomials of Ismail-Wimp make their appearance in satisfying
certain fourth order linear differential equations ([24]). Lastly, we point out that the
fourth order differential equation in [23] also seems to be related to Kaneko-Zagier’s
work on supersingular j-invariants and Atkins polynomials (see [25]).
One should also consider in this context the Krichever-Novikov equation as developed in
the two papers [26] and [27]. A Lax pair a´ la Sklyanin, in terms of the elliptic automorphic
Lie algebras, was studied in [28]. A symmetry analysis of the Krichever-Novikov equation
was developed in [29].
A natural generalization of DJKM algebra (4) and Der(R) is where the coordinate ring
of the elliptic curve R = C[t±1, u : u2 = (t2 − b2)(t2 − c2)] is replaced by a hyperelliptic
curve R2(p) = C[t
±1, u : u2 = p(t)] where p(t) is a separable polynomial of degree
greater than 4. In [8], it was given necessary and sufficient conditions for the Lie algebra
Der(Rm(p)) to be simple, which their universal central extensions and their derivation
algebras have been explicitly described. The authors also studied the isomorphism and
automorphism problem for these Lie algebras by describing the group of units of R2(p)
for particular p. In the process, it was realized that the group of units consists of sums
of the form fn + gn
√
p, where fn and gn are polynomials in t,
√
p is ±u, and fn and
gn satisfy the polynomial version of Pell’s equation f
2
n − g2np = ctk for some k ∈ Z and
c ∈ C× (cf. Lemma 2.1). The hyperelliptic Lie algebras are particular types of Krichever-
Novikov (KN) algebras and some of the representation theory of such KN algebras have
been reviewed and described in the monographs [7] and [6].
In this paper, we use the generating series for pairs of polynomials an and bn satisfying
3
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the polynomial version of Pell’s equation to derive a recurrence relation for an and bn
where an+bn
√
p := (a1+b0
√
p)n (where we sometimes need the hypothesis a21−b20p = t2k
for some integer k). We give a description of the solution for this recurrence in (12) and
(11) and use this solution to obtain multitude of analogues that generalize properties of
Chebyshev polynomials of the first and second kinds. In particular, we discover analogues
of a result used in 2-dimensional potential theory and multipole expansion, an analogue
of Tura´n’s inequality, and closed form formula for products of an’s and bn’s in terms of
sums of such polynomials. This is in addition to finding summation formulae that relate
bn to sums of the an’s and also a growth formula for the bn’s (cf. Section 3). In Section 4,
under the hypothesis that a21 − b20p = t2k for some k ∈ Z, we prove a key result that
allows one to describe an and bn in terms hypergeometric functions, Jacobi polynomials
and Chebyshev polynomials. In this section one will also find a version of Rodrigue’s
formulae for the an and bn. The last result in section four one will find second order
linear differential equations for which these polynomials an and bn satisfy. Under the
condition that p is the polynomial given in (5), one can see that one of these differential
equations coincides with the one appearing in [22] (see (9)). Moreover we observe that
our differential equations are of Fuchsian type when p is (5).
Chebyshev polynomials are known to be orthogonal with respect to an appropriate
kernel (see (19) and (20)). In the setting of DJKM -algebras, i.e., see (5), there is a three-
step recurrence relation (21) that resembles those satisfied by orthogonal polynomials.
This suggests that the Laurent polynomials t−nan and t−nbn in the DJKM -algebra
setting are orthogonal with respect to some kernel. We prove that this is the case and
determine the respective kernels in the last main theorem of our paper, Theorem 5.1.
Surprisingly, the orthogonality result obtained also gives identities of elliptic integrals,
which is a new development in the theory of elliptic integrals. The last result we give is
a property of the bn’s that is analogous to a property of the Shabat polynomials.
In Section 6, we give suggestions for future work.
2. Background
2.1. The automorphism group of the derivations of a Riemann surface
In [8] where R2(p) = C[t, t
−1, u |u2 = p(t)} is the particular case of where p(t) is a
separable polynomial, we studied the automorphism group Aut(R2(p)) of the derivations
of a Riemann surface, which are directly related to the units. This is due to Lemma
3 in [8], where one sees that Rm(p) and Rm(p) are intricately related by a derivation
R2(p) = R2(p)∆, where ∆ = p′(t) ∂∂u+2u ∂∂t . Skryabin in [30] and [31] uses this derivation
to relate the automorphism groups Aut(R2(p)) and Aut(R2(p)). Algebras that are central
extensions of Lie algebras of the form DerR2(p) and g ⊗ R2(p) we called hyperelliptic
Lie algebras due to the fact that u2 = p(t) is the equation for a hyperelliptic curve. The
case where p(t) is the separable polynomial of degree four in (4) giving rise to an elliptic
curve, we call these algebras DJKM algebras. All these algebras are Krichever-Novikov
type algebras.
2.2. The automorphism group of a Riemann surface with a finite number
of punctures
There is a very large body of literature that has been devoted to the study of the
automorphism group a Riemann surface, but we will not review what is known up to
4
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this time. In particular it is an interesting question as to which finite groups can appear
when fixing the genus of the Riemann surface. However a reference for such work is
[32]. On the other hand a result in [8] describes the automorphism groups of particular
classes of the algebras R2(p). The authors use the fact that an automorphisms sends an
invertible element to an invertible element. Since the generators t and t−1 of the algebra
appear as units, the image of these invertible elements helps to distinguish the distinct
automorphisms, but one first needs to describe the group of units, and to that end, we
have:
Lemma 2.1 ([8], Lemma 11(a)) The unit group R∗2(p) of R2(p) is of the form
{ti : i ∈ Z} · {f + g√p : f, g ∈ C[t], f2 − g2p = ctk for some c ∈ C∗, k ∈ Z≥0}. (6)
For a general polynomial p ∈ C[t], an explicit description of all pairs of polynomials
f and g that satisfy Pell’s equation f2 − g2p = 1 does not exist. As mentioned earlier,
Chebyshev polynomials give all of the solutions when p(t) = t2 − 1, and we recall from
[8] the explicit description of f and g for the degree 4 polynomial in (5) with distinct
roots (also see Lemma 4.1 with r = 0).
2.3. DJKM-algebras
Date-Jimbo-Kashiwara-Miwa in [15] and [21] studied certain integrable systems arising
from the Landau-Lifshitz differential equation. In the DJKM setting, we will always
assume p has the form (5); it is then clear that p(t) = q(t)2− 1, where q(t) = t2−β√
β2−1 . Let
λ0 = λ0(β, t) =
t2 − β√
β2 − 1
+
√
p, λ1 = λ1(β, t) =
t2 + 1√
2(β + 1)
+
√
β − 1
2
√
p,
λ2 = λ2(β, t) =
t2 − 1√
2(β − 1) +
√
β + 1
2
√
p, λ3 = λ3(β, t) =
βt2 − 1√
β2 − 1
+
√
p.
It is easy to check that λi ∈ R∗2(p) for 0 ≤ i ≤ 3. Since λi’s are related by the following
relations:
λ0λ0 = 1, λ1λ1 = t
2, λ2λ2 = t
2, λ1λ2 = t
2λ0, λ1λ2 = λ3,
λ1 and λ2 (along with t) generate the group of units. This gives us the following:
Theorem 2.2 ([8], Theorem 13(a), 13(b)) The group R∗2(p) of units is isomorphic to
C∗ × Z× Z× Z.
Observe that ıλ1(β, t) = λ2(−β, ıt) and pβ(t) = p−β(ıt), so we will focus on powers
of λ2. Next, we define the families an and bn using the equation λ
n
2 = (a1 + b0
√
p)n =
an + bn−1
√
p, where n ≥ 0. Note that we obtain b−1 = 0 when n = 0. In Section 2.4, we
will derive the recurrence relation for bn = bn(β, t) satisfying an+bn−1
√
p = (a1+b0
√
p)n,
where the first few terms are
a0 = 1, b0 =
√
β + 1
2
, a1 =
t2 − 1√
2(β − 1) , b1 = 2a1b0. (7)
5
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The families an and bn are closely related to Chebyshev polynomials of the first and the
second kind, as we will see below.
2.4. General separable p
For most of the paper, we will assume that p is separable, with the occasional exceptions
in the examples noted below. So suppose we assume that a1 and b0 are polynomials
with complex coefficients and the subsequent polynomials an and bn are defined by the
equation an + bn−1
√
p = (a1 + b0
√
p)n. Then we have
∑
n≥0
anz
n +
∑
n≥0
bn−1
√
pzn =
∑
n≥0
(a1 + b0
√
p)nzn
=
1− a1z + b0√pz
1− 2a1z + (a21 − b20p)z2
. (8)
The generating series are then given:
∑
n≥0
anz
n =
1− a1z
1− 2a1z + (a21 − b20p)z2
and
∑
n≥0
bn−1zn =
b0z
1− 2a1z + (a21 − b20p)z2
for the pair an and bn of polynomials. The second equation gives us
∑
n≥0
bn−1zn −
∑
n≥0
2a1bn−1zn+1 +
∑
n≥0
(a21 − b20p)bn−1zn+2 = b0z,
which is equivalent to
∑
n≥2
bn−1zn −
∑
n≥1
2a1bn−1zn+1 +
∑
n≥0
(a21 − b20p)bn−1zn+2 = 0,
or
∑
n≥0
bn+1z
n+2 −
∑
n≥0
2a1bnz
n+2 +
∑
n≥0
(a21 − b20p)bn−1zn+2 = 0.
So we have the recurrence relation
bn+1 − 2a1bn + (a21 − b20p)bn−1 = 0 for all n ≥ 0,
where we assume b−1 = 0. The an’s have a similar recurrence relation:
an+2 − 2a1an+1 + (a21 − b20p)an = 0 for all n ≥ 0,
but with the initial condition a0 = 1.
6
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2.5. Some second order linear differential equations
2.5.1. Chebyshev polynomials
Recall Chebyshev polynomials of the first kind Tn(t) and of the second kind Un(t), which
are defined recursively and satisfy the differential equations
(1− t2)y′′ − ty′ + n2y = 0 and (1− t2)y′′ − 3ty′ + n(n+ 2)y = 0,
respectively. They also satisfy the polynomial Pell equation:
Tn(t)
2 − (x2 − 1)Un−1(t)2 = 1.
2.5.2. DKJM setting: differential equation for the family bn of the second kind
We now return to the setting of
p(t) = pβ(t) =
t4 − 2βt2 + 1
β2 − 1 , where β 6= ±1.
A rather tedious ad-hoc derivation obtained in [8] of the second order linear differential
equation satisfied by bn’s (in the DJKM -setting) gives us
0 = t(t2 + 1)(t4 − 2βt2 + 1)y′′ (9)
− ((2n − 3)t6 + t4(−4βn+ 2n − 5) + t2(4β − 4βn+ 2n+ 3) + 2n+ 1)y′
− 2(2nt5 + nt3(β + (β + 1)n + 5) + nt(−β + (β + 1)n+ 1))y.
This ad-hoc derivation did not yield a low degree linear differential equation satisfied by
the an’s in the setting of DJKM -algebras. However, in Section 4, we find a more general
second order linear differential equation for which the an’s satisfy.
3. Consequences of the recurrence relation
3.0.1. Separable p
One can easily show by induction that the solution to our recursion relation
bn = 2a1bn−1 − (a21 − b20p)bn−2 (10)
is solved by
bn =
1
2
√
p
(
(a1 + b0
√
p)n+1 − (a1 − b0√p)n+1
)
= b0
(a1 + b0
√
p)n+1 − (a1 − b0√p)n+1
(a1 + b0
√
p)− (a1 − b0√p) ,
(11)
for n ≥ −1.
Since
an = (a1 + b0
√
p)n − bn−1√p,
7
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we also obtain the following formula for the family of polynomials of the first kind:
an =
1
2
((a1 + b0
√
p)n + (a1 − b0√p)n) = a1
(a1 + b0
√
p)n + (a1 − b0√p)n
(a1 + b0
√
p) + (a1 − b0√p) . (12)
The generating function in (8) gives us the summations in Proposition 3.1.
Proposition 3.1 The following holds for the polynomials an and bn:
(1)
∞∑
n=0
anx
n =
1− a1x(
1− x (a1 + b0√p)) (1− x (a1 − b0√p)) =
1− a1x
1− 2a1x+ (a21 − b20p)x2
,
∞∑
n=0
bnx
n =
b0(
1− x (a1 + b0√p)) (1− x (a1 − b0√p)) =
b0
1− 2a1x+ (a21 − b20p)x2
.
(2) We have
∞∑
n=0
an =
1− a1(
1− (a1 + b0√p)) (1− (a1 − b0√p)) ,
∞∑
n=0
bn =
b0(
1− (a1 + b0√p)) (1− (a1 − b0√p)) .
(3) Generating functions related to 2-dimensional potential theory and multipole expan-
sion are:
∞∑
n=1
an
xn
n
= −1
2
ln ((1− (a1 + b0√p)x)(1− (a1 − b0√p)x)) ,
and
∞∑
n=1
bn
xn
n
=
1
2
b0
(
a1
b0
√
p
ln
(
1− (a1 − b0√p)x
1− (a1 + b0√p)x
)
− ln (1− 2a1x+ (a21 − b20p)x2)
)
.
8
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(4) We have exponential generating functions:
∞∑
n=0
an
xn
n!
= ea1x cosh(b0
√
px),
∞∑
n=0
bn
xn
n!
= b0e
a1x
(
cosh (b0
√
px) +
a1
b0
√
p
sinh (b0
√
px)
)
.
(5) We have an analogous form of Tura´n’s inequality: for p not the square of a polyno-
mial, one has
a2n − an−1an+1 = −pb20
(
a21 − b20p
)n−1 6= 0,
and
b2n − bn−1bn+1 = b20 (a1 + b0
√
p)n (a1 − b0√p)n = b20
(
a21 − b20p
)n 6= 0.
(6) For m ≥ n, we give a closed form for products of an’s and bn’s:
aman =
1
2
(
am+n + (a
2
1 − b20p)nam−n
)
,
bman =
1
2
(
bm+n + (a
2
1 − b20p)nbm−n
)
,
pbmbn =
1
2
(
am+n+2 − (a21 − b20p)n+1am−n
)
.
Proof. Equation (1) follows directly from (8).
For (3), we have
∞∑
n=1
an
xn
n
=
1
2
∞∑
n=1
(a1 + b0
√
p)n
xn
n
+
1
2
∞∑
n=1
(a1 − b0√p)n x
n
n
= −1
2
ln ((1− (a1 + b0√p)x)(1− (a1 − b0√p)x)) ,
9
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and
∞∑
n=1
bn
xn
n
=
1
2
√
p
∞∑
n=1
(a1 + b0
√
p)n+1
xn
n
− 1
2
√
p
∞∑
n=1
(a1 − b0√p)n+1 x
n
n
=
a1 + b0
√
p
2
√
p
∞∑
n=1
(a1 + b0
√
p)n
xn
n
− a1 − b0
√
p
2
√
p
∞∑
n=1
(a1 − b0√p)n x
n
n
= −a1 + b0
√
p
2
√
p
ln (1− (a1 + b0√p)x) +
a1 − b0√p
2
√
p
ln (1− (a1 − b0√p)x)
=
a1
2
√
p
ln
(
1− (a1 − b0√p)x
1− (a1 + b0√p)x
)
− b0
2
ln ((1− (a1 + b0√p)x) (1− (a1 − b0√p)x)) .
Exponential generating functions in (4) follow from
∞∑
n=0
an
xn
n!
=
1
2
∞∑
n=0
(a1 + b0
√
p)n
xn
n!
+
1
2
∞∑
n=0
(a1 − b0√p)n x
n
n!
=
1
2
(
e(a1+b0
√
p)x + e(a1−b0
√
p)x
)
= ea1x cosh(b0
√
px),
and
∞∑
n=0
bn
xn
n!
=
1
2
√
p
∞∑
n=0
(a1 + b0
√
p)n+1
xn
n!
− 1
2
√
p
∞∑
n=0
(a1 − b0√p)n+1 x
n
n!
=
a1 + b0
√
p
2
√
p
∞∑
n=0
(a1 + b0
√
p)n
xn
n!
− a1 − b0
√
p
2
√
p
∞∑
n=0
(a1 − b0√p)n x
n
n!
=
a1 + b0
√
p
2
√
p
e(a1+b0
√
p)x − a1 − b0
√
p
2
√
p
e(a1−b0
√
p)x
= b0e
a1x
((
eb0
√
px + e−b0
√
px
)
/2
)
+
a1√
p
ea1x
((
eb0
√
px − e−b0
√
px
)
/2
)
= ea1x
(
b0 cosh(b0
√
px) +
a1√
p
sinh(b0
√
px)
)
.
10
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The following proves (5):
a2n − an−1an+1 =
(
(a1 + b0
√
p)n + (a1 − b0√p)n
2
)2
−
(
(a1 + b0
√
p)n−1 + (a1 − b0√p)n−1
)
2
(
(a1 + b0
√
p)n+1 + (a1 − b0√p)n+1
)
2
=
(a1 + b0
√
p)2n + 2(a1 + b0
√
p)n(a1 − b0√p)n + (a1 − b0√p)2n
4
− (a1 + b0
√
p)2n +
(
(a1 + b0
√
p)2 + (a1 − b0√p)2
)
(a21 − b20p)n−1 + (a1 − b0
√
p)2n
4
=
(a21 − b20p)n −
(
a21 + b
2
0p
)
(a21 − b20p)n−1
2
= −pb20
(
a21 − b20p
)n−1
,
and
b2n − bn−1bn+1 =
1
4p
((
(a1 + b0
√
p)n+1 − (a1 − b0√p)n+1
)2
− ((a1 + b0√p)n − (a1 − b0√p)n) ((a1 + b0√p)n+2 − (a1 − b0√p)n+2)
)
=
1
4p
((a1 + b0
√
p)n
′ − (a1 + b0√p)n′ + (a1 − b0√p)n′ − (a1 − b0√p)n′
+
(
(a1 + b0
√
p)2 − 2(a1 + b0√p)(a1 − b0√p) + (a1 − b0√p)2
) ·
· (a1 + b0√p)n(a1 − b0√p)n)
= b20(a1 + b0
√
p)n(a1 − b0√p)n,
where n′ = 2(n + 1).
Finally, we leave the proof of (6) to the reader. 
We give additional properties about an and bn:
Proposition 3.2 (1) The following summation formulae hold:
pb0bn−1 = (an − 1)(a1 − 1)− (a21 − b20p− 2a1 + 1)
n−1∑
k=0
ak,
b0an = b0 + bn−1(a1 − 1)− (a21 − b20p− 2a1 + 1)
n−2∑
k=0
bk.
(2) The growth of {bn}n is determined as:
b2n+1
bn
= 2
√
pbn + 2 (a1 − b0√p)n+1 = −2√pbn + 2 (a1 + b0√p)n+1 = 2an+1.
Proof. Let γ = a1+ b0
√
p and γ′ = a1 − b0√p. The proof of the first equality in (1) is as
11
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follows:
n−1∑
k=0
ak =
1
2
n−1∑
k=0
(
γk + (γ′)k
)
=
1
2
γn − 1
γ − 1 +
1
2
(γ′)n − 1
γ′ − 1
=
(a1 − 1)γ
n + (γ′)n
2
− (a1 − 1)− pb0 γ
n − (γ′)n
2
√
p
(γ − 1)(γ′ − 1)
=
an(a1 − 1) − (a1 − 1)− pb0bn−1
(γ − 1)(γ′ − 1) ,
and the proof of the second equality is:
n−1∑
k=0
bk =
1
2
√
p
n−1∑
k=0
(γk+1 − (γ′)k+1)
=
γ
2
√
p
γn − 1
γ − 1 −
γ′
2
√
p
(γ′)n − 1
γ′ − 1
=
a1(a1 − 1)γ
n − (γ′)n
2
√
p
− b0 γ
n + (γ′)n
2
(γ − 1)(γ′ − 1) −
b0
(
pb0
γn − (γ′)n
2
√
p
− 1
)
(γ − 1)(γ′ − 1)
=
bn−1a1(a1 − 1)− b0(b0pbn−1 − 1)− b0an
(γ − 1)(γ′ − 1) .
For (2), we have
b2n+1
bn
=
(
γn+1γn+1 + γn+1
(
γ′
)n+1 − γn+1 (γ′)n+1 − (γ′)n+1 (γ′)n+1)/
(
γn+1 − (γ′)n+1)
=
(
γn+1 +
(
γ′
)n+1)(
γn+1 − (γ′)n+1)/(
γn+1 − (γ′)n+1)
= γn+1 +
(
γ′
)n+1
= 2
√
pbn + 2
(
γ′
)n+1
,
and to prove the second equality, clear the denominator for bn in (11) to get
2
√
pbn = γ
n+1 − (γ′)n+1.
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
4. Second order linear differential equations and polynomials an and bn
4.1. The key lemma and its corollaries
For this section, we still consider p to be a separable polynomial. Recall that the hyper-
geometric function 2F1(a, b; c; z) is defined as
2F1(a, b; c; z) :=
∑
n≥0
(a)n(b)n
(c)nn!
zn,
where (a)n := a(a + 1)(a + 2) · · · (a + n − 1) is the rising Pochhammer symbol. The
following is the key lemma used to prove Theorem 4.4:
Lemma 4.1 If a21 − b20p = t2r, then we have a hypergeometric function description of an
and bn:
an = t
rn
2F1
(
−n, n; 1
2
;
1
2
(1− (a1/tr))
)
= trnTn(a1/t
r),
bn = b0t
rn(n+ 1)2F1
(
−n, n+ 2; 3
2
;
1
2
(1− (a1/tr))
)
= b0t
rnUn(a1/t
r),
where Tn(t) and Un(t) are n-th Chebyshev polynomials of the first and second kind,
respectively.
Proof. We have
an =
(a1 + b0
√
p)n + (a1 − b0√p)n
2
=
⌊n/2⌋∑
k=0
(
n
2k
)
(a21 − t2r)kan−2k1
= an1
⌊n/2⌋∑
k=0
(
n
2k
)
(1− (t2r/a21))k
= trn2F1
(
−n, n; 1
2
;
1
2
(1− (a1/tr))
)
= trnTn(a1/t
r),
13
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and
bn =
(a1 + b0
√
p)n+1 − (a1 − b0√p)n+1
2
√
p
= b0
⌊n/2⌋∑
k=0
(
n+ 1
2k + 1
)
(a21 − t2r)kan−2k1
= b0a
n
1
⌊n/2⌋∑
k=0
(
n+ 1
2k + 1
)
(1− (t2r/a21))k
= b0t
rn(a1/t
r)n
⌊n/2⌋∑
k=0
(
n+ 1
2k + 1
)
(1− (t2r/a21))k
= b0t
rn(n+ 1)2F1
(
−n, n+ 2; 3
2
;
1
2
(1− (a1/tr))
)
= b0t
rnUn(a1/t
r).

The next two corollaries provide us with alternative ways to compute the an and bn
that do not require their defining recursion relation.
Corollary 4.2 Provided a21 − b20p = t2r, the polynomials an and bn are given by the
following determinant formulae:
an(t) = det


a1 t
r 0 0 · · · 0 0
tr 2a1 t
r 0
. . . 0 0
0 tr 2a1 t
r . . . 0 0
0 0 tr 2a1
. . . 0 0
...
. . .
. . .
. . .
. . .
. . .
...
0 0 0 0 · · · 2a1 tr
0 0 0 0 · · · tr 2a1


and bn(t) = b0 det


2a1 t
r 0 0 · · · 0 0
tr 2a1 t
r 0
. . . 0 0
0 tr 2a1 t
r . . . 0 0
0 0 tr 2a1
. . . 0 0
...
. . .
. . .
. . .
. . .
. . .
...
0 0 0 0 · · · 2a1 tr
0 0 0 0 · · · tr 2a1


,
where the above are n× n matrices, with n ≥ 1.
Proof. This follows from Lemma 4.1 and a result of P. L. Nash [33]:
Tn(t) = det


t −1 0 0 · · · 0 0
−1 2t −1 0 . . . 0 0
0 −1 2t −1 . . . 0 0
0 0 −1 2t . . . 0 0
...
. . .
. . .
. . .
. . .
. . .
...
0 0 0 0 · · · 2t −1
0 0 0 0 · · · −1 2t


and Un(t) = det


2t −1 0 0 · · · 0 0
−1 2t −1 0 . . . 0 0
0 −1 2t −1 . . . 0 0
0 0 −1 2t . . . 0 0
...
. . .
. . .
. . .
. . .
. . .
...
0 0 0 0 · · · 2t −1
0 0 0 0 · · · −1 2t


.
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
Corollary 4.3 is an analogue of Rodrigues’ formula.
Corollary 4.3 If a21 − b20p = t2r for some nonnegative integer r, then
an(t) =
(−1)nt(n−1)r√π
√
t2r − a21
2n(n− 12)!
Dn
(
t−2nr+r
(
t2r − a21
)n− 1
2
)
, (13)
bn(t) =
(−1)n(n+ 1)b0t(n+1)r
√
π
2n+1(n+ 12)!
√
t2r − a21
Dn
(
t−2nr−r
(
t2r − a21
)n+ 1
2
)
, (14)
where D =
tr+1
a′1t− ra1
d
dt
.
Proof. The following are Rodrigues’ formulae for the Chebyshev polynomials of the first
and second kinds:
Tn(t) =
(−1)n√π√1− t2
2n(n− 12 )!
dn
dtn
((
1− t2)n− 12) , (15)
Un(t) =
(−1)n(n + 1)√π
2n+1(n + 12 )!
√
1− t2
dn
dtn
((
1− t2)n+ 12) . (16)
Using Lemma (4.1), we get the desired result. 
Next result is also essentially a corollary to Lemma 4.1, but since it is more significant
to us, we view it as a theorem.
4.2. Second order linear differential equations
Theorem 4.4 If a21 − b20p = t2r, then
0 = t2(t2r − a21)(a′1t− ra1)a′′n
− (2rnt(t2r − a21)(a′1t− ra1) + a1t(a′1t− ra1)2
+t(t2r − a21)
(
t
(
ta′′1 − 2ra′1
)
+ r(r + 1)a1
))
a′n
+
(
rn(t2r − a21)
(
t
(
ta′′1 − 2ra′1
)
+ r(r + 1)a1
)
+ rna1(a
′
1t− ra1)2
+n2
(
ta′1 − ra1
)3
+ (rn+ 1)rn(t2r − a21)(a′1t− ra1)
)
an,
and
0 = t2(t2r − a21)(ta′1 − a1r)b′′n
− (2nrt(t2r − a21)(ta′1 − a1r)2 + 3a1t(ta′1 − a1r)2
+ t(t2r − a21)(a1r(r + 1) + t(ta′′1 − 2ra′1)))b′n
+ (n(n+ 2)(ta′1 − a1r)3 + 3a1rn(ta′1 − a1r)2
+ rn(t2r − a21)(a1r(r + 1) + t(ta′′1 − 2ra′1)) + nr(rn+ 1)(t2r − a21)(ta′1 − a1r)2)bn,
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for all n ≥ 0, where for the last equality, we assume b0 is a constant.
Proof. We have
(1− z2)T ′′n (z) − zT ′n(z) + n2Tn(z) = 0,
(1− z2)U ′′n(z)− 3zU ′n(z) + n(n+ 2)Un(z) = 0,
so using z = a1(t)/t
r and Lemma 4.1, we obtain the second order differential equation
for the an given above. Similarly, using bn = t
rnb0Un(a1/t
r), we obtain the last second
order differential equation for the bn. 
Remark 4.5 In the DJKM setting, we obtain a second order linear differential equation
that the an’s satisfy:
0 = t(t2 + 1)(t4 − 2βt2 + 1)y′′ (17)
− ((1 − 2n)t6 + (2n + 3)t4 + t2(−4β + (4β − 2)n − 1)− 2n+ 1)y′
− (β + 1)nt (nt2 + n+ t2 − 1) y.
We were not able to come up with this differential equation in [8].
Remark 4.6 In the setting of the DJKM -algebra (cf. Equation (5)), the differential
equation in Theorem 4.4 for bn’s reduces to Equation (9). Moreover, this differential
equation for bn is of Fuchsian type since the analytic coefficient of
0 = y′′ − ((2n− 3)t
6 + t4(−4βn+ 2n− 5) + t2(4β − 4βn+ 2n+ 3) + 2n+ 1)
t(t2 + 1)(t4 − 2βt2 + 1) y
′ (18)
− 2(2nt
5 + nt3(β + (β + 1)n + 5) + nt(−β + (β + 1)n + 1))
t(t2 + 1)(t4 − 2βt2 + 1) y
for y′ has (distinct) poles at 0,±i,±
√
β ±
√
β2 − 1 and the degree of the coefficient
polynomial of y′ in (9) is 6, while the degree of the polynomial coefficient of y in (9) is
5, which is less than or equal to 12, as required.
Similarly, one can see that the differential equation (17) is of Fuchsian type.
5. Orthogonality in the DJKM setting.
The recursion relation for Chebyshev polynomials Tn = Tn(t) of the first kind is the
following:
2tTn = Tn+1 + Tn−1,
with initial condition T0 = 1 and T1 = x, and it is known that these Chebyshev polyno-
mials are orthogonal with respect to the kernel
1√
1− t2 . (19)
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Similarly, the recursion relation for Chebyshev polynomials Un = Un(t) of the second
kind is:
2tUn = Un+1 + Un−1,
with initial condition U0 = 1 and U1 = 2x, and it is known that these Chebyshev
polynomials are orthogonal with respect to the kernel
√
1− t2. (20)
One may recall Favard’s Theorem (see [34] and [35]), which states given a family of
polynomials pn, n ≥ 0 with p0 = 1, pn having degree n, and satisfying a three term
recurrence relation of the form
pn+1 = (t− cn)pn − dnpn−1
where cn and dn are complex numbers, then the pn form a sequence of polynomials that
are orthogonal with respect to some linear functional L with L(1) = 1 and L(pmpn) =
δm,n. In the setting of DJKM -algebras, we can rewrite the recursion relation of the bn’s,
(10), as
2(a1/t)t
−nbn = t−n−1bn+1 + t−n+1bn−1, (21)
which suggests that the Laurent polynomials t−nbn are orthogonal with respect to some
measure if we view them as functions of a1/t.
Indeed, we prove that this is true in Theorem 5.1 and Corollary 5.2.
Consider the polynomial in (5) studied by Date-Jimbo-Kashiwara-Miwa in [15] and
[21], and note that p(t) = q(t)2 − 1, where q(t) = t
2 − β√
β2 − 1
and p−β(it) = pβ(t).
This gives us the explicit form:
bn =
1
2
√
β + 1
2
√
2(β − 1)
t4 − 2βt2 + 1 ·
·



 t2 − 1√
2(β − 1) +
√
t4 − 2βt2 + 1
2(β − 1)


n+1
−

 t2 − 1√
2(β − 1) −
√
t4 − 2βt2 + 1
2(β − 1)


n+1
 .
From the recursion relation (10), we see that bn is a polynomial in t of degree 2n.
Theorem 5.1 For β > 1 real and
p(t) =
t4 − 2βt2 + 1
β2 − 1 , a1(t) :=
t2 − 1√
2(β − 1) , and b0 =
√
β + 1
2
,
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we have the following identities:
∫ √β−1+√β+1√
2
t=
√
β+1−
√
β−1
√
2
t−n−m−1anam(t2 + 1)
√
1− β
t4 − 2βt2 + 1dt =


0 if n 6= m,
π
√
β − 1 if n = m = 0,
(π/2)
√
β − 1 if n = m 6= 0,
(22)
and
∫ √β−1+√β+1√
2
t=
√
β+1−
√
β−1
√
2
t−n−m−3bmbn(t2 + 1)
√
t4 − 2βt2 + 1
1− β dt =
{
0 if n 6= m,
pi
2 (β + 1)
√
β − 1 if n = m.
(23)
Proof. We know
∫ 1
−1
Tn(z)Tm(z)
1√
1− z2dz =


0 if n 6= m,
π if n = m = 0,
π/2 if n = m 6= 0,
∫ 1
−1
Un(z)Um(z)
√
1− z2dz =
{
0 if n 6= m,
π/2 if n = m.
Then setting z = a1(t)/t, we get
Tn(a1/t)Tm(a1/t)
1√
1− (a1/t)2
d(a1/t) = t
−n−manam
|t|√
t2 − a21
(ta′1 − a1)t−2dt
by Lemma 4.1. Solving a1/t = −1, we have two solutions: t = −
√
β − 1 +√β + 1√
2
,
√
β + 1−√β − 1√
2
and for a1/t = 1, t =
√
β − 1−√β + 1√
2
,
√
β − 1 +√β + 1√
2
. For β > 1
real, we have
∫ √β−1+√β+1√
2
t=
√
β+1−
√
β−1
√
2
t−n−m−1anam
t2 + 1
√
β − 1
√
t4−2βt2+1
1−β
dt
=
∫ 1
−1
Tn(z)Tm(z)
1√
1− z2 dz =


0 if n 6= m,
π if n = m = 0,
π/2 if n = m 6= 0.
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Similarly for the bn’s, we have
∫ √β−1+√β+1√
2
t=
√
β+1−
√
β−1
√
2
b−20
2
t−n−m−3bnbm
√
t4 − 2βt2 + 1
1− β
(t2 + 1)√
β − 1 dt
=
∫ √β−1+√β+1√
2
t=
√
β+1−
√
β−1
√
2
b−20 t
−n−mbnbm
√
t2 − a21
|t| (ta
′
1 − a1)t−2dt
=
∫ 1
−1
Un(z)Um(z)
√
1− z2dz
=
{
0 if n 6= m,
π/2 if n = m.

Corollary 5.2 For β > 1 and n ≥ 0, the Laurent polynomials t−nan, respectively,
t−nbn, form an orthogonal family on the interval
[√
β + 1−√β − 1√
2
,
√
β − 1 +√β + 1√
2
]
with respect to the kernels
t−1(t2 + 1)
√
1− β
t4 − 2βt2 + 1 , respectively, t
−3(t2 + 1)
√
t4 − 2βt2 + 1
1− β .
Remark 5.3 If m is even and n is odd, or vice versa, then the integrals in (22) and (23)
are elliptic integrals.
Remark 5.4 One can also interpret the orthogonality relations (22) and (23) as an
orthogonality relation between pairs of polynomials whereby the kernel depends on the
degree of the polynomials. We thank one of the referees for pointing this out to the
authors.
Lastly we have
Proposition 5.5 The bn’s have extrema at the endpoints of the interval |t| ≤ 1, analo-
gous to the property of Shabat polynomials: for t = ±1, we have
bn(1) = bn(−1) = (−1)
n/2
2
√
β + 1
2
(1 + (−1)n) =

(−1)
n/2
√
β + 1
2
if n even,
0 if n odd.
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Proof. We have
bn(1) =
1
2
√
β + 1
2
((√
β − 1
−(β − 1)
)n
+
(
−
√
β − 1
−(β − 1)
)n)
=
1
2
√
β + 1
2
(
(−1)n/2 + (−1)n(−1)n/2
)
=
(−1)n/2
2
√
β + 1
2
(1 + (−1)n) ,
so the result holds. Similarly, since bn(−1) = bn(1), we are done. 
6. Future work
Since the families an and bn of polynomials are intimately related to Chebyshev polyno-
mials, it is natural to study the fullest extent of their analogs. In Section 5, we specialized
to the DJKM -algebra setting to obtain an orthogonality result for an and bn. Our future
work includes generalizing the orthogonality to other polynomials p, not necessarily of
degree 4, whereby one will most likely obtain new identities in terms of hyperelliptic
integrals.
6.1. Acknowledgements
Both authors thank the Department of Mathematics at the University of California at
Santa Cruz for providing conducive work environment during the initial stages of this
paper. The first author is partially supported by Simons Collaboration Grant #319261
and the second author is supported by NSF-AWM Mentoring Grant. We would also like
to thank the referees for providing us with useful references and suggestions for improving
the exposition of this paper.
References
[1] Krichever IM, Novikov SP. Algebras of Virasoro type, Riemann surfaces and strings in
Minkowski space. Funktsional Anal i Prilozhen. 1987;21(4):47–61, 96.
[2] Krichever IM, Novikov SP. Algebras of Virasoro type, Riemann surfaces and the structures
of soliton theory. Funktsional Anal i Prilozhen. 1987;21(2):46–63.
[3] Krichever IM, Novikov SP. Algebras of Virasoro type, the energy-momentum tensor, and
operator expansions on Riemann surfaces. Funktsional Anal i Prilozhen. 1989;23(1):24–40.
[4] Schlichenmaier M, Scheinman OK. The Sugawara construction and Casimir operators for
Krichever-Novikov algebras. J Math Sci (New York). 1998;92(2):3807–3834; complex analysis
and representation theory, 1.
[5] Schlichenmaier M. Local cocycles and central extensions for multipoint algebras of Krichever-
Novikov type. J Reine Angew Math. 2003;559:53–94.
[6] Schlichenmaier M. Higher genus affine Lie algebras of Krichever-Novikov type. In: Difference
equations, special functions and orthogonal polynomials. World Sci. Publ., Hackensack, NJ;
2007. p. 589–599.
[7] Sheinman OK. Current algebras on Riemann surfaces. Vol. 58 of de Gruyter Expositions in
20
September 11, 2018 Integral Transforms and Special Functions Properties˙poly˙infinite˙dim˙Lie˙alg-Cox-
Im.fin.8.27.16
Mathematics. Walter de Gruyter GmbH & Co. KG, Berlin; 2012; new results and applica-
tions.
[8] Cox B, Guo X, Lu R, Zhao K. Simple superelliptic Lie algebras. arXiv preprint
arXiv:14127777. 2014;.
[9] Cox B, Guo X, Lu R, Zhao K. n-point Virasoro algebras and their modules of densities.
Commun Contemp Math. 2014;16(3):1350047, 27.
[10] Frenkel I, Lepowsky J, Meurman A. Vertex operator algebras and the Monster. Vol. 134 of
Pure and Applied Mathematics. Academic Press, Inc., Boston, MA; 1988.
[11] Frenkel IB, Lepowsky J, Meurman A. An introduction to the Monster. In: Workshop on
unified string theories (Santa Barbara, Calif., 1985). World Sci. Publishing, Singapore; 1986.
p. 533–546.
[12] Frenkel IB, Lepowsky J, Meurman A. A moonshine module for the Monster. In: Vertex
operators in mathematics and physics (Berkeley, Calif., 1983). Vol. 3 of Math. Sci. Res. Inst.
Publ.; Springer, New York; 1985. p. 231–273.
[13] Dubickas A, Steuding J. The polynomial Pell equation. Elem Math. 2004;59(4):133–143.
[14] Mason JC, Handscomb DC. Chebyshev polynomials. Chapman & Hall/CRC, Boca Raton,
FL; 2003.
[15] Date E, Jimbo M, Kashiwara M, Miwa T. Landau-Lifshitz equation: solitons, quasiperiodic
solutions and infinite-dimensional Lie algebras. J Phys A. 1983;16(2):221–236.
[16] Borovik A. N-soliton solutions of the nonlinear Landau-Lifshitz equation. JETP Letters.
1978;28:581–584.
[17] Sklyanin E. On the complete integrability of the Landau-Lifshitz equation. LOMI preprints
E-3-79. 1979;.
[18] Mikhailov A. The Landau-Lifshitz equation and the Riemann boundary problem in a torus.
Phys Lets A. 1982;92:51–55.
[19] Rodin YL. The Riemann boundary problem in a torus and the inverse scattering problem
for the Landau-Lifshitz equation. Lett Math Phys. 1983;7:3–8.
[20] Holod P. Hidden symmetry of the Landau-Lifshitz equation, hierarchy of higher equations
and the dial equations for an asymmetric chiral field. Theor Math Pays. 1987;70:11–19.
[21] Date E, Jimbo M, Kashiwara M, Miwa T. On Landau-Lifshitz equation and infinite-
dimensional groups. In: Infinite-dimensional groups with applications (Berkeley, Calif., 1984).
Vol. 4 of Math. Sci. Res. Inst. Publ.; Springer, New York; 1985. p. 71–81.
[22] Cox B, Zhao K. Certain families of polynomials arising in the study of hyperelliptic Lie
algebras. In preparation. 2015;.
[23] Cox B, Futorny V, Tirao JA. DJKM algebras and non-classical orthogonal polynomials. J
Differential Equations. 2013;255(9):2846–2870.
[24] Ismail MEH, Wimp J. On differential equations for orthogonal polynomials. Methods Appl
Anal. 1998;5(4):439–452.
[25] Kaneko M, Zagier D. Supersingular j-invariants, hypergeometric series, and Atkin’s orthog-
onal polynomials. In: Computational perspectives on number theory (Chicago, IL, 1995).
Vol. 7 of AMS/IP Stud. Adv. Math.; Amer. Math. Soc., Providence, RI; 1998. p. 97–126.
[26] Krichever I, Novikov S. Holomorphic bundles over algebraic curves and nonlinear equations.
Russ Math Sure. 1980;35:53–79.
[27] Krichever I, Novikov S. Holomorphic bundles and nonlinear equations. Physica D. 1981;
3(1-2):267–293.
[28] Guil F, Manas M. Physics Letters A. 1991;153(2-3):90–94.
[29] Svinolupov S, Sokolov V, Yamilov R. Sov Math. 1983;28:165–168.
[30] Skryabin SM. Regular Lie rings of derivations. Vestnik Moskov Univ Ser I Mat Mekh. 1988;
(3):59–62.
[31] Skryabin S. Degree one cohomology for the Lie algebras of derivations. Lobachevskii J Math.
2004;14:69–107 (electronic).
[32] Breuer T. Characters and automorphism groups of compact Riemann surfaces. Vol. 280 of
London Mathematical Society Lecture Note Series. Cambridge University Press, Cambridge;
2000.
21
September 11, 2018 Integral Transforms and Special Functions Properties˙poly˙infinite˙dim˙Lie˙alg-Cox-
Im.fin.8.27.16
[33] Nash PL. Chebyshev polynomials and quadratic path integrals. J Math Phys. 1986;
27(12):2963.
[34] Favard J. Sur les polynomes de Tchebicheff. C R. 1935;200:2052–2053.
[35] Chihara TS. An introduction to orthogonal polynomials. New York: Dover Publishers; 2011.
22
