ABSTRACT The IoT is the cornerstone of many innovating processes such as those behind Smart Cities and Smart Industries. As more and more wireless IoT devices are deployed, a newer, more congestion-resilient communication infrastructure is required to absorb the traffic from the 50 billion IoT nodes expected by the year 2020. Although 5G is said to be a key technology for the future IoT, it is not a silver bullet. Therefore, providing nodes with different Radio Access Technologies (RAT) would allow them to reap the various benefits offered by each RAT. However, the process of determining which technology should be used at any given time should not be based on uninformed intuition, but on mathematically educated choices. By making use of the mathematical framework of Reinforcement Learning, we have allowed IoT nodes to learn from previous real world data in order to derive optimal RAT-selection policies. These policies, which are implemented as Artificial Neural Networks (ANN), maximize a predefined reward closely related to classic throughput, while maintaining power consumption and operational costs below a certain limit. To allow hardware-constrained IoT nodes to use these ANNs, we have proposed the application of a quantization technique that reduces computation and memory requirements and have validated it by its implementation in a real IoT device. Finally, to evaluate the proposal, we have simulated a network of 1000 devices deployed in the city of Chicago. The obtained results are compared to those achieved with other intuitive policies to further highlight the benefits of our proposal.
I. INTRODUCTION
The United Nations estimates that by the year 2050, more than 68% of the world's population will live in cities [1] . This unstoppable urbanization will force current urban and industrial areas to become more productive and smarter in order to keep up with the increasing demand of products, services, and living spaces. Thanks to the miniaturization and cost-reduction of modern electronics, more and more sensing and actuating devices are progressively being incorporated into traditional critical infrastructures (such as water/oil distribution pipelines, electrical grids, etc.), increasing their productivity, and ultimately, their capacity to absorb this new population influx.
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These sensing and actuating devices, which are often provided with communication capabilities, are the cornerstone of the Internet of Things (IoT) when embedded into everyday objects. In turn, their pervasive inclusion into urban infrastructures represents the seed of Smart Cities.
Also, when the inclusion of modern electronics takes place not only in cities, but also in the different production sectors of modern societies, a similar innovating process is observed; giving rise to so-called Smart Industries. This is of special relevance, as the inclusion of sensing and computing capabilities in industrial spaces also entails a significant reduction in safety risks [2] , as real-time monitoring can take place without requiring additional human intervention.
However, the notable increase in sensing, monitoring, and actuating tasks unavoidably leads to a prominent rise in generated data. As most IoT devices make use of wireless VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ communications (to reduce installation costs and foster mobility), notable efforts are being devoted to the development of different Radio Access Technologies (RATs), each one suited for a particular application. For example, cellular technologies provide almost global coverage, ensuring wireless communication in virtually any conceivable environment. In this regard, Mobile Network Operators (MNO) are releasing novel IoT-oriented products that make use of their cellular infrastructure to connect the IoT network to the Internet, leading to the 5th Generation of mobile networks (5G). However, the main drawback to this solution is the maintenance cost of the IoT network derived from the use of the MNO infrastructure, which usually depends on the amount of data transmitted. As the number of IoT devices deployed in Smart Cities and Industries will outstandingly increase over the years (reaching 50 billion devices by the year 2020 [3] ), the exclusive use of cellular technologies may entail unacceptable costs. In addition, cellularoriented protocols are designed to achieve fast and stable data transmissions, employing heavy signaling to establish communication. This clearly conflicts with the peculiarities of IoT traffic (transmission of on-demand small bursts of data while maintaining energy consumption as low as possible), hindering the potential of cellular networks to become the sole RAT for the IoT paradigm. In contrast to cellular networks, a new family of RATs, known as Low-Power Wide Area Networks (LPWAN), is gaining importance due to its IoT-suitable properties. LPWANs minimize the maintenance cost of the network by using the unlicensed ISM (Industrial, Scientific and Medical) bands. In addition, LPWAN technologies can handle very long radio links (up to 30 km [4] ) while keeping energy consumption very low (increasing the battery life of IoT devices). The main negative aspects of these RATs are their low throughput, which could be insufficient for many applications.
In light of the above, there is no single RAT that can solely satisfy the requirements for the expected volume of aggregated IoT traffic; either due to their lack of specialization in (i) sporadic traffic and (ii) very low energy consumption (cellular technologies), or due to the low bitrate achieved (LPWAN).
In this context, by making intelligent use of the different RATs currently available for IoT wireless networks, the expected volume of IoT data could be efficiently handled with the following benefits: (i) adaptability to the generated traffic (large data streams could be sent through cellular networks, whereas short sporadic packets could be transmitted using LPWANs), (ii) alleviation of network congestion associated with a specific RAT, (iii) reduction of the maintenance cost of IoT sensor networks derived from the use of licensed bands, and (iv) robustness against network failures (if the network associated to a specific RAT fails, another one can be used).
However, deciding which RAT IoT nodes should use is a non-trivial task, to solve it, we formulate the problem as a Markov Decision Process (MDP), where all the inherent constraints and variables that pertain to IoT nodes are considered and duly analyzed (e.g. battery consumption, limits in the use of specific RATs, size and priority of packets, etc.) To solve the MDP, a set of classic tools from Reinforcement Learning (RL) are proposed and applied. The final outcome of this process is the derivation of intelligent RAT-selection policies that dictate which RAT should be used at any given time, in order to maximize a predefined figure of merit.
Also, to prove the feasibility of our proposal, we train and test the RL-based method with real IoT data traces (taken from measurements made in Chicago, USA [5] ) and simulate a network composed of 1000 multi-RAT IoT devices. Then, we further highlight the benefits of the RAT-selection policies derived from our approach by comparing them to other intuitive and reasonable RAT-selection policies.
Finally, as our RL-based approach is aimed to run in hardware-constrained devices, we propose applying a technique known as Quantized Neural Networks (QNN) to reduce both the memory required to store the derived policy and the processing time needed to select the RAT. We verify the suitability of our proposal for IoT devices by porting the derived polices to a low-cost IoT device (Raspberry Pi Zero) and analyzing the memory usage and running times achieved with and without the QNN technique.
To summarize, the main contributions of this work are the following:
• We review the most remarkable RATs available for the IoT, justifying the advantages derived from jointly using them, and highlighting their characteristics for later mathematical analysis.
• We propose a complete, yet generalizable mathematical framework based on Markov Decision Processes (MDP), able to derive optimal RAT-selection policies that intelligently select the RAT employed for each transmission.
• We validate the benefits of this mathematical framework by deriving an optimal RAT-selection policy based on the data generated by a real IoT deployment.
• We reduce the memory usage and computation time of the proposed RL-based policies by applying quantization techniques. The rest of the paper is organized as follows. In Section II, a review of the related work is presented. In Section III, we review the most important RATs for the IoT. The mathematical framework is discussed in Section IV, where a generic RL-based model of nodes is formulated for an arbitrary number of RATs. Furthermore, in this section, a popular RL genetic algorithm is proposed to derive the optimal RAT-selection policy. This generic model is particularized for a real IoT deployment in Section V. Next, in Section VI, the performance achieved with our RL-derived policy is compared to three other intuitive policies to highlight the aptness of our proposal. In addition, the impact of applying quantization techniques is analyzed. Finally, Section VII concludes the paper.
II. RELATED WORK
As discussed in Section I, the variety of different RATs currently available for IoT devices makes the adoption of a global and individual standardized technology an unfeasible approach. This is corroborated in [6] , where an extensive analysis of the potential RATs available for IoT devices in the expected 5G ecosystem is performed. Although special attention is paid to the expansion of cellular networks in the IoT paradigm, other short-range (ZigBee, Bluetooth, and LowPower WiFi) and LPWAN transmission technologies are also considered. Through the review of all these RATs, authors remark that each one has its market share, increasing the need for a reasonable way to jointly use them.
Preliminary works about multi-RAT support for 5G can be found in the literature. Authors in [7] brought to light the need for heterogeneous Radio Access Networks (RAN) to alleviate the congestion and overload of the cellular infrastructure, mainly derived from the massive number of IoT devices expected to use it. The mixture of cellular networks with RATs working in ISM frequency bands, such as WLAN technologies, is proposed for the forthcoming 5G paradigm. The benefits of employing a multi-RAT network architecture are also remarked on [8] , where authors claimed that the intelligent integration of WiFi and cellular networks can duplicate or even triplicate the quality of service and network performance.
Regarding the optimal selection of RATs at any given time in a multi-RAT context, many works in the literature tackled this problem by employing more classic optimization algorithms [9] - [11] . For example, in [9] , authors introduced an ant-colony heuristic algorithm to decide which RAT should be used by users. These decisions were made to maximize system utility and to provide better balance resource utilization, but without considering either the throughput or energy consumption. The RATs considered were LTE, WiMAX, and WiFi, and the results obtained revealed performance improvements of between 20% and 70% with respect to other RAT usage strategies. In [10] , a network selection mechanism based on network characteristics and application requirements is proposed. Authors validated their approach by simulating a multi-RAT network composed of four generic radio access networks (RAN), each one with a different usage cost. Results showed that by optimizing the network selection, both quality of service and operation costs are improved. The main disadvantage of this proposal when implemented in IoT devices is the high amount of traffic generated between the radio access network provider and the user, since each user must update the usage limitation of each RAT until the algorithm converges to the optimal solution. Unfortunately, the required use of downlink traffic to achieve the algorithm convergence has a negative impact on many LPWAN technologies, as demonstrated in different works [12] , [13] . In addition, this kind of algorithm requires that the MNO runs the algorithm in all their base stations, which dramatically complicates its real implementation. Finally, authors in [11] proposed a Markov chain model to obtain an optimal solution to maximize the utilization of each RAT and to minimize network overload. This proposal requires that all available RATs are interconnected to constantly inform each other about their updated utilization, causing the same implementation problem as in the mentioned article. Furthermore, this algorithm only focuses on optimizing network utilization, putting aside both the throughput achieved and the energy consumption. Ultimately, all these works demonstrated the various benefits derived from optimally determining the RAT to be used in a multi-RAT scenario. However, the network models considered are geared towards cellular networks, which are radically different from the IoT-oriented approach proposed in this work. In the context of RAT-selection mechanisms, there is an increasing trend to apply Machine Learning (ML) techniques to intelligently optimize access to the medium in heterogeneous networks, as was thoroughly analyzed in [14] . Authors in [15] introduced two different population evolution and RL algorithms for dynamic evolutionary game-based RAT selection. Focusing on the RL approach, users randomly connect to one of the available RATs (specifically Wireless Metropolitan Area Network -WMAN-, WLAN, and cellular network) and then obtain a reward based on the throughput achieved and the network capacity. However, the algorithm must be continuously run in all users (adding a non-negligible computational and consumption burden if these devices are IoT nodes) and does not consider either the energy consumption derived from using each RAT nor a maximum usage quota, which effectively limits the potential of applying this solution to IoT networks. In [16] , a fuzzy neural algorithm is proposed to optimize the RAT selection in a multi-RAT scenario. This proposal relies on a central controller to gather the information from all the different RATs and executes the algorithm in real-time; thus requiring continuous connection with all users. Results show great performance when the scenario is uncertain and a high adaptability is required (which is in stark contrast with the typical IoT scenario, where the set of available RATs is usually constant and known). In [17] , a distributed RAT-selection algorithm based on RL is detailed. This solution heavily relies on communication between agents to cooperatively improve the network utilization and decrease the blocking rate when employing both cellular and WLAN networks.
Continuing with this topic, in [18] , authors proposed an RL-based algorithm for cellular networks that enables machine-type communication devices to cooperatively communicate to minimize network congestion. This is accomplished by letting devices select the base station to transmit to with the objective of balancing traffic among the available base stations. In [19] , authors developed an optimal network selection method (employing both machine learning and game theory) aimed at reducing the number of frequent switching and increasing the resource utilization in cellular networks. In [20] , a smart RAT selection strategy for mobile networks based on an RL approach is developed. The proposed technique shows good performance in terms of average VOLUME 7, 2019 system throughput and resource utilization. As can be noted, the benefits of employing ML techniques to optimize RAT selection in multi-RAT scenarios is a proven fact. However, as far as the authors are aware, the proposed approaches in the literature are oriented to cellular networks and do not consider the nature of IoT devices (low power consumption and limited hardware resources), or the network requirements of such deployments (low latency, low operational and capital expenditures, the need for long node lifetime, etc.). With the interest of filling this notable gap in research, we analyze the different RATs available for IoT devices (while considering their specific characteristics and nature) and then, propose a mathematical framework that can assist researchers in deriving smart RAT-selection mechanisms. Furthermore, our solution does not require any additional traffic exchange between the RAT and the IoT device and the derived RAT-selection policy just runs in the IoT device, excluding the MNO from the need to execute any algorithm in their network. Within this framework, we show a remarkable increase in IoT network performance.
III. MULTI-RATS FOR THE IoT
New manufacturing techniques have enabled IoT devices to be fitted with multiple RATs without this noticeably impacting their cost or size. One of these examples, is the FiPy device (commercialized by Pycom), an IoT node equipped with LTE-M (Cat M1 and NB-IoT), LoRa, Sigfox, WiFi and Bluetooth transceivers [21] . In addition, these multi-RAT IoT nodes typically have a very small foot-print (the aforementioned FiPy 5.5 × 2cm) and moderate power consumption, making them ideal for running multi-RAT transmission policies in real scenarios. However, when it comes to choosing the best RATs for a particular IoT scenario, one should fully study their nature, pros, and cons. To this end, and in the context elaborated on in the previous paragraphs, the main features of the most important RATs for IoT are discussed and analyzed in the following subsections.
A. CELLULAR NETWORKS
Cellular networks are increasingly gaining importance as an IoT solution, due to their ubiquity in most urban and rural areas. As most IoT applications in cities and industries require large areas to be served, the global coverage offered by the MNO infrastructure emerges as an attractive alternative to reduce the installation costs of IoT networks. Deployed IoT nodes can be directly connected to the MNO network through 2G/3G/4G or even 5G communication modules without the need to purchase additional equipment to connect the network to the Internet (as currently occurs with IoT deployments using other RATs). Furthermore, protocols used by MNOs provide diverse advantages, such as: (i) stable transmissions of large data streams (if large packets must be transmitted, such as a daily report of an asset), (ii) robustness against packet losses (important when transmitting critical data measurements), (iii) security against information leakages, protecting the privacy of all data transmitted. In this context, MNOs have found a novel market to exploit, so great efforts are being devoted to adapting cellular protocols to the characteristics of IoT networks (massive amounts of devices, on-demand bursty traffic, and low energy consumption) [22] . These efforts result in new IoT-oriented cellular specifications, such as LTE-M or NB-IoT [23] , whose integration with new high-bandwidth user-oriented specifications are leading to the 5G paradigm.
Nevertheless, some disadvantages arise from a global use of these novel cellular or 5G networks in IoT deployments. On the one hand, the cost of using licensed frequency bands and renting the MNO infrastructre poses a significant obstacle, especially when other IoT-oriented RATs make use of the free and unlicensed ISM (Industrial, Scientific and Medical) spectrum. MNO charging policies are usually based on the amount of data transmitted, which may only be affordable for small IoT developments, since the amount of data transmitted by each IoT device is usually rather limited. However, as the size of the network grows, the operational cost of IoT deployment may become excessively high due to the increase in the accumulated traffic of the network. A partial solution to this problem would be renting sub-bands of the licensed spectrum, since IoT transmissions do not fully exploit the high bandwidth of a complete band. Using this subrenting scheme, operational costs would be reduced at the expense of a lower data transmission rate.
On the other hand, although IoT-oriented 5G specifications are focused on reducing energy consumption, cellular-based protocols are highly dependent on signaling. This is derived from all the functionalities they offer, which involve heavy link-layer protocols, and the reusability of base stations for all kinds of users, requiring several message exchanges between the node and the base station to establish communication. Both factors lead to an increment in power consumption of IoT devices compared to other RATs [24] .
B. LOW-POWER WIDE-AREA NETWORK TECHNOLOGIES
Low-power Wide-Area Networks (LPWAN) technologies emerge as a low-cost solution for long-range communications, having been specially designed to improve the battery life of IoT devices and support on-demand bursty traffic by reducing signaling to a minimum. Most LPWANs make use of the unlicensed ISM (Industrial, Scientific and Medical) bands, so once the network infrastructure is deployed, there is no additional expense derived from transmitting information. LoRa [25] and Sigfox [26] are among the most important LPWAN technologies available nowadays.
Generally speaking, LPWAN-based IoT is deployed forming a star topology, where nodes are directly connected to a gateway that links the network to the Internet. This topology allows low-signaling data transmissions, since there are no multi-hop communications and the gateway is exclusively dedicated to gathering the packets sent by nodes and providing access to the IP network. Because of this simplicity, LPWAN protocols tend to be lightweight, reducing the complexity and cost of the communication module and requiring very little energy to send small data packets. All these features make LPWAN technologies perfectly suited for small and sporadic transferences of data in IoT networks deployed over large areas, as in the case of Smart Cities.
However, LPWAN technologies suffer from an important drawback, their low bitrate. Although it depends on the technology and the configuration employed, the bitrate hardly exceeds a few kilobits per second. Such a low bitrate is a consequence of the modulation techniques required to achieve large coverage distances using the usually saturated ISM bands. Under these circumstances, they aim to be really robust against interference and increase receiver sensitivity as much as possible (up to -150 dBm). To balance this tradeoff between bitrate and robustness, most LPWANs offer a tunable parameter that leads to higher data rates at the expense of reducing receiver sensitivity (and therefore, the maximum distance of the radio link) or vice versa. For instance, in LoRa [25] , this balance can be configured by the Spreading Factor (SF). This parameter varies the spreading of the signal, precisely, the time that each of the modulated symbols takes to be transmitted. Higher values of SF enhance sensitivity (achieving longer transmission distances) and penalizing data rate.
C. SHORT-RANGE RATS
All short-range RATs share the objective of improving one communication feature while hindering, at least, communication range. Bearing this in mind, they can be broadly divided into two main groups, depending on the optimized figure. The first group seeks the reduction of energy consumption while penalizing throughput. Some examples of these types of short-range RAT are RFID, Z-Wave [27] or the 802.15.4 standard [28] . The second group prioritizes high data rates, consuming much more energy than the previous group. Their link-layer mechanisms tend to foster high throughputs, worsening receiver sensitivity. Therefore, their ability to reach large communication ranges or penetrate obstacles is quite limited. Bluetooth or WiFi are good examples of this type of short-range RAT. It should be noted that although the potential of using short-range RATs in big Smart Cities is reduced, if IoT devices are deployed in areas where an access point of these RATs is available (e.g. a city center), they could complement cellular networks and LPWAN by making use of their higher throughput or lower energy cost (depending on the specific short-range RAT).
IV. ANALYTICAL BACKGROUND A. GENERAL BACKGROUND
Once all the potentially employable IoT RATs have been introduced, the mathematical principles under which these nodes choose an RAT are described. Again, the idea is to determine which RAT should be used in such a way that the metric under consideration is maximized, while fully considering the energy and cost limitations of IoT nodes. As will be shown below, the metric chosen to be maximized indirectly optimizes both throughput and energy consumption; while the conditions imposed on IoT nodes ensure that a fair usage of RATs is achieved (e.g. licensed technologies are not overused). Throughput is a classic metric to optimize in networks where performance can be measured from a nodecentric perspective -that is, when the individual behavior of nodes is optimized-. In turn, most IoT devices are battery powered and hence, optimizing power energy consumption leads to larger lifetimes and reduced maintenance costs.
From a mathematical point of view, the task at hand can be considered as a maximization problem: to determine the optimal RAT so that as the metric under consideration is maximized. In these kinds of sequential action-taking problems, where committing to an action does not only have an impact on the near future, but its effects extend over long periods of time, Reinforcement Learning (RL) approaches are one of the best solutions [29] -note that when actions do not influence future states, other mathematical alternatives like Contextual Bandits [30] have been traditionally applied in this type of problem-. Their ability to learn complex behavior from data (as opposed to engineering a rich set of rules), makes RL approaches especially suitable for problems where there is a great inter-dependence among the elements of the system (i.e. all the elements in a system affect the others) [31] . From an analytical point of view, the Markov Decision Process (MDP) framework [32] lays the mathematical foundations for solving any Reinforcement Learning problem, defining its core elements and providing the tools to solve it.
Thus, before presenting the proposed RL solution, we introduce the constituent elements of any MDP-based problem, so readers can better understand the dynamics of this system. Formally, MDPs are defined in terms of the following elements: 1) There is an agent whose behavior should be optimized. An agent is an action-taking entity, in our case, an IoT node that generates events and has to choose an RAT in order to send them. 2) The state of such an agent can be fully described as a vector s ∈ S. This vector completely defines both the inner and outer state of the agent. 3) In each of these states, the agent can take an action a ∈ A. In our case, it can transmit (or drop) an event using a certain RAT. 4) When an agent takes an action, its state evolves from s to s following an environment transition model T (which may or may not be known beforehand). This model indicates how the agent and the environment change as actions are taken (e.g. when an RAT is used, some battery is consumed, changing the inner state of the node). It is worth mentioning that the transition model T need not be deterministic, and can be modeled
. This number indicates the probability that the agent will transition from state s to state s after taking action a. 5) Furthermore, when an action a is taken, the agent obtains a reward r, which may be positive or negative.
This signal feedback is the most representative element of Reinforcement Learning and allows agents to learn to optimize their behavior. r can be characterized as a function of the state and the action: r(s, a) = f (s, a) ∈ R. Thanks to the feedback signal r(s, a), the RL agent entities derive what are known as action policies. From a mathematical point of view, these policies are a simple mapping between states and actions, i.e. π : S → A. When the agent (the IoT node) is in a particular state (s), it determines the action to take (a) by evaluating the policy in state s. The aptness of such derived policies, i.e. their performance, is measured as the (expected) accumulation of rewards obtained over a given period of time T (e.g. a day). Formally, the performance P π of a policy π is defined as follows:
The final goal of any RL algorithm is to determine the optimal action policy π * that maximizes such accumulation of rewards P π :
B. PARTICULARIZATION OF THE MDP TO THE PROBLEM
Before getting into the specific RL methods to derive π * , it is necessary to first particularize the formalism of the underlying MDP to the problem at hand. We consider that an IoT network monitors and controls a set of critical assets with some physical parameters of interest. This network is, in turn, composed of IoT nodes fitted with multiple RATs that can be employed to report generated events. Once an event is detected, an IoT node must choose whether to transmit such an event or not. If it chooses to transmit it, said node must also decide which RAT should be used. Thus, the set of all allowed actions A is composed of {a 0 , a 1 , . . . , a N }, where N is the total number of allowed RATs to use, and a 0 models the action of not reporting, but dropping, the generated event (for example, to save some energy).
With respect to what comprises the state s of a node, and to embrace the heterogeneity of IoT networks, we let each generated event have a different priority (G) and require a different amount of bytes to be reported (L). For instance, if a malfunction in a life-supporting device is detected, a toppriority 100-byte event could be sent. On the contrary, if a regular event is detected (such as mild vibrations in an engine), a small-sized low-priority packet could be generated (associated to such an event).
To model the true nature of heterogeneous wireless communications, each RAT may have a limit on its usage. This limit may be presented in the form of: (i) a restriction in the total expenditure allowed for a given time horizon (T ) -e.g. IoT nodes cannot expend more than 1$ a day when using 5G networks-. Or (ii) a cap on the amount of traffic generated -e.g. Sigfox nodes cannot generate more than 140 packets a day, or nodes using cellular technologies may not generate more than 100Kb of data a day-. Mathematically, when an IoT node takes an action a i (with i ∈ N and i = 0), its internal state changes, updating the use made of such an RAT, u i . When u i reaches u MAX i , the RAT i is not available until the end of the time horizon T . Throughout the rest of the text, and without any loss of generality, time horizons of 24 hours (1 day) are considered in limiting the usage of RATs.
Aside from RAT usage, reporting an event with a given RAT i (i.e. taking action a i ) affects other internal variables of the node, namely battery usage and its transmission queues. With respect to the former, each RAT/action entails different energy consumption (denoted as c i for action i). Since a single battery per node is assumed, if the battery level (denoted as b) drops to zero (i.e. the battery is depleted), no further events can be reported. Therefore, although battery usage is not explicitly incorporated into the reward function (as will be shown below); the RL problem indirectly optimizes the use of battery, as its depletion has a direct impact on the final accumulated reward. Regarding the transmission queues, we consider that if a node uses the RAT i while an event is already being reported using such an RAT, the event is firstly queued and then reported when the transceiver is freed. Formally, each RAT presents an occupation queue (denoted as o i for RAT i). Therefore, the transmission time of an event does not only depend on the length of the generated packet (L), but also on the occupation (o i ) of the queues.
Finally, from a mathematical point of view, the state s of a node, which completely defines its internal and external context, is the vector comprised of (L, G, b, u 1 , . . . , u N , o 1 , . . . ,  o N , t) . That is, the state s is defined by the length and priority of the generated event, the remaining battery of the node, the usage level of each RAT, the occupation of their queues, and time with respect to the time horizon (in our case, the time of the day).
To complete the MDP particularization, the reward function, a key element in any RL problem, has been defined as follows:
where H is the Heaviside step function, and rate(a i ) indicates the transmission rate of the RAT i. The Heaviside functions guarantees that, to obtain a non-zero reward, the below two constraints must be satisfied: of such an RAT; and hence, the product of both computes the consumption in joules. If any of the above two constraints are not satisfied, i.e. the usage quota is consumed or the node runs out of battery, the reward is zero (as the Heaviside function is zero for negative arguments). Otherwise, the reward is equal to the priority of the generated event (G) multiplied by the length (in bits) of the associated packet (L), divided by the delay of the transmission (delay(a i ) ). This way, nodes are encouraged to report events as quickly as possible, while fully regarding their priority. Hence, the reward maximizes the (prioritized) throughput of the events generated by IoT nodes. In fact, the units of the reward function are bits per second, which fully match the units of a throughput metric. In turn, P π , the accumulation of rewards over a given time T , and the metric under which the aptness of a policy is measured, is expressed in (prioritized) bits.
Note that in r(s, a i ), the delay of the action a i is not only related to the bitrate of the i-th RAT, but also to the occupation (o i ) of the queue of this RAT. Also, since battery depletion prevents nodes from reporting more events (and hence, zero reward is obtained from that point onwards), π * naturally optimizes energy consumption as well.
Also, it should be noted that after reporting an event (and obtaining the associated reward), the state of the node evolves accordingly. Some variables of its state evolve deterministically:
1) The battery is reduced by
2) The usage of the RAT decreases by (u i + f i (L)).
3) The occupation of the chosen RAT increases by L. Some other variables evolve randomly based on the generation of events (L, G) -a precise example on this will be shown in Section V-.
C. METHODS TO DERIVE π *
In order to derive π * , more traditional RL algorithms employ tabular methods (i.e. mapping S → A via a table), for which good convergence properties have been shown. However, when the total mathematical space of S (|S|) is large -or continuous, as is our case-, it is impossible to map every single s onto an action a [29] . Instead, new approaches resort to approximation methods to model π , normally, to Artificial Neural Networks (ANN). The general idea is to have an ANN that, when fed with the current state s, outputs the recommended action to take a. Ultimately, this recommended action depends on the vector of weights of the ANN (θ). Thus, π is a function of θ : π = f (θ ); however, for the sake of brevity, we simply use π .
Depending on how this weight vector θ is optimized, we can broadly divide ANN-based algorithms into two groups: gradient-based and gradient-free optimization methods [33] . While the former makes use of gradients (gradients of P π w.r.t. θ ) to tune and improve the weights of the ANN, the latter does not. When the time horizon (T ) of the episodes is long and the effects of the actions are long-lasting, the convergence of gradient-based algorithms (such as the popular family of algorithms known as Policy Gradients methods [34] ) is not good, and tends not to be very sample efficient. That is, many samples/iterations are required to converge on an acceptable solution. Since the time horizon of the problem under study is relatively long (a whole day), and the effects of taking an action last until the end of the day (as the usage u i of the RAT changes), we opt for gradient-free algorithms. Due to its remarkably good performance in many modern reinforcement learning problems, we have applied an RL method known as Evolution Strategies (ES) [35] , in particular, the variant proposed by OpenAI [34] , which presents many advantageous properties in terms of convergence and wall-clock speed. Note that despite the good results obtained with the proposed method (as is shown in Section VI-C), other gradient-free algorithms could potentially have been adopted, and further analysis on the impact of the chosen algorithm is left for future study.
ES is a type of Genetic Algorithm, a black-box metaheuristic closely inspired on natural selection. The general intuition behind ES is to have a diverse enough population of ANNs, each implementing a slightly different version of π , that are iteratively: (i) mutated, (ii) their performance P π evaluated, then (iii) re-combined to finally (iv) form a new base population of ANNs. By repeatedly executing this 4-step process, we obtain better versions of π (ideally, at the end, π * ). The precise steps followed for the problem under consideration are detailed in Algorithm 1. The ES algorithm presents a great advantage in terms of computational efficiency, especially when compared to other genetic algorithms: its computational complexity scales linearly with problem dimensions -that is, O(d)- [36] , unlike other popular approaches such as the traditional CMA-ES algorithm that grows quadratically with problem dimension O(d 4 ) [37] .
To accelerate the convergence time of the ES algorithm, the base population of ANNs employed in the first iteration is pre-trained using a variant of the teacher-student algorithm shown in [38] . Instead of initializing the base ANN population with random weights -as suggested in the original article [38] and that leads to a statistically uniform use of the N RATs-, we pre-train ANNs to drop events with very low probability and use the rest of the RATs with equal probability. Note that by first teaching the ANN the advantages of always reporting events and later letting it decide which reporting opportunities should be discarded, the learning process is seen to take 3.8 times less time to converge.
D. ENABLING THE USE OF π IN IoT NODES
The process of deriving π * via the proposed approach is a time-consuming task. However, it is carried out just once, and therefore, in more powerful computers or in the cloud. However, the use of π * , that is, feeding the ANN with the VOLUME 7, 2019 9: for it=1 to it=N its do 10: ← Generate N pop perturbation vectors with N 0, σ · I |θ |
11:
R ← empty list 12: for j=1 to j=N pop do 13 
Perturb θ to generate a new candidate 14: r ← Evaluate performance of π (θ ) 15 :
Store the performance of this candidate 16 :
Compute the normalized performance of each candidate 17 :
Combine them to generate new θ state s to obtain the recommended action a, takes place within IoT nodes (that is, when an event is to be reported, IoT nodes must run the ANN to obtain the recommended RAT). These IoT nodes are commonly very resource-constrained devices with limited memory and computing capabilities [39] , [40] . Accordingly, it is of utmost importance that the derived ANN-modeled policies can be used in such devices. The time required to run a fully-connected ANN (the kind of networks used by ES) and the memory needed to store θ is a function of the size of the ANN (that is, the number of neurons) and the size of the input/output. When trying to model complex action policies, larger and deeper ANNs are required; thus increasing the memory and computing requirements (with the associated increase in power consumption). Recent advances [41] , [42] have shown that using Quantized Neural Networks (QNN) [43] is a good solution to cope with these two problems. The underlying idea behind QNN is that the vector of weights θ is not represented with real-valued numbers but with integers in a much shorter range (normally, 8-bit integers). By coding weights as 8-bit integers: i) the required memory is considerably reduced (4 times less when compared to traditional 32-bit floating numbers), and ii) computations are faster, thanks to specialized integer computation hardware structures (hence, also reducing power consumption).
In fact, processors used in the IoT are not normally fitted with hardware Floating-Point Units (FPU) [44] , and thus resort to software methods to carry out floating-point multiplications (those required in traditional ANNs). This is a process that takes much more time to run, and therefore, consumes much more energy (when compared to running it in an FPU). Therefore, the use of QNN can have a large positive impact on IoT platforms (as demonstrated in Subsection VI-E).
However, using integer operations instead of floatingpoint ones may have a measurable impact on P π . As the representation range and precision of the weights change, the ANN may fail to recommend the truly optimal action for a given state. Nevertheless, recent adaptive quantization techniques (where the codebook used to transform floating point numbers into 8-bit integers is learned directly from the weight values) have achieved performance values similar to their full-precision counterparts [45] , [46] . These adaptivequantization techniques work especially well for ES-derived networks since the mutation stage (the first part of the ES algorithm, as described in the previous subsection) operates by introducing perturbations in the form of randomly generated numbers extracted from a narrow Gaussian distribution. These perturbations ultimately produce normally distributed weight vectors (typically, with small standard deviations). Having a smooth, non-sparse distribution of weights facilitates the task of deriving a precise codebook via adaptive quantization techniques. As will be shown in Subsection VI-E, our ANN-quantized policy performs on par with the non-quantized version while reducing computation times, and energy and memory requirements.
Finally, it should be noted that the workflow to quantize the ANN-based policy is: first deriving the full floatingpoint version (in powerful computers) via Algorithm 1, and finally applying a post-processing stage in which weights are quantized (in computers), prior to porting it to IoT nodes. Finally, IoT nodes make use of the ANN by running a forward pass of it.
V. CASE STUDY
In the previous section, we introduced the formalism associated to the RL problem (that is, the definition and particularization of the MDP), a set of algorithmic techniques that allow us to solve such a problem in order to derive RAT-selection policies (pretraining + ES with ANN), and finally, a method that enables hardware-constrained IoT devices to use these derived policies (QNN).
In this section, our interest is to prove the feasibility of the proposed approach in real IoT networks. To do so, a realistic IoT network deployed in a Smart City has been simulated. Such a network consists of nodes fitted with two different RATs (that is, N = 2): a 5G cellular connection and a LoRa transceiver. Thus, a 1 and a 2 indicate the actions of using 5G and LoRa respectively. Due to the nature of large cities, we have opted for considering that nodes are fitted with one RAT that belongs to the cellular networks group (global coverage due to already established MNOs but licensed bands) and another RAT from the LPWAN group (typically slower but free to use once the infrastructure is present).
Regarding 5G, we model the spectrum renting scheme introduced in Subsection III-A and assume that IoT nodes can access the cellular network at a maximum speed of 100kbps (so the sheer number of deployed IoT devices does not take up all the cellular bandwidth of mobile phone users). To model the negative impact on the communications of the 5G signaling, we consider that IoT devices must authenticate themselves before transmitting any useful data. This has been modeled as a communication overhead in the form of a larger header of 50 bytes following the analyses of [47] - [50] . Note that this particular number can be easily adapted to the particularities of each MNO 5G implementation.
For the LoRa connection, we assume that devices transmit with SF = 7, C R = 4/5 and thus, have an effective throughput of 2.43kbps [51] . Regarding band usage limitations, we limit the use of 5G networks to 100kb per day to reduce operational costs (that is, u MAX 1 = 100kb), whereas we do not set any restrictions on LoRa, since transmitting with LoRa is free. We consider that IoT nodes are powered by two AA batteries designed to last for four years (i.e. the maximum allowed energy per day is 1 1460 of the total energy stored in such batteries, where 1460 is the number of days in 4 years). This results in, approximately, 21 joules of energy per day. The energy consumption of both RATs is taken from [52] and [53] for cellular and LoRa-based RATs respectively, as determining the energy used is out of the scope of this work.
Since the nature of and the rate at which events are generated have a dramatic impact on the final performance of the network, we have employed data generated from a real IoT deployment to: i) train the RL algorithm, and ii) evaluate it. This way, the presented RL approach is tested with real data, further demonstrating its suitability for actual IoT deployments. The raw sensed events have been obtained from the Array of Things (AoT) initiative [5] , a partially-public project originated in the city of Chicago, USA to monitor and report a wide range of parameters in modern cities. AoT nodes are fitted with a diverse set of quality-of-air sensors that continuously monitor and report the levels of carbon monoxide, carbon dioxide, hydrogen sulphide, ozone, and air particles among others. Each AoT node pulls readings from its sensors every 25 seconds and reports the values to a central gateway.
This fixed-interval reporting scheme does not allow us to evaluate different congestion levels; as packets are always generated every 25 seconds. This would, a priori, force us to test the performance of the proposed solution only with a set of fixed conditions. To prevent this, we have assumed that nodes report their readings when a given (adjustable) threshold is surpassed. If this threshold is lowered, more readings are reported (increasing the congestion); whereas, if it is increased, fewer readings are sent (reducing the congestion). The level of CO has been used as a threshold, as many reports link high concentrations of this gas with diverse health effects [54] , [55] . Therefore, we consider that nodes pull readings from their sensors every 25 seconds, and if the level of Carbon Monoxide (CO) exceeds the threshold, they send a variable-length report on the quality of air (which encompasses the readings from the rest of the sensors). To assess different levels of network congestion, we have varied the CO threshold (γ ) from 0 parts-per-million (ppm), which generates one event every 25 seconds (that is, all events are reported), to 1.62 ppm which generates (on average) one event every 10 minutes. Table 1 shows the different threshold values employed and the associated (average) time between events (denoted as τ ). Also, we consider that the priority of the generated report is tied to the CO value; that is, if 0.8 ppm of CO are detected, such an event is assigned a priority of 0.8. This way, we acknowledge that when very high concentrations of CO are detected, events reporting on this condition should be assigned high priority. Finally, nodes are considered to be deployed in the city of Chicago and placed uniformly over the 27km 2 city-center area. Table 2 specifies all the variables pertaining to the Case Study.
VI. RESULTS

A. ALTERNATIVE RAT-SELECTION POLICIES
Before delving into the results, it is worth defining other intuitive RAT-selection policies against which our proposed approach can be compared. This would help us further show the benefits of our proposal, while at the same time, getting an idea of what allows it to outperform other sensible solutions. The three alternative policies are:
• 5G-first policy: Greedily ensures that all the available 5G quota is used by first reporting every generated event with 5G before switching to LoRa when u 1 = u MAX 1 .
• Priority-based policy: When an event whose priority is above the average (G > G) is generated, it gets sent with 5G (as larger rewards are obtained with it). Otherwise, or when 5G is exhausted, LoRa is used.
• Random policy: randomly selects an RAT (5G/LoRa) every time an event is to be reported. If 5G is selected VOLUME 7, 2019 when the daily quota is exhausted or when there is not enough battery, the event is dropped. The performance of these policies (as well as our proposed policy) is measured under P π , as defined in Section IV, whose units are prioritized bits.
B. EMPLOYED METHODOLOGY
Concerning the proposed policy, the first step is to train the ANN-based RAT-selection policy π * following the approach described in Section IV: firstly, we pre-train the ANN with the teacher-student method, then the ES algorithm is used to evolve the ANN (following Algorithm 1) and finally, the ANN is quantized to employ 8-bit integers (as described in Subsection IV-D).
The ANN that implements π * is composed of two hidden layers of 45 and 5 neurons respectively, and fitted with the relu activation function [56] . Other architectures, with more and fewer layers, have been tested with worse performance, resulting in poor learning capabilities or in lower values of P π .
The RL-based proposed algorithm has been trained with data from the first three weeks of December 2018, and tested with the last week of the same month (these were the latest available readings on the AoT platform at the time of testing the proposal). This ensures that our proposal truly learns from actual data (deriving general RAT-selection policies) and does not simply overfits to the training data (deriving policies that would only work for the three first weeks).
Similarly, for the 5G-first policy, the average priority G (which determines which RAT to use) is computed from the first three weeks of December 2018. As in the RL-based policy, to evaluate the performance of the three alternative policies, the last week of December 2018 is used in order to have a common frame of reference when comparing them.
Note that each value of τ represents a different network scenario for which a policy π and an average priority G have been computed. That is, we evaluate 9 different IoT networks (for the 9 different values of τ ). Each network is composed of 1000 nodes deployed in the city of Chicago running for a time horizon T of 24 hours. To obtain solid average values, we repeat each simulation 40 times with different random seeds. Fig. 1 depicts P π for different values of τ . It is worth noting how the proposed policy outperforms the rest of the alternative policies in every scenario. This is especially true for low values of τ (that is, when network congestion is high) where, by using our approach, performance increases by 55.5%. Conversely, it is only when IoT nodes generate very few packets (high values of τ ) that these improvements in P π can be considered negligible. These two facts indicate that unless the network is operating under extremely relaxed conditions, having an intelligent RAT-selection policy that fully considers the inherit limitations of each RAT is of paramount importance. As a specific example, one should consider that the whole network of the AoT project (composed of hundreds of IoT nodes) operates generating events every 25 seconds, that is, in the regime where the proposed approach differentiates the most from the best alternative policy. For completeness, the improvements in the attained P π when our RL-based policy is preferred over the best alternative policy are: 55.5%, 24.4%, 18.6%, 20.8%, 20.7%, 11.9%, 9.0%, 1.6%, and 0.18% for the 9 different τ values.
C. COMPARISON BETWEEN POLICIES
Also, it should be noted that the best alternative policy changes with τ , indicating that these non-adaptive policies cannot successfully change their behavior to suit different conditions. Considering this, if we compared the proposed policy to using, for example, only the priority-based policy, the improvement percentage values above would greatly increase for larger values of τ .
Regarding the performance of the alternative policies, when a large number of packets are generated (that is, for small values of τ ), delegating the 5G RAT to the more important events (i.e. events with G > G) yields better performance. This is intuitive, as in such conditions the 5G quota and the battery are guaranteed to be exhausted, hence forcing nodes to be selective about what they send is a good strategy. On the other hand, when fewer events are generated (that is, for large values of τ ), the 5G quota and the battery are never completely consumed, therefore using only 5G yields the best performance (note that the learned RL-based policy also opts for imitating this strategy, as shown in Fig. 3 ). As expected, the baseline random policy is a bad approach that performs comparatively worse than any other policy under all conditions.
Another interesting fact should be highlighted: if one of the alternative policies is used, for low values of τ , the battery capacity becomes the limiting factor in achieving larger values of P π . When trying to make IoT nodes last for long periods of time equipped with small batteries, we observe that high event-generation rates cause batteries to deplete half-way through the 24-hour simulation (see Fig. 2 ). Therefore, smaller values of τ do not lead to larger values of P π for the alternative policies. In fact, since low values of τ imply having a small CO Threshold (γ ) imposed, more low-CO/low-priority events are generated (as the priority is coupled with the sensed CO value). Under such conditions, all the (non-adaptive) alternative policies experience a drop in performance, as can be appreciated for the lowest value of τ . This reveals that when designing RAT-selection policies for hardware-constrained and resource-limited IoT devices with multiple RATs, one should not only consider the effective throughput of each RAT, but also the intrinsic limitations of IoT devices. RL-based techniques (like the one proposed here) help us doing so by learning from real data and deriving policies that regard the context and limitations of IoT nodes. Fig. 2 depicts the evolution of the node battery consumption through a 24-hour period (86400 seconds) for the four policies. The average (line) and the standard deviation (shade) are depicted. As in the previous experiments, 1000 nodes deployed in the City of Chicago (employing parameters included in Table 2 ) have been considered for the simulations. The average time between events is set to τ = 25 seconds to illustrate the most demanding scenario (when more events are generated). A horizontal dashed line is also incorporated at 21 joules to show that no policy exceeds the allowed energy per day. Note that the ''5G first policy'' and ''Prioritybased policy'' seem to expend the battery at the same rate at the shown scale. This is because of two main reasons: first, both policies exclusively use either LoRa or 5G (that is, unlike the RL-based or the Random policies, they do not drop packets). Second, the per-event energy consumption is similar for both RATs (at the shown scale): although LoRa shows a lower power consumption than 5G -in terms of watts-, LoRa packets require more time to get transmitted (due to slower data rates).
D. RAT UTILIZATION OF EACH POLICY
To further analyze the behavior of the four studied policies, the RAT utilization of each of them is discussed in this Subsection. Fig. 3 illustrates the percentage utilization of the 2 RATs (plus the action of discarding the generated event) for the four policies. For a given policy, each of the 9 bars represents the RAT distribution for a specific value of τ . The leftmost bar (for each policy) considers τ = 25s, whereas the rightmost one considers τ = 597.92s (following Table 1 ).
An interesting global remark is that the proposed policy discards fewer events than any other policy. This is achieved by making better use of the available resources (battery of nodes and quota of 5G), and intelligently dropping less relevant events.
Due to the above, and despite the 5G-first and the proposed policies leading to very visually similar RAT distributions, our approach systematically obtains larger percentages of transmitted events with both RATs, as shown in Fig. 3 . This indicates that when IoT nodes are required to manage a scarce resource (such as batteries or a limited RAT quotas), it is of paramount importance to have policies that smartly manage them -discarding approaches that greedily try to ensure that such a resource is completely used, like the 5G-first policy-.
Regarding the priority-based policy, it tends to exhaust the 5G quota on large, non-important packets. This indicates that non-adaptive approaches that rely on fixed priority thresholds cannot obtain the same performance as intelligent data-based approaches (like RL algorithms).
To illustrate the evolution of the 5G usage quota, Fig. 4 is included. As in Fig. 2 , 1000 nodes have been simulated with τ = 25 seconds and the rest of variables taken from Table 2 . Again, a horizontal dashed line is also incorporated at 100kb to show that no policy exceeds the 5G daily quota. As can be seen, our proposed policy intelligently manages the 5G quota, always trying to save some of it until the end of the day (just in case some important events are generated).
E. IMPACT OF QUANTIZATION TECHNIQUES
As described in Subsection IV-D, Quantized Neural Networks (QNN) are a key tool for reducing ANN run times. This is even more so in very hardware-constrained IoT devices, which are not normally equipped with Floating Point Units. However, by quantizing the weights of ANNs, we may potentially degrade their performance, in our case, measured as P π . To study the influence that quantization techniques may have on the performance of the proposed approach, we have re-run the experiment presented in Subsection VI-C, but disabling the quantization of weights. Fig. 5 depicts P π for the quantized and non-quantized versions of the ANN. Results show the remarkable performance of the quantized ANN, which attains as large values of P π as the non-quantized version (in fact, due to the overlapping of both lines, we have had to provide a zoomed-in window to highlight the differences). These very small differences, which oscillate between 0.11% and 0.68%, show the potential benefits of this technique for RL-oriented IoT networks.
Once the performance losses derived from quantization have been shown to be negligible, we have evaluated the benefits derived from applying such a technique. To assess the impact of quantization on ANN running times, we have implemented the derived ANN-modeled policy in the very well-known Machine Learning framework Tensorflow. The quantized and non-quantized ANNs have then been ported to a Raspberry Pi Zero, a very popular low cost IoT device (5$). Table 3 shows both the running time and the memory usage of both networks (with and without quantization).
Results indicate that by coding weights as 8-bit integers, running times are reduced more than 51.7% (requiring 1.55ms instead of 3.21ms for the ANN-based policy to output a recommended action). Also, 8-bit integers require 75% less memory space than 32-bit floating point numbers (needing 1098 bytes instead of 4392 bytes to store the ANN in memory). These two facts are of paramount importance for IoT networks: first, because reducing running times has a dramatic impact on power consumption; second, because IoT nodes are hardware-constrained devices, thus, relaxing the memory requirements is an essential factor in cutting down deployment costs.
VII. CONCLUSIONS AND FUTURE WORK
As the number of wireless IoT devices deployed in our cities, industries, and homes grows, the radio spectrum is becoming progressively more overcrowded. To alleviate this congestion and exploit the particular benefits of each available Radio Access Technology (RAT), we have: firstly analyzed the main features of each of them; and secondly posed the problem of deciding which radio technology an IoT node should use as a mathematical optimization problem. Particularly, we have employed the Markov Decision Process (MDP) framework. To solve this MDP formulation, we have resorted to Reinforcement Learning techniques and let IoT nodes learn from previous data by using specially crafted rewards as feedback signals.
Due to the exceptionally good performance of Evolution Strategies, a Genetic Algorithm extensively used in the RL arena, we have employed it to derive optimal RAT-selection policies. These policies, which are implemented as Artificial Neural Networks (ANN), intelligently determine which RAT an IoT node should use when having to report an event.
To train such ANNs, real data from a large IoT deployment (Array of Things) have been used. This way, we also test the potential feasibility of the proposal for real IoT networks. To speed up the derivation of the RAT-selection policies (about 3.8 times), and to enable very hardware-constrained IoT devices to use the ANN-modeled policies, we have pretrained the ANN with a teacher-student approach, and later quantized its weights as 8-bit integers.
To evaluate the proposed approach, we have simulated 1000 nodes deployed in the city of Chicago. Also, we have proposed three alternative RAT-selection policies against which we compare the ANN-based one. Obtained results reveal that our RL approach improves the performance of IoT nodes by up to 55% when compared to the best results of these 3 alternative policies (such as opting for faster RATs like 5G when high-priority events are generated). Furthermore, the proposed quantization step is shown to reduce the time required to run the ANN by 51.7% and the amount of memory needed by IoT nodes by 75%; thus effectively helping to reduce the deployment costs of IoT networks.
To sum up, in this paper we have shown that smart RL-based RAT-selection policies represent a key tool in the enabling of future IoT networks. By considering the nature of IoT devices and RAT peculiarities, smart RAT-selection policies improve node performance and robustness while reducing maintenance costs by lengthening node lifetimes.
As future works, we plan to experimentally study how the proposed RL algorithm performs in commercially deployed IoT Networks. We also plan to study the inclusion, in the reward function, of a fairness metric, which ensures a fair utilization of global resources. We aim to achieve a fairer solution without sacrificing the node-centric approach followed throughout this work, that ensures a scalable and parallelizable solution.
