The hulls of codes from the row span over F p , for any prime p, of incidence matrices of connected k-regular graphs are examined, and the dimension of the hull is given in terms of the dimension of the row span of A+kI over F p , where A is an adjacency matrix for the graph. If p = 2, for most classes of connected regular graphs with some further form of symmetry, it was shown in [8] that the hull is either {0} or has minimum weight at least 2k − 2. Here we show that if the graph is strongly regular with parameter set (n, k, λ, µ), then, unless k is even and µ is odd, the binary hull is non-trivial, of minimum weight generally greater than 2k − 2, and we construct words of low weight in the hull; if k is even and µ is odd, we show that the binary hull is zero. Further, if a graph is the line graph of a k-regular graph, k ≥ 3, that has an -cycle for some ≥ 3, the binary hull is shown to be non-trivial with minimum weight at most 2 (k − 2). Properties of the p-ary hulls are also established.
Hulls of codes from incidence matrices of connected regular graphs 1 Introduction
If C is a linear code and C ⊥ its dual, the hull of C is the code C ∩ C ⊥ , denoted by Hull(C), in the terminology that was introduced in [1] . This is a self-orthogonal code, and in the case where the code C is that from an incidence matrix of a finite plane, or some finite geometry, the hull has certain defining properties of the plane, or geometry, in question, as was discussed in [1] . In particular, the minimum weight and the nature of the minimum words led to a possible characterisation of desarguesian projective planes of order q which is a power of the prime p as being, conjecturally, the only planes whose hull over F p has minimum weight 2q and the vectors of this weight are the scalar multiples of the difference of the incidence vectors of two lines. Such a plane is called a "tame" plane in [1] , and thus far no non-desarguesian tame plane is known, although many have been shown not to be tame. In a similar way, the hulls of the p-ary codes from incidence matrices of regular graphs, i.e. the hulls of their incidence designs, can be examined. This study follows work on the codes over any field from incidence matrices of graphs: see [10, 32, 28, 29, 14] and most recently [8] , where the findings of the previous papers are shown to be quite general. In particular, it is known that for many classes of connected regular graphs the code from the row span of an incidence matrix of Γ = (V, E) over F p has dimension |V | for p odd and |V | − 1 for p = 2, and the words of minimum weight are the scalar multiples of the rows of the matrix, as in the case for codes from projective planes. Result 4 in Section 3 summarises some classes for which this is known to be true in the binary case. Results for the non-binary case are not fully established yet but the indications are that the results will be similar to the binary case. We mention here that earlier work on the binary codes from incidence matrices of graphs, the codes being called cut spaces, was done in [19, 18] . There the interest in the codes concerned their usefulness for majority logic decoding.
From these results we see that the codes from the incidence matrices of many classes of kregular graphs have known minimum weight k, known dimension, and furthermore, at least in the binary case, the next weight is 2k − 2. Thus it makes sense to study the hull, in particular the binary hull, since it is a self-orthogonal code, and will have minimum weight at least 2k − 2 if it is non-zero. We show here that for some classes of graphs we can always say that the binary hull is non-zero and give some words in the hull.
Furthermore, for connected k-regular graphs the dimension of the p-ary hull can be given in terms of the dimension of the row span over F p of the matrix A + kI, where A is an adjacency matrix of the graph: see Proposition 1. In Proposition 3, Section 4, we show that for a (n, k, λ, µ) strongly regular graph, the binary hull of the incidence design is non-trivial and construct at least n words in the hull, except in the case when k is even and µ is odd, where the hull is shown to be zero. Some similar conditions for the p-ary hull, where p is odd, are also established. We show in Proposition 5, Section 7, that for the line graph L(Γ) of a k-regular graph Γ, k ≥ 3, that has an -cycle for some ≥ 3, the binary hull of the incidence design of L(Γ) is non-trivial. This leads immediately to a characterisation: see Corollary 3.
The paper is arranged as follows: in Section 2 we give definitions and background; Section 3 has a statement of the main result about codes from incidence matrices of graphs, and some related results, including Proposition 1, mentioned above; Section 4 has our main result, Proposition 3, on the hulls of incidence matrices of strongly regular graphs, and applications to some classes; in Section 5 we mention some known results about hulls from previous work for graphs that are not strongly regular; in Section 6 we show that if the prime p is sufficiently large, the p-ary hull of an incidence matrix of a regular graph is zero; Section 7 has our main result, Proposition 5, about line graphs, and Section 8 has an application to permutation decoding .
Background and terminology
The notation for designs and codes is as in [1] . An incidence structure D = (P, B, J ), with point set P, block set B and incidence J is a t-(v, k, λ) design, if |P| = v, every block B ∈ B is incident with precisely k points, and every t distinct points are together incident with precisely λ blocks. The design is symmetric if it has the same number of points and blocks. The code C F (D) of the design D over the finite field F is the space spanned by the incidence vectors of the blocks over F . If Q is any subset of P, then we will denote the incidence vector of Q by v Q , and if Q = {P } where P ∈ P, then we will write v P instead of v {P } . Thus C F (D) = v B | B ∈ B , and is a subspace of F P , the full vector space of functions from P to F . For any w ∈ F P and P ∈ P, w(P ) denotes the value of w at P . If F = F p then the p-rank of the design, written rank p (D), is the dimension of its code C F (D); for F = F p we usually write C p (D) for C F (D).
All the codes here are linear codes, and the notation [n, k, d] q will be used to denote a q-ary code C of length n, dimension k, and minimum weight d, where the weight wt(v) of a vector v is the number of non-zero coordinate entries. The support Supp(v) of a vector v is the set of coordinate positions where the entry in v is non-zero. So |Supp(v)| = wt(v). The distance d(u, v) between two vectors u, v is the number of coordinate positions in which they differ, i.e., wt(u − v). A generator matrix for C is a k × n matrix made up of a basis for C, and the dual code C ⊥ is the orthogonal under the standard inner product (, ), i.e.
, where D is a design, then C ∩ C ⊥ is the hull of D at p, or simply the hull of D or C if p and D are clear from the context. A check matrix for C is a generator matrix for C ⊥ . The all-one vector will be denoted by , and is the vector with all entries equal to 1. If we need to specify the length m of the all-one vector, we write  m . We call two linear codes isomorphic if they can be obtained from one another by permuting the coordinate positions. An automorphism of a code C is an isomorphism from C to C. The automorphism group will be denoted by Aut(C). Any code is isomorphic to a code with generator matrix in so-called standard form, i.e. the form [I k | A]; a check matrix then is given by [−A T | I n−k ]. The set of the first k coordinates in the standard form is called an information set for the code, and the set of the last n − k coordinates is the corresponding check set.
The graphs, Γ = (V, E) with vertex set V and edge set E, are simple. If x, y ∈ V and x and y are adjacent, we write x ∼ y, and [x, y] or xy for the edge in E that they define.
We write x ∼ y if x = y and x is not adjacent to y. The set of neighbours of x ∈ V is denoted by N (x), and the valency or degree, deg(x), of x is |N (x)|. Γ is regular if all the vertices have the same valency. The order of Γ is |V |. A path of length r from vertex x to vertex y is a sequence x i , for 0 ≤ i ≤ r − 1, of distinct vertices with x = x 0 , y = x r−1 , and x i−1 ∼ x i for 1 ≤ i ≤ r − 1. It is closed of length r if x ∼ y, in which case we write it (x 0 , . . . , x r−1 ) and call it a cycle or r-cycle. The graph is connected if there is a path between any two vertices, and d(x, y) denotes the length of the shortest path from x to y. An adjacency matrix A is a |V | × |V | matrix with entries a ij such that a ij = 1 if vertices x i and x j are adjacent, and a ij = 0 otherwise. An incidence matrix is a |V | × |E| matrix G = [g i,j ] with g i,j = 1 if the vertex labelled by i is on the edge labelled by j, and g i,j = 0 otherwise. If Γ is regular with valency k, then the 1-(|E|, k, 2) design with incidence matrix B is called the incidence design of Γ. The neighbourhood design of Γ is the symmetric 1-(|V |, k, k) design formed by taking the points to be the vertices of the graph and the blocks to be the sets of neighbours of a vertex, for each vertex, i.e. an adjacency matrix for the graph as an incidence matrix for the design. The line graph of Γ is the graph L(Γ) with E as vertex set and where adjacency is defined so that e and f in E, as vertices, are adjacent in L(Γ) if e and f as edges of Γ share a vertex in Γ. A graph Γ, not complete or null, is strongly regular graph of type (n, k, λ, µ) if it is regular on n = |V | vertices, has valency k, and is such that any two adjacent vertices are together adjacent to λ vertices and any two non-adjacent vertices are together adjacent to µ vertices. The complement of the graph Γ is also strongly regular of type (n, n − k − 1, n − 2k + µ − 2, n − 2k + λ). The code of Γ over a finite field F is the row span of an adjacency matrix A over the field F , denoted by C F (Γ) or C F (A). The dimension of the code is the rank of the matrix over F , also written rank p (A) if F = F p , in which case we will speak of the p-rank of A or Γ, and write C p (Γ) or C p (A) for the code. It is also the code over F p of the neighbourhood design. Similarly, if G is an incidence matrix for Γ, C p (G) denotes the row span of G over F p and is the code of the design with blocks the rows of G, in the case that Γ is regular. If L is an adjacency matrix for L(Γ) where Γ is regular of valency k, then
where A is an adjacency matrix for Γ, and G an incidence matrix, with G T its transpose.
Permutation decoding was first developed by MacWilliams [34] and involves finding a set of automorphisms of a code called a PD-set. The method is described in MacWilliams and Sloane [35, Chapter 16, p . 513] and Huffman [20, Section 8] . In [21] and [33] the definition of PD-sets was extended to that of s-PD-sets for s-error-correction:
Definition 1 If C is a t-error-correcting code with information set I and check set C, then a PD-set for C is a set S of automorphisms of C which is such that every t-set of coordinate positions is moved by at least one member of S into the check positions C.
For s ≤ t an s-PD-set is a set S of automorphisms of C which is such that every s-set of coordinate positions is moved by at least one member of S into C.
The algorithm for permutation decoding is given in [20] and requires that the generator matrix is in standard form. Such sets might not exist at all, and the property of having a PD-set might not be invariant under isomorphism of codes, i.e. it depends on the choice of I. Furthermore, there is a bound on the minimum size that the set S may have, due to Gordon [16] , from a formula due to Schönheim [37] , and quoted and proved in [20] :
This result can be adapted to s-PD-sets for s ≤ t by replacing t by s in the formula.
Codes from incidence matrices of graphs
If Γ = (V, E) is a graph, x a vertex, N (x) its neighbours, then we write
i.e. the edges that correspond to non-zero entries in the row labelled by x of an incidence matrix for Γ. When Γ is k-regular, the x form the blocks of the incidence design G, a 1-(|E|, k, 2) design. We also write
Lemma 1 Let Γ be a graph, G an incidence matrix for Γ, L(Γ) the line graph of Γ, and L an adjacency matrix of L(Γ). Let π = (x 0 , ..., x l−1 ) be a cycle in Γ, and let
where subscripts are taken (mod l). Then wt(w(π)) = l and A1. w(π) ∈ C p (G) ⊥ if p = 2 or l is even; A2. w(π) ∈ C p (L) if p is odd and l is even.
Proof: Let x ∈ V (Γ). If x ∈ {x 0 , . . . , x l−1 }, then x contains none of the edges [x i , x i+1 ], i = 0, . . . , l − 1. Hence (w(π), v x ) = 0. If x = x i , then x contains two edges of the cycle,
, v x ) = (−1) l−1 + 1 which is 0 if, and only if, l is even. This establishes A1.
If l is even then 2w(π) =
If p is odd also then w(π) ∈ C p (L).
We will need the following two results, the first from [10] :
Result 2 Let Γ = (V, E) be a regular graph with valency k and G the 1-(|E|, k, 2) incidence design for Γ. Then Aut(Γ) = Aut(G).
The following is from [32, Result 2] and [23] :
and if Γ is connected and has a cycle of odd length ≥ 3, then dim(C p (G)) = |V | for odd p.
The following proposition gives the dimension of the p-ary hull of an incidence matrix of a connected k-regular graph Γ = (V, E) in terms of that of the row span over F p of the matrices A + kI, where A is an adjacency matrix for the graph, and I = I |V | .
Proposition 1 Let Γ = (V, E) be a connected k-regular graph, A a |V | × |V | adjacency matrix and G a |V | × |E| incidence matrix for Γ. For p any prime let H p = Hull(C p (G)). Then if I = I |V | ,
is the column vector with elements α x in the same ordering as the adjacency matrix A,
In [8, Section 6] the following was proved for binary codes:
Result 4 Let Γ be a connected k-regular graph on |V | = n vertices, and G an incidence matrix for Γ. If Γ satisfies one of the conditions given below, then C 2 (G) has minimum weight k, the words of weight k are precisely the rows of the incidence matrix, and there are no words of weight l such that k < l < 2k − 2:
3. each pair u, v of nonadjacent vertices of Γ satisfies
4. any two non-adjacent vertices of Γ have at least three neighbours in common (from 3. above); 5. Γ is bipartite and any two vertices in the same partite set have at least two neighbours in common;
6. Γ is strongly regular graph with parameters (n, k, λ, µ) with either λ = 0 and µ ≥ 2, or with λ ≥ 1 and µ ≥ 3 (from 3. above);
7. k ≥ (n + 1)/2 and if Γ is bipartite then k > n+2 4 is sufficient;
8. Γ has girth g, and diam(Γ) ≤ g − 2.
Note: 1. There are other classes of graphs that share this property, some of which are mentioned in [8] .
2. A similar result for p-ary codes for p odd has not yet been proved, although it is believed to hold. For this reason we will apply Proposition 1 mostly to binary hulls in this paper. However, there is a similar result in [8] for p odd and Γ connected k-regular bipartite:
Result 5 Let Γ = (V, E) be a connected bipartite k-regular graph on |V | = n vertices, and G an incidence matrix for Γ. Then for any prime p, C p (G) has minimum weight k, the words of weight k are precisely the non-zero scalar multiples of the rows of the incidence matrix, and there are no words of weight l such that k < l < 2k − 2, if at least one of the following conditions holds:
2. Γ is edge-transitive and has |V | ≥ 4;
3. each pair u, v of nonadjacent vertices satisfies |N (u) ∩ N (v)| ≥ 2;
4. Any two non-adjacent vertices have at least two neighbours in common;
5. Γ is strongly regular graph with parameters (n, k, λ, µ) with λ = 0 and µ ≥ 2.
Example 1 Let Γ = K n,n be the complete bipartite graph of degree n, n ≥ 2. Then from Result 5 and Proposition 1, the minimum weight of the non-zero hull of an incidence matrix G will be at least 2n − 2, and it is easy to see that dim(Hull(C p (G))) = 2n − 3 if p | n and Hull(C p (G)) = {0} otherwise.
If G is an incidence matrix for a graph Γ, the subcode of C p (G) that is spanned by the differences of all the pairs of rows is denoted by E p (G). These differences give words of weight 2k − 2 for rows corresponding to adjacent vertices (where Γ is k-regular), and are referred to in Result 4. Previous studies of some classes of graphs have shown that the scalar multiples of these differences are precisely the words of this weight. Thus the question of when such words are in Hull(C 2 (G)) is of importance since the answer can improve the lower bound on the minimum weight of Hull(C 2 (G)).
• if x ∼ y, then k ≡ 1 (mod p), N (x) − {y} = N (y) − {x}, and wt(w) = 2k − 2;
• if x ∼ y, then k ≡ 0 (mod p), N (x) = N (y), and wt(w) = 2k.
Proof: The proof is quite direct, examining the fact that (v z , w) = 0 modulo p for all z ∈ V .
For the complete graph K n we get an immediate answer, since E p (G) was studied in [28] where it was shown that the words of weight 2k − 2 are precisely the scalar multiples of the differences of two rows corresponding to adjacent vertices.
Proposition 2 Let Γ = (V, E) = K n , the complete graph on n vertices, where n ≥ 3. If G n denotes an incidence matrix for K n , E p (G n ) the subcode of C p (G n ) that is spanned over F p , for any prime p, by the differences of all the pairs of rows of G n , then
For n even, n + r − 2 ≡ r (mod 2), and so for any even r, w ∈ H, and
For p odd, Proposition 1 and [28, Proposition 5] give the result stated.
Proof: Let w = z∈V α z v z ∈ H = Hull(C 2 (G)), and w = 0. Then, as in the proof of Proposition 1, we have z∼x α z = 0 for all x ∈ V if k is even, and z∼x α z = α x for all x ∈ V if k is odd. Thus if t = (α x ) , At = 0 for k even, and At = t for k odd. Now using |N (x) ∩ N (y)| ≡ 1 (mod 2) gives A 2 = J + I for k even, and A 2 = J for k odd, so Jt = t in both cases and hence t is constant, and w = 0, contradicting our assumption.
Strongly regular graphs
Recall that if Γ is strongly regular of type (n, k, λ, µ) then the complement Γ c is strongly regular of type (n, n − k − 1, n − 2k + µ − 2, n − 2k + λ). The parameters for Γ are linked by the equation
See [6, Chapter 2], for example, for proof of these properties. Furthermore, we exclude the complete and the null graphs. Note that this equation shows that not both k and λ can be odd, since if k is odd then n must be even (since |E| = 1 2 kn), so the left-hand side of Equation (5) is even, while the right-hand side is odd if λ is odd.
We will need some further standard results about adjacency matrices of strongly regular graphs; these can be found in [6, Chapter 2] . Thus for A an adjacency matrix for Γ = (V, E), strongly regular of type (n, k, λ, µ),
where J is the n × n matrix with all entries 1, and I = I n is the identity n × n matrix. Our main result for the hull of an incidence matrix of a strongly regular graph, in particular for the binary hull, is given in the following proposition. Note that the dimension of the p-ary hull is given in terms of the p-rank of the matrices A + kI, where A is an adjacency matrix, in Proposition 1.
Proposition 3 Let Γ = (V, E) be a strongly regular graph with parameters (n, k, λ, µ) with k ≥ 2, and let G be an n × 1 2 kn incidence matrix and A an adjacency matrix for Γ. Let p be a prime and let C = C p (G) and H p = Hull(C). For each x, y ∈ V with x = y define
Then (i) if p | k and p µ then H p = {0} if p = 2, j |E| for p odd. If p | µ, p k, and p λ then p is odd and H p = {0}. If p | k and p µ, the coefficient of t on the lefthand side is non-zero and the righthand side is a constant vector. Hence, t is a multiple of j. But this is impossible if p = 2 since w = 0 and z∈V v z = 0. So, H 2 = 0 in this case. If p is odd then H p = j |E| since j |E| ∈ H p from Proposition 1.
If p | µ, p k, and p λ, then from Equation (5), p | (k − λ − 1), so p = 2. Then
and thus t = 0 and H p = {0}.
(ii) and (iii): By definition, u(x), v ξ (x), w(x, y) ∈ C. We now establish that, under certain conditions, they are in C ⊥ also. Statements A1-A3 result from easy calculations: (v): In the sum u(x) = z∼x v z , the base vector v [a,b] will occur once if exactly one of a and b is adjacent to x and will occur twice if both are adjacent to x. For every a ∼ x there are exactly λ choices for b with b ∼ x. Hence there are 1 2 kλ base vectors occurring twice and k(k − λ) base vectors occurring once. If p = 2 then the base vectors occurring twice cancel, leaving a total weight of k(k − λ). If p is odd then the total base vectors occurring is
Note that the base vectors of the form v [a,x] occur in u(x) with coefficient 1.
(vi): From the last sentence of (v), we see that the contribution of ξv x to v ξ (x) will cancel completely with the corresponding terms in u(x) or no cancellation will take place. The former happens if, and only if, ξ = −1. This establishes (vi). Note: The statement (viii) in the proposition that bounds the minimum weight of H 2 by 2k − 2 excludes parameter sets that are not included in Result 4. Thus for λ = 0 and µ = 1, or for λ ≥ 1 and µ = 1 or 2 (µ = 0 gives λ = k − 1, and so is the complete graph which is covered by Proposition 2) the minimum weight of the non-zero hull would still need to be checked. Some cases are listed below in the applications. In fact the gap in the weight enumerator of the code from the incidence matrix does appear in all cases tested, and also for the p odd case. Table 1 shows the parity sets of the parameters k, λ, µ for which we can say that the binary hull of the incidence matrix of a strongly regular graph is non-trivial, by the proposition. In the table the numbers denote the mod 2 values of the parameters, and H = H 2 denotes the binary hull. The first six columns are covered by the proposition; the parameters of the last two columns are not possible: see our comment at the beginning of this section.
We can use results from [4, 17] concerning the dimension of the codes from adjacency matrices of strongly regular graphs.
Applications
In each of the examples given below, H = H 2 denotes the binary hull of an incidence design of the relevant strongly regular graph Γ of type (n, k, λ, µ). We consider also H p , for p odd, in some cases. When p = 2, we write v 1 (x) = v(x), since v 0 (x) = u(x). The length of the code is 1 2 nk is each case. 1. The Paley graphs P (q) are self-complementary of type (q, q−1 2 , q−1 4 − 1, q−1 4 ), where q ≡ 1 (mod 4). Thus k is always even, but λ ≡ 1 (mod 2) only if q ≡ 1 (mod 8). In this case k + λ is odd, and then that µ is even follows immediately since µ = λ + 1. So v(x) ∈ H and u(x) ∈ H for q ≡ 1 (mod 8). Here wt(v(x)) = (q−1) 2
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, and there are q such words. For q ≡ 1 (mod 8), k is even and µ is odd, so H = {0}. Further, by Proposition 1, dim(H) = q−1 2 when q ≡ 1 (mod 8), since the codes C 2 (A), for A an adjacency matrix, are quadratic residue and have even dimension q−1 2 , so that dim(C 2 (A) ⊥ )−1 = dim(H) = q−1 2 .
• q = 9: here P (9) is of type (9, 4, 1, 2), and wt(v(x)) = 8, the minimum weight as found by Magma [3, 7] : see also [14] . So H is a [18, 4, 8] 2 code. • q = 17: here P (17) is of type (17, 8, 3, 4) , and wt(v(x)) = 32, and the minimum weight as found by Magma [3, 7] : see also [14] . • q = 25: here P (25) is of type (25, 12, 5, 6) , and wt(v(x)) = 72, but the minimum weight is 40 according to [14] , so H is a [150, 12, 40] 2 code. We have constructed the 15 words of weight 40. If ω is a primitive element for the field F 25 with minimal polynomial X 2 + 4X + 2, then π = (1, ω 3 , ω 4 , ω 17 , ω 19 ) is a 5-cycle and the subgraph of P (25) induced on it is the complete graph K 5 . There are 15 of these, according to Magma, and the word of weight 40 is given by w = x∈π v x . • q = 41: here P (41) is of type (41, 20, 9, 10) , and wt(v(x)) = 200. The minimum weight is 140 according to [14] , so H is a [410, 20, 140] 2 code. If π denotes the 10-cycle (2, 4, 6, 7, 15, 40, 38, 36, 35, 27) , then w = x∈π v x is in H and has weight 140. • q = 49: here P (49) is of type (49, 24, 11, 12) , and wt(v(x)) = 288 but the minimum weight is 2. The triangular graphs T (n) = L(K n ), with n ≥ 5, are strongly regular of type ( n 2 , 2(n− 2), n − 2, 4). The complement T (n) c is of type ( n 2 , n−2 2 , n−4 2 , n−3 2 ). For T (n) the proposition implies that v(x) ∈ H for n ≡ 1 (mod 2), and u(x) ∈ H for n ≡ 0 (mod 2). Here wt(v(x)) = 2(n − 2)(n − 3), and wt(u(x) = 2(n − 2) 2 . Note however, since T (n) is the line graph of K n which satisfies the conditions of Lemma 2 of [14] , the binary hull is non-trivial for all n, and has words of weight 6(n − 3). In all cases examined, this does seem to be the minimum weight of the hull. The binary codes from the adjacency matrix are studied in [17, 26] and show, using Proposition 1 that the dimension of the hull is 1 2 n(n − 3) for n odd and n−1 2 for n even. For the complement T (n) c , the parity of the parameters varies modulo 4; the proposition shows that the hull is non-zero except when n ≡ 2 (mod 4), when we have parity set (0, 1, 1) and so H = {0}. Note that this implies that these graphs are not line graphs since the hull is never zero for line graphs, by Corollary 3. The binary codes from the adjacency matrices were examined in [13] , and this implies that for n ≡ 1 (mod 4), dim(H) = n − 2.
3. The lattice graphs, L 2 (n) = L(K n,n ), are strongly regular of type (n 2 , 2(n − 1), n − 2, 2).
For n odd v(x) ∈ H, and for n even u(x) ∈ H. The binary codes from the adjacency matrices were studied in [17, 31] . Using this and Proposition 1 we find that dim(H) = (n − 1) 2 for all n ≥ 2. The complement is of type (n 2 , (n − 1) 2 , (n − 2) 2 , (n − 1)(n − 2)), so v(x) ∈ H for all n.
Notice that L 2 (n) is the line graph of K n,n , which has cycles of length 4, so we can use Proposition 5 to show that the hull is not zero. 5. The symplectic graph, Γ 2m (q), for m ≥ 2 and q any prime power, is of type
The
and the complement Γ c 2m (q) has type
i.e. λ = µ so the neighbourhood design is a 2-design. For Γ c 2m (q), for q odd, k + λ is odd and µ is even, so v(x) ∈ H; for q even, k, λ, µ are even, so u(x) ∈ H; here words in the hull were also constructed in [23] . If q = p e then p | k, λ, µ, so the proposition also implies that u(x) ∈ H p . For Γ 2m (q), if q is odd, k, λ, µ are even, so u(x) ∈ H. The 2-rank of an adjacency matrix for Γ 2m (q) is given in [24] , and with Proposition 1 this gives for the dimension of H 1 2 ( q 2m −1 q−1 + q m − 3) for m even, and 1 2 ( q 2m −1 q−1 + q m − 1) for m odd. For q even, k is even, λ, µ are odd, so H = {0} in this case. 6 . For parameter sets not included in Result 4 for which the lower bound of 2k − 2 for the minimum weight of the hull cannot be assumed, we have the Petersen graph, strongly regular of type (10, 3, 0, 1), for which w(x, y) ∈ H. In [9] , it was shown that H is a [15, 4, 8] 2 code, with weight distribution (< 0, 1 >, < 8, 15 >). By computation, the Hoffman-Singleton graph of type (50, 7, 0, 1) has H a [175, 8, 64] 2 code. Some other graphs with parameters in the excluded set are listed in [5] . We have not tested all of these; P (9) we discussed above. The Shrikhande graph has type (16, 6, 2, 2) with H a [48, 9, 16] 2 code, and the code from the incidence matrix has the gap between 6 and 10, with the words of weight 10 the differences of the intersecting rows.
Binary hulls for some classes of graphs
There are some specific classes of graphs, other than the strongly regular graphs discussed in the previous section, for which the binary hull of the incidence design has already been examined. These classes are among those that had been proved to satisfy the findings of Result 4 for codes over all prime fields. We describe some of these here. We first state a general result on the relationship of the binary hull of the incidence design of a graph Γ with the binary hull of the adjacency matrix of the line graph L(Γ), from [9] :
Result 6 Let Γ be a graph, G an incidence matrix for Γ, C = C 2 (G), H = Hull(C), L an adjacency matrix for L(Γ), C L = C 2 (L), and H L = Hull(C L ). Then either H = H L , or H L < H of codimension 1, or H < H L of codimension 1.
Note that since the graphs discussed below all satisfy one of the conditions of Result 4 (except possibly for very small parameters), the minimum weight of the binary hull in each case is at least 2k − 2 where k is the valency.
Odd graphs O k and K m × O k
The odd graphs O k for k ≥ 2 are the uniform subset graphs Γ(2k + 1, k, 0) whose vertices are the subsets of size k of a set of size 2k + 1, with two vertices being adjacent if the two k-subsets intersect in the empty set. Then O k has valency k + 1, i.e. it is (k + 1)-regular. The binary codes from adjacency matrices of O k were examined in [13] ; see also [36] . Further, let
Clearly if the 2-rank of an adjacency matrix for O k is ρ, then, for m ≥ 2, the 2-rank of O m k is mρ for m even, and (m−1)ρ for m odd. In fact rank 2 (O k ) = 2k k : see [13] . Also, if A is an adjacency matrix for O k then rank 2 (A + I) = 2k k−1 + 2k−1 k−1 − 2 k−1 : see comments in [9] . Let G m k denotes an incidence matrix for O m k . Then from [9, 13] , by finding words in the hull, or using Proposition 1 when the valency is even: Since O m k has an automorphism group that is transitive on edges, Result 4 applies and thus the binary hull has minimum weight at least 2ν − 2, where ν is the valency, and ν = k + 1 for m = 1, and ν = (m − 1)(k + 1) for m ≥ 2.
Hamming graph H(n, 2)
The Hamming graph H k (n, m), for n, m, k integers, m ≥ 2, k < n, has for vertices the m n n-tuples of R n , where R is a set of size m, and adjacency is defined by two n-tuples being adjacent if they differ in k coordinate position. The valency is (m − 1) k n k . Codes from incidence matrices of these graphs were examined in [32] . For k = 1, the n-cube, also denoted by Q n , is H(n, 2) with R = F 2 , with valency n. The binary code from an adjacency matrix A for Q n was studied in [30] , and from the reflexive n-cube (with incidence matrix A + I) in [11] , with a view to permutation decoding. Let G n denote an incidence matrix for H(n, 2). Then, from Proposition 1 and [30, 11] :
Result 8 For n ≥ 3, dim(Hull(C 2 (G n ))) = 2 n−1 − 1.
The minimum weight is at least 2n − 2.
Graphs on 3-sets
Let Ω be a set of size n, where n ≥ 3. The set Ω {3} of subsets of Ω of size 3 is the vertex set of the three graphs A i (n), for i = 0, 1, 2, with adjacency defined by two vertices (as 3-sets) being adjacent if the 3-sets meet in i elements, for i = 0, 1, 2, respectively. Let v i denote the valency of A i (n) for i = 0, 1, 2, respectively, so v 0 = n−3 3 , v 1 = 3 n−3 2 , v 2 = 3(n − 3). If G i (n) denotes a n 3 × 1 2 v i n 3 incidence matrix for A i (n) and C p (G i (n)) the linear code from the row span of G i (n) over the field F p , where p is a prime. These codes were studied in [12] . The codes C 2 (A i (n)) were studied in [25] . Thus when the valency of A i (n) is even, we can use Proposition 1 and the results in [25] to get, using the notation just described:
Result 9 Let H i (n) = Hull(C 2 (G i (n)) for i = 0, 1, 2 and n ≥ 7. Then 1. n ≡ 0 (mod 4): dim(H 0 (n)) = dim(H 1 (n)) = n − 1;
The minimum weight of the non-zero binary hull is at least 2v i − 2 in all cases. The remaining hulls are from codes with odd valency, and require examination of the row span of A + I, which was not done in [25] . Computations with Magma for 7 ≤ n ≤ 13 gave the results shown in Table 2 , where C i = C 2 (G i (n)) and H i = Hull(C i ).
n dim(C i ) dim(H 0 ) dim(H 1 ) dim(H 2 )  7  34  14  0  14  8  55  7  7  40  9  83  35  74  27  10  119  83  109  91  11  164  44  0  44  12  219  11  11  174  13  285  77  272  65  14  363  285  349  297   Table 2 : Binary hulls for G i (n)
The ternary codes from the A i were studied in [27] . Proposition 1 will give the dimension of the ternary hull of an incidence matrix for A i (n) when 3 | v i . Since 3 | v 1 , v 2 for all n, and 3 | v 0 for n ≡ i (mod 9) for i = 3, 4, 5, we can use these results to obtain the dimension of the ternary hull in these cases, since A + kI = A for 3 | k.
Hulls over F p where p is large
We will show here that the p-ary hulls for the graphs studied here will be zero for sufficiently large p. We establish the following proposition:
Proposition 4 Let Γ be a connected k-regular graph, and G an incidence matrix for Γ. For any prime p, let C p = C p (G) and H p = Hull p (C p ). Then there is a positive integer N such that H p = {0} for p > N .
We first recall a basic result on the eigenvalues of an adjacency matrix of a regular graph.
Result 10 ([2, Proposition 3.1]) Let Γ be a k-regular graph and A be an adjacency matrix of Γ. Then (i) k is an eigenvalue of A.
(ii) If Γ is connected then k has multiplicity 1 as an eigenvalue of A.
(iii) If δ is any eigenvalue of A then |δ| ≤ k.
Using the technique of proof in part (ii), it is easy to establish the following result.
Result 11 Let Γ be a connected k-regular graph, let A be an adjacency matrix of Γ. Then −k is an eigenvalue of A if, and only if, Γ is bipartite. In this case, −k has multiplicity 1 as an eigenvalue of A.
Corollary 2 Let Γ be a k-regular graph with n vertices and let A be an adjacency matrix of Γ. Then, over Q, A + kI is non-singular if Γ is not bipartite and has rank n − 1 if Γ is bipartite.
We can now prove the proposition. Proof: Let A be an adjacency matrix for Γ and, for any prime p, let B p be the code spanned over F p by the rows of A + kI. Also, let n = |V (Γ)|. We consider non-bipartite graphs and bipartite graphs separately.
Suppose that Γ is not a bipartite graph. By Result 11, A + kI is non-singular. Hence, det(A + kI) = 0. As det(A + kI) is an integer, we may let N be its largest prime factor or 2 if it has no prime factor. Then det(A + kI) ≡ 0 (mod p) if p > N . Hence, dim(B p ) = n if p > N and so dim(B ⊥ p ) = 0 if p > N . By Proposition 1 (2), dim(H p ) = 0. Now suppose that Γ is a bipartite graph. By Result 11, 0 is an eigenvalue of A + kI with multiplicity 1. Since A + kI is a real symmetric matrix, its rank is n − 1. Hence, for any prime p, dim(B p ) ≤ n − 1. Also, A + kI has a non-singular (n − 1) × (n − 1) submatrix D. Since det D is a non-zero integer, we may let N be its largest prime factor or 2 if it has no prime factor. If p > N , there is a set of n − 1 rows of A + kI which are independent over 
Line graphs
Recall that for a graph Γ = (V, E), if x ∈ V , then the degree of x is the valency of x and denoted by deg(x). If Γ is k-regular, then its line graph L(Γ) is 2(k − 1)-regular. If G is an incidence matrix for Γ, and L an adjacency matrix for the line graph L(Γ) then G T G = L + 2I |E| = L over F 2 . Thus C 2 (L) ⊆ C 2 (G), and if Γ is connected, C 2 (L) is the code E 2 (G) spanned by differences of the rows of G, and hence is either C 2 (G) or of codimension 1 in it. Since dim(C 2 (L)) is even (see for example [15, Proposition 2.1]), it follows from Result 3 that dim(C 2 (L)) = n − 1 if n is odd, and dim(C 2 (L)) = n − 2 if n is even. See a more detailed statement of this in [8, Corollary 6] . Note that the codes C p (L) for p odd are not very interesting if Γ has a cycle of small even length l, since then the minimum weight of C p (L) is at most l, by Lemma 1.
Proposition 5 Let Γ = (V, E) be a graph, π = (x 0 , . . . , x l−1 ) an l-cycle in Γ with l ≥ 3 and write ρ i = deg(x i ) for i = 0, . . . , l − 1. Let L(Γ) be the line graph of Γ, M an incidence matrix of L(Γ), p a prime and H p = Hull(C p (M )). Define
with subscripts taken modulo l. Then (i) wt(w(π)) = 2 l i=0 ρ i − 4l; (ii) w(π) ∈ H p if and only if ρ i + ρ i+1 ≡ 4 (mod p) for i = 0, . . . , l − 1.
Suppose that ρ i ≥ 3 for some i with 0 ≤ i < l. Then H p = {0} if • l is odd and there is a positive integer ρ such that ρ ≡ 2 (mod p) and ρ i ≡ ρ (mod p) for i ≥ 0, or
• l is even and either p = 2 and all ρ i have the same parity, or p is odd and there are two positive integers ρ and ρ such that ρ + ρ ≡ 4 (mod p), ρ 2i ≡ ρ (mod p) and ρ 2i+1 ≡ ρ (mod p) for i ≥ 0.
Moreover, if Γ is connected and k-regular, with k ≥ 3, and n = |V | then dim(H 2 ) = 1 2 n(k−2)+δ where δ = 0 if n is odd, or 1 if n is even. 
] is any edge of Γ which is not an edge of π. Hence, w(π) ∈ H p if, and only if, ρ i +ρ i+1 ≡ 4 (mod p) for i = 0, . . . , l−1. This condition is equivalent to ρ 0 + ρ 1 ≡ 4 (mod p), ρ 2i ≡ ρ 0 (mod p) and ρ 2i+1 ≡ ρ 1 (mod p) for i ≥ 0 when l is even and 2ρ 0 ≡ 4 (mod p) and ρ i ≡ ρ 0 (mod p) for i ≥ 0 when l is odd. Now suppose that ρ i ≥ 3 for some i with 0 ≤ i < l. Then wt(w(π)) > 0, so w(π) = 0. Hence, from the last remarks of the preceding paragraph, w(π) ∈ H p if either l is odd, p is any prime, and there is a positive integer ρ such that ρ ≡ 2 (mod p) and ρ i ≡ ρ (mod p) for i ≥ 0, or l is even and p = 2 and all ρ i have the same parity, or p is odd and there are two positive integers ρ and ρ such that ρ + ρ ≡ 4 (mod p), ρ 2i ≡ ρ (mod p) and ρ 2i+1 ≡ ρ (mod p) for i ≥ 0.
Let L be an adjacency matrix of L(Γ). If Γ is also connected, then dim(C 2 (L)) = n − where = 1 if n is odd, and = 2 if n is even. Since L(Γ) has even degree, we can use Proposition 1 to get dim(H) = 1 2 nk − dim(C 2 (L)) − 1 = 1 2 nk − (n − ) − 1 = 1 2 nk − n + − 1, giving the stated result.
Corollary 3 Let p be a prime and let Γ be a connected k-regular graph, where k ≥ 3. Let G be an incidence matrix for Γ and let H p = Hull(C p (G)). If H p = {0} and Γ is the line graph of a graph Γ * then one of the following holds:
• Γ * is regular, p is odd and k ≡ 2 (mod p);
• Γ * = K 1,k and Γ = K k+1 with k even if p = 2 or k ≡ 0, 1 (mod p) if p is odd;
In particular, Γ is not the line graph of a regular graph if H 2 = {0}.
Proof: Suppose that Γ = L(Γ * ) for some graph Γ * and that H p = {0}. Since isolated vertices of Γ * contribute nothing to L(Γ * ), we may suppose that Γ * has no isolated vertices. As non-trivial connected components of Γ * correspond to non-trivial components of Γ, Γ * is also connected.
Permutation decoding
In [22, Lemma 7] the following was proved:
Result 12 Let C be a linear code with minimum weight d, I an information set, C the corresponding check set and P = I ∪ C. Let A be an automorphism group of C, and n the maximum value of |O ∩ I|/|O|, over the A-orbits O. If s = min( 1 n − 1, d−1 2 ), then A is an s-PD-set for C.
This result holds for any information set. If the group A is transitive then |O| is the degree of the group and |O∩I| is the dimension of the code. This is applicable to codes from incidence matrices of connected regular graphs with automorphism groups transitive on edges, leading to the following result from [12] :
Result 13 Let Γ = (V, E) be a regular graph of valency k with automorphism group A transitive on edges. Let G be an incidence matrix for Γ. If, for p a prime, C = C p (G) is a [|E|, |V | − ε, k] p code, where ε ∈ {0, 1, . . . , |V | − 1}, then any subgroup of A that is transitive on edges will serve as a PD-set for full error correction for C. In particular, A itself will be a PD-set.
The implication of this for non-zero binary hulls of incidence designs of k-regular graphs with automorphism group transitive on edges and which satisfy one of the conditions given in Result 4 gives the following corollary: What follows from this is that, given the above conditions on Γ, the non-zero binary hull will correct more errors than the code from the incidence matrix when using a group transitive on edges as an s-PD-set, and permutation decoding. In fact it is very likely true that the words of weight 2k − 2 are the differences of incidence vectors of the rows of the incidence matrix corresponding to adjacent vertices, and thus that the minimum weight is at least 2k, and much more than this in cases that are known. Table 3 gives the value of the s in the corollary for the first few Paley graphs P (q) when the binary hull of an incidence matrix is not zero. In the ) denote the dimension, minimum weight, the full error-correction capability of the code, and value of s for the hull, and d G = q − 1, w G = q−1 2 , t G = q−3
4
, and s G = min( |E| d G − 1, w G −1 2 ) = min( q 4 − 1, q−3 4 ) = q−5 4 , similarly for G. In all cases the minimum weight of the binary hull, found using Magma, is bigger than 2k −2, where k denotes the valency q−1 2 . The last two columns show 2k − 2 = q − 3 and the length |E| = 1 4 q(q − 1) of the code. Since d H = q−1 2 , |E| d H − 1 = q−1 2 = k, which is the value for s H for q ≥ 17. From this it can be seen that the same set of automorphisms will correct more errors when using the binary hull than when using the code from the incidence matrix, although less data can be transmitted due to the lower dimension of the hull. 9  4  8  3  3  8  4  1  1  6  18  17  8  32 15  8  16  8  3  3  14  68  25 12 40 19 12 24 12  5  5  22  150  41 20 140 69 20 40 20  9  9  38  410  49 24 160 79 24 48 24 11 11  46  588   Table 3 : s-PD sets for the binary hull of an incidence matrix for P (q)
