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Purpose:  The  purpose  of  this  study  was  to  develop  predictive  models  to  classify  osteoporosis,
osteopenia  and  normal  patients  using  radiomics  and  machine  learning  approaches.
Materials  and  methods:  A  total  of  147  patients  were  included  in  this  retrospective  single-centerMachine  learning; study. There  were  12  men  and  135  women  with  a  mean  age  of  56.88  ±  10.6  (SD)  years  (range:
Osteoporosis;
Classification
28—87 years).  For  each  patient,  seven  regions  including  four  lumbar  and  three  femoral  includ-
ing trochanteric,  intertrochanteric  and  neck  were  segmented  on  bone  mineral  densitometry
images and  54  texture  features  were  extracted  from  the  regions.  The  performance  of  four
feature selection  methods,  including  classifier  attribute  evaluation  (CLAE),  one  rule  attribute
Abbreviations: AUC, Area under the curve; BMD, Bone mineral densitometry; CLAE, Classifier attribute evaluation; GRAE, Gain ratio
attribute evaluation; KN, K-nearest neighbor; LB, Logit-boost; ML, Machine learning; ORAE, One rule attribute evaluation; PRCA, Principal
component analysis; RC, Random committee; RF, Random forest; ROC, Receiver operator characteristics.
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evaluation  (ORAE),  gain  ratio  attribute  evaluation  (GRAE)  and  principal  components  analysis
(PRCA) along  with  four  classification  methods,  including  random  forest  (RF),  random  committee
(RC), K-nearest  neighbor  (KN)  and  logit-boost  (LB)  were  evaluated.  Four  classification  cate-
gories, including  osteopenia  vs.  normal,  osteoporosis  vs.  normal,  osteopenia  vs.  osteoporosis
and osteoporosis  +  osteopenia  vs.  osteoporosis  were  examined  for  the  defined  seven  regions.  The
classification  model  performances  were  evaluated  using  the  area  under  the  receiver  operator
characteristic  curve  (AUC).
Results:  The  AUC  values  ranged  from  0.50  to  0.78.  The  combination  of  methods  RF  +  CLAE,
RF +  ORAE  and  RC  +  ORAE  yielded  highest  performance  (AUC  =  0.78)  in  discriminating  between
osteoporosis  and  normal  state  in  the  trochanteric  region.  The  combinations  of  RF  +  PRCA  and
LB +  PRCA  had  the  highest  performance  (AUC  =  0.76)  in  discriminating  between  osteoporosis  and
normal state  in  the  neck  region.
Conclusion:  The  machine  learning  radiomic  approach  can  be  considered  as  a  new  method  for
bone mineral  deficiency  disease  classification  using  bone  mineral  densitometry  image  features.


































































one  mineral  loss,  in  terms  of  osteoporosis  and  osteope-
ia  especially  in  the  vertebral  and  hip  regions  is  associated
ith  several  disorders,  mortality  and  morbidity  [1,2].  Bone
ineral  density  (BMD),  measured  by  dual  energy  x-ray
bsorptiometry  (DEXA),  is  considered  as  the  gold  standard
nd  is  a  well-established  approach  for  osteoporosis  diagno-
is  and  prognosis  [3].  BMD  images  are  usually  obtained  in
he  femur  and  in  the  lumbar  spine  from  anterior-posterior
rojections  and  the  resulting  images  are  converted  into  sev-
ral  parameters,  including  ‘T-scores’  and  ‘Z-scores’  by  the
MD  system  software.  These  metrics  constitute  the  basis  for
nterpretation  of  the  BMD  results  [4].
As  a  new  advanced  image  processing  approach,
adiomics,  has  been  studied  for  biomarker  discovery  through
xtraction  of  high  throughput  features  from  medical  images
5,6].  In  the  radiomics  approach,  imaging  features  are
xtracted  from  the  segmented  regions  and  after  selection
re  considered  for  model  development.  Recently,  a  compre-
ensive  data  compilation  reporting  a  wealth  of  information
n  the  use  of  radiomic  features  for  cancer  detection,  diag-
osis;  prognosis  and  treatment  response  prediction  has  been
eported  [7—9].
Radiomics  is  commonly  used  in  the  context  of  clinical
ncology,  yet  the  number  of  studies  using  this  approach
ocusing  on  bone  diseases  is  limited.  However,  a  consid-
rable  body  of  literature  has  been  published  on  the  use
f  textural  features  extracted  from  radiography  (digital  or
onventional),  computed  tomography  (CT)  and  magnetic
esonance  imaging  (MRI)  for  osteoporosis  detection,  diagno-
is,  assessment  and  automatic  bone  disorder  classification
10—16].  Yet,  reports  on  the  use  of  BMD  radiomics  for  bone
isease  diagnosis  and  prognosis  is  still  lacking.Thanks  to  the  availability  of  big  datasets  and  computa-
ional  power,  a  number  of  artificial  intelligent  (AI)-based
olutions  have  been  developed  during  the  last  decade  and
uccessfully  implemented  for  medical  imaging  applications
•
a
17,18].  Machine  learning  (ML)  is  a  subset  of  AI,  providing  a
romising  tool  for  the  development  of  diagnostic,  prognostic
nd  predictive  modelling  tools  from  multimodality  medical
mage  data  [19,20]. The  combination  of  image-derived  fea-
ures  and  ML  algorithms  are  used  to  build  more  accurate
odels  in  the  era  of  precision  medicine  [21].  It  is  hypothe-
ized  that  conventional  diagnostic  methods  of  many  diseases
ould  be  replaced  by  ML  radiomics  in  the  future.  A  number
f  studies  have  indicated  that  ML  tools  are  promising  for  pre-
icting  fragility  fracture  risk  in  people  at  risk  of  osteoporosis
22—24].
The  purpose  of  this  study  was  to  develop  predictive
odels  to  classify  osteoporosis,  osteopenia  and  nor-
al  patients  using  radiomics  and  machine  learning  (ML)
pproaches.
aterial and methods
uman subjects, BMD imaging and reporting
ll  procedures  performed  in  this  study  using  human  partici-
ants  were  in  accordance  with  the  ethical  standards  of  the
nstitution  and  the  1964  Helsinki  declaration  and  its  later
mendments.  Due  to  the  retrospective  nature  of  the  study,
he  need  for  informed  consent  was  waived.  In  this  single-
enter  analysis,  data  of  patients  referred  for  bone  mineral
ensitometry  from  January  2018  to  April  2019  were  initially
nalyzed  for  further  inclusion.  The  inclusion  criteria  were
he  availability  of  a  high  quality  BMD  and  its  report.  The
xclusion  criteria  were:
history  of  hematological  disorder;
history  of  metabolic  disorders;
documented  diabetes;
bone  metastases;
poor quality  of  BMD.
The  study  population  included  147  patients  with  a  mean
ge  of  56.88  ±  10.60  (standard  deviation  [SD])  years  (range:



















Figure 1. Flowchart shows patient selection process. BMD indica
28—87  years).  There  were  12  men  with  a  mean  age  of
67.9  ±  10.3  (SD)  years  (range:  55—80  years)  and  135  women
with  a  mean  age  of  55.9  ±  7.43  (SD)  years  (range:  28—67
years).  Fig.  1  portrays  the  patient  selection  flowchart.  Fig.  2
illustrates  the  different  steps  of  the  methodology  followed
in  this  work.
The  BMD  images  and  reports  of  the  included  patients
were  analyzed  and  archived  for  further  assessment.  All
BMD  examinations  were  performed  on  Lexxos  DEXA  system
(DMS,  Digital  2D  Densitometer)  with  4.7  mm  Al  filter,  75  kVp
and  7  mAs.  Prior  to  the  examinations,  the  standard  qual-
ity  assurance  procedures,  including  consistency,  calibration
and  electronic  as  well  as  mechanical  checks  were  regularly
carried  out.
Based  on  the  T-score  obtained  from  the  BMD  analysis
report,  the  patients  were  divided  into  three  groups,  includ-
ing:  1)  Osteoporosis,  2)  Osteopenia  and  3)  Normal.  Our
grouping  was  based  on  the  WHO  criteria,  which  defined
osteoporosis  as  T-score  <  −2.5,  osteopenia  as  −2.5  <  T-
score  <  −1  and  normal  as  T-score  >  −1. dne mineral density.
eature extraction
or  all  patients,  BMD  images  were  exported  from  the  system
n  DICOM  format  and  were  inputted  to  the  texture  analysis
oftware  for  feature  extraction.  To  extract  texture  fea-
ures,  seven  related  regions  of  interest  (ROIs)  including  four
umbar  (L1—L4),  and  three  femoral  including  trochanteric,
ntertrochanteric  and  neck  were  segmented  on  the  BMD
mage  for  each  patient  (Fig.  3).  All  ROIs  were  drawn  man-
ally  by  a  ten  years  experienced  radiologist  (A.  A),  with
xpertise  in  bone  disease  analysis  and  BMD  reporting.  The
ize  of  each  ROI  was  different  depending  on  the  region  where
he  ROI  was  drawn,  with  a  mean  size  of  2  ±  0.77  (SD)  cm
range:  1—3  cm).  The  size  of  one  pixel  was  1  mm2.
A  total  of  54  texture  features  were  extracted  from  each
OI.  These  were  12  gray  level  co-occurrence  matrix  (GLCM)
eatures,  20  gray  level  run  length  matrix  (GLRLM)  features,  8
ntensity  histogram  features,  5  auto-regressive  model  (ARM)
eatures,  5  gradient  features  and  4  wavelet  features.  More
etails  on  the  features  are  shown  in  Table  1.
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Figure 2. Diagram shows structured methodology adopted in this study protocol.
F
i
igure 3. Regions of interest (ROIs) in a. Lumbar regions (L1, L2, 
ntertrochanteric (IT) and neck (NK) regions.L3 and L4) and b. Femoral regions, including trochanteric (TR),
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Table  1  Radiomics  texture  features.
Feature  set  Texture  features,  definition  and  abbreviations
Intensity  histogram  Mean  (histogram’s  mean)
Variance  (histogram’s  variance)
Skewness  (histogram’s  skewness)
Kurtosis  (histogram’s  kurtosis)
Perc.01%  (1%  percentile)
Perc.10%  (10%  percentile)
Perc.50%  (50%  percentile)
Perc.90%  (90%  percentile)
Perc.99%  (99%  percentile)
Gradient  GrMean  (absolute  gradient  mean)
GrVariance  (absolute  gradient  variance)
GrSkewness  (absolute  gradient  skewness)
GrKurtosis  (absolute  gradient  kurtosis)
GrNonZeros  (percentage  of  pixels  with  nonzero  gradient)
Gray  level  run-length  matrix
(GLRLM)
RLNonUni  (run  length  non-uniformity)
GLevNonU  (grey  level  non-uniformity)
LngREmph  (long  run  emphasis)
ShrtREmp  (short  run  emphasis)
Fraction  (fraction  of  image  in  runs)
Gray  level  co-occurrence
matrix  (GLCM)
AngScMom  (angular  second  moment)
Contrast  (contrast)
Correlat  (correlation)
SumOfSqs  (sum  of  squares)
InvDfMom  (inverse  difference  moment)
SumAverg  (sum  average)
SumVarnc  (sum  variance)
SumEntrp  (sum  entropy);  Entropy  (entropy)
DifVarnc  (difference  variance)
DifEntrp  (difference  entropy)
Features  are  computed  for  5-pixel  distance  (1,  2,  3,  4,  5)  and  for  4  various
directions  (horizontal,  45  degrees,  vertical,  135  degrees)
Autoregressive  model  Teta1  (parameter  1)
Teta2  (parameter  2)
Teta3  (parameter  3)
Teta4  (parameter  4)
Sigma  (parameter  )
Wavelet  transform  WavEn  (wavelet  energy)  feature  is  computed  at  5  scales  within  four  frequency
bands
Low-pass  filtering  in  both  directions  (LL)  assessed  the  lowest  frequencies
Low-pass  filtering  followed  by  high-pass  filtering  (LH)  assessed  horizontal  edges










High-pass  filtering  in  
Pre-processing
Prior  to  feature  extraction,  data  pre-processing  was  carried
out  to  reduce  noise,  increase  sensitivity  and  normalize  the
intensities  across  all  the  patients.  To  this  end,  all  image
intensities  were  normalized  between    ±  3,  where    is
the  mean  value  of  gray-levels  inside  the  ROIs  and    is  the
standard  deviation.
Classification and feature selectionOverall,  four  machine  learning  methods  were  used  in  the
classification  analysis.  They  included  random  forest  (RF),





 directions  (HH)  assessed  diagonal  details
eighbors  (KNN).  For  feature  selection,  four  methods  includ-
ng  classifier  attribute  evaluation  (CLAE),  one  rule  attribute
valuation  (ORAE),  gain  ratio  attribute  evaluation  (GRAE)
nd  principal  components  analysis  (PRCA)  were  applied.
he  acronyms  related  to  the  feature  selection  methods  are
efined  in  Table  2.
tatistical analysis
o  build  classification  (prediction)  models,  the  patients  were
abeled  into  four  label  categories:
osteopenia  vs.  normal;
osteoporosis  vs.  normal;
osteopenia  vs.  osteoporosis;
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Table  2  Machine  learning  algorithms  for  feature  selection  and  classification.
Machine  learning  technique  Abbreviation  Application/Description  [Based  on  the  WEKA  software]
Random  forest  RF  Classification.  Class  for  constructing  a forest  of  random  trees
Random  committee  RC  Classification.  Class  for  building  an  ensemble  of  randomizable
base  classifiers
K-nearest  neighbor  KN  Classification.  K-nearest  neighbor’s  classifier
Logit-boost  LB  Classification.  Class  for  performing  additive  logistic  regression
Classifier  attribute  evaluation CLAE  Feature  selection.  Evaluates  the  worth  of  an  attribute  by  using  a
user-specified  classifier.
One  rule  attribute  evaluation  ORAE  Feature  selection.  Evaluates  the  worth  of  an  attribute  by  using
the  OneR  classifier
Gain  ratio  attribute
evaluation
GRAE  Feature  selection.  Evaluates  the  worth  of  an  attribute  by
measuring  the  gain  ratio  with  respect  to  the  class







































































osteopenia/osteoporosis  vs.  normal.
In  this  work,  we  applied  the  cross-combination  perfor-
ance  of  the  feature  selection  and  classification  methods
n  the  features  extracted  from  each  ROI  (7  ROIs)  and  com-
ared  them.  The  classifiers  were  trained  using  the  10-fold
ross-validation  method  and  their  performance  evaluated
sing  the  area  under  the  receiver  operator  characteristic
ROC)  curve  (AUC).
For  univariate  analysis,  the  top  ranked  features  were
elected  and  compared  between  four  label  categories.
aired  Student  t-test  was  used  to  search  for  statistically  sig-
ificant  differences  between  these  features.  The  statistical
ignificance  level  was  set  at  P  <  0.05.  All  statistical  anal-




he  mean  height  and  weight  of  male  patients  was
64  ±  10.51  (SD)  cm  (range:  153—190  cm)  and  72  ±  12.74
SD)  kg  (range:  50—95  kg).  The  mean  height  and  weight
f  female  patients  was  154.45  ±  9.58  (SD)  cm  (range:
41—168  cm)  and  70.91  ±  14.08  (SD)  kg  (range:  40—158  kg).
ased  on  the  T-score  results,  7  men  (58%)  developed  osteo-
orosis,  2  men  (17%)  developed  osteopenia  and  3  men  (25%)
ere  normal.  For  women,  20  subjects  (15%)  developed
steoporosis,  58  subjects  (43%)  developed  osteopenia  and
7  subjects  (42%)  were  normal.
adiomic features
ll  radiomic  feature  values,  including  mean,  SD  and  range
ased  on  the  feature  set  are  given  in  Table  3. As  can  be
een,  there  were  large  differences  in  the  range  of  radiomic
eatures.lassification
e  used  the  AUC  to  quantify  the  classification  performance





mation  of  the  data
ethods.  In  the  present  study,  we  examined  16  combina-
ions  of  feature  selection  and  classification  methods  for  each
egion,  resulting  in  112  combinations  for  each  label  and  a
otal  of  448  combinations  (16  ×  7  ×  4).
Tables  4—7  report  the  AUC  values  of  all  the  crossed
ethods.  In  brief,  we  observed  that  the  AUC  values  for  all
ombinations  ranged  from  0.50  to  0.78.
steopenia vs. normal classification
he  results  of  this  classification  are  shown  in  Table  4.
or  L1  region,  we  observed  that  the  combination  methods
B  +  GRAE  and  LB  +  CLAE  (AUC  =  0.68)  had  the  highest  clas-
ification  performance  followed  by  LB  +  ORAE  (AUC  =  0.67)
nd  LB  +  PRCA  (AUC=  0.66).  For  L2  region,  LB  +  ORAE
AUC  =  0.57)  had  the  highest  performance  and  the  other
ombinations  had  an  AUC  ranging  from  0.50  to  0.55.
or  L3  region,  the  highest  AUC  was  0.53  (combinations
f  KN  +  GRAE/CLAE/ORAE).  For  L4  region,  the  highest
UC  was  0.59  (combinations  of  LB+  PRCA/ORAE).  For
rochanteric  region,  we  observed  that  the  combination
ethods  RF  +  PRCA  (AUC  =  0.66)  had  the  highest  classifi-
ation  performance,  followed  by  RF  + PRCA  and  KN  +  PRCA
AUC  =  0.64)  and  RF  +  ORAE/CLAE  and  RC  +  GRAE  (AUC,
.63).  For  intertrochanteric  region,  the  combinations
F  +  ORAE/GRAE/PRCA  and  KN  +  PRCA  with  an  AUC  of  0.61
ad  the  highest  performance.  For  the  neck  region,  RF  +  PRCA
ith  an  AUC  of  0.57  had  the  highest  performance.
steoporosis vs. normal classification
he  results  of  this  classification  are  shown  in  Table  5.
or  L1  region,  we  observed  that  the  combination  methods
F  +  PRCA  and  RC  +  PRCA  had  the  highest  classification  per-
ormance  (AUC  =  0.61)  followed  by  KN  +  ORAE/CLAE/GRAE
AUC  =  0.59).  For  L2  region,  RC  +  PRCA  had  the  highest  per-
ormance  (AUC  =  0.66)  followed  by  RC  +  GRAE  (AUC  =  0.64),
B  +  PRCA  (AUC  =  0.63)  and  RC  +  PRCA  (AUC  =  0.60).  For  L3
egion,  all  combinations  had  an  AUC  of  0.50.  For  L4
egion,  the  highest  AUC  was  0.59  (combinations  of  RF/RC+
RCA).  For  trochanteric  region,  we  observed  that  the  com-
ination  methods  RF  +  ORAE/CLAE  and  RC  +  ORAE  had  the
ighest  classification  performance  (AUC  =  0.78)  followed  by











Table  3 Radiomic  feature  values  (Mean,  standard  deviation  (SD)  and  range).
GLCM  Mean  ±  SD  [range] GLRLM  Mean  ±  SD  [range] Intensity
histogram
Mean  ±  SD  [range]
AngScMom  1.29  ±  5.62  [0.0067—46.67] 135dr Fraction 12.67  ±  53.75  [0.54—282] Mean  140.47  ±  48.43  [75.97—508]
Contrast  80.67  ±  102.77  [0.13—555.48] 135dr GLevNonU 20.43  ±  6.36  [2.08—39.21] Perc.01 61.54  ±  15.22  [30—103]
Correlat  1.12  ±  3.84  [0.044—26.98] 135dr LngREmph 2.68  ±  2.47  [0.77—20.86] Perc.10 84.94  ±  24.16  [30—136]
DifEntrp  20.53  ±  93.27  [0.78—492.06] 135dr RLNonUni 145.91  ±  48.27  [13.50—223.41] Perc.50 145.18  ±  26.64  [78—202]
DifVarnc 47.39  ±  61.59  [0.82—316.72] 135dr ShrtREmp 1.18  ±  2.58  [0.61—20.55] Perc.90 155.66  ±  27.14  [88—210]
Entropy  2.63  ±  3.05  [1.41—24.64] 45dgr Fraction 7.21  ±  27.86  [0.58—158.91] Perc.99 185.71  ±  91.08  [92—614]
InvDfMom  2.81  ±  10.79  [0.22—10.79] 45dgr GLevNonU 20.24  ±  6.08  [2.15—35.33] Skewness  1.14  ±  0.33  [0.054—1.88]
Kurtosis 3.07  ±  11.87  [0.003—76] 45dgr LngREmph 2.7  ±  2.56  [0.73—22.66] Variance 922.98  ±  1034.62  [0.61—5460.18]
SumAverg 67.27  ±  13.33  [19.53—96.50] 45dgr RLNonUni 142.9  ±  45.52  [10.14—226.83] Auto—regressive
model
Mean  ±  SD  [range]
SumEntrp  1.54  ±  1.35  [1.078—14.47]  45dgr  ShrtREmp  1.18  ±  2.66  [0.63—46.67]  Sigma  449.12  ±  2296.12  [0.43—1,6308.13]
SumOfSqs  49.43  ±  58.76  [0.32—308.50]  Horzl  Fraction  7.41  ±  29.17  [0.53—174.78]  Teta  1  0.59  ±  2.64  [0.018—21.57]
SumVarnc 116.46  ±  132.49  [1.10—725.63] Horzl GLevNonU 18.99  ±  5.83  [2.06—34.11] Teta  2 0.53  ±  2.66  [0.007—22.25]
Gradient Mean  ±  SD  [range] Horzl LngREmph 2.84  ±  2.86  [0.77—26.68] Teta  3 0.52  ±  2.67  [0.0002—22.92]
GrKurtosis 1.11  ±  2.62  [0.024—19.56] Horzl RLNonUni 146.32  ±  51.75  [3.41—229.43] Teta  4 0.88  ±  2.63  [0.0064—23.59]
GrMean  2.51  ±  2.61  [0.91—19.60] Horzl ShrtREmp 1.19  ±  2.93  [0.56—26.27] Wavelet  Mean  ±  SD  [range]
GrNonZeros  12.23  ±  52.06  [0.40—271] Vertl Fraction 6.91  ±  26.89  [0.47—164.95] WavEnHH 552.69  ±  2431.88  [9.40—1,7523.72]
GrSkewness  1.28  ±  2.55  [0.17—18.98] Vertl GLevNonU 18.49  ±  5.64  [2.073—32.84] WavEnHL  85.85  ±  102.7  [9.81—586.02]
GrVariance 6.71  ±  7.88  [0.63—39.89] Vertl LngREmph 2.99  ±  2.72  [0.77—24.67] WavEnLH  67  ±  81.43  [9.02—444.53]
Vertl RLNonUni 142.92  ±  51.67  [6.77—228.71] WavEnLL 1,6831.09  ±  7386.73  [10.61—3,2118.36]
Vertl ShrtREmp 1.18  ±  2.78  [0.52—24.27]
SD: standard deviation; AngScMom: Angular second Moment; Correlat: Correlation; DifEntrp: Difference entropy; DifVarnc: Difference variance; Horzl: Horizontal; Vertl: Vertical; InvDf-
Mom: Inverse difference momentum; SumAverg: Sum of average; SumEntrp: Sum of entropy; SumOfSqs: Sum of squares; SumVarnc: Sum of variance; Gr: Gradient; 135dr: 135 Degree;
45dr; 45 Degree; GLevNonU: Gray level non-uniformity; LngREmph: Long run emphasis; RLNonUni: Run length non-uniformity; ShrtREmp: Short run emphasis; Perc: Percentile; Wav:
Wavelet; En: Energy; H: High; L: Low.
606  S.  Rastegar  et  al.
Table  4  Results  for  classification  performance  (AUC)  of
feature  selection  (in  columns)  and  classification  (in  rows)
methods  for  L1,  L2,  L3  and  L4  regions,  trochanteric,
intertrochanteric  and  neck  regions  to  classify  osteopenia
from  normal  patients.
Osteopenia  vs.  normal
L1
ORAE  CLAE  GRAE  PRCA
RF  0.64  0.61  0.61  0.62
RC  0.62  0.61  0.61  0.61
LB  0.67  0.68  0.68  0.66
KN  0.60  0.60  0.60  0.60
L2
ORAE  CLAE  GRAE  PRCA
RF  0.53  0.55  0.55  0.50
RC  0.50  0.50  0.54  0.50
LB  0.57  0.55  0.55  0.50
KN  0.50  0.50  0.50  0.50
L3
ORAE  CLAE  GRAE  PRCA
RF  0.50  0.50  0.50  0.50
RC  0.50  0.50  0.50  0.50
LB  0.50  0.50  0.50  0.50
KN  0.53  0.53  0.53  0.50
L4
ORAE  CLAE  GRAE  PRCA
RF  0.50  0.50  0.50  0.50
RC  0.50  0.50  0.50  0.50
LB  0.56  0.50  0.50  0.56
KN  0.52  0.50  0.50  0.52
Trochanteric
ORAE  CLAE  GRAE  PRCA
RF  0.63  0.63  0.62  0.66
RC  0.59  0.57  0.63  0.64
LB  0.60  0.60  0.6  0.57
KN  0.54  0.54  0.54  0.64
Inter  trochanteric
ORAE  CLAE  GRAE  PRCA
RF  0.61  0.56  0.61  0.61
RC  0.59  0.58  0.57  0.56
LB  0.54  0.53  0.53  0.55
KN  0.57  0.57  0.57  0.61
Neck
ORAE  CLAE  GRAE  PRCA
RF  0.53  0.53  0.53  0.57
RC  0.53  0.52  0.52  0.6
LB  0.5  0.5  0.5  0.5
KN  0.53  0.55  0.55  0.56
RF: Random forest; RC: Random committee; KN: K-nearest
neighbor; LB: Logit-boost; CLAE: Classifier attribute evaluation;
ORAE: One rule attribute evaluation; GRAE: Gain ratio attribute






Table  5  Results  for  classification  performance  (AUC)  of
feature  selection  (in  columns)  and  classification  (in  rows)
methods  for  L1,  L2,  L3  and  L4  regions,  trochanteric,
intertrochanteric  and  neck  regions  to  classify  osteoporo-
sis  from  normal  patients.
Osteoporosis  vs;  normal
L1
ORAE  CLAE  GRAE  PRCA
RF  0.50  0.50  0.50  0.61
RC  0.50  0.50  0.50  0.61
LB  0.50  0.50  0.50  0.56
KN  0.59  0.59  0.59  0.55
L2
ORAE  CLAE  GRAE  PRCA
RF  0.52  0.54  0.57  0.6
RC  0.53  0.5  0.64  0.66
LB  0.56  0.51  0.56  0.63
KN  0.53  0.53  0.53  0.5
L3
ORAE  CLAE  GRAE  PRCA
RF  0.50  0.50  0.50  0.50
RC  0.50  0.50  0.50  0.50
LB  0.50  0.50  0.50  0.50
KN  0.50  0.50  0.50  0.50
L4
ORAE  CLAE  GRAE  PRCA
RF  0.55  0.55  0.53  0.59
RC  0.52  0.51  0.53  0.59
LB  0.52  0.52  0.52  0.5
KN  0.56  0.56  0.56  0.51
Trochanteric
ORAE  CLAE  GRAE  PRCA
RF  0.78  0.78  0.76  0.67
RC  0.78  0.77  0.74  0.68
LB  0.68  0.67  0.67  0.62
KN  0.56  0.56  0.56  0.59
Inter  trochanteric
ORAE  CLAE  GRAE  PRCA
RF  0.66  0.67  0.67  0.64
RC  0.57  0.61  0.61  0.64
LB  0.51  0.51  0.5  0.61
KN  0.51  0.51  0.51  0.51
Neck
ORAE  CLAE  GRAE  PRCA
RF  0.50  0.50  0.50  0.76
RC  0.50  0.50  0.50  0.69
LB  0.50  0.50  0.50  0.76
KN  0.51  0.51  0.50  0.50
RF: Random forest; RC: Random committee; KN: K-nearest
neighbor; LB: Logit-boost; CLAE: Classifier attribute evaluation;
ORAE: One rule attribute evaluation; GRAE: Gain ratio attribute
evaluation; PRCA: Principal component’s analysis.
R
nd  RC  +  CLAE  (AUC,  0.77),  RF  +  GRAE  (AUC  =  0.76)  and
C  +  GRAE  (AUC  =  0.74).  For  intertrochanteric  region,  the
ombinations  of  RF  +  CLAE/GRAE  and  RF  +  ORAE  with  an  AUC
f  0.67  and  0.66  had  the  highest  performances,  respec-




F/RC/LB  +  PRCA  with  AUCs  of  0.76,  0.69  and  0.76  had  the
ighest  performance.  Finally,  all  combination  results  were
ompared  using  box-plot  analysis  and  TR  combinations  had
he  highest  performance.
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Table  6  Results  for  classification  performance  (AUC)  of
feature  selection  (in  columns)  and  classification  (in  rows)
methods  for  L1,  L2,  L3  and  L4  regions,  trochanteric,
intertrochanteric  and  neck  regions  to  classify  osteopenia
from  osteoporosis  patients.
Osteopenia  vs.  osteoporosis
L1
ORAE  CLAE  GRAE  PRCA
RF  0.54  0.53  0.53  0.5
RC  0.5  0.51  0.51  0.5
LB  0.5  0.5  0.5  0.57
KN  0.51  0.52  0.52  0.54
L2
ORAE  CLAE  GRAE  PRCA
RF  0.5  0.5  0.5  0.5
RC  0.5  0.5  0.5  0.5
LB  0.5  0.5  0.5  0.5
KN  0.5  0.5  0.5  0.5
L3
ORAE  CLAE  GRAE  PRCA
RF  0.51  0.53  0.53  0.57
RC  0.57  0.51  0.51  0.56
LB  0.52  0.53  0.53  0.57
KN  0.62  0.62  0.62  0.55
L4
ORAE  CLAE  GRAE  PRCA
RF  0.5  0.5  0.5  0.5
RC  0.53  0.53  0.5  0.5
LB  0.5  0.5  0.5  0.52
KN  0.5  0.5  0.5  0.5
Trochanteric
ORAE  CLAE  GRAE  PRCA
RF  0.5  0.5  0.5  0.5
RC  0.5  0.5  0.5  0.5
LB  0.5  0.5  0.5  0.52
KN  0.5  0.5  0.5  0.5
Inter  trochanteric
ORAE  CLAE  GRAE  PRCA
RF  0.5  0.54  0.54  0.64
RC  0.52  0.59  0.59  0.61
LB  0.5  0.56  0.56  0.64
KN  0.5  0.6  0.6  0.58
Neck
ORAE  CLAE  GRAE  PRCA
RF  0.5  0.5  0.5  0.64
RC  0.5  0.5  0.5  0.6
LB  0.54  0.54  0.51  0.55
KN  0.58  0.58  0.58  0.57
RF: Random forest; RC: Random committee; KN: K-nearest
neighbor; LB: Logit-boost; CLAE: Classifier attribute evaluation;
ORAE: One rule attribute evaluation; GRAE: Gain ratio attribute
Table  7  Results  for  classification  performance  (AUC)  of
feature  selection  (in  columns)  and  classification  (in  rows)
methods  for  L1,  L2,  L3  and  L4  regions,  trochanteric,
intertrochanteric  and  neck  regions  to  classify  Osteoporo-
sis/Osteoporosis  from  normal  patients.
Osteopenia  osteoporosis  vs.  normal
L1
ORAE  CLAE  GRAE  PRCA
RF  0.5  0.5  0.5  0.51
RC  0.5  0.51  0.51  0.51
LB  0.61  0.59  0.59  0.5
KN  0.55  0.55  0.55  0.52
L2
ORAE  CLAE  GRAE  PRCA
RF  0.57  0.6  0.6  0.52
RC  0.59  0.6  0.6  0.5
LB  0.58  0.58  0.58  0.5
KN  0.5  0.5  0.5  0.5
L3
ORAE  CLAE  GRAE  PRCA
RF  0.5  0.59  0.5  0.5
RC  0.5  0.58  0.5  0.5
LB  0.5  0.59  0.5  0.5
KN  0.5  0.5  0.5  0.5
L4
ORAE  CLAE  GRAE  PRCA
RF  0.5  0.56  0.51  0.53
RC  0.5  0.54  0.56  0.5
LB  0.57  0.57  0.54  0.53
KN  0.51  0.51  0.51  0.51
Trochanteric
ORAE  CLAE  GRAE  PRCA
RF  0.69  0.66  0.65  0.65
RC  0.66  0.68  0.66  0.6
LB  0.65  0.65  0.65  0.63
KN  0.58  0.58  0.58  0.58
Inter  trochanteric
ORAE  CLAE  GRAE  PRCA
RF  0.63  0.65  0.66  0.57
RC  0.64  0.65  0.6  0.6
LB  0.62  0.62  0.62  0.54
KN  0.54  0.55  0.54  0.54
Neck
ORAE  CLAE  GRAE  PRCA
RF  0.55  0.55  0.55  0.59
RC  0.56  0.57  0.57  0.61
LB  0.5  0.5  0.5  0.58
KN  0.56  0.57  0.57  0.54
RF: Random forest; RC: Random committee; KN: K-nearest
neighbor; LB: Logit-boost; CLAE: Classifier attribute evaluation;
ORAE: One rule attribute evaluation; GRAE: Gain ratio attribute
evaluation; PRCA: Principal component’s analysis.
K
evaluation; PRCA: Principal component’s analysis.
Osteopenia vs. osteoporosis
The  results  of  this  classification  are  shown  in  Table  6. For
L1  region,  the  highest  AUC  was  0.57  (combinations  of  LB+
PRCA).  For  L2  region,  all  combinations  had  an  AUC  of  0.50.





N  +  GRAE/CLAE/ORAE).  For  L4  region,  the  highest  AUC  was
.53  (combination  of  RC+  ORAE/CLAE).  For  trochanteric
egion,  we  observed  that  the  combination  LB  +  PRCA
AUC  =  0.52)  had  the  highest  classification  performance.
or  intertrochanteric  region,  the  combination  RF/LB  +  PRCA
608  
with  an  AUC  of  0.64  had  the  highest  performance  followed
by  RC  +  PRCA  (AUC  =  0.61)  and  KN  +  CLAE/GRAE  (AUC  =  0.60).




The  results  of  this  classification  are  shown  in  Table  7.  For
L1  region,  we  observed  that  the  combination  LB  +  ORAE  had
the  highest  classification  performance  (AUC  =  0.61)  whereas
for  L2  region,  RF/RC  +  CLAE/GRAE  had  the  highest  perfor-
mance  (AUC  =  0.60).  For  L3  region,  the  highest  AUC  was
0.59  (combination  of  RF/RB  +  CLAE)  while  for  L4  region,
the  highest  AUC  was  0.57  (combination  of  LB+  CLAE/ORAE).
For  TR  region,  we  observed  that  the  combination  RF  +  ORAE
had  the  highest  classification  performance  (AUC  =  0.69)  fol-
lowed  by  RF  +  CLAE,  RC  +  ORAE  and  RC  +  GRAE  (AUC  =  0.66).
For  intertrochanteric  region,  the  combination  of  RF  +  GRAE
with  an  AUC  of  0.66  had  the  highest  performance  followed
by  RF/RC  +  CLAE  with  an  AUC  of  0.65.  For  the  neck  region,
RC  +  PRCA  with  an  AUC  of  0.61  had  the  highest  perfor-
mance.  Finally,  all  combination  results  were  compared  using
box-plot  analysis  and  IT  combinations  had  the  highest  per-
formance.
Selected features
From  each  group,  common  top  ranked  features  were
selected  and  are  showed  in  Fig.  4.  Top  rank  means  a  fea-
ture  having  the  highest  correlation  with  the  defined  labels
(classifications).  Correlation  were  selected  for  osteopenia  vs
normal  classification,  WavEnLL  (Wavelet  Energy  Low  Low),
Figure 4. Top ranked features for classification of (A) osteopenia from
porosis from osteopenia and (D) osteopenia/osteoporosis from normal pa
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or  osteoporosis  vs  normal  classification,  GrMean  (Gradi-
nt  Mean),  for  osteopenia  vs  osteoporosis,  Vertl  RLNonUni
Vertical  Run  Length  Non  Uniformity)  and  for  osteope-
ia/osteoporosis  vs  normal  classification.  There  were  no
ignificant  differences  between  these  features  (P  >  0.05).
iscussion
one  mineral  deficiency  diseases,  including  osteoporosis  and
steopenia  are  common  metabolic  disorders  in  a  wide  range
f  population.  Previous  studies  have  indicated  that  fractures
ue  to  osteoporosis,  responsible  for  high  rates  of  morbidity
nd  mortality,  decrease  quality  of  life  and  increase  health-
are  costs  [25—27].  In  this  context,  early  diagnosis  and
rediction  of  such  disorders  will  result  in  better  quality  of
ife  and  lower  costs.
In  the  present  study,  we  developed  classification  models
sing  radiomic  texture  features  extracted  from  BMD  images
nd  several  machine  learning  algorithms.  We  demonstrated
hat  textural  features  extracted  from  BMD  images  could  be
sed  as  new  biomarkers  to  predict  osteoporosis  and  osteope-
ia.  Although  our  classification  models  performances  are  not
igh  enough,  ranging  between  0.50  and  0.78,  they  are  fea-
ible,  easy  to  use  and  cost-effective  for  bone  mass  disorders
lassification.
In  comparison  to  BMD  obtained  by  DEXA,  radiomics  brings
dditional  and  complementary  information.  Radiomics  eval-
ate  bone  texture  features,  which  are  measures  of  bone normal patients, (B) osteoporosis from normal patients, (C) osteo-
tients. The abscissa displays the normalized value of the radiomic
ergy low low; GrMean = Gradient of mean; Vertl RLNonUni = Vertical
eterogeneity  whilst  BMD  is  a  measure  of  bone  strength.  It
s  a  ratio  of  bone  mass  to  the  cross-sectional  area  of  bone.
n  addition,  as  stated  by  Bolotin  et  al.  ‘‘the  DXA-derived
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of  bone  mineral  material,  as  it  is  contaminated  by  sizable,
unavoidable,  inextricable,  independent  soft  tissue  contri-
butions’’  [28].  On  the  other  hand,  radiomic  texture  features
extracted  from  medical  bone  images  contain  meaningful
information,  which  could  be  used  to  predict  bone  mineral
disorders  more  accurately  [29].  In  addition,  previous  studies
indicated  that  the  combination  of  texture  analysis  and  bone
mineral  density  improves  the  prediction  of  fracture  load  in
human  femurs  [30].
In  this  work,  several  machine  learning  approaches  were
examined  from  different  perspectives.  Previous  radiomic
studies  have  revealed  that  it  is  necessary  to  evaluate
and  compare  different  feature  selection  and  classification
methods  for  the  successful  realization  of  radiomics-based
prognostic/predictive  analyses.  In  our  previous  studies,  we
investigated  84  cross-combinations  of  feature  selection  (7
algorithms)  and  classification  methods  (12  algorithms)  for
radiomics-based  prediction  of  radiotherapy  induced  rec-
tal  toxicity  in  prostate  cancer  patients  [31].  Parmer  et  al.
applied  fourteen-feature  selection  and  twelve  classification
methods  in  terms  of  performance  and  stability  for  predict-
ing  overall  survival  in  patients  with  lung  cancer  [32]. Zhang
et  al.  studied  54  cross-combinations  of  six-feature  selection
and  nine  classification  methods  for  radiomics-based  survival
prediction  of  patients  with  advanced  nasopharyngeal  carci-
noma  [33].  Hawkins  et  al.  compared  four  different  feature
selection  and  classification  methods  for  CT-based  survival
prediction  of  patients  with  non-small  cell  lung  cancer  [34].
Although  our  results  are  clear  and  significant,  this  study
has  a  number  of  limitations.  First,  the  number  of  included
patients  is  relatively  small.  The  sample  size  is  a  challenging
issue  in  radiomics-based  analysis  for  predictive  modelling.
A  larger  sample  size  would  have  undoubtedly  resulted  in
more  accurate  models.  Second,  we  used  only  BMD  images
for  radiomic-based  analysis.  Further  investigation  involving
other  imaging  modalities  are  needed  to  verify  our  results.
Third,  we  compared  radiomic  results  to  fracture  risk  pre-
diction  because  several  patients  present  with  osteoporotic
fracture  with  a  normal  T-score.  For  example  further  stud-
ies  are  needed  to  compare  radiomic  results  between  one
group  with  osteoporotic  fracture  and  another  group  without
osteoporotic  fracture.  Fourth,  we  suggest  high  reproducible,
repeatable  and  robust  radiomic  features  for  such  studies
as  suggested  by  various  studies  due  to  radiomics  feature
changes  over  image  acquisition,  reconstruction,  segmen-
tation  and  data  modelling  [35—37].  Finally,  although  we
compared  different  ML  approaches,  we  suggest  to  devise
a  unified  algorithm  to  classify  patients  into  osteoporosis,
osteopenia  and  normal.  In  a  clinical  setting,  this  issue  will
help  produce  more  accurate  predictive  models.
In  conclusion,  we  analyzed  BMD  radiomics  to  classify  bone
mineral  loss.  We  found  that  BMD  radiomics  combined  with
several  machine  learning  algorithms  could  predict  osteo-
porosis  and  osteopenia.  It  should  be  noted  that  this  is  a pilot
study  reporting  on  the  feasibility  of  using  radiomics  for  the
assessment  of  bone  quality  on  DXA  images.Human and animal rights
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