ABSTRACT: Bayesian network (BN) learning is difficult task due to the limitation of available data in most engineering fields. On the other hand, BN which constructed bases on experts' judgments is hard to evaluate and often inaccurate. In this work we introduce a novel method called expert-based structural EM (Ex-SEM) for Bayesian network construction which combines limited objective data and experts' knowledge into the BN learning process. Our experimental results show that incorporating prior knowledge from experts into Bayesian learning process could help effectively discover causal relationships in the network as well as improve accuracy of learned model. Finally, Ex-SEM was adopted to assess the reliability of a Hydraulic power plant (HPP) in Taiwan. The maintenance data were collected for more than one year; nevertheless, some data were missing. To incorporate the experts' knowledge from the HPP maintenance sections, four experts were interviewed. The performance of Ex-SEM was compared with original SEM and K2, one popular BN learning algorithm. It is found that Ex-SEM outperformed SEM and K2 in terms of accuracy and efficiency.
INTRODUCTION
Bayesian network is established approach for handling uncertainties and have been applied in many domains, including computer vision, decision support system, construction engineering, system reliability, etc.
Application of BN framework involves the determination of its structure and parameters. Once the network has completed, probability of any nodes in the established BN could be inferred for reliability assessment purpose.
One approach to construct BN is base on expert knowledge.
In the studies of [1] [2] , experts were invited to construct BNs based on their belief about physical structure of the systems. However, constructing such BNs for application totally by domain-experts is a time-consuming task and experts normally face difficulties when working with large and complex systems.
Another approach is learning BN from observation data.
Many researchers have focus on this direction [3] [4] [5] . When data are incomplete, SEM algorithm is often employed [5] .
It's assumed that data are missing at random (MAR), which means missing values could be estimated by the observed ones using statistical approach. However, in the case when data are both incomplete and sparse, which frequently occur in many engineering fields, SEM is often unable to recover the "true" model and consequently bring poor prediction results.
To address the aforementioned problem, this paper proposes a novel method called Expert-based Structural EM (Ex-SEM), which combines domain knowledge in the form of prior structures with limited incomplete data to help the regular BN model learning. The major advantages of our method could be stated as follows. Firstly, the model can utilize the best information from expert knowledge and data to construct the BN efficiently. Secondly, the proposed model will generate a better and more accurate BN. At last, the ability of the proposed model can deal with missing data effectively.
BACKGROUND

Bayesian network
Bayesian Network is widely used technique for representing uncertainty knowledge in Artificial Intelligence [6] Pa (see Fig. 1 ). Given the parents i Pa of one node Xi, this node is conditionally independent of its non-descendant in BN. Then if M and  are already known, a BN defines uniquely a joined probability distribution over all nodes in the graph which can be written as:
Once the joined probability distribution in Eq.1 is known, many inference algorithms could be used for reasoning efficiently probabilities of nodes that have not been observed conditionally to the values of observed nodes. A review of these inference algorithms can be found in [7] .
BN therefore provides an adequate procedure for reasoning under uncertainty with incomplete data, which is often the case in the real-world application. 
SEM algorithm
Structural EM [5] is one of the most popular BN learning algorithms with the presence of missing values, which is extended from EM [8] for BN parameter learning.
Different from EM, SEM is employed to find both BN structure M and parameters
the joint space { , } M  which alternatively searches for the best structure and the best parameters corresponding to this structure. For handling the missing value, the exact score of BN is approximated by the expected value of statistics. The general framework of SEM algorithm can be described as follow:
Fig.2. Generic SEM learning flowchart
As a local search method, there is also no guarantee that SEM will convert to the global optimal, but a local optimal [5] . The selection of the initial point is very important with the intent of moving the search quickly to the basin of attraction to find the true BN.
EX-SEM ALGORITHM
Ex-BIC score
The BIC score is often employed with the SEM algorithm for solving incomplete data cases:
The value of In BIC score formulation, the prior probability for each candidate network is chosen to be uninformative by assigning a uniform prior, where every candidate BN is equally likely. However, when the number of data is insufficient, there is possibility that many DAGs may fit the data well and the BIC score cannot be used to distinguish between them, thus SEM is likely to get stuck in a local optimal.
To overcome this situation, we introduce a new score Ex-BIC for BN learning. Our new score is motivated by the belief that when the data is limited and hard to fulfill, we can integrate available information from domain experts into SEM learning process to avoid local maxima. We try to maximize the probability of candidate network given data and expert BN structure: ( 1) n n  is possible directed edge in an n nodes BN.
Here we make the assumption that each expert is expected to provide his BN independently, and does not depend on the opinions of others. Then the probability of BN given experts BNs is provided as follows:
Each expert l will be assigned with an important weight l w , which implies the degree of expert confidence. The influence of experts' BNs to learning process can be adjusted by including a weight  .Finally we end up with Ex-BIC score:
is referred as the prior weight of expert information. 0   corresponds to uniform prior while 1   corresponds to full log prior probability given by experts.
Ex-SEM algorithm
The Ex-SEM algorithm is the modification of original SEM by adapting expert knowledge into learning process. One disadvantage of hill-climbing search is that it easily gets stuck into local optimal. One way to avoid trapping into local optimal is by providing SEM with a good initial. 
EXPERIMENTS
Experimental setup
The experiments were implemented using the Bayesian network toolbox (BNT) which developed by Murphy [7] .
To simulate the missing data, we sampled from a ground truth BN using logic sampling method [9] .Then we randomly delete a certain percent of values in the data set, which corresponds to missing part. For the simplicity, we only deal with binary state variables, that is, {0,1} To compare the performance of Ex-SEM with SEM and K2, two famous performance criteria were used: The first criterion is structural difference, which reflects degree to which the learned structure has captured causal relationships. The second criterion is KL divergence which reflects how close a model's JPD is to the ground truth BN's JPD. Further reading about these two criteria is referred to [10] .
Experimental result
We compared our learning algorithm results with two other 
CASE STUDY
In this section, Ex-SEM was applied to assess reliability of a Hydraulic power plant in Taoyuan County, Taiwan ROC.
To evaluate learning performance, we firstly use Ex-SEM to train the BN model, and then use this model to predict system failure probability. Percentage of successful predictions for each algorithm is measured for comparison.
Data for learning is maintenance data which were collected for about one year, in which 5 percent of data are missing. As compare to K2, it only recovered few causal relations between factors in the network and lost most of the underlying causal relations between factors which could be causes to system failure.
From Fig. 5 , it concluded that Ex-SEM totally outperform K2 in MSE indicator. Since K2 can only discover few causal relationships between factors, it is hardly possible to expect a better result for K2.We also want to make note that when the estimated failure probability is small, as in the case of predicting reliability, the estimation results may be less accurate due to the constraint of limited data which hardly to represent the distribution over variables.
According to the experiment, we can explain why K2 as well as most of other learning algorithms which based merely on observed data often brings poor results when data are limited. 
