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Resumen. En el presente trabajo se realizo´ un estudio sistema´tico de los
sistemas dina´micos continuos, puntualmente se estudio´ un sistema Hamilto-
niano con dos grados de libertad, llamado Hamiltoniano de He´non-Heiles [1],
para e´ste sistema se revisaron algunas propiedades, como la conservacio´n de
la energ´ıa, la forma en coordenadas polares, las ecuaciones del movimiento,
los puntos cr´ıticos y su respectiva forma de clasificarlos. De una forma ma´s
cualitativa se estudiaron sus propiedades cao´ticas. En Matlab usando una
interfaz gra´fica se realizaron algunas simulaciones para mostrar mediante los
diagramas de trayectorias y los mapas de Poincare´ el comportamiento cua-
siperio´dico y cao´tico del sistema en cuestio´n, tambie´n se tuvieron en cuenta
los exponentes de Lyapunov para reforzar la idea de comportamiento cao´ti-
co. En relacio´n con las propiedades cao´ticas se revisaron las caracter´ısticas
fractales del sistema para energ´ıas superiores a 1
6
.
El trabajo consta de cinco cap´ıtulos. En el primero, se realiza una breve
introduccio´n; en el segundo, se define los sistemas dina´micos; en el tercero,
se revisan las propiedades del Hamiltoniano de He´non-Heiles; en el siguiente
cap´ıtulo se muestra el comportamiento cao´tico de dicho Hamiltoniano, y por
u´ltimo en el cap´ıtulo cinco se encuentran las conclusiones del trabajo.
Palabras claves: Sistema Dina´mico, Hamiltoniano, simetr´ıa, mapa de Poin-
care´, caos, exponentes de Lyapunov, fractales.
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CAPI´TULO 1
Introduccio´n
1.1. La Dina´mica y los Sistemas Dina´micos
En el presente trabajo exploraremos de una manera profunda la dina´mica
del sistema Hamiltoniano de He´non-Heiles [1], por medio de te´cnicas nume´ri-
cas que aproximan la evolucio´n temporal de sistemas meca´nicos.
En todos los campos del conocimiento existen los sistemas dina´micos, en
especial nos centraremos en los relacionados con la Meca´nica Cla´sica. En
relacio´n con este tipo de sistemas, se podr´ıa decir que van evolucionando a
trave´s de teor´ıas propuestas por f´ısicos y matema´ticos de la e´poca. Los inicios
de este punto de vista se dan entre los an˜os 1892 y 1899 cuando, a trave´s
del Matema´tico France´s Jules Henri Poincare´, nace la teor´ıa moderna de los
sistemas dina´micos, la cual implementa un conjunto de nuevas te´cnicas, ex-
puestas en el “Analysis Situs”, un ape´ndice de “Les methodes nouvelles de
la mecanique celeste”(ver figura 1.1), de donde se originan lo que son la geo-
metr´ıa y la topolog´ıa modernas.
Con respecto a la Meca´nica Celeste, a finales del siglo XIX despue´s de
varios intentos por resolver el problema de la estabilidad del sistema solar,
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Figura 1.1: Henri Poincare´ -
Les methodes nouvelles de la mecanique celeste Tomo I [2].
se llego´ a la prueba de que es imposible. Se marco´ el fin de la era puramente
cuantitativa de la Meca´nica Cla´sica y as´ı se dio paso, atribuye´ndoselo a Poin-
care´, a una visio´n ma´s cualitativa en la siguiente etapa, la cual se extiende
hasta nuestro presente. Con nuevas herramientas Poincare´ fue capaz de for-
mular nuevas preguntas con respecto a la Meca´nica, dando a entender que las
soluciones meramente anal´ıticas son algo ma´s complicado para responder a
estas mismas. Desde aquel entonces la estructura geome´trica subyacente a las
ecuaciones del movimiento de un sistema Meca´nico ha resultado ser un obje-
to de estudio muy u´til para facilitar su ana´lisis. Por ejemplo en este trabajo
estamos interesados en ver el comportamiento de un sistema Hamiltoniano,
basa´ndonos en te´cnicas ma´s cualitativas que cuantitativas.
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1.2. Te´cnicas Nume´ricas y Dina´mica no Li-
neal
Dado un sistema Dina´mico, la solucio´n anal´ıtica de sus ecuaciones de
movimiento (si existe) y las propiedades cualitativas de sus o´rbitas son he-
rramientas para comprender la evolucio´n temporal del mismo. Otra posible
estrategia con tal fin, en sistemas que no se pueden integrar o resolver anal´ıti-
camente, sumamente explotada en la actualidad, la constituyen los me´todos
nume´ricos, llamados en forma gene´rica integradores, estos aproximan dicha
solucio´n en una sucesio´n finita de pasos [3]. Un ejemplo de un integrador de
buena calidad, es el de Runge-Kutta, desarrollado alrededor de 1900.
En la dina´mica no lineal estos integradores son un camino ampliamente
utilizado para poder descifrar la evolucio´n del sistema dina´mico. En la F´ısica
una buena cantidad de problemas son modelados mediante la dina´mica no
lineal, es por esto, que la importancia de los integradores sumado a la evo-
lucio´n de los ordenadores hoy en d´ıa, hacen de los feno´menos no lineales un
campo atractivo para la investigacio´n.
1.3. El Caos
La Teor´ıa del Caos como la conocemos hoy en d´ıa tuvo un punto de quie-
bre con los descubrimiento de Edward Lorenz, pero antes de Lorenz un sabio
france´s buscando aplicar la ley de la atraccio´n universal a tres cuerpos (Pro-
blema de los tres cuerpos), de igual forma como se hab´ıa hecho solamente con
dos cuerpos, encontro´ que su intencio´n desembocaba en un problema suma-
mente complejo en donde su resultado variaba visiblemente con so´lo realizar
pequen˜os cambios en las distancias entre los cuerpos. Gracias a su magn´ıfica
intuicio´n, Poincare´, manejo´ las caracter´ısticas que hoy llamamos cao´ticas del
problema de los tres cuerpos, encajando el te´rmino “soluciones doblemente
asinto´ticas”que de forma semejante a las encontradas por Edward Lorenz
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alrededor de 1960, Poincare´ las encontro´ aplicando los me´todos matema´ticos
de la dina´mica lineal y no lineal. Cabe aclarar que Poincare´ no llamo´ Caos a
la situacio´n encontrada en el problema de los tres cuerpos, pero la solucio´n
similar a la encontrada por Lorenz en sus problemas cao´ticos y publicada por
el sabio france´s en la memoria “Sobre el problema de los tres cuerpos y las
ecuaciones de la dina´mica”, muestran fielmente los me´todos de lo que hoy
es llamado Teor´ıa del Caos. La sensibilidad extrema a las variaciones de las
condiciones iniciales que encontro´ Lorenz en sus estudios sobre el clima, son
iguales a las que observo´ Poincare´ en las interacciones entre los tres cuerpos.
Para hablar de la evolucio´n de la teor´ıa que hoy conocemos como Caos,
debemos profundizar en los aportes de meteoro´logo Edward Lorenz, que con
su modelo intentando predecir el clima alrededor de 1960, encontro´ y dio a
conocer lo hoy conocido como comportamiento cao´tico. Lorenz se dio cuenta
de que las pequen˜as diferencias en un sistema dina´mico, como la atmo´sfera
o un modelo de la atmo´sfera podr´ıan desatar enormes y, a menudo, inespe-
rados resultados. Las ideas de Lorenz dieron lugar al comienzo de un nuevo
campo de estudio que involucro principalmente las Matema´ticas, pero tam-
bie´n pra´cticamente a cada rama de las ciencias biolo´gicas, f´ısicas y sociales.
En meteorolog´ıa, llego´ a la conclusio´n de que puede ser fundamentalmente
imposible hacer predicciones ma´s alla´ de dos o tres semanas con un grado
razonable de exactitud. El sistema de Lorenz (ve´ase por ejemplo [4]) se fun-
damenta en tres ecuaciones diferenciales bien definidas con tres para´metros,
que dieron lugar a un patro´n de complejidad infinita, llamado Atractor de
Lorenz (ver figura 1.2).
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Figura 1.2. Atractor de Lorenz
con r=28, σ=10, y b=8/3 [5].
Debido a los descubrimientos de Lorenz fue acun˜ado el te´rmino llamado
“Efecto Mariposa”.
En forma general podemos afirmar que la Teor´ıa del Caos es el nombre
que se le da a la rama de las matema´ticas, la f´ısica y otras ciencias que
estudian ciertos tipos de sistemas dina´micos sensibles a las variaciones en las
condiciones iniciales.
CAPI´TULO 2
Generalidades sobre Sistemas Dina´micos
En este cap´ıtulo estudiaremos sistema´ticamente la naturaleza de los sis-
temas dina´micos, partiendo de las definiciones ma´s ba´sicas y pasando por
los conceptos ma´s importantes, tambie´n se realizara´ una breve introduccio´n
al caos y los fractales. Dado que este es el primer cap´ıtulo del desarrollo de
este trabajo, cabe mencionar que la forma como se muestran los contenidos
es mediante definiciones precisas desde el punto de vista de la f´ısica y la
matema´tica.
2.1. Sistemas Dina´micos
Definicio´n 2.1. Un sistema dina´mico es un sistema que evoluciona a medida
que pasa el tiempo.
Existe dos tipos de sistemas dina´micos: Continuos y Discretos.
Definicio´n 2.2. Un sistema dina´mico es continuo cuando esta´ basado en
ecuaciones diferenciales y evoluciona en tiempo continuo.
Definicio´n 2.3. Un sistema dina´mico es discreto cuando esta´ basado en
ecuaciones en diferencias, es decir mediante interacciones y evoluciona en
tiempo discreto.
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Los sistemas dina´micos tienen muchas aplicaciones, pero en este trabajo
nos basaremos solamente en sistemas de tiempo continuo, dejando a un lado
los de tiempo discreto, debido a que su relevancia es mı´nima en esta investi-
gacio´n.
Ahora limitemos nuestra atencio´n a las ecuaciones diferenciales, las cuales
se distinguen por ser ordinarias o parciales. Por ejemplo, la ecuacio´n para un
oscilador armo´nico simple amortiguado es:
m
d2x
dt2
+ b
dx
dt
+ kx = 0. (2.1)
Esta es una ecuacio´n diferencial ordinaria, dado que solo la involucran deriva-
das ordinarias. Por tanto hay solamente una variable independiente, llamada
tiempo t. En contraste la ecuacio´n de calor
∂u
∂t
=
∂2u
∂x2
es una ecuacio´n diferencial parcial, e´sta tiene como variables independientes
t y x.
En e´ste trabajo estamos interesados en el comportamiento temporal, mo-
delado por ecuaciones diferenciales puramente ordinarias.
Una forma general de un sistema dina´mico descrito por ecuaciones dife-
renciales ordinarias es:
x˙1 = f1(x1, . . . , xn)
x˙2 = f2(x1, . . . , xn) (2.2)
...
...
...
x˙n = fn(x1, . . . , xn),
aqu´ı los puntos encima denotan la derivada con respecto a t es decir, x˙i =
dxi
dt
.
Las derivadas x˙1, . . . , x˙n representan posiblemente concentraciones qu´ımicas,
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poblaciones de diferentes especies en un ecosistema o´ las posiciones y las
velocidades de una part´ıcula, etc. Las funciones f1, . . . , fn son determinadas
por el problema en cuestio´n. Por ejemplo el oscilador armo´nico simple (2. 1)
puede ser reescrito de la forma (2. 2), esto es posible con la introduccio´n de
unas nuevas variables x1 = x y x2 = x˙, por tanto x˙1 = x2, a partir de las
definiciones y la ecuacio´n (2. 1) se obtiene:
x˙2 = x¨ = − b
m
x˙− k
m
x
= − b
m
x2 − kx1,
por tanto el sistema equivalente al (2. 2) es:
x˙1 =x2
x˙2 =− b
m
x2 − k
m
x1. (2.3)
Definicio´n 2.4. Un sistema dina´mico de tiempo continuo es lineal cuando
las funciones f1, . . . , fn son lineales en las variables x1, . . . , xn.
El sistema (2. 3) es lineal, porque todas las variables x1, . . . , xn en el lado
derecho del sistema aparecen con potencia uno, de otra manera el sistema
seria no lineal. Usualmente los te´rminos no lineales son productos de las va-
riables xi, potencias y funciones de xi, tal como x1·x2, x31, o´ cosx2.
Por ejemplo el movimiento de un pe´ndulo es gobernado por la ecuacio´n
[4].
x¨+
g
L
sinx = 0,
donde x es el a´ngulo formado por el pe´ndulo respecto a la vertical, g es la
aceleracio´n debida a la gravedad, y L es la longitud del pe´ndulo. El sistema
equivalente es no lineal.
x˙1 = x2
x˙2 = − g
L
sinx1. (2.4)
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Definicio´n 2.5. Las variables x1, . . . , xn en el sistema (2. 2) son llamadas
variables de estado.
Supongamos que conocemos una solucio´n para el sistema (2. 4), a partir
de una condicio´n inicial particular. Esta solucio´n podr´ıa ser un par de fun-
ciones x1(t) y x2(t) representando la posicio´n y la velocidad del pe´ndulo, si
luego construimos un espacio de coordenadas (x1, x2), entonces la solucio´n
(x1(t), x2(t)) corresponde a un punto que se mueve a lo largo de una curva
en dicho espacio (Ver figura 2.1).
Figura 2.1. Espacio de fase para las variables de estado x1, x2 [4].
Esta curva es llamada trayectoria, y el espacio es llamado espacio de fase
para el sistema. Este espacio se llena completamente, ya que cada punto
sirve como una condicio´n inicial.
Definicio´n 2.6. Se llama espacio de fase al espacio de coordenadas x1, . . . , xn
de un sistema dina´mico n-dimensional, donde n representa la dimensio´n del
espacio de fase.
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2.1.1. Sistemas No Auto´nomos
Definicio´n 2.7. Un sistema dina´mico es No Auto´nomo cuando depende
expl´ıcitamente de la variable t.
Se puede observar que el sistema (2. 2) no depende expl´ıcitamente del
tiempo, por tanto se dice que este sistema es auto´nomo, pero ¿co´mo es el
tratamiento que se le da a sistemas dependientes del tiempo?, es decir a sis-
temas no auto´nomos.
Podemos citar el ejemplo descrito por el oscilador armo´nico forzado [4]
mx¨+ bx˙+ kx = F cos t,
es evidente la dependencia de t. En este caso tambie´n se puede reescribir
la anterior ecuacio´n en un sistema de la forma (2. 2) mediante la inclusio´n
de unas nuevas variables, sea x1 = x y x2 = x˙, tambie´n es necesario intro-
ducir una tercera variable x3 = t. Entonces x˙3 = 1 y por tanto el sistema
equivalente es
x˙1 = x2
x˙2 =
1
m
(−kx1 − bx2 + F cosx3) (2.5)
x˙3 = 1,
el cual es un ejemplo de un sistema tridimensional.
Por el me´todo mostrado en el ejemplo anterior siempre es posible eliminar
la dependencia temporal a cambio de an˜adir una dimensio´n ma´s al sistema.
Lo ma´s importante de este cambio de variables es que as´ı es posible vi-
sualizar las trayectorias de una forma esta´tica y no en movimiento, que solo
pasar´ıa en el caso que se permita la dependencia del tiempo, ya que esto
implicar´ıa que los vectores y las trayectorias siempre estuvieran movie´ndose,
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as´ı fracasar´ıa cualquier intento de construir una imagen geome´trica del sis-
tema en cuestio´n.
Algo muy importante es que para predecir el comportamiento a futuro
del sistema (2. 5) es necesario conocer los valores iniciales para x, x˙ y t.
2.2. Sistemas Lineales
Un sistema dina´mico lineal de dos dimensiones es un sistema de la forma
x˙ = ax+ by
y˙ = cx+ dy, (2.6)
donde a, b, c y d son para´metros del sistema. Los sistemas lineales tienen la
caracteristica que se pueden escribir en forma matricial, esto es:
A =
(
a b
c d
)
, x =
(
x
y
)
x˙ = Ax. (2.7)
Un sistema de este tipo es lineal en el sentido que si x1 y x2, son soluciones,
entonces la combinacio´n lineal c1x1 + c2x2, tambie´n es una solucio´n para
el sistema. La solucio´n para (2. 7) puede ser visualizada como trayectorias
moviendose en el plano (x, y), para este caso, dicho plano es el espacio de
fase de coordenadas (x, y).
Definicio´n 2.8. Cada solucio´n de (2. 7), es decir ϕ(t) = (x1(t), x2(t)), puede
ser representada como una curva en el plano. Estas soluciones basadas en
curvas son llamadas trayectorias u o´rbitas.
Definicio´n 2.9. El retrato de fase es una figura de dos dimensiones que
muestra, como el comportamiento cualitativo del sistema (2. 6) se determina
cuando x e y var´ıan con el tiempo.
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Definicio´n 2.10. El campo vectorial esta dado por el gradiente dy
dx
y por la
direccio´n de las trayectorias en el plano de fase.
La pendiente de la trayectoria se puede determinar usando la regla de la
cadena.
dy
dx
=
y˙
x˙
,
y la direccio´n del campo vectorial es dada por x˙, y˙ en cada punto del plano
xy.
Definicio´n 2.11. Las curvas de nivel para cuando dy
dx
es una constante, son
llamadas isoclinas.
Este tipo de curvas pueden servir de ayuda para la construccio´n del retrato
de fase, por ejemplo Cuando x˙ = 0 y y˙ = 0, estas curvas son usadas para
determinar en que punto tienen lineas tangentes verticales y horizontales
respectivamente. Si x˙ = 0, entonces no hay movimiento horizontal y las
trayectorias son, ya sea estacionarias o de movimiento vertical. Un argumento
similar es usado cuando y˙ = 0. Otros ejemplos se pueden encontrar en [6].
2.2.1. Puntos Cr´ıticos y Estabilidad
Definicio´n 2.12. Se llama punto cr´ıtico a un punto x∗ que es una solucio´n
del sistema, el cual es constante e independiente del tiempo.
Definicio´n 2.13. Dado un punto cr´ıtico x∗ de un sistema x˙ = f(x). Decimos
que x∗ es estable si existe un δ > 0 tal que l´ım
t→∞
x(t) = x∗, cuando ||x(0) −
x∗||. Es decir que cualquier trayectoria que inicia a una distancia δ de x∗se
garantiza su convergencia a x∗.
Como se puede observar en la figura 2. 2, las trayectorias que comienzan
en las inmediaciones de x∗ se les permite alejarse, pero en el largo plazo
regresara´n y convergera´n a x∗.
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Figura 2.2. Trayectoria que converge al punto cr´ıtico x∗ [4].
2.2.2. Clasificacio´n de los Puntos Cr´ıticos
Partamos de la bu´squeda de trayectorias de la forma
x(t) = eλt·v, (2.8)
donde v es algu´n vector fijo por ser determinado y λ es un ı´ndice de creci-
miento, tambie´n por ser determinado.
Si tales soluciones existen, estas corresponden a movimiento exponencial
a lo largo del vector v. Para encontrar la condicio´n de v y de λ se sustituye
x(t) = eλt·v en x˙ = A ·x, obteniendo λeλtv = eλtv, simplificando se obtiene
Av = λ·v, (2.9)
esto es que la solucio´n en lineas rectas solo son posibles si v es vector propio
de A y λ es su correspondiente valor propio. En este caso llamaremos a la
solucio´n (2. 8), una solucio´n propia.
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En general los valores propios de la matriz A son dados por la ecuacio´n
caracteristica, es decir det(A−λI) = 0, donde I es la matriz identidad. Para
una matriz A 2× 2
A =
(
a b
c d
)
,
la ecuacio´n caracteristica se traduce en
det
(
a− λ b
c d− λ
)
= 0,
resolviendo obtenemos
λ2 − τλ+ ∆ = 0, (2.10)
donde τ = traza(A) = a+ d, ∆ = detA = ad− bc, entonces
λ1 =
τ +
√
τ 2 − 4∆
2
y λ2 =
τ −√τ 2 − 4∆
2
, (2.11)
son soluciones de la ecuacio´n cuadra´tica (2. 10), en otras palabras los valores
propios solo depende de la traza y del determinante de la matriz A.
El caso t´ıpico es que λ1 6= λ2. En este caso se sabe que los vectores
propios v1 y v2 son linealmente independientes y por lo tanto ocupan todo
el plano. En particular cualquier condicio´n inicial x0 puede ser escrita como
una combinacio´n lineal de vectores propios, es decir
x0 = c1v1 + c2v2.
Esta observacio´n nos permite escribir la solucio´n general para x(t) de la
siguiente manera.
x(t) = c1e
λ1t·v1 + c2eλ2t·v2
Los valores propios de la matriz A se pueden clasificar de la siguiente manera.
Caso 1. Valores Propios Reales y Distintos.
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i) Ambos Valores Propios Negativos: Nodo Estable.
Si suponemos que λ2 < λ1, entonces x(t) = c1e
λ1t·v1 para valores
grandes de t, cuando c1 6= 0 se aproxima a cero desde uno de los
dos sentidos de la direccio´n determinada por el vector v1. Si c1 = 0
entonces x(t) = c2e
λ2t·v2 y la solucio´n tiende al origen a lo largo de la
recta determinada por el vector v2 (ver figura 2. 3 a-b).
Figura 2.3:(a) Nodo Estable[4]. Figura 2.3:(b) Nodo Estable[4].
ii) Ambos Valores Propios Positivos: Nodo Inestable.
Si se supone nuevamente que λ2 < λ1 entonces: x(t) = c1e
λ1t·v1, para
valores grandes de t. Cuando c1 6= 0, x(t) se aleja de cero en la direccio´n
marcada por el vector v1. Si c1 = 0 entonces la solucio´n se aleja a lo
largo de la recta determinada por el vector v2. (Ve´ase la figura 2.4).
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Figura 2.4: Nodo Inestable[4].
iii) Valores Propios con Signos Opuestos: Punto Silla.
En este caso el ana´lisis es similar al inciso (ii), a diferencia que cuando
c = 0, x(t) se aproximara a cero a lo largo de la recta determinada
por el vector v2 cuando t→∞. Si la solucio´n no esta sobre esta recta,
entonces la marcada por el vector v1 cumple el papel de asintota para
la solucio´n.
En la figura 2. 5 se puede observar que a pesar que algunas soluciones
se acercan al origen el punto cr´ıtico es inestable.
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Figura 2.5: Punto Silla[4].
Caso 2. Valores Propios Reales Repetidos.
Supongamos que λ1 = λ2 = λ, en este caso existen dos posibilidades.
i) Dos vectores propios linealmente independientes.
Si hay dos vectores propios linealmente independientes correspondien-
tes a λ, en este caso el plano se llena totalmente, dado que cada vector
es un vector propio con el mismo valor propio λ.
Si escribimos un vector x0 como una combinacio´n lineal de dos vectores
propios: x0 = c1v1 + c2v2, entonces
Ax0 = A(c1v1 + c2v2) = c1λv1 + c2λv2 = λx0
Por tanto x0 es tambie´n un vector propio del valor propio λ. En este
caso la matriz es
A =
(
λ 0
0 λ
)
,
2.2. Sistemas Lineales 27
entonces si λ 6= 0, todas las trayectorias apuntan directamente al ori-
gen (x(t) = eλt·x0)·, y este punto cr´ıtico es llamado Nodo Estrella
o´ Singular (Ve´ase la figura 2.6)
Figura 2.6: Nodo Estrella[4].
ii) Un Solo Vector Propio Linealmente Independiente
En este caso cuando solo hay un vector propio linealmente independien-
te esto es, el espacio correspondiente a λ, esta es una sola dimensio´n.
Consideremos cualquier matriz de la forma,
A =
(
λ b
0 λ
)
, con b 6= 0,
tiene un espacio propio de una sola dimensio´n.
Entonces, cuando hay solo una direccio´n el punto cr´ıtico es llamado
nodo degenerado. El retrato de fase t´ıpico para este tipo de punto
critico es el mostrado en la figura 2. 7.
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Figura 2.7: Nodo Degenerado[4].
Caso 3: Cuando Los Valores Propios Son Nu´meros Complejos.
Se pueden considerar dos opciones:
i) Ra´ıces Imaginarias Puras
Para este caso el punto cr´ıtico es llamado centro y las soluciones son
perio´dicas, con periodo T = 2pi
w
, estas soluciones describen elipses cen-
tradas en el origen, este se puede observar en la figura 2. 8.
Figura 2.8: Nodo Centro[4].
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ii) Parte Real No Nulo.
Cuando el punto cr´ıtico tiene su parte real diferente de cero, este punto
es llamado espira, este se observa en la figura 2. 9.
Figura 2.9: Punto Cr´ıtico Espiral[4].
2.3. Plano de Fase.
En esta seccio´n estudiaremos los sistemas no lineales en dos dimensiones,
considerando algunas de sus propiedades generales. Tambie´n se tendra´ en
cuenta los sistemas conservativos.
2.3.1. Retrato de Fase
La forma general de un campo vectorial en el plano de fase es:
x˙1 = f1(x1, x2)
x˙2 = f2(x1, x2),
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donde f1 y f2 son funciones dadas. Este sistema puede reescribirse de una
forma ma´s compacta en forma vectorial.
x˙ = f(x)
donde x = (x1, x2) y f(x) = (f1(x), f2(x)). Aqu´ı x es un punto en el plano de
fase, y x˙ representa la velocidad del vector en ese punto. Una solucio´n x(t)
corresponde a una trayectoria curvil´ınea a trave´s del plano de fase mostrado
en la figura 2. 10.
Figura 2.10: Solucio´n x(t) en forma de trayectoria curvil´ınea[4].
Adema´s todo el espacio de fase se llena completamente de trayectorias,
ya que cada punto puede desempen˜ar el rol de condicio´n inicial.
Para sistemas no lineales, las trayectorias no se pueden encontrar anal´ıti-
camente, por ahora mostraremos el comportamiento cualitativo de las solu-
ciones. Nuestro objetivo es encontrar el retrato de fase del sistema directa-
mente desde las propiedades de f(x). En este caso son enormes las variedades
de retratos de fase que son posibles, un ejemplo se muestra en la figura 2. 11
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Figura 2.11: Ejemplo de un retrato de fase[4].
Algunas de las caracteristica ma´s sobresalientes de cualquier retrato de
fase son:
1. Los puntos cr´ıticos, como A, B y C en la figura 2. 11, satisfacen que
f(x∗) = 0, y corresponden a estados estacionarios o´ de equilibrio del
sistema.
2. Las o´rbitas cerradas, como D en la figura 2. 11, Estas tambie´n corres-
ponde a soluciones perio´dicas, esto es soluciones de la forma x(t+T) =
x(t), para todo t y para algu´n T > 0.
3. La disposicio´n de las trayectorias cerca de los puntos fijos y de las
o´rbitas cerradas. Por ejemplo, el tipo de flujo cerca a A y C es similar,
mientras que cerca a B es diferente.
4. La estabilidad o inestabilidad de los puntos cr´ıticos y las o´rbitas ce-
rradas. Aqu´ı los puntos cr´ıticos A, B y C son inestables dado que las
trayectorias cercanas tienden a alejarse de ellos, mientras que la o´rbita
cerrada D es estable.
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2.3.2. Ca´lculo Nume´rico de los Retratos de Fase.
Los aspectos cuantitativos del retrato de fase son complicados de obte-
ner para sistemas no lineales de manera anal´ıtica en la mayor´ıa de los casos.
Existe afortunadamente la integracio´n nume´rica de x˙ = f(x), la cual nos
brinda dicha posibilidad.
Un me´todo muy comu´n a la hora de integrar sistemas de ecuaciones di-
ferenciales es el de Runge - Kutta. Lo que en forma vectorial es:
xn+1 = xn +
1
6
(k1 + 2k2 + 2k3 + k4)
donde,
k1 = f (xn) ∆t
k2 = f
(
xn +
1
2
k1
)
∆t
k3 = f
(
xn +
1
2
k2
)
∆t
k4 = f (xn + k3) ∆t
Un taman˜o ∆t = 0. 1 es usual y nos da una buena precisio´n.
2.3.3. Existencia y Unicidad
Hasta ahora no tenemos ninguna garant´ıa de que el sistema no lineal en
forma general x˙ = f(x) tiene incluso soluciones. Afortunadamente el teore-
ma de existencia y unicidad nos garantiza la existencia de las soluciones y
tambie´n nos establece que dicha solucio´n es u´nica.
Teorema 2.14. (Existencia y Unicidad.) Considere el problema de valor
inicial x˙ = f(x), x(0) = x0. Suponga que f es continua y que todas sus deri-
vadas parciales ∂fi
∂xj
, i, j = 1, . . . , n, son continuas para x en algu´n conjunto
abierto D ⊂ Rn, entonces para x0 ∈ D, el problema con valor inicial tiene
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una solucio´n x(t) sobre algu´n intervalo de tiempo (−τ, τ) alrededor de t = 0,
y la solucio´n es u´nica.
En otras palabras el teorema de existencia y unicidad dice que las solu-
ciones son garantizadas si f es continuamente diferenciable.
Corolario 2.15. (Diferentes trayectorias nunca se interceptan): Si dos tra-
yectorias realizaron una interseccio´n, esto implicar´ıa la existencia de dos
soluciones a partir del mismo punto. As´ı se estar´ıa violando la unicidad de
la solucio´n establecida en el teorema anterior.
En el caso, en el que ocurran intersecciones de trayectorias, esto podr´ıa
generar un monto´n de curvas entrecruzadas. El teorema de existencia y uni-
cidad impide que esto suceda. Un ejemplo de trayectorias que se cruzan se
puede observar en la figura 2.12.
Figura 2.12: Trayectorias que se intersectan[4].
2.3.4. Puntos Cr´ıticos y Linealizacio´n
Sistema Linealizado.
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Considere el sistema
x˙ = f(x, y)
y˙ = g(x, y)
Supongamos que (x∗, y∗) es un punto cr´ıtico, esto es:
f(x∗, y∗) = 0, g(x∗, y∗) = 0
hagamos
u = x− x∗, v = y − y∗,
donde u y v denotan pequen˜as perturbaciones del punto cr´ıtico. Para ver si
las perturbaciones crecen o decrecen necesitamos derivar las ecuaciones para
u y v.
u˙ =x˙, ya que x∗ es constante
= f(x∗ + u, y∗ + v) Por sustitucio´n
= f(x∗, y∗) + u∂f
∂x
+ v ∂f
∂y
+ 0(u2, v2, uv) Expancio´n en series de Taylor.
= u∂f
∂x
+ v ∂f
∂y
+ 0(u2, v2, uv), ya que f(x∗, y∗) = 0
Para simplificar la notacio´n, tenemos escrito ∂f
∂x
y ∂f
∂y
pero como sabemos que
estas derivadas parciales pueden ser evaluadas en el punto cr´ıtico (x∗, y∗), por
lo tanto estos son nu´meros y no funciones. Tambie´n la notacio´n 0(u2, v2, uv)
denota te´rminos cuadra´ticos en u y v, donde u y v son muy pequen˜os.
De una forma similar, como encontramos a u˙, lo hacemos para v˙, es decir:
v˙ = u
∂g
∂x
+ v
∂g
∂y
+ 0(u2, v2, uv).
Por tanto la perturbacio´n (u, v) evoluciona segu´n:(
u˙
v˙
)
=
(
∂f
∂x
∂f
∂y
∂g
∂x
∂g
∂y
)(
u
v
)
+ Te´rminos Cuadra´ticos. (2.12)
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La matriz
J(u, v) =
(
∂f
∂x
∂f
∂y
∂g
∂x
∂g
∂y
)
(x∗, y∗),
es llamada la matriz Jacobiana en los puntos cr´ıticos (x∗, y∗).
Ahora dado que los te´rminos cuadra´ticos en (2· 12) son mı´nimos y por
tanto podemos ignorarlos, haciendo esto obtenemos el sistema linealizado.(
u˙
v˙
)
=
(
∂f
∂x
∂f
∂y
∂g
∂x
∂g
∂y
)(
u
v
)
(2.13)
Definicio´n 2.16. Un punto cr´ıtico para un sistema linealizado se llama hi-
perbo´lico si la parte real de los valores propios del determinante de la matriz
Jacobiana J(u, v) es diferente de cero. Si la parte real de los valores propios
de J(u, v) son nulos, entonces el punto es llamado No hiperbo´lico.
2.3.5. Ciclos L´ımites.
Definicio´n 2.17. Un ciclo l´ımite es una trayectoria cerrada aislada.
En este contexto, una trayectoria aislada significa que en sus vecindades
las trayectorias no son cerradas.
Figura 2.13: Tipos de ciclos l´ımites [4].
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En la figura 2. 13 vemos tres clases de ciclos l´ımites. El primero nos mues-
tra un ciclo l´ımite estable, luego uno inestable y por u´ltimo uno semi-estable.
Si todas las trayectorias vecinas se aproximan al ciclo l´ımite, entonces
decimos que el ciclo l´ımite es estable o en casos excepcionales semi-estable.
Los ciclos l´ımites son feno´menos inherentes a los sistemas no lineales, es
decir, estos no se observan en sistemas lineales. Hay que tener en cuenta que
un sistema lineal x˙ = Ax puede tener o´rbitas cerradas, pero estas nunca
podr´ıan ser aisladas.
2.4. Sistemas Conservativos
Definicio´n 2.18. Un sistema conservativo es aquel en donde la energ´ıa total
del sistema se conserva. Esta energ´ıa se llama cantidad conservada, constan-
te del movimiento o primera integral del movimiento.
De una forma ma´s general y precisa, se dice que dado un sistema x˙ = f(x),
una cantidad conservada es una funcio´n continua de valor real E(x), que es
constante sobre las trayectorias, esto es
dE
dt
= 0.
2.4.1. Sistemas Hamiltonianos
Definicio´n 2.19. Un sistema de ecuaciones diferenciales en R2 es llamado
Hamiltoniano con un grado de libertad si puede ser expresado de la siguiente
manera.
dx
dt
=
∂H
∂y
dy
dt
= −∂H
∂x
(2.14)
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H es una funcio´n de x, y, dos veces continuamente diferenciable. El sis-
tema es conservativo y en este no hay disipacio´n de energ´ıa. En la pra´ctica
la funcio´n Hamiltoniana H (Ve´ase por ejemplo [7]) se define de la siguiente
manera:
H(x, y) = K(x, y) + V (x, y),
donde, K,V son la energ´ıa cine´tica y potencial del sistema, respectivamente.
Teorema 2.20. (Conservacio´n de la Energ´ıa): La energ´ıa total H(x, y) es
una constante del movimiento.
Demostracio´n. Debemos mostrar que dH
dt
= 0, para esto apliquemos la
regla de la cadena
dH
dt
=
∂H
∂x
· dx
dt
+
∂H
∂y
· dy
dt
,
ahora usando las ecuaciones (2. 14) obtenemos:
dH
dt
=
∂H
∂x
· ∂H
∂y
+
∂H
∂y
·
(
−∂H
∂x
)
,
por tanto
dH
dt
= 0,
el resultado anterior quiere decir que H(x, y) es constante a lo largo de las
trayectorias solucio´n de (2. 14) y las trayectorias se encuentran en los contor-
nos definidos por H(x, y) = c, donde c es una constante.
2.4.2. Sistemas Hamiltonianos con dos Grados de Li-
bertad
A diferencia de los sistemas Hamiltonianos con un grado de libertad, la
mayor´ıa de los sistemas con dos grados de libertad se caracterizan por ser
no integrables y sus trayectorias se encuentran en espacios de fases de cuatro
dimensiones y en general su estructura puede ser determinada haciendo una
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reduccio´n en las coordenadas del espacio de fase, mediante una te´cnica que
se estudiara´ posteriormente, llamada mapas o secciones de Poincare´.
Los sistemas Hamiltonianos con dos grados de libertad pueden presentar
una amplia variedad de feno´menos tales como comportamientos perio´dicos,
cuasiperio´dicos y cao´tico (Como material de consulta se puede ver [8]).
Definicio´n 2.21. Un sistema Hamiltoniano con dos grados de libertad se
define de la siguiente manera.
q˙1 =
∂H
∂p1
, p˙1 = −∂H
∂q1
q˙2 =
∂H
∂p2
, p˙2 = −∂H
∂q2
, (2.15)
donde H es la funcio´n Hamiltoniana del sistema, q1, q2 son las coordenadas
generalizadas [7] y p1, p2 son los momentos conjugados [7]. El Hamiltoniano
tambie´n puede ser definido como:
H(qi, pi) = K(qi, pi) + V (qi), i = 1, 2.
Las funciones K y V son la energ´ıa cine´tica y potencial, respectivamente.
Definicio´n 2.22. El sistema Hamiltoniano (2. 15) es integrable si el sistema
tiene al menos dos integrales, es decir F1 y F2, tal que
{F,H} = 0, {F2, H} = 0, {F1, F2} = 0
donde F1, F2 son funciones independientes y {, } son los corchetes de poisson
definidos por:
{F1, F2} =
2∑
i=1
(
∂F1
∂qi
.
∂F2
∂pi
− ∂F1
∂pi
.
∂F2
∂qi
)
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2.5. Bifurcaciones
Anteriormente hemos mencionado, que un sistema dina´mico puede tener
mu´ltiples soluciones de equilibrio. Para un conjunto dado de para´metros y
una condicio´n inicial, el sistema converge a una solucio´n de equilibrio. Esta
solucio´n de equilibrio es el atractor. Si se le permite a los para´metros variar,
entonces el sistema puede abandonar esta solucio´n y recobrar otra solucio´n
de equilibrio. Por ejemplo, si se var´ıan los para´metros, la posible solucio´n
de equilibrio llega a ser inestable y el sistema es atra´ıdo a otra solucio´n de
equilibrio estable. Este feno´meno es llamado bifurcacio´n.
x˙ = f(x, b)
Una bifurcacio´n en el sentido geome´trico es una horquilla en cierto tipo
de gra´fica y corresponde a un cambio cualitativo en el comportamiento del
sistema. Conside´rese un sistema dina´mico continuo no lineal que depende de
un para´metro b. Un valor del para´metro b0 = b en el cual el campo vectorial
pierde su estabilidad estructural es llamado punto de bifurcacio´n.
2.6. Caos
El caos es un feno´meno que no se puede clasificar fa´cilmente, en la ac-
tualidad, existen muchas definiciones, pero no hay una u´nica establecida.
Aqu´ı daremos una definicio´n que esta basada en algunas caracter´ısticas que
en lo mı´nimo se deben cumplir para que pueda haber comportamiento cao´ti-
co:
1. Comportamiento No perio´dico.
2. Sensibilidad al cambio en las condiciones iniciales.
3. Estructura Fractal.
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Ana´licemos estos tres elementos anteriores de forma independiente, teniendo
en cuenta, que un sistema cao´tico en general muestra los tres tipos de com-
portamiento.
Caracter´ıstica 1: En un sistema es dif´ıcil distinguir entre un compor-
tamiento aperio´dico y uno perio´dico cuando hay un per´ıodo muy largo. Por
ejemplo, es posible que un sistema cao´tico tenga una solucio´n con per´ıodo de
10100.
Caracter´ıstica 2: Un me´todo simple que se usa para comprobar si un
sistema es cao´tico, es comprobar la sensibilidad a las condiciones iniciales. La
figura 2. 14(a) muestra la trayectoria en el espacio de fase y la figura 2. 14(b)
ilustra como el sistema es sensible a la eleccio´n de las condiciones iniciales.
Definicio´n 2.23. (Atractor): Un atractor es un conjunto en el que todas
sus trayectorias vecinas convergen. Puntos cr´ıticos estables y ciclos l´ımites
estables son ejemplos, de una forma ma´s precisa definimos un atractor como
un conjunto cerrado A con las siguientes propiedades.
1. A es un conjunto invariante: cualquier trayectoria x(t) que inicie en A
permanecera´ en A todo el tiempo.
2. A atrae a un conjunto abierto de condiciones iniciales: Hay un conjunto
abierto U contenido en A, tal que si x(0) ∈ U , entonces la distancia
de x(t) a A tiende a cero, cuando t → ∞. Esto significa que A atrae
todas las trayectorias que inician lo suficientemente cerca a e´l.
3. A es mı´nimo: No hay ningu´n subconjunto propio de A que satisfaga las
propiedades 1 y 2.
Definicio´n 2.24. (Atractor extran˜o): Un atractor extran˜o es un atractor que
exhibe sensibilidad a la dependencia de las condiciones iniciales.
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Los atractores extran˜os hoy en d´ıa son as´ı llamados porque a menudo son
conjuntos fractales, esta propiedad geome´trica es considerada como una con-
secuencia de la sensibilidad a la dependencia de las condiciones iniciales. Los
te´rminos atractor cao´tico y fractal atractor se usan cuando se desea hacer
referencia a alguna de estas dos propiedades.
Figura 2.14. (a) Muestra el atractor de Rosler(ve´ase [4]). (b) Serie de
tiempo mostrando la sensibilidad a las condiciones iniciales.
Un ejemplo de atractor extran˜o es el mostrado en la figura 2. 14(a).
Otro me´todo que nos ayuda a determinar si un sistema es cao´tico es el
de los exponentes de Lyapunov.
Definicio´n 2.25. Un sistema es cao´tico si al menos uno de los exponentes
de Lyapunov es positivo.
Los exponentes de Lyapunov corresponden a la forma cuantitativa en la
que se mide la divergencia exponencial. En la regio´n cao´tica de muchos siste-
mas, si dos o´rbitas o´ trayectorias esta´n separadas por una pequen˜a distancia
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S0 en un tiempo t = 0, entonces para un tiempo pro´ximo t su separacio´n
esta dada por
S(t) = S0e
λt (2.16)
Si λ > 0 el movimiento es cao´tico y el exponente λ cuantifica el promedio
de una infinitesimalmente pequen˜a desviacio´n de una trayectoria derivada
de una perturbacio´n. Se establece una escala de tiempo τ ∼ 1
λ
para el cre-
cimiento de las divergencias provocadas por grandes perturbaciones. El caos
se vuelve apreciable para t ≥ τ cuando la trayectoria se abre paso alrededor
del limitado espacio de fase del atractor extran˜o.
La eventual separacio´n S(t) se vuelve comparable a la dimensio´n del espa-
cio de fase, por tanto ya no pueden aumentar ma´s y a partir de este momento
la separaciones S(t) var´ıan aleatoriamente en el tiempo.
Si el tiempo evoluciona mediante un proceso interactivo en lugar de un
proceso temporal, entonces la ecuacio´n (2. 16) asume la forma
S(n) ∼ S0enλ (2.17)
donde n es el nu´mero de interacciones y el exponente λ es ahora la dimensio´n.
Si el exponente de Lyapunov es negativo, es decir λ < 0 entonces la
distancia S(t) de un atractor esta´ dado por:
S(t) ∼ S0e−|λ|t (2.18)
donde S0 es la distancia inicial en el tiempo t = 0. Mediante un proceso
interactivo obtenemos una expresio´n ana´loga
S(n) ∼ S0e−n|λ| (2.19)
para la distancia S(n) despue´s de n interacciones.
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En resumen, primero debemos tener en cuenta, que dos trayectorias que
inician cerca una de la otra en el atractor divergen a medida que aumen-
ta el tiempo, tal como se ilustra en la figura 2. 14(b). Tambie´n cabe resaltar
que un sistema dina´mico n−dimensional tendra´ n exponentes de Lyapunov λ.
Caracter´ıstica 3: Las curvas solucio´n de los sistemas cao´ticos por lo
general muestran estructura fractal (ve´ase por ejemplo [9]). La estructura de
los atractores extran˜os para sistemas n−dimensionales generalmente es com-
plicada e imposible de visualizar, una forma de solucionar estos problemas
es con el uso de los Mapas de Poincare´.
2.6.1. Mapas de Poincare´
Los mapas de Poincare´ son u´tiles para estudiar sistemas cao´ticos en don-
de al trazar las soluciones de dichos sistemas se obtienen espacios de fase
con estructuras subyacentes totalmente ocultas y dif´ıciles de comprender o
tambie´n cuando el espacio de fase se encuentra en una dimensio´n n que no
se puede visualizar.
Para superar estas dificultades una herramienta ba´sica fue propuesta por
Henri Poincare´ y llamada en su honor como mapas o secciones de Poin-
care´ [10], estos fueron propuesto a finales del siglo XIX.
Consideremos un sistema x˙ = f(x). Sea S una superficie dimensional de
la seccio´n, se requiere que S sea transversal al flujo, es decir, todas las tra-
yectorias inician en S, siguen sobre S y no de forma paralela.
Un mapa de Poincare´ es un mapeo de S a el mismo, obtenido al seguir
las trayectorias de una interseccio´n con S a la siguiente. Si xk ∈ S indica la
interseccio´n de orden k, entonces el mapa de Poincare´ P : S → S se define
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por
xk = P (xk)
Supongamos que x∗ es un punto cr´ıtico de P es decir, P (x∗) = x∗, entonces
una trayectoria que inicia en x∗ despue´s de un tiempo T , es una o´rbita cerrada
para el sistema original x˙ = f(x). Por otra parte al ver el comportamiento
de P cerca de este punto cr´ıtico se puede determinar la estabilidad de la
trayectoria. En la figura 2. 15 se puede observar un ejemplo particular de una
trayectoria que penetra en varias ocasiones, la secciones de Poincare´.
Figura 2.15. Trayectoria penetrando la seccio´n de Poincare´ [10].
2.6.2. Fractales
Definicio´n 2.26. Un fractal es un objeto geome´trico que bajo ampliacio´n
cumple la caracteristica de Autosimilitud y el cual se puede construir usando
repeticiones de ima´genes en escalas cada vez ma´s reducidas.
La propiedad de autosimilitud se da en un objeto cuando el todo es exacto
o aproximadamente similar a una parte del mismo.
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Definicio´n 2.27. Para un objeto fractal, su dimensio´n fractal Df se puede
definir en te´rminos de
Df =
Ln{N(l)}
Ln{l}
donde l representa una escala y N(l) denota el nu´mero de segmentos
de longitud l. Df tiene la propiedad de ser dimensio´n no entera, es decir
fraccionaria.
2.6.3. Caos y Fractales
Los feno´menos Cao´ticos esta´n estrechamente relacionadas a los objetos
fractales, es decir un sistema que es cao´tico, en su espacio de fase aparece
un atractor extran˜o, y como ya mencionamos anteriormente este tipo de
atractores tienen propiedades de tipo fractal(Ve´ase por ejemplo [11]). En
otras palabras los fractales, son una propiedad intrinseca de todo sistema
dina´mico cao´tico. As´ı el atractor de Lorenz [4] o´ el atractor de Rosler [4] son
dos ejemplos de la combinacio´n de caos y fractales.
CAPI´TULO 3
Hamiltoniano de He´non-Heiles:
Algunas Propiedades
En este cap´ıtulo estudiaremos las propiedades ma´s importantes que cum-
ple el Hamiltoniano de He´non-Heiles[1]. Matema´ticamente sera´n probadas,
esto con el objetivo de suministrar bases teo´ricas que sera´n utilizadas en el
pro´ximo cap´ıtulo.
3.1. Hamiltoniano de He´non-Heiles.
En el an˜o 1964, los astro´nomos Michel He´non y Carl Heiles investigaron
el movimiento de las estrellas alrededor de un centro gala´ctico, sus intencio-
nes en ese momento era demostrar la existencia de una tercera constante del
movimiento, que se sumaria a las cantidades conservadas momento angular
y a la energ´ıa. M He´non y C. Heiles omitieron el potencial real de la gala-
xia debido a su complejidad y en remplazo de este, limitaron el movimiento
al plano xy con un potencial V (x, y) que ilustra las caracter´ıstica generales
del problema. Este potencial el cual es llamado potencial de He´non-Heiles
proporciona dos te´rminos cu´bicos de perturbacio´n provenientes de dos osci-
ladores armo´nicos acoplados.
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El Hamiltoniano correspondiente es el siguiente
H =K + V
H =
P 2x
2m
+
P 2y
2m
+
1
2
(
x2 + y2
)
+ x2y − 1
3
y3, (3.1)
los dos te´rminos cu´bicos hacen que las ecuaciones del movimientos no se
puedan integrar de forma cerrada.
3.2. H es Conservativo.
El Hamiltoniano de He´non-Heiles [1] tiene la propiedad de conservar la
energ´ıa, para ver esto, probaremos que la derivada total de H es cero, es decir
estar´ıamos demostrando que el Hamiltoniano es constante.
Escribamos a H en te´rminos del Lagrangiano [7], esto es:
H =
i=1∑
2
piq˙i − L, (3.2)
donde L es la funcio´n Lagrangiana y se escribe matema´ticamente
L(qi, q˙i, t) = K − V, (3.3)
para nuestro caso las coordenadas generalizadas [7] son:
q1 = x, q˙1 = x˙
q2 = y, q˙2 = y˙ (3.4)
tambie´n px y py son los momentos conjugados respecto a las coordenadas x, y.
Teniendo encuenta la ecuacio´n (3. 2) obtenemos:
H = pxx˙+ pyy˙ − L(x, y, x˙, y˙; t), (3.5)
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y usando la ecuacio´n (3. 3) se tiene.
L(x, y, x˙, y˙; t) =
1
2
x˙2 +
1
2
y˙2 −
(
1
2
x2 +
1
2
y2 + x2y − 1
3
y3
)
L(x, y, x˙, y˙; t) =
1
2
x˙2 +
1
2
y˙2 − 1
2
x2 − 1
2
y2 − x2y + 1
3
y3 (3.6)
Usando (3. 5) y (3. 6) obtenemos:
H = pxx˙+ pyy˙ − 1
2
x˙2 − 1
2
y˙2 +
1
2
x2 +
1
2
y2 + x2y − 1
3
y3,
ahora calculamos la derivada total de H
dH
dt
= p˙xx˙+ pxx¨+ p˙yy˙ + pyy¨ − ∂L
∂x
x˙− ∂L
∂x˙
x¨− ∂L
∂y
y˙ − ∂L
∂y˙
y¨, (3.7)
donde
∂L
∂x
= −x− 2xy ; ∂L
∂x˙
= x˙
∂L
∂y
= −y − x2 + y2 ; ∂L
∂y˙
= y˙, (3.8)
de igual manera teniendo en cuenta la definicio´n de momento conjugado:
∂L
∂q˙i
= pi, lo cual implica
∂L
∂qi
= p˙i, por tanto
∂L
∂x
= p˙x ;
∂l
∂x˙
= px
∂L
∂y
= p˙y ;
∂l
∂y˙
= py, (3.9)
por u´ltimo reemplazando (3. 8) y (3. 9) en (3. 7) se obtiene:
dH
dt
= (−x− 2xy)x˙+ x˙x¨+ (−y − x2 + y2)y˙ + y˙y¨
− (−x− 2xy)x˙− x˙x¨− (−y − x2 + y2)y˙ − y˙y¨
dH
dt
= 0. (3.10)
Finalmente en (3. 10) se obtuvo que la derivada total del Hamiltoniano coin-
cide con la derivada parcial del Lagrangiano, y como este no depende explici-
tamente del tiempo, entonces se concluye que el Hamiltoniano es constante,
es decir H = C, donde C es una constante arbitraria, que en este caso deno-
minaremos energ´ıa E.
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3.3. H Reescrito en Coordenadas Polares.
A continuacio´n escribiremos a H en coordenadas polares con el fin de
mostrar la simetr´ıa triple del Hamiltoniano de He´non-Heiles [1]. Para esto
tengamos en cuenta que:
x = r cos θ
y = r sin θ.
Primero escribiremos la energ´ıa cine´tica, esto es:
p2x
2m
+
p2y
2m
=
1
2
m(x˙2 + y˙2)
=
1
2
m(r˙2(sin2 θ + cos2 θ) + θ˙2r2(sin2 θ + cos2 θ))
=
1
2
m(r˙2 + θ˙2r2)
=
mr˙2
2
+
mθ˙2r2
2
=
m2r˙2
2m
+
m2θ˙2r2
2m
=
(mr˙)2
2m
+
(mθ˙r2)mθ˙
2m
=
p2r
2m
+
pθmθ˙
2m
=
p2r
2m
+
pθmθ˙r
2
2mr2
=
p2r
2m
+
pθpθ
2mr2
=
p2r
2m
+
p2θ
2mr2
. (3.11)
Por otro lado el potencial V (x, y) es:
1
2
x2 +
1
2
y2 +
(
x2y − 1
3
y3
)
=
1
2
r2 + r3 cos2 θ sin θ − 1
3
r3 sin3 θ,
la descomposicio´n del te´rmino sin3 θ esta dada por:
sin3 θ = −1
4
sin 3θ +
3
4
sin θ, (3.12)
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de igual manera el te´rmino cos2 θ sin θ es equivalente a:
cos2 θ sin θ = (1− sin2 θ) sin θ
= sin θ − sin3
= sin θ +
1
4
sin 3θ − 3
4
sin θ
=
1
4
sin 3θ +
3
4
sin θ, (3.13)
por tanto, usando las ecuaciones (3. 12) y (3. 13) se obtiene:
1
2
r2 + cos2 θ sin θ − 1
3
r3 sin3 θ =
1
2
r2 + r3
(
1
4
sin 3θ +
1
4
sin θ
)
− 1
3
r3
(
3
4
sin θ − 1
4
sin 3θ
)
=
1
2
r2 +
1
4
r3 sin 3θ +
1
4
r3 sin θ
− 1
4
r3 sin θ +
1
12
r3 sin 3θ
=
1
2
r2 +
1
3
r3 sin 3θ,
luego el potencial en funcio´n de r y θ es,
V (r, θ) =
1
2
r2 +
1
3
r3 sin 3θ. (3.14)
Ahora retomando las ecuaciones (3. 11) y (3. 14) se obtiene,
H =
p2r
2m
+
p2θ
2mr2
+
1
2
r2 +
1
3
r3 sin 3θ. (3.15)
La ecuacio´n (3. 15) muestra el Hamiltoniano de He´non-Heiles escrito en coor-
denadas polares, de esta manera dicho Hamiltoniano exhibe una simetr´ıa
triple.
3.4. Ecuaciones del Movimiento
En esta seccio´n estudiaremos las ecuaciones que definen la evolucio´n y
el comportamiento del sistema Hamiltoniano de He´non-Heiles [1]. Partiendo
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del Hamiltoniano.
H =
p2x
2m
+
p2y
2m
+
1
2
(x2 + y2) +
(
x2y − 1
3
y3
)
,
tomando la definicio´n de los momentos conjugados px = mx˙ y py = my˙, es
decir:
H =
m2x˙2
2m
+
m2y˙2
2m
+
1
2
(x2 + y2) +
(
x2y − 1
3
y3
)
H =
m
2
(x˙2 + y˙2) +
1
2
x2 +
1
2
y2 +
(
x2y − 1
3
y3
)
ahora como ya sabemos que H es una constante del movimiento llamada
energ´ıa, entonces podemos expresar el Hamiltoniano en forma normalizada,
con la masa m igual a uno, esto es:
E =
1
2
x˙2 +
1
2
y˙2 +
1
2
x2 +
1
2
y2 + x2y − 1
3
y3, (3.16)
Si utilizamos las ecuaciones de Hamilton [7]:
∂H
∂pi
= q˙i
−∂H
∂qi
= p˙i,
obtenemos las ecuaciones del movimiento para el Hamiltoniano de He´non-
Heiles [1]
x˙ = px
p˙x = −x− 2xy
y˙ = py (3.17)
p˙y = −y − x2 + y2
y como p˙x = x¨ y p˙y = p¨y, entonces:
x¨ = −x− 2xy
y¨ = −y − x2 + y2. (3.18)
Las ecuaciones (3. 17) o (3. 18) corresponden a las ecuaciones del movimiento
para el Hamiltoniano de He´non-Heiles [1], son no lineales y de ellas depende
la dina´mica del movimiento.
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3.5. Puntos Cr´ıticos
Partiendo de las ecuaciones (3. 17) y haciendo x˙ = p˙x = y˙ = p˙y = 0, se
obtiene
0 =px
0 =− x− 2xy
0 =py
0 =− y − x2 + y2,
para el caso de
−x− 2xy = 0
−x(1 + 2y) = 0
x = 0.
Por otro lado si en −y − x2 + y2 = 0 hacemos x = 0, obtenemos.
−y + y2 = 0
y(y − 1) = 0
y = 0 ∧ y = 1
entonces de esta manera obtenemos dos puntos, los cuales son: x∗1 = (0, 0, 0, 0)
y x∗2 = (0, 0, 1, 0).
Ahora si tomamos la opcio´n de que x 6= 0 y y = −1
2
, obtenemos:
−y − x2 + y2 = 0
1
2
− x2 + 1
4
= 0
3
4
− x2 = 0
x = ±
√
3
2
,
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es decir los otros puntos cr´ıticos son x∗3 =
(√
3
2
, 0,−1
2
, 0
)
y x∗4 =
(
−√3
2
, 0,−1
2
, 0
)
.
En resumen hemos obtenido cuatro puntos cr´ıticos, de la forma
x∗ = (x,px,y,py).
Si nos detenemos a analizar los puntos x∗2, x
∗
3 y x
∗
4 en coordenadas (x, y),
es decir: (0, 1),
(√
3
2
,−1
2
)
y
(
−
√
3
2
,−1
2
)
, encontramos que estos forman un
tria´ngulo equila´tero en el plano xy. De una forma ma´s general esto se puede
observar en la figura 3. 1.
Figura 3.1: Equipotenciales He´non-Heiles [9]
Las curvas cerradas para energ´ıas E ≤ 1
6
se reducen a un tria´ngulo
equila´tero con un l´ımite para la energ´ıa E = 1
6
. Las curvas abiertas fuera
del tria´ngulo, tambie´n se muestran y estas pertenecen a energ´ıas superiores
a 1
6
. Esta figura muestra la simetr´ıa triple del Hamiltoniano de He´non-Heiles
[1] ecuacio´n (3. 15).
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3.5.1. Clasificacio´n de los Puntos Cr´ıticos
La estabilidad esta determinada por los valores propios, los cuales se
obtienen resolviendo la ecuacio´n caracter´ıstica, siendo necesario resolver el
determinante de la matriz Jacobiana del sistema linealizado.
Veamos el Jacobiano para el sistema de He´non-Heiles linealizado:
J =

∂x˙
∂x
∂x˙
∂px
∂x˙
∂y
∂x˙
∂py
∂p˙x
∂x
∂p˙x
∂px
∂p˙x
∂y
∂p˙x
∂py
∂y˙
∂x
∂y˙
∂px
∂y˙
∂y
∂y˙
∂py
∂p˙y
∂x
∂p˙y
∂px
∂p˙y
∂y
∂p˙y
∂py

J =

0 1 0 0
−1− 2y 0 −2x 0
0 0 0 1
−2x 0 −1 + 2y 0
 .
Los valores propios de J estan dados por det(J − λI) = 0, esto es:
∣∣∣∣∣∣∣∣∣
−λ 1 0 0
−1− 2y −λ −2x 0
0 0 −λ 1
−2x 0 −1 + 2y −λ
∣∣∣∣∣∣∣∣∣ = 0, (3.19)
resolviendo el determinante obtenemos
λ4 + 2λ2 + 1− 4(x2 + y2) = 0, (3.20)
evaluando la estabilidad en x∗1 = (0, 0, 0, 0), es decir en el origen, se tiene:
λ4 + 2λ2 + 1 = 0 (3.21)
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Las soluciones para la ecuacio´n (3. 21) son: λ = ±i, todos los valores propios
son puramente imaginarios, as´ı el origen es un punto cr´ıtico el´ıptico o cen-
tro. Las trayectorias en sus vecindades se mueven alrededor de e´l, pero sin
tocarlo. Para los otros tres puntos cr´ıticos X∗2 , X
∗
3 y X
∗
4 los valores propios
son λ1,2 = ±1 y λ3,4 = ±
√
3i, as´ı estos puntos cr´ıticos son de tipo Hiperbo´li-
co (No estable), las trayectorias que inician en las vecindades de este punto
cr´ıtico por lo general divergen lejos de este.
El hecho de que los puntos cr´ıticos X∗2 , X
∗
3 y X
∗
4 sean todos tres de tipo
Hiperbo´lico, tiene una explicacio´n basada en la simetr´ıa triple del Hamilto-
niano de He´non-Heiles, que escrito en coordenadas polares, ecuacio´n (3. 15),
muestra este tipo de simetr´ıa.
CAPI´TULO 4
Caos en el Hamiltoniano de He´non-Heiles
En el presente cap´ıtulo se expone la manera en que el Hamiltoniano de
He´non-Heiles [1] llega a comportarse de forma cao´tica, para esto se estudiara´n
los espacios de fase en el plano xy con un determinado valor para la energ´ıa.
Tambie´n se muestran los resultados obtenidos al simular los mapas de Poin-
care´ y dichos espacios de fase. Las simulaciones se realizaron en el programa
Matlab, utilizando una interfaz gra´fica elaborada para este trabajo. Seguido
a esto se demuestra mediante los exponentes de Lyapunov que las o´rbitas
o trayectorias en el espacio de fase se alejan de forma exponencial, luego se
hace una breve revisio´n de la geometr´ıa fractal del Hamiltoniano.
4.1. El Espacio de Fase y los Mapas de Poin-
care´
En la seccio´n 3. 5, ma´s exactamente en la figura 3. 1 vimos que para
energ´ıas superiores a 1
6
, las curvas equipotenciales se encuentran ma´s alla´ del
tria´ngulo equila´tero, son abiertas, y divergen hasta el infinito. Cuando la
energ´ıa se fija en un valor E < 1
6
la suma de los te´rminos en el Hamilto-
niano debe ser igual a E, lo que significa que los te´rminos energ´ıa cine´tica y
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potencial deben satisfacer las siguientes desigualdades
V (x, y) ≤ E
1
2
x˙2 +
1
2
y˙2 ≤ E. (4.1)
La primera desigualdad nos dice que cualquier trayectoria que comience en
el interior de la curva cerrada de potencial V (x, y) = E debe permanecer
completamente dentro de esa l´ınea; La segunda desigualdad establece l´ımites
a la energ´ıa cine´tica y permite el efecto general de restringir el movimiento
a una regio´n finita del espacio de fase de cuatro dimensiones. Para ayudar a
visualizar lo anterior, se examinan los diagramas de trayectorias en el espacio
de fase en el plano xy y los mapas de Poincare´ en el plano pyy, situado en
x = 0. La regio´n accesible de tal seccio´n se encuentra dentro de los l´ımites
fijados por x = 0 y x˙ = 0 en la ecuacio´n. (3. 16), esto da como resultado:
1
2
y˙2 +
1
2
y2 − 1
3
y3 = E. (4.2)
La velocidad ma´xima se produce cuando y = 0 y el punto extremo de la
coordenada y se encuentran al resolver la ecuacio´n cu´bica (4. 2) con y˙ = 0.
Para calcular el Mapa de Poincare´ sobre el plano situado en la posicio´n x = 0
en el espacio fase, se debe escoger un valor inicial (y˙1, y1). La velocidad inicial,
esta´ fijada por la ecuacio´n (3. 16) con x = 0
x˙1 =
(
2E − y˙21 − y21 +
2
3
y31
) 1
2
(4.3)
En donde fijamos x1 = 0, ya que los puntos de partida inician en la sec-
cio´n. Un ca´lculo nume´rico proporciona la secuencia de los siguientes puntos
(y˙2, y2), (y˙3, y3), (y˙4, y4),. . ., hasta obtener una buena apreciacio´n geome´trica
del problema.
Para simular el retrato de fase y los Mapas de Poincare´ usamos una
interfaz gra´fica en Matlab, esta es mostrada en las figuras 4. 1 y 4. 2.
4.1. El Espacio de Fase y los Mapas de Poincare´ 58
Figura 4.1. Interfaz gra´fica en Matlab.
Dando inicio obtenemos,
Figura 4.2. Opciones para generar los mapas de
Poincare´ o los diagramas de o´rbitas.
En donde podemos elegir dos opciones, primero mostraremos los resulta-
dos obtenidos al simular los retratos de fase, esto es, en la figura 4. 3 vemos el
comportamiento de las trayectorias u o´rbitas solucio´n para el Hamiltoniano
de He´non-Heiles, con las siguientes condiciones iniciales x = 0, y = 0. 205,
py = 0. 265, y un valor para la energ´ıa de E =
1
12
. Este diagrama esta´ estre-
chamente relacionado con las secciones o Mapas de Poincare´, dado que este
corresponde a la seccio´n en el plano xy de un toro en el espacio tridimensional
correspondiente al potencial de He´non-Heiles.
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Figura 4.3(a). Comportamiento de las trayectorias para el
potencial de He´non-Heiles con E = 1
12
.
Figura 4.3(b). Comportamiento de las trayectorias para el
potencial de He´non-Heiles con E = 1
6
.
En las figuras 4.3(a-b) se observan los diagramas de trayectorias para el
potencial de He´non-Heiles con condiciones iniciales x = 0, y = 0. 205, py =
0. 265, y un valor para la energ´ıa de E = 1
12
, 1
6
, respectivamente. En la figura
4. 3(b) vemos que al aumentar la energ´ıa a un valor de 1
6
, geome´tricamente
se observa la formacio´n de un tria´ngulo equila´tero casi de forma perfecta,
es aqu´ı a partir de esta energ´ıa cuando las trayectorias que esta´n confinadas
dentro del tria´ngulo escapan hacia el infinito a trave´s de sus tres ve´rtices o
salidas de escape, tal como lo mencionaremos ma´s adelante en la seccio´n de
Fractales.
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Figura 4.4(a): Mapa de Poincare´ mostrando un
comportamiento cuasiperio´dico con E = 1
12
.
Con respecto a los mapas de Poincare´ mostramos cuatro resultados cada
uno con un valor distinto de energ´ıa, la figura 4.4(a) representa el resultado
obtenido para una energ´ıa E = 1
12
.
Cuando la energ´ıa aumenta a 1
8
(ver figura 4.4(b)), y repetimos el ca´lculo
nume´rico, se obtiene un resultado casi que inesperado. Las regiones donde
las o´rbitas ovaladas fueron encontradas para cuando la energ´ıa era menor,
es decir, E = 1
12
todav´ıa producen trayectorias cerradas con puntos fijos en
sus centros, estos puntos son de tipo el´ıptico; sin embargo, en las regiones
entre estas trayectorias cerradas, no hay ninguna curva continua y los pun-
tos all´ı parecen tener ninguna regularidad, tal como se muestra en la figura
4. 4(b), si se sigue el orden en que estos puntos aparecen dispersos, nos en-
contramos con que, en lugar de seguir una curva regular, lo que sucede es
que saltan de una manera ma´s o menos al azar de una parte a otra de la
seccio´n de Poincare´. Todos los puntos dispersos sobre la figura 4. 4(b) surgen
de la misma trayectoria cao´tica, y la regio´n cao´tica donde aparecen, consti-
tuye una seccio´n transversal de un atractor extran˜o. En otras palabras, todos
estos puntos se originan en una sola o´rbita a trave´s de movimientos en zigzag
de la regio´n en el atractor extran˜o del espacio de fase y en varias ocasiones
penetran en la seccio´n de Poincare´ al azar en toda la regio´n cao´tica de esta
seccio´n.
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(b)
(c)
(d)
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Figura 4. 4(b − c): Mapas de Poincare´ para el Sistema de He´non-Heiles
ecuacio´n (3. 17) para varios valores de E.
Las resultados de las figuras 4. 4c y 4. 4d muestran las o´rbitas para E =
0, 135 y 1
6
, respectivamente. Para ciertas condiciones iniciales, todav´ıa encon-
tramos algunas secuencias de puntos que se comportan en forma de curvas,
espec´ıficamente en la figura 4. 4c, esto nos indica que el movimiento irregular
o cuasi-perio´dico coexiste con el movimiento cao´tico. Vemos la secuencia de
que a medida que la energ´ıa se incrementa au´n ma´s, estas curvas se dividen
en pequen˜as islas. Los resultados obtenidos en la figura 4. 4(a−d) se resumen
de la siguiente manera:
(i) Para una energ´ıa inicial (pequen˜a), como un 1
12
pra´cticamente toda
la regio´n accesible en el mapa de Poincare´ esta´ cubierta por curvas
cerradas, lo que corresponde al movimiento cuasi-perio´dico sobre el
toro.
(ii) Para una gama relativamente ma´s alta de la energ´ıa, 1
8
y 0,135 tanto
las o´rbitas cuasi- perio´dicas y cao´ticas coexisten.
(iii) Como la energ´ıa E aumenta, el nu´mero de puntos el´ıpticos aumenta
correspondientemente, el nu´mero de puntos hiperbo´licos tambie´n au-
menta. Lamentablemente nuestra capacidad de ver estos puntos gra´fica-
mente se ve limitada por la aritme´tica de finita precisio´n y la resolucio´n
finita de gra´ficos en el computador.
(iv) Cuando la energ´ıa aumenta au´n ma´s, es decir a 1
6
, la regio´n ocupada por
las curvas cerradas pra´cticamente desaparece, mientras que la regio´n
cao´tica se incrementa drama´ticamente.
Por u´ltimo se puede concluir que a partir de E = 0. 135 predomina el compor-
tamiento cao´tico sobre el irregular o´ cuasiperio´dico, y que cuando la energ´ıa
toma el valor de 1
6
el comportamiento cao´tico se vuelve predominante en su
totalidad del mapa de Poincare´.
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4.2. Exponentes de Lyapunov
Aqu´ı se realiza un ana´lisis de los exponentes de Lyapunov, para diferentes
valores de energ´ıa en algunos puntos de espacio de fase. Se asume la hipo´tesis
de que λ depende del tiempo dado que las o´rbtas tienden a separarse a me-
dida que aumente el tiempo, por lo tanto es u´til usar diferentes tiempos de
integracio´n. Veamos los siguientes resultados de λ obtenidos para diferentes
tiempos de integracio´n [12].
Integracio´n en el tiempo λ
50 -2.72
80 0.21
100 -0.31
Tabla 4.1: Valores de λ obtenidos para
diferentes tiempos de integracio´n, con E = 1
12
.
En la tabla 4. 1 observamos que a medida que aumente el tiempo, λ pasa de
negativo a positivo y por u´ltimo nuevamente a negativo de una forma brusca
o de una manera aleatoria.
Para aclarar estas ideas, se puede construir una funcio´n para λ que de-
penda del tiempo de integracio´n, con unas condiciones iniciales y un valor
para la energ´ıa E (Ve´ase la figura 4. 5), de e´sta se puede destacar que para
tiempos pequen˜os de integracio´n, λ tiende a ser ma´s negativo que positivo,
pero cuando el tiempo aumenta, nos encontramos que λ tiende a tomar va-
lores ma´s positivos, tambie´n vemos cierta regularidad en su comportamiento
para tiempos pequen˜os.
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Figura 4.5: Gra´fica de λ como una funcio´n de
tiempo en el punto (y=0.0 y y˙=0.01) y E = 1
12
[12].
Si se analiza la misma serie de tiempo pero con una energ´ıa ma´s pequen˜a,
inferior a 1
12
, nos fijamos en que existe cierta regularidad, es decir, que la
distancia entre las dos o´rbitas parece tener una dependencia perio´dica. Esto
se muestra en la figura 4. 6.
Figura 4.6. Gra´fica de λ como una funcio´n del tiempo de
integracio´n en el punto (y=0.0 y y˙=0.01) y E =0.001 [12].
Cuando la energ´ıa aumenta, la aleatoriedad empieza a aparecer y la for-
ma perio´dica desaparece casi por completo, ya que la distancia final entre
los puntos no es tan perio´dica, como si lo fue para el valor de la energ´ıa en
la figura 4. 6, pero definitivamente esta regularidad desaparece a medida que
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aumenta la energ´ıa. Esto se observa en las figuras 4. 7(a) y (b).
Figura 4.7(a). Comportamiento de λ en donde toma valores
positivos, esto indica caos. (b) confirma por completo la aparicio´n del caos [12].
Por u´ltimo se puede concluir que la medida del caos, basada en los ex-
ponentes de Lyapunov, es aumentar con el tiempo, esto se observa en todos
las series de tiempo, en todas estas, λ tiende a ir desde negativo a positi-
vo, pero esta transicio´n va con mayor velocidad en las energ´ıas ma´s altas, y
as´ı terminando con valores positivos para λ cuando el tiempo de integracio´n
es grande. Lo anterior reafirma los resultados mostrados en la seccio´n 4. 1
con los mapas de Poincare´.
4.3. Fractales
Dado que el Hamiltoniano de He´non-Heiles es cao´tico, entonces este feno´meno
llamado Caos tiene una propiedad inherente a e´l, llamada fractal o geometr´ıa
fractal. En [13] encontramos algunos resultados los cuales analizaremos y
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mostraremos en detalle.
Llamamos a una cuenca de escape al conjunto de condiciones iniciales
que producen una salida a trave´s de dichas cuencas [14], es aqu´ı en donde se
encuentra que la geometr´ıa de estas cuencas de escape es de tipo fractal.
En la figura 4. 8 se muestran las cuencas de salida para el potencial de
He´non-Heiles en los planos (x, y) y (y, Y ), con Y = y˙ = py, teniendo en
cuenta varios valores para la energ´ıa E, estos valores se caracterizan por ha-
cer que las trayectorias ya no permanezcan confinadas dentro de tria´ngulo
equila´tero, y que ma´s bien escapen por las tres salidas o cuencas de escape.
Con respecto a los colores para las cuencas de salida se tienen las siguientes
consideraciones: Verde - movimiento acotado, Azul - Salida uno, Amarillo
- Salida dos, y Roja - Salida tres. Se puede observar que a medida que la
energ´ıa aumenta, la estructura desde el punto de vista geome´trico se hace
ma´s simple y con l´ımites bien definidos.
Figura 4.8: Cuencas de salida en el plano (x,y)
en la parte de arriba y abajo en el plano
(x,Y), con Y = PY , para diferentes energ´ıas [13].
Basa´ndonos en los resultados obtenidos en [15], donde se prueba que las
cuencas de salida, cumplen la propiedad topolo´gica, llamada propiedad de
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Wada, es decir, cualquiera de los puntos de los l´ımites en una cuenca de es-
cape, pertenecen simulta´neamente a las otras dos cuencas, en otras palabras,
lo que se tiene son tres cuencas de escape compartiendo la misma frontera.
En la figura 4. 9 se muestra las cuencas de escape mediante el plano (y, E),
tomando como para´metro la energ´ıa E y realizando variaciones a este, con
x = y = 0. Tambie´n se observa que a medida que aumenta E, se hace
ma´s simple su geometr´ıa, dando una estructura asinto´tica de banda como se
muestra en la figura. En las parcelas C y D se muestra algunas aumentos,
uno cerca de la regio´n cao´tica D y el otro en la estructura C. Dicho aumento
nos muestra la propiedad que cualquier fractal debe cumplir.
Figura 4.9: Cuencas de escape utilizando un
diagrama de Bifurcacio´n en el plano (y,E) [13].
Las regiones C y D muestran algunos aumentos (propiedad Autosimili-
tud). La parcela B muestra el comportamiento de las salidas para los grandes
valores de la energ´ıa.
CAPI´TULO 5
Conclusiones
Este trabajo surgio´ a partir del intere´s de estudiar sistemas dina´micos con
propiedades cao´ticas, es por esto que tomamos la opcio´n del Hamiltoniano
de He´non-Heiles. De este estudio ma´s cualitativo que cuantitativo, se puede
concluir lo siguiente:
El Hamiltoniano cumple la propiedad de ser conservativo, es decir la energ´ıa
es una constante del movimiento. H reescrito en coordenadas polares muestra
de una manera clara una simetr´ıa triple, sus ecuaciones del movimiento son
un conjunto de cuatro ecuaciones, dos de ellas no lineales, los puntos cr´ıticos
del sistema son uno de tipo el´ıptico y tres hiperbo´licos, es decir uno estable
y tres inestables.
En el sistema Hamiltoniano sus soluciones se comportan de forma cuasipe-
rio´dica para energ´ıas pequen˜as, estos es 1
12
y 1
8
, pero para energ´ıas mayores
su comportamiento cambia y se hace cada vez ma´s cao´tico a medida que
aumenta la energ´ıa, la energ´ıa limite es 1
6
y a partir de esta todas las trayec-
torias escapan hacia el infinito. Su comportamiento cao´tico fue reafirmado
con los resultados de los exponentes de Lyapunov, los cuales afirman que para
energ´ıas superiores y tiempos grandes de integracio´n todos los exponentes de
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Lyapunov son positivos, lo que indica que el sistema es cao´tico, un resultado
similar al encontrado con los mapas de Poincare´.
La estructura fractal del sistema se deriva del comportamiento cao´tico, dado
que dicha propiedad es inherente al caos, la geometr´ıa fractal en el sistema se
encuentra en energ´ıas superiores a 1
6
, es decir cuando las trayectorias que es-
taban confinadas en el espacio de fase escapan por sus tres cuencas de escape
hacia el infinito. Dichas cuencas de escape cumplen la propiedad topolo´gica
de Wada.
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