Abstract: Riemann conjectured that all the zeros of the Riemann Ξ-function are real, which is now known as the Riemann Hypothesis (RH). In this article we introduce the study of the zeros of the truncated sums Ξ N ( ) in Riemann's uniformly convergent infinite series expansion of Ξ( ) involving incomplete gamma functions. We conjecture that when the zeros of Ξ N ( ) in the first quadrant of the complex plane are listed by increasing real part, their imaginary parts are monotone nondecreasing. We show how this conjecture implies the RH, and discuss some computational evidence for this and other related conjectures.
Introduction
Following Riemann (as described in a copy of an English translation of his memoir contained in the appendix of [5] In 1914 Hardy (as reprinted in [15] ) showed that Ξ( ) has infinitely many real zeros and in 1942
Selberg [14] showed that a positive proportion of the zeros of Ξ( ) are real. More recent work of Conrey [2] has at least 2/5 of the zeros on the real line.
Riemann derived the following expression for Ξ( ):
where φ( ) = The function φ( ) is known to be an even function of . Pólya [13] investigated ways of approximating φ( ) by simpler functions. He showed that if in (1) we replace φ( ) bỹ φ 1 ( ) = exp − π cosh (2 ) 8π 2 cosh 9 2 − 12π cosh 5 2
(obtained by replacing most of the exponentials in the definition of φ 1 ( ) by hyperbolic cosines), then the resulting integral has only real zeros. Pólya also showed that if we replace φ( ) by any function which is not an even function of , then the resulting integral has only finitely many real zeros. Hejhal [9] showed that if we replace φ( ) in (1) by a "Pólya approximate", i.e. a finite sum of the form then the resulting function asymptotically has 100% of its zeros on the real line (but, for N > 1, infinitely many zeros off the line). By 100% asymptotically we mean that the proportion of zeros in Q satisfying ( ) ≤ that are on the real line approaches 1 as → ∞.
The starting point for this investigation is the idea that perhaps it is not necessary for worthwhile approximates to have all their zeros on the real line. If a given family of approximates approaches Ξ( ) uniformly, and if for each element in the family one could prove that within a certain sub-region of Q all the zeros are real, with the size of the sub-region expanding to eventually include all of Q as our approximates approach Ξ, then this would also imply RH. Thus it may be worth studying replacements for φ( ) in (1) which are not even. With this in mind, a natural question to ask is what happens if we replace φ( ) by N =1 φ ( ).
Preliminary calculations
Let G( ; ) denote the integral
where ∈ C, ∈ R with > 0. Making the change of variable = exp (2 ), so = 2 exp (2 ) and = /2 , we get
where
is the (upper) incomplete gamma function. For lack of a better name, we will refer to G( ; ) as a "hyperbolic gamma function".
From (1) and (2) we have
the interchange in integration and summation being justified by the uniform convergence. For ∈ R, > 0, the function Γ( ) is entire (as a function of ), and hence so is G( ; ). There is a routine in Maple to compute Γ( ), and (in the RootFinding package) a routine to compute the zeros, using the argument principle and Newton's method, of a given analytic function in any rectangle of the complex plane. Using this, the author made several computations to compute the zeros of the Ξ-approximates
for various small values of N. Lists of zeros for some of these are contained in the appendix. In these computer runs, the parameter "Digits" in Maple (which tells the computer to use this many significant digits in all calculations) was typically set to 20N − 10 or so, whatever number of digits was needed to compute the function in question over the specified rectangle accurately to 20 or so significant digits. After runs were made first with Digits equal to 20N − 10, they were sometimes run again with Digits equal to 20N, and the resulting zeros typically agreed to at least 16 decimal digits or so, which the author has taken to mean the computer generated zeros (for Digits equal to 20N − 10) agree with the actual ones to at least 10 decimal digits, although no attempt has been made to establish rigorous error bounds.
We say that a given function F ( ) has monotonic zeros in a region D of the complex plane if, when we list the zeros of F in D by increasing real part, the imaginary parts of the zeros are monotone nondecreasing. Formally, if
(We assume F has at most one zero on the intersection of any vertical line with D.) The data in the appendix and other computer runs support the following hypothesis.
Conjecture 2.1.
For N ∈ N, Ξ N ( ) has monotonic zeros in Q.
Proposition 2.2.

Conjecture 2.1 implies the Riemann Hypothesis.
Proof. This follows from the argument principle, combined with the simple fact that a function with infinitely many positive real zeros, and with monotonic zeros in Q, has only real zeros in Q. Assume the RH is false, and let τ be the zero of Ξ( ) in Q with minimal real part, among those zeros with positive imaginary part, and let τ = σ + . By the argument principle, we have 1
where the integral is taken counterclockwise around a circle C centered at τ, of small radius , so no other zeros of Ξ( ) are enclosed in C . Next choose N sufficiently large so that Ξ N ( ) has a real zero γ with γ > 2σ . We can do this since Ξ N ( ) converges uniformly to Ξ( ) on compacta in Q, both Ξ( ) and Ξ N ( ) are real on the real line, and since Ξ( ) has infinitely many positive real zeros. By assumption Ξ N ( ) has monotonic zeros in Q, hence has no non-real zeros in Q with real part less than 2σ . This implies
and so
On the closed and bounded set C , |Ξ( )| is nonzero and hence must assume an absolute minimum δ > 0. Due to the uniform convergence, as N → ∞, the minimum of |Ξ N ( )| on C must eventually be greater than δ/2. Hence for large N the modulus of the denominator of the second integrand in (5) is bounded away from zero, but (since Ξ N ( ) approaches Ξ ( ) uniformly) the numerator approaches zero, and so the integral will also approach zero, a contradiction.
Remark 2.3.
A weaker form of Conjecture 2.1, which still implies RH, is that there are no non-real zeros of Ξ N ( ) in Q whose real part is less than the largest real zero of Ξ N ( ). Since Ξ N ( ) is real for real , the real zeros can be found by looking at sign changes along the real line. Then the argument principle can be used via a numerical integration to obtain the total number of zeros of Ξ N ( ) with real part not greater than the largest real zero, and matched against the number of real zeros. 
Other zeta functions
Many other zeta functions which are conjectured to satisfy a Riemann Hypothesis can be approximated by sums of hyperbolic gamma functions. Let τ( ) denote Ramanujan's τ-function. Since the function
is a modular form of weight 12, we have
which can be used to show
again a uniformly convergent sum of hyperbolic gamma functions. (It is known that |τ( )| = O 6 [1] .) The function defined by the left-hand side of (6) is known as the Ramanujan Ξ-function, which we denote as Ξ ∆ ( ), and the approximate obtained by truncating the series on the right-hand side of (6) after N steps we denote as Ξ ∆ N ( ). Ramanujan conjectured that Ξ ∆ ( ) has only real zeros, which is still open. We mention that Ki [10] has studied the zeros of different approximates to the Ramanujan Ξ-function. More generally, we can start with any entire modular cusp form
of weight 2 , and set
The modularity of can be used to show [1, pp. 137-138] that
where we have used the well-known bound ( ) = O to justify the interchange of summation and integration. Thus we see that, at least for even, B( ) is also a uniformly convergent (infinite) linear combination of hyperbolic gamma functions.
We can do a similar calculation for Dirichlet L-series L( χ) with χ a primitive character with modulus . Assume for the moment that χ(−1) = 1, and define
From [4, pp. 68-69] we have (using the fact that χ( ) = χ(− ))
where √ (χ) is a certain complex number of modulus one and χ( ) = χ( ) is the conjugate character. Furthermore,
where again
Let F ( ) be the function defined by truncating the series on the right-hand side of (7), or both of the series on the right-hand side of either (8) or (9), after N steps. If Conjectures 2.1 and 3.1 are true, one might suspect that F ( ) also has monotonic zeros in Q, although the author has not yet done any computations with these more general sums.
Another interesting question is where the zeros of Γ( ) are, for a positive real number. Nielsen [12] showed that Γ( ) has no zeros in ( ) < , and Gronwall [8] proved that Γ( ) has infinitely many zeros in Q. Mahler [11] showed that, as → ∞, the zeros of Γ( ) cluster about the limiting curve log + 1 − = 0
Tricomi and other authors have investigated the zeros of (the meromorphic continuation of) Γ( ) as a function of , for fixed . In summary, not much information seems to be known about the zeros of Γ( ), for a fixed positive real number (although the literature contains a number of detailed results on the zeros of the lower incomplete gamma function Γ( ) − Γ( )). In 1998 Gautschi [7] published a nice survey of known results on incomplete gamma functions.
Computer calculations support the following.
Conjecture 3.2.
For any fixed positive real number , the incomplete gamma function Γ( ) has monotonic zeros in Q.
Although some analog of Conjecture 3.2 may be true for hyperbolic gamma functions, in Section 5 we show that there exist some choices of ∈ R, > 0, for which G( ; ) does not have monotonic zeros in Q.
Remark 3.3.
To say a function has monotonic zeros in Q is equivalent to saying that the first differences of the imaginary parts of the zeros are all nonnegative. The zeros in Q of Γ( ), > 0, seem to satisfy the more general property that the th differences of the imaginary parts of the zeros are positive for odd and negative for even, for ≤ 7 or 8. Thus these zero sets seem to have extra structure beyond being monotonic. For linear combinations of hyperbolic gamma functions the same phenomena seems to occur for sufficiently large, which may be due to the main term in the asymptotics controlling the zeros.
Asymptotics
Throughout this section = + ∈ Q, ≥ 0, θ = arg ( ), 0 ≤ θ ≤ π/2, ∈ R, > 0. We begin with Stirling's formula and some other known results:
where −π < arg ( ) ≤ π, To perform the same analysis for G( ; ), first note that
Thus using (12) ,
From (11),
One finds
If remains bounded and does not, then the first two terms on the right-hand side of (14) , unless = in which case it has a nonzero coefficient of . In either case it cannot equal 0 for sufficiently large . If remains bounded and does not, then the second term on the right-hand side of (14) The argument above also applies to any function of the form
∈ R, ∈ C, > 0, i.e. any C-linear combination of hyperbolic gamma functions. For if you have a linear combination of terms like (14), more than one of which is approaching ∞, the linear combination must also approach ∞, since by taking into account the contribution of , no two such terms can approach ∞ at the same rate. The other parts of the argument follow through similarly (the coefficient of −2 in the appropriate version of (15) must be nonzero for some , else (16) would essentially reduce to a linear combination of gamma functions, which would not be entire) and thus the zeros of any function of the form (16) also satisfy ∼ 2 π ln as | | → ∞.
Linear combinations
The examples in Section 3 involving Dirichlet characters motivate defining, for ∈ R, > 0, α ∈ C, | | = 1, the generalized hyperbolic gamma function as
The author has made several hundred computer runs, calculating the zeros of various arbitrary C-linear combinations of generalized hyperbolic gamma functions in different regions of Q. Surprisingly, in all of these runs the zeros turned out to be monotonic. Perhaps this results from a mysterious analytic principle, not yet understood, which causes generic sums of generalized hyperbolic gamma functions to have a high probability of having monotonic zeros. In this case the RH could be a consequence of this analytic principle, combined with Hardy's theorem that Ξ( ) has infinitely many real zeros.
It is not the case though that all linear combinations of generalized hyperbolic gamma functions have monotonic zeros in Q. For example, consider any function of the form 1 A( ) + 2 B( ), where 1 2 are positive real numbers and A( ) B( ) are any two Ξ-functions, corresponding to different zeta functions from Section 3, which are real on the real line. Since A( ) and B( ) have infinitely many real zeros, as → ∞ along the real line they each oscillate from positive to negative.
Unless there is an unsuspected correlation between the two, any real linear combination of them will also oscillate and thus have infinitely many real zeros. But only for very special choices of A B 1 2 will this linear combination correspond to a zeta function with an Euler product, and without an underlying Euler product it is generally expected that such functions will have infinitely many non-real zeros as well. In particular, Ξ(2 )+Ξ ∆ 5 ( ), the sum of the Riemann Ξ-function and the fifth approximate to the Ramanujan Ξ-function, has a non-real zero with real part between 19 and 23, and a real zero at = 24 99871. (Here Ξ( ) is evaluated at 2 to make the two functions compatible, since the expression (3) of Ξ( ) in terms of hyperbolic gamma functions involves 2 , while that of Ξ ∆ involves .)
More simply, one can create an example of non-monotonic zeros by considering what happens to Ξ N ( ) as → ∞ along the positive real line. From (14) and (15) we get
Applying this to (4) yields
which shows
For > 3 the coefficient of in Ξ N ( ) is positive for ≥ 3 and negative for 1 ≤ < 3. It follows that Φ 1 ( ) + Φ 2 ( ) is positive for sufficiently large if = 0 and negative for sufficiently large if = 1, and so Φ 1 ( ) + Φ 2 ( ) has a zero on the real line for some large and some 0 < < 1. One finds in fact that there is a real zero between = 10 5 and = 10 6 when = 999997907459, which occurs after many non-real zeros, giving an example of non-monotonic zeros. This real zero travels quickly left as increases through real values, arriving at = 39 53248 (the largest real zero of Ξ 2 ( )) when = 1.
One could hope that any series of the form
has monotonic zeros, modulo the problem of the forced real zero described above, which could be avoided by say requiring 1 = 2 = 3 , since then
for some > 0. A family { 1 ( ) ( )} of polynomials with real coefficients is called compatible if Eq. (17) also leads to an example of a single hyperbolic gamma function with non-monotonic zeros. For very large clearly G( ; 2 ) < 0 and G( ; 0) > 0, so there must be some value of , 0 < < 2 , for which G( ; ) = 0 for some very large , which will thus have non-monotonic zeros in Q.
Another interesting phenomena occurs when we consider the zeros of Ξ ( )+ Φ +1 ( ). As we let vary continuously from 0 to 1, computations indicate that the imaginary parts of the non-real zeros decrease monotonically (i.e. continuously), in a very regular manner, until, for high enough, they collide with the corresponding zero (from Schwartz reflection) in the fourth quadrant, and arrive on the real line, where they remain.
Conjecture 5.1.
For ≥ 1, the imaginary part of each non-real zero of Ξ ( ) + Φ +1 ( ) decreases monotonically (i.e. continuously) as goes from 0 to 1.
The modulus on vertical rays
It is known that the RH is equivalent to the statement that the modulus of Ξ( ) is monotone increasing along any vertical ray which starts at a point ≥ 0 on the nonnegative real line and travels straight upward to + ∞. Examples of these curves are given in Figures 1, 2 , and 3 below. To calculate M(F α) for a given pair F and α the author simply calculated the modulus of F (α + ) at many closely spaced grid points and then chose the which gave the minimum of these numbers (from the asymptotics, the modulus of a sum of hyperbolic gamma functions increases quite rapidly when increases beyond a certain point). This same procedure was followed for several closely spaced grid points α, and the pairs (α M(F α)) then plotted on a grid using Maple, with the result looking something like a continuous curve. They seem to have the property that the non-real zeros of F in Q occur at the same places as the local maxima of the M-curve. If so, this would give another (rather informal) method for calculating the zeros of Ξ N ( ) and other sums of hyperbolic gamma functions which does not depend on the argument principle or Newton's method.
If we make the simplifying assumption that the modulus of F ( + ), ≥ 0, is monotone decreasing in until it reaches a certain minimum and then is monotone increasing after that, the Cauchy-Riemann equations show why the local maximums of the M-curve are linked to the zeros of F . For under this assumption, setting the partial derivative of |F ( + )| 2 with respect to equal to 0 gives
where F = ( ) + ( ). Assume further that the Implicit Function Theorem holds here, which shows (18) implicitly defines as a function of . Now taking the derivative with respect to of (18) we get 
Some notes on the computations
The list of zeros of Ξ 1 ( ) in the appendix was calculated using the argument principle and Newton's method by a call to the function analytic in Maple, as were the zeros of Ξ ∆ 1 ( ), Ξ ∆ 2 ( ), and the zeros of the sum of two generalized hyperbolic gamma functions. This procedure failed however to compute the zeros of Ξ 2 ( ), as the program never finished even after running for over two days on the Sun system at the University of Pennsylvania. Note that Ξ ( ) is a sum of 4 incomplete gamma functions, which may explain why the computation of the zeros of Ξ ( ) quickly becomes difficult. The author was able to find the zeros of Ξ 2 ( ) by starting with the zeros of Ξ 1 ( ) and using Newton's method to find the zeros of Ξ 1 ( ) + Φ 2 ( ), for a small positive number, then recursively using these new zeros and Newton's method to find the zeros for a slightly larger value of , slowly increasing until equaled 1. The author then tried to compute the zeros of Ξ 3 ( ) in the same way, by starting with the zeros of Ξ 2 ( ) and using Newton's method to compute the zeros of Ξ 2 ( ) + Φ 3 ( ) for small , and gradually increasing as before. This worked well until became very close to 1, about = 99, at which point Newton's method no longer converged. If the property discussed in the previous paragraph holds though, we can see from Figure 2 where the non-real zeros of Ξ 3 ( ) in the range 0 ≤ ( ) ≤ 120 are. 
