Abstract. An original proof, easily accessible and accurate is proposed, for establishing the formulae on which the computing algorithm is based, in full agreement with the purpose aimed at in computing applications. The proof is founded only on the minimization conditions of a corresponding functional.
Introduction
In many applications, for instance in the finite element method, it is necessary to solve systems of equations with a large number of unknowns from approximately 200 to 10 000, called large systems of linear equations. For solving these systems one can use direct and iterative methods [l]- [9] . In the present paper, the conjugate gradient methods will be examined, and namely the conjugate gradient methods, which may be called also conjugate directions methods, with pre-conditioning, which have given favourable results in many applications.
It is interesting to be mentioned, that there are different variants of the conjugate gradient method with pre-conditioning. It must be underlined, that various methods, although correct, cannot be utilized, because of the too great influence of the rounding errors, which arise when they are applied on a computer. That is why, it is necessary to examine the properties of these methods when they are applied in practice.
We shall propose a new proof for the relations on which the conjugate gradient methods are based, in an easily accessible manner and useful for their application in practice. The symbols will be the usual ones [1] , [7] . and at every step of the iterative procedure, it is required that the direction of vector p( m ) should be conjugate with the direction of the previous iteration vector. The condition is imposed, that the two directions should be conjugate versus the matrix A of the system. One obtains (III) (p(" l+1 )) T Ap (m) = 0.
If the matrix A of the system were equal to the unit matrix, the two vectors would be orthogonal. There are, also, other equivalent manners for expressing the stated condition. There are different variants for deriving the computing formulae [2] , [3] , [5] , [9] , analyzed in paper [6] . In these variants, the condition that certain directions should be orthogonal or conjugate (versus certain matrices) is utilized. We shall consider two typical variants:
1°. In the first variant [9, Part 2, p. 167,171], the set of utilized formulae is obtained directly, by a congruent transformation containing a dyadic decomposition and an endogenous transformation. Thus, a quadratic matrix is transformed into a diagonal one, which will be inverted.
2°. In the second variant, the set of formulae given in paper [2, p. 243 ] is obtained. This set is obtained by utilizing the iterative method with common steps with convergence acceleration coefficient, i.e. the method of Richardson, and putting the condition, that the rests (residuals) of the system of equations, should be conjugate with a certain symmetric matrix. It is proved, that one of the two main coefficients which occur corresponds to a minimization procedure of a functional, whereas the second follows imposing, as previously, the condition that some vectors should be conjugate versus a certain symmetric matrix.
We consider that in establishing the conjugate gradient methods, it would be best to utilize only the minimization of a functional.
Indeed, referring to the minimization procedure, a remark we have made in a previous study [6] can be used, namely, in the case of numerical applications, instead of dealing with the error value (which may oscillate or increase, even if the iterative process is convergent), it is the value of the functional that must be followed, in order to ensure that this decreases, meaning that the process is convergent. Moreover, according to the performed numerical experiments, we have found, that the vectors which in accordance with the imposed conditions, should be orthogonal, do not satisfy accurately this condition (because of the rounding errors). In order to emphasize that all the computing formulae may be obtained by minimizing a functional, hence without resorting to conditions which are not satisfied in the course of iterations, we shall give a very simple proof, which is not known in literature. Moreover this demonstration does not require special mathematical knowledge. We shall examine two computing variants.
Establishing of the computing formulae for the first variant
Let us search for the iterative solution of a system of n linear equations with n unknowns:
Generally the system of equations is assumed a normal one in the known sense [1, p. 306] , that is matrix A is symmetric and positive definite. The case of an unsymmetric matrix can be examined separately. The solution of the system of equations (1) minimizes the functional
where x is any vector, which can be relatively simply established. The quantity x which minimizes the functional (2), may be searched by an iterative method. The solution for any iteration m will be searched in the form
and it will be adopted
where the symbols have the following meanings: M is a symmetric matrix, invertible, of the same order (rank) as matrix A, the quantities p and z represent the vectors along the directions of which the minimization is to be performed, and r represents the rest or residual. From relation (4) it can be seen that at every iteration, the previous iteration is taken into account. In the particular case when one takes M = A and M is easily invertible, and ao = 1 then, from equations (3), (5), (7) it follows immediately that after the first iteration, one obtains the solution.
It is useful to be mentioned, that the previous relations are not of an arbitrary nature. With that end in view, we shall remark that the solution of the system of equations (1) is
With these symbols, relations (7), (5), (4), become:
From relations (a)- (d) and (3), it follows that by relation (3), at every iteration, just the deviation from the solution is compensated. From relations (7), (3), one obtains
At the beginning one takes x^0^ and one obtains In order to obtain the value of the quantity x which ensures the minimum value of the functional, we shall determine a m and c m so that the value of the functional should be minimum. From the minimum condition ^ ^ da m and utilizing relation (3), we obtain successively
It follows that ^p(m))T r (m)
Taking into account relation (4), we can write
Taking into account the relation of the form (11), we get
From relations (13), (15), (5), it follows that
From the minimum condition Multiplying relation (4) by (r(" l+1^)T and utilizing relations (11), (19), (5), we get
Taking into account relation (11), the first term of relation (21) is null and it follows that
Taking into account relations of the form (8), (11), (15), the denominator of expression (23) may be expressed in terms of vector z. Considering relations of the form (8), (22), (5), the numerator of expression (23) may be, also expressed in terms of vector z. Finally, we get
If the quantities given by relations (16) and (24) are always positive, it follows that the minimum conditions are satisfied. For this purpose it is necessary and sufficient that besides matrix A, the matrix M should be, also, positive definite. Similarly, other relations between the matrices p, z, r, A may be established. For instance, from relations (8), (11), (19), it follows that
It is important to know, if in the course of computations, conditions (11), (19) are satisfied, hence to know if the values of the left-hand side are near to zero. The usual manner, known in literature, (of considering the values of the left-hand side, so as they are obtained), cannot be accepted as satisfactory, because the results are almost always different from zero. To avoid this disadvantage, we referred to the case of the product of two vectors. In this case, for obtaining the value of the cosine of the angle between the two vectors, it is necessary to divide their scalar product by the product of their moduli. We have replaced the values of the vectors in the left-hand side of the referred relations, by their values divided by moduli of corresponding vectors. The obtained results can be compared regardless of the number of equations or of the values of the system coefficients.
Further on, we shall give the results that we have obtained in the course of iterations for relation (22), with the mentioned divisions, for the system of equations considered in Table 1 given at the end of this paper and obtained from a computation problem of an electromagnetic field.
The results are given below in Table a . If we had not performed the specified divisions, we would have obtained other results, given in Table b , for instance. Also, in the numerical experiments performed relating to formulae (13) and (16), we have found that relation (16) leads to a better convergence than relation (13). 
™
In order to obtain a more simple expression for a m we can proceed as follows. We multiply both sides of relation (26 a) first by A and then by (z(™))
T and we emphasize the quantities and instead of x^ and xi" 1-1 ). Taking into account relations (22) and (5), we obtain immediately the expression
These results are those obtained for the variant of point 2° of section 2, and established in literature starting from quite different considerations. Because relations (3) and (26) have been obtained above starting from the same formulae, we must expect to obtain the same results when applying the two methods, apart from the rounding errors. When applying the two variants, for enough complicated cases, including those of paper [6] , we have found that the rounding errors have not had any influence and the results are exactly the same.
Also, it is possible to establish the general relations
We have shown [6] , that these relations may be obtained directly by utilizing conveniently relations (4), (5), (8), (11), (19)-The deduction may be done by an inductive reasoning, considering successively, the relations obtained for the superscript indices of orders: i = 0,1,2,..., fc; j = k + 1, putting k = 0,1,2,..., n -1. Also, it is possible to establish, at the same time, the general relation However, for computations, only relations (11), (19), (25), derived above in the paper, are of interest.
Pre-conditioning of the matrix of the coefficients of the system
There are various manners for proving that the convergence of the conjugate gradient method depends on the conditioning degree (condition number) K = A max /A m i n of the matrix (M -1 A) of the system of equations, where A max and A m i n represent the greatest and the smallest eigenvalue respectively of the matrix referred to above. For the particular case where M = A, the condition number is equal to unity and the solution is obtained after the first iteration. The closer to unity the conditioning degree of (M -1 A) is, the more rapidly convergent the iterative process will be. The principles for obtaining a pre-conditioning matrix are presented in paper [8] . There are different procedures for obtaining these matrices. We have experimented several pre-conditioning matrices. We have obtained the best results with the matrix obtained by incomplete Cholesky factorization. There are several procedures for obtaining a matrix of this type.
For a better explanation of the results, we shall present shortly the utilized procedure [2, p. 207, 211], [6] adding, also, some specifications useful for the procedure. Generally, one can search to obtain the relation At first sight, it might seem, that the incomplete factorization would not have advantages as compared to the complete factorization, if the last were possible. In fact, the incomplete factorization is more advantageous, because it requires a number of arithmetical operations, and a storage zone, both much smaller.
The matrix assumed to serve as a pre-conditioning matrix is and the matrix R must not be stored. The computation of the elements of the matrices of relation (32) are performed by the known procedures [2] , [3] , [4] , [6] , [8] .
Procedure for performing an incomplete Cholesky decomposition (factorization)
In this decomposition one keeps only those elements which correspond to those places of the matrix A, the elements of which are different from zero; then, to store matrices L, S, U, a storage zone, equal to that for storing the matrix A is necessary. In some cases, when the convergence is slow, a certain increase, called shifting, of the elements of the principal diagonal of the matrix A [4, p. 482] is recommendable. In the cases that we have examined, this increase has not been necessary.
The number of iterations necessary for obtaining the solution
To establish the number of iterations necessary for obtaining the solution, we shall search the number of the iteration for which the rest (residual) is null.
The derivation will be in accordance with the proof of the formulae and differs from those given in literature which concern the formulae without pre-conditioning, or are based on other considerations [5, p. 181] .
We shall use relation (29) in the form At the same time, the vector must satisfy a relation of the form (29), written in the form of (42), for j -s, and i = 0,1,2, ...,s -1. Taking into account that the vector f^ must be in the same linear space with the vector it follows that it must be null. Hence Therefore the solution is obtained after s < n iterations at the most.
The computation errors
The conjugate directions methods permits, if the rounding errors are not taken into consideration, i.e. in the idealized case, to obtain the solution after a number of iterations equal, at the most, to the number of equations. That is why, in the idealized case the examined methods may be considered as direct methods.
From a practical point of view, the solution may be obtained after a much smaller number of iterations, but sometimes the number of iterations may be larger than the number of equations. That is why, in a non-idealized case, the examined methods may be considered as iterative methods. Thus, in the idealized case, if in a system of n equations, one introduces x^0) and the solution will be obtained after exactly n iterations, then the solution will be As it is shown in paper [8] , different measures of the error can be used for evaluating the accuracy of the results and for stopping the iterative process. In this study, the errors have been computed by the formulae we have proposed and utilized previously [6] .
Firstly, the values of the functional must be verified, in order to ensure that this decreases after every iteration, regardless of the values of the considered errors, meaning that the process is convergent, else the process must be interrupted. Then, the following errors have been considered.
The global relative error with respect to the right-hand side |).
Numerical experiments

The experimented cases
We have experimented on numerical computer, the methods examined in the present paper, for the case of the system of equations obtained from a type problem. The type problem has been represented by the computing example examined in the study [6] .
The example of paper [6] refers to an enough complicated configuration of a rotating electrical machine with ferromagnetic parts for which some electromagnetic performances are to be computed. The problem results in computing the vector potential of the magnetic field for a two-dimensional domain. For this purpose it is necessary to solve a partial differential equation of the second order of elliptic type. For obtaining the solution, a finite element method, involving a discretization net (mesh) was used. The application of this method requires solving of large systems of linear equations.
The properties of the matrix of the coefficients
To facilitate the understanding, we recall that the discretization net for the mentioned example has 701 nodes, and if one leaves out the equations corresponding to the nodes at which first kind boundary conditions (namely the vector potential) are given, there remain 636 equations.
1°. The matrix is symmetric and positive definite and weak conditioned. The first two properties derive from the type of the mathematical problem, whereas the third depends on the conditioning degree which depends on the properties of the parts of the domain.
We have established the conditioning degree (the condition number) of the matrix A and we have obtained [6] the value K =0.2043377E+08.
2°. The matrix has 636 rows and 636 columns and each row contains at the most 9 elements different from zero, thus it is a sparse matrix. The fact that each row contains 9 elements is due to the finite element method.
3°. These 9 elements are distributed on each row of the matrix, so that the matrix does not represent a band matrix with a small width. This distribution yields from the numbering of the net nodes utilized in the finite element method. For obtaining a band matrix it is necessary to renumber the unknowns, i.e. the same, to renumber the nodes of the net nodes.
4°. The width of the band matrix after the renumbering of the nodes was 2 x 98 + 1.
5°. The order of magnitude of the matrix elements max|ajj| and min|ajj| considering only the elements a^-^ 0 are 10 7 and 10° respectively. In the case of the experimented method, the input data, i.e. the coefficients matrix, have been introduced in simple precision (4 bytes per word), whereas the computations have been carried out in double precision (8 bytes per word).
Considerations regarding the results
1°. The beginning value (starting value) of the iterative procedure was always x^0^ = 0.
2°. The conjugate gradient method, in each of the two variants given by formulae (3) and (26) respectively, ensures the same precision of the results for the same number of equations.
3°. The conjugate gradient method with pre-conditioning by incomplete Cholesky factorization, leads to very small errors. We have examined two situations: a. The matrix of the coefficients is sparse; b. The matrix of the coefficients of the same system of equation is in the form of a band matrix of width 2 X 98 + 1 obtained by renumbering the nodes (hence the unknowns) in the previously described manner [6] . In both situations the necessary storage zone was the same, a supplementary vector excepted (for the case of the band matrix).
One can observe, that the errors are sensibly smaller for the case of the sparse matrix, what is convenient, the renumbering being not necessary.
Numerical results
The numerical results that we have obtained are given in Table 1 . Cholesky (SCHB of [6] : method for unsymmetric band matrix, simple precision.
Conjugate Gradient I (SOLVE3 or SOLVE31 of [6] ): a. Pre-conditioning by incomplete Cholesky factorization, from paragraph 3.1. Duration of pre-conditioning 211 time units (included in the table in duration), b. The matrix of the system is sparse.
Conjugate Gradient II (SOLVE3 or SOLVE31 of [6] ): a. Pre-conditioning by incomplete Cholesky factorization, from paragraph 3.1. Duration of pre-conditioning 211 time units (included in the table in duration), b. The matrix is of the band type.
