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TRANSMISIO´N UTILIZANDO UN ALGORITMO GENE´TICO
ESPECIALIZADO Y PROGRAMACIO´N LINEAL EFICIENTE
Orientador: Ph.D Antonio Hernando Escobar Zuluaga.
Linea de investigacio´n: Planeamiento en sistemas ele´ctricos.
Palabras clave: Algoritmo Dual simplex canalizado, Algoritmo gene´tico, Cuadro sim-
plex, Esfuerzo computacional, Optimizacio´n matema´tica.
El presente trabajo inicia con una revisio´n del estado del arte de los modelos matema´ti-
cos y de las te´cnicas de solucio´n para el problema del planeamiento de la expansio´n
de redes de transmisio´n esta´tico, as´ı como de metodolog´ıas que permiten disminuir el
taman˜o del espacio de solucio´n y el esfuerzo computacional, haciendo especial e´nfasis
en la bu´squeda de modelos y te´cnicas eficientes para el problema de planeamiento.
Esta investigacio´n esta orientada a la bu´squeda de algoritmos eficientes que puedan ser
implementados de manera conjunta con el algoritmo gene´tico de Chu-Beasley, y que
permitan disminuir el esfuerzo computacional de esta te´cnica metaheur´ıstica de optimi-
zacio´n. En este trabajo se uso entonces como metodolog´ıa de solucio´n para el problema
de programacio´n lineal asociado al algoritmo gene´tico un algoritmo dual simplex ca-
nalizado que usa un cuadro simplex reducido, se uso adema´s un modelo de flujo DC
modificado que permite aprovechar las cualidades del algoritmo dual simplex canalizado
para alcanzar la solucio´n o´ptima del PL de manera mas ra´pida.
La metodolog´ıa de solucio´n eficiente se divide en 2 etapas que es la transformacio´n
del modelo de flujo DC cla´sico y posteriormente su proceso de optimizacio´n mediante
el algoritmo dual simplex canalizado. En la primera etapa se reduce el taman˜o del
modelo cla´sico en el numero de variables y restricciones totales del problema, adema´s
transforma el gran conjunto de restricciones de igualdad y desigualdad en un nuevo
conjunto de restricciones equivalentes que tienen como caracter´ıstica que solo una de
ellas es de igualdad y el resto son de desigualdad. El proceso de optimizacio´n aprovecha
la caracter´ıstica de este nuevo modelo y para convertirse en un proceso iterativo en
el cual se resuelve el modelo relajado, es decir con la u´nica restriccio´n de igualdad
e iterativamente son incluidas las restricciones mas violadas (una a la vez) al cuadro
simplex, este proceso finaliza cuando la solucio´n o´ptima del algoritmo simplex es factible
para todas las restricciones.
Los operadores de seleccio´n, recombinacio´n y mutacio´n del algoritmo gene´tico de Chu-
Beasley son explicados en el transcurso de este trabajo. Este algoritmo gene´tico especia-
lizado fue escogido por su gran desempen˜o y nivel de certeza para resolver el problema
de la expansio´n de redes de transmisio´n. Este algoritmo gene´tico especializado se dife-
rencia del algoritmo gene´tico tradicional en gran medida por su nivel de elitismo en la
forma de crear y reemplazar individuos de la poblacio´n.
Los resultados muestran la efectividad del algoritmo dual simplex canalizado que usa
un cuadro simplex reducido sobre las metodolog´ıas cla´sicas de solucio´n al PL asociado
al algoritmo gene´tico especializado. Se realizan comparaciones entre la metodolog´ıa de
solucio´n usada (modelo reducido y te´cnica de solucio´n) y el solver CPLEX que resuelve
el modelo cla´sico de flujo DC. Finalmente se muestra la efectividad del algoritmo gene´ti-
co para alcanzar las soluciones de los sistemas de prueba usados, adema´s se muestra la
eficiencia en tiempo computacional que se obtiene empleando el algoritmo dual simplex
canalizado que usa un cuadro simplex reducido y el algoritmo gene´tico.
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Nomenclatura
cij, Costo asociado a la construccio´n de un circuito en el corredor i− j.
Ω, Subconjunto de circuitos candidatos a ser adicionados.
Ω1, Subconjunto de nodos que tienen demanda.
α Factor de penalizacio´n para la potencia no servida.
S, Matriz de incidencia nodo - rama.
S0, Matriz de incidencia nodo - rama para los corredores existentes.
S1, Matriz de incidencia nodo - rama para los circuitos candidatos.
S2, Matriz de incidencia nodo - rama para los corredores candidatos.
n0ij, Circuitos existentes en el corredor i− j.
γij, Susceptancia de un circuito en el corredor i− j.
f ij Capacidad ma´xima de potencia para un circuito del corredor i− j.
nij Nu´mero ma´ximo de circuitos en paralelo en el corredor i− j.
nij, Circuito candidato en el corredor i− j.
ri, Corte de carga en el nodo i.
fij, Flujo de potencia en el corredor i− j.
gi, Generacio´n en el nodo i.
di, Demanda del nodo i.
θi, A´ngulo del nodo i.
ykij, Circuito candidato k del corredor i− j.
f 0ij, Flujo de potencia en el corredor existente i− j.
fkij, Flujo de potencia en el circuito candidato k del corredor i− j.
f 2ij, Flujo de potencia del corredor candidato i− j.
M , Para´metro de valor muy grande.
1. Introduccio´n
La energ´ıa ele´ctrica se ha convertido en un recurso de vital importancia para el funciona-
miento y desarrollo de la sociedad, por tal motivo las entidades encargadas de controlar
el sector ele´ctrico tienen como objetivo brindar a todos los usuarios energ´ıa ele´ctrica
confiable y de calidad. Como objetivo adicional se busca desarrollar un sistema ele´ctrico
que permita un escenario de libre oferta-demanda entre la generacio´n y la demanda.
Actualmente se posee un sistema ele´ctrico de potencia suficientemente robusto y que
permite alcanzar los objetivos previamente mencionados, sin embargo, la cantidad de
energ´ıa demandada crecera´ y ser´ıa necesario construir nuevas centrales de generacio´n
ele´ctrica o potenciar las existentes, a su vez se necesitara aumentar la capacidad de la
red de transmisio´n existente para que permita llevar la energ´ıa generada a los usua-
rios finales. Idealmente el planeamiento de la generacio´n y la transmisio´n de energ´ıa
ele´ctrica se deber´ıa plantear de manera conjunta, sin embargo, debido a la complejidad
matema´tica y a las caracter´ısticas del mercado en la generacio´n el problema se debe
separar en 2 subproblemas y se deben resolver de manera independiente. A lo largo de
este cap´ıtulo se mencionara la importancia del planeamiento de la expansio´n de redes
de transmisio´n, se hablara de algunas modificaciones que se han realizado al proble-
ma tradicional y como se han aplicado metodolog´ıas de optimizacio´n para resolverlo o
reducir su complejidad matema´tica.
1.1. Importancia del planeamiento de la expansio´n de redes
de transmisio´n
La red de transmisio´n de energ´ıa ele´ctrica es de vital importancia para el correcto
funcionamiento del sistema ele´ctrico en general, por tal motivo es necesario mantenerla
en o´ptimas condiciones y potenciarla en el largo plazo. Esto ultimo se convierte en
un problema de optimizacio´n matema´tica que debe ser resuelto adecuadamente, pues
una red ele´ctrica mal planeada incurrir´ıa en un mal funcionamiento del sistema y un
aumento en los costos que debe pagar el usuario final. Una red ele´ctrica bien planeada
debe cumplir con diferentes criterios entre los que se destacan:
La confiabilidad y continuidad del servicio en condiciones normales de operacio´n
y durante la aparicio´n de contingencias criticas.
Un mı´nimo costo de operacio´n y mantenimiento de la red de transmisio´n.
El cumplimiento de todas las restricciones operativas, entre las cuales se encuen-
tran la estabilidad de tensio´n y frecuencia del sistema.
La red final debe ser del mı´nimo costo posible respecto al conjunto de inversiones
completo.
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A pesar de la importancia de cada uno de estos criterios en el planeamiento de largo
plazo, incluirlos todos en un modelo matema´tico lo convertir´ıa en un problema que no
alcanzar´ıa una solucio´n en tiempos de computo aceptables mediante la aplicacio´n de
te´cnicas exactas. Una manera aproximada de resolver este problema seria mediante la
aplicacio´n de te´cnicas metaheur´ısticas, sin embargo debido a la magnitud del problema
demorar´ıan un tiempo de computo significativo y no se garantizar´ıan soluciones de
buena calidad. Por las razones mencionadas el problema se separa nuevamente tomando
como objetivo principal minimizar los costos de inversio´n.
1.2. Descripcio´n del planeamiento de la expansio´n como un
problema de optimizacio´n
El planeamiento de la expansio´n de redes de transmisio´n esta´tico busca determinar
do´nde deben ser adicionados nuevas lineas de transmisio´n o transformadores, o cuales
de los existentes deben ser repotenciados. El principal objetivo de este problema es
minimizar los costos de inversio´n asociados a la construccio´n de estos nuevos elemen-
tos. La solucio´n final de este problema debe tener un costo mı´nimo y debe atender
toda la potencia requerida por los usuarios finales, con un valor mı´nimo de energ´ıa no
servida que es definido al inicio del problema de planeamiento. Este problema presen-
ta una gran dificultad matema´tica que impide alcanzar soluciones de buena calidad
fa´cilmente, esto debido a que es un problema multi-modal, por lo que tiene una gran
cantidad de o´ptimos locales, y adema´s se debe a que su espacio de solucio´n es no con-
vexo. Para el planeamiento tradicional la red existente hace parte de la solucio´n futura,
es decir, no se considera la posibilidad de retirar, trasladar o dejar desconectados en
forma permanente, elementos que se encuentran operando en la red actual (desplanifi-
cacio´n). A continuacio´n se mencionan aspectos que un agente planeador ha establecido
previamente y que son necesarios para resolver el problema de planeamiento:
1. El crecimiento de la demanda en los nodos del sistema.
2. La localizacio´n y la cantidad de demanda de nodos nuevos.
3. La cantidad y localizacio´n de generacio´n nueva.
4. La capacidad adicional de plantas de generacio´n existentes que esta´n siendo o van
a ser repotenciadas.
5. La localizacio´n geogra´fica, el costo y las caracter´ısticas ele´ctricas de los nuevos
corredores de transmisio´n.
6. El costo asociado a circuitos adicionales que pueden conectarse en paralelo con
circuitos ya establecidos en corredores existentes.
7. La localizacio´n, el taman˜o y el costo de subestaciones nuevas.
2
8. Los niveles de tensio´n a los que operara´n los corredores nuevos y existentes.
9. Los niveles de tensio´n asociados a las subestaciones nuevas.
Este problema fue representado inicialmente con el modelo de transportes presentado
por Garver en (Garver 1970), desafortunadamente las soluciones alcanzadas por este
modelo no permit´ıan resolver este problema satisfactoriamente. Actualmente se han
planteado diferentes modelos que permiten representar el problema de planeamiento
esta´tico con una mayor exactitud, entre ellos destaca el modelo DC que es conside-
rado como el modelo ideal para representar la red de transmisio´n en el largo plazo.
Dependiendo del modelo usado este problema puede ser de programacio´n lineal entera-
mixta(PLEM) o programacio´n no lineal entera-mixta(PNLEM). Este problema alcanza
la categor´ıa de NP-completo cuando se resuelven sistemas de gran taman˜o o que adema´s
son poco conexos.
1.3. Estado del arte del planeamiento
1.3.1. Variaciones al problema de planeamiento cla´sico
El planeamiento cla´sico es la forma mas general de presentar el problema de planea-
miento de redes de transmisio´n, pues este no involucra variables de otros problemas y no
es particularizado con las regulaciones y caracter´ısticas propias de la red de transmisio´n
de cada pa´ıs. Actualmente se poseen te´cnicas robustas de optimizacio´n que ha pesar
de no garantizar o alcanzar el o´ptimo global del problema, si permiten de manera muy
eficiente alcanzar soluciones sub-o´ptimas de buena calidad en sistemas de gran taman˜o,
por tal razo´n se ha podido realizar modificaciones al problema cla´sico involucrando
nuevas caracter´ısticas y que lo acercan aun mas al problema real.
El planeamiento multietapa es uno de las modificaciones mas aplicadas en los problemas
actuales, este divide el horizonte de tiempo en varios periodos, por lo que se involucra
el tiempo de inclusio´n de los nuevos elementos a la red como una nueva variable, al-
gunos trabajos con esta modificacio´n se muestran en (Dehghan, Kazemi y Neyestani
2011),(Zhang, Heydt, Vittal y Quintero 2012),(Long 2014),(Vinasco, Tejada, Silva y Ri-
der 2014). Otra modificacio´n que se ha estudiado ampliamente es el efecto que tiene
incluir el comportamiento de las energ´ıas renovables al planeamiento como se mues-
tra en (Fuchs y Gjengedal 2011),(Mori y Kakuta 2011),(Saboori, Mohammadi y Taghe
2011),(Mun˜oz, Sauma, Contreras, Aguado y Torre 2012),(Chatthaworn y Chaitusaney
2014b), de igual forma se ha analizado el impacto en el costo del planeamiento cuando
se considera el efecto de la generacio´n distribuida (Shayeghi y Bagheri 2013),(Rouhani,
Hosseini y Raoofat 2014). Mediante la aplicacio´n de diferentes te´cnicas de solucio´n ha
sido posible integrar el planeamiento de la transmisio´n y la generacio´n en algunos tra-
bajos (Javadia, Saniei y Mashhadi 2014),(Kim y Kim 2014).
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Otras modificaciones al problema cla´sico han sido: la inclusio´n de corredores HVDC
(Lotfjou, Fu y Shahidehpour 2012), la posibilidad de escoger el nivel de tensio´n (Do-
minguez 2012), la introduccio´n de limitadores de fallas (Moon, Lee y Joo 2013), la
consideracio´n de las perdidas y la potencia reactiva (Zhang, Heydt, Vittal y Quintero
2013), el riesgo de inversio´n en los proyectos de planeamiento de la expansio´n (Molina,
Contreras y Rudnick 2014), la consideracio´n de emociones de CO2 (Correa, Bolanos
y Garces 2012), la inclusio´n de transformadores variadores de frecuencia (Shivaie, Se-
pasian y Sheikh-El-Eslami 2013), tambie´n se han planteado modelos probabil´ısticos
(Gupta, Shekhar y Kalra 2012), entre otros. Una revisio´n del estado del arte exhaustiva
se realiza en (Hemmati, Hooshmand y Khodabakhshian 2013).
1.3.2. Metodolog´ıas de solucio´n aplicadas al planeamiento de la expansio´n
El problema de planeamiento de la expansio´n de redes de transmisio´n ha sido resuelto
mediante te´cnicas exactas y te´cnicas combinatorias y/o de bu´squeda local. Las te´cnicas
exactas se caracterizan por garantizar el o´ptimo global en problemas de programacio´n
lineal y programacio´n lineal entera, y en caso de problemas de programacio´n no lineal se
puede garantizar o´ptimos locales y eventualmente el o´ptimo global. Las te´cnicas com-
binatorias son aplicadas a problemas que no pueden ser resueltos de manera exacta por
tener tiempos de ejecucio´n inviables o modelos altamente no lineales, a los cuales las
te´cnicas exactas no podr´ıan garantizar una solucio´n factible y de buena calidad.
En el caso del planeamiento, las te´cnicas exactas mas usadas son el branch and bound
(B&B) (Rahmani, Romero, Rider y Paredes 2012),(Delgado, Pourakbari-Kasmaei y Ri-
der 2013), el branch and cut (B&C) (Garce´s, Conejo, Garc´ıa y Romero 2009),(Sou-
sa y Asada 2011),(Sousa y Asada 2012) y la descomposicio´n de benders (Lumbreras
y Ramos 2013). De igual manera se han implementado diversas te´cnicas combinato-
rias y de bu´squeda local, entre las mas destacadas se encuentran el algoritmo gene´tico
(Escobar 2008),(Shivaie, Sepasian y Sheikh-El-Eslami 2011), (Yimchuen y Udomwong-
seree 2011),(Gallego, Rider, Lavorato y Paldilha-Feltrin 2012),(Babi, Sari y Rankovi
2013),(Ugranli y Karatepe 2014) y la bu´squeda Tabu (Silva, Fonseca Manso, Resende
y Rezende 2008),(Chatthaworn y Chaitusaney 2014a). Otras metaheur´ısticas que han
sido aplicadas al problema de planeamiento son: PSO(particle swarm optimization)
(Mendonc¸a, Junior y Marcato 2014) basada en el comportamiento de las bandadas de
aves o los bancos de peces, Simulated Annealing Algorithm (Cortes-Carmona, Palma-
Behnke y Moya 2009), firefly optimization (Mendonca, Poubel, Ivo, Oliveira, Marcato
y Oliveira 2013) basada en el comportamiento de las lucie´rnagas, Plant Growth Simu-
lation Algorithm (Long 2014) basada en el crecimiento de las plantas, GBMO(Gases
Brownian Motion Optimization) (Rathore y Roy 2014) basado en el movimiento de
las part´ıculas de los gases o l´ıquidos, scatter search (Habibi, Rashidinejad, Zeinaddini-
Meymand y Fadainejad 2014), harmony search (Rastgou y Moshtagh 2014) inspirado
en la musica, entre otros.
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Muchas de las te´cnicas aplicadas a este problema incluidas las que fueron menciona-
das requieren por lo general resolver una gran cantidad de problemas de programacio´n
lineal, siendo estos resueltos por te´cnicas como el me´todo simplex (Eua-arporn y Asa-
damongkol 2009) y el me´todo de punto interior (Correa, Bolanos, Garces y Molina
2013),(Florez, Ocampo y Zuluaga 2014). Las te´cnicas exactas y combinatorias no son
excluyentes entre si como se muestra en (Gomez 2008), pues las soluciones alcanzadas
por las te´cnicas combinatorias y de bu´squeda local pueden ser puntos de inicio para las
te´cnicas exactas, permitiendo encontrar o´ptimos de muy alta calidad.
1.3.3. Desarrollo de metodolog´ıas que disminuyan el esfuerzo computacio-
nal del problema de planeamiento
Como se ha mencionado, el problema de planeamiento de la expansio´n no se ha logrado
resolver completamente debido a su elevada complejidad computacional, por lo tanto
se deben buscar metodolog´ıas que permitan resolver este problema con un esfuerzo
computacional menor. Actualmente existen muchas variaciones al problema de planea-
miento cla´sico en las que se involucran diferentes tema´ticas aumentando el taman˜o del
problema considerablemente, por este motivo al resolver estos nuevos problemas con
las te´cnicas de optimizacio´n tradicionales, puede resultar muy dificultoso alcanzar una
solucio´n de buena calidad. Es por esta razo´n que es necesario que estas te´cnicas deban
ir acompan˜adas de metodolog´ıas que permitan reducir su complejidad.
Se han planteado varias metodolog´ıas para disminuir el esfuerzo computacional del
problema de planeamiento, entre ellas se destacan 3 clases:
La primera disminuye la complejidad reduciendo el numero de variables del pro-
blema mediante la identificacio´n de sus variables principales como se muestra
en (Dominguez 2012),(Duque 2013), en ellos se muestra que esta identificacio´n
se puede realizar mediante la aplicacio´n de unas pocas iteraciones de una me-
taheur´ısticas o mediante su determinacio´n por criterios heur´ısticos.
La segunda decrementa el esfuerzo computacional adicionando un conjunto de
nuevas restricciones al modelo matema´tico del problema como se muestra en (Sou-
sa y Asada 2012),(Melchor Gutierrez 2013), estas nuevas restricciones se encuen-
tran basadas en la primera ley de kirchhoff y pueden ser aplicadas con informacio´n
de nodos y a´reas del sistema de potencia que se esta resolviendo.
La tercera baja la dificultad del problema mediante la manipulacio´n de los mode-
los matema´ticos cla´sicos y el aprovechamiento de las caracter´ısticas de la te´cnica
de solucio´n, en este caso del me´todo simplex. Esta metodolog´ıa es presentada en
(Hashimoto 2005) y consiste en la transformacio´n del modelo a una u´nica restric-
cio´n de igualdad y un nuevo conjunto de restricciones de desigualdad, durante
este proceso tambie´n son replanteadas algunas variables como parte de otras por
lo que se reduce su cantidad, finalmente se resuelve el modelo usando el me´todo
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dual simplex canalizado. Este proceso es iterativo, y en cada iteracio´n se determi-
na la restriccio´n mas violada, se introduce al cuadro y se optimiza, este proceso
termina cuando todas las restricciones son factibles.
1.4. Planeamiento de la expansio´n en Colombia
En Colombia la entidad encargada de realizar el planeamiento energe´tico del pa´ıs es la
Unidad de Planeacio´n Minero Energe´tica UPME. Una de las funciones de la UPME
es realizar el planeamiento de la expansio´n de redes de transmisio´n para el sistema
ele´ctrico colombiano. La metodolog´ıa planteada por este organismo para determinar
las inversiones que deben ser hechas al Sistema Interconectado Nacional (SIN) se basa
en ana´lisis ele´ctricos como el balance de generacio´n y demanda, estudios ele´ctricos de
flujo de carga, corto circuito, estabilidad transitoria y de voltaje. Se determinan de
igual forma transferencias entre a´reas, l´ımites de importacio´n y exportacio´n, energ´ıa no
servida por insuficiencia de capacidad en la red de transmisio´n, entre otros. Al momento
de realizar el plan de expansio´n para el sistema colombiano se tienen en cuenta varios
supuestos:
Se utiliza un escenario de demanda alto con el fin de establecer un margen con
respecto al crecimiento real.
Se considera la generacio´n instalada de generacio´n y la expansio´n definida.
Se consideran varios escenarios de despacho de generacio´n.
Se consideran las ma´ximas capacidades de intercambio para las interconexiones
internacionales.
Se considera la expansio´n de los subsistemas regionales.
Se consideran los grandes usuarios (cargas industriales).
Se consideran los limites de sobrecargas en caso de contingencias.
Una vez se tiene toda la informacio´n, se procede a realizar los estudios previamente
mencionados, los resultados de estos estudios son usados como indicativos para deter-
minar donde es necesario realizar refuerzos a la red bien sea mediante la adicio´n de
lineas o transformadores, o a trave´s de la construccio´n de nuevas subestaciones. Para
determinar el beneficio de estos nuevos elementos se usan los siguientes criterios:
1. Confiabilidad ele´ctrica y agotamiento de red.
2. Confiabilidad energe´tica
3. Eliminacio´n y/o reduccio´n de restricciones.
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Para el caso colombiano la UPME realiza los estudios de planeamiento de la transmisio´n
anualmente, por lo que cada an˜o se tiene un plan de expansio´n de referencia. El plan de
referencia activo actualmente corresponde al periodo de tiempo 2013-2027 presentado
en (UPME 2013), en e´l se habla de manera mas detallada de los aspectos previamente
mencionados.
1.5. Objetivo general
Desarrollar en lenguaje de programacio´n C++ un algoritmo gene´tico especializado que
opere coordinadamente con un algoritmo de programacio´n lineal eficiente que aproveche
las caracter´ısticas del problema de planeamiento de sistemas de transmisio´n.
1.6. Objetivos espec´ıficos
Determinar el estado del arte en el planeamiento de la expansio´n de redes de
transmisio´n de energ´ıa ele´ctrica con e´nfasis en el desarrollo de algoritmos eficien-
tes.
Identificar problemas equivalentes que realicen modificaciones a su modelamiento
matema´tico ba´sico y evalu´en el impacto en la disminucio´n de la complejidad
computacional.
Desarrollar un algoritmo gene´tico especializado tipo Chu-Beasley para resolver el
problema de inversio´n, en el planeamiento de la red, y un algoritmo de progra-
macio´n lineal eficiente para resolver el problema operativo.
Reemplazar el solver CPLEX, usado en algunas investigaciones para resolver el
problema operativo, por un solver propio que usa conceptos de programacio´n
lineal, reduccio´n de restricciones, dualidad y re-optimizacio´n.
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2. Modelos cla´sicos del problema de planeamiento
de la transmisio´n
El problema de planeamiento de la expansio´n de redes de transmisio´n ha sido amplia-
mente estudiado en la literatura especializada, y se han planteado modelos robustos que
permiten representar de manera precisa los feno´menos f´ısicos de naturaleza te´cnica y no
te´cnica que ocurren en la red de transmisio´n en el largo plazo. El modelo DC es conside-
rado el modelo ideal para representar el problema de planeamiento de la expansio´n de
largo plazo, este modelo es no lineal y no convexo, sin embargo este modelo presenta una
versio´n linealizada conocida como el modelo lineal disyuntivo. Adema´s de los modelos
presentados existen 2 modelos mas relajados que son ampliamente usados en heur´ısticas
y algunos estudios, estos son el modelo h´ıbrido lineal y el modelo de transportes. Los
modelos mencionados han sido ampliamente usados en diversas investigaciones como
se muestra en (Molina y Rudnick 2010),(Mahdavi y Monsef 2011),(Dewani, Daigavane
y Zadgaonkar 2012). A lo largo de este cap´ıtulo se dara´ una descripcio´n mas amplia de
los modelos mencionados.
2.1. Modelamiento general del problema de planeamiento esta´ti-
co
El problema del planeamiento de la expansio´n de redes de transmisio´n puede ser mo-
delado de manera general mediante la siguiente estructura matema´tica:
Min z = c(x) + d(y)
s.a
A(x) ≥ b
E(x) + F (y) ≥ h
En el modelo matema´tico planteado se encuentran dos variables principales, la primera
variable x corresponde a las variables de inversio´n del problema de optimizacio´n (l´ıneas
de transmisio´n y transformadores de potencia), la segunda variable y corresponde a las
variables operativas del sistema de potencia (flujo de potencia por las l´ıneas de trans-
misio´n y transformadores de potencia, valor de la generacio´n, cortes de carga en nodos
del sistema, valor angular de los nodos). La funcio´n c(x) representa los costos asociados
a las variables de inversio´n, d(y) representa el costo asociado a las variables operati-
vas del sistema, especialmente relacionada para este caso con los cortes de carga del
sistema. La restriccio´n A(x) ≥ b representa los limites correspondientes a las variables
de decisio´n, especialmente los l´ımites f´ısicos; E(x) + F (y) ≥ h representa los l´ımites
para las variables operativas y econo´micas que aparecen conjuntamente dentro de la
restriccio´n, esta tambie´n esta´ relacionada a los l´ımites f´ısicos del sistema.
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2.2. Modelo DC
Este modelo considera la aplicacio´n de las 2 leyes de Kirchhoff tanto en los circuitos
existentes (red base) como en los circuitos candidatos a ser adicionados a la red de
transmisio´n, por esta razo´n el modelo es no lineal y de dif´ıcil solucio´n. Las soluciones
encontradas con el modelo DC presentan una respuesta satisfactoria al ser implemen-
tadas en el modelo AC, siendo la razo´n principal que se ha logrado resolver el problema
de potencia activa a trave´s de la red, es decir no existen cortes de carga en la solucio´n
encontrada y la red de transmisio´n es suficiente para conducir la potencia de los centros
de generacio´n a las zonas de demanda. El modelo matema´tico es el siguiente:
Min v =
∑
(i,j)∈Ω
cijnij + α
∑
i∈Ω1
ri (2.1)
s.a.
Sf + g + r = d (2.2)
fij − (θi − θj)(nij + noij)γij = 0 (2.3)
|fij| ≤ (nij + n0ij)f ij (2.4)
0 ≤ gi ≤ gi (2.5)
0 ≤ nij ≤ nij (2.6)
0 ≤ ri ≤ di (2.7)
θk = 0; k = ı´ndice del nodo slack (2.8)
nij Entero
fij, g, r y θi Irrestrictos
En el modelo matema´tico la funcio´n objetivo (2.1) minimiza la inversio´n de l´ıneas y
transformadores, adema´s minimiza el racionamiento. La primera ley de Kirchhoff (2.2)
indica el equilibrio de potencia en cada nodo. La segunda ley de Kirchhoff (2.3) de-
termina la diferencia angular de cada corredor, tambie´n restringe el flujo ma´ximo del
corredor mediante un l´ımite ele´ctrico. El limite te´rmico para el flujo de potencia por
los corredores es representado por (2.4). Los l´ımites ma´ximos y mı´nimos de potencia
para los generadores reales son puestos en la restriccio´n (2.5) y para los ficticios (2.7).
La capacidad ma´xima de circuitos permitidos para cada uno de los corredores es mos-
trada en (2.6). (2.8) es la ecuacio´n del nodo slack en el modelo DC, permitiendo as´ı la
convergencia del me´todo evitando la presencia de matrices singulares en el modelo.
2.3. Modelo lineal disyuntivo
Este modelo es una versio´n linealizada del modelo DC que es un modelo no lineal y no
convexo. Este modelo lineal coincide con la solucio´n o´ptima del modelo no lineal. El
modelo lineal disyuntivo en su proceso de linealizacio´n presenta un proceso de conver-
sio´n del tipo de variable asociada a las nuevas inversiones y una reestructuracio´n de las
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restricciones del modelo. Las variables de inversio´n asociadas a las l´ıneas y transforma-
dores de potencia sera´n entonces una variable del tipo binaria, indicando esto que los
nuevos circuitos asumira´n el valor de 1 si es necesario adicionarlos y el valor de 0 si no es
necesario incluirlos en el sistema de transmisio´n. Esta nueva variable individualiza cada
circuito candidato, es decir, convierte cada circuito en una variable de decisio´n del pro-
blema. Otro aspecto fundamental es la inclusio´n dentro de la segunda ley de Kirchhoff
del para´metro M, este para´metro permitira´ que se cumpla o no esta ley dependiendo si
el circuito es adicionado o no. El modelo lineal disyuntivo es el siguiente:
Min v =
∑
(i,j)∈Ω
nij∑
k=1
cijy
k
ij + α
∑
i∈Ω1
ri (2.9)
s.a.
S0f 0 + S1f 1 + g + r = d (2.10)
f 0ij − (θi − θj)noijγij = 0 (2.11)
|fkij − (θi − θj)γij| ≤M(1− ykij) (2.12)
|f 0ij| ≤ n0ijf ij (2.13)
|fkij| ≤ ykijf ij (2.14)
0 ≤ gi ≤ gi
0 ≤
nij∑
k=1
ykij ≤ nij (2.15)
0 ≤ ri ≤ di
θt = 0; t = ı´ndice del nodo slack
ykij Binario
fkij, f
0
ij, g, r y θi Irrestrictos
El modelo presentado presenta cambios en la funcio´n objetivo (2.9), en esta se puede
observar que se contiene una doble sumatoria para la inversio´n en transmisio´n, la pri-
mera sumatoria corresponde a los corredores con circuitos candidatos a ser adicionados,
la segunda sumatoria corresponde a cada uno de los circuitos de cada corredor que han
sido individualizados mediante la variable ykij, el segundo te´rmino de la funcio´n objetivo
es conocido y corresponde al costo del racionamiento. Se produce tambie´n un cambio
en la primera ley de Kirchhoff (2.10) pues se puede observar que los flujos de potencia
de los circuitos existentes y candidatos es separado y es planteado mediante sus matri-
ces de incidencia nodo – rama. La segunda ley de Kirchhoff ha sido separada para los
circuitos existentes como se muestra en (2.11), en esta se puede ver una funcio´n lineal
donde se han retirado las variables de inversio´n. La segunda ley se aplica tambie´n a los
circuitos candidatos en la restriccio´n (2.12) y se aplica a cada circuito de manera indi-
vidual, indicando esto que si el circuito al cual se le aplica la segunda ley es adicionado
a la red de transmisio´n, este asumira´ el valor de ykij = 1 y debera´ cumplir la segunda
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ley de Kirchhoff; en caso contrario la variable tomara el valor de ykij = 0 y el circuito no
tendr´ıa que cumplir segunda ley. Se limita el valor del flujo a trave´s de los corredores
existentes en (2.13) y el l´ımite de flujo para los circuitos candidatos esta´ dado por (2.14).
El l´ımite de circuitos ma´ximos a adicionar esta´ dado por la restriccio´n (2.15), en esta se
suman todos los circuitos candidatos para cada corredor, indicando con esta restriccio´n
que esta suma no debe ser mayor a la cantidad de circuitos ma´ximos permitidos para
cada corredor. Existen variaciones mas eficientes de este modelo que buscan disminuir
el espacio de bu´squeda generado por el modelo como se muestra en (Rahmani, Romero
y Rider 2013).
2.4. Modelo h´ıbrido lineal
Este modelo se encuentra en la categor´ıa de programacio´n lineal entera mixta y tiene
como objetivo tratar de resolver problemas encontrados en el modelo de transportes y
el modelo DC. El modelo h´ıbrido lineal tiene como caracter´ıstica que aplica la primera
y segunda ley de Kirchhoff a la red base, siguiendo en esta parte al modelo DC. A los
circuitos candidatos so´lo le aplica u´nicamente la primera ley de Kirchhoff siendo en esta
parte igual al modelo de transportes. Con esta consideracio´n hecha es posible percibir
que la red resultante para este modelo es equivalente a tener dos redes superpuestas,
una en la que se aplican las dos leyes de Kirchhoff (red base) y otra en la que so´lo se
aplica la primera ley de Kirchhoff (red nueva). Puesto que en una parte de la red se
aplica la segunda ley de Kirchhoff y en otra no, se pueden observar situaciones en las
cuales por algunos circuitos en paralelo con iguales caracter´ısticas, de un corredor fluyen
potencias diferentes, esto debido a que unos circuitos esta´n limitados por la abertura
angular y otros por la capacidad ma´xima de potencia de las l´ıneas de transmisio´n. El
modelo h´ıbrido lineal es el siguiente:
Min v =
∑
(i,j)∈Ω
cijnij + α
∑
i∈Ω1
ri
s.a.
S0f 0 + S2f 2 + g + r = d (2.16)
f 0ij − (θi − θj)noijγij = 0 (2.17)
|f 0ij| ≤ n0ijf ij (2.18)
|f 2ij| ≤ nijf ij (2.19)
0 ≤ gi ≤ gi
0 ≤ nij ≤ nij
0 ≤ ri ≤ di
θt = 0; t = ı´ndice del nodo slack
nij Entero
f 0ij, g, r y θi Irrestrictos
11
Al igual que en los modelos anteriores se busca minimizar los costos de inversio´n asocia-
dos a las adiciones de nuevos circuitos y el racionamiento. La primera ley de Kirchhoff
(2.16) se separan los flujos de potencia de los circuitos existentes y los candidatos. La
segunda ley de Kirchhoff (2.17) es aplicada u´nicamente a la red base. El l´ımite de flujo
por capacidad ma´xima de transmisio´n es separado para los circuitos existentes (2.18) y
los circuitos candidatos (2.19). En este modelo se determina el valor de los a´ngulos en
cada uno de los nodos conexos del sistema pues es aplicada la segunda ley de Kirchhoff
u´nicamente sobre la red base.
2.5. Modelo de transportes
El modelo de transportes tiene como principal caracter´ıstica que so´lo aplica la primera
ley de Kirchhoff adema´s de las restricciones operativas propias de cualquier modelo
de planeamiento. Este modelo presenta una gran ventaja sobre el modelo DC, y es su
capacidad de convergencia para sistemas con un gran nivel de desconexio´n. Actualmente
el modelo de transportes al igual que la metodolog´ıa de solucio´n propuesta por Garver,
son usadas como herramientas de apoyo para encontrar una solucio´n al problema del
planeamiento. El modelo es el siguiente:
Min v =
∑
(i,j)∈Ω
cijnij + α
∑
i∈Ω1
ri
s.a.
Sf + g + r = d
|fij| ≤ (nij + n0ij)f ij
0 ≤ gi ≤ gi
0 ≤ nij ≤ nij
0 ≤ ri ≤ di
nij Entero
fij, g y r Irrestrictos
La formulacio´n de este modelo tiene una forma muy similar a la del modelo DC elimi-
nando u´nicamente la segunda ley de Kirchhoff. El modelo presentado difiere del modelo
presentado por Garver, pero en esencia son equivalentes matema´ticamente. Este mode-
lo es usado principalmente en el me´todo heur´ıstico de Garver, relajando el modelo de
transportes y de una manera iterativa adicionando lineas a cada corredor que indique
el ı´ndice de sensibilidad usado.
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3. Algoritmo gene´tico de Chu-beasley
El algoritmo gene´tico es una te´cnica combinatoria que permite aproximarse a la so-
lucio´n o´ptima de manera eficiente en problemas que tengan una complejidad del tipo
NP-completos. Este algoritmo ha sido ampliamente usado para resolver el problema de
planeamiento de la expansio´n, en especial se ha usado una variacio´n conocida como el
algoritmo gene´tico de Chu-Beasley pues ha sido muy efectivo para resolver este pro-
blema. El algoritmo gene´tico se inspira en la evolucio´n biolo´gica y su base gene´tica, y
simula el principio de seleccio´n natural, de cruzamiento y de mutacio´n. El algoritmo
gene´tico posee mecanismos que tratan de imitar dicho comportamiento con el propo´si-
to de encontrar soluciones a un problema de optimizacio´n matema´tica. El algoritmo
gene´tico inicia su proceso de optimizacio´n con una poblacio´n inicial compuesta por un
conjunto de soluciones iniciales para el problema, esta poblacio´n describe cada uno de
sus individuos mediante su valor en la funcio´n objetivo y su valor de infactibilidad.
Posteriormente se realiza un proceso de seleccio´n de los mejores individuos con derecho
a participar en la generacio´n de nuevos descendientes y se realiza la recombinacio´n. El
proceso finaliza cuando se aplica el mecanismo de mutacio´n. La combinacio´n seleccio´n-
recombinacio´n-mutacio´n define un ciclo generacional que da como resultado la obtencio´n
de los descendientes, que sera´n los padres de la pro´xima generacio´n. De esa forma, a lo
largo de las generaciones, se continu´an propagando las buenas caracter´ısticas a trave´s
de la poblacio´n. Despue´s de varios ciclos generacionales la poblacio´n evoluciona hasta
un punto en que se obtienen soluciones de alta calidad y donde no existe ma´s mejor´ıa
en el proceso evolutivo. Una explicacio´n mas amplia del algoritmo gene´tico cla´sico se
muestra en (Dominguez 2012). Algunas de las caracter´ısticas que hacen al algoritmo
gene´tico de Chu-Beasley ma´s eficiente que el algoritmo gene´tico tradicional son:
1. En el proceso de seleccio´n de la mejor solucio´n se mantienen separados los valores
de la funcio´n objetivo y la infactibilidad. No se utiliza una funcio´n de adaptacio´n
(fitness) que combine la funcio´n objetivo con la infactibilidad. El proceso de reem-
plazo de un individuo de la poblacio´n actual por un nuevo descendiente considera
la funcio´n objetivo separadamente de la infactibilidad.
2. En cada ciclo generacional se reemplaza un so´lo individuo de la poblacio´n y se
aplica el elitismo como criterio de reemplazo. Esto indica que el descendiente solo
puede reemplazar a un individuo de la poblacio´n de peor calidad.
3. Se utiliza el concepto de diversidad en la poblacio´n, es decir, todos los individuos
de la poblacio´n deben ser diferentes entre s´ı y deben conservar una distancia de
diversidad, en bits. Esto permite una mayor exploracio´n y reduce la posibilidad
de quedar prematuramente atrapado en soluciones o´ptimas locales.
4. Involucra el criterio de aspiracio´n que quiere decir que un individuo que es de
mejor calidad que todos los individuos que existen o han existido en la poblacio´n,
puede entrar a ella as´ı no cumpla con el criterio de diversidad.
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En este trabajo fue usado el algoritmo gene´tico de Chu-Beasley por las razones previa-
mente mencionadas, los mecanismos empleados por este algoritmo sera´n descritos en
las secciones posteriores.
3.1. Generacio´n de la poblacio´n inicial
Las configuraciones iniciales de la poblacio´n pueden ser determinadas de 2 formas:
La primera forma consiste en plantear una parte de la poblacio´n usando algoritmos
heur´ısticos que indiquen la posicio´n en que deben ser adicionados algunos de los
elementos nuevos y la cantidad, el resto de la poblacio´n se determinar´ıa de manera
aleatoria.
La segunda forma consiste en generar todos los individuos de la poblacio´n inicial
de manera aleatoria.
Una caracter´ıstica importante es que todos los individuos de la poblacio´n deben ser
infactibles, esto con el fin de que la te´cnica pueda explorar libremente cualquier subes-
pacio. La principal desventaja de la segunda forma es que se requiere de un esfuerzo
computacional mayor para alcanzar la solucio´n o´ptima. Una consideracio´n importan-
te es que dependiendo del taman˜o de la poblacio´n se puede llevar a una convergencia
ra´pida o lenta del algoritmo. En el caso de este trabajo se genero la poblacio´n inicial
de la segunda forma.
3.2. Seleccio´n por torneo
En la literatura se han desarrollado diversos me´todos de seleccio´n, entre ellos se destacan
la seleccio´n proporcional, la seleccio´n por ordenamiento y la seleccio´n por torneo. Estos
mecanismos de seleccio´n tienen como objetivo intentar identificar a los individuos mas
aptos con el fin de transferir los mejores cromosomas a los descendientes. El operador
de seleccio´n usado por el algoritmo gene´tico de Chu-Beasley es la seleccio´n por torneo.
Durante el proceso de seleccio´n se escogen k individuos de la poblacio´n de manera
aleatoria, una vez seleccionados son comparados por su funcio´n objetivo y su valor
de infactibilidad, el primer padre seleccionado sera aquel que tenga el menor valor
de infactibilidad y el mejor valor de funcio´n objetivo respecto a si el problema es de
maximizacio´n o minimizacio´n. El proceso de seleccio´n del segundo padre es ide´ntico al
del primero. Este me´todo de seleccio´n presenta las siguientes ventajas:
Permite reducir la convergencia prematura a o´ptimos locales.
Permite una mayor diversidad a trave´s del proceso de optimizacio´n.
Es ma´s eficiente y fa´cil de implementar que otras formas de seleccio´n.
No es necesario transformar los problemas de minimizacio´n en problemas de ma-
ximizacio´n.
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3.3. Recombinacio´n de un punto
Este operador permite intercambiar informacio´n gene´tica entre los padres seleccionados
de manera que exista una probabilidad razonable de que el descendiente sea de mejor
calidad. Este forma de recombinacio´n consiste en seleccionar aleatoriamente el punto
donde los padres separara´n sus cromosomas para intercambiar parte de su informacio´n
con otros padres y as´ı generar el nuevo descendiente. La figura 1 muestra un ejemplo
de recombinacio´n de dos padres conformando un u´nico hijo que podr´ıa sustituir a un
individuo en la poblacio´n de la siguiente generacio´n.
Figura 1: Ejemplo de recombinacio´n de un punto.
En el ejemplo anterior, los contenidos de las posiciones Y 1, Y 2 y Y 3 del padre 1 son
transferidas al descendiente o Hijo. Los contenidos de las posiciones Y 4, Y 5 y Y 6
del padre 2 completan la informacio´n necesaria para conformar el descendiente. En
consecuencia, el descendiente contiene informacio´n de los dos padres. En este ejemplo,
la mitad de los genes del descendiente son heredados del padre 1 y la otra mitad del
padre 2. Es importante tener en cuenta que el punto de recombinacio´n puede estar en
cualquier lugar del cromosoma y que el porcentaje de informacio´n heredado de cada
padre puede cambiar.
3.4. Mutacio´n
La mutacio´n es la etapa final que se realiza en el algoritmo gene´tico de Chu-Beasley,
esta etapa permite que el me´todo no converja en o´ptimos locales por lo que continua
explorando el espacio solucio´n. Para emplear este mecanismo se indica inicialmente la
tasa de mutacio´n que generalmente se indica entre el 1 % y el 5 % de probabilidad de
mutacio´n. Para aplicar el operador de mutacio´n existen varias formas. Una de ellas es
que se recorre cada gen del descendiente y se lanza un numero aleatorio en el rango [0,1],
si el numero resultante es igual o se encuentra por debajo de la tasa de mutacio´n, se
cambia el valor del gen. Otra forma de aplicar este operador es multiplicar el taman˜o del
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individuo por el valor de la tasa de mutacio´n, este producto indica cuantos elementos
deben ser cambiados, estos elementos son determinados de manera aleatoria.
3.5. Reemplazo
Puesto que el algoritmo gene´tico de Chu-Beasley es elitista el descendiente debe cum-
plir ciertos requisitos para reemplazar a un individuo en la poblacio´n, por lo que se
determina si el descendiente es de mejor calidad al peor individuo de la poblacio´n y
cumple el criterio de diversidad. Para que el descendiente ingrese a la poblacio´n debe
cumplir alguno de los siguientes criterios:
Un descendiente infactible y una poblacio´n donde existen soluciones infactibles.
En este caso, el descendiente sustituira´ al individuo ma´s infactible de la poblacio´n
so´lo si el descendiente es menos infactible.
Un descendiente infactible y una poblacio´n donde no existen soluciones infactibles.
En este caso el descendiente es eliminado.
Un descendiente factible y una poblacio´n donde existen soluciones infactibles. En
este caso el descendiente debe sustituir al individuo ma´s infactible.
Un descendiente factible y una poblacio´n donde so´lo existen soluciones factibles.
En este caso, el descendiente sustituira´ al individuo con peor funcio´n objetivo so´lo
si este individuo el descendiente tiene mejor funcio´n objetivo.
Debe tenerse en cuenta que adicional a las condiciones anteriores, el descendiente debe
cumplir el criterio de diversidad con todos los individuos de la poblacio´n actual para
que la sustitucio´n se haga efectiva, excepto en los casos donde aplica el criterio de
aspiracio´n. En consecuencia, las mejores soluciones de una poblacio´n solamente sera´n
eliminadas cuando aparezcan descendientes de mejor calidad.
3.6. Criterio de aspiracio´n
Con el fin de mantener la poblacio´n con un determinado nivel de diversidad, al momento
de obtener un descendiente se verifica si cumple o no el criterio de diversidad. Sin
embargo dependiendo del numero de genes definido para mantener la diversidad en la
poblacio´n es posible obtener un descendiente de mejor calidad que cualquiera de los
individuos que pertenezcan a la poblacio´n, si no se empleara el criterio de aspiracio´n
este descendiente seria desechado y se continuar´ıa con la siguiente generacio´n. Puesto
que se debe conservar la diversidad de la poblacio´n, el descendiente que sera la nueva
incumbente ingresa a la poblacio´n desplazando aquellos individuos de la poblacio´n que
impidan el ingreso del descendiente por diversidad. Si el criterio de aspiracio´n es aplicado
y el descendiente es apto para su aplicacio´n causa que la poblacio´n pierda uno o varios
de sus individuos, por tal motivo deben ser adicionados nuevos individuos que permitan
completar nuevamente la poblacio´n.
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3.7. Diagrama de flujo Algoritmo gene´tico de Chu-Beasley
El algoritmo gene´tico de Chu-Beasley sigue el siguiente diagrama de flujo:
Figura 2: Diagrama de flujo del Algoritmo gene´tico de Chu-Beasley.
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4. Algoritmo simplex eficiente empleando un
modelo de flujo DC modificado
En este capitulo se muestra un algoritmo simplex aplicado al problema de planeamien-
to de la expansio´n de redes de transmisio´n con el fin de determinar la factibilidad de
las soluciones entregadas por el algoritmo gene´tico. Puesto que en cada generacio´n del
algoritmo gene´tico es necesario resolver uno o mas PL’s, la aplicacio´n de una metodo-
log´ıa eficiente para resolver cada uno es una propuesta interesante que permite reducir
el esfuerzo computacional del algoritmo gene´tico.
Esta metodolog´ıa es presentada en (Hashimoto 2005) y consiste en aprovechar las ca-
racter´ısticas del modelo de flujo DC para replantearlo. Esta metodolog´ıa puede ser
planteada en 2 etapas:
En la primera etapa se transforma el modelo de flujo DC cla´sico en un nuevo
modelo equivalente que tiene una menor cantidad de variables, adema´s de esto se
replantean todas las restricciones del modelo cla´sico permitiendo llevar en el nuevo
modelo una u´nica restriccio´n de igualdad y un nuevo conjunto de restricciones de
desigualdad.
En la segunda etapa se resuelve el nuevo modelo. Inicialmente se construye el
cuadro simplex descrito por Garfinkel en (Garfinkel y Nemhauser 1972) con la
u´nica restriccio´n de igualdad y se resuelve. Con la respuesta obtenida se evalu´a el
conjunto de restricciones de desigualdad que no fueron introducidas al cuadro y
se introduce la mas violada. Posteriormente el cuadro es reoptimizado empleando
el algoritmo dual simplex canalizado. Este proceso se realiza iterativamente hasta
que se alcance una solucio´n que sea factible para todas las restricciones.
Una particularidad muy importante de este problema es que pocas restricciones de
desigualdad se encuentran activas en la solucio´n final del algoritmo simplex.
4.1. Modelo de flujo DC cla´sico
El modelo DC fue presentado en el capitulo 2 con el cual se determinaban las inversiones
que se deben realizar sobre la red de transmisio´n, sin embargo el problema de inversio´n
ya fue resuelto y solo se desea determinar el corte de carga de la solucio´n encontrada
este modelo se transforma en el flujo DC. En el flujo DC ya no son planteadas las
variables de inversio´n nij, estas variables son reemplazadas por las constantes n
k
ij que
indican la cantidad de circuitos que fueron incluidos en el corredor i− j. El modelo de
flujo DC es el siguiente:
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Min v =
∑
i∈Ω1
ri (4.1)
s.a.
Sf + g + r = d (4.2)
fij − (θi − θj)(nkij + noij)γij = 0 (4.3)
|fij| ≤ (nkij + n0ij)f ij (4.4)
0 ≤ gi ≤ gi
0 ≤ ri ≤ di
θk = 0; k = ı´ndice del nodo slack
fij, g, r y θi Irrestrictos
Una de las diferencias con respecto al modelo de flujo DC es la funcio´n objetivo (4.1),
pues ya se tiene como u´nico objetivo minimizar el racionamiento del sistema con la red
planteada. Otra diferencia se encuentra en la segunda ley de Kirchhoff (4.3) pues en
el modelo DC esta ley causaba la no linealidad del modelo, sin embargo al conocer las
adiciones que se va a realizar esta ecuacio´n no lineal se transforma en una lineal. La
ultima diferencia radica en la restriccio´n (4.4) que limita el flujo de potencia ma´ximo.
Una segunda forma del modelo de flujo DC se obtiene reemplazando la restriccio´n (4.3)
en las restricciones (4.2) y (4.4), resultando en el siguiente modelo:
Min v =
∑
i∈Ω1
ri (4.5)
s.a.
Bθ + g + r = d (4.6)
|θi − θj| ≤ f ij/γij (4.7)
0 ≤ gi ≤ gi (4.8)
0 ≤ ri ≤ di (4.9)
θk = 0; k = ı´ndice del nodo slack
g, r y θi Irrestrictos
El modelo presentado reduce el numero de variables y por lo tanto es mas eficiente
para encontrar una solucio´n al problema de flujo de carga en un tiempo menor. El
replanteamiento del flujo de carga se hara´ en base a este modelo.
4.2. Transformacio´n del modelo de flujo de carga
En esta seccio´n es replanteado el modelo de flujo de carga, reduciendo el numero de
variables y transformando las restricciones del modelo cla´sico. En el modelo de flujo de
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carga convencional reducido el numero de variables que deben ser llevadas en cuenta es
igual a nv = nb + ng + nr, donde ng es el numero de generadores del sistema, nr es el
numero de generadores ficticios y el numero de variables asociados a los a´ngulos es igual
al numero de nodos del sistema nb. El numero de restricciones del modelo convencional
esta dado por nr = nb + 2nl + ng + nr, donde nb es el numero de restricciones (4.6),
el numero de restricciones resultantes de (4.7) es igual a 2nl pues las restricciones de
ma´xima abertura angular esta´n en valor absoluto y se deben expandirse por lo que
generan 2 de cada una, se debe tener en cuenta adema´s las restricciones asociadas a los
limites de generacio´n ng y los limites para los generadores ficticios nr. Al ser empleado
el algoritmo dual simplex canalizado el numero de restricciones baja a nr = nb + 2nl.
En sistemas reales el numero de variables presentadas crece considerablemente por este
motivo se implemento esta metodolog´ıa que permite reducir el numero de variables del
problema llevando expl´ıcitamente las generaciones g y r e impl´ıcitamente los a´ngulos
de los nodos θ. El procedimiento para transformar el modelo es el siguiente:
La restriccio´n (4.6) es una combinacio´n de las 2 leyes de Kirchhoff, esta restriccio´n al ser
planteada para todos los nodos del sistema permite formar la matriz de susceptancias
del sistema, esta matriz presenta la particularidad de que es linealmente dependiente,
debido a esta caracter´ıstica se define un nodo slack θk = 0 que permite convertir el
sistema en uno linealmente independiente. Inicialmente se retira la fila de la restriccio´n
del nodo slack y se hace efectivo el valor de θk = 0 en la matriz de susceptancias del
conjunto de restricciones de (4.6) resultando en lo siguiente:

b1,1 · · · b1,k−1 b1,k+1 · · · b1,m
...
. . .
...
...
. . .
...
bk−1,1 · · · bk−1,k−1 bk−1,k+1 · · · bk−1,m
bk+1,1 · · · bk+1,k−1 bk+1,k+1 · · · bk+1,m
...
. . .
...
...
. . .
...
bm,1 · · · bm,k−1 bm,k+1 · · · bm,m


θ1
...
θk−1
θk+1
...
θm

+

g1
...
gk−1
gk+1
...
gm

+

r1
...
rk−1
rk+1
...
rm

=

d1
...
dk−1
dk+1
...
dm

Del conjunto de restricciones presentados el valor de m representa el numero de nodos
que esta´n conectados en la red base. Una forma compacta de reescribir el nuevo conjunto
de restricciones es B′θ′ + g′ + r′ = d′. Se despeja la variable θ de la ecuacio´n:
θ′ = (B′)−1(d′ − g′ − r′) (4.10)
Con una propuesta de inversio´n la segunda ley de Kirchhoff toma la siguiente forma:
fij = (θi − θj)(n0ij + nkij)γij (4.11)
Teniendo en cuenta lo anterior se multiplica la ecuacio´n 4.7 por (n0ij + n
k
ij)γij:
|θi − θj|(n0ij + nkij)γij ≤ (n0ij + nkij)f ij (4.12)
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Se reemplaza el valor de θ de la ecuacio´n 4.10 que esta en te´rminos de g y r en la
ecuacio´n 4.12:
∣∣∣∣∣∣∣∣∣∣∣∣∣
[
b′i,1 − b′j,1 · · · b′i,k−1 − b′j,k−1 b′i,k+1 − b′j,k+1 · · · b′i,m − b′j,m
]

d1 − g1 − r1
...
dk−1 − gk−1 − rk−1
dk+1 − gk+1 − rk+1
...
dm − gm − rm

∣∣∣∣∣∣∣∣∣∣∣∣∣
(n0ij + n
k
ij)γij ≤ (n0ij + nkij)f ij (4.13)
La ecuacio´n presentada en 4.13 es una restriccio´n para el corredor existente i−j, cuando
se involucran todos los corredores existentes se construye el conjunto de restricciones de
desigualdad del modelo de flujo DC modificado. La diferencia b′i,q−b′j,q corresponde a la
diferencia de los elementos de la matriz inversa de susceptancias. Se presento entonces
un nuevo conjunto de restricciones que esta´n en te´rminos de las variables g y r. Una
forma compacta de presentar el nuevo conjunto de restricciones es la siguiente:
−(n0 + nk)f ≤ G
[
g
r
]
+ P ≤ (n0 + nk)f (4.14)
En la ecuacio´n 4.14 G es una matriz que contiene los coeficientes tecnolo´gicos de las
variables y el vector P contiene los valores constantes asociados a la demanda. En la
forma presentada se ha expandido el valor absoluto. Se puede observar entonces que el
conjunto de restricciones del modelo tradicional 4.6 y 4.7 han sido reemplazados por el
sistema de ecuaciones 4.14 mas la ecuacio´n del nodo slack k. Una de los beneficios mas
evidentes de este conjunto de restricciones es que llevan impl´ıcitamente las variables
angulares θ por lo que el numero de variables se reduce, adema´s el numero de restric-
ciones es menor a las del modelo original.
La ecuacio´n del nodo slack k en 4.6 reemplazando el valor del a´ngulo del nodo slack
θk = 0 es la siguiente:[
bk,1 · · · bk,k−1 bk,k+1 · · · bk,m
]
θ′ + gk + rk = dk (4.15)
Para dejar esta ecuacio´n en te´rminos de g y r se reemplaza la ecuacio´n 4.10 en 4.15:
[
bk,1 · · · bk,k−1 bk,k+1 · · · bk,m
]
(B′)−1(d′ − g′ − r′) + gk + rk = dk (4.16)
Donde el producto
[
bk,1 · · · bk,k−1 bk,k+1 · · · bk,m
]
(B′)−1 es igual a
[−1 · · · −1],
esto es demostrado en el ape´ndice D de (Hashimoto 2005). Reemplazando este producto
en 4.16:
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[−1 · · · −1] (d′ − g′ − r′) + gk + rk = dk
ng∑
i=1
i 6=k
gi +
nr∑
i=1
i 6=k
ri −
nr∑
i=1
i 6=k
di + gk + rk = dk
ng∑
i=1
gi +
nr∑
i=1
ri =
nr∑
i=1
di (4.17)
La ecuacio´n 4.17 es la u´nica restriccio´n de igualdad que tendra´ el nuevo modelo de flujo
DC, esta restriccio´n indica el balance de potencia general del sistema donde todo lo
generado debe ser igual a la demanda total del sistema. Otra forma de obtener dicha
ecuacio´n es sumar todas las restricciones de 4.6, pues la matriz B es singular y al sumar
cada una de sus columnas dara´ como resultado un vector de 0, por lo que resulta igual
a la ecuacio´n 4.17.
El nuevo modelo asume la siguiente forma:
Min v =
∑
i∈Ω1
ri (4.18)
s.a.
ng∑
i=1
gi +
nr∑
i=1
ri =
nr∑
i=1
di
−(n0 + nk)f ≤ G
[
g
r
]
+ P ≤ (n0 + nk)f
0 ≤ gi ≤ gi
0 ≤ ri ≤ di
g y r Irrestrictos
El mayor esfuerzo computacional para construir este modelo se encuentra en la inver-
sa (B′)−1, la ventaja de este modelo es que presenta una menor cantidad de variables
y de restricciones que el modelo convencional. La mejor estrategia para resolver este
problema es emplear el algoritmo dual simplex canalizado adaptado al cuadro simplex
descrito por Garfinkel y relajando las restricciones del problema. En este caso se emplea
una te´cnica de relajacio´n por lo que cada restriccio´n de desigualdad equivale al flujo
de potencia de cada corredor, y en el caso de los sistemas ele´ctricos de potencia los
corredores no operan en sus limites ma´ximos, por tal motivo pocas restricciones del
problemas se encuentran activas en la solucio´n final.
En el modelo modificado el numero de variables es igual a nv = ng + nr, esta cantidad
es entonces menor a la del problema original. La motivacio´n para emplear el algoritmo
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dual simplex canalizado radica en que en problemas reales y en este caso el problema de
planeamiento de la transmisio´n no existen recursos ilimitados, por tal motivo algunas
de las variables esta´n limitadas en ciertos valores. En el me´todo simplex cla´sico se llevan
estos limites como restricciones lo que hace crecer el taman˜o del cuadro aumentando
el numero de operaciones que se deben realizar en el cuadro simplex en cada iteracio´n
del me´todo. El algoritmo dual simplex canalizado lleva estos limites impl´ıcitos dentro
del cuadro ayudando en gran medida a disminuir el numero de restricciones totales que
deben ser introducidas en el cuadro, por consiguiente el esfuerzo computacional para
resolver este cuadro es menor.
En este trabajo se empleo una forma de cuadro diferente a la empleada por (Hashimoto
2005). Se empleo entonces en este trabajo el cuadro simplex descrito por Garfinkel en
(Garfinkel y Nemhauser 1972). El cuadro simplex descrito por Bazaraa (Bazaraa, Jarvis
y Sherali 2010) lleva la informacio´n de todas las variables ba´sicas y no ba´sicas en el
cuadro simplex, sin embargo el cuadro simplex descrito por Garfinkel solo lleva en el
cuadro la informacio´n de las variables no ba´sicas y las variables ba´sicas son llevadas
en cuenta de forma impl´ıcita, de este modo en cada iteracio´n del cuadro simplex se
realizan menor operaciones. El algoritmo dual simplex canalizado en conjunto con el
cuadro simplex de Garfinkel es explicado en mas detalle en el ape´ndice A de (Hashimoto
2005).
4.3. Predespacho
El predespacho tiene como objetivo determinar que generador bien sea real o ficticio
debe ser la variable de holgura, adema´s determina en que limite debe estar cada ge-
nerador bien sea en el limite superior o inferior. El predespacho comienza con todos
los generadores en su limite inferior y gradualmente durante el proceso son elevados a
su limite superior algunos de los generadores. Para determinar que generador debe ser
llevado a su limite superior se mira la restriccio´n mas violada y se selecciona el primer
generador que permita disminuir o eliminar la infactibilidad. Se debe tener en cuenta
que como se esta resolviendo el cuadro inicial que esta relajado, y solo tiene la ecuacio´n
de balance de potencia del sistema, se deben llevar primero todos los generadores reales
al limite superior antes de empezar a usar los generadores ficticios, pues la funcio´n
objetivo busca minimizar el racionamiento, por tal motivo se debe emplear la menor
cantidad de generadores ficticios posibles, una segunda razo´n para tener en cuenta es
que se va a usar el algoritmo dual simplex canalizado, el cual tiene como requisito que la
base sea o´ptima. El proceso de elevar los generadores al limite superior termina cuando
la generacio´n total asignada sea igual a la demanda, en este proceso el ultimo generador
asignado sera la variable de holgura del problema. Una vez colocados los generadores
en el limite inferior se procede a empezar el predespacho del siguiente modo:
1. Se selecciona la restriccio´n mas violada del conjunto de restricciones (4.14).
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2. Se lleva al limite superior el generador real cuyo coeficiente en la restriccio´n mas
violada ayude a disminuir o eliminar la infactibilidad y se va al paso 6. En caso de
no encontrarse ningu´n generador real que disminuya el valor de la infactibilidad
ir al paso 3.
3. Se lleva al limite superior al primer generador real que este en su limite inferior
y despue´s ir al paso 6. En caso de no existir ningu´n generador real en su limite
inferior ir al paso 4.
4. Se lleva al limite superior el generador ficticio cuyo coeficiente en la restriccio´n
mas violada ayude a disminuir o eliminar la infactibilidad y se va al paso 6. En
caso de no encontrarse ningu´n generador ficticio que disminuya el valor de la
infactibilidad ir al paso 5.
5. Se lleva al limite superior al primer generador ficticio que este en su limite inferior
y despue´s ir al paso 6.
6. Si la suma de las generaciones asignadas es mayor o igual a la demanda ir al paso
7, en caso contrario volver al paso 1.
7. Se asigna como variable de holgura la ultima variable asignada que asume el valor
necesario para cumplir con la restriccio´n de balance de potencia del sistema.
4.4. Metodolog´ıa de optimizacio´n
Se realizo entonces la siguiente metodolog´ıa para resolver el modelo de flujo DC modi-
ficado:
1. Inicialmente se relaja el modelo de flujo DC modificado, esto quiere decir que solo
se construye el modelo con la u´nica restriccio´n de igualdad.
Min v =
∑
i∈Ω1
ri (4.19)
s.a.
ng∑
i=1
gi +
nr∑
i=1
ri =
nr∑
i=1
di
0 ≤ gi ≤ gi
0 ≤ ri ≤ di
g y r Irrestrictos
2. Se realiza el predespacho al modelo relajado, al final del predespacho se tendra´ un
conjunto de generadores reales y/o ficticios en el limite superior y uno de ellos
habra´ sido designado como variable ba´sica.
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3. Se monta el cuadro inicial con la estructura del algoritmo dual simplex canalizado
y el cuadro Garfinkel, y con el valor designado a las variables en el predespacho.
4. Se determina la restriccio´n mas violada en el conjunto de restricciones de (4.14).
Si no existen restricciones violadas se termina el proceso de optimizacio´n pues se
encontro´ una solucio´n que es o´ptima y factible para el problema.
5. Se introduce la restriccio´n mas violada al cuadro como se muestra en el ape´ndice
B de (Hashimoto 2005) y se reoptimiza empleando los mecanismos del algoritmo
dual simplex canalizado. Una vez el acaba la reoptimizacio´n volver al paso 4.
4.5. Ejemplo con el sistema Garver de 6 nodos
Para este ejemplo se usaron los datos de Garver con redespacho que se encuentran en
el ape´ndice A. El modelo cla´sico de flujo DC para este sistema seria el siguiente:
Min v = r1 + r2 + r3 + r4 + r5
s.a
−9,1667θ1 + 2,5θ2 + 1,6667θ4 + 5θ5 + g1 + r1 = 0,8
2,5θ1 − 10θ2 + 5θ3 + 2,5θ4 + r2 = 2,4
5θ2 − 10θ3 + 5θ5 + g3 + r3 = 0,4
1,6667θ1 + 2,5θ2 − 4,1667θ4 + r4 = 1,6
5θ1 + 5θ3 − 10θ5 + r5 = 2,4
|θ1 − θ2| ≤ 2,5
|θ1 − θ4| ≤ 1,6667
|θ1 − θ5| ≤ 5
|θ2 − θ3| ≤ 5
|θ2 − θ4| ≤ 2,5
|θ3 − θ5| ≤ 5
0 ≤ g1 ≤ 1,5
0 ≤ g3 ≤ 3,6
0 ≤ r1 ≤ 0,8
0 ≤ r2 ≤ 2,4
0 ≤ r3 ≤ 0,4
0 ≤ r4 ≤ 1,6
0 ≤ r5 ≤ 2,4
θ1 = 0
θi Irrestricto; i = 2, ..., 5
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En el modelo cla´sico todos los valores esta´n en p.u con una potencia base de 100 MW,
adema´s se ha colocado como nodo slack el nodo 1. El modelo de flujo DC modificado
es el siguiente:
Min v = r1 + r2 + r3 + r4 + r5
s.a
g1 + g3 + r1 + r2 + r3 + r4 + r5 = 7,6
−3,142 ≤ −0,3226g3 − 0,4839r2 − 0,3226r3 − 0,2903r4 − 0,1613r5 ≤ −1,142
−2,297 ≤ −0,129g3 − 0,1935r2 − 0,129r3 − 0,5161r4 − 0,0645r5 ≤ −0,6968
−4,161 ≤ −0,5484g3 − 0,3226r2 − 0,5484r3 − 0,1935r4 − 0,7742r5 ≤ −2,161
−0,6387 ≤ −0,4516g3 + 0,3226r2 − 0,4516r3 + 0,1935r4 − 0,2258r5 ≤ 1,361
−1,103 ≤ 0,129g3 + 0,1935r2 + 0,129r3 − 0,4839r4 + 0,0645r5 ≤ 0,8968
−0,2387 ≤ 0,5484g3 + 0,3226r2 + 0,5484r3 + 0,1935r4 − 0,2258r5 ≤ 1,761
0 ≤ g1 ≤ 1,5
0 ≤ g3 ≤ 3,6
0 ≤ r1 ≤ 0,8
0 ≤ r2 ≤ 2,4
0 ≤ r3 ≤ 0,4
0 ≤ r4 ≤ 1,6
0 ≤ r5 ≤ 2,4
Se ha presentado entonces el modelo de flujo DC modificado, se realiza entonces el
primer paso de la metodolog´ıa de optimizacio´n que es relajar el modelo matema´tico.
Min v = r1 + r2 + r3 + r4 + r5
s.a
g1 + g3 + r1 + r2 + r3 + r4 + r5 = 7,6
0 ≤ g1 ≤ 1,5
0 ≤ g3 ≤ 3,6
0 ≤ r1 ≤ 0,8
0 ≤ r2 ≤ 2,4
0 ≤ r3 ≤ 0,4
0 ≤ r4 ≤ 1,6
0 ≤ r5 ≤ 2,4
Con el modelo relajado se procede a realizar el predespacho. El predespacho indica
entonces que las variables g1,g3 y r2 este´n en su limite superior, las variables r1, r3 y
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r4 se encuentran en el limite inferior y se asigna como variable de holgura la variable
r5 que asume el valor de 0,1. Con las variables definidas como ba´sicas o no ba´sicas se
construye el cuadro inicial.
LHS g1 g3 r1 r2 r3 r4
z 2,5 1 1 0 0 0 0
r5 0,1 1 1 1 1 1 1
Tabla 1: Cuadro simplex inicial del sistema de prueba Garver.
Con el cuadro inicial construido se determina la restriccio´n mas violada que debe en-
trar al cuadro. El valor que asumen las restricciones con la configuracio´n actual es el
siguiente:
−3,1419 ≤ −2,3387 ≤ −1,1419
−2,2968 ≤ −0,9355 ≤ −0,6968
−4,1613 ≤ −2,8258 ≤ −2,1613
−0,6387  −0,8742 ≤ 1,3613
−1,1032 ≤ 0,9355  0,8968
−0,2387 ≤ 2,7258  1,7613 (4.20)
Se observa entonces que se han violado 3 restricciones con la configuracio´n de generacio´n
actual. De las tres restricciones la mas violada es la restriccio´n 4.20, que es violada por
el limite superior, esta restriccio´n supera el limite superior por 0,9645. Se introduce la
restriccio´n al cuadro y se genera la variable de holgura asociada a la restriccio´n x1. Se
reoptimiza el cuadro simplex.
LHS g1 g3 r1 r2 r3 r4
z 2,5 1 1 0 0 0 0
r5 0,1 1 1 1 1 1 1
x1 −0,9645 0,2258 0,7742 0,2258 0,5484 0,7742 0,4194
LHS g1 g3 r1 x1 r3 r4
z 2,5 1 1 0 0 0 0
r5 1,8588 0,5882 −0,4118 0,5882 −1,8235 −0,4118 0,2353
r2 0,6412 0,4118 1,4118 0,4118 1,8235 1,4118 0,7647
Tabla 2: Pivotaje del cuadro simplex con la primera restriccio´n adicionada.
En la tabla 2 se muestra el pivotaje del cuadro al introducir la primera restriccio´n. Al
finalizar el proceso de optimizacio´n se hicieron los siguientes cambios: la variable ba´sica
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x1 se convirtio´ en una variable no ba´sica en el limite inferior, la variable no ba´sica en
el limite superior r2 se volvio´ una variable ba´sica que tomo el valor de r2 = 0,6412
y la variable ba´sica r5 cambio su valor a r5 = 1,8588. Evaluando esta solucio´n en las
restricciones relajadas:
−3,14194 ≤ −1,77135 ≤ −1,14194
−2,29677 ≤ −0,708539 ≤ −0,696774
−4,16129 ≤ −3,62011 ≤ −2,16129
−0,63871  −1,83871 ≤ 1,36129
−1,10323 ≤ 0,708539 ≤ 0,896774
−0,23871 ≤ 1,76129 ≤ 1,76129
Al evaluar la solucio´n encontrada en las restricciones se viola u´nicamente la restriccio´n
4 por el limite inferior, se introduce esta restriccio´n al cuadro y se reoptimiza.
LHS g1 g3 r1 x1 r3 r4
z 2,5 1 1 0 0 0 0
r5 1,8588 0,5882 −0,4118 0,5882 −1,8235 −0,4118 0,2353
r2 0,6412 0,4118 1,4118 0,4118 1,8235 1,4118 0,7647
x2 −1,2 0 1 0 1 1 0
LHS g1 x2 r1 x1 r3 r4
z 3,7 1 −1 0 −1 −1 0
r5 1,3647 0,5882 0,4118 0,5882 −1,4118 0 0,2353
r2 2,3353 0,4118 −1,4118 0,4118 0,4118 0 0,7647
g3 2,4 0 1 0 1 1 0
Tabla 3: Pivotaje del cuadro simplex con la segunda restriccio´n adicionada.
En la tabla 3 se muestra el pivotaje del cuadro al introducir la segunda restriccio´n. Al
finalizar el proceso de optimizacio´n se hicieron los siguientes cambios: la variable ba´sica
x2 se convirtio´ en una variable no ba´sica en el limite inferior, la variable no ba´sica en
el limite superior g3 se volvio´ una variable ba´sica que tomo el valor de g3 = 2,4, la
variable ba´sica r5 cambio su valor a r5 = 1,3647 y la variable ba´sica r2 asumio´ el valor
de r2 = 2,3353. Evaluando esta solucio´n en las restricciones relajadas:
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−3,1419 ≤ −2,1243 ≤ −1,1419
−2,2968 ≤ −0,8497 ≤ −0,6968
−4,1613 ≤ −3,1260 ≤ −2,1613
−0,6387 ≤ −0,6387 ≤ 1,3613
−1,1032 ≤ 0,8497 ≤ 0,8968
−0,2387 ≤ 1,7613 ≤ 1,7613
La solucio´n alcanzada cumple con todas las restricciones relajadas siendo este el criterio
de parada de la metodolog´ıa de optimizacio´n. El resultado alcanzado por la metodolog´ıa
de optimizacio´n muestra que el caso base de Garver con redespacho tiene un corte de
carga v = 3,7 o 370MW . Cabe resaltar para alcanzar la solucio´n o´ptima del flujo solo
fue necesario introducir 2 restricciones al cuadro simplex que es una cantidad mucho
menor al total de restricciones del modelo de flujo DC modificado y cla´sico. Adema´s
solo se requirio´ de una iteracio´n del simplex en cada momento donde se adiciono una
restriccio´n, por lo que el flujo de carga fue resuelto en 2 iteraciones del simplex. Con
este ejemplo se demuestra entonces la eficacia de la metodolog´ıa de optimizacio´n.
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5. Pruebas y resultados
En este capitulo se muestran las pruebas y resultados alcanzados al aplicar el modelo
de flujo DC modificado en conjunto con el algoritmo simplex eficiente a los diferentes
sistemas de prueba de la literatura y despue´s se muestra el desempen˜o que tiene esta
metodolog´ıa en conjunto con el algoritmo gene´tico de Chu-Beasley.
Como primera parte entonces se muestra los resultados de la metodolog´ıa de optimi-
zacio´n eficiente que combina un algoritmo simplex eficiente con un modelo de flujo de
carga modificado, esta comparacio´n se realiza empleando el solver comercial CPLEX y
empleando el modelo de flujo DC convencional, los resultados obtenidos son compara-
dos con la metodolog´ıa propuesta en tiempo computacional.
La segunda parte muestra los resultados obtenidos con el algoritmo gene´tico de Chu-
Beasley para los sistemas de prueba empleados y el desempen˜o temporal que tiene el
algoritmo.
5.1. Resultados obtenidos con la aplicacio´n de la metodolog´ıa
de optimizacio´n eficiente
En esta seccio´n de los resultados se evaluo´ el impacto que tiene la metodolog´ıa de optimi-
zacio´n eficiente presentada en el capitulo 4. Para mostrar el efecto de esta metodolog´ıa
se usaron los datos base de los sistemas de prueba Garver (6 nodos y 15 corredores)
con y sin redespacho, IEEE 24 (24 nodos y 41 corredores), Sur Brasilero (46 nodos y 79
corredores) con y sin redespacho, Colombia 2012 (93 nodos y 155 corredores), Noreste
Brasilero sin elementos en paralelo de diferente reactancia (87 nodos y 179 corredores).
Los sistemas de prueba mencionados se encuentran en el ape´ndice A. Para realizar la
comparacio´n de los resultados y obtener unos valores mas certeros los valores promedio
presentados en las tablas son el resultado de correr tanto la metodolog´ıa de optimiza-
cio´n eficiente como el modelo cla´sico con el CPLEX una cantidad de 10000 iteraciones,
de modo que el tiempo total de ejecucio´n se divide esta cantidad para indicar el tiempo
promedio que toma alcanzar la solucio´n de un flujo de carga DC. A continuacio´n se
muestran los resultados obtenidos:
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Sistema de prueba
Tiempo pro-
medio por
PL con cplex
(milisegundos)
Tiempo pro-
medio por PL
con el algoritmo
simplex eficiente
(milisegundos)
Mejor´ıa ( %)
Garver sin redespacho 0,6 0,007 98.83
Garver con redespa-
cho
0,6 0,008 98.67
IEEE 24 1,1 0,16 85.45
Sur Brasilero sin re-
despacho
0,5 0,15 70
Sur Brasilero con re-
despacho
1,2 0,13 89.17
Colombia 2012 4,2 1,2 71.43
Noreste Brasilero 1,9 0,65 65.79
Tabla 4: Comparacio´n en tiempo de ejecucio´n del flujo DC con cplex y el algoritmo
dual simplex canalizado.
Se observa en la tabla 4 el impacto que tiene la nueva metodolog´ıa en tiempo de compu-
to. En el caso del sistema de prueba Colombia 2012 se observa que la metodolog´ıa de
optimizacio´n es un 71.43 % mas ra´pida que emplear el solver CPLEX con el modelo de
flujo DC cla´sico. Cabe resaltar que el solver CPLEX emplea rutinas paralelizadas que
permiten disminuir el tiempo de computo, sin embargo la metodolog´ıa planteada fue
programada usando u´nicamente un hilo de un nu´cleo del procesador.
Adema´s de comparar el esfuerzo temporal de los algoritmos se muestra en la siguiente
tabla la cantidad de variables y restricciones totales del modelo de flujo DC cla´sico con
el algoritmo simplex tradicional, del modelo de flujo DC modificado y el algoritmo dual
simplex canalizado y la cantidad de restricciones que fueron necesarias para alcanzar la
solucio´n o´ptima.
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Sistema de
prueba
Variables
totales del
modelo
cla´sico
Variables
totales del
modelo
modifica-
do
Restricciones
totales del
modelo
cla´sico
Restricciones
totales del
modelo
modificado
Restricciones
totales em-
pleadas en
la solucio´n
final
Garver sin re-
despacho
13 7 24 13 1
Garver con re-
despacho
13 7 24 13 3
IEEE 24 51 27 119 69 12
Sur Brasilero
sin redespacho
64 29 158 95 5
Sur Brasilero
con redespa-
cho
64 29 158 95 6
Colombia
2012
194 103 484 291 8
Noreste Brasi-
lero
90 39 224 135 22
Tabla 5: Comparacio´n en cantidad de restricciones y variables de los modelos de flujo
DC.
Los resultados de la tabla 5 muestran la gran diferencia en el numero de restricciones
y variables entre el modelo de flujo DC empleando el algoritmo simplex tradicional y
el modelo de flujo DC modificado empleando el algoritmo dual simplex canalizado. El
sistema de prueba Colombia 2012 muestra que para el modelo de flujo DC cla´sico es
necesario llevar en cuenta 194 variables y en el modelo de flujo DC modificado se re-
quieren solamente 103, teniendo una diferencia de 91 variables. Si se adecuara el modelo
completo de flujo DC cla´sico al cuadro del algoritmo simplex convencional se tendr´ıa
que llevar en cuenta 484 restricciones, en este conjunto de restricciones van incluidos
los limites de las variables, pues en el algoritmo simplex convencional no contempla di-
chos limites impl´ıcitamente. Si se adecuara el modelo completo de flujo DC modificado
al cuadro del algoritmo dual simplex canalizado se tendr´ıa que llevar en cuenta 290
restricciones. Se nota entonces una diferencia de 194 restricciones entre ambas metodo-
log´ıas. Finalmente se muestra uno de los efectos mas importantes de esta metodolog´ıa,
el numero de restricciones que son llevadas al cuadro para alcanzar la solucio´n o´pti-
ma, en el caso de este sistema de prueba solo se necesito adicionar 8 restricciones al
cuadro simplex (incluida la restriccio´n de igualdad) para alcanzar la solucio´n o´ptima,
esto representa una diferencia de 282 restricciones con respecto al modelo de flujo DC
modificado. Teniendo en cuenta las comparaciones realizadas se justifica la disminucio´n
en tiempo presentada en la tabla 4. Se muestra entonces el potencial de la metodolog´ıa
de optimizacio´n propuesta.
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En la siguiente tabla se muestra el numero de elementos del algoritmo dual simplex
canalizado cuando se usa el cuadro simplex descrito por Bazaraa y el cuadro simplex
descrito por Garfinkel. Se emplearan los sistemas de prueba previamente dichos mo-
dela´ndolos con el modelo de flujo DC modificado. Para esta comparacio´n se llevaron
en cuenta u´nicamente el numero de restricciones necesarias para alcanzar la solucio´n
o´ptima.
Sistema de prueba
Numero de
elementos
en el cuadro
descrito por
Bazaraa
Numero de
elementos
en el cuadro
descrito por
Garfinkel
Garver sin redespacho 18 14
Garver con redespa-
cho
44 28
IEEE 24 520 351
Sur Brasilero sin re-
despacho
210 174
Sur Brasilero con re-
despacho
252 203
Colombia 2012 1008 927
Noreste Brasilero 1426 897
Tabla 6: Comparacio´n en cantidad de elementos para cada uno de los cuadros simplex
El numero de elementos de la tabla 6 se determina con el producto nf ∗ nc, donde nf
es el numero de filas del cuadro simplex y nc el numero de columnas. En el cuadro
simplex descrito por Bazaraa y Garfinkel el numero de filas es el mismo y esta dado
por nf = numero de restricciones + 1, se suma una posicio´n mas al numero de res-
tricciones pues se debe llevar en cuenta la fila de de la funcio´n objetivo y los costos
relativos. En el cuadro simplex descrito por Bazaraa el numero de columnas esta dado
por nc = numero de variables del problema + numero de variables de holgura + 2,
se adiciona 2 posiciones adicionales pues se lleva en cuenta la columna que contiene el
valor de las variables RHS y la columna z. En el cuadro simplex descrito por Garfin-
kel el numero de columnas esta dado por nc = numero de variables del problema, se
debe tener en cuenta que para el modelo de flujo DC modificado se resta 1 a nc pues
la restriccio´n de igualdad requiere que una de las variables del problema sea una va-
riable de holgura, adema´s se suma 1 a nc pues se debe tener en cuenta la columna LHS.
Ya que se ha descrito como es obtenido el numero de elementos para cada caso se puede
realizar un ana´lisis de los resultados obtenidos en la tabla 6. En esta tabla se puede
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observar la diferencia en cantidad de elementos de cada cuadro simplex. Cada uno de los
elementos en el proceso de pivotaje del algoritmo dual simplex canalizado requiere de
una operacio´n matema´tica para actualizar su valor con la nueva base, por este motivo
tener una menor cantidad de elementos reduce el numero de operaciones matema´ticas
del cuadro disminuyendo el esfuerzo computacional del algoritmo. Se observa entonces
que la cantidad de elementos del algoritmo dual simplex canalizado es siempre superior
al usarse el cuadro descrito por Bazaraa, demostrando entonces el impacto positivo
que tiene emplear el cuadro simplex descrito por Garfinkel para reducir el esfuerzo
computacional.
5.2. Resultados del algoritmo gene´tico
A continuacio´n se muestran los resultados alcanzados por el algoritmo gene´tico de Chu-
Beasley. En el algoritmo gene´tico implementado se construye toda la poblacio´n inicial
de manera aleatoria, adema´s no se emplea ninguna heur´ıstica para realizar la etapa de
mejor´ıa. Para probar la eficiencia del algoritmo gene´tico se usaron 3 sistemas de prueba,
Garver con redespacho, Sur Brasilero con Redespacho y Colombia 2012.
Inicialmente se presentan los resultados obtenidos con el sistema de prueba Garver con
redespacho. Se encontro´ la solucio´n o´ptima del sistema con un costo de inversio´n de
$110 ∗ 106US. La solucio´n alcanzada tiene los siguientes circuitos adicionados:
Corredor Cantidad de circuitos
4− 6 1
5− 7 3
Tabla 7: Adiciones para el sistema de prueba Garver con redespacho.
Se muestra en la tabla 7 las adiciones necesarias para resolver el sistema de prueba
Garver sin redespacho de modo que no tenga corte de carga. A continuacio´n se muestra
el comportamiento de la incumbente.
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Figura 3: Comportamiento de la incumbente promedio para el sistema de prueba Gar-
ver.
Figura 4: Costo de las soluciones alcanzadas para el algoritmo gene´tico de Chu-Beasley
al se lanzado 100 veces para el sistema de prueba Garver.
La figura 3 muestra la incumbente promedio para el sistema de prueba Garver, es-
te comportamiento de la incumbente fue sacado del promedio de los datos obtenidos
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al correr 100 veces el algoritmo gene´tico de Chu-Beasley con 500 generaciones. La fi-
gura 4 muestra la efectividad del algoritmo gene´tico para alcanzar la solucio´n o´ptima
al final de las 500 generaciones en cada uno de los lanzamientos del algoritmo realizados.
El segundo caso de prueba resuelto es el sistema Sur Brasilero con redespacho. Para
este sistema de prueba se encontro´ la solucio´n o´ptima de $72,870 ∗ 103US. La solucio´n
incluye los siguientes circuitos:
Corredor Cantidad de circuitos
3− 6 1
14− 21 1
21− 24 1
21− 22 2
43− 44 1
47− 7 1
6− 7 2
Tabla 8: Adiciones para el sistema de prueba Sur Brasilero con redespacho.
En la tabla 8 se muestran las adiciones hechas en el sistema de prueba Sur Brasilero
para resolverlo, esta configuracio´n permite tener un corte de carga igual a 0. El com-
portamiento de la incumbente durante todo el proceso de optimizacio´n fue el siguiente:
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Figura 5: Comportamiento de la incumbente promedio para el sistema de prueba Sur
Brasilero.
Figura 6: Costo de las soluciones alcanzadas para el algoritmo gene´tico de Chu-Beasley
al se lanzado 100 veces para el sistema de prueba Sur Brasilero.
La figura 5 muestra la incumbente promedio para el sistema de prueba Sur Brasilero,
este comportamiento de la incumbente fue sacado del promedio de los datos obtenidos
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al correr 100 veces el algoritmo gene´tico de Chu-Beasley con 50000 generaciones. La fi-
gura 6 muestra la efectividad del algoritmo gene´tico para alcanzar la solucio´n o´ptima al
final de las 50000 generaciones en cada uno de los lanzamientos del algoritmo realizados.
Finalmente se muestran los resultados para el sistema de prueba Colombia 2012. La
solucio´n o´ptima de este problema reportada en la literatura es de $560,002 ∗ 103US
y fue alcanzada en mu´ltiples ocasiones por el algoritmo gene´tico implementado. Las
lineas adicionadas fueron las siguientes:
Corredor Cantidad de circuitos
44− 89 2
16− 19 1
31− 66 1
31− 73 1
56− 58 1
56− 85 1
57− 58 1
56− 63 1
28− 30 1
30− 65 1
51− 55 1
63− 74 1
55− 57 1
73− 74 1
20− 83 2
83− 86 1
69− 87 1
Tabla 9: Adiciones para el sistema de prueba Sur Brasilero con redespacho.
En la tabla 9 se muestran las adiciones hechas en el sistema de prueba Colombia 2012
para resolverlo, esta configuracio´n tiene un corte de carga igual a 0,4MW , esta con-
figuracio´n es aceptada pues se considera que un sistema no tiene corte de carga si su
racionamiento es menor a 1 MW . El comportamiento de la incumbente durante todo
el proceso de optimizacio´n fue el siguiente:
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Figura 7: Comportamiento de la incumbente promedio para el sistema de prueba Co-
lombia 2012.
Figura 8: Costo de las soluciones alcanzadas para el algoritmo gene´tico de Chu-Beasley
al se lanzado 100 veces para el sistema de prueba Colombia 2012.
La figura 7 muestra la incumbente promedio para el sistema de prueba Sur Brasilero,
este comportamiento de la incumbente fue sacado del promedio de los datos obtenidos
al correr 100 veces el algoritmo gene´tico de Chu-Beasley con 50000 generaciones. La fi-
gura 8 muestra la efectividad del algoritmo gene´tico para alcanzar la solucio´n o´ptima al
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final de las 50000 generaciones en cada uno de los lanzamientos del algoritmo realizados.
Los resultados obtenidos muestran la efectividad del algoritmo gene´tico de Chu-Beasley
para alcanzar las soluciones o´ptimas de los diferentes sistemas de prueba, este compor-
tamiento se logro a pesar de no contar con una etapa de mejor´ıa que ayudara de manera
inteligente a adicionar circuitos de forma que aliviara el racionamiento del sistema. Cada
uno de los sistemas de prueba fue resuelto con un valor ma´ximo de 50000 generaciones,
los tiempos de ejecucio´n totales y por generacio´n se muestran el la siguiente tabla:
Sistema de prueba
Tiempo de eje-
cucio´n de 50000
generaciones (se-
gundos)
Tiempo de ejecu-
cio´n(milisegundos)
por generacio´n
Garver con redespa-
cho
5 0,1
Sur Brasilero con re-
despacho
76 1,52
Colombia 2012 704 14,08
Tabla 10: Tiempo de ejecucio´n del algoritmo gene´tico.
Se muestra en la tabla 10 el tiempo de computo requerido por el algoritmo gene´tico
de Chu-Beasley para realizar 50000 generaciones. El algoritmo gene´tico combinado con
la metodolog´ıa de solucio´n del flujo de carga muestran un buen desempen˜o general,
alcanzado a resolver cada generacio´n en el caso mas extenso en 14, 1 milisegundos.
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6. Conclusiones
Emplear la metodolog´ıa de optimizacio´n eficiente que involucra un modelo de flu-
jo DC modificado y un algoritmo dual simplex canalizado empleando el cuadro
Garfinkel es mas eficiente que emplear el modelo de flujo DC cla´sico en conjunto
con el solver CPLEX.
El modelo de flujo DC modificado es mas eficiente computacionalmente que el
modelo cla´sico por contener una menor cantidad de variables y restricciones.
Se ha demostrado mediante los resultados que la solucio´n o´ptima del flujo DC
tiene muy pocas restricciones activas del modelo completo de flujo DC.
Emplear el cuadro descrito por Garfinkel es mas eficiente que emplear el cuadro
descrito por Bazaraa en el algoritmo dual simplex canalizado.
El algoritmo gene´tico de Chu-Beasley es una herramienta robusta que permite
alcanzar la solucio´n o´ptima al problema de planeamiento de expansio´n de redes
de transmisio´n.
Emplear conjuntamente el algoritmo gene´tico de Chu-Beasley y una metodolog´ıa
de optimizacio´n eficiente para el PL permite obtener una herramienta de solucio´n
robusta, ra´pida y sin costo para el problema de planeamiento de expansio´n de
redes de transmisio´n.
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7. Trabajos futuros
Investigar e implementar te´cnicas de matrices dispersas que permitan obtener el
valor de la matriz inversa de una forma mas eficiente y precisa.
Implementar esta metodolog´ıa de reduccio´n de modelo en los otros modelos cla´si-
cos del planeamiento de la expansio´n de redes de transmisio´n.
Aplicar esta metodolog´ıa a modelos de planeamiento de la expansio´n que involu-
cren otras tema´ticas.
Aplicar una forma mas eficiente del me´todo simplex que involucre formas de pi-
votaje mas robustas y formas del cuadro simplex mas eficientes.
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A. Datos de los sistemas de prueba
A.1. Sistema Garver de 6 barras
Tabla 11: Datos Generacio´n y Demanda: Garver sin redespacho.
Nodo Generacio´n (MW) Demanda (MW)
1 50 80
2 0 240
3 165 40
4 0 160
5 0 240
6 545 0
Tabla 12: Datos Generacio´n y Demanda: Garver con redespacho.
Nodo Generacio´n (MW) Demanda (MW)
1 150 80
2 0 240
3 360 40
4 0 160
5 0 240
6 600 0
Tabla 13: Datos de las lineas: Garver con redespacho.
Nodo Inicial Nodo Final n0ij xij f
max
ij cij, 10
3US$
1 2 1 0,40 100 40
1 3 0 0,38 100 38
1 4 1 0,60 80 60
1 5 1 0,20 100 20
1 6 0 0,68 70 68
2 3 1 0,20 100 20
2 4 1 0,40 100 40
2 5 0 0,31 100 31
2 6 0 0,30 100 30
3 4 0 0,59 82 59
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Nodo Inicial Nodo Final n0ij xij f
max
ij cij, 10
3US$
3 5 1 0,20 100 20
3 6 0 0,48 100 48
4 5 0 0,63 75 63
4 6 0 0,30 100 30
5 6 0 0,61 78 61
A.2. Sistema IEEE de 24 Nodos
Tabla 14: Datos Generacio´n y Demanda: IEEE 24.
Nodo Generacio´n (MW) Demanda (MW)
1 576 324
2 576 291
3 0 540
4 0 222
5 0 213
6 0 408
7 900 375
8 0 513
9 0 525
10 0 585
11 0 0
12 0 0
13 1773 795
14 0 582
15 645 951
16 465 300
17 0 0
18 1200 999
19 0 543
20 0 384
21 1200 0
22 900 0
23 1980 0
24 0 0
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Tabla 15: Datos de las lineas: IEEE 24.
Nodo inicial Nodo final n0ij xij(pu) f
max
ij cij, 10
3US$
1 2 1 0,0139 175 3
1 3 1 0,2112 175 55
1 5 1 0,0845 175 22
2 4 1 0,1267 175 33
2 6 1 0,192 175 50
3 9 1 0,119 175 31
3 24 1 0,0839 400 50
4 9 1 0,1037 175 27
5 10 1 0,0883 175 23
6 10 1 0,0605 175 16
7 8 1 0,0614 175 16
8 9 1 0,1651 175 43
8 10 1 0,1651 175 43
9 11 1 0,0839 400 50
9 12 1 0,0839 400 50
10 11 1 0,0839 400 50
10 12 1 0,0839 400 50
11 13 1 0,0476 500 66
11 14 1 0,0418 500 58
12 13 1 0,0476 500 66
12 23 1 0,0966 500 134
13 23 1 0,0865 500 120
14 16 1 0,0389 500 54
15 16 1 0,0173 500 24
15 21 2 0,049 500 68
15 24 1 0,0519 500 72
16 17 1 0,0259 500 36
16 19 1 0,0231 500 32
17 18 1 0,0144 500 20
17 22 1 0,1053 500 146
18 21 2 0,0259 500 36
19 20 2 0,0396 500 55
20 23 2 0,0216 500 30
21 22 1 0,0678 500 94
1 8 0 0,1344 500 35
2 8 0 0,1267 500 33
6 7 0 0,192 500 50
13 14 0 0,0447 500 62
50
Nodo inicial Nodo final n0ij xij(pu) f
max
ij cij, 10
3US$
14 23 0 0,062 500 86
16 23 0 0,0822 500 114
19 23 0 0,0606 500 84
A.3. Sistema Sur Brasilero
Tabla 16: Datos Generacio´n y Demanda: Sur Brasilero con redespacho.
Nodo Generacio´n (MW) Demanda (MW)
1 0 0
2 0 443.1
3 0 0
4 0 300.7
5 0 238.0
6 0 0
7 0 0
8 0 72.2
9 0 0
10 0 0
11 0 0
12 0 511.9
13 0 185.8
14 1257.0 0
15 0 0
16 2000.0 0
17 1050.0 0
18 0 0
19 1670.0 0
20 0 1091.2
21 0 0
22 0 81.9
23 0 458.1
24 0 478.2
25 0 0
26 0 231.9
27 220.0 0
28 800.0 0
29 0 0
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Nodo Generacio´n (MW) Demanda (MW)
30 0 0
31 700.0 0
32 500.0 0
33 0 229.1
34 748.0 0
35 0 216.0
36 0 90.1
37 300.0 0
38 0 216.0
39 600.0 0
40 0 262.1
41 0 0
42 0 1607.9
43 0 0
44 0 79.1
45 0 86.7
46 700.0 0
Tabla 17: Datos Generacio´n y Demanda: Sur Brasilero sin redespacho.
Nodo Generacio´n (MW) Demanda (MW)
1 0 0
2 0 443.1
3 0 0
4 0 300.7
5 0 238.0
6 0 0
7 0 0
8 0 72.2
9 0 0
10 0 0
11 0 0
12 0 511.9
13 0 185.8
14 944.0 0
15 0 0
16 1366.0 0
17 1000.0 0
18 0 0
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Nodo Generacio´n (MW) Demanda (MW)
19 773.0 0
20 0 1091.2
21 0 0
22 0 81.9
23 0 458.1
24 0 478.2
25 0 0
26 0 231.9
27 54.0 0
28 730.0 0
29 0 0
30 0 0
31 310.0 0
32 450.0 0
33 0 229.1
34 221.0 0
35 0 216.0
36 0 90.1
37 212.0 0
38 0 216.0
39 221.0 0
40 0 262.1
41 0 0
42 0 1607.9
43 0 0
44 0 79.1
45 0 86.7
46 599.0 0
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Tabla 18: Datos de las lineas: Sur Brasilero.
Nodo inicial Nodo final n0ij xij(pu) f
max
ij cijUS$
1 7 1 0.0616 270 4349.0
1 2 2 0.1065 270 7076.0
4 9 1 0.0924 270 6217.0
5 9 1 0.1173 270 7732.0
5 8 1 0.1132 270 7480.0
7 8 1 0.1023 270 6823.0
4 5 2 0.0566 270 4046.0
2 5 2 0.0324 270 2581.0
8 13 1 0.1348 240 8793.0
9 14 2 0.1756 220 11267.0
12 14 2 0.0740 270 5106.0
14 18 2 0.1514 240 9803.0
13 18 1 0.1805 220 11570.0
13 20 1 0.1073 270 7126.0
18 20 1 0.1997 200 12732.0
19 21 1 0.0278 1500 32632.0
16 17 1 0.0078 2000 10505.0
17 19 1 0.0061 2000 8715.0
14 26 1 0.1614 220 10409.0
14 22 1 0.0840 270 5712.0
22 26 1 0.0790 270 5409.0
20 23 2 0.0932 270 6268.0
23 24 2 0.0774 270 5308.0
26 27 2 0.0832 270 5662.0
24 34 1 0.1647 220 10611.0
24 33 1 0.1448 240 9399.0
33 34 1 0.1265 270 8288.0
27 36 1 0.0915 270 6167.0
27 38 2 0.2080 200 13237.0
36 37 1 0.1057 270 7025.0
34 35 2 0.0491 270 3591.0
35 38 1 0.1980 200 12631.0
37 39 1 0.0283 270 2329.0
37 40 1 0.1281 270 8389.0
37 42 1 0.2105 200 13388.0
39 42 3 0.2030 200 12934.0
40 42 1 0.0932 270 6268.0
38 42 3 0.0907 270 6116.0
32 43 1 0.0309 1400 35957.0
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Nodo inicial Nodo final n0ij xij(pu) f
max
ij cijUS$
42 44 1 0.1206 270 7934.0
44 45 1 0.1864 200 11924.0
19 32 1 0.0195 1800 23423.0
46 19 1 0.0222 1800 26365.0
46 16 1 0.0203 1800 24319.0
18 19 1 0.0125 600 8178.0
20 21 1 0.0125 600 8178.0
42 43 1 0.0125 600 8178.0
2 4 0 0.0882 270 5695.0
14 15 0 0.0374 270 2884.0
46 10 0 0.0081 2000 10889.0
4 11 0 0.2246 240 14247.0
5 11 0 0.0915 270 6167.0
46 6 0 0.0128 2000 16005.0
46 3 0 0.0203 1800 24319.0
16 28 0 0.0222 1800 26365.0
16 32 0 0.0311 1400 36213.0
17 32 0 0.0232 1700 27516.0
19 25 0 0.0325 1400 37748.0
21 25 0 0.0174 2000 21121.0
25 32 0 0.0319 1400 37109.0
31 32 0 0.0046 2000 7052.0
28 31 0 0.0053 2000 7819.0
28 30 0 0.0058 2000 8331.0
27 29 0 0.0998 270 6672.0
26 29 0 0.0541 270 3894.0
28 41 0 0.0339 1300 39283.0
28 43 0 0.0406 1200 46701.0
31 41 0 0.0278 1500 32632.0
32 41 0 0.0309 1400 35957.0
41 43 0 0.0139 2000 17284.0
40 45 0 0.2205 180 13994.0
15 16 0 0.0125 600 8178.0
46 11 0 0.0125 600 8178.0
24 25 0 0.0125 600 8178.0
29 30 0 0.0125 600 8178.0
40 41 0 0.0125 600 8178.0
2 3 0 0.0125 600 8178.0
5 6 0 0.0125 600 8178.0
9 10 0 0.0125 600 8178.0
55
A.4. Sistema Colombia 2012
Tabla 19: Datos Generacio´n y Demanda: Colombia 2012.
Nodo Generacio´n (MW) Demanda (MW)
1 240.0 0.00
2 165.0 486.66
3 0.0 587.08
4 0.0 0.00
5 40.0 351.42
6 34.0 0.00
7 136.0 448.03
8 230.0 505.87
9 0.0 519.69
10 0.0 88.84
11 108.0 220.15
12 47.0 0.00
13 0.0 260.08
14 0.0 0.00
15 0.0 562.84
16 0.0 351.90
17 35.0 203.00
18 540.0 54.10
19 1340.0 29.28
20 45.0 302.27
21 0.0 277.44
22 200.0 79.17
23 0.0 302.27
24 150.0 0.00
25 86.0 0.00
26 70.0 0.00
27 0.0 396.71
28 14.0 486.39
29 618.0 505.96
30 0.0 199.55
31 189.0 391.88
32 0.0 188.33
33 0.0 247.24
34 0.0 115.81
35 200.0 256.86
36 44.0 167.29
37 138.0 176.30
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Nodo Generacio´n (MW) Demanda (MW)
38 15.0 129.72
39 15.0 268.19
40 305.0 0.00
41 100.0 81.85
42 0.0 152.39
43 0.0 52.90
44 23.0 384.64
45 1208.0 0.00
46 150.0 181.62
47 0.0 61.60
48 885.0 896.26
49 0.0 193.27
50 240.0 632.75
51 0.0 190.45
52 0.0 55.60
53 320.0 0.00
54 0.0 114.19
55 40.0 333.59
56 0.0 0.00
57 130.0 336.94
58 190.0 0.00
59 160.0 0.00
60 1216.0 0.00
61 155.0 0.00
62 0.0 0.00
63 1090.0 52.77
64 280.0 132.35
65 0.0 197.58
66 300.0 0.00
67 474.0 397.98
68 0.0 0.00
69 0.0 106.61
70 180.0 0.00
71 424.0 471.21
72 0.0 0.00
73 0.0 0.00
74 0.0 0.00
75 0.0 0.00
76 40.0 0.00
77 0.0 82.85
78 0.0 54.07
79 300.0 146.87
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Nodo Generacio´n (MW) Demanda (MW)
80 0.0 88.34
81 0.0 0.00
82 0.0 0.00
83 0.0 0.00
84 500.0 0.00
85 0.0 0.00
86 850.0 0.00
87 0.0 0.00
88 300.0 0.00
89 0.0 0.00
90 0.0 0.00
91 0.0 0.00
92 0.0 0.00
93 0.0 0.00
Tabla 20: Datos de las lineas: Colombia 2012.
Nodo inicial Nodo final n0ij xij(pu) f
max
ij cij, 10
3US$
52 88 0 0.0980 300.0 34.190
43 88 0 0.1816 250.0 39.560
57 81 0 0.0219 550.0 58.890
73 82 0 0.0374 550.0 97.960
27 89 0 0.0267 450.0 13.270
74 89 0 0.0034 550.0 14.570
73 89 0 0.0246 550.0 66.650
79 83 0 0.0457 350.0 15.400
8 67 0 0.2240 250.0 29.200
39 86 0 0.0545 350.0 9.880
25 28 1 0.0565 320.0 9.767
25 29 1 0.0570 320.0 9.882
13 14 2 0.0009 350.0 3.902
13 20 1 0.0178 350.0 5.742
13 23 1 0.0277 350.0 7.007
14 31 2 0.1307 250.0 18.622
14 18 2 0.1494 250.0 20.232
14 60 2 0.1067 300.0 15.977
2 4 2 0.0271 350.0 6.662
2 9 1 0.0122 350.0 5.282
2 83 1 0.0200 570.0 5.972
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Nodo inicial Nodo final n0ij xij(pu) f
max
ij cij, 10
3US$
9 83 1 0.0200 400.0 5.972
15 18 1 0.0365 450.0 7.927
15 17 1 0.0483 320.0 9.422
15 20 1 0.0513 320.0 9.652
15 76 1 0.0414 320.0 9.882
15 24 1 0.0145 350.0 5.282
37 61 1 0.0139 350.0 4.937
19 61 2 0.1105 250.0 16.092
61 68 1 0.0789 250.0 12.412
37 68 1 0.0544 320.0 9.652
40 68 1 0.1320 320.0 18.162
12 75 1 0.0641 320.0 11.492
24 75 1 0.0161 350.0 5.512
35 36 1 0.2074 250.0 27.362
27 35 1 0.1498 250.0 22.072
35 44 2 0.1358 250.0 20.347
38 68 1 0.0389 350.0 7.927
38 39 1 0.0300 350.0 6.317
27 80 1 0.0242 350.0 7.007
44 80 1 0.1014 250.0 17.587
56 81 1 0.0114 550.0 32.858
45 54 1 0.0946 320.0 13.562
45 50 2 0.0070 350.0 4.362
10 78 1 0.0102 350.0 4.937
7 78 1 0.0043 350.0 4.132
30 64 1 0.1533 250.0 20.577
30 65 1 0.0910 250.0 13.677
30 72 2 0.0173 350.0 5.512
55 57 1 0.0174 600.0 46.808
57 84 1 0.0087 600.0 26.658
55 84 1 0.0087 600.0 26.658
56 57 2 0.0240 600.0 62.618
9 77 1 0.0190 350.0 5.857
77 79 1 0.0097 350.0 5.167
1 59 2 0.0232 350.0 6.202
59 67 2 0.1180 250.0 16.667
8 59 2 0.1056 250.0 15.402
1 3 1 0.1040 250.0 15.862
3 71 1 0.0136 450.0 5.167
3 6 1 0.0497 350.0 9.422
55 62 1 0.0281 550.0 70.988
47 52 1 0.0644 350.0 10.572
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Nodo inicial Nodo final n0ij xij(pu) f
max
ij cij, 10
3US$
51 52 1 0.0859 250.0 12.872
29 31 2 0.1042 250.0 32.981
41 42 1 0.0094 350.0 4.707
40 42 1 0.0153 350.0 5.167
46 53 2 0.1041 250.0 14.597
46 51 1 0.1141 250.0 16.322
69 70 2 0.0228 350.0 6.202
66 69 2 0.1217 250.0 17.127
9 69 2 0.1098 350.0 15.747
60 69 2 0.0906 350.0 13.677
31 32 1 0.0259 350.0 6.547
32 34 1 0.0540 350.0 9.767
16 18 1 0.0625 350.0 10.917
16 23 1 0.0238 350.0 6.892
16 21 1 0.0282 350.0 6.892
31 34 1 0.0792 250.0 12.412
31 33 2 0.0248 350.0 6.432
31 60 2 0.1944 250.0 25.982
31 72 2 0.0244 350.0 6.317
47 54 2 0.1003 250.0 14.252
47 49 2 0.0942 250.0 13.562
18 58 2 0.0212 350.0 5.742
18 20 1 0.0504 350.0 9.537
18 66 2 0.0664 350.0 11.377
18 21 1 0.0348 350.0 7.467
18 22 1 0.0209 350.0 6.432
19 22 1 0.0691 350.0 11.722
4 5 3 0.0049 350.0 4.247
5 6 2 0.0074 350.0 4.477
17 23 1 0.0913 250.0 12.987
17 76 1 0.0020 350.0 3.902
12 17 1 0.0086 350.0 4.707
1 71 2 0.0841 250.0 14.367
1 8 1 0.0810 250.0 13.217
1 11 1 0.0799 250.0 12.527
4 36 2 0.0850 250.0 13.562
19 58 1 0.0826 320.0 11.722
27 64 1 0.0280 350.0 6.777
27 28 1 0.0238 350.0 6.202
27 44 1 0.0893 250.0 16.322
26 27 1 0.0657 350.0 10.917
27 29 1 0.0166 350.0 5.052
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Nodo inicial Nodo final n0ij xij(pu) f
max
ij cij, 10
3US$
19 66 1 0.0516 350.0 9.307
73 74 1 0.0214 600.0 58.278
64 65 1 0.0741 350.0 11.837
29 64 1 0.0063 350.0 4.362
4 34 2 0.1016 270.0 14.942
34 70 2 0.0415 350.0 8.272
33 34 1 0.1139 320.0 16.322
8 71 1 0.0075 400.0 4.477
54 63 3 0.0495 320.0 9.077
48 63 1 0.0238 350.0 6.317
67 68 2 0.1660 250.0 22.072
39 68 1 0.0145 350.0 5.282
8 9 1 0.0168 350.0 5.972
79 87 1 0.0071 350.0 4.477
8 87 1 0.0132 350.0 5.167
39 43 1 0.1163 250.0 16.552
41 43 1 0.1142 250.0 16.322
23 24 1 0.0255 350.0 6.317
21 22 1 0.0549 350.0 9.882
26 28 1 0.0512 350.0 9.307
28 29 1 0.0281 350.0 6.777
6 10 1 0.0337 350.0 7.582
33 72 1 0.0228 350.0 6.202
39 40 2 0.1020 250.0 16.207
12 76 1 0.0081 350.0 4.707
48 54 3 0.0396 350.0 8.042
50 54 2 0.0876 250.0 12.872
62 73 1 0.0272 750.0 73.158
49 53 2 0.1008 250.0 14.252
40 41 1 0.0186 350.0 5.742
45 81 1 0.0267 450.0 13.270
64 74 1 0.0267 500.0 13.270
54 56 3 0.0267 450.0 13.270
60 62 3 0.0257 450.0 13.270
72 73 2 0.0267 500.0 13.270
19 82 1 0.0267 450.0 13.270
55 82 1 0.0290 550.0 77.498
62 82 1 0.0101 600.0 30.998
83 85 2 0.0267 450.0 13.270
82 85 1 0.0341 700.0 89.898
19 86 1 0.1513 300.0 20.922
68 86 1 0.0404 350.0 8.272
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Nodo inicial Nodo final n0ij xij(pu) f
max
ij cij, 10
3US$
7 90 2 0.0050 350.0 4.247
3 90 1 0.0074 350.0 4.592
90 91 1 0.0267 550.0 13.270
85 91 1 0.0139 600.0 40.298
11 92 1 0.0267 450.0 13.270
1 93 1 0.0267 450.0 13.270
92 93 1 0.0097 600.0 30.068
91 92 1 0.0088 600.0 27.588
A.5. Sistema Noreste Brasilero
Tabla 21: Datos Generacio´n y Demanda:Noreste Brasilero.
Nodo Generacio´n (MW) Demanda (MW)
1 0.0 2747.0
2 4550.0 0.0
3 0.0 0.0
4 6422.0 0.0
5 0.0 0.0
6 0.0 0.0
7 0.0 31.0
8 82.0 0.0
9 465.0 0.0
10 538.0 0.0
11 2260.0 0.0
12 4312.0 0.0
13 5900.0 0.0
14 542.0 0.0
15 0.0 0.0
16 0.0 0.0
17 0.0 0.0
18 0.0 0.0
19 0.0 125.0
20 0.0 181.0
21 0.0 1044.0
22 0.0 446.0
23 0.0 84.0
24 0.0 230.0
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Nodo Generacio´n (MW) Demanda (MW)
25 0.0 2273.0
26 0.0 68.0
27 0.0 546.0
28 0.0 273.0
29 0.0 68.0
30 0.0 273.0
31 0.0 225.0
32 0.0 0.0
33 0.0 0.0
34 0.0 107.0
35 1531.0 0.0
36 0.0 325.0
37 114.0 0.0
38 0.0 0.0
39 0.0 269.0
40 0.0 1738.0
41 0.0 752.0
42 0.0 494.0
43 0.0 0.0
44 0.0 5819.0
45 0.0 0.0
46 0.0 297.0
47 0.0 0.0
48 0.0 432.0
49 0.0 1124.0
50 0.0 7628.0
51 0.0 420.0
52 0.0 1024.0
53 0.0 0.0
54 0.0 0.0
55 0.0 0.0
56 0.0 0.0
57 0.0 0.0
58 0.0 0.0
59 0.0 0.0
60 0.0 0.0
61 0.0 0.0
62 0.0 0.0
63 0.0 0.0
64 0.0 0.0
65 0.0 0.0
66 0.0 0.0
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Nodo Generacio´n (MW) Demanda (MW)
67 1242.0 0.0
68 888.0 0.0
69 902.0 0.0
70 0.0 0.0
71 0.0 0.0
72 0.0 0.0
73 0.0 0.0
74 0.0 0.0
75 0.0 0.0
76 0.0 0.0
77 0.0 0.0
78 0.0 0.0
79 0.0 0.0
80 0.0 0.0
81 0.0 0.0
82 0.0 0.0
83 0.0 0.0
84 0.0 0.0
85 0.0 705.0
86 0.0 0.0
87 0.0 0.0
Tabla 22: Datos de las lineas: Noreste Brasilero.
Nodo inicial Nodo final n0ij xij(pu) f
max
ij cij, 10
3US$
1 2 2 0.0374 1000 44056
2 4 0 0.0406 1000 48880
2 60 0 0.0435 1000 52230
2 87 1 0.0259 1000 31192
3 71 0 0.0078 3200 92253
3 81 0 0.0049 3200 60153
3 83 0 0.0043 3200 53253
3 87 0 0.0058 1200 21232
4 5 1 0.0435 1000 52230
4 6 0 0.0487 1000 58260
4 32 0 0.0233 300 7510
4 60 0 0.0215 1000 26770
4 68 0 0.0070 1000 10020
4 69 0 0.0162 1000 20740
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Nodo inicial Nodo final n0ij xij(pu) f
max
ij cij, 10
3US$
4 81 0 0.0058 1200 21232
4 87 1 0.0218 1000 26502
5 6 1 0.0241 1000 29852
5 38 2 0.0117 600 8926
5 56 0 0.0235 1000 29182
5 58 0 0.0220 1000 27440
5 60 0 0.0261 1000 32130
5 68 0 0.0406 1000 48880
5 70 0 0.0464 1000 55580
5 80 0 0.0058 1200 21232
6 7 1 0.0288 1000 35212
6 37 1 0.0233 300 7510
6 67 0 0.0464 1000 55580
6 68 0 0.0476 1000 56920
6 70 0 0.0371 1000 44860
6 75 0 0.0058 1200 21232
7 8 1 0.0234 1000 29048
7 53 0 0.0452 1000 54240
7 62 0 0.0255 1000 31460
8 9 1 0.0186 1000 23420
8 12 0 0.0394 1000 47540
8 17 0 0.0447 1000 53570
8 53 1 0.0365 1200 44190
8 62 0 0.0429 1000 51560
8 73 0 0.0058 1200 21232
9 10 1 0.0046 1000 7340
10 11 1 0.0133 1000 17390
11 12 1 0.0041 1200 6670
11 15 1 0.0297 1200 36284
11 17 1 0.0286 1200 35078
11 53 1 0.0254 1000 31326
12 13 1 0.0046 1200 7340
12 15 1 0.0256 1200 31594
12 17 1 0.0246 1200 30388
12 35 2 0.0117 600 8926
12 84 0 0.0058 1200 21232
13 14 0 0.0075 1200 10690
13 15 0 0.0215 1200 26770
13 17 0 0.0232 1200 28780
13 45 1 0.0290 1200 35480
13 59 1 0.0232 1200 28780
14 17 0 0.0232 1200 28780
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Nodo inicial Nodo final n0ij xij(pu) f
max
ij cij, 10
3US$
14 45 0 0.0232 1200 28780
14 59 0 0.0157 1200 20070
15 16 2 0.0197 1200 24760
15 45 0 0.0103 1200 13906
15 46 1 0.0117 600 8926
15 53 0 0.0423 1000 50890
16 44 4 0.0117 600 8926
16 45 0 0.0220 1200 27440
16 61 0 0.0128 1000 16720
16 77 0 0.0058 1200 21232
17 18 2 0.0170 1200 21678
17 59 0 0.0170 1200 21678
18 50 4 0.0117 600 8926
18 59 1 0.0331 1200 40170
18 74 0 0.0058 1200 21232
19 20 1 0.0934 170 5885
19 22 1 0.1877 170 11165
20 21 1 0.0715 300 6960
20 38 2 0.1382 300 12840
20 56 0 0.0117 600 8926
20 66 0 0.2064 170 12210
21 57 0 0.0117 600 8926
22 23 1 0.1514 170 9130
22 37 2 0.2015 170 11935
22 58 0 0.0233 300 7510
23 24 1 0.1651 170 9900
24 25 1 0.2153 170 12705
24 43 0 0.0233 300 7510
25 26 4 0.1073 300 29636
25 55 0 0.0117 600 8926
26 27 4 0.1404 300 25500
26 29 1 0.1081 170 6710
26 54 0 0.0117 600 8926
27 28 3 0.0826 170 5335
27 35 2 0.1367 300 25000
27 53 1 0.0117 600 8926
28 35 3 0.1671 170 9900
29 30 1 0.0688 170 4510
30 31 1 0.0639 170 4235
30 63 0 0.0233 300 7510
31 34 1 0.1406 170 8525
32 33 0 0.1966 170 11660
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Nodo inicial Nodo final n0ij xij(pu) f
max
ij cij, 10
3US$
33 67 0 0.0233 300 7510
34 39 3 0.1160 170 7150
34 41 2 0.0993 170 6215
35 46 4 0.2172 170 12705
35 47 2 0.1327 170 8085
35 51 3 0.1602 170 9625
36 39 2 0.1189 170 7315
36 46 2 0.0639 170 4235
39 42 1 0.0973 170 6105
39 86 0 0.0233 300 7510
40 45 1 0.0117 600 8926
40 46 3 0.0875 170 5500
41 64 0 0.0233 300 7510
42 44 2 0.0698 170 4565
42 85 2 0.0501 170 3465
43 55 0 0.0254 1000 31326
43 58 0 0.0313 1000 38160
44 46 3 0.1671 170 10010
47 48 2 0.1966 170 11660
48 49 1 0.0757 170 4895
48 50 2 0.0256 170 2090
48 51 2 0.2163 170 12760
49 50 1 0.0835 170 5335
51 52 2 0.0560 170 3795
52 59 1 0.0117 600 8926
53 54 0 0.0270 1000 32120
53 70 0 0.0371 1000 44860
53 76 0 0.0058 1200 21232
53 86 0 0.0389 1000 46870
54 55 0 0.0206 1000 25028
54 58 0 0.0510 1000 60940
54 63 0 0.0203 1000 25430
54 70 0 0.0360 1000 43520
54 79 0 0.0058 1200 21232
56 57 0 0.0122 1000 16050
58 78 0 0.0058 1200 21232
60 66 0 0.0233 300 7510
60 87 0 0.0377 1000 45530
61 64 0 0.0186 1000 23420
61 85 0 0.0233 300 7510
61 86 0 0.0139 1000 18060
62 67 0 0.0464 1000 55580
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Nodo inicial Nodo final n0ij xij(pu) f
max
ij cij, 10
3US$
62 68 0 0.0557 1000 66300
62 72 0 0.0058 1200 21232
63 64 0 0.0290 1000 35480
65 66 0 0.3146 170 18260
65 87 0 0.0233 300 7510
67 68 0 0.0290 1000 35480
67 69 0 0.0209 1000 26100
67 71 0 0.0058 1200 21232
68 69 0 0.0139 1000 18060
68 83 0 0.0058 1200 21232
68 87 0 0.0186 1000 23240
69 87 0 0.0139 1000 18060
70 82 0 0.0058 1200 21232
71 72 0 0.0108 3200 125253
71 75 0 0.0108 3200 125253
71 83 0 0.0067 3200 80253
72 73 0 0.0100 3200 116253
72 83 0 0.0130 3200 149253
73 74 0 0.0130 3200 149253
73 75 0 0.0130 3200 149253
73 84 0 0.0092 3200 107253
74 84 0 0.0108 3200 125253
75 76 0 0.0162 3200 185253
75 81 0 0.0113 3200 131253
75 82 0 0.0086 3200 101253
75 83 0 0.0111 3200 128253
76 77 0 0.0130 3200 149253
76 82 0 0.0086 3200 101253
76 84 0 0.0059 3200 70953
77 79 0 0.0151 3200 173253
77 84 0 0.0115 3200 132753
78 79 0 0.0119 3200 137253
78 80 0 0.0051 3200 62253
79 82 0 0.0084 3200 98253
80 81 0 0.0101 3200 117753
80 82 0 0.0108 3200 125253
80 83 0 0.0094 3200 110253
81 83 0 0.0016 3200 23253
82 84 0 0.0135 3200 155253
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Abstract—This a mathematical model and a methodology to
solve the transmission expansion planning problem, considering
robust optimization. The methodology determines the optimal
expansion plan that allows the power system to operate properly
in an environment with multiple generation-demand scenarios.
The planning problem is solved by using C++ and CPLEX solver.
The methodology is tested on the modified sur Brazilian system.
Index Terms—DC disjunctive model, long-term transmission
planning, multiple generation-demand scenarios, optimization.
NOMENCLATURE
A. Sets:
Ω1 Set of components of candidates right-of-way.
Ω2 Set of components of right-of-way in the base case.
Ω3 Set of demand busbar.
Ψ Set of circuit options for each right-of-way.
B. Parameters:
cij Cost of a circuit that can be added to right-of-way ij
(US $).
gi Maximum power generation at i bus (MW)
γoij Susceptance of a circuit in the base case of the right-
of-way ij (pu).
γkij Susceptance of the candidate circuit k in the right-of-
way ij (pu).
f ij Maximum power flow in each circuit of the right-of-
way ij (MW).
α Weighting factor to make comparable investment and
operation costs (US $ / MW).
M Large enough positive constant.
So node-branch incidence matrix for the base case.
S node-branch incidence matrix for the candidate right-
of-way.
C. Variables:
gi Power generation at i bus (MW)
g Vector of generation with components gi
di Demand at i bus (MW)
d Vector of demand with components di
foij Power flow in the base case of the right-of-way ij
(MW).
fkij Power flow in the candidate circuit k of the right-of-
way ij (MW).
ykij binary variable of candidate circuit k for the right-of-
way ij.
noij circuits of the initial configuration.
fo Vector of power flow with components foij
f Vector of power flow with components fkij
ri load shedding at i bus
r Vector of load shedding with components ri
θi Voltage angle for bus i
θ Vector of angles of the buses with components θi
I. INTRODUCTION
The transmission network expansion planning problem of
electrical power systems consists of finding the optimal plan
for the electrical system expansion, that is, it must specify the
transmission lines and substations that should be constructed
so that the system can operate in an adequate way and in
a specified planning horizon. The most researched planning
is called static planning in which the open access is not
considered. In other words, in this planning, the optimal
expansion plan is determined for only one or some few
generation scenarios [1], [2]. Transmission network expansion
planning has gained attention since the restructuring of power
systems introduced competition in the electric power industry.
Long-term study represents an important part of the planning
process, since it is the phase where new transmission
technology and solution techniques are evaluated. In the
operation of a conventional power system, centralized long-
term planning at minimum cost has been used as a model
in long-term studies. In competitive electricity markets, the
planning studies will include different operational scenarios
for enhancing the efficiency of a competitive market. Various
aspects of this complexity have been addressed in [3].
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RESUMEN
En este artículo se propone una nueva metodología para resolver el problema de planeamiento de la expansión 
de redes de transmisión de energía eléctrica adicionando restricciones especializadas que utilizan información 
asociada a áreas operativas del sistema eléctrico. El nuevo conjunto de restricciones permite reducir el esfuerzo 
computacional requerido para resolver el problema, lo que hace posible que las técnicas de solución tengan 
un mejor desempeño en la búsqueda de la solución óptima. Este nuevo conjunto de restricciones genera 
cortes en el espacio de solución que eliminan regiones de baja calidad. Para validar la metodología se utiliza 
un sistema de prueba de la literatura especializada. Los resultados presentados muestran el buen desempeño 
de las restricciones basadas en áreas.
Palabras clave: planeamiento de la expansión, restricción especializada, optimización 
matemática, sistema de transmisión.
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Resumen– El problema tradicional de planeamiento de la 
expansión de redes de transmisión de energía eléctrica se 
resuelve considerando un solo escenario de generación y 
demanda futuro, sin embargo, los escenarios de generación  
previstos para realizar la optimización pueden resultar 
diferentes a los reales, Por causa de la incertidumbre asociada al 
proceso de planeamiento de largo plazo donde se trabaja 
asumiendo la entrada de la totalidad de los nuevos proyectos de 
generación, y a que no se considera la variabilidad de los 
escenarios de generación producida por la diversidad de 
despachos que pueden aparecer durante la operación futura. En 
este artículo se analiza el impacto que produce, en el plan de 
expansión, el direccionamiento de los escenarios de generación, y 
la robustez de la red obtenida usando planeamiento tradicional 
respecto a los cambios en los escenarios generación. 
Palabras clave– Escenarios de generación, planeamiento, 
optimización,  escenarios extremos, AMPL, sistemas de 
transmisión.  
Abstract– The transmission network expansion planning problem 
is solved for a unique future scenario. This paper aims to find an 
optimal network which does not present load shedding at any 
future variation of the generation. To find such network, 
multiple future generation scenarios must be analyzed, which 
takes this paper to analyze the implementation of extreme 
generation scenarios to the problem. The main objective is to 
observe how the network’s new configuration and behavior will 
be like when generation variations take place. AMPL 
programming language with the solvers CPLEX and KNITRO 
are used to solve the problem. 
Keywords– Generation scenarios, planning, optimization, extreme 
scenario, AMPL, transmission systems 
I.   INTRODUCCIÓN 
El problema de planeamiento de la expansión de redes de 
transmisión de energía eléctrica, para el largo plazo, determina 
la cantidad, la localización y el tipo de elementos que deben 
ser adicionados a la red actual, bajo el criterio de mínimo 
costo, para que el sistema futuro opere sin congestionamiento 
[1][2]. Normalmente, el planeamiento de largo plazo 
considera un periodo de análisis de 10 o más años. Por sus 
características, el problema de optimización resultante es un 
problema de programación no linear entero-mixto (PNLEM)  
NP-completo, para sistemas eléctricos de gran tamaño y 
complejidad. Cuando se resuelve el problema de planeamiento 
de la red de transmisión, para un cierto escenario generación-
demanda futuro, se deben conocer los siguientes aspectos: 
• El crecimiento de la demanda en los nodos existentes 
del sistema.  
• La localización y la cantidad de demanda de los 
nodos nuevos.  
• La cantidad y la localización de generación nueva.  
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Resumen— En este artículo se presenta una propuesta de 
reducción del espacio de solución en el problema de 
planeamiento de redes de transmisión que consiste en utilizar 
técnicas heurísticas basadas en métodos de programación 
lineal entera (PLE) y programación no lineal entera (PNLE) 
para la identificación de variables principales. El desempeño 
de estas técnicas se compara con el de técnicas heurísticas 
convencionales basadas en modelos relajados que eliminan la 
condición entera de las variables de decisión. Los resultados 
muestran un desempeño superior a las técnicas heurísticas 
convencionales junto a un ligero aumento del tiempo 
computacional en sistemas de prueba de tamaño y dificultad 
baja y media. 
 
Palabras clave— Componentes principales, espacio de 
solución, heurísticas, lenguaje de modelamiento, optimización, 
planeamiento, sistemas de transmisión. 
 
Abstract— This paper presents a proposal to reduce de 
solution space in the transmission network planning problem, 
which consists of using heuristic techniques based on integer 
linear programming (ILP) methods and integer non-linear 
programming (INLP) methods to identify principal variables. 
The performance of these techniques is compared to the 
performance of conventional techniques where the condition 
of integer decision variables is eliminated. The results show a 
superior performance to the conventional heuristic techniques 
with a little increase in computation time in test systems of 
medium and small size and medium and low difficulty. 
 
Key Words — Heuristics, modeling language, optimization, 
planning, principal components, solution space, transmission 
systems 
 
 
 
I. INTRODUCCIÓN 
 
En el problema del planeamiento a largo plazo de la expansión 
de sistemas de transmisión de energía eléctrica se determinan las 
inversiones que deben ser realizadas para el correcto 
funcionamiento del sistema eléctrico de potencia dado un 
escenario de generación y demanda proyectado en un periodo de 
10 o más años. Las inversiones consideran la adición de nuevas 
subestaciones, el refuerzo de subestaciones existentes o la 
construcción de nuevas líneas de transmisión en corredores de 
transmisión nuevos o existentes. 
 
Este problema se encuentra en la categoría de problemas no 
lineales enteros mixtos de difícil solución, el cual se resuelve 
mediante modelos matemáticos aproximados. El modelo puede 
ser escrito de forma que pueda resolverse usando técnicas de 
programación lineal sucesiva o de programación lineal entera. 
En el caso de las técnicas lineales sucesivas, el proceso es 
guiado por técnicas heurísticas. El problema es multimodal, lo 
que implica la presencia de múltiples soluciones subóptimas.  
 
En [1] y [2], se encuentra una reseña histórica de la forma en 
que ha evolucionado el problema de planeamiento de redes de 
transmisión tanto en su modelamiento matemático como en las 
técnicas implementadas para su solución. 
 
Cuando la complejidad del sistema es alta (gran cantidad de 
nodos, sistemas de transmisión altamente enmallados, gran 
cantidad de líneas y subestaciones candidatas y un alto nivel de 
desconexión), el resultado es una explosión combinatorial en la 
que se forma un conjunto de respuestas factibles tan grande que 
cualquier aproximación por medio de técnicas exactas resulta 
insuficiente para encontrar la solución optima global del 
problema. Incluso para las técnicas de optimización 
combinatorial esta resulta una tarea sumamente complicada [3]. 
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Resumen— Se analizan los resultados obtenidos al resolver 
distintos modelos matemáticos que representan el problema 
de planeamiento de sistemas de transmisión de energía 
eléctrica, a través del programa de modelamiento matemático 
AMPL y los solvers de optimización CPLEX y KNITRO. Los 
resultados obtenidos son comparados con soluciones óptimas 
conocidas de la literatura especializada para los sistemas de 
prueba utilizados. Se presenta una alternativa de prueba de 
modelos de planeamiento de la transmisión utilizando 
programas de modelamiento y solvers existentes como un paso 
previo a la implementación de dichos modelos usando solvers 
propios, basados en técnicas metaheurísticas y exactas, que 
resuelvan problemas de la vida real de gran tamaño y 
complejidad, que los solvers comerciales no logran resolver. 
 
Palabras clave— AMPL, métodos de solución exactas. 
Planeamiento de sistemas de transmisión, solvers. 
 
Abstract— The results obtained by modeling the transmission 
expansion planning problem using the mathematical modeling 
software AMPL and solving it using the optimization software 
packages CPLEX and KNITRO are analyzed. The obtained 
results are compared with optimal solutions from different 
test systems found in the literature. An alternative test to the 
mathematical models that uses modeling software and 
commercial solvers is presented as a previous step to the 
implementation of those models using self-made solvers based 
on metaheuristics and exact techniques that can solve the real 
life complex problem that the commercial solver can’t solve. 
 
Key Word — AMPL, exact solution methods, solvers, 
transmission expansion planning.  
 
I. INTRODUCCIÓN 
 
En el problema del planeamiento de la expansión de 
sistemas de transmisión de energía eléctrica, a largo plazo, 
se determina la cantidad y ubicación de líneas y 
transformadores  que deben ser adicionados para el 
correcto funcionamiento del sistema de potencia, dado un 
escenario de generación y demanda proyectado en un periodo de 
10 o más años. 
Este problema se encuentra en la categoría de problemas no 
lineales enteros mixtos de difícil solución. El modelo del 
problema puede ser escrito de forma que pueda resolverse 
usando técnicas de programación lineal sucesiva o de 
programación lineal entera. En el caso de las técnicas lineales 
sucesivas, el proceso es guiado por técnicas heurísticas. El 
problema es multimodal, lo que implica la presencia de 
múltiples soluciones subóptimas.  
 
Este problema ha sido resuelto, en los casos en que puede 
encontrarse la solución óptima, usando técnicas heurísticas, 
metaheurísticas, exactas y combinaciones de las anteriores.  
Garver [1] fue el primero en proponer un modelo basado  en el 
concepto de flujo de carga y también el primero en sugerir el uso 
de conceptos de optimización para resolver este problema. 
 
Más adelante se desarrollaron métodos de optimización 
matemática exacta que combinan programación lineal y 
programación dinámica [2], y los métodos heurísticos 
constructivos basados en sensibilidad [3]. 
 
En este artículo se presenta la solución al problema de 
planeamiento de la expansión del sistema de transmisión usando 
4 modelos básicos: el modelo de transporte,  hibrido lineal, 
lineal disyuntivo y de flujo de carga DC, los cuales se 
implementan en el lenguaje de modelamiento matemático 
AMPL y se resuelven usando los paquetes de optimización 
(solvers) CPLEX  y KNITRO. A lo largo de este artículo se 
muestran las ventajas que trae consigo el uso de AMPL y los 
solvers en el análisis preliminar de un problema de optimización 
de alta complejidad como lo es el planeamiento de la expansión 
de sistemas de transmisión. 
 
Se presenta un procedimiento que resulta exitoso cuando se 
resuelven problemas de planeamiento de complejidad baja y 
