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SHARP ADAMS–MOSER–TRUDINGER TYPE INEQUALITIES IN THE
HYPERBOLIC SPACE
QU ´ˆOC ANH NGOˆ AND VAN HOANG NGUYEN
ABSTRACT. The purpose of this paper is to establish some Adams–Moser–Trudinger in-
equalities, which are the borderline cases of the Sobolev embedding, in the hyperbolic
space Hn. First, we prove a sharp Adams’ inequality of order two with the exact growth
condition in Hn. Then we use it to derive a sharp Adams-type inequality and an Adachi–
Tanaka-type inequality. We also prove a sharp Adams-type inequality with Navier bound-
ary condition on any bounded domain of Hn, which generalizes the result of Tarsi to the
setting of hyperbolic spaces. Finally, we establish a Lions-type lemma and an improved
Adams-type inequality in the spirit of Lions in Hn. Our proofs rely on the symmetrization
method extended to hyperbolic spaces.
1. INTRODUCTION
Sobolev spaces, geometric and analytic inequalities can be considered as one of the
central tools in many areas such as analysis, differential geometry, partial differential equa-
tions, calculus of variations, etc. Of importance, among these inequalities, are the classical
Sobolev inequalities which assert that the following embedding W k,p0 (Ω) →֒ L
q(Ω) is
continuous for n > 2, kp < n, and 1 6 q 6 np/(n− kp) where Ω is a bounded domain
in Rn. However, in the limiting case kp = n, we can easily show by many examples that
W
k,n/k
0 (Ω) 6⊂ L
∞(Ω). In this special situation, the so-called Moser–Trudinger inequality
and its higher order version, known as Adams’ inequality, are the perfect replacements;
see [Tru67, Mos70, Ada88].
It is now widely recognized that the Moser–Trudinger and Adams inequalities have
played so many important roles and have been widely used in geometric analysis and PDE;
for example, we refer the reader to [CT03, LL12a, LL12b, LL14, Sha87, TZ00] and refer-
ences therein.
These remarkable inequalities have also been generalized in many directions. For in-
stance, the singular Moser–Trudinger inequality was discovered in [AS07], the best con-
stant for the Moser–Trudinger inequality on domains of finite measure on the Heisenberg
group was found in [CL01, LLT12]. There has also been substantial progress for the
Moser–Trudinger inequality on the Euclidean spheres, on the CR spheres, as well as on
any compact Riemannian manifold and on hyperbolic spaces; see [Bec93, BFM13, CL01,
CL04, Fon93, Li05, LT13].
For the question of the existence of optimal functions for the Moser–Trudinger inequal-
ity, it was first addressed by Carleson and Chang [CC86] on the Euclidean balls. Then, this
result was extended to arbitrary smooth domains by Flucher [Flu92] and Lin [Lin96].
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1.1. Moser–Trudinger and Adams inequalities on Rn.
1.1.1. Moser–Trudinger inequalities onRn. Speaking of Moser–Trudinger’ inequality on
bounded domains, it was established independently by Yudovicˇ [Yud61], Pohozˇaev [P65],
and Trudinger [Tru67]. Later, by sharpening Trudinger’s inequality, Moser proved that
there exists a sharp constant αn > 0 such that
sup
u∈C∞0 (Ω):∫
Ω
|∇u|ndx61
∫
Ω
exp
(
α|u|n/(n−1)
)
dx < +∞ (MTRb )
for any α 6 αn and for any bounded domain Ω in R
n. Furthermore, the constant αn in
(MTRb ) is sharp in the sense that if α > αn, then the supremum above will become infinity.
Moser was able to compute the sharp constant αn precisely, that is
αn = n
n/(n−1)Ω1/(n−1)n ,
where Ωn denotes the volume of the unit ball B
n inRn. If we denote by ωn the volume of
the unit sphere Sn inRn+1, then
αn = nω
1/(n−1)
n−1 .
When Ω has infinite measure, the sharp version of Moser–Trudinger-type inequality for
unbounded domains, or a “subcritical” Moser–Trudinger inequality, was established by
Adachi and Tanaka in [AT99]. To be more precise, they proved that
sup
u∈W 1,n(Rn)\{0}:∫
Rn
|∇u|ndx61
1
‖u‖nLn(Rn)
∫
Rn
Φn,1(α|u|
n/(n−1))dx < +∞, (MTRus)
for any α ∈ (0, αn), where
Φn,1(t) = e
t −
∑n−2
j=0
tj/j!.
The constant αn, as appearing in the Moser–Trudinger inequality (MT
R
b ), is also sharp in
the sense that if α > αn, then the supremum in (MT
R
us) is infinite. The question is: What
happens when α = αn?
When α = αn, the “critical” Moser–Trudinger inequality for any unbounded domain in
R
n was proved by Ruf [Ruf05] for n = 2 and by Li and Ruf [LR08] for the case n > 2.
This inequality asserts that
sup
u∈W 1,n0 (Ω):
‖u‖
W
1,n
0 (Ω)
61
∫
Ω
Φn,1(αn|u|
n/(n−1))dx < +∞, (MTRuc)
for any domain Ω ⊆ Rn with the supremum independent of Ω, where
‖u‖W 1,n0 (Ω)
= (‖∇u‖nLn(Rn) + ‖u‖
n
Ln(Rn))
1/n.
In addition, it was found that the same constant αn is also sharp in the sense that the
supremum in (MTRuc) will be infinite if αn is replaced by any α > αn.
Following the works of Carleson and Chang [CC86], Flucher [Flu92], and Lin [Lin96],
the existence of optimal functions for the Moser–Trudinger inequality in the entire space
was studied in [Ish11, LR08, Ruf05]. More recently, sharp Moser–Trudinger inequalities
has been established on the entire Heisenberg group at the critical case in [LL12c], at the
subcritical case in [LLT14], or in weighted form in Heisenberg-type groups in [LT13],
where any type of symmetrization arguments is not available.
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We note that there is a fundamental difference between (MTRus) and (MT
R
uc). In fact,
inequality (MTRus) only holds for α < αn while inequality (MT
R
uc) holds for all α 6 αn.
The reason behind this difference is that in (MTRus) we require functions with the L
n-
norm of their gradient less than or equal to 1 while in (MTRuc), we require functions with
W 1,n-norm less than or equal to 1. In other word, the failure of the original Moser–
Trudinger inequality (MTRb ) on the entire spaceR
n can be recovered either by weakening
the exponent αn as in (MT
R
us) or by strengthening Dirichlet’s norm ‖∇u‖Ln(Rn) as in
(MTRuc).
A natural question arises: Can we still achieve the best constant αn when we only
require the condition ‖∇u‖Ln(Rn) 6 1? This question was answered by Ibrahim, Mas-
moudi and Nakanishi [IMN15] for the case n = 2 and by Masmoudi and Sani [MS15] for
arbitrary n > 2. In their works, they proved the following inequality
sup
u∈W 1,n(Rn)\{0}:
‖∇u‖Ln(Rn)61
1
‖u‖nLn(Rn)
∫
Rn
Φn,1(αn|u|
n/(n−1))
(1 + |u|)n/(n−1)
dx < +∞. (MTRue)
Moreover, this inequality is sharp in the sense that it fails if the power n/(n − 1) in the
denominator of (MTRue) is replaced by any p < n/(n− 2).
1.1.2. Adams inequalities on Rn. In the seminal work [Ada88], Adams extended the
Moser–Trudinger inequality (MTRb ) to the higher order Sobolev spaceW
m,n/m
0 (Ω), where
Ω ⊂ Rn is of finite measure. Let m be a positive integer less than n, we denote the mth
order gradient of a function u onRn by
∇mu =
{
∆m/2u ifm is even,
∇∆(m−1)/2u ifm is odd.
Then Adams proved that there exists a sharp constant β(n,m) > 0 such that the following
inequality
sup
u∈W
m,n/m
0 (Ω):∫
Ω
|∇mu|n/mdx61
∫
Ω
exp(β(n,m)|u|n/(n−m))dx < +∞, (ARb )
holds. Moreover, the constant β(n,m) in (ARb ) is sharp in the sense that if we replace it by
any β > β(n,m), then the supremum becomes infinite. Adams was able to compute the
sharp constant β(n,m) to get
β(n,m) =

Ω−1n
(
πn/22m
Γ((m+ 1)/2)
Γ((n−m+ 1)/2)
)n/(n−m)
ifm is odd,
Ω−1n
(
πn/22m
Γ(m/2)
Γ((n−m)/2)
)n/(n−m)
ifm is even.
In terms of ωn−1, we can rewrite β(n,m) as follows
β(n,m) =

nω−1n−1
(
πn/22m
Γ((m+ 1)/2)
Γ((n−m+ 1)/2)
)n/(n−m)
ifm is odd,
nω−1n−1
(
πn/22m
Γ(m/2)
Γ((n−m)/2)
)n/(n−m)
ifm is even.
Notice that Adams’ value of β(n, 1) agrees with Moser’s value of αn.
Adams’ inequality (ARb ) on domains of finite measure was recently extended by Tarsi
[Tar12] to the larger space
W
m,n/m
N (Ω) =
{
u ∈Wm,n/m : ∆ju = 0 on ∂Ω for 0 6 j 6
⌊
m/2
⌋}
,
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known as Sobolev’s space with homogeneous Navier boundary conditions. Note that the
spaceW
m,n/m
N (Ω) containsW
m,n/m
0 (Ω) as a proper, closed subspace.
Inspired by (MTRuc), the sharp Adams inequality on the entire spaceR
n are also known,
first proved by Ruf and Sani [RS13] for the case that m is even and then by Lam and
Lu [LL12d] for the remaining case. Their results read as follows: Letm be an integer less
than n and Ω ⊆ Rn, for each u ∈W
m,n/m
0 (Ω) we denote
‖u‖m,n =

‖(−∆+ I)m/2u‖Ln/m(Ω) ifm is even, ‖∇(−∆+ I)(m−1)/2u‖n/mLn/m(Ω)
+‖(−∆+ I)(m−1)/2u‖
n/m
Ln/m(Ω)
m/n ifm is odd,
then there holds
sup
u∈W
m,n/m
0 (Ω):
‖u‖m,n61
∫
Ω
Φn,m(β(n,m)|u|
n/(n−m))dx < +∞ (ARuc)
with the supremum independent of Ω, where
Φn,m(t) = e
t −
∑jn/m−2
j=0
tj/j!
with
jn/m = min
{
j ∈ N, j > n/m
}
.
In addition, the constant β(n,m) in (ARuc) is sharp in the sense that if we replace β(n,m)
in (ARuc) by any β > β(n,m), then the supremum in (A
R
uc) will be infinite. We refer the
reader to [LL13] for a sharp Adams-type inequality of fractional order α ∈ (0, n), where a
rearrangement-free argument was used.
Recently, Masmoudi and Sani [MS14] obtained a sharp Adams inequality with exact
growth condition in R4. Then, Lu, Tang, and Zhu [LTZ15] extended the result of Mas-
moudi and Sani to all dimension n > 2 to get the following inequality
sup
u∈W 2,n/2(Rn)\{0}:
‖∇2u‖
Ln/2(Rn)
61
1
‖u‖
n/2
Ln/2(Rn)
∫
Rn
Φn,2(β(n, 2)|u|
n/(n−2))
(1 + |u|)n/(n−2)
dx < +∞. (ARue)
Moreover, the power n/(n− 2) in the denominator of (ARue) is sharp in the sense that the
supremum above will become infinite if we replace the power in the denominator by any
p < n/(n − 2). In applications, the inequality (ARue) implies a subcritical sharp Adams
inequality in the spirit of Adachi and Tanaka, which strengthens an inequality of Ogawa
and Ozawa [OO91]. It also implies a sharp Adams-type inequality under the norm
‖u‖W 2,n/2 =
(
‖u‖
n/2
Ln/2(Rn)
+ ‖∆u‖
n/2
Ln/2(Rn)
)2/n
,
namely
sup
u∈W 2,n/2(Rn):
‖u‖
W2,n/2
61
∫
Rn
Φn,2
(
β(n, 2)|u|n/(n−2)
)
dx < +∞. (ARuc)
The constant β(n, 2) is sharp; see [LTZ15, MS14] for more details. A version of higher
order derivatives of (ARuc) has recently been proved by Fontana and Morpurgo in [FM15].
We remark that a version of higher order derivatives of (MTRue) and (A
R
ue) is still unknown;
however, a weaker result can be found in [FM15].
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1.2. Moser–Trudinger and Adams inequalities on Hn. Although there have been ex-
tensive works on the best constants for the Moser–Trudinger and Adams inequalities in the
Euclidean space, on Heisenberg’s group, and on compact Riemannian manifolds as listed
above, much less is known for the sharp constants for the Moser–Trudinger and Adams
inequalities on hyperbolic spaces.
The hyperbolic space Hn with n > 2 is a complete, simply connected Riemannian
manifold having constant sectional curvature equal to −1, and for a given dimensional
number, any two such spaces are isometric [Wol67]. There is a number of models for
Hn, however, the most important models are the half-space model, the ball model, and the
hyperboloid (or Lorentz model). In this paper, we will use the ball model since this model
is especially useful for questions involving rotational symmetry. Given n > 2, we denote
by Bn the open unit ball inRn. Clearly, Bn can be endowed with the Riemannian metric
g(x) =
n∑
i=1
( 2
1− |x|2
)2
dx2i ,
which is called the ball model of the hyperbolic space Hn. The volume element of Hn is
given by
dVg(x) =
( 2
1− |x|2
)n
dx,
where dx denotes the Lebesgue measure in Rn. For any subset E ⊂ Bn, we denote
|E| =
∫
E dVg . Let d(0, x) denote the hyperbolic distance between the origin and x. It is
well-known that
d(0, x) = log
(
(1 + |x|)/(1 − |x|)
)
for arbitrary x ∈ Bn. In this new context, we still use ∇ and ∆ to denote the Euclidean
gradient and Laplacian as well as 〈·, ·〉 to denote the standard inner product in Rn. Then,
in terms of∇,∆, and 〈·, ·〉, the hyperbolic gradient∇g and the Laplace–Beltrami operator
∆g are given by
∇g =
(1− |x|2
2
)2
∇, ∆g =
(1− |x|2
2
)2
∆+ (n− 2)
1− |x|2
2
〈x,∇〉.
Given a bounded domain Ω ⊂ Hn, we denote
‖f‖p,Ω =
(∫
Ω
|f |pdVg
)1/p
for each 1 6 p <∞. Then we have the following
‖∇gf‖n,Ω =
(∫
Ω
〈∇gf,∇gf〉
n/2
g dVg
)1/n
=
(∫
Ω
|∇f |ndx
)1/n
.
In the case Ω = Hn, we simply write ‖f‖p instead of ‖f‖p,Hn for all 1 6 p < +∞.
Throughout the paper, we also useW
2,n/2
0 (Ω) to denote the completion of C
∞
0 (Ω) under
the norm
‖u‖
W
2,n/2
0 (Ω)
=
( ∫
Ω
|u|n/2dVg +
∫
Ω
|∆gu|
n/2dVg
)2/n
.
In particular, we will denote byW 2,n/2(Hn) the completion of C∞0 (H
n) under the norm
‖u‖W 2,n/2(Hn) =
(∫
Hn
|u|n/2dVg +
∫
Hn
|∆gu|
n/2dVg
)2/n
.
6 Q.A. NGOˆ AND V.H. NGUYEN
1.2.1. Moser–Trudinger inequalities onHn. In [MS10], Mancini and Sandeep established
a sharp Moser–Trudinger inequality on the 2-dimensional hyperbolic space H2. They
proved
sup
u∈C∞0 (H
2):
‖∇gu‖261
∫
H2
(e4πu
2
− 1)dVg < +∞,
where the constant 4π2 is sharp in the sense that the supremum above will be infinite if
4π2 is replaced by any number larger than 4π2.
The Moser–Trudinger inequality on bounded domainsΩ in any hyperbolic space of any
higher dimension was proved by Lu and Tang [LT13]
sup
u∈C∞0 (Ω):
‖∇g‖n,Ω61
∫
Ω
exp(αn|u|
n/(n−1))dx < +∞ (MTHb )
with the sharp constant αn. We note that the best constant in the Moser–Trudinger inequal-
ity on bounded domains in hyperbolic space (MTHb ) is similar to the one of the Moser–
Trudinger inequality on bounded domains in the Euclidean space (MTRb ).
When Ω has infinite volume, a sharp “subcritical” Moser–Trudinger-type inequality in
the spirit of Adachi–Tanaka was recently proved by Lu and Tang in [LT13]. They showed
that
sup
u∈W 1,n(Hn)\{0}:
‖∇gu‖n61
1
‖u‖nn
∫
Hn
Φn,1(α|u|
n/(n−1))dVg < +∞, (MT
H
us)
for any α ∈ (0, αn) and the constant αn is sharp in the sense that for α > αn, the
supremum in (MTHus) will be infinite.
It was also established in [LT13] a sharp “critical” Moser–Trudinger inequality on the
entire hyperbolic space when we restrict the norms of functions to the full hyperbolic
Sobolev norm, namely,
sup
u∈W 1,n(Hn):
‖∇gu‖
n
n+τ‖u‖
n
n61
∫
Hn
Φn(αn|u|
n/(n−1))dVg < +∞ (MT
H
uc)
for any τ > 0. The constant αn is sharp in the sense that the supremum above will become
infinite if αn is replaced by any α > αn. In view of (MT
H
us) and (MT
H
uc), a natural
question, as in the Euclidean space, arises: Can we still achieve the best constant αn when
we only require the restriction on the norm ‖∇gu‖n 6 1? This question was also answered
in [LT15] by Lu and Tang. They proved a sharp Moser–Trudinger inequality with exact
growth condition in hyperbolic space as follows
sup
u∈W 1,n(Hn)\{0}:
‖∇gu‖n61
1
‖u‖nn
∫
Hn
Φn,1(αn|u|
n/(n−1))
(1 + |u|)n/(n−1)
dVg < +∞. (MT
H
ue)
In (MTHue), the power n/(n − 1) in the denominator of (MT
H
ue) is sharp in the sense that
the supremum becomes infinite if we replace the power n/(n− 1) in the denominator by
any p < n/(n− 1). It is evidence that (MTHue) implies (MT
H
us) and (MT
H
uc).
1.2.2. Adams inequalities onHn. AMoser–Trudinger-type inequality of higher order deriva-
tives, or Adams-type inequality, in hyperbolic spaces was recently established in [FM15,
KS16]. In [KS16], Karmakar and Sandeep proved a sharp Adams-type inequality in Hn
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with even n under the condition ∫
Hn
uP gn/2(u) dVg 6 1,
where P gk denotes the (2k)th order GJMS operator defined by{
P g1 =−∆g − n(n− 2)/4,
P gk =P
g
1 (P
g
1 + 2)(P
g
1 + 6) · · · (P
g
1 + k(k − 1)).
More precisely, they established the following inequality
sup
u∈C∞0 (H
n):∫
Hn
uP g
n/2
(u) dVg61
∫
Hn
(eβ(n,n/2)u
2
− 1)dVg < +∞. (A
H2)
The constant β(n, n/2) in (AH2) is sharp and cannot be improved. For any integerm less
than n, let us denote
∇mg =
{
∆
m/2
g if k even,
∇g∆
(m−1)/2
g if k odd.
In [FM15], Fontana andMorpurgo established the following sharp Adams inequality in the
entire hyperbolic space Hn as follows
sup
u∈C∞c (H
n):
‖∇mg u‖n/m61
∫
Hn
Φn,m(β(n,m)|u|
n/(n−m))dVg < +∞. (A
H
u )
The constant β(n,m) is again sharp in the sense that the supremum in (AHu ) will become
infinite if we replace β(n,m) by any β > β(n,m).
Motivated by (ARue), in the recent paper [Kar15], Karmakar established a sharp Adams-
type inequality in H4 with the exact growth condition as follows
sup
u∈W 2,2(H4)\{0}:∫
H4
uP g2 (u)dVg61
1
‖u‖22
∫
H4
e32π
2u2 − 1
(1 + |u|)2
dVg < +∞. (A
H
ue)
Moreover, this inequality is sharp in the sense that the supremum in (AHue) will become
infinite if the power 2 in the denominator of (AHue) is replaced by any p < 2.
1.3. Main results. As far as we know, no sharp Adams-type inequality with exact growth
condition for general n > 3 is known. In the first part of this paper, as an analog of (ARue),
we will provide a sharp Adams-type inequality with exact growth condition in Hn for all
n > 3 under the norm ‖∆gu‖n/2. The exact statement of this result is as follows.
Theorem 1.1. There exists a dimensional constant C(n) > 0 such that for all u ∈
W 2,n/2(Hn) with ‖∆gu‖n/2 6 1 there holds∫
Hn
Φn,2(β(n, 2)|u|
n/(n−2))
(1 + |u|)n/(n−2)
dVg 6 C(n)‖u‖
n/2
n/2. (AMT
H
ue)
Moreover, this inequality is sharp in the sense that the supremum
sup
u∈W 2,n/2(Hn)\{0}:
‖∆gu‖n/261
1
‖u‖
n/2
n/2
∫
Hn
Φn,2(β|u|
n/(n−2))
(1 + |u|)p
dVg
becomes infinite either for β > β(n, 2) and p = n/(n − 2), or β = β(n, 2) and p <
n/(n− 2).
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Notice that our inequality (AMTHue) when n = 4 is slightly different from (A
H
ue) of
Karmakar. To prove Theorem 1.1, we borrow some ideas in the proof of (ARue) given
in [LTZ15, MS14] plus some useful inequalities involving the decreasing rearrangement
given in Section 2.
Let us now discuss some interesting consequences of Theorem 1.1. An immediate con-
sequence of it is the following subcritical sharp Adams-type inequality in the spirit of
Adachi and Tanaka inW 2,n/2(Hn).
Theorem 1.2. For any α ∈ (0, β(n, 2)), there exists a constant C(n, α) > 0 such that∫
Hn
Φn,2(α|u|
n/(n−2))dVg 6 C(n, α)‖u‖
n/2
n/2 (AMT
H
us)
for any function u ∈ W 2,n/2(Hn) with ‖∆gu‖n/2 6 1. The inequality is sharp in the
sense that it is false if α > β(n, 2). Furthermore, we have the following estimate
C(n, α) 6
C(n)
β(n, 2)− α
, (1.1)
for some positive constant C(n) depending only on n.
Clealry, the estimate (1.1) provides an asymptotic behavior of the constant C(n, α) in
the subcritical inequality (AMTHus) as α tends to β(n, 2). Such a result on the Euclidean
space can be found in [LTZ15] for the Moser–Trudinger and Adams inequalities.
In view of Theorem 1.2, it is easy to obtain a critical sharp Adams-type inequality in
W 2,n/2(Hn) involving the norm
‖u‖W 2,n/2,τ =
(
‖∆gu‖
n/2
n/2 + τ‖u‖
n/2
n/2
)2/n
where τ > 0. This is the content of the following result.
Theorem 1.3. Let τ > 0, there exist a constant C(n, τ) > 0 such that
sup
u:‖u‖
W2,n/2,τ
61
∫
Hn
Φn,2(β(n, 2)|u|
n/(n−2))dVg 6 C(n, τ). (AMT
H
uc)
The constant β(n, 2) is sharp in the sense that the supremum becomes infinite if we replace
β(n, 2) by any β > β(n, 2). Furthermore, we have the following estimate
C(n, τ) 6 C(n)/τ, (1.2)
for some positive constant C(n) depending only on n.
In the next part of our paper, we also prove that Theorem 1.2 can imply an improved
version of the sharp Adams inequality (AMTHuc) in the spirit of Lions [Lio85]. To make
this statement clear, we shall prove the following result.
Theorem 1.4. There exists a constant C(n) > 0 such that for any u ∈ W 2,n/2(Hn) with
‖∆gu‖n/2 < 1, the following inequality holds∫
Hn
Φn,2
(
22/(n−2)β(n, 2)(
1 + ‖∆gu‖
n/2
n/2
)2/(n−2) |u|n/(n−2))dVg 6 C(n) ‖u‖n/2n/2
1− ‖∆gu‖
n/2
n/2
.
(AMTHucL)
Consequently, we have for any τ > 0,
sup
u:‖u‖
W2,n/2,τ
61
∫
Hn
Φn,2
(
22/(n−2)β(n, 2)(
1 + ‖∆gu‖
n/2
n/2
)2/(n−2) |u|n/(n−2))dVg 6 C(n)τ . (1.3)
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The constant β(n, 2) is sharp in the sense that inequality (AMTHucL) does not hold if we
replace β(n, 2) by any larger constant.
Notice that if ‖∆gu‖n/2 < 1, then 2
2/(n−2)
(
1+‖∆gu‖
n/2
n/2
)−2/(n−2)
β(n, 2) > β(n, 2).
Therefore (1.3) is indeed an improvement of (AMTHuc). It is noted that the Euclidean
versions of (AMTHucL) and (1.3) was recently proved by Lam, Lu and Tang in [LLT17,
Theorem 1.5]. Their proofs are based on the domain decomposition method. Our proof
below is different with theirs and is derived from Theorem 1.2.
Despite the fact that Theorem1.3 can be derived from Theorem1.2, however, it turns out
that these two theorems are in fact equivalent; see Section 4 below. It seems very surprise
since Theorem 1.3 concerns the critical version of the sharp Adams-type inequality while
Theorem 1.2 concerns the subcritical version. In the Euclidean case, this fact was recently
observed by Lam, Lu and Zhang in [LLZ15]. Furthermore, it is evident that Theorem 1.4
implies Theorem 1.3. Hence, up to dimensional constants, the three inequalities (AMTHus),
(AMTHuc), and (AMT
H
ucL) are equivalent.
We also establish a sharp Adams–Moser–Trudinger-type inequality in the Sobolev space
with homogeneous Navier boundary conditionW
m,n/m
N,g (Ω) for any bounded domain Ω ⊂
Hn. Here the spaceW
m,n/m
N,g (Ω) is defined by
W
m,n/m
N,g (Ω) =
{
u ∈Wm,n/m(Ω) : ∆jgu = 0 on ∂Ω, j = 0, 1, ...,
⌊
m/2
⌋}
.
Note thatW
m,n/m
N,g (Ω) contains the Sobolev spaceW
m,n/m
0 (Ω) as a closed subspace. Our
next theorem is a hyperbolic analog of the result of Tarsi in the Euclidean space; see [Tar12,
Theorem 4].
Theorem 1.5. Let n > 2 and Ω be a bounded domain in Hn. There exists a constant
C(n) > 0 such that for any integer m ∈ [1, n) and for all u ∈ W
m,n/m
N,g (Ω) with
‖∇mg u‖n/m 6 1, there holds∫
Ω
exp
(
β(n,m)|u|n/(n−m)
)
dVg 6 C(n)|Ω|. (AMT
H
bcN )
The constant β(n,m) is sharp in the sense that the supremum of the left hand side of
(AMTHbcN ) inW
m,n/m
N,g (Ω) becomes infinity if it is replaced by any larger β.
Another aspect of theMoser–Trudinger andAdams inequalities concerns the concentration-
compactness phenomena. In his famous paper [Lio85], Lions proved a so-called concentration-
compactness principle for theMoser functional, known as Lions’ lemma, which asserts that
given a bounded domain Ω in Rn if a sequence {uj}j ⊂W
1,n
0 (Ω) with ‖∇uj‖Ln(Ω) = 1
converges weakly to a non-zero function u ∈W 1,n0 (Ω), then there holds
sup
j
∫
Ω
exp
(
pβ(n, 1)|uj |
n/(n−1)
)
dx < +∞ (1.4)
for any p < (1 − ‖∇u♯‖nLn(Ω♯))
−1/(n−1). Here, u♯ and Ω♯ are the rearrangement of u
and Ω, respectively; see Section 2 below for the definition. Note that the inequality (1.4)
does not give any further information than the Moser–Trudinger inequality if the sequence
converges weakly to the zero function, but the implication of (1.4) is that the critical Moser
functional is compact outside a weak neighborhood of zero function.
In [CCH13], Cˇerny, Cianchi and Hencl improved Lions’ result by showing that the
inequality (1.4) still holds for any
p < Pn,1(u) =: (1− ‖∇u‖
n
Ln(Ω))
−1/(n−1).
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Moreover, the threshold Pn,1(u) is sharp. A more detailed discussion on Lions’ lemma
and its generalization to functions with unrestricted boundary condition can be found in
[CCH13].
Recently,Lions’ lemma for the Moser functional has been extended on whole spaceRn
by do O´, de Souza, de Medeiros and Severo [OSMS14] by exploiting the approach of
Cˇerny, Cianchi and Hencl [CCH13]. The concentration-compactness principle for Adams’
functional has been established by do O´ and Macedo [OM14] by using the rearrange-
ment argument and the generalization of Talenti’s comparison principle. In a very re-
cent paper, Lions-type lemma for Adams’ functional on whole space Rn was proved by
Nguyen [Ngu16]. The method used in [Ngu16] is a further modification of the method of
Cˇerny, Cianchi and Hencl [CCH13] and is completely based on estimates for decreasing
rearrangement of functions in terms of their higher order derivatives.
Following the approach used in [Ngu16], we establish a Lions-type lemma for Adams’
inequality in the whole hyperbolic space Hn. To the best of our knowledge, no Lions-type
lemma for Adams’ inequality in Hn in full generality is known except for a few cases. For
examples, it was established by Karmakar [Kar15] inW 1,n(Hn) andW 2,n/2(Hn) by using
a cover lemma and a Lions-type lemma for the Moser–Trudinger and Adams inequalities
on bounded domains of Rn. However, his proof is completely different with ours given
below. The following is our result.
Theorem 1.6. Let m be a positive integer less than n and let {uj}j be a sequence in
Wm,n/m(Hn) such that ‖∇mg uj‖n/m 6 1 and uj converges weakly to a non-zero function
u inWm,n/m(Hn). Then
sup
j
∫
Hn
Φn,m
(
pβ(n,m)|uj |
n/(n−m)
)
dVg < +∞ (AMT
H
CC)
for all p < Pn,m(u) where
Pn,m(u) :=
{
(1− ‖∇mu‖
n/m
n/m)
−m/(n−m) if ‖∇mu‖n/m < 1,
+∞ if ‖∇mg u‖n/m = 1.
Moreover, the threshold Pn,m(u) is sharp in the sense that (AMT
H
CC) is no longer true if
p > Pn,m(u).
The rest of this paper is organized as follows: We recall some facts about the rearrange-
ment in the hyperbolic space and prove some useful inequalities involving the rearrange-
ment such as a Talenti-type comparison principle and an estimate for the rearrangement
of weak solutions to a Dirichlet problem in hyperbolic spaces in Section 2. Having all
preliminaries, we prove Theorem 1.1 in Section 3 while Theorems 1.2, 1.3, and 1.4 will
be proved in Section 4. Then we proved Theorem 1.5 in Section 5. In Section 6, we prove
Theorem 1.6.
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2. PRELIMINARIES
2.1. Rearrangement in hyperbolic spaces. It is now known that the symmetrization ar-
gument works well in the setting of hyperbolic spaces. It is not only the key tool in the
proof of the classical Moser–Trudinger in Hn [LT13] but also a key tool in our proof of
Theorem 1.1.
Let us now recall some facts about the rearrangement in the hyperbolic spaces. Let the
function f : Hn → R be such that∣∣{x ∈ Hn : |f(x)| > t}∣∣ = ∫
{x∈Hn : |f(x)|>t}
dVg < +∞
for every t > 0. Its distribution function is defined by
µf (t) =
∣∣{x ∈ Hn : |f(x)| > t}∣∣.
Then its decreasing rearrangement f∗ is defined by
f∗(t) = sup{s > 0 : µf (s) > t}.
Now, Schwarz’s symmetrization of f , denoted by f ♯, is the function f ♯ : Hn → R defined
by
f ♯(x) = f∗(|B(0, d(0, x))|),
where the notation B(0, r) denotes the ball in Hn centered at the origin 0 with hyperbolic
radius r and as already mentioned |B(0, r)| is its hyperbolic volume. InRn, we use Br to
denote the ball centered at the origin 0 with radius r. Using the distance d(x, 0), it is not
hard to verify that
B(0, r) = Btanh(r/2).
From this fact, we find that ∣∣∂B(0, r)∣∣ = nΩn sinhn−1(r) (2.1)
and that ∣∣B(0, r)∣∣ = nΩn ∫ r
0
sinhn−1(s)ds. (2.2)
Note that for any continuous increasing function Φ : [0,+∞)→ [0,+∞) we have∫
Hn
Φ(|f |)dVg =
∫
Hn
Φ(f ♯)dVg.
Moreover, the Hardy–Littlewood inequality implies that∫
Hn
|fh|dVg 6
∫
Hn
f ♯h♯dVg,
for any functions f, h : Hn → R. Since f∗ is non-increasing, the maximal function f∗∗ of
the rearrangement f∗ defined by
f∗∗(t) =
1
t
∫ t
0
f∗(s)ds
for s > 0 is also non-increasing. Furthermore, it is easy to see that f∗∗ > f∗. Moreover,
we have the following.
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Lemma 2.1. Let f ∈ Lp(Hn) with p ∈ (1,+∞). Then we have(∫ +∞
0
f∗∗(s)pds
)1/p
6 p′
(∫ +∞
0
f∗(s)pds
)1/p
,
where 1/p+ 1/p′ = 1. In particular, if supp f ⊂ Ω ⊂ Hn, then(∫ |Ω|
0
f∗∗(s)pds
)1/p
6 p′
(∫ |Ω|
0
f∗(s)pds
)1/p
.
Lemma 2.1 above is just an immediate consequence of a well-known result of G.H.
Hardy, for interested reader, we refer to [MS14, Proposition 3.1].
2.2. Some useful inequalities involving rearrangements. In this subsection, we list some
useful facts, which shall be used in the proof of Theorem 1.1, whose proofs will be given
in the next subsection. We first prove a comparison principle for solutions of a Dirichlet
problem, which is similar to the one of Talenti in the Euclidean space [Tal76].
Let Ω ⊂ Hn, n > 2, be a bounded, open set and let f be a suitable Lp-function with
p > 1. We consider the following Dirichlet problem{
−∆gu = f in Ω,
u = 0 on ∂Ω.
(2.3)
Let us denote by Ω♯ the ball centered at origin such that |Ω♯| = |Ω| and consider the
Dirichlet problem {
−∆gv = f
♯ in Ω♯,
v = 0 on ∂Ω♯.
(2.4)
Then we have the following comparison principle.
Proposition 2.2. Any weak solutions u and v to (2.3) and (2.4) respectively enjoys the
following a prior estimate
u♯(x) 6 v(x)
in Ω♯.
We next use Proposition 2.2 to obtain a comparison principle for higher derivatives
∆kg ; see Proposition 2.3 below. For this reason, given f , we consider the following two
problems {
(−∆g)
ku = f in Ω,
∆igu = 0 on ∂Ω
(2.5)
for all i = 0, 1, ..., k − 1 and {
(−∆g)
kv = f ♯ in Ω♯,
∆igv = 0 on ∂Ω
♯
(2.6)
for all i = 0, 1, ..., k − 1. Here Ω is again a bounded open domain in Hn. To study (2.5),
we denote
ui = (−∆g)
iu
for i = 0, 1, ..., k. It is obvious to see that u0, u1, . . . , uk−1 solve the following problems{
−∆gui = ui+1 in Ω,
ui = 0 on ∂Ω.
(2.7i)
Similarly, to study (2.6) we denote
vi = (−∆g)
iv
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for i = 0, 1, ..., k. Clearly v0, v1, ..., vk−1 solve{
−∆gvi = vi+1 in Ω
♯,
vi = 0 on ∂Ω
♯.
(2.8
♯
i)
Then we have the following comparison result.
Proposition 2.3. Suppose that u and v are weak solutions to (2.5) and (2.6), respectively.
Then for any i = 0, 1, ..., k − 1 there holds
u♯i(x) 6 vi(x)
everywhere in Ω♯.
We also establish the following estimate for the rearrangement function of solutions to
(2.3), which is a hyperbolic analogue of [MS14, Proposition 3.4] and is a crucial tool in
the proof of Theorem 1.1.
Proposition 2.4. Any weak solution u to (2.3) enjoys the following a prior estimate
u∗(t1)− u
∗(t2) 6
1
(nΩ
1/n
n )2
∫ t2
t1
f∗∗(s)
s1−2/n
ds
for any 0 < t1 < t2 6 |Ω|.
To prove Theorem 1.5, we also need an estimate for the arrangement function of solu-
tions to problem (2.5), which is a higher order version of Proposition 2.4. To be precise,
we will prove the following result.
Proposition 2.5. Let n > 2k > 2 and u be a weak solution to problem (2.5). Then there
holds
u∗(t) 6
n
n− 2k
cn,k
(nΩ
1/n
n )2k
∫ |Ω|
t
f∗(s)
s1−2k/n
ds+
cn,k+1
(nΩ
1/n
n )2k
t2k/n−1
∫ t
0
f∗(s)ds,
where
cn,k =

n2(k−1)
2k−1(k − 1)!
∏k−1
j=1 (n− 2j)
if k > 2,
1, if k = 1.
It is worth noting that cn,k = 2(n− 2k)Γ(n/2− k)/(4
kΓ(n/2)Γ(k)) when k > 2. As
mentioned before, the rest of this section is devoted to proofs of Propositions 2.2, 2.3, 2.4,
and 2.5.
2.3. Proofs of Propositions 2.2, 2.3, 2.4, and 2.5. First, we prove Proposition 2.2.
Proof of Proposition 2.2. Our proof follows closely the argument in [Tal76]. For fixed
t, h > 0, we apply Ho¨lder’s inequality to get
1
h
∫
{t<|u|6t+h}
|∇gu|dVg 6
(
1
h
∫
{t<|u|6t+h}
|∇gu|
2dVg
)1/2(µu(t)− µu(t+ h)
h
)1/2
.
Letting hց 0, we obtain
−
d
dt
∫
{|u|>t}
|∇gu|gdVg 6
(
−
d
dt
∫
{|u|>t}
|∇gu|
2
gdVg
)1/2
(−µ′u(t))
1/2. (2.9)
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Using the co-area formula, we deduce that∫
{|u|>t}
|∇gu|gdVg =
∫
{|u|>t}
|∇u|
( 2
1− |x|2
)n−1
dx
=
∫
{|s|>t}
∫
{u=s}
( 2
1− |x|2
)n−1
dHn−1(x)ds,
where dHn−1(x) denotes the (n − 1)-dimensional Hausdorff measure. Consequently, for
almost everywhere t > 0, we obtain
−
d
dt
∫
{|u|>t}
|∇gu|gdVg =
∫
{|u|=t}
( 2
1− |x|2
)n−1
dHn−1(x).
For each t > 0, let ρ(t) denote the radius of the ball centered at origin having hyperbolic
volume µu(t), namely, |B(0, ρ(t))| = µu(t). Applying the isoperimetric inequality in
hyperbolic space [BDS15] and in view of (2.1), we obtain∫
{|u|=t}
( 2
1− |x|2
)n−1
dHn−1(x) >
∫
∂B(0,ρ(t))
( 2
1− |x|2
)n−1
dHn−1(x)
= nΩn sinh
n−1 ρ(t).
On the other hand, from (2.2) we have
µu(t) =
∣∣B(0, ρ(t))∣∣ = nΩn ∫ ρ(t)
0
sinhn−1(s)ds.
Hence there exists a continuous, strictly increasing function F such that
ρ(t) = F (µu(t)).
Consequently, we obtain from (2.9) the following estimate
1 6
−µ′u(t)
[nΩn sinh
n−1 F (µu(t))]2
(
−
d
dt
∫
{|u|>t}
|∇gu|
2
gdVg
)
. (2.10)
For fixed t, h > 0, let us define the test function
φ(x) =

0 if |u| 6 t,
(|u| − t) sign(u) if t < |u| 6 t+ h,
h sign(u) if |u| > t+ h.
Clearly φ ∈ W 1,20 (Ω) and
∫
Ω
〈∇gu,∇gφ〉gdVg =
∫
Ω
fφdVg since u is weak solution to
(2.3). An easy computation shows that∫
{t<|u|6t+h}
|∇gu|
2
gdVg =
∫
Ω
〈∇gu,∇gφ〉gdVg
=
∫
{t<|u|6t+h}
f(|u| − t) sign(u)dVg +
∫
{|u|>t+h}
fh sign(u)dVg
=
∫
{t<|u|}
f(|u| − t) sign(u)dVg
−
∫
{t+h<|u|}
f(|u| − t− h) sign(u)dVg .
SHARP ADAMS–MOSER–TRUDINGER TYPE INEQUALITIES IN THE HYPERBOLIC SPACE 15
Dividing both sides by h then letting hց 0 in the resulting equation, and using the Hardy–
Littlewood inequality, we obtain
−
d
dt
∫
{|u|>t}
|∇gu|
2
gdVg = −
d
dt
∫
{|u|>t}
f(|u| − t) sign(u)dVg
=
∫
{|u|>t}
f sign(u)dVg
6
∫
{|u|>t}
|f |dVg
6
∫ µu(t)
0
f∗(s)ds = µu(t)f
∗∗(µu(t)).
(2.11)
Plugging (2.11) into (2.10) and integrating the resulting over (s′, s) to get
s− s′ 6
∫ s
s′
−µ′u(t)
[nΩn sinh
n−1 F (µu(t))]2
µu(t)f
∗∗(µu(t))dt
=
∫ µu(s′)
µu(s)
1
[nΩn sinh
n−1 F (t)]2
tf∗∗(t)dt.
(2.12)
Letting s′ ց 0 in (2.12) we obtain
s 6
∫ |Ω|
µu(s)
1
[nΩn sinh
n−1 F (t)]2
tf∗∗(t)dt.
For any t ∈ (0, |Ω|), if u∗(t) > 0, then for any 0 < s < u∗(t) we must have µu(s) > t by
the definition of the rearrangement function. Therefore
s 6
∫ |Ω|
t
1
[nΩn sinh
n−1 F (r)]2
rf∗∗(r)dr.
Letting sր u∗(t) we get
u∗(t) 6
∫ |Ω|
t
1
[nΩn sinh
n−1 F (r)]2
rf∗∗(r)dr.
It is obvious that if u∗(t) = 0, then the inequality above is true. Hence for any t ∈ (0, |Ω|)
we have
u∗(t) 6
∫ |Ω|
t
1
[nΩn sinh
n−1 F (r)]2
rf∗∗(r)dr.
It is easy to verify that
v(x) =
∫ |Ω|
|B(0,d(0,x))|
1
[nΩn sinh
n−1 F (r)]2
rf∗∗(r)dr
is unique solution to (2.4). The inequality u♯ 6 v obviously holds true, hence the proof of
Proposition 2.2 is finished. 
Now we prove Proposition 2.3 by applying consecutively Proposition 2.2 and the max-
imum principle.
Proof of Proposition 2.3. Observe that u♯k = vk. Then by making use of Proposition 2.2
we obtain from (2.7k−1) and (2.8
♯
k−1) the following
u♯k−1 6 vk−1
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in Ω♯. Now we argue by an induction argument. Suppose that for some 1 6 i < k we
already have u♯k−i 6 vk−i in Ω
♯. Then we have to show that u♯k−i−1 6 vk−i−1 in Ω
♯.
Indeed, consider the problem {
−∆gω = u
♯
k−i in Ω
♯,
ω = 0 on ∂Ω♯.
Again by applying Proposition 2.2 we obtain from the preceding problem forω and (2.7k−i−1)
the following
u♯k−i−1 6 ω.
Recall that u♯k−i 6 vk−i. From this we can apply the maximum principle to (2.8k−i−1) to
get ω 6 vk−i−1. Therefore, u
♯
k−i−1 6 vk−i−1 and the proof follows. 
Then we show that Proposition 2.4 follows from the proof of Proposition 2.2.
Proof of Proposition 2.4. Using the simple inequality cosh s > 1, the definition of ρ(t),
and (2.2), it is evident that
µu(t) 6 nΩn
∫ ρ(t)
0
sinhn−1(s) cosh(s)ds = Ωn sinh
n F (µu(t)).
Hence, we obtain
sinhn−1 F (r) >
( r
Ωn
)1−1/n
. (2.13)
Combining (2.13) and (2.12) gives
s− s′ 6
1
[nΩ
1/n
n ]2
∫ µu(s′)
µu(s)
f∗∗(t)
t1−2/n
dt.
Now, let 0 < t1 < t2 6 |Ω|. If u
∗(t1) = u
∗(t2), then the conclusion is trivial. If
u∗(t1) > u
∗(t2), then for any s, s
′ such that u∗(t2) < s
′ < s < u∗(t1), by the definition
of rearrangement function, we obviously have µu(s) > t1 and µu(s
′) 6 t2. Then we have
s− s′ 6
1
(nΩ
1/n
n )2
∫ µu(s′)
µu(s)
f∗∗(t)
t1−2/n
dt 6
1
(nΩ
1/n
n )2
∫ t2
t1
f∗∗(t)
t1−2/n
dt.
Letting sր u∗(t1) and s
′ ց u∗(t2) implies our desired inequality. 
Finally, we can easily prove Proposition 2.5 by applying consecutively Proposition 2.4.
Proof of Proposition 2.5. If k = 1, then by Proposition 2.4 we have
u∗(t) 6
1
n2Ω
2/n
n
∫ |Ω|
t
f∗∗(s)
s1−2/n
ds =
1
n2Ω
2/n
n
∫ |Ω|
t
( ∫ s
0
f∗(r)dr
)
s2/n−2ds.
Integration by parts then gives our desired estimate. If k > 2, then by denoting uk = f we
have from Proposition 2.4 that
u∗i (t) 6
1
n2Ω
2/n
n
∫ |Ω|
t
u∗∗i+1(s)
s1−2/n
ds
for all i = 0, 1, ..., k − 1. From this, the definition of the maximal function, and Fubini’s
theorem we conclude that
u∗∗i (t) =
1
t
∫ t
0
u∗i (s)ds 6
1
n2Ω
2/n
n
∫ |Ω|
0
g(t, s)u∗∗i+1(s)ds,
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where
g(t, s) =
{
t−1s2/n if s < t,
s2/n−1 if s > t.
This helps us to conclude that
u∗i−1(t) 6
1
(nΩ
1/n
n )4
∫ |Ω|
t
r2/n−1
(∫ |Ω|
0
g(r, s)u∗∗i+1(s)ds
)
dr (2.14)
for all i = 1, 2, ..., k − 1. Now we consecutively define a sequence of functions {Gj}j>1
as follows: 
G1(t, s) = g(t, s),
Gi(t, s) =
∫ |Ω|
0
Gi−1(t, s
′)g(s′, s)ds′ for all i > 2.
Letting i = k − 1 in (2.14) we arrive at
u∗k−2(t) 6
1
(nΩ
1/n
n )4
∫ |Ω|
t
r2/n−1
(∫ |Ω|
0
G1(r, s)f
∗∗(s)ds
)
dr.
By repeating the calculation leading to (2.14), we can prove by induction that
u∗(t) 6
1
(nΩ
1/n
n )2k
∫ |Ω|
t
r2/n−1
( ∫ |Ω|
0
Gk−1(r, s)f
∗∗(s)ds
)
dr.
Choose R > 0 such that RnΩn = |Ω|. For x ∈ BR, let us define
g(x) = f∗(Ωn|x|
n)
and
v(x) =
1
(nΩ
1/n
n )2k
∫ |Ω|
Ωn|x|n
r2/n−1
(∫ |Ω|
0
Gk−1(r, s)f
∗∗(s)ds
)
dr.
Then the rearrangement function of g, being considered inRn, satisfies g∗ = f∗ and
v∗(t) =
1
(nΩ
1/n
n )2k
∫ |Ω|
t
r2/n−1
( ∫ |Ω|
0
Gk−1(r, s)f
∗∗(s)ds
)
dr.
A straightforward computation shows that{
(−∆)kv = g in BR,
∆iv
∣∣
∂BR
= 0 for 0 6 i 6 k − 1.
Now we extend g to g˜ in such a way that
g˜(x) =
{
g(x) in BR,
0 inRn \BR.
Recall that n > 2k and that Green’s function of (−∆)k inRn is
cn,k
(n− 2k)n2k−1Ωn
|x− y|2k−n,
where the constant cn,k is as in the statement of the proposition. Therefore, if we define
w(x) =
cn,k
(n− 2k)n2k−1Ωn
∫
Rn
|x− y|2k−ng˜(y)dy,
then it is easy to verify that
(−∆)kw = g˜
in Rn. Furthermore, as w is being expressed in terms of Riesz’s potential, it is not hard to
compute (−∆)iw to get
(−∆)iw > 0
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inRn for all 1 6 i 6 k − 1. Therefore, limiting ourselves to BR we obtain{
(−∆)kw = g in BR,
(−∆)iw
∣∣
∂BR
> 0 for 0 6 i 6 k − 1.
By a finite induction with a help from the maximum principle, we obtain v(x) 6 w(x) for
x ∈ BR. Equivalently, there holds v
∗(t) 6 w∗(t) for any t ∈ (0, |Ω|). On the other hand,
it follows from a result due to O’Neil [ONe63] that
w∗∗(t) 6
cn,k
(n− 2k)n2k−1Ωn

1
t
∫ t
0
(Ωn
s
)1−2k/n
ds
∫ t
0
g∗(s)ds
+
∫ +∞
t
g∗(s)
(Ωn
s
)1−2k/n
ds
 ,
which implies that
w∗(t) 6
n
n− 2k
cn,k
(nΩ
1/n
n )2k
∫ |Ω|
t
f∗(s)s2k/n−1ds+
cn,k+1
(nΩ
1/n
n )2k
t2k/n−1
∫ t
0
f∗(s)ds,
(2.15)
since g∗(s) = f∗(s) and g∗(s) = 0 for s > |Ω|. From this, Proposition 2.5 follows from
(2.15) and the estimates u∗ 6 v∗ 6 w∗. 
3. ADAMS INEQUALITY WITH EXACT GROWTH: PROOF OF THEOREM 1.1
In this section, we prove Theorem 1.1 by following the same lines as in [LTZ15, MS14].
In the following subsection, we introduce some crucial tools which shall be used in our
proof. However, we first recall some widely used symbols. Here and in what follows, by
. and & we mean inequalities up to uniform and dimensional constants. If both . and &
occur, then we use the symbol ∼.
3.1. Some crucial lemmas. First, we recall following lemma whose proof can be found
in [LTZ15, Lemma 4.2].
Lemma 3.1. Given any sequence a = (ak)k>0 and any p > 1 let us denote
‖a‖1 =
+∞∑
k=0
|ak|, ‖a‖p =
( +∞∑
k=0
|ak|
p
)1/p
, ‖a‖(e) =
( +∞∑
k=0
|ak|
pek
)1/p
,
and
µ(h) = inf{‖a‖(e) : ‖a‖1 = h, ‖a‖p 6 1}.
Then we have
µ(h) ∼ exp
(
hp/(p−1)/p
)
h−1/(p−1)
for h > 1
Our first crucial lemma is the following.
Lemma 3.2. Let p > 1 and let u, f ∈ Lp((0,+∞)) be non-negative and decreasing
functions such that
u(t1)− u(t2) 6 c
∫ t2
t1
f(s)
s1−1/p
ds (3.1)
for any 0 < t1 < t2 and c is a positive constant. If u(A) > 1 and∫ +∞
A
f(s)pds 6
( p
p− 1
)p
,
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then
exp
((
p−1
cp
)p/(p−1)
u(A)p/(p−1)
)
(u(A))p/(p−1)
A .
∫ +∞
A
u(s)pds.
Proof. Denote hk = c1u(e
kA), where c1 = (p − 1)/cp. Define ak = hk − hk+1 > 0;
hence
+∞∑
k=0
|ak| = h0 = c1u(A).
On one hand, it follows from (3.1) and Ho¨lder’s inequality that
ak = c1(u(e
kA)− u(ek+1A)) 6
p− 1
p
(∫ ek+1A
ekA
f(s)pds
)1/p
.
Consequently, we have
+∞∑
k=0
|ak|
p 6
(p− 1
p
)p ∫ +∞
A
f(s)pds 6 1.
On the other hand
1
A
∫ +∞
A
u(s)pds =
+∞∑
k=0
1
A
∫ ek+1A
ekA
u(s)pds
>
+∞∑
k=0
u(ek+1)pek(e − 1)
>
e− 1
e
+∞∑
k=1
apke
k.
Therefore,
‖a‖p(e) = a
p
0 +
+∞∑
k=1
apke
k . hp0 +
1
A
∫ +∞
A
u(s)pds. (3.2)
Next we estimate h0. To do this, we choose b = (c1/2)
p/(p−1); hence for any 1 6 r 6 eb,
we have
h0 − c1u(rA) 6
p− 1
p
∫ ebA
A
f(s)
s1−1/p
ds
6
p− 1
p
(∫ ebA
A
f(s)pds
)1/p
b1−1/p
6
c1
2
6
h0
2
,
here we have used the inequality u(A) > 1. From this, we easily get h0 6 2c1u(rA) for
any 1 6 r 6 eb. Therefore,
1
A
∫ +∞
A
u(s)pds >
1
A
∫ ebA
A
u(s)pds >
( h0
2c1
)p
(eb − 1) & hp0. (3.3)
Combining (3.3) and (3.2) gives
‖a‖p(e) .
1
A
∫ +∞
A
u(s)pds.
By Lemma 3.1, we obtain
‖a‖p(e) & h
−p/(p−1)
0 exp(h
p/(p−1)
0 ) & (u(A))
−p/(p−1) exp
(
(c1u(A))
p/(p−1)
)
.
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This completes the proof of Lemma 3.2. 
Next our second crucial lemma is the following well-known lemma due to Adams,
which plays a crucial role in [Ada88].
Lemma 3.3. Let p > 1 and p′ = p/(p− 1). Let also a(s, t) be a nonnegative measurable
function onR× [0,+∞) such that a(s, t) 6 1 for 0 < s < t and
sup
t>0
(∫ 0
−∞
+
∫ +∞
t
)
a(s, t)p
′
ds1/p
′
= b < +∞.
Then there exists a constant c0 depending only on p and b such that∫ +∞
0
e−F (t)dt < c0
for any non-negative function φ satisfying
∫
R
φ(t)pdt 6 1 with
F (t) = t−
(∫
R
a(s, t)φ(s)ds
)p′
.
3.2. Proof of Theorem 1.1. We are now in a position to prove Theorem 1.1. For clarity,
we divide our proof into several parts located in a few subsubsections below.
3.2.1. Proof of (AMTHue). Using a density argument, we only need to prove Theorem 1.1
for functions in C∞0 (H
n). By the property of rearrangement, we have∫
Hn
Φn,2(β(n, 2)|u|
n/(n−2))
(1 + |u|)n/(n−2)
dVg =
∫
Hn
Φn,2(β(n, 2)|u
♯|n/(n−2))
(1 + |u♯|)n/(n−2)
dVg
and
‖u‖
n/2
n/2 = ‖u
♯‖
n/2
n/2.
Therefore, it suffices to prove that∫
Hn
Φn,2(β(n, 2)|u
♯|n/(n−2))
(1 + |u♯|)n/(n−2)
dVg . ‖u
♯‖
n/2
n/2. (3.4)
To this purpose, we will split the integral appearing in (3.4) into two parts as done in
[LTZ15, MS14] as follows∫
Hn
Φn,2(β(n, 2)|u
♯|n/(n−2))
(1 + |u♯|)n/(n−2)
dVg
=
(∫
B(0,R0)
+
∫
Hn\B(0,R0)
)
Φn,2(β(n, 2)|u
♯|n/(n−2))
(1 + |u♯|)n/(n−2)
dVg,
where
R0 = inf{r > 0 : u
∗(|B(0, r)|) 6 1} ∈ [0,+∞).
Our aim is to estimate the two integrals term by term. To estimate the integral
∫
Hn\B(0,R0)
,
we observe that 
u∗(|B(0, r)|) > 1 when r < R0,
u∗(|B(0, R0)|) = 1,
u∗(|B(0, r)|) 6 1 when r > R0.
Since Φn,2(β(n, 2)x
n/(n−2)) 6 Cxn/2 for 0 6 x 6 1, we conclude that∫
Hn\B(0,R0)
Φn,2(β(n, 2)|u
♯|n/(n−2))
(1 + |u♯|)n/(n−2)
dVg .
∫
Hn\B(0,R0)
(u♯)n/2dVg . ‖u‖
n/2
n/2. (3.5)
SHARP ADAMS–MOSER–TRUDINGER TYPE INEQUALITIES IN THE HYPERBOLIC SPACE 21
We next consider the integral
∫
B(0,R0)
. For simplicity, we denote
f = −∆gu
in Hn and
α =
∫ +∞
0
(f∗∗(s))n/2ds.
Clearly f ∈ Ln/2(Hn). Then by Lemma 2.1, we obtain
α 6
( n
n− 2
)n/2 ∫ +∞
0
[f∗(s)]n/2ds =
( n
n− 2
)n/2
‖∆gu‖
n/2
n/2 6
( n
n− 2
)n/2
.
Fix ǫ0 ∈ (0, 1) and choose R1 in such a way that∫ |B(0,R1)|
0
[f∗∗(s)]n/2ds 6 αǫ0,
∫ +∞
|B(0,R1)|
[f∗∗(s)]n/2ds 6 α(1− ǫ0).
By applying Proposition 2.4 and Ho¨lder’s inequality, we have
u∗(t1)− u
∗(t2) 6
1
(nΩ
1/n
n )2
( ∫ t2
t1
[f∗∗(s)]n/2ds
)2/n(
log
t2
t1
)1−2/n
,
for any 0 < t1 < t2. Therefore,
u∗(|B(0, r1)|)− u
∗(|B(0, r2)|) 6
(αǫ0)
2/n
(nΩ
1/n
n )2
(
log
|B(0, r2)|
|B(0, r1)|
)1−2/n
(3.6)
for any 0 < r1 < r2 < R1 and
u∗(|B(0, r1)|)− u
∗(|B(0, r2)|) 6
(α(1 − ǫ0))
2/n
(nΩ
1/n
n )2
(
log
|B(0, r2)|
|B(0, r1)|
)1−2/n
(3.7)
for any r2 > r1 > R1. In order to estimate the integral
∫
B(0,R0)
, we need to consider the
two cases: R1 > R0 and R1 < R0.
Case 1: Suppose R1 > R0. By (3.6), we obtain
u∗(|B(0, r)|) 6 1 +
(αǫ0)
2/n
(nΩ
1/n
n )2
(
log
|B(0, R0)|
|B(0, r)|
)1−2/n
for any 0 < r 6 R0. For ǫ > 0 to be determined later, by using the elementary inequality
(1+s(n−2)/n)n/(n−2) 6 (1+ǫ)s+Cǫ for s > 0withCǫ = [1−(1+ǫ)
−(n−2)/2]−2/(n−2),
we get
[u∗(|B(0, r)|)]n/(n−2) 6 (1 + ǫ)
(αǫ0)
2/(n−2)
(nΩ
1/n
n )2n/(n−2)
log
|B(0, R0)|
|B(0, r)|
+ Cǫ.
We now choose ǫ = 1−ǫ
2/(n−2)
0 . Clearly, (1+ǫ)ǫ
2/(n−2)
0 < 1. Since α 6 (n/(n−2))
n/2
and
β(n, 2)(nΩ1/nn )
−2n/(n−2) = ((n− 2)/n)n/(n−2),
we know that∫
B(0,R0)
Φn,2(β(n, 2)|u
♯|n/(n−2))
(1 + |u♯|)n/(n−2)
dVg
6
∫
B(0,R0)
exp(β(n, 2)|u♯|n/(n−2))dVg
= nΩn
∫ R0
0
exp(β(n, 2)|u∗(|B(0, r)|)|n/(n−2)) sinhn−1(r)dr
6 eβ(n,2)CǫnΩn
∫ R0
0
exp
(
(1 + ǫ)ǫ
2/(n−2)
0 log
|B(0, R0)|
|B(0, r)|
)
sinhn−1(r)dr
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= eβ(n,2)Cǫ |B(0, R0)|
(1+ǫ)ǫ
2/(n−2)
0
∫ |B(0,R0)|
0
s−(1+ǫ)ǫ
2/(n−2)
0 ds
. |B(0, R0)|
. nΩn
∫ R0
0
u∗(|B(0, r)|)n/2 sinhn−1(r)dr
. ‖u‖
n/2
n/2. (3.8)
From this we get the desired inequality when R1 > R0, thanks to (3.5) and (3.8).
Case 2: Suppose R1 < R0. We split the integral
∫
B(0,R0)
into two parts as follows∫
B(0,R0)
Φn,2(β(n, 2)|u
♯|n/(n−2))
(1 + |u♯|)n/(n−2)
dVg
=
(∫
B(0,R0)\B(0,R1)
+
∫
B(0,R1)
)
Φn,2(β(n, 2)|u
♯|n/(n−2))
(1 + |u♯|)n/(n−2)
dVg.
An estimate for the integral onB(0, R0)\B(0, R1) is easy to get. In fact, by the inequality
(3.7), we have
u∗(|B(0, r)|) 6 1 +
(α(1 − ǫ0))
2/n
(nΩ
1/n
n )2
(
log
|B(0, R0)|
|B(0, r)|
)1−2/n
for anyR1 < r < R0. Let ǫ1 = 1− (1− ǫ0)
2/(n−2). Clearly, (1+ ǫ1)(1− ǫ0)
2/(n−2) < 1.
Similar to Case 1 above, we have
u∗(|B(0, r)|)n/(n−2) 6 (1 + ǫ1)
(α(1 − ǫ0))
2/(n−2)
(nΩ
1/n
n )2n/(n−2)
log
|B(0, R0)|
|B(0, r)|
+ Cǫ1 .
Hence∫
B(0,R0)\B(0,R1)
Φn,2(β(n, 2)|u
♯|n/(n−2))
(1 + |u♯|)n/(n−2)
dVg
6
∫
B(0,R0)\B(0,R1)
exp(β(n, 2)[u♯]n/(n−2))dVg
6 nΩn
∫ R0
R1
exp(β(n, 2)u∗(|B(0, r)|)n/(n−2)) sinhn−1(r)dr
. nΩn
∫ R0
R1
( |B(0, R0)|
|B(0, r)|
)(1+ǫ1)(1−ǫ0)2/(n−2)
sinhn−1(r)dr
. |B(0, R0)|
(1+ǫ1)(1−ǫ0)
2/(n−2)
∫ |B(0,R0)|
|B(0,R1)|
s−(1+ǫ1)(1−ǫ0)
2/(n−2)
ds
. |B(0, R0)|
. nΩn
∫ R0
0
u∗(|B(0, r)|)n/2 sinhn−1(r)dr
. ‖u‖
n/2
n/2. (3.9)
Next we estimate the integral on B(0, R1). Note that when 0 < r < R1 we can write
u∗(|B(0, r)|) =
[
u∗(|B(0, r)|) − u∗(|B(0, R1)|)
]
+ u∗(|B(0, R1)|)
and apply Proposition 2.4 to get
u∗(|B(0, r)|)n/(n−2) 6(1 + ǫ2)
[
u∗(|B(0, r)|) − u∗(|B(0, R1)|)
]n/(n−2)
+ Cǫ2
[
u∗(|B(0, R1)|)
]n/(n−2)
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6(1 + ǫ2)
(
1
(nΩ
1/n
n )2
∫ |B(0,R1)|
|B(0,r)
f∗∗(s)
s1−2/n
ds
)n/(n−2)
+ Cǫ2 [u
∗(|B(0, R1)|)]
n/(n−2)
for some positive constant ǫ2 to be specified later. Recall that β(n, 2) = (nΩ
1/n
n )2n/(n−2)((n−
2)/n)n/(n−2). Therefore,∫
B(0,R1)
Φn,2(β(n, 2)|u
♯|n/(n−2))
(1 + |u♯|)n/(n−2)
dVg
.
nΩn
[u∗(|B(0, R1)|)]n/(n−2)
∫ R1
0
exp
(
β(n, 2)u∗(|B(0, r)|)n/(n−2)
)
sinhn−1(r)dr
.
nΩn exp
(
Cǫ2 [u
∗(|B(0, R1)|)]
n/(n−2)
)
[u∗(|B(0, R1)|)]n/(n−2)
×
∫ R1
0
exp
[ (1 + ǫ2)(n−2)/nn− 2
n
∫ |B(0,R1)|
|B(0,r)|
f∗∗(s)
s1−2/n
ds
]n/(n−2) sinhn−1(r)dr
=
exp(Cǫ2 [u
∗(|B(0, R1)|)]
n/(n−2))
[u∗(|B(0, R1)|)]n/(n−2)
×
∫ |B(0,R1)|
0
exp
([
(1 + ǫ2)
(n−2)/nn− 2
n
∫ |B(0,R1)|
r
f∗∗(s)
s1−2/n
ds
]n/(n−2))
dr.
Using the change of variables r = e−t|B(0, R1)|, we have∫
B(0,R1)
Φn,2(β(n, 2)|u
♯|n/(n−2))
(1 + |u♯|)n/(n−2)
dVg
.|B(0, R1)|
exp
(
Cǫ2 [u
∗(|B(0, R1)|)]
n/(n−2)
)
[u∗(|B(0, R1)|)]n/(n−2)
×
∫ +∞
0
exp
[ (1 + ǫ2)(n−2)/nn− 2
n
∫ |B(0,R1)|
e−t|B(0,R1)|
f∗∗(s)
s1−2/n
ds
]n/(n−2) e−tdt
.|B(0, R1)|
exp(Cǫ2β(n, 2)[u
∗(|B(0, R1)|)]
n/(n−2))
[u∗(|B(0, R1)|)]n/(n−2)
×
∫ +∞
0
exp

 |B(0, R1)|
2/n(1 + ǫ2)
(n−2)/n n− 2
n
×
∫ t
0
f∗∗(|B(0, R1)|e
−s)e−
2s
n ds

n/(n−2)
 e−tdt.
(3.10)
Now define
ϕ(t) = |B(0, R1)|
2/n(1 + ǫ2)
(n−2)/nn− 2
n
f∗∗(|B(0, R1)|e
−t)e−2t/nχ{t>0}.
Then by the choice of R1, we get∫
R
ϕ(t)n/2dt = |B(0, R1)|(1 + ǫ2)
(n−2)/n
(n− 2
n
)n/2 ∫ +∞
0
f∗∗(|B(0, R1)|e
−t)n/2e−tdt
= (1 + ǫ2)
(n−2)/n
(n− 2
n
)n/2 ∫ |B(0,R1)|
0
[f∗∗(s)]n/2ds
6 ǫ0(1 + ǫ2)
(n−2)/n.
24 Q.A. NGOˆ AND V.H. NGUYEN
We now choose ǫ2 = ǫ
−2/(n−2)
0 − 1. Clearly,
∫
R
ϕ(t)n/2dt 6 1. Setting a(s, t) =
χ(0,t)(s). By (3.10) and Lemma 3.3, we have∫
B(0,R1)
Φn,2(β(n, 2)|u
♯|n/(n−2))
(1 + |u♯|)n/(n−2)
dVg
. |B(0, R1)|
exp(Cǫ2β(n, 2)[u
∗(|B(0, R1)|)]
n/(n−2))
[u∗(|B(0, R1)|)]n/(n−2)
.
Note that Cǫ2 = (1− ǫ0)
−2/(n−2), therefore∫
B(0,R1)
Φn,2(β(n, 2)|u
♯|n/(n−2))
(1 + |u♯|)n/(n−2)
dVg
. |B(0, R1)|
exp
(
(1− ǫ0)
−2/(n−2)β(n, 2)[u∗(|B(0, R1)|)]
n/(n−2)
)
[u∗(|B(0, R1)|)]n/(n−2)
Recall that ∫ +∞
|B(0,R1)|
[f∗∗(s)]n/2ds 6 (n/(n− 2))n/2(1 − ǫ0).
Applying Lemma 3.2 to the functions u∗(1 − ǫ)−2/n, f∗∗(1 − ǫ)−2/n, p = n/2, c =
(nΩ
1/n
n )−2, and A = |B(0, R1)|, we then have
|B(0,R1)| exp
(
(1− ǫ0)
−2/(n−2)β(n, 2)[u∗(|B(0, R1)|)]
n/(n−2)
)
×[u∗(|B(0, R1)|)]
−n/(n−2) . (1 − ǫ0)
−n/(n−2)
∫ +∞
|B(0,R1)|
[u∗(s)]n/2ds . ‖u‖
n/2
n/2.
Therefore, putting these estimates together, we have just shown that∫
B(0,R1)
Φn,2(β(n, 2)|u
♯|n/(n−2))
(1 + |u♯|)n/(n−2)
dVg . ‖u‖
n/2
n/2. (3.11)
Combining (3.11) and (3.9) finishes our proof of Case 2, and hence completes our proof of
inequality (AMTHue).
3.2.2. The sharpness of (AMTHue). It remains to prove the sharpness of Theorem 1.1. To
see this, let us consider the sequence of functions {vm}m given as follows
vm(x) =

( logm
β(n, 2)
)1−2/n
+
n
2
β(n, 2)2/n−1
1−m2/n|x|2
(logm)2/n
if 0 6 |x| 6 m−1/n,
−nβ(n, 2)2/n−1(logm)−2/n log |x| ifm−1/n 6 |x| 6 1,
ξm(x) if |x| > 1,
where ξm ∈ C
∞
0 (R
n) is a radial function such that ξm(x) = 0 if |x| > 2, and
ξm
∣∣
{|x|=1}
= 0,
∂ξm
∂r
∣∣∣
{|x|=1}
= −nβ(n, 2)2/n−1(logm)−2/n,
and ξm, |∇ξm| and ∆ξm are all O((logm)
−2/n). The choice of this sequence is inspired
by similar sequences used in [MS14] and in [LTZ15] for the case ofRn.
Following the idea in [Kar15], let us define v˜m(x) = vm(3x), which then implies that
v˜m ∈ W
2,n/2(Hn) for allm. Moreover, we can readily check that
‖v˜m‖
n/2
n/2 = O
( 1
logm
)
and
1 6 ‖∆g v˜m‖
n/2
n/2 6 1 +O
( 1
logm
)
.
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Setting um = v˜m‖∆g v˜m‖
−1
n/2, we obtain ‖um‖
n/2
n/2 6 O
(
1/ logm
)
and ‖∆gum‖
n/2
n/2 = 1.
Moreover, for any β > 0 and p > 0, we have∫
Hn
Φn,2(βu
n/(n−2)
m )
(1 + |u|)p
dVg
>
∫
{|x|63−1m−1/n}
Φn,2(βu
n/(n−2)
m )
(1 + |u|)p
dVg
& (logm)−(n−2)p/n
∫
{|x|63−1m−1/n}
exp
( β
β(n, 2)
logm
(1 +O(1/ logm))n/(n−2)
)
dVg
& (logm)−(n−2)p/n
∫ 3−1m−1/n
0
exp
( β
β(n, 2)
logm
)
rn−1dr
> (logm)−(n−2)p/n exp
(( β
β(n, 2)
− 1
)
logm
)
.
Therefore, we get
1
‖um‖
n/2
n/2
∫
Hn
Φn,2(βu
n/(n−2)
m )
(1 + |u|)p
dVg & (logm)
1−(n−2)p/n exp
(( β
β(n, 2)
− 1
)
logm
)
.
This shows that if β > β(n, 2) or β = β(n, 2) and p < n/(n− 2), then
lim
m→+∞
1
‖um‖
n/2
n/2
∫
Hn
Φn,2(βu
n/(n−2)
m )
(1 + |u|)p
dVg = +∞.
This proves the sharpness of Theorem 1.1.
4. ADAMS-TYPE INEQUALITIES: PROOF OF THEOREMS 1.2, 1.3 AND 1.4
4.1. Proof of Theorem 1.2. We shall prove that this theorem is simply a consequence of
Theorem 1.1. Indeed, for any u ∈W 2,n/2(Hn) such that ‖∆gu‖n/2 6 1, we denote
Ω = {x ∈ Hn : |u(x)| > 1}.
In Ωc, we have |u| 6 1. Then by the definition of Φn,2 we have
Φn,2(α|u|
n/(n−2)) =
+∞∑
j=jn/2−1
αj
j!
|u|jn/(n−2)
6|u|n/2
+∞∑
j=jn/2−1
αj
j!
6eα|u|n/2 6 eβ(n,2)|u|n/2.
(Note that (jn/2 − 1)n/(n− 2) > n/2.) Therefore,∫
Ωc
Φn,2(α|u|
n/(n−2))dVg 6 e
β(n,2)‖u‖
n/2
n/2 6
β(n, 2) exp
(
β(n, 2)
)
β(n, 2)− α
‖u‖
n/2
n/2. (4.1)
In Ω we have |u| > 1, then
Φn,2(β(n, 2)|u|
n/(n−2))
(1 + |u|)n/(n−2)
& exp(β(n, 2)|u|n/(n−2))|u|−n/(n−2).
Using the elementary inequality e−t 6 e−1t−1 for any t > 0 and Theorem 1.1, we have∫
Ω
Φn,2(α|u|
n/(n−2))dVg 6
∫
Ω
exp(α|u|n/(n−2))dVg
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=
∫
Ω
exp(β(n, 2)|u|n/(n−2)) exp(−(β(n, 2)− α)|u|n/(n−2))dVg
6
1
e(β(n, 2)− α)
∫
Ω
exp(β(n, 2)|u|n/(n−2))|u|−n/(n−2)dVg
.
1
e(β(n, 2)− α)
∫
Ω
Φn,2(β(n, 2)|u|
n/(n−2))
(1 + |u|)n/(n−2)
dVg
.
1
β(n, 2)− α
‖u‖
n/2
n/2. (4.2)
Combining estimates (4.1) and (4.2), we obtain (AMTHus). The estimate (1.1) then follows
accordingly.
The sharpness of constant β(n, 2) follows from Theorem 1.1. Hence we finish the proof
of Theorem 1.2.
4.2. Proof of Theorem 1.3. It is enough to prove inequality (AMTHuc) for u ∈W
2,n/2(Hn)
such that ‖u‖n/2 > 0 and ‖u‖W 2,n/2,τ = 1. This restriction tells us that
‖∆gu‖
n/2
n/2 = 1− τ‖u‖
n/2
n/2 ∈ [0, 1).
Denote
v = u‖∆gu‖
−1
n/2, α = β(n, 2)‖∆gu‖
n/(n−2)
n/2 .
Clearly, ‖∆gv‖n/2 = 1 and α ∈ (0, β(n, 2)). We now apply Theorem 1.2 to get∫
Hn
Φn,2(β(n, 2)|u|
n/(n−2))dVg =
∫
Hn
Φn,2(α|v|
n/(n−2))dVg
6
C(n)
β(n, 2)(1 − ‖∆gu‖
n/(n−2)
n/2 )
‖u‖
n/2
n/2
‖∆gu‖
n/2
n/2
.
It is easy to show that for any t ∈ (0, 1) and any a ∈ (0, 2] there holds
(1 − t)a 6 1−min{a, 1} t.
Using this elementary inequality, we obtain
1− ‖∆gu‖
n/(n−2)
n/2 = 1− (1− τ‖u‖
n/2
n/2)
2/(n−2) > min
{ 2
n− 2
, 1
}
τ‖u‖
n/2
n/2.
Hence if ‖∆gu‖n/2 > 1/2, then we have∫
Hn
Φn,2(β(n, 2)|u|
n/(n−2))dVg 6
2C(n)
β(n, 2)min
{
2
n−2 , 1
}
τ
.
If 0 < ‖∆gu‖n/2 6 1/2, then we let v = 2u. Clearly, ‖∆gv‖n/2 6 1; hence by Theorem
1.2, we have∫
Hn
Φn,2(β(n, 2)|u|
n/(n−2))dVg =
∫
Hn
Φn,2
( β(n, 2)
2n/(n−2)
|v|n/(n−2)
)
dVg
6 C(n)‖v‖
n/2
n/2 = C(n)
1− ‖∆gu‖
n/2
n/2
τ
6
C(n)
τ
.
Therefore, we have shown that∫
Hn
Φn,2(β(n, 2)|u|
n/(n−2))dVg 6 C(n)/τ,
which is our desired inequality (AMTHuc). The estimate (1.2) follows accordingly. To
conclude Theorem 1.3, we note that the sharpness of (AMTHuc) follows from the sharpness
of (AMTHus) since Theorems 1.2 and 1.3 are equivalent; see Subsection 4.4 below.
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4.3. Proof of Theorem 1.4. Fix u ∈ W 2,n/2(Hn) with ‖∆gu‖n/2 < 1. If u ≡ 0, then
there is nothing to prove; hence we only consider the case u 6≡ 0. For simplicity, we divide
our proof into two cases.
Case 1. Suppose ‖∆gu‖n/2 6 1/2. By denoting v = 2u, we clearly have∫
Hn
Φn,2
(
22/(n−2)β(n, 2)(
1 + ‖∆gu‖
n/2
n/2
)2/(n−2) |u|n/(n−2))dVg
=
∫
Hn
Φn,2
(
β(n, 2)
2
(
1 + ‖∆gu‖
n/2
n/2
)2/(n−2) |v|n/(n−2))dVg
6
∫
Hn
Φn,2
(β(n, 2)
2
|v|n/(n−2)
)
dVg
6
2C(n)
β(n, 2)
‖v‖
n/2
n/2
6 C(n)
‖u‖
n/2
n/2
1− ‖∆gu‖
n/2
n/2
,
(4.3)
here we have used Theorem 1.2.
Case 2. Suppose ‖∆gu‖n/2 > 1/2. In this scenario, let us first denote
v = u‖∆gu‖
−1
n/2, α =
(
2‖∆gu‖
n/2
n/2
1 + ‖∆gu‖
n/2
n/2
)2/(n−2)
β(n, 2).
Then it is clear to see that ‖v‖n/2 = 1 and α < β(n, 2). By applying Theorem 1.2 we
obtain ∫
Hn
Φn,2
(
22/(n−2)β(n, 2)(
1 + ‖∆gu‖
n/2
n/2
)2/(n−2) |u| nn−2)dVg
=
∫
Hn
Φn,2(α|v|
n/(n−2))dVg
6
C(n)
β(n, 2)
(
1−
( 2‖∆gu‖n/2n/2
1 + ‖∆gu‖
n/2
n/2
) 2
n−2
)−1 ‖u‖n/2n/2
‖∆gu‖
n/2
n/2
.
Since 1 > ‖∆gu‖n/2 > 1/2, 2/(n− 2) ∈ (0, 2], and
21−n/2
1 + 2−n/2
6
2‖∆gu‖
n/2
n/2
1 + ‖∆gu‖
n/2
n/2
6 1,
there exists some C′(n) > 0 such that[
1−
( 2‖∆gu‖n/2n/2
1 + ‖∆gu‖
n/2
n/2
) 2
n−2
]−1
6 C′(n)
[
1−
2‖∆gu‖
n/2
n/2
1 + ‖∆gu‖
n/2
n/2
]−1
6
2C′(n)
1− ‖∆gu‖
n/2
n/2
.
Therefore,∫
Hn
Φn,2
(
22/(n−2)β(n, 2)(
1 + ‖∆gu‖
n/2
n/2
)2/(n−2) |u| nn−2)dVg
6
21+n/2C(n)C′(n)
β(n, 2)
‖u‖
n/2
n/2
1− ‖∆gu‖
n/2
n/2
6 C(n)
‖u‖
n/2
n/2
1− ‖∆gu‖
n/2
n/2
.
(4.4)
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Inequality (AMTHucL) now follows from the estimates (4.3) and (4.4) above. Finally, we
conclude the sharpness of (AMTHucL). To see this, as we have already observed once that
22/(n−2)
(
1 + ‖∆gu‖
n/2
n/2
)−2/(n−2)
> 1
provided ‖∆gu‖n/2 < 1. Therefore, the sharpness of (AMT
H
ucL) follows from the sharp-
ness of (AMTHuc). The proof of Theorem 1.4 hence is finished.
4.4. Theorems 1.2 and 1.3 are equivalent. Let us finish this section by showing that
Theorems 1.2 and 1.3 are, in fact, equivalent. To realize this interesting fact, we only have
to show that Theorem 1.2 can be derived from Theorem 1.3.
For any α ∈ (0, β(n, 2)) and any u ∈W 2,n/2(Hn) such that ‖∆gu‖n/2 6 1, we denote
v =
( α
β(n, 2)
)(n−2)/n
u, τ =
1− ‖∆gv‖
n/2
n/2
‖v‖
n/2
n/2
.
Clearly,
τ =
β(n, 2)n/2−1 − αn/2−1‖∆gu‖
n/2
n/2
αn/2−1‖u‖
n/2
n/2
>
β(n, 2)n/2−1 − αn/2−1
αn/2−1‖u‖
n/2
n/2
.
Applying Theorem 1.3 gives∫
Hn
Φn,2(α|u|
n/(n−2))dVg =
∫
Hn
Φn,2(β(n, 2)|v|
n/(n−2))dVg 6
C(n)
τ
6 C(n)
αn/2−1‖u‖
n/2
n/2
β(n, 2)n/2−1 − αn/2−1
.
It is easy to prove that there is some C′(n) depending only on n such that
αn/2−1
β(n, 2)n/2−1 − αn/2−1
6
C′(n)
β(n, 2)− α
for all α ∈ (0, β(n, 2)). Hence, for any α ∈ (0, β(n, 2)) we have∫
Hn
Φn,2(α|u|
n/(n−2))dVg 6
C(n)
β(n, 2)− α
‖u‖
n/2
n/2,
which is nothing but (AMTHus).
5. ADAMS INEQUALITY WITH HOMOGENEOUS NAVIER BOUNDARY: PROOF OF
THEOREM 1.5
In this section, we prove Theorem 1.5 whose proof relies on Proposition 2.5 and Lemma
3.3.
5.1. Proof of (AMTHbcN ). For simplicity, we divide the proof into two cases.
Case 1. Suppose that m is even. In this case, we can writem = 2k for some k > 1. This
case is a simple consequence of Proposition 2.5 and Lemma 3.3. Indeed, denoting
f = (−∆g)
ku
and extending f to be zero outside Ω, it follows from Proposition 2.5 that
u∗(t) 6
n
n− 2k
cn,k
(nΩ
1/n
n )2k
∫ |Ω|
t
f∗(s)
s1−2k/n
ds+
cn,k+1
(nΩ
1/n
n )2k
t2k/n−1
∫ t
0
f∗(s)ds.
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Recall that
β(n, 2k) =
( n
n− 2k
cn,k
(nΩ
1/n
n )2k
)−n/(n−2k)
.
Hence by Hardy–Littlewood’s inequality, we have∫
Ω
exp
(
β(n, 2k)|u|n/(n−2k)
)
dVg
6
∫ |Ω|
0
exp
(
β(n, 2k)(u∗(t))n/(n−2k)
)
dt
6
∫ |Ω|
0
exp
[(∫ |Ω|
t
s2k/n−1f∗(s)ds+
n
2k
t2k/n−1
∫ t
0
f∗(s)ds
)n/(n−2k)]
dt.
By changing the variables t := |Ω|e−t, we obtain∫
Ω
exp
(
β(n, 2k)|u|n/(n−2k)
)
dVg
6 |Ω|
∫ +∞
0
exp
−t+

∫ |Ω|
|Ω|e−t
s2k/n−1f∗(s)ds+
n
2k
(|Ω|e−t)2k/n−1
∫ |Ω|e−t
0
f∗(s)ds

n/(n−2k) dt.
(5.1)
Denote φ(s) = f∗(|Ω|e−s)(|Ω|e−s)2k/n and
a(s, t) =

0 if s < 0,
1 if 0 6 s < t,
ne(s−t)(2k/n−1)/(2k) if s > t.
Then by changing of the variables s := |Ω|e−s in (5.1), it is straightforward to see that∫
Ω
exp(β(n, 2k)|u|n/(n−2k))dVg
6 |Ω|
∫ +∞
0
exp
[
− t+
( ∫ +∞
0
a(s, t)φ(s)ds
)n/(n−2k)]
dt.
We can easily verify that∫
R
φ(s)n/(2k)ds =
∫ |Ω|
0
(f∗(s))n/(2k)ds =
∫
Ω
|f |n/(2k)dVg = 1
and that
sup
t>0
[( ∫ 0
−∞
+
∫ +∞
t
)
a(s, t)n/(n−2k)ds
](n−2k)/n
=
n
2k
.
By Lemma 3.3, therefore there is a constant C(n, k) depending only on n and k such that∫
Ω
exp
(
β(n, 2k)|u|n/(n−2k)
)
dVg 6 C(n, k)|Ω|.
This completes the first case.
Case 2. Suppose that m is odd. In this scenario, we can write m = 2k + 1 for some
k > 0. If k = 0, then the space W 1,nN,g(Ω) is exactly the space W
1,n
0 (Ω). Therefore, the
conclusion follows from [LT13, Corollary 1.1]. Hence we need to concentrate on the case
k > 1. Denote
f = (−∆g)
ku
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and extend f to be zero outside Ω, then by Proposition 2.5, we obtain
u∗(t) 6
n
n− 2k
cn,k
(nΩ
1/n
n )2k
∫ |Ω|
t
f∗(s)
s1−2k/n
ds+
cn,k+1
(nΩ
1/n
n )2k
t2k/n−1
∫ t
0
f∗(s)ds. (5.2)
Recall that f ♯(x) = f∗(|B(0, d(0, x))|) with d(0, x) = log
(
(1 + |x|)/(1 − |x|)
)
. Hence
∇gf
♯(x) = nΩn
1− |x|2
2
(f∗)′(|B(0, d(0, x))|)
( 2|x|
1− |x|2
)n−1
.
Thus we have∫
Hn
|∇gf
♯|n/mdVg
= (nΩn)
n/m+1
∫ 1
0
∣∣∣(f∗)′(∣∣∣B(0, log 1 + r
1− r
)∣∣∣)∣∣∣n/m( 2r
1− r2
)(n−1)n/m+n dr
r
.
Upon using the change of variables
s =
∣∣B(0, log [(1 + r)/(1− r)])∣∣
we obtain
F (s) = log
[
(1 + r)/(1 − r)
]
,
where F is a continuous, strictly increasing function as in the proof of Proposition 2.2.
Resolving this equation gives
r =
(
eF (s) − 1
)
/
(
eF (s) + 1
)
.
Hence∫
Hn
|∇gf
♯|n/mdVg = (nΩn)
n/m
∫ |Ω|
0
|(f∗)′(s)|n/m(sinhF (s))n(n−1)/mds.
(Note that ds = nΩn(2r/(1− r
2))ndr/r.) Let us define the function
ϕ(t) = (nΩn)
−n/(n−m)
∫ |Ω|
t
(sinhF (s))−n(n−1)/(n−m)ds.
Then ϕ is strictly decreasing and has the following asymptotic behavior: ϕ(|Ω|) = 0 and
limt→0 ϕ(t) = +∞. Let g be an increasing function such that f
∗(s) = g(ϕ(s)), then it is
easy to check that
(nΩn)
n/m
∫ |Ω|
0
|(f∗)′(s)|n/m(sinhF (s))n(n−1)/mds =
∫ +∞
0
(g′(s))n/mds.
Observe that ‖∇gf
♯‖n/m 6 ‖∇gf‖n/m 6 1; hence∫ +∞
0
(g′(s))n/mds 6 1.
Denote by k = (g′)∗ the rearrangement function of g′ in (0,+∞), by Hardy–Littlewood’s
inequality, we obtain
f∗(s) =
∫ ϕ(s)
0
g′(t)dt 6
∫ ϕ(s)
0
k(t)dt
for any s ∈ (0, |Ω|). By using integration by parts, we get∫ |Ω|
t
f∗(s)
s1−2k/n
ds 6
n
2k
∫ |Ω|
t
∫ ϕ(s)
0
k(r)drds2k/n
= −
n
2k
t2k/n
∫ ϕ(t)
0
k(s)ds−
n
2k
∫ |Ω|
t
k(ϕ(s))ϕ′(s)s2k/nds
(5.3)
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and ∫ t
0
f∗(s)ds 6
∫ t
0
∫ ϕ(s)
0
k(r)drds
= t
∫ ϕ(t)
0
k(s)ds−
∫ t
0
k(ϕ(s))ϕ′(s)sds.
(5.4)
(Here we have used ϕ(|Ω|) = 0 and lims→0 s
∫ ϕ(s)
0 k(r)dr = 0.) Upon plugging (5.4) and
(5.3) into (5.2), we arrive at
u∗(t) 6−
cn,k+1
(nΩ
1/n
n )2k
∫ |Ω|
t
k(ϕ(s))ϕ′(s)s2k/nds−
cn,k+1
(nΩ
1/n
n )2k
t2k/n−1
∫ t
0
k(ϕ(s))ϕ′(s)sds.
It follows from the definition of ϕ and (2.13) that
−ϕ′(s) =(nΩn)
−n/(n−m)(sinhF (s))−n(n−1)/(n−m)
6(nΩ1/nn )
−n/(n−m)s−(n−1)/(n−m).
Denote
l(s) = k(ϕ(s))(−ϕ′(s))m/n,
then we have
u∗(t) 6
cn,k+1
(nΩ
1/n
n )2k+1
∫ |Ω|
t
l(s)
s1−(2k+1)/n
ds+
cn,k+1
(nΩ
1/n
n )2k+1
t2k/n−1
∫ t
0
l(s)s1/nds
6
cn,k+1
(nΩ
1/n
n )2k+1
∫ |Ω|
t
l(s)
s1−(2k+1)/n
ds+
cn,k+1
(nΩ
1/n
n )2k+1
t2k/n
∫ t
0
l(s)ds.
(5.5)
(Keep in mind thatm = 2k + 1.) Now we can repeat the argument used in the case when
m is even to finish the proof of Theorem 1.5 whenm is odd by using Lemma 3.3, estimate
(5.5), and the fact ∫ |Ω|
0
l(s)n/mds 6
∫ +∞
0
k(s)n/mds 6 1.
To conclude Theorem 1.5, it suffices to establish the sharpness of (AMTHbcN ) and this is
the content of the next subsection.
5.2. The sharpness of (AMTHbcN ). The way to see the sharpness of (AMT
H
bcN ) is as fol-
lows: Note that since W
m,n/m
N,g (Ω) ⊂ W
m,n/m
0 (Ω), the supremum of the left hand side
of (AMTHbcN ) in W
m,n/m
N,g (Ω) is greater than that in W
m,n/m
0 (Ω). Since (A
R
b ) is sharp, it
follows that (AMTHbcN ) is also sharp.
6. A LIONS-TYPE LEMMA FOR ADAMS INEQUALITY: PROOF OF THEOREM 1.6
In this long section, we prove Theorem 1.6. To achieve that goal, we borrow some ideas
from [CCH13] for the case m = 1 and a fine analysis in [Ngu16] for the Euclidean case.
Our approach basically consists of two steps: First we reduce the sequence {uj}j ⊂ H
n
in Theorem 1.6 to the case of uj ∈ C
∞
0 (H
n); see Proposition 6.5. Then we establish
Theorem 1.6 for any sequence uj ∈ C
∞
0 (H
n) by way of contradiction; see Subsection 6.3.
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6.1. An useful estimate for rearrangement functions. In this subsection, we prove an
useful estimate for rearrangement functions; see Proposition 6.3. We note that this result
shares some similarity with Proposition 2.4.
Let u ∈ C∞0 (H
n), our aim is to estimate u∗(t1)− u
∗(t2) from above for any 0 < t1 <
t2 < +∞. For simplicity, we denote
ui = (−∆)
iu
for each i = 0, 1, ..., k with a convention that u0 ≡ u. Then we have
u∗i (t1)− u
∗
i (t2) 6
∫ t2
t1
tu∗∗i+1(t)
(nΩn(sinhF (t))n−1)2
dt (6.1)
for all i = 0, 1, ..., k−1. By sending t2 ր +∞ and using limt→+∞ u
∗
i (t) = 0, we deduce
that
u∗i (t) 6
∫ +∞
t
su∗∗i+1(s)
(nΩn(sinhF (s))n−1)2
ds.
Now integrating by parts gives
u∗∗i (t) =
1
t
∫ t
0
u∗i (s)ds
6
1
t
∫ s
0
( ∫ +∞
t
au∗∗i+1(a)
(nΩn(sinhF (a))n−1)2
da
)
ds
=
∫ +∞
t
su∗∗i+1(s)
(nΩn(sinhF (s))n−1)2
ds+
∫ t
0
t−1s2u∗∗i+1(s)
(nΩn(sinhF (s))n−1)2
ds.
Define
G(t, s) =
{
s(nΩn(sinhF (s))
n−1)−2 if s > t,
t−1s2(nΩn(sinhF (s))
n−1)−2 if s < t.
It is not hard to see that
u∗∗i (t) 6
∫ +∞
0
G(t, s)u∗∗i+1(s)ds. (6.2)
Combining (6.1) and (6.2) gives
u∗i (t1)− u
∗
i (t2) 6
∫ t2
t1
t
(nΩn(sinhF (t))n−1)2
∫ +∞
0
G(t, s)u∗∗i+1(s)dsdt (6.3)
for all i = 0, 1, ..., k − 1. We now define a sequence (Gi)i>1 as follows: Set
G1 = G
and Gi+1(t, s) =
∫ +∞
0
Gi(t, s1)G(s1, s)ds1.

Obviously, Gi+1(t, s) =
∫ +∞
0 G(t, s1)Gi(s1, s)ds1. By setting i = 0 in (6.3) and using
(6.2) repeatedly, we arrive at
u∗(t1)− u
∗(t2) 6
∫ t2
t1
t
(nΩn(sinhF (t))n−1)2
∫ +∞
0
Gk−1(t, s)u
∗∗
k (s)dsdt
=
∫ +∞
0
u∗∗k (s)
∫ t2
t1
t
(nΩn(sinhF (t))n−1)2
Gk−1(t, s)dtds.
(6.4)
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Let us define consecutively the functions Li, Hi,Ki for i = 1, 2 . . . , k − 1 by
L1(t) =
t
(nΩn(sinhF (t))n−1)2
,
Hi(t) =
∫ t
0
Li(s)ds,
Ki(t) =
∫ +∞
t
s−2Hi(s)ds,
and Li+1(t) =
t
(nΩn(sinhF (t))n−1)2
Ki(t).

Using these notations, we can rewrite (6.4) as follows
u∗(t1)− u
∗(t2) 6
∫ +∞
0
u∗∗k (s)
∫ t2
t1
Gk−1(t, s)L1(t)dtds. (6.5)
For i < k − 1, using integration by parts, we get∫ t2
t1
Gk−i(t, s)Li(t)dt =Gk−i(t2, s)Hi(t2)−Gk−i(t1, s)Hi(t1)
+
∫ t2
t1
H(t)t−2
∫ t
0
s21
(nΩn(sinhF (s1))n−1)2
Gk−i−1(s1, s)ds1dt
=Gk−i(t2, s)Hi(t2)−Gk−i(t1, s)Hi(t1)
−Ki(t2)
∫ t2
0
s21
(nΩn(sinhF (s1))n−1)2
Gk−i−1(s1, s)ds1
+Ki(t1)
∫ t1
0
s21
(nΩn(sinhF (s1))n−1)2
Gk−i−1(s1, s)ds1
+
∫ t2
t1
Gk−i−1(t, s)Li+1(t)dt.
When i = k − 1, we use integration by parts again to obtain∫ t2
t1
G(t, s)Lk−1(t)dt =G(t2, s)Hk−1(t2)−G(t1, s)Hk−1(t1)
+
∫ t2
t1
χ{s<t}
t−2s2
(nΩn(sinhF (s))n−1)2
Hk−1(t)dt.
We are now able to estimate
∫ t2
t1
Gk−1(t, s)L1(t)dt as follows∫ t2
t1
Gk−1(t, s)L1(t)dt 6
k−1∑
i=1
(Gk−i(t2, s)Hi(t2)−Gk−i(t1, s)Hi(t1))
+
k−2∑
i=1
Ki(t1)
∫ t1
0
s21
(nΩn(sinhF (s1))n−1)2
Gk−i−1(s1, s)ds1
−
k−2∑
i=1
Ki(t2)
∫ t2
0
s21
(nΩn(sinhF (s1))n−1)2
Gk−i−1(s1, s)ds1
+
∫ t2
t1
χ{s<t}
t−2s2
(nΩn(sinhF (s))n−1)2
Hk−1(t)dt. (6.6)
When plugging the preceding inequality into (6.5), there are terms needed separately at-
tention. First, we handle the term involving the last term on the right hand side of (6.6).
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Clearly,∫ +∞
0
u∗∗k (s)
∫ t2
t1
χ{s<t}
t−2s2
(nΩn(sinhF (s))n−1)2
Hk−1(t)dtds
=
∫ t2
0
u∗∗k (s)
∫ t2
t1
χ{s<t}
t−2s2
(nΩn(sinhF (s))n−1)2
Hk−1(t)dtds
=
(
Kk−1(t1)−Kk−1(t2)
) ∫ t1
0
u∗∗k (s)
s2
(nΩn(sinhF (s))n−1)2
ds
+
∫ t2
t1
u∗∗k (s)
s2
(nΩn(sinhF (s))n−1)2
(Kk−1(s)−Kk−1(t2))ds
=Kk−1(t1)
∫ t1
0
u∗∗k (s)
s2
(nΩn(sinhF (s))n−1)2
ds
−Kk−1(t2)
∫ t2
0
u∗∗k (s)
s2
(nΩn(sinhF (s))n−1)2
ds
+
∫ t2
t1
u∗∗k (s)
s2
(nΩn(sinhF (s))n−1)2
Kk−1(s)ds. (6.7)
To handle the term involving the first term on the right hand side of (6.6), we denote
F (t1, t2, s) =
k−1∑
i=1
[Gk−i(t2, s)Hi(t2)−Gk−i(t1, s)Hi(t1)]
+
k−2∑
i=1
Ki(t1)
∫ t1
0
s21
(nΩn(sinhF (s1))n−1)2
Gk−i−1(s1, s)ds1
−
k−2∑
i=1
Ki(t2)
∫ t2
0
s21
(nΩn(sinhF (s1))n−1)2
Gk−i−1(s1, s)ds1.
Hence, combining (6.5), (6.6), and (6.7) gives
u∗(t1)− u
∗(t2) 6
∫ t2
t1
u∗∗k (s)F (t1, t2, s)ds
+Kk−1(t1)
∫ t1
0
u∗∗k (s)
s2
(nΩn(sinhF (s))n−1)2
ds
−Kk−1(t2)
∫ t2
0
u∗∗k (s)
s2
(nΩn(sinhF (s))n−1)2
ds
+
∫ t2
t1
u∗∗k (s)
s2
(nΩn(sinhF (s))n−1)2
Kk−1(s)ds. (6.8)
Our job has not finished yet. In the following step, we aim to estimate Li(t),Hi(t),Ki(t),
and
∫ +∞
0 F (t1, t2, s)
n/(n−2k)ds.
Concerning the terms Li(t), Hi(t), andKi(t), we have the following result.
Proposition 6.1. Let cn,i be the constant given in Proposition 2.5. Then for 1 6 i 6 k− 1
we have the following claims:
(1) There holds Li(t) 6 (nΩ
1/n
n )−2icn,it
2i/n−1 for all t > 0 and
Li(t) ∼
1
(n− 1)i(i− 1)!
(log t)i−1
t
as t→ +∞.
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(2) There holdsHi(t) 6 (nΩ
1/n
n )−2icn,it
2i/nn/(2i) for all t > 0 and
Hi(t) ∼
1
(n− 1)ii!
(log t)i
as t→ +∞.
(3) There holdsKi(t) 6 (nΩ
1/n
n )−2icn,i+1t
2i/n−1 for all t > 0 and
Ki(t) ∼
1
(n− 1)ii!
(log t)i
t
as t→ +∞.
Proof. This is elementary, simply by induction argument; hence we omit its details. 
Proposition 6.2. There exists a constant C depending only on n, k such that
Gi(t, s) 6
{
Cs−1+2i/n if s > t,
Ct−1+2(i−1)/n if s < t,
for i = 1, 2, ..., k − 1.
Proof. To prove, we first observe that sinhF (s) > (s/Ωn)
1/n. Therefore,
G1(t, s) 6
{
(nΩ
1/n
n )−2s−1+2/n if s > t,
(nΩ
1/n
n )−2t−1s2/n if s < t.
This shows that the conclusion holds for i = 1. Using induction argument, we obtain the
conclusion; for a detailed explanation, we refer the reader to [Ngu16]. 
An immediately consequence of Proposition 6.2 is the following estimate∫ t
0
s21
(nΩn(sinhF (s1))n−1)2
Gk−i−1(s1, s)ds1 6
{
Ct2(k−i)/n if s < t,
Ct1+2/ns−1+2(k−i−1)/n if s > t,
for i = 1, ..., k − 2, which then implies(∫ +∞
0
(∫ t
0
s21
(nΩn(sinhF (s1))n−1)2
Gk−i−1(s1, s)ds1
)n/(n−2k)
ds
)(n−2k)/n
6 Ct1−2i/n
for i = 1, ..., k − 2. This inequality and Proposition 6.1 give(∫ +∞
0
F (t1, t2, s)
n/(n−2k)ds
)(n−2k)/n
6 C (6.9)
for any 0 < t1 < t2, where the constant C depends only on n, k. Moreover, we have∫ t
0
u∗∗k (s)
s2
(nΩn(sinhF (s))n−1)2
ds
6
1
(nΩ
1/n
n )2
∫ t
0
u∗∗k (s)s
2/nds
6
1
(nΩ
1/n
n )2
(∫ +∞
0
(u∗∗k (s))
n/(2k)ds
)2k/n(∫ t
0
s2/(n−2k)ds
)(n−2k)/n
6 C
( ∫ +∞
0
(u∗k(s))
n/(2k)ds
)2k/n
t1−2(k−1)/n
for any t > 0, here we have used Lemma 2.1. Combining this inequality and Proposition
6.1, we obtain∫ t
0
(∆ku)∗∗(s)
s2
(nΩn(sinhF (s))n−1)2
dsKk−1(t) 6 C‖uk‖n/(2k). (6.10)
36 Q.A. NGOˆ AND V.H. NGUYEN
Combining (6.8), (6.9), and (6.10), we arrive at
u∗(t1)− u
∗(t2) 6
∫ t2
t1
(∆ku)∗∗(s)
s2
(nΩn(sinhF (s))n−1)2
Kk−1(s)ds+ C‖∆
ku‖n/(2k)
(6.11)
for any 0 < t1 < t2 < +∞, with the notationK0(s) = s
−1. Denote
M(t) =
∫ +∞
t
s
(nΩn(sinhF (s))n−1)2
Kk−1(s)ds.
Then we have from Proposition 6.1 that
M(t) 6
cn,k
(nΩ
1/n
n )2k
n
n− 2k
t2k/n−1 (6.12)
for all t > 0 and
M(t) ∼
1
(n− 1)k(k − 1)!
(log t)k−1
t
as t→ +∞. Using integration by parts, we get∫ t2
t1
(∆ku)∗∗(s)
s2
(nΩn(sinhF (s))n−1)2
Kk−1(s)ds
=−M(t2)
∫ t2
0
(∆ku)∗(s)ds+M(t1)
∫ t1
0
(∆ku)∗(s)ds+
∫ t2
t1
(∆ku)∗(s)M(s)ds.
(6.13)
In view of (6.12), we easily see that
M(t)
∫ t
0
(∆ku)∗(s)ds 6 C‖∆ku‖n/(2k) (6.14)
for all t > 0. Here the constant C depends only on n and k. By combining (6.11), (6.13),
and (6.14), we have shown the following key result.
Proposition 6.3. For any u ∈ C∞0 (H
n) and for any 1 6 k < n/2, there exists a constant
C(n, k) such that
u∗(t1)− u
∗(t2) 6
∫ t2
t1
(∆ku)∗(s)M(s)ds+ C(n, k)‖∆ku‖n/(2k) (6.15)
for any 0 < t1 < t2 < +∞.
6.2. Reduce to compactly supported smooth functions. We start this section by show-
ing that if u ∈Wm,n/m(Hn), then |u|n/(n−m) will be exponentially integrable. Along the
proof of this fact, we shall frequently apply the following elementary inequality
|a|n/(n−m) 6 (1 + δ)|a− b|n/(n−m) + Cδ|b|
n/(n−m) (6.16)
for any δ > 0 with the constant Cδ = (1 − (1 + δ)
−(n−m)/m)−m/(n−m). We shall prove
the following.
Lemma 6.4. For any function u ∈ Wm,n/m(Hn) and any p > 0, we have∫
Hn
Φn,m(p|u|
n/(n−m))dVg < +∞.
Proof. For ǫ > 0, by a density argument, we can choose v ∈ C∞0 (H
n) in such a way that
‖∇m(u− v)‖n/m < ǫ. Let us divideH
n into two parts as follows
Ω1 = {x : |u(x)− v(x)| 6 1}, Ω2 = {x : |u(x) − v(x)| > 1}.
On Ω1, we have |u| 6 1 + maxHn |v| =: Cv then
Φn,m(p|u|
n/(n−m)) 6 C(n,m, p, v)|u|n/m
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for some constant C(n,m, p, v) > 0 depending only on n,m, p, and v. Hence∫
Ω1
Φn,m(p|u|
n/(n−m))dVg 6
∫
{|u|6Cv}
Φn,m(p|u|
n/(n−m))dVg
6 C(n,m, p, v)
∫
{|u|6Cv}
|u|n/mdVg
6 C(n,m, p, v)C‖∇mu‖n/m < +∞.
(Here we have used Poincare´–Sobolev’s inequality in Hn; see [FM15, Theorem 18].)
On Ω2, we can estimate the integral as follows∫
Ω2
Φn,m(p|u|
n/(n−m))dVg 6
∫
Ω2
exp(p|u|n/(n−m))dVg
6
∫
Ω2
exp(2p|u− v|n/(n−m) + pC1|v|
n/(n−m))dVg
6 C(n,m, p, v)
∫
Hn
Φn,m(2p|u− v|
n/(n−m))dVg.
(In the preceding estimate, we have used the fact that |u− v| > 1 on Ω2, that v is bounded,
and the elementary inequality (6.16) with δ = 1.) Choosing ǫ small enough such that
2pǫn/(n−m) 6 β(n,m), then we have, by Adams’ inequality (AHu ), that∫
Ω2
Φn,m(2p|u− v|
n/(n−m))dVg 6
∫
Hn
Φn,m
(
β(n,m)
(
|u− v|/ǫ
)n/(n−m))
dVg < +∞,
since ‖∇m(u− v)‖n/(n−m) < ǫ. Therefore, we obtain∫
Ω2
Φn,m(p|u|
n/(n−m))dVg < +∞.
Thus, we have just shown that∫
Hn
Φn,m(p|u|
n/(n−m))dVg =
∫
Ω1
Φn,m(p|u|
n/(n−m))dVg
+
∫
Ω2
Φn,m(p|u|
n/(n−m))dVg < +∞
as claimed. 
In the following result, we show that it is enough to prove Theorem 1.6 for compactly
supported smooth functions.
Proposition 6.5. Let {uj}j be the sequence given in the statement of Theorem 1.6. Let
vj ∈ C
∞
0 (H
n) be such that ‖∇m(vj − uj)‖n/m < j
−1 for any j ∈ N. Then for any
p1 ∈ (p, Pn,m(u)) there exists some positive constant C such that
sup
j∈N
∫
Hn
Φn,m(pβ(n,m)|uj |
n/(n−m))dVg
6 C sup
j∈N
∫
Hn
Φn,m(p1β(n,m)|vj |
n/(n−m))dVg + C.
Proof. It is easy to see that for any A > 0, there is a constant C(n,m,A) depending only
on n,m,A such that
Φn,m(t) 6 C(n,m,A)t
(n−m)/m
for any t 6 A. This implies the existence of some constant C independent of j such that∫
{|uj |62}
Φn,m(pβ(n,m)|uj |
n/(n−m))dVg 6 C
∫
Hn
|uj |
n/mdVg 6 C. (6.17)
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(Note that we have used Poincare´’s inequality once.) We divide the set {|uj| > 2} into two
parts as follows
Ωj,1 = {|uj| > 2} ∩ {|uj − vj | 6 1}, Ωj,2 = {|uj| > 2} ∩ {|uj − vj | > 1}.
On Ωj,1 we have |vj | > |uj | − |uj − vj | > 1; hence∫
Ωj,1
Φn,m(pβ(n,m)|uj |
n/(n−m))dVg
6
∫
Ωj,1
exp(pβ(n,m)|uj |
n/(n−m))dVg
6
∫
Ωj,1
exp(pβ(n,m)(1 + δ)|vj |
n/(n−m) + pβ(n,m)Cδ)dVg
6 C
∫
Hn
Φn,m(p1β(n,m)|vj |
n/(n−m))dVg
6 C sup
j∈N
∫
Hn
Φn,m(p1β(n,m)|vj |
n/(n−m))dVg ,
(6.18)
thanks to the fact that |vj | > 1 on Ωj,1 and by the choice δ = p1/p− 1 in (6.16).
On Ωj,2, we further split it into two smaller parts as follows
Ω1j,2 = Ωj,2 ∩ {|vj | < 1}, Ω
2
j,2 = Ωj,2 ∩ {|vj | > 1}.
On Ω1j,2 we can apply (6.16) with δ = 1 to get∫
Ω1j,2
Φn,m(pβ(n,m)|uj |
n/(n−m))dVg
6
∫
Ω1j,2
exp(pβ(n,m)|uj |
n/(n−m))dVg
6
∫
Ω1j,2
exp(2pβ(n,m)|uj − vj |
n/(n−m) + pβ(n,m)C1)dVg
6 C
∫
Hn
Φn,m(2pβ(n,m)|uj − vj |
n/(n−m))dVg.
Choose J0 such that J0 > (2p)
(n−m)/n. Then for any j > J0 we can apply Adams’
inequality (AHu ) to get∫
Hn
Φn,m(2pβ(n,m)|uj − vj |
n/(n−m))dVg
6
∫
Hn
Φn,m
(
β(n,m)
∣∣∣ uj − vj
‖∇m(uj − vj)‖n/m
∣∣∣n/(n−m))dVg 6 C.
Putting the above estimates together, we deduce that
sup
j∈N
∫
Ω1j,2
Φn,m(pβ(n,m)|uj |
n/(n−m))dVg 6 C. (6.19)
On Ω2j,2, from (6.16) we have
|uj |
n/(n−m) 6 (1 + ǫ)|vj |
n/(n−m) + Cǫ|uj − vj |
n/(n−m)
with ǫ = (p1 − p)/(2p). Denote r = 2p1/(p + p1) and r
′ = r/(r − 1). Using Ho¨lder’s
inequality, we obtain∫
Ω2j,2
Φn,m(pβ(n,m)|uj |
n/(n−m))dVg
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6
∫
Ω2j,2
exp(pβ(n,m)|uj |
n/(n−m))dVg
6
∫
Ω2j,2
exp
(
(1 + ǫ)pβ(n,m)|vj |
n/(n−m) + pβ(n,m)Cǫ|uj − vj |
n/(n−m)
)
dVg
6
( ∫
Ω2j,2
exp(p1β(n,m)|vj |
n/(n−m))dVg
)(p1+p)/(2p1)
×
(∫
Ω2j,2
exp(r′pCǫβ(n,m)|uj − vj |
n/(n−m))dVg
)1/r′
6C
( ∫
Hn
Φn,m(p1β(n,m)|vj |
n/(n−m))dVg
)(p1+p)/(2p1)
×
(∫
Hn
Φn,m(r
′pCǫβ(n,m)|uj − vj |
n/(n−m))dVg
)1/r′
.
Choosing J0 such that J0 > (r
′pCǫ)
(n−m)/n and using Adams’ inequality(AHu), we arrive
at ∫
Hn
Φn,m(r
′pCǫβ(n,m)|uj − vj |
n/(n−m))dVg 6 C
for any j > J0. Using Lemma 6.4 and the inequality p < p1 we obtain
sup
j∈N
∫
Ω2j,2
Φn,m(pβ(n,m)|uj |
n/(n−m))dVg
6 C sup
j∈N
∫
Hn
Φn,m(p1β(n,m)|vj |
n/(n−m))dVg .
(6.20)
Combining (6.17), (6.18), (6.19), and (6.20) we obtain the desired result. 
6.3. Proof of Theorem 1.6 for compactly supported smooth functions. We follow the
argument given in [CCH13] by Cˇerny, Cianchi and Hencl. This method was used in
[OSMS14] to establish the concentration–compactness principle for the Moser–Trudinger
inequality in whole spaceRn. Recently, it was used and developed in [Ngu16] to prove the
concentration–compactness principle for the sharp Adams–Moser–Trudinger inequality in
R
n for any domain (bounded and unbounded). In the case of bounded domains, the result
in [Ngu16] covers the results in [OM14] for the even order of gradient, and improves the
results in [OM14] for the odd order of gradient.
Let us go back to the proof of Theorem 1.6. As usual, we argue by contradiction.
Suppose that there exists a sequence {uj}j ⊂ C
∞
0 (H
n) such that:
• ‖∇muj‖n/m 6 1,
• uj converges weakly to a nonzero function u inW
m,n/m(Hn), and
• there exists a number p ∈ (1, Pn,m(u)) such that
lim
j→+∞
∫
Hn
Φn,m(pβ(n,m)|uj |
n/(n−m))dVg = +∞. (6.21)
Our aim is to look for a contradiction to (6.21). Using Rellich–Kondrachov’s theorem, by
passing to a subsequence if necessary, we can assume that:
• uj converges almost everywhere to u in H
n,
• uj converges to u in L
p
loc(H
n) for any p < +∞ and additionally
• ∆(m−1)/2uj converges almost everywhere to∆
(m−1)/2u in Hn ifm is odd.
We will need the following simple result.
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Lemma 6.6. Let u ∈ Ln/m(Hn) be such that ‖u‖n/m 6 Ĉ. Then for any R > 0 and any
p > 0 there exists a constant C depending only on n,m, p, R, and Ĉ such that∫
Hn\B(0,R)
Φn,m(pβ(n,m)|u
♯|n/(n−m))dVg 6 C(n,m, p,R, Ĉ).
Proof. Clearly,
Ĉn/m >
∫
Hn
|u|n/mdVg =
∫
Hn
|u♯|n/mdVg .
Let x ∈ Hn be aribitrary but fixed. The monotonicity of u∗ implies that∫
Hn
|u♯|n/mdVg >
∫
B(0,d(0,x))}
|u♯|n/mdVg > (u
♯(x))n/m|B(0, d(0, x))|.
Hence, we can estimate u♯ from above as follows
u♯(x) 6
Ĉ
|B(0, d(0, x))|m/n
.
Hence for any y ∈ Hn such that d(0, y) > R we have u♯(y) 6 C(n,m,R, Ĉ) for some
constant C depending only on n, m, R, and Ĉ. By the definition of the function Φn,m, it
is easy to check that there exists a constant C depending only on n, m, p, R, and Ĉ such
that
Φn,m
(
pβ(n,m)(u♯(y))n/(n−m)
)
6 C(n,m, p,R, Ĉ)(u♯(y))n/m
for any d(0, y) > R. This proves Lemma 6.6 because u ∈ Ln/m(Hn). 
We now continue to prove Theorem 1.6. Thanks to ‖∇muj‖n/m 6 1, we can apply the
Poincare´–Sobolev inequality to obtain ‖uj‖n/m 6 C for any j for some constant C > 0
independent of j; see [FM15]. Now we write∫
Hn
Φn,m
(
pβ(n,m)|uj |
n/(n−m)
)
dVg
=
∫
Hn
Φn,m
(
pβ(n,m)|u♯j |
n/(n−m)
)
dVg
=
(∫
B(0,R)
+
∫
Hn\B(0,R)
)
Φn,m
(
pβ(n,m)|u♯j |
n/(n−m)
)
dVg .
Now Lemma 6.6 and our assumption (6.21) imply that
lim
j→+∞
∫
B(0,R)
Φn,m
(
pβ(n,m)|u♯j |
n/(n−m)
)
dVg = +∞. (6.22)
Note that for l < n/m− 1 by Ho¨lder’s inequality we have∫
B(0,R)
(u♯)ln/(n−m)dVg 6 |B(0, R)|
1−ml/(n−m)
( ∫
B(0,R)
(u♯)n/mdVg
)ml/(n−m)
.
This inequality and (6.22) imply
lim
j→+∞
∫ |B(0,R)|
0
exp
(
pβ(n,m)|u∗j (s)|
n/(n−m)
)
ds
= lim
j→+∞
∫
B(0,R)
exp
(
pβ(n,m)|u♯j |
n/(n−m)
)
dVg = +∞.
(6.23)
There are two possible cases:
Case 1: Suppose that m is even. In this case, we can express m = 2k for some k > 1.
Denote
fj = ∆
k
guj, f = ∆
k
gu.
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By passing to a subsequence if necessary, f∗j converges almost everywhere in (0,+∞) and
converges weakly in Ln/m(0,+∞) to a function g such that g > f∗. It is evident that∫ +∞
0
g(s)n/mds 6 1. (6.24)
Then Proposition 6.3 and (6.12) give
u∗j (t) 6
cn,k
(nΩ
1/n
n )m
n
n−m
∫ |B(0,R)|
t
f∗j (s)
s1−m/n
ds+ C(n,m,R)
for all 0 < t 6 |B(0, R)|. Here cn,k is the constant given in Proposition 2.5. Define
vj(t) =
cn,k
(nΩ
1/n
n )m
n
n−m
∫ |B(0,R)|
t
f∗j (s)
s1−m/n
ds
for all 0 < t 6 |B(0, R)|. Clearly, we have vj(|B(0, R)|) = 0. For any δ > 0, we also
have
(u∗j (t))
n/(n−m) 6 (1 + δ)vj(t)
n/(n−m) + CδC(n,m,R)
n/(n−m),
Choose δ > 0 small enough such that q := (1 + δ)p < Pn,m(u), then we conclude from
(6.23) that
lim
j→+∞
∫ |B(0,R)|
0
exp(qβ(n,m)|vj(t)|
n/(n−m))ds = +∞. (6.25)
From the definition of vj , we have
vj(t) 6
( 1
β(n,m)
log
( |B(0, R)|
t
))(n−m)/n
. (6.26)
We claim that for any r ∈ (q, Pn,m(u)), any j0 ∈ N, and any s0 ∈ (0, |B(0, R)|) there
exist j > j0 and s ∈ (0, s0) such that
vj(s) >
( 1
rβ(n,m)
log
( |B(0, R)|
s
))(n−m)/n
. (6.27)
Indeed, if this were not true, then there would exist r ∈ (q, Pn,m(u)), j0 ∈ N and s0 ∈
(0, |B(0, R)|) such that
vj(s) 6
( 1
rβ(n,m)
log
( |B(0, R)|
s
))(n−m)/n
for all j > j0 and all s ∈ (0, s0). This and (6.26) imply that∫ |B(0,R)|
0
exp(qβ(n,m)|vj(t)|
n/(n−m))ds
=
∫ s0
0
exp(qβ(n,m)|vj(t)|
n/(n−m))ds+
∫ |B(0,R)|
s0
exp(qβ(n,m)|vj(t)|
n/(n−m))ds
6
∫ s0
0
( |B(0, R)|
s
)q/r
ds+
∫ |B(0,R)|
s0
( |B(0, R)|
s
)q
ds
6C(n,m, q, r, s0, R)
for any j > j0. This contradicts (6.25); hence proves our claim (6.27). Thus, up to a
subsequence, we can assume that there exists a sequence {sj} ⊂ (0, |B(0, R)|) such that
sj 6 1/j and that
vj(sj) >
( 1
rβ(n,m)
log
( |B(0, R)|
sj
))(n−m)/n
. (6.28)
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Given L > 0, let us consider the truncation operators TL and TL acting on functions v
through {
TL(v) = min{|v|, L} sign(v),
TL(v) = v − T
L(v).
It is easy to see that TL(f∗j ) and TL(f
∗
j ) converge almost everywhere to T
L(g) and TL(g)
in (0,+∞), respectively. Since limj→+∞ vj(sj) = +∞, given any L > 0, after passing
to a subsequence if necessary, we can assume that vj(sj) > L for any j. Then there exists
rj ∈ (sj , |B(0, R)|) such that vj(rj) = L. On the other hand, from the definition of vj
and the monotonicity of f∗j , we have
vj(sj) 6
cn,k+1
(nΩ
1/n
n )m
f∗j (sj)|B(0, R)|
m/n,
hence limj→+∞ f
∗
j (sj) = ∞. Therefore, by passing again to a subsequence if necessary,
we assume that f∗j (sj) > L for any j, hence there exists tj ∈ (0,+∞) such that f
∗
j (tj) =
L and f∗j (s) < L for any s > tj . Denote aj = min{tj , rj}. We then have
vj(sj)− L =
cn,k
(nΩ
1/n
n )m
n
n−m
∫ rj
sj
f∗j (s)
s1−m/n
ds
6
cn,k
(nΩ
1/n
n )m
n
n−m
∫ aj
sj
f∗j (s)− L
s1−m/n
ds+
cn,k
(nΩ
1/n
n )m
n
n−m
∫ rj
sj
L
s1−m/n
ds
6
( ∫ aj
sj
(f∗j (s)− L)
n/mds
)m/n( 1
β(n,m)
log
aj
sj
)n−m
n
+
cn,k+1
(nΩ
1/n
n )m
Lr
m/n
j
6
( ∫ +∞
0
(TL(f
∗
j ))
n/mds
)m/n( 1
β(n,m)
log
|B(0, R)|
sj
)n−m
n
+
cn,k+1
(nΩ
1/n
n )m
L|B(0, R)|m/n.
The latter estimate and (6.28) imply that
r−(n−m)/n 6
(∫ +∞
0
(TL(f
∗
j ))
n/mds
)m/n
for j large enough, equivalently, this is
r−(n−m)/m 6
∫ +∞
0
(TL(f
∗
j ))
n/mds.
Hence, for j large enough
1− r−(n−m)/m >
∫ +∞
0
[
(f∗j )
n/m − (TL(f
∗
j )]
n/m
)
ds.
Thanks to (6.24), by letting j ր +∞ and using Fatou’s lemma we get
1− r−(n−m)/m >
∫ +∞
0
[
gn/m − (TL(g))
n/m
]
ds. (6.29)
Now we try to obtain a contradiction by using (6.29).
Case 1.1: Suppose ‖f‖n/m < 1. Since∫ +∞
0
gn/mds >
∫ +∞
0
(f∗)n/mds = ‖f‖
n/m
n/m
and
lim
L→+∞
∫ +∞
0
(TL(g))
n/mds = 0,
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we can choose some L > 0 such that
1− ‖f‖
n/m
n/m
1−
∫ +∞
0 (g
n/m − (TL(g))n/m)ds
>
( r
Pn,2k(u)
)(n−m)/m
. (6.30)
Fix such a number L, it follows from (6.29) and (6.30) that
r >
(
1−
∫ +∞
0
(gn/m − (TL(g))
n/m)ds
)−m/(n−m)
>
r
Pn,2k
(1− ‖f‖
n/m
n/m)
−m/(n−m) = r,
which is a contradiction.
Case 1.2: Suppose ‖f‖n/m = 1. Then from (6.24) we must have
∫ +∞
0 g
n/mds = 1. Then
we can choose some large L > 0 such that∫ +∞
0
(gn/m − (TL(g))
n/m)ds > 1−
1
2
(1
r
)(n−m)/m
.
Fix such L, then we obtain a contradiction since by (6.29) we have
1− r−(n−m)/m >
∫ +∞
0
(
gn/m − (TL(g))
n/m
)
ds > 1−
1
2
(1
r
)(n−m)/m
.
This finishes our proof in case thatm is even.
Case 2: Suppose that m is odd. Since the casem = 1 was proved in [Kar15]. Using the
same argument in [OSMS14] gives another proof of this case. Hence it suffices to consider
m > 3. In this scenario, we writem = 2k + 1 for some k > 1. Denote
fj = ∆
k
guj, f = ∆
k
gu.
Using Sobolev’s inequality we have ‖fj‖n/(2k) 6 C. Proposition 6.3 and (6.12) give
u∗j (t1)− u
∗
j (t2) 6
cn,k
(nΩ
1/n
n )2k
n
n− 2k
∫ t2
t1
f∗j (s)
s1−2k/n
ds+ C(n, k),
where cn,k is again the constant given in Proposition 2.5. Since ‖∇fj‖n/m > ‖∇f
♯
j‖n/m
and as in Case 2 in the proof of Theorem 1.5 in Section 5, we know that
1 >
∫
Hn
|∇gf
♯|n/mdVg = (nΩn)
n/m
∫ +∞
0
|(f∗)′(s)|n/m(sinhF (s))n(n−1)/mds.
(6.31)
Using integration by parts we obtain∫ t2
t1
f∗j (s)
s1−2k/n
ds =
n
2k
∫ t2
t1
(−f∗j )
′(s)s2k/nds+
n
2k
t
2k/n
2 f
∗
j (t2)−
n
2k
t
2k/n
1 f
∗
j (t1).
From (6.31) and the fact that sinhF (s) > (s/Ωn)
1/n we easily deduce that t2k/nf∗j (t) 6
C for some C independent of j. Consequently, we obtain
u∗j(t1)− u
∗
j(t2) 6
cn,k+1
(nΩ
1/n
n )2k
∫ t2
t1
(−f∗j )
′(s)s2k/nds+ C(n, k), (6.32)
for someC(n, k) depending only on n and k. Note that (6.32) plays the same role as (6.15)
in our proof below when m is odd. Our proof proceeds along the same line as in the case
whenm is even; hence we limit ourselves to sketching the proof. Define
vj(t) =
cn,k+1
(nΩ
1/n
n )2k
∫ |B(0,R)|
t
(−f∗j )
′(s)s2k/nds
44 Q.A. NGOˆ AND V.H. NGUYEN
for t ∈ (0, |B(0, R)|). Then for q ∈ (p, Pn,m(u)) we have
lim
j→+∞
∫ |B(0,R)|
0
exp(qβ(n,m)|vj(t)|
n/(n−m))ds = +∞. (6.33)
For any r ∈ (q, Pn,m(u)), for any j0 ∈ N, and any s0 ∈ (0, |B(0, R)|) we claim that there
exist j > j0 and s ∈ (0, s0) such that
vj(s) >
( 1
rβ(n, 2k)
log
( |B(0, R)|
s
))(n−2k)/n
. (6.34)
Indeed, if this does not true from (6.33) we will obtain a contradiction as in the case m
even since
vj(t) 6
( 1
β(n, 2k + 1)
log
( |B(0, R)|
t
))(n−2k−1)/n
for all t ∈ (0, |B(0, R)|). Hence, (6.34) holds. In particular, up to a subsequence, there
exists a sequence {sj} ⊂ (0, |B(0, R)|) such that sj 6 1/j and that
vj(sj) >
( 1
rβ(n, 2k + 1)
log
( |B(0, R)|
sj
))(n−2k−1)/n
. (6.35)
Since
vj(sj) 6
cn,k+1
(nΩ
1/n
n )2k
|B(0, R)|2k/n
[
f∗j (sj)− f
∗
j (|B(0, R)|)
]
,
we conclude that
lim
j→+∞
vj(sj) = lim
j→+∞
f∗j (sj) = +∞.
Therefore, given L > 0, by passing to a subsequence, we can assume that vj(sj) > L
and f∗j (sj) > L. Hence there exists rj ∈ (sj , |B(0, R)|) and tj ∈ (sj ,+∞) such that
vj(rj) = L and f
∗
j (tj) = L. Denote aj = min{tj , rj}, we have
vj(sj)− L =
cn,k+1
(nΩ
1/n
n )m−1
∫ rj
sj
(−f∗j )
′(s)s(m−1)/nds
=
cn,k+1
(nΩ
1/n
n )m−1
( ∫ aj
sj
+
∫ rj
aj
)
(−f∗j )
′(s)s(m−1)/nds
6
cn,k+1
(nΩ
1/n
n )m
(
(nΩn)
n/m
∫ aj
sj
|(f∗j )
′(s)|n/m(sinhF (s))n(n−1)/mds
)m/n
×
(∫ aj
rj
(sinhF (s))−n(n−1)/(n−m)s(m−1)/(n−m)ds
)(n−m)/n
+
cn,k+1
(nΩ
1/n
n )m−1
a
(m−1)/n
j
[
f∗j (aj)− f
∗
j (rj)
]
6‖TL(f
♯
j )‖n/m
( 1
β(n,m)
log
( |B(0, R)|
sj
))(n−m)/n
+
cn,k+1
(nΩ
1/n
n )m−1
|B(0, R)|(m−1)/nL.
Here we have used the estimate sinhF (s) > (s/Ωn)
1/n and the facts that if tj < rj then
f∗j (aj) − f
∗
j (rj) 6 L while if tj > rj then f
∗
j (aj) − f
∗
j (rj) = 0. Hence, for j large
enough we obtain from (6.35) the following
r−(n−m)/m 6
∫
Hn
|∇gTL(f
♯
j )|
n/mdVg.
Note that TL(f
♯
j ) = (TL(fj))
♯; thus
r−(n−2k−1)/(2k+1) 6
∫
Hn
|∇gTL(f
♯
j )|
n/(2k+1)dVg 6
∫
Hn
|∇gTL(fj)|
n/(2k+1)dVg.
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Notice that∫
Hn
|∇gTL(fj)|
n/mdVg +
∫
Hn
|∇gT
L(fj)|
n/mdVg =
∫
Hn
|∇gfj |
n/mdVg.
Then, we have for j large enough
1− r−(n−m)/m >
∫
Hn
|∇gT
L(fj)|
n/mdVg.
We have that TL(fj) converges almost everywhere to T
L(f) onHn. Moreover, {TL(fj)}j
is bounded sequence inW 1,n/m(Hn), by passing to a subsequence if necessary, we assume
that
• TL(fj) converges weakly to a function g inW
1,n/m(Hn) and
• TL(fj) converges to g inL
p
loc(H
n) for any p < n/(2k) by the Rellich–Kondrachov
theorem.
This shows that g = TL(f), hence by the weak lower semi-continuity of the Ln/m-norm
of gradient, we have
1− r−(n−m)/m >
∫
Hn
|∇gT
L(f)|n/mdVg, (6.36)
which is similar to (6.29).
Case 2.1: Suppose ‖∇gf‖n/m < 1. Since
lim
L→+∞
∫
Hn
|∇gT
L(f)|n/mdVg =
∫
Hn
|∇gf |
n/mdVg ,
we can choose some large L > 0 such that
1− ‖∇gf‖
n/m
n/m
1− ‖∇gTL(f)‖
n/m
n/m
>
( r
Pn,2k+1(u)
)(n−m)/m
. (6.37)
Fix such L > 0. Combining (6.36) and (6.37) gives
r >(1− ‖∇gT
L(f)‖
n/m
n/m)
−m/(n−m) >
r
Pn,m(u)
(1− ‖∇gf‖
n/m
n/m)
−m/(n−m) = r,
a contradiction.
Case 2.2: Suppose ‖∇gf‖n/m = 1. Then we can choose L > 0 such that
‖∇gT
L(f)‖
n/m
n/m > 1−
1
2
(1
r
)(n−m)/m
.
Fix such L > 0 and by using (6.36) we obtain a contradiction because
1− r−(n−m)/m > ‖∇gT
L(f)‖
n/m
n/m > 1−
1
2
(1
r
)(n−m)/m
.
This finishes our proof whenm is odd.
6.4. The sharpness of (AMTHCC ). It remains to check the sharpness of the exponent
Pn,m(u) in Theorem 1.6. To this purpose, we will show that for any α ∈ (0, 1), there
exists a sequence {uj}j ⊂W
m,n/m(Hn) and u ∈ Wm,n/m(Hn) such that
• ‖∇mg uj‖n/m = 1, ‖∇
m
g u‖n/m = α,
• uj ⇀ u inW
m,n/m
0 (H
n), and
• uj → u almost everywhere in H
n
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such that
lim
j→+∞
∫
Hn
Φn,m
(
β(n,m)(1 − αn/m)−m/(n−m)|uj |
n/(n−m)
)
dx = +∞.
For j > 2, we define
vj(x) =

( log j
β(n,m)
)1−m/n
+
nβ(n,m)m/n−1
2(log j)m/n
m−1∑
l=1
(1− j2/n|x|2)l
l
if 0 6 |x| 6 j−1/n,
−nβ(n,m)m/n−1(log j)−m/n log |x| if j−1/n 6 |x| < 1,
ξj(x) if 1 6 |x| 6 2,
where ξj ∈ C
∞
0 (B2) are radial functions which are chosen such that ξj = 0 on ∂B1 and
∂B2, and for l = 1, 2, ..., k − 1
∂lξj
∂rl
∣∣∣
∂B1
= (−1)l(l − 1)!β(n,m)m/n−1(log j)−m/n,
∂lξj
∂rl
∣∣∣
∂B2
= 0,
and ξj , |∇
lξj | and |∇
kξj | are allO((log j)
−m/n). The choice of these functions is inspired
from [Zha13, Section 3].
Consider the function wj(x) = vj(3x) where x ∈ H
n. Clearly, wj ∈ W
m,n/m(Hn)
with support in B2/3. An easy computation shows that
1 6
∫
Hn
|∇mvj(x)|
n/mdx 6 1 +O((log j)−1);
hence
1−
c
log j
6 ‖∇mg wj‖
n/m
n/m 6 1 +
C
log j
,
for some positive constants c and C independent of j. Setting
w˜j = wj/‖∇
m
g wj‖n/m,
we then have the following claims
• w˜j ⇀ 0 weakly inW
m,n/m(Hn) and
• w˜j ⇀ 0 almost everywhere in H
n.
Taking a function v ∈ C∞0 (B1) in such a way that v is constant inB2/3 and ‖∇
m
g v‖n/m =
α. Then we define
uj = v + (1− α
n/m)m/nw˜j .
Clearly, uj ∈ W
m,n/m
0 (Ω) and ‖∇
m
g uj‖n/m = 1 for all j > 2 since the supports of∇
m
g v
and∇mg w˜j are disjoint and uj ⇀ v inW
m,n/m(Hn). Replacing v by −v if necessary, we
can assume that v > A on B2/3 for some A > 0. Then we can estimate∫
Hn
Φn,m(β(n,m)(1 − α
n/m)−m/(n−m)|uj|
n/(n−m))dVg
>
∫
|x|6j−1/n
Φn,m

β(n,m)
(1− αn/m)m/(n−m)
×[
A+
(1− αn/m)m/n
(1 + C/ log j)m/n
( log j
β(n,m)
)n−m
n
] n
n−m
 dVg
> C′ωn exp
([
C +
(log j)(n−m)/n
(1 + C/ log j)m/n
] n
n−m
− log j
)
,
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for some positive constants C and C′ independent of j. It is easy to see that there exist a
constant C1 ∈ (0, C) and some j0 such that
exp
([
C+
(log j)(n−m)/n
(1 + C/ log j)m/n
]n/(n−m)
− log j
)
> exp
([
C1 + (log j)
(n−m)/n
]n/(n−m)
− log j
)
for any j > j0. Putting these estimates together, we deduce that
lim inf
j→+∞
∫
Hn
exp
(
β(n,m)(1 − αn/m)−m/(n−m)|uj |
n/(n−m)
)
dVg
> lim
j→+∞
exp
((
C1 + (log j)
(n−m)/n
)n/(n−m)
− log j
)
= +∞.
This proves the sharpness of (AMTHCC) as claimed.
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