Abstract-Since Age of Information (AoI) has been proposed as a metric that quantifies the freshness of information updates in a communication system, there has been a constant effort in understanding and optimizing different statistics of the AoI process for classical queueing systems. In addition to classical queuing systems, more recently, systems with no queue or a unit capacity queue storing the latest packet have been gaining importance as storing and transmitting older packets do not reduce AoI at the receiver. Following this line of research, we study the distribution of AoI for the GI/GI/1/1 and GI/GI/1/2* systems, under non-preemptive scheduling. For any single-sourcesingle-server queueing system, we derive, using sample path analysis, a fundamental result that characterizes the AoI violation probability, and use it to obtain closed-form expressions for D/GI/1/1, M/GI/1/1 as well as systems that use zero-wait policy. Further, when exact results are not tractable, we present a simple methodology for obtaining upper bounds for the violation probability for both GI/GI/1/1 and GI/GI/1/2* systems. An interesting feature of the proposed upper bounds is that, if the departure rate is given, they overestimate the violation probability by at most a value that decreases with the arrival rate. Thus, given the departure rate and for a fixed average service, the bounds are tighter at higher utilization.
I. INTRODUCTION
In the recent past, there is an ever increasing demand for networked systems that support emerging time-critical control applications. These applications include, among many others, smart grid, factory automation and augmented reality. A basic building block in these applications is a closed-loop control which in its simplest form comprises: 1) a source (e.g. sensor) that samples a process of interest and transmits the status updates or packets, 2) a receiver (e.g. controller/monitor), and 3) an actuator. In such a control-loop a status update received after certain duration of its generation may become stale as the control decision based on this sample may lead to untimely action by the actuator. Thus, the freshness of the status updates at the receiver plays a key role in the design of such networked systems. Age of Information (AoI) has been proposed as a relevant metric to quantify the freshness of the information [1] . It is defined as the time elapsed since the generation of the latest status update that is received at the receiver. When a status update is received, AoI gives the time elapsed since its generation thus indicating the freshness of the status update. In contrast to latency, AoI has interesting property that it increases at both low and high sampling rate for queueing systems using First-Come-First-Serve (FCFS) policy [2] . This property led to initial works focusing on quantifying and minimizing the average AoI for the M/M/1, M/D/1 and D/M/1 queues in [2] , and for an M/M/1 queue with multi-sources in [3] , under FCFS policy. Subsequent works [4] , [5] have studied Last-Come-First-Serve (LCFS) policy as it reduces AoI compared with FCFS policy. In fact, the authors in [6] proved that in the domain of non-preemptive scheduling policies LCFS minimizes the AoI process, in stochastic ordering sense. One may further reduce AoI compared to LCFS policy by considering packet discarding. Intuitively, even if an infinite capacity queue is available, when the server is busy, discarding the arriving packets except for the most recent packet would result in a lower AoI when compared with storing and transmitting any older packets. This motivated research efforts toward studying systems with no queue or a single capacity queue storing the latest packet [7] - [10] . Following this line of research we study the GI/GI/1/1 and GI/GI/1/2* systems.
The GI/GI/1/1 system has no queue and an arrival is discarded if the server is busy, otherwise it is served immediately. The GI/GI/1/2* system has a queue with unit capacity. Different from GI/GI/1/2, whenever a packet arrives, it replaces the packet that is in the queue, or will be served if the server is idle. Even though these systems look rudimentary, they are very important models for systems that are driven by the AoI metric. Note that AoI is only reduced upon a packet departure that has a generation time later than that of the previously departed packet. From here on we refer to a packet that reduces AoI upon its departure as information update packet. In both the above systems every packet served is an information update packet as they always serve the most recently generated packet. Furthermore, while GI/GI/1/1 naturally arises in systems with no queue, GI/GI/1/2* is an attractive choice among work-conserving single-server queueing systems with non-zero queue capacity as it only stores most recently generated packet in the queue. Finally, the statistics obtained for GI/GI/1/1 and GI/GI/1/2* systems can be immediately used for obtaining the statistics for a system using zero-wait policy/just-in-time updates [7] .
Despite their significance, existing results for the GI/GI/1/1 and GI/GI/1/2* systems are limited. In [7] , the authors studied the M/M/1/1 and M/M/1/2* systems, and computed the aver-age AoI and the distribution of the peak AoI. Closed-form expressions for the average AoI and the average peak AoI are derived for an M/GI/1/1 system for a single source in [11] , and for multiple sources in [8] , under preemptive scheduling. Noting that exact expressions for non-exponential interarrival times are difficult to obtain, the authors in [9] derived upper bounds for the average AoI for a GI/GI/1/1 system. To the best of our knowledge, neither exact expressions nor bounds exist for the distribution of AoI for a GI/GI/1/1 system or any special case of it. On the other hand, for a GI/GI/1/2* system, the authors in [10] derived exact expressions for the characteristic function of AoI for special cases where either the inter-arrival times are exponential or the service times are exponential, i.e., for the GI/M/1/2* and M/GI/1/2* systems. The authors achieve this by proposing a general formula for the distribution of AoI for any single-server-single-source queueing system. Nevertheless, if the service times and the inter-arrival times are not exponential, the general formula becomes intractable and in this case no known results exist for the GI/GI/1/2* system.
In this paper, we study the distribution of AoI for the GI/GI/1/1 and GI/GI/1/2* systems under non-preemptive scheduling. In particular, we characterize the violation probability, i.e., the probability that AoI exceeds a given age limit d. This metric represents, for instance, a stochastic guarantee on the timeliness of the state information regarding a process being sampled. Assuming AoI is stationary and ergodic, we derive a fundamental result that characterizes the distribution of AoI in terms of the peak AoI process and the inter-departure time between information update packets. As we explain in Section III, the characterization we provide is different from the general formula proposed in [10] . Further, using this characterization, we propose and analyse upper bounds for the violation probability when the distribution of AoI is intractable. Our main contributions are summarized below:
• For any single-source-single-server queueing system, we present a general characterization for the distribution of AoI. Using this characterization we propose a methodology to derive bounds for the violation probability.
• For the case of D/GI/1/1 and M/GI/1/1 systems we provide exact expressions for the distribution of AoI. We compute the distribution for D/M/1/1 and M/M/1/1, and show that the resulting expected AoI expressions conform with the existing results for these special cases reported in [4] , [7] . As a by-product result, we also obtain exact expressions for the case of zero-wait policy. To the best of our knowledge, these are the first known results for the distribution of AoI for the respective systems.
• For general inter-arrival and service time distributions, we provide upper bounds for the violation probability for both GI/GI/1/1 and GI/GI/1/2* systems. The proposed upper bounds can be used as stochastic guarantees for the freshness of the status updates in these systems.
• We analyse the worst-case performance of the proposed upper bounds and show that, given the departure rate, the upper bounds overestimate the violation probability by at most a value that decreases with the arrival rate. Furthermore, the upper bounds are asymptotically tight. We emphasize that our approach for deriving and analysing upper bounds is quite general and is not restricted to GI/GI/1/1 and GI/GI/1/2* systems. The rest of the paper is organized as follows. In Section II we introduce the notations used in this paper. In Section III we present general results regarding the characterization of the distribution of AoI and the bounds. In Sections IV and V we present the results for GI/GI/1/1 and GI/GI/1/2* systems, respectively. In Section VI we present some numerical results and finally conclude in Section VII.
II. NOTATION AND DEFINITIONS
Consider a single source generating status updates or packets which are immediately dispatched to a single-server queueing system. The inter-arrival time between the packets is denoted by the random variable Z with mean-arrival rate
. The arriving packets may be stored in a queue and are served by a server using some scheduling policy. We use the random variable X to denote the service time with mean-service rate µ = 1 E[X] . We use packet n to refer to a packet that is nth in the sequence of departures. Let T D (n) denote the time instant of nth departure and T A (n) denote the corresponding arrival instant.
The AoI metric, denoted by ∆(t), is defined as:
For a given age limit d ≥ 0, we are interested in computing the steady-state violation probability or simply violation probability given by
The AoI process increases linearly with slope one until the departure of some packet and it drops to a value equal to the system delay of that packet. Let {A peak (k), k ≥ 1} denote the peak AoI process, where A peak (k) denotes the kth peak of ∆(t) as shown in Figure 1 . Let M (t) denote the number of peaks till time t. Also, in Figure 1 we plotted g(k), which is defined as the time duration for which AoI is greater than an age limit d in the interval between (k − 1)th peak and kth peak. As mentioned before, the characterization of the violation probability and the bounds presented in this paper are obtained in terms of g(k).
Note that the AoI peaks occur only at the departure instants of packets, but the converse might not be true as some packet departures might not result in a drop in the AoI. This may happen, for instance, in a GI/GI/1 queue under LCFS scheduling. If there is no new arrival during the service of a packet, the next packet from the queue does not reduce AoI upon its departure as its arrival time would be older than that of the previous departure. As noted before, we refer to packets that reduce AoI upon their departure as information update packets, and use k to index them as it uniquely identifies an information update packet that departs at kth AoI peak. We note that packet n and packet k may not refer to the same packet for k = n.
] denote the expected departure rate of information update packets.
We study the GI/GI/1/1 and GI/GI/1/2* systems under nonpreemptive scheduling. In both systems the inter-arrival times and the service times are i.i.d. As mentioned before, a packet being served always has arrival time later than that of the previous departure. Thus, AoI reduces at each departure instant and all departures are information update packets. In these systems, packet n and packet k refer to the same packet for
is the number of departures till time t, and ν is simply the expected departure rate.
We use ω to denote a sample path of AoI, and Ω denotes the set of all sample paths. Let γ(k) and Γ(k) denote the lower and upper bounds for g(k) on any sample path, i.e.,
In the rest of the paper, we explicitly drop ω if it is clear from the context. 
Inter-arrival time between packet k and its previous arrival Z k
Inter-arrival time between packet k and its next arrival X k Service time of packet k ν Expected departure rate of information update packets I k Idle time just before the service of packet k W k Waiting time of packet k
The list of symbols used in the paper are summarized in Table I . We use (x) + for max(0, x), and ½{·} for an indicator function, where ½{E} is one if event E is true, and is zero, otherwise. Finally, we use the functions F Y (·) and f Y (·) to denote the cumulative distribution function and probability density function of a random variable Y , respectively.
III. GENERAL RESULTS: DISTRIBUTION OF AOI AND BOUNDS
The results in this section are applicable to any singlesource-single-server queueing system. We first obtain a general characterization for the violation probability in terms of g(k), assuming the process is stationary and ergodic. We then present an upper bound characterization for systems where the violation probability characterised above can not be directly computed. Finally, we establish a generic lower bound that is used to analyse the performance of the proposed upper bounds.
A. AoI: Fundamental Relations
Recall that AoI process increases linearly with slope one until the next information packet departure. Therefore, A peak (k) can be determined from ∆(t) at departure of packet (k − 1), and the inter-departure time between kth and (k−1)th packets.
Note that, in general, there can be packet departures in between (k − 1)th and kth packets.
Analysing g(k) is central to the results presented in this paper. In the following lemma, we express g(k) in terms of kth AoI peak and inter-departure time between kth and (k − 1)th packet.
Proof. Consider the case where
we further consider the following cases.
Case 1:
. This is the case for g(2) in Figure 1 .
In this case the horizontal line, with y coordinate equal to d, intersects ∆(t) at some time
. Since ∆(t) increases linearly with slope one, by geometry we obtain
From the above analysis, we conclude that g(k) takes the minimum value of (
Next, we characterize the violation probability in terms of g(k) in the following theorem. Theorem 1. If the AoI process is stationary and ergodic, given d ≥ 0, the AoI violation probability, if exists, is given by
where g(k) is given in (4).
Proof. Since ∆(t) is stationary and ergodic, by Birkhoff's ergodic theorem [12] , we have
The RHS above is the fraction of time ∆(t) is greater than d in a given sample path.
Consider a sample path of ∆(t) presented in Figure 1 . Let δ(T ) denote the duration for which ∆(t) is greater than d after the M (T )th peak and before time T . It is easy to see that
In the last step above we have used the fact δ(T )
T goes to zero as T goes to infinity. The result follows from (6) and (7).
The result in Theorem 1 is quite general in the sense that it holds for any scheduling policy (e.g., FCFS/LCFS, preemptive/non-premptive etc.), general service times (possibly correlated), and general inter-arrival times (possibly correlated), as long as it is ensured that the resulting AoI process is stationary and ergodic. Note that even if the AoI process is stationary and ergodic, the violation probability may not exist. For example, for a D/G/1 system using FCFS the violation probability does not exist if d < 1 λ [13] . As mentioned before, a general formula was proposed in [10] that characterizes the distribution of AoI in terms of the distribution of peak AoI, and the distribution of system delay. In contrast to the general formula, Theorem 1 characterizes the violation probability in terms of g(k), which is a function of peak AoI process and the inter-departure time between information update packets during the kth AoI peak. As we will show later, it is easy to obtain upper bounds and lower bounds for g(k) which enables us to derive upper bounds for the violation probability and analyse their worstcase performance in cases where an exact expression is not obtainable.
The challenge in evaluating the infinite summation in the RHS of (5) is that the sequence {g(k), k ≥ 1} is not i.i.d., and we cannot directly use the Strong Law of Large Numbers (SLLN). However, we will later show that quantities involving g(k) have structural independence property, defined below, which enables us to use SLLN. Definition 1. An infinite sequence of random variables {X n , n ≥ 1} is structurally independent and identically distributed (s.i.i.d.) iff X n are identically distributed and have the following structural independence: for 1 ≤ m < ∞, X i+jm is independent of X i+km , for all 1 ≤ i ≤ m, j ≥ 0, k ≥ 0, and j = k.
In the theorems that follow we make use of the following lemma, which extends SLLN for s.i.i.d. random variables.
Lemma 2. For any sequence {X n , n ≥ 1} that is s.i.i.d. according to Definition 1, we have
Proof
In
Proof. We have
Since λ > 0 and E[X] < ∞, M (T ) approaches infinity, almost surely, as T approaches infinity, and we obtain,
Similarly, we invoke Lemma 2 for {g(k), k ≥ 1} and obtain
The result follows by using (9) and (10) in (8) .
The result in Theorem 2 can be seen as an extension of renewal reward theorem for s.i.i.d. renewals and rewards. Later, we use the theorem to derive exact expressions for the violation probability for the D/GI/1/1 and M/GI/1/1 systems.
B. Bounds for AoI Violation Probability
As one can expect g(k) and T D (k) − T D (k − 1) depend on the idle time I k and waiting time W k in the queuing system. Therefore, computing E[g(k)] and ν is hard, in general, as the distributions of I k and W k become intractable for general inter-arrival time and service-time distributions. To this end, in the following theorem we present a result that is useful in deriving upper bounds for the violation probability and only requires the AoI process to be stationary. 
Proof. Since ∆(t) is stationary, we have
Therefore, for any t,
Second step above is due to the fact that indicator function is non-negative. The third step is due to the fact that (7) is true for any ω. The result follows from (11) and (2).
In terms of applicability, Theorem 3 is more general than Theorem 1 as it does not require ergodicity of the AoI process. Following Theorem 3, we strive to obtain upper bounds for the violation probability for GI/GI/1/1 and GI/GI/1/2* systems by finding bounds for g(k).
In the following we establish a lower bound for g(k) that is applicable to any single-source-single-server queueing system. Lemma 3. For a single-source-single-server queuing system, it is true that g(k) ≥ γ * (k), for all k, where
Proof. For a single-server system it is easy to see that the inter-departure time between information update packets is at least the service time of a packet and idle time before its service started, i.e.,
From (3) we have
The second step is due to the fact that a packet departure time is at least equal to its arrival time plus its service time. The last step is due to (12) .
In this paper, we use the lower bound in Lemma 3 to analyse the performance of the upper bounds derived for the AoI violation probability for GI/GI/1/1 and GI/GI/1/2* systems. Nevertheless, this method is quite general and can be applied for other queueing systems.
IV. THE GI/GI/1/1 SYSTEM
In this section, we present a general characterization for the violation probability for the GI/GI/1/1 system. For D/GI/1/1 and M/GI/1/1 we obtain exact expressions for the violation probability and consequently derive the same for a system using zero-wait policy. Finally, we provide an upper bound for the violation probability and analyse its worst-case performance 1 . In a GI/GI/1/1 system, packet k is served upon its arrival, which implies T D (k) = T A (k) + X k . Further, the interdeparture time is given by
We note that this relation is equally valid for the GI/GI/1/2* system. Therefore, for both systems
In the following we compute A peak (k) for a GI/GI/1/1 system.
The following lemma immediately follows from the above analysis and Lemma 1.
Lemma 4. In a GI/GI/1/1 system, given d ≥ 0, for any sample path of ∆(t) the corresponding g(k) is given by
We now provide a general expression for the violation probability in the following theorem.
Theorem 4. Consider a GI/GI/1/1 system, assuming the AoI process is stationary and ergodic, then for all d ≥ 0, λ > 0, and 0 < E[X] = 1 µ < ∞, the violation probability, if exists, is given by:
where g(k) is given by (15) and ν is given by (13) .
Proof. In a GI/GI/1/1 system the start of service of a packet is a renewal instant. Therefore, I k are i.i.d., which implies that
are identically distributed random variables, and g(k + 2) is independent of the random variables {g(n), 1 ≤ n ≤ k} for all k. Therefore, the sequence {g(k), k ≥ 1} is s.i.i.d. The result then follows from Theorems 1 and 2.
Zero-wait policy: In a single-source-single-server queueing system using zero-wait policy, the source generates a packet only when there is a departure. It is easy to see that the statistics of the AoI process for this system will be same as that of GI/GI/1/1 when the input rate approaches infinity. Therefore, the following corollary immediately follows from Theorem 4, by substituting I k = 0 as input rate is infinity. Corollary 1. For the system using zero-wait policy, the violation probability is given by νE[g(k)], almost surely, where
Next, we derive exact expressions for AoI violation probability for D/G/1/1 and M/G/1/1 systems.
A. D/GI/1/1: Exact Expressions
In a D/GI/1/1 system, the inter-arrival is deterministic and is equal to 1 λ . To the best of our knowledge, for this system no results exists even for the expected AoI.
Intuitively, in a D/GI/1/1 system, we only need to consider the rate region λ ≥ We now present a closed form expression for the violation probability in the following theorem. . This implies that the idle time I k is given by
In the following we compute the expression provided in Theorem 5 for exponential-service-time distribution. 
B. M/GI/1/1: Exact Expressions
For M/GI/1/1 system, the authors in [11] derived expressions for the expected AoI and expected peak AoI. For this system we provide an expression for the violation probability of AoI. [g(k) ], almost surely, where g(k) is given in (15), 
Using the distribution in Corollary 3, we computed the expected AoI for the M/M/1/1 system to be equal to
µ+λ , a result reported in [7] . In the following corollary, we derive the violation probability for the system with zero-wait policy and exponentially distributed service times.
Corollary 4.
For the system with zero-wait policy and exponentially distributed service times, given d ≥ 0, the violation probability is given by
Proof. The result can be obtained from Corollary 3 by utilizing the fact that the statistics of this system will be same as that for M/M/1/1 when λ approaches infinity.
Interestingly, the distribution in (16) is gamma distribution with shape parameter 2 and scale parameter 1 µ . Further, the expected AoI in this case is 2 µ , a result reported in [4] , [7] . C. Upper Bound for the GI/GI/1/1 system In this section, we provide an upper bound for the violation probability for the GI/GI/1/1 system, and also analyse its performance. To this end, we first provide an upper bound for g(k) in the following lemma.
Lemma 6. For a GI/GI/1/1 system, g(k) ≤ Γ 1 (k) for all k, where
Proof. Recall thatŽ k is the inter-arrival time between packet k and its previous arrival. Therefore, we have I k ≤Ž k . The result follows from using this in (15).
The following theorem presents an upper bound Φ 1 for the violation probability.
Theorem 7. For a GI/GI/1/1 system, given d > 0, assuming that the AoI process is stationary, the violation probability is bounded as follows:
Proof. The equality follows from the fact that γ * (k) is equal to g(k) given in (15) for the GI/GI/1/1 system. It is easy to see that Γ 1 (k) are s.i.i.d., and as noted in the proof of Theorem 4,
Using the above equation in Theorem 3, we obtain P(∆ > d) ≤ νE[Γ 1 (k)]. The result follows asν ≥ ν.
] as both I k andŽ k have the same distribution Exp(λ). Therefore, choosingν = ν, Φ 1 will be an exact solution to the violation probability for this system. We define η below that will be used in describing the worst-case performance of Φ 1 .
In the following corollary we present a worst-caseperformance guarantee for Φ 1 .
Theorem 8. For a GI/GI/1/1 system, for a givenν ≥ ν, Φ 1 has the following worst-case-performance guarantee .
Proof. Noting that I k ≤Ž k , we have
Therefore, using Theorem 7, we obtain
In the last step above we have used Theorem 4 and (13).
From Theorem 8, we infer that ifν = ν, i.e., the departure rate is given, then Φ 1 overestimates the violation probability by at most η. We note that
, and the relation holds with equality for an M/GI/1/1 system. Further, ν increases sublinearly with λ in a GI/GI/1/1 system, in general. For example, ν = λ(1 − e −µ/λ ) for the D/M/1/1 system (Corollary 2). Therefore, for a fixed µ, η decreases with λ, in general. In other words, the derived upper bound is tighter at higher utilization. Finally, the worst-case guarantee in Theorem 8 is provided for any d ≥ 0. Therefore, we expect that Φ 1 may not be tight for larger d values for which the violation probability takes smaller values.
We require to compute the value of expected idle time to obtain ν. When ν is not tractable, we propose to useν = min{λ, µ}, a trivial upper bound on the departure rate. We note however that the conclusion about tightness of the upper bound at higher utilization may no longer be valid in this case. The analysis of a GI/GI/1/2* system is similar to the analysis we have presented for GI/GI/1/1. We first obtain expressions for I k and A peak (k), and use them to obtain g(k). In Figure 2 , we present a possible sequence of arrivals (in blue) and departures (in red) in a GI/GI/1/2* system. Note that there are no arrivals during the service of packet (k − 1). This happens only whenẐ k−1 > W k−1 + X k−1 and in this case,
Recall that Figure 2 , it is easy to infer that
Lemma 7. Given d ≥ 0, for any sample path of ∆(t) in a GI/GI/1/2* system, we have for all k,
Unlike the case of the GI/GI/1/1 system, for the GI/GI/1/2* system it is hard to derive a closed-form expression for the violation probability in terms of X k , X k−1 , I k and W k−1 , because g(k), given in (20), does not satisfy the s.i.i.d. property. Further, computing the violation probability requires the distributions of both I k and W k−1 . While these quantities can be computed for exponential service or exponential interarrival times (cf [10] ), they become intractable for general inter-arrival and service-time distributions. To this end we present upper bounds in the next section.
A. Upper Bound for the GI/GI/1/2* system In this subsection we propose an upper bound for the violation probability and analyse its worst-case performance.
Proof. Noting the expression for g(k) given in (20), it is sufficient to show that I k + W k−1 ≤Ẑ k−1 , and
+ . The latter inequality follows from (19). The former inequality is obviously true if there are no arrivals during the service of packet (k − 1); see Figure 2 . If there is an arrival during the service of packet (k − 1), then I k = 0. In this case I k + W k−1 = W k−1 <Ẑ k−1 , since by definition there should be no arrival after packet (k − 1) arrived and before its service started.
In the following theorem we present an upper bound Φ 2 for the violation probability.
Theorem 9. For a GI/GI/1/2* system, assuming that the AoI process is stationary, the violation probability is bounded by,
where
Proof. The proof follows similar steps to the proof of Theorem 7 and is omitted.
A worst-case-performance guarantee for Φ 2 is presented in the following theorem.
Theorem 10. For the GI/GI/1/2* system, for a givenν ≥ ν, Φ 2 has the following worst-case-performance guarantee.
Proof. It is easy to show that
The rest of the proof follows similar steps as in the proof of Theorem 8 and is omitted.
Thus, Φ 2 also overestimates the violation probability by at most η, if ν is given. Therefore, given ν and for a fixed average service, Φ 2 is tighter at higher utilization. Since it is hard to compute ν, in general, in the numerical section we compute Φ 2 usingν = min{λ, µ}.
Remark 1: For both GI/GI/1/1 and GI/GI/1/2* systems
, and g(k) for GI/GI/1/1 given by (15) seems to be closely related to g(k) for GI/GI/1/2* given by (20). Also, one can expect that the idle time in GI/GI/1/2* will be lower compared to that of GI/GI/1/1. However, for a given d, a comparison between the violation probabilities in these systems is non-trivial because of the waiting time in GI/GI/1/2* and higher idle time in GI/GI/1/1.
Remark 2: When the input rate approaches infinity, the inter-arrival time, waiting time, and idle time approach zero. Therefore, the upper bounds Φ 1 , Φ 2 , and the respective violation probabilities in GI/GI/1/1 and GI/GI/1/2*, all converge to the violation probability in the system using zero-wait policy. Thus, both Φ 1 and Φ 2 are asymptotically tight.
VI. NUMERICAL RESULTS
In this section we validate the proposed upper bounds against the violation probability obtained through simulation for selected service-time and inter-arrival-time distributions. For all simulations we set µ = 1 and thus the utilization increases with λ. We use λ = .45 and d = 5 as default values.
We first study the performance of Φ 1 in comparison with overestimation factor η, when ν is given. To this end we consider the D/M/1/1 system and compute Φ 1 by settinĝ ν = ν = λ(1 − e −µ/λ ). In Figure 3 , we plot Φ 1 against the exact value for the violation probability given in Corollary 2. Observe that the gap between Φ 1 and violation probability reduces as the arrival rate increases confirming our initial conclusion that the bound is tighter at higher utilization. Further, Φ 1 approaches violation probability asymptotically. For d = 5 and λ = .4, we compute η to be .28, while the actual gap is .08. For the same setting, but for d = 10, η remains same while the actual gap is .0012. From this, we conclude that the proposed upper bound is much lower than the worst-case-performance guarantee. Next, we consider two example systems where exact expressions for the distribution of AoI are hard to compute. For both systems, we useν = min(λ, µ) to compute Φ 1 and Φ 2 . In the first example system we choose deterministic arrivals and Shifted-Exponential (SE) service times, i.e., D/SE/1/1 and D/SE/1/2*. For this case, we choose values of d and λ such that d ≥ 1 λ , µ = 1 and shift equal to 0.11. In Figures 4  and 5 , we study the performance of the upper bounds for varying arrival rate λ and varying age limit d, respectively. From Figure 4 , we again observe that the upper bounds are tighter at higher utilization. For λ > 1 both upper bounds and the violation probabilities converge to 0.029. Interestingly, in contrast to D/SE/1/1 where the violation probability decreases with λ, D/SE/1/2* has minimum violation probability of 0.026 at around λ = 0.6. From Figure 5 , we observe that both bounds are tighter at smaller d values. While the decay rate of Φ 1 matches with that of the violation probability, Φ 2 becomes loose as d increases. We conjecture that this is due to the inequality I k +W k−1 ≤Ẑ k−1 we used in obtaining this bound.
In Figures 6 and 7 , we present a comparison for deterministic service and Erlang distributed inter-arrival times, i.e., Er/D/1/1 and Er/D/1/2*. We first note that for the parameter values chosen, Φ 1 and Φ 2 are equal in this case. From Figure 6 , we observe that the bounds are not tight at larger arrival rate. This can be attributed to the use ofν = min(λ, µ). From Figure 7 , we observe that the decay rate of the bounds matches the decay rate of the violation probabilities. Finally, it is worth noting that, the violation probability in -/-/1/2* is lower than that in -/-/1/1 for the above example systems.
In conclusion, for the considered systems, the upper bounds are well within an order of magnitude from the violation probability. For most cases the decay rate of the proposed bounds follow the decay rate of violation probability as d increases. Also, the performance of these upper bounds can be improved further by finding non-trivial upper bounds for ν. Thus, we believe that the proposed upper bounds can be useful as first-hand metrics for measuring freshness of status updates in these systems.
VII. CONCLUSION AND FUTURE WORK
In this work we have studied the distribution of AoI for GI/GI/1/1 and GI/GI/1/2* systems. Toward this end, we first established a fundamental result that is valid for any single- source-single-server queuing system with general service-time and general inter-arrival time distributions. Using this result we have derived exact expressions for the distribution of AoI for D/GI/1/1 and M/GI/1/1 systems. Further, we have proposed and analysed upper bounds for the violation probability for GI/GI/1/1 and GI/GI/1/2* when the distribution of AoI is intractable. An interesting feature of the proposed upper bounds is that, if the departure rate ν is given, then they overestimate the violation probability by at most η which decreases with λ.
Initial numerical results show that the bounds are well within an order of magnitude, and their decay rates closely match, in comparison with the simulated violation probability.
We leave the numerical analysis studying wide range of systems for future work. We also aim to improve the upper bounds by finding tighter bounds for g(k) and ν. Furthermore, we aim to study these systeems under preemptive scheduling.
