The pervasiveness of Internet of Things results in vast volumes of personal data generated by smart devices of users (data producers) such as smart phones, wearables and other embedded sensors. It is a common requirement, especially for Big Data analytics systems, to transfer these large in scale and distributed data to centralized computational systems for analysis. Nevertheless, third parties that run and manage these systems (data consumers) do not always guarantee users' privacy. Their primary interest is to improve utility that is usually a metric related to the performance, costs and the quality of service. There are several techniques that mask user-generated data to ensure privacy, e.g. differential privacy. Setting up a process for masking data, referred to in this paper as a 'privacy setting', decreases on the one hand the utility of data analytics, while, on the other hand, increases privacy. This paper studies parameterizations of privacy-settings that regulate the trade-off between maximum utility, minimum privacy and minimum utility, maximum privacy, where utility refers to the accuracy in the approximations of aggregation functions. Privacy settings can be universally applied as system-wide parameterizations and policies (homogeneous data sharing). Nonetheless they can also be applied autonomously by each user or decided under the influence of (monetary) incentives (heterogeneous data sharing). This latter diversity in data sharing by informational self-determination plays a key role on the privacy-utility trajectories as shown in this paper both theoretically and empirically. A generic and novel computational framework is introduced for measuring privacy-utility trade-offs and their optimization. The framework computes a broad spectrum of such trade-offs that form privacy-utility trajectories under homogeneous and heterogeneous data sharing. The practical use of the framework is experimentally evaluated using real-world data from a Smart Grid pilot project in which energy consumers protect their privacy by regulating the quality of the shared power demand data, while utility companies make accurate estimations of the aggregate load in the network. Over 20, 000 differential privacy settings are applied to shape the computational trajectories that in turn provide a vast potential for data consumers and producers to participate in viable participatory data sharing systems.
Introduction
High data volumes are generated in real-time from users' smart devices such as smartphones, wearables and embedded sensors. Big Data systems process these data, generate information and enable services that support critical sectors of economy, e.g. health, energy, transportation etc. Such systems often rely on centralized servers or cloud computing systems. They are managed by cor-porate third parties referred to in this paper as data consumers who collect the data of users referred to respectively as data producers. Data consumers perform data analytics for decision-making and automation of business processes. However, data producers are not always aware of how their data are used and processed. Terms of Use are shown to be limited and ineffective [3, 27] . Security and privacy of users' data depend entirely on data consumers and as a result misuse of per-sonal information is possible, for instance, discrimination or limited freedom and autonomy by personalized persuasive systems [18, 5, 20, 17] . Giving control back to data producers by self-regulating the amount/quality of shared data can limit these threats [31] . Incentivizing the sharing of higher amount/quality of data results in improved quality of service, i.e. higher accuracy in predictions [37, 8] . At the same time, data sharing empowers data producers with an economic value to claim.
Several applications do not require storage of the individual data generated by data producers. Instead, data consumers may only require aggregated data. For instance, Smart Grid utility companies compute the total daily power load or the average voltage stability to prevent possible network failures, bottlenecks, predict future power demand, optimize power production and design pricing policies [22, 4] . Privacy-preserving masking mechanisms [1] , i.e. differential privacy, accurately approximate the actual aggregate values without transmitting the privacy-sensitive individual data of data producers. Masking is a numerical transformation of the sensor values that usually relies on the generation of random noise and is irreversible 1 .
Privacy-preserving masking mechanisms are studied by calculating metrics of privacy q and utility u. The former represents the amount of personal information that a data producer preserves when sharing a masked data value. The latter represents the benefit that a data consumer preserves when using certain masked data for aggregation, e.g. accuracy in data analytics. Literature work [1, 25, 21] shows that privacy and utility are negatively correlated, meaning that increase on one results in decrease on the other. This paper studies the optimization of computational trade-offs between privacy and utility that can be used to model information sharing as supply-demand systems run by computational markets [31, 24] . These trade-offs can be measured by the opportunity cost between privacy-preservation and the performance of algorithms operating on masked data, i.e. prediction accuracy. Trade-offs can be made by choosing different parameters for different masking mechanisms each influencing the mean or the variance of the generated noise distributions [1] . Each parameterization results in a pair of privacy and utility values within a trajectory of possible privacy-utility values.
The selection of parameters for masking mechanisms that maximize privacy and utility is studied in this paper as an optimization problem [25, 21] . In contrast to related work that exclusively focuses on universal optimal privacy settings (homogeneous data sharing), this paper studies the optimization of privacy-utility trade-offs under diversity in data sharing (heterogeneous data sharing). This is a challenging but more realistic scenario for participatory data sharing systems that allow informational self-determination via a freedom and autonomy in the amount/quality of data shared by each data producer. A novel computational framework is introduced to compute the privacy settings that realize different privacy-utility trade-offs.
The main contributions of this article are the following: (i) The introduction of a generalized, domain-independent, data-driven optimization framework, which selects privacy settings that maximize privacy and utility. The optimization can be constrained according to the privacy-utility requirements of data consumers and data producers. (ii) A formal proof on how high utility can be achieved under informational self-determination (heterogeneous data sharing) originated from the diversity in the privacy settings selected by the users. (iii) The introduction of new privacy and a utility metrics based on statistical properties of the generated noise. (iv) The introduction of a new masking mechanism. (v) An empirical analysis of privacy-utility trajectories of more than 20000 privacy settings that are computed using real-world data from a Smart Grid pilot project. This paper is outlined as follows: Section 2 includes related work on privacy masking mechanisms, privacy-utility trade-off as well as privacyutility maximization problems. Section 3 defines the optimization problem and illustrates the research challenge that this paper tackles. Section 4 introduces the proposed optimization framework. Section 5 outlines the experimental settings on which the proposed framework is tested and evaluated. Section 6 shows the results of the experimental evaluation. Finally, Section 7 concludes this paper and outlines future work.
Related Work
Several algorithms are proposed to perform data aggregation without transmitting the raw individ-ual values of the data. The basic idea behind such algorithms is to irreversibly transform 2 the data, so that the original values cannot be estimated. While doing so, some of the properties of the data should be kept to accurately estimate aggregation functions such as sum, count or multiplication [1, 8, 31, 15, 9] . The masking process enables the data producers to control the amount of personal information sent to data consumers. These methods also ensure that the data remain private even when a non-authorized party acquires them, for example in the case of a man-in-the-middle attack.
Privacy-preserving mechanisms
An overview of privacy-preserving mechanisms is illustrated below:
Pertrubative masking mechanisms
Perturbative masking mechanisms allow the data producers to share their data after masking individual values. Each value is perturbed by replacing it with a new value that is usually generated via a process of random noise generation or vector quantization techniques on current and past data values [1] . Perturbative masking methods are often used in privacy preserving schemes related to numerical data. Some of the most well-known perturbative masking methods are the following:
Additive noise: A privacy-preserving approach is the addition of randomized noise [9, 10, 39] . This approach is often used in differential privacy schemes [10] . Differential privacy is ensured when the masking process prohibits the estimation of the real data values, even if the data consumer can utilize previously known data values or the identity of the individual who sends the data [11] . Algorithms that achieve differential privacy on a database rely on the notion that the change of a single element in the database does not affect the probability distribution of the elements in the database [9, 11, 39, 40] . Furthermore, the removed element cannot be identified when comparing the version of the database before and after the removal. This is achieved by adding a randomly generated noise to each data value. The distribution of the random noise is parameterized. Usually the distribution of noise is symmetric around 2 A process also known as masking. 0 and relies on the cancellation of noises with opposite values. Increasing the number of noise values also increases the noise cancellation, since a larger number of opposite values are sampled. This property can be used to combine differential privacy mechanisms in order to ensure privacy while achieving high utility [19] . Statistical aggregation queries on the masked data return an approximate numerical result, which is close to the actual result. Differential privacy can be applied to discrete and continuous variables for the calculation of several aggregation functions [8] . Differential privacy can be combined with the usage of deep neural networks [36, 30] , to apply more complex aggregation operations on statistical databases. Additive noise does not introduce extra communication costs, since the masked value is transmitted instead of the original value. The storage and computational costs for implementing additive noise are often minimal.
Microaggregation: Microaggreagation relies on the replacement of each data value with a representative data value that is derived from the statistical properties of the dataset it belongs to. A well-known application of microaggregation is Kanonimity. K-anonimity relies on the notion that at least K original data values are mapped to the same value [33] . When a crisp clustering algorithm is applied on the data, each data value is mapped to the cluster centroid it belongs to. K is the minimum number of elements in a cluster. Using crisp clustering techniques 3 may result in vulnerabilities to specific attacks, so membership or fuzzy clustering is preferred instead [28] . Membership clustering assigns a data point to multiple clusters with a probability that is often proportional to the distance from each cluster centroid. For membership clustering techniques, usually large amounts of data are required. The storage and computational capacity of sensor devices cannot usually support such processes.
Synthetic microdata generation An new dataset is synthesized based on the original data and multiple imputations [1] . The "synthetic" dataset is used instead of the original one for aggregation calculations. This paper focuses on Internet of Things and the use of sensors. As a result the whole dataset is not available for processing at runtime as storing older sensor values and timestamps on the sensor device often results in high storage costs. The application of synthetic microdata generation on sensor devices may produce prohibitive processing and storage costs. Furthermore, the availability of historical data on each sensor device may not be adequate for such methods to achieve comparable performance and efficiency with the perturbative masking methods [1] .
Encryption
Several approaches use encryption to produce an encrypted set of numbers or symbols, known as ciphers. The aggregation operations can be performed on the ciphers and produce an encrypted aggregation value. The encrypted aggregate value can then be decrypted to the original aggregate one, with the usage of the corresponding private and public keys and decryption schemes, providing maximum utility and privacy to the recipient. The encrypted individual values cannot be transformed to the original values without the usage of the appropriate keys from an adversary, so maximum privacy is ensured. Currently, there is extensive research on this area, and there has been a recent breakthrough with the development of fully homomorphic encryption schemes [12, 13, 15, 16] . Homomorphic encryption schemes though require high computational and communication costs, especially when applied in large scale networks [14, 7] .
Multi-party computation
Multi-Party Computation (MPC) [41] can also be used for privacy-preservation [6] by moving data from one device to another. In such an approach, security and integrity of the data depend on the resilience and security of the network. Furthermore, MPC requires the design and application of certain protocols. Most of the methods that rely on encryption can calculate the exact sum of the data, but they can also be violated if an attacker manages to have access to the private key or uses an algorithm that can guess it. Also, in most cases they rely on communication protocols and complex computational schemes that burden the system with extra computational and communication costs [32] . These costs are often prohibitive for devices such as IoT sensors and smartphone wearables in which computational power and storage are limited [2] .
Privacy and computational markets
A supply-demand system operating on a computational market of data, can be created with the in-troduction of self-regulatory privacy-preserving information systems [31] . Privacy preservation is utilized to create such systems, by using K-means for microaggreagation and different numbers of clusters for each sensor. Varying the number of clusters produces different levels of privacy and utility. Privacy is measured by evaluating the difference between masked and original data values. Utility is measured by evaluating the difference between the aggregate of the original and masked data values. The resulting trade-off between privacy and utility is used to create a reward system, where data consumers offer rewards for the data provided by the data producers. The rewards are based on the demand of transformed data that enables the estimation of more accurate aggregate values.
A reward system can be combined with pricing strategies from existing literature on pricing private data [24] , in which three actors are introduced: (i) the Data Buyer, who represents a data consumer (ii) the Data Owner, who corresponds to a data producer and (iii) the Market Maker, who creates the market in which the first two operate. Various pricing functions are proposed to the Market Maker so that the privacy-utility of both data buyers and owners are satisfied. The optimization framework of the current paper can utilize any parametric masking mechanism of the literature mentioned in Section 2.1. The output of the optimization can be used along with pricing functions on participatory computational markets, to create fully functional and self-regulatory data markets.
Comparison and positioning
The challenge of an automated selection of privacy settings that satisfy different trade-offs is not tackled in the aforementioned mechanisms. Privacy-utility trajectories have not been earlier studied extensively and empirically as in the rest of this paper. The optimization of privacy-utility trade-offs under diversity in data sharing originated from informational self-determination is the challenge tackled in this paper. To the best of the authors' knowledge, this challenge is not the focus of earlier work.
Problem Definition
Related work [21, 37, 25, 34, 31] on privacy-utility trade-offs focuses on the parameter optimization of a single masking mechanism. A masking mechanism is often a noise generation process, which samples random noise values from a laplace distribution. The sampled noise is then added to the data to achieve differential privacy [9] . The result of the optimization is usually a vector of parameter values θ η,k , for a masking mechanism η and parameter index k. The pair of the masking mechanism and the parameter values is referred as a privacy setting f η (S, θ η,k ) of a set of sensor values S ∈ R 1 . This privacy setting produces a pair of privacy-utility valuesq ,û, such that:
where:
q,û : a (sub-optimal) privacy-utility pair of values, which is computed by an optimization algorithm that searches for the optimal privacy-utility values pair max (Q) , max (U ) : The maximum privacy and utility values of a privacy value set Q and a utility value set U . These sets are generated by the application of masking mechanism.
The optimization of an objective function that satisfies both Relations (1) and (2) simultaneously is an NP-hard problem [21] and often intractable to solve, since privacy-utility trade-offs prohibit the satisfaction of both Relations (1) and (2) . Particularly, maximizing simultaneously utility and privacy usually yields sub-optimal values, which are lower than the corresponding optimal values computed by optimizing each metric separately [21] . Furthermore, such optimization is applicable for statistical databases [11, 1] , where data are stored in a centralized system. In such case, a specific privacy setting is chosen by the designer/administrator of the system. As a result, this approach relies on the assumption that a specific privacy setting should be used by all data producers.
However, choosing a universal privacy setting may be limited for data producers, especially when a data producer wishes to switch to a different privacy setting to improve privacy further. In this case, the optimization of different objective functions is formalized in the following inequalities:
δ : the change in privacy, which denotes whether the data producers require higher privacy, δ > 0, or lower privacy δ < 0, from the system. c
: the change in utility, which denotes whether the data consumer demands lower utility, c > 0, or higher utility c < 0, from the system. q * , u * : a new (sub-optimal) pair of privacy-utility values, computed by an optimization algorithm that searches for the optimal pair of privacy-utility values with respect to the privacy requirements of data producer and the utility requirements of data consumer expressed by c and δ respectively.
The optimization of a loss function to satisfy Relation (3) is also based on the assumption that all data producers agree to use the same privacy setting. This means that data producers may acquire a different privacy level by changing the value of δ via the collective selection of a different privacy setting. Consequently, a single privacy setting is generated and it produces a pair of privacy-utility values, which satisfy Inequality (3). The value of δ is determined via a collective decision-making process applied by the data producers, e.g. voting between different privacy-utility requirements. Such a system is referred to as a homogeneous privacy system, where data producers are able to influence the amount of privacy applied on the data by actively participating in the market, nevertheless they all share the same value for δ. The data consumer can bargain for higher utility by offering higher rewards to the data producers to lower their privacy requirements.
Another challenge that arises is the optimization between privacy and utility when each user decides and self-determined a preferred privacy setting instead of using a universal privacy setting. In such a scenario, inequality (3) is substituted by the following set of inequalities:
δ n : the change in privacy which denotes whether a data producer n belonging to a set of users N requires higher privacy, δ n > 0, or lower privacy δ n < 0. q * n : a new (sub-optimal) privacy value for each data producer n. The value is computed by an optimization algorithm that searches for the optimal privacy value with respect the data producer's privacy requirements expressed by δ.
A system in which the inequalities of Relation (4) hold is referred to as an heterogeneous privacy system, where each data producer is self-determined and autonomously apply a privacy setting based on a preferred privacy value and an expected reward for increasing system utility. Concluding, based on the above, the challenges that this article addresses are the following: (i) The design of a computational framework for the optimization of privacy-utility trade-offs in homogeneous as well as heterogeneous information sharing systems. (ii) The analytical and empirical study of these trade-offs.
Framework
The design of a new privacy preserving optimization framework is introduced in this section to tackle the challenges posed in Section 3. This additive noise masking mechanisms require a lower number of parameters and they are often used in privacy-utility optimization [1, 11, 21] . Each privacy setting is illustrated as an ellipse 4 in Figure 1a . Each point within the ellipse is a possible privacyutility pair of values. The ellipse center is chosen based on privacy and utility mode of the setting. The mode is the value with the highest density. In symmetric distributions, it can be measured via the mean. The vertical radius of the ellipse denotes the dispersion of utility values, while horizontal radius denotes the dispersion of privacy values. Additive noise is stochastic, which means that applying the same privacy setting on the same dataset yields varying privacy-utility values. The choice of an optimal privacy-utility pair cannot be achieved by only evaluating the mode of privacy and utility for each privacy setting. If the privacy-utility values of a privacy setting with high utility mode are varying to a large extend, there is high probability that unexpected non-optimal values are observed. To overcome this challenge, the loss function of the parameter optimization algorithm selects the parameters that minimize the dispersion 5 of privacyutility values while maximizing the expected utility.
A data producer should be able to select any privacy setting, among different ones, that satisfies personal privacy requirements. The proposed framework divides the range of privacy values in a number of equally sized bins, as illustrated in Figure 1b. Within each bin, a fitness value is calculated for each privacy setting, based on privacyutility modes and dispersions. Each privacy setting produces privacy values with low dispersion. This is done by applying a constraint on the dispersion of privacy values and evaluate only privacy settings that satisfy this constraint. The optimization framework evaluates several privacy settings, to find the parameters that achieve maximum privacy-utility values that vary as little as possible. This is illustrated in Figure 1d in which the ellipses with the highest utility mode and lowest utility dispersion are filtered for each privacy bin. The resulting privacy settings are then provided to the data producers.
In a homogeneous data sharing system, a universal privacy setting is selected by the data producers, via, for instance, voting [29] . Alternatively, in a heterogeneous system, the data producers selfdetermine the privacy setting independently. Theorem 1 below proves that aggregation functions can be accurately approximated (utility can be maximized) even if different privacy settings from the same of different masking mechanisms are selected. subsets of masked values M i . Each privacy setting generates noise with noise cancellation properties, as mentioned in Section 2.1.1. Provided that the commutative and associative properties holds between the operations of the privacy settings f i and the aggregation function g, then the aggregation of the generated multisets of masked values M i approximates the aggregation of the sensor values multiset S, such that g(
Proof. Let a multiset of real sensor values S ⊆ R 1 and |I| disjoint subsets of S such that:
Let a privacy setting f : S, Ψ → M be a pairwise element operation between a set of sensor values S and a set of noise values Ψ, that transforms each sensor value s ∈ S by combining it with a randomly selected noise value ψ from Ψ to produce a masked value m:
Let g : A → R 1 be an aggregation function which aggregates all the elements of any real valued multiset S, Ψ, M ⊆ A ⊆ R 1 into a single real value g A ∈ R 1 and can also be expressed as a pairwise recursive operation between elements of those sets. The aggregation function is defined as g(A) = g A . Assume that g : A → R 1 is defined in a recursive manner so that it satisfies the following equation for a multiset A and any union of all possible combinations of disjoint subsets A i that satisfy Relation (5):
The pairwise operation between s and ψ in f is designed in such way that it satisfies the commutative and associative properties when combined with the pairwise operation of g:
where g(Ψ) → ι, and ι is the neutral element of the pairwise operation of g, such that:
This property is used in the noise cancellation of Section 2.1.1. Let |I| multisets Ψ i of noise that satisfy Relation 5, then the following relation holds:
which means that each noise multiset Ψ i is generated in such a way that the aggregation of g(M i ) approximates the aggregation of g(S i ). An illustrative example of such noise is the laplace generated noise used in the literature used for the aggregation functions of count or summation [9, 7] . Now it can be proven that:
g(S i ))) (5), (7) ⇐⇒ g(
Thus, Theorem 1 is proven.
The practical implication of Theorem 1 is that the aggregation of sensor values is approximated by the aggregation of masked values produced by different privacy settings. The approximation stands as long as the noise values produced by the different privacy settings satisfy Relations 8 and 9. According to Relation 5, each subset of sensor values should be masked by one privacy setting. Furthermore, the aggregation function should satisfy Relation 7.
Finally in both heterogeneous and homogeneous systems, the data consumer can influence the data producer's choice by offering a higher amount of reward to achieve a higher utility.
Experimental Settings
This section illustrates the experimental settings, which are used to empirically evaluate the proposed framework. A set of sensor values S is used for the evaluation. Each sensor value s n,t belongs to a user n and is generated at time t. Time t may indicate a single time point or a time period of several time points. For each sensor value, a privacy setting that operates on the device of the data producer masks the sensor value f η (s n,t , θ η,k ) by using the masking mechanism η with parameters θ η,k . Two metrics are used to evaluate privacy and utility.
Privacy evaluation
The main metric, which is used to calculate privacy, is the difference of the masked value and the original value, which is defined as the local error:
For a privacy setting to achieve a high privacy, a data consumer should not be able to estimate the local error for the sensor values sent by data producers. This is achieved by choosing privacy settings that generate noise that is difficult to estimate. As it is shown in the literature [31, 21, 11, 1] , the noise is difficult to estimate, if it is highly random and causes a significant change in the original value. Randomness is evaluated by measuring the Shannon entropy [35] H (E ) of the local error for all sensor values in a set of local error values E . The entropy is calculated by creating a histogram of the error values and then applying the discrete Shanon entropy calculation. Each bin of the histogram has a size of 0.001. The significance of change is measured by calculating the mean local error and standard deviation, µ(E ) and σ(E ). When comparing privacy settings, higher mean, variance and entropy indicate higher privacy [1] . In this article, the objective function that measures privacy for a privacy setting f η,k is defined as follows 6 :
where: α 1 , α 2 , α 3 : Weighting parameters used to control the effect of each metric in the privacy objective function. max (•) : The maximum observed value for a metric during the experiments. This value is produced by evaluating all privacy settings f η,k . Dividing by this value, normalizes the metrics in [0, 1], so that the objective function is not affected by the scale of the metric.
Utility optimization
The utility of the system can be estimated by measuring the error the system accumulates within a time period, by computing an aggregation function g (•) on the masked sensor values. Examples 6 The error function described in (12) and (14) is also known in literature as absolute percentage error (APE) [26] .
The error values are easy to interpret, as APE measures the relative change of the sensor values and aggregate values by using masking. Yet, when the denominator of the function is approaching zero, then the absolute relative error cannot be calculated. If the sensor values are sparse, then another error function can be used, such as MAPE.
of such aggregation functions are the daily total, daily average and weekly variance of the sensor values. The accumulated error is referred to as global error 6 and is defined as:
A sample set of global error values is created by applying the masking process for a number of time periods of the dataset. The mean, entropy and variance of the global error of a privacy setting f η,k is calculated over this sample. After the global error sample is created for each privacy setting, the corresponding utility objective function is calculated: Recall from Section 4 that utility and privacy vary, when repeating the masking process for the same privacy setting and dataset due to the randomness of the noise. A large sample to measure this variance is created, by applying each privacy setting over three times on the same dataset. Then the framework of Section 4 filters the privacy settings based on the mode and the scale of the privacy-utility sample. The privacy-utility samples for a privacy setting may not follow a symmetrical or normal distribution. As a result, the maximization of the following objective function is based on 6 It is confirmed in some experimental settings that some privacy settings generate samples of privacy-utility values that do not pass a Kolmogorov Smirnoff normality test [cite], and are also non-symmetrical.
utility:
perc (U, 50) + perc (U, 10)
perc(•, i) : Calculates the i th percentile of a set. U : A set of utility values produced by the application of a privacy setting.
The factors that maximize Relation (16) are: (i) the value of the mode, which is assumed to be approximated by the median and (ii) the dispersion towards values lower than the median, which is expressed by adding the 10 th percentile to the median. The objective function evaluates the median and the negative dispersion (10 th percentile) of utility values. Positive dispersion is not taken into account in the optimization, since the objective of the optimization is to ensure the least expected utility of a privacy setting for the data consumers. The privacy is constrained by evaluating only privacy settings in which the 10 th percentile differs from the privacy median for at most ω, as shown in Inequality (17) . The value of ω is constrained to be lower or equal to the bin size of the optimization to ensure low privacy dispersion:
perc(•, i) : Calculates the i th percentile of a set. Q : A set of privacy values produced by the application of a privacy setting.
Experimental Evaluation
The proposed framework is evaluated experimentally by applying it to a real-world dataset. Privacy and utility are evaluated for over 20, 000 privacy settings for empirical evaluation.
Electricity Customer Behavior Trial dataset
The Electricity Customer Behavior Trial (ECBT) dataset contains sensor data that measure the energy consumption for 6, 435 energy data producers. The data are sampled every 30 minutes daily for 536 days. For the proposed framework, a set of sensor values S of |N | = 6, 435 users and |T | = 536 time periods. The total number of sensor values in the set is |S| = 165, 559, 680. The sensor data are considered private and the utility company managing the energy network uses them to calculate daily total consumption of all users, to predict possible failures and plan power production. The daily total consumption is an aggregation that can be defined as the sum of the all the sensor values generated during the day: g (S t ) = 6435 n=0 s n,t . Around 10% of the daily measurements are missing values, and are not included in the experiments. The significance of the missing values reduces as the aggregation interval increases. Therefore, a daily summation is preferred over more granular summation.
During the experiments, the local error of Relation (12) results in a non-finite 7 number only for a low number of maskings. Hence, these values are excluded from the experiments, so that the calculation of finite local error values is feasible. Concluding, the proposed framework operates on 90% of the ECBT dataset and the aggregation function for utility is calculated upon the daily sum of sensor values.
Privacy mechanisms
Among several masking mechanisms [1] , two ones are used for the evaluation of the framework. Each mechanism is parameterized using the grid search algorithm 8 [23] . The majority of masking mechanisms are parametrized with real numerical values. A grid search discretizes these values, and then evaluates exhaustively all possible combinations of parameter values.
Laplace masking mechanism
This mechanism is widely used in literature [11, 1, 8] . The noise in the experiments of this paper is generated by sampling a laplace distribution with zero mean. The scale parameter b of the distribution is selected to ensure maximized privacy. Part of privacy can be sacrificed to increase utility if the privacy requirements from the data producers are not high. In this masking mechanism, this is achieved by reducing the b. The scale parameter for each laplace masking setting, is generated from value b = 0.001 and during the parameter sweep the value increases by 0.001 until it reaches b = 10.
Sine polyonym masking mechanism
This mechanism is introduced in this paper. The mechanism generates random noise that can be added to each sensor value. Assume a uniform random variable υ. The noise generated from the introduced masking mechanism is calculated as follows:
The coefficients of the polyonym are denoted as θ ξ , and ξ denotes the index of the coefficient. Both the length of the polyonym |Ξ| and the individual coefficient values can be tuned to optimize the resulting privacy-utility values of the masking mechanism. The generated noise is symmetrically distributed around zero, because the odd power of the sine function produces both negative and positive noise with equal probability. The sine function and its odd powers are always symmetrical towards the horizontal axis, meaning that θ ξ (sin(2πυ)) 2ξ+1 = −θ ξ (sin(2πυ)) 2ξ+1 . Hence, the integral of each factor is zero
Therefore the distribution of generated values is symmetrical around zero for υ ∈ [0, 1].
The majority of the additive noise mechanisms are based on symmetric distributions tuned via a single scale variable. In the proposed masking mechanism, the higher the number of polyonym factors the more the parameters to tune the noise. Each factor of the polyonym adds a noise that is scaled, based on the corresponding power and the coefficient value. By increasing the polyonym length and tuning the coefficient values, a larger space of privacy settings is searched to maximize privacy and utility. Each coefficient is assigned to a value in the space [0.01, 1.8]. The grid search in that space starts with a step of 0.03 until the value of 0.3, to evaluate settings that create low noise. Then the step changes to 0.3 until the value of 1.8, to evaluate privacy settings that generate higher values of noise. The sine polyonym masking settings are generated by creating all possible permutations of these values for 5 coefficients. This yields around 10,000 masking settings.
Error analysis
Each privacy setting that results from parametrization of the mechanisms is evaluated by analyzing the local and the global error that they generate on varying subset sizes of the ECBT dataset. By sampling varying sizes of the dataset, the utility and privacy dispersion metrics are evaluated on a varying number of sensor values. To create a random subset of the ECBT dataset, a subset of users N test is chosen. In each repetition the users are chosen randomly. All users use a universal privacy setting. The initial size of the subset is 50 users, and then it increases by 50 users until |N test | = 500 users. Then, the size of the subset increases by 500 users until |N test | = 6, 435. This process generates several local and global error values. The average, standard deviation and entropy of the local error and global error are calculated for all samples generated from the above process. The empirical cumulative distribution function 9 (CDF) is shown for each metric in Figure  2 .
The sine polyonym mechanism can produce a wider range of local and global error values compared to the laplace mechanism, since almost every sine polyonym CDF curve is covering a wider domain range on the domain axis compared to the respective laplace CDF curves. The majority of the range axis values of the sine polyonym CDF curve are higher than the corresponding range values of the laplace CDF curve. This indicates that it is more probable to generate lower global or local error value by using a sine polyonym setting compared to a laplace setting. Concluding, the sine polyonym settings are expected to produce a wider range of privacy-utility trade-offs. Based on the CDF charts, sine polyonym settings are more likely to achieve higher utility, whereas laplace settings are expected to achieve higher privacy.
Parameter analysis
For the experiments, α and γ parameters are defined to calculate the privacy and utility. The choice of these parameters may vary based on the distribution of the sensor values and the kind of aggregation. Also data producers and data consumers may have varying requirements that affect the choice of those values. In this paper, these values are determined empirically, to showcase an empirical evaluation. If a data consumer successfully calculates the local error mean by acquiring the corresponding original values of a masked set, then it is possible to estimate the original sensor values of other masked sets as well, by subtracting the calculated mean. This challenge is addressed by using privacy settings with high noise variance. Still, high variance does not guarantee that the masking process is not irreversible. If noise varies between a small finite number of real values, then the data consumer can also estimate the original value of the data by subtracting the variance. To overcome this challenge, privacy settings that produce noise with high entropy, therefore randomness, are chosen. Consequently, a lower value for the coefficient of local error mean is chosen as α 1 = 0.2, while entropy and standard deviation of the local error share a higher coefficient value of α 2 = α 3 = 0.4.
Assigning values to the utility coefficients de-pends highly on the preferences of the data consumer. In the case of sum, the global error mean should be near 0, unless the data consumer estimates the mean and then subtracts it from the aggregation result. For this paper the main concern is to keep a global error mean near zero, to avoid the aforementioned correction process. Standard deviation and entropy are assigned with equal weight. Therefore, a very high coefficient of γ 1 = 0.6 for the global error mean is chosen, whereas the coefficients of γ 2 = γ 3 = 0.2 for global error, standard deviation and entropy are chosen. To avoid evaluating mechanisms with high utility dispersion and low utility mode values, a hard constraint is applied and only mechanisms that generate mean µ( ) < 0.1 and standard deviation values σ( ) < 0.1 are evaluated. The normalizing factors of Relations (15) and (13) are chosen after the application of this constraint.
A sensitivity analysis of the parameters for each masking mechanism is performed to evaluate the effect of different parameter values on the privacy and utility output of each masking mechanism. In the laplace masking mechanism, increasing the scale parameter b of the distribution, also increases the total noise added to the dataset. In the sine mechanism, increasing the number and values of the coefficients, also increases the total generated noise. In Figure 3 , a comparison of privacy and utility is shown between the two types of mechanisms. The values of utility and privacy are generated as shown in Section 6.3. The total noise is generated by measuring the noise level of each privacy setting on a sample of 100,000 sensor values 10 . The graph is smoothed by applying a moving average, to make the comparison clearer. For the same amount of generated noise, the laplace privacy settings achieve higher privacy, often more than 1% over the sine polyonym privacy settings. The sine polyonym privacy settings achieve higher utility around 1% over the laplace privacy settings. Therefore the results illustrated in Figure 2 are reflected in the privacy and utility values generated from the above parametrization. Moreover, the trade-off between privacy and utility is observable, as privacy increases with the decrease of utility and vice versa for both mechanisms. optimal privacy settings based on the parameters of the sine polyonym denoting the coefficient value for each factor of the polyonym or the scale value for a laplace mechanism. In case of the sine polyonym, the first number from right is mapped to the first factor (ξ = 1) and so on. 
Homogeneous system evaluation
All the generated privacy settings are evaluated via the framework proposed in Section 4. Then, the proposed framework filters five privacy settings for five privacy bins of size 0.2. The constraint value for evaluating privacy settings is chosen empirically to be half of the bin size ω = 0.1, to ensure low privacy dispersion, based on Relation (17) . The resulting privacy settings are summarized in Table  1 . The last two columns of the table, illustrate the median privacy and utility values for each masking mechanism. The first column shows the id of each setting, which is used as reference in Figures 4 & 5 . Figure 4a shows the generated privacy-utility values for all the privacy settings tested. Each color is mapped to the masking mechanism that is used to produce this setting. The line denotes the median value of utility at the given privacy value. The non-median privacy-utility values occur in the semitransparent area. Upper and lower edges of the area denote the minimum and maximum utility value for the corresponding privacy value. Lower utility values for a given privacy point are generated from applications of the privacy setting on small subsets of the ECBT datasets, where |N | ≤ 1000. The number of sensor values decreases with the number of users. Consequently, the number of noise values decreases as well. Therefore, the noise cancellation is also reduced, as mentioned in Section 2.1.1. Hence, subsets with a lower number of sensor values produce lower utility values. The trade-off between privacy and utility is quantified, since the median curve and the edges of the surrounding area indicate a decreasing tendency with the increase of privacy. In Figure 4b , the area of privacy-utility values of 5 privacy settings produced by the optimization process is shown in Section 5.2. Furthermore the "no masking" privacy setting is also considered, where users choose to use no privacy setting and send the values unmasked.
As it is shown, the privacy values of each privacy setting are within a range of lower than 0.2 privacy. The dispersion of utility increases for privacy settings that achieve higher privacy. The importance of offering more rewards for the usage of higher utility mechanisms is validated, since high dispersion of utility is restrictive for accurate sum calculations by the data consumers. Figures 4c and 4d illustrate the privacy-utility trajectories for more than 1,000 users. It is evident that a data consumer can also increase utility and reduce its dispersion by attracting more users. Higher rewards in general, can also attract more users, so the utility dispersion is expected to decrease even more.
Heterogeneous system evaluation
In an heterogeneous system, the framework performance is evaluated under the use of different privacy settings from each user. The difference of privacy and utility between homogeneous and heterogeneous systems is quantified. This quantification is done by performing an exhaustive simulation. The simulation combines the ECBT dataset and the six privacy settings in Table 1 . Every user of the ECBT dataset is assigned a privacy setting from Table 1 . The percentage of users that are assigned each privacy setting is parametrized. A histogram with six bins is created. Each bin corresponds to the ID of a specific privacy setting from Table 1 . The percentage assigned to a bin denotes the percentage of users using the respective privacy setting at a time. To generate several possible scenarios for different distributions of user choices, the histogram is parametrized via a parameter sweep of all possible percentage values for each setting, with a step of 12.5%. This process produces over 1000 possible histograms. In figures 5a -5d the heatmaps show the median and the interquantile range (IQR) 11 of privacy and utility for all the histograms that the privacy setting has a higher percentage of users compared to the others. Such a setting is referred to as dominant setting. This sorting of settings is done to examine the privacy-utility changes while users move from a higher to the next lower utility setting. The top row of the heatmap shows the homogeneous scenario case, where 100% of the users chose only one setting. The analysis of the heatmap in Figure 5a shows an increase in privacy when the majority of users choose the more privacy-preserving settings of the homogeneous scenario. This effect is observed for any percentage of users for a dominant setting. A decrease in utility median is confirmed in 5c, when the majority of users shifts from less private to more private settings. The trade-off between privacy and utility is preserved in the heterogeneous scenario, regardless of the percentage of users that choose the dominant setting. Privacy values disperse more in heterogeneous systems, according to Figure 5b , as the percentage assigned to the dominant setting drops. The dispersion of privacy can reach up to 0.16, which is still lower than the bin range. In terms of utility, the dispersion is much lower on average. There is a dispersion of around 0.1 for high utility mechanisms when they are dominant with 87.5% of users. A possible explanation for this is the reduction of noise cancellation of high privacy settings, due to the low percentage of users choosing them. Concluding, changing from a homogeneous system to a heterogeneous system preserves the trade-off between privacy and utility in the median values. Furthermore, the change to a heterogeneous system increases the dispersion of privacyutility values for all the mechanisms, so the data consumer should expect the aggregates to be less accurate. Still, utility remains over 0.76 even if the IQR is subtracted from the median, indicating that the aggregate is still approximated even in the heterogeneous case. This validates empirically Theorem 1. In both cases it is efficient for the data consumer to shift user privacy choices to high utility mechanisms by offering them higher rewards. The randomness of the generated noise in an heterogeneous system, does not create disruptive variance or high global errors in terms of utility. Individual privacy is still preserved for all users and their privacy settings. The individual privacy value does not change between heterogeneous and homogeneous systems, since the privacy-setting choice of one user does not affect the added noise to the sensor values of the other ones.
Conclusion and Future Work
An optimization framework for the selection of privacy settings is introduced in this paper. The framework computes privacy settings that maximize utility for different values of privacy. This framework can be utilized in privacy-preserving systems that calculate aggregation functions over privatized sensor data. The data producers of such Figure 5 : The heatmaps in Figures 5a-5d show the privacy and utility median and IQR values, for various distributions of privacy setting choices among the users.
system can self-determine the privacy setting of their choice, since it is guaranteed that it produces the desired privacy with very low deviation. For the data consumer of the system, it is guaranteed that if the data producers are incentivized to use low-privacy settings and high utility settings, the approximated aggregate is highly accurate. Analytical as well as empirical evaluation using over 20, 000 privacy settings and real-world data from a Smart Grid pilot project confirm the viability of participatory data sharing under informational selfdetermination.
For future work, the proposed framework can be improved by incorporating a machine learning process that computes personalized recommendations of privacy settings to each data producer, by identifying the prior distribution of the sensor data and also the preferences of the data producer. Further empirical evaluations of framework can be performed by implementing other aggregation functions and using different datasets.
