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Spirals and helices are common motifs of long-range order in magnetic solids, and they may
also be organized into more complex emergent structures such as magnetic skyrmions and vortices.
A new type of spiral state, the spiral spin-liquid, in which spins fluctuate collectively as spirals,
has recently been predicted to exist. Here, using neutron scattering techniques, we experimentally
prove the existence of a spiral spin-liquid in MnSc2S4 by directly observing the ‘spiral surface’ –
a continuous surface of spiral propagation vectors in reciprocal space. We elucidate the multi-step
ordering behavior of the spiral spin-liquid, and discover a vortex-like triple-q phase on application
of a magnetic field. Our results prove the effectiveness of the J1–J2 Hamiltonian on the diamond
lattice as a model for the spiral spin-liquid state in MnSc2S4, and also demonstrate a new way to
realize a magnetic vortex lattice.
Magnetic frustration, where magnetic moments (spins)
are coupled through competing interactions that cannot
be simultaneously satisfied1, usually leads to highly co-
operative spin fluctuations2,3 and unconventional long-
range magnetic order4,5. An archetypal ordering in the
presence of frustration is the spin spiral. Competing in-
teractions and spiral orders give rise to many phenom-
ena in magnetism, including the multitudinous magnetic
phases of rare earth metals6, domains with multifer-
roic properties7,8, and topologically non-trivial structures
such as the emergent skyrmion lattice9,10.
Recently, a new spiral state – a spiral spin-liquid in
which the ground states are a massively degenerate set
of coplanar spin spirals – was predicted to exist in the
J1–J2 model on the diamond lattice (see Fig. 1a)
11–13.
Although the diamond lattice is bipartite, and there-
fore unfrustrated at the near-neighbour (J1) level, the
second-neighbour coupling (J2) can generate strong com-
petition. For classical spins, mean-field calculations show
that when |J2/J1| > 0.125 the spiral spin-liquid appears,
and that it is signified by an unusual continuous surface
of propagation vectors q in reciprocal space (see Fig. 1b
for the spiral surface of |J2/J1| = 0.85). At finite tem-
perature, thermal fluctuations might select some specific
q-vectors on the spiral surface11, resulting in an order-
by-disorder transition14,15.
Until now, several series of A-site spinels, in which
the magnetic A ions form a diamond lattice, have
been investigated, including: the cobaltates Co3O4 and
CoRh2O4
16; the aluminates MAl2O4 with M = Fe, Co,
Mn17–20; and the scandium thiospinels MSc2S4 with M
= Fe, Mn21. For the spinels with Fe2+ at the A-site,
the eg orbital angular momentum of Fe
2+ is active, mak-
ing the pure spin J1–J2 model inadequate
22. Among the
other compounds, CoAl2O4 and MnSc2S4 manifest the
strongest frustration. For CoAl2O4, the ratio of |J2/J1|
has been identified as 0.10919, which is near, but still
lower than, the 0.125 threshold for the spiral spin-liquid
state. Many experimental studies of MnSc2S4
21,23–27
suggest its relevance to the spiral spin-liquid, but the
spiral surface has not been observed.
In this article, we present the results of extensive exper-
imental studies of high-quality single crystals of MnSc2S4
by neutron scattering. Our diffuse scattering data un-
covers the spiral surface, providing direct evidence for
the proposed spiral spin-liquid state. The spiral spin-
liquid enters a helical long-range ordered state through
a multi-step ordering process, which we suggest is due
to dipolar and third-neighbour (J3) perturbations, which
we quantify. Finally, by applying a magnetic field, an
emergent triple-q phase is discovered. The q combina-
tion rule of this field-induced phase is similar to that
observed in the skyrmion lattice9,10, which suggests A-
site spinels are new candidate systems to realize vortex
lattice states28–31.
Neutron diffuse scattering measures the reciprocal
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2FIG. 1. Spiral spin-liquid. (a) Diamond lattice of Mn2+ ions in MnSc2S4, (110) planes are shaded blue. (b) Spiral surface
(gray) predicted by mean-field theory for the J1-J2 model with the ratio |J2/J1| = 0.85. The red ring emphasizes a cut within
the (HK0) plane (blue). (c). Diffuse scattering intensities in the (HK0) plane measured at 2.9 K. The white square outlines the
area shown in panel e. (d) Monte Carlo simulations for spin correlations in the (HK0) plane using the J1-J2 model with the
ratio |J2/J1| = 0.85 and T/|J1| = 0.55. (e) Diffuse scattering intensities around (110) (contour outlined in panel c) measured
at 1.9 K, showing the coexistence of Bragg peaks and the diffuse signal. The dashed arc describes the path for the 1D cut
presented in panel f, where the polar angle θ is used as the x axis. (f) Comparision of the 1D cut at T = 2.9, 1.9, and 1.5 K,
showing the diffuse signal extends down to the base temperature of 1.5 K. The horizontal dashed line indicates the background
level averaged from 1D cuts with varying radius.
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FIG. 2. Multi-step ordering towards the helical ground
state. (a-c) Neutron diffraction data along the [11¯0] direc-
tion for the (0.75 0.75 0) reflection measured at 1.44, 1.60,
and 1.68 K during cooling. HL, IC, and CL represent the he-
lical, incommensurate, and sinusoidally-modulated collinear
phases, respectively. (d) Temperature dependence of the SNP
element Pyy measured with the (HHL) plane horizontal. Or-
ange, green, and blue points correspond to T = 1.44, 1.60,
and 1.68 K, respectively.
space distribution of the quasi-static spin correlations
and provides direct information on the ground state de-
generacy in frustrated systems32,33. Fig. 1c presents
our diffuse scattering results for the (HK0) plane of
MnSc2S4, measured at 2.9 K. Strong intensities are ob-
served near the Brillouin zone boundaries, forming a
squared-ring pattern. This pattern, with its large span
and non-ellipsoidal form in reciprocal space, is very dif-
ferent from those observed in less-frustrated systems such
as CoAl2O4
19,20, where intensities center closely around
magnetic Bragg points that characterize incipient order.
According to mean-field calculations11, a larger ratio of
|J2/J1| causes increased frustration and is accompanied
by the expansion of the spiral surface in reciprocal space,
expanding the ring in the (HK0) plane towards the Bril-
louin zone boundary. Thus the observed squared-ring
feature affirms that MnSc2S4 is strongly frustrated.
Monte Carlo simulations of the J1–J2 model on a 10×
10 × 10 superlattice can be directly compared with the
experiment. The simulated neutron scattering pattern
for the ratio |J2/J1| = 0.85 and T/|J1| = 0.55 is shown in
Fig. 1d. In Ref.11 this ratio of |J2/J1| was shown to be a
highly frustrated case of the Hamiltonian, with the spiral
spin-liquid as its ground state. Thus the experimentally
observed diffuse scattering directly proves the existence
of the spiral surface and the spiral spin-liquid state in
MnSc2S4.
Previous studies revealed a transition into a commen-
surate long-range ordered state with q = (0.75 0.75 0)
at T ∼ 2.3 K21,23. Fig. 1e shows the data at 1.9 K for
the region around (–1 1 0). Two strong magnetic Bragg
peaks have appeared at (–0.75 0.75 0) and (–1.25 1.25
0), but a trace of the spiral surface is still discernible
3FIG. 3. Spin structures and their magnetic field response. (a) The helical structure (top) and the sinusoidally-modulated
collinear structure (bottom) refined from 1.38 and 1.70 K datasets with Rf2 = 0.14 and 0.17, respectively. Blue shaded planes
are perpendicular to the propagation vector (e.g., (110) planes for q = (0.75 0.75 0), which are also shown in the crystal
structure of Fig. 1a); over these planes the ordered moments have the same size and orientation. For the helical structure, the
moment is refined to be 5.27(23) µB . For the collinear structure, the moment is sinusoidally modulated from 0 to 4.77(20) µB .
(b-e) Intensity distribution for the 12 arms of the 〈0.75 0.75 0〉 star under magnetic field. They are extracted from refinements
of neutron diffraction datasets. Orange spheres indicate arms with nearly equal intensites; grey spheres indicate arms with
zero intensities; and blue arrows indicate the field directions. Panel b shows the distribution in the collinear phase measured
at T = 1.80 K under a [001] magnetic field of 3.5 T. Panel c shows the expected distribution in the helical phase under a [001]
magnetic field, and the disappearance of the arms in the (001) plane are confirmed experimentally for H below ∼ 3 T. Panel
d shows the distribution in the triple-q phase measured at T = 1.30 K under a 3.5 T magnetic field along [001]. Panel e shows
the distribution in the triple-q phase measured at T = 1.60 K under a 3.5 T magnetic field along [111].
below the long-range ordering transition. 1D cuts along
the arc of the spiral surface at different temperatures are
compared in Fig. 1f, revealing the coexistence of long-
range and short-range correlations down to 1.5 K (the
base temperature of the diffuse scattering experiment).
Such a coexistence signals the presence of strong fluctu-
ations in the ordered phase and calls for a detailed study
of the ordering behavior in MnSc2S4.
Using single crystal neutron diffraction, which is a
direct probe of the long-range ordered state, we inves-
tigated the ordering to lower temperatures. Fig. 2a-
c present scans along the [11¯0] direction for the (0.75
0.75 0) peak at T = 1.68, 1.60, 1.44 K. In the region
1.64 > T > 1.46 K, an incommensurate (IC) phase with
the propagation vector q′ = (0.75 ± 0.02 0.75 ∓ 0.02 0)
was discovered, suggesting that the ordering of the spiral
spin-liquid involves a multi-step process.
This multi-step character is also evident in our spher-
ical neutron polarimetry SNP experiments34. Fig. 2d
plots the temperature dependence of the Pyy polariza-
tion element of the (0.75 0.75 0) peak, which describes
the difference of the magnetic structure factors M along
yˆ/zˆ directions (xˆ along [1¯1¯0], yˆ along [001], and zˆ along
[1¯10] for (HHL) plane horizontal): Pyy = (MyM
∗
y −
MzM
∗
z )/(MyM
∗
y + MzM
∗
z ). The evolution of Pyy from
−0.8 to −0.1 with decreasing T unambiguously reveals
that the two commensurate phases for T > 1.64 K and
T < 1.46 K possess different magnetic structures, even
though their q vectors are exactly the same.
To determine the magnetic structures, complete sets
of magnetic Bragg peak intensities were collected by
neutron diffraction at T = 1.38 and 1.70 K and com-
pared with theoretical models. The previously proposed
cycloidal structure23 failed to fit either dataset. In-
stead, at 1.38 K a helical structure (Fig. 3a, top), and
at 1.70 K a sinusoidally-modulated collinear structure
(Fig. 3a, bottom) were found to successfully reproduce
the datasets. The transition from the collinear structure
to the helical structure occurs through the incommensu-
rate phase, whose narrow temperature window is consis-
tent with the continuous growth of the SNP Pyy element
for 1.64 > T > 1.46 K.
According to previous theoretical studies11,12, the in-
clusion of an antiferromagnetic J3 perturbation in the
J1–J2 model selects the q position for the spiral but
leaves the spiral plane undetermined; whether the ground
state is cycloidal or helical depends on further anisotropic
perturbations. Here, the observed helical structure pro-
vides strong evidence for the effect of dipolar interactions,
which have been shown to favor the helical structure over
the cycloidal one12. Previous calculations reveal that a
value of J3 ∼ −0.04 K brings q to (0.75 0.75 0)11,12, and
the dipolar interaction is ∼ 0.026 K for nearest neigh-
bours. However, our mean-field calculations reveal that
long-range order at q = (0.75 0.75 0) occurs even in the
case where J3 equals zero and only the dipolar pertur-
bation exists. Dipolar interactions might also contribute
to the appearance of the collinear phase. By decompos-
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FIG. 4. Phase diagram of MnSc2S4 under a magnetic
field along the [001] direction. (a) Field dependence
of the intensity of the (0.75 0.75 0) reflection measured at
T = 0.1 K. Up-pointing empty (down-pointing filled) trian-
gles belong to the measurements with increasing (decreasing)
field. (b) Temperature dependence of the neutron diffrac-
tion intensity of the (0.75 0.75 0) reflection measured under
different magnetic fields. (c) Phase diagram from neutron
diffraction experiments. Up-pointing (left-pointing) triangles
mark the transition positions extracted from the measure-
ments with increasing field (decreasing temperature). HL, CL
and IC represent the helical, sinusoidally-modulated collinear,
and incommensurate phases, respectively. The IC phase dis-
appears under field cooling.
ing the q = (0.75 0.75 0) helicoid into two sinusoidally-
modulated collinear structures with spins along the [11¯0]
and [001] directions, we find that the dipolar interactions
favor the [11¯0] one by an energy difference of 0.003 K per
spin. This in-plane anisotropy stabilizes the helicoid in-
plane component and helps the development of the ob-
served collinear phase8,35. We note that all these pertur-
bations are small compared to J1 and J2, such that the
spiral spin-liquid we observed appear to be quite ideal, as
evidenced by the close agreement between J1–J2 theory
and experiment in Fig. 1c,d.
The established collinear and helical phases are both
single-q structures, meaning that the 12 arms of the
〈0.75 0.75 0〉 star form independent magnetic domains.
Fig. 3b,c summarize the response of all the 12 arms for
the collinear and helical phases when we applied a mag-
netic field along the [001] direction. As is discussed in
the supplementary information, the observed intensity
distributions are consistent with the anisotropic suscep-
tibility effect expected for magnetic domains and confirm
the single-q character of the collinear and helical phases.
However, after cooling from the collinear phase in a
field of 3.5 T, refinements of the neutron diffraction
datasets reveal that although the single-arm structure
stays the same, the previously suppressed arms reappear
with all the 12 arms having about the same intensities.
This intensity re-distribution, which is summarized in
Fig. 3d, is contradictory to the domain effect expected
for a single-q structure, and evidences the emergence of
a field-induced multi-q phase. By studying the H and
T dependence of the intensity of the (0.75 0.75 0) Bragg
peak (typical scans are shown in Fig. 4a,b), the extent of
this multi-q phase is mapped out in Fig. 4c.
We propose the field-induced phase to be a triple-q
state with:
M(r) =
3∑
j=1
(mje
i(qj ·r+φj) + c. c.), (1)
where the three coplanar qj satisfy
∑3
j=1 qj = 0 (e.g.,
q1 = (0.75 0.75 0), q2 = (0 0.75 0.75), and q3 = (0.75 0
0.75)), similar to that observed in the skyrmion lattice10;
mj is the real basis vector perpendicular to qj ; φj de-
scribes an additional phase factor; and c.c. is the complex
conjugate. Four triple-q domains formed in this way are
symmetrically equivalent under the [001] magnetic field,
which explains the equal intensity distribution shown in
Fig. 3d. In contrast, in Fig. 3e we plot the distribution
measured under a 3.5 T magnetic field along the [111] di-
rection. This [111] field breaks the symmetry and there-
fore only one triple-q domain with arms perpendicular to
H can be observed.
Neutron diffraction is not sensitive to the phase factor
φj . In the supplementary information, we present two
possible structures that preserve the C3 symmetry along
the [111] direction together with the expected structures
with a shorter q = (0.25 0.25 0) that might be realized in
less frustrated A-site spinels11. In these structures, spin
components in the (111) plane exhibit a winding behav-
ior around the C3 axis, resulting in a vortex state simi-
lar to that predicted in frustrated antiferromagnets28,29.
The relatively large wavevector/short pitch of the spi-
rals makes these structures much smaller than currently
known skyrmions9. Considering that the winding feature
persists regardless of the choice of φj , our experiments re-
veal the A-site spinels to be a new system to realize an
atomic-sized vortex lattice.
In theory, thermal fluctuations select an ordered state
with q ∼ (0 0 1) for the spiral spin-liquid by an order-
by-disorder mechanism11. The multi-step ordering pro-
cess and wavevector we have observed show clearly that
MnSc2S4 does not support an order-by-disorder transi-
tion. Our studies show that for the prospect of realizing
an order-by-disorder transition, it is crucial to identify
materials with reduced perturbations from the dipolar
and further-neighbour exchange interactions. However,
it is clear that fluctuations play an essential, but not un-
derstood, role in MnSc2S4. The collinear phase retains
considerable spin fluctuations, as manifested in the am-
5plitude modulation of its ordered moments. We speculate
that the progressive suppression of these fluctuations on
cooling could set up a temperature dependent dipolar in-
teraction whose changing competition with the exchange
interactions could be at the origin of the incommensu-
rate phase. On the other hand, the search for spiral
spin-liquids and order-by-disorder transition should not
be restricted to the A-site spinels or even to the dia-
mond lattice. The primary constituent to realize spiral
spin-liquids is the frustrated J1–J2 model, which can be
constructed for most bipartite lattices. One recent ex-
ample is the honeycomb lattice, where a two-dimensional
analogue of the spiral spin-liquid state and a subsequent
order-by-disorder transition have been predicted36.
In summary, by neutron diffraction and diffuse scat-
tering, we confirm the existence of a spiral spin-liquid
in MnSc2S4, which exhibits the most frustrated ratio of
|J2/J1| = 0.85 in the known A-site spinels. At lower
temperature, a multi-step ordering process of the spiral
spin-liquid is observed, reflecting the significance of dipo-
lar interactions in MnSc2S4. Under magnetic field, an
emergent vortex-like triple-q phase is discovered, which
establishes the A-site spinel as a promising system to re-
alize vortex lattice states.
METHODS
Crystal growth and synchrotron X-ray exper-
iments. MnSc2S4 single crystals were grown with the
chemical transport technique. Single crystal synchrotron
X-ray diffraction experiment were performed on the
Swiss-Norwegian Beamline SNBL BM01 at the European
Synchrotron Radiation Facility (Grenoble, France). De-
tails for the refinements are presented in the supplements.
Neutron diffuse scattering experiments. Neu-
tron diffuse scattering experiments were performed on
the high-flux time-of-flight spectrometer DNS at MLZ
(Garching, Germany) with a coaligned sample of ≈ 30
mg. The pyrolytic graphite PG(002) monochromator to-
gether with Be-filter were used to select the incoming
neutron wavelength of 4.5 A˚. To obtain the magnetic dif-
fuse scattering signal, the intensities in the X spin-flip
(SF) channel were measured, where the X direction is in
the horizontal plane. The X-SF measurements at 50 K
were subtracted as the background.
Spherical neutron polarimetry experiments.
The polarized neutron diffraction experiments were per-
formed on the cold neutron triple-axis spectrometer
TASP with MuPAD at the spallation neutron source
SINQ of Paul Scherrer Institut (Villigen, Switzerland)
and the thermal neutron triple-axis spectrometer IN22
with CRYOPAD at the Institut Laue-Langevin (Greno-
ble, France). For the TASP measurements, PG(002)
monochromator and PG(002) analyzer selected the neu-
tron wavelength of 3.19 A˚. The obtained matrices are pre-
sented in the supplementary information. For the IN22
measurements, the standard Heusler-Heusler configura-
tion with a fixed neutron wavelength of 2.36 A˚ was used.
A PG-filter was inserted before the sample.
Single crystal neutron diffraction experiments.
Neutron diffraction datasets were collected on the
thermal-neutron diffractometer TriCS at SINQ of Paul
Scherrer Insitut (Villigen, Switzerland). Incoming neu-
tron wavelengths of 1.18 A˚ (Ge(311) monochromator)
and 2.32 A˚ (PG monochromator) were used for the mea-
surements. Under zero field, 135 and 62 reflections were
collected at T = 1.70 and 1.35 K, respectively. 131,
50, and 56 reflections were collected at H001 = 3.5 T,
T = 1.38, 1.62, and 1.85 K, respectively. Finally, 67 re-
flections were collected at H111 = 3.5 T, T = 1.60 K.
Refinements were carried out using FULLPROF37.
Mapping of the H -T phase diagram. The map-
ping of the H -T phase diagram was performed on TASP.
A cryomagnet together with a dilution refrigerator was
used. PG(002) monochromator and PG(002) analyzer se-
lected the neutron wavelength of 4.22 A˚. A PG-filter was
installed in between the sample and the analyzer. The
crystal was mounted with the (HK0) plane horizontal.
The intensity of the (0.75 0.75 0) reflection was care-
fully studied in cooling/warming processes under con-
stant field and also in field-sweeping processes at constant
temperatures. Reversibility across the phase boundary
was used to separate the intrinsic phase transitions from
domain effects.
Monte Carlo simulations. Monte Carlo simulations
were performed using the ALPS package38. For the com-
parison with the DNS results, a 10× 10× 10 superlattice
was used. Calculations for the magnetic structure factor
were averaged over 25000 sweeps after 10000 sweeps of
thermalizations.
Mean-field calculations. Interaction matrices were
Fourier transformed to the reciprocal space and then di-
agonalized. Positions with the maximal eigenvalue pro-
duce the long-range-order q vectors at the mean-field
approximation level. The dipolar interaction, when in-
cluded, was cut beyond the distance of 5 unit cells.
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Supplementary Information
Synchrotron X-ray diffraction results
At room temperature, altogether 2738 Bragg reflec-
tions were collected on the Swiss-Norwegian Beamline at
ESRF with the wavelength λ = 0.6199 A˚. By averaging
over the symmetric equivalent reflections, 131 reflections
are obtained for the refinement with FULLPROFS1. Fig.
S1 presents the comparison between the observed and cal-
culated intensities for the MnSc2S4 structure with Fd3¯m
space group. The refined x position for the S site is
0.2574(1) and the agreement factors are Rf = 1.92 and
Rf2 = 3.16. No Mn-Sc anti-site disorder is detectable,
confirming the good quality of our single crystals.
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FIG. S1. Refinement of the synchrotron X-ray diffrac-
tion data. Comparison between the observed and calculated
intensities.
Spherical neutron polarimetry matrices
Spherical neutron polarimetry (SNP) matrices were
measured with two configurations: one with the (HK0)
plane as the horizontal scattering plane; another with
the (HHL) plane as the horizontal scattering plane. SNP
allows access to the complete nine elements of the polar-
ization matrix Pij (i, j = x, y, z), where xˆ is opposite
to the momentum transfer direction, zˆ perpendicular to
the horizontal scattering plane, and yˆ forms a right-hand
coordinate system. Tab. S1 lists SNP matrices measured
with MuPAD on TASP at T = 1.36 and 1.83 K for the
two commensurate phases. The intensity of the [0.75 3.25
0] reflection at 1.83 K is too weak for SNP measurements.
Tab. S2 lists SNP matrices calculated for the heli-
cal, cycloidal, and sinusoidally modulated collinear struc-
tures. The neutron polarization ratio of 96% for benders
before and after the sample is included in the calcula-
tion. A half-half ratio is assumed for the two helical
(cycloidal) domains with opposite chiralities. The helical
and collinear structures reproduce the 1.36 and 1.83 K
data, respectively, while the cycloidal structure fits nei-
ther of them.
Magnetization and susceptibility data
The magnetization data were measured using a com-
mercial superconducting quantum interference device
(SQUID) magnetometer (Quantum Design MPMS-XL)
equipped with a 3He cryostat in the Laboratory for Sci-
entific Developments and Novel Materials, Paul Scherrer
Institut, Villigen, Switzerland. The magnetic field was
applied along the [001] direction.
Fig. S2a presents the temperature dependence of the
susceptibility χ measured under different magnetic fields.
With a small field of 0.1 T, χ shows a sudden drop at
T ∼ 1.7 K, which overlaps with the incommensurate
transition region revealed by the neutron diffraction ex-
periments presented in the main text. This magnetiza-
tion drop moves to lower T with increasing field, suggest-
ing a finite boundary for the helical phase.
In our magnetization measurements, a small jump is
observed with increasing magnetic field. Fig. S2b shows
the subtracted magnetization data Mdiff = Mmeas −
Mfit, where Mfit is obtained from a linear fit for the
region H = 4 ∼ 6 T. The position of the magnetization
jump decreases with increasing T , which is compatible
with the downwards shift observed in the χ(T ) measure-
ments.
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FIG. S2. Magnetization and susceptibility data with
field along the [001] direction. (a) Temperature depen-
dence of the magnetic susceptibility χ measured during warm-
ing. (b) Field dependence of the subtracted magnetization
Mdiff (see text).
Origin of the incommensurate phase
Alternative explanations for the incommensurability
observed in the transition region of 1.46 K < T < 1.64
K may exist. One possibility might be that due to the
competition of the exchange and increasing dipolar in-
teractions, domains with collinear and helical structures
coexist and alternate. Their adjustment might results in
stripes with long incommensurate periodicityS2,3.
The existence of further-neighbour couplings might
also play a role. Using mean-field calculations, we find
that the addition of a relatively weak anti-ferromagnetic
J4 with |J4/J3| ∼ 1 is able to reproduce the in-
commensurability observed along the [11¯0] direction.
This incommensurate propagation vector might be
8TABLE S1. SNP matrices measured with MuPAD on TASP.
Reflections T = 1.36 K T = 1.83 K
(HK0) as the horizontal scattering plane
(0.75 0.75 0)
(
−0.85(3) −0.08(4) 0.01(4)
−0.07(4) 0.12(4) −0.01(4)
0.07(4) 0.03(4) −0.04(4)
) (
−0.90(3) −0.04(4) −0.19(4)
−0.01(4) 0.92(3) 0.04(4)
0.02(4) 0.02(4) −0.86(3)
)
(0.75 3.25 0)
(
−0.86(5) −0.13(4) 0.21(5)
0.12(4) −0.38(4) −0.02(4)
0.22(4) −0.03(4) 0.33(3)
)
Intensity is too weak for SNP measurements
(HHL) as the horizontal scattering plane
(0.75 0.75 0)
(
−0.90(2) −0.05(3) 0.13(3)
0.13(2) −0.04(2) 0.01(2)
0.22(2) 0.01(2) 0.09(2)
) (
−1.00(5) −0.09(6) 0.16(5)
0.12(6) −0.89(5) 0.01(5)
0.09(5) 0.05(5) 0.89(4)
)
(0.25 0.25 1)
(
−0.98(7) −0.01(7) 0.11(7)
−0.01(7) −0.70(8) −0.09(7)
−0.02(6) −0.02(7) 0.54(8)
) (
−0.93(6) 0.06(6) 0.22(6)
0.09(6) −0.95(6) 0.10(6)
0.18(5) 0.19(6) 0.85(6)
)
TABLE S2. SNP matrices calculated for the helical, cycloidal, and the collinear structures.
Reflections Helical Cycloidal Collinear
(HK0) as the horizontal scattering plane
(0.75 0.75 0)
(
−0.884 0 0
0 0.000 0
0 0 0.000
) (
−0.884 0 0
0 0.884 0
0 0 −0.884
) (
−0.884 0 0
0 0.884 0
0 0 −0.884
)
(0.75 3.25 0)
(
−0.884 0 0
0 −0.496 0
0 0 0.496
) (
−0.884 0 0
0 0.884 0
0 0 −0.884
) (
−0.884 0 0
0 0.884 0
0 0 −0.884
)
(HHL) as the horizontal scattering plane
(0.75 0.75 0)
(
−0.884 0 0
0 0.000 0
0 0 0.000
) (
−0.884 0 0
0 0.884 0
0 0 −0.884
) (
−0.884 0 0
0 −0.884 0
0 0 0.884
)
(0.25 0.25 1)
(
−0.884 0 0
0 −0.707 0
0 0 0.707
) (
−0.884 0 0
0 −0.052 0
0 0 0.052
) (
−0.884 0 0
0 −0.884 0
0 0 0.884
)
a b
[110]
[110]
FIG. S3. Comparison of the domain effects of the
triple-q and collinear structures under a [111] mag-
netic field. (a) Intensity distribution observed in the triple-
q phase, which is a replica of Fig. 3e of the main text. (b) In-
tensity distribution expected for single-q collinear structures.
locked to a nearby commensurate q position at lower
temperatureS4, giving rise to the re-entrance transition
into the commenusrate helical phase observed at 1.46 K.
Detailed analysis of domain effects
Collinear phase. Collinear structures have the high-
est magnetic susceptibility χ⊥ along the direction per-
pendicular to the spins. Therefore, a magnetic field will
favor domains with spins perpendicular to the field direc-
tion. Under a magnetic field along the [001] direction, the
favored domains in the MnSc2S4 collinear phase are those
with q arms in the (HK0) plane. Our neutron diffrac-
tion measurement, which is summarized in Fig. 3b of
the main text, confirms this domain re-distribution. The
field-induced increase of the (0.75 0.75 0) intensity in the
collinear phase shown in Fig. 4b of the main text can
also be explained by this domain effect.
Helical phase. Similar to collinear structures, helical
structures also possess the highest magnetic susceptibil-
ity χ⊥ in the direction perpendicular to the helical plane.
As a result, domains with the helical plane parallel with
the magnetic field have a lower susceptibility χ‖ and are
disfavored by the magnetic field. For the helical phase
of MnSc2S4, these are domains with q arm inside of the
(HK0) domain if the magnetic field is applied along the
[001] direction. As is summarized in Fig. 3c of the main
text, such a domain redistribution is confirmed experi-
9a
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φ = 0
FIG. S4. Triple-q structures preserving the C3 symme-
try viewed along the [111] direction. (a) The triple-q
structure for q = (0.75 0.75 0) with φ1 = φ2 = φ3 = pi/2. (b)
The triple-q structure for q = (0.75 0.75 0) with φ1 = φ2 =
φ3 = 0.
mentally. The vanishing of the (0.75 0.75 0) intensity
shown in Fig. 4a of the main text further corroborates
this domain effect.
Triple-q phase. Domain effects for the triple-q
phase under both [001] and [111] magnetic fields have
been illustrated in the main text. Here we provide
further support for the triple-q structure by comparing
its domain effect under a [111] field (shown in Fig. 3e
of the main text and reproduced here as Fig. S3a)
with that of the collinear structure. As in the case
of a [001] field, if arms of the 〈0.75 0.75 0〉 star are
treated independently, datasets collected under a [111]
field (T = 1.60 K and H = 3.5 T, as that in Fig. 3e
of the main text) can be refined very well with the
a
b
q = (0.25 0.25 0)
φ = π / 2
q = (0.25 0.25 0)
φ = 0
FIG. S5. Triple-q structures expected for q = (0.25
0.25 0). (a) (a) Expected triple-q structure for q =
(0.25 0.25 0) with φ1 = φ2 = φ3 = pi/2. (b) Expected triple-q
structure for q = (0.25 0.25 0) with φ1 = φ2 = φ3 = 0.
sinusoidally modulated collinear structure. However, if
arms were truly independent, the domain distribution
expected for the collinear structure, which is shown in
Fig. S3b, will be completely opposite to our observations
shown in Fig. S3a. Thus the 12 arms of the 〈0.75 0.75
0〉 star are not independent, but couple together, con-
stituting a triple-q structure as detalied in the main text.
Vortex lattices of the triple-q phase
Fig. S4a,b present two possible triple-q structures that
preserve the C3 symmetry along the [111] direction. The
phase factors are φ1 = φ2 = φ3 = pi/2 in Fig. S4a and
φ1 = φ2 = φ3 = 0 in Fig. S4b. Sites along the [111]
direction possess the same moment size and direction.
A winding feature around the C3 axis is observed for
10
vortex lattice
q = (1/4 1/4 0)
0
S
-S
Skyrmion lattice
q = (1/4 1/4 0)
a
b
FIG. S6. Comparison between vortex and skyrmion
lattices for q = (0.25 0.25 0). (a) The vortex lattice
composed of one-dimensional basis vectors with φ1 = φ2 =
φ3 = pi/2, similar to that shown in Fig. 4c. (b) The skyrmion
lattice composed of two-dimensional basis vectors perpendic-
ular to the wave vector q. The colormap shows the size of the
spin component S‖ along the (111) direction.
the spin components perpendicular to the [111] direction.
Due to the long propagation vector q = (0.75 0.75 0)
in MnSc2S4, the periodicity in real space is very short,
leading to strong variance between neighbouring spins.
As a comparison, Fig. S5a,b show the corresponding
triple-q structures expected for a shorter propagation
vector q = (0.25 0.25 0), which might be realized in the
A-site spinels with a frustration ratio |J2/J1| ∼ 0.15.
The evolution between neighbouring spins is more
continuous. In the case of φ1 = φ2 = φ3 = pi/2,
vortices have a uniform chirality. While in the case of
φ1 = φ2 = φ3 = 0, vortices with opposite chirality can
be observed.
Comparison with the skyrmion lattice
Fig. S6 presents a comparison between vortex
and skyrmion lattices expected for q = (0.25 0.25
0)S5. Although the spin components in the (111)
plane S‖ have the similar winding character in both
structures, the out-of-plane components S⊥ behave
quite differently. In the skyrmion lattice, the basis
vectors are two-dimensional, meaning that each arm
represents a helical component. This helicity causes
the S⊥ components to increase when approaching the
winding axisS5. In contrast, in the vortex lattice,
due to its one-dimensional basis vectors, S⊥ compo-
nents become zero when approaching the winding center.
Transition region between the collinear and
triple-q phases
The transition region between the collinear phase and
triple-q phases needs further investigation. As is shown
in Fig. 4c of the main text, this transition region exists
in the same temperature window as the incommensurate
phase observed under zero field, suggesting a possible
connection between them. Presently we find that the
T -dependence of the intensity ratio between the (0.75
0 0.75) and the (0.75 0.75 0) arms is non-monotonous,
which is summarized in Fig. S7. The neutron diffraction
datasets collected for both arms can be refined with the
same collinear structure, similar to the situation in the
triple-q phase.
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FIG. S7. Non-monotonous evolution from the collinear
phase to the triple-q phase. (a) Weight ratio be-
tween (0.75 0 0.75) and (0.75 0.75 0) arms: M101/M110
.
=√
I101/I110, where I is the observed integrated intensity and
M is the refined moment size. Measurements were performed
under a magnetic field of 3.5 T at T = 1.82, 1.65, and 1.38
K. Dashed lines indicate the phase boundaries of the collinear
and triple-q phases.
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