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Causes of change in Northern Hemisphere winter
meridional winds and regional hydroclimate
Isla R. Simpson1*†, Richard Seager1, Mingfang Ting1 and Tiany A. Shaw1,2,3
A critical aspect of human-induced climate change is how it
will aect precipitation around the world. Broadly speaking,
warming increases atmospheric moisture holding capacity,
intensifies moisture transports and makes sub-tropical dry
regions drier and tropical andmid-to-high-latitudewet regions
wetter1,2. Extra-tropical precipitation patterns vary strongly
with longitude, however, owing to the control exerted by
the storm tracks and quasi-stationary highs and lows or
stationarywaves.Regional precipitation changewill, therefore,
also depend on how these aspects of the circulation respond.
Current climate models robustly predict a change in the
Northern Hemisphere (NH) winter stationary wave field that
brings wetting southerlies to the west coast of North America,
and drying northerlies to interior southwest North America
and the eastern Mediterranean3–5. Here we show that this
change in the meridional wind field is caused by strengthened
zonal mean westerlies in the sub-tropical upper troposphere,
which alters the character of intermediate-scale stationary
waves. Thus, a robust and easily understood model response
to global warming is the prime cause of these regional
wind changes. However, the majority of models probably
overestimate the magnitude of this response because of
biases in their climatological representation of the relevant
waves, suggesting that winter season wetting of the North
American west coast will be notably less than projected by the
multi-model mean.
Stationary waves arise from longitudinal asymmetries in
topography, diabatic heating and transient eddy heat and vorticity
fluxes. The character of the forced waves depends not only on
these asymmetric forcings, but also on the zonal mean flow and
nonlinear wave–wave interaction, with the additional complication
that the asymmetric forcings and zonal mean flow are, in turn,
affected by the stationary waves6. In the NH winter, climate models
predict that stationary wave changes will form an important
component of mid-latitude circulation change7–9 and past studies
have variously attributed these changes to altered wave forcing from
the tropics8,10–12 or an altered zonal mean basic state in which the
stationary wave activity propagates7,13,14, with a decisive explanation
remaining elusive.
Here, we focus on the latest model projections of future
eddy meridional wind (v∗), given its importance for regional
hydroclimate5. Figure 1 presents an analysis of the Future–Past
difference simulated by 35CoupledModel Intercomparison Project,
phase 5 (CMIP5) models (see Methods). The 300 hPa response
(Fig. 1b) is dominated by an approximately zonal wavenumber 5
pattern, reminiscent of the circumglobal teleconnection pattern
prevalent in natural variability15. It is fairly barotropic (Fig. 1c)
and, over North America, the low-level west coast southerlies and
interior southwest northerlies contribute to wetting the US west
coast and drying the interior southwest5. Such a response has been
identified in a number of past studies8,11,12 and its structure is robust
across the models, but there is a wide spread in magnitude (Fig. 1d).
The implications of this spread for North American hydroclimate
are seen in Fig. 1e, where the models are divided based on the
strength of the 300 hPa interior southwest v∗ anomaly. The stronger
half exhibits more west coast wetting and southern drying, as would
be expected given themean flow contributions to this precipitation–
evaporation (P–E) change5. The relationship between v∗ and P–E
is presented in this format for use in the following analysis, but a
similar assessment through correlation between southwest v∗ and
P–E exhibits similar features, with a correlation with west coast
wetting of up to 0.77 and southwest drying of up to 0.56.
To understand the multi-model mean response—and conse-
quently the model spread—we turn to simulations with a stationary
wave model that simulates the response to given forcings in the
presence of a prescribed zonal mean basic state (see Methods). This
idealized modelling set-up has limitations but allows the response
to be decomposed to help identify causality6,10,13,14. When forced
by orography, heating and transient eddies, the main features of
the 300 hPa Past climatology are reproduced, albeit with some dis-
crepancies (compare Figs 2a and 1a). The mid-latitude Future–Past
difference is also well reproduced (Fig. 2b), including the southerly–
northerly–southerly pattern across the Americas (although shifted
slightly west) and the European/Asian anomalies. The main dis-
crepancies exist in the south Pacific and high latitudes—away from
our region of interest. Further experiments reveal that much of the
mid-latitude v∗ response can be reproduced by changing only the
basic state (Fig. 2c). A secondary contribution arises from the altered
diabatic heating, but is more appropriately considered a feedback
to the presence of the wave (Supplementary Fig. 2). Therefore, for
the mid-latitude v∗ features considered here, the altered zonal mean
basic state is the primary driver.
This anomalous basic state (Supplementary Fig. 1) consists of:
amplified Arctic warming and associated high-latitude easterlies;
polar lower stratospheric cooling, tropical upper tropospheric
warming and associated sub-tropical upper tropospheric westerlies;
and a poleward shift of the lower tropospheric westerlies. To
assess the relative importance of these components, we modify a
thermal wind balanced basic state, constructed from the zonalmean
temperature anomalies (see Methods), which behaves similarly
to the actual basic state change (compare Figs 3a and 2c). The
mid-latitude v∗ response is largely unaffected by the removal of
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Figure 1 | The DJF v∗ response to climate change. a,b, Multi-model mean 300 hPa v∗ for Past (a, contour= 2 m s−1) and Future–Past
(b, contour= 0.4 m s−1). c, As for b at 700 hPa. d, 300 hPa v∗ anomaly for each model in the seven boxed regions in b. These characterize the response
over: the North American west coast (WC), interior southwest (SW) and east coast (EC), the Western and Eastern Mediterranean (WM and EM), the
Persian Gulf (PG) and central Asia (AS). e, The P–E response for (top left) CMIP5 multi-model mean, (top right and bottom right) models in the weakest
and strongest halves of the v∗ distribution in the SW box, respectively, and (bottom left) the dierence between the strong and weak responses (grey not
statistically significant at the 95% level by a two-tailed t-test).
Arctic amplification, polar lower stratospheric cooling and lower
tropospheric anomalies (Fig. 3b). Themain features only require the
tropical upper tropospheric warming and associated sub-tropical
upper tropospheric westerly acceleration. This tropical temperature
response is produced primarily from moist adiabatic adjustment in
the tropics16, with further contributions from transient-eddy-driven
zonal mean circulation change17.
Further experiments (Supplementary Fig. 3) reveal that it is
the acceleration of the winds that is key to the v∗ response, not
the altered meridional structure. According to linear theory of
barotropic Rossby waves in a zonal flow18,19 (Methods), the zonal
mean wind governs the properties of the stationary waves, with the








where k= zonal wavenumber, l=meridional wavenumber, β = the
meridional gradient of the Coriolis parameter and [u]= zonal mean
zonal wind. In accordance with the climatological Ks (Fig. 4a),
a zonal wavenumber decomposition of the Past climatological
v∗ (Fig. 4c) indicates that only stationary waves with k less
than approximately 7 are prevalent. The dispersion of barotropic









with k being constant following a ray path, l adapting to the
background Ks and the ratio of meridional to zonal propagation
given by cy/cx = l/k (ref. 18). This implies that larger zonal scales
(small k) propagate more meridionally, whereas intermediate scales
propagate more zonally and can exist only where Ks is sufficiently
high. Accordingly, the highest v∗ amplitude lies between 25◦ N and
40◦ N for the intermediate scales but lies further north and south for
the larger scales, as they approach their turning latitude18 (Fig. 4c).
There is, therefore,motivation to distinguish between these different
scales: k≤3 (large-scale meridionally propagating modes) and k≥4
(intermediate-scale, meridionally trapped modes).
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Figure 2 | 300 hPa v∗ from stationary wave model simulations
(see Methods). a, Past climatology (contour= 2 m s−1). b, Future–Past
dierence (contour= 0.4 m s−1). c, Influence of the altered zonal mean
basic state (contour= 0.4 m s−1). See Supplementary Fig. 2 for the
remaining contributions.
Figure 4e,f,h shows the 300 hPa v∗ Past climatology, Future–Past
difference and observationally based reanalysis climatology20 for
k≥4. These scalesmake a small contribution to the Past climatology
(compare Figs 4e and 1a), but are primarily responsible for the
Future–Past difference of interest here. The wavenumber spectrum
difference (Fig. 4d) shows that, within the zonal wavenumber
range 4–6, between 30◦ and 50◦ N, there is a shift to longer zonal
scales (highlighted by the red ellipse). This is similarly produced
in the stationary wave model (Supplementary Fig. 4). Figure 4c–g
together indicates that a lengthening of these intermediate-scale
waves accounts for the v∗ anomalies, over North America in
particular, with additional effects downstream. This lengthening
is expected. As [u] accelerates, Ks reduces (equation (1), Fig. 4b)
and Fig. 4d indicates that the stationary wave field adapts to
this change through reducing k. Also, an accelerated zonal group
velocity of the supported waves in the presence of increased [u]
(equation (2)) results in wave activity travelling further east from
the source before being dissipated. Refraction may contribute to
some of the change in k= 4, as Fig. 4d demonstrates a southward
shift of the k=4 presence. But this is not well captured by the
stationary wave model (Supplementary Fig. 4) and, as the latter can
reproduce the main features of the v∗ response, this aspect must be
of secondary importance.
So, overall, a lengthening of the intermediate-scale stationary
waves in the presence of accelerated sub-tropical westerlies appears
as the dominant effect. This does not rely on an uncertain process,
such as the redistribution of tropical precipitation21,22. It relies
on the accelerated [u]: a feature of climate change that is robust
across models and expected, given a warming of the tropical upper
troposphere. Assuming models can realistically simulate tropical
tropospheric temperature responses (as supported by the evidence
to date23), and given that these intermediate-scale waves exist in the
real atmosphere (Fig. 4h), we can expect it to be a feature of human-
induced climate change.
There is, however, a large model spread in response magnitude,
with important consequences for North American hydroclimate.
On the basis of the proposed mechanism, two factors may
affect the magnitude: the climatological intermediate-scale wave
amplitude and the upper tropospheric [u] increase. Figure 5a
relates the 300 hPa v∗ response over the interior southwest with
the Past climatological wave amplitudes in the grey box in Fig. 4e.
Models with larger amplitude climatological waves exhibit a larger
southwest v∗ response, with about 37% of the model variance
explained by this relationship. Figure 5b indicates that models with
a larger [u] acceleration also exhibit a larger amplitude response,
but this explains much less variance. However, taken together, these
two predictors explain almost half the variance (Fig. 5c). Natural
variability24 and differences in asymmetric forcing changes probably
contribute to the remaining model spread.
The climatological wave amplitude in the observationally based
reanalysis lies at the low end of the modelled range (Fig. 5a). Taking
the reanalysis wave amplitude, the range of model predicted [u]
anomalies and the Fig. 5c regression coefficients, we hypothesize
that the real world response will lie within the grey shaded region in
Fig. 5c, which encompasses roughly the weaker half of the models.
If so, the P–E changes of the weaker half (Fig. 1e) will be more
realistic, implying the real world is unlikely to become as wet in
the west, or dry in the interior southwest, as many of the models
or the multi-model mean predict. A complete understanding of the
tendency for models to overestimate the wave amplitudes is beyond
the scope of this study, but Supplementary Fig. 5 indicates that the
southern portion of the waves tends to be too large from the outset
at their apparent source in the vicinity of Tibet. This points towards
a discrepancy in the source of waves from this region.
Although the main focus here has been on North America,
the proposed mechanism also accounts for much of the v∗
response over Europe and Asia. This is probably contributing to
the drying in the eastern Mediterranean, although the altered
divergent circulation associated with the more zonally symmetric
Hadley cell response is also important there4,25,26. Further work
is needed to fully understand the variance in this wave response
over Europe, its contribution to hydroclimate change there and
how the anomalies over Europe are connected with those over
North America. The multi-model mean response in Fig. 4f is
suggestive of a downstream extension of the modification to the
Pacific waves. However, a model with a large amplitude response
over North America does not necessarily have a large amplitude
response over Eurasia (Supplementary Table 1). The climatological
mean flowmay affect the nature of the downstream teleconnections
or additional waves originating in the Rockies/North American
region may be contributing. It should finally be noted that the
proposed mechanism applies primarily to the v∗ response, which
is dominated by the intermediate scales. The zonal asymmetries
in the zonal wind response9 are dominated by the larger-
scale, meridional propagating waves, and this aspect requires
further investigation.
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Figure 3 | Testing the influence of dierent aspects of the basic state change. (Left) zonal mean temperature basic state input for the stationary wave
model on model σ levels (note the log scale), (middle) same but for the zonal mean zonal wind and (right) the 300 hPa v∗ response. a, Imposing the full
temperature response and the thermal wind balanced zonal wind field. b, Removing Arctic amplification, polar lower stratospheric cooling and lower
tropospheric temperature gradients and wind anomalies (see Methods). Contour intervals are (left) 1 K, (middle) 0.5 m s−1 and (right) 0.4 m s−1. The grey
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Figure 4 | Demonstrating the lengthening of intermediate-scale stationary waves. a–g, CMIP5 multi-model mean. a,b, Barotropic stationary wavenumber
(Ks) for Past and Future–Past, respectively. c,d, Zonal mean root mean square amplitude of 300 hPa v∗ as a function of zonal wavenumber for Past and
Future–Past, respectively. Red/blue shading in d indicates consensus on positive/negative anomalies. e, Past 300 hPa v∗ for k≥4. f, As e but for
Future–Past. g, 20◦–40◦ N (dashed lines in f) averaged 300 hPa v∗ for Past and Future. h, ERA-Interim 300 hPa v∗ for k≥4. The grey box in e denotes the
averaging region for Fig. 5 and the red ellipses in c and d highlight the region focused on in the text.
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r = −0.34, 95% = (−0.61, −0.01)
y = −0.24 x2  + −0.69, r2 = 0.12
Figure 5 | Understanding the model spread over North America. Regression of Future–Past 300 hPa SW v∗ (see Fig. 1) against Past root mean square v∗
amplitude for k≥4 averaged over 160◦–60◦ W, 20◦–40◦ N (grey box in Fig. 4e) (a) and Future–Past [u] at 100 hPa, 20◦–40◦ N (grey line in Fig. 3 top
middle) (b). c, Multiple linear regression against both these variables. ERA-Interim wave amplitudes are indicated by the dashed line in a. Grey shading in c
denotes the range of v∗ anomalies that would be expected given these amplitudes, the regression coecients and the CMIP5 range in [u] anomalies.
Correlation coecients (r) and their 95% confidence interval, calculated by the Fisher transform27, are quoted in a and b. Linear/multiple linear regression
lines and the fraction of variance explained (r2) are also quoted in each panel.
In summary, across North America, projected hydroclimate
change depends importantly on the meridional wind response.
The explanation of this in terms of accelerated zonal mean zonal
winds suggests that this meridional wind response and associated
hydroclimate change should be a robust aspect of climate change.
However, many models are probably overestimating its magnitude.
Although improving this aspect of model dynamics should be a
priority, this understanding narrows the uncertainty in future North
American hydroclimate and suggests that winter wetting of the west
coast and drying of the interior southwest may be weaker than
projected by the majority of models.
Methods
Methods and any associated references are available in the online
version of the paper.
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Methods
CMIP5 analysis. 35 models from the CMIP5 archive are analysed (Supplementary
Table 1). The ‘Past’ is defined as 1979–2005 of the historical simulation and the
‘Future’ as 2070–2099 of the RCP8.5 scenario. Model ensemble averages are
calculated first. The December, January, February (DJF) meridional wind (v),
zonal wind (u), precipitation (P) and evaporation (E) are used in
Figs 1, 4 and 5. Comparison is made with the 1979–2005 ERA-Interim
reanalysis climatology20.
Stationary wave modelling. Figures 2 and 3 present results using an idealized
stationary wave model. This model, described in detail in ref. 28, is a
time-dependent baroclinic model that solves the nonlinear primitive equations for
deviations from a prescribed zonal mean basic state in response to zonally
asymmetric imposed forcings. We use 24 vertical sigma (σ ) levels and and
rhomboidal truncation at wavenumber 30 in the horizontal (R30). Rayleigh friction
is applied to the zonal and meridional winds at the lowest four levels with
timescales of 0.3, 0.5, 1 and 8 days (shortest at the surface). To prevent baroclinic
instability, an interior Rayleigh drag is imposed with a 15-day timescale along with
a strong biharmonic diffusion (coefficient of 1×1017) and a 15-day Newtonian
relaxation of the temperature field towards the basic state (similar to ref. 6). The
influence of damping timescales was tested between 10 and 30 days and results were
found to be insensitive over this range. Time integration is performed for 80 days
with a relaxation of the zonal mean back to the basic state on a 3-day timescale. A
quasi-steady state is reached by day 30 and the average from days 30 to 80 is shown.
The stationary wave model inputs are those of the CMIP5 multi-model mean
(Supplementary Fig. 1). The basic state consists of u, v, temperature (T ) and
surface pressure (ps), first linearly interpolated onto the model σ levels before
taking the zonal- and multi-model mean. Diabatic heating is derived as a residual
from the thermodynamic equation on pressure levels using monthly mean fields,
and therefore includes the sub-monthly transient eddy sensible heat flux
convergence. Leaving these thermal forcings combined is considered reasonable
given the close linkage between the transient eddy sensible and latent heat fluxes
and the tendency for the transients to act diffusively on temperature gradients
induced by other diabatic sources6,29. The transient vorticity and divergence flux
convergences are obtained for a subset of 17 models using the 6-hourly hybrid level
u and v after first interpolating onto 17 pressure levels (as ref. 9). As high temporal
resolution vertical velocities are not available, the contribution from the vertical
eddy fluxes is neglected.
The Future–Past difference (Fig. 2b) is obtained by first running a simulation
with the Past basic state, diabatic heating, transient vorticity/divergence forcing
and orography (Fig. 2a), followed by a simulation with the future basic state,
diabatic heating, transient vorticity/divergence forcing and orography, and then
differencing. The contribution from the anomalous basic state, diabatic heating or
transient fluxes is assessed by Future simulations in which only the Future input of
interest is used and all other inputs are kept at Past values.
In Fig. 3, to assess the relative importance of particular aspects of future
temperature change to the basic state influence, a thermal wind balanced zonal
mean basic state is constructed. Here, the Future basic state consists of the zonal
mean Past u, v, T and ps plus the Future–Past difference in zonal mean T and the
corresponding thermal wind balanced u anomaly. Poleward of 15N/S, this u
anomaly is obtained by integration of the meridional temperature gradient upward
from the multi-model mean near-surface wind anomaly using thermal wind
balance. This is pieced together with the actual wind anomaly equatorward of
15N/S, as thermal wind balance is not a good approximation in the tropics. For
Fig. 3b, Arctic amplification and lower tropospheric wind anomalies are removed
by setting the near-surface zonal mean wind anomalies to zero and zonal mean T
anomalies to 4K everywhere below 0.5. Polar lower stratospheric cooling is
removed by setting zonal mean T anomalies poleward of 42◦ N and between
σ =0.07 and σ =0.3 to zero.
Stationary wave theory. Results are interpreted using linear barotropic Rossby
wave theory. The assumption of linearity is reasonable as we obtain similar
conclusions with linear stationary wave model simulations. The relevant waves are
deep barotropic structures, and therefore will be influenced by the winds
throughout their depth (which extends above 100 hPa). Throughout this discussion
we assume that the larger zonal wind changes at 100 hPa are, therefore, having an
influence on the wave structures throughout the depth of the troposphere, and we
make use of the wind anomalies at this level for the regression in Fig. 5, as it is
where the anomalies are largest.
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