This paper is concerned with computing upper and lower bounds for the error committed when some boundary value problems are approximated by means of numerical techniques based on the Coefficients Perturbation Methods. These computed bounds are expressed in terms of the perturbations introduced in the differential equation and in the prescribed boundary conditions associated with it. Numerical examples demonstrating the sharpness of our results are given.
Introduction
Let y(x) be a twice differentiable function in I := [x 0 , x 1 ] that satisfies the following boundary value problem (b.v.p.):
(Dy)(x) := y
where {a(x), b(x), f (x)} are given functions and {c i1 , c i2 ; i = 0, 1} are some given constants.
Suppose thatỹ(x) is an approximation of y(x) that satisfies the following perturbed version of (1)-(2):
(Dy)(x) :=ỹ
where {ã(x),b(x),f (x)} are approximations of {a(x), b(x), f (x)} chosen in such a way that the exact solutionỹ of (3) can be obtained analytically in a closed form.
The natural question that usually arises, when an approximation technique is employed, is how much the generated approximate solution deviates from the unknown exact solution. Results related to the issue of measuring the quality of approximation are reported in a wide range of papers: A possible approach is to find error estimates and error bounds for the solution of linear initial and boundary value problems e(x) := y(x) −ỹ(x) using the Coefficient Perturbation Method (Ixaru 1984 , 2000 , El-Daou 2002 , 2006 , El-Daou and Al-Mutawa 2009 , El-Daou and Ortiz 1995 or with the Tau method (Ortiz 1969 , Khajah & Ortiz 1991 , Ojoland & Adeniyi, 2012 . In (Akitoshi et al, 2010) , a numerical method that provides a guarenteed error bounds was presented. This method is based on estimates of the inverse operator and the NewtonKantorovich theorem. A computer assist method for generating a posteriori error bounds for b.v.p. is reported in (Birrell, 2015) . Therein, the method utilizes a numerically generated approximation to the b.v.p. and the Green's functions. In (Corliss & Rihm 1996 , Lohner 1992 , Neher, 1999 and Stetter 1990 ) enclosure methods and validation techniques were proposed. But the drawbacks of those techniques lie in the fact that they apply only to initial value problems or to boundary conditions of a specific form. Further, some results are not computable because they involve some unknown parameters such as the conditioning number and the Lipschitz constant.
The main concern of this article is to develop practical formulae to compute upper and lower bounds for the error function e(x) := y−ỹ and its derivative e ′ (x) when boundary conditions of the form (2) are considered with arbitrary {c i j ; i, j = 1, 2}.
We find that the most immediate approach to measure the quality ofỹ(x) is to analyze the error equation obtained by subtracting (3) from (1):
where e(x) := y(x) −ỹ(x) and
In general, solving Equation (5) 
We see then that to construct error estimations for the function and the derivative we can simply replace the infinite series A(x, t) and B(x, t) in e(x) and e ′ (x) expressions above, by their respective nth partial sums:
for an arbitrary large n ≥ 1. Once an estimationẽ(x) ≈ e(x) is obtained, one expects to gain an improved approximatioñ y =ỹ +ẽ ≈ y. If this procedure is continued in an iterative fashion as in (Auzinger et al. 2004 ), a further improvement can be achieved.
In this paper, rather than finding error estimates, we attempt to obtain error enclosures e l (x) and e u (x) such that e l (x) ≤ e(x) ≤ e u (x). This guarantees that the exact solution y will satisfy the double inequalityỹ − e l ≤ y ≤ỹ − e u . Such error bounds were obtained in (El-Daou 2002 , 2006 for the special case where the linear functionals (2) define initial conditions; that is y(x 0 ) = y 0 and y ′ (x 0 ) = y 1 . This result is recalled in Section 2. In section 3 we extend our analysis to treat a more general case. Numerical examples illustrating our results are given in Section 4.
Error Bounds for Initial Value Problems
The application of Cauchy's inequalities (Davis 1975) to A(x, t) (resp. B(x, t)), as a real-analytic function of x, implies that for any given real ρ > 0, there exist two positive real numbers γ 1 and γ 2 such that for all k > n
where ∥u∥ := sup{|u(t)| : t ∈ I}. We have then the following proposition of which the proof is given in ( 
Let ρ < min(1,
) and let n ≥ 1. Then for all x ∈ I := [x 0 , x 1 ] we have
where {γ 1 , γ 2 } are given in (7) and Vol. 8, No. 6; 2016 Theorem 1 and Proposition 2 yield Theorem 3 whose the proof is given in (El-Daou 2002) . Note that whenever notation H (i) appears throughout the paper, it refers to the ith derivative of H(x, t) with respect to x, for any single or two variables function H; in particular
Theorem 3. Let ρ < min(1,
) and let n ≥ 1. Then for all x ∈ I we have
where E (i)
n (x), the error estimation, and W
n (x), the estimate deviation, are expressed as:
where A
n (x, t) are the nth partial sums of A (i) (x, t) and B (i) (x, t) respectively.
Expressions (9)- (10)- (11) form a one-step explicit algorithm for enclosing the error, in the sense that the knowledge of the exact initial values of ϵ 0 and ϵ (9)- (10)- (11) was modified to accept bounds of ϵ 0 and ϵ ′ 0 without jeopardizing the efficiency of the algorithm. The modified version is stated in Theorem 4 in which we stress the dependence of E
n (x)) on the initial errors ϵ 0 and ϵ
Theorem 4. Suppose that the assumptions of Theorem 3 hold. Suppose further that there exist four real numbers
{ℓ ± , ℓ ′ ± } such that ℓ (i) − ≤ ϵ (i) 0 ≤ ℓ (i) + , i = 0, 1.
Then for n ≥ 1 and for all x ∈ I, the exact error in function and in its derivative satisfy the inequalities
where, for i = 0, 1
Error Bounds for Boundary Value Problems
This section is devoted to treat the case of b.v.p's. The main task is to find computable bounds for ϵ 0 and ϵ ′ 0 , as required by Theorem 4, when the boundary conditions are defined as in (2). In order that the b.v.p. makes sense, we first assume that |c 01 | + |c 02 | > 0 and |c 11 | + |c 12 | > 0.
In accordance with (13), we can assume that c 01 and c 11 are nonzero and write
Therefore, e(x) can be written as
In order to formulate the main results of this paper let:
Note that
We are able now to give formal expressions for ϵ ′ 0 and ϵ 0 :
where
Proof. Let us integrate (5) from x 0 to x:
F(t)dt
and therefore
When x = x 1 , (19) becomes
which implies that
A second integration of (19) yields:
That is
Setting x = x 1 in (21), we get
That is,
In terms of G(x) and ρ(x), equations (20)- (22) form the algebraic system 
Clearly, ∆ and ∆ 0 , introduced in Proposition 5, have infinite series expansions because their expressions involve A(x, t) and B(x, t). Then we can write their nth residuals R n [∆] and R n [∆ 0 ] as:
From (16) Vol. 8, No. 6; 2016 Therefore, (23) becomes
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which, owing to Proposition 5, implies that
Similarly, it follows from (24) that
Ψ(t)R n [A(t, s)]F(s)dsdt
We have proved then the main result of this paper which is summarized in following theorem:
Theorem 7. The assumptions and notation of Proposition 5 hold. Then for appropriately chosen n we have the following enclosure:
and min The results given in Theorem 7 provide computable upper and lower bounds for the initial errors ϵ 0 and ϵ ′ 0 . Combining Theorem 7 with algorithm (12) we can find sufficiently sharp bounds for the error e(x) at any x in the interval of interest.
Finally, we show how to treat the case where c 02 = c 12 = 0. Then ϵ 0 = e(x 0 ) = e(x 1 ) = ϵ 1 = 0 and therefore (21) becomes
K(x, t)e(t)dt.
Evaluate this at x = x 1 and note that e(x 1 ) = 0,
Consequently,
To find the residuals we proceed as in the proof of Theorem 7: Vol. 8, No. 6; 2016 Then
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As a result we have this corollary:
Corollary 8. If c 02 = c 12 = 0 then the estimates (27)- (28) 
Numerical Examples
We present now some numerical results which illustrate the sharpness of the error bounds established in this paper.
Example 1. Consider the boundary value problem:
the exact solution of which is y = (1 + x 2 ) −1 . 
In this example we have a(x)
whose the exact solution can be found analytically. ]. These bounds were computed using formulas (25-26-27-28) . In this example n = 40, ρ = 0.80, γ 1 = 0.79 and γ 2 = 1. The same results are plotted in Fig. 1 . Vol. 8, No. 6; 2016 Example 2. Consider the boundary value problem:
f (x) is chosen so that the exact solution is y(x) = x(x − 0.8)e −x 2 +4x . In this example we used the collocation method at the zeros of T 6 (x), the Chebyshev polynomial of degree 6 shifted to [0, 0.8]. Table 2 displays the exact error in the function and in the derivatives as well as the error upper and lower bounds that are computed using formulas (25-26-27-28) . In this example n = 16, ρ = 0.999, γ 1 = 3.9E − 5 and γ 2 = 1.2E − 5. The same results are plotted in Fig. 2 . 
the exact solution of which is y = e x+x 2 .
In this example, a(x) = 0, b(x) = −(3 + 4x + 4x 2 ) and f (x) = 0. Let us approximate y(x) by means of the recursive Tau Method (see Ortiz, 1969) . In this method, we solve the following perturbed problem:
where 
The error bounds are computed using algorithm (25-26-27-28) with the following data: n = 25, γ 1 = 2.3477676E − 7, γ 2 = 8.370487E −7and ρ = 0.99. Table 3 displays the computed bounds along with the exact counterparts for comparison. Note that err ′ (0) = −6.83235E − 7. The same results are plotted in Fig. 3 . 
Conclusion
There are several results concerning the error estimates when a boundary value problem is solved by numerical methods. But very few of those results have a practical value because they contain unknown parameters related to the differential operator such as the conditioning number and the Lipschitz constant. In this paper, using a technique based on the Coefficients Perturbation Methods, we managed to avoid this drawback and to develop practical formulas that allow to compute upper and lower bounds for the error in the function and in its derivative. These computed bounds are expressed in terms of the perturbations introduced in the differential equation and in the prescribed boundary conditions associated with it. We demonstrated the sharpness of our results through some numerical examples.
