We demonstrate theoretically that atomistic spin dynamics simulations of topological magnon insulators (TMIs) provide access to the magnon-mediated transport of both spin and heat. The TMIs, modeled by kagome ferromagnets with Dzyaloshinskii-Moriya interaction, exhibit nonzero transverse-current correlation functions from which conductivities are derived for the entire family of magnon Hall effects. Both longitudinal and transverse conductivities are studied in dependence on temperature and on an external magnetic field. A comparison between theoretical and experimental results for Cu(1,3-benzenedicarboxylate), a recently discovered TMI, is drawn.
I. INTRODUCTION
Transport phenomena of the Hall type, i.e., a system shows a response perpendicular to an external force, are in the focus of modern condensed matter physics, in particular since the discovery of the quantum Hall effect [1] . Theory relates the associated Hall conductivities with nontrivial topologies of the electronic states; hence, topological insulators are investigated with great effort today [2] . While electronic topological insulators were starring at first, recent publications address bosonic particles: Hall effects of phonons [3] , triplons [4] , and magnons [5] were discovered or predicted, amongst others [6, 7] . In particular, the experimental discovery [5] and the theoretical explanation [8] [9] [10] [11] of the magnon Hall effect caused attention, as it revealed nontrivial topologies of the magnon dispersion relations which are brought about by the Dzyaloshinskii-Moriya (DM) interaction. The existence of topological nontrivial edge magnons [12] suggests that these "topological magnon insulators" (TMIs) may be important for future spintronics applications. Especially the ferromagnetic kagome lattice has been intensively studied because it is not only a feature-rich toy model [12] [13] [14] [15] [16] [17] but also realized in nature: recently, Cu (1,3-benzenedicarboxylate) [Cu (1,3-bdc) ] was identified as a TMI [18, 19] exhibiting a magnon Hall effect [20] .
In this paper, we show that various Hall-type transport phenomena in TMIs can be captured by classical atomistic spin dynamics simulations. Focusing on kagome ferromagnets which approximate Cu(1,3-bdc), we calculate dynamical structure factors which allow to identify topological edge magnons; in accordance with the bulk-boundary correspondence [14, 21, 22] , the existence of topological edge magnons proves that the bulk magnons are topologically nontrivial. Furthermore, we derive expressions for the spin and thermal currents from which transport coefficients are calculated within linear-response theory; more precisely, we study both longitudinal and transverse conductivities for spin and heat transport. By comparing computed transverse thermal conductivities with those obtained in experiment [20] , we identify qualitative differences between the classical and the quantum-mechanical treatment of spins.
By the above approach we access the family of magnon Hall effects (Table I) without relying on the boson language of spin waves. This sets our study apart from previous ones, see for example Refs. [5, 8, [12] [13] [14] [15] [16] [17] 23, 24] . Up to now, only the magnon Hall effect (which, strictly speaking, is a magnon Righi-Leduc effect) has been experimentally confirmed [5, 20, 25] .
The paper is organized as follows. In Sec. II A, we introduce the kagome lattice and the Hamiltonian that models Cu (1,3-bdc) . After deriving the bond currents and explaining the numerical methods in Secs. II B and II C, respectively, results are presented in Sec. III. First, we discuss the dynamical structure factor and the topological edge magnons (III A). Then we analyze the current correlation functions and the time-averaged bond currents (III B). Finally, the dependencies of the conductivity tensors on temperature and on an applied magnetic field are studied and compared with experimental data (III C). We conclude with Sec. IV.
II. THEORETICAL ASPECTS

A. Effective Hamiltonian for Cu(1,3-bdc)
Cu(1,3-bdc) is a metal-organic hybrid kagome magnet [18] ; its chemical structure is depicted in Fig. 1(a) . The magnetic constituents are stacked Cu 2+ kagome layers [brown triangles in Fig. 1(a) ], which are separated by an organic ligand. The spin of the Cu sites is s = /2.
Inelastic neutron scattering revealed the magnon dispersion from which exchange parameters have been deduced [19] . Adjacent kagome planes are very weakly antiferromagnetically coupled (according to Ref. [27] the ratio of interplane to intraplane interactions is about −0.003), which suggests to treat in good approximation the three-dimensional (3D) system as a stack of uncoupled layers. Within each layer, nearestneighbor interactions dominate. Consequently, an effective spin Hamiltonian
of a two-dimensional (2D) ferromagnetic nearest-neighbor kagome lattice model is appropriate. J ij > 0 and D ij are the exchange parameter and the DM vector that couple spin s i with spin s j , respectively. B is an external magnetic field in the z direction, that is, orthogonal to the kagome plane (xy plane). In experiments, a small magnetic field of about 50 mT perpendicular to the kagome layers is necessary to fully align the spins out of plane [19] . This indicates the presence of a mechanism that causes the in-plane orientation of the spins. For the time being, we do not include any easy-plane anisotropy as its energy is much smaller than that of the exchange parameters.
The kagome lattice is built from corner-sharing equilateral triangles hosting Cu atoms [ Fig. 1(b) ]. The three basis sites per unit cell (red dots) feature the s = /2 spins, each of which has four nearest neighbors at a distance of 0.4554 nm (Ref. [18] ). All of the neighbors are equivalent, hence, the J ij can be replaced by the single parameter J .
For a strict 2D geometry, Moriya's symmetry rules [28] allow for DM vectors orthogonal to the kagome plane. In Cu(1,3-bdc), however, kagome planes are not mirror planes of the crystal [cf. Fig. 1(a) ]; thus, the DM vectors may have nonzero in-plane components [29] . Although their experimental results could be reproduced successfully without in-plane components, the authors of Ref. [19] note that the limited experimental resolution does not allow to rule out a band gap caused by these components. Bearing this in mind, we present results for vanishing in-plane components
Kagome planes of Cu(1,3-benzenedicarboxylate). (a) Chemical structure of Cu(1,3-benzenedicarboxylate) with parallel kagome planes built from Cu 2+ ions (brown triangles); hydrogen atoms are shown as white spheres. Crystal data are taken from Ref. [18] and Jmol [26] The quantum-mechanical version of the Hamiltonian (1) is often treated within the linear spin-wave approximation (LSWA): after performing the Holstein-Primakoff transformation [30] , only terms quadratic in the boson operators are taken into account. A subsequent Fourier transformation yields the part of the Hamiltonian that can be diagonalized and from which the magnon band structure is obtained. Due to the ferromagnetic ground state a nonunitary Bogoliubov transformation is not necessary. Magnon-magnon interactions are neglected in the LSWA as these are at least of third order in the boson operators. The Dzyaloshinskii-Moriya interaction causes complex hopping matrix elements that introduce gaps in the magnon spectrum [5, 8] ; on top of this, the Abelian Berry curvature [31, 32] yields nonzero topological invariants [12] which are not directly accessible in a classical approach. The Berry curvature is nonzero because the time-reversal symmetry of the boson Hamiltonian is broken; it results in an anomalous velocity which drives the transverse response to an applied temperature gradient. The transverse conductivities are given as Brillouin zone integrals over the weighted Berry curvature [9] [10] [11] 33, 34] .
In what follows, we demonstrate that the classical version of the Hamiltonian (1) captures the transverse transport effects. The approach is based on atomistic spin dynamics simulations, which may be considered, loosely speaking, as a "brute force" method since it includes all orders of magnon-magnon interactions.
B. Spin and heat transport in a Heisenberg magnet with Dzyaloshinskii-Moriya interactions
Assuming an electrically insulating sample, two driving forces remain that act on the magnetic moments: a magneticfield gradient ∇B and a temperature gradient ∇T . Linear response theory relates the spin current density j s and the thermal current density j th to these forces,
For 2D systems, the transport coefficients L n,m (n,m = s,th) are 2 × 2 tensors. Using the Onsager relation L s,th = L th,s , the spin conductivity 174444 (2016) and the thermal conductivity
can be defined for the temperature T .
In accordance with the fluctuation-dissipation theorem, the Kubo formula of linear response theory links the autocorrelation of equilibrium fluctuations of the currents (capital J's are the currents corresponding to the respective current densities j ) to the L n,m (e.g., Ref. [35] ),
· denotes the ensemble average, N is the total number of spins, A the total area of the sample, and k B the Boltzmann constant. μ,ν = x,y index the elements of the 2 × 2 transport tensors. Longitudinal (transverse) transport is described by diagonal (off-diagonal) elements μ = ν (μ = ν). The currents in Eq. (3) are derived for classical spins in the following (for the quantum-mechanical case confer Ref. [17] ). For DM vectors along the z axis, the Hamiltonian (1) is rewritten as H = i h i with 
hold. J s can be regarded as the (charge-neutral) analog of the charge current of electrons; the term "magnon current" also applies. Following Ref. [36] , we introduce the currents
with the bond spin current 
is the coupling to the external magnetic field. The interaction contribution reads
with
The summations i<j ( ij k ) are over each pair (triple) of spins without double counting; "cyc(i,j,k)" in Eq. (8) means that the preceding term in the sum is repeated twice but with indices changed in cyclic order (i → j → k → i).
C. Numerical methods
The computation of the conductivities requires several steps. In the first step, a cluster of randomized magnetic moments is thermalized for the given temperature T using either standard Monte Carlo simulations (Metropolis algorithm [37] ) or the stochastic Landau-Lifshitz-Gilbert (sLLG) equation [38] .
In the sLLG equation
the moment m i is subject to precession about the local net magnetic field B i = B − ∂H/∂m i and to Gilbert damping. The strength α of the Gilbert damping is in general a nonlocal symmetric 3 × 3 tensor but approximated here by a local scalar; this is justified by the collinear ground state. The coupling to a heat bath at temperature T is provided by a whitenoise field b i with Gd W i = b i dτ ; W i is an isotropic vector Wiener process and
ref is a reference field determining the scale of dimensionless time τ and μ B is Bohr's magneton. The numerical integration of the sLLG equation is performed with an implicit midpoint method which preserves the length of each moment.
In the next step of the computation, the ensemble average of the correlation functions is performed. This can be done by two strategies.
(1) The ensemble average is literally performed by thermalizing several thousands of clusters and subsequently calculating their time evolution by conservative spin dynamics [i.e., the sLLG Eq. (9) with α = 0]. The influence of the temperature is only due to the random initial conditions which differ for each ensemble. This protocol was followed, for example, in Refs. [39, 40] to describe spin chains.
(2) Because the white-noise fields b i preserve the ergodicity, the ensemble average can be replaced by a time average, provided that the temporal evolution is sufficiently long. The thermalization of a single cluster is followed by a long-time evolution according to the sLLG Eq. (9) with α = 0. The currents are evaluated and stored at each time step. After choosing a time subinterval that is long enough for the correlations to drop to zero, the correlation functions are evaluated. The ensemble average is taken by successively shifting the subinterval by one integration step as many times as allowed by the total integration time.
In this work, we follow strategy 2 because, with regard to experiments, the magnons are coupled to other baths (e. g., to phonons and electrons). The Gilbert damping α mimics all of these couplings without specifying their detailed origin (e. g., spin-phonon coupling [41] ). A typical time integration is performed over at least 20 ns up to 64 ns, that is, several million time steps of 1 fs have to be performed. The interval in which the correlation functions are calculated depends on the Gilbert damping α: the larger α, the faster the correlation functions drop to zero (see Sec. III B). In the limit α → 0 we expect this approach converge to the results obtained by strategy 1. To corroborate this conjecture, we compare both strategies for a chain of ferromagnetically coupled moments; the results, presented in Appendix B, show that it holds for a one-dimensional system.
Regardless of whether strategy 1 or strategy 2 is applied, numerical time integration of the current correlation functions has to be performed to determine the transport coefficients. We discuss this issue in Appendix C.
III. RESULTS AND DISCUSSION
We present and discuss results for the ferromagnetic nearest-neighbor kagome model with DM vectors and an external magnetic field in the z direction. If not stated otherwise, the experimentally determined ratio D/J = 0.15 (Ref. [19] ) of exchange to DM interaction is used to mimic Cu(1,3-bdc). The exchange parameters are chosen such that the experimentally determined critical temperature T c ≈ 1.8 K (Ref. [20] ) is well reproduced (J = 0.3 meV, D = 0.045 meV). Since the transport simulations are computationally very demanding, the cluster size has to be restricted, what causes a residual magnetization at temperatures above the critical temperature (finite-size effect); we comment on the influence of the cluster size in Sec. III B.
To the best of our knowledge, the Gilbert damping α of Cu(1,3-bdc) is not known but can be estimated as follows. The magnon lifetime is given by τ = (2αω) −1 . Taking ω ≈ ω ≈ 1 meV, i.e., approximately half of the total width of the magnon spectrum, and τ ≈ / approximated from the experimental band broadening ( = 0.03 meV, Ref. [19] ), we deduce α = /(2 ω) ≈ 0.015, which is a reasonable value.
A. Topology of bulk magnons and topological edge magnons
To show that the kagome ferromagnet is a TMI, we utilize the bulk-boundary correspondence (rather than computing topological invariants in the quantum-mechanical framework; cf. Sec. II A). Magnon band structures are determined from the dynamical structure factor
where m(k,t) is the lattice Fourier transform of the spin configuration at time t. The influence of the sample edges can be switched on or off by applying either open or periodic boundary conditions to the cluster.
For periodic boundary conditions, only the three bulk bands show up [Figs. 2(a) and 2(b)], as expected for the kagome lattice with its three sites per unit cell. The bulk spectra agree with those obtained in the LSWA [8] . A small Zeeman shift of the entire spectra to higher energies is caused by the external magnetic field. There are no band gaps if the magnetic field is in-plane (a); however, gaps open up for an out-of-plane field (b). Notice that although the dynamical structure factor of the first and second band (counted from below) decreases about the K point in (a), it stays nonzero, indicating the absence of a band gap. The dependence of the band-gap opening on the field direction reproduces nicely the experiments reported in Ref. [19] . We recall that an in-plane component of the DM vectors would introduce a small gap. The missing first optical mode in Fig. 2(a) for the K direction is explained by destructive interference caused by the atomic basis [42, 43] .
For open boundary conditions, additional magnon branches appear within the bulk-band gaps (Fig. 2(c) ; cf. Ref. [44] ). We distinguish two kinds of gap states: those that connect adjacent bulk bands and those that do not. The existence of the latter is understood from the reduced coordination number at the edges which causes that the local order parameter may not point in the direction of the net magnetization; as a result, a magnon band becomes energetically separated from the bulk bands. Such an edge magnon is conventional or topologically trivial: it can be shifted in energy by modifying the exchange parameters at the edge [14] ; in particular, it can be moved into the bulk-band regime.
More interesting is the first kind of gap states. As shown previously [12] [13] [14] 45] , the LSWA predicts the bulk bands to be topologically nontrivial, i.e., their Chern numbers are nonzero. More precisely, they read ±1, 0, and ∓1 for the bottom, middle and top band for the chosen exchange parameters (their sign depends on the sign of D). According to the bulk-boundary correspondence [14, 21, 22] , the nontrivial topology causes topological edge magnons that connect adjacent bulk bands. The winding number of a band gap, which is the sum of all Chern numbers of the bulk bands below this gap, translates into the number of topological edge magnons within this gap. This rule yields one nontrivial edge magnon in each gap for the present system [12, 14] . In contrast to conventional edge magnons, the topological ones cannot be shifted out of the band gap by modifying the exchange parameters at the edge [14] .
The above considerations are fully in line with the two additional modes in each gap, shown in Fig. 2(c) . The topological modes are unidirectionally circulating the sample. Hence edge states at opposite edges have opposite propagation direction. Being projected onto the chosen lines in reciprocal space they appear as (two) bands with opposite group velocity.
More than two topological states per gap were found in Ref. [44] . We think this is explained by using DM vectors with components compliant with the full symmetry of the 3D system. Comparison with the LSWA is not obvious for such a setup because the LSWA accounts only for the component of the DM vectors parallel to the applied magnetic field (here: z direction). The other components enter via terms of third order in the magnon operators and cause damping as well as band broadening [46] . Further theoretical work is suggested to concur topology and magnon interactions.
B. Spin and heat currents
We now discuss selected results which illustrate the influence of the cluster size N , the DM interaction D, the Gilbert damping α, and the temperature T . On top of that, time-averaged bond thermal currents are addressed with respect to the origin of nonzero transverse current correlation functions for D = 0. We focus on the correlation function of thermal currents and stress that its discussion applies to the spin correlation function as well.
Current correlation functions
The system size N is important when identifying finite-size effects. Since J decay (≈100 ps); the latter exhibits oscillations. Apparently, the short-time behavior does not depend on N but the longtime behavior does because the amplitude of the oscillations decreases for increasing system size. Thus the oscillations are numerical artifacts that we will analyze in the following.
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The magnon lifetimes are influenced by the Gilbert damping α: the larger the damping, the faster the current correlation drops to zero [ Fig. 3(b) ]. Upon increasing α the oscillations at large times are reduced. Thus α is a crucial parameter when quantitatively comparing theory with experiment.
The correlation function of the thermal phonon current exhibits two decay time scales, too [47] . The fast decay is attributed to optical and the slow decay to acoustic phonons [48] . This picture may apply for magnons as well since there are optical and acoustic magnons contributing to transport. However, a two-stage decay was observed also in systems without optical phonon modes [49] , which is interpreted in the context of phonon mean free paths.
We clarify this point by analyzing the temperature dependence of the longitudinal thermal correlation function [ Fig. 3(c)] . Apparently, the long-time decay is strongly reduced upon increasing the temperature (in particular, for T 2 K > T c ), whereas the short-time decay shows minor dependence. This finding suggests that the magnons in the ferromagnetic phase (small T ) cause long-time correlation. On the other hand, the short-time correlation survives even in the paramagnetic phase. Since the Gilbert damping and the temperature are related by the stochastic fields b i in the sLLG equation, they evidently cause similar trends.
Neither damping nor temperature has a strong effect on the frequency of the long-time oscillations, in contrast to the exchange parameter J . The comparison of the oscillations in Figs. 3(a) and 3(c) tells that a decrease of J reduces the frequency. More precisely, J = 0.6 meV in (a) yields ω ≈ 3.31 THz, whereas J = 0.3 meV in (c) gives ω ≈ 1.99 THz. Both frequencies are about the mean-field Larmor frequencies ω MF = 4J / , which read 3.65 THz and ≈1.82 THz, respectively. Notwithstanding, these oscillations cancel out in the time integration and, hence, are irrelevant for the transport coefficients (Appendix C).
We conclude that the system size N influences the correlation function in two ways. First, the correlation function might show oscillations; second, the finite size of the system causes a residual magnetization at T > T c . Thus, even in the paramagnetic phase, the correlation might introduce a contribution of magnons to the transport. It turned out that N = 4800, used in all further calculations, is a good compromise between finite-size effects and computation time.
Finally, we turn to the transverse current correlation function that equals zero at all times for D = 0 [red curve in Fig. 3(d) ]. For zero DM interaction, the system's spectrum is not gapped and topologically trivial: the Berry curvature vanishes and so does the transverse conductivity. Only for D = 0 a plus/minus feature shows up, whose amplitude increases with D (blue and green curves). These findings compare well with those obtained within the LSWA. Compared to the longitudinal correlation function (gray dashed line), the transverse correlation function is much smaller. Hence the transverse transport is less efficient than the longitudinal one.
Since J direction. This is in line with the observation within the LSWA that the Chern numbers of the magnon bulk bands are reversed too [12, 13] .
Currents in real space
In the preceding, we showed that a transverse current correlation function being nonzero requires a nonzero DM interaction D. This qualitative difference between transport with and without DM interaction reveals itself likewise in real space. The definitions (6) and (8) allow to partition the total currents into bond currents. While the bond spin current is already given by Eq. (6), the thermal current (8) is split into terms of the form −r ik (A ij k − B ij k + B kj i )/2. This definition relates sites i and k that do not have to be nearest neighbors; they only need to share a common neighbor j .
The effect of the DM interaction shows up clearly in the time-averaged bond currents [ Fig. 4 ; only the thermal current is shown, as it involves the spin current via J field th ; see Eq. (7)]. For D = 0, all bond currents average to zero (not shown) but for D = 0 there are currents circulating in the triangles (greenish arrows) and hexagons (black arrows). The sign of D determines the orientation of the circulation [arrows in (a) and (b)]. In thermal equilibrium, the time average of the net current per hexagon remains zero, so does the net thermal current of the entire sample.
The circulating current relates currents along the x and the y directions. This directionality of the bond currents causes a nonzero transverse correlation for D = 0. Changing the sign of D reverses the handedness of the circulation and the sign of the correlation functions.
Following the interpretation of Refs. [9] [10] [11] , the circulating currents are a result of the self-rotation of propagating magnon wave packets. Their rotation induces angular momentum and is caused by the Berry curvature which is brought about by the nonzero DM interaction. Recall that the orbital motion of electrons generates circulating charge currents, which is accompanied by a magnetic moment. Analogously, the self-rotation of magnons (which are charge-neutral) can be thought of as a circulating spin current, which gives rise to a polarization charge.
C. Dependence of conductivities on an external magnetic field and on temperature
Before turning to the dependence of the conductivities on the temperature and an applied magnetic field B, we recall that simulations cannot be performed for B = 0, as the net moment is not forced to point along the z direction. The derivation of the spin current, however, relies on a net moment in z direction [Eq. (6) For comparison with experiment, we derive conductivities for 3D samples from the conductivities computed for the 2D samples. This is achieved by dividing the 2D conductivities by the spacing c ≈ 0.797 nm of the kagome layers in Cu(1,3-bdc) [18] . Thereby, the thermal conductivity recovers its usual unit W/Km. The magnetothermal conductivity is given in units of meV/K, the magnon number conductivity σ is multiplied by in order to obtain the spin conductivity.
Longitudinal transport
The longitudinal spin conductivity σ xx and the thermal conductivity Concerning the dependence on the magnetic field [(b) and (d)], both conductivities decay with increasing field because, loosely speaking, the magnetic field "freezes out" the magnons. The LSWA predicts an exponential decay for κ xx (Ref. [50] ), which is roughly reproduced well below T c [T = 0.5 K, red curve in (d)]. Such a trend is also observed in experiment and utilized to distinguish the spin from the phonon contribution to transport [20] . The order of magnitude of κ xx (10 −2 W/Km) agrees very well with that determined from experiments [20] .
For B = 0, the magnetic thermopower ξ xx (longitudinal magnetothermal conductivity) is negative [(e) and (f)], which indicates that the transport is mediated by spin-down particles (relative to the z direction); within this respect, recall that each magnon reduces the net magnetization by 1 . ξ xx is proportional to T −1 (e) and B (f), in agreement with Ref. [51] . ξ xx tends to zero for B → 0 because the spin and thermal current are uncorrelated in this case: the contribution −B J s to the thermal current vanishes.
Transverse transport
We now turn to the Hall-type transport properties (Fig. 6) . with experimental results [20] . As both the longitudinal and the transverse thermal conductivity show the correct order of magnitude, the classical treatment predicts the proper order of the magnon Hall angle κ xy /κ xx ≈ 10 −2 . All of the transverse conductivities show the same T and B dependence as their respective longitudinal pendants. The signs of σ xy and κ xy "encode" the direction of the transverse current.
Low-temperature limit, quantum corrections, and comparison with experiment
The present approach shares essential features with lattice molecular-dynamics simulations to access the thermal conductivity of phonons [52] . For both magnons and phonons, the quantization of energy (and spin) as well as the zeropoint energy are neglected. Furthermore, the Bose-Einstein distribution is replaced by the Boltzmann distribution. Thus one may anticipate that the temperature dependencies of the thermal conductivity in theory and experiment differ at low temperatures. An example is κ → 0 in the quantum case and κ → ∞ in the classical case (Ref. [53] ).
We find the same situation: T → 0 yields κ → ∞ for α = 0 and κ → const. for α = 0 [Figs. 5(c) and 6(c), as well as Appendix B]. Since the LSWA predicts κ ∝ T 2 in the low-temperature limit (in three dimensions) [50] , which implies κ → 0 for T → 0, the mismatch is self-evident. In particular, the Wiedemann-Franz law, which should also hold for magnon-mediated transport [51] is violated; κ/(σ T ) diverges like T −2 for small T . The very reason for the above disparity is found in the correlation functions, all of which increase like T 2 for small T . Thus all of the transport coefficients L n,m increase like T [Eq. (3)], implying σ ∼ T , ξ ∼ T −1 , and κ ∼ const. for T → 0. This suggests that the Boltzmann distribution causes these temperature dependencies because it models the Bose distribution well at high but poorly at low T .
An established "quantum correction" post-processes the phonon thermal conductivity computed from molecular dynamics simulations [54] . The main idea is to map the classical system to its quantum-mechanical analog with the same energy. This mapping allows to renormalize the temperature scale and thereby recovers κ → 0 for T → 0.
In Ref. [55] , the coupling of three-dimensional spin-lattice dynamics to a quantum heat bath was considered; for pure spin dynamics, a quantum fluctuation-dissipation ratio is derived from the magnon dispersion ε(k) and the Bose-Einstein distribution ρ(ε(k),T ). A new simulation temperature T sim can be defined via
as a function of the actual temperature T ; here, is the volume per atom. For a ferromagnet at low T , we can set ε(k) ∝ k 2 and replace the integration over the BZ by an integration over a sphere, that is, BZ 
This yields the rescaling T sim (T ) ∝ T 5/2 , which would yield κ → 0. However, the global rescaling of the temperature axis does not change the ratio κ/σ as the correlation functions still increase with T 2 sim . Thus the Wiedemann-Franz law cannot be recovered by a mere rescaling of the temperature. Furthermore, the above correction scheme does not properly resolve the divergence of the transverse conductivities since the divergence is not exclusively due to the classical approximation. A direct application of the Kubo formula for the transverse thermal conductivity yields a nonphysical divergence for T → 0 because the temperature gradient drives besides the transversal heat current in addition circulating heat currents [56] . The latter are not experimentally accessible and their "polarization" contributions (Sec. III B 2) have to be removed. Thus performing a quantum correction that pushes the thermal conductivity to zero for T = 0 without proper treatment of the circulating currents seems questionable. For this reason, we refrain from using any of the quantum corrections; the classical description leads to a divergence of the thermal conductivity, which is lifted by the Gilbert damping but not brought to exactly zero. This is in contrast to the experimentally determined thermal conductivities reported in the literature [5, 20, 25] . Although the strict limit T → 0 cannot be taken in experiments, the trend of the thermal conductivities is κ → 0, as expected from the LSWA for both κ xx and κ xy . The different temperature dependencies become crucial in particular when the prominent sign change of κ xy with magnetic field and temperature [20] is considered. It is not captured by the classical treatment.
The preceding raises the question to which minimum temperature the present approach gives a good approximation. The usual requirement k B T ω for the classical limit cannot be satisfied in the ferromagnetic phase since T c is an upper boundary for T . For Cu(1,3-bdc), both k B T C ≈ 0.155 meV and ω ≈ 1 meV indicate that quantum effects may dominate the transport properties in the entire temperature range up to T c . This does also hold for the topological magnon insulator Lu 2 V 2 O 7 , with k B T C ≈ 6.03 meV (Ref. [5] ) and ω ≈ 15 meV (Ref. [57] ). On top of that, both systems feature spins with s = /2 which are far from the classical limit S → ∞. It seems that the TMIs, which show Hall-type magnon transport are poorly modeled by classical spins, a hardly surprising observation as magnetism is intrinsically of quantummechanical nature. This sets magnons apart from phonons. In favor of a classical treatment, we want to stress that the order of magnitude of the thermal conductivity is in very good agreement with those determined in experiment and that the existence of the transverse transport phenomena is captured.
IV. CONCLUSION AND OUTLOOK
We demonstrated that atomistic spin dynamics simulations can capture the transverse transport in topological magnon insulators. The presented approach grants access to the complete family of magnon Hall effects and is able to estimate the correct order of magnitude of the Hall angles. It offers an additional perspective by means of a classical treatment.
With regard to transverse transport there are several systems which could be studied by this method. For once, the topological magnon insulators with honeycomb lattice [23, 24] are of interest since the thermal Hall effect vanishes for a collinear antiferromagnetic ground state but the magnon spin Nernst effect persists [58, 59] . Second, the method may be extended to noncollinear spin textures; in particular, skyrmion crystals are appealing inasmuch as topological Hall effects of magnons [60] [61] [62] [63] [64] [65] and topological magnon states have been predicted [66] .
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APPENDIX A: SPIN AND THERMAL CURRENTS
With the Hamiltonian
which contains the DM interaction (D ij = −D ji ) and an external magnetic field B along the z direction, the equation
(γ = 1 for the sake of clarity). From this equation, we derive expressions for spin and thermal currents that were used in the numerical calculations.
Spin current
In Eq. (A1), the z component of the total spin is conserved. Hence, the spin current is defined as components orthogonal to the applied magnetic field) would be included in the Hamiltonian, no component of the total spin would be conserved and the continuity equation for the spin would include torques, i.e., sources or sinks of spin. An additional torque response to a thermal gradient was predicted in Ref. [33] .
Thermal current
The energy of the system is conserved and the associated energy current (thermal current) reads
where
is the energy of the magnetic moment m i . With Eq. (A2), its time derivativė
Next, we inspect terms which include j ∈N(i) and k∈N(i) , namely,
The contributions from pairs (j,k) and (k,j ) cancel each other, which is evident by writing
The first and second terms are antisymmetric upon exchange of j and k, the third and fourth terms are each other's negative under the aforementioned index exchange. The remaining terms in Eq. (A5) are grouped with respect to the kinds of energy (the Heisenberg exchange J , DM interaction D, and external magnetic field B),ḣ i =ḣ
These terms are simplified now one by one.
With the spin chirality χ ij l ≡ m i · (m j × m l ), it follows:
is rewritten aṡ One might be tempted to neglectḣ
since it is second order in the DM interaction and often D J . However, we account for this contribution as well. Making use of
Note that ψ ij l = −ψ lj i . Returning to the definition (A3) and plugging in the time derivatives of the local energy, we arrive at Replacing the index l by k recasts the interaction contribution
Each triple {i,j,k} of spins contributes
to the thermal current. Defining 
APPENDIX B: EFFECT OF GILBERT DAMPING ON THERMAL CONDUCTIVITIES
As discussed in Sec. II C, there are two strategies to evaluate the ensemble averages. Strategy 1 relies on the Hamilton dynamics and can be understood as intrinsic since only magnon-magnon interactions are considered. In contrast, the extrinsic strategy 2 includes in addition the coupling of the magnons to external baths; the interactions with the other quasiparticles are modeled by the Gilbert damping.
To compare both strategies, we address the thermal conductivity
Na
J th (t)J th (0) dt for B = 0 of a chain of ferromagnetically coupled spins (Refs. [39, 40] ; lattice constant a). We simulated a chain of N = 500 spins coupled by J = 1 meV. For strategy 1, the average is performed over 4000 ensembles, for strategy 2, the integration over time was performed for up to 42 ns. The computed thermal current correlation functions are approximated well by an exponential, b exp(−t/τ ); thus, κ = bτ L/(Nk B T 2 ). For the intrinsic strategy 1, κ diverges in the limit T → 0 (black line in Fig. 7 ; note the double-logarithmic scale), in agreement with Ref. [39] . This divergence is removed if a nonzero Gilbert damping α is introduced (strategy 2), no matter how small (colored lines). The thermal conductivity in the low-temperature regime increases approximately by one order of magnitude when α is decreased by one order of magnitude. At high temperatures, the conductivities behave like T −5/2 (gray dashed line). We note in passing that the thermal conductivities shown here are similar to those in Ref. [40] for a chain with disorder. An exception is that we find κ → const. for T → 0, whereas κ → 0 in Ref. [40] ; the latter recovers the Wiedemann-Franz law of magnon transport [51] .
APPENDIX C: NUMERICAL INTEGRATION OF CURRENT CORRELATION FUNCTIONS
As a short-hand notation, we define C μν (t) ≡ J μ (t)J ν (0) (μ,ν = x,y) and drop the index that differentiates between spin (s) and heat (th). The longitudinal correlation functions (μ = ν) decay on two time scales (Sec. III B), which lends to whose integral from time t = 0 to ∞ is evaluated analytically. The parameters a 1 , a 2 , τ 1 , and τ 2 are determined by a least-squares fit to the numerical data. Such a procedure is quite common in analyses of thermal conductivities of phonons [49] . In contrast to the longitudinal correlation function, the transverse correlation functions are integrated directly. The relation C xy (t) = −C yx (t) is not strictly fulfilled in the numerical computations, in particular at large times t. Hence we introduce a measure for the numerical quality of the computed correlation functions, from which a cutoff time t c is deduced. With E(f (x),g(x)) ≡ − + E(C xy (t),C yx (t)) − 1 (0 R(t) 1). Ideally, R(t) = 0. The integration of the correlation function is then performed numerically from t = 0 up to t c , with t c being the shortest time for which R(t c ) > . > 0 determines the error of the computed nondiagonal elements. This procedure is visualized in Fig. 8 .
