Abstract: Frequency Response Functions (FRFs) are essential for motion control design of complex mechatronic systems. The aim of this paper is to develop Optimal Experiment Design (OED) approaches for accurate identification of FRF models, with the particular focus on Multiple Input Multiple Output (MIMO) systems in closed-loop. The resulting optimization problem is shown to be highly challenging, especially for complex systems. A practical and feasible numerical approach based on a convex relaxation is developed. Experimental results on a next-generation wafer stage confirm that the quality of FRF measurements can be improved significantly using the proposed techniques.
INTRODUCTION
Mechatronic systems are subject to ever increasing demands in terms of accuracy and productivity. Meeting these demands requires the employment of advanced (model-based) control methods [Oomen (2018) ], which in turn necessitates the availability of accurate models. High-performance motion systems, such as wafer stages, typically exhibit complexly coupled multivariable flexible behavior. Parametric modeling of such complex systems based on physical principles is still considered as the single most difficult and time consuming step in designing modelbased controllers [Ogunnaike (1996) ; Hjalmarsson (2005) ], while this approach does not always lead to the required model accuracy. Non-parametric FRF identification is a key step in identifying mechatronic systems and is considered fast, inexpensive, and accurate [Ljung (1999) ; Pintelon and Schoukens (2012) ]. The resulting FRF constitutes an intermediate step towards parametric modeling, in addition to the fact that the non-parametric model in itself is of independent value, as it is also used directly for control design [Karimi and Kammer (2016) ] and system diagnostics [van der Maas et al. (2016) ]. The accuracy of the identified FRF directly depends on the input signal [Mehra (1974a) ], hence suitable experiment design is essential, especially for complex multivariable systems. The design of optimal inputs for mechatronic systems involves the optimization of the inputs to maximize the accuracy of the FRF within certain constraints, including guaranteeing certain bounded inputs or outputs. Important contributions to OED for parametric identification are, e.g., [Ljung (1999) , Goodwin and Payne (1977) , Hjalmarsson (2005) , Gevers et al. (2011) ]. Since these results do not directly give insight for non-parametric This work is part of the research programme VIDI with project number 15698, which is (partly) financed by the Netherlands Organisation for Scientific Research (NWO). models, optimal input design for FRF identification is addressed in, e.g., [Pintelon and Schoukens (2012) , Ch 2,5, Guillaume et al. (1996) , Dobrowiecki et al. (2006) ]. Herein, the proposed approaches to deal with multivariable systems aim at minimizing the correlation among different input signals, leading to the so-called (random) orthogonal excitations [Dobrowiecki et al. (2006) ]. However, for highly interactive systems the opposite may be required, as the identification of low gain direction requires high amplitude correlated inputs [Pintelon and Schoukens (2012) , p67]. Furthermore, orthogonal excitations do not provide a solution to the general OED problem under input and output constraints. Although optimal input design is of essential importance for high performance motion control of mechatronic systems, at present the optimal design of such inputs for complex multivariable systems in closed-loop is non optimal. The aim of this paper is to formulate and solve optimal input design for complex multivariable motion systems operating in closed-loop. The main contributions in this paper are: C1 A formulation of an optimization-based experiment design framework for the accurate non-parametric identification of MIMO systems in closed-loop in Section 3. C2 The identification of (fundamental) challenges in OED for MIMO systems in relation to C1 in Section 3. C3 An analytic solution to the OED problem for a physically relevant special case in Section 3. C4 A formulation of a convex relaxation and efficient optimization-based design framework in Section 4. C5 An experimental validation of the proposed techniques on a next-generation wafer stage in Section 5.
Notations and definitions H n denotes the set of [n × n] Hermitian matrices. Subscripts (+)+ denote positive (semi)-definiteness of a matrix or (semi)-positivity of a vector. X represents the complex conjugate of X ∈ C. The ⊗ operator denotes the Kronecker product and
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the element-wise, or Hadamard, product. The operation diag(X) returns a column vector with the diagonal entries of a matrix X. The Discrete Fourier Transform (DFT) of a discrete time sampled signal x(t) is defined as
with N the number of samples, T s the sample time, and k the discrete frequency index. Throughout, the single-sided DFT spectrum is considered and hence k = [1, . . . ,Ñ ] with N = 1/2N − 1.
IDENTIFICATION FRAMEWORK AND EXPERIMENT DESIGN OBJECTIVE

Identification framework
Identification scheme Consider the setup in Fig. 1 , wherein G represents the to-be-identified LTI system with dimension [n y ×n u ] and K is a (given) feedback controller. Signal w ∈ R nu is the user-defined excitation signal. For system identification, subrecords of signals w, u and y are measured. The signal y is corrupted by measurement noise ν y , characterized as a filtered normally distributed iid sequence. The DFT of the signals u(t) and y(t) in closed-loop measured during an e-th experiment, with e = 1, . . . , n u , are given by
−1 denotes the Sensitivity function. By performing a number of n u experiments, the matrix W (k) is formed, partitioned as
Matrices Y (k), U (k), and Z(k) are constructed likewise.
Excitation signals Among the many different types of excitation signals, the periodic (multisine) signal is known to possess some favourable practical properties [Pintelon and Schoukens (2012) , Ch. 2,5], of which the design freedom to independently choose the amplitude and phase of each harmonic component is of foremost importance in the OED problem. The multisine signal is given by
for i, e = 1, . . . , n u , and with A i (k) = 2|W
[e]
i (k)| and φ [e] i (k) = ∠W [e] i (k) ∈ [0, 2π) the amplitude and the phase of the sinusoid at frequency k, respectively.
Identification method
The plant estimate is obtained from the set of measured subrecords of Z(k),
The uncertainty of the vectorized estimateĜ(k) is expressed in terms of the covariance matrix
is referred to as the information matrix and is given by
and C Z (k) is the covariance matrix associated to Z(k), see [Pintelon and Schoukens (2012) , Ch 2]. The variance of the estimateĜ(k) is given by the diagonal entries of the covariance matrix
denotes the excitation spectrum, which forms the key variable in OED, as is discussed in the following.
Experiment design objective
The quality of the FRF estimateĜ(k) is described by (4), which explicitly contains the effect of the excitation spectrum and the noise on the accuracy of the measurement.
Furthermore, (4) shows that the information matrix M (k) is linear in the spectrum Φ w (k) and that this spectrum, or the underlying DFT W (k), are the only design quantities that can shape the information and covariance matrices. The problem of OED for non-parametric identification is the minimization of a cost function J [M (Φ w )], related to the FRF acccuracy C vec(Ĝ) (k), over the input spectrum
, while satisfying the system constraints. It is therefore natural to formulate the general design problem as a constrained optimization problem, minimize
The cost function and constraints are presented in more detail in the following.
Cost function Throughout, the A-optimality criterion is considered, which represents the total, or average, variance over all frequencies and all entries of the identified FRF:
This cost function is convex in Φ w (k) [Boyd and Vandenberghe (2004) , Ch. 3].
Constraints Throughout, power constraints are considered. Power constraints are of direct relevance in typical mechatronic systems, e.g., due to actuator or amplifier limitations. Furthermore, the solution to the powerconstrained problem may serve as a starting point for an amplitude constrained signal design [Manchester (2009) ]. Traditionally, constraints on the total power are considered in OED for MIMO systems, e.g., [Barenthin et al. (2008) , Mehra (1974b) ]. For the multivariable spectrum Φ u , this total power is then defined as the scalar quantity P u = 2 Ñ k=1 Tr (Φ u (k)), representing the power lumped over all n u signals and all n u experiments. However, in many applications, the truly physically relevant powers are those in each of the scalar signals u x ∈ R nx + of the vector-valued DFT X(k)
[e] ∈ C nx is defined as
with Φ
The spectrum per experiment Φ
x (k). The spectrum per experiment Φ [e] x (k) is a rank-one matrix. This property has a significant impact on the complexity of the OED problem, as is discussed in Section 3. Two-step design procedure The optimal excitation depends on the system itself and hence system knowledge is required prior to the excitation design. To overcome this chicken egg situation, the OED follows a two-step approach, sequentially performing a set of 1) initial experiments for prior data acquisition 2) optimized experiments to produce the FRF with optimized quality
This principle is illustrated experimentally in Section 5.
MULTIPLE AXES OPTIMAL EXPERIMENT DESIGN APPROACH
In this section, the limitations of traditional excitation design methods for multivariable systems are pointed out. An optimization-based experiment design framework is formulated for multivariable systems. Challenges in solving this general problem are discussed, and an analytic solution for a relevant special case is presented. This section constitutes contributions C1, C2, and C3.
Existing approaches to multivariable excitation design
There are generally two approaches to performing the n u experiments for MIMO systems: either a single input is excited per experiment, in which case W (k) is a diagonal matrix, or all inputs are excited simultaneously in each experiment, in which case W (k) is a full matrix [Pintelon and Schoukens (2012) , Sec 2.7]. Let these approaches be referred to as Single Axis (SA) and Multiple Axes (MA) excitation, respectively. Traditionally, MA excitations are designed such that the input directions of the different experiments are orthogonal to each other, i.e., matrix W (k) is orthogonal, leading to the so-called orthogonal excitations or orthogonal multisines [Dobrowiecki et al. (2006) ]. Although both the SA and the orthogonal excitations have convenient properties in terms of ease of design, neither of these two approaches allow for achieving optimal accuracy for the general multivariable OED problem, as a consequence of the a priori imposed restrictions on the excitation directions. This is discussed in the following.
Limitations of SA excitation The primary drawback of using SA excitations is that the MIMO system is treated as a multiple of Single Input Multiple Output (SIMO) systems, and consequently the potential directionality as function of frequency is not exploited. The limitations of SA excitation are particularly evident in closed-loop systems with a strongly directional (estimated) Sensitivity functionŜ(k) given in (4). Herein, the computation of the covariance matrix C vec(Ĝ) (k) relies on inversion of the estimated Sensitivity functionŜ(k). In open-loop, inversion is trivial sinceŜ(k) = I. However, in closed-loop, strong directionality ofŜ(k) could render S(k) ill-conditioned, causing the covariance C vec(Ĝ) (k) to become excessively large if not adequately dealt with in the excitation design. The following example illustrates the incapacity of SA of dealing with such situations.
Example 1. Consider expression (4) for the Sensitivity functionŜ = 1 a a 1 with a ∈ R, −1 < a < 1. Notice that the conditioning ofŜ deteriorates for values of a approaching ±1. Let the MA and SA excitations be given by
The plant inputs become
(10) Assuming that C Y = 1 in (4), the costs are computed as
(a 2 − 1) 2 . (11) Clearly, the cost tends to infinity with SA excitation for a → ±1, while MA is completely insensitive to a.
Limitations of orthogonal excitations
The use of orthogonal excitations results in an improved accuracy compared to SA excitations in the case that constraints are imposed on the excitations w. However, orthogonal excitations do not provide a solution for the general OED problem, wherein constraints may also be imposed on other signals, e.g., on the output y. To see this, consider the orthogonal excitations [Dobrowiecki et al. (2006) ; Pintelon and Schoukens (2012) 
where T o is the orthonormal DFT matrix with entries
for m, n = 1, . . . , n u and matrix T a (k) ∈ C nu×nu is a diagonal frequency-wise scaling matrix. The use of this DFT matrix T o results in a rotation of the excitation directions with respect to an SA excitation W SA (k) = T a (k)I. The benefit of this rotation is an excitation power reduction in each signal of a factor n u for the same cost. Or, equivalently, a factor n u reduced cost for the same excitation power. This is illustrated by the following example.
Example 2.
Consider the [2 × 2] orthogonal and SA excitations given by
Note that the excitation W o is obtained by rotating W SA 45 degrees. It is evident that the maximum excitation magnitude for the two inputs is a factor √ 2 smaller for orthogonal excitations than for SA, for the same cost:
Although the benefits of orthogonal exitations are evident for cases in which the goal is to minimize the excitation power, this excitation principle may no longer be beneficial for cases wherein constraints are imposed onto other signals, such as the system output y. In fact, the performance may deteriorate by a factor n u compared to SA excitation. This is illustrated in the following example.
Example 3.
Consider the plant G = 1 a a 1 where 0 ≤ a ≤ 1. Let K = 0 (open-loop) and suppose that the output powers P [e] y for e = 1, . . . , n u may not exceed 1. Consider once more the excitations W o and W SA in (14). The output power vectors in the first experiment for the two excitations are computed as:
The worst-case occurs when a = 1 for which the output power using W o is a factor n u larger than with W SA .
The above examples shows that for general OED problems, more advanced excitations are needed. Indeed, the optimal excitation W (k) is neither diagonal, nor orthogonal, but has a frequency-wise directionality that depends on the directionality of the (closed-loop) system. A design framework for the general OED for MIMO systems is presented in the next section.
General multivariable excitation solution
Optimization problem formulation The aforementioned traditional excitation design methods fail to achieve optimal FRF quality for general OED problems for MIMO systems as result of restricting W (k) either to be diagonal or orthogonal. The optimal solution to the general OED is the solution to a constrained optimization problem in which the structure of W (k) is unrestricted. For genericity, let the power constraints be imposed onto the general signal vector ξ, defined as ξ = G ξ w. For example, ξ could be com-
T . Then, the general OED problem (6) is formulated as
subject to for e = 1, . . . , n u :
with c ξ the vector containing the power limits and denoting an element-wise inequality.
Optimization problem aspects Solving the OED problem in (15) involves the following aspects:
• Non-convexity: The cost function is composed of a convex function J and an affine function and is thus convex. Also, the top set of constraints is convex since Φ
w (k) appears linearly. Powerful methods exists to solve such convex problems [Boyd and Vandenberghe (2004), Ch. 11] . However, the rank-one property of Φ [e] w (k) requires the inclusion of rank constraints. Rank constraints are non-convex, nonlinear, and discontinuous. Consequently, the resulting Rank Constrained Optimization Problem (RCOP) in (15) is non-convex. RCOPs are typically NP-hard to solve, e.g., [Fazel (2002) ].
• Phase-dependency: For single input systems or SA excitations, the excitation phases φ
i (k) given in (2), do not play a role in the excitation design when only power constraints are considered. Indeed, the power in a scalar signal is determined by its real-valued power spectrum. However, in the multivariable design problem, the excitation phases can no longer be ignored, even in the case that only power constraints are present. To see this, let the excitation magnitude and phase be expressed through the phasor description W
[e] 
where
with ∆φ
q (k). Indeed, an explicit dependency on the excitation phase (differences) is observed in term Ψ ii (k) and hence in Φ ξ . This phasedependency applies exclusively to MA excitations, since term Ψ ii (k) vanishes if W (k) is chosen diagonally, as is the case for SA excitation.
• Dimensionality: The number of (scalar) decision variables N Presently, no off-the-shelf solutions are available that can solve such large non-convex problems exactly or with a guaranteed good performance. There is a relevant special case, however, for which a particularly simple analytic solution exists, as is shown next. Techniques to solve the general multivariable OED problem (15) are a topic of further investigation.
Analytic solution for special case
In the special case that the constraints apply to the plant inputs u, an analytic solution to the OED problem (15) exists: Corollary 1. In the case that constraints apply to the plant inputs u, the optimal solution is given by
with diagonal matrix T c = diag(c u ), and frequency-
The proof is omitted due to space limitations.
SINGLE AXIS OPTIMAL EXPERIMENT DESIGN APPROACH
Solving the general OED problem for MA excitation requires solving the large-scale non-convex optimization problem (15). In this section, an optimization framework is presented for optimal input design using SA excitations, which can be regarded as a convex relaxation of the multivariable problem. This relaxation enables a practically feasible design method for spectrum design under constraints in the general signal ξ, but comes at the price of non-optimal FRF quality, as discussed in Section 3. This section constitutes contribution C4.
General single axis excitation solution
Optimization problem formulation Using SA excitation, the excitation spectrum Φ w (k) becomes a positive realvalued diagonal matrix. Let these diagonal entries be captured in the vector
The OED problem in (15) is then reformulated for SA as minimize
we (k) c ξ ,
where the .2 operator denotes the element-wise square and G
ξ (k) represents the e-th column of G ξ (k). Problem (19) can be formulated more efficiently by exploiting the specific properties of the A-optimality criterion. Since this criterion represents the total variance over all frequencies and entries ofĜ(k), the cost function in (19) can be expressed as
with 1 nuny a row vector of length n u n y containing ones. The variance can be expressed as
where the . − 1 operator denotes the element-wise inverse and
The proof is omitted to conserve space. Because the cost function in (20) is composed of summation of the variances over all experiments, and because additionally each of the n u constraint equations in (19) are evaluated separately for each experiment, it follows that the minimization can also be performed for each individual experiment separately. As a result, (19) can be reformulated as, for e = 1, . . . , n u :
we (k) c ξ .
This convex program can be solved efficiently for large values ofÑ [Boyd and Vandenberghe (2004), Ch. 11] .
Optimization problem aspects The SA excitation design problem (23) possesses some favourable properties compared to the MA problem (15):
• Convexity: It is readily observed that the troublesome rank constraint is not present in (19), by which the design problem simplifies to a convex program.
• Phase independency: Unlike in the MA case, the spectrum Φ w (k) is independent of the phase of W (k), recall (18).
• Dimensionality: It is straightforwardly obtained that the number of decision variables is N SA d =Ñ .
EXPERIMENTAL VALIDATION
This section constitutes contribution C5.
5.1 Experimental system and procedure System The OED methods are applied for the identification of a next-generation wafer stage depicted in Fig. 2 . The stage position is measured by 7 position sensors and actuated by 8 actuators. The system operates in closedloop control using a PID-like feedback controller. Power constraints apply to the plant inputs u and are specified by c u = 0.5 · 1
First, a set of n u initial (non-optimized) experiments are performed that provide the prior data to the OED. Subsequently, a set of n u experiments is performed using optimized SA excitations, and another set of n u experiments using optimized MA excitations. Optimal experiment design and results The FRF estimates obtained by the optimal SA (Section 4) and MA (Section 3.3) designs are shown in blue and red in Fig.  3 , respectively, including their estimated standard deviations (std). TheĜ 7,8 (k) entry is again shown in more detail in Fig. 4 , together with the excitation magnitude |W 8,8 (k)|. Both the SA and MA excitations show an enlarged magnitude at the low frequencies and around the plant resonances, hereby reducing the initially large uncertainties at these frequencies. Although the SA and MA excitations look highly similar, MA outperforms SA by a factor √ n u = √ 8 in terms of the std. This improvement factor is expected from 1) the rotation performed by T o in (17) and 2) from the observation that the condition number ofŜ(k) approximately equals one (not depicted) in the measured frequency range. 
CONCLUSIONS AND FUTURE WORK
Traditionally used orthogonal excitations for FRF identification of multivariable systems does not lead to optimal accuracy for general OED problems. Therefore, an OED framework is presented in the form of a constrained optimization program, wherein the frequency-wise directions of the system to-be-identified are addressed explicitly. Challenges in solving this problem are identified and an analytic solution to a special case has been presented and validated experimentally. Future work will focus on the development of methods to solve the general OED problem.
