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Характерною особливістю формування інформаційного суспільства, 
заснованого на знаннях, є різке збільшення кількості інформації, яку 
переробляє людина. Однією з основних операцій переробки інформації є її 
розділення на релевантну, тобто корисну, яку людина оперативно 
використовує для вирішення невідкладних завдань, та іррелевантну, яка 
складає інформаційний фон або інформаційні шуми.  
Відомо, що ухвалення рішень людиною ґрунтується на сприйнятій і 
переробленій нею інформації. Зростаючий потік інформації істотно впливає на її 
рішення. В умовах інформаційної революції, людина, як істота 
високоорганізована, адаптується до потоків інформації за рахунок створення і 
використання інформаційних систем, які допомагають вирішувати завдання збору, 
зберігання, переробки і передачі інформації. 
Інформаційно-пошукові системи призначені для пошуку у великих масивах 
даних необхідною інформації. Вони широко використовуються в багатьох сферах 
людської діяльності, наприклад, з їх допомогою здійснюють: пошук літератури в 
бібліотечних фондах; пошук вільних місць для пасажирів в транспорті; пошук 
інформації про платежі мешканців за комунальні послуги і т. д. 
Інформаційні системи передачі даних людство винайшло з метою швидкої 
передачі великої кількості інформації на значні відстані. Ці інформаційні 
системи отримали розвиток з появою високошвидкісного зв'язку, збільшенням 
його мобільності, високої якості передачі звукових і відео сигналів, а також 
супутникового зв'язку. Як приклади можна привести системи передачі 
голосових сигналів і відео зображень за допомогою телефонного зв'язку, 
системи передачі масової інформації (телебачення і радіо), спеціальні системи 
військового і урядового зв'язку та інші. 
Інтелектуальні інформаційні системи розробляються і використовуються 
в різних областях людської діяльності з метою підтримки інтелектуальної 
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діяльності людини. До них відносяться експертні системи, системи підтримки 
ухвалення рішень, діагностичні, дорадчі і інші типи інтелектуальних систем.  
Методологічну основу розробки таких систем складає теоретична і 
методична база багатьох наук, до яких можна віднести: теорію інформації і 
передачі даних; теорію ухвалення рішень, теорію розпізнавання образів; 
теорію побудови штучного інтелекту і формальних граматик та багато інших 
теорій і методів, які складають поки не сформовану парадигму тобто 
загальноприйнятний зразок побудови інформаційних систем і технологій. 
Висока наукоємність предмету вивчення, а також мінімальна кількість 
годин, що виділяється учбовим планом на освоєння матеріалу, поставила 
перед авторами складне завдання. Як за невеликий період часу, чітко і ясно 
викласти основи створення інформаційних систем і технологій на рівні 
ознайомлювального курсу?  
У цьому посібнику учбовий матеріал структурувався за змістом і часом з 
урахуванням технологічного підходу його вивчення, який викладається як 
прикладна інформаційна технологія в 7 розділі. На рис. П.1 показано 
структуру одного з можливих варіантів технологій навчання, де літерою Л 
позначені лекції, літерою І – іспит, а абревіатурою Пр/Лб - практичні або 
лабораторні заняття. Змістовні модулі позначені на малюнку абревіатурою 
ЗМ. Заштриховані вершини лінійного графа показують заняття, на якому 
здійснюється контроль знань студентів з відповідних змістовних модулів. 
Вершина графа з подвійним колом відображає 4-х годинне заняття. У нижній 
частині технологічної карти показаний один з варіантів накопичувальних 
можливостей системи оцінювання технології навчання. Тут пропонується 
знання студентів учбового матеріалу змістовних модулів ЗМ 1.1 – ЗМ 1.4 і  
ЗМ 1.7 максимально оцінювати по 10 балів, модулів ЗМ 1.5, ЗМ 1.6 по 15 
балів, а за знання, показані на іспитах максимально виставляти 20 балів. Тоді 
максимальна сумарна кількість балів за учбову дисципліну складе 100 балів.  
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Формула оцінок                                   10+10+10+10+15+15+10+20і = 100 
 
Рис. П.1 – Технологічна карта вивчення дисципліни 
«Інформаційні системи і технології» 
 
Технологічна карта складена для одного модуля кредитово-модульної 
концепції навчання студентів. Таблицю відповідності змістовних модулів і 
розділів даного посібника приведено нижче (див. табл. П.1).  
 
Таблиця П.1 
ЗМ 1.1 1. Основні відомості про дисципліну і предметну область 
ЗМ 1.2 2. Представлення і організація даних і знань в інформаційних системах 
ЗМ 1.3 3. Логіко - евристичні основи представлення знань 
ЗМ 1.4 4. Методи експертизи і відбору знань 
ЗМ 1.5 5. Лінгвістичне забезпечення інформаційних систем і технологій 
ЗМ 1.6 6. Прикладні інформаційні технології 
ЗМ 1.7 8. Геоінформаційні системи і технології 
 
20і 
10 
15 
15 
10 
10 10+10 
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Для остаточного формування процедур технології навчання необхідно 
вибрати засоби і методи викладення учбового матеріалу змістовних модулів. 
Теоретичний матеріал може бути доведений до студентів декількома 
способами: 
а) традиційний виклад лекції викладачем; 
б) лекція із заздалегідь підготовленим дидактичним матеріалом і 
демонстрація його з використанням сучасної проекційної апаратури (SVGA, 
XGA, UXGA); 
в) самостійне вивчення учбового матеріалу під керівництвом викладача, 
якщо він помістив його електронну версію в спеціальні засоби навчання 
(автоматизовану навчальну систему, базу знань учбового призначення вузу, 
середовище електронної підтримки навчання Moodle та інші).  
Навчальний матеріал, який вміщено в цей посібник, забезпечений 
контрольними запитаннями для самостійної перевірки знань, що дає 
можливість використовувати їх для організації тестування в тій або іншій 
технології навчання. Додаткові джерела інформації забезпечують розширення 
кругозору  студентів в області побудови і функціонування інформаційних 
систем і технологій, а також дають можливість викладачам підвищити міру 
свободи у викладенні конкретного матеріалу в рамках вибраної технології 
навчання. Разом з додатковими джерелами інформації учбовий матеріал 
забезпечений списком словниково-довідкових і лексикографічних засобів, які 
забезпечують високий ступінь довіри до викладеного в посібнику матеріалу. 
Автори виражають глибоку подяку рецензенту цього посібника доктору 
економічних наук, професор Ачкасов А. Є. , який зробив ряд критичних 
зауважень, що поліпшило зміст і структуру посібника.      
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1. ОСНОВНІ ВІДОМОСТІ ПРО ДИСЦИПЛІНУ  
І ПРЕДМЕТНУ ОБЛАСТЬ 
1.1 Роль і місце навчальної дисципліни в системі знань студентів за фахом 
Сучасний розвиток суспільства багатьма ученими характеризується як 
перехід від індустріального до постіндустріального або інформаційного 
суспільства, заснованого на знаннях. Темпи появи нової інформації різко 
зросли. Людина не встигає переробляти велику кількість нової інформації, 
структурувати і використовувати її в своїй повсякденній діяльності. Цим і 
обумовлюється важливість і актуальність вивчення основ побудови 
інформаційних систем і технологій їх використання при вирішенні 
різноманітних завдань. У цих умовах кожна освічена людина повинна знати 
принципи побудови сучасних інформаційних систем, а також їх структуру, 
основні їх елементи, вирішувані завдання в процесі реалізації інформаційних 
технологій. 
Метою вивчення даного курсу є формування у студентів стійких знань в 
області побудови сучасних інформаційних систем і технологій, а також 
придбання навичок роботи з базами даних (БД) для найбільш поширених 
систем управління базами даних (СУБД).  
Учбова дисципліна «Інформаційні системи і технології» грає важливу 
роль у формуванні професійних знань, умінь і навичок у студентів, які 
навчаються за різними спеціальностями. Вона відноситься до блоку 
фундаментальних учбових дисциплін і спирається на знання студентів, які 
отримані при вивченні таких дисциплін як математика, інформатика, а також 
дисциплін гуманітарного блоку навчального плану. Місце навчальної 
дисципліни в системі навчального плану показане на рис.1.1, де ілюструється 
узагальнена модель сценарію навчання у вузі, побудована на основі 
навчального плану і структурно-логічної схеми навчання за фахом. Знання, 
придбані студентами, що вивчають дану дисципліну, повинні бути розвинені 
при вивченні інших дисциплін. Вони повинні стати основою для самостійного 
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вивчення нових інформаційних систем і інноваційних технологій. Вивчаючи 
матеріал дисципліни, студенти повинні його розглядати крізь призму 
всеосяжних, планетарних явищ сучасності – глобалізації і інтеграції різних 
сфер людської діяльності. Глибокі знання в області інформаційних систем і 
технологій забезпечать майбутнім бакалаврам і магістрам високу 
конкурентоспроможність на ринку праці і ефективне виконання своїх 
професійних обов'язків.      
СЦЕНАРІЙ НАВЧАННЯ У ВУЗІ ЗА ФАХОМ 
 
 
 
                                  . . .                                                      . . . 
 
                                                                                                                       ККЗ 
                                  . . .                                                      . . . 
                                  
 
 
       . . .                                            Ч     а     с 
ОКХ, ОПП 
Д1 
Дк 
Дd 
Дq 
Дv 
Дn 
Дj 
 
Рис. 1.1 – Узагальнена модель сценарію навчання студентів за фахом 
В моделі (див. рис.1.1) позначено: ОКХ – освітня кваліфікаційна 
характеристика; ОПП – освітня професійна програма; Дj – учбова дисципліна; 
dк1 Д,Д,Д – дисципліни, що забезпечують термінологічною і понятійною 
базою дисципліну, що вивчається; nvq Д,Д,Д – дисципліни, що спираються  
на Дj  ; ККЗ – кваліфікаційні контрольні завдання.   
Учбова дисципліна передбачає вивчення основних операцій з відомими 
базами даних Excel і Access, а також алгоритми їх взаємодії. Знання однієї з 
мов програмування високого рівня забезпечить студентам можливість 
вирішення розрахункових і логічних завдань.  Дисципліна носить практичну 
спрямованість і в процесі її вивчення передбачається виконання розрахунково-
графічної роботи, яка виробляє у студента самостійність і навички в побудові 
окремих елементів інформаційних систем. 
12 
1.2 Основні терміни і визначення. Лексична база дисципліни  
і методи її викладання 
 
В основі учбової дисципліни «Інформаційні системи і технології» 
лежать терміни і поняття, які з одного боку мають широке тлумачення, а з 
іншого боку нормовані державними стандартами. До таких стандартів 
відносяться  ДСТУ 2481 – 94,  2941 – 94 – системи обробки інформації, 
інтелектуальні інформаційні технології і розробка систем, відповідно.  
В даний час є безліч різних тлумачень терміну інформація. Тому 
приведемо декілька визначень поняттю інформація, оскільки воно є ключовим 
в назві навчальній дисципліни.  
ІНФОРМАЦІЯ – це одна з основних універсальних властивостей 
предметів, явищ, процесів об'єктивної дійсності, людини і створених нею 
управляючих ЕОМ, що полягає в здатності сприймати внутрішній стан і дії 
навколишнього середовища і зберігати певний час результати, перетворювати 
отримані відомості і передавати результати обробки (перетворення) іншим 
предметам, явищам, процесам, машинам, людям.  
ІНФОРМАЦІЯ (від латинського informatio — роз'яснення, виклад), 
спочатку — відомості, передаванні людьми усним, письмовим або іншим 
способом (за допомогою умовних сигналів, технічних засобів і так далі); з 
середини 20 століття — загальнонаукове поняття, що включає обмін 
відомостями між людьми, людиною і автоматом, автоматом і автоматом, 
обмін сигналами в тваринному і рослинному світі, передачу ознак від клітки 
до клітки, від організму до організму; одне з основних понять кібернетики.  
ІНФОРМАЦІЯ (для процесу обробки даних) – будь-які знання про 
предмети, факти, поняттях і тому подібне проблемного середовища, якими 
обмінюються користувачі системи обробки даних.  
Другим ключовим поняттям предметної області, що вивчаємо, є поняття 
«система». Предметом дослідження цього поняття є системний аналіз, який є 
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фундаментальною навчальною дисципліною багатьох учбових планів. 
Визначимо термін система як: 
СИСТЕМА (від грецького systema – ціле, складене з частин; з'єднання), 
безліч елементів, що знаходяться у відносинах і зв'язках один з одним, 
створюючи певну цілісність, єдність. Виділяють матеріальні і абстрактні 
системи. Перші розділяються на системи неорганічної природи (фізичні, 
геологічні, хімічні, технічні та ін.) і живі системи (біологічні системи – клітки, 
тканини, організми, популяції, види, екосистеми); особливий клас систем – 
соціальні системи (від простих соціальних об'єднань до соціальної структури 
суспільства). Абстрактні системи – поняття, гіпотези, теорії, наукові знання 
про систему, лінгвістичні (мовні), формалізовані, логічні системи та ін. У 
сучасній науці дослідження систем різного роду проводиться в рамках 
системного підходу, загальної теорії систем, різних спеціальних теорій систем, 
в кібернетиці, системотехніці, системному аналізі і так далі. 
У Державних стандартах об'єднуються обидва розглянуті терміни в 
єдиний термін - «інформаційна система». Запишемо його визначення: 
ІНФОРМАЦІЙНА СИСТЕМА – система, яка аналізує машинну пам'ять 
і маніпулює інформацією про проблемну область.  
Решта всіх визначень, які розглядатимуться в навчальній дисципліні, має 
з ними відповідні відносини, як це показано на рис.1.2. 
ТЕХНОЛОГІЯ (від грецького techne — мистецтво, майстерність, уміння 
і ...логія), сукупність методів, способів і прийомів отримання, обробки або 
переробки сировини і напівфабрикатів з метою отримання готової продукції; 
наукова дисципліна, що вивчає механічні, фізичні, хімічні та інші зв'язки і 
закономірності, що діють в технологічних процесах. Технологією називаються 
також самі операції здобичі, обробки, транспортування, зберігання, контролю, 
що є частиною загального виробничого процесу. 
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Рис. 1.2 – Узагальнена схема відносин терміну «інформаційна система» 
 
ІНТЕЛЕКТУАЛЬНА ІНФОРМАЦІЙНА ТЕХНОЛОГІЯ – прийоми, 
способи і методи виконання функцій збору, зберігання, обробки, передачі і 
використання знань.  
ДАНІ - інформація, представлена у формалізованому вигляді, зручному 
для пересилки, інтерпретації або обробки за участю людини або 
автоматичними засобами.  
БАЗА ДАНИХ – сукупність структурованих взаємозв'язаних даних, що 
описують характеристики якої-небудь фізичної або віртуальної системи.  
СИСТЕМА УПРАВЛІННЯ БАЗАМИ ДАНИХ – сукупність програмних 
і мовних засобів, які забезпечують управління базами даних. 
ЗНАННЯ – сукупність фактів, закономірностей, відносин і евристичних 
правил, що відображає рівень обізнаності про проблеми деякої предметної 
області.  
Інформація Система 
Інформаційна система 
 
Інтелектуальна інформаційна технологія 
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Бази даних і бази знань, побудовані на основі комбінованих моделей представлення 
даних і знань про предметну область 
 
Геоінформаційні системи і  технології 
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БАЗА ЗНАНЬ - впорядкована сукупність правил, фактів, механізмів 
виведення і програмних засобів, що описує деяку предметну область і 
призначена для представлення накопичених в ній знань. 
СИСТЕМА УПРАВЛІННЯ БАЗАМИ ЗНАНЬ – сукупність програмних 
і апаратних засобів для організації і ведення бази знань.  
Специфіка учбового матеріалу дисципліни обумовлює виклад 
теоретичного матеріалу на лекціях з демонстрацією окремих елементів 
інформаційних систем. Закріплення теоретичного матеріалу на практичних 
заняттях і самостійно припускає вирішення конкретних практичних завдань з 
використанням обчислювальних засобів вузу. 
   
1.3 Місце і роль інформаційних систем в управлінні 
об'єктами і процесами 
 
Як правило, інформаційні системи і технології використовуються з метою 
ухвалення оптимальних рішень. В теорії систем виділяють як самостійно 
функціонуючі інформаційні системи, такі як інформаційно-розрахункові 
системи різного призначення, геоінформаційні системи, інтелектуальні 
системи - експертні, такі що радять та інші, так і функціонуючі у складі 
автоматизованих систем управління (АСУ). В АСУ вони грають роль 
інформаційної підсистеми, яка здійснює збір, зберігання і передачу інформації 
споживачам інформації. Узагальнена схема, представлена на рис.1.3, показує 
місце інформаційної підсистеми в складній однорівневій системі управління, а 
також основні зв'язки з іншими підсистемами системи управління. 
Розрізняють динамічні інформаційні системи, які функціонують в реальному 
масштабі часу і статичні, результати роботи яких не залежать від часу. 
16 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рисунок 1.3 - Складна однорівнева система 
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 В даний час все більше уваги приділяють розробці інтелектуальних 
систем, в основі яких лежать моделі, які реалізують інтелект людини. 
Застосування на практиці таких систем забезпечує створення інтелектуальних 
інформаційних технологій, які отримали широкий розвиток, як в рамках науки 
- теорій ухвалення рішень, розпізнавання образів, передачі інформації та ін., 
так і в процесі створення конкретних інтелектуальних програмних засобів.    
 А)  Контрольні запитання для самостійної перевірки знань 
1. Чому необхідно вивчати навчальну дисципліну «Інформаційні системи і 
технології» в сучасних умовах?  
2. Яке місце займає учбова дисципліна серед інших дисциплін, що забезпечують 
повноту знань в рамках конкретної спеціальності? 
3. Дайте визначення основним термінам, які складають термінологічну основу (поле) 
навчальної дисципліни. 
4. Побудуйте і обґрунтуйте термінологічну систему навчальної дисципліни. 
5. Приведіть визначення термінів «база даних» і «система управління базами даних». 
Співвіднесіть між собою ці два поняття. 
6.  Приведіть визначення термінів «база знань» і «система управління базами знань». 
Співвіднесіть між собою ці два поняття. 
Рис. 1.3 – Складна однорівнева система 
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7. Що таке технологія і чим вона відрізняється від інтелектуальної інформаційної 
технології? 
8. Приведіть приклади інформаційних систем і інформаційних технологій. 
9. Яку роль грають інформаційні системи (підсистеми) в автоматизованих системах 
управління? 
10. Охарактеризуйте основні елементи складної однорівневої системи управління.  
 В) Додаткові джерела інформації 
1. Системный анализ. Учеб. для вузов / А.В. Антонов. - Высн. шк., 2004. - 454 с. 
2. Чоговадзе Г.Г. Инфорнация: информация, общество, человек. – М.: ООО  
Дата+, 2003. – 320 с. 
 Лексикографічні і словниково-довідкові засоби 
1. Кондаков Н.И. Логический словарь-справочник. М.: Наука, 1976. 
2. Иллюстрированный энциклопедический словарь. Золотой фонд российских 
энциклопедий. CD-ROM. 2003. Научное издательства «Большая Российская 
энциклопедия». На 2-х дисках.  
3. Державний стандарт України. ДСТУ 28764-94. Системы обработки информации. 
Базы данных. Термины и определения. 
4. Державний стандарт України. ДСТУ 2481-94. Системы обработки информации. 
Интеллектуальные информационные технологии. Термины и определения. 
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2. ПРЕДСТАВЛЕННЯ І ОРГАНІЗАЦІЯ ДАНИХ В ІНФОРМАЦІЙНИХ 
СИСТЕМАХ 
2.1. Підхід до організації даних 
Відомі два підходи до організації масивів даних: файлова організація і 
організація у вигляді баз даних. 
Файлова організація припускає організацію і зберігання даних, 
орієнтованих, як правило, на одне прикладне завдання, і забезпечується самим 
прикладним програмістом. Така організація дозволяє досягти високої 
швидкості обробки даних, але має наступні недоліки. 
1. Значна надмірність даних. Вузька спеціалізація програм і файлів, що 
підлягають обробці обумовлює необхідність зберігання одних і тих же 
елементів даних в різних системах. 
2. Неможливість виявлення суперечливих даних. Причина очевидна – для 
виконання одних і тих же операцій з різними файлами потрібні різні програми, 
а управління здійснюється різними особами (групами осіб). 
3. Низький рівень задоволення інформаційних запитів користувачів. 
Розроблені для спеціалізованих прикладних програм файли не можна 
використовувати для задоволення запитів користувачів, які перекривають дві і 
більш предметних областей. Більш того, файлова організація даних не 
забезпечує виконання багатьох інформаційних запитів навіть в тих випадках, 
коли всі необхідні елементи містяться в наявних файлах. 
Тому виникла необхідність відокремити дані від їх опису, визначити таку 
організацію зберігання даних з урахуванням існуючих зв'язків між ними, яка б 
дозволила використовувати ці дані для багатьох застосувань. Реалізація такого 
підходу привела до створення баз даних (БД) і систем управління базами 
даних (СУБД), які мають на меті забезпечувати ефективність доступу до 
даних. 
База даних, по суті, це сукупність взаємозв'язаних даних, що зберігаються 
спільно в зовнішній пам'яті обчислювального комплексу і використовуються, 
як правило, більш ніж однією програмою або користувачем. 
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До БД пред'являються наступні вимоги. 
1. Інтегрованість даних, тобто зберігання даних в єдиному сховищі – БД. 
2. Незалежність даних. Розрізняють логічну (зміна схеми БД не вимагає 
корегування прикладних програм) і фізичну (зміна методу організації даних не 
впливає ні на прикладні програми, ні на схему БД) незалежність даних. 
3. Адекватність предметній області, тобто можливість відображення будь-
яких фактів, що характеризують предметну область. 
4. Цілісність даних (задоволення логічним вимогам, що пред'являються). 
5. Мінімальна надмірність (дублювання) даних, які зберігаються, що 
забезпечує необхідну продуктивність БД. 
6. Здібність БД до розширення. 
7. Можливість пошуку за декількома ключами. 
8. Забезпечення захисту даних від несанкціонованого доступу або 
випадкового знищення. Передбачає введення засобів з ідентифікації 
користувачів і контролю їх дій з погляду наданих повноважень, а також 
відновлення БД при апаратних збоях обчислювального комплексу. 
За частотою оновлення і поповнення даних розрізняють БД оперативні, 
мінливі, статичні. 
Оперативні БД допускають поповнення, і зміну даних, які містяться в них, 
безпосередньо за запитами користувачів в реальному масштабі часу. Бази 
даних цього типу використовуються в першу чергу для організації 
інформаційної взаємодії окремих підсистем програмного забезпечення і є 
найбільш складними в реалізації. 
Для мінливих БД характерним є те, що функція модифікації даних 
виконується людиною (адміністратором БД) за заявками користувачів через 
певні проміжки часу. 
Статистичні БД на оновлення даних не розраховані і передбачають, як 
правило, зберігання інформації нормативно-довідкового характеру. 
Всі функції з організації, обслуговування і доступу до БД виконуються за 
допомогою спеціального програмного забезпечення, яке носить назву СУБД. 
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Система управління базами даних – програмна система, яке забезпечує 
використання і ведення БД. Основне призначення СУБД – надання 
користувачам БД засобів маніпулювання даними в абстрактних термінах, не 
пов'язаних із способом їх зберігання в обчислювальному комплексі. 
СУБД гарантує несуперечність, цілісність, секретність і мінімальну 
надмірність даних в БД. Ефективність СУБД визначається швидкістю доступу 
до даних, раціональним використанням пам'яті обчислювального комплексу, 
простотою розробки прикладних програм, що оперують даними з бази. 
 
2.2. Рівні представлення даних 
Сучасні СУБД підтримують зазвичай три рівні опису даних, що 
відповідають: фізичному представленню даних в середовищі зберігання; 
загальному логічному представленню всієї сукупності даних, які зберігаються 
в БД; приватним представленням даних з погляду конкретних користувачів і 
прикладних програмістів. Ці рівні опису даних прийнято називати відповідно 
внутрішньою, концептуальною і зовнішньою схемою БД (див. рис. 2.1). 
Елементарними одиницями внутрішньої схеми БД є фізичні блоки 
(записи), збережені вказівники, дані переповнювання і міжблочні проміжки. 
Структури фізичного блоку і збереженого запису ілюструються відповідно на 
рис. 2.2 та рис. 2.3. 
Концептуальна схема БД, як правило, базується на наступних трьох 
поняттях: об'єкти, атрибути і зв'язки між цими елементами і їх властивостями. 
З об'єктом пов'язані два поняття: тип і екземпляр об'єкту. Поняття тип 
об'єкту відноситься до набору однорідних предметів, що виступають як єдине 
ціле. Екземпляр об'єкту відноситься до конкретного предмету. 
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Рис. 2.1 – Рівні представлення даних 
 
 
Рисунок 2.2 – Структура фізичного блоку 
Рис. 2.3 – Структура збереженого запису 
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об'єктів, а також представлення зв'язків між об'єктами. 
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Під зв'язками розуміються асоціації (відповідності) між однаковими або 
різними типами об'єктів. У загальному випадку важливими для практичного 
використання механізму зв'язків є наступні категорії: 
1. Найменування зв'язку. 
2. Вибірковість. Розрізняють чотири типи зв'язку: необов'язковий зв'язок 
(існування обох об'єктів не залежить від зв'язку); можливий зв'язок 
(існування одного об'єкту залежить від зв'язку); умовний зв'язок 
(приватний вид можливого зв'язку, коли задається умова існування); 
обов'язковий зв'язок (існування обох об'єктів залежить від зв'язку) 
3. Ідентифікатор. 
4. Час існування. 
5. Асоціативність. Це властивість зв'язку позначає відповідність між 
екземплярами двох об'єктів різного типу. 
З погляду користувача, зовнішня схема БД представляє сукупність вимог 
до даних, які визначаються, функціональними специфікаціями (реальними 
форматами). 
 
2.3. Моделі даних 
Зовнішні і концептуальні схеми БД будують на основі однієї з трьох 
моделей даних: ієрархічної, мережевої або реляційної. 
Ієрархічна модель організовує дані у вигляді деревовидної структури і є 
реалізацією логічних зв'язків: родовидових відносин і відносин «частка-ціле». 
Прикладом простого ієрархічного представлення може служити організаційна 
структура. 
Графічним способом представлення ієрархічної структури є дерево  
(див. рис. 2.4).  
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Рис. 2.4 – Приклад деревовидної структури 
Дерево є ієрархією елементів, які називаються вузлами (вершинами). Під 
елементами розуміється список (сукупність, набір) атрибутів, які описують 
об'єкти. У ієрархічній моделі виділяють кореневий вузол (корінь дерева) і 
породжені вузли. Корінь знаходиться на самому верхньому рівні (рівень 1) і не 
має попередніх вузлів. Решта вузлів, званих породженими, зв'язана між собою 
таким чином: кожен вузол має початковий (передуючий) вузол, що 
знаходиться на більш високому рівні, і довільну кількість породжених ним 
вузлів на подальшому рівні.  
Вузли, що не мають породжених ними вузлів, називають листям. Між 
початковим вузлом і породженими вузлами існує відношення «один до 
багатьох (багато до одного)». Використання даного відношення дозволяє 
перетворювати ієрархічну структуру в структуру, яка показана на рис.2.5. 
Рис. 2.5 – Ієрархічна структура даних 
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Таким графічним представленням зручніше користуватися при розгляді 
складних структур даних. 
У загальному випадку ієрархія задовольняє наступним умовам. 
1. Дерево може мати тільки один корінь. 
2. Вузол містить не менше одного атрибуту, що описує об'єкт в даному 
вузлі. 
3. Породжені вузли можуть додаватися як в горизонтальному, так і у 
вертикальному напрямі. 
4. Доступ до породжених вузлів можливий тільки через початковий вузол. 
Тому існує тільки один шлях доступу до кожного вузла. 
5. Кількість екземплярів вузла кожного рівня обмежується тільки 
фізичним об'ємом БД.  
 Мережева модель організовує дані у вигляді мережевої структури, що 
відрізняється від деревовидної тим, що будь-який вузол в мережі може бути 
пов'язаний з будь-яким іншим вузлом. На рис.2.6 приведені приклади 
мережевих структур, де для простоти представлення цифрами 1, 2 ., 11 
позначені елементи (об'єкти). Як і в разі деревовидних структур, мережева 
структура описується за допомогою початкових і породжених вузлів і має 
рівні. Проте в мережевій структурі між початковим вузлом і породженими 
вузлами можуть існувати не тільки відносини типу «один до багатьох (багато 
до одного)», але і відносини типу «багато до багатьох». Якщо в мережевій 
структурі присутні відносини тільки першого типу, таку структуру називають 
простою мережевою структурою. Інакше – складною мережевою структурою. 
В основі реляційних моделей лежать поняття теоретико-множинного 
відношення, що є підмножиною декартового добутку доменів. Домен – це 
множина однорідних об'єктів. Прикладами доменів можуть служити множина 
цілих чисел, множена залізничних вузлів, множина прізвищ пасажирів і так 
далі. 
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Декартовим добутком К доменів ( )k21 D,...,D,D , який позначається 
( )k21 D...DD ××× , називається множина всіх кортежів виду ( )k21 V,...,V,V  
довжини k , таких, що 11 DV ⊂ , 22 DV ⊂ , …, kk DV ⊂ . 
Відношенням R називається підмножина декартового добутку одного або 
більш доменів. Елементами відношення є кортежі. 
 
 
Рис. 2.6 – Приклади мережевих структур 
Приклад 
Нехай { }2,1D1 = , { }cbaD ,,2 = . Тоді  
( ) ( ) ( ) ( ) ( ) ( ){ }cbacbbDD ,2,,2,,2,,1,,1,,121 =×  
або в матричному вигляді  






=×
cba
cba
DD
,2,2,2
,1,1,1
21 . 
Вкажемо декілька відношень: 
( ) ( ){ }211 DDb,1,a,1R ×⊆= , ( ){ } 212 DDa,2R ×⊆= , 
( ) ( ) ( ) ( ){ } 213 DDc,2,b,2,...,b,1,a,1R ×⊆= , ∅=4R . 
У практиці реляційних БД відношення представляється у вигляді 
двовимірної таблиці (див. табл.2.1), в якій рядок є кортежа, кожен стовпець 
відповідає тільки одній компоненті цього відношення.  
11 10 9 
8 6 7 
5 4 3 
2 1 1 
2 
4 
1 1 
а) б) 
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Таблиця 2.1 
Приклад представлення даних в таблиці 
Ф.І.О. Посада Вчений ступінь Вчене звання Педагогічний 
стаж 
     
 
Такі таблиці мають наступні властивості. 
1. Кожним елементом таблиці є один елемент даних, групи, що 
повторюються, відсутні. 
2. Всі стовпці в таблиці однорідні, тобто елементи стовпця мають 
однакову природу. 
3. У таблиці немає двох однакових рядків. 
4. Рядки і стовпці таблиці можуть відображатися у будь-якому порядку і 
в будь-якій послідовності безвідносно до їх інформаційного змісту. 
Таким чином, реляційна БД з логічної точки зору може бути представлена 
множиною двовимірних таблиць самого різного предметного наповнення. 
Якщо кожному стовпцю таблиці присвоїти ім'я (оголосивши такий стовпець 
атрибутом), то порядок проходження стовпців буде несуттєвим. Мінімальну 
підмножину атрибутів Х, сукупність значень яких однозначно ідентифікує 
кортежі к21 А,...,А,А  відношення R (кожен рядок таблиці), називають 
ключем. 
Ключ повинен задовольняти наступним двом умовам: 
1. Функціональна залежність k21 A,...,A,AX →  належить повній множині 
функціональних залежностей +F , яка логічно виходить із заданої множини 
цих залежностей f. 
2. Ні для якої власної підмножини Х залежність k21 A,...,A,AY → , де 
XY ⊂ , не належить +F . 
При задоволенні першої умови вважається, що ключ має властивість 
однозначної ідентифікації кортежу, а при задоволенні другої – властивістю 
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відсутності надмірності: ніякий атрибут не можна видалити з ключа, не 
порушуючи при цьому властивості однозначної ідентифікації. 
Відношення може мати декілька ключів, що звуться можливими ключами. 
Один з можливих ключів, що вибирається для ідентифікації записів, 
називається первинним ключем. 
Основні достоїнства і недоліки, властиві перерахованим моделям даних, 
приведені в табл. 2.2.  
Таблиця 2.2 
Основні достоїнства і недоліки моделей даних 
Модель даних Достоїнства Недоліки 
Ієрархічна Простота застосування 
принципу ієрархії. 
Нескладні процедури пошуку 
даних 
Неможливість відображення 
зв'язків «багато до багатьох». 
Складність включення  інформації 
про нові об'єкти і видалення 
застарілих. Надмірність даних. 
Мережева Відсутність надмірності 
даних. 
Можливість опису складних 
структур даних. 
Складність розуміння структури. 
Можлива втрата незалежності 
даних при реорганізації даних.  
Реляційна Доступність для розуміння. 
Забезпечення незалежності 
даних. Строга математична 
основа. 
Експоненціальне зростання часу 
пошуку даних при збільшенні 
(більше 50000) кількості записів. 
Надмірність даних. 
 
Вибір конкретного типу моделі даних залежить від потреб користувачів. 
 
2.4. Принципи функціонування СУБД 
В розвитку СУБД можна умовно виділити три періоди. Протягом першого 
періоду (приблизно до 1969 р.) накопичувалися вимоги до СУБД широкого 
призначення. У ці роки було розроблено ряд систем, орієнтованих на 
управління даними і файлами, а також пошук інформації. Другий період 
(1969-1975 рр.) ознаменувався формуванням загальних принципів побудови 
СУБД і створенням теорії інформаційних об'єктів. Третій період у розвитку 
СУБД відлічується з 1975 року, коли вийшов в світ звіт спеціальної 
дослідницької групи Національного бюро стандартів США. У цьому звіті був 
28 
проаналізований досвід експлуатації СУБД і підведені підсумки обговорень і 
дискусій, що мали місце в другому періоді. 
Принципи функціонування СУБД розглянемо на прикладі універсальної 
системи, схему якої приведено на рис.2.7. 
 
Рис. 2.7 – Схема ідеальної СУБД 
Відзначимо, що на рисунку представлені укрупнені програмні засоби і 
основні сховища даних. При цьому не показані, але передбачаються 
безумовно необхідними програмні засоби, що забезпечують такі функції 
СУБД, як перегляд, корегування і захист даних, ведення системного журналу і 
організація діалогу. 
Попередня підготовка СУБД до роботи передбачає опис даних і 
документів, з яких вони вводяться. Дані завантажуються в БД і витягуються з 
бази відповідно до опису інформаційного об'єкту (ОІО), якому вони належать. 
Опис вхідного документу (ОВД) є засобом, за допомогою якого для кожного 
елементу даних з послідовності можна однозначно встановити, до якого типу 
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даних він належить і з якими іншими даними знаходиться в заданому 
відношенні. Крім того, в цьому описі можуть міститися додаткові відомості, 
наприклад, умови правильності даних, які використовуються для перевірки 
сукупностей даних, що вводяться. 
Завантаження ОІО (ОВД) в базу описів інформаційних об'єктів (базу 
описів вхідних документів) забезпечується програмою «Введення ОІО» 
(програмою «Введення ОВД»). Друга функція цих програм полягає в перевірці 
кожного опису, що вводиться, на коректність і у разі виявлення помилки 
повідомлення про неї. 
Після завантаження у відповідні бази описів ОІО та ОВД можна вводити 
дані до БД. Масиву даних, що вводяться, передує звернення до програми 
«Введення даних». Дана програма виконує наступні функції: перевірку 
відповідності кожного елементу даних, що вводиться, вказаним в ОІО 
властивостям свого типу даних і сукупності даних умовам правильності, 
сформульованим в ОВД; розміщує дані в БД; доповнює, виправляє і знищує ті, 
що вже знаходяться в базі дані. 
Виділимо три види заявок на вибірку даних, розміщених в БД: заявка на 
друк або відображення на моніторі комп’ютера в стандартному форматі; 
заявка на друк або відображення в бажаному форматі; заявка на організацію 
масиву даних бажаної структури в пам'яті ЕОМ. 
Перший вид заявок підтримується засобами загального програмного 
забезпечення, на якому реалізується СУБД. Реалізації заявок другого вигляду 
передує підготовка бажаного формату. При використанні заявок третього 
вигляду дані організовуються у вигляді зовнішнього масиву даних, що має 
бажану структуру. Дані із зовнішнього масиву можуть бути завантажені в БД 
програмою «Введення даних» на запит програми, функціонування якої не 
передбачене СУБД. 
Реалізація всіх трьох видів заявок має справу з витяганням даних з БД за 
допомогою запитів. Засобами реалізації запитів супроводжується спеціальна 
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база запитів, яка призначена для запам'ятовування даних тих запитів, що часто 
повторюються. 
Для того, щоб при виведенні (на друк або монітор) документів одного 
формату не потрібно було кожного разу описувати один і той же макет, в 
СУБД передбачена можливість накопичення таких макетів у вигляді макетів 
вихідних документів, яка підтримується програмою «Введення макетів 
вихідних документів». 
Основна функція програми «Словарна система» - стиснення БД. Кожний 
елемент даних для якого зроблено вказівку про стиснення, перед 
завантаженням в БД передається цій програмі. Програма обчислює шифр (код) 
цього елементу даних і поміщає шифр разом з даними в словарну базу, а в БД 
поміщає тільки шифр даних. Застосування шифру (передбачається, що шифр, 
або код; коротше замінюваного даного) скорочує об'єм БД, що прискорює 
пошук в ній необхідних даних. При виведенні даних або підготовці 
зовнішнього масиву шифри автоматично замінюються на самі дані. 
В процесі експлуатації СУБД може виникнути необхідність перетворення 
інформаційних об'єктів. Вони повинні перетворюватися, якщо змінюється 
склад типів даних і змінюються відношення між типами даних. Введення в БД 
нових даних старого типу і таких, що знаходяться в колишніх відносинах не є 
перетворенням інформаційного об'єкту. Заявки на перетворення об'єкту 
реалізуються засобами перетворення інформаційних об'єктів. 
Таким чином, лінгвістичне забезпечення універсальної СУБД передбачає 
чотири мови спілкування з даними: мова опису інформаційних об'єктів, мова 
перетворення інформаційних об'єктів, мова запитів, мова опису документів. 
Розглянута концепція ідеальної СУБД з різним ступенем повноти 
визначає принципи функціонування існуючих систем, тобто знайшла 
практичне втілення в СУБД  інформаційних систем. 
Основними напрямами розвитку СУБД є: розробка технічних засобів, що 
забезпечують апаратну підтримку СУБД; створення систем, які здатні 
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керувати різнорідними і розподіленими БД; створення теорії інформаційних 
об'єктів.   
 А) Контрольні запитання для самостійної перевірки знань 
1. Які підходи до організації масивів даних існують, їх достоїнства і недоліки? 
2. Які вимоги пред'являються до баз даних? 
3. Які бази даних по частоті оновлення і поповнення  даних Ви знаєте? Привести приклади їх 
використання. 
4. Які функції виконує система управління базами даних? 
5. Назвіть рівні представлення даних і дайте їм коротку характеристику. 
6. Які моделі представлення даних Ви знаєте? Дайте їм коротку характеристику. 
7. Дайте коротку характеристику реляційної моделі представлення даних і порівняйте її з 
мережевою і ієрархічною. 
8. Назвіть основні достоїнства і недоліки моделей представлення даних. 
9. Назвіть основні елементи СУБД і дайте їм коротку характеристику. 
10. Які мови використовуються в лінгвістичному забезпеченні універсальної СУБД? 
 В) Додаткові джерела інформації 
1. Информатика. Базовый курс / Под ред. С.В. Симоновича - СПб: Издательство «Питер», 
2000. – 640 с: ил. 
2. Гарнаев А.Ю. Excel, VBA, Internet в экономике и финансах. – СПб.: БХВ-Петербург, 2001. 
– 816 с.: ил. 
3. Долженков В.А., Колесников Ю.В. Microsoft Excel 2000. – СПб.: БХВ-Петербург, 1999. – 
1088 с.: ил. 
4. Харитонова, И.А. Microsoft® Access 2007. [Текст]  / И.А. Харитонова, Л.В. Рудикова.  – 
СПб.: БХВ-Петербург, 2008. - 1280 с. 
 Лексикографічні і словниково-довідкові засоби 
1. Державний стандарт України. ДСТУ 28764-94. Системы обработки информации. Базы 
данных. Термины и определения. 
2. Иллюстрированный энциклопедический словарь. Золотой фонд российских энциклопедий. 
CD-ROM. 2003. Научное издательство «Большая Российская энциклопедия».   На 2-х 
дисках.  
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3. ПРЕДСТАВЛЕННЯ І ОРГАНІЗАЦІЯ ЗНАНЬ В ІНФОРМАЦІЙНИХ 
СИСТЕМАХ 
 
3.1. Знання як інформаційний об'єкт для обробки 
обчислювальним комплексом 
 
Створення перспективних  інформаційних систем і технологій передбачає 
автоматизацію не тільки фізичної, але й інтелектуальної праці людини. 
Обробка величезної кількості різнорідної інформації в сучасних умовах 
розвитку суспільства вимагає вирішення нових завдань, які не виникали 
раніше. До них належать опис і представлення в обчислювальних комплексах 
(ОК) складного зовнішнього середовища, автоматичне вироблення рішень, 
направлених на досягнення заданих цілей, організація спілкування людини з 
ОК на обмеженій природній мові і ряд інших завдань.  
Науковий напрям, в рамках якого вирішуються ці завдання, називають 
створенням штучного інтелекту (ШІ). Одним з основних напрямів досліджень 
в області ШІ є представлення і використання знань про предметну область.  
Як самостійний науковий напрям створення ШІ ще порівняно молодий, 
щоб можна було говорити про коло термінів і визначень що остаточно 
склалися. Відносно окремих термінів та їх тлумачень існують неминучі 
розбіжності. Разом з тим, здається доцільним і природним уточнити деякі 
терміни, необхідні для успішного сприйняття подальшого матеріалу.  
У широкім смислові під предметною областю розуміється область 
об'єктів, універсум міркувань, універсум розгляду або просто універсум, клас 
(множина) об'єктів, що розглядаються в межах даного контексту. Під 
контекстом тут може розумітися окреме міркування або сукупність фраз, 
фрагмент наукової теорії або теорія в цілому.   
При розгляді завдань прийняття рішень можна спиратися на наступне 
неформальне визначення. 
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Предметна область – сукупність взаємозв'язаних відомостей, необхідних 
і достатніх для вирішення даного завдання або певної сукупності завдань.  
Терміни «інформація», «дані» і «знання» були розглянуті вище. З цих 
визначень видно, що поняття «знання» як інформаційного об'єкту для обробки 
на ОК не відкидає і не замінює поняття «дані». Знання і дані необхідно 
розглядати як різні взаємодоповнюючі рівні представлення інформації. 
Кажучи неформально, дані містять здебільшого кількісні, а знання – якісні 
характеристики предметної області. На відміну від даних знання мають 
особливості представлення їх в пам'яті ОК, серед яких виокремимо наступні. 
1. Можливість інтерпретації. Дані, які поміщені до ОК, можуть змістовно 
інтерпретуватися лише відповідною програмою. У відриві від програми, дані, 
не мають фізичного смислу. Знання відрізняються тим, що в них завжди є 
можливість змістовної інтерпретації. 
2. Наявність класифікуючих відношень. Не зважаючи на різноманітність 
форм зберігання даних, жодна з них не забезпечує можливості компактного 
опису всіх зв'язків між різними типами даних. Наприклад, при роботі з 
даними, що характеризують як окремі елементи множини, так і всю множину, 
доводиться багато разів описувати одні і ті ж відомості, загальні для елементів 
і множини в цілому. При переході до знань між окремими одиницями знань 
можна встановити такі відношення, як «елемент-множина», «тип-підтип», 
«ситуація-підситуація», що відображають характер їх взаємозв'язку. Це 
дозволить записати і зберігати інформацію, однакову для всіх елементів 
множини. При необхідності цю інформацію можна передати опису будь-якій 
множині елементів.  
3. Наявність ситуативних відношень. Ці зв'язки визначають ситуативну 
сумісність окремих подій або фактів, що зберігаються або вводяться в пам'ять, 
а також такі відношення, як каузальні (причинно - слідчі), просторові, 
тимчасові і так далі. 
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Ситуаційні зв'язки дозволяють будувати процедури аналізу знань на 
повноту, суперечність і інші властивості, які важко реалізувати при зберіганні 
традиційних масивів даних. 
Розвиток інформаційних технологій до теперішнього часу привів до 
усвідомлення особливої ролі даних і знань як специфічного виду національних 
ресурсів – інформаційного ресурсу. Вони вигідно відрізняються від 
фінансових, сировинних, енергетичних і інших вже тим, що в процесі 
експлуатації не піддаються прямому витрачанню, не убувають. Більш того, 
вони безперервно зростають в процесі суспільного розвитку. 
Щоб ефективно експлуатувати інформаційні ресурси їх треба, перш за 
все, раціонально організувати. Тому необхідно розробляти високоефективні 
інформаційні системи, що забезпечують експлуатацію інформаційних 
ресурсів. 
 
3.2. Проблема представлення знань 
Одним з основних завдань експлуатації інформаційних ресурсів є 
завдання представлення і обробки в ОК знань про фізичну реальність, про 
дані, що зберігаються в пам'яті, і їх можливі перетворення, а також про 
програми ОК. Якщо розглядати інформаційно-управляючу систему, яка 
виконує як функції породження програм обробки даних, так і функції 
вирішення поточних завдань управління фізичними об'єктами і формування 
відповідей на запити зовнішніх абонентів, то додатковим завданням є 
зберігання і обробка в ОК великих масивів різнорідних даних. В результаті 
виникає необхідність створення інтегрованої бази знань – бази даних, в якій 
знання використовуються для організації обробки даних відповідно до заданих 
цільових установок системи. Структурно будь-яка база знань включає одну 
або більше баз даних. 
База знань, призначена для використання в інформаційно-управляючих 
системах широкого призначення повинна задовольняти наступним вимогам: 
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1. Універсальність методів представлення знань, які повинні дозволяти 
описувати всі компоненти знань, що необхідні для ефективної 
цілеспрямованої діяльності в довільній предметній області. 
2. Відкритість, що передбачає можливість її наповнення, зміни, корекції 
знань в режимі діалогу з користувачами. 
3. Орієнтація на рішення завдань у фізичній реальності, що вимагає 
розгляду об'єктів, явищ, процесів в просторі – часі з урахуванням зміни їх 
присутності, місцеположення, стану. 
4. Автоматична інтерпретація (в термінах знань в ОК) даних, що 
поступають ззовні, що забезпечує формування внутрішнього уявлення 
про реальність на мові, доступній користувачам. 
5. Здібність до породження програм обробки даних, що забезпечує 
використання знань тільки при виникненні нових класів завдань. 
6. Наявність  засобів ведення бази знань, контролю їх повноти і 
несуперечності. 
7. Здібність до індуктивних узагальнень, тобто до формування знань на 
підставі спостереження приватних прикладів реальності, що не є в 
загальному випадку обов'язковою, але істотною рисою для деяких 
застосувань. 
Матеріальною основою для представлення знань може служити природна 
або штучна мова. Мови як знакові системи є предметом вивчення семіотики – 
загальної теорії мовних знаків і їх зв'язків між собою, з мисленням, 
об'єктивною реальністю і людиною. Семіотика включає 4 розділи, що 
розрізняються за відносинами, що розглядаються в них, між 4 чинниками, до 
яких належать: А – знаки; С – уявні образи, відображення; О – об'єкти 
відображення; S – люди і їх свідомість.  
Синтактика відображає синтаксичні знання про мову, тобто зв'язки типу 
А–А, і досліджує правила побудови виразів мови, правила їх перетворення і 
виведення нових виразів з тих, що є.  
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Семантика досліджує зв'язки між виразами мови А і поняттями , що ним 
відповідають. При цьому знаки розглядаються як форма існування уявних 
образів С, які є значеннями знакових виразів. Разом з цим семантика вивчає 
зв'язки між значеннями простих знаків і складених з них складних знаків. 
Сигматіка вивчає відносини між знаками А і об'єктами О, що 
позначаються ними. 
Прагматика присвячена вивченню відносин між виразами мови А, 
поняттями С, до яких відносяться ці вирази, і тими особами, які 
використовують ці вирази, або тими ситуаціями, в яких вони 
використовуються. 
Відповідно до вказаних розділів виділяють 4 типи знань: синтаксичні, 
семантичні, сигматичні і прагматичні. 
Згідно визначенню, зміст синтаксичних знань складають відомості про 
формальну систему, що використовується для побудови формалізованих 
теорій предметної області. Вони включають алгебру формул, правила виводу і 
синтаксичне визначення виводимості, тобто опис операції приєднання 
наслідків. 
Семантичні знання забезпечують об'єктивну змістовну інтерпретацію 
формул теорії на елементах деякої предметної області. У разі динамічної 
предметної області повинні бути визначені правила такої інтерпретації на 
довільній її реалізації. 
Сигматичні знання встановлюють відповідність між знаками і 
позначеними об'єктами, що є необхідним, наприклад, для розуміння і 
породження в ОК графічних документів таких, як географічні карти, 
електричні схеми і так далі. 
Прагматичні знання визначають значення формул теорії залежно від 
місця або ситуації їх віднесення, що описується набором значень 
характеристик або «координат», наприклад  
( )...,a,p,t,i ϖ= , 
де i – ситуація, звана також індексом; 
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ϖ  - світ, до якого відноситься формула; 
t, p – час і положення об'єкту в просторі миру ϖ ;  
а – суб'єкт, з позиції якого розглядається ситуація. 
Особливість вказаних характеристик ситуації полягає в тому, що вони 
визначаються по відношенню до деякого суб'єкта, який використовує формулу 
або висловлює пропозицію. Слід зазначити, що ситуація віднесення може 
тлумачитися як семантично, так і прагматично залежно від того, чи мають її 
характеристики об'єктивний або суб'єктивний характер.  
Таким чином, представлення прагматичних знань здійснюється шляхом 
виділення множини класів світів, достатньої для управління цілеспрямованою 
діяльністю інформаційної системи, і розміщення в пам'яті ОК семантичних 
знань, що забезпечують перевірку виконання формул теорії в кожному з цих 
класів на наявних даних про дійсну або штучну реальність. 
Істотною для інформаційних систем є наявність нормативних класів 
світів, в яких описуються еталонні стани реальності, на послідовних 
інтервалах часу. Відмінність між такими еталонами і прогнозованим дійсним 
положенням справ  є стимулом для пошуку і реалізації дій, направлених на 
усунення цієї відмінності. Цим самим забезпечується реалізація принципу 
зворотного зв'язку. 
Розглянуті три види знань – синтаксичні, семантичні і прагматичні 
повинні бути задані на трьох рівнях віддзеркалення реальності або стратах (від 
латинського stratum - шар, пласт) в ОК – страті фізичних об'єктів і процесів, 
страті даних і їх перетворень, страті програм ОК. 
Окрім знань про конкретну предметну область, ОК необхідні також 
знання загального характеру про порядок використання наявних відомостей в 
процесі цілеспрямованої діяльності інформаційної системи. Такі знання, що 
відображають загальні закономірності розумових процесів при підготовці і 
виборі рішень, природно віднести до метарівню бази знань. 
Одним з видів метазнань, необхідних для організації управління 
наповненням бази знань, контролю, корекції і обробки когнітивної інформації 
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(тобто такої, яка інтерпретується і переробляється) є эпістемічні знання або 
знання про знання. Ці знання можуть бути представлені, наприклад, у вигляді 
концептуальної моделі каталогу знань, що відображає наявність, 
достовірність, розміщення в пам'яті їх компонентів, об'єктивний або 
суб'єктивний характер, суб'єктивну приналежність різних версій.  
Епістемічні знання, аналогічно знанням про будь-яку іншу предметну 
область, представляються на основі деякої мови і відповідної формальної 
системи і мають свою синтактику, семантику і прагматику.  
Адекватність (відповідність) знань фізичній реальності повинна 
забезпечуватися їх надійною перевіркою і захистом від несанкціонованого 
доступу після запису в пам'ять ОК.  
Окрім аксіоматичних теорій (формальних теорій), які повною мірою 
задовольняють критерію формальності, існують і знаходять практичне 
застосування ряд інших методів, які за формою представлення знань прийнято 
ділити на декларативні і процедурні. 
Декларативна форма представлення знань припускає використання 
деяких тверджень або структур без вказівки правил перетворення інформації. 
Як приклади можна назвати аксіоматичні теорії, а також спеціальні структури 
– семантичні мережі. 
 Процедурна форма, в протилежність першій, заснована на завданні 
деяких процедур обробки інформації. Прикладами можуть служити 
алгоритми, складені з процедур ієрархічно організованих структур-фреймів, а 
також продукційні системи, в яких виконання операцій над даними зв'язується 
з деякими умовами їх застосовності. 
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3.3 Структуризація знань 
Під структуризацією розумітимемо розподіл знань по розділах бази. Як 
основоположні принципи при рішенні цієї задачі приймемо  наступні: 
1. Ієрархічна організація знань; 
2. Стратифікація знань по рівнях мета знань, знань про фізичну 
реальність, знань про завдання, які вирішує ОК і його програми;  
3. Наявність єдиної системи ведення бази знань, заснованої на 
эпістемічній логіці. 
Ієрархічна організація знань може розглядатися як аналог відповідного 
принципу в низхідному проектуванні складних комплексів програм. Суть 
цього принципу полягає в послідовній декомпозиції знань, починаючи з рівня 
максимальної спільності, з деталізацією описів понять у міру їх конкретизації. 
Стратифікація знань повинна поєднуватися з їх ієрархічною організацією, 
яка застосовується в кожній страті. Вона забезпечує представлення завдань в 
декількох еквівалентних формах (один рівень спільності в різних стратах). 
Стратифікація дозволяє мати описи постановок завдань, що розглядаються з 
декількох точок зору: з позицій фізичної системи і її оточення, з позицій 
завдань обробки даних і з позицій ОК. 
Епістемічна частина бази знань, перш за все, містить систему адресації до 
її компонентів, а також створює можливість заповнення, контролю, 
коректності вмісту окремих рубрик. Побудована з урахуванням сказаного, 
структура бази знань показана на рис. 3.1.  
Подальша структуризація знань може бути заснована, наприклад, на 
прагматиці цілеспрямованої діяльності. Передбачається, що відомості про 
таку прагматику, що є виразом досвіду людини у вирішенні завдань, поміщені 
на метарівні бази знань. 
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Рис. 3.1 – Структура бази знань 
Прагматика припускає вибір системи прагматичних точок віднесення і 
опису динаміки цілеспрямованої діяльності шляхом вказівки дій, які повинен 
зробити ОК при кожному наборі значень присутності об'єкту (явища) у 
вказаних точках. Зауважимо також, що по можливості прагматика повинна 
бути універсальною, застосовною до цільових установок різних класів. 
Розглянемо як приклад один ієрархічний рівень знань в одній страті, що 
відповідає (припустимо) знанням про фізичну реальність. Слід зазначити, що 
відмінність між рівнями, у тому числі і між стратами, виявляється в ступені 
деталізації опису операцій. Функціонуючим (працюючим) є самий нижній 
рівень, в якому алгоритми представлені програмними модулями ОК. Решта 
всіх рівнів розкриває послідовно семантику перетворень даних шляхом 
переходу від простих відносин, об'єктів до складніших (вгору за ієрархією) до 
отримання узагальненого представлення обстановки на рівні фізичної 
реальності. Оскільки цей рівень також може містити декілька ієрархічних 
ступенів, є можливість отримати декілька варіантів опису однієї і тієї 
реальності, що розрізняються за ступенем деталізації. 
… 
… 
… 
Э  П  І  С  Т  Е  М  І  Ч  Н  І    З  Н  А  Н  Н  Я 
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Послідовність операцій синтезу алгоритму для одного ієрархічного 
ступеня приведено на рис. 3.2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рис. 3.2 – Послідовність синтезу алгоритму 
У лівій частині рисунку показані компоненти знань, в правій – операції. 
Компонент I введений для перевірки наявності необхідних знань, які входять у 
формулювання початкових умов. Компоненти II...IX є необхідними в 
якнайповнішому варіанті представлення знань. Операції 2, 3 дозволяють 
включати в алгоритм плани прогнозування присутності, а при позитивному 
результаті прогнозувати стан об'єкту (простого або складеного).  
КОМПОНЕНТИ ЗНАНЬ ОПЕРАЦІЇ 
Знання про систему  
об'єктів 
Знання про присутність 
(прогноз) 
 
План прогнозування  
присутності 
Знання про стан  
(прогноз) 
 
Знання про зміни 
Зв'язки спостережувані. 
Параметри - можливості S1 
Доповнення 1  
плану дій 
Зв'язки спостережувані.  
Параметри - цілі S2 
Доповнення 2  
плану дій 
 
Знання про присутність 
(поточну) 
 
Включення в план 
 дій 
Включення в план 
 дій 
 
Знання про стан 
(поточний) 
Знання про порядок  
реалізації дій 
Включення в план  
дій 
 
2 
План прогнозування  
стану 
3 
План дій 
4 
5 
6 
7 
8 
9 
I 
II 
III 
IV 
V 
VI 
VII 
VIII 
IX 
Початкові умови 
1 
42 
Якщо в результаті  прогнозування виявляється, що присутність і стан 
об'єкту задовольняє директиві, то операції алгоритму завершуються. Якщо  ж 
виявляється відсутність об'єкту або неспівпадання стану, то записується цільова 
установка, направлена на встановлення розузгодження.  З використанням знань 
про зміни (IV) здійснюється синтез плану дій    (операція 4). 
У загальному випадку план дій будується з розрахунку на топологізоване 
представлення дій інформаційної системи. При цьому обов'язкова частина 
задається в світі норм і має морфізми, які направлені від кінцевої цільової 
установки до початкових умов. Тут необхідно відзначити принципову 
відмінність фізичної топології від математичної. 
Фізична топологія є наслідком відмови від статичної картини світу 
абстрактних математичних понять і переходу до динамічної реальності. 
Оскільки склад присутніх об'єктів і їх взаємозв'язок є змінними в часі, такою є 
і база топологічного простору, в якій вони розглядаються. В той же час 
виконання певних дій, які завершуються отриманням необхідного результату, 
можливі тільки при послідовності станів проблемного середовища, що 
володіють заданими властивостями. Це означає, що в більшості випадків 
необхідно «конструювати» вказану послідовність станів, управляючи побічно 
базою. Таким чином, фізична топологія є в загальному випадку змінною.  
 
А) Контрольні запитання для самостійної перевірки знань 
1. Як співвідносяться поняття термінів «предметна область», «знання» і «дані»? 
2. Назвіть особливості представлення знань в пам'яті обчислювального комплексу. 
3.  Що таке інформаційний ресурс і чим він відрізняється від інших видів ресурсів, 
наприклад, економічного, енергетичного і інших? 
4. Як співвідносяться між собою бази даних і бази знань? 
5. Яку роль відіграє мова в побудові баз знань? 
6. Назвіть основні складові мови і дайте їм коротку характеристику. 
7. Які типи знань розрізняють при створенні штучного інтелекту? 
8. Як співвідносяться між собою епістемічні, синтаксичні, семантичні та прагматичні 
знання? 
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9. Які форми представлення знань Ви знаєте? 
10.  Намалюйте узагальнену структуру бази знань і дайте коротку характеристику її 
елементам. 
В) Додаткові джерела інформації 
1. Гаврилова, Т.А. Базы знаний интеллектуальных систем. [Текст]  / Т.А. Гаврилова, 
В.Ф. Хорошевский – СПб.: Питер, 2001. – 384 с. 
2. Люгер, Джорж.Ф. Искусственный интеллект: стратегии и методы решения 
сложных проблем. [Текст]  / Д. Люггер. - М.: Издательский дом "Вильямс", 2003. - 
864 с. 
3. Ярушек, В.Е. Теоретические основы автоматизации процессов выработки решений 
в  истемах управления. [Текст] / В.Е.Ярушек, В.П. Прохоров, Б.Н.Судаков, А.В. 
Мишин. -  Харьков, ХВУ, 1993. – 446 с. 
4. Осипов, Г.С. Информационные технологии, основанные на знаниях. [Текст]  // 
Новости искусственного интеллекта. №1. – 1993. -  С.7 – 41. 
5. Нильсон, Н. Принципы искусственного интеллекта. [Текст]  /  Н. Нильсон. – М.: 
Радио и связь, 1985. – 234 с. 
6. Поспелов, Г.С. Искусственный интеллект – основа новой информационной 
технологии. [Текст]  / Г.С. Поспелов – М.: Наука, 1988. – 248 с.    
 
     Лексикографічні і словниково-довідкові засоби 
1. Державний стандарт України. ДСТУ 2481-94. Системы обработки информации. 
Интеллектуальные информационные технологии. Термины и определения. 
2. Искусственный интеллект: в 3-х кн. Кн.1. Системы общения и экспертные 
системы: Справочник / Под ред Э.В. Попова.- М.: Радио и связь, 1990. – 356 с. 
3. Иллюстрированный энциклопедический словарь. Золотой фонд российских 
энциклопедий. CD-ROM. 2003. [Электронный ресурс] / Научное издательство «Большая 
Российская энциклопедия» на 2-х дисках.  
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4. ЛОГІКО-ЕВРИСТИЧНІ ОСНОВИ ПРЕДСТАВЛЕННЯ ЗНАНЬ 
 
4.1 Моделі представлення знань 
Метою даного підрозділу є вивчення існуючих моделей представлення 
знань, які використовуються при створенні інтелектуальних інформаційних 
систем, що забезпечують вирішення складних слабо структурованих завдань. 
Узагальнена схема таких систем ілюструється на рис. 4.1. 
Для створення штучного інтелекту що забезпечує управління в 
інформаційних системах і технологіях, розглянемо відомі методи і моделі 
представлення знань.  
 
 
Інтелектуальний 
інтерфейс 
 
 
 
СУБЗ 
БЗ 
БД 
Адміністратори системи 
Експерти 
Користувачі 
Когнітологи 
Рис. 4.1 – Узагальнена схема інтелектуальної системи управління  
 
Дамо визначення поняттю «Представлення знань». 
Визначення. Представлення знань – це визначення на деякій формальній 
мові, яка називається мовою представлення знань, властивостей різних 
об'єктів і закономірностей, що використовуються для вирішення прикладних 
завдань і організації взаємодії користувача з ЕОМ.  
Існує дві групи методів представлення знань: декларативні і процедурні. 
У декларативних методах знання після їх перетворення з речень мови 
початкового представлення, наприклад, мови логіки предикатів, в немашинну 
мову у вигляді відповідних структур інтерпретуються і обробляються 
спеціальними програмними засобами. Ці засоби не залежать від конкретних 
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особливостей тих або інших знань і повністю визначаються синтаксисом і 
семантикою мови представлення знань. 
При використанні процедурних методів, знання також представляються в 
пам'яті ЕОМ деякими структурами даних, але при цьому під елементами 
структур розуміються деякі спеціалізовані процедури. Фактично процедурний 
метод представлення знань можна розглядати як спосіб програмування, що 
встановлює правила розробки асоційованих процедур при створенні бази 
знань для інтелектуальної системи.     
Розрізняють два типи моделей представлення знань: логічні і евристичні. 
На рис. 4.2 показана класифікація основних моделей представлення знань і 
теоретичні основи, на яких вони будуються. 
    
 
Комбіновані Модальна логіка, логіка присутності і ін. 
Логіка висловів 
 Основа моделей: дані - вислови; закони логіки 
висловів; правила логічного виводу; метод опи-
су - аксіоматичний. 
МОДЕЛІ ПРЕДСТАВЛЕННЯ ЗНАНЬ 
Логічні Евристичні 
Логіка предикатів 
  Основа моделей: дані - предметні змінні і 
константи; синтаксичні правила; правила логіч-
ного виводу; метод опису - аксіоматичний. 
 
Формалізовані теорії 
 Основа моделей: дані - елементи предметної 
області; предметні функції; синтаксичні прави-
ла; правила логічного виводу; метод опису - 
аксіоматичний. 
 
Продукційні системи 
 Основа моделей: система правил продук-
ций вигляду «ЯКЩО умова, ТО дія»; управ-
ління прямим і зворотним виведенням; ме-
тод представлення знань - процедурний. 
Семантичні мережі 
 Основа моделей: структура даних - понят-
тя, події, процеси і відносини між ними; пра-
вила виводу; метод представлення знань - 
процедурний або декларативний. 
Фрейми 
 Основа моделей: структура даних - об'єкти 
(поняття, суті); правила виводу; метод пред-
ставлення знань - процедурний і декларатив-
ний. 
 Рис. 4.2 – Класифікація моделей представлення знань 
 
В основі логічних моделей представлення знань лежать поняття 
формальної системи і формалізованої теорії, компоненти яких розглядаються в 
дискретній математиці. Розглянемо евристичні моделі представлення знань. 
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4.2. Продукційні системи як моделі представлення знань 
В основу продукційних систем покладені продукційні правила, які 
описують знання у формі «ЯКЩО умова, ТО дія». Простота і наочність цього 
способу представлення знань зумовила його застосування в багатьох системах 
з штучним інтелектом.  
При організації бази знань у вигляді продукційної системи в її склад 
входять елементи, які ілюструються рис. 4.3. 
Тут база правил - це область пам'яті ЕОМ, яка містить сукупність знань, 
представлених у вигляді правил «ЯКЩО умова, ТО дія». Ці правила можуть 
містити декілька умов, сполучених зв'язками «І» та «АБО», наприклад, 
«ЯКЩО умова С1 та умова С2 , ТО дія А ».  
 
Відомості, про те, як ефективно 
використовувати знання про 
предметну область 
 
Виведення Введення 
Диспетчер 
 
Інтерпретатор 
База правил 
Модифікація   правил 
БД 
 
Знання про предметну 
область 
 
Рис. 4.3 – Склад бази знань, заснованої на продукційній системі 
 
База даних (БД) - це область пам'яті ЕОМ, що містить фактичні дані 
(факти), які описують введені дані і стани системи. Бази даних можуть мати 
декілька рівнів представлення даних і різну форму представлення: у вигляді 
ієрархічних або мережевих структур, а також у вигляді таблиць. Інтерпретатор 
визначає, яким чином застосовувати правила для виведення нових знань, а 
диспетчер встановлює порядок застосування цих правил. Ці два взаємозв'язані 
елементи бази знань називають механізмом виводу, який забезпечує 
ефективне використання знань про предметну область.  
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Пояснимо правила виводу в системі продукцій, використовуючи при 
цьому представлення продукційних правил І/АБО графом і спираючись при 
цьому на визначення прямого виведення, приведене в ДСТУ.  
Визначення. Пряме виведення – стратегія виведення, при якій виведення 
проводиться від початкових посилок до цільового висновку. 
На рис. 4.4 ілюструється суть виведення в продукційних системах при 
допомозі І/АБО графа. Тут правила є відношенням виведення, встановленим 
між вмістом робочої пам'яті, посилання на яке здійснюється з умовної 
частини, і вмістом, що вказується в завершальній частині. 
На практиці при використанні систем продукцій, які складаються з 
декількох правил в умовній їх частині (при необхідності) застосовують зв'язки 
АБО. Процес отримання висновку, який виводиться за допомогою двох 
правил, ілюструється на рис. 4.5. 
 
    Завершальна частина правила           Механізм виведення 
        (дані, що доповнюються правилом)              Виведення 
Вміст робочої пам'яті (дані, до яких 
проводиться звернення з правила) 
Умовна 
частина 
правила 
База 
правил 
БД 
С1 
І 
А 
С4 С3 С2 
ЯКЩО С1 і С2 і С3 і С4 
ТО 
А 
Звернення 
за даними 
 
Рис. 4.4 – Ілюстрація виведення в продукційній системі 
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 А 
С1 
АБО 
 
І І 
С2 С3 С4 
Від бази даних (початкові умови) 
Правило 1 Правило 2 
Висновок 
Умова 
ЯКЩО С1 і С2 або ЯКЩО С3 і С4 
ТО 
А 
Початкові дані 
 
Рис. 4.5 – Висновок, що виводиться за допомогою двох правил 
 
В результаті виведення, отримане за допомогою системи продукцій, можна 
представити як сукупність серії правил, що забезпечують отримання окремих 
висновків, і даних, на підставі яких робиться виведення. 
За допомогою графів І/АБО зворотне виведення можна представити як 
завдання пошуку шляху на цьому графові.  
Визначення. Зворотне виведення – стратегія виведення, при якій 
виведення проводиться шляхом підбору відповідних посилок під заданий 
висновок. 
Іншими словами, для підтвердження однієї посилки зі всіх зв'язків АБО, 
визначених по відношенню до вузлів графа, відповідних цій посилці, 
вибирається одна і робиться спроба підтвердити всі вузли, що є передумовами. 
Важливим моментом ефективного функціонування продукційної системи є 
організація управління виведенням, яку здійснює диспетчер бази знань  
(див. рис. 4.3). Відомі два методи управління виведенням. Першим є метод з 
використанням так званих метаправил, під якими розуміються правила більш 
високого рівня, які забезпечують диспетчеризацію використання основної 
системи правил. Другий метод відрізняється від першого тим, що правила 
заздалегідь групуються по атрибутах (завершальна частина правила). Для 
кожної групи вказується умова (форма якої аналогічна умовній частині 
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правила), яка формується з приватних умов. Потім проводиться пошук 
можливості застосування правила тільки з тієї групи, в межах якої 
виконується ця умова, або указується група за допомогою завершальної 
частини правила і приймається рішення допускати або забороняти 
застосування правила цієї групи. 
 
4.3 Моделі представлення знань семантичними мережами 
Представлення знань, що базуються на апараті семантичних мереж, 
полягає в тому, що предметна область розглядається як сукупність об'єктів 
(сутій, понять) і зв'язків (відносин) між ними.  Поняття «Семантична мережа» 
стандартизоване і має наступне визначення. 
Визначення. Семантична мережа - модель представлення знань за 
допомогою мережі вузлів, зв'язаних дугами, де вузли відповідають поняттям 
або об'єктам, а дуги – відносинам між вузлами. 
Науковими основами представлення знань семантичними мережами є 
методи теорії графів. Апарат семантичних мереж оперує такими ж або 
аналогічними поняттями. Крім того, при організації виведення на семантичних 
мережах використовуються розрізання і склеювання графів. По аналогії з 
графами семантичні мережі можуть представлятися матрицями суміжності і 
інцидентності. Деревовидні графи аналогічні гілкам спадкування в 
семантичних мережах. Більшою мірою цей математичний апарат можна 
використовувати для представлення знань однорідними семантичними 
мережами, де ребра (дуги) відповідають однотипним відносинам.  Семантичні 
мережі, ребра (дуги) яких відповідають різним відносинам, називаються 
неоднорідними.  Семантичну мережу, вершини якої мають власну структуру, 
називають ієрархічною. 
Прикладом семантичної мережі може служити граф, що відображає знання 
про учасників учбового процесу і зображений на рис. 4.6. Тут приведений 
фрагмент семантичної мережі, що описує можливі відносини між учасниками 
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учбового процесу. Скориставшись відносинами, приведеними на рисунку, 
можна записати наступні сукупності фактів. Наприклад: 
1. «Іванов є викладачем». 
2. «Іванов є викладачем і працює на кафедрі». 
3. «Іванов є викладачем і працює на кафедрі технічного вузу». 
4. «Іванов є викладачем профілюючої кафедри». 
 
Іванов (І) 
Кафедра (К)  Технічний вуз (Тв) Профіль (Пф)  
Викладач (Вд) 5 курс (К5) 
Семесько (С) 
Студент (Ст) 
Войтович (В) 
Дипломна робота (Др) 
Є (Є) 
Вчиться на (Вч) 
Навчає (Н) 
Є (Є) 
Виконувати (Вик) 
Відношення до спец. (Вс) Працює (П) 
Навчати за фахом 
(Нзф) 
 
Керувати 
(К) 
    
 
Рис. 4.6 – Приклад семантичної мережі 
5.«Іванов є викладачем профілюючої кафедри технічного вузу». 
6. «Войтович є викладачем». 
7. «Войтович є викладачем і працює на кафедрі». 
8. «Войтович є викладачем профілюючої кафедри». 
9. «Войтович є викладачем профілюючої кафедри технічного вузу». 
10. «Войтович навчає Семесько». 
11. «Войтович керує дипломною роботою». 
12. «Семесько студент». 
13.«Семесько студент технічного вузу». 
14. «Семесько виконує дипломну роботу». 
15. «Семесько є студентом 5-го курсу профілюючої кафедри технічного вузу». 
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Тут вказані факти, що стосуються трьох концептів (понять): Іванова (1-5), 
Войтовича (5-11) і Семесько (12-15). 
Дані факти можна представити матричним і графічним методами. 
Розрізатимемо семантичну мережу відповідно до виділених груп фактів, 
при цьому замінивши записи концептів і відносин на їх абревіатуру. Приклад 
розрізу для групи чинників 1-5 приведений на рис. 4.7. Виділений підграф у 
свою чергу можна розрізати на підграфи, що відповідають конкретним 
фактам. Вони показані на рис. 4.8.  
Тут видно, що концепти мають деяку ієрархію, за допомогою якої можна 
отримувати нові факти, наприклад: «Іванов працює на кафедрі», «Іванов 
викладач технічного вузу», «Іванов викладає спеціальні дисципліни» і ін. 
Виведення такого типу називається спадкуванням властивості. Підграфи, 
отримані в результаті розрізання, називаються гілками спадкуванням 
властивостей. 
Таке виведення на семантичній мережі не гарантує необхідну 
достовірність отриманих результатів. Тому разом з цим методом виведення 
для управління спадкуванням використовують процедурні методи. До 
процедур відносять: встановлення зв'язку між вершинами; анулювання зв'язку; 
підрахунок числа вершин, сполучених заданою дугою; перевірка наявності 
(відсутності) зв'язку між заданими вершинами.  
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Рис. 4.7 – Приведення семантичної мережі до графа і його розрізання 
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Рис. 4.8 – Підграфи, що відображають факти першої групи 
Існують і інші способи отримання виведення за допомогою семантичної 
мережі, зокрема спосіб формування прообразу факту у вигляді підграфа, 
наприклад, факту 2, що відповідає питанню (див. рис.4.9 ), а потім його 
порівняння з початковим графом семантичної мережі.   
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Рис. 4.9 – Спосіб виведення на основі зіставлення прообразу факту  
початковому графові мережі 
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Виходячи з вищесказаного, представимо в узагальненому вигляді базу 
знань (див. рис. 4.10), в якій знання про предметну область представляються 
семантичною мережею. 
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Рис. 4.10 – Узагальнена схема бази знань, що заснована  
на семантичній мережі 
 
Перевагами семантичних мереж як засобу представлення знань є їх великі 
виразні можливості, природність і предметність системи знань, представленої 
графічно, близькість структури мережі семантичній структурі фраз природної 
мови. Крім того, апарат семантичних мереж має добре апробовану наукову 
базу у вигляді теорії графів. 
До недоліків можна віднести відсутність строгих загальних правил 
маніпулювання знаннями, що вимагає розробки спеціальних евристик для 
кожного конкретного завдання. Це зауваження справедливе для складних 
неоднорідних і ієрархічних семантичних мереж. 
 
4.4. Представлення знань фреймовими структурами 
Прагнення об'єднати достоїнства продукційних систем і семантичних 
мереж для представлення знань привело до створення теорії фреймів. Її автор 
М.Мінський визначає фрейм як структуру даних або деякий образ, який 
54 
дозволив би шляхом зміни в ній окремих деталей зробити її придатною для 
розуміння ширшого класу явищ або процесів. В даний час основні поняття 
теорії фреймів стандартизовані.  
 Визначення. Фрейм - модель представлення знань, яка при заповненні її 
елементів-слотів певними значеннями перетворюється на опис конкретного 
факту, події, процесу. 
Визначення. Слот – складова частина фрейма, яка повинна бути 
заповнена елементом даних певного типу. 
Фреймова структура даних призначена для представлення деякої 
стандартної ситуації. Фрейм зазвичай відповідає представленню загального 
поняття з класифікаційною ієрархічною структурою. Приклад такої структури 
приведений на рис. 4.11. 
Особливість такої ієрархічної структури полягає в тому, що інформація 
про атрибути, яку містить фрейм верхнього рівня, спільно використовується 
всіма фреймами нижнього рівня, що пов'язані з ним. 
Розглянемо складові елементи фрейма-прототипу, заздалегідь визначивши 
два важливі поняття, які стандартизовані.  
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Рис. 4.11 – Приклад класифікаційної ієрархічної структури 
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Визначення. Фрейм-екземпляр - фрейм-прототип, у якого значення всіх 
слотів є константами. 
Визначення. Фрейм-прототип (протофрейм)  - фрейм, у якого в частині 
слотів або у всіх слотах відсутні константні значення. 
Представимо фрейм у вигляді таблиці, яка має назву - унікальне ім'я.  
Ім'я фрейма 
Ім'я слота Вказівник 
спадкоємства 
Вказівник типу 
даних 
Значення слота Демон 
 Слот 1 
    
Слот 2
 
    
 
    
 Слот n 
    
 
… 
… 
… … … 
Рис. 4.12 – Структура фрейма 
Ім'я фрейма це ідентифікатор, що присвоюється фрейму. Воно повинне 
бути єдине в даній фреймовій системі (унікальне ім'я). Кожен фрейм 
складається з довільного числа слотів. До їх числа входять службові слоти, що 
вказують фрейм-батько даного фрейма, слот вказівник дочірніх фреймів, слот 
для введення імені користувача, дати зміни, тексту коментаря і інші слоти. 
Кожен слот може бути представлений певною структурою даних. 
Ім'я слота - це ідентифікатор, що присвоюється слоту, який повинен мати 
унікальне ім'я в структурі фрейма. Ім'я слота не несе смислового 
навантаження і є лише ідентифікатором даного слота, за винятком службових, 
які використовуються при редагуванні бази знань і управлінні виведенням. 
Вказівник спадкування використовуються тільки у фреймових системах 
ієрархічного типу, заснованих на відносинах «абстрактне, – конкретне». Вони 
показують, яку інформацію про атрибути у фреймі верхнього рівня 
успадковують слоти з такими ж іменами у фреймі нижнього рівня. 
Вказівник типу даних показує, який тип даних має слот (чисельні 
значення, текст, приєднана процедура, ім'я іншого фрейма і ін.). 
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Значення слота відповідає конкретним даним (інформації). Значення 
слота повинне співпадати з вказаним типом даних цього слота, крім того, 
повинна виконуватися умова спадкоємства.   
Демоном називається процедура, що автоматично запускається при 
виконанні певних умов. Демони запускаються при зверненні до відповідного 
слота. Наприклад, якщо у момент звернення до слота його значення не було 
встановлене, при підстановці в слот значення і ін. Демон є різновидом 
приєднаної процедури. 
Важливу роль в організації управління виведенням грають приєднані 
процедури, які можуть розміщуватися в слоті як його значення і здійснювати 
функцію прийому (передачі) повідомлень від фрейма до фрейма. Крім того, 
вони можуть ініціювати в інших фреймах приєднані процедури типу 
«обчислити», «відправити» і ін.   
У фреймових системах використовуються декілька способів управління 
виведенням: за допомогою приєднаних процедур, демона і службових 
процедур і за допомогою механізму спадкоємства.  
Найбільш економічним способом управління виведенням є механізм 
спадкоємства, за допомогою якого здійснюється автоматичний пошук і 
визначення значень слотів фрейма верхнього рівня і приєднаних процедур 
службового типу. В даному випадку економиться пам'ять і скорочується об'єм 
робіт при програмуванні.  
Також ефективним є спосіб об'єднання демона і службових процедур, за 
допомогою якого можна раціонально організувати будь-який механізм 
управління виведенням.  
В даному випадку базу знань, в основу якої покладена фреймова система, 
можна представити у вигляді узагальненої схеми, приведеної на рис. 4.13.  
Перевагою фреймового представлення знань є природність опису 
предметної області і різноманіття можливих представлень.  
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Рис. 4.13 – Узагальнена схема бази знань, заснована на фреймах 
 
4.5. Схожість і відмінність методів представлення знань 
З викладеного вище видно, що методи представлення знань, з одного боку, 
різні, з іншого, вони мають багато спільного, і їхні відмінності носять 
концептуальний характер. 
Можна зауважити, що логіка висловлень і  предикатів має багато спільного 
з продукційними правилами. По суті правило продукції, якщо інтерпретувати 
його реченням логіки предикатів, можна замінити на предикати. Разом з цим, 
в загальному випадку, і кожну дугу семантичної мережі можна задати 
предикатами як відносини між суттями (концептами), які описують вершини 
на кінцях дуги.  
Можливість опису деякого представлення, отриманого одним з методів, 
іншим методом означає, що ці представлення є рівнозначними. Проте це не 
означає, що такі методи представлення, як продукційні правила, логіка 
предикатів, семантичні мережі дозволяють отримувати рівнозначні системи 
представлень. Це пояснюється тим, що в основі формалізації лежать різні 
58 
теоретичні системи, що робить негативний вплив на організацію виведень 
нових фактів (знань).  
Теоретичний фундамент у продукційних правил і семантичних мереж 
досить слабкий в порівнянні з логікою предикатів. Проте з цим твердженням 
можна погодитися лише частково, оскільки  теоретичну основу представлення 
знань семантичними мережами складають методи і представлення 
апробованої теорії графів.  
Треба погодитися, що описові можливості логіки предикатів як єдиної 
системи формалізмів представлення знань вище, ніж у інших систем.  
Концепція представлення знань у вигляді фреймів є окремим випадком 
представлення знань семантичними мережами. Тому схожість системи 
фреймів з семантичною мережею є очевидною. Крім того, можливість 
використовувати при управлінні виведенням приєднаних процедур дозволяє 
представляти їх продукційними правилами.  
Короткий аналіз схожості і відмінності методів представлення знань 
показує можливість їх удосконалення і комбінування і створення на цій основі 
розподілених баз знань. 
А) Контрольні запитання для самостійної перевірки знань 
1. Які методи представлення знань існують, назвіть їх і дайте коротку характеристику 
кожному методу? 
2. Які типи моделей представлення знань Ви знаєте, назвіть їх і дайте коротку 
характеристику кожній з моделей? 
3. Приведіть класифікацію моделей представлення знань, виділіть її особливості? 
4. Що таке продукційна система представлення знань, і з яких основних частин вона 
складається? 
5.  З яких основних частин складається база знань, побудована на основі системи 
продукційних правил? 
6. Що таке семантична мережа, і з яких основних елементів вона складається? 
7. З яких основних частин складається база знань, побудована на основі семантичних 
мереж? 
8. Які правила логічного виводу на семантичних мережах Ви знаєте, привести 
приклади? 
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9. Що таке фреймова система, з яких основних компонентів вона складається? 
10.  З яких основних частин складається база знань, що побудована на основі 
фреймової системи? 
11. Яким чином організовується логічне виведення у фреймовій системі? 
В) Додаткові джерела інформації 
1. Гаврилова, Т.А. Базы знаний интеллектуальных систем. [Текст]. Учебное пособие.  
/ Т.А. Гаврилова, В.Ф. Хорошевский – СПб.: Питер, 2001. – 384 с. 
2. Люгер, Джорж.Ф. Искусственный интеллект: стратегии и методы решения 
сложных проблем. [Текст]  / Д. Люггер. - М.: Издательский дом "Вильямс", 2003. - 
864 с. 
3. Метешкин, К.А. Кибернетическая педагогика: теоретические основы управления 
образованием на базе интегрированного интеллекта. [Текст]  Монография / К.А. 
Метешкин. -  Международный Славянский университет. Харьков, 2004. - 400 с. 
4. Осуга,  С. Обработка  знаний. [Текст]  / С Осуга.  -  М.:  Мир,  1989. - 293 с. 
5. Нильсон, Н. Принципы искусственного интеллекта. [Текст]  /  Н. Нильсон. – М.: 
Радио и связь, 1985. – 234 с. 
6. Минский, М. Фрейм для представления знаний. [Текст]  / М. Минский. – М.: 
Энергия, 1997. – 234 с. 
  
     Лексикографічні і словниково-довідкові засоби 
1. Державний стандарт України. ДСТУ 2481-94. Системы обработки информации. 
Интеллектуальные информационные технологии. Термины и определения. 
2. Искусственный интеллект: в 3-х кн. Кн.1. Системы общения и экспертные 
системы: Справочник / Под ред Э.В. Попова.- М.: Радио и связь, 1990. – 356 с. 
3. Иллюстрированный энциклопедический словарь. Золотой фонд российских 
энциклопедий. CD-ROM. 2003. [Электронный ресурс] / Научное издательство 
«Большая Российская энциклопедия» на 2-х дисках.  
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5. МЕТОДИ ЕКСПЕРТИЗИ І ВІДБОРУ ЗНАНЬ 
 
5.1. Основні види вимірювальних шкал 
Історична довідка. 
Винахід найпростішої шкали (шкали найменувань) відносять до другої 
половини нашої ери, коли була винайдена процедура таємного голосування. 
Процедуру таємного голосування (таємну  подачу  голосу) було введено 
ще в другому столітті нашої ери при голосуванні в законодавчих комісіях 
народного зібрання Римської республіки і вона не зазнала змін до нашого часу. 
Останнім часом з'явилися передумови до вдосконалення системи 
оцінювання якості кількісними методами і втілення в  життя  принципу  
Галілео  Галілея  (1564 – 1642):  «Рахуй  рахункове,  вимірюй  вимірне!  
Невимірне,  роби  вимірним!».  
 
Приведена історична довідка розкриває суть деяких найважливіших 
понять, пов'язаних з побудовою інформаційних систем і інтелектуальних 
технологій. До таких понять відносять «точність» і «достовірність» даних і 
знань, якими оперують в процесі реалізації тієї або іншої прикладної 
інформаційної технології. Відомо, що викривлення або не своєчасне 
надходження оновлених даних в базу даних або некоректна робота правил 
логічного виведення в базах знань інформаційної системи може привести до 
катастрофічних результатів. У банківських інформаційних системах до втрати 
крупних сум грошей, в інформаційних системах, що управляють залізничним 
транспортом, до катастроф з великою кількістю людських жертв, у 
виробничих інформаційних системах, що до збою виробництва і втрати 
прибутку і так далі. Тому в даному розділі розглядаються основні види 
вимірювальних шкал, які роблять істотний вплив на точність представлення 
даних в базах даних, а також методи експертних оцінок, які забезпечують 
необхідну достовірність моделей представлення знань в базах знань 
інформаційних інтелектуальних систем.      
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В теорії вимірювань поняття шкали визначається як трійка (ЕСВ, ЧСВ, f), 
де ЕСВ - емпірична система з відносинами, ЧСВ − числова система з 
відносинами, f − деяка функція, яка гомоморфно відображає ЕСВ в ЧСВ. 
В теорії вимірювань розрізняють декілька видів шкал. 
Шкала найменувань (номінальна шкала). По суті, ця шкала дозволяє 
класифікувати об'єкти на деякі множини, елементи яких мають властивості 
рівності або відмінності.  
Шкала порядку (рангова шкала). Між елементами деякої множини, які 
піддаються вимірюванню, встановлюється відношення порядку, наприклад 
рейтинг між студентами. 
Інтервальна шкала. Це шкала рівних одиниць. Побудова і використання 
інтервальної шкали можлива, якщо встановлений критерій, який дозволяє 
зміряти інтервали між досліджуваними об'єктами в стані властивостей, що 
вивчаються, тобто встановити, на скільки одиниць один об'єкт відрізняється 
від іншого. 
Шкала відносин. Для цієї шкали є характерним те, що вона дає можливість 
визначати не тільки, на скільки один об'єкт відрізняється від іншого, але і в 
скільки разів має місце це відмінність. Інтервальну шкалу можна перетворити 
на шкалу відносин, якщо строго зафіксувати початок відліку. Для шкали 
відносин застосовні всі поняття і методи математичної статистики. 
Нечітка знако-числовая шкала. Шкали порядку прості і доступні, проте 
малоїнформатівни. Багато викладачів при оцінюванні знань, умінь і навичок 
тих, кого вони навчають, «підсилюють» порядкову шкалу додаванням до 
чисел знаків «+» і «-», тим самим, змінюючи шкалу оцінювання на 
досконалішу. 
Дослідимо цей феномен. Додамо до кожного числа бальної шкали зліва два 
знаки−, а справа два знаки +, тоді отримаємо нову, знаково-числову систему з 
відносинами (ЗЧСВ) 
                − − 1 + +, − − 2 + +, − − 3 + +, − − 4 + +, − − 5 + +. 
Знаки в такій системі відповідають якісним оцінкам, а числа − кількісним. 
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5.2 Загальна характеристика експертних методів 
Велике значення при експертному оцінюванні надається методам 
організації і проведення експертиз. 
Найбільш прості методи: метод комісій, метод суду, метод мозкової атаки. 
Метод комісій полягає у відкритій дискусії з обговорюваної проблеми для 
вироблення єдиної думки експертів. Колективна думка визначається в 
результаті відкритого або таємного голосування. В деяких випадках до 
голосування не удаються, виявляючи результуючу думку в процесі дискусії. 
Переваги методу комісій: можливе зростання інформованості експертів, 
оскільки при обговоренні експерти приводять обгрунтування своїх оцінок і 
зворотний зв'язок - під впливом отриманої інформації експерт може змінити 
первинну точку зору. 
Недоліки методу комісій. До їх числа віднесемо відсутність анонімності 
(Зміна поведінки і настанов у відповідності до позиції більшості). Воно може 
приводити до достатньо сильних проявів конформізму з боку експертів, що 
приєднують свої думки до думки компетентніших і авторитетніших експертів 
навіть за наявності протилежної власної точки зору. Дискусія часто зводиться 
до полеміки найбільш авторитетних експертів. Істотним чинником стає і різна 
активність експертів, що не завжди корелюється з їх компетентністю. Крім 
того, публічність висловів може приводити до небажання деяких експертів 
відмовлятися від раніше висловленої думки, навіть якщо вона в процесі 
дискусії зазнала зміни. 
Експертиза по методу суду використовує аналогії з судовим процесом. 
Частина експертів оголошується прихильниками даної альтернативи. Частина 
експертів оголошується її супротивниками і намагається виявити її негативні 
сторони. Частина експертів регулює хід експертизи і виносить остаточну 
ухвалу. В процесі експертизи по методу суду "функції" експертів можуть 
мінятися. Метод суду має ті ж переваги і недоліки, що і метод комісій. 
Метод мозкової атаки. Основна його спрямованість - виявлення нових 
ідей. Для цієї мети організатори експертизи повинні створити атмосферу, що 
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найбільш сприяє генеруванню ідей, атмосферу доброзичливості, підтримку, 
що звільняє експерта від зайвої скутості. Обговорювана проблема повинна 
бути чітко сформульована. Будь-яка висловлювана експертами ідея повинна 
бути обговорена і не може оголошуватися помилковою навіть при її майже 
очевидній безперспективності.  
У методі мозкової атаки істотна роль належить керівникові, провідному 
експерту. Керівник знає про кінцеву мету експертизи, направляючи дискусію 
у відповідне русло. Відзначимо, що якщо керівник прагне виділити лише 
перспективні, із його точки зору, ідеї, результат експертизи виявляється менш 
значним. Прикладом використання методу мозкової атаки може служити 
популярна телевізійна гра "Що, де, коли?" 
Метод Делфі. Розроблений Хелмером і Делки. Він є одним з основних 
методів проведення експертиз. В даний час він представляє по суті групу 
методів, об'єднаних загальними вимогами до організації експертних процедур 
і форми отримання експертних оцінок. 
У методі Делфі передбачається створення умов, що забезпечують 
найбільш продуктивну роботу експертної комісії. Це досягається анонімністю 
процедури з одного боку і можливістю поповнювати інформацію про предмет 
експертизи з іншого боку. Поєднання цих двох чинників багато в чому 
визначають метод Делфі. Ще одна важлива властивість - зворотний зв'язок, що 
дозволяє експертам корегувати свої думки з урахуванням проміжних 
усереднених оцінок і пояснень експертів, що висловили "крайні" точки зору. 
Для реалізації зворотного зв'язку необхідна багатотурова процедура. 
Експертиза по методу Делфі, як правило, проходить в 4 тури. 
На першому турі експертам повідомляється мета експертизи, і 
формулюються питання, відповіді на яких складають основний зміст 
експертизи. Питання пред'являються кожному експертові персонально у 
вигляді анкети, іноді супроводжуваною запискою пояснення. Якщо питання, 
що пред'являються експертам, достатньо складні, доцільна попередня 
розробка наближеної моделі досліджуваної системи, щоб правильно 
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орієнтувати експертів, конкретизувати цілі і предмет експертної процедури, 
показати характер можливих відповідей. 
Успіху експертизи сприяє надання експертові додаткової інформації про 
предмет експертизи.  Інформація, отримана від експерта, поступає в 
розпорядження аналітичної групи, що забезпечує організацію, проведення, 
обробку проміжних і остаточних результатів експертизи.  
Аналітична група визначає експертів, що висловили "крайні" точки зору 
оцінюваної альтернативи, вище і нижче за яких розташовано 25% чисельних 
значень оцінок. Відстань між квартілямі характеризує розкид експертних 
оцінок, їх среднеквадратичне відхилення і тим самим характеризує 
узгодженість точок зору експертів. 
На другому турі делфійськой процедури експертам пред'являються 
усереднена оцінка експертної комісії і обґрунтування експертів, що висловили 
"крайні" точки зору. Обґрунтування пред'являються анонімно, без вказівки  на 
експертів. Після отримання додаткової інформації експерти, як правило, 
корегують свої оцінки. Скорегована інформація знову поступає в аналітичну 
групу. Третій і четвертий тури не відрізняються від другого. Характерною 
особливістю методу Делфі є те, що розкид оцінок експертів зменшується від 
туру до туру зростає їх узгодженість. Проте іноді спостерігається поляризація 
різних точок зору, що може пояснюватися наявністю серед експертів 
представників різних наукових шкіл, фахівців різних профілів. Корисність 
делфійських процедур в цьому випадку полягає в з'ясуванні точок зору груп 
експертів.  
В деяких випадках узгоджена точка зору експертів може бути отримана 
вже після другого або третього турів. Тоді необхідність проведення 
подальших турів відпадає.   
Таким чином, анонімність думок, обґрунтування точок зору експертів, що 
дали крайні оцінки, зворотний зв'язок, що реалізується за допомогою 
багатотурової процедури, - основні особливості методу Делфі. 
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Окрім розглянутих методів існують безліч інших методів експертиз. 
Наприклад, метод вирішальних матриць (Г.С. Поспелов 1966 р.), метод 
прогнозного графа (В.М. Глушков), які розроблялися для оцінювання 
перспективних напрямів наукових досліджень.  
 
5.3 Оцінка достовірності і точності експертних оцінок 
Для підвищення достовірності і точності експертного оцінювання повинні 
бути відібрані компетентні експерти, добре знайомі з предметом експертизи, 
що володіють достатнім досвідом, здатні виносити обґрунтовані об'єктивні 
думки. Оцінка якості експерта є достатньо складною і багатогранною 
проблемою.  
Основними методами оцінки якості експертизи є: документаційний метод, 
метод тестування, методи взаїмооцінки і самооцінки, метод оцінки 
несуперечності думок експерта і ін.  
Документаційний метод припускає оцінку якості експерта на підставі 
таких документальних даних, як число публікацій і посилань на роботи 
експерта, вчений ступінь, стаж, посада та ін. 
Тестовий метод припускає відбір експертів на підставі рішення ними 
тестових завдань, в яких відбита специфіка предмету експертизи. Як тест 
можуть розглядатися результати участі в аналогічних експертизах. 
Достатньо часто використовується метод взаїмооцінок і самооцінки 
експертів. Взаїмооцінка здійснюється, як правило, двома способами. У 
першому з них кожен передбачуваний член експертної комісії оцінює 
компетентність, об'єктивність і так далі інших передбачуваних експертів. У 
другому - оцінку якості передбачуваних експертів здійснює аналітична група, 
якій доручено організацію і проведення експертизи. При самооцінці 
визначення ступеня знайомства з предметом експертизи, компетентності і так 
далі в достатньо деталізованому вигляді здійснюється самим експертом. 
Взаїмооцінка і самооцінка експертів може носити як якісний, так і кількісний 
характер.  
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Метод оцінки несуперечності думок експерта. Досвід проведення 
експертиз показує, що експерт далеко не завжди послідовний в своїх оцінках. 
Особливо часто непослідовність експертів виявляється при використанні 
методу парних порівнянь. Так, наприклад, експерт може вважати альтернативу 
кращою, ніж ja  ( )ji aa f , альтернативу ja - кращою, ніж la ( )lj aa f  і разом 
з тим альтернативу la  - кращою за ia  ( )il aa f . При розбитті альтернатив на 
класи експерт може вважати такими, що належать одному класу пари 
альтернатив  ia    і   ja  ( )ji a~a , ja і la  ( )lj a~a  і в теж час не вважати такими, 
що належать одному класу альтернативи ia  і la  ( )li a~a / . Така непослідовність 
пояснюється різними причинами. З одного боку, вирішальний вплив може 
надавати специфіка експертизи, що проводиться, наявність складної 
багатокритерійної системи переваг у експерта або багатокритерійного 
принципу розбиття альтернатив на класи. З іншого боку, непослідовності 
експерта може служити недостатнє його знайомство з предметом експертизи, 
недостатньо чітке формулювання питань, звернених до експерта, відсутність 
чіткого уявлення про мету експертизи. Виявити конкретні причини 
непослідовності експерта може лише спеціально проведений аналіз.  
Несуперечність думок експерта визначається відповідним коефіцієнтом і 
обчислюється  за формулою 
max
/1 γγ−=η , де γ - число висловлених експертом 
несуперечливих думок, 
max
γ - число суперечливих думок при парних 
порівняннях всіх даних альтернатив. 
Результат парних порівнянь можна представити у вигляді матриці jia  з 
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Для визначення значення γ  необхідно обчислити так звані рядкові суми 
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jii as . Знаючи число альтернатив, що підлягають порівнянню, і рядкові 
суми { }n,...,1i,s i ∈  можна розрахувати ∑
=
−=γ
n
1i
2
s
3
n i
CC   або інакше  
( )( ) ( )∑
=
−−−−=γ
n
1i
ii 1ss2
12n1nn
6
1
. 
Однією з основних процедур проведення експертизи є процедура 
узгодження думок членів експертної комісії. Узгодженість експертів 
оцінюється за допомогою коефіцієнтів рангової кореляції і конкордації.  
А) Контрольні запитання для самостійної перевірки знань 
1. Навіщо необхідне вивчення основ теорії вимірювань і методів експертизи в курсі 
інформаційні системи і технології? 
 2. Якими основними компонентами представляється шкала в теорії вимірювань? 
3. Назвіть типи шкал і дайте їм коротку характеристику? 
4. Назвіть найбільш точні види шкал, а також шкалу оцінювання кредитово-модульної 
системи навчання у вузі? 
5. Назвіть і дайте коротку характеристику найбільш простим методам експертного 
оцінювання? 
6. Який метод експертного оцінювання забезпечує отримання точних і достовірних 
результатів? 
7. Назвіть особливості і дайте коротку характеристику основним процедурам 
експертизи за методом Делфі? 
8. Які методи використовуються при відборі знань у експертів? 
9. У чому полягає суть методу оцінювання несуперечності думок експертів? 
10. Запишіть формулу оцінки несуперечності думок експертів і поясніть її складові. 
В) Додаткові джерела інформації 
1. Литвак Б.Г. Экспертная информация: Методы получения и анализа. [Текст] / Б.Г. 
Литвак. - М.: Радио и связь, 1982. - 184 с. 
2. Люгер, Джорж.Ф. Искусственный интеллект: стратегии и методы решения 
сложных проблем. [Текст]  / Д. Люггер. - М.: Издательский дом "Вильямс", 2003. - 
864 с. 
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3. Пфанцагль,  И.  Теория  измерений. [Текст]  / И. Пфанцагль    - М.:  Мир,  1976. - 
248 с. 
4. Метешкин, К.А. Кибернетическая педагогика: теоретические основы управления 
образованием на базе интегрированного интеллекта. [Текст]  Монография / К.А. 
Метешкин. -  Международный Славянский университет. Харьков, 2004. - 400 с. 
5. Осуга,С. Приобретение знаний. [Текст] / С Осуга., Ю. Саэки  -  М.:  Мир,  1990. - 
256 с. 
     Лексикографічні і словниково-довідкові засоби 
1. Искусственный интеллект: в 3-х кн. Кн.1. Системы общения и экспертные 
системы: Справочник / Под ред Э.В. Попова.- М.: Радио и связь, 1990. – 356 с. 
2. Иллюстрированный энциклопедический словарь. Золотой фонд российских 
энциклопедий. CD-ROM. 2003. [Электронный ресурс] / Научное издательство 
«Большая Российская энциклопедия» на 2-х дисках. 
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6. ЛІНГВІСТИЧНЕ ЗАБЕЗПЕЧЕННЯ ІНФОРМАЦІЙНИХ СИСТЕМ І 
ТЕХНОЛОГІЙ 
 
6.1. Історія розвитку мов програмування 
На початковому етапі розвитку інформаційних систем і технологій 
розробляються алгоритмічні мови: КОБОЛ – для обробки економічної 
інформації, ФОРТРАН і АЛГОЛ – 60 для вирішення інженерних і наукових 
завдань. Вони орієнтувалися на реалізацію алгоритмів і мали в своєму складі 
ідентичні конструкції (синтаксис): типові операції привласнення, вибору, 
організації циклічних обчислень. Як об'єкти (семантики), над якими 
виконувалися операції, виступали константи, змінні і масиви даних.  
Математичну основу цих мов склали формальні граматики.   
Розширення сфери використання обчислювальних машин привело до 
появи багатоцільових (універсальних) мов, таких як ПЛ/1, СІ, АЛГОЛ – 68, 
створення мови для навчання програмуванню – Паскаль.  
Універсальні мови також були орієнтовані на ефективну реалізацію 
алгоритмів різних класів. Проте в цих мовах, особливо в Паскалі, 
використовується поняття «Тип даних», а також передбачено виконання дій 
над символьними змінними і рядками. Крім того, вводяться і 
використовуються нові типи даних: записи, множини, посилальні дані. 
Універсальність мов досягається розширенням семантики і вдосконаленням 
синтаксису алгоритмічних мов.  
Разом з тим, розроблені мови, в основному, були орієнтовані на вирішення 
завдань розрахункового характеру, хоча і з'явилася можливість створення 
програм для формування і ведення баз даних (мови опису і маніпулювання 
даними). З цією метою передбачалася робота із списками, чергами, графіками.  
Для створення програмних комплексів, що забезпечують роботу сучасних 
ПЕВМ, створені складні операційні системи, наприклад, сімейство Windows із 
додатками. Сучасні програми розробляються за допомогою об'єктно-
орієнтованих мов, таких як Delphi, Visual Basic, C++ та ін. Широке 
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застосування знайшли редактори текстів, системи управління базами даних і 
так далі.  
Ці програмні засоби розширили область використання ЕОМ у всіх сферах 
людської діяльності.  
Розширення кола вирішуваних завдань, які вимагають формалізації 
об'єктів і процесів, що являють собою слабоструктуровані предметні області, 
привело до створення непроцедурних (декларативних) мов, які забезпечують 
моделювання знань. До таких мов відносяться ЛІСП і ПРОЛОГ, в математичні 
основи яких закладені логічні числення висловів і предикатів. Важливою 
особливістю цих мов є незалежність від будь яких мов оперативних реалізацій 
віддзеркалення в них співвідношень між елементами предметної області, а не 
послідовності операцій, а також можливість удосконалення семантичних 
основ.      
Непроцедурним мовам притаманна низка властивостей, які відсутні в 
традиційних алгоритмічних мовах. Наприклад, мова має механізм виведення з 
пошуком і поверненням, вбудований механізм зіставлення із зразком, широко 
використовується рекурсія. Декларативність мови дозволяє зрозуміти 
програму без уявного відтворення послідовності її виконання, що неможливе в 
алгоритмічних мовах. Моделі цих мов більшою мірою відображають логічні 
функції, що виконуються людським мозком, тобто реалізують концепцію 
«думка – мова – реальність». 
Розвиток обчислювальної техніки і інформаційних технологій на початку 
90-х років минулого сторіччя привів до створення операційних систем, 
зокрема Windows, Linux та інших, в основу яких покладений об'єктно-
орієнтований підхід. Це послужило поштовхом до розвитку програмного 
забезпечення ЕОМ в цілому. Схему загальносистемного програмного 
забезпечення приведено на рис. 6.1. 
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Рис. 6.1 – Схема загальносистемного програмного забезпечення  
сучасних ЕОМ 
 
На сучасному етапі розвитку штучних мов можна вже говорити не про 
розвиток мов, а про розвиток мовних систем, що включають мови, 
транслятори, методи і процедури автоматичного доказу теорем, верифікатори, 
утиліти і ряд інших засобів підтримки розробки програм. 
 
6.2. Основні особливості і характеристики об'єктно-орієнтованої мови 
програмування Visual Basic 
Visual Basic for Applications (VBA) – це сучасна об'єктно-орієнтована мова 
програмування повністю оснащена всіма необхідними структурними 
операторами і типами даних. В даний час VBA є «супермакромовою» для 
Excel, яка базується на командах і синтаксисі BASIC. 
Під даними в Visual Basic розуміють сукупність всієї інформації, яка 
обробляється в ході використання програми. 
Типом даних називається спосіб збереження і представлення даних в 
комп'ютерній системі, який задає певний формат або розмір змісту даних. 
В Visual Basic приблизно 200 вбудованих операторів і функцій. Кожен з 
них має чітку структуру (синтаксис), тобто правила граматики, пунктуації і 
орфографії. Для  опису операторів використовуються ключові слова. 
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Для того, щоб середовище  Visual Basic «розуміло» введений код, 
необхідно дотримуватися певних правил запису програм. У кожній строчці 
записується один оператор, який може мати додаткові параметри. Якщо 
декілька операторів розміщуються послідовно в одній строчці, то вони 
розділяються двокрапкою. 
Логічну строчку можна розділити на декілька фізичних. Роздільником 
рядків служить пропуск, який ставиться перед символом підкреслення (_). Це 
дає можливість сформувати довгі рядки так, щоб вони повністю поміщалися 
на сторінці екрану. 
Рядок програми в Visual Basic може мати максимум 1023 символи і не 
більш ніж 10 роздільників. 
У програмі можуть бути використані коментарі. Вони призначені для 
пояснення окремих фрагментів програми і ігноруються під час виконання 
програми. Для виділення початку коментаря можна використовувати або 
апостроф, або оператор Rem, оскільки їх дія однакова.  
Rem – це оператор, і тому він винен знаходитися в окремому рядку. 
Апостроф можна ставити в будь-якій позиції рядка, при цьому текст 
коментарів розташовують в праворуч від символу коментаря. 
Під час введення програмного коду Visual Basic перевіряє правильність 
запису коду. Якщо код введений некоректно, то Visual Basic видає 
повідомлення про помилку. Крім того, для багатьох процедур і функцій 
відображається підказка з синтаксису (ToolTip). 
 
Мова Visual Basic має свій алфавіт. Він включає: 
- 26 латинських букв: 
A,B,C,D,E,F,G,H,I,J,K,L,M,N,O,P,Q,R,S,T,U,V,W,X,Y,Z; 
-10 арабських цифр: 1,2,3,4,5,6,7,8,9,0; 
-26 символів: !#$%&*( )+-^<>=?@_|:’.пропуск.    
Інші символи, які є на клавіатурі, зокрема російські букви, можна 
використовувати тільки в рядкових символах. 
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Типи даних в Visual Basic представлені в таблиці 6.1. 
Таблиця 6.1 
Тип даних Символ Найменування Діапазон значень 
Byte  Двійкові дані Від 0 до 255 
Boolean  Логічний True або False 
Integer % Цілі числа Від – 32768 до 32767 
Long & 
Цілі числа  
(довгі) 
Від -2147483648 до +2147483647 
Single ! 
Дійсні числа (одинарній 
точності) 
Від – 3,4Е +3,4Е+38 
Double # 
Дійсні числа (подвійній  
точності) 
Від  - 1,79D308 до +1,79D308 
String $ Символьний Від 0 до 65,4 тис. символів 
Currency @ 
Число з фіксованою 
десятковою крапкою 
Від -922’337’203’685’477,5807 до 
922337203685477,5807 
Date  дата Від January 1,100 до December 31,9999 
Object  Об'єкт Містить посилання на об'єкт 
Variant  Похідний тип  
 
Правила вживання імен: 
- першим символом імені повинна бути латинська буква;  
- ім'я може включати тільки латинські букви, цифри і символ 
підкреслення (_); 
- в імені може бути не більше 40 символів; 
- ключові слова або Reserved words (зарезервовані слова) не можна 
використовувати як імена.  
Правила запису виразів. 
Вирази використовуються для операцій над даними. Залежно від даних і 
використовуваних операцій, вирази можна розділити на арифметичні, логічні і 
символьні. Вирази можна позначити так: 
операнд [знак операції операнд] [знак операції операнд], 
де залежно від типу виразу використовуються певні операнди і знаки 
операцій. 
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Використовуються наступні знаки операцій: 
+, - *, ^, /, \, Mod – складання, віднімання, піднесення до ступеня, ділення 
дійсних чисел (з плаваючою крапкою), ділення цілих чисел, обчислення 
залишку від ділення. 
Пріоритет використання операцій (в порядку зменшення пріоритету) 
- піднесення до ступеня; 
- множення і ділення дійсних чисел; 
- ділення цілих чисел; 
- обчислення залишку від ділення; 
- складання і віднімання. 
Обчислення у виразах здійснюються зліва направо. Пріоритет обчислень 
можна змінювати за допомогою круглих (і лише круглих) дужок. 
 
Приклади вбудованих функцій: 
Abs(x) – модуль (абсолютна величина) числа х; 
Atn(x) – арктангенс кута х; 
Cint(x) – ціле число, найбільше до х. 
Функції рядка: 
Len(x) – позначає довжину рядка; 
Val(x) – перетворить рядок в число;  
Str(x) – перетворить число в рядок. 
 
Функції для роботи з часом і датами: 
Date – позначає і видає поточну дату; 
Time – позначає і видає поточний час; 
Day – витягує з аргументу дати день місяця; 
Month – витягує з аргументу дати місяць року; 
Year – витягує з аргументу дати  рік. 
Приклади запису математичних виразів, використовуючи правила Visual 
Basic. 
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Математичний запис                      Запис на мові  Visual Basic 
xcosy 2=                                                             ( ) 2xcosy ^=  
x2e4d =                                                                ( )xd *2exp*4=  
5 xy =                                                                    ( )5/1xy ^= . 
5btgxy =                                                                 ( )5tan* ∧= xby  
xarctgk 2=                                                            ( ) 2xatnk ∧=  
ii xy =                                                                 ( ) ( )( )ixsqriy =    
 
6.3 Використання макросів в Visual Basic for Applications 
Суть макросів 
Макрос - це певна послідовність операцій. Наприклад в додатку Access 
вони зберігаються у вікні, що нагадує таблицю, в такому порядку, в якому їх 
необхідно виконувати. При запуску макросу Access виконує ці дії. Макрос 
може істотно полегшити використання Access. Однією з корисних 
особливостей макросів є можливість їх прив'язки до кнопок, які поміщаються 
у форми. Ці кнопки можуть виконувати операції, що часто повторюються 
(наприклад, відкривати діалогові вікна для пошуку, змінювати порядок 
сортування даних або друкувати звіт). Користувачі Access можуть 
використовувати певні кнопки для виконання цих дій, навіть не знаючи всіх 
подробиць операцій, що виконуються макросом. Використовуючи макроси, 
можна створювати завершені додатки з призначеним для користувача меню і 
діалоговими вікнами.  
Створення макросів 
Для створення макросу необхідно відкрити вкладку Макроси у вікні БД 
і клацанути на кнопці Створити. Цю ж дію можна виконати з використанням 
пунктів меню Вставка -> Макрос.  
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Вікно макросів ділиться на дві частини: верхню і нижню. У верхній 
частині знаходиться список макрокоманд, які необхідно виконати, і 
необов'язкові примітки до цих команд. У нижній частині вікна знаходяться 
аргументи макрокоманди.  
При розробці макросу необхідно задати дії (ввести макрокоманди), які він 
повинен виконати (наприклад, відкрити форму, роздрукувати звіт, виконати 
запит або експортувати вміст таблиці у файл електронної таблиці). У Access 
такі дії можна визначити двома способами:  
1. Вибрати із списку в стовпці Макрокоманда (або ввести їх вручну)  
2. Перемістити об'єкти з вікна БД в стовпець Макрокоманда вікна 
макросів.  
1-й спосіб:  
1. У вікні макросів клацнути мишею на першому порожньому осередку в 
стовпці Макрокоманда. Потім клацнути по кнопці розкриття списку, 
при цьому розкривається список допустимих макрокоманд.  
2. Вибрати із списку команду, яку повинен виконати макрос або набрати 
цю команду вручну.  
3. Клацнути в нижній частині вікна або натиснути клавішу F6 і вказати 
аргументи дії.  
4. При необхідності додати коментар в стовпці Примітка.  
 
2-й спосіб:  
Для створення макросу необхідно виконати наступні дії:  
1. Перемістити вікно макросів і змінити його розміри так, щоб одночасно 
були видні вікна макросів і бази даних.  
2. Вибрати вкладку об'єкту, який відкриватиметься макросом  
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3. Клацанути на потрібному об'єкті і перемістити його в порожній рядок 
стовпця Макрокоманда вікна макросів. Після цього в стовпці 
Макрокоманда з'явиться відповідна команда.  
4. У розділі Аргументи макрокоманди з'являться аргументи. При 
необхідності їх можна змінити.  
А) Контрольні запитання для самостійної перевірки знань 
1. У чому Ви знаходите схожість природної мови людини з штучними мовами 
програмування? 
2. Які мови програмування, і з якою метою використовувалися на ранній стадії 
розвитку обчислювальної техніки? 
3. Які мови програмування називаються універсальними і чому? 
4. Які сучасні мови програмування Ви знаєте, і чим вони відрізняються від 
універсальних мов? 
5. Які сучасні мови більшою мірою забезпечують побудову моделей штучного 
інтелекту і в чому їх відмінність від об’єктно-орієнтованих мов? 
6. Назвіть основні елементи загальносистемного програмного забезпечення 
сучасних ПЕВМ і дайте їм коротку характеристику? 
7. Приведіть коротку характеристику мови Visual Basic for Applications? 
8. У чому відмінність мови Visual Basic від мови Visual Basic  for Applications? 
9. Проведіть порівняння синтаксису, лексики і алфавітів природної мови і мови 
Visual Basic? 
10.  Що таке макрос і як він використовується в процесі роботи з СУБД?  
 
В) Додаткові джерела інформації 
1. Інформатика: Комп’ютерна техніка. Комп’ютерні технології. [Текст] Посіб. / За 
ред.. О.І. Пушкаря. – К.: Видавничий центр „Академія”, 2001. – 696 с. 
2. Гарнаев А.Ю. Excel, VBA, Internet в экономике и финансах. – СПб.: БХВ-
Петербург, 2001. – 816 с.: ил. 
3. Долженков В.А., Колесников Ю.В. Microsoft Excel 2000. – СПб.: БХВ-Петербург, 
1999. – 1088 с.: ил. 
4. Харитонова, И.А. Microsoft® Access 2007. [Текст] / И.А. Харитонова,  
Л.В. Рудикова.  – СПб.: БХВ-Петербург, 2008. - 1280 с. 
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5. Дженнингс Р. Использование Microsoft Access 2000. – М.: Вильямс, 2000. – 1152с. 
6. Матросов А.В. и др. MS Office XP: разработка приложений / Матросов А.В., 
Новиков Ф.А., Усаров Г.Е., Харитонова И.А. / Под ред. Ф.А. Новикова. – СПб.: 
БХВ-Петербург, 2003. – 944 с.: ил. 
     Лексикографічні і словниково-довідкові засоби 
1. Розенталь Д.Э., Теленкова М.А. Словарь-справочник лингвистических терминов: - 
М.: Просвещение, 1985. - 399 с. 
2. Иллюстрированный энциклопедический словарь. Золотой фонд российских 
энциклопедий. CD-ROM. 2003. [Электронный ресурс] / Научное издательство 
«Большая Российская энциклопедия» на 2-х дисках. 
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7. ПРИКЛАДНІ ІНФОРМАЦІЙНІ ТЕХНОЛОГІЇ 
 
7.1. Системологічні основи інформатизації освітніх технологій 
Як прикладну інформаційну технологію в даному розділі, 
розглядатимемо, з одного боку, всім відомий освітній процес у вищому 
навчальному закладі, з іншого боку, слабо вивчений технократичний підхід до 
освіти і навчання. Іншими словами, розглядатимемо освітній процес як 
особливого роду інформаційну технологію, яка на сучасному етапі розвитку 
освіти і навчання у вузах включає не тільки педагогічні методи, але і методи 
комп'ютерних технологій (інформаційно-комунікаційних, інтелектуальних, 
нейронних і інших технологій).  
Для розуміння сучасних принципів технократичного підходу до 
інформатизації освітніх процесів з використанням сучасних баз даних, баз 
знань і в цілому різнотипних інформаційних систем, що підтримують учбовий 
процес у вузах, необхідно з системних позицій представити цей процес у 
вигляді деякої узагальненої технології.   
Задля досягнення поставленої мети і однозначного розуміння даних 
процесів як інформаційної технології додамо в лексичну базу учбового 
матеріалу наступні поняття:  
педагогіка (грецьке paidagogike) — наука про виховання і навчання 
людини. Розкриває закономірності формування особи в процесі освіти.  
освіта — цілеспрямований процес навчання і виховання на користь 
особи, суспільства і держави. 
методика — сукупність прийомів навчання чому-небудь, практичного 
виконання чого-небудь, а також наука про способи навчання. 
інтеграція (латинське integratio - відновлення, заповнення, від integer- 
цілий) — поняття, що означає стан зв'язаності окремих частин, що 
диференціюються, і функцій системи в ціле, а також процес, ведучий до 
такого стану (наприклад, інтеграція в науці, економічна інтеграція). 
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Вже з приведених визначень видно, що об'єднання в одному терміні 
понять «педагогіка» і «технологія» приводить до дуже широкого розуміння і 
нечіткості меж технологічного процесу. Звужує і дає чіткіші грані 
технологічному процесу термін «освітня технологія», оскільки терміни 
освітніх процесів в нашому суспільстві задані рівнями акредитації або, 
іншими словами, рамками початкової, середньої і вищої освіти, а також 
післядипломної освіти. Термін «технологія навчання», як правило, визначає 
процес вивчання конкретної предметної області або підкреслює специфіку 
навчання, наприклад, технологія автоматизованого навчання, технологія 
проблемного навчання і так далі Покажемо узагальнену структуру освітньої 
технології (див. рис.7.1), яка реалізується у вищому учбовому закладі, і задамо 
її часові межі. Вважатимемо, що освітня технологія реалізується за декілька 
етапів. Перший етап підготовчий, другий інформаційно - комунікаційний, 
такий, що складається з безлічі під етапів і третій підсумковий етап.      
 
Рис. 7.1 – Основні етапи освітньої технології 
Загальна характеристика освітньої технології 
Завдання освітньої технології: за фіксований відрізок часу (4-5 років) 
сформувати у студентів знання і уміння, на основі яких вони змогли б 
виконувати типові дії, передбачені освітньо-кваліфікаційною 
характеристикою конкретної спеціальності. 
Загальні параметри освітньої технології:  
параметри стратегії групового ухвалення педагогічних рішень GS  
(представлені в учбовому плані: час реалізації освітньої технології (Т), 
кількість учбових дисциплін (d), кількість курсових робіт (kr), практик (pr), і 
так далі);     
Т 
 Підготовчий 
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 Інформаційно-комунікаційний 
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просторові параметри (s) - загальна площа аудиторного фонду на одного 
студента; 
кількість студентів що навчаються за конкретною спеціальностю (с); 
кількість викладачів, що обслуговують спеціальність (р); 
 параметри інформаційного забезпечення h - кількість базових 
підручників на одного студента, q - наявність Інтернет;   
параметри методичного забезпечення mt [% співвідношення учбових 
дисциплін і учбових програм],  ml - кількість методичної літератури з 
дисциплін, що вивчаються; 
комунікаційні параметри к – [% співвідношення природно-мовних 
комунікацій на заняттях і на основі інтерфейсу між студентами і ПЕВМ]; 
 параметри фінансового забезпечення fo [гр./уч. рік]. 
На основі загальних параметрів освітню технологію представимо: 
Ω=Ε ,T,R,Р,С,SG , 
 де С – множина студентів, що освоюють конкретну спеціальність,  
       Р - множина викладачів, що беруть участь в підготовці студентів за 
данню спеціальністю,  
       R – ресурси необхідні для підготовки студентів за конкретною 
спеціальністю,  
      Ω  - структурно-логічні зв'язки між множиною учбових дисциплін, 
заданих GS . 
Виділимо особливості кожного з етапів (див. рис. 7.1). Для підготовчого 
етапу освітньої технології характерні два незалежних паралельних 
інформаційних процеси. Перший процес можна охарактеризувати як 
інформаційну підготовку множини викладачів, що беруть участь у формуванні 
знань студентів за конкретною спеціальністю. Процес підготовки викладачів 
включає наступні процедури: вивчення параметрів стратегії групового 
ухвалення педагогічних рішень ( ) GSS,...,S K1 ∈∆∆ ; розробка (корегування) або 
вивчення стратегій ухвалення педагогічних рішень KSS ∆∆ ,...,1 , які формуються 
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викладачами при розробці робочих програм окремих учбових дисциплін 
k1
,...,∆∆ ; розробка індивідуального плану реалізації K1 S,...,S ∆∆ ; вивчення 
(перегляд) або корегування учбово-методичного матеріалу (конспектів лекцій, 
планів семінарських занять, списків контрольних запитань з тої або іншої 
учбової дисципліни і так далі). 
Основними об'єктами (суб'єктами) другого процесу підготовчого етапу 
освітньої технології є студенти ( ) Cc,...,с m1 ∈ . Ключовими процедурами цього 
процесу є: складання вступних іспитів; вивчення інструкцій і правил навчання 
у вузі; знайомство з основними параметрами стратегії групового ухвалення 
педагогічних рішень GS (очевидно, так повинно бути). Деталізуємо 
підготовчий етап освітньої технології (див. рис.7.1) і представимо його 
графічно двома незалежними паралельними процесами – підготовки 
викладачів і студентів до нового навчального року (див. рис.7.2). 
 
Рис. 7.2 – Структура підготовчого етапу освітньої технології 
Ці два процеси на початку навчального року завершуються загальною 
процедурою вивчення викладачами контингенту студентів першого курсу, а 
студентами – норм і правил навчання у вузі. Зазвичай процес підготовчого 
етапу носить стохастичний характер за винятком можливого складання 
абітурієнтами вступних іспитів і заходів, запланованих вузом для студентів, 
що поступили. 
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Центральним в освітній технології є інформаційно-комунікаційний етап 
(див. рис.7.1), який має чіткі межі з явно вираженими періодами (семестр, 
навчальний рік) і носить детермінований характер з погляду планування 
основних процедур (занять). Особливістю цього етапу є реалізація 
викладачами своїх приватних стратегій ухвалення педагогічних 
рішень K1 S,...,S ∆∆ , тобто реалізація робочих програм учбових дисциплін, 
запланованих в їх індивідуальних планах.  На рис.7.3 ілюструється з різним 
ступенем узагальнення інформаційно - комунікаційний етап освітньої 
технології, де позначено: Б – тривалість періоду підготовки бакалавра; Ф(М) – 
тривалість періоду підготовки фахівця (магістра). Тут же показано відношення 
(включення) між освітньою технологією і технологіями навчання, які 
реалізують приватні стратегії педагогічних рішень. Вони складаються з 
окремих процедур (занять) рівних за тривалістю часу проведення заняття zt . 
Технологія навчання може бути різної тривалості залежно від кількості годин, 
що виділяється на її реалізацію. Показано, що технології навчання як 
реалізація приватних стратегій педагогічних рішень є послідовністю 
(ланцюжок) різнотипних процедур (занять), які позначені Л, – лекція; П – 
практичне заняття; См – семінар; К – контрольна робота; З – залік і І – іспит. 
Крім того, різноманітність технологій навчання обумовлюється 
взаємозв'язаною сукупністю методів і методичних прийомів, які складають 
процедури технології навчання, а також вживані технічні і інші засоби 
навчання. 
  У формальному вигляді технологію навчання можна представити у 
вигляді узагальненої моделі Ψ=Ξ ∗∆ ,T,R,P,C,S , де ∆S - приватна стратегія 
ухвалення педагогічних рішень, С, Р, R – такі ж компоненти, що і у освітньої 
технології GS , ∗Т  - час реалізації технології навчання, Ψ  - відносини і 
комунікації між компонентами моделі.  
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Загальна характеристика технології навчання 
Технологія навчання це цілеспрямований процес, що відповідає 
заздалегідь розробленій стратегії ухвалення педагогічних рішень, 
відображеної в робочій учбовій програмі в рамках стратегії ухвалення 
групових педагогічних рішень, відбитої в освітніх стандартах (учбовому плані, 
структурно-логической схемі, освітньо-професійній програмі і освітньо-
професійної кваліфікаційній характеристиці), і направлений на реалізацію 
учбових цілей, методами, засобами і наявними ресурсами. 
 
Рис. 7.3 – Тимчасова декомпозиція інформаційно-комунікаційного  
етапу освітньої технології 
Завдання технології навчання: за заданий відрізок учбового часу  
(кількість учбових годин) сформувати у студентів знання і уміння в 
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конкретній предметної області, які б доповнювали і систематизували знання і 
були основою для придбання нових знань, умінь і навичок. 
Загальні параметри технології навчання:  
параметри стратегії ухвалення педагогічних рішень ∆S (представлені в 
робочій програмі: час реалізації технології навчання ( ∗Τ ), кількість лекційних 
годин, практичних видів занять, звітність і так далі); 
кількість студентів, що вивчають учбову дисципліну (с); 
кількість викладачів, що реалізовують стратегію ухвалення педагогічних 
рішень ∆S  (р); 
параметри інформаційно-методичного забезпечення h – кількість джерел 
учбової інформації (підручник, навчальний посібник, конспект лекцій і так далі); 
параметри матеріального забезпечення – вартість експлуатації технічних і 
матеріальних засобів; 
параметри фінансового забезпечення  fo [гр./уч. рік]. 
комунікаційні параметри к (кількість видів природно-мовних комунікацій 
між викладачем і студентами, у тому числі і між студентами і комп'ютером); 
параметри управління у – кількість оцінок, виставлених викладачем за час 
реалізації технології навчання. 
Дослідимо технологію навчання методом декомпозиції і представимо 
процедури (Л, П, С та ін.), показані на рис. 7.3 методичного рівня як 
процедуру реалізації одного з рішень стратегії ∆S . Враховуючи, що періоду 
реалізації рішення (проведення заняття) передує період підготовки, а замикає 
його період аналізу ухваленого рішення (аналіз проведеного заняття), то 
графічно процедури технології навчання виглядатимуть як сукупність п'яти 
процедур (див. рис.7.4). 
На рисунку позначено буквою П – процедура підготовки викладача до 
занять (реалізація одного з вирішень приватної стратегії ∆S ); А – процедура 
аналізу проведеного заняття (аналіз наслідків ухваленого рішення). 
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 Абревіатурою СРС позначена процедура самостійної роботи студентів. 
Крім того, на рис. 7.4 показані відрізки часу відповідних процедур (сукупності 
процедур). Очевидно, що величина відрізку часу zt  є детермінованою, як для 
викладача, так і для студентів учасників конкретної технології навчання. 
Тимчасові параметри решти процедур носять стохастичний і незалежний один 
від одного характер за винятком процедури реалізації педагогічного рішення 
(проведення заняття).  
  Рис. 7.4 – Фрагмент технології навчання 
Випадкова величина срсt  залежить від  багатьох чинників, зокрема і від 
стратегій ухвалюваних рішень студентами в тій або іншій технології навчання. 
Величина відрізку часу irt  також є випадковою і залежить від багатьох 
чинників, наприклад, від кваліфікації викладача, від знання викладачем 
предметної області і так далі  
Враховуючи, що сукупність процедур «П – Заняття – А», як правило, 
повторюється з періодом в один навчальний рік, то можна стверджувати, що 
технологія навчання носить циклічний характер.     
Ключовою процедурою в технології навчання є заняття, яке є 
сукупністю операцій навчання. Наприклад, лекція містить декілька операцій 
(розгляд декількох теоретичних питань). В даному випадку під терміном 
«операція» розумітимемо окрему закінчену частину технологічного процесу. 
… 
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У математиці операції, які проводяться не над числами, а над об'єктами будь-
якої природи позначаються символами ⊥  або Т, а самі об'єкти, називають 
операндами. Результат операції над об'єктами називають композицією 
об'єктів.  
Зважаючи на специфіку технологій навчання, яка полягає в паралельності 
реалізацій стратегій ухвалення рішень студентами і викладачем (див. рис. 7.4), 
а також різнотипність відносин, що виникають на заняттях, запропонуємо 
наступну інтерпретацію операції, що є складовою частиною процедури - 
заняття.  
Вважатимемо, що викладач на основі своїх знань, позначимо їх ( ) Pzp ∈ , 
повинен на заняттях сформувати у студентів деяку сукупність знань. Студенти 
до моменту проведення занять володіють деякою сукупністю знань ( ) Czc ∈ . 
Тоді в результаті операції навчання, позначимо її символом Т, отримаємо 
композицію ( ) ( ) ( )zczczp ′=⊥ . Припускаючи, що лекція, наприклад, 
складається з трьох учбових питань можна записати тернарное відношення у 
вигляді: 
( )
( ) ( )
( ) ( )
( ) ( )
( )ZC
zczp
zczp
zczp
ZP
33
22
11
∆→










⊥
⊥
⊥
= , 
де ( )ZP  - знання викладача у вигляді трьох теоретичних положень ( )zp1 ( )zp2 , 
( )zp3 , що виносяться на лекцію, ( )ZC∆  - знання студентів у вигляді деякої 
сукупності ( )zc1 , ( )zc2 , ( )zc3   засвоєного ними учбового матеріалу. 
Враховуючи, що в педагогічній практиці використовуються різні види 
лекційних занять, наприклад, проблемна, демонстраційна, оглядово-
настановна лекція, лекція прес-конференція і так далі, то і відносини між 
викладачем і студентами на цих лекціях встановлюються відмінними від 
традиційної лекції. Тому доцільно розрізняти різні види лекційних операцій.  
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Позначимо ⊥п , ⊥д , ⊥он , ⊥пк  - операції процедур «лекційне заняття», де 
верхній лівий індекс указує на її вигляд (п – проблемна; д - демонстраційна; он 
– оглядово-настановна; пк – лекція прес-конференція). Тоді можна 
стверджувати, що заняття як процедура технології навчання є деякою 
алгеброю, а технологія навчання являє деяку формальну систему, засновану на 
алгебрі. Таку формальну систему можна записати у вигляді: 
{ }◊=Θ ,...,Lb,H,L ,  
де L, H, Lb – алгебра, відповідна процедурам «лекційне заняття», «практичне 
заняття», «лабораторне заняття», ◊  - процедура-операція оцінювання: к – 
контрольна робота, з – залік, і – іспит (див. рис. 7.3).    
Особливістю підсумкового етапу освітньої технології (див. рис.7.1)  
є те, що він складається з процедур-операцій оцінювання знань студентів, 
придбаних ними в результаті реалізації тих або інших технологій навчання, а 
також те, що тривалість освітньої технології для викладачів більш ніж у 
студентів. Це видно із співвідношень [ Р тхнt , Р тхкt ] > [ Стхнt , Стхкt ], показаних на 
рис.7.2 і 7.5. 
 
Рис. 7.5 – Структура завершального етапу освітньої технології 
Наприкінці, враховуючи вищесказане і переходячи від поняття моделі 
освітньої технології ( Ω=Ε ,T,R,Р,С,SG ) до деякої алгебраїчної системи, 
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яка враховує безліч технологій навчання ( ) n,1i,i =Θ∈θ  і завершальні 
процедури-операції оцінювання Σ запишемо 
{ }Σ◊⊥Θ=Ε ,,,i , 
де iΘ - множина технологій навчання заданих GS , ( Σ◊⊥ ,, ) – сигнатура системи 
алгебри, окремі операції якої проводяться на множинах ( )ZP  і ( )ZC . 
 
7.2. Особливості інтеграції освітніх і інформаційних технологій 
 
Для виявлення особливостей інтеграції освітніх і інформаційних 
технологій скористаємося наступними визначеннями.  
Освітня технологія - це взаємозв'язана сукупність прийомів, способів, 
методів, методик і засобів, направлених на формування у студентів конкретної 
спеціальності необхідних знань, умінь і навичок в рамках освітніх стандартів. 
Лінгвістичні інформаційні технології - це прийоми, способи, методи 
лінгвістики і засобу виконання функцій збору, зберігання, обробки, передачі і 
використання знань. 
Кожен вищий учбовий заклад, що реалізує ту або іншу інформаційну 
технологію, має різні види забезпечення, такі як організаційне, технічне, 
інформаційне, лінгвістичне, фінансове і так далі. Є очевидним фактом, що чим 
більше видів забезпечення, могутніші і якісніші їх ресурси, тим вище рівень 
акредитації вузу, а також якість підготовки фахівців в цих вузах.   
Процеси інтеграції покажемо на рис. 7.6, де освітня технологія показана у 
вигляді «чорного ящика» з її інформаційними можливостями і видами 
забезпечення. Тут позначено А – множина абітурієнтів, F(A) – освітня 
технологія, яка перетворить і формує знання абітурієнтів в знання, уміння і 
навики множини випускників вузу Q. Ресурси організаційного, технічного, 
інформаційного, лінгвістичного, програмного, математичного, навчально-
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методичного і фінансового забезпечення позначені Or, T, I, L, P, M, Um, F, 
відповідно.  
Для того, щоб поставити у відповідність освітню технологію з іншими 
інформаційними технологіями визначимо, що є для них «сировиною», а що 
«готовою продукцією» (див. визначення терміну «технологія»). 
Інформаційна технологія припускає зберігання, переробку і передачу 
інформації (даних), а саме тут як «сировина» виступає інформація про будь-
які об'єкти, процеси або явища, а як «готова продукція» – структурована 
певним чином інформація про ті ж об'єкти процеси і явища. 
Лінгвістичні технології використовують як «сировину» лінгвістичні 
об'єкти (знаки, звуки, букви, словоформи, слова, словосполучення, пропозиції, 
тексти і так далі) і правила їх написання, звучання і побудови. Як «готову 
продукцію» лінгвістичної технології вважатимемо спеціальним чином 
організовані лінгвістичні об'єкти, семантика яких дозволяє вирішувати 
широкий круг завдань, пов'язаних з фонетикою, лексикою і граматикою мови 
для цілеспрямованої діяльності людини і підвищення її ефективності. 
 
 
 
Рис. 7.6 – Узагальнена модель освітньої технології 
 
{ }iqQ =  { }iaA =  ОСВІТНЯ ТЕХНОЛОГІЯ   F(A) 
Інтелектуальні інформаційні технології     Iit 
Лінгвістичні технології    Lt 
Інформаційні технології     It М  О  Ж  Л  И  В  О  С  Т  І   
Ресурси різних видів забезпечень  Or, T, I, L, P, M, Um, F та інші 
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Інтелектуальна інформаційна технологія припускає обробку інформації 
(сировини) за допомогою формалізованих знань і отримання нових знань 
(готовій продукції) у вигляді неочевидних логічних або евристичних 
висновків і виведень.  
Приведені визначення дають можливість декомпозувати освітню 
технологію в дещо іншому ракурсі, чим це показано на рис. 7.1 – 7.5 і 
представити її у вигляді декількох паралельно протікаючих процесів, 
зображених на рис.7.7, де позначене УП – учбовий процес; 
{ }F,Um,M,P,L,I,T,OrR =  - види забезпечення; W- джерела навчально-
методичної і наукової інформації, які пишуться і формуються учасниками 
освітньої технології. 
На рис. 7.7 пунктирні стрілки показують, що такий важливий процес як 
інформаційна підготовка і формування професійних знань викладачів слабо 
контролюється в традиційних освітніх технологіях.  
Визначимо характер протікання технологічного освітнього процесу. Він 
носить дискретно-безперервний детермінований  характер, оскільки його 
основу складають заздалегідь заплановані заняття (дії або операції). Разом з 
тим, якщо враховувати процеси інформаційної підготовки викладачів і 
формування у них власних (професійних) знань, освітні процеси носять 
дискретно-безперервний стохастичний характер з елементами невизначеності, 
оскільки викладачеві часто доводиться приймати педагогічні рішення в 
умовах або великої кількості інформації, або браку достовірної інформації, 
тобто в умовах ризику.   
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Рис. 7.7 – Узагальнена схема традиційної освітньої технології 
 
Відомо, що інтеграція освітньої і інформаційної технологій здійснювалася 
шляхом впровадження в учбовий процес обчислювальної техніки, за 
допомогою якої вирішувалися окремі учбові завдання, а також завдання, 
пов'язані з автоматизацією планування учбового процесу і інших завдань його 
забезпечення. Така інтеграція не приводила до істотної зміни власне освітньої 
технології, а тільки підвищувала ефективність вирішення приватних завдань, 
які нівелювалися детермінантами традиційних методик викладання і 
управління учбовим процесом. До таких детермінантів можна віднести: по-
перше, фіксовані об'єми учбового матеріалу, а також час його вивчення, як по 
окремих дисциплінах, так і в цілому за учбовим планом, по-друге, відсутність 
обліку динаміки придбання знань, умінь і навичок студентами на різних 
курсах, по-третє, обмежена можливість спостереження технологічного 
процесу з боку деканату і ректорату, по-четверте, фіксований набір методів 
організаційного управління учбовим процесом, по-п'яте, обмежені 
психофізіологічні можливості як студентів, так і викладачів т.д.   
Розглянемо можливості інтеграції освітньої технології з елементами 
лінгвістичної і інтелектуальної технологій.  
{ }iqQ =  
{ }jwW =  
{ }iaA =  ОСВІТНЯ ТЕХНОЛОГІЯ   F(A) 
Процес навчання 
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Процес інформаційної підготовки і формування 
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Процес управління, внутрішнього контролю і 
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Об'єднання освітньої і лінгвістичної технологій очевидне через потік 
нової інформації, який все збільшується і представляється учасникам учбового 
процесу в різному вигляді і на різних носіях. Лінгвістичні технології в освіті 
дозволяють підвищити якість і ефективність комунікацій між учасниками 
учбового процесу. Вони забезпечують створення електронних об'єктно-
орієнтованих словниково-довідкових засобів, а також засобів 
лінгвосемантичної підтримки освітніх процесів, які можуть 
використовуватися як безпосередньо в УП, так і при інформаційній підготовці 
викладача до занять. Крім того, лінгвістичні технології відкривають 
можливість здійснення термінологічної стандартизації окремих 
спеціальностей за рахунок створення корпусів текстів (зібрань тематичних 
тестів) по тих або інших спеціальностях вузу. Одним з найважливіших завдань 
інтеграції лінгвістичної і освітньої технологій є створення інтелектуальних 
інтерфейсів, що забезпечують ефективний зв'язок між студентами і 
інтелектуальними засобами, які забезпечують підтримку педагогічних рішень.  
Інтелектуальні інформаційні технології тісно пов'язані з лінгвістичними 
технологіями, тому їх можна розглядати як єдине ціле для побудови баз знань 
учбового призначення.  
Інтеграція інтелектуальних і лінгвістичних технологій в освітню 
технологію припускає істотну модернізацію практично всіх видів 
забезпечення вузу. Це, по-перше, модернізація технічного забезпечення, тобто 
створення з відповідними параметрами обчислювальної корпоративної мережі 
вузу, яка б відповідала структурі організаційного забезпечення вузу; по-друге, 
розробка спеціального математичного забезпечення у вигляді моделей 
професійних знань (МПЗ) викладачів і їх взаємозв'язаної сукупності в рамках 
конкретних учбових планів; по-третє, створення програмного забезпечення, 
яке дозволяло б вирішувати як завдання безпосереднього індивідуального 
навчання студентів, так і інформаційної підготовки викладачів, а також 
завдання оцінювання параметрів простору станів освітньої системи в 
реальному масштабі часу з метою управління і акредитації. 
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Великі можливості і швидке вдосконалення інтелектуальних, 
лінгвістичних технологій в даний час вступають в суперечність з 
консервативними поглядами на навчання деякої частини викладачів, як 
правило, старшого покоління. Крім того, загострюються системні 
суперечності, які зачіпають саму суть і схему навчання багатьох студентів 
багатьма викладачами за фіксований час (4 або 5 років).      
Вирішити ці протиріччя або хоч би їх послабити можна за рахунок, по-
перше, вдосконалення теоретичної бази побудови інтелектуальних засобів 
навчання; по-друге, розробки основних процедур і схем інтегрованої освітньої 
технології, яка об'єднувала б в собі вищезазначені інформаційні технології; 
по-третє, її експериментальної апробації для виявлення слабких місць, як в 
розроблених засобах, так і в інтегрованій освітній технології, яка їх 
використовує; по-четверте, навчання викладачів, а також інших осіб, що 
беруть участь в учбовому процесі вузу основним процедурам, що 
забезпечують синхронну і коректну роботу інтелектуальних засобів підтримки 
педагогічних рішень і, зокрема, її центрального елементу, – бази знань 
учбового призначення.     
Розробка таких засобів і їх використання в освітній системі призводить до 
принципово нової освітньої технології. Вона відрізняється від відомих 
технологій використанням в учбовому процесі інтегрованого інтелекту. 
Іншими словами, технологія припускає гнучке і комбіноване використання як 
традиційних методів навчання, основу яких складає природний інтелект 
викладачів, так і методів навчання на основі моделей їх професійних знань. 
Об'єднання таких моделей на основі структурно-логичних схем і інших 
компонент освітніх стандартів в єдину метамодель дає можливість, з одного 
боку (з боку викладачів), супроводжувати і удосконалювати моделі своїх 
професійних знань, з іншого боку (з боку студентів), використовувати їх для 
навчання. 
Схематично освітня технологія, що використовує інтегрований інтелект 
ілюструється на рис. 7.8.  
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Рис. 7.8 – Узагальнена схема освітньої технології з інтегрованим інтелектом 
 
Інтеграція освітніх і інформаційних технологій призводить до 
ускладнення структури вузу, вимагає додаткових ресурсів з окремих видів 
забезпечення, а також відповідних знань, умінь і навичок від викладачів. В 
даний час доцільно говорити не про комп'ютерну письменність, а про 
комп'ютерну компетентність викладачів, які вільно володіють комп'ютером, 
мають навички зі створення і супроводу моделей своїх професійних знань. 
Крім того, інтеграція розглянутих технологій забезпечує перехід вузу від 
звичайної організаційно-технічної соціальної системи до якісно нової 
інтелектуальної самоорганізуючої системи.  
 
7.3. Принципи технологічного підходу до навчання в освітніх системах 
 
Основні принципи технологічного підходу до освіти і навчання у вищих 
учбових закладах витікають з п. 7.1 і п. 7.2. 
Принципи створення технологій освіти 
1. Принцип підвищення і дотримання структурно-логичної цілісності і 
організації освітніх процесів. 
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Полягає в зміні характеру освітніх процесів у бік їх структурованості 
(модульної побудови) за рахунок підвищення відповідальності науково-
педагогічних працівників і адміністрації вузів при формуванні стратегії 
ухвалення групових рішень зі створення освітніх технологій, що спираються 
на Державні освітні стандарти.  
2. Принцип ієрархічної і циклічної побудови освітніх процесів. 
Полягає в тому, що освітня технологія, як освітній процес повинна 
включати достатню множину взаємозв'язаних між собою технологій навчання. 
3. Принцип еволюційного перетворення освітніх процесів.   
Полягає в тому, що при організації сучасних освітніх технологій 
необхідно  зберегти і використовувати методи і засоби традиційних методик 
викладання, які показали високу ефективність в процесі навчання. 
4. Принцип відкритості технологічних процесів в освіті. 
Полягає в можливості інтегрувати в технологічні освітні процеси 
елементи інформаційних технологій (лінгвістичних, геоінформаційних, 
інтелектуальних).  
5. Принцип використання в освітніх технологіях інтелектуальних систем 
підтримки педагогічних рішень і моніторингу їх стану в реальному масштабі часу. 
Полягає в тому, що для побудови і використання освітніх технологій 
необхідні спеціальні інструментальні засоби, що забезпечують роботу 
викладачів із створення моделей своїх професійних знань, а також засобів 
моніторингу технологічних процесів освіти в реальному масштабі часу.   
   Принципи створення технологій навчання 
1. Принцип структурно-логичної цілісності побудови учбового матеріалу. 
Полягає в тому, що методи і засоби технології навчання повинні 
забезпечувати структуризацію, модульність і цілісність сприйняття  учбового 
матеріалу. 
2. Принцип стратегічної спрямованості технології навчання. 
Полягає в тому, що технологія навчання будується на основі попередньої 
розробленої конкретним викладачем стратегії ухвалення рішень з вивчення 
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конкретного учбового матеріалу, де визначаються методи, способи і засоби, 
що забезпечують ефективне його вивчення. 
3. Принцип взаємного доповнення технологій навчання. 
Полягає в тому, що кожна подальша технологія навчання в рамках 
освітньої технології повинна змістовно доповнювати попередню. 
4. Принцип оперативної зміни змісту учбового матеріалу і методів його 
представлення в рамках технології навчання з метою заміни застарілих 
відомостей на нові. 
Полягає в тому, що викладач не може в рамках технології навчання 
змінювати її стратегічну спрямованість, а має можливість оперативно 
корегувати змістовну частину учбового матеріалу, якщо виникає необхідність 
в такій корекції.   
5. Принцип обмеженої відвкритості і моніторингу технологій  навчання. 
Полягає в тому, що методи і засоби технології навчання повинні 
забезпечувати, в міру необхідності, доступ певної категорії фахівців і 
адміністрації вузу до процесу навчання з метою його контролю і моніторингу.  
 
 
А) Контрольні запитання для самостійної перевірки знань 
1. Як Ви розумієте, що таке прикладна інформаційна технологія? Приведіть приклади 
прикладних інформаційних технологій. 
2. Як співвідносяться між собою поняття «Освітня технологія» і «технологія 
навчання»? 
3. Які основні етапи містить освітня технологія? 
4. Коли освітня технологія починається і коли закінчується? 
5. Назвіть основне завдання освітньої технології? 
6. Назвіть основне завдання технології навчання? 
7. Якими кількісними характеристиками можна оцінити освітню технологію і 
технологію навчання? 
8. Яку тривалість має технологія навчання, і чим вона визначається? 
9. Що таке інтеграція прикладних і інформаційних технологій? 
10. Назвіть основні принципи технологічного підходу до навчання.    
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8. ГЕОІНФОРМАЦІЙНІ СИСТЕМИ І ТЕХНОЛОГІЇ 
 
8.1. Загальні відомості про геоінформаційні системи і технології  
Однією з найбільш поширених інформаційних систем є географічна 
інформаційна система, або коротко геоінформаційна система (ГІС). Вже з 
назви видно, що специфікою таких систем є її особливість - представлення 
даних у вигляді географічних об'єктів і географічних карт в цілому, які 
складають основу її бази даних. Дамо визначення геоінформаційній системі. 
Географічна інформаційна система – це програмна система, що 
забезпечує збір, зберігання, обробку, доступ, відображення і розповсюдження 
просторово-координованих даних. 
За територіальним охопленням прийнято розрізняти глобальні або 
планетарні ГІС (global GIS), субконтинентальні, національні ГІС, такі, що 
мають статус державних – регіональні ГИС (regional GIS). Крім того, 
виділяють клас  субрегіональних – локальні або місцеві геоінформаційні 
системи (local GIS).  
Геоінформаційні системи і технології знайшли широке застосування в 
багатьох сферах людської діяльності, наприклад: 
- у створенні кадастрів земельних, водних, лісових і інших ресурсів;  
- у містобудуванні і муніципальному управлінні;  
- в проектуванні, будівництві, експлуатації об'єктів;  
- в геологічних дослідженнях;  
- в розробці і експлуатації різних родовищ;  
- в сільському, лісовому і водному господарстві; 
- у природокористуванні і при екологічному моніторингу;  
- в обороні, безпеці і при надзвичайних ситуаціях;  
- у вивченні і прогнозі погоди і так далі  
Реалізація функцій ГІС в тій або іншій предметної області, специфіка 
зовнішніх джерел інформації, а також використання різних методів 
геокодування даних приводить до поняття «Геоінформаційна технологія», 
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цільовим призначенням якої є аналіз геоданих і вирішення прикладних 
завдань.  
Як і будь-яка інша інформаційна система ГІС має ряд основних видів 
забезпечення – це технічне забезпечення у вигляді локальних, корпоративних 
або глобальних обчислювальних мереж; програмне забезпечення, яке умовно 
можна розділити на загальне і спеціальне; математичне забезпечення, яке 
дозволяє вирішувати як розрахункові, так і логічні завдання; лінгвістичне 
забезпечення – представлення даних і знань з використанням спеціальних 
знаків, символів, карт, схем, діаграм, а також правил (граматики мови 
представлення геоданих) і так далі. 
Основу ГІС складає геоінформаційна база даних (ГБД), яка складається з 
восьми компонентів. 
Карти. Є сукупністю просторових даних, що описують деяку двовимірну 
область із заданою системою координат. Карта складається з одного або 
декількох шарів. Кожен шар містить один або декілька типів графічних 
об'єктів. Кожному типу відповідає множина графічних об'єктів цього типу, 
заданих своїми координатами. 
Тема – це засноване на карті представлення просторових даних, яке 
визначається такими характеристиками, як набір видимих шарів і типів 
об'єктів карти, відображених координат області, стилі відображення об'єктів, 
використання табличних даних для управління відображенням об'єктів і ще 
ряд характеристик відображення. 
Таблиці є засобом, призначеним для організації зберігання і доступу до 
структурованої фактографічної інформації. Таблиця складається із записів 
(рядків), рядок – з полів. Кожне поле таблиці визначається ім'ям і типом 
даних, які можуть зберігатися в цьому полі. 
Засоби для роботи з таблицями є системою управління реляційною базою 
даних, тобто бази даних, в якій вся інформація організована як сукупність 
таблиць. На відміну від традиційних СУБД, таблиці в ГБД грають допоміжну 
роль. Вони можуть, зокрема, містити деяку інформацію, пов'язану з об'єктами 
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карти. Наприклад, кожна будівля на карті може бути пов'язана із записом 
таблиці «Паспорта будівель». 
Вибірка – це представлення даних, вибраних з однієї або декількох 
таблиць (подібно до того, як тема – представлення просторових даних з 
карти). Вибірка визначається такими характеристиками, як набір таблиць, на 
підставі яких вона побудована, набір полів, що відображаються, умови 
включення записів у вибірку, операції над даними, виконувані при побудові 
вибірки, і ще низкою характеристик. 
Зовнішня база даних (ЗБД) є набором табличних даних, які зберігаються 
за межами ГБД і обробляються додатками Windows, такими, як різні СУБД, 
електронні таблиці (Access, Excel) і так далі. Як зовнішні бази даних можуть 
використовуватися електронні таблиці.  Доступ до даних ЗБД може 
виконуватися за допомогою засобів ODBC – спеціальних драйверів. 
Макетом є набір розміщених на уявному листі паперу елементів, що 
відображають просторові дані ГБД (теми, масштабні лінійки і легенди до тем) 
або відображені табличні дані (у вигляді таблиць і діаграм). Крім того, макет 
може містити елементи оформлення – лінії, рамки, тексти, картинки і так далі 
При друці макету система заповнює елементи даних актуальними даними ГБД 
і видає макет на пристрій друку. При необхідності може виконуватися 
автоматичне розбиття макету на сторінки, розмір яких відповідає 
використовуваному пристрою. 
Список користувачів ГБД містить перелік імен і паролів всіх 
користувачів, яким дозволена робота з ГБД. Для кожного користувача 
зберігається список компонентів ГБД (карт, таблиць і тому подібне), які 
доступні для нього, і перелік операцій, які він може виконувати з кожним 
компонентом. 
Бібліотека стилів поточної ГБД містить п'ять компонентів: «Умовні 
позначення», «Лінії», «Заливки», «Штрихування» і «Шрифти». Кожен з цих 
компонентів містить набір стилів (типів ліній, видів шрифту і тому подібне), 
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які можуть використовуватися при відображенні графічних об'єктів з  
карт ГБД. 
В узагальненому вигляді структура ГБД представляє три взаємозв'язані 
рівні (рис. 8.1). 
 
 
Рис. 8.1 – Ілюстрація пошарово-ієрархічної структури геоінформаційної  
бази даних з елементами СУГБД 
 
Суть пошарово-ієрархічного методу представлення геоданих полягає в 
тому, що вони організовуються у вигляді набору тематичних шарів, що 
відповідають конкретним потребам і що містять невелике число типів 
однорідних даних, які об'єднуються загальною тематикою: наприклад, шар 
топографічних даних, шар даних про водні об'єкти і так далі. По одній темі 
може бути передбачене декілька шарів (різного масштабу і відповідно різної 
точності). Шари можуть відноситься до різних часових інтервалів при одній і 
тій же території. Можливо і комбіноване представлення геоданих шляхом 
інтеграції шарів, у тому числі і шарів з окремими об'єктами. 
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Інтегровані тематичні шари представляють собою карту, яка є моделлю 
організації просторової інформації. Користувачам просторові дані 
представляються наступними елементами моделі: 
крапки (пункти забору проб, окремі елементи рельєфу – джерела води, 
вершини гір, піднесенотей, окремі дерева, будівлі або споруди); 
вектори (повітряні маси, міграційні потоки населення і так далі); 
мережі (комунікації – шляхи, трубопроводи, електромережі і так далі); 
вузли (зупинки транспорту, перетин лінійних об'єктів шляхів, річок, 
фрагментів мереж); 
ієрархії (адміністративне або політичне ділення територій);  
поверхні (рельєф); 
безперервні числові поля (родовища, типи ґрунтів і так далі). 
Просторове положення даних задається за допомогою деякої системи 
координат. У ГІС широко використовуються полярні і прямокутні 
картографічні системи.  
Просторові посилання можуть задаватися: 
- прямокутними або азимутними координатами; 
- вказівкою сусідніх об'єктів (відносними координатами); 
- лінійними розмірами уздовж відомих об'єктів (вказівкою відстані 
уподовж дороги); 
- прямокутником, що охоплює стробом, тобто координатами вершин 
прямокутника; 
- вказівкою про знаходження потрібного об'єкту в заданому сегменті 
подільності (усередині кварталу, листа карти, в даній країні); 
- класифікацією позицій (районуванням) за посиланням на наявне 
визначення просторового об'єкту. 
Графічний об'єкт характеризується прив'язкою до заданої системи 
координат. Об'єкт задається, як мінімум, однією парою координат (X, Y), що 
визначає точку його місцеположення. Крім того, об'єкт може мати певну 
форму і розміри, які можна задати набором координат характерних крапок. 
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 Прикладами об'єктів можуть служити будівлі, земельні ділянки, стовпи, 
колодязі, дороги, водоймища, природні зони, адміністративні райони, країни і 
так далі. 
Зрозуміло, координати точок об'єктів можна вважати атрибутивними 
даними і зберігати в звичайній БД. Проте такий підхід не дозволяє вирішувати 
такі завдання, де важливий саме просторовий характер об'єктів. Це, перш за 
все, відображення об'єктів на екрані або принтері, просторовий пошук (тобто 
відповідь на питання типу «Які об'єкти знаходяться в даній точці?»), 
розрахунок геометричних характеристик об'єктів (довжин, площ), візуальне 
редагування об'єктів, а також різноманітні завдання просторового аналізу. 
Зміст ГБД не обмежується координатами об'єктів. Перш за все, об'єкти 
можуть бути класифіковані за типами, геометричними характеристиками, 
призначенням і іншими ознаками. З цього виходить, що ГБД має певну 
структуру, що відображає цю класифікацію. Крім того, з кожним об'єктом 
може бути зв'язана певна атрибутивна інформація. Наприклад, для об'єктів-
будівель може бути задана адреса, корисна площа, число поверхів, власник, 
дата ремонту і інші характеристики. Ця інформація також повинна зберігатися 
у складі ГБД. Атрибутивна інформація може використовуватися для 
формулювання запитів (наприклад, «знайти всі двоповерхові будівлі») і для 
управління відображенням об'єктів («розфарбувати будівлі різними колірними 
відтінками залежно від числа поверхів»). 
Таким чином, програми, призначені для роботи з ГБД, повинні, разом з 
функціями, характерними для звичайних СУБД, виконувати великий набір 
операцій з графічними об'єктами. 
8.2. Методи і моделі представлення даних у геоінформаційних системах 
В основі математичного забезпечення ГІС лежать методи аналітичної 
геометрії. На рис. 8.2, 8.3 показані методи представлення в ГБД точки на 
площині і в просторі, а також пряма лінія. 
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Рис. 8.2 – Інтерпретація точки на площині 
а) і в просторі б) у графічному, аналітичному і табличному видах 
 
 
 
Рис. 8.3 – Інтерпретація точки в полярних координатах а) 
і прямій лінії на площині б) 
 
Положення точки в полярних координатах однозначно визначається 
завданням відстані r і двох кутів – q, відлічуваного від осі х, і f, відлічуваного 
від осі z. На рис. 8.3 також показано три способи завдання точки і прямої лінії 
- аналітично, графічно і у вигляді таблиць. Таке представлення дає 
можливість, по-перше, предметно в графічному вигляді представити 
елементарні дані, за допомогою яких формуються складніші просторові 
образи в ГІС, по-друге, математичні моделі або формули, які в своїй 
сукупності представляють математичне забезпечення ГІС, забезпечують 
відповідні розрахунки і є основою для програмного забезпечення ГІС, по-
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третє, табличне представлення даних дозволяє їх зберігати і оновлювати при 
необхідності.  
Для формування шарів, де відображаються, наприклад, дані про водні 
об'єкти, рельєф місцевості, топографічні дані і так далі (див. рис.8.1), а також 
шарів метеорологічних карт використовується неалгебраїчні, або 
трансцендентні криві. До них відносяться відомі графіки експоненціальних, 
логарифмічних і тригонометричних функцій. Крім того, використовуються 
окремі функції, що мають спеціальні назви, які  ілюструються на рис. 8.4.  
 
 
Рис. 8.4 – Спеціальні криві, що використовуються при формуванні шарів 
тематичних карт 
 
Багато з приведених вище функцій і кривих в даний час табульовані та 
представлені у відомій довідковій літературі.  
Слід зазначити, що основу будь-якого тематичного шару складає 
площина, яка задається рівнянням першого ступеня відносно x, у   і  z, тобто 
рівнянням виду  Ax + By + Cz = D, де A, B, C  і D - постійні і, принаймні, один 
з  коефіцієнтів A, B  або C  не  рівний нулю. У векторній формі рівняння 
1. Крива з ізольованою точкою. 
Рівняння: y2 = x3(x-1). 
2. Декортів листок. 
Рівняння: х3 + у3 = 3аху. 
3. Ланцюгова лінія. Рівняння: 
( )
2
x / a x / aay e e −= +
 
4. Інвалюта кола. 
Рівняння: х = rcosθ + rθsinθ, 
     У = rsinθ – rθcosθ. 
5. Чотирипелюсткова троянда. 
Рівняння: r = asin2θ. 
6. Архімедові спіраль. 
Рівняння: r = aθ. 
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площини має вигляд: 0pcoszcosycosx =−++ γβα , яке в аналітичній 
геометрії отримало назву нормованого рівняння площини. 
При побудові складних візуальних образів використовуються різні 
поверхні 2-го порядку, що мають і не мають центру симетрії. Вони можуть 
утворювати еліпсоїд, односмуговий і двосмуговий гіперболоїд, конус, 
элептический параболоїд, гіперболічний параболоїд, циліндр і інші поверхні. 
За визначенням, поверхнями 2-го порядку в просторі називається така 
множини точок, координати яких задовольняють рівнянню вигляду: 
0aza2ya2xa2yza2xza2xya2zayaxa 44434241323121
2
33
2
22
2
11 =+++++++++ ; 
у матричній формі: 0aar2rAr 44
TT
=++ , де 
( )z,y,xr = , 
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
=
332313
322212
312111
aaa
aaa
aaa
A , ( )434241 a,a,aa = , ( )0A ≠ . 
З визначення видно, що легко перейти від опису рівнянням поверхні 2-го 
порядку до матричної форми, тобто до реляційної моделі представлення даних 
(в табличній формі).  
Як приклад прикладної геоінформаційної технології можна привести 
реалізацію проекту «Жива карта» в Римі (див. Інтернет), де в основу проекту 
покладений супутниковий знімок міста, на який в реальному часі наноситься 
шар, що демонструє концентрацію мобільних телефонів в тій або іншій точці 
населеного пункту. Ця інформація, яка отримується від операторів 
стільникового зв'язку, відображає соціальну активність міста, показуючи, де в 
даному випадку знаходяться люди і як переміщаються людські потоки. Крім 
того, на карту наноситься рух суспільного транспорту, кожна одиниця якого 
обладнана GPS-приймачем. При цьому зведення про рух автобусів, 
тролейбусів і трамваїв оновлюються кожну хвилину. На рис. 8.5 ілюструється 
скупчення людей в певних частинах міста під час концерту відомої співачки 
Мадонни в місті Римі.  
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Рис. 8.5 – Карта Риму з поверхнями 2-го порядку, що ілюструють  щільність 
скупчення людей під час концерту Мадонни 
 
Показані вище моделі і методи відносяться до математичного 
забезпечення системи управління ГБД. Воно вирішує завдання маніпулювання 
і візуалізації геоданих і відноситься до загального математичного 
забезпечення ГІС.  
Сукупність математичних методів і моделей, які дозволяють вирішувати 
спеціальні прикладні завдання складають спеціальне математичне 
забезпечення геоінформаційних систем. Залежно від предметної області 
використання ГІС і її цільового призначення спеціальне математичне 
забезпечення може включати методи і моделі, що дозволяють вирішувати 
широкий круг завдань, наприклад, пошук оптимальних рішень, завдання 
прогнозування, планування та інші. 
 
8.3. Основні методи геокодування 
У спеціальних джерелах інформації геокодування визначають як 
процедуру автоматизованого створення об'єктів карти на підставі 
атрибутивних даних, які містяться в деякій таблиці. Залежно від характеру 
використовуваних даних розрізняються координатні геокодування, 
геокодування по об'єктах і адресне геокодування. 
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Як правило, ГІС підтримують три названі методи геокодування. Вибір 
одного з цих методів визначається тим, яке завдання повинне вирішуватися за 
допомогою геокодування, з якою точністю повинні розміщуватися на карті 
створювані об'єкти і які дані є для виконання геокодування. 
Координатне геокодування вимагає для свого виконання, щоб в двох 
полях таблиці для геокодування містилися значення координат X і Y. При 
виконанні геокодування для кожного запису таблиці створюється точковий 
об'єкт з вказаними координатами. В процесі координатного геокодування 
можна здійснювати трансформацію координат створюваних об'єктів, у 
випадку якщо координати, що містяться в таблиці, задані в системі координат, 
яка відрізняється від системи координат даної карти. Як правило, такі випадки 
виникають в процесі роботи із зовнішніми базами даних. Цей метод кодування 
геоданих вважається найпростішим. Проте він дозволяє найточніше 
розмістити створювані об'єкти на карті. 
Геокодування по об'єктах засновано на прив'язці створюваних точкових 
об'єктів до положення існуючих об'єктів якого-небудь типу. Такий метод 
геокодування застосовується, наприклад, в тому випадку, якщо геокодуєма 
таблиця для геокодування містить список адрес об'єктів, які цікавлять 
користувача (магазинів, станцій обслуговування і так далі). Визначення 
положення об'єкту за його адресою – це завдання, яке кожній людині не раз 
доводилося вирішувати на практиці. Для її вирішення досить мати докладний 
план міста, де показані всі будівлі і вказані їх адреси. Тоді положення 
шуканого об'єкту можна визначити з точністю до будівлі. Відповідно до цієї 
аналогії, для геокодування по об'єктах, окрім початкової таблиці і певного 
типу для геокодування необхідно вказати ще два компоненти ГБД, які беруть 
участь в операції: 
 посилальний тип  тип об'єктів, до положення яких на карті 
прив'язуватимуться створювані об'єкти (наприклад, як посилальний можна 
використовувати тип об'єктів «Будівля»); 
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 посилальну таблицю  таблицю, записи якої пов'язані з об'єктами 
посилального типу і в той же час містять дані, які дозволяють з кожним 
записом таблиці для геокодування зв'язати запис посилальної таблиці. Таким 
чином, через посилальні таблиці можна для кожного запису геокодуємої 
таблиці знайти відповідний об'єкт посилального типу і використовувати цей 
об'єкт для визначення положення створюваного об'єкту на карті. 
Якщо посилальний тип – «Будівлі», то в якості посилальної таблиці 
можна використовувати таблицю «Паспорти будівель», записи якої містять, 
зокрема, адреси відповідних будівель. 
В порівнянні з координатним геокодуванням, застосування геокодування 
по об'єктах дає меншу точність, та зате не вимагає явної вказівки координат 
створюваних об'єктів. 
Адресне геокодування засноване на наближеному обчисленні положення 
створюваного об'єкту щодо заданого лінійного об'єкту. 
Продовжуючи аналогію з використанням плану міста, можна уявити собі 
такий план, на якому не вказані адреси конкретних будівель, але для кожної 
вулиці на кожному кварталі нанесені мінімальне і максимальне значення 
адрес будівель цього кварталу. Якщо припустити, що будівлі в деякому 
кварталі мають номери від 100 до 120, то об'єкт, який знаходиться в будівлі з 
номером 118, повинен бути розміщений поблизу кінця кварталу. 
Для виконання адресного геокодування необхідно, окрім початкової 
таблиці і типу, для геокодування вказати ще два компоненти ГБД, які беруть 
участь в операції: 
 посилальний тип  лінійний тип об'єктів, щодо яких 
обчислюватиметься положення на карті створюваних об'єктів. Як 
посилальний тип можна, наприклад, використовувати тип об'єктів «Сегменти 
вулиць», який містить відрізки вулиць що, відповідають окремим кварталам; 
 посилальну таблицю сегментів  таблицю, записи якої, по-перше, 
пов'язані з об'єктами посилального типу, по-друге, містять дані, які 
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дозволяють з кожним записом таблиці для геокодування зв'язати запис 
посилальної таблиці і обчислити положення створюваного об'єкту. 
Якщо посилальний тип – «Сегменти вулиць», то в якості посилальної 
таблиці можна використовувати таблицю «Сегменти», записи якої містять код 
вулиці і діапазон адрес будівель відповідного сегменту. 
Точність визначення координат об'єктів при адресному геокодуванні 
залежить від того, наскільки сильно розрізняються за розмірами об'єкти, що 
відповідають різним адресам. Якщо в приведеному вище прикладі будівля 
номер 120 займає половину всього кварталу, то положення будівлі номер 118 
буде обчислено вельми неточно. Для будь-якого з описаних методів 
геокодування є додаткова можливість встановити зв'язки між створюваними 
об'єктами і записами таблиць. В якості зв'язаних таблиць можуть виступати як 
сама таблиця для геокодування, так і інші таблиці ГБД. В останньому випадку 
інформація з таблиці для геокодування використовується для визначення 
запису зв'язаної таблиці, що приєднується до створюваного об'єкту. 
Із сказаного виходить, що методи геокодування за своєю суттю подібні  
до фреймових методів представлення знань, які також представляються 
зв'язаними між собою таблицями (фреймами з відповідними слотами), мають 
можливість виклику даних за конкретними адресами. Це призводить до 
висновку про доцільність модернізації ГІС, до складу яких входили б 
геоінформаційні бази знань.  
 
8.4. Перспективи створення баз знань на основі просторової  
організації даних 
У розділі 4 цього посібника показано, що основу інтелектуальних систем 
складають бази знань, невід'ємною частиною яких є бази даних. В даний час 
ще недостатньо розроблені методи побудови баз знань на основі просторового 
представлення даних, тобто на основі ГБД. 
Аналіз пошарово-ієрархічного методу формування карт, а також 
комбіноване представлення даних, не тільки в табличному вигляді, але і у 
вигляді окремих записів і деяких об'єктів дозволяє зробити висновок про те, 
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що для створення геоінформаційних баз знань необхідно розробити спеціальні 
процедури і моделі, які б дозволяли: 
- інтерпретувати мережі, що автоматично будуються в ГБД  (дороги, 
трубопроводів, залізничні і автомобільні вузли, електросилові установки і так 
далі) у вигляді семантичних мереж; 
- розробити відповідні правила логічного виведення на цих мережах 
залежно від вирішуваних прикладних завдань; 
- розробити фреймову модель представлення знань, яка була б таблично 
сумісна і взаємозв'язана з відповідними слотами системи фреймів; 
- розробити залежно від вирішуваних завдань систему продукційних 
правил, яка дозволяла б будувати опорну семантичну мережу з безлічі 
можливих варіантів з метою організації правил узагальнення.     
  
А) Контрольні запитання для самостійної перевірки знань 
1. Приведіть визначення геоінформаційної системи. 
2. Які класи геоінформаційних систем прийнято розрізняти? 
3. Назвіть відомі Вам області застосування геоінформаційних технологій. 
4. Приведіть визначення поняттю «Геоінформаційна технологія». 
5. Співвіднесіть два поняття «Геоінформаційна система» і «геоінформаційна 
технологія». 
6. Яке місце займає геоінформаційна база даних в структурі геоінформаційній системі? 
7. Охарактеризуйте структуру геоінформаційної  бази даних і виділіть її особливості. 
8. Яку роль грає і які завдання вирішує система управління ГБД? 
9. Дайте коротку характеристику математичним методам і моделям представлення даних 
в ГБД. 
10. Назвіть основні методи геокодування і дайте їм коротку характеристику. 
11. Які існують перспективи вдосконалення геоінформаційних систем? 
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