Abstract. Consider the forced higher order nonlinear neutral delay difference equation
Introduction
Consider the forced higher order nonlinear neutral delay difference equation
where i.e. F is continuous as a map from the topological space N (n 0 ) × R into the topological space R, the topology on N (n 0 ) being the discrete one.
Oscillation theory of higher order neutral difference equations has developed very rapidly in recent years. It has concerned itself largely with the oscillatory and non-oscillatory properties of solutions (see, e.g., [1 -5, 7 -16] and the references cited therein).
In [14] , Zhang and Sun study the existence of a non-oscillatory solution of the forced nonlinear difference equation
The following is one of their main results:
Theorem A [14] . Assume the following:
Further, assume
Then equation (2) has a bounded non-oscillatory solution.
In [3] , Agarwal, Grace and O'Regan investigate the existence of nonoscillatory solutions of nonlinear second order neutral difference equations of the form
for n ≥ n 0 where a : N (n 0 ) → (0, ∞), τ and σ are fixed non-negative integers. They proved the following:
Theorem B [3] . Assume the following:
Further, assume there exist K > 0 and n 0 ∈ N with
Then equation (3) has a bounded non-oscillatory solution.
The authors of [3] remarked that Theorem B could be established using Krasnoselskii's fixed point theorem and it could be extended to higher order equations.
In [8] , Graef and Thandapani obtained an existence criteria for nonoscillatory solutions of the forced third order delay difference equation
where {p(n)} and {q(n)} are sequences of real numbers. They proved the following result by using the Schauder fixed point theorem:
Theorem C [8] . Assume the following:
Then equation (4) has a bounded non-oscillatory solution.
Recently, Yang and Liu [12] used the Banach contraction mapping principle to obtain an existence criteria for non-oscillatory solutions of higher order difference equations of the form
They proved the following Theorem D [12] . Assume the following:
Then equation (5) has a bounded non-oscillatory solution.
Note that (6) is equivalent to the simple condition
In a recent paper [16] , the present author obtained the following result by using the Banach contraction mapping principle:
Theorem E [16] . Assume the following:
Further, assume that p(n) : N (n 0 ) → R and
Our aim in this paper is to investigate the existence of non-oscillatory solutions of equation (1) . First we extend Theorem B to equation (1) with c = −1 by using Krasnoselskii's fixed point theorem. Next, by using Schauder's fixed point theorem and some new techniques, we obtain a sufficient condition for the existence of a non-oscillatory solution of equation (1) in the critical case c = −1. To the best of our knowledge, there is no result in this critical case for a nonlinear neutral difference equation (1) . In particular, our results improve and extend Theorems A -E by removing the restrictive conditions (C 1 ) -(C 10 ).
As is customary, a solution {x(n)} of equation (1) is said to oscillate about zero or simply to oscillate, if its terms x(n) are neither eventually all positive nor eventually all negative. Otherwise, the solution is called non-oscillatory.
Preliminaries
The space l ∞ is the set of all real sequences defined on the set of positive integers N where any individual sequence is bounded with respect to the usual supremum norm. It is well known that under this norm l ∞ is a Banach space. A subset Ω of a Banach space X is relatively compact, if every sequence in Ω has a subsequence converging to an element of X.
The following fixed point theorems will be used to prove the main results in Section 3. 
Main results
Now we come to our main results. 
Case 1. For the case −1 < c ≤ 0, by (8) and (9), we choose an N > n 0 sufficiently large such that
Define two maps
We shall show first that S 1 x + S 2 y ∈ Ω for any x, y ∈ Ω. In fact, for every x, y ∈ Ω and n ≥ N we get
Furthermore, we have
Thus we have proved that S 1 x + S 2 y ∈ Ω for any x, y ∈ Ω.
ii) We shall show next that S 1 is a contraction mapping on Ω. In fact, for x, y ∈ Ω and n ≥ N we have
This implies S 1 x − S 1 y ≤ −c x − y . Since 0 < −c < 1, we conclude that S 1 is a contraction mapping on Ω.
iii) We finally show that S 2 is completely continuous. First, we will show that S 2 is continuous. For this, let x k = {x k (n)} ∈ Ω be a sequence such that
by applying the Lebesgue dominated convergence theorem we conclude that lim k→∞ S 2 x k (n) − S 2 x(n) = 0. This means that S 2 is continuous.
Next we show that S 2 Ω is relatively compact. Indeed, for any ε > 0, by (8) and (9), there exists N * ≥ N such that
Then, for any sequence x = {x(n)} ∈ Ω and 
Therefore, {S 2 x : x ∈ Ω} is a bounded and uniformly Cauchy subset. Hence, by Lemma 1, S 2 Ω is relatively compact. By Lemma 2, there is an x 0 ∈ Ω such that S 1 x 0 + S 2 x 0 = x 0 . It is easy to see that {x 0 (n)} is a bounded non-oscillatory solution of equation (1). This completes the proof in this case.
Case 2. For the case c < −1, by (8) and (9), we choose an N > n 0 sufficiently large such that
The rest of the proof is similar to that of the case 1 and it is thus omitted.
Case 3. For the case 0 ≤ c < 1, by (8) and (9), we choose an N > n 0 sufficiently large such that
Defining two maps S 1 , S 2 : Ω → l ∞ n 0 as in case 1, the rest of the proof is similar to that of case 1 and it is thus omitted. (8) and (9), we choose an N > n 0 sufficiently large such that
Defining two maps S 1 , S 2 : Ω → l ∞ n 0 as in the case 2, the rest of the proof is also similar to that of the case 2 and it is thus omitted.
Case 5. For the case c = 1, by (8) and (9), we choose an N > n 0 sufficiently large such that
Proceeding similarly as in the proof of case 1 we obtain SΩ ⊂ Ω and the mapping S is completely continuous. By Lemma 3, there is an x 0 ∈ Ω such that Sx 0 = x 0 , therefore
Clearly, x 0 = x 0 (n) is a bounded non-oscillatory solution of equation (1). This completes the proof of Theorem 1 Remark 1. For the critical case c = −1, it is also possible that equation (1) has no non-oscillatory solution in spite of the fact that (8) and (9) hold. For example, we consider the neutral difference equation
where τ, r ∈ N (n 0 ) and m < α < m + 1. Clearly, (8) and (9) Proof. By Lemma 4, (11) and (12) are equivalent to
respectively. We choose a sufficiently large N > n 0 such that
We define a closed, bounded, and convex subset Ω of l
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Define a mapping S : respectively. This implies that (8) and (9) hold, so the proof is complete The proof is similar to that of Corollary 1, it is therefore omitted.
Remark 2. Theorems 1 and 2 extend and improve Theorems A -E.
