Abstract. The Landau-Lifshitz-Gilbert equation describes dynamics of ferromagnetism, where strong nonlinearity, nonconvexity are hard to tackle: so far, existing schemes to approximate weak solutions suffer from severe time-step restrictions. In this paper, we propose an implicit fully discrete scheme and verify unconditional convergence.
Introduction
The phenomenological Landau-Lifschitz-Gilbert equation (LLG) describes dynamics of ferromagnetism; let α ≥ 0 denote the damping parameter, then the magnetization m : (0, T ) × Ω → S 2 , for S 2 = {x ∈ R 3 | | x | = 1}, solves The construction of convergent schemes for (1.1) is a nontrivial task, due to the nonconvex sideconstraint | m | = 1 a.e. in (0, T ) × Ω, which is difficult to realize in a numerical approximation scheme. A first explicit scheme is proposed in [2] , where also (weak sub-) convergence towards weak solutions is verified; this program is continued in [3] , where k = o α 2 h 1+ n 2 is identified to be sufficient for stability and convergence; sharpness of these restrictions is evidenced by computational studies in [3] . From this background, we look for an implicit scheme exempted from restricting requirements for numerical parameters, and higher flexibility with respect to (small) choices of α > 0. The construction of our discretization is based on a reformation of (1.1) by Gilbert (see, e.g. [5] ), m t − α m × m t = (1 + α 2 ) m × ∆m .
Given the lowest order finite element space V h ⊂ W 1,2 (Ω; R 3 ) subordinate to a triangulation T h of Ω and a time-step size k > 0, our approximation scheme reads as follows: It is well-known, that weak solutions to (1.1) solve
in distributional sense; cf. [1, 4] . Corresponding relations need not hold for discretizations, due to competition of local and nonlocal aspects inherent to fully discrete finite-element based methods.
Lemma 6.1 below shows that solutions of Algorithm 1.1 satisfy
for all φ φ φ h ∈ V h and a correcting term 'Corr'. Lemma 3.1 below states conservation of | m j h | = 1 at the nodes of the triangulation T h and verifies a discrete energy law for solutions to Algorithm 1.1. This indicates that the forcing correction term 'Corr' serves to balance the damping effect of the implicit Euler method with employed reduced integration and local averaging tools in Algorithm 1.1. The unconditional stability of Algorithm 1.1 allows to prove subconvergence to a weak solution of (1.1).
The remainder of this paper is organized as follows: Preliminaries are stated in Section 2. Our main result is Theorem 3.1 which verifies unconditional convergence for Algorithm 1.1; a simple fixed-point iteration is proposed in Algorithm 4.1, whose convergence is established for k = O(h 2 ), uniformly for values α ≤ C, in Section 4. We discuss numerical experiments with finite-time blowup in Section 5, allowing for direct comparison with results for values α = O(1) in [3] , and study the limiting case α → 0. Section 6 proves (1.3) and illustrates difficulties in the construction of convergent implicit finite element schemes.
Preliminaries
Throughout this paper we assume that T h is a quasiuniform regular triangulation of the polygonal or polyhedral bounded Lipschitz domain Ω ⊂ R n into triangles or tetrahedra for n = 2 or n = 3, respectively. We define the lowest order finite element space V h ⊂ W 1,2 (Ω; R 3 ) by
where P 1 (K; R 3 ) denotes the set of polynomials of total degree less or equal than one restricted to the element K ∈ T h . Given the set of nodes x : ∈ L of the triangulation T h , the nodal interpolation operator
(Ω; R m ) and letting ·, · denote the inner product in R m we set
For continuous functions φ φ φ, Z ∈ C(Ω; R 3 ) we define
If for each ∈ L we denote by ϕ ∈ C(Ω) the nodal basis function which is T h -elementwise affine and satisfies ϕ (x ) = 1 and ϕ (x m ) = 0 for all m ∈ L \ { } then we have β = Ω ϕ dx. We define ||φ φ φ|| 2 h = φ φ φ, φ φ φ h and notice that
It is well known that there exists a constant c 1 > 0 such that for all φ φ φ h ∈ V h there holds
where h is the maximal mesh-size in T h , i.e., h = max{diam(K) : K ∈ T h }. Choosing χ χ χ h =∆ h φ φ φ h in (2.1) and using (2.2) we observe that for all φ φ φ h ∈ V h there holds
Given φ φ φ h ∈ V h and a node x for some ∈ L we obtain from using χ χ χ h = ϕ ∆ h φ φ φ h (x ) in (2.1) that
where we used (2.2), that given a node x the cardinality of the set {m ∈ L : ∃K, x m , x ∈ K} is bounded h-independently, and that ||ϕ m || L 2 ≤ cβ 1/2 for all m ∈ L.
Unconditional Convergence
We first recall the definition of a weak solution to (LLG). Throughout this section we abbreviate
The following lemma provides discrete counterparts of (1) and (4). We remark that wellposedness of Algorithm 1.1, i.e., the existence of a unique sequence {m 
Proof. Verification of (i) follows from choosing φ φ φ
In order to verify (ii), we first choose φ φ φ h = −∆ h m j+1/2 h and find
A combination of the two identities proves (ii) and finishes the proof of the lemma.
Given any T > 0 equation (ii) in Lemma 3.1 may be rewritten as
This bound yields the existence of some m ∈ W 1,2 (Ω; R 3 ) which is the weak limit (as k, h → 0) of a subsequence such that
, and hence | m | = 1 almost everywhere in Ω T . Algorithm 1.1 may be written as follows: taking φ φ φ h (t) := I h φ φ φ(t, ·), for φ φ φ ∈ C ∞ (Ω T ; R 3 ), there holds
Effects of reduced integration are controlled using the fact that for all χ χ χ h , η η η h ∈ V h there holds
This implies that for almost all t ∈ (0, T ) we have
and allows to prove that
Using that for χ χ χ h ∈ V h and η η η ∈ C(Ω; R 3 ) there holds (χ χ χ h , η η η) h = (χ χ χ h , I h η η η) h and employing a triangle inequality and standard estimates for nodal interpolation results in
This yields that
The only troublesome limit is for the last term in (3.1). We write
Control of I uses the bound ∆ h χ χ χ L 2 ≤ c 1 h −1 ∇χ χ χ L 2 and estimates for nodal intepolation,
A similar argumentation proves
We use that given any Z Z Z, χ χ χ ∈ W 1,2 (Ω;
A combination of the last four assertions shows
This proves our main theorem.
and m is a weak solution of (LLG).
Solving the nonlinear system
In the numerical experiments reported below we employ the following fixed-point iteration to solve the nonlinear system in Algorithm 1.1: ∈ V h such that for all φ φ φ h ∈ V h there holds
|| h ≤ ε then stop and set m The following lemma shows that the iteration converges provided that k ≤ ch 2 /(1 + α 2 ), for an (h, k, α)-independent constant factor c > 0 that only depends on the geometry of T h . 
Moreover, for all ≥ 0 and all φ φ φ h ∈ V h there holds
Proof. We abbreviate µ = (1 + α 2 )/4. For φ φ φ h = m j+1, +1 h the left-hand side of (4.1) is bounded from below by
where we used ||m
|| h . Therefore, the bilinear form defined by the left-hand side of (4.1) is positive definite on V h × V h if γ < 1 and then (4.1) admits a unique solution. Let m ∈ L be such that ||m j+1, h
Subtraction of two subsequent equations in the fixed-point iteration yields
Using ||∆ h φ φ φ h || h ≤ c 2 1 √ 5h −2 ||φ φ φ h || h for all φ φ φ h ∈ V h we deduce the first estimate of the lemma. In order to verify the second estimate we notice that owing to (4.1), m 
which finishes the proof of the lemma.
Numerical Experiments
The implementation of Algorithms 1.1 and 4.1 was performed in MATLAB with an assemblation of the stiffness matrices in C. We set ε = h 4 for the termination criterion in Algorithm 4.1, and it terminated after at most 5 iterations in all of our experiments. The experiments are defined through the following example which is taken from [3] .
Example 5.1. Let Ω = (−1/2, 1/2) 2 and let m 0 : Ω → S 2 be defined by
where A := (1 − 2|x|) 4 /s for some s > 0. The triangulations T used in the numerical simulations are defined through a positive integer and consist of 2 2 +1 halved squares with edge length h = 2 − . Motivated by Lemma 4.1 we use k = h 2 /(10(1 + α 2 )) As discrete initial data we employ the nodal interpolant of m 0 , i.e., we set m 0 = I T m 0 in all experiments. Figures 1 and 2 display snapshots of the numerical approximation provided by Algorithm 1.1 with α = 1, s = 1, and = 4. The plots in Figure 1 display the first two components of the vector field M at the nodes of the triangulation (after an appropriate rescaling) and at various times. Figure 2 shows a zoom towards the origin and reveals that in this experiment regularity of the exact solution cannot be expected. At time t ≈ 0.0529 the vector at the origin points in another direction than all surrounding vectors resulting in a large (maximal) W 1,∞ norm. Figures 3 and 4 show similar snapshots for α = 1/64, s = 1, and = 4. Owing to the significantly smaller stabilization corresponding to the small value of α, the numerical solution is even less regular than in the previous experiment and fails to become stationary for times t ≤ 1/2.
For fixed α = 1 and s = 4 we used = 4, 5, 6 in Example 5.1. In Figure 5 we displayed the energy
and the W 1,∞ semi-norm |M(t)| 1,∞ = ||∇M(t)|| L ∞ as functions of t for t ∈ (0, 6/100) for = 4, 5, 6. For each = 4, 5, 6 the function ||∇M(t)|| L ∞ assumes the maximum value 2 √ 2h −1 (among functions φ φ φ h ∈ V h with |φ φ φ h (x m )| = 1 for all nodes x m ). We observe that for decreasing mesh-size h the blowup time (the time at which ||∇M(t)|| L ∞ assumes its maximum) approaches t ≈ 0.03.
In order to study the dependence of blow-up behaviour on the parameter α we ran Algorithm 1. 
