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We study minimax rates of convergence in the label shift problem
in non-parametric classification. In addition to the usual setting in
which the learner only has access to unlabeled examples from the
target domain, we also consider the setting in which the a small
number of labeled examples from the target domain is available to
the learner. Our study reveals a difference in the difficulty of the
label shift problem in the two settings. We attribute this difference to
the availability of data from the target domain to estimate the class
conditional distributions in the latter setting. We also show that a
distributional matching approach proposed by Lipton et al. [18] is
minimax rate-optimal in the former setting.
1. Introduction. A key feature of intelligence is to transfer knowledge
garnered from one task to another similar but different task. However,
statistical learning has by and large been confined to procedures designed to
learn from one particular task (through training data) and address the same
task on new (test) data. This is inadequate for a wide range of real world
applications where it is important to learn a new task, using the knowledge of
a partially similar task which has already been learned. The field of transfer
learning deals with these kinds of problems and has therefore attracted
increasing attention in machine learning and its many varied applications.
Recent applications includes computer vision [28, 10], speech recognition [14]
and genre classification [5]. Informative overviews of transfer learning are
avaiable in the survey papers [21, 30].
Owing to the success of transfer learning in applications, there is now
increasing focus on its theoretical properties. A typical transfer learning
scenario consists of a large labeled dataset – denoted P -data – which we
call the source population, and a second dataset of smaller size that may be
labeled or unlabeled, called the target populations and denoted Q., where
P and Q should be thought of as the underlying distribution of the source
and target data. It is assumed that Q is different from P, but with certain
degrees of similarity (to be clarified below), which one seeks to exploit in
order to make statistical inference about Q. A natural question is: knowing
the information about dataset P, is it possible to improve inference on Q in
terms of mis-classification error? This is a general and potentially challenging
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question.
The above problem is also known as domain adaptation in binary classi-
fication setting, where data pairs (X,Y ) ∈ Rd × {0, 1} are from P and Q.
As mentioned above, data from source distribution P is considered to be
informative about the target Q if these two distributions share some degree
of similarity. Studying the theoretical properties of transfer learning requires
meaningful notions of such similarity. The first line of work measures simi-
larity via some divergence measure between P and Q where generalization
bounds for classifiers, trained using data from P , are studied for unlabeled
data Q [20, 6, 9]. Although such bounds are generally applicable to any pair
of source and target domains, they are often pessimistic [17]. Another line
of work assumes certain structural similarities between the two population
distributions, with three popular examples given by: covariate shift, posterior
drift and label shift, which we elaborate on below.
In the regime of covariate shift, given a feature X = x the class conditional
probabilities are assumed to be identical for both distributions i.e., PY |X=x =
QY |X=x, for all x, whereas the marginal feature distributions, denoted PX
and QX , are assumed different . Such settings arises when the same study is
conducted on two populations with different feature distributions [24, 26, 17,
31, 13, 11]. In contrast, the posterior drift regime assumes that the marginal
distributions of X are the same, whereas the conditional distribution of Y
given X = x differs between these two populations. Such a scenario may
arise when the incidence rate of a certain disease in a certain group changes
due to a development of treatment or some preventive measures. However,
this assumption in itself is not terribly useful to work with and in order to
obtain informative results, one typically needs to relate the two conditional
distributions in a more explicit manner. For example, the work of Cai and Wei
[4] deals with the binary classification problem, and assumes that for some
increasing link function φ : [0, 1] → [0, 1] with φ (12) = 12 , the conditional
distributions are related in the following way:
P (Y = 1|X = x) = φ (Q(Y = 1|X = x)) .
They further assume that(
φ(x)− 1
2
)(
x− 1
2
)
≥ 0 and
∣∣∣∣φ(x)− 12
∣∣∣∣ ≥ Cγ ∣∣∣∣x− 12
∣∣∣∣γ .
Under certain smoothness assumptions on the conditional probability Q(Y =
1|X = x) and regularity assumptions on Q, the authors establish a minimax
lower bound for the generalized classification error and propose a learning
method, which achieves this minimax rate.
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In this paper, we consider the label shift problem, where it is assumed that
the conditional distribution of the features X given the label Y are identical in
the source and target populations, but the marginal distribution of Y differs
[25, 22, 18, 23]. For example, label shift arises in infectious disease modeling,
where the features are observed symptoms and the label is the underlying
disease state. During an ongoing epidemic, we expect a larger fraction of sick
people than usual, but the distribution of the symptoms given the disease
state does not change. There are two version of the label shift problem, one
in which labels from the target population are available, and another in
which they are unavailable. Recently, Lipton et al. [18], Azizzadenesheli et al.
[2], Garg et al. [7] proposed general approaches that first estimate the shift
in the distribution of Y and then use this estimate to adapt a model, fitted
to data from the source distribution, to the target distribution.
We complement this line of work by exploring the fundamental limits of
statistical estimation in the label shift problem. More concretely, we present
sharp minimax bounds for the excess risk (defined below) in both the labeled
and unlabeled problem settings.
For concreteness, we restrict ourselves to the problem of binary classifica-
tion in a non-parametric setting. We assume that the d-dimensional feature
space X lies in [0, 1]d. This is a fairly common assumption in the extant
literature of transfer learning (see, for example [4] and [17]).
In binary classification, the response space is Y ∈ {0, 1}. We define piP =
P (Y = 1) and piQ = Q(Y = 1) to be the probability of class 1 under the
distributions P and Q, respectively. For the class label i ∈ {0, 1}, define
Pi = P (·|Y = i) and Qi = Q(·|Y = i) to be the class-conditional probabilities
of feature X with Lebesgue densities pi and qi, respectively. Under the label
shift setup, given the class label i ∈ {0, 1}, the densities pi and qi are identical
by definition. We denote the common densities by gi, i.e., gi = pi = qi for the
labels i = 0, 1. The conditional probability of class Y = 1 given the feature
vector X = x can be calculated as
ηP (x) = P (Y = 1|X = x) = piP g1(x)
piP g1(x) + (1− piP )g0(x)
for population P, and
ηQ(x) = Q(Y = 1|X = x) = piQg1(x)
piQg1(x) + (1− piQ)g0(x)
for population Q.
In both situations of label shift considered in our study, we have nP iid
labeled data points (XP1 , Y
P
1 ), . . . (X
P
nP
, Y PnP ) from the source distribution
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P. Moreover, for the situation of labeled Q-data, we have nQ iid labeled
samples (XQ1 , Y
Q
1 ), . . . (X
Q
nQ , Y
Q
nQ) from Q, whereas for the situation of unla-
beled Q-data we have iid unlabeled samples XQ1 , . . . , X
Q
nQ from the marginal
distribution QX of X under Q. The data points from P and Q are also
assumed to be mutually independent. For ease of reference, let us introduce
the following convention, that will be adopted in the remainder of the paper.
1. The case of labeled Q-data will be denoted as
Dlabeled ,
{
(XP1 , Y
P
1 ), . . . (X
P
nP
, Y PnP )
ind∼ P ;
(XQ1 , Y
Q
1 ), . . . (X
Q
nQ
, Y QnQ)
ind∼ Q
}
∈ (X × Y)⊗(np+nQ) .
2. The case of unlabeled Q-data will be denoted as
Dunlabeled ,
{
(XP1 , Y
P
1 ), . . . (X
P
nP
, Y PnP )
ind∼ P ; XQ1 , . . . XQnQ
ind∼ QX
}
∈ (X × Y)⊗nP ×X⊗nQ .
In both these cases, the goal is to enable classification for target distribution
Q : given the observed data Dlabeled (or Dunlabeled), we would like to construct
a classifier fˆ : [0, 1]d → {0, 1} which minimizes the classification risk under
the target distribution, namely Q(Y 6= fˆ(X)). For the distribution Q, it is
known that the Q-Bayes classifier:
f∗Q(x) =
{
0 if ηQ(x) ≤ 12 ,
1 otherwise.
minimizes the classification risk over all classifiers. More formally, letting
H be the set of all classifiers h : [0, 1]d → {0, 1} it can be shown that
f∗Q ∈ arg minh∈HPQ(Y 6= h(X)). Hence, the performance of a classifier fˆ will
be compared with Bayes classifier f∗Q. In other words, we shall investigate
the convergence properties of the excess risk defined as:
EQ(fˆ) = Q(Y 6= fˆ(X))−Q(Y 6= f∗Q(X)).
Observe that, the excess risk is a random quantity depending on the dataset
Dlabeled (or Dunlabeled) through the classifier fˆ and is non-negative, with the
following representation Gyorfi [12]:
(1.1) EQ(fˆ) = 2EQ
[∣∣∣∣ηQ(X)− 12
∣∣∣∣1{fˆ(X) 6= f∗Q(X)}] .
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We will use this representation to investigate the convergence properties of
excess risk.
At a high level, our theoretical analysis requires certain regularity con-
ditions on the distributions P and Q: specifically, the densities g0 and g1
are taken to be locally α-Ho¨lder smooth [see definition 2.2], and Q satisfies
the margin condition – a condition that quantifies the intrinsic difficulty
of the classification problem in terms of how quickly the class conditional
probability deviates from the classification boundary – with parameter β [see
definition 2.3]. Details are available in Section 2.2. We denote Π to be the
class of distribution pairs (P,Q) satisfying these distributional assumptions
[see definition 2.4] as Π. We denote the distributions of Dlabeled and Dunlabeled
by L(P,Q)(Dlabeled) and L(P,Q)(Dunlabeled), respectively, when the source and
target distribution pair is (P,Q).
Our main contributions are:
1. For labeled Q-data Theorem 3.1 provides a non-asymptotic lower bound
for excess risk. We propose a classifier for Q-data in Theorem 3.3 which
has a matching upper bound in terms of the sample complexity. Hence,
we provide an optimal rate of convergence for the excess risk given by:
inf
f
sup
L(P,Q)(Dlabeled):(P,Q)∈Π
E [EQ(f(Dlabeled))] 
(
(nP + nQ)
− 2α
2α+d ∨ 1
nQ
) 1+β
2
.
2. For unlabeled Q-data we consider the distributional match approach
for classification proposed by [18]. We show in Theorem 4.2 that the
excess risk for this classifier achieves the minimax lower bound in terms
of sample complexity. This provides us the following optimal rate of
convergence for excess risk, which is the content of Theorem 4.1:
inf
f
sup
L(P,Q)(Dunlabeled):(P,Q)∈Π
E [EQ(f(Dunlabeled))] 
(
n
− 2α
2α+d
P ∨
1
nQ
) 1+β
2
.
A significant point to note from the above minimax rates: unlike as for
covariate shift or posterior drift, (look at [17] and [4] for respective optimal
rates) in the regime of label shift, the source data-points are as valuable
as target data-points. Throughout our paper, we assume that the feature
dimension d is fixed. The regime of growing dimension needs a very different
treatment and is beyond the scope of this paper. See Section 6 for a discussion.
The rest of the paper is organized as follows: in Section 2 we describe the
problem formulation and the necessary assumptions. In Section 3 we propose
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a classifier for labeled target data along with theoretical justification for the
convergence rate of excess risk. In Section 4 we describe the distributional
match approach for classification, proposed by [18] and prove the rate of
convergence for excess risk. Finally a brief discussion about our contribution
is given in Section 6.
2. Setup. In this section, we set up the label shift problem. We begin
with the notations and basic definitions.
2.1. Notations and definitions. For a random vector (X,Y ) ∈ [0, 1]d ×
{0, 1} with distribution H, we denote the marginal distribution of X by HX
and the marginal probability of the event {Y = 1} by piH . Let supp(·) be
the support of a distribution. We use 1 to denote the indicator function
taking the value in {0, 1}. We also use the ∧∨ notation for min and max:
a ∧ b , min(a, b) and a ∨ b , max(a, b). Finally, we use λ(·) to denote
the Lebesgue measure of a set in a Euclidean space. Define B(x, r) as the
d-dimensional closed ball of radius r > 0 with center x ∈ Rd.
2.2. Label shift in nonparametric classification. Let P and Q be two
distributions on [0, 1]d × {0, 1}. We consider P as the distribution of the
samples from the source domain and Q as that from the target domain. We
observe two (independent) random samples, (XP1 , Y
P
1 ), . . . (X
P
nP
, Y PnP )
ind∼ P
and (XQ1 , Y
Q
1 ), . . . (X
Q
nQ , Y
Q
nQ)
ind∼ Q. In the label shift problem, the class
conditionals in the source and target domains are identical: P (·|Y = i) =
Q(·|Y = i) for i ∈ {0, 1}. However, the (marginal) distributions of the labels
differ: piP 6= piQ. Define G0 and G1 as Gi = Q(·|Y = i) for i = 0, 1 and ηP
and ηQ as the regression functions in the source and target domain:
ηP (x) =
{
P (Y = 1|X = x) if x ∈ supp(PX)
1
2 otherwise
ηQ(x) =
{
Q(Y = 1|X = x) if x ∈ supp(QX)
1
2 otherwise
.
In terms of the regression functions, the Bayes classifier of the distribution
Q is
f∗ , f∗Q(x) =
{
0 if ηQ(x) ≤ 12 ,
1 otherwise.
To keep things simple, we assume that the distributions Q(·|Y = i), i ∈ {0, 1}
are absolutely continuous with respect to the Lebesgue measure on Rd and
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their densities are bounded away from zero and infinity on their support.
This is a standard assumption in non-parametric classification.
Assumption 2.1 (strong density assumption). A distribution H defined
on a d-dimensional Euclidean space satisfies the strong density assumption
with parameters µ−, µ+, cµ, rµ > 0 iff
1. H is absolutely continuous with respect to the Lebesgue measure on Rd,
2. λ [supp(H) ∩B(x, r)] ≥ cµλ[B(x, r)] for all 0 < r ≤ rµ and x ∈
supp(H),
3. µ− < dHdλ (x) < µ+ for all x ∈ supp(H).
The strong density assumption was first introduced in Audibert et al. [1]
and was also used in Cai and Wei [4]. In this study, we assume the (marginal)
distribution of the features QX , piQG1 + (1 − piQ)G0 satisfies the strong
density assumption with parameters µ−, µ+, cµ, rµ. Since we are interested in
classifying for the Q-population it suffices to have strong density assumption
only for QX .
Let the densities of G0 and G1 be g0 and g1 respectively. In terms of the
densities g0 and g1, the regression function in the target domain is
(2.1) ηQ(x) =

1 if piQ = 1 and x ∈ supp(QX)
0 if piQ = 0 and x ∈ supp(QX)
piQg1(x)
piQg1(x)+(1−piQ)g0(x) if piQ ∈ (0, 1) and x ∈ supp(QX)
1
2 otherwise.
To keep things simple, we assume the class conditionals G0 and G1 have
common support. This condition actually makes the classification task harder.
If the supports for G0 and G1 are not the same, then it is easy classify
x ∈ (supp(G0))∆(supp(G1)), where ∆ is the symmetric difference. Indeed,
if piQ ∈ (0, 1), then ηQ(x) = 1 iff x ∈ supp(G1)\supp(G0), and ηQ(x) = 0
if x ∈ supp(G0)\supp(G1)1. The common support condition rules out such
easy to classify samples. Define Ω ⊂ [0, 1]d the common support of G0 and
G1 as
Ω , supp(G0) = supp(G1).
Inspecting the form of the regression function for the target domain ηQ,
we see that the main difficulty of the classification task is estimating the
class conditional densities g0(x) and g1(x). This ratio is hard to estimate if
there are few samples from either class, so it is imperative that the classes
1Here we follow the convention: for any a > 0, a
0
=∞.
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are well-balanced (pi is far from the boundary of [0, 1]). To avoid the issues
that arise from class imbalance, we assume piP , piQ ∈ [, 1− ] for some  > 0.
In the supervised label shift problem, the source and target distributions
have common class conditional, so it is possible to use data from both the
source and target domains to estimate this ratio. On the other hand, in the
unsupervised label shift problem, we can only estimate this ratio with data
from the source domain. As we shall see, this leads to a discrepancy between
the minimax rates for the two problems.
We also impose smoothness assumptions on the class conditional densities
g0 and g1.
Assumption 2.2 (Locally α-Ho¨lder smooth). For some α ∈ (0, 1] a
function f : [0, 1]d → R is locally α-Ho¨lder smooth on Ω ⊂ [0, 1]d, if there is
a constant Cα > 0 such that the following holds:
lim sup
δ→0
sup
x,y∈Ω,‖x−y‖2≤δ
|f(x)− f(y)|
‖x− y‖α2
≤ Cα.
[4, 17] assumes the regression function ηQ(x) = Q(Y = 1|X = x) is α-
Ho¨lder smooth. Inspecting the form of the regression function 2.1, we see
that translates to an assumption on the smoothness of the class conditional
densities. In this paper, we find it more convenient to assume the class
conditional densities g0 and g1 are both locally α-Ho¨lder smooth. In other
words, we assume that there is a Cα > 0 such that
lim sup
δ→0
sup
x,y∈Ω,‖x−y‖2≤δ
max {|g0(x)− g0(y)| , |g1(x)− g1(y)|}
‖x− y‖α2
≤ Cα.
We note that this is a weaker assumption compared to the usual (global)
α-Ho¨lder smoothness assumption on the regression function.
We also note that a continuously differentiable and compactly supported
density function f is locally 1-Ho¨lder smooth with C1 = sup ‖∇f(x)‖2.
Assumption 2.3 (Margin condition for Q). Q satisfies margin condition
with parameter β, if there exists a Cβ > 0, such that
for all t > 0, QX
(
0 <
∣∣∣∣ηQ(X)− 12
∣∣∣∣ ≤ t) ≤ Cβtβ.
The margin condition was introduced in Tsybakov et al. [27] and adapted
by Audibert et al. [1] to study the convergence rate of the excess risk. This
condition puts a restriction on the probability mass around the Bayes decision
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boundary (regions of the feature space such that ηQ(x) ≈ 12). In other words,
it implies ηQ(x) is far from
1
2 on most of the feature space. We note that
the condition becomes more stringent as β grows. In other words, if Q
satisfies the margin condition with a large β, then the classification task
in the target domain is easy. We also note that if QX satisfies the strong
density assumption and αβ > d, then there is no distribution Q such that
the regression function ηQ crosses
1
2 in the interior of the support of QX ([1]).
To rule out such trivial classification problems, we assume αβ ≤ d in the
following discussion.
Combining all the preceding restrictions, we consider the class Π of distri-
bution pairs (P,Q) in our study of the label shift problem.
Definition 2.4 (Distribution class Π). Π , Π(µ−, µ+, cµ, rµ, , α, Cα, β, Cβ)
is defined as the class of all pairs of distributions (P,Q) which satisfies the
following:
1. P (·|Y = i) = Q(·|Y = i) for any i ∈ {0, 1};
2. QX satisfies the strong density assumption (assumption 2.1) with pa-
rameters µ = (µ−, µ+), cµ > 0, rµ > 0;
3. G0 and G1 have common support Ω;
4. g0 and g1 are bounded by µ+, i.e., supx∈Ω (g0(x) ∨ g1(X)) ≤ µ+;
5. For some  > 0, we have  ≤ piP , piQ ≤ 1− ;
6. g0 and g1 are locally α-Ho¨lder smooth with constant Cα (see assumption
2.2),
7. ηQ satisfies the margin condition with parameter β and constant Cβ
(see assumption 2.3);
8. αβ ≤ d.
To keep things simple, we further restrict Π imposing the technical con-
ditions that Cβ ≥
(
38
13
)β
and µ− ≤ 316 ≤ 3 ≤ µ+. There is nothing special
about the constants 3813 ,
3
16 and 3. It is possible to adapt our proof for
Cβ ≥
(
2(1−3w)
1+3w
)β
and µ− ≤ 4w ≤ 4(1− w) ≤ µ+ with w < 14 .
The goal of the label shift problem is to learn a decision rule fˆ from all
the available data (including data from both source and target domains) that
has small excess risk. To study the difficulty of the label shift problem in
both supervised and unsupervised settings, we study the minimax risk as a
function of the sample sizes in the source and target domains nP , nQ and
the problem parameters α, β, d.
3. Supervised label shift. In this section, we consider the super-
vised label shift problem. In this problem, the learner has access to a
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dataset Dlabeled, which contains nP labeled samples from the source do-
main (XP1 , Y
P
1 ), . . . (X
P
nP
, Y PnP ) ∼ iid P and nQ many labeled data points
from the target domain (XQ1 , Y
Q
1 ), . . . (X
Q
nQ , Y
Q
nQ) ∼ iid Q. We assume the
distribution pair (P,Q) is from the class Π (2.4). For the label i ∈ {0, 1},
define Xi = {x : (x, y) ∈ Dlabeled, y = i} as the set of features of all the
data points with label i, ni = |Xi| as the number of data-points with label i,
and Ĝi =
1
ni
∑
x∈Xi δx as the empirical distribution of the features of all the
data points with label i. We also define m = n0 ∧ n1 as the minimum of the
indexed sample sizes.
First, we present an information-theoretic lower bound on the convergence
rate of the excess risk in the supervised label shift problem. The lower bound
is a bound on the performance of all learning algorithms, which take datasets
as inputs and output classifiers f : [0, 1]d → {0, 1}: A : Slabeled → H, where
Slabeled , (X × Y)nP+nQ is the space of possible datasets in the supervised
label shift problem and H , {h : [0, 1]d → {0, 1}} is the set of all possible
classifiers on [0, 1]d.
Theorem 3.1 (lower bound for the supervised label shift problem). Let
Cβ ≥
(
38
13
)β
and µ− ≤ 316 ≤ 3 ≤ µ+. Then there exists a constant c > 0 that
does not depend on nP and nQ such that
inf
A:Slabeled→H
{
sup
(P,Q)∈Π
E [EQ(A(Dlabeled))]
}
&
(
(nP + nQ)
− 2α
2α+d ∨ 1
nQ
) 1+β
2
.
To show that the lower bound is sharp, we design a classifier whose rate
of convergence matches the lower bound. The classifier that we study is a
simple plug-in classifier ([1]):
fˆ(x) ,
{
0 if ηˆQ(x) ≤ 12 ,
1 otherwise.
The main challenge in forming the plug-classifier is obtaining a good estimate
ηˆQ of the regression function ηQ(x) , Q(Y = 1|X = x). Inspecting the
expression of the regression function
ηQ(x) =
piQg1(x)
piQg1(x) + (1− piQ)g0(x) .
we see that ηQ(x) has a parametric part piQ and two non-parametric parts
g0(x) and g1(x). The parametric part piQ is easily estimated with the fraction
of data points from the target domain with label 1 (let’s call it pˆiQ). The
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non-parametric parts g0(x) and g1(x) are harder to estimate, but we note
that they are same in the source and target domains in the label shift problem.
Thus we can leverage samples from both domains to estimate g0 and g1. In
light of the smoothness assumptions on g0 and g1, we use kernel density
estimation. We start by defining a suitable class of kernels under the standing
smoothness assumptions on g0 and g1.
Definition 3.2 (kernel class K(α)). A function K : Rd → R is in the
class of kernel functions K(α) if it satisfies the following conditions:
1. K has the form K(x) = fK(‖x‖2) for some fK : [0,∞)→ [0,∞),
2.
∫
Rd K(x) = 1,
3.
∫
Rd ‖x‖a2K(x)dx <∞, for some a > α.
Widely used kernels that satisfy the preceding definition (for some α > 0)
include the exponential kernel K(x) = C1e
−‖x‖2 and the Gaussian kernel
K(x) = C2e
− 1
2
‖x‖22 (C1 and C2 are normalizing constants that ensure K
integrates to 1). For a kernel K ∈ K(α) and a bandwidth h > 0, define the
scaled kernel as
Kh(x) =
1
hd
K
(x
h
)
.
Given a kernel K ∈ K(α) and an appropriate bandwidth parameter h > 0,
we estimate the densities g0(x) and g1(x) at a point x with
(3.1) gˆi(x) = ĜiKh(x− ·) = 1
ni
∑
x′∈Xi
Kh(x− x′), for i ∈ {0, 1}.
We estimate ηQ(x) by plugging in pˆiQ, gˆ0(x) and gˆ1(x) in (2.1) to obtain:
(3.2) ηˆQ(x) =
pˆiQgˆ1(x)
pˆiQgˆ1(x) + (1− pˆiQ)gˆ0(x) .
and assign labels to unlabeled data points with the decision rule 1
{
ηˆQ(x) ≥ 12
}
.
The following theorem shows that this simple classifier attains the lower
bound in Theorem 3.1.
Theorem 3.3 (upper bound for the supervised label shift problem). Let
fˆ be the classifier defined as above with kernel K ∈ K(α) and bandwidth
h , C1m−
1
2α+d for some C1 > 0. Then
sup
(P,Q)∈Π
EDlabeled
[
EQ(fˆ)
]
.
(
(nP + nQ)
− 2α
2α+d ∨ 1
nQ
) 1+β
2
.
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Remark 3.4. Since both piP and piQ are bounded away from 0 and 1 we
see that both n0 and n1 are of the order OP (nP +nQ). This justifies the same
bandwidth for both g0 and g1. Also, the choice of the bandwidth h depends
on the smoothness parameter α. In practice, α is usually unknown, so it is
chosen by cross-validation.
The proof of Theorems 3.3 and 3.1 will be given in appendix A. Theorems
3.3 and 3.1 together show that the minimax convergence rate of the excess
risk is:
(3.3)
inf
A:Slabeled→H
{
sup
(P,Q)∈Π
E
[EQ(A(Dlabeled))]
}

(
(nP + nQ)
− 2α
2α+d ∨ 1
nQ
) 1+β
2
.
A few words about the structure of the minimax rate are in order. The
first term in the rate depends on the hardness of estimating non-parametric
parts of the regression function: the class conditional densities g0 and g1.
This term depends on the total sample size nP + nQ because samples from
the source and the target domain are informative in estimating g0 and g1
in the supervised label shift problem. The exponent of nP + nQ depends on
the smoothness of g0 and g1; similar exponents arise in the minimax rates of
density estimation [15] and density ratio estimation [16]. The second term
in the minimax rate depends on the hardness of estimating the marginal
distribution of the labels in the target domain; i.e. estimating piQ. Finally,
the overall exponent on the outside depends on the noise level, which we
measure with the parameters of the margin condition. We wrap up a few
additional remarks about the minimax rate in the supervised label shift
problem.
From the minimax rate, we see that is is possible to significantly im-
prove upon the naive approach that only uses data from the target domain,
especially if nP  nQ, as illustrated below.
Remark 3.5. In the IID statistical learning setting in which the learner
has access to samples from the target domain but not the source domain, on
noting that 2α/(2α+ d) < 1, the rate simplifies to
inf
A:Slabeled→H
{
sup
(P,Q)∈Π
ED∼Q⊗nQ [EQ(A(D))]
}
 n−
α(1+β)
2α+d
Q .
This agrees with known results on the hardness of non-parametric classification
in the target domain [1]. Let us compare this to the order of the minimax rate
when nP samples are available from the target, which is (nP + nQ)
−α(1+β)
2α+d ∨
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n
−(1+β)/2
q . Some algebra shows that the first expression in the maximum
dominates provided nP < n
1+d/2α
Q − nQ, which provides enough room for
nP  nQ since d/2α can be large, and ensures a superior rate of convergence
compared to the IID learning setting.
Remark 3.6. If the learner knows piQ, but has no access to features from
the target domain Q, then it is possible to adapt the proofs of Theorems 3.3
and 3.1 to show that the minimax rate is
inf
A:Slabeled→H
{
sup
(P,Q)∈Π
E
[
EQ(fˆ)
]}

(
n
− 2α
2α+d
P ∨
1
nQ
) 1+β
2
.
At a high-level, the absence of features from Q prevents us from using the
samples from Q for estimating the class conditional densities (they are still
useful for estimating piQ).
4. Unsupervised label shift. In this section, we consider the unsu-
pervised label shift problem. In this problem, the learner has access to
Dunlabeled, which consists of nP many labeled data-points from source do-
main (XP1 , Y
P
1 ), . . . , (X
P
nP
, Y PnP ) ∼ iid P and nQ many unlabeled data-points
from the target domain XQ1 , . . . , X
Q
nQ ∼ iid QX , Q(·, Y ∈ {0, 1}). We
assume the data generating distribution in both domains are from Π (see
definition 2.4).
First, we present a lower bound for the convergence rate of the excess risk
in the unsupervised label shift problem. The lower bound is valid for any
learning algorithm A : Sunlabeled → H, where Sunlabeled , (X × Y)nP ×X nQ
is the space of possible datasets in the unsupervised label shift problem and
H , {h : [0, 1]d → {0, 1}} is the set of classifiers on [0, 1]d.
Theorem 4.1 (lower bound for the unsupervised label shift problem).
Let Cβ ≥
(
38
13
)β
and µ− ≤ 316 ≤ 3 ≤ µ+ in definition 2.4. Then
inf
A:Sunlabeled→H
{
sup
(P,Q)∈Π
EDunlabeled [EQ (A (Dunlabeled))]
}
&
(
n
− 2α
2α+d
P ∨ n−1Q
) 1+β
2
.
To show that the lower bound is sharp, we show that the distributional
matching approach of Lipton et al. [18] has the same rate of convergence
under the standing assumptions. The superior empirical performance of
this approach has led researchers to study its theoretical properties [2, 8].
At a high-level, the distributional matching approach estimates the class
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probability ratios w0 and w1. Looking at the population counterparts of this
approach we see that:
[CP (g)w]1 = C0,0(g)w0 + C0,1(g)w1
= P (g(X) = 0, Y = 0)
Q(Y = 0)
P (Y = 0)
+ P (g(X) = 0, Y = 1)
Q(Y = 1)
P (Y = 1)
= P (g(X) = 0|Y = 0)Q(Y = 0) + P (g(X) = 0|Y = 1)Q(Y = 1)
= Q(g(X) = 0|Y = 0)Q(Y = 0) +Q(g(X) = 0|Y = 1)Q(Y = 1)
= Q(g(X) = 0) = 1− ξQ(g),
where we recalled P (·|Y = k) = Q(·|Y = k) in the fourth step. Similarly, it
is possible to show that [CP (g)w]1 = ξQ(g). This implies
CP (g)w =
[
1− ξQ(g) ξQ(g)
]T
.
The distributional matching approach uses an empirical version of the
above equality to estimate w.Once we have an estimate of the class probability
ratios, it is possible train a classifier for the target domain using data from
the source domain by reweighing. We summarize the distributional matching
approach in algorithm 1.
Algorithm 1: distributional matching
1: inputs: pilot classifier g : [0, 1]d → {0, 1} such that CP (g) is invertible
2: estimate C(g): Ĉi,j(g) =
1
nP
∑nP
l=1 1
{
g(XPl ) = i, Y
P
l = j
}
3: estimate ξQ(g): ξˆQ(g) =
1
nQ
∑nQ
l=1 1
{
g(XQl ) = 1
}
4: estimate ŵ ,
[
w0
w1
]
: ŵ = ĈP (g)
−1
[
1− ξˆQ(g)
ξˆQ(g)
]
Armed with estimates of the class probability ratios wˆ0 and wˆ1 from distri-
butional matching, we estimate the regression function ηQ(x) by reweighing
the usual non-parametric estimator of ηQ:
ηˆQ(x) = arg mina∈[0,1]
[
nP∑
l=1
`(Y Pl , a)Kh(x−XPl )
(
ŵ1Y
P
l + ŵ0(1− Y Pl )
)]
,
where ` is a loss function. If ` is the squared loss function, then the estimate
of ηQ has the closed form
(4.1)
ηˆQ(x) =
1
nP
∑nP
l=1 Y
P
l ŵ1Kh(x−XPl )
1
nP
∑nP
l=1 Y
P
l ŵ1Kh(x−XPl ) + 1nP
∑nP
l=1(1− Y Pl )ŵ0Kh(x−XPl )
.
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As we shall see, this ηˆQ is basically a plug in estimator for ηQ. Let nP,1 and
nP,0 be the number of samples from the source domain with label 1 and 0
respectively. The estimated regression function is equivalently
ηˆQ(x) =
nP,1
nP
ŵ1
1
nP,1
∑nP
l=1 Y
P
l Kh(x−XPl )
nP,1
nP
ŵ1
1
nP,1
∑nP
l=1 Y
P
l Kh(x−XPl ) + nP,0nP ŵ0 1nP,0
∑nP
l=1(1− Y Pl )Kh(x−XPl )
.
To simplify the preceding expression, we note that
• pˆiP = nP,1nP is an estimator of piP . Recalling ŵ1 is the estimator of the
ratio Q(Y=1)P (Y=1) from distributional matching, we see that piQ , pˆiP ŵ1 is
an estimator of piQ. Similarly, it is not hard to see that 1˜− piQ , nP,0nP ŵ0
is an estimator of 1− piQ.
• g˜1(x) , 1nP,1
∑nP
l=1 Y
P
l Kh(x − XPl ) is a kernel density estimator of
the class conditional density g1(x) at a point x. Similarly, g˜0(x) ,
1
nP,0
∑nP
l=1(1− Y Pl )Kh(x−XPl ) is a kernel density estimator of g0(x).
In terms of piQ, 1˜− piQ, g˜0, and g˜1, the estimator of the regression function
ηˆQ is
ηˆQ(x) =
piQg˜1(x)
piQg˜1(x) + (1˜− piQ)g˜0(x)
.
Comparing the preceding expression and (2.1), we recognize ηˆQ as a plug in
estimator of the regression function ηQ.
Before moving on to the theoretical properties of this estimator, we elabo-
rate on two practical issues with the estimator. First, the estimator of the
regression function depends on a bandwidth parameter h > 0. As we shall
see, there is a choice of h (depending on the smoothness parameter α, sample
sizes nP , and dimension d) that leads to a minimax rate optimal plug in
classifier: fˆ(x) , 1{ηˆQ(x) ≥ 12}. In practice, we pick h by cross-validation.
Second, the pilot classifier g in algorithm 1 plays a crucial role in forming fˆ .
Finding the best choice of g is a practically relevant area of research, but it
is beyond the scope of this paper. We remark that the only requirement on
the pilot classifier is non-singularity of the confusion matrix CP (g) in the
source domain. In our simulations, we use logistic regression in the source
domain to obtain a pilot classifier g(x) , 1{bˆTx > 0}, where
bˆ , (bˆ0, bˆT1 ) ∈ arg min(b0,bT1 )T∈Rd+1
1
nP
nP∑
l=1
(
Y Pl (b0 + b
T
1 X
P
l )− log
(
1 + eb0+b
T
1 X
P
l
))
.
As long as there is δ > 0 and φ > 0 such that inf‖b−b∗‖2≤δ |det(CP (hb))| ≥ φ,
where b∗ is the population counterpart of bˆ in the source domain, Theorem
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4.2 provides an the upper bound for the excess risk (see appendix B Theorem
B.4).
Theorem 4.2 (upper bound for the unsupervised label shift problem).
Let fˆ be the plug-in classifier defined above with any pilot classifier g that
leads to a non-singular confusion matrix CP (g) and bandwidth h , C1n
− 1
2α+d
P
for some C1 > 0. Then
sup
(P,Q)∈Π
EDunlabeled
[
EQ
(
fˆ
)]
.
(
n
− 2α
2α+d
P ∨ n−1Q
) 1+β
2
.
Proofs of Theorems 4.2 and 4.1 are presented in appendix A. Theorems
4.2 and 4.1 together show that the minimax convergence rate of the excess
risk in the unsupervised label shift problem is
inf
A:Sunlabeled→H
{
sup
(P,Q)∈Π
EDunlabeled [EQ (A (Dunlabeled))]
}

(
n
− 2α
2α+d
P ∨ n−1Q
) 1+β
2
.
Before moving on, we compare the minimax rates in the supervised and
unsupervised label shift problems. The only difference between the minimax
rates is in the first term in the rate, which, we recall, depends on the hardness
of estimating the class conditional densities. In the supervised label shift
problem, the samples from the target domain come with labels, so they can
be used to estimate the class conditional densities along with the source
data, whilst in the unsupervised label shift problem, the samples from the
target domain are unlabeled and cannot be used to estimate the conditional
densities, and we rely solely on the data from the source distribution. This
changes the first term from (nP + nQ)
− 2α
2α+d in the supervised problem to
n
− 2α
2α+d
P in its unsupervised counterpart. We wrap up with a few additional
remarks about the minimax rate in the unsupervised label shift problem.
Remark 4.3. The second term in the rate that depends on the hardness
of estimating the class probability ratios is actually O( 1nP ) ∨O( 1nQ ), but we
drop the O( 1nP ) term because the first term in the rate (that depends on the
hardness of estimating the class conditional densities) is slower.
Remark 4.4. In practice, it is common to have nP  nQ. In this setting,
the minimax rate simplifies to
inf
A:Sunlabeled→H
{
sup
(P,Q)∈Π
EDunlabeled [EQ (A (Dunlabeled))]
}

n
−α(1+β)
2α+d
P if nP  n
1+ d
2α
Q ,
n
− 1+β
2
Q if nP  n
1+ d
2α
Q .
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We can interpret these rates in the following way. Looking back at the classifier,
we see that there are two main sources of errors that contribute to the excess
risk:
1. errors in the estimation of class probability ratios w0 and w1, which
lead to the O(n
− 1+β
2
Q ) term in the minimax rate,
2. error in estimation of the class conditional densities g0(x) and g1(x),
which lead to the O(n
−α(1+β)
2α+d
P ) term in the rate.
If nP  n1+
d
2α
Q then the errors in estimation of w0 and w1 dominate the
excess risk. In this case, improving the estimates of the class conditional
densities (by increasing nP ) does not improve the overall convergence rate.
Remark 4.5. If nP  n1+
d
2α
Q , the minimax rate simplifies to
inf
A:Sunlabeled→H
{
sup
(P,Q)∈Π
EDunlabeled [EQ (A (Dunlabeled))]
}
 n−
α(1+β)
2α+d
P ,
which is the minimax rate of IID non-parametric classification in the source
domain. In other words, given enough unlabeled samples from target distri-
bution, the error in the non-parametric parts of the unsupervised label shift
problem dominate. As this is also the essential difficulty in the IID classifica-
tion problem in the source domain, it is unsurprising that the minimax rates
coincide.
Remark 4.6. Recall the minimax rate of IID non-parametric classifica-
tion in the target domain is n
−α(1+β)
2α+d
Q [1]. Comparing the minimax rates of
IID non-parametric classification (in the target domain) and the unsupervised
label shift problem, we see that as long as there are enough samples in the
target domain (so we are in the regime of the preceding remark),then labeled
examples from the source domain are as informative as labeled examples
from the target domain. An extremely important practical implication of this
observation is if labeled examples are hard to obtain in the target domain,
then it is possible to substitute them with labeled examples in a label shifted
source domain.
5. Numerical studies. In this section, we present simulation results
comparing the performance of the minimax optimal approaches with common
baseline approaches. In our simulations, the labels in the source domain are
balanced Yi ∼ Ber(0.5), but the labels in the target domain are imbalanced
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Yi ∼ Ber(0.9). The class conditional distributions (in both source and target
domains) are
Xi | Yi ∼ TN(25Yi, 1)⊗4,
where TN(µ, σ2) is the N(µ, σ2) distribution truncated to the interval [−6, 6].
We defer other details of the simulation setup to Appendix C. [we are a bit
too sparse here, needlessly I think. We have space.]
Supervised label shift simulations. In the supervised setting, we compare
the excess risks of three methods:
1. the plug-in classifier 1
{
ηˆQ(x) ≥ 12
}
, where ηˆQ is defined in (3.2)
2. the same plug-in classifier that only uses data from the target domain
to estimate the class conditional densities and class probabilities
3. a model interpolation classifier [19] that averages the output of a model
trained on the source domain and another model trained on the target
domain
1
{

∑nP
i=1 Y
P
i KhP (x−XPi )∑nP
i=1KhP (x−XPi )
+ (1− )
∑nQ
i=1 Y
Q
i KhQ(x−XQi )∑nQ
i=1KhQ(x−XQi )
≥ 1
2
}
.
To estimate the class conditional densities, we use a Gaussian kernel with
the optimal bandwidth hP =
1
2n
1/6
P
and hQ =
1
2n
1/6
Q
(see theorem 3.3). We set
the mixing parameter  ∈ [0, 1] with 5-fold cross validation.
We evaluate the efficacy of the three approaches in two settings. In the
first setting, nQ  nP (nQ is growing and nP is held fixed). This is the easier
setting because it is possible to perform well (have small excess risk) in the
target domain without transferring knowledge from the source domain. We
expect all three approaches to perform well in this setting. In the second
setting, nQ  nP (nP is growing and nQ is held fixed). In this setting, it is
necessary to transfer knowledge from the source domain to the target domain
because most of the samples are from the source domain.
Figure 1 shows the excess risk versus total sample size. We see that the
classical and model interpolation approaches fail to learn from the source
data because their excess risks are essentially constant as nP grows while nQ
is held fixed. For the classical approach, this is expected because it ignores
the samples from the source domain. However, the problem also persists
with the model interpolation approach, which is somewhat surprising at first
glance, but some reflection shows that, although, averaging the model trained
on the target domain with the model trained on the source domain decreases
the variance of the former, it also increases its bias. Since the order of the
bias and variance of both models (on their respective domains) are of the
same order, the increase in bias offsets the decrease in variance.
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f
)
Ê(
f
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nP + nQ, nQ = 100 nP + nQ, nP = 100
Fig 1: Excess risks in the supervised label shift problem. We see that the
minimax optimal approach studied in section 3 is the only approach that
learns effectively from both source and target domains.
Unsupervised label shift simulations. In the unsupervised setting, we com-
pare the excess risks of the distributional matching classifier 1
{
ηˆQ(x) ≥ 12
}
,
where ηˆQ is defined in (4.1) with an oracle classifier that knows the class
probabilities in the target domain but still has to estimate the class condi-
tional densities. To estimate the class conditional densities, we use a Gaussian
kernel with the optimal bandwidth O(n
− 1
6
Q ) (see theorem 4.2).
We evaluate the efficacy of both approaches in the two preceding settings,
one in which nP  nQ and another in which nQ  nP . Figure 2 shows the
excess risk versus total sample size. At a high-level, as long as nQ is large
enough, the distributional matching classifier matches the performance of
the oracle classifier. This is explained by the fact that if nQ is large enough,
distributional matching produces a good estimates of the class probability
ratios, so the distributional matching classifier and the oracle classifier are
similar.
We observe that there is always a small gap between the excess risk of
the two approaches because the estimates of the class probability ratios are
not consistent in the simulation settings. Recall that the error incurred by
distributional matching is O( 1nP ) ∨ O( 1nQ ) (see Remark 4.3). This implies
that the estimates of the class probability ratios never converge to their
population counterparts in the simulation settings, because one of nP and
nQ is held fixed by design. Thus, the oracle classifier, which does not suffer
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Ê(
f
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Ê(
f
)
nP , nQ = 100 nQ, nP = 800
Fig 2: Excess risks in the unsupervised label shift problem. We see that the
minimax optimal approach studied in section 4 (eventually) matches the
performance of the oracle classifier.
from errors in the estimates of the class probability ratios, is always a step
ahead of our minimax classifier.
6. Summary and discussion. We studied the hardness of the label
shift problem in two settings, one in which the learner has access to labeled
training examples from the target domain, and another in which the learner
only has unlabeled training examples from the target domain. We showed
that there is a difference between the hardness of the label shift problem
in the two settings. In the former setting (in which the learner has access
to labeled training examples from the target domain), the minimax rate
is O((nP + nQ)
− 2α
2α+d ∨ 1nQ )
1+β
2 , while in the latter setting, the minimax
rate is O(n
− 2α
2α+d
P ∨ n−1Q )
1+β
2 . We attribute this difference in rates is due to
the availability of data from the target domain to estimate the the class
conditional distributions in the former setting.
We also showed that the distributional matching approach proposed by
Lipton et al. [18] achieves the minimax lower bound in the setting in which
the learner only has access to unlabeled data from the target domain. Our
results provide an explanation for the empirical success of this approach.
Although we studied the hardness of the label shift problem with non-
parametric model classes, we expect our results to generalize to more restric-
tive model classes. Inspecting the minimax rates, we see that they consist of
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two terms: a term that depends on the hardness of estimating the (ratio of)
class conditional distributions, and a term that depends on the hardness of
estimating the ratio of class probabilities in the source and target domains.
In non-parametric classification, the hardness of estimating the class condi-
tionals determines the hardness of the non-parametric classification problem
in the IID setting [16]. This observation leads us to interpret the first term
in the minimax rate as the hardness of finding the optimal classifier, and we
expect this term to change with the model class. Thus, for more restrictive
model classes, we expect the first term in the minimax rates to improve
(vanish faster) in a way that depends on the (reduced) complexity of the
model class.
To wrap up, we mention two possible extensions of our work. First, it is
natural to consider the label shift problem in high dimension. To keep the
problem tractable, we must impose stronger parametric assumptions on the
regression function. Such assumptions may also be phrased as assumptions
on the class conditional densities because the regression function is (up
to a monotone transform) the ratio of the class conditional densities. In
the supervised label shift problem, we expect the minimax rate to depend
on the hardness of estimating the regression function under the additional
parametric assumptions. In the unsupervised label shift problem, we expect
the distributional matching approach to provide good estimates of the class
probability ratios (because the class probability ratios are low-dimensional),
so we also expect the minimax rate to depend on the hardness of estimating
the regression function. For example, if we know the regression function is
linear and only s coefficients are non-zero, then we expect the minimax rate
to be O˜(( snP+nQ ∨ 1nQ )
1+β
2 ) (O˜(·) ignores log terms in O(·)) in the supervised
setting and O˜(( snP ∨ 1nQ )
1+β
2 ) in the unsupervised setting.
Second, it is natural to consider the possibility of achieving the minimax
rate with a classifier that adapts to the smoothness of the regression function
and the noise level in the labels. Kpotufe and Martinet [17] and Cai and
Wei [4] developed adaptive classifiers that attains the minimax rate in the
covariate shift and posterior drift problems with Lepski’s method, and we
expect Lepski’s method will lead to an adaptive classifier in the label shift
problem. However, the main goal of this paper is investigating the hardness
of the label shift problem, and we defer such methodological questions to
future work.
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APPENDIX A: SUPPLEMENTARY RESULTS AND PROOFS
Lemma A.1. Let X1, . . . , Xn are independent random variables dis-
tributed as Xi ∼ Ber(p). Then for any t > 0 the following holds:
P
(∣∣X¯ − p∣∣ > t) ≤ 2exp(−nt2
4
)
.
Proof. From Bernstein’s inequality:
for any λ > 0, P
(
|
∑
Xi − np| > λ
)
≤ 2exp
(
− λ
2/2
np+ λ/3
)
.
Letting λ = nt we see
P
(
|
∑
Xi − np| > nt
)
≤ 2exp
(
− n
2t2/2
np+ nt/3
)
≤ 2exp
(
− nt
2/2
p+ t/3
)
≤ 2exp
(
−nt
2/2
2
)
for t ≤ 3
Note that |X¯ − p| ≤ 2. Hence, we have the inequality for all t > 0.
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Lemma A.2. Let (Ω,A, P ) be a probability space. For a random vector
X on this probability space let us define µX to be the measure induced by it.
Let X and Y are two random vectors, which take values in the same space
Ω′ and f is a function defined on the domain Ω′ such that f(X) and f(Y )
are measurable. Then
D
(
µf(X)|µf(Y )
) ≤ D(µX |µY ),
where D(µ|ν) is the Kulback-Leibler divergence between two distribution µ
and ν.
Lemma A.3 (Varshamov-Gilbert bound). Let m ≥ 8. Then there exists
a subset {σ0, . . . , σM} ⊂ {−1, 1}m such that σ0 = (0, . . . , 0),
ρH(σi, σj) ≥ m
8
, for all 0 ≤ i < j ≤M, and M ≥ 2m/8,
where, ρH is the hamming distance.
Proposition A.4 (Theorem 2.5 of Introduction to Nonparametric Estima-
tion [15]). Let {Πh}h∈H be a family of distributions indexed over a subset
H of a semi-metric (F , ρ¯). Suppose ∃h0, . . . hM ∈ H, for M ≥ 2, such that:
1. ρ¯(hi, hj) ≥ 2s > 0, ∀ 0 ≤ i < j ≤M,
2. Πhi  Πh0 for all i ∈ [M, ] and the average KL-divergence to Πh0
satisfies
1
M
M∑
i=1
D(Πhi |Πh0) ≤ κ logM, where 0 < κ <
1
8
.
Let Z ∼ Πh, and let fˆ : Z → F denote any improper learner of h ∈ H. We
have for any fˆ :
sup
h∈H
Πh
(
ρ¯(fˆ(Z), h) ≥ s
)
≥ 3− 2
√
2
8
.
Lemma A.5 (Bousquet et al. [3]). Let X1, . . . , Xn ∼ ν for some prob-
ability measure ν defined on X . Let F be some collection of measurable
functions defined on X with VC dimension dF . Let 0 < δ < 1. Define
αn =
dF log(2n)+log(1/δ)
n and νn to be the empirical distribution. For a measure
µ on X and a measurable function f : X → R define µ(f) = ∫ fdµ. Then
with probability at least 1− δ over the sampling, all f ∈ F satisfy
ν(f) ≤ νn(f) +
√
νn(f)αn + αn, and,
νn(f) ≤ ν(f) +
√
ν(f)αn + αn.
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Corollary A.6. Consider the setup in lemma A.5. Then probability at
least 1− δ for all f ∈ F the following holds
|νn(f)− ν(f)| ≤
√
(3ν(f) + 2αn)αn + αn.
Proof of theorem 3.1. The first part of the proof deals with (nP +
nQ)
−α(1+β)
2α+d rate. The construction of distribution class is adapted from [17].
The second part deals with rate n
− 1+β
2
Q .
Part I:
Let d0 = 2 +
d
α , r = crN
− 1
αd0 , m = bcmrαβ−dc, w = cwrd, where,
N = nP + nQ, cr =
1
9 , cm = 8× 9αβ−d, 0 < cw ≤ 1 to be chosen later.
For such a choice we have 8 ≤ m < br−1cd. As, αβ ≤ d, we have r ≤ 19 .
This implies cmr
αβ−d ≥ 8. Since r−1 ≥ 8 which gives us r−1 ≤ 9br−1c8 .
Therefore, cmr
αβ−d = 8(9r)αβ
(
r−1
9
)
< 81−dbr−1cd ≤ br−1cd.
mw = mcwr
d < 1.
Construction of g0 and g1 : Divide X = [0, 1]d into br−1cd hypercubes
of length r. Let Z be the set of their centers. Let Z1 ⊂ Z such that |Z1| = m.
Let Z0 = Z\Z1, X1 = ∪z∈Z1B
(
z, r6
)
, and X0 = ∪z∈Z0B
(
z, r2
)
. Let q1 =
w
Vol(B(z, r6))
, and q0 =
1−mw
Vol(X0) . For σ ∈ {−1, 1}m, define
gσ1 (x) =

aσq1 (1 + σ(z)C
′
αr
α) x ∈ B (z, r6) , z ∈ Z1,
aσq0 x ∈ B
(
z, r2
)
, z ∈ Z0,
0 otherwise,
and,
gσ0 (x) =

bσq1 (1− σ(z)C ′αrα) x ∈ B
(
z, r6
)
, z ∈ Z1,
bσq0 x ∈ B
(
z, r2
)
, z ∈ Z0,
0 otherwise,
where, C ′α = min
{
Cα6
−α, 1− 2, 12
}
. The constant  comes from the as-
sumption that  ≤ piP ≤ 1− .
We want
∫
gσ1 (x)dx = a
σ
[
mw + (1−mw) + w∑z∈Z1 σ(z)C ′αrα] = 1.
Hence, aσ = 11+w
∑
z∈Z1 σ(z)C
′
αr
α . Also, b
σ = 11−w∑z∈Z1 σ(z)C′αrα . Also, we want
aσq0piσQ
bσq0(1−piσQ)
= 1, which implies piσQ =
1/aσ
1/aσ+1/bσ =
1
2
(
1 + w
∑
z∈Z1 σ(z)C
′
αr
α
)
.
We have freedom to choose piσP > 0. Set pi
σ
P =
1
2
(
1 + w
∑
z∈Z1 σ(z)C
′
αr
α
)
.
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Then
1− piσQ
piσQ
gσ0 (x)
gσ1 (x)
=
{
1−σ(z)ηz(x)
1+σ(z)ηz(x)
if x ∈ X1,
1 if x ∈ X0.
Then ησQ(x) =
{
1+σ(z)ηz(x)
2 if x ∈ X1,
1
2 if x ∈ X0.
So, ησQ simplifies to
ησQ(x) =
{
1+σ(z)C′αrα
2 if x ∈ B
(
z, r6
)
, z ∈ Z1
1
2 if x ∈ X0.
.
Extend it to
ησQ(x) =
{
1+σ(z)C′αrα
2 if x ∈ B
(
z, r6
)
, z ∈ Z1
1
2 otherwise.
.
The marginal density of X under the distribution Q is
qX = pi
σ
Qg
σ
1 + (1− piσQ)gσ0 =
{
q1 for x ∈ X1,
q0 for x ∈ X0.
For x ∈ B (z, r6) , z ∈ Z1,
qX(x) = pi
σ
Qg
σ
1 (x) + (1− piσQ)gσ0 (x)
= aσq1 (1 + σ(z)ηz(x))
1
2aσ
+ bσq1 (1− σ(z)ηz(x)) 1
2bσ
= q1.
For x ∈ B (z, r2) , z ∈ Z0,
qX(x) = pi
σ
Qg
σ
1 (x) + (1− piσQ)gσ0 (x)
= aσq0
1
2aσ
+ bσq0
1
2bσ
= q0.
Checking for  ≤ piσP ≤ 1− :
In the expression piσP =
1
2
(
1 + w
∑
z∈Z1 σ(z)C
′
αr
α
)
first we try to get a bound
for w
∑
z∈Z1 σ(z)C
′
αr
α. Note that∣∣∣∣∣∣w
∑
z∈Z1
σ(z)C ′αr
α
∣∣∣∣∣∣ ≤ w
∑
z∈Z1
C ′αr
α
≤ mwC ′αrα
≤ C ′αrα ≤ 1− 2.
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Hence, piσP ≥ 12(1− (1− 2)) =  and piσP ≤ 12(1 + (1− 2)) = 1− .
Checking local α-Ho¨lder condition for g0 and g1: Note that We
shall verify the local smoothness condition for g1. Exact same steps can be
followed to verify smoothness for g0.
Since we are interested in limiting smoothness (see definition 2.2) we set
our biggest radius of interest to be r6 . We shall show that for any x, x
′ ∈ Ω
with ‖x− x′‖ ≤ r6 |g1(x)− g1(x′)|
‖x− x′‖α ≤ Cα.
Note that, x, x′ ∈ Ω with ‖x− x′‖ ≤ r6 implies the following possible cases:
1. x, x′ ∈ B(z, r/2) for some z ∈ Z0. In that case,
|g1(x)− g1(x′)| = |aσq0 − aσq0| = 0
and the inequality holds trivially.
2. x, x′ ∈ B(z, r/6) for some z ∈ Z1. In that case,
|g1(x)− g1(x′)| = |aσq1(1 + σ(z)C ′αrα)− aσq1(1 + σ(z)C ′αrα)| = 0
and the inequality holds trivially again.
3. x ∈ B(z, r/2) and x′ ∈ B(z′, r/2) for some z, z′ ∈ Z. In that case
‖x− x′‖ ≥ ‖z − z′‖ − ‖x− z‖ − ‖x′ − z′‖ ≥ r > r
6
.
So, this an invalid case.
Checking Tsybakov’s noise condition:
For t < C ′αrα/2, QσX
(
0 <
∣∣∣ησQ(X)− 12 ∣∣∣ ≤ t) = 0. For t ≥ C ′αrα/2,
QX
(
0 <
∣∣∣∣ηQ(X)− 12
∣∣∣∣ ≤ t) = mw
≤ cmcwrαβ
≤ Cβ
(
C ′αrα
2
)β
.
EQσ(h) = 2EQX
[∣∣∣∣ησQ(X)− 12
∣∣∣∣1 (h(X) 6= h∗σ(X))]
= C ′αr
αQX ({h(X) 6= h∗σ(X)} ∩ X1) .
We set piσQ = pi
σ
P .
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Let F be the set of all classifier relevant to this classification problem.
For h, h′ ∈ F define ρ¯(h, h′) := C ′αrαQX ({h(X) 6= h′(X)} ∩ X1) . For σ ∈
{−1, 1}m, let h∗σ be the Bayes classifier defined as h∗σ(x) = 1{ησQ(x) ≥ 1/2}.
Then, for σ, σ′ ∈ {−1, 1}m, ρ¯(h∗σ, h∗σ′) = C ′αrαwρH(σ, σ′), where, ρH(σ, σ′) is
the Hamming distance defined as ρH(σ, σ
′) := card{z ∈ Z1 : σ(z) 6= σ′(z)}.
Let {σ0, . . . , σM} ⊂ {−1, 1}m be the choice obtained from the lemma A.3.
For each i ∈ {0, . . . ,M} let us set the distributions of two populations to
be (P i, Qi) = (P σi , Qσi). The joint distribution of (X,Y) is set at Πi =
P i
⊗np ⊗Qi⊗nQ = Qi⊗(nP+nQ).
Denote h∗σi by h
∗
i . For 0 ≤ i < j ≤M,
ρ¯(h∗i , h
∗
j ) ≥ C ′α
wmrα
8
≥ 1
2
C ′αc
α
r (nP + nQ)
− 1
d0 cmr
αβ−dcwrd
≥ C(nP + nQ)−
(
1
d0
+ αβ
αd0
)
= C(np + nQ)
− 1+β
d0
=: s.
Let D(P |Q) be the KL-Divergence between the distributions P and Q.
Then D(Πi|Π0) = nPD(P i|P 0) + nQD(Qi|Q0) = (nP + nQ)D(Qi|Q0). Now,
D(Qi|Q0) =
∫
log
(
dQi
dQ0
)
dQi
=
∫ [
log
(
ηiQ(x)
η0Q(x)
)
ηiQ(x) + log
(
1− ηiQ(x)
1− η0Q(x)
)
(1− ηiQ(x))
]
dQX
=
∑
z:σi(z)6=σ0(z)
QX
(
B
(
z,
r
6
))[
log
(
1 + C ′αrα
1− C ′αrα
)
1 + C ′αrα
2
+ log
(
1− C ′αrα
1 + C ′αrα
)
1− C ′αrα
2
]
=wρH(σi, σ0) log
(
1 + C ′αrα
1− C ′αrα
)
C ′αr
α
≤2mw C
′2
α r
2α
1− C ′αrα
≤4mwC ′2α r2α.
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Hence,
D(Πi|Π0) ≤ 4mwC ′2α r2α(nP + nQ)
= 4mcwr
dC ′2α r
2α(nP + nQ)
= 4mcwC
′2
α r
2α+d(nP + nQ)
= 4mcwC
′2
α c
2α+d
r (nP + nQ)
− 2α+d
αd0 (nP + nQ)
= 4mcwC
′2
α c
2α+d
r since αd0 = 2α+ d
= 25(log 2)−1cwC ′2α c
2α+d
r log(M)
≤ 1
8
log(M),
for cw small enough.
By proposition A.4,
sup
(P,Q)∈Π
EEQ(fˆ) ≥ sup
(P,Q)∈Π
sPΠ
(
EQ(fˆ) ≥ s
)
≥ s sup
σ∈{−1,1}m
Πσ
(
EQσ(fˆ) ≥ s
)
≥ s3− 2
√
2
8
≥ C ′(np + nQ)−
1+β
d0
Part II:
Now we deal with the error of estimation for the parameter piQ. We shall
see that, it is enough to construct two distributions for this purpose.
For some w = 116 (to be chosen later) let us define the following class
conditional densities:
g1(x) =

4w(1− δ) if 0 ≤ x1 ≤ 14 ,
4δ if 38 ≤ x1 ≤ 58 ,
4(1− δ)(1− w) if 34 ≤ x1 ≤ 1.
and
g0(x) =

4(1− w)(1− δ) if 0 ≤ x1 ≤ 14 ,
4δ if 38 ≤ x1 ≤ 58 ,
4(1− δ)w if 34 ≤ x1 ≤ 1.
Let σ ∈ {−1, 1}. We shall choose δ later. We specify the class probabilities
in the following way:
piP =
1
2
, piσQ =
1
2
(1 + σm)
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where, m = 116√nQ . Then
ησQ(x) =
piσQg1(x)
piσQg1(x) + (1− piσQ)g0(x)
=

w(1+σm)
w(1+σm)+(1−w)(1−σm) if 0 ≤ x1 ≤ 14 ,
1+σm
2 if
3
8 ≤ x1 ≤ 58 ,
(1−w)(1+σm)
(1−w)(1+σm)+w(1−σm) if
3
4 ≤ x1 ≤ 1.
Given the class conditional densities and the class probabilities the popu-
lation distributions can be constructed in the following way: for a Borel set
A ⊂ [0, 1]d and for index y ∈ {0, 1}
P (X ∈ A, Y = y) = ypiP
∫
A
g1(x) + (1− y)(1− piP )
∫
A
g0(x)
and
Qσ(X ∈ A, Y = y) = ypiσQ
∫
A
g1(x) + (1− y)(1− piσQ)
∫
A
g0(x).
It is easy to see that the densities g0 and g1 are locally α-Ho¨lder smooth
with constant Cα. We need to check the margin condition.
Checking margin condition 2.3:
Note that∣∣∣∣ w(1 + σm)w(1 + σm) + (1− w)(1− σm) − 12
∣∣∣∣ = 12 |w(1 + σm)− (1− w)(1− σm)|w(1 + σm) + (1− w)(1− σm)
=
1
2
|2w + σm− 1|
1− σm+ 2ωσm
=
1
2
1− 2w − σm
1− σm+ 2ωσm ≥
1
2
1− 3/16
1 + 3/16
=
13
38
and∣∣∣∣ (1− w)(1 + σm)(1− w)(1 + σm) + w(1− σm) − 12
∣∣∣∣ = 12 (1− w)(1 + σm)− w(1− σm)(1− w)(1 + σm) + w(1− σm)
=
1
2
1 + σm− 2w
1 + σm− 2wσm ≥
1
2
1− 3/16
1 + 3/16
=
13
38
Hence for t < m we have
Q
(∣∣∣∣ησQ(X)− 12
∣∣∣∣ ≤ t) = 0
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. For m ≤ t < 1338 we have
Q
(∣∣∣∣ησQ(X)− 12
∣∣∣∣ ≤ t) = Q(38 ≤ X1 ≤ 58
)
= δ.
We choose δ = Cβm
β. Then
Q
(∣∣∣∣ησQ(X)− 12
∣∣∣∣ ≤ t) ≤ Cβmβ ≤ Cβtβ.
and for t ≥ 1338 we have
Q
(∣∣∣∣ησQ(X)− 12
∣∣∣∣ ≤ t) ≤ 1 ≤ Cβtβ.
We define our distribution class H = {Πσ : σ ∈ {−1, 1}}, where Πσ is
defined as
Πσ = P⊗nP ⊗ (Qσ)⊗nQ .
Then the Kullback-Leibler divergence between Π−1 and Π1 is
D (Π1|Π−1) =nQD
(
Q(−1)|Q(1)
)
=nQ
[
log
(
1 + 116√nQ
1− 116√nQ
)(
1 +
1
16
√
nQ
)
+ log
(
1− 116√nQ
1 + 116√nQ
)(
1− 1
16
√
nQ
)]
=
2nQ
16
√
nQ
log
(
1 + 116√nQ
1− 116√nQ
)
≤ 6nQ
256nQ
using log
(
1 + x
1− x
)
≤ 3x for 0 ≤ x ≤ 1
2
,
=
3
128
.
Here M = |H| = 2 , Π1  Π−1 and
1
M
∑
σ∈{−1,1}D(Π
σ|Π−1) = 12D(Π1|Π−1) = 3256 < log 28 .
Also, let fσ is the Bayes decision rule for distribution Q
σ, i.e.,
fσ(x) = 1
{
ησQ(x) ≥
1
2
}
.
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Then
EQ1 (f−1) = EQ1
[∣∣∣∣η1Q(X)− 12
∣∣∣∣1 {f1(X) 6= f−1(X)}]
= δm
=
Cβ
16β+1
n
−β+1
2
Q , s.
Using proposition A.4
sup
(P,Q)∈Π
EEQ(fˆ) ≥ sup
(P,Q)∈Π
sPΠ
(
EQ(fˆ) ≥ s
)
≥ s sup
σ∈{−1,1}
Πσ
(
EQσ(fˆ) ≥ s
)
≥ s3− 2
√
2
8
≥ C ′n−
1+β
2
Q
Combining these two lower bounds, we get the result.
Proof of theorem 3.3. The proof is broken into several steps to prove
the final result.
Step I: Concentration of pˆiQ and n1
Consider the following notations: N = nP + nQ, ζ(x) =
∣∣ηQ(x)− 12 ∣∣ ,
nPk = #{Y (P )i = k}, nQk = #{Y (Q)i = k}, nk = #{yi = k} for k = 0, 1. Then
by lemma A.1
(A.1) P (|pˆiQ − piQ| > t) ≤ exp
(
− nQt
2
4piQ(1− piQ)
)
,
and
(A.2) P (|n1 − nPpiP − nQpiQ| > t) ≤ 2exp
(
− t
2
nP + nQ
)
.
Letting t2 = 4η2piQ(1− piQ), in inequality A.1 we get
|pˆiQ − piQ| ≤ 2η
√
piQ(1− piQ)
with probability at least 1− exp (−η2nQ) . Also, letting t = δN 2α+d/22α+d , in A.2
we get
P
(
|n1 − nPpiP − nQpiQ| > δN
2α+d/2
2α+d
)
≤ 2exp
(
−δ2N 2α2α+d
)
.
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Hence, with probability ≥ 1− 2exp
(
−δ2N 2α2α+d
)
we have
|n1 − nPpiP − nQpiQ| ≤ δN
2α+d/2
2α+d .
Since,  ≤ piP , piQ ≤ 1 −  we see that (nP + nQ) ≤ nPpiP + nQpiQ ≤
(1−)(nP +nQ) and nPpiP +nQpiQ  (nP +nQ)
2α+d/2
2α+d . Hence, for k ∈ {0, 1},
ckN ≤ nk ≤ CkN, for some 0 < ck ≤ CK ≤ 1 for all sufficiently large nP
and nQ.
Step II: Concentration of ηˆQ(x)
We consider the following result:
Let K : Rd → [0,∞) be a kernel with ∫Rd K(x)dx = 1. For some h > 0 let
Fh =
{
K
( ·−x
h
)
: x ∈ Rd} . Then dFh ≤ d + 1. According to Corollary A.6,
with probability at least 1− δ for any f ∈ Fh
|νn(f)− ν(f)| ≤
{√
6ν(f)αn + αn if 3ν(f) ≥ 2αn,
3αn if 3ν(f) < 2αn
≤
√
6ν(f)αn + 3αn.
Note that the regression function ηQ(x) has the following form
ηQ(x) =
piQg1(x)
piQg1(x) + (1− piQ)g1(x) .
Let us remind some notations: Z is the set of all nP + nQ sample points of
feature-outcome pairs (X,Y ). For i = 0, 1, Xi = {x : (x, y) ∈ Z, y = i}, Ĝi
is empirical measure on Xi. For a fixed x ∈ [0, 1]d define u = piQg1(x) and
v = (1−piQ)g0(x), uˆ = pˆiQĜ1
(
1
hd
K
( ·−x
h
))
and vˆ = (1− pˆiQ)Ĝ0
(
1
hd
K
( ·−x
h
))
.
Then
|ηˆQ(x)− ηQ(x)| ≤
∣∣∣∣ uˆuˆ+ vˆ − uu+ v
∣∣∣∣
≤ |uˆv − uvˆ|
(u+ v)(uˆ+ vˆ)
≤ |uˆ(v − vˆ) + vˆ(uˆ− u)|
(u+ v)(uˆ+ vˆ)
≤ |uˆ− u|+ |vˆ − v|
u+ v
We shall get a high probability bound for |uˆ− u|+ |vˆ − v|.
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Note that
|uˆ− u| ≤ pˆiQ
∣∣∣∣Ĝ1( 1hdK
( · − x
h
))
− g1(x)
∣∣∣∣+ g1(x)|pˆiQ − piQ|.
Now, to bound
∣∣∣Ĝ1 ( 1hdK ( ·−xh ))− g1(x)∣∣∣ we notice that
∣∣∣∣∣Ĝ1
(
1
hd
K
( · − x
h
))
− g1(x)
∣∣∣∣∣
≤
∣∣∣∣Ĝ1( 1hdK
( · − x
h
))
−G1
(
1
hd
K
( · − x
h
))∣∣∣∣
+
∣∣∣∣G1( 1hdK
( · − x
h
))
− g1(x)
∣∣∣∣
A high probability upper bound for
∣∣∣Ĝ1 ( 1hdK ( ·−xh ))−G1 ( 1hdK ( ·−xh ))∣∣∣ is
obtained using Corollary A.6. We shall use smoothness of g1 to bound∣∣G1 ( 1hdK ( ·−xh ))− g1(x)∣∣ . From the definition of locally α-Ho¨lder smooth-
ness of g0 and g1 (definition 2.2) there is some δ0 > 0 such that for any
δ ∈ (0, δ0] and for any x, x′ ∈ Ω with ‖x− x′‖2 ≤ δ we have
max{|g0(x)− g0(x′)|, |g1(x)− g1(x′)|} ≤ (Cα + 1)‖x− x′‖α2 .
Let a > α be such that Ca ,
∫
Rd ‖x‖a2K(x)dx < ∞ (such an a exists
because K ∈ K(α)). Using Markov’s inequality, for any R > 0∫
‖x‖>R
K(x)dx ≤ 1
Ra
∫
Rd
‖x‖aK(x)dx = hα
if R = C
1
a
a h
−α
a . Let h0 ,
(
δ0
C
1
a
a
) a
a−α
. Then for any h ∈ (0, h0) if we let
R(h) = C
1
a
a h
−α
a we have the followings:
1.
∫
‖x‖>R(h)K(x)dx ≤ hα, and
2. hR(h) = C
1
a
a h
1−α
a ≤ C
1
a
a h
a−α
a
0 = δ0.
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Note that
G1
(
1
hd
K
( · − x
h
))
− g1(x) =
∫
1
hd
K
(
y − x
h
)
(g1(y)− g1(x))dy
=
∫
Rd
K(z)(g1(x+ zh)− g1(x))dz
=
∫
‖z‖≤R(h)
K(z)(g1(x+ zh)− g1(x))dz︸ ︷︷ ︸
(I)
+
∫
‖z‖>R(h)
K(z)(g1(x+ zh)− g1(x))dz︸ ︷︷ ︸
(II)
.
Now, for ‖z‖ ≤ R(h) we have ‖zh‖ ≤ hR(h) ≤ δ0. For such z we have
|g1(x+ zh)− g1(x)| ≤ ‖zh‖α = hα‖z‖α. Hence,
|(I)| ≤
∫
‖z‖≤R(h)
K(z)|g1(x+ zh)− g1(x)|dz
≤
∫
‖z‖≤R(h)
K(z)hα‖z‖αdz
≤hα
∫
Rd
‖z‖αK(z)dz
≤hα
∫
Rd
(1 + ‖z‖a)K(z)dz
=(1 + Ca)h
α.
Since the densities are bounded by µ+, we have
|(II)| ≤
∫
‖z‖>R(h)
K(z)|g1(x+ zh)− g1(x)|dz
≤µ+
∫
‖z‖>R(h)
K(z)dz ≤ µ+hα.
Combining (I) and (II) we get,
for h ≤ h0,
∣∣∣∣G1( 1hdK
( · − x
h
))
− g1(x)
∣∣∣∣ ≤ (1 + Ca + µ+)hα = c1(α)hα.
Similarly we can get the bound
for h ≤ h0,
∣∣∣∣G0( 1hdK
( · − x
h
))
− g0(x)
∣∣∣∣ ≤ c1(α)hα.
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By Corollary A.6, with probability at least 1−2δ for any x and k ∈ {0, 1},∣∣∣∣Ĝk ( 1hdK
( · − x
h
))
−Gk
(
1
hd
K
( · − x
h
))∣∣∣∣ ≤
√
6
αm
hd
Gk
(
1
hd
K
( · − x
h
))
+
αm
hd
≤
√
6
αm
hd
(gk(x) + c1(α)hα) +
αm
hd
(A.3)
|uˆ− u|+ |vˆ − v| ≤ pˆiQ
∣∣∣∣Ĝ1( 1hdK
( · − x
h
))
− g1(x)
∣∣∣∣︸ ︷︷ ︸
(I)
(A.4)
+ (1− pˆiQ)
∣∣∣∣Ĝ0( 1hdK
( · − x
h
))
− g0(x)
∣∣∣∣︸ ︷︷ ︸
(II)
+ g1(x)|pˆiQ − piQ|+ g0(x)|pˆiQ − piQ|︸ ︷︷ ︸
(III)
(A.5)
By repeated usage of (
√
x+
√
y)2 ≤ 2(x+ y) we get:
(I) + (II) ≤pˆiQ
(√
6
αm
hd
(g1(x) + c1(α)hα) +
αm
hd
+ c1(α)h
α
)
+ (1− pˆiQ)
(√
6
αm
hd
(g0(x) + c1(α)hα) +
αm
hd
+ c1(α)h
α
)
≤2
√
6
αm
hd
(pˆi2Qg1(x) + (1− pˆiQ)2g0(x)) +
√
6
αm
hd
c1(α)hα +
αm
hd
+ c1(α)h
α
≤C2
√
αm
hd
+ 4
αm
hd
+ 2c1(α)h
α
(A.6)
Letting h = Cm−
1
2α+d for some C > 0 (note that h ≤ h0 for sufficiently
largem) and δ = 8(2m)d+1exp
(
−c3(α)η2m
2α
2α+d
)
for some η < 1, in Corollary
A.6 we get
(I) + (II) ≤ C2η
√
c3(α) + 4c3(α)η
2 + 2c1(α)h
α ≤ µ−η/2 + 2c1(α)m−
α
2α+d .
Here, c3(α) is appropriately chosen such that the above inequality holds.
Turning our attention to (III) we see that, with probability at least
1− exp(−t2nQ)
(II) ≤ 2
√
piQ(1− piQ)(g1(x) + g0(x))t ≤ C3t.
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Since, qX(x) ≥ µ− for any x ∈ Ω, with probability at least 1− exp(−t2nQ)−
8(2m)d+1exp
(
−c3(α)η2m
2α
2α+d
)
we get
|ηˆQ(x)− ηQ(x)| ≤ η
2
+
2c1(α)
µ−
m−
α
2α+d +
C3t
µ−
for any x ∈ Ω.
For appropriate c4 with probability
1− exp(−c4η2nQ)− 8(2m)d+1exp
(
−c3(α)η2m
2α
2α+d
)
≥1− exp
(
−c5η2
(
nQ ∧m
2α
2α+d
))
we get
|ηˆQ(x)− ηQ(x)| ≤ η + 2c1(α)
µ−
m−
α
2α+d for any x ∈ Ω
This implies
P (|ηˆQ(x)− ηQ(x)| > η for any x ∈ Ω)
≤ exp
[
− c5
(
η − 2c1(α)
µ−
m−
α
2α+d
)2 (
nQ ∧m
2α
2α+d
)]
≤ exp
[
− c5
(
η2
2
− 4c
2
1(α)
µ2−
m−
2α
2α+d
)(
nQ ∧m
2α
2α+d
)]
(
using (a− b)2 ≥ a2/2− b2)
≤ exp
(
−c6
(
nQ ∧m
2α
2α+d
))
≤ exp
(
−c6
(
nQ ∧N
2α
2α+d
))
Step III: Upper bound of EEQ(fˆ)
To get a bound for EEQ(fˆ) we define the following events:
A0 =
{
x ∈ Rd : 0 <
∣∣∣∣ηQ(x)− 12
∣∣∣∣ < ξ}
and for j ≥ 1,
Aj =
{
x ∈ Rd : 2j−1 <
∣∣∣∣ηQ(x)− 12
∣∣∣∣ < 2jξ} .
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Now,
EQ(fˆ) =2EX
(∣∣∣∣ηQ(X)− 12
∣∣∣∣1{fˆ(X)6=f∗(X)})
=2
∞∑
j=0
EX
(∣∣∣∣ηQ(X)− 12
∣∣∣∣1{fˆ(X)6=f∗(X)}1{X∈Aj})
≤2ξEX
(
0 <
∣∣∣∣ηQ(X)− 12
∣∣∣∣ < ξ)
+ 2
∞∑
j=1
PX
(∣∣∣∣ηQ(X)− 12
∣∣∣∣1{fˆ(X)6=f∗(X)}1{X∈Aj})
On the event {fˆ 6= f∗} we have ∣∣ηQ − 12 ∣∣ ≤ |ηˆ − η| . So, for any j ≥ 1 we get
EXE
(∣∣∣∣ηQ(X)− 12
∣∣∣∣1{fˆ(X)6=f∗(X)}1{X∈Aj})
≤ 2j+1ξEXE
(
1{|ηˆQ(X)−ηQ(X)|≥2j−1ξ}1{0<|ηQ(X)−1/2|<2jξ}
)
= 2j+1ξEX
[
P
(
1{|ηˆQ(X)−ηQ(X)|≥2j−1ξ}
)
1{0<|ηQ(X)−1/2|<2jξ}
]
n
≤ 2j+1ξexp (−a(2j−1ξ)2)PX(0 < |ηQ(X)− 1/2| < 2jξ)
≤ 2Cβ2j(1+β)ξ1+βexp
(−a(2j−1ξ)2) .
where a = c5
(
N
2α
2α+d ∧ nQ
)
. Letting ξ = a−
1
2 we get
sup
P∈P
EE(fˆ) ≤ 2Cβ
ξ1+β +∑
j≥1
2j(1+β)ξ1+βexp
(−a(2j−1ξ)2)

≤ C
(
N
2α
2α+d ∧ nQ
)− 1+β
2
.
Proof of Theorem 4.1. The proof is very similar to the proof of Theo-
rem 3.1. We break the proof in two parts. The first part deals with n
−α(1+β)
2α+d
P
rate, whereas the second part deals with n
− 1+β
2
Q rate.
Part I:
Let d0 = 2 +
d
α , r = crn
− 1
αd0
P , m = bcmrαβ−dc, w = cwrd, where, cr =
1
9 , cm = 8× 9αβ−d, 0 < cw ≤ 1 to be chosen later.
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For such a choice we have 8 ≤ m < br−1cd. As, αβ ≤ d, we have r ≤ 19 .
This implies cmr
αβ−d ≥ 8. Since r−1 ≥ 8 which gives us r−1 ≤ 9br−1c8 .
Therefore, cmr
αβ−d = 8(9r)αβ
(
r−1
9
)
< 81−dbr−1cd ≤ br−1cd.
mw = mcwr
d < 1.
Construction of g0 and g1 : Divide X = [0, 1]d into br−1cd hypercubes
of length r. Let Z be the set of their centers. Let Z1 ⊂ Z such that |Z1| = m.
Let Z0 = Z\Z1, X1 = ∪z∈Z1B
(
z, r6
)
, and X0 = ∪z∈Z0B
(
z, r2
)
. Let q1 =
w
Vol(B(z, r6))
, and q0 =
1−mw
Vol(X0) . For σ ∈ {−1, 1}m, define
gσ1 (x) =

aσq1 (1 + σ(z)ηz(x)) x ∈ B
(
z, r6
)
, z ∈ Z1,
aσq0 x ∈ B
(
z, r2
)
, z ∈ Z0,
0 otherwise,
and,
gσ0 (x) =

bσq1 (1− σ(z)ηz(x)) x ∈ B
(
z, r6
)
, z ∈ Z1,
bσq0 x ∈ B
(
z, r2
)
, z ∈ Z0,
0 otherwise,
where, ηz(x) = C
′
αr
αuα
(‖x−z‖2
r
)
,
u(x) =

1 if x ≤ 16 ,
1− 6 (x− 16) if 16 < x ≤ 13 ,
0 if x > 13 ,
and C ′α = min
{
Cα6
−α, 12 , 1− 2
}
.
We want
∫
gσ1 (x)dx = a
σ
[
mw + (1−mw) + w∑z∈Z1 σ(z)C ′αrα] = 1.
Hence, aσ = 11+w
∑
z∈Z1 σ(z)C
′
αr
α . Also, b
σ = 11−w∑z∈Z1 σ(z)C′αrα . Also, we want
aσq0piσQ
bσq0(1−piσQ)
= 1, which implies piσQ =
1/aσ
1/aσ+1/bσ =
1
2
(
1 + w
∑
z∈Z1 σ(z)
)
. We
have freedom to choose piσP > 0. Set pi
σ
P =
1
2
(
1 + w
∑
z∈Z1 σ(z)
)
.
Then
1− piσQ
piσQ
gσ0 (x)
gσ1 (x)
=
{
1−σ(z)ηz(x)
1+σ(z)ηz(x)
if x ∈ X1,
1 if x ∈ X0.
Then ησQ(x) =
{
1+σ(z)ηz(x)
2 if x ∈ X1,
1
2 if x ∈ X0.
So, ησQ simplifies to
ησQ(x) =
{
1+σ(z)C′αrα
2 if x ∈ B
(
z, r6
)
, z ∈ Z1
1
2 if x ∈ X0.
.
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Extend it to
ησQ(x) =
{
1+σ(z)C′αrα
2 if x ∈ B
(
z, r6
)
, z ∈ Z1
1
2 otherwise.
.
The marginal density of X under the distribution Q is
qX = pi
σ
Qg
σ
1 + (1− piσQ)gσ0 =
{
q1 for x ∈ X1,
q0 for x ∈ X0.
For x ∈ B (z, r6) , z ∈ Z1,
qX(x) = pi
σ
Qg
σ
1 (x) + (1− piσQ)gσ0 (x)
= aσq1 (1 + σ(z)ηz(x))
1
2aσ
+ bσq1 (1− σ(z)ηz(x)) 1
2bσ
= q1.
For x ∈ B (z, r2) , z ∈ Z0,
qX(x) = pi
σ
Qg
σ
1 (x) + (1− piσQ)gσ0 (x)
= aσq0
1
2aσ
+ bσq0
1
2bσ
= q0.
Hence the marginal density
qX(x) =
{
q1 for x ∈ X1,
q0 for x ∈ X0.
is independent of σ.
Checking for  ≤ piσP ≤ 1−: In the expression piσP = 12
(
1 + w
∑
z∈Z1 σ(z)C
′
αr
α
)
first we try to get a bound for w
∑
z∈Z1 σ(z)C
′
αr
α. Note that∣∣∣∣∣∣w
∑
z∈Z1
σ(z)C ′αr
α
∣∣∣∣∣∣ ≤ w
∑
z∈Z1
C ′αr
α
≤ mwC ′αrα
≤ C ′αrα ≤ 1− 2.
Hence, piσP ≥ 12(1− (1− 2)) =  and piσP ≤ 12(1 + (1− 2)) = 1− .
Checking local α-Ho¨lder condition for g0 and g1: Note that We
shall verify the local smoothness condition for g1. Exact same steps can be
followed to verify smoothness for g0.
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Since we are interested in limiting smoothness (see definition 2.2) we set
our biggest radius of interest to be r6 . We shall show that for any x, x
′ ∈ Ω
with ‖x− x′‖ ≤ r6 |g1(x)− g1(x′)|
‖x− x′‖α ≤ Cα.
Note that, x, x′ ∈ Ω with ‖x− x′‖ ≤ r6 implies the following possible cases:
1. x, x′ ∈ B(z, r/2) for some z ∈ Z0. In that case,
|g1(x)− g1(x′)| = |aσq0 − aσq0| = 0
and the inequality holds trivially.
2. x, x′ ∈ B(z, r/6) for some z ∈ Z1. In that case,
|g1(x)− g1(x′)| = |aσq1(1 + σ(z)C ′αrα)− aσq1(1 + σ(z)C ′αrα)| = 0
and the inequality holds trivially again.
3. x ∈ B(z, r/2) and x′ ∈ B(z′, r/2) for some z, z′ ∈ Z. In that case
‖x− x′‖ ≥ ‖z − z′‖ − ‖x− z‖ − ‖x′ − z′‖ ≥ r > r
6
.
So, this an invalid case.
Checking Tsybakov’s noise condition:
For t < C ′αrα/2, QσX
(
0 <
∣∣∣ησQ(X)− 12 ∣∣∣ ≤ t) = 0. For t ≥ C ′αrα/2,
QX
(
0 <
∣∣∣∣ηQ(X)− 12
∣∣∣∣ ≤ t) = mw
≤ cmcwrαβ
≤ Cβ
(
C ′αrα
2
)β
.
EQσ(h) = 2EQX
[∣∣∣∣ησQ(X)− 12
∣∣∣∣1 (h(X) 6= h∗σ(X))]
= C ′αr
αQX ({h(X) 6= h∗σ(X)} ∩ X1) .
We set piσQ = pi
σ
P .
Let F be the set of all classifier relevant to this classification problem.
For h, h′ ∈ F define ρ¯(h, h′) := C ′αrαQX ({h(X) 6= h′(X)} ∩ X1) . For σ ∈
{−1, 1}m, let h∗σ be the Bayes classifier defined as h∗σ(x) = 1{ησQ(x) ≥ 1/2}.
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Then, for σ, σ′ ∈ {−1, 1}m, ρ¯(h∗σ, h∗σ′) = C ′αrαwρH(σ, σ′), where, ρH(σ, σ′) is
the Hamming distance defined as ρH(σ, σ
′) := card{z ∈ Z1 : σ(z) 6= σ′(z)}.
Let {σ0, . . . , σM} ⊂ {−1, 1}m be the choice obtained from the lemma A.3.
For each i ∈ {0, . . . ,M} let us set the distributions of two populations to
be (P i, Qi) = (P σi , Qσi). For the distribution pair (P i, Qi) joint distribution
of the dataset
{
{(XPi , Y Pi )}1≤i≤nP , {XQi }1≤i≤nQ
}
(X,Y) is Πi = P
i⊗np ⊗
QX
⊗nQ . Note that the distribution QX doesn’t depend on i.
Denote h∗σi by h
∗
i . For 0 ≤ i < j ≤M,
ρ¯(h∗i , h
∗
j ) ≥ C ′α
wmrα
8
≥ 1
2
C ′αc
α
r n
− 1
d0
P cmr
αβ−dcwrd
≥ Cn−
(
1
d0
+ αβ
αd0
)
P
= Cn
− 1+β
d0
p
=: s.
Let D(P |Q) be the KL-Divergence between the distributions P and
Q. Then D(Πi|Π0) = nPD(P i|P 0) + nQD(QX |QX) = nPD(P i|P 0) =
nPD(Q
i|Q0). Now,
D(Qi|Q0) =
∫
log
(
dQi
dQ0
)
dQi
=
∫ [
log
(
ηiQ(x)
η0Q(x)
)
ηiQ(x) + log
(
1− ηiQ(x)
1− η0Q(x)
)
(1− ηiQ(x))
]
dQX
=
∑
z:σi(z)6=σ0(z)
QX
(
B
(
z,
r
6
))[
log
(
1 + C ′αrα
1− C ′αrα
)
1 + C ′αrα
2
+ log
(
1− C ′αrα
1 + C ′αrα
)
1− C ′αrα
2
]
=wρH(σi, σ0) log
(
1 + C ′αrα
1− C ′αrα
)
C ′αr
α
≤2mw C
′2
α r
2α
1− C ′αrα
≤4mwC ′2α r2α.
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Hence,
D(Πi|Π0) ≤ 4mwC ′2α r2αnP
= 4mcwr
dC ′2α r
2αnP
= 4mcwC
′2
α r
2α+dnP
= 4mcwC
′2
α c
2α+d
r n
− 2α+d
αd0
P nP
= 4mcwC
′2
α c
2α+d
r since αd0 = 2α+ d
= 25(log 2)−1cwC ′2α c
2α+d
r log(M)
≤ 1
8
log(M),
for cw small enough.
Hence, by proposition A.4
sup
(P,Q)∈Π
EEQ(fˆ) ≥ sup
(P,Q)∈Π
sPΠ
(
EQ(fˆ) ≥ s
)
≥ s sup
σ∈{−1,1}m
Πσ
(
EQσ(fˆ) ≥ s
)
≥ s3− 2
√
2
8
≥ C ′n−
1+β
d0
P
Part II:
Now we deal with the error of estimation for the parameter piQ. We shall
see that, it is enough to construct two distributions for this purpose.
For some w = 116 (to be chosen later) let us define the following class
conditional densities:
g1(x) =

4w(1− δ) if 0 ≤ x1 ≤ 14 ,
4δ if 38 ≤ x1 ≤ 58 ,
4(1− δ)(1− w) if 34 ≤ x1 ≤ 1.
and
g0(x) =

4(1− w)(1− δ) if 0 ≤ x1 ≤ 14 ,
4δ if 38 ≤ x1 ≤ 58 ,
4(1− δ)w if 34 ≤ x1 ≤ 1.
Let σ ∈ {−1, 1}. We shall choose δ later. We specify the class probabilities
in the following way:
piP =
1
2
, piσQ =
1
2
(1 + σm)
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where, m = 116√nQ . Then
ησQ(x) =
piσQg1(x)
piσQg1(x) + (1− piσQ)g0(x)
=

w(1+σm)
w(1+σm)+(1−w)(1−σm) if 0 ≤ x1 ≤ 14 ,
1+σm
2 if
3
8 ≤ x1 ≤ 58 ,
(1−w)(1+σm)
(1−w)(1+σm)+w(1−σm) if
3
4 ≤ x1 ≤ 1.
Given the class conditional densities and the class probabilities the popu-
lation distributions can be constructed in the following way: for a Borel set
A ⊂ [0, 1]d and for index y ∈ {0, 1}
P (X ∈ A, Y = y) = ypiP
∫
A
g1(x) + (1− y)(1− piP )
∫
A
g0(x)
and
Qσ(X ∈ A, Y = y) = ypiσQ
∫
A
g1(x) + (1− y)(1− piσQ)
∫
A
g0(x).
It is easy to see that the densities g0 and g1 are locally α-Ho¨lder smooth
with constant Cα. We need to check the margin condition.
Checking margin condition 2.3:
Note that∣∣∣∣ w(1 + σm)w(1 + σm) + (1− w)(1− σm) − 12
∣∣∣∣ = 12 |w(1 + σm)− (1− w)(1− σm)|w(1 + σm) + (1− w)(1− σm)
=
1
2
|2w + σm− 1|
1− σm+ 2ωσm
=
1
2
1− 2w − σm
1− σm+ 2ωσm ≥
1
2
1− 3/16
1 + 3/16
=
13
38
and∣∣∣∣ (1− w)(1 + σm)(1− w)(1 + σm) + w(1− σm) − 12
∣∣∣∣ = 12 (1− w)(1 + σm)− w(1− σm)(1− w)(1 + σm) + w(1− σm)
=
1
2
1 + σm− 2w
1 + σm− 2wσm ≥
1
2
1− 3/16
1 + 3/16
=
13
38
Hence for t < m we have
Q
(∣∣∣∣ησQ(X)− 12
∣∣∣∣ ≤ t) = 0
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. For m ≤ t < 1338 we have
Q
(∣∣∣∣ησQ(X)− 12
∣∣∣∣ ≤ t) = Q(38 ≤ X1 ≤ 58
)
= δ.
We choose δ = Cβm
β. Then
Q
(∣∣∣∣ησQ(X)− 12
∣∣∣∣ ≤ t) ≤ Cβmβ ≤ Cβtβ.
and for t ≥ 1338 we have
Q
(∣∣∣∣ησQ(X)− 12
∣∣∣∣ ≤ t) ≤ 1 ≤ Cβtβ.
We define our distribution class H = {Πσ : σ ∈ {−1, 1}}, where Πσ is
defined as
Πσ = P⊗nP ⊗ (QσX)⊗nQ .
Then the Kullback-Leibler divergence between Π−1 and Π1 is
D (Π1|Π−1) =nQD
(
Q
(−1)
X |Q(1)X
)
≤nQD
(
Q(−1)|Q(1)
)
using lemma A.2,
=nQ
[
log
(
1 + 116√nQ
1− 116√nQ
)(
1 +
1
16
√
nQ
)
+ log
(
1− 116√nQ
1 + 116√nQ
)(
1− 1
16
√
nQ
)]
=
2nQ
16
√
nQ
log
(
1 + 116√nQ
1− 116√nQ
)
≤ 6nQ
256nQ
using log
(
1 + x
1− x
)
≤ 3x for 0 ≤ x ≤ 1
2
,
=
3
128
.
Here M = |H| = 2 , Π1  Π−1
and 1M
∑
σ∈{−1,1}D(Π
σ|Π−1) = 12D(Π1|Π−1) = 3256 < log 28 .
Also, let fσ is the Bayes decision rule for distribution Q
σ, i.e.,
fσ(x) = 1
{
ησQ(x) ≥
1
2
}
.
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Then
EQ1 (f−1) = EQ1
[∣∣∣∣η1Q(X)− 12
∣∣∣∣1 {f1(X) 6= f−1(X)}]
= δm
=
Cβ
16β+1
n
−β+1
2
Q , s.
By proposition A.4
sup
(P,Q)∈Π
EEQ(fˆ) ≥ sup
(P,Q)∈Π
sPΠ
(
EQ(fˆ) ≥ s
)
≥ s sup
σ∈{−1,1}
Πσ
(
EQσ(fˆ) ≥ s
)
≥ s3− 2
√
2
8
≥ C ′n−
1+β
2
Q
Combining these two lower bounds, we get the result.
Proof of Theorem 4.2. Throughout our study we assume P to be the
probability measure generating the data.
Step I: Concentration of Ĉ(g) and Ξ̂Q(g)
Let g be a classifier such that the matrix CP (g) is invertible. Fix 0 ≤ i, j ≤
1. Note that
{
1
(
g(XPl ) = i, Y
P
l = j
)}nP
l=1
are iid Bernoulli random variables
with success probability P (g(X) = i, Y = j) = Ci,j(g). By Lemma A.1
for any t > 0, P
(∣∣∣Ĉi,j(g)− Ci,j(g)∣∣∣ > t) ≤ 2exp(−nP t2
4
)
.
Hence, we get the element-wise convergence of the matrix Ĉ(g) :
for any t > 0, P
(
for some 0 ≤ i, j ≤ 1,
∣∣∣Ĉi,j(g)− Ci,j(g)∣∣∣ > t) ≤ 8exp(−nP t2
4
)
.
Fix i = 0, 1. We see that
{
1
{
g(XQl ) = i
}}nQ
l=1
are iid Bernoulli random
variables with success probability Q(g(XQl ) = i) =
{
ξQ(g) if i = 1
1− ξQ(g) if i = 0
.
Hence, similarly as before we get:
for any t > 0, P
(∣∣∣ξˆQ(g)− ξQ(g)∣∣∣ > t) ≤ 2exp(−nQt2
4
)
.
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By union bound, for any t > 0 with probability at least 1−8exp
(
−nP t24
)
−
2exp
(
−nQt24
)
we have
for 0 ≤ i, j ≤ 1,
∣∣∣Ĉi,j(g)− Ci,j(g)∣∣∣ ≤ t and ∣∣∣ξˆQ(g)− ξQ(g)∣∣∣ ≤ t.
Step II: Concentration of ŵ
For an invertible matrix A =
(
a b
c d
)
and a vector v =
(
e
f
)
we see that
A−1v =
1
ad− bc
(
a −c
−b d
)(
e
f
)
=
1
ad− bc
(
ae− cf
df − be
)
.
Here, a = C0,0(g), b = C0,1(g), c = C1,0(g), d = C1,1(g) and e = Q(f(X) =
0), f = Q(f(X) = 1). We also define aˆ = Ĉ0,0(g), bˆ = Ĉ0,1(g), cˆ = Ĉ1,0(g),
dˆ = Ĉ1,1(g) and eˆ = Q̂(f(X) = 0), fˆ = Q̂(f(X) = 1). Note that, 0 ≤
a, b, c, d, e, f, aˆ, bˆ, cˆ, dˆ, eˆ, fˆ ≤ 1. Then
|aˆdˆ− ad| ≤ |aˆ− a|+ |dˆ− d| ≤ 2t.
Using similar inequalities , with probability at least 1 − 8exp
(
−nP t24
)
−
2exp
(
−nQt24
)
we have
1. |aˆdˆ− bˆcˆ− ad+ bc| ≤ |aˆdˆ− ad|+ |bˆcˆ− bc| ≤ 4t,
2. |aˆeˆ− cˆfˆ − ae+ cf | ≤ |aˆeˆ− ae|+ |cˆfˆ − cf | ≤ 4t,
3. |dˆfˆ − bˆeˆ− df + be| ≤ |dˆfˆ − df |+ |bˆeˆ− be| ≤ 4t,
Lemma A.7. Let x ≥ 0, y > 0 and |xˆ− x|, |yˆ − y| ≤ δ < y. Then∣∣∣∣ xˆyˆ − xy
∣∣∣∣ ≤ δy − δ
(
1 +
x
y
)
.
Proof. ∣∣∣∣ xˆyˆ − xy
∣∣∣∣ ≤ |xˆy − yˆx|yyˆ
≤ y|xˆ− x|+ x|yˆ − y|
yyˆ
≤ δ
yˆ
+
xδ
yyˆ
≤ δ
y − δ +
xδ
y(y − δ)
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Let t < 14(ad− bc). Using lemma A.7, we see that with probability at least
1− 8exp
(
−nP t24
)
− 2exp
(
−nQt24
)
≥ 1− 10exp
(
−(nP ∨ nQ) t24
)
we have
|ŵ0 − w0| =
∣∣∣∣∣ aˆeˆ− cˆfˆaˆdˆ− bˆcˆ − ae− cfad− bc
∣∣∣∣∣
≤ 4t
ad− bc− 4t
(
1 +
ae− cf
ad− bc
)
=
4t
ad− bc− 4t(1 + w0)
and
|ŵ1 − w1| =
∣∣∣∣∣ dˆfˆ − bˆeˆaˆdˆ− bˆcˆ − df − bead− bc
∣∣∣∣∣
≤ 4t
ad− bc− 4t
(
1 +
df − be
ad− bc
)
=
4t
ad− bc− 4t(1 + w1).
Step III: Concentration of 1nP
∑nP
l=1 Y
P
l ŵ1Kh(x−XPl ) and 1nP
∑nP
l=1(1−
Y Pl )ŵ0Kh(x−XPl )
Let us consider the following notations: Let ĜP1 =
1∑
l=1 Y
P
l
∑
l:Y Pl =1
δXPl
be the empirical measure on the set
{
XPl : 0 ≤ l ≤ nP , Y Pl = 1
}
. Here δx
denotes the degenerate probability measure on x. Similarly, we define ĜP0 =
1
nP−
∑
l=1 Y
P
l
∑
l:Y Pl =0
δXPl
as the empirical measure on
{
XPl : 0 ≤ l ≤ nP , Y Pl = 0
}
.
Let uˆ = 1nP
∑nP
l=1 Y
P
l ŵ1Kh(x−XPl ), vˆ = 1nP
∑nP
l=1(1− Y Pl )ŵ1Kh(x−XPl ),
u = w1piP g1(x) and w0(1− piP )g0(x). We shall determine the concentration
of |uˆ− u|+ |vˆ − v|.
Let K : Rd → [0,∞) be a kernel with ∫Rd K(x)dx = 1. For some h > 0 let
Fh =
{
K
( ·−x
h
)
: x ∈ Rd} . Then dFh ≤ d + 1. According to Corollary A.6,
with probability at least 1− δ for any f ∈ Fh
|νn(f)− ν(f)| ≤
{√
6ν(f)αn + αn if 3ν(f) ≥ 2αn,
3αn if 3ν(f) < 2αn
≤
√
6ν(f)αn + 3αn.
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Note that
|uˆ− u| ≤pˆiP ŵ1
∣∣∣∣ĜP1 ( 1hdKh
(
x− ·
h
))
− g1(x)
∣∣∣∣
+ pˆiP g1(x) |ŵ1 − w1|+ w1g1(x)|pˆiP − piP |
and
|vˆ − v| ≤(1− pˆiP )ŵ0
∣∣∣∣ĜP0 ( 1hdKh
(
x− ·
h
))
− g0(x)
∣∣∣∣
+ (1− pˆiP )g0(x) |ŵ0 − w0|+ w0g0(x)|pˆiP − piP |
To bound
∣∣∣ĜP1 ( 1hdKh (x−·h ))− g1(x)∣∣∣ we notice that
∣∣∣∣ĜP1 ( 1hdKh
(
x− ·
h
))
− g1(x)
∣∣∣∣
≤
∣∣∣∣ĜP1 ( 1hdKh
(
x− ·
h
))
−G1
(
1
hd
K
( · − x
h
))∣∣∣∣
+
∣∣∣∣G1( 1hdK
( · − x
h
))
− g1(x)
∣∣∣∣
A high probability upper bound for
∣∣∣ĜP1 ( 1hdKh (x−·h ))−G1 ( 1hdK ( ·−xh ))∣∣∣
is obtained using Corollary A.6. We shall use smoothness of g1 to bound∣∣G1 ( 1hdK ( ·−xh ))− g1(x)∣∣ .
From the definition of locally α-Ho¨lder smoothness of g0 and g1 (definition
2.2) there is some δ0 > 0 such that for any δ ∈ (0, δ0] and for any x, x′ ∈ Ω
with ‖x− x′‖2 ≤ δ we have
max{|g0(x)− g0(x′)|, |g1(x)− g1(x′)|} ≤ (Cα + 1)‖x− x′‖α2 .
Let a > α be such that Ca ,
∫
Rd ‖x‖a2K(x)dx < ∞ (such an a exists
because K ∈ K(α)). Using Markov’s inequality, for any R > 0∫
‖x‖>R
K(x)dx ≤ 1
Ra
∫
Rd
‖x‖aK(x)dx = hα
if R = C
1
a
a h
−α
a . Let h0 ,
(
δ0
C
1
a
a
) a
a−α
. Then for any h ∈ (0, h0) if we let
R(h) = C
1
a
a h
−α
a we have the followings:
1.
∫
‖x‖>R(h)K(x)dx ≤ hα, and
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2. hR(h) = C
1
a
a h
1−α
a ≤ C
1
a
a h
a−α
a
0 = δ0.
Note that
G1
(
1
hd
K
( · − x
h
))
− g1(x) =
∫
1
hd
K
(
y − x
h
)
(g1(y)− g1(x))dy
=
∫
Rd
K(z)(g1(x+ zh)− g1(x))dz
=
∫
‖z‖≤R(h)
K(z)(g1(x+ zh)− g1(x))dz︸ ︷︷ ︸
(I)
+
∫
‖z‖>R(h)
K(z)(g1(x+ zh)− g1(x))dz︸ ︷︷ ︸
(II)
.
Now, for ‖z‖ ≤ R(h) we have ‖zh‖ ≤ hR(h) ≤ δ0. For such z we have
|g1(x+ zh)− g1(x)| ≤ ‖zh‖α = hα‖z‖α. Hence,
|(I)| ≤
∫
‖z‖≤R(h)
K(z)|g1(x+ zh)− g1(x)|dz
≤
∫
‖z‖≤R(h)
K(z)hα‖z‖αdz
≤hα
∫
Rd
‖z‖αK(z)dz
≤hα
∫
Rd
(1 + ‖z‖a)K(z)dz
=(1 + Ca)h
α.
Since the densities are bounded by µ+, we have
|(II)| ≤
∫
‖z‖>R(h)
K(z)|g1(x+ zh)− g1(x)|dz
≤µ+
∫
‖z‖>R(h)
K(z)dz ≤ µ+hα.
Combining (I) and (II) we get,
for h ≤ h0,
∣∣∣∣G1( 1hdK
( · − x
h
))
− g1(x)
∣∣∣∣ ≤ (1 + Ca + µ+)hα = c1(α)hα.
Similarly we can get the bound
for h ≤ h0,
∣∣∣∣G0( 1hdK
( · − x
h
))
− g0(x)
∣∣∣∣ ≤ c1(α)hα.
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By Corollary A.6, with probability at least 1−2δ for any x and k ∈ {0, 1},∣∣∣∣ĜPk ( 1hdK
( · − x
h
))
−Gk
(
1
hd
K
( · − x
h
))∣∣∣∣
≤
√
6
αm
hd
Gk
(
1
hd
K
( · − x
h
))
+
αm
hd
≤
√
6
αm
hd
(gk(x) + c1(α)hα) +
αm
hd
(A.7)
where αm =
dF log(2n)+log(1/δ)
m . Here, m is the minimum sample size for label
0 and 1 in P -data. Since for some  > 0,  ≤ piP ≤ 1 − , letting t < 2 we
see that with probability at least 1− 2exp
(
−nP t24
)
we have
|pˆiP − piP | ≤ t or m ≥ nP 
2
.
Let A be the event under which the following holds:
1.
∣∣∣ĜPk ( 1hdK ( ·−xh ))−Gk ( 1hdK ( ·−xh ))∣∣∣ ≤√6αmhd (gk(x) + c1(α)hα) + αmhd
2. For k = 0, 1, |ŵk − wk| ≤ 4tdet(C(g))−4t(1 + wk)
3. |pˆiP − piP | ≤ t
Note that P(A) ≥ 1− δ−2exp
(
−nP t24
)
−10exp
(
−(nP ∨ nQ) t24
)
. Under the
event A
|uˆ− u|+ |vˆ − v| ≤ pˆiP ŵ1
(√
6
αm
hd
(g1(x) + c1(α)hα) +
αm
hd
+ c1(α)h
α
)
+ (1− pˆiP )ŵ0
(√
6
αm
hd
(g0(x) + c1(α)hα) +
αm
hd
+ c1(α)h
α
)
+ pˆiP g1(x)
4t
det(C(g))− 4t(1 + w1)
+ (1− pˆiP )g0(x) 4t
det(C(g))− 4t(1 + w0)
+ w1g1(x)t+ w0g0(x)t
Let us denote det(C(g)) as ∆. In the above bound we shall use the following
inequalities to simplify it farther:
1. t ≤ 132∆ ≤ 18∆,
2. w1 ≤ piQδ and w0 ≤
1−piQ
δ ,
3. For k = 0, 1, 4t∆−4t(1 + wk) ≤ 16tδ∆
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4.
pˆiP ŵ1 ≤ ŵ1 ≤ w1 + 4t
∆− 4t(1 + w1) ≤
16t
δ∆
+
piQ
δ
,
5. Similarly, (1− pˆiP )ŵ0 ≤ 16tδ∆ +
1−piQ
δ .
The above bound for |uˆ− u|+ |vˆ − v| simplifies to
|uˆ− u|+ |vˆ − v| ≤
(
16t
δ∆
+
piQ
δ
)(√
6
αm
hd
(g1(x) + c1(α)hα) +
αm
hd
+ c1(α)h
α
)
+
(
16t
δ∆
+
1− piQ
δ
)(√
6
αm
hd
(g0(x) + c1(α)hα) +
αm
hd
+ c1(α)h
α
)
+
16t
δ∆
(g1(x) + g0(x)) +
t
δ
(piQg1(x) + (1− piQ)g0(x))
≤
(
32t
δ∆
+
1
δ
)(√
6
αm
hd
(µ+ + c1(α)hα) +
αm
hd
+ c1(α)h
α
)
+
32t
δ∆
µ+ +
t
δ
µ+
≤
(
32t
δ∆
+
1
δ
)(√
6
αm
hd
2µ+ +
αm
hd
+ c1(α)h
α
)
+
32t
δ∆
µ+ +
t
δ
µ+,
for hα ≤ µ+
c1(α)
,
≤2
δ
(√
12µ+
αm
hd
+
αm
hd
+ c1(α)h
α
)
+
32t
δ∆
µ+ +
t
δ
µ+, since t ≤ ∆
32
.
Letting h = Cn
− 1
2α+d
P for some C > 0 and δ = (2nP )
d+1exp
(
−c3(α)t2m
2α
2α+d
)
we see that
αm
hα
=
c3(α)t
2n
− d
2α+d
P
n
− d
2α+d
P
= c4(α)t
2.
Since, t < 1, we have
|uˆ− u|+ |vˆ − v| ≤ c5(α)t+ c6(α)n−
α
2α+d
P
For m ≥ nP 2 and an appropriate choice of c7(α) which is independent of
sample sizes,
δ = (2m)d+1exp
(
−c3(α)t2m
2α
2α+d
)
≤ exp
(
−c7(α)t2n
2α
2α+d
P
)
.
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Finally, with probability at least 1−12exp
(
−(nP ∧ nQ) t24
)
−exp
(
−c7(α)t2n
2α
2α+d
P
)
we have
|uˆ− u|+ |vˆ − v| ≤ c5(α)t+ c6(α)n−
α
2α+d
P .
Step IV: Concentration of ηˆQ
Note that, according to the above notation ηˆQ(x) =
uˆ
uˆ+vˆ and ηQ(x) =
u
u+v .
Then
|ηˆQ(x)− ηQ(x)| =
∣∣∣∣ uˆuˆ+ vˆ − uu+ v
∣∣∣∣
=
|uˆv − uvˆ|
(uˆ+ vˆ)(u+ v)
≤ |uˆ− u|vˆ + uˆ|vˆ − v|
(uˆ+ vˆ)(u+ v)
≤ (|uˆ− u|+ |vˆ − v|)(vˆ + uˆ)
(uˆ+ vˆ)(u+ v)
=
|uˆ− u|+ |vˆ − v|
u+ v
Here, u+v = piPw1g1(x)+(1−piQ)w0g0(x) = piQg1(x)+(1−piQ)g0(x) ≥ µ−.
Hence,
|ηˆQ(x)− ηQ(x)| ≤ |uˆ− u|+ |vˆ − v|
µ−
≤ c5(α)t+ c6(α)n
− α
2α+d
P
µ−
with probability at least
1− 12exp
(
−(nP ∨ nQ) t
2
4
)
− exp
(
−c7(α)t2n
2α
2α+d
P
)
≥ 1− 13exp
(
−c7(α)t2
(
n
2α
2α+d
P ∧ nQ
))
.
Letting
c5(α)t+c6(α)n
− α
2α+d
P
µ− = η we see that
|ηˆQ(x)− ηQ(x)| ≤ η
with probability at least
1− 13exp
(
−c7(α)t2
(
n
2α
2α+d
P ∧ nQ
))
= 1− 13exp
−c7(α)
µ−η − c6(α)n− α2α+dP
c5(α)
2(n 2α2α+dP ∧ nQ)

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For a, b ≥ 0 note that
2(a− b)2 + 2b2 ≥ a2 or (a− b)2 ≥ a
2
2
− b2.
Using the above inequality we get
13exp
−c7(α)
µ−η − c6(α)n− α2α+dP
c5(α)
2(n 2α2α+dP ∧ nQ)

≤13exp
−c7(α)
 µ2−η2
2c25(α)
− c
2
6(α)n
− 2α
2α+d
P
c25(α)
(n 2α2α+dP ∧ nQ)

=13exp
c7(α)c26(α)n− 2α2α+dP
c25(α)
(
n
2α
2α+d
P ∧ nQ
)
exp
(
−c7(α) µ
2−η2
2c25(α)
(
n
2α
2α+d
P ∧ nQ
))
=c8(α)exp
(
−c9(α)η2
(
n
2α
2α+d
P ∧ nQ
))
.
Finally we get the concentration bound
P
(
|ηˆQ(x)− ηQ(x)| ≤ η for any x ∈ Ω
)
≥ 1− c8(α)exp
(
−c9(α)η2
(
n
2α
2α+d
P ∧ nQ
))
.
Step V: Bound for EEQ(fˆ)
To get a bound for EEQ(fˆ) we define the following events:
A0 =
{
x ∈ Rd : 0 <
∣∣∣∣ηQ(x)− 12
∣∣∣∣ < ξ}
and for j ≥ 1,
Aj =
{
x ∈ Rd : 2j−1 <
∣∣∣∣ηQ(x)− 12
∣∣∣∣ < 2jξ}
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Now,
EQ(fˆ) =2EX
(∣∣∣∣ηQ(X)− 12
∣∣∣∣1{fˆ(X)6=f∗(X)})
=2
∞∑
j=0
EX
(∣∣∣∣ηQ(X)− 12
∣∣∣∣1{fˆ(X)6=f∗(X)}1{X∈Aj})
≤2ξEX
(
0 <
∣∣∣∣ηQ(X)− 12
∣∣∣∣ < ξ)
+ 2
∞∑
j=1
PX
(∣∣∣∣ηQ(X)− 12
∣∣∣∣1{fˆ(X)6=f∗(X)}1{X∈Aj})
On the event {fˆ 6= f∗} we have ∣∣ηQ − 12 ∣∣ ≤ |ηˆ − η| . So, for any j ≥ 1 we get
EXE
(∣∣∣∣ηQ(X)− 12
∣∣∣∣1{fˆ(X)6=f∗(X)}1{X∈Aj})
≤ 2j+1ξEXE
(
1{|ηˆQ(X)−ηQ(X)|≥2j−1ξ}1{0<|ηQ(X)−1/2|<2jξ}
)
= 2j+1ξEX
[
P
(
1{|ηˆQ(X)−ηQ(X)|≥2j−1ξ}
)
1{0<|ηQ(X)−1/2|<2jξ}
]
n
≤ 2j+1ξexp (−a(2j−1ξ)2)PX(0 < |ηQ(X)− 1/2| < 2jξ)
≤ 2Cβ2j(1+β)ξ1+βexp
(−a(2j−1ξ)2) .
where a = c9
(
n
2α
2α+d
P ∧ nQ
)
. Letting ξ = a−
1
2 we get
sup
P∈P
EE(fˆ) ≤ 2Cβ
ξ1+β +∑
j≥1
2j(1+β)ξ1+βexp
(−a(2j−1ξ)2)

≤ C
(
n
2α
2α+d
P ∧ nQ
)− 1+β
2
≤ C
(
n
− 2α
2α+d
P ∨ n−1Q
) 1+β
2
.
APPENDIX B: CHOICE OF PILOT CLASSIFIER
Theorem B.1 (Vapnik and Cervonenkis [29]). Let P be a probability
defined on X . Let X1, . . . , Xn ∼ iid P. Define Pn = 1n
∑n
i=1 δXi . Let F be a
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class of binary functions defined on the space X and s(F , n) is the shattering
number of F . For any t >
√
2
n ,
P
(
sup
f∈F
|Pnf − Pf | > t
)
≤ 4s(F , 2n)e−nt2/8.
Corollary B.2. Let (P,Q) ∈ Π and let (XP1 , Y P1 ), . . . , (XPnP , Y PnP ) ∼
iid P and XQ1 , . . . , X
Q
nQ ∼ iid QX For w = (w0, wT1 )T ∈ R× Rd let us define
the following classifier:
hw(x) , 1{wT1 x+ w0 > 0}.
For i, j ∈ {0, 1} let us define
Zi,j(nP ) = sup
w∈Rd+1
∣∣∣∣∣ 1nP
nP∑
l=1
1
{
hw(X
P
l ) = i, Y
P
l = j
}− P (hw(X) = i, Y = j)
∣∣∣∣∣
and for i ∈ {0, 1} let us define
Wi(nQ) = sup
w∈Rd+1
∣∣∣∣∣ 1nQ
nQ∑
l=1
1
{
hw(X
Q
l ) = i
}
− P (hw(X) = i)
∣∣∣∣∣
Then for any t > max
{√
2
nP
,
√
2
nQ
}
P (Zi,j(nP ) > t) ≤ 4
(
2enP
d+ 1
)d+1
e−nP t
2/8
and
P (Wi(nQ) > t) ≤ 4
(
2enQ
d+ 1
)d+1
e−nQt
2/8.
Proof. Since VC dimension of F = {hw : w ∈ Rd} is d+ 1, for n ≥ d+ 1
we get s(F , n) =
(
en
d+1
)d+1
.
Lemma B.3. Let R > 0, (P,Q) ∈ Π and let (XP1 , Y P1 ), . . . , (XPnP , Y PnP ) ∼
iid P. Consider the loss function ` : {0, 1} × Rd × Rd+1 → R defined as
`(y, x, (b0, b
T
1 )
T ) = y(xT b1 + b0)− log
(
1 + ex
T b1+b0
)
. Let us define
b∗ = (b∗0, (b
∗
1)
T )T = arg min(b0,bT1 )T∈Rd+1EP
[
`(Y,X, (b0, b
T
1 )
T )
]
imsart-aos ver. 2013/03/06 file: main.tex date: April 7, 2020
MINIMAX OPTIMAL APPROACHES TO THE LABEL SHIFT PROBLEM 57
and
bˆ = (bˆ0, bˆ
T
1 )
T = arg minb=(b0,bT1 )T∈Rd+1
‖b−b∗‖2≤R
[
1
nP
nP∑
l=1
`(Y Pi , X
P
i , (b0, b
T
1 )
T )
]
.
Then, for any t > 0
P
(
‖bˆ− b∗‖22 > t
)
≤ 2Rd+1
(
1 +
12
√
d
t
)d+1
e−cnP t
2
for some c > 0.
Proof. Step I: Let B(b∗, R) = {b ∈ Rd+1 : ‖b− b∗‖2 ≤ R} and
F =
{
fb(x, y) = yx
T b− log
(
1 + ex
T b
) ∣∣∣b ∈ B(b∗, R)} ⊂ RRd×{0,1} be the
class of all loss functions. Then for any b ∈ B(b∗, R) we have
|xT b| ≤ ‖x‖2‖b‖2 ≤
√
d(R+ ‖b∗‖2).
This implies
|fb(x, y)| ≤ |xT b|+ log
(
1 + ex
T b
)
≤ 3|xT b| ≤ 3
√
d(R+ ‖b∗‖2) , L
or
‖fb‖∞ ≤ L for any b ∈ B(b∗, R).
Step II: Let b, b′ ∈ B(b∗, R). Then
fb(x, y)− fb′(x, y) = yxT (b− b′) + log
(
1 + ex
T b′
)
− log
(
1 + ex
T b
)
= yxT (b− b′)− xT (b− b′) e
a
1 + ea
= xT (b− b′)
[
y − e
a
1 + ea
]
for some a in between xT b and xT b′. Hence,
|fb(x, y)− fb′(x, y)| ≤ 2‖x‖2‖b− b′‖2 ≤ 2
√
d‖b− b′‖2.
This implies
‖fb − fb′‖∞ ≤ 2
√
d‖b− b′‖2 for b, b′ ∈ B(b∗, R).
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Step III: Let  > 0 and B′ be the 
2
√
d
-covering set of B(b∗, R), i.e. B′ ⊂
B(b∗, R) be a minimal set such that for any b ∈ B(b∗, R) there is a b′ ∈ B′
such that ‖b− b′‖2 ≤ 2√d . Then
|B′| ≤ Rd+1
(
1 +
4
√
d

)d+1
.
Let’s define F ′ = {fb : b ∈ B′}. Then for any b ∈ B(b∗, R) we choose b′ ∈ B′
such that ‖b− b′‖2 ≤ 2√d . Then
‖fb − fb′‖∞ ≤ .
This implies F ′ is an -covering set for F . Hence,
N(,F , ‖ · ‖∞) ≤ Rd+1
(
1 +
4
√
d

)d+1
.
Step IV: Let t > 0. Letting  = t3 we get F ′ as an -cover for F . Let
P̂nP =
1
nP
∑nP
l=1 δ(XPl ,Y
P
l )
. For fF let f ′ ∈ F ′ such that ‖f − f ′‖∞ ≤ . Then∣∣∣P̂nP f − Pf ∣∣∣ ≤ ∣∣∣P̂nP f − P̂nP f ′∣∣∣+ ∣∣∣P̂nP f ′ − Pf ′∣∣∣+ ∣∣Pf − Pf ′∣∣
≤
∣∣∣P̂nP f ′ − Pf ′∣∣∣+ 2.
Hence,
P
(
sup
f∈F
∣∣∣P̂nP f − Pf ∣∣∣ > 3
)
≤ P
(
sup
f ′∈F ′
∣∣∣P̂nP f ′ − Pf ′∣∣∣+ 2 > 3
)
≤
∑
f ′∈F ′
P
(
sup
f ′∈F ′
∣∣∣P̂nP f ′ − Pf ′∣∣∣ > 
)
≤ 2N(,F , ‖ · ‖∞)e−
nP 
2
2L2 .
Here, in the last step is obtained using the following Hoeffding’s inequality:
Since ‖f‖∞ ≤ L for any f ∈ F , we have
P
(∣∣∣P̂nP f − Pf ∣∣∣ > ) ≤ 2e−nP 22L2 .
From Step III we get
P
(
sup
f∈F
∣∣∣P̂nP f − Pf ∣∣∣ > t
)
≤ 2Rd+1
(
1 +
12
√
d
t
)d+1
e−
nP t
2
18L2 .
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Step V: Since, δ ≤ piP ≤ 1− δ for some δ > 0 independent of (P,Q), note
that PX  QX . Hence, PX also satisfies the strong density assumption 2.1
with same parameter values. Then for any ‖a‖2 = 1,
aT
∫
Ω
xxTdPX(x)a ≥ µ−
∫
Ω∩B(x0,rµ)
(aTx)2dx,
where x0 and rµ is chosen in such a way that B(x0, rµ) ⊂ Ω. Then∫
B(x0,rµ)
(aTx)2dx =
∫
B(0,rµ)
[
(aTx)2 + 2(aTx)(aTx0) + (a
Tx0)
2
]
dx
=
∫
B(0,rµ)
x21dx+ (a
Tx)2λ[B(0, rµ)] > c,
for some c > 0. Hence, the minimum eigen-value of Σ = EP (XX
T ) is ≥ c.
Step VI: Let b ∈ B(b∗, R). Then
fb(x, y) = fb∗(x, y) + (b− b∗)T∇bfb∗(x, y) + (b− b∗)T∇2bfb′(x, y)(b− b∗),
where b′ = λb + (1 − λ)b∗ for some λ ∈ [0, 1]. Here, b′ ∈ B(b∗, R) and
|xT b′| ≤ ‖x‖2‖b′‖2 ≤
√
d(R+ ‖b∗‖2). Hence,
1
1 + e
√
d(R+‖b∗‖2)
≤ e
xT b′
1 + exT b′
≤ e
√
d(R+‖b∗‖2)
1 + e
√
d(R+‖b∗‖2)
.
Since, e
t
(1+et)2
is a concave function of e
t
1+et and symmetric around
1
2 , we get
inf
|xT b′|≤√d(R+‖b∗‖2)
ex
T b′(
1 + exT b′
)2 = e
√
d(R+‖b∗‖2)(
1 + e
√
d(R+‖b∗‖2)
)2 .
This implies
Pfb − Pfb∗ = P (b− b∗)T∇bfb∗(x, y) + P (b− b∗)T∇2bfb′(x, y)(b− b∗)
= P (b− b∗)T∇2bfb′(x, y)(b− b∗), since P∇bfb∗(x, y) = 0,
≥ ‖b− b∗‖22c
e
√
d(R+‖b∗‖2)(
1 + e
√
d(R+‖b∗‖2)
)2 , c′‖b− b∗‖22.
Step VII: Let t > 0. Under the event sup‖b−b∗‖2≤R
∣∣∣P̂nP fb − Pfb∣∣∣ ≤ t we
have
P̂nP fbˆ ≤ P̂nP fb∗ − Pfb∗ + Pfb∗ ≤ t+ Pfb∗ ,
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and
P̂nP fbˆ = P̂nP fbˆ − Pfbˆ + Pfbˆ ≥ −t+ Pfbˆ.
Hence,
2t ≥ Pfbˆ − Pfb∗ ≥ c′‖bˆ− b∗‖22.
Putting all together
P
(
c′‖bˆ− b∗‖22 > 2t
)
≤P
(
sup
f∈F
∣∣∣P̂nP f − Pf ∣∣∣ > t
)
≤2Rd+1
(
1 +
12
√
d
t
)d+1
e−
nP t
2
18L2 .
Hence, we have the result.
Theorem B.4. Let (P,Q) ∈ Π and let (XP1 , Y P1 ), . . . , (XPnP , Y PnP ) ∼ iid P
and XQ1 , . . . , X
Q
nQ ∼ iid QX For b = (b0, bT1 )T ∈ R×Rd let hb be the classifier
defined as in lemma B.2 and b∗ and bˆ are as in lemma B.3. In algorithm
1 let g = hbˆ. Assume that there exists a δ > 0 and φ > 0 in dependent of
(P,Q) ∈ Π such that
inf
‖b−b∗‖2≤δ
|det(CP (hb))| ≥ φ.
Let K ∈ K(α), h = n−
1
2α+d
P , and fˆ(x) , 1{ηˆQ(x) ≥ 1/2}. There exists a
constant C > 0 independent of the sample sizes nP and nQ, such that
sup
(P,Q)∈Π
EDunlabeled
[
EQ
(
fˆ
)]
≤ C
(
n
− 2α
2α+d
P ∨ n−1Q
) 1+β
2
.
Proof. Let t ≥ max
{√
2
nP
,
√
2
nQ
}
. By lemma B.3 with probability
1− 2Rd+1
(
1 + 12
√
d
δ2
)d+1
e−cnP δ4 we have
‖bˆ− b∗‖2 ≤ δ.
This implies with probability 1− 2Rd+1
(
1 + 12
√
d
c′δ2
)d+1
e−cc′
2nP δ
4
we have
|det(CP (g))| > φ.
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Hence using lemma B.2 with probability at least 1−2Rd+1
(
1 + 12
√
d
δ2
)d+1
e−cnP δ4−
16
(
2enP
d+1
)d+1
e−
nP t
2
8 − 8
(
2enQ
d+1
)d+1
e−
nQt
2
8 we have the concentration of ŵ
as in step II of proof of theorem 4.2. Step III stays same. In step IV we get
P
(
|ηˆQ(x)− ηQ(x)| ≤ η for any x ∈ Ω
)
≥1− 2Rd+1
(
1 +
12
√
d
δ2
)d+1
e−cnP δ
4 − 16
(
enP
d+ 1
)d+1
e
nP η
2
8
− 8
(
enQ
d+ 1
)d+1
e
nQη
2
8 − exp
(
−c7(α)η2
(
n
2α
2α+d
P
))
≥1− c8exp
(
−c9(α)η2
(
n
2α
2α+d
P ∧ nQ
))
with c9(α) <
1
2 . Rest of the proof follows same as in proof of Theorem 4.2.
APPENDIX C: SIMULATION DETAILS
Data generating distribution. We start by describing the data generating
process DataGenerator(n, pi). For a random variable X let µX be its
probability distribution. We define the TN(µ, σ2) as the N(µ, σ2) distribu-
tion truncated to the interval [−6, 6]. Given inputs sample size n and class
probability prop for class 1, DataGenerator(n, pi) returns a triplet (x,
y, bayes) where,
• y is a n dimensional random vector with IID Ber(1, pi) components.
• x = [x1, . . . , xn]T is a n× 4 random matrix with independent rows. The
distribution of the i-th row is
xi | yi ∼ yi ∗ µ⊗4TN(0,1) + (1− yi) ∗ µ⊗4TN( 25 ,1).
We observe that the features are supported on the hypercube [−6, 6]⊗4
• Let fµ,σ be the density of TN(µ, σ2). The Bayes classifier is is
f∗(u) = 1

4∏
j=1
(
f 2
5
,1(uj)
f0,1(uj)
)
≥ 1
2
 .
bayes is the output of the Bayes classifier on the sample points: bayes =
(b1, . . . , bn)
T , where bi = f
∗(xi) for i ∈ {1, . . . , n}.
Given the data generating procedure DataGenerator(n, pi) we generate
the following synthetic data:
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– (xP , yP , ) = DataGenerator(nP , 0.5) is the data from source popula-
tion. Here, means we ignore that variable.
– (xQ, yQ, ) = DataGenerator(nQ, 0.9) is the data from target popula-
tion.
– (xt, yt, ) = DataGenerator(nt, 0.9) is the data for evaluating the per-
formance of the classifiers, which shall also be referred as test data.
Note the distribution of test data is same as the target distribution.
Other classifiers. Next we describe the classifiers that we shall consider for
our comparative study:
• Labeled-Classifier is a function that takes the data xP , yP from
source, xQ, yQ from target distribution and a bandwidth parameter
h > 0 as inputs, and returns the classifier
CL-labeled , Labeled-Classifier(xP , yP , xQ, yQ, h)
as defined in section 3. Unless mentioned otherwise, we use the standard
normal kernel:
K(x) =
1
(2pi)
d
2
e−
‖x‖22
2 .
Since the densities are continuous, we fix α = 1. We fix the bandwidth
parameter h = 12(nP + nQ)
− 1
2α+4 = 12(nP + nQ)
− 1
6 .
• Model-Interpolation is a function that takes the data xP , yP from
source, xQ, yQ from target distribution, two bandwidth parameters
hP , hQ > 0, and a mixture parameter  ∈ [0, 1] as inputs, and returns
the classifier
CL-model-interpolation , Model-Interpolation(xP , yP , xQ, yQ, hP , hQ, )
CL-model-interpolation(x) = 1
{

∑nP
i=1 Y
P
i KhP (x−XPi )∑nP
i=1KhP (x−XPi )
+ (1− )
∑nQ
i=1 Y
Q
i KhQ(x−XQi )∑nQ
i=1KhQ(x−XQi )
≥ 1
2
}
.
We fix hP =
1
2n
− 1
6
P , hQ =
1
2n
− 1
6
Q , and  is chosen by 5-fold cross valida-
tion on xQ, yQ.
• Classical-Classifier is a function that takes the target data xQ, yQ
and a bandwidth parameter h > 0 as input and returns a classifier
CL-classical , Classical-Classifier(xQ, yQ, h)
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where
CL-classical(x) = 1
{∑nQ
i=1 Y
Q
i Kh(x−XQi )∑nQ
i=1Kh(x−XQi )
≥ 1
2
}
.
We fix hQ =
1
2n
− 1
6
Q .
• Unlabeled-Classifier is a function that takes the data xP , yP from
source, xQ from target distribution, a classifier g on the source distri-
bution and a bandwidth parameter h > 0 as inputs, and returns the
classifier
CL-unlabeled , Unlabeled-Classifier(xP , yP , xQ, g, h)
as defined in algorithm 1. The classifier g is chosen as the fitted logistic
classifier on xP , yP . We fix h =
1
2n
− 1
6
P .
• Oracle-Classifier is a function that takes the data xP , yP from
source, two numbers w0 =
1−piQ
1−piP =
1
5 , w1 =
piQ
piP
= 95 and a bandwidth
h > 0 as inputs, and returns a classifier
CL-oracle , Oracle-Classifier(xP , yP , w0, w1, h)
obtained as in algorithm 1 replacing ŵ0 by w0 and ŵ1 by w1. The
bandwidth h is chosen to be the same as in Unlabeled-Classifier.
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