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Artificial vision systems cannot process all the information that they receive from the
world in real time because it is highly expensive and inefficient in terms of computational
cost. Inspired by biological perception systems, artificial attention models pursuit to select
only the relevant part of the scene. On human vision, it is also well established that
these units of attention are not merely spatial but closely related to perceptual objects
(proto-objects). This implies a strong bidirectional relationship between segmentation and
attention processes. While the segmentation process is the responsible to extract the
proto-objects from the scene, attention can guide segmentation, arising the concept of
foveal attention. When the focus of attention is deployed from one visual unit to another,
the rest of the scene is perceived but at a lower resolution that the focused object. The
result is a multi-resolution visual perception in which the fovea, a dimple on the central
retina, provides the highest resolution vision. In this paper, a bottom-up foveal attention
model is presented. In this model the input image is a foveal image represented using
a Cartesian Foveal Geometry (CFG), which encodes the field of view of the sensor as
a fovea (placed in the focus of attention) surrounded by a set of concentric rings with
decreasing resolution. Then multi-resolution perceptual segmentation is performed by
building a foveal polygon using the Bounded Irregular Pyramid (BIP). Bottom-up attention
is enclosed in the same structure, allowing to set the fovea over the most salient image
proto-object. Saliency is computed as a linear combination of multiple low level features
such as color and intensity contrast, symmetry, orientation and roundness. Obtained
results from natural images show that the performance of the combination of hierarchical
foveal segmentation and saliency estimation is good in terms of accuracy and speed.
Keywords: artificial attention, foveal images, foveal segmentation, saliency computation, irregular pyramids
1. INTRODUCTION
Human vision system presents an interesting set of features of
adaptability and robustness that allows it to analyse and process
the visual information of a complex scene in a very efficient man-
ner. Research in Psychology and Physiology demonstrates that the
efficiency of natural vision has foundations in visual attention,
which is a process that filters out irrelevant information and limits
processing to salient items (Duncan, 1984). It has been demon-
strated by psychophysics studies that, when a human observes a
scene, she does not do so as a whole, but rather will make a series
of visual fixations at salient locations in the scene using eye sac-
cade movements (Martinez-Conde et al., 2004). These voluntary
movements have the main purpose of capturing salient locations
using the central region of the retina (fovea), which is the place
where the human retina has a high concentration of cones and
the image is captured with fine resolution. Psychophysics studies
suggest other important role of fixations in how humans per-
ceive a scene (Martinez-Conde et al., 2004). Experiments show
that subjects are not able to detect scene changes when they occur
at a location away from the fixation, unless they modify the gist
of the scene. Because the scene is captured with less resolution
in the periphery than in the fovea. In contrast, the changes are
detected quickly when they occur in the fixation area or close to
it. Then, it is clear that there is a relationship between visual fix-
ation and attention in the human vision system. Attention allows
to select salient locations that using a visual fixation are centered
in the fovea to be acquired with fine resolution, while the rest of
the scene is captured with less resolution. This multi-resolution
encoding allows the human visual system to perceive a large field
of view, bounding the data flow coming from the retina.
In the Computer Vision community, the non-uniform encod-
ing of images has been emulated through methods such as
the Reciprocal Wedge Transform (RWT), or the log-polar or
Cartesian Foveal Geometries (CFG) (Traver and Bernardino,
2010). Also the selection of salient regions from an image has
been widely studied, appearing different artificial attention mod-
els (Frintrop et al., 2010). However, the combination of attention
and foveal image representation has been very little studied. This
combination implies a close bidirectional relationship between
foveal image segmentation and attention. This relationship comes
from the fact that the location of human fixation is closely related
to perceptual objects or proto-objects instead of disembodied
spatial locations of the image (Rensink, 2000). Proto-objects can
be defined as units of visual information that can be bounded into
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a coherent and stable object and they can be extracted using a
perceptual segmentation algorithm. So, it seems logical to place
the fovea in the location of the most salient proto-object in each
moment. The saliency of each proto-object is obtained using
an artificial attention model. Therefore the relationship between
foveal segmentation and attention in one direction is clear: foveal
segmentation provides the proto-objects to attention. But also the
reverse relationship is very important. Segmentation essentially
refers to a process that divides up a scene into non-overlapping,
compact regions. Each region encloses a set of pixels that are
bound together on the basis of some similarity or dissimilarity
measure. A large variety of approaches for image segmentation
has been proposed by the Computer Vision community in the last
decades. And simultaneously, this community has been asked for
a definition of what a correct segmentation is. As several authors
have argued, the conclusion about this problem definition is that
it is not well posed (Lin et al., 2007; Singaraju et al., 2008; Mishra
et al., 2012). For example, if we see the original image and the
segmentations provided by two human subjects in Figure 1, a
major question arises: which is the correct segmentation? The
answer to this question depends on what object we want to seg-
ment in the image: the two people (Figure 1 middle) or certain
image details such as faces or hands (Figure 1 right). As Mishra
et al. (2012) pointed out, the answer to this question depends
on another question: what is the object of interest on the scene?
Attention can be used to provide segmentation with the object
of interest, fitting the correct input parameters and making seg-
mentation well-defined (Jung and Kim, 2012; Mishra et al., 2012).
These methods make use of the influence of attention in segmen-
tation, but they do not take into account the reverse relation: how
segmentation can influence attention.
In this paper, we propose a foveal attention mechanism which
illustrates the bidirectional relation among attention and foveal
segmentation. It uses a hierarchical image encoding where foveal
segmentation and bottom-up attention processes can be simulta-
neously performed. As other approaches, this structure resembles
the one of the human retina: it will only capture a small region of
the scene in high resolution (fovea), while the rest of the scene will
be captured in lower resolution on the periphery. Specifically, we
use an adaptive CFGwhere the fovea can be located in any place of
the scene and its size can be dynamically modified. The structure
of the CFG is very suitable for hierarchical processing, allowing
to encode the multi-resolution image within a foveal polygon. The
foveal polygon represents the image at different resolution levels
and is built using the irregular decimation process of the Bounded
Irregular Pyramid (BIP) (Marfil et al., 2007) applied to percep-
tual segmentation. The saliency of each proto-object is computed
following the Feature Integration Theory (Treisman and Gelade,
1980) as a linear combination of a set of low level features which
clearly influences attention. While the computation of the low
level features is independent of the task, being a pure bottom-
up process, the linear combination of features is computed as
a weighted summation where the weights can be set depending
on the task in a top-down way. This attention mechanism is able
to manage dynamic scenarios by adding an Inhibition of Return
(IOR)mechanismwhich keeps permanently updated the position
of each already attended proto-object and avoids revisiting an
already attended one.
1.1. RELATED WORK
According to the taxonomy of computational models of visual
attention proposed by Tsotsos and Rothenstein (2011), the
method proposed in this paper can be considered as a saliency-
based one. From the psychological point of view, the development
of saliency-based computational models of visual attention is
mainly based on the so-called early-selection theories. These theo-
ries postulate that the selection of a relevant region precedes pat-
tern recognition. Therefore, attention is drawn by simple features
(such as color, location, shape or size) and attended entities do
not have full perceptive meaning, i.e., they could not correspond
to real objects. Two complementary biological theories or descrip-
tive models are the most influential ones regarding saliency-based
computational models of visual attention: Treisman’s Feature
Integration Theory (FIT) (Treisman andGelade, 1980) andWolfe’s
Guided Search (Wolfe et al., 1989; Wolfe, 1994). FIT suggests that
the human vision system detects separable features in parallel in
an early step of the attention process. According to this model,
methods compute image features in a number of parallel chan-
nels in a pre-attentive task-independent stage. Then, the extracted
features are integrated through a bottom-up process into a sin-
gle saliency map which codes the relevance of each image entity.
The first saliency-based computational models mainly followed
these guidelines. For example, the models proposed by Itti et al.
(1998) or Koch and Ullman (1985) compute the saliency of each
pixel based on a set of basic features. They were pure bottom-up,
static models. Several years later, Wolfe proposed that a top-down
FIGURE 1 | (Left) Test image #157055 from the Berkeley Segmentation Data Set (BSDS300) (Martin et al., 2001), (Middle) segmentation by user #1109 (8
segments), and (Right) segmentation by user #1123 (61 segments).
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component in attention can increase the speed of the process
giving more relevance to those parts of the image correspond-
ing to the current task. These two approaches are not mutually
exclusive and, nowadays, several efforts in computational atten-
tion are being conducted to develop models which combine a
bottom-up processing stage with a top-down selection process.
Thus, Navalpakkam and Itti (2005) modified Itti’s original model
in order to add a multi-scale object representation in a long-term
memory. The multi-scale object’s features stored in this mem-
ory determine the relevance of the scene features depending on
the current executed task, implementing, therefore, a top-down
behavior. As an alternative to space-basedmodels, where attention
deploys on an unstructured region of the scene rather than on
an object, object-based models of visual attention provide a more
efficient visual search. These models are based on the assump-
tion that the boundaries of segmented objects, and not just spatial
position, determine what is selected and how attention is drawn
(Scholl, 2001). Therefore, these models reflect the fact that per-
ception abilities must be optimized to interact with objects and
not just with disembodied spatial locations. Orabona et al. (2007)
propose a model of visual attention based on the concept of proto-
objects (Rensink, 2000) as units of visual information that can
be bound into a coherent and stable object. They compute these
proto-objects by employing the watershed transform to segment
the input image using edge and color features in a pre-attentive
stage. The saliency of each proto-object is computed taking into
account top-down information about the object to perform a
task-driven search. Yu et al. (2010) propose a model of attention
that segments the scene into proto-objects in a bottom-up strat-
egy based on Gestalt theories. After that, in a top-down way, the
saliency of the proto-objects is computed taking into account the
current task to accomplish by using models of objects which are
relevant to this task. Thesemodels are stored in a long-termmem-
ory. These proto-object based models compute in a firs step the
set of proto-objects from the scene and then they compute their
saliency. There exist other type of methods that first compute the
saliency map from the scene and then, the most salient proto-
object is computed from the saliency map (Walther and Koch,
2006).
Attention theories introduce another important concept: the
Inhibition of Return (IOR) (Posner et al., 1985). Human visual
psychophysics studies have demonstrated that a local inhibition
is activated in the saliency map to avoid attention being directed
immediately to a previously attended region. In the context of
computational models of visual attention, this IOR has been
usually implemented using a 2D inhibition map that contains
suppression factors for one or more focuses of attention that were
recently attended (Itti et al., 1998; Frintrop, 2006). However, this
2D inhibition map is not able to handle the situations where
inhibited objects are in motion or when the vision system itself
is in motion. In this situation, establishing a correspondence
between regions of the previous frame with those of the succes-
sive frame becomes a significant issue. In order to allow that the
inhibition can track an object while it changes its location, the
model proposed by Backer et al. (2001) relates the inhibitions to
features of activity clusters. However, the scope of dynamic inhibi-
tion becomes very limited as it is related to activity clusters rather
than objects themselves (Aziz and Mertsching, 2007). Thus, it is a
better option to attach the inhibition to moving objects (Tipper,
1991). Aziz and Mertsching (2007) utilizes a queue of inhibited
region features to maintain object inhibition in dynamic scenes.
Finally, Psychophysics studies also refer to how many elements
can be attended at the same time. Bundesen establishes in his
Theory of Visual Attention (Bundesen et al., 2011) that there
exists a short-term memory where recently attended elements are
stored. This memory has a fixed capacity usually reduced up to 3
or 5 elements.
All the attention models presented in this section have focused
in different aspects such as e.g., the identification of features
which influence attention, the combination of these features to
generate the saliency map or how an specific task drives atten-
tion. But they neglect the foveal nature of the human attention
system. The methods following a multi-resolution strategy usu-
ally employ two images of different resolution (Meger et al.,
2008): A low-resolution image for computing the saliency map
of the scene and a high resolution one for studying in detail the
most salient region. Foveation has been typically proposed as an
efficient way for image encoding (Geisler and Perry, 1998; Guo
and Zhang, 2010). Built over the foveal encoding by Geisler and
Perry (1998), the Gaze Attentive Fixation Finding Framework
(GAFFE) (Rajashekar et al., 2008) employs four low-level local
image saliency features (luminance, contrast, and bandpass out-
puts of both luminance and contrast) to build saliency maps and
predict gaze fixations. It works on a sequential process in which
the stimulus is foveated at the current fixation point and saliency
features are obtained from circular patches from this foveated
image to predict the next fixation point. This strategy has been
recently evaluated by Gide and Karam (2012), replacing these
saliency features with features from other models such as AIM
(Attentive Information Maximization) (Bruce and Tsotsos, 2009)
or SUN (Saliency Using Natural Image Statistics) (Zhang et al.,
2008). Evaluated under a quality assessment task for different
types of distortions (Gaussian blur, white noise and JPEG com-
pression), Gide and Karam (2012) showed that the performance
of all saliency models significantly improved with foveation over
all distortion types. It should be noted that Rajashekar et al.
(2008) and Gide and Karam (2012) do not obtain the fixation
points from a saliency model, but from features extracted of
the foveated images. Following a different strategy, Advani et al.
(2013) propose to encode the image as a three level Gaussian
pyramid. The higher level represents the whole field-of-view at a
lower resolution, meanwhile the lower one only encodes the 50%
of the field-of-view at the resolution of the original image. The
AIMmodel is run at these three levels, which returns correspond-
ing informationmaps. These maps represent the salient regions at
different resolutions and are fused within an unique saliency map
using weighted summation.
1.2. OVERVIEW OF THE PROPOSED ATTENTION MODEL
In this paper, a bottom-up foveal attention model is presented.
The input of this model is a foveal image represented in an adap-
tive CFG where the focus of attention, or Region of Interest
(ROI), is located at the fovea which is surrounded by a set of
concentric rings with decreasing resolution. In this model the
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attention is deployed to proto-objects instead of disembodied
spatial locations. These proto-objects are defined as the blobs of
uniform color and disparity of the image which are bounded by
the edges obtained using a Canny detector. They are extracted
using a perceptual segmentation algorithm which is conducted
using an extension of the BIP (Marfil et al., 2007). The saliency
of each proto-object is computed in a bottom-up framework in
order to obtain the ROI for the next frame. This saliency value
is the combination of a set of low level features that according
to psychological studies clearly influences saliency computation
(Treisman and Souther, 1985; Wolfe et al., 1992). Specifically, it
is computed in terms of the following features: color contrast,
intensity contrast, proximity, symmetry, roundness, orientation
and similarity to skin color. To have an homogenized calculus, all
features values are normalized in the range [0 . . . 255].
Hence, contrary to all previous approaches to foveal attention,
our approach merges within the same hierarchical framework the
segmentation and saliency estimation processes. The levels of the
hierarchy are not obtained by blurring and downsampling the
content on the level below and adding additional information
to increase the field-of-view. In our approach, each level of the
hierarchy is able to provide a segmentation of the encoded field-
of-view. Then, the highest level of the hierarchy, that encodes
the full field-of-view, provides a segmentation St where the fovea
details are present but those at the peripheral regions are not.
This segmentation St depends on the fovea location provided by
the attention process at t − 1 and drives the next location of the
fovea. Once the saliency of each proto-object is computed, the
ROI at t + 1 is extracted as the location of the most salient proto-
object in the current frame. In order to compute this ROI and to
avoid revisiting or ignoring proto-objects, it is necessary to imple-
ment an Inhibition of Return mechanism (IOR). This IOR is very
important in the case of dynamic environments where there are
moving objects. It is typically implemented using a 2D inhibi-
tion map which contains suppression factors for one or more
recently attended focuses of attention. This approach is valid to
manage static scenarios, but it is not able to handle dynamic
environments where inhibited proto-objects or the vision system
itself are in motion. In the proposed system, a tracker mod-
ule keeps permanently updated the position of recently attended
proto-objects or focuses of attention. The features and location
of these already attended proto-objects are stored in a Working
Memory. Thereby, it is avoided to attend an already selected
proto-object even if the proto-object changes its location in the
image. Specifically, the tracker is based on the Comaniciu mean-
shift approach (Comaniciu et al., 2003) , a method which allows
to track non-uniform color regions in an image.
Figure 2 shows the main stages involved in the proposed atten-
tional model and Figure 3 shows an example. First, a foveal image
is captured with the fovea located in the Region of Interest (ROI)
computed in the previous frame. In frame t of Figure 3 the fovea
is located in the woman’s face, in t + 1 the fovea is located in the
man’s face. It must be noted that in the first frame the fovea is
located at the image center. After that, the foveal image is seg-
mented by building the Foveal Polygon using the BIP. In this stage
the set of proto-objects is extracted from the foveal image and the
fovea could be processed by further attentional stages (that are out
of the scope of this paper). Then, saliency of each obtained proto-
object is computed. These saliency values are used to compute the
ROI of the next frame taking into account the output of the track-
ing module. This tracker computes the locations of the previously
attended proto-objects in the current frame. These locations and
the location of the current ROI are inhibited in order to extract
the new ROI (black squares in Figure 3).
1.3. CONTRIBUTIONS
The main contributions of this work are:
• The use of foveal images as inputs of the attentional
mechanism.
FIGURE 2 | Overview of the proposed foveal attention model.
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• The hierarchical representation of the foveal image that allows
to simultaneously built the foveal polygon and perceptually
segment the input image extracting the proto-objects.
• The combination of foveal segmentation and attention: the
attention process allows to select the next position of the fovea
and segmentation allows to extract the units of attention.
1.4. ORGANIZATION OF THE PAPER
After providing a brief overview of the proposed approach in this
Section 1, the rest of the paper is organized as follows: Sections
2, 3 provide a more detailed description of the two main pro-
cesses (perceptual foveal segmentation and bottom-up attention)
tied within our framework. Section 2 introduces the Cartesian
Foveal Geometries and the concept of the Foveal Polygon. Then,
it describes the data structure and decimation strategy that define
the foveal Bounded Irregular Pyramid (foveal BIP). Section 3
describes how the saliency is computed and the ROI is cho-
sen, including a description of our implementation of the IOR.
Section 4 evaluates the performance of the foveal attention sys-
tem. Three kinds of tests have been conducted: a comparison of
the uniform and foveated models of attention, an evaluation of
the ability of our approach for actively driving an image explo-
ration process, and a quantitative evaluation of the attention and
fixation prediction models.
2. PERCEPTUAL FOVEAL SEGMENTATION
In this paper, we propose an artificial attentional system which
uses a hierarchical image encoding where segmentation and
bottom-up attention processes are simultaneously performed.
This image encoding resembles the one of the human retina by
using a foveal representation: only a small region of the scene is
captured with high resolution (fovea), while the rest of the scene
is captured in lower resolution on the periphery. Specifically, an
adaptive Cartesian Foveal Geometry is used to capture the input
image which is hierarchically encoded by means of a Perceptual
Segmentation approach. It allows to extract the proto-objects
from the visual scene and it is conducted using the Bounded
Irregular Pyramid (BIP) (Marfil et al., 2007).
2.1. CARTESIAN FOVEAL GEOMETRIES (CFG) AND FOVEAL POLYGONS
Cartesian Foveal geometries (CFG) encode the field of view of the
sensor as a fovea surrounded by a set of concentric rings with
decreasing resolution (Arrebola et al., 1997). In the majority of
the Cartesian proposals, this fovea is centered on the geometry
and the rings present the same parameters. Thus, the geometry
is characterized by the number of rings surrounding the fovea
(m) and the number of subrings of resolution cells (rexels) found
in the directions of the Cartesian axes within any of the rings.
Figure 4 shows an example of a fovea-centered CFG.
Among other advantages, there are CFGs that are able to pro-
vide a shiftable fovea of adaptive size (Arrebola et al., 1997)
(adaptive CFGs). Vision systems which use the fovea-centered
CFG require to place the region of interest in the center of
the image. That is usually achieved by moving the cameras. A
shiftable fovea can be very useful to avoid these camera move-
ments. Furthermore, the adaptation of the fovea to the size of the
FIGURE 4 | Cartesian Foveal Geometries (CFG).
FIGURE 3 | Example of the operation of the system in two consecutive frames.
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region of interest can help to optimize the consumption of com-
putational resources. Figure 4 shows the rectangular structure of
an adaptive fovea. The geometry is now characterized by the sub-
division factors at each side of the fovea. It should be noted that
the foveal geometry is not adequate for processing planar images.
On the contrary, the aim is to use it for hierarchical processing.
Thus, a hierarchical representation of the foveal image (the foveal
polygon) is built like Figure 5 shows. This foveal polygon has a
first set of levels of abstraction built from the fovea to the waist
(the first level where the complete field of view is encoded). In the
figure, levels 1 and 2 on this hierarchy are built by decimating the
information from the level below and adding the data from the
corresponding ring of the multi-resolution image. Over the waist,
there are a second set of levels. All these levels encode the whole
field of view and are built by decimating the level below.
Typically, the decimation process inside the CFGs have been
conducted using regular approximations (Arrebola et al., 1997).
Then, all levels of the foveal polygon can be encoded as images.
The problems of regular decimation processes were early reported
(Antonisse, 1982; Bister et al., 1990), but here, these processes
were justified due to the simplicity for processing (Traver and
Bernardino, 2010).
In this work, we propose to build the foveal polygon using the
irregular decimation process provided by the Bounded Irregular
Pyramid (BIP) (Marfil et al., 2007).
2.2. PERCEPTUAL FOVEAL SEGMENTATION USING BIP
The BIP is an irregular pyramid which is defined by a data
structure and an irregular decimation process. This irregular dec-
imation is applied to build the foveal polygon by segmenting
the foveal input image using a perceptual segmentation approach
which allows to extract the proto-objects from the visual scene.
FIGURE 5 | Foveal Polygon associated to an adaptive CFG with two
rings.
2.2.1. Data structure of the BIP
The data structure of the BIP is a mixture of regular and irregu-
lar data structures: a 2 × 2/4 “incomplete” regular structure and a
simple graph. The regular structure of the BIP is said to be incom-
plete because, although the whole storage structure is built, only
the homogeneous regular nodes (see subsection 2.2.2) are set in it.
Therefore, the neighborhood relationships of these nodes can be
easily computed. The mixture of both regular and irregular struc-
tures generates an irregular configuration which is described as a
graph hierarchy. In this hierarchy, there are two types of nodes:
nodes belonging to the 2 × 2/4 structure, named regular nodes
and irregular nodes or nodes belonging to the irregular structure.
Therefore, a level l of the hierarchy can be expressed as a graph
Gl = (Nl, El), where Nl stands for the set of regular and irreg-
ular nodes and El for the set of arcs between nodes (intra-level
arcs). Each node ni ∈ Nl is linked with a set of nodes {nk} of Nl−1
using inter-level arcs, being {nk} the reduction window of ni. A
node ni ∈ Nl is neighbor of other node nj ∈ Nl if their reduction
windows wni and wnj are connected. Two reduction windows are
connected if there are at least two nodes at level l-1, np ∈ wni and
nq ∈ wnj , which are neighbors.
2.2.2. Decimation process of the foveal BIP
Two nodes x and y which are neighbors at level l are connected by
an intra-level arc (x, y) ∈ El. Let εxyl be equal to 1 if (x, y) ∈ El and
equal to 0 otherwise. Then, the neighborhood of the node x (ξx)
can be defined as ξx =
{
y ∈ Nl : εxyl
}
. It can be noted that a given
node x is not a member of its neighborhood, which can be com-
posed by regular and irregular nodes. Each node x has associated
a vx value. Besides, each regular node has associated a boolean
value hx: the homogeneity (Marfil et al., 2007). At the base level
of the hierarchy G0, the fovea, all nodes are regular, and they
have hx equal to 1 (they are homogeneous). Only regular nodes
which have hx equal to 1 are considered to be part of the regular
structure. Regular nodes with an homogeneity value equal to 0
are not considered for further processing. The proposed decima-
tion process transforms the graph Gl in Gl+ 1 using the pairwise
comparison of neighbor nodes. Then, a pairwise comparison
function, g(vx1 , vx2) is defined. This function is true if the vx1 and
vx2 values associated to the x1 and x2 nodes are similar according
to some criteria and false otherwise. When Gl+ 1 is obtained from
Gl, being l < waist, this graph is completed with the regular nodes
associated to the ring l + 1. This process will require to compute
the neighborhood relationships among the regular nodes coming
from the ring and the rest of nodes at Gl+ 1. Over the waist level,
Gl+ 1 is built by decimating the level below Gl.
The building process of the foveal BIP consists of the following
steps:
1. Regular decimation process. The hx value of a regular node
x at level l + 1 is set to 1 if the four regular nodes immedi-
ately underneath {yi} are similar according to some criteria
and their h{yi} values are equal to 1. That is, hx is set to 1 if
{ ⋂
∀yj,yk ∈ {yi}
g
(
vyj , vyk
) }
∩
{ ⋂
yj ∈ {yi}
hyj
}
(1)
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Besides, at this step, inter-level arcs among homogeneous reg-
ular nodes at levels l and l + 1 are established. If x is an
homogeneous regular node at level l + 1 (hx == 1), then the
set of four nodes immediately underneath {yi} are linked to x
and the vx value is computed.
2. Irregular decimation process. Each irregular or regular node
x ∈ Nl without parent at level l + 1 chooses the closest neigh-
bor y according to the vx value. Besides, this node y must be
similar to x. That is, the node y must satisfy
{||vx − vy|| = min (||vx − vz|| : z ∈ ξx) } ∩ {g (vx, vy) } (2)
If this condition is not satisfied by any node, then a new node
x′ is generated at level l + 1. This node will be the parent node
of x and it will constitute a root node. Its vx′ value is computed.
On the other hand, if y exists and it has a parent z at level l + 1,
then x is also linked to z. If y exists but it does not have a parent
at level l + 1, a new irregular node z′ is generated at level l + 1
and vz′ is computed. In this case, the nodes x and y are linked
to z′.
This process is sequentially performed and, when it finishes,
each node of Gl is linked to its parent node in Gl+ 1. That is,
a partition of Nl is defined. It must be noted that this process
constitutes an implementation of the union-find strategy.
3. Definition of intra-level arcs. The set of edges El+ 1 is obtained
by defining the neighborhood relationships between the nodes
Nl+ 1. As aforementioned, two nodes at level l + 1 are neigh-
bors if their reduction windows are connected at level l.
4. For l < waist
• The set of nodes Nl+ 1 is completed with the rexels of the
ring l + 1. These rexels are added as homogeneous regular
nodes, N
ring
l+ 1.
• The intra-level arcs between nodes of Nringl+ 1 and the rest of
nodes ofNl+ 1 are computed as in step 3. Nodes ofN
ring
l+ 1 do
not have a real reduction window at level l, they present a
virtual reduction window. The virtual reduction window of
a node x ∈ Nringl+ 1 is computed by quadrupling this node at
level l . Therefore, the reduction window of x is formed by
the four nodes immediately underneath at level l.
In Figure 6 the whole process to build the structure of the
BIP associated to a foveal image with one ring is shown.
Homogeneous regular nodes are represented by squares or cubes
and irregular ones by spheres. In the first row, the process to build
the first level is shown. From left to right: original image, nodes
of the first level generated after the regular and irregular decima-
tion processes (only some inter-level arcs are shown), structure of
the first level after the definition of the intra-level arcs and final
structure of the first level after adding the nodes of the ring (the
virtual reduction window of one node of the ring is shown). In
the second row of the figure, the rest of levels are shown.
2.2.3. Perceptual segmentation
As the process to group image pixels into higher-level struc-
tures can be computationally complex, perceptual segmentation
approaches typically combine a pre-segmentation step with a
subsequent perceptual grouping step. The pre-segmentation step
performs the low-level definition of segmentation. It groups pix-
els into homogeneous clusters. Thereby, pixels in input image
are grouped into blobs of uniform color, replacing the pixel-
based image representation. Besides, these regions preserve the
image geometric structure because each significant feature con-
tains at least one region. The perceptual grouping step conducts a
domain-independent grouping which is mainly based on prop-
erties such as proximity, closure or continuity. Both steps are
conducted using the aforementioned decimation process but
employing different similarity criteria between nodes.
In order to compute the pre-segmentation stage, a basic color
segmentation is applied. In this case, a distance based on the HSV
color space is used. Two nodes ni and nj are similar (they share a
similar color) if their HSV values are less or equal than a similarity
threshold τcolor:
g(vni , vnj) = (d(ni, nj)) ≤ τcolor) (3)
being vni and vnj the HSV color of nodes ni and nj in cylindrical
coordinates, and d(ni, nj) is the color distance between them.
d(ni, nj) =
√
dv(ni, nj) + dc(ni, nj) (4)
where
dv(ni, nj) = |Vi − Vj| (5)
dc(ni, nj) =
√
Si + Sj + 2 · Si · Sj · cos θ (6)
with θ = |Hi − Hj|.
In the perceptual grouping step, the roots of the pre-segmented
blobs are considered the first level of a new segmentation process.
In this case, two constraints are taken into account for an efficient
grouping process: first, although all groupings are tested, only the
best groupings are locally retained; and second, all the group-
ings must be spread on the image so no part of the image takes
advantage. As segmentation criterion, a more complex distance is
employed instead of a simple color threshold. This distance has
three main components: the color contrast between blobs, the
edges of the original image, obtained using a Canny detector, and
the depth information of the image blobs in form of disparity. To
avoid working at pixel resolution, which decreases the computa-
tional speed, a global contrast measurement is used instead of a
local one. Then, the distance φ(ni, nj) between two nodes ni and
nj is defined as:
φ(ni, nj) =
√
ω1
[
d(ni, nj) · bi
α · Cij + β(bij − cij)
]2
+ ω2
[
δ(ni) − δ(nj)
]2
(7)
where d(ni, nj) is the HSV color distance between ni and nj, δ(x)
is the mean disparity associated to the base image region rep-
resented by node x, bi is the perimeter of ni, bij is the number
of pixels in the common boundary between ni and nj and cij is
the set of pixels in this common boundary which corresponds
to pixels of the boundary obtained using the Canny detector. α
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and β are two constant values used to control the influence of the
Canny edges in the grouping process.ω1 andω2 are two constants
which weight the terms associated with color and disparity. These
parameters should be manually tuned depending on the applica-
tion and the environment. Two nodes are similar if the distance
φ(ni, nj) between them is equal or less than a threshold τpercep:
g(vni , vnj) =
(
φ(ni, nj)
) ≤ τpercep) (8)
The grouping process is iterated until the number of nodes
remains constant among two consecutive levels, because it is not
possible to group together more nodes because they are not sim-
ilar. After the perceptual grouping, the nodes of the BIP with
no parents are the roots of the proto-objects. Figure 7 shows an
example of the result of a perceptual segmentation.
3. SALIENCY COMPUTATION AND ROI SELECTION
Once the scene is divided into proto-objects, the next step is the
selection of the most relevant one. According to Treisman and
Gelade (1980), this process is based on the computation of a
set of low-level features. But, what features must be taken into
consideration? What features really guide attention?
According to psychological studies, some features, such as
color (Treisman and Souther, 1985), motion (McLeod et al., 1988)
or orientation (Wolfe et al., 1992), clearly influence in saliency
computation. These three features, plus size, are cataloged by
Wolfe and Horowitz (2004) as the only undoubted attributes
that can guide attention. Wolfe also offers in his work a com-
plete list of features that might guide the deployment of attention,
grouped by their likelihood to be an effective source of attentional
guiding. He differentiates among the aforementioned undoubted
attributes, probable attributes, possible attributes, doubtful cases
and probable non-attributes.
Another important issue when selecting features to develop
an artificial attention system is concerned with computational
cost. Computing a large number of features provides a richer
description about elements in the scene. However, the associated
computing time could be unacceptable. Hence, it is necessary a
trade-off between computational efficiency and the number and
type of the selected features.
Following the previous guidelines, seven different features
have been selected to compute saliency in the proposed system.
From the undoubted attributes, orientation and color have been
chosen. Because there is no background subtraction in the per-
ceptual segmentation, larger proto-objects usually correspond to
non-relevance parts of the image (e.g., walls, floor or empty
tables). Therefore, size feature is not employed to avoid an erro-
neous highlighting of irrelevant elements. Motion is discarded
FIGURE 7 | (A) Foveal image; (B) Perceptual segmentation associated to
(A) (τcolor = 50, τpercep = 100).
FIGURE 6 | Foveal image with one ring and how the structure of the
Bounded Irregular Pyramid associated to it is built. (A) Building the
central part of Level 1 from the fovea (Level 0), (B) definition of the intra-level
edges at this part and adding new nodes from Ring 1, (C) Building Level 2,
and (D) Building Level 3. Regular nodes are drawn as 3d cubes and irregular
ones as spheres (see text).
Frontiers in Computational Neuroscience www.frontiersin.org August 2014 | Volume 8 | Article 96 | 8
Marfil et al. A new foveal attention model
due to computational cost restriction. Although intensity con-
trast is not considered an undoubted feature, it has also been
included as a special case of color contrast (intensity deals with
gray, black, and white elements). From the remainder of avail-
able possible attributes, those describing shape and location have
been considered as more suitable for a complete description of
the objects in scene. Location is calculated in terms of proximity
to the visual sensor. Regarding the shape, two features are taken
into account: symmetry, which allows to discriminate between
symmetric and non-symmetric elements, and roundness, a mea-
sure about the closure and the contour of an object. Finally, in
order to reach a social interaction with humans, it seems to be rea-
sonable to include features able to pop out people from a scene.
Although some works directly consider faces as a feature (Judd
et al., 2009), experimental studies differ (Nothdurft, 1993; Suzuki
and Cavanagh, 1995). Faces themselves do not guide attention but
they can be separated into basic features that really achieve the
guidance (Wolfe and Horowitz, 2004). In general, global prop-
erties are correlated with low-level features that explain search
efficiency (Greene and Wolfe, 2011). Consequently, the proposed
model uses similarity with skin color as an undoubted feature
to guide attention to human faces in combination with other
features as roundness.
To summarize, saliency is computed in terms of the following
features: color contrast, intensity contrast, proximity, symmetry,
roundness, orientation and similarity to skin color. All features
values are normalized in the range [0 . . . 255] in order to have an
homogenized calculus. As most of the artificial attention systems
following Treisman’s Feature Integration Theory (Treisman and
Gelade, 1980), the total saliency of an element in an image is the
result of a linear combination of its low-level features. Figure 8
shows an example of foveal image and its associated feature
maps. These feature maps represent the value of the correspond-
ing feature for each proto-object. The final saliency map is also
shown.
In the proposed attention system, the final saliency value, sali,
for each proto-object, Pi, is obtained as a weighted sum of all the
previously described features:
sali = λ · f (9)
where λ is a set of weights, verifying∑
i
λi = 1, and f is the feature
vector formed by the different features computed as explained in
the following subsections. As it was previously commented in the
Introduction section the weights can be set depending on the task
in a top-down way. For example, in Figure 9 two saliency maps
obtained with a different set of weights are shown. While, in the
left saliency map all the weights are set to the same value, in the
right map the weight associated to the proximity feature is higher
than the rest, and therefore, the proto-objects closer to the cam-
era have a bigger saliency value than those who are far away. This
variation in the saliency values causes a modification in the loca-
tion of the next fovea (blue boxes in a). Therefore, the sequence of
fixations of a scene can be modified by varying the values of the
weights.
FIGURE 8 | Foveal image and its associated feature maps.
Frontiers in Computational Neuroscience www.frontiersin.org August 2014 | Volume 8 | Article 96 | 9
Marfil et al. A new foveal attention model
FIGURE 9 | (A) First frames of two very similar sequences where the red
box corresponds with the current fovea and the blue box corresponds with
the next ROI; (B) Saliency maps obtained with all the weights set to 1/7
(left image) and with the weight corresponding to proximity equal to 0.5
and the rest to 0.5/6 (right image).
3.1. COLOR CONTRAST AND INTENSITY CONTRAST
These features measure how different a proto-object is with
respect to its surrounding in terms of color and luminosity. The
color contrast, (ColCON), of a specific proto-object, Pi, can be
computed as the mean color gradient along its boundary to the
neighbors in the segmentation hierarchy:
ColCONi = Si
bi
∑
j∈Ni
bij · d
(
< Ci >,< Cj >
)
(10)
where bi is the perimeter of Pi, Ni is the set of proto-objects
that are neighbors of Pi, bij is the length of the perimeter of
Pi in contact with proto-object Pj, d
[
< Ci >,< Cj >
]
is the
HSV color distance between the color mean values < C > of
proto-objects Pi and Pj and Si is the mean saturation value of
proto-object Pi.
Because of the use of Si in the color contrast equation, white,
black and gray proto-objects are suppressed. Thus, a feature
about intensity contrast is also introduced. The intensity con-
trast, (IntCON), of a proto-object, Pi, is computed as the mean
luminosity gradient along its boundary to the neighbors:
IntCONi = 1
bi
∑
j∈Ni
bij · d
(
< Ii >,< Ij >
)
(11)
being < Ii > the mean luminosity value of the proto-object Pi.
3.2. PROXIMITY
Another important parameter in order to characterize a proto-
object is to determine its distance to the vision system. Nowadays,
not only stereo pairs of cameras but also cheaper devices like
Microsoft Kinect or ASUS Xtion provide accurate depth infor-
mation of the captured image.
When using a sensor able to directly provide depth informa-
tion (e.g., a RGBD camera or similar), the proximity, (PROX),
of a proto-object, Pi, is directly obtained as the inverse of the
mean of the depth values provided by the sensor in the area of
the proto-object depthi:
PROXi = 1
depthi
(12)
In the case of using a stereo pair of cameras as depth sensor, the
proximity can be obtained directly from disparity information.
3.3. ROUNDNESS
Roundness measurement reflects how similar to a circle a proto-
object is. This feature provides information about convexity,
closure and dispersion. Roundness is obtained employing a tra-
ditional technique based on image moments. Concretely, three
different central moments are used:
μi1,1 =
∑
(x − x)(y − y) ∀(x, y) ∈ Pi (13)
μi2,0 =
∑
(x − x)2 ∀(x, y) ∈ Pi (14)
μi0,2 =
∑
(y − y)2 ∀(x, y) ∈ Pi (15)
being (x, y) the center of the proto-object Pi.
From the combination of the equations above, it is possible
to measure the difference between a region and a perfect circle.
This measure is known as eccentricity and can be calculated as
follows:
ecci =
(
μi2,0 − μi0,2
)2 + (2μi1,1)2(
μi2,0 + μi0,2
)2 (16)
being the result in the range [0 . . . 1].
Finally, the roundness, (ROUNDi), for a proto-object, Pi, is
obtained from the definition of eccentricity as:
ROUNDi = 1 − ecci (17)
3.4. ORIENTATION
The orientation of a region in a image can also be obtained from
central moments computed in (13–15):
ϕi = 1
2
arctan
(
2μi1,1
μi2,0 − μi0,2
)
(18)
But the orientation of a proto-object, by itself, does not provide
any useful information about its relevance. Only when comparing
its orientation with the orientation of the rest of proto-objects
in the image, a feasible measure of relevance is obtained. Thus,
in fact, it is more interesting to compute saliency in terms of
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contrast with the surrounding elements. The orientation contrast,
(OriCON), of a proto-object, Pi, is obtained as:
OriCONi =
∑
j∈Ni
|ϕi − ϕj| (19)
where Ni is the set of proto-objects that are neighbors of Pi.
Although pure orientation information is not employed to cal-
culate relevance, it is saved as a descriptor of the proto-object for
further use (for example, to compute symmetry).
3.5. SYMMETRY
To compute the symmetry of a proto-object, an approach sim-
ilar to Aziz and Mertsching (2008) is followed. They propose a
method to obtain symmetry using a scanning function ψ(L, Ps)
that counts the symmetric points around a point Ps along a line L.
This procedure is repeated employing different lines of reference.
For each line, the measure of symmetry is computed as:
Sθ =
l∑
s= 1
ψ(L, Ps)
α(Ri)
(20)
where l and θ are the length and the angle of the line of reference
and α(Ri) is the area of the region in order to normalize the result
between 0 and 1.
Only an approximation of symmetry is needed in terms of
attention systems. Thus, only 4 different angles for symmetry axes
are considered: 0, 45, 90, and 135◦ respect to the orientation, ϕi,
of the image [obtained in (18)]. In Aziz and Mertsching (2008),
the total measure of symmetry is computed as an average of the
symmetry values in the different lines of reference. Nevertheless,
such strategy can define a region with only one axis of symme-
try as asymmetric, because non-symmetric axes cancel out the
contribution of the symmetric one.
As relevance is given to symmetry independently of the axis of
symmetry, the maximum symmetry, (SYMM), for a proto-object,
Pi, is computed as:
SYMM = maxθ (Sθ ) (21)
3.6. SKIN COLOR
The computation is based on the skin color chrominance model
proposed by Terrillon and Akamatsu (1999). First, the image is
transformed into the TSL color space. Then, theMahalanobis dis-
tance between the color of the proto-object and the mean vector
of the skin chrominance model is computed. If this distance is
less than a threshold skin, the skin color feature is marked with
a value of 255. Otherwise, it is set to 0.
SKNi =
{
255 if dM
(
< CTSLi >,< C
TSL
yellow >
)
≤ skin
0 otherwise
(22)
3.7. INHIBITION OF RETURN AND ROI SELECTION
Once the saliency of each proto-object has been computed, the
most salient one is selected as the next ROI where the fovea will be
located in the next frame. In this process it is necessary to take into
account that revisiting already attended proto-objects and ignor-
ing not attended ones must be avoided. To do that an inhibition
of return algorithm should be implemented.
Psychophysics studies about human visual attention have
established that a local inhibition is activated in the saliency map
when a region is already attended. This mechanism avoids direct-
ing focus of attention to a region immediately visited and it is
normally called inhibition of return (IOR) (Posner et al., 1985).
In order to handle dynamic environments, this IOR mecha-
nism needs to establish a correspondence between regions among
consecutive frames. In order to associate this inhibition to the
computed proto-objects and not only to activity clusters as in
Backer et al. (2001) or to object features as in Aziz andMertsching
(2007), an object-based inhibition of return applying image
tracking is employed instead in the proposed work. To do that,
recently attended proto-objects are stored in a Working Memory
(WM). When the vision system moves, the proto-objects stored
in the WM are kept tracked. In the next frame, a new set of
proto-objects is obtained from the image and the positions of the
previously stored ones are updated. Then, from the new set of
proto-objects, those occupying the same region than the already
attended ones are suppressed. Discarded proto-objects are not
taken into account in the selection of the most salient one.
A tracker based on Dorin Comaniciu’s mean-shift approach
(Comaniciu et al., 2003) is employed to achieve the inhibition
of return. Mean-shift algorithm is a non-parametric density esti-
mator that optimizes a smooth similarity function to find the
direction of movement of a target. A mean-shift based tracker
is specially interesting because of its simplicity, efficiency, effec-
tiveness, adaptability and robustness. Moreover, its low computa-
tional cost allows to track several objects in a scene maintaining
a reasonable frame rate (real-time tracking of multiple objects).
In the proposed system, the target model is represented by a 16-
bin color histogrammasked with an isotropic kernel in the spatial
domain. Specifically, the Epanechnikov kernel is employed.
4. EXPERIMENTAL RESULTS
In order to evaluate the performance of the proposed foveal atten-
tion system, the experiments have been divided into three parts:
the comparison between uniform and foveal attention models;
the evaluation of the ability of the approach for actively driving an
image exploration process; and finally the evaluation of the atten-
tion and fixation prediction model. All tests have been conducted
on an Intel(R) Core(TM)2 Duo CPU T8100 2.10GHz.
4.1. UNIFORM vs. FOVEAL ATTENTION
One of the main reasons for using a foveal strategy is the reduc-
tion of the computational costs. In our tests, running the system
within different platforms, the foveal attention approach demon-
strated to be approximately 4 times faster than its uniform
counterpart. All tests were conducted using a Microsoft Kinect
as input and working with images of 640 × 480 pixels. Within
this framework, the algorithm is able to run at 10–12 frames
per second (fps). The reduction on computational cost is signif-
icant, specially if we consider that the foveal image generation
(the Kinect sensor provides an uniform image) is included in
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the computational costs associated to the foveal approach. If we
remove these costs, the foveal approach is approximately 6 times
faster.
Then, the question is: what is the cost to pay for being faster?
Figure 10 assesses the sequence of fixations obtained by an atten-
tion model that uses (top) uniform images and (bottom) foveal
images. It must be noted that they are not the same video
sequence, and although the scenario is the same for both trials
(with the same relevant items), some differences can be presented
due to light variations or slightly motions. In both cases the same
set of weights has been employed for the saliency computation
and the results are then very similar. There are significant differ-
ences on the peripheral part of the image, but the fovea is in both
cases at the same resolution. And the fovea includes the object to
attend.
On the contrary, the drawbacks of being slow are clear when
dealing with real scenarios. Thus, Figure 11 shows how the use
of foveal images is not sufficient to attend on time to a region
marked as relevant (on the second frame of the sequence). When
the fovea moves to this position (third frame), it does not find the
searched region. The active exploration continues and the fovea
will move to a new coherent position (the blue cup) on the next
frame.
4.2. ACTIVE EXPLORATION USING THE FOVEAL ATTENTION APPROACH
As it has been illustrated in the previous section, due to its
foveal nature, the proposed approach does not provide a sin-
gle saliency map for a given scenario but a sequence of saliency
maps. Thus, there is an iterative flow whose steps imply (a) to
move the fovea to a new location, (b) to obtain a new saliency
map, and (c) to determine the new location of the fovea accord-
ing to this map. The foveal approach should then be understood
within the framework of video processing, i.e., scenarios where
visual information constantly changes due to ego-centric move-
ments or dynamics of the world (Borji and Itti, 2013b). When
we use this approach for exploring a static scene, the result will
be the same: it is necessary more than one iteration to explore it
(unless this has only one relevant object). Figure 12 shows scan-
path results for three images from the Saliency ToolBox (http://
www.saliencytoolbox.net/). The left column shows the results
obtained using the approach by Walther and Koch (2006). The
right one the set of proto-objects obtained using our approach.
Gaze ordering is drawn over the images. Each iteration provides
a foveal region to be analyzed in detail. This exploration is an
active process which is completed in a finite number of iterations
(when all the relevant parts of the image have been located at the
fovea). This behavior is due to the existence of an IORmechanism
FIGURE 10 | Active exploration of a video sequence. (Top) uniform images, and (Bottom) foveal images. In both cases the used color parameters have
been τcolor = 50 and τpercep = 100.
FIGURE 11 | Active exploration of a video sequence (see text for details) (τcolor = 50, τpercep = 100).
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FIGURE 12 | Scanpath results for three images from the Saliency ToolBox. (Left) Results obtained using the approach by Walther and Koch (2006), and
(Right) sets of proto-objects obtained using our approach. Gaze ordering is drawn over the images.
but also to the existing differences among foveal segmentations
results depending on the location of the fovea. The foveal region
is segmented in detail while the level of detail decreases with the
distance to the fovea. That is, the segmentation of the same region
can be very different between iterations. This is illustrated in
Figures 13, 14.
Figure 13 shows that the approach outcomes a fixation region
in each iteration. This fixation region is the most salient proto-
object inside the fovea. These proto-objects are usually among
the set of segments in which the people divides up the image
(face, one hand, one leg. . . ). The top-middle image of the fig-
ure represent the first seven fixation regions. At the bottom
(left and middle), the figure shows the first two segmentations.
Although there is certain constancy on the boundaries, they are
not identical. Segmentations will be more different when fixation
regions are more distant on the image. For instance, this occurs
in Figure 14. From top-left to bottom-middle, this figure shows
a sequence of fixations. The current fovea is marked within a red
rectangle and the next within a blue one. The first fovea is over the
face of the man, then it moves to a salient flower on the top-left
corner, then to the hand of the man. . . Sometimes, this scan-path
does not follow the path we could desire: from the hand it now
moves to the elbow of the man and, from here, to the dress of
the woman. But we are dealing with an active process, and it will
return to “relevant” (from our point-of-view) regions quickly.
Finally, this image also shows how the IOR works. After some
frames, the fovea returns to previously visited regions (the face of
the man, his hand...). Results are similar to the ones provided by
the approach by Walther and Koch (2006) (see the bottom-right
images at Figures 13, 14).
The effectiveness of our approach has been verified with exper-
iments performed on human eye gaze data. As ground truth
scan-paths, we use the JUDD publicly available eye tracking
dataset (Judd et al., 2009). This dataset records human gaze in a
free viewing setting (1003 images with scan-paths of 15 subjects).
Our estimated scan-paths are obtained as an ordered sequence of
region’s centroids. The comparison between an estimated scan-
path and one of these ground truth scan-paths is performed using
the similarity index described by Liu et al. (2013). In this measur-
ing metric, there is a parameter (gap), which is the penalty value
employed when it is necessary to add a gap (deletion or insertion
operation) in any of the scan-paths during local alignment. It is
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FIGURE 13 | Active exploration of the image #376043 of the Berkeley
Segmentation Dataset. (Top left) original image, (Top middle) set of seven
first fixation regions, (Top right) human segmentations, (Bottom
left-middle) first two segmentations from the proposed approach and
(Bottom right) scanpath result using the approach by Walther and Koch
(2006).
set to -1/2 in our tests. Finally, for each image at the JUDD dataset,
we have 15 ground truth scan-paths (one from each users). Then,
we compare each scan-path with all these ground truth ones, pro-
viding the average similarity value. Our result is close to 1.05. It
can be noted that our approach provides a better result in this
framework than the approaches by Itti et al. (1998) and Walther
and Koch (2006) (both under 0.9). On the other hand, this result
is under the Liu et al. (2013)’s scores (close to 1.15). However, it
should be appreciated that the Liu et al. (2013)’s approach does
not only use low-level feature saliency, but also spatial position
and semantic content. Our approach does not take into account
these factors.
4.3. EXPERIMENTS WITH ATTENTION AND FIXATION PREDICTION
The approach has been evaluated using the Toronto
database (Bruce and Tsotsos, 2009). This dataset was recently
defined as the most widely used image data set in the review
paper by Borji and Itti (2013b). The dataset contains 120 images
(681 × 511 px) with eye-tracking data from 20 people. The sub-
jects saw the images for four seconds, and they had no assigned
task (i.e., free-viewing). Figure 15 shows four images of the data
set. Fixations are drawn over the images. A fixation density map
is generated for each image based on these fixation points (Bruce
and Tsotsos, 2009). They are also shown at Figure 15 under each
original image.
Contrary to the most attention approaches, our saliency maps
should be also estimated from a set of fixations. However, con-
trary to the density maps obtained from experimental human eye
tracking data, our fixations cannot be associated to points, but to
regions. The fixation density maps shown at the bottom row of
the Figure 15 were built by the sum of the most saliency regions
on n fixations. The number n was equal to the mean of the num-
ber of human fixations recorded for this image in the original
data set.
Then, we use the well-known receiver operating characteristic
(ROC) area under curve (AUC) measure to assess the perfor-
mance of the approach. Each saliency map can be thresholded
and then considered to be a binary classifier that separates positive
samples (fixation points of all subjects on that image) from neg-
ative samples (fixation points of all subjects on all other images
in the database). This process avoids the center-bias effect (Borji
and Itti, 2013b). Then, we can sweep over all thresholds to esti-
mate the ROC curve for each saliency map and calculated the area
beneath the ROC curve. This area provides a good measure to
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FIGURE 14 | Active exploration of the image #157055 of the Berkeley
Segmentation Dataset. From (Top left) to (Bottom middle), the figure
shows a sequence of fixations (each image shows the current fovea,
marked with a red rectangle, and the next one, within a blue rectangle).
(Bottom right) Scanpath result using the approach by Walther and Koch
(2006).
FIGURE 15 | Toronto Database. (Top) original images and fixation points, (Middle) fixation density maps obtained from the human fixations, and (Bottom)
fixation density maps obtained by the proposed foveal attention approach.
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assess how accurately the saliency map predicts the eye fixations
on the image. An AUC value greater than 0.5 indicates positive
correlation. As a performance baseline we can estimate an ideal
AUC measuring how well the fixations of one subject can be pre-
dicted by the fixations of the rest of subjects. The ideal AUC for
the data set is 0.878 (Borji and Itti, 2013b). In our experiments,
the obtained score was 0.669. This value is similar to the ones
provided by other methods. In the ranking documented by Borji
and Itti (2013a), it will be the fifth best value of 28 evaluated
models.
5. CONCLUSIONS AND FUTURE WORK
We proposed in this paper a foveal model of attention which com-
bines static cues with depth and tracking to deal with dynamic
scenarios. The framework was developed for an active observer,
but this paper shows that it can also be applied to image databases.
These static images were preferably employed to compare or eval-
uate the approach. Contrary to other approaches (such as the
recently proposed by Mishra et al., 2012), we do not pursuit
here a novel formulation of segmentation. Thus, in Section 4.2,
we prefer to speak about active exploration and not segmen-
tation. Active segmentation will probably require an additional
(and better) algorithm that will try to extract the whole object
from the fixation region. We refer the reader to the excellent work
by Mishra et al. (2012) to understand the whole problem of active
segmentation.
With respect to previous approaches to object-based attention,
this work must be classified with those methods that compute the
saliency of scene regions and not of isolated pixels. For this end,
these approaches segment the input image before to evaluate and
obtain the saliencymap. As amain difference with previous works
such as the ones by Orabona et al. (2007) and Yu et al. (2010),
our approach performs this segmentation as a multi-resolution
process, where only the fovea is processed with details. Thus, this
segmentation depends on the position of the last fovea or ROI.
Furthermore, our framework provides a complete approxima-
tion for closing the loop that involves segmentation and saliency
estimation, including an inhibition of return mechanism. We
consider that analyzing this loop closing is basic to understand
an object-based attention mechanism working on a real, dynamic
scenario.
This approach should be extended in several ways. Launched
as a system to endow into a mobile robot, the foveal approach
needs to be faster and to take into consideration top-down fac-
tors. We are working on both research direction. The speed will
be improved by implementing the approach in a Zedboard plat-
form. This is allowing to move part of the code to a FPGA,
meanwhile the main function continues running on a proces-
sor. Top-down component of attention will initially come from
the adjustment of the weights used to bias the saliency maps.
Further work should be addressed to add object models on this
process.
ACKNOWLEDGEMENT
This paper has been partially supported by the SpanishMinisterio
de Economía y Competitividad TIN2012-TIN2012-38079-C03
and FEDER funds.
REFERENCES
Advani, S., Sustersic, J., Irick, K., and Narayanan, V. (2013). “A multi-resolution
saliency framework to drive foveation,” in International Conference on Acoustics,
Speech and Signal Processing, 2596–2600. doi: 10.1109/ICASSP.2013.6638125
Antonisse, H. (1982). Image segmentation in pyramids. Comput. Graph. Image
Proc. 19, 367–383. doi: 10.1016/0146-664X(82)90022-3
Arrebola, F., Camacho, P., and Sandoval, F. (1997). “Generalization of shifted fovea
multiresolution geometries applied to object detection,” in ICIAP1997, Vol. 2,
(Florence), 477–484.
Aziz, M. Z., and Mertsching, B. (2007). “Color saliency and inhibition using static
and dynamic scenes in region based visual attention,” in WAPCV, Lecture Notes
in Computer Science, Vol. 4840 (Hyderabad: Springer), 234–250
Aziz, Z., and Mertsching, B. (2008). Fast and robust generation of feature maps
for region-based visual attention. IEEE Trans. Image Proc. 17, 633–644. doi:
10.1109/TIP.2008.919365
Backer, G., Mertsching, B., and Bollmann, M. (2001). Data- and model-driven
gaze control for an active-vision system. IEEE Trans. Patt. Anal. Mach. Intell.
23, 1415–1429. doi: 10.1109/34.977565
Bister, M., Cornelis, J., and Rosenfeld, A. (1990). A critical view of pyramid
segmentation algorithms. Patt. Recogn. Lett. 11, 605–617. doi: 10.1016/0167-
8655(90)90013-R
Borji, A., and Itti, L. (2013a). Quantitative analysis of human-model agreement
in visual saliency modeling: a comparative study. Image Proc. IEEE Trans. 22,
55–69. doi: 10.1109/TIP.2012.2210727
Borji, A., and Itti, L. (2013b). State-of-the-art in visual attention modeling.
Patt. Anal. Mach. Intell. IEEE Trans. 35, 185–207. doi: 10.1109/TPAMI.
2012.89
Bruce, N., and Tsotsos, J. (2009). Saliency, attention, and visual search: an informa-
tion theoretic approach. J. Vis. 9, 1–24. doi: 10.1167/9.3.5
Bundesen, C., Habekost, T., and Kyllingsbaek, S. (2011). A neural theory of visual
attention and short-term memory (ntva). Neuropsychologia 49, 1446–1457. doi:
10.1016/j.neuropsychologia.2010.12.006
Comaniciu, D., Ramesh, V., and Meer, P. (2003). Kernel-based object tracking.
IEEE Trans. Patt. Anal. Mach. Intell. 25, 564–575. doi: 10.1109/TPAMI.2003.
1195991
Duncan, J. (1984). Selective attention and the organization of visual information.
J. Exp. Psychol. 113, 501–517. doi: 10.1037/0096-3445.113.4.501
Frintrop, S. (2006). VOCUS: A Visual Attention System for Object Detection and
Goal-Directed Search, Vol. 3899, Berlin; Heidelberg: Springer.
Frintrop, S., Rome, E., and Christensen, H. I. (2010). Computational visual atten-
tion systems and their cognitive foundations: a survey. ACM Trans. Appl.
Percept. 7, 1–39. doi: 10.1145/1658349.1658355
Geisler, W., and Perry, J. (1998). “A real-time foveated multiresolution system for
low-bandwidth video communication,” in Proc. of the SPIE: The International
Society for Optical Engineering, Vol. 3299 (San Jose, CA).
Gide, M., and Karam, L. (2012). “Improved foveation- and saliency-based visual
attention prediction under a quality assessment task,” inWorkshop on Quality of
Multimedia Experience (Melbourne, VIC), 200–205.
Greene, M., and Wolfe, J. (2011). Global image properties do not guide visual
search. J. Vis. 11, 1–9. doi: 10.1167/11.6.18
Guo, C., and Zhang, L. (2010). A novel multiresolution spatiotemporal saliency
detection model and its application in image and video compression. IEEE
Trans. Image Proc. 19, 185–198. doi: 10.1109/TIP.2009.2030969
Itti, L., Koch, C., and Niebur, E. (1998). A model of saliency-based visual attention
for rapid scene analysis. IEEE Trans. Patt. Anal. Mach. Intell. 20, 1254–1259. doi:
10.1109/34.730558
Judd, T., Ehinger, K., Durand, F., and Torralba, A. (2009). “Learning to predict
where humans look,” in IEEE 12th international Conference on Computer Vision
(Kyoto: Kyoto Prefecture), 2106–2113.
Jung, C., and Kim, C. (2012). A unified spectral-domain approach for
saliency detection and its application to automatic object segmenta-
tion. IEEE Trans. Image Proc. 21, 1272–1283. doi: 10.1109/TIP.2011.
2164420
Koch, C., and Ullman, S. (1985). Shifts in selective visual attention: towards the
underlaying neural circuitry. Hum. Neurobiol. 4, 219–227.
Lin, Z., Davis, L. S., Doermann, D. S., and DeMenthon, D. (2007). “An interac-
tive approach to pose-assisted and appearance-based segmentation of humans,”
in IEEE 11th International Conference on Computer Vision, ICCV 2007 (Rio de
Janeiro), 1–8.
Frontiers in Computational Neuroscience www.frontiersin.org August 2014 | Volume 8 | Article 96 | 16
Marfil et al. A new foveal attention model
Liu, H., Xu, D., Huang, Q., Li, W., Xu, M., and Lin, S. (2013). “Semantically-based
human scanpath estimation with hmms,” in IEEE International Conference
Computer Vision (Sydney, NSW).
Marfil, R., Molina-Tanco, L., Bandera, A., and Sandoval, F. (2007). “The construc-
tion of bounded irregular pyramids with a union-find decimation process,”
in GbRPR 2007. LNCS, Vol. 4538, eds F. Escolano M. and Vento (Heidelberg:
Springer), 307–318.
Martin, D., Fowlkes, C., Tal, D., and Malik, J. (2001). “A database of human
segmented natural images and its application to evaluating segmentation algo-
rithms and measuring ecological statistics,” in Proc. 8th Int’l Conf. Computer
Vision, Vol. 2 (Vancouver, BC), 416–423.
Martinez-Conde, S., Macknik, S. L., and Hubel, D. H. (2004). The role of fixa-
tional eye movements in visual perception. Nat. Rev. Neurosci. 5, 229–240. doi:
10.1038/nrn1348
McLeod, P., Driver, J., and Crisp, J. (1988). Visual search for a conjunction of
movement and form is parallel. Nature 332, 154–155. doi: 10.1038/332154a0
Meger, D., Forssn, P., Lai, K., Helmer, S., McCann, S., Southey, T., et al. (2008).
Curious george: an attentive semantic robot. Robot. Auton. Syst. 56, 503–511.
doi: 10.1016/j.robot.2008.03.008
Mishra, A. K., Aloimonos, Y., Cheong, L.-F., and Kassim, A. A. (2012). Active
visual segmentation. IEEE Trans. Patt. Anal. Mach. Intell. 34, 639–653. doi:
10.1109/TPAMI.2011.171
Navalpakkam, V., and Itti, L. (2005). Moelling the influence of task on attention.
Vision Res. 45, 205–231. doi: 10.1016/j.visres.2004.07.042
Nothdurft, H.-C. (1993). Faces and facial expressions do not pop out. Perception
22, 1287–1298. doi: 10.1068/p221287
Orabona, F., Metta, G., and Sandini, G. (2007). “A proto-object based visual atten-
tion model,” in WAPCV 2007. LNCS (LNAI), Vol. 4840, eds L. Paletta and E.
Rome (Heidelberg: Springer), 198–215
Posner, M., Rafal, R., Choate, L., and Vaughan, J. (1985). Inhibition of
return: neural basis and function. Cogn. Neuropsychol. 2, 211–228. doi:
10.1080/02643298508252866
Rajashekar, U., van der Linde, I., Bovik, C., and Cormack, L. (2008). Gaffe: a
gaze-attentive fixation finding engine. IEEE Trans. Image Proc. 17, 564–573. doi:
10.1109/TIP.2008.917218
Rensink, R. (2000). Seeing, sensing, and scrutinizing. Vision Res. 40, 1469–1487.
doi: 10.1016/S0042-6989(00)00003-1
Scholl, B. (2001). Objects and attention: the state of art. Cognition 80, 1–46. doi:
10.1016/S0010-0277(00)00152-9
Singaraju, D., Grady, L., and Vidal, R. (2008). “Interactive image segmentation via
minimization of quadratic energies on directed graphs,” in CVPR (Anchorage,
AK: IEEE Computer Society).
Suzuki, S., and Cavanagh, P. (1995). Facial organization blocks access to low-level
features: an object inferiority effect. J. Exp. Psychol. Hum. Percept. Perform. 21,
901–913. doi: 10.1037/0096-1523.21.4.901
Terrillon, J., and Akamatsu, S. (1999). “Comparative performance of different
chrominance spaces for color segmentation and detection of human faces in
complex scene images,” in Proceedings of the 12th Conference on Vision Interface
(Trois-Rivières, QC) 180–187.
Tipper, S. (1991). Object-centred inhibition of return of visual attention. Q. J. Exp.
Psychol. 43, 289–298. doi: 10.1080/14640749108400971
Traver, J., and Bernardino, A. (2010). A review of log-polar imaging for
visual perception in robotics. Robot. Auton. Syst. 58, 378–398. doi:
10.1016/j.robot.2009.10.002
Treisman, A., and Gelade, G. (1980). A feature integration theory of
attention. Cogn. Psychol. 12, 97–136. doi: 10.1016/0010-0285(80)
90005-5
Treisman, A., and Souther, J. (1985). Search asymmetry: a diagnostic for preatten-
tive processing of separable features. J. Exp. Psychol. Gen. 114, 285–310. doi:
10.1037/0096-3445.114.3.285
Tsotsos, J. K., and Rothenstein, A. (2011). Computational models of visual atten-
tion. Scholarpedia 6:6201. doi: 10.4249/scholarpedia.6201
Walther, D., and Koch, C. (2006). Modeling attention to salient proto-
objects. Neural Netw. 19, 1395–1407. doi: 10.1016/j.neunet.2006.
10.001
Wolfe, J. (1994). Guided search 2.0: a revised model of visual search. Psychon. Bull.
Rev. 1, 202–238. doi: 10.3758/BF03200774
Wolfe, J., Cave, K., and Franzel, S. (1989). Guided search: an alternative to the fea-
ture integration model for visual search. J. Exp. Psychol. Hum. Percept. Perform.
15, 419–433. doi: 10.1037/0096-1523.15.3.419
Wolfe, J., and Horowitz, T. (2004). What attributes guide the deployment of
visual attention and how do they do it? Nat. Rev. Neurosci. 5, 495–501. doi:
10.1038/nrn1411
Wolfe, J. M., Friedman-Hill, S. R., Stewart, M. I., and O’Connell, K. M. (1992).
The role of categorization in visual search for orientation. J. Exp. Psychol. Hum.
Percept. Perform. 18, 34–49.
Yu, Y., Mann, K., and Gosine, R. (2010). An object-based visual attention model
for robotic applications. IEEE Trans. Syst. Man Cybern. B 40, 1–15. doi:
10.1109/TSMCB.2009.2038895
Zhang, L., Tong, M., Marks, T., Shan, H., and Cottrell, G. (2008). Sun: a
bayesian framework for saliency using natural statistics. J. Vis. 8, 1–20. doi:
10.1167/8.7.32
Conflict of Interest Statement: The authors declare that the research was con-
ducted in the absence of any commercial or financial relationships that could be
construed as a potential conflict of interest.
Received: 01 April 2014; accepted: 24 July 2014; published online: 14 August 2014.
Citation: Marfil R, Palomino AJ and Bandera A (2014) Combining segmentation and
attention: a new foveal attention model. Front. Comput. Neurosci. 8:96. doi: 10.3389/
fncom.2014.00096
This article was submitted to the journal Frontiers in Computational Neuroscience.
Copyright © 2014 Marfil, Palomino and Bandera. This is an open-access article dis-
tributed under the terms of the Creative Commons Attribution License (CC BY). The
use, distribution or reproduction in other forums is permitted, provided the original
author(s) or licensor are credited and that the original publication in this jour-
nal is cited, in accordance with accepted academic practice. No use, distribution or
reproduction is permitted which does not comply with these terms.
Frontiers in Computational Neuroscience www.frontiersin.org August 2014 | Volume 8 | Article 96 | 17
