Abstract. Fix a symbol a in the mod-ℓ Milnor K-theory of a field k, and a norm variety X for a. We show that the ideal generated by a is the kernel of the K-theory map induced by k ⊂ k(X) and give generators for the annihilator of the ideal. When ℓ = 2, this was done by Orlov, Vishik and Voevodsky.
describes the units b for which A ζ (a, b) is a matrix algebra, and the division algebras (or classes [A] ∈ ℓ Br(k)) which are equivalent to cyclic algebras. In this case, Kummer theory gives the answer: the first group is the image N(E × ) of the norm map E × k × , and the second group is the class of algebras split by E. (See [WK, 6.4.8] .) In fact, we have the classical exact sequence (0.2b) 1
Remark 0.6. Although most of our results work over perfect fields of arbitrary characteristic, the assumption that k has characteristic 0 is needed in two places. 1) To prove that norm varieties exist for symbols of length n. This would go through for any perfect field of positive characteristic (by induction on n) if we could prove that for symbols of length n − 1 over k, a norm variety Y exists which satisfies the Norm Principle (see [HW09, 0.3] or [HW, 10.17] ). The inductive step is given in [HW, 10.21] . 2) We also need characteristic 0 to show that the symmetric characteristic class s d (X) of a norm variety is nonzero modulo ℓ 2 . The proof in characteristic 0 is due to Rost (unpublished) , and given in Proposition 10.13 of [HW] , and depends upon the Connor-Floyd theory of equivariant cobordisms on complex G-manifolds (as given by Theorem 8.16 in loc. cit.) It is possible that a proof in characteristic p > 0 could be given along the lines of [SJ, 5 .2], if we assume resolution of singularities. We will therefore state as many of our results in as much generality as possible, only restricting to characteristic zero when absolutely necessary.
Remark 0.7. After writing this paper, we discovered that many of our results are in Yagita's paper [Y, Thm. 10.3] and in the Merkurjev-Suslin paper [MS2, 2.1]. The basic technique in these papers, and in ours, is the same: generalize the ideas in [OVV] , using Rost's norm varieties for ℓ > 2. Yagita's proof is somewhat sketchy, as it predated a clear understanding of norm varieties. Merkurjev and Suslin prove Theorem 0.1(b), but their formulation is different in the absence of roots of unity. Since neither of these results directly addresses the ring structure of K M * (k)/ℓ, we feel that our exposition should be added to the public record. Notation and conventions. We fix a prime ℓ and an ℓ-th root of unity ζ. We write
Borel-Moore homology
The first term in Theorem 0.3 uses the motivic homology group H −i,−i (X) of a smooth projective variety X (with coefficients in Z). However, it is more useful to think of it as the Borel-Moore homology group H BM −i,−i (X), which is covariant for proper maps between smooth varieties, and contravariant for finite flat maps; see [FV, p. 185] or [MVW, 16.13] .
When X is smooth projective, we have H −i,−i (X) = H BM −i,−i (X), and more generally H p,q (X, Z) = H BM p,q (X, Z), because the natural map from M(X) = Z tr (X) to M c (X) in DM is an isomorphism for smooth projective X. (Recall that the motivic homology groups H p,q (X, Z) of X are defined to be Hom DM (Z(q) [p] , M(X)), while the Borel-Moore homology groups H BM p,q (X, Z) are defined to be Hom DM (Z(q) [p] , M c (X)); see [FV, p. 185] or [MVW, 14.17, 16.20] 
The case i = 1 of the following result was proven in [SJ] .
Proposition 1.1. Let X be a smooth variety over a perfect field k. If i ≥ 0 we have an exact sequence
is the abelian group generated by symbols [x, α] , where x is a closed point of X and α ∈ K
is zero for every codimension 1 point y of X.
Proof. Let A denote the abelian group with generators [x, α] and relations (i) and (ii), described in the Proposition, and set d = dim(X). We first show that A is isomorphic to
, where H q denotes the Zariski sheaf associated to the presheaf H q,d+i (−, Z). For each q, H q is a homotopy invariant Zariski sheaf, by [MVW, 24.1] . As such, it has a canonical flasque "Gersten" resolution on each smooth X (given in [MVW, 24.11] ), whose c th term is the coproduct over codimension c points z of the skyscraper sheaves H q−c,d+i−c (k(z)), where z has codimension c in X. Taking q = d+i, and recalling that K 
) is the tame symbol if x ∈ {y}, and zero otherwise. As H d (X, H d+i ) is obtained by taking global sections and then cohomology, it is isomorphic to A.
Next, we show that A is isomorphic to H 2d+i,d+i (X, Z). To this end, consider the hypercohomology spectral sequence E
, and by [V-CH] we also have H BM 0,0 (X) = CH 0 (X). Thus we may assume that i > 0. If char(k) = 0, the proof is finished by the duality calculation, which uses Motivic Duality with d = dim(X) (see [MVW, 16.24] or [FV, 7.1 
]):
Now suppose that k is a perfect field of char(k) = p > 0. As we show below in Lemma
(k(y)) are uniquely p-divisible for i ≥ 1 (when x is closed in X and trdeg k k(y) = 1). Thus A must also be uniquely p-divisible. Since H 2d+i,d+i (X, Z) ∼ = A, the duality calculation above goes through with Z replaced by Z[1/p], using the characteristic p version of Motivic Duality (see [Kel1y, 5.5 .14]) and we have H 
(E) for every field E over k, as is evident from the presentation in Lemma 1.1.
(ii) If E is a finite extension of k, the proper pushforward from
is just the norm map N E/k ; see [WK, III.7.5.3] . (iii) If π: X Spec(k) is proper, and x ∈ X is closed, the restriction of the pushforward
. This follows from (ii) by functoriality of H −i,−i for the composite Spec k(x) X Spec k, x ∈ X closed. From the presentation in Lemma 1.1, the map N X/k is completely determined by the formula π
In particular, the image of π * is the subgroup of
× as x ranges over the closed points of X.
Lemma 1.4. Suppose that µ ℓ ⊂ k and a ∈ k × , and set E = k( ℓ √ a), X = Spec(E). Then
need not be an injection, even for n = 1. One way to think of this is to realize that the classical Hilbert 90 asserts exactness of (E ⊗ E)
× ⇒ E × k × , and Hilbert 90 requires E/k to be Galois. A concrete example is given by ℓ = 3, k = Q, and E = Q( 3 √ 2). In this case, Spec(E) × Spec(E) ∼ = Spec(E × F ), where F = E( 3 √ 1), and the coequalizer
× . This shows that π * in Theorem 0.3(a) is not always an injection.
Norm varieties
Let a = (a 1 , . . . , a n ) be a sequence of units in a field k of characteristic not equal to ℓ.
Definition 2.1. A field F over k is said to be a splitting field for a if a vanishes in K M n (F )/ℓ. We say that a variety X is a splitting variety for a if k(X) is a splitting field for a, i.e., if a vanishes in K M n (k(X))/ℓ. Let X be a splitting variety for a. We say that X is an ℓ-generic splitting variety for a if any splitting field F has a finite extension E of degree prime to ℓ with X(E) = ∅.
A norm variety for a is a smooth projective variety X of dimension d = ℓ n−1 − 1 which is an ℓ-generic splitting variety for a. When char(k) = 0, a norm variety for a always exists (see [HW, 10.16 
]).
For example, E = k( ℓ √ a 1 ) is a splitting field for a = (a 1 , ..., a n ). Since a norm variety X is ℓ-generic, there is a finite field extension E ′ /E of degree prime to ℓ and an E ′ -point of X. The following result, due to Rost, is proven in Chapter 10 of [HW] .
Theorem 2.2. If a is a nonzero symbol over k and char(k) = 0, then there exists a norm variety X for a having a closed point x with [k(x): k] = ℓ.
We will frequently use the following fact, proven in [SJ, 1.21 ] (see [HW, 10.13] ): if k has characteristic 0 and n ≥ 2, the symmetric characteristic class s d (X) of a norm variety X is nonzero modulo ℓ 2 (i.e., X is a ν n−1 -variety).
Definition 2.3. Given a norm variety X, let X denote its 0-coskeleton, i.e., the simplicial scheme p → X p+1 with the projections X p+1 X p as face maps and the diagonal inclusions as degeneracies.
For simplicity, we write L for Z (ℓ) (1) [2] and R tr (X) for Z (ℓ) tr (X), and regard X as a Chow motive. Recall [MVW, 20.1] that Chow motives form a full subcategory of DM.
Theorem 2.4. Let X be a norm variety for a such that s d (X) is nonzero modulo ℓ 2 . Then there is a Chow motive M = (X, e) with coefficients Z (ℓ) , such that (i) M = (X, e) is a symmetric Chow motive, i.e., (X, e) = (X, e t );
(ii) The projection X Z (ℓ) factors as X (X, e) Z (ℓ) , i.e., is zero on (X, 1 − e);
(iii) There is a motive D related to the structure map y: M R tr (X) and its twisted dual
Proof. This is proven carefully in [HW, Ch. 5] ; the construction is due to Voevodsky [V/l, and appears in Section 1 of [W90] . Specifically, a determines a motive A by (5.1), Definition 5.5 and 5.13.1 of [HW] ; by definition, M = S ℓ−1 (A) and D = S ℓ−2 (A). Part (i) follows from 5.19; part (ii) follows from 5.9; and part (iii) follows from 5.7 of loc. cit.
Although many of our techniques require the field k to contain the ℓ-th roots of unity, we can sometimes remove this restriction using the following observation. Given a norm variety X over a field k, let k 1 denote the largest subfield of k(ζ) contained in k(X). Then X is also a norm variety for a over k 1 .
Lemma 2.5. Given a nonzero symbol a ∈ K M * (k)/ℓ, let X be a norm variety for a over k. Then every component X ′ of X k(ζ) is a norm variety for a over k(ζ).
Proof. Clearly, X ′ is a splitting variety for a of the right dimension. Given a splitting field F of a over k(ζ), there is a prime-to-ℓ extension E of F such that k(ζ) ⊂ E and such that there exists a map Spec E X over k. By basechange, there is a map Spec
has an E-point. Thus X ′ is a norm variety over k(ζ).
3. Reducing to Theorem 0.3 over fields containing ℓ-th roots
We are now ready to prove Theorem 0.1 assuming Theorem 0.3. Fix a field k of characteristic 0, a symbol a and a norm variety X for a. We first observe that the statement of Theorem 0.1 is equivalent to the exactness of the sequence (3.1)
As observed in Example 0.2, Theorem 0.1 for n = 1 follows from (0.2c) when µ ℓ ⊂ k × .
Proposition 3.2. Suppose that Theorem 0.3 holds over k. Then so does Theorem 0.1.
Proof. As the equalizer K M i+n (k(X))/ℓ is a subgroup of K M i+n (k(X))/ℓ, Theorem 0.3 implies that there is an exact sequence
. Exactness of (3.1) is immediate.
Thus we have reduced the proof of Theorem 0.1 to Theorem 0.3. We will now show that proving Theorem 0.3 over fields containing ℓ-th roots of unity suffices. Proof. Let k be any field of characteristic 0 not containing an ℓ th root of unity, ζ.
, as in the statement of Theorem 0.3(b). By Lemma 2.5 and Remark 2.6, the component
The action of G on k ′ induces actions of G on X ′ and its 0-skeleton X ′ , and induces the last map in Theorem 0.3(b):
Since e is prime to ℓ, inverting e in the exact sequence of Theorem 0.3 for k ′ yields the exact sequence forming the bottom row of the following diagram, in which the downward arrows are base change maps and the upward arrows are the norm maps.
As each K-group is covariantly functorial, the diagram with the downward set of arrows commutes; the diagram with the upward set of arrows commutes by naturality and the projection formula [WK, III.7.5.2] . The downward map K
, followed by the norm map, is multiplication by e = [k ′ : k]. A diagram chase now shows that the top row of the diagram is exact.
Remark 3.4. The map j is also injective in the above diagram. To see this, note that (by the projection formula) the norm 
The exact sequence
In this section and the next, we assume that our field k contains an ℓ-th root of unity, ζ. As before, we fix a symbol a and a norm variety X for a, writing X for the 0-coskeleton of X.
Given [MVW, 6.11, 6 .21 and 13.1].
Proof. This is the definition of H 0 on a simplicial scheme; see [D, 5.2.2] . Alternatively, it follows from the spectral sequence E p,q
for the cohomology of a sheaf on a simplicial scheme.
Remark 4.2. The Nisnevich sheaves H q (µ ⊗q ℓ ) are homotopy invariant sheaves with transfers, by [MVW, 24.1] . By [MVW, 11.1 
there is a distinguished triangle in DM for each q ≥ 0:
Proof. For any Nisnevich complex C and any q we have a distinguished triangle Proof. See [V/2, 6.9 and 7.3] or [HW, 1.37] .
Proposition 4.5. If µ ℓ ⊂ k × , there is a natural five-term exact sequence:
Proof. Apply H q (X, −) to the distinguished triangle in Proposition 4.3. Using the fact that H q (X, C[j]) = H q+j (X, C) and writing H q for H q (µ ⊗q ℓ ), we get H −1 (X, H q ) ∂ H q,q−1 (X, Z/ℓ) ζ H q,q (X, Z/ℓ) H 0 (X, H q ) ∂ H q+1,q−1 (X, Z/ℓ). the cokernel of H −i,−i (X, Z (ℓ) ) K M i (k) (ℓ) . Thus we can replace the first two terms of the exact sequence with these to get the desired sequence.
