The location of zeros of solutions of second order singular differential equations is provided bv a new asymptotic decomposition formula. The approximate location of zeros is provided with high accuracy error estimates in the neighbourhood of the point at infinity. The same asymptotic formula suggested is applicable to the neighbourhood of most types of singularities as well as to the neighbourhoods of regular points.
1. Introduction. In the oscillation theory of second order differential equations one may distinguish three types of problems.
Given the differential equation
(Li) y" = q*y on an interval (a, oo), let y(t) be a real nontrivial solution of (1.1). Then the following three problems are raised.
(1) Isy(?) oscillatory on (a, oo)? Namely does y(t) possess an infinite number of zeros? (2) Find an estimation of the number of zeros of y(t) on (a, T). (3) Find the location of the zeros of y(t) on a given interval (a,T). Each of the above three problems is intimately connected with the other two. They ascend in difficulty from (1) to (3), problem (3) being most delicate and its solution most desired. An answer to problem (3) provides an answer to (2) and (1) . An answer to (2) provides an answer to (1) . Therefore, the conditions to guarantee answers to the three problems differ respectively. The more smoothness assumed on q4, the more accurate is the location of the zeros of y(t) by a single given formula.
Problems (l)-(3) are difficult because we have to deal with a singular differential equation. The singularity of the differential equation is manifested in the fact that we have to describe the behaviour of solutions y(t) of an equation, which may have an unbounded coefficient on a noncompact domain, (a, oo).
Classical asymptotic techniques are a major tool in the investigation of singular differential equations.
It is surprising to notice the small amount of classical asymptotic techniques applied specifically to oscillation problems compared with the other techniques appearing in the voluminous literature on oscillation theory (see e.g. Swanson [13] , Kreith [6] ).
It is the purpose of this paper to demonstrate the application of a new asymptotic decomposition theorem to oscillation theory.
The advantage of using this new suggested asymptotic decomposition formula as an asymptotic tool stems from the fact that it is invariant with respect to the location of the singularity of a differential equation (1.1) and it is also invariant for most types of singularities of (1.1). In particular, the formula suggested treats a regular point of (1.1) as if it were a singular one.
However, we will specify our asymptotic decomposition for the equation (1.1) on (a, oo) to fit problems (l)- (3) .
The technique uses matrix formulation which may be adapted to handle oscillation problems of higher order differential equations.
Also, we will be able to locate, with high accuracy, zeros of solutions of (1.1). It will turn out that problems (2) and (1) will be illuminated by the asymptotic technique.
Wiman's asymptotic formula, as well as Nehari's asymptotic formulas for the asymptotic estimation of the number of zeros of a solution of (1.1), follows as a corollary.
Many results related to problem (1) can be easier derived and better understood by use of our asymptotic decomposition theorem if one assumes additional smoothness conditions.
The results in oscillation theory presented in this paper seem to go beyond the results obtained by Kamke [17] , Rab [19] , Willet [22] and many other contributors mentioned in Swanson [13] .
Unlike Rab [19] and Willet [22] , it is shown how one finds detailed information in oscillation theory without using nonlinear differential equations. The methods shown here solve oscillation problems on the real line. However, extension of these methods could prove productive in the complex domain.
The order of contents of this work runs as follows. After this section, we prove in §2 an asymptotic decomposition theorem. In §3 we prepare for oscillation theorems, and in §4 we answer problem (2) . §5 is devoted to problem (3).
It is beyond the scope of this paper to mention all contributors to this subject. Therefore, a few texts will be mentioned and the reader is refered to their references. I apologize for the injustice caused.
Let us point out conventions used in this paper. We adopt the following convention. Whenever the complex variable z is used, we assume that
(1.2b) lnz = ln|z|+/argz, z ^ 0.
By J, we will denote an infinite interval
In the sequel, we will also need a suitable norm for a matrix function (1.4) P(t) = (pjr(t)), j,r= 1,2.
Our norm || || satisfies the following Definition 1.1. We say that || || is consistent with the absolute value if \\(pJr \\(\Pjr 1)11' j, r = l,2-We pick |] || to be consistent with the absolute value and define (1.5) |P(/)||| = Sup||P(0 t&j
In addition, we demand (1-6) \Pjr\<\\P\\,
(1-7) IIP, " ^11 < 11^,1111^11, for two matrices PX,P2. Practically all matrices in future discussion are going to be 2 X 2 matrices. Matrices will be denoted by capital letters. By a solution of the differential equation (1.1) we mean a functiony(t) G C2(J) which satisfies (1.1).
2. An asymptotic decomposition theorem. In the sequel we will need an asymptotic decomposition theorem for the differential system
which is readily observed to be equivalent to (1.1) with >i yi
There are two steps in the asymptotic decomposition theorem. One involves a linear transformation and the other an actual solution of a matrix singular differential equation. In the next lemma we present a linear transformation borrowed from Gingold [2] . The proof is lengthy but one may reproduce it by a straightforward calculation.
Lemma 2.1 Let q G CX(J) on J and let, for all t G J,
for some t0 > a. Then, the transformation Proof. The lemma can be verified by a straightforward calculation (see also Gingold [2] ). Given the differential system (2.8) under fairly general conditions we "suspect" that "the leading term" in the coefficient matrix of (2. In order to verify (2.17) we differentiate both sides to obtain (2.31) for a suitable norm to be described in the sequel.
Proof. Lemma 2.1 shows that it suffices to consider the differential system (2.10). By Lemma 2.2 it suffices to prove that (2.17) possesses a solution P which satisfies (2.16). Choose all lower limits akj in the matrices of P0 and FP to be (2.44) «a, = °o, k,j= 1,2.
Choose an appropriate norm which is consistent with the absolute value. Then /oo \r(s)\e
Choose the norm || || also to be s.t.
(2.46)
satisfies (2.46).) Then if P is a solution of (2.17), it is true that /oo |r(S)|m2||P(r)||c*. We proceed to our next theorem. On the other hand, the method of majorants guarantees that (2.17) possesses a solution subject to the inequality (2.64). The conditions (2.56) imply that (I + P) is invertible and the desired result follows.
3. Preparation for oscillation results. Theorems 2.3 and 2.4 guarantee that a fundamental solution of (2.1) is given by (2.42). In order to attain the solutions of the differential equation (1.1) we have to identify first two real linearly independent solutions of (1.1). Since in all theorems a fundamental solution is given in the form (2.42), we proceed to find the elements of Y. To this end we need to find an explicit form for W given by (2.6).
The following identity can be easily verified:
A straightforward computation leads to the following identity: In (3.5) we let (3.7) to obtain
Therefore, it can be verified that, with (3.9)
we have for If (which was given by (2.6)),
If we use the notation (3.11) P(0 = (/>,*), ^= (";*), *=(*,*).
we substitute into (2.42), (3.12) and (3.13) such that We choose two real linearly independent solutions of (1.1), yx, y2, as follows:
A general real solution of (1.1) will be given by
where cx,c2 are real numbers. Using trigonometric identities with For >>'(/), we have exactly the same formulas. However, in the expressions for a(t), b(t) which correspond to.y'(0' wxx, wx2 are replaced, respectively, by w21 and vv22. Therefore, we put We add an estimate lemma which will be needed later. Similarly, because of (2.56), h4(t) satisfies From now on, we will consider all problems encountered on an interval / = [â(p), oo), â(p) subject to (3.33) and (3.35).
4. Application to oscillation theory. At this stage we proceed to find oscillation criteria for solutions of (1.1). This is the simplest problem of the three mentioned in the introduction. We first adopt a notation. Then, ( 
4.3) yx(t) =| wxx | (expA(t)) cos (B(t) + ^x(t))
where \px(t) may be chosen to be Proof. The proof is easy and therefore it is omitted. Next we turn to the problem of estimating N(â(p), t). For this purpose we will need some additional notations and assumptions. h-x(t) = iq2(t), *-= U' ™d T Theorem 4.6 implies a necessary and sufficent condition criteria for oscillation of a large class of differential equations (1.1) with coefficients q4 belonging to S7, or l52. The price paid for this necessary and sufficient condition is not very high. It is an extra requirement of smoothness. It is noteworthy that Wiman's formula does require a smoothness condition.
Next we turn to the location of the zeros of solutions of (1.1).
5. Location of zeros. We will demonstrate our technique using the following assumption. Thus we define an "ideal solution" of (1.1) to be (5-5) yL(t) = wxx cos(B(t, tx) + 8 + 0n(oo)),
with an " ideal derivative" Therefore, for this ideal solution (we do not claim that is an actual solution o/(l.l)), we have the exact location of the zeros of yL(t) at points tL",
for any integer n. We notice that actually The advantage of the asymptotic decomposition Theorems 2.3 and 2.4 is manifested in the fact that for sufficiently large values of / we are able to locate with high accuracy the zeroes of any solution of (1.1). We do not expect to obtain the location of all zeroes of y(t) with high accuracy on every interval (a, oo) to be given by a single formula. Those formulas have a "locaF'nature. They provide accurate behaviour of a solution in the neighborhood of one point, in our case the distinguished neighborhood of t = oo. A close examination of the Wiman formula and of Nehari's estimates for N(a, t) show that accuracy of location of zeroes of y(t) as well as the accuracy of counting of zeroes of y(t) may be lost by such "global" formula where a is not required to be sufficiently large. Thanks to the additional assumptions made here, a general solution of (1.1) can be given by specifying two parameters out of the given three, cx,c2, 8. One of the simplifying choices is c2 = 0.
Then making use of (3.25), (3.26), (3.27), (3.28), (4.15) it suffices to consider the zeroes of (5.14) y(t)=\wxx\cos(B(t,tx,8) + 6xx(t)), (5.15) y'(t) =\w2X\cos(B(t, tx,8) + 62X(t)).
Our ability to locate all zeroes of y(t) given by (5.14) depends on our ability to find all values of t and all integers n such that This takes care of (iii We will show that this is impossible. We use (5.15) to obtain, by (5.57), Assume that t>t". Then we are guaranteed that y(t) has precisely one zero. We define e2 by We continue by an inductive procedure. Let n, be the maximal integer s.t Proof. This is an easy consequence of the previous discussion.
Remark. Our asymptotic decomposition formula (2.42) has the same form whether (1.1) has a singularity at t = t0 or at t = oo or at both ends of the interval (t0, oo). Consider, for example, (1.1) on (0, oo) with (5.100) q4 = -(t-" + tß)(lnx)m, a > 2, ß > -2, m > -1.
t/jirtg o«/-asymptotic decomposition formula one is able to simultaneously handle the oscillation of solutions of (I.I) at t = 0 and the oscillation at t -oo.
