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SUMMARY 
The s i m u l a t o r  is  a computer program which m i m i c s  the q u a l i t a t i v e  behavior  
and d a t a  coupl ings occur ing  among t h e  subsystems of a complex eng inee r ing  
system. It e l imina te s  t h e  engineer ing ana lyses  i n  t h e  subsystems by replac- 
i n g  them with j u d i c i o u s l y  chosen a n a l y t i c a l  func t ions .  With t h e  cost of 
a n a l y s i s  e l imina ted ,  the s imula to r  is used f o r  experimentat ion wi th  a l a r g e  
v a r i e t y  of candida te  a lgor i thms f o r  mul t i l eve l  des ign  opt imiza t ion  method- 
o l o g i e s  t o  choose t h e  best ones f o r  t h e  a c t u a l  app l i ca t ion .  Thus, t h e  
s i m u l a t o r  s e r v e s  as a development t o o l  f o r  m u l t i l e v e l  des ign  op t imiza t ion  
s t r a t e g y .  The s imula to r  Concept, implementation, and s t a t u s  are descr ibed  
and i l l u s t r a t e d  with examples. 
INTRODUCTION 
Complex engineer ing  s y s t e m ,  e.g., an a i rc raf t ,  a car, a s h i p ,  o r  a n  elec- 
t r ic  power s t a t i o n  are u s u a l l y  amenable t o  decomposition i n  which t h e  whole 
is  t r e a t e d  as a n  assembly of smaller pa r t s .  T r a d i t i o n a l l y ,  engineers  have 
used t h i s  technique t o  break t h e i r  large des ign  t a s k  i n t o  smaller sub ta sks  
executed concurren t ly ,  t h u s  developing a broad workf r o n t  and compressing t h e  
des ign  process  schedule .  Recently,  t h a t  approach has  been augmented by 
numerous formal  methods inco rpora t ing  mathematics i n t o  what used t o  be a 
predominately h e u r i s t i c  practice, e.g, ( r e f s .  1 and 2 ) .  The s i m u l a t o r  t o  be 
desc r ibed  i n  t h i s  paper is  a tool f o r  t h e  development of such methods. 
Schematical ly ,  t h e  decomposition may be presented  as a pyramid of h i e r a r c h i -  
c a l l y  r e l a t e d  modules, each corresponding t o  a des ign  subtask .  The sub ta sks  
may c o r r e l a t e  with p h y s i c a l  subsystems o r  with engineer ing  d i s c i p l i n e s  con- 
t r i b u t i n g  t o  t h e  system design. 
c a l l e d  a n  o b j e c t  decomposition, while t h e  la t ter  case is  known as an  aspect 
decomposition ( r e f .  1 ) .  
In t h e  former case, t h e  decomposition is 
The way t h e  con ten t  of each module (box i n  f i g .  1 )  is de f ined  depends on the 
in tended  use of t h e  diagram. For management purposes t h e  modules are groups 
of people.  For t h e  purposes of t h i s  paper each module r ep resen t s  a n  algo-  
r i thm conver t ing  i n p u t  i n t o  output .  The a lgor i thm may inc lude  both a n a l y s i s  
and opt imizat ion.  Cons i s t en t  with t h a t  d e f i n i t i o n ,  the d i r e c t e d  l i n e s  i n  
f i g .  1 p o r t r a y  informat ion  flow (da ta  channels )  from one module t o  another .  
Obviously, execut ion  of a des ign  process organized i n  a manner dep ic t ed  i n  
f i g .  1 r equ i r e s  s p e c i f i c a t i o n  of a l l  the  module a lgor i thms and d e f i n i t i o n  of 
t h e  meaning and volume of t h e  d a t a  moving a long  each channel.  It also re- 
q u i r e s  d e f i n i t i o n  of an o v e r a l l  procedure sequencing t h e  module a lgor i thms 
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i n  t i m e .  Here, the  o v e r a l l  procedure t a k e s  t h e  form of a m u l t i l e v e l  opt imi-  
z a t i o n  whose purpose is t o  s a t i s f y  c o n s t r a i n t s  and improve t h e  performance 
of t h e  whole system. 
In  t h e  p r e s e n t  paper, the module a lgor i thms w i l l  be t r e a t e d  as black boxes 
de f ined  t o  t h e  remainder of the system by t h e i r  input - to-output  t ransforma- 
t i o n ,  and t h e  input-output d a t a  content .  This  assumption l eaves  us f r e e  t o  
concen t r a t e  on the issues  of t h e  d a t a  exchange among t h e  modules, and t h e  
e f f e c t i v e  and e f f i c i e n t  o rgan iza t ion  of an  i t e r a t i v e  a lgor i thm f o r  t h e  
m u l t i l e v e l  op t imiza t ion  of t h e  decomposed system. 
desc r ibed  i n  t h i s  paper  is a tool  f o r  doing t h a t  wi thout  paying t h e  l a b o r  
and computer costs of ana lyses  t h a t  would have t o  be r e p e t i t i v e l y  c a r r i e d  
o u t  i n s i d e  t h e  modules of t h e  decomposed system i f  a real p h y s i c a l  engineer -  
i n g  system w a s  used as a c a s e  s tudy .  From a r e sea rch  and development s t and-  
p o i n t  t h e s e  cos t s  can be p r o h i b i t i v e .  
The s i m u l a t o r  program 
The b a s i c  i d e a  which makes t h e  s imula to r  ope ra t e  inexpens ive ly  is t o  r e p l a c e  
t h e  d e t a i l e d  engineer ing a n a l y s i s  i n  each module by e x p l i c i t ,  s imple  func-  
t i o n s  t h a t  model q u a l i t a t i v e l y  t h e  module behavior.  The paper's purpose is  
t o  d e s c r i b e  t h a t  i d e a  i n  d e t a i l ,  wi th  enough basic informat ion  about  mul t i -  
l e v e l  op t imiza t ion  t o  p u t  t h e  s i m u l a t o r  i n  con tex t  of t h e  methodology devel-  
opment. The d iscuss ion  w i l l  i n c l u d e  informat ion  on t h e  computer implementa- 
t i o n  of t h e  s imula tor ,  i ts  development s t a t u s ,  and a review of t y p i c a l  
r e s u l t s  ob ta ined  t o  da te .  F a m i l i a r i t y  with the concept  o f  des ign  opt imiza-  
t i o n  by sea rch  for  a c o n s t r a i n e d  optimum i n  a des ign  space, and wi th  t h e  
p e r t i n e n t  terminology is  assumed. 
DECOMPOSITION AND MULTILEVEL OPTIMIZATION 
M u l t i l e v e l  op t imiza t ion  r e l i e s  on o b j e c t  o r  a s p e c t  decomposition of a s y s t e m  
t o  break t h e  system op t imiza t ion  t a s k  i n t o  a se t  of subopt imiza t ion  t a s k s  
and a coord ina t ion  t a s k  which r e s t o r e s  t h e  coupl ing  among t h e  sub ta sks .  I t  
can  be b e s t  explained by c o n t r a s t i n g  it with a convent iona l  op t imiza t ion  
wi thout  decomposi ti on. 
I n  a convent ional  op t imiza t ion  w e  d e f i n e  f o r  t h e  e n t i r e  sys tem a v e c t o r  of 
des ign  va r i ab le s  X, and a se t  of i n e q u a l i t y  c o n s t r a i n t s  G ( X ) .  No d i s t i n c -  
t i o n  is made among t h e  elements of X, and G t h a t  may belong t o  d i f f e r e n t  
subsystems. Choosing a s u i t a b l e  system performance measure as t h e  system 
o b j e c t i v e  func t ion  F ( X ) ,  we  s o l v e  a c l a s s i c a l  op t imiza t ion  problem 
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I 
min F(X) s u b j e c t  t o  c o n s t r a i n t s  G ( X )  < 0; L < x c u  X 
X X 
where Lx, Ux a r e  s i d e  c o n s t r a i n t s ,  us ing  a non l inea r  mathematical  program- 
ming (NLP) procedure s t a r t i n g  with a " b e s t  guess" i n i t i a l  X. The numerical 
in format ion  about t h e  va lues  of t h e  func t ions  F, G and t h e i r  g r a d i e n t s  
needed by t h e  NLP procedure comes from t h e  ana lyses  of t h e  system modules 
and from t h e  ana lys i s  of t h e  assembled system. This implies t h a t  t h e  system 
may s t i l l  be decomposed f o r  t h e  purpose of a n a l y s i s  b u t  no t  f o r  t h e  purpose 
of op t imiza t ion .  
I n  a m u l t i l e v e l  op t imiza t ion ,  t h e  sys tem is decomposed f o r  both t h e  a n a l y s i s  
and opt imiza t ion  purposes as shown i n  f i g .  1. The sys tem symbolized by t h e  
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I 
box on the top of t h e  pyramid (level 1 )  i s  a "parent"  t o  t h e  "daughter" sub- 
systems a t  l e v e l  2. The p a r e n t ' s  output becomes the daughter ' s  i npu t ,  PI. 
Each daughter  may be a p a r e n t  t o  daughters a t  t h e  next  lower l e v e l  - a 
recursive r e l a t i o n s h i p  t h a t  may extend t o  un l imi t ed  number of l e v e l s .  
For each subsystem we def ine:  Y - a subse t  of X; g - a s u b s e t  of G; and C - 
a "local" o b j e c t i v e  funct ion.  For the  assembled system w e  de f ine  a l s o  a n  
o b j e c t i v e  func t ion  F(Xs) and a s u b s e t  of c o n s t r a i n t s  gs (Xs), where Xs 
r e p r e s e n t  t h e  system des ign  va r i ab le s .  
Seve ra l  methods e x i s t  f o r  op t imiza t ion  of a decomposed system. 
rithm in t roduced  i n  (refs. 2 and 3)  w i l l  be used h e r e  as an example by which 
t o  i n t r o d u c e  t h e  s imula to r  and t o  descr ibe  i t s  mechanism. 
can be summarized by t h e  fo l lowing  s teps :  
The a lgo-  
That a lgor i thm 
1. I n i t i a l i z e  a l l  des ign  v a r i a b l e s  . 
2. Analyze from t h e  t o p  down. 
3. Optimize each subsystem proceeding from the bottom up (concurren t  
subopt imiza t ion  tasks 1. 
4. Optimize t h e  assembled system ( t h e  coord ina t ion  t a s k ) .  
I n  s tep 2, ou tpu t  from each parent is used as i n p u t  i n  t h e  daughter  ana l -  
yses.  
s e p a r a t e l y ,  beginning a t  t h e  very bottom of t h e  h i e ra rchy ,  is  
I n  s t ep  3, t h e  opt imiza t ion  problem so lved  f o r  each subsystem 
min C ( Y )  s u b j e c t  t o  c o n s t r a i n t s  h = PI(X) - f ( Y )  = 0 
Y 
L < Y < U  
Y Y 
where L and U are t h e  s i d e  cons t r a in t s .  
The "local" o b j e c t i v e  func t ion  C is formulated as a cumulat ive c o n s t r a i n t  
( r e f .  41, w r i t t e n  i n  form of a func t ion  
Y Y 
where p is  a c o n s t r a i n t  s a t i s f a c t i o n  tolerance.  The f u n c t i o n  def ined  by 
eq. 3 ( in t roduced  i n  ( r e f .  5)) has the p rope r ty  of being a d i f f e r e n t i a b l e  
approximation t o  the maximum c o n s t r a i n t  i n  a p a r t i c u l a r  subsystem, so t h a t  
where m is t h e  number of t h e  c o n s t r a i n t  func t ions .  
The e q u a l i t y  c o n s t r a i n t s  h i n  eq. 2 a re  needed whenever some of t h e  elements  
of P I  are func t ions  no t  only of X b u t  also of Y. For example, i f  a subsys-  
t e m  is  a beam member i n  a framework s t r u c t u r e ,  t hen  i ts  c r o s s - s e c t i o n a l  area 
may be imposed on it from above as an element of PI .  However, t h a t  area is 
a l s o  a f u n c t i o n  of t h e  beam c ross - sec t iona l  dimensions Y. I n  such cases, 
t h e  element of P I  p r e s c r i b e s  a certain p rope r ty  of t h e  subsystem and the 
c o n s t r a i n t s  h en fo rce  t h a t  p r e s c r i p t i o n  by equa t ing  t h e  P I  t o  some f u n c t i o n  
3 
of t h e  daughter  variables Y. I n  effect ,  any changes i n  t h e  l o c a l  des ign  
v a r i a b l e s ,  Y, a re  r e s t r i c t e d  so  as t o  main ta in  t h e  c r o s s - s e c t i o n a l  area 
cons t an t .  Owing t o  t h e  c o n s t r a i n t s  h ,  the v a l i d i t y  of a l l  t h e  P I  vec to r s  
ob ta ined  i n  s t e p  2 i s  p r o t e c t e d  when t h e  subsystems are opt imized i n  s t ep  3. 
The func t ions  of X and Y t h a t  appear t o g e t h e r  i n  a n  e q u a l i t y  c o n s t r a i n t  h 
w i l l  be r e f e r r e d  t o  as t h e  coupl ing func t ions .  They r e p r e s e n t  one p a r t i c u -  
l a r  condui t  f o r  a p a r e n t  t o  in f luence  i ts  daughter .  There are o t h e r  con- 
d u i t s  f o r  t h a t  in f luence  t h a t  w i l l  be def ined  later. 
S o l u t i o n  of eq. 2 y i e l d s  a cons t r a ined  minimum of C,  denoted c' and t h e  cor-  
responding s o l u t i o n  vec to r  ?. 
of P I  are now ca lcu la t ed  us ing  t h e  optimum s e n s i t i v i t y  a lgz r i thm in t roduced  
i n  ( r e f .  61, t o  obta in  a n  approximate va lue  of c', denoted C,  as a f u n c t i o n  
of PI .  That func t ion ,  expressed by t h e  l i n e a r  par t  of t h e  Taylor  series, is 
Der iva t ives  of c' with  respect t o  t h e  elements 
APIk ; k = l + z ;  - aE c = c t c -  
k aP1k 
( 5 )  
where z is t h e  ?umber  of the p a r e n t  i n p u t s  t o  t h e  subsystem. 
func t ion  of X, c is u l t i m a t e l y  r e l a t e d  t o  X 
S ince  P I  is  a 
where q i d e n t i f i e s  t h e  elements of X t h a t  i n f luence  t h e  PI .  
Proceeding, s t i l i  w i t h i n  s t e p  3, t o  t h e  next  l e v e l  up, t h e  daughter  c' 
approximated by c i n  eq. 6 i s  appended t o  t h e  p a r e n t  vec to r  g as ano the r  
i n e q u a l i t y  cons t r a in t .  That means t h e  informat ion  about  t h e  subsystem 
c o n s t r a i n t  s a t i s f a c t i o n ,  o r  v i o l a t i o n ,  measured by the c' q u a n t i t i e s  accu- 
mulates r ecu r s ive ly ,  and i n  s t ep  4 t h e  system op t imiza t ion  problem becomes: 
min F(X ) s u b j e c t  t o  c o n s t r a i n t s  g (X ) < 0 
S s s  X 
(7) 
- ci < 0; i = l + r  
where r is t h e  number of subsystems i n  l e v e l  2. 
The procedure is i t e r a t e d  i n  o rde r  t o  update  t h e  a n a l y s i s  and s e n s i t i v i t y  
informat ion  according t o  t h e  changed va lues  of t h e  des ign  v a r i a b l e s ,  u n t i l  
a l l  t h e  c o n s t r a i n t s  are s a t i s f i e d  a t  a l l  l e v e l s  and t h e  system o b j e c t i v e  
f u n c t i o n  converges . 
I n  t h e  above d iscuss ion  it was assumed t h a t  the  d a t a  flow i n  t h e  system 
a n a l y s i s  (s tep 2 )  is s t r i c t l y  t o p  down, and t h a t  each daughter  has  only one 
parent .  This i s  a s i m p l i f i c a t i o n .  I n  decomposition of t h e  real  engineer ing  
systems,  the data  f l o w  p a t t e r n  may be more complicated as i l l u s t r a t e d  i n  
f i g .  2. I n  add i t ion  t o  t h e  top-down, s i n g l e  p a r e n t  f low, w e  may have: 
1. more than  one p a r e n t  p e r  daughter  ( m u l t i p l e  p a r e n t s ) ;  2. ou tput  from a 
daughter  needed as i n p u t  i n t o  t h e  p a r e n t  a n a l y s i s  ( r e v e r s e  i n t e r a c t i o n )  ; 




a n a l y s i s  a t  t h e  same l e v e l  ( l a t e ra l  i n t e r a c t i o n ) ;  4. i npu t /ou tpu t  channels  
extending-beyond t h e  next  lower, o r  higher ,  l e v e l  ( m u l t i l e v e l  span ) ,  which 
impacts t h e  s imula to r  implementation and i t s  d a t a  management. An ex tens ive  
s t u d y  of a t r a n s p o r t  a i r c r a f t  as a n  engineer ing system ( r e f .  7 )  provided 
numerous examples of such complexi t ies .  
The above complicat ions i n  the d a t a  f l o w  p a t t e r n  have t o  be p rope r ly  re- 
f l e c t e d  i n  t h e  opt imiza t ion  algori thm. S p e c i f i c  a lgor i thm augmentations 
designed t o  handle  t h e  s i t u a t i o n s  1 through 4 were proposed i n  ( r e f .  3 ) .  
However, no r igorous ,  mathematical  means could be i d e n t i f i e d  t o  a s c e r t a i n  
t h e  convergence p r o p e r t i e s  of t h e  algori thm whether i n  t h e  simplest form 
in t roduced  i n  t h e  foregoing d iscuss ion ,  or wi th  c h a r a c t e r i s t i c s  1 through 4 
above. This ampl i f i e s  t h e  importance of numerical  t e s t i n g  of m u l t i l e v e l  
des ign  op t imiza t ion  algori thms f o r  convergence and other performance 
c h a r a c t e r i s t i c s  . 
THE SIMULATOR CONCEPT 
The a lgor i thm i n  i ts  simplest form has been t e s t e d  wi th  good r e s u l t s  i n  ap- 
p l i c a t i o n s  t o  s t r u c t u r a l  op t imiza t ion  ( r e f s .  4, 8, and 91, and t o  mul t id i s -  
c i p l i n a r y  problems i n  ae ronau t i c s  (refs. 10 and 11 1 . while v a l i d a t i o n  by 
engineer ing  system test cases is  a necessary p a r t  of t h e  methodology 
development, t h e  re ferenced  experience showed tha t  i n  such t e s t i n g  t h e  cost 
of subsystem a n a l y s i s  is so l a r g e  t h a t  it s e v e r e l y  restricts t h e  scope of 
exper imenta t ion  t h a t  can be accomplished wi th in  given resources .  
The s i m u l a t o r  descr ibed  i n  the remainder of t h i s  report is  in tended  t o  be a 
means by which an  exhaus t ive  experimental t e s t i n g  of t h e  m u l t i l e v e l  optimi- 
z a t i o n  a lgor i thms can be conducted without paying t h e  costs of d e t a i l e d  
engineer ing  analyses .  The key t o  a n  inexpensive s imula to r  is  a replacement 
of the p h y s i c a l  ana lyses  i n  t h e  subsystems by e x p l i c i t  a n a l y t i c a l  func t ions  
whose e v a l u a t i o n  c o s t  is neg l ig ib l e .  Such func t ions  can be cons t ruc t ed  tak-  
i n g  advantage of t h e  i n s i g h t  i n t o  t h e  behavior  of t y p i c a l  phys i ca l  subsys-  
tems. That behavior  may be a n a l y t i c a l l y  complex, b u t  q u i t e  f r equen t ly  it is  
a l s o  d e s c r i p t i v e l y  s imple and q u a l i t a t i v e l y  w e l l  known i n  advance. For 
example, it may t a k e  a l a r g e  f i n i t e  element model a n a l y s i s  t o  determine t h e  
a x i a l  stress i n  a s t r u c t u r a l  member, but it i s  w e l l  known t h a t  t h a t  stress 
w i l l  be d iminish ing  wi th  t h e  i n c r e a s e  of t h e  member c ross - sec t iona l  area, s o  
t h a t  a simple, e x p l i c i t  func t ion ,  s t r e s s  = cons tan t /a rea  cap tu res  t h a t  
behavior .  
It may be  argued t h a t  t h e  family of monotonic polynomials is adequate  t o  
r e p r e s e n t  a l a r g e  subse t  of t h e  ob jec t ive  func t ions  and c o n s t r a i n t s  encoun- 
t e r e d  i n  engineer ing  a p p l i c a t i o n s .  With t h e  i n c r e a s e  of t h e  des ign  v a r i -  
ables, these polynomials e i t h e r  i nc rease ,  o r  decrease,  wi th  o r  wi thout  
d iminish ing  r e tu rns .  Table 1 d e f i n e s  t h e  func t ions ,  t h e i r  na tu re ,  des ign  
v a r i a b l e s ,  and parameters which are c u r r e n t l y  de f ined  i n  t h e  s imula to r .  
Funct ion 1 i s  used only f o r  t h e  system o b j e c t i v e  func t ions  t h e r e f o r e  i t s  
v a r i a b l e s  are  Xg. Functions 2 through 4 are used f o r  t h e  subsystem con- 
s t r a i n t s  so  t h e i r  v a r i a b l e s  are Y. 
The c o e f f i c i e n t s  of t h e  polynomials a re  e i t h e r  randomly genera ted  c o n s t a n t s  
or they  may be used as another  condui t ,  i n  a d d i t i o n  t o  t h e  p rev ious ly  de- 
f i n e d  coupl ing  func t ions ,  t o  t r a n s m i t  i n f luence  of one subsystem on another .  
Two mechanisms f o r  gene ra t ing  t h a t  i n f luence  are shown i n  f i g s .  3 and. 4. 
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The simpler mechanism dep ic t ed  i n  f i g .  3 s u b s t i t u t e s  a p a r e n t  des ign  v a r i -  
able for  a parameter i n  t h e  daughter  a n a l y s i s .  The o t h e r  way shown i n  
f i g .  4 int roduces another  type  of a coupl ing func t ion ,  denoted Q, computed 
i n  t h e  pa ren t  ana lys i s  and s u b s t i t u t e d  f o r  a parameter  i n  t h e  daughter  a n a l -  
y s i s .  A s t r u c t u r a l  s y s t e m  example of the  Q-type of a coupl ing  f u n c t i o n  is 
t h e  boundary i n t e r a c t i o n  f o r c e  a c t i n g  on a s u b s t r u c t u r e .  That f o r c e  is 
computed i n  t h e  ana lys i s  of t he  assembled s t r u c t u r e  and is cons idered  as a 
cons t an t  load  i n  t h e  s u b s t r u c t u r a l  a n a l y s i s .  
Both above coupling mechanisms may be used s imultaneously.  The coupl ing  
s t r e n g t h  depends on the  r e l a t i v e  magnitude of t h e  parameters t r a n s m i t t e d  and 
on t h e  power t o  which they are r a i s e d  i n  t h e  daughter  ana lys i s .  
The p a t t e r n  i n  which t h e  parameters are t r a n s m i t t e d  from one subsystem t o  
another  c o n s t i t u t e s  the  means by which a v a r i e t y  of h i e r a r c h i c a l  r e l a t i o n -  
s h i p s  may be s imulated,  ranging from t h e  s imple  top-down h ie ra rchy  shown i n  
f i g .  1 t o  a complex one descr ibed  i n  f i g .  2 and a s s o c i a t e d  d iscuss ion .  
The s imula to r  implementation has been progress ing  from t h e  s i m p l e s t  system 
toward i n c r e a s i n g  complexity and has reached t h e  s t a t u s  summarized i n  
t a b l e  2. For genera t ing  benchmark r e s u l t s  the  s imula to r  provides  an op t ion  
of s i n g l e  l e v e l  op t imiza t ion  i n  which t h e  s y s t e m  a n a l y s i s  is decomposed b u t  
t h e  opt imiza t ion  is  def ined by eq. 1 .  For t h e  m u l t i l e v e l  op t imiza t ion  pur- 
poses , t h e  cu r ren t  implementation inc ludes  a l l  of t h e  func t ion  types  def ined  
i n  table  1 , both types of t h e  parent-daughter  i n f luences  shown i n  f i g s .  3 
and 4, and more than one p a r e n t  pe r  daughter  case. The l a t t e r  r equ i r ed  an  
augmentation t o  the  prev ious ly  descr ibed  m u l t i l e v e l  op t imiza t ion  procedure,  
by in t roduc ing  a cumulative c o n s t r a i n t  r ep resen t ing  t h e  minimized cumulative 
c o n s t r a i n t s  of a l l  t h e  p subsystems a t  a given l e v e l  
1 
c1 = - In(C exp(pEi) ) ;  i = 1 + p 
' i  
( 8 )  
This  c o n s t r a i n t ,  approximated using t h e  optimum s e n s i t i v i t y  d e r i v a t i v e s  as 
i n  eq. 6, i s  appended t o  the  vec tor  of c o n s t r a i n t s  i n  each of the subsystems 
a t  t h e  next higher  l eve l .  This al lows t h e  mul t ip l e  pa ren t s  t o  e x e r t  c ros s -  
i n f luence  on t h e  shared daughters ,  i n  p ropor t ion  t o  t h e  magnitude of t h e  
c o r  res pondi ng optimum s ens it i v i  t y der  i va ti ves . 
A l l  t he  opt imizat ions i n  the  s u b s y s t e m  and a t  t h e  s y s t e m  l e v e l  are c a r r i e d  
o u t  us ing  t h e  technique of u sab le - f eas ib l e  d i r e c t i o n s  implemented as de- 
scribed i n  ref. 12. The s i m u l a t o r  has been coded as a modular For t r an  pro- ' 
gram. The decomposed system is  descr ibed  by a d a t a  s t r u c t u r e  made up of t h e  
polynomial c o e f f i c i e n t s  ( t a b l e  1 1. I n  t h i s  s tudy ,  some of t h e  c o e f f i c i e n t s  
i n  t h a t  s t r u c t u r e  a r e  a r b i t r a r y  cons t an t s ,  e.g., a l l  ri = 1 ,  o the r s  are ran- 
domly genera ted ,  e.g., t h e  c o e f f i c i e n t s  a, b, c, and d, and, f i n a l l y ,  some 
c o e f f i c i e n t s  a r e  reserved t o  implement t h e  coupl ing shown i n  f i g .  3, e.g., 
the c o e f f i c i e n t s  e* and h*. With the  except ion  of those  marked w i t h  t h e  
as te r i sk ,  t h e  c o e f f i c i e n t s  remain cons t an t  i n  t h e  opt imiza t ion  execut ion  and 
may be saved and used repea ted ly .  Details of t h e  computer implementation 
are given i n  ref. 13. The s imula to r  has a l s o  been implemented i n  a d i s -  
t r i b u t e d  manner on a network of computers t o  i n v e s t i g a t e  b e n e f i t s  from 
concurren t  execution of t h e  subsystem ana lyses  and opt imiza t ions .  
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SAMPLE OF RESULTS 
Table 3 def ines  a simple system i n  which there is  one pa ren t  per daughter  
and t h e  mechanism shown i n  f i g .  3 is  used t o  s u b s t i t u t e  the parameters i n  
t h e  subsystems. This  test  case  w a s  used t o  compare the convergence of 
s i n g l e  and m u l t i l e v e l  op t imiza t ion  methods. Figs .  5 and 6 compare t h e  
s i n g l e  l e v e l  op t imiza t ion  h i s t o r y  (histogram) with t h e  m u l t i l e v e l  optimiza- 
t i o n  his togram f o r  t h e  same system. The system l e v e l  o b j e c t i v e  is p l o t t e d  
versus  t h e  t o t a l  number of c o n s t r a i n t  eva lua t ions  t h a t  are r equ i r ed  as the 
i t e r a t i o n  advances. The number of eva lua t ions  is taken  as a measure of t h e  
computat ional  c o s t ,  assuming tha t  a l l  t h e  c o n s t r a i n t  func t ions  are equa l ly  
expensive t o  compute - an assumption approximately v a l i d  f o r  t h e  s imula to r ,  
b u t  no t  necessa r i ly  v a l i d  f o r  engineer ing systems i n  general .  
Fig. 5 d e p i c t s  h i s t o g r a m  f o r  a p a r t i c u l a r  i n i t i a l i z a t i o n  d e l i b e r a t e l y  cho- 
s e n  t o  be q u i t e  c l o s e  t o  t h e  optimum. I n  t h i s  case, t h e  m u l t i l e v e l  optimi- 
z a t i o n  converges smoothly. On t h e  other  hand, t h e  s i n g l e  l e v e l  op t imiza t ion  
converges quick ly  a t  f i rs t  and then  slows down near ing  t h e  optimum. A f t e r  
800 c o n s t r a i n t  func t ion  eva lua t ions ,  each method has i d e n t i f i e d  a f e a s i b l e  
s o l u t i o n .  The s o l u t i o n  reached by t h e  m u l t i l e v e l  op t imiza t ion  has a 
s l i g h t l y  lower ob jec t ive .  
Fig. 6 is a his togram of an opt imizat ion whose i n i t i a l i z a t i o n  is f a r  from 
t h e  optimum. Again, t h e  m u l t i l e v e l  op t imiza t ion  Converges smoothly b u t  t h i s  
t i m e  it requ i r e s  about  1400 func t ion  eva lua t ions  t o  i d e n t i f y  a f e a s i b l e  
s o l u t i o n  and 200 a d d i t i o n a l  eva lua t ions  t o  reach a f i n a l  s o l u t i o n .  In  con- 
t r a s t ,  t h e  s i n g l e  l e v e l  op t imiza t ion  f i n d s  a f e a s i b l e  s o l u t i o n  a f t e r  only 
800 func t ion  eva lua t ions  b u t  then requires  a d d i t i o n a l  600 func t ion  evalua-  
t i o n s  (1400 t o t a l )  t o  reduce t h e  objec t ive  t o  i ts  f i n a l  value.  
To i n v e s t i g a t e  the e f f e c t s  of t h e  system coupl ing  on t h e  convergence, t h e  
complexity of t h e  system def ined  i n  t a b l e  3 w a s  i nc reased  by us ing  t h e  sub- 
s t i t u t i o n  p a t t e r n  given i n  table  4. The e f f e c t  of t h e  r e v i s i o n  is t h a t  each 
daughter  has mul t ip l e  parents .  Fig. 7 and f i g .  8 show the mul t ip l e  pa ren t  
e f f e c t  on t h e  s i n g l e  l e v e l  opt imizat ion t o  be much s t r o n g e r  than  t h e  e f f e c t  
on t h e  m u l t i l e v e l  op t imiza t ion .  I n  both f i g u r e s  t h e  m u l t i l e v e l  optimiza- 
t i o n s  are monotonic a l though somewhat slowed down i n  t h e i r  convergence, 
while  f o r  t h e  s i n g l e - l e v e l  opt imizat ion f i g .  7 shows a jagged graph w i t h  an  
exceedingly slow t e rmina l  convergence phase and f i g .  8 shows a f a i lu re  t o  
converge. 
I t  should be poin ted  out ,  however, t h a t  a t  least  p a r t  of t h e  advantage of 
t h e  m u l t i l e v e l  op t imiza t ion  shown i n  t h e  above comparisons may be a t t r i b u t e d  
t o  t h e  use i n  t h a t  method of t h e  usable- feas ib le  d i r e c t i o n s  a lgor i thm en- 
hanced ( a t  the  s y s t e m  l e v e l  on ly )  with t h e  w e l l  known c o n s t r a i n t  r e l a x a t i o n  
( r e f .  141, while  no such enhancement w a s  implemented i n  t h e  s i n g l e  l e v e l  
o p t  i m i  z a t  i on. 
CONCLUDING REMARKS 
A s imula to r  f o r  m u l t i l e v e l  opt imizat ion of complex h i e r a r c h i c a l  systems has  
been developed. Its purpose of r a d i c a l l y  reducing t h e  a n a l y s i s  cost i n  
experimentat ion with var ious  mul t i l eve l  design opt imiza t ion  a lgor i thms w a s  
achieved by us ing  e x p l i c i t  func t ions  i n s t e a d  of computat ional ly  expensive 
ana lyses  that would have t o  be executed i n  each subsystem, and choosing 
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t h e s e  func t ions  so as t o  preserve  t h e  subsystem response q u a l i t a t i v e l y .  
With t h e  cost of a n a l y s i s  p r a c t i c a l l y  e l imina ted ,  t h e  s i m u l a t o r  can be used 
t o  i n v e s t i g a t e  a wide range of m u l t i l e v e l  op t imiza t ion  a lgor i thms and system 
conf igu ra t ions  
The s imula to r  demonstrated i t s  usefu lness  as means f o r  eva lua t ing  e f f i c i e n c y  
and e f f ec t iveness  of t h e  m u l t i l e v e l  op t imiza t ion  a lgor i thms,  and r e v e a l i n g  
t h e  effects  of the subsystem coupl ings on t h e i r  convergence c h a r a c t e r i s t i c s .  
The exper ience  t o  d a t e  showed f o r  t h e  cases t e s t e d :  1. Agreement of t h e  
m u l t i l e v e l  opt imizat ion r e s u l t s  w i t h  t h e  benchmark r e s u l t s  produced wi thout  
decomposition; 2. Acceptable ra te  of convergence f o r  t h e  m u l t i l e v e l  opt imi-  
z a t i o n  algorithms t e s t e d ,  i nc lud ing  in s t ances  where t h e  m u l t i l e v e l  optimiza- 
t i o n  converged f a s t e r  than  the  r e fe rence  s i n g l e  l e v e l  op t imiza t ion ;  3. The 
m u l t i l e v e l  opt imizat ion ra te  of convergence s l i g h t l y  reduced when t h e  
s t r e n g t h  and complexity of coupl ings w a s  i nc reased ;  moreover, t h e r e  w a s  no 
apprec i ab le  de t r imenta l  e f f e c t  on t h e  minimum of t h e  system o b j e c t i v e  and 
a b i l i t y  t o  s a t i s f y  t h e  c o n s t r a i n t s .  
I n  summary, the s imula tor  confirmed the  v i a b i l i t y  of those  m u l t i l e v e l  o p t i -  
mizat ion algorithms tha t  were t e s t e d ,  and has been shown t o  be a u s e f u l  t o o l  
i n  the development of these  algori thms f o r  t h e  use  i n  des ign  of complex 
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Table 1.- The Simula tor  Funct ions 
Nature Express i o n  
2 
Inc reas ing  
q u a d r a t i c a l l y  
Decreasing with 
d iminish ing  
~ I 
-1 
f 2  = -a - 1 biYi  + 1 c iYi  + %(e;h;)-l 
i i 1 
Inc reas ing  
I r e t u r n s  
f 3  = -a + 1 biyi + 1 d,(e;h;) 
i k 
Inc reas ing  w i t h  
d i  m i  n i  s h i  ng 
r e t u r n s  
f 4  = -a + 1 biyi 1 /2 + 1 d,(e;h;)1’2 
i k 
t - p o s i t i v e  real numbers. 
* - equated t o  p a r e n t  x. 
Table  2.- Simulator  S t a t u s  
~ ~ 
Charac te r i s  t i c  
Funct ion types 
!Cype of the 
p a r e n t  -daughter 
i n f l u e n c e  
Complexity of t h e  
a n a l y s i s  data  f l o w  
0. S i n g l e  parent ,  
1. Mul t ip l e  p a r e n t s  
2. Reverse i n t e r a c t i o n  
3. Lateral i n t e r a c t i o n  
4. Mul t i l eve l  span 
top-down 
Mult i l e v e  1 opt  i m i  z a t i on 
a lgo r i thm 









Implementation s t a t u s  
f l ,  f 2 ,  f 3 ,  f 4  de f ined  i n  table 1 
~ ~~ 
1. Coupling func t ions  i n  t h e  e q u a l i t y  
2. Mechanism i l l u s t r a t e d  i n  f i g .  3 - yes 
3. Mechanism i l l u s t r a t e d  i n  f i g .  4, wi th  
t h e  parameters e* and h* as t h e  on ly  
ones s u b j e c t e d  t o  s u b s t i t u t i o n  - yes 






0. Reference a lgo r i thm de f ined  by eq. 1 
1. Algorithm de f ined  by eqs. 2-7 
2. As above modif ied accord ing  t o  eq. 8 
Usable- feas ib le  d i r e c t i o n s  technique  a t  
a l l  l e v e l s  
C 
1 0  
Table 3.- Four-Level System 
No. of 







3 2 2 
yl, '2, y3 
'g' ' p  '8 '12. '13' '14 '15 
5' X3 x1' X2' x 3  xl' 5 x3 
1 2 3 2 
'4 yg 'g. '1w 5 1  '16' '17' '18 '19' '20 
'1' Yzl Y3 '6 Yp Yg '12' '13 '14 '15 




2. Cumulative constraint C is used as the objective function in each 
Each box represents a subsystem - a daughter to a parent immediately 
above 
subsystem optimization. 
Table 4.- Four-Level System With Multiple Parent Couplings 
2 
'21. '22 
'16' '17; Y1g 
Objective 2 
1 '  
NO. of constraints 
Variables 
Parameters 
xl, x2' x3 I 
2 
'21' '22 
'16. '17' '18 
I Parameters None 
3 2 2 
No. of 
constraints 
I X1' X*' x3 I X1' X2' 3.z x3 '14' y 6  
2 3 No. of constraints 






The variables and parameters underlined vith --= are coupled in a 
multiple parent pattern. 
Cumulative constraint C is used as the objective function in each 
subsystem optimization. 
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I Parent I Level 1 
Level 2 
Level 3 
Fig. 1 Decomposed system: simple top-down case of the analysis data flow. 
I Parent I 








{ Variables 1 { Parameters } 
I {Variables } { Parameters I I 
Fig. 3 Direct substitution of a variable from the parent for a parameter 
in the daughter. 
L + 
Parent 
{Variables 1 {Parameters I 
Q = f (variables, parameters) 
Daughter 
(Variables 1 { Parameters I 
1 Q = f (variables, parameters) 







M u I ti 1 eve I 







Fig. 6 Comparison of multilevel and single level hist 
initialization, X = { 3 .  ) .  
14 
0 
Number of function evaluations 
Fig. 5 Comparison of multilevel and single level histograms. 
case with all design variables initialized to unity, X 
27 
Benchmark 
= { 1. ) .  
Mu1 ti I eve1 
--A- Single level 
272 544 816 1088 1360 1632 
Number of function evaluations 






Mu It i I eve1 
---- Single level 
I 
I I I I I I I I I 1 
400 800 1200 1600 2000 
Number of funct ion evaluations 
Fig. 7 Comparison of multilevel and single level histograms. Multiple 
parent case, X = { 1. ). 
Mu1 t i l  eve1 
Single level - -- - 
0 bjective 
271 542 513 1054 1355 1626 
Number of fuction evaluations 
Fig. 8 Coinparison of inultilevel. i d  single level histograms. Multiple 
parent case, X = ( 3 .  ). 
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data couplings occurring among the subsystems of a complex engineering system. 
It eliminates the engineering analyses in the subsystems by replacing them 
with judiciously chosen analytical functions. With the cost of analysis 
eliminated, the simulator is used for experimentation with a large variety of 
candidate algorithms for multilevel design optimization to choose the best ones 
for the actual application. Thus, the simulator serves as a development tool 
for mu1 tilevel design optimization strategy. The simulator concept, irnplementa, 
tion, and status are described and illustrated with examples. 
The simulator mimics the qualitative behavior and 
systems engineering 
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