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Abstract
This paper is concerned with the decentralized stabilization problem for a class of uncertain large-scale systems with Markovian
jump parameters. The controllers use local subsystem states and neighboring mode information to generate local control inputs.
A sufficient condition involving rank constrained linear matrix inequalities is proposed for the design of such controllers. A
numerical example is given to illustrate the developed theory.
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1 Introduction
Many physical systems, such as power systems and
economic systems, often suffer from random changes
in their parameters. These parameter changes may
result from abrupt environmental disturbances, compo-
nent failures or repairs, etc. In many cases, a Markov
chain provides a suitable model to describe the sys-
tem parameter changes. A Markovian jump system is
a hybrid system with different operation modes. Each
operation mode corresponds to a deterministic system
and the jumping transition from one mode to another
is governed by a Markov chain. Recently, Markovian
jump systems have received a lot of attention and many
control issues have been studied, such as stability and
stabilization [1, 4], time delay [3, 11], filtering [10, 13],
H2 control [2], H∞ control [5,16], model reduction [17].
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For more information on Markovian jump systems, we
refer the reader to [7].
In this paper, we consider the decentralized stabilization
problem for a class of uncertain Markovian jump large-
scale systems. The aim is to design a set of appropri-
ate local feedback control laws, such that the resulting
closed-loop large-scale system is stable even in the pres-
ence of uncertainties. Recently, the decentralized stabi-
lization problem for Markovian jump large-scale systems
has been investigated in the literature; see e.g., [6,12] and
the references therein. It is important to point out that
the stabilizing techniques developed in [6,12] and many
other papers are built upon an implicit assumption that
the mode information of the large-scale system must be
known to all of the local controllers. In other words, the
mode information of all the subsystems must be mea-
sured and then broadcast to every local controller. Such
an assumption, however, may be unrealistic either be-
cause the broadcast of mode information among the sub-
systems is impossible in practice or because the imple-
mentation is expensive.
To eliminate the need for broadcasting mode informa-
tion, a local mode dependent control approach has been
developed in [14, 15]. This control approach is fully de-
centralized. The local controllers use only local subsys-
tem states or outputs and local subsystem mode infor-
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mation to generate local control inputs. To emphasize
this feature, this type of controller is referred to as a lo-
cal mode dependent controller in [14,15]. As pointed out
in [14, 15], the local mode dependent control approach
offers many advantages in practice. First, it eliminates
the need for broadcasting mode information among the
subsystems and hence is more suitable for practical ap-
plications. Second, it significantly reduces the number of
control gains and hence results in cost reduction, easier
installation and maintenance.
In this paper, we focus on the state feedback case of
Markovian jump large-scale systems and aim to build a
bridge between the results in [12] and [14]. We assume
that each local controller is able to access and utilize
mode information of its neighboring subsystems includ-
ing the subsystem it controls. This assumption is mo-
tivated by the fact that some subsystems may be close
to each other in practice and hence exchange of mode
information may be possible among these subsystems.
Under this assumption, we develop an approach, which
we call a neighboring mode dependent control approach,
to stabilize Markovian jump large-scale systems. Com-
pared to the local mode dependent control approach,
our approach can stabilize a wider range of large-scale
systems in practice. It is demonstrated in the numeri-
cal section that the system performance will improve as
more detailed mode information is available to the local
controllers. Hence the system performance achieved by
our approach is better than that achieved by the local
mode dependent control approach. Furthermore, both
the global and the local mode dependent control ap-
proaches proposed in [12] and [14] can be regarded as
special cases of the neighboring mode dependent control
approach.
Notation: R+ denotes the set of positive real numbers;
S+ denotes the set of positive definite matrices; Rm de-
notes the set of real m×1 vectors; Rm×n denotes the set
of real m×n matrices. diag[F1, . . . , FN ] denotes a block
diagonal matrix with F1, . . . , FN on the main diagonal.
I is the identity matrix. For real symmetric matrices X
and Y , X ≥ Y (respectively, X > Y ) means that X−Y
is positive semi-definite (respectively, positive definite).
‖·‖ denotes either the Euclidean norm for vectors or the
induced 2-norm for matrices. The superscript “T” de-
notes transpose of a vector or a matrix. E(·) denotes
the expectation operator with respect to the underlying
complete probability space (Ω,F ,Pr).
2 Problem Formulation
Consider a Markovian jump large-scale system S com-
prising N subsystems Si, i ∈ N , {1, 2, . . . , N}. The
ith subsystem Si is of the following form [14]:
Si :

x˙i(t) = Ai(ηi(t))xi(t) +Bi(ηi(t))ui(t)
+ Ei(ηi(t))ξi(t) + Li(ηi(t))ri(t),
ζi(t) = Hi(ηi(t))xi(t),
(1)
where xi(t) ∈ Rni is the state, ui(t) ∈ Rmi is the input,
ξi(t) ∈ Rgi is the local uncertainty input, ri(t) ∈ Rsi
is the interconnection input, which describes the effect
of the other subsystems Sj , j 6= i, on Si. ζi(t) ∈ Rhi
is the uncertainty output. The initial state xi(0) is de-
noted by xi0. The random process ηi(t) denotes the mode
switching of the subsystem Si; it takes values in a finite
set Mi , {1, 2, . . . ,Mi}. The structure of Si is shown
in Fig. 1.
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Fig. 1. The subsystem Si.
Because the mode process ηi(t) describes the mode
switching of the ith subsystem Si, the vector process
[η1(t), . . . , ηN (t)]
T naturally describes the mode switch-
ing of the entire large-scale system S. We assume that
[η1(t), . . . , ηN (t)]
T takes values in a set (denoted by
MV ) consisting of M distinct vectors. If any ηi(t),
i ∈ N , changes its value, the vector [η1(t), . . . , ηN (t)]T
will take a different value. Hence Mi ≤ M . In addi-
tion, we have M ≤ ∏Ni=1Mi (not necessarily “ = ”,
because the mode processes ηi(t), i ∈ N , may depend
on each other [14]). Let MS , {1, 2, . . . ,M}, then
a bijective mapping ψ : MV → MS exists, because
MV and MS have the same number of elements. Let
η(t) , ψ([η1(t), . . . , ηN (t)]T ). Thus the random vector
process [η1(t), . . . , ηN (t)]
T is transformed into the ran-
dom scalar process η(t), which carries the same mode
information of the large-scale system S. For this reason,
η(t) is referred to as the global mode process in the
sequel. The inverse function ψ−1 :MS →MV is given
by ψ−1(µ) = [µ1, . . . , µN ]T , µ ∈ MS , µi ∈ Mi, i ∈ N .
Then the ith element µi can be determined uniquely
from the global mode µ. Therefore µi is also a function
of µ and we write: µi = ψ
−1
i (µ), i ∈ N .
We assume here that η(t) is a stationary Markov pro-
cess. The infinitesimal generator matrix of η(t) is Q =
[qµν ] ∈ RM×M , where qµν ≥ 0 if ν 6= µ, and qµµ =
−∑Mν=1,ν 6=µ qµν . The initial distribution of the process
η(t) is pi = [pi1, . . . , piM ]
T with piµ ≥ 0, ∀µ ∈MS .
2
Assumption 1 ( [12]). Given any locally square inte-
grable signals ui(t), ξi(t), ri(t), for any initial conditions
xi(0) = xi0, ηi(0) = ηi0, the solution xi(t) to each sub-
system (1) exists and is locally square integrable.
Remark 2. Recall that a signal s(t) is said to be
locally square integrable if it satisfies the condition
E
(∫ T
0
‖s(t)‖2 dt
)
<∞ for any finite time T . The term
“locally” here means that square integrability is only
required on bounded time intervals.
The local uncertainty inputs and the interconnection in-
puts of the large-scale system (1) are assumed to satisfy
the following integral quadratic constraints (IQCs).
Definition 3 ( [6]). Given a set of positive definite
matrices S¯i, i ∈ N . A locally square integrable sig-
nal [ξT1 (t), . . . , ξ
T
N (t)]
T represents an admissible local un-
certainty input for the large-scale system (1) if, given
any locally square integrable signals [uT1 (t), . . . , u
T
N (t)]
T ,
[rT1 (t), . . . , r
T
N (t)]
T , there exists a time sequence {tl}∞l=1,
tl →∞, such that for all l and for all i ∈ N ,
E
(∫ tl
0
[
‖ζi(t)‖2 − ‖ξi(t)‖2
]
dt
)
≥ −xTi0S¯ixi0. (2)
The set of all such admissible local uncertainty inputs is
denoted by Ξ.
Definition 4 ( [6]). Given a set of positive definite
matrices S˜i, i ∈ N . A locally square integrable sig-
nal [rT1 (t), . . . , r
T
N (t)]
T represents an admissible inter-
connection input for the large-scale system (1) if, given
any locally square integrable signals [uT1 (t), . . . , u
T
N (t)]
T ,
[ξT1 (t), . . . , ξ
T
N (t)]
T , there exists a time sequence {tl}∞l=1,
tl →∞, such that for all l and for all i ∈ N ,
E
∫ tl
0
 N∑
j=1,j 6=i
‖ζj(t)‖2 − ‖ri(t)‖2
 dt
 ≥ −xTi0S˜ixi0.
(3)
The set of all such admissible interconnections is denoted
by Π. We assume that the same time sequences {tl}∞l=1
are chosen in Definition 3 and Definition 4 whenever
they correspond to the same signals [ξT1 (t), . . . , ξ
T
N (t)]
T ,
[rT1 (t), . . . , r
T
N (t)]
T , [uT1 (t), . . . , u
T
N (t)]
T .
Remark 5. The IQCs are used to describe relations be-
tween the input and output signals in the uncertainty
blocks in Fig. 1. The constant terms on the right-hand
sides of the inequalities (2) and (3) allow for nonzero ini-
tial conditions in the uncertainty dynamics. These defi-
nitions can capture a broad class of uncertainties such as
nonlinear, time-varying, dynamic uncertainties; see [9,
Chapter 2.3] for details.
Let C = [cij ] ∈ RN×N be a given binary matrix, where
cij = 1 if the mode of the subsystem Sj is available to
the ith local controller and cij = 0, otherwise. Then
the total mode information accessed by the ith local
controller can be written as [ci1η1(t), . . . , ciNηN (t)]
T .
A zero entry in this vector means that the mode
information of the corresponding subsystem is not
available. We assume that the random vector process
[ci1η1(t), . . . , ciNηN (t)]
T takes values in a set (denoted
by MV i) consisting of Mci distinct vectors. Obviously,
Mci ≤ M , i ∈ N . Let MSi , {1, . . . ,Mci}. Also, there
exists a bijective mapping ϕi : MV i → MSi with
ϕi([ci1µ1, . . . , ciNµN ]
T ) = σi, µi ∈ Mi, σi ∈ MSi,
i ∈ N . Let ℵi(t) , ϕi([ci1η1(t), . . . , ciNηN (t)]T ), i ∈ N .
It can be seen that ℵi(t) contains essentially the same
mode information as [ci1η1(t), . . . , ciNηN (t)]
T . Hence
ℵi(t) is referred to as a neighboring mode process in the
sequel.
Remark 6. Both the global and the local mode depen-
dent control problems studied in [12,14] can be regarded
as special cases of the neighboring mode dependent con-
trol problem with C = 1N×N (a matrix with all the ele-
ments being ones) and I, respectively.
For the large-scale system (1) with the uncertainty con-
straints (2), (3), our objective is to design a neighboring
mode dependent decentralized control law
ui(t) = Ki(ℵi(t))xi(t), i ∈ N , (4)
such that the resulting closed-loop large-scale system is
robustly stochastically stable in the following sense.
Definition 7 ( [14]). The closed-loop large-scale sys-
tem corresponding to the uncertain large-scale sys-
tem (1), (2), (3) and the controller (4) is said to be
robustly stochastically stable if there exists a finite
constant λ ∈ R+ such that
E
(∫ ∞
0
N∑
i=1
‖xi(t)‖2 dt
)
≤ λ ‖x0‖2 (5)
for any x0 = [x
T
10, . . . , x
T
N0]
T , and any uncertainties
[ξT1 (t), . . . , ξ
T
N (t)]
T ∈ Ξ, [rT1 (t), . . . , rTN (t)]T ∈ Π.
For convenience, a set of many-to-one mappings φi:
MS →MSi, i ∈ N , is introduced below:
φi(µ) = ϕi(diag[ci1, . . . , ciN ] · ψ−1(µ)). (6)
Note that φi, i ∈ N , are also surjective mappings.
Example 8. Suppose N = 3, M1 = M2 = M3 = 2.
When the mode processes ηi(t), i ∈ N , are independent
of each other, the vector set MV contains 8 elements,
i.e., MV = {[µ1, µ2, µ3]T : µi = 1, 2, i = 1, 2, 3}. Now
3
we assume that the mode processes ηi(t), i ∈ N , are
subject to the constraints below:
η1(t) = η2(t) if η3(t) = 1,
η2(t) = 1 if η1(t) = 2.
Then MV contains only four elements, i.e., MV =
{[1, 1, 1]T , [1, 1, 2]T , [1, 2, 2]T , [2, 1, 2]T }. Thus MS =
{1, 2, 3, 4}. The mappings ψ, ψ−1 betweenMV andMS
can be defined as follows:
[1, 1, 1]T
ψ
↽−⇀
ψ−1
1, [1, 1, 2]T
ψ
↽−⇀
ψ−1
2,
[1, 2, 2]T
ψ
↽−⇀
ψ−1
3, [2, 1, 2]T
ψ
↽−⇀
ψ−1
4.
Suppose, for example, that C =

1 1 0
0 1 0
0 1 1
. Then we have
MV 1 = {[1, 1, 0]T , [1, 2, 0]T , [2, 1, 0]T }. Thus MS1 =
{1, 2, 3}. The mapping ϕ1 : MV 1 → MS1 can be de-
fined as follows:
[1, 1, 0]T
ϕ1−−→ 1, [1, 2, 0]T ϕ1−−→ 2, [2, 1, 0]T ϕ1−−→ 3.
In this case, by (6), the many-to-one mapping φ1 :
MS →MS1 is given by:
1
φ1−−→ 1, 2 φ1−−→ 1, 3 φ1−−→ 2, 4 φ1−−→ 3.
3 Controller Design
In this section, we first turn to a new uncertain Marko-
vian jump large-scale system which is similar to the
large-scale system (1). Global mode dependent stabiliz-
ing controllers are designed for this new large-scale sys-
tem using the results of [12]. Then we will show how
to derive neighboring mode dependent stabilizing con-
trollers for the large-scale system (1) from these obtained
global mode dependent controllers. Finally, all of the
conditions for the existence of such neighboring mode
dependent controllers are combined as a feasible LMI
problem with rank constraints.
Consider a new large-scale system S˜ comprising N sub-
systems S˜i, i ∈ N . The ith subsystem S˜i is as follows [14]:
S˜i :

˙˜xi(t) = A˜i(η(t))x˜i(t) + B˜i(η(t))
[
u˜i(t) + ξ˜
u
i (t)
]
+ E˜i(η(t))ξ˜i(t) + L˜i(η(t))r˜i(t),
ζ˜i(t) = H˜i(η(t))x˜i(t),
(7)
where A˜i(µ) = Ai(µi), B˜i(µ) = Bi(µi), E˜i(µ) = Ei(µi),
L˜i(µ) = Li(µi), H˜i(µ) = Hi(µi) for all µ ∈ MS and
µi = ψ
−1
i (µ) ∈ Mi, i ∈ N . The initial state x˜i0 = xi0,
i ∈ N . The uncertainties ξ˜i(t), r˜i(t), ξ˜ui (t), i ∈ N , satisfy
the following constraints, respectively.
Definition 9. A locally square integrable signal
[ξ˜T1 (t), . . . , ξ˜
T
N (t)]
T represents an admissible local uncer-
tainty input for the large-scale system (7) if, given any
locally square integrable signals [u˜T1 (t), . . . , u˜
T
N (t)]
T ,
[ξ˜uT1 (t), . . . , ξ˜
uT
N (t)]
T , [r˜T1 (t), . . . , r˜
T
N (t)]
T , there exists a
time sequence {tl}∞l=1, tl → ∞, such that for all l and
for all i ∈ N ,
E
(∫ tl
0
[∥∥∥ζ˜i(t)∥∥∥2 − ∥∥∥ξ˜i(t)∥∥∥2] dt) ≥ −x˜Ti0S¯ix˜i0. (8)
The set of all such admissible local uncertainty inputs is
denoted by Ξ˜.
Definition 10. A locally square integrable signal
[r˜T1 (t), . . . , r˜
T
N (t)]
T represents an admissible intercon-
nection input for the large-scale system (7) if, given any
locally square integrable signals [u˜T1 (t), . . . , u˜
T
N (t)]
T ,
[ξ˜uT1 (t), . . . , ξ˜
uT
N (t)]
T , [ξ˜T1 (t), . . . , ξ˜
T
N (t)]
T , there exists a
time sequence {tl}∞l=1, tl → ∞, such that for all l and
for all i ∈ N ,
E
∫ tl
0
 N∑
j=1,j 6=i
∥∥∥ζ˜j(t)∥∥∥2 − ‖r˜i(t)‖2
 dt
 ≥ −x˜Ti0S˜ix˜i0.
(9)
The set of all such admissible interconnection inputs is
denoted by Π˜.
Definition 11 ( [14]). Suppose βui (µ) ∈ R+, i ∈N , µ ∈ MS . A locally square integrable signal
[ξ˜uT1 (t), . . . , ξ˜
uT
N (t)]
T represents an admissible input
uncertainty for the large-scale system (7) if, for all
locally square integrable signals [u˜T1 (t), . . . , u˜
T
N (t)]
T ,
[ξ˜T1 (t), . . . , ξ˜
T
N (t)]
T , [r˜T1 (t), . . . , r˜
T
N (t)]
T and for all i ∈ N ,
E
(
βui (η(t)) ‖x˜i(t)‖2 −
∥∥∥ξ˜ui (t)∥∥∥2) ≥ 0. (10)
The set of all such admissible input uncertainties is de-
noted by Ξ˜u.
We assume that the same sequences {tl}∞l=1 are chosen
in Definitions 9, 10 whenever they correspond to the
same signals [ξ˜T1 (t), . . . , ξ˜
T
N (t)]
T , [ξ˜uT1 (t), . . . , ξ˜
uT
N (t)]
T ,
[r˜T1 (t), . . . , r˜
T
N (t)]
T , [u˜T1 (t), . . . , u˜
T
N (t)]
T . Furthermore,
one can verify that the system (7) has the same sys-
tem matrices as the system (1), i.e., A˜i(·) = Ai(·),
4
B˜i(·) = Bi(·), E˜i(·) = Ei(·), L˜i(·) = Li(·), H˜i(·) = Hi(·)
at any time t. Using this fact, we will show that Ξ˜ = Ξ,
Π˜ = Π.
For convenience, let Lm(t) denote the set of all locally
square integrable signals of dimension m =
∑N
i=1mi,
and let Ls(t) denote the set of all locally square in-
tegrable signals of dimension s =
∑N
i=1 si. Given
[ξ˜T1 (t), . . . , ξ˜
T
N (t)]
T ∈ Ξ˜. By Definition 9, the inequal-
ity (8) holds for any signals [u˜T1 (t), . . . , u˜
T
N (t)]
T ∈ Lm(t),
[ξ˜uT1 (t), . . . , ξ˜
uT
N (t)]
T ∈ Lm(t), [r˜T1 (t), . . . , r˜TN (t)]T ∈Ls(t). This implies that the inequality (8) holds for any
[u˜T1 (t), . . . , u˜
T
N (t)]
T ∈ Lm(t), [r˜T1 (t), . . . , r˜TN (t)]T ∈ Ls(t)
and [ξ˜uT1 (t), . . . , ξ˜
uT
N (t)]
T ≡ 0. This is indeed the case de-
fined by Definition 3. Thus we have [ξ˜T1 (t), . . . , ξ˜
T
N (t)]
T ∈
Ξ, i.e., Ξ˜ ⊂ Ξ.
To show Ξ ⊂ Ξ˜, suppose [ξT1 (t), . . . , ξTN (t)]T ∈ Ξ.
Then we shall prove [ξT1 (t), . . . , ξ
T
N (t)]
T ∈ Ξ˜. By Def-
inition 9, we need to prove that the inequality (8)
holds when we apply this signal [ξT1 (t), . . . , ξ
T
N (t)]
T
and any other signals [u˜T1 (t), . . . , u˜
T
N (t)]
T ∈ Lm(t),
[ξ˜uT1 (t), . . . , ξ˜
uT
N (t)]
T ∈ Lm(t), [r˜T1 (t), . . . , r˜TN (t)]T ∈Ls(t) to the large-scale system (7). Note that the
two inputs [u˜T1 (t), . . . , u˜
T
N (t)]
T , [ξ˜uT1 (t), . . . , ξ˜
uT
N (t)]
T
in the large-scale system (7) can be considered as
an equivalent input [uˆT1 (t), . . . , uˆ
T
N (t)]
T . For any
[u˜T1 (t), . . . , u˜
T
N (t)]
T ∈ Lm(t), [ξ˜uT1 (t), . . . , ξ˜uTN (t)]T ∈
Lm(t), we have [uˆT1 (t), . . . , uˆTN (t)]T ∈ Lm(t). Thus, it
suffices to prove that the inequality (8) holds when
we apply [ξT1 (t), . . . , ξ
T
N (t)]
T and any other signals
[uˆT1 (t), . . . , uˆ
T
N (t)]
T ∈ Lm(t), [r˜T1 (t), . . . , r˜TN (t)]T ∈Ls(t). But this follows directly from Definition 3
and the fact that [ξT1 (t), . . . , ξ
T
N (t)]
T ∈ Ξ. Hence
[ξT1 (t), . . . , ξ
T
N (t)]
T ∈ Ξ˜ and Ξ ⊂ Ξ˜. Therefore Ξ˜ = Ξ. In
a similar way, we can prove that Π˜ = Π.
We also mention that the values of βui (µ), µ ∈ MS ,
i ∈ N , in Definition 11 can either be given appropriately
in advance, or be solved from numerical computation as
illustrated in Theorem 15.
Associated with the large-scale system (7) is the
quadratic cost functional as follows [14]:
J , E
(∫ ∞
0
N∑
i=1
[x˜Ti (t)R˜i(η(t))x˜i(t)
+ u˜Ti (t)G˜i(η(t))u˜i(t)]dt
)
, (11)
where R˜i(µ) ∈ S+, G˜i(µ) ∈ S+, µ ∈ MS , i ∈ N , are
given weighting matrices.
For the large-scale system (7) with the uncertainty con-
straints (8), (9), (10), global mode dependent stabilizing
controllers can be designed using the technique devel-
oped in [12]. Furthermore, applying these controllers to
the large-scale system (7) will yield a cost upper bound,
i.e., supΞ˜,Π˜,Ξ˜uJ < c1, c1 ∈ R+. This result is stated in
the following theorem.
Theorem 12 ( [14]). If there exist matrices Xi(µ) ∈ S+
and scalars τi ∈ R+, θi ∈ R+, τui ∈ R+, µ ∈MS, i ∈ N ,
such that
A˜Ti (µ)Xi(µ) +Xi(µ)A˜i(µ) +
M∑
ν=1
qµνXi(ν) + R˜i(µ)
+Xi(µ)
(
B¯2i(µ)B¯
T
2i(µ)− B˜i(µ)G˜−1i (µ)B˜Ti (µ)
)
Xi(µ)
+ τui β
u
i (µ)I + (τi + θ¯i)H˜
T
i (µ)H˜i(µ) < 0, (12)
where B¯2i(µ) =
[
(τui )
−1/2B˜i(µ) τ
−1/2
i E˜i(µ) θ
−1/2
i L˜i(µ)
]
and θ¯i =
∑N
j=1,j 6=i θj, then the global mode dependent
controllers given by{
u˜i(t) = K˜i(η(t))x˜i(t),
K˜i(µ) = −G˜−1i (µ)B˜Ti (µ)Xi(µ),
(13)
µ ∈ MS, i ∈ N , robustly stabilize the uncer-
tain large-scale system (7) with the uncertainty con-
straints (8), (9), (10), and achieve a bounded system
cost J ≤∑Ni=1 x˜Ti0 [∑Mµ=1 piµXi(µ) + τiS¯i + θiS˜i] x˜i0.
After obtaining the global mode dependent stabilizing
controllers (13) for the large-scale system (7), the next
step is to derive neighboring mode dependent stabilizing
controllers for the large-scale system (1). The following
result is an extension of Theorem 1 in [14] to the neigh-
boring mode dependent control case. The proof is simi-
lar to that of Theorem 1 in [14] and hence is omitted.
Theorem 13. Given the global mode dependent con-
trollers (13) which stabilize the large-scale system (7)
with the uncertainty constraints (8), (9), (10). If the gains
Ki(·) in the controllers (4) are chosen to satisfy∥∥∥Ki(σi)− K˜i(µ)∥∥∥2 ≤ βui (µ) (14)
for all µ ∈ MS, σi = φi(µ) ∈ MSi, i ∈ N , then
the neighboring mode dependent controllers (4) stabi-
lize the large-scale system (1) with the uncertainty con-
straints (2), (3).
In the following remark, we use an example to illustrate
the fact that Theorem 13 is less conservative than The-
orem 1 in [14].
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Remark 14. Consider the Markovian jump large-scale
system in Example 8. Three control gains need to be
scheduled for the first local controller if using the neigh-
boring mode dependent control approach, while two con-
trol gains are needed if using the local mode depen-
dent control approach. We denote the three neighboring
mode dependent control gains as K1(σ1), σ1 ∈ MS1 =
{1, 2, 3} and the two local mode dependent control gains
as K1(µ1), µ1 ∈ M1 = {1, 2}. For comparison, given
the global mode dependent control gains K˜1(µ) and the
scalars βu1 (µ), µ = 1, 2, 3, the constraints imposed onK1(1),K1(1) are specified as follows based on Theorem 1
in [14] and our Theorem 13, respectively:
∥∥∥K1(1)− K˜1(1)∥∥∥2 ≤ βu1 (1),∥∥∥K1(1)− K˜1(2)∥∥∥2 ≤ βu1 (2),∥∥∥K1(1)− K˜1(3)∥∥∥2 ≤ βu1 (3),
(15)

∥∥∥K1(1)− K˜1(1)∥∥∥2 ≤ βu1 (1),∥∥∥K1(1)− K˜1(2)∥∥∥2 ≤ βu1 (2). (16)
These inequalities are illustrated in Fig. 2 where each
circle denotes a Euclidean ball. K˜1(µ) is the center and√
βu1 (µ) the radius of the ball for µ = 1, 2, 3. As shown in
Fig. 2, the set where K1(1) takes values is only a subset
of the set where K1(1) takes values. Hence the proposed
framework provides greater flexibility in choosing con-
trol gains. Potentially, this will allow one to achieve bet-
ter system performance than obtained using local mode
dependent controllers. We also mention that if the Eu-
clidean ball centered at K˜1(3) does not intersect the Eu-
clidean ball centered at K˜1(1) (or K˜1(2)), then no lo-
cal mode dependent controllers exist. However, the ex-
istence of the neighboring mode dependent controllers
is not affected. Therefore our technique potentially pro-
duces less conservative results than that in [14].
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Fig. 2. Illustration of the constraints.
Next, the conditions in Theorem 12 and Theorem 13 are
combined and recast as a rank constrained LMI prob-
lem. Although rank constrained LMI problems are non-
convex in general, numerical methods such as the LMI-
Rank toolbox [8] often yield good results in solving these
problems.
Theorem 15. Suppose there exist matricesXi(µ) ∈ S+,
Yi(µ) ∈ S+, Ki(σi) ∈ Rmi×ni and scalars β¯i(µ) ∈ R+,
β˜i(µ) ∈ R+, τ˜ui ∈ R+, τ˜i ∈ R+, θ˜i ∈ R+, µ ∈ MS,
i ∈ N , such that the following inequalities hold:
Gi11(µ) Gi12(µ) Gi13(µ)
GTi12(µ) Gi22(µ) 0
GTi13(µ) 0 Gi33(µ)
 < 0, (17)
[
−τ˜ui I ΥTi (µ)
Υi(µ) −β˜i(µ)I
]
≤ 0, (18)
rank
([
β¯i(µ) 1
1 β˜i(µ)
])
≤ 1, (19)
rank
([
Yi(µ) I
I Xi(µ)
])
≤ ni, (20)
where
Gi11(µ) = Yi(µ)A˜Ti (µ) + A˜i(µ)Yi(µ) + qµµYi(µ)
− B˜i(µ)G˜−1i (µ)B˜Ti (µ) + τ˜ui B˜i(µ)B˜Ti (µ)
+ τ˜iE˜i(µ)E˜
T
i (µ) + θ˜iL˜i(µ)L˜
T
i (µ),
Gi12(µ) = Yi(µ)[√qµ1I · · · √qµ(µ−1)I√
qµ(µ+1)I · · · √qµMI],
Gi13(µ) = Yi(µ)
[
I I H˜Ti (µ) · · · H˜Ti (µ)
]
,
Gi22(µ) = −diag[Yi(1), · · · , Yi(µ− 1),
Yi(µ+ 1), · · · , Yi(M)],
Gi33(µ) = −diag[R˜−1i (µ), β¯i(µ)I, τ˜iI, θ˜1I, · · · , θ˜i−1I,
θ˜i+1I, · · · , θ˜NI],
Υi(µ) = Ki(φi(µ)) + G˜
−1
i (µ)B˜
T
i (µ)Xi(µ).
Then a stabilizing controller (4) is given by: ui(t) =
Ki(σi)xi(t), for ℵi(t) = σi ∈MSi, i ∈ N .
Proof. From Xi(µ) ∈ S+, Yi(µ) ∈ S+ and (20), we
have Yi(µ) = (Xi(µ))
−1. Similarly, β˜i(µ) = (β¯i(µ))−1.
On the other hand, if (17) is satisfied, by setting τui =
(τ˜ui )
−1, τi = (τ˜i)−1, θi = (θ˜i)−1, βui (µ) = (β¯i(µ))
−1τ˜ui =
β˜i(µ)τ˜
u
i , and applying the Schur complement equiva-
lence, the inequality (12) is satisfied. Then, by Theo-
rem 12, the global mode dependent controllers (13) can
be designed to stabilize the large-scale system (7) with
the uncertainty constraints (8), (9), (10).
Also, the LMI (18) and the equation (13) imply that∥∥∥K˜i(µ)−Ki(σi)∥∥∥2 ≤ βui (µ) for all µ ∈MS , σi = φi(µ),
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i ∈ N . That is, the inequality (14) holds. Then, by
Theorem 13, the constructed controllers (4) stabilize
the large-scale system (1) with the uncertainty con-
straints (2), (3).
Remark 16. In [14], a control gain form has been pro-
posed for the design of local mode dependent controllers.
That is, each local mode dependent control gain is cho-
sen to be a weighted average of the related global mode
dependent control gains. This particular gain form is
then incorporated into the coupled LMIs from which the
local mode dependent control gains are computed; see
Theorem 3 and Theorem 4 in [14] for details. Unfortu-
nately, choosing such a gain form is not helpful in terms
of an improvement in system performance, and some-
times may even result in infeasibility of the correspond-
ing LMIs. A demonstration of this fact is given in Sec-
tion 4. Indeed, such a gain form imposes an additional
constraint and hence is not used in this paper.
4 Numerical Example
Consider the Markovian jump large-scale system
given in [14]. The mode information is MV ={
[1, 1, 1]T , [1, 2, 2]T , [2, 1, 2]T , [2, 2, 1]T
}
. The initial dis-
tribution of η(t) is assumed to be the same as its sta-
tionary distribution pi∞ = [pi∞1, . . . , pi∞M ]T , which can
be computed from the infinitesimal generator matrix Q.
Given a neighboring mode information pattern C, our
objective is to find the corresponding neighboring mode
dependent stabilizing controllers for this large-scale
system. An upper bound on the quadratic cost (11) is
also evaluated for the resulting closed-loop large-scale
system. The main software we use is the LMIRank
toolbox [8]. The procedure is summarized as follows:
(1) Solve the optimization problem
min γ subject to
N∑
i=1
xTi0
[
M∑
µ=1
pi∞µXi(µ) + τiS¯i + θiS˜i
]
xi0 < γ,
and (17), (18), (19), (20).
If an optimal value γ is found, feasible neighboring
mode dependent control gains (4) are obtained.
(2) Apply the obtained controllers to the large-scale
system (1) and compute the cost upper bound for
the resulting closed-loop large-scale system. The
method for computing this upper bound is taken
from [12]. It involves solving a worst-case perfor-
mance analysis problem.
Five cases are considered, i.e.,
C1 =

1 0 0
0 1 0
0 0 1
 , C2 =

1 1 0
0 1 0
0 0 1
 , C3 =

1 1 0
0 1 1
0 0 1
 ,
C4 =

1 1 0
0 1 1
0 1 1
 , C5 =

1 1 1
1 1 1
1 1 1
 .
It can be seen that each neighboring mode information
pattern contains more mode information than the pre-
ceding one. C1 corresponds to the local mode dependent
control case, while C5 corresponds to the global mode de-
pendent control case. By using the preceding procedure,
neighboring mode dependent stabilizing controllers are
found for each of these cases. Furthermore, if we apply
the obtained controllers to the large-scale system, the
cost upper bounds for the resulting closed-loop large-
scale systems are shown in Fig. 3.
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Fig. 3. Cost upper bounds for the closed-loop systems.
Note that the cost upper bound found here in the local
mode dependent control case is different from (in fact,
less than) that in [14]. This is because the gain form pro-
posed by Theorem 3 in [14] is not used in our compu-
tation. One may also notice that the cost upper bound
found in the case of C4 is the same as the one in the case
of C5. We now explain why this happens. In the case of
C4, each local controller obtains two subsystem modes
directly. In fact, the third subsystem mode can be de-
rived from these two modes based on possible mode com-
binations inMV . Hence C4 and C5 are equivalent, in the
sense that they yield the same performance. This exam-
ple demonstrates that the system achieves better (or at
least equal) performance if more information about the
subsystem modes is available to the local controllers. It
also shows that sometimes complete information about
the global mode of the large-scale system may be redun-
dant.
7
5 Conclusions
This paper has presented a decentralized control scheme
for uncertain Markovian jump large-scale systems. The
proposed controllers use local subsystem states and
neighboring mode information to generate local con-
trol inputs. A computational algorithm involving rank
constrained LMIs has been developed for the design of
such controllers. The developed theory is illustrated by
a numerical example.
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