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To estimate the time, many organisms, ranging from cyanobacteria to animals, employ a circadian
clock which is based on a limit-cycle oscillator that can tick autonomously with a nearly 24h period.
Yet, a limit-cycle oscillator is not essential for knowing the time, as exemplified by bacteria that
possess an “hourglass”: a system that when forced by an oscillatory light input exhibits robust
oscillations from which the organism can infer the time, but that in the absence of driving relaxes
to a stable fixed point. Here, using models of the Kai system of cyanobacteria, we compare a limit-
cycle oscillator with two hourglass models, one that without driving relaxes exponentially and one
that does so in an oscillatory fashion. In the limit of low input noise, all three systems are equally
informative on time, yet in the regime of high input-noise the limit-cycle oscillator is far superior.
The same behavior is found in the Stuart-Landau model, indicating that our result is universal.
PACS numbers: 87.10.Vg, 87.16.Xa, 87.18.Tt
I. INTRODUCTION
Many organisms, ranging from animals, plants, in-
sects, to even bacteria, possess a circadian clock, which
is a biochemical oscillator that can tick autonomously
with a nearly 24h period. Competition experiments on
cyanobacteria have demonstrated that these clocks can
confer a fitness benefit to organisms that live in a rhyth-
mic environment with a 24h period [1, 2]. Clocks enable
organisms to estimate the time of day, allowing them to
anticipate, rather than respond to, the daily changes in
the environment. While it is clear that circadian clocks
which are entrained to their environment make it possi-
ble to estimate the time, it is far less obvious that they
are the only or best means to do so [3, 4]. The oscillatory
environmental input could, for example, also be used to
drive a system which in the absence of any driving would
relax to a stable fixed point rather than exhibit a limit
cycle. The driving would then generate oscillations from
which the organism could infer the time. It thus remains
an open question what the benefits of circadian clocks
are in estimating the time of day.
This question is highlighted by the timekeeping mech-
anisms of prokaryotes. While circadian clocks are ubiqui-
tous in eukaryotes, the only known prokaryotes to possess
circadian clocks are cyanobacteria, which exhibit photo-
synthesis. The best characterized clock is that of the
cyanobacterium Synechococcus elongatus, which consists
of three proteins, KaiA, KaiB, and KaiC [5]. The central
clock component is KaiC, which forms a hexamer that is
phosphorylated and dephosphorylated in a cyclical fash-
ion under the influence of KaiA and KaiB. This phospho-
rylation cycle can be reconstitued in the test tube, form-
ing a bonafide circadian clock that ticks autonomously
in the absence of any oscillatory driving with a period
of nearly 24 hours [6]. However, S. elongatus is not
the only cyanobacterial species. Prochlorococcus marinus
possesses kaiB and kaiC, but lacks (functional) KaiA. In-
terestingly, this species exhibits daily rhythms in gene ex-
pression under light-dark (LD) cycles but not in constant
conditions [7, 8]. Recently, Johnson and coworkers made
similar observations for the purple bacterium Rhodopseu-
domonas palustris, which harbors homologs of KaiB and
KaiC. Its growth rate depends on the KaiC homolog in
LD but not constant conditions [4], suggesting that the
bacterium uses its Kai system to keep time. Moreover,
this species too does not exhibit sustained rhythms in
constant conditions, but does show daily rhythms in e.g.
nitrogen fixation in cyclic conditions. P. marinus and R.
palustris thus appear to keep time via an “hourglass”
mechanism that relies on oscillatory driving [4, 7, 8].
These observations raise the question why some bacte-
rial species like S. elongatus have evolved a bonafide clock
that can run freely, while others have evolved an hour-
glass timekeeping system.
Troein et al. studied the evolution of timekeeping sys-
tems in silico [9]. They found that only in the presence
of seasonal variations and stochastic fluctuations in the
input signal did systems evolve that can also oscillate au-
tonomously. However, organisms near the equator have
evolved self-sustained oscillations [4], showing that sea-
sonal variations cannot be essential. Pfeuty et al. sug-
gest that limit-cycle oscillators have evolved because they
enable timekeepers that ignore the uninformative light-
intensity fluctuations during the day (corresponding to a
deadzone in the phase-response curve), yet selectively re-
spond to the more informative intensity changes around
dawn and dusk [10].
Here, we hypothesize that the optimal design of the
readout system that maximizes the reliability by which
cells can estimate the time depends on the noise in the
input signal. To test this idea, we study three differ-
ent network designs from which the cell can infer time
(Fig. 1): 1) a simple push-pull network (PPN), in which
a readout protein switches between a phosphorylated and
an unphosphorylated state (Fig. 1A). Because the phos-
phorylation rate increases with the light intensity, the
phosphorylation level oscillates in the presence of oscil-
latory driving, enabling the cell to estimate the time.
This network lacks an intrinsic oscillation frequency, and
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FIG. 1: Overview different timekeeping systems. (A) A push-pull network (PPN). Each protein can switch between a phos-
phorylated and an unphosphorylated state, and the input signal enhances the phosphorylation rate. In the absence of driving,
the PPN relaxes exponentially to a steady state (middle panel). Yet, in the presence of an oscillatory input, e.g. sunlight, the
system exhibits oscillations from which the time can be inferred (lower panel). (B) The uncoupled-hexamer model (UHM),
inspired by the Kai system of P. marinus. It consists of KaiC hexamers which can switch between an active state in which the
phosphorylation level tends to rise and an inactive one in which it tends to fall. The phosphorylation rate is, via changes in the
ATP/ADP ratio, enhanced by the light input [11, 12]. The system is akin to a harmonic oscillator, with an intrinsic frequency
ω0, resulting from the hexamer phosphorylation cycle. However, the hexamers are not coupled via KaiA as in the CHM shown
in panel C, so it cannot sustain autonomous oscillations; in the absence of driving, it relaxes in an oscillatory fashion to a
stable fixed point (middle panel). (C) The coupled-hexamer model (CHM), inspired by the Kai system of S. elongatus. Like
the UHM, it consists of KaiC hexamers, which tend to be phosphorylated cyclically. However, in contrast to the UHM, the
hexamers are synchronized via KaiA, such that the system can exhibit limit-cycle oscillations in the absence of driving (middle
panel). In all models, time is estimated from the protein phosphorylation fraction p(t).
in the absence of driving it relaxes to a stable fixed
point in an exponential fashion; 2) an uncoupled hex-
amer model (UHM), which is inspired by the Kai system
of P. marinus (Fig. 1B). This model consists of KaiC hex-
amers which each have an inherent propensity to proceed
through a phosphorylation cycle. However, the phospho-
rylation cycles of the hexamers are not coupled among
each other, and without a common forcing the cycles
will therefore desynchronize, leading to the loss of macro-
scopic oscillations. In contrast to the proteins of the
PPN, each hexamer is a tiny oscillator with an intrinsic
frequency ω0, which means that an ensemble of hexam-
ers that has been synchronized initially, will, in the ab-
sence of driving, relax to its fixed point in an oscillatory
manner. 3) a coupled hexamer model (CHM), which is
inspired by the Kai system of S. elongatus (Fig. 1C). As
in the previous UHM, each KaiC hexamer has an intrin-
sic capacity to proceed through a phosphorylation cycle,
but, in contrast to that system, the cycles of the hexam-
ers are coupled and synchronized via KaiA, as described
further below. Consequently, this system exhibits a limit
cycle, yielding macroscopic oscillations with intrinsic fre-
quency ω0 even in the absence of any driving.
Here we are interested in the question how the preci-
sion of time estimation is limited by the noise in the input
signal, and how this limit depends on the architecture of
the readout system. We thus focus on the regime in which
the input noise dominates over the internal noise [13] and
model the different systems using mean-field (determin-
istic) chemical rate equations. In [14], we also consider
internal noise, and show that, at least for S. elongatus,
the input-noise dominated regime is the relevant limit.
The chemical rate equation of the PPN is: x˙p =
kfs(t)(xT−xp(t))−kbxp(t), where xp(t) is the concentra-
tion of phosphorylated protein, xT is the total concentra-
tion, kfs(t) is the phosphorylation rate kf times the input
signal s(t), and kb is the dephosphorylation rate. The un-
coupled (UHM) and coupled (CHM) hexamer model are
based on the Kai system [15–22]. In both models, KaiC
switches between an active conformation in which the
3phosphorylation level tends to rise and an inactive one
in which it tends to fall [15, 20]. Experiments indicate
that the main Zeitgeber is the ATP/ADP ratio [11, 12],
meaning the clock predominantly couples to the input
s(t) during the phosphorylation phase of the oscillations
[11, 22]. In both the UHM and the CHM, s(t) therefore
modulates the phosphorylation rate of active KaiC. The
principal difference between the UHM and CHM is KaiA:
(functional) KaiA is absent in P. marinus and hence in
the UHM [7, 8]. In contrast, in S. elongatus and hence
the CHM, KaiA phosphorylates active KaiC, yet inactive
KaiC can bind and sequester KaiA. This gives rise to the
synchronisation mechanism of differential affinity [14–16].
In all three models, the input is modeled as a sinusoidal
signal with mean s¯ and driving frequency ω = 2pi/T plus
additive noise ηs(t): s(t) = sin(ωt) + s¯+ ηs(t). The noise
is uncorrelated with the mean signal, and has strength
σ2s and correlation time τc, 〈ηs(t)ηs(t′)〉 = σ2se−|t−t
′|/τc .
A detailed description of the models is given in [14].
As a performance measure for the accuracy of estimat-
ing time, we use the mutual information I(p; t) between
the time t and the phosphorylation level p(t) [13, 23]:
I(p; t) =
∫ T
0
dt
∫ 1
0
dpP (p, t) log2
P (p, t)
P (p)P (t)
. (1)
Here P (p, t) is the joint probability distribution while
P (p) and P (t) = 1/T are the marginal distributions of
p and t. The quantity 2I(p;t) corresponds to the number
of time points that can be inferred uniquely from p(t);
I(p; t) = 1bit means that from p(t) the cell can reliably
distinguish between day and night [24]. The distribu-
tions are obtained from running long simulations of the
chemical rate equations of the different models [14].
For each system, to maximize the mutual information
we first optimized over all parameters except the cou-
pling strength. For the CHM, the coupling strength ρ
was taken to be comparable to that of S. elongatus [14],
and for the PPN and the UHM ρ was set to an arbitrary
low value, because in the relevant weak-coupling regime
the mutual information is independent of ρ, as elucidated
below and in [14]. For the PPN, there exists an optimal
response time τr ∼ 1/kb that maximizes I(p; t), arising
from a trade-off between maximizing the amplitude of
p(t), which increases with decreasing τr, and minimizing
the noise in p(t), which decreases with increasing τr be-
cause of time averaging [14, 25]. Similarly, for the UHM,
there exists an optimal intrinsic frequency ω0 of the in-
dividual hexamers. The UHM is linear and similar to a
harmonic oscillator. Analyzing this system shows that
while the amplitude A of the output x(t) is maximized
at resonance, ω0 → ω, the standard deviation σx of x is
maximized when ω0 → 0, such that the signal-to-noise
ratio A/σx peaks for ω0 > ω [14]. Interestingly, also the
CHM exhibits a maximum in A/σx for intrinsic frequen-
cies that are slightly off-resonance [14].
Fig. 2 shows the mutual information I(p; t) as a func-
tion of the input-noise strength σ2s for the three systems.
In the regime that σ2s is small, I(p; t) is essentially the
FIG. 2: The mutual information I(p; t) as a function of the
input-noise strength σ2s , for the push-pull network (PPN), the
uncoupled-hexamer model (UHM) and the coupled-hexamer
model (CHM), see Fig. 1. In the limit of low input noise,
all systems are equally informative on time, but in the high-
noise regime the CHM is most accurate. The parameters have
been optimized to maximize I(p; t); since these are (nearly)
independent of σ2s (Figs.S1-S3), they are fixed (Table S1 [14]).
same for all systems. However, the figure also shows that
as σ2s rises, I(p; t) of the UHM and especially the PPN
decrease very rapidly, while that of the CHM falls much
more slowly. For σ2s ≈ 3, I(p; t) of the CHM is still above
2 bits, while I(p; t) of the PPN and UHM have already
dropped below 1 bit, meaning the cell would no longer
be able to distinguish between day and night. Indeed,
this figure shows that in the regime of high input noise,
a bonafide clock that can tick autonomously is a much
better time-keeper than a system which relies on oscil-
latory driving to show oscillations. This is the principal
result of our paper. It is observed for other values of τc
and other types of input, such as a truncated sinusoid
corresponding to no driving at night (Fig. S6 [14]).
The robustness of our observation that bonafide clocks
are more reliable timekeepers, suggests it is a univer-
sal phenomenon, independent of the details of the sys-
tem. We therefore analyzed a generic minimal model,
the Stuart-Landau model. It allows us to study how the
capacity to infer time changes as a system is altered from
a damped (nearly) linear oscillator, which has a charac-
teristic frequency but cannot sustain oscillations in the
absence of driving, to a non-linear oscillator that can
sustain autonomous oscillations [14]. Near a Hopf bi-
furcation where a limit cycle appears the effect of the
non-linearity is weak, so that the solution x(t) is close to
that of a harmonic oscillator, x(t) = 1/2(A(t)eiωt + c.c.),
where A(t) is a complex amplitude that can be time-
dependent [26]. The dynamics of A(t) is then given by
A˙ = −iνA+ αA− β|A|2A− E, (2)
4= 0.01 = 0.1 = 1 = 5= 0.001
FIG. 3: The mutual information I(p; t) as a function of α
of the Stuart-Landau model (Eq. 2), for different strengths
of the input noise σ2s . Clearly, I(p; t) rises as the system is
changed from a damped oscillator like the UHM (α < 0) to
a limit-cycle oscillator like the CHM (α > 0). Moreover, the
increase is most pronounced when σ2s is large, as also observed
for the UHM and CHM, see Fig. 2. Parameters: ν = 0; β = ω;
 = 0.5ω; σ2s in units of ω.
where ν ≡ (ω2−ω20)/(2ω) with ω0 the intrinsic frequency,
α and β govern the linear and non-linear growth and de-
cay of oscillations, E is the first harmonic of s(t) and
 ≡ ρ/(2ω) is the coupling strength. Eq. 2 gives a uni-
versal description of a driven weakly non-linear oscillator
near a supercritical Hopf bifurcation [26].
The non-driven system exhibits a Hopf bifurcation at
α = 0. By varying α we can thus change the system
from a damped oscillator (α < 0) which in the absence of
driving exhibits oscillations that decay, to a limit-cycle
oscillator (α > 0) that shows free-running oscillations.
The driven damped oscillator (α < 0) always has one
stable fixed point with |A| > 0 corresponding to sinu-
soidal oscillations that are synchronized with the driv-
ing. The driven limit-cycle oscillator (α > 0), however,
can exhibit several distinct dynamical regimes [26]. Here,
we limit ourselves to the case of perfect synchronization,
where x(t) has a constant amplitude A and phase shift
with respect to s(t).
To compute I(x, t), we use an approach inspired by
the linear-noise approximation [13]. It assumes P (x|t) is
a Gaussian distribution with variance σ2x(t) centered at
the deterministic solution x(t) = 1/2(Aeiωt+c.c.), where
A is obtained by solving Eq. 2 in steady state. To find
σ2x, we first compute σ
2
A from Eq. 2 by adding Gaussian
white-noise of strength σ2s to E and expanding A to linear
order around its fixed point; σ2x(t) is then obtained from
σ2A via a coordinate transformation [14].
Fig. 3 shows the mutual information I(x; t) as a func-
tion α, for different values of σ2s . The figure shows that
I(x; t) rises as the system is changed from a damped os-
cillator (α < 0) to a self-sustained oscillator (α > 0).
Moreover, the increase is most pronounced when the in-
put noise σ2s is large. The Stuart-Landau model can thus
reproduce the qualitative behavior of our computational
models, indicating that our principal result is generic. In-
terestingly, the CHM is even more robust to input noise
than the Stuart-Landau model, likely because the latter
is only weakly non-linear.
To understand why limit-cycle oscillators are more ro-
bust to input noise, we study in section SIIE [14] ana-
lytical models valid in the limit of weak coupling. For
a damped oscillator with a fixed-point attractor (PPN
and UHM), we find that the amplitude A of the har-
monic oscillations (the signal) increases with the coupling
strength ρ, A ∼ ρ. The noise in the output signal σx
scales with ρ, σx ∼ ρ, because the coupling amplifies not
only the input signal, but also the input noise. Hence,
the signal-to-noise ratio A/σx is independent of ρ: an
oscillator based on a fixed-point attractor faces a funda-
mental trade-off between gain and input noise (section
SIIE [14]). A limit-cycle oscillator (CHM) can lift this
trade-off: The amplitude is a robust, intrinsic property
of the system, and essentially independent of ρ. The out-
put noise σx ∼ √ρ, because the coupling not only ampli-
fies the input noise proportional to ρ, but also generates
a restoring force that constrains fluctuations, scaling as
∼ √ρ (SIIE [14]). Hence, A/σx ∼ 1/√ρ. These scaling
arguments show that: 1) concerning robustness to input
noise, the optimal regime is the weak-coupling regime; 2)
in this regime, a limit-cycle oscillator is generically more
robust to input noise than a damped oscillator.
Yet, the coupling cannot be reduced to zero for limit-
cycle oscillators. When the intrinsic clock period devi-
ates from 24h, as it typically will, coupling is essential to
phase-lock the clock to the driving signal [13]. Moreover,
biochemical networks inevitably have some level of inter-
nal noise (section SIIF [14]). For the damped oscillator,
the output noise σx resulting from internal noise is inde-
pendent of ρ, but since A increases with ρ, A/σx ∼ ρ in
the presence of internal noise only: coupling helps to lift
the signal above the internal noise. For the limit-cycle os-
cillator, the restoring force ∼ √ρ tames phase diffusion,
such that in the presence of only internal noise, the out-
put noise σx ∼ 1/√ρ and A/σx ∼ √ρ. Hence, also with
regards to internal noise, a limit-cycle oscillator is supe-
rior to a damped oscillator in the weak-coupling regime.
This analysis also shows, however, that this regime is
not necessarily optimal, since with only internal noise
present A/σx increases with ρ. In fact, it predicts that in
the strong-coupling regime the damped oscillator outper-
forms the limit-cycle oscillator. We emphasize, however,
that in this regime our weak-coupling analysis breaks
down and other effects come into play; for example, non-
linearities arising from the bounded character of p(t) dis-
tort the signal, reducing information transmission.
In the presence of both noise sources, we expect an op-
timal coupling that maximizes information transmission
(SIIF [14]). For the limit-cycle oscillator the optimum
arises from the trade-off between minimizing input-noise
1propagation and maximizing internal-noise suppression.
For the damped oscillator, A/σx first rises with ρ be-
cause coupling helps to lift the signal above the internal
noise, but then plateaus when the input noise (which
increases with ρ) dominates over the internal noise; for
even higher ρ, it decreases again because of signal distor-
tion. In section SIE [14] we verify these predictions for
our computational models using stochastic simulations.
Experiments have shown that the clock of S. elongatus
has a strong temporal stability with a correlation time
of several months [27], suggesting that the internal noise
is small. Indeed, typical input-noise strengths based on
weather data [28] and internal-noise strengths based on
protein copy numbers in S. elongatus [29] indicate that
in the biologically relevant regime, at least for cyanobac-
teria, input noise dominates over internal noise (Fig. S5
[14]). In this regime, the focus of our paper, the optimal
coupling is weak and limit-cycle oscillators are generically
more robust to input noise than damped oscillators.
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Supplemental Material:
Robustness of circadian clocks to input
noise
This supporting information provides background in-
formation on the computational models and analytical
models that we have studied. The computational mod-
els are described in the next section, while the analytical
models are discussed in section SII.
SI. COMPUTATIONAL MODELS
In this section, we describe the three computational
models that we have considered in this study: the push-
pull network; the uncoupled-hexamer model; and the
coupled-hexamer model. We also describe how we have
modeled the input signal and how the systems are cou-
pled to the input. As described in the main text, we
are interested in the question how the robustness to in-
put noise depends on the architecture of the readout sys-
tem; we therefore model these systems with deterministic
mean-field chemical rate equations. However, here in the
Supporting Information we also test how robust our find-
ings are, not only to the shape of the input signal, but
also to the presence of internal noise.
In the next section, we first describe how we have mod-
eled the input signal. In the subsequent sections, we
then describe the deterministic computational models,
how they are coupled to the input, and how we have set
their parameters. Table S1 lists the values of all the pa-
rameters of all the models. In section SI E we show that
the principal findings of Fig.2 are robust to the presence
of internal noise and in section SI F we show that they
are robust to the type of input signal and the noise cor-
relation time.
A. Input signal
The input signal is modeled as a sinusoidal oscillation
with additive noise:
s(t) = sin(ωt) + s¯+ ηs(t), (S1)
where s¯ is the mean input signal and ηs(t) describes the
input noise. The noise in the input is assumed to be
uncorrelated with the mean input signal s(t). Moreover,
we assume that the input noise has strength σ2s and is
colored, relaxing exponentially with correlation time τc:
〈ηs(t)ηs(t′)〉 = σ2se−|t−t
′|/τc .
The input signal s(t) is coupled to the system by mod-
ulating the phosphorylation rate kα of the core clock pro-
tein, as we describe in detail for the respective computa-
tional models in the next sections. Here, kα = kf , kps, ki,
depending on the computational model. As we will see,
the net phosphorylation rate is given by
kαs(t) = kαs(t) (S2)
= kαs¯+ kα (sin(ωt) + ηs) . (S3)
2This expression shows that in the presence of oscillatory
driving, the mean phosphorylation rate averaged over a
period is set by kαs¯, while the amplitude of the oscilla-
tion in the phosphorylation rate, which sets the strength
of the forcing, is given by kα. We also note that kα ampli-
fies not only the “true” signal sin(ωt), but also the noise
ηs, the consequences of which will be discussed below.
Lastly, the absence of any oscillatory driving is modeled
by taking s(t) = s¯, such that the net phosphorylation rate
is then kαs¯. The phosphorylation rate in the presence of
stochastic driving is thus characterized by the following
parameters: the mean phosphorylation rate kαs¯, the am-
plitude of the phosphorylation-rate oscillations kα, and
the noise ηs(t), characterized by the noise strength σ
2
s
and correlation time τc. We will vary σ
2
s and τc system-
atically, while s¯ and kα, together with the other system
parameters, will be optimized to maximize the mutual
information, as described below.
While we will vary σ2s , weather data gives us ball-
park estimates for the typical input-noise strengths. The
weather data of [28] indicates that the average relative
noise intensity at noon is around 〈δI2〉/〈I〉2 ≈ 0.2− 0.3,
which corresponds to σ2s/s¯
2 in our model, yielding σ2s ≈
1− 2 for the baseline parameter value of the mean signal
s¯ = 2 (see Table S1). Because there will be variations
in the fluctuations in the light intensity from day-to-day,
we will also study higher values of the input noise.
In the simulations, realisations of ηs(t) are generated
via the Ornstein-Uhlenbeck process
η˙s = −ηs/τc + ξ(t), (S4)
where ξ(t) is Gaussian white noise 〈ξ(t)ξ(t′)〉 = 〈ξ2〉δ(t−
t′). This generates colored noise of ηs(t), 〈ηs(t)ηs(t′)〉 =
σ2se
−|t−t′|/τc , where σ2s = 〈ξ2〉τc/2.
The results of Fig. 2 of the main text correspond to
τc = 0.5/h, consistent with the weather data of [28].
However, we have tested the robustness of the results
by varying the noise correlation time τc. In addition,
to test the robustness of our observations to changes in
the shape of the input signal, we have also varied that.
These tests are described in section SI F and the results
are shown in Fig. S6. Clearly, the principal result of Fig.
2 of the main text is robust to changes in both the noise
correlation time τc and the shape of the mean-input sig-
nal.
B. Push-pull network
The deterministic push-pull network is described by
the following reaction
x˙p = kfs(t)(xT − xp(t))− kbxp(t), (S5)
where xT = x+xp is the total protein concentration, xp is
the concentration of phosphorylated protein, kfs(t) is the
phosphorylation rate kf times the input signal s(t) (see
Eq. S1) and kb is the dephosphorylation rate. Fig. S1A
shows a time trace of both a driven and a non-driven
push-pull network.
Setting the parameters
The steady-state mean phosphorylation level is set by
p¯ = x¯p/xT = kf s¯/(kf s¯ + kb). We anticipated, based on
the analytical calculations described in section SII A, that
a key timescale is kb and that the system should operate
in the regime in which it responds linearly to changes in
the mean input s¯. This means that for a given kb, kf and
s¯ cannot be too large. We have chosen s¯ = 2, and then
varied kf and kb to optimize the mutual information. We
then verified a posteriori that the value of s¯ = 2 indeed
puts the system in the optimal linear regime.
Optimal dephosphorylation rate Specifically, the
parameters kf and kb are set as follows: for a given input
noise strength σ2s = 1.0, we first fix the phosphorylation
rate kf and compute the mutual information I(p; t) be-
tween the phosphorylated fraction p(t) = xp(t)/xT and
time t as a function of the dephosphorylation rate kb;
we then repeat this procedure by varying kf . The re-
sult is shown in Fig. S1B. Clearly, there exists an opti-
mal value of kb that maximizes I(p; t). Moreover, the
optimal value koptb becomes indepdendent of kf when kf
becomes so small that the system enters the regime in
which it responds linearly to changes in the mean input
s¯. We then fixed the phosphorylation rate to kf = 0.01/h,
and compute I(p; t) as a function of kb for different lev-
els of the input-noise strength, see Fig. S1C. It is seen
that the optimal dephosphorylation rate koptb is essen-
tially independent of the input noise strength σ2s . In the
simulations corresponding to Fig. 2 of the main text,
we therefore kept kb constant at k
opt
b = 0.3/h and kf
constant at kf = 0.01/h when we varied σ
2
s .
The observation that koptb is independent of kf and σ
2
s
can be understood by noting that to maximize infor-
mation transmission, the system should operate in the
linear-response regime in which the mean output x¯ re-
sponds linearly to changes in the mean input s¯. This
regime tends to enhance information because it ensures
that in the presence of a sinusoidal input, the output
xp(t) will not be distorted and be sinusoidal too. In
this linear-response regime, the system can be analyzed
analytically, see Eq. S45 in section SII A below. This
equation, which accurately predicts the optimum seen in
Fig. S1B and Fig. S1C, reveals that the optimal dephos-
phorylation rate depends on the frequency of the driving
signal, ω, and the correlation time of the noise, τc, but
not on the noise strength σ2s and the coupling ρ to the
input signal, given by ρ = kfxT . Increasing the gain ρ
amplifies not only the true signal, but also the noise in
that signal (see also Eq. S3), such that the signal-to-noise
ratio is unaltered. Indeed, increasing the gain only helps
in the presence of internal noise, which here and the main
text, however, is zero.
In sections SI E and SII F we discuss the role of internal
noise. As Fig. S4 shows, in the presence of not only in-
put noise but also internal noise, there exists an optimal,
non-zero, coupling strength, which arises as a trade-off
3Parameter Description Value
Push-pull network, Eq. S5
kf Phosphorylation rate 0.01/h
kb Dephosphorylation rate (Eq. S45) 0.3/h
Uncoupled-hexamer model, Eqs. S6-S11
kf Phosphorylation rate 0.26/h
kb Dephosphorylation rate 0.52/h
ks Conformational switching rate 100/h
Coupled-hexamer model, Eqs. S14-S20
kps Autophosphorylation rate 0.0125/h
kb Dephosphorylation rate 0.1875/h
ks Conformational switching rate 100/h
K0 KaiA dissociation constant C0 0.0001
K1 KaiA dissociation constant C1 0.0003
K2 KaiA dissociation constant C2 0.001
K3 KaiA aissociation constant C3 0.003
K4 KaiA dissociation constant C4 0.01
K5 KaiA dissociation constant C5 0.03
k0 KaiA-stimulated phosphorylation rate C0 0.5/h
k1 KaiA-stimulated phosphorylation rate C1 0.5/h
k2 KaiA-stimulated phosphorylation rate C2 0.5/h
k3 KaiA-stimulated phosphorylation rate C3 0.5/h
k4 KaiA-stimulated phosphorylation rate C4 0.5/h
k5 KaiA-stimulated phosphorylation rate C5 0.5/h
b˜2−4 Number KaiA dimers sequestered by C˜1−4 2
b˜0,5,6 Number KaiA dimers sequestered by C˜0,5,6 0
K˜1−4 KaiA dissociation constant C˜1−4 0.000001
K˜0,5,6 KaiA dissociation constant C˜0,5,6 ∞
cT Total concentration of KaiC 1
AT Total concentration of KaiA 1
TABLE S1: Parameter values of all the three computational models studied in the main text. The parameter values listed are
those that maximize the mutual information I(p; t) between the phosphorylation level p and time t; these values are nearly
independent of the input-noise strength σ2s , and thus kept constant as σ
2
s is varied in the simulations corresponding to Fig. 2
of the main text. For these optimal parameters values, the intrinsic period of the uncoupled-hexamer model is T opt0 ≈ 23.1h
while that of the coupled-hexamer model is T opt0 ≈ 25.1h. All three models are coupled to the input by multiplying the
phosphorylation rates with s(t) = sin(ω) + s¯ + ηs(t), where s¯ = 2 and ηs(t) describes colored noise with strength σ
2
s and
correlation time τc, 〈ηs(t)ηs(t′)〉 = σ2se−|t−t
′|/τc . For Fig. 2 of the main text, τc = 0.5h. Dissociation constants and protein
concentrations are in units of the total KaiC concentration. Note that in the absence of oscillatory driving s(t) = s¯ = 2,
meaning that in simulations of the non-driven systems the phosphorylation rates kf , ki, kps, still have to be multiplied by s¯ = 2.
between lifting the amplitude of the output above the
internal noise (which necessitates a sufficiently large cou-
pling strength, see Eq. S120) and minimizing the distor-
tions of the shape of the output signal. However, for
biologically relevant copy numbers the internal noise is
small, while signal distortions only kick in at large cou-
pling strengths. Consequently, the optimum is broad
(Fig. S4). The chosen coupling strength here is in the
plateau regime in which the mutual information is max-
imized in the presence of both internal and input noise.
C. Uncoupled-hexamer model: Kai system of
Prochlorococcus
Background The uncoupled-hexamer model (UHM)
presented in the main text is a minimal model of the
Kai system of the cyanobacterium Proclorococcus and,
possibly, the purple bacterium Rhodopseudomonas palus-
tris. The well characterized clock of the cyanobacterium
S. elongatus consists of three proteins, KaiA, KaiB and
KaiC, which are all essential for sustaining free-running
oscillations [5]. And, indeed, many cyanobacteria pos-
sess at least one copy of each kai gene. One excep-
tion is Proclororoccus, which contains kaiB and kaiC,
but misses a (functional) kaiA gene. Interestingly, in
daily (12h:12h) light-dark (LD) cycles, the expression of
many genes, including kaiB and kaiC, is rhythmic, but
in constant conditions these rhythms damp very rapidly
[7, 8]. Similar behavior is observed for the purple bac-
terium R. palustris, which possesses homologs of the kaiB
and kaiC genes [4]: under LD conditions, the KaiC ho-
molog appears to be phosphorylated in a circadian fash-
ion, but under constant conditions, the oscillations decay
very rapidly; physiological activities, such as the nitro-
gen fixation rates, follow a similar pattern [4]. Of partic-
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FIG. S1: The deterministic push-pull network. (A) Time traces of p(t) in the absence of driving (dashed line) and in the
presence of driving (solid lines), for two different values of the input-noise strength σ2s ; the corresponding values of the mutual
information I(p; t) are also shown. Note that in the absence of driving, the system relaxes in an exponential fashion to a stable
fixed point. (B) The mutual information I(p; t) as a function of kb for different values of kf (see Eq. S5), for σ
2
s = 1. It is seen
that for each phosphorylation rate kf there is an optimal dephosphorylation rate kb that maximizes the mutual information
I(p; t). Moreover, I(p; t) increases as kf decreases, but then saturates and hence becomes independent of kf as the system
enters the regime in which it responds linearly to the input s. The dashed line shows the optimal value of koptb ≈ 0.3/h, as
predicted by Eq. S45. (C) The mutual information I(p; t) as a function of the dephosphorylation rate kb, for different values
of the input-noise strength σ2s , keeping the phosphorylation rate fixed at kf = 0.01/h. The optimal dephosphorylation rate
koptb ≈ 0.3/h (dashed line) is independent of σ2s , as predicted by Eq. S45. The input-noise correlation time τc = 0.5h.
ular interest is the observation that under LD conditions
but not under LL conditions, the growth rate is signifi-
cantly reduced in the strain in which the kaiC homolog
was knocked out [4]. This strongly suggests that the
(homologous) Kai system plays a role as a timekeeping
mechanism, which relies, however, on oscillatory driving.
Model Our model is inspired by the models that
in recent years have been developed for S. elongatus
[15, 16, 19–21]. These models share a number of charac-
teristics that are essential for generating oscillations and
entrainment (see also next section). The central clock
component is KaiC, a hexamer, that can switch between
an active state in which the phosphorylation level tends
to rise and an inactive one in which it tends to fall. The
model lacks KaiA because Proclororoccus and R. palus-
tris miss a functional kaiA gene [4, 7, 8]. In S. elongatus,
KaiB does not directly affect the rates of phosphoryla-
tion and dephosphorylation, but mainly serves to sta-
bilize the inactive state and mediate KaiA binding by
inactive KaiC [20, 21]. KaiB is therefore not modelled
explicitly [20, 21]. The main entrainment signal for S.
elongatus is the ratio of ATP to ADP levels, which de-
pends on the light intensity, and predominantly couples
to KaiC in its active conformation [11, 12, 21, 22]. These
observations give rise to the following chemical rate equa-
tions of our deterministic model:
c˙0 = ksc˜0 − kfs(t)c0 (S6)
c˙i = kfs(t)(ci−1 − ci) i ∈ (1, . . . , 5) (S7)
c˙6 = kfs(t)c5 − ksc6 (S8)
˙˜c6 = ksc6 − kf c˜6 (S9)
˙˜ci = kb(c˜i+1 − c˜i) i ∈ (1, . . . , 5) (S10)
˙˜c0 = kbc˜1 − ksc˜0 (S11)
Here, ci, with i = 0, . . . , 6, is the concentration of ac-
tive i-fold phosphorylated KaiC in its active conforma-
tion, while c˜i is the concentration of inactive i-fold phos-
phorylated KaiC. The quantity ks is the conformational
switching rate, kb is the dephosphorylation rate of inac-
tive KaiC, and kfs(t) is the phosphorylation rate of active
KaiC, kf , times the input signal s(t).
The output is the phosphorylation fraction of KaiC
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FIG. S2: The deterministic uncoupled-hexamer model. (A) Time traces of p(t) in the absence of driving (dashed line) and
in the presence of driving (solid lines), for two different values of the input-noise strength σ2s ; the corresponding values of the
mutual information I(p; t) are also shown. Note that in the absence of driving, the system relaxes in an oscillatory fashion to
a stable fixed point. (B) Heatmap of the mutual information I(p; t) as a function of the scaling factor q that scales both the
dephosphorylation rate kb and the the mean phosphorylation rate kf s¯ (see Eq. S3) and the ratio r = kb/(kf s¯) of these quantities.
The mean phosphorylation rate kf s¯ is changed by varying kf while keeping s¯ = 2 constant. Superimposed are contour lines of
constant ω0 = ω0(q, r) (see Eq. S13). It is seen that in the regime where I(p; t) is high, I(p, t) is almost constant along these
contour lines, showing that I(p; t) predominantly depends on kf and kb via ω0. (C) The mutual information I(p; t) as a function
of ω0, which was varied by scaling kf and kb keeping r = kb/(kf s¯) = 1 and s¯ = 2, for different values of the input-noise strength
σ2s . It is seen that there exists an optimal intrinsic frequency ω
opt
0 that maximizes I(p; t). Moreover, ω
opt
0 is nearly independent
of σ2s , corresponding to an intrinsic period T0 = 2pi/ω
opt
0 ≈ 23.1h. (D) The mutual information I(p; t) as a function of kf and
s¯, keeping kb = 0.52/h constant. Superimposed is the line along which kf s¯ = kb = 0.52/h is constant and hence the intrinsic
period T0 is constant (see Eq. S13) and equal to T0 = 23.1h. Along this line also I(p; t) is essentially constant, meaning that the
strength of the forcing, set by kf , is not very critical. This mirrors the behavior seen for the push-pull network (see Fig. S1). It
is due to the fact that increasing the forcing raises not only the amplitude but also the noise, keeping the signal-to-noise ratio
and hence the mutual information essentially unchanged. The noise correlation time τc = 0.5h.
proteins (monomers), given by [15, 19, 21]
p(t) =
1
6
∑6
i=0 i(ci + c˜i)∑6
i=0(ci + c˜i)
. (S12)
Fig. S2A shows a time trace of the phosphorylation
level p(t) of both a driven and a non-driven uncoupled-
hexamer model.
Intrinsic frequency Because the cycles of the differ-
ent hexamers are not coupled via KaiA as in the coupled-
hexamer model and in S. elnogatus, the system cannot
sustain free-running oscillations. In this respect, the sys-
tem is similar to the push-pull network in the sense that
a perturbation of the non-driven system will relax to
a stable fixed point. However, this model differs from
the push-pull network in that it has a characteristic fre-
quency ω0 = 2pi/T0 with intrinsic period T0, arising from
the phosphorylation cycle of the KaiC hexamers. Con-
sequently, while a perturbed (non-driven) push-pull net-
work will relax exponentially to its stable fixed point,
the uncoupled-hexamer model will, when not driven, re-
lax in an oscillatory fashion to its stable fixed point with
an intrinsic frequency ω0 (see Fig. S2A). To predict the
latter, we note that the dynamics of Eqs. S6-S11 can be
written in the form x˙ = Ax, and when all rate constants
are equal, kf s¯ = kb = ks, the eigenvalues and eigenvec-
6tors of A can be computed analytically. The eigenvectors
are complex exponentials. For a cycle with N sites with
hopping rate k, the frequency associated with the lowest-
lying eigenvalue is k sin(2pi/N), which to leading order is
2pik/N , corresponding to a period T0 = N/k. Please
note that this is also the period of a single multimer with
N (cyclic) sites with N equal rates of hopping from one
site to the next. We therefore expect that, to a good
approximation, the intrinsic frequency ω0 = 2pi/T0 of an
ensemble of hexamers corresponds to the intrinsic period
of a single hexamer:
T0 ' 2
ks
+
6
kf s¯
+
6
kb
' 6
kf s¯
+
6
kb
, (S13)
where we recall that in the non-driven system the phos-
phorylation rate is kf s¯. We verfied that this approxima-
tion is very accurate by fitting the relaxation of p(t) of
the UHM to a function of the form e−γt sin(ω0t), with
ω0 = 2pi/T0. The intrinsic period T0 obtained in this
way is to an excellent approximation given by Eq. S13.
Setting the parameters
The parameters were set as follows: the conforma-
tional switching rate ks was set to be larger than the
(de)phosphorylation rates ks  {kf , kb}, as in the origi-
nal models [15, 19, 21]. This leaves for a given input noise
ηs, three parameters to be optimized: the phosphoryla-
tion rate kf , the dephosphorylation rate kb, and the mean
input signal s¯. The product kf s¯ determines the mean
phosphorylation rate, while kf separately determines the
strength of the forcing, i.e. the amplitude of the oscil-
lations in the phosphoryation rate (see Eq. S3). The
quantities kf s¯ and kb together determine the intrinsic fre-
quency ω0 = 2pi/T0 (see Eq. S13) and the symmetry of
the phosphorylation cycle, set by the ratio r ≡ kb/(kf s¯).
Optimal intrinsic frequency We therefore first com-
puted for different input-noise strengths σ2s , the mutual
information I(p; t) as a function of the ratio r = kb/(kf s¯)
and a scaling factor q that scales both kf and kb, keeping
s¯ = 2. Fig. S2B shows the heatmap of I(p; t) = I(r, q) for
σ2s = 1, but qualitatively similar results were obtained for
other values of σ2s (as discussed below). Since the intrin-
sic frequency ω0 depends on both r and q (see Eq. S13),
we have superimposed contourlines of constant ω0. Inter-
estingly, the figure shows that in the relevant regime of
high mutual information, I(p; t) follows the contourlines
of constant ω0. This shows that I(p; t) depends on r and
q predominantly through ω0(r, q), I(p; t) ≈ I(ω0(r, q)).
It demonstrates that the mutual information is primarly
determined by the intrinsic period T0—the time to com-
plete a single cycle—and not by the evenness of the pace
around the cycle set by r.
To reveal the dependence of I(ω0) on σ
2
s , we show in
panel C for different values of σ2s , I(p; t) as a function
of ω0, which was varied by scaling kf and kb via the
scaling factor q, keeping the ratio of kf s¯ and kb constant
at r = 1 (while also keeping s¯ = 2). Clearly, there is
an optimal frequency ωopt0 ≈ 1.04ω corresponding to an
optimal k = kf s¯ = kb = 0.52/h, that maximizes the
mutual information which is essentially independent of
σ2s . In Fig. 2 of the main text, when we vary σ
2
s , we thus
kept k = kf s¯ = kb = 0.52/h constant, with kf = 0.26/h
and s¯ = 2.
Interestingly, the optimal intrinsic frequency ωopt0 is
not equal to the driving frequency ω: ωopt0 > ω, yielding
an intrinsic period T opt0 ≈ 23.1h that is smaller than 24
hrs. This can be understood by analyzing the simplest
model that mimics the uncoupled-hexamer model: the
(damped) harmonic oscillator, which, like the uncoupled-
hexamer model, is a linear system with a characteristic
frequency. As described in SII B, we expect generically
for such a system that the optimal intrinsic frequency
is larger than the driving frequency: ωopt0 > ω. This is
because while the amplitude A of the output (the “sig-
nal”) is maximal at resonance, ω0 = ω (see Eq. S56),
input-noise averaging is maximized (i.e. output noise
σx minimized) for large ω0 (see Eq. S61), such that the
signal-to-noise ratio A/σx is maximal for ω
opt
0 > ω.
Mutual information is less sensitive to coupling
strength Lastly, while kf s¯ and kb are vital by setting the
intrinsic period T0 (Eq. S13) that maximizes the mutual
information (panels B and C of Fig. S2), we now address
the importance of the coupling strength, which is set by
kf separately (see Eq. S3). To this end, we computed the
mutual information I(p; t) as a function of kf and s¯, keep-
ing the dephosphorylation rate constant at kb = 0.52/h.
Fig. S2D shows the result. It is seen that there is, as
in panel B, a band along which the mutual information
is highest. This band coincides with the superimposed
dashed white line along which kf s¯ = 0.52/h and hence
T0 are constant (see Eq. S13). This shows that the mu-
tual information I(p; t) is predominantly determined by
the intrinsic period T0: as the parameters are changed
in a direction perpendiular to this line (and T0 changes
most strongly), then I(p; t) falls dramatically. In con-
trast, along the dashed white line of constant T0, I(p; t)
is nearly constant. It shows that the precise strength of
the forcing, set by kf , is not critical for the mutual in-
formation. This behavior mirrors that observed for the
push-pull network. While increasing kf increases the am-
plitude of the oscillations in p(t), it also increases the
noise, such that the signal-to-noise ratio and hence the
mutual information are essentially unchanged. The same
behavior is observed for the minimal model of this sys-
tem, the harmonic oscillator, described in SII B.
Yet, as for the push-pull network, in the presence of
internal noise there exists an optimal coupling strength,
as shown in Fig. S4B and discussed in section SI E. How-
ever, as for the push-pull network, the optimium is broad:
the signal needs to be lifted above the internal noise,
yet for larger coupling the effective input noise (which
scales with the coupling) dominates over the internal
noise, leading to a regime in which the mutual informa-
tion remains essentially unchanged; the chosen coupling
strength here is in this regime (Fig. S4).
To sum up, in the simulations corresponding to Fig. 2
of the main text, we kept kb = kf s¯ = 0.52/h, with s¯ = 2
7and kf = 0.26/h.
D. Coupled-hexamer model: Kai system of S.
elongatus
Backgroud In contrast to the cyanobacterium
Prochlorococcus and the purple bacterium R. palustris,
the cyanobacterium S. elongatus harbors all three Kai
proteins, KaiA, KaiB, and KaiC, and can (therefore) ex-
hibit self-sustained, limit-cycle oscillations [5]. The cir-
cadian system combines a transcription-translation cy-
cle (TTC) [30–32] with a protein phosphorylation cycle
(PPC) of KaiC [33], and in 2005 the latter was recon-
stituted in the test tube [6]. The dominant pacemaker
appears to be the protein phosphorylation cycle [19,
34], although at higher growth rates the transcription-
translation cycle is important for maintaining robust os-
cillations [19, 34]. Changes in light intensity induce a
phase shift of the in-vivo clock and cause a change in
the ratio of ATP to ADP levels [11]. Moreover, when
these changes in ATP/ADP levels were experimentally
simulated in the test tube, they induced a phase shift of
the protein phosphorylation cycle which is similar to that
of the wild-type clock [11]. These experiments indicate
that the phosphorylation cycle is not only the dominant
pacemaker, but also the cycle that couples the circadian
system to the light input. We therefore focused on the
protein phosphorylation cycle.
Due to the wealth of experimental data, the in-vitro
protein phosphorylation cycle of S. elongatus has been
modeled extensively in the past decade [15–21]. In [21]
we presented a very detailed thermodynamically con-
sistent statistical-mechanical model, which is based on
earlier models [15, 19, 20] and can explain most of the
experimental observations. The coupled-hexamer model
(CHM) presented here is a minimal version of these mod-
els. It contains the necessary ingredients for describing
the autonomous protein-phosphorylation oscillations and
the coupling to the light input, i.e. the ATP/ADP ratio.
The model is similar to the uncoupled-hexamer model
described in the previous section, with KaiC switching
between an active state in which the phosphorylation
level tends to rise and an inactive in which it tends to
fall. The key difference between the two systems is that
the CHM also harbors KaiA, which synchronizes the os-
cillations of the individual hexamers via the mechanism
of differential affinity [15, 16], allowing for self-sustained
oscillations. Specifically, KaiA is needed to stimulate
phosphorylation of active KaiC, yet inactive KaiC can
bind KaiA too. Consequently, inactive hexamers that
are in the dephosphoryation phase of the phosphoryla-
tion cycle—the laggards—can take away KaiA from those
KaiC hexamers that have already finished their phospho-
rylation cycle—the front runners. These front runners
are ready for a next round of phosphorylation, but need
to bind KaiA for this. By strongly binding and sequester-
ing KaiA, the laggards can thus take away KaiA from the
front runners, thereby forcing them to slow down. This
narrows the distribution of phosphoforms, and effectively
synchronizes the phosphorylation cycles of the individual
hexamers [15]. The mechanism appears to be active not
only during the inactive phase, but also during the active
phase: KaiA has a higher binding affinity for less phos-
phorylated KaiC [15, 20]. Since KaiB serves to mainly
stabilize the inactive state and mediate the sequestration
of KaiA by inactive KaiC, KaiB is, as in the UHM and
following [20, 21], only modelled implicitly.
Model Since computing the mutual information accu-
rately requires very long simulations, we sought to de-
velop a minimal version of the PPC model presented in
[15, 19, 35], which can describe a wealth of data includ-
ing the concentration dependence of the self-sustained
oscillations and the coupling to ATP/ADP [15, 22, 35].
This model is deterministic and described by the follow-
ing chemical rate equations:
c˙0 =ksc˜0 − s(t)c0
[
k0
A
A+K0
+ kps
K0
A+K0
]
(S14)
c˙i =s(t)ci−1
[
ki−1
A
A+Ki−1
+ kps
Ki−1
A+Ki−1
]
− s(t)ci
[
ki
A
A+Ki
+ kps
Ki
A+Ki
]
i ∈ (1, . . . , 5)
(S15)
c˙6 =s(t)c5
[
k5
A
A+K5
+ kps
K5
A+K5
]
− ksc6 (S16)
˙˜c6 =ksc6 − kbc˜6 (S17)
˙˜ci =kb(c˜i+1 − c˜i) i ∈ (1, . . . , 5) (S18)
˙˜c0 =kbc˜1 − ksc˜0 (S19)
A =AT −
5∑
j=0
cj
A
A+Kj
−
6∑
j=0
bj c˜j
Abj
Abj + K˜
bj
j
(S20)
Here, ci and c˜i are the concentrations of active and inac-
tive i-fold phosphorylated KaiC, A is the concentration of
free KaiA. The rates ki are the rates of KaiA-stimulated
phosphorylation of active KaiC and kps is the sponta-
neous phosphorylation rate of active KaiC when KaiA is
not bound. Please note that both rates are multiplied
by the input signal s(t), since both rates depend on the
ATP/ADP ratio [21]. The dephosphorylation rate kb is
independent of the ATP/ADP ratio [20, 21] and hence kb
is not multiplied with s(t). As in the UHM, ks is the con-
formational switching rate. The last equation, Eq. S20,
gives the concentration A of free KaiA under the quasi-
equilibrium assumption of rapid KaiA (un)binding by ac-
tive KaiC with affinity Ki (second term right-hand side)
and rapid binding of KaiA by inactive KaiC, where each
i-fold phosphorylated inactive KaiC hexamer can bind bi
KaiA dimers (last term right-hand side Eq. S20). The
mechanism of differential affinity is implemented via two
ingredients: 1) the dissociation constant of KaiA binding
to active KaiC, Ki, depends on the phosphorylation level
i, with less phosphorylated KaiC having a higher bind-
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FIG. S3: The deterministic coupled-hexamer model. (A) Time traces of p(t) in the abence of driving (dashed line) and in the
presence of driving (solid lines), for two different values of the input-noise strength σ2s ; the corresponding values of the mutual
information I(p; t) are also shown. In the absence of driving, the system exhibits stable, limit-cycle oscillations. (B) The mutual
information I(p; t) as a function of s¯ and ki = k1 = · · · = k5, for σ2s = 1; kb = 0.1875/h is kept constant while kps is scaled with
the same factor as ki. While the intrinsic frequency ω0 is mainly determined by the product kis¯ (the average phosphorylation
rate, see Eq. S3), the coupling strength is set by ki. Superimposed the white-dashed line along which kis¯ and hence the intrinsic
frequency ω0 is constant and equal to the driving frequency ω0 = ω = 2pi/24 h
−1. Clearly, the mutual information decreases
rapidly as the intrinsic frequency is altered significantly away from the driving frequency ω, as shown more clearly in panel C.
Along the (dashed white) line of constant intrinsic frequency, the mutual information decreases as the coupling is increased;
this is more clearly illustrated in panel D. (C) The mutual information I(p; t) as a function of the intrinsic frequency ω0, which
was varied by scaling all phosphorylation rates {kps, ki, kb} by a factor q, while keeping s¯ = 2. It is seen that there exists an
optimal (de)phosphorylation rate that maximizes I(p; t), which weakly depends on σ2s . It corresponds to an intrinsic period
T0 = 25.1h of the free-running clock. (D) The mutual information as a function of ki for different detuning strengths (ω−ω0)/ω,
all for σ2s = 1; kps is scaled by the same factor as ki; kb = 0.1875/h is kept constant and s¯ is changed such that kis¯ and hence
the intrinsic frequency ω0 remains constant along each curve. It is seen that for zero detuning, ω0 = ω (corresponding also
to the white dashed line in panel B), the mutual information increases continuously as the coupling strength is decreased;
this is because decreasing the coupling makes it possible to minimize input-noise propagation. However, for finite detuning,
the mutual information first rises as ki is lowered (because that minimizes input-noise propagation), but then suddenly drops
to zero when the system leaves the Arnold tongue: for non-zero detuning, a minimal coupling is necessary to phase-lock the
system to the driving signal [13]. The noise correlation time τc = 0.5h.
9ing affinity: Ki < Ki+1 [15, 20, 21]; 2) inactive KaiC
can strongly bind and sequester KaiA [15, 20, 21]; this is
modeled by the last term in Eq. S20.
Autonomous oscillations Fig. S3A shows a time
trace of p(t) (Eq. S12) for both a driven and a non-driven
coupled-hexamer model. Clearly, in contrast to the push-
pull network and the uncoupled-hexamer model, this sys-
tem exhibits free running simulations. Note also that the
autonomous oscillations are slightly asymmetric as ob-
served experimentally, and as shown also by the detailed
models on which this minimal model is based [15, 19].
Lastly, while the driving signal is sinusoidal, the out-
put signal of the driven system remains non-sinusoidal.
This is because this system is non-linear; this behavior
is indeed in marked contrast to the behavior seen for the
linear UHM (see Fig. S2) and that of the PPN (Fig. S1)
which operates in the linear regime. The slight asym-
metry in the oscillations also explains why in the regime
of very low noise, this system has a slightly lower mu-
tual information than that of push-pull network or the
uncoupled-hexamer model, as seen in Fig. 1 of the main
text.
Setting the parameters
Free-running oscillator We first set the parameters
to get autonomous oscillations, keeping s(t) = s¯ = 2.
These parameters were inspired by the parameters of the
model upon which the current model is built [15]. Specif-
ically, the KaiA binding affinity of active KaiC, given
by Ki, was chosen such that it obeys differential affin-
ity, K0 < K1 < K2 < K3 < K4 < K5 , as in the
PPC model of [15, 19, 35]. In addition, in our model,
bi = 2 for i = 1, 2, 3, 4 and bi = 0 for i = 0, 5, 6, mean-
ing that i = 1 − 4 fold phosphorylated inactive KaiC
hexamers can each bind two KaiA dimers with strong
affinity K˜i = K˜. The conformational switching rate ks
was set to be higher than all the (de)phosphorylation
rates, ks >> {ki, kps, kb} and the values of ki, kps, kb
were, again apart from a scaling factor to set the op-
timal intrinsic frequency as described below, identical to
those of the PPC model of [15, 20, 35]. These parame-
ter values allowed for robust free-running oscillations (see
Fig. S3A) in near quantitative agreement with the oscil-
lations of the more detailed PPC model of [15, 20, 35].
Driven oscillator: Optimal intrinsic frequency
We then studied the driven system. We computed the
mutual information I(p; t) as a function of the mean sig-
nal s¯ and the phosphorylation rates ki = k1 = · · · = k5,
see Fig. S3B. While the intrinsic frequency is primar-
ily determined by the mean phosphorylation rate kis¯, as
illustrated by the dashed-white line of constant intrin-
sic frequency ω0, the coupling strength is (for a given
mean kis¯) set by the amplitude ki (see Eq. S3). Panel
B shows that the mutual information changes markedly
in the direction perpendicular to the white line, indicat-
ing that I(p; t) strongly depends on ω0. To illustrate
this further, we varied the intrinsic frequency ω0 of the
autonomous oscillations by varying all (de) phosphory-
lation rates {ki, kps, kb} by a constant factor and com-
puted the mutual information I(p; t) as a function of this
factor and hence ω0. The result is shown in Fig. S3C.
Clearly, as for the uncoupled-hexamer model, there ex-
ists an optimal intrinsic frequency ωopt0 that maximizes
I(p; t). The optimal intrinic frequency depends on the
input-noise strength: for low input noise, ωopt0 < ω, but
then ωopt0 increases with σ
2
s to become similar to ω in
the high noise regime. We also see, however, that the
dependence of ωopt0 on σ
2
s is rather weak (Fig. S3B). We
therefore kept the parameters in the simulations corre-
sponding to Fig. 2 of the main text, constant.
Driven oscillator: mutual information increases
with decreasing coupling strength as long as the
system remains inside the Arnold tongue. Along
the white dashed line of panel B (corresponding to the
blue line in panel D), ω0 = ω, and the mutual informa-
tion I(p; t) decreases as the coupling strength ki is in-
creased. Indeed, when there is no detuning (ω0 = ω) and
no internal noise, I(p; t) is maximized when the coupling
strength goes to zero. This can be understood by noting
that a) the limit-cycle oscillator has, in stark contrast to
the push-pull network and the uncoupled-hexamer sys-
tem, an intrinsic robust amplitude, which does not rely
on driving by the input signal; b) decreasing the cou-
pling reduces the propagation of the input fluctuations.
In section SII E we prove analytically that concerning the
robustness to input noise: a) the optimal regime is that
of weak coupling; b) in this regime, systems based on a
limit-cycle attractor, such as the CHM, are superior to
those based on a fixed-point attractor, such as the PPN
and the UHM.
Driven oscillator: With non-zero detuning, cou-
pling is necessary to keep the system inside the
Arnold tongue. Importantly, there will always be a
finite amount of internal noise. In addition, the intrisic
period will never be exacly 24h. In both cases, coupling
is essential to keep the system in phase with the driving
signal. In the next section we discuss the role of internal
noise, but in panel D of Fig. S3 we show for the de-
terministic CHM the importance of coupling when there
is a finite amount of detuning (ω − ω0)/ω. Clearly, for
non-zero detuning, the mutual information first rises as
the coupling strength is decreased (because that mini-
mizes input-noise propagation), but then suddenly drops
as the system moves out of the Arnod tongue: when the
intrinsic period does not match the period of the driv-
ing signal, a minimal coupling is essential to firmly lock
the oscillations to the input signal (keeping the system
inside the Arnold tongue); indeed, as panel D shows, the
required coupling strength increases with the amount of
detuning [13].
Setting the coupling strength and the other pa-
rameters The fact that the mutual information depends
on the amount of detuning (Fig. S3D) and also internal
noise, as shown in the next section (Fig. S4), raises the
question what is the natural procedure to set its value.
We have decided to set the relative coupling strength to
a value that is comparable to the coupling strength of
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FIG. S4: Optimal coupling strength in the three different computational models in the presence of input noise and internal
noise. To isolate the role of internal noise, the detuning for both the uncoupled and coupled hexamer model was set to zero.
Shown is the mutual information I(p; t) as a function of the coupling strength kf and ki for different input-noise levels σ
2
s , for:
(A) The push-pull network (PPN); (B) Uncoupled hexamer model (UHM); (C) Coupled hexamer model (CHM). In all three
models, the internal noise was kept constant, by keeping the copy number of the central clock protein at N = 1000; this number
is comparable to the number of KaiC hexamers as measured for the cyanobacterium S. elongatus in vivo [29]. The results were
obtained by performing stochastic Gillespie simulations. For the push-pull network (panel A), the de-phosphorylation rate kb
is set to the optimal one as predicted by Eq. S45. The stochastic models of the UHM and CHM are based of the PPC of [19].
It is seen that for all three models there exists an optimal coupling constant that maximizes the mutual information. For the
PPN and UHM, the optimum is broad: for low coupling, the internal noise dominates, and coupling is necessary to lift the
signal (amplitude oscillations) above the internal noise; for higher coupling, the input noise dominates over the internal noise,
and the signal-to-noise ratio (and hence the mutual information) becomes independent of the coupling strength; for even larger
coupling strength, the mutual information goes down because of signal distortion. For the CHM, the optimum is sharper,
arising from a pronounced trade-off between minimizing input-noise propagation and maximizing internal-noise suppression.
Parameters: PPN: kb = 0.3/h; UHM: s¯ is scaled with kf such that kf s¯ = kb = 0.5/h and ω0 = ω (see Eq. S13); CHM: s¯ is
scaled with ki such that ω0 = ω; kps is scaled with ki; kb = 0.1875/h is kept constant; other parameters, see S1.
the PPC of S. elongatus. Specifically, Fig. 3B of Phong
et al. [36] shows that the kinase rate of the CII do-
main increases from 0.1/h at an ATP fraction of 25%
to 0.42/h at an ATP fraction of 100%. Assuming the
ATP fraction oscillates between these levels inside the
cell [11], the amplitude over the mean of the oscillations
of the kinase rate is around 0.6. This should be com-
pared to ki/(kis¯) = 1/s¯ in our model (see Eq. S3). With
s¯ = 2, the coupling strength is indeed comparable to that
of the PPC of S. elongatus. We thus kept s¯ = 2 fixed
and then optimized over the intrinsic frequency by scal-
ing the (de)phosphorylation rates ki, kps, kb, as shown
in Fig. S3C. This yielded ωopt0 = 0.96ω, corresponding
to an intrinsic period T0 = 25.1h. Table S1 gives an
overview of all the parameters. Finally, we emphasize
that the chosen coupling strength is a conservative esti-
mate: if the ATP fraction oscillates from 0.2 to 0.6 inside
the cell [11], then the in vivo coupling strength will be
lower; as panel D shows, the performance of the CHM,
regarding robustness to input noise, will then even be
higher. In fact, as Fig. S5A shows, the optimal coupling
strength that maximizes the mutual information for the
CHM in the presence of both detuning and internal noise
at biologically relevant strengths, is even lower than that
corresponding to Fig. 2 of the main text. In comparing
the CHM against the UHM and PPN, we thus consider a
“worst-case” scenario for the CHM. Indeed, even for this
scenario, the CHM is much more robust to input noise
than the PPN and UHM, as Fig. 2 of the main text
shows.
E. Robustness to internal noise
The computational models of the readout systems con-
sidered in the main text and above are deterministic; only
the input signal is stochastic. In this section, we address
the question how robust the results on our computational
models are to the presence of internal noise that arises
from the inherent stochasticity of chemical reactions. To
isolate the effect of internal noise, we first zoom in on the
interplay between internal and input noise in the absence
of any detuning for the UHM and CHM (Fig. S4), and
then we study the biologically relevant regime with a fi-
nite amount of detuning (Fig. S5). Fig. S4 shows that in
the presence of both sources of noise, all computational
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models exhibit an optimal coupling strength that max-
imizes information transmission. Fig. S5 then demon-
strates that in the biologically relevant regime, at least
for cyanobacteria: 1) the optimal coupling is weak be-
cause the input noise dominates over the internal noise;
2) the coupled-hexamer model is more robust to input
noise than the push-pull network and the uncoupled-
hexamer model. We elucidate these results using our
analytical models in sections SII E and SII F.
Stochastic simulations To investigate the role of in-
ternal noise, we have performed stochastic Gillespie sim-
ulations [37] of all three computational models. These
simulations take into account the inherent stochasticity
of the chemical reactions, yet do assume that the system
remains well-stirred at all times. We keep the magnitude
of the internal noise fixed by keeping the copy number
N of the central clock component, X in the PPN and
the KaiC hexamer in the UHM and CHM, constant at
N = 1000; this number is comparable to the number
of KaiC hexamers in the cyanobacterium S. elongatus
[29]. The stochastic model of the PPN and the UHM
are the stochastic versions of the deterministic models
studied above and in the main text, taking into account
the stochastic phosphorylation and dephosphorylation of
X and KaiC, respectively. For the stochastic model of
the CHM, we have adopted the stochastic PPC model,
including its parameter values [19]; here, KaiA and KaiB
binding is modeled explicitly, but since these reactions
are much faster than the (de)phosphorylation reactions,
this is not important—to an excellent approximation,
this model is the stochastic equivalent of the determinis-
tic CHM studied in the main text and above.
1. The interplay between input and internal noise with no
detuning
In the previous sections, we have seen that for the
deterministic push-pull network and the deterministic
uncoupled-hexamer model, the mutual information is es-
sentially independent of the coupling strength in the
weak-coupling regime, because increasing the coupling
strength increases both the amplitude of the output (the
gain) and the amplification of the input noise, leaving
the signal-to-noise ratio unchanged. In contrast, for the
CHM, when the intrinsic clock period is not equal to that
of the driving signal, a minimal amount of coupling is nec-
essary to phase-lock the clock to the driving and put the
system inside the Arnold tongue (Fig. S3D). Yet, once the
system is inside the Arnold tongue the coupling should be
as low as possible to minimize input-noise propagation.
However, for all three systems, we expect that in the
presence of internal noise there is a positive effect of in-
creasing the coupling strength, although, interestingly,
the origin of the effect is different for the three respective
systems: for the fixed-point attractors (PPN and UHM),
increasing the coupling helps to raise the the amplitude
of the oscillations (the signal) above the internal noise,
while for the limit-cycle attractor (CHM) increasing the
coupling increases the restoring force that contains the
effect of the internal noise. Section SII F discusses these
effects in more detail.
In Fig. S4 we show for all three models separately,
the mutual information I(p; t) as a function of the cou-
pling strength, for different strengths of the input noise,
keeping the internal noise constant. We see that in all
cases there exists an optimal coupling strength that max-
imizes the mutual information, as predicted by the an-
alytical models discussed in section SII F. For the fixed-
point attractors, the PPN and the UHM, the optimum is
broad: a minimal coupling is required to raise the signal
above the internal noise, but for larger coupling strengths
the effect of the input noise, which increases with the
coupling, dominates over the internal noise, and in this
regime the signal-to-noise ratio is essentially constant;
for even larger coupling, however, the signal will saturate
(because p(t) is bounded by zero and unity), and this will
lead to non-sinusoidal oscillations, causing the mutual in-
formation to go down. For the limit-cycle attractor (the
CHM), the optimum is more pronounced, arising from
a sharp trade-off between minimizing input-noise propa-
gation (which favors weak coupling) and maximizing in-
ternal noise suppression (which favors strong coupling).
Indeed, panel C shows that the optimal coupling strength
decreases as the input noise is increased, precisely as this
argument predicts.
2. Interplay between internal and input noise with detuning
In vivo, not only a finite amount of internal noise is
inevitable, but also a non-zero amount of detuning. In
this section, we compare the three computational models
in the presence of both internal noise and detuning at
biologically relevant levels.
Panel A of Fig. S5 shows for the CHM the mutual in-
formation I(p; t) as a function of the coupling strength
ki, for three different input-noise levels, in the pres-
ence of internal noise and detuning at biologicallly rel-
evant levels. As above, the internal noise is set by the
copy number N = 1000 corresponding to the number
of KaiC hexamers in S. elongatus [29], while the detun-
ing is (ω − ω0)/ω = −0.1 as measured experimentally
for the reconstituted PPC of S. elongatus [6]. Panel A
exhibits a mixture of the behavior of Fig. S3D corre-
sponding to the CHM with finite detuning and no in-
ternal noise, and that of Fig. S4C corresponding to no
detuning but with internal noise present: to increase the
mutual information, the coupling strength first has to rise
to bring the system inside the Arnold tongue (compare
with Fig. S3D). Yet once inside the Arnold tongue, I(p; t)
features an optimum arising from the interplay between
minimizing input-noise propagation and maximizing in-
ternal noise suppression. We also see that the optimal
coupling strength, for all input-noise levels, is lower than
that of the CHM of Fig. 2 of the main text; with such
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FIG. S5: Comparing the coupled-hexamer model (CHM) with biologically relevant levels of internal noise and detuning against
the optimal push-pull network (PPN) and optimal uncoupled-hexamer model (UHM). For all models, the internal noise was
kept constant by keeping the copy number of the central clock component at N = 1000, which is comparable to the number
of KaiC hexamers as measured in vivo for the cyanobacterium S. elongatus [29]. For the CHM, the amount of detuning was
set to (ω − ω0)/ω = −0.1, which corresponds to that measured for the reconstitued PPC of S. elongatus [6]. Weather data
[28] indicates that the average input noise strength is σ2s ≈ 1 − 2, but since there will be variations in the fluctuations in the
light intensity from day to day, we also consider higher input noise strengths (see section SI A) (A) The mutual information
I(p; t) of the CHM as a function of coupling strength ki for 3 different input-noise strengths; kb = 0.1875/h and kps is scaled
by the same factor as ki; s¯ is changed such that the intrinsic frequency and hence amount of detuning is constant along each
curve. It is seen that the mutual information is initially low but then sharply rises with ki as the system enters the Arnold
tongue where the CHM becomes firmly locked to the driving signal (compare with Fig. S3D). When the coupling strength is
raised further, the mutual information goes through a maximum, which arises from a trade-off between minimizing input-noise
propagation and maximizing internal-noise suppression. Importantly, the optimal coupling strength is low, indicating that the
input noise dominates over the internal noise. Please also note that the maximum is broader than that in Fig. S3D, due to the
internal noise. (B) The mutual information I(p; t) as a function of input-noise strength for the three different computational
models. For the CHM, all parameters (but most notably ki, kps, kb) have the baseline parameter values corresponding to Fig.
2 of the main text and shown in Table S1, except s¯, which was changed such that the detuning is (ω − ω0)/ω = −0.1. For the
UHM and PPN, all parameters (including s¯) have the baseline parameter values corresponding to Fig. 2 and shown in table
S1; these parameter values maximize the mutual information in the absence of internal noise (see Fig. S1C and Fig. S2C). The
figure shows that the principal finding of our manuscript, shown in Fig. 2 of the main text, is robust to the presence of internal
noise: in the limit of low input-noise, the mutual information is similar for all systems. Yet, in the regime of high input noise,
the CHM has the highest mutual information. The results were obtained by performing stochastic Gillespie simulations [37].
a weaker coupling, the robustness of the CHM to input
noise would be even higher.
In Fig. S5 we compare the performance of the
three computational models as a function of input-noise
strength, in the presence of both internal noise and de-
tuning at biologically relevant levels. Clearly, as observed
for the deterministic systems corresponding to Fig. 2 of
the main text, for low input noise, the performance of the
three systems is very similar. Yet, for high input noise,
the CHM is far superior. We thus conclude that the prin-
cipal result of the main text, namely that a limit-cycle
oscillator such as the CHM is more robust to input noise
than a damped oscillator such as the PPN or UHM, is
robust to the presence of internal noise.
We can understand this result by noting that in the
presence of biologically relevant amounts of internal noise
and input noise, the optimal coupling is weak because the
input noise dominates over the internal noise. In fact,
experiments have revealed that the clock of S. elongatus
has a strong temporal stability with a correlation time
of several months, indicating that the internal noise is
indeed small [27]. As we prove analytically in SII E, in
the input-noise dominated regime a limit-cycle oscillator,
such as the CHM, is generically more resilient to input
noise than a system with a fixed point attractor, such as
the PPN and UHM. Reducing the coupling minimizes the
amplification of the input noise in all systems, but only
the limit-cycle oscillator (CHM) can still sustain robust
large-amplitude oscillations in this regime.
For larger internal noise strengths than that considered
here, thus outside the biological realm, it might be ben-
eficial to increase the coupling further. Strong coupling
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makes it possible to exploit the fact that the output p(t) is
naturally bounded between zero and unity; the noise can
thus be tamed by continually pushing p(t) against either
zero and unity. This generates, however, strongly non-
sinusoidal, square-wave like oscillations, which are not
experimentally observed [16]. We thus leave the regime
of strong coupling for future work.
F. Robustness to shape of input signal
We have tested the robustness of our principal result,
shown in Fig. 2 of the main text, by varying a number
of key parameters. We first varied the correlation time
τc of the noise, see Fig. S6A. Clearly, the main result is
robust to variations in the value of τc: in the limit of
small input-noise σ2s all three time-keeping systems are
equally accurate, while for large input noise the bonafide
clock is far superior. We have also varied the nature
of the input signal. Specifically, instead of a sinusoidal
signal we have also studied a truncated sinusoidal signal
s(t), which drops to zero for 12 hours during the night
but is a half-sinusoid for 12 hours during the day:
s(t) = h(t) {sin(ωt) + ηs(t)} , (S21)
where h(t) = 0 for 0 < t < 12 and h(t) = 1 for 12 <
t < 24. The result is shown in Fig. S6B. It is seen that
the principal result of Fig. 2 of the main text is also
insensitive to the precise choice of the input signal.
The robustness of our principal observations indicate
they are universal and should be observable in minimal
generic models. These are described in the next sections.
G. Computing the mutual information
The mutual information is given by
I(p; t) =
∫ t
0
dp
∫ T
0
dtP (p, t) log2
P (p, t)
P (p)P (t)
, (S22)
where P (p, t) is the joint probability distribution of the
phosphorylation level p and time t and P (p) and P (t) are
the marginal probability distribution functions of p and t,
respectively. When p and t are statistically independent,
P (p, t) = P (p)P (t) and the mutual information I(p; t)
is indeed zero. More generally, 2I(p;t) corresponds the
number of time points t that can be inferred uniquely
from the phosphorylation level p; it thus corresponds to
the number of distinguishable mappings between t and
p [24]. The mutual information depends on the entropy
of the input distribution H(t) and the accuracy of signal
transmission, which can be seen by rewriting Eq. S22 as
I(p; t) = H(t)− 〈H(t|p)〉p, (S23)
where
H(t) = −
∫ T
0
dtP (t) log2 P (t) (S24)
is the entropy of the input distribution P (t) = 1/T and
〈H(t|p)〉p = −
∫ 1
0
dpP (p)
∫ T
0
dtP (t|p) log2 P (t|p)
(S25)
is the average of the entropy of the conditional distribu-
tion of t given p, P (t|p). The input entropy H(t) quanti-
fies the a priori uncertainty on the input, while 〈H(t|p)〉p
quantifies the uncertainty on the input t after the output
p has been measured. Eq. S26 shows that the mutual
information can be interpreted as the reduction in the
uncertainty on the input t, by measuring the output p.
The conditional entropy 〈H(t|p)〉p depends on the relia-
bility of signal transmission, and goes to zero when the
signal is transduced perfectly. Indeed, since the input
distribution P (t) is continuous, the mutual information
diverges when there is no input noise (and no internal
noise). The highest mutual information reported in Fig.
2 of the main text thus corresponds to the smallest input-
noise level studied. For a more detailed discussion of the
mutual information, we refer to [24].
The mutual information is symmetric with respect to
its arguments, and Eq. S22 can also be rewritten as
I(p; t) = H(p)− 〈H(p|t)〉t. (S26)
where
H(p) = −
∫ 1
0
dpP (p) log2 P (p) (S27)
is the entropy of the output distribution P (p) and
〈H(p|t)〉t = − 1
T
∫ T
0
dt
∫ 1
0
dpP (p|t) log2 P (p|t) (S28)
is the average of the conditional entropy of P (p|t), with
P (p|t) the conditional distribution of p given t. We have
used this form to compute I(p; t). In numerically com-
puting the mutual information, we have verified that the
results are independent of the bin size of the distribution
of p, following the approach of [41].
SII. ANALYTICAL MODELS
A. Push-pull network
The equation for the push-pull network is
x˙p = kfs(t)(xT − xp(t))− kbxp (S29)
' kfs(t)xT − kbxp, (S30)
where in the last equation we have assumed that xT 
xp, which is the case when kfs(t)  kb. In this regime,
the push-pull network operates in the linear regime, lead-
ing to sinusoidal oscillations, which tend to enhance in-
formation transmission [23]. In what follows, we write, to
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FIG. S6: Robustness of the pricipal resut of our paper, Fig. 2 of the main text, to the shape and correlation time of the input
signal. (A) Robustness to correlation time of the input noise. It is seen that increasing the correlation time τc of the input noise
lowers the mutual information I(p; t). This is because a higher correlation time impedes noise averaging [38–40]. Yet, for all
values of τc the result of Fig. 2 of the main text is recapitulated: when the input-noise strength σ
2
s is low, all readout systems
are equally accurate; yet, in the high noise regime, the coupled-hexamer model is superior. (B) Robustness to the shape of the
input signal. Here, the input is a truncated sinusoidal signal so that during the night s(t) = 0, while during the day s(t) is
a half sinusoid (see Eq. S21). As expected, shutting off the driving during the night lowers the mutual information (compare
with panel A). More strikingly, in the regime of low input noise, all readout systems are again equally informative on time.
Clearly, the push-pull network and uncoupled-hexamer model do not need to be driven constantly; it is sufficient that the light
drives the phosphorylation of the readout proteins during the day, so that they can dephosphorylate spontaneously during the
night. In the regime of high input-noise, the coupled-hexamer system is again optimal. In panel B, the noise correlation time
τc = 0.5h. Other parameters are in Table S1.
facilitate comparison with other studies on noise trans-
mission [23, 42] ρ ≡ kfxT, µ = kb and, for notational
convenience, xp = x. We thus study
x˙ = ρs(t)− µx(t). (S31)
The equation can be solved analytically to yield
x(t) =
∫ t
−∞
dt′χ(t− t′)s(t), (S32)
with χ(t − t′) = ρe−µ(t−t′). With the input signal given
by
s(t) = sin(ωt) + s¯+ ηs(t), (S33)
the output is
x(t) = A sin(ωt− φ) + x¯+ ηx(t) (S34)
where the amplitude is
A =
ρ√
µ2 + ω2
, (S35)
the phase difference of the output with the input is
φ = arctan(ω/µ), (S36)
the mean is
x¯ = ρs¯/µ (S37)
and the noise is
ηx = ρ
∫ t
−∞
dt′e−µ(t−t
′)ηs(t
′). (S38)
The variance of the output, assuming the system is in
steady state, is then
σ2x = 〈(x(0)− x¯(0))2〉 (S39)
= ρ2
∫ 0
−∞
∫ 0
−∞
dtdt′eµ(t+t
′)〈ηs(t)ηs(t′)〉. (S40)
Assuming that the input noise has variance σ2s and decays
exponentially with correlation time τc = λ
−1, meaning
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that 〈ηs(t)ηs(t′)〉 = σ2se−λ|t−t
′|, the variance of the out-
put is
σ2x = ρ
2σ2s
[∫ 0
−∞
∫ t
−∞
dtdt′eµ(t+t
′)e−λ(t−t
′)+ (S41)∫ 0
−∞
∫ 0
t
dtdt′eµ(t+t
′)e+λ(t−t
′)
]
(S42)
= g2
µ
µ+ λ
σ2s , (S43)
with the gain given by g ≡ ρ/µ.
The signal-to-noise ratio A/σx is then
A
σx
=
√
µ(µ+ λ)
µ2 + ω2
1
σs
, (S44)
which has a maximum at the optimal relaxation rate [23]
µopt =
ω2
λ
(
1 +
√
1 + (λ/ω)
2
)
. (S45)
This optimum arises from a trade-off between the am-
plitude, which increases as µ increases, and input-noise
averaging, which improves as µ decreases. Another point
to note is that the optimal signal-to-noise ratio does not
depend on ρ = kfxT, and hence not on kf and xT: while
increasing ρ increases the amplitude of the signal, it also
amplifies the noise in the input signal. Increasing the
gain ρ (via xT and/or kf) only helps in the presence of
intrinsic noise, because increasing the amplitude of the
signal helps to raise the signal above the intrinsic noise
[23], as discussed in sections SI E and SII F. However,
in the deterministic models considered in this study, the
intrinsic noise is zero.
B. The harmonic oscillator and the
uncoupled-hexamer model
The uncoupled-hexamer model (UHM) is linear. More-
over, because each hexamer has a phosphorylation cycle
with a characteristic oscillatino frequency ω0, this sys-
tem is akin to the harmonic oscillator. Indeed, when not
driven, both the UHM and the harmonic oscillator relax
in an oscillatory fashion to a stable fixed point. To de-
velop intuition on the behavior of the UHM, we therefore
here analyze the behavior of a harmonic oscillator driven
by a noisy sinusoidal signal.
The equation of motion of the driven harmonic oscil-
lator is
x¨+ ω20x+ γx˙ = ρs(t), (S46)
where ω0 is the characteristic frequency, γ is the friction
and ρ describes the strength of the coupling to the in-
put signal s(t). We assume that s(t) = sin(ωt) + ηs(t).
We note that while the undriven harmonic oscillator is
isomorphic to the undriven UHM, their coupling to the
input is different: in the UHM, the hexamers are, moti-
vated by the Kai system [11, 12], only coupled to the in-
put during their active phosphorylation phase, while the
harmonic oscillator is coupled continuously; moreover,
in the harmonic oscillator the noise is additive, while in
the UHM the signal multiplies the phosphorylation rate,
leading to multiplicative noise. Yet, the behavior of the
two models is qualitatively similar, as discussed below.
Solving Eq. S46 in Fourier space yields x˜(ω) =
χ˜(ω)s˜(ω), with
χ˜(ω) =
ρ
ω20 − ω2 − iωγ
. (S47)
Hence, the time evolution of x(t) is
x(t) =
1
2pi
∫ ∞
−∞
dωe−iωtχ˜(ω)s(ω) (S48)
=
ρ
2pi
∫ ∞
−∞
dω
∫ ∞
−∞
dt′
eiω(t
′−t)s(t′)
ω20 − ω2 − iωγ
. (S49)
We do the integral over ω first. The integrand has poles
at
ω =
−iγ
2
±
√
ω20 −
γ2
4
≡ −iγ
2
± ω1. (S50)
This yields
x(t) =
ρ
2pi
∫ ∞
−∞
s(t′)θ(t− t′)(2pii)× (S51)[
ei(−i
γ
2+ω1)(t
′−t)
2ω1
− e
i(−i γ2−ω1)(t′−t)
2ω1
]
(S52)
=
ρ
ω1
∫ t
−∞
dt′e−
γ
2 (t−t′) sin(ω1(t− t′))s(t′). (S53)
With s(t) = sin(ωt), this yields
x(t) =
−γω cos[ωt] + (−ω2 + ω20) sin[ωt]
γ2ω2 + (ω2 − ω20)2
(S54)
This can also be rewritten as
x(t) = A sin(ωt+ φ), (S55)
with the amplitude given by
A =
ρ√
γ2ω2 + (ω2 − ω20)2
(S56)
and the phase given by
φ = arctan
[ −4γω
γ2 + 4(ω21 − ω2)
]
. (S57)
Eq. S56 shows that the amplitude increases as the friction
decreases and that the amplitude is maximal when the
intrinsic frequency equals the driving frequency; in fact,
when γ → 0 and ω0 = ω, the amplitude diverges.
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FIG. S7: The amplitude (A), standard deviation σx (B), and signal-to-noise ratio A/σx (C) as a function of the the intrinsic
frequency ω0 and friction γ for the harmonic oscillator. It is seen that the amplitude peaks when γ = 0 and the intrinsic
frequency equals the driving frequency, ω0 = ω (A). The noise peaks at γ = 0 and at ω0 = 0 (B). Because the amplitude peaks
at ω0 = ω, while the noise peaks at ω0 = 0, there is an optimal intrinsic frequency ω
opt
0 > ω that maximizes the signal-to-noise
ratio (C). See also Fig. S8.
With an input noise with variance σ2s and decay rate
λ, the noise in the output, σ2x = 〈δx2(0)〉, is given by
σ2x =
ρ2
ω21
∫ 0
−∞
dt
∫ 0
−∞
dt′e
γ
2 (t+t
′) sin(ω1t) sin(ω1t
′)〈ηs(t)ηs(t′)〉
(S58)
=
ρ2σ2s
ω21
[∫ 0
−∞
dt
∫ t
−∞
dt′e
γ
2 (t+t
′) sin(ω1t) sin(ω1t)e
−λ(t−t′)
+
∫ 0
−∞
dt
∫ 0
t
dt′e
γ
2 (t+t
′) sin(ω1t) sin(ω1t
′)e−λ(t
′−t)
]
(S59)
= ρ2σ2s
16(γ + λ)
γ[(γ + 2λ)2 + 4ω21 ](γ
2 + 4ω21)
(S60)
= ρ2σ2s
(γ + λ)
γω20 [λ(γ + λ) + ω
2
0 ]
(S61)
This expression shows that the noise diverges for all fre-
quencies when the friction γ → 0. It also shows that the
noise diverges for ω0 → 0 for all values of γ, or, con-
versely, that it goes to zero for ω0 → ∞. This can be
understood by imagining a particle with mass m = 1 in
a harmonic potential well with spring constant k, giving
a resonance frequency ω20 = k/m = k, which is buffeted
by stochastic forces: its variance decreases as the spring
constant k and intrinsic frequency ω0 increase.
Figs. S7 and S8 show the amplitude A, noise σ2x, and
signal-to-noise ratio A/σx for the harmonic oscillator.
Clearly, the amplitude is maximal at resonance, diverg-
ing when γ → 0 (Fig. S7A). The noise is maximal at
ω0 → 0, and also diverges for all frequencies when γ → 0
(Fig. S7B). However, the amplitude rises more rapidly as
γ → 0 than the noise does, leading to a global optimum of
the signal-to-noise ratio for ω0 = ω and γ → 0 (Fig. S7C).
However, biochemical networks have, in general, a finite
friction, and then the optimal intrinsic frequency is off
resonance, as most clearly seen in Fig. S8. In fact, since
the noise is minimized for ω0 →∞ while the amplitude is
maximized at resonance, ω0 = ω, the optimal frequency
ωopt0 that maximizes the signal-to-noise ratio is in gen-
eral ωopt0 > ω, as indeed also observed for the uncoupled
hexamer model (see Fig. S2B).
Because noise is commonly modeled as Gaussian white
noise, as in our Stuart-Landau model below, rather than
colored noise as assumed here, we also give, for com-
pleteness, the expression for σ2x when the input noise is
Gaussian and white, 〈ηs(t)ηs(t′)〉 = σ2s,whiteδ(t− t′). It is
σ2x =
ρ2σ2s,white
2γω20
. (S62)
This is consistent with Eq. S61, by noting that
the integrated noise strength of the colored noise is
2
∫∞
0
dtσ2se
−λt = 2σ2s/λ, while the integrated noise
strength of the white noise case is σ2s,white. Indeed, with
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FIG. S8: The signal-to-noise A/σx of the harmonic oscillation
as a function of ω0 for different values of γ. Because the
amplitude A exhibits a strong maximum at ω0 = ω, the SNR
peaks around ω0 = ω. However, the maximum is not precisely
at ω0 = ω, because the noise σx peaks at ω0 = 0 and not
at ω0 = ω. Depending on the friction, there thus exists an
optimal intrinsic frequency ωopt0 > ω. Note also that when
ω 6= ω0, it is actually beneficial to have friction, γ 6= 0.
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this identification, Eq. S61 in the limit of large λ reduces
to the above expression for the white noise case.
C. Comparison between push-pull network and
harmonic oscillator in the high friction limit
Intuitively, one would expect that in the high-friction
limit the harmonic oscillator peforms similarly to the
push-pull network. The signal-to-noise ratio SNR =
A/σx indeed becomes the same in this limit. However,
the amplitude and the noise separately scale differently,
because the friction in the harmonic oscillator also re-
duces the strenght of the signal and the noise: in the high-
friction limit, the equation of motion of the harmonic os-
cillator becomes x˙HO = ρs(t)/γ − ω20/γx(t) + ρηs(t)/γ,
showing that the friction renormalizes both the signal
and the noise. However, such a renormalization of both
the signal and the noise should not affect the signal-to-
noise ratio. Moreover, we now see that in this high-
friction limit the harmonic oscillator relaxes with a rate
ω20/γ, which is to be compared with µ of the push-pull
network, for which x˙PP = ρs(t) − µx(t) + ρηs(t). From
this we can anticipate that while the amplitude and the
noise will be different, the signal-to-noise ratio will be
the same. Concretely, in the high-friction limit the am-
plitude, the noise and the signal-to-noise ratio of the har-
monic oscillator become
AHO =
ρ
γω
(S63)
σHOx =
ρσs
ω0
√
γλ
(S64)
SNRHO =
√
ω20
γ
√
λ
ω
=
√
µλ
ω
, (S65)
where in the last line we have made the identification
µ = ω20/γ. For the push-pull network, the corresponding
quantities, in the limit that µ→ 0, are
APP =
ρ
µ
(S66)
σPPx =
ρσs
µλ
(S67)
SNRPP =
√
µλ
ω
. (S68)
Clearly, the signal-to-noise ratio of the two models are
the same in the limit of high friction.
Fig. S9 compares the behavior of the harmonic oscil-
lator against that of the push-pull system. Clearly, for
small γ, the signal-to-noise ratio SNR of the harmonic
oscillator is larger than that of the push-pull network,
showing that building an oscillatory tendency with a res-
onance frequency into a readout system can enhance the
signal-to-noise ratio. However, in the large-friction limit,
the SNR is the same of both models, as expected.
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FIG. S9: The signal-to-noise A/σx as a function of γ for
the harmonic oscillator and the push-pull network. For the
harmonic oscillator, the friction is varied, while ω0 is kept
constant; for the push-pull network µ is varied according to
µ = ω20/γ. It is seen that for low and intermediate friction
the harmonic oscillator outperforms the push-pull network,
but that in the high-friction limit they perform similarly.
D. Weakly non-linear oscillator and the
coupled-hexamer model
The coupled-hexamer model (CHM) is a non-linear os-
cillator that can sustain autonomous limit-cycle oscilla-
tions in the absence of any driving. Here, we describe
the Stuart-Landau model, which provides a universal de-
scription of a weakly non-linear system near the Hopf
bifurcation where a limit cycle appears. We use it to
analyze the time-keeping properties of a system as it is
altered from essentially a damped linear oscillator to a
weakly non-linear oscillator, see Fig. 3 of the main text.
Our treatment follows largely that of Pikovsky et al. [26].
1. The amplitude equation
We consider the weakly non-linear oscillator [26]:
x¨+ ω20x = f(x, x˙) + ρs(t), (S69)
with s(t) = sin(ωt)+ s¯+ηs being the driving signal as be-
fore. The quantity f(x, x˙) describes the non-linearity of
the autonomous oscillator and the parameter ρ controls
the strength of the forcing. The description presented be-
low is valid in the regime where the non-linearity f(x, x˙)
is small and the strength of the driving, quantified by ρ,
is small. We begin by developing the formalism in the
deterministic limit ηs = 0, in which s(t) is periodic with
period T = 2pi/ω, before returning to the effects of noisy
driving. In contrast to previous sections, our discussion
here is limited to input noise that is not only Gaussian
but white, 〈ηs(t)〉 = 0 and 〈ηs(t)ηs(t′)〉 = σ2sδ(t− t′).
Eq. S69 is close to that of a linear oscillator. We there-
fore expect that its solution has a nearly sinusoidal form.
Moreover, we expect at least over some parameter range
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the frequency of the system is entrained by that of the
driving signal. We therefore write the solution as
x(t) = Re
[
A(t)eiωt
]
=
1
2
(
A(t)eiωt + c.c.
)
, (S70)
where c.c. denotes complex conjugate. The above equa-
tion has the form of an harmonic oscillation with fre-
quency ω, but with a time-dependent complex amplitude
A(t). We emphasize that the observed frequency may
deviate from ω, when the amplitude A(t) rotates in the
complex plane.
The above equation determines only the real part of
the complex number A(t)eiωt. To fully specify A(t), we
also need to set the imaginary part of A(t)eiωt, which we
choose to do via
y(t) = −ωIm [A(t)eiωt] = 1
2
(
iωA(t)eiωt + c.c.
)
(S71)
= x˙. (S72)
The relation y(t) = x˙ thus specifies the imaginary part of
the amplitude A(t). Hence, the complex amplitude can
be written as
A(t)eiωt = x(t)− iy(t)/ω. (S73)
Writing A(t) = R(t)eiφ(t), it can be verified that
x(t) = R(t) cos(φ(t) + ωt) (S74)
y(t) = −ωR(t) sin(φ(t) + ωt) (S75)
R2(t) = x2(t) + y2(t)/ω2, (S76)
and that the specification x˙(t) = y(t) implies that
R˙(t)
R(t)
= φ˙(t) tan(φ(t) + ωt). (S77)
Eq. S75 shows that the time derivative of y(t) is
y˙ = −ω2x
− ω
[
R˙(t) sin(φ(t) + ωt) +R(t)φ˙(t) cos(φ(t) + ωt)
]
(S78)
On the other hand, we know that
iωA˙eiωt = −ω
[
R˙(t) sin(φ(t) + ωt) +R(t)φ˙(t) cos(φ(t) + ωt)
]
+ iω
[
R˙(t) cos(φ(t) + ωt)−R(t)φ˙(t) sin(φ(t) + ωt)
]
(S79)
= y˙ + ω2x. (S80)
where in Eq. S79 we have exploited that the imaginary
part is zero because of Eq. S77. Combing the above equa-
tion with Eq. S69, noting that y˙ = x¨, yields the following
equation for the time evolution of the amplitude:
A˙ =
e−iωt
iω
[
(ω2 − ω20)x+ f(x, y) + ρs(t)
]
. (S81)
2. Averaging
The above transformation is exact. To make progress,
we will use the method of averaging [43]. Specifically,
we will time average Eq. S81 over one period T [26, 43].
Averaging the driving e−iωts(t)/(iω) yields the complex
constant E/(2ω). The second term of Eq. S81 can be ex-
panded in polynomials of x(t) = (1/2)ReA(t)eiωt and
y(t) = (1/2)ImA(t)eiωt, yielding powers of the type
(A(t)eiωt)n(A∗(t)e−iωt)m. After multiplying with e−iωt
and averaging over one period T , only the terms with
m = n − 1 do not vanish. Consequently, the terms that
remain after averaging have the form g(|A|2)A, with an
arbitrary function g. For small amplitudes only the lin-
ear term proportional to A and the first non-linear term,
∝ |A|2A term are important. Finally, averaging the first
term of Eq. S81 yields a term linear in A.
Summing it up, the time evolution of the amplitude of
the system with deterministic driving (ηs = 0) is given
by [26]
A˙ = −iω
2 − ω20
2ω
A+ αA− (β + iκ)|A|2A− ρ
2ω
E (S82)
The parameters have a clear interpretation. The param-
eters α and β describe, respectively, the linear and non-
linear growth or decay of oscillations. To have stable
oscillations, both in the presence and absence of driving,
large amplitude oscillations dominated by the nonlinear
term need to decay, which means that β must be pos-
itive, β > 0; this parameter is fixed in all our calcula-
tions. The parameter that allows us to alter the system
from one that shows damped oscillations in the absence
of driving to one that can generate autonomous oscilla-
tions which do not rely on forcing, is α. For the system to
sustain free-running oscillations, small amplitude oscilla-
tions, dominated by the linear term, must grow, meaning
that α must be positive, α > 0. The case with α > 0
thus describes a system that can perform stable limit
cycle oscillations, making it a bonafide clock. The case
α < 0 describes a system that in the absence of any driv-
ing, E = 0, relaxes in an oscillatory fashion to a stable
fixed point with A = 0. In the presence of weak driving,
the amplitude A at the fixed point will be non-zero but
small, making the effect of the non-linearity weak. The
case α < 0 thus describes a system that is effectively
a damped harmonic oscillator, which only dispays sus-
tained oscillations when forced by an oscillatory signal.
This system mimics the uncoupled-hexamer model.
The parameter κ describes the non-linear dependence
of the oscillation frequency on the amplitude. For the
isochronous scenario in which the phase moves with a
constant velocity, κ = 0, which is what we will assume
henceforth.
Defining the parameter ν ≡ (ω2 − ω20)/(2ω) and the
parameter  ≡ ρ/(2ω), we can then rewrite the above
equation as
A˙ = −iνA+ αA− β|A|2A− E, (S83)
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where A is the complex time-dependent amplitude, E is
a complex constant, and ν, α, and β are real constants.
Eq. S83 is Eq. 2 of the main text. It provides a universal
description of a driven weakly nonlinear system near the
Hopf bifurcation where the limit cycle appears [26].
To model the input noise we will add the noise term
to Eq. S83:
A˙ = −iνA+ αA− β|A|2A− E + ρη¯s(t), (S84)
where η¯s(t) is the noise ηs(t) averaged over one period of
the driving:
η¯s(t) ≡ 1
T
∫ t+T/2
t−T/2
dt′
e−iωt
′
iω
ηs(t
′). (S85)
Since ηs(t) is real but its prefactor e
−iωt/iω is complex,
s¯(t) is, in general, complex. Below we will describe the
characteristics of the noise η¯s.
3. Linear-Noise Approximation
Scenarios By varying α we will interpolate between
two scenarios: the damped oscillator, modeling the
UHM, with α < 0, and the weakly non-linear oscilla-
tor that can sustain free-running oscillations, modeling
the CHM, with α > 0. For the system with α < 0, the
amplitude of x(t) when not driven is A = 0: the sys-
tem comes to a standstill. When the system is driven,
the amplitude will be nonzero, but constant since the
system is essentially linear as described above. For the
system with α > 0, A(t) can exhibit distinct types of
dynamics, depending on the strength of driving and the
frequency mismatch characterized by ν [26]. However,
here we do not consider the regimes that A(t) rotates in
the complex plane; we will limit ourselves to the scenario
that A(t) = A is constant, meaning that ν cannot be too
large [26].
Overview Before we discuss the linear-noise approx-
imation in detail, we first give an overview. The central
observation is that both for the driven damped oscilla-
tor with α < 0 and the driven limit-cycle oscillator with
α > 0, the complex amplitude A is constant, correspond-
ing to a stable fixed point of the amplitude equation,
Eq. S83. In the spirit of the linear-noise approximation
used to calculate noise in biochemical networks, we then
expand around the fixed point to linear order, and eval-
uate the noise at the fixed point. This approach thus
assumes that the distribution of the variables of interest
is Gaussian, centered at the fixed point. More concretely,
we first expand A(t) to linear order around its stable fixed
point, which is obtained by setting A˙ in Eq. S83 to zero.
This makes it possible to compute the variance of A. Im-
portantly, this variance is that of a Gaussian distribution
in the frame that co-rotates with the driving, as can be
seen from Eqs. S74 and S75. To obtain the variance of x
and y in the original frame, we then transform this distri-
bution back to original frame of x and y. If we can make
this transformation linear, then it is guaranteed that the
distribution of x and y will also be Gaussian. As we will
see, the transformation can be made linear by writing A
as A = u+ iv, where u and v are the real and imgainary
parts of A, respectively.
Expanding A around its fixed point We write
A(t) = u(t) + iv(t). Eq. S84 then yields for the real
and imaginary part of a(t):
u˙ = νv + αu− β(u2 + v2)u− eu + ρη¯u (S86)
v˙ = −νu+ αv − β(u2 + v2)v − ev + ρη¯v (S87)
Here, η¯u and η¯v are the real and imaginary parts of the
averaged noise η¯s, given by Eq. S85; they are discussed
below. The quantities eu and ev are the real and imag-
inary parts of the driving E. Their respective values
depend on the phase of the driving, which is arbitrary
and can be chosen freely. For example, when the driving
is s(t) = sin(ωt), then eu = 1 and ev = 0, while if the
signal is s(t) = cos(ωt), then eu = 0 and ev = 1.
We now expand u(t) and v(t) around their steady-state
values, u∗ and v∗, respectively. Inserting this in the above
equations and expanding up to linear order yields
˙δu = c1δu+ c2δv + ρη¯u (S88)
δ˙v = c3δu+ c4δv + ρη¯v, (S89)
with
c1 = α− β(3u∗2 + v∗2) (S90)
c2 = ν − β2u∗v∗ (S91)
c3 = −ν − β2u∗v∗ (S92)
c4 = α− β(u∗2 + 3v∗2). (S93)
The fixed points u∗ and v∗ are obtained by solving the
cubic equations Eqs. S86 and S87 in steady state.
Noise characteristics We next have to specify the
noise characteristics of η¯u(t) and η¯v(t). Eq. S85 reveals
that the noise terms are given by
η¯u(t) = − 1
ωT
∫ t+T/2
t−T/2
dt′ sin(ωt′)ηs(t′) (S94)
η¯v(t) = − 1
ωT
∫ t+T/2
t−T/2
dt′ cos(ωt′)ηs(t′). (S95)
The method of averaging [44] reveals that to leading or-
der the statistics of these quantities can be approximated
by
〈η¯u(t)η¯u(t′)〉 = 〈η¯v(t)η¯v(t′)〉 = σ
2
s
2ω2
δ(t− t′) (S96)
〈η¯u(t)η¯v(t′)〉 = 0. (S97)
Variance-co-variance From here, there are (at least)
three ways to obtain the variance and co-variance matrix
of u and v. Since the system is linear, it can be directly
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solved in the time domain. Another route is via the power
spectra [39, 45]. Here, we obtain it from [46]
ACuv + CuvA
T = −Duv. (S98)
The matrix Cuv is the variance-covariane matrix with
elements σ2uu, σ
2
uv, σ
2
vu, σ
2
vv and A is the Jacobian of
Eqs. S88 and S89 with elements A11 = c1, A12 =
c2, A21 = c3, A22 = c4. The matrix Duv is the noise
matrix of 〈η¯2u/v〉, where we absorb the coupling strength
ρ = 2ω (cf. Eq. S83) in the noise strength:
Duv =
(
22σ2s 0
0 22σ2s
)
. (S99)
Transforming back The variance-covariance matrix
Cuv, with elements σ
2
uu, σ
2
uv, σ
2
vu, σ
2
vv, characterizes a
Gaussian distribution in the complex plane
P (u, v) =
1
2pi
√|Cuv|e− 12aTC−1uv a, (S100)
where |Cuv| is the determinant of the variance-covariance
matrix Cuv and C
−1
uv is the inverse of Cuv, and a is a
vector with elements δu, δv (the deviations of the real
and imaginary parts of A = a from their respective fixed
points u∗ and v∗) with aT its transpose. This distribution
P (u, v) defines a distribution in the co-rotating frame of
the oscillator in the complex plane. To obtain P (x, y)
in the original non-co-rotating frame, we need to rotate
this distribution. Eq. S73 shows that the corresponding
rotation is described by
x(t) = u cos(ωt)− v sin(ωt) (S101)
y(t) = −ωu sin(ωt)− ωv cos(ωt), (S102)
which defines the rotation matrix
Q =
(
cos(ωt) − sin(ωt)
−ω sin(ωt) −ω cos(ωt)
)
(S103)
such that z = Qa, with z the vector with ele-
ments δx(t) = x(t) − x∗(t), δy(t) = y(t) − y∗(t),
where x∗, y∗ are the rotating “fixed” points of x(t) and
y(t), i.e. their time-dependent mean values, given by
Eqs. S101 and S102 with u = u∗ and v = v∗. Hence, the
distribution of interest is given by
P (x, y|t) = 1
2pi
√|Cxy|e− 12zTC−1xy z, (S104)
where
C−1xy = [Q
−1]TC−1uvQ
−1 (S105)
and its inverse Cxy is the variance-covariance matrix
for x, y, with elements σ2xx(t), σ
2
xy(t), σ
2
yx(t), σ
2
yy(t), which
depend on time because Q depends on time.
Mutual information I(p; t) Lastly, the oscillations
in the phosphorylation p(t) of the hexamer models cor-
respond to the oscillations in x(t) in the Stuart-Landau
model. We therefore need to compute the mutual infor-
mation I(x; t), not I(x, y; t). Specifically, we calculate
the mutual information from
I(x, t) = H(x)− 〈H(x|t)〉t, (S106)
where the entropy H(x) = − ∫ dxP (x) logP (x) with
P (x) = 1/T
∫ T
0
dtP (x|t) and the conditional en-
tropy H(x|t) = −1/T ∫ T
0
dt
∫
dxP (x|t) logP (x|t), with
P (x|t) = 1/√2piσ2xx(t)e−(x(t)−x∗(t))2/(2σ2xx(t)). We em-
phasize that both the variance σ2xx(t) and the average
x∗(t) depend on time.
Summing up Approach and Parameters Fig. 3
main text To sum up the procedure, to compute the
noise in A = a we first need to obtain the steady state val-
ues of its real and imaginary part, u¯ and v¯ (see Eqs. S90-
S93). These are obtained from setting the time deriva-
tives of u(t) and v(t) in Eqs. S86 and S87 to zero; this
involves solving a cubic equation, which we do numeri-
cally. We then compute the variance-covariance matrix
Cuv via Eq. S98, where the elements of the Jacobian A
are given by Eqs. S90-S93 and the noise matrix Duv is
given by Eq. S99. After having obtained Cuv, we find
the variance-covariance matrix for x and y, Cxy, from
Eq. S105. For Fig. 3 of the main text, ν = 0, β = ω,
 = 0.5ω.
4. Comparing limit cycle oscillator with damped oscillator
Fig. 3 of the main text shows that the mutual in-
formation I(x; t) increases with α, especially when the
input noise is large. To elucidate this further, we show
in Fig. S10 for two different values of α and for two lev-
els of the input noise, the dynamics of the system in the
plane of x and y. The panels not only show the mean
trajectory, indicated by the dashed line, but also sam-
ples (x, y) from P (x, y|ti) for evenly spaced time points
ti; P (x, y|t) is given by Eq. S104 and samples from the
same time point ti have the same color. It is seen that
when the input noise is low (left two panels), the respec-
tive distributions (“blobs”) are well separated, both for
α = −ω, when the system is a damped oscillator (D.O.)
(top row), and for α = 3ω (bottom row), when the sys-
tem is a limit-cycle oscillator (L.C.O.). However, when
the input noise is large (right column), the blobs of the
damped oscillator become mixed, while the distributions
P (x, y|t) of the limit-cycle oscillator are still fairly well
separated.
To interpret this further, we note that the mutual
information I(x; t) = H(t) − H(t|x). Here, H(t) is
the entropy of the input signal, which is constant,
i.e. does not depend on the design of the system.
The dependence of I(x; t) on the design of the sys-
tem is thus governed by the conditional entropy, given
by H(t|x) = 〈〈− logP (t|x)〉P (t|x)〉P (x). The quantity
〈− logP (t|x)〉P (t|x) quantifies the uncertainty in estimat-
ing the time t from a given output x; the average
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FIG. S10: The dynamics of the Stuart-Landau model when
α = −ω, corresponding to a damped oscillator (D.O., top
row), and when α = 3ω, corresponding to a limit-cycle
oscillator (L.C.O.,bottom row), both for low input noise,
σ2s = 0.001ω (left column) and high input noise, σ
2
s = 0.1ω
(right column). Dashed line denotes the mean trajectory of
(x, y), and the points are samples of (x, y) from the distri-
bution P (x, y|ti) for evenly spaced time points ti; P (x, y|t)
is given by Eq. S104 and points belonging to the same time
have the same color. It is seen that when the input noise is
low, the distributions corresponding to the different times are
still well separated, both for the limit-cycle oscillator and the
damped oscillator. Yet, for high noise, only for the L.C.O.
are the distributions still reasonably separated, leading to a
mutual information that is still close to 2 bits. In contrast,
for the D.O., the distributions are mixed, leading to a low
mutual information close to zero.
〈. . . 〉P (x) indicates that this uncertainty should be av-
eraged over all output values x weighted by P (x). The
conditional entropyH(t|x) is low and I(x; t) is high when,
averaged over x, the distribution P (t|x) of times t for a
given x is narrow. We can now interpret Fig. S10: The
smaller the number of blobs that intersect the line x, the
higher the mutual information. Or, concomitantly, the
more the distributions are separated, the higher the mu-
tual information—information transmission is indeed a
packing problem. Clearly, when the input noise is low,
the time can be inferred reliably from the output even
with a damped oscillator (top left panel). For high input
noise, however, the mutual information of the damped os-
cillator falls dramatically because the blobs now overlap
strongly. In contrast, the distributions of the limit-cycle
oscillator are still reasonably separated and I(x; t) is still
almost close to 2 bits.
Fig. S10 also nicely illustrates that the mutual infor-
mation would be increased if the system could estimate
the time not from x only, but instead from x and y: this
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FIG. S11: The dynamics of the Stuart-Landau model when
α = −ω, corresponding to a damped oscillator (D.O., top
row), and when α = 3ω, corresponding to a limit-cycle oscil-
lator (L.C.O., bottom row), both for weak coupling,  = 0.1ω
(left column) and strong coupling,  = 0.5ω (right column);
the input noise is set to a low value, σ2s = 0.01ω. Dashed
line denotes the mean trajectory of (x, y), and the points are
samples of (x, y) from the distribution P (x, y|ti) for evenly
spaced times ti; P (x, y|t) is given by Eq. S104 and points
belonging to the same time have the same color. It is seen
that for the D.O. the amplitude and the noise are small when
the coupling is small (top left panel; note the scale on the x-
and y-axis). Increasing the coupling, however, not only raises
the amplitude (the gain), but also amplifies the noise, leaving
the mutual information unchanged: a damped oscillator can-
not lift the trade-off between gain and noise. In contrast, the
limit-cycle oscillator already exhibits large amplitude oscilla-
tions even for weak coupling; at the same time, lowering the
coupling strength does reduce input-noise propagation. The
limit-cycle oscillator can thus lift the trade-off between gain
and input: lowering the coupling raises the mutual informa-
tion. Section SII E makes these arguments quantitative. It
is also interesting to note that especially the fluctuations in
the radial direction, the amplitude fluctuations, are strongly
reduced in the L.C.O., due to the non-linearity of the system.
removes the degeneracy in estimating t for a given x asso-
ciated with sinusoidal oscillations [23]. One mechanism
to remove the degeneracy is to have a readout system
that not only reads out the amplitude of the clock sig-
nal, but also its derivative, for example via incoherent
feedback loops [25]. Another possibility is that the clock
signal is read out by 2 (or more) proteins that are out of
phase with each other, as shown in [23]. Indeed, while
we have computed the instantaneous mutual information
between time and the output at a given time, the trajec-
tory of the clock signal provides more information about
time, which could in principle be extracted by appropri-
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FIG. S12: The mutual information I(x; t) in the Stuart-
Landau model as a function of ν = (ω2 − ω20)/(2ω), for dif-
ferent input-noise strengths σ2s . It is seen that the mutual
information is maximized at ν = 0 (corresponding to ω0 = ω)
for all input noise levels. β = 1.0ω;  = 0.5ω; α = 3ω; σ2s in
units of ω.
ate readout systens [23].
Lastly, we show in Fig. S11 the dynamics for two dif-
ferent values of α and for two different values of the cou-
pling strength . The top left panel shows that when 
is small, the amplitude of the damped oscillator is very
weak—note the scale on the x- and y-axis. To increase
the amplitude of the output, the coupling strength must
be increased. However, this amplifies the input noise
as well, such that the mutual information remains un-
changed (top right panel): the damped oscillator faces a
fundamental trade-off between gain and input noise that
cannot be lifted. In contrast, the limit-cycle oscillator
(bottom row) already exhibits strong amplitude oscilla-
tions even when the coupling strength  is small: the
amplitude of the cycle—a bonafide limit-cycle—is deter-
mined by the properties of the system, and is only very
weakly affected by the strength of the forcing. At the
same time, weakening the coupling does reduce the prop-
agation of input noise. These two observations together
explain why for the limit-cycle oscillator the mutual in-
formation increases as the coupling is reduced. In SII E
we elucidate these arguments further, and show that con-
cerning the robustness to input noise, the weak-coupling
regime is the optimal regime that maximizes the mutual
information, and that in this regime a limit-cycle oscilla-
tor is superior over a damped oscillator.
5. Optimal intrinsic frequency
Fig. S3B shows that the optimal intrinsic frequency
ωopt0 that maximizes the mutual information I(p; t) for
the coupled-hexamer model (CHM) depends, albeit very
weakly, on the input-noise strength σ2s . Here we won-
dered whether the Stuart-Landau model could repro-
duce this feature. Fig. S12 shows the result. The fig-
ure shows the mutual information I(x; t) as a function
of ν = (ω2 − ω20)/(2ω) for different values of σ2s . It is
seen that the dependence of I(x; t) on ν is rather weak,
yielding a broad maximum that peaks at ν = 0 (corre-
sponding to ω0 = ω) for all noise strengths. This suggests
that the optimal ωopt0 < ω observed for low input noise in
the CHM arises from a stronger non-linearity in that sys-
tem than captured by the Stuart-Landau model, which
describes weakly non-linear oscillators.
E. Why limit cycle oscillators are generically more
robust to input noise than damped oscillators in the
weak-coupling regime
The principal result of our manuscript, illustrated in
Fig. 2 of the main text, is that a limit-cycle oscilla-
tor is more robust to input noise than a damped oscil-
lator. We now address the question how generic this
observation is, and whether it can explained from a sim-
ple scaling argument. To answer these questions, we will
investigate the analytical models discussed in the previ-
ous sections, which are valid in the regime of weak cou-
pling. We will analyse the harmonic oscillator described
in SII B, which applies not only to the uncoupled hex-
amer model (UHM), but also, in the high-friction limit,
to the push-pull network (PPN), as described in SII C.
For the coupled-hexamer model, we will analyse not only
the Stuart-Landau model described in SII D, but also
a phase-oscillator model within the phase-averaging ap-
proximation [13]. While the Stuart-Landau model gives a
universal description of weakly non-linear oscillators near
the Hopf bifurcation, the phase-oscillator model within
the phase-averaging approximation gives a general de-
scription of (potentially highly) non-linear oscillators in
the weak coupling regime [13]; importantly, both descrip-
tions give the same scaling argument, strongly suggesting
it applies to most, if not all, limit-cycle oscillators. The
principal finding of our analysis of these models is that
damped oscillators such as the UHM and PPN cannot lift
the trade-off between the amplification of the output sig-
nal (the gain) and the propagation of input noise, while
limit-cycle oscillators can because their oscillations have
an inherent robust amplitude, which does not rely on ex-
ternal driving. Before we derive the principal result in
detail in the paragraphs below, we first give an overview
of the main arguments, for the case where there is no in-
ternal noise. In the next section (SII F), we then discuss
the role of internal noise and how the optimal design of
the readout system depends on the relative amounts of
internal and external noise.
Overview To understand why limit-cycle oscillators
(CHM) are generically more robust to input noise than
damped oscillators (UHM and PPN), the role of the cou-
pling strength ρ is key. For a damped oscillator, the
amplitude A of the output oscillations (the signal) scales
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linearly with the coupling strength, A ∼ ρ. However, in-
creasing the coupling not only amplifies the signal, but
also the input noise. Moreover, it does so by the same
amount: the standard deviation of the output signal, σx
also scales linearly with ρ, σx ∼ ρ. Consequently, the
number of distinct time points that can be resolved, the
signal-to-noise ratio A/σx, is independent of ρ: damped
oscillators cannot lift the trade-off between gain and in-
put noise by optimizing the coupling strength, as can also
be seen in panels A and B of Fig. S11.
This is in marked contrast to the behavior of a limit-
cycle oscillator. A limit-cycle oscillator has an intrinsic
amplitude A, which does not rely on external driving,
as the amplitude of a damped oscillator does. Its am-
plitude is thus essentially independent of ρ, and, more
specifically, it goes to a non-zero value as ρ → 0. More-
over, while the amplitude remains finite, the propaga-
tion of input noise does go to zero as ρ → 0, because,
as we will show, σx ∼ √ρ. Hence, the signal-to-noise
ratio A/σx ∼ 1/√ρ rises as the coupling is decreased, as
Fig. S11C/D illustrate. Although this scaling law naively
suggests that the optimal coupling strength is ρ→ 0, we
will show below that, in real systems, internal noise and
detuning between the driving and intrinsic oscillator fre-
quencies always cut off the divergence at small but finite
ρ.
Importantly, we find exactly the same scaling relation
A/σx ∼ 1/√ρ for both the Stuart-Landau model and
the phase-oscillator model within the phase-averaging
approximation, which is the natural description of non-
linear limit-cycle oscillators in the weak-coupling regime
[13, 26]. Our analysis thus shows that concerning the
robustness to input noise: 1) the optimal regime that
maximizes the signal-to-noise ratio is the weak-coupling
regime; 2) in this regime, limit-cycle oscillators are gener-
ically more robust than damped oscillators. We empha-
size that the weak-coupling regime is precisely the regime
where our analysis applies, indicating that our principal
result applies to a very broad class of oscillators. More-
over, this result can be understood intuitively: while
both a damped and a limit-cycle oscillator can reduce
the propagation of input noise by lowering the coupling
strength, only the limit-cycle oscillator still exhibits a ro-
bust amplitude in the weak-coupling regime, raising the
signal-to-noise ratio (see Fig. S11). In the next para-
graphs, we derive and elucidate the scaling of A and σx
with ρ for both oscillator models. The role of internal
noise is discussed in the next section.
Damped oscillators We will first reiterate the main
findings for the harmonic oscillator (the uncoupled hex-
amer model), described in SII B; these findings also ap-
ply to the push-pull network, which corresponds to the
high-friction limit of the harmonic oscillator (see section
SII C). The amplitude of the harmonic oscillator is given
by Eq. S56 and repeated here for completeness:
A =
ρ√
γ2ω2 + (ω2 − ω20)2
∼ ρ. (S107)
Importantly, the amplitude increases linearly with the
coupling strength ρ. This result can be understood by
noting that the driving force ρs(t) scales with ρ while the
restoring force −ω20x is independent of ρ (see Eq. S46).
The variance σ2x of the output is, for Gaussian white input
noise of strength σ2s (see Eq. S62):
σ2x =
ρ2σ2s
2γω20
∼ ρ2. (S108)
Clearly, the noise in the output σx scales with the cou-
pling strength ρ. This is because increasing the coupling
strength not only amplifies the true signal sin(ωt) but
also the noise in the input signal, ηs (see Eq. S46). Be-
cause both the amplitude A and the noise σx scale with
the couplgin strength ρ, the signal-to-noise ratio is inde-
pendent of the coupling strength ρ:
A
σx
=
√
2γω0
σs
√
γ2ω2 + (ω2 − ω20)2
∼ ρ0. (S109)
Indeed, these systems cannot lift the trade-off between
gain and noise: amplifying the signal inevitably also am-
plifies the noise in the input. This is in marked contrast
to the limit-cycle oscillators, as we show next.
Limit-cycle oscillator: Stuart-Landau model To
develop our argument, we consider the case that the fre-
quency mismatch ν = (ω2−ω20)/(2ω) = 0. Moreover, we
choose the phase of the driving signal such that ev = 0,
as a result of which v∗ = 0 (see Eq. S87). With v∗ = 0,
the steady-state value of the phase is φ∗ = 0, while the
mean amplitude of the limit cycle becomes R∗ = |u∗|.
Importantly, this amplitude, which can be obtained by
solving the cubic equation for u (Eq. S86) is very insen-
sitive to the coupling strength ρ—this is indeed a hall-
mark of a limit-cycle oscillator. As a result, even for the
weakest coupling strengths ρ, the system exhibits a ro-
bust amplitude A = R∗, as illustrated in Fig. S11C/D.
Since with v∗ = 0 the amplitude is R∗ = |u∗|, its vari-
ance is σ2R = σ
2
u. Moreover, the variance in the phase
is σ2φ = σ
2
v/R
∗2. With ν = 0 and v∗ = 0, c2 and c3 in
Eqs. S90-S93 are both zero, which then yields the follow-
ing expressions for the variance in u and v (using that
 ≡ ρ/(2ω)):
σ2u =
ρ2σ2s
4(−α+ β3u∗2)ω2 (S110)
σ2v =
ρ2σ2s
4(−α+ βu∗2)ω2 . (S111)
Before we discuss the signal-to-noise ratio in the limit-
cycle oscillator, we note that for a harmonic oscillator
with β = 0, the method of averaging yields α = −γ/2,
showing that the result above indeed reduces to that
for a harmonic oscillator with ω0 = ω (see Eq. S108).
We now analyze the numerator and denominator of
Eqs. S110 and S111 for the limit-cycle oscillator with
β > 0. The numerator increases with the coupling
strength ρ, as observed for the harmonic oscillator; this
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reflects the fact that also in the limit-cycle oscillator, the
input fluctuations are amplified by the gain ρ. This nu-
merator is the same for both σ2u and σ
2
v . The denomi-
nator, however, is larger for σ2u than for σ
2
v . Indeed, the
restoring force for amplitude fluctuations, corresponding
to σ2u = σ
2
R, is larger than that for the phase fluctua-
tions, σ2φ = σ
2
v/R
∗2. This is the remnant of the fact
that limit-cycle oscillators, in the absence of any driving,
exhibit a neutral mode in the direction along the limit
cycle; even with the coupling, this thus remains the soft
mode. It is predominantly these fluctuations, σ2v , that
limit the precision in estimating the time. Interestingly,
since we have chosen the phase of the input such that
v∗ = 0 and R∗ = |u∗|, an inspection of Eq. S86 shows
that −α+βu∗2 = /R∗ = ρ/(2ωR∗). Hence, we find that
σ2v =
ρ2σ2sR
∗
2ρω
∼ ρ. (S112)
The expression shows that the coupling not only amplifies
the input noise (the numerator), but also that it gener-
ates a restoring force that tames these fluctuations (the
denominator). The latter is in marked contrast to the
harmonic oscillator, which lacks this restoring force (see
Eq. S108). Consequently, while the output noise σ2x of
the harmonic oscillator scales as ρ2 (Eq. S108), that of
the limit-cycle oscillator scales as ρ. We also note that
the restoring force decreases with the amplitude R∗ of
the limit cycle.
Eq. S112 shows that the signal-to-noise ratio A/σv =
R∗/σv is given by
A
σv
=
1
σs
√
2ωR∗
ρ
∼ 1√
ρ
, (S113)
where we have used that for small ρ the amplitude R∗
has a finite value. Clearly, in the weak coupling limit,
the signal-to-noise ratio of the limit-cycle oscillator in-
creases as ρ decreases, in contrast to the signal-to-noise
ratio of the damped oscillator, which is independent of
ρ (Eq. S109). As a result, for sufficiently weak coupling,
a limit-cycle oscillator will inevitably become superior to
a damped oscillator. Fundamentally, the reason is that
the limit-cycle oscillator has an intrinsic amplitude which
does not rely on external driving, while the damped os-
cillator does not: in both systems the input fluctuations
are only weakly amplified in the weak-coupling regime,
but only the limit-cycle oscillator has in this regime still
a strong amplitude that raises the signal above the noise.
We can also obtain a signal-to-noise ratio by dividing
the amplitude of the limit-cycle A = 2pi by the standard
deviation of the phase, σφ = σv/R
∗:
A
σφ
=
2pi
σs
√
2ωR∗
ρ
(S114)
This indeed gives the same scaling with the coupling con-
stant ρ and the radius of the limit cycle R∗.
Limit-cycle oscillator: Phase-averaging method
The Stuart-Landau model describes a weakly non-linear
system near the Hopf bifurcation. Yet, the coupled-
hexamer model exhibits large-amplitude oscillations. We
therefore also investigate a phase-oscillator model, which
describes non-linear oscillators with a robust limit cycle.
We analyze this model via the phase-averaging method,
which applies in the regime that the intrinsic frequency
ω0 is close to the driving frequency ω and the coupling ρ
is weak [13, 26]. This framework provides a description
of the dynamics of the phase difference ψ ≡ φ − ωt be-
tween the phase of the clock, φ, and that of the external
signal ωt:
ψ˙ = ν + ρψQ(ψ) + ρψηs, (S115)
where, as before, ν = (ω2 − ω20)/(2ω), ηψ is a Gaussian
white noise source 〈ηψ(t)ηψ(t′)〉 = σ2sδ(t − t′), ρψ is the
coupling strength, and Q(ψ) =
∫ T
0
dt′Z(ψ + ωt′)s(t′) is
the force acting on ψ, given by the convolution of instan-
taneous phase-response curve Z(φ) and the driving signal
s(t) [13, 26]. In the phase-locked regime, the determin-
istic equation ψ˙ = ν + ρψQ(ψ) always has a stable fixed
point ψ∗. Linearizing about this fixed point, we find:
˙δψ = −ρψζδψ + ρηψ, (S116)
where ζ is the linearization of the force Q(ψ) around the
fixed point ψ∗. From this we obtain for the variance
σ2ψ =
ρ2ψσ
2
s
2ρψζ
∼ ρψ. (S117)
We note that, as in the Stuart-Landau description (see
Eq. S112), the numerator scales with ρ2ψ, because of the
amplification of the input fluctuations. The denominator
scales, as in the Stuart-Landau model, with ρψ, reflecting
the fact that the restoring force that tames fluctuations
in ψ increases with the coupling strength ρψ. In fact,
not only the scaling with ρ is the same in the Stuart-
Landau model and the phase-averaging method, but also
the scaling with R∗; this can be understood by noting
that ρψ = ρ/R
∗, which comes from the factor ∂φ/∂x
that arises in reducing the dynamics of x to that of φ
and ψ see [13, 26].
The amplitude of the limit cycle A = 2pi is constant.
This means that in this description, the signal-to-noise
ratio—the number of time points that can be inferred
from the phase ψ—scales as
A
σψ
∼ 1√
ρ
. (S118)
Hence, as found for the Stuart-Landau model (Eq. S113),
also in this description the signal-to-noise ratio of a limit-
cycle oscillator increases as the coupling strength de-
creases, in contrast to that of a damped oscillator for
which the signal-to-noise ratio is independent of coupling
strength.
25
Role of detuning Lastly, while a finite detuning
ν 6= 0 necessitates a minimal coupling strength ρ to
bring the system inside the Arnold tongue, as illustrated
in Fig. S3D, Eq. S116 indicates that inside the Arnold
tongue the scaling of the signal-to-noise ratio A/σψ with
ρ does not depend on the amount of detuning ν—the de-
tuning generates a constant force which affects the fixed
point ψ∗, but it does not affect the restoring force for
fluctuations around ψ∗.
F. Role of internal noise
In the above sections we studied the robustness of the
three different systems to input noise. We now address
the role of internal noise, which arises from the intrin-
sic stochasticity of chemical reactions. First, in the next
section, we study the signal-to-noise ratio of these sys-
tems in the presence of internal noise only. In the subse-
quent section, we then address their performance in the
presence of both internal and input noise. The coupled-
hexamer model is again described by the Stuart-Landau
model and the phase-averaging method of the previous
section, while the push-pull network and the uncoupled-
hexamer model are described by the damped oscillator
of section SII B; the latter system describes not only the
uncoupled-hexamer model, but also, in the high-friction
limit, the push-pull network of SII A (see also SII C).
1. Robustness to internal noise
The derivation of the signal-to-noise ratio of the re-
spective systems in the presence of internal noise closely
follows that on input noise: the principal difference con-
cerns the scaling of the noise with the coupling strength.
Damped oscillator To study the role of internal
noise, we can add an intrinsic noise term to Eq. S46.
This will yield the same expression for x˙ as that in the
presence of external noise, except that the external noise
term scales with the coupling strength ρ, while the inter-
nal noise term does not. Hence, we find for the variance
of the output σ2x in the presence of internal Gaussian
white noise of strength σ2int:
σ2x =
σ2int
2γω20
. (S119)
Note that the noise σ2x is independent of the coupling
strength.
The expression for the amplitude is still given by
Eq. S56 (Eq. S107). Combining this expression with
Eq. S119 then yields the following expression for the
signal-to-noise ratio for the damped oscillator with in-
ternal noise only:
A
σx
=
√
2γω0ρ
σint
√
γ2ω2 + (ω2 − ω20)2
∼ ρ. (S120)
Clearly, the signal-to-noise ratio now increases with the
coupling strength ρ. Whereas with input noise both the
noise σx and the amplitude A scale with ρ such that the
signal-to-noise ratio is independent of ρ, with internal
noise the amplitude A scales with ρ but the noise σx
does not; increasing the coupling thus makes it possible
to raise the output signal above the internal noise.
Limit-cycle oscillator: Stuart-Landau model
Also for the Stuart-Landau model, the principal differ-
ence between the internal and input noise is that the
former does not scale with the coupling strength ρ while
the latter does. Following the steps from Eq. S110 to
Eq. S112, but with the effective input noise ρ2σ2s replaced
by the internal noise σ2int, we find that in the presence of
internal noise, the output noise is given by
σ2v =
σ2intR
∗
2ρω
. (S121)
Importantly, σ2v decreases as the coupling ρ is increased.
As we have seen above for the case of input noise,
Eq. S112, for the limit-cycle oscillator the coupling to
the input yields a restoring force that increases with ρ.
With the amplitude A = R∗, we then obtain the fol-
lowing signal-to-noise ratio:
A
σv
=
√
2ρωR∗
σint
∼ √ρ. (S122)
Before we discuss the scaling of the signal-to-noise ratio
with ρ, we first note that by replacing ρ2ψσ
2
s by σ
2
int in
Eq. S117, we see that the phase-averaging method yields
the same scaling of the output noise and hence the signal-
to-noise ratio with ρ as the Stuart-Landau model does.
Eq. S122 shows that increasing the coupling of the
limit-cycle oscillator to the input raises the signal-
to-noise ratio, as it does for the damped oscillator
(Eq. S120). However, the origin is markedly different: for
the damped oscillator, a stronger coupling yields a larger
amplitude (Eq. S107) while the noise σx (Eq. S119) re-
mains constant, whereas for the limit-cycle oscillator the
amplitude is essentially unaffected by the coupling yet
the noise (Eq. S121) decreases as ρ increases, because of
the larger restoring force. This difference manifests itself
in a different scaling with ρ, which has an interesting con-
sequence: Because the signal-to-noise ratio of the limit-
cycle oscillator scales with
√
ρ while that of the damped
oscillator scales with ρ, in the weak-coupling regime the
limit-cycle oscillator will not only be more robust to in-
put noise, as discussed in the previous section, but will
also be more resilient to internal noise.
However, this analysis also shows that the regime of
weak coupling is not necessarily the optimal one: increas-
ing ρ enhances the suppression of internal noise. It should
be realized, however, that the analysis presented here is
an analysis that strictly applies only in the regime of weak
coupling. Indeed, for large coupling other effects which
are not captured by our analysis will inevitably come
into play. For example, the output signal becomes non-
sinusoidal because of the fact that the phosphorylation
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level p(t) is bounded between zero and unity; these non-
sinusoidal oscillations tend to reduce information trans-
mission [13]. Moreover, combining the observations from
the previous section on input-noise propagation, which
decreases as the coupling ρ is decreased, and the obser-
vations above on the suppression of internal noise, which
increases with ρ, predicts that in the presence of both
noise sources there exists an optimal coupling strength
that maximizes the mutual information. In addition,
it predicts that the magnitude of the optimal coupling
strength depends on the relative amounts of input noise
and internal noise. This is what we show in the next
section.
2. Signal-to-noise ratio in presence of input noise and
internal noise
Damped oscillator In the presence of both internal
and external noise, the noise of the output of the damped
oscillator is, combining Eqs. S108 and S119:
σ2x =
ρ2σ2s
2γω20
+
σ2int
2γω20
. (S123)
Note that for small coupling strength ρ the internal noise
(second term) dominates, while for large ρ the input noise
dominates.
Combining this expression with that for the amplitude,
Eq. S56, yields the following signal-to-noise ratio
A
σx
=
√
2γω0ρ√
ρ2σ2s + σ
2
int
√
γ2ω2 + (ω2 − ω20)2
∼ aρ√
bρ2 + c
,
(S124)
where a, b, and c are constants independent of ρ. Hence,
for small ρ, the signal-to-noise ratio scales linearly with
ρ because in this regime the rise of the amplitude A with
ρ makes it possible to lift the signal above the internal
noise. Yet, for large ρ, the signal-to-noise ratio becomes
independent of ρ, because then the external noise dom-
inates, which scales with ρ in the same way as the am-
plitude does. We emphasize that these calculations per-
tain to the push-pull network (PPN) and the uncoupled-
hexamer model (UHM) provided that these systems re-
main in the linear-response regime; as discussed in the
previous section (see also section SI E), for very large
coupling, the push-pull network and uncoupled-hexamer
model will be driven out of the linear-response regime be-
cause the output p(t) is bounded from above and below;
this reduces information transmission. We thus expect
a broad plateau, precisely as the simulation data of the
PPN and UHM show (Fig. S4A/B).
Limit-cycle oscillator: Stuart-Landau model In
the presence of both input and internal noise, the out-
put noise in the Stuart-Landau model is, combining
Eqs. S112 and S121:
σ2v =
ρσ2sR
∗
2ω
+
σ2intR
∗
2ρω
. (S125)
While the first term (the input noise) scales with ρ
because the coupling amplifies the input noise more
than the restoring force tames it (see discussion below
Eq. S112), the second term decreases with ρ because of
the restoring force. This expression yields for the signal-
to-noise ratio A/σv = R
∗/σv
A
σv
=
√
2ρωR∗
ρ2σ2s + σ
2
int
∼
√
aρ
bρ2 + c
. (S126)
It is seen that the signal-to-noise ratio increases with the
coupling strength for small ρ, scaling as
√
ρ, because for
weak coupling the intrinsic noise dominates over the in-
put noise, and increasing the coupling raises the restor-
ing force that contains these fluctuations. In the large
coupling regime, the input noise will dominate and then
the signal-to-noise ratio will decrease with ρ as 1/
√
ρ—
while the amplitude is essentially independent of ρ, in-
creasig ρ amplifies the propagation of the input fluctu-
ations. This equation thus predicts a pronounced max-
imum in the signal-to-noise ratio for the limit-cycle os-
cillator, as, in fact, observed for the coupled-hexamer
model, see Fig. S4C. Since the phase-averaging method
yields the same scaling with ρ for both the internal and
external noise as the Stuart-Landau model, it predicts
the same behaviour.
Importantly, the optimal value of the coupling constant
ρ that maximizes the mutual information depends on the
relative amounts of internal and external noise: the op-
timal coupling constant decreases as the input noise in-
creases with respect to the internal noise. The results
of our coupled-hexamer model (Fig. S5) indicate that at
least the cyanobacterium S. elongatus is in the regime
where the external noise dominates and the optimal cou-
pling is weak. In this regime, the limit-cycle oscillator
is superior to the damped oscillator, as the analysis of
section SII E shows.
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