We explore the question as to whether quantum effects can yield a speedup of the non-equilibrium evolution of spin systems towards a classical thermal state. In our approach we exploit the fact that the thermal state of a spin system can be mapped onto a node-free quantum state whose coefficients are given by thermal weights. This perspective permits the construction of a dissipative -yet quantum -dynamics which encodes in its stationary state the thermal state of the original problem. We show for the case of an all-to-all connected Ising spin model that an appropriate transformation of this dissipative dynamics allows to interpolate between a regime in which the order parameter obeys the classical equations of motion under Glauber dynamics, to a quantum regime with an accelerated approach to stationarity. We show that this effect enables in principle a speedup of pattern retrieval in a Hopfield neural network.
Introduction -A fundamental question that is currently triggering much attention in the quantum information, quantum many-body and computer science communities is whether quantum effects may lead to advantages in solving computational problems [1] [2] [3] [4] [5] [6] . Several quantum algorithms have been proposed which can outperform their best classical counterparts, such as in the paradigmatic examples of integer factorization [7] and database search problems [8] . Fluctuations due to quantum effects can moreover be employed to improve the performance of classical algorithms by opening "tunnelling" paths through high potential barriers that could otherwise trap a classical system in configurations potentially very different from the sought solution. This is the case, for instance, of quantum annealing [9] which seeks to find the state of minimum energy within the energy landscape of e.g. a highly-connected spin system with random couplings [10] [11] [12] [13] . More recently, a further paradigm emerged seeking to exploit the intrinsic open nature of quantum systems for quantum computing [14] . Its underlying idea is to encode the result of a computation in the stationary state of a suitably engineered [15, 16] quantum dissipative evolution of a many-body (spin) system [17] .
In this work we are interested in the question whether quantum effects in a purely dissipative dynamics can be advantageous for an accelerated approach to the thermal state of an interacting spin system. Analogously to the above-mentioned annealing or quantum computation protocols, this equilibrium state may encode the solution of a computational problem or the result of an optimization protocol. Our construction is based on a dissipative -yet quantum -generalization of a classical equilibrium Markov process. The corresponding dynamics has a pure stationary state which yields expectation values for classical observables that are identical to those of a thermal ensemble [18] . We show that the station-FIG. 1. Quantum accelerated approach towards stationarity. We consider a purely dissipative open quantum evolution which reproduces the stationary state properties of an equilibrium stochastic dynamics (with generator Lc). The quantum dynamics (generated by the operator Lq) will result generally in different dynamical timescales and may lead to an accelerated approach of the order parameter towards stationarity with respect to the classical evolution. The acceleration emerges from the unitary transformation of the dynamics that leaves the stationary states invariant but may change the structure of their basins of attraction.
ary state is invariant under a set of unitary transformations which, however, affect the dynamics in a non-trivial way [19, 20] . This freedom permits a (quantum) speedup of the approach towards stationarity in comparison with the classical dynamics. We illustrate this in the case of a fully-connected Ising model and show that similar results hold for a Hopfield neural network (HNN) [21, 22] , which hints at the possibility of using quantum effects for the accelerated retrieval of patterns.
Quantum generalization of classical stochastic processes -We focus for simplicity on equilibrium spin models. At the classical level, these are described by a set of configurations { ⃗ z } = { z 1 , z 2 , . . . , z N } with N the number of spins and z i = ±1 some Ising spin variables. Each model is defined in terms of an energy (or "cost")
Here L denotes the generator of the time evolution and the operators L j are jump operators. In order to fix the form of the jump operators we define the pure state
P eq (⃗ z) ⃗ z⟩ and require it to be a dark state of the dynamics, i.e., L j Ψ SS ⟩ = 0 ∀j. This ensures that ρ SS = Ψ SS ⟩ ⟨Ψ SS is a stationary state of Eq. (1), and that any expectation value of a classical observable on it corresponds to the (classical) thermal average
. Hence, any classical property can be equivalently retrieved from this system, while quantum fluctuations can affect the typical timescales of the dynamics. We note that imposing L j Ψ SS ⟩ = 0 ∀j is reminiscent of the frustration-free property typically associated to special (Rokhsar-Kivelson) systems [26] , as it ensures that the "global" stationary state property Lρ SS = 0 is "locally" satisfied by each jump operator.
The dark-state property does not uniquely fix the jump operators. For instance, if from a given set of L j one were to construct a second one L ′ j = u j L j with u j a set of unitary transformations (u † j u j = 1), the dynamics would still have ρ SS as a stationary state (since L ′ j Ψ SS ⟩ = 0 ∀j). Note that it is the "frustration-free" property of the dark state that allows one to choose different unitary operators u j for different j. As sketched in Fig. 1 , this freedom allows to construct and explore different dynamics, all sharing the same stationary state(s). Generically, the typical timescales of the dynamics will change for different u j , yielding in some cases a faster, in others a slower approach to stationarity.
In the following we construct explicitly a set of jump operators. To this end we define ⃗ z { i } as the list of Ising variables excluding the i-th one. Furthermore, we denote by 
The N jump operators (one per site) are then constructed according to
Here σ ± i = (σ x i ± iσ y i ) 2 are the Pauli raising and lowering operators, n i = (σ z i + 1 2 ) 2, and the dependence of ∆E i on all spins but the i-th one is implicit. This particular form of the jump operators is convenient, because it will allow us, in the examples discussed further below, to directly relate the purely-dissipative quantum dynamics to the corresponding classical Glauber dynamics with energy function E(⃗ z).
To conclude the construction of the jump operators we use the freedom given by the unitaries u j . For the sake of simplicity we choose local unitaries parameterized by the two angles θ and φ: u j (θ, φ) = e 2 . Fully-connected quadratic models -To study the dependence of the relaxation timescales under the angles (θ, φ), we focus here on fully-connected models E(⃗ z) = − ∑ i,j J ij z i z j , with J ij being a symmetric real N ×N matrix. This will allow us to study the dynamics in terms of semi-classical collective variables. The equations of motion for the local operators σ x,y,z i generated by the dynamics (1) read (see [27] )
Here
, which depends on the angles (θ, φ) through the functions f x (θ, φ) = − sin(2θ) cos(φ), f y (θ, φ) = sin(2θ) sin(φ), f z (θ) = cos(2θ). Note that for θ = π 4 [i.e., f z (π 4) = 0] the last equation is defined entirely in terms of combinations of σ z matrices. Further below, we shall use this choice (together with φ = π 2) as a classical reference case, as it will yield, for the z-component of spin operator, the same dynamics one would derive from a purely-classical Glauber dynamics.
Fully-connected Ising model -As a first example we consider the fully-connected Ising model, i.e., we choose J ij = 1 N . We construct a set of semiclassical collective variables that allow to reduce the problem to a system of 3N coupled ordinary differential equations: 
. The choice θ = π 4 decouples the third equation from the others, implying that the dynamics of m z proceeds independently from the one of m x,y . Furthermore, the equation for m z is equivalent to the mean-field evolution equation of the order parameter of a classical Ising model under a continuous-time Glauber dynamics. We thereby consider this angle θ = π 4 our classical reference point (the specific choice of φ will not affect the evolution of m z ). The stationary state structure can be extracted by setting the l.h.s. of Eqs. (4) to zero: for β ≤ 1 (high temperature) the equations admit a single ("paramagnetic") solution m z = m y = 0, m x = 1. For β < 1 (low temperature) the paramagnetic solution becomes unstable and two stable "ferromagnetic" (m z ≠ 0) solutions appear obeying m z = tanh(βm z ). In Fig. 2(a) we show the "quantum" (red lines) and "classical" (blue line) evolution of the order parameter m z (t) in the ferromagnetic phase for a specific choice of θ and φ and fixed initial conditions. The observed acceleration away from the classical limit arises in the early stages of the dynamics, whereas the long-time, asymptotic behavior is exponential with the same rate for both curves [panel (b) ]. The onset of this exponential decay is thus shifted in time, leading to a speedup.
To quantify this accelerated approach to stationarity, we define the relaxation timet as the time it takes the order parameter to approach its stationary value within the threshold = 10 −3 (see [27] for more details). The choice of this threshold is arbitrary; however, for most values of θ and φ the asymptotic approach to stationarity is exponential with the same rate for both quantum and classical dynamics, as in Fig. 2(b) . Hence, the specific value of is not relevant to determine the presence of a speedup. Some small regions where the quantum dynamics is asymptotically slower than the classical one exist, but they are included within regions where the early-time dynamics is slowed down as well. In Fig. 2 (c) we show t t c -which is the relaxation time normalized by the classical relaxation timet c (at θ = π 4 and φ = π 2) -in the (θ, φ)-plane for a given choice of very small initial conditions. The plot shows large regions of accelerated relaxation separated by two narrow strips, close to the "classical" regime, where the quantum dynamics experiences instead a slowdown. The shape of these strips shows only a weak dependence on the initial conditions. This robustness is a consequence of the fact that, while the stationary states are independent of the angles θ and φ, their respective basins of attraction change (see sketch in Fig. 1 ). As can be gleaned from Eqs. (4), m z = 0 identifies an invariant subspace under the classical dynamics (i.e., m z = 0 ⇒ṁ z = 0). Hence, by choosing the initial conditions m α ≪ 1 the initial dynamics in the zdirection will necessarily be slow (due to the almost vanishing derivative). By changing the angles (and thereby the shape of the attraction basins), the same initial condition will generically not be close to such an invariant manifold and the quantum dynamics will start faster, leading to the observed accelerated early-time dynamics. Indeed, the instances in which it is slower [bright regions in panel (c)] correspond to regions where the dynamics swaps from reaching one ferromagnetic stationary state to its opposite [panel (d)]. Hence, for most choices of θ and φ the quantum dynamics will be faster than the classical one independently of the initial conditions as long as m α (0) ≪ 1. Application to the Hopfield neural network -The HNN is a fundamental model for an associative memory capable of storing a set of p spin configurations
These are referred to as patterns, where each component takes the values 1, ..., N ) . Hereafter, we shall adopt the vector notation for the p-dimensional pattern space, e.g.,
For large N , the pattern components are assumed to have a random structure symmetrically distributed between ±1, so that
More specifically, the ξ µ i are described as a set of independent, identically-distributed random variables with distribution P ξ and further approximations are required: since the stationary state should yield the same expectation values as a classical HNN, it is natural to think that, at least not too far from the stationary points, the dynamics will be mostly determined by the properties of the overlaps m α µ . We thus perform the approximation ⟨σ (consistency checks are discussed in [27] ). Moreover, we exploit the self-averaging property, i.e. that for large N we can perform the substitution 
2 (α = x, y, z). These equations close in the 3p variables m x,y,z µ and can be solved numerically, the averages being calculated according to their definition
. As in the fully-connected Ising model, the choice θ = π 4 decouples the equations for the z-component and makes them equivalent to the classical (mean-field) dynamics. Unlike in the previous case, however, the order parameters [the overlaps m α (t)] are not necessarily known (one would have to know the patterns ξ µ to derive them from the spin configurations) and therefore an averaging over initial conditions is required. 
We focus on initial conditions representing "corrupted memories", i.e., we pick the initial (random) overlaps m Notably, merely changing θ and φ does not lead to any speedup as in the Ising case. To find a regime where quantum acceleration occurs, a possible protocol is the following: for each random choice of the initial conditions a spin rotation is performed which maps the overlaps' x-components in z-components and vice versa [m
Afterwards the quantum dynamics is switched on. To quantify the speedup the timescalet is measured analogous to the Ising case and compared with the classical valuet c . The ratiost t c corresponding to different initial conditions are subsequently averaged. The results are shown in Fig. 3 , where this ratio is displayed in the (θ,φ)-plane for three choices of Z 0 . We can identify choices of the angles for which an accelerated pattern retrieval is indeed achieved. In particular, the gain is more significant for less corrupted initial memories, i.e. larger Z 0 .
Conclusions -We investigated how quantum effects can accelerate the approach towards stationarity of a classical stochastic system. Our results suggest that indeed complementary methods to the established quantum annealing techniques [1] [2] [3] [4] [5] 13 ] may be exploited to enhance pattern retrieval in neural networks. In the future it will be interesting to extend this idea to more complex settings, for example spin systems with disorder that realize specific instances of NP-hard problems, such as the Sherrington-Kirkpatrick model [30] or the spin glass phase of the HNN [29] . Furthermore, it would be interesting to study experimental implementations of the proposed quantum dynamics based on open multimodal cavity arrays, which have been proposed as emulators for quantum neural networks and glassy systems [31] [32] [33] [34] [35] . 
SUPPLEMENTAL MATERIAL FOR: QUANTUM ACCELERATED APPROACH TO THE THERMAL STATE OF CLASSICAL SPIN SYSTEMS WITH APPLICATIONS TO PATTERN-RETRIEVAL IN THE HOPFIELD NEURAL NETWORK DERIVATION OF EQS. (3) OF THE MAIN TEXT
We firstly consider the equations of motion generated by the Markovian and purely dissipative dynamics defined in Eq. (1) 
The equations of motion for the operators σ
Let us first specialize (6) for the σ 
where it has been used that n 2 i = n i , n i σ
We can now consider the equation of motion of the operator σ + i , which readṡ
The term arising from the sum over k = i is
6 Before evaluating the part of Eq.(8) coming from the sum over
it is useful to consider the following expression
≡f ki e −βJ ki σ
which, after having defined α + k f ki e −βJ ki ≡ α + ki , can be written as
Similarly, it is
where α
Let us now go ahead in evaluating the last part of Eq.(8), which reads
so that it isσ
In order to simplify last equation, we focus on fully-connected models with E(⃗ z) = − ∑ i,j J ij z i z j , with the corresponding operator ∆E i as defined in the main text. Requiring this energy to stay finite in the thermodynamic limit, we have J ki ∼ 1 N . In the following, we perform a power series expansion with respect the parameter (βJ ki ) neglecting terms of the order O(1 N 2 ). In particular, we consider the following expression
Keeping terms up to the first order in βJ ki , then Eq. (14) readṡ
and the dynamical equations for σ
Unitary transformation of jump operators
As we stress in the main text, the stationary state of the dynamics given by Eq.(1) does not change under any local set of unitary transformation u i , (u †
We choose to generalize the jump operators with the following equal spin rotation on all sites
In order to obtain the equations of motion for the operator σ z i , it is useful to evaluate the matrix representation of the operator L †
Le us start by considering the dynamical equations for σ z i , which reaḋ
where the first term on the right-hand side reads
with the definition f z (θ) ≡ cos(2θ). Thus, it iṡ
The dynamical equation for σ + i in the thermodynamic limit iṡ
where
Hence we getσ
The equation of motion of the operators σ
where f x (θ, φ) ≡ − sin(2θ) cos(φ) and f y (θ, φ) ≡ sin(2θ) sin(φ), and the dynamical equations arė
where we have defined 
FULLY CONNECTED ISING MODEL
The case with uniform couplings J ij = 1 N , ∀i, j allows us to compare the quantum dynamics with the one of the fully connected Ising model whose classical energy function is E = −1 N ∑ i,j z i z j . In the thermodynamic limit, the 3N equations of motions (28) 
Stationary condition
For the reader's convenience we repeat here the set of equations (4) from the main text:
We first check the physical consistency of the dynamics described by these equations showing that the portion of phase space outside the unit sphere
is transient, i.e., the dynamics is eventually confined to R ≤ 1 for any initial condition. To do this, we consider the derivative of the "radius" itself, i.e.
For future convenience, we separate the two addends inside the curly brackets of A x,y,z and introduce the shorthand
Hence, by substitution of (29) into (32) we obtain
i.e.,
We now focus on F itself to obtain a bound on the values it can take; more precisely, we consider
where we introduced two effective vectors
By Cauchy-Schwarz inequality we then have
This then implies
In an analogous fashion, we see that
T another unit vector. Hence,
and
We now assume R > 1 (placing ourselves outside the unit sphere in phase space). In Eq. (35) we can now use the bounds (39) and (41) to determine the sign of the derivative. In fact, for R > 1 the upper (lower) bounds are both positive (negative), so that the first addend in (35) is always smaller than any of the two products (1 − R)(−R − 1) or (1 + R)(R − 1). Since they both yield the same result, we can summarise the result by
which shows that, for any R > 1, the evolution is either ingoing or tangential to the sphere of radius R. The cases of tangential evolution are either stationary points or the trajectory will then move to inward-going points. In the absence of stationary points for R > 1 the portion of phase space with R > 1 must be transient. We thereby move now onto proving there are no such steady states. First, we note that ∂ t R 2 = 0 only if we can replace our inequalities above with equalities. This implies
with ⃗ v and ⃗ f defined above. In particular, this yields
Stability analysis
We analyse the time-scales that characterize the long-time approach of m α to the "ferromagnetic" stationary solution that appears for β > 1, comparing the quantum case (generic θ and φ) with the classical one (θ = π 4). As we are considering the dynamics near to the stationary solution, we perform a first order expansion of Eqs.(4) around the fixed points, saym α , so that m α ∼m α + δm α . It is worth noting that the stationary solution itself is independent on the unitary transformation that has been applied on the jump operators, i.e. on the angles θ and φ, hence we can get the stationary solutionm α fixing the values of θ and φ. For the sake of simplicity, we set θ = π 4, φ = 0 gettinḡ m x = sech(βm z ),m y = 0 andm z = tanh(βm z ). The equations for variables δm α , α = x, y, z can be written as follows,
from which we see that the long-time decay towards the stationary state is exponential with the rates given by the eigenvalues of the matrix S, whose elements S ij are quantum dynamics is dominated by the same time-scale or by a longer time-scale than the classical one. Therefore, the faster approach towards the stationary state of the quantum case over the classical one, which occurs for some value of θ and φ as reported in the main text, is only due by the early stages of the dynamics.
DYNAMICAL EQUATIONS FOR THE P MEMORY CASE
We tackle now the problem of getting the Eqs. (5) . The dynamical equations for the overlap between the spin configuration and the µ-th pattern,ŝ
which do not easily close on the overlaps variables. However, we point out that (i) the stationary solution is independent on the unitary transformation, therefore it is the same of the classical case that one obtains by considering θ = π 4; (ii) the stationary dark state reproduces in its diagonal elements the probabilities distribution of a classical Hopfiled NN as defined at the beginning; (iii) given any operator O(σ z ) that is diagonal on the σ z i basis, the expectation value on the stationary state is the classical average value, being the correspondent weights the thermal ones, i.e. ⟨O(σ z )⟩ = Tr(ρ SS O(σ z )) = 1 Z(β) ∑ ⃗ σ e −βE(⃗ σ) ⟨⃗ σ O(σ z ) ⃗ σ⟩. The previous considerations lead us to argue that the dynamics of the expectation value of spin operators will be mostly determined by the properties of the overlap and therefore we employ the following approximation, 
, (⋅) being the average over the disorder distribution. As a first consistency check for the approximations employed, we have verified that the stationary state is invariant under change of the angles (θ, φ) and that its qualitative structure is consistent with the classical one, i.e., only a paramagnetic stable solution appears at β < 1, whereas several retrieval solutions emerge at β > 1.
Second, we checked the results of these equations for small β with a high temperature expansion of Eqs.(49), obtaining agreement both in the early and late stages of the dynamics. In order to perform the high temperature expansion we notice that, in the limit β → 0, the jump operator defined in Eq.(2) for the site i is independent on the other spins and leads the system in a state where the magnetization M 
