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Abstract The aim of this work consists in the study of the optimal invest-
ment strategy for a behavioural investor, whose preference towards risk is
described by both a probability distortion and an S -shaped utility function.
Within a continuous-time financial market framework and assuming that as-
set prices are modelled by semimartingales, we derive sufficient and neces-
sary conditions for the well-posedness of the optimisation problem in the case
of piecewise-power probability distortion and utility functions. Finally, under
straightforwardly verifiable conditions, we further demonstrate the existence
of an optimal strategy.
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1 Introduction
Portfolio optimisation in a securities market is a classical problem in financial
mathematics. Although Expected Utility Theory (or EUT), in which the eco-
nomic agents’ individual preferences towards risk are characterised by a utility
function, has been a predominantly used model for decision making under un-
certainty since it was introduced by von Neumann and Morgenstern (1953),
its basic tenets have been contradicted by empirical evidence. First, instead of
thinking about final asset states, as assumed in EUT, investors evaluate wealth
in terms of gains and losses. Second, according to the expected utility hypoth-
esis, the investors’ risk attitude is constant (generally globally risk averse),
whereas in practice people were found to be risk averse when gaining and risk
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seeking on losses, as well as loss averse (that is, they are considerably more
sensitive to losses than to gains). It also turned out that economic agents are
not evaluating probabilities objectively, rather they are subjective and tend
to overweight small probabilities (which may explain the attractiveness of in-
surance and gambling, as remarked for instance in Kahneman and Tversky
1979).
The attempts to incorporate the above psychological findings into eco-
nomics theory have given rise to the elaboration of alternative approaches re-
garding investor decision under uncertainty. In particular, Kahneman and Tversky
(1979) suggested Prospect Theory, which was subsequently developed into Cu-
mulative Prospect Theory, or CPT as it is commonly known (Tversky and Kahneman
1992). Within this framework, the economic agents are no longer assumed to
analyse the information and make decisions in the face of uncertainty in a fully
rational manner, and the main axioms of this theory consist of the existence,
for each investor: of a reference point (according to which gains and losses are
defined); of a prospect value function (corresponding to the utility function of
EUT) that is concave for gains and convex for losses (and steeper for losses
than for gains to reflect loss aversion); and finally of a probability weighting
function which distorts the probability measure in a nonlinear way.
In this work, we shall therefore study the optimal portfolio problem for
an agent behaving consistently with CPT. This proves, however, to involve a
considerable degree of complexity, especially since many of the mathematical
tools used in EUT are no longer applicable in CPT. In particular, we are deal-
ing with an overall S -shaped utility function, so standard convex optimisation
techniques are impossible to use. Moreover, due to the fact that probabilities
are distorted, Choquet integrals now appear in the definition of the payoff
functional to be maximised, thus the dynamic programming principle cannot
be used either, as remarked in Jin and Zhou (2008) and Carassus and Ra´sonyi
(2011), because dynamic consistency does not hold (in fact, there is not even
an uncontroversial definition of the conditional Choquet expectation; we refer
for example to Kast et al. 2008). We note further that it may be the case that
the optimisation problem is ill-posed (that is, the supremum over admissible
strategies may not be finite), even in seemingly innocuous cases, which brings
to light additional issues.
This question of ill-posedness is actually a frequent one in the context
of CPT, and is discussed in a discrete-time setting by He and Zhou (2011)
for a single-period model, and also in Carassus and Ra´sonyi (2011) in mul-
tiperiod (and generically incomplete) models. Furthermore, the problem of
well-posedness assuming a complete continuous-time market and Itoˆ processes
for asset prices arises in Jin and Zhou (2008). Positive results in Jin and Zhou
(2008), however, are provided only under conditions that are not easily verifi-
able and their economic interpretation is not obvious.
In our work we study the issue of well-posedness in similar models. We focus
essentially on the case where the utilities and probability distortions are given
by piecewise-power functions, such as the ones suggested in Tversky and Kahneman
(1992). Some related investigations have been carried out in Campi and Del Vigna
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(2011), but they use the risk-neutral (instead of the physical) probability in
the definition of the objective function, which leads to a problem that is en-
tirely different from ours. The results of Jin and Zhou (2008) do not seem to
cover the case of power-like distortions (see the discussion in subsection 6.2 of
Jin and Zhou 2008).
Additionally, once it is ensured that the optimisation problem with which
we are dealing is a well-posed one, it still remains to show that an optimal
solution does in fact exist. Therefore, the issue of attainability, which is an
interesting and delicate problem on its own, is also addressed in this work.
The existence of an optimal portfolio for a CPT investor is established in
Bernard and Ghossoub (2010) and in Carassus and Ra´sonyi (2011), respec-
tively in a one-period economy with one risk-free asset and one risky asset,
and in a multiperiod market. The optimal investment strategy for an investor
exhibiting loss aversion in a complete continuous-time market is obtained by
Berkelaar et al. (2004), but no probability distortion is considered in the pa-
per, which makes the problem considerably simpler. See also Reichlin (2011).
In Jin and Zhou (2008) and Carlier and Dana (2011) the optimal terminal
wealth positions are explicitly derived in some specific cases; however, we again
note that the conditions provided are not easy to verify and the probability
distortions which are considered are fairly specific ones. All the three papers
Berkelaar et al. (2004), Jin and Zhou (2008) and Carlier and Dana (2011) as-
sume that the attainable wealth of an admissible portfolio is bounded from
below, which looks rather unnatural when we recall that, in EUT, optimal
strategies typically lead to arbitrarily large losses. In this paper we present ex-
istence results for the optimiser in a more natural class of portfolio strategies.
A brief summary of the present paper is as follows. Section 2 is dedicated to
a brief recollection of definitions and results, as well as to the introduction of
the general assumptions in force throughout the paper. We start by specifying
the financial market model, which is followed by the mathematical formulation
of the main elements of cumulative prospect theory. We then define the CPT
objective function and lastly the optimal portfolio choice problem for a be-
havioural investor in a continuous-time economy is stated. Next, in Section 3
we focus on the issue of well-posedness, and examine sufficient and necessary
conditions for the problem to be well-posed, while in Section 4 the existence
of an optimal trading strategy under suitable conditions is investigated. An
example is provided in the following section to demonstrate that the obtained
results hold in important model classes. In the last section, which concludes
the paper, we summarise the main results and contributions of this work. We
also include some suggestions on further research to improve these results.
Finally, to help readability, most of the proofs are collected in the appendix.
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2 Model Description
2.1 The Market
Let the current time be denoted by 0 and let us fix a nonrandom planning
horizon, or maturity, T ∈ (0,+∞). We are thus considering a continuous-
time economy with trading interval [0, T ]. In addition, we are assuming the
financial market to be liquid and frictionless, that is, all costs and restraints
associated with transactions are non-existent, investors are allowed to short-
sell stocks and to borrow money, and it is always possible to buy or sell an
unlimited number of shares of any asset. As usual, the uncertainty in the
economy is characterised by a complete probability space (Ω,F ,P), where F
is a σ-algebra on the sample space Ω, and P is the underlying probability
measure (to be interpreted as the physical probability) on (Ω,F ). Moreover,
all the information accruing to the agents in the economy is described by
a filtration F = { mathscrFt; 0 ≤ t ≤ T } satisfying the usual conditions of
right-continuity and saturatedness. Finally, we assume for simplicity that the
σ-algebra F0 is P-trivial and also that F = FT .
The financial market consists of d+ 1 continuously traded assets, where d
is a positive integer. We shall assume that there exists a risk-free asset, called
money market account, with price S0t per share at time t ∈ [0, T ]. Also, we
consider d risky securities, which we refer to as stocks ,1 whose price evolution
is modelled by a nonnegative, Rd-valued (not necessarily continuous) semi-
martingale S =
{
St =
(
S1t , . . . , S
d
t
)
,F; 0 ≤ t ≤ T}, where Sit represents the
price of asset i ∈ {1, . . . , d} at time t expressed in units of the riskless asset. In
order to keep the notation simple, we find it convenient to suppose, without
loss of generality, that the money market is constant, S0t ≡ 1 (economically
speaking, this means that the interest rate is zero). Hence, we work directly
with discounted prices and we say that the market is normalised.
Assume further that the set of equivalent martingale measures (e.m.m. for
short) for S is not empty, i.e., there exists at least one probability measure Q
on (Ω,F ) such that Q is equivalent to P (we write Q ∼ P), and such that the
(discounted) price process S is a local martingale with respect to Q. Let the
random variable (r.v.) ρ designate the Radon-Nikodym derivative of Q with
respect to P, ρ := dQdP . We shall impose the following technical assumptions
throughout.
Assumption 2.1 The cumulative distribution function (CDF) of ρ under Q,2
which we denote by FQρ , is continuous. Moreover, both ρ and 1/ρ belong to W ,
where W is defined as the family of all real-valued and FT -measurable random
variables Y satisfying EP[|Y |p] < +∞ for all p > 0.
1 Note that it does not necessarily have to be a common stock, it can also be referring to
a commodity, a foreign currency, an exchange rate or a market index.
2 We recall that, for every real number x, the cumulative distribution function of ρ with
respect to the probability measure Q is given by FQρ (x) = Q(ρ ≤ x).
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Assumption 2.2 There exists an FT -measurable random variable U∗ such
that, under P, U∗ follows a uniform distribution on the interval (0, 1) and is
independent of ρ.
For a thorough discussion on the introduction of an external source of ran-
domness, we refer to Carassus and Ra´sonyi (2011, Section 5), and we shall
see below that this assumption holds in important model classes. Finally, we
also fix an integrable scalar-valued FT -measurable random variable B as our
reference point.
Now let Φ denote the class of all portfolios or trading strategies over the time
interval [0, T ] that are self-financed. These consist of all the (d+ 1)-dimensional
predictable stochastic processes φ =
{
φt =
(
φ0t , φ
1
t , . . . , φ
d
t
)
; 0 ≤ t ≤ T}, where
φit represents the amount of shares of the i-th asset possessed at time t, which
are S-integrable (that is, for which the stochastic integral
∫ T
0
φtdSt is well-de-
fined and then again a semimartingale) and whose associated wealth process
Πφ =
{
Πφt ; 0 ≤ t ≤ T
}
, given by Πφt :=
∑d
i=0 φ
i
tS
i
t , 0 ≤ t ≤ T , satisfies the
self-financing condition
Πφt = Π
φ
0 +
∫ t
0
φsdSs, (2.1)
for every 0 ≤ t ≤ T . To rule out pathologies, such as doubling schemes
or suicide strategies (see, e.g., Harrison and Pliska 1981), we must restrict
our attention to a subset Ψ ⊆ Φ of admissible strategies. A condition of
admissibility which is commonly imposed in the literature (and adopted in
Berkelaar et al. 2004; Jin and Zhou 2008; Carlier and Dana 2011) is that the
(discounted) wealth process corresponding to the portfolio should be bounded
uniformly from below by a real constant (such a strategy is also known as a
tame strategy, see for instance Karatzas and Shreve 1998). Although this re-
striction, which reflects the existence of a credit limit, is not an unrealistic one,
it looks rather unnatural (especially when we recall that, in general in EUT,
we cannot hope to find an optimal strategy that leads to bounded losses; we
refer for instance to Schachermayer 2001). Therefore, in this work, we choose
to adopt the following.
Definition 2.3 A self-financed trading strategy is said to be admissible if its
(discounted) wealth is a martingale under Q.
Finally, we recall that a European contingent claim settling at time T is
represented by an FT -measurable random variable H , and we say that the
claim is hedgeable if there exists a portfolio φ ∈ Ψ such that its associated
wealth process satisfies ΠφT = H (we call such φ a replicating strategy). Here-
after, we shall assume the following, which will be needed frequently.
Assumption 2.4 The integrable random variable B and all σ(ρ, U∗)-measur-
able random variables in L1(Q) (i.e., integrable with respect to the measure Q)
are hedgeable.
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This additional assumption is a kind of completeness hypothesis on the market,
although for a certain type of claims only, thus being weaker than the usual
notion of market completeness. Indeed, it is trivial to see that this assumption
holds within a complete market framework, but it can also be satisfied for in-
complete financial models, as shown by the example provided in the upcoming
Section 5.
2.2 The Investor
As described in the Introduction, we analyse a representative economic agent,
with a given initial capital x0 ∈ R, who behaves in accordance with (Cumula-
tive) Prospect Theory, introduced and developed by Kahneman and Tversky
(1979); Tversky and Kahneman (1992). We are dealing with a small investor,
whose behaviour has no effect on the movement of asset prices.
Firstly, according to this framework, the investor is assumed to have ref-
erence point B, with respect to which payoffs at the terminal time T are
evaluated.
Secondly, rather than a (concave) utility function, agents now use an S -
shaped utility function u : R→ R (or, to follow the nomenclature of Tversky and Kahneman
1992, prospect value function), concave for gains and convex for losses, in or-
der to express their risk-aversion in gains and their risk-seeking attitude with
respect to losses. Mathematically speaking, this means that we are consider-
ing two continuous, strictly increasing and concave utility functions, u+, u− :
[ 0,+∞) → [ 0,+∞) , satisfying u+(0) = u−(0) = 0, and we take u(x) :=
u+
(
[x−B]+
)
1 [B,+∞) (x) − u−
(
[x−B]−
)
1 (−∞,B)(x).
3
Lastly, the CPT investor has a distorted perception of the actual probabil-
ities, which is represented by the probability weighting functions w+ and w−,
both mapping from [0, 1] to [0, 1]. These are assumed to be continuous and
strictly increasing, with w+(0) = w−(0) = 0 and w+(1) = w−(1) = 1.
2.3 The Optimal Portfolio Problem
Given an arbitrary nonnegative random variable X, let us start by defining
the values V+(X) and V−(X), given respectively by the Choquet integrals of
X with respect to the capacities w+ ◦P and w− ◦ P (these are non necessarily
additive measures, which can be regarded as the agent’s subjective measures
of the likelihood of gains and losses), as follows
V+(X) :=
∫ +∞
0
w+(P{u+(X) > y}) dy, (2.2)
V−(X) :=
∫ +∞
0
w−(P{u−(X) > y}) dy. (2.3)
3 Note that here x+ = max {x, 0} and x− = −min {x, 0}.
Optimal Portfolio Choice for a Behavioural Investor in Continuous-Time Markets 7
It can be easily verified that V±(c) = u±(c) for any constant c ∈ [ 0,+∞) .
Furthermore, V+(X) ≤ V+(Y ) and V−(X) ≤ V−(Y ) for any random variable Y
satisfying 0 ≤ X ≤ Y almost surely (a.s. for short). Finally, taking nowX to be
any random variable (not necessarily nonnegative), whenever V−(X
−) < +∞
we set
V (X) := V+
(
X+
)− V−(X−) , (2.4)
which is also non-decreasing in the sense described above.
The continuous-time portfolio choice problem for an investor with CPT
preferences then consists of selecting the optimal trading strategies, from the
set A (x0) of all feasible controls to be defined later, in terms of maximising
the expected distorted payoff functional V
(
ΠφT −B
)
, which can be mathe-
matically formalised as follows:
Maximise
{
V
(
ΠφT −B
)
= V+
([
ΠφT −B
]+)
− V−
([
ΠφT −B
]−)}
(2.5)
over φ ∈ A (x0).
We conclude this chapter by noticing that, in general, when studying op-
timisation problems such as (2.5) above, some issues may arise, namely those
of well-posedness and attainability. Addressing them shall be the purpose of
the subsequent sections.
3 Well-Posedness
We begin this section by introducing the following.
Definition 3.1 A maximisation problem is termed well-posed if its supremum
is finite. Problems that are not well-posed are said to be ill-posed.
For an ill-posed problem, maximisation does not make sense. Intuitively
speaking, it means that the investor can obtain an arbitrarily high degree
of satisfaction from the trading strategies that are available in the market.
For this reason, before searching for the optimal portfolio for the behavioural
investor of Section 2, we first need to identify and exclude the ill-posed cases.
The intent of this section is to provide a detailed study of the well-posedness
of the portfolio selection problem (2.5), and to find conditions ensuring well-
posedness.
3.1 Feasible Portfolios
In order to be able to tackle the problem’s well-posedness, we must start by
specifying the family of all feasible trading strategies, A (x0). Because the
investor is assumed to have an initial wealth of x0, we restrict ourselves to
the set of trading strategies φ in Ψ for which Πφ0 = x0. We note that, since
the process Πφ is a Q-martingale, in particular this implies that EP
[
ρΠφT
]
=
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EQ
[
ΠφT
]
= x0. Additionally, we have to impose the condition that the quantity
V−
([
ΠφT −B
]−)
is finite, to ensure that the functional V given by (2.4) is
well-defined.
Given that, by virtue of Assumption 2.4, B admits a replicating portfolio,
it is easy to see that the optimal portfolio problem can be reduced to one with
reference level equal to zero (see Jin and Zhou 2008, Remark 2.1). Hence, for
simplicity and without loss of generality, from now on we set B = 0.
We further remark that if there exists an hedgeable claim H so that
V+(H
+) = +∞ (for an example that such a claim can actually be found,
we refer to Jin and Zhou 2008, Example 3.1), then the problem is clearly ill-
posed.
Also, we would like to ensure that the set of admissible portfolios is not
empty, that is, there exists at least one portfolio satisfying all the conditions
imposed above. This is guaranteed by the following, obvious result.
Lemma 3.2 Consider the claim X0 =
x0
ρ . Then X0 is hedgeable and a repli-
cating portfolio for this claim is feasible for problem (2.5). ⊓⊔
We end this short discussion by conventioning that, whenever X is a claim
admitting a replicating portfolio that belongs to the set A (x0), by abuse of
language we may write “X is in A (x0)” or “X is feasible for (2.5)”.
3.2 Piecewise-Power Utilities and Probability Distortions
Motivated by the work of Carassus and Ra´sonyi (2011), throughout this sub-
section, and for the rest of the paper, we shall assume that the utility functions
and the probability distortions are power functions of the form
u+(x) := x
α and u−(x) := x
β , for all x ∈ [ 0,+∞) , (3.1)
w+(x) := x
γ and w−(x) := x
δ, for all x ∈ [0, 1] , (3.2)
where the constraints 0 < α, β, γ, δ ≤ 1 are imposed on the parameters.
Remark 3.3 By requiring that 0 < α, β ≤ 1, we ensure that both u+ and u−
are strictly increasing, as well as concave. Also, we have that the weighting
functions w+ and w− are strictly increasing if and only if δ, γ > 0. Moreover, by
assuming γ, δ ≤ 1, we get that the probability distortions are also concave and
that w±(x) ≥ x holds for all x ∈ [0, 1], although more significantly when x is
“close” to zero (hence capturing the fact that a behavioural agent overweights
small probabilities).
Our results apply with trivial modifications to the utility and distortion
functions proposed by Tversky and Kahneman (1992) as well:
u+(x) := c1x
α and u−(x) := c2x
β ,
w+(x) :=
xγ
(xγ + (1− x)γ)1/γ
and w−(x) :=
xδ
(xδ + (1− x)δ)1/δ
,
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for some c1, c2 > 0.
As stated above, we are concerned with seeking conditions on the parame-
ters under which the portfolio problem is a well-posed one. Once again inspired
by Carassus and Ra´sonyi (2011), we start by proving that, as in the incom-
plete discrete-time multiperiod case, we need to assume α < β in order to
obtain a well-posed optimisation problem.
Proposition 3.4 If α > β, then the problem (2.5) is ill-posed.
Proof Suppose that α > β and let U be the random variable given by U :=
FQρ (ρ). Recalling the assumption that F
Q
ρ is continuous, it is then a well-known
result that U has uniform distribution on (0, 1) under Q, U
Q∼ U (0, 1).
For each n ∈ N, we define the nonnegative random variable Yn := n 1A,
with A :=
{
ω ∈ Ω : U(ω) ≥ 12
}
. Then EQ[Yn] = nQ(A) =
n
2 and
V+(Yn) =
∫ +∞
0
P{Y αn > y}γ dy =
∫ nα
0
P{Y αn > y}γ dy = nα P(A)γ .
Now set Zn := (n− 2x0) 1Ac , for every n ∈ N.4 Clearly we have that
EQ[Zn] = (n− 2x0)Q(Ac) = n2 − x0, so EQ[Yn] − EQ[Zn] = x0. Furthermore,
computations similar to those above show that
V−
(
Z+n
)
=
∫ +∞
0
P
{(
Z+n
)β
> y
}δ
dy =
(
[n− 2x0]+
)β
P(Ac)
δ
.
Finally, since 2x0 ≤ n0 for some n0 ∈ N, let us define for each n ∈ N
the random variable Xn := Yn0+n − Zn0+n, which is clearly σ(ρ)-measurable
and bounded from below by 2x0 − n0 − n. It can also be easily checked that
X+n = Yn0+n and X
−
n = Zn0+n, so EP[ρXn] = x0. Therefore, for each n the
r.v. Xn is feasible for (2.5), however the sequence
V (Xn) = (n0 + n)
α
P(A)
γ − (n0 + n− 2x0)β P(Ac)δ
goes to infinity as n → +∞ (we recall that P(A) > 0 because P and Q are
equivalent measures), hence supφ∈A(x0) V (Πφ(T )) = +∞. ⊓⊔
Remark Suppose that there exists an event A, with Q(A) = 1/2, for which
P(A)γ > [1− P(A)]δ also holds true. Then even in the case where α = β,
V (Xn) = n
α
[(
1 +
n0
n
)α
P(A)
γ −
(
1 +
n0 − 2x0
n
)α
P(Ac)
δ
]
−−−−−→
n→+∞
+∞,
shows us that the optimisation problem (2.5) is ill-posed.
We shall now provide an example of a financial market model in which such
an event can be found. First, let us define the function f(p) , pγ − (1− p)δ
for p ∈ [0, 1]. Clearly, there exists some ǫ > 0 such that f(x) > 0 for all
4 We denote by Ac the complement of A in Ω.
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x ∈ (1− ǫ, 1] . On the other hand, choosing µ to be sufficiently large, we have
that ∫ −µ
−∞
1√
2π
e−x
2/2 dx < ǫ.
Next, let the continuous process W = {Wt; 0 ≤ t ≤ 1} be one-dimensional
Wiener process (with respect to the probability measure P) initialised at zero
a.s.. We are assuming the flow of information in the market to be represented
by the natural filtration of W (which is the augmentation, by all P-null sets,
of the filtration generated by W ), FW =
{
FWt ; 0 ≤ t ≤ 1
}
. We further recall
that the interest rate is here assumed to be null. Finally, the dynamics of the
price process S = {St; 0 ≤ t ≤ 1} of the risky asset is described, under the
measure P, by the Itoˆ process with stochastic differential
dSt = µStdt+ StdWt, S0 = s > 0,
for all t ∈ [0, 1]. Thus, setting ρ , exp
{
−µW1 − µ
2
2
}
, it is a well-known fact
in the literature that the probability measure Q given by the Radon-Nikodym
derivative dQ/dP = ρ is the unique equivalent martingale measure, and that
the process W˜ =
{
W˜t; 0 ≤ t ≤ 1
}
defined by
W˜t , Wt + µt
is a Q Wiener process. Now take A ,
{
W˜1 > 0
}
. Clearly Q(A) = 1/2 and
P(A) = P{W1 + µ > 0} = 1− P{W1 ≤ −µ} > 1− ǫ,
which then guarantees that P(A)
γ − [1− P(A)]δ > 0, as intended, and the
problem is ill-posed.
Remark 3.5 In He and Zhou (2011), the authors introduce the concept of
large-loss aversion degree (LLAD), defined as limx→+∞
u−(x)
u+(x)
(assuming that
the limit exists), which can be interpreted as measuring “the ratio between
the pain of a substantial loss and the pleasure of a gain of the same mag-
nitude” (He and Zhou 2011, Subsection 3.2). In our particular model, it is
straightforward to see that
lim
x→+∞
u−(x)
u+(x)
= lim
x→+∞
xβ
xα
=

0, if α > β,
1, if β = α,
+∞, if β > α,
so our Proposition 3.4 is in agreement with Theorem 1 in the above paper for
one-step models. However, we will see that, unlike in the single-period model
(He and Zhou 2011, Corollary 4), in our continuous-time complete model the
condition α < β alone is insufficient to ensure well-posedness.
Let us now introduce the following auxiliary lemma, which will be used
later.
Optimal Portfolio Choice for a Behavioural Investor in Continuous-Time Markets 11
Lemma 3.6 Let X be a random variable such that X ≥ 0 a.s. and E[X ] =
+∞. Then for each nonnegative real number b, there exists some a = a(b) ∈
[b,+∞) such that b = E[X ∧ a].
Proof The result follows from straightforward applications of Lebesgue’s Mono-
tone and Dominated Convergence Theorems (respectively MCT and DCT for
short), as well as of the Intermediate Value Theorem, and the proof is rele-
gated to the appendix. ⊓⊔
By virtue of Proposition 3.4 above, it is now evident that we must impose
α < β as a necessary condition for well-posedness. However, this is not enough
to completely exclude ill-posedness, as shown by the next two propositions.
Proposition 3.7 If βδ < 1, then the problem (2.5) is ill-posed.
Proof Let us choose initial capital x0 = 0. Given the hypothesis that
β
δ < 1,
there exists some χ such that βδ < χ < 1, and consequently we can choose
p ∈
(
1, δχβ
)
. Also, fix 0 < ξ < αγ . In particular, this implies that
α
γξ > 1, and
so there is q > 1 such that q ≤ αγξ .
We define the nonnegative random variables
Y :=
{
1
U1/ξ
, if U < 12 ,
0, if U ≥ 12 ,
and Z :=
{
0, if U < 12 ,
1
(1−U)1/χ
, if U ≥ 12 ,
with U
Q∼ U (0, 1) given in the proof of the previous proposition. Then, since
1
χ > 1, we obtain
EQ[Z] =
∫ 1
0
1
(1− u)1/χ
1 [ 12 ,+∞)
(u) du =
∫ 1
2
0
1
u1/χ
du = +∞.
In addition, using the reverse Ho¨lder inequality, the monotonicity of the inte-
gral, and γqξα ≤ 1, we conclude∫ +∞
0
P{Y α > y}γ dy =
∫ +∞
0
EQ
[
1
ρ
1 {Y α>y}
]γ
dy
≥ C1
∫ +∞
0
Q{Y α > y}γq dy ≥ C1
∫ +∞
2
α
ξ
1
y
γqξ
α
dy = +∞,
where C1 := EQ
[
ρ1/(q−1)
]γ(1−q) ∈ (0,+∞), and the last inequality follows
from the fact that Q{Y α > y} = Q
{
U < 1
yξ/α
}
for all y ≥ 2α/ξ. Analogously,
but this time by the conventional Ho¨lder’s inequality, we obtain that∫ +∞
0
P
{
Zβ > y
}δ
dy ≤ C2
∫ +∞
0
Q
{
Zβ > y
} δ
p dy
≤ 2 βχC2 + C2
∫ +∞
2
β
δ
1
y
δχ
βp
dy < +∞,
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with C2 := EQ
[
1
ρp/(p−1)
]δ p−1p ∈ (0,+∞), since δχβp > 1 and Q{Zβ > y} =
Q
{
U > 1− 1
yχ/β
}
for all y ≥ 2β/χ.
Now we set Yn := Y ∧ n for each n ∈ N. Clearly each Yn is nonnegative,
and given that Q{Y > 0} = Q{U < 12} = 1/2, we conclude that EQ[Yn] > 0.
We also note that EQ[Yn] ≤ n < +∞, hence it follows from Lemma 3.6 that
EQ[Yn] = EQ[Z ∧ an] for some strictly positive real number an. So let us define
Zn := Z ∧ an for every n. Then each Zn is a nonnegative random variable
satisfying V−(Zn) ≤ V−(Z) < +∞.
Finally, we consider the sequence of σ(ρ)-measurable random variables
{Xn}n∈N, with Xn := Yn − Zn. It is clear, by the way it was constructed,
that EQ[Xn] = 0, X
+
n = Yn, X
−
n = Zn, and Xn ≥ −an, for all n. Also,
V−(X
−
n ) = V−(Zn) < +∞, so Xn is feasible for (2.5). Consequently, the prob-
lem is ill-posed because we get
V (Xn) ≥ V+(Yn)− V−(Z) −−−−−→
n→+∞
V+(Y )− V−(Z) = +∞
using monotone convergence, since V−(Z) is finite. ⊓⊔
Proposition 3.8 If αγ > 1, then the problem is ill-posed.
Proof As before, let the initial capital x0 equal zero and U be the uniform
random variable defined in the proof of Proposition 3.4. Denoting by Y the
nonnegative random variable given by
Y :=
{
1
U1/ξ
, if U < 12 ,
0, if U ≥ 12 ,
where ξ is chosen in such a way that 1 < ξ < αγ , we see that EQ[Y ] =∫ 1
2
0
1
u1/ξ
du < +∞. Moreover, applying the reverse Ho¨lder inequality as in the
proof of Proposition 3.7 with p = αγξ > 1, yields
V+(Y ) =
∫ +∞
0
P{Y α > y}γ dy ≥ C
∫ +∞
2
α
ξ
1
y
dy = +∞,
where the positive constant C (depending on p) equals EQ
[
ρ1/(p−1)
]γ(1−p)
.
Finally, for each n ∈ N, we define the nonnegative random variable Yn := Y ∧n
and we set Cn := EQ[Yn] ∈ (0, n] . Then, for the nonnegative random variable
Zn = 2Cn 1 {U≥ 12}, we have that V−(Zn) = (2Cn)
β
P
{
U ≥ 12
}δ
, for all n. We
note further that P
{
U ≥ 12
}
> 0 (we recall that P is equivalent to Q) and
Cn −−−−−→
n→+∞
EQ[Y ] (by the Monotone Convergence Theorem).
Now take Xn := Yn − Zn. It is clear that X+n = Yn and X−n = Zn. Addi-
tionally, being σ(ρ)-measurable, bounded from below by −2Cn, and satisfying
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EQ[Xn] = EQ[Yn] − 2CnQ
{
U ≥ 12
}
= 0, as well as V−(X
−
n ) < +∞, each Xn
is feasible for the problem. However, because EQ[Y ] is finite,
V (Xn) = V+(Yn)− (2Cn)β P
{
U ≥ 1
2
}δ
→ V+(Y )− (2EQ[Y ])β P
{
U ≥ 1
2
}δ
= +∞
as n→ +∞, which completes the proof. ⊓⊔
The preceding results can then be summarised in the form of a theorem.
Theorem 3.9 The problem (2.5) is well-posed only if
α < β and
α
γ
≤ 1 ≤ β
δ
. (3.3)
Remark 3.10 An inspection of the proofs above reveals that, if (3.3) is not sat-
isfied, then the maximisation problem is ill-posed even over the set of feasible
strategies with bounded terminal values.
In conclusion, for the well-posedness of (2.5), it is necessary to have both
α < β and αγ ≤ 1 ≤ βδ , which are conditions that are very easy to be checked.
We note further that they admit an intuitive interpretation. As a matter of
fact, the first condition means that the S -shaped utility function is steeper
in the negative domain than in the positive one, or economically speaking,
that losses loom larger than corresponding gains, indicating loss aversion. As
for the inequalities α/γ ≤ 1 ≤ β/δ, they reflect the fact that the investor’s
risk preferences and perceptions, both on losses and on gains, have to be
well-adjusted, in the sense that, for instance, the distortion on losses cannot
override the pain of a loss.
Remark 3.11 In the particular case where δ = 1 (no distortion on the neg-
ative side), it follows from Theorem 3.9 that the problem is ill-posed for all
β ∈ (0, 1). Hence, a probability distortion on losses is a necessary condition for
the well-posedness of (2.5), which is in line with Theorem 3.2 in the paper for
Jin and Zhou (2008) in the context of a continuous complete market.We stress,
however, that under the assumptions of Theorem 4.4 in Carassus and Ra´sonyi
(2011), and regardless of the fact that there is a probability distortion on losses
or not, the optimal portfolio problem in the multiperiod incomplete finan-
cial market model under consideration can be well-posed. Also, Jin and Zhou
(2008, Remark 3.1) notice that the problem in Berkelaar et al. (2004) is well-
posed though no probability distortion is considered. This is because the wealth
process is required to be nonnegative in Berkelaar et al. (2004).
Summing up these arguments, we are led to believe that ill-posedness in our
continuous-time model is likely to be due precisely to the richness of attainable
payoffs (Carassus and Ra´sonyi 2011, Remark 4.10), as well as to the absence
of any constraints on the wealth process.
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The rest of this section is devoted to the proof of the (almost) reciprocal of
Theorem 3.9, and thus to showing that (3.3) above is essentially sharp. This
requires that we introduce some auxiliary lemmata first, which are proved in
the appendix.
Lemma 3.12 If a, b and s are strictly positive real numbers satisfying bsa > 1,
then there exists a strictly positive real constant D (depending on a, b and s)
such that
EP[X
s] ≤ 1 +D
(∫ ∞
0
P
{
Xb > y
}a
dy
) 1
a
, (3.4)
for all nonnegative real-valued random variables X.
Lemma 3.13 Let α < β and αγ < 1 <
β
δ . Then there is some η > 0 satisfying
η < β, α < η and δ < η, and there exist strictly positive constants L1 and L2
such that∫ +∞
0
P
{(
X+
)α
> y
}γ
dy ≤ L1 + L2
∫ +∞
0
P
{(
X−
)η
> y
}δ
dy, (3.5)
for all random variables X with EQ[X ] = x0.
Lemma 3.14 Let a, b and s be strictly positive real numbers such that s <
a < b and s ≤ 1. Then there exist 0 < ζ < 1 and strictly positive constants
R1, R2 such that∫ +∞
0
P{Xa > y}s dy ≤ R1 +R2
(∫ +∞
0
P
{
Xb > y
}s
dy
)ζ
(3.6)
for all nonnegative random variables X. In particular, this implies that we
have
∫ +∞
0
P
{
Xbn > y
}s
dy −−−−−→
n→+∞
+∞ whenever ∫ +∞
0
P{Xan > y}s dy −−−−−→n→+∞
+∞, for any sequence {Xn}n∈N of nonnegative random variables.
Hence, we manage to provide the following sufficient condition for well-
posedness.
Theorem 3.15 Suppose that Assumption 2.1 holds and
α < β and
α
γ
< 1 <
β
γ
. (3.7)
Then the optimisation problem (2.5) is well-posed.
Proof The proof is by contradiction. Let us suppose that the optimisation
problem is ill-posed, that is, supφ∈A(x0) V
(
ΠφT
)
= +∞. Then we can take a
sequence of trading strategies
{
φ(n); n ∈ N} in the feasible set A (x0) such that
limn→+∞ V (Xn) = +∞, where for each n the random variable Xn denotes the
value of the n-th portfolio at the terminal time T , Xn = Π
φ(n)
T .
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Since we have V+(X
+
n ) ≥ V (Xn) for every n ∈ N, we can deduce that
V+(X
+
n )→ +∞ as n→ +∞. Thus, it follows from Lemma 3.13 that
lim
n→+∞
∫ +∞
0
P
{(
X−n
)η
> y
}δ
dy = +∞
for some η satisfying η < β, α < η and δ < η. Consequently, we can apply
Lemma 3.14 to conclude that also limn→+∞ V−(X
−
n ) = +∞.
Therefore, again using Lemma 3.13 and Lemma 3.14 (and recalling that
0 < ζ < 1),
V (Xn) ≤ L1 + L2
∫ +∞
0
P
{(
X−n
)η
> y
}δ
dy − V−
(
X−n
)
≤ (R1 + L2R1) + L2R2
[
V−
(
X−n
)]ζ − V−(X−n ) −−−−−→n→+∞ −∞,
which is absurd. Hence, as claimed, the problem is well-posed. ⊓⊔
Remark 3.16 It is worth comparing Theorem 3.15 to a result of Carassus and Ra´sonyi
(2011). In a discrete-time, multiperiod market model, well-posedness is ob-
tained in Carassus and Ra´sonyi (2011) whenever
α/γ < β, (3.8)
modulo some integrability conditions related to the price process. One can
check, using Proposition 7.1 of Ra´sonyi and Stettner (2005), that the inte-
grability conditions of Carassus and Ra´sonyi (2011) imply the existence of a
risk-neutral measure Q ∼ P with dQ/dP, dP/dQ ∈ W , hence Theorem 3.15
implies well-posedness also in the case
α < β, α/γ < 1 < β/δ. (3.9)
Note that (3.8) and (3.9) are incomparable conditions (none of them implies
the other one). It is also worth emphasizing that the domains of optimization
are different in Carassus and Ra´sonyi (2011) and in the present paper. Hence,
in the discrete-time multiperiod case, our Theorem 3.15 complements (but
does not subsume) the corresponding results of Carassus and Ra´sonyi (2011).
4 Attainability
We shall assume, as we did in Section 3.2, that the utility functions and the
probability distortions are of the form given by (3.1) and (3.2). Moreover, con-
ditions α < β and α/γ < 1 < β/δ will also be in force throughout this section.
Theorem 3.15 then ensures that the problem (2.5) is well-posed. However, even
if the problem is well-posed, it may still happen that an optimal solution does
not exist. Considering this, we state the following.
Definition 4.1 A well-posed optimisation problem is said to be attainable if
it admits an optimal solution.
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Our aim is therefore to investigate the existence of an optimal trading
strategy, that is, to determine whether the supremum is indeed a maximum or
not. As in the previous section, our ideas are essentially inspired in the work of
Carassus and Ra´sonyi (2011), in particular we follow the proof of Theorem 5.6
closely.
We begin by noticing that, since the supremum of the maximisation prob-
lem (2.5) is finite, say
sup
φ∈A(x0)
V
(
ΠφT
)
= V ∗, (4.1)
for some V ∗ < +∞, we can take a sequence of feasible portfolios {φ(n); n ∈ N}
such that limn→+∞ V
(
Πφ
(n)
T
)
= V ∗. For the sake of convenience of writing,
and as in the proof of Theorem 3.15, we shall henceforth denote by Xn the
terminal wealth of the n-th portfolio φ(n). Moreover, for each n ∈ N, we recall
that the law of Xn with respect to P is defined by PXn(A) := P{Xn ∈ A} for
all Borel sets A ⊆ R.
We then introduce the following relevant technical lemma, which is proved
in the appendix.
Lemma 4.2 There exists τ ∈ (0, 1) such that supn∈N EP[|Xn|τ ] < +∞.
From this, it is immediate to derive the following result (whose proof can
also be found in the appendix).
Corollary 4.3 The sequence of the laws of the random variables Xn is tight,
that is, for every ǫ > 0 there is a compact subset K = K(ǫ) of R such that
P(Xn ∈ Kc) < ǫ for all n ∈ N.
Now let νn denote the joint law of the random vector (ρ,Xn). As a conse-
quence of the preceding corollary, along with Ulam’s theorem that every finite
measure on a Polish space is tight, we trivially obtain the next important
lemma.
Lemma 4.4 The sequence {νn; n ∈ N} is also tight. ⊓⊔
Then, by Prokhorov (1956) theorem, the family {νn; n ∈ N} is weakly com-
pact, that is, we can extract from {νn; n ∈ N} a weakly convergent subse-
quence {νnk ; k ∈ N}, and we write νnk w−→ ν for some probability measure
ν.
Now, since ν is a probability measure on the product space
(
R2,B
(
R2
))
and (R,B(R)) is a standard space, by the disintegration theorem there ex-
ists a probability measure ν∗ on R and a transition probability kernel K
on (R,B(R)) such that ν(A1 ×A2) =
∫
A1
K(x,A2) dν∗ (x) for all A1, A2 ∈
B(R).5 We call ν∗ the marginal of ν with respect to its first coordinate. Anal-
ogously, for each n, let λn denote the probability measure on R that repre-
sents the marginal of νn with respect to its first coordinate. Clearly, for every
5 Here B(X) denotes the Borel σ-algebra on the topological space X. A mapping K from
R×B(R) into [0,+∞] is called a transition probability kernel on (R,B(R)) if the mapping
x 7→ K(x,B) is measurable for every set B ∈ B(R), and the mapping B 7→ K(x,B) is a
probability measure for every x ∈ R.
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n, λn(A) = P(ρ ∈ A) for all Borel sets A ⊆ R. Furthermore we have the
following obvious result.
Lemma 4.5 For all A ∈ B(R), ν∗(A) = Pρ(A), where Pρ is the law of ρ
under P. ⊓⊔
Also, we present a crucial auxiliary lemma, which is essentially Lemma 8.5
in Carassus and Ra´sonyi (2011).
Lemma 4.6 Suppose that Assumption 2.2 holds. Then there exists a measur-
able function G : R × (0, 1) → R so that the random vector (ρ,G(ρ, U∗)) has
law ν. ⊓⊔
So we are finally in the position to state the main result of this section.
Theorem 4.7 There exists an optimal trading strategy.
Proof Let us set X∗ := G(ρ, U∗), where G is the measurable function given by
Lemma 4.6. Clearly the random variable X∗ is σ(ρ, U∗)-measurable.
Moreover, from the discussion above, it is straightforward to check that the
subsequence of random variables {Xnk}k∈N converges in distribution to X∗ as
k → +∞, and we write Xnk D−→ X∗. Then, since the maximum and u+ are
continuous functions, by the mapping theorem we have that
{
u+
(
X+nk
)}
k∈N
also converges in distribution to u+(X
+
∗ ). Hence, limk∈N P
{
u+
(
X+nk
)
> y
}
=
P{u+(X+∗ ) > y} for every y ∈ R at which the CDF of u+(X+∗ ) is continu-
ous (and we recall that any non-decreasing function has at most countably
many discontinuities). Analogously we conclude that P
{
u−
(
X−nk
)
> y
} →
P{u−(X−∗ ) > y} as k → +∞ for all y outside a countable set.
At this point, we divide the proof into three steps.
(i) We start by showing that V±(X
±
∗ ) < +∞. In fact, given that the distortion
functions are continuous, it is obvious that w±
(
P
{
u±
(
X±nk
)
> y
}) −−−−−→
k→+∞
w±(P{u±(X±∗ ) > y}) for Lebesgue a.e. y. Thus, applying Fatou’s lemma
(we recall that the distortion functions are nonnegative) we get
V±
(
X±∗
)
=
∫ +∞
0
w±
(
P
{
u±
(
X±∗
)
> y
})
dy
≤ lim inf
k∈N
∫ +∞
0
w±
(
P
{
u±
(
X±nk
)
> y
})
dy = lim inf
k∈N
V±
(
X±nk
)
.
But lim infk∈N V±
(
X±nk
) ≤ supk∈N V±(X±nk) ≤ supn∈N V±(X±n ), and we
know from the proof of Lemma 4.2 that supn∈N V±(X
±
n ) < +∞, so we
have the intended result.
(ii) Secondly, we prove that the inequality V (X∗) ≥ V ∗ holds. We already
know, from the previous step, that V−(X
−
∗ ) ≤ lim infk∈N V−
(
X−nk
)
. We
note further that, by the proof of Lemma 4.2, supk∈N EP
[(
X+nk
)αλ] ≤
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supn∈N EP
[
(X+n )
αλ
]
< +∞, for some λ > 0 such that αλ < 1 < γλ. There-
fore, defining g(y) = 1 for y ∈ [0, 1] and g(y) =
(
supn∈N EP
[
(X+n )
αλ
])γ
yγλ for
y > 1, we conclude that g is an integrable function on [0,+∞) . Moreover, it
follows from Chebyshev’s inequality that w+
(
mathbbP
{
u+
(
X+nk
)
> y
}) ≤
g(y) for all y ≥ 0 and for all k ∈ N. Hence, we can apply the reverse Fatou
lemma to obtain
V+
(
X+∗
) ≥ lim sup
k∈N
∫ +∞
0
w+
(
P
{
u+
(
X+nk
)
> y
})
dy = lim sup
k∈N
V+
(
X+nk
)
.
Combining the previous inequalities then yields
V (X∗) = V+
(
X+∗
)− V−(X−∗ ) ≥ lim sup
k∈N
V+
(
X+nk
)− lim inf
k∈N
V−
(
X−nk
)
= lim sup
k∈N
V+
(
X+nk
)
+ lim sup
k∈N
{−V−(X−nk)}
≥ lim sup
k∈N
{
V+
(
X+nk
)− V−(X−nk)} = V ∗,
where the last inequality is due to the subadditivity of the lim sup.
(iii) Lastly, we check that EQ[X∗] ≤ x0. To see this, we start by noting that,
since (ρ,Xnk)
D−→ (ρ,X∗), again by applying the mapping theorem we have
ρXnk
D−→ ρX∗. Thus, we can use Skorohod’s theorem (see e.g. Borkar 1995,
Theorem 2.2.2, p. 23) to find real-valued random variables Y and Yk, with
k ∈ N, on some auxiliary probability space
(
Ωˆ, Fˆ , Qˆ
)
, such that each Yk
has the same law as ρXnk , Y has the same law as ρX∗, and Yk −−−−−→
k→+∞
Y
Qˆ a.s.. It is then clear that EQ[X∗] = EP[ρX∗] = EQˆ[Y ] holds, as well as
EQ[Xnk ] = EP[ρXnk ] = EQˆ[Yk] for every k ∈ N. Now, we know from the
proof of Lemma 4.2 that supk∈N EP
[(
X−nk
)ξ]
< +∞, for some 1 < ξ < βδ .
Consequently, we can choose ϑ > 1 such that ϑ < ξ, and so using Ho¨lder’s
inequality we obtain
E
Qˆ
[(
Y −k
)ϑ]
= EP
[(
ρX−nk
)ϑ] ≤ EP[ρ ϑξξ−ϑ ] ξ−ϑξ EP[(X−nk)ξ]ϑξ ,
for every k ∈ N, which implies that supk∈N EQˆ
[(
Y −k
)ϑ]
< +∞. Hence, by
de la Valle´e-Poussin theorem, the family
{
Y −k
}
k∈N
is uniformly integrable
and thus, being also integrable, it holds that
lim
k∈N
E
Qˆ
[
Y −k
]
= E
Qˆ
[
Y −
]
< +∞.
Furthermore, using Fatou’s lemma we easily get the inequality E
Qˆ
[Y +] ≤
lim infk∈N EQˆ
[
Y +k
]
. Combining all the results above finally yields
EQ[X∗] = EQˆ[Y ] ≤ lim infk∈N EQˆ
[
Y +k
]− lim
k∈N
E
Qˆ
[
Y −k
]
≤ lim inf
k∈N
E
Qˆ
[Yk] = lim inf
k∈N
EQ[Xnk ] = x0,
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where the last inequality is a consequence of the fact that the lim inf sat-
isfies superadditivity.
It is now straightforward to check that
EQ[|X∗|] = EQˆ[|Y |] = EQˆ[Y ] + 2EQˆ
[
Y −
]
< +∞,
that is, X∗ ∈ L1(Q). Hence, by Assumption 2.4, X∗ admits a replicating
portfolio φ∗ ∈ Ψ .
We also know, by part (i), that V±
([
Πφ
∗
T
]±)
< +∞. Therefore, if the
equality EQ[X∗] = x0 is satisfied, then φ
∗ is in A (x0) and V
∗ ≤ V
(
Πφ
∗
T
)
≤
supφ∈A(x0) V
(
ΠφT
)
= V ∗, hence we are done. So let us suppose that EQ[X∗] <
x0. We can thus define the FT -measurable random variable Z∗ := X∗ + c,
where the constant c is given by c := x0−EQ[X∗] > 0. Then it is immediate to
see that Z∗ is also replicable by a portfolio π
∗ ∈ Ψ such that EQ
[
Πpi
∗
T
]
= x0.
Besides, V ∗ ≤ V (X∗) ≤ V (Z∗), V−(Z−∗ ) ≤ V−(X−∗ ) < +∞, so necessarily
V ∗ = V (Z∗) must hold, by the definition of V
∗. The proof is complete. ⊓⊔
5 Multidimensional Diffusion Model With Deterministic
Coefficients
In this section we present an example of an important nontrivial model to
which our results can be applied. Let k be a nonnegative integer and let the
continuous process
W =
{
Wt =
(
W 1t , . . . ,W
k
t
)⊤
; 0 ≤ t ≤ T
}
, 6
taking values in Rk, be a k-dimensional Brownian motion (with respect to the
probability measure P), which is initialised at zero a.s.. We are assuming the
flow of information in the market to be represented by the natural filtration
of W (which is the augmentation, by all P-null sets, of the filtration generated
by W ), FW =
{
FWt ; 0 ≤ t ≤ T
}
. We further recall that the interest rate is
here assumed to be null.
In this particular example, the dynamics of the price process of the i-th
stock Si =
{
Sit ; 0 ≤ t ≤ T
}
is described, under the measure P, by the ItA˜´
process with stochastic differential
dSit = µ
i(t)Sitdt+
k∑
j=1
σij(t)SitdW
j
t , S
i
0 = si > 0, (5.1)
6 Hereafter, the symbol ⊤ denotes matrix transposition.
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for any i ∈ {1, . . . , d}. As made explicit by the notation, here we consider only
the case where all the coefficients
µi =
{
µi(t) ; 0 ≤ t ≤ T} ,
σi =
{
σi(t) =
(
σi1(t) , . . . , σid(t)
)⊤
; 0 ≤ t ≤ T
}
,
respectively the appreciation rate process and the Rd-valued volatility process
of the i-th risky asset, are deterministic Borelian functions of t. Moreover, they
satisfy
∫ T
0
∣∣µi(t)∣∣ dt + ∫ T
0
∑k
j=1
∣∣σij(t)∣∣2 dt < +∞, ensuring the existence and
uniqueness of strong solutions to the stochastic differential equations (SDE)
(5.1). Finally, writing σ(t), 0 ≤ t ≤ T , to denote the d×k volatility matrix with
entries σij(t), we assume that σ(t)σ(t)
⊤
is nonsingular for Lebesgue almost
every (Lebesgue a.e.) t ∈ [0, T ].
We study two cases separately.
5.1 Complete Market
Let us suppose that there are as many risky assets as sources of randomness,
that is, k = d. Then it is trivial that there exists a uniquely determined d-
dimensional, deterministic process θ =
{
θ(t) =
(
θ1(t) , . . . , θd(t)
)⊤
; 0 ≤ t ≤ T
}
such that
−µi(t) =
d∑
j=1
σij(t) θj(t) , for Lebesgue a.e. t ∈ [0, T ] ,
holds simultaneously for all i ∈ {1, . . . , d}. In addition, if we assume that the
condition 0 <
∫ T
0
∑d
i=1
∣∣θi(t)∣∣2 dt < +∞ is satisfied, then it is easy to see that
the positive local martingale {ρt; 0 ≤ t ≤ T } given by
ρt = exp
{
d∑
i=1
∫ t
0
θi(s) dW is −
1
2
∫ t
0
d∑
i=1
∣∣θi(s)∣∣2 ds} , 0 ≤ t ≤ T, a.s.,
(5.2)
is indeed a martingale under P. Hence, from Cameron-Martin-Girsanov the-
orem and its converse, it is well-known that the probability measure Q, with
Radon-Nikodym derivative dQdP = ρT a.s., is the unique e.m.m. for S, and the
process defined by
W˜ it =W
i
t −
∫ t
0
θi(s) ds, 0 ≤ t ≤ T, i ∈ {1, . . . , d} , (5.3)
is a d-dimensional Brownian motion on the complete filtered probability space(
Ω,FWT ,F
W ,Q
)
. It is also straightforward to check that ρT is log-normally
distributed both under P and under Q. In particular, this implies that both ρT
and 1/ρT have moments of all orders, i.e., ρT , 1/ρT ∈ W , so Assumption 2.1
holds.
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Such a financial market is arbitrage-free and complete, hence any integrable
contingent claim is hedgeable. Furthermore, it is trivial to see that there must
be some 0 < tˆ < T for which 0 <
∫ tˆ
0
∑d
i=1
∣∣θi(s)∣∣2 ds < ∫ T0 ∑di=1 ∣∣θi(s)∣∣2 ds
holds true, so the vector
(∑d
i=1
∫ tˆ
0
θi(s) dW is ,
∑d
i=1
∫ T
0
θi(s) dW is
)
has a non-
degenerate joint normal distribution. Consequently, we can immediately con-
clude that the following linear combination of its coordinates∫ T
0
∑d
i=1
∣∣θi(s)∣∣2 ds∫ tˆ
0
∑d
i=1 |θi(s)|2 ds
d∑
i=1
∫ tˆ
0
θi(s) dW is −
d∑
i=1
∫ T
0
θi(s) dW is
is a FWT -measurable and non-degenerate Gaussian random variable which is
independent of ρT . From this, one can easily get a uniform U∗ independent of
ρT , that is, satisfying Assumption 2.2.
5.2 Incomplete Market
Assume now that 1 ≤ d < k, so there exist more sources of risk than traded
stocks. It is then clear that a martingale measure for the d-dimensional process
S is not unique. Indeed, the system of linear equations
− µi(t) =
k∑
j=1
σij(t) θj(t) , for Lebesgue a.e. t ∈ [0, T ] , i ∈ {1, . . . , d} ,
(5.4)
has infinitely many solutions, and any Rk-valued process θ = {θ(t) ; 0 ≤ t ≤ T }
satisfying (5.4) defines a martingale measure Qθ for S, under suitable condi-
tions. Therefore, albeit admitting no arbitrage opportunities, the market is
incomplete. Nonetheless, it is possible to construct a standard k-dimensional
Brownian motion (with respect to the probability measure P) starting at zero
a.s., which we denote by W¯ =
{
W¯t =
(
W¯ 1t , . . . , W¯
k
t
)⊤
; 0 ≤ t ≤ T
}
, whose
natural filtration coincides with that of W and such that the price process Si
follows (under P) the dynamics
dSit = µ
i(t)Sitdt+
d∑
j=1
σ¯ij(t)SitdW¯
j
t ,
for all i ∈ {1, . . . , d}, where σ¯(t) = [σ¯ij(t)]
i,j∈{1,...,d}
is a deterministic and
invertible square matrix of order d, for Lebesgue a.e. t ∈ [0, T ], with en-
tries satisfying
∫ T
0
∑d
i,j=1
∣∣σ¯ij(t)∣∣2 dt < +∞. As a consequence, there exists
a (unique) deterministic process θ¯ =
{
θ¯(t) =
(
θ¯1(t) , . . . , θ¯d(t)
)⊤
; 0 ≤ t ≤ T
}
,
taking values in Rd, that solves
−µi(t) =
d∑
j=1
σ¯ij(t) θ¯j(t) , i ∈ {1, . . . , d} , for Lebesgue a.e. t ∈ [0, T ] .
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If we impose the additional condition 0 <
∫ T
0
∑d
i=1
∣∣θ¯i(t)∣∣2 dt < +∞, then as
above the probability measure Q given by
dQ
dP
= exp
{
d∑
i=1
∫ T
0
θ¯i(s) dW¯ is −
1
2
∫ T
0
d∑
i=1
∣∣θ¯i(s)∣∣2 ds} , a.s.,
is an e.m.m. for S, and the process W˜ =
{
W˜t =
(
W˜ 1t , . . . , W˜
k
t
)⊤
; 0 ≤ t ≤ T
}
,
with
W˜ it = W¯
i
t −
∫ t
0
θ¯i(t) ds, if i ∈ {1, . . . , d} ,
W˜ it = W¯
i
t , if i ∈ {d+ 1, . . . , k} ,
is a k-dimensional Brownian motion on the probability space
(
Ω,FWT ,Q
)
.
Moreover, it is clear that FW and the natural filtration of W˜ agree, and that the
Radon-Nikodym derivative dQdP is log-normally distributed (under the measures
P and Q), so again Assumption 2.1 is verified.
Finally, let us represent by G = {Gt; 0 ≤ t ≤ T } the natural filtration of
the d-dimensional Brownian motion
{(
W˜ 1t , . . . , W˜
d
t
)⊤
; 0 ≤ t ≤ T
}
, which is
a subfiltration of FW . It is obvious that dQdP is measurable with respect to GT .
Also, by an argument completely analogous to that employed in the complete
market case, it is possible to find a GT -measurable, integrable random vari-
able U∗ so that Assumption 2.2 is true. In view of the above, it is then easy to
show that, in this incomplete financial model, any integrable and σ
(
dQ
dP , U∗
)
-
measurable random variable is hedgeable.
Hence, taking any hedgeable B, the discussion in the preceeding subsections
readily leads to the following corollary to Theorem 4.7.
Corollary 5.1 In the multidimensional diffusion model with deterministic co-
efficients (5.1), the behavioural problem is well-posed and there exists an opti-
mal portfolio, provided that α < β and α/γ < 1 < β/δ.
Remark 5.2 It is possible to construct examples of models with jumps to which
Theorem 4.7 applies. For instance, if d = 1 and S = {St; 0 ≤ t ≤ T } is a
compensated Poisson process, then we can take Q = P and Theorem 4.7 holds
(note that continuity of Fρ is not needed for this existence result). We do
not enter into more details here as the examples we can construct look rather
artificial.
6 Conclusion
In this work, the optimal portfolio problem was studied for an investor who
behaves in accordance with the cumulative prospect theory, assuming a con-
tinuous-time market and that asset prices are modelled by general semimartin-
gales.
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We addressed, in Section 3, the issue of well-posedness, which is a recur-
ring one within the CPT framework. We focused on the case where the util-
ities, as well as the probability distortions, are all piecewise-power functions,
and we identified several ill-posed cases. We were able to provide necessary
and sufficient conditions for well-posedness, which are not only fairly easy
to verify, but also have economic interpretations. Moreover, these are very
similar to those obtained in the incomplete discrete-time multiperiod model
(Carassus and Ra´sonyi 2011). One question that remains unanswered, how-
ever, is what happens when β = δ or α = γ.
Next, in Section 4, we discussed the problem of attainability. Under suitable
conditions, we established the existence of an optimal investment strategy, the
proof being analogous to that of the multiperiod discrete-time case studied
in Carassus and Ra´sonyi (2011). We have not addressed here the question
whether this optimal portfolio is unique or not, but there seems to be no
hope of uniqueness in this problem. Also, it would be interesting if an optimal
solution could be characterised explicitly, in order to compare it with that of
EUT.
Finally, in the preceeding section, we concluded this paper with an appli-
cation of our results to a multidimensional diffusion model with deterministic
coefficients. Extending the existence result to diffusion processes with stochas-
tic coefficients is a work in progress.
A Proofs
A.1 Proofs of Section 3
Proof of Lemma 3.6
Let the function f : [ 0,+∞) → [ 0,+∞) be given by f(x) := E[X ∧ x]. It is clear that f is a
non-decreasing function of x and that limx→+∞ f(x) = +∞. Indeed, to see this let M > 0
be arbitrary. Since E[X ∧ n] → E[X] = +∞ by the Monotone Convergence Theorem, there
exists some n0 ∈ N such that E[X ∧ n] > M for all n ≥ n0. Given that f is non-decreasing,
we conclude f(x) ≥ f(n0) > M for all x ≥ n0, as intended.
Moreover, f is a continuous function on [ 0,+∞) . In fact, let {xn}n∈N be a sequence in
[ 0,+∞) converging to some x ≥ 0. Being convergent, {xn}n∈N is bounded, that is, there
exists some R > 0 such that xn ≤ R for all n. Hence, the sequence {Xn}n∈N of random
variables Xn := X∧xn is dominated by the integrable random variable X∧R and converges
pointwise to X ∧ x (we recall that the minimum is a continuous function). Therefore, by
Lebesgue’s Dominated Convergence Theorem, f(xn) = E[X ∧ xn] −−−−−→
n→+∞
E[X ∧ x] = f(x)
and f is continuous as claimed.
So let us consider b ≥ 0 arbitrary. It is obvious that f(b) ≤ b. Besides, since f(x)→ +∞
as x → +∞, there exists some N > 0 so that f(x) > b for all x ≥ N . Hence, because
f(b) ≤ b < f(N) and f is continuous, by the Intermediate Value Theorem (note that N > b,
otherwise f(N) ≤ f(b) ≤ b by the monotonicity of f) we conclude that b = f(a) for some
a ∈ [b, N ]. ⊓⊔
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Proof of Lemma 3.12
Let t > 0 be arbitrary (but fixed). Then, for any nonnegative random variable X, we have
by the monotonicity of the integral that
∫ +∞
0
P
{
Xb > y
}a
dy =
∫ +∞
0
P
{
(Xs)
b
s > y
}a
dy ≥
∫ t bs
0
P
{
(Xs)
b
s > y
}a
dy
≥
∫ t bs
0
P
{
(Xs)
b
s > t
b
s
}a
dy = t
b
s P
{
(Xs)
b
s > t
b
s
}a
,
where the last inequality follows from the inclusion
{
(Xs)
b
s > t
b
s
}
⊆
{
(Xs)
b
s > y
}
for all
0 ≤ y ≤ t
b
s . Furthermore, P
{
(Xs)
b
s > t
b
s
}
= P{Xs > t}, so
P{Xs > t} ≤
1
t
b
sa
(∫ +∞
0
P
{
Xb > y
}a
dy
) 1
a
.
Hence,
EP[X
s] =
∫
∞
0
P{Xs > t} dt ≤ 1 +
∫ +∞
1
P{Xs > t} dt
≤ 1 +
(∫
∞
0
P
{
Xb > y
}a
dy
) 1
a
∫ +∞
1
1
t
b
sa
dt,
and setting the constant D =
∫+∞
1
1
t
b
sa
dt ∈ (0,+∞) (recall that b
sa
> 1 by hypothesis),
which depends only on the parameters, completes the proof. ⊓⊔
Proof of Lemma 3.13
We start by noticing that the hypothesis α < γ ≤ 1 implies that 1
γ
< 1
αγ
and 1
γ
< 1
α
.
Moreover, since α < β and δ < β, there exists η so that max {α, δ} < η < β. In particular,
we deduce that η
α
> 1, and thus η
αγ
> 1
γ
. Hence, we choose λ so that 1
γ
< λ < min
{
1
α
, η
αγ
}
.
Then, given that 1
λα
> 1, there exists some p satisfying 1 < p < 1
λα
. Finally, we note that
1 < η
δ
and αλγ
δ
< η
δ
(because λ < η
αγ
, that is, αγλ < η), so we can take q such that
max
{
1, αλγ
δ
}
< q < η
δ
.
Since for all y ≥ 1 we have P
{(
X+
)α
> y
}
≤
EP
[
(X+)αλ
]
yλ
by Chebyshev’s inequality, it
follows from the monotonicity of the integral that
∫ +∞
0
P
{(
X+
)α
> y
}γ
dy ≤ 1 + C1 EP
[(
X+
)αλ]γ
,
with the strictly positive constant C1 being given by C1 :=
∫+∞
1 1/y
λγdy (we recall that
λγ > 1). Also, applying Ho¨lder’s inequality yields
EP
[(
X+
)αλ]
= EP
[
1
ρ1/p
ρ1/p
(
X+
)αλ]
≤ C2 EP
[
ρ
(
X+
)αλp] 1p
= C2 EQ
[(
X+
)αλp] 1p
,
where the constant C2 := EP
[
1
ρ1/(p−1)
] p−1
p
is finite and strictly positive. Thus, combining
the previous equation and Jensen’s inequality for concave functions (we note that αλp < 1),
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we obtain
EP
[(
X+
)αλ]γ
≤ C3 EQ
[(
X+
)αλp] γp
≤ C3 EQ
[
X+
]αλγ
= C3
(
x0 + EQ
[
X−
])αλγ
≤ C4 + C3 EQ
[
X−
]αλγ
, (A.1)
where the last inequality follows from the trivial inequality |x+ y|a ≤ |x|a + |y|a for 0 <
a ≤ 1 (notice that λ < 1
α
≤ 1
αγ
implies αλγ < 1), and C3, C4 ∈ (0,+∞). Now, we
again use Ho¨lder’s inequality to see that EQ
[
X−
]αλγ
≤ C5 EP
[(
X−
)q]αλγq (here C5 :=
EP
[
ρq/(q−1)
]αλγ(q−1)/q
is also strictly positive and finite). Moreover, since αλγ
q
< δ < 1,
we have by the trivial inequality mentioned above that EP
[(
X−
)q]αλγq ≤ 2+EP[(X−)q]δ .
Therefore, these inequalities combined with (A.1) yield
EP
[(
X+
)αλ]γ
≤ C6 + C7 EP
[(
X−
)q]δ
≤ C6 + C7

1 +D1
(∫ +∞
0
P
{(
X−
)η
> y
}δ
dy
) 1
δ


δ
≤ M1 +M2
∫ +∞
0
P
{(
X−
)η
> y
}δ
dy, (A.2)
where to obtain the second inequality we apply Lemma 3.12 above (note that η
δq
> 1), and
the last inequality is again due to the trivial inequality we referred to previously in this
proof (with 0 < δ < 1). Furthermore, all constants C6, C7,M1,M2 belong to (0,+∞).
Hence,
∫ +∞
0
P
{(
X+
)α
> y
}γ
dy ≤ L1 + L2
∫ +∞
0
P
{(
X−
)η
> y
}δ
dy,
with L1 and L2 positive constants that do not depend on the r.v. X (only on the parameters),
as intended. ⊓⊔
Proof of Lemma 3.14
We start by fixing some χ satisfying 1
s
< χ < b
sa
. Such a χ exists since 1 < b
a
implies that
1
s
< b
sa
. We also note that, because χa < b
s
, we can choose ξ so that χa < ξ < b
s
.
Let X be an arbitrary nonnegative random variable. Given that b
sξ
> 1, we know from
Lemma 3.12 that EP
[
Xξ
]
≤ 1+D
(∫+∞
0
P
{
Xb > y
}s
dy
)1/s
for some strictly positive finite
constant D (not depending on X, but only on the parameters). Therefore, recalling that
s ≤ 1, it follows from the trivial inequality |x+ y|s ≤ |x|s + |y|s that
EP
[
Xξ
]s
≤ 1 + C1
∫ +∞
0
P
{
Xb > y
}s
dy, (A.3)
with C1 ∈ (0,+∞). Now, by Jensen’s inequality for concave functions (note that
aχ
ξ
< 1),
we obtain
EP[X
aχ] = EP
[(
Xξ
) aχ
ξ
]
≤ EP
[
Xξ
] aχ
ξ
. (A.4)
Moreover, using Chebyshev’s inequality, we get
∫ +∞
0
P{Xa > y}s dy ≤ 1 + C2 EP[X
aχ]s , (A.5)
where the strictly positive constant C2 is given by C2 :=
∫+∞
1
1
ysχ
dy (note that sχ > 1).
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Thus, combining the inequalities (A.3), (A.4) and (A.5) above yields
∫ +∞
0
P{Xa > y}s dy ≤ 1 + C2
(
EP
[
Xξ
]s) aχ
ξ
≤ 1 + C2
(
1 + C1
∫ +∞
0
P
{
Xb > y
}s
dy
) aχ
ξ
≤ R1 + R2
(∫ +∞
0
P
{
Xb > y
}s
dy
) aχ
ξ
where the last inequality is due to the trivial inequality mentioned above (again we recall
that aχ
ξ
< 1), and the positive constants R1, R2 depend only on the parameters. Setting
ζ = aχ
ξ
completes the proof. ⊓⊔
A.2 Proofs of Section 4
Proof of Lemma 4.2
Let λ > 0 be as in the proof of Lemma 3.13. We begin by showing that
sup
n∈N
EP
[(
X+n
)αλ]
< +∞. (A.6)
Assume by contradiction that supn∈N EP
[(
X+n
)αλ]
= +∞. Then we can take a subsequence
of
{
EP
[(
X+n
)αλ]}
n∈N
such that EP
[(
X+nl
)αλ]
→ +∞ as l→ +∞. By equation (A.2) in
the proof of Lemma 3.13, we conclude that
∫+∞
0
P
{(
X−nl
)η
> y
}δ
dy −−−−−→
l→+∞
+∞, where
η is as defined in the proof. Therefore, using Lemma 3.14 we also obtain that V−
(
X−nl
)
=
∫+∞
0 P
{(
X−nl
)β
> y
}δ
dy −−−−−→
l→+∞
+∞, and hence
V (Xnl ) = V+
(
X+nl
)
− V−
(
X−nl
)
≤ L1 + L2
∫ +∞
0
P
{(
X−nl
)η
> y
}δ
dy − V−
(
X−nl
)
≤ C1 + C2
(
V−
(
X−nl
))ζ
− V−
(
X−nl
)
−−−−−→
l→+∞
−∞,
where the first and second inequalities follow, respectively, from Lemma 3.13 and Lemma 3.14
(C1 and C2 are strictly positive constants depending only on the parameters.), and 0 < ζ <
1. But this is absurd, because limn∈N V (Xn) = V
∗ > −∞ and therefore any subsequence
of V (Xn) must also converge to V ∗.
Now we show that (A.6) implies that supn∈N V−
(
X−n
)
< +∞. Indeed, by Chebyshev’s
inequality, for some C3 ∈ (0,+∞), V+
(
X+n
)
≤ 1+C3 EP
[(
X+n
)αλ]γ
for all n. Using (A.6),
we thus get supn∈N V+
(
X+n
)
< +∞. Furthermore, since V (Xn) → V ∗ as n → +∞ and
any convergent sequence is bounded, we have that infn∈N V (Xn) > −∞. Thus,
sup
n∈N
V−
(
X−n
)
≤ sup
n∈N
V+
(
X+n
)
− inf
n∈N
V (Xn) < +∞,
as intended.
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Finally, recalling that β
δ
> 1, we can choose ξ ∈
(
1, β
δ
)
. Therefore β
δξ
> 1, and it follows
from Lemma 3.12 that there exists some D ∈ (0,+∞) such that
EP
[(
X−n
)ξ]
≤ 1 +D
(
V−
(
X−n
)) 1
δ ,
for all n ∈ N, which implies that supn∈N EP
[(
X−n
)ξ]
< +∞. In particular, we note that,
because g : [ 0,+∞) → [ 0,+∞) given by g(t) := tξ is a nonnegative, strictly increas-
ing and strictly convex function on [0,+∞) satisfying limt→+∞
g(t)
t
= +∞, as well as
supn∈N EP
[
g
(
X−n
)]
< +∞, by de la Valle´e-Poussin theorem we conclude that the family{
X−n
}
n∈N
is uniformly integrable.
So we set τ = αλ ∈ (0, 1). A straightforward application of Ho¨lder’s inequality (with
p = ξ
τ
> 1) and of the trivial inequality |x+ y|τ ≤ |x|τ + |y|τ gives
EP[|Xn|
τ ] ≤ EP
[(
X+n
)τ ]
+ EP
[(
X−n
)τ ]
≤ EP
[(
X+n
)τ ]
+ E
τ
ξ
P
[(
X−n
)ξ]
,
hence supn∈N EP[|Xn|
τ ] < +∞. ⊓⊔
Proof of Corollary 4.3
Let ǫ > 0 be arbitrary. By Lemma 4.2 above, supn∈N EP[|Xn|
τ ] = S ∈ [ 0,+∞) , for some
τ ∈ (0, 1). So choosing M = M(ǫ) such that M >
(
S
ǫ
) 1
τ
≥ 0, and setting K = [−M,M ],
by Chebyshev’s inequality we obtain
P{Xn ∈ K
c} = P{|Xn| > M} ≤
EP[|Xn|
τ ]
Mτ
< ǫ,
which completes the proof. ⊓⊔
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