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ABSTRACT 
Magnetic flux densities exceeding 100 T are termed 'ultrahigh' magnetic 
flux densities and are necessarily developed using pulsed energies. Two 
particular laboratory techniques are commonly used to produce magnetic 
fields of this size; the single turn coil (STC) technique and the 
electromagnetically driven flux compression (EMFC) technique. Over 
recent years there has been a strong drive to improve both of these 
systems and to develop them further. This has primarily been achieved by 
analytical simulation as well as by innovative design solutions. This thesis 
investigates both techniques, and in particular details the development of 
an accurate finite element model used in predicting the behaviour of STC 
systems as well as detailing experimental advances made using a-pinch 
EMFC systems, including in particular the use of an insulator-metallic 
phase transition cascade. 
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1. INTRODUCTION 
The harnessing and application of magnetic fields plays a pivotal role in 
many modem day situations. Recent research has shown strong interest 
in the application of relatively intense magnetic fields in both solid state 
physics (Muira et a/.1984, Matsuda et at, 2002) as well as in recent 
proposals for magnetised plasma target fusion (Frese et al. 2004) and 
possibly in high-energy nuclear physics (Herfaeh et al. 1971). Further 
recent developments have detailed an interest in using such magnetic 
fields as a basis for the development of unconventional radiation emitters 
(radio, microwave and X-ray) (Novae and Smith, 1997, 2002) primarily for 
the use in defence projects. 
The production of magnetic flux densities exceeding 100 T are termed 
'ultrahigh' magnetic flux densities and are always developed using pulsed 
energies. Two particular laboratory techniques are often used to develop 
magnetic fields in this region; the single turn coil (STC) technique and 
electromagnetically driven flux compression (EMFC) technique. Over 
recent years there has been a strong drive to improve these systems and 
develop them further. This has primarily been achieved by analytical 
simulation as well as innovative design solutions. 
With regards to the simulation of such systems being pulsed and or 
producing ultrahigh fields, previous analytical methods have developed a 
simple and efficient filamentary model. This model however has current 
limitations which may hinder future development and it is therefore a 
requirement that an alternative technique is adopted if these limitations are 
to be overcome. Within this thesis there is detailed the initial development 
of a finite element model developed in ANSYS for such pulsed power 
systems, which acts to indicate the potential for possible future 
development in this area, highlighting some of the benefits of the proposed 
technique over the existing filamentary analysis. The work in this area was 
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conducted during a limited licence agreement window with ANSYS and as 
such the results detailed here are those which were best achieved to date. 
In addition, this thesis details experimental work investigating EMFC 
techniques, and in particular a flavour known as a-pinch EMFC. The work 
investigates the geometric considerations of such systems and highlights 
the benefits of one geometric set-up in particular. The work also 
investigates the use of supplementary fields, used to increase the final 
ultrahigh magnetic field produced within such systems. Furthermore, 
detailed here is the development and implementation of an insulator-
metallic phase transition cascade that can be used to improve the 
effectiveness of the technique. Within the work detailed, the production of 
ultrahigh magnetic fields is detailed using a compact system, powered 
from a fast capacitor bank. The work details a system with high efficacy 
when compared to other published results as well as developing a new 
pulsed shape of fields from such system, and in addition perhaps 
capturing an image with evidence of the turn around effect known in such 
systems. 
The work described was supported by the EPSRC and the MoD through 
their Joint Grant Scheme (Research Grant GRlR 44645). 
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2. PULSED MAGNETIC FIELDS 
The harnessing and application of magnetic fields plays a pivotal role in 
many modern day situations, from simple stepper motors used in the vast 
majority of mechatronic equipment through to the power generators and 
high voltage AC transformers employed in power supply systems. 
Magnetic fields also find application in many further sectors, such as 
Magnetic Resonance Imaging (MRI) within the medical industry, or more 
recently in the utilisation of Pulsed Electric Fields (PEF) as a treatment in 
the inactivation of microorganisms within the food production sector 
(8everidge et al. 2003). 
Recent research has shown strong interest in the application of relatively 
intense magnetic fields in solid state physics (Muira et al. 1984, Matsuda et 
ai, 2002) as well as in recent proposals for magnetised plasma target 
fusion (Frese et al. 2004) and possibly high-energy nuclear physics 
(Herfach et al. 1971). Further recent developments have detailed an 
interest in using such magnetic fields as a basis for the development of 
unconventional radiation emitters (radio, microwave and X-ray) (Novac 
and Smith, 1997, 2002) primarily for the use in defence projects. 
Significant limitations however exist when the production of continuously 
high magnetic fields are attempted; both thermal effects due to Joule 
heating and large magnetically induced pressures inevitably lead to 
structural deterioration of the system. In certain circumstances the effect of 
excessive heating can be alleviated by the use of heat sinks or overcome 
by employing superconducting technology to minimise the resistance 
(Wood and Montgomery, 1967, Herlach and Jones, 1994, Maeda et al 
1996). Furthermore, new composite materials and reinforced structures 
can be used to increase structural integrity (Foner, 1986). However in the 
quest for very high flux densities, the magnetic pressure induced in any 
given component has the potential to exceed its constitutive yield strength 
and hence lead to failure of the system. For this reason, only pulsed 
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magnets can constantly extend the boundaries and achieve 'ultrahigh' 
magnetic fields. 
2.1 Pulsed Magnets 
Pulsed electromagnets can loosely be separated into two categories; 
destructive and non-destructive. In their simplest form they generally share 
a common toroidal topography, whereby large currents are passed around 
a loop as a means to establish a central axial magnetic field, as 
highlighted in Figure 2.1. 
Figure 2.1. Topography of a pulsed magnet 
The power supply for the current is generally either a battery on a rectified 
AC source or the stored energy in a capacitor, whereby the volume of 
utilisation is substantially the bore at the centre of the coil. Either multiple 
turns of the conductor, reinforced for insulation and structural resilience, or 
a simple single turn of conductor, or coil , provide a path for the current le. 
The magnetic pressure impressed upon the inner surface of the coil is a 
function of the axial flux density, and can be expressed simply as: 
4 
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p = Bz 
2110 
Eq. 2.1 
At a flux density of 100 T, the pressure exerted on the inner surface of the 
magnet reaches almost 4 GN/m2. This is close to the yield strength of the 
strongest known materials and, as such, this level of flux density marks the 
boundary between destructive and non-destructive systems. As a point of 
reference AIS!" 1050 Steel, as rolled , has a yield strength around 415 
MN/m2 and an ultimate strength of 620 MN/m2, corresponding to magnetic 
flux densities of 32.3 T and 39.5 T respectively. Clearly achieving high 
magnetic fields in a repetitive pulsed system (i .e. non-destructive) is 
extremely difficult and in order to make headway in such high field 
developments, repetitive pulsed systems must take advantage of both 
structural and thermal inertia. The pulse duration in such systems will 
therefore generally be of the order of a few milliseconds, with the hope of a 
lifespan of several hundred discharges being targeted. 
Success in producing repetitive pulsed magnetic systems has come from 
the development of composite coils, constructed for robustness with 
multiple layers and employing the latest materials and engineering aids. 
Such coils are often used to produce magnetic field in the region of 70 T in 
experiments (Helrach, 1999). 
In contrast to these "repetitively" pulsed magnetic systems, with a pulse 
duration of perhaps milliseconds, pulsed magnets that can develop over 
100 T are always destructive and flux densities above this threshold are 
termed 'ultrahigh' magnetic fields. Due to the extreme magnetic pressures 
induced, it is important again to rely on structural and thermal inertia to 
ensure that the 'ultrahigh' magnetic field is developed before the 
arrangement has had time to destroy itself. Pulse durations of 'ultrahigh' 
magnetic field systems tend to be much less than those of repetitive 
systems, with durations often in the region of microseconds rather than 
American Iron and steel Institute - a trade association. 
5 
milliseconds. In each instance, pulsed magnetic that produce over 100 T 
are generally termed "single shot" magnets, surviving only one discharge. 
2.2 Single Turn Coil Systems 
The Single-Turn Coil (STC) technique is possibly the simplest pulsed 
ultrahigh magnetic field system, and consists of a single turn of conductor 
in the topography of Figure 2.1. In order to achieve a very large current, 
and as a consequence an ultrahigh magnetic flux density, only a single 
turn of coil is used so as to minimise the inductance, with the energy for 
the system being supplied from a large capacitor bank with a transmission 
system designed to deliver in the order of millions of amps into the coil. 
Figure 2.2 presents a typical STC arrangement, as initially first developed 
by Furth et al (1956, 1957) and further developed by Herlach and 
McBroom, 1973, Portugall et ai , 1999, Novac and Smith, 2002. 
Figure 2.2. Experimental src arrangement 
to 
oscilloscope 
RT and LT include all circuit resisiances and inductances other than the src 
In this arrangement switch S is closed when the high energy capacitor 
bank C is charged to an initial high voltage Vo, which discharges the 
electrostatically stored energy into the coil through the flat parallel-plate 
transmission line of inductance LT and resistance RT. The resulting current 
le rises very rapidly, and eventually produces an ultrahigh magnetic flux 
density at the centre of the STC. Insulation, which may be provided by 
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Mylar polyester film, separates the two plates of the transmission line and 
powerful clamps restrict their movement during the capacitor discharge. 
Either magnetic pick-up probes or Faraday rotation sensors are used to 
provide a signal recording the time change of the flux density along the 
central axis of the STC. 
If we assume firstly that the STC is constructed from a homogenously 
conductive material, then the discharge current le will have a tendency to 
travel along a path in which it can travel the least distance, i.e . the inner 
surface of the coil. The height (i.e. the axial length) of the coil must be 
assumed to be sufficiently short for the current to be assumed uniform 
along this inner surface, and there must be negligible change in the radius 
of the coil during the time up to peak field. The magnetic flux density Bz at 
the centre of the coil can then be approximately evaluated from: 
B = Pol e 
, 2r Eq. 2.2 
where r is the inner radius of the coil and /lo is the permeability of free 
space. As can be seen, the maximum central flux density is directly 
proportional to the current circulating in the coil, and inversely proportional 
to the radius of the bore. In order to achieve ultrahigh magnetic fields it is 
clearly important that the overall inductance remains extremely low during 
initial discharge, so that the time rate-of-change of current is as high as 
possible and the ultrahigh magnetic field is produced before the system 
has an opportunity to destroy itself. 
Although Equation 2.2 is a good general rule of thumb, it is true that the 
reality of the situation is somewhat different. As this current le flows, the 
heat capacity or thermal absorption of the coil plays a role in assisting 
current migration due to magnetic diffusion from hotter areas to cooler 
(less resistive) areas as Joule heating takes effect. The current then 
moves away from the inner surface, and thus effectively increases the 
radius of the current circulating in the STC even if the geometry of the STC 
7 
remains unchanged. Moreover, as the discharge continues the 
electromagnetic stress associated with the magnetic diffusion process 
causes the STC to expand rapidly outwards, resulting normally in the 
maximum central flux density being achieved before the maximum 
discharge current has been reached. In th is circumstance the STC is said 
to be over-driven, whereas one in which the current and flux density peak 
at the same time is considered as under-used (Herlaeh, 1999) 
It is clear that complicated analytical tools are necessary in order to 
understand the complex interactions that occur within any STC 
experiment. Various computer modelling techniques have been developed 
for such situations (Nakao et ai, 1985, Muira and Nakao, 1990), with 
perhaps the most successful to date being refined at Loughborough 
(Novae (1] et ai, 2004) However even with these techniques certain 
assumptions and simplifications are required that limit the development of 
future STC systems. 
FACILITY lIT Chicago I SS P Tokyo HMFC Berlin Loughborough 
(1970) ( 1984) ( 1 996) (2003) 
\lo lrage. kv 20 -10 60 25 
Energy . kJ SS 100 180 .18 
Induct.:mce. nH 1-1 .18 14 18 
Resis't.Jnce. mf"! 6 J 2 7 
Inner Rad . mm 1. 25 1.5 2.5 .1 
outer R.ld. nml 3.35 3.5 5.5 2 
Heighr. mm 5 -1 . 1 S 2 
f.la'teria 7 CU Ta CU CU 
Peilk Cur r en!:. MA 1.3 1. 15 2.9 0.9 
R7'se n 'me . 1'5 1.6 1 . 6 1. 2 1.1 
F7ux Dens 7't'y . T 200 !7S 310 2-15 
=fficacy '~ . 1(}-' I,b/ J 1.78 1. 9-1 3. 38 -/. 28 
~ Mdgnetic flux p r oduced per Joule of e lectr ostil t i c energy 
Table 2.1. Performance of experimental STC to date 
Since studies were initially reported in the early 1950's (Furth et al 1956, 
1957) STCs have been used in experimental applications at various 
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Megagauss laboratories (Her/aeh and MeBroom, 1973, Portugal! et ai, 
1999, Her/aeh, 1999, Andrianov et ai, 1970, Nakao et ai, 1985) to generate 
ultrahigh magnetic flux densities up to and over 300 T, with good 
reproducibility being obtained in recent experiments performed at 
Loughborough (Novae and Smith, 2002, Novae [2J et ai, 2004) Table 2.1 
details some the results reported by various research laboratories to date. 
As has been demonstrated by Forster and Martin (1967) the ability to 
reduce the overall inductance and the resistance of the system is as 
important, if not more so, than the total initial energy in the capacitor 
banks. It was furthermore shown that the general construction of the coil 
played an influential role in the effectiveness, with smaller, flimsier coils 
being more productive than larger, heavier ones. This was believed to be 
due primarily to spreading of the current in the sidewalls of the coil. In 
1969 Shearer showed that 355 T could be produced in such a manor. 
Considerations have also given to alternative constitutive material such as 
Tantalum (Nakao et ai, 1985). Tantalum has similar electrical properties to 
copper, but with a higher yield strength. In the reported results detailed 
above, such STCs proved having provided flux densities of 310 T 
As an interesting comparative tool, the efficacy of each systems serves to 
indicate the magnetic flux produced as a function of the energy input, 
which in the results detailed in Table 2.1 is by stored capacitive means. As 
can be seen, the efficacy of the system developed at Loughborough is 
almost 27% higher than the alternative results. 
2.3 Magnetic Flux Compression 
An alternative to the STC technique for the production of ultrahigh 
magnetic fields is to employ magnetic flux compression devices, and in 
particular magnetic pinch systems. All magnetic flux compression devices 
work on the same principal, and rely on a conducting, moving actuator to 
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compress an existing magnetic field. By (ideally) using a material with an 
infinite conductivity, magnetic diffusion will not occur through the actuator 
and the initial magnetic field will compress, thus giving rise to the 
possibility of ultrahigh magnetic flux densities. However, there are no such 
materials, and finite resistivity is a property of every conductor. As a result, 
flux compression is only possible when the speed of the moving actuator 
exceeds that of the magnetic diffusion back through the device. Numerous 
magnetic pinch systems are based on this approach and succeed in 
producing ultrahigh magnetic flux densities. 
2.3.1 a-Pinch Explosively Driven Flux Compression 
In the early 1960s magnetic flux compression by explosively driving an 
actuator was reported as a research tool by Fowler et al (1960). This 
implosive technique was achieved by using a metallic cylinder with an 
initial radius of (0 , a thickness d , and an axial height h, with the outside of 
the cylinder being surrounded by explosives that, once detonated, were 
arranged to cause the inward implosion of the metal liner; the cylinder 
being given the term 'liner' as it lined the inside of the explosive package. 
In addition, an initial axial field was generated by discharging a current into 
a coil located along the axis of the liner. 
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Figure 2.3. Cross-section of a -pinch explosively driven flux compression 
Figure 2.3 details the experimental set-up that was used and for clarity 
only a cross section of the complete cylindrical liner and corresponding 
explosives is illustrated. In this Figure the initial axial magnetic flux density, 
Bz. is produced by discharging the capacitor bank C by triggering a three-
electrode spark gap, although any switching mechanism may be used. At 
some predetermined time (after the initial field has reached its desired 
value) the cylindrical ring of explosives is detonated, with the subsequent 
implosion causing the liner to accelerate inwards and compress the initial 
magnetic flux Bz. The rate-of-change of magnetic flux density at the centre 
of the liner may be recorded, for example by means of magnetic pick-up 
probe, whereby the magnitude of the final field produced is indicative of 
the initial field , or 'seed field' used in the arrangement. As an alternative to 
using a wound coil to generate the seed field along the centre axis, it is 
also possible to generate an initial axial field by using a pair of Helmholtz 
coils. Figure 2.4 details the cross-section of such a configuration. 
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Figure 2.4. Cross-section of 0-pinch explosively driven flux compression, using 
Helmholtz coils for in~ial field 
This configuration clearly has the advantage that the implosion may 
continue until a lesser radius, as the liner is not hindered by the initial field 
coil used in Figure 2.3 as it compresses toward the central axis. In either 
case, the initial magnetic fields are generally transient, with associated 
build up times before the explosive detonation. A machined slot along the 
length of the liner prevents the built-up of transient currents occurring 
within the liner before the implosion. This slot is generally insulted by 
tape, and effectively opens the closed loop circuit of the liner. However 
during the implosion the insulation is overcome by the force of 
compression between the two edges of the gap and perfects a conductive 
path around the liner. 
If it is considered for analytical purposes that the axial length of the liner is 
much greater than the uniformly imploding radius, it is possible to derive 
an expression for the magnetic flux compression with the change in radius 
of the liner. 
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Initial Liner During implosion 
Fig 2.5. Explosively driven flux implosion: (a) Initial configuration (b) during implosion 
By considering the compression shown in Figure 2.5, the magnetic flux 
density at time t can be shown to be: 
8 (t) = B . k(r"", )2 
Z Z - mli r(l) Eq. 2.3 
where the liner radius is r(t) and k can be termed the flux conversion co-
efficient - a coefficient used to account for losses in the system and thus 
to indicate the efficiency of the compression. As discussed above, flux 
compression will in reality only take place while the time rate of change of 
radius is greater than the rate of diffusion back through the liner. Thus an 
effective cylindrical flux compression device will have a compressive 
speed very much in excess of the diffusion speed. The magnetic flux lost 
in such an implosion can be derived from the diffusion speed (Knoepfel, 
1970): 
Eq. 2.4 
where E is the electric field , J is the current density and a is the 
conductivity. The speed of implosion can be simply deduced from the time 
rate of change of radius: 
dr 
v =--
impf dl Eq. 2.5 
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and the total magnetic flux confined by the cylindrical liner is: 
<t> =Bz ·7l:·r' Eq 2.6 
The time rate of change of flux is therefore: 
d<t> = !!.- (B . 7l: ' r' )= -E · 2 · 7l:' r dl dl z 0 Eq. 2.7 
giving the time rate of change of flux density as: 
dBz = _~(dr + Eo JBz dl r dl Bz Eq. 2.8 
If we now introduce the rate of implosion from Equation 2.5 and the rate of 
diffusion from Equation 2.4 we obtain: 
Eq. 2.9 
While the inward implosion velocity exceeds the diffusion speed, the RHS 
of Equation 2.9 will remain positive, and hence magnetic flux compression 
will occur. 
The rate at which the magnetic flux diffuses will vary as current is induced, 
due to the diffusion process itself. As this occurs Joule heating will 
inherently take place, altering the conductivity of the liner and therefore the 
rate of diffusion. In cylindrical geometry the rate of diffusion is (Herlach, 
1968): 
aB 1 a( r aB) 
---- --
at f.Lor Or (J or Eq. 2.10 
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During an implosion, the speed of compression will vary due to the fact 
that the liner is being accelerated by an explosive force, and the 
acceleration is limited by the inertia of the cylinder and the structural 
integrity. Furthermore if we consider again Equation 2.1, it is evident that 
as the field is compressed, and magnetic diffusion induces a current on 
the inner surface of the liner, an outer radial magnetic pressure will begin 
to oppose this inward implosion. It is possible that at some point in the final 
stages of the implosion the compressed field will reach such a value as to 
overcome entirely the motion of the liner. This compressed field thus 
causes the liner to decelerate and, if forces continue to act to a suitable 
extent, potentially change the direction and begin to expand back 
outwards radically, with the change in direction of motion being termed 
'turn-around'. (Knoepfel, 1970) 
Explosively driven flux compression devices have achieved the record 
magnetic flux densities in the order of 2800 T (Bykov et ai, 2001) . However 
this was produced by a configuration involving a system of 'cascades' as 
discussed later in section 2.5. 
2.3.2 a-Pinch Electromagnetically Driven Flux Compression 
Although explosively driven flux compression devices have been 
demonstrated as being very good at generating ultrahigh magnetic fields, 
they can prove awkward to use in many laboratory conditions, primarily as 
explosives are required. Special facilities are often required in order to 
accommodate such experiments, as well as a continuing supply of new 
components to replace those inevitably destroyed during each experiment. 
In 1966, Cnare (1966) became the first to report that ultrahigh magnetic 
fields could be developed by using an Electromagnetically Driven Flux 
Compression (EMFC) technique. A typical EMFC system is shown in 
Figure 2.6. 
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OSC i lIoscope 
Figure 2.6. Electromagnetically driven flux compression arrangement 
As before, a capacitor bank is used to supply energy to the coil via a 
transmission system similar to that described for the STC, wherein large 
flat transmission plates provide a low inductance path for the discharge 
current. Figure 2.6 shows the EMFC comprising Helmholtz coils arranged 
to provide the seed field. The coils as shown can be energised by a high-
powered battery system, or by a supplementary capacitor bank. In either 
case it is common for the seed field produced to be considered as 
constant when compared to the duration of the experiment. In a manner 
similar to that of the STC system, the large capacitor bank is charged to an 
initial voltage Vo. Switch S is then closed and a large current le circulates 
around the outer 'driving coil '. Placed concentrically with this driving coil is 
a conducting liner, similar to that described for explosive compression. 
When the capacitor bank is discharged, the transient current le in the 
driving coil induces a current IL in the opposite direction in the inner liner. 
These two opposing currents give rise to a repulsive force, and with the 
inner liner being structurally weaker than the outer coil it collapses 
inwards. This mechanical action is analogous to that which occurs in the 
explosive arrangement detailed above, although is it the repulsive force 
induced by opposing currents that assists the compression. 
In 1966 Cnare (1966) also discovered that flux compression occurred even 
if no initial field was used, and that ultrahigh magnetic fields could be 
generated even without using a seed field. Experiments of this simplified 
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type are known as Cnare Effect experiments. As the capacitor is 
discharged, current is again induced in the liner, but before the liner has 
accelerated, some of the field generated by the outer coil has diffused 
through the liner into the inner bore of the experiment. As the inner 
cylinder then begins to implode, and is imploding at an increasing rate, it is 
this field that is compressed by the moving liner to result in a pulsed 
ultrahigh magnetic field. 
Various laboratories have reported the generation of pulsed ultra high 
magnetic field by means of EMFC, both without production of an initial 
seed field (Cnare, 1966, Alikhanov et al [1J, 1967, Kaehilla et ai, 1970, 
Mikhke/'soo et ai, 1974, Muira et ai, 1975, Novae et al [2]. 2004) and with 
production of an initial seed field (Cnare, 1966, Muira et ai, 1984, Muira et 
ai, 2001, Novae et al [2J, 2004). Table 2.2 details some of the highest 
published results to date without seed field , while Table 2.3 shows the best 
of the published result with seed field. The table also includes the 
combined capacitive energy requirements for each system, i.e. the 
combined energy of the driving coil bank and the seed field bank. 
FACILITY SNL INP IIT LPI I SS P Lboro 
USA Ru ss i a USA Ru ss i a Tokyo UK 
( 1966) ( 1967) ( 1970) ( 1974) (1975) (2004) 
c.lpacitor 136 iOO r 92 2SS 63 
Ener gy. kJ 
_ I 
,·,.lgnet7·c Probe 
Diallle'ter . mm 
2 2 2 1.6 2 2. -IS 
F7ux Density . T 210 1-13 120 3.JO 120 130 
Efncdcy ' . 
o. -19 0.06 1. 39 0 . 7-1 10-- i,'iJ/J 0. 11 1. 72 
.. MiJgnccic Flvx produced pc,. Joule of elccrrosrJric energy 
Table 2.2. Perfonnance of EMFC without seed field 
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FACILITY SNL I SS P I SS P 
USA Tokyo Tokyo 
(1966) (1984) (2001) 
cilp.Jcitor 1-IJ JS7 6S00 
Energy . kJ 036+S) (28S+72) ( SOOO+JSOO) 
f.ltlgnetic probe 2 3' S.8' 
Oi.ll1u:?'ter . mm 
Flux oensit:y . T J08 280 622 
Effic;J.cy u , 
0.2-1 0. 53 0.25 10"' !r"b/J 
.. Magnetic Flux prodvccd per Jaule of electrostdt'1c energy 
a Approximate Figure 
b Oiameter a t turnaround 
Lbor'o 
UI< 
(2004) 
80 
(6J+J7) 
" 
270 
-1.2-1 
Table 2.3. Performance of EMFC with seed field 
Lbor'o 
UK 
(2004) 
80 
(63+11) 
2 . -IS 
300 
.1. 77 
Electromagnetically driven flux compression devices have achieved the 
highest indoor magnetic flux densities (i .e. in laboratory applications) of 
over 620 T. These were produced as part of a program undertaken by the 
Institute of Solid State Physics (ISSP) in Tokyo, and are detailed in column 
3 of Table 2.3. 
Again, in both Table 2.2. and Table 2.3 the efficacy of the systems has 
been evaluated. In each case the results provide by Loughborough show a 
substantial increase over the next closest results. 
2.3.3 Z-Pinch Electromagnetically Driven Flux Compression 
Although in the early 1960s it was common to use explosively driven flux 
compression techniques, as discussed these were obviously unsuitable for 
laboratory experiments. In contrast, as presented above, flux compression 
by using magnetic pressure can be applicable as a laboratory tool in the 
production of ultrahigh magnetic fields. This style of magnetically driven 
compression detailed above was termed 0-pinch, derived from the 
direction of the circulating currents in the driving coil and liner. 
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However, in 1967 Alikhanov (1967 [2J) detailed an altemative laboratory 
arrangement in which axial currents drive the compression. This type of 
flux compression system is termed Z-pinch, with this name again derived 
from the direction of current acting in the system. Figure 2.7 shows a 
typical Z-pinch EMFC. 
Electrodes 
To oscilloscope 
steel Cylinder 
Liner 
Insulation 
Initial Field Coil 
Figure 2.7. Z-pinch Flux compression 
In contrast to the 0-pinch experiment, a large capacitor bank is discharged 
to cause a large current to flow through an outer cylinder or coil and then 
back through an inner liner, with the coil and the liner separated axially by 
a layer of insulation. 
The outer coil is constructed such that it retains its structural and electrical 
integrity during the discharge, however the liner is considerably more 
flimsy. During the experiment current flows in the opposite sense in the 
outer coil and the inner liner resulting in the implosion of the liner. As the 
compression occurs, the liner slides down the angled electrodes to 
maintain the circuit. In Figure 2.7 the initial seed field is supplied by the 
extemal initial field coil , with the current producing the seed field circulating 
around the central axis of the implosion. 
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In order to assist the compression and to maintain contact with the 
electrodes, it is often preferred that the liner is in a plasma state during the 
compression. This requires considerable energy, as the plasma formation 
has to be achieved under extreme magnetic pressures. In order to assist 
this an exploding array of wires often replaces the complete liner to 
improve this process during implosion. 
The principle application of Z-pinch flux compression is predominantly 
used in investigated such activities as inertial confinement fusion (Frese et 
ai, 2004). Such compression experiments have also been conducted at 
various American National laboratories as a continuing part of the National 
Ignition Project (NIP) (Lawrence Uvermore National Laboratory, 2006) 
2.4 Flux Compression using Flux Concentrators 
During implosion of metal liners, whether explosively or 
electromagnetically driven, deformation of the liner and the resulting 
compression of the magnetic field liner play an important role in the 
maximum field that can be generated. In many implosions, liner 
instabilities arise as a result of the large magnetic pressures that are 
generated and the extreme temperatures which may cause local ised 
melting and possibly vaporisation. It has been well documented that during 
8 -pinch EMFC the lack of complete symmetry of the driving coil can cause 
'jetting' of the liner in the final stages (Matsuda et ai, 2002). That is to say 
that the gap in the driving coil , however small, may give rise to an 
inhomogeneous magnetic field distribution between driving coil and liner. 
This results in a non-uniform compression of the liner with the area near to 
the gap not having the same compression as elsewhere. The resultant, 
non-uniform, compression potentially reduces the flux compression effect. 
The axial view of Figure 2.8 illustrates a typical problem where clearly the 
liner has become deformed due to the lack of symmetry of the driving coil . 
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(a) (b) 
Figure 2.8. Axial view of 9-pinch flux compression with non-uniformity of liner due to 
feed gap (a) Axial image at start of experiment, (b) axial image during compression 
To overcome this and to improve the implosion characteristics of the liner, 
flux concentrators as illustrated in Figure 2.9 have been employed. 
A flux concentrator works by introducing a conductor into a specific region 
where it is desirable that the field is shaped. The orientation of the flux 
concentrator in Figure 2.9 matches that in which it would be used in Figure 
2.6, although the images are not to scale. 
(a) (b) 
Figure 2.9. Cylindrical Flux Compression concentrators, (a) and (b) 
The two semicylyndrical components of Figure 2.9(a) (Herlach and 
Knoepfel, 1965) are placed round the pick-up probe at the centre of the 
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implosion, ensuring that there are no paths for eddy currents to be induced 
in the seed field. As the liner compresses, its edges become distorted due 
to pressure and heating effects, whereby the concentrator is intended to 
alleviate the corresponding inhomogeneous field by providing a region in 
which in the final stages of implosion the inner surfaces are smooth. 
However in practice the concentrator failed to improve the peak field 
attained, possibly due to flux being trapped between the rippled edges of 
the liner and the concentrator. 
By contrast, Figure 2.9(b) (Matsuda et ai, 2002) shows a flux concentrator 
specifically designed for use with electromagnetic driven flux compression. 
It is positioned between the liner and the driving coil and smoothes the 
magnetic field between them. It is important that it is isolated from both 
and also that it is constructed so as not to generate circulating current by 
induction in the presence of the magnetic field. When employing such flux 
concentrators, flux densities over 620 T were achieved in a volume 26.5 
mm2. 
2.5 Flux Compression using Cascades 
During flux compression experiments, containment of the axial magnetic 
field plays a destructive role on the inner surfaces of the liner. As diffusion 
occurs, Joule heating will often result in plasma formation, i.e. melting. 
Combining these thermal effects with the extreme structural transient 
pressures means that the inner region of the coil may deteriorate 
dramatically, with the severity of these instabilities playing a role in the 
uniformity of compression during the later stages. In many instance this 
can lead to a 'petalling' effect on the inner edges, which has dramatic 
results on the effectiveness of the system. These instabilities are often 
referred to as Magneto-Raleigh-Taylor perturbations (Knoepfel, 1970). 
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If the inner edge of the liner is dramatically ragged then, as the 
compression reaches its final stages, the magnetic flux will not be as 
centrally concentrated as expected. Figure 2.8 contrasts an ideal 
implosion, complete with one in which the inner edge has become typically 
distorted. 
(a) (b) 
Figure 2.10. Final stages of compression, (a) distorted inner, (b) ideal inner 
As can been seen from Figure 2.10(a), as the instabilities intrude into the 
final volume, and subsequently cause the destruction of the central probe 
or test piece, the overall area remain larger than that shown in Figure 
2.10(b). When we consider Equation 2.3 it is immediately apparent that 
Figure 2.1 O(b) is the more effective. 
In order to overcome this problem, a solution using cascaded liners has 
been employed (Pavlovskii et ai, 1980, Bykov et ai, 2001). Figure 2.11 
shows the cross section skeleton of an explosively driven flux compression 
experiment, using two cascades. For clarity, the initial field arrangement is 
omitted from Figure 2.11 
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1 st Cascacl e ---j;--
--------
2nd Calscaclle- ; --'-c 
Figure 2.11 . Flux compression with cascades 
In the above diagram the liner begins to collapse due to the pressure 
created by the explosives, resulting in the magnetic flux compressing. 
After some time the inner surface of the liner makes contact with the first 
cascade, a metal conductor, which has the effect of smoothing the inner 
surface while continuing to compress the flux. The new inner area of the 
liner also gives a path of good conductivity, as it has yet to be heated. 
After further compression, contact is made with the second metallic 
cascade. This alleviates any instabilities now arising in on the inner side of 
the first cascade, and again improves conductivity. 
The ability of the cascade system to achieve a more uniform implosion 
produces an approximation to the liner shown in Figure 2.10(b). As 
detailed earlier, the largest magnetic flux density of 2800T produced to 
date has been by explosively systems employing cascades (Bykov et ai, 
2001) . In this instance each cascade was provided by an array of thin 
axially positioned wires embedded in epoxy resin, in which circulating 
currents were prevented until the driving force of the outer liner compacted 
the cascade into a conducting item. 
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2.6 Shock waves in Pulsed Ultrahigh Magnetic Field Systems 
In many ultrahigh magnetic field systems steep pressure gradients are 
inevitable. This is especially true during explosively driven flux 
compression, wherein the driving actuator relies upon the progression of a 
rapidly moving pressure gradient within an explosive substance, which in 
turn causes the chemical reaction under pressure that propagates the 
explosion. Velocities developed by explosive means however are 
inherently restricted by the rate of reaction within the explosive, although 
special techniques such as shape charges have enabled this to be 
exceeded. 
Similarly, experiments intended to develop ultrahigh magnetic fields can 
also generate very large pressure gradients. Consideration of the results 
given in column 1 of Table 1 enables a simple analytical deduction to be 
made as to the transient pressure gradient experienced on the inner 
surface of the STC. Use of Equation 2.1 shows that the transient pressure 
would potentially have reached 16 GN/m2 in a time probably less than a 
microsecond, and it is extremely probable that as a consequence shock 
waves were developed within the STC. 
Shock waves only occur in compressible materials, and they rely on the 
fact that the speed of sound within a material is dependant on the change 
in density of a material with a change in pressure, or: 
Co = ~dP 
dp 
Eq. 2.11 
Where Co is the speed of sound within the medium, P is the pressure and p 
is the density. As a pressure gradient is applied to a compressible 
material , the pressure wave is propagated at the speed of sound in the 
material. However, application of this pressure will normally take the form 
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of a pulse, so that initially the material experiences a low actuating 
pressure that progressively increases. As the speed of sound is larger for 
a greater difference in pressure, the tail of this wave may 'catch up' at 
some point into the material with the previously propagated wave 
produced by the lower pressure. When this occurs a large pressure and 
density front is established, termed a shock wave. 
2.6.1 Equation of State in Shock waves 
The equation of state for any material can be approximated by 
consideration of a perfect gas under quasistatic load conditions by the 
expression: 
PV = mRT Eq. 2.12 
where P indicates pressure, V is volume, and their product equates to the 
temperature T of the material times the gas constant, R and the molar 
mass, m. That is to say that the pressure, specific volume, temperature, 
and specific internal energy of any given material are interrelated. For 
many material tables have been established to predict the behaviour under 
these conditions. 
Hawke et al (1972) detailed the criteria under which a shock wave is likely 
to exist and it is possible to determine the equation of state in these 
instances using the Rankine-Hugoniot shock jump equations (Heriach, 
1968) that rely on the conservation of three fundamental properties; mass, 
momentum and energy. When the pressure wave shown if Figure 2.2 is 
applied to a surface a material a shock wave is produced that propagates 
with a shock velocity, Vs with the material behind having a particle velocity 
vp. Mass density (p) , pressure (P) , and energy density (e) are varying 
properties of the material either side of the shock front. 
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Figure 2.12 Shock wave in material 
Properties ahead the shock front , in the resting material, are given the affix 
'0'. Using this nomenclature, the three Rankine-Hugoniot equations can be 
written as: 
Conservation of mass: 
Po (vs - v po ) = p(vs - v p) Eq 2.13 
Conservation of momentum: 
Eq. 2.14 
Conservation of energy: 
Pv p - Povpo = Po {vs - vpO {(e -eo)+ ~ (v.' - vpo 2 )] Eq. 2.15 
However if the particle velocity ahead of the shock VpO is zero, and the 
pressure, Po in the material is ambient and insignificant in comparison with 
the magnitude of the shock pressure, then it is possible to simplify the 
above equations to; 
Eq. 2.16 
Eq.2.17 
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e-eo = ~p(_l _ ~) 
2 Po P 
Eq. 2.18 
for a perfect gas, the equation of state is: 
p = p(y - l)e Eq. 2.19 
where V. is the adiabatic constant, and if a compressible metal that has 
infinite conductivity, then it is possible to derive an expression for the 
shock velocity and particle velocity by applying a constant magnetic field. 
Combining Equation 2.17 and 2.1 (Knoepfel, 1970) gives: 
Eq. 2.20 
Using empirical data, it has been found that most metals follow the same 
linear velocity law; 
v = c + S v so p Eq. 2.21 
where Co is the speed of sound in the material at normal pressure and S is 
a constant of the material related to its compressibility. By combining these 
two functions an expression is obtained for the particle velocity based 
upon the applied magnetic field , 
Eq. 2.22 
By applying the simplified Rankine-Hugoniot equations it is possible to 
deduce other unknowns (Goh, 2001) . Such work is outside the scope of 
this thesis and as such is not detailed here. 
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The above consideration given in Equation 2.22 is in relation to the 
application of a constant magnetic pressure and in most circumstances 
this is certainly not the case. Furthermore this consideration assumes an 
infinite conductor, whereby in reality a material with finite electrical 
conductivity will be used. The solution in this case will become more 
complex, with the pressure gradient being applied to a skin depth. The 
exact calculation of such field/pressure distribution can only be done 
numerically using a complete magneto-hydrodynamic code. However 
various numerical results (Knoepfel, 1970) show that Equation 2.22 
provides a useful approximation to the particle velocity, and is particularly 
accurate when the pressure pulse rises and levels off as highlighted in 
Figure 2.12. 
2.6.1.1 Shockwaves in Porous Metals 
It has previously been shown that shockwaves can be employed to 
compress conductive region within porous materials and in particular 
porous metal in pulsed power applications (Nagayama, 1987). Previous 
work at Loughborough has also detailed the possibility of converting an 
insulting metallic powder, and in particular aluminium powder, to a 
conducting material by the means of shock loading (Goh, 2001, Novae et 
aI, 2001) 
In general particles of aluminium powder packed together will act as a 
relatively good insulator due to a thin layer of oxide coating. However, 
under shock loading, this coating is destroyed and the powder becomes 
compacted into a relatively good conductor. Previous work detailed the 
complex electromagnetic phenomena involved when the electrical 
conductivity is to be measured during the change of the powder from 
insulator to conductor and the data obtained suggests an almost 
instantaneous transition mechanism (Gilev, 1994, Gilev and Mihailova, 
1997). 
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Although various hypotheses had been advanced, a basic understanding 
of the mechanism by which the transition occurred was not however 
possible until the speed of the transition was continuously and reliably 
monitored. The results published at Loughborough clearly indicated that 
the mechanism responsible for destroying the insulating oxide coating is a 
fast, low pressure, elastic precursor moving ahead of the main high-
pressure shock front (Goh, 2001, Novae et ai, 2001). 
Based on the findings of previous work, the mechanism of magnetic flux-
compression inside a phase transition powder material can be viewed as a 
two-step process, and this phenomenon was first described by Nagayama, 
(1987). 
The conclusions reached during the shock loading experiments on the 
nature of the mechanism responsible for the phase transition have very 
important consequences that relate to the design of future pulsed power 
apparatus, including such articles as powered cascades, used in EMFC 
experiments (as is discussed in further detail later in this Thesis). 
2.6.2 Equation of State using SESAME database 
During almost all ultrahigh magnetic field experiments, shockwaves are 
induced in the material due to the magnetic pressures and as a result the 
equation of state no longer follows simple perfect gas laws, but rather the 
Huguenot data. In addition, high energy phenomena means that typical 
data available for most materials over a standard range is no longer 
applicable at high temperatures, pressures etc. Several laboratories have 
achieved empirical and numerical data in such high temperature, pressure 
conditions, with perhaps the most renowned being the used by National 
Laboratories in United States (Lyon and Johnson, 1992, Oesjarlais, 2001 ) 
The SESAME database (Lyon and Johnson, 1992) maintained by Los 
Alamos National Laboratories, USA is a computer based library of tables 
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for thermodynamic properties of numerous materials. This library has been 
developed as part of a continuing investigation into high energy nuclear 
physics, and in particular in inertia confinement fusion (ICF) experiments. 
The library contains data for more than 150 materials ranging from 
elements, to metals and compounds. Perhaps the most important aspects 
of the thermodynamic properties are that are defined over a large range of 
temperatures and densities. For most materials in the library the EOSs are 
formed using various combinations of different theoretical models in 
different temperature/density regions, whereby the data is interpolated 
between these regions in an attempt to remain thermodynamically 
consistent. These models are also supported by empirical methods where 
possible. 
The thermodynamic properties stored in the SESAME database indude 
tables of pressure, P, energy E (and also in many cases the Helmholtz 
free energy A), each as a function of the density p and the temperature T. 
Besides these values, there is also prescribed such data as phase 
transitions, Hugoniots (shock and partide velocities), shear modulus, 
conductivity etc. Further details regarding material properties and 
methods used in deriving the models can be found in, " LA-U R-92-3407 , 
SESAME: The Los Alamos National Laboratory Equation of State 
database" - a guide issued by Los Alamos. Investigation into this 
information is outside the scope of the current work. 
Due to the nature of the work involved, access to, and use of the SESAME 
database is a privilege obtained via the Los Alamos National Laboratories. 
It is generally considered that the database is one of the most accurate of 
its type in the world today, even through its veracity is not commonly 
published. 
31 
2.7 Conclusion 
As has been highlighted, only pulsed magnetic systems can produce 
ultrahigh magnetic flux densities, i.e. those exceeding 100 T. Such high 
flux densities are employed in sol id state physics as well as magnetised 
target fusion, and more recently have been investigated for purpose as 
unconventional radio emitters at Loughborough. Two such systems have 
been developed which can produce such high fields, namely the Single 
Turn Coil technique and the Flux Compression technique. This thesis 
investigates the use of both the STC and 8-Pinch EMFC systems to 
generate these fields, as well as developing further such conditioning 
devices as cascades. 
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3. FINITE ELEMENT ANALYSIS USING ANSYS 
Ever more often, modern engineering is embracing the usefulness of 
powerful computers to solve complex analytical problems, and to provide 
solutions that previously were unachievable through a 'pen and paper' 
approach. This has led to a deeper understanding of many modern day 
phenomena, as well as being a fundamental driving force behind efficient 
product design and development. It would be extremely difficult today to 
imagine many successful engineering industries that at some level do not 
employ developmental simulation. This computational development 
process focuses upon engineering factors such a manufacturing efficiency, 
product lifespan, product effectiveness etc, all within a virtual simulation 
environment, thus simultaneously keeping development costs to a 
minimum, while quickly identifying potential problems and by accelerating 
innovation allowing for a reduction in overall 'time to market'. 
Engineering simulation also finds application at many research institutes 
and it has recently revealed such unknowns as the behaviour of the geo-
magnetic poles and explained the necessity for dark matter in current 
models of the universe. Various computational techniques have been 
developed to solve many complex engineering problems, with perhaps 
one of the most well known being the finite element method. 
3.1 The Finite Element Method 
The finite element method is a numerical analysis technique for obtaining 
approximate solutions to a wide variety of engineering problems and a 
solution that uses this technique is termed Finite Element Analysis (FEA). 
The finite element method was first presented by Clough in 1960 and 
detailed work on plane stress in structural mechanical problems. This work 
built upon previously published methods (Turner et ai, 1956) and was the 
beginning of the use of FEA in aerospace engineering. Although for many 
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years this industry, and in particular Boeing, employed FEA to develop 
stress analysis solutions, the finite element method has in recent years 
extended to all disciplines. In addition to structural mechanics, engineers 
use FEA to solve problems including; heat transfer, fluid mechanics, 
electromagnetics, biomechanics, geomechanics, and acoustics. 
The finite element method is used in continuum problems where an 
unknown variable is to be evaluated (pressure, temperature, displacement 
etc). By resolving the complete continuum into a number of finite elements 
it is possible to develop an expression for the unknown variable as a 
function of each element. This approximating function is often termed an 
'interpolation function' and is evaluated between 'nodal points' within each 
element. Figure 3.1 shows a typical element discretisation and the 
associated nodal positions. Thus the value of the unknown at node 'B' is a 
specified function of that at node 'A', depending upon the interpolation 
function of the element and the element properties. 
--~ -~ 
I 
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Figure 3.1. Fintte element discretisation 
Although nodes are only shown at the vertices of the elements in Figure 
3.1, it is also possible to have nodes at midpoints along the length of the 
faces. The discretisation shown in Figure 3.1 allows for linear interpolation, 
when using such "mid-sided" nodes helps develop 'quadratic' 
relationships. The field variable may therefore be scalar, vector or a higher 
order tensor. Often polynomials relationships are selected as interpolation 
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functions in quadratic elements because they are easy to integrate and 
differentiate. 
Clearly, by the nature of this method, the solution is an approximation. 
How close it is to reality is dependant upon many factors, including the 
size and number of the elements, as well as the interpolation function and 
the accuracy of the element properties. In general there are seven definite 
procedures undertaken in order to derive a finite element solution (Cook, 
1974) for a continuum problem, and these are briefly discussed below. 
3.1.1 Procedures taken in constructing an FEA solution 
3.1.1.1 Discretise the continuum 
Firstly the continuum or solution region must be divided into elements and 
in Figure 3.1 triangular elements have been chosen for this purpose. Such 
elements may be employed to evaluated stress or temperature 
distribution, although a variety of shapes may be used depending upon the 
problem. In some cases, such as evaluating elastic components, it is not 
uncommon to use a number of alternative elements within one solution 
continuum. The selection of element types and the number of elements 
are often matters of engineering judgement. An area where the unknown 
variable is anticipated to have a high variable gradient across a region is 
discretised to a finer resolution. 
3.1.1.2 Select interpolation functions 
The interpolation function is defined as the relationship in 'unknowns' 
between nodes. If we consider two nodes, A and B in Figure 3.1, and 
assume that they are part of a structural elastic model, it is clear that a 
linear interpolation function will result in constant strain (and therefore 
stress) across the element. As discussed above, if the area of interest 
experiences a rapidly varying stress then a finer mesh should be used to 
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capture accurately this transition. However to improve the approximation 
within each element and to use a lesser number of elements it is also 
possible to use a 'higher order' interpolation function. This is achieved by 
allowing variables to vary quadratically, cubically, or with a higher power 
over the element, with higher-order functions often being facilitated by mid-
side nodes along the element. 
3.1.1.3 Implement the element properties 
Once the interpolation functions, i.e. the relationship from one node to the 
next, have been established for each element and the mesh has been 
composed to provide an accurate representation of the solution area, the 
element properties can be derived. These comprise a series of matrix 
equations that express the properties of each individual element. Various 
techniques can be employed to derive these relationships, including: direct 
method, variational approach (Ritz method), and the method of weighed 
residuals (Galerkin Method). 
The direct method is perhaps the simplest and was certainly the earliest 
methods for extracting the element properties for a FEA problem. However 
it only really finds application in simple voltage, structural , heat or fluid flow 
problems due to the simple linear relationship. It was initially developed for 
solutions with trussed elements or beams in structural mechanics. Once 
the elements have been established, it is possible to use direct physical 
reasoning to establish the element equations in term of the pertinent 
variables. Thus the displacement experienced at a node of a spring is 
proportion to the net force applied at that node and the stiffness of the 
element. Similarly, in a thermal environment the heat flow in a given 
direction at a node depends on the area, length, temperature difference 
and the thermal conductivity. 
Both the Ritz method and the Galerkin methods are based upon 
variational calculus and are used to solve the governing partial differential 
equations (POEs) of any physical problem, generally finding the conditions 
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that make some quantity (usually energy) stationary (i .e. a maximum or 
minimum). From variational calculus the quantity is termed the functional , 
which usually involves integration of the unknowns in the problem. The 
Ritz method involves seeking the solution to the governing POEs by using 
a trial solution, that generally involves the use of a polynomial series 
solution for the unknown variables in the problem. Each term in the series 
is associated with an arbitrary constant which become the unknowns of 
the problem and can be obtained using the appropriate variational 
principle and minimising the functional. 
The problem in many solutions beyond structural mechanics is that the 
Ritz Method does not operate directly on the POE, but rather formulates 
the problem in terms of the variational principle. An alternative 
approximating solution is the Galerkin method, often termed the weighed 
residual method, which is derived directly from the POEs of the problem 
without the need for minimising a functional. The POE for a given problem 
is usually written as a differential equation with zero on the right-hand-side. 
Thus 
PDE = O Eq. 3.1 
where POE represent the left hand side of a partial differential equation. 
The POE can be used to provide a measure of the error or 'residual ' of the 
approximation by substituting the trial solution and checking that the right 
hand side of the equation is as close to zero as possible. Therefore the 
residual of error can be expressed as: 
Residual(x) = PDE(trial solution) Eq. 3.2 
and the best solution is one which minimises the residua/(x) function. 
Variation techniques to minimise the residual are used including the 
'Collocation method', 'mean square error' , and 'weight functions'. 
3.1.1.4 Assemble the matrices 
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To find the properties of the overall system modelled by means of a 
network of elements, the element properties discussed above are 
combined into matrix equations that represent the entire system. When 
developing localised matrices, is often simpler to define the parameters in 
a local co-ordinate system. If this is so, the co-ordinate system will have to 
be transformed to a global co-ordinate system prior to assemblage. These 
new combined matrix equations have the same form as the individual 
element matrices, although with more 'unknowns' . This arises since at any 
node where elements are interconnected, the value of the field variable is 
the same for each element sharing that node, thus allowing a complete 
system of equations to be generated for each individual element equation. 
As a result of the connectivity of various components, the final matrix will 
exhibit certain features. Thus, when each element has only a few nodes 
compared to the overall nodes, and only a few elements share each node, 
then the final matrix displays 'banded ness' or 'sparseness'. This means 
that the non-zero terms are clustered about the diagonal of the matrix. 
3.1.1.Slmpose boundary conditions 
Boundary conditions, or 'prescribed variables' are then imposed on the 
system. Boundary conditions are the nodal loads or constraints of the 
dependant variables that are known in advance and have a fundamental 
influence on the behaviour of the system. They can be forces in a 
structural model, or absorbtion boundaries in an acoustic model. In order 
to achieve a unique solution prescribed nodal values are required. In 
Figure 3.1 for example such boundary conditions may be to impose zero 
displacement on the outer nodes. 
3.1.1.6 Solve the systems of equations 
By assembling the matrix equation and including the boundary conditions 
it is possible to solve for the unknown nodal values in a problem. If the 
problem is static (in equilibrium) then a set of either linear or non-linear 
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algebraic equations has to be solved. If the problem is transient (time 
dependant) then a set of ordinary differential equations have to be solved. 
In most case computers are used to solve the vast matrix of equations, 
and various solving techniques have been developed to satisfy alternative 
problems and computing ability. Linear direct solves are robust solvers, 
however requiring more memory storage than a sparse solver. However a 
sparse solver will only be effective for a sparse matrix. As an alternative to 
the direct solver, iterative solvers such as the Preconditioned Conjugate 
Gradient (PCG) are available. Variations of the PCG family are the 
Jacobian, Incomplete factorisation, Mutligrid, and Domain decomposition. 
While the PGC will converge quicker to a solution, most of the 
computational time is used in constructing the Preconditioner. 
Eigensolvers can be used for mode problems, and most non-linear 
analyses rely on Newton-Raphson approximation. 
3.1.1.7 Derive additional unknowns for computational results 
In many FEA problems the computed field variable at each node is used to 
establish further unknowns. For example, in a structural problem the 
computed nodal displacement can be used to evaluate the element 
stresses and strains. Similarly, within a thermal analysis the nodal 
temperatures are calculated, establishing the thermal heat fluxes across 
elements to be derived. 
3.1.2 Composing a FEA solution 
By employing the steps outlines above, it is possible to derive the solution 
to a finite element analysis problem. As discussed, most problems consist 
of a large number of field variables or 'unknowns' and as this leads to a 
large system of equations it is common practice to use computers to solve 
such analyses. Examples of such composed solutions are common and 
also detailed elsewhere (Hen wood and Bonet 1996) . 
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3.1.3 Higher order elements 
In the most common use of finite element analysis, such as a simple truss 
example, each member is assumed to exhibit a linear relationship between 
each node and the interpolation function is thus linear. This means that the 
strain and therefore the stress evaluated is constant along the element. 
However in some situations, to achieve good accuracy in areas where the 
field variable is changing rapidly, it is necessary to develop a finer mesh. 
As a result it is common practice to use higher order elements, using "mid-
sided" nodes to allow for a polynomial variation in the field variable across 
an element. Polynomial variation also assists in differentiation and 
integration of the element solution. Figure 3.2 depicts the variation in 
interpolation function across two elements, one linear, and the other 
quadratic; 
node 2 
node 1 node 2 node 3 
Figure 3.2. Interpolation functions 
Although fewer elements are generally required when using polynominal 
elements, this does not always reduce the computation time, since more 
accurate numerical methods, such as Gaussian quandrature (Gaussian-
Legendre) need to be employed to evaluate the 'stiffness' matrix. 
3.1.4 Non-linearity 
Most real life materials exhibit non-linear properties, whereby the 
characteristics are not reversible when an applied loading is removed, or 
the material characteristics are dependent upon the solution. Furthermore, 
unlike linear analyses, non-linear analysis can be path dependent and the 
material can behave differently depending on the initial conditions and 
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recent solution history. Structural non-linearities are evident in any form of 
elasto-plastic behaviour, as well as in problems involving thermal radiation 
or magnetic hysteresis. Considering the example given by a simple truss 
solution, most metal will exhibit hysteresis beyond strains of a fraction of a 
percent of the Young's modulus. Thus in reality the stress-strain 
relationship in most instances is non-linear. 
When evaluating non-linear properties the FEA solution can be determined 
over a series of closely iterative steps using special solvers. The Newton-
Raphson technique is a well-known numerical method for evaluating non-
linear behaviour. It operates by using a trial solution, then successfully 
improving the initial estimate by using a portion of the slope of the non-
linear curve to gauge the offset. The resultant curve is an approximation 
constructed from a series of suitable tangents, as shown in Figure 3.3 for a 
typical non-linear curve. 
Figure 3.3. Newton-Raphson non-linear iteration 
The method uses the form: 
f(x) = 0 Eq.3.3 
where the initial trial solution , Xinitial--9uess is used. The next trial solution is 
estimated by using the slope of the curve at point Xin~ial--9uess , such that: 
f(x,) 
X'+1 = x , - (dY) 
dx , 
Eq. 3.4 
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Iterations are performed until the solution is attained, to within a specified 
degree of accuracy, and the right hand side of the non-linear equation 
approaches zero. This technique clearly only works if the function is 
differentiable. Within FEA the achieved solution is also dependent upon 
the trial value and if the trial value is too far from the exact solution, the 
method may fail to converge. Furthermore if there is a change in the sign 
of the function, the method fails to gain a solution. 
Other methods can also be adopted when evaluating non-linear behaviour 
and these include such techniques as the 'load incrementation procedure' 
and the 'iterative procedure'. 
3.1.5 Steady state, modal, or transient analysis 
Although steady state (equilibrium) analyses are common in simple direct 
method structural analysis, they are also extremely important in field 
analysis. Equilibrium field problems (evaluated using the variational 
principle, or method of weighed residuals) are time independent solutions 
that evaluate the spatial distribution of the field variable. Such equilibrium 
analyses are used to evaluate, for example, steady state temperature 
distributions, or torsion in an elastic structural member. 
Alternatively model (Eigenvalue) problems evaluate problems in which the 
spatial field variable is frequency dependent. Eigenvalue problems 
encompass such FEA problems as structural vibration or bucking, as well 
as resonant acoustics and electromagnetic waves. 
Transient (propagation) analyses are employed when the field variable is 
time dependent. They are most common in structural transients or 
diffusion, or wave propagation problems, when the solution generally 
reduces to the form: 
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[M J d'I/J,} + [cl!dl/J } + [K]{I/J } = {F(t)} ~(dl) ~ dt Eq. 3.5 
where cP is the field variable. [M) represents the inertia of the system, while 
[C) represents the capacitance, or dampening of the transient analysis and 
[K) is the stiffness matrix. The forcing function F(t) may be harmonic, 
periodic, aperiodic, or random and in some problem the second order co-
efficients are zero. In system where there is no loss of energy, the 
dampening co-efficient is zero. In diffusion problems, such as thermal or 
electromagnetic, the problems reduces to a first order analysis, as the 
inertial co-efficient [M) is zero. 
3.2 Using ANSYS code to solve FEA problems 
Needless to say, FEA has proved to be an extremely useful tool when 
considering a broad range of engineering problems. As a result many 
codes are available as commercial software to facilitate engineering 
solutions, perhaps the best of these are predominantly transparent, and do 
not lend themselves to the 'black box' software approach. The advantage 
of the semi-transparent approach is that it is possible to implement FE 
solutions while maintaining control over how the program operates. The 
disadvantage is that these codes are often unfriendly, except to the 
engineering specialist, and calculated results may be erroneous without a 
basic understanding of the problem in question. Obviously commercial 
codes are not wholly transparent (or open source), and there remains a 
certain amount of propriety regarding the implementation of coding when 
considering interpolation functions, element properties, and solver 
capability. However the success, and proven accuracy of many top flight 
FEA codes allows engineers to rely on them as tools rather than having to 
develop in-house alternatives. 
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ANSYS is one such market leader, which was developed in the early 
1970s (The Unofficial history of ANSYS, 2006) from a code used to predict 
transient stresses and displacements of NERVA nuclear reactor rockets 
due to thermal and pressure loads. Although originally developed for 
Fortran-77, it has evolved alongside a dramatic rise in computing ability 
over the past 30 years, and is able to be run on PCs and Unix machines. 
Today ANSYS is used by many leading engineering firms as a 
fundamental tool in product development. 
As a software suite, ANSYS Multiphysics uses developed elements and 
interpolation functions that allow the user to develop FEA solution 
throughout structural mechanics, thermodynamics and electromagnetics 
(high and low frequency), as well as fluid dynamics, acoustics and explicit 
structural mechanics'. The ability to transfer information between each 
alternative solution environment allows the code to be able to represent a 
"multi physical" environment, and it is possible to consider a problem that 
may be dependent upon more than one physical phenomenon. 
In general most FEA codes can be dissected into three separate and 
individual components; Preprocessor, Solver, and Postprocessor. 
Preprocessor 
The purpose of a preprocessor is to generate an input file for the solver 
that must contain all the relevant data to define the problem. Within the 
preprocessor it is possible to generate a geometric model , and to 
implement material properties, perhaps from an external library. Using 
ANSYS®, it is also possible to import geometric drawings from various 
types of CAD file configurations, so that complex models may be 
generated in the most suitable software suite. Mesh generation to 
Explicit mechanics are used when solving fast transient structural mechanics, and use 
Equation 3.5. However while 'implicit' mechanics (as has been discussed) solve for <1> , 
explicit dynamics solve for d<l>/dt (velocity) , and then extrapolate the other data. 
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establish the element co-ordinates and associated nodal positions is the 
most time consuming part of the input file . 
Solver 
Within the solver, the input file is used to generate the various solution 
matrices. Different loads and boundary conditions are set as well as solver 
condition, such a convergence criteria for the Newton-Raphson method. 
Once the field variables have been solved and other associated 
'unknowns' have been calculated they are produced as an output file . 
Postprocessor 
The postprocessor use the output file generated by the solver to display 
graphically the variation in field variable, and their associated components, 
as well as allowing the user to subsequently evaluate further variables. 
These key stages are shown in Figure 3.4. 
CAD Geom. 
---. PREPROCESSOR 
---. 
Model ond Mesh 
Generation Material models 
.. 
SOLVER 
Establish element 
matrices and solve 
.. 
POSTPROC ESSOR 
Graphicalty view data 
Figure 3.4. FE code stages 
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3.2.1 Implementing the analysis 
ANSYS provides two separate ways in which the user can operate the 
code. The first is the graphical user interface (GUI) shown in Figure 3.5. 
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Figure 3.5. ANSYS® GUI Window 
This window consists of two main areas. On the right hand side, the user 
is given a graphics window which allows the constructed problem to be 
viewed. This window can display either the solid (unmeshed) model or the 
FE (meshed) model. It can also be used when viewing graphically the 
output results. 
In the left hand region of the window, the individual components as 
described above are shown. In this instance, extra components such as 
'Design optimisation' are given, which is an added feature from ANSYS. In 
Figure 3.5, the 'Solver' component is opened to highlight some of the 
functions of the solution process. During an analysis the user is expected 
to follow sequentially through each required component, and to view 
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results in either the General Postprocessor (static or harmonic analysis) or 
in the Time History Postprocessor (transient analysis). 
While the GUI is a user-friendly environment to interact with the FEA code, 
it can become cumbersome when considering complex problems. As 
discussed, the FEA code is developed and complied in Fortran, and as 
such it is often necessary to implement programming. Therefore as an 
alternative to using the interactive GUI mode, it is also possible to 
generate a coded problem and compile the solution. This can be achieved 
using a "batch mode" analysis, that allows for much greater flexibility when 
developing engineering solutions. While the program is written in Fortran-
77, ANSYS have developed a High Level Language (HLL) that can be 
used with greater ease and acts as an interface between the user and the 
lower level language. This type of programming language is called ANSYS 
Parametric Design Language (APDL) and it can be used to implement a 
solution while at the same time being able to use common programming 
functions such as Boolean expressions, a rrays , loops, scalar and vector 
matrix operations. Within APDL the user relies upon the established 
elements (interpolations functions) etc that have been developed by 
ANSYS. However, if necessary, it is possible to read in user developed 
code. This is by far the most flexible method of using the commercial code. 
3.2.1 .1 Implementing the analysis in batch mode 
Appendix A details such batch solution using a simple truss analysis. For 
reference, the complete batch code used can be found in Appendix B. 
3.2.2 Using Multiphysics to solve complex engineering problems 
As discussed above, very few engineering problems can in reality, be 
reduced to one physical phenomenon. The example of the truss member 
in Appendix A is one in which only a structural features need be taken into 
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account; however this type of example is generally the simplest and acts 
to serve as a guide to FE in ANSYS. 
The majority of complex engineering problems however span several 
physical phenomenal , which may all play a vital role in the solution when 
interacting with each other. For example piezoelectric effects are a 
function of both electric field and structural displacement. General electric 
conduction is a function of temperature, and therefore it would be essential 
to combine both an electric analysis and a thermal analysis to fully 
represent the system. This can be achieved by employing a complete 
multi physical analysis. 
ANSYS MUltlphYSfc5 8.0 customer Pt_untalion 
Figure 3.6. Muijiphysics representation 
Within ANSYS there is the capability to solve engineering problems from 
various disciplines. Figure 3.6 depicts some of the various fields where 
there are functions in place to include information pertinent to other 
physical phenomena. One result of having the facilities to encompass so 
many engineering disciples is the capability to use a multi physical 
approach. As discussed below, there are two alternative approaches to 
compiling a multiphysical analysis using ANSYS. 
3.2.2.1 Coupled Analysis 
The first of these multiphysical analyses is a directly coupled field analysis, 
whereby interpolation functions can be derived that consider variables 
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from alternative physical disciplines, such as thermo-electric. Various 
predefined element have been construct in ANSYS in order to facility a 
coupled physical analysis. By using such element function it is possible to 
solve an analysis by following the process detail in Figure 3.4. Details of 
numerous functions and their associated element can be found in ANSYS 
resources (ANSYS Re/ease 9.0 Documentation, 2004) 
3.2.2.2 Sequential Analysis 
Sequential analysis is an alternative approach to direct coupling that works 
on the principle of having various, and separate, 'physical' environments, 
each representing a different physical phenomenon. The term physical 
environment relates to an individual preprocessor file created for use in 
one field, with a sequentially coupled analysis combining these different 
engineering disciplines to give a global engineering solution, where the 
input loads to one analysis are dependant upon the output loads of the 
previous solution. 
3.2.2.2.1 One way sequential coupling 
One situation in which sequential coupling can be used is where the 
reaction of the second field does not play a pivotal role on the behaviour of 
the initial field or can be considered negligible. An example of an analysis 
where one way coupling would be appropriate would be in a fluid/structural 
interaction, where the stresses are to be determined in the structure. 
Solving a fluid analysis would give pressure as a load to a structural 
analysis. If during the structural analysis, the body is considered to be 
displaced by a negligible amount, then this could be considered as not 
affecting the flow rate. Figure 3.7 depict the process of a one-way analysis 
having two separate physics environments. 
It is important to note that each physical environment must be generated 
with the same number and location of DOFs. - i.e. the same element 
mesh must be used since the results from one analysis must be directly 
49 
transferable as loads to the nodes of the next. Transferable loads must 
also be consistent, i.e. nodal loads are applied on the nodes, element 
loads are applied on elements (body loads). 
CAD Geom. PREPROCESSOR 
Model and Mesh 
Figure 3.7. One-way sequential Mu~iphysics analysis 
3.2.2.2.2 Full sequential coupling 
Full sequential coupling occurs in more complicated problems where the 
output of one analysis is used to predict the variation in the next, which in 
turn has an effect on the initial analysis. Full coupling can be directly used 
when finding equilibrium solution in such situations as electromagnetic 
induction, or to iterate transient solutions over time. Again, the same mesh 
must be used in each environment in order to facilitate load transfer, as 
well as the same regards for type of transfer. Figure 3.8 depict the process 
of a full sequential analysis having two separate physics environments: 
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Figure 3.8. Full sequential Multiphysics analysis 
3.2.2.3 Mesh Morphing 
An extremely useful tool within ANSYS is its ability to morph the mesh 
between multi physical analyses. During a combined physical analysis, it is 
possible that a structure may displace due to some other physical force 
(electromagnetic, thermal expansion etc). The process of morphing the 
mesh takes the calculated nodal displacements from a structural analysis, 
and updates the co-ordinates in all the relevant physical environments, 
ready for the next iteration. 
3.3 Errors in FEA 
As stated initially, a finite element method works by reducing a geometric 
model to an approximate number of finite elements. Clearly, there is an 
initial approximation of the model although the result achieved may be 
considered accurate if the solution is close to real life. FEA is not an exact 
solution and the scope for error when using it is numerous. Certain key 
areas for error are: 
51 
Modelling errors 
Modelling errors occur when the geometry of the problem is not accurately 
modelled. This can arise in complex geometric problems where the 
boundary conditions are ill defined. 
Mesh errors 
Mesh errors can occur if a poor quality mesh is not adopted, and having a 
suitable mesh is perhaps one of the most important factors when 
considering FEA Poor shapes and aspect ratios' can lead to poor results. 
Mesh density is often critical in key areas of problems, and without 
adequate resolution problems such as aliasing in harmonic field analysis, 
and stress concentration can be apparent 
Numerical errors 
Numerical errors can be abundant in FEA, with rounding errors the most 
prolific. Large pivot errors and ill-conditioned matrices, where the co-
efficients of one row contain varying orders of magnitude can cause 
sensitivity to small changes in field variable, also causing numerical errors. 
Inaccurate interpolation functions can give erroneous results and non-
linear material properties can often be difficult to iterate. 
3.4 Conclusions 
The finite element method is a proven tool when solving engineering 
problems. Commercial packages such as ANSYS act as development aids 
without the requirement of the user developing FEA code or interpolation 
the ratio of one side of an element to the other 
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functions from first hand basis. Furthermore the use of batch mode coding 
development also allows a user to implement programming routines such 
as loops and Boolean operatives. As part of an investigative program, the 
veracity of ANSYS Multiphysics in simulating ultrahigh pulsed power 
applications will be evaluated. 
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4. PULSED MAGNETIC FIELD SYSTEMS AT 
LOUGHBOROUGH 
When generating and investigating the effects of pulsed magnetic fields, a 
plethora of dedicated experimental equipment is required. Due to the 
extremely high voltages (some kV) and even higher currents that are often 
used (> MA) safety is paramount; safety for both the user and the 
equipment. This is achieved through critical design considerations as well 
as special measurement techniques. 
4.1 Experimental Configuration 
Throughout pulsed power experimentation, specifically designed 
equipment allows the generation and measurement of ultrahigh magnetic 
fields (> 100 T). This chapter details the components and arrangements 
used at Loughborough when developing a pulsed magnetic field by the 
STC and 8-Pinch Flux Compression techniques. 
4.1.1 Energy Supply Systems 
In most pulsed power applications considerable energy must be available 
for use within small factions of a second. As discussed in Chapter 2, it is 
common practice for this to be provided from either large capacitor banks 
or high-powered explosives. 
It is possible to charge large capacitor banks slowly, then discharge them 
quickly, depending on the inductance of the system. This method is often 
favoured, as the overall systems are simpler. A large bank can be charged 
from the local grid through dedicated rectifying and isolating devices and it 
is this method of energy storage that is used. Figure 4.1 details such a 
charging arrangement. 
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Both switches shown in Figure 4.1 are pneumatically driven and both 
operate in a fail-safe arrangement. If the pneumatics fail the dump 
automatically closes and the isolator opens, both actuated by gravity. 
When charging the bank, the isolator switch is closed and the dump switch 
is open. The load is therefore isolated from the capacitor by this 
specialised equipment, which allows the capacitor to be charged at a rate 
depending upon the charger used, the size of the capacitor, and the total 
system inductance. Before discharging the capacitor, the isolator switch is 
opened. Due to the magnitude of the energy stored in the capacitor, it is 
advisable to maintain this energy for only a short period of time (of the 
order of seconds). If for some reason the experiment is suspended, it is 
possible to discharge the capaCitor through a special dump system into a 
dump, which is often a resistive load of water. 
The capacitors used at Loughborough are designed specifically to store 
large amounts of energy for use in high-powered pulsed experiments. In 
general , a bank can be constructed in two different configurations. When 
charging in parallel, and discharged in series the result is a high voltage 
output and the configuration is termed a Marx generator. When charged in 
parallel and discharged also in parallel , the output is a large current. As 
discussed in Chapter 2, large currents facilitate large magnetic fields and 
therefore it is parallel charging/discharging banks that are normally used. 
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Figure 4.2 Capacitor bank configuration 
From Figure 4.2 it can be seen that the total capacitance of the bank is: 
so that the total available energy is: 
1 2 
U bank = - CbankVo 2 
Eq. 4.1 
Eq. 4.2 
As discussed, explosive charges are sometimes used to actuate certain 
components within pulsed power systems. When safety considerations are 
paramount, this requires dedicated areas to protect the user from 
explosive effects, and specialised equipment and protective gear to 
escape from the effects of shock waves as well as the associated debris. 
For this reason , the adoption of explosives as a primary power source is 
c-
not followed at Loughborough. 
4.1.2 High Voltage Closing Switches 
In high-powered pulsed applications there is a need for the switching 
systems to be able to withstand terawatts of power, while maintaining jitter 
times of the order of nanoseconds and holding off breakdown due to the 
large voltages placed across them. Due to these strict criteria, 
conventional switching mechanisms are not useful and specialised pulsed 
power switches have been developed. These fall broadly into the 
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categories of closing and opening switches, with closing switches used to 
transfer directly the stored energy to a load, and opening switches 
employed when it is desirable to move the energy from one location to 
another at a certain time. This is achieved by using a suitable combination 
of closing and opening switches. 
Closing switches are used to deliver the stored energy from a capacitor 
directly to the load. After the capacitor bank has been fully charged, then 
isolated, a closing switch seen in Figure 4.3 connects the bank to the load 
at some predetermined time. 
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The necessity for effective switching of the stored capacitive energy to the 
load is fundamental to the efficiency of the energy transfer, as well as the 
timing of the discharge. As described below, various closing switch 
techniques are employed to achieve accurate, reproducible, and efficient 
switching. 
4.1 .2.1 Rail Gap Switches 
Possible one of the most commonly employed pulsed power closing 
switches is the spark gap. This holds off the electric breakdown between 
two electrodes until the breakdown is instigated either by design or by a 
triggering mechanism, and the ci rcuit is completed. 
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Figure 4.4 Cross section of a Spark Gap 
Figure 4.4 shows a cross section of a simple spark gap arrangement. A 
known distance separates the anode and cathode and within the gap is a 
dielectric - solid, liquid or gas. When the voltage reaches a certain value 
the dielectric turns from being extremely resistive to conductive, as 
breakdown occurs and current begins to flow in a process termed self-
breakdown. The design of such spark gaps is often bespoke, with 
empirical data used to set their ratings - often in situ. 
There are two problems with this system when used as a closing switch. 
Firstly, self-breakdown is undesirable in an accurately timed system. 
Secondly the presence of only one channel for current between anode and 
cathode means that the impedance is often higher than is desirable, as 
well as the fact that as large currents flow the surfaces will quickly 
deteriorate. As a solution to both these problems it is possible to use a 
triggered rail gap. 
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Figure 4.5 Cross section of a Rail Gap 
In this switch, three long parallel electrodes are housed within a suitable 
container comprising a dielectric medium. The trigger electrode (in this 
case a knife-edged trigger) is sited between the two main electrodes, with 
the gap between each of them determining the operating voltage. The rail 
gap has the ability to hold off breakdown in the dielectric at its rated 
voltage and when breakdown is to be initiated, a negative voltage spike is 
applied to the trigger. As the negative voltage spike is applied the electric 
field is increased between the trigger and the anode, which eventually 
causes breakdown to occur. Current flows through a plasma channel 
between anode and cathode once the medium has become conducting . In 
the case of a rail gap, due to the geometry of the electrodes, multiple 
plasma channels are produced, and a higher rate of charge transfer can 
be passed without degradation of the electrodes when compared to the 
single channel spark gap. 
At Loughborough, Titan Systems Corporation rail gaps are used as closing 
switches, each single unit being capable of passing currents up to 1.2 MA, 
and with charge transfer capability up to 10 C. Each switch has an overall 
inductance of 20 nH. Figure 4.6 shows a picture of such a switch . 
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Figure 4.6 TITAN Rail-gap switch, model 40302 
In the picture above, the polycarbonate cover is raised, enabling the 
interior to be viewed but, when operating, this cover is closed and sealed. 
The switch has the capability to operate over a range of voltage, although 
for each voltage a specific dielectric medium must be used. The switches 
at Loughborough are operated as closing switches between the voltage of 
10 and 30 kV and at this voltage the recommended dielectric medium is a 
mixture of 10% oxygen (10% 0 2) and 90% Argon (90% Ag). In the 
configuration shown the trigger electrode is placed at a distance 1/3 from 
the anode, and 2/3 from the cathode with a pulse supplied to the trigger 
electrode by a separate TITAN 100 kV trigger generator. To guarantee 
breakdown, the edge trigger must have a maximum amplitude of 100 kV 
and a rate of rise time of a minimum of 5 kV/ns. This triggering voltage 
must also be maintained at the correct DC bias for the gap spacing (Titan 
Corp, User Manual) . With this bias voltage obtained using a 2:1 resistive 
voltage divider. Furthermore, in order to dc-isolate the trigger switch from 
the main energy discharge circuit and to couple the trigger signal into the 
rail-gap switch, two arrangements of series and parallel capacitor are 
used, as shown in Figure 4.7 for one switch. 
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In the assembly at Loughborough Ro is a 50 MO resistor and Cs is a 1 nF, 
70 kV capacitor. The trigger generator can be initiated from either an 
external voltage pulse between +8 to +12 V with a rise time of less than 10 
ns or a push button on the generator. Although the trigger can operate up 
to 10Hz, it is only used as a single shot device, when the time delay jitter 
to one standard deviation is less than 1 ns, and for the closing switch it is 
less than 2 ns. 
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Figure 4.8 Operating cuove 
Figure 4.8 shows the operating curve used to set the gauge pressure of 
the dielectric medium over the 10 to 30 kV voltage range. 
4.1.2.2 Alternative switching mechanisms 
Alternative switching methods can also used, which although somewhat 
simpler to implement, have certain restrictions. Figure 4.9 details a 
schematic of one such closing switch. 
Figure 4.9(a) shows the cross section of a pin closing switch (not to scale) 
comprising a guide approximately 300 mm long, used to steer a weight of 
approximately 1 kg into a small pin. Figure 4.9(b) shows an enlargement of 
the region highlighted in Figure 4.9(a). During operation the pin passes 
through the 1 mm copper sheet, and punctures the Mylar insulation 
underneath to complete the circuit. An electromagnetic keeps the weight at 
the top of the guide in situ until such time as closing is desired. Prior to 
operation a safety pin is removed. 
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Figure 4.9 Pin closing switch 
This is an extremely simple and effective method for closing pulsed power 
circuits. However limitations arise when passing currents exceeding 1 MA, 
as the area near where the current is transferred can vaporise, and if a 
plasma channel is not maintained the circuit remains open. Furthermore, 
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precise timing is impossible, due to the variation in the time taken for the 
weight to fall and the insulation to puncture. 
A further alternative to the rail gap switch is detailed in Figure 4.10. In this 
design the weight is used to overcome the static friction in a rotating pin on 
a scissor mechanism. When this friction is overcome, the scissor arms 
come together to close the circuit. This again forms an extremely simple 
closing switch although limitations still remain with regards to both timing 
and maximum current transfer. 
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Figure 4.10 Pin closing switch 
4.1.3 Transmission system: Ultra-fast energy delivery 
As discussed previously and shown in Equation 2.2 the peak magnetic 
field in a STC is a function of the coil current. Similarly, the magnetic 
pressure exerted in flux compression experiments is a function of the peak 
magnetic field. As the circuitry detailed above shows, the power supply is 
derived from a charged capacitor, after the load and transmission system 
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have been isolated from the mains. It is apparent that the effects of this 
circuit play an influential role in the efficiency, and that a full understanding 
of these must be known if operation of the complete system is to be 
understood. 
4.1.3.1 Impedance considerations 
A lumped circuit representation of the final stage of a pulsed power 
network is given in Figure 4.11 . 
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In Figure 4.11 , the lumped circuit representation neglects the capacitive 
effect of the load, transmission line, and switch, as their inductive and 
resistive of properties will be shown to play the dominant role. By 
concatenating the similar circuit components (i.e. combining the values of 
resistance, inductance capacitance to obtain a single value for each) the 
following electrical equation for the circuit becomes: 
dLi(t) + R(t)i(t) + f - 1- i(t)dt = 0 
dt C(t) Eq. 4.3(a) 
or 
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di(t) 1 f L --+ Ri(t) + - i(t)dt = 0 
dl C 
Eq. 4.3(b) 
if the variation in the lumped inductance and resistance is assumed to be 
negligible. In reality however, the resistance of the circuit will vary as Joule 
heat is deposited, and the inductance may vary if any movement occurs in 
the system, as would happen if STC were used. In such cases the effect of 
these variations in inductance can be minimised by using ultrafast pulses, 
so that the experiment is concluded before any significant movement has 
occurred. In cases such as EMFC experimentation, the variable 
inductance is an inherent part of the load. Estimation of this variation is 
best achieved computationally rather than analytically. 
If we consider the second order differential equation for transient models 
given in Chapter 3 (Equation 3.5) it can be shown that by differentiating 
each side of Equation 4.3 with respect to t, we obtain: 
L d ' i(t) R di(l) 1 .( ) - 0 --+ --+-1 t -
eft ' eft c: Eq. 4.4 
Again from Equation 3.5, it is apparent that the various co-efficients 
represent inertia, dampening, and stiffness within the system. The natural 
frequency of the system is: 
(J) = [K 
, ~M 
while the viscous dampening factor ~, is: 
,; = _1_£ 
2{J), M 
Eq. 4.5 
Eq. 4.6 
If Equation 3.5 is dividing throughout by the inertia coefficient, the 
Governing Differential Equation (GDE) can be expressed as: 
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d 2 i{l ) 2)< di(t ) 2.( ) _ 0 
- - 2- + SOJ n --+ lV n I I -dt dt 
Eq. 4.7 
in which by comparison with Equation 4.4, the natural frequency and the 
viscous dampening are given by: 
Eq. 4.8(a) 
Eq. 4.8(b) 
respectively. Furthermore if we consider that the general solution to the 
GDE in Equation 4.7 includes both exponential decay and oscillatory 
characteristics, then the solution takes the form : 
i(t ) = Ae" Eq. 4.9 
where A is an arbitrary constant and)", must be -ve for a decay process. 
Differentiating Eq. 4.9 twice and substituting back into Equation 4.7 gives: 
Eq. 4.10 
the roots of which are: 
Eq. 4.11 
This gives two constants A1 and A2, and by superposition the solution as: 
Eq. 4.12 
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By investigating the value of the viscous dampening factor ~ (O<~< oo ), it is 
possible to determining the damping of the system. For a value greater 
than 1, the circuit is overdamped, with the "motion" not being oscillatory, 
and no period existing. For a value of 1 the system is critically damped. 
If ~ < 1 the system is underdamped, and the response becomes 
oscillatory. The term ( ~2 -1) becomes negative and by introducing i = ..J (-1 ) 
Equation 4.11 becomes 
Eq. 4.13 
Substituting this result into Equation 4.12 gives: 
Eq. 4.14 
and by introducing the damped frequency of the systems: 
aJd = aJ,,~ Eq. 4.15 
Equation 4.14 becomes: 
Eq. 4.16 
using DeMoivre's Theorem, i.e 
e ±W = cose ± i sin e Eq 4.17 
then 
Eq. 4.18(8) 
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Eq. 4.18(b) 
Eq 4.18(c) 
where 81 and 82 are constants that depend upon the initial conditions i(O) 
and di(O)/dt. Equation 4.18(c) may also be written in terms of a simple 
constant: 
Eq. 4.19 
F ram this it follows that, with no initial current: 
Eq. 4.20 
In order to achieve a fast discharge, with a high peak current, it is 
important to keep the inductance to a minimum. Several alternative 
transmission configurations are used in pulsed power applications such as 
a co-axial , strip, and helical. Perhaps the most commonly used is the strip 
transmission system, or flat plates of large crass section and low 
resistance shown in Figure 4.12. 
Figure 4.12 Flat transmission plates 
Flat plate transmission lines between the capacitor bank and load allow 
the ultrafast, efficient delivery of current. The current density and all 
related effects can be described with sufficient precision by the steady-
state, constant current line-density distribution (Knoepfe/, 1970) 'Edge 
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effects' occur, with the bulk of the current density residing in the outer 
edges of the plates, as discussed for the STC in Chapter 2. Any change in 
the cross-section or height of the transmission system - such as 
connection to the load - must therefore be graded slowly, to avoid 
concentrating the current density in sharp corners and leading to 
increased Joule deposition and perhaps material melting or vaporisation. 
The overall inductance of a flat plate transmission line can be calculated 
from: 
si 
L = Jlo-K(s / h) 
h 
Eq. 4.21 
where s is the spacing (or gap) between the two plates, I is the length of 
the transmission line, h is the height (or breadth) and K(s/h) is a correction 
factor based upon the ratio of the spacing to the height. The magnitude of 
this factor can be taken from the graph of Figure 4.13. 
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Figure 4.13 Inductance and correction fador for parallel plate (Knoepfel p323, 1970) 
It can be seen from Equation 4.21 that one way of reducing the inductance 
of the transmission system is by reducing the gap. Although this may lead 
to other problems with forces exerted between plates during discharge 
being exacerbated by reducing the spacing. It is therefore necessary to 
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restrain the plates and this is achieved at Loughborough by suitable 
weights being placed on top on the transmission lines. A reduced spacing 
also causes a higher electric field stress and increases the probability of 
breakdown. Insulation which is both effective and suitably thin must 
therefore be used. 
In addition, areas of the transmission system where the go and return 
paths are not in close proximity will introduce inductive effects, and 
reducing the time rate change of current in the initial moments of the 
discharge will reduce the effectiveness of experiments. 
4.1.3.2 Experimental evaluation of transmission impedance 
To use the derived system model given in the Equations of section 4.1.3.1, 
the resistance and inductance of the transmission network are evaluated 
by discharging a known capacitance into a known load and recording the 
variation in current (Novae et ai, 1995) 
4.1.3.3 Insulating Considerations 
As in all high voltage engineering, insulation of the system components is 
of paramount importance since any breakdown over a region with little 
impedance could lead to very substantial currents. The resulting Lorenz 
forces and Joule heating may irreparably damage the system, as well as 
being dangerous to the user. However, since an inappropriate selection of 
insulting material or method may also have a detrimental effect on the 
efficiency of the experiment, consideration must be given to which method 
of insulation is best suited for the particular application. In most pulsed 
power systems the application is to prevent shorting of the current path, 
while simultaneously interfering to minimal extent with the geometric 
configuration of the system. 
It should be noted that during pulsed operations insulators can in general 
withstand significantly more voltage than at DC. However care must still be 
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taken to design suitable equipment, with sharp edges avoided whenever 
possible, as these inevitable lead to an increase in the localised electric 
field. 
4.1.3.3.1 Breakdown 
Insulators, as discussed in section 4.1.2.1 may be solid, liquid, or gaseous. 
In most pulsed power applications, liquid or gaseous insulators (such as 
transformer oil or SF6) are used since, if breakdown does occur, the 
insulator can be readily repaired. This is unlike solid insulators, which 
would be irreversibly damaged. Breakdown in a liquid or gaseous insulator 
will generally occur as a result of the rated electric field value across the 
insulator being exceeding with such substances with a high breakdown 
field strength being more capable of holding off larger voltages. Although 
this is also true for solid insulators, the effects listed below can also cause 
breakdown in these materials. 
• Intrinsic Breakdown - The same effect as occurs in gas/liquid 
insulators, when electrons gain sufficient energy in the electric field 
to cause a flow of electrons across the potential gap. 
• Streamer Breakdown - Photoionisation of the material becoming a 
predominant process in producing electrons. When such an 
'avalache' exceeds a certain critical size, breakdown occurs. 
• Thermal Breakdown - When an insulator is stressed electrically and 
heat is generated the structure will undergo thermal breakdown if 
this heat rate exceeds the corresponding rate of loss. 
• Erosion Breakdown - Areas on an insulator containing a cavity 
where gas or liquid may have a reduced dielectric strength and 
these areas may breakdown before the main insulator material. 
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• Current Tracking - Current tracking occurs with repetitively applied 
fields. Tracking is the gradual formation of permanent conducting 
paths - usually carbon - along the degraded insulator surface. 
Although it is evident that breakdown in solids can occur due to several 
factors, namely electrical or mechanical failure, thermal softening or 
ablation, s solid insulators provide a mechanical support that 
gaseous/liquid varieties do not. 
4.1.3.3.2 Flashover 
Surface flashover is another danger to insulation in high voltage systems. 
This occurs when the voltage sufficient to cause breakdown over the 
surface of an insulator rather than through it and it is less well understood. 
However with suitable precautions the opportunity for this to occur can be 
reduced. 
Electrodes 
",,--~~'1 ((~e. ---..r::-V-+ ~ 
r ' v-
Insulation Flashover 
Figure 4.14 Flashover 
Figure 4.14 shows a cross section of two conducting plates to illustrate 
what happens when flashover breakdown occurs. The insulation between 
the two electrodes is holding off a voltage and it is assumed that the 
insulator has sufficient dielectric strength to prevent breakdown at the 
specified spacing. What occurs however is an electrical discharge along 
the surface of the insulator. It should be noted that although shown above 
for a particular configuration, flashover can occur between any two 
conductors over an insulating surface so that great care must always be 
taken in the construction of a pulsed power system. 
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4.1.3.3.3 Using My/ar in high voltage applications 
As discussed earlier the best solution for a transmission network involved 
in STC and EMFC is to use flat transmission plates and Equation 4.21 
shows that the closer the plates are positioned, the lower will be the 
inductance. Also since the plates must not move during a discharge it is 
important that the insulating body between them gives suitable mechanical 
support. Another important factor is the dielectric constant of the insulation 
between the plates, as a large dielectric constant will lead to unwanted 
capacitive effects. Mylar sheets are excellent for this application. They are 
also useful between the driving coil, and the liner in an EMFC experiment, 
where insulating with either liquid or gas would involve a costly and 
invasive system. 
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(Pai , 1995) 
Figure 4.15 shows the breakdown behaviour of Mylar in a uniform electric 
field. When considering the potential for flashover between transmission 
lines and other parts of the system, it is important to extend the Mylar far 
beyond the edges of the electrodes. This is illustrated in Figure 4.14. 
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4.2 Ultrahigh magnetic field system measurements 
It is clearly important when generating an ultrahigh magnetic field that the 
field is accurately measured. Suitable equipment and techniques must be 
able to cope with a wide bandwidth of frequencies, since transient 
magnetic fields can often have an exponential increase. Furthermore, the 
measurement techniques must be able to maintain their integrity under the 
extreme operating conditions experienced in pulsed power experiments 
(see Chapter 2), as well as being of a suitable size to operate in the 
effective volume of the experiment. 
Two measurement methods commonly used in pulsed magnetic field 
systems are based upon an inductive magnetic pick-up probe and the 
Faraday rotation in an electrooptic device. 
4.2.1 Inductive magnetic pick-up probe 
Figure 4.16 Inductive magnetic pick-up loop 
This is simplest method of measuring magnetic field and is illustrated by 
Figure 4.16 in which a time varying magnetic field passes axially though a 
loop inducing a voltage at the terminals. Although a large gap between the 
terminals is shown in figure 4.16, this is for clarity only. The time-varying 
induced voltage is related to the rate of change of magnetic flux density by 
the expression: 
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dB 
v;(! ) = (NA + S) -
dl 
Eq 4.22 
where N is the number of turns in the coil - in the case of Figure 4.16 this 
is one - and A is the area enclosed by one turn. S is the area inevitably 
formed during manufacture by the leads. The goal is to reduce this as 
much as possible by careful construction. 
By positioning the loop such that the axis is parallel with the magnetic field 
the time rate of charge of flux density can be recorded by measuring the 
voltage at the terminals by using, for example, an oscilloscope. In order to 
obtain the magnetic flux density, the voltage signal must be integrated 
which is normally achieved by an electronic integrating circuit positioned 
between the pick-up probe and the measuring device. Care must be taken 
when considering the bandwidth and response of this integrating device, 
as the time rate-of-change of magnetic field can vary from zero to as much 
as 109 Tls in a matter of microseconds. The circuit diagram for such a 
device is given in Appendix C (similar to that disclosed by Kido et aI, 
1976). 
Care must be taken in the construction of an accurate and useful magnetic 
pick-up probe since heating will occur in any conductor exposed to a 
magnetic field . This rate of heating is considered to be: 
B' 
mcl'1T '" - AI 
2/-1 
Eq. 4.23 
where m is the mass, c is the specific heat, LlT is the associated 
temperature rise (Knoepfel, 1970), A is the area and I is the length of the 
probe. 
During experimental conditions, a conductor may gain sufficient energy to 
vaporise if the pulsed magnetic flux density reaches between 150 T and 
200 T. When the thickness of the pick-up probe is much less than the skin 
depth, Equation 4.23 can be approximated by: 
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Eq. 4.24 
where d is the thickness and Sd is the skin depth given by: 
~ s -d - ff.f.p.a Eq.4.25 
Equations 4.24 and 4.25 show that to reduce the heating problem either 
the thickness of the probe or the conductivity must be minimised. It has 
been shown that a copper coil with a diameter between 0.1 mm and 0.05 
mm is sufficient to avoid vaporisation in such ultra high pulsed magnetic 
fields (Knoepfel, 1970). 
Another consideration is that in fast transient magnetic fields there is the 
potential for generating extremely large voltages since the time rate-of-
change of magnetic flux density can reach 109 T/s, particularly in EMFC 
experiments. Assuming a probe is constructed from one turn of wire with a 
radius of 2 mm and zero additional area Equation 4.22 suggests that the 
induced voltage at the terminals may exceed 1.2 kV. In such cases an 
attenuator or shunt resistor must be used before introducing the signal into 
any recording device. 
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CaSin\~~_~pfl\~~~"7l 
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/ - ~ Sh,\nk grip 
Oil Pick-up probes 
Figure 4.17 Cross section of pick-up probe construction 
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Figure 4.17 shows a cross section of a pick-up probe comprising two 
separate pick-up probes wound on a single glass rod. In many instances, 
only one probe is used; however the use of two probes connected in 
opposite senses as detailed in Figure 4.17 allows for any noise in the 
signal to be recognised and eliminated. In this construction care is taken to 
position each probe as close a distance as possible to each other, such 
that the recorded magnetic field is evaluated at the same point. 
The pick-up wire generally has a cross-section of 0.1 mm, and is coated 
with a polyamide that can withstand 2 kV so that a voltage of 4 kV can be 
withstood between turns. The leads of each probe are twisted tightly 
together to avoid stray inductive pickup and as shown above run back 
along the rod. The coils are held in place by epoxy resin, while the leads 
are restrained from moving by a heat shrink material. The entire 
construction is placed inside a ceramic outer casing, and air is removed by 
introducing oil into the narrow cavity to protect against possible 
shockwaves. At the end of the complete probe, the leads from each 
sensor are connected to a co-axial cable, which is covered by copper 
sheeting to protect again interference. The coaxial cable delivers the 
signal to a recording device. 
Each pick-up probe sensor is calibrated in a STC experiment, by 
comparing the performance to that of a precisely manufactured, multi-turn 
calibration coil of much larger diameter. Inductive magnetic pick-up probes 
can be constructed with an error of less than a few percent, and are 
extremely effective at measuring pulsed ultrahigh magnetic fields in harsh 
environments such as those experienced in pulsed magnetic 
arrangements. 
4.2.2 Faraday Rotation 
As discussed earlier, care must be taken when constructing magnetic pick-
up probes to avoid electric interference, and consideration must be given 
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to the high voltages that might be generated. As an alternative to this, it is 
possible to measure the magnitude and variation of the magnetic field by 
using the Faraday effect (Kido et ai, 1976) . 
The Faraday effect is evident when a beam of polarised light passes 
through a medium, and rotates from the polarisation plane through an 
angle {3. When the medium is homogenous and the beam passes parallel 
to the magnetic field lines, the angle of rotation is proportional to the 
magnetic field , the length of the medium, and the Verdet properties of the 
material, defined by a constant V. Thus 
fJ = B(t )VI Eq. 4.26 
which can be used to record the magnetic field variation by means of the 
arrangement of in Figure 4.18. 
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Figure 4.18 Faraday rotation arrangement 
In Figure 4.18 a laser with a uniformly narrow wavelength is used as the 
light source. The beam is passed through a fi lter and then a polarising 
lens. A crystal (the Verdet medium) is placed inside a tube, which is 
parallel to the magnetic field and by maintaining the orientation of this 
crystal , keeps the effective length accurate. As the polarised light passes 
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through this material , it rotates through an angle that is proportional to the 
magnitude of magnetic field. Thus the rate of change of angle is related to 
the rate of change of magnetic field. 
The light emerging from the crystal is passed through a lens, an iris and a 
second polariser with the same orientation as the first. This has the effect 
that the light intensity leaving the second polariser is related to the rotation 
by: 
Inl (l ) = Inlo cos2 f3 Eq. 4.27 
where Into is the initial intensity of light when no field is present. The 
varying intensity of the light is transmitted by fibre optic cable to an opto-
electric converter, which suppl ies a voltage that is proportional to the light 
intensity. If the voltage is recorded over time, on an oscilloscope, the 
variation in signal is 
Sig(l ) = [cos(A(I» )' Eq 4.28 
and 
112 
A(t ) = 2V f 8(1,I )dl Eq. 4.29 
o 
The measured magnetic field is the integral of the overall effective length 
of the crystal with short crystals being used to provide an indication of the 
variation in magnetic field at a precise location. 
Faraday rotation sensors are useful as they are not susceptible to electric 
interference in the same way as inductive pick-up probes. Errors are 
however introduced if the crystal is exposed to shockwaves, since the 
variation in density inside the crystal can lead to a variation in the Verdet 
constant. 
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4.3 Voltage sensor 
Voltages measurements are required when charging a capacitor banks to 
enable the energy in the system to be monitored as well as to prevent over 
charging. Common voltage measuring techniques are employed, such as 
the use of voltmeters. Such devices are detailed elsewhere. 
4.4 Current Sensors 
In addition to the accurate measurement of the magnetic field variation, it 
is necessary to monitor a variation in current that is both large (>1 MA) and 
fast (iJs). Two methods are employed; the inductive probe, and the 
Rogowski coil. 
4.4.1 The inductive current sensor 
The inductive current sensor works in a manner similar to the inductive 
magnetic pick-up probe detailed in section 4.2.1 and therefore will not be 
detailed further here. Again it is the time rate of change of field (or by 
inference current) that is measured, and thus the signal is required to be 
integrated. In most systems the signal is actively integrated, as passive 
components (such as RC circuits) often have a slow response. 
4.4.2 The Rogowski Coil 
An alternative to the simple inductive probe is the Rogowski coil which is a 
field-coupled sensor that uses current to induce a voltage in a similar 
fashion to the inductive probe. Figure 4.19 shows the general construction 
of a Rogowski coil 
81 
I(t) 
Figure 4.19 Rogowski Coil 
and the equivalent circuit is shown in Figure 4.22. 
Figure 4.20 Rogowski coil equivalent circuit 
It can be shown from Figure 4.20 that the voltage equation is: 
L diet) + (R + R )i(t) =.!:...- dl(t) 
dl M N dl 
Eq. 4.30 
where: L is the coil inductance, R is the coil resistance, RM is a metering 
resistor from which a voltage across can be measured, N is the number of 
turns of the coil , and I(t) is the measured current and i(t) the current in the 
Rogowski coil (Pai, 1995). 
The voltage the metering resistance is: 
Eq. 4.31 
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and if the pulsed current is an extremely fast transient, the time constant of 
the discharge is: 
L 
L «---
C R + R", 
Eq. 4.32 
The current in Equation 4.31 can be deduced from Equation 4.30 by 
neglecting [(R+RM)i(tll , as the rate of change of current plays the most 
influential role. Equation 4.30 then becomes: 
L di (l ) _ L dJ (I ) ------
dl N dl 
Eq. 4.33(a) 
or 
di(l ) 1 df (I) 
- - = ---
dl N dl 
Eq. 4.33(b) 
or 
.( )-J 1 dJ(I )d _ 1 f () 11 - --- 1 - - I 
N dl N 
Eq. 4.33 (b) 
and the metered voltage is given as: 
Eq. 4.34 
In this configuration the voltage measured is directly proportional to the 
current. In order to reduce the voltage seen at the terminals it is important 
to keep the number of turns large, and the metering resistance small. 
If however the time constant of the discharge can be considered as: 
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L 
t »---
C R+ RM 
Equation 4.30 becomes: 
hence 
and VM is: 
(R + RM )i(/) =.£ d/(/) 
N dl 
i(/) = L dJ (I) 
N(R + RM) dt 
v = LRII dJ (I) 
M N(R + RM) dl 
Eq. 4.35 
Eq. 4.36(a) 
Eq. 4.36(b) 
Eq. 4.37 
In this mode the voltage is proportional to the time rate of charge of 
current. If however a large capacitance in placed in series with the 
metering resistance as, shown in Figure 4.21 
CMET[R 
R h£TER 
Figure 4.21 Rogowski coil second equiva lent circuit 
the voltage equation is: 
L di (/) (R R ) .() 1 J '()d _ L d/(t ) --+ + I I +- I I 1 - ---
dl MeN dl 
Eq. 4.38 
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The voltage across the capacitor is now: 
V 'f ·()d LI - I I I 
c - C . CN(R + R
M
) 
Eq. 4.39 
and this passive integrator circuit can be used to measure both the current 
and its time rate-of-change. However, it is often more useful to use an 
active integrator on the I-dot signal, as the introduction of the capacitance 
reduces the response. 
A well-constructed Rogowski coil , with equally spaced windings is very 
accurate at quantifying pulsed currents. A particular benefit is that the 
transient current may pass anywhere through the loop, and the inductive 
effect is normalised over the entire area of the loop. As with the inductive 
probe, care must be taken to insulate the coil and the signal transmission 
line against external electrical interference. 
4.5 Storage Mediums 
The primarily storage medium used is an oscilloscope, with signals being 
recorded on digital devices, with a sufficiently high sampling frequency to 
obtain an accurate representation of the signal. Such oscilloscopes are 
detailed elsewhere. 
Oscilloscopes used at Loughborough are always isolated from the mains 
supply and are powered by rectified DC voltages during experimentation. 
Each item of recording equipment was located in a Faraday cage, to 
reduce spurious signal noise. 
4.6 High Speed Imaging 
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In many pulsed powered experiments deformation of the structure plays a 
role in the efficiency and effectiveness of the systems (Matsuda et ai, 
2002) . In such experiments the speed of movement may be in the order of 
103 m/so Under these conditions high speed imaging can be essential as a 
diagnostic tool , and allows a greater insight to be gained into the dynamics 
of the system. Two diagnostic techniques that may be used to observe the 
inherent characteristics of such high energy pulsed experiments are high-
speed photography and X-ray imaging. 
4.6.1 High Speed Photographic Imaging 
A specialised camera designed specifically for use in recording movement 
of explosives or high speed projectiles is valuable in pulsed power 
experimentation. The Hadland IMACON 486 high speed camera is 
capable of recording images using shutter speeds of as low as 10 ns 
(1/1 EB secs). An object travelling at 3 k1s would therefore only travelled 
0.003 mm in this time, insufficient to cause blurring of the object in most 
instances. Eight individual exposures can be recorded digitally at a time 
during a single experiment. Figure 4.22 shows a typical configuration of 
the IMACON camera and its associated equipment. 
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Figure 4.22 Hadland IMACON 486 high speed camera configuration 
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The camera itself can be configured to run through a predetermined 
exposure program from a PC program connected to the camera by fibre 
optic cable. This allows the user to set shutter times and speeds, whereby 
each exposure can be triggered from a rising edge input voltage. As 
discussed above, eight predetermined exposures can be recorded 
digitally, before being transmitted to a computer. Each image is digitally 
recorded in TIFF format. Various lenses can be used in order to focus 
accurately upon the test specimen. 
As shutter speeds are extremely short, it is essential to use flash lighting in 
many instances to increase the exposure. A similar rising edge input 
voltage can also trigger this flash lighting. Care must be taken to consider 
the warm up and duration times of the flashgun in order to achieve suitable 
exposures. Depending upon the self-luminosity of the experiment, the 
shutter speeds can also be altered between images to ensure a good 
exposure. In most instances the duration of a flash pulse is much longer 
than the entire pulsed power experiment and therefore only one flash 
pulse is needed. As the response of the lamp is much slower than that of 
the pulsed power system, the lamp must be ignited well before the 
experiment begins in order to give suitable time to warm up. This means 
that a delay pulse trigger generator is needed to co-ordinate the 
experiment and the flash and camera. 
As previously discussed, when used in pulsed power experimentation it is 
useful to eliminate harmful projectiles and shockwaves. Suitable wood 
shielding and polycarbonate plates help to isolate the camera equipment 
from potentially unwanted projectiles. To assess the potential for 
shockwaves in a particular location in the laboratory, cigarette paper, 
taped upon the opening of small tubes, was used. These simple devices 
were positioned in locations of interest prior to an experiment. If after the 
experiment the paper had been perforated, it was concluded that the force 
of the shockwaves experienced at that location was too great for the 
experimental equipment. By using this assessment, every location to be 
used for equipment was tested prior to installation of said equipment. 
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4.6.2 Flash X-ray Imaging 
Using an IMACON high speed camera is a accurate way of capturing the 
motion of high speed objects, although certain limitations are apparent. 
When observing materials that have in part become vaporised, it can be 
difficult to discriminate between solid and gas. Furthermore as has 
previously been stated it is often the case that large transient currents will 
be experienced_ When these currents heat the metallic structure, the 
material itself is likely to become photo-emissive with the light produced 
polluting the images recorded by the camera and obscuring the data. The 
flash X-ray as a dynamic diagnostic tool is an alternative to the high speed 
camera and Figure 4.23 shows a typical flash X-ray arrangement. 
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Figure 4.23 150 kV Flash X-ray configuration 
In this configuration two separate flash X-ray tubes are used, each 
operated independently by separate Marx generators. When the 
movement experienced in the time between exposures of the test 
specimen is sufficiently large such that images taken are not overlapping, 
it is possible to obtain two exposures on one X-ray film. In such an 
situation, to minimise the variation at the centre point, the two tubes are 
placed a suitable distance from the test piece (> 3m) and the X-ray plate is 
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as close as possible to the test specimen This also reduces error due to 
penumbral effects_ 
A separate timing system is used to accurately time the discharge of each 
driving Marx generator, and hence the timing of the X-ray flashes_ 
Polycarbonate sheeting is used to protect all the diagnostic equipment 
Inside the X-ray film cassette, two image intensifiers are used to enhance 
the exposure of the X-ray_ Care must always be taken so as not to 
inadvertently obscure the test specimen when using either the high speed 
camera or X-ray imaging techniques_ 
4.7 Conclusions 
High voltage and high current systems such as those used by ultrahigh 
pulsed power experiments require specialised equipment The apparatus 
detailed above is employed at Loughborough during the course of 
research investigating the production of pulsed ultrahigh magnetic field 
experiments_ 
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5. SINGLE TURN COIL TECHNIQUE 
As discussed in Chapter 2, the production of pulsed magnetic fields 
generally falls into either destructive or non-destructive categories, with a 
similar toroidal topology being adopted in each case. The threshold 
between the systems is based on the flux density produced, in that 
systems generating over 100 T are always considered to be destructive 
while repetitive systems, generating a much lower flux density, are non-
destructive. 
However in certain circumstances, while the magnetic energy produced is 
insufficient to cause complete destruction, it may nevertheless cause 
extensive plastic deformation. Under these conditions the pulsed magnetic 
system can be considered semi-destructive (Herfach, 1999). Such semi-
destructive systems have fundamental application in advanced 
technologies such as metal forming (Kristiansen, 1993) that employ the 
very considerable power generated to obtain metal products in a variety of 
complex shapes. A number of European Universities (mostly in Germany) 
are collaborating with industrial partners in developing the detailed 
numerical models required for the optimisation of these industrial 
processes (Schatzing et ai , 2001 , Psyk et ai, 2004). 
This chapter details several STC experiments that were conducted at 
Loughborough as an essential precursor to future EMFC work. These 
experiments were however also used to assist in the evaluation of a finite 
element model that could be implemented in ANSYS, as discussed in later 
chapters. The experiments detailed here fall into two categories, semi-
destructive and destructive, both of which focus upon the use of ultrahigh 
pulsed currents (in the region of 1 MA) and the corresponding peak flux 
density produced - a key research interest during this work. Repetitive 
pulsed system, such as those described in Chapter 2 are outside the 
scope of the current work. 
90 
5.1 Semi-Destructive STC Technique 
As mentioned above, in semi-destructive STC configurations the pulsed 
field must not exceed 100 T, but must be sufficiently large enough to 
deform plastically the coil. This plastic deformation is principally caused by 
magnetic pressure produced as a results of current flowing in the coil 
which as discussed in Chapter 2 has a tendency to occupy the regions of 
least impedance, namely the outer edges of the coil. The magnitude and 
exact location of this current is best evaluated by computational methods 
and from Equation 2.1 and 2.2 it can be seen that the magnitude of the 
pressure is dependant upon both the transient discharge current and the 
radius of the coil . Coils with a larger bore than those used in destructive 
experiments may then be used to evaluate the deformation of the plastic 
STC, while still maintaining ultrahigh pulsed currents. 
5.1.1 Experimental Configuration 
For such a typical semi-destructive experiment, a STC constructed from 
2 mm pure copper sheet was used, since copper is both particularly 
malleable and a good conductor. The STC constructed had an inner radius 
(r) of approximately 10.1 mm and an axial height (h) of approximately 
40.7 mm. The feed for the STC was through a nose that tapered out to a 
height of 200 mm to allow for easy connection to the flat plate transmission 
system, as illustrated in Figure 5.1. 
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Figure 5.1. Semi-destructive STC load 
Aluminium foil was placed between the connection of the STC nose and 
each transmission plate to ensure a solid connection when clamped. 
Three sheets of 50 \-Im Mylar film were placed between the 'go and return' 
path of the STC, before it was pressed together by a clamp to keep the 
gap as small as possible and therefore to minimise the load inductance. 
The Mylar film was also extended out from the edge of the coil so as to 
prevent flashover. 
The flat transmission plates that were used (see section 4.1.3.1) were 
constructed from two parallel copper plates of 0.25 mm thick and more 
than 0.6 m wide. These connected the STC to a rail gap switch (Model 
40302 - Titan Corp, USA - detailed in section 4.1.2.1), which connected to 
four parallel capacitors each of 52.64 \-IF (210.56 \-IF in total). The flat 
transmission plates used were similarly separated by three layers of 50 \-Im 
Mylar film, and again extended further than the width of each plate to 
prevent f1ashover. The flat transmission plates were held in place by 
weights, as discussed in the previous chapter, and the rail gap trigger 
electrode was connected to a Model 40230 Titan Corp. 100 kV Marx 
generator to provide the rising negative edge trigger. 
The four capaCitors were charged to an initial voltage of 13.7 kV through a 
charging and isolating system as discussed is Section 4.1.1. After 
isolating the capacitors from the charging system it was possible to trigger 
the rail gap by an externally applied rising edge voltage. For safety 
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purposes, the controls for the charging system, isolation system and the 
triggering mechanism were operated from an external control room. 
The transmission system parameters can be evaluated as described in 
section 4.3.1 .2 of Chapter 4. Each capacitor had an internal inductance of 
7.2 nH and a resistance of 1.3 mOo By attaching a large load of known 
value to the transmission system and then discharging a current into the 
load, the method described in Chapter 4 (Novae et aI, 1995) could be used 
to evaluate the overall system inductance from the current profile. The 
complete inductance of the transmission system, including the capacitor 
bank, was determined as 35 nH, while the overall resistance was 2 mQ. 
Long inductive pick-up probes located in tunnels between the parallel 
plates of the flat plate transmission line were used to monitor the 
discharge current. A signal proportional to the rate-of-charge of this current 
was passed through a shielded co-axial cable to eliminate capacitive 
coupling effects, before being passed directly into a 5 GS/s digital scope 
and also through an integrator to record the current. The probe itself was 
located across the width of the transmission plates, housed in a plastic 
tube and packed with sand so as to protect against the potential threat of 
shock waves and then calibrated in situ. 
A single magnetic pick-up probe was placed at the centre of the axis of the 
STC to measure the time variation of magnetic flux density. The probe was 
constructed in a similar fashion as that depicted in Figure 4.19 but with 
three turns, rather than one, of 0.1 mm diameter wire were wound on a 
3 mm diameter glass mandrel. The probe was calibrated in the manner 
discussed in section 4.2.1 and was assessed as having an error of less 
than 3%. The tightly twisted wire pair from the probe was passed down the 
mandrel and then connected to a co-axial cable, shielded with copper 
sheet to avoid capacitive coupling. The time rate of change of signal from 
the probe was recorded on a 5 GS/s digital scope and also passed via an 
integrator, to record the magnetic flux density on a separate channel of the 
oscilloscope. 
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The digital scope and the integrators used (see Appendix C) were 
contained within a Faraday cage to reduce interference. The complete set-
up is shown in Figure 5.2. 
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Figure 5.2. Semi-destructive STC set-up 
5.1.2 Results 
As discussed above, the primary focus of the research at Loughborough 
was centred on the production of peak flux densities. As such, it is the 
peak flux density and corresponding current which are primarily recorded. 
Further parameters such as temperature of the STC were not considered 
at this stage and in any event would be difficult to assess. 
When the capacitors are fully charged they are isolated from the charger 
circuit in the control room, where upon a firing signal a signal is sent to the 
100 kV Marx generator to trigger the rail gap switch, causing this to 
breakdown such that the capacitors are discharged into the load. The 
discharge current and initial variation in magnetic flux density as well as 
the final deformation of the load are shown below. 
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5.1.2.1 Current discharge 
The current during a typical discharge is shown in Figure 5.3: 
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Figure 5.3. Semi-destructive STC current discharge 
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The current through the load reaches 1.1 MA in 3.8 IJS with the reverse 
current peaking at -0.78 MA after 11.8 IJs and over the first pulse of 
discharge there is clearly an increase in the period. This is due to the 
variation in the circuit impedance, caused primarily by a variation in 
resistance of the STC as Joule energy is deposited and by the variation in 
inductance as deformation occurs. 
5.1.2.2 Magnetic fI ux density 
The variation in magnetic flux density recorded at the centre point of the 
central axis of the STC during the discharge shown above is given in 
Figure 5.4. 
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Figure 5.4. Semi-destructive STC magnetic flux density 
The central magnetic flux density reaches a peak of just over 26.3 T within 
3.8 I-IS and then decays in an underdamped oscillation - in a similar 
fashion to the discharge current. The peak magnetic flux density can also 
be seen to be in phase with the discharge current, meaning that the 
deformation of the coil during this pulse has not been so excessive as to 
produce the peak flux density before the peak of the current (see section 
2.11 of Chapter 2). Again the period of oscillation is increased as the 
discharge continues due to changes in circuit parameters. 
5.1.2.3 Coil deformation 
The deformation of the STC is evident from the recovered test piece. 
Figure 5.5 shows the deformation produced in the STC by the experiment 
recorded in Figures 5.3 and 5.4. 
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(a) 
(b) 
(c) 
Figure 5.5. Pictures of deformed STC 
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It is apparent from Figure 5.5 that the deformation of the coil is most 
pronounced at the outer edges. This occurs primarily as a result of the 
majority of the current distribution occupying these areas. Thermal effects 
due to Joule deposition may have caused the material to become softer, 
and with the high electromagnetic stress at these areas, the edge have 
deformed outwardly. From Figure 5.5(b) it is evident that the axial height of 
the coil has reduced in order to accommodate changes in the bore. This 
variation however is gradual from the neck to the outer side. The neck of 
the coil can be seen to suffer very little deformation as this area was 
clamped firmly during the discharge. 
From Figure 5.5 it is possible to establish that the region that has 
undergone most deformation is the area diametrically opposite the neck, 
as highlighted in Figure 5.6. 
Figure 5.6. Area of most deformation 
The central inner radius of the coil (the point where the pick-up probe is 
placed) was measured on the recovered test specimen as 11.4 mm, giving 
a marginal increase in the bore of about 1.3 mm at this point. However the 
radius at the point highlighted by the arrow in Figure 5.6 was measured as 
17.1 mm, a growth of just under 7 mm. At this point the axial height was 
recorded as 34 mm - a reduction of just under 7 mm. 
5.2 Destructive STC Technique 
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The production of ultrahigh magnetic fields exceeding 100 T in STCs can 
only be achieved using energy pulsed and single-shot apparatus. As 
discussed in Chapter 2 such experiments are termed destructive, and 
unlike those described above are often subject to high energy phenomena 
during the lifetime of the coil. These include shock wave formation within 
the coil , melting and vaporisation, as well as non-linear diffusion. 
The investigation of such destructive pulsed single-turn coils has been 
undertaken at Loughborough, with a focus on the production of an 
ultrahigh magnetic flux density. As discussed previously the generation of 
such a field has application in modern physics, to confirm the verification 
of certain phenomena predicted to be present in materials subject to 
pulsed ultrahigh magnetic fields. The simplest and easiest method of 
generating these fields is the STC. 
This section details two such typical experiments, one employing Faraday 
rotation to measure the axial flux density and the other a pick-up probe to 
evaluate the central magnetic flux density. Both experiments are 
subsequently employed as a benchmark for the use of an FEA model at 
the extreme material range. 
5.2.1 Experimental configuration 
As discussed in Chapter 2, the production of flux densities in excess of 
100 T will result in destruction of the coil. This arises from the pressure 
difference experienced between the magnetic field within the bore and the 
outside of the STC, with a much larger pressure pushing outward radially 
on the coil. As the central field grows this pressure difference increases, 
causing severe radial deformation and reducing the central flux density. 
Previous analytical work has shown that even small copper coils are 
suitable to provide sufficient inertia to ensure that the peak field can be 
produced before the coils geometry is vastly altered (Forster and Martin, 
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1967, Novae, 2002). Two such copper coils are detailed below in Table 
5.1. Figure 5.7 shows the STC loads used in destructive tests at 
Loughborough. This differs from that of Figure 5.1 at the nose, where the 
tapered point arrives exactly at the STC and is used to minimise the 
current density in the transmission before arriving at the STC. 
COIL GEOMETRY EXTERNAL CIRCUITRY 
Inner Oute r He; ght 
DESIGN Rad; LIS (mm) Rad; LI S (mm) ( mm) 
A 
8 
1.S 
1.0 
to transmission 
plates 
~ 
2 . S 4.9 S6.64 2S.0 9 . 0 19.1 
2.0 2.0 S6.64 2S. J 7.0 18 
Table 5.1. Destructive STC parameters 
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Figure 5.7. Destructive STC load 
In this system three films of 50 jJm Mylar are again used to insulate the go 
and return plates for both Designs 'A' and '8' of Table 5.1. Similar copper 
parallel plates are used for the transmission system between the bank and 
the load, with care taken to position these as close together as possible 
and weights are used to prevent displacement during discharge. The Mylar 
is also suitably extended beyond the width of the transmission system to 
prevent flashover. 
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Three capacitors connected in parallel are charged through the isolating 
system discussed in section 4.1 .1. and the pin-connecting switch of 
section 4.1.2.2 switches the bank to the main transmission line and load. 
The overall capacitance of the bank is 56.64 IJF, with all the other 
parameters for each experiment being given in Table 5.1. 
Long inductive pick-up probes were placed in tunnels in the parallel plate 
transmission system to record the variation in the capacitor bank 
discharge current. The probes were contained in a sand filled ceramic 
cylinder so as to prevent damage from shockwaves, while to reduce 
electromagnetic coupling the signal was transmitted via co-axial cable, 
within a copper sheath. The signal was then passed to a 500 MHz, 5 GS/s 
digital oscilloscope located in a Faraday cage. 
The variation in magnetic flux density in Design A was recorded using the 
Faraday rotation arrangement discussed in section 4.2.2. A SF6, high lead 
glass crystal from Schott Glass Technologies Inc, Pa, USA used the light 
provided by a 10 mW HeNe laser. The Verdet constant of the glass 
employed as the Faraday medium is 17.75 rad/T/m at a wavelength of 
632.8 nm. The samples used were approximately 5 mm long with a 1.5 
mm square section and were contained inside 2 mm outer diameter plastic 
tubes. Figure 5.8 (a) highlights the set-up used. 
The variation in magnetic flux density in Design 8 was recorded using a 
single magnetic pick-up probe system similar to that described in section 
4.2.1. Two turns of 100 ).lm diameter polyimide-insulated wire able to 
withstand 2 kV was used as a 8-dot field sensor, wound on a glass rod 1 
mm in diameter and secured in place by epoxy resin (the coil) and 
shrinkable tubing (the connections). Calibration was performed by 
comparing the output for a magnetic flux density rising rapidly to more than 
10 T in a thick single-turn coil with that given by a standard multi-turn 
calibration coil of much greater diameter, with the error estimated to be 
less than 3 %. The power supply was a 17 kJ very fast capacitor bank and 
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the calibration also confirmed the integrity of the probe under mechanical 
stress and voltage conditions not too far removed from those experienced 
in the harsh environment arising of later experimentation. 
, .. ···········m ····· 
D 
' 0 
ELECTRONIC 
INTEGRATOR 
ATTENUATOR 
fARADAY CAGE 
5 GS/S 
DIGITAL 
OSC ILLOSCOPE 
1:10 dl/m 
FARADAY CAGE 
!5 GS/s 
DIGrTAL 
OSCilLOSCOPE 
--c:tl-I 1;10 d1/dt 
6 
----LJ 
1:20 dBldt ~ 
I I BATTERY I 
1T.7kJ CAP 
BANK 
TRANSMIS SION 
t1][:::: r-P~LA~T=ES~+-r FIRE COMMAND PIN (MANUAL) CHARGER /ISOLATOR COMMAND 
GR'Ni2=:;~ 
SF6 Crysut 
(a) 
18.13 kJ CAP 
BANK 
Polar;"er 1 
(Mov;able. 
hITr 
1-- TRANSMISSIO~~ 
PLATES 
L T ..... PIN 
dUm SWITCH 
dB/1ft 
.. ~ ~ . -RA . . .. ;. _ -.~ - .-PLATE - ---- -
SHIELD ST= '-SHIELD 
(b) 
COf'llmOL ROOM 
CHARGER I 
FIRE CHARGER 
COMMAND /ISOLATOR 
(MANUALI COMMAND 
~.ANUAl) 
CONTROL ROOM 
MAR)( 
GENERATOR/ 
rt-llINGUNIT 
2)( 150kV 
X~Y 
TUBES 
Figure 5.8. Destructive STC Set-up, (a) Design A, (b) Design B 
During experimentation the 8-dot sensor was positioned at the centre of a 
coil inside an ceramic tube 2 mm in diameter. The sensor output was 
coupled to a 50 n semi-rigid coaxial guide via 100 mm to 200 mm of 
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twisted wire (done so to minimise potential inductive pick-up in the signal). 
The output signal passed through a 1 :10 (20 dB) 1 GHz, 2 W attenuator to 
500 MHz, 5 GS/s oscilloscopes situated in a Faraday cage. Figure 5.8 (b) 
highlights the set-up used. 
As can be seen from Figure 5.8 (b) when using the pick-up probe to record 
the flux density it is possible to introduce image capture facilities inline with 
the central axis of the STC. This is achieved using the flash X-ray 
equipment discussed in section 4.5.2. Clearly, a fundamental draw back of 
using Faraday rotation measurement equipment is that similar imaging 
diagnostics cannot be introduced along the central axis of the experiment, 
as is the case for Design A. 
5.3 Results 
For each design the same general system is used, although as detailed in 
Figure 5.8 the diagnostic equipment differs. In both system the capacitor 
bank is fully charged and then isolated from the charging system. The pin 
switch is activated manually by removing power to the solenoid magnetic 
(Figure 4.11) in both systems. However when the diagnostic X-ray 
equipment is used in system B, a signal from the control room in parallel 
with the switching trigger is passed to the timing unit for the Marx 
generator. The generator is charged prior to experimentation, such that the 
timer controls the time of each flash. Results for each system are recorded 
on a digital oscilloscope 
5.3.1 Design A 
Due to the fact that Design A employs Faraday rotation, the signal 
received from the opto-electrical converter is representative of the light 
intensity of a polarised beam. If the light polarity is in the same plane as 
the polariser, the signal is at a maximum. As the magnetic field increases, 
the rate and magnitude of rotation of the polarised light alters, and the 
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signal observed represents the change in magnetic field , as shown by 
Equation 4.27. This has the effect of producing a co-sinusoidal reduction 
of the intensity. Extrapolation of the change of magnetic field must be 
achieved using Equations 4.26 - 4.29. It is also important to be mindful 
that the rotational effect is observed through the length of the crystal. The 
signal received is therefore indicative of the integral of the magnetic flux 
density along the entire length, meaning that the signal is an average of 
the flux density along this length. The current is measured directly, and as 
such does not require any further computational analysis. 
5.3.1.1 Current 
Figure 5.9 shows the current discharge for the parameters given in the first 
row of Table 5.1. The current passing through the STC peaks at 
approximately 900 kA in a time of 1.3 JJs. This signal shows a relatively 
sinusoidal rise to its peak, and then begins to decay. 
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Figure 5.10. Design A - Magnetic flux Density, (a) Faraday Signal , (b) extrapolating axial 
field 
The Faraday signal of the axial magnetic flux density is given in figure 
5.10(a), and the extrapolated value of the magnetic flux density is shown 
in Figure 5.10(b). The frequency of the Faraday signal indicates the rate of 
change of the magnetic field , which is seen to be greatest in the early 
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stages and reducing after 0.6 IJs. At about 1.5 IJs the signal becomes 
unreliable and the intensity of the signal goes beyond the valid range of 
the instrumentation, indicating a failure of the measurement system after 
this point. From the extrapolated data it can be observed that the 
integrated axial magnetic flux density reaches a peak of just over 140 T in 
approximately 1.2 IJs. 
5.3.2 Design B 
In contrast to Design A, Design B uses a simple magnetic pick-up loop, 
similar to that described in Chapter 4, to measure the rate of change of 
magnetic field. While the overall geometry of the device remains small, this 
alternative method allows the accurate measurement of the magnetic flux 
density at a precise locality. The current is recorded in an identical method 
to that above. 
5.3.2.1 Current 
Figure 5.11 shows the current discharge for the parameters given in the 
second row of Table 5.1. The current passing through the STC peaks at 
just over 860 kA after 1.2 IJs, with a sinusoidal rise to the peak current and 
then begins to decay at about 2 IJs. 
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The central variation of magnetic flux density during the discharge of 
Figure 5.11 is shown in Figure 5.12. A peak of 240 T is recorded in a time 
of just under 0.8 ~s . The field again follows a typical sinusoidal rise, 
however there is clearly a phase difference between the current and field, 
with the peak of the field occurring earlier than the peak of the current. 
From Equation 2.2, it can be concluded that, if the current in the system 
follows the inner surface of the STC, the peak field should be in the region 
of 540 T. It is therefore apparent that the mean radius of the current in the 
STC is increasing, thus reducing the peak field and giving rise to the 
phase shift between peak current and peak field. This is probably due to 
both the migration of current through the STC as a result of thermal 
effects, and the magnetic pressure causing radial expansion. The anomaly 
of the current surge, most likely due to shorting, shown after approximately 
2 ~s gives rise to a complementary increase in the central field. 
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As a good measurement of how well the system performs, it is possible to 
measure the magnitude of the magnetic flux produced as a function of the 
initial electrostatic stored energy (so termed the efficacy). The efficacy of 
the system described by Design B is 4.28*10-8 Wb/J , which is almost a 
25% increase over the nearest figures reported elsewhere (Portugal! et ai, 
1999). 
5.3.2.3 Deformation 
By using flash X-ray it is possible to capture the deformation of the coil at 
various stages in the process of the experiment. Figure 5.13 shows two 
separate pictures, taken from an experiment similar to that of Design B. 
Figure 5.13(a) shows the STC in its initial position, and Figure 5.13(b) 
shows the deformation after 0.82 ~s. 
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(a) (b) 
Figure 5.13. X-Ray images of Design B, (a) 0 IJS, (b) 0.82 IJS 
In Figure 5.13 the entire coil is not visible due to the necessary Mylar 
insulation, which obscures part of the upper portion of the coil. What is 
also apparent is the difficulty of obtaining a uniform cross-section in a solid 
copper coil when the dimensions are small. Figure 5.13(b) highlights that 
very little radial deformation has occurred up to the point of peak flux 
density, with the region directly across from the gap possibly showing the 
greatest translation. Some necking has also clearly occurred where the 
cross-section was perhaps initially smaller. 
Figure 5.14. X-Ray images of Design B at 1.2 IJS 
Figure 5.14 details a similar experiment after 1.2 ~s , around the time of 
peak current, and it is apparent that the structure is undergoing a typical 
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petalling like explosive effect, and has already become unstable. It is 
probably that after this time only a plasma maintains the circuit, and very 
little structural mass exists. 
5.4 Conclusions 
Single turn coil experiments have produced either pulsed ultrahigh 
magnetic flux densities with destructive consequences, or to cause plastic 
deformation at lower fields. Magnetic flux density readings have been 
observed at the central pOint within the coils as well as along the entire 
axis. All the experiments detailed above are used in a first attempt to 
validate a Multiphysics finite element model, with the intention that such a 
model may be implemented in future STC investigations as well as other 
pulsed power experiments. 
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6. FINITE ELEMENT ANALYSIS OF SINGLE TURN COIL 
SYSTEMS 
As discussed in Chapter 3, the use of modelling techniques is becoming 
more frequently a fundamental prerequisite to understanding and 
increasing innovation within engineering design, and pulsed power 
application are not exempt from this. From many years computational 
codes have been developed in an attempt to predict accurately and to 
understand further the complex interactions that occur within experiments 
such as STC and EMFC systems, with the simplest being the filamentary 
approach (Late/, 1967, Muira and Chikazumi, 1979, Nakao et ai, 1985, 
Muira and Nakao, 1990). Perhaps the most successful model developed to 
date is however the filamentary model developed at Loughborough (Novae 
et al [1J, 2004). Although this is presently used to advance innovation in 
such pulsed power systems, certain limitations are apparent. In order to 
model fully, and therefore to understand and optimise the STCs described 
in the previous chapter, an alternative modelling technique to filamentary 
analysis must be developed. 
During the period of research undertaken for this thesis, Loughborough 
had the opportunity of investigating the potential for migrating the current 
computational analysis of pulsed power system from the filamentary model 
to a finite element model. This investigative work was conducted using 
ANSYS®, as extensively described in Chapter 3. Due to financial 
constraints, the commercial package was only available in a limited 
version, and for a limited time. Within that time the investigation described 
below was undertaken to act as an indicator to future potential work in th is 
field. Certain assumptions and simplifications are made where necessary, 
and a discussion is given of these where appropriate, as well as the 
potential for overcoming the simplifications. 
111 
6.1 Filamentary Analysis of pulsed power systems 
Filamentary analysis is not a new technique for analysing electrical 
systems; it has however proved extremely powerful when predicting the 
behaviour of pulsed power experiments (Muira and Nakao, 1990, Novac et 
a/ [1], 2004}. The principal of the filamentary approach, when applied 
specifically to pulsed power applications, is to resolve a current carrying 
conductor into a number of equal filaments, each sufficiently small to be 
considered as carrying a uniform current density. All the individual 
filaments are considered to be connected in parallel to an overall supply 
system (capacitor bank and/or transmission system). The resistance of 
each filament can be deduced from its cross-sectional area and length, 
while the effective inductance of the filament can be evaluated from sum of 
the self-inductance and the mutual inductance between each individual 
filament, each of which are functions of the overall geometry. The 
response of the system can be calculated by deriving the current flowing in 
each filament from a matrix of the governing equations. This enables the 
current and the thermal energy deposited to be deduced, as well as the 
associated temperature rise, and simple laws of motion can be 
implemented to approximately determine the filamentary movement - a 
tolerable approximation in systems where the first term of the Equation 3.5 
is dominant. 
In the case of the STC technique described in the previous chapter the 
filamentary approach would initially resolve the coil as shown in cross-
section in Figure 6.1. 
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Figure 6.1. Filamentary resolution of STC 
A simple equivalent circuit of the coil and the transmission system is given 
in Figure 6.2 
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Figure 6.2. Equivalent circuit of filamentary STC 
In Figure 6.2 the effective inductance of each filament is, as stated above, 
a function of both its self and mutual inductances. As the discharge of the 
current continues, the governing equations for each filament must be 
solved simultaneously, taking account of variations in resistance due to 
temperature changes, inductance due to movement, temperature due to 
Joule heating, and movement due to magnetic pressure etc. 
While this model has been extremely effective in certain circurnstances, it 
also has some serious limitations when considering the systems of 
Chapter 5. Primarily, the model is limited electrically to two dimensions, 
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meaning that the technique is really only applicable where the 2D 
approximation is not too severe. In the example of the STC, this 
approximation may stand as long as the gap produced in the ideal toroid 
as a result of its connection to the transmission does not play an influential 
role in the system performance. In more complex geometric models, the 
technique described above is not applicable and it is therefore limited to 
consideration of "standard" STCs, limiting development in alternative 
geometries. In addition, such physical effects as thermal conduction are 
also not presently calculated. Furthermore, limitations are present when 
considering the dynamics of the model , which are confined to movement in 
the radial direction alone (effectively a 1 D limitation). Each filament is 
considered independently without dampening or stiffness considerations 
(i.e. including only mass and reducing Equation 3.5 to Newton's second 
law of motion). In addition, the motion of each filament is evaluated as a 
lumped mass, translating as a result of an inner magnetic pressure. Other 
structural effects such as Poisson effects, potential shockwaves etc are 
difficult to establish. 
Although the filamentary approach is an effective tool in many STC 
systems, it is believed that an alternative method of modelling must be 
adopted to optimise future pulsed power systems. It is clear that the model 
presently used in such experiments is insufficient to analyse the semi 
destructive system as described in Chapter 5. 
6.2 Multiphysical FEA model 
As discussed in previous chapters, use of the finite element code, allows 
the continuum (or object to be modelled) to be resolved into suitable finite 
elements - as opposed to filaments - interpolation functions between each 
element can be established, as well as element properties which can 
evaluate conditions such as the stress within the continuum. By using the 
multiphysical approach described in Section 3.2.2 it is possible to transfer 
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loads between physical environments and therefore to evaluate effects 
such as Joule heating due to current flow. 
In order to model fully the STC system, three independent transient 
physical environments must be established: an environment to calculate 
electrical/magnetic effects, another to evaluate thermal effects, and a 
further one to evaluate structural/dynamic effects. 
6.2.1 Electromagnetic environment 
Within a given electromagnetic environment, the model must be capable of 
resolving the current distribution as well as the magnetic field produced by 
the STC. Furthermore the discharge current in the transmission system 
must be evaluated which can be achieved by either of two alternative 
solutions that can be resolved in one iteration within ANSYS. In principal 
there are two separate models to analyse. The first model is that of the 
STC itself. By resolving the STC into discrete elements, the resistance can 
be evaluated from: 
R = .}, .. {r, p)~ 
a A 
Eq. 6.1 
where the conductivity is a function of both temperature, T and pressure, 
P. As a first approximation the variation of conductivity due to pressure is 
neglected, as shockwaves and the effect of magnetoresistance are not 
considered at present. The variation of inductance of the model can be 
derived from the energy method, in which the FEA model is supplied with 
current and the inductance deduced from the magnetic energy produced 
uSing: 
W = ~L1 2 
2 
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Eq. 6.2 
These parameters can then be used in a reduced order modelling circuit, 
the solution of which is used in a Magnetic Vector Potential solution. 
Secondly the overall system must be analysed, by means of a lumped 
circuit representation similar to that of Figure 4.5, and Figure 6.3 is a 
pictorial representation of the electrical environment used in 3D analysis. 
Only a portion of the STC is represented, which reduces the number of 
DOFs - as discussed later in section 6.3.2.1. 
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Figure 6.3. Electrical representation 
Consideration must be given to the accurate modelling of the problem. 
Care must always be taken to resolve the solid model (the STC) into a 
suitable finite element mesh, so as to allow characterisation of skin effect. 
Electromagnetic field penetration into conducting bodies is a function of 
frequency, permeability, and conductivity and calculating the field and 
Joule heating losses accurately requires that the finite element mesh is 
sufficiently fine at the surface of the conductor to capture the surface 
phenomena. In general, a minimum of one or two elements must be 
modelled through the depth (see Equation 4.25 in order to evaluate skin 
depth) . 
6.2.2 Thermal environment 
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The predominate purpose of the thermal model is to evaluate temperature 
effects due to Joule energy deposition. Over a transient time iteration the 
model must be able to convert the Joule energy into an associated 
temperature rise by: 
W AT = Jouk 
me 
Eq. 6.5 
where 11 T is the temperate rise, m is the mass and C is the specific heat. 
Furthermore, the thermal conduction in the material can be evaluated 
from: 
Q = kA /',1' 
I 
Eq. 6.6 
where Q is the heat flux rate through the material, k is the thermal 
conductivity, A is the cross-sectional area, and I is the length of the region 
over which the thermal conduction is to be evaluated. Convection from the 
STC to the surrounding air may also be considered and can be evaluated 
from: 
o = hlT 1,(1' - 1' ) 
__ L f Jl1 s mf Eq. 6.7 
where T, is the film temperature (the temperature of the fluid immediately 
between the surface and the free stream fluid , normally taken as an 
average of T. and Tinl) , T. is the surface temperature and Tinl is the free 
stream fluid temperature - generally assumed to be constant. A is the 
surface area, and h is the convection film co-efficient - which is generally 
a function of film temperature and therefore requires iteration. 
As a general run of thumb radiation effects can be neglected if they 
constitute less than 5% of the total thermal energy, and these effects have 
previously been considered not to play an influential role in predicting the 
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thermal characteristics of a pulsed power system. (Muira and Nakao, 
1990, Novae et a/ r1], 2004) 
Variations in temperature due to the effect of latent heat can also be 
neglected when considering the semi-destructive model, as it is believed 
that this phase transition is avoided. However this is not the case with the 
destructive system, in which it is very probable that such phase changes 
do occur. In such situations the enthalpy of the system is given as a 
function of the temperature, to account for the latent energy that would be 
stored or released during a phase change. This is calculated using: 
H (T) = f fX . dT Eq. 6.8 
where H is the enthalpy, p is the density and c is the specific heat co-
efficient. 
In a fashion similar to the electromagnetic analysis, it is apparent that to 
model accurately the thermal system, certain key material properties must 
be available and they must be at least a function of temperature. These 
properties include, thermal conductivity, mass density and specific heat 
and possibly enthalpy. 
6.2.3 Structural environment 
The structural solutions of semi-destructive and destructive analyses 
perhaps attempt to resolve alternative solutions, with the semi-destructive 
analysis attempting to model the plastic deformation of the coil , and the 
destructive analysis attempting to model its movement within the first 
moments until the peak field occurs. Furthermore, due to the extreme 
nature of a destructive system, there are inevitable limitations as to what 
can be modelled. 
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At this stage a simplified approximate model has been implemented in 
each solution, in an early attempt to model the characteristics of each. It 
will however be appreciated that this is simply an approximation and a full 
investigation is still required into the structural effect within each 
environment. Indeed it is the belief of the author that it will be beneficial to 
have a structural model for use in semi-destructive analyses, with a 
reduced version used in destructive analyses. This investigation is outside 
the scope of the current work. 
Within the structural model, the solution must be able to resolve the non-
linear stress/strain relationship that characterises the elastic-plastic 
deformation occurring in the STC, in particular the semi-destructive STC. 
While the structural deformation apparent in Figure 5.5 details complex 
phenomenon, the present investigation is limited to simple mechanical 
characteristics. 
Therefore while ANSYS is capable of evaluating a numerous structural 
solutions such as the variation in elastic/plastic limits during tension, 
compression buckling etc, the present analysis is limited to simple 
mechanical behaviour. This requires the structural environment to be able 
to implement isotropic non-liner material behaviour for a tensile material, 
perhaps over temperature in the case of semi-destructive models. The 
governing equation is given in Equation. 3.5. Details as to mechanical 
relationships are given in Mechanics of Engineering Materials (Ben ham 
and Crawford, 1996) as well as ANSYS Documentation 
6.2.4 Combined Multiphysics 
In order to gain an accurate and complete model of the pulsed STC 
system of the previous Chapter, it is necessary to construct a complete 
finite element model using the sequential multi physical analysis of section 
3.2.2.2.2. In essence an individual physical environment must be created 
for each physical discipline described above, whereby the results are 
solved independently and consecutively during a computational solution. 
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Results obtained from one discipline are passed as loads to the next. 
Figure 6.4 shows a flow chart detailing the solution process of three 
separate physical environments in such a manner in ANSYS. For 
convenience, the abbreviations EMAG, THERM, and STRUCT have been 
adopted for the three physical environments involved, and they act as 
prefixes to identify their associated files. 
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Figure 6.4. Multiphysical flow chart 
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From the flow chart of in Figure 6.4, and the discussion in Section 3.2.2, it 
can be seen that the solid and FEA models (discussed in detail below) 
must be the same for each environment, so as to transfer directly the load 
from one environment to the next. The crucial material library may be 
constructed separately using ANSYS Parametric Development Language 
(ADPL - discussed in Chapter 3) and read in as an input file to all three 
environments. 
In each case a results file and a database are generated for each 
environment. The database is updated at the end of a solution, while the 
results file is appended by the newly generated results. This allows for the 
entire set of results for each environment to be analysed after the iterative 
process of Figure 6.4 is complete. 
6.3 Generating the STC model 
As detailed above, a particular limitation of the filamentary method is that 
the model can only be considered in either one or two dimensions at the 
most. Detailed below are the steps taken to develop 20 and 3D models of 
the STC arrangement. 
6.3.1 Two Dimensional Model of STC 
The simplest form of analysis is to consider the STC as a complete toriod. 
This allows for a 20 cross-section analysis with an axis of symmetry along 
the centre line of the coil. Clearly this model is an approximation, which 
cannot consider the effect of the gap in the toro id, as discussed in section 
6.1. However, by developing a 20 model , it is possible to analysis the 
accuracy of the prediction of current generated and the peak flux density 
at the centre of the coil , as well as allowing for future work making a direct 
comparison between the effectiveness of an FEA solution and the current 
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filamentary model. Such work is currently outside the scope of the current 
Thesis. 
6.3.1.1 Generating the 20 solid model 
The solid model representation of the STC must include the coil itself, the 
surrounding air, and a far field component to model the remote effect of 
the magnetic field. As explained above this model must be used in all 
three physical disciplines, although it may not be necessarily employed in 
its entirety in each solution i.e. there is no need for the far field or 
surrounding air representations in the structural solution. 
In order to reduce the model to 2D, the STC must be considered as a 
complete toriod, as shown in Figure 2.1, whereby the cross-section may 
be modelled. However, due to axial symmetry, only one side of the cross 
section needs to be represented. Furthermore, as symmetry exists along 
the central axis, only an upper quadrant needs to be modelled. Figure 6.5 
details the resulting simplified model. 
(a) (b) (c) 
Figure 6.5. 20 simplification (a) complete model, (b) cross-section (c) simplified cross-
secti on 
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Lines 15 to 49 of the APOL in Appendix 0 are used to generate the solid 
model shown in Figure 6.6. This model is used to represent the 20 FEA 
model of the semi-destructive STC given in the previous chapter. 
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Figure 6.6 Solid Model 
6.3.1.2 Generating the 20 mesh 
As discussed in Chapter 3. the quality of the discretisation of the medium 
plays a pivotal role in the accuracy of the solution. Here a mesh is 
developed initially in the EMAG environment, and this element matrix is 
then re-used in the THERM and STRUCT environments with altered field 
variables, element properties and interpolation functions. Care must be 
taken to model accurately movement of the current into the body of the 
coil, as both magnetic diffusion and Joule heating take place. Parabolic 
(quadratic) elements are used in all three environments. Lines 90 -150 of 
Appendix 0 details the Loughborough APOL code used in generating the 
mesh shown in Figure 6.7. Again this is the model developed to simulate 
the semi-destructive model of the previous chapter. 
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Figure 6.7 Meshed Model 
Lines 228 - 238 of Appendix 0 detail the reading of the EMAG matrix and 
the conversion of the elements of this to the thermal quadratic. In this 
instance however the farfield elements are nulled (i.e. set such that they 
are removed from the solution) along with the lumped circuit model. This is 
also done for the structural environment between lines 272 - and 285, 
although the air is further nulled in this case. This simplifies the model , 
reducing the number of unknowns to be evaluated and thus decreasing 
the simulation time. 
6.3.2. Three Dimensional Model of STC 
In order to circumvent the limitations manifest in the 20 representations of 
the semi-destructive STC a complete 3D model must be established. Such 
a complete model has been generated at Loughborough. 
6.3.2.1 Generating the 3D solid model 
The typical topology and the way in which the 3D solid model is 
established is shown in Figure 6.8. Figure 6.8(a) depicts a topological 
representation of the full STC shown in Figure 5.1, neglecting the tapered 
nose. This solid model can however be simplified by taking advantage of 
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the inherent degrees of symmetry, as in the 20 example. Symmetry exists 
in this model in two of the planes shown in the co-ordinate system in 
Figure 6.8. Firstly symmetry exists in the x-y plane, and secondly, 
geometric symmetry exists in the x-z plane, thus reducing the model by 
discarding from calculations the lower and left hand section of the model 
as shown in Figure 6.8(b). 
~x 
z 
(a) (b) 
Figure 6.8 Simplified STC solid model 
Figure 6.8(b) shows the simplified STC solid model used at Loughborough 
in FEA simulation. Using the geometrically reduced model presented in 
Figure 6.8, it allows for a reduction in the overall FEA degrees of freedom 
(unknowns) and hence a reduction in the overall matrix sizes and therefore 
the computational run-time. 
Figure 6.9 below shows the coil with surrounding air used when modelling 
the semi-destructive system of Chapter 5, and serves to highlight the 3D 
representation of the STC used in contrast with that detailed in the 20 
model of Figure 6.6. 
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(a) (b) (c) 
Figure 6.9 (a) Y. model STC, (b) extruded surrounding air, (c) extruded farfield 
6.3.2.2 Generating the 3D mesh 
As already mentioned, the quality of the discretisation of the medium plays 
a role in the accuracy of the solution. In a similar fashion to that of the 20 
model , a mesh is developed initially in the EMAG environment, and this 
element matrix is then re-used in the THERM and STRUCT environments 
with altered DOFs. 3D parabolic (quadratic) elements are again used in all 
three environments, although brick like elements replace simple square 
ones. A typical code, similar to that given in Appendix D, used to generate 
a 3D model is given in Appendix E - In this instance the code is again that 
used to develop the semi-destnuctive model of the previous chapter. 
Figure 6.10 shows a typically meshed model, again modelling the coil , the 
air and the far- field portions. 
Figure 6.10 3D mesh of coil 
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6.3.3 Material Models 
As discussed above, both the semi-destructive and the destructive models 
may have alternative material models to accommodate the assumptions 
and simplifications required in each. The destructive model may have a 
reduced material model when considering the characteristics of the STC in 
comparison with the semi-destructive model , as in such a model no 
material flow or loss through vaporisation is believed to occur. 
Furthermore, as the semi-destructive model does not experience any 
change phase there is no requirement for high temperature resistive 
models that may be a requirement of a destructive system, nor is there the 
requirement to account for the latent energy absorption in the system. 
Detailed below in Figure 6.11 and 6.12 are the material models used for 
both the semi-destructive and destructive systems. It will be appreciated at 
this stage that due to the time constraints within the project, simplifications 
were required where appropriate. However the models used act as a guide 
to future more complex models that may be implemented. 
6.3.3.1 Semi-Destructive Material Model 
Accurate and appropriate material models are fundamental to any 
analysis. The present material library developed at Loughborough for 
semi-destructive environments is given in Appendix F. Properties for air 
and copper are given, although due to the insignificant influence of the 
variation in air properties with temperature these will be considered to 
remain constant. On the other hand the variation in electrical resistivity 
(OIm) , thermal conductivity (W/(m-K)), density (kg/m3) and specific heat 
(J/(kg-K)) are all given for copper. Although the models include data that 
occurs through a phase change, this data is not used in a simulation, as 
the STC in question does not exceed the melting temperature range. 
Furthermore the variation in enthalpy is not used in this model. Thermal 
expansion is also considered to be negligible during the time of the 
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simulation. Figure 6.11 shows graphically the material models using the 
units given above, as they are given in data format in Appendix F. 
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Figure 6.11 Material properties used over temperature in Kelvins (a) resistivity, (Q/m) 
(Matula, 1979), (b) thermal conductivity, W/(m-K) (Ho et ai, 1972, Simon et ai, 1992) (c) 
density, (kg/m") (Simon et ai, 1992, Hahn, 1970) (d) specific heat , (J/(kg-K» (White and 
Col/oeolt, 1984) 
Due to the lack of data available for use with pulsed load experiments, a 
bilinear kinematic hardening model was assumed and the data was 
iteratively adopted with a Young's modulus of 1.1 E11 N/m2 , and with a 
concurrent limit of proportionality and elastic limit approximately between 
1.1SE8 N/m2 and D.SSE8 N/m2 depending upon temperature (Ledbetter 
and Naimon, 1974). In each case a tangent modulus of zero was 
introduced after the yield point, thus giving the material an elastic-perfectly 
plastic characteristic (Le. a tangent modulus of zero after yielding). This 
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simplified relationship is shown in Figure 6.12 below over the range of 
temperatures indicated. 
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Figure 6.12 Bilinear kinematic hardening Stress (N/m2) v Strain (%) 
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The material was also considered to be incompressible, and have a 
Poisson's ratio of 0.49 (0.5 was not used as it invalidates the governing 
equations). As an approximation, dampening in the system was neglected. 
The full material library used for semi-destructive STC analysis is given in 
Appendix F. Material models for both copper and air are represented here. 
6.3.3.2 Destructive Material Model 
Due to the magnitude and rate at which energy is deposited during the 
production of ultrahigh magnetic fields, a far more complex physical 
phenomenon exists in a destructive STC experiment than in a semi 
destructive arrangement. As the coils are exposed to much larger energies 
it is probable that melting and possibly vaporisation will occur. While the 
present model can adopt considerations of latent energies, other effects 
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such as the structural phase changes are an important limitation. 
Furthermore the Equation of State for materials exposed to destructive 
extremes are difficult to ascertain, and extremely complex to implement. 
As discussed in Chapter 2, it is probable that destructive STC devices will 
experience shockwave formation within the material , leading to non-linear 
diffusion characteristics. As in previous modelling methods (Muira and 
Nakao, 1990, Novae et a/ [1J, 2004), it has been considered appropriate to 
make certain assumptions and simplifications when modelling such 
systems with a focus on peak field prediction. These assumptions for the 
current destructive model are given below. 
The STC itself is assumed to be incompressible. Furthermore it is 
assumed that in the time scale over which an experiment takes place no 
significant thermal expansion occurs. In a similar manner, the density, 
thermal conductivity and specific heat are assumed to remain constant, 
with a value taken from standard temperature and pressure data at 
approximately 300 Kelvin. The structural phase change that would be 
possible is not implemented here, with the structural model maintained 
from the semi-destructive analysis. Under high forces and temperatures 
the model will act in a perfectly plastic manner. The electrical resistivity is 
however included as a function of temperature, with the extreme region 
being implemented from the SESAME database (see Chapter 2) which 
allows for both current migration and energy absorption. This variation in 
resistivity for copper over this further temperature range is shown in Figure 
6.13. 
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Figure 6.13 Electrical resistivity used over temperature in Kelvins, (Q/m) 
It is interesting to note that beyond a certain temperature the electrical 
resistivity begins to reduce as the metal releases more mobile electrons. 
Equally the enthalpy of the system is given as a function of temperature in 
Equation. 6.9. The variation in enthalpy of copper is shown graphically in 
Figure 6.14: 
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Figure 6.14 Enthalpy function used (Klm") 
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The latent heat of fusion and vaporisation are 20Se K1m3 and 4796E3 
K1m3 respectively in this model. The ADPL used to generate the material 
model implemented in this destructive simulations is given in Appendix G 
and as above properties for both copper (material 1) and air (material 2) 
being given. 
6.3.4 Establishing boundary conditions, loads, and solution options 
For an accurate solution, suitable boundary conditions, loads and solution 
options must be set. Infinite boundary surface flags are set on the outer 
edges of the far field as well as symmetry with the EMAG environment. 
Similar symmetry constraints are applied to both the thermal and structural 
environments. 
In relation to the semi-destructive environment, the initial circuit 
parameters are represented within the EMAG environment. However in 
order to accommodate the variation in parameters, adjustments are made 
at a time of 5 IJs and again after 8 IJs. This allows for the increase in 
resistance and inductance inherent in the transmission system due to 
heating and movement. 
Surface flags highlight areas of convection between the coil and the 
surrounding air, however radiation losses are not considered. The 
simulation is run over a suitable period in order to evaluate the peak field 
produced, as well as evaluating the deformation of the coil in the semi-
destructive environment. Loads between different physics environments 
are passed directly from results files to databases in each individual time 
iteration as highlighted in Figure 6.4. 
6.4 Results 
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Detailed below are some of the best results achieved during this particular 
program of research. Due to the limited time scale only a selected number 
of results are highlighted from both semi-destructive and destructive STC 
models, it is however the intention that these results should act as an 
indicator to potential future work. 
6.4.1 Semi destructive simulation results 
6.4.1.1 Discharge current 
The 20 predicted initial discharge current that passes through the FEA 
STC model is given in Figure 6.15(a) and is comparing with the results 
given in Chapter 5. 
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Figure 6.15 Discharge current Comparison with results 
- Discharge current - 20 Simulted current 
As can be seen, the simulated discharge current reaches a peak of 1.05 
MA compared to an actual current of 1.09 MA in a simi lar time, which is an 
agreement of better than 5%. As can also be seen from Figure 6.15(a), it 
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is apparent that a slight phase shift is appearing between the actual and 
simulated currents, due to the time variation of impedance within the real 
system which is difficult to quantify within the 20 simulated environment. 
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Figure 6.16 Simulated Discharge current over 150 IlS 
Figure 6.16 simulates the discharge current over a much larger period of 
150 iJs and serves to show the abil ity to model the decaying underdamped 
oscillation of the current in the coil. 
6.4.1.2 Central fI ux density 
The 20 predicted central flux density predicted by the FEA STC model is 
given in Figure 6.17, where it is compared with the experimental results 
shown earlier in Chapter 5. Figure 6.18 shows the simulated flux density 
over a period of 150 iJs. 
The peak magnetic flux density is predicted as just under 25 T whi le the 
experimental value is 26.4 T, with this 5% error also being evident in the 
prediction of the phase of the first peak. As is clear from Figure 6.17 the 
magnitude and phase of the flux density in the second reverse peak is not 
as accurately predicted, due in part no doubt to the currents simulated in 
Figure 6.15. It is also believed that the increase magnitude and phase shift 
are associated with the dynamic approximations made for a cylindrical 
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model. This peak flux density is 16% higher than the experimental , 
although the time in which it occurs is stili accurate to within 5%. 
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In a similar manner to Figure 6.16, Figure 6.18 simulates the 20 magnetic 
flux density produced over a period of 150 I-lS, and acts to serve as an 
indicator to the possibil ity longer simulations. 
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In contrast to Figure 6.17, Figure 6.19 details the simulated peak flux 
density using the 3D STC model detailed above. As can be seen, the peak 
field agrees to within a few percent, and it is possible that this agreement 
is therefore within the experimental error of the set-up. The 3D model 
would also appear to be more representative of the system up until the 
point just after the peak field , as the notable phase shift is less apparent. 
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Figure 6.19 3D Magnetic flux density comparison with results 
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6.4.1.3 Peak temperature 
I 
I 
I 
I 
6 
As discussed in the previous chapter the temperature of the STC is a 
variable that as yet has to be measured. It is difficult therefore to assess 
the veracity of any simulated thermal results at this stage. However the 
following results show the 20 simulated temperature. 
Reviewing the coil and air in Figure 6.6 it is probable that, while the current 
migrates through the coil , the temperature stays as a maximum at the top 
most inner edge - the initial location of the current. Figure 6.20 shows the 
variation in the 20 simulated temperature over 150 IJs at this point, as well 
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as the temperature at the mid point and inside the central region of the 
coil , on the inner-side half way down the height. 
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As can be seen, the temperature initially begins to climb dramatically up to 
a peak of approximately 1300 K, well within the melting point of copper. 
Oscillations in the temperature correspond to the oscillatory nature of the 
current circulating in the coil and producing Joule heating. As can be seen 
the rate of rise in temperature appears to decline to zero and then begins 
to drop after approximately 75 I-Is, as the heating energy in the coil 
becomes less that the conduction to the remaining coil and the 
surrounding air. 
6_4_1_4 Coil Deformation 
As discussed, simulation of the deformation of the semi-destructive coil 
can be used as a modell ing tool in such processes as metal forming. It is 
appropriate therefore that the full 3D model is used when evaluating the 
deformation that is experienced. Figure 6.21 below shows the test 
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specimens used in the work of the previous chapter and their predicted 
displacement 150 ~s after the start of the capacitor bank discharge. 
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Figure 6.21 . Deformed semi-destructive STC (a) recovered test piece 
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The measured and predicted final forms of the STC are compared in 
Figure 6.21 (b), with the photograph of Figure 6.21 (a) shows the flanged 
shape of the STC recovered after the experiment for which the magnetic 
field history is recorded in Figure 6.18. As is apparent from the results of 
the simulation that suitable boundary conditions have been applied such 
that the nose portion of the coil remains stationary during the experiment, 
and it is the intention that this restricted movement mimics the act of this 
nose portion being clamped in position. 
Due to magnetic diffusion generating a current distribution with peaks 
located at the outer edge of the STC, the combined electromagnetic stress 
and thermal effects have caused the material to become plastic and to 
deform outwardly, mainly at these edges. Figure 6.21 (b) is a simulation of 
the final shape of the deformed STC coil 150 ~s after the beginning of the 
experiment, and this clearly corresponds extremely well with the actual 
shape of the recovered STC. Measurements show that the actual central 
inner radius of 11 A mm is simulated as 11 .1 mm. As discussed in the 
previous chapter the measured radius and axial length at the point 
highlighted in Figure 6.21(a) are respectively 17.1 mm and 34 mm, which 
again compare well with corresponding measurements from the simulation 
of 17.2 mm and 32.8 mm. All other measurements of the actual geometric 
translations agree with those simulated to within the same degree of 
accuracy. 
The deformation is most pronounced diametrically opposite the gap where 
the current enters and leaves the STC, and Figure 6.22 shows 3D 
predictions of the displacement and associated velocity of the radius and 
axial length at this point Predictions shows that the edge of the coil has 
come to a complete rest about 150 ~s from the start of the current 
discharge, and this can be taken as indicative of the coil as a whole. 
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It can also been seen from Figure 6.22 that when the peak field occurs 
after 3.8 lls (see Figure 6.12) the outer rim has already expanded by 
almost 0.1 mm and is travelling at a speed of 100 m/so The dimensions of 
the STC are therefore changing very rapidly. 
The introduction of a 3D model allows the induced stress distribution within 
the STC to be observed and potentially allows for the possibility of any 
structural weaknesses to be highlighted. Figure 6.21(c) presents a Von 
Mises stress plot when the coil has finally come to rest. However, as 
discussed above the structural model is based on several assumptions 
that will not be accurate in the real specimen and it is likely that these 
approximations will affect the veracity of this computed data. However the 
information is given here to indicate the potential for future work. 
Figure 6.23 presents spatial distributions after 150 IJs of the temperature, 
Joule heating and current density throughout the STC, with the highest 
temperatures around the inner side of the flanges and where the 
transmission line meets the coil. The results in this Figure highlight the 
breadth and depth of information that is available, by pinpointing the 
magnitude and location of such quantities from the simulation. 
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Figure 6.23: 3D FEA spatial distribution within semi-destructive STC 
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6.4.2 Destructive simulation results 
In a similar manner to that discussed above, the results below are those 
achieved within the limited time constraints. Results are given where 
available, and act as an indication of the potential applicability of the code 
at this stage for destructive simulations, and it is clear that further work will 
be required to evaluate the veracity of further design simulations 
6.4.2.1 Design A 
6.4.2.1.1 Discharge current 
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The 20 predicted discharge current of Design A is shown in Figure 6.24. 
The simulated current is compared with the experimental current up to 2.4 
j.Js, some time after the peak has occurred. 
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The simulated current reaches a peak of 912 kA in a time of 1.42 j.Js, while 
the experimental data suggest that the peak of 901 kA occurs after 1.35 j.Js. 
The agreement in peak current is within 2%, and the accuracy in rise time 
is within 5%. It will be noted that the profile of the discharge current begins 
to deviate from that simulated after the peak, probably due to various 
unexpected system properties due to the high energies involved. 
As discussed in Chapter 2, current migration through the coil as the 
discharge continues is believed to play a role in the peak field that is 
ultimately produced. Figure 6.25 presents the current density in the cross 
section of the 20 model after 0.25 I-ls and at the time of peak current, 1.42 
I-ls. 
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Figure 6.25 Current density in the coil at (a) 0 .25 I.lS (b) 1.42 I.ls. 
As can be seen in Figure 6.20, the current initially occupies the inner most 
upper surface of the coil , as would be expected. The analysis allows the 
user to observe migration of the current over the cross-section of the coil 
during the discharge. As can be seen from the Figure, the movement of 
the coil is also indicated. 
6.4.2.1.2 Central flux density 
As discussed in Chapter 5, the experimental magnetic flux density 
recorded by a Faraday rotation method is the integral over the magnetic 
f ield experienced over the axial length of the crystal , in this instance 5 mm. 
Therefore in order to extrapolate this field from the analytical result, it is 
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essential to mesh the relevant axis with suitable nodes such that the field 
can be integrated from the results. 
Thus it is possible that the integral of the simulated flux is evaluated and 
compared with the experimental data. Due to the symmetry of the coil , this 
simulated signal is taken from the axial integration over 2.5 mm of the coil 
length as only the upper half of the coil is modelled - see Figure 6.5. This 
is achieved using the following expression: 
1 n=nodn 
F"luxDensily = -- 'f.cNodeFlux ), 
nodes . =1 
Eq. 6.10 
where 'nodes' are the number of nodes along the axis, represented along 
a length of 2.5 mm from the centre, and (NodeFlux); is the simulated flux at 
each node along this line. 
Figure 6.26 compares this simulated integral with the 20 experimentally 
extracted signal from Figure 5.10 in Chapter 5. 
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1.2 1A 
The average peak magnetic flux density is simulated to reach 141 T in a 
time of approximately 1.15 iJs. This compares well with the experimental 
data, suggesting that the average axial flux density peaks at 140 T in a 
slightly longer period of 1 .2 iJs. Both the magnitude and the rise time of the 
peak field production have been simulated to within 4.2%. As any 
movement of the coil affects the central flux passing through the crystal , 
these results suggest that the coils displacement and current migration 
have both been acceptably simulated. 
The analysis used above was also used to evaluate the potential for flux 
density prediction using a full 3D model. Figure 6.27 shows a comparison 
of the experimental results with the simulated flux density. 
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As can be seen from Figure 6.27, the 3D model predicts that the average 
peak flux density produced in the crystal reaches 129.5 T, at the same 
time as the experimental data. In this case, the accuracy of prediction is 
within 7%. Due to the apparent accuracy of the 20 simulation , it can only 
be assumed that the 3D model is less beneficial in the current model in 
assessing the peak flux density along the whole of the STC axis. This 
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however does not negate the benefit of this model , as the accuracy is 
within an acceptable limit. Thus it is possible to assess further aspects of 
the experiment that are only available in a 3D analysis, such as 
investigations of alternative geometric configurations. 
In a manner similar to the simulated images of Figure 6.18, the 2D cross-
section of the special distribution of flux density is shown in Figure 6.28 
after 0.025 ~s while the highest axial flux is achieved after 1.15 iJs . 
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Figure 6.28 20 Spatial magnetic flux density in Teslas (a) 0.025 IlS (b) 1.15 IlS 
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It is apparent that the simulated peak flux density shown in Figure 6.28 is 
higher than the peak indicated in Figure 6.25, is due to the fact that the 
flux density given in Figure 6.25 is the integral of the signal on the central 
axis. In the simulation the central peak reaches over 162 T in 1.2 fJs . 
It is important to note that visually the displacement of the coil could be 
regarded as minimal. However, this displacement, along with the current 
migration, is a fundamental prerequisite to predict accurately the flux 
density of any destructive STC system. Figure 6.29 compares 
experimental axial flux density data with predictions from a model that 
does not include these factors. The error in peak field prediction and the 
rise time is quite considerable, at 13% and 23 % respectively. 
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It is interesting to note from Figure 6.29 that the analysis would indicate 
that movement of the coil would appear to be the main factor affecting the 
most efficient production peak flux density. Figure 6.29 would appear to 
suggest that if the movement of a coil is substantially limited, for example 
by inertial effects due to a large mass, the peak field produced may be 
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larger. While this characteristic may be known to research establishments 
investigating STC experiments, the author is currently unaware of any 
publications to date which indicate this attribute. Indeed this teaching leads 
away from that disclosed by Forster and Martin (1967) 
6.4.2.1.3 Peak temperature 
In a similar manner to that detailed above the temperature of the coil can 
also be simulated during the discharge. However approximations with 
regard to the density and specific heat mean that this value is not exact, 
although it can be used as a good indicator of the thermal effects within 
the coil itself. It is also difficult to assess the accuracy of the temperature 
model , as it is difficult to assess empirically the temperature of the coil 
during experimentation. At this stage, the results merely indicate the 
potential for further analysis and investigation to assess the accuracy. 
Figure 6.30 shows a 20 axially expanded image of the spatial temperature 
distribution simulated within the coil at the time of peak field 
294. 1 2 ~ IlS5 . 3!1 4 1417 1'J78 2539 
574.759 1136 1697 2259 2820 
Figure 6.30 2D Spatial temperature distribution after 1.15 flS 
As can been seen Figure 6.30 suggests that the areas initially supporting 
the largest current density, namely the inner edges, have the largest rise in 
temperature. Figure 6.31 below shows the variation in temperature at the 
inner edge at the top of the coil. 
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Figure 6_31 Temperature variation with time 
It will be seen that there is an initial increase in temperature until the pOint 
at which this inner material would vaporise, after which the temperature 
remains almost constant as latent energy is absorbed_ 
6.4.2.1.4 Coil Deformation 
As is evident from Figure 6_29 that the coil deformation and current 
migration both play an influential role in the overall production of peak 
field , with the deformation perhaps being the more influential. It is true that 
when these two factors are neglected the prediction of the field produced 
increases_ Using the simplified structural model detailed above, the 
deformation can be approximated to perhaps act as an indicator for future 
designs attempting to increase the efficiency of the STC system_ Figure 
6_32 indicates the 2D deformation that occurs up to the point when the 
peak axial magnetic flux density is produced_ 
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Figure 6.32 2D Displacement vector sum at 1.15 ~s after beginning of discharge , meters 
It is apparent from Figure 6.32 that the inner top edges of the coil deforms 
the most over the period up to the point of maximum axial flux density. 
6.4.2.2. Design B 
6.4.2.2.1 Flux Density 
The measurement of the flux density produced in Design B differs from 
that of Design A, in as much as it is the flux produced at the absolute 
centre of the height axis of the coil that is recorded, as opposed to the 
average magnetic flux density produced along the entire axis of the 
Faraday crystal. 
Figure 6.33 compares the measured and predicted 3D time variation of the 
flux density at the central point of the axis of coil. 
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Figure 6.33: 3D Axial magnetic flux density of Design B 
-- experimental 3D FEA prediction 
As can be seen the 3D code shows that the maximum flux density and the 
time at which it occurs are predicted to within 2% of the experimental data, 
which is close to the experimental error introduced by the probe, In this 
instance the 3D model is able to predict accurately the central flux density 
produced, 
6.4.2.2.2 Coil Deformation 
As discussed above, analysis of the deformation of destructive 
experiments are limited to within a reasonable timeframe, i.e. up until the 
structural integrity of the coil begins to breakdown, 
The X-ray pictures in Figure 6,34 show the X-rays given in the previous 
chapter for a coil similar to that producing the flux density given in Figure 
6.33, and compares these with overlapping images of a 3D simulation of 
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this experiment. As discussed in Chapter 5, it is evident that due to the 
magnetic pressure generated the coil has started to expand radially. 
However the expansion is not homogenous, with the area highlighted by 
the arrow 'A' in Figure 6.34(a) travelling furthest in this time. Also obvious 
from the figure is a widening of the gap in the coil at the connection to the 
transmission system and some necking of the coil in the lower left section 
after 820 ns, probably due to initial inhomogeneity in the cross section of 
the coil. 
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Figure 6.34. X-ray dynamics Design B (a) images at 0 ns and 820 ns (b) corresponding 
predicted shapes - scale indicates vector displacement in meters 
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In Figure 6.34(b), predicted end views of the coil are superimposed on the 
experimental recordings, and the correlation is again acceptable. The 
darkened line around the top of the FEA coil after 820 ns is due to the 
radial expansion at the centre of the coil being slightly greater than it is at 
the end, something that to be fully observed normally requires two X-ray 
pictures taken at a right angle. Necking is not apparent in this figure, due 
to the initially uniform cross section . The author is not aware of any 
published literature which indicates such deformation. 
Figure 6.35 shows the predicted radial and axial length dynamics of the 
coil at the point highlighted by the arrow 'A' in Figure 6.34(a). At the time of 
the peak field the outer edges have translated almost 0.34 mm radially, 
reaching speeds in excess of 1500 m/so 
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There are clearly limitations in predictions for the destructive experiment, 
when large thermal and structural instabilities (shock waves, phase 
transitions) become significant after a certain time. The X-ray image 
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obtained 1200 ns from the start of the discharge in Figure 5.14 highlights 
the explosive petalling effect that is certainly beyond the capabilities of the 
current 3D model. However, this occurs at a time far beyond that at which 
the peak field is produced (see Figure 6.33). 
6.5. Conclusions 
It has been demonstrated that accurate modelling of metallic structures 
(such as a STC) under heavy transient electromagnetic loading is possible 
using FEA. In particular, it has been shown that limitations introduced by 
the present filamentary model have the potential to be overcome with the 
use of a 3D elastic-plastic modelling environment, essential in a number of 
further applications. 
A major benefit from FEA modelling is the wealth of information that then 
becomes available. Electromagnetic, thermal and structural data can all be 
deduced at any given point in time without the dimensional simplifications 
common in other simplified filamentary. The ability to work in three 
dimensions allows for quick problem isolation and system innovation, as 
well as providing a deeper understanding of the system as a whole. 
It is clear however that significant limitations still exist when considering 
such pulsed magnetic fields. There is a need for more accurate material 
data for use in high power systems. At present certain data is perhaps 
unreliable which can considerably influence the theoretical predictions and 
this is an area for future development outside the scope of the present 
work. 
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7. 0-PINCH ELECTROMAGNETICALLY DRIVEN FLUX 
COMPRESSION 
Chapter 2 focused attention on several methods of producing magnetic 
fields, and concluded that only destructive pulsed magnetic fields can 
produce ultrahigh magnetic fields (> 100 T). In Chapter 5 ultrahigh 
magnetic fields were produced by means of an STC configuration and 
were shown to have an extremely high "efficacy" compared with other 
published results. By employing similar laboratory equipment and making 
several modifications to the arrangement shown in Figure 5.2, it is possible 
to construct a 0-Pinch EMFC system, hereafter known as an EMFC 
system. Such a system allows for the investigation of the alternative and 
perhaps more effective method of ultrahigh field production. 
This chapter details work performed at Loughborough to investigate a 0-
Pinch EMFC system and to consider potential enhancements by analysing 
the geometric configuration of the liner etc, as well as investigating further 
enhancements such as cascades (detailed in Chapter 2). In particular this 
Chapter details a series of experiments specifically designed to investigate 
EMFC systems. The first of these investigated the effectiveness of the 
Cnare effect EMFC using similar apparatus to that described in previous 
chapters. 
7.1 Cnare Effect 
As discussed in Chapter 2, the Cnare effect is the production of a peak 
magnetic field in an electromagnetically driven system without the 
requirement for an initial "seed field". The experimental configuration of 
such a system is not dissimilar to that described in previous chapters, 
detailing with experimental STCs arrangements. In fact, only relatively 
minor modifications need to be implemented to establish a suitable 
arrangement. Since in a Cnare system there is no need to provide a seed 
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field , the experimental equipment is also further simplified over other 
EMFC systems that requiring such a facility. 
The main difference between the arrangement of the STC experiments, 
described in Chapter 5 and a Cnare EMFC system is the load itself. Figure 
7.1 below shows a EMFC system arranged to produce a peak magnetic 
field. 
s 
Figure 7.1 EMFC using the Cnare effect 
to 
oscilloscope 
By comparing Figure 7.1 with Figures 2.2 and 5.1, it is apparent that the 
EMFC arrangement can be considered as an STC provided with a 'liner'. 
Along the central axis of the STC - hereafter termed the driving coil - and 
inside the liner there is a ceramic covering arranged to accommodate a 
probe, of the form described in section 4.2.1. The ceramic covering is 
intended to protect the probe during experimentation, and it is not an 
integral part of the system but is positioned so that the magnetic field 
produced can be recorded . 
Again, in a manner similar to that described earlier the switch S is closed 
to discharge the stored energy from a capacitor bank into the load. This 
establishes a magnetic field between the driving coil and the inner liner 
and as the magnetic field diffuses through the liner, inductive currents are 
produced. The magnitude of these is limited by the finite conductivity of the 
liner, and some of the magnetic field permeates the liner and establish an 
inner field. As suggested by the modelling techniques applied at 
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Loughborough (Novae et a/ [1]. 2004) the Lorenz forces established by the 
rising currents in the driving coil and the liner produce a force of repulsion 
between the liner and driving coil and as the liner is of considerably less 
structurally integrity than the driving coil , this causes a compression of the 
liner. As the distance between the liner and the driving coil increases, their 
mutual coupling is reduced. However at the same time the self inductance 
of the liner is increasing. Previous analytical work using filamentary 
analysis had suggested that at a certain moment during the implosion of 
the liner the current begins to reduce and eventually reverses when the 
liner is considered to be completely decoupled from the driving coil , as its 
current is produced as a result of a self voltage due to the central field 
being compressed as the liner implodes (see Chapter 2). In the final 
moments a large magnetic field is produced at the centre of the coil and 
this is known as the Cnare effect. 
The previous analytical work had predicted the efficiency of various 
geometric arrangements of driving coil and liner, the outcome of this work 
suggested a range of geometries suitable to the experimental capabilities 
at Loughborough. 
The work suggested liners with an inner radius ranging from approximately 
20 mm to 30 mm would produce the most efficient systems for the energy 
capabilities available. It also suggested that liners which had an axial 
length larger than that of the driving coil , deformed in a manner that 
allowed the central probes to survive for longer, and thus to record higher 
central magnetic fields (Novae et a/ [1J, 2004) 
Table 7.1 details three configurations tested experimentally using the 
arrangement of in Figure 7.1. The three designs are termed S, M, and L, 
correlating to Small, Medium and Large. 
157 
LINER DRIV I NG COIL 
Inner Wall Axial Approx. Inner ~a ll AX; a1 
Radiu s Thickness Lellgth "la ss Radius Th; cknes s Lellgth 
DESIGN ( mm) ( mm) ( mm) ( 9) ( mm) ( mm) (mm) 
5 20.0 0 .) 1>. 0 2.9 21. 6 1.6 16.) 
M 2 ).0 0. ) 20.0 4.6 26. ) 1.6 17 . 0 
L 31. 0 0 . ) 24.0 7.2 32.S 1.6 23 . 0 
Table 7.1 Cnare effect geometric arrangements 
In each experiment the driving coils are provided by single copper sheet in 
the same fashion as the STCs of previous chapters. In contrast, each of 
the liners had been manufactured from 6082 aluminium alloy (99.99% 
pure aluminium), since the geometric symmetry of each liner was 
paramount to a stable implosion. Copper liners, while conductively better, 
were more difficult to manufacture with a constant radius and wall 
thickness within the cost limitations of the project. The wall thickness of the 
aluminium liners could be maintained to a tolerance of less than 10 iJm. 
In contrast to the analytical predictions, it was also necessary to 
manufacture design S with a driving coil that had a larger axial length than 
that of the liner. This arose because that during experimentation it was 
discovered that the energy density in the slender neck of the driving coil 
caused excessive mass loss through vaporisation, resulting in a premature 
open circuit. 
7.1.1 Experimental Configuration 
In Cnare type arrangements the stored energy supplying the pulsed power 
system was obtained from a capacitor bank, see Figure 7.1. This 
comprised four 52.64 iJF capacitors, connected in parallel as shown in 
Figure 4.3, with each capacitor having an internal inductance of 7.2 nH, 
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and a resistance of 1.3mO. The capacitor bank had a rating of 30 kV, but 
for safety 25kV was rarely exceeded. This provided a total stored 
electrostatic energy of just over 65 kJ and all Cnare experiments were 
conducted using this level of energy. 
The charging and isolation equipment used previously again connected 
the capacitor bank to the transmission line. The line comprised parallel 
copper plates tapering at the connection point of the load and connected 
to this via a Titan Carp, Model 40302 rail gap closing switch. A schematic 
of the rail gap switch, and its accompanying equipment and load is given 
in Figure 7.2 
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Figure 7.2 Titan Corp, Model 40302 rail gap schematic 
As is shown Figure 7.2, the switch was always initially pressurised to a 
value that was based on the voltage of the system, with a pressure of 
approximately 22 Psi using a 7:1 mixture of Argon/Oxygen (see Figure 
4.10). Before and after experiments, the switch was flushed, so that this 
mixture was always accurate. 
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a Titan Corp 100kV Marx generator was used to initiate the switch. The 
Marx generator was connected to the rail gap via a high voltage cable and 
a series of capacitors, Cs that conditioned the voltage spike used to initiate 
the bank. Triggering the Marx generator could provide a 100 kV voltage 
pulse with less than 1 ns jitter on single shot triggering. 
The total resistance and impedance of the transmission system, including 
the switch and the tapered portion of the transmission plates were 35 nH 
+/- 1 nH and 2 mO. This was estimated by connecting a large load of 
known value to the transmission system, and discharging the capacitive 
energy into the load. The current discharge profile, observed by the dl/dt 
probe indicated in Figure 7.2, was then used to evaluate the impedance by 
using the analytical approach of section 4.1.3.2. Several discharges 
enabled the required values to be accurately established. 
The driving coil in each Cnare experiment was attached to the 
transmission line at the tapered position, and held in place mechanically. A 
thin film of aluminium between the driving coil and the transmission line 
improved the connection, and reduced the system resistance. At all times 
the transmission lines were retained in place by weights, usually building 
bricks to prevent the plates separating due to magnetic forces acting 
during a discharge. Mylar separated the plates, with sufficient protrusion 
provided to prevent flashover, as discussed previously. The neck of the 
driving coil was clamped, such that the feed gap was reduced, and the 
implosion geometry of the liner was improved. Three 50 IJm Mylar sheets 
filled the gap in the driving coil , and isolated it from the liner. 
In early experimentation, and although best engineering care was taken to 
prevent such an occurrence, it was found that shockwaves developed 
during the implosions caused an early failure of the flux density probes at 
the centre of the load. In order to eradicate these shockwaves, the liner 
was encased in a sealed chamber which was evacuated prior to 
discharge. Figure 7.3 shows a typical EMFC load. 
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,/" To Vacuum 
To Transmission 
Liner Chamber 
Liner 
..... ':"'---Driving Coil 
Figure 7.3 EMFC load 
As a useful indicator the ruler shown in Figure 7.3 is approximately 
160 mm in length. The liner chamber was constructed from a cylindrical 
plastic tube of approximately 0.9 mm thick, arranged such that it fitted 
neatly within the driving coil. The liner itself was lightly glued to the inner 
surface of the chamber. The thickness of the glue was negligible, and the 
gap between the driving coil and the liner was dictated by the thickness of 
the cylinder. Each end of the chamber was sealed with 2 mm of 
transparent polycarbonate with small hole at the central axis enabling a 
magnetic probe to be introduced. A further hole enabled a vacuum tube to 
be attached, and each aperture was sealed with epoxy resin. The vacuum 
tube was connected via a gauze filter to a vacuum pump, which was able 
to evacuate the chamber to approximately 10-2 torr (roughly 1.3 N/m2 ). A 
valve positioned on the vacuum tube isolated the chamber from the 
vacuum pump. This, and the gauze filter prevented the flow of debris, 
during or post experimentation, into the pump. 
As can be seen from in Figure 7.3, the connection to the transmission 
system to the coil was tapered, so that the energy density was increased 
only before entering the coil. Due to the experimental arrangement, it was 
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however necessary to provide a neck portion extending to the cylindrical 
portion of the driving coil. It can also be seen that the point of connection 
on the driving coil , which is used to connect to the transmission line, is 
suitably pol ished to provide a smooth surface, thus reducing the line 
resistance. 
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The experimental set-up used in all Cnare experiments is shown in Figure 
7.4. For clarity the external components required by the switch, as shown 
in Figure 7.2, and the vacuum pump are omitted from the Figure. 
As indicted the discharge current is recorded using an inductive probe. In 
a manner similar to that shown in Figure 5.2, attenuators and integrator 
are used to condition the signal entering the oscilloscope, with the signal 
attenuated via a 1:10 (20 dB), 1 GHz 2 W attenuator. The signal was 
integrated using the integrator shown in Appendix C. Similarly, the 
magnetic probe signal is also split, before being attenuated or integrated. 
All probes are connected to the oscilloscopes via 50 0 co-axial 
transmissions, with a short section of twisted wire to connecting the probe 
to the co-axial transmission. The transmissions were further encased in 
copper sheet approximately 0.5 mm thickness to shield against noise. 
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The magnetic field probes are positioned at the central axis of the liner 
chamber such that the turn of wire was at the centre of the axial length of 
the liner. They comprise one turn of 100 IJm diameter polyamide-insulted 
wire wrapped around a glass mandrel 0_8 or 1_0 mm diameter, retained in 
place by epoxy and shrink grip_ The glass mandrel was sealed within an 
oil-filed ceramic tube of outer diameter of 2.45 mm_ Calibration was 
performed by comparing the output for a magnetic flux density rising 
rapidly to more than 10 T in a single-turn coil with that given by a precisely 
manufactured multi-turn calibration coil of much greater diameter, as 
discussed previously_ Current was provided by a 17 kJ fast capacitor bank, 
and the calibration also confirmed the integrity of the probe under 
mechanical stress and voltage conditions approaching those experienced 
in the harsh environment of the experimental programme_ The overall 
calibration error is estimated to be less than 2%_ All probes also shared a 
common earth, at the capacitor bank_ All loops were eradicated to reduce 
the presence of spurious noise, although small errors could still occur with 
low levels of background noise on the dB/dt probes_ 
As in similar STC experiments, precautions were taken to provide a safe 
environment for the equipment, as well as for personnel. Due to the fact 
that the driving coil expands and explodes, 30 mm wooden sheeting, 
reinforced with 2 mm stainless steel was positioned around the load to 
protect the laboratory from debris_ 
As discussed in Chapter 4, prior to installing diagnostic equipment, tubes 
covered with cigarette paper were positioned in the location intended for 
such equipment After the experiment, if the shockwaves emanating from 
the exploding load had perforated the cigarette paper, the position was 
regarded as unsuitable to house equipment 
Again all charging, isolating, and firing control was conducted from outside 
the laboratory in the control room as shown in Figure 7.4. Prior to re-
entering the laboratory, the room was vented to remove metal vapour, in 
particular aluminium vapour, resulting from the destroyed liner. 
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7.1.2 Magnetic Field Production 
By using the arrangement detailed above, the designs of Table 7.1 were 
investigated and their magnetic field production recorded. Table 7.2 details 
the highest flux density recorded for each design. 
DE SIGN 
5 
L 
MAGNETI C FLUX 
DENSITY eT) 
.1 SO 
230 
.1 10 
APPR OX . MAXIMUM 
dB / dt (l08 T/ S) 
3. 0 
2 . S 
2 . S 
Table 7.2 Highest Magneti c Flux density produced 
As can be seen, design M appears to be most effective at producing a 
high flux density, design S is capable of producing the highest rate of 
change of flux density. This is a key aspect of any further high-voltage 
inductive systems, but is outside the scope of this present thesis. 
It is also possible to evaluate the efficacy of each system above by 
comparing the magnetic flux density produced to the energy initially stored 
as highlighted in Chapter 2. Figure 7.5 shows a set of data of the dB/dt 
and the integrated flux density recorded from design M, and Table 2.2 
shows the efficacy of such a system, in comparison with other published 
results. 
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Figure 7.5 Magnetic flux density recordings, Design M, (a) dB/dt (106 l is), (b) Flux density 
(T) 
From Figure 7.5 it is initially apparent that spurious noise in the first few 
microseconds causes a high frequency oscillation on the dB/dt signal, but 
this is eliminated when integrated. As the liner begins to collapse, it is 
clear that the time rate of change of magnetic field experienced by the 
probe begins to rise dramatically after approximately 8 ~s . After about 
11.5 ~s the probe has probably been destroyed, as the imploding liner 
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comes into contact with the outer casing of the probe. At this time the 
integrated signal reaches its maximum of approximately 230 T. 
The experiment detailed above is indicative of the best results of peak field 
production achieved. As mentioned earlier, it is possible to achieve higher 
magnetic field by the use of an initial seed field, and the use of an initial 
field was also investigated using design M. 
7.2 With seed field 
Most EMFC devices work on the principle of compressing an initially 
present field by some actuator, as detailed in Chapter 2. Such systems 
however require further experimental equipment over the Cnare effect 
systems that can complicate the elegance of these simpler systems. 
However it is possible to produce higher flux densities when comparing 
each system. A diagram of the field injection system used at 
Loughborough for injecting design M with a seed field is shown in Figure 
2.6, where Helmhollz coils are positioned either side of the driving coil , 
such that when they are energised they produce an almost constant 
central magnetic field 
When designing such systems, it is imperative to consider certain key 
requirements and at Loughborough there were geometric limitations due to 
the arrangement of the liner and driving coil load. Furthermore there were 
energy limitations and the initial field was limited to being supplied via a 
secondary 2400 ~F capacitor bank rated at 3.5 kV. This bank therefore 
could store and discharge an estimated 14.7 kJ of energy. A design 
requirement of the applied seed field is that the magnetic field produced is 
not too small, such that the system is not effective. Equally that it is not so 
large such that turn-around of the liner occurs, before the final implosion 
volume is reached. 
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In the present investigation the design of the initial field coils was 
optimised, using the filamentary analysis numerical program and 
confirmed using ANSYS®. The solution was a compromise between a 
greater wire diameter, giving an increased field strength, and the radial 
length of the initial field coils. Initial field coils with a large radial length 
dictated that the length of the nose from the transmission to the cylindrical 
portion of the driving coil would have to be increased, which in turn would 
increase both the main system inductance and the associated 
manufacturing difficulties. 
The eventual design used 3.1 mm overall diameter enamel insulated 
copper wire. The calculated inductance of each coil was 271 IlH with 
seven layers each having seven turns and wound on a plastic mandrel 80 
mm in diameter and cast in epoxy resin . With an axial distance between 
the coil centres of 75 mm, the total equivalent resistance and inductance 
of the initial field coil system were 176 mQ and 634 IlH and the maximum 
flux density that could be produced at the implosion centre was about 2.5 
T. Figure 7.6 below shows a typical flux density variation at the centre 
point between the initial field coils. 
o 0.5 1.5 2 
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Figure 7.6 Seed field central Magnetic Flux density 
4 
Although not considered here, it is interesting to note the lack of 
homogeneity of the seed field produced within the bore of the liner 
indicated by the analytical solution produced by ANSYS. Such lack of 
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homogeneity may indeed given rise to further non-uniformities in 
compression , and is an area for further investigation. 
To enable many tens of experiments to be withstood with minimum repair, 
and to provide protection from the electromagnetic influence of the liner 
during an experiment, each coil is encased in a two layers of 2 mm 
polycarbonate containing a 2 mm stainless steel electromagnetic shield 
(Muira et ai, 1975). The thickness of the electromagnetic shield was such 
as to allow injection of the initial field (when the skin depth in steel is 37 
mm calculated from the frequency in Figure 7.6) and to protect the coils 
during the implosion (when the skin depth is evaluated at approximately 1 
mm). The coils continued to function after several tens of shots which, 
together with results from analytical solutions, confirmed that the 
electromagnetic shield acted as required throughout the experimentation. 
A metallic structure is necessary to maintain the two coils at the required 
position during the initial field injection, when the peak attractive 
electromagnetic forces can reach 104 N between each coil , and also to 
limit the outward movement as the driving coil explodes. The complete 
arrangement can be seen in Figure 7.7. 
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Figure 7.7 Initial coils in situ 
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The two capacitor banks, together with the shields and the metallic 
structure are all connected to a local common ground of the experiment. 
From Figures 7.5 and 7.6 it is apparent that the time taken for the initial 
field to reach the maximum of 2.5 T is considerably longer than the time 
taken for an EMFC implosion to occur. As such it was a requirement that 
further experimental equipment was employed to control the timing of the 
system - as is further discussed below 
7.2.1 Experimental Configuration 
Figure 7.7 below is a schematic of the experimental set-up used when 
employing the initial field coils. For clarity, the functions dictated from the 
control room or the extra components of the rail gap switch are not shown. 
In reality, each charger isolation procedure, and the main fire command is 
controlled via the control room, in a similar fashion to that given above for 
the Cnare arrangement. 
As can be seen by comparing Figure 7.8 and Figure 7.4, the introduction 
of the initial field makes the experimental arrangement more complex. In 
this case both banks are initially charged and care must be taken to 
ensure that the banks reach their maximum charged value simultaneously, 
so as not to leave either bank fully charged for longer than is necessary. 
Before charging however, all supplementary equipment is isolated from 
the mains and placed upon battery power to protect it from spurious noise 
in the mains supply or power spikes produced by the experiment. 
Each bank is isolated prior to a command to a scissor switch, capable of 
transmitting currents up to 20 kA (as detailed in Figure 4.12) which was 
used to initiate the initial field system. This causes a discharge to the initial 
field coils, establishing the initial field (Figure 7.6). The current flowing in 
the initial field circuit was monitored by a simple current transformer (CT) 
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such that the signal from the CT produced a rising edge voltage which can 
in turn trigger a multiple delay pulsed generator. A rising edge trigger from 
the delay generator then initiates the trigger for the rail gap switch 
approximately 2 ms later; the current flowing in each circuit as well as the 
magnetic field produced is recorded as shown in Figure 7.8. After a 
predetermined time an output trigger could also activate other diagnostic 
equipment such as X-rays, IMACON camera etc. 
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Figure 7.8 System set-up with in~ial field coils 
At the same time it is possible to use imaging diagnostic equipment to 
analyse the compression of the liner. Such equipment could be accurately 
timed in the manner given above, to diagnose key characteristic of the 
liner as it compresses. Both high-speed camera imaging and X-ray 
imaging can be employed to observe the dynamics of the implosions. An 
overview of each system was given in Chapter 4; however for clarity 
Figure 7.9 shows in more detail the arrangements used. In order to aid the 
diagnostic techniques, the liner chamber walls were constructed from 
transparent polycarbonate as discussed previously, to allow both visible 
(IMACON) and invisible (X-Ray) radiation to permeate readily. 
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7.2.2 Magnetic Field Production 
Coil design M was investigated using the arrangement given in Figure 7.8. 
Table 7.3 and Figure 7.10 detail four typical experiments, using an initial 
field of approximately 2.45 T 
INITIAL MAGNETI C FLUX APPROX . MAXI~IUM 
DESI GN M FLUX DENSITY (T) DENSITY(T) ds / dt ( 10· T/S) 
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As can be seen flux densities in excess of 300 T were produced 
(experiment (iv)), although the time taken to reach these peaks were 
marginally longer than in the previous Cnare experiments (approximately 
0.2 - 0.4 IJs). Furthermore the time rate of change of flux density was less 
than that in Cnare experiments due primarily to the increase in field at the 
centre the liner where the difference between the fields across the 
thickness of the liner is greater than that in a Cnare system. As the liner 
begins to collapse, the compressed magnetic field induces a repelling 
action on this inward motion. As explained in Chapter 2, when this initial 
field exceeds a certain value, it is possible to obtain a turn-around effect. 
During these circumstances the liner rebounds at a certain implosion 
diameter. In an ideal experiment, the rebound diameter would equal the 
working volume diameter. This would allow the measurement means, or 
the actuating means, within this working volume to remain intact. It is li kely 
that in such a circumstance the peak field would be reached, followed by a 
gradual decay of the field. This would produce a long period of sustained 
magnetic field , well suited to solid state physics application. 
From Figure 7.10, it is apparent that the rise and subsequent dip in flux 
density occurs in experiments (iii ) and (iv), although it is not clear whether 
this characteristic is due to a partial turn-around effect, or is a separate 
phenomenon of the system, such as last minute current migration. The 
time rate of change of magnetic flux density of experiment (iv) is shown in 
Figure 7.11 . 
As can be seen from Figure 7.11 , the rate of change of magnetic flux 
density reaches a positive peak, then starts to decline until it eventually 
changes sense. This negative extrusion is in contrast to that seen in 
Figure 7.5, when no initial field exists. It is very probable that after 
approximately 12 IJS the sensor has failed, and the signal is spurious. The 
efficacy of experiment (iv) is detailed in Table 2.2. 
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7_2.3 Implosion Dynamics 
1 \( 14'~ 
As shown by Figure 7.11 , the dynamics of the implosion may be 
paramount to the effectiveness of the implosion itself. This has certainly 
been indicted previously as discussed in chapter 2. Therefore to assess 
the improvement to the system for the experiments given in Table 7.3, and 
perhaps to detail the turn-a-round effect it was possible to use the 
arrangement of Figure 7.9(a). 
Figure 7.12 details a concatenation of images taken from various 
experiments of design M using the IMACON 468 High-speed camera 
imaging of Figure 7.9(a). Although images are used from numerous 
experiments it is believed that the consistency of each is sufficiently good 
to create the above montage. Care was taken to position the vacuum tube 
connection (as is apparent in the lower left portion of each image) away 
from any region of interest, such as the feed gap. At a time of 0 tJs, back 
lighting illuminates the liner chamber. The central probe can clearly be 
seen, together with the connection to the vacuum tube. The outer 
boundary of the cylindrical image represents the initial radius of the liner. 
As the implosion progresses, it is evident that the liner begins to 
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compress. At an early stage however, it is clear that the feed gap appears 
to be influencing the compression geometry, where at 5.5 IJs an undulation 
has clearly formed on the right hand side of the image of the liner. 
10 115 10.5115 
12 .°115 12.5115 
Figure 7.12 High speed imaging 
If the liner is assumed to be compressing substantially uniformly across its 
axial height, the increase in thickness of the liner should be correspondent 
to the reduction in radius. However it is apparent from simple calculations 
of the mass that the images show that this is not the case. The secondary 
circular shadow that appears to be following the liner is unexplained, but is 
believed to be the glue that initially attached the liner to the inner side of 
the liner chamber. 
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In the final moments, plasma formation over-exposes the images, even on 
the lowest shutter speed of 10 ns. By establishing an alternative 
arrangement, and diffusing the lights further, it is possible to achieve 
images post-peak field. Figure 7.13 below shows such images obtained 
from a single experiment. 
The initial image in Figure 7.13 show the liner and drive coil at a time of 
peak field. Subsequent images show the plasma formation and matter 
ejection as the driving coils break down. This break down is post-peak 
field , and as such does not influence the experiment. Due to the effects of 
over-exposure, no quantitative information is believed to be obtained 
accurately by analysing the images of both Figure 7.12 and Figure 7.13. 
17 IJS 
27IJS 
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Figure 7.13 High-speed imaging post-peak field 
In order to circumvent issues regarding over exposure in the visible 
spectrum, the X-ray arrangement of Figure 7.9(b) was employed. While it 
is tnue that there would be the possibility of exposing the photographic 
paper from erroneous radiation developed in the final stages of the 
implosion, it was believed that the effect of this erroneous exposure effect 
would be minimal in comparison to the erroneous exposure developed 
when using the Imaging camera. As it was only possible to obtain two 
exposures, each of which had to be recoded on the same photographic 
paper, a montage taken from several experiments is given in Figure 7.14, 
again for design M. 
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Figure 7.14 X-Ray imaging 
Image processing was employed to separate the two images formed on 
one photographic sheet post experiment. To assist this, care was taken to 
space the timing of the images such that they did not interfere, as 
discussed in Chapter 4. In Figure 7.14 the central probe can clearly be 
seen, together with the attachment to the vacuum tube. Again in a manner 
similar to that of the IMACON images, as the liner compresses a portion of 
the liner is occluded during imaging by the vacuum pump connection. 
By comparing the images obtained via the IMACON camera and the X-ray 
imaging, it is apparent that a large portion of the information obtained by 
the camera is possibly erroneous. Simple calculations, based on the 
assumption of a uniform compression of the liner, show that the X-ray 
images are considerable more accurate in describing the compression , as 
the mass of the liner remains substantially to constant. It is believed that 
the extra mass shown in the IMACON images is due to mass ejection and 
vaporisation of the outer surface of the liner. 
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The geometric perturbation introduced by the feed gap is clearly initially 
small; it does however appear to become much more pronounced as the 
liner compresses in the final stages of the implosion. This repl icates 
previously observed phenomena, as highlighted in Figure 2.8. 
Interestingly, while the outer surface of the liner remains apparently stable, 
the inner surface exhibits 'finger' like perturbations, akin to those describes 
as magneto-Raleigh-Taylor perturbations (Knoepfe/, 1970). It is probably 
that the maximum flux density achievable is influenced by the existence of 
these irregularities. As the liner approaches the final flux volume, the 
shortest path for the current travelling in the liner will be displaced back 
into the liner, effectively reducing the peak field observed. 
From the X-ray images it can be calculated that the liner is travell ing at 
speeds in excess of 2.5 km/so 
In a manner similar to that above, X-ray images were also obtained of the 
arrangement post-peak field. Figure 7 .15 shows three such images, as 
well as complementary image enhanced versions. 
The second row of images in Figure 7.15 has been adjusted to enhance 
the contrast. The initial image taken at 0 ~s shows the driving coil as well 
as the liner chamber, with the associated probe and vacuum tube. The 
clamp is also detailed to the right of each image within the Figure. It is 
possible to observe the small feed gap, present at 0 ~s , and fine details on 
both the probe as well as the vacuum connection . 
The second pairing of images are taken at 27.2 ~s , well after the peak field 
has been produced. As can be seen, the driving coil has expanded 
outwardly. The liner chamber remains in position, probably by inertial 
effects, and the end caps of the liner chamber have been destroyed at the 
central portion. 
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Figure 7.15 High-speed imaging post-peak field 
At 48. 7 ~s after the beginning of the compression, the driving coil has 
expanded such that necking failure points are beginning to occur. 
Interestingly, it appears that there is evidence that the structure of the 
probe may have survived, and this is more apparent in the lower image. 
This may confirm the possibility of the turn-around effect having occurred. 
7.3 EMFC using an Insulator-Metallic Phase transition cascade. 
The image diagnostic shown in Figure 7.14 highlights the imperfect 
implosion geometry in the final stages of the EMFC experiment. As 
discussed in Chapter 2, it is believed that such geometries are inefficient 
when producing ultrahigh magnetic fields. The main drawback is that at 
some stage during the implosion, the current induced in the liner reverses 
and the corresponding electromagnetic force acting on the liner therefore 
changes in direction. At that time, the resulting decelerating force on the 
liner is however quite small, due to the increased separation of the coil and 
the liner. Nevertheless, the absence of a sufficiently strong imploding force 
triggers an uncontrolled growth of liner outer wall protuberances. This 
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feature was even more prominent in the presence of an initial magnetic 
field within the liner, or when a scaled-up geometry was tried and the 
implosion time was increased. Although studies indicate that an initial field 
injected differentially will reduce this effect (Novae et al [1], 2004), all 
experiments reported in the literature have nevertheless been performed 
with the initial field injected cumulatively i. e. in the same direction as that 
produced by the single-turn driving coil. Unfortunately, due to the energy 
limitation of the existing auxiliary bank, experimental validation of this has 
not yet been possible. 
The complete absence of imploding forces towards the end of the 
implosion is the main reason for the appearance of liner instabilities. This 
can be overcome in alternative embodiments (such as a Z-pinch 
arrangement) by the presence of a supplementary stabilising field , 
however it was not possible here. 
As an alternative to the provision of a stabilising field , the unwanted effects 
present during an implosion can be limited by a cascade of liners, which, 
when used in explosive experimentation has enabled the highest recorded 
flux density of 2800 T to be obtained (8ykov et ai, 2002). In a cascade 
implosion each collapsing liner collides with another cold and perfectly 
symmetric liner, either just as it is about to develop instabilities or as the 
inner surface is about to evaporate. Part of the kinetic energy is 
transferred to the cold liner, one that must be initially transparent to Z 
magnetic fields (to prevent the circulation of 8-currents), and the collision is 
required to change the state of the cold liner to a homogeneous metallic 
conductor. The previous technique that used an array of thin axially 
positioned wires embedded in epoxy resin appears not to be readily 
applicable in electromagnetic flux compression, due to a lack of any 
electromagnetic driving force in the final stage of implosion giving rise to 
rather different liner implosion dynamics. 
An elegant alternative approach in which the required change is produced 
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by using an insulator-metallic phase-transition material, such as aluminum 
powder, was thought more likely to be successful , and was further 
investigated. 
7.3.1 Experimental Configuration 
In normal conditions, the very pure (99.99 %) aluminum powder used in 
Loughborough experimentation (25 ~m particle diameter samples 
prepared with approximately 0.8 g/cm3 mass density) is a relatively good 
insulator. However as discussed in Chapter 2, under shock loading, the 
thin oxide coating on the particles that provides the electrical insulation is 
destroyed and the powder becomes compacted into a relatively good 
conductor (Nagayama, 1987, Goh, 2001, Novae et ai, 2001). 
Again as discussed in Chapter 2, details are available of the complex 
electromagnetic phenomena involved when the electrical conductivity is to 
be measured during the change of the powder from insulator to conductor, 
and the data obtained suggests an almost instantaneous transition 
mechanism (Gilev, 1994, Gilev and Mihailova, 1997). Although various 
hypotheses have been advanced, a basic understanding of this 
mechanism was not possible until the speed of the transition was 
continuously and reliably monitored. The results subsequently obtained 
clearly indicated that the mechanism responsible for destroying the 
insulating oxide coating is a fast, low pressure, elastic precursor moving 
ahead of the main high-pressure shock front (Goh, 2001, Novae et ai, 
2001). 
Based on the findings of the preliminary investigation, the mechanism of 
magnetic flux-compression inside a phase transition powder material can 
be viewed as a two-step process, and although this phenomenon was first 
described by Nagayama (1987) what follows contains a number of novel 
elements. 
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In the first step of the process the particle coating is destroyed by an 
elastic precursor wave that creates a medium of relatively high electrical 
conductivity. A proportion of the magnetic field is "captured" or "trapped" in 
the air spaces existing in the rarefied powder and under the action of the 
following main (higher pressure) shock wave, the powder is compacted 
and the magnetic field is "expelled". As a consequence of this, magnetic 
flux-compression resulting from a highly conductive "piston" (a metallic 
liner as in experiments reported by Bitchenkov, 1987) will be much more 
effective than that caused by a low conductivity piston (detonation 
products from an explosive charge as reported by Nagayama, 1987), 
explosively-driven magnetic, shock compressed porous metals etc) 
The conclusions reached during the shock loading experiments on the 
nature of the mechanism responsible for the phase transition also have 
very important consequences that relate to the design of powder cascade 
experiments to achieve magnetic flux compression. 
Firstly, it is obvious that in the absence of the elastic precursor the phase 
transition, if it still occurs, happens at a later time and is likely to be less 
efficient. Such conditions could probably only be obtained in vacuum, 
when no air is present to act as a transmission medium. The initial oxide 
layer is obviously present even in vacuum experiments. In order to 
investigate this, electromagnetic flux compression experiments were 
conducted with aluminium powder cascades under a low-pressure of 10.3 
Torr. The results clearly indicated an extremely low efficiency of the 
cascade, with the powder acting as a good insulator. The shock precursor 
in air appears therefore to be essential for the efficient operation of a 
powder cascade. Secondly, because of the strong attenuation in the 
elastic precursor wave noted during the measurements, it is expected that 
the thickness of the cascade will play an important role and that an 
optimum value is likely to exist. 
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Figure 7.16 Aluminium cascade, (a) empty, (b) full 
Electromagnetic flux compression experiments were therefore performed 
at atmospheric pressure. This simplified the arrangement given previously 
as there was no requirement for a vacuum pump, or its associated system. 
Each aluminium powder cascade surrounded a ceramic tube 2.45 mm 
outer diameter that, as usual, contained the magnetic sensor. As 
presented in Figure 7.16, the powder is contained in a cylindrical tube 
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made from transparent 25 ~m thick Mylar. 
Table 7.4 presents data for the different experimental arrangements. In 
two instances, design L was employed, since the benefits of such 
aluminium cascades were anticipated to be most pronounced in this 
design, due to the previously perceived instabilities that had been 
encountered. 
Powder cascade dimensions 
DESIGN Out~r Probe Thickness Ax i a l EXp. Emp l oyed o;ametel' Oi all1ete l' o f Al Length (Tab l e 9 .1) ( mm) (nIn) ( mll) Cllm) 
(i) L 20.00 2.4S 8.7S 2S.21 
( ii) L 10.00 2. 4 S 3.7S 2S.20 
Table 7.4 Aluminium cascade 
Figures 7.17 and 7.18 highlight the recorded flux densities of the 
experiments detailed in Table 7.4. Figure 7.17 shows that an adequate 
powder cascade will protect the central probe from damage caused by the 
imploding liner, throughout the complete magnetic cycle, an effect also 
evident in Figure 7.18. These results, a premiere in cylindrical magnetic 
flux-compression, could be of great importance for solid-state 
measurements in megagauss fields or other special applications, which 
have the potential to maintain a high flux density for a longer period of 
time, as well as showing a characteristic up sweep and associated down 
sweep. As the thickness of the cascade is reduced, as indicted in Table 
7.4, the fields obtained are usually higher, but the likelihood of the probe 
surviving the complete magnetic cycle is clearly reduced. Figure 7.18 
shows that an optimised liner-powder cascade working in air will produce 
much greater fields than a standard liner implosion in vacuum. As can be 
seen from Figure 7.18, by comparison with a previous experiment that 
produced lower fields in the order of 150 T the magnetic field now 
produced has the potential to reach in excess of 245 T. 
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Figure 7.18 Magnetic flux density of (ii) , with comparison of experiment without powder 
- Without powder - With powder 
However when these experiments were replicated with design M, it was 
found that less substantial results were achieved than with design L, and 
that only a small increase in peak field produced was produced. Figure 
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7.19 shows the flux density produced when using Design M with a powder 
cascade of 1.75 mm thickness and without a powder cascade. 
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Figure 7.19: Design M with and without cascade 
- Without Cascade - With Cascade 
The obvious similarity in generated fields is believed to be due to the 
powder cascade being primarily of benefit only when severe final liner 
perturbations are present. If the liner implosion is of high quality, the effect 
is much reduced, as can be observed when the peak fields in Figure 7.19 
are compared. 
As the X-ray pictures of Figure 7.20 clearly show, the powder cascade 
improves the implosion geometry in the final moments of the experiment. 
The X-ray images (a) and (b) correspond to the experiments of Figure 
7.18. This improvement occurs at exactly the moment the liner instabilities, 
in the absence of the cascade, would otherwise reach a critical stage, 
followed by liner breakdown (Figure 7.20(a)). 
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(a) 
(b) 
Figure 7.20 X-ray images corresponding to (a) without powder and (b) with powder shown 
in Figure 7.18 
The results obtained when using aluminium powder cascades show that it 
is possible to increase the flux density produced in systems that have 
inherent instabilities in the final stages of implosion. Such systems have 
potential in reproducible commercial tools, where ultrahigh magnetic fields 
are required, but costs in producing ideal liners are prohibitively expensive. 
Furthermore each system can be simplified, as there is no requirement for 
a vacuum. This may be of particular benefit in many future applications 
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where a device is moved from a laboratory experiment to a remote site, 
since it is able to operate without the requirements of an extremely vacant 
liner chamber. 
Each system produces a flux density profile producing high peak fields and 
stable implosions, providing very reproducible results. In addition, the 
powder cascade is able to preserve the sensor integrity well after the peak 
field is achieved, which could be important in various applications, 
particularly in solid-state physics experimentation. 
7.4 EMFC using an Insulator-Metallic Phase transition cascade, 
and implementing Copper liners 
As discussed above, while the use of an ideal copper liner was always 
preferred over an equivalent aluminium construction, the mechanical 
tolerances required were not achievable. Prel iminary experiments had 
shown that copper liners were less successful when considering EMFC 
implosion on the apparatus given above. Unfortunately, similar small size 
copper liners could not be economically manufactured with sufficiently 
precise tolerances to prevent the development of liner instabilities during 
an implosion, leading to a much lower flux density than anticipated. 
However, due to the success of the work achieved by using powder 
cascades, an investigation was made into the possibility of dramatically 
improved copper liner experiments by the use of an aluminium powder 
cascade. 
7.4.1 Experimental Configuration 
The identical experimental configuration was implemented in section 7.3.1, 
but with a copper as opposed to an aluminium liner being used. As 
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Exp 
No. 
1 
2 
3 
5 
observed, flux densities up to 300 T were consistently generated in 
previous work using aluminium liners. Manufacturing tolerances occurring 
on the nominally 50 mm inner diameter, 0.5 mm wall thickness of liners 
produced in-house were about 1 0 ~m , and X-rays of a number of these 
during the flux compression process indicated a stable implosion, but with 
some small instabilities appearing on the inner wall of the liner during the 
final stages (Figure 7.20(a)). Unfortunately, as discussed above, high 
quality copper liners having the same dimensions are extremely difficult to 
manufacture and are accordingly prohibitively expensive. 
Copper liners were therefore manufactured in-house with the nominal 
dimensions given in Table 7.5, careful measurements indicated that the 
tolerances were unfortunately much greater than those of the aluminium 
liners, and were up to 1 00 ~m in the wall thickness. The very disappointing 
peak flux densities of between 100 T and 220 T achieved with these liners 
during experiments similar to those in which aluminium liners were used 
are obviously a consequence of the serious lack of precision in their 
manufacture. Furthermore, X-ray pictures revealed extremely severe 
perturbations of the liner surface during all implosions. 
The geometric measurements of design M of Table 7.1 were employed to 
investigate the potential improvement in peak flux density production using 
copper liner. 
Liner Driving coil Aluminium Peak 
(copper) (copper) powder cascade flux densit 
inner wall height inner wall height outer thickness height (T) 
radius thickness radius thickness radius probe nr (mm) (mm) (mm) (mm) (mm) (mm (mm) (mm) (mm) 1 2 
25.00 0.50 20.03 26.25 1.6 16.2 - - - 220 216 
2508 0.45 19.99 26.53 1.6 16.3 3 1.725 23 160 100 
25.05 0.40 19.92 25.43 1.6 16.2 5 3.725 22 332 327 
25.05 0.40 19.97 26.30 1.6 16.2 5 3.725 22 365 348 
Table 7.5 Aluminium cascade with Copper liners 
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In each of the experiments recorded in Table 7.5, two magnetic pick-up 
probes were employed, as indicted in Chapter 4. In each case three-turn 
coils of 50 ~m polyamide insulated copper wire wound on a 1 mm 
diameter glass rod. One of the coils is positioned centrally on the liner axis 
and the other such that an axial separation of 1 mm exists between 
adjacent coil edges. 
7.4.2 Experimental Results 
Table 7.5 summarises the principal results of the copper liner experimental 
programme. Experiment 1 of Table 7.5 shows the best result obtained with 
a copper liner (no powder cascade). As can be seen the flux density 
produced does not compare well with the fields in excess of 300 T 
produced by an aluminium liner of similar design (Figure 7.10). Experiment 
2 of Table 7.5 was obtained while iterating an ideal cascade thickness. 
Experiments 3 and 5 are nominally identical EFC experiments uSing 
powder cascades, with what is believed to be the optimum thickness for 
the present arrangement. 
Figures 7.21 and 7.22 show the magnetic flux density produced by 
Experiments 3 and 5. As the measurement was obtained by using two 
probes, both the positive and the negative senses are shown to indicate 
the agreement up until peak field 
Figure 7.23 and 7.24 show X-ray images taken for the Experiment detailed 
in Figures 7.21 and 7.22. 
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Figure 7.21 Flux Density produced by Experiment 3 ofTable 7.5 
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Figure 7.22 Flux Density produced by Experiment 5 ofTable 7.5 
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Figure 7.23 X-ray pictures of Experiment 3 taken at 6.03 IJS and 7.14 IJS 
Figure 7.24 X-ray pictures of Experiment 3 taken at 5.6 IJS and 10.75 IJS 
As can be seen the flux densities produced are much higher than 
anticipated by the experiment without a powder cascade, and in particular 
when considering the implosion geometry given in the X-ray pictures. 
The most important outcome of this experimental research was that flux 
densities up to about 350 T can be produced, despite the X-ray pictures 
showing clear evidence that substantial perturbations always appear in the 
copper liner geometry. The distorted geometry emphasises that, without a 
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powder cascade, the compression efficiency is very poor, as is evidenced 
by the results in Table 7.5. 
The results in Figures 7.21 - 7.24 suggest that a two-step flux-
compression process is taking place, which has never been observed in 
previous EFC experiments. A first attempt to explain qualitatively this 
rather complex phenomenon was published by Novac [3] et ai , 2004 and is 
re-iterated here. Initially the flux-compression process is similar to that of a 
conventional EFC experiment, with the liner being compressed by 
electromagnetic forces. As seen from Figure 7.23 and 7.24, considerable 
perturbations from an ideal cylindrical shape progressively develop. When 
the liner begins to interact mechanically with the powder cascade it 
generates shock waves, initiating the change in phase from an insulator to 
a conducting state. Once a circular conductive region has been 
established, a circular current is induced in a direction opposite to that of 
the liner current, clearly changing the magnetic field polarity detected by 
the magnetic probes as evident in Figures 7.21 and 7.22. The current path 
probably travels together with the shock-driven inner conductive phase 
boundary through the aluminium powder towards the implosion centre, 
performing the second step of the flux-compression process. More flux-
compression is possibly provided later by the now conductive powder 
being compacted by the collapsing liner. During this last process, due to 
the highly mismatched shock impedances, shock-waves can travel a few 
times in powder backwards and forwards between the ceramic tube and 
the liner. Also during the period, when flux-compression is provided by the 
powder cascade, the magnetic field is no longer characterised by the usual 
exponential growth observed during conventional EFC experimentation. 
7.5 Conclusions 
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It has been successfully demonstrated that ultrahigh magnetic fields can 
be generated by electromagnetic flux compression using a fast capacitor 
bank, without the use of a powder cascade. Magnetic flux densities up to 
300 T and pulses with a rate of change in excess of 3x108 T s-1 have 
been produced with good repeatability, using about 60 kJ of energy from 
the main capacitor bank. The outcome of the work suggests that when a 
fast high current bank is available, it is advantageous to use 
electromagnetic flux compression, as an alternative to the single-turn coil 
technique, to push the magnetic field boundary well beyond 300 T without 
major investment. 
However it has been demonstrated that the use of an optimised aluminium 
powder cascade can greatly improve the results of an electromagnetic flux 
compression process in which significant liner instabilities are developed. 
Using this technique, flux densities of about 350 T have been generated, 
using a capacitor bank of similar energy. 
This technique has shown that such system may be constructed without 
the requirement for vacuum, or indeed good implosion geometry. This 
lends itself extremely well to the development of rapid manufacture, or 
remote systems, where the laboratory arrangements are limited. 
Interestingly, the new technique that showed for the first time in magnetic 
flux-compression in an imploding cylindrical geometry both a significant up 
and a down sweep of the field pulse. Such a system may have 
considerable implications in solid state physics, where the length of pulse 
duration in the ultrahigh region is useful. Further detailed it the possible 
capture of the turn around effect, believed to occur within such systems, 
having the potential to add to the knowledge and understanding of such 
pulsed ultrahigh magnetic field systems. 
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8. FEA MODELLING OF 0-PINCH 
ELECTROMAGNETICALLY DRIVEN FLUX COMPRESSION 
As discussed earlier, FEA model using ANSYS has been developed for 
the simulation and prediction of peak field production during STC 
experiments. The work detailed the assumptions made and the potential 
future possibilities. As part of the current program of work the potential for 
using a similar FEA model to predict the peak flux density produced in 
EMFC experiments was also investigated. Again this work was conducted 
under a strict time scale and acts only as a preliminary indictor to future 
potential work. 
During the course of the investigation preliminary results were obtained, 
however due to the massive deformation occurring in EMFC experiments, 
it was difficult to model such implosions using the current finite element 
approach. As the deformation during an implosion continues, it is clear that 
the accuracy of the model is reduced, and as such it has not yet been 
possible to develop an accurate finite element model in ANSYS for the 
current EMFC experiments. 
Furthermore the complex perturbations exhibited on the liner seen in 
Figure 7.20(a) have proved impossible to model using the current analysis. 
The phase change complications of the aluminium cascade certainly can 
also not be accurately represented using the current FEA tool. 
However in contrast, it has been possible process to develop a model that 
may assist in the production of the experimental arrangement used in such 
environment. In particular the auxiliary magnetic field coils, and the 
interaction with the driving coil/liner arrangement have all been accurately 
modelled using an FEA code. Appendix H details the 20 analytical code 
used to develop such a model. It is believed that further work on the model 
will assist in the future development of peripheral experimental equipment, 
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as well as enhancing material design and such interesting future work as 
seed field homogeneity within the liner immediately prior to implosion. 
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9. PUBLICATIONS PRODUCED DURING THE COURSE OF 
THIS RESEARCH 
Throughout the course of this research, there has been the opportunity to 
publish work in several recognised journals in the field, as well as present 
work at numerous international conferences. This work has been 
presented both in poster format and orally. 
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10. CONCLUSIONS 
It has been shown to be possible to produce pulsed ultrahigh magnetic 
fields using either the STC technique or a 8-pinch electromagnetically 
driven flux compression device. Flux densities of about 350 T have been 
generated, using a capacitor bank with an energy of approximately 70 kJ. 
The work described here has included an accurate finite element model , 
which may be implemented as an alternative solution to the widely used 
filamentary model when considering STCs under heavy electromagnetic 
loading. Furthermore, it has been shown that the limitations introduced by 
the current filamentary model may to be overcome by the use of a 3D 
elastic-plastic modelling environment, essential in a number of future 
applications. 
As explained, the work presented in this thesis was conducted under a 
limited licence agreement and as such it acts as an indicator to future 
development in this area. However, it is apparent that a major benefit from 
FEA modelling is the wealth of information that potentially becomes 
available. Electromagnetic, thermal and structural data can all be deduced 
at any given point in time without the dimensional simplifications common 
in other simplified filamentary models. The ability to work in three 
dimensions allows for quick problem isolation and system innovation, as 
well as providing a deeper understanding of the system as a whole. It is 
interesting to note that the structural movement of the coil in the simulation 
environment appears to play the most influential role in the flux density 
recorded along the axis of the coil. This knowledge, in conjunction with 
previous work may, lead to further improvements in future coil design. 
It is clear however that significant limitations still exist when considering 
ultrahigh pulsed magnetic fields in STCs. At this stage approximations 
have been considered with regards to structural data and there is a need 
for more accurate material data for use in high power systems. At present 
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certain data is perhaps unreliable, which can considerably influence the 
theoretical predictions, and this represents an area for future development 
outside the scope of this current work. Furthermore, the veracity of 
solution unknowns, such as temperature, is yet to be investigated, and this 
may influence other parameters. 
In addition to the aforementioned work, detailed experimental work has 
validly shown the success of alternative geometric configurations when 
using EMFC techniques. Furthermore, the significant instabilities that are 
present in such implosions have been demonstrated to be removed by 
means of a metallic insulator-conductor phase transition cascade, 
activated by the elastic precursor to a shockwave. 
This cascade technique has shown that systems may be constructed 
without the requirement for vacuum, or indeed good implosion geometry. 
This lends itself extremely well to the development of rapid manufacture, 
or remote systems, where elaborate laboratory facilities are limited. 
Interestingly the new technique has shown, for the first time in magnetic 
flux-compression in imploding cyl indrical geometry, both a significant up 
and a down sweep of the field pulse. Such a system may have 
considerable implications in solid state physics, where the length of the 
pulse duration in the ultrahigh region is useful. Further details of the 
possible capture of the turn around effect , believed to occur within such 
systems, has the potential to add to the knowledge and understanding of 
such pulsed ultrahigh magnetic field systems. 
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11. FUTURE WORK 
From the findings of this thesis a greater understanding of STC and EMFC 
techniques has emerged. The use of a finite element model to simulate the 
STC technique has shown to be fit for purpose within such high energy 
experiments. However it is the intention that the work presented should act 
as a precursor to future developments in this area. Below is detailed a list 
of future work in relation to both the STC and EMFC systems described in 
this thesis. 
• Further development of the STC finite element model including 
development and evaluation of an accurate material model , with the 
structural environment including effects from dampening and 
potential pressure effects within the STC, with a focus on predicting 
shockwave behaviour. 
• Experimental verification of further system variables, such as 
thermal transients and structural effects within STC systems. 
• Experimental investigation into STC system, whereby the coil 
geometry and/or the material is modified to limit movement, with a 
focus on optimum peak flux density production. 
• Expansion of finite element modelling to other of pulsed power 
systems, with a focus on assessing accuracy in modelling 
conditioning components. 
• Comparative evaluation of current finite element model with the 
existing filamentary model. 
• Investigation and development of an understanding of the influence 
of the spatial distribution of the seed field within the liner in EMFC 
experiments, with a focus on optimising the system. 
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• Modification of an EMFC system comprising cascade to a system 
which may be used outside of the laboratory, and test the 
effectiveness. 
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Appendix A 
APPENDIX A 
Implementing an analysis in batch mode 
214 
Appendix A 
By considering the following two-dimensional beamed (trussed ) structure, 
it is possible to evaluate the forces and stresses within the assembly. 
O. 2Sm 
F 
1. [2] L 
• X12 
J O.38m 
Figure A.1. Finite element direct method 
In Figure A.1 the cross-section of each beam is 320 mm2 (3.2*10"" m2) and 
the Young's Modulus (E) is 70 GPa. The force at node '3' is 500 N. The 
length of element [3] can be calculated as 0.455 mm, and angles 'a' and 
'b' as 33.340 and 56.560 respectively. The fundamental equation of this 
finite element solution is: 
Eq. A.1 
where [K) is the stiffness matrix, {u} the displacement vector, and {F} the 
applied load vector. This solution is considered to be "small deflection 
theory" or linear analysis. Small deflection theory assumes that the 
displacement calculated for the applied load can be extrapolated to any 
other value of load, and that the stiffness of the structure does not change 
for any value of applied load. This assumption for many situations is 
regarded as accurate. 
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Appendix A 
In the example of the loaded truss it is possible to implement the solution 
to this by using APOL, and compiling the program. Figure A.1 details the 
code used to generate the output file of the preprocessor. In the figure, 
each line is given a numerical reference, but this is used for clarity here, 
and is not replicated in the code to be compiled. 
1 
2 
3 , 
5 , 
7 , 
, I. 
11 
12 
13 
14 
15 
" 17 18 
" 2. 21 
22 
23 ,. 
25 
" 27 
" 
I Douglas Rankln 
I Loughborough Unlversity 
I 20 Direct. Method Ex.uple 
, TheslS lnciuSlcn June 2005 
/TITLE . 2-D DIRECT METHOD EXAMPLE 
1 ...... __ ...... -........ _____ ....... -............... _ ............ It-........ ...-
/PREP7 
ET . 1 , LINKl 
R, l . 1 . 2E-4 
HP. EX . 1. 70E9 
N. l , D, O.O 
N. 2. 0, O. 2S . 0 
N.3.0.JB.O.O 
TYPE . ! 
KAT . 1 
E. 1. 2 
E. 1. 3 
E, 3.2 
flU! 
! ENTERS THE PREPROCESSOR 
I SELECTS ELEMENT 1 A.S LInKl 
I SET REAL COtIST.\NT 1 , A.REA 
I DEFINES THE YOUNGS HOD 
J SETS UP nODES 
USE ELEMENT TYPE 1 
USE KATERUL 1 
BUILD ELEMENTS 8ETiEEN NODES 
I FIIfISH PREPROCESSING 
,- .................................. _........... . ............. _.-..... .......-... 
Figure A.l . APDL preprocessor 
From the code above it is clear in line 14 that the element selected for the 
analysis is an ANSYS developed element. 'LlNK1 ' is a 20 truss element 
that represents uniaxial tension or compression. Ux and Uy are the 
degrees of freedom available. There is no ability to considered bending in 
the element, but this is outwith the example given above. Consideration 
must be given to the sequential method in which the nodes and element 
are created to give the correct numbering sequence. 
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2B 
29 
30 
31 
32 
33 
34 
35 
3G 
J7 
38 
39 
. 0 
H 
., 
<3 
.. 
45 
.. 
., 
., 
'9 
50 
51 
52 
/sow 
ANTYPE .STAnc 
NSE1,S . . , 1 
D. Hl. . llI , O 
NSEL , S ••. 2 
D. ltLl. . UX . 0 
USEL. S .. , 3 
r , All . n . - SOo 
lllS£1. . All 
OUTPH . NSOL . 1 
OUTPR , ESOl . l 
EQ5LV . E"RONT 
SOLVE 
FItII 
Appendix A 
! ENTER TIlE SOLUTION 
I DEFINE A STATIC ANALYSIS 
! SELECT NODE 1 
I CONSTRU 11 UX AND UY TO 0 
! SELECT NODE 2 
I CONSTRAIN UX TO 0 
! SELECT NODE 3 
I APPLY OOVNV1RD FORCE ( SOO Il ) 
I SELECT EVERYTHING 
I PRINTOUT NODAL SOLUTIONS 
, PRINTOUT ElEKENT SOlTOIONS 
I SELECT FRONT Al SOL YER 
I SOLVE THE ANALYSIS 
I FItIISH In SOLUTI ON 
Figure A.2 . APDL solver 
Figure A.2 details the APDL that is used to establish the solver. This code 
follows sequentially on from the previous file and so the numbering is 
continued. As can be seen, the analysis type is set-up, along with the 
boundary conditions and loads. The solver is also programmed to print out 
the nodal solutions as well as the element solutions. Finally the Frontal 
solver is selected, and the problem is solved. From the 'jobname.out' file a 
wealth of information is detailed about the analysis, including pivot values, 
co-efficient values, and computational time. Also the nodal and element 
solutions are given. Figure A.3 shows this section of the output file . 
From the data in Figure A.3 it is possible to see the nodal displacements 
(Ux, Uy) for each individual node. Furthermore, the force in each element 
(MFORX) is given as well as the axial stress (SAXL) and the axial strain 
(EPELAXL). By comparison Figure A.4 pictorially details the results from a 
hand-worked solution. All values are in S.I units (MKS) and differ only 
slightly from those in the calculated results, with those derived by ANSYS 
being more accurate since more rounding errors were included in the 
worked example. It is also interesting to note that, while running a 2.8 GHz 
P4 computer with 768 MB RAM, the problem was established and then 
solved in 0.453 seconds. 
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Appendix A 
00254811 VERSIDtI-INTEI. NT 15 24 31 JUt! 14 . 2005 cp· 0 453 
1 
2-D DIRECT KETHOD EXAKPIE 
._- DEGREE OF FREEDOM SOLUTION -_. TIKE " 1 0000 
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._.'. ELEHENT SOLUTION __ a TIKE" 1 0000 
LOAD STEP" 1 SUBSTEP = 1 CUM ITER :. 1 
EL- 1 NODES- 1 2 HAT- 1 LI IIKl 
HFORX" -500 .00 
51XL--O . 1562SE+07 EPELAXL--O 000022 EPTBUL- 0 000000 EPSIJAXI.- 0 . 000000 EPIUAXI.- 0 . 000000 
El- 2 NODES· 1 3 HAT - LI HKl 
KFORX- -760 00 
SAXL --O 237S0E+07 EPEUXL--O . 000034 EPTHAXL- 0 000000 EPSUAXL- 0 000000 EPItU,XL- 0 0 000 00 
EL - 3 NODES" 3 2 HAT- 1 LI HKl 
KFORX - 909 73 
s An .. 0 2S 429E+07 EPELAXL .. 0 . 000041 EPTBAXL- 0 000 000 EPSl1AXl- 0 000000 EPIUAXL- 0 000000 
Figure A.3. FEA nodal and element solution 
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Figure AA. Worked resultant local forces 
Once the solution is complete it is possible to view the results in the 
post processor. Figure AS details the code used to output an image of the 
displacement vector sum from the results file . 
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t .......... _ ••••••••• _ ..... . ....... _. p-P........ ..... . .. p ..•.•• ____ ._ .. 
/POST! 
SET , FIRST 
/SHOV . JPEG 
/GFlLE . BOO 
JPEG ,QUAl , lOO 
/PlOPTS . IUFO. 1 
/PlOPTS . LEG! . 1 
/PlOPTS , LEG2 . 1 
/PlOPTS, FRAKE. 1 
/PlOPTS. TITLE. l 
/PLOPTS , KINH, l 
/ PLOPTS , lOGO , l 
/PLOPTS.II INS . l 
/ PLOPTS , VP ,O 
/PlOPTS.DATE . l 
/Pl.OPTS . FlLE . l 
/RGB . INDEX . 100 . 100 , 100 . 0 
/ RGB , INDEX , 80 , 80 . 80 . 13 
/ RGB . INDEX . 60 . 60 . 60 . 14 
/ RGB . INDEK . O. O, O, 15 
/T ITlE. DISPLACEMENT SUM 
PLHSOI . U, SUH . l . lO 
FINI 
ENTER THE POSTPROCESSOR 
READ THE FIRST RESULTS 
OUTPUT It. JPEG FIlE 
SET THE RESOLUT ION 
SET THE PICTURE QUALITY 
, SET THE PLOT PREFERENCES 
USE REVERSE VIDEO -
verrr BACKGROUND. NOT BLACK 
SET TITLE OF IHAGE 
PLOT THE VECTOR DISP SUlf 
• FINISH IN POST PROCESSOR 
, .............. _-_ ............... _-_ ........ " ..... _----
SAVE I SAVE THE OVERAlL DATABASE 
Figure A.5. APDL Postprocessing 
Again here the numbering continues, as the program here is included in 
the whole complied code. The first results of the solver are read into the 
postprocessor (in this instance there is only one set, as the analysis is 
static). The JPEG file output parameters are set, and the title is included. 
Figure A.6 shows an output JPEG detailing the vector displacement of the 
system. 
On the image, the initial shape along with the deformed shape is given. 
Unless stated to do otherwise the postprocessor will scale the 
displacement in order to give the user a clearer picture of what movement 
would occur. In this case the displacement is scaled by a factor of 
approximately 318. 
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J\N Jrn 14 2005 
file 
PI.Dr ID . 2 
= s:JWTICN 
S'l'EP-1 
SOB -1 
TJ}o("r-l 
USUM (AlA:;) 
RSYS-O 
PowerGratylics 
EFACE:'l'-l 
AVRE'S-l-at 
CM)( . 602E-ll4 
$M)( - . 602E-Q4 
'IN -1 
DIST- .206761 
XF -.187965 
IT - . 11484 
Z-ElJFFER 
o 
- . 669E-D5 
. 134E-Q4 
.201E-ll4 
. 267E-04 
. 334E-04 
. 40lE- Q4 
. 468E-04 
. 535E- 04 
. 602E-04 
Figure A.6. Graphical output of displacement vector sum in metres 
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/TITLE , 2-D DIRECT METHOD EXAMPLE 
'** ******************************************************* 
/PREP7 
ET , 1, LINK1 
R, 1 , 3 . 2E-4 
MP , EX , 1,70E9 
N, l , O, O, O 
N, 2 , O, O. 25 , O 
N, 3 , O.38 , O, O 
TYPE,l 
MAT,l 
E, 1 , 2 
E, 1 , 3 
E, 3 , 2 
FINI 
ENTERS THE PREPROCESSOR 
SELECTS ELEMENT 1 AS LINK1 
I SET REAL CONSTANT 1 , AREA 
! DEFINES THE YOUNGS MOD 
SETS UP NODES 
! USE ELEMENT TYPE 1 
I USE MATERIAL 1 
I BUILD ELEMENTS BETWEEN NODES 
! FINISH PREPROCESSING 
1********************************************************** 
1********************************************************** 
/SOLU 
ANTYPE , STATI C 
NSEL , S , , , 1 
D,ALL , ALL , O 
NSEL , S", 2 
D, ALL , UX , O 
NSEL , S", 3 
F, ALL , FY , -500 
ALLSEL, ALL 
OUTPR, NSOL,l 
OUTPR, ESOL,l 
EQSLV, FRONT 
SOLVE 
FINI 
ENTER THE SOLUTION 
I DEFINE A STATIC ANALYSIS 
SELECT NODE 1 
CONSTRAIN UX AND UY TO 0 
SELECT NODE 2 
CONSTRAIN UX TO 0 
I SELECT NODE 3 
APPLY DOWNWARD FORCE (500 N) 
! SELECT EVERYTHING 
PRINTOUT NODAL SOLUTIONS 
PRINTOUT ELEMENT SOLTUIONS 
I SELECT FRONTAL SOLVER 
SOLVE THE ANALYSIS 
FINISH IN SOLUTION 
!********************************************************** 
1********************************************************** 
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SAVE 
/POSTl 
SET,FIRST 
/SHOW,JPEG 
/GFILE,800 
JPEG,QUAL,lOO 
/PLOPTS,INFO,1 
/PLOPTS,LEGl,l 
/PLOPTS,LEG2,1 
/PLOPTS,FRAME,l 
/PLOPTS,TITLE,l 
/PLOPTS,MINM,l 
/PLOPTS,LOGO,l 
/PLOPTS,WINS,l 
/PLOPTS,WP,O 
/PLOPTS,DATE,l 
/PLOPTS,FILE,l 
/RGB,INDEX,lOO,lOO,lOO,O 
/RGB,INDEX,80,80,80,13 
/RGB,INDEX,60,60,60,14 
/RGB,INDEX,O,O,O,15 
/TITLE,DISPLACEMENT SUM 
PLNSOL,U,SUM,l,l.O 
FINI 
Appendix B 
!********************************************************** 
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I' 
Figure C.t: Inductive magnetic pick up probe integrator circuit 
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Douglas Rankin 
Loughborough University 
20 Semi-destructive STC 
Thesis inclusion Copyright July 2005 
/TITLE,2-D Semi-destructive STC 
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15 !******************************************************************* 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
SET UP SOLID MODEL 
/PREP7 
INRAD=10.12SE-3 
OUTRAD=12.12SE-3 
HEIGHT=20.35E-3 
BOXH=40E-3 
Boxw=50E-3 
FF=6E-3 
RECTNG,INRAD,OUTRAD,O,HEIGHT 
RECTNG,O,BOXW,O,BOXH 
RECTNG,O,BOXWtFF,0, (BOXH+FF) 
AOVLAP,ALL 
NUMCMP,ALL 
K,12, (BOXW/2), (BOXH),O 
K,!3, (BOXW+FFJ/2), «(FF)+(BOXH1),O 
L, 4, 12 
L,12,7 
L,12,13 
L, 13, 10 
L,10,7 
L,7,12 
AL,3,2,13,5,15,14 
AL,15,lB,17,16 
AOVLAP,ALL 
NUMCMP,ALL 
FIN! 
ENTERS THE PREPROCESSOR 
Sets up model variables 
I Build the solid model 
Introduce new areas for 
Improved meshing 
FINISH PREPROCESSING 
49 !******************************************************************* 
227 
50 
51 
52 
53 
54 
55 
56 
Appendix 0 
57 !******************************************************************* 
58 
59 ESTABLISH 'EMAG' ENVIRONMENT 
60 
61 
62 
63 
64 
65 
66 
67 
68 
69 
70 
71 
72 
73 
74 
75 
76 
77 
78 
79 
80 
81 
82 
83 
84 
85 
86 
87 
88 
89 
90 
91 
92 
93 
94 
95 
96 
97 
98 
99 
100 
/PREP7 
SHPP,OFF 
PIVCHECK, OFF 
ET,1,PLANE53,4,,1 
ET,2,PLANE53",1 
ET,3,INFINI10,,1,1 
ET,4,CIRCU124,O 
ET,5,CIRCU124,1 
ET,6,CIRCU124,2 
ET,7,CIRCU124,6 
R,l, «OUTRAD-INRAD)*(2*HEIGHT)) 
R,2,O.5E-3 
R,3,20E-9 
R,4,210.56E-6,13.717E3 
R,5,1 
N,1,16E-2,BE-2,O 
N,2,20E-2,BE-2,O 
N,3,20E-2,2.1E-2,O 
N,4,16E-2,2.1E-2,O 
FARFIELD:l 
DENSX=5 
DENSY=20 
LINES=6 
LINES2=10 
TYPE,3 
MAT, 2 
LESIZE,9",1 
LESIZE,14",1 
LESIZE,16",1 
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ENTERS THE PREPROCESSOR 
SET ELEMENT TYPES 
SINGLE TURN COIL 
AIR 
INFINITE REGION 
RESISTOR 
INDUCTOR 
CAPACITOR 
3D MASSIVE CONDUCTOR 
SET REAL CONSTANTS 
X-SECTIONAL AREA 
RESISTANCE 
INDUCTANCE 
CAPACITANCE, VQ 
SCALING 
IMPORT MATERIAL LIBRARY 
GENERATE NODES FOR CIRCUIT 
SET UP MESH VARIABLES 
! SET FAR FIELD MESH 
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101 LESIZE,B",l 
102 
103 TYPE,! I SET STC MESH 
1 04 MAT,! 
105 LESIZE,1",DENSX,5 
106 LESIZE,3",DENSX,O.2 
107 LESIZE,2",DENSY,O.2 
108 LESIZE,4",DENSY,5 
109 
110 TYPE,2 SET AIR MESH 
111 MAT, 2 
112 LESIZE,11",LINES,2 
113 LESIZE,12",LINES,2 
114 ALLSEL,ALL 
115 L8£L,3",13,15,3 
116 LESIZE,ALL",DENSX 
117 L3£L,8",5,7,2 
118 LESIZE,ALL,.,DENSY 
119 ALLSEL,ALL 
120 L8£L,8",4,12,8 
121 LCCAT,ALL 
122 ALLSEL,ALL 
123 LESIZE,6", (DENSY+LINES),O.02 
124 LESIZE,18",LINES2 
125 LESIZE,17",LINES2 
126 LESIZE,lO",LINES2 
127 ALLSEL,ALL 
128 
129 TYPE,! ! MESH THE STC 
130 MAT,l 
131 REAL, 1 
132 AMESH,l 
133 ALLSEL,ALL 
134 
135 TYPE, 3 I MESH THE FAR FIELD 
136 MAT, 2 
137 ASEL,S",3,5,1 
138 AMESH,ALL 
139 ALLSEL,ALL 
140 
141 TYPE,2 MESH THE AIR 
142 MAT, 2 
143 LCCAT,3,2 
144 LCCAT,5,13 
145 AMESH,2 
146 AMESH,6 
147 
148 L8£L,8",19,21,1 REMOVE CON CATENATED LINES 
149 LDELE,ALL 
150 ALLSEL,ALL 
151 
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152 
153 
154 
155 
156 
157 
158 
159 
160 
161 
162 
163 
164 
165 
166 
167 
168 
169 
170 
171 
172 
173 
174 
175 
176 
177 
178 
179 
180 
181 
182 
183 
184 
185 
186 
187 
188 
189 
190 
191 
192 
193 
194 
195 
196 
197 
198 
199 
200 
201 
202 
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NC~NODE««OUTRAD-INRAD)/2)+(INRAD», (HEIGHT/2),O) 
TYPE, 4 
REAL, 2 
E,1,2 
TYPE,5 
REAL, 3 
E,3,4 
TYPE,6 
REAL, 4 
E,1,4 
TYPE,7 
REAL,S 
E,2,3,NC 
ALLSEL,ALL 
ASEL,S",! 
NSLA,S,l 
CP,l,CURR,ALL 
CP,2,EMF,ALL 
ALLSEL,ALL 
ASEL,S",! 
ESLA,S 
CM,COIL,ELEM 
ALLSEL,ALL 
L8EL,8",18 
LSEL,A",15 
LSEL,A",7 
NSLL,S,l 
SF ,ALL, INF 
ALLSEL,ALL 
NSEL,S,LOC,X,O 
O,ALL,AZ,O 
ALLSEL,ALL 
NSEL,S,LOC,Y,O 
DSYM,SYMM,Y 
ALLSEL,ALL 
PHYSICS,WRITE,EMAG 
FINI 
SAVE 
230 
MESH LUMPED CIRCUIT 
RESISTOR 
CAPACITOR 
I INDUCTOR 
STC CONNECTION 
COUPLE CURR DOF IN COIL 
COUPLE EMF DOF IN COIL 
SET ELEMENT COMPONENT 
SET FAR FIELD INFINITE 
SURFACE 
SET FLUX PARALLEL ON 
CENTRAL AXIS 
SET AXIS OF SYMMETRY 
WRITE EMAG 1 
203 
20. 
205 
206 
207 
208 
209 
210 
211 
/PREP7 
ALLSEL,ALL 
RMODIF,2,1,lE-3 
RMODIF,3,1,lBE-9 
ALLSEL,ALL 
PHYSICS,WRITE,EMAG2 
FINI 
212 SAVE 
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ALTER CIRCUIT PARAMETERS 
! WRITE EMAG 2 
FINISH PREPROCESSING 
213 !******************************************************************* 
214 
215 
216 
217 
218 
219 
220 
221 
222 !******************************************************************* 
223 
224 ESTABLISH 'THERM' ENVIROMENT 
225 
226 
227 
228 
229 
230 
231 
232 
233 
23. 
235 
236 
237 
238 
239 
240 
241 
242 
243 
244 
245 
246 
247 
248 
249 
250 
251 
252 
253 
/PREP7 
PHYSICS, READ, EMAG 
LSCLEAR,ALL 
PHYSICS, CLEAR 
ET,1,PLANE77",1 
ET,2,PLANE77",1 
ET,3,0 
ET,4,0 
ET,5,0 
ET,6,0 
ET,7,O 
L8EL,8",2,4,1 
SFL,ALL,CONV,50,,293 
ALLSEL,ALL 
NSEL,S,LOC,Y,O 
DSYM, SYMM, Y 
ALLSEL,ALL 
TUNIF,293 
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ENTERS THE PREPROCESSOR 
READ EHAG PARAMETERS 
CLEAR LOADS, BUT MAINTAIN 
SOLID/MESH 
ALTER MESH ELEMENTS 
IMPORT MATERIAL LIBRARY 
SET CONVECTION LINES 
SET AXIS OF SYMMETRY 
UNIFORM TEMP 
254 
255 
256 
PHYSICS, WRITE, THERMAL 
FIN! 
257 SAVE 
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WRITE THERMAL 
FINISH PREPROCESSING 
258 !******************************************************************* 
259 
260 
261 
262 
263 
264 
265 
266 !******************************************************************* 
267 
268 ESTABLISH 'STRUCT' ENVIRONMENT 
269 
270 
271 
272 
273 
274 
275 
276 
277 
279 
279 
280 
281 
292 
293 
284 
295 
296 
297 
289 
289 
290 
291 
292 
293 
294 
295 
296 
297 
299 
299 
300 
301 
302 
303 
304 
/PREP7 
PHYSICS, READ, EMAG 
LSCLEAR,ALL 
PHYSICS, CLEAR 
ALPHA DAMP=O 
BETA DAMP=O.O 
ET,1,PLANE183",1 
ET,2,0 
ET,3,0 
ET, 4,0 
ET,5,0 
ET,6,0 
ET, 7,0 
ASEL,S",2 
ASEL,A",6 
CM,AIR_MORPH,AREA 
ALLSEL,ALL 
ALPHAD,ALPHA_DAMP 
BETAD, BETA_DAMP 
DL,l"SYMM 
ALLSEL,ALL 
PHYSICS.WRITE,STRUCT 
FIN I 
SAVE 
232 
ENTERS THE PREPROCESSOR 
READ EMAG PARAMETERS 
CLEAR LOADS, BUT MAINTAIN 
SOLID/MESH 
SET RAYLEIGH-TAYLOR 
IMPORT MATERIAL LIBRARY 
SET AREA OF MORPH 
SET DAMPENING 
SET AXIS OF SYMMETRY 
WRITE STRUCT 
FINISH PREPROCESSING 
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305 !******************************************************************* 
306 
307 
308 
309 
310 
311 
312 
313 !******************************************************************* 
314 
315 
316 
317 
318 
319 
320 
321 
322 
323 
324 
325 
326 
327 
328 
329 
330 
331 
332 
333 
334 
335 
336 
337 
338 
339 
340 
341 
342 
343 
344 
345 
346 
347 
348 
349 
350 
351 
352 
353 
354 
355 
RUN SIMULATION 
START_TIME=O 
FINAL_TIME=1.8e-5 
INCREMENTS=O.5e-7 
SET UP 8IH TIMES 
ITTERATIONS= (FINAL_TIME-START_TIME) !INCREMENTS 
TIME=START TIME 
*DO,I,l,ITTERATIONS 
TIME=TIME+INCREMENTS 
!-------------------------EMAG-----------------------------I 
!----------------------------------------------------------1 
/PREP7 
LSCLEAR,ALL 
PHYSICS, CLEAR 
PHYSICS, READ, EMAG 
FINISH 
/ASSIGN, ESAV, EMAG, ESAV 
/ASSIGN,EMAT,EMAG,EMAT 
jASSIGN,RST,EMAG,RMG 
*IF,I,EQ,l,THEN 
/SOLU 
ALLSEL,ALL 
TOFFST,O 
TREF,293 
TUNIF,293 
ANTYPE, TRANS 
OUTRES,ALL,ALL 
TIME, TIME 
NSUBST,l 
KBC,O 
RESCONTROL"NONE 
NROPT, FULL, , ON 
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READ IN EMAG 
ASSIGN OUTPUT FILES 
FIRST ITERATION 
I ENTER SOLVER 
SET TEMPS 
SET ANALYSIS OPTIONS 
356 
357 
358 
359 
360 
361 
362 
363 
364 
365 
366 
367 
368 
369 
370 
371 
372 
373 
374 
375 
376 
377 
378 
379 
380 
381 
382 
383 
384 
385 
386 
387 
388 
389 
390 
391 
392 
393 
394 
395 
396 
397 
398 
399 
400 
401 
402 
403 
404 
405 
406 
*ENDIF 
SOLCONTROL,O 
NEQIT,l 
CNVTOL,VLTG",,-l 
NCNV,O 
SOLVE 
SAVE,EMAG,DB 
FINISH 
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SAVE EHAG.DB 
*IF,I,GT,1,AND,TIME,LT,5E-6,THEN I NEXT PERIOD 
*ENDIF 
/SOLU 
ALLSEL,ALL 
TOFFST,O 
TREF,293 
ALLSEL,ALL 
ESEL,S,T¥PE"l 
ENTER SOLVER 
SET TEMPS 
APPLY THERMAL LOADS 
NSLE,S,ALL 
LDREAO,T£MP,LAST""THERM,RTH 
ALLSEL,ALL 
ANT¥PE,TRANS,REST 
QUTRES, ALL, ALL 
TIME, TIME 
NSUBST,l 
KBC,O 
RESCONTROL"NONE 
NROPT, FULL, , ON 
SOLCONTROL,O 
NEQIT ,1 
CNVTOL,VLTG",,-l 
NCNV,O 
SOLVE 
SAVE,EMAG,DB 
FINISH 
SET ANALYSIS OPTIONS 
SAVE EMAG.DB 
*IF,I,GT,1,AND,TIME,GE,5E-6,THEN I NEXT PERIOD 
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407 
408 
409 
410 
411 
412 
413 
414 
415 
416 
417 
418 
419 
420 
421 
422 
423 
42. 
425 
426 
427 
428 
429 
430 
431 
432 
433 
434 
435 
436 
437 
438 
439 
440 
441 
442 
443 
44. 
445 
446 
447 
448 
449 
450 
451 
452 
453 
454 
455 
456 
457 
*ENDIF 
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/PREP7 ! ENTER PREPROCESSOR 
ALLSEL,ALL 
*IF,TIME,GE,BE-6,THEN 
RMODIF,2,1,2.6E-3 
RMODIF,3,1,24E-9 
*ELSE 
*ENDIF 
FINISH 
!SOLU 
RMODIF,2,1,1.3E-3 
RMODIF,3,1,24E-9 
ALLSEL,ALL 
TOFFST,O 
TREF,293 
MOD CIRCUIT COMPS 
ENTER SOLVER 
SET TEMPS 
ALLSEL,ALL 
ESEL,S,TYPE"l 
APPLY THERMAL LOADS 
NSLE,S,ALL 
LDREAD,TEMP,LAST""THERM,RTH 
ALLSE.L,ALL 
ANTYPE,TRANS,REST 
QUTRES, ALL, ALL 
TIME, TIME 
NSUBST,l 
KBC,O 
RESCONTROL"NONE 
NROPT, FULL, , ON 
SOLCONTROL,O 
NEQIT,l 
CNVTOL,VLTG",,-l 
NCNV,O 
SOLVE 
SAVE, EMAG, DB 
FINISH 
SET ANALYSIS OPTIONS 
I SAVE EMAG.DB 
/ASSIGN,ESAV 
/ASSIGN,EMAT 
/ASSIGN 
RE-ASSIGN FILES 
!----------------------------------------------------------! 
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465 
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467 
468 
469 
470 
471 
472 
473 
474 
475 
476 
477 
478 
479 
480 
481 
482 
483 
484 
485 
486 
487 
488 
489 
490 
491 
492 
493 
494 
495 
496 
497 
498 
499 
500 
501 
502 
503 
504 
505 
506 
507 
508 
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!----------------------------------------------------------! 
!-------------------------THERM----------------------------I 
1----------------------------------------------------------1 
/PREP7 
LSCLEAR,ALL 
PHYSICS, CLEAR 
PHYSICS, READ, THERMAL 
FINISH 
/ASSIGN, ESAV,THERM, ESAV 
/ASSIGN,EMAT,THERM,EMAT 
/ASSIGN,RTH,THERM,RTH 
*IF,I,EQ,l,THE:N 
/80LU 
ALLSEL,ALL 
TOFFST,O 
TREF,293 
TUNIF,293 
ESEL,S,T¥PE"l 
ENTER THE PREPROCESSOR 
READ THERMAL ENVIROMENT 
ASSIGN OUTPUT FILES 
FIRST ITTERATION 
ENTER SOLVER 
SET TEMPS 
! LOAD JOULE ENERGY 
LDREAD,HGEN,LAST""EMAG,RMG 
ALLSEL,ALL 
*ENDIF 
ANT¥PE,TRAN'S 
QUTRES,ALL,ALL 
TIME,TIME 
NSUBST,l 
KEe,o 
RESCONTROL"NONE 
SOLVE 
SAVE, THERM, DB 
FINISH 
*IF,I,GT,l,THEN 
236 
SET ANALYSIS OPTIONS 
SAVE THERM. DB 
NEXT PERIODS 
509 
510 
511 
512 
513 
514 
515 
516 
517 
518 
519 
520 
521 
522 
523 
524 
525 
526 
527 
528 
529 
530 
531 
532 
533 
534 
535 
536 
537 
538 
539 
540 
541 
542 
543 
544 
545 
546 
547 
548 
549 
550 
551 
552 
553 
554 
555 
556 
557 
558 
559 
/SOLU 
ALLSEL,ALL 
TOFFST,O 
TREF,293 
ESEL,S,TYPE"l 
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ENTER SOLVER 
f SET TEMPS 
! LOAD JOULE ENERGY 
LDREAD,HGEN,LAST""EMAG,RMG 
ALLSEL,ALL 
*ENDIF 
ANTYPE, TRANS, REST 
SOLCONTROL,ON 
QUTRES,ALL,ALL 
TIME, TIME 
NSUBST,l 
KBC,O 
RESCONTROL"NONE 
SOLVE 
SAVE, THERM, DB 
FINISH 
/ASSIGN,ESAV 
/ASSIGN,EMAT 
/ASSIGN 
SET ANALYSIS OPTIONS 
SAVE THERM.DB 
RE-ASSIGN FILES 
!----------------------------------------------------------! 
!----------------------------------------------------------! 
!------------------------STRUCT----------------------------! 
!----------------------------------------------------------! 
/PREP? 
LSCLEAR,ALL 
PHYSICS, CLEAR 
PHYSICS,READ,STRUCT 
FINISH 
/ASSIGN, ESAV, STRUCT,ESAV 
/ASSIGN,EMAT,STRUCT,EMAT 
/ASSIGN,RST,STRUCT,RST 
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ENTER PREPROCESSOR 
LOAD STRUCT ENVIROMENT 
I ASSIGN FILES 
560 
561 
562 
563 
56' 
565 
566 
567 
568 
569 
570 
571 
572 
573 
57' 
575 
576 
577 
578 
579 
580 
581 
582 
583 
58' 
585 
586 
587 
588 
589 
590 
591 
592 
593 
59' 
595 
596 
597 
598 
599 
600 
601 
602 
603 
60' 
605 
606 
607 
608 
609 
610 
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*IF, I, EQ, 1,THEN FIRST ITERATION 
*ENDIF 
/80LU ! ENTER SOLVER 
ALLSEL,ALL 
TOFFST,O 
TREF,293 
TUNIF,293 
SET TEMPS 
ESEL,S,TYPE"l ! LOAD TEMPERATURE 
LDREAD,TEMP,LAST""THERM,RTH 
NSLE,S,ALL ! LOAD LORENZ 
LDREAD,FORC,LAST""EMAG,RMG 
ALLSEL,ALL 
ANTYPE,TRANS 
NLGEOM,ON 
SSTIF,ON 
PRED,ON 
NCNV,O 
NEQIT,30 
CUTCONTROL, PLSLIMIT, 0.5 
NROPT,E1JLL"ON 
NLDIAG,NRRES,ON 
CNVTOL,F"O.005,O,O.Ol 
CNVTOL,U"O.OS,2,O 
QUTRES,ALL,ALL 
TIME, TIME 
NSUBST,! 
KBC,O 
RESCONTROL"NONE 
SOLVE 
SET ANALYSIS OPTIONS 
SAVE, STRUCT, DB I SAVE STRUCT.8D 
FINISH 
*IF,I,GT,l,THEN NEXT PERIODS 
/80LU 
PARSAV,ALL 
RESUME,STRUCT,DB 
PARRES 
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! ENTER SOLVER 
SAVE ALL PARAMETERS 
RESUME DB 
RESUME PARAMETERS 
611 
612 
613 
614 
615 
616 
617 
618 
619 
620 
621 
622 
623 
624 
625 
626 
627 
628 
629 
630 
631 
632 
633 
634 
635 
636 
637 
638 
639 
640 
641 
642 
643 
644 
645 
646 
647 
648 
649 
650 
651 
652 
653 
654 
655 
656 
657 
658 
659 
660 
661 
*ENDIF 
ALLSEL,ALL 
TOFFST,O 
TREF,293 
ESEL,S,TYPE"l 
SET TEMPS 
1 LOAD TEMPS 
LDREAD,TEMP,LAST""THERM,RTH 
NSLE,S,ALL ! LOAD LORENZ 
LDREAD,FORC,LAST""EMAG,RMG 
ALLSEL,ALL 
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ANT¥PE,TRANS,REST 
NLGEOM,ON 
SET ANALSYSIS OPTIONS 
SSTIF, ON 
PRED,ON 
NeNV,a 
NEQIT,30 
CUTCONTROL,PLSLIMIT,O.5 
NROPT, FULL, , ON 
NLDIAG,NRRES,ON 
CNVTOL,F"O.005,O,O.Ol 
CNVTOL,U"O.05,2,O 
OUTRES,ALL,ALL 
TIME, TIME 
NSUBST,l 
KBC,O 
RESCONTROL"NONE 
SOLVE 
SAVE, STRUCT, DB 
FINISH 
SAVE STURCT.DB 
!----------------------------------------------------------! 
!----------------------------------------------------------! 
!-------------------------MORPH----------------------------! 
!----------------------------------------------------------! 
/PREP7 
ALLSEL,ALL 
ICDELE 
ALLSEL,ALL 
ENTER PREPEROCESSOR 
DELETE INITIAL CONDITIONS 
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DAMORPH,AIR_MORPH,,2 
ALLSEL,ALL 
FINISH 
/ASSIGN,ESAV 
/ASSIGN,EMAT 
/ASSIGN 
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MORPH COMPONENTS 
RE-ASSIGN FILES 
662 
663 
664 
665 
666 
667 
668 
669 
670 
671 
672 
673 
674 
675 
676 
677 
1----------------------------------------------------------! 
!----------------------------------------------------------! 
"'ENDDO 
678 !******************************************************************* 
679 
680 
681 
682 
683 
684 
685 
686 SAVE 
681 *IF,1,EQ,2,THEN 
688 
689 
690 
691 !******************************************************************* 
692 
693 TIME HISTORY POST PROCESS 
694 
695 
696 
697 
698 
699 
700 
701 
702 
703 
704 
705 
706 
707 
708 
709 
710 
711 
712 
/PREP7 
LSCLEAR,ALL 
PHYSICS, CLEAR 
PHYSICS, READ, EMAG 
FINISH 
/ASSIGN, ESAV, EMAG, ESAV 
/ASSIGN,EMAT,EMAG,EMAT 
/ASSIGN,RST,EMAG,RMG 
/POST26 
FILE, EMAG, RMG 
PMGTRAN, 'COIL'""",'COIL' 
FINISH 
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ENTER PREPROCESSOR 
READ EMAG ENVIROMENT 
ASSIGN FILES 
ENTER THE POST PROCESSOR 
READ EMAG. RMG 
I RUN PMGTRAN MACRO 
713 
714 
715 
716 
/ASSIGN,ESAV 
/ASSIGN,EMAT 
/ASSIGN 
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RE-ASSIGN FILES 
717 !******************************************************************* 
718 
719 
720 
721 
722 
723 
724 
725 
726 
727 
728 
729 
730 
731 
*ENDIF 
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APPENDIX E 
3D STC FEA Batch Code 
242 
Douglas Rankin 
Loughborough University 
20 Semi-destructive STC 
Thesis inclusion July 2005 
/TITLE,3-0 Semi-destructive STC 
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!******************************************************************* 
SET UP SOLID MODEL 
/PREP7 
INRAD=10.125E-3 
OUTRAD=12.12SE-3 
HEIGHT=20.35E-3 
GAP=O.5E-3 
CLAMP=7E-3 
K,1,O,O/O 
K,2,O,O,HEIGHT 
PCIRC,O,INRAO,O,90 
PCIRC,O,INRAD,90,180 
PCIRC, 0, OUTRAD, 0, 90 
PCIRC,O,OUTRAD,90,180 
Y_OUT=GAP+(OUTRAD-INRAD) 
X_OUT=SQRT«OUTRAO*OUTRAD)-(Y_OUT*Y OUT» 
RECTNG,X_OUT, (X_OUT+CLAMP),O,Y_OUT 
8TOL,1E-7 
Y_IN=GAP 
X_IN=SQRT( (INRAD*INRADJ-(Y~IN*Y 1Nl) 
RECTNG,X_IN,(X_OUT+CLAMP),D,Y_IN 
SAVE 
AOVLAP,ALL 
NUMCP,ALL 
SAVE 
ADELE,2,3,1 
ADELE,5,6,1 
ADELE,8,9,1 
RECTNG,X_OUT, (X_OUT+CLAMP),O,Y_OUT 
RECTNG,X_IN, (X_OUT+CLAMP),O,Y_IN 
AOVLAP,ALL 
NUMCMP,ALL 
ALLSEL,ALL 
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STOL 
FIN! FINISH PREPROCESSING 
!******************************************************************* 
!******************************************************************* 
ESTABLISH 'EMAG' ENVIRONMENT 
/ PREP? 
SHPP,OFF 
PIVGHECK,OFF 
ET, 1, SOLID97, 4 
ET,2,SOLID97 
ET,3,INFINlll,1 
ET,4,CIRCU124,O 
ET,5,CIRCU124,1 
ET,6,CIRCU124,2 
ET,7,CIRCU124,7,2 
ET,8,MESH200,6,O 
R,l, ((OUTRAD-INRAD)*{2*HEIGHT)) 
R,2,O.SE-3 
R,3,24E-9 
R,4,210.56e-6,13.717E3 
R,5,1 
N,1,6E-2,lE-2,lE-3 
N,2,BE-2,lE-2,lE-3 
N,3,8E-2,O.lE-2,lE-3 
N,4,6E-2,O.lg-2,lt-3 
FARFIELD=l 
DENSX'=20 
DENSY=lO 
MSHAPE,O,2D 
MSHKEY,l 
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ENTERS THE PREPROCESSOR 
COIL 
AIR 
FARFIELD 
RESISTOR 
INDUCTOR 
CAPACITOR 
3D MASSIVE CONDUCTOR 
! X-SECTIONAL AREA 
Resistance 
Inductance 
Capacitance, Vc 
Scaling factor ? 
IMPORT MATERIAL LIBRARY 
TYPE,S 
E81Z£,0,8 
AMESH,l 
L£81ZE,14",3 
LE81ZE,13",3 
LE81ZE,15",8 
AMESH,4 
LE81ZE,22",1 
LCCAT,22,23 
E81Z£,0,8 
AMESH,2 
LOELE,33 
ALLSEL,ALL 
LE81ZE,30",1 
LE81Z£,31",1 
LE81ZE,25",1 
AMESH,6 
LE81Z£,32",8 
LE81Z£,29",3 
LCCAT,31,23 
AMESH,7 
LDELE,33 
ALLSEL,ALL 
LESIZE, 20",3 
LE81Z£,27",3 
LE81ZE,26",1 
AMESH,3 
LE81ZE,28",3 
L£81Z£,21",3 
AMESH,S 
L,1,2 
LE81Z£,33",8 
TYPE, 1 
MAT,! 
ASEL,ALL 
VDRAG,ALL"",,33 
!VSEL,S",4,5,1 
!VSEL,A",7 
VSEL,S",l,3 
VSEL,A",6 
ESLV,S 
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TYPE,2 
MAT, 2 
EMODIF,ALL 
ALLSEL,ALL 
T¥PE,2 
MAT, 2 
ESIZE,O,4 
ASEL,S",11,15,4 
ASEL,A",17,20,3 
ASEL,A",21 
ASEL,A",24,26,1 
ASEL,A",28 
ASEL,A",31,33,1 
VEXT,ALL,t,O,O,O,2,2,2 
TYPE,3 
MAT, 2 
ESIZE,O,l 
ASEL,S",34,42,4 
ASEL,A",47,51,4 
ASEL,A",56,59,3 
ASEL,A",63,67,4 
ASEL,A",69,75,3 
VEXT,ALL",O,O,O,1.3,1.3,1.3 
ET,8,O 
NA=NODE((X_OUT+CLAMPj, (GAP+(OUTRAD-INRAD)/2»), (HEIGHT/4)) 
NB=NODE(-(OUTRAD-INRAD),O, (HEIGHT/4)) 
TYPE,4 
REAL, 2 
E,I,2 
RESISTOR 
Use real 
Generate 
INDUCTOR 
Use real 
Element creation 
constant 2 
element between nodes 1 
Element creation 
constant 3 
Appendix E 
and 2 
TYPE,S 
REAL, 3 
E,3,4 Generate element between nodes 3 and 4 
T¥PE,6 
REAL, 4 
E,I,4 liS! 
TYPE,7 
REAL, 5 
E,2,3,NA,NB 
ALLSEL,ALL 
CAPACITOR Element creation 
Use real constant 
Generate element between nodes I and 4 
3D COUPLER Element creation, with connection to COIL 
Use real constant 5 
Generate element between nodes 2 and 3 (circuit) 
and NI and N2 (coil) 
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ASEL,S,AREA,,25 
NSLA,S,l 
CP,l,CURR,ALL 
CP,2,YOLT,ALL 
ALLSEL,ALL 
ASEL,S",22 
NSLA,S,l 
CP,3,CURR,ALL 
CP,4,VOLT,ALL 
ALLSEL,ALL 
ESEL,S,MAT"l 
CM,COIL,ELEM 
ALLSEL,ALL 
ASEL,S",76,84,4 
ASEL,A",89,93,4 
ASEL,A",98,lOl,3 
ASEL,A",105,109,4 
ASEL,A",lll,l17,3 
SFA, ALL, , INF 
ALLSEL,ALL 
/SOLU 
! FLUX PARALLEL CONDITION 
ASEL,S,LOC,Y,O 
DA,ALL,ASYM 
! FLUX NORMAL CONDITION 
ASEL,S,LOC,Z,O 
DA,ALL,SYMM 
ALLS 
D,4,VOLT,O 
PHYSICS,WRITE,EMAG 
FINISH 
SAVE 
FINI 
SAVE 
! Couple the CURR dof 
! Couple the EMF dof 
! Couple the CURR dof 
! Couple the EMF dof 
Appendix E 
FINISH PREPROCESSING 
!**************************************************************~**** 
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!******************************************************************* 
ESTABLISH 'THERM' ENVIRONMENT 
/PREP7 
PHYSICS, READ, EMAG 
LSCLEAR,ALL 
PHYSrCS,CLEAR 
£T,1,80L1D70 
ET,2,SOLID70 
£T,3,0 
ET,4,O 
ET,5,O 
ET,6,O 
ET,7,O 
ET,8,O 
TUNIF,293 
ASEL,S",B,18,5 
ASEL,A",21 
ASEL,A",24,28,2 
ASEL,A",30,32,2 
ASEL,A",33 
SFA,ALL"CONV,50,293 
ALLSEL,ALL 
NSEL,S,LOC,Y,O 
DSYM,SYMM,Y 
ALLSEL,ALL 
NSEL,S,LOC,Z,O 
DSYM,SYMM,Z 
ALLSEL,ALL 
PHYSICS, WRITE, THERMAL 
FIN! 
SAVE 
ENTERS THE PREPROCESSOR 
READ EMAG PARAMETERS 
CLEAR LOADS, BUT MAINTAIN 
SOLID/MESH 
IMPORT MATERIAL LIBRARY 
WRITE THERMAL 
FINISH PREPROCESSING 
!******************************************************************* 
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!******************************************************************* 
ESTABLISH 'STRUCT' ENVIRONMENT 
/PREP7 
PHYSICS,READ,EMAG 
LSCLEAR,ALL 
PHYSICS, CLEAR 
ALPHA DAMP=O 
BETA_DAMP=O.O 
ET,I,80LIOI85 
ET,2,0 
ET,3,0 
ET,4,0 
ET,5,0 
ET, 6, 0 
ET,1,0 
ET,8,0 
VSEL,S,TYPE,,2 
CM,AIR_MORPH,VOLU 
ALLSEL,ALL 
ASEL,S",4,5,1 
ASEL,A",7 
NSLA,S,l 
DSYM, SYMM, Z 
ALLSEL,ALL 
ASEL,S",22 
NSLA,S,l 
DSYM,SYMM,Y 
ALLSEL,ALL 
IASEL,S",25,26,1 
ASEL,S",26 
NSLA,S,l 
D,ALL,ALL,O 
ALLSEL,ALL 
ALPHAD,ALPHA_DAMP 
BETAD, BETA_DAMP 
! 45 
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ENTERS THE PREPROCESSOR 
READ EMAG PARAMETERS 
CLEAR LOADS, BUT MAINTAIN 
SOLID/MESH 
SET RAYLEIGH-TAYLOR 
IMPORT MATERIAL LIBRARY 
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PHYSICS,WRITE,STRUCT WRITE STRUCT 
FIN! 
SAVE 
FINISH PREPROCESSING 
!******************************************************************* 
!******************************************************************* 
RUN SIMULATION 
START_TIME=oO 
FINAL_TIME=1.8e-4 !0.0002 10.0001 
INCREMENTS=O.2e-6 
ITTERATIONS=(FINAL_TIME-START_TIME)!INCREMENTS 
TIME=START_TIME 
*DO,I,l,ITTERATIONS 
TIME=TIME+INCREMENTS 
!-------------------------EMAG-----------------------------I 
!----------------------------------------------------------! 
/PREP7 
LSCLEAR,ALL 
PHYSICS, CLEAR 
PHYSICS,READ,EMAG 
FINISH 
/ASSIGN, ESAV,EMAG, ESAV 
/ASSIGN,EMAT,EMAG,EMAT 
/ASSIGN,RST,EMAG,RMG 
*IF.I.EQ.l,THEN 
/SOLU 
ALLSEL,ALL 
TOFFST,O 
TREF,293 
TUNIF,293 
!---------------
ASEL,S,AREA,,25 
READ IN EMAG 
ASSIGN OUTPUT FILES 
I FIRST ITERATION 
select everything 
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*ENDIF 
SFA,ALL"MCI,IN 
ALLSEL,ALL 
ASEL,S",22 
SFA,ALL"MCI,OUT 
ALLSEL,ALL 
0,4, VOLT, 0 
!---------------
ANTYPE,TRANS 
OUTRES,ALL,ALL 
TIME, TIME 
NSUBST,l 
KBC,O 
RESCONTROL"NONE 
NROPT, FULL, , OFF 
SOLCONTROL,O 
NEQIT,l 
CNVTOL,VLTG",,-l 
NCNV,O 
SOLVE 
SAVE, EMAG, DB 
FINISH 
Transient analysis 
Output all results 
Time of analysis 
Number of substeps 
Ramped solution 
No multi frame restart 
! Solve problem 
! Save emag.db 
Finish in /solu 
*IF,I,GT,1,ANO,TIME,LT,5E-6,THEN 
/SOLU 
ALLSEL,ALL 
TOFFST,O 
TREF,293 
!---------------
ASEL,S,AREA,,25 
SFA,ALL"MCI,IN 
ALLSEL,ALL 
ASEL,S",22 
SFA,ALL"MCI,OUT 
ALLSEL,ALL 
0, 4,VOLT, 0 
!---------------
ALLSEL,ALL 
ESEL,S,TYPE"l 
select everything 
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*ENDIF 
NSLE,S,ALL 
LDREAD,TEMP,LAST""THERM,RTH 
ALLSEL,ALL 
ANTYPE,TRANS,REST 
OUTRES,ALL,ALL 
TIME, TIME 
NSUBST,l 
KEC,O 
RESCONTROL"NONE 
NROPT,FULL"OFF 
SOLCONTROL,O 
NEQIT,l 
CNVTOL,VLTG",,-l 
NCNV,O 
SOLVE 
SAVE, EMAG, DB 
FINISH 
I Transient restart 
Output all results 
Time of analysis 
Number of substeps 
Ramped solution 
No multi frame restart 
! Solve problem 
I Save emag.db 
Finish in Isolu 
*IF,I,GT,1,AND,TIME,GE,5E-6,THEN 
IPREP7 
ALLSEL,ALL 
*IF,TIME,GE,8E-6,THEN 
RMODIF,2,1,1.6E-3 
RMODIF,3,1,28E-9 
*EL8E 
RMODIF,2,1,1.lE-3 
RMODIF,3,1,28E-9 
*ENDIF 
FINISH 
180LU 
ALLSEL,ALL 
TOFFST,O 
TREF,293 
TUNIF,293 
1---------------
ASEL,8,AREA,,25 
select everything 
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SFA,ALL, ,Mcr, IN 
ALLSEL,ALL 
ASEL,S",22 
SFA,ALL"MCI,OUT 
ALLSEL,ALL 
D,4,VOLT,O 
!---------------
ALLSEL,ALL 
ESEL, S, TYPE"l 
select everything 
NSLE,S,ALL 
LDREAD,TEMP,LAST""THERM,RTH 
ALLSEL,ALL 
*ENDIF 
ANTYPE,TRANS,REST 
QUTRES, ALL, ALL 
TIME, TIME 
NSUBST, 1 
KBe,D 
RESCONTROL"NONE 
NROPT,FULL"OFF 
SOLCONTROL,O 
NEQIT,l 
CNVTOL,VLTG",,-l 
NCNV,O 
SOLVE 
SAVE, EMAG, DB 
FINISH 
/ASSIGN,ESAV 
/ASSIGN,EMAT 
/ASSIGN 
Transient restart 
Output all results 
Time of analysis 
Number of substeps 
Ramped solution 
No multi frame restart 
! Solve problem 
! Save emag.db 
Finish in /solu 
RE-ASSIGN FILES 
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!------------------------------~---------------------------! 
!----------------------------------------------------------! 
!-------------------------THERM----------------------------I 
!----------------------------------------------------------! 
/PREP7 
LSCLEAR,ALL 
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ENTER THE PREPROCESSOR 
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PHYSICS, CLEAR 
PHYSICS, READ, THERMAL 
FINISH 
READ THERMAL ENVIROMENT 
/ASSIGN, ESAV, THERM, ESAV 
/ASSIGN,EMAT,THERM,EMAT 
/ASSIGN,RTH,THERM,RTH 
! ASSIGN OUTPUT FILES 
*IF,I,EQ,l,THEN FIRST ITTERATION 
*ENDIF 
/SOLU 
ALLSEL,ALL 
TOFFST,O 
TREF,293 
TUNIF,293 
ENTER SOLVER 
ESEL,S,TYPE"l 
LDREAD,HGEN,LAST""EMAG,RMG 
ALLSEL,ALL 
ANTYPE, TRANS 
OUTRES,ALL,ALL 
TIME, TIME 
NSUBST,l 
KEC,l 
RESCONTROL"NONE 
SOLVE 
SAVE, THERM, DB 
FINISH 
Transient analysis 
Output all results 
Time of analysis 
Number of substeps 
Ramped solution 
No multi frame restart 
Solve problem 
save therm.db 
! Finish in /solu 
*IF,I,GT,I,THEN 
/SOLU 
ALLSEL,ALL 
TOFFST,O 
TREF,293 
ESEL,S,TYPE"l 
LDREAD,HGEN,LAST""EMAG,RMG 
ALLSEL,ALL 
ANTYPE,TRANS,REST 
SOLCONTROL,ON 
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Transient restart 
*ENDIF 
QUTRES,ALL,ALL 
TIME, TIME 
NSUBST,l 
KBG,1 
RESCONTROL"NONE 
SOLVE 
SAVE, THERM, DB 
FINISH 
/ASSIGN,ESAV 
IASSIGN,EMAT 
/ASSIGN 
Output all results 
Time of analysis 
Number of substeps 
Ramped solution 
No multiframe restart 
Solve problem 
save therm.db 
Finish in /solu 
RE-ASSIGN FILES 
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!----------------------------------------------------------! 
!----------------------------------------------------------! 
!------------------------STRUCT----------------------------! 
!----------------------------------------------------------! 
/PREP7 
LSCLEAR,ALL 
PHYSICS, CLEAR 
PHYSICS, READ, STRUGT 
FINISH 
/ASSIGN, ESAV, STRUCT,ESAV 
/ASSIGN,EMAT,STRUCT,EMAT 
/ASSIGN,RST,STRUCT,RST 
*IF,I,EQ,l,THEN 
/SOLU 
ALLSEL,ALL 
TOFFST,O 
TREF,293 
TUNIF,293 
ESEL,S,TYPE"l 
ENTER PREPROCESSOR 
LOAD STRUCT ENVIROMENT 
ASSIGN FILES 
FIRST ITERATION 
~NT~R SOLV~R 
NSLE,S,ALL 
LDREAD,FORC,LAST""EMAG,RMG 
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*ENDIF 
LDREAD,TEMP,LAST""THERM,RTH 
ALLSEL,ALL 
ANTYPE,TRANS 
NLGEOM,ON 
SSTIF,OE'T 
PRED,ON 
NCNV,O 
NEQIT,lOO 
CUTCONTROL,PLSLIMIT,O.5 
OUTRES,ALL,ALL 
TIME, TIME 
NSUBST,l 
Transient analysis 
Output all results 
Time of analysis 
Number of substeps 
Ramped solution 
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KBc,a 
RESCONTROL"NONE 
SOLVE 
No multi frame restart 
Solve problem 
SAVE, STRUCT, DB save struct.db 
FINISH I Finish in /501u 
*IF,I,GT,l,THEN !AND,I,LT, (4E-6/INCREMENTS),THEN 
150LU 
PARSAV,ALL 
RESUME, STRUCT, DB 
PARRES 
ALLSEL,ALL 
TOFFST,O 
TREF,293 
ESEL, S, TYPE" 1 
NSLE,S,ALL 
LDREAD,FORC,LAST""EMAG,RMG 
LDREAD,TEMP,LAST""THERM,RTH 
ALLSEL,ALL 
ANTYPE, TRANS, REST 
NLGEOM,ON 
SSTIF,OFF 
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Transient restart 
*ENDOO 
*ENDIF 
PRED,ON 
NCNV,O 
NEQIT,lOO 
GUTCONTROL, PLSLIMIT, 0.5 
QUTRES,ALL,ALL 
TIME, TIME 
NSUBST,l 
KBC,O 
RESCONTROL"NONE 
SOLVE 
SAVE,STRUCT,DB 
FINISH 
Output all results 
Time of analysis 
Number of substeps 
Ramped solution 
Appendix E 
No multi frame restart 
Solve problem 
save struct.db 
Finish in /solu 
!----------------------------------------------------------1 
!----------------------------------------------------------1 
!---------r---------------MORPH----------------------------! 
!----------------------------------------------------------! 
/ PREP? 
ALLSEL,ALL 
ICDELE 
ALLSEL,ALL 
DVMORPH,AIR_MORPH,,2 
ALLSEL,ALL 
FINISH 
/ASSIGN,ESAV 
/ASSIGN, EMAT 
/ASSIGN 
ENTER PREPEROCESSOR 
DELETE INITIAL CONDITIONS 
MORPH COMPONENTS 
RE-ASSIGN FILES 
!----------------------------------------------------------! 
!----------------------------------------------------------! 
!******************************************************************* 
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APPENDIX F 
Semi Destructive Materials Library 
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Douglas Rankin 
Loughborough University 
Material Library for Semi-Destructive STC 
Thesis inclusion Copyright August 2006 
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!******************************************************************* 
! MATERIAL PROPERTIES OF COPPER, NON DESTRUCTIVE 
! PERMEABILITY 
!-------------------~---
MP,MURX,l,l 
! CONDUCTIVITY 
!--------------
MPTEMP"""" 
MPTEMP,l,l.O 
MPTEMP, 2,31. 0 
MPTEMP,3,61.0 
MPTEMP,4,91.0 
MPTEMP,5,121.0 
MPTEMP,6,151.0 
MPTEMP,7,181.0 
MPTEMP,8, 211. 0 
MPTEMP,9,241.0 
MPTEMP, 10, 271. 0 
MPTEMP, 11,301. 0 
MPTEMP,12, 331. 0 
MPTEMP,13,361.Q 
MPTEMP,14,391.0 
MPTEMP,15, 421. 0 
MPTEMP,16,451.0 
MPTEMP,17, 481. 0 
MPTEMP,lB,511.0 
MPTEMP,19,541.0 
MPTEMP,20,571.0 
MPTEMP,21,601.0 
MPTEMP,22,631.0 
MPTEMP,23, 661. 0 
MPTEMP,24,691.0 
MPTEMP,25,721.0 
MPTEMP,26,751.0 
MPTEMP,27,781.0 
MPTEMP,28, 811. 0 
MPTEMP,29,841.0 
MPTEMP, 30, 871. 0 
MPTEMP,31,901.0 
temperature is in degrees K 
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MPTEMP,32,931.0 
MPTEMP,33,961.0 
MPTEMP,34,991.0 
MPTEMP,35,1021.0 
MPTEMP,36,1051.0 
MPTEMP,37,1081.0 
MPTEMP,3B,1111.0 
MPTEMP,39,1141.0 
MPTEMP,40,1171.0 
MPTEMP,41,1201.0 
MPTEMP,42,1231.0 
MPTEMP,43,1261.0 
MPTEMP,44,1291.0 
MPTEMP,45,1321.0 
MPTEMP,46,1351.0 
MPTEMP,47,1358.0 
MPTEMP,4B,13BB.O 
MPTEMP,49,1418.0 
MPTEMP,50,1448.0 
MPTEMP,51,1478.0 
MPTEMP,52,150B.O 
MPTEMP,53,1538.0 
MPTEMP,54,1568.0 
MPTEMP,55,1598.0 
MPTEMP,56,162B.O 
MPTEHP,57,1658.0 
MPTEMP,58,1688.0 
MPTEHP,59,1718.0 
MPTEMP,60,174B.O 
MPTEMP,61,1778.0 
MPTEMP,62,1799.0 
MPDATA,RSVX,1,,2.000000e-Oll 
MPDATA,RSVX,1,,9.349245e-Ol1 
MPDATA,RSVX,1,,1.023582e-009 
HPDATA,RSVX,1,,2.88747Be-009 
MPDATA,RSVX,1,,4.921354e-009 
MPDATA,RSVX,1,,6.985160e-009 
MPDATA,RSVX,1,,9.041285e-009 
MPDATA,RSVX,1,,1.10913ge-008 
MPDATA,RSVX,1,,1.313714e-008 
MPDATA,RSVX,1,,1.518020e-008 
MPDATA,RSVX,1,,1.722223e-008 
MPDATA,RSVX,1,,1.92648ge-008 
MPDATA,RSVX,1,,2.130985e~008 
MPDATA,RSVX,1,,2.335877e-008 
MPDATA,RSVX,1,,2.541331e-008 
MPDATA,RSVX,1,,2.747514e-OOB 
MPDATA,RSVX,1,,2.954592e-008 
MPDATA,RSVX,1,,3.162730e-008 
MPDATA,RSYX,1,,3.372097e-008 
MPDATA,RSVX,1,,3.582856e-008 
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MPDATA,RSVX,1,,3.795176e-008 
MPDATA,RSVX,1,,4.009223e-008 
MPDATA,RSVX,1,,4.225162e-008 
MPDATA,RSVX,1,,4.443160e-008 
MPDATA,RSVX,1,,4.663383e-008 
MPDATA,RSVX,1,,4.885998e-008 
MPDATA,RSVX,1,,5.111170e-008 
MPDATA,RSVX,1,,5.339067e-008 
MPDATA,RSVX,1,,5.569854e-008 
MPDATA,RSVX,1,,5.803698e-008 
MPDATA,RSVX,1,,6.040765e-OOS 
MPDATA,RSVX,1,,6.2S1221e-008 
MPDATA,RSVX,1,,6.525233e-008 
MPDATA,RSVX,1,,6.772967e-008 
MPDATA,RSVX,1,,7.02458ge-008 
MPDATA,RSVX,1,,7.280266e-008 
MPDATA,RSVX,1,,7.540164e-008 
MPDATA,RSVX,1,,7.804448e-008 
MPDATA,RSVX,1,,8.073286e-OOS 
MPDATA,RSVX,1,,8.346844e-008 
MPDATA,RSVX,1,,8.625288e-008 
MPDATA,RSVX,1,,8.908784e-008 
MPDATA,RSVX,1,,9.19749ge-008 
MPDATA,RSVX,1,,9.49159ge-008 
MPDATA,RSVX,1,,9.791250e-008 
MPDATA,RSVX,1,,1.009662e-007 
MPDATA,RSVX,1,,2.101076e-007 
MPDATA,RSVX,1,,2.130905e-007 
MPDATA,RSYX,1,,2.160734e-007 
MPDATA,RSVX,1,,2.190563e-007 
MPDATA,RSYX,1,,2.220392e-007 
MPDATA,RSYX,1,,2.250220e-007 
MPDATA,RSYX,1,,2.28004ge-007 
MPDATA,RSVX,1,,2.309878e-007 
MPDATA,RSYX,1,,2.339707e-007 
MPDATA,RSVX,1,,2.369536e-007 
MPDATA,RSVX,1,,2.399365e-007 
MPDATA,RSVX,1,,2.429193e-007 
MPDATA,RSVX,1,,2.459022e-007 
MPDATA,RSVX,1,,2.488851e-007 
MPDATA,RSVX,1,,2.518680e-007 
MPDATA,RSVX,1,,2.539560e-007 
! ISOLINEAR THERMAL CONDUCTIVITY 
!-------------------------------
MPTEMP"""" 
MPTEMP, 1, 1. 0 
MPTEMP,2,101.0 
MPTEMP,3,201.0 
temperature is in degrees K 
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MPTEMP,4,301.0 
MPTEMP,5,401.0 
MPTEMP,6,501.0 
MPTEMP, ?, 601. 0 
MPTEMP,8,701.0 
MPTEMP, 9, 801. 0 
MPTEMP,10,901.0 
MPTEMP,ll,lOOl.O 
MPTEMP,12,1101.0 
MPTEMP,13,1201.0 
MPTEMP,14,1301.0 
MPTEMP,15,1358.0 
MPTEMP,16,1458.0 
MPTEMP,17,1558.0 
MPTEMP,18,1658.0 
MPTEMP,19,1?58.0 
MPTEMP,20,1858.0 
MPTEMP,21,1958.0 
MPTEMP,22,2058.0 
MPDATA,KXX,1,,5.053978e+001 
MPDATA,KXX,1,,4.385918e+002 
MPDATA,KXX,1,,?62?671e+002 
MPDATA,KXX,1,,3.856005e+002 
MPDATA,KXX,1,,3.845853e+002 
MPDATA,KXX,1,,3.82338?e+002 
MPDATA,KXX,1,,3.?S5923e+002 
MPDATA,KXX,1,,3.731180e+002 
MPDATA,KXX,1,,3.663313e+002 
MPDATA,KXX,1,,3.589?SOe+002 
MPDATA,KXX,1,,3.S18016e+002 
MPDATA,KXX,1,,3.452565e+002 
MPDATA,KXX,1,,3.391606e+002 
MPDATA,KXX,1,,3.323938e+002 
MPDATA,KXX,1,,3.2?3861e+002 
MPDATA,KXX,I,,1.695315e+002 
MPDATA,KXX,1,,1.?2823ge+002 
MPDATA,KXX,1,,1.?S645ge+002 
MPDATA,KXX,1,,1.780271e+002 
MPDATA,KXX,I,,1.?99953e+002 
MPDATA,KXX,I,,1.815??le+002 
MPDATA,KXX,1,,1.827978e+002 
! DENSITY 
1----------
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data is in units of W/(m-K) 
MPTEMP"""" 
MPTEMP, 1, 4.0 
MPTEMP,2,104.0 
MPTEMP,3,204.0 
MPTEMP,4,304.0 
temperature is in degrees K 
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MPTEMP,5,404.0 
MPTEMP,6,504.0 
MPTEMP, 7,604.0 
MPTEMP,8,704.0 
MPTEMP,9,804.0 
MPTEMP,10,904.0 
MPTEMP,11,1004.0 
MPTEMP,12,1104.0 
MPTEMP,13,1204.0 
MPTEMP,14,1250.0 
MPTEMP,15,1358.0 
MPT8MP, 16, 1391. 0 
MPTEMP,17,1424.0 
MPTEMP,18,1457.0 
MPTEMP,19,1490.0 
MPTEMP,20,1523.0 
MPDATA,DENS,1,,9.02815Se+003 
MPDATA,DENS,1,,9.014886e+003 
MPDATA,DENS,1,,8.978478e+003 
MPDATA,DENS,1,,8.935182e+003 
MPDATA,DENS,1,,8.889740e+003 
MPDATA,DENS,1,,8.842551e+003 
MPDATA,DENS,l,,8.793617e+003 
MPDATA,DENS,1,,8.742936e+003 
MPDATA,DENS,1,,8.69050ge+003 
MPDATA,DENS,1,,8.636336e+003 
MPDATA,DENS,l,,8.580417e+003 
MPDATA,DENS,1,,8.522752e+003 
MPDATA,DENS,1,,8.463341e+003 
MPDATA,DENS,l,,8.435426e+003 
MPDATA,DENS,l,,7.938280e+003 
MPDATA,DENS,l,,7.91396ge+003 
MPDATA,DENS,1,,7.889658e+003 
MPDATA,DENS,1,,7.865347e+003 
MPDATA,DENS,l,,7.841036e+003 
MPDATA,DENS,l,,7.816725e+003 
! SPECIFIC HEAT COEFFICIENT 
!--------------------------
Appendix F 
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MPTEMP 11 I I ; I I , 
MPTEMP,1,1.0 
MPTEMP,2,101.0 
MPTEMP,3,20l.0 
MPTEMP,4,301.0 
MPTEMP,5,401.0 
MPTEMP,6,SOl.O 
MPTEMP, 7 ,601.0 
MPTEMP,8,701.0 
MPTEMP,9,801.0 
I temperature is in degrees K 
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MPTEMP, 10, 901. 0 
MPTEMP,11,1001.0 
MPTEMP,12,1101.0 
MPTEMP,13,1201.0 
MPTEMP,14,1300.0 
MPTEMP,15,1356.0 
MPTEMP,16,1456.0 
MPTEMP,17,1556.0 
MPTEMP,18,1656.0 
MPTEMP,19,1756.0 
MPTEMP,20,1856.0 
MPTEMP,21,1956.0 
MPTEMP,22,2056.0 
MPTEMP,23,2156.0 
MPDATA,C,l,,1.296101e-002 
MPDATA,C,l,,1.712736e+002 
MPDATA,C,l,,3.553745e+002 
MPDATA,C,l,,3.836240e+002 
MPDATA,C,1,,3.955715e+002 
MPDATA,C,l,,4.061073e+002 
MPDATA,C,l,,4.152834e+002 
MPDATA,C,l,,4.234257e+002 
MPDATA,C,l,,4.311336e+002 
MPDATA,C,l,,4.392805e+002 
MPDATA,C,1,,4.490136e+002 
MPDATA,C,1,,4.617538e+002 
MPDATA,C,1,,4.791957e+002 
MPDATA,C,1,,5.030266e+002 
MPDATA,C,1,,5.161615e+002 
MPDATA,C,1"S.161615e+002 
MPDATA,C,1,,5.161615e+002 
MPDATA,C,1,,5.161615e+002 
MPDATA,C,1,,5.161615e+002 
MPDATA,C,1,,5.161615e+002 
MPDATA,C,1,,5.161615et002 
MPDATA,C,1,,5.161615e+002 
MPDATA,C,1,,5.161615e+002 
! MODULUS OF ELASTICITY 
!-----------------------
MP,EX,1,1.1Ell 
! BILl NEAR KINEMATIC MODEL 
1-----------------------
TB,BKIN,1,6 
MPTEMP"""" 
TBTEMP,254.0,1 
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TB DATA, 1, (1.288065e+011*0.9E-3) 
MPTEMP, , , , , , , , 
TBTEMP,454.0,2 
TB DATA, 1, (1.168304e+Ol1*O.9E-3) 
MPTEMP, , I I , , , , 
TBTEMP, 654.0,3 
TB DATA, 1, (1.04558ge+011*0.9E-3) 
MPTEMP""", , 
TBTEMP, 854.0,4 
TBDATA,1,(9.125362e+OlO*O.9E-3) 
MPTEMP"""" 
TBTEMP,1054.0,5 
TBDATA,l, (7.69143ge+010*0.9£-3) 
MPTEMP"""" 
TBTEMP,1250.D,6 
TBDATA,l, (6.185884e+OlO*O.9E-3) 
! POISSON'S RATIO 
!-----------------------
MP,NUXY,!,D.499 
! COEFFICIENT OF THERMAL EXPANSION 
!----------------------------------
MP,ALPX,l,D 
Appendix F 
!******************************************************************* 
!******************************************************************* 
MATERIAL PROPERTIES OF AIR 
! PERMEABILITY 
!---------------
MP,MURX,2,1 
! CONDUCTIVITY 
!--------------
MP,RSVX,2,O 
! ISOLINEAR THERMAL CONDUCTIVITY 
!-------------------------------
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MP,KXX,2,O.02 
! DENSITY 
!----------
MP,DENS,2,1.29 
! SPECIFIC HEAT COEFFICIENT 
!--------------------------
! MODULUS OF ELASTICITY 
1-----------------------
MP,EX,2,IOO 
[ POISSON'S RATIO 
!-----------------
MP,NUXY,2,O.4999 
! COEFFICIENT OF THERMAL EXPANSION 
1-----------------------------------
MP,ALPX,2,O 
!******************************************************************* 
I EOF 
266 
Appendix G 
APPENDIXG 
Destructive Materials Library 
267 
Douglas Rankin 
Loughborough University 
Material Library for Destructive STC 
Thesis inclusion Copyright August 2006 
Appendix G 
!******************************************************************* 
MATERIAL PROPERTIES OF COPPER, DESTRUCTIVE 
I PERMEABILITY 
!-----------------------
MP,MURX,l,l 
! CONDUCTIVITY 
!--------------
MPTEMP"""" 
MPTEMP,l,l.O 
MPTEMP, 2,31. 0 
MPTEMP, 3, 61. 0 
MPTEMP,4,91.0 
MPTEMP,5,121.0 
MPTEMP,6,151.0 
MPTEMP, 7,181.0 
MPTEMP,B,211.0 
MPTEMP,9,241.0 
MPTEMP,lO,271.0 
MPTEMP,l1, 301. 0 
MPTEMP,12,331.0 
MPTEMP,13,361.0 
MPTEMP,14,391.0 
MPTEMP,15,421.0 
MPTEMP,16,451.0 
MPTEMP,17,481.0 
MPTEMP, 18, 511. 0 
MPTEMP,19, 541. 0 
MPTEMP,20, 571. 0 
MPTEMP, 21,601.0 
MPTEMP,22,631.0 
MPTEMP,23, 661. 0 
MPTEMP,24, 691. 0 
MPTEMP, 25, 721. 0 
MPTEMP,26, 751. 0 
MPTEMP, 27 , 7 81. 0 
MPTEMP, 28, 811. 0 
MPTEMP,29, 841. 0 
MPTEMP,30,871.0 
MPTEMP,31,901.0 
MPTEMP,32,931.0 
temperature is in degrees K 
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MPTEMP,33,961.0 
MPTEMP,34,991.0 
MPTEMP,35,1021.0 
MPTEMP,36,1051.0 
MPTEMP,37,10Bl.0 
MPTEMP,3B,1111.0 
MPTEMP,39,1141.0 
MPTEMP,40,1171.0 
MPTEMP,41,1201.0 
MPTEMP,42,1231.0 
MPTEMP,43,1261.0 
MPTEMP,44,1291.0 
MPTEMP,45,1321.0 
MPTEMP,46,1351.0 
MPTEMP,47,135B.O 
MPTEMP,4B,138B.O 
MPTEMP,49,1418.0 
MPTEMP,SO,1448.0 
MPTEMP,51,147B.O 
MPTEMP,52,1508.0 
MPTEMP,53,1538.0 
MPTEMP,54,1568.0 
MPTEMP,55,1598.0 
MPTEMP,56,1628.0 
MPTEMP,57,1658.0 
MPTEMP,58,1688.0 
MPTEMP,59,1718.0 
MPTEMP,60,1748.0 
MPTEMP,61,1778.0 
MPTEMP,62,1799.0 
MPTEMP,63,19000.0 
MPTEMP,64,20000.0 
MPTEMP,65,42000.0 
MPTEMP,66,100000.0 
MPTEMP,67,300000.0 
MPDATA,RSVX,1,,2.000000e-Ol1 
MPDATA,RSVX,1,,9.349245e-Ol1 
MPDATA,RSVX,1,,1.023582e-009 
MPDATA,RSVX,1,,2.88747Be-009 
MPDATA,RSYX,1,,4.921354e-009 
MPDATA,RSVX,1,,6.985160e-009 
MPDATA,RSVX,1,,9.041285e-009 
MPDATA,RSYX,1,,1.10913ge-008 
MPDATA,RSVX,1,,1.313714e-OOB 
MPDATA,RSVX,1,,1.518020e-008 
MPDATA,RSYX,1,,1.722223e-008 
MPDATA,RSVX,1,,1.92648ge-008 
MPDATA,RSVX,1,,2.130985e-008 
MPDATA,RSYX,1,,2.335877e-OOB 
MPDATA,RSVX,1,,2.541331e-OOB 
MPDATA,RSVX,1,,2.747514e-008 
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MPDATA,R8YX,1,,2.954592e-008 
MPDATA,R8YX,1,,3.162730e-008 
MPDATA,R8YX,1,,3.372097e-008 
MPDATA,R8YX,1,,3.582856e-008 
MPDATA,RSVX,1,,3.795176e-008 
MPDATA,R8YX,1,,4.009223e-008 
MPDATA,R8YX,1,,4.225162e-008 
MPDATA,RSVX,1,,4.443160e-008 
MPDATA,R8YX,1,,4.663383e-008 
MPDATA,R8YX,1,,4.885998e-008 
MPDATA,R8YX,1,,5.111170e-OOB 
MPDATA,R8YX,1,,5.339067e-OOB 
MPDATA,R8VX,1,,5.569854e-OOB 
MPDATA,R8YX,1,,5.B03698e-008 
MPDATA,R8YX,1,,6.040765e-OOB 
MPDATA,R8YX,1,,6.281221e-OOB 
MPDATA,R8VX,1,,6.525233e-008 
MPDATA,R8YX,1,,6.772967e-008 
MPDATA,R8YX,1,,7.02458ge-008 
MPDATA,R8VX,1,,7.280266e-008 
MPDATA,RSVX,1,,7.540164e-008 
MPDATA,R8VX,1,,7.804448e-008 
MPDATA,R8VX,1,,8.073286e-008 
MPDATA,RSVX,1,,8.346844e-008 
MPDATA,RSVX,1,,8.625288e-008 
MPDATA,R8VX,1,,8.908784e-008 
MPDATA,RSVX,1,,9.19749ge-OOa 
MPDATA,R8YX,1,,9.49159ge-008 
MPDATA,RSVX,1,,9.791250e-008 
MPDATA,RSVX,1,,1.009662e-007 
MPDATA,R8VX,1,,2.101076e-007 
MPDATA,R8VX,1,,2.130905e-007 
MPDATA,RSVX,1,,2.160734e-007 
MPDATA,R8VX,1,,2.190563e-007 
MPDATA,R8VX,1,,2.220392e-007 
MPDATA,R8VX,1,,2.250220e-007 
MPDATA,R8VX,1,,2.28004ge-007 
MPDATA,R8VX,1,,2.309878e-007 
MPDATA,RSVX,1,,2.339707e-007 
MPDATA,R8VX,1,,2.369536e-007 
MPDATA,R8VX,1,,2.399365e-007 
MPDATA,RSVX,1,,2.429193e-007 
MPDATA,R8VX,1,,2.459022e-007 
MPDATA,R8VX,1,,2.488851e-007 
MPDATA,R8VX,1,,2.518680e-007 
MPDATA,R8VX,1,,2.539560e-007 
MPDATA,R8YX,1,,1.6666E-6 
MPDATA,R8VX,1,,2.0E-6 
MPDATA,R8YX,1,,2.2222E-6 
MPDATA,RSVX,l,,1.6666E-6 
MPDATA,RSVX,1"lE-6 
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I ISOLINEAR THERMAL CONDUCTIVITY 
!-------------------------------
MP,KXX,1,402 
! DENSITY 
!----------
MP,DENS,1,8930 
! SPECIFIC HEAT COEFFICIENT 
!--------------------------
MP,C,1,516 
! ENTHALPY 
!-----------------
temperature is in degrees K MPTEMP""", , 
MPTEMP,l,O 
MPTEMP;2,1320 
MPTEMP,3,1350 
MPTEMP,4,2830 
MPTEMP,5,2860 
MPTEMP,6,20000 
MPDATA,ENTH,l"O 
MPDATA,ENTH,1,,6.1E9 
MPDATA,ENTH,1,,7.7E9 
MPDATA,ENTH,1,,1.36EIO 
MPDATA,ENTH,1,,3.76EIO 
MPDATA,ENTH,1,,4.64EIO 
! MODULUS OF ELASTICITY 
!-----------------------
MP,EX,1,1.1Ell 
! BILINEAR KINEMATIC MODEL 
!-----------------------
TB,BKIN,1,6 
MPTEMP""" " 
TBTEMP,254.0,1 
TBDATA,l, (1.28S065e+Oll*0.9E-3) 
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MPTEMP, , , , , , , , 
TBTEMP,454.0,2 
TBDATA,l, (1.168304e+Ol1*O.9E-3) 
MPTEMP, , , , , , , , 
TBTEMP,654.0,3 
TBDATA,l, (1.04558ge+011*0.9E-3) 
MPTEMP""", , 
TBTEMP,854.0,4 
TBDATA,l, (9.125362et010*0.9E-3) 
MPTEMP, , , , , , , , 
TBTEMP,1054.0,5 
TBDATA,l, (7.69143ge+010*0.9E-3) 
MPTEMP"""" 
TBTEMP,1250.0,6 
TBDATA,l, (6.185884e+010*0.9E-3) 
I POI8S0N'S RATIO 
!-----------------------
MP,NUXY,1,O.499 
! COEFFICIENT OF THERMAL EXPANSION 
!----------------------------------
MP,ALPX,l,O 
Appendix G 
!******************************************************************* 
!******************************************************************* 
MATERIAL PROPERTIES OF AIR 
I PERMEABILITY 
!---------------
MP,MURX,2,1 
I CONDUCTIVITY 
!----~-~-~-~---
MP,RSVX,2,O 
! ISOLINEAR THERMAL CONDUCTIVITY 
!-------------------------------
MP,KXX,2,O.02 
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! DENSITY 
!----------
MP,DENS,2,1.29 
! SPECIFIC HEAT COEFFICIENT 
!--------------------------
! MODULUS OF ELASTICITY 
!-----------------------
MP,EX,2,lOO 
! POISSON'S RATIO 
!----------------~ 
MP,NUXY,2,O.4999 
! COEFFICIENT OF THERMAL EXPANSION 
!-----------------------------------
MP,ALPX,2,O 
!******************************************************************* 
EOF 
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20 Flux Compression 
Thesis inclusion Copyright July 2005 
/TITL£,2-0 Flux Compression 
/batch,list 
/CONFIG,NRES,40000 
/PREP7 
/DSCALE,l~l 
/ICSCALE,1,O.5 
SHPP,OFF 
pivcheck,off 
! SET-UP VARIABLES 
!----------------------
! SIMULATION TIME 
! HELMHOLTZ COILS 
1-----------------------
START_TIME_INIT=O 
FINAL_TIME_INIT=2.0E-3 
INCREMENTS_INIT=O.Ole-3 
ITTERATIONS_INIT=FINAL_TIME_INIT/IMCREMENTS_INIT 
! FLUX COMPRESSION 
1-----------------------
START TIME=2E-3 
FINAL_TIME=2.012E-3 
INCREMENTS=4E-9 
ITTERATIONS:(FINAL_TIME-START_TIMEJ/INCREMENTS 
! GEOMERTY 
! INITIAL COILS 
!---------------------------------------------------
INRAD=40E-3 
OUTRAD=61.7E-3 
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HEIGHT=10.85E-3 
GAp::t:26.65E-3 
SHEATH=2E-3 
SINRArF37.00E-3 
SOUTRAD=70.855E-3 
1 LINER 
!----------------------------~----------------------
LINRAD=25.0E-3 
LOUTRAD=25.5E-3 
LHEIGHT=10E-3 
I COIL 
1---------------------------------------------------
CINRAD=26.5E-3 
COUTRAD=28.1E-3 
CHE;IGHT=8.5E-3 
! INNER AREA SURROUND 
!---------------------------------------------------
BOXH=22.5E-3 
BOXW=45E-3 
BOXWl=35E-3 
! OUTER AREA SURROUND 
!---------------------------------------------------
BOXH2=100E-3 
BOXW2=120E-3 
! MESHING PARAMETERS 
LDENSX=4 
LDENSY=50 
CDENSX=5 
CDENSY=50 
INNER=B 
MIDDLE=10 
DENSX=10 
DENSY=!O 
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SDEN$Y=3 
SDENSX=20 
! STRUCTURAL DAMPENING 
ALPHA_DAMP:::Q 
BETA _ DAMP=O 
! MODELLING 
! EMAG ELEMENT SELECTION 
Appendix H 
!---------------------------------------------------
/PREP7 
ET,1,PLANE53",1 
ET,2,PLANE53,4,,1 
ET,3,PLANE13,,1,1 
ET,4,PLANE53,3,,1 
ET,5,PLANE13",1 
LINER 
STC 
AIR 
INITIAL COILS 
STEEL SHEILD 
RESISTOR 
INDUCTOR 
CAPACITOR 
ET,6,CIRCU124,O 
ET,7,CIRCU124,1 
ET,8,CIRCU124,2 
ET,9,CIRCU124,6 
ET,lO,CIRCU124,5 
3D MASSIVE CONDUCTOR 
STRANDED COIL 
! FLUX CIRCUIT REAL CONSTANTS (OPEN CIRCUIT INIT) 
!---------------------------------------------------
R,l, ((CQUTRAD-CINRAD)*{2*CHEIGHT) 
R,2,9999999999 
R,3,36E-9 
R,4,52.64e-6,24.5E3 
R,5,1 
R,G, «LOUTRAD-LINRAD)*(2*LHEIGHT») 
! INITIAL HELMHOLTZ FIELD REAL CONSTANTS 
X-SECTIONAL AREA 
Resistance (open) 
Inductance 
Capacitance, Vo 
Scaling factor 
!---------------------------------------------------
R,7,«OUTRAD-INRAD)*(2*HEIGHT)) 
R,8,lOOE-3 
R,9,92E-6 
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X-SECTIONAL AREA 
Resistance 
Inductance 
mesh 
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R,lO,2400E-6,3.5E3 
R,ll,l 
R,12,4.7089E-4,49",O.785 
Capacitance, Vo 
Scaling factor 
! IMPORT MATERIAL LIBRARY 
!---------------------------------------------------
mpread,matlib,txt 
!---------------------------------------------------
! GEOMETRIC MODELS 
!---------------------------------------------------
!------FLUX CIRCUIT---------! 
N,l,O,O,O 
N,2,O,O,O 
N,3,O,O,O 
N,4,O,O,O 
Generate node 1 for circuit (top-left) 
Generate node 2 for circuit (top-right) 
Generate node 3 for circuit (bottom-left) 
! Generate node 4 for circuit (bottom-right) 
-------INITIAL CIRCUIT-----------! 
N,5,O,O,O 
N,6,O,O,O 
N,7,0,O,O 
N,e,O,O,o 
N,9,O,O,O 
! Generate node 1 for circuit (top-left) 
! Generate node 2 for circuit (top-right) 
Generate node 3 for circuit (bottom-left) 
Generate node 4 for circuit (bottom-right) 
! FLUX COMPRESSION INNER AREA 
!---------------------------------------------------
RECTNG, LINRAD, LOUTRAD, (BOXH2-LHEIGHT),(BOXH2+LHEIGHT) 
RECTNG,CINRAD,COUTRAD, (BOXH2-CHEIGHT), (BOXH2+CHEIGHT) 
RECTNG,O,BOXW,(BOXH2-BOXH),(BOXH2+80XH) 
K,13, «3*LINRAD)/4), «BOXH2-BOXH»,O 
K,14, «3*LINRAD)/4), «BOXH2+BOXH) ),0 
K,15,BOXWl, «BOXH2-BOXH»,O 
K,16,BOXW1, «BOXH2+BOXH»,O 
L,3,14 
L,2,13 
L,5,15 
L,8,16 
L,9,13 
L,13,10 
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!--------a1tered to get gap 
!--------ta11er box set to 3/4 
L,11,14 
L,14,12 
L, 10, 15 
L,11,16 
L,13,15 
L,14,16 
AL,3,13,20,12,17,14,1,4 
AL,7,16,22,lO,21,15,5,6 
AL,23,15,B,16,24,13,2,14 
LOELE,18 
LOELE,19 
ALLSEL,ALL 
AOVLAP,ALL 
NUMCMP,ALL 
! INITIAL FIELD AND OUTER AREA 
1---------------------------------------------------
Appendix H 
RECTNG,SINRAD,SQUTRAD, (BOXH2-GAP+IE-3), (BOXH2-GAP+SHEATH+IE-3) 
RECTNG,SINRAD, (SINRAD+SHEATH), (BOXH2-GAP+IE-3+SHEATH), (BOXH2-GAP+IE-3)-
(SOUTRAD-SINRAD) ) 
RECTNG,INRAD,OUTRAD, (BOXH2-GAP), (BOXH2-GAP-(2*HEIGHT» 
RECTNG,SINRAD,SQUTRAD, (BOXH2+GAP-IE-3J, (BOXH2+GAP-SHEATH-IE-3) 
RECTNG,SINRAD, (SINRAD+SHEATH), (BOXH2+GAP-IE-3-SHEATH), «(BOXH2+GAP-IE-
3)+(SQUTRAD-SINRAD» 
RECTNG,INRAD,OUTRAD, (BOXH2+GAP), (BOXH2+GAP+(2*HEIGHT» 
RECTNG,0, BOXW2,0, (2*BOXH2) 
ALLSEL,ALL 
AOVLAP,ALL 
NUMCMP,ALL 
I MODELLING 
! FLUX COMPRESSION INNER AREA 
\---------------------------------------------------
TYPE,l 
REAL r 6 
MATrl 
LESIZE,l",LDENSX 
LESIZE,3",LDENSX 
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LESIZE,2",LDENSY, !-3 
LESIZE,4",LDENSY, !-3 
AMESH,l 
TYPE,2 
REAL, 1 
MAT, 2 
LESIZE,5",CDENSX 
LESIZE,7",CDENSX 
LESIZE,6",CDENSY, !-3 
LESIZE,8",CDENSY, !-3 
AMESH,2 
!- INNER 
!---------------------------------------------------
TYPE, 3 
MAT, 3 
LESIZE,11",INNER,2 
LESIZE,12",INNER,2 
ALLSEL,ALL 
LSEL,S",1,3,2 
LSEL,A" ,4 
LCCAT,ALL 
ALLSEL,ALL 
LESIZE,10",LDENSY,-2 
LESIZE,15",LDENSX 
LESIZE,16",LDENSX 
ALLSEL,ALL 
LSEL,S",10 
LSEL,A",15 
LSEL,A",16 
LCCAT,ALL 
AMESH,3 
ALL8EL,ALL 
LDELE,54 
LDELE,55 
\---------------------------------------------------
ALLSEL,ALL 
LE8IZE,14",INNER,2 
LE8IZE,13",INNER,2 
ALLSEL,ALL 
L8EL,8",5,7,1 
LCCAT,ALL 
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ALLSEL,ALL 
LE8IZE,9",COENSY,-2 
LESIZE,17",COENSX 
LESIZE,18",COENSX 
ALLSEL,ALL 
LSEL,S",18 
LSEL,A",9 
LSEL,A",17 
LCCAT,ALL 
AMESH,4 
ALLSEL,ALL 
LOELE,54 
LOEL£,55 
1---------------------------------------------------
ALLSEL,ALL 
LSEL,S",13,14,1 
LSEL,A",8 
LCCAT,ALL 
ALLSEL,ALL 
LS£L,8",11,12,1 
LSEL,A",2 
LCCAT,ALL 
ALLS£L,ALL 
LESIZE,19",MIOOLE 
LESIZ£,20",MIODL£ 
AMESH,5 
LD£L£,54 
LO£LE,55 
!*************************************************** 
! HELMHOLTZ AND OUTER AREA 
!---------------------------------------------------
! HELMHOTLZ COILS 
!---------------------------------------------------
TfPE,4 
REAL, 12 
MAT, 2 
LESIZE,24",DENSX 
LESIZE,26",DENSX 
281 
Appendix H 
LESIZE,25",DENSY, 
LESIZE,27",DENSY, 
AMESH,6 
LESIZE,31",DENSX 
LESIZE,33",DENSX 
LESIZE,32",DENSY, 
LESIZE, 34", 'oENSY, 
AMESH,7 
! STEEL SHIELD 
!---------------------------------------------------
TYPE,5 
MAT, 4 
LESIZE,40",SDENSY, 
LESIZE,41",SDENSY, 
LESIZE,42",SDENSY, 
LESIZE,22",SDENSY, 
AMESH,9 
LESIZE,47",SDENSY 
LESIZE,4B",SDENSY 
LESIZE,49",SDENSY, !-3 
LESIZE, 29", SDENSY, !-3 
AMESH,12 
LESIZE,38",SDENSX 
LESIZE,39",SDENSX 
LESIZE,40",SDENSY, !-3 
LESIZE,21",SDENSY, !-3 
AMESH,8 
LESIZE,44",SDENSX 
LESIZE,43",SDENSX 
LESIZE,41",SDENSY, !-3 
LESIZE,23",SDENSY, !-3 
AMESH,10 
LESIZE,45",SDENSX 
LESIZE,46",SDENSX 
LESIZE,47",SDENSY, 1-3 
LESIZE,28",SDENSY, !-3 
AMESH,11 
LESIZE,50",SDENSX 
LESIZE,51",SDENSX 
LESIZE,49",SDENSY, !-3 
LESIZE,30",SDENSY, !-3 
AMESH,13 
! OUTER AREA 
!---------------------------------------------------
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TYPE,3 
MAT, 3 
SMRTSIZE,l 
AMESH,14 
Appendix H 
! CIRCUIT CONSTRUCTION, AND SET-UP 
COIL 
and 
! FLUX COMPRESSION CIRCUIT 
!---------------------------------------------------
NC=NODE««CQUTRAD-CINRAD)/2)+(CINRAD)), (BOXH2),O) 
TYPE,6 
REAL, 2 
E,I,2 
TYPE,7 
REAL, 3 
E,3,4 
TYPE,8 
REAL, 4 
E,I,4 ! (5) 
E,1,4 
E,I,4 
E,I,4 
TYPE,9 
REAL, 5 
E,2,3,NC 
ALLSEL,ALL 
! INITIAL FIELD CIRCUIT 
RESISTOR Element creation 
Use real constant 2 
Generate element between nodes 1 and 2 
INDUCTOR Element creation 
Use real constant 3 
Generate element between nodes 3 and 4 
CAPACITOR Element creation 
Use real constant 4 
Generate element between nodes 1 and 4 
I 3D COUPLER Element creation, with connection to 
Use real constant 5 
Generate element between nodes 2 and 3 (circuit) 
!---------------------------------------------------
NU=NODE««OUTRAD-INRAD)/2)+(INRAD) ),BOXH2+GAP+HEIGHT,O) 
NL=NODE({«OUTRAD-INRAD)/2)+(INRAD) ),BOXH2-GAP-HEIGHT,O) 
TYPE, 6 RESISTOR Element creation 
REAL,S Use real constant 2 
E,5,6 Generate element between nodes 
TYPE,7 INDUCTOR Element creation 
REAL, 9 Use real constant 3 
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1 and 2 
COIL 
and 
E~ 8,9 
TYPE,S 
REAL, 10 
£,5,9 ! (5) 
TYPE,lO 
REAL,!! 
E,6,7,.NU 
E,7,8,NL 
! COUPLING EQUATIONS 
Appendix H 
Generate element between nodes 3 and 4 
! CAPACITOR Element creation 
! Use real constant 4 
! Generate element between nodes 1 and 4 
3D COUPLER Element creation, with connection to 
Use real constant 5 
Generate element between nodes 2 and 3 (circuit) 
NI and N2 (coil) 
!---------------------------------------------------
ASEL,S",6 
NSLA,S,l 
CP,l,CURR,ALL 
CP,2,EMF,ALL 
ALLSEL,ALL 
ASEL,S",7 
NSLA,S,l 
CP,3,CURR,ALL 
CP,4,EMF,ALL 
ALLSEL,ALL 
ASEL,S",2 
NSLA,S,l 
CP,5,CURR,ALL 
CP,6,EMF,ALL 
ALLSEL,ALL 
! COMPONENTS 
Couple the CURR dof 
Couple the EMF dof 
Couple the CURR dof 
Couple the EMF dof 
Couple the CURR dof 
Couple the EHF dof 
!---------------------------------------------------
ASEL,S",2 
ESLA,S 
CM,COIL,ELEM 
ALLSEL,ALL 
ASEL,S",1 
ESLA,S 
CM, LINER, ELEM 
ALLSEL,ALL 
ASEL,S",S,IO,1 
ESLA,S 
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CM, STEELLOW, ELEM 
ALLSEL.ALL 
ASEL,S".? 
ESLA,S 
CM,HELMHOLTZ.ELEM 
ALLSEL.ALL 
ASEL,S",11,13,1 
ESLA,S 
!CM,STEEL_UP,ELEM 
ALLSEL,ALL 
! BOUNDARY CONDITIONS 
!---------------------------------------------------
ALLSEL,ALL 
LSEL,S,EXT 
NSLL,S,l 
D,ALL,AZ,O 
ALLSE:L,ALL 
! WRITE PHYSICS INITIAL FIELD (FLUX OPEN) 
1---------------------------------------------------
PHYSICS,WRITE,EMAG 
FINISH 
! WRITE PHYSICS FLUX COMP (FLUX CLOSED) 
!---------------------------------------------------
/PREP7 
ALLSEL,ALL 
RMODIF,2,1,2E-3 
ALLSEL,ALL 
ALLSEL,ALL 
PHYSICS,WRITE,EMAG2 
FINISH 
! THERMAL MODELLING 
/PREP? 
LSCLEAR,ALL 
PHYSICS, CLEAR 
ET,1,PLANE?7",1 
ET,2,PLANE77",1 
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ET,3,O r 
ET,4,O Null circuit elements 
ET,5,O Null circuit elements 
ET,6,O Null circuit elements 
ET,7,O Null circuit elements 
ET,8,O 
ET,9,O 
ET,10,O 
! MATERIAL MODELS 
!---------------------------------------------------
!------------ IMPORT ----------! 
rnpread,rnatlib,txt 
!------------------------------! 
! BOUNDARY CONDITIONS 
!---------------------------------------------------
L8EL,S",1,8,1 
!8FL,ALL,CONV,50,,293 
ALLSEL,ALL 
TUNIF,293 
! WRITE THERMAL PHYSICS 
!---------------------------------------------------
PHYSICS, WRITE, THERMAL 
FINISH 
Write new thermal enviroment 
Finish in solution 
! STRUCTURAL MODELLING 
/PREP7 
LSCLEAR,ALL 
PHYSICS, CLEAR 
ET,1,PLANE183",1 
ET,2,PLANE183",1 
ET,3,O 
ET,4,O 
ET,5,O 
ET,6,O 
ET,7,O 
ET,a,O 
ET,9,O 
Null circuit elements 
Null circuit elements 
Null circuit elements 
Null circuit elements 
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ET~10~O 
! MATERIAL MODELS 
!---------------------------------------------------
!------------ IMPORT ----------! 
mpread,matlib,txt 
!------------------------------! 
! BOUNDARY CONDITIONS 
!---------------------------------------------------
ASEL,S",3,5,1 
CM,AIR_MORPH,AREA 
ALLSEL~ALL 
ESEL,S",3 
CM,AIR_MORPH_ELEM,ELEM 
ALLSEL,ALL 
ASEL,S,~,1~2,1 
NSLA,S,1 
D,ALL,UY,O 
ALLSEL,ALL 
ALPHAD,ALPHA_DAMP 
BETAD,8ETA_DAMP 
ALLSEL,ALL 
LSEL,S,EXT 
NSLL, S,1 
!D,ALL,ALL,O 
ALLSEL,ALL 
! WRITE STRUCTURAL PHYSICS 
!---------------------------------------------------
ALLSEL,ALL 
PHYSICS,WRITE,STRUCT 
FINISH 
SAVE 
/PREP7 
ALLSEL,ALL 
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mp,ex,1,1.lE2 
mp,ey,1,1.lE2 
mp,ez,1,1.lE2 
TB,BISO 
TBDATA,l,l.lel 
f3.7elO 
!3.7elO 
!3.7elO 
ALLSEL,ALL 
PHYSICS,WRITE,STRUCT2 
FINISH 
SAVE 
/PREP7 
ALLSEL,ALL 
ASEL,S",1,2,1 
NSLA,S,l 
!D,ALL,UY,O 
ALLSEL,ALL 
mp,ex,l,1.lE6 
mp,ey,l,1.lE6 
mp,ez,l,1.lE6 
TB,BISO 
TBDATA,l,l.leS 
13.7elO 
!3.7elO 
!3.7elO 
ALLSEL,ALL 
PHYSICS,WRITE,STRUCTl 
FINISH 
SAVE 
TIME=START_TIME_INIT 
*DO,I,l,ITTERATIONS_INIT 
TIME=TIME+INCREMENTS IN IT 
! INITIAL FIELD ITERATIONS 
/ PREP? 
LSCLEAR,ALL 
PHYSICS, CLEAR 
PHYSICS,READ,EMAG 
FINISH 
'5 
, 5 
'5 
'5 
'5 
, 5 
Appendix H 
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!--------------------------------------EMAG---------------------------------------
-----! 
/ASSIGN, ESAV, EMAG, ESAV 
/ASSIGN,EMAT,EMAG,EMAT 
/ASSIGN,RST,EMAG,RMG 
*IF,I,EQ,l,THEN 
*ENDIF 
/SOLU 
ALLSEL,ALL 
TOFFST,O 
TREF,293 
TUNIF,293 
ANTYPE,TRANS 
TRNOPT,FULL"", 
NROPT,EULL"ON 
QUTRES,ALL,ALL 
TIME, TIME 
NSUBST,l 
KBC,O 
RESCONTROL"NONE 
SOLCONTROL,l 
NEQIT,l 
CNVTOL,VLTG",,-l 
CNVTOL,A 
CNVTOL,CSG 
NCNV,O 
SOLVE 
SAVE, EMAG, DB 
FINISH 
*IF,I,GT,l,THEN 
/SOLU 
TOFFST,O 
TREF,293 
ALLSEL,ALL 
ANTYPE, TRANS, REST 
TRNOPT, FULL, , , , , 
NROPT, FULL, , ON 
QUTRES,ALL,ALL 
TIME, TIME 
NSUBST,l 
KBC,O 
RESCONTROL"NONE 
select everything 
Transient analysis 
Output all results 
Time of analysis 
Number of substeps 
Ramped solution 
No multi frame restart 
! Solve problem 
! Save emag. db 
Finish in /solu 
select everything 
Transient restart 
Output all results 
Time of analysis 
Number of substeps 
Ramped solution 
No multi frame restart 
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*ENDIF 
/ASSIGN,ESAV 
/ASSIGN,EMAT 
/ASSIGN 
SOLCONTROL,l 
NEQIT,l 
CNVTOL,VLTG",,-l 
CNVTOL,A 
CNVTOL,CSG 
NCNV,O 
SOLVE 
SAVE, EMAG, DB 
FINISH 
Solve problem 
Save emag .db 
Finish in Isolu 
Appendix H 
!---------------------------------------------------------------------------------
------! 
!--------------------------------------THERMAL------------------------------------
------! 
I PREP7 
LSCLEAR,ALL 
PHYSICS, CLEAR 
PHYSICS, READ, THERMAL 
FINISH 
/ASSIGN,ESAV,THERM,ESAV 
/ASSIGN,EMAT,THERM,EMAT 
IASSIGN,RTH,THERM,RTH 
*IF,I,EQ,l,THEN 
/80LU 
ALLSEL,ALL 
TOFFST,O 
TREF,293 
TUNIF,293 
ESEL,S,TYPE"l 
ESEL,A,TYPE,,2 
NSLE,S,ALL 
LDREAD,HGEN,LAST""EMAG,RMG 
ALLSEL,ALL 
ANTYPE,TRANS 
SOLCONTROL,l 
Transient analysis 
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*ENDIF 
OUTRES,ALL,ALL 
TIME, TIME 
NSUBST,l 
KBC,O 
RESCONTROL"NONE 
SOLVE 
SAVE, THERM, DB 
FINISH 
Output all results 
Time of analysis 
Number of substeps 
Ramped solution 
No multi frame restart 
Solve problem 
save therm.db 
Finish in Isolu 
*IF,I,GT,l,THEN 
FINISH 
*ENDIF 
IASSIGN,ESAV 
/ASSIGN,EMAT 
/ASSIGN 
ISOLU 
ALLSEL,ALL 
TOFFST,O 
TREF,293 
ESEL, S, TYPE" 1 
ESEL,A, TYPE" 2 
NSLE,S,ALL 
LDREAD,HGEN,LAST""EMAG,RMG 
ALLSEL,ALL 
ANTYPE, TRANS, REST 
SOLCONTROL,ON 
OUTRES, ALL, ALL 
TIME, TIME 
NSUBST,l 
KBC,O 
NCNV,O 
RESCONTROL"NONE 
SOLVE 
SAVE, THERM, DB 
Transient restart 
Output all results 
Time of analysis 
Number of substeps 
Rarnped solution 
No multi frame restart 
Solve problem 
save therm.db 
! Finish in /solu 
Appendix H 
!---------------------------------------------------------------------------------
------! 
I STRUCTURAL 
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!---------------------------------------------------------------------------------
------! 
/PREP7 
LSCLEAR,ALL 
PHYSICS, CLEAR 
PHYSICS,READ,STRUCTl 
FINISH 
IASSIGN,ESAV,STRUCT,ESAV 
IASSIGN,EMAT,STRUCT,EMAT 
/ASSIGN,RST,STRUCT,RST 
*IF,I ... EQ,l,THEN 
/80LU 
ALLSEL,ALL 
TOFFST,O 
TREF,293 
TUNIF,293 
ESEL, S, TYPE" 1 
ESEL,A, TYPE" 2 
NSLE,S,ALL 
LDREAD,FORC,LAST""EMAG,RMG 
LDREAD,TEMP,LAST""THERM,RTH 
ALLSEL,ALL 
ANTYPE,TRANS 
NLGEOM,ON 
SOLCONTROL,ON 
NCNV,O 
NEQIT,30 
NROPT, FULL, , ON 
CUTCONTROL,PLSLIMIT,1 
CNVTOL,F"O.D05,O,O.Ol 
CNVTOL,U"O.05,2,O 
QUTRES, ALL, ALL 
TIME, TIME 
NSUBST,l 
KBC,O 
RESCONTROL"NONE 
NLDIAG, NRRE, ON 
NLDIAG, EFLG, ON 
SOLVE 
SAVE,STRUCT,DB 
FINISH 
Transient analysis 
output all results 
Time of analysis 
Number of substeps 
Ramped solution 
No multi frame restart 
Solve problem 
save struct.db 
Finish in /s01u 
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*ENDIF 
*IE",I,GT,l,THEN !AND,I,LT, (4E-6/INCREMENTS),THEN 
*ENDIF 
/SOLU 
PARSAV,ALL 
RESUME, STRUCT, DB 
PARRES 
ALLSEL,ALL 
TOE"FST,O 
TREE", 293 
ESEL, S, TYPE" 1 
ESEL,A,TYPE,,2 
NSLE,S,ALL 
LDREAD,E"ORC,LAST""EMAG,RMG 
LDREAD,TEMP,LAST""THERM,RTH 
ALLSEL,ALL 
ANTYPE, TRANS, REST 
NLGEOM,ON 
SOLCONTROL,ON 
NCNV,O 
NEQIT,30 
NROPT, FULL, , ON 
CUTCONTROL,PLSLIMIT,1 
CNVTOL,F"O.005,O,O.Ol 
CNVTOL,U"O.05,2,O 
OUTRES,ALL,ALL 
TIME, TIME 
NSUBST,l 
KBC,O 
RESCONTROL"NONE 
NLDIAG,NRRE,ON 
NLDIAG, ErLG,ON 
SOLVE 
SAVE,STRUCT,DB 
FINISH 
Transient restart 
Output all results 
Time of analysis 
Number of substeps 
Ramped solution 
No multlframe restart 
Solve problem 
save struct.db 
Finish in /solu 
! MORPHING 
!--------------
/PREP7 
293 
ALLSEL,ALL 
ICDELE 
ALLSEL,ALL 
DAMORPH,AIR_MORPH,,2 
ALLSEL,ALL 
FINISH 
/ASSIGN,ESAV 
/ASSIGN,EMAT 
/ASSIGN 
Appendix H 
Morph AIR-IN 
!---------------------------------------------------------------------------------
------! 
*ENDDO 
! FLUX COMPRESSION ITTERATIONS 
TIME=START_TIME 
*DO,I,l,ITTERATIONS 
TIME=TIME+INCREMENTS 
/PREP7 
LSCLEAR,ALL 
PHYSICS, CLEAR 
PHYSICS,READ,EMAG2 
FINISH 
!--------------------------------------EMAG---------------------------------------
-----! 
/ASSIGN,ESAV,EMAG,ESAV 
IASSIGN,EMAT,EMAG,EMAT 
/ASSIGN,RST,EMAG,RMG 
!SOLU 
294 
/ASSIGN,ESAV 
/ ASSIGN, EMAT 
/ASSIGN 
TOFFST,O 
TREF,293 
ALLSEL,ALL 
ESEL, Sr TYPE" 1 
ESEL,A,T¥FE,,2 
select everything 
NSLE,S,ALL 
LDREAD,TEMP,LAST""THERM,RTH 
ALLSEL,ALL 
ANT¥PE,TRANS,REST 
TRNOPT,FULL"", 
NROPT, FULL, , ON 
QUTRES,ALL,ALL 
TIME, TIME 
NSUBST,l 
KBC,O 
RESGONTROL"NONE 
SOLCONTROL,l 
NEQIT,l 
CNVTOL,VLTG",,-l 
CNVTOL,A 
CNVTOL,CSG 
NCNV,O 
SOLVE 
SAVE, EMAG, DB 
FINISH 
Transient restart 
Output all results 
Time of analysis 
Number of substeps 
Ramped solution 
No multi frame restart 
Solve problem 
Save emag.db 
! Finish in /solu 
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!---------------------------------------------------------------------------------
------! 
!--------------------------------------THERMAL------------------~-----------------
------! 
/ PREP7 
LSCLEAR,ALL 
PHYSICS, CLEAR 
PHYSICS, READ, THERMAL 
FINISH 
/ASSIGN,ESAV,THERM,ESAV 
/ASSIGN,EMAT,THERM,EMAT 
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/ASSIGN~RTH,THERM,RTH 
FINISH 
/ASSIGN,ESAV 
/ASSIGN,EMAT 
/ASSIGN 
/80LU 
ALLSEL,ALL 
TOFFST,O 
TREF,293 
ESEL,S,TYPE"l 
ESEL,A,TYPE,,2 
NSLE,S,ALL 
LDREAD,HGEN,LAST""EMAG,RMG 
ALLSEL,ALL 
ANT¥PE,TRANS,REST 
SOLCONTROL,ON 
QUTRES,ALL,ALL 
TIME, TIME 
NSUBST,l 
KBC,O 
NCNV,O 
RESCONTROL"NONE 
SOLVE 
SAVE, THERM, DB 
Transient restart 
Output all results 
Time of analysis 
Number of substeps 
Ramped solution 
No multi frame restart 
Solve problem 
save therm.db 
Finish in /solu 
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!---------------------------------------------------------------------------------
------! 
*IF,TIME,LE,2.0006E-3,THEN 
! STRUCTURAL 
!---------------------------------------------------------------------------------
------! 
/PREP7 
LSCLEAR,ALL 
PHYSICS, CLEAR 
PHYSICS,READ,STRUCTl 
FINISH 
/ASSIGN,ESAV,STRUCT,ESAV 
/ASSIGN,EMAT,STRUCT,EMAT 
/ASSIGN,RST,STRUCT,RST 
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/SOLU 
PARSAV,ALL 
RESUME,STRUCT,DB 
PARRES 
ALLSEL,ALL 
TOFFST,O 
TREF,293 
ESEL, S, TYPE" 1 
ESEL,A,TYPE,,2 
NSLE,S,ALL 
LDREAD,FORC,LAST""EMAG,RMG 
LDREAD,TEMP,LAST""THERM,RTH 
ALLSEL,ALL 
ANTYPE,TRANS,REST 
NLGEa1,ON 
SOLCONTROL,ON 
NCNV,O 
NEQIT,30 
NROPT, FULL, ,ON 
Transient restart 
CUTCONTROL, PLSLH1IT, 1 ! 000000000 
CNVTOL,F,,0.005,O,O.Ol 
CNVTOL,U"O.05,2,0 
OUTRES, ALL, ALL 
TIME, TIME 
NSUBST,l 
KBC,O 
RESCONTROL"NONE 
NLDIAG,NRRE,ON 
NLDIAG,EFLG,ON 
SOLVE 
SAVE, STRUCT, DB 
FINISH 
! MORPHING 
!--------------
/PREP7 
ALLSEL,ALL 
ICDELE 
Output all results 
Time of analysis 
Number of substeps 
Ramped solution 
No multi frame restart 
Solve problem 
save struct.db 
I Finish in /solu 
ALLSEL,ALL 
DAMORPH,AIR_MORPH,,2 
ALLSEL,ALL 
Morph AIR-IN 
FINISH 
/ASSIGN,ESAV 
/ASSIGN,EMAT 
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/ASSIGN 
!---------------------------------------------------------------------------------
------1 
*ENDIF 
*IF,TIME,GT,2.0006E-3,THEN 
!---------------------------------------------------------------------------------
------! 
/PREP7 
LSCLEAR,ALL 
PHYSICS, CLEAR 
PHYSICS, READ, STRUCT2 
FINISH 
/ASSIGN, ESAV, STRUCT, ESAV 
/ASSIGN,EMAT,STRUCT,EMAT 
/ASSIGN,RST,STRUCT,RST 
/80LU 
PARSAV,ALL 
RESUME,STRUCT,DB 
PARRES 
ALLSEL,ALL 
TOFFST,O 
TREF,293 
ESEL, S, TYPE" 1 
ESEL,A,TYPE,,2 
NSLE, S,ALL 
LDREAD,FORC,LAST""EMAG,RMG 
LDREAD,TEMP,LAST""THERM,RTH 
ALLSEL,ALL 
ANTYPE,TRANS,REST 
NLGEOM,ON 
SOLCONTROL, ON 
NCNV,O 
NEQIT,30 
Transient restart 
NROPT, Fl)LL, , ON 
CUTCONTROL,PLSLIMIT,l !OOOOOOOOO 
CNVTOL,F"O.005,O,O.Ol 
CNVTOL,U"O.05,2,O 
OUTRES,ALL,ALL 
TIME, TIME 
NSUBST,l 
KBC,O 
RESCONTROL"NONE 
Output all results 
Time of analysis 
Number of substeps 
Ramped solution 
No multiframe restart 
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NLDIAG, NRRE, ON 
NLDIAG,EFLG,ON 
SOLVE 
SAVE, STRUCT, DB 
FINISH 
I MORPHING 
!--------------
/PREP7 
ALLSEL,ALL 
ICDELE 
ALLSEL,ALL 
DAMORPH,AIR_MORPH,,2 
ALLSEL,ALL 
FINISH 
/ASSIGN,ESAV 
/ASSIGN,EMAT 
/ASSIGN 
Solve problem 
save struct .db 
Finish in Isolu 
Morph AIR-IN 
Appendix H 
!---------------------------------------------------------------------------------
------! 
*ENDH' 
*ENDOO 
/PREP7 
LSCLEAR,ALL 
PHYSICS, CLEAR 
PHYSICS,READ,EMAG 
FINISH 
!--------------------------------------EMAG---------------------------------------
-----! 
/ASSIGN, ESAV, EMAG, ESAV 
/ASSIGN,EMAT,EMAG,EMAT 
/ASSIGN,RST,EMAG,RMG 
/POST26 
FILE, EMAG, RMG 
PMGTRAN,'LINER'""", 'LINER' 
PMGTRAN,'COIL'""",'COIL' 
PMGTRAN,'STEELLOW·",,~~. 'STEELLOW 1 
PMGTRAN~'HELMHOLTZI"~,,,. 'HELMHOLTZ' 
FINISH 
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/ASSIGN,ESAV 
/ASSIGN,EMAT 
/ASSIGN 
!---------
------! 
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