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AN OPERADIC APPROACH TO VERTEX ALGEBRA AND
POISSON VERTEX ALGEBRA COHOMOLOGY
BOJKO BAKALOV, ALBERTO DE SOLE, REIMUNDO HELUANI, AND VICTOR G. KAC
Abstract. We translate the construction of the chiral operad by Beilinson
and Drinfeld to the purely algebraic language of vertex algebras. Consequently,
the general construction of a cohomology complex associated to a linear op-
erad produces a vertex algebra cohomology complex. Likewise, the associated
graded of the chiral operad leads to a classical operad, which produces a Pois-
son vertex algebra cohomology complex. The latter is closely related to the
variational Poisson cohomology studied by two of the authors.
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1. Introduction
The universal Lie superalgebra associated to a vector superspace V is defined as
a Z-graded Lie superalgebra
W (V ) =
⊕
j≥−1
Wj(V ) , with W−1(V ) = V ,
such that for any Z-graded Lie superagebra g =
⊕
j≥−1 gj, with g−1 = V , there is
a unique grading preserving homomorphism g → W (V ) identical on V . It is easy
to see that
Wj(V ) = Hom(S
j+1(V ), V ) ,
Key words and phrases. Superoperads, chiral and classical operads, vertex algebra and PVA
cohomologies, variational Poisson cohomology.
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for all j ≥ −1. The Lie superalgebra bracket on W (V ) is given by
[X,Y ] = XY − (−1)p(X)p(Y )YX , (1.1)
were p is the parity on W (V ), and, for X ∈Wn(V ), Y ∈Wm(V ),
(XY )(v0 ⊗ · · · ⊗ vm+n)
=
∑
i0<···<im
im+1<···<im+n
ǫv(i0, . . . , im+n)X(Y (vi0 ⊗ · · · ⊗ vim)⊗ vim+1 ⊗ · · · ⊗ vim+n) . (1.2)
Here ǫv(i0, . . . , im+n) is non-zero only if all i0, . . . , im+n are distinct, and in this
case it is equal to (−1)N , where N is the number of interchanges of indices of odd
vi’s in the permutation.
Clearly, W0(V ) = EndV and W1(V ) = Hom(S
2V, V ), so that any even element
of the vector superspace W1(V ) defines a commutative superalgebra structure on
V , and this correspondence is bijective. On the other hand, any odd element X of
the vector superspace W1(ΠV ) defines a skewcommutative superalgebra structure
on V by the formula
[a, b] = (−1)p(a)X(a⊗ b) , a, b ∈ V . (1.3)
Here and further ΠV stands for the vector superspace V with reversed parity.
Moreover, (1.3) defines a Lie superalgebra structure on V if and only if [X,X ] =
0 in W (ΠV ). Thus, given a Lie superalgebra structure on V , considering the
corresponding odd element X ∈W1(ΠV ), we obtain a cohomology complex(
C• =
⊕
j≥0
Cj , adX
)
, where Cj = Wj−1(ΠV ) , (1.4)
which coincides with the cohomology complex of the Lie superalgebra V with the
bracket defined by X , with coefficients in the adjoint representation. This con-
struction for V purely even goes back to the paper [NR67] on deformations of Lie
algebras; for a general superspace V it was explained in [DSK13]. Note also that,
more generally, given a module M over the Lie superalgebra V , one considers in-
stead of V the Lie superalgebra V ⋉M with M an abelian ideal, and by a simple
reduction procedure constructs the cohomology complex of the Lie superalgebra V
with coefficients in M .
In the paper [DSK13], this point of view on cohomology has also been applied to
several other algebraic structures. The most important for the present paper is that
of a Lie conformal (super)algebra and the corresponding cohomology complex in-
troduced in [BKV99]; see also [BDAK01], [DSK09]. The complex is constructed in
[DSK13] as follows. Assume that the vector superspace V carries an even endomor-
phism ∂. For each integer k ≥ 0, denote by F−[λ1, . . . , λk] the space of polynomials
in the k variables λ1, . . . , λk of even parity with coefficients in the field F, endowed
with the structure of a left F[∂]⊗k-module by letting P1(∂) ⊗ · · · ⊗ Pk(∂) act as
multiplication by P1(−λ1) · · ·Pk(−λk). This space carries also a right F[∂]-module
structure, for which ∂ acts as multiplication by −λ1 − · · · − λk. Then we let for
k ≥ 0:
P ∂k (V ) = HomF[∂]⊗k
(
V ⊗k,F−[λ1, . . . , λk]⊗F[∂] V
)
. (1.5)
The symmetric group Sk acts on the vector superspace P
∂
k (V ) by simultaneous
permutation of the factors of the vector superspace V ⊗k and of the λi’s. We denote
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by W ∂k (V ) the subspace of fixed points in P
∂
k+1(V ), k ≥ −1. Then the “conformal”
analogue of W (V ) is the vector superspace
W ∂(V ) =
⊕
j≥−1
W ∂j (V ) ,
with a Z-graded Lie superalgebra structure similar to (1.1)-(1.2). Note that we
have:
W ∂−1(V ) = V/∂V , W
∂
0 (V ) = EndF[∂] V .
Moreover, the even elements in the vector superspace W ∂1 (V ) are identified, letting
λ1 = λ and λ2 = −λ− ∂, with maps
X : V ⊗ V → V [λ] , a⊗ b 7→ Xλ(a⊗ b) ,
which satisfy certain sesquilinearity and commutativity conditions.
Proceeding in exactly the same way as in the Lie superalgebra case, consider
the Lie superalgebra W ∂(ΠV ). Then we get a bijection between odd elements
X ∈W ∂1 (ΠV ), such that [X,X ] = 0, and the Lie conformal superalgebra structures
on V , i.e., λ-brackets on V satisfying sesquilinearity
[∂aλb] = −λ[aλb] , [aλ∂b] = (λ+ ∂)[aλb] , (1.6)
skewcommutativity
[bλa] = −(−1)
p(a)p(b)[a−λ−∂b] , (1.7)
and Jacobi identity
[aλ[bµc]]− (−1)
p(a)p(b)[bµ[aλc]] = [[aλb]λ+µc] . (1.8)
This bijection is similar to (1.3):
[aλb] = (−1)
p(a)Xλ(a⊗ b) . (1.9)
Moreover, similarly to (1.4), we obtain the cohomology complex of the Lie conformal
superalgebra V with λ-bracket given by Xλ via (1.9), with coefficients in the adjoint
representation. One defines the cohomology of V with coefficients in a V -module
M in a similar way as well.
The most relevant to [DSK13] construction is obtained by endowing the F[∂]-
module V with a structure of a (commutative associative) differential superalgebra.
In this case one considers the Z-graded subalgebra W ∂,as(V ) =
⊕
j≥−1W
∂,as
j of
W ∂(V ), where W ∂,asj = W
∂
j for j = −1, 0, while W
∂,as
j for j ≥ 1 consists of the
maps fromW ∂j satisfying the Leibniz rule. The odd elements X ∈ W
∂,as
1 (ΠV ), such
that [X,X ] = 0, correspond bijectively to Poisson vertex algebra (PVA) structures
on V with the given differential algebra structure, and using this, one constructs the
variational Poisson cohomology of the PVA V . Recall that a Poisson vertex (super)
algebra is a differential (super)algebra endowed with a Lie conformal (super)algebra
λ-bracket satisfying the Leibniz rule
[aλbc] = [aλb]c+ (−1)
p(a)p(b)b[aλc] . (1.10)
A somewhat different point of view on cohomology complexes of algebraic struc-
tures is provided by the theory of linear unital symmetric superoperads, which we
call operads in this paper for simplicity. (It covers the first two above mentioned
examples, but not the third one.) One of its equivalent definitions is that it is a
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sequence of vector superspaces P(n), n ∈ Z≥0, endowed with a right action of Sn
for n ≥ 1, and bilinear parity preserving products
◦i : P(n)× P(m)→ P(n+m− 1) , i = 1, . . . , n ,
satisfying the associativity axioms given by formula (3.8) below and the equivariance
axioms given by formula (3.9). (There is also a unity 1 ∈ P(1), satisfying the unity
axiom, but this is irrelevant to our paper.) See, e.g. [MSS02], [LV12]. The universal
(to the operad P) Z-graded Lie superalgebra W (P) =
⊕
j≥−1Wj is defined by
letting Wn = P(n+ 1)Sn+1 with the bracket (1.1), where
XY =
∑
σ∈Sm+1,n
(X ◦1 Y )
σ−1 .
Here Sm,n denotes the set of (m,n)-shuffles in Sm+n; see Section 3 for details. The
earliest reference to this construction that we know of is [Tam02].
The most popular example of an operad is P = Hom, for which
Hom(n) = Hom(V ⊗n, V ) ,
for a vector superspace V . The action of Sn on P(n) is defined via its natural
action on V ⊗n (taking into account the parity of V ), and the i-th product X ◦i Y
of X ∈ Hom(n) and Y ∈ Hom(m) is defined by (i = 1, . . . , n)
(X ◦i Y )(v1, . . . , vn+m−1) = X(v1, . . . , vi−1, Y (vi, . . . , vi+m−1), vi+1, . . . , vn+m−1) .
It is easy to see that the Lie superalgebrasW (V ) andW (Hom) are identical. Like-
wise, for an F[∂]-module V , one defines the operad Chom, for which Chom(n) is the
space P ∂n (V ) defined by (1.5), and recovers thereby the associated Lie superalgebra
W ∂(V ).
Thus, the operads Hom and Chom “govern” the Lie algebras and the Lie confor-
mal superalgebras respectively. In their seminal book [BD04], Beilinson and Drin-
feld generalized the notion of a vertex algebra, introduced by Borcherds [Bor86],
by defining a chiral algebra in the language of D-modules on any smooth algebraic
curve, so that a vertex algebra is a weakly translation covariant chiral algebra on
the affine line. They also constructed the corresponding chiral operad and the
cohomology theory of chiral algebras, and the associated graded chiral operad.
In the present paper, we translate the construction of the chiral operad from
[BD04] to the purely algebraic language of vertex algebras. The resulting operad,
which we denote by P ch, not surprisingly turns out to be an extension of the operad
Chom in the same spirit as Chom is an extension of the operad Hom.
In order to explain the construction of P ch (see Section 6.3), let us introduce
some notation. For k ∈ Z≥−1, let OTk+1 and O
⋆T
k+1 be respectively the algebras of
polynomials and Laurent polynomials in zij = zi−zj, where 0 ≤ i < j ≤ k+1, and
let DTk+1 =
∑k
i=0O
T
k+1∂zi be the algebra of translation invariant regular differential
operators. Let V be an F[∂]-module. The space V ⊗(k+1)⊗O⋆Tk+1 carries the structure
of a right DTk+1-module by letting zij act by multiplication on O
⋆
k+1, and letting
∂zi act by
(v0 ⊗ · · · ⊗ vk ⊗ f)∂zi = v0 ⊗ · · ·∂vi · · · ⊗ vk ⊗ f − v0 ⊗ · · · ⊗ vk ⊗
∂f
∂zi
.
The space F−[λ0, . . . , λk] considered above carries a structure of a DTk+1-module as
well, by letting zij act as −
∂
∂λi
+ ∂
∂λj
and ∂zi act as multiplication by −λi. Then
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P ch(k + 1) is defined as the space of all right DTk+1-module homomorphisms
V ⊗(k+1) ⊗O⋆Tk+1 −→ F−[λ0, . . . , λk]⊗F[∂] V .
The right action of the symmetric group Sk+1 on P
ch(k+ 1) is defined by simulta-
neous permutations in V ⊗(k+1)⊗O⋆Tk+1 of factors of V
⊗(k+1) and the corresponding
variables z0, . . . , zk in O⋆Tk+1. The ◦1 product in P
ch is defined by (6.20), and the
general composition by (6.25).
We denote by W ch(V ) =
⊕
j≥−1W
ch
j (V ) the Z-graded Lie superalgebra associ-
ated to the operad P ch for the F[∂]-module V . It is clear that W chj for j = −1, 0
is the same as for the operad Chom. However, W ch1 (ΠV ) is identified not with
the space of sesquilinear skewsymmetric λ-brackets as for Chom, but with their
integrals; see Proposition 6.8. Moreover, the set of odd elements X ∈ W ch1 (ΠV )
such that [X,X ] = 0 is identified with those integrals of λ-brackets satisfying the
“integral” Jacobi identity; see Theorem 6.12. Thus, due to the integral of λ-bracket
definition of a vertex algebra introduced in [DSK06], such elements X parametrize
non-unital vertex algebra structures on the F[∂]-module V .
As explained above, we thus obtain a cohomology complex for any non-unital
vertex algebra V and its module M . The low cohomology is as expected from any
Lie-type cohomology. Namely, the 0-th cohomology parametrizes Casimirs (= in-
variants) of the V -module M , the 1-st cohomology is identified with the quotient
of all derivations from V to M by the space of inner derivations, and the 2-nd co-
homology parametrizes the F[∂]-split extensions of V by M with a trivial structure
of a non-unital vertex algebra (see Theorem 7.6). The vertex algebra cohomology
studied in [Bor98], [Hua14] and [Lib17] is rather of Harrison type; for example,
their 1-st cohomology is identified with the space of all derivations from V to M .
The Z-graded Lie superalgebra associated to the operad P ch and its correspond-
ing differential complex associated to a non-unital vertex algebra structure on V
was defined in [Tam02] in the context of chiral algebras as the complex governing
deformations of the chiral algebra structure. It was later studied in [Yan16].
The algebras O⋆Tk+1 carry a natural increasing filtration by the number of poles,
which induces a decreasing filtration of the operad P ch. We study the associated
graded operad, denoted by P cl. Its explicit description is quite involved and uses
the cooperad of graphs (see Theorem 10.6). One can show that the operad P ch
studied in our paper is (non-canonically) isomorphic to that in [BD04] in the case
of the curve being the affine line.
We also consider a refinement of the above filtration of P ch, associated to an
increasing filtration 0 ⊂ F1 V ⊂ F2 V ⊂ · · · of the F[∂]-module V , and show that
the structures of a filtered vertex algebra on V are in bijective correspondence
with odd elements X ∈ F1W ch1 (ΠV ) such that [X,X ] = 0 (see Theorem 8.10).
Moreover, one has an injective morphism of complexes(
grW ch(ΠV ), gr(adX)
)
→֒
(
W cl(grΠV ), ad(grX)
)
(see Theorem 10.14), which is an isomorphism at least in low degrees.
Next, we show that the structures of a Poisson vertex algebra on the F[∂]-module
V are in bijection with the odd elements X ∈ W cl1 (ΠV ) such that [X,X ] = 0
(see Theorem 10.7). Using this, we relate the cohomology of the corresponding
complex, called the PVA cohomology, to the variation Poisson cohomology studied
in [DSK13]. In particular, we show that the low vertex algebra cohomology is
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majorized by the variational Poisson cohomology. Using this and a computation of
the variational Poisson cohomology in [DSK12]-[DSK13], we compute the Casimirs
and derivations of the vertex algebra of N bosons.
Throughout the paper, the base field F is a field of characteristic 0 and, unless
otherwise specified, all vector spaces, their tensor products and Hom’s are over F.
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2. Preliminaries on vector superspaces and the symmetric group
2.1. Vector superspaces, tensor products and linear maps. Recall that a
vector superspace is a Z/2Z-graded vector space V = V0¯ ⊕ V1¯. We denote by
p(v) ∈ Z/2Z = {0¯, 1¯} the parity of a homogeneous element v ∈ V . Given two
vector superspaces U, V , their tensor product U ⊗ V and the space of linear maps
Hom(U, V ) are naturally vector superspaces, with Z/2Z-grading induced by those
of U and V , i.e. we have p(u ⊗ v) = p(u) + p(v), and p(f) = p(f(u)) − p(u), for
u ∈ U , v ∈ V , f ∈ Hom(U, V ). Let gi : Ui → Vi, i = 1, . . . , n, be linear maps of
vector superspaces. One defines their tensor product g1⊗· · ·⊗ gn : U1⊗· · ·⊗Un →
V1 ⊗ · · · ⊗ Vn, by
(g1 ⊗ · · · ⊗ gn)(u1 ⊗ · · · ⊗ un) = (−1)
∑
i<j p(gj)p(ui)g1(u1)⊗ · · · ⊗ gn(un) . (2.1)
In other words, we follow the usual Koszul–Quillen rule: every time two odd ele-
ments are switched, we change the sign.
2.2. The action of the symmetric group on tensor powers. The symmetric
group Sn is, by definition, the group of bijections σ : {1, . . . , n}
∼
−→ {1, . . . , n},
mapping i 7→ σ(i).
If V = V0¯ ⊕ V1¯ is a vector superspace, the symmetric group Sn acts linearly on
V ⊗n:
σ(v1 ⊗ · · · ⊗ vn) := ǫv(σ) vσ−1(1) ⊗ · · · ⊗ vσ−1(n) , (2.2)
where
ǫv(σ) =
∏
i<j |σ(i)>σ(j)
(−1)p(vi)p(vj) . (2.3)
(Again, we follow the Koszul-Quillen rule for the sign factor.) Formula (2.2) defines
a left action of Sn on V
⊗n, since the signs ǫv(σ) satisfy the relation
ǫv(στ) = ǫτ(v)(σ)ǫv(τ) , (2.4)
which can be easily checked.
We also have the corresponding right action of Sn on the space Hom(V
⊗n, V ) of
linear maps f(v1 ⊗ · · · ⊗ vn), given by
fσ(v1⊗ · · ·⊗ vn) = ǫv(σ)f(vσ−1(1)⊗ · · · ⊗ vσ−1(n))
(
= f(σ(v1⊗ · · · ⊗ vn))
)
. (2.5)
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Note that the same formula (2.2) makes sense when applied to an element v1 ⊗
· · · ⊗ vn ∈ W1 ⊗ · · · ⊗Wn, where W1, . . . ,Wn are different vector superspaces. In
this case, σ ∈ Sn defines an (even) linear map
σ : W1 ⊗ · · · ⊗Wn
∼
−→Wσ−1(1) ⊗ · · · ⊗Wσ−1(n) . (2.6)
Lemma 2.1. Let gi : Ui → Vi, i = 1, . . . , n, be linear maps of vector superspaces,
and let ui ∈ Ui, i = 1, . . . , n. For every σ ∈ Sn, we have
σ
(
(g1 ⊗ · · · ⊗ gn)(u1 ⊗ · · · ⊗ un)
)
=
(
σ(g1 ⊗ · · · ⊗ gn)
)
(σ(u1 ⊗ · · · ⊗ un)) . (2.7)
Proof. Since Sn is generated by transpositions, it suffices to prove that equation
(2.7) holds for σ = (s, s+1), s = 1, . . . , n− 1. In this case it is straightforward. 
We also define the (left) action of the symmetric group Sn on an arbitrary ordered
n-tuple of objects (x1, . . . , xn) as follows:
σ(x1, . . . , xn) = (xσ−1(1), . . . , xσ−1(n)) . (2.8)
In other words, we put the object x1 in position σ(1), the object x2 in position
σ(2), and so on. (Note that, if the objects x1, . . . , xn are the numbers 1, . . . , n, this
action is obtained by applying not σ to each of the entries of the list, but σ−1.)
2.3. Composition of permutations. Let n ≥ 1 and m1, . . . ,mn ≥ 0. Given
permutations σ ∈ Sn, τ1 ∈ Sm1 , . . . , τn ∈ Smn , we want to define their composition
σ(τ1, . . . , τn) ∈ Sm1+···+mn . To describe it, it is easier to say how it acts on the
tensor power V ⊗(m1+···+mn) of the vector superspace V , in analogy to (2.2). Let
Mi =
i∑
j=1
mj , i = 0, . . . , n . (2.9)
To apply σ(τ1, . . . , τn) to v, we first apply each τi ∈ Smi to the vector wi =
vMi−1+1 ⊗ · · · ⊗ vMi ∈ V
⊗mi via (2.2), and then we apply σ ∈ Sn to w = τ1(w1)⊗
· · · ⊗ τn(wn), again by the same formula (2.2), where we view w as an element of
W1⊗· · ·⊗Wn, withWi = V
⊗mi , and we consider the generalization of (2.2) defined
in (2.6). Summarizing this in a formula, we have:
(σ(τ1, . . . , τn))(v) = σ
(
τ1(v1⊗ · · ·⊗ vM1)⊗ · · ·⊗ τn(vMn−1+1⊗ · · ·⊗ vMn)
)
. (2.10)
Remark 2.2. We can write explicitly how σ(τ1, . . . , τn) ∈ Sm1+···+mn permutes the
integers 1, . . . ,m1+ · · ·+mn. An integer k ∈ {1, . . . ,m1+ · · ·+mn} can be uniquely
decomposed in the form
k = m1 + · · ·+mi−1 + j , (2.11)
with 1 ≤ i ≤ n and 1 ≤ j ≤ mi. Then, we have
(σ(τ1, . . . , τn))(k) = mσ−1(1) + · · ·+mσ−1(σ(i)−1) + τi(j) . (2.12)
Proposition 2.3. The composition of permutations satisfies the following asso-
ciativity condition: given σ ∈ Sn, τi ∈ Smi for i = 1, . . . , n, and ρj ∈ Sℓj for
j = 1, . . . ,Mn, we have
(σ(τ1, . . . , τℓ))(ρ1, . . . , ρMn)
= σ
(
τ1(ρ1, . . . , ρM1), . . . , τn(ρMn−1+1, . . . , ρMn)
)
∈ S∑
j ℓj
.
(2.13)
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Proof. Take a monomial v1 ⊗ · · · ⊗ vLMn , where we define Mi as in (2.9), and let
Lj =
j∑
k=1
ℓk , j = 0, . . . ,Mn . (2.14)
By (2.10), when we apply either side of (2.13) to such monomial, we get
σ
(
τ1
(
ρ1(v1 × · · · × vL1)⊗ · · · ⊗ ρM1(vLM1−1+1 ⊗ · · · ⊗ vLM1 )
)
⊗ . . .
· · · ⊗ τn
(
ρMn−1+1(vLMn−1+1⊗ · · · ⊗ vLMn−1+1)⊗ · · · ⊗ ρMn(vLMn−1+1⊗ · · · ⊗ vLMn )
))
.
The claim follows. 
Proposition 2.4. The composition of permutations satisfies the following equiv-
ariance condition:
(ϕσ)(ψ1τ1, . . . , ψnτn) = ϕ(ψσ−1(1), . . . , ψσ−1(n))σ(τ1, . . . , τn) , (2.15)
for every ϕ, σ ∈ Sn, ψ1, τ1 ∈ Sm1 , . . . , ψn, τn ∈ Smn .
Proof. It suffices to show that both sides of (2.15) give the same result when applied
to a monomial in V ⊗(m1+···+mn). When we apply the left-hand side of (2.15) to
v1 ⊗ · · · ⊗ vMn , we get(
(ϕσ)(ψ1τ1, . . . ψnτn)
)
(v1 ⊗ · · · ⊗ vMn)
= (ϕσ)
(
(ψ1τ1)(v1 ⊗ · · · ⊗ vM1)⊗ · · · ⊗ (ψnτn)(vMn−1+1 ⊗ · · · ⊗ vMn)
)
.
On the other hand, if we apply the right-hand side of (2.15) to the same monomial,
we get,(
ϕ(ψσ−1(1), . . . , ψσ−1(n))
)(
σ(τ1, . . . , τn)
)
(v1 ⊗ · · · ⊗ vMn)
=
(
ϕ(ψσ−1(1), . . . , ψσ−1(n))
)(
σ
(
τ1(v1⊗ · · · ⊗vM1)⊗ · · · ⊗τn(vMn−1+1⊗ · · · ⊗vMn)
))
= ϕ
(
σ
(
ψ1(τ1(v1 ⊗ · · · ⊗ vM1 ))⊗ · · · ⊗ ψn(τn(vMn−1+1 ⊗ · · · ⊗ vMn))
))
.
For the second equality we used (2.8) and Lemma 2.1. Equation (2.15) follows. 
2.4. ◦i-products of permutations. For i = 1, . . . , n, we define the ◦i product of
permutations ◦i : Sn × Sm → Sn+m−1 as follows (β ∈ Sn, α ∈ Sm):
β ◦i α := β(
i−1︷ ︸︸ ︷
1, . . . , 1,
i
α,
n−i︷ ︸︸ ︷
1, . . . , 1) . (2.16)
In other words, its action on the tensor power V ⊗m+n−1 of the vector superspace
V , is given by
(β◦iα)(v1⊗· · ·⊗vn+m−1) = β(v1⊗· · ·
i
w · · ·⊗vn+m−1) , w = α(vi⊗ · · · ⊗vi+m−1) .
(2.17)
As a consequence of Proposition 2.3, the ◦i-products satisfy the following asso-
ciativity conditions: (γ ∈ Sn, β ∈ Sm, α ∈ Sℓ, i = 1, . . . , n, j = 1, . . . , n+m− 1):
(γ ◦i β) ◦j α =

(γ ◦j α) ◦ℓ+i−1 β if 1 ≤ j < i ,
γ ◦i (β ◦j−i+1 α) if i ≤ j < i+m,
(γ ◦j−m+1 α) ◦i β if i+m ≤ j < n+m.
(2.18)
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In particular, the ◦1-product is associative. Moroever, as a consequence of Propo-
sition 2.4, the ◦i-products satisfy the following equivariance condition (β, σ ∈ Sn,
α, τ ∈ Sm i = 1, . . . , n):
(βσ) ◦i (ατ) = (β ◦σ(i) α)(σ ◦i τ) . (2.19)
We shall denote the identity element of the symmetric group Sn by 1n. For every
m,n ≥ 1 and i = 1, . . . , n we have
1n ◦i 1m = 1n+m−1 . (2.20)
By (2.19), we have (1n ◦iα)(1n ◦i τ) = 1n ◦i (ατ). In other words, for each n,m ≥ 1,
and each i = 1, . . . , n, we have the injective group homomorphism
Sm →֒ Sn+m−1 , α 7→ 1n ◦i α . (2.21)
For α ∈ Sm and i = 1, . . . , n, we can write explicitly the action of 1n ◦iα ∈ Sn+m−1
on V ⊗(n+m−1):
(1n ◦i α)(v1 ⊗ · · · ⊗ vn+m−1) = v1 ⊗ · · · ⊗ α(vi ⊗ · · · ⊗ vm−1+i)⊗ · · · ⊗ vm+n−1 .
In particular, for α ∈ Sm and β ∈ Sn, the actions of
1n+1 ◦1 α and 1m+1 ◦m+1 β ∈ Sm+n commute.
In the special case i = 1 it is particularly easy to describe the image of the map
(2.21) as a permutation of the numbers {1, . . . , n+m− 1}. We have, for m,n ≥ 1
and α ∈ Sm,
(1n ◦1 α)(i) =
{
α(i) if 1 ≤ i ≤ m,
i if m+ 1 ≤ i ≤ m+ n− 1 .
(2.22)
By (2.19), we also have
(β ◦σ(i) 1m)(σ ◦i 1m) = (βσ) ◦i 1m . (2.23)
Hence, the injective map Sn →֒ Sn+m−1 mapping σ 7→ σ ◦i 1m is not a group
homomorphism. On the other hand, it becomes a group homomorphism when we
restrict to the stabilizer (Sn)i = {σ ∈ Sn |σ(i) = i} of i:
(Sn)i →֒ Sn+m−1 , σ 7→ σ ◦i 1m . (2.24)
As special cases of (2.18) (with α = 1ℓ, γ = 12, i = 2 and j = 1), we get the
following identity, which we shall need later (α ∈ Sm):
1ℓ+1 ◦ℓ+1 α = (12 ◦2 α) ◦1 1ℓ . (2.25)
Note that we can write the cyclic permutation (1, . . . ,m+1) mapping 1 7→ 2 7→
· · · 7→ m+ 1 7→ 1 in terms of the ◦i-products as follows:
(1, . . . ,m+ 1) = (1, 2) ◦1 1m in Sm+1 . (2.26)
More generally, if we consider the cyclic permutation (1, . . . ,m+ 1) in the permu-
tation group Sm+n, we have the identity
(1, . . . ,m+ 1) = 1n ◦1 (1, 2) ◦1 1m in Sm+n (2.27)
(there is no need to put parentheses in the right-hand side since the ◦1-product is
associative). An equivalent way to write equation (2.27) is
(1, . . . ,m+ 1) = (1, 2)(1m, 11, 1n−1) in Sm+n , (2.28)
where, in this case, we consider the transposition (1, 2) as an element of S3.
9
2.5. Shuffles. A permutation σ ∈ Sm+n is called an (m,n)-shuffle if
σ(1) < · · · < σ(m) , σ(m+ 1) < · · · < σ(m+ n) . (2.29)
In equivalent terms, when acting on the tensor power V ⊗(m+n) of the (purely even)
vector space V , a shuffle σ maps the monomial v = v1⊗ · · · ⊗ vm+n to a permuted
monomial in which the factors v1, . . . , vm appear in their order:
σ(v) = · · ·⊗
σ(1)
v1 ⊗ · · ·⊗
σ(2)
v2 ⊗ · · ·⊗
σ(m)
vm ⊗ · · · ,
and the factors vm+1, . . . , vm+n appear in order. We shall denote by Sm,n ⊂ Sm+n
the subset (it is not a subgroup) of (m,n)-shuffles. By definition, Sn,0 = S0,n = {1}
for every n ≥ 0 and, by convention, we let Sm,n = ∅ if either m or n is negative.
Similarly, we shall denote by Sℓ,m,n ⊂ Sℓ+m+n the subset of (ℓ,m, n)-shuffles,
i.e. permutations σ ∈ Sℓ+m+n satisfying
σ(1) < · · · < σ(ℓ) , σ(ℓ+ 1) < · · · < σ(ℓ+m) , σ(ℓ+m+ 1) < · · · < σ(ℓ+m+ n) ,
(2.30)
and the same for (m1, . . . ,mk)-shuffles in Sm1+···+mk , for arbitrary k ≥ 2.
Proposition 2.5. (a) We have a bijection Sm,n
∼
−→ Sn,m given by σ 7→ σ ·
(1, 2)(1n, 1m).
(b) We have a bijection Sℓ,m,n
∼
−→ Sm,ℓ,n given by σ 7→ σ · (1, 2)(1m, 1ℓ, 1n).
Proof. The permutation (1, 2)(1n, 1m) switches the first n factors of V
⊗(m+n) with
the last m factors, i.e. it maps
1 . . . n 1 + n . . . m+ n
↓ ↓ ↓ ↓
m+ 1 . . . m+ n 1 . . . m
Hence, the product σ · (1, 2)(1n, 1m) maps
1 . . . n 1 + n . . . m+ n
↓ ↓ ↓ ↓
σ(m+ 1) < . . . < σ(m+ n) , σ(1) < . . . < σ(m)
so it lies in Sn,m, provided that σ ∈ Sm,n. Claim (a) follows. Similarly for claim
(b). 
Proposition 2.6. For ℓ,m, n ≥ 1 we have the following bijections:
(a) Sm,n × Sm × Sn
∼
−→ Sm+n, mapping
σ, α, β 7→ σ · (1n+1 ◦1 α) · (1m+1 ◦m+1 β) ,
where · denotes the product in the symmetric group Sm+n.
(b) Sℓ+m,n × Sℓ,m
∼
−→ Sℓ,m,n, mapping
σ, τ 7→ σ · (1n+1 ◦1 τ) .
(c) Sm,n × Sℓ,m+n
∼
−→ Sℓ,m,n, mapping
σ, τ 7→ τ · (1ℓ+1 ◦ℓ+1 σ) .
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Proof. First, the two sets Sm,n × Sm × Sn and Sm+n have the same cardinality
(m+ n)!. Hence, to prove that the map (a) is a bijection it suffices to prove that it
is injective or surjective. On the other hand, we can see how
X = σ · (1n+1 ◦1 α) · (1m+1 ◦m+1 β)
acts on the tensor power V m+n−1, of a vector space V . First, we permute the
factors of v = v1⊗ . . . ⊗vm by α and the factors of vm+1⊗ . . . ⊗vm+n by β. Then,
we shuffle the resulting monomial, in such a way that the factors of α(v1⊗ . . . ⊗vm)
appear in the same order in X(v), in positions σ(1), . . . , σ(m), and similarly the
factors of β(vm+1 ⊗ . . . ⊗ vm+n) appear in the same order in X(v), in positions
σ(m+1), . . . , σ(m+n). Now it is clear that the resulting monomialX(v) is uniquely
determined by the choice of σ ∈ Sm,n, α ∈ Sm and β ∈ Sn. In other words, the
map (a) is injective.
Let us now prove that the map (b) is bijective. First note that two sets Sℓ+m,n×
Sℓ,m and Sℓ,m,n have the same cardinality
(ℓ+m+n)!
ℓ!m!n! . Next, we need to prove that,
for σ ∈ Sℓ+m,n and τ ∈ Sℓ,m, the permutation σ(1n+1 ◦1 τ) is an (ℓ,m, n)-shuffle.
Indeed, by (2.22),
1 ≤ (1n+1 ◦1 τ)(i) = τ(i) ≤ ℓ+m for i = 1, . . . , ℓ+m, (2.31)
and
(1ℓ+1 ◦1 τ)(i) = i for i = ℓ+m+ 1, . . . , ℓ+m+ n . (2.32)
On the other hand, since τ ∈ Sℓ,m, we have
1 ≤ τ(1) < · · · < τ(ℓ) ≤ ℓ+m and 1 ≤ τ(ℓ+1) < · · · < τ(ℓ+m) ≤ ℓ+m, (2.33)
and since σ ∈ Sℓ+m,n, we have
σ(1) < · · · < σ(ℓ +m) and σ(ℓ +m+ 1) < · · · < σ(ℓ +m+ n) . (2.34)
Combining (2.31)–(2.34), we get
σ(1n+1 ◦1 τ)(1) = σ(τ(1)) < · · · < σ(1n+1 ◦1 τ)(ℓ) = σ(τ(ℓ)) ,
σ(1n+1 ◦1 τ)(ℓ + 1) = σ(τ(ℓ + 1)) < · · · < σ(1n+1 ◦1 τ)(ℓ +m) = σ(τ(ℓ +m)) ,
σ(1n+1◦1τ)(ℓ+m+1) = σ(ℓ+m+1) < · · · < σ(1n+1◦1τ)(ℓ+m+n) = σ(ℓ+m+n),
(2.35)
namely, σ(1n+1◦1τ) ∈ Sℓ,m,n. To prove that the map (b) is injective, we just observe
that, by the third line in (2.35), the values of σ(1n+1◦1 τ) on ℓ+m+1, . . . , ℓ+m+n
uniquely determine σ(ℓ+m+1), . . . , σ(ℓ+m+n), i.e. uniquely determine the shuffle
σ ∈ Sℓ+m,n. Then, since σ is uniquely determined by σ(1n+1 ◦1 τ), it is clear that
τ is uniquely determined as well. A similar proof works for (c). 
Proposition 2.7. (a) The set of shuffles Sm,n decomposes as
Sm,n = {σ ∈ Sm,n |σ(1) = 1} ⊔ {σ ∈ Sm,n |σ(m+ 1) = 1} .
(b) We have a bijection {σ ∈ Sm+1,n−1 |σ(1) = 1}
∼
−→ {σ ∈ Sm,n |σ(m + 1) = 1}
given by
σ 7→ σ · (1n ◦1 (1, 2) ◦1 1m) , (2.36)
where · is the product in the symmetric group Sm+n.
(c) We have a bijection Sm−1,n
∼
−→ {σ ∈ Sm,n |σ(1) = 1} given by
σ 7→ 12 ◦2 σ . (2.37)
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Proof. Claim (a) is obvious since, if σ is an (m,n) shuffles, then either 1 = σ(1)
or 1 = σ(m + 1). For (b), recall that, by (2.27), (1n ◦1 (1, 2) ◦1 1m) is the cyclic
permutation 1 7→ 2 7→ · · · 7→ m+ 1 7→ 1. Hence, the product σ · (1n ◦1 (1, 2) ◦1 1m)
maps
1 . . . m m+ 1 m+ 2 . . . m+ n
↓ ↓ ↓ ↓ ↓
σ(2) < . . . < σ(m+ 1) , σ(1) = 1 < σ(m+ 2) < . . . < σ(m+ n)
It follows that σ · (1n ◦1 (1, 2) ◦1 1m) lies in Sm,n, provided that σ ∈ Sm+1,n−1, and
that it mapsm+1 7→ 1. On the other hand, the map (2.36) is clearly injective, hence
it is bijective since the two sets {σ ∈ Sm+1,n−1 |σ(1) = 1} and {σ ∈ Sm,n |σ(m +
1) = 1} have the same cardinality (m+n−1)!
m!(n−1)! . This proves (b).
Next, let us prove claim (c). By the definition of the ◦i-products, we have
(12 ◦2 σ)(1) = 1 , and (12 ◦2 σ)(1 + i) = 1 + σ(i) for i = 1, . . . ,m+ n− 1 .
In particular, (12 ◦2 σ) ∈ Sm,n provided that σ ∈ Sm−1,n. On the other hand, the
map (2.37) is clearly injective, hence it is bijective since the two sets Sm−1,n and
{σ ∈ Sm,n |σ(1) = 1} have the same cardinality
(m+n−1)!
(m−1)!n! . This proves (c). Finally,
claim (d) follows from (b) and (c). 
3. Superoperads and the associated Z-graded Lie superalgebras
In this section, we review the definition and some basic properties of superoper-
ads, which will be needed throughout the rest of the paper. For extended reviews
on the theory of operads, see e.g. [LV12, MSS02].
3.1. Definition of a superoperad. Recall that a (linear, unital, symmetric) su-
peroperad P is a collection of vector superspaces P(n), n ≥ 0, with parity p,
endowed, for every f ∈ P(n) and m1, . . . ,mn ≥ 0, with the composition parity
preserving linear map,
P(n)⊗ P(m1)⊗ · · · ⊗ P(mn) → P(Mn) ,
f ⊗ g1 ⊗ · · · ⊗ gn 7→ f(g1 ⊗ · · · ⊗ gn) ,
(3.1)
whereMn := m1+ · · ·+mn (cf. (2.9)), satisfying the following associativity axiom:
f
(
(g1⊗· · ·⊗gn)(h1⊗· · ·⊗hMn)
)
=
(
f(g1⊗· · ·⊗gn)
)
(h1⊗· · ·⊗hMn) ∈ P
( Mn∑
j=1
ℓj
)
,
(3.2)
for every f ∈ P(n), gi ∈ P(mi) for i = 1, . . . , n, and hj ∈ P(ℓj) for j = 1, . . . ,Mn.
In the left-hand side of (3.2) the linear map
n⊗
i=1
gi :
Mn⊗
j=1
P(ℓj)→
n⊗
i=1
P
( Mi∑
j=Mi−1+1
ℓj
)
is the tensor product of composition maps, defined by (2.1), applied to
h1⊗· · ·⊗hMn = (h1⊗· · ·⊗hM1)⊗(hM1+1⊗· · ·⊗hM2)⊗· · ·⊗(hMn−1+1⊗· · ·⊗hMn).
We assume that P is endowed with a unit element 1 ∈ P(1) satisfying the following
unity axioms:
f(1⊗ · · · ⊗ 1) = 1(f) = f , for every f ∈ P(n) . (3.3)
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Furthermore, we assume that, for each n ≥ 1, P(n) has a right action of the
symmetric group Sn, denoted f
σ, for f ∈ P(n) and σ ∈ Sn, satisfying the fol-
lowing equivariance axiom (f ∈ P(n), g1 ∈ P(m1), . . . , gn ∈ P(mn), σ ∈ Sn,
τ1 ∈ Sm1 , . . . , τn ∈ Smn):
fσ(gτ11 ⊗ · · · ⊗ g
τn
n ) =
(
f(σ(g1 ⊗ · · · ⊗ gn))
)σ(τ1,...,τn)
, (3.4)
where the composition σ(τ1, . . . , τn) ∈ Sm1+···+mn of permutation was defined in
Section 2.3, and the left action of σ ∈ Sn on the tensor product of vector superspaces
was defined in (2.6).
For simplicity, from now on, we will use the term operad in place of superoperad.
Example 3.1. The symmetric group operad S is defined as the collection of purely
even superspaces S(n) = F[Sn] for n ≥ 1 and S(0) = F, with the composition maps
obtained by exteding linearly (2.10) to the group algebras, the unity 1 ∈ S1, and
the action of right multiplication of Sn on F[Sn]. This is an operad, indeed the
associativity axiom (3.2) follows from Proposition 2.3, and the equivariance axiom
(3.4) follows from Proposition 2.4.
Example 3.2. Given a vector superspace V = V0¯⊕V1¯, the operad Hom is defined
as the collection of superspaces Hom(n) = Hom(V ⊗n, V ), n ≥ 0, endowed with
the composition maps (f ∈ P(n), gi ∈ P(mi) for i = 1, . . . , n, vj ∈ V for j =
1, . . . ,Mn := m1 + · · ·+mn):
(f(g1 ⊗ · · · ⊗ gn))(v1 ⊗ · · · ⊗ vMn) := f
(
(g1 ⊗ · · · ⊗ gn)(v1 ⊗ · · · ⊗ vMn)
)
, (3.5)
the unity 1 = 1V ∈ EndV , and the right action of Sn on Hom(V ⊗n, V ) given by
(2.5). The associativity and unit axioms, for this example, are obvious. Let us
prove the equivariance axiom (3.4). When applied to a monomial v1 ⊗ · · · ⊗ vMn ,
the left-hand side of (3.4) gives (we use the notation (2.9))(
fσ(gτ11 ⊗ · · · ⊗ g
τn
n )
)
(v1 ⊗ · · · ⊗ vMn)
= fσ
(
(gτ11 ⊗ · · · ⊗ g
τn
n )(v1 ⊗ · · · ⊗ vMn)
)
= fσ
(
(g1⊗· · ·⊗ gn)
(
τ1(v1⊗· · ·⊗ vM1 )⊗· · ·⊗ τn(vMn−1+1 ⊗· · ·⊗ vMn)
)
= f
(
(σ(g1 ⊗ · · · ⊗ gn))
(
σ(τ1, . . . , τn)(v1 ⊗ · · · ⊗ vMn)
)
=
(
f(σ(g1 ⊗ · · · ⊗ gn))
)σ(τ1,...,τn)
(v1 ⊗ · · · ⊗ vMn) .
For the third equality, we used Lemma 2.1 and the definition (2.10) of σ(τ1, . . . , τn).
Given an operad P , one defines, for each i = 1, . . . , n, the ◦i-product ◦i : P(n)×
P(m)→ P(n+m− 1) by insertion in position i, i.e.
f ◦i g = f(
i−1︷ ︸︸ ︷
1⊗ · · · ⊗ 1⊗
i
g ⊗
n−i︷ ︸︸ ︷
1⊗ · · · ⊗ 1) . (3.6)
Of course, knowing all the ◦i-products allows to reconstruct, thanks to the associa-
tivity axiom (3.2), the whole operad structure, by
f(g1, . . . , gn) = (· · · ((f ◦1 g1) ◦m1+1 g2) · · · ) ◦m1+···+mn−1+1 gn . (3.7)
Then, the unity axiom (i) becomes 1◦1f = f ◦i1 = f for every i = 1, . . . , n, and the
associativity axiom (ii) is equivalent to the following identities for the ◦i-products,
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cf. (2.18) (f ∈ P(n), g ∈ P(m), h ∈ P(ℓ)):
(f ◦i g) ◦j h =

(−1)p(g)p(h)(f ◦j h) ◦ℓ+i−1 g if 1 ≤ j < i ,
f ◦i (g ◦j−i+1 h) if i ≤ j < i+m,
(−1)p(g)p(h)(f ◦j−m+1 h) ◦i g if i+m ≤ j < n+m.
(3.8)
In particular, the ◦1-product is associative. Note that the third identity in (3.8) is
equivalent to the first one by flipping the equality. Furthermore, the equivariance
condition (3.4) and the supersymmetric equivariance condition (3.4) both become,
in terms of the ◦i-products, cf. (2.19)
fσ ◦i g
τ = (f ◦σ(i) g)
σ◦iτ , (3.9)
for f ∈ P(n), g ∈ P(m), σ ∈ Sn, τ ∈ Sm, where σ ◦i τ ∈ Sn+m−1 is defined by
(2.16).
By definition, an operad P is filtered if each vector superspace P(n) is endowed
with a filtration Fr P(n), which is preserved by the action of the symmetric group
and is preserved by the composition maps, i.e.,
fσ ∈ Fr P(n), f(g1 ⊗ · · · ⊗ gn) ∈ F
r+s1+···+sn P(m1 + · · ·+mn) (3.10)
for all f ∈ Fr P(n), σ ∈ Sn and gi ∈ F
si P(mi). In the case of a decreasing filtration
of P , the corresponding associated graded operad is
grr P(n) = Fr P(n)/Fr+1 P(n), (3.11)
with the induced action of the symmetric groups and composition maps. This is a
graded operad, i.e., each superspace P(n) is graded and the analog of (3.10) holds
degreewise.
A morphism ϕ from an operad P to an operad Q is a collection of linear maps
ϕn : P(n) → Q(n) commuting with the action of the symmetric groups and com-
patible with the composition maps. When P and Q are filtered, the map ϕn is
required to send Fr P(n) to FrQ(n), and similarly for graded operads.
3.2. Universal Lie superalgebra associated to an operad. Let P be an op-
erad. We let W = W (P) be the Z-graded vector superspace W =
⊕
n≥−1Wn,
where
Wn = P(n+ 1)
Sn+1 =
{
f ∈ P(n+ 1)
∣∣ fσ = f ∀σ ∈ Sn+1} . (3.12)
We define the -product of f ∈ Wn and g ∈Wm as follows:
fg =
∑
σ∈Sm+1,n
(f ◦1 g)
σ−1 . (3.13)
Note that Sm+1,−1 = ∅, hence fg = 0 if f ∈W−1.
Example 3.3. For f, g ∈ W1, we have
fg = f ◦1 g + (f ◦1 g)
(23) + (f ◦1 g)
(132)
= f ◦1 g + f ◦2 g + (f ◦2 g)
(12).
(3.14)
The second equality follows from (3.9) and the fact that f and g are symmetric,
using (23) = (132)(12) and (132) = (12) ◦2 (1).
Theorem 3.4. (a) For f ∈Wn and g ∈ Wm, we have fg ∈ Wn+m.
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(b) The associator of the -product is right supersymmetric, i.e.
(fg)h− f(gh) = (−1)p(g)p(h)(fh)g − f(hg) . (3.15)
(c) Consequently, W is a Z-graded Lie superalgebra with Lie bracket given by (f ∈
Wn, g ∈Wm)
[f, g] = fg − (−1)p(f)p(g)gf . (3.16)
Proof. For claim (a), we need to prove that fg is fixed by the action of the
symmetric group Sm+n+1. We have∑
σ∈Sm+n+1
(f ◦1 g)
σ−1
=
∑
β∈Sm+1,α∈Sn,
σ∈Sm+1,n
(f ◦1 g)
(
σ·(1n+1◦1β)·(1m+2◦m+2α)
)−1
=
∑
β∈Sm+1,α∈Sn,
σ∈Sm+1,n
(f ◦1 g)
(1m+2◦m+2α
−1)·(1n+1◦1β
−1)·σ−1
=
∑
β∈Sm+1,α∈Sn,
σ∈Sm+1,n
(f ◦1 g)
((12◦2α
−1)◦11m+1)·(1n+1◦1β
−1)·σ−1
=
∑
β∈Sm+1,α∈Sn,
σ∈Sm+1,n
(f (12◦2α
−1) ◦1 g
β−1)σ
−1
= (m+ 1)!n!
∑
σ∈Sm+1,n
(f ◦1 g)
σ−1 = (m+ 1)!n! fg ,
(3.17)
where we used Proposition 2.6(a) for the first equality, the homomorphism property
of the maps (2.21) for the second equality, identity (2.25) for the third equality, the
equivariance conditions (3.9) and the obvious identities (12◦2α−1)(1) = 1 = 1n+1(1)
for the fourth equality, and the assumptions that f ∈Wn and g ∈Wm for the fifth
equality. Since the left-hand side of (3.17) is manifestly invariant with respect to
the action of Sm+n+1, we conclude that fg is invariant as well, proving (a).
Next, let us prove claim (b). We have
f(gh) =
∑
σ∈Sℓ+m+1,n
∑
τ∈Sℓ+1,m
(
f ◦1 (g ◦1 h)
τ−1
)σ−1
=
∑
σ∈Sℓ+m+1,n
∑
τ∈Sℓ+1,m
(
f ◦1 (g ◦1 h)
)(1n+1◦1τ−1)·σ−1
=
∑
σ∈Sℓ+m+1,n
∑
τ∈Sℓ+1,m
(
f ◦1 (g ◦1 h)
)(σ·(1n+1◦1τ))−1
=
∑
σ∈Sℓ+1,m,n
(
f ◦1 (g ◦1 h)
)σ−1
.
(3.18)
In the second equality we used the equivariance condition (3.9), in the third equality
we used the fact that the map (2.21) is a group homomorphism, and in the fourth
equality we used Proposition 2.6(b). On the other hand, we have
(fg)h =
∑
σ∈Sm+1,n
∑
τ∈Sℓ+1,m+n
(
(f ◦1 g)
σ−1 ◦1 h
)τ−1
. (3.19)
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By Proposition 2.7(a), the sum in the right-hand side of (3.19) split as sum of two
terms, in the first one we sum over the shuffles σ ∈ Sm+1,n such that σ(1) = 1, and
in the second one we sum over the shuffles σ ∈ Sm+1,n such that σ(m + 2) = 1.
The first term is
∑
σ∈Sm+1,n
s.t. σ(1)=1
∑
τ∈Sℓ+1,m+n
(
(f ◦1 g)
σ−1 ◦1 h
)τ−1
=
∑
σ∈Sm+1,n
s.t. σ(1)=1
∑
τ∈Sℓ+1,m+n
(
(f ◦1 g) ◦1 h
)(σ−1◦11ℓ+1)·τ−1
=
∑
σ∈Sm+1,n
s.t. σ(1)=1
∑
τ∈Sℓ+1,m+n
(
(f ◦1 g) ◦1 h
)(τ ·(σ◦11ℓ+1))−1
=
∑
σ∈Sm,n
∑
τ∈Sℓ+1,m+n
(
(f ◦1 g) ◦1 h
)(τ ·((12◦2σ)◦11ℓ+1))−1
=
∑
σ∈Sm,n
∑
τ∈Sℓ+1,m+n
(
(f ◦1 g) ◦1 h
)(τ ·(1ℓ+2◦ℓ+2σ))−1
=
∑
σ∈Sℓ+1,m,n
(
(f ◦1 g) ◦1 h
)σ−1
,
(3.20)
where we used the equivariance relation (3.9) for the first equality, the fact that the
map (2.24) is a homomorphism for the second equality, Proposition 2.7(c) for the
third equality, equation (2.25) for the fourth equality, and Proposition 2.6(c) for the
fifth equality. Note that the right-hand side of (3.20) coincides with the right-hand
side of (3.18) since the ◦1-product is associative. The second term, where we take
the sum over the shuffles σ ∈ Sm+1,n such that σ(m + 2) = 1 in (3.19), is
∑
σ∈Sm+1,n
s.t. σ(m+2)=1
∑
τ∈Sℓ+1,m+n
(
(f ◦1 g)
σ−1 ◦1 h
)τ−1
=
∑
σ∈Sm+1,n
s.t. σ(m+2)=1
∑
τ∈Sℓ+1,m+n
(
(f ◦1 g) ◦σ−1(1) h
)(σ−1◦11ℓ+1)·τ−1
=
∑
σ∈Sm+1,n
s.t. σ(m+2)=1
∑
τ∈Sℓ+1,m+n
(
(f ◦1 g) ◦m+2 h
)(σ◦m+21ℓ+1)−1τ−1
=
∑
σ∈Sm+1,n
s.t. σ(m+2)=1
∑
τ∈Sℓ+1,m+n
(
f(g ⊗ h⊗
n−1︷ ︸︸ ︷
1⊗ · · · ⊗ 1)
)(τ ·(σ◦m+21ℓ+1))−1
=
∑
σ∈Sm+1,n−1
∑
τ∈Sℓ+1,m+n
(
f(g⊗h⊗
n−1︷ ︸︸ ︷
1⊗. . .⊗1)
)(τ ·(((12◦2σ)·(1n◦1(1,2)◦11m+1))◦m+21ℓ+1))−1 ,
(3.21)
where we used the equivariance relation (3.9) for the first equality, equation (2.23)
for the second equality, the definition (3.6) of the ◦i-products for the third equality,
and Proposition 2.7(d) for the fourth equality. Equation (2.19), with (12 ◦2 σ) in
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place of β, (1n ◦1 (1, 2) ◦1 1m+1) in place of σ, α = τ = 1ℓ+1 and i = m+ 2, gives
((12 ◦2 σ) · (1n ◦1 (1, 2) ◦1 1m+1)) ◦m+2 1ℓ+1
= ((12 ◦2 σ) ◦1 1ℓ+1) · ((1n ◦1 (1, 2) ◦1 1m+1) ◦m+2 1ℓ+1)
= (1ℓ+2 ◦ℓ+2 σ) · (1, 2)(1m+1, 1ℓ+1, 1n−1) ,
where, for the second equality, we used equations (2.25) and (2.28). Hence, the
right-hand side of (3.21) becomes∑
σ∈Sm+1,n−1
∑
τ∈Sℓ+1,m+n
(
f(g ⊗ h⊗ 1⊗ · · · ⊗ 1)
)(τ ·(1ℓ+2◦ℓ+2σ)·(1,2)(1m+1,1ℓ+1,1n−1))−1
=
∑
σ∈Sℓ+1,m+1,n−1
(
f(g ⊗ h⊗ 1⊗ · · · ⊗ 1)
)(σ·(1,2)(1m+1,1ℓ+1,1n−1))−1
=
∑
σ∈Sm+1,ℓ+1,n−1
(
f(g ⊗ h⊗ 1⊗ · · · ⊗ 1)
)σ−1
,
(3.22)
where we used Proposition 2.6(c) in the first equality and Proposition 2.5(b) for
the second equality. Combining (3.18), (3.19), (3.20), (3.21) and (3.22), we get
(fg)h− f(gh) =
∑
σ∈Sm+1,ℓ+1,n−1
(
f(g ⊗ h⊗ 1⊗ · · · ⊗ 1)
)σ−1
. (3.23)
To conclude the proof of (b), we observe that the right-hand side of (3.23) is
manifestly supersymmetric with respect to the exchange of g and h. Indeed, since
f ∈ Wn, we have f = f (1,2). Hence, by the equivariance condition (3.4), we have∑
σ∈Sm+1,ℓ+1,n−1
(
f(g ⊗ h⊗ 1⊗ · · · ⊗ 1)
)σ−1
=
∑
σ∈Sm+1,ℓ+1,n−1
(
f (1,2)(g1m+1 ⊗ h1ℓ+1 ⊗ 1⊗ · · · ⊗ 1)
)σ−1
= (−1)p(g)p(h)
∑
σ∈Sm+1,ℓ+1,n−1
(
f(h⊗ g ⊗ 1⊗ · · · ⊗ 1)
)(1,2)(1m+1,1ℓ+1,1n−1)·σ−1
= (−1)p(g)p(h)
∑
σ∈Sm+1,ℓ+1,n−1
(
f(h⊗ g ⊗ 1⊗ · · · ⊗ 1)
)(σ·(1,2)(1ℓ+1,1m+1,1n−1))−1
= (−1)p(g)p(h)
∑
σ∈Sℓ+1,m+1,n−1
(
f(h⊗ g ⊗ 1⊗ · · · ⊗ 1)
)σ−1
,
again by Proposition 2.5(b). Claim (c) is an obvious consequence of (b). 
Remark 3.5. For an arbitrary non-symmetric operad P (i.e. for which we do not
require the action of the symmetric groups and the equivariance axiom (3.4)), we
can also construct a Z-graded Lie superalgebra
G =
⊕
n≥−1
Gn , Gn−1 = P(n) , (3.24)
with Lie bracket (f ∈ P(n), g ∈ P(m))
[f, g] =
n∑
i=1
f ◦i g − (−1)
p(f)p(g)
m∑
i=1
g ◦i f . (3.25)
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Indeed, letting f ◦ g =
∑n
i=1 f ◦i g, we have, by the associativity condition (3.8),
(f ◦ g) ◦ h− f ◦ (g ◦ h) =
n∑
i=1
m+n−1∑
j=1
(f ◦i g) ◦j h−
n∑
i=1
m∑
j=1
f ◦i (g ◦j h)
= (−1)p(g)p(h)
∑
1≤j<i≤n
(f ◦j h) ◦ℓ+i−1 g +
∑
1≤i<j≤n
(f ◦i g) ◦m+j−1 h .
Since the expression in the right-hand side is supersymmetric with respect to the
exchange of g and h, it follows that (3.25) is a Lie superalgebra bracket. In the
special case when each P(n) has the same parity as n + 1, the resulting bracket
(3.25) is known as the Gerstenhaber bracket [Ger63].
4. The operad governing Lie superalgebras
Given the vector superspace V , with parity p, we denote by ΠV the same vec-
tor space with reversed parity p¯ = 1 − p, and we consider the corresponding op-
erad Hom(ΠV ) from Example 3.2, and the associated Z-graded Lie superalgebra
W (ΠV ) := W (Hom(ΠV )) given by Theorem 3.4.
Proposition 4.1 ([NR67, DSK13]). We have a bijective correspondence between
the odd elements X ∈ W1(ΠV ) such that XX = 0 and the Lie superalgebra
brackets [· , ·] : V × V → V on V , given by
[a, b] = (−1)p(a)X(a⊗ b) . (4.1)
Proof. By definition, X ∈ (Hom(ΠV ))(2)1¯ is an odd linear mapX : (ΠV )
⊗2 → ΠV ,
and it corresponds, via (4.1), to a parity preserving bilinear map [· , ·] : V × V →
V . Moreover, to say that X lies in W1(ΠV ) = (Hom(ΠV ))(2)S2 is equivalent to
say that the corresponding bracket [· , ·] satisfies skewsymmetry. Finally, by the
definition (3.13) of the -product, we have (a, b, c ∈ V )
(XX)(a⊗ b⊗ c) =
∑
σ∈S2,1
(X ◦1 X)
σ−1(a⊗ b⊗ c)
= (−1)p(b)
(
[[a, b], c]− [a, [b, c]] + (−1)p(a)p(b)[b, [a, c]]
)
.
Hence, XX = 0 if and only if the Jacobi identity holds. 
Note that, if X ∈ W1(ΠV )1¯ satisfies XX = 0, then it follows by the Jacobi
identity for the Lie superalgebraW (ΠV ) that (adX)2 = 0, i.e. we have a cohomol-
ogy complex (W (ΠV ), adX).
Definition 4.2. Let V be a Lie superalgebra. The corresponding Lie superalgebra
cohomology complex is defined as
(W (ΠV ), adX) ,
where X ∈W (ΠV )1¯ is given by (4.1).
Obviously, the kernel of adX is a subalgebra of W (ΠV ) and the image of adX
is its ideal. Hence, the cohomology H(W (ΠV ), adX) has the structure of a Lie
superalgebra.
Remark 4.3. One can define the Lie operad as follows: Lie(1) = F1; Lie(2) is
the non-trivial 1-dimensional representation of S2, with basis element denoted by
[· , ·]; for every n ≥ 2, all the elements of Lie(n) are obtained by composition of
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[· , ·] ∈ Lie(2), and they are subject to the relation in Lie(3) corresponding to the
Jacobi identity:
[· , ·] ◦2 [· , ·]− σ12([· , ·] ◦2 [· , ·]) = [· , ·] ◦1 [· , ·] .
Then, a Lie superalgebra structure on a vector superspace V is the same as a
morphism of (symmetric) operads Lie → Hom(V ). Proposition 4.1 gives such a
morphism by sending [· , ·] to X .
In the following sections, we will repeat the same line of reasoning as the one
used in the present section for the cohomology theories of Lie conformal algebras,
Poisson algebras, Poisson vertex algebras and vertex algebras: after reviewing their
definition, we will construct, for each of them, an operad P , and we will describe
their algebraic structures as an element X ∈ W1 ⊂ W (P) such that XX =
0. In this way, we automatically get, for each algebraic structure of interest, the
corresponding cohomology complex (W (P), adX).
5. The operad governing Lie conformal superalgebras
5.1. Lie conformal superalgebras. Recall that a Lie conformal superalgebra is
a vector superspace V , endowed with an even endomorphism ∂ ∈ End(V ) and a
bilinear (over F) λ-bracket [· λ ·] : V ×V → V [λ] satisfying sesquilinearity (a, b ∈ V ):
[∂aλb] = −λ[aλb] , [aλ∂b] = (λ+ ∂)[aλb] , (5.1)
skewsymmetry (a, b ∈ V ):
[aλb] = −(−1)
p(a)p(b)[b−λ−∂a] , (5.2)
and the Jacobi identity (a, b, c ∈ V ):
[aλ[bµc]]− (−1)
p(a)p(b)[bµ[aλ, b]] = [[aλb]λ+µc] . (5.3)
5.2. The Chom operad. Let V = V0¯ ⊕ V1¯ be a vector superspace endowed with
an even endomorphism ∂ ∈ EndV . The operad Chom is defined as the collection
of superspaces
Chom(n) = HomF[∂]⊗n(V
⊗n,F−[λ1, . . . , λn]⊗F[∂] V ) , n ≥ 0 . (5.4)
Here and further λ1, . . . , λk are commuting indeterminates of even parity and
F−[λ1, . . . , λk] denotes the space of polynomials in the variables λ1, . . . , λn. This
space is endowed with a structure of a left F[∂]⊗n-module by letting P1(∂)⊗ · · · ⊗
Pn(∂) act as multiplication by P1(−λ1) · · ·Pn(−λn), and a structure of a right
F[∂]-module by letting ∂ act as multiplication by −λ1 − · · · − λn.
Note that Chom(0) = V/∂V . Obviously, we can identify F−[λ] ⊗F[∂] V ≃ V , so
that Chom(1) = EndF[∂](V ). For arbitrary n ≥ 1, Chom(n) consists of all linear
maps
f : V ⊗n −→ F−[λ1, . . . , λn]⊗F[∂] V , v1 ⊗ · · · ⊗ vn 7→ fλ1,...,λn(v1 ⊗ · · · ⊗ vn) ,
satisfying the sesquilinearity conditions:
fλ1,...,λn(v1 ⊗ · · · ∂vi · · · ⊗ vn) = −λifλ1,...,λn(v1 ⊗ · · · ⊗ vn) for all i = 1, . . . , n .
(5.5)
In particular, Chom(2) is identified with the space of all λ-brackets on V , satisfying
(5.1).
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The Z/2Z-structure of Chom(n) is induced by that of V . The composition of
f ∈ Chom(n) and g1 ∈ Chom(m1), . . . , gn ∈ Chom(mn) is defined as follows:(
f(g1 ⊗ · · · ⊗ gn)
)
λ1,...,λMn
(v1 ⊗ · · · ⊗ vMn)
:= fΛ1,...,Λn
(
((g1)λ1,...,λM1 ⊗ · · · ⊗ (gn)λMn−1+1,...,λMn )(v1 ⊗ · · · ⊗ vMn)
)
,
(5.6)
where we let (cf. (2.9))
Mi =
i∑
j=1
mj , i = 0, . . . , n , and Λi =
Mi∑
j=Mi−1+1
λj , i = 1, . . . , n , (5.7)
and, recalling (2.1), we have
((g1)λ1,...,λM1 ⊗ · · · ⊗ (gn)λMn−1+1,...,λMn )(v1 ⊗ · · · ⊗ vMn)
= ± (g1)λ1,...,λM1(v1 ⊗ · · · ⊗ vM1)⊗ · · · ⊗ (gn)λMn−1+1,...,λMn(vMn−1+1 ⊗ · · · ⊗ vMn) ,
(5.8)
where
± = (−1)
∑
i<j p(gj)(p(vMi−1+1)+···+p(vMi )) . (5.9)
The unity in the Chom-operad is 1 = 1V ∈ Chom(1) = EndF[∂] V , and the right
action of Sn on Chom(n) is given by (cf. (2.3), (2.5) and (2.8)):
(fσ)λ1,...,λn(v1 ⊗ · · · ⊗ vn) = fσ(λ1,...,λn)(σ(v1 ⊗ · · · ⊗ vn))
= ǫv(σ)fλ
σ−1(1),...,λσ−1(n)
(vσ−1(1) ⊗ · · · ⊗ vσ−1(n)) ,
(5.10)
for every σ ∈ Sn, where ǫv(σ) is given by (2.3).
Let us first check the associativity axiom for the operad Chom, which reads(
(f(g1 ⊗ · · · ⊗ gn))(h1 ⊗ · · · ⊗ hMn)
)
λ1,...,λLMn
(v1 ⊗ · · · ⊗ vLMn )
=
(
f((g1 ⊗ · · · ⊗ gn)(h1 ⊗ · · · ⊗ hMn))
)
λ1,...,λLMn
(v1 ⊗ · · · ⊗ vLMn ) ,
(5.11)
for every f ∈ Chom(n), gi ∈ Chom(mi), i = 1, . . . , n, hj ∈ Chom(ℓj), j =
1, . . . ,m1 + · · · + mn =: Mn, and vk ∈ V , k = 1, . . . , ℓ1 + · · · + ℓMn =: LMn .
Let us denote, in accordance to (5.7),
Mi =
i∑
j=1
mj , i = 0, . . . , n , and Lj =
j∑
k=1
ℓk . (5.12)
Then, using the definition (5.6) of the composition map in the operad Chom, one
easily checks that both sides of (5.11) are equal to
f∑LM1
i=1 λi,...,
∑LMn
i=LMn−1
+1λi
((
(g1)∑L1
j=1λj ,...,
∑LM1
j=LM1−1
+1λj
⊗ · · ·
⊗(gn)∑LMn−1+2
j=LMn−1
+1λj ,...,
∑LMn
j=LMn−1
+1λj
)((
(h1)λ1,...,λL1 ⊗ · · ·
⊗ (hMn)λLMn−1+1,...,λLMn
)
(v1 ⊗ · · · ⊗ vLMn )
))
,
proving associativity. The unity axiom is immediate to check. Next, we prove the
equivariance axiom (3.4). If we apply the left-hand side of (3.4) to a monomial
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v1 ⊗ · · · ⊗ vMn and we evaluate it on the variables λ1, . . . , λMn , we get
(
fσ(gτ11 ⊗ · · · ⊗ g
τn
n )
)
λ1,...,λMn
(v1 ⊗ · · · ⊗ vMn)
= (fσ)Λ1,...,Λn
((
(gτ11 )λ1,...,λM1 ⊗ · · · ⊗ (g
τn
n )λMn−1+1,...,λMn
)
(v1 ⊗ · · · ⊗ vMn)
)
= fσ(Λ1,...,Λn)
(
σ
((
(g1)τ1(λ1,...,λM1 ) ⊗ · · · ⊗ (gn)τn(λMn−1+1,...,λMn )
)(
τ1(v1 ⊗ · · · ⊗ vM1)⊗ · · · ⊗ τn(vMn−1+1 ⊗ · · · ⊗ vMn)
)))
= fσ(Λ1,...,Λn)
((
σ
(
(g1)τ1(λ1,...,λM1 ) ⊗ · · · ⊗ (gn)τn(λMn−1+1,...,λMn )
))(
σ(τ1, . . . , τn)(v1 ⊗ · · · ⊗ vMn)
))
=
(
f(σ(g1 ⊗ · · · ⊗ gn))
)
(σ(τ1,...,τn))(λ1,...,λMn )
(
σ(τ1, . . . , τn)(v1 ⊗ · · · ⊗ vMn)
)
=
((
f(σ(g1 ⊗ · · · ⊗ gn))
)σ(τ1,...,τn))
λ1,...,λMn
(v1 ⊗ · · · ⊗ vMn) .
For the first equality we used the definition (5.6) of the composition maps in Chom,
for the second equality we used the definition (5.10) of the action of the symmetric
group on Chom, for the third equality we used Lemma 2.1 and the definition (2.10)
of the composition map of permutations, for the fourth equality we used again
(2.10) and (5.6), and for the last equality we used again (5.10). This proves the
equivariance condition (3.4).
5.3. Lie conformal superalgebras and the operad Chom. Given the vector su-
perspace V , with parity p, and the even endomorphism ∂ ∈ End(V ), we denote by
ΠV the same vector space with reversed parity p¯ = 1−p. Obviously, ∂ is also an even
endomorphism of ΠV . We consider the corresponding operad Chom(ΠV ) from Sec-
tion 5.2 and the associated Z-graded Lie superalgebra W ∂(ΠV ) := W (Chom(ΠV ))
given by Theorem 3.4.
Proposition 5.1 ([DSK13]). We have a bijective correspondence between the odd
elements X ∈ W ∂1 (ΠV ) such that XX = 0 and the Lie conformal superalgebra
λ-brackets [· λ ·] : V × V → V [λ] on V , given by
[aλb] = (−1)
p(a)Xλ,−λ−∂(a⊗ b) . (5.13)
Proof. First, X ∈ (Chom(ΠV ))(2) is, by definition, an odd F[∂]⊗2-module ho-
momorphism Xλ,µ : (ΠV )
⊗2 → F−[λ, µ] ⊗F[∂] ΠV ≃ V [λ] (the last isomorphism
being obtained by letting µ = −λ− ∂), and it corresponds, via (4.1), to λ-bracket
[· , ·] : V × V → V [λ] satisfying the sesquilinearity conditions (5.1). The condi-
tion that X ∈ (Chom(ΠV ))(2) is odd (with respect to the parity p¯ induced by
that ΠV ), translates into saying that the corresponding λ-bracket [· , ·] is parity
preserving. Moreover, the condition that X is fixed by the action (5.10) of the
symmetric group S2 translates into saying that the corresponding λ-bracket [· λ ·]
satisfies the skewsymmetry axiom (5.2). To complete the proof, we need to check
that the equation XX = 0 translates to the Jacobi identity for the λ-bracket
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[· λ ·]. By equation (3.14), we have
(XX)λ,µ,ν(a⊗ b⊗ c) =
∑
σ∈S2,1
(
(X ◦1 X)
σ−1
)
λ,µ,ν
(a⊗ b⊗ c)
= Xλ+µ,ν(Xλ,µ(a⊗ b)⊗ c) + (−1)
p¯(b)p¯(c)Xλ+ν,µ(Xλ,ν(a⊗ c)⊗ b)
+ (−1)p¯(a)(p¯(b)+p¯(c))Xµ+ν,λ(Xµ,ν(b⊗ c)⊗ a)
= Xλ+µ,ν(Xλ,µ(a⊗ b)⊗ c) + (−1)
p¯(b)(1+p¯(a))Xµ,λ+ν(b ⊗Xλ,ν(a⊗ c))
+ (−1)p¯(a)Xλ,µ+ν(a⊗Xµ,ν(b⊗ c))
= (−1)p(b)
(
[[aλb]λ+µc]− [aλ[bµc]] + (−1)
p(a)p(b)[bµ[aλc]]
)
.
Hence, XX = 0 if and only if the Jacobi identity (5.3) holds. 
Definition 5.2 ([BKV99, DSK09]). Let V be a Lie conformal superalgebra. The
corresponding Lie conformal superalgebra cohomology complex is defined as
(W ∂(ΠV ), adX) ,
where X ∈W ∂(ΠV )1¯ is given by (5.13).
Remark 5.3. One can introduce a conformal version of the operad Chom, which is
associated to the basic Lie conformal algebra complex (see [DSK13]). This leads
to the notion of a conformal operad, which will be developed in a forthcoming
publication. In the geometric context of chiral algebras, the corresponding object
was constructed by Tamarkin in [Tam02].
6. The chiral operad
6.1. Vertex algebras. In this subsection, we recall the “fifth definition” of a vertex
algebra, given in [DSK06]. In a nutshell, this definition says that a vertex algebra is
a Lie conformal algebra in which the λ-bracket can be “integrated”. More precisely
we have
Definition 6.1. A vertex algebra is a Z/2Z-graded F[∂]-module V , endowed with
an even element |0〉 ∈ V0¯ and an integral λ-bracket, namely a linear map V ⊗ V →
F[λ]⊗ V , denoted by ∫ λ
dσ[uσv] = :uv: +
∫ λ
0
dσ [uσv] ,
such that the following axioms hold:
(i)
∫ λ
dσ[|0〉σv] =
∫ λ
dσ[vσ |0〉] = v,
(ii)
∫ λ
dσ [∂uσv] = −
∫ λ
dσ σ[uσv],
∫ λ
dσ [uσ∂v] =
∫ λ
dσ (∂ + σ)[uσv],
(iii)
∫ λ
dσ [vσu] = (−1)p(u)p(v)
∫ −λ−∂
dσ [uσv],
(iv)
∫ λ
dσ
∫ µ
dτ
(
[uσ[vτw]]− (−1)p(u)p(v)[vτ [uσw]]− [[uσv]σ+τw]
)
= 0.
If we do not assume the existence of the unit element |0〉 ∈ V and we drop axiom
(i), we call V a non-unital vertex algebra.
Paper [DSK06] contains a detailed discussion of this definition and the proof of
its equivalence to other definitions of vertex algebras. We shall call [uλv], defined as
the derivative by λ of the polynomial
∫ λ
dσ [uσv], the λ-bracket of u and v. Their
normally ordered product :uv: is defined as the constant term of the polynomial
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∫ λ
dσ [uσv]. The polynomial
∫ λ
dσ [uσv] will be called the integral of the λ-bracket
of u and v.
Axioms (i)-(iv) are a concise way to write more complicated relations involving
the normally ordered products :uv: and the λ-brackets [uλv]. To explain this, let us
describe the meaning of axiom (ii). Taking the derivative with respect to λ of both
equations we get the sesquilinearity conditions of the λ-bracket: [∂uλv] = −λ[uλv]
and [uλ∂v] = (∂ + λ)[uλv], while putting λ = 0 in axiom (ii) we get that ∂ is a
derivation of the normally ordered product, plus a new piece of notation:∫ 0
dσ σ[uσv] = −:(∂u)v: . (6.1)
Similarly, axiom (iii) gives two conditions: taking the derivative of both sides with
respect to λ we get the skewsymmetry of the λ-bracket:
[vλu] = −(−1)
p(u)p(v)[u−λ−∂v],
while taking the constant term in λ we get the quasi-commutativity of the normally
ordered product:
:uv:− (−1)p(u)p(v):vu: =
∫ 0
−∂
dλ [uλv] .
Finally, to explain of axiom (iv) we expand all three summand in terms of normally
ordered product and λ-brackets. The first term is immediate to understand:∫ λ
dσ
∫ µ
dτ [uσ[vτw]] = :u(:vw:): +
∫ µ
0
dτ :u[vτw]:
+
∫ λ
0
dσ[uσ:vw:] +
∫ λ
0
dσ
∫ µ
0
dτ [uσ[vτw]] .
Similarly for the second term. To correctly expand the third term, we first perform
the change of variable σ + τ 7→ τ , we exchange the order of integration in dσ and
dτ , and we use the notation (6.1). As a result, we get∫ λ
dσ
∫ µ
dτ [[uσv]σ+τw] =
∫ λ+µ
dτ
[( ∫ λ
−µ−∂
dσ[uσv]
)
τ
w
]
= :
( ∫ λ
−µ−∂
dσ[uσv]
)
w: +
∫ λ+µ
0
dτ
[( ∫ λ
−µ−∂
dσ[uσv]
)
τ
w
]
.
Hence, by taking constant term or derivative with respect to λ and/or µ, axiom (iv)
produces four different axioms on the normally ordered product and the λ-bracket.
Axiom (iv), i.e. Jacobi identity under integration, could be written in the seem-
ingly equivalent form:
(iv’)
∫ λ
dσ
∫ µ
dτ
(
[uσ[vτ−σw]]− (−1)
p(u)p(v)[vτ−σ[uσw]]− [[uσv]τw]
)
= 0 .
Not surprisingly, (iv) and (iv’) are equivalent, as a consequence of the following:
Lemma 6.2. Let
∫ λ
dσ [· σ ·] : V ⊗V → V [λ] be a linear map satisfying the sesquilin-
earity and skewsymmetry conditions under integration, i.e. axioms (ii) and (iii) of
Definition 6.1. Let
Jλ,µ(u, v, w) =
∫ λ
dσ
∫ µ
dτ
(
[uσ[vτw]]−(−1)
p(u)p(v)[vτ [uσw]]−[[uσv]σ+τw]
)
, (6.2)
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and let
J˜λ,µ(u, v, w) =
∫ λ
dσ
∫ µ
dτ
(
[uσ[vτ−σw]]− (−1)
p(u)p(v)[vτ−σ[uσw]]− [[uσv]τw]
)
.
(6.3)
Then, we have
J˜λ,µ(u, v, w) = (−1)
p(v)p(w)Jλ,−µ−∂(u,w, v) . (6.4)
Proof. Applying the skewsymmetry condition under the sign of integral, we have
J˜λ,µ(u, v, w) =
∫ λ
dσ
∫ µ
dτ
(
[uσ[vτ−σw]]− (−1)
p(u)p(v)[vτ−σ[uσw]]− [[uσv]τw]
)
=
∫ λ
dσ
∫ µ
dτ
(
− (−1)p(v)p(w)[uσ[w−τ+σ−∂v]] + (−1)
p(v)p(w)[[uσw]−τ+σ−∂v]
+ (−1)(p(u)+p(v))p(w)[w−τ−∂ [uσv]]
)
.
Note that, by the sesquilinearity condition, σ in the first term of the right-hand
side is the same as −∂ acting on the first factor u. If we then perform the change
of variable −τ − ∂ = ρ, the right-hand side becomes
(−1)p(v)p(w)
∫ λ
dσ
∫ −µ−∂
dρ
(
[uσ[wρv]]− [[uσw]ρ+σv]− (−1)
p(u)p(w)[wρ[uσv]]
)
= (−1)p(v)p(w)Jλ,−µ−∂(u,w, v) .
This completes the proof. 
Definition 6.3. A left module M over a non-unital vertex algebra V is a Z/2Z-
graded F[∂]-module endowed with an integral λ-action, V ⊗M → F[λ]⊗M , denoted
v⊗m 7→
∫ λ
dσ (vσm), preserving the Z/2Z-grading, such that the following axioms
hold:
(i)
∫ λ
dσ (∂vσm) = −
∫ λ
dσ σ(vσm),
∫ λ
dσ (vσ∂m) =
∫ λ
dσ (∂ + σ)(vσm),
(ii)
∫ λ
dσ
∫ µ
dτ
(
uσ(vτm)− (−1)p(u)p(v)vτ (uσm)− [uσv]σ+τm
)
= 0.
This is equivalent to say that the F[∂]-module V ⊕M has a vertex algebra structure∫ λ
dσ [· σ ·]∼ such that
∫ λ
dσ [uσv]
∼ ∈ V [λ] for all u, v ∈ V , making V a vertex
subalgebra, and such that
∫ λ
dσ [vσm]
∼ ∈ M [λ] for all v ∈ V and m ∈ M , and∫ λ
dσ [mσn]
∼ = 0 for all m,n ∈M , making M an abelian ideal.
The left V -module structure on M induces a right V -module structure on M
given by ∫ λ
dσmσv = (−1)
p(v)p(m)
∫ −λ−∂
dσ vσm. (6.5)
6.2. The spaces O⋆Tk+1. In the following subsection, we will introduce the chiral
operad, which governs vertex algebras. In order to do so, we need to define certain
spaces of rational functions. For k ≥ −1, let O⋆k+1 be the algebra of polynomials in
the variables z0, . . . , zk localized on the diagonals zi = zj for i 6= j. In other words,
O⋆0 = F and
O⋆k+1 = F[z0, . . . , zk][z
−1
ij ]0≤i<j≤k , where zij = zi − zj, k ≥ 0.
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We will denote by O⋆Tk+1 the subalgebra of translation invariant elements, i.e.,
O⋆Tk+1 = Ker
( k∑
i=0
∂zi
)
= F[z±1ij ]0≤i<j≤k.
Note that O⋆T0 = O
⋆T
1 = F.
Let Dk+1 be the algebra of regular differential operators in z0, . . . , zk, i.e., D0 = F
and
Dk+1 = F[z0, . . . , zk][∂z0 , . . . , ∂zk ], k ≥ 0.
Let DTk+1 be the subalgebra of translation invariant elements: D
T
0 = F and
DTk+1 = Ker ad
( k∑
i=0
∂zi
)
=
(
F[zij ]0≤i<j≤k
)
[∂z0 , . . . , ∂zk ], k ≥ 0.
Lemma 6.4. The function f(z0, . . . , zk) =
∏
0≤i<j≤k z
−1
ij is a cyclic element of
the Dk+1-module O⋆k+1. Consequently, f is a cyclic element of the D
T
k+1-module
O⋆Tk+1.
Proof (P. Etingof). Consider the Bernstein–Sato polynomial b(s) associated to f−1,
which admits a differential operator L(s) (regular is zi and s) such that L(s)f
−s−1 =
b(s)f−s. It is known that the roots of the function b(s) are negative, and by [BW15,
Cor.1.3] we have that b(s) = ±b(−s−2). So −2,−3, . . . are not roots of b(s). Hence,
f2 = 1
b(−2)L(−2)f, f
3 = 1
b(−3)L(−3)f
2, . . . , all lie in the Dk+1-submodule of O⋆k+1
generated by f . The claim follows. 
6.3. The operad P ch. Let V = V0¯ ⊕ V1¯ be a vector superspace endowed with an
even endomorphism ∂. For k ≥ 0, the space V ⊗(k+1) ⊗O⋆k+1 carries the structure
of a right Dk+1-module defined by letting zi act by multiplication on O⋆k+1, and
letting ∂zi act by(
v0⊗ · · · ⊗ vk ⊗ f(z0, . . . , zk)
)
· ∂zi
= v0 ⊗ · · · ⊗ (∂vi)⊗ · · · ⊗ vk ⊗ f(z0, . . . , zk)
− v0 ⊗ · · · ⊗ vk ⊗
∂f
∂zi
(z0, . . . , zk).
(6.6)
By restriction, V ⊗(k+1) ⊗ O⋆Tk+1 is a right D
T
k+1-module, where zij ∈ D
T
k+1 act
by multiplication on O⋆Tk+1. For k = −1, V
⊗0 ⊗ O⋆0
∼= F is also a module over
D0 = DT0 = F.
Consider the space
V [λ0, . . . , λk]
/〈
∂ + λ0 + · · ·+ λk
〉
. (6.7)
Here and further, 〈Φ〉 denotes the image of an endomorphim Φ. The space (6.7)
carries the structure of a right Dk+1-module defined by letting zi act by
A(λ0, . . . , λk) · zi = −
∂
∂λi
A(λ0, . . . , λk) , (6.8)
and ∂zi act by
A(λ0, . . . , λk) · ∂zi = −λiA(λ0, . . . , λk) . (6.9)
Indeed, it is straightforward to check that both the actions (6.6) and (6.8)-(6.9)
satisfy the defining relations A · ∂zi · zj = A · zj · ∂zi + δijA, and that the actions
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(6.8)-(6.9) commute with the operator ∂ + λ0 + · · ·+ λk. Note that formula (6.8)
can be generalized to an arbitrary polynomial P (z0, . . . , zk) as follows:
A(λ0, . . . , λk) · P (z0, . . . zk) = P
(
−
∂
∂λ0
, . . . ,−
∂
∂λk
)
A(λ0, . . . , λk) . (6.10)
A rightDTk+1-module homomorphism from V
⊗(k+1)⊗O⋆Tk+1 to V [λ0, . . . , λk]
/〈
∂+
λ0 + · · ·+ λk
〉
is then a linear map
X : V ⊗(k+1) ⊗O⋆Tk+1 → V [λ0, . . . , λk]
/〈
∂ + λ0 + · · ·+ λk
〉
,
v0 ⊗ · · · ⊗ vk ⊗ f(z0, . . . , zk) 7→ Xλ0,...,λk(v0, . . . , vk; f) ,
(6.11)
satisfying the following two sesquilinearity conditions:
Xλ0,...,λk(v0, . . . , (∂ + λi)vi, . . . , vk; f) = Xλ0,...,λk
(
v0, . . . , vk;
∂f
∂zi
)
,
Xλ0,...,λk(v0, . . . , vk; zijf) =
( ∂
∂λj
−
∂
∂λi
)
Xλ0,...,λk(v0, . . . , vk; f) .
(6.12)
Remark 6.5. Consider the usual action of ∂ on V ⊗(k+1) as
∑k
i=0 ∂i, where ∂i denotes
the action of ∂ on the i-th factor. Then since
∑k
i=0
∂f
∂zi
= 0 for every f ∈ O⋆Tk+1,
the first sesquilinearity implies
X(∂v ⊗ f) = −
k∑
i=0
λiX(v ⊗ f) = ∂(X(v ⊗ f)), v ∈ V
⊗(k+1). (6.13)
We let P ch(k + 1) be the space of all right DTk+1-homomorphisms (6.11), i.e. all
linear maps (6.11) satisfying the sesquilinearity conditions (6.12). Sometimes, in
order to specify the variables of the function f ∈ O⋆Tk+1, we will denote the image
of the map X as
Xz0,...,zkλ0,...,λk(v0, . . . , vk; f(z0, . . . , zk)) . (6.14)
Note that, by definition,
P ch(0) = HomF(F, V/〈∂〉) ∼= V/∂V (6.15)
and
P ch(1) = HomF[∂](V, V [λ0]/〈∂ + λ0〉) ∼= EndF[∂](V ). (6.16)
We will denote by 1 ∈ P ch(1) the identity endomorphism, so that
1λ0(v0; f) = fv0 + 〈∂ + λ0〉, v0 ∈ V, f ∈ O
⋆T
1 = F. (6.17)
The symmetric group Sk+1 has a right action on P
ch(k+1) by permuting simul-
taneously the inputs v0, . . . , vk of X and the corresponding variables z0, . . . , zk in
f . Explicitly, for X ∈ P ch(k + 1) and σ ∈ Sk+1, we have
(Xσ)z0,...,zkλ0,...,λk(v0, . . . , vk; f(z0, . . . , zk))
= ǫv(σ)X
z0,...,zk
λi0 ,...,λik
(vi0 , . . . , vik ; f(zi0 , . . . , zik)),
(6.18)
where is = σ
−1(s) and ǫv(σ) is given by (2.3).
To define the structure of an operad, we need to specify how the maps from P ch
are composed. Let X ∈ P ch(k + 1), Y ∈ P ch(m + 1), and h ∈ O⋆Tk+m+1. We can
write h in the form
h(z0, . . . , zk+m) = f(z0, . . . , zk)g(z0, . . . , zk+m), (6.19)
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where f ∈ O⋆Tk+1, g ∈ O
⋆T
k+m+1, and g has no poles at zi = zj for 0 ≤ i < j ≤ k.
Then we define
(Y ◦1 X)
z0,z1,...,zk+m
λ0,λ1,...,λk+m
(
v0, v1, . . . , vk+m;h(z0, . . . , zk+m)
)
= Y
z0,zk+1,...,zk+m
λ′0,λk+1,...,λk+m
(
Xz0,...,zkλ0−∂z0 ,...,λk−∂zk
(v0, . . . , vk; f(z0, . . . , zk))→,
vk+1, . . . , vk+m; g(z0, . . . , zk+m)|z1=···=zk=z0
)
,
(6.20)
where λ′0 = λ0+λ1+ · · ·+λk and the arrow→ means that we apply the derivatives
∂zi to g before setting zi = z0 (1 ≤ i ≤ k).
Lemma 6.6. The product (6.20) is a well defined map from P ch(k+1)×P ch(m+1)
to P ch(k +m+ 1).
Proof. First, we will check that Y ◦1 X is independent of the choice of factoriza-
tion (6.19). Let us denote the right-hand side of (6.20) by R(f, g), and consider
R(f, zijg) where 0 ≤ i < j ≤ k. Notice that for any polynomial P and 0 ≤ i ≤ k,
we have
P (λ0 − ∂z0 , . . . , λk − ∂zk)(zig)|z1=···=zk=z0
= (z0 − ∂λi)P (λ0 − ∂z0 , . . . , λk − ∂zk)g|z1=···=zk=z0 .
(6.21)
In particular,
P (λ0 − ∂z0 , . . . , λk − ∂zk)(zijg)|z1=···=zk=z0
= (∂λj − ∂λi)P (λ0 − ∂z0 , . . . , λk − ∂zk)g|z1=···=zk=z0 .
(6.22)
Hence, the sesquilinearity of X implies that R(zijf, g) = R(f, zijg). This proves
that Y ◦1 X is well defined.
We will show that Y ◦1 X satisfies the second sesquilinearity in (6.12). First,
if again 0 ≤ i < j ≤ k, then (∂λj − ∂λi)λ
′
0 = 0, and (6.22) implies R(f, zijg) =
(∂λj − ∂λi)R(f, g) as desired. On the other hand, if k + 1 ≤ j ≤ k +m, then using
(6.21) and the sesquilinearity of Y , we obtain:
R(f, z0jg) = Y
z0,zk+1,...,zk+m
λ′0,λk+1,...,λk+m
(
(z0j − ∂λ0)X
z0,...,zk
λ0−∂z0 ,...,λk−∂zk
(v0, . . . , vk; f)→,
vk+1, . . . , vk+m; g|z1=···=zk=z0
)
= (∂λj − ∂λ′0)Y
z0,zk+1,...,zk+m
λ′0,λk+1,...,λk+m
(
Xz0,...,zkλ0−∂z0 ,...,λk−∂zk
(v0, . . . , vk; f)→,
vk+1, . . . , vk+m; g|z1=···=zk=z0
)
− Y
z0,zk+1,...,zk+m
λ′0,λk+1,...,λk+m
(
∂λ0X
z0,...,zk
λ0−∂z0 ,...,λk−∂zk
(v0, . . . , vk; f)→,
vk+1, . . . , vk+m; g|z1=···=zk=z0
)
= (∂λj − ∂λ0)R(f, g).
All other cases for i, j can be obtained from the above, by using the identity zlm =
zlp + zpm. This proves that Y ◦1 X satisfies the second sesquilinearity in (6.12).
To prove the first sesquilinearity, consider ∂h/∂zi instead of h. Then from (6.19),
we get
∂h
∂zi
(z0, . . . , zk+m) =
∂f
∂zi
(z0, . . . , zk)g(z0, . . . , zk+m)
+ f(z0, . . . , zk)
∂g
∂zi
(z0, . . . , zk+m) .
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In the right-hand side, each of the two summands is factored as in (6.19). Thus,
(Y ◦1 X)
z0,z1,...,zk+m
λ0,λ1,...,λk+m
(
v0, v1, . . . , vk+m;
∂h
∂zi
)
= R
( ∂f
∂zi
, g
)
+R
(
f,
∂g
∂zi
)
.
We consider two cases: 0 ≤ i ≤ k and k + 1 ≤ i ≤ k +m. In the first case, by the
sesquilinearity of X ,
R
( ∂f
∂zi
, g
)
= Y
z0,zk+1,...,zk+m
λ′0,λk+1,...,λk+m
(
Xz0,...,zkλ0−∂z0 ,...,λk−∂zk
(v0, . . . , ∂vi, . . . , vk; f)→,
vk+1, . . . , vk+m; g|z1=···=zk=z0
)
+ Y
z0,zk+1,...,zk+m
λ′0,λk+1,...,λk+m
(
Xz0,...,zkλ0−∂z0 ,...,λk−∂zk
(v0, . . . , vk; f)→,
vk+1, . . . , vk+m;
(
(λi − ∂zi)g
)∣∣
z1=···=zk=z0
)
.
Combined with R(f, ∂g/∂zi), this gives exactly the first sesquilinearity (6.12) for
Y ◦1X . In the case k+1 ≤ i ≤ k+m, we have ∂f/∂zi = 0 and R(f, ∂g/∂zi) gives
the sesquilinearity of Y ◦1 X after applying the sesquilinearity of Y . 
We will extend the definition of the ◦1 product as follows. Fix n ≥ 1 and
m1, . . . ,mn ≥ 0, and again use the notation (5.7). Consider Y ∈ P ch(n), Xi ∈
P ch(mi), and vk ∈ V for 1 ≤ i ≤ n, 1 ≤ k ≤M =Mn. Let
wi = vMi−1+1 ⊗ · · · ⊗ vMi ∈ V
⊗mi , i = 1, . . . , n, (6.23)
where M0 = 0. For h ∈ O⋆TM , we can write
h(z1, . . . , zM ) = g(z1, . . . , zM )
n∏
i=1
fi(zMi−1+1, . . . , zMi), (6.24)
so that fi ∈ O⋆Tmi and g ∈ O
⋆T
M has no poles at zk = zl for Mi−1 + 1 ≤ k < l ≤ Mi
(1 ≤ i ≤ n). Then the composition Y (X1 ⊗ · · · ⊗ Xn) ∈ P ch(M) is defined as
follows:(
Y (X1 ⊗ · · · ⊗Xn)
)z1,...,zM
λ1,...,λM
(
v1 ⊗ · · · ⊗ vM ;h(z1, . . . , zM )
)
= ±Y
zM1 ,...,zMn
Λ1,...,Λn
( n⊗
i=1
(Xi)
zMi−1+1,...,zMi
λMi−1+1−∂zMi−1+1
,...,λMi−∂zMi
(wi; fi)→;
g(z1, . . . , zM )
∣∣
zk=zMi (Mi−1+1≤k≤Mi, 1≤i≤n)
)
,
(6.25)
where Λi are given by (5.7) and the sign ± is
± = (−1)
∑
i<j p(Xj)(p(vMi−1+1)+···+p(vMi )) (6.26)
(cf. (5.9)). As in (6.20), we first take the partial derivatives of g indicated by the
arrows → and then we make the substitutions zk = zMi .
It is clear that the ◦1-product is a special case of the composition (6.25), namely
Y ◦1 X = Y (X ⊗ 1⊗ · · · ⊗ 1), where 1 ∈ P ch(1) is the identity operator (6.17).
Proposition 6.7. The collection of vector superspaces P ch(n) (n ≥ 0), with the
action of Sn described above, the compositions (6.25), and unit 1 ∈ P ch(1), is an
operad.
Proof. First, it is straightforward to generalize Lemma 6.6 for the composition
(6.25): the left-hand side of (6.25) is independent of the choice of factorization
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(6.24), and it satisfies the sesquilinearity (6.12). Hence, (6.25) are well-defined
compositions in P ch.
The properties (3.3) of the unit 1 ∈ P ch(1) are obvious. The equivariance of the
compositions (6.25) under the action of the symmetric group is also easy to see. Its
proof is identical to the proof for the Chom operad from Section 5.2.
Finally, the associativity of the compositions is also similar to the case of Chom.
The only additional ingredient is that we have to take derivatives of functions and
make substitutions in them. We use that, by the chain rule from calculus,
∂z0
(
f(z0, . . . , zk)
∣∣
z1=···=zk=z0
)
=
k∑
i=0
∂zif(z0, . . . , zk)
∣∣
z1=···=zk=z0
. (6.27)
Then in both sides of the associativity axiom
(Y (X1 ⊗ · · · ⊗Xn))(Z1 ⊗ · · · ⊗ ZMn) = Y ((X1 ⊗ · · · ⊗Xn)(Z1 ⊗ · · · ⊗ ZMn))
the derivatives get spread in the same way over the different variables. 
6.4. Vertex (super)algebra structures. As before, let V be an F[∂]-module
with parity p, and ΠV be the same F[∂]-module with reversed parity p¯ = 1 − p.
Consider the Z-graded Lie superalgebra
W ch(ΠV ) =
∞⊕
k=−1
W chk (ΠV ) = W (P
ch(ΠV )),
defined in Section 3.2 for an arbitrary operad. Note that W−1 and W0 are given
by (6.15) and (6.16) with V replaced by ΠV . Hence, they are the same as for the
Chom operad.
By definition, an odd element X ∈ W ch1 (ΠV ) is an odd D
T
2 -module homomor-
phism:
Xλ0,λ1 : ΠV ⊗ΠV ⊗O
⋆T
2 → ΠV [λ0, λ1]/〈∂ + λ0 + λ1〉 , (6.28)
satisfying the sesquilinearity axioms (6.12) and the symmetry condition (6.18).
Since O⋆T2 = F[z
±1
01 ], the D
T
2 -module homomorphism (6.28) is uniquely determined,
via the sesquilinearity axioms (6.12), by its values on (ΠV )⊗2 ⊗ z−101 . We have
ΠV [λ0, λ1]
/〈
∂ + λ0 + λ1
〉
≃ ΠV [λ]
by equating λ0 = λ, λ1 = −λ − ∂. Hence, an odd X ∈ W ch1 (ΠV ) corresponds
bijectively to an even linear map V ⊗ V → V [λ], which we shall denote as follows
u⊗ v 7→
∫ λ
dσ[uσv] = :uv : +
∫ λ
0
dσ[uσv] . (6.29)
Here and further, when passing from the “X”-notation to the “
∫ λ
dσ [· σ ·]”-notation,
we identify the vector spaces ΠV and V . The correspondence between X ∈
W ch(ΠV ) and the map (6.29) is as follows: the corresponding to X integral of
λ-bracket is ∫ λ
dσ[uσv] = (−1)
p(u)Xz0,z1λ,−λ−∂
(
u, v; z−110
)
. (6.30)
Conversely, given the integral of λ-bracket (6.29), we associate to it the map X as
in (6.28) by letting
Xz0,z1λ0,λ1
(
v0, v1; z
−1
10
)
= (−1)1+p¯(v0)
∫ λ0
dσ[v0σv1] , (6.31)
29
and extending it to (ΠV )⊗2 ⊗O⋆T2 via the sesquilinearity axioms (6.12). In partic-
ular, by sesquilinearity, we have
Xz0,z1λ0,λ1
(
v0, v1; 1
)
= (−1)p(v0)[v0λ0v1] . (6.32)
We can translate the sesquilinearity and symmetry conditions for X to axioms
on the corresponding integral of λ-bracket (6.29). All the sesquilinearity conditions
(6.12) translate to∫ λ
dσ [∂uσv] = −
∫ λ
dσ σ[uσv] ,
∫ λ
dσ [uσ∂v] =
∫ λ
dσ (∂ + σ)[uσv] . (6.33)
while the symmetry conditions (6.18) on X translate, in the notation (6.29), to∫ λ
dσ[uσv] = (−1)
p(u)p(v)
∫ −λ−∂
dσ[vσu] . (6.34)
As a result, we get the following:
Proposition 6.8. The space W ch1 (ΠV ) is identified via (6.30) with the space of
integrals of λ-brackets ∫ λ
dσ[· σ ·] : V ⊗ V → V [λ] ,
satisfying axioms (ii) and (iii) in the Definition 6.1 of a vertex algebra.
Next, let X,Y ∈ W ch1 (ΠV )1¯. We can rewrite their box-product (3.13) in terms
of the notation (6.30) with the integrals of λ-brackets corresponding to X and Y .
By Lemma 6.4, the ring O⋆T3 = F[z
±1
21 , z
±1
20 , z
±1
10 ] is generated as a D
T
3 -module by
the cyclic element f = z−121 z
−1
20 z
−1
10 . Hence, to determine XY (and to prove, for
example, that XY = 0) it suffices to compute it for this function.
In the following three lemmas, we will compute the three summands contributing
to XY from (3.14). We will express them in terms of the notation (6.30), with
the above choice of f .
Lemma 6.9. For X,Y ∈ W ch1 (ΠV )1¯, we have:
(X ◦1 Y )
z0,z1,z2
λ0,λ1,λ2
(
v0, v1, v2;
1
z21z20z10
)
= (−1)p(v1)
∫ λ0
dσ0
∫ λ0+λ1−σ0
λ1
dσ1 (λ0 + λ1 − σ0 − σ1)
[
[v0σ0v1]
Y
σ0+σ1v2
]X
+ (−1)p(v1)
∫ λ0
dσ0
∫ λ1
dσ1 (λ0 − σ0)
[
[v0σ0v1]
Y
σ0+σ1v2
]X
.
Proof. We have by (6.20):
(X ◦1 Y )
z0,z1,z2
λ0,λ1,λ2
(
v0, v1, v2;
1
z21z20z10
)
= Xz0,z2λ0+λ1,λ2
(
Y z0,z1λ0−∂z0 ,λ1−∂z1
(
v0, v1;
1
z10
)
→
, v2;
1
z21z20
∣∣∣
z1=z0
)
= (−1)p(v0)Xz0,z2λ0+λ1,λ2
(∫ λ0−∂z0
dσ[v0σv1]
Y , v2;
1
z21z20
∣∣∣
z1=z0
)
.
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Now we use Taylor’s formula for a polynomial F :
F (λ0 − ∂z0)
1
z21z20
∣∣∣
z1=z0
= e−∂z0∂λ0
F (λ0)
z21z20
∣∣∣
z1=z0
=
1
z20(z20 + ∂λ0)
F (λ0)
=
1− e−∂z0∂λ0
∂λ0
F (λ0)
z20
=
∫ ∂z0
0
dτ e−τ∂λ0
F (λ0)
z20
=
∫ ∂z0
0
dτF (λ0 − τ)
1
z20
.
Applying this to the previous expression, we obtain:
(X ◦1 Y )
z0,z1,z2
λ0,λ1,λ2
(
v0, v1, v2;
1
z21z20z10
)
= (−1)p(v0)Xz0,z2λ0+λ1,λ2
(∫ ∂z0
0
dτ
∫ λ0−τ
dσ[v0σv1]
Y , v2;
1
z20
)
= (−1)p(v0)Xz0,z2λ0+λ1,λ2
(∫ ∂+λ0+λ1
0
dτ
∫ λ0−τ
dσ[v0σv1]
Y , v2;
1
z20
)
,
where for the second equality we used the sesquilinearity (6.12). After that, we can
write the result in terms of notation (6.30):
(−1)p(v1)
∫ λ0+λ1
dσ1
[(∫ ∂+λ0+λ1
0
dτ
∫ λ0−τ
dσ[v0σv1]
Y ,
)
σ1
v2
]X
.
Then using sesquilinearity (ii) from Definition 6.1, we replace ∂ by −σ1 in the
second integral. Now we change the order of integration with respect to τ and σ:∫ λ0+λ1−σ1
0
dτ
∫ λ0−τ
dσF (σ, σ1)
=
∫ σ1−λ1
dσ
∫ λ0+λ1−σ1
0
dτF (σ, σ1) +
∫ λ0
σ1−λ1
dσ
∫ λ0−σ
0
dτF (σ, σ1)
=
∫ σ1−λ1
dσ(λ0 + λ1 − σ1)F (σ, σ1) +
∫ λ0
σ1−λ1
dσ(λ0 − σ)F (σ, σ1).
After that, we change the order of integration with respect to σ1 and σ0 = σ and
make the change of variables σ1 7→ σ0 + σ1:∫ λ0+λ1
dσ1
∫ σ1−λ1
dσ(λ0 + λ1 − σ1)F (σ, σ1)
+
∫ λ0+λ1
dσ1
∫ λ0
σ1−λ1
dσ(λ0 − σ)F (σ, σ1)
=
∫ λ0
dσ0
∫ λ0+λ1−σ0
λ1
dσ1(λ0 + λ1 − σ0 − σ1)F (σ0, σ0 + σ1)
+
∫ λ0
dσ0
∫ λ1
dσ1(λ0 − σ0)F (σ0, σ0 + σ1).
Combining these equations completes the proof of Lemma 6.9. 
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Lemma 6.10. For X,Y ∈W ch1 (ΠV )1¯, we have:
(X ◦2 Y )
z0,z1,z2
λ0,λ1,λ2
(
v0, v1, v2;
1
z21z20z10
)
= (−1)1+p(v1)
∫ λ0
dσ0
∫ λ1
dσ1 (λ0 − σ0)
[
v0σ0 [v1σ1v2]
Y
]X
+ (−1)1+p(v1)
∫ λ0
dσ0
∫ λ0+λ1−σ0
λ1
dσ1 (λ0 + λ1 − σ0 − σ1)
[
v0σ0 [v1σ1v2]
Y
]X
.
Proof. Since X ◦2 Y = X(1⊗ Y ), we have by (6.25):
(X ◦2 Y )
z0,z1,z2
λ0,λ1,λ2
(
v0, v1, v2;
1
z21z20z10
)
= (−1)p¯(v0)Xz0,z2λ0,λ1+λ2
(
v0, Y
z1,z2
λ1−∂z1 ,λ2−∂z2
(
v1, v2;
1
z21
)
→
;
1
z20z10
∣∣∣
z1=z2
)
.
The rest of the proof is similar to that of Lemma 6.9. 
Lemma 6.11. For X,Y ∈W ch1 (ΠV )1¯, we have:(
(X ◦2 Y )
(12)
)z0,z1,z2
λ0,λ1,λ2
(
v0, v1, v2;
1
z21z20z10
)
= (−1)p(v1)+p(v0)p(v1)
∫ λ0
dσ0
∫ λ1
dσ1 (λ0 − σ0)
[
v1σ1 [v0σ0v2]
Y
]X
+ (−1)p(v1)+p(v0)p(v1)
∫ λ0
dσ0
∫ λ0+λ1−σ0
λ1
dσ1 (λ0 + λ1 − σ0 − σ1)
[
v1σ1 [v0σ0v2]
Y
]X
.
Proof. Recall that (X ◦2 Y )(12) is obtained from X ◦2 Y by switching the roles of z0
and z1, v0 and v1, λ0 and λ1, and σ0 and σ1. Then we perform a change of order of
integration. Note that there is a double sign change: one is coming from the change
of sign of the function f = z−121 z
−1
20 z
−1
10 when we exchange z0 and z1, and the other
sign change pops out when we change the order of integration in dσ0 and dσ1. 
As a result of the above three lemmas, the box-product XY can be written as
follows
(−1)p(v1)+1(XY )z0,z1,z2λ0,λ1,λ2
(
v0, v1, v2;
1
z21z20z10
)
=
∫ λ0
dσ0
∫ λ1
dσ1 (λ0 − σ0)j
X,Y
σ0,σ1
(v0, v1, v2)
+
∫ λ0
dσ0
∫ λ0+λ1−σ0
λ1
dσ1 (λ0 + λ1 − σ0 − σ1)j
X,Y
σ0,σ1
(v0, v1, v2) ,
(6.35)
where
jX,Yσ0,σ1(v0, v1, v2) =
[
v0σ0 [v1σ1v2]
Y
]X
− (−1)p(v0)p(v1)
[
v1σ1 [v0σ0v2]
Y
]X
−
[
[v0σ0v1]
Y
σ0+σ1v2
]X
.
(6.36)
From this we can derive the main result of the present section.
Theorem 6.12. An odd element X ∈ W ch1 (ΠV ) satisfies XX = 0 if and only if
the corresponding integral of λ-bracket (6.30) satisfies axiom (iv) of Definition 6.1.
Consequently, such elements X are in bijective correspondence with the structures
of non-unital vertex algebras on the F[∂]-module V .
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Proof. The symmetry condition X = X(12) on the element X ∈ W ch1 (ΠV ) trans-
lates to the symmetry axiom (iii) in Definition 6.1. In the notation (6.2), axiom
(iv) of the Definition 6.1 of a vertex algebra reads
Jλ0,λ1(v0, v1, v2) = 0 , (6.37)
while, by (6.35), the condition that XX = 0 can be written as follows:∫ λ0
dσ0
∫ λ1
dσ1 (λ0 − σ0)jσ0,σ1(v0, v1, v2)
+
∫ λ0
dσ0
∫ λ0+λ1−σ0
λ1
dσ1 (λ0 + λ1 − σ0 − σ1)jσ0,σ1(v0, v1, v2) = 0 ,
(6.38)
where
jλ0,λ1(v0, v1, v2) =
∂2
∂λ0∂λ1
Jλ0,λ1(v0, v1, v2)
= [v0λ0 [v1λ1v2]]− (−1)
p(v0)p(v1)[v1λ1 [v0λ0v2]]− [[v0λ0v1]λ0+λ1v2],
which is the same as (6.36) for Y = X .
By the sesquilinearity axiom (ii) and the change of variable of integration σ˜1 =
σ0 + σ1, we can rewrite the left-hand side of (6.38), using the notation (6.3), as
J˜λ0,λ0+λ1((λ0+∂)v0, v1, v2)+J˜λ0,λ0+λ1(v0, (λ1+∂)v1, v2)−Jλ0,λ1(v0, (λ1+∂)v1, v2) .
Hence, due to Lemma 6.2, we get that (6.37) implies (6.38). Conversely, if we take
the derivative with respect to λ0 of the left-hand side of (6.38), we get
J˜λ0,λ0+λ1(v0, v1, v2) .
Hence, (6.38) implies (6.37), again due to Lemma 6.2. 
7. Vertex algebra modules and cohomology complexes
7.1. Cohomology of vertex algebras. As a consequence of Theorems 3.4 and
6.12, we obtain a cohomology complex associated to a vertex algebra V .
Definition 7.1. Let V be a (non-unital) vertex algebra. The corresponding vertex
algebra cohomology complex is defined as
(W ch(ΠV ), adX) ,
where X ∈W ch(ΠV )1¯ is associated to the vertex algebra structure of V via (6.31).
As in Section 4, the cohomology
Hch(V ) = Ker(adX)/ Im(adX)
is a Z-graded Lie superalgebra. However, in order to stick to the tradition, we shift
the index by 1, namely for k ≥ 0 we let
Hk(V ) = Ker
(
adX
∣∣
W ch
k+1(ΠV )
)/
[X,W chk (ΠV ) .
We will generalize the above cohomological construction for an arbitrary module
M over a vertex algebra V . To this end, we first need to generalize the construction
of the Lie superalgebra W ch(ΠV ).
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7.2. The space W ch(ΠV,ΠM). Let V and M be vector superspaces with parity
p, endowed with a structure of F[∂]-modules. As usual we denote by ΠV and ΠM
the same spaces with reversed parity p¯ = 1 − p. We define the Z-graded vector
superspace (with parity still denoted by p¯)
W ch(ΠV,ΠM) =
⊕
k≥−1
W chk (ΠV,ΠM) , (7.1)
where W chk (ΠV,ΠM) is the space of linear maps
(ΠV )⊗(k+1) ⊗O⋆Tk+1 → ΠM [λ0, . . . , λk]/〈∂ + λ0 + · · ·+ λk〉
satisfying the sesquilinearity conditions (6.12), invariant with respect to the action
of the symmetric group (6.18), i.e.
W chk (ΠV,ΠM)
= HomDT
k+1
(
(ΠV )⊗(k+1) ⊗O⋆Tk+1,ΠM [λ0, . . . , λk]/〈∂ + λ0 + · · ·+ λk〉
)Sk+1 .
Of course, the Lie superalgebra W ch(ΠV ) is a special case of (7.1) for M = V .
The space W ch(ΠV,ΠM) is obtained as a subquotient of the universal Lie su-
peralgebra W ch(ΠV ⊕ΠM), via the canonical isomorphism of superspaces
U/K
∼
−→W ch(ΠV,ΠM) , (7.2)
where U =
⊕
k≥−1 Uk and K =
⊕
k≥−1Kk, and Uk, Kk are the following subspaces
of W chk (ΠV ⊕ΠM):
Uk = HomDT
k+1
(
(ΠV ⊕ΠM)⊗(k+1) ⊗O⋆Tk+1,ΠM [λ0, . . . , λk]/〈∂+λ0+· · ·+λk〉
)Sk+1
,
Kk =
{
Y ∈ Uk
∣∣Y ((ΠV )⊗(k+1) ⊗O⋆Tk+1) = 0} ,
and (7.2) is the restriction map. For example, we have the canonical isomorphisms
W ch−1(ΠV,ΠM) ≃ ΠM/∂ΠM , W
ch
0 (ΠV,ΠM) ≃ HomF[∂](ΠV,ΠM) . (7.3)
The proof of the following proposition is obvious.
Proposition 7.2. Let X ∈ W chh (ΠV ⊕ ΠM). Then the adjoint action of X on
W ch(ΠV ⊕ΠM) leaves the subspaces U and K invariant provided that the following
two conditions hold:
(i) Xz0,...,zhλ0,...,λh(v0, . . . , vh; f) ∈ ΠM [λ0, . . . , λh]/〈∂ + λ0 + · · · + λh〉 if one of the
arguments vi lies in ΠM ,
(ii) Xz0,...,zhλ0,...,λh(v0, . . . , vh; f) ∈ ΠV [λ0, . . . , λh]/〈∂+λ0+· · ·+λh〉 if all the arguments
vi lie in ΠV .
In this case, adX induces a well-defined linear map on the space W ch(ΠV,ΠM),
via the isomorphism (7.2).
7.3. Cohomology of a vertex algebra with coefficients in a module. As
before, let V andM be vector superspaces with parity p, endowed with F[∂]-module
structures. Consider the reduced superspace W ch(ΠV,ΠM) introduced in Section
7.2, with parity denoted by p¯.
According to Definition 6.3, to say that V is a non-unital vertex algebra andM is
a V -module is equivalent to say that we have a vertex algebra structure
∫ λ
[· λ ·]˜ on
the F[∂]-module V ⊕M extending that of V , such that the integral of the λ-bracket
restricted to V ⊗M is given by the vertex algebra action of V on M , and restricted
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to M ⊗M vanishes. Hence, such a structure corresponds, bijectively, to an element
X of the following set:{
X ∈W ch1 (ΠV ⊕ΠM)1¯
∣∣ [X,X ] = 0 , Xλ0,λ1(M ⊗M ⊗O⋆T2 ) = 0
Xλ0,λ1(V ⊗ V ⊗O
⋆T
2 ) ⊂ V [λ0, λ1]/〈∂ + λ0 + λ1〉 ,
Xλ0,λ1(V ⊗M ⊗O
⋆T
2 ) ⊂M [λ0, λ1]/〈∂ + λ0 + λ1〉
}
.
(7.4)
Explicitly, to X in (7.4) we associate the corresponding integral λ-bracket on V
given by (6.30) and the corresponding integral λ-action of V on M given by∫ λ
dσ vσm = (−1)
p(v)Xz0,z1λ,−λ−∂
(
v,m;
1
z10
)
, v ∈ V, m ∈M . (7.5)
Note that every element X in the set (7.4) satisfies conditions (i) and (ii) in
Proposition 7.2. Hence, adX induces a well-defined endomorphism dX of W
ch(ΠV,
ΠM) such that d2X = 0, thus making (W
ch(ΠV,ΠM), dX) a cohomology complex.
Definition 7.3. Let V be a (non-unital) vertex algebra and M be a V -module.
The corresponding cohomology complex of V with coefficients in M is defined as
(W ch(ΠV,ΠM), dX) ,
where X is the element of the set (7.4) associated to the integral λ-bracket of V by
(6.31) and to the V -module structure of M by (7.5). We denote by Hch(V,M) =⊕
k∈Z+
Hk(V,M) the corresponding vertex algebra cohomology. In the special case
of the adjoint representation M = V we recover the vertex algebra cohomology
Hch(V ) from Definition 7.1.
The explicit formula for the differential dX can be obtained from (6.20). In
order to write such a formula, we need to split h ∈ O⋆Tk+1 as in (6.19). For every
i = 0, . . . , k, we let
h(z0, . . . , zk) = fi(z0,
i
ˇ. . ., zk)gi(z0, . . . , zk) ,
where gi has no poles at zj = zℓ for j, ℓ 6= i, and for every 0 ≤ i < j ≤ k, we let
h(z0, . . . , zk) = fij(zi, zj)gij(z0, . . . , zk) ,
where gij has no poles at zi = zj . As a result, for Y ∈W chk−1(ΠV,ΠM), we have
(dXY )
z0,...,zk
λ0,...,λk
(v0, . . . , vk;h(z0, . . . , zk)) =
k∑
i=0
(−1)(1+p(vi))(si+1,k+k−i)
×Xw,zi
λ0+
i
.ˇ..+λk,λi
(
Y z0,
i
.ˇ..,zk
λ0−∂z0 ,
i
.ˇ..,λk−∂zk
(v0,
i
ˇ. . ., vk; fi)→, vi; gi
∣∣
z0=
i
·ˇ··=zk=w
)
− (−1)p¯(Y )
∑
0≤i<j≤k
(−1)(1+p(vi))(s0,i−1+i)+(1+p(vj))(s0,i−1+si+1,j−1+j−1)
× Y w,z0,
i
.ˇ..
j
.ˇ..,zk
λi+λj ,λ0,
i
.ˇ..
j
.ˇ..,λk
(
X
zi,zj
λi−∂zi ,λj−∂zj
(vi, vj ; fij)→, v0,
i
ˇ. . .
j
ˇ. . ., vk; gij
∣∣
zi=zj=w
)
,
(7.6)
where si,j is given by
sij = p(vi) + · · ·+ p(vj) if i ≤ j and sij = 0 if i > j . (7.7)
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As in (7.3), we have the isomorphism W ch−1(ΠV,ΠM) ≃ M/∂M obtained by
identifying the map Y : F→M/〈∂〉 with the element
Y = Y (1) ∈M/∂M , of parity p(Y ) = 1 + p¯(Y ) . (7.8)
We have the isomorphismW ch0 (ΠV,ΠM) ≃ HomF[∂](V,M), obtained by identifying
the map Y zλ (v; f(z)) : V ≃ V ⊗ O
⋆T
1 → M [λ0]/〈∂ + λ0〉 with the F[∂]-module
homomorphism Y : V →M given by
Y (v) = Y zλ (v; 1) , of parity p¯(Y ) . (7.9)
Finally, we identify an element
Y z0,z1λ0,λ1 (v0, v1; f(z0, z1)) : V ⊗ V ⊗O
⋆T
2 →M [λ0, λ1]/〈∂ + λ0 + λ1〉
of W ch1 (ΠV,ΠM) with the integral λ-bracket
∫ λ
dσ[· σ ·]Y : V ⊗ V → M [λ], given
by (cf. (6.30))∫ λ
dσ[uσv]
Y = (−1)p(u)Y z0,z1λ,−λ−∂
(
u, v;
1
z10
)
, of parity 1 + p¯(Y ) . (7.10)
As in Proposition 6.8, the sesquilinearity and symmetry conditions for Y translate
to the corresponding sesquilinearity and symmetry conditions for the integral λ-
bracket, as in axioms (ii) and (iii) of Definition 6.1.
We next write an explicit formula for the differential dX : W
ch
k−1(ΠV,ΠM) →
W chk (ΠV,ΠM) in the special cases k = 0, 1 and 2, under the above identifications.
For k = 0 we have Y ∈ M/∂M ≃ W ch−1(ΠV,ΠM) and, by equation (7.6), dXY
corresponds to the following F[∂]-module homomorphism from V to M :
(dXY )(v) = X
w,z0
0,λ0
(Y, v0; 1) = −(−1)
(1+p(v))p(Y )v−∂Y . (7.11)
Next, for k = 1, let Y ∈ HomF[∂](V,M) ≃ W
ch
0 (ΠV,ΠM). Then dXY , given by
equation (7.6), corresponds to the following integral λ-bracket of u, v ∈ V :
(−1)p¯(Y )
∫ λ
dσ[uσv]
dXY
=
∫ λ
dσ[Y (u)σv] + (−1)
p¯(Y )p(u)
∫ λ
dσ[uσY (v)]− Y
( ∫ λ
dσ[uσv]
)
.
(7.12)
Finally, for k = 2 we have X ∈ W ch1 (ΠV )1¯ and Y ∈ W
ch
1 (ΠV,ΠM). In this case
dX(Y ) = XY − (−1)p¯(Y )YX ∈ W ch2 (ΠV,ΠM), where XY is given by the
same formula as in (6.35).
7.4. Casimirs, derivations and extensions. Let V be a non-unital vertex alge-
bra and let M be a V -module.
Definition 7.4. A Casimir element is an element
∫
m ∈M/∂M such that V−∂m =
0. Denote by Cas(V,M) the space of Casimirs. Note that, due to skewsymmetry
of the λ-bracket, Cas(V ) := Cas(V, V ) =
{∫
v ∈ V/∂V
∣∣ [vλV ]|λ=0 = 0}.
Definition 7.5. A derivation from V to M is an F[∂]-module homomorphism
D : V →M such that
D
(∫ λ
dσ[uσv]
)
=
∫ λ
dσ(D(u)σv) + (−1)
p(D)p(u)
∫ λ
dσ(uσD(v)) . (7.13)
We say that a derivation is inner if it has the following form:
DY (v) = Yλv |λ=0 for some Y ∈M/∂M . (7.14)
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In the special case when V = M we have the usual definition of a derivation of
the vertex algebra V . Denote by Der(V,M) the space of derivations from V to M ,
and by Inder(V,M) the subspace of inner derivations. We also denote Der(V ) =
Der(V, V ) and Inder(V ) = Inder(V, V ).
We can now describe more explicitly the low degree cohomology.
Theorem 7.6. Let V be a (non-unital) vertex algebra and let M be a V -module.
Then:
(a) H0(V,M) = Cas(V,M). In particular, H0(V ) = Cas(V ).
(b) H1(V,M) = Der(V,M)/ Inder(V,M). In particular, H1(V ) equals the factor
of the Lie algebra Der(V ) of all derivations of V by the ideal of all inner
derivations.
(c) H2(V,M) is the space of isomorhism classes of F[∂]-split extension of the vertex
algebra V by the V -module M , viewed as a (non unital) vertex algebra with
trivial integral λ-bracket.
Proof. Straightforward, using the explicit formulas (7.11), (7.12) and (6.35) for the
differential. (Cf. [DSK09] for a proof in the case of Lie conformal algebras.) 
8. The associated graded of the chiral operad
8.1. Filtration on P ch. We introduce an increasing filtration on the space of trans-
lation invariant rational functions O⋆Tk+1 = F[z
±1
ij ]0≤i<j≤k, given by the number of
divisors:
F−1O⋆Tk+1 = {0} ⊂ F
0O⋆Tk+1 = O
T
k+1 = F[zij ] ⊂ F
1O⋆Tk+1 =
∑
i<j
OTk+1[z
−1
ij ] ⊂
· · · ⊂ FrO⋆Tk+1 =
∑
OTk+1[z
−1
i1,j1
· · · z−1ir,jr ] ⊂ · · · ⊂ O
⋆T
k+1.
(8.1)
In other words, the elements of Fr O⋆Tk+1 are sums of rational functions with at most
r divisors each (not counting multiplicities). For example,
1
z01z12z02
=
1
z01z202
+
1
z12z202
∈ F2O⋆T3 (8.2)
has three divisors, but it lies in F2O⋆T3 . In fact, by using relations similar to (8.2),
it is not hard to prove (cf. Lemma 8.4 below) that the filtration (8.1) stabilizes:
FkO⋆Tk+1 = O
⋆T
k+1 .
This filtration is invariant under the actions of DTk+1 and of the symmetric group
Sk+1. It is compatible with the multiplication:
(FrO⋆Tk+1) · (F
sO⋆Tk+1) ⊂ F
r+sO⋆Tk+1. (8.3)
Furthermore, if g ∈ FsO⋆Tk+1 has no pole at zi = zj, then g|zi=zj ∈ F
sO⋆Tk .
Now we define a decreasing filtration of P ch(k + 1) by
Fr P ch(k + 1) =
{
X ∈ P ch(k + 1)
∣∣X(V ⊗(k+1) ⊗ Fr−1O⋆Tk+1) = 0}. (8.4)
We have: F0 P ch(k + 1) = P ch(k + 1) and Fk+1 P ch(k + 1) = {0}.
Proposition 8.1. With the above filtration, P ch is a filtered operad (cf. (3.10)).
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Proof. The filtration (8.4) is invariant under the action of the symmetric group
because the filtration (8.1) is. In any operad, the compositions can be obtained
from the ◦1-product and the action of the symmetric group (see (3.6), (3.7)). Thus,
it is enough to prove that
Y ◦1 X ∈ F
r+s P ch(k +m+ 1) for X ∈ Fr P ch(k + 1), Y ∈ Fs P ch(m+ 1).
To this end, we want to show that the left-hand side of (6.20) vanishes for all
h ∈ Fr+s−1O⋆Tk+m+1. By linearity, we can suppose that h = fg as in (6.19) and the
number of divisors of h is ≤ r + s − 1. Since the divisors of f and g are disjoint,
the number of divisors of h is the sum of the number of divisors of f and g. Hence,
f ∈ Fr−1O⋆Tk+1 or g ∈ F
s−1O⋆Tk+m+1. Then we apply formula (6.20) to compute
Y ◦1 X . In the first case, we have X(f) = 0. In the second case, applying some
derivatives and setting z1 = · · · = zk = z0 in g, we will obtain an element of
Fs−1O⋆Tm+1, which is annihilated by Y . 
As a consequence of Proposition 8.1, the associated graded spaces
grr P ch(n) = Fr P ch(n)/Fr+1 P ch(n) (8.5)
form a graded operad (see the end of Section 3.1).
8.2. n-graphs. For n ≥ 1, we define an n-graph as a graph Γ with the set of vertices
{1, . . . , n} and an arbitrary collection of oriented edges, denoted E(Γ). We denote
by G(n) the collection of all n-graphs without tadpoles, and by G0(n) the collection
of all acyclic n-graphs, i.e., n-graphs that have no cycles (including tadpoles and
multiple edges).
For example, the set G0(1) consists of the graph with a single vertex labelled 1
and no edges, the set G0(2) consists of three graphs:
1 2
,
1 2
,
1 2
,
E(Γ) = ∅ , E(Γ)={1→2} , E(Γ)={2→1}
(8.6)
and G0(3) consists of the following graphs, with arbitrary orientation of all edges:
1 2 3
,
1 2 3
,
1 2 3
,
1 2 3
,
1 2 3
,
1 2 3
,
1 2 3
.
(8.7)
By convention, we also let G0(0) = G(0) be the set consisting of a single element
(the empty graph, with 0 vertices).
An oriented cycle C of an n-graph Γ ∈ G(n) is, by definition, a collection of
edges of Γ forming a closed sequence (possibly with self intersections):
C = {i1 → i2, i2 → i3, . . . , is−1 → is, is → i1} ⊂ E(Γ) . (8.8)
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8.3. The maps XΓ. For an oriented graph Γ ∈ G(n), we define
pΓ = pΓ(z1, . . . , zn) =
∏
(i→j)∈E(Γ)
z−1ij ∈ F
r O⋆Tn , zij = zi − zj, (8.9)
where the product is over all edges of Γ and r is the number of edges. Note that if
we change the orientation of a single edge of Γ, then pΓ will change sign. For any
graph G with a set of vertices labeled by an index set I, we introduce the notation
λG =
∑
i∈I
λi, ∂zG =
∑
i∈I
∂zi , ∂G =
∑
i∈I
∂i, (8.10)
where ∂i = 1⊗· · ·⊗∂⊗· · ·⊗1 denotes the action of ∂ on the i-th factor in a tensor
product V ⊗n. Note that, by translation covariance, we have ∂zGpG = 0.
Lemma 8.2. For an acyclic graph Γ ∈ G0(n), we have
F[∂z1 , . . . , ∂zn ]pΓ = F
[
z−1ij
∣∣ (i→ j) ∈ E(Γ)]pΓ .
Proof. Clearly, applying derivatives to the function pΓ, we get an element of the
space F
[
z−1ij
∣∣ (i → j) ∈ E(Γ)]pΓ. Hence, we only need to show the opposite
inclusion, i.e. that for arbitrary exponents mij ≥ 1, we have∏
(i→j)∈E(Γ)
z
−mij
ij ∈ F[∂z1 , . . . , ∂zn ]pΓ . (8.11)
Assuming, by induction, that (8.11) holds, we show how to apply derivatives in
order to increase arbitrarily the exponents of the function
∏
(i→j)∈E(Γ) z
−mij
ij . Fix
an edge e = (α→ β) of the graph Γ, and let Γ\e be the graph obtained by deleting
the edge e from Γ. Since by assumption Γ is acyclic, the connected components Γα
and Γβ of α and β in Γ\e are disjoint. Then it is easy to check that
−
1
mαβ
∂zΓα
∏
(i→j)∈E(Γ)
z
−mij
ij =
1
mαβ
∂zΓβ
∏
(i→j)∈E(Γ)
z
−mij
ij
= z−1αβ
∏
(i→j)∈E(Γ)
z
−mij
ij .
The claim follows. 
Lemma 8.3. The space Fr O⋆Tn is generated as a D
T
n -module by the functions pΓ,
with Γ ∈ G0(n) acyclic graphs with at most r edges.
Proof. Clearly, every function in Fr O⋆Tn can be written as a linear combination of
functions of the form
f z
−mi1j1
i1j1
· · · z
−mirjr
irjr
, (8.12)
with miℓjℓ ≥ 0 and f polynomial. We need to show that the function (8.12) can be
obtained starting from some pΓ and acting with DTn . Let Γ ∈ G(n) be the graph
with edges (i1 → j1), . . . , (ir → jr). By a computation similar to (8.2) (cf. (8.15)
below), if the graph is not acyclic, then the function (8.12) lies in Fr−1O⋆Tn and
the claim holds by induction. For an acyclic graph Γ, as an immediate consequence
of Lemma 8.2, we have that the function (8.12) is generated by pΓ. 
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By restriction, for every X ∈ P ch(n), we have maps
XΓλ1,...,λn : V
⊗n → V [λ1, . . . , λn]
/〈
∂ + λ1 + · · ·+ λn
〉
,
v1 ⊗ · · · ⊗ vn 7→ X
z1,...,zn
λ1,...,λn
(v1, . . . , vn; pΓ) .
(8.13)
By (8.4), if X ∈ Fr P ch(n), we have XΓ = 0 for graphs Γ with fewer than r edges.
Furthermore, relations among the pΓ’s lead to the following relations for the maps
XΓ.
Lemma 8.4. Let Γ ∈ G(n) be a graph with r edges containing an oriented cycle
C ⊂ E(Γ). Then we have the following cycle relations:
(a) XΓ = 0 for all X ∈ Fr P ch(n);
(b)
∑
e∈C
Y Γ\e = 0 for all Y ∈ Fr−1 P ch(n), where Γ \ e is the graph obtained from
Γ by removing the edge e.
Proof. After relabeling the vertices, we can assume that
C = {1→ 2, 2→ 3, . . . , s− 1→ s, s→ 1} .
Then pΓ has a factor
pC =
1
z12z23 · · · zs−1,szs1
.
Since C has s edges, we expect pC ∈ F
sO⋆Tn ; however, we claim that in fact
pC ∈ F
s−1O⋆Tn . Indeed, using the relation∑
e∈C
ze = z12 + z23 + · · ·+ zs−1,s + zs1 = 0, (8.14)
we have as in (8.2),
−pC =
−z12
z212z23 · · · zs−1,szs1
=
z23
z212z23 · · · zs−1,szs1
+ · · ·+
zs−1,s
z212z23 · · · zs−1,szs1
+
zs1
z212z23 · · · zs−1,szs1
.
(8.15)
In particular, pΓ ∈ F
r−1O⋆Tn , which implies claim (a). Claim (b) follows from the
equation
0 =
∑
e∈C
zepΓ =
∑
e∈C
pΓ\e .

Example 8.5. Let Y ∈ Fr−1 P ch(n) and Γ′ ∈ G0(n) be a graph with r − 1 edges.
For a fixed edge e = (i → j) of Γ′, we denote by Γ the graph obtained by adding
the opposite edge e′ = (j → i). Then Γ has a 2-cycle C = {e, e′}, and Γ′′ = Γ \ e
is obtained from Γ′ = Γ \ e′ by reversing the orientation of e. In this case, (10.5)
implies Y Γ
′
= −Y Γ
′′
.
We will derive additional relations from the sesquilinearity conditions (6.12) for
X ∈ Fr P ch(n).
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Lemma 8.6. Let X ∈ Fr P ch(n) and Γ ∈ G(n) be a graph with r edges. Denote
the connected components of Γ by Γα. Then we have the following sesquilinearity
relations:
(a) (∂λi − ∂λj )X
Γ
λ1,...,λn
= 0 for any (i→ j) ∈ E(Γ), which means that XΓ is a
polynomial of the sums λΓα ;
(b) XΓλ1,...,λn
(
∂Γα(v1 ⊗ · · · ⊗ vn)
)
= −λΓαX
Γ
λ1,...,λn
(v1 ⊗ · · · ⊗ vn).
Proof. If (i → j) is an edge of a graph Γ with r edges, then zijpΓ ∈ F
r−1O⋆Tn .
Hence,
Xz1,...,znλ1,...,λn(v1, . . . , vn; zijpΓ) = 0.
Claim (a) then follows from the sesquilinearity condition (6.12). Next, let us prove
claim (b). Since Γ is a disjoint union of the Γα’s, the function pΓ is the product of
the corresponding pΓα ’s. By the translation covariance of pΓα , we have ∂zΓα pΓα = 0,
and hence ∂zΓαpΓ = 0. Claim (b) then follows again from (6.12). 
8.4. Compositions of the maps XΓ. Now we will investigate how the maps
(8.13) compose. For X ∈ P ch(k+1) and Y ∈ P ch(m+1), their ◦1-product Y ◦1X ∈
P ch(k+m+1) is given by (6.20). We want to find (Y ◦1X)
Γ, where Γ ∈ G(k+m+1)
is a graph whose vertices are labeled by 0, 1, . . . , k +m. In order to apply (6.20)
for h = pΓ, according to (6.19), we factor
pΓ = f(z0, . . . , zk)g(z0, . . . , zk+m), f = pΓ′ , g = pΓ′′ . (8.16)
Here Γ′ is the subgraph of Γ with vertices 0, 1, . . . , k and all edges from Γ among
these vertices; Γ′′ is the subgraph of Γ that includes all edges of Γ not in Γ′. The
factorization (8.16) holds because E(Γ) is the disjoint union of E(Γ′) and E(Γ′′).
Setting z1 = · · · = zk = z0 in pΓ′′ corresponds to contracting the vertices
0, 1, . . . , k to a single vertex labeled 0. We let Γ¯′′ be the graph with vertices labeled
0, k+1, . . . , k+m and edges obtained from the edges of Γ′′ by replacing any vertex
0 ≤ i ≤ k with 0, keeping the same orientation. Then
pΓ′′ |z1=···=zk=z0 = pΓ¯′′ . (8.17)
Finally, introduce graphs Gi (0 ≤ i ≤ k) as follows. Take the connected compo-
nent of the vertex i in Γ′′ and remove from it the vertex i and all edges connected
to i. Then Gi is the resulting subgraph of Γ
′′. Note that, by construction, the
vertices of Gi form a subset of {k + 1, . . . , k +m}. For another description of the
graphs Γ′, Γ¯′′ and Gi, see Examples 9.1 and 9.5 below.
Proposition 8.7. With the above notation, suppose that the graph Γ¯′′ is acyclic.
Then
(Y ◦1 X)
Γ
λ0,λ1,...,λk+m
(v0, v1, . . . , vk+m)
= Y Γ¯
′′
λΓ′ ,λk+1,...,λk+m
(
XΓ
′
λ0+λG0+∂G0 ,...,λk+λGk+∂Gk
(v0, . . . , vk), vk+1, . . . , vk+m
)
(8.18)
for X ∈ P ch(k + 1) and Y ∈ P ch(m + 1). Here we also use the notation (8.10)
with ∂i representing the action of ∂ on vi.
Assume, in addition, that X ∈ Fr P ch(k+1), Y ∈ Fs P ch(m+1), Γ′ has r edges
and Γ¯′′ has s edges. Then equation (8.18) holds without the assumption that Γ¯′′ is
acyclic.
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Proof. In order to apply (6.20), we need to compute ∂zipΓ′′ . After possibly changing
a sign, we will assume that all edges of Γ′′ are oriented as (i→ j) with i < j. The
assumption that Γ¯′′ has no cycles implies that Gi and Gl are disconnected for
0 ≤ i, l ≤ k. Let Ei be the set of all edges of Γ′′ starting from the vertex i. Then
we can write
E(Γ′′) =
k⊔
i=0
(
Ei ⊔ E(Gi)
)
⊔ F
for some subset F of edges among vertices k + 1, . . . , k +m. Thus
pΓ′′ = pF
k∏
i=0
pEipGi ,
where pF =
∏
e∈F z
−1
e , and similarly for pEi .
For every edge (i→ j) ∈ Ei, we have −∂ziz
−1
ij = ∂zjz
−1
ij . Hence
−∂zipEi =
∑
(i→j)∈Ei
∂zjpEi = ∂zGi pEi .
Using that ∂zGipGi = 0 and ∂zGipF = 0, this implies
−∂zipΓ′′ = ∂zGi pΓ′′ .
The statement then follows from (6.20), by applying equation (8.17) and the sesqui-
linearity (6.12), after observing that λΓ′ = λ
′
0 = λ0 + λ1 + · · ·+ λk.
For the last assertion of the proposition, if Γ¯′′ has a cycle, then by Lemma 8.4(a)
the right-hand side of (8.18) vanishes. Hence, we need to check that, in this case,
the left-hand side of (8.18) vanishes as well. This follows from formula (6.20) and
the fact that, after differentiating pΓ′′ and setting z1 = · · · = zk = z0, the resulting
function is in Fr−1O⋆Tm+1. 
We can summarize all the previous results as follows:
Corollary 8.8. (a) For every X ∈ Fr P ch(k + 1) and every graph Γ ∈ G(k + 1)
with at most r edges, the map
XΓ : V ⊗(k+1) → V [λ0, . . . , λk]
/〈
∂ + λ0 + · · ·+ λk
〉
defined by (8.13), satisfies the cycle relations (a) and (b) from Lemma 8.4 and
the sesquilinearity relations (a) and (b) from Lemma 8.6.
(b) For X ∈ Fr P ch(k + 1), Y ∈ Fs P ch(m + 1), and for Γ ∈ G(k +m + 1) such
that Γ′ has at most r edges and Γ¯′′ has at most s edges, equation (8.18) holds.
(c) If X ∈ Fr P ch(k + 1) is such that XΓ = 0 for all graphs Γ ∈ G(k + 1) with r
edges, then X ∈ Fr+1 P ch(k + 1).
Hence, we have an induced injective map defined on the associated graded space
grr P ch(k + 1), such that
X¯ 7→ X˜ = {XΓ |Γ ∈ G(k + 1) with r edges} .
Proof. Claim (a) is given by Lemmas 8.4, 8.6. Claim (b) is given by Proposition
8.7. Claim (c) follows from Lemma 8.3 and and the sesquilinearity conditions. 
Using this corollary, in Section 10 below, we will provide a more detailed de-
scription of the associated graded operad grP ch.
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8.5. Refinement of the filtration on P ch. We refine the filtration of the chiral
operad P ch introduced in Section 8.1 as follows. Let V be a vector superspace with
an increasing filtration
F−1 V = {0} ⊂ F0 V ⊂ F1 V ⊂ F2 V ⊂ · · · ⊂ V . (8.19)
This induces an increasing filtration on the tensor products
Fs
(
V ⊗(k+1) ⊗O⋆Tk+1
)
=
∑
r0+r1+···+rk+1=s
Fr0 V ⊗ · · · ⊗ Frk V ⊗ Frk+1 O⋆Tk+1 ,
if s ≥ 0, and Fs = 0 if s < 0. For example, for k = 1, we have
Fs
(
V ⊗2 ⊗O⋆T2
)
=
(
Fs(V ⊗2)⊗OT2
)
⊕
(
Fs−1(V ⊗2)⊗O⋆T2
)
. (8.20)
The corresponding refined filtered space Fr P ch(k + 1) is defined as the set of ele-
ments X ∈ P ch(k + 1) such that
X
(
Fs(V ⊗(k+1) ⊗O⋆Tk+1)
)
⊂ (Fs−r V )[λ0, . . . , λk]/〈∂ + λ0 + · · ·+ λk〉 , (8.21)
for every s. This is a decreasing filtration, possibly infinite in both directions.
Proposition 8.9. With the above refined filtration, P ch(V ) is a filtered operad (cf.
(3.10)). Hence, we have the corresponding Lie superalgebra filtration FrW ch(V ) of
W ch(V ).
Proof. The proof of the first statement is the same as for Proposition 8.1. The last
assertion follows from Theorem 3.4(c). 
Recall that a filtered vertex algebra is a vertex algebra V with an increasing
filtration (8.19) such that
:(Fp V )(Fq V ): ⊂ Fp+q V and [Fp V λ F
q V ] ⊂ Fp+q−1 V [λ] , (8.22)
for all p, q.
Theorem 8.10. Let V be a filtered vector superspace. Under the correspondence
from Theorem 6.12, the structures of filtered vertex algebra on V are in bijection
with the odd elements X ∈ F1W ch1 (ΠV ) satisfying XX = 0.
Proof. If V is a filtered vertex algebra, then, due to (8.22), the corresponding X
satisfies
Xz0,z1λ0,λ1(F
p V ⊗ Fq V ⊗ 1) = [Fp Vλ0 F
q V ] ⊂ Fp+q−1 V [λ0]
and
Xz0,z1λ0,λ1
(
Fp V ⊗ Fq V ⊗
1
z10
)
= :(Fp V )(Fq V ): ⊂ Fp+q V .
By (8.20), this means that X ∈ F1W ch1 (ΠV ). 
9. The cooperad of n-graphs
9.1. Cocomposition of n-graphs. As in Section 8.2, let G(n) be the collection
of all n-graphs which have no tadpoles, and G0(n) be the collection of all acyclic
n-graphs. Fix an n-tuple (m1, . . . ,mn) of positive integers, and let M1, . . . ,Mn as
in (2.9). We define the cocomposition map
∆m1...mn : G(Mn)→ G(n)× G(m1)× · · · × G(mn) , (9.1)
denoted
Γ 7→ ∆m1...mn0 (Γ),∆
m1...mn
1 (Γ), . . . ,∆
m1...mn
n (Γ) , (9.2)
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as follows. ∆m1...mn1 (Γ) is the subgraph of Γ associated to the vertices {1, . . . ,M1},
∆m1...mn2 (Γ) is the subgraph of Γ associated to the vertices {M1+1, . . . ,M2} (which
we relabel {1, . . . ,m2}), and so on up to∆m1...mnn (Γ), which is the subgraph of Γ as-
sociated to the lastmn vertices {Mn−1+1, . . . ,Mn} (which we relabel {1, . . . ,mn}),
and finally ∆m1...mn0 (Γ) is the graph obtained by collapsing the first m1 vertices of
Γ (and all edges among them) into a single vertex (which we label 1), the second
m2 vertices of Γ into a single vertex (which we label 2), and so on up to the last
mn vertices of Γ into a single vertex (which we label n).
For example, consider the list of integers (3, 3, 1, 2), and the graph
Γ =
1 2 3 4 5 6 7 8 9
∈ G0(9) ,
(9.3)
Then, the cocomposition ∆3312(Γ) ∈ G(4)× G0(3)× G0(3)× G0(1)× G0(2) consists
of the following graphs: the subgraph of Γ associated to the first three vertices, is
∆33121 (Γ) =
1 2 3
∈ G0(3) ,
the subgraph Γ associated to the second three vertices (and relabeling the vertices),
is
∆33122 (Γ) =
1 2 3
∈ G0(3) ,
the subgraph associated to the seventh vertex is just ∆33123 (Γ) =
◦
1 ∈ G0(1), the
subgraph of Γ associated to the last two vertices is
∆33124 (Γ) =
1 2
∈ G0(2) ,
and finally, collapsing all these subgraphs into single vertices, we get
∆33120 (Γ) =
1 2 3 4
∈ G(4) .
Note that if Γ is acyclic, then all the subgraphs ∆m1...mni (Γ), for i = 1, . . . , n, are
acyclic as well, while, in general, this is not the case for ∆m1...mn0 (Γ).
Example 9.1. A special case is when m1 = k + 1 and m2 = · · · = mn = 1. With
the notation of Section 8.4, we have in this case∆
(k+1)1...1
1 (Γ) = Γ
′, ∆
(k+1)1...1
2 (Γ) =
· · · = ∆
(k+1)1...1
n (Γ) = ◦, and ∆
(k+1)1...1
0 (Γ) = Γ¯
′′.
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Lemma 9.2. For every m1, . . . ,mn, there is a natural bijective correspondence
∆: E(Γ)
∼
−→ E
(
∆m1...mn0 (Γ)
)
⊔ E
(
∆m1...mn1 (Γ)
)
⊔ · · · ⊔ E
(
∆m1...mnn (Γ)
)
. (9.4)
Proof. An edge e ∈ E(Γ) has either both tail and head contained in one of the
subsets {Mi−1 + 1, . . . ,Mi}, for some i = 1, . . . , n, in which case it corresponds to
an edge of ∆m1...mni (Γ), or it does not, in which case it corresponds to an edge of
∆m1...mn0 (Γ). 
It follows from Lemma 9.2 that the cooperad of graphs G is graded by the number
of edges.
Lemma 9.3. Let C ⊂ E(Γ) be an oriented cycle of an n-graph Γ ∈ G(n). Then,
(a) either ∆(C) ⊂ E
(
∆m1...mni (Γ)
)
, in which case ∆(C) is an oriented cycle of
∆m1...mni (Γ) ∈ G(mi);
(b) or, ∆(C) ∩ E(∆m1...mn0 (Γ)) is an oriented cycle of ∆
m1...mn
0 (Γ) ∈ G(n).
Proof. Obvious. 
Let, as above, m1, . . . ,mn be positive integers, and let Γ ∈ G(Mn). We now
introduce an important notion, which will be essential in Section 10.
Definition 9.4. Let k ∈ {1, . . . ,Mn} and j ∈ {1, . . . , n}. We say that j is externally
connected to k (via the graph Γ and its cocomposition ∆m1...mn(Γ)) if there there is
an unoriented path (without repeating edges) of ∆m1...mn0 (Γ) joining j to i, where
i ∈ {1, . . . , n} is such that k ∈ {Mi−1 + 1, . . . ,Mi}, and the edge out of i is the
image, via the map ∆ in (9.4), of an edge which has its head or tail in k. We denote
by
E(k) = E(Γ,m1, . . . ,mn; k) ⊂ {1, . . . , n} ,
the set of all j ∈ {1, . . . , n} which are externally connected to k. Moreover, given a
set of variables x1, . . . , xn, we denote
X(k) = X(Γ,m1, . . . ,mn; k) =
∑
j∈E(k)
xj . (9.5)
For example, for the graph in (9.3), we have
X(1) = x1 + x2 + x4 , X(2) = 0 , X(3) = x1 + x2 + x4 , X(4) = x1 + x2 + x4 ,
X(5) = 0 , X(6) = x1 + x2 + x4 , X(7) = 0 , X(8) = 0 , X(9) = x1 + x2 .
Note that, if k ∈ {Mi−1 + 1, . . . ,Mi}, then i 6∈ E(k) unless ∆
m1...mn
0 (Γ) is not
acyclic.
Example 9.5. In the setting of Example 9.1, let m1 = k+1 and m2 = · · · = mn =
1. Assuming that Γ¯′′ is acyclic, for every ℓ = 0, . . . , k, the set E(ℓ) coincides with
the set of vertices of the graph Gℓ defined in Section 8.4.
9.2. Coassociativity of the cocomposition map of n-graphs. The collection
of sets G(n), n ≥ 0, together with the cocomposition maps (9.1), defines a cooperad
[LV12], or, equivalently, the dual G∗ is naturally an operad.
We will not give a formal definition of what a cooperad is (since we will never
use it), but we will prove here the main conditions: coassociativity, in Proposition
9.6 below, and coequivariance with respect to the action of the symmetric group,
in the next Section 9.3, see Proposition 9.7.
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Fix a list m1, . . . ,mn of n positive integers, denote Mi =
∑i
j=1mj , i = 0, . . . , n,
as in (2.9), then fix a list ℓ1, . . . , ℓMn of Mn positive integers, and denote Lj =∑j
k=1 ℓk, j = 0, . . . ,Mn, as in (2.14). Given a graph Γ ∈ G0(LMn), we can apply to
it the cocomposition ∆ℓ1...ℓMn , to get
∆
ℓ1...ℓMn
0 (Γ) ∈ G(Mn) ,
∆
ℓ1...ℓMn
1 (Γ) ∈ G(ℓ1) , . . . ,∆
ℓ1...ℓMn
Mn
(Γ) ∈ G(ℓMn) ,
and, to the first graph above, we can further apply the cocomposition map ∆m1...mn
(9.1), to get
∆m1...mn0
(
∆
ℓ1...ℓMn
0 (Γ)
)
∈ G(n) ,
∆m1...mn1
(
∆
ℓ1...ℓMn
0 (Γ)
)
∈ G(m1) , . . . ,∆
m1...mn
n
(
∆
ℓ1...ℓMn
0 (Γ)
)
∈ G(mn) .
Alternatively, we can consider the n integers (summing to LMn)
K1 := LM1 =
M1∑
j=1
ℓj , K2 := LM2 − LM1 =
M2∑
j=M1+1
ℓj , . . .
. . . , Kn := LMn − LMn−1 =
Mn∑
j=Mn−1+1
ℓj ,
we can apply the corresponding cocomposition map ∆K1...Kn to Γ, to get
∆K1...Kn0 (Γ) ∈ G(n) ,
∆K1...Kn1 (Γ) ∈ G(K1) , . . . ,∆
K1...Kn
n (Γ) ∈ G(Kn) ,
and, to each of the graph in the second line, we can apply the corresponding co-
composition map ∆ℓMi−1+1...ℓMi , i = 1, . . . , n to get
∆
ℓMi−1+1...ℓMi
0
(
∆K1...Kni (Γ)
)
∈ G(mi) ,
∆
ℓMi−1+1...ℓMi
1
(
∆K1...Kni (Γ)
)
∈ G(ℓMi−1+1) , . . . ,∆
ℓMi−1+1...ℓMi
mi
(
∆K1...Kni (Γ)
)
∈ G(ℓMi).
Proposition 9.6. The cocomposition maps (9.1) of graphs satisfy the following
coassociativity conditions:
(i) ∆m1...mn0
(
∆
ℓ1...ℓMn
0 (Γ)
)
= ∆K1...Kn0 (Γ) in G(n);
(ii) ∆m1...mni
(
∆
ℓ1...ℓMn
0 (Γ)
)
= ∆
ℓMi−1+1...ℓMi
0
(
∆K1...Kni (Γ)
)
in G(mi), for every
i = 1, . . . , n;
(iii) ∆
ℓ1...ℓMn
Mi−1+j
(Γ) = ∆
ℓMi−1+1...ℓMi
j
(
∆K1...Kni (Γ)
)
in G(ℓij), for every i = 1, . . . , n
and j = 1, . . . ,mi.
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Proof. All claims become obvious if they are explained “pictorially”. Consider an
arbitrary graph, which we can depict as follows:
Γ = . . . . . .. . . . . . . . . . . .
L
K1 Ki Kn
ℓ1 ℓm1 ℓMi−1+j ℓMn−1+1 ℓMn
where each the intermidiate ovals surround subgraphs ofK1, . . . ,Kn vertices respec-
tively, and, inside the i-th oval, the inner circles surround subgraphs of ℓMi−1+1,. . . ,
ℓMi vertices respectively.
In condition (i), the graph∆K1...Kn0 (Γ) in the right-hand side is obtained starting
from Γ and collapsing all intermidiate subgraphs (= intermidiate ovals) to single
vertices. On the other hand, the graph ∆m1...mn0
(
∆
ℓ1...ℓMn
0 (Γ)
)
in the left-hand side
is obtained by first collapsing all the inner subgraphs (= inner circles) to single
vertices and then, in the resulting graph, by further collapsing the intermidiate
subgraphs (= intermidiate ovals) to single vertices. The result is obviously the
same.
In condition (ii), the graph ∆m1...mni
(
∆
ℓ1...ℓMn
0 (Γ)
)
in the left-hand side is ob-
tained starting from Γ by collapsing all inner subgraphs (= inner circles) to single
vertices, and then, in the resulting graph, by taking the i-th intermidiate subgraph.
On the other hand, the graph ∆
ℓMi−1+1...ℓMi
0
(
∆K1...Kni (Γ)
)
in the right-hand side
is obtained by first taking the i-th intermidiate subgraph (= intermidiate oval) of
Γ, and then, inside it, by collapsing all inner subgraphs (=inner circles) to single
vertices. The result is obviously the same.
Finally, in condition (iii), the graph ∆
ℓ1...ℓMn
Mi−1+j
(Γ) in the left-hand side is obtained
by looking at theMi−1+j-th inner subgraph (= inner circle) of Γ, which is the j-th
circle inside the i-th intermidiated oval, while the graph∆
ℓMi−1+1...ℓMi
j
(
∆K1...Kni (Γ)
)
in the right-hand side is obtained by first taking the i-th intermidiate subgraph (=
intermidiate oval) of Γ, and then, inside it, by taking the j-th inner subgraph (=
inner circle). The result is obviously the same. 
9.3. Coequivariance of the cocomposition map of n-graphs. For every n ≥
1, there is a natural (left) action of the symmetic group Sn on the set G0(n) of
acyclic n-graphs, and on the set G(n) of all n-graphs. It is defined as follows: given
the n-graph Γ and the permutation σ ∈ Sn, we define σ(Γ) to be the same graph as
Γ, but with the vertex which was labelled 1 relabelled as σ(1), and so on up to the
vertex which was labelled n, which is relabelled as σ(n). For example, if Γ ∈ G0(4)
is the following graph:
Γ =
1 2 3 4
∈ G(4) .
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and σ ∈ S4 is the permutation σ = (1, 3, 4) (in the standard cycle decomposition),
then
σ(Γ) =
3 2 4 1
=
1 2 3 4
Proposition 9.7. For every positive integers n,m1, . . . ,mn, every permutations
σ ∈ Sn, τ1 ∈ Sm1 , . . . , τn ∈ Smn , and every graph Γ ∈ G0(m1+ · · ·+mn), we have
∆mσ−1(1)...mσ−1(n)
(
(σ(τ1, . . . , τn))(Γ)
)
=
(
σ
(
∆m1...mn0 (Γ)
)
, τσ−1(1)
(
∆m1...mn
σ−1(1) (Γ)
)
, . . . , τσ−1(n)
(
∆m1...mn
σ−1(n) (Γ)
))
,
(9.6)
where the composition of permutations σ(τ1, . . . , τn) is defined by (2.10).
Proof. Also for this proposition we provide a “pictorial” proof. Consider an arbi-
trary acyclic m1+. . .+mn-graph Γ, which we depict as:
Γ = . . . . . .. . . . . . . . . . . .
1 m1
m1 + · · ·+mi−1 + j m1 + · · ·+mn
(9.7)
where we represented only the vertices (not the edges), labelled from 1 to m1 +
· · ·+mn, grouped (by the inner ovals) in groups of m1, . . . ,mn vertices. Hence, as
indicated, the vertex in the i-th oval (i = 1, . . . , n), in the j-th position within that
oval (j = 1, . . . ,mi) is labelled m1 + · · ·+mi−1 + j.
When we apply the permutation σ(τ1, . . . , τn) ∈ Sm1+···+mn to the graph Γ, we
get, by the way the symmetric group acts on G0(m1 + . . . ,+mn), the exact same
picture, but with the vertices labelled according to the action of the permutation
σ(τ1, . . . , τn), given by formula (2.12). Hence, we have (σ(τ1, . . . , τn))(Γ) =
. . . . . .. . . . . . . . . . . .
vertex labeled:
mσ−1(1) + · · ·+mσ−1(σ(i)−1) + τi(j)
Then, to get the picture of (σ(τ1, . . . , τn))(Γ), with the vertices in the correct order,
we should rearrange the vertices of picture (9.8) by moving the vertex labelled by 1
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(which, in the picture (9.8), is in the i = σ−1(1)-th oval, in τ−1
σ−1(1)(1)-th position)
in first position, the vertex labelled 2 in second position, and so on. Hence, in this
rearrangement, the i-th oval of picture (9.7) will be moved to position σ(i), and,
within that oval, the j-th vertex will be moved to position τi(j).
Note that, while, in picture (9.7) the ovals contain, in the order they are depicted,
m1, . . . ,mn vertices respectively, in the rearranged graph (σ(τ1, . . . , τn))(Γ), where
the vertex labelled 1 come first, the vertex labelled 2 comes second, and so on,
the vertices will be grouped in ovals containing mσ−1(1), . . . ,mσ−1(n) vertices re-
spectively. Hence, we should apply the cocomposition map ∆mσ−1(1)...mσ−1(n) to
it.
According to the definition, the graph
∆
m
σ−1(1)...mσ−1(n)
0
(
(σ(τ1, . . . , τn))(Γ)
)
is obtained by collapsing all the ovals in picture (9.8) to single vertices:
. . . . . .
σ(1) σ(i) σ(n)
(9.8)
Obviously, this is the same graph as
σ(∆m1...mn(Γ)) ,
where we first collaps all the inner ovals of Γ in picture (9.7) to single vertices, and
then we apply the permutation σ ∈ Sn, i.e. we relabel the vertices according to σ.
Next, according to the definition, the graph
∆
m
σ−1(1)...mσ−1(n)
σ(i)
(
(σ(τ1, . . . , τn))(Γ)
)
is the subgraph corresponding to the σ(i)-th oval of the graph (σ(τ1, . . . , τn))(Γ)
(rearranged), i.e. the i-th oval of picture (9.8):
. . . . . .. . . . . . . . . . . .
τi(j)
Obviously, this is the same as the graph
τi(∆
m1...mn
i (Γ)) ,
where we first take the subgraph of Γ corresponding to the i-th oval of picture (9.7),
and then we apply the permutation τi ∈ Smi , i.e. we relabel the vertices according
to τi. 
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10. The operad governing Poisson vertex superalgebras
10.1. Definition of a Poisson vertex superalgebra. Recall that a Poisson ver-
tex superalgebra (abbreviated PVA) is a commutative associative superalgebra V
endowed with an even derivation ∂ and a Lie conformal superalgebra λ-bracket
{· λ ·} satisfying the left Leibniz rule:
{aλbc} = {aλb}c+ (−1)
p(b)p(c){aλc}b . (10.1)
10.2. Definition of the operad P cl. Let V = V0¯ ⊕ V1¯ be a vector superspace
endowed with an even endomorphism ∂ ∈ EndV . The operad P cl is the collection
of superspaces P cl(n) defined as follows. As a vector superspace, P cl(n) is the space
of all maps
f : G(n)× V ⊗n −→ V [λ1, . . . , λn]/〈∂ + λ1 + · · ·+ λn〉 , (10.2)
which are linear in the second factor, mapping the n-graph Γ ∈ G(n) and the
monomial v1 ⊗ · · · ⊗ vn ∈ V ⊗n to the polynomial
fΓλ1,...,λn(v1 ⊗ · · · ⊗ vn) , (10.3)
satisfying the cycle relations and the sesquilinearity conditions described below.
The cycle relations state that
fΓ = 0 unless Γ ∈ G0(n) , (10.4)
and if C ⊂ E(Γ) is an oriented cycle of Γ, then∑
e∈C
fΓ\e = 0 , (10.5)
where Γ\e is the graph obtained from Γ by removing the edge e. Note that these
are the same relations as in Lemma 8.4. Condition (10.5) follows from (10.4) unless
Γ contains a unique oriented cycle. In the special case of oriented cycles of length
2, the cycle relation (10.5) means that changing orientation of a single edge of the
n-graph Γ ∈ G(n) amounts to a change of sign of fΓ.
To write the sesquilinearity conditions, let Γ = Γ1⊔· · ·⊔Γs be the decomposition
of Γ as disjoint union of its connected components, and let I1, . . . , Is ⊂ {1, . . . , n}
be the sets of vertices associated to these connected components. For example,
for the graph Γ in (9.3), we have Γ = Γ1 ⊔ Γ2, with I1 = {1, 2, 3, 4, 5, 6, 8, 9} and
I2 = {7}. Then for every α = 1, . . . , s, we have two sesquilinearity conditions. The
first one states
∂
∂λi
fΓλ1,...,λn(v1 ⊗ · · · ⊗ vn) is the same for all i ∈ Iα . (10.6)
In other words, the polynomial fΓλ1,...,λn(v1⊗ · · ·⊗ vn) is a function of the variables
λΓα =
∑
i∈Iα
λi, α = 1, . . . , s (cf. (8.10)), and not of the variables λ1, . . . , λn
separately. The second sesquilinearity condition is, again in the notation (8.10),
fΓλ1,...,λn(∂Γα(v1 ⊗ · · · ⊗ vn)) = −λΓαf
Γ
λ1,...,λn
(v1 ⊗ · · · ⊗ vn) . (10.7)
These are the same relations as in Lemma 8.6.
Remark 10.1. Since Γ is a disjoint union of its of its connected components Γα, the
second sesquilinearity condition (10.7) implies
fΓλ1,...,λn(∂Γv) = −
n∑
i=1
λi f
Γ
λ1,...,λn
(v) = ∂
(
fΓλ1,...,λn(v)
)
, v ∈ V ⊗n (10.8)
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(cf. Remark 6.5).
The space P cl(n) decomposes as a direct sum
P cl(n) =
⊕
r≥0
grr P cl(n), (10.9)
where grr P cl(n) is the subspace of all maps (10.2) vanishing on graphs Γ with
number of edges not equal to r.
Remark 10.2. Let V =
⊕
r gr
r V be a graded vector space, and consider the induced
grading of the tensor powers V ⊗k. Then the classical operad P cl(V ) has a refined
grading defined as follows: f ∈ grr P cl(k)(V ) if, for every graph Γ ∈ G(k) with s
edges, we have
fΓλ1,...,λk(gr
t V ⊗k) ⊂ (grs+t−r V )[λ1, . . . , λk]/〈∂ + λ1 + · · ·+ λk〉 .
The grading (10.9) corresponds to the special case when V = gr0 V .
The Z/2Z-grading of the superspace P cl(n) is induced by that of the vector
superspace V (as before, the variables λi are even and commute). We also have
a natural right action of the symmetric group Sn on P
cl(n) by (parity preserving)
linear maps, defined by the following formula (f ∈ P cl(n), Γ ∈ G(n), v1, . . . , vn ∈
V ):
(fσ)Γλ1,...,λn(v1 ⊗ . . . ⊗ vn) = f
σ(Γ)
σ(λ1,...,λn)
(σ(v1 ⊗ · · · ⊗ vn)) , (10.10)
where σ(λ1, . . . , λn) is defined by (2.8), σ(v1 ⊗ · · · ⊗ vn) is defined by (2.2), and
σ(Γ) is defined in Section 9.3.
Next, we define the composition maps of the operad P cl. Let f ∈ P cl(n) and
g1 ∈ P cl(m1), . . . , gn ∈ P cl(mn). Let Mi, i = 0, . . . , n, and Λi, i = 1, . . . , n, be
as in (5.7). Let Γ ∈ G(Mn) and consider its cocomposition ∆
m1...mn(Γ) defined in
Section 9.1. We let
(f(g1, . . . , gn))
Γ : V ⊗Mn → V [λ1, . . . , λMn ]/〈∂ + λ1 + · · ·+ λMn〉
be defined by the following formula:
(f(g1, . . . , gn))
Γ
λ1,...,λMn
(v1 ⊗ · · · ⊗ vMn)
= f
∆
m1...mn
0 (Γ)
Λ1,...,Λn
(((∣∣∣
x1=Λ1+∂
(g1)
∆
m1...mn
1 (Γ)
λ1+X(1),...,λM1+X(M1)
)
⊗ · · ·
· · · ⊗
(∣∣∣
xn=Λn+∂
(gn)
∆m1...mnn (Γ)
λMn−1+1+X(Mn−1+1),...,λMn+X(Mn)
))
(v1 ⊗ · · · ⊗ vMn)
)
.
(10.11)
In formula (10.11) we are using the following notation. Given the graphs Γ1 ∈
G(m1), . . . ,Γn ∈ G(mn), we let, recalling (5.8),(
(g1)
Γ1
λ1,...,λM1
⊗ · · · ⊗ (gn)
Γn
λMn−1+1,...,λMn
)
(v1 ⊗ · · · ⊗ vMn)
:= ± (g1)
Γ1
λ1,...,λM1
(v1 ⊗ · · · ⊗ vM1)⊗ · · · ⊗ (gn)
Γn
λMn−1+1,...,λMn
(vMn−1+1 ⊗ · · · ⊗ vMn),
(10.12)
with ± the same as (5.9). We are using the notation (9.5) for the variables
X(1), . . . , X(Mn) appearing in (10.12). Finally, for polynomials P (λ) =
∑
m pmλ
m
and Q(µ) =
∑
n qnµ
n with coefficients in V , we denote(∣∣
x=∂
P (λ+ y)
)
⊗
(∣∣
y=∂
Q(µ+ x)
)
=
∑
m,n
((µ+ ∂)npm)⊗ ((λ + ∂)
mqn) , (10.13)
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and by ∂gλ(w1 ⊗ · · · ⊗ wm) we mean ∂(gλ(w1 ⊗ · · · ⊗ wm)).
Remark 10.3. In view of Examples 9.1 and 9.5, in the special casem1 = k+1,m2 =
· · · = mn = 1 and letting n = k +m+ 1, formula (10.11) reduces to (8.18).
Lemma 10.4. With the above notation, the right-hand side of (10.11) is a well-
defined element of V [λ1, . . . , λMn ]/〈∂ + λ1 + · · ·+ λMn〉, for every f ∈ P
cl(n) and
g1 ∈ P cl(m1), . . . , gn ∈ P cl(mn).
Proof. First observe that, if ∆m1...mn0 (Γ) is not acyclic, then the right-hand side
of (10.11) is 0, since by assumption f satisfies (10.4). On the other hand, if
∆m1...mn0 (Γ) is acyclic, then by the observation at the end of Section 9.1, the vari-
able xi does not appear in X(k) when k ∈ {Mi−1 + 1, . . . ,Mi}. This makes the
right-hand side of (10.11) a well-defined polynomial for given polynomials
(gi)
Γi
λMi−1+1,...,λMi
(vMi−1+1 ⊗ · · · ⊗ vMi). (10.14)
However, (10.14) are only determined up to adding elements of
〈∂ + λMi−1+1 + · · ·+ λMi〉 = 〈Λi + ∂〉,
and we need to check that the right-hand side of (10.11) will remain the same after
that. Fix 1 ≤ i ≤ n, and replace in (10.11) the polynomial (10.14) with
(Λi + ∂)(hi)
Γi
λMi−1+1,...,λMi
(vMi−1+1 ⊗ · · · ⊗ vMi)
for some map
hi : G(mi)× V
⊗mi −→ V [λMi−1+1, . . . , λMi ] .
Let us introduce the shorthand notation
g˜Gi =
(∣∣∣
xi=Λi+∂
(gi)
G
λMi−1+1+X(Mi−1+1),...,λMi+X(Mi)
)
, (10.15)
for an arbitrary graph G. Then in (10.11), we need to replace g˜
∆
m1...mn
i (Γ)
i with∣∣∣
xi=Λi+∂
(
Λi + ∂ +X(Mi−1 + 1) + · · ·+X(Mi)
)
h˜
∆
m1...mn
i (Γ)
i . (10.16)
It follows from the definition (9.5) of X(k), that
X(Mi−1 + 1) + · · ·+X(Mi) =
∑
j
xj ,
where the sum is over all 1 ≤ j ≤ n such that j is connected by an unoriented
path with i in the graph ∆m1...mn0 (Γ). Together with xi, this gives the sum of all
xj where j is a vertex of the connected component Γ
0
i of i in ∆
m1...mn
0 (Γ). Then
after setting all xj = Λj + ∂, we obtain∑
j∈Γ0i
Λj + ∂j = ΛΓ0i + ∂Γ0i ,
using again the notation (8.10). Then after applying f
∆
m1...mn
0 (Γ)
Λ1,...,Λn
we get 0, because
f satisfies the second sesquilinearity condition (10.7). 
Lemma 10.5. For every f ∈ P cl(n) and g1 ∈ P cl(m1), . . . , gn ∈ P cl(mn), the
composition f(g1, . . . , gn), defined by (10.11), is an element of P
cl(Mn).
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Proof. We need to check that f(g1, . . . , gn) satisfies the cycle relations (10.4), (10.5)
and the sesquilinearity conditions (10.6), (10.7). Observe that if Γ ∈ G(Mn) con-
tains a cycle, then one of the graphs ∆m1...mni (Γ), i = 0, 1, . . . , n, must contain a
cycle as well. Evaluating f for i = 0 or gi for 1 ≤ i ≤ n, we obtain 0, because f and
gi satisfy (10.4). Therefore, f(g1, . . . , gn) satisfies the first cycle relation (10.4).
To prove the second cycle relation (10.5), consider an oriented cycle C ⊂ E(Γ)
of Γ ∈ G(n). Recalling (10.11), we need to show that∑
e∈C
f
∆
m1...mn
0 (Γ\e)
Λ1,...,Λn
(
g˜
∆
m1...mn
i (Γ\e)
1 ⊗ · · · ⊗ g˜
∆m1...mnn (Γ\e)
n
)
= 0, (10.17)
where we use the notation (10.15). Given an edge e ∈ C, consider its image ∆(e)
under the map (9.4). Clearly, we have
∆m1...mni (Γ\e) =
 ∆
m1...mn
i (Γ)\∆(e), if ∆(e) ∈ E
(
∆m1...mni (Γ)
)
,
∆m1...mni (Γ), otherwise.
Hence, by Lemma 9.2, the left-hand side of (10.17) is equal to∑
e′∈∆(C)∩E(∆
m1...mn
0 (Γ))
f
∆
m1...mn
0 (Γ)\e
′
Λ1,...,Λn
(
g˜
∆
m1...mn
i (Γ\e)
1 ⊗ · · · ⊗ g˜
∆m1...mnn (Γ\e)
n
)
+
n∑
i=1
∑
e′∈∆(C)∩E(∆
m1...mn
i (Γ))
f
∆
m1...mn
0 (Γ)
Λ1,...,Λn
(
g˜
∆
m1...mn
1 (Γ)
1 ⊗ · · · (10.18)
· · · ⊗ g˜
∆
m1...mn
i (Γ)\e
′
i ⊗ · · · ⊗ g˜
∆m1...mnn (Γ)
n
)
.
If ∆(C) ⊂ E(∆m1...mni (Γ)), then (10.18) reduces to∑
e′∈∆(C)
f
∆
m1...mn
0 (Γ)
Λ1,...,Λn
(
g˜
∆
m1...mn
1 (Γ)
1 ⊗ · · · ⊗ g˜
∆
m1...mn
i (Γ)\e
′
i ⊗ · · · ⊗ g˜
∆m1...mnn (Γ)
n
)
.
(10.19)
In this case, by Lemma 9.3(a), ∆(C) is an oriented cycle of ∆m1...mni (Γ), hence
(10.19) vanishes by the second cycle condition (10.5) for gi. On the other hand, if
∆(C) is not contained in E(∆m1...mni (Γ)) for any i = 1, . . . , n, then by Lemma 9.3,
∆(C) ∩ E(∆m1...mn0 (Γ)) is an oriented cycle of ∆
m1...mn
0 (Γ). In this case, the first
sum of (10.18) vanishes since f satisfies (10.5). Moreover, each term in the second
sum of (10.18) vanishes as well, since ∆m1...mn0 (Γ) is not acyclic and f satisfies
(10.4). We conclude that f(g1, . . . , gn) satisfies the second cycle condition (10.5) as
claimed.
Next, we will prove that f(g1, . . . , gn) satisfies the first sesquilinearity relation
(10.6). Let (h → k) be an edge in the graph Γ. We need to prove that the right-
hand side of (10.11) is a polynomial of λh + λk and not of λh and λk separately.
First, suppose that for some i = 1, . . . , n, we have
h, k ∈ {Mi−1 + 1, . . . ,Mi}, i.e. h =Mi−1 + r, k =Mi−1 + q,
for some r, q ∈ {1, . . . ,mi}. In this case, λh and λk are both summands of Λi;
hence fΛ1,...,Λn has the required property (of being polynomial of λh + λk and not
of λh and λk separately). The image of (h → k) under the map (9.4) is an edge
(r → q) in ∆m1...mni (Γ). Thus, (gi)
∆
m1...mn
i (Γ)
λMi−1+1,...,λMi
is a polynomial of λh + λk by the
first sesquilinearity property of gi.
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Now suppose that
h ∈ {Mi−1 + 1, . . . ,Mi}, k ∈ {Mj−1 + 1, . . . ,Mj},
for different i, j ∈ {1, . . . , n}. In this case, (i → j) is an edge in the graph
∆m1...mn0 (Γ). Therefore, f
∆
m1...mn
0 (Γ)
Λ1,...,Λj
is a polynomial of Λi + Λj, and hence of
λh + λk. Furthermore, by the assumption (10.6) on gt (t = 1, . . . , n) and by the
definition (9.5) of the variables X(1), . . . , X(Mn), all the λl’s of the same connected
component of λh and λk appear as summed in the polynomial g˜
∆
m1...mn
t (Γ)
t . We
conclude that (10.6) holds for f(g1, . . . , gn), as claimed.
Finally, we will show that f(g1, . . . , gn) satisfies the second sesquilinearity re-
lation (10.7). Let G be one of the connected components of Γ, and consider the
image Gi = ∆
m1...mn
i (G) (0 ≤ i ≤ n) of G under the map (9.4). Note that if G0
contains a cycle, then ∆m1...mn0 (Γ) does, which implies (f(g1, . . . , gn))
Γ = 0. Hence,
we can suppose that G0 is acyclic. Then it is easy to see that all Gi (0 ≤ i ≤ n) are
connected. Furthermore, the set of vertices of G is the disjoint union of the sets of
vertices of Gi (1 ≤ i ≤ n). Thus, using again the notation (8.10), we have
λG + ∂G =
n∑
i=1
λGi + ∂Gi ,
and to prove (10.7) for f(g1, . . . , gn), it is enough to show that
(f(g1, . . . , gn))
Γ
λ1,...,λMn
(
(λGi + ∂Gi)v
)
= 0, v ∈ V ⊗Mn , 1 ≤ i ≤ n. (10.20)
Since gi itself satisfies (10.7), we have from (10.11):
f
∆
m1...mn
0 (Γ)
Λ1,...,Λn
(
g˜
∆
m1...mn
i (Γ)
1 ⊗ · · · ⊗ g˜
∆m1...mnn (Γ)
n
)((
λGi + ∂Gi +
∑
k∈Gi
X(k)
)
v
)
= 0.
As in the proof of Lemma 10.4 (cf. (10.16)), we see from the definition (9.5) of
X(k), that ∑
k∈Gi
X(k) =
∑
j∈G0\{i}
xj .
After setting all xj = Λj +∂, we can add xi to the above sum, because gi is defined
only up to adding elements of 〈Λi + ∂〉. We obtain∑
j∈G0
xj
∣∣
xj=Λj+∂
= ΛG0 + ∂G0 .
After applying f
∆
m1...mn
0 (Γ)
Λ1,...,Λn
to this we get 0, since f satisfies (10.7). This proves
(10.20) and finishes the proof of the lemma. 
Theorem 10.6. The vector superspaces P cl(n), n ≥ 0, together with the actions
of the symmetric groups Sn given by (10.10) and the composition maps defined by
(10.11), form an operad, which is graded by (10.9).
Proof. First, let us check that fσ ∈ P cl(n) for every f ∈ P cl(n) and σ ∈ Sn. The
cycle relations (10.4) and (10.5) for fσ are obvious, using the fact that if C ⊂ E(Γ)
is an oriented cycle of Γ, then σ(C) (obtained by applying σ to the tails and heads
of all edges in C) is an oriented cycle of σ(Γ). Next, if Γ = Γ1 ⊔ · · · ⊔ Γs is a
disjoint union of connected components, then σ(Γ) is a disjoint union of connected
components σ(Γ1) ⊔ · · · ⊔ σ(Γs). From here, it is easy to derive the sesquilinearity
conditions (10.6) and (10.7) for fσ. Thus, fσ ∈ P cl(n).
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We have already shown in Lemma 10.5 that the composition f(g1, . . . , gn) ∈
P cl(Mn) for f ∈ P cl(n) and gi ∈ P cl(mi). It is clear by construction that the
action of the symmetric group (10.10) and the composition maps (10.11) are parity
preserving linear maps P cl(n) → P cl(n) and P cl(n) ⊗ P cl(m1) ⊗ · · · ⊗ P cl(mn) →
P cl(Mn), respectively. The unity axioms (3.3) are obvious, where the unit 1 ∈
P cl(1) is the identity operator
1•λ(v) = v + 〈∂ + λ〉 ∈ V [λ]/〈∂ + λ〉 ∼= V,
and • represents the graph with one vertex. The fact that P cl is a graded operad
follows from Lemma 9.2 and the definition (10.10), (10.11) of the operad structure.
To finish the proof of the theorem, we need to verify the associativity (3.2) of the
composition and the equivariance (3.4) of the symmetric group action.
To prove the associativity axiom, given f ∈ P cl(n), gi ∈ P
cl(mi) and hij ∈
P cl(ℓij), we need to show that ϕ = ψ, where
ϕ = f
(
g1(h11, . . . , h1m1), . . . , gn(hn1, . . . , hnmn)
)
,
ψ =
(
f(g1, . . . , gn)
)
(h11, . . . , h1m1 , . . . , hn1, . . . , hnmn).
Let us introduce the lexicographically ordered index sets
J = {(ij) | 1 ≤ i ≤ n, 1 ≤ j ≤ mi} ,
K = {(ijk) | 1 ≤ i ≤ n, 1 ≤ j ≤ mi, 1 ≤ k ≤ ℓij} ,
and the notation
Λi =
mi∑
j=1
ℓij∑
k=1
λijk , Λij =
ℓij∑
k=1
λijk , 1 ≤ i ≤ n , (ij) ∈ J ,
Li =
mi∑
j=1
ℓij , L =
n∑
i=1
Li =
n∑
i=1
mi∑
j=1
ℓij .
Then for any graph Γ ∈ G0(L) and vectors vijk ∈ V , we find from the definition of
composition (10.11):
ϕΓ(λijk)(ijk)∈K
( ⊗
(ijk)∈K
vijk
)
= f
∆
L1...Ln
0 (Γ)
Λ1,...,Λn
(
n⊗
i=1
(gi)
∆
ℓi1...ℓimi
0 (∆
L1...Ln
i (Γ))
Λi1,...,Λimi
( mi⊗
j=1
(hij)
∆
ℓi1...ℓimi
j (∆
L1...Ln
i (Γ))
λij1,...,λijℓij
( ℓij⊗
k=1
vijk
)))
,
ψΓ(λijk)(ijk)∈K
( ⊗
(ijk)∈K
vijk
)
= f
∆
m1...mn
0 (∆
ℓ11...ℓnmn
0 (Γ))
Λ1,...,Λn
(
n⊗
i=1
(gi)
∆
m1...mn
i (∆
ℓ11...ℓnmn
0 (Γ))
Λi1,...,Λimi
( mi⊗
j=1
(hij)
∆
ℓ11...ℓnmn
m1+···+mi−1+j
(Γ)
λij1,...,λijℓij
( ℓij⊗
k=1
vijk
)))
.
The above right-hand sides are equal by Proposition 9.6, thus proving the associa-
tivity axiom (3.2).
Now we will prove the supersymmetric equivariance (3.4). Let f ∈ P cl(n),
gi ∈ P
cl(mi) as before, and σ ∈ Sn, τi ∈ Smi for 1 ≤ i ≤ n. Then for a graph
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Γ ∈ G0(m1 + · · ·+mn) and vectors vij ∈ V , we compute:
(
fσ(gτ11 , . . . , g
τn
n )
)Γ
λ11,...,λnmn
( ⊗
(ij)∈J
vij
)
= (fσ)
∆
m1...mn
0 (Γ)
Λ1,...,Λn
( n⊗
i=1
(gτii )
∆
m1...mn
i (Γ)
λi1,...,λimi
( mi⊗
j=1
vij
))
= f
σ(∆
m1...mn
0 (Γ))
Λ
σ−1(1),...,Λσ−1(n)
(
σ
( n⊗
i=1
(gi)
τi(∆
m1...mn
i (Γ))
λ
iτ
−1
i
(1)
,...,λ
iτ
−1
i
(mi)
(
τi
( mi⊗
j=1
vij
))))
= ǫg(σ)ǫ⊗n
i=1 τi(
⊗m1
j=1 vij)
(σ) f
σ(∆
m1...mn
0 (Γ))
Λ
σ−1(1),...,Λσ−1(n)
(
n⊗
i=1
(gσ−1(i))
τ
σ−1(i)(∆
m1...mn
σ−1(i)
(Γ))
λ
σ−1(i)τ
−1
σ−1(i)
(1)
,...,λ
σ−1(i)τ
−1
σ−1(i)
(m
σ−1(i)
)
(
τσ−1(i)
(mσ−1(i)⊗
j=1
vσ−1(i)j
)))
= ǫg(σ)ǫ⊗n
i=1 τi(
⊗m1
j=1 vij)
(σ) f
∆
m
σ−1(1)
...m
σ−1(n)
0
(
(σ(τ1,...,τn))(Γ)
)
Λ
σ−1(1),...,Λσ−1(n)
(
n⊗
i=1
(gσ−1(i))
∆
m
σ−1(1)
...m
σ−1(n)
i
(
(σ(τ1,...,τn))(Γ)
)
λ
σ−1(i)τ
−1
σ−1(i)
(1)
,...,λ
σ−1(i)τ
−1
σ−1(i)
(m
σ−1(i)
)
(
τσ−1(i)
(mσ−1(i)⊗
j=1
vσ−1(i)j
)))
= ǫg(σ)
(
f(gσ−1(1), . . . , gσ−1(n))
)(σ(τ1,...,τn))(Γ)
λ
σ−1(1)τ
−1
σ−1(1)
(1)
,...,λ
σ−1(n)τ
−1
σ−1(n)
(m
σ−1(n)
)
(
(
σ(τ1, . . . , τn)
)( ⊗
(ij)∈J
vij
))
= ǫg(σ)
(
(f(gσ−1(1), . . . , gσ−1(n)))
σ(τ1,...,τn)
)Γ
λ11,...,λnmn
( ⊗
(ij)∈J
vij
)
.
For the first equality above, we used the definition (10.11) of the composition; for
the second equality, the definition (10.10) of the action of the symmetric group on
P cl(n); for the third equality, the definition (2.2)–(2.3) of the action of Sn on a
tensor product of n vector superspaces; for the fourth equality, Proposition 9.7; for
the fifth equality, we used again (10.11), (2.2) and the definition of the composition
of permutations; and for the last equality, we used again (10.10).
This completes the proof of the theorem. 
10.3. Poisson vertex algebras and the operad P cl. As in Section 7.4, given
the vector superspace V , with parity p, and the even endomorphism ∂ ∈ End(V ),
we denote by ΠV the same vector space with reversed parity p¯ = 1 − p. Consider
the corresponding operad P cl(ΠV ) from Section 10.2 and the associated Z-graded
Lie superalgebra W cl(ΠV ) :=W (P cl(ΠV )) given by Theorem 3.4.
Theorem 10.7. We have a bijective correspondence between the odd elements X ∈
W cl1 (ΠV ) such that XX = 0 and the Poisson vertex superalgebra structures on
V , defined as follows. The commutative associative product and the λ-bracket of
the Poisson vertex superalgebra V corresponding to X are given by
ab = (−1)p(a)X•−→•(a⊗ b) , [aλb] = (−1)
p(a)X• •λ,−λ−∂(a⊗ b) . (10.21)
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Proof. Note that, by the first sesquilinearity condition (10.6), the polynomialX•−→•λ1,λ2
depends only on λ1 + λ2 ≡ −∂. Hence, it is independent of λ1, λ2. For this reason,
in the first equation of (10.21) we omitted the subscripts λ1, λ2.
First, we check that the symmetry of X translates to the commutativity of the
product ab and the skewsymmetry of the λ-bracket [aλb]. We have
X•−→•(v1 ⊗ v2) = (X
(12))•−→•(v1 ⊗ v2) = (−1)
p¯(v1)p¯(v2)X•←−•(v2 ⊗ v1)
= (−1)p(v1)+p(v2)+p(v1)p(v2)X•−→•(v2 ⊗ v1) ,
which, by the first equation in (10.21), is equivalent to the symmetry condition
of the product: v1v2 = (−1)p(v1)p(v2)v2v1. Similarly, evaluating the identity X =
X(12) on the disconnected graph • •, we get
X• •λ,−λ−∂(v1 ⊗ v2) = (X
(12))• •λ,−λ−∂(v1 ⊗ v2) = (−1)
p¯(v1)p¯(v2)X• •−λ−∂,λ(v2 ⊗ v1) ,
which, by the second equation in (10.21), is equivalent to the skewsymmetry con-
dition (5.3) of the λ-bracket.
Next, we need to prove that the condition XX = 0 translates to three condi-
tions: the associativity of the product ab, the Jacobi identity (5.3) for the λ-bracket
[aλb], and the Leibniz rule (10.1). Recall that, by (3.14),
XX = X ◦1 X +X ◦2 X + (X ◦2 X)
(12) .
Since, by construction, XX is invariant by the action of the symmetric group, to
impose the condition XX = 0 is the same as to impose (XX)Γ = 0 for each of
the three graphs:
1 2 3
,
1 2 3
,
1 2 3
.
(10.22)
Evaluating all three summands of XX on the disconnected graph • • •, we get,
by the definition (10.11) of the composition maps,
(X ◦1 X)
• • •
λ1,λ2,λ3
(v1 ⊗ v2 ⊗ v3) = X
• •
λ1+λ2,λ3
(
X• •λ1,λ2(v1 ⊗ v2) ⊗ v3
)
)
= (−1)p(v2)[[v1λ1v2]λ1+λ2v3] ,
(X ◦2 X)
• • •
λ1,λ2,λ3
(v1 ⊗ v2 ⊗ v3) = (−1)
p¯(v1)X• •λ1,λ2+λ3
(
v1 ⊗X
• •
λ2,λ3
(v2 ⊗ v3)
)
)
= (−1)1+p(v2)[v1λ1 [v2λ2v3]] ,
((X ◦2 X)
(12))• • •λ1,λ2,λ3(v1 ⊗ v2 ⊗ v3) = (−1)
p¯(v1)p¯(v2)(X ◦2 X)
• • •
λ2,λ1,λ3
(v2 ⊗ v1 ⊗ v3)
= (−1)p(v2)+p(v1)p(v2)[v2λ2 [v1λ1v3]] .
Hence, the condition (XX)• • • = 0 is equivalent to the Jacobi identity (5.3) for
the λ-bracket.
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Evaluating all three summands of XX on the second graph in (10.22), we get,
by the definition (10.11) of the composition maps,
(X ◦1 X)
• •−→•
λ1,λ2,λ3
(v1 ⊗ v2 ⊗ v3) = X
•−→•
(
X• •λ1,λ2+x3(v1 ⊗ v2) ⊗
(∣∣
x3=λ3+∂
v3
))
= (−1)p(v2)[v1λ1v2]v3 ,
(X ◦2 X)
• •−→•
λ1,λ2,λ3
(v1 ⊗ v2 ⊗ v3) = (−1)
p¯(v1)X• •λ1,λ2+λ3
(
v1 ⊗X
•−→•(v2 ⊗ v3)
)
)
= (−1)1+p(v2)[v1λ1v2v3] ,
((X ◦2 X)
(12))• •−→•λ1,λ2,λ3(v1 ⊗ v2 ⊗ v3) = (−1)
p¯(v1)p¯(v2)(X ◦2 X)λ2,λ1,λ3(v2 ⊗ v1 ⊗ v3)
= (−1)p¯(v2)+p¯(v1)p¯(v2)X•−→•
((∣∣
x2=λ2+∂
v2
)
⊗X• •λ1,λ3+x2(v1 ⊗ v3)
)
)
= (−1)p(v2)+p(v1)p(v2)v2[v1λ1v3] .
Hence, the condition (XX)• •−→• = 0 is equivalent to the Leibniz rule (10.1).
Finally, we evaluate all three summands of XX on the third graph in (10.22).
We get
(X ◦1 X)
•−→•−→•
λ1,λ2,λ3
(v1 ⊗ v2 ⊗ v3) = X
•−→•
(
X•−→•(v1 ⊗ v2) ⊗ v3
)
= (−1)p(v2)(v1v2)v3 ,
(X ◦2 X)
•−→•−→•
λ1,λ2,λ3
(v1 ⊗ v2 ⊗ v3) = (−1)
p¯(v1)X•−→•
(
v1 ⊗X
•−→•(v2 ⊗ v3)
)
)
= (−1)1+p(v2)v1(v2v3) ,
((X ◦2 X)
(12))•−→•−→•λ1,λ2,λ3(v1 ⊗ v2 ⊗ v3) = (−1)
p¯(v1)p¯(v2)(X ◦2 X)λ2,λ1,λ3(v2 ⊗ v1 ⊗ v3)
= (−1)p¯(v2)+p¯(v1)p¯(v2)X (· · · ) = 0 .
The last equality holds because X evaluated on a graph containing a cycle is,
by definition, zero. Hence, the condition (XX)•−→•−→• = 0 is equivalent to the
associativity of the product. This completes the proof. 
In view of Theorem 10.7, we have the definition of the corresponding cohomology
complex.
Definition 10.8. Let V be a Poisson vertex superalgebra. The corresponding PVA
cohomology complex is defined as
(W cl(ΠV ), adX) ,
where X ∈W1(ΠV )1¯ is given by (10.21).
Remark 10.9. Let V =
⊕
r gr
r V be a graded vector superspace. Recall from Re-
mark 10.2 that we have the corresponding grading of the operad P cl(ΠV ), and hence
of the Lie superalgebraW cl(ΠV ). It is easy to check, as for Theorem 8.10, that un-
der the correspondence from Theorem 10.7, the structures of graded Poisson vertex
algebra on V are in bijection with the odd elements X ∈ gr1W cl1 (ΠV ) satisfying
XX = 0. (Recall that V is a graded Poisson vertex algebra if (grp V )(grq V ) ⊂
grp+q V and [grp Vλ gr
q V ] ⊂ grp+q−1 V [λ].)
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10.4. Relation between grP ch and P cl. Recall from Corollary 8.8 that for every
X¯ ∈ grr P ch(k + 1) (with a representative X ∈ Fr P ch(k + 1)) and every graph
Γ ∈ G(k + 1) with r edges, we have the map
XΓ(= X(pΓ)) : V
⊗(k+1) → V [λ0, . . . , λk]
/〈
∂ + λ0 + · · ·+ λk
〉
.
Theorem 10.10. For every vector superspace V with an F[∂]-module structure,
there is a canonical injective morphism of graded operads
grP ch(V ) →֒P cl(V ) , (10.23)
mapping X¯ ∈ grr P ch(k + 1) to:
{XΓ |Γ ∈ G(k + 1) with r edges} ∈ grr P cl(k + 1) . (10.24)
This morphism is a bijection grP ch(k + 1)
∼
→ P cl(k + 1) for k = −1, 0, 1.
Proof. As a consequence of Corollary 8.8(a)-(b) and the definition of the graded
operad P cl, the map (10.24) is a well defined morphism of operads, and by Corollary
8.8(c) this morphism is injective. Surjectivity of the morphism for k = −1, 0 is
immediate. Let us prove it for k = 1. Recall that grP cl(2) = gr0 P cl(2)⊕gr1 P cl(2).
By definition, gr0 P cl(2) consists of maps
X• • : V ⊗2 −→ V [λ] ,
satisfying the sesquilinearity conditions
X• •λ ((∂v0)⊗ v1) = −λX
• •
λ (v0 ⊗ v1) , X
• •
λ (v0 ⊗ (∂v1)) = (λ+ ∂)X
• •
λ (v0 ⊗ v1) .
A preimage X˜ ∈ F 0P ch(2) = P ch(2) can be constructed by letting
X˜(v0, v1; z
n
01) =

(
−
∂
∂λ
)n
X• •λ (v0 ⊗ v1) if n ≥ 0 ,
(−1)m
∫ λ
0
dµ1· · ·
∫ µm−1
0
dµmX
• •
µm
(v0 ⊗ v1) if n = −m ≤ −1 .
It is not hard to check that, indeed, X˜ is a well defined element of P ch(2) and the
image of its coset [X˜ ] ∈ gr0 P ch(2) = F 0P ch(2)/F 1P ch(2) via the morphism (10.23)
coincides with X• •. Next, gr1 P cl(2) consists of F[∂]-module homomorphisms
X•→• : V ⊗2 −→ V .
A preimage X˜ ∈ F 1P ch(2) can be constructed by letting
X˜(v0, v1; z
n
01) =
{
0 if n ≥ 0 ,
(−1)m
m!
X•→•((∂ + λ)mv0 ⊗ v1) if n = −m− 1 ≤ −1 .
Again, it is not hard to check that X˜ is a well defined element of F 1P ch(2) =
gr1 P ch(2) and its image via the morphism (10.23) coincides with X•→•. 
Example 10.11. Let V be a non-unital vertex algebra. By Theorem 6.12, the
vertex algebra structure of V corresponds to an odd element X ∈ W ch1 (ΠV ) =
P ch(2)(ΠV ) such that XX = 0. The filtration (8.4) of P ch(2) is
F0 P ch(2) = P ch(2) , F1 P ch(2) =
{
f
∣∣ f(OT2 ) = 0} , F2 P ch(2) = 0 .
Hence, the image X0 of gr
0X in P cl(2) via the map defined in Theorem 10.10, is
the element
X0
• • = X(1) , X0
•−→• = 0 .
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Thus we obtain a PVA structure on V , where the λ-bracket is the same as for the
vertex algebra V , and the commutative associative product is zero.
Recall that if V is a filtered vector space, then P ch(V ) is a filtered operad
with respect to the refined filtration introduced in Section 8.5, and P cl(gr V ) is
a graded operad with respect to the refined grading introduced in Remark 10.2.
Then Theorem 10.10 still holds:
Theorem 10.12. We have a canonical injective morphism of graded operads from
grP ch(V ) →֒ P cl(grV ) . (10.25)
Explicitly, f¯ ∈ grr P chk (V ), with a representative f ∈ F
r P ch(V ), is mapped to
the element f˜ ∈ grr P clk (grV ) defined as follows. If Γ ∈ G(k) has s edges and
v¯1 ⊗ · · · ⊗ v¯k ∈ grt(V ⊗k) =
⊕
r1+···+rk=t
grr1 V ⊗ · · · ⊗ grrk V , we let
f˜Γλ1,...,λk(v¯1 ⊗ · · · ⊗ v¯k) = f
z1,...,zk
λ1,...,λk
(v1, . . . , vk; pΓ) + F
s+t−r−1 V (10.26)
in (grs+t−r V )[λ1, . . . , λk]/〈∂ + λ1 + · · ·+ λk〉.
Proof. Straightforward. 
Let V be a filtered vertex algebra and let grV be the associated graded Poisson
vertex algebra. By Theorem 8.10, the vertex algebra structure of V corresponds
to an odd element X ∈ F1W ch1 (ΠV ) = F
1 P ch(2)(ΠV ) such that XX = 0.
Moreover, by Remark 10.9, the Poisson vertex algebra structure of grV corresponds
to an odd element X˜ ∈ gr1W cl1 (Π grV ) = gr
1 P cl(2)(Π gr V ) such that X˜X˜ = 0.
Theorem 10.13. The image of X¯ ∈ gr1W ch1 (ΠV ) via the morphism defined by
Theorem 10.12 is X˜.
Proof. The proof follows by construction. 
Obviously, the morphism of operads defined in Theorem 10.12 induces a Lie
superalgebra injective homomorphism
grW ch(ΠV ) →֒ W cl(grΠV ) . (10.27)
Moreover, by Theorem 10.13, X¯ = grX , where X ∈ W ch1 (ΠV ) is associated to
the vertex algebra structure of V , is mapped by the homomorphism (10.27) to
X˜ ∈W cl1 (grΠV ), associated to the PVA structure of grV . Summarizing, we have:
Theorem 10.14. Let V be a filtered vertex algebra and let grV be the associated
graded Poisson vertex algebra. Denote by X ∈ F1W ch1 (ΠV ) the element corre-
sponding to the vertex algebra structure of V by (6.31) (cf. Theorem 8.10), and
denote by X˜ ∈ gr1W cl1 (grΠV ) the element corresponding to the Poisson vertex
algebra structure of grV by (10.21) (cf. Remark 10.9).
(a) There is a canonical injective homomorphism of graded Lie superalgebras
grW ch(ΠV ) →֒ W cl(grΠV ) , (10.28)
mapping X¯ ∈ gr1W ch(ΠV ) to X˜ ∈ gr1W cl1 (grΠV ).
(b) Hence, we have an injective morphism of complexes
(grW ch(ΠV ), dX¯ = gr adX) −→ (W
cl(grΠV ), dX˜ = ad X˜) . (10.29)
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(c) As a consequence, we have the corresponding Lie superalgebra homomorphism
of cohomologies:
H(grW ch(ΠV ), dX¯) −→ H(W
cl(ΠV ), dX˜) . (10.30)
Remark 10.15. It would be interesting to understand whether the morphism (10.25)
is in fact an isomorphism. In this case, (10.28) and (10.30) would be Lie superal-
gebra isomorphisms and, since the cohomology of a complex is majorized by the
cohomology of the associated graded complex, we would get the inequalities
dimHk(W ch(ΠV ), dX) ≤ dimH
k(W cl(grΠV ), dX˜) (10.31)
for every k ≥ −1. These inequalities obviously always hold for k = −1, 0.
10.5. A finite analog of the operad P cl. For a vector superspace V , we can
define a finite analog P fn of the operad P cl introduced in Section 10.2 as follows
(cf. [Mar96]). We let P fn(n) be the space of all maps
f : G(n)× V ⊗n −→ V , (10.32)
which are linear in the second factor, mapping the n-graph Γ ∈ G(n) and the
monomial v1⊗ · · · ⊗ vn ∈ V
⊗n to the vector fΓ(v1⊗ · · · ⊗ vn), satisfying the cycle
relations (10.4) and (10.5). The action of the symmetric groups Sn is given by
(fσ)Γ(v1 ⊗ · · · ⊗ vn) = f
σ(Γ)(σ(v1 ⊗ · · · ⊗ vn)) , (10.33)
where σ(v1⊗· · ·⊗ vn) is defined by (2.2), and σ(Γ) is defined in Section 9.3. As for
the composition maps, using the cocomposition maps on graphs defined in (9.2),
we let
(f(g1, . . . , gn))
Γ = f∆
m1...mn
0 (Γ)
(
g1
∆
m1...mn
1 (Γ) ⊗ · · · ⊗ gn
∆m1...mnn (Γ)
)
, (10.34)
for f ∈ P fn(n), g1 ∈ P fn(m1), . . . , gn ∈ P fn(mn), and Γ ∈ G(Mn).
The same proof as for Theorem 10.7 leads to
Theorem 10.16. We have a bijective correspondence between the odd elements
X ∈W fn1 (ΠV ) such that XX = 0 and the Poisson superalgebra structures on V ,
given by
ab = (−1)p(a)X•−→•(a⊗ b) , {a, b} = (−1)p(a)X• •(a⊗ b) . (10.35)
11. The variational Poisson cohomology and the PVA cohomology
11.1. The Lie superalgebra W ∂,as(ΠV ). In this section, we review the construc-
tion of the cohomology complex associated to a Poisson vertex algebra introduced
in [DSK13]. Let V be a commutative associative superalgebra with an even deriva-
tion ∂. As usual, we denote by p the parity of V and by ΠV the space V with
reversed parity p¯. For k ≥ −1, we let W ∂,ask (ΠV ) be the subspace of W
∂
k (ΠV ) (cf.
Section 5.3) consisting of all linear maps
f : V ⊗n −→ F−[λ1, . . . , λn]⊗F[∂] V , v1 ⊗ . . . ⊗ vn 7→ fλ1,...,λn(v1 ⊗ . . . ⊗ vn) ,
satisfying the sesquilinearity conditions (5.5) and the following Leibniz rules:
fλ1,...,λn(v1, . . . , uiwi, . . . , vn)
= (−1)p(wi)(si+1,k+k−i)fλ1,...,λi+∂,...,λn(v1, . . . , ui, . . . , vn)→wi
+ (−1)p(ui)(p(wi)+si+1,k+k−i)fλ1,...,λi+∂,...,λn(v1, . . . , wi, . . . , vn)→ui ,
(11.1)
where the arrow means that ∂ is moved to the right and sij is as in (7.7).
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Proposition 11.1 ([DSK13, Prop. 5.1-5.2]). The space
W ∂,as(ΠV ) =
⊕
k≥−1
W ∂,ask (ΠV )
is a subalgebra of the Lie superalgebra W ∂(ΠV ). Moreover, there is a bijective
correspondence between the odd elements X¯ ∈ W ∂,as1 (ΠV ) such that [X¯, X¯ ] = 0
and the Poisson vertex algebra λ-brackets on V , given by
[aλb] = (−1)
p(a)X¯λ,−λ−∂(a⊗ b) . (11.2)
As a consequence, given a Poisson vertex algebra λ-bracket on V , we have the
corresponding cohomology complex (W ∂,as(ΠV ), dX¯) with differential dX¯ = ad X¯.
11.2. Relation between W cl(ΠV ) and W ∂,as(ΠV ). Let V be a Poisson vertex
algebra. Recall that, by Theorem 10.7, associated to the PVA structure of V there
is an odd element X ∈W cl1 (ΠV ) such that [X,X ] = 2XX = 0, and we thus have
the corresponding cohomology complex
(W cl(ΠV ), adX) . (11.3)
Moreover, by Proposition 11.1, we also have an odd element X¯ ∈ W ∂,as1 (ΠV ) such
that [X¯, X¯] = 0, and we thus have the corresponding cohomology complex
(W ∂,as(ΠV ), ad X¯) . (11.4)
By (10.21) and (11.2), we have
X¯ = X• • . (11.5)
It is natural to ask what is the relation between the two cohomology theories (11.3)
and (11.4).
Recall that the operad P cl(ΠV ), hence the Lie superalgebra W cl(ΠV ), has a
grading grr defined in (10.9): an element f ∈ grr W clk (ΠV ) vanishes on all graphs
Γ with k+1 vertices and number of edges not equal to r. Hence, every f ∈W clk (ΠV )
decomposes as a finite sum
f =
∑
r≥0
fr , (11.6)
where fr
Γ = fΓ if Γ has r edges, and fr
Γ = 0 otherwise. In particular, the element
X decomposes as
X = X0 +X1 ,
and the condition [X,X ] = 0 is equivalent to
[X0, X0] = [X1, X1] = [X0, X1] = 0 .
Hence, we have two anticommuting differentials dX0 = adX0 and dX1 = adX1 on
W cl(ΠV ), which are homogeneous of degree 0 and 1 respectively.
Lemma 11.2. We have a natural Lie algebra isomorphism
W ∂(ΠV )
∼
−→ gr0W cl(ΠV ) , (11.7)
mapping f¯ ∈W ∂(ΠV ) to the element f ∈ gr0W cl(ΠV ) such that
f• ··· • = f¯ and fΓ = 0 if |E(Γ)| 6= ∅ .
Proof. It follows from the definitions, that we have an isomorphism between the
operads Chom and gr0 P cl. The statement of the lemma is an obvious consequence
of this fact. 
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Lemma 11.3. Let f¯ ∈ W ∂k (ΠV ) and let f0 be its image in gr
0W clk (ΠV ) via the
isomorphism (11.7). We have:
(a) dXf0 = 0 ⇐⇒ dX0f0 = dX1f0 = 0;
(b) dX0f0 = 0 ⇐⇒ dX¯ f¯ = 0;
(c) dX1f0 = 0 ⇐⇒ f¯ ∈W
∂,as
k (ΠV ).
Hence,
f0 ∈ Ker(dX) ⇐⇒ f¯ ∈ Ker
(
dX¯
∣∣
W∂,as(ΠV )
)
.
Proof. Claim (a) is obvious, by looking at the various degrees separately. Claim
(b) follows from Lemma 11.2. Let us prove claim (c). Note that dX1f0 = [X1, f0] ∈
gr1Wk+1(ΠV ). Hence, to impose the condition [X1, f0] = 0 it is enough to evaluate
it on graphs with 1 edge, and, by symmetry, on the graph
Γ = • • · · · • •−→• .
By definition, [X1, f0] = X1f0 − (−1)p¯(f0)f0X1, and we will compute the two
summands separately. By (3.13) and (10.10), we have
(X1f0)
Γ
λ1,...,λk+2
(v1 ⊗ · · · ⊗ vk+2)
=
∑
σ∈Sk+1,1
(
(X1 ◦1 f0)
σ−1
)Γ
λ1,...,λk+2
(v1 ⊗ · · · ⊗ vk+2)
=
∑
σ∈Sk+1,1
(X1 ◦1 f0)
σ−1(Γ)
σ−1(λ1,...,λk+2)
(σ−1(v1 ⊗ · · · ⊗ vk+2)) .
Observe that, since f0 has zero degree, (X1◦1f0)σ
−1(Γ) = 0 if the subgraph obtained
from σ−1(Γ) by deleting the vertex labeled k+2 has an edge. This leaves only two
shuffles in the above sum: σ = the identity and σ = the transposition of k + 1 and
k + 2. In the latter case, σ−1(Γ) is the same as Γ with reversed orientation of the
edge, which leads to a minus sign. Hence, by (10.11) and (10.21), we get
(X1f0)
Γ
λ1,...,λk+2
(v1 ⊗ · · · ⊗ vk+2)
= (X1 ◦1 f0)
Γ
λ1,...,λk+2
(v1 ⊗ · · · ⊗ vk+2)
− (−1)p¯(vk+1)p¯(vk+2)(X1 ◦1 f0)
Γ
λ1,...,λk+2,λk+1
(v1 ⊗ · · · ⊗ vk+2 ⊗ vk+1)
= X•−→•1
(
f¯λ1,...,λk+1+xk+2(v1 ⊗ · · · ⊗ vk+1)⊗
(∣∣
xk+2=λk+2+∂
vk+2
))
− (−1)p¯(vk+1)p¯(vk+2)X•−→•1
(
f¯λ1,...,λk,λk+2+xk+1(v1 ⊗ · · · ⊗ vk ⊗ vk+2)⊗
⊗
(∣∣
xk+1=λk+1+∂
vk+1
))
= (−1)1+p¯(f¯)+p¯(v1)+···+p¯(vk+1)
(
f¯λ1,...,λk+1+λk+2+∂(v1 ⊗ · · · ⊗ vk+1)→vk+2
+ (−1)p(vk+1)p(vk+2)f¯λ1,...,λk+1+λk+2+∂(v1 ⊗ · · · ⊗ vk+2)→vk+1
)
.
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As for the second summand in the bracket [X1, f0], we have, by (3.13) and (10.10),
(f0X1)
Γ
λ1,...,λk+2
(v1 ⊗ · · · ⊗ vk+2)
=
∑
σ∈S2,k
(
(f0 ◦1 X1)
σ−1
)Γ
λ1,...,λk+2
(v1 ⊗ · · · ⊗ vk+2)
=
∑
σ∈S2,k
(f0 ◦1 X1)
σ−1(Γ)
σ−1(λ1,...,λk+2)
(σ−1(v1 ⊗ · · · ⊗ vk+2)) .
Since f0 has zero degree, (f0 ◦1 X1)σ
−1(Γ) = 0 unless the only edge of the graph
σ−1(Γ) connect the vertices labelled 1 and 2. This happens for only one shuffle,
given by
σ(1) = k + 1, σ(2) = k + 2, σ(i) = i− 2 for i = 3, . . . , k + 2 .
Hence, by (10.11) and (10.21), we have
(f0X1)
Γ
λ1,...,λk+2
(v1 ⊗ · · · ⊗ vk+2)
= ǫ¯σ(v)f¯λk+1+λk+2,λ1...,λk
(
X•−→•(vk+1 ⊗ vk+2)⊗ v1 ⊗ · · · ⊗ vk
)
= (−1)p(vk+1)ǫ¯σ(v)f¯λk+1+λk+2,λ1...,λk(vk+1vk+2 ⊗ v1 ⊗ · · · ⊗ vk)
= (−1)1+p¯(v1)+···+p¯(vk+1)f¯λ1...,λk,λk+1+λk+2(v1 ⊗ · · · ⊗ vk ⊗ vk+1vk+2) ,
where
ǫ¯σ(v) = (−1)
(p¯(vk+1)+p¯(vk+2))
∑k
i=1 p¯(vi) .
In the last equality we used the symmetry condition on f¯ ∈W ∂(ΠV ), and the fact
that
p¯(vk+1vk+2) = 1 + p¯(vk+1) + p¯(vk+2) .
Combining the above results, we conclude that the condition [X1, f0] = 0 is equiv-
alent to the equation
f¯λ1,...,λk+1+λk+2+∂(v1 ⊗ · · · ⊗ vk+1)→vk+2
+ (−1)p(vk+1)p(vk+2)f¯λ1,...,λk+1+λk+2+∂(v1 ⊗ · · · ⊗ vk+2)→vk+1
= f¯λ1...,λk,λk+1+λk+2(v1 ⊗ · · · ⊗ vk ⊗ vk+1vk+2) ,
i.e., f¯ satisfies the Leibniz rule (11.1). This proves claim (c). The last assertion of
the lemma is an obvious consequence of the previous claims. 
Theorem 11.4. We have a canonical injective homomorphism of Lie superalgebras
H(W ∂,as(ΠV ), dX¯) →֒ H(W
cl(ΠV ), dX) (11.8)
induced by the map (11.7).
Proof. By Lemmas 11.2 and 11.3, the map (11.7) restricts to a Lie superalgebra
isomorphism
Ker
(
dX¯
∣∣
W∂,as(ΠV )
) ∼
−→ Ker(dX) ∩ gr
0W cl(ΠV ) . (11.9)
Note that, by degree considerations, we have
dX(W
cl(ΠV )) ∩ gr0W cl(ΠV ) =
{
[X0, g0]
∣∣ g0 ∈ gr0W cl(ΠV ) , [X1, g0] = 0} .
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It follows that, under the isomorphism (11.9), dX¯(W
∂,as(ΠV )) maps bijectively to
dX(W
cl(ΠV )) ∩ gr0W cl(ΠV ). Hence, (11.9) induces an isomorphism
H(W ∂,as(ΠV ), dX¯)
∼
−→
Ker(dX) ∩ gr0W cl(ΠV )
dX(W cl(ΠV )) ∩ gr0W cl(ΠV )
. (11.10)
The claim follows since the RHS of (11.10) is a subalgebra of H(W cl(ΠV ), dX). 
Remark 11.5. The map (11.8) is an isomorphism for the 0-th and 1-st cohomologies.
Therefore, by Remark 10.15 we have the following inequality
dimHk(W ch(ΠV ), dX) ≤ dimH
k(W ∂,as(grΠV ), dX˜) (11.11)
for k = −1, 0.
11.3. Application to the free boson. Let F be a differential field with the
derivation ∂. Consider the Lie conformal algebra of N free bosons R = F [∂]u1 ⊕
· · · ⊕ F [∂]uN ⊕F , with the λ-brackets on the generators u1, . . . , uN given by
[uiλuj] = λδij , i, j = 1, . . . , N .
Its universal enveloping vertex algebra is the vertex algebra of N free bosons
B = F [u
(n)
i | i = 1, . . . , N, n ∈ Z+] , ∂u
(n)
i = u
(n+1)
i ,
with the increasing filtration defined by letting the degree of u
(n)
i equal n+1. The
associated graded of the vertex algebra B is the Poisson vertex algebra
B := grB = F [u
(n)
i | i = 1, . . . , N, n ∈ Z+] , ∂u
(n)
i = u
(n+1)
i ,
with the λ-bracket on generators given by {uiλuj} = λδij for i, j = 1, . . . , N . By
(11.11) we have
dimHk(B) ≤ dimHk(B) for k = 0, 1 , (11.12)
where on the left we have the cohomology of the vertex algebra B while on the
right we have the variational Poisson cohomology of the PVA B. It was proved
in [DSK12] and [DSK13] respectively that dimHk(B) =
(
N+1
k+1
)
if F = F with
∂F = 0, and dimHk(B) =
(
N
k+1
)
if F is linearly closed. The representatives of
cohomology classes were explicitly computed. Using those results, it is easy to
find representatives of a basis of the space of Casimirs for B, and of the space of
derivations of B modulo inner derivations. For F = F, representatives of a basis of
H0(B) ⊂ B/∂B are the Casimir elements
1, u1, . . . , uN , (11.13)
and representatives of a basis ofH1(B) = Der(B)/ Inder(B) are the following deriva-
tions,
∂
∂ui
, i = 1, . . . , N , and Dij =
∑
n∈Z+
(
u
(n)
i
∂
∂u
(n)
j
− u
(n)
j
∂
∂u
(n)
i
)
, 1 ≤ i < j ≤ N .
(11.14)
If the field F is linearly closed, it contains x such that ∂x = 1, hence we have
1 = ∂x ≡ 0 in B/∂B, and ∂
∂ui
= {xuiλ ·}|λ=0, i = 1, . . . , N , are inner deriva-
tions, while the remaining elements in (11.13) and (11.14) are linearly independent
representatives.
Note that, in the case when F = F, the elements (11.13) are Casimirs of B,
linearly independent over F. Hence, dim(Cas(B)) ≥ N + 1. On the other hand,
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by Theorem 7.6 and the inequality (11.12) the opposite inequality holds. It follows
that
dim(Cas(B)) = N + 1 ,
and the elements (11.13) form a basis of Cas(B).
Next, still in the case F = F, derivations (11.14) are actually derivations of the
Lie conformal algebra R. Hence, they uniquely extend to derivations of its universal
enveloping vertex algebra B, and it is easy to see that they are linearly independent
modulo inner derivations of B. Hence, dim(Der(B)/ Inder(B)) ≥ 12N(N + 1). On
the other hand, by Theorem 7.6 and the inequality (11.12), the opposite inclusion
holds. It follows that
dim(Der(B)/ Inder(B)) =
(
N + 1
2
)
,
and the derivations (11.14) are representatives of a basis of Der(B)/ Inder(B).
Similarly, in the case when F is linearly closed, we obtain
dim(Cas(B)) = N and dim(Der(B)/ Inder(B)) =
(
N
2
)
,
with the same representatives as for B, described above.
Appendix A. Relation to chiral algebras
In [BD04] the authors introduced an algebro-geometric rendition of the theory
of vertex algebras, which they called chiral algebras. In this section we outline the
relation of the above results with their definitions.
A.1. Chiral operations. Consider a smooth algebraic curve X over F. For any
rightDX -moduleA, Beilinson and Drinfeld construct an operad PchA whose k+1-ary
operations are
PchA (k + 1) = HomDXk+1 -mod
(
j∗j
∗A⊠(k+1),∆∗A
)
,
where j is the inclusion of the open complement of the diagonal divisor on Xk+1
(union of hypersurfices xi = xj for i 6= j), and ∆: A1 → Ak+1 is the diagonal
embedding x 7→ {x, . . . , x}. A non-unital chiral algebra on X is by definition a
morphism of operads
Lie→ PchA .
In particular it is defined by a binary operation
PchA (2) ∋ µ : j∗j
∗A⊠A → ∆∗A, (A.1)
satisfying skewsymmetry and Jacobi identity.
The dualizing sheaf ωX of X carries a canonical chiral algebra structure given
by the residue map. For this we define µ as the cokernel of the inclusion
0→ ωX ⊠ ωX → j∗j
∗ωX ⊠ ωX
µ
−→ ∆∗ωX → 0.
Skewsymmetry follows from the isomorphism ωX ⊠ ωX ≃ ωX2 , which is skew-
equivariant for the action of Z/2Z by permutation of the two factors. The Jacobi
identiy is a little subtler to prove and is a consequence of the Cousin resolution
of ωX3 with respect to the diagonal stratification (see [BD04] or [FBZ04]). A
non-unital chiral algebra A is called unital or simply a chiral algebra if there is a
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morphism ωX → A of DX -modules such that the restriction of the multiplication
µA of A to j∗j∗ωX ⊠A → j∗j∗A⊠A coincides with the cokernel of the sequence
0→ ωX ⊠A → j∗j
∗ωX ⊠A → ∆∗A → 0. (A.2)
A.2. D-modules on the line. In the particular case whenX = A1 is the affine line
over F, any DX -module A is determined by the Γ(A1,DA1)-module A := Γ(A
1,A)
of global sections. The same is true for the DXk+1 -modules
j∗j
∗A⊠(k+1) and ∆∗A.
Let Dk+1 be the algebra of regular differential operators on k + 1 variables
z0, . . . , zk as in Section 6.2, and let I be the left ideal generated by {z0 − zi}
k
i=1.
Let Ok+1 = F[z0, . . . , zk] and recall the algebra O⋆k+1 of functions defined in Section
6.2. It is naturally an Ok+1-module, as is Dk+1. Notice that A⊗(k+1) is naturally
a Dk+1-module. We have
Γ
(
A
k+1, j∗j
∗A⊠(k+1)
)
= O⋆k+1 ⊗Ok+1 A
⊗(k+1),
and the Dk+1-module structure is by the action on the right factor.
Consider I\Dk+1, which is a D1–Dk+1 bimodule as follows. The action of Dk+1
is by multiplication on the right. The action of D1 = F[z][∂z] on the left is defined
by letting z act as multiplication on the left by z0 and ∂z act as multiplication on
the left by
∑k
i=0 ∂zi . We have
Γ
(
A
k+1,∆∗A
)
= A⊗D1 (I\Dk+1) , (A.3)
with its natural right Dk+1-module structure by right multiplication on the right
factor. We have
PchA (k + 1) = HomDk+1
(
O⋆k+1 ⊗Ok+1 A
⊗(k+1), A⊗D1 (I\Dk+1)
)
. (A.4)
A.3. Equivariant D-modules. Let X be a smooth scheme, G an algebraic group
acting on X , and F a quasi-coherent sheaf of OX -modules. Denote by a : G×X →
X the G-action and by π2 : G ×X → X the projection to the second factor. We
say F is G-equivariant if there exist an isomorphism of OG×X -modules
α : a∗F → π∗2F (A.5)
such that:
(1) the diagram
(1G × a)
∗ π∗2F // π
∗
3F
(1G × a)
∗
a∗F
OO
(m× 1X)
∗
a∗F
OO
(A.6)
commutes in the category of OG×G×X -modules
1;
(2) the pullback
(e× 1X)
∗
α : F → F ,
where e ∈ G is the unit, is the identity map.
1Here pi3 : G×G×X → X is the projection map.
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A DX -module F is called strongly equivariant if a given α as in (A.5) is an iso-
morphism of DG×X -modules and the diagram (A.6) is in the category of DG×G×X -
modules. The module F is said to be weakly equivariant if α is an isomorphism of
OG ⊗DX -modules.
A.4. Equivariant D-modules on the line. Consider the affine line A1 over a
field F, with its natural action of the additive group Ga by translations. Let F be
a translation equivariant OA1-module. Let 0 ∈ A
1 be the origin. The functor 0∗ of
taking the fiber at 0 defines an equivalence of categories between translation equi-
variant quasi-coherent sheaves on the line and vector spaces. The inverse functor
associates to the vector space V the sheaf associated to the k[x]-module V [x] and
the action of t ∈ Ga is given by v(x) 7→ v(x+ t). The isomorphism α as in (A.5) is
given by
α : V [t, x]→ V [t, x], v(t, x) 7→ v(t, x + t). (A.7)
Notice that V [x] has a canonical right D1-module structure with ∂x acting by
−d/dx. Similarly, V [t, x] has right action of D2 = Γ(Ga × A1,DGa×A1). The map
(A.7) is a morphism of D2-modules. In fact, we have an equivalence of categories
between strongly equivariant D-modules on A1 and vector spaces.
Now let ∂ ∈ End(V ). As in Section 6.3, we have a D1-module structure on V [x]
defined by letting x act as multiplication by x and ∂x act by ∂ − d/dx. The map
(A.7) no longer commutes with the action of ∂t; hence, it defines a weakly equivari-
ant D-module structure on the sheaf associated to the D1-module V [x]. In other
words, differentiating the Ga action on V [x], we obtain that ∂x acts by −d/dx,
which does not coincide with the action obtained from the D1-module structure.
The assignment (V, ∂) 7→ V [x] defines an equivalence of categories between weakly
equivariant D-modules on A1 and pairs (V, ∂) of a vector space and an endomor-
phism.
A.5. Equivariant operads. Let P be a symmetric operad and G be a group. We
say that P is G-equivariant if every space P(n) carries an action of G and the
composition maps (3.1) are morphisms of G-modules. In particular, this implies
that the action of G commutes with the symmetric group action on each P(n). It
is clear that the spaces of invariants P(n)G (respectively, coinvariants P(n)G) form
a suboperad (respectively, quotient operad) of P .
A.6. Equivariant chiral operations. Consider a weakly equivariant D-module
A on the line corresponding to the pair (V, ∂). The Dk+1-module (A.3) is in this
case given by
V ⊗F[∂] F[x][∂0, . . . , ∂k], (A.8)
where we view F[x][∂0, . . . , ∂k] as a F[∂]−Dk+1-bimodule as follows. The left action
of ∂ is given by
∑k
i=0 ∂i. The right action of ∂i is by multiplication by ∂i, and the
right action of zi is given by
f(x, ∂0, . . . , ∂k) · z
i = xf(x, ∂0, . . . , ∂k) +
∂
∂∂i
f(x, ∂0, . . . , ∂k). (A.9)
In this case, (A.4) reads
PchA (k + 1) = HomDk+1
(
O⋆k+1 ⊗ V
⊗(k+1), V ⊗F[∂] F[x][∂0, . . . , ∂k]
)
.
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The group Ga acts on these operations as follows. Given t ∈ Ga and ϕ ∈ PchA (k+1),
we obtain a new operation ϕt by letting
ϕt(f(z0, . . . , zk)⊗ v0 ⊗ · · · ⊗ vk) := ϕ (f(z0 − t, . . . , zk − t)⊗ v0 ⊗ · · · ⊗ vk)
∣∣
x=x+t
.
(A.10)
The set of translation invariant operations PT,chA ⊂ P
ch
A defines a suboperad. A
weakly translation equivariant D-module A on A1 is called a non-unital weakly
translation equivariant chiral algebra if the multiplication (A.1) is tranlation invari-
ant. For instance, the unital chiral algebra ωA1 is weakly translation equivariant.
A unital chiral algebra is called translation equivariant if the morphism ωA1 → A
is equivariant for the Ga-action.
Lemma A.1. Let V be an F[∂]-module, and A be its associated weakly equivariant
D-module on A1. Let P ch be the operad from Proposition 6.7 associated to V .
Then we have an isomorphism of operads PT,chA ≃ P
ch.
Proof. Recall the algebra of translation invariant differential operators DTk+1 of
Section 6.2. The action of Ga on A
1 induces an action on ∆∗A and consequently on
its global sections (A.8), which is given simply by x 7→ x+ t. The space of invariant
sections is a DTk+1-module isomorphic to (6.7). Indeed, we have an isomorphism
V ⊗F[∂] F[∂0, . . . , ∂k]
∼
−→ V [λ0, . . . , λk]/〈∂ + λ0 + · · ·+ λk〉,
v ⊗ f(∂0, . . . , ∂k) 7→ f(−λ0, . . . ,−λk)v,
(A.11)
which is compatible with the action of DT1 = F[∂]. Similarly, the space of Ga-
invariant sections of O⋆k+1 ⊗ V
⊗(k+1) is given by O⋆Tk+1 ⊗ V
⊗(k+1) and is a DTk+1-
module as in Section 6.3.
For ϕ ∈ PT,chA (k + 1), restricting ϕ to O
⋆T
k+1 ⊗ V
⊗(k+1), we see that by (A.10)
f ⊗ v0 ⊗ · · · ⊗ vk
does not depend on x; therefore, by (A.11) it defines a vector in
V [λ0, . . . , λk]/〈∂ + λ0 + · · ·+ λk〉.
Hence, ϕ defines an element of P ch(k + 1).
Conversely, given X as in (6.11) satisfying the sesquilinearity conditions (6.12),
we extend X to a morphism ϕ ∈ PT,chA (k + 1) as follows. By a Taylor expansion,
we can express any function f(z0, . . . , zk) ∈ O⋆k+1 as a finite sum∑
gi(z0, z1, . . . , zk)z
ni
0 ,
for some gi ∈ O⋆Tk+1 and some nonnegative integers ni. We define
ϕ (f ⊗ v0 ⊗ · · · ⊗ vk) :=
∑
xni X (gi ⊗ v0 ⊗ · · · ⊗ vk) ,
where we identified X(gi ⊗ v0 ⊗ · · · ⊗ vk) with a translation invariant vector in
(A.8) by (A.11). It is clear that ϕ is translation invariant and it is a morphism of
Dk+1-modules. 
Corollary A.2 ([BD04, 0.15]). There is an equivalence of categories between weakly
translation equivariant chiral algebras on A1 and vertex algebras.
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Proof. We first prove the analogous statement for non-unital algebras. The non-
unital weakly translation equivariant chiral algebras are given by morphisms of
operads Lie → PT,chA for a weakly equivariant D-module A. By Lemma A.1, we
have an F[∂]-module V and a morphism of operads Lie → P ch. In a similar way
as in Remark 4.3, these correspond to an odd element X ∈ W ch1 (ΠV ) satisfying
XX = 0. The result then follows from Theorem 6.12. Under this equivalence,
the unit vertex algebra F corresponds to the chiral algebra ωA1 .
Consider now a translation equivariant unital chiral algebra V on A1. Then the
morphism ωA1 → A corresponds to a morphism of vertex algebras F → V . The
image of 1 ∈ F is the vacuum vector |0〉 of V . Indeed, since ωA1 → A is a morphism
of D-modules, we have ∂|0〉 = 0. If X ∈ W ch1 (ΠV ) is the corresponding operation,
it follows from (A.2) that
X
(
|0〉 ⊗ v ⊗
1
z0 − z1
)
= v, v ∈ V,
from where the vacuum axioms follow. 
A.7. Lie conformal operad. In addition to the operad P chA associated to any
DX -module A, Beilinson and Drinfeld define an operad P ∗A by letting
P∗A(k + 1) = HomDXk+1 -mod
(
A⊠(k+1),∆∗A
)
.
In the case of X = A1 and A a weakly equivariant D-module, we let PT,∗A be the
suboperad of Ga-invariant operations. We have in the same way as Lemma A.1 the
following:
Lemma A.3. Let V be an F[∂]-module, and A be its associated weakly equivariant
D-module on A1. Let Chom be the operad from Section 5.2 associated to V . Then
we have an isomorphism of operads PT,∗A ≃ Chom.
A.8. Classical operations. For any smooth algebraic curve X over F and any
right DX -module A on it, in [BD04, 1.4.27] the authors define an operad of classical
operations PcA as follows. Let Lie be the Lie operad, that is, Lie(k+1) is the vector
space with a basis consisting of all formal symbols
[xσ(0), [xσ(1), · · · [xσ(k−1), xσ(k)] · · · ]], σ ∈ Sk+1, σ(0) = 0.
The composition in Lie is defined by replacing the corresponding variables and
expanding using the Jacobi and skew-symmetry identities. For each k ≥ 0 and
each (m0, . . . ,mk)-shuffle σ as in Section 2.5, we let
Lieσ := Lie(m0)⊗ · · · ⊗ Lie(mk),
and
P∗A(σ) = HomDXk+1 -mod
(
A⊗m0 ⊠ · · ·⊠A⊗mk ,∆∗A
)
,
where ∆: X →֒ Xk+1 is the small diagonal embedding. Finally, put
PcA(n+ 1) =
n⊕
k=0
⊕
σ
P∗A(σ) ⊗ Lieσ,
where the inner sum is over (m0, . . . ,mk)-shuffles σ such that
∑k
i=0mi = n + 1.
The composition in PcA is defined as the tensor product of the compositions in
the operad P∗A defined in A.7 and the compositions in the Lie operad (see [BD04,
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1.4.27] for details). The operad PcA defined this way is graded, with the grading
given by k in the above sum.
Remark A.4. In [BD04] the authors work with unordered sets and equivalence
relations on these sets, namely, instead of defining the n-ary operations P(n) for
an operad, they define the I-ary operations P(I) for any finite nonempty set I.
Similarly, composition is defined for any equivalence relation S in I instead of a
shuffle σ. For the equivalence of these two approaches, see [GK94].
In the case when X = A1 and A is a weakly Ga-equivariant DX -module, we
consider the translation equivariant suboperad PT,cA , and in the same way as in
A.6, we have the following:
Theorem A.5. Let V be an F[∂]-module, and A be its associated weakly equivari-
ant D-module on A1. Let P cl be the operad from Theorem 10.6 associated to V .
Then we have an isomorphism of graded operads PT,cA ≃ P
cl.
Sketch of the proof. The proof relies on a theorem by Chapoton and Livernet [CL01],
which states that the operad of pre-Lie algebras2 is isomorphic to the operad of
rooted trees. Using this theorem, one can associate to any n-ary operation in the
operad Lie a connected graph Γ ∈ G(n) as in Section 8.2. More generally, given an
(m0, . . . ,mk)-shuffle σ and
τ0 ⊗ · · · ⊗ τk ∈ Lieσ,
we obtain a graph Γ ∈ G(
∑
mi) with k+1 connected components, the i-th compo-
nent of which being a connected graph in G(mi). By Lemma A.3, to any element of
PT,∗A (σ) we associate an operation f
Γ satisfying the sesquilinearity conditions (10.6),
(10.7). The operation fΓ satisfies in addition the cycle relations (10.4), (10.5), since
the graph Γ comes from an operation in Lie and therefore satisfies skew-symmetry
(as opposed to the general graph that by Chapoton–Livernet’s theorem defines only
a pre-Lie algebra operation). This defines an isomorphism of graded vector spaces
PT,cA (n) ≃ P
cl(n) for all n. One readily checks that this isomorphism is compatible
with compositions in both operads. 
The operad PchA carries a natural filtration given by the diagonal stratification
of Xn for each n. It gives rise to the associated graded operad grPchA . In [BD04,
3.2.5] the authors produce a canonical embedding of graded operads
grPchA →֒ P
c
A,
and claim that it is an isomorphism if A is a projective DX -module. In the case
of X = A1 and considering the translation invariant suboperads, this embedding is
the geometric counterpart to Theorem 10.10.
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