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STOCHASTIC QUANTIZATION OF LIOUVILLE CONFORMAL FIELD
THEORY
TADAHIRO OH, TRISTAN ROBERT, NIKOLAY TZVETKOV, AND YUZHAO WANG
Abstract. We study a nonlinear stochastic heat equation forced by a space-time white
noise on closed surfaces, with nonlinearity eβu. This equation corresponds to the stochastic
quantization of the Liouville quantum gravity (LQG) measure. (i) We first revisit the con-
struction of the LQG measure in Liouville conformal field theory (LCFT) in the L2 regime
0 < β <
√
2. This uniformizes in this regime the approaches of David-Kupiainen-Rhodes-
Vargas (2016), David-Rhodes-Vargas (2016) and Guillarmou-Rhodes-Vargas (2019) which
treated the case of a closed surface with genus 0, 1 and > 1 respectively. Moreover, our
argument shows that this measure is independent of the approximation procedure for a
large class of smooth approximations. (ii) We prove almost sure global well-posedness of
the parabolic stochastic dynamics, and invariance of the measure under this stochastic
flow. In particular, our results improve previous results obtained by Garban (2020) in the
cases of the sphere and the torus with their canonical metric, and are new in the case of
closed surfaces with higher genus.
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1. Introduction
1.1. Stochastic quantization of LCFT. In this work, we discuss the well-posedness of
some stochastic dynamics preserving the Liouville quantum gravity (LQG) measure appear-
ing in the Liouville conformal field theory (LCFT) on a general compact surface. Given a
connected, closed (compact, boundaryless), orientable, two-dimensional Riemannian man-
ifold (M, g), the Liouville action SL is defined on paths u :M→ R by
SL(u; g)
def
=
1
4π
ˆ
M
{
|∇gu|2 +QRgu+ 4πνeβu
}
dVg, (1.1)
where Rg is the Ricci scalar curvature and dVg is the volume form. There are three positive
parameters, namely the cosmological constant ν > 0, the coupling constant β > 0 and the
charge Q = 2
β
+ β2 . The goal of LCFT is then to compute the L-points correlation functions〈 L∏
ℓ=1
Vaℓ(xℓ)
〉
def
=
ˆ L∏
ℓ=1
Vaℓ(xℓ)(u)e−SL(u)Du, (1.2)
where the so-called vertex operators Vaℓ(xℓ) are given by
Vaℓ(xℓ)(u) def= eaℓu(xℓ),
for some points xℓ ∈ M and some coefficients aℓ ∈ R. More generally, one wants to give a
meaning to
ˆ
F (u)
L∏
ℓ=1
Vaℓ(xℓ)(u)e−SL(u)Du (1.3)
for suitable test functions F .
The stochastic quantization of LCFT then consists in constructing a parabolic dynamics
given by the stochastic nonlinear heat equation{
∂tu− 14π∆gu+N (u) = ξg, (t, x) ∈ R+ ×M
u|t=0 = u0
(1.4)
for some nonlinear interaction N (u) and a stochastic forcing term ξg : (Ω,P)→ S ′(R×M)
given by a space-time white noise (with S ′(R×M) being the space of space-time tempered
distributions), such that the corresponding stochastic flow map Φ(t) : (u0, ξg) 7→ u satisfies
for any t ≥ 0
ˆ
E
[
F
(
Φ(t, u0, ξg)
)) L∏
ℓ=1
Vaℓ(xℓ)
(
Φ(t, u0, ξg)
)
e−SL
(
Φ(t,u0,ξg)
)]
Du0
=
ˆ
F (u0)
L∏
ℓ=1
Vaℓ(xℓ)(u0)e−SL(u0)Du0. (1.5)
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LCFT is a special case of Euclidean quantum field theory (QFT), which aims at reconcil-
ing quantum mechanics with special relativity. During the 70’s and the 80’s, a systematic
investigation of a minimal set of axioms ensuring the existence of such a theory was per-
formed. In particular, a constructive approach to QFT has been developed through the
lens of probability theory, which proved to be widely applicable. Namely, provided that the
correlation functions (1.2) satisfy some particular properties, there is then a roadmap al-
lowing one to recover a QFT on Minkowski space. This program was particularly successful
to treat QFT with polynomial interactions on R1+1 space-time [58, 25].
In this context, the way to build a “uniform” measure on the set of (random) quantum
relativistic fields is naturally to look at Gibbs type measures by putting a Boltzmann weight
on the contribution of each admissible field, thus yielding to (1.2). Indeed, at the classical
level, the functional SL in (1.1) is well-known for its role in the proof of the uniformization
theorem for compact Riemannian 2-manifolds [8]: in the case of a closed surface M of
genus greater than 2, it is possible to find a metric with constant negative curvature on
M by looking at the critical points of SL when Q is replaced by 2β . The formal measure
e−SL(u)du can then be seen as a natural generalization of the classical Wiener measure on
the set of paths u : [0, 1] → R. This latter is indeed formally given by e−E(u)du for the
energy functional E(u) = 12
´ 1
0
(
u′(x)
)2
dx, and corresponds to the quantum analogue of the
classical trajectories u : [0, 1]→ R given by u =constant, which are the critical points of E.
The value of Q = 2
β
+ β2 in (1.1) can then be seen as a quantum correction of the classical
value 2
β
; see also the discussion in the introduction of [39].
LCFT is then a Euclidean QFT in 1+1 dimension, which moreover possesses some extra
symmetries, to wit, conformal invariance. It turns out that its importance goes beyond
that of only QFT [43]. Although it was introduced by Polyakov in his seminal work [51] as
a theory of random surfaces used to describe string theory and quantum gravity, it proved
to be also deeply related to probability, geometry and algebra, as it is conjectured to be the
scaling limit of random planar maps [41]; it also appears in super-symmetric Yang-Mills
[56, 40]. This explains why it has attracted a lot of attention in the past decades in both
the physics and mathematics communities.
1.2. Construction of the LQG measure. Although natural, the expression (1.3) for the
LQG measure is merely formal, since Du represents a uniform measure on the set of paths
u : M → R, which is not properly well-defined. The rigorous construction of expressions
such as (1.2) has recently attracted a lot of attention [21, 15, 17, 35, 52, 30, 37]. It is now
well-known that a way to define properly (1.2) is to start by interpreting e−SL(u)Du as a
measure with density with respect to a base Gaussian measure. Indeed, let us only consider
the quadratic part of the action and look at the expression
e−
1
4π
´
M |∇gu|2dVgDu = Ξ
∏
n≥1
λn
2π
e−
λ2n
4π
u2ndun
with the normalisation constant formally given by
Ξ =
∏
n≥1
2π
λn
. (1.6)
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Here 0 = λ20 < λ
2
1 ≤ λ22 ≤ ... are the eigenvalues of −∆g associated with an orthonormal
basis {ϕn}n≥0 of L2(M, g) of eigenfunctions, so that we can decompose u :M→ R as
u =
∑
n≥0
unϕn.
This allows us to interpret for n ≥ 1 the one-dimensional measure λn2π e−
λ2n
4π
u2ndun as the
density of a normal distribution with variance 2π
λ2n
. However, due to λ0 = 0, we see that
the zero-th frequency is distributed uniformly on R. Thus we can interpret the formal
expression e
− 1
4π
´
M
∣∣∇gu∣∣2
g
dVg
Du as Ξdµg⊗ dX by decomposing u = Xg+X, were dX is the
Lebesgue measure on R, and µg is the law of the random variable Xg given by the so-called
(mass-less) Gaussian free field (GFF). Namely, µg is the Gaussian measure on
Hs0(M, g) def=
{
u ∈ Hs(M, g) = (1−∆g)−
s
2L2(M),
ˆ
M
udVg = 0
}
, (1.7)
s < 0, with covariance1 operator 2π(−∆g)s−1. In particular we can realise Xg as
Xg(ω)
def
=
∑
n≥1
√
2πhn(ω)
λn
ϕn, (1.8)
where {hn}n≥1 are iid random variables ∼ N (0, 1) on a probability space (Ω,P).
This allows us to interpret (1.3) asˆ
Hs0 (M)
ˆ
R
F (Xg +X)dρ{aℓ ,xℓ},g(Xg,X),
where2 the LQG measure ρ{aℓ,xℓ},g is then formally given by
“dρ{aℓ,xℓ},g(Xg,X) = Ξ exp
{ L∑
ℓ=1
aℓ(Xg +X)(xℓ)− Q
4π
ˆ
M
Rg(Xg +X)dVg
− ν
ˆ
M
eβ(Xg+X)dVg
}
dµg(Xg)⊗ dX”. (1.9)
There are still some issues to deal with in order to make sense of (1.9). The first one
comes from the normalisation constant Ξ in (1.6). Indeed, in view of Weyl’s law (see (2.1)
below) the infinite product in (1.6) does not converge. Still, it is possible to interpret it as
Ξ =
√
Vg(M)√
det′∆g
, (1.10)
where det′(∆g) is the determinant of the Laplace-Beltrami operator, defined as a suitable
expression of the spectral zeta function ζ(s) =
∑
n≥1 λ
−s
n ; see for example [49] or the
discussion in [30, Section 2.3].
1 The law of the Gaussian free field (GFF) (1.8) is more often referred to as a Gaussian measure on
L20(M, g) with covariance 2pi(−∆g)−1 in the probability literature; here we want to emphasize that this
latter operator is not trace class, which makes the support of µg actually strictly larger than L
2
0(M, g).
2which is not to be confused with the random measure eβXgdVg, which is the Gaussian multiplicative
chaos associated with the GFF Xg, and is sometimes also referred to as the LQG measure in the probability
literature.
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The next issue comes from the roughness of the support of µg: we see that the expressions
Xg(xℓ) and e
βXg are still not well-defined. This requires a proper renormalization procedure.
For any N ∈ N we therefore look at the truncated measure given by
dρN,g(Xg,X)
def
= Z−1N (g)RN (Xg +X)dµg(Xg)⊗ dX, (1.11)
where ZN is the truncated partition function, and the renormalized truncated density in
(1.11) is given by
RN (u)
def
= Ξexp
{ L∑
ℓ=1
(
aℓPNu(xℓ)− a
2
ℓ
2
(
logN + 2πCP
))
− Q
4π
ˆ
M
RgudVg − ν
ˆ
M
e−πβ
2CPN−
β2
2 eβPNudVg
}
, (1.12)
where the regularization operator is
PN = e
N−2∆g , (1.13)
and CP is a constant which only depends on the choice of the regularization procedure; see
Lemma 2.10 below.
The difference with (1.9) comes from the introduction of the “ultraviolet cut-off” PN in
(1.12) as well as the removal of the divergent terms
a2ℓ
2 logN and e
β2
2
logN . We can thus
hope to have cured all the small scales divergences in the model, and to recover a non trivial
limit when letting the cut-off parameter N →∞.
Before stating our first result, we need to make several assumptions on the parameters
entering the model.
(L2 regime) 0 <β <
√
2 (1.14)
(First Seiberg bound) χ(M)Q <
L∑
ℓ=1
aℓ (1.15)
(Integrable insertions) max
ℓ=1,...,L
aℓ <
2
β
, (1.16)
where χ(M) in (1.15) is the Euler characteristic of M. We then have the following result.
Theorem 1.1. Let3 L ≥ 0 and aℓ ∈ R and xℓ ∈ M, ℓ = 1, ..., L. Let also ν, β > 0 and
Q = 2
β
+ β2 satisfying (1.14)-(1.15)-(1.16). Then:
(i) the truncated measure ρN,g in (1.11) converges weakly towards a probability measure
ρ{aℓ,xℓ},g on H
s
0(M) ⊕ R, for any s < 0, which is absolutely continuous with respect to
dµg ⊗ dX, where µg is the non-centred Gaussian measure on Hs0(M) with covariance
(−∆g)s−1 and mean
∑L
ℓ=1 aℓGg(xℓ, ·) ∈ Hs0(M), with Gg being the Green’s function of
the Laplace-Beltrami operator on M;
(ii) the limit measure ρ{aℓ,xℓ},g is independent of the approximation procedure. More pre-
cisely, if we replace PN in (1.13) by any Schwartz multiplier ψ(−N−2∆g) with ψ ∈ S(R)
and ψ(0) = 1, then the same result holds, and the limit ρ{aℓ,xℓ},g obtained this way coincides
with the limit ρ{aℓ,xℓ},g obtained by the approximations (1.11);
(iii) the measure ρ{aℓ,xℓ},g is invariant under conformal change of the metric, in the sense
3When L = 0, we simply do not consider any insertion operator in (1.3)
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that for any continuous bounded test function F ∈ Cb
(
Hs0(M)⊕R
)
and any smooth metrics
g, g0 on M such that g = ef0g0 for some f0 ∈ C∞(M), we have Weyl’s anomalyˆ
Hs0(M,g))
ˆ
R
F
(
Xg +X
)
dρ{aℓ,xℓ},g(Xg,X)
= exp
( cL
96π
ˆ
M
(|∇0f0|2 +R0f0)dV0 − L∑
ℓ=1
(Qaℓ
2
− a
2
ℓ
4
)
f0(xℓ)
)
×
ˆ
Hs0 (M,g0))
ˆ
R
F
(
X0 +X − Q
2
f0
)
dρ{aℓ,xℓ},g0(X0,X), (1.17)
where cL = 1 + 6Q
2 is the central charge of LCFT.
Note that the H˙1 norm of f0 in Weyl’s anomaly does not depend on the metrics g or g0.
See Subsection 2.4.
Several comments are in order. First, concerning the assumptions (1.14)-(1.15)-(1.16),
note that we only state convergence of the truncated measure in the “L2 regime” (1.14) for
the coupling constant β, whereas it is known [15, 17, 30] that one can define it in the entire
sub-critical regime 0 < β < 2, and even at the endpoint β = 2 [30, 19, 20, 3]. However,
for the construction of the dynamics in (1.5), our argument requires to control the second
moment of the Gaussian multiplicative chaos, which gives the restriction (1.14). See also
Proposition 1.8 and 4.1 below.
As for the constraint (1.16), it is more restrictive than the second Seiberg bound
max
ℓ=1,...,L
aℓ < Q =
2
β
+
β
2
(1.18)
for which the measure is constructed in [15], with even the endpoint case being tractable
[16]. Although the full regime 0 < β < 2 and maxℓ aℓ < Q can be obtained from the
arguments in [15, 17, 30], our argument for the construction of the dynamics (1.20) does
not seem to extend beyond (1.14)-(1.15)-(1.16) at this point. See also Remark 3.4 below.
Let us also mention that we stated the uniqueness of the measure only with respect to the
class of approximations described in Theorem 1.1 (ii), which includes the natural regulariza-
tions by the heat kernel (1.13) or the “smooth” projection on the finite-dimensional subspace
Vect{ϕn, λn ≤ N} corresponding to a smooth truncation of the eigenfunctions expansion
(1.8). Still our argument also extends to smoothing operators with kernel N2χ
(
Ndg(x, y)
)
,
χ ∈ C∞0
(
0, ι(M))) with ι(M) being the injectivity radius; see Remark 2.11.
Remark 1.2. The Seiberg bounds (1.15) and (1.18) (and so a fortiori the assumption
(1.16)) imply that the formal measure “e−SL(u)Du” (i.e. without insertions) can only be
made sense of in the case of a surface with negative curvature, for which L = 0 does
not violate the condition (1.15). On the other hand, we see that for the sphere or the
torus, this latter measure is not finite since the Seiberg bound (1.15) cannot be satisfied
for L = 0 in these cases (see (3.22) below). Combining (1.15) with (1.18), we see that
we need at least L ≥ 3 in order to have a non trivial probability measure ρ{aℓ,xℓ},g on
M = S2, whereas in the case of the torus, we need L ≥ 1. Namely, the uniform distribution
of the zero mode dX raises an issue in defining the probability measure “e−SL(u)Du” in
the case of the sphere and the torus, and we fix this issue by inserting punctures in the
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definition of the measure (1.9). On the other hand, the negative curvature is favorable for
the measure construction, in the sense that this issue does not appear. Interestingly, this
deepens the analogy with the classical situation encountered in the uniformization theorem
as mentioned in the introduction. Indeed, due to Gauss-Bonnet theorem (see (2.23) below)
it is not possible to find a smooth metric with constant negative curvature on S2. However,
this can be bypassed by considering metrics with conical singularities [61], and the Seiberg
bound (1.15) can then be seen at the analogue of the necessary condition on the solid angles
of the singularities in order for such a metric to exist.
Remark 1.3. From the perspective of Remark 1.2, the LQG measure corresponds to the
minimal choice L = 3 on S2, L = 1 on T2 or L = 0 on hyperbolic surfaces. In the case of the
sphere, fixing three punctures x1, x2, x3 ∈ S2 to define the LQG measure, the expression
(1.2) then actually corresponds to the (L − 3)-correlation function of the LQG measure.
Note that the stochastic quantization procedure as introduced in [50] then only corresponds
to (1.23) for the minimal choice of L used to define the LQG measure.
1.3. Stochastic dynamics and invariance of the measure. We now move on to the
construction of a stochastic parabolic dynamics leaving the measure ρ{aℓ,xℓ},g invariant.
Indeed, as mentioned in Subsection 1.1, the measure (1.2) arises in the probabilistic
construction of LCFT as a Euclidean QFT. In recent years, we have also seen a rapid de-
velopment of the (stochastic) PDE approach to constructive Euclidean QFT. Motivated by
the stochastic quantization [50] of the QFT models, a lot of attention has then been devoted
to the understanding of singular stochastic parabolic PDEs, with the recent breakthroughs
of Hairer [31] through the introduction of regularity structures, and Gubinelli and his col-
laborators [28] through the development of paracontrolled calculus. Let us mention a recent
success of this latter approach [27] where the authors follow through the PDE construction
of the Euclidean QFT on R1+2 Minkowski space with quartic interaction potential (the
so-called Φ43 model).
More recently, other stochastic quantizations procedures have been investigated, namely
the elliptic [1, 2] and hyperbolic [29, 47, 46, 48] ones, consisting in looking at the elliptic or
hyperbolic counterparts of the stochastic parabolic dynamics (1.4). In particular, in [48],
three of the authors of the present paper investigated both the parabolic and hyperbolic
stochastic quantizations of the exp(Φ)2 model
4 onM = T2, corresponding to (1.2) without
insertions and with a mass term mu2 in the action, m > 0. This latter in particular
destructs the conformal invariance property of the measure. We were then able to prove
invariance of the measure under the parabolic stochastic dynamics in the L2 regime (1.14),
and under the hyperbolic dynamics for some regime of β > 0. The same result in the
parabolic case also appeared in [34].
In [23], Garban studied a parabolic stochastic dynamics which formally preserves (1.9),
and discussed its well-posedness on both M = T2 and M = S2 (with L = 1 and L = 3
respectively; see Remarks 1.2 and 1.7). However the regime of β > 0 covered in [23] is
somehow more restrictive, and in particular convergence of the smooth approximations
as well as rigorous invariance of the measure under the flow are only established in some
smaller regime.
4by analogy with the P (Φ)2 model [57] dealing with polynomial interactions. This model is also known
as the Høegh-Krohn model [32].
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More recently, Dube´dat and Shen [18] studied the stochastic Ricci flow, which describes
the evolution of the conformal factor for the metric g = ef0g0 with respect to a fixed metric
g0 with constant scalar curvature (see also Subsection 2.4)
∂tf0 = e
−f0∆0f0 + νe−f0ξ0 (1.19)
where ∆0 is the Laplace-Beltrami operator for the metric g0 and ξ0 is a space-time white
noise with respect to g0. See also Remark 1.10 for further discussion.
Motivated by these recent developments, and in view of the formal expression (1.3) with
the definition of the Liouville action (1.1), we then look at{
∂tu− 14π∆gu+ Q8πRg + 12νβeβu = ξg, (t, x) ∈ R+ ×M
u|t=0 = u0,
(1.20)
where u0 is an H
s
0(M) ⊕ R-valued random variable with law ρ{aℓ,xℓ},g, and the space-time
white noise ξg is a centred Gaussian process on D′(R ×M) with covariance
E
[
ξg(ψ1)ξg(ψ2)
]
= 〈ψ1, ψ2〉t,g (1.21)
for any ψ1, ψ2 ∈ D(R×M), where 〈·, ·〉t,g is the usual inner product on L2(R;L2(M, g)).
In view of the discussion in the previous subsection, in order to make sense of the dy-
namics (1.20), we look at an approximate one leaving the truncated measure ρN,g invariant.
Since we have formally dρN,g(u) = e
−E˜N (u)du where the renormalized energy reads
E˜N (u)
def
=
1
4π
ˆ
M
{
|∇gPNu|2 +QRgu+ 4πνe−πβ2CPN−
β2
2 eβPNu
}
dVg
−
L∑
ℓ=1
(
aℓPNu(xℓ)− a
2
ℓ
2
(
logN + 2πCP
))
,
we thus consider the associated truncated stochastic parabolic equation
∂tu˜N − 1
4π
∆gu˜N +
Q
8π
Rg + 1
2
νβe−πβ
2CPN−
β2
2 PN
{
eβPN u˜N
}
=
1
2
L∑
ℓ=1
aℓPNδxℓ + ξg, (1.22)
with initial data u˜0 distributed by the truncated LQG measure ρN,g. As pointed out
by Garban [23], the equation (1.22) is difficult to handle as it is because of the rough
deterministic term
∑L
ℓ=1 alPNδxℓ . So, we first do a Girsanov transform in (1.11) to express
the L-points correlation function ZN (g) as (see (3.21) below)
ZN (g) = GN (g)Ξ
ˆ
Hs0(M,g)
ˆ
R
exp
{ L∑
ℓ=1
aℓX − Q
4π
ˆ
M
Rg(Xg +X)dVg
− νe−πβ2CPN−β
2
2 eβX
ˆ
M
eβPNXg+2πβ
∑L
ℓ=1 aℓ(PN⊗PN )Gg(xℓ,x)dVg
}
dµg(Xg)dX
(1.23)
for some constant GN (g). Here Gg is the mean zero Green’s function for (−∆g) on (M, g)
(see (2.14) below), and (PN ⊗PN )Gg is then the regularization of Gg in both variables.
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Thus, in order to remove the deterministic singular part in (1.22), we first do the change
of variable
u˜N = uN + 2π
L∑
ℓ=1
aℓ(PN ⊗ Id)Gg(xℓ, x), (1.24)
so that uN now solves the stochastic equation
∂tuN − 1
4π
∆guN +
1
2
νβe−πβ
2CPN−
β2
2 PN
{
eβPNuN+2πβ
∑L
ℓ=1 aℓ(PN⊗PN )Gg(xℓ,x)
}
= − Q
8π
Rg + 1
2Vg(M)
L∑
ℓ=1
aℓ + ξg, (1.25)
with initial data
uN |t=0 = u˜0 − 2π
L∑
ℓ=1
aℓ(PN ⊗ Id)Gg(xℓ, x).
Note that this change of variable cannot be seen as a Da Prato - Debussche trick, since the
remainder u˜N is not smoother than the original unknown uN . Instead, it can be seen at
the equivalent, at the level of the dynamics, of the Girsanov transform (1.23) performed at
the level of the LQG measure. In particular, writing
σN (x)
def
=
ˆ
Hs0 (M,g)
∣∣PNXg(x)∣∣2dµg, (1.26)
we have under the new measure
exp
( L∑
ℓ=1
aℓPNXg(xℓ)−
a2ℓ
2
σN (xℓ)
)
dµg ⊗ dX
that the law of
u0
def
= u˜0 − 2π
L∑
ℓ=1
aℓ(PN ⊗ Id)Gg(xℓ, x)
is given by the integrand in (1.23), which is now absolutely continuous with respect to
dµg ⊗ dX.
Theorem 1.4. Let aℓ ∈ R, ℓ = 1, ..., L, and ν, β > 0 and Q = 2β+ β2 satisfy the assumptions
(1.14)-(1.15)-(1.16). Assume also that
0 < β <
√
a2ℓmax + 4− aℓmax , (1.27)
with aℓmax = maxℓ=1,...,L aℓ. Then the equation (1.20) is almost surely globally well-posed
and the law of its solution is invariant. More precisely:
(i) for any T > 0 and all N ∈ N, there exists a unique solution uN ∈ C([0, T ];Hs0(M)⊕R)
to (1.25) for dµg(Xg) ⊗ dX ⊗ P-almost every u0 = Xg + X and ξg, and the solution uN
converges in measure to some non trivial process u = u(t,Xg,X, ω) ∈ C([0, T ];Hs0(M)⊕R);
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(ii) for any test function F ∈ Cb
(
Hs0(M)⊕ R
)
and any t ≥ 0 it holds
ˆ
Hs0(M,g)
ˆ
R
E
[
F
(
u˜(t,Xg,X, ω)
)]
dρ{aℓ ,xℓ},g(Xg,X)
=
ˆ
Hs0(M,g)
ˆ
R
F (Xg +X)dρ{aℓ ,xℓ},g(Xg,X),
where
u˜(t,Xg,X, ω)
def
= u(t,Xg,X, ω) + 2π
L∑
ℓ=1
aℓGg(xℓ, x) ∈ C(R+;Hs0(M)⊕ R)
is the limit in law of the solution u˜N to (1.22).
Remark 1.5. We used the approximate equation (1.25) with a truncated nonlinearity
(but without truncating the noise nor the initial data) in order for the truncated dynamics
(1.25) to preserve the truncated Gibbs measure (1.11). However, Theorem 1.4 also holds
by replacing (1.25) with
∂tuN − 1
4π
∆guN +
1
2
νβe−πβ
2CPN−
β2
2 eβuN+2πβ
∑L
ℓ=1 aℓ(PN⊗PN )Gg(xℓ,x)
= − Q
8π
Rg + 1
2Vg(M)
L∑
ℓ=1
aℓ +PN ξg,
with truncated initial data
uN |t=0 = PN u˜0 − 2π
L∑
ℓ=1
aℓ(PN ⊗PN )Gg(xℓ, x).
Let us point out that, apart from the use of the Seiberg bound (1.15) to ensure that the
measure ρ{aℓ,xℓ} is finite, our analysis is completely insensitive to the particular geometry of
M. In this aspect, our result unifies the different treatments of [15, 17, 30] for the measure
construction5, and of [23] for the SPDE construction. In order to specialise the regime that
is covered by Theorem 1.4 to the different possible geometries, we state the following.
Corollary 1.6. Almost sure global well-posedness and invariance of the measure in the
sense of Theorem 1.4 hold under the following condition:
(i) For M a compact hyperbolic surface and L = 0, in the whole regime 0 < β < √2;
(ii) For M = T2 with L = 1, in the regime a1 < 2β and 0 < β < min
(√
2,
√
a21 + 4 − a1
)
.
In particular, if a1 = β, this regime reduces to 0 < β <
√
4
3 ;
(iii) For M = S2 with L = 3, in the regime aℓmax < 2β and 0 < β < min
(√
2,
√
a2ℓmax + 4−
aℓmax
)
.
5However, note that in the case of a hyperbolic surface, our results only treat the case of a fixed conformal
class for the metric, and we do not average on the space of Riemannian metrics with negative curvature
compared to [30]. See Remark 1.10 below.
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Remark 1.7. Without surprise, the adjunction of punctures (i.e. of singularities in the
nonlinearity in (1.25)) reduces the range of admissible β’s. This was already observed in
[23], where Garban obtained uniform (in N) well-posedness of (1.25) in the regime6
β2
2
− 2
√
2β +min(0,
β
2
√
2
− aℓmaxβ) > −2,
for both M = S2 with L = 3 and M = T2 with L = 1. In this latter case, and for
the particular choice a1 = β (related to random planar maps), his result gives the range
0 < β <
√
2
2 ≈ 0.707, which we modestly improve to 0 < β <
√
4
3 ≈ 1.15. In particular,
this shows that the conjectured threshold γpos given in [23, Theorem 1.11] (γpos = 2
√
2− 2
in the case L = 0) does not correspond to the actual critical threshold for (1.22); see also
the discussion after Theorem 1.1 in [48]. The main difference in our approach comes from
the use of the “sign-definite structure” as in [48] (see Section 4) and of Lp based spaces for
controlling the solution, whereas Garban used (parabolic) Ho¨lder spaces. In view of the
regularity of the main stochastic objects in Proposition 1.8 below, which is very sensitive
to their integrability properties, we see that working with the more flexible scale of Lp
based spaces allows to improve the admissible range. We believe that it is even possible to
cover the full sub-critical regime 0 < β < 2 and maxℓ aℓ < Q without requiring a heavy
machinery such as regularity structures or higher-order paracontrolled calculus.
1.4. Scheme of the proof. The proof of Theorem 1.1 follows along the line of the previous
works [15, 17, 30], and is essentially a consequence of the argument in [15] along with the
study of the Green’s function and its regularizations performed in Section 2.
As for Theorem 1.4, we first precise some notations. From (1.21), we see that the action
of ξg can be extended to functions in L
2(R;L2(M, g)) and if we define for n ∈ N, t ≥ 0 the
real-valued process
Bn,g(t)
def
= 〈ξg,1[0,t]ϕn〉t,g (1.28)
then we have from (1.21) that {Bn,g}n≥0 is a family of independent Brownian motions so
that
ξg = ∂tW
in D′(R+ ×M), where
W =Wg +W
def
=
∑
n≥1
Bn,gϕn +B0ϕ0.
In particular we can define g as the solution to the linear stochastic equation{(
∂t − 14π∆g
)
g = ∂tWg,
g(0) = Xg,
which we can also write as
g(t) = e
t
4π
∆gXg +
ˆ t
0
e
t−t′
4π
∆gdWg(t
′). (1.29)
6along with convergence of the approximations uN in the smaller regime
β2
2
− 2√2β + min(0, β
2
√
2
−
aℓmaxβ) > −1.
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It is well-known that for Xg as in (1.8) and Wg as above, g is a stationary process be-
longing almost surely to C(R+;H
s
0(M)) for any s < 0; see Lemma 3.2 below. In particular,
in view of the roughness of g, we see that e g does not make sense, which also justifies the
need for the renormalization in the dynamics (1.25).
As in [23, 48], we then start by using Da Prato -Debussche trick [13] and write7
uN = g + z + vN , (1.30)
where8
z(t, x,X, ω) = X +
B0(t, ω)
Vg(M) −
Q
8π
ˆ
M
Pg(t, x, y)Rg(y)dVg(y) + t
2Vg(M)
L∑
ℓ=1
aℓ, (1.31)
with Pg being the heat kernel on (M, g).
The remainder vN in (1.30) now solves{
∂tvN − 14π∆gvN + 12νβPN
(
eβPN (z+vN )ΘN
)
= 0
vN |t=0 = 0.
(1.32)
where the “punctured” Gaussian multiplicative chaos (GMC) ΘN is defined by
ΘN (t, x)
def
= e−πβ
2CPN−
β2
2 eβPN g(t,x)+2πβ
∑L
ℓ=1 aℓ(PN⊗PN )Gg(xℓ,x). (1.33)
This type of stochastic object has been largely investigated in the probability literature
after the seminal work of Kahane [36] (see also [54, 53]). The following proposition gives
the convergence properties of the process ΘN .
Proposition 1.8. Let α ∈ (0, 2), 0 < β2 < 2min(1, α) and aℓ < 2β satisfy
β2 + 2βa+ℓ < 4
for any ℓ = 1, ..., L, where a+ℓ = max(aℓ, 0). Then for any T > 0, {ΘN} is a Cauchy
sequence in L2(µg ⊗ P;L2([0, T ];B−α2,2 (M))), thus converging to some limit Θ in this class.
Moreover, for any 1 < p ≤ 2 or p = 2m, m ∈ N, it holds Θ ∈ Lp(µg ⊗
P;Lp([0, T ];B
−α(p)
p,p (M))), where α(p) ∈ (0, 2) is such that
α(p) >

max
{
(p− 1)β2
p
, (p − 1)β2
p
+ 2(p − 1)βa
+
ℓ
p
+ 2
p
− 2
}
for 1 < p ≤ 2,
max
{
βa+ℓ − 4p , (p− 1)β
2
2 , (p− 1)β
2
2 + βa
+
ℓ − 2p
}
for p = 2m > 2,
(1.34)
provided that 0 < β2 < 2min
(
1, (p − 1)−1) and
(p − 1)β2 + 2βa+ℓ < 4
for all ℓ = 1, ..., L.
Finally, the limit Θ is independent of the approximation procedure in the sense of Theo-
rem 1.1 (ii).
7Strictly speaking, the trick used by Da Prato and Debussche in [13] consists in removing the noise in
the right-hand side of (1.25) by doing the change of variable uN = g + v˜N . Here we remove the whole
right-hand side of (1.25) by the decomposition (1.30). This is crucial in order to use the “sign-definite
structure” as in [48].
8Also note that here z is still random as it depends on X and B0. This is different from [48] where z
essentially only contained the last two terms in (1.31).
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Remark 1.9. Here convergence of ΘN is only established in probability. However, if N
runs over dyadic integers as in [21] instead of N, then we can also prove convergence almost
surely.
In Proposition 1.8, the function space B−αp,p (M) denotes the Besov space; see (2.5) below.
Then for any positive distribution ΘN ∈ L2([0, T ];H(−1)+(M)) we can solve locally the
Cauchy problem (1.32) by a fixed-point argument, and the continuous dependence of the
flow of (1.32) in ΘN gives the convergence vN → v where v solves{
∂tv − 14π∆gv + 12νβ
(
eβ(z+v)Θ
)
= 0
v|t=0 = 0.
(1.35)
with Θ given by Proposition 1.8. Global well-posedness of (1.32) and uniform a priori
bounds are established by the same argument as in [48, Theorem 1.4] by exploiting the “sign-
definite structure” of the equation. Note that this is in order to preserve this structure that
we consider regularization by using PN (1.13) in Theorem 1.4. A compactness argument
then provides existence of a limit which satisfies (1.35), and an energy estimate yields the
uniqueness property. In particular, the process u in Theorem 1.4 (i) is unique in the class
g + z +X
0
T ,
where X0T is the energy space defined in (4.5) below. The invariance of the mea-
sure then follows from standard arguments. Finally, observe that the condition Θ ∈
L2([0, T ];H(−1)+(M)) implies the conditions{
β2 < 2, aℓmax <
2
β
,
β2 + 2βa+ℓmax < 4,
in view of Proposition 1.8 with α = 1− and p = 2. This yields the condition (1.27).
Remark 1.10. As pointed out above, another way to look at the stochastic quantization
of the Liouville action (1.1) is to consider the stochastic Ricci flow (1.19) as in [18]. Indeed,
SL in (1.1) depends on both the path u and the metric g, and the stochastic quantization
for u that we considered in (1.20) corresponds to “freezing” g. On the contrary, (1.19)
takes into account the coupling between u and g = eug0 when the metric g belongs to the
conformal class of a fixed reference metric g0. Notice that this makes the dynamics (1.19)
much more nonlinear.
Interestingly, in the case of a surface with genus strictly greater than one, the probabilistic
approach to the full Liouville quantum gravity (LQG) amounts to couple the matter field
given by LCFT with gravity by also averaging over all possible metrics, replacing (1.2) with
ˆ ˆ L∏
ℓ=1
Vaℓ(xℓ)(u)e−SL(u,g)Due−SEH(g)Dg (1.36)
where again Dg stands for a “uniform measure” on the moduli space ofM, and SEH is the
Einstein-Hilbert action
SEH(g) =
1
2λ
ˆ
M
RgdVg;
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see [30]. It would be interesting to study the stochastic quantization of the full measure
(1.36) as a coupled stochastic dynamics on (u, g) without restricting g to a particular
conformal class. See also Section 5 in [18].
The rest of the manuscript is organised as follows. In Section 2, we recall the necessary
tools to perform the construction of the measure and analyse the stochastic equation; in
particular we prove a Schauder estimate as well as pointwise bounds on a large class of
regularizations of the Green’s function. Section 3 contains the probabilistic part of the
analysis, where we establish Proposition 1.8 in Subsection 3.1 and prove Theorem 1.1 in
Subsection 3.2. In Section 4 we analyse the stochastic PDE (1.25) and give the proof of
Theorem 1.4. Finally, in Appendix A, we briefly discuss how the measure construction fails
in the case of a negative cosmological constant ν < 0, for both the LQG measure (1.9) and
the exp(Φ)2 measure “dρ
exp = exp
{− ‖u‖2
H1
− ν ´M :eβu : dVg
}
Du”.
2. Background material
2.1. Basic tools from analysis on manifolds. Let (M, g) be a two-dimensional closed
(compact, boundaryless), connected, orientable smooth Riemannian manifold, where we
fix the metric g once and for all. In local coordinates, the metric g is given by a smooth
function x 7→ (gj,k(x))j,k=1,2 taking value in the set of positive symmetric definite matrices.
In particular (gj,k) is invertible and its inverse is denoted by(
gj,k(x)
)
=
(
gj,k(x)
)−1
.
We also write
|g(x)| = det (gj,k(x)) > 0.
The volume form Vg can then be written locally as
dVg(x) = |g(x)|
1
2 dx.
The Laplace-Beltrami operator is given in local coordinates by
∆gf = |g|−
1
2∂j(|g|
1
2 gj,k∂kf
)
for any smooth function f ∈ C∞(M). Here and in the following we use Einstein’s conven-
tion for the summation on repeated indices.
We set {ϕn}n≥0 ⊂ C∞(M) to be a basis of L2(M, g) consisting of eigenfunctions of ∆g
associated with the eigenvalue −λ2n, assumed to be arranged in increasing order: 0 = λ0 <
λ1 ≤ λ2 ≤ ... In particular ϕ0 ≡ Vg(M)− 12 is constant. As for λn, n → ∞, we have the
following asymptotic behaviour given by Weyl’s law:
λ2n
n
−→ Vg(M)
4π
as n→∞. (2.1)
Indeed, this is a consequence of the following result9 of Ho¨rmander [33, Theorem 17.5.7] for
the spectral function of ∆g: there exists C > 0 such that for any Λ > 0 and any x ∈M, it
9Compared to the notations of [33, Theorem 17.5.7], we have in our case that the density of the weighted
manifold M is given by |g| 12 = det(gj,k)− 12 , and the λn’s are the square-roots of the eigenvalues of −∆g.
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holds ∣∣∣ ∑
λn≤Λ
ϕn(x)
2 − 1
4π
Λ2
∣∣∣ ≤ CΛ. (2.2)
In particular we also get that for any n ≥ 1,∥∥ϕn∥∥L∞(M) . λ 12n . 〈n〉 14 . (2.3)
On the other hand, the following lemma shows the uniform boundedness in average of the
eigenfunctions.
Lemma 2.1. For any A ∈ R, there exists C > 0 such that for any Λ > 0 and any x ∈ M,
it holds ∑
λn∈(Λ,Λ+1]
ϕn(x)
2
〈λn〉A ≤ C
∑
λn∈(Λ,Λ+1]
1
〈λn〉A .
Proof. This follows from (2.1)-(2.2)-(2.3). See also [12, Proposition 8.3]. 
Using the above basis of L2(M, g), we can expand any u ∈ D′(M) as
u =
∑
n≥0
〈u, ϕn〉gϕn,
where 〈·, ·〉g denotes the distributional pairing D′(M) × D(M) → R which coincides with
the usual inner product in L2(M, g) for distributions which are regular enough. For any
s ∈ R and 1 ≤ p ≤ ∞, we thus define the Sobolev spaces
W s,p(M, g) def=
{
u ∈ D′(M), ‖u‖W s,p(M) <∞
}
where
‖u‖W s,p(M) def=
∥∥(1−∆g) s2u∥∥Lp(M) = ∥∥∥∑
n≥0
〈λn〉s〈u, ϕn〉gϕn
∥∥∥
Lp(M)
.
When p = 2 we write Hs(M) def= W s,2(M).
2.2. Schwartz multipliers and Schauder estimate on M. Next, recall that for any
self-adjoint elliptic operator A on L2(M, g) with discrete spectrum {λn} and orthonormal
basis of eigenfunctions {ϕn}, the functional calculus of A is defined for any ψ ∈ L∞(R) by
ψ
(
A
)
u =
∑
n≥0
ψ(λn)〈u, ϕn〉gϕn,
for all u ∈ C∞(M). This in particular allows us to define the more general class of Besov
spaces. First, using the functional calculus, we can define the Littlewood-Paley projectors
QM for a dyadic integer M ∈ 2Z≥−1 def= {0, 1, 2, 4, ...} as
QM =
{
ψ0
(− (2M)−2∆g)− ψ0(−M−2∆g), M ≥ 1,
ψ0
(−∆g), M = 0, (2.4)
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where ψ0 ∈ C∞0 (R) is non-negative and such that suppψ0 ⊂ [−1, 1] and ψ0 ≡ 1 on [−12 , 12 ].
With the inhomogeneous dyadic partition of unity {QM}M∈2Z≥−1 , we can then define the
Besov spaces
Bsp,r(M) def=
{
u ∈ D′(M), ‖u‖Bsp,r(M)
def
=
( ∑
M∈2Z≥−1
〈M〉rs∥∥QMu∥∥rLp(M)) 1r <∞} (2.5)
for any p, r ∈ [1,∞]. These function spaces are the natural generalization of the usual
Besov spaces on Rd to the context of closed manifolds. In particular, we proved in [47,
Proposition 2.5] the following characterization of these spaces.
Lemma 2.2. Let (U, V, κ) be a coordinate patch and χ ∈ C∞0 (V ). For any s ∈ R and
1 ≤ p, r ≤ ∞, there exist c, C > 0 such that for any u ∈ C∞(M),
c‖χu‖Bsp,r(M) ≤ ‖κ⋆(χu)‖Bsp,r(R2) ≤ C‖u‖Bsp,r(M).
In order to describe more precisely the operators given above by the functional calculus,
we start by looking at the local description of multipliers with smooth symbol. For ψ ∈
C∞0 (R), we define through the functional calculus the smoothing operators
ψ
(−N−2∆g) : v ∈ D′(M) 7→∑
n≥0
ψ(N−2λ2n)〈v, ϕn〉ϕn ∈ C∞(M),
for any N ∈ N. We can see these operators as semi-classical pseudo-differential operators
on M. Indeed, for a semi-classical parameter h ∈ (0, 1], we use the quantization rule
a(x, hD) : u ∈ S(R2) 7→ a(x, hD)u = 1
(2π)2
ˆ
R2
eix·ξa(x, hξ)û(ξ)dξ,
with the convention
û(ξ) =
ˆ
R2
e−ix·ξu(x)dx
for the Fourier transform. We then have the following result from [11, Proposition 2.1].
Proposition 2.3. Let A be an elliptic self-adjoint operator of order m on L2(M, g).
Let ψ ∈ C∞0 (R), κ : U ⊂ R2 → V ⊂ M be a coordinate patch, and χ, χ˜ ∈ C∞0 (V ) with
χ˜ ≡ 1 on suppχ. Then there exists a sequence of symbols (ak)k≥0 in C∞0 (U ×R2) with the
following properties:
(i) for any v ∈ C∞(M) and K ≥ 1, we have the expansion∥∥∥κ⋆(χψ(hmA)v) − K−1∑
k=0
hkak(x, hD)κ
⋆(χ˜v)
∥∥∥
Hs+σ(R2)
. hK−σ−|s|‖v‖Hs(M), (2.6)
uniformly in h ∈ (0, 1];
(ii) for any x ∈ U the principal symbol is given by
a0(x, ξ) = χ(κ(x))ψ
(
pm(x, ξ)
)
,
where pm is the principal symbol of A in κ;
(iii) for all k ≥ 0, ak is supported in
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(x, ξ) ∈ U × R2, κ(x) ∈ suppχ, −pm(x, ξ) ∈ suppψ(k)
}
. (2.7)
Remark 2.4. Actually, one can check that the proof of [11, Proposition 2.1] also works
for multipliers ψ in the class S−γ(R) for any γ > 0, yielding a similar decomposition as
in (2.6) but with symbols ak ∈ S−mγ−k(U × R2) instead of (2.7) (see also [62, Theorem
41.9]). This in particular applies to multipliers ψ ∈ S(R) such that ψ(x) = e−x for x ≥ 0,
for which ψ
(−N−2∆g) = PN defined in (1.13) above.
To pursue our investigation of multipliers onM with symbol in S(R), using Proposition
2.3 with Remark 2.4, we have the following classical estimate on their kernel.
Lemma 2.5. Let ψ ∈ S(R), and for any h ∈ (0, 1] define the kernel
Kh(x, y) def=
∑
n≥0
ψ
(
h2λ2n
)
ϕn(x)ϕn(y) (2.8)
Then for any A > 0, there exists C > 0 such that for any h ∈ (0, 1] and x, y ∈ M it holds∣∣Kh(x, y)∣∣ ≤ Ch−2〈h−1dg(x, y)〉−A, (2.9)
where dg is the geodesic distance on M. In particular, it holds∥∥∥ψ(−h2∆g)∥∥∥
Lp(M)→Lq(M)
. h−2(
1
p
− 1
q
) (2.10)
for any h ∈ (0, 1] and 1 ≤ p ≤ q ≤ ∞.
Proof. Let h ∈ (0, 1] and Kh be given by (2.8) for some ψ ∈ S(R). Fix (x, y) ∈ M.
Case 1. If dg(x, y) . h: in this case, we use that ψ ∈ S(R) with Cauchy-Schwarz
inequality to bound ∣∣Kh(x, y)∣∣ .∑
n≥0
〈hλn〉−3
∣∣ϕn(x)ϕn(y)∣∣
.
(∑
n≥0
ϕn(x)
2
〈hλn〉3
) 1
2
(∑
n≥0
ϕn(y)
2
〈hλn〉3
) 1
2
.
Now, for any x ∈ M, we can use Ho¨rmander’s bound (2.2) to estimate∑
n≥0
ϕn(x)
2
〈hλn〉3 ∼
∑
λn≤h−1
ϕn(x)
2 + h−3
∑
λn≥h−1
ϕn(x)
2
λ3n
. h−2 +O(h−1) + h−3
∞∑
j=[h−1]
j−3
∑
λn∈(j,j+1]
ϕn(x)
2
. h−2 +O(h−1) + h−3
∞∑
j=[h−1]
j−2 . h−2.
This proves that
∣∣Kh(x, y)∣∣ . h−2 in this case.
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Case 2. If h ≪ dg(x, y) ≤ ι(M)2 , where ι(M) is the injectivity radius of M: we let
A,K ∈ N, and we also take geodesic normal coordinates (U, κ) centred at x and containing
y. Then we can use Proposition 2.3 with Remark 2.4 to get that
Kh(x, y) = χ(x)χ(y)
K−1∑
k=0
hk
ˆ
R2
ak(κ
−1(x), hξ)ei(κ
−1(x)−κ−1(y))·ξdξ
+ χ(x)K−K,h(κ−1(x), y),
for some symbols ak ∈ S−m−k(U × R2) for any m > 0, and where K−K,h is the kernel of
R−K,h : v ∈ Hs(M) 7→ κ⋆1
(
χ1ψ
( − h2∆g)χ2v)− K−1∑
k=0
hkak(x, hD)κ
∗(χ˜v) ∈ Hs+σ(R2)
which satisfies ∥∥R−K,h∥∥Hs(M)→Hs+σ(R2) . hK−σ−|s|.
For this last term, the previous bound implies that∥∥χ(x)K−K,h(κ(x), y)∥∥L∞(M×M) . ∥∥R−K,h∥∥H−1−ε(M)→H1+ε(R2)
. hK−2−2ε . hK−2−2εdg(x, y)−A
for any ε > 0, where in the last step we used the compactness of M. This is enough for
(2.9) by taking K large enough.
As for the contribution of the symbols ak, changing variable and using integration by
parts, we can bound it by∣∣∣hk ˆ
R2
ak
(
κ−1(x), hξ
)
ei
(
κ−1(x)−κ−1(y)
)
·ξdξ
∣∣∣
=
∣∣∣hk−2 ˆ
R2
ak
(
κ−1(x), η
)
e
i
h
(
κ−1(x)−κ−1(y)
)
·ηdη
∣∣∣
. hk−2〈h−1(κ−1(x)− κ−1(y))〉−A
ˆ
R2
∣∣〈Dη〉Aak(κ−1(x), η)∣∣dη
. hk−2〈h−1(κ−1(x)− κ−1(y))〉−A
ˆ
R2
〈η〉A−Kdη . hk−2〈h−1dg(x, y)〉−A,
where we used that
∣∣∂αx ak(x, η)∣∣ . 〈η〉|α|−m−k for any α ∈ N2 and m ∈ R since by
Remark 2.4 ak ∈ ∩m∈RS−m−k(U × R2) since ψ ∈ S(R). Note that the last integral
converges by taking K large enough.
Case 3: if dg(x, y) >
ι(M)
2 : then we can repeat the same argument as above, and use
that the pseudo-differential operators χκ⋆ak(z,D)κ
⋆χ˜ are properly supported (as can be
checked on (2.6)), which implies in this case that their contribution to Kh vanishes. Indeed,
take charts (Uj , Vj , κj), j = 1, 2, then since dg(x, y) >
ι(M)
2 , we can find χj ∈ C∞0 (Vj) such
that suppχ1 ∩ suppχ2 = ∅, then using (2.6) with v = χ2v we see that all the term in the
sum on k = 0, ...,K − 1 vanish, so that∣∣Kh(x, y)∣∣ = ∣∣χ1(x)χ2(y)Kh(x, y)∣∣ = ∣∣χ1(x)χ2(y)K−K,h(κ−11 (x), y)∣∣
. hK−2−2ε . hK−2−2εdg(x, y)−A
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for any ε > 0. This proves (2.9) by taking K large enough.
The bound (2.10) then follows from∥∥∥Kh(x, y)∥∥∥
L∞x Lry
.
∥∥∥h−2〈h−1dg(x, y)〉−A∥∥∥
L∞x Lry
. h
2
r
−2
for any r ≥ 1, the symmetry of Kh and Schur’s lemma. 
As a corollary of the estimates above, we can then investigate the behaviour of the
solutions to the linear heat equation onM. Indeed, we can use the eigenfunctions expansion
to represent the solution of the heat equation{
∂tu− 14π∆gu = 0,
u|t=0 = u0 ∈ D′(M)
(t, x) ∈ R+ ×M,
as the distribution
u(t) = e
t
4π
∆gu0 =
∑
n≥0
e−
t
4π
λ2n〈u0, ϕn〉ϕn.
The well-known heat kernel is then the kernel of the above propagator, defined as
Pg(t, x, y)
def
=
∑
n≥0
e−
t
4π
λ2nϕn(x)ϕn(y). (2.11)
The convergence of the sum above is a priori in the sense of distributions, but we have the
following properties of Pg.
Lemma 2.6. Let Pg be the heat kernel defined in (2.11) above.
(i) For any t > 0, Pg(t, ·, ·) is a smooth, symmetric, non-negative function on M×M,
which satisfies the semigroup property
Pg(t+ s, x, y) =
ˆ
M
Pg(t, x, z)Pg(s, y, z)dVg(z)
for any t, s > 0. Moreover for any f ∈ C(M) it holdsˆ
M
Pg(t, x, y)f(y)dVg(y)→ f(x)
uniformly as t→ 0+.
(ii) For any 1 ≤ p ≤ q ≤ ∞, any 1 ≤ r ≤ ∞ and α1, α2 ∈ R with α1 ≤ α2, there exists
C > 0 such that for any 0 < t ≤ 1 and any u ∈ Bα1p,r(M), we have Schauder’s estimate∥∥e t4π∆gu∥∥
B
α2
q,r(M) ≤ Ct
−α2−α1
2
−( 1
p
− 1
q
)∥∥u∥∥
B
α1
p,r(M). (2.12)
Using the aforementioned smoothing properties of the heat kernel, we can then define
the smoothing operators PN , N ∈ N using Pg as in (1.13) above.
Proof. The properties (i) are well-known, and can be found e.g. in [26].
As for (ii), since we can write et∆g = ψ(−h2∆g) with ψ ∈ S(R) such that ψ(x) = e−x for
x ≥ 0 and with the semiclassical parameter h = √t, we then have that the heat kernel Pg
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satisfies the assumptions of Lemma 2.5. In particular, (2.10) gives (ii) in the case α1 = α2:
indeed, using the definition of Bα2q,r(M) and (2.10) we have∥∥e t4π∆gu∥∥
B
α2
q,r(M) =
( ∑
M∈2Z≥−1
〈M〉rα2∥∥e t2∆gQMu∥∥rLq(M)) 1r
. t
−( 1
p
− 1
q
)
( ∑
M∈2Z≥−1
〈M〉rα2∥∥QMu∥∥rLp(M)) 1r
. t
−( 1
p
− 1
q
)‖u‖Bα2p,r(M).
As for the case α1 < α2, writing e
t
4π
∆g = e
t
8π
∆ge
t
8π
∆g and using again (2.10) we have∥∥e t4π∆gu∥∥
B
α2
q,r
=
( ∑
M∈2Z≥−1
〈M〉rα2∥∥e t4π∆gQMu∥∥rLq(M)) 1r
. t−(
1
p
− 1
q
)
( ∑
M∈2Z≥−1
〈M〉rα2∥∥e t8π∆gQMu∥∥rLp(M)) 1r ,
so it suffices to prove ∥∥∥et∆gQM∥∥∥
Lp(M)→Lp(M)
.
(√
t〈M〉)−α (2.13)
for any t ∈ (0, 1], p ∈ [1,∞] and M ∈ 2Z≥−1 , where α = α2 − α1 > 0. Note that et∆g and
QM both satisfy the assumptions of Lemma 2.5 with respective semiclassical parameter
h =
√
t and h =M−1, so that using (2.10) again we have∥∥∥et∆gQM∥∥∥
Lp(M)→Lp(M)
.
∥∥∥QM∥∥∥
Lp(M)→Lp(M)
. 1,
which is enough for (2.13) when M ≤ t− 12 or M . 1. Thus in the following we assume
M ≥ t− 12 and M ≫ 1.
Let then QM = ψ(−M−2∆g) where ψ is the symbol of QM in (2.4), and let (U, V, κ) be
a chart on M with χ ∈ C∞0 (V ). Then using Proposition 2.3 (twice) we can expand locally
κ⋆
(
χQMe
t∆g
)
= χ
( L−1∑
ℓ=0
M−ℓaℓ(x,M−1D)κ⋆χ˜+R−L,M
)
κ⋆
(
χ˜et∆g
)
= χ
L−1∑
ℓ=0
M−ℓaℓ(x,M−1D)
(K−1∑
k=0
t
k
2 ak(x,
√
tD)κ⋆χ˜+R−K,t
)
+R−L,Met∆g ,
for some χ˜ ∈ C∞0 (V ) and some symbols ak, aℓ ∈ S−∞ as in Proposition 2.3, and the
remainders satisfy ∥∥R−K,t∥∥H−s1 (M)→Hs2 (R2) . tK−s1−s22
and ∥∥R−L,M∥∥H−s1 (M)→Hs2 (R2) .M s1+s2−L
for any s1, s2 ≥ 0 with s1 + s2 ≤ min{K,L}. In particular, taking s1, s2 large enough so
that Hs2(M) ⊂ L∞(M) and L1(M) ⊂ H−s1(M) and using (2.10) again, we see that the
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contribution of R−L,Met∆g satisfies (2.13) provided that we take K,L large enough. We
also have for any ℓ = 0, ..., L − 1∥∥aℓ(x,M−1D)R−K,t∥∥Lp(M)→Lp(R2) . ∥∥aℓ(x,M−1D)R−K,t∥∥H−s1 (M)→Hs2 (R2)
.M−α
∥∥R−K,t∥∥H−s1 (M)→Hs2+α(R2) .M−αtK−s1−s2−α2
by taking s1, s2 and then K large enough, and using that the symbols aℓ are supported on
an annulus in view of Proposition 2.3 with M ≫ 1.
As for the products aℓ(x,M
−1D)ak(x,
√
tD), similarly as for the usual composition rule
for (semiclassical) pseudo-differential operators (see e.g. [62]), their symbol is given by
bℓ,k,M,t(x, ξ) =
1
(2π)2
ˆ
R2
ˆ
R2
e−iz·ηaℓ
(
x,M−1(ξ + η)
)
ak(x+ z,
√
tξ)dzdη
=
A−1∑
|γ|=0
M−|γ|
γ!
∂γξ aℓ(x,M
−1ξ)∂γxak(x,
√
tξ) + R˜ℓ,k,A,M,t(x, ξ)
with
R˜ℓ,k,A,M,t(x, ξ) =
1
(2π)2
∑
|γ|=A
AM−A
γ!
ˆ
R2
ˆ
R2
e−iz·η∂γη aℓ
(
x,M−1(ξ + η)
)
×
ˆ 1
0
(1− θ)A∂γxak(x+ θz,
√
tξ)dθdzdη.
Integrating by parts in η, we find that the corresponding kernel is bounded by∣∣R˜ℓ,k,A,M,t(x, y)∣∣ .M−A ∑
|γ|=A
ˆ
R2
ˆ
R2
ˆ
R2
〈z〉−3
∣∣∣〈Dη〉3∂γη aℓ(x,M−1(ξ + η))∣∣∣
×
∣∣∣ ˆ 1
0
(1− θ)A∂γxak(x+ θz,
√
tξ)dθ
∣∣∣dzdηdξ
Using next the properties of the symbols ak, aℓ given by Proposition 2.3 and Remark 2.4,
we can continue with
.M−A
ˆ
R2
ˆ
R2
ˆ
R2
〈z〉−31(|ξ + η| .M)〈√tξ〉−Bdzdηdξ
for any B > 0. This yields the bound
. t−1M2−A
which is enough for (2.13) by taking A large enough since we are in the case M ≥ t− 12 .
At last, the contribution of the leading symbols are then∣∣∣Kk,ℓ,γ,M,t(x, y)∣∣∣ ∼ ∣∣∣ ˆ
R2
ei(x−y)·ξ∂γξ aℓ(x,M
−1ξ)∂γxak(x,
√
tξ)dξ
∣∣∣
=M2
∣∣∣ˆ
R2
eiM(x−y)·ξ∂γξ aℓ(x, ξ)∂
γ
xak(x,
√
tMξ)dξ
∣∣∣
Then we integrate by parts in ξ to get
.M2〈M(x− y)〉−B
∣∣∣ˆ
R2
eiM(x−y)·ξ〈Dξ〉B
[
∂γξ aℓ(x, ξ)∂
γ
xak(x,
√
tMξ)
]
dξ
∣∣∣
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for any B > 0. We can then use again the properties of the symbols aℓ, ak in Proposition
2.3 to get
.M2〈M(x− y)〉−B
ˆ
|ξ|∼1
〈
√
tM〉B〈
√
tMξ〉−Ddξ
.M2〈M(x− y)〉−B〈
√
tM〉B−D
for any D > 0. We thus get∥∥Kk,ℓ,γ,M,t(x, y)∥∥L∞x L1y . 〈√tM〉B−D,
by taking B > 2, which along with Schur’s lemma shows (2.13) by taking D large enough.
This completes the proof of Lemma 2.6. 
2.3. Properties of the Green’s function. We now investigate the properties of the
fundamental solution for the Laplace equation. It is defined as
Gg(x, y)
def
=
∑
n≥1
ϕn(x, g)ϕn(y, g)
λn(g)2
, (2.14)
where the convergence of the sum holds again in the sense of distributions. Here we wrote
ϕn(x, g) and λn(g) to emphasize the dependence of the eigenfunctions and eigenvalues (and
hence of Gg) on the metric.
For a distribution f ∈ D′(M), we also abuse notations and define
〈f〉g def= 〈f, ϕ0〉gϕ0 = 1
Vg(M)
ˆ
M
f(x)dVg(x). (2.15)
Then we can check on (2.14) that for any f ∈ D′(M), it holds
u(x) =
ˆ
M
Gg(x, y)f(y)dVg(y) ⇐⇒
{
−∆gu = f − 〈f〉g
〈u〉g = 0,
(2.16)
where the equalities are again in distributional sense.
We now list some further properties of the Green’s function.
Lemma 2.7. Let Gg be given by (2.14).
(i) Gg is symmetric and smooth onM×M\△, where △ = {(x, x), x ∈ M} is the diagonal.
(ii) There exists a continuous function G˜g onM×M such that for any (x, y) ∈ M×M\△
it holds
Gg(x, y) = − 1
2π
log
(
dg(x, y)
)
+ G˜g(x, y).
In particular, Gg is bounded from below.
(iii) There exists a constant C > 0 such that for any (x, y) ∈ M×M\△ it holds∣∣∇xGg(x, y)∣∣g ≤ Cdg(x, y)−1.
Proof. This is classical, and can be found e.g. in [4, Section 4.2]. 
Next, we investigate the behaviour of the approximations
(PN ⊗PN )Gg(x, y) def=
ˆ
M
ˆ
M
Pg(4πN
−2, x, z)Pg(4πN−2, y, z′)Gg(z, z′)dVg(z)dVg(z′)
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of the Green’s function. Recall indeed that the smoothing operator PN has been defined
in (1.13) above, so that its kernel is given by Pg(4πN
−2, ·, ·).
Lemma 2.8. There exists C > 0 such that for any N ∈ N and (x, y) ∈ M ×M \ △, it
holds
−C ≤ (PN ⊗PN )Gg(x, y) ≤ Gg(x, y) + 1
N2Vg(M) . (2.17)
Moreover, for any N1 ≤ N2 ∈ N and (x, y) ∈ M×M \△ we have for any j = 1, 2∣∣∣(PNj ⊗PNj )Gg(x, y)− (PN1 ⊗PN2)Gg(x, y)∣∣∣
. min
{
1 + log
1
dg(x, y)
, N−11 dg(x, y)
−1
}
. (2.18)
Proof. We begin by proving the first claim. For the lower bound, we have from
Lemma 2.7 (ii) that there exists C > 0 such that Gg(x, y) ≥ −C for any (x, y) ∈ M×M\△.
In particular, since the kernel of PN is non-negative in view of (1.13) and Lemma 2.6 (i),
we get that
(PN ⊗PN )
[
Gg + C](x, y) ≥ 0,
i.e.
(PN ⊗PN )Gg(x, y) ≥ −(PN ⊗PN )C = −C.
For the upper bound, note that since Gg has its eigenfunctions expansion only on the
diagonal and since the heat kernel Pg is symmetric, we actually have
(PN ⊗PN )Gg(x, y) =
∑
n≥1
e−2N
−2λ2n ϕn(x)ϕn(y)
λ2n
=
ˆ
M
Pg(8πN
−2x, z)Gg(z, y)dVg(z)
=
(
e2N
−2∆xgGg
)
(x, y) = (P2N ⊗ Id)Gg(x, y),
where the notation et∆
x
g means that the Laplace-Beltrami operator only acts on the x
variable.
Fix then y ∈M and for t ≥ 0 and x ∈M with y 6= x, define
u(t, x)
def
= Gg(x, y) +
t
4πVg(M) − e
t
4π
∆xgGg(x, y).
Then we have u ∈ C(R+;L2(M)) and it satisfies
u(t) =
1
4π
ˆ t
0
Pg(t− t′, x, y)dt′.
This indeed follows from (2.11), (2.14) and a straightforward computation. The first claim
then follows from the previous identity with Lemma 2.6, which ensures that u(t) ≥ 0 for
any t ≥ 0, and taking t = 8πN−2 with the definition of PN (1.13).
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As for the convergence property, for N1 ≤ N2 and (x, y) ∈ M ×M \ △, we use the
remark above with the semigroup property of Pg to write for j = 1, 2∣∣∣(PNj ⊗PNj )Gg(x, y)− (PN1 ⊗PN2)Gg(x, y)∣∣∣
=
∣∣∣ˆ
M
Pg(4π(N
−2
j +N
−2
2 ), x, z
′)
ˆ
M
Pg(4π(N
−2
1 −N−22 ), z′, z)
×
[
Gg(z, y)−Gg(z′, y)
]
dVg(z)dVg(z
′)
∣∣∣
We first deal with the inner integral. For z′, z in M, let γ : t ∈ [0,dg(z′, z)] 7→ γ(t) ∈ M
be a unit speed geodesic between z and z′, then we can use the mean value theorem and
Lemma 2.5 for h =
√
4π(N−21 −N−22 ), to bound for any A > 0∣∣∣ˆ
M
Pg(h
2, z′, z)
[
Gg(z, y)−Gg(z′, y)
]
dVg(z)
∣∣∣
.
ˆ
M
h−2〈h−1dg(z′, z)〉−Adg(z′, z)|γ′(tz)|g
∣∣∇Gg(γ(tz), y)∣∣gdVg(z)
for some tz ∈ (0,dg(z′, z)). Using then Lemma 2.7 (iii) we can continue with
.
ˆ
M
h−2〈h−1dg(z′, z)〉−Adg(z′, z)dg(γ(tz), y)−1dVg(z)
.
ˆ
M
h−2〈h−1dg(z′, z)〉−Adg(z′, z)
[
dg(z, y) ∧ dg(z′, y)
]−1
dVg(z).
We then distinguish several cases to estimate the integral above, depending on which side
is the smallest in the triangle made by z, z′ and y.
Case 1: If dg(z
′, z) . dg(z, y) ∼ dg(z′, y). In this case we can bound the integral with
dg(z
′, y)−1
ˆ
M
h−2〈h−1dg(z′, z)〉−Adg(z′, z)dVg(z) . dg(z′, y)−1h,
where the last bound comes from integrating separately on the regions dg(z
′, z) . h and
dg(z
′, z) & h and taking A large enough.
Case 2: If dg(z
′, y) . dg(z′, z) ∼ dg(z, y). We can proceed as in the previous case to get
the same bound as above.
Case 3: If dg(z, y) . dg(z
′, z) ∼ dg(z′, y). In this case, we get the boundˆ
M
h−2〈h−1dg(z′, z)〉−Adg(z′, z)dg(z, y)−1dVg(z).
In the region dg(z
′, z) . h we can the estimate it with
h−2dg(z′, y)
ˆ
M
dg(z, y)
−1dVg(z) . h−2dg(z′, y)2 . 1 . dg(z′, y)−1h,
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where we used that in this case the integral runs over dg(z, y) . dg(z
′, y) ∼ dg(z′, z) . h.
In the other region dg(z
′, z) & h we have the bound
hA−2dg(z′, y)1−A
ˆ
M
dg(z, y)
−1dVg(z) . hA−2dg(z′, y)2−A . dg(z′, y)−1h
by using again that the integral runs over dg(z, y) . dg(z
′, y) and by choosing A = 3.
Plugging this bound in the double integral above and using Lemma 2.5 with Remark 2.4
again, we finally estimate for any A > 0∣∣∣(PNj ⊗PNj )Gg(x, y)− (PN1 ⊗PN2)Gg(x, y)∣∣∣ . ˆ
M
N20 〈N0dg(x, z′)〉−Adg(z′, y)−1hdVg(z′),
where N0 = (N
−2
j + N
−2
2 )
− 1
2 . To bound this last integral we divide again the argument
into three cases.
Case 1: If dg(x, y) . dg(x, z
′) ∼ dg(z′, y). In this case we have∣∣∣(PNj ⊗PNj )Gg(x, y) − (PN1 ⊗PN2)Gg(x, y)∣∣∣
. h
ˆ
M
N20 〈N0dg(x, z′)〉−Adg(x, z′)−1dVg(z′)
. hN20
ˆ
dg(x,y).dg(x,z′).N−10
dg(x, z
′)−1dVg(z′)
+ hN2−A0
ˆ
dg(x,z′)&N−10 ∨dg(x,y)
dg(x, z
′)−1−AdVg(z′)
. hN01{dg(x,y).N−10 } + h
(
N−10 ∨ dg(x, y)
)−1
. dg(x, y)
−1h
where in the second to last step we chose A = 2.
Case 2: If dg(x, z
′) . dg(x, y) ∼ dg(z′, y). In this case we have the bound∣∣∣(PNj ⊗PNj )Gg(x, y)− (PN1 ⊗PN2)Gg(x, y)∣∣∣ . hdg(x, y)−1 ˆ
M
N20 〈N0dg(x, z′)〉−AdVg(z′)
. dg(x, y)
−1h
by separating again the regions dg(x, z
′) . N−10 and dg(x, z
′) & N−10 and taking for
example A = 3.
Case 3: If dg(z
′, y) . dg(x, y) ∼ dg(x, z′). The same argument as in the previous Case 3
gives the final bound∣∣∣(PNj ⊗PNj )Gg(x, y)− (PN1 ⊗PN2)Gg(x, y)∣∣∣ . dg(x, y)−1h.
The second bound in the right-hand of the claim (2.18) then follows from the previous
bound with the definition of h =
√
4π(N−21 −N−22 ). The first one is a consequence of the
triangle inequality with (2.17) and Lemma 2.7 (ii).
This completes the proof of Lemma 2.8. 
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The upper bound (2.17) in Lemma 2.8 is enough to bound the (punctured) Gaussian
multiplicative chaos ΘN in (1.33), uniformly in N ∈ N. However, in order to prove the con-
vergence of the truncated LQG measure (1.11), we will also need the uniform boundedness
of the negative moments of ΘN , for which we need a two-sided bound on (PN ⊗PN )Gg in
order to use Kahane’s inequality (Lemma 3.5) and the argument of [42]. Thus we also estab-
lish the following lemma, which gives a two-sided bound for a more general regularization
of the Green’s function.
Lemma 2.9. Let ψ ∈ S(R). There exists C > 0 such that for any N ∈ N and (x, y) ∈
M×M \△ we have
(i) if dg(x, y) ≥ N−1 then∣∣∣(ψ ⊗ ψ)( −N−2∆g)Gg(x, y)−Gg(x, y)∣∣∣ ≤ C;
(ii) if dg(x, y) ≤ N−1 then∣∣∣(ψ ⊗ ψ)( −N−2∆g)Gg(x, y)− (ψ ⊗ ψ)( −N−2∆g)Gg(x, x)∣∣∣ ≤ C.
Proof. As in the proof of Lemma 2.5, note that it is enough to treat the case dg(x, y) ≤ ι(M)2 .
Case 1: if dg(x, y) ≥ N−1. In this case, with the same observation as in the proof of
Lemma 2.8, we have
(ψ ⊗ ψ)(−N−2∆g)Gg(x, y) =
ˆ
M
KN (x, z)Gg(z, y)dVg(z). (2.19)
where we wrote KN for the kernel of ψ2(−N−2∆g). Thus we have∣∣∣(ψ ⊗ ψ)( −N−2∆g)Gg(x, y)−Gg(x, y)∣∣∣
=
∣∣∣ˆ
M
KN (x, z)
[
log
(dg(z, y)
dg(x, y)
)
+ G˜g(z, y) − G˜g(x, y)
]
dVg(z)
∣∣∣
. N2
ˆ
M
〈Ndg(x, z)〉−10
∣∣∣ log (dg(z, y)
dg(x, y)
)∣∣∣dVg(z) +O(1),
where in the first step we used Lemma 2.7, and in the second one we used Lemma 2.5 with
KN being the kernel of the multiplier with symbol ψ2 ∈ S(R). Here O(1) stands for a term
bounded uniformly in both N ∈ N and (x, y) ∈ M×M.
Subcase 1.1: If dg(x, z) . dg(z, y) ∼ dg(x, y). Then the log term in the previous integral
is bounded above and below and the integral is O(1).
Subcase 1.2: If dg(z, y) ≪ dg(x, z) ∼ dg(x, y). Then using polar geodesic coordinates
around y and integrating by parts, we can estimate the integral above by
N−8dg(x, y)−10
ˆ
dg(x,y)
0
log
(dg(x, y)
r
)
rdr = N−8dg(x, y)−10
[r2
2
log
(dg(x, y)
r
)]dg(x,y)
0
+N−8dg(x, y)−10
ˆ
dg(x,y)
0
r
2
dr
. N−8dg(x, y)−8 . 1.
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Subcase 1.3: If N−1 ≤ dg(x, y) ≪ dg(x, z) ∼ dg(z, y). In this case, using again polar
coordinates around y and noting d(M) <∞ for the diameter of M, we get the bound
N−8
ˆ
d(M)
dg(x,y)
r−10 log
( r
dg(x, y)
)
rdr . N−8
[
r−8 log
(dg(x, y)
r
)]
d(M)
dg(x,y)
+N−8
ˆ
d(M)
dg(x,y)
r1−10dr
. N−8 log
(
dg(x, y)
)
+N−8dg(x, y)−8 . 1.
Case 2: If dg(x, y) ≤ N−1. In this case we have similarly∣∣∣(ψ ⊗ ψ)( −N−2∆g)Gg(x, y) − (ψ ⊗ ψ)( −N−2∆g)Gg(x, x)∣∣∣
. N2
ˆ
M
〈Ndg(x, z)〉−10
∣∣∣ log (dg(z, y)
dg(z, x)
)∣∣∣dVg(z) +O(1).
Subcase 2.1: If dg(x, y) . dg(z, x) ∼ dg(z, y). In this case the log term is bounded above
and below, so the integral above is O(1).
Subcase 2.2: If dg(z, x) . dg(z, y) ∼ dg(x, y) ≤ N−1. In this case, using polar geodesic
coordinates around x and integrating by parts we can bound the previous integral with
N2
ˆ
dg(x,y)
0
log
(dg(x, y)
r
)
rdr = N2
[r2
2
log
(dg(x, y)
r
)]dg(x,y)
0
+
N2
2
ˆ
dg(x,y)
0
rdr
=
N2
4
dg(x, y)
2 . 1.
Subcase 2.3: If dg(z, y) . dg(z, x) ∼ dg(x, y) ≤ N−1. This case follows from the same
computation as in Subcase 2.2.
This completes the proof of Lemma 2.9. 
In view of Lemma 2.7, the bound of Lemma 2.9 (i) is enough for our purpose. In order
to precise the one of Lemma 2.9 (ii), we prove the following.
Lemma 2.10. Let ψ ∈ S(R) such that ψ(0) = 1. Then there exists a constant Cψ ∈ R
such that ∥∥∥(ψ ⊗ ψ)(−N−2∆g)Gg(x, x)− 1
2π
logN − G˜g(x, x)− Cψ
∥∥∥
L∞(M)
−→ 0
as N →∞, where G˜g is given in Lemma 2.7.
Proof. Let KN be as in the proof of Lemma 2.9. Note that we have again the identity
(2.19). Using Lemma 2.7, we first decompose
(ψ ⊗ ψ)(−N−2∆g)Gg(x, x) = − 1
2π
ˆ
M
KN (x, y) log
(
dg(y, x)
)
dVg(y)
+
ˆ
M
KN (x, z)G˜g(y, x)dVg(y).
Since G˜g is continuous on M×M, the use of Lemma 2.5 shows that the second term
converges to G˜g(x, x) uniformly.
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It remains to treat the first term. We first take a finite partition of unity {χj} such that
χj are supported in balls of radii ≪ ι(M), so that the exponential chart centred at some
point in suppχj entirely covers suppχj. Then, using Proposition 2.3 with Remark 2.4, we
have
KN (x, y) log
(
dg(y, x)
)
=
∑
j
[(
aj(0, N
−1D) +N−1a˜j(0, N−1D)
)
(expx)⋆χ˜j +Rj,N
]
log
(
dg(·, x)
)
,
where expx : TxM≃ R2 →M is the exponential map at x ∈ M, χ˜j ∈ C∞0 (M) with χ˜j ≡ 1
on suppχj , and ‖Rj,N‖H−s2 (M)→Hs1 (R2) . N s1+s2−2 for any s1, s2 ≥ 0 with s1 + s2 ≤ 2.
The the principal symbol of ψ2
(−N−2∆g) is
aj(z, ξ) = χj(expx(z))ψ
2
(
N−2gj,k(expx(z))ξjξk
)
,
with expx(0) = x and g
j,k(0) = δj,k, and a˜j ∈ S−∞(R2 × R2) and is compactly supported
in z.
This gives the decomposition
KN (x, y) =
∑
j
χj(x)χ˜j(y)
(2π)2
ˆ
R2
e−i exp
−1
x (y)·ξψ2
(
N−2|ξ|2)dξ +N−1K˜j,N +Kj,N
where K˜j,N is the kernel of a˜j(z,N−1D) and Kj,N the one to Rj,N .
From Proposition 2.3, we have∥∥Rj,N∥∥L2(M)→H1+δ(M) . N δ−1.
In particular this shows that∥∥∥ˆ
M
Kj,N (x, y) log
(
dg(x, y)
)
dVg(y)
∥∥∥
L∞(M)
.
∥∥Rj,N log (dg(·, x))(y)∥∥L∞x H1+δy
. N δ−1
∥∥ log (dg(y, x))∥∥L∞x L2y . N δ−1,
for any 0 < δ ≪ 1.
As for K˜j,N , we have by integrations by parts∣∣K˜j,N (x, y)∣∣ = ∣∣∣χj(x)χ˜j(y)
(2π)2
ˆ
R2
e−i exp
−1
x (y)·ξ a˜j(0, N−1ξ)dξ
∣∣∣
. χj(x)χ˜j(y)N
2
∣∣N exp−1x (y)∣∣−2 ˆ
R2
∣∣∣∆ξa˜j(0, ξ)∣∣∣dξ
. χj(x)χ˜j(y)dg(x, y)
−2.
Interpolating with the trivial bound
∣∣K˜j,N(x, y)∣∣ . χj(x)χ˜j(y)N2, we get∣∣K˜j,N(x, y)∣∣ . χj(x)χ˜j(y)N δdg(x, y)δ−2
for any 0 < δ ≪ 1. This shows that
N−1
∥∥∥ ˆ
M
K˜j,N(x, y) log
(
dg(y, x)
)
dVg(y)
∥∥∥
L∞(M)
. N δ−1
ˆ
M
dg(x, y)
δ−2 log
(
dg(x, y)
)
dVg(y)
. N δ−1.
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Finally, to deal with the leading term, we have
− χj(x)
2π
ˆ
M
χ˜j(y)
(2π)2
ˆ
R2
e−i exp
−1
x (y)·ξψ2(N−2|ξ|2)dξ log (dg(x, y))dVg(y)
= −χj(x)
(2π)3
ˆ
R2
ˆ
R2
e−iz·ξχ˜j(expx(z))ψ
2(N−2|ξ|2) log(|z|)|g(z)| 12dzdξ
Changing variables in ξ then in z, we continue with
= −χj(x)
(2π)3
ˆ
R2
ˆ
R2
e−iz·ξχ˜j(expx(N
−1z))ψ2(|ξ|2) log(N−1|z|)|g(N−1z)| 12 dzdξ
= −χj(x)
(2π)3
ˆ
R2
ˆ
R2
e−iz·ξχ˜j(expx(N
−1z))ψ2(|ξ|2)
[
− logN + log(|z|)
]
|g(N−1z)| 12 dzdξ
= I j + IIj.
The first term is then given by
I j =
1
2π
logN
{
χj(x)
(2π)2
ˆ
R2
ˆ
R2
e−iz·ξχ˜j(expx(N
−1z))ψ2(|ξ|2)|g(N−1z)| 12dξdz
}
=
1
2π
logN
{
χj(x)
(2π)2
ˆ
R2
F[ψ2(|ξ|2)](z)χ˜j(expx(N−1z))|g(N−1z)| 12 dz
}
.
Note that this last integral converges to χ˜j(x). Indeed, since ψ ∈ S(R) and expx, g are
smooth with D expx depending continuously on x ∈M, we have by the mean value theorem∥∥∥ ˆ
R2
F[ψ2(|ξ|2)](z)[χ˜j(expx(N−1z))|g| 12 (N−1z)− χ˜j(expx(0))|g(0)| 12 ]dz∥∥∥
L∞(M)
. sup
x∈M
ˆ
R2
〈z〉−10N−1|z|
∣∣∣ ˆ 1
0
∇z
[
χ˜j ◦ expx |g|
1
2
]
(θN−1z)dθ
∣∣∣dz
. N−1
ˆ
R2
|z|〈z〉−10dz . N−1.
Thus, using that g(0) = Id with expx(0) = x, that {χj} is a partition of unity with χ˜j ≡ 1
on suppχj, and that ψ(0) = 1, we have∑
j
I j =
∑
j
χj(x)
2π
logN
{ χ˜j(x)
(2π)2
ˆ
R2
F[ψ2(|ξ|2)](z)dz} + o(1)
=
∑
j
χj(x)ψ
2(0)
2π
logN + o(1) =
1
2π
logN + o(1),
where o(1)→ 0 as N →∞, uniformly on M.
Finally, the second term is
IIj = −χj(x)
(2π)3
ˆ
R2
ˆ
R2
e−iz·ξχ˜j(expx(N
−1z))ψ2(|ξ|2) log(|z|)|g(N−1z)| 12 dzdξ,
and the same argument as above gives∑
j
IIj = Cψ + o(1)
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uniformly on M, with
Cψ
def
= − 1
(2π)3
ˆ
R2
F[ψ2(|ξ|2)](z) log(|z|)dz <∞.
This completes the proof of Lemma 2.10. 
Remark 2.11.
(i) The condition ψ(0) = 1 is necessary to have proper approximations of the identity, i.e.
the corresponding family of smooth kernels KN satisfy KN (x, y) → δx(y) in the sense of
distributions as N → ∞, and ´MKN (x, y)dVg(y) = 1 for any x ∈ M. In particular, note
that Lemma 2.10 holds for any kernel KN (x, y) = χ
(
N2dg(x, y)
2
)
with χ ∈ C∞0
(
(0, r)
)
and
0 < r≪ ι(M)2.
(ii) On the other hand, using an approximation by averaging on geodesic circles as in
[15, 17, 30] formally corresponds to taking χ = 1{|z|=1}, which is not covered by our result.
Note also that in this case F[ψ2(|ξ|2)] = 1{|z|=1}, which explains why Cψ = 0 in these
works.
Collecting the previous results, we finally obtain the following key bound.
Corollary 2.12. Let ψ ∈ S(R) such that ψ(0) = 1. Then there exists C > 0 such that for
any N ∈ N and (x, y) ∈ M×M \△ it holds∣∣∣(ψ ⊗ ψ)(−N−2∆g)Gg(x, y) + 1
2π
log
(
dg(x, y) +N
−1)∣∣∣ ≤ C. (2.20)
Proof. Since
− 1
2π
log
(
dg(x, y) +N
−1) = − 1
2π
log
(
max
(
dg(x, y), N
−1))+O(1),
the bound (2.20) follows from: (a) Lemma 2.9 (i) with Lemma 2.7 (ii) in the case dg(x, y) ≥
N−1; and (b) Lemma 2.9 (ii) with Lemma 2.10 in the case dg(x, y) ≤ N−1. 
At last, we look at the behaviour of different regularizations of Gg.
Lemma 2.13. Let ψ1, ψ2 ∈ S(R) be such that ψ1(0) = ψ2(0). Then for any 0 < δ ≪ 1,
there exists C > 0 such that for any N ≥ 1 and any (x, y) ∈ M×M \△ it holds∣∣∣(ψ1 ⊗ ψ1)( −N−2∆g)Gg(x, y)− (ψ2 ⊗ ψ2)( −N−2∆g)Gg(x, y)∣∣∣
≤ Cmin
{
− log (dg(x, y) +N−1)+ 1;N δ−1dg(x, y)−1}. (2.21)
Proof. This is a straightforward adaptation of the proofs of Lemmas 2.8 and 2.10. First,
the use of Corollary 2.12 with the triangle inequality gives the first term in the right-hand
side of (2.21).
Next, defining ψ(x) = ψ21(x)− ψ22(x) we have ψ ∈ S(R) with ψ(0) = 0, and
(ψ1 ⊗ ψ1)
(−N−2∆g)Gg(x, y)− (ψ2 ⊗ ψ2)(−N−2∆g)Gg(x, y) =∑
n≥1
ψ(N−2λ2n)
ϕn(x)ϕn(y)
λ2n
.
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First, we replace λ−2n by 〈λn〉−2, since using (2.3) and that ψ(0) = 0 with ψ ∈ S(R), we
have ∥∥∥∑
n≥1
ψ(N−2λ2n)
ϕn(x)ϕn(y)
λ2n
−
∑
n≥0
ψ(N−2λ2n)
ϕn(x)ϕn(y)
〈λn〉2
∥∥∥
L∞(M×M)
.
∑
n≥1
ψ(N−2λ2n)
1
λn〈λn〉2 .
∑
n≥1
(1 ∧N−2λ2n)〈N−1λn〉−10
1
λn〈λn〉2
. N−1
∑
n≥1
〈N−1λn〉−10 1〈λn〉2 ∼ N
−1 logN.
As for the sum with 〈λn〉−2, it can be expressed as the kernel of (1−∆g)−1ψ
(−N−2∆g).
This last operator can be expanded locally as
κ⋆
(
χ(1−∆g)−1ψ(−N−2∆g)
)
=
[
a−2(z,D)κ⋆χ˜+R−3
]
ψ(−N−2∆g)
= a−2(z,D)
[
a0(z,N
−1D)κ⋆χ˜+R−1,N
]
+R−3ψ(−N−2∆g),
where (U, V, κ) is some chart on M, χ, χ˜ ∈ C∞0 (V ) with χ˜ ≡ 1 on suppχ. Moreover
a−2(z, ξ) = χ(κ−1(z))
(
1 + gi,j(z)ξiξj
)−1
is the principal symbol of (1−∆g)−1 in κ, and
a0(z, ξ) = χ˜(κ
−1(z))ψ(gi,j(z)ξiξj).
The remainders satisfy the bounds∥∥R−3∥∥Hs(M)→Hs+2(R2) . 1
for any s ∈ R, and ∥∥R−1,N∥∥H−s1(M)→Hs2 (R2) . N s1+s2−1,
for any s1, s2 ≥ 0 with s1 + s2 ≤ 1.
Proceeding as for the classical composition rule for pseudo-differential operators, we can
use Taylor’s formula at order one to write the symbol of a−2(κ−1(x),D)a0(y,N−1D) as
b(κ−1(x), ξ) =
1
(2π)2
ˆ
R2
ˆ
R2
e−iy·ηa−2(κ−1(x), ξ + η)a0(κ−1(x) + y,N−1ξ)dηdy
= a−2(κ−1(x), ξ)a0(κ−1(x), N−1ξ) + R˜−3,N (κ−1(x), ξ)
with
R˜−3,N (κ−1(x), ξ)
=
1
(2π)2
ˆ
R2
ˆ
R2
e−iz·ηa−2(κ−1(x), ξ + η)
ˆ 1
0
z · ∇xa0(κ−1(x) + θz,N−1ξ)dθdηdz
=
1
i(2π)2
ˆ
R2
ˆ
R2
e−iz·η∇ηa−2(κ−1(x), ξ + η) ·
ˆ 1
0
∇xa0(κ−1(x) + θz,N−1ξ)dθdηdz
after integrating by parts in η.
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Let us then take some charts (U1×U2, V1×V2, κ1⊗κ2) inM×M containing (x, y), and
non negative χ1χ2, χ˜1χ˜2 ∈ C∞0 (V1 × V2) with χ1(x) = 1 = χ2(y) and χ˜j ≡ 1 on suppχj .
We thus have
χ1(x)χ2(y)
∑
n≥0
ψ(N−2λ2n)
ϕn(x)ϕn(y)
λ2n
=
χ1(x)χ2(y)
(2π)2
ˆ
R2
ei(κ
−1
1 (x)−κ−12 (y))·ξa−2(κ−11 (x), ξ)a0(κ
−1
1 (x), N
−1ξ)dξ
+K−1,N (x, y) +K−3,N (x, y) + K˜−3,N (x, y),
where K−1,N is the kernel of χ1(κ1)⋆a−2(z,D)R−1,Nχ2, K−3,N the one to
χ1(κ1)⋆R−3ψ(−N−2∆g)χ2 and K˜−3,N the one to χ1(κ1)⋆R˜−3,Nχ2.
In particular, we have
K˜−3,N (x, y)
= χ1(x)χ2(y)
1
(2π)2
ˆ
R2
ei(κ
−1
1 (x)−κ−12 (y))·ξR˜−3,N (κ−1(x), ξ)dξ
=
1
i(2π)4
ˆ
R2
ˆ
R2
ˆ
R2
ei
[
(κ−11 (x)−κ−12 (y))·ξ−z·η
]
∇ηa−2(κ−1(x), ξ + η)
·
ˆ 1
0
∇xa0(κ−1(x) + θz,N−1ξ)dθdηdzdξ.
We first integrate by parts in η to get some decay in z: for any A ∈ N we then have
K˜−3,N (x, y)
= χ1(x)χ2(y)
1
i(2π)4
ˆ
R2
ˆ
R2
ˆ
R2
ei
[
(κ−11 (x)−κ−12 (y))·ξ−z·η
]
〈z〉−A∇η〈Dη〉Aa−2(κ−1(x), ξ + η)
·
ˆ 1
0
∇xa0(κ−1(x) + θz,N−1ξ)dθdηdzdξ.
Next, we integrate by parts in z to get for any B ∈ N
K˜−3,N (x, y)
= χ1(x)χ2(y)
1
i(2π)4
ˆ
R2
ˆ
R2
ˆ
R2
ei
[
(κ−11 (x)−κ−12 (y))·ξ−z·η
]
〈η〉−B∇η〈Dη〉Aa−2(κ−1(x), ξ + η)
·
ˆ 1
0
〈Dz〉B
{
〈z〉−A∇xa0(κ−1(x) + θz,N−1ξ)
}
dθdηdzdξ.
Then, using the definition of a−2 and a0 with the smoothness of g and the compactness of
M, we get that ∣∣∇η〈Dη〉Aa−2(κ−1(x), ξ + η)∣∣ . 〈ξ + η〉−3
and ∣∣∣〈Dz〉B{〈z〉−A∇xa0(κ−1(x) + θz,N−1ξ)}∣∣∣ . 〈z〉−AN−2|ξ|2〈N−1ξ〉−C
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for any C > 0, where we also used that ψ(0) = 0. Taking A > 2 we deduce that∣∣K˜−3,N (x, y)∣∣ . χ1(x)χ2(y)ˆ
R2
ˆ
R2
〈η〉−B〈ξ + η〉−3N−2|ξ|2〈N−1ξ〉−Cdηdξ
. χ1(x)χ2(y)
ˆ
R2
〈ξ〉−3N−2|ξ|2〈N−1ξ〉−Cdξ
. χ1(x)χ2(y)
{
N−2
ˆ
|ξ|.N
〈ξ〉−1dξ +NC−2
ˆ
|ξ|&N
|ξ|−1−Cdξ
}
. N−1χ1(x)χ2(y).
To deal with the other remainder terms, we have from the properties of a−2 and R−1,N
that for 0 < δ ≪ 1,∥∥a−2(κ−1(x),D)R−1,N∥∥H−1−δ(M)→H1+δ(M) . ∥∥R−1,N∥∥H1−δ(M)→H1+δ(R2) . N2δ−1,
which implies that ∥∥χ1(x)χ2(y)K−1,N∥∥L∞(M×M) . N2δ−1.
Similarly,∥∥R−3ψ(−N−2∆g)∥∥H−1−δ(M)→H1+δ(R2) . ∥∥ψ( −N−2∆g)∥∥H2−δ(M)→H1+δ(M) . N2δ−1
for 0 < δ ≪ 1, where we used that ψ(0) = 0 in the last step. Along with the previous
bounds, this implies that
χ1(x)χ2(y)
∑
n≥0
ψ(N−2λ2n)
ϕn(x)ϕn(y)
〈λn〉2
=
χ1(x)χ2(y)
(2π)2
χ˜1(y)
ˆ
R2
ei(κ
−1
1 (x)−κ−12 (y))·ξa−2(κ−1(x), ξ)a0(κ−1(x), N−1ξ)dξ +O(N2δ−1).
Finally, to deal with the leading term, we see that its contribution is non trivial only if
V1 ∩V2 6= ∅, and in this case by taking V1×V2 to be sufficiently small around (x, y) we can
choose κ1 = κ2 = expx, so that g
j,k(κ−11 (x)) = δj,k and κ
−1
1 (x) = 0. From the expression of
a−2 and a0 and integrating by parts this gives∣∣∣ 1
(2π)2
ˆ
R2
e−i exp
−1
x (y)·ξ 1
1 + |ξ|2ψ(N
−2|ξ|2)dξ
∣∣∣
.
∣∣ exp−1x (y)∣∣−2 ˆ
R2
∣∣∣∆ξ[ψ(N−2|ξ|2)
1 + |ξ|2
]∣∣∣dξ
. dg(x, y)
−2
ˆ
R2
[
〈ξ〉−4N−2|ξ|2〈N−1ξ〉−10 + 〈ξ〉−2N−2〈N−1ξ〉−10
]
dξ
. dg(x, y)
−2N−2 log(N),
where we used that ψ ∈ S(R) with ψ(0) = 0. Interpolating with the trivial bound∣∣∣ 1
(2π)2
ˆ
R2
e−i exp
−1
x (y)·ξ 1
1 + |ξ|2ψ(N
−2|ξ|2)dξ
∣∣∣ . ˆ
R2
N−2〈N−1ξ〉−10dξ . 1
yields (2.21). This completes the proof of Lemma 2.13. 
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2.4. Conformal change of metric. Recall that we fixed a smooth metric g onM at the
beginning of the section. We now invoke the uniformization theorem (see e.g. [4, Section
8.8]) to get that there exists a smooth metric g0 with constant curvature in the conformal
class of g, i.e.
g(x) = ef0(x)g0(x)
for some f0 ∈ C∞(M) and all x ∈ M. Then the Laplace-Beltrami operator ∆0 and the
(constant) Ricci scalar curvature R0 associated with g0 satisfy
∆gu = e
−f0∆0u and Rg = e−f0
(R0 −∆0f0) (2.22)
for any u ∈ C∞(M). In particular, the Sobolev space H10 (M) defined in (1.7) is invariant
under conformal change of the metric. Indeed, it holds for any u ∈ C∞(M)ˆ
M
∣∣∇gu∣∣2gdVg = − ˆM u∆gudVg = −
ˆ
ue−f0∆0uef0dV0 =
ˆ
M
∣∣∇0u∣∣20dV0.
Recall also that for a two-dimensional Riemannian manifold, the Ricci scalar curvature
is twice the Gaussian curvature, so that Gauss-Bonnet theorem readsˆ
M
RgdVg = 4πχ(M) =
ˆ
M
R0dV0 = R0V0(M), (2.23)
where χ(M) is the Euler characteristic of M and V0 is the volume form associated with
g0. The last two equalities indeed follow again from dVg = |g| 12 dx = ef0dV0 with (2.22) and
that R0 is constant.
We also consider the variation of the constant Ξ = Ξ(g) in (1.10). It satisfies the so-called
Polyakov formula (see [49] or (2.10) in [30])
Ξ(g) = exp
( 1
96π
ˆ
M
(|∇0f0|2 +R0f0)dV0)Ξ(g0). (2.24)
Finally, up to replacing g0 with g˜0 =
Vg(M)
V0(M)g0, whose curvature is also constant, we can
then assume that
V0(M) = Vg(M). (2.25)
We now investigate the relation between the Green’s function G0 associated with g0 and
Gg.
Lemma 2.14. For all (x, y) ∈ M×M\△,
G0(x, y) = Gg(x, y)− 〈Gg(x, ·)〉0 − 〈Gg(·, y)〉0 + 〈〈Gg〉0〉0. (2.26)
In particular, we have the equality in law
X0 = Xg − 〈Xg〉0. (2.27)
Proof. Take any χ ∈ C∞(M) and define
u(x) =
ˆ
M
[
G0(x, y) + 〈Gg(x, ·)〉0
]
χ(y)dVg(y)
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and v = u− 〈u〉g. Then using (2.15)-(2.16)-(2.25) we can compute
−∆gv = −e−f0∆0
ˆ
M
G0(x, y)χ(y)e
f0(y)dV0(y)
−∆g 1
V0(M)
ˆ
M
Gg(x, z)e
−f0(z)dVg(z)
ˆ
M
χ(y)dVg(y)
= e−f0
[
χef0 − 〈χef0〉0
]
(x) +
[
e−f0 − 〈e−f0〉g
]
(x)〈χ〉g
= χ(x)− 〈χ〉g.
Using (2.16), the previous computation then shows that
v(x) =
ˆ
M
Gg(x, y)χ(y)dVg(y)
for any χ ∈ C∞(M), which in turn yields
Gg(x, y) = G0(x, y) + 〈Gg(x, ·)〉0 − 〈G0(·, y)〉g. (2.28)
Integrating in x with respect to dV0 the previous identity, we find
〈Gg(·, y)〉0 = 〈〈Gg〉0〉0 − 〈G0(·, y)〉g. (2.29)
Plugging (2.29) in (2.28) gives (2.26).
As for (2.27), it then follows from (2.26) and the fact that the covariance func-
tion completely characterizes the Gaussian processes Xg − 〈Xg〉0 and X0, and for any
(x, y) ∈ M×M \△ this latter is
E
[(
Xg(x)− 〈Xg〉0
)(
Xg(y)− 〈Xg〉0
)]
= Gg(x, y)− 〈Gg(x, ·)〉0 − 〈Gg(·, y)〉0 + 〈〈Gg〉0〉0
= G0(x, y).
This completes the proof of Lemma 2.14. 
Next, we look at the corresponding relation for the truncated version (PN ⊗ PN )Gg.
Indeed, recall that PN = e
N−2∆g implicitly depends on the metric as well. We then have
the following result concerning regularizations with the more general class of multipliers
ψ ∈ S(R).
Lemma 2.15. Let ψ ∈ S(R) with ψ(0) = 1. Then we have the following.
(i) We have the uniform convergence∥∥∥(ψ ⊗ ψ)(−N−2∆g)G0(x, x)− (ψ ⊗ ψ)(−N−2∆0)G0(x, x) − 1
4π
f0(x)
∥∥∥
L∞(M)
−→ 0
(2.30)
as N →∞;
(ii) There exists C > 0 such that for any N ∈ N and (x, y) ∈M×M\△ ,∣∣∣(ψ ⊗ ψ)(−N−2∆g)G0(x, y) + 1
2π
log
(
d0(x, y) +N
−1)∣∣∣ ≤ C. (2.31)
Proof. We only prove the first point, since (2.31) then follows by combining the arguments
for (2.30) with a straightforward adaptation of the proofs of Lemma 2.8.
36 T. OH, T. ROBERT, N. TZVETKOV AND Y. WANG
First, using Lemma 2.7, we have
(ψ ⊗ ψ)( −N−2∆g)G0(x, x)− (ψ ⊗ ψ)( −N−2∆0)G0(x, x)
= − 1
2π
(ψ ⊗ ψ)( −N−2∆g) log (d0)(x, x) + 1
2π
(ψ ⊗ ψ)( −N−2∆0) log (d0)(x, x)
+ (ψ ⊗ ψ)( −N−2∆g)G˜0(x, x)− (ψ ⊗ ψ)( −N−2∆0)G˜0(x, x).
Since G˜0 is continuous on M×M, we have that the last two terms above both converge
uniformly to G˜0(x, x). Hence their contribution cancel each other, and we are left with
estimating the contribution of the log terms.
Next, we observe that we can write for any u ∈ D′(M)
ψ(−N−2∆g)u(x) = e− 12f0(x)ψ(−N−2∆˜0)
[
e
1
2
f0u
]
(x).
Here ∆˜0 = e
1
2
f0∆0e
− 1
2
f0 . Indeed, the previous identity can be seen from (2.22) by solving
the eigenvalue problem for ∆˜0:
∆˜0ϕ = −λ2ϕ⇐⇒ e
1
2
f0∆g
[
e−
1
2
f0ϕ
]
= −λ2ϕ⇐⇒ λ = λn(g) and ϕ = e
1
2
f0ϕn(g),
from which we deduce with the definition of the functional calculus that
ψ(−N−2∆g)u =
∑
n≥1
ψ(N−2λ2n)〈u, ϕn(g)〉gϕn(g) =
∑
n≥1
ψ(N−2λ2n)〈e
1
2
f0u, e
1
2
f0ϕn(g)〉0ϕn(g)
= e−
1
2
f0
∑
n≥1
ψ(N−2λ2n)〈e
1
2
f0u, e
1
2
f0ϕn(g)〉0e
1
2
f0ϕn(g)
= e−
1
2
f0ψ(−N−2∆˜0)
[
e
1
2
f0u
]
.
Next, using that −∆0 and −∆˜0 are both elliptic and self-adjoint on L2(M, g0), we can
use Proposition 2.3 to write the smoothing operators as
ψ(−N−2∆0) =
∑
j
(κj)⋆
{[ 2∑
k=0
N−kaj,k(z,N−1D)
]
κ⋆j χ˜j + (κ
⋆
jχj)Rj,N
}
and
ψ(−N−2∆˜0) =
∑
j
(κj)⋆
{[ 2∑
k=0
N−ka˜j,k(z,N−1D)
]
κ⋆j χ˜j + (κ
⋆
jχj)R˜j,N
}
,
where {χj} is a suitable partition of unity adapted to some charts (Uj , Vj , κj).
With the previous remarks we can write
(ψ ⊗ ψ)( −N−2∆g) log (d0)(x, x)
=
ˆ
M
ˆ
M
e−f0(x)K˜N (x, y)K˜N (x, y′)e
1
2
f0(y)e
1
2
f0(y′) log
(
d0(y, y
′)
)
dV0(y)dV0(y
′)
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where K˜N is the kernel of ψ(−N−2∆˜0). The previous expansion then allows us to decompose
this term as
=
∑
j
χj(x)e
−f0(x)
ˆ
M
ˆ
M
[ 2∑
k=0
N−kK˜j,k,N(x, y) + K˜j,N(x, y)
]
×
[ 2∑
k′=0
N−k
′K˜j,k′,N (x, y′) + K˜j,N(x, y′)
]
e
1
2
f0(y)+
1
2
f0(y′) log
(
d0(y, y
′)
)
dV0(y)dV0(y
′),
where K˜j,k,N is the kernel of χj(κj)⋆a˜j,k(z,N−1D)κ⋆j χ˜j and K˜j,N the one to χj(κj)⋆R˜j,N .
From the property of the remainders in Proposition 2.3, we have
‖R˜j,N‖H−1+δ(M)→H1+δ(R2) . N2δ−1.
Hence we also have that K˜j,N is in L∞(M×M) with norm O(N (−1)+). In particular, using
also Lemma 2.5, we have that∣∣∣ˆ
M
ˆ
M
K˜N (x, y)K˜j,N (x, y′)e
1
2
f0(y)+
1
2
f0(y′) log
(
d0(y, y
′)
)
dV0(y)dV0(y
′)
∣∣∣
. N (−1)+N2
ˆ
M
ˆ
M
〈Nd0(x, y)〉−10
∣∣∣ log (d0(y, y′))∣∣∣dV0(y)dV0(y′) . N (−1)+.
Thus it is enough to consider the contribution of the termsˆ
M
ˆ
M
K˜j,k,N(x, y)K˜j,k′,N (x, y′)e
1
2
f0(y)+
1
2
f0(y′) log
(
d0(y, y
′)
)
dV0(y)dV0(y
′).
Note also that, repeating the argument as in the proof of Lemma 2.5, these latter kernels
also satisfy the bound ∣∣K˜j,k,N(x, y)∣∣ . N2〈Nd0(x, y)〉−10. (2.32)
Thus using the mean value theorem we can control for any j, k, k′∣∣∣ ˆ
M
ˆ
M
K˜j,k,N(x, y)K˜j,k′,N (x, y′)
[
e−f0(x)e
1
2
f0(y)+
1
2
f0(y′) − 1
]
log
(
d0(y, y
′)
)
dV0(y)dV0(y
′)
∣∣∣
.
ˆ
M
ˆ
M
N4〈Nd0(x, y)〉−10〈Nd0(x, y′)〉−10
[
d0(x, y) + d0(x, y
′)
]
× [1 ∨ log ( 1
d0(y, y′)
)]
dV0(y)dV0(y
′).
To compute this last integral, we can assume by symmetry that d0(x, y
′) ≤ d0(x, y). In
the case d0(x, y
′) . d0(y, y′) ∼ d0(x, y) we then have
N4
ˆ
M
ˆ
M
〈Nd0(x, y)〉−10〈Nd0(x, y′)〉−10d0(x, y)1−dV0(y)dV0(y′) . N (−1)+.
In the other case d0(y, y
′)≪ d0(x, y) ∼ d0(x, y′), we have
N4
ˆ
M
ˆ
M
〈Nd0(x, y)〉−10d0(x, y)d0(y, y′)0−dV0(y)dV0(y′)
. N4
ˆ
M
〈Nd0(x, y)〉−10d0(x, y)3−dV0(y) . N (−1)+.
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Thus we are left with estimating
− 1
(2π)
∑
j
2∑
k,k′=0
ˆ
M
ˆ
M
N−k−k
′K˜j,k,N(x, y)K˜j,k′,N (x, y′) log
(
d0(y, y
′)
)
dV0(y)dV0(y
′).
In the case k+k′ ≥ 1, it is enough to use the rough bound (2.32) to estimate the integrals
above with
N4−k−k
′
ˆ
M
ˆ
M
〈Nd0(x, y)〉−10〈Nd0(x, y′)〉−10d0(y, y′)0−dV0(y)dV0(y′) . N (−k−k′)+
by proceeding similarly as for the previous integrals.
It remains to compute the leading term
− 1
2π
∑
j
ˆ
M
ˆ
M
K˜j,0,N (x, y)K˜j,0,N (x, y′) log
(
d0(y, y
′)
)
dV0(y)dV0(y
′).
Up to taking the charts with a sufficiently small diameter, we can use κj = expx on
Vj ∋ x, so that g0(κ−1j (x)) = Id and κ−1j (x) = 0. We also set θ = e−
1
2
f0(x) > 0. We can
then write the kernel of (κj)⋆a˜0(z,N
−1D)κ⋆j χ˜ as
K˜j,0,N(x, y) = χ˜j(y)
(2π)2
ˆ
R2
e−i exp
−1
x (y)·ξ a˜0(0, N−1ξ)dξ
=
χj(x)χ˜j(y)
(2π)2
ˆ
R2
e−i exp
−1
x (y)·ξψ
(
N−2θ2|ξ|2)dξ,
where we used that the principal symbol of −∆0 in κj is
|ξ|20 def= gi,ℓ0 (x)ξiξℓ
so that the one of −∆˜0 is
e−f0(x)|ξ|20 = θ2|ξ|2
by definition of θ and choice of κj .
This gives
− 1
2π
∑
j
ˆ
M
ˆ
M
K˜j,0,N(x, y)K˜j,0,N (x, y′) log
(
d0(y, y
′)
)
dV0(y)dV0(y
′)
= −
∑
j
χj(x)
(2π)3
ˆ
R2
ˆ
R2
ˆ
R2
ˆ
R2
e−iz·ξψ
(
N−2θ2|ξ|2)e−iz′·ξ′ψ(N−2θ2|ξ′|2)
× log (d0( expx(z), expx(z′)))χ˜j(expx(z))χ˜j(expx(z′))|g0(z)| 12 |g0(z′)| 12 dξdξ′dzdz′
= −
∑
j
χj(x)
(2π)3
ˆ
R2
ˆ
R2
ˆ
R2
ˆ
R2
e−iz·ξψ
(
N−2|ξ|2)e−iz′·ξ′ψ(N−2|ξ′|2)
× log (d0( expx(θz), expx(θz′)))χ˜j(expx(θz))χ˜j(expx(θz′))|g0(θz)| 12 |g0(θz′)| 12dξdξ′dzdz′
after changing variables in both ξ, ξ′ and z, z′.
Note that d20 is smooth on the support of χ˜j(y)χ˜j(y
′), and we have the Taylor expansion
(see e.g. [44, Appendix A])
d20
(
expx(z), expx(z
′)
)
= |z − z′|2 +O(|z − z′|2(|z|+ |z′|)2).
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In particular, we get that∣∣∣∣ ˆ
R2
ˆ
R2
ˆ
R2
ˆ
R2
e−iz·ξψ
(
N−2|ξ|2)e−iz′·ξ′ψ(N−2|ξ′|2)χ˜j(expx(θz))χ˜j(expx(θz′))
×
[
log
(
d0
(
expx(θz), expx(θz
′)
))− log (θ|z − z′|)]|g0(θz)| 12 |g0(θz′)| 12 dξdξ′dzdz′∣∣∣∣
.
ˆ
R2
ˆ
R2
N2〈Nz〉−10N2〈Nz′〉−10 |z − z
′|2(|z|2 + |z′|2)
|z − z′|2 dzdz
′ . N−2,
where we used the Taylor expansion above after changing variables in ξ, ξ′ and doing inte-
gration by parts similarly as in the proof of Lemma 2.5.
To summarize, we have proved so far
(ψ ⊗ ψ)(−N−2∆g) log (d0)(x, x)
= −
∑
j
χj(x)
(2π)3
ˆ
R2
ˆ
R2
ˆ
R2
ˆ
R2
e−iz·ξψ
(
N−2|ξ|2)e−iz′·ξ′ψ(N−2|ξ′|2)
× log (θ|z − z′|)χ˜j(expx(θz))χ˜j(expx(θz′))|g0(θz)| 12 |g0(θz′)| 12 dξdξ′dzdz′ +O(N (−1)+),
uniformly on M. We also remark that exactly the same computations give
(ψ ⊗ ψ)(−N−2∆0) log (d0)(x, x)
= −
∑
j
χj(x)
(2π)3
ˆ
R2
ˆ
R2
ˆ
R2
ˆ
R2
e−iz·ξψ
(
N−2|ξ|2)e−iz′·ξ′ψ(N−2|ξ′|2)
× log (|z − z′|)χ˜j(expx(z))χ˜j(expx(z′))|g0(z)| 12 |g0(z′)| 12 dξdξ′dzdz′ +O(N (−1)+).
Changing variables again, we thus have
(ψ ⊗ ψ)( −N−2∆g) log (d0)(x, x) − (ψ ⊗ ψ)(−N−2∆0) log (d0)(x, x)
= − log(θ)
∑
j
χj(x)
(2π)3
ˆ
R2
ˆ
R2
ˆ
R2
ˆ
R2
e−iz·ξψ
(|ξ|2)e−iz′·ξ′ψ(|ξ′|2)
× χ˜j(expx(N−1θz))χ˜j(expx(N−1θz′))|g0(N−1θz)|
1
2 |g0(N−1θz′)|
1
2dξdξ′dzdz′
−
∑
j
χj(x)
(2π)3
ˆ
R2
ˆ
R2
ˆ
R2
ˆ
R2
e−iz·ξψ
(
N−2|ξ|2)e−iz′·ξ′ψ(N−2|ξ′|2) log (N−1|z − z′|)
×
[
χ˜j(expx(N
−1θz))χ˜j(expx(N
−1θz′))|g0(N−1θz)|
1
2 |g0(N−1θz′)|
1
2
− χ˜j(expx(N−1z))χ˜j(expx(N−1z′))|g0(N−1z)|
1
2 |g0(N−1z′)|
1
2
]
dξdξ′dzdz′
+O(N (−1)+)
= I + II +O(N (−1)+).
For the first term, the same argument as in the proof of Lemma 2.10 shows that
I → − log(θ)
2π
=
1
4π
f0(x)
as N →∞, uniformly on M.
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Finally, for the second term, integrating by parts in ξ, ξ′ and using the mean value
theorem gives the estimate∣∣II∣∣ . ˆ
R2
ˆ
R2
N2〈Nz〉−10N2〈Nz′〉−10N0+|z − z′|0−|θ − 1|N−1(|z|+ |z′|)dzdz′
. N (−2)+.
This concludes the proof of Lemma 2.15.

2.5. Some nonlinear estimates. To conclude this section, we state some useful estimates
needed in the analysis of (1.25). We first recall the following embeddings and product
estimates in Besov spaces proved in [47, Corollary 2.7].
Lemma 2.16. Let Bsp,q(M) be the Besov spaces defined above. Then the following proper-
ties hold.
(i) For any s ∈ R we have Bs2,2(M) = Hs(M), and more generally for any 2 ≤ p <∞ and
ε > 0 we have
‖u‖Bsp,∞(M) . ‖u‖W s,p(M) . ‖u‖Bsp,2(M) . ‖u‖Bs+εp,∞(M).
(ii) Let s ∈ R and 1 ≤ p1 ≤ p2 ≤ ∞ and q1, q2 ∈ [1,∞]. Then for any f ∈ Bsp1,q(M) we
have
‖f‖
B
s−2
(
1
p 1
− 1p 2
)
p2,q
(M)
. ‖f‖Bsp1,q(M).
(iii) Let α, β ∈ R with α+ β > 0 and p1, p2, q1, q2 ∈ [1,∞] with
1
p
=
1
p1
+
1
p2
and
1
q
=
1
q 1
+
1
q 2
.
Then for any f ∈ Bαp1,q1(M) and g ∈ Bβp2,q2(M), we have fg ∈ Bα∧βp,q (M), and moreover it
holds
‖fg‖
B
α∧β
p,q (M) . ‖f‖Bαp1,q1 (M)‖g‖Bβp2,q2 (M).
In order to take advantage of the “sign-definite structure” used in [48], we also need the
following product estimate.
Lemma 2.17. Let s ≥ 0 and 1 < p <∞. Then it holds∥∥fg∥∥
W−s,p(M) . ‖f‖L∞(M)‖g‖W−s,p(M) (2.33)
for any f ∈ C(M) and any positive distribution g ∈W−s,p(M).
Proof. We merely repeat the argument of [48, Lemma 2.14]. We consider s > 0 since the
case s = 0 follows directly from Ho¨lder’s inequality.
Since g is a positive distribution, it can be identified with a positive Radon measure onM;
see [22]. If f ∈ C(M), then the product fg is a well-defined function in L1(M); in particular
from Lemma 2.6 (i) we have PNf → f in C(M) as N →∞, so that fg = limN→∞(PNf)g
in L1(M). Moreover, for any M ∈ N, PMg is also a smooth positive distribution which
converges to g in W−s,p(M), so that from Lemma 2.16 (i) and (iii) we have that for each
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fixed N ∈ N, (PNf)(PMg) converges to (PNf)g in L1(M). Thus from Fatou’s lemma we
get
‖(1−∆g)−
s
2 (fg)‖Lp(M) ≤ lim inf
N→∞
lim
M→∞
‖(1−∆g)−
s
2
[
(PNf)(PMg)
]∥∥
Lp(M). (2.34)
It thus remains to prove the product estimate (2.33) for the right-hand side of (2.34). Note
that since g is a positive distribution we also have by Lemma 2.6 (i) and the definition of
PM (1.13) that PMg is a non-negative function for any M ∈ N.
Let then Ks be the distributional kernel of (1−∆g)− s2 : we can write
Ks(x, y) =
∑
n≥0
ϕn(x)ϕn(y)
〈λn〉s =
∑
n≥0
ϕn(x)ϕn(y)Γ
(s
2
)−1 ˆ ∞
0
t
s
2
−1e−t〈λn〉
2
dt
= Γ
(s
2
)−1 ˆ ∞
0
t
s
2
−1e−tPg(4πt, x, y)dt, (2.35)
where Γ is the Gamma function, and the equality holds in the sense of distributions on
M×M. Note that the last integral converges since we assumed s > 0. From Lemma 2.6
(i) we then deduce that Ks is also a positive distribution. This implies that∥∥(1−∆g)− s2 [(PNf)(PMg)]∥∥Lp(M) = ∥∥∥ ˆMKs(x, y)PNf(y)PMg(y)dVg(y)
∥∥∥
Lp(M)
≤
∥∥∥‖PNf‖L∞(M) ˆ
M
Ks(x, y)PMg(y)dVg(y)
∥∥∥
Lp(M)
= ‖PNf‖L∞(M)‖PMg‖W−s,p(M).
This allows to bound the right-hand side of (2.34), and taking the limits M → ∞ then
N →∞ finally proves (2.33). This completes the proof of Lemma 2.17. 
We will also need a fractional chain rule for the composition with Lipschitz functions.
Note that the fractional chain rule for fractional derivatives defined by the right-hand side
of (2.35) for −2 < s < 0 is known to hold on any space of homogeneous type [24].
In our case (see Section 4 below) we need it for a Lipschitz nonlinearity acting on functions
in Besov spaces. We thus have the following estimates.
Lemma 2.18. Let A : R→ R with A(0) = 0 and 0 < s < 1. Then:
(i)if A is Lipschitz, it holds ∥∥A(u)∥∥
Hs(M) . ‖A′‖L∞‖u‖Hs(M);
(ii) if A is C1 and there exists a ∈ L1([0, 1]), A positive such that for almost every θ ∈ [0, 1]
and any u, v it holds ∣∣A′(θu+ (1− θ)v)∣∣ ≤ a(τ)[A(u) + A(v)],
then for any 1 < p <∞ and any r ∈ [1,∞] it holds for any 0 < ε < 1− s∥∥A(u)∥∥
Bsp,r(M) .
∥∥A(u)∥∥
L∞(M)‖u‖Bs+εp,r (M).
Proof. Let (Uj , Vj , κj)j be a finite atlas onM and {χj}j be an associated partition of unity.
Using Lemma 2.2, we thus have∥∥A(u)∥∥
Hs(M) . maxj
∥∥κ⋆j(χjA(u))∥∥Hs(R2) = maxj ∥∥κ⋆j(χj)A(κ⋆j χ˜ju)∥∥Hs(R2)
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where χ˜j ∈ C∞0 (Vj), χ˜j ≡ 1 on suppχj . Then we can use first the same product estimate as
in Lemma 2.16 (iii), which holds on R2 [5], and then the fractional chain rule for Lipschitz
functions on R2 (see e.g. [60, Proposition 4.1]), to continue with
. max
j
‖κ⋆j (χj)‖B1∞,2(R2)
∥∥A(κ⋆j χ˜ju)∥∥Hs(R2) . maxj ‖A′‖L∞∥∥κ⋆j χ˜ju∥∥Hs(R2)
. ‖A′‖L∞‖u‖Hs(M)
where in the last step we used Lemma 2.2 again. This proves (i). The second estimate (ii)
follows similarly10 by using [60, Proposition 5.1]. 
We finish this section by stating another nonlinear (multilinear) estimate, namely the
(geometric) Brascamp-Lieb inequality [7, Example 1.6].
Lemma 2.19. Let p ∈ N and fq,r ∈ L1(M×M) for 1 ≤ q < r ≤ 2p. Then it holdsˆ
M2p
∏
1≤q<r≤2p
|fq,r(πq,r(~y))|
1
2p−1 dVg(~y)
.
∏
1≤q<r≤2p
(ˆ
M×M
|fq,r(yq, yr)|dVg(yq)dVg(yr)
) 1
2p−1
,
(2.36)
where ~y = (y1, ..., y2p) ∈ M2p, dVg(~y) is the corresponding product measure on M2p, and
πq,r denotes the projection defined by πq,r(~y) = πq,r(y1, . . . , y2p) = (yq, yr).
Proof. The corresponding estimate on M = Rd is proved in greater generality in [7]. The
estimate (2.36) then follows from (1) in [7] by using a partition of unity with the compactness
ofM, and that in each chart Vg is equivalent to the Lebesgue measure since g is smooth. 
3. GMC theory and the LQG measure
In this section, we deal with the construction of the main stochastic objects, namely the
linear stochastic evolution g in (1.29), and the “punctured” Gaussian multiplicative chaos
Θ in (1.33) and the LQG measure ρ{aℓ,xℓ},g in (1.11). We mainly follow the arguments of
[48, 15, 17, 30].
3.1. On punctured Gaussian multiplicative chaos. Before moving to the proof of
Proposition 1.8, we first express the covariance function of the processes PN g in (1.29)
and ΘN (t) (1.33).
Lemma 3.1. The following identities hold:
(i) The covariance function of the truncated linear stochastic evolution g is given by
ΓN1,N2(t1, t2, x1, x2)
def
=
ˆ
Hs0 (M,g)
E
[
PN1 g(t1, x1)PN2 g(t2, x2)
]
dµg(Xg)
= 2πe
t2−t1
4π
∆g(PN1 ⊗PN2)Gg(x1, x2), (3.1)
10The ε loss comes from moving from Bsp,r(R
2) to W s+ε,p(R2) in order to use the fractional chain rule
on R2, and can certainly be avoided, by using for example an argument similar to [59, Lemma 9.3].
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for any (x1, x2) ∈ M×M\△, t1 ≤ t2 and N1, N2 ∈ N;
(ii) For any t ≥ 0 and p ∈ N, the 2p (spatial) covariance function of ΘN (t) is given by
ˆ
Hs0 (M,g)
E
[ 2p∏
j=1
ΘN (t, yj)
]
dµg(Xg) = e
πβ2
∑2p
j=1 G˜g(yj ,yj)+o(1)e2πβ
2
∑
j<k(PN⊗PN )Gg(yj ,yk)
× e2πβ
∑2p
j=1
∑L
ℓ=1 aℓ(PN⊗PN )Gg(xℓ,yj),
where o(1) is deterministic and uniform on M.
Proof. Writing Xg as the random variable (1.8) with nn ∼ N (0, 1) independent of Bn,g in
(1.28), we first compute
ΓN1,N2(t1, t2, x1, x2)
=
ˆ
Hs0(M,g)
E
[
PN1
(
e
t1
4π
∆gXg(x1) +
ˆ t1
0
e
t1−t
4π
∆gdWg(t, x1)
)
×PN2
(
e
t2
4π
∆gXg(x2) +
ˆ t2
0
e
t2−t
4π
∆gdWg(t, x2)
)]
dµg(Xg)
=
∑
n1,n2≥1
e−N
−2
1 λ
2
n1e−N
−2
2 λ
2
n2ϕn1(x1)ϕn2(x2)E
[(
e−
t1
4π
λ2n1
√
2πhn1
λn1
+
ˆ t1
0
e−
t1−t
4π
λ2n1dBn1,g(t)
)
×
(
e−
t2
4π
λ2n2
√
2πhn2
λn2
+
ˆ t1
0
e−
t2−t
4π
λ2n2dBn2,g(t)
)]
=
∑
n≥1
e−N
−2
1 λ
2
ne−N
−2
2 λ
2
nϕn(x1)ϕn(x2)
[2π
λ2n
e−
t1+t2
4π
λ2n +
ˆ min(t1,t2)
0
e−
t1+t2−2t
4π
λ2ndt
]
where we used that hn ∼ N (0, 1) are independent, and independent of the standard Brow-
nian motions Bn,g, with Ito’s isometry. The last integral can be computed as
ˆ min(t1,t2)
0
e−
t1+t2−2t
4π
λ2ndt =
2π
λ2n
[
e
min(t1,t2)−max(t1,t2)
4π
λ2n − e− t1+t24π λ2n],
and plugging this identity in the previous one, we end up with
ΓN1,N2(t1, t2, x1, x2) =
∑
n≥1
e−N
−2
1 λ
2
ne−N
−2
2 λ
2
nϕn(x1)ϕn(x2)
2π
λ2n
e
min(t1,t2)−max(t1,t2)
4π
λ2n .
This shows (3.1) in view of (2.14) and (1.13).
As for Lemma 3.1 (ii), note that by Lemma 2.10 we have
e−πβ
2CPN−
β2
2 = e−
β2
2
σN (x)+πβ
2G˜g(x,x)+o(1)
for any x ∈ M, where σN is as in (1.26).
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Thus, with the definition (1.33) of ΘN , we can compute for any p,N ∈ N, t ≥ 0 and
y1, ..., y2p ∈ M:
ˆ
Hs0(M,g)
E
[ 2p∏
j=1
ΘN(t, yj)
]
dµg(Xg)
=
ˆ
Hs0(M,g)
E
[
e−2pπβ
2CPN−2p
β2
2 e
∑2p
j=1
[
βPN g(t,yj)+2πβ
∑L
ℓ=1 aℓ(PN⊗PN )Gg(xℓ,yj)
]]
dµg(Xg)
= e
∑2p
j=1
[
−β2
2
σN (yj)+πβ
2G˜g(yj ,yj)+o(1)
]
e2πβ
∑2p
j=1
∑L
ℓ=1 aℓ(PN⊗PN )Gg(xℓ,yj)e
β2
2
E
∣∣∑2p
j=1 PN g(t,yj)
∣∣2
where we used the prevous identity and that (PN g(t, y1), ...,PN g(t, y2p)) is a Gaussian
vector. Thus using (3.1) and the definition of σN (1.26), we continue with
= e
∑2p
j=1 πβ
2G˜g(yj ,yj)+o(1)e2πβ
∑2p
j=1
∑L
ℓ=1 aℓ(PN⊗PN )Gg(xℓ,yj)e2πβ
2
∑
j<k(PN⊗PN )Gg(yj ,yk).
This finishes the proof of Lemma 3.1 (ii). 
For the solution g of the linear stochastic heat equation, we have the following classical
result.
Lemma 3.2. The process g defined in (1.29) is stationary and belongs almost surely to
C(R+;H
s
0(M)) for any s < 0.
Proof. Since
PN g = e
t
4π
∆g(PNXg) +
ˆ t
0
e
t−t′
4π
∆gd(PNWg)(t
′).
is Gaussian and stationary in view of Lemma 3.1 (i), it is enough to construct g as the
limit of PN g. Take any s < 0, p ≥ 2, t, δ > 0 and N1, N2 ∈ N. Write
N1−N2
def
= (PN1 −PN2) g,
which in view of Lemma 3.1 (i) has covariance function
ΓN1−N2(t1, t2, x1, x2) = 2πe
t2−t1
2π
∆g
(
(PN1 −PN2)⊗ (PN1 −PN2)
)
Gg(x1, x2). (3.2)
Then using Minkowski’s inequality with p ≥ 2 we can compute∥∥∥ N1−N2(t+ δ)− N1−N2(t)∥∥∥
Lp(µg⊗P)Hs0(M)
≤
∥∥∥(1−∆g) s2 [ N1−N2(t+ δ)− N1−N2(t)]∥∥∥
L2(M)Lp(µg⊗P)
Using next that N1−N2 is a Gaussian process, we can continue with
.
∥∥∥(1−∆g) s2 [ N1−N2(t+ δ)− N1−N2(t)]∥∥∥
L2(M)L2(µg⊗P)
=
{∑
n≥0
〈λn〉2s
ˆ
Hs0(M)
E
∣∣∣〈ϕn, [ N1−N2(t+ δ)− N1−N2(t)]〉∣∣∣2dµg} 12
=
{∑
n≥0
〈λn〉2s〈ϕn ⊗ ϕn,ΓN1−N2(t+ δ, t + δ)− 2ΓN1−N2(t+ δ, t) + ΓN1−N2(t, t)〉
} 1
2
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where 〈·, ·〉 denotes the usual inner product in either L2(M) or L2(M×M). Thus in view
of (3.2) and using the mean value theorem, we can continue with
=
{∑
n≥1
〈λn〉2s 4π
λ2n
(
1− e− δ2π λ2n)(e−N−21 λ2n − e−N−22 λ2n)2} 12
.
{∑
n≥1
λ2s−2n min
(
1, δλ2n
)
min
(
1, |N−21 −N−22 |λ2n
)} 12
. δ
ε
2 min(N1, N2)
−ε{∑
n≥1
λ2s−2+4εn
}
. δ
ε
2 min(N1, N2)
−ε
for 0 < ε≪ 1 small enough, since s < 0. In particular, this shows thatˆ
Hs0(M)
E
∥∥
N1−N2(t+ δ)− N1−N2(t)
∥∥p
Hs0 (M)
. δp
ε
2 min(N1, N2)
−pε,
so that we can conclude from Kolmogorov’s continuity criterion (see e.g. [6, Theorem 8.2])
that for any T > 0, there exists p ≥ 1 large enough such that {PN g}N is a Cauchy sequence
in Lp(µg⊗P;C([0, T ];Hs0(M))) and in particular g ∈ C([0, T ];Hs0(M)) almost surely. This
proves Lemma 3.2. 
We now move on to the proof of Proposition 1.8. Similarly to [48], it will follow from
the following set of estimates.
Lemma 3.3. Assume that aℓ ∈ R, β > 0 and Q = 2β + β2 satisfy the assumptions (1.14)-
(1.15)-(1.16). Then, for any 0 < ε ≪ 1 and T > 0, there exists C > 0 such that for any
t ∈ [0, T ], any x ∈ M \ {x1, ..., xL} and any N,N1, N2 ∈ N, M ∈ 2Z≥−1 , the following
statements hold:
(i) We have
ˆ
Hs0(M,g)
E
[|ΘN (t, x)|]dµg ≤ C ℓ∏
ℓ=1
dg(xℓ, x)
−βa+ℓ ∈ L1([0, T ]×M)
where a+ℓ = max(aℓ, 0);
(ii) Let p be an even integer, 0 < α < 2 and 0 < (p − 1)β2 < 2min(1, α) with (p − 1)β2 +
2βa+ℓmax < 4, thenˆ
Hs0 (M,g)
E
[
|QMΘN (t, x)|p
]
dµg ≤ CMp(α−ε)fα−ε,{xℓ}(x)
p
2 , (3.3)
where fα−ε,{xℓ} is given by
fα−ε,{xℓ}(x) =
L∑
ℓ1,ℓ2=1
ℓ1 6=ℓ2
(
1 + dg(xℓ1 , x)
α−ε−βa+
ℓ1
)(
1 + dg(xℓ2 , x)
α−ε−βa+
ℓ2
)
+
L∑
ℓ=1
dg(xℓ, x)
2α−2ε−(p−1)β2−2βa+ℓ (3.4)
with aℓmax = maxℓ=1,...,L aℓ;
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(iii) Given any 0 < β2 < 2min(1, α) for 0 < α < 2 with β2 + 2βa+ℓmax < 4, then it holdsˆ
Hs0 (M,g)
E
[∣∣QM(ΘN1(t, x)−ΘN2(t, x))∣∣2]dµg ≤ CM2(α−ε)∣∣N−21 −N−22 ∣∣−ε˜fα−ε−2ε˜,{xℓ}(x)
for some small 0 < ε˜≪ ε≪ 1.
(iv) If ψ1, ψ2 ∈ S(R) satisfy ψ1(0) = ψ2(0), then
ˆ
Hs0(M,g)
E
[∣∣QM(ΘN,1(t, x)−ΘN,2(t, x))∣∣2]dµg ≤ CMpα−εN−ε˜fα−ε−2ε˜,{xℓ}(x), (3.5)
where
ΘN,j = e
−πβ2CψjN−
β2
2 eβψj(−N
−2∆g) g+
∑L
ℓ=1 βaℓ2π(ψj⊗ψj)(−N−2∆g)Gg(xℓ,x).
Proof. The proof of Lemma 3.3 follows from the same argument as for [48, Proposition
3.2]. Indeed, (i) is a straightforward computation: using Lemmas 3.1, 2.7, 2.8 and 2.13, we
indeed obtainˆ
Hs0 (M,g)
E
[|ΘN (t, x)|]dµg ≤ Ce2πβ∑Lℓ=1 aℓ(PN⊗PN )Gg(xℓ,x)
≤ C
L∏
ℓ=1
eβa
+
ℓ
2π
(
Gg(xℓ,x)+(N
2Vg(M))−1
)
≤ C
L∏
ℓ=1
e−βa
+
ℓ log
(
dg(xℓ,x)
)
,
where we used that both (N2Vg(M))−1 and G˜g in Lemma 2.7 are bounded (uniformly in
N). We also used that the metric is smooth and that M is compact. This shows (i).
As for (ii), recall that the kernel KM of QM has been defined in (2.8) with ψ as in (2.4),
so that with Lemma 3.1 we can compute for any p = 2q ∈ N
ˆ
Hs0(M,g)
E
[∣∣∣QMΘN (t, x)∣∣∣2q]dµg
=
ˆ
M
· · ·
ˆ
M
ˆ
Hs0(M,g)
E
[ 2q∏
j=1
ΘN (t, yj)
]
dµg
2q∏
j=1
KM (x, yj)dVg(yj)
=
ˆ
M
· · ·
ˆ
M
e2πβ
2
∑
j<k(PN⊗PN )Gg(yj ,yk)eπβ
2
∑2p
j=1 G˜g(yj ,yj)+o(1)
×
2q∏
j=1
e2πβ
∑L
ℓ=1 aℓ(PN⊗PN )Gg(xℓ,yj)KM (x, yj)dVg(yj)
≤ C
ˆ
M2q
∏
j<k
[
e2πβ
2(PN⊗PN )Gg(yj ,yk)e
2πβ
(2q−1)
∑L
ℓ=1 aℓ
(
(PN⊗PN )Gg(xℓ,yj)+(PN⊗PN )Gg(xℓ,yk)
)
× |KM (x, yj)|
1
2q−1 |KM (x, yk)|
1
2q−1
]
dVg(~y),
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where ~y = (y1, ..., y2q) ∈ M2q and Vg(~y) is the corresponding product measure onM2q. We
can then use the Brascamp-Lieb inequality given by Lemma 2.19 with the smoothness of g
and the compactness of M to continue with
.
∏
j<k
( ˆ
M
ˆ
M
e(2q−1)2πβ
2(PN⊗PN )Gg(yj ,yk)e2πβ
∑L
ℓ=1 aℓ
(
(PN⊗PN )Gg(xℓ,yj)+(PN⊗PN )Gg(xℓ,yk)
)
× |KM (x, yj)KM (x, yk)|dVg(yj)dVg(yk)
) 1
2q−1
Then, using Lemmas 2.7, 2.8 and 2.5, we can bound by symmetry this last term by
.
(ˆ
M
ˆ
M
dg(y, z)
−(2q−1)β2
L∏
ℓ=1
dg(xℓ, y)
−βa+
ℓ dg(xℓ, z)
−βa+
ℓ
×M2〈Mdg(x, y)〉−AM2〈Mdg(x, z)〉−AdVg(y)dVg(z)
)q
for any A > 0. In particular, using that p = 2q and taking A = 2 − α + ε > 0 for some
0 < ε≪ 1 and using that M2〈Mdg(x, y)〉−A .Mα−εdg(x, y)α−2−ε, (ii) will be established
once we show that the double integralsˆ
M
ˆ
M
dg(x, y)
α−2−εdg(x, z)α−2−εdg(y, z)−(p−1)β
2
×
L∏
ℓ=1
dg(xℓ, y)
−βa+
ℓ dg(xℓ, z)
−βa+
ℓ dVg(y)dVg(z)
are bounded by fα−ε,{xℓ}(x) as in (3.4).
To bound this last double integral, first note that we only need to consider one of the
singularities dg(xℓ, y)
−βa+ℓ and similarly for z. Indeed, if 0 < r ≪ minℓ 6=k dg(xℓ, xk) and Bℓ
is the ball of radius r around xℓ, we can bound the previous integrals with
L∑
ℓ,k=1
r−
∑
ℓ′ 6=ℓ βaℓ′−
∑
k′ 6=k βak′
ˆ
Bℓ
ˆ
Bk
dg(x, y)
α−2−εdg(x, z)α−2−ε
× dg(xℓ, y)−βa
+
ℓ dg(xk, z)
−βa+
k dg(y, z)
−(p−1)β2dVg(y)dVg(z)
+ 2
L∑
ℓ=1
r−
∑
ℓ′ 6=ℓ βaℓ′−
∑
k βa
+
k
ˆ
Bℓ
ˆ
M\(∪kBk)
dg(x, y)
α−2−εdg(x, z)α−2−ε
× dg(xℓ, y)−βa
+
ℓ dg(y, z)
−(p−1)β2dVg(y)dVg(z)
+ r−2
∑L
ℓ=1 βa
+
ℓ
ˆ
M\(∪ℓBℓ)
ˆ
M\(∪ℓBℓ)
dg(x, y)
α−2−εdg(x, z)α−2−εdg(y, z)−(p−1)β
2
dVg(y)dVg(z)
= I + II + III. (3.6)
We first deal with the integrals of III in (3.6). In the case dg(x, y)≪ dg(x, z) ∼ dg(y, z)
we bound them withˆ
M
dg(x, z)
α−2−ε−(p−1)β2
ˆ
dg(x,y)≪dg(x,z)
dg(x, y)
α−2−εdVg(y)dVg(z)
.
ˆ
M
dg(x, z)
2α−2−ε−(p−1)β2dVg(z) . 1
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uniformly in x ∈ M, where in the first step we used that α > 0 with 0 < ε≪ 1 and in the
last one that 2α > (p − 1)β2. The case dg(x, z) ≪ dg(x, y) ∼ dg(y, z) is handled similarly
by symmetry, and for the case dg(y, z) . dg(x, y) ∼ dg(x, z) we have the boundˆ
M
dg(x, y)
2α−4−2ε
ˆ
dg(y,z).dg(x,y)
dg(y, z)
−(p−1)β2dVg(z)dVg(y)
.
ˆ
M
dg(x, y)
2α−2−2ε−(p−1)β2 . 1,
where this time we used in the first step that (p− 1)β2 < 2.
We now turn to the terms of I in (3.6), and for each ℓ, k = 1, ..., L we estimateˆ
Bℓ
ˆ
Bk
dg(x, y)
α−2−εdg(x, z)α−2−εdg(xℓ, y)−βa
+
ℓ dg(xk, z)
−βa+
k dg(y, z)
−(p−1)β2dVg(y)dVg(z).
Case 1: if ℓ 6= k. In this case the integrals can be bounded by
r−(p−1)β
2
(ˆ
Bℓ
dg(x, y)
α−2−εdg(xℓ, y)−βa
+
ℓ dVg(y)
)(ˆ
Bk
dg(x, z)
α−2−εdg(xk, z)−βa
+
k dVg(z)
)
.
(3.7)
From [4, Proposition 4.12], we have that
ˆ
Bℓ
dg(x, y)
α−2−εdg(xℓ, y)−βa
+
ℓ dVg(y) .

1 if α > βa+ℓ + ε
1 +
∣∣ log (dg(x, xℓ))∣∣ if α = βa+ℓ + ε,
dg(x, xℓ)
α−βa+
ℓ
−ε if α < βa+ℓ + ε,
and similarly for the integral in z. In all three cases, the terms (3.7) are then bounded by
the first terms in the right-hand side of (3.4).
Case 2: if ℓ = k. We now need to boundˆ
Bℓ
ˆ
Bℓ
dg(x, y)
α−2−εdg(x, z)α−2−εdg(xℓ, y)−βa
+
ℓ dg(xℓ, z)
−βa+
ℓ dg(y, z)
−(p−1)β2dVg(y)dVg(z).
(3.8)
To estimate these integrals we look at the following regions:
R1 def=
{
y ∈ Bℓ, dg(x, y)≪ dg(xℓ, y) ∼ dg(x, xℓ)
}
,
R2 def=
{
y ∈ Bℓ, dg(xℓ, y)≪ dg(x, y) ∼ dg(x, xℓ)
}
,
R3 def=
{
y ∈ Bℓ, dg(x, xℓ) . dg(x, y) ∼ dg(xℓ, y)
}
,
and for i1, i2 ∈ {1, 2, 3} we define the subregion of Bℓ ×Bℓ as
Ri1,i2 def= Ri1 ×Ri2 .
In particular note that Bℓ ×Bℓ = ∪3i1,i2=1Ri1,i2 .
Contribution of R1,1: In this region we can bound (3.8) with
dg(x, xℓ)
−2βa+
ℓ
ˆ
R1
ˆ
R1
dg(x, y)
α−2−εdg(x, z)α−2−εdg(y, z)−(p−1)β
2
dVg(z)dVg(y). (3.9)
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Proceeding then as for the second line of (3.6), in the case dg(x, y) . dg(x, z) ∼ dg(y, z)
we get the bound
dg(x, xℓ)
−2βa+ℓ
ˆ
R1
dg(x, z)
α−2−ε−(p−1)β2
ˆ
dg(x,y).dg(x,z)
dg(x, y)
α−2−εdVg(y)dVg(z)
. dg(x, xℓ)
−2βa+
ℓ
ˆ
R1
dg(x, z)
2α−2−2ε−(p−1)β2dVg(z)
. dg(x, xℓ)
−2βa+
ℓ
+2α−2ε−(p−1)β2
where in the last step we used the condition 2α > (p − 1)β2 along with the definition of
R1. The case dg(x, z) . dg(x, y) ∼ dg(y, z) is treated similarly by exchanging the roles of
y and z, and in the case dg(y, z) . dg(x, y) ∼ dg(x, z) we can bound (3.9) with
dg(x, xℓ)
−2βa+ℓ
ˆ
R1
dg(x, z)
2α−4−2ε
ˆ
dg(y,z).dg(x,z)
dg(y, z)
−(p−1)β2dVg(y)dVg(z)
. dg(x, xℓ)
−2βa+
ℓ
ˆ
R1
dg(x, z)
2α−2−2ε−(p−1)β2dVg(z)
. dg(x, xℓ)
−2βa+
ℓ
+2α−2ε−(p−1)β2 ,
where in the first step we used the condition (p− 1)β2 < 2 and in the second step we used
that 2α > (p− 1)β2.
Contribution of R1,2: In this region, note that we have
dg(y, z) ≥ dg(x, xℓ)− dg(x, y)− dg(xℓ, z) & dg(x, xℓ).
Thus we estimate (3.8) with
dg(x, xℓ)
α−2−ε−βa+
ℓ
−(p−1)β2
ˆ
R1
ˆ
R2
dg(x, y)
α−2−εdg(xℓ, z)−βa
+
ℓ dVg(z)dVg(y)
. dg(x, xℓ)
2α−2ε−2βa+
ℓ
−(p−1)β2
by using that α− 2− ε > −2 and βa+ℓ < 2.
Contribution of R1,3: In this region we have in particular dg(x, y) ≪ dg(x, z) so that
dg(y, z) ∼ dg(x, z). Thus the contribution of this region in (3.8) is bounded by
dg(x, xℓ)
−2βa+
ℓ
ˆ
R1
ˆ
R3
dg(x, y)
α−2−εdg(x, z)α−2−ε−(p−1)β
2
dVg(z)dVg(y).
Since for any fixed z it holdsˆ
dg(x,y)≪dg(x,z)
dg(x, y)
α−2−εdVg(y) . dg(x, z)α−ε,
we get the final bound
dg(x, xℓ)
−2βa+ℓ
ˆ
dg(x,xℓ).dg(x,z)
dg(x, z)
2α−2−2ε−(p−1)β2dVg(z) . dg(x, xℓ)2α−2ε−2βa
+
ℓ −(p−1)β2
since 2α > (p− 1)β2.
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Contribution of R2,2: By symmetry, the contribution of this region can be estimated
exactly as for R1,1 up to exchanging the roles of x and xℓ, and α − 2 − ε with −βa+ℓ .
Indeed, we can bound (3.8) with
dg(x, xℓ)
2α−4−2ε
ˆ
R2
ˆ
R2
dg(xℓ, y)
−βa+
ℓ dg(xℓ, z)
−βa+
ℓ dg(y, z)
−(p−1)β2dVg(z)dVg(y).
As above, in the case dg(xℓ, y) . dg(xℓ, z) ∼ dg(y, z) we get the bound
dg(x, xℓ)
2α−4−2ε
ˆ
R2
dg(xℓ, z)
−βa+
ℓ
−(p−1)β2
ˆ
dg(xℓ,y).dg(xℓ,z)
dg(xℓ, y)
−βa+
ℓ dVg(y)dVg(z)
. dg(x, xℓ)
2α−4−2ε
ˆ
R2
dg(xℓ, z)
2−2βa+
ℓ
−(p−1)β2dVg(z)
. dg(x, xℓ)
−2βa+
ℓ
+2α−2ε−(p−1)β2
where we used the conditions βa+ℓ < 2 and 2βa
+
ℓ + (p − 1)β2 < 4. The case dg(xℓ, z) .
dg(xℓ, y) ∼ dg(y, z) is treated similarly by exchanging the roles of y and z, and in the case
dg(y, z) . dg(xℓ, y) ∼ dg(xℓ, z) we can bound the integral by
dg(x, xℓ)
2α−4−2ε
ˆ
R2
dg(xℓ, z)
−2βa+ℓ
ˆ
dg(y,z).dg(xℓ,z)
dg(y, z)
−(p−1)β2dVg(y)dVg(z)
. dg(x, xℓ)
2α−4−2ε
ˆ
R2
dg(xℓ, z)
2−2βa+
ℓ
−(p−1)β2dVg(z)
. dg(x, xℓ)
−2βa+
ℓ
+2α−2ε−(p−1)β2 ,
where in the first step we used the condition (p− 1)β2 < 2 and in the second step we used
that 2βa+ℓ + (p− 1)β2 < 4.
Contribution of R2,3: This is similar to the contribution of R1,3 above, up to exchanging
x with xℓ and α− 2− ε with −βa+ℓ as for R2,2.
Contribution of R3,3: In this last case, we can bound (3.8) withˆ
R3
ˆ
R3
dg(x, y)
α−2−ε−βa+
ℓ dg(x, z)
α−2−ε−βa+
ℓ dg(y, z)
−(p−1)β2dVg(y)dVg(z).
In the case dg(x, y) . dg(x, z) ∼ dg(y, z), these integrals reduce toˆ
R3
ˆ
R3
1{dg(x,y).dg(x,z)}dg(x, z)
α−2−ε−βa+
ℓ
−(p−1)β2dg(x, y)α−2−ε−βa
+
ℓ dVg(y)dVg(z).
If α− βaℓ − (p− 1)β2 < 0, we integrate in z first to get the boundˆ
R3
dg(x, y)
2α−2−2ε−2βa+
ℓ
−(p−1)β2dVg(y) . 1 + dg(x, xℓ)2α−2ε−2βa
+
ℓ
−(p−1)β2
where in the last step we used the definition of R3. On the other hand, if α−βa+ℓ +−(p−
1)β2 ≥ 0 then in particular α− βa+ℓ ≥ 0 and thus we can integrate in y first to obtain the
bound ˆ
R3
dg(x, z)
2α−2−2ε−2βa+
ℓ
−(p−1)β2dVg(z) . 1 + dg(x, xℓ)2α−2ε−2βa
+
ℓ
−(p−1)β2 .
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In the last case dg(y, z) . dg(x, y) ∼ dg(x, z), the integrals reduce to
ˆ
R3
ˆ
R3
dg(x, y)
2α−4−2ε−2βa+
ℓ dg(y, z)
−(p−1)β2dVg(y)dVg(z)
and integrating in z first using that (p− 1)β2 < 2 we finally get the bound
ˆ
R3
dg(x, y)
2α−2−2ε−2βa+ℓ −(p−1)β2dVg(y) . 1 + dg(x, xℓ)2α−2ε−2βa
+
ℓ −(p−1)β2 .
By symmetry of (3.8) between y and z, the contribution of the remaining regions is esti-
mated similarly.
At last, it remains to deal with the integrals of II in (3.6). But we can estimate
ˆ
Bℓ
ˆ
M\(∪kBk)
dg(x, y)
α−2−εdg(x, z)α−2−εdg(xℓ, y)−βa
+
ℓ dg(y, z)
−(p−1)β2dVg(y)dVg(z)
. dg(x, xℓ)
2α−2−2ε−βa+
ℓ
−(p−1)β2
by similar computations as above. Note that this requires the constraint βa+ℓ +(p−1)β2 < 4,
which is weaker than the constraint used to bound the integrals of III in (3.6). All in all,
this leads to (3.4).
Finally, Lemma 3.3 (iii) follows from similar computations as in the proof of [45, Propo-
sition 1.1]: indeed, we have
ˆ
Hs0 (M,g)
E
[∣∣QM(ΘN1(t, x)−ΘN2(t, x))∣∣2]dµg
=
ˆ
M
ˆ
M
KM (x, y1)KM (x, y2)
{
HN1(y1)HN1(y2)e
2πβ2(PN1⊗PN1 )Gg(y1,y2)
− 2HN1(y1)HN2(y2)e2πβ
2(PN1⊗PN2 )Gg(y1,y2) (3.10)
+HN2(y1)HN2(y2)e
2πβ2(PN2⊗PN2 )Gg(y1,y2)
}
dVg(y1)dVg(y2),
where we wrote
HN (y) = e
2πβ
∑L
ℓ=1 aℓ(PN⊗PN )Gg(xℓ,y)eπβ
2G˜g(y,y)+o(1). (3.11)
We deal with
HN1(y1)HN1(y2)e
2πβ2(PN1⊗PN1 )Gg(y1,y2) −HN1(y1)HN2(y2)e2πβ
2(PN1⊗PN2 )Gg(y1,y2)
=
(
HN1(y2)−HN2(y2)
)
HN1(y1)e
2πβ2(PN1⊗PN1 )Gg(y1,y2)
+HN1(y1)HN2(y2)
(
e2πβ
2(PN1⊗PN1 )Gg(y1,y2) − e2πβ2(PN1⊗PN2 )Gg(y1,y2)
)
= I + II.
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Using the mean value theorem, Lemma 2.8 by interpolating between the two bounds in
(2.18), and Lemma 2.7 with the definition of HN (3.11), we have∣∣ I ∣∣ . L∑
ℓ=1
∣∣∣(PN1 ⊗PN1)Gg(xℓ, y2)− (PN2 ⊗PN2)Gg(xℓ, y2)∣∣∣
×
( L∏
k=1
dg(xk, y2)
−βa+
k
)
HN1(y1)e
2πβ2(PN1⊗PN1 )Gg(y1,y2)
.
L∑
ℓ=1
N
− ε˜
4
1 dg(xℓ, y2)
−ε˜
( L∏
k=1
dg(xk, y2)
−βa+k dg(xk, y1)−βa
+
k
)
dg(y1, y2)
−β2
. N
− ε˜
4
1
( L∏
ℓ=1
dg(xℓ, y2)
−ε˜−βa+ℓ dg(xℓ, y1)−βa
+
ℓ
)
dg(y1, y2)
−β2 ,
for any 0 < ε˜≪ ε≪ 1 and N1 ≤ N2. Similarly, we use again Lemmas 2.7 and 2.8 to bound∣∣II∣∣ . ∣∣∣(PN1 ⊗PN1)Gg(y1, y2)− (PN1 ⊗PN2)Gg(y1, y2)∣∣∣
×
( L∏
ℓ=1
dg(xk, y2)
−βa+ℓ dg(xk, y1)−βa
+
ℓ
)
dg(y1, y2)
−β2
.
( L∏
ℓ=1
dg(xk, y2)
−βa+
ℓ dg(xk, y1)
−βa+
ℓ
)
N
− ε˜
4
1 dg(y1, y2)
−ε˜−β2
= N
− ε˜
4
1
( L∏
ℓ=1
dg(xk, y2)
−βa+
ℓ dg(xk, y1)
−βa+
ℓ
)
dg(y1, y2)
−ε˜−β2
for some 0 < ε˜≪ ε≪ 1.
Plugging these bounds into (3.10) and proceeding as for (ii), we getˆ
Hs0(M,g)
E
[∣∣QM(ΘN1(t, x)−ΘN2(t, x))∣∣2]dµg
.M2(α−ε)N
− ε˜
4
1
ˆ
M
ˆ
M
dg(x, y1)
α−2−εdg(x, y2)α−2−ε
×
( L∏
ℓ=1
dg(xk, y2)
−ε˜−βa+ℓ dg(xk, y1)−ε˜−βa
+
ℓ
)
dg(y1, y2)
−ε˜−β2dVg(y1)dVg(y2)
.M2(α−ε)N
− ε˜
4
1 fα−ε−2ε˜,{xℓ}(x).
This finally establishes Lemma 3.3 (iii). The estimate (3.5) of Lemma 3.3 (iv) then follows
from the same computations as above up to using Lemma 2.13 in place of Lemma 2.8. 
Proof of Proposition 1.8. Using Lemma 3.3, we can finally prove Proposition 1.8. Let
β, aℓ, Q satisfy (1.14)-(1.15)-(1.16) and β
2 + 2βa+ℓmax < 4.
We begin by treating the case 1 < p ≤ 2. Let α(p) ∈ [0, 2) satisfy the assumptions of
Proposition 1.8. Let also 0 < ε˜ ≪ ε ≪ 1 and 0 < δ ≪ 1, and θ ∈ [0, 1] be such that
1
p
= 1 − θ + θ2 , i.e. θ = 2p−1p . We define α = α(p)−(1−θ)δθ . Then we see that, with the
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assumptions on α(p) and taking δ sufficiently small, we have that α ∈ (0, 2) satisfies
α > max
{β2
2
,
β2
2
+ βa+ℓmax − 1
}
.
Thus we can use Fubini’s theorem and Lemma 3.3 (iii) to bound for any T > 0 and
N1, N2 ∈ N:∥∥ΘN1 −ΘN2∥∥L2(µg⊗P)L2TB−α2,2 (M)
=
{ ∑
M∈2Z≥−1
M−2α
ˆ T
0
ˆ
M
ˆ
Hs0(M,g)
E
[∣∣QM(ΘN1 −ΘN2)(t, x)∣∣2]dµgdVg(x)dt} 12
≤ C
{ ∑
M∈2Z≥−1
M−2α+2(α−ε)min(N1, N2)−2ε˜
ˆ T
0
ˆ
M
fα−ε−2ε˜,{xℓ}(x)dVg(x)dt
} 1
2
where fα−ε−2ε˜,{xℓ} is as in (3.4). With the properties of α, we have in particular
fα−ε−2ε˜,{xℓ} ∈ L1(M). Thus we can sum on M to continue with
≤ CT 12 min(N1, N2)−ε˜
∥∥fα−ε−2ε˜,{xℓ}∥∥ 12L1(M).
This shows that {ΘN} is a Cauchy sequence in L2(µg⊗P;L2([0, T ];B−α2,2 (M))), thus converg-
ing to Θ in this space. In particular, there exists a subsequence {Nk} such thatM−αQMΘNk
converges toM−αQMΘ for almost every (Xg, ω, t, x,M) ∈ Hs0(M)×Ω× [0, T ]×M×2Z≥−1 .
Then, using Fatou’s lemma and Fubini’s theorem with Lemma 2.5 and Lemma 3.3 (i), we
get for any 0 < δ ≪ 1:∥∥Θ∥∥
L1(µg⊗P)L1TB−δ1,1(M)
≤ lim inf
k
∑
M∈2Z≥−1
M−δ
ˆ T
0
ˆ
M
ˆ
Hs0(M,g)
E|QMΘNk(t, x)|dµgdVg(x)dt
.
∑
M∈2Z≥−1
M−δ
ˆ T
0
ˆ
M
ˆ
M
M2〈Mdg(x, y)〉−Af˜{xℓ}(y)dVg(y)dVg(x)dt
for any A > 0, where f˜{xℓ} denotes the right-hand side of the estimate in Lemma 3.3 (i).
In particular f˜{xℓ} ∈ L1(M), so that the last term above is finite. This shows that we
also have Θ ∈ L1(µg ⊗ P;L1([0, T ];B−δ1,1(M))) for any 0 < δ ≪ 1. Interpolating with
Θ ∈ L2(µg ⊗ P;L2([0, T ];B−α2,2 (M))), we finally get that
Θ ∈ Lp(µg ⊗ P;Lp([0, T ];B−(1−θ)δ−θαp,p (M))))
which concludes the proof of Proposition 1.8 in the case 1 < p ≤ 2 by definition of α and θ.
At last, we discuss the case p = 2m > 2 an even integer. Assume that β2 < (2m − 1)−1
and (2m− 1)β2 + 2βa+ℓ < 4. Note that under (1.34) we have now
α(2m) > max
{
βa+ℓ −
2
m
, (2m− 1)β
2
2
, (2m− 1)β
2
2
+ βa+ℓmax −
1
m
}
.
Thus in particular fα(2m)−ε,{xℓ} ∈ Lm(M) in view of (3.4), and the same computations
as above, using now Lemma 3.3 (ii), show that {ΘN} is uniformly bounded in L2m(µg ⊗
P;L2m([0, T ];B
−α(2m)
2m,2m (M))) for any T > 0, from which we conclude that Θ also belongs to
this class. This proves Proposition 1.8. 
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Remark 3.4.
(i) As mentioned in the introduction, the condition (1.16) is more restrictive than the
usual second Seiberg bound (1.18) usually assumed for the construction of the LQG mea-
sure. However in our situation, the bound (1.16) is even required for the weakest bound
supN
´
E‖ΘN‖L1([0,T ]×M)dµg < ∞. Moreover our argument for the proof of Theorem 1.4
requires ΘN to be bounded in L
2([0, T ];H(−1)+(M)), and the computation of the second
moment in Lemma 3.3 (ii) explicitly requires the constraint (1.16).
(ii) Finally, note that the construction of Θ in Proposition 1.8 follows from the estimates
in Lemma 3.3 above, and in particular Lemma 3.3 (iv) shows that Θ is independent of
the choice of the approximation by a multiplier ψ ∈ S(R) with ψ(0) = 1. Note that in
[15, 30], only regularization by circle averaging is considered. This regularization procedure
is however not covered by our results.
3.2. Construction of the LQG measure. We now turn to the convergence properties
of the truncated measure ρN,g in (1.11). In order to prove Theorem 1.1, we need sev-
eral technical lemmas. These are mainly a unified adaptation of [15, 17, 30], though our
regularization is different from those works.
In the remaining of this section, we change of viewpoint and fix a realisation of Xg on
(Ω,P) as in (1.8), independent of ξg. A first observation is that ΘN and its limit Θ given
in Proposition 1.8 are random positive distributions, and thus (ΘN )|t=0 and Θ|t=0 can be
identified with random Radon measures on M. Thus let us define the truncated Liouville
measure as the random measure given by
YN (B) def=
ˆ
B
e−πβ
2CPN−
β2
2 eβPNXg(x)HN (x)dVg(x)
=
ˆ
B
ΘN (0, x)dVg(x) (3.12)
for any Borel set B ⊂M, where we redefine the function
HN (x)
def
= e2πβ
∑L
ℓ=1 aℓ(PN⊗PN )Gg(xℓ,x). (3.13)
We also define the closely related random measure
XN (B) def=
ˆ
B
eβPNXg(x)−
β2
2
σN (x,g)dVg(x), (3.14)
with σN (x, g) as in (1.26).
We first recall some basic facts about Gaussian processes, namely Kahane’s convexity
inequality.
Lemma 3.5. Let {Xj}j=1,...,n and {Yj}j=1,...,n be two centred Gaussian vectors such that
E
[
XjXk
] ≤ E[YjYk]
for any j, k = 1, ..., n. Then for all positive numbers pj and any convex function F : R→ R
with at most polynomial growth, it holds
E
[
F
( n∑
j=1
pje
Xj− 12E[X2j ]
)]
≤ E
[
F
( n∑
j=1
pje
Yj− 12E[Y 2j ]
)]
Proof. See for example [53, Corollary A.2]. 
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Next we state the existence of negative moments for XN . Note that taking aℓ = 0 for
any ℓ and repeating the arguments of the proof of Proposition 1.8, we have that
: eβXg(x) :
def
= lim
N→∞
eβPNXg−
β2
2
σN
is well-defined, where the convergence holds in Lp(Ω;B
−α(p)
p,p (M)) for any p ≥ 1, with α(p)
as in (1.34) (with aℓ = 0).
Lemma 3.6. Let 0 < β2 < 2, and let XN be defined as in (3.14). Then for any a > 0,
there exists C > 0 such that for any y0 ∈ M, any 0 < r≪ ι(M) and any N ∈ N, it holds
E
[
XN
(
B(y0, r)
)−a] ≤ C.
Moreover, we have the convergence
E
[
XN
(
B(y0, r)
)−a] −→ E[X (B(y0, r))−a]
as N →∞, where
X (B(y0, r)) def= ˆ
B(y0,r)
: eβXg(x) : dVg(x).
Proof. First, note that for any B ⊂ M, X (B) as in Lemma 3.6 is a well-defined random
variable. Indeed, thanks to the positivity of eβPNXg(x)−
β2
2
σN (x) it holds 0 < XN (B) ≤
XN (M) and this last term is in L2(µg), uniformly in N ∈ N. This follows by taking aℓ = 0
for any ℓ, so that we have
E
[
XN (M)2
]
=
ˆ
M
ˆ
M
e2πβ
2(PN⊗PN )Gg(x,y)dVg(x)dVg(y)
.
ˆ
M
ˆ
M
dg(x, y)
−β2dVg(x)dVg(y) <∞
uniformly in N ∈ N since 0 < β2 < 2.
As for the convergence of XN (B), we have
E
∣∣XN1(B)− XN2(B)∣∣2 = ˆ
B
ˆ
B
[
e2πβ
2(PN1⊗PN1 )Gg(x,y) − 2e2πβ2(PN1⊗PN2 )Gg(x,y)
+ e2πβ
2(PN2⊗PN2 )Gg(x,y)
]
dVg(x)dVg(y)
which converges to 0 as N1, N2 → ∞ by similar (simpler) computations as for Lemma 3.3
(iii).
To prove Lemma 3.6, we then follow the argument in [42, Proposition 4]. It is of a general
nature: provided that one has an inequality in law of the type
XN (B) ≥
K2∑
k=1
ωkXN,k(B)
for some independent copies XN,k(B) of XN (B) and some independent random variables ωk
admitting negative moments, then this argument implies that XN (B) has in turn negative
moments. Here, as in [53], we will rely on Kahane’s inequality in Lemma 3.5 and the main
computations from the proof of Proposition 4(a) in [42] will then apply.
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Let us then take geodesic normal coordinates κ centred at y0 ∈ M, and 0 < r ≪ ι(M).
We define C ⊂ R2 to be the cube of side-length r centred around 0; in particular we
have C ⊂ B(0, r) = κ−1
(
B(y0, r)
)
⊂ 2C. Let us take an integer K ∈ N and denote by
Ck, k = 1, ...,K2 the partition of C in cubes Ck of side-length K−1r centred around some
zk ∈ C. We also define the smaller cubes C′k centred around zk with side-length (4K)−1r.
Since eβPNXg−
β2
2
σN is positive, and since Vg is equivalent to the Lebesgue measure in κ, we
have
XN
(
B(y0, r)
) ≥ XN(κ−1(C)) ≥ C ˆ
C
eκ⋆
[
βPNXg−β
2
2
σN
]
(z)dz
=
K2∑
k=1
ˆ
Ck
eκ⋆
[
βPNXg−β
2
2
σN
]
(z)+cdz ≥
K2∑
k=1
ˆ
C′k
eκ⋆
[
βPNXg−β
2
2
σN
]
(z)+cdz
=
K2∑
k=1
(8K)−2
ˆ
2C
eκ⋆
[
βPNXg−β
2
2
σN
]
(zk+(8K)
−1z)+cdz. (3.15)
Next, we discretize the integral on 2C in order to use Lemma 3.5. Thus for any J ∈ N
we subdivide again 2C = ⊔J2j=1Cj into cubes of side-length J−1r centred at some z˜j ∈ 2C.
Since for any fixed N ∈ N, κ⋆
[
βPNXg− β
2
2 σN
]
has almost surely continuous paths, for any
k = 1, ...,K2 the following convergence holds almost surely:
ˆ
2C
eκ⋆
[
βPNXg−β
2
2
σN
]
(zk+(8K)
−1z)+cdz = lim
J→∞
J2∑
j=1
J−2eκ⋆
[
βPNXg−β
2
2
σN
]
(zk+(8K)
−1z˜j)+c.
(3.16)
Now from the same computation as in Lemma 3.1 it holds for any k1, k2 = 1, ...,K
2 and
j1, j2 = 1, ..., J
2:
E
[(
κ⋆PNXg(zk1 + (8K)
−1z˜j1) + c
)(
κ⋆PNXg(zk2 + (8K)
−1z˜j2) + c
)]
= 2π(PN ⊗PN )Gg
(
κ
(
zk1 + (8K)
−1z˜j1
)
, κ
(
zk2 + (8K)
−1z˜j2
))
+ c.
From the two-sided bound of Corollary 2.12, we can bound this term with
− log (∣∣(zk1 − zk2) + (8K)−1(z˜j1 − z˜j2)∣∣+N−1)+ CK
for some constant CK > 0 independent of J and N .
In the case k1 = k2, we have then (using Corollary 2.12 again)
E
[
κ⋆PNXg(zk1 + (8K)
−1z˜j1)κ⋆PNXg(zk1 + (8K)
−1z˜j2)
]
≤ − log (∣∣z˜j1 − z˜j2∣∣+ 8KN−1)+ logK + CK
≤ − log (∣∣z˜j1 − z˜j2∣∣+N−1)+ CK
≤ E[κ⋆PNXg,k1(z˜j1)κ⋆PNXg,k1(z˜j2)]+ CK
where Xg,k, k = 1, ...,K
2 are independent copies of Xg, and CK > 0 is some constant
independent of N,J ∈ N.
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On the other hand, in the case k1 6= k2, we have by choice of zk and z˜j that |zk1 − zk2 | ≥
K−1r and |z˜j1 − z˜j2 | ≤ 2
√
2r, which in turn implies
− log (∣∣(zk1 − zk2) + (8K)−1(z˜j1 − z˜j2)∣∣+N−1)
≤ − log (∣∣|zk1 − zk2 | − (8K)−1|z˜j1 − z˜j2 |∣∣+N−1)
≤ − log (cK−1 +N−1) ≤ logK + C.
Hence we arrive at
E
[(
κ⋆PNXg(zk1 + (8K)
−1z˜j1) + c
)(
κ⋆PNXg(zk2 + (8K)
−1z˜j2) + c
)]
≤ E[κ⋆PNXg,k1(z˜j1)κ⋆PNXg,k2(z˜j2)]+ CK (3.17)
for some constant CK > 0 independent of N,J ∈ N. If we then take some independent
hk ∼ N (0, CK) (and independent of Xg and (Xg,k)k=1,...,K2), we can then use (3.15)-(3.16)-
(3.17) with Kahane’s inequality in Lemma 3.5 to get for any decreasing and convex function
F : R+ → R,
E
[
F
(
XN
(
B(y0, r)
))] ≤ E[F( K2∑
k=1
(8K)−2
ˆ
C
eκ⋆
[
βPNXg−β
2
2
σN
]
(zk+(8K)
−1z)+cdz
)]
= lim
J→∞
E
[
F
( K2∑
k=1
J2∑
j=1
(8KJ)−2eκ⋆
[
βPNXg−β
2
2
σN
]
(zk+(8K)
−1z˜j)+c
)]
≤ lim
J→∞
E
[
F
( K2∑
k=1
J2∑
j=1
(8KJ)−2eκ⋆
[
βPNXg,k−β
2
2
σN
]
(z˜j)+βhk−β
2
2
CK
)]
= E
[
F
( K2∑
k=1
(8K)−2
ˆ
2C
eκ⋆
[
βPNXg,k−β
2
2
σN
]
+βhk−β
2
2
CKdz
)]
≤ E
[
F
(
c
K2∑
k=1
(8K)−2
ˆ
B(y0,r)
eβPNXg,k−
β2
2
σN+βhk−β
2
2
CKdVg
)]
.
(3.18)
We can now prove the existence of negative moments for XN
(
B(y0, r)
)
, uniformly in
N ∈ N. First, we will prove that E
[
XN
(
B(y0, r)
)−ε]
< ∞ uniformly in N ∈ N for some
0 < ε≪ 1. To do so, let us introduce the moment-generating function
ϕ(t)
def
= E
[
e−tXN
(
B(y0,r)
)]
, t ≥ 0.
Note that by Fubini’s theoremˆ ∞
0
tε−1ϕ(t)dt = Γ(ε)E
[
XN
(
B(y0, r)
)−ε]
,
where Γ is the Gamma function. Since XN
(
B(y0, r)
)
is almost surely positive, we always
have ϕ(t) ≤ 1 and that ϕ is decreasing with ϕ(t) → 0 as t → +∞. Hence it is enough to
prove that ϕ(t) ≤ ct−ε′ for some c > 0, ε′ > ε and t ≥ t0 large enough.
From (3.18) with the decreasing convex function x 7→ e−tx for any t > 0 and the inde-
pendence of hk and Xk with Jensen’s inequality, the inequality of arithmetic and geometric
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means, and Jensen’s inequality again, we then have
ϕ(t) ≤
K2∏
k=1
E
[
exp
(
− ct(8K)−2eβhk−β
2
2
CK
ˆ
B(y0,r)
eβPNXg,k−
β2
2
σNdVg
)]
≤
K2∑
k=1
K−2
(
E
{
E
[
exp
(
− ct(8K)−2eβhk−β
2
2
CK
ˆ
B(y0,r)
eβPNXg,k−
β2
2
σNdVg
)∣∣∣hk]})K2
≤
K2∑
k=1
K−2E
[
ϕ(ct(8K)−2eβhk−
β2
2
CK )K
2
]
= E
[
ϕ
(
ct(8K)−2eβh1−
β2
2
CK
)K2]
. (3.19)
In particular, using that ϕ(t) ≤ 1 for any t > 0, we deduce from (3.19) that
ϕ(t2) ≤ E
[
1
({ct(8K)−2eβh1−β22 CK < 1})ϕ(ct2(8K)−2eβh1−β22 CK )K2]
+ E
[
1(ct(8K)−2eβh1−
β2
2
CK ≥ 1)ϕ(ct2(8K)−2eβh1−β
2
2
CK )K
2
]
< P
(
eβh1−
β2
2
CK <
(8K)2
ct
)
+ ϕ(t)K
2
.
Using then Chebychev’s inequality, we can bound for any p ≥ 1
P
(
eβh1−
β2
2
CK <
(8K)2
ct
)
≤ (8K)
4p
(ct)2p
E
[
e−2p(βh1−
β2
2
CK)
]
=
(8K)4p
(ct)2p
e
β2
2
CK2p(2p+1)
≤ C(K, p)t−2p.
All in all, provided that K ≥ 2 we arrive at
ϕ(t2) < q(t)
[
t−p + ϕ(t)2
]
where q(t) = C(K, p)(t−p + ϕ(t)K
2−2) → 0 as t → +∞. This is precisely the estimate at
the bottom of p. 687 in [42], and from there the same computations apply and give
ϕ(t) ≤ ct−ε′
for some 0 < ε′ ≪ 1 and all t ≥ t0 large enough. This shows that
sup
N∈N
E
[XN (B(y0, r))−ε] <∞ (3.20)
for some 0 < ε < ε′ ≪ 1. For some arbitrary a > 0, we then use (3.18) again with the
decreasing convex function x 7→ x−a and Young’s inequality with the independence of hk
and Xg,k to get
E
[XN (B(y0, r))−a] ≤ E[( K2∑
k=1
(8K)−2eβhk−
β2
2
CK
ˆ
B(y0,r)
eβPNXg,k−
β2
2
σNdVg
)−a]
.
K2∏
k=1
E
[(
eβhk−
β2
2
CK
)−aK−2] K2∏
k=1
E
[( ˆ
B(y0,r)
eβPNXg,k−
β2
2
σN dVg
)−aK−2]
.
(
E
[
XN (B(y0, r))−aK−2
])K2
.
We can then iterate the inequality above n times so that aK−2n < ε and conclude from
(3.20). This shows that all the negative moments are bounded uniformly in N ∈ N.
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The convergence of the negative moments then follows from their boundedness and the
convergence of XN (B(y0, r)) in L2(µg): indeed using the mean value theorem and Cauchy-
Schwarz inequality, we have∣∣∣E[XN1(B(y0, r))−a]− E[XN2(B(y0, r))−a]∣∣∣
. E
[∣∣XN1(B(y0, r))− XN2(B(y0, r))∣∣(XN1(B(y0, r))−a−1 + XN2(B(y0, r))−a−1]
. E
∣∣∣XN1(B(y0, r))− XN2(B(y0, r))∣∣∣2(E[XN1(B(y0, r))−2a−2]+ E[XN2(B(y0, r))−2a−2])
. E
∣∣∣XN1(B(y0, r))− XN2(B(y0, r))∣∣∣2 −→ 0
as N1, N2 →∞. This proves Lemma 3.6. 
We also show the following estimates on the random variables YN (B) defined in (3.12)
above.
Lemma 3.7. Suppose that the assumption (1.14) and (1.16) hold. Then for any a > 0 it
holds
lim
N→∞
E
[
YN (M)−a
]
= E
[
Y(M)−a
]
<∞,
where
Y(M) def=
ˆ
M
Θ(0, x)dVg(x)
is independent of the choice of ψ ∈ S(R) with ψ(0) = 1 used to define PN = ψ(−N−2∆g).
Proof. This is similar to [15, Lemma 3.3]. Indeed, since the density is almost surely positive,
we have that for any subset B ⊂M, YN (M)−a ≤ YN (B)−a. In particular if we take B to
be any ball such that xℓ /∈ B for any ℓ = 1, ..., L, we have that HN in (3.13) is bounded
from below on B by some positive constant (depending on B), so we can estimate
YN (B)−a .B XN (B)−a.
The finiteness of the negative moments of the Gaussian multiplicative chaos given by Lemma
3.6 then ensures that E
[
YN (B)−a
]
is uniformly bounded.
Finally, the convergence of E
[
YN (M)−a
]
follows from the previous step along with the
mean value theorem, Cauchy-Schwarz inequality, and the convergence in L2(Ω) of YN (M)
as in the proof of Lemma 3.6. The independence on the choice of multiplier follows similarly.
This proves Lemma 3.7. 
With Lemma 3.7 at hand, we can finally give the proof of our first main result.
Proof of Theorem 1.1. The proof of Theorem 1.1 is a straightforward adaptation of the
proofs of [17, Theorem 4.3] and [15, Theorem 3.2]. In order to compare with our approach
in Proposition 1.8, we detail the argument nonetheless.
Case 1: if g = g0. We begin by treating the case where the metric has constant
curvature. Recall from (1.11) that dρN,g0(X0,X) = RN (X0 +X)dµ0(X0)dX where, as in
60 T. OH, T. ROBERT, N. TZVETKOV AND Y. WANG
(1.12), the density RN is given by
RN (X0 +X)
= Ξ exp
{ L∑
ℓ=1
(
aℓPN
(
X0 +X
)
(xℓ)− a
2
ℓ
2
(
logN + 2πCP
))
− Q
4π
ˆ
M
R0(X0 +X)dV0 − ν
ˆ
M
e−πβ
2CPN−
β2
2 eβPN (X0+X)dV0
}
= Ξexp
{ L∑
ℓ=1
(
aℓPNX0(xℓ) + aℓX − a
2
ℓ
2
(
σN (xℓ)− 2πG˜0(xℓ, xℓ) + o(1)
))
− χ(M)QX − ν
ˆ
M
e−πβ
2CPN−
β2
2 eβPN (X0+X)dV0
}
.
with σN as in (1.26) and where o(1) is deterministic and uniform on M. This follows by
using Lemma 2.10 as well as Gauss-Bonnet theorem (2.23) with the fact that X0 has mean
zero.
We first show the convergence of the partition function ZN (g0) in (1.11). Let us define
GN,0 def=
ˆ
Hs0(M,g0)
( L∏
ℓ=1
eaℓPNX0(xℓ)−
a2ℓ
2
(
σN (xℓ)−2πG˜0(xℓ,xℓ)+o(1)
))
dµ0(X0)
=
( L∏
ℓ=1
e2π
a2
ℓ
2
G˜0(xℓ,xℓ)+o(1)
)
e2π
∑
ℓ<k aℓakG0(xℓ,xk)+o(1) > 0.
Note that for any N ∈ N, the shift 2π∑Lℓ=1 aℓ(PN ⊗ Id)G0(xℓ, x) is smooth and with mean
zero, and so in particular it belongs to the Cameron-Martin space H10 (M, g0) of µ0. Thus
by using Cameron-Martin theorem (see e.g. [14, Proposition 2.26]), the Gaussian process
X˜0 = X0 − 2π
L∑
ℓ=1
aℓ(PN ⊗ Id)G0(xℓ, x) (3.21)
has the same law as X0 under the new probability measure
e−2π
∑
ℓ<k aℓak(PN⊗PN )G0(xℓ,xk) exp
( L∑
ℓ=1
aℓPNX0(xℓ)− a
2
ℓ
2
σN (xℓ)
)
dµ0.
Indeed, in view of (1.8), we can compute11〈
X0, 2π
L∑
ℓ=1
aℓ(PN ⊗ Id)G0(xℓ, x)
〉
H10
− 1
2
∥∥2π L∑
ℓ=1
aℓ(PN ⊗ Id)G0(xℓ, x)
∥∥2
H10
= 2π
L∑
ℓ=1
aℓ
∑
n≥1
λ2n
2π
√
λnhn(ω)
λn
e−N
−2λ2n ϕn(xℓ)
λ2n
11Note that, in view of the white noise expansion (1.8) of the GFF, we indeed use
{
ϕn√
2πλn
}
n≥1 as an
orthonormal basis of the Cameron-Martin space. This explains the coefficient 1
2π
in the H10 (M, g0) inner
product.
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− (2π)
2
2
L∑
ℓ,k=1
aℓak
∑
n≥1
λ2n
2π
e−2N
−2λ2n ϕn(xℓ)
λ2n
ϕn(xk)
λ2n
=
L∑
ℓ=1
aℓPNX0(xℓ)− 2π
L∑
ℓ,k=1
aℓak
2
(PN ⊗PN )G0(xℓ, xk).
In particular for any continuous and bounded F : Hs0 → R the Cameron-Martin theorem
implies12
ˆ
Hs0 (M,g0)
F (X0)e
∑L
ℓ=1 aℓPNX0(xℓ)−2π
∑L
ℓ,k=1
aℓak
2
(PN⊗PN )G0(xℓ,xk)dµ0(X0)
=
ˆ
Hs0 (M,g0)
F
(
X0 + 2π
L∑
ℓ=1
aℓ(PN ⊗ Id)G0(xℓ, x)
)
dµ0(X0).
Therefore the partition function of ρN,g0 can be expressed as
ZN (g0) =
ˆ
Hs0 (M,g0)
ˆ
R
RN (X0 +X)dµ0(X0)dX
= GN,0Ξ
ˆ
Hs0 (M,g0)
ˆ
R
exp
{[ L∑
ℓ=1
aℓ − χ(M)Q
]
X − νeβXYN (M)
}
dµ0(X0)dX
with YN (M) as in (3.12). With the change of variable
X 7→ τ def= νeβXYN (M),
we continue with
ZN (g0) = GN,0Ξβ−1νβ
−1
[
χ(M)Q)−a
][ ˆ +∞
0
τβ
−1
[
a−χ(M)Q
]
−1e−τdτ
]
×
[ˆ
Hs0(M,g0)
YN (M)β
−1
[
χ(M)Q−a
]
dµ0
]
, (3.22)
where we set a =
∑L
ℓ=1 aℓ.
The integral in τ in (3.22) is Γ
(
β−1[a − χ(M)Q]) which is finite under the assumption
that the first Seiberg bound (1.15) holds, and the integral with respect to µ0 converges by
Lemma 3.7. Since the xℓ’s are all different, the constant GN,0 also converges to the constant
G0 def=
( L∏
ℓ=1
e2π
a2ℓ
2
G˜0(xℓ,xℓ)
)
e2π
∑
ℓ<k aℓakG0(xℓ,xk) <∞,
which shows that the whole partition function ZN (g0) converges to a non trivial real num-
ber.
12see also (A.2) below.
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Moreover, for any F ∈ Cb(Hs0(M) ⊕ R), we can use the same argument as in the proof
of [15, Theorem 3.2]: we have
ˆ
Hs0(M,g0)
ˆ
R
F (X0 +X)RN (X0,X)dµ0(X0)dX
= GN,0Ξβ−1νβ
−1
[
χ(M)Q−a
] ˆ +∞
0
τβ
−1
[
a−χ(M)Q
]
−1e−τ
×
ˆ
Hs0(M,g0)
F
(
X0 + β
−1 ln
τ
YN (M) + 2π
L∑
ℓ=1
aℓ(PN ⊗PN )G0(xℓ, x)
)
× YN (M)β
−1
[
χ(M)Q−a
]
dµ0(X0)dτ.
Then we note that (PN ⊗ PN )G0(xℓ, ·) converges to G0(xℓ, ·) in Hs0(M) and that 0 <
YN (M) <∞ almost surely and YN (M)→ Y(M) in probability from the proof of Lemma
3.7. Since the term with F is then almost surely uniformly bounded and the integral too
in view of the previous step, we can use dominated convergence to conclude that the last
term above converges.
Case 2: general metric. In the case of a general metric g = ef0g0 as in (2.22), we
proceed as in [15, Subsection 3.5]: we first make the change of variable X
′
= X + 〈Xg〉0
and then use Lemma 2.14 to get
ˆ
Hs0 (M,g)
ˆ
R
F
(
Xg +X
)
RN (Xg,X)dµg(Xg)dX
= Ξ(g)
ˆ
Hs0 (M,g)
ˆ
R
F
(
Xg − 〈Xg〉0 +X) exp
{
− Q
4π
ˆ
M
Rg
(
Xg − 〈Xg〉0 +X
)
dVg
+
L∑
ℓ=1
(
aℓPN,g
(
Xg − 〈Xg〉0 +X
)
(xℓ)− a
2
ℓ
2
(
logN + 2πCP)
)
− ν
ˆ
M
e−πβ
2CPN−
β2
2 eβPN,g
(
Xg−〈Xg〉0+X
)
dVg
}
dµg(Xg)dX
= Ξ(g)
ˆ
Hs0 (M,g)
ˆ
R
F
(
X0 +X) exp
{
− Q
4π
ˆ
M
Rg
(
X0 +X
)
dVg
×+
L∑
ℓ=1
(
aℓPN,g
(
X0 +X
)
(xℓ)− a
2
ℓ
2
(
logN + 2πCP
))
− ν
ˆ
M
e−πβ
2CPN−
β2
2 eβPN,g
(
X0+X
)
dVg
}
dµ0(X0)dX
where we write PN,g = e
N−2∆g to emphasize the dependence in the metric.
Then by Lemmas 2.10 and 2.15 we have
ˆ
Hs0(M,g)
ˆ
R
F
(
Xg +X
)
RN (Xg,X)dµg(Xg)dX
= Ξ(g)
ˆ
Hs0(M,g)
ˆ
R
F
(
X0 +X) exp
{
− Q
4π
ˆ
M
RgX0dVg
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+
[
a− χ(M)Q]X + L∑
ℓ=1
[
aℓPN,gX0(xℓ)
− a
2
ℓ
2
(
2π(PN,g ⊗PN,g)G0(xℓ, xℓ)− 1
2
f0(xℓ)− 2πG˜0(xℓ, xℓ) + o(1)
)]
− νeβX
ˆ
M
e−πβ
2CPN−
β2
2 eβPN,gX0+f0dV0
}
dµ0(X0)dX
where we used again that X is constant and Gauss-Bonnet’s formula (2.23).
To deal with the curvature term
´ RgX0dVg, we apply again Cameron-Martin’s theorem
so that
X0(x) +
Q
2
ˆ
M
Rg(y)G0(x, y)dVg(y)
is still a mass-less GFF under
exp
{
− Q
4π
ˆ
M
RgX0dVg − 1
2
ˆ ∣∣∣− Q
4π
ˆ
M
RgX0dVg
∣∣∣2dµ0(X0)}dµ0.
In view of (2.22), the shift in X0 can be computed as
Q
2
ˆ
M
Rg(y)G0(x, y)dVg(y) = Q
2
ˆ
M
G0(x, y)
(R0 −∆0f0(y))dV0(y)
=
Q
2
(
f0(x)− 〈f0〉0
)
by using that R0 is constant, that G0(x, ·) has mean zero, and (2.16). Similarly, we also
haveˆ
Hs0(M,g)
∣∣∣ˆ
M
RgX0dVg
∣∣∣2dµ0(X0) = 2π ˆ
M
ˆ
M
Rg(x)Rg(y)G0(x, y)dVg(x)dVg(y)
= 2π
ˆ
M
(R0 −∆0f0(x))(f0(x)− 〈f0〉0)dV0(x)
= 2π
ˆ
M
∣∣∇0f0∣∣2dV0.
With the change of variable X 7→ X + Q2 〈f0〉0, this yieldsˆ
Hs0(M,g)
ˆ
R
F
(
Xg +X
)
RN (Xg,X)dµg(Xg)dX
= Ξ(g)
ˆ
Hs0(M,g)
ˆ
R
F
(
X0 − Q
2
f0 +X
)
e
Q2
16π
´
M |∇0f0|2dV0+Q
2
2
χ(M)〈f0〉0−
∑L
ℓ=0
(
Qaℓ
2
− a
2
ℓ
4
)
f0(xℓ)+o(1)
× exp
{ L∑
ℓ=1
[
aℓPN,0X0(xℓ)−
a2ℓ
2
(
2π(PN,g ⊗PN,g)G0(xℓ, xℓ)− 2πG˜0(xℓ, xℓ) + o(1)
)]
+
[
a− χ(M)Q]X − νeβX ˆ
M
e−πβ
2CPN−
β2
2 eβPN,gX0+(1−β
Q
2
)f0+o(1)dV0
}
dµ0(X0)dX.
Proceeding then as in the previous case and replacing X0 by the shifted field
X˜0 = X0 − 2π
L∑
ℓ=1
aℓ(PN,g ⊗ Id)G0(xℓ, x)
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which, by virtue of the Cameron-Martin theorem, has the same law as X0 under the new
measure
e−2π
∑
ℓ<k aℓak(PNg⊗PN,g)G0(xℓ,xk) exp
( L∑
ℓ=1
aℓPN,gX0(xℓ)− a
2
ℓ
2
2π(PN,g ⊗PN,g)G0(xℓ, xℓ)
)
dµ0,
we getˆ
Hs0(M,g)
ˆ
R
F
(
Xg +X
)
RN (Xg,X)dµg(Xg)dX
= Ξ(g)GN,0(1 + o(1))
ˆ
Hs0(M,g)
ˆ
R
F
(
X0 − Q
2
f0 +X + 2π
L∑
ℓ=1
aℓ(PN,g ⊗PN,g)G0(xℓ, x)
)
× e Q
2
16π
´
M |∇0f0|2dV0+Q
2
2
χ(M)〈f0〉0−
∑L
ℓ=0
(
Qaℓ
2
− a
2
ℓ
4
)
f0(xℓ)+o(1) exp
{[
a− χ(M)Q]X
− νeβX
ˆ
M
e−πβ
2CPN−
β2
2 eβPN,gX0+2π
∑L
ℓ=1 aℓ(PN,g⊗PN,g)G0(xℓ,x)
× e(1−βQ2 )f0+o(1)dV0
}
dµ0(X0)dX,
with again o(1) being deterministic.
Using the fact that the estimate of Lemma 3.3 (iii) also holds for
ΘN,g,0
def
= e−πβ
2CPN−
β2
2 eβPN,g 0+2π
∑L
ℓ=1 aℓ(PN,g⊗PN,g)G0(xℓ,x)
and using also Lemma 2.15, we find that
ΘN,g,0 −→ e
β2
4
f0Θ
as N →∞ in the same topology as in Proposition 1.8. With the identity β24 + 1− βQ2 = 0
(by definition of Q), and the same argument as in the proof of Lemma 3.7, we deduce thatˆ
M
ΘN,g,0(0)e
(1−β Q
2
)f0+o(1)dV0 −→ Y(M)
as N →∞ in L2(µ0). This shows thatˆ
Hs0(M,g)
ˆ
R
F
(
Xg +X
)
RN (Xg,X)dµg(Xg)dX
converges to
Ξ(g)e
Q2
16π
´
M |∇0f0|2dV0+Q
2
2
χ(M)〈f0〉0−
∑L
ℓ=0
(
Qaℓ
2
− a
2
ℓ
4
)
f0(xℓ)
× Ξ(g0)−1
ˆ
Hs0 (M,g0)
ˆ
R
F
(
X0 +X − Q
2
f0
)
dρ{aℓ,xℓ},g0(X0,X).
Finally, the identity
Q2
2
χ(M)〈f0〉0 = Q
2
16π
ˆ
M
R0f0dV0
given by Gauss-Bonnet (2.23), as well as the use of (2.24) to simplify Ξ(g)Ξ(g0)
−1 shows
(1.17) and concludes the proof of Theorem 1.1. 
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4. Proof of Theorem 1.4
We know turn to the construction of the dynamics preserving the correlations (1.3).
4.1. Construction of the dynamics. Recall that we look for a solution of (1.25) under
the form (1.30) with z as in (1.31) and where vN solves (1.32). In particular, note that
z ∈ C(R+;C∞(M)), P-almost surely (and for any X ∈ R). In this subsection, we thus
focus on the equation:{
∂tvN − 14π∆gvN + 12νβPN
[
eβPN zeβPNvNΘN
]
= 0
v|t=0 = 0,
(4.1)
where z is a given deterministic function in C(R+;C
∞(M)), ΘN is a given deterministic
positive space-time distribution which converges to Θ in L2([0, T ];H−1+ε(M)) for any
T > 0 and 0 < ε≪ 1, PN is as in (1.13), and ν > 0. In this case, recall from [48] that the
“sign-definite structure” allows us to rewrite the equation (4.1) as{
∂tvN − 14π∆gvN + 12νβPN
[
eβPN zN (βPNvN )ΘN
]
= 0
v|t=0 = 0,
(4.2)
where N is a suitable smooth, bounded and Lipschitz nonlinearity. Indeed, this follows by
writing (4.1) in the Duhamel formulation
vN (t, x) = −1
2
νβ
ˆ t
0
ˆ
M
Pg(t− t′, x, y)PN
[
eβPN zeβPN vNΘN
]
(t′, y)dVg(y)dt′, (4.3)
and by using that the heat kernel Pg is positive, which also implies that PN (1.13) is
positivity preserving, and that ΘN is a positive distribution with ν > 0, from which we
infer on (4.3) that βvN ≤ 0. In particular if N ∈ S(R) satisfies N (x) ≡ ex for x ≤ 0 we see
that (4.3) is then equivalent to (4.4). We also consider the limit equation{
∂tv − 14π∆gv + 12νβ
[
eβzN (βv)Θ
]
= 0
vN |t=0 = 0
(4.4)
which is again equivalent to (1.35) due to the positivity of Θ and ν.
Proposition 4.1. Let T > 0, 0 < ε ≪ 1, z ∈ C([0, T ];C2(M)) and Θ ∈
L2([0, T ];H−1+ε(M)) be a positive distribution. Suppose that a sequence {ΘN}N∈N of
smooth non-negative functions converges to Θ in L2([0, T ];H−1+ε(M)). Then, for 0 <
δ ≪ ε, the Cauchy problem (4.2) is well-posed in XδT for all N ∈ N, and the corresponding
solution vN converges to a limit v in X
δ
T . Furthermore, the limit v is the unique solution
to (4.4) in the energy class X0T .
Here the spaces XsT are defined for any s ∈ R by
XsT
def
= C([0, T ];Hs(M)) ∩ L2([0, T ];H1+s(M)). (4.5)
Using Proposition 1.8, we se that the condition Θ ∈ L2([0, T ];H−1+ε(M)) for some
(small) ε > 0 gives the condition (1.27) in Theorem 1.4, and the convergence of ΘN to Θ in
L2
(
µg ⊗ P;L2([0, T ];H−1+ε(M))
)
implies the convergence in measure of vN to v in (1.30).
Thus Theorem 1.4 (i) will be established once we prove Proposition 4.1.
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Proof of Proposition 4.1. Let us define the nonlinear operator
ΦN = ΦPNz,ΘN
def
= vN 7→ −1
2
νβ
ˆ t
0
e
t−t′
2
∆gPN
[
eβPNzN (βPNv)ΘN
]
(t′)dt′
and similarly for Φ = Φz,Θ. In the following we fix T > 0, z ∈ C([0, T ];C∞(M)) and smooth
positive functions ΘN satisfying ΘN → Θ in L2([0, T ];H−1+ε(M)) for some 0 < ε≪ 1 and
some positive distribution Θ ∈ L2([0, T ];H−1+ε(M)). We mainly follow the argument in
[48, Section 5].
Step 1: global well-posedness of (4.2). For 0 < τ ≤ T , we estimate for any N ∈ N
and any vN ∈ C([0, τ ]×M):
∥∥ΦN (vN )∥∥Cτ,x .
∥∥∥∥ˆ t
0
(t− t′)− 12
∥∥∥PN [eβPN zN (βPNvN )ΘN](t′)∥∥∥
L2
dt′
∥∥∥∥
L∞τ
. τ
1
2
−
∥∥∥eβPNzN (βPNvN )ΘN∥∥∥
L∞τ L2
. τ
1
2
−e
C‖z‖L∞
T,x‖ΘN‖L∞T L2 (4.6)
where we used Schauder’s estimate (2.12) and Young’s inequality with the boundedness of
N and the uniform boundedness of PN : Lp(M) → Lp(M) for any p. Note that for fixed
N ∈ N, ΘN is smooth, so that the right-hand side of (4.6) is indeed finite.
We can also estimate similarly for vN , wN ∈ C([0, τ ] ×M)
‖ΦN (vN )− ΦN (wN )‖Cτ,x
.
∥∥∥∥ˆ t
0
(t− t′)− 12
∥∥∥PN[eβPN z[N (βPNvN )−N (βPNwN )]ΘN)(t′)∥∥∥
L2
dt′
∥∥∥∥
L∞τ
. τ
1
2
−e
C‖z‖L∞
T,x
∥∥N (βPNvN )−N (βPNwN )∥∥L∞τ,x‖ΘN‖L∞T L2
. τ
1
2
−e
C‖z‖L∞
T,x‖vN − wN‖L∞τ,x‖ΘN‖L∞T L2 (4.7)
where in the last step we used the mean value theorem and wrote
N (βPNvN )−N (βPNwN ) = βPN (vN − wN )
ˆ 1
0
N ′(θβPNvN + (1− θ)βPNwN)dθ
(4.8)
with N ′ bounded. From the estimates (4.6) and (4.7) we deduce that for τN =
τN
(‖z‖L∞T,x , ‖ΘN‖L∞T L2) > 0, ΦN is a contraction on a ball of C([0, τN ] ×M) and thus
admits a unique fixed point vN in this ball, which is the unique solution of (4.2) on [0, τ
∗
N )
where 0 < τ∗N ≤ T is the maximal time of existence of vN . Moreover the estimate (4.6)
shows that ‖vN‖Cτ,x stays bounded as τ ր τ⋆N , so that we can iterate the fixed-point
argument to obtain τ⋆N = T .
Step 2: convergence of vN . Let 0 < δ ≪ ε. Then, proceeding as above and using the
Schauder estimate (Lemma 2.6), Lemma 2.17, and Young’s inequality with the boundedness
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of N , we have
‖vN‖CTH2δ .
∥∥∥∥ ˆ t
0
(t− t′)− 1+2δ−ε2 ∥∥PN(eβPNzN (βPNvN )ΘN)(t′)∥∥H−1+εdt′∥∥∥∥
L∞
T
.
∥∥eβPNzN (βPNvN )∥∥L∞T,x
∥∥∥∥ ˆ t
0
(t− t′)− 2+2δ−ε2 ‖ΘN (t′)‖H−1+εdt′
∥∥∥∥
L∞T
. e
C‖z‖L∞
T,x‖ΘN‖L2TH−1+ε ,
(4.9)
uniformly in N ∈ N. We can bound similarly
‖vN‖L2
T
H1+2δ .
∥∥∥∥ ˆ t
0
(t− t′)− 2+2δ−ε2 ∥∥PN(eβPNzN (βPNvN )ΘN)(t′)∥∥H−1+εdt′∥∥∥∥
L2T
.
∥∥eβPNzN (βPNvN )∥∥L∞T,x
∥∥∥∥ˆ t
0
(t− t′)− 2+2δ−ε2 ‖ΘN (t′)‖H−1+εdt′
∥∥∥∥
L2T
. e
C‖z‖L∞
T,x‖ΘN‖L2TH−1+ε ,
(4.10)
and
‖∂tvN‖L2TH−1+2δ =
∥∥∥12∆gvN − 12νβPN[eβPN zN (βPNvN )ΘN]∥∥∥
L2TH
−1+2δ
. ‖vN‖L2TH1+2δ +
∥∥eβPN zN (βPNvN )ΘN∥∥L2TH−1+ε
. e
C‖z‖L∞
T,x
∥∥ΘN∥∥L2TH−1+ε ,
(4.11)
uniformly in N ∈ N.
For any s ∈ R, we define X˜sT by
X˜sT =
{
v ∈ XsT : ∂tv ∈ L2([0, T ];H−1+s(M))
}
.
Then we deduce from (4.9), (4.10), and (4.11) along with the convergence of ΘN to Θ in
L2([0, T ];H−1+ε(M)), that {vN}N∈N is bounded in X˜2δT . Moreover, it follows from Rellich’s
lemma and the Aubin-Lions lemma (see e.g. [58, Corollary 4 on p. 85]) that the embedding
of X˜2δT ⊂ XδT is compact. Hence, there exists a subsequence {vNk}k∈N converging to some
limit v in XδT .
Next, we show that the limit v satisfies (4.4). Since vN satisfies (4.2), it is enough to
prove the convergence of ΦNk(vNk) to Φ(v) in D′([0, T ] ×M). We thus estimate
‖ΦNk(vNk)− Φ(v)‖L1TB−1+ε1,1
.
∥∥∥∥ ˆ t
0
e
t−t′
2
∆g
[
PNk − Id
][
eβPNk zN (βPNkvNk)ΘNk
]
(t′)dt′
∥∥∥∥
L1TH
−1+ε
+
∥∥∥∥ ˆ t
0
e
t−t′
2
∆g
[(
eβPNk z − eβz)N (βPNkvNk)ΘNk](t′)dt′∥∥∥∥
L1TH
−1+ε
+
∥∥∥∥ ˆ t
0
e
t−t′
2
∆g
[
eβzN (βPNkvNk)(ΘNk −Θ)
]
(t′)dt′
∥∥∥∥
L1TB
−1+ε
1,1
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+
∥∥∥∥ ˆ t
0
e
t−t′
2
∆g
[
eβz
(
PNkvNk − v
)N (PNkvNk , v)Θ](t′)dt′∥∥∥∥
L1TH
−1+ε
=: I + II + III + IV, (4.12)
where we used (4.8) and wrote
N (PNkvNk , v) def=
ˆ 1
0
N ′(θβPNkvNk + (1− θ)βv)dθ.
For the first term, note that we have for any f ∈ C∞(M) and any N ∈ N∥∥∥[PN − Id]f∥∥∥2
H−1
.
∑
n≥0
∣∣e−N−2λ2n − 1∣∣2〈λn〉−2〈f, ϕn〉2g . N−2ε∑
n≥0
〈λn〉−2+2ε〈f, ϕn〉2g
. N−2ε‖f‖2H−1+ε .
Therefore the previous remark with Schauder estimate (2.12), Young’s inequality and
Lemma 2.17 yield
I . N−εk
∥∥∥∥ ˆ t
0
(t− t′)− ε2
∥∥∥[eβPNk zN (βPNkvNk)ΘNk](t′)∥∥∥
H−1+ε
dt′
∥∥∥∥
L1T
. N−εk e
C‖z‖L∞
T,x
∥∥ΘNk∥∥L2TH−1+ε . (4.13)
Similarly, we bound
II .
∥∥∥(eβPNk z − eβz)N (βPNkvNk)ΘNk∥∥∥
L1TH
−1+ε
.
∥∥eβPNk z − eβz∥∥
L∞
T,x
∥∥ΘNk∥∥L2
T
H−1+ε
. N−εk ‖z‖L∞T H1+2εe
C‖z‖L∞
T,x
∥∥ΘNk∥∥L2TH−1+ε (4.14)
where we used the mean value theorem, Sobolev inequality and the same argument as above
to bound ∥∥eβPNk z − eβz∥∥
L∞T,x
.
∥∥[PNk − Id]z∥∥L∞T,xeC‖z‖L∞T,x
.
∥∥[PNk − Id]z∥∥L∞T H1+εeC‖z‖L∞T,x
. N−εk ‖z‖L∞T H1+2εe
C‖z‖L∞
T,x .
As for III, we use again the Schauder estimate (2.12) with Young’s inequality, but due to
the lack of positivity of ΘNk −Θ we use the product estimate of Lemma 2.16 (iii) in place
of Lemma 2.17 to get
III .
∥∥eβzN (βPNkvNk)(ΘNk −Θ)∥∥L1TB−1+ε1,1
.
∥∥eβzN (βPNkvNk)∥∥L2
T
H1−
ε
2
‖ΘNk −Θ‖L2TH−1+ε
.
∥∥eβz‖
L∞T B
1− ε2
∞,2
∥∥N (βPNkvNk)∥∥L2TH1− ε2 ‖ΘNk −Θ‖L2TH−1+ε .
(4.15)
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Using the fractional chain rule of Lemma 2.18 (i) for A(u) = N (u)− 1, we bound∥∥N (βPNkvNk)∥∥L2
T
H1−ε . T
1
2 +
∥∥A(βPNkvNk)∥∥L2
T
H1−ε . T
1
2 +
∥∥vNk∥∥L2
T
H1−ε
≤ C(T )(1 + ‖vNk‖XδT ). (4.16)
We also use the fractional chain rule of Lemma 2.18 (ii) to estimate for some large but
finite pε ∥∥eβz‖
L∞T B
1− ε2
∞,2
.
∥∥eβz‖
L∞T B
1− ε4
pε,2
. 1 +
∥∥e2βz∥∥
L∞T,x
‖z‖
L∞T B
1− ε8
∞,2
. (4.17)
Combining (4.15), (4.16), and (4.17) we thus obtain
III . e
C‖z‖L∞
T,x
(
1 + ‖z‖L∞T C1
)(
1 + ‖vNk‖XδT
)‖ΘNk −Θ‖L2TH−1+ε . (4.18)
For the last term IV in (4.12), we use the Schauder estimate of Lemma 2.6 and the
product estimate13 of Lemma 2.17 with Ho¨lder’s inequality and the boundedness of N to
bound
IV .
∥∥eβz(PNkvNk − v)N (PNkvNk , v)Θ∥∥L1TH−1+ε
.
∥∥eβz(PNkvNk − v)N (PNkvNk , v)∥∥L2TL∞‖Θ‖L2TH−1+ε
. e
C‖z‖L∞
T,x
(‖vNk − v‖L2TL∞ + ∥∥[PNk − Id]vNk‖L2
T
H1+
δ
2
)‖N (vNk , v)‖L∞T,x‖Θ‖L2TH−1+ε
. e
C‖z‖L∞
T,x
(‖vNk − v‖XδT +N− δ2k ‖vNk‖XδT )‖Θ‖L2TH−1+ε .
(4.19)
Owing to the convergence of vNk to v in X
δ
T and ΘNk to Θ in L
2([0, T ];H−1+ε(M)),
we see from (4.12), (4.13), (4.14), (4.18) and (4.19) that ΦNk(vNk) converges to Φ(v) in
L1([0, T ];H−1+ε(M)), and a fortiori in D′([0, T ] × M). Since vNk = ΦN (vNk), we can
conclude that
v = lim
k→∞
vNk = lim
k→∞
ΦNk(vNk) = Φ(v),
as equalities between functions in XδT . This proves existence of a solution v to (4.3) in
XδT ⊂ X0T .
For the uniqueness in X0T , we proceed via an energy estimate: if v1, v2 ∈ X0T are two
solutions to (4.3) which are limits in X0T of solutions vN,1, vN,2 to (4.2), noting w = v1− v2
we see that w satisfies
∂tw − 1
4π
∆gw +
1
2
νβeβz
(N (βv1)−N (βv2))Θ = 0.
We consider the energy of w:
E(t) def= 1
2
‖w(t)‖2L2 +
1
4π
ˆ t
0
‖∇gw(t′)‖2L2dt′ ≥ 0,
and similarly for the energy EN (t) of wN = vN,1 − vN,2. In particular, since vN,j → vj in
X0T , we have that EN → E in C([0, T ]) for any T > 0.
Since vN,j ,j = 1, 2, solve (4.2) and that ΘN and z are smooth, we see that we have for fixed
N ∈ N that vN,j ∈ C1(R+, C∞(M)). Thus the energy functional EN (t) is a well-defined
13Note that v(t) is indeed continuous in x for almost every t ∈ [0, T ] by the Sobolev embedding XδT ⊂
L2([0, T ];C(M)).
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differentiable function. Moreover, since βvN,j ≤ 0, j = 1, 2, we have again N (βvN,j) =
eβvN,j , so that
N (vN,1, vN,2) =
ˆ 1
0
exp
(
θβvN,1 + (1− θ)βvN,2
)
dθ ≥ 0.
This implies that
d
dt
EN (t) =
ˆ
M
wN (t)
(
∂twN (t)− 1
4π
∆gwN (t)
)
dVg
= −1
2
νβ2
ˆ
M
wN (t)
2eβzN (vN,1, vN,2)ΘN (t)dVg
≤ 0.
Since wN (0) = 0, we conclude that EN (t) = 0 for any t ≥ 0. From the uniform convergence
EN → E , we conclude that E(t) = 0 for any t ≥ 0, and v1 ≡ v2. This finally proves
uniqueness in the energy space X0T , and also convergence of the whole sequence {vN}N∈N
in XδT ⊂ X0T . 
In particular, Proposition 4.1 implies that the solution
uN = g + z + vN
to (1.25) converges in measure to u = g+ z+ v in X
δ
T , which proves Theorem 1.4 (i). Note
that u is then unique in the class
g + z +X
δ
T ⊂ C([0, T ];Hs0(M)⊕ R).
4.2. Invariance of the LQG measure. In this subsection, we finally conclude the proof
of Theorem 1.4 (ii). We begin by proving the invariance of the truncated Gibbs measure
ρN,g (1.11) under the flow u˜N of (1.22) given by (1.24), where uN denotes the solution of
(1.25) constructed in the previous subsection.
Lemma 4.2. For any N ∈ N, any t ≥ 0 and any F ∈ Cb(Hs0(M) ⊕R), it holdsˆ
Hs0 (M,g)
ˆ
R
E
[
F
(
u˜N (t,Xg,X, ω)
)]
dρN,g(Xg,X) =
ˆ
Hs0(M,g)
ˆ
R
F
(
Xg +X
)
dρN,g(Xg,X).
Proof. Fix N ∈ N. For any M ∈ N, let ΠM be the projection on the space Vect
{
ϕn, n =
0, ..., dM
} ≃ RdM , with dM = #{n ≥ 0, λn ≤ M}. Similarly as in (1.22), we then look at
the dynamics
∂tu˜N,M =
1
4π
∆gu˜N,M − Q
8π
Rg + 1
2
νβe−πβ
2CPN−
β2
2 ΠMPNe
βΠMPN u˜N,M
+
1
2
L∑
ℓ=1
aℓΠMPNδxℓ + ξg, (4.20)
with initial data u˜0 randomly distributed by ρN,M,g, where
dρN,M,g(Xg,X) = dρ
F
N,M,g ⊗
[
Id−ΠM
]
⋆
µg.
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Here the finite dimensional measure is given by
dρFN,M,g
def
= Z−1N,Me−EN,M (U0,...,UdM−1)
dM−1∏
n=0
dUn
for the truncated energy
EN,M(U0, ..., UdM−1) =
dM−1∑
n=0
{
1
4π
λ2ne
−2N−2λ2nU2n +
Q
4π
Un〈Rg, ϕn〉g −
L∑
ℓ=1
aℓU0
+ νe−2N
−2λ2n
ˆ
M
e−πβ
2CPN−
β2
2 eβ
∑dM−1
m=0 e
−2N−2λ2mUmϕmdVg
−
L∑
ℓ=1
aℓe
−2N−2λ2nUnϕn(xℓ)− a
2
ℓ
2
(
logN + 2πCP
)}
.
For each fixed N ∈ N, the dynamics (4.20) is defined in C([0, T ];Hs0(M) ⊕ R) for any
T > 0 by a standard argument since the nonlinearity is Lipschitz and the deterministic
source terms are smooth. Moreover it holds u˜N,M (t) → u˜N (t) as M → ∞ in law in
Hs0(M)⊕ R for any t ≥ 0.
We thus have for any t ≥ 0ˆ
Hs0 (M,g)
ˆ
R
E
[
F
(
u˜N (t,Xg,X, ω)
)]
dρN,g(Xg,X)
= lim
M→∞
ˆ
Hs0 (M,g)
ˆ
R
E
[
F
(
u˜N,M (t,Xg,X, ω)
)]
dρN,M,g(Xg,X)
= lim
M→∞
ˆ
Hs0 (M,g)
ˆ
R
E
[
F
(
ΠM u˜N,M (t,Xg,X, ω) + (1−ΠM )u˜N,M (t,Xg,X, ω)
)]
× dρFN,M,g(Xg,X)⊗
[
Id−ΠM
]
⋆
µg(Xg).
We see that u˜⊥N,M = (Id−ΠM )u˜N,M solves the linear stochastic equation
∂tu˜
⊥
N,M −
1
4π
∆gu˜
⊥
N,M = (Id−ΠM )ξg
with initial data distributed by
[
Id−ΠM
]
⋆
µg, so that
[
Id−ΠM
]
⋆
µg is the unique invariant
measure for u˜⊥N,M (see e.g. [14, Section 11.3]).
On the other hand, we can write ΠM u˜N,M (t) =
∑dM−1
n=0 Un(t)ϕn, so that Un solves the
system of SDEs
dUn = −1
2
∂
∂Un
EN,M (U0, ..., UdM−1)dt+ dBn, n = 0, ..., dM − 1, (4.21)
with Bn as in (1.28).
The infinitesimal generator for (4.21) is given by
LN,Mf(U0, ..., UdM−1) =
dM−1∑
n=0
−1
2
∂
∂Un
EN,M(U0, ..., UdM−1)
∂
∂Un
f(U0, ..., UdM−1)
+
1
2
∂2
∂(Un)2
f(U0, ..., UdM−1)
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for any test function f ∈ C20(RdM ). In particular, we have by integrating by parts
ˆ
RdM
LN,MfdρFN,M,g =
ˆ
RdM
[ dM−1∑
n=0
−1
2
∂
∂Un
EN,M
∂
∂Un
f +
1
2
∂2
∂(Un)2
f
]
e−EN,MdU
=
dM−1∑
n=0
−1
2
ˆ
RdM
∂
∂Un
EN,M
∂
∂Un
fe−EN,MdU
+
1
2
ˆ
RdM
∂
∂Un
EN,M
∂
∂Un
fe−EN,MdU
= 0.
This shows that ΠM u˜N,M also leaves ρ
F
N,M,g invariant.
All in all, we deduce thatˆ
Hs0 (M,g)
ˆ
R
E
[
F
(
u˜N (t,Xg,X, ω)
)]
dρN,g(Xg,X)
= lim
M→∞
ˆ
Hs0 (M,g)
ˆ
R
E
[
F
(
ΠM u˜N,M (t,Xg,X, ω) + (1−ΠM )u˜N,M (t,Xg,X, ω)
)]
× dρFN,M,g(Xg,X)⊗
[
Id−ΠM
]
⋆
µg(Xg)
= lim
M→∞
ˆ
Hs0 (M,g)
ˆ
R
F
(
ΠM (Xg +X) + (1−ΠM )Xg
)
× dρFN,M,g(Xg,X)⊗
[
Id−ΠM
]
⋆
µg(Xg)
=
ˆ
Hs0 (M,g)
ˆ
R
F
(
Xg +X
)
dρN,g(Xg,X).

To conclude the proof of Theorem 1.4 (ii), we observe that by convergence in measure of
vN in X
δ
T given by Theorem 1.4 (i) and definition of u˜N and uN , we have the convergence
in law u˜N (t) → u˜(t) in Hs0(M) ⊕ R for any t ≥ 0. With the weak convergence of ρN,g to
ρ{aℓ,xℓ},g given by Theorem 1.1 along with the invariance of ρN,g given by Lemma 4.2, it
thus holds ˆ
Hs0(M,g)
ˆ
R
E
[
F
(
u˜(t,Xg,X, ω)
)]
dρ{aℓ,xℓ},g(Xg,X)
= lim
N→∞
ˆ
Hs0(M,g)
ˆ
R
E
[
F
(
u˜N (t,Xg,X, ω)
)]
dρN,g(Xg,X)
= lim
N→∞
ˆ
Hs0(M,g)
ˆ
R
F
(
Xg +X
)
dρN,g(Xg,X)
=
ˆ
Hs0(M,g)
ˆ
R
F (Xg +X)dρ{aℓ,xℓ},g(Xg,X).
This concludes the proof of Theorem 1.4.
Remark 4.3. Strictly speaking, the solution given by Theorem 1.4 is not a strong solution
(in the probability sense) of the original SPDE (1.22) since we did a change of probability
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space by the Girsanov transform (1.24). It would be very interesting though to be able to
deal directly with the singular equation (1.22).
Remark 4.4. It would be interesting to also establish the analogue of Theorem 1.4 for the
canonical stochastic quantization of the LQG measure, namely prove global well-posedness
of the stochastic damped wave equation
(∂2t −∆g + ∂t)u˜N +
Q
8π
Rg + 1
2
νβe−πβ
2CPN−
β2
2 PN
{
eβPN u˜N
}
=
1
2
L∑
ℓ=1
aℓPNδxℓ +
√
2ξg,
and invariance of the LQG measure (coupled with the white noise measure on ∂tu˜) under
this flow. Although the local well-posedness should follow from a straightforward adaptation
of [48, Theorem 1.6] combined with the arguments of the present paper, it is not clear to
us how to apply Bourgain’s invariant measure argument to globalize this dynamics as in
[48, Section 6]. Indeed, the argument in [9, 10] seems to require the densities RN to be in
Lp(dµg ⊗ dX) uniformly in N ∈ N for some finite p > 1, which does not hold since the use
of Girsanov transform for (RN )
p, p > 1, produces a divergent constant ep(p−1)
σN
2
∑L
ℓ=1 aℓ .
Appendix A. Remarks on the LQG and exp(Φ)2 measures with negative
cosmological constant
Theorem 1.1 discusses the construction of the L-points correlations in the case where the
cosmological constant ν is positive (the free case ν = 0 just corresponding to dρ{aℓ,xℓ},g =
dµg ⊗ dX). As is clear from (3.22), in the case ν < 0, the change of variable
X 7→ τ = −νeβX
ˆ
M
eβ
∑L
ℓ=1 aℓP
2
NG0(xℓ,x)+βPNX0(x)−β
2
2
σN (x;g0)dV0(x)
now gives the expression for the truncated partition function
ZN = GN,0Ξβ−1(−ν)β
−1
[
2πχ(M)Q)−a
] ˆ ∞
0
τβ
−1
[
a−2πχ(M)Q
]
−1e+τdτ
×
ˆ
YN (M)β
−1
[
2πχ(M)Q−a
]
dµ0(X0)
= +∞,
with or without the Seiberg bounds. This proves that there are no well-defined correlation
functions in this case.
In [48], we looked at the closely related exp(Φ)2 (or Høegh-Krohn [32]) measure on the
flat torus M = T2 given by
dρ˜ = lim
N→∞
e−ν
´
M e
βPNX˜−
β2
2 σ˜N dVgdµ˜(X˜),
where now µ˜ is the massive Gaussian free field, i.e. under µ˜ we have
X˜(x) =
∑
n≥0
hn(ω)√
1 + λ2n
ϕn(x) (A.1)
74 T. OH, T. ROBERT, N. TZVETKOV AND Y. WANG
for hn ∼ N (0, 1) on (Ω,P), and σ˜N (x) = E
[|PN X˜(x)|2]. In the defocusing case ν > 0 on
M = T2 with the flat metric14, we proved that the measure ρ˜ above is indeed well-defined
as a by-product of the construction of the GMC : eβX˜ : and the integrability of the whole
density which follows in this case from the trivial bound e−ν
´
M:e
βX˜ :dVg ≤ 1 when ν > 0.
Namely, since the zero-th Fourier mode of X˜ is now normally distributed (compared to
(1.8)), the partition function (i.e. with L = 0) is always finite. As for the focusing case
ν < 0, we prove the following result.
Proposition A.1. Let ν < 0. Then for any β 6= 0, the Høegh-Krohn partition function is
not finite. More precisely, for any smooth approximations X˜N of X˜ such that X˜N is still
centred and Gaussian with variance σ˜N +O(1), it holds
sup
N∈N
E
[
exp
(
− ν
ˆ
M
eβX˜N (x)−
β2
2
σ˜NdVg(x)
)]
= +∞.
Note that here this holds for a large class of approximations X˜N , including the one
considered in Section 2.
Proof. We begin by recalling that the Cameron-Martin space for µ˜ is given by H1(M, g);
in particular, Cameron-Martin’s theorem (see e.g. [14, Proposition 2.26]) states that for X˜
as in (A.1) and any f ∈ H1(M, g), X˜ − f is also a massive GFF under e〈f,X˜〉H1− 12‖f‖2H1dP.
In particular, for any F ∈ Cb(Hs(M)), it holds
E
[
F (X˜)
]
= Ef
[
F (X˜)e
1
2
‖f‖2
H1
−〈f,X˜〉H1
]
= E
[
F (X˜ + f)e
1
2
‖f‖2
H1
−〈f,X˜+f〉H1
]
, (A.2)
where Ef is the expectation associated with Pf
def
= e〈f,X˜〉H1−
1
2
‖f‖2
H1P.
We also recall the following Moser-Trudinger’s inequality [4, Theorems 2.46 and 2.50]:
for θ > 0, there exists C > 0 that for all f ∈ H1(M),
ˆ
M
efdVg ≤ Ceθ‖f‖
2
H1
if and only if θ ≥ 116π . Thus for any β 6= 0 and N ∈ N, there exists fN ∈ H1(M) such thatˆ
M
eβfNdVg ≥ Ne
β2
105
‖fN‖2
H1 . (A.3)
Thus, using (A.2), we have for any N ∈ N
E
[
exp
(
− ν
ˆ
M
eβX˜N−
β2
2
σ˜NdVg
)]
= E
[
exp
(
− 1
2
‖fN‖2H1 − 〈fN , X˜N 〉H1 − ν
ˆ
M
eβX˜N+βfN−
β2
2
σ˜2NdVg
)]
14Note that in the massive case there is no conformal invariance anymore. However our proof of the
construction of ρ˜ (without curvature term compared to (1.1)-(1.9)) readily extends to any compact surface
(M, g) through the same arguments as in this work.
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Using Jensen’s inequality, that X˜N is centered and that E[e
βX˜N−β
2
2
σ˜N ] ∼ 1, along with
(A.3) and that ν < 0, we then continue with
≥ exp
[
E
(
− 1
2
‖fN‖2H1 − 〈fN , X˜N 〉H1 − ν
ˆ
M
eβX˜N+βfN−
β2
2
σ˜2NdVg
)]
≥ exp
[
− 1
2
‖fN‖2H1 − ν
ˆ
M
eβfN+cdVg
]
≥ exp
[
− 1
2
‖fN‖2H1 − νCNe
β2
105
‖fN‖2
H1
]
for some C > 0.
Note that, since ν < 0, the function x ∈ [0,∞) 7→ (−ν)CNe β
2
105
x− 12x is strictly increasing
on [0,∞) for any N large enough (depending on β), so that we have for N large enough
E
[
exp
(
− ν
ˆ
M
eβX˜N−
β2
2
σ˜NdVg
)]
≥ exp [− νCN] −→ ∞
as N →∞. This proves Proposition A.1. 
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