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Abstract
This paper is a pedagogical yet critical introduction to the quantum description of
unstable systems, mostly at the level of a graduate quantum mechanics course. Quan-
tum decays appear in many different fields of physics, and their description beyond the
exponential approximation is the source of technical and conceptual challenges. In this
article, we present both general methods that can be adapted to a large class of prob-
lems, and specific elementary models to describe phenomena like photo-emission, beta
emission and tunneling-induced decays. We pay particular attention to the emergence of
exponential decay; we analyze the approximations that justify it, and we present criteria
for its breakdown. We also present a detailed model for non-exponential decays due
to resonance, and an elementary model describing decays in terms of particle-detection
probabilities. We argue that the traditional methods for treating decays face significant
problems outside the regime of exponential decay, and that the exploration of novel
regimes of current interest requires new tools.
1 Introduction
1.1 Key notions
A decay of a particle A is a process of the type A→ B1 +B2 + . . . Bn, where the particles Bi
are the decay products. Decays are ubiquitous in physics. Examples include the emission of
photons from excited atoms or nuclei, alpha and beta emission, decays of composite subatomic
particles (for example, neutrons or pions) and decays of elementary particles (for example, a
muon decaying to one electron and two neutrinos).
Most decays follow an exponential law. The probability that a decay takes place within
the time-interval [t, t+ δt], for t > 0, equals p(t)δt, where the probability density p(t) is given
by
p(t) = Γe−Γt. (1.1)
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The decay constant Γ is positive and has dimensions of inverse time.
We note that for any two instants of time t1 and t2,
p(t2) = p(t1)e
−Γ(t2−t1), (1.2)
Hence, the exponential law remains invariant under a shift of the initial moment of time
t = 0. The decay of an ensemble of A particles after a moment of time t carries no memory
of any properties prion to t. In classical probability theory, exponential decays correspond to
Markovian processes.
Experiments typically involve a large number of decaying particles with identical prepa-
ration and the detection of some of the decay products. Recording the number of detection
events within given time intervals [t, t + δt], we can reconstruct the probability density p(t)
associated to the decay. Hence, p(t) is a directly observable quantity.
The focus of this paper is the derivation of the probability density p(t) from the rules
of quantum mechanics. We present different approaches to the problem, we apply them to
specific physical problems and we analyze their underlying assumptions and their limitations.
1.2 The quantum description of decays
The aim of the quantum mechanical description of a decay process is to construct the prob-
ability density p(t) from first principles. This probability density is different from the ones
usually considered in quantum theory, because the random variable t is temporal. We cannot
use Born’s rule, because there is no self-adjoint operator for time in quantum theory [1]. In-
deed, the construction of quantum probabilities in which time is a random variable is an old
problem—for reviews, see, Ref. [2]. There are several different approaches that lead to differ-
ent results, even for elementary problems, for example, constructing probabilities for the time
of arrival [3] or specifying the time it takes a particle to tunnel through a potential barrier [4].
The persistence amplitude method. Most studies of decays avoid a direct construction of
p(t). Instead they focus on a slightly different issue, namely, on finding the probability that
the quantum system persists in its initial configuration. In quantum theory, the notion of
a configuration refers to the set of all quantum states compatible with a specific property.
Mathematically, it corresponds to a subspace of the system’s Hilbert space, and it is repre-
sented by the associated projection operator. For example, if the defining property of the
initial configuration is that a particle is confined by a potential well in a spatial region U , the
relevant subspace corresponds to the projection operator PˆU =
∫
U
dx|x〉〈x| that describes the
property ”x ∈ U” for the particle position x.
In some unstable systems, the subspace of the initial configuration is one-dimensional, and
it coincides with the quantum state |ψ〉 at which the system has been initially prepared. For
such systems, it is convenient to employ the persistence amplitude (or survival amplitude)
Aψ(t) = 〈ψ|e−iHˆt|ψ〉. (1.3)
where Hˆ is the Hamiltonian of the system—for the mathematical properties of the persistence
amplitude, see Refs. [5, 6].
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The modulus square of Aψ(t) is the persistence probability (or survival probability), i.e.,
the probability a system prepared at the state |ψ〉 at t = 0 will still be found at |ψ〉 by
a measurement at a later time t. The persistence probability is identical with the fidelity
between the initial state and its time-evolution.
It is then suggested that the decay probability density be defined as
p(t) = − d
dt
|Aψ(t)|2, (1.4)
i.e., the decay is assumed to happen when the system leaves |ψ〉.
Eq. (1.4) is a reasonable candidate probability density provided that (i) all states normal
to |ψ〉 that can be reached via Hamiltonian evolution correspond to decay products, and (ii)
the probability of the reverse process to the decay is negligible.
If condition (i) is not satisfied, then the propositions A = ”the system left |ψ〉” and B
= ”the decay happened” are not identical: B implies A, but A does not imply B. Hence,
Eq. (1.4) cannot be identified with the decay probability. For example, if |ψ〉 evolves to a
different state |φ〉 that describes the initial particle A, a part of the persistence amplitude
will describe Rabi-type oscillations between |ψ〉 and |φ〉. The persistence probability may not
be a decreasing function of t, and, hence, p(t) may take negative values. It will not be a
genuine probability density: Eq. (1.4) will not predict the number of particles detected at
each moment of time.
Condition (ii) is satisfied if there are many more states available to the decay products
than to the initial particle. Furthermore, the configuration of the experiment must be such
as to allow the decay products to ‘explore’ their available states. This means that the decay
products leave the locus of their production and they are measured far away. Consider for
example an excited atom contained in a cavity. For some cavity geometries, the emitted
photon does not exit the cavity immediately, and it may be reabsorbed by the atom at a later
time. The persistence amplitude of the excited atomic state may has an oscillating component.
In this case, the candidate probability density (1.4) does not correlate with photodetection
records.
For systems that satisfy conditions (i) and (ii), Eq. (1.4) provides a reasonable construction
of the decay probability density. It works best in model systems that incorporate the conditions
(i) and (ii) above into their definition. On such example is the Lee model [8] that is presented
in Sec. 3. However, even in such models the candidate probability density (1.3) may become
negative outside the exponential decay regime—see, Sec. 3.1.3.
We note that the interpretation of the persistence probability as the fidelity of the initial
state makes it a useful tool also for the study of a broader class of physical phenomena than
decays [7]. Hence, the quantity (1.4) may be of physical interest, even if it takes negative
values and cannot be identified with the probability density for decay.
Probability currents. An alternative elementary description of decays is available, when-
ever we can associate a probability-current operator Jˆ (x, t) to one of the decay products.
For example, for non-relativistic particles of mass m satisfying Schro¨dinger’s equation with
Hamiltonian Hˆ, the current operator is
Jˆ (x, t) =
1
2m
eiHˆt
[
pˆδ3(xˆ − x) + δ3(xˆ − x)pˆ] e−iHˆt, (1.5)
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where xˆ and pˆ are the standard position and momentum operators, respectively. The expec-
tation value of Jˆ (x, t) on a state |ψ〉 reproduces the standard expression for the probability
current 1
m
[Imψ∗(x, t)∇ψ(x, t)] associated to the solution ψ(x, t) := 〈x|e−iHˆt|ψ〉 of Schro¨dinger’s
equation.
Given a current operator Jˆ (x, t) for one of the decay products, we can evaluate the flux
ΦC(t) =
∫
C
d2σ · 〈ψ|Jˆ (x, t)|ψ〉 through any surface C. In many set-ups, the probability flux
coincides with the particle flux through this surface, which is a directly measurable quantity.
Then, the flux ΦS(t) over a two-sphere surrounding the unstable system is expected to be
proportional to the decay probability density p(t).
The main limitation of this method is that it cannot be consistently applied to relativistic
systems, because of difficulties in defining probability currents that are both Lorentz covariant
and causal [9]. For this reason, it has mainly been used only in non-relativistic settings, in
particular, for decays that can be described in terms of tunneling [10,11].
Another problem of the probability current method is the possibility of back-flow: the
current operator has negative eigenvalues even for states with strictly positive momentum [12].
Hence, in some cases the probability flux may turn out to be negative for some times t–
especially when the current is evaluated near the locus of the decay [13]. In such cases the
flux is not a reliable measure of detected outgoing particles.
Detector models. A more rigorous description of quantum decays requires the incorporation
of the measurement process [5,14]. In fact, the idea that quantum decays cannot be explained
solely in terms of unitary time evolution was crucial to the early interpretational discussions
of quantum theory [15]. We have to take into account the irreversibility of the quantum
measurements on the decay products in order to avoid theoretical discrepancies. This is the
case, for example, in systems characterized by competing decay channels. If one ignores
the effects of the apparatus, the persistence amplitude exhibits large oscillations, thereby
contradicting the standard classical description of sequential decays [16].
In quantum measurement theory, the consistent treatment of the measuring apparatus al-
lows of the description of quantum observables in terms of Positive Operator Valued Measures
(POVM), i.e., a set of positive operators Πˆ(a), where a are the values of the physical magni-
tude recorded by the apparatus. Then, given an initial state ρˆ of the system, the probability
that the result a is obtained is given by Tr
[
ρˆ0Πˆ(a)
]
.
In recent years, a new class of model for particle detection has been developed, allowing
for the construction of quantum observables for the time t of a detection event [17]—see,
also [18] for an early application to the decay problem. In this paper, we present a study of
decays, using one such observable Πˆ(t) for detection time that can be obtained by elementary
arguments similar to the ones of standard photodetection theory [19].
1.3 This paper
The aim of this paper is to provide the reader with tools for addressing a large class of decay
problems. We present the most common approximation schemes, as well as criteria for checking
when they fail. We prefer to work with models that admit simple solutions and controlled
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approximations, but we introduce more complex models for the explicit demonstration of
important physical issues.
A key motivation for this paper is to provide explicit arguments that the traditional meth-
ods for describing decays (persistence amplitude and probability current) are inapplicable for
many problems of current physical interest. These methods work excellently for exponential
decays, but they lead to negative values of the decay probability p(t) outside the exponen-
tial regime. The problem is not a failure of some approximation, the very definition of such
methods cannot guarantee positivity. We believe that a first-principles construction of decay
probabilities is essential for describing decays in novel regimes, for example, in entangled sys-
tems [20–22], attosecond tunneling ionization [23] or decay oscillations in nuclear physics [24].
The paper is organized as follows. Sec. 2 presents the simplest method for the study of
decays, namely, the evaluation of the persistence amplitude as a line integral on the complex
energy space. This method is particularly suitable for perturbative decays, i.e., systems in
which the decay originates from a small term in the Hamiltonian of the system. It also applies
to relativistic systems described by quantum field theory.
We show that exponential decay is common in perturbative decays: it originates from the
separation of energy scales in the persistence amplitude. Nonetheless, it is neither exact nor
generic. Exponential decay fails at very early and very late times, and also if the energy of
the initial state is close to a resonance of the system.
In Sec. 3, we present the Lee model that describes the decaying particle as a two-level
system. This model can easily be adapted to problems in different branches of physics, in-
cluding high energy physics, nuclear physics, atom optics, and condensed matter. Here, we
present its applications to photo-emission and beta decay. We also employ the model in order
to demonstrate the breakdown of the persistence amplitude method outside the exponential
decay regime.
Sec. 4 describes the decays of an atom in a cavity, providing an explicit example of decays
that are non-exponential at all times because of resonance.
In Sec. 5, we study non-perturbative decays due to quantum tunneling, using the probabil-
ity current method. We show that exponential decays originate from a decoherence condition,
namely the lack of interferences between different attempts of the particle to tunnel through
the barrier.
In Sec. 6, we revisit the Lee model using probabilities constructed from a simple temporal
observable, analogous to the one used in photodetection theory. We show that the detection
probability reproduces the results of the persistence amplitude method, but can also be used
in regimes where the latter fails.
The material in this article is mostly at the level of a graduate course in quantum mechan-
ics. Familiarity with quantum many-particle systems is presupposed. Secs. 2, 3 and 5 provide
a minimal introduction to quantum decays, explaining the emergence of the exponential de-
cay law and its limitations, developing methods that can be applied to different branches of
physics, and presenting some important physical examples. The Appendix contains a sketch
of additional results that can be used as exercises.
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2 Perturbative evaluation of the persistence amplitude
In this section, we study decays in which the persistence amplitude can be evaluated per-
turbatively. All physical properties of the decays are encoded into a function defined on the
complex energy plane, the self-energy function. We identify the conditions under which the
exponential law emerges, and we identify regimes for non-exponential decays.
2.1 Preliminaries
By definition, the initial state |ψ〉 of an unstable system is not an eigenstate of the Hamiltonian
Hˆ. However, in many problems of physical interest, |ψ〉 is close to an eigenstate of Hˆ, in the
sense that Hˆ is of the form
Hˆ = Hˆ0 + Vˆ , (2.1)
where |ψ〉 is an eigenstate of Hˆ0 and Vˆ is a small perturbation. For example, Hˆ0 may be the
Hamiltonian of an atom, and Vˆ the interaction Hamiltonian of the atom with the quantum
electromagnetic field. In this case, we evaluate the persistence amplitude perturbatively.
Let us denote by |b〉 the eigenstates of Hˆ0 and by Eb the corresponding eigenvalues. Then,
Hˆ0|b〉 = Eb|b〉. (2.2)
We will take the initial state |ψ〉 to be one of the eigenstates, say |a〉, and we will write
Vab := 〈a|Vˆ |b〉.
Without loss of generality, we assume that 〈a|Vˆ |a〉 = 0. If 〈a|Vˆ |a〉 6= 0, we can always
redefine
Hˆ ′0 = Hˆ0 +
∑
a
〈a|Vˆ |a〉|a〉〈a| Vˆ ′ = Vˆ −
∑
a
〈a|Vˆ |a〉|a〉〈a|, (2.3)
so that |a〉 is an eigenstate of Hˆ ′0 and 〈a|Vˆ ′|a〉 = 0.
The resolvent. The perturbative calculation of the persistence amplitude is simplified by using
the resolvent associated to the Hamiltonian operator: (z − Hˆ)−1, for z ∈ C . We will often
write the resolvent as 1
z−Hˆ .
The resolvent is related to the evolution operator e−iHˆt by
e−iHˆt = lim
→0
i
2pi
∫ ∞
−∞
dEe−iEt
E + i− Hˆ , (2.4)
where  > 0 and t > 0.
Eq. (2.4) follows from the identity
e−iωt = lim
→0
i
2pi
∫ ∞
−∞
dEe−iEt
E + i− ω . (2.5)
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Figure 1: Integration contours C± for calculating the integrals (2.5) and (2.8). The integrals are
evaluated at the limit where the radius r of the semi-circle goes to infinity. Both curves are traversed
clock-wise and therefore have negative orientation.
To prove Eq. (2.5) we evaluate the line integral
I(t) =
∮
C+
dz
e−izt
z − ω , (2.6)
along the negative-oriented contour C+ of Fig. 1. At the lower half of the imaginary plane
Imz = −y, for y > 0. Therefore, the integrand along the semicircle is proportional to e−yt
and vanishes as the radius of the semi-circle tends to infinity. Hence,
I(t) = lim
→0
∫ ∞
−∞
dEe−iEt
E + i− ω . (2.7)
The contour C+ includes the single pole of the integrand (2.6), at z = ω. Using Cauchy’s
residue theorem, we arrive at Eq. (2.5).
By integrating along the contour C−, we can similarly prove that
lim
→0
∫ ∞
−∞
dEe−iEt
E − i− Hˆ = 0, (2.8)
for  > 0 and t > 0. The integral vanishes because the contour C− does not enclose any pole.
A crucial property of the resolvent is that it can be expanded in a perturbative series. For
a Hamiltonian Hˆ of the form (2.1),
(z − Hˆ)−1 = (z − Hˆ0 − Vˆ )−1 = [(z − Hˆ0)(1− (z − Hˆ0)−1Vˆ )]−1
= (1− (z − Hˆ0)−1Vˆ )−1(z − Hˆ0)−1.
Using the geometric series formula (1− Aˆ)−1 = ∑∞n=0 Aˆn, we obtain
1
z − Hˆ =
1
z − Hˆ0
+
1
z − Hˆ0
Vˆ
1
z − Hˆ0
+
1
z − Hˆ0
Vˆ
1
z − Hˆ0
Vˆ
1
z − Hˆ0
+ . . . (2.9)
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2.2 The random phase approximation
We construct the persistence amplitude Aa(t) for an initial state |a〉 that is an eigenstate of
Hˆ0. By Eq. (2.4),
Aa(t) = lim
→0
i
2pi
∫ ∞
−∞
dEe−iEtGa(E + i), (2.10)
where
Ga(z) = 〈a|(z − Hˆ)−1|a〉. (2.11)
We evaluate Ga(z) using the perturbative series (2.9). We assume that Vˆ is of first order
to some dimensionless parameter λ << 1. The zeroth-order contribution to Ga(z) is
1
z−Ea .
The first-order contribution is 1
(z−Ea)2 〈a|Vˆ |a〉 = 0.
The second-order term is 1
(z−Ea)2 〈a|Vˆ 1z−Hˆ0 Vˆ |a〉. Writing
1
z−Hˆ0 =
∑
b
1
z−Eb |b〉〈b|, this term
becomes 1
(z−Ea)2 Σa(z), where
Σa(z) =
∑
b
|Vab|2
z − Eb , (2.12)
is the self-energy function of the state |a〉. The third-order term is∑
bc
1
(z − Ea)2
VabVbcVca
(z − Eb)(z − Ec) ,
and the fourth-order term is∑
bcd
1
(z − Ea)2
VabVbcVcdVda
(z − Eb)(z − Ec)(z − Ed) .
The procedure can be continued ad infinitum.
We assume that the Hamiltonian Hˆ0 has continuous spectrum for E > µ, for some parame-
ter µ. The continuous spectrum corresponds to the kinetic energy of the decay products. With
this assumption, we invoke the Random Phase Approximation (RPA), according to which
∑
c
VacVcb
z − Ec ' δabΣa(z). (2.13)
The reasoning for Eq. (2.13) is the following. Suppose that the system is contained in a box of
volume V with periodic boundary conditions and that it contains a large number N of degrees
of freedom. The RPA is the assumption that the phases of the matrix elements 〈a|Vˆ |b〉, for
b 6= a are randomized in the continuous limit, i.e., in the limit where N and V goes to infinity,
with N/V constant. By ‘randomized’, we mean that the phases of 〈a|Vˆ |b〉 do not exhibit any
periodicity, or quasi-periodicity as b varies. Hence, the summation over b is a sum of many
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random phases, and is expected to be much smaller than the term for a = b that involves no
such phases. Eq. (2.13) then follows.
The RPA was initially postulated in systems with a large but finite number of degrees for
freedom, in condensed matter [25, 26] and in nuclear physics [27,28]. However, it also applies
to systems with an infinite number of degrees of freedom, i.e., quantum fields. Indeed, the
name ‘self-energy’ for the function (2.12) originates from quantum field theory.
By the RPA, odd-order terms in the expansion of Ga(z) vanish. Furthermore, the terms
of order 2n for n integer equal Σa(z)
n/(z−Ea)n+1. Hence, Ga(z) is give by a geometric series,
Ga(z) =
1
z − Ea
∞∑
n=0
Σa(z)
n
(z − Ea)n =
1
z − Ea
1
1− Σa(z)
z−Ea
=
1
z − Ea − Σa(z) . (2.14)
Eq. (2.14) is accurate to order λ2. Hence, it can be obtained without the RPA, solely by
a perturbative analysis. Most treatments of RPA assume a weaker condition that Eq. (2.13),
so that the resulting expression for Ga(z) involves a self-energy function that coincides with
Eq. (2.12) only to second order in λ—for details, see, Ref. [29]. In the present treatment, the
RPA gives the same results with a second-order perturbative expansion. In general, it has a
larger domain of validity.
2.3 Structure of the self-energy function
Eqs. (2.14) and (2.10) imply that
Aa(t) = i
2pi
lim
→0
∫ ∞
−∞
dEe−iEt
E + i− Ea − Σa(E + i) . (2.15)
If the self-energy function Σa(z) were analytic, the integral (2.15) could be evaluated by
integrating along the contour of Fig. 1, and using Cauchy’s theorem. However, this is not the
case, the self-energy function is discontinuous and it may contain poles or branch points.
To see this, consider the definition (2.12) of Σa(z). Since the spectrum of Hˆ0 is continuous
for energies larger than µ, Σa(z) is divergent along the half-line D = {z ∈ C | Rez > µ, Imz =
0}. Shifting the Hamiltonian by a constant term, we can always choose µ = 0, so that D = R+.
To analyze the behavior of Σa(z) near D, we define
Σa(E
±) = lim
η→0
Σa(E ± iη), (2.16)
for η > 0. By definition,
ReΣa(E ± iη) =
∑
b
|Vab|2(E − Eb)
(E − Eb)2 + η2 . (2.17)
It follows that ReΣa(E
+) = ReΣa(E
−), leading to the definition of the level-shift function
Fa(E) := ReΣa(E
±) (2.18)
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On the other hand, the imaginary part of Σa(z)
ImΣa(E ± iη) = Im
∑
b
|Vab|2
E − Eb + iη = ∓η
∑
b
|Vab|2
(E − Eb)2 + η2 , (2.19)
is discontinuous as the half-lineD is crossed. Eq. (2.19) implies that ImΣ(E−) = −ImΣ(E+) ≥
0.
We define the decay function
Γa(E) := 2ImΣ(E
−) > 0, (2.20)
so that
Σa(E
±) = Fa(E)∓ i
2
Γa(E). (2.21)
The discontinuity of Σa across D is ∆Σa(E) := Σa(E
+) − Σa(E−) = −iΓa(E). Obviously,
Γa(E) = 0 for E < 0.
Eq. (2.15) becomes
Aa(t) = i
2pi
∫ ∞
−∞
dEe−iEt
E − Ea − Fa(E) + i2Γa(E)
. (2.22)
Since Γ(E) = 0 for E < 0,
Aa(t) = i
2pi
(∫ 0
−∞
dEe−iEt
E − Ea − Fa(E) +
∫ ∞
0
dEe−iEt
E − Ea − Fa(E) + i2Γa(E)
)
. (2.23)
On the other hand, Eq. (2.8) implies that
lim
→0
∫ ∞
−∞
dEe−iEt
E − i− Ea − Σa(E−) = 0, (2.24)
hence, ∫ 0
−∞
dEe−iEt
E − Ea − Fa(E) = −
∫ ∞
0
dEe−iEt
E − Ea − Fa(E)− i2Γa(E)
. (2.25)
Substituting into Eq. (2.22), we obtain
Aa(t) = i
2pi
∫ ∞
0
dEe−iEt
[
1
E − Ea − Fa(E) + i2Γa(E)
− 1
E − Ea − Fa(E)− i2Γa(E)
]
=
1
2pi
∫ ∞
0
dEΓa(E)e
−iEt
[E − Ea − Fa(E)]2 + 14 [Γa(E)]2
. (2.26)
Eq. (2.26) is the main result of this section, an explicit formula relating the persistence
amplitude to the components of the self-energy function.
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2.4 The Wigner-Weisskopf approximation
The integral (2.26) involves the functions Fa(E) and Γa(E) in the denominator. These function
are second-order with respect the perturbation parameter λ << 1. If |Fa(E)| << Ea and
Γ(E) << Ea for E in the vicinity of Ea, we can evaluate the persistence amplitude using the
Wigner-Weisskopf Approximation (WWA) [30].
The WWA essentially postulates the substitution of the Lorentzian-like function of E in
Eq. (2.26) with an actual Lorentzian. The justification is the following. The integral (2.26)
is dominated by values of E within distance of order λ2 from E ' Ea. For these values, the
integrand is of order λ−2, otherwise it is of order λ0. Hence, with an error of order λ2, we can
substitute the energy-shift function Fa(E) with the constant
δE := Fa(Ea) (2.27)
and the decay function Γa(E) with the constant
Γ := Γa(Ea). (2.28)
Within an error of the same order of magnitude, we extend the range of integration to
(−∞,∞). Thus, we obtain an elementary integral
Aa(t) = Γa
2pi
∫ ∞
−∞
dEe−iEt
(E − Ea − δE)2 + 14Γ2
= e−i(Ea+δE)t−
Γ
2
t, (2.29)
Substituting Eq. (2.29) in Eq. (1.4), we conclude
p(t) = Γe−Γt. (2.30)
Hence, the WWA leads to an exponential decay law with a decay constant Γ that is
determined by the imaginary part of the self-energy function. The real part of the self-energy
function leads to a shift δE of the energy level Ea, usually referred to as the Lamb shift.
The same expression for the decay constant Γ is given by Fermi’s golden rule. To see this,
we use Eq. (2.19),
Γ = lim
η→0
∑
b
2η|Vab|2
(Ea − Eb)2 + η2 . (2.31)
Since limη→0
η
x2+η2
= piδ(x), we obtain Fermi’s decay rate
Γ = 2pi
∑
b,Eb=Ea
|Vab|2. (2.32)
A more rigorous derivation of Eq. (2.29) from Eq. (2.22) employs the notion of the van
Hove limit [32]. This limit is obtained as follows. First, we change the time variable to t˜ = λ2t,
and we define x = (E − Ea)/λ2. Then, Eq. (2.22) becomes
eiEatAa(t) = i
2pi
lim
¯→0
∫ ∞
−∞
dxe−ixt˜
x+ i¯− F˜a(Ea + λ2x) + i2 Γ˜a(Ea + λ2x)
, (2.33)
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where Γ˜(E) = λ−2Γ(E) and F˜ (E) = λ−2F (E) are of order λ0; ¯ = /λ2 can still be chosen
arbitrarily small. The van-Hove limit consists of taking the limit λ → 0 in the r.h.s. of Eq.
(2.33), while keeping t˜ constant. Then,
eiEatAa(t) = i
2pi
∫ ∞
−∞
dxe−ixt˜
x− F˜a(Ea) + i2 Γ˜a(Ea)
, (2.34)
Eq. (2.34) can be straightforwardly evaluated using the contour integral of Fig. 1. It leads
to Eq. (2.29). Hence, the WWA is equivalent to the imposition of the van Hove limit on the
decay amplitude.
While the van Hove limit of the persistence amplitude is always well defined, we have to
keep in mind that in physical systems λ2 is always finite and non-zero. In specific systems,
the van Hove limit may misrepresent the form of the persistence amplitude. This is the case
if Γa(E) strongly varies with E within a distance of order λ
2 from Ea. Hence, taking the
van Hove limit is justified only if the self-energy function is sufficiently ‘flat’ in the vicinity of
Ea [31].
2.5 Beyond exponential decay
We derived exponential decay as a consequence of two approximations, the RPA and WWA.
Since the RPA is redundant for a second-order approximation to the self-energy function,
WWA is the only approximation that needs to be considered in the weak coupling regime.
Very early times. First, we note that exponential decay cannot be valid at very early times.
This is a general statement that originates from the definition (1.4). We Taylor-expand the
persistence amplitude around t = 0, to obtain Aψ = 1− it〈Hˆ〉 − t22 〈Hˆ2〉+ . . .. Keeping terms
up to order t2, the probability density becomes
|Aψ|2 = 1− (∆H)2t2 + . . . . (2.35)
Eq. (1.4) implies that
p(t) = (∆H)2t. (2.36)
It follows that p(0) = 0, while in exponential decays, p(0) = Γ. This violation of exponential
decay at early times is a special case of the so called quantum Zeno effect [33, 34], and it has
been verified experimentally [38].
The early time behavior of a decaying system can also be identified by an uncertainty
relation for the persistence probability, first derived by Mandelstam and Tamm [35], see, also
[36, 37]. For a system in a state |ψ〉 and Hamiltonian Hˆ, the Kennard-Robertson uncertainty
relation gives,
∆H∆A ≥ 1
2
|〈ψ|[Hˆ, Aˆ]|ψ〉|, (2.37)
for any observable Aˆ. For the Heisenberg evolved observable Aˆ(t) = eiHˆtAˆe−iHˆt, Eq. (2.37)
implies the so called Mandelstam-Tamm inequality
∆H∆A(t) ≥ 1
2
|〈ψ|∂Aˆ(t)
∂t
|ψ〉| (2.38)
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Choosing Aˆ = |ψ〉〈ψ|, the expectation 〈ψ|Aˆ(t)|ψ〉 coincides with the survival probability of
|ψ〉, which we will denote by a(t). Hence, Eq. (2.38) becomes
|a˙|√
a− a2 ≤ 2∆H. (2.39)
Eq. (2.39) holds for all quantum states and Hamiltonians. It is easy to verify that it is not
compatible with the exponential decay law at early times. Setting a(t) = e−Γt, we find that
Eq. (2.39 is satisfied only if t > Γ−1 ln
[
1 + Γ
2
4(∆H)2
]
.
Assuming that a˙ ≤ 0, we can integrate inequality (2.39), to obtain
cos−1
√
a(t) ≤ ∆Ht (2.40)
Eq. (2.40) is satisfied trivially for t > pi
2∆H
; for t < pi
2∆H
, it implies that a(t) ≥ cos2(∆Ht).
The half-life τh of the state is defined by the requirement a(τh) =
1
2
. Hence, Eq. (2.40) leads
to an uncertainty relation between energy spread and half-life
∆Hτh ≥ pi
4
, (2.41)
that applies even in regimes where exponential decay fails1.
The persistence amplitude in terms of a contour integral. In order to establish the range
of validity of the WWA, we must evaluate the survival amplitude (2.15) without approxi-
mations. To this end, we analytically continue Γa(E) to the lower imaginary plane, and we
define Σ−a (z) := Σa(z) and Σ
+
a (z) := Σa(z) − iΓa(z). The functions Σ±a (z) can be viewed as
components of a multi-valued complex function: Σ+ corresponds to the first Riemann sheet,
and Σ− corresponds to the second Riemann sheet [44].
We define a line integral over the contour C− of Fig. 1. The contribution from the circle
at infinity vanishes, hence, taking the limit → 0, we obtain
Aa(t) = i
2pi
∮
C−
dze−izt
(
1
z − Ea − Σ+a (z)
− 1
z − Ea − Σ−a (z)
)
+ Ia(t), (2.42)
where Ia(t) is the contribution of the negative real axis
2.
Ia(t) =
1
2pi
∫ ∞
0
dxeixtΓa(−x)
[x+ Ea + Fa(−x)]2 + 14Γa(−x)2
. (2.43)
1For τ such that a(τ) = 0, Eq. (2.40) leads to the uncertainty relation ∆Hτ ≥ pi4 . The time τ is interpreted
as the minimum time required for the system to arrive to a state orthogonal to |ψ〉, and the uncertainty
relation is said to define a limit to the ‘speed of quantum evolution’, and, consequently, to the speed of
quantum computation. The inequality has been improved [39, 40] in order to also incorporate the case of
∆H → ∞. It has then been broadly generalized, for example, to open-system dynamics [41] and classical
systems [42]—for a review, see, Ref. [43].
2We can use a different integration contour, consisting of the positive real axis, an arc of the circle at infinity,
and a half line N that starts from the latter and ends at the origin—for an example, see, Fig. 5. As long as
the contour encloses the physically relevant poles near the positive real axis, the analysis remains unchanged.
Then, Ia(t) is a line integral along N . The choice of the negative imaginary axis for N is particularly useful
for calculating the long time limit of Eq. (2.42). In fact, we use it implicitly in the derivation of Eq. (2.49).
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If Σ±a (z) are meromorphic functions in the region of the complex plane enclosed by the
contour C−, the line integral in Eq. (2.42) is evaluated by finding the poles of the integrand
inside C−. To this end, we must solve the equation
z − Ea − Σ±a (z) = 0. (2.44)
We will refer to this contribution to the survival amplitude as the pole term; we will refer to
Ia(t) as the remainder term.
The pole term. Unless Ea is very close to a point of divergence of Σ
±
a , we expect that
|Σa(E+a )|/Ea is much smaller than unity. Hence, there exist a solution to Eq. (2.44) within
a distance of order λ2 from the point z = Ea. Setting z = E + λ
2x, we find that λ2x =
Σ±a (Ex + λ
2x) = Σ±a (Ea) +O(λ
4). Hence, Eq. (2.44) is satisfied for
z = Ea + Fa(Ea)∓ i
2
Γa(Ea) +O(λ
4). (2.45)
The pole with the plus sign is outside C−, hence, it does not contribute to the contour integral.
The pole with the minus sign reproduces the result of the WWA3. The associated residue is
[1− F ′a(Ea) + i2Γ′(Ea)]−1.
Let all other solutions to Eq. (2.44) inside C− be z = αi and Ri the associated residues.
Then, by Cauchy’s theorem,
Aa(t) = e
−i(Ea+δE)t−Γ2 t
1− F ′a(Ea) + i2Γ′a(Ea)
+Ka(t) + Ia(t), (2.46)
where Ka(t) =
∑
iRie
−iαit. Hence, the WWA is valid if both terms Ka(t) and Ia(t) are
negligible.
If the self-energy function is analytic in the region enclosed by the contour C−, then,
typically, other roots z = αi to Eq. (2.44) are further away from the real axis than the
perturbative root (2.45). This means that |Imαi| >> Γ. Hence, Ka(t) vanishes much faster
than the WWA term, and can be neglected after an initial transient period.
If Σ±a (z) has divergences near or on the real axis, then there may exist other roots, as
close to the real axis as the perturbative root (2.45). There is no general rule here, and,
in principle, a case-by-case study is required. Of particular importance is the possibility of
resonance. If Ea is sufficiently close to a pole of Σa(z), then the condition |Σa(E+a )|/Ea << 1
will not hold. Then, there is no perturbative pole, the WWA fails, and decays are likely to be
non-exponential.
3Hence, the WWA justifies a common statement of scattering theory, that unstable particles correspond to
poles of the S-matrix on the second Riemann sheet [44,45]. Indeed, the poles of the S-matrix provide a simple
way for identifying the basic properties of an unstable state. However, the S-matrix formalism gives a coarse
description of a decay process. It enforces the constancy of transition rates [46] by averaging over a long time
interval, and, for this reason, it cannot discern transient phenomena, including deviation from exponential
decay.
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Late times. The contribution of the pole term to the persistence amplitude drops exponentially.
The remainder term Ia(t) drops as an inverse power law, hence, it dominates at sufficiently
late times [47,48].
To see this, we change variables to y = xt, and write Eq. (2.43) as
Ia(t) =
1
2pit
∫ ∞
0
eiyΓa(−y/t)
[y/t+ Ea + Fa(−y/t)]2 + 14Γa(−y/t)2
, (2.47)
As t→∞, the denominator becomes [Ea + Fa(0)]2 + 14Γa(0)2 = E2a +O(λ2). Hence,
Ia(t) ' 1
2piE2at
∫ ∞
0
dyeiyΓa(−y/t) = 1
2piE2a
∫ ∞
0
dxeixtΓa(−x). (2.48)
The long -time limit of Ia(t) is determined by the behaviour of Γa(z) near zero. Let
Γa(z) ' Azn as x→ 0, for some positive constant A and integer n. We evaluate the integral∫∞
0
dxeixt(−x)n for imaginary time t = iτ , with τ > 0, to obtain (−1)nn!τ 1+n. We analytically
continue back to t, to obtain
Aa(t) = − An!
2piE2ai
n+1
1
tn+1
. (2.49)
The persistence amplitude drops as an inverse power of t. Hence, in the long-time limit,
decays are characterized by an inverse-power law and not an exponential one. In most systems,
the inverse-power behavior appears is time-scales too large to be measurable. Nonetheless, it
has been experimentally confirmed in luminescence decays of dissolved organic material [49],
with the exponent depending on the material.
We summarize the results of our analysis.
1. The exponential law always fails at very short and very long times.
2. If the self-energy function has no divergences near or on the real axis, the exponential law
is very accurate at all intermediate times.
3. If the self-energy function has divergences near or on the real axis, there may be corrections
to exponential decay from other poles.
4. Exponential decay likely fails on resonance, i.e., for energies near a divergence point of the
self-energy function.
3 Lee’s model
In this section, we present a general model for decays that can be applied to many different
physical situations. This model originates from the work of T.D. Lee [8]. We shall consider
two versions of the model, one where the decay is accompanied by the emission of a bosonic
particle and one where the decay is accompanied by the emission of two fermions. The former
describes spontaneous emission of photons, the latter describes beta decay.
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3.1 Bosonic emission
3.1.1 Definitions and properties
We consider decays of the form A′ → A+B, in which the emitted bosonic particle B is much
lighter than the particles A′ and A. Examples of this type of decay are the following.
• A′ is the excited state of a nucleus, or of an atom, or of a molecule, A is the corresponding
ground state and B is a photon.
• A′ is a heavy nucleus that decays to the nucleus A and an alpha particle.
• A′ and A are baryons and B is a light meson.
The key idea in Lee’s model is to ignore all degrees of freedom pertaining to the motion of
the heavy particles. The heavy particles are then treated as a two-level system (2LS).The
ground state |g〉 corresponds to the particle A and the excited state |e〉 to the particle A′.
The B particle is described by a bosonic Fock space FB. We denote the vacuum of FB by
|0〉 and the creation and annihilation operators by aˆr and aˆ†r. The latter satisfy the canonical
commutation relations
[aˆr, aˆs] = 0, [aˆ
†
r, aˆ
†
s] = 0, [aˆr, aˆ
†
s] = δrs. (3.1)
The indices r, s, . . . denote the possible states of a single B particle, i.e., they label a (gener-
alized) basis on the associated single-particle Hilbert space.
The Hilbert space of the total system is C 2 ⊗ FB. The Hamiltonian HˆL of Lee’s model
consists of three terms
HˆL = HˆA + HˆB + Vˆ , (3.2)
where
HˆA =
1
2
Ω(1ˆ + σˆ3), (3.3)
is the 2LS Hamiltonian, and Ω stands for the energy difference of the two levels;
HˆB =
∑
r
ωraˆ
†
raˆr, (3.4)
is the Hamiltonian for non-interacting particles B particles;
Vˆ =
∑
r
(
grσˆ+aˆr + g
∗
r σˆ−aˆ
†
r
)
, (3.5)
is the interaction term. It describes the excitation of the 2LS accompanied by the absorption
of a B particle, and the decay of the 2LS accompanied by the emission of a B particle. The
coefficients gr depend upon the physical system under consideration.
The initial state for Lee’s model is
|A′〉 = |e〉 ⊗ |0〉, (3.6)
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i.e., the 2LS is excited and no B-particle is present.
We evaluate the survival amplitude A(t) := 〈A′|e−iHˆLt|A′〉 using the series (2.9) for Hˆ0 =
HˆA + HˆB. We find that
(z − Hˆ0)−1Vˆ (z − Hˆ0)−1|A′〉 = 1
z − Ω |g〉 ⊗
∑
r
gr
z − ωr aˆ
†
r|0〉, (3.7)
hence, the matrix elements 〈ψ|Vˆ |A′〉 are non-zero only for |ψ〉 are of the form |g〉 ⊗ aˆ†r|0〉. In
particular, 〈A′|Vˆ |A′〉 = 0.
The next term in the perturbative series is
(z − Hˆ0)−1Vˆ (z − Hˆ0)−1Vˆ (z − Hˆ0)−1|A′〉 = Σ(z)
(z − Ω)2 |A
′〉, (3.8)
where
Σ(z) =
∑
r
|gr|2
z − ωr , (3.9)
is the self-energy function for the initial state |A′〉.
Since the second-order term is proportional to the zero-th order one, the above expressions
are reproduced to all orders of perturbation. We obtain
[(z − Hˆ0)−1Vˆ ]2n(z − Hˆ0)−1|A′〉 = 1
z − Ω
(
Σ(z)
z − Ω
)n
|A′〉
[(z − Hˆ0)−1Vˆ ]2n+1(z − Hˆ0)−1|A′〉 = 1
z − Ω
(
Σ(z)
z − Ω
)n
|g〉 ⊗
∑
r
graˆ
†
r
z − ωr |0〉.
Hence,
1
z − Hˆ |A
′〉 = 1
z − Ω
∞∑
n=0
Σ(z)n
(z − Ω)n
(
|A′〉+ |g〉 ⊗
∑
r
graˆ
†
r
z − ωr |0〉
)
=
1
z − Ω− Σ(z)
(
|A′〉+ |g〉 ⊗
∑
r
graˆ
†
r
z − ωr |0〉
)
. (3.10)
We conclude that
G(z) =
1
z − Ω− Σ(z) . (3.11)
We obtained Eq. (2.14) by resumming the full perturbative series (2.9), without any
approximation. This means that Lee’s model incorporates the RPA in its definition.
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3.1.2 Spontaneous emission from atoms
We will evaluate the self-energy function in a simple model where the emitting particles have
zero spin and zero rest mass, i.e., scalar photons [51]. This model ignores the effects of
polarization, but otherwise it describes well the emission of photons by excited atoms. The
inclusion of polarization changes Σ(z) only by a multiplicative factor that can be absorbed in
a redefinition of the coupling constant.
In this model, the basis r corresponds to photon momenta k, ωr corresponds to ωk = |k|,
and the summation over r corresponds to integration with measure d
3k
(2pi)3
. If the size a0 of
the emitting atom is much smaller than the wavelengths of the emitted radiation, we can
describe the atom-radiation interaction in the dipole approximation [50]. Then, the coupling
coefficients are gk =
λ√
ωk
eik·r , where λ is a dimensionless constant and r is the position vector
of the atom4.
We substitute into Eq. (3.9) for the self-energy function, to obtain
Σ(z) =
λ2
2pi2
∫ ∞
0
kdk
z − k . (3.12)
The integral in Eq. (3.12) diverges as k →∞. However, photon energies much larger than
a−10 , where a0 is the size of the atom, are not physically relevant. Hence, we regularize the
integral (3.12) by introducing a high-frequency cut-off Λ >> Ω,
Σ(z) =
λ2
2pi2
∫ Λ
0
kdk
z − k = −
λ2
2pi2
[Λ + z(ln(Λ− z)− ln(−z))] . (3.13)
There are many other ways to regularize the integral (3.12), for example, by inserting an
exponential cut-off function e−k/Λ. The choice of regularization does not affect the form of Σ(z)
for the physical range of values of z, i.e., |z| << Λ. However, it introduces an arbitrariness
in the behaviour of Σ(z) for z of the order of Λ. In particular, the apparent branch-point
at z = Λ in Eq. (3.13) is a artefact of the regularization. As far as the physically relevant
values of z are concerned, there is no error in substituting ln(Λ − z) ' ln Λ in Eq. (3.13).
Furthermore, it is convenient to absorb the constant term in Σ(z) into a redefinition of the
frequency Ω˜ = Ω− λ2Λ
2pi2
. With these modifications, Eq. (3.13) becomes
Σ(z) =
λ2
2pi2
[−(ln Λ)z + z ln(−z)] . (3.14)
The logarithm in Eq. (3.14) is defined in the principal branch, i.e., its argument lies in
(−pi, pi]. When evaluating Σ(E−), we substitute z = E − iη, for η > 0. Hence, ln(−z) =
lnE + ln[−(1− iη/E)]. As η → 0, 1− iη/E ' e−iη/E. We have two options for the −1 term
in the logarithm, we can express it either as eipi or as e−ipi. The first choice gives ln(ei(pi−η/E)),
hence, the argument lies in the principal branch. The second choice gives ln(ei(−pi−η/E)), and
4The coupling originates from an interaction Hamiltonian of the form λ[σˆ−φˆ(−)(r) + σˆ+φˆ(+)(r)], where the
scalar field components φˆ(±)(r) are given by Eqs. (6.2, 6.3).
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the argument lies outside the principal branch. Only the first choice is acceptable. Hence,
ln[−(1− iη/E)] = i(pi − η/E), and limη→0 ln[−(E − iη)] = lnE + ipi. It follows that
Σ(E−) = − λ
2
2pi2
[E ln(Λ/E)− ipiE)] . (3.15)
By Eqs. (2.18) and (2.20),
F (E) = − λ
2
2pi2
E ln(Λ/E) (3.16)
Γ(E) =
λ2
pi
E. (3.17)
Hence, the decay constant in the WWA is
Γ = Γ(Ω˜) =
λ2
pi
Ω˜. (3.18)
The Lamb shift depends on the cut-off parameter Λ and it induces a renormalization of the
frequency Ω˜.
Validity of exponential decay. We examine the domain of validity of the WWA. First, we
consider the contribution from other poles. To this end, we look for solutions to equation
z − Ω˜− λ
2
2pi2
z ln(1− Λ/z) = 0. (3.19)
Eq. (3.19) admits one solution for z near Λ. To see this, we write z = Λ(1 + x) for |x| << 1.
We obtain x ' e− 2pi
2
λ2 << 1 to leading order in λ2. This solution is possibly an artefact
of the regularization, but in any case it corresponds to oscillations much more rapid than
any physically relevant time scale. It averages to zero in any measurement with temporal
resolution of order σT >> Λ
−1. We conclude that the contribution of other poles to the decay
probability is negligible.
Next, we evaluate the remainder term, Eq. (2.49). By Eq. (3.17), A = λ
2
pi
and n = 1.
Hence,
I(t) =
Γ
2piΩ˜3t2
. (3.20)
For sufficiently large t the remainder term dominates over the exponential term e−Γt/2 in the
persistence amplitude. The relevant time-scale τ is found from the solution of the equation
|I(τ)| = e−Γτ/2 at large τ . We set Γτ/2 = x and α = 1
8pi
(Γ/Ω˜)3, to obtain an equation for x,
2 lnx− x = lnα. (3.21)
Solutions to Eq. (3.21) for different values of Γ/Ω˜ are given in the following able.
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Γ/Ω˜ 10−2 10−3 10−4 10−5 10−6 10−7
x 23.3 30.8 38.1 45.4 52.5 59.8
e−Γτ 5 · 10−21 2 · 10−27 8 · 10−34 4 · 10−40 2 · 10−46 10−52
Even for values of Γ/Ω˜ as large as 0.01, the exponential decay law breaks down at a time
where less than 1 : 1020 of the initial atoms remains in the excited state. We conclude that
any deviations from exponential decay in photo-emission are negligible outside the quantum
Zeno regime.
3.1.3 Emission of a massive boson
We adapt the model of Sec. 3.1.2 to describe the emission of a bosonic particle of mass µ.
The model is identical to that of Sec. 3.1.2, except for the form of the energy function ωk . We
assume non-relativistic energies for the product particle, hence, ωk = µ+
k2
2µ
. This model is a
variation of the one in Refs. [52,53] that describes the decay of a heavy baryon to a lighter one
with the emission of a pion. It allows for an analytic calculation of the persistence amplitude
at all times. Hence, we can witness the transition between the exponential and the power-law
regimes without worrying about the validity of specific approximation schemes.
The self-energy function is
Σ(z) =
λ2
2pi2
∫ ∞
0
k2dk(
µ+ k
2
2µ
)(
z − µ− k2
2µ
) = −√2λ2µ
pi2
∫ ∞
0
dxx2
(1 + x2)(x2 − ζ) , (3.22)
where we set ζ = z/µ−1 and x = k/(√2µ). The integral over x is evaluated to pi
2
(1+
√−ζ)−1.
Hence,
Σ(z) = − λ
2µ√
2pi
1
1 +
√
− z−µ
µ
. (3.23)
In the non-relativistic regime, the relevant values of z satisfy |z − µ| << µ, so we can
approximate (1 +
√
− z−µ
µ
)−1 with 1 −
√
− z−µ
µ
. We shift the energy of the ground state by
µ, so that the energy of the product particle starts at z = 0 rather than at z = µ. We also
absorb the constant Σ(0) into Ω. Then, the energy of the 2LS is Ω˜ = Ω − µ − λ2µ√
2pi
, and the
self-energy function becomes
Σ(z) = −λ
2
pi
√
−µz
2
. (3.24)
For E > 0, the level-shift function F (E) vanishes because Σ(E±) is purely imaginary. The
decay function is
Γ(E) =
λ2
pi
√
2mE, (3.25)
and the decay constant Γ = λ
2
pi
√
2mΩ˜.
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The persistence amplitude (2.26) becomes
A(t) = Γ
2pi
∫ ∞
0
dEe−iEt
√
E/Ω˜
(E − Ω˜)2 + Γ2E
4Ω˜
, (3.26)
where we wrote Γ(E) = Γ
√
E/Ω˜. We change variables to x = E/Ω˜, to obtain
A(t) =
√
2γ
pi
∫ ∞
0
dxe−ix(Ω˜t)
√
x
(x− 1)2 + 2γ2x, (3.27)
where γ = Γ
2
√
2Ω˜
<< 1. The denominator is a binomial with two roots, at x = x± :=
1− γ2 ± iγ√2− γ2. We use the identity
x+ − x−
(x− x+)(x− x−) =
1
x− x+ −
1
x− x− , (3.28)
and change variables to y = xΩ˜t, to obtain
A(t) =
R
(
(1− γ2 + iγ√2− γ2)Ωt)−R((1− γ2 − iγ√2− γ2)Ωt)
2pii
√
1− 1
2
γ2
√
Ω˜t
. (3.29)
We defined the function
R(a) :=
∫ ∞
0
dye−iy
√
y
y − a . (3.30)
For Re a > 0, the integral (3.30) can be expressed analytically in terms of the Fresnel integrals
C(x) =
∫ x
0
ds cos(s2) and S(x) =
∫ x
0
ds cos(s2). We find [54],
R(a) = (1− i)
√
pi
2
− pie−ia√−a− (1 + i)e−iapi√a
[
C
(√
2
pi
√
a
)
+ iS
(√
2
pi
√
a
)]
. (3.31)
Eq. (3.31) is a closed expression for the persistence amplitude that is valid for all times. The
logarithm of the persistence probability |A(t)|2 as a function of time is plotted in Fig. 2. The
agreement with exponential decay is excellent until t ' 15Γ−1. The transition to power-law
decay is accompanied by increasingly stronger oscillations that originate from the asymptotic
behavior of the Fresnel integrals.
It is important to emphasize that the oscillations of Fig. 2 signify the breakdown not
only of exponential decay, but of the persistence probability method. They imply that the
probability density (1.4) takes negative values. Hence, the method does not correlate with
the experimental records, namely, the number of product particles recorded at each moment
of time. The result strongly suggests that the persistence probability method is not reliable
outside the regime of exponential decay.
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Figure 2: The persistence probability as a function of Γt for γ = 0.05.
3.2 Fermionic emission
3.2.1 The Hamiltonian
Next, we consider decays of the form A′ → A + B1 + B2, in which B1 and B2 are fermionic
particles, much lighter than A′ and A. The most important example of this type is beta decay,
where A′ and A are nuclei, B1 is an electron (or positron) and B2 is an anti-neutrino (or a
neutrino). Again the nucleus is described as a 2LS, with a ground state |g〉 and an excited
state |e〉.
A fermionic Fock space F1 is associated to the particle B1 and a fermionic Fock space F2 is
associated to the particle B2. The corresponding ground states are |0〉1 and |0〉2, respectively.
The creation and annihilation operators on F1 will be denoted as cˆr and cˆ†r, and the creation
and annihilation operators on F2 as dˆl and dˆ†l . They satisfy the canonical anti-commutation
relations
[cˆr, cˆs]+ = [cˆ
†
r, cˆ
†
s]+ = 0, [cˆr, cˆ
†
s]+ = δrs (3.32)
[dˆl, dˆm]+ = [dˆ
†
l , dˆ
†
m]+ = 0, [dˆl, dˆ
†
m]+ = δlm. (3.33)
In the above, r and s are labels of a basis on the Hilbert space of a single B1 particle; l and
m are labels of a basis on the Hilbert space of a single B2 particle. The Hilbert space of the
total system is C 2 ⊗F1 ⊗F2
The Hamiltonian for this system again consists of three parts HˆL = HˆA + HˆB + Vˆ , where
HˆA =
1
2
Ω(1ˆ + σˆ3), (3.34)
HˆB =
∑
r
ωrcˆ
†
rcˆr +
∑
r
ω˜ldˆ
†
l dˆl, (3.35)
Vˆ =
∑
r,l
(
gr,lσˆ+cˆrdˆl + g
∗
r,lσˆ−cˆ
†
rdˆ
†
l
)
. (3.36)
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In Eq. (3.35), ωr and ω˜l are energy eigenvalues of a single B1 and B2 particle, respectively.
The coefficients gr,l are model-dependent.
The self-energy function for an initial state |A′〉 = |e〉 ⊗ |0〉1 ⊗ |0〉2 is
Σ(z) =
∑
r,l
|gr,l|2
z − ωr − ω˜l . (3.37)
3.2.2 Beta decay
We consider a simplified model for beta decay, in which both emitted particles have zero spin
and mass. This model is similar to the original Fermi theory of weak interactions [55,56]. The
zero-mass approximation is reasonable, if the energy Ω is much larger than the masses of the
emitted particles, as is often the case in beta decay. The zero spin approximation is bad; spin
is important in the weak interactions.
In this model, the basis r corresponds to momenta p, the basis l to momenta q, ωr cor-
responds to ωk = |p|, and ω˜l corresponds to ω˜q = |q|. The summation over r corresponds to
integration over d
3p
(2pi)3
and the summation over s corresponds to integration over d
3q
(2pi)3
. The
appropriate constants gr,l for beta decay are
gp,q =
1
µ2
ei(p+q)·r (3.38)
where µ has dimensions of mass5 and r is the position vector of the atom.
We substitute to Eq. (3.37), to obtain
Σ(z) =
1
64pi6µ4
∫
d3pd3q
z − |p| − |q| =
1
16pi4µ4
∫ ∞
0
p2dp
∫ ∞
0
q2dq
1
z − p− q . (3.39)
We change the integration variables to y = p+ q, ξ = p− q. Then,
Σ(z) =
1
256pi4µ4
∫ ∞
0
dy
z − y
∫ y
0
dξ(y2 − ξ2)2 = 1
480pi4µ4
∫ ∞
0
dyy5
z − y , (3.40)
The integral in Eq. (3.40) diverges, so we introduce a high-frequency cut-off Λ << µ and
restrict the integration over y to the interval [0,Λ]. Thus, we obtain
Σ(z) = − 1
240pi4µ4
[
Λ5
(
1
5
+
z
4Λ
+
z2
3Λ2
+
z3
2Λ3
+
z4
Λ4
)
+ z5 ln Λ− z5 ln(−z)
]
. (3.41)
where we approximated ln(Λ− z) ' ln Λ.
As in Sec. 3.1.2, the branch point z = 0 is logarithmic. Following the same procedure, we
evaluate the level-shift and decay functions
5In terms of the standard parameters of the theory of weak interactions, µ−2 = GFVudMn, where GF is
Fermi’s constant, Vud is an element of the Kobayashi-Maskawa matrix, andMn the amplitude for the nuclear
transition [57]. The dimensionality of µ comes from the inverse mass squared dimension of Fermi’s constant.
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F (E) = − Λ
5
1200pi4µ4
(
1 +
5E
4Λ
+
5E2
3Λ2
+
5E3
2Λ3
+
5E4
Λ4
)
− E
5
240pi4µ4
ln
Λ
E
(3.42)
Γ(E) =
E5
120pi3µ4
. (3.43)
The beta decay rate is
Γ = Γ(Ω) =
Ω5
120pi3µ4
(3.44)
4 Resonant decays
In this section, we consider decays in presence of resonance. To this end, we study a variation
of the spontaneous emission model of Sec. 3.1.2, in which the 2LS is within a cavity, consisting
of two (infinite) parallel metal plates at distance L. The cavity is perfect, so the field satisfies
Dirichlet boundary conditions on the plates. The model has been studied in Refs. [51,58], but
most of the results presented here are new.
4.1 The self-energy function
In the directions parallel to the cavity the photon momenta take continuous values. The
momentum in the perpendicular direction is an integer multiple of the fundamental frequency
ω0 =
pi
L
. (4.1)
Thus, the index r of the bosonic Lee model corresponds to the pair (k, n), where k is a
two-dimensional vector parallel to the plates and n = 0, 1, 2, . . .. The energies are ωk,n =√
k2 + n2ω20 and the mode summation corresponds to
∑∞
n=0
∫
d2k
(2pi)2
.
The coupling constants have the same dependence on energy as in Sec. 3.1.2, but we
express them as
gk,n = λ
√
ω0
ωk,n
, (4.2)
in terms of the dimensionless constant λ.
Then, the self-energy function takes the form
Σ(z) =
λ2ω0
2pi
∞∑
n=0
∫ ∞
0
kdk
ωk,n(z − ωk,n) = −
λ2ω0
2pi
∞∑
n=0
∫ ∞
nω0−z
dx
x
, (4.3)
where in the last step we set x = ωk,n − z.
24
The integral for Σ(z) in Eq. (4.3) diverges at high energies. We regularize by introducing
a high-energy cut-off Λ in the integral over x, and a maximum integer N = Λ/ω0 in the
summation over n. Then,
Σ(z) = −λ
2ω0
2pi
[
N ln
Λ
ω0
−
N∑
n=0
ln(n− z/ω0)
]
= −λ
2ω0
2pi
[
Λ
ω0
ln
Λ
ω0
− ln Γ(N − z/ω0) + ln Γ(−z/ω0)
]
, (4.4)
where ln Γ(z) is the logarithmic gamma function. Since the physical values of z are much
smaller than Λ, we use the asymptotic form of the logarithmic gamma function (Stirling’s
formula)
ln Γ(z) ' z ln z − z, (4.5)
to obtain
Σ(z) = −λ
2Λ
2pi
− λ
2 log(Λ/ω0)
2pi
z − λ
2ω0
2pi
ln Γ(−z/ω0). (4.6)
As in Sec. 3.1.2, we incorporate the constant part of Σ(z) into a frequency redefinition:
Ω˜ = Ω− λ2Λ
2pi
, so that
Σ(z) = −λ
2 log(Λ/ω0)
2pi
z − λ
2ω0
2pi
ln Γ(−z/ω0). (4.7)
The logarithmic gamma function has no poles, but it has infinitely many branch points at
all negative integers. The identity Γ(z + 1) = zΓ(z) implies that
ln Γ(−x) = − ln(−x)− ln(−x+ 1)− . . .− ln(−x+ [x]) + ln Γ[−x+ [x] + 1], (4.8)
for x > 0 and where [x] is the integer part of x.
Eq. (4.8) implies that Σ(E−) involves the sum of [E/ω0] + 1 logarithms with negative
argument. Each logarithm contributes a term pi to the imaginary part of Σ(E−), hence,
Γ(E) = λ2ω0([E/ω0] + 1). (4.9)
The level-shift function F (E) involves a term − ln(E/ω0) − ln(E/ω0 − 1) − ln(E/ω0 −
[E/ω0]) + ln Γ([E/ω0] + 1−E/ω0), which can be written as ln
(
Γ(1+[E/ω0]−E/ω0)Γ(E/ω0−[E/ω0])
Γ(E/ω0)
)
.
Hence,
F (E) = −λ
2 log(Λ/ω0)
2pi
z +
λ2ω0
2pi
ln
(
Γ(E/ω0)
Γ(E/ω0 − [E/ω0])Γ(1 + [E/ω0]− E/ω0)
)
. (4.10)
Both F (E) and Γ(E) have finite discontinuities across the resonances E = nω0, for n = 1, 2, . . ..
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Large cavity. For a large cavity (LΩ >> 1), ω0 is very small, so we expand the logarithmic
gamma function in Eq. (4.7) using Stirling’s formula. Then,
Σ(z) =
λ2
2pi
[−(ln Λ− 1)z + z ln(−z)] . (4.11)
Eq. (4.11) has the same functional dependence on z with the self-energy function of Eq. (3.14)
that is obtained in absence of a cavity. If the coupling constant and the cut-off parameters
are properly redefined, the two expressions coincide.
We evaluate the persistence amplitude using with Eq. (2.26). We define nc = [Ω˜/ω0] and
x0 = Ω˜/ω0−nc. Then, we express the integral
∫∞
0
dE as
∑∞
n=0
∫ (n+1)ω0
nω0
dE, where n = [E/ω0].
Aa(t) = λ
2
2pi
∞∑
n=0
(n+ 1)e−inω0t
∫ 1
0
dx
e−i(ω0t)x
[x+ n− nc − x0 − λ22pifn(x)]2 + λ
4
4
(n+ 1)2
(4.12)
where we substituted E = ω0(n+ x) and we wrote
fn(x) = − ln(Λ/ω0)(n+ x) + ln Γ(n+ x)
Γ(1− x)Γ(x) . (4.13)
The function fn(x) diverges near x = 0 and near x = 1. Using the expansion, Γ(x) ' 1x + . . .
near x = 0, we obtain
fn(x) = lnx+ ln(n− 1)!− ln(Λ/ω0)n (n > 0), (4.14)
fn(1− x) = lnx+ lnn!− ln(Λ/ω0)(n+ 1), (4.15)
for x << 1.
The integrals in Eq. (4.12) are dominated by values of x for which the denominator is of
order λ2. Their behavior depends crucially on whether the system is near resonance or not.
4.2 Off resonance
First, we assume that the atomic frequency is far from the cavity’s resonances. Hence, x0 and
1−x0 are much larger than O(λ2). The integrals are dominated by their values near solutions
to the equation
x+ n− nc − x0 − λ
2
2pi
fn(x) = 0, (4.16)
for x ∈ [0, 1]. For n = nc, Eq. (4.16) admits a perturbative solution at x = x0 + λ22pifnc(x0) +
O(λ4).
There are other solutions to Eq. (4.16), near the boundaries x = 0 and x = 1 where fn(x)
diverges. It is easy to show that these solutions lie at distance smaller than e−
2pix0
λ2 or e−
2pi(1−x0)
λ2
from the boundaries, and that their contribution to the integral is negligible.
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Therefore, the dominant term to the persistence amplitude corresponds to n = nc. Since
the integral is dominated by values near the perturbative solution with a width of order λ2,
we can extend the range of integration to (−∞,∞). But then, we recover the integral (2.29)
of the WWA, with
δE = −λ
2ω0 log(Λ/ω0)
2pi
(nc + x0) +
λ2ω0
2pi
ln
(
Γ(nc + x0)
Γ(1− x0)Γ(x0)
)
(4.17)
Γ = λ2ω0(nc + 1). (4.18)
As expected, the persistence amplitude off-resonance does not differ significantly from the
persistence amplitude of an atom outside a cavity.
4.3 Resonance
The condition for resonance is that either x0 or 1− x0 is of order λ2. In the former case, ΩR
is just above the resonance frequency nRω0, for nR = nc; we define the detuning parameter
δ = x0. In the latter case, ΩR is just below the resonance frequency nRω0, for nR = nc + 1;
we define the detuning parameter as δ = x0 − 1.
Two terms in the series (4.12) dominate. The first corresponds to n = nR. In this term, the
denominator of the integral is of order λ2 near x = 0. Therefore, we can use the approximation
(4.14) for fn(x). We change variables to y =
λ2
2pi
x and we extend the limit of integration for y
form 2pi
λ2
>> 1 to ∞. Then, this term equals e−inRω0tG−(Γ0tpi ,−d, (nR + 1)pi), where
G±(s, a, b) :=
b
pi
∫ ∞
0
dye−isy
(y ± ln y − a)2 + b2 , (4.19)
d := ln
2pi
λ2
− 2piδ
λ2
− ln(nR − 1)! + ln(Λ/ω0)nR, (4.20)
and Γ0 = λ
2ω0.
The second term corresponds to n = nR − 1. In this term, the denominator is of order
λ2 near x = 1. Again, we can use the approximation (4.15) for fn(x). We change variables
to y = 2pi
λ2
(1 − x) and take the limit of integration for y to ∞. Then, this term equals
e−inRω0tG∗+(
Γ0t
pi
, d, 1
2
nRpi). Hence,
A(t) = e−inRω0t
[
G−[
Γ0t
pi
,−d, (nR + 1)pi] +G∗+[
Γ0t
pi
, d, nRpi]
]
, (4.21)
For general values of a and b the functions G±(s, a, b) can only evaluated numerically. In
general, they decay with increasing s, with some oscillations for positive a. Plots of G±(s, a, b)
as a function of s for different values of a and b are given in Fig. 3.
For a >> b , the contribution of the logarithm to the integral (4.19) is negligible, and the
integral is little affected if the range is extended to (−∞,∞). Then,
G±(s, a, b) =
b
pi
∫ ∞
−∞
dye−isy
(y − a)2 + b2 = e
−bs−ias (4.22)
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Figure 3: The real and the imaginary part of G±(s, a, b) are plotted as functions of s for
different choices of a and b.
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Figure 4: The logarithm of the persistence probability ln |A(t)|2 as a function of Γ0t/pi for
different values of d and for nR = 1.
In contrast, if |a| >> b with a < 0, G±(s, a, b) is of order (|a|/b)2. We readily verify that Eq.
(4.21) recovers the exponential decay form for |d| >> pinR.
In all other regimes, the decays are non exponential. This can be seen in Fig. 4, where the
logarithm of the persistence probability is plotted as a function of Γ0t/pi for different values
of d. The graph becomes a straight line for larger values of d, signaling exponential decay.
Deviations appear when a tiny fraction of the initial 2LS remains excited. For several values
of d, the persistence probability is not a decreasing function of t. Again, this signifies a failure
of the definition (1.4) for the decay probability.
The behavior of the persistence probability derived here is typical for decaying systems
with energies close to a branch point of the self-energy function. In quantum field theory, such
branch points appear at energy thresholds, i.e., for energies near the activation energy E0 of
a new decay channel. For example, if the energy of a photon becomes 2me, where me is the
electrons’s mass, the photon decay to a electron-positron pair is possible. In such cases, the
persistence amplitude receives two distinct contributions, one from energies slightly beneath
and one from energies slightly above the threshold. For discussions of non-exponential decays
due to threshold effects, see, Refs. [59–62].
5 Decay through barrier tunneling
The methodology developed in Sec. 2 applies to decays that originate from a small pertur-
bation in the Hamiltonian. In this section, we consider non-perturbative decays that can be
understood in terms of tunneling. Examples of such decays are the alpha emission of nuclei,
tunneling ionization of atoms due to an external field, and leakage of particles from a trap. We
will consider a simple model of a particle in one dimension that mimics the classic treatment
of alpha decay by Gamow and by Gurney and Condon [63,64].
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5.1 Set-up
Dynamics. We consider a particle in the half-line R+ = [0,∞) in presence of a potential V (x).
The potential vanishes outside [a, b], where a and b are microscopic lengths.
It is convenient to express the potential in terms of the transmission and reflection coeffi-
cients of the Schro¨dinger operator Hˆ = pˆ
2
2m
+V (xˆ) over the full real line. Hˆ has two generalized
eigenstates fk±(x) for each value of energy E = k
2
2m
.
fk+(x) =
{
1√
2pi
(eikx +Rke
−ikx), x < a
1√
2pi
Tke
ikx x > b
fk−(x) =
{
1√
2pi
Tke
−ikx, x < a
1√
2pi
(eikx + R˜ke
ikx) x > b
(5.1)
where the complex amplitudes Tk, Rk and R˜k satisfy
|Tk|2 + |Rk|2 = 1, |Rk| = |R˜k|, T ∗kRk + TkR˜∗k = 0. (5.2)
Tk is the transmission amplitude, Rk is the reflection amplitude for a right-moving particle
and R˜k is the reflection amplitude for a left-moving particle.
When the range of x is restricted into the half-line, the generalized eigenfunction gk of the
Schro¨dinger operator is the linear combination of fk+ and fk− that satisfies gE(x) = 0, i.e.,
gk =
(
− Tk
1 +Rk
fk+ + fk−
)
. (5.3)
This implies that
gk(x) =
{
− 2i√
2pi
Tk
1+Rk
sin kx, x < a
1√
2pi
[
e−ikx − eiSkeikx] x > b , (5.4)
where
eiSk =
T 2k
1 +Rk
− R˜k = 1 +R
∗
k
1 +Rk
(
T 2k
|Tk|2
)
, (5.5)
is the reflection amplitude of a left-moving particle. The absolute value of the reflection
amplitude is unity, because there is no possibility of transmission to x < 0.
The eigenfunctions gk(x) are normalized so that
∫∞
0
gk(x)
∗gk′(x) = δ(k − k′). We will
represent them by kets |k〉D.
Initial state. We consider an initial state ψ0(x) with the following four properties. First, it
vanishes outside [0, a]. Second, it belongs to the Hilbert space of square-integrable harmonic
functions on R+ subject to Dirichlet boundary conditions. Hence, it can be expressed as
ψ0(x) =
√
2
pi
∫ ∞
0
sin(kx)ψ˜0(k). (5.6)
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The function ψ˜0(k) is defined for k > 0. Extending to k < 0 by ψ˜0(−k) = −ψ˜(k), we can
write Eq. (5.6) as ψ0(x) = − i√2pi
∫∞
−∞ dke
ikxψ˜0(k). By Eq. (5.4),
D〈k|ψ0〉 = i T
∗
k
1 +R∗k
ψ˜0(k). (5.7)
Third, we assume that ψ0(x) is real-valued. For example, ψ0 may be an eigenstate of a
Schro¨dinger operator Hˆ ′ with a different potential U(x). The physical interpretation of this
condition is that we prepare the system in an eigenstate of Hˆ ′ and at time t = 0 we change the
potential to V (x), for example, by switching on an external electric field. Fourth, we assume
that ψ0 has a sharp energy distribution with respect to the Hamiltonian Hˆ: the energy spread
for ψ0 is much smaller than the mean energy.
Given an initial state ψ0, we find the state at time t
ψt(x) =
∫ ∞
0
dkD〈k|ψ0〉gk(x)e−i k
2
2m
t. (5.8)
The definition (1.4) of the decay probability in terms of the persistence probability is not ap-
propriate for this problem, because the initial configuration of the system does not correspond
to an one-dimensional subspace, i.e., the particle may remain confined by the potential with-
out remaining in its initial state. A better choice is perhaps to define the decays probability as
p(t) = − d
dt
W (t), where W (t) =
∫ a
0
dx|ψt(x)|2 is the non-escape probability, i.e., the probability
that the particle is found in [0, a] at time t—see, Ref. [65] for the relation between persis-
tence and non-escape probability. We note that the definition of the non-escape probability
is arbitrary: we could have equally well taken the integration range to [0, b].
The main drawback of both the non-escape and the persistence probability is that they
lack a clear operational interpretation. We do not carry out measurements of particles at mi-
croscopic scales inside the confining potential, rather we measure the number of particles that
have tunneled from the barrier, as recorded by a detector far from the tunneling region. Fur-
thermore, the persistence probability and the non-escape probability are not always increasing
functions of t [66]. Hence, they may lead to negative values for p(t).
Here, we will proceed by calculating the probability flux far from the potential region, i.e.,
we evaluate
J(x, t) =
1
m
Im [ψ∗t (x)∂xψt(x)] , (5.9)
for x >> b.
Eqs. (5.4) and (5.8) imply that
ψt(x) = − i√
2pi
∫ ∞
0
dk
T ∗k
1 +R∗k
[
eiSk+ikx − e−ikx] e−i k22m tψ˜0(k). (5.10)
For x >> b, there is no stationary phase in the integral involving e−ikx−i
k2
2m
t. Hence, its
contribution to ψt(x) is much smaller than that of the integral involving e
ikx−i k2
2m
t, which has
a stationary phase. By Eq. (5.5),
ψt(x) = − i√
2pi
∫ ∞
0
dk
Tk
1 +Rk
eikx−i
k2
2m
tψ˜0(k). (5.11)
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The integral (5.11) contains only out-coming waves, hence, there is no backflow in the proba-
bility current. Note that, in general, J(x, t) can take negative values close to the barrier [13],
and hence, it is not reliable for the description of near-field experiments, i.e., when a particle
detector is placed at a microscopic distance from the tunneling region.
We expand (1 +Rk)
−1 =
∑∞
n=0(−Rk)n, to write Eq. (5.11) as
ψt(x) = − i√
2pi
∞∑
n=0
∫ ∞
0
dkTk(−Rk)neikx−i k
2
2m
tψ˜0(k). (5.12)
5.2 Exponential decay
Eq. (5.11) is accurate for the asymptotic behavior of the wave-function at x >> b. To proceed
further, we exploit the fact that ψ0(k) is strongly peaked about a specific value k0, and we
evaluate Eq. (5.11) in the saddle-point approximation. To this end, we write Rk = −|Rk|eiφk
and Tk = |Tk|eiχk , so that Eq. (5.12) becomes
ψt(x) = − i√
2pi
∞∑
n=0
∫ ∞
0
dk|TkRnk |eikx−i
k2
2m
t+iχk+inφkψ˜0(k). (5.13)
Then, we extend the range of integration of k to (−∞,∞) setting ψ˜0(−k) = −ψ˜0(k) for neg-
ative k. The integral is not affected, because the additional terms involve a term e−i|k|x−i
k2
2m
t,
with no stationary phase. Then, we approximate |Tk| ' |Tk0|, |Rk| ' |Rk0|, k2 ' k20 + 2k0(k −
k0), φk ' φk0 +φ′k0(k−k0), χk ' χk0 +χ′k0(k−k0). The resulting integral is simply the inverse
Fourier transform of ψ˜0(k). Hence,
ψt(x) = Tk0e
ik0x−i k
2
0
2m
t
∞∑
n=0
(−Rk0)nψ0(x−
k0t
m
+ χ′k0 + nφ
′
k0
) (5.14)
Eq. (5.14) has a natural interpretation in terms of classical concepts. The particle makes
successive attempts to cross the barrier at x = a. On failure, it is reflected back, it is reflected
again at x = 0, and then it makes a new attempt. The n-th term in the sum of Eq. (5.14) is
the amplitude associated to a particle that succeeded in crossing the barrier at its (n+ 1)-th
attempt: it is proportional to Tp0 (one success) and to R
n
p0
(after n failures).
Since ψ0(x) has support only on [0, a], ψt(x) vanishes for t < t0 := m(x − a + χ′k0)/p0.
The time-scale t0 has an obvious classical interpretation: it is the time it takes a particle
inside the barrier region to traverse the distance to point x. The term χk0 corresponds to the
Wigner-Bohm time delay due to the particle crossing the classically forbidden region [67]. We
rewrite Eq. (5.14) as
ψt(x) = Tk0e
ik0x−i k
2
0
2m
tθ(t− t0)
∞∑
n=0
(−Rk0)nψ0
(
a− k0(t− t0)
m
+ n∆x
)
(5.15)
where we defined ∆x = φ′k0 the position-shift between successive terms in the series (5.15). If|∆x| > a, the partial amplitudes at different n do not overlap. Hence, there is no quantum
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interference between different attempts of the particle to cross the barrier. For |∆x| < a, there
is quantum interference between M = [a/|∆x|] successive attempts to cross the barrier.
Since we assumed the initial state ψ0 to be almost monochromatic at energy
k20
2m
, the
dominant contribution to the current is k0
m
|ψt(x)|2. Hence,
J(t, x) =
k0
m
|Tk0|2θ(t− t0)
∞∑
n=0
∞∑
`=0
(−Rk0)n(−R∗k0)`
× ψ0(a− k0(t− t0)
m
+ `∆x)ψ0(a− k0(t− t0)
m
+ n∆x) (5.16)
Terms in the summation with |n − `| > M vanish because the corresponding wave functions
do not overlap. Then, we write
J(t, x) =
k0
m
|Tk0|2θ(t− t0)
∞∑
N=0
|Rk0|Nρ
(
k0(t− t0)
m
− 1
2
N∆x
)
, (5.17)
where
ρ(x) =
M∑
j=−M
ψ0(a− x− j
2
∆x)ψ0(a− x+ j
2
∆x)eijφk0 . (5.18)
The function ρ(x) is localized within a width of order a.
In order to connect Eq. (5.17) with experiments, we have to treat both x and t as macro-
scopic variables. This means that they can be measured with an accuracy of order σX and
σT , respectively, that is much larger than the microscopic scales that characterize the system.
Hence, σX >> a and σT >> ma/k0. At such scales, the width of ρ(x) is negligible, and we
can substitute it with a delta function,
ρ(x) ' αδ(x), (5.19)
where α =
∫∞
−∞ dxρ(x) is a number close to unity. In particular, α = 1 for M = 0. In this
regime, we can also approximate the sum over N with an integral, so that
J(t, x) = α
k0
m
|Tk0|2θ(t− t0)
∫ ∞
0
dN |Rk0|Nδ
(
k0(t− t0)
m
− 1
2
N∆x
)
= α
|Tk0|2
∆t
θ(t− t0)elog |Rp0 |2
(t−t0)
∆t (5.20)
where ∆t = m∆x/k0 has the classical interpretation as the time between two successive
attempts of the particle to cross the barrier. For |Tk0| << 1, log |Rp0|2 ' −|Tp0 |2. Then, Eq.
(5.20) describes exponential decay,
J(t, x) = αΓe−Γ(t−t0)θ(t− t0), (5.21)
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with a decay constant
Γ =
|Tk0|2
∆t
. (5.22)
that does not depend on the detailed properties of the initial state.
Note that exponential decay fails at early times; the derivation of Eq. (5.21) requires that
|t− t0| >> ∆t.
In deriving the exponential decay law, we employed the saddle point approximation. This
it is reasonably accurate for ∩-shaped potentials. In general, it does not apply to potentials
with multiple transmission and reflection points, like the double well potential [68]. Such
potentials may trap the particle in an intermediate region, and they require an analysis of the
escape from this region. The escape satisfies an exponential decay law, except for energies
near resonance [69].
The exponential decay law also fails at very long times, when wave-function dispersion
becomes important. To see this, we change variables to y = k
2t
2m
in Eq. (5.11) for ψt(x). The
dominant term at t→∞ is
ψt(x) = −i
√
m
4pit
A0
∫ ∞
0
dy
y
e−iyψ˜0(
√
2my/t). (5.23)
where A0 stands for limk→∞ Tk/(1 + Rk). In general, A0 6= 0, as can be readily checked in
elementary systems. Hence, the asymptotic behavior of ψt(x) depends on the infrared behavior
of ψ˜0. For a power law dependence, ψ0 ∼ kn near k = 0, Eq. (5.23) gives ψt(x) ∼ t−n+12 . It
follows that J(t, x) ∼ t−(n+1), i.e., the flux decays with an inverse power law. We note here
that the asymptotic regime captures some of the information of the initial state [70].
The key property in deriving the exponential decay law is the lack of interference between
different attempts of the particle to cross the barrier. Let us assume that the maximum
number of successive attempts that interfere in the probability amplitude is M . The decay
time scale Γ−1 corresponds to |Tk0|−2 attempts to cross the barrier. As long as
|Tk0 |−2 >> M, (5.24)
the effects of interference are negligible. This also implies that the particle has very short
‘memory’ about its past attempts to cross the barrier. Hence, the memory time-scale is much
shorter than the decay time-scale. This feature is known as the Markov property.
In absence of quantum interferences and memory effects, decays due to tunneling are
indistinguishable from classical probabilistic processes that can be described using elementary
arguments. Consider a classical particle that attempts to cross a barrier with probability
w << 1 of success6. After N attempts, the survival probability is (1− w)N ' e−Nw. If every
attempt takes time ∆t, then for N >> 1, the system is described by an exponential decay law
with constant Γ = w/∆t, in full agreement with Eq. (5.22).
6The non-zero probability to cross the barrier needs not be quantum mechanical in origin. The particle
may interact with a stochastic environment, such as a thermal bath. Then, the crossing of the barrier may be
due to a random force.
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Figure 5: The integration contour of the line-integral (5.25). The contour is traversed clock-
wise.
5.3 Alternative description of tunneling decays
We can understand the emergence of exponential decay in tunneling using a different argu-
ment that does not rely on the saddle-point approximation. Instead, we use the analyticity
properties of the time-evolution operator. For the full development of such methods, see,
Ref. [45], and for applications to tunneling decays, see, Refs. [65,71,72].
Assume that we can analytically extend ψ˜0 to the fourth quadrant of the complex plane.
Then, we can write ψt(x) = K(t, x) + IN(t, x), where
K(t, x) =
i√
2pi
∮
C
dz
Tz
1 +Rz
eizx−i
z2
2m
tψ˜0(z), (5.25)
is a line integral along the contour C of Fig. 5, and IN(t) is the integral across the line segment
N of C. By Cauchy’s theorem, we can evaluate K(t, x) in terms of the poles of the integrand
in the interior of C.
Let us denote by zn = qn − iγn the poles of Tz1+Rz in the interior of C. The integer n labels
the poles, in the interior of C, qn and γn are positive. Then,
ψt(x) =
∑
n
cnψ˜0(qn − iγn)eiqnx−i
q2n−γ2n
2m
t− qnγn
m
(t−mx
qn
) + IN(t), (5.26)
for some complex constants cn. Each term in the sum, is suppressed by an exponential factor
exp[ qnγn
m
(t − x
qn
)], for t > x
qn
. For an almost monochromatic state ψ˜0 with energy k0, only a
small number of poles with qn near k0 contribute. Furthermore, the contribution IN to ψt(x)
drops exponentially for t > mx/k0, i.e., after the earliest possible time of detection.
For simplicity, let us assume that the contribution of only one pole at n = n0 is significant,
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and that qn0 ' k0. Then, for t > mx/k0,
ψt(x) ∼ eik0x−i
k20−γ2n0
2m
t− k0γn0
m
|t−mx
k0
|
. (5.27)
Therefore, the flux J(t, x) is proportional to e
−2 k0γn0
m
|t−mx
k0
|
. The decay constant is
Γ =
2k0γn0
m
, (5.28)
and it is determined solely by the pole of Tz
1+Rz
near z = k0. No information about the initial
state other than its energy is required.
The above analysis also provides a criterion for the breakdown of exponential decay. If the
initial state allows for the contribution of different poles zn, such that there is a significant
variation in the values of γn, then corrections to exponential decay, or even its breakdown are
possible.
For example, consider an initial state ψ0 = a1ψ1 + a2ψ2 that is a superposition of two
almost monochromatic states ψ1 and ψ2 with energies
k21
2m
and
k22
2m
. Furthermore, assume that
k1 is close to one pole of Tz/(1 + Rz) at n = n1, and k2 close to another pole of Tz/(1 + Rz)
at n = n2, and that there is no overlap. Then, for t > max{mx/k1,mx/k2},
ψt(x) ∼ c1eik1x−i
k21−γ2n1
2m
t− k0γn1
m
|t− x
k1
|
+ c2e
ik2x−i
k22−γ2n2
2m
t− k0γn2
m
|t− x
k2
|
, (5.29)
for some constants c1 and c2.
The dominant contribution to the current is
J(t, x) = |c1|2k1e−Γ1|t−
mx
k1
|
+ |c2|2k2e−Γ2|t−
mx
k2
|
+ (k1 + k2)e
− 1
2
Γ1|t−mxk1 |−
1
2
Γ2|t−mxk2 |Re
[
c1c
∗
2e
iθ(t,x)
]
, (5.30)
where Γi =
2kiγni
m
, and the interference phase is
θ(t, x) = (k1 − k2)x− k
2
1 − k22
2m
t+
γ2n1 − γ2n2
2m
t. (5.31)
The flux is characterized by an exponential decay with a periodic modulation due to the energy
difference between the interfering states. This is the well-known phenomenon of quantum beats.
6 Detection probabilities
In the previous sections, we employed two methods for constructing the decay probability,
namely, persistence probabilities and probabilities currents. Both methods work fine for ex-
ponential decays, where the decay probability is determined by a single parameter Γ. Outside
exponential decay they have a restricted domain of validity. The key problem is that they are
not guaranteed to define positive-definite probabilities. This is due to the fact that they do
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not express probabilities in terms of measurement outcomes for concrete observables, These
probabilities are guaranteed to be positive by the rules of quantum theory.
A rigorous description of decays requires a consideration of the explicit measurement
scheme through which the decay products are detected, and the construction of appropri-
ate measurement observables. The latter correspond to positive operators Πˆ(t), in which the
detection time t appears as a random variable. Then, given an initial state ρˆ0, the detection
probability p(t) is determined by Tr
[
ρˆ0Πˆ(t)
]
. A scheme for constructing temporal observables
of this type has been developed in [17]. Here, we will present an elementary example of such
observables that generalizes the well-established photodetection model by Glauber [19].
Suppose that one of the decay products is a particle that is described by quantum field
operators φˆ(x) and Hamiltonian Hˆ. The field operators are split into a positive frequency
part φˆ(+)(x) that contains annihilation operators and a negative frequency part φˆ(−)(x) that
contains creation operators. Consider an elementary apparatus located at a point x that
gives a detection signal at time t after having absorbed the incoming particle. The amplitude
associated to this process is then proportional to φˆ(+)(x)|ψt〉, where |ψt〉 is the state of the
quantum field at time t. The probability of detection is the determined by the modulus square
of this amplitude. It is given by Glauber’s formula
P (t,x) = C〈ψt|φˆ(−)(x)φˆ(+)(x)|ψt〉, (6.1)
where C is a normalization constant. We do not obtain normalized probabilities, because there
is a non-zero probability that the particle will not be detected and this probability depends
on the field-state.
Eq. (6.1) was first proposed by Glauber for photodetection. In Glauber’s theory, the role
of φˆ is played by the electric field, and the absorption interaction corresponds to the dipole
coupling between the electromagnetic field and a macroscopic detectors. Glauber’s formula is
a special case of a larger class of particle detection observables that can be defined in quantum
fields [17].
We will apply Glauber’s formula to the bosonic Lee model. The field operators associated
to the bosonic creation and annihilation operators are
φˆ(+)(x) =
∑
r
aˆrχr(x) φˆ
(−)(x) =
∑
r
aˆrχ
∗
r(x) (6.2)
where χr(x) are eigenfunctions of the single-particle Hamiltonian. For particles in three di-
mensions, r corresponds to the three-momentum k, and
χk(x) =
1√
2ωk
eik·x. (6.3)
By Eq. (3.10),
φˆ(+)(x)
1
z − Hˆ |A
′〉 = V (z;x)
z − Ω− Σ(z) |g〉 ⊗ |0〉, (6.4)
where
Vx(z) =
∑
r
grχr(x)
z − ωr . (6.5)
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Then, Eq. (6.1) gives
P (t,x) = C|B(t,x)|2, (6.6)
where
B(t,x) = lim
→0
∫ ∞+i
−∞+i
dEVx(E)e
−iEt
[E − Ω− Σa(E) . (6.7)
Following the same steps that lead to Eq. (2.26), we find that
B(t,x) =
∫ ∞
0
dEe−iEt
2pi
1
2
Γ(E)[V +x (E) + V
−
x (E)] + i[E − Ω− F (E)][V +x (E)− V −x (E)]
[E − Ω− F (E)]2 + 1
4
[Γ(E)]2
(6.8)
where
V ±x (E,x) := lim
η→0
Vx(E ± iη). (6.9)
We evaluate the amplitude (6.8) in the WWA, in which the dominant contribution to the
integral comes from values of E near Ω. Hence,
B(t,x) ' 1
2pi
∫ ∞
−∞
dEe−iEt
Γ[V +x (Ω) + V
−
x (Ω)] + i[E − Ω− δE][V +x (Ω)− V −x (Ω)]
[E − Ω− δE]2 + 1
4
Γ2
=
1
2
e−i(Ωt+δE)t−
1
2
ΓtV+(Ω;x), (6.10)
where we set Γ = Γ(Ω) and δE = F (Ω). Hence, we obtain
P (t,x) =
1
4
C|V +x (Ω)|2e−Γt. (6.11)
The constant C can be determined by normalizing over all particle detection events, i.e., by
the requirement that ∫ ∞
0
dt
∮
S
d2nP (t,x) = 1, (6.12)
where S is a two-sphere at distance r from the location of the 2LS, n is a unit vector such
that x = rn on S.
We conclude that the WWA guarantees exponential decay with constant Γ, irrespective of
the method used. However, outside the exponential decay regime the probability density (6.6)
differs significantly from Eq. (1.4). In particular, it is guaranteed to be always positive.
As an example, we revisit the photoemission model of Sec. 3.1.2. We employ Eqs. (6.3)
and (6.5), to obtain
Vx(z) =
λ
8
√
2pi3
∫
d3k
|k|(z − |k|)e
ik·x. (6.13)
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We introduce spherical coordinates (k, θ, φ) for k, so that
Vx(z) =
λ
4
√
2pi2
∫ ∞
0
kdk
z − k
∫ pi
0
dθ sin θeikr cos θ =
λ
2
√
2pi2r
∫ ∞
0
dk sin(kr)
z − k , (6.14)
i.e., Vx(z) depends only on the radial coordinate r = |x|.
We evaluate the integral (6.14) to
Vr(z) =
λ
2
√
2pi2r
[[γ + ln(−rz) + Cin(rz)] sin rz − si(rz) cos rz] , (6.15)
where the functions Cin and si are defined as
Cin(z) =
∫ z
0
dt
1− cos t
t
si(z) =
∫ ∞
z
dt
sin t
t
, (6.16)
and γ is the Euler-Mascheroni constant [54].
We straightforwardly evaluate
V ±r (E; r) =
λ
2
√
2pi2r
[[γ + ln(rE) + Cin(rE)] sin rE − si(rE) cos rE ∓ ipi sin(rE)] . (6.17)
We assume that the detectors are located at macroscopic distance from the decaying atom,
so that Ω˜r >> 1. Then, the terms involving the trigonometric integrals vanish, and the
imaginary part of V+(Ω, r) dominates. Eq. (6.11) gives
P (t, r) =
λ2 sin2(Ω˜r)
32pi2r2
Ce−Γt. (6.18)
The sinusoidal dependence on r disappears if we average P (t, r) over a thin shell of width
d >> Ω˜−1 at distance r, since 〈sin2(Ω˜r)〉 = 1
2
. Then, the normalization condition (6.12) is
satisfied for C = (16Ω˜)−1.
Note that outside the exponential decay regime, the probability density (6.6) leads to dif-
ferent predictions from the persistence probability method. The latter predicts an asymptotic
probability density decaying with t−5. Eq. (6.8) leads to an asymptotic decay of B with t−2,
hence, the probability density (6.6) decays as t−4.
7 Conclusions
We presented an overview of the quantum description of decay processes. We showed that
the emergence of the exponential decay law is explained in terms of a scale separation. In
perturbative decays, the scale separation refers to energy: exponential decays emerge when
the released energy associated to the decay is much larger the energy of the interaction, as
described by the self-energy function. In non-perturbative decays, the scale separation refers to
time: exponential decay emerges when the decay time-scale is much larger than the time-scale
of coherence between different attempts of the particle to cross the barrier.
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Exponential decay may be extremely common, but it is not universal. It is not valid at
very early and very late times, and in specific systems, it is not relevant at all. There is
good experimental evidence for non-exponential decays, some of which pose persistent theo-
retical puzzles [24]. Our increasing access and control of multi-partite/multi-particle systems
is expected to uncover further unconventional types of decay—for example, memory effects
due to interaction with an environment [73, 74], effects due to the entanglement of the initial
state [20–22], or effects from particle statistics in many-particle systems [75–79]. Furthermore,
studies of decay dynamics in many-particle quantum systems have demonstrated the need of
a genuinely many-particle characterization [80–82], i.e., going beyond description in terms of
single-particle observables. We believe that a significant upgrade of traditional methods for
quantum decays will be needed, in order to address such challenges.
Acknowledgements
Research was supported by Grant No. E611 from the Research Committee of the University
of Patras via the K. Karatheodoris program.
References
[1] W. Pauli, The Principles of Quantum Mechanics, in Encyclopedia of Physics, edited by S.
Flugge, Vol. 5/1 (Springer, Berlin 1958).
[2] J. C. Muga, R. S. Mayato, and I. L. Equisquiza, Time in Quantum Mechanics, vol 1
(Springer 2008); J. G. Muga, A Ruschhaupt and A. Del Campo, Time in Quantum Me-
chanics, vol 2 (Springer 2010).
[3] J. C. Muga and J. R. Leavens, Arrival Time in Quantum Mechanics, Phys. Rep. 338, 353
(2000).
[4] E. H. Hauge and J. A. Stvneng, Tunneling Times: a Critical Review, Rev. Mod. Phys.
61, 917 (1989); V. S. Olkhovsky and E. Recami, Recent Developments in the Time Analysis
of Tunnelling Processes, Phys. Rep. 214, 339 (1992); R. Landauer and T. Martin, Barrier
Interaction Time in Tunneling, Rev. Mod. Phys. 66, 17 (1994).
[5] L. Fonda, G. C. Ghirardi and A. Rimini, Decay Theory of Unstable Quantum Systems,
Rep. Prog. Phys. 41, 587 (1978).
[6] A. Peres, Non-exponential Decay Law, Ann. Phys. 129, 33 (1980).
[7] T. Gorin, T. Prosen, T. Seligman and N. Znidaric, Dynamics of Loschmidt echoes and
fidelity decay, Phys. Rep. 435, 33 (2006).
[8] T. D. Lee, Some Special Examples in Renormalizable Field Theory, Phys. Rev. 95, 1329
(1954).
40
[9] B. Rosenstein and L. P. Horwitz, Probability Current versus Charge Current of a Rela-
tivistic Particle, J. Phys. A: Math. Gen. 18, 2115 (1985).
[10] L. Landau and E. Lifschitz, Quantum Mechanics: Non-Relativistic Theory (2nd ed.)
(Pergamon Press, 1965).
[11] A.M. Perelemov, V. S. Popov and M. V. Terent’ev, Ionization of Atoms in an Alternating
Electric Field, Soviet Phys. JETP 23, 924 (1966).
[12] A. J. Bracken and G. F. Melloy, Probability Backflow and a New Dimensionless Quantum
Number, J.Phys. A27, 2197 (1994).
[13] R. G. Winter, Evolution of a Quasi-Stationary State, Phys. Rev. 123, 1503 (1961).
[14] H. Ekstein and A. J. F. Siegert, On a Reinterpretation of Decay Experiments, Ann. Phys.
(N.Y.) 68, 509 (1971).
[15] W. Heisenberg, Quantum Theory and its Interpretations, reprinted at Quantum Theory
and Measurement, edited by J. A. Wheeler and W. H. Zurek (Princeton University Press,
Princeton 1983).
[16] L. Fonda, G. C. Ghirardi, C. Omero, A. Rimini and T. Weber, Quantum Theory of
Sequential Decay Processes, Phys. Rev. D18, 4757 (1978).
[17] C. Anastopoulos and N. Savvidou, Time-of-arrival Probabilities for General Particle De-
tectors, Phys. Rev. A86, 012111 (2012); Time-of-Arrival Correlations, Phys. Rev. A95,
032105 (2017); Time of Arrival and Localization of Relativistic Particles, arxiv:1807-06533.
[18] C. Anastopoulos, Time-of-Arrival Probabilities and Quantum Measurements. III. Decay
of Unstable States, J. Math. Phys. 49, 022103 (2008).
[19] R. J. Glauber, The Quantum Theory of Optical Coherence, Phys. Rev. 130, 2529 (1963);
Coherent and Incoherent States of the Radiation Field, Phys. Rev. 131, 2766 (1963).
[20] C Anastopoulos, S Shresta, and BL Hu, Non-Markovian Entanglement Dynamics of two
Qubits Interacting with a Common Electromagnetic Field, Q. Inf. Proc. 8, 549 (2009).
[21] A. del Campo, J. Molina-Vilaplana, J. Sonner, Scrambling the Spectral Form Factor:
Unitarity Constraints and Exact Results, Phys. Rev. D95, 126008 (2017).
[22] A. Chenu, I. L. Egusquiza, J. Molina-Vilaplana, and A. del Campo, Quantum Work
Statistics, Loschmidt Echo and Information Scrambling, Sci. Rep. 8, 12634 (2018).
[23] A. S. Landsmann and U. Keller, Attosecond Science and the Tunnelling Time Problem,
Phys. Rep. 547, 1 (2015).
[24] Yu. A. Litvinov et al.,Observation of Non-Exponential Orbital Electron Capture Decays
of Hydrogen-Like 140Pr and 142Pm Ions , Phys. Lett. B664, 162 (2008); P. Kienle et al,
High-Resolution Measurement of the Time-Modulated Orbital Electron Capture and of the
Decay of Hydrogen-like 142Pm60+ Ions, Phys. Lett. B, 726, 638 (2013).
41
[25] D. Bohm and D. Pines, A Collective Description of Electron Interactions: III. Coulomb
Interactions in a Degenerate Electron Gas, Phys. Rev. 92, 609 (1953).
[26] M. Gell-Mann and K. A. Brueckner, Correlation Energy of an Electron Gas at High
Density, Phys. Rev. 106, 364 (1957).
[27] C. Bloch, Une Formulation Unifie de la Thorie des Ractions Nuclaires, Nucl. Phys. 4, 53
(1957).
[28] M. Namiki, One-Particle Motions in Many-Particle Systems and the Optical Model in
Nuclear Reactions, Prog. Theor. Phys. 23, 629 (1960).
[29] H. Nakazato, M. Namiki, and S. Pascazio, Temporal Behavior of Quantum Mechanical
Systems, Int. J. Mod. Phys. B10, 247 (1996).
[30] W. Weisskopf and E. P. Wigner, Berechnung der Natrlichen Linienbreite auf Grund der
Diracschen Lichttheorie, Zeit. Phys. 63, 54 (1930).
[31] S. M. Barnett and P. M. Radmore, Methods in Theoretical Quantum Optics (Clarendon
Press, Oxford 1997), Appendix 6.
[32] L. Van Hove, Quantum-Mechanical Perturbations Giving Rise to a Statistical Transport
Equation, Physica 21, 517 (1955).
[33] B. Misra and E. C. G. Sudarshan, The Zenos Paradox in Quantum Theory, J. Math.
Phys. 18, 756 (1977).
[34] P. Facchi, S. Pascazio, Quantum Zeno Dynamics: Mathematical and Physical Aspects, J.
Phys. A: Math. Theor. 41, 493001 (2008).
[35] L. Mandelstam and I. Tamm, The Uncertainty Relation Between Energy and Time in
Non-relativistic Quantum Mechanics, J. Phys (USSR) 9 , 249 (1945).
[36] K. Bhattacharyya, Quantum decay and the Mandelstam-Tamm energy inequality, J. Phys.
A: Math. Gen. 16, 2993 (1983).
[37] V. V. Dodonov and A. V. Dodonov, EnergyTime and FrequencyTime Uncertainty Rela-
tions: Exact Inequalities, Phys. Scr. 90, 074049 (2015)
[38] S. R. Wilkinson, C. F. Bharucha, M. C. Fischer, K. W. Madison, P. R. Morrow, Q. Niu,
B. Sundaram and Mark G. Raizen, Experimental Evidence for non-Exponential Decay in
Quantum Tunnelling, Nature 387, 575 (1997); M. C. Fischer, B. Gutirrez-Medina, and M.
G. Raizen, Observation of the Quantum Zeno and Anti-Zeno Effects in an Unstable System,
Phys. Rev. Lett. 87, 040402 (2001).
[39] N. Margolus and L. B. Levitin, The Maximum Speed of Dynamical Evolution, Physica
D120, 188 (1998).
42
[40] L. B. Levitin and T. Toffoli, The Fundamental Limit on the Rate of Quantum Dynamics:
The Unified Bound is Tight, Phys. Rev. Lett. 103, 160502 (2009).
[41] M. M. Taddei, B. M. Escher, L. Davidovich, and R. L. de Matos Filho, Quantum Speed
Limit for Physical Processes, Phys. Rev. Lett. 110, 050402 (2013); A. del Campo, I. L.
Egusquiza, M. B. Plenio, and S. F. Huelga, Quantum Speed Limits in Open System Dynam-
ics, Phys. Rev. Lett. 110, 050403 (2013).
[42] B. Shanahan, A. Chenu, N. Margolus, and A. del Campo, Quantum Speed Limits across
the Quantum-to-Classical Transition, Phys. Rev. Lett. 120, 070401 (2018); M. Okuyama and
M. Ohzeki, Quantum Speed Limit is Not Quantum Phys. Rev. Lett. 120, 070402 (2018).
[43] S. Deffner and S. Campbell, Quantum Speed Limits: from Heisenberg’s Uncertainty Prin-
ciple to Optimal Quantum Control, J. Phys. A: Math. Theor. 50, 453001 (2017).
[44] M. L. Goldberger and K. M. Watson, Collision Theory (John Wiley, 1967).
[45] R. G. Newton, Scattering Theory of Waves and Particles (Springer-Verlag, Berlin 1982).
[46] S. Weinberg, Lectures on Quantum Mechanics (Cambridge University Press, 2015).
[47] E. J. Hellund, The Decay of Resonance Radiation by Spontaneous Emission, Phys. Rev.
89, 919 (1953).
[48] M. Namiki and M. Mugibayashi, On the Radiation Damping and the Decay of an Excited
State, Prog. Theor. Phys. 10, 474 (1953).
[49] C. Rothe, S. I. Hintschich, and A. P. Monkman, Violation of the Exponential-Decay Law
at Long Times, Phys. Rev. Lett. 96, 163601 (2006).
[50] M. O. Scully and M. S. Zubairy, Quantum Optics (Cambridge University Press, 1997).
[51] C. Anastopoulos and B. L. Hu, Two-Level Atom-Field Interaction: Exact Master Equa-
tions for non-Markovian Dynamics, Decoherence, and Relaxation, Phys. Rev. A62, 033821
(2000).
[52] L. Fonda, G. C. Ghirardi and A. Rimini, Interpretation of the Normalizable State in the
Lee Model with Form Factor Phys. Rev. 133, B196 (1964).
[53] R. Alzetta and E. d’ Ambrogio, Evolution of a Resonant State, Nucl. Phys. 82, 683 (1966).
[54] M. Abramowitz and I. A. Stegun, Handbook of Mathematical Functions with Formulas,
Graphs, and Mathematical Tables (10th ed.). (New York, Dover 1972).
[55] E. Fermi, Tentativo di una Teoria dei Raggi β, La Ricerca Scientifica 2 (1933).
[56] F. L. Wilson, Fermi’s Theory of Beta Decay, Am. J. Phys. 36, 1150 (1968).
[57] W. N. Cottingham and D. A. Greenwood, An Introduction to Nuclear Physics (Cambridge
University Press, 2004).
43
[58] N. I. Cummings and B. L. Hu, Dynamics of Atom-Field Entanglement: Towards Strong-
Coupling and non-Markovian Regimes, Phys. Rev. A77, 053823 (2008).
[59] M. Lewenstein, J. Zakrzewski, T. W. Mossberg and J. Mostowski, Non-Exponential Spon-
taneous Decay in Cavities and Waveguides, J. Phys. B: At. Mol. Opt. Phys. 21, L9 (1988).
[60] A. Raczyfiski and J. Zaremba, Threshold Effects in Photoionization and Photodetachment,
Phys. Rep. 235, 1 (1993).
[61] T. Jittoh, S. Matsumoto, J. Sato, Y. Sato, and K. Takeda, Nonexponential Decay of an
Unstable Quantum System: Small-Q-Value s-Wave Decay, Phys. Rev. A 71, 012109 (2005).
[62] V. Dinu, A. Jensen, and G. Nenciu, Nonexponential Decay Laws in Perturbation Theory
of Near Threshold Eigenvalues, J. Math. Phys. 50, 013516 (2009).
[63] G. Gamow, Zur Quantentheorie des Atomkernes, Zeit. Phys. 51, 204 (1928).
[64] R. W. Gurney and E. U. Condon, Quantum Mechanics and Radioactive Disintegration,
Phys. Rev. 33, 127 (1929).
[65] G. Garc´ıa-Caldero´n, J. L. Mateos, and M. Moshinsky, Resonant Spectra and the Time
Evolution of the Survival and Nonescape Probabilities, Phys. Rev. Lett. 74 , 337 (1995).
[66] M. Peshkin, A. Volya, and V. Zelevinsky, Non-Exponential and Oscillatory Decays in
Quantum Mechanics, Europhys. Lett. 107, 40001 (2014).
[67] D. Bohm, Quantum Theory (Prentice Hall, New York, 1951), pp. 257; E. P. Wigner,
Lower Limit for the Energy Derivative of the Scattering Phase Shift, Phys. Rev. 98, 145
(1955).
[68] S. Kudaka and S. Matsumoto, Questions Concerning the Generalized Hartman Eect, Phys.
Lett. A375, 3259 (2011).
[69] C. Anastopoulos and N. Savvidou, Quantum Temporal Probabilities in Tunneling Systems,
Ann. Phys. 336, 281 (2013).
[70] J. G. Muga, F. Delgado, A. del Campo, and G. Garc´ıa-Caldero´n, The Role of Initial
State Reconstruction in Short and Long Time Deviations from Exponential Decay, Phys.
Rev. A73, 052112 (2006).
[71] G. Garc´ıa-Caldero´n and R. Peierls, Resonant States and their Uses, Nucl. Phys. A265,
443 (1976).
[72] A. del Campo, G. Garcia-Calderon, and J. G. Muga, Quantum Transients, Phys. Rep.
476, 1 (2009).
[73] H.-P. Breuer, E.-M. Laine, J. Piilo, and B. Vacchini, Colloquium: Non-Markovian Dy-
namics in Open Quantum Systems, Rev. Mod. Phys. 88, 021002 (2016).
44
[74] M. Beau, J. Kiukas, I.L. Egusquiza, and A. del Campo, Nonexponential Quantum Decay
under Environmental Decoherence, Phys. Rev. Lett. 119, 130401 (2017).
[75] A. del Campo, F. Delgado, G. Garca-Caldern, and J. G. Muga, Decay by Tunneling of
Bosonic and Fermionic Tonks-Girardeau Gases, Phys. Rev. A74, 013605 (2006).
[76] T. Taniguchi and S. I. Sawada, Escape Behavior of Quantum Two-Particle Systems with
Coulomb Interactions, Phys. Rev. E83 , 026208 (2011).
[77] G. Garca-Caldern, L. G. Mendoza-Luna, Time Evolution of Decay of Two Identical Quan-
tum Particles, Phys. Rev. A84, 032106 (2011).
[78] A. del Campo, Long-time behavior of many-particle quantum decay, Phys. Rev. A 84,
012113 (2011).
[79] A. Marchewka and E. Granot, Role of Quantum Statistics in Multi-Particle Decay Dy-
namics, Ann. Phys. 355, 348 (2011).
[80] M. Pons, D. Sokolovski, A. del Campo, Fidelity of Fermionic-Atom Number States Sub-
jected to Tunneling Decay, Phys. Rev. A 85, 022107 (2012).
[81] S. Hunn, K. Zimmermann, M. Hiller, and A. Buchleitner, Tunneling Decay of Two Inter-
acting Bosons in an Asymmetric Double-Well Potential: A Spectral Approach, Phys. Rev.
A 87, 043626 (2013).
[82] A. del Campo, Exact Quantum Decay of an Interacting Many-Particle System: the
CalogeroSutherland Model, New J. Phys. 18, 015014 (2016).
[83] L. A. Khalfin, Contribution to the Decay Theory of a Quasi-Stationary State, Sov.
Phys.JETP6, 1053 (1958).
[84] N. Wiener and R. E. A. C. Paley, Fourier Transforms in the Complex Domain, Amer.
Math. Soc. (1934), Theorem XII, p. 18.
[85] A. Leggett, S. Chakravarty, A. Dorsey, M. Fisher, A. Garg, and W. Zwerger, Dynamics
of the Dissipative Two-State System, Rev. Mod. Phys. 59, 1 (1987).
A Further results
The verification of the statements in this Appendix can be used as exercises.
1. The persistence amplitude cannot give an exponential decay law at all times [83]. Let |a〉
stand for the eigenvectors of the Hamiltonian Hˆ with eigenvalues Ea. Then, the persistence
amplitude (1.3) can be written as Aψ(t) =
∫
dEω(E)e−iEt, where
ω(E) =
∑
a
δ(E − Ea)|〈a|ψ〉|2. (A.1)
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If the Hamiltonian is bounded from below, with a minimum energy Emin, then ω(E) = 0 for
E < Emin. A theorem by Payley and Wiener [84] asserts that if ω(E) = 0 for E < Emin, then
its Fourier transform A(t) satisfies∫ ∞
−∞
dt
log |A(t)|
1 + t2
<∞. (A.2)
This implies that |Aψ(t)| decays at most as e−ct1−p for c > 0 and p > 0, i.e., more slowly than
exponential decay.
2. A different Hamiltonian defined on the Hilbert space of Lee’s model is the so called spin-
boson Hamiltonian, HˆSB. The spin-boson model [85] is more fundamental, in the sense that
it can be derived from first principles with fewer assumptions than Lee’s Hamiltonian. The
spin-boson Hamiltonian is of the form HˆSB = HˆA + HˆB + Vˆ
′, where HˆA and HˆB are given by
Eqs. (3.3) and (3.4) respectively, and
Vˆ ′ = σˆ1
∑
a
(
graˆr + g
∗
r aˆ
†
r
)
. (A.3)
Since σˆ1 = σˆ+ + σˆ−, the interaction term Vˆ ′ includes terms σˆ+aˆ†r and σˆ−aˆr, in addition to the
ones of Vˆ of . (3.5).
Assuming the RPA, we find that the self-energy function Σ(z) is given by Eq. (3.9) as is
the Lee model. Hence,
〈A′|(z − HˆSB)−1|A′〉 = 〈A|(z − HˆL)−1|A′〉 = 1
z − Ω− Σ(z) . (A.4)
Within the accuracy of the RPA, the spin-boson and Lee’s Hamiltonian lead to the same
predictions.
3. The correct electromagnetic description of photonic emission has to take into account
photon polarization. In this case, the basis r corresponds to momenta k and polarization
directions σ = 1, 2; summation over r corresponds to integration over k with measure d
3k
(2pi)3
and summation over σ. The coupling coefficients are the form
gk,σ =
λ√
ωk
[n ·ωσ(k)]eik·r (A.5)
where λ is a dimensionless constant, n is a unit vector, and r is the position vector of the
atom. The polarization vectors i(k) have unit norm, they can be chosen to be real, they are
transverse: σ(k) · k = 0, and they satisfy∑
σ
iσ(k)
j
σ(k) = δ
ij − k
ikj
k2
.
Then, the self-energy function is
Σ(z) =
λ2
3pi2
∫ Λ
0
kdk
z − k , (A.6)
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i.e., it differs from Eq. (3.12) by a factor 2
3
.
4. Consider the model of Sec. 3.1.2 in one spatial dimension, describing, for example, the
decay of an atom inside an one dimensional cavity of width much smaller than the wave-length
of the emitted radiation. Using the same coupling as in Sec. 3.1.2, the self-energy is
Σ(z) =
λ2
pi
∫ ∞
0
dk
k(z − k) . (A.7)
The integral above is finite at large k but diverges at k = 0. W change the integration range
to [κ,∞), where κ is an infrared cut-off. Then,
Σ(z) = −λ
2
piz
ln
(
1− z
κ
)
. (A.8)
Eq. (A.8) implies that Γ(E) = 2λ2/(κ+ E).
5. We consider a two-level atom of frequency Ω in an engineered reservoir with a frequency
distribution sharply peaked around ω0. To this end, we employ the model of Sec. 3.1.2 with
coupling coefficients gk =
λ√
ωk
√
ω0χ(ωk , ω0), where χ(ω, ω0) is a probability distribution on
[0,∞) sharply peaked around ω0 with a width γ << ω0. The self-energy function equals
Σ(z) = −λ
2ω0
2pi2
+
λ2ω0
2pi2
z
∫ ∞
0
dkf(k, ω0)
z − k . (A.9)
Since the integrand in Eq. (A.9) is peaked around ω0, we can extend the k integration to
(−∞,∞). In this approximation, we can choose a Lorentzian function for χ,
χ(ω, ω0) =
1
pi
γ
(ω − ω0)2 + γ2 . (A.10)
Then,
Σ(z) = Γ
ω0 − iγ
z − ω0 + iγ , (A.11)
where Γ = λ
2ω0
2pi2
.
Σ(z) has no branch points. Hence, the persistence amplitude is solely determined by the
solutions of Eq. z−Ω−Σ(z) = 0. They correspond to the two roots of the binomial equation
x2 − (δ − iγ)x− Γ(ω0 − iγ) = 0, where x = z − Ω, and δ := ω0 − Ω˜.
Two limits are particularly interesting. For exact resonance, δ = 0, the roots to leading
order in γ/ω0 are z± = Ω±
√
Γω0 − 14γ2− iγ2 . The persistence amplitude exhibits oscillations
at frequency
√
4Γω0 − γ2, and decays exponentially with a decay constant γ. For a sharply
monochromatic cavity with γ → 0, both roots are real valued. There is no decay, and the
persistence amplitude describes vacuum Rabi oscillations of frequency
√
δ2 + 4Γ2ω20.
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6. We generalize Lee’s model in order to describe the decay of an entangled pair of 2LSs. The
Hamiltonian is of the form Hˆ0 + Vˆ with
Hˆ0 =
1
2
Ω(1ˆ + σˆ
(1)
3 ) +
1
2
Ω(1ˆ + σˆ
(2)
3 ) +
∑
r
ωraˆ
†
raˆr, (A.12)
Vˆ =
∑
r
(
g(1)r σˆ
(1
+ aˆr + g
(1)∗
r σˆ
(1)
− aˆ
†
r
)
+
∑
r
(
g(2)r σˆ
(2)
+ aˆr + g
∗(2)
r σˆ
(2)
− aˆ
†
r
)
, (A.13)
where the upper indices (1) and (2) label the 2LS. For identical 2LS the absolute value of
the coupling constants |g(i)r | is the same for both atoms: |g(1)r | = |g(2)r | = gr. Hence, we write
g
(i)
r = gre
iΘ
(i)
r .
We consider an initial state |B〉 ⊗ |0〉, where |0〉 is the field vacuum and |B〉 is a Bell-type
state
|B〉 = 1√
2
(|e, g〉 ± |g, e〉) . (A.14)
The self-energy function ΣB is
ΣB(z) = Σ0(z) +
1
2
[Σ(1)(z) + Σ(2)(z)], (A.15)
where Σ0(z) is the self-energy function for a single 2LS, given by Eq. (3.9), and
Σ(i)(z) =
∑
r
g2re
2iΘ
(i)
r
z − ωr . (A.16)
For the scalar photons of Sec. 3.1.3, we substitute r by the continuous momentum variable
k and write gk = λ/|
√
k|. We choose a coordinate system so that the first 2LS is located at
+1
2
r and the second at +1
2
r. Hence, Θ
(1)
k =
1
2
k · r = −Θ(2)k . Then, Σ(1)(z) = Σ(2)(z) = Σr(z),
where
Σr(z) =
λ2
2pi2r
[[γ + ln(−rz) + Cin(rz)] sin rz − si(rz) cos rz] , (A.17)
where the functions Cin and si are given by Eq. (6.16).
The decay constant is
Γ =
λ2Ω˜
pi
(1± sin(Ω˜r)
Ω˜r
). (A.18)
7. We consider tunneling decays of a particle of mass m through a delta-function potential
barrier V (x) = ηδ(x− a). The transmission and reflection amplitudes on the real line are,
Tk =
1
1− imη
k
Rk = − e
2ika
1 + ik
mη
. (A.19)
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For an almost monochromatic initial state with energy
k20
2m
, the opaque barrier condition
|Tk| << 1, implies that k0mη << 1. It follows that g := mηa >> 1. By Eq. (5.22), the
dominant contribution to the decay rate is
Γ =
k30
2m3η2a
, (A.20)
up to corrections of order g−1.
As shown in Sec. 5.3.1, we can identify the decay rate by finding the poles qn − iγn of
Tk
1+Rk
. To leading order in g−1,
qn =
npi
a
(1 +
1
2g
) γn =
n2pi2
4ag2
, (A.21)
where n is a positive integer. For n such that qn ' k0, Eq. (5.28) for the decay rate reproduces
Eq. (A.20).
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