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Abstract
In this paper, we study queue layouts of iterated line directed graphs. A k-queue layout of a directed graph consists of a linear
ordering of the vertices and an assignment of each arc to exactly one of the k queues so that any two arcs assigned to the same queue
do not nest. The queuenumber of a directed graph is the minimum number of queues required for a queue layout of the directed
graph.
We present upper and lower bounds on the queuenumber of an iterated line directed graph Lk(G) of a directed graph G. Our
upper bound depends only on G and is independent of the number of iterations k. Queue layouts can be applied to three-dimensional
drawings. From the results on the queuenumber of Lk(G), it is shown that for any ﬁxed directed graph G, Lk(G) has a three-
dimensional drawing with O(n) volume, where n is the number of vertices in Lk(G). These results are also applied to speciﬁc
families of iterated line directed graphs such as de Bruijn, Kautz, butterﬂy, and wrapped butterﬂy directed graphs. In particular, the
queuenumber of k-ary butterﬂy directed graphs is determined if k is odd.
© 2006 Elsevier B.V. All rights reserved.
Keywords: Queue layout; Iterated line directed graphs; Three-dimensional drawing; Interconnection networks; de Bruijn directed graphs; Kautz
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1. Introduction
Throughout the paper, a graph means an undirected graph without loops and multiple edges. A directed graph can
have a loop and symmetric arcs (reciprocal arcs), but not multiple arcs.
The underlying graph U(G) of G is a graph obtained from G by replacing each arc with the corresponding edge,
deleting loops (if G has a loop) and replacing multiple edges with a single edge (if G has symmetric arcs).
Let H = (V ,E) be a graph. Let {u, v}, {x, y} ∈ E(H). Given a linear ordering  of V (H), i.e., a bijection from
V (H) to {1, 2, . . . , |V (H)|}, if (u)< (x)< (y)< (v), then {u, v} and {x, y} nest. A k-queue layout of H consists
of a linear ordering of V (H) and an assignment of each edge to one of k queues, so that any two edges assigned to
the same queue do not nest. The minimum number of queues required for a queue layout of H is the queuenumber
of H, and is denoted by qn(H). Fig. 1 shows an example of queue layouts of a graph, where each vertex ordering is
represented by a placement of vertices on a line. The upper layout is a 2-queue layout, where the edges above the line
are assigned to the ﬁrst queue, and the edges below the line are assigned to the second queue. The graph shown in
Fig. 1 also has a 1-queue layout. Thus, the queuenumber of the graph is one.
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Fig. 1. Example of queue layouts.
LetG=(V ,A) be a directed graph. Let (u, v), (x, y) ∈ A(G). Given a linear ordering  of V (G), if min{(u), (v)}
<min{(x), (y)} max{(x), (y)}<max{(u), (v)}, then (u, v) and (x, y) nest. (Note that it may be happen that
(x)=(y), since (x, y)may be a loop.)A k-queue layout of G consists of a linear ordering of V (G) and an assignment
of each arc to one of k queues, so that any two arcs assigned to the same queue do not nest. The queuenumber qn(G)
of G is the minimum number of queues required for a queue layout of G. If G has no loop and no symmetric arcs, then
a queue layout of G is equivalent to a queue layout of U(G). (Note that our deﬁnition for a queue layout of a directed
graph is different from one deﬁned in [14,15] in which all arcs must have the same direction with respect to the vertex
ordering.) From a k-queue layout of G, a k-queue layout of U(G) is naturally obtained by deleting loops (if G has a
loop) and one arc in each pair of symmetric arcs (if G has symmetric arcs). Thus, qn(U(G))qn(G). (If G has no
loop, then qn(U(G)) = qn(G).)
Queue layouts are motivated by several areas of computer science [8,13,16,18,21,22]. In particular, queue layouts of
interconnection networks have applications to the DIOGENES approach to fault-tolerant processors array, proposed by
Rosenberg [21].Also, Dujmovic´ et al. [4] have shown that queue layouts can be applied to three-dimensional drawings.
They proved that every graph H with n vertices from a proper minor-closed family has an O(1) × O(1) × O(n) three-
dimensional straight-line grid drawing if and only if H has O(1) queuenumber. Until now, queue layouts have been
studied for many graph classes: complete graphs, complete bipartite graphs, trees, grids, unicyclic graphs, X-trees,
binary de Bruijn graphs (all in [16]), binary butterﬂy graphs [16,19], k-tree [4,20].
In this paper, we study a queue layout of an iterated line directed graph Lk(G) of a directed graph G. Iterated line
directed graphs have many desirable properties for interconnection networks of massively parallel computers such as
bounded degree, small diameter [11], and high connectivity [9]. In fact, the class of iterated line directed graphs contains
several well-known interconnection networks such as de Bruijn, Kautz, butterﬂy, andwrapped butterﬂy directed graphs.
We present upper and lower bounds on the queuenumber of an iterated line directed graph Lk(G). Our upper bound
depends only on the original directed graph G and is independent of the number of iterations k. From the results, upper
and lower bounds on the queuenumbers of de Bruijn, Kautz, butterﬂy, and wrapped butterﬂy directed graphs, some of
which are generalizations of previously known results, are obtained. In particular, the queuenumber of k-ary butterﬂy
directed graphs is determined if k is odd. Also, it is shown that for any ﬁxed directed graph G, every directed graph
with n vertices in {Lk(G) | k1} has an O(1) × O(1) × O(n) three-dimensional straight-line grid drawing.
This paper is organized as follows. In Section 2, basic deﬁnitions and terminology are given. In Section 3, upper and
lower bounds on the queuenumber ofLk(G) are presented. Then we apply the results to speciﬁc families of iterated line
directed graphs in Section 4. In Section 5, three-dimensional drawings of iterated line directed graphs are considered.
Finally, we conclude the paper in Section 6.
2. Preliminaries
Let G= (V ,A) be a directed graph. If (u, v) ∈ A(G), then u is the tail of (u, v); v is the head of (u, v); (u, v) is an
outgoing arc of u and an incoming arc of v; and both u and v are incident on (u, v). Ifu, v ∈ V (G), then u is a predecessor
of v if (u, v) ∈ A(G), and u is a successor of v if (v, u) ∈ A(G). If (u, v) ∈ A(G), then any arc (t, u) ∈ A(G) is a
predecessor of (u, v), and any arc (v,w) ∈ A(G) is a successor of (u, v). Let u ∈ V (G). The set of successors of u is
+G(u) = {v | (u, v) ∈ A(G)}, while the set of predecessors of u is −G(u) = {v | (v, u) ∈ A(G)}. The set of outgoing
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Fig. 2. A directed graph G, the line directed graph L(G), and the 2-iterated line directed graph L2(G).
arcs of u is A+G(u)= {(u, v) ∈ A(G)}, while the set of incoming arcs of u is A−G(u)= {(v, u) ∈ A(G)}. The outdegree
of u is |A+G(u)|, while the indegree of u is |A−G(u)|. The minimum outdegree (respectively, minimum indegree) of G
is +G = minu∈V |A+G(u)| (respectively, −G = minu∈V |A−G(u)|), while the maximum outdegree (respectively, maximum
indegree) of G is +G = maxu∈V |A+G(u)| (respectively, −G = maxu∈V |A−G(u)|).
The line directed graph L(G) of G is deﬁned as follows. The vertex set of L(G) is the arc set of G, i.e., V (L(G))=
A(G). The vertex (u, v) is a predecessor of every vertex of the form (v,w), i.e., A(L(G))= {((u, v), (v,w)) | (u, v),
(v,w) ∈ A(G)}. When we regard “L” as an operation on directed graphs, it is called the line directed graph operation.
The k-iterated line directed graph Lk(G) of G is the directed graph obtained from G by iteratively applying the line
directed graph operation k times. Fig. 2 illustrates an example of iterated line directed graphs.
A walk of length k in a directed graph G is a sequence of vertices (v0, v1, . . . , vk), where (vi−1, vi) ∈ A(G) for
each i satisfying 1 ik. It can be easily checked that each vertex of Lk(G) corresponds to a walk of length k in
G (see [12]). In particular, if u, v ∈ V (Lk(G)) such that u (respectively, v) corresponds to a walk (u0, u1, . . . , uk)
(respectively, (v0, v1, . . . , vk)) in G, then (u, v) ∈ A(Lk(G)) if and only if ui = vi−1 for each i satisfying 1 ik.
A semi-walk is a sequence of vertices (u0, u1, . . . , uk), where (ui−1, ui) ∈ A(G) or (ui, ui−1) ∈ A(G) for each i
satisfying 1 ik. A path (respectively, semi-path) is a walk (respectively, semi-walk) in which no vertex is repeated.
A cycle is a closed walk (v0, v1, . . . , vk−1, v0) such that v0, v1, . . . , vk−1 are distinct. Let u, v ∈ V (G). The distance
dG(u, v) from u to v in G is the minimum length of a path from u to v in G. If there is no path from u to v in G, then
dG(u, v) is deﬁned as ∞. The diameter of G, denoted by diam(G), is the maximum distance for any two vertices in
G, i.e., diam(G) = maxu,v∈V (G) dG(u, v).
An out-tree (respectively, in-tree) is a directed acyclic graph in which there exists a unique vertex with indegree
(outdegree) 0, called the root, and every other vertex has indegree (outdegree) 1. A leaf in an out-tree (in-tree) is a
vertex with outdegree (indegree) 0. The depth of a vertex in an out-tree (in-tree) is the length of the path from the root
to the vertex (the path from the vertex to the root). Also, the depth of an out-tree (in-tree) is the maximum length of a
path from the root to a leaf (maximum length of a path from a leaf to the root).
Let  be the vertex ordering of a queue layout of G. (Unless stated otherwise,  denotes the vertex ordering of a
queue layout throughout the paper.) For x, y ∈ V (G), (x)< (y) (respectively, (x)(y)) is abbreviated to x<y
(respectively, xy). In a queue layout of G, if a semi-path P = (u0, u1, . . . , uk) is in a queue, i.e., all arcs in P are
assigned to the queue, such that u0<u1< · · ·<uk , then P is a serial semi-path in the queue. For a queue layout of
G and an arc e = (u, v) ∈ A(G), if u<v (respectively, v<u), then e has right-direction (respectively, left-direction),
u (respectively, v) is the left-endpoint of e, and v (respectively, u) is the right-endpoint of e. Note that a loop has no
direction. If an arc e has right-direction and an arc f has left-direction, then e and f have opposite directions.
3. Queue layouts of iterated line directed graphs
3.1. Upper bounds
First, we deﬁne a restricted queue layout.
Deﬁnition 3.1. A tree-queue layout of a directed graph G is a queue layout of G such that for arcs assigned to the same
queue, the following two conditions hold:
• any two arcs with the same head have opposite directions,
• any successive arcs have the same direction except for a loop.
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Fig. 3. A tree-queue layout.
Fig. 3 illustrates an example of a tree-queue layout of a directed graph. The tree-queuenumber of G, denoted by
tqn(G), is the minimum number of queues required for a tree-queue layout of G.
Lemma 3.2. max{−G, −G/2}tqn(G) |V (G)|.
Proof. Let V (G)= {v1, v2, . . . , vp}. Order the vertices in any manner, and assign the arcs in A+G(vi) to the ith queue.
It is easily checked that this is a p-queue layout of G. The heads of the arcs in A+G(vi) are distinct. Also, there are no
successive arcs in A+G(vi) except for a loop. Thus, this queue layout is indeed a tree-queue layout of G.
Given a tree-queue layout of G, let x be the ﬁrst vertex with respect to the vertex ordering of the layout, and let y be
a vertex with indegree −G. Since any two arcs in A
−
G(x) do not have the opposite directions, any two arcs in A
−
G(x)
cannot be assigned to the same queue. Therefore, the tree-queue layout of G needs at least |A−G(x)|−G queues.
Let s (respectively, t) be the number of arcs with right-directions (respectively, left-direction) in A−G(y). If there is a
loop in A−G(y), then any other arc in A
−
G(y) cannot be assigned to the queue to which the loop is assigned. Thus, the
tree-queue layout of G needs at least max{s, t}+1 queues if there is a loop at y, max{s, t} queues otherwise. Therefore,
the tree-layout of G has at least −G/2 queues. 
Lemma 3.3. qn(G)tqn(G)2−Gqn(G).
Proof. Since a tree-queue layout is a restricted version of a queue layout, it holds that qn(G)tqn(G). Given a queue
layout with k queues q1, q2, . . . , qk , a tree-queue layout with at most 2k−G queues can be constructed by the following
two-step process.
For each queue qi , divide the set of arcs in qi into two subsets according to their direction (a loop is inserted
either subset), and assign the arcs with right-direction (respectively, left-direction) to a new queue qi,1 (respectively,
qi,2). Since all the arcs in qi,j (j = 1, 2) have the same direction except for a loop, the resulting queue layout with
q1,1, q1,2, . . . , qk,1, qk,2 satisﬁes the second condition for a tree-queue layout.
Next, for each queue qi,j , prepare −G new queues qi,j,t , t = 1, 2, . . . ,−G. Then, for each v ∈ V (G), assign the arcs
with head v in qi,j to distinct queues qi,j,1, qi,j,2,, . . . , qi,j,p, where p is the number of arcs with head v in qi,j . In
any queue qi,j,k , there is no pair of arcs with the same head. Thus, the ﬁrst condition for a tree-queue layout is vacu-
ously satisﬁed. Therefore, the resulting queue layout with qi,j,t , 1 ik, 1j2, 1 t−G, is a tree-queue layout
of G. 
We show that the tree-queuenumber of G is an upper bound on the tree-queuenumber of every iterated line directed
graph of G.
Theorem 3.4. tqn(Lk(G))tqn(G) for all k1.
Proof. Given a tree-queue layout of G, we present an algorithm to construct a tree-queue layout ofL(G)with the same
number of queues. For convenience, the vertex ordering is regarded as a placement of vertices on the line. A vertex x
is placed on the left of another vertex y if and only if x<y.
(1) For each vertex u of G, do:
(1-1) Regard all the tails of arcs in A+G(u) as being different.
(1-2) Stretch the point corresponding to u on the line so that any two arcs in A+G(u) do not nest.
(1-3) Assign each arc in A+G(u) to the point of its tail (see Fig. 4). According to this placement of vertices on the
line, the vertex ordering of L(G) is deﬁned.
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Fig. 4. Algorithm for a tree-queue layout of L(G).
More formally, the vertices of L(G) are ordered in the following way:
(a) If u<w, then (u, a)<(w, b) for any a ∈ +G(u) and any b ∈ +G(w).
(b) Suppose that (u, v), (u,w) ∈ A(G).
(i) If v<u<w, then (u, v)<(u,w).
(ii) If v<u<w and (u, u) ∈ A(G),then (u, v)<(u, u)<(u,w).
(iii) If u<v<w, then (u, v)<(u,w).
(iv) If w<v<u, then (u,w)<(u, v).
(2) Assign each arc ((u, v), (v,w)) of L(G) to the queue to which (u, v) is assigned in the tree-queue layout of G.
In what follows, we show that the above algorithm correctly produces a tree-queue layout of L(G).
Let ((u, v), (v,w)), ((x, y), (y, z)) ∈ A(L(G)) such that they are assigned to the same queue. This means that (u, v)
and (x, y) are in the same queue in the tree-queue layout of G. If u=x, then clearly ((u, v), (v,w)) and ((x, y), (y, z))
do not nest, by our algorithm. Then suppose that u = x. Without loss of generality, we may assume that u<x. Thus,
(u, v)<(x, y) (by 1-(a) in the algorithm). Now assume that ((u, v), (v,w)) and ((x, y), (y, z)) nest, i.e., one of the
following inequalities holds:
Case 1: (u, v)<(x, y)(y, z)<(v,w),
Case 2: (y, z)<(v,w)(u, v)<(x, y),
Case 3: (u, v)<(y, z)(x, y)<(v,w),
Case 4: (y, z)<(u, v)(v,w)<(x, y).
Assume that Case 1 holds. Then, from our algorithm, it follows that u<xyv. Since two arcs with the same
head must have opposite directions, y = v. Hence u<xy<v. However, this means that (x, y) and (u, v) nest.
Therefore, Case 1 does not hold. Similarly, Case 2 does not hold. Next, assume that Case 3 holds. Then uyxv.
If u = y and x = v, then (u, v) and (x, y) nest. Thus, u = y or x = v. Suppose that x = y, i.e., (x, y) is a loop. If
x = v, then (x, y) and (u, v) have the same head but not opposite directions. Thus, u = y. However, by our algorithm
(1-(b)-(ii)), (x, y)must be placed on the left of (u, v), which contradicts the situation in Case 3. Suppose that x = y, i.e.,
(x, y) is not a loop. Then (u, v) and (x, y) are successive arcs with opposite directions, which contradicts a tree-queue
layout of G. Hence, Case 3 does not hold. It is similarly shown that Case 4 does not hold. Therefore, our algorithm
correctly produces a queue layout of L(G).
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Now suppose that ((a, u), (u, v)), ((b, u), (u, v)) ∈ A(L(G)) such that these two arcs are assigned to the same
queue. From our algorithm, (a, u) and (b, u) must be in the same queue in the tree-queue layout of G. Thus, (a, u) and
(b, u) have opposite directions. Note that neither (a, u) nor (b, u) is a loop. Since the directions of ((a, u), (u, v)) and
((b, u), (u, v)) are the same as those of (a, u) and (b, u), respectively, ((a, u), (u, v)) and ((b, u), (u, v)) have opposite
directions.
Next suppose that ((u, v), (v,w)) and ((v,w), (w, x)) are in the same queue. Then (u, v) and (v,w) are in the same
queue in the tree-queue layout of G. Thus, (u, v) and (v,w) have the same direction, or (u, v) is a loop. If (u, v) is
not a loop, then ((u, v), (v,w)) and ((v,w), (w, x)) have the same direction, since (u, v) and (v,w) have the same
direction. Suppose that (u, v) is a loop. If u = v<w (respectively, w<u = v), then by our algorithm (1-(b)-(ii)),
(u, v)<(v,w)<(w, x) (respectively, (w, x)<(v,w)<(u, v)). Therefore, ((u, v), (v,w)) and ((v,w), (w, x)) have
the same direction.
Consequently, the layout of L(G) obtained by our algorithm is a tree-queue layout with the same number of
queues in the tree-layout of G. By applying the algorithm iteratively, we have tqn(Lk(G))tqn(Lk−1(G)) · · ·
tqn(G). 
From Lemmas 3.2, 3.3, and Theorem 3.4, the following corollaries are obtained.
Corollary 3.5. qn(Lk(G))tqn(G) for all k1.
Corollary 3.6. qn(Lk(G)) |V (G)| for all k1.
3.2. Lower bounds
In order to obtain a lower bound on the queuenumber of Lk(G), we consider a lower bound on the queuenumber of
the underlying graph of Lk(G). (Note that qn(Lk(G))qn(U(Lk(G))).)
Heath and Rosenberg [16] showed that in a queue layout of a graph with n vertices, each queue has at most 2n − 3
edges. Thus, a general lower bound on the queuenumber of a graph is obtained as follows.
Theorem 3.7 (Health and Rosenberg [16]). Let H be a graph with n vertices. Then qn(H)
⌈ |E(H)|
2n−3
⌉
.
From the fact that one queue has at most 2n− 3 edges, it follows that every n-vertex graph with queuenumber k has
at most k(2n−3) edges. Pemmarraju [18] proved a slightly stronger result that every n-vertex graph with queuenumber
k has at most 2kn − k(2k + 1) edges. For a short proof of this result, see [7].
When we apply the above theorem to a queue layout of U(Lk(G)), it is needed to know the number of edges in
U(Lk(G)). However, the number of arcs in Lk(G) cannot be expressed in a simple form in general. Besides, it is
necessary to consider not only the number of arcs, but also the numbers of loops and symmetric arcs in Lk(G). Then,
we use a structural property of a line directed graph to obtain a lower bound on the queuenumber.
Theorem 3.8. qn(Lk(G)) min{−G/2, +G/2} for all k2.
Proof. The proposition trivially holds when −G = 0 or +G = 0. Also, if G has only loops, then −G1 and +G1, thus
the proposition holds.
Suppose that G has an arc e which is not a loop and min{−G, +G}> 0. Then for any k1, a walk of length k
which contains e can be constructed. This means that there is a vertex with no loop in Lk(G) for all k1. Let v be a
vertex with no loop in Lk(G) such that v corresponds to a walk (v0, v1, . . . , vk) in G. Then |A−Lk(G)(v)| = |A−G(v0)|
and |A+
Lk(G)
(v)| = |A+G(vk)|. Therefore, Lk+1(G) contains a complete bipartite directed graph with partite sets of
size |A−G(v0)| and |A+G(vk)| (see Fig. 5). Thus, qn(Lk+1(G))qn(U(Lk+1(G)))qn(K|A−G(v0)|,|A+G(vk)|). Heath and
Rosenberg [16] proved that the queuenumber of a complete bipartite graph Km,n with partite sets of size m and n is
min{m2 , n2 }. Therefore, qn(Lk+1(G)) min{|A−G(v0)|/2, |A+G(vk)|/2} min{−G/2, +G/2}. 
Note that if G has no loop, then min{−G/2, +G/2} is a lower bound on qn(Lk(G)) for all k1.
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Fig. 5. The complete bipartite directed graph in Lk+1(G) induced by A−
Lk(G)
(v) ∪ A+
Lk(G)
(v).
Theorem 3.9. Let G be a directed graph with a loop.Then,qn(Lk(G)) min{−G/2, +G/2} for all k > 2 diam(G).
Proof. The proposition vacuously holds for the case that diam(G)=∞. Suppose that diam(G) = ∞. Let u be a vertex
with indegree −G and v a vertex with outdegree 
+
G. (Note that it may happen that u= v.) Consider a walk of length at
least one from u to v passing through a vertex with a loop but not the loop. (Thus, such a walk contains at least one arc
which is not a loop.) The length of such a walk is at most 2 diam(G). By passing through the loop repeatedly, for any
k2 diam(G), a walk of length k from u to v can be constructed. Therefore, similarly to the proof of Theorem 3.7, it
is shown that min{−G/2, +G/2} is a lower bound on qn(Lk(G)) if k > 2 diam(G). 
An upper bound on qn(Lk(G)) is also an upper bound on qn(U(Lk(G))). Besides, in this section, we consider a
lower bound on qn(U(Lk(G))) for a lower bound on qn(Lk(G)). Thus, the results of upper and lower bounds on
qn(Lk(G)) presented in this section similarly hold for qn(U(Lk(G))).
4. Queue layouts for speciﬁc families
In this section, we apply the results of Section 3 to de Bruijn, Kautz, butterﬂy, and wrapped butterﬂy directed graphs.
(As mentioned at the last of Section 3, the results for the speciﬁc directed graph families also hold for their underlying
graph families.)
4.1. de Bruijn and Kautz directed graphs
The de Bruijn and Kautz directed graphs have been noticed as interconnection networks because of their various
nice properties (see [2,23]). The de Bruijn directed graph B(d,D) is a directed graph whose vertices are the words
of length D on an alphabet of d letters (for example, {0, 1, . . . , d − 1}), and in which there is an arc from each vertex
(v0, v1, . . . , vD−1) to the d vertices (v1, . . . , vD−1, ), where  ∈ {0, 1, . . . , d−1}. The Kautz directed graph K(d,D)
is a directed graph whose vertices are the words of length D without two consecutive identical letters on an alphabet of
d+1 letters, and in which there is an arc from each vertex (v0, v1, . . . , vD−1) to the d vertices (v1, . . . , vD−1, ), where
 ∈ {0, 1, . . . , d} and  = vD−1. Figs. 6 and 7 illustrate examples of de Bruijn and Kautz directed graphs, respectively.
Fiol et al. [11] showed that B(d,D) and K(d,D) can be also deﬁned as B(d,D) = LD−1(K◦d ) and K(d,D) =
LD−1(K∗d+1), where K∗d+1 is the complete symmetric directed graph with d + 1 vertices, and K◦d is the complete
directed graph with d vertices, i.e., the directed graph obtained from K∗d by adding a loop to each vertex. (Fig. 2
also illustrates B(2, 1), B(2, 2) and B(2, 3).) Thus, from Corollary 3.6 and Theorem 3.8, upper and lower bounds on
qn(B(d,D)) and qn(K(d,D)) are obtained.
Previously, Heath and Rosenberg [16] proved that the binary de Bruijn graph has a 2-queue layout, and has no
1-queue layout if D4. Thus, the following upper bound is a generalization of the Heath and Rosenberg’s result.
Proposition 4.1.  d2 qn(B(d,D))d (D3).
Until now, there is no result for queue layouts of Kautz directed graphs. Thus, the following is the ﬁrst non-trivial
result for such layouts.
Proposition 4.2.  d2 qn(K(d,D))d + 1 (D2).
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4.2. Butterﬂy directed graphs
The k-ary butterﬂy graph b(k, r) is one of the most popular interconnection networks and is deﬁned as follows:
V (b(k, r)) = {(v0, v1, . . . , vr−1, l) | vi ∈ {0, 1, . . . , k − 1}, 0 i < r, 0 lr},
E(b(k, r)) = {{(u0, u1, . . . , ur−1, l), (v0, v1, . . . , vr−1, l + 1)} | ui = vi for i = l}.
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The k-ary butterﬂy directed graph 
b(k, r) is a directed graph obtained from b(k, r) by orienting each edge according
to increasing values of l (see Fig. 8).
A complete k-ary out-tree (respectively, complete k-ary in-tree) is an out-tree (in-tree) such that every non-leaf vertex
has outdegree (indegree) k, and every path from the root to a leaf (every path from a leaf to the root) has the same
length. LetX(k, r) denote the directed graph obtained from the complete k-ary in-tree of depth r and the complete k-ary
out-tree of depth r by identifying their roots (see Fig. 9). Hasunuma and Shibata [12] proved that 
b(k, r)Lr(X(k, r)).
Proposition 4.3.
⌈
k
2
⌉
qn(
b(k, r)) ⌊ k2
⌋ + 1.
Proof. Since the k-ary butterﬂy directed graph contains a complete bipartite directed graph 
Kk,k ,  k2 is a lower bound
on qn(
b(k, r)). For an upper bound, we construct a tree-queue layout of X(k, r) and apply Corollary 3.5 to the result.
First, consider a tree-queue layout of the complete k-ary in-tree. Let Tin(k, r) denote the complete k-ary in-tree of
depth r. Also, let V (Tin(k, r)) = {(i, j) | 1 ikj , 0jr}, where j denotes the depth of a vertex (i, j). Note that
(1, 0) is the root of Tin(k, r).
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Fig. 11. A 1-tree-queue layout of Tout(3, 2).
We prove by induction on r that Tin(k, r) has a ( k2 + 1)-tree-queue layout with the additional condition that the
arcs assigned to each queue induces a disjoint union of serial semi-paths. For the case that r = 1, order the vertices as
follows:
(1, 1)< · · ·<(k/2, 1)<(1, 0)<(k/2 + 1, 1)< · · ·<(k, 1).
Assign each pair of arcs ((i, 1), (1, 0)), (( k2 + i, 1), (1, 0)) to the ith queue for each i satisfying 1 i k2. (When
k is odd, assign the arc (( k2, 1), (1, 0)) to the ( k2 + 1)th queue.) Clearly, this layout is a tree-queue layout with the
additional condition.
Now assume that Tin(k, r) has a ( k2 + 1)-tree-queue layout with the additional condition. By adding k incoming
arcs to each leaf of Tin(k, r), Tin(k, r + 1) is obtained. Then for each leaf of Tin(k, r), do a similar manipulation to the
case of r = 1. Let v be a leaf and (v,w) be the outgoing arc of v in Tin(k, r). Now  k2 vertices in −Tin(k,r+1)(v) are
placed on the left of v, and other  k2 vertices in−Tin(k,r+1)(v) are placed on the right of v.When k is odd, the remaining
vertex vR in −Tin(k,r+1)(v) is placed on the left (respectively, right) of v if w is placed on the right (respectively, left)
of v. (Note that (vR, v) and (v,w) have the same direction.) Then, assign a pair of two arcs (different from (vR, v))
with opposite directions in A−Tin(k,r+1)(v) to each queue (except for the queue to which (v,w) is assigned). If k is odd,
then assign the arc (vR, v) to the queue to which (v,w) is assigned. If k is even, then no arc is assigned to the queue to
which (v,w) is assigned.
After such an assignment of arcs, the order position of each tail is successively set while preserving the tree-queue
layout style. Suppose that (x, v), (y, v) are assigned to the ith queue such that x is on the left of v and y is on the right
of v. Consider arcs assigned to the ith queue whose left-endpoint is on the left of v and whose right-endpoint is on the
right of v. In the set of such arcs, let e be the arc with the most right right-endpoint vr(e). Next consider arcs assigned
to the ith queue whose left-endpoint is on the right of v and let f be the arc with the most left right-endpoint vr(f ).
Since e and f do not nest, vr(e)vr(f ). Here it does not hold that vr(e) = vr(f ) because this equality implies the
existence of a non-serial semi-path in the ith queue. Therefore, vr(e)<vr(f ). The order position of y is set so that
vr(e)<y<vr(f ) (see Fig. 10). By this order position of y, adding the arc (y, v) to the ith queue does not produce
nested arcs. Analogously, the order position of x can be set so that no pair of nested arcs is produced. When k is odd,
the order position of vR is similarly set. Note that these arcs are also added while preserving the condition that the arcs
assigned to each queue induces a disjoint union of serial semi-paths. Therefore, Tin(k, r+1) has a ( k2+1)-tree-queue
layout with the additional condition.
Next, consider a tree-queue layout of the complete k-ary out-tree of depth r. Let Tout(k, r) denote the complete k-ary
out-tree of depth r. Also, let V (Tout(k, r))= {(i, j) | 1 ikj , 0jr}, where j denotes the depth of a vertex (i, j),
andA(Tout(k, r))={((i, j), (ki− t, j+1)) | 1 ikj , 0j < r, 0 t < k}. Then, order the vertices lexicographically
as follows:
(1, 0)<(1, 1)< · · ·<(k, 1)<(1, 2)< · · ·<(k2, 2)< · · ·<(kr , r).
It is easily checked that based on this vertex ordering, a 1-tree-queue layout of Tout(k, r) is obtained (see Fig. 11).
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Fig. 12. A 6-tree-queue layout of K◦3 ⊗ C4.
Finally, combine the tree-queue layouts of Tin(k, r) and Tout(k, r). By identifying the vertices with the same depth in
Tout(k, r), a path P = (v0, v1, . . . , vr ) is obtained. Then P is added to the tree-queue layout of Tin(k, r) in such a way
that all arcs of P are assigned to the ( k2 + 1)th queue while keeping the ordering v0<v1< · · ·<vr . Similar to the
inductive construction of the tree-queue layout of Tin(k, r), appropriate positions of v0, v1, . . . , vr can be successively
found while preserving the tree-queue layout style. After that, according to the vertex ordering of the 1-tree-queue
layout of Tout(k, r), each vertex vj is expanded to kj vertices (i, j), 1 ikj so that u<(i, j)<v if u<vj<v.
Consequently, a tree-queue layout of X(k, r) with  k2 + 1 queues is obtained. 
Previously, Heath and Rosenberg [16] and Reibman [19] have shown that the queuenumber of the binary butterﬂy
graph is two. From Proposition 4.3, qn(
b(k, r)) is determined if k is odd.
Corollary 4.4. qn(
b(k, r)) =  k2 for all odd k3.
4.3. Wrapped butterﬂy directed graphs
The k-ary wrapped butterﬂy graph wb(k, r) is the graph obtained from b(k, r) by identifying each vertex of the
lowest level (l=0) with the corresponding vertex of the highest level (l= r) (see [17,23]). Similarly, the k-ary wrapped
butterﬂy directed graph 
wb(k, r) is obtained from 
b(k, r). Bermond et al. [1] showed that 
wb(k, r)Lr−1(K◦k ⊗Cr),
where ⊗ denotes the Kronecker product and Cr is a cycle of length r. The Kronecker product of two directed graphs
G1 and G2, denoted by G1 ⊗ G2, is deﬁned as follows:
V (G1 ⊗ G2) = V (G1) × V (G2),
A(G1 ⊗ G2) = {((u1, u2), (v1, v2)) | (u1, v1) ∈ A(G1) and (u2, v2) ∈ A(G2)}.
Proposition 4.5.  k2qn( 
wb(k, r))2k.
Proof. Similarly to 
b(k, r),  k2 is a lower bound on qn( 
wb(k, r)). Let V (K◦k ) = {v1, v2, . . . , vk} and V (Cr) ={w1, w2, . . . , wr} such that (wi, wi+1) ∈ A(Cr) for each i satisfying 1 i < r and (wr,w1) ∈ A(Cr). Thus V (K◦k ⊗
Cr)= {(vi, wj ) | 1 ik, 1jr}. Order the vertices of K◦k ⊗Cr in the lexicographical ordering with respect to the
indices j and i of (vi, wj ).
(v1, w1)< · · ·<(vk, w1)<(v1, w2)< · · ·<(vk−1, wr)<(vk, wr).
Assign the arcs in At = {((vt , wp), (vi, wp+1)) | 1 ik, 1p< r} to the tth queue. Then, assign the arcs in
{((vt , wr), (vi, w1)) | 1 ik} to the (k + t)th queue. It is easily checked that the resulting layout of K◦k ⊗ Cr is
a 2k-tree-queue layout (see Fig. 12). Therefore, by Corollary 3.5, qn( 
wb(k, r))2k. 
5. Three-dimensional drawings of iterated line directed graphs
A three-dimensional straight-line grid drawing of a graph is deﬁned as follows. The vertices are represented by
distinct points in Z3. Each edge is represented by a line-segment between the vertices that are incident on it, such that
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edges only intersect at a common vertex that is incident on them, and an edge only intersects a vertex that is incident
on the edge. If a three-dimensional drawing is contained in an axis-aligned box with side length X − 1, Y − 1, and
Z − 1, then the drawing is called an X × Y × Z drawing with volume X · Y · Z.
Let H be a graph. A subset of V (H) is called independent if there is no edge of H connecting vertices in the subset.
A track is an ordered pair (U, ) of an independent set U ⊂ V (H) and a linear ordering  of U. A k-track assignment
of H is a sequence of tracks, (V1, 1), (V2, 2), . . . , (Vk, k) such that {Vi |, 1 ik} is a partition of V (H) of size k.
Given a k-track assignment of H, an assignment (u) of a vertex u is i if u ∈ Vi . An X-crossing in a track assignment is
a pair of two edges {u, v} and {x, y} such that (u)= (x) = (v)= (y), (u)(u)< (x)(x) and (y)(y)< (v)(v).
A k-track assignment with no X-crossing is called a k-track layout. The track-number of H, denoted by tn(H), is the
minimum number of tracks required for a track layout of H. A track layout was introduced by Dujmovic´ et al. [4].
Track layouts have been studied for various graph classes [3,4,6,10].
A three-dimensional straight-line grid drawing, a track layout, and the track number of a directed graph G are
similarly deﬁned as those of the underlying graph U(G), respectively.
Dujmovic´ et al. [4] proved the following.
Theorem 5.1 (Dujmovic´ et al. [4]). If a graph H has a k-track layout, then H has a k × 2k × 2kn′ three-dimensional
drawing, where n′ is the maximum number of vertices in a track.
Dujmovic´ et al. [5] showed that every graph with bounded queue-number has bounded track-number. (Dujmovic´ et
al. [4,5] also showed that every graph with bounded track-number has bounded queuenumber. Thus, queuenumber and
track-number are tied.)
Theorem 5.2 (Dujmovic´ et al. [5]). Let H be a graph with queuenumber qn(H)q. Then tn(H)4q ·4q(2q−1)(4q−1).
In Section 3, it has been shown that the queuenumber of Lk(G) (U(Lk(G))) is at most |V (G)|. Thus, for any ﬁxed
directed graph G, U(Lk(G)) has bounded queue-number. Therefore, by Theorems 5.1 an 5.2, we have the following
theorem.
Theorem 5.3. Let G be a directed graph. For each k0, let nk be the number of vertices in Lk(G). Then, there exist
positive constants c1, c2, c3 such that Lk(G) has a c1 × c2 × c3nk three-dimensional drawing, for all k0.
Corollary 5.4. For any ﬁxed d2, there exist positive constants c1, c2, c3 such that B(d,D) (respectively, K(d,D))
has a c1 × c2 × c3dD (respectively, c1 × c2 × c3dD−1(d + 1)) three-dimensional drawing, for all D1.
For b(k, r) and wb(k, r), their upper bounds on the queuenumber depend only on k. Thus, the following corollary
is also obtained.
Corollary 5.5. For any ﬁxed k2, there exist positive constants c1, c2, c3 such that b(k, r) (respectively, wb(k, r))
has a c1 × c2 × c3kr(r + 1) (respectively, c1 × c2 × c3krr) three-dimensional drawing, for all r1.
Thus, for any ﬁxed d2 (respectively, k2), B(d,D) and K(d,D) (respectively, b(k, r) and wb(k, r)) with n
vertices have three-dimensional drawing with O(n) volume. Previously, Dujmovic´ et al. [4] proved that the binary de
Bruijn graph and the binary butterﬂy graph with n vertices have three-dimensional drawings with O(n) volume.
Applying the algorithm shown in Theorem 3.4, it can be shown that the number of vertices in G is an upper bound
on the track-number of Lk(G), if we restrict ourselves to directed graphs with no loop and no symmetric arcs.
Theorem 5.6. Let G be a directed graph with no loop and no symmetric arcs. Then tn(Lk(G)) |V (G)| for all k1.
Proof. Let V (G)={v1, v2, . . . , vp}. Order the vertices of G in any manner, and assign all the arcs in A+G(vi) to the ith
queue. This is indeed a tree-queue layout. By applying the algorithm in Theorem 3.4, a tree-queue layout of L(G) with
the same number of queues is obtained. For each i satisfying 1 ip, let Vi =A+G(vi) and i be the linear ordering of
Vi induced by the vertex ordering  of the tree-queue layout. Since G has no loop, there is no arc between the vertices
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Table 1
Upper and lower bounds on the queuenumbers of speciﬁc families
Directed graph family Queuenumber
de Bruijn  d2 qn(B(d,D))d
Kautz  d2 qn(K(d,D))d + 1
Butterﬂy  k2 qn(
b(k, r)) k2  + 1
Wrapped butterﬂy  k2 qn( 
wb(k, r))2k
in Vi . Thus, the sequence of tracks (V1, 1), (V2, 2), . . . , (Vp, p) is a p-track assignment. Since G has no symmetric
arcs, for any Vi and Vj (i = j ), all the arcs between Vi and Vj are in the same queue. Besides, all the vertices in each
track are consecutive with respect to the vertex ordering , i.e., if for some u ∈ Vi and v ∈ Vj , u<v, then for any
x ∈ Vi and any y ∈ Vj , x<y. Thus, the existence of an X-crossing implies the existence of two nested arcs. Therefore,
there is no X-crossing in the p-track assignment.
In general, from the tree-queue layout of Lk(G) obtained by applying the algorithm iteratively, p-track layout can be
constructed by setting Vi as the vertices corresponding to walks of length k starting at vi in G, and the linear ordering
i of Vi as the ordering induced by the vertex ordering  of the tree-queue layout of Lk(G). 
Corollary 5.7. Let G be a directed graph with no loop and no symmetric arcs. Let p = |V (G)|. Then Lk(G) has a
p × 2p × 2pn three-dimensional drawing, where n is the number of vertices in Lk(G).
6. Concluding remarks
In this paper, we have presented upper and lower bounds on the queuenumber of an iterated line directed graph.
Our upper bound depends only on the original directed graph, and is independent of the number of iterations. We have
also considered three-dimensional drawings, and shown that for any ﬁxed directed graph G, every iterated line directed
graph Lk(G) with n vertices has a three-dimensional drawing with O(n) volume. Besides, we have applied the results
to speciﬁc families of iterated line directed graphs such as de Bruijn, Kautz, butterﬂy, and wrapped butterﬂy directed
graphs.
Table 1 summarizes upper and lower bounds on the queuenumbers of the speciﬁc families. (Note that these results
similarly hold for their underlying graph families.) In particular, our upper bound on the queuenumber of 
b(k, r) is
nearly optimal. In fact, the queuenumber of 
b(k, r) is determined to be  k2 if k is odd. It remains unknown whether
our upper bounds on the queuenumbers of B(d,D), K(d,D) and 
wb(k, r) can be signiﬁcantly improved or not.
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