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Abstract
Complementing the previous paper in the series, this paper classifies
|2|-graded parabolic geometries, listing their important properties: the
group G0, the graded tangent bundle gr(T ) and its algebra¨ıc bracket, the
relevant cohomology spaces and the standard Tractor bundle T . Several
of these geometries are then explored in more detail, and the paper ends
with a case study that that partially solves the equivalence problem for
generic six distributions on nine dimensional manifolds.
1 Introduction
Two groups G and P form a |k|-graded parabolic pair if G is semisimple, and
if the Lie algebra g of G admits a |k|-grading
g = g−k ⊕ . . . ⊕ g−1 ⊕ g0 ⊕ g1 ⊕ . . . ⊕ gk,
such that [gi, gj] ⊂ gi+j and such that the Lie algebra p of P is given by
p =
∑
i≥0
gi.
The reductive part of P is the groupG0, which has Lie algebra g0. The nilpotent
part has Lie algebra g+ =
∑
i≥1 gi.
For (G,P ) a |2|-graded parabolic pair, the previous paper [Arma] defined
partially regular |2|-graded geometries, namely a manifold M , with a distribu-
tion H contained in the tangent bundle T and an reduction of the structure
bundle of gr(T ) = T/H ⊕H to P , a P -principal bundle, such that
gr(T ) = P ×P (g/p).
The P structure defines an algebra¨ıc bracket K ∈ Γ(∧2H∗ ⊗ (T/H)), and a
corresponding ∂∗ bundle operator
∂∗ : ∧2H∗ ⊗ (T/H) → (H∗ ⊗H)⊕ ((T/H)∗ ⊗ (T/H)).
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There is another natural section of ∧2H∗ ⊗ (T/H), the Levi bracket L, defined
for sections X and Y of H as
L(X,Y ) = [X,Y ]/H.
The geometry is then said to be partially regular if
∂∗(K − L) = 0.
The main result was
Theorem 1.1. If the second cohomology space H1(g+, g) vanishes in strictly
positive homogeneity, there exists a unique normal Cartan connection encoding
the geometry.
Furthermore, if the only data is a generic holomorphic distribution H and
a |2|-graded complex parabolic pair (GC, PC) such that dimC g−1 = rankC H
and dimC g−2 = rankC T/H , then
Theorem 1.2. Almost everywhere on M , there exists a principal bundle PC
for gr(T ) with structure group PC, such that (M,H,PC) is a partially regular
|2|-graded geometry.
If H1(g+, g) vanishes in homogeneity zero, there is a finite choice of this
bundle PC, up to isomorphism.
If κ is the curvature of a regular normal Cartan connection, then its lowest
homogeneity component is ∂-closed, hence a section of
P ×P H
2(g+, g).
This property extends to partially regular normal |2|-graded Cartan connections.
Hence the important formal elements of a |2|-graded geometry connection
are:
1. the group G0,
2. the bundle gr(T ),
3. the cohomology spaces H1(g+, g) (in non-negative homogeneities) and
H2(g+, g), and
4. the algebra¨ıc bracket K.
Also of interest for Tractor calculus (see [CˇG02] and [CˇG00]) is the standard
Tractor bundle T .
This paper will list these for all simple |2|-graded complex pairs (G,P ).
Some of the real forms of these geometries are of particular interest: non-integral
quaternionic- and octonionic-contact geometries, free-Lagrangians and free-CR
geometries, and conformal-spin geometries. These will be analysed seperately.
Finally, the ‘almost everywhere’ portion of Theorem 1.2 is dependent only
the value of the Levi bracket at a point. Though paper [Arma] establishes
that almost all Levi brackets are suitable, it gives no criteria for deciding if a
given bracket works. This paper concludes by presenting the full solution to
this problem for distributions of rank six in a nine-dimensional manifold, both
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in the real and the holomorphic categories, and presents a tractable sufficient
condition to for analysing whethere a given H can be partially regularised. It
does this by first demonstrating that the orbit classification of [GT99] extends
to the real category, then by identifying the families of orbits that a finite choice
of allow partial regularisations.
This defines precisely what is meant by a generic distribution of rank six-
in-nine and – in theory – solves the equivalence problem for such distributions,
and establishes ([CˇN08] and [Cˇap05]) that their automorphism group is a Lie
group of dimension bounded by 28, the dimension of the group G = Spin(4, 4).
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2 Simple |2|-graded geometries
Initially, we will assume that the group G is simple. Semisimple examples can
then be built up by combining these simple examples with other |1|- or |2|-graded
geometries; the process will be described in section 3.
The complexified versions of these geometries are constructed by taking a
Dynkin diagram and crossing a certain number of roots [CˇSed]. Let τ be the
maximal torus, Φ the set of all simple roots, Φ+ the set of all simple positive
roots and Φ− = −Φ+ the set of negative simple roots. Now let R− ⊂ Φ−
consist of all negative simple roots that are crossed on the Dynkin diagram, and
similarly define R+ = −R− ⊂ Φ+.
Then p may be defined as the direct sum of τ with all root spaces for the
roots of type
∑
α∈Φ,α/∈R−
nαα,
for natural numbers nα. Note that when all roots are crossed, R− = Φ− and p
is the Borel subalgebra.
The group P can then be defined as the subgroup of G that acts as auto-
morphisms on p. The algebra g0 is spanned τ and by root spaces for roots of
type
∑
α∈Φ,α/∈(R+∪R−)
nαα.
The highest weight of the adjoint representation of G is equal to a sum∑
α∈Φ+
mαα for certain natural numbers mα 6= 0. Then the geometry (G,P ) is
|k|-graded, where
k =
∑
α∈R+
mα.
These mα are known; table 1 presents them for each simple Dynkin diagram.
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An . . .◦
1
◦
1
◦
1
◦
1
◦
1
Bn . . . >◦
1
◦
2
◦
2
◦
2
Cn . . . <◦
2
◦
2
◦
2
◦
1
Dn
✥✥
❵❵
. . .◦
1
◦
2
◦
2 ◦1
◦1
G2 <◦
3
◦
2
F4 ◦
2
◦
4
◦
3
◦
2
<
E6 ◦
1
◦
2
◦
3
◦
2
◦
2
◦
1
E7 ◦
2
◦
3
◦
4
◦
2
◦
3
◦
2
◦
1
E8 ◦
2
◦
4
◦
6
◦
3
◦
5
◦
4
◦
3
◦
2
Table 1: mα for each root
Simple |2|-graded geometries are thus generated by crossing a single double
root (those where mα = 2), or a pair of single roots (mα = 1). Section 3.1 will
present all such simple geometries, defining the main characteristics: the bundle
T−1, the bundle T−2 = T/T−1, the group G0, the form of the algebra¨ıc bracket
K between ∧2T−1 and T−2, the standard Tractor bundle T , and the relevant
cohomology spaces.
For simplicity, we will only deal with the holomorphic forms of parabolic
geometries, with G and P both complex. The various real forms and their
corresponding geometries can be deduced from this. In general, the bundle and
bracket information is easy to deduce, from simply considering the dimensions
of g and g+, the dimensions of possible G0-modules, the fact that G0 must act
faithfully on g−1, and the possible inclusions of g−2 into ∧2g−1.
This is not enough for Dm family, where the above methods do not fully
characterise the geometry for g0 = C
2⊕sl(m−1,C); there are two possibilities.
In fact, both of them actually occur, giving the free-Lagrangian geometry and
the conformal spin structures respectively – see sections 3.3 and 3.4.
This is also insufficient for EC6 , in the case where g0 = C⊕ sl(5,C)⊕ sl(2,C).
There are two possibilities for g−. Namely, both (⊙2C5)⊕
(
C2⊗C5
)
and (C5)∗⊕(
C2 ⊗ (∧2C5)
)
are of the right dimensions and define a palausible Lie bracket.
The first possibility is excluded, however, by careful analysis of fundamental
weight multiplicities within the roots of EC6 .
The cohomology is computed using Kostant’s proof of the Bott-Borel-Weyl
theorem, see [Kos61]. There is one special class of geometries that can be set
aside now: Lie contact geometries (see [Zad] and [Miy91]). These are geometries
where the crossed root(s) on the Dynkin diagram correspond to the root(s) for
the adjoint representation (first and last root for the Am family, second root for
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the Bm and Dm families, first root for the Cm families, and see section 3.1.4
for the exceptional geometries). They all have T−2 being rank one, making T−1
into a contact distribution.
In homogeneity zero, contact geometries all have maximally non-vanishing
H1(g+, g) and vanishing H2(g+, g). The first result simply encodes the fact that
every contact distribution is locally isomorphic to every other: hence the extra
structure on the geometry cannot be deduced from the distribution. There may
be a certain analogue to non-regular geometry for CR structures (see [Armb]),
but these are very different objects to the geometries we are considering here.
The cohomology results for simple G can be summarised in the following
theorems:
Theorem 2.1. For (g, p) a simple, |2|-graded parabolic pair, the first cohomol-
ogy space H1(g+, g) always vanishes in strictly positive homogeneities. It will
vanish in homogeneity zero unless (g, p) is a contact geometry, or is from the
Am family with either the first or last root crossed.
This is a simple consequence of [Kos61] (see also [CˇSed]). Consequently,
almost all |2|-graded geometries are determined entirely by the distribution T−1.
If a non-regular normal geometry is to exist, there must be a piece of har-
monic curvature in homogeneity zero (see [Arma]). Consequently, there must a
homogeneity zero piece of the second cohomology. In general, this is the case:
Theorem 2.2. For (g, p) a simple, |2|-graded parabolic pair, there is a homo-
geneity zero piece of H2(g+, g) unless
• (g, p) is a contact geometry,
• g = A3, with the first and second (or second and third) roots crossed,
• g = A4, with the second and third roots crossed.
• g = Bm, with the last root crossed,
• g = C3, with the second root crossed.
So almost all |2|-graded geometries can admit non-regular versions. If, how-
ever, the second cohomology lies entirely in homogeneity zero, we have a stronger
result: if the geometry is flat, then it must be non-regular. This is also the case
for all most all |2|-graded geometries:
Theorem 2.3. For (g, p) a simple, |2|-graded parabolic pair, H2(g+, g) is con-
centrated entirely in homogeneity zero unless
• (g, p) is one of the cases listed in Theorem 2.1 or Theorem 2.2,
• g = Am with the second or second-to-last root crossed,
• g = Am with two adjacent roots crossed,
• g = Bm with the third root crossed,
• g = Cm with the second or second-to-last root crossed,
• (g, p) is a conformal-spin geometry 3.4,
• g = Dm with the third root crossed.
Thus in general, all non-flat |2|-graded geometries must be non-regular – this
includes, for instance, all the non-contact exceptional geometries.
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3 Semisimple |2|-graded geometries
Semisimple |2|-graded geometries are modelled on parabolics G/P where
g = ⊕i g
i,
p = ⊕i p
i,
such that (gi, pi) is a |1|- or |2|-graded parabolic pair, and at least one of these
pairs is |2|-graded.
Let us first concentrate on the situations where we have two summands (not
necessarily simple), g = g1 ⊕ g2 and p = p1 ⊕ p2.
Then by [CˇSed]’s treatment of Kostant’s version of the Bott-Borel-Weil the-
orem, we can affirm that
Hn(g1, g) ∼= ⊕i+j=n
(
Hi((g1)+, g1)⊗Hj((g2)+,C) (1)
⊕ Hi((g1)+,C)⊗Hi((g2)+, g2)
)
Standard cohomologies are also calculated in [CˇSed], namely the fact that
H0((gi)+,C) = C and H0((gi)+, gi) = g−k, where k is the grading of (gi, pi).
Furthermore, H1((gi)+,C) = gi1. Hence we can tackle the first cohomology in
the semisimple case:
Proposition 3.1. If all of the summands (gi, pi) are |2|-graded,
H1(g1, g) = ⊕i
(
H1((gi)+, gi)
)
.
Proof. Assume g = g1 ⊕ g2, with both (g1, p1) and (g2, p2) being |2|-graded.
Then equation (1) implies there are four summands in H1(g1, g); two of them
are of type
H1((gi)+, gi)⊗H0((gj)+,C) = H1((gi)+, gi)⊗ C = H1((gi)+, gi).
The other two are of type
H0((gi)+, gi)⊗H1((gj)+,C) = gi−k ⊗ g
j
1.
Since both of these must be of homogeneity −k + 1 = −1, the equality in
homogeneity zero is established. 
We now need to look at the second cohomology. The results aren’t strong
here, since we have less control over summands of the type H2((gj)+,C). All
that can be said with confidence is:
Proposition 3.2.
H2(g+, g) ⊃ ⊕i
(
H2((gi)+, gi)
)
.
Going back to Proposition 3.1, we see that this may give us a way of clas-
sifying generic holomorphic distributions of the right rank and co-rank via the
methods in [Arma]: let H is a generic distribution of rank r and co-rank s.
Then assume we can construct a parabolic pair
(g = ⊕i g
i, p = ⊕i p
i),
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where each of the (gi, pi) is complex |2|-graded parabolic pair with vanishing
first cohomology in non-negative homogeneities, and with
dimC g−1 = r
dimC g−2 = s.
Then the corresponding (g, p) geometry will depend only on the distribution
T−1, and, once we have chosen a uniqueness procedure, a generic distribution
T−1 will be classified almost everywhere by a unique normal Tractor connection.
The possible values of r and s can be determined by looking first at the simple
examples with the required cohomological condition. These are known from
Theorem 2.2, and are listed in table 2; in this table, tn is the n-th triangular
number, tn = n(n− 1)/2.
Co-rank of T−1 Rank of T−1 Co-rank of T−1 Rank of T−1
p× q p, q ≥ 2 l× (p+ q) l ≥ 1 5 20
tn n ≥ 3 l× n l ≥ 1 10 32
tn+1 n ≥ 2 2l× n l ≥ 1 7 35
7 8 14 63
8 16
Table 2: Dimensions and co-dimensions of simple |2|-graded parabolic geome-
tries with H1(g+, g) = 0 in non-negative homogeneities
Since r may be arbitrarily large even for a small s, it is easier to initially
classify these geometries by the co-rank. The co-rank can never be one or two,
and the list of possible ranks for the first few co-ranks are given in table 3. Since
[H,H ] = T , we must have s < r(r − 1)/2. With this in mind, and looking at
the values on the table, the tentative conjecture suggests itself.
Conjecture 1. The minimal possible rank of H grows as the square root of
twice the co-rank; exceptions will remain very rare and may vanish entirely.
3.1 Classification of simple |2|-grade geometries
3.1.1 Linear geometries
Here G = SL(m,C), and two roots are crossed, giving G0 = (C
∗)2×SL(a,C)×
SL(b,C)×SL(c,C), where a, b and c are strictly positive integers with a+b+c =
m.
The geometry is given by three vector bundles H1, H2 and K of rank a, c
and b, such that
T−1 = (K ⊗H1)⊕ (K
∗ ⊗H2)
T−2 = H1 ⊗H2
T = H∗1 ⊕K ⊕H2.
The algebra¨ıc bracket is given by the tensor product on H1 and H2, and the
contraction of K with K∗.
7
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Co-rank of T−1 Possible rank of T−1, general rule Exceptions
3 3q or 4q for q ≥ 1
4 4q for q ≥ 1
5 20
6 r ≥ 4
7 r ≥ 7 r 6= 9
8 6q or (20 + 3q) for q ≥ 1, 4p for p ≥ 2
9 r ≥ 6
10 r ≥ 5 r 6= 6
11 r ≥ 9 r 6= 13
12 r ≥ 7
13 r ≥ 8 r 6= 9
14 r ≥ 9
15 r ≥ 6 r 6= 7, 9
16 r ≥ 8
17 r ≥ 12
18 r ≥ 9
19 r ≥ 10
20 r ≥ 9 r 6= 11
21 r ≥ 7 r 6= 8, 9
22 r ≥ 12
23 r ≥ 12
Table 3: Dimensions and co-dimensions of semisimple |2|-graded parabolic ge-
ometries with H1(g+, g) = 0 in non-negative homogeneities
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These geometries have the most complicated cohomological behaviour. Gener-
ically, the second cohomology consists of five components, all of homogeneity
zero. The following rules then apply:
1. If one of the crossed roots is first or last, there is one less cohomology
component.
2. If the two crossed roots are neighbours, there is one less cohomology com-
ponent.
3. If one of the crossed roots is first or last, the total homogeneity of all the
components goes up by two.
4. If one of the crossed roots is second or second-to-last, the total homogene-
ity of all the components goes up by one.
5. If the two crossed roots are neighbours, the total homogeneity of all the
components goes up by two.
These rules are cumulative; for instance, consider A2 with both roots crossed.
Then we lose one cohomology component each for having the first and the last
root crossed, and one more for having neighbours crossed, so have 5−1−1−1 = 2
cohomology components in total. As for total homogeneity, we have +2 for
neighbouring crossed roots, +2 for both the first root and the last root and +1
for both the second and second-to-last root, for a total of 2 + 2× 2 + 2× 1 = 8.
This is correct; in fact, the two components are both of homogeneity four.
In order to fully establish the number of pieces and their homogeneities, the
next rule is generally sufficient:
6. Whenever the total homogeneity is less than or equal to the number of
cohomology components, all components are of homogeneity one or zero.
The cases not covered by the above rule are:
• A2 with both roots crossed, where the homogeneities are 4 and 4.
• Am, m > 2 with the first and last roots crossed, where the homogeneities
are 2, 1 and 1.
• A3 with the first and second (or second and last) roots crossed, where the
homogeneities are 3, 2 and 1.
• Am, m > 3 with the first two (or last two) roots crossed, where the
homogeneities are 3, 2 and 0.
3.1.2 Orthogonal geometries
Here G = SO(2m + 1,C) or SO(2m,C). In the first case, for the Bm family,
the |2|-graded geometries are given by crossing any single root apart from the
first one. This gives G0 = C
∗ × SL(a,C)× SO(2b+ 1,C) where a+ b = m.
Most of the Dm family are of the same type, given by crossing any single
root apart from the first one or the last two. This gives G0 = C
∗ × SL(a,C)×
SO(2b,C) where a+ b = m.
9
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In these cases, the geometry is given by two vector bundles H and K of rank
a and 2b (or 2b+ 1), with a metric g on K. They have the properties that
T−1 = K ⊗H
T/T−1 = H ∧H
T = H∗ ⊕K ⊕H.
The algebra¨ıc bracket is given by the wedge on H , and the contraction of K
with itself via g. This definition extends to the case where b = 0 in the Bm
family by crossing the last root (these are the free-distributions of [Arm07]).
There are two more cases of |2|-graded Dm geometries, given by crossing
two of the three extremal roots. Crossing the last two roots results in the free-
Lagrangian geometry that is treated in more details in Section 3.3 (though it
is formally the same as the previous examples for b = 1). The remaining two
geometries come from crossing the first root and one of the last two. These
geometries are dual to each other, have G0 = (C
∗)2 × SL(m − 1,C) and their
real forms are described in section 3.4 as ‘conformal spin’ geometries.
The second cohomology is slightly simpler than in the Am family. For most
Bm, if the last root is crossed, there is one cohomology component, of homo-
geneity one (there are the ‘free m-distributions’). If any other root is crossed,
there are two cohomology components. If the second (contact) root is crossed,
both components are of homogeneity one. If the third root is crossed, one com-
ponent is of homogeneity one and the other of homogeneity zero. In all other
cases, they are both of homogeneity zero.
The two exceptions are B2 and B3 with the last root crossed, which have a
single cohomology component, of homogeneity 3 (see [Arm07] for more details
on the B3 case).
For the Dm, m > 5, conformal-spin geometries have three cohomology com-
ponents, of homogeneities 1, 0 and 0. Free-Lagrangian geometries, and geome-
tries given by crossing the branching root (the one with three connections) have
three cohomology components, all of homogeneity zero. Crossing any other
roots results in two cohomological components; if the second (contact) root is
crossed, they are both of homogeneity one. If the third root is crossed, one
component is of homogeneity one and the other of homogeneity zero. In all
other cases, they are both of homogeneity zero.
The algebra D5 nearly follows the above pattern, the only subtlety is that
the third root is also the branching root, and has three cohomology components,
of homogeneity 1, 0 and 0.
The algebra D4 behaves quite differently; in that case, free-Lagrangian and
conformal-spin geometries are isomorphic, and have three components of homo-
geneity 1, 1 and 0. Crossing the branching (contact) root gives three cohomo-
logical components, all of homogeneity one.
3.1.3 Symplectic geometries
These are all of the same type, given by G = Sp(2m,C) and crossing any root
apart from the last one. The G0 is C × SL(a,C) × Sp(2b,C) with a + b = m
and b ≥ 1.
The geometry is described by two vector bundles H and K of rank a and 2b
10
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with a skew form ω on K, and
T−1 = H ⊗K,
T−2 = H ⊙H
T = H∗ ⊕K ⊕H.
The algebra¨ıc bracket is given by the symmetric tensor product on H and the
contraction of K with ω.
The second cohomology is very simple in this case: for Cm, m > 2, the
contact (first root crossed) geometries have a single cohomology component,
of homogeneity two. All other roots crossed generates two cohomology com-
ponents. If the second root is crossed, one is of homogeneity 2, the other of
homogeneity 0. If it’s the second-to-last, one component is of homogeneity 1,
the other of homogeneity 0. In all other cases, they are of homogeneity zero.
The one exception is C3, where the second root is also second-to-last. Here
the two components are of homogeneity 2 and 1.
3.1.4 Exceptional geometries
The exceptional groups have several |2|-graded geometries.
• The group GC2
The group GC2 has a single such geometry, given by crossing the long root,
with G0 = GL(2,C). This is a contact geometry, given by a vector bundle H of
rank two (carrying a natural skew-form ω) and
T−1 = ⊙
3H
T−2 = ⊙
3(H ∧H)
T = H ⊕⊙2H ⊕H.
The algebra¨ıc bracket is the natural contraction of ⊙3H with itself via ω. It has
a single cohomology component, of homogeneity one.
• The group FC4
The group FC4 carries two such geometries, given by crossing the first or the
last root. If the first root is crossed, G0 = C
∗ × Spin(7,C), and T−1 is the spin
representation of G0. Then T−2 is seven dimensional, and is the unique seven
dimensional irreducible piece in T−1 ∧ T−1. This is the so-called “Octonionic
contact” geometry of section 3.2. Its Tractor bundle is
T = C⊕ T−1 ⊕ (C⊕ T−2)⊕ T−1 ⊕ C,
and it has a single cohomology component, of homogeneity zero.
If the last root is crossed, we have a contact geometry with G0 = C
∗ ×
Sp(6,C). The data is given by a vector bundle H of rank 6 and
T−1 = ∧
3
0H,
where ∧30H denotes the trace-free subbundle of ∧
3H . The line bundle T−2 is
given by the projection ∧2(∧30H) to the line bundle ∧
6H . Its Tractor bundle is
T = H ⊕ (∧20H)⊕H,
and it has a single cohomology component, of homogeneity one.
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• The group EC6
The group EC6 carries four such geometries, though two of them are dual to
each other. One is given by crossing the first and the last root, the second by
crossing the second or second to last root, and the third by crossing the extremal
central root (the one at the end of its own short link).
If we cross the first and the last root, we have G0 = (C
∗)2×Spin(8,C). Here
the geometry is given by two bundles H+ and H− of rank 8, corresponding to
the two spin representations of Spin(8,C), with
T−1 = H+ ⊕H−
T−2 = H
T = C⊕H+ ⊕ (H ⊕ C)⊕H− ⊕ C,
where H corresponds to the standard representation of Spin(8,C). The alge-
bra¨ıc bracket is simply the projection from H+⊗H− to the single irreducible H
component within it. It has three cohomology components, all of homogeneity
zero.
If we cross the second root, we have G0 = C
∗×SL(2,C)×SL(5,C). This is
the only geometry that cannot be figured out from simple considerations of the
dimension of modules and the decomposition of their symmetric or skew tensor
products: there are two valid candidates. However, a detailed look at all the
roots of EC6 and the multiplicity of the simple roots inside them resolves the
issue: the geometry is given by two bundles H and K, of rank 5 and 2, such
that
T−1 = (H ∧H)⊗K
T−2 = (K ∧K)⊗H
∗
T = K ⊕ (H ∧H)⊕ (H∗ ⊗K)⊕H
The algebra¨ıc bracket is given by the anti-symmetric volume form of K and the
projection onto the irreducible subbundle ∧4H ∼= H∗ in (H ∧H)⊙ (H ∧H). It
has two cohomology components, of homogeneity zero.
If we cross the extremal root, we have G0 = C
∗×SL(6,C), and the geometry
is a contact geometry. It is given by a bundle H of rank 6 such that
T−1 = ∧
3H
T−2 = ∧
6H
T = H∗ ⊕ ∧2H ⊕H∗.
The algebra¨ıc bracket is the standard map ∧2(∧3H) → ∧6H . It has a single
cohomology component, of homogeneity one.
• The group EC7
The group EC7 carries three such geometries, given by crossing the first root,
the second-to-last root, or the extremal root. Crossing the first root gives G0 =
C∗ × Spin(12,C), and the geometry is a contact geometry. The bundle T−1 =
H+ is given by the rank 32 spin representation of G0, and there is a one-
dimensional module inside T−1 ∧ T−1, which is isomorphic with T−2. If H−
12
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and H are the bundles given by the other spin representation and the standard
representation of Spin(12,C) respectively, then the Tractor bundle is
T = H ⊕H− ⊕H,
(note that an outer automorphism of the group interchanges H− and H+). It
has a single cohomology component, of homogeneity one.
Crossing the second to last root gives G0 = C
∗×Spin(10,C)×SL(2,C). The
geometry is defined by two bundles Hs and K, the first a spin representation of
rank 16, the second the standard representation of rank 2, such that
T−1 = Hs ⊗K
T−2 = (K ∧K)⊗H
T = K ⊕Hs ⊕ (K ⊗H)⊕H
∗
s ⊕K,
where H is the rank 10 bundle coming from the standard representation of
Spin(10,C). The algebra¨ıc bracket is given by skew-symmetrisation on K and
the projection from Hs⊙Hs to H . It has two cohomology components, both of
homogeneity zero.
Crossing the extremal root gives G0 = C
∗ × SL(7,C), and the geometry is
defined by a rank 7 bundle H such that
T−1 = ∧
3H
T−2 = ∧
6H ∼= H∗
T = H∗ ⊕ ∧2H ⊕ ∧2H∗ ⊕H.
The algebra¨ıc bracket is given by the natural map ∧2(∧3H) → ∧6H . It has a
single cohomology component, of homogeneity zero.
• The group EC8
The group EC8 carries two such geometries, given by crossing the first or
the last root. For EC8 , the standard representation is the adjoint representa-
tion; hence the standard Tractor bundle T is the adjoint bundle, and for both
geometries:
T = T−2 ⊕ T−1 ⊕ g0(T ) ⊕ (T−1)
∗ ⊕ (T−2)
∗.
If the first root is crossed, G0 = C
∗ × Spin(14,C). This gives T−1 as the
rank 64 spin representation of Spin(14,C). Basic representation theory implies
that T−1 ∧ T−1 contains an irreducible summand of rank 14, corresponding to
the standard representation of G0, which is isomorphic to T−2. It has a single
cohomology component, of homogeneity zero.
If the last root is crossed, G0 = C × EC7 . This is a contact geometry, with
T−1 of rank 56 as the standard representation of E
C
7 . The group E
C
7 preserves a
skew-form on its standard representation, giving the projection T−1∧T−1 to the
line bundle T−2. It has a single cohomology component, of homogeneity one.
3.2 Non-integrable quaternionic- and octonionic-contact
structures
Quaternionic-contact structures are constructed from the Cm families by cross-
ing the second root of the Dynkin diagram:
. . . <◦ × ◦ ◦
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The quaternionic-contact aspect is derived from choosing the real form of G to
be Sp(p + 1, q + 1). This results in G0 being R
∗ × Sp(1) × Sp(p, q), while the
geometry derives from two left-quaternionic bundlesH andK,H of quaternionic
rank 1 and K of quaternionic rank p+ q, with a hermitian metric h of signature
(p, q) on K. The bundle H has structure bundle S, an Sp(1)-principal bundle,
and there is a real rank three vector bundle
I = S ×ρ(H) im H,
where ρ denotes the conjugate action of H on im H. The geometry of these
manifolds is given by
T−1 = H ⊗H K
T−2 = I
T = H ⊕K ⊕H.
The algebra¨ıc bracket is given by the imaginary part of h on K and by the
natural contraction of H with itself.
For m ≥ 3, the second cohomology group of quaternionic contact geometry
has two components: one, of homogeneity two, is the obstruction to flatness
for an integrable quaternionic-contact structure. The second is the obstruction
to integrability for a given distribution. This piece is of homogeneity one for
m = 3 and of homogeneity zero for M ≥ 4.
For this reason, the m = 3 case has often been treated differently to others,
as being the only case where there existed regular, non-integral distributions
T−1 generating the quaternionic-contact structure. Our approach allows for
the existence of non-integrable T−1 distributions in higher dimensions, with the
quaternionic structure being in some sense the ‘best fit’ for the distribution.
Similarly, there is an octonionic contact structure, derived from
× ◦ ◦ ◦<
(see FC4 in section 3.1.4 for more details).
Here, the only component of the cohomology is of homogeneity zero, so the
geometry is flat, if regular. Paper [AB] deals with the interesting properties
of non-regular quaternionic- and octonionic-contact geometries as conformal
infinities of Einstein metrics on the ball.
3.3 Free-CR and free-Lagrangian geometries
These geometries are derived from the Dm family by crossing the last two roots
in the Dynkin diagram:
✟
✟
❍
❍
. . .◦ ◦ ◦
×
×
l or ✟
✟
❍
❍
. . .◦ ◦ ◦
×
×
.
The above choice of crossed nodes allow three possibilities for G: the complex
group GC = SO(2mC) and the two real forms SO(m−1,m+1) and SO(m,m),
corresponding to the two diagrams above. These real forms are entitled free-Cr
and free-Lagrangian, respectively. The reason for these names is that for m = 3,
these are the standard contact-CR and contact-Lagrangian structures, and that
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in general, the algebra¨ıc bracket is free, subject only to the CR or Lagrangian
constraints.
The free-CR structure has G0 = C
∗ × SL(m − 1,R) and is derived from a
bundle E of rank m− 1 and a trivial complex line bundle LC such that
T−1 = E ⊗ L
C
T−2 = E ∧ E
T = E∗ ⊕ (LC)⊕ E.
If a and b are sections of LC, then we may form the symmetric product Re(ab).
This, combined with the identity on E∧E, gives the algebra¨ıc bracket ∧2T−1 →
T−2.
The free-Lagrangian structure has G0 = (R
∗)2×SL(m−1,R) and is derived
from a bundle E of rank m− 1, and a real line bundle L, such that
T−1 = E ⊗ L⊕ E ⊗ L
∗
T−2 = E ∧E
T = E∗ ⊕ (L⊕ L∗)⊕ E
The algebra¨ıc bracket derives from the contraction of L with L∗, and the identity
on E ∧ E.
In general there are three cohomology pieces. For m = 4, two are of ho-
mogeneity one and one is of homogeneity zero. For m > 4, all three are of
homogeneity zero.
The free-CR geometry has two pieces of cohomology: the first measures the
failure of the bracket to be hermitian with respect to complex structure on LC.
For m ≥ 3, it is of homogeneity zero. The second piece measures the failure
of spaces of the type E ⊗ l to be isotropic, for local sections l of LC. It is of
homogeneity one for m = 3 and of homogeneity zero for m ≥ 3.
The free-Lagrangian has three pieces of cohomology: one is the obstruction
to the vanishing of brackets of the type [e ⊗ l, e ⊗ l∗]/T−1 for local sections l
of L and e of E. It is of homogeneity zero for m ≥ 3. The second measures the
failure of E ⊗ L to be isotropic, and the third measure the failure of E ⊗ L∗ to
be isotropic. For m = 3, these two are of homogeneity one, and for m ≥ 4, they
are of homogeneity zero.
The most interesting thing about the free-Lagrangian geometry is that it
is a correspondence space for almost spinorial geometries. Almost spinorial
geometries are defined by a vector bundle U of rank m with T = U ∧ U . They
are given by Dm and crossing one of the last two roots. Apart from a few
low dimensional exceptions, they have a single piece of harmonic curvature, of
homogeneity one.
The correspondence goes as follows: let N be an almost spinorial mani-
fold with TN = U ∧ U . Identify the manifold M with the total space of the
projectivisation of the bundle U . Then M is the correspondence space for N .
To see that, let x be a point of M . We may identify the vertical vectors of
the projection π :M → N with the distribution E ⊗ L∗, of rank m− 1.
Let x be a point inM and define u = π(x) ∈ N . Then x corresponds to a line
Ru in Uu. Wedging this line with Uu gives a subspace K of TNu, of rank m− 1,
and isomorphic with Ru ⊗ (Uu/Ru). Considerations of the tangent spaces of
projective spaces then identifies the vertical component Vx of Tx with the space
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R∗u ⊗ (Uu/Ru). If we define Lx as the pull back of the space Ru and Ex as the
pull back of the space (Uu/Ru), we get an evident isomorphism Vx = Ex ⊗ Lx
and K = Dπ(Ex ⊗ L∗x). This defines the bundle T−1 at x, and the bundle
(T−2)x = Tx/(T−1)x = TNu/K is trivially identified with ∧2(Uu/Ru) ∼= ∧2Eu.
Of the three pieces of harmonic curvature, two will vanish – that measuring
the isotropy of E ⊗L∗ and that obstructing the vanishing of [e⊗ l, e⊗ l∗]/T−1
– and all that will remain is the piece measuring the failure of E to be isotropic,
which will correspond exactly to the harmonic curvature on N for the almost
spinorial structure.
3.4 Conformal-spin geometries
This geometry may be represented by crossing the first root and one of the last
two roots of Dm-type algebra. Because of the roots that are crossed, only the
complex form GC = SO(2m,C) and the fully split form with G = SO(m,m)
admits a parabolic of this type. For the split G, the G0 is (R
∗)2 × SL(m− 1),
and the geometry is given by a single bundle U of rank m− 1 such that
T−1 = U
∗ ⊕ ∧2U
T−2 = U
T = R⊕ U∗ ⊕ U ⊕ R.
The algebra¨ıc bracket is the evident contraction between U∗ and ∧2U . It has
three pieces of harmonic curvature, two of homogeneity zero, one of homogeneity
one.
What is interesting about this geometry is that it is a correspondence space
for both conformal split-signature structures, and almost spinorial structures,
as follows:
Let N be a manifold of dimension 2m − 2, and let [g] be a split-signature
conformal structure on N . Let Gr(TN)m → N be the Grassmannian bundle
of m− 1-planes in TN , and let M ⊂ Gr(TN)m be the subbundle consisting of
those m− 1-planes that are isotropic with respect to g ∈ [g]. Being isotropic is
a conformally invariant concept, so the choice of g does not matter.
For x ∈ N , let V (t) ∈ Mx be a path for t ∈ [0, 1]. Each V (t) is an isotropic
m−1-plane in TNx. Pick elementsX and Y in V (0) and let Θ(t) be a continuous
family of automorphisms of TNx mapping V (0) to V (t).
Then the isotropy condition implies that
0 = g(Θ(X),Θ(Y ))
= g(X,Y ) + tg(DΘ(X)0, Y ) + tg(X,DΘ(Y )0) +O(t
2)
= t (g(DΘ(X)0, Y ) + g(X,DΘ(Y )0)) +O(t
2).
This implies that DΘ0 is an element of ∧2V ∗(0). Writing U = V ∗, this
we define (T−1)V (0) as the subbundle whose projection to TN is U
∗. Then
TV (0)/(T−1)V (0) is naturally identified with TNx/V (0) = U , and it is a simple
matter to check that the bracket is of the correct form.
For the second correspondence, now let N be an almost-spinorial manifold
with bundle V of rank m such that V ∧V = TN . Then we will identify M with
the total space of the projectivisation of the bundle V ∗ (contrast this with the
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correspondence construction in Section 3.3). Let π : M → N be the natural
projection.
For any point x in M , we have a line subspace of Lx ⊂ V ∗pi(x). This identifies
a subspace L⊥x ⊂ Vpi(x) of rank m − 1, which we will call U . Basic results on
projective spaces then imply that we may identify the vertical tangent space of
TMx with V
∗
pi(x)/Lx, which is conjugate to (L
⊥
x )
∗ = U∗. Furthermore U ∧U is a
subspace of TNpi(x), and we identify (T−1)x with the space that projects down
to this space under Dπ.
4 Case Study: 6-in-9
This section will look into rank 6 distributions on a 9-dimensional manifold M ,
demonstrating that partial regularisation will work generically, even in the real
category. Furthermore, it will give a computable sufficient condition for when
partial regularisations will work.
The parabolic structure used in this situation is the free-Lagrangian struc-
ture for D4 (see section 3.3). By triality, this is also the conformal spin structure
for D4 (see section 3.4). In terms of crossed Dynkin diagrams, this is
✟
✟
❍
❍
◦ ◦
×
×
.
The real parabolic pair is (g, p), where the graded decomposition of g is
g =
(
∧2 F3
)
⊕
(
F
3 ⊕ F3
)
⊕
(
gl(3,F)⊕ F
)
⊕
(
F
3∗ ⊕ F3∗
)
⊕
(
∧2 F3∗
)
,
where F = R or C. Hence g0 = gl(3,F) ⊕ F and we may write g−1 as E ⊕ F ,
where both E and F are conjugate to F3. The action of sl(3,F) ⊂ g0 gives an
isomorphism E ∼= F up to scale. For simplicity’s sake, pick a scale to fix that
isomorphism. Meanwhile, 1 ∈ gl(3,F) ⊂ g0 acts by +1 on E and −1 on F , while
1 ∈ F ∈ g0 acts by +1 on both these spaces.
Recall ([Arma]) that the space of formal bracketsW was defined as ∧2(g−1)∗⊗
g−2. There is a special element k of W , the standard algebra¨ıc bracket. To see
what it is, pick a basis {e1, e2, e3} of E and the corresponding basis {f1, f2, f3}
of F . Let {e1, e2, e3} and {f1, f2, f3} be the dual bases of E∗ and F ∗.
Since g−2 = E ∧ E = F ∧ F , there is a corresponding basis {g1, g2, g3} of
g−2, given by the relation g
q = (ǫijq)ei ∧ ej . Here ǫijq is the alternating tensor.
Then k itself is defined as:
k = ǫijq(e
i ∧ f j + f i ∧ ej)⊗ gq.
There is a dual bracket k∗ in W ∗, defined as
k∗ = ǫijq(ei ∧ fj + fi ∧ ej)⊗ g
q.
Now let S = GL(g∗−1) × GL(g−2); there is an obvious action of S on W .
There is a ∂∗ operator from W to s, the Lie algebra of S. Define α as the
composition of ∂∗ with the projection s→ gl(g∗−1) and β as the composition of
∂∗ with the projection s → gl(g−2). Then ∂∗ = α+ β and if l is an element of
W , then
(αl)ij =
∑
Iq
lIqi(k
∗)qjI (2)
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(βl)IJ = −
1
2
∑
ij
lIij(k
∗)ijJ , (3)
where lower-cases indexes denote g−1 components while upper-case ones denote
g−2 components.
Define θ(l) = ∂∗l − ∂∗k. Paper [Arma] demonstrates that there is an open,
S-invariant, subset U ⊂ W such that for all l ∈ U , there exists an s ∈ S such
that θ(s · l) = 0, and the S orbit of s · l is maximally transverse to the kernel of
θ (meaning that locally, S · (s · l)/ker θ ∼=W/ker θ).
Now the bundle ∧2H∗(⊗TM/H) has structure group S, and so can be iden-
tified with
S ×S W,
for the obvious frame bundle S. Therefore the Levi-bracket L defines a function
fL from S to W . Paper [Arma] demonstrates that whenever the image of fL is
in U (a well defined property on M , since U is S-invariant) then there exists a
finite choice of normal Cartan connections encoding H .
What this section will do is construct U , and demonstrate that it is open,
dense, and maximummeasure inW – hence that genericH will have the required
normal Cartan connections encoding H almost everywhere inM . To do this, we
will need to decompose W into S orbits – a task that has already been done, in
the complex category, thanks to the work of L. Yu. Galitski and D. A. Timashev
[GT99].
4.1 S orbit classes in W
For this section, assume F = C.
The paper [GT99] actually looks at the class of S′ = SL(g∗−1) × SL(g−2)-
orbits in W . This is not a major difference, however, as S is spanned by S′, by
scalar multiplication on W , and by grading elements of the form (λ−2, λ), λ ∈
C∗. The grading elements fix every element of W , so have no effect on orbits.
Hence the orbits of S consists of the classes of orbits of S′ related by scalar
multiplication.
The approach used in [GT99] is to decompose the lie algebra e7 of the com-
plex group EC7 as
e7 = h−1 ⊕ h0 ⊕ h1
= W ∗ ⊕ s′ ⊕ W,
with s′ the Lie algebra of S′. This decomposition has the property that [hi, hj ] ⊂
hq where q = i + j mod 3. Note that unlike the parabolic decompositions, the
spaces h±1 are not nilpotent.
Then h1 is decomposed into semisimple and nilpotent pieces, and the differ-
ent families are classified according to their semisimple parts. There are seven
such families; they are defined in terms of three basic elements u1, u2 and u3.
If {ai}, 1 ≤ i ≤ 6 is a basis for g∗−1 and {bj}, 1 ≤ j ≤ 3 a basis for g−2, then
u1 = a
1 ∧ a2 ⊗ b1 + a
3 ∧ a4 ⊗ b2 + a
5 ∧ a6 ⊗ b3,
u2 = a
5 ∧ a4 ⊗ b1 + a
1 ∧ a6 ⊗ b2 + a
3 ∧ a2 ⊗ b3,
u3 = a
3 ∧ a6 ⊗ b1 + a
5 ∧ a2 ⊗ b2 + a
1 ∧ a4 ⊗ b3.
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Family 1. This family consists entirely of semisimple pieces, and is full
measure in W . The canonical form is
l = λ1u1 + λ2u2 + λ3u3,
where the λi are constrained by the inequalities
λi 6= 0,
(λ3i − λ
3
j ) 6= 0, i 6= j,(
(λ31 + λ
3
2 + λ
3
3)
3 − (3λ31λ
3
2λ
3
3)
3
)
6= 0.
Family 2. The canonical form of the semisimple part is
l = λu2 + µu3,
subject to the constraints
λ, µ, λ3 ± µ3 6= 0.
Family 3. The canonical form of the semisimple part is
l = λu1 + µ(u2 + u3),
subject to the constraints
λ, µ, λ3 − µ3, λ3 + 8µ3 6= 0.
Family 4. The canonical form of the semisimple part is
l = λ(u2 + u3), λ 6= 0.
Family 5. The canonical form of the semisimple part is
l = λ(u3 − u2), λ 6= 0.
Family 6. The canonical form of the semisimple part is
l = λu1, λ 6= 0.
Family 7. This family consists entirely of nilpotent elements.
The main result of this section is that:
Theorem 4.1. The set U consists of the union of families 1, 2 and 5.
Proof. Under the substitution bi → gi, and
a1 → e2, a2 → f3, a3 → e3, a4 → f1, a5 → e1, a6 → f2,
we get, using equation (2),
∂∗u1 = +
1
2
∂∗k,
∂∗u2 = 0,
∂∗u3 = −
1
2
∂∗k.
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In this basis, in fact, k = u1 − u3. Now if we act on g−1 with the element
that sends ai to ai+1 (mod 6), and act on g−2 with the element that sends bj
to −bj−1 (mod 3), we permute u1 and u2 while fixing u3. We can similarly
permute any other pair of the ui’s.
Consequently, by combining permutations and scalar multiplications, we can
put the semisimple parts of all families apart from the seventh into a form such
that ∂∗l = ∂∗k.
Now assume that ∂∗l = ∂∗k. Then let Dl : s → W be the derivative of the
action of S on l. We know that Dl = ∂l with
∂l(s−2, s−1)(x, y) = l(s−1(x), y) + l(s−1(y), x)− s−2(l(x, y)).
Now if ∂∗∂l is of maximal rank from s onto the image of ∂
∗, then S orbit of l
must be maximally transverse to the orbit of θ. A sufficient condition is that
∂∗∂l|im ∂∗ be an isomorphism from im ∂∗ to itself. This happens when the
determinant of the map does not vanish. If we set
l = λ1u1 + λ2u2 + λ3u3,
then
det (∂∗∂l|im ∂∗) = 0,
is a polynomial equation in the variables λi. Using Mathematica and Gro¨bner
bases methods [Buc], we can simplify it; the simplification is:
(λ1
3 − λ2
3)(λ1
3 − λ3
3)(λ2
3 − λ3
3) = 0.
The above equality must be satisfied whenever λi = λj , i 6= j or whenever two
of the λi’s are zero. If all λi are non-zero, then the restrictions on the first family
guarantee that that equation cannot be satisfied. If we assume that λ1 = 0, the
equation further simplifies to
λ2λ3(λ2
3 − λ3
3) = 0.
Then the restrictions on the second family imply that this equation cannot be
satisfiedeither , while for the fifth family, λ1 = 0 and λ2 = −λ3 6= 0 does not
solve the equation either.
Hence ∂∗∂l is of full rank whenever l is the semisimple part of the first,
second or fifth family.
From [GT99], we know that if l = σ+ ν, with σ semisimple and ν nilpotent,
then σ is in the closure of the S′ orbit of l. Since ∂∗∂l being of maximum rank
is an open condition, this implies that for any element l in the families 1, 2 and
5, it can be put into a form (via S-action) where ∂∗l = ∂∗k and ∂∗∂l is of full
rank – consequently, the S orbit of l is maximally transverse to the kernel of θ.
It now remains to establish that no elements of families 3, 4, 6 or 7 can be
in U . This is derived from the following lemma:
Lemma 4.2. Let l be in one of the families 3, 4, 6 or 7. Then the stabiliser
group Hl ⊂ S of l contains an element that is not conjugate to any element of
G0.
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Proof of Lemma.
The seventh family consists entirely of a finite number of nilpotent elements,
which means for each such l, there is an element h ∈ S′ that simply scales them
by λ. Consequently, λ−1h is in Hl; but λ
−1h is in S, and not in S′, and is
not a grading element. Now S′ is preserved under conjugation, and G0 modulo
the scaling elements is contained in S′. Hence λ−1h cannot be conjugate to an
element of G0.
For the rest, note that most elements of G0 are not contained in the (conju-
gation invariant) group SL(g∗−1). The group G0 ∩ SL(g
∗
−1) is one dimensional,
and consists of elements that scale E by λ and F by λ−1. Though E and F are
not defined up to conjugation, there is a conjugation-invariant result: the fact
that the above group consists of diagonalisable maps with three eigenvalues λ
and three eigenvalues λ−1.
The proof will proceed by constructing and element h ∈ Hl that is also an
element of SL(g∗−1) but that is either not diagonalisable, or does not have three
eigenvalues λ and λ−1.
For the third family, the nilpotent part can be either zero, or
a5 ∧ a3 ⊗ b1 + a
1 ∧ a5 ⊗ b2 + a
3 ∧ a1 ⊗ b3,
Now define h as sending a2 to a2 + a1, a4 to a4 + a3, a6 to a6 + a5 and fixing
all the other basis elements. This definitely fixes the nilpotent part above, as it
fixes a1, a3 and a5. Now h fixes u1, since
h(a1 ∧ a2 ⊗ b1) = a
1 ∧ a2 ⊗ b1 + a
1 ∧ a1 ⊗ b1 = a
1 ∧ a2 ⊗ b1,
and similarly with the other terms in u1. Applying h to u2 and u3, we can see
that
h(u2 + u3) = u2 + u3.
So h fixes the semisimple part in this family, and hence is in Hl. Then, by
the argument above, h is not conjugate to any element in G0, as it is not
diagonalisable.
The fourth family has six different possible nilpotent parts. All of them are
made up of components chosen from among these:
a1 ∧ a2 ⊗ b1, a
3 ∧ a4 ⊗ b2, a
5 ∧ a3 ⊗ b1, a
1 ∧ a5 ⊗ b2, a
3 ∧ a1 ⊗ b3.
Now the previous h will fix all of these components, as well as u2 + u3. Hence
h ∈ Hl for all l in the fourth family, as before.
The sixth family has fifteen possible nilpotent parts ([GT99]). Eleven of
these parts lack a2 in their expression. Then define h as mapping a2 to a2+ a1,
and fixing all other aj ’s; h is not conjugate to any element of G0. This will not
affect those eleven nilpotent parts, of course, and will also fix u1. Consequently
h ∈ Hl. One of the remaining nilpotent parts is a1 ∧ a3 ⊗ b3 + a2 ∧ a4 ⊗ b3.
This is stabilised by the map sending a5 to a5 + a6, and fixing the other basis
elements, which also preserves the semisimple part.
The last three remaining nilpotent terms are:
a1 ∧ a4 ⊗ b3 + a1 ∧ a6 ⊗ b2 + a2 ∧ a3 ⊗ b3 + a2 ∧ a5 ⊗ b2 + a3 ∧ a5 ⊗ b1,
a1 ∧ a4 ⊗ b3 + a1 ∧ a5 ⊗ b2 + a2 ∧ a3 ⊗ b3 + a3 ∧ a6 ⊗ b1,
a1 ∧ a3 ⊗ b3 + a1 ∧ a6 ⊗ b2 + a2 ∧ a4 ⊗ b3 + a2 ∧ a5 ⊗ b2.
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The first nilpotent part is stabilised by the map sending a2 to a2 − a1, a4 to
a4 + a3, a6 to a6 + a4 and fixing the other basis elements. This also fixes u1,
and is evidently not conjugate to an element of G0.
The second nilpotent part is similarly stabilised by the map sending a2 to
a2 + a1, a4 to a4 − a3 and fixing the rest of the basis elements. The third one
is stabilised by the map sending a2 to a2 − a1, a3 to a3 + a4, a6 to a6 + a5 and
fixing the rest of the basis elements. 
Now let l be a member of families 3, 4, 6 or 7, and assume ∂∗l = ∂∗k –
equivalently, θ(l) = 0. We know ([Arma]) that for g ∈ G0, we have θ(g · l) = 0.
Now fix a one-parameter subgroup of the stabiliser group of l, that is transverse
to G0, and let h be an element of this subgroup. Consequently
θ(g · h · l) = θ(g · l) = 0.
The spaceW is of dimension 6×3×5/2 = 45, the kernel of θ is of dimension 10,
as is the dimension of G0, and the algebra s is of dimension 45. By the above,
there exists a local subset of S around the identity, of dimension at least 11,
that will map l in the kernel of θ. There remains at most 45−11 = 34 degrees of
freedom to move l transversely to the kernel of θ, but dimension count implies
that this is not enough.
Hence the S orbit of l cannot be maximally transverse to the kernel of θ. 
4.2 Real brackets
This section will show that the decomposition of W into orbit types as above
continues to be true if we restrict W and S′ to the real category. The first steps
of the proof will be in the complex category, only shifting to the real category
right at the end. Whenever a distance function needs to be calculated, assume
the space carries a fixed hermitian metric; the results will be independent of the
metric chosen.
For given ui’s we define the element l(x, y, z) to be
xu1 + yu2 + zu3.
Lemma 4.3. For a given (semisimple) l(λ1, λ2, λ3), we may define a continuous
map γ from a neighbourhood N of l(λ1, λ2, λ3) ∈ C3 to W by defining
γ(x, y, z) = l(x, y, z).
Then the closure of S′ · γ(N) contains a neighbourhood of l(λ1, λ2, λ3) in W .
Proof. First note that by dimensional count on the stabilisers, the families 2 to
7 form a set of complex co-dimension at least one in W . Consequently the first
family is dense in W . Moreover, if q is in the first family, then the stabiliser
group Hq ⊂ S′ of q consists is the direct product of the finite Well group GW
(see [GT99]) with the one-dimensional subgroup Hq ⊂ S′, where h(µ) ∈ Hq is
defined by
h(µ)(ai) = λai i ∈ {1, 3, 5},
h(µ)(ai) = λ−1ai i ∈ {2, 4, 6},
h(µ)(bj) = bj ,
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for all µ ∈ C − {0} Thus the orbit space of any l(x, y, z) in the first family is
isomorphic with Q = S′/(GW × Hq). Moreover since l(x, y, z) is semisimple,
this space must be closed in W .
Now assume that q = l(λ1, λ2, λ3) is in the first family – which consists
entirely of semisimple elements. Then if N is a small closed neighbourhood of
(λ1, λ2, λ3), we may choose N small enough so that every element of the image
of γ is in the first family, and that no two elements of N are related by the
action of GW .
Then S′ · γ(N) is isomorphic with Q × N – which, by dimensional count,
must have non-empty interior in W and also forms a neighbourhood of q. Since
for any l(x, y, z) ∈ γ(N) the space Q is closed in W , S′ · γ(N) must be closed
as well, since N is compact.
Now assume that q is semisimple (hence q = l(λ1, λ2, λ3)), but not in the
first family. Then pick a small N , and let N ′ ⊂ N be defined such that γ(N ′)
consists of those elements in γ(N) that are in the first family. Since the other
families have a codimension, N ′ = N .
Now consider the space A = S′ · γ(N ′). Similarly to before, this must be a
space with non-empty interior, isomorphic with (N ′/GW ) × Q. Now consider
B = A − A. Obviously q ∈ B; less obviously, we can see that B must have a
real codimension at least two.
The argument is as follows: if B were of real codimension one, then there
would be an element p of the first family in B (since the other families are of
complex codimension at least one). This p would be isomorphic, via S action, to
l(x, y, z) for some x, y, z, and the set S′ · γp(Np) would be isomorphic to Np×Q
for some closed neighbourhood Np of (x, y, z) in C
3. This would intersect with
A; an element of the intersection would have an (x′, y′, z′) value coming from γ,
and another (x′′, y′′, z′′) value coming from γp. These values have to be related
by an element h of Gw. Then replacing γp with γp ◦ h and Np with h−1(Np),
we can ensure that (x′, y′, z′) = (x′′, y′′, z′′).
On the overlapN ′∩Np, γ and γp◦hmust be equal. Now define the continuous
maps π1 as the projection A → N ′, and π2 as the projection S′ · γp(Np) to
h−1(Np). These maps are equal on A ∩ S′ · γp(Np), meaning that the value of
h−1(x, y, z) must be that of a closure point of N ′. But this is not possible: if
h−1(x, y, z) ∈ N ′, then l(x, y, z) ∈ A, contradicting the definition of B. But if
h−1(x, y, z) ∈ (N ′ −N ′) = N −N ′, then h−1(x, y, z) does not correspond to a
member of the first family, contradicting the definition of p.
Since B is of real codimension at least two, it cannot be a boundary of A.
Thus q is not a boundary point of A, and the interior of A is a neighbourhood
of q. 
Now we can define a function f that takes each element s · l(x, y, z) to
(x, y, z) ∈ C3. This can be extended to every element, by considering their
semisimple part. It is not, however, well define, as different values of (x, y, z)
can correspond to the same orbit. These values are related by the Weyl group
GW (see [GT99]), a finite subgroup of the Weyl group of E
C
7 , with 1296 elements.
Thus the function
f :W → C3/GW
f(s · l(x, y, z)) = (x, y, z)/GW ,
is well defined.
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Corollary 4.4. The function f is continuous.
Proof. Let q ∈ W be semisimple, i.e. q = s · l(λ1, λ2, λ3). Then assume there is
a sequence
sn · l(xn, yn, zn),
where each l(xn, yn, zn) is in the first family, and (xn, yn, zn) does not converge
to (λ1, λ2, λ3) (modulo GW ). Thus there exists, arbitrarily close to q, points of
the form sn · l(xn, yn, zn) with minh∈GW ||h · (xn, yn, zn)− (λ1, λ2, λ3)|| = ǫ 6= 0.
But this contradicts the previous Lemma, since we may take N ′ to be con-
tained in the ball of centre (λ1, λ2, λ3) and radius ǫ/2 – and know that the
closure S′ · γ(N) is a neighbourhood of q, and that there is a neighbourhood of
sn · l(xn, yn, zn) consisting of elements with f -values close to (xn, yn, zn).
Now assume that q is not semisimple. As before, there must be a sequence
of elements in the first family tending to q:
sn · l(xn, yn, zn).
Let s · l(x, y, z) be the semisimple part of q. Then there is also a sequence tm
such that tm · q tends to l(x, y, z) as m→∞.
Now let ǫm = ||tm · q − l(x, y, z)||. Since tm is non-degenerate, there must
also exist a δ such that B(q, δ), the ball of centre q and radius δ gets mapped
into B(tm · q, ǫm), the ball of centre tm · q and radius ǫm.
Then there must exist an ν such that sn · l(xn, yn, zn) ∈ B(q, δ) for n > ν.
We may see ν as a function of m. Now consider the sequence
tm · sn · l(xn, yn, zn).
We let m and n go to infinity according to the following rules: if n is less than
the maximum of ν(m) and ν(m+ 1), increment n. Otherwise, increment m. If
we set ǫ0 =∞, then
||tm · sn · l(xn, yn, zn)− l(x, y, z)|| < 2ǫm−1,
so tm · sn · l(xn, yn, zn)→ l(x, y, z), implying that xn → x, yn → y and zn → z
(modulo GW ) by the result for semisimple elements. 
Inside each family, there is a maximum element: an element whose stabiliser
group is one dimensional, and whose orbit is therefore of maximal dimension.
SinceW is of dimension 3(6×5)/2 = 45, and S′ is of dimension 32−1+62−1 =
43, the orbit of these maximum elements is of dimension 42 and co-dimension
three.
Lemma 4.5. For any given family, let q be the canonical representative of the
element with orbit size 43 under S′. Let l(λ1, λ2, λ3) be the semisimple part of q.
Then there is a continuous map γ from a neighbourhood N of (λ1, λ2, λ3) ∈ C3
to W such that γ(λ1, λ2, λ3) = q, and such that for all (x, y, z) ∈ N , there exists
an element sx,y,z such that the semisimple part of γ(x, y, z) is
sx,y,z · l(x, y, z),
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Moreover, if Hq ⊂ S′ is the (one-dimensional) stabiliser group of q, then locally
the neighbourhood of q is
Λ×N/Iq,
where Λ is a neighbourhood of the identity in S′/Hq while Iq is a finite subgroup
of S′.
Allowing for a possible redefinition of Iq, these results are also true in the
real category
Proof of Lemma. We will only prove this result for the first three families;
the proofs in the other cases are similar, and the results there are less useful.
For the first family, q = l(λ1, λ2, λ3) and the map γ is given by the obvious
map γ(x, y, z) = l(x, y, z). Here Iq = {Id}, as γ is injective.
Locally, the orbit space of q can be identified with Λ ⊂ S′/Hq. Let us choose
a lift φ of Λ into S′. Then by shrinking the size of N and of Λ as needed, we can
ensure that φ(Λ) acts freely on γ(N), giving the result by dimensional count –
the dimension of γ(N) is three, while the dimension of Λ is 42 and the dimension
of W is 45.
For the second family, λ1 = 0, and the canonical representative is
λ2u2 + λ3u3 + a
1 ∧ a2 ⊗ b1 + a
3 ∧ a4 ⊗ b2.
Let h(x) be the transformation
h(x)(aj) = 1xa
j j = 1, 2, 3, 4,
h(x)(aj) = x2aj j = 5, 6,
h(x)(bi) =
1
xbi i = 1, 2,
h(x)(b3) = x
2b3.
Then h(x) stabilises u2 and u3, and
h(x)u1 =
1
x3
a1 ∧ a2 ⊗ b1 +
1
x3
a3 ∧ a4 ⊗ b2 + x
6a5 ∧ a6 ⊗ b3,
Consequently h(x)x3u1 tends to the nilpotent part of q as x → 0, and the
map γ is given by h(x)l(x3, y, z). Here Iq has three elements, consisting of
multiplication by the cube roots of unity. Then since γ is injective on N/Iq, the
proof for the neighbourhood description proceeds exactly as in the first family.
For the third family, λ2 = λ3 and the canonical representative is
λ1u1 + λ2(u2 + u3) + a
5 ∧ a3 ⊗ b1 + a
1 ∧ a5 ⊗ b2 + a
3 ∧ a1 ⊗ b3.
Define h(x) to be the transformation
h(x)(aj) = aj j odd,
h(x)(aj) = aj + 1xa
j−1 j even,
h(x)(bi) = bi.
Then h(x)u1 = u1 and
h(x)u2 = u2 +
1
x
(
a5 ∧ a3 ⊗ b1 + a
1 ∧ a5 ⊗ b2 + a
3 ∧ a1 ⊗ b3
)
h(x)u3 = u3 −
1
x
(
a5 ∧ a3 ⊗ b1 + a
1 ∧ a5 ⊗ b2 + a
3 ∧ a1 ⊗ b3
)
.
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Consequently, defining γ as
h(y − z)l(x, y, z)
does the trick. Here Iq = {Id} just as in the first family, and we are done.
These results did not depend upon the use of any complex numbers (apart
from the definition of Iq for the second family), and hence are true in the real
category. 
We are now ready for the big result:
Theorem 4.6. The classification results of [GT99] are true in the real category.
Proof. Fix real basis {ai} and {bj}, and corresponding elements u1, u2 and u3.
Define W ′ to be the set of all elements in W that can be generated from the
canonical elements of the various families combined with the action of the (real)
group S′.
Dimensional considerations imply that elements of the form s · l(x, y, z) con-
stitute an open set in W ; thus W ′ has non-empty interior. Then since the third
and second families form sets of real co-dimension one, and the other fmailies
for sets of higher real co-dimension, there must be an element r of W ′, which is
from one of the first three families and has a one-dimensional stabiliser in S′.
Then there exists a sequence of real numbers xn, yn and zn, and a sequence
of automorphisms sn ∈ S′, such that r is the limit of the sequence
sn · l(xn, yn, zn).
Now let q be the canonical representative corresponding to r. Therefore there
exists a complex map c ∈ S′
C
such that c · r = q. Now by Corollary 4.4, there
are limit points xn → x, yn → y and zn → z, with the semisimple part of q
being l(x, y, z). The x, y and z must be real, as xn, yn and zn are.
By Lemma 4.5, we know that there must exist elements tn ∈ S′ such that
tn · l(xn, yn, zn).
tends to q as n→∞. Consequently
(csnt
−1
n )(tn) · l(xn, yn, zn) (4)
tends to q as n tends to infinity (the limit is just c ·r = q). Then, by Lemma 4.5,
once we are close enough to q, there must exist a neighbourhood of the identity
Λ in S′/Hq and a lift φ of Λ into S
′ such that
csnt
−1
n = φ(τn)hn/Iq,
where τn is a sequence in Λ and hn is a sequence in Hq. Now τn → Id since the
sequence in equation (4) converges. Hence, modulo Hq and modulo Iq,
csnt
−1
n → Id.
Since snt
−1
n is realm this implies that we may choose c to be real as well.
Now the isomorphism of Lemma 4.5 from a neighbourhood Nq of q to N×Λ
implies that Nq ⊂W ′. By c action, c(Nq) ⊂W ′, and c(Nq) is a neighbourhood
of r. Consequently neither q nor r can be boundary points of W ′.
But if W ′ 6= W , then the boundary of W ′ must contain points of the types
above, by dimensional considerations. Thus W ′ = W , and by reusing Lemma
4.5 on individual closure points of W ′, the whole of W must be in W ′.

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4.3 Sufficient conditions and Uniqueness
We have simplified the problem of determining if l is in U (for both the real
case and the complex case) to finding out if l is in one of the families 1, 2 and
5. The first question is whether there is a simple way to determine this, given a
specific l. The second question is whether there is an easy uniqueness procedure
that can be used here, in this much more explicit setting.
Proposition 4.7. The second question is easy to solve: different representatives
of G0 orbits of an element correspond to different semisimple elements l(x, y, z)
with x − z = 1. We then simply choose the representative with the lowest |y|
value, then, in case of a tie, the lowest |x| value, and then the lowest |z| value,
to get a uniqueness procedure that works almost everywhere.
In principle, the first problem is entirely solvable: include l into e7 as de-
scribed by [GT99], and hence into gl(e7) by the algebra action – designate this
map from W to gl(e7) by σ. Then the family type of l is entirely determined
by the generalised eigenspaces and eigenvalues of σ(l) ∈ gl(e7). However, calcu-
lating eigenvalues means solving a high degree polynomial, and then using such
a result to define generalised eigenspaces means complicated numerical calcu-
lations that may compound errors. Ideally, we would want to stick to the one
eigenvalue whose value is known: namely 0. Of course, if l is semisimple, then
the generalised 0 eigenspace for σ(l) is precisely its kernel.
Proposition 4.8. If l is semisimple, then the kernel K of σ(l) splits as K =
K−1 ⊕K0 ⊕K1, where Ki ⊂ hi ⊂ e7. The space K0 is d-dimensional, where d
is the dimension of the stabiliser group of l in S′, while the dimension of K±1
is d+ 2.
Proof. Recall the decomposition of the algebra e7:
e7 = h−1 ⊕ h0 ⊕ h1
= W ∗ ⊕ s′ ⊕ W.
To define the Lie bracket, we need to fix notation. From now on, assume that
x ∧ y = x⊗ y− x⊗ y, and similarly for higher wedge products. Then there is a
obvious map from ∧2g−2 to g∗−2: simply map x ∧ y to z
∗, where
z∗(z)b1 ∧ b2 ∧ b3 = x ∧ y ∧ z.
Similarly, there is a map from ⊙2(∧2g∗−1) to g1, sending x ∧ y to z
∗ where
z∗(z)a1 ∧ a2 ∧ a3 ∧ a4 ∧ a5 ∧ a6 = x ∧ y ∧ z.
Now the first map is skew, while the second is symmetric, and together they
define the bracket ∧2h1 → h−1. Minus the dual of this map gives the bracket
∧2h−1 → h1, while the bracket of h = s′ = sl(g∗−1)⊕ sl(g−2) on h±1 is given by
the natural action of s′ on W and W ∗, and the bracket of h0 with itself is the
same as s′.
Assume c±1 ∈ h±1; then the sl(g∗−1) component of [c1, c−1] is the trace-
free component of the contraction of c1 and c−1 along the g−2 component and
the first g∗−1 component. The sl(g−2) component of [c1, c−1] is similarly the
trace-free component of the complete contraction c1 and c−1 along the g
∗
−1
components.
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Turning back to the proposition, since l is semisimple, e7 decomposes into a
direct sum of the eigenspaces of σ(l); similarly, it must decompose into a direct
sum of the eigenspaces of σ(l)3. Now σ(l)3 must map each hi to itself, as l ∈ h1
and 1 + 1 + 1 = 0 modulo 3. Note that σ(l) and σ(l)3 have the same kernel,
which is enough to give the splitting result
K = K−1 ⊕K0 ⊕K1, Ki ⊂ hi.
Let Eλ1 ⊂ h1 be the eigenspace for σ(l)
3 with eigenvalue λ 6= 0. Then we
know that
Eλ1 = σ(l)
3(Eλ1 ) = σ(l)
2
(
σ(l)(Eλ1 )
)
= σ(l)
(
σ(l)2(Eλ1 )
)
.
Hence the spaces σ(l)(Eλ1 ) ⊂ h−1 and σ(l)
2(Eλ1 ) ⊂ h0 are of same dimension as
Eλ1 . Moreover, the same argument applies for σ(l)(E1) and σ(l)
2(E1) where
E1 = ⊕λ6=0E
λ
1 .
Defining E−1 and E0 as above, we can see that
hi = Ei ⊕Ki.
Since
σ(l)3 (σ(l)(Ei)) = σ(l)
4(Ei) = σ(l)
(
σ(l)3(Ei)
)
= σ(l)(Ei),
we must have
σ(l)(Ei) = Ei+1,
modulo 3 for i. A fortiori each Ei must have same dimension. Hence the differ-
ence in dimensions between K0 and K1 is equal to the difference in dimension
between h0 and h1.
Since K0 is the subalgebra of s
′ that fixes l, and since h0 = s
′ is of dimension
43 while h1 =W and h−1 =W
∗ are of dimension 45, the result follow.

Fortunately, paper [GT99] calculates the dimension of the stabiliser of each
element of W , allowing us to use the above result. Consequently:
Proposition 4.9. If l is semisimple, then a necessary and sufficient condition
for l to be in the first family is that K1 be of dimension 3. A necessary and
sufficient condition for l to be in the fifth family is that K1 be of dimension 11.
Calculating the dimensions of kernels is algorithmically tractable, and hence
this gives a tractable condition for identifying the first and fifth families in the
semisimple cases. For the first family, the K1 is easy to identify: it is simply the
span of the ui’s. The second family cannot be identified by the above procedure:
K1 is of dimension 5 in both the second and third family.
If l is not semisimple, we identify the Ki’s in terms of its semisimple part.
The nilpotent part of l commutes with the semisimple part under σ, so σ(l)
must act on K as a nilpotent transformation. The same must be true of σ(l)3;
as we will be making extensive use of this map, it will be useful to have a simple
formula for it, at least for its action on h1.
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Define the map φ : ⊗3W → End(W ) by
φ(x1 ∧ y1 ⊗ z1, x2 ∧ y2 ⊗ z2, x3 ∧ y3 ⊗ z3)
=
x1 ∧ y1(x2 ∧ y2 ∧ x3 ∧ y3)⊗
(
z2 ⊗ (z1 ∧ z3)−
1
3z1 ⊗ (z2 ∧ z3)
)
+
1
2
(
x2 ⊗ x1(y1 ∧ y2 ∧ x3 ∧ y3) + x2 ⊗ y1(x1 ∧ y2 ∧ x3 ∧ y3)
−y2 ⊗ x1(y1 ∧ x2 ∧ x3 ∧ y3)− y2 ⊗ y1(x1 ∧ x2 ∧ x3 ∧ y3)
− 23 (x1 ∧ y1)(x2 ∧ y2 ∧ x3 ∧ y3)
)
⊗ z1(z2 ∧ z3),
using the identifications ∧4g∗−1 ∼= ∧
2g−1 and ∧2g−2 ∼= g∗−2 of Proposition 4.8.
Then σ(l)3|W is φ(l, l, l).
The use of this construction will be obvious in the following theorem:
Theorem 4.10. The kernel of σ(l)3|W is three dimensional, if and only if l is
in the first family.
Proof. The ‘if’ part of the statement is trivially true. The ‘only if’ is true for l
semisimple, by Proposition 4.9. So assume now that l is not in the first family,
not semisimple, and that σ(l)3|h1 has a kernel of dimension equal to three. Note
that the last condition is equivalent with σ(l)3|K1 having a kernel of dimension
equal to three.
Define L to be the kernel of σ(l). Since l is of degree +1, L must split as
L−1 ⊕ L0 ⊕ L1.
Lemma 4.11. The spaces L±1 are of dimension at least three. The space L0
is of dimension at least one.
Proof of Lemma. Let ln be a sequence of elements in the first family tending
to l. The kernels of σ(ln)|hi are of dimensions 3, 1 and 3 in degrees −1, 0 and
1 (see [GT99] or the proof of Proposition 4.8. Then we just use the result from
linear algebra that the rank of the kernel of a sequence of linear transformations
is upper-semi continuous. 
For σ(l)3 to had a kernel of dimension three, the above dimensional bounds
must be sharp, and we must have σ(l)(K1) ∩ L−1 = 0 and σ(l)2(K1) ∩ L0 = 0.
Since σ(l) is nilpotent on K1, we must have σ(l)
3(K1) ∩ L1 6= 0.
Since σ(l)(Ki) ⊂ Ki+1, we know that the space K−1 and K0 split as
K−1 = σ(l)(K1)⊕ L−1
K0 = σ(l)(K0)⊕ L0.
Now applying σ(l)3 to K−1, we get the image as σ(l)
4(K1). Since σ(l)
3(K1) ∩
L1 6= 0, this space must have one dimension less than K1; i.e. σ(l)3 has a kernel
of dimension at least four on h−1.
We now note that e7 carries a killing form B. It is easy to see that under B,
h±1 are isotropic and dual to each other. The form B must be h0 = s
′ invariant:
hence it must be the natural contraction between W and W ′, multiplied by
some constant λ 6= 0.
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Since σ(l) derives from the algebra action, if must preserve B. Consequently
if q∗ ∈ h−1 and q ∈ h1:
q∗xσ(l)3(q) =
1
λ
B(q∗, σ(l)3q)
= −
1
λ
B(σ(l)q∗, σ(l)2q)
= −
1
λ
B(σ(l)3q∗, q) = −σ(l)3(q∗)xq.
Thus the action of σ(l)3 on h−1 is minus the dual of its action on h1. This,
however, is a contradiction, as we have shown that the two have kernels of
different dimensions.
Consequently our original assumption was wrong, and there are no l’s not
in the first family such that σ(l)3|h1 has a kernel of dimension equal to three.

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