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SOMMAIRE 
Ce memoire traite de la construction d'intervalles bayesiens les plus courts, ou il y a des 
contraintes sur les parametres et plus particulierement de la probabilite de couverture 
frequentiste de tels intervalles. 
Dans le premier chapitre, nous faisons un rappel sur quelques notions de base utiles, 
dont 1'inference bayesiene, les lois a priori et les proprietes de symetrie, unimodalite et 
de rapport de vraisemblance monotone. 
Dans le deuxieme chapitre, nous aborderons la theorie de l'estimation par intervalle de 
confiance, dont des methodes de constructions, envisageables pour des problemes avec 
contraintes, telles la methode unifiee de Feldman-Cousins et des methodes bayesiennes. 
Dans le troisieme chapitre, nous traiterons un probleme particulier ou le parametre est 
borne inferieurement. Nous donnerons des developpements quant a des proprietes des 
intervalles bayesiens associes a la troncature de l'espace parametrique restreint de lois 
a priori Haar-invariantes a droite. Avec certaines conditions sur la densite sous-jacente, 
nous obtiendrons des bornes inferieure interessantes pour la probabilite de recouvrement. 
Plusieurs exemples sont abordes. 
Dans le dernier chapitre, nous traiterons un nouveau probleme ou le parametre est borne 
sur un intervalle ferme, c'est-a-dire que 9 € [a, b]. 
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INTRODUCTION 
Un des attraits de la statistique inferentielle est, sans contredit, l'estimation des para-
metres. L'estimation par intervalle (ou region) de confiance joue notamment un role tres 
important dans les cas ou l'estimation ponctuelle n'est pas satisfaisante. On peut envisa-
ger deux classes des methodes pour construire une region de confiance pour un parametre 
0 : les methodes classiques ou frequentistes qui ne font appel a aucune hypothese sto-
chastique a priori particuliere sur la valeur de 6 et les methodes bayesiennes (intervalles 
bayesiens) qui sont issues d'une loi a priori -K sur G (l'espace des parametres). Pour ces 
dernieres, on peut essayer aussi de controler le niveau d'erreur frequentiste. 
Ces dernieres annees, il y a eu, un vif debat dans la communaute de physiciens des parti-
cules (voir Efron [15]), concernant des methodes privilegiees pour resoudre des problemes 
avec contraintes et quant aux resultats habituels de la construction de Neyman pour des 
limites de fiabilite superieures, en particulier lorsque le resultat peut-etre un intervalle 
trop court. Par exemple Mandelkern [7] decrit des problematiques survenant lors d'expe-
riences en physique des particules. Du point de vue statistique, les problemes consistent 
en la construction d'intervalles de confiance en presence de contraintes sur les parametres 
a estimer. Un des problemes est l'estimation de la masse 9 d'un neutrino basee sur le 
modele X ~ N(0,1) sous la contrainte 9 > 0. 
Ce questionnement a amene plusieurs auteurs dont Feldman et Cousins [9], Roe et Woo-
droofe [8], Mandelkern [7], Zhang et Woodroofe ([5], [6]) a etudier les intervalles bayesiens 
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associes a des troncatures de lois a priori non-informatives, et notamment la probability 
de recouvrement frequentiste. De plus, Evans, Stark et Benlek [13] ont traite avec la 
methode du minimax un cas ou le parametre est tel que 9 £ [—m,m]. 
Dans ce memoire, on etablit que, sous certaines conditions, la probability de recouvre-
ment frequentiste de ces intervalles bayesiens de niveau 1 — a est bornee inferieurement 
par j ^ , Ce type de resultat, etudie de facon generale par Marchand et Strawderman [1], 
se veut le point de depart de ce memoire. Nous presenterons les resultats de Marchand et 
Strawderman, ainsi que des nouveaux exemples (sections (3.1) et (3.2)). De plus, nous 
obtiendrons : i) des resultats originaux (section (3.3)) a propos d'une meilleure borne 
inferieure pour la probabilite de recouvrement qui est de 1 — ^ pour a < | et ii) nous 
aborderons, au chapitre 4 l'etude du probleme analogue pour des parametres bornes sur 
un intervalle. Le travail en i) fait l'objet d'un manuscrit en preparation avec Keven Bosa, 
Eric Marchand et William Strawderman. 
Le fait d'utiliser une methode derivee de l'approche bayesienne, et qui semble avoir un 
grand interet chez la plupart des statisticiens, a du sens, et c'est cette methode appliquee 
aux modeles de type absolument continus dans un cadre parametrique avec contraintes 
sur les parametres qui sera etudiee tout au long de ce memoire. En effet, on adjoindra au 
vecteur des parametres 9 une structure aleatoire, et on s'interessera a estimation d'une 
fonction parametrique T{9) OU la contrainte concerne T(9). Par exemple, on pourra avoir 
X - N2(9,I2),9 = (0i,02) avec r(9) = 9t - 92 > 0. Par ailleurs, les resultats pre-
sentes dans ce memoire s'inscrivent dans le domaine de l'estimation parametrique sous 
contraintes (voir [10] et [14] pour des references). 
Ce memoire de maitrise, divise en quatre chapitres, se veut une etude des modeles de 
fonction de densite unimodale, symetrique et/ou a rapport de vraisemblance monotone, 
en se basant sur les resultats de Marchand et Strawderman tires de l'article [1]. 
Tout d'abord, dans le premier chapitre, nous introduirons quelques notions de base en 
statistique, qui nous seront utiles. 
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Au second chapitre, nous allons exposer les assises conceptuelles, telles le cadre theorique 
de l'estimation par intervalle ou region de confiance, la methode proposee par Feldman 
et Cousins [9], et la methode bayesienne. 
Dans le troisieme chapitre, nous traiterons un probleme particulier ou la densite d'un 
pivot cle (que nous definirons) est unimodale pour des parametres bornes inferieurement 
(ou superieurement). Les resultats seront divises en cas asymetrique generalise et sy-
metrique. Des nouveaux resultats pour des densites symetriques et log-concaves seront 
presentes, avec illustrations. 
Enfin, dans le dernier chapitre, nous traiterons a l'aide d'une methode bayesienne du cas 
de parametres de position bornes, c'est-a-dire 6 £ [a,b], et des proprietes frequentistes 
de recouvrement. 
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CHAPITRE 1 
Preliminaires 
Dans ce chapitre, nous donnons quelques definitions et notions utiles pour la comprehen-
sion et pour le developpement des resultats traitant d'intervalles de confiance bayesiens 
et de leur probabilite de recouvrement. 
1.1 Principes de base 
Definition 1.1 On appelle modele statistique tout triplet (x ,S , (Pe)e^e) ou % est un 
ensemble dit espace des observations, 0 est un ensemble dit espace des parametres (ou 
parametrique si@ C 5ft" oii^R est I'ensemble des nombres reels) et (Pe)eee est une famille 
de lois de probabilite definies sur une tribu 9 fixee de parties de X-
Une categorie importante de families de lois telles les families indicees par un parametre de 
position ou d'echelle sont celles ou les membres P$ peuvent etre deduites d'un generateur 
commun. 
Definition 1.2 Une famille de lois de probabilite multidimensionnelles ($ft",/3sRn, (Pe)gesjin) 
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est dite a parametre de position si, pour tout 9 € 5Rn, la loi PQ est Vimage de la loi PQ 
par la translation x —> x + 6 du vecteur X. On appelle alors 6 un parametre de position. 
Exemple 1 Le modele gaussien (3?n, N(0, In)eemn) esi un modele a parametre de position 
9 oil la densite f (relative a la mesure de Lebesgue sur ffl1) est donnee par 
f(x,6) = — ^ r e " ^ - * " 2 ; pourx,9eUn. 
(27r) 2 
Definition 1.3 Une famille de lois de probability multidimensionnelles ($tn,(Pe)oesR+) 
est dite a parametre d'echelle si, pour tout 9 E 9£+, la loi P$ est Vimage de la loi P\ par 
la I'homothetie x —> Ox de X. On appelle alors 9 un parametre d'echelle. 
Exemple 2 Le modele gaussien (5ftn, iV(0,02In)em+) est Un modele a parametre d'echelle 
9 ou la densite f (relative a la mesure de Lebesgue sur ?Rn) est donnee par : 
f(x,0) = -^-e=^;9edt+. 
Remarque 1.4 Pour les families de lois absolument continues surtfi, nous avons : 
fe{x) = fo(x — 9) pour une famille a parametre de position, 
fa{x) = ^ / i ( f ) pour une famille a parametre d'echelle; 
fn,o{x) — -fo^i^—^) pour une famille a parametre de position /J, et d'echelle a. 
Definition 1.5 Une mesure de Haar sur un groupe topologique localement compact se-
parable G est une mesure borelienne positive \x invariante (par translation) a gauche (a 
droite). Autrement dit, pour toute partie borelienne B de G, et pour tout g dans G, on 
a : IM(9B) = fi(B) fa(Bg) = fi(B)). 
L'existence d'une mesure de Haar \i est assuree dans tout groupe topologique localement 
compact et separable comme 3?" (voir [17] et [18] pour des references). 
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Exemple 3 A titre d'illustration, void quelques lois de probability definies a partir de 
mesures invariantes. 
~ Invariance par translation. On dit qu'une mesure m sur (5ft,/3(5ft)) est invariante par 
translation si : V5 G /3(5ft), Va G 5ft, m(a + B) = m{B) oil a + B = {a + b,b G B}. A 
un coefficient multiplicatif pres, il y a unicite d'une telle mesure : c'est la mesure de 
Haar du groupe (5ft,+). La mesure de Lebesgue dX est I'unique mesure m invariante 
par translation et telle que m([0,1]) = 1. En projetant alors la mesure de Lebesgue sur 
{%1/c.Z, + } , ou c G 5ft, on obtient la mesure uniforme. Par normalisation, on construit 
la hi de probability uniforme sur [0, c[, a savoir dX/c. 
- Invariance par changement d'echelle. On dit qu'une mesure m sur (5ft+,/3(5ft+)) est 
invariante par changement d'echelle si : VJ5 e /?(5ft+),Va E 5ft+, m(aB) — m(B) oil 
aB = {ab, b G B}. A un coefficient multiplicatif pres, il y a unicite d'une telle mesure : 
c'est la mesure de Haar du groupe (5ft+, x) de la forme dX/c ou c G 5ft+. 
1.2 Symetrie, rapport de vraisemblance monotone et 
unimodalite 
Definition 1.6 Une densite f sur 5ft est dite symetrique par rapport a c G 5ft si, 
f(c + x) = f(c — x), pour tout x G 3?. 
Definition 1.7 Une densite f sur 5ft est dite unimodale autour du mode m G 5ft si f 
admet un seul maximum en m. 
Definition 1.8 Une densite f est dite log-concave si log(/) est concave (sur le support 
def). 
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Une revue des proprietes et des applications des densites log-concaves est donnee par 
Bagnoli et Bergstrom [11]. En voici quelques unes. 
Lemme 1.9 Soit g une densite log-concave. Alors la fonction de repartition G telle que 
G'(x) = g(x) est log-concave. 
Lemme 1.10 SiG(-) est une fonction de repartition log-concave et si 9 > 0, alors
 G,^g\ 
est une fonction croissante en x. 
Demonstration : La resultat decoule du fait que ^ est une fonction decroissante par 
rapport a x par log-concavite, car £(^-}) = ^ ( g g j - g g $ ) . 
Definition 1.11 Soit {fe(-) '• 9 € 0 } une famille de densites sur^t. On dit que la famille 
a un rapport de vraisemblance monotone (RVM) par rapport a la statistique T(x), si : 
V(0i,02) e 6 2 tel que 9X > 02, j ^ est non decroissante en T{x) . 
Lemme 1.12 Une famille a parametre de position de densites f0(x — 6), (6 G 5ft) oil 
chaque f0 est log-concave a rapport de vraisemblance monotone (RVM) en x. 
Demonstration : On a pour tout 62 > 9\ et h — — log(/o), 
/o(* - ft)
 = e~
Kx
-
e2)
 = J*-*)-fc(«-fa) f0(x - 9X) e - ^ - 0 i ) 
Puisque h est convexe (car / 0 est log-concave), c'est-a-dire h' est croissante, on a que 
h'(x — 9\) — h'(x — 02) > 0, ce qui implique la croissance du rapport flZZgl] e n x-
1.3 Inference bayesienne 
Contrairement a l'approche de la statistique inferentielle frequentiste, l'approche baye-
sienne suppose que les parametres sont aleatoires. Dans ce contexte, on considere done 
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que le parametre 9 est regi par une certaine loi de probability ir, dite loi a priori (suppo-
see connue). Cette loi est subjective dans la mesure ou elle peut representer la croyance 
de l'experimentateur avant que l'experience ne soit conduite (d'oii le nom de loi a priori). 
La theorie generale de l'integration montre que les probabilites de transition P(-\9) de 
0 vers x n e suffissent pas a obtenir une probabilite sur le produit x x 6. . II faut encore 
la mesure de probabilite ir dite de depart sur © : Ti(d9). Dans ces cas, la probabilite 
conjointe sur le produit est definie par 
P(dx, dB) = P(dx\d)ir(d0). (1.1) 
La probabilite conjointe ainsi construite induit une marginale sur chacun des facteurs du 
produit. En particulier, la densite marginale sur l'espace des observations sera donnee 
par : 
m(dx)= f P(dx\e)ir(d9). (1.2) 
Je 
Si le modele est donne par une fonction de densite f(x\9) et ir(d9) par une densite g(9), 
on obtient la formule classique : 
n{d6\x) =
 r ,/ I m ,0,M- (1-3) 
La presence d'une loi a priori 7r(6l) permet d'inverser le modele et d'obtenir la loi a 
posteriori 7r(#|a;) qui associe a toute observation x la mise a jour pour 9. 
Plusieurs des procedures usuelles en statistique, telles l'intervalle de confiance de Student 
( voir Exemple 8) peuvent etre obtenues par une approche bayesienne ou la loi a priori 
est dite "non-informative". Un avantage souvent attribue a de telles methodes est la 
bonne performance frequentiste au niveau de probabilite de recouvrement. Voici quelques 
elements sur ces lois a priori. 
Figure 1.1 - Concepts de la theorie bayesienne. 
1.4 Les lois a priori 
Les lois a priori sont divisees en deux grandes classes. L'une est celle des lois non-
informatives, qui sont celles de depart, lorsque l'observateur n'a initialement aucune in-
formation objective a sa disposition. L'autre est celle des lois informatives, qui permettent 
d'inclure une connaissance sur l'etat preexistant a la mesure. 
1.4.1 Loi a priori non-informative 
Loi a priori uniforme 
Une maniere d'envisager l'absence d'information sur un ensemble d'etats est de la traduire 
par une notion d'invariance. Suivant Laplace (voir [19] pour une reference), on donnera 
une probability uniforme a tous les etats, c'est-a-dire invariante par translation. Par 
contre, ceci peut dependre du choix du parametre sur lequel on place une loi uniforme. 
Par exemple, pour une loi de Bernoulli : X ~ Ber(p), voici des a priori "uniforme" 
obtenues selon divers choix possibles de la variable decrivant l'etat. 
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- a priori sur la probability Laplace donne aux elements dp une probability a priori 
uniforme sur [0,1], menant a : 
71"! (dp) = dp. 
- a priori sur le uodds — ratio''' -^- dormant : 
7T2(dp) = D(-*-) = ^ " 1 — P (1 — p) 2 ' 
- a priori sur l'information relative a la probabilite, en associant a p son contenu infor-
mationnel ln{-) et obtenant : 
7T3(dp) = D(ln(p)) = —; 
- a priori sur la variance. On pourrait decrire l'etat par arcsin y/p, induit par une 
transformation de stabilisation de la variance, donnant : 
4 dp 
Ky/Ptt-P) 
Ces differences ont pousse plusieurs auteurs a rechercher des criteres plus universels. 
Loi a priori de Jeffreys 
Un des resultats les plus importants de la discussion generale sur les lois a priori, dites 
non-informatives, est qu'il est illusoire d'en trouver une qui convienne a tous les modeles. 
Neanmoins, il est possible de trouver une loi a priori qui ne sera pas tributaire de la 
parametrisation. C'est ainsi que la loi a priori de Jeffreys, les liens avec la theorie de 
l'information, s'est imposee. 
Definition 1.13 Soit X = (X1,X2..,Xn) ~ fe(-) avec 9 G 5ft. Si ^log(fg{xj) existe, 
alors la quantite definie par Ee[(-^log(fg(x)))2] est appelee information de Fisher et on 
la note IF(0)-
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Definition 1.14 On definit la loi a priori de Jeffreys comme celle ay ant densite : 
oil IF{9) est I'information de Fisher. 
Exemple 4 Considerons le cas de la loi Normale N(0, a), avec 6 € 3? et a connu. On a 
$g(log(fe(X))) = ^(-log(V2Tto-) - {j^r) = ^r, et par consequent : 
IF{6) = Ee[ ~4 ] = arai — -ji- Ainsi d'apres la definition 1.14 lo. loi a priori non-
informative pour 6 est donnee par 
7r(0) = - , 0 e » . 
a 
Definition 1.15 Soit X un vecteur aleatoire de densite f(x\9), avec 6 E 0 C 3in. Si 
9 G 6 ' C 0 ou 0 ' n'est pas vide, alors la fonction indicatrice I&'(9) est la loi dite la 
troncature de la loi a priori non-informative pour 9 sur Q', et on note : 
7T'(0) = 7T(0)M0)-
Remarque 1.16 II faut remarquer que souvent cette densite n'est pas normalisable et 
donne des lois a priori dites impropres. C'est le cas par exemple pour les lots a priori 
uniforme ou invariante d'echelle sur la droite reelle positive. L'application du theoreme 
de Bayes a de telles lois a priori donne la plupart du temps des lois a posteriori norma-
lisables qui sont parfaitement utilisables. 
Exemple 5 (Suite de Vexemple 4) 
Sous la contrainte 9 € 0 ' = [0, +oo[, nous avons 
7T'(0) = - l [O,+oo[(0). 
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CHAPITRE 2 
Theorie de l'estimation par region de 
confiance 
Dans ce chapitre, nous passons en revue differents aspects des regions de confiance pour 
estimer un parametre inconnu 6. Notamment, nous decrivons l'approche bayesienne pour 
obtenir des regions de confiance, ainsi que la probability frequentiste de recouvrement. 
Nous debutons par des intervalles ou regions de confiance qui atteignent un niveau de 
probability de recouvrement souhaite. 
Definition 2.1 On dit qu'un region de confiance S(X) pour T{9) a un niveau 1 — a si 
•pour la famille de parties de r ( 9 ) indicees par x € X > s°tt {I(x)'> x e X}> on a 
i) \/6 € 9 , {x : S{x) 3 T(9)} G (3^ et ii) W G 6 , Pe {I{X) 3 T(8)} > 1 - a. 
On verra qu'il existe plusieurs methodes pour la construction de tels intervalles (ou 
regions) de confiance. 
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2.1 Methodes de construction 
2.1.1 Methode du pivot 
Cette methode est basee sur une variable aleatoire T dite pivot qui depend de l'observable 
X et du parametre 9 et dont la loi de probability ne depend pas de 9. 
Definition 2.2 On appelle pivot pour T(9) une fonction T definie sur x x ?"(©) telle 
que : 
a) \/9 fixe, la fonction T[X, T(6)] soit mesurable par rapport a x, 
b) la loi de T[X, r(8)] ne depende pas de 9 et ceci pour tout 9 € 0 . 
La condition a) est une condition technique et c'est la condition b) qui est la condition 
importante. On observe que cette condition est analogue a celle imposee aux statistiques 
libres, mais la difference essentielle reside dans le fait que T depend de 6 et n'est done 
pas forcement une statistique. 
Les pivots sont utilises de la fagon suivante. Soit v la loi commune de toutes les variables 
aleatoires T[X,T(9)),9 G ©, et supposons que B soit un ensemble mesurable tel que 
u(B) = 1 — a c'est a dire : 
W e G, Pe {T(X, T(9)) e B) = 1 - a. 
Posons S(x) = {d G r ( 0 ) : T(x, d) E B} , x € x- Alors on voit facilement que {S(x),x € x} 
est une region de confiance de niveau 1 — a pour T(9). En effet, on a bien : 
W e 9 , Pe {S{X) 3 T(9)} = Pe {T{X, T(9)) 3 B} = 1 - a. 
C'est ainsi que pour toute region B de probability 1 — a associe a T(X,T(9)), on peut 
en deduire une region de confiance de niveau 1 — a pour T(9). 
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Exemple 6 On considere le modele d'echantillonnage [3?, N(/J,, a2)]0n, 9 = (/i, <r2) et 
T{6) = a2. Pour estimer a2 un pivot est \ £™=1(^Q ~ X)2 et la loi de ce pivot est un x2 
(Chi-deux) dn — 1 degres de liberte. Si on note par XA ^e quantile d'ordre A de cette loi, 
on a : 
w G e, pe jx22 < ^ | > , - * ) 2 ^ x?_ai | = i a 
oil a-[ + «2 = OL. On en deduit alors un intervalle de confiance de niveau 1 — a pour a2 
Tr=i (* i -* ) 2 . £ r= i (^ -* ) 2 n I(a2) = 2 ' 2 
X-l—ai X-a2 
Remarque 2.3 La methode du pivot n'est pas toujours facile d'application, car il y a 
plusieurs cas oil le pivot ou sa loi sont complexes, et ne permettent pas aisement le 
passage de B a S(x). 
2.1.2 Methode d'inversion de test d'hypotheses 
La methode des tests d'hypotheses s'integre de fagon naturelle avec la construction de 
regions de confiance. Void une description du lien entre les regions d'acceptation de tests 
d'hypotheses et les intervalles de confiance. 
Pour une famille de tests associes aux hypotheses H0 : 9 = 90, Hi : 9 ^ 90,90 G 6 , on 
definit une famille de regions d'acceptation A(90) G 9 telles que 
X £ A(60) & H0 n'est pas rejetee 4=> ou accepte H0 
De plus, on dira que cette famille de regions d'acceptation est de niveau 1 — a si : 
P$0(X G A(6Q)) = 1 - a, pour tout 90 G G. 
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En cherchant plutot les valeurs de 9Q pour lesquelles x £ A(90), on obtient la region de 
confiance I(x) = {8Q € 6 : x € A(9Q)} qui est aussi de niveau 1 — a pour 9 car 
Pe(I(X) B9) = Pe(X e A{6)) = 1 - a. 
On notera que les definitions et les correspondances ci-dessous tiennent aussi pour des 
tests de niveaux > 1 — a. 
Le lien ci-dessus est tout a fait general et c'est ce lien que Feldman et Cousins [9] ont 
exploite pour des problemes en physique avec contraintes sur les parametres et notam-
ment pour construire un intervalle de confiance de niveau 1 — a pour 9 dans le modele 
X ~ N(0,1) et 9 > 0. Plus precisement, ils utilisent les tests du rapport de vraisemblance 
pour confronter les hypotheses H0 : 9 = 9Q et H\ : 9 ^ 80,9 > 0 (60 > 0) ou la statistique 
du test est donnee par : 
Mx) = feoi% , (2.1) 
et dont les regions d'acceptation A$0 sont donnees par {x : §e0(x) > c0o}> o u c0o es* choisie 
de telle facon que les tests soient de niveau 1 — a c.-a.-d., 
PeoiM) >ce0) = l-a. 
Ainsi l'intervalle de confiance obtenu par la methode dite unifiee, sera de la forme : 
I{X) = {80 : x G Ag0}. Meme si cet intervalle possede une probabilite de recouvrement 
frequentiste de 1 — a, il a fait l'objet de debats et memes de critiques (voir Mandelkern 
[7])-
2.1.3 Methode bayesienne 
Une des alternatives, qui est l'objet d'etude de ce memoire, est une methode bayesienne 
suggeree par Roe et Woodroofe [8], Zhang et Woodroofe ([5], [6]) et Marchand et Straw-
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derman [1]. Nous passons en revue brievement la construction d'intervalles bayesiens. 
Soient X = (Xi,X2, Xn) ~ /#(•) et 0 ~ TT(-) sur 0 , alors la loi a posteriori de 0 est 
donnee par : 
Tc(0)f(x\e) 
ir(0\x) = fe*(6)f(x\e)dn(ey 
et c'est cette loi qui nous permet d'identifier des intervalles de credibility ou de confiance 
pour une fonction quelconque T(0) du parametre 8. 
Definition 2.4 Un intervalle de confiance bayesien associe a la loi priori ir (sur 8) pour 
T{0) de niveau 1 — a est donne par n'importe quel fonctions a(-) et &(•) telles que : 
P[a{x)< T{0) < b(x)\x] = 1 - a, 
pour tout x. 
Definition 2.5 Un intervalle de confiance HPD (highest posterior density) de niveau 
1 — a est un intervalle de confiance bayesien qui minimise \b(x) — a(x)\, pour tout x. 
Remarque 2.6 Lorsque 7r(0|a;) est unimodale, I'intervalle (HPD) est optimal, dans le 
sens que parmi les regions de confiance I{x) a posteriori, il minimise n(I(x)) — Jj,, dn(8). 
Dans le cas ou il n'y a pas des contraintes sur r(8) on trouve souvent les intervalles usuels. 
Voici deux exemples. 
Exemple 7 (Loi normale avec moyenne inconnue, variance connue) Soit le modele X ~ 
N(8,1). On recherche un intervalle de confiance bayesien de niveau 1 — a, pour T(9) = 8 
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associe a la loi a priori impropre, TC(6) = 1 comme dans la remarque (1.16). La loi a 
posteriori est (pour x E $1) ; 
fe*(6)f{x\8)drie) 
1 (*-<>)2 
^
e 2 
1 (*-«)2 
-e 2 . 
/2TT 
Alors ir(9\x) ~ iV(a;, 1), et I'intervalle de confiance bayesien pour 9 de niveau 1 — a est : 
I*(X) = [X-Zl^,X + Z1-*} 
qui n'est rien d'autre que I'intervalle standard. En effet, cet intervalle est aussi HPD. 
Exemple 8 (Loi normale avec moyenne et variance inconnues) 
Soient Xi,X2- • • ,Xn des variables aleatoires independantes de loi commune N(/j,,a2), 
avec fj,, a2 inconnues. On cherchera un intervalle de confiance bayesien de niveau 1 — a, 
pour T(8) — fj, associe a la loi a priori de densiteir(/j,,a) = ^l(o,+oo)(cr). D'abord la loi a 
posteriori du couple \i,o a pour densite conjointe : 
«Mx) = ^a^if(j!<M 
m(x) 
avec : 
m{x) = ir(n,o-)Y\f(xi\iJ,,a)diida 
/
+OO /-+00 1 _Tn iT._,.\2 
•oo JO ° 
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Par la decomposition T,"=1(xi — fi)2 = n(x — /i)2 + T^=1(xi — x)2, on obtient, 
.
+0
°/n s n-l 1 SlUC*;.-*)2 /-+00 y ^ - * 4 l ! , . , 
m{x) = / (27r)_ 2 ^ e 2<^  ^ j J_ e 2a2 d/j, } da o V^cr" 
(27r)~^ —;=—e "~V^ ' da +°° • 1 *={;?(,«-*)* n - l 
o v7™7" 
1 /> + 0O 
= (27r)-I12~—— / ya2~e-si="(a;i-a:) ^dy f a w e c /e changement de variable y = ^ )• 
Vn Jo 
V ^ 2 ( i E | z ? ( x i - x ) 2 ) 
= ( 2 ^ ) " ^ ^ ^
 = _ n^i(car J 0 + o ° x ^ ^ e ^ d z = T{a)f3a pour a,P>0 ) . 
Ceci nous donne la densite a posteriori pour (/i, a) : 
7r(^,(7|x) = - i _ ( 2 7 r a 2 ) - t e ^ ( s " - ^ - ' i ) 2 ) 
<77n(£) 
1 -/i 1 
= C—e^- / ( 0 , + oo)(^) 
a,e c C = ^ ( 2 ( % f f ) ) 2 ) ^ ) e M = E?= 1 te - xf - n(x - uZ)2. 
Et par la suite, la densite a posteriori marginale de /J, est donnee par : 
f+co 1 -A 
•K(U\X) = I C——e^da 
= C yz~le~Aydy( avec le changement de variable y = -^ ) 
Jo 
c B p (soU en posont K = ^ h ^ i J } > 
= K l 
(l + ( n - l ) ( , ^ - " > J 2 ) § ' 
On reconnait que la loi a posteriori de /i est celle d'une loi de Student avec (n-l) degres 
de liberte centree en x et de parametre d'echelle s = \/-^z\ Y^=i(xi ~~ ^) 2-
18 
Par consequent un intervalle de conftance bayesien (aussi HPD) pour /i de niveau I — a, 
associe a 7r(/i, a) = -l]o,+oo[(c) est de la forme suivante : 
g g 
I*(X) = [X - tn_n^£i—=,X + t„_i,i_f —7=] 
qui n'est rien d'autre que I'intervalle standard de Student. 
Dans les deux derniers exemples, nous avons vu une correspondance entre les methodes 
usuelles et les methodes bayesiennes associees a des lois a priori non-informatives ou 
de Jeffreys (voir exemple 4). Par consequent, ces methodes bayesiennes menent a une 
probability de recouvrement egale a l - a , Mais, ceci n'est pas le cas en general (voir 
chapitre 3). Par exemple si X ~ N(fi,a) avec \i > 0 et pour 7r(/x) = l[o)+00[(Ai) ou 
bien 7r(//,a) = ^l[oi+00[(//)l]o,+oo[(c)- Alors la question se pose : Que peut-on dire de la 
probability de recouvrement de tels intervalles de confiance bayesiens ? Et ceci est l'objet 
des prochains chapitres. 
2.2 Criteres d'evaluation des intervalles de confiance 
Deux caracteristiques s'imposent d'elles-memes pour evaluer la qualite d'une region de 
confiance : la probability de recouvrement et la taille. On souhaite, bien entendu, une 
region de petite taille et de grande probabilite de recouvrement, mais, comme ces deux 
quantites varient dans un sens opposes, on voit qu'un compromis est necessaire entre ces 
deux exigences. 
2.2.1 Region de taille minimale 
Une evaluation des regions de confiance peut se faire en privilegiant le niveau de confiance 
frequentiste 1 — a et en cherchant une region de taille petite pour ce niveau fixe. 
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Bien entendu, on peut s'attendre a ce qu'un tel probleme de minimisation ne soit soluble 
que si Ton restreint convenablement la classe des regions de confiance. Par exemple, 
dans le cas unidimensionnel, il est raisonnable de considerer la classe des intervalles, et 
dans ce contexte la notion de loi de densite unimodale (definie a la section 1.3) donne 
des proprietes utiles pour les intervalles de confiance de taille minimale, d'ou le lemme 
suivant. 
Lemme 2.7 Soit P une loi unimodale sur -ftp de densite f par rapport a la mesure de 
Lebesgue A. Pour tout convexe I de W tel que, pour un certain c > 0, on ait [f > c] C 
I C [/ > c] et, pour tout partie J de W telle que P(J) > P(I), on a alors X(J) > X(I). 
Demonstration : Voir Fourdrinier [2]. 
Corollaire 2.8 Dans le cas oil p—1 le convexe I du lemme (2.7) est essentiellement un 
intervalle [a, b] tel que f(a) = f(b) des que la densite f est continue. 
Nous avons le theoreme suivant qui assure la minimisation de cet intervalle. 
Theoreme 2.9 Soit f une fonction de densite unimodale. Si I'intervalle [a,b] verifie les 
conditions : 
tf L I{x)dx =l-a, 
n) / (a) = f(b) > 0, 
Hi) a < TO <b oil m est le mode de f, 
alors [a,b] est I'intervalle de confiance de longueur minimale qui satisfait a i). 
Demonstration : voir Casella et Berger [12]. 
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2.2.2 probability de recouvrement frequentiste 
Pour une region de confiance I(X) de r(0), la probabilite C{6) de recouvrement C{9) = 
Pe(I(X) 3 T{9)) exprime la probabilite de recouvrir r(9) avec I(X), et pour cela voici un 
lemme qui nous sera utile dans le calcul de la probabilite de recouvrement lorsque I(X) 
est un intervalle dont les bornes sont croissantes. 
Remarque 2.10 On definit / _ 1 (y) = inf {x : f(x) > y}. 
Lemme 2.11 Soit [l(X),u(X)] un intervalle de confiance pour 9. Si l(-) et u(-) sont 
strictement croissantes, alors : 
C{9) = Px([l(X),u(X)} 3 9) = Pe{X € {U-1(9),r\e))). (2.2) 
Demonstration : Puisque /(•) et u(-) sont strictement croissantes, il suffit d'observer 
q u e ^ e [l(x),u(x)]<*xe [u-\9),l-1(9)]. 
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CHAPITRE 3 
Intervalles de confiance bayesiens pour 
des parametres bornes inferieurement 
Dans ce chapitre, nous allons etudier des cas ou la densite d'un pivot sous-jacent (defini 
ci-dessous) du modele fe est unimodale et ou il existe une contrainte de la forme T(6) > a 
(ou r(6) < a); r{9) etant une fonction du parametre. Nous allons etudier les intervalles 
de confiance bayesiens les plus courts (HPD) associes aux troncatures de lois a priori 
non informatives, et mettre l'emphase, sur leur probabilite de recouvrement. 
Plusieurs exemples seront abordes et des resultats additionnels seront obtenus pour les 
cas particuliers de densites symetriques, ainsi que les cas de densites a rapport de vrai-
semblance monotone. 
Un des elements presents dans les developpements de ce chapitre est l'existence d'un pivot 
lineaire T(X; 9) = a i ( g ^ ( e ) ( a2(-) > 0 ) et d'une loi a priori -K tels que les distributions 
a posteriori et frequentistes de T(X,6) coincident, c'est a dire : 
T(X; 6)\x =d T(X; 0)\e, pour tout 6, x. (3.1) 
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Par exemple, si X\9 ~ N{6,1), et ir{6) = l]_00;+oo[(6'), alors X-6\6~ N(0,1) pour tout 
6, et 9 — x\x ~ AT(0,1) pour tout a; (car 6\x ~ JV(a;, 1), voir exemple 7). Le presuppose 
(3.1) peut sembler contraignant, mais il est satisfaisant de fagon generate pour beaucoup 
de situations si la loi a priori n(9) possede la propriete d'etre Haar invariante a droite 
(dans plusieurs cas aussi non-informative, voir [1]). 
Les intervalles de confiance bayesiens etudies dans ce chapitre sont associes aux tronca-
tures de tels lois a priori sur {9 : T{9) > 0}. L'ensemble de ce chapitre traite du cas oil 
la fonction de repartition G est continue et ou G' est unimodale. Le cas G' symetrique 
est traite a la section (3.2), tandis que le cas ou G' est symetrique et log-concave (ou de 
RVM) et emanant d'une famille a parametre de position est analyse a la section (3.3). 
Nous obtenons des bornes inferieures pour la probabilite de recouvrement frequentiste 
d'un intervalle de confiance bayesien de niveau 1 — a (j=^ a la section (3.2) et 1 — ^ a 
la section (3.3)). 
3.1 Cas general avec presence d'un pivot lineaire de 
densite unimodale 
Ici, nous etudions le cas des lois a densites unimodales, mais pas necessairement syme-
triques. Cependant, tel que demontre au theoreme (3.8) partie c), une borne inferieure 
unifiee pour la probabilite de recouvrement frequentiste ne peut pas etre specifiee ( ou 
utile) et des conditions sur le type de modeles seront exigees. 
Par consequent, la probabilite de recouvrement peut etre tout a fait petite et ne ja-
mais exceder le niveau nominal 1 — a, et les memes phenomenes se manifesteront pour 
des modeles plus generaux avec des densites decroissantes monotones. Nous discuterons 
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maintenant de presupposes qui joueront un role important dans le developpement de 
cette section. 
Presuppose A : 
Supposons que X\6 ~ f(X; 6) et que Ton veuille estimer T(9) SOUS la contrainte r(6) > 0 
sans perte de generality (car on peut translater r{0) > a a T*(6) > 0 avec T*(9) — 
T(6) - a). On suppose l'existence d'un pivot lineaire T{X,6) = a i (*ff e ) (a2(-) > 0) 
tel que —T(X, 6) admet une fonction de repartition G dont la densite G' est strictement 
unimodale. On peut aussi supposer sans perte de generality que le mode de G' atteint en 0. 
Les intervalles de confiance etudies sont bayesiens et les plus courts (HPD), fonctions de 
(ai(x), a.2(x)), et associes a la troncature ITQ sur l'espace contraint des parametres de la 
mesure de Haar invariante adroite 7rr, c.-a-d.,7To(^) = 7rr(0)l[o?oo[(T(^)). Nous poursuivons 
avec l'introduction de diverses quantites et proprietes qui aideront a decrire l'intervalle 
HPD IV0(X) du niveau (1 — a), ainsi que ses probability de recouvrements frequentistes. 
Definition 3.1 On definit /„.„ comme l'intervalle de confiance bayesien de niveau 1 — a 
de longueur minimale associe a la hi a priori 7To (dit HPD). 
Definition 3.2 Pour une fonction de repartition G dont la densite G' est unimodale en 0, 
et pour A e]0,1[; on definit 71(A) et 72(A) comme les valeurs qui minimisent la longueur 
I71 + 72I parmi tous les intervalles de la forme [—71,72] ou tels que £(72) — G(—71) = A. 
(Observer que 71(A) et 72(A) sont uniquer, en raison de I'unimodalite de G' en 0. En 
outre, si G(0) E (0,1), nous avons egalement G'{—71(A)) = G'(72(A))j. 
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Definition 3.3 Soient 1 — a € (0,1) et G une fonction de repartition de densite unimo-
dale G' dont le mode est atteint en 0. On definit 
UGM = -V + 7i((l - «)(1 - G(-y))) (3.2) 
pour les valeurs y telles que -y appartiennent au support de G', c-d-d. : 
~ye(G-\0),G-\l)). (3.3) 
Definition 3.4 Soit 1 — a e (0,1). On definit Ci, C2 ei C3 comme des classes de fonc-
tions de repartition G, avec densite G' unimodale en 0, tel que : 
Ci = {G : il existe un point y0 G ( -G _ 1 ( l ) , -G - 1 (0 ) ) tel que UG,a(yo) = 0}(3.4) 
C2 = {G : Ua,a(y) > 0 pour tout — y appartenant au supporte de G'} (3.5) 
C3 = {G : Uc,a(y) < 0 pour tout — y appartenant au supporte de G'}. (3.6) 
Lemme 3.5 Dans le contexte de la definition (3.4), les classes C\,C2 et C3 peuvent etre 
decrites aussi comme : 
d = { G : G ( 0 ) e ( 0 , l ) } (3.7) 
C2 = {G:G(0) = 0} (3.8) 
C3 = {G:G(0) = 1}. (3.9) 
Note : En d'autres termes, la classe C2 se compose des densites decroissantes sur 3?+; 
la classe G3 se compose des densites croissantes sur 3?"", et C\ se compose des densites 
croissantes sur 3?~ et decroissantes sur 3?+. 
Demonstration : Observons d'abord que : UG,a{y)\y=-G-1{n) — G_1(0) + 7i(l — a) < 0 
avec egalite si et seulement si : G -1(0) = 7^1 — a) = 0, c.-a-d., G_1(0) = 0. 
De meme, UG,a(y)\y=-G-1{i) — G_ 1(l)+7i(0) > 0, avec egalite si et seulement si G(0) = 1. 
Done d'apres ces proprietes, nous avons : 
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i) G(0 )e (0 , i )=>GeCi . 
ii) GeC2^ G(0) = 0. 
iii) GeC3^ G(0) = 1. 
Si G(0) = 0, alors
 7 l = 0 et Uo,a{y) — — V > 0 pour tout —y G [0, +oo[, ce qui implique : 
iv) G(0) = 0 => G G G2 
Pareillement, si G(0) = 1, on a —7i(l — a) = G~l{a) et 
G ( - 7 i ( ( l - a ) ( l - G(-y)))) = a ( l - G(-y)) + G(-y) > G(-y) ; 
et on peut en conclure que Uo,a{y) < 0 pour tout y > —G""x(l), ce qui implique : 
v) G(0) = 1 => G G C3. 
Enfin la reciproque de (i) suit de (iv) et de (v). 
Bien que yo depende de a et de G, nous ne soulignerons pas cette dependance a moins 
que ce la ne soit necessaire. Voici quelques faits utiles au sujet de la definition (3.4) . 
Lemme 3.6 a) Pour G G C\, nous avons UG,a(y) < 0 si et seulement si y > yo 
b) De plus : 
72((1 - a)(l - G(-y0))) = G-X((l - a) + aG(-y0)). (3.10) 
Demonstration : 
a) Nous prouvons seulement pour y > y0 =$> Uot0l(y) < 0, le cas y < yo => Uo,a{y) > 0 se 
demontrant de fagon analogue. 
D'abord on montrera que UG,a{y) < 0 pour y > yo, c.a.d., 
- y < - 7 i ( ( l - a ) ( l - G(-y))) , pour y > y0, (3.11) 
Posons : 
A = G(-y 0 ) - G(-y), B, = G(-y 0) - G ( - 7 l ( ( l - a ) ( l - G(-y)))), et 
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B2 = G(7 2((l - Q ) ( l - G(-y)))) - G(7 2((l - «)(1 - G(-y0)))) . 
Observons que si y > y0 : A > 0, et les quantites 72(^),1 — G(—z), et G(z) sont toutes 
croissantes en z, ce qui implique B2 > 0. Maintenant, avec les definitions de 71 et 72, 
et l'identite, Ua,a{yo) = 0, nous avons : 
Bx + B2 = (i-a)(l-G(-y)) + G(-y0)-G(j2((l-a)(l-G(-y0)))) 
= (1 - a) ( l - G(-y)) + G ( - 7 l ( ( l - «)(1 - G(-y0)))) - G(7 2((l - a ) ( l - G(-j/0)))) 
= (1 - a ) ( l - G(-y)) - (l - a ) ( l - G(-y0)) = (1 - a)(G(-j/0) - G(-y)) 
= (1 - a)yl < A (car A > 0 ). 
De ceci, et de fait que B > 0 nous deduisons que B\ < A pour y > y0, ce qui etablit 
(3.11). 
b) En utilisant l'identite, Ua,a(yo) = 0 et la definition (3.2), nous avons directement : 
-i/o = - 7 i ( ( l - < * ) ( l - G H / b ) ) ) 
o G ( - j / 0 ) = G ( - 7 i ( ( l - a ) ( l - G ( - j t o ) ) ) ) 
o G(-y0) = G(7 2((l - a ) ( l - G(-y0)))) - (1 - a ) ( l - G(-y0)) 
^ (1 - a) + aG(-yo) = G(7 2((l - a)( l - G(-y0))))l 
ce qui demontre (3.10). 
Maintenant, nous sommes prets pour la description de /„•„ . 
Lemme 3.7 Sous le presuppose A, 
a) I'intervalle Ino de niveau (1 — a) est de la forme [l(X),u(X)] avec Vun ou I'autre des 
cas suivants : 
i) l(x) = 0,u(x) =
 ai(x) + a2(x)G-1{l -a + aG(-^\)) (3.12) 
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ou, 
ii)l{x) =
 ai(x) - a2(x)7l((l - a)(l - G(-^f\))) (3.13) 
tt2\ X J 
u{x) =
 ai(x) + a2(x)72((l-a)(l-G(-^\))); (3.14) 
b) de plus, on a i) si et seulement si G € C2 ou G € C\ avec ^£l < y0 ( et d'une 
maniere equivalente, on a it) si et seulement si G & C3 ou G E C\ avec ^ M > yo). 
Demons t ra t ion : 
a) Posons Hx et H~x les fonctions de repartition et de repartition inverse respective-
ment de la distribution a posteriori de r{9) associee a la loi a priori -KQ. 
Puisque —T(X, 6) est un pivot avec fonction de repartition G, o n a pour 6 ~ n et 
pour tout x, PJT(T(X,6) > y\x) — G(—y), ou de maniere equivalente P7T(T(9) < 
V\x) = ^ ( ^ f 1 ) - P a r definition de 7To, ceci nous donne pour y > 0, 
Hx{y) = P,M0)<v\x) 
^ ( 0 < r(fl) < y\x) 
P,(0<r(e)\x) 
Done, 
et 
*> 02(0;) / \ 
1 ^/-ai (a;) \ 
H
*M=~Ka:{x)L-ai(x;:{x)' ^ ) 
H~\A) =
 ai(x) + a2(x)G-\A + (1 - A)G( -^ ) ) . (3.16) 
a2{X) 
Maintenant, observons que la densite a posteriori de T(6)\X est oc G\v~aa}!S )l[o,+oo[(y)> 
et done unimodale, avec un mode en max{0,ai(x)}. Par consequent, nous devons 
avoir soit : 
i) l{x) = 0, u{x) = H-\l - a) = ai(x) + a2(x)G~\l - a + a G ( - ^ r ) ) , (3.17) 
a2{x) 
soit 
ii) Hx(u(x)) - Hx(l{x)) = 1 - a, 
^ u(x)-ai(x) _ l(x)-ai(X) = _ -a^x) 
a2(x) a2{x) a2(x) 
avec u(x) — l(x) minimale qui mene a (3.13) en vertu de la definition de 71 et 72. 
b) Ce resultat decoule de la definition des classes Ci=i}2,3, et du lemme (3.6) . 
Theoreme 3.8 Sous le presuppose A, nous avons : 
a) Pour G € C2, P6{ha{X) 3 T{9)) > (1 - a) pour tout 9 tel que T{9) > 0 ; et 
Pe(I„0(X) 3 0) = 1 pour tout 9 tel que T{9) = 0, 
b) Pour G e C3, Pe{IVQ(X) 3 T{9)) < (1 - a) pour tout 9 tel que T{9) > 0; et 
Pe{hQ{X) 3 0) = 0 pour tout 9 tel que T(9) = 0, 
c) PourGe d, Pe{h0(X) 3 T{9)) > ( l - a ) ( l - G ( - y 0 ) ) pour tout 9 tel que T{9) > 0 ; 
et Pe(/7ro(X) 3 0) = (1 — G(—yo)) pour tout 9 tel que T(6) = 0 ( avec le yo de la 
Definition (3.4)), 
d) Pour G' unimodale , nous avons 
lim Pe(Ino(X) 3 T{9)) = 1 - a. 
T(9)—>+OO 
Demonstration : 
a) Si G € C2, IVo(X) est donne par Pequation (3.12) avec probabilite egale a un. Ceci 
implique que PS(IV0(X) 3 0) = 1 pour tout 9 et done en particulier pour tout 9 tel que 
T{9) — 0. On a aussi, u(x) > ax{x) + a2(x)G~1(l — a), ce qui implique pour tout 9 tel 
29 
que T(9) > 0 : 
Pe(I*0(X) B T{9)) = PO{T(6) < u(X)) 
> Pe{r{9)<ai{X) + a2{X)G-l{l-a)) 
= Pe(T{0)-axf])<G-\l-a)) 
a2{A) 
= G{G-\l-a)) 
= (1-a). 
b) Si G € C3, i ^ P O est donne par (3.13) avec probabilite egale a un. Ceci implique 
que Pe(Iro(X) B 0) = 0 pour tout 0 (en particulier pour tout 0 tel que T(0) = 0). On 
a aussi l(x) = a,\{x) — a2(x)^i((l — a)(l — G(—^0r))) > Oi(x) — 02(01)71(1 — a), et de 
meme «(x) < ax{x) + 02(^)71(1 — a), ce qui implique, pour tout 0 tel que r(0) > 0 : 
P,(rn(X) 3 T(« ) ) < P,(m(X) - 02(X)7i(l - a) < T(9) < 0 l ( X ) + ^ ( X h ^ l - a))) 
= fl^d-alS^'-^glid-a)) 
a2(,Aj 
= (1-a). 
c) D'abord, etant donne que la couverture pour 0 tel que T(0) = 0 se produit si et 
seulement si l(X) < 0, nous avons pour de tels 6 : 
Pe(h0(X) 9 0) = Pe(l(X) = 0) = P ^ 1 ^ " 0 < y0) = 1 - G(-jfo). 
Plus generalement pour obtenir la borne inferieure proposee, l'idee est de trouver un 
sous-ensemble (avec probabilite un) I'(X) de I%0(X) pour lequel la probabilite de re-
couvrement de I'(X) est egale a (1 —«)(1 —G(—y0))- Pour realiser ceci, nous etablissons 
d'abord que : 
u{x)>ai(x) + a2(x)l2((l-a)(l~G(-y0))). (3.18) 
En effet, si | 4 | | < y0, nous avons a l'aide des relations (3.12) et (3.6) et en raison du 
fait que 72(2) et 1 — G(—z) sont croissants par rapport a z, que : 
u(x) > ai(x) + a2(x)G~1(l -a + aG(-y0)) = ai(x) + a2(x)72((l - a) ( l - G(-y0))), 
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tandis que (3.18) decoule directement de (3.13) pour ^ M < j/o-
De meme pour ^44 > y0, l(x) est plus petit que a\(x) — a2(x)^i{{\ — a)( l — G(—yo))) 
et done la probabilite de recouvrement de I^0 est bornee inferieurement par celle de 
I'{X) = [l'(X),u'(X)] a,vecl'(X) = max{0,a1(X)-a2(X)-f1((l-a)(l-G(-yo)))} et 
u'(X) = ai(X) + a2(X)72((l - a) ( l — G(—y0))) ou encore par celle de 
I"(X) = [a1(X)-a2(X)^((l-a)(l-G(-y0))),al(X)+a2(X)72((l~a)(l-G(-y0)))}, 
puisque la difference I"(X) — I'(X) ne contient que des valeurs negatives avec proba-
bilite 1, et done ne peut pas aider a recouvrir r{9) 6 [0, +oo). 
En conclusion, en utilisant la definition de 71 et 72, avec le presuppose A et le fait que 
—T(X, 9)\9 a une fonction de repartition G, nous avons : 
Pe(h0(X) 3 T(9)) > P0(I'(X) 3 r(9)) = Pe(I"(X) 3 T(9)) 
avec Pe(I"(X) 3 r{9)) = P , ( - 7 i ( ( l - a) ( l - G(-y0))) < ^ § P < 72((1 - o)(l -
G(-y0)))) = ( l - a ) ( l - G ( - j f o ) ) . 
d) Puisque
 a~?x) es^ u n piv o t i n o u s avons pour —14 —> +00 que G(—"(^O converge 
en probabilite vers 0, quand r(9) —> +00. Done : 
7l((l-«)(l-G(-^4)))-P7i((l-«)) 
et 
7 2 ( ( l - « ) ( l - G ( - ^ ) ) ) - ^ 7 2 ( ( l - « ) ) 
ce qui implique que : 
lim Pe(h0(X) 3 r(9)) = J i m Pe(ai(X) - a 2 (X) 7 l ( ( l - a ) ( l - G ( - ^ S ) ) ) 
T(0)-++OO T ( 0 ) ^ + O O a 2 ^ A J 
< r(0) <
 ai(X) + a2(XM(l - a ) ( l - G ( - ^ ) ) ) ) 
= Pei-^l-^^-.lfK^l-a)) 
a2{A) 
= I — a. 
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Les resultats ci-dessous s'appliquent dans le cas particulier ou la densite G' est symetrique. 
Sous le presuppose additionnel de symetrie, nous obtenons les valeurs suivantes pour
 7 l , 
72, Vo (lemme 3.9) et de la borne inferieure pour la probability de recouvrement donnee 
au theoreme (3.8), partie c). 
Lemme 3.9 Si G' est symetrique, dors 
a)
 7 l (A) = 7 2(A) = G-\^), pour tout A € (0,1), et b) y0 = G'1^). 
Demonstration : 
a) De la definition (3.2) et en vertu de la symetrie de G', nous avons 
G' ( - 7 i (A)) = G'(72(A)) =• 71(A) = 72(A) 
et 
G(72(A)) - G( - 7 i (A) ) = A & 2G(7i(A)) - 1 = A <* 71(A) = G~\^-) 
b) De la definition (3.3) et la partie a) du present lemme, nous aurons pour G' syme-
trique : 
7i((l - a ) ( l - G(-y))) =
 7 l ( ( l - a)G(y)) = G~\\ + ^ G ( y ) ) 
et 
UGAV) = 0^V = G-\\+l-^G{y)) * G{y) = l-+l-^G{y) ^y = yQ = G " 1 ^ ) . 
Corollaire 3.10 Sous le presuppose A avec G' symetrique, nous avons : 
Pe{IV0(X) 3 T(6)) > \=% pour tout 6 tel que T(6) > 0, 
et Pe(IV0(X) 9 0) = ^ pour tout 9 tel que T{9) = 0. 
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Demons t ra t ion : On obtient directement ce resultat a l'aide de la partie c) du theoreme 
(3.8) et de la partie b) de la lemme (3.9). 
D'autres aspects et illustrations propres au cas symetrique sont presentes a la section 
(3.2). La borne inferieure —^ du corollaire (3.10) fut obtenue pour le modele normal 
par Roe et Woodroofe [7] dans le cas d'une variance connue, et par Zhang et Woodroofe [5] 
dans le cas d'une variance inconnue. La generalisation donnee au corollaire (3.10) provient 
de [1]. La borne ~^, qui est d'ailleurs conservatrice, nous rassure quant a la performance 
de IVQ(X). Pour le cas asymetrique general, la borne inferieure (1 — a)(l — G(—y0)) 
de partie c) du theoreme (3.8) n'est pas aussi explicite, mais le resultat suivant donne 
une condition sur le type d'asymetrie pour que —^ soit une borne inferieure pour la 
probability de recouvrement de IVQ{X). 
Corollaire 3.11 Sous les conditions du theoreme (3.8), supposons de plus que : 
G ( - 7 i ( l - * ) ) < f (3.19) 
pour tout z € (0,1), (ou d'une maniere equivalente G(—7i(l — z)) < 1 — (2(72(1 —z)) par 
definition de 71 et 72J. Alors, nous avons sous ces conditions : 
a) Pe(IV0{X) B T(8)) > i=2 pour tout 6 tel que T(9) > 0 ; 
b) Po(I*0(X) 9 0 ) > j ^ pour tout 9 tel que T{9) = 0. 
Demons t ra t ion : 
Si G € C2, les limites inferieures tiennent deja en vertu du theoreme (3.8). Si G £ C\, 
nous devons avoir : 
G ( - * ) = G ( - 7 l ( ( l - « ) ( ! - G ( - * ) ) ) ) < ' - d - < » ) a - C ( - * ) ) , 
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avec l'inegalite suivant de (3.19). Ainsi, nous avons 1 — G(—yo) > j ^ , et les resultats a) 
et b) decoulent du theoreme (3.8) partie b). Finalement, nous montrons que G € C3 est 
incompatible avec (3.19). En effet, si G € C3 (c.a.d., (3(0) = 1) , alors pour z = 1, nous 
aurions G(— 71 (0)) = G(0) = 1 > | , ce qui contredirait (3.19). 
3 . 1 . 1 I l l u s t r a t i o n s 
Exemple 9 Loi Gamma 
On prend id comme exemple le modele X ~ Gamma{r,9), de densite : 
x
r
~^ f{x\0) = e~T> avec x > 0, 9 > a et r > 0. (3.20) 
On suppose que r est connu et on s'interesse a I 'estimation du parametre 9, qui est un 
parametre d'echelle puisque la loi de y est une loi Gamma(r,l). En suivant la meme 
demarche que celle de la section (3.1), on a 9 > a =*• | > 1 =^> r(9) = ln( | ) > 0 et 
de plus le pivot ln(y) admet pour densite g(t) d'expression donnees par : f7pye_'rt+e \ 
(t € $1). II est facile de montrer que cette densite est unimodale en ln(r), ce qui mene au 
choix : 
T(X, 9) = In A - ln{r) = l n ( - ) - r(9), (3.21) 
(c.a.d.,
 ai(X) = ln(£) , a2(X) = 1 et T{9) = ln(f)) 
avec —T(X,9) ay ant pour densite G'(t) = w^e~r^+e \ unimodale en 0, et avec fonction 
de repartition G exprimable en fonction de celle d'une loi Gamma(r,l). La mesure de 
Haar invariante a droite pour le parametre 9 est de la forme 7rr(#) = |l]o,+oo[(#)> et l>a 
loi a priori du theoreme (3.8) est alors 7r0(#) = |l]0i+oo[(ln(f)) = |l]a,+oo[(#)-
Puisque G € C2, alors d'apres le lemme (3.7), l'intervalle de confiance !„.„ (HPD) pour 
T{9) = l n ( - ) est donne par : 
l(r) - I ° Si l n ^ < Vo (3 22^ 
l[X)
-\ l n ( ^ ) - 7 l ( ( l - a ) ( l - G ( - l n ( ^ ) ) ) ) si y0 < ln(£) [6^> 
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et 
u(x) Hf) + G-\l-a + aG(-Hm si ln(^) < y0 
M%) + 72((1 - a ) ( l - G(- ln(*)))) si y0 < ln(£) 
ou (71,72) et yo sont definier en (3.2) et (3.4) respectivement. 
L'intervalle correspondant pour 0 sera alors donne par I'VQ{x) = [ael(-x\ aeu^]. 
La figure 3.1 illustre cet intervalle pour r = 5, a = 1 et 1 — a = 0.95. 
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Figure 3.1 - L'intervalle /„•„ pour le modele Gamma(r, 6); 6 > 1, avec 1 — a = 0.95 et 
r = 5. 
Remarquez que cet intervalle n'est pas minimal (ou HPD) puisque c'est y^- qui est 
minimal plutot que u(x) — l(x). Par contre la probability de recouvrement de cet intervalle 
bayesien est : 
Po(I'„0(x) 3 0)) = P0([aelW,ae<V} 3 0) = Pe([l(X),u(X)] 3 ln(^)) = Pe{h0{X) 3 r(d)), 
et admet la borne inferieure (1 — a)(l — G(—yo)) d'apres le theoreme (3.8). 
Nous avons evalue cette borne pour 1 — a = 0.9, et differentes valeurs de r. Les resultats 
sont representes a la Figure 3.2 et suggerent que —^ est une borne inferieure ici pour 
tout r > 0. 
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Figure 3.2 - La borne inferieure de la probability de recouvrement (1 — a) ( l — G(—yo)) 
pour la modele Gamma en fonction de r, avec 1 — a = 0.9. 
Exemple 10 Loi de Fisher 
Un autre exemple interessent qui presente une certain interet est la loi de Fisher(r,s) de 
parametre d'echelle 9 et de densite | / i ( f ) , ou : 
2 ,
 ( l ) t Mv) r m ,r,r yi-
1 
r(§)r(f)V (i + ^ -, y e ^
+
-
(3.24) 
On suppose que r et s sont connus et on s'interesse a Vestimation du parametre d'echelle 
9, sous la contrainte 9 > 1. En suivant la meme demarche que celle de Vexemple 9, nous 
pouvons en deduire que le pivot — ln(X) — ln(0) admet pour densite g(t), l'expression 
donnee : 
~p(r+s 
9(t) = ^hh^O 
e 2 
r(§)r(§)V (I
 + E C -
; * € » . (3.25) 
r T O Or, g'(t) =
 r(£-)r(I-)(a)2 d+ze-ty+s+i (e *~ 1); done g est unimodale en 0, et nous pouvons 
utiliser T(X,9) = ln(X) - ln(0) (a^X) = ln(X), a2(X) = 1 et T(6) = ln(0)j. 
Pareillement nous prenons TT(9) = ^l[i)+00[(#), et l'intervalle de confiance Ivo{x) (du 
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lemme 3.7) pour r{9) = ln(0) est donne par : 
l(x) = 
et 
0 si ln (^ ) < y0 
\n(x) -
 7 l ( ( l - a ) ( l - G ( - ln(x)))) si y0 < ln(a;) (3.26) 
,,(r\-l M^O + G 1 ( l - a + aG(- ln(x) ) si ln(a:) < y0 ,„ 9 7 \ 
u W - \ l n ( x ) + 7 2 ( ( l - a ) ( l - G ( - l n ( x ) ) ) ) si y0 < ln(^) l ^ j 
ou (71,72) et yo sont de la definition (3.2) et (3.4) respectivement. Ici G est la fonction 
de repartition d'une loi de Fisher(r,s) evaluee en ez (car P(Z < z) = P( ln(y) < z) = 
L'intervalle correspondant pour 9 sera alors donne par [ e ' ^ e " ^ ] . 
La Figure 3.3 illustre l'intervalle IVo(x) de T(9) = ln(0) pour r = 6, s = 12 et 1 - a = 0.9. 
Figure 3.3 - L'intervalle Ino pour T(9) = ln(0) du modele de 0 Fisher(6,12), avec 1 — a 
0.9. 
Comme dans le cas d'une loi Gamma, cet intervalle n'est pas HPD pour 9 (mais plutot 
HPD pour ln(61)). En contraste, Zhang et Woodroofe ([6]) ont etudie l'intervalle HPD 
pour 9, pour la meme loi a priori et pour le meme modele. Pour plus de details, voir 
Bosa [16]. 
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Ici, nous evaluons la probabilite de recouvrement, et puisqu'on ne peut pas determi-
ner explicitement les bornes de l'intervalle de confiance qui semblent croissantes, on va 
appliquer le lemme (2.11). 
La Figure 3.4 represente le probabilite de recouvrement de /„.„ pour 9 et r = 6, s = 12 et 
l - a = 0.9. 
Figure 3.4 - Probabilite de recouvrement pour 6 (9 > 1) du modele de 9 Fisher(6,12), 
avec 1 — a = 0.9. 
On remarquera que la probabilite de recouvrement minimale est assez elevee (un peu 
plus de 0.875). Ceci depasse j~r\ ss 0.818, c'est-a-dire la borne du corollaire (3.10), de 
plus cette borne s'applique egalement pour le cas particulier r = s puisque dans ce cas la 
loi de ln(0) est symetrique par rapport a 0 (on verifie ceci aisement a l'aide de la relation 
(3.25)). 
Enfin, comme pour le cas de la loi Gamma la borne inferieure (1 — a)( l — G(—y0)), tient 
d'apres le theoreme (3.8). Cette borne est representee pour quelques choix de r et 1 — a 
comme fonction de s (Figure 3.5). 
II semble (comme pour le modele de la loi Gamma) que cette borne pour la probabilite 
de recouvrement excede encore la valeur TT^. 
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Figure 3.5 - La borne inferieure de la probabilite de recouvrement (1 — a ) ( l — G(—yo)) 
pour un modele de Fisher pour (r, s) = (6, s) et (r, s) = (10, s) en fonction de s. 
3.2 Cas des modeles symetriques et unimodaux 
Nous avons deja vu que les resultats de la section (3.1) s'appliquaient pour le cas ou 
la densite G etait symetrique, en particulier au corollaire (3.10) avec la borne inferieure 
j=^ pour la probabilite de recouvrement. Nous poursuivons l'analyse dans cette section, 
notamment avec l'exemple des lois de Cauchy et double-exponentielle qui admettront 
des formes closes pour G, G"1, 71, 72 et y0 (voir lemme (3.9)). La definition et le lemme 
suivants nous seront utiles. 
Definition 3.12 Pour une fonction de repartition continue donnee F, et pour a € 
]0,1[, on definit respectivement dp^a{y), d\tF,a{y) et d\^a{y) par les expressions sui-
vantes : d1>F>a(y) = F ^ l - aF{y)) , d2,F,a(y) = F~\\ + ^F(y)) et dF,a{y) = 
max{rfijFiQ(y),d2,F,a(y)}, V G 3£. 
Dans les situations ou nous ne souhaitons pas souligner la dependance des fonctions 
ci-dessus sur le couple (F, a), nous ecrirons a la place d\, d2 et d. 
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Lemme 3.13 Pour le couple (F,a) nous avons : 
avec dF}Ct(y) > dF}Ct(d0) = d0 ou d0 = F - 1 ( i ^ ) . 
Demonstration : On verifie bien que d0 est point fixe de di,F,a et d2,F,a, et le resultat 
vient du fait que d\<F^a est decroissante et que d2tFyCC est croissante. 
Lemme 3.14 Sous le presuppose A avecG' symetrique, nous avons I^(X) = [l(X),u(X)], 
M*), 
avec : l(X) = max{0,ai(X) - a2(X)dG,ct(^§))}, et 
u(X) =
 ai(X) + a2(X)dG,a( 
a2(X)' 
Demonstration : 
D'apres le lemme (8.7) on a : 
l(x) = max{0,
 ai(x) - a2(x)7 l(( l - a ) ( l - G ( - g & ) ) ) } , et 
W(x) = min{a 1 (x )+a 2 ( a ; )G- 1 ( l - a+aG( - | g ) ) , a 1 ( a ; )+a 2 ( a ; )72 ( ( l - a ) ( l -G( -g{g ) ) )} . 
Puisque G' est symetrique, nous avons d'apres le lemme (3.9) partie a) et la definition 
(3.12) : 
7i((l - «)(1 - G( -*g}) ) ) =
 72((1 - «)(1 - G ( - g g ) ) ) = G~\\ + ^ G ( g g ) ) = 
< W ( ^ g ) , et G - ( l - a + « G ( - g | ) ) = G~\l - a G ( f g ) ) = d l l 0 , a ( ^ ) . 
Finalement, le resultat decoule du lemme (3.13). 
3.2.1 Illustrations 
Nous illustrons les resultats ci-dessus pour une observation, pour les lois de Cauchy et 
de Laplace (ou double exponentielle), dans le cas d'un parametre de position. 
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Exemple 11 Loi de Cauchy 
Pour la loi de Cauchy, avec parametre de position 9 (9 > a), nous avons la densite 
w
-^til-tii' ,6't (329) 
Le pivot T(X, 9) = (X — a) — (9 — a) a pour densite g(t) = , *
 2.. (unimodale en 
0); fonction de repartition G(t) = | — - arctan(t), et inverse G~l{t) = tan(7r(t — | ) ) 
(t G ] 0 , 1 [ / DU lemme (3.14)> I'intervalle de confiance I%0(x) associe a la loi a priori 
7r0(#) = l[0,+oo[(^ — a) est dome par : 
a si 0 < x — a < do 
et 
l(x) — 
^ x — a — tan(^^7r + -^p arctan(a; — a)) si do < x — a 
_ ui(x) = x — a + tan( i^7r — aarctan(a; — a)) si x — a < do 
u2(x) = x — a + tan( i^7r + - ^ arctan(:r — a)) si do < x — a, 
avecd0 = G - 1 ( T ^ ) = t a n ( | ^ ) . 
Le figure [3.6] represente cet intervalle pour a = 0etl~a — 0.95. On voit que U\(x) 
n'est pas croissante ni decroissante, mais l'equation u\(x) = 6 (lorsque 9 > inixesR Ui(x)) 
admet deux solutions Xi{6) et X2(0). 
En admettant ce comportement pour u(-) avec l(-) croissante, C{6) (C(0) : probabilite 
de recouvrement pour 6) serait de la forme (pour # > 0 et 1 — a = 0.95) : 
\ - \ arctan(|-1(0) - 9) si x < 2d0 
C{6) =
 \ G{u-X\d) -9) + {G{l-\9) -9)- G{rq\e) - 9)) = 
\ + i(arctan(u^"1(6') - 9) - arctan(/~1(6l) - 9) - arctan(«]"1(6') - 9)) si 2d0 < x. 
La figure 3.7 represente la probabilite de recouvrement et on voit bien que la probabilite 
1-0.05 
1+0.05 
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de recouvrement minimale semble etre superieure a ] °'°^ = 0.905. De plus il semble que 
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Figure 3.6 - L'intervalle IT0 pour la loi de Cauchy (Q > 0 et 1 — a = 0.95). 
le minimum de C{9) soit en 2d0, ce qui va jouer un role important dans les prochains 
exemples. 
Exemple 12 Loi double exponentielle 
Id, on traite du cas de la loi double exponentielle de densite : 
f(x,6) = ^x-Hx(x). (3.30) 
Puisque cette densite admet des formes closes pour la fonction de repartition et son 
inverse, nous pourrons ainsi obtenir des formes explicites pour Ivo et sa probability de 
recouvrement. Meme si le lemme (3.14) nous informe sur certaines proprietes de C(9), 
il demeure d'interet de mieux connaitre le comportement de C{9), et de possiblement 
obtenir une meilleure borne inferieure. Ces objectifs seront atteints id et aussi pour les 
cas particuliers de loi logistique (exemple 14) dans la section suivante. 
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Figure 3.7 - Probability de recouvrement de I.K0(X), cas de la loi de Cauchy, et 1 — a 
0.95. 
Corollaire 3.15 Pour la loi double-exponentielle, dont la densite est donnee en (3.30) 
avec 7To(#) = l[o,+oo[(#) et pour tout a < \, I'intervalle de confiance /„.„ est donne par 
[l(x),u(x)], avec : 
l(x) = 0 si 0 < x < do 
x + ln(a + ^~e~x) si do < x, (3.31) 
u(x) = < 
u\(x) — — ln(a) si x < 0 
ihix) = x — ln(2a — ae~x) si 0 < x < do 
Us(x) = x — ln(a + ^~e~x) si d0 < x, 
et oil do M&)-
(3.32) 
Demonstration : 
On fait appel au pivot T(X,9) = X — 6, de densite G'(x) — f{x;0) donnee en (3.30) 
symetrique et unimodale en 0. 
Les fonctions de repartition et de repartition inverse sont alors donnees par : 
G(x) = - e ^ l j ^ d O r ) + (1 - -e-x)l]0<+oo[(x) (3.33) 
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Figure 3.8 - L'intervalle /„.„ pour une loi double exponentielle, (6 > 0 et 1 — a = 0.95). 
et, 
G-\y) = ln(2y)l[0M - ln(2(l - y))l,i 1}(y). (3.34) 
De plus, d'apres la definition (3.12), da,a{x) est donne par : 
do,a(x) = \ 
—x — ln(a) si x < 0 
- ln(2a — ae~x) si 0 < x < d0 
[ — In (a + ^i^e -*) si d0 < x, 
(3.35) 
oud 0 = G - 1 ( i ^ ) = - l n ( ^ ) . 
Les bornes (3.31) et (3.32) sont alors obtenues a l'aide du lemme (3.14). 
Corollaire 3.16 Les bornes de l'intervalle IVQ donnees par les equations (3.31) et (3.32), 
sont continues et croissantes par rapport a x £ JR. 
Demons t ra t ion : 
La croissance est une propriete general e pour les densites log-concaves, ce qui est demon-
tree aux corollaires (3.31) et (3.32) et qui tient ici car la densite (3.31) est log-concave 
(on peut aussi travailler directement a partir de (3.31) et (3.32) pour demontrer cette 
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croissance et cette continuity). La continuity des bornes de Ivo se demontre directement 
de fagon generale a partir des expressions du lemme (3.14). 
Proposition 3.17 Pour la lot double-exponentielle, dont la densite est donnee en (3.30) 
avec 7To(#) = l[Qt+0O[(6) et a <\, la probability de recouvrement C(0) est donnee par : 
1 - 2e»-(i-a) si0<6<-ln(a) 
C(9) = < l - 2i^fc) -
 %a_XLe-^ S% - ln{a) <9^2do (3.36) 
1 
2 e » - ( l - a )
 2 ( a - v / « 2 - « e - » ) 
.£ ( ira)eZ! Si2da<9. 
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Figure 3.9 - Probability de recouvrement de IV0(X) dans le cas de la loi double exponen-
tielle ; 0 > O e t l - a = 0.95. 
Demonstration : Pour calculer la probabilite de recouvrement C(9), on cherche d'abord 
les fonctions inverses l~x(9) et u~l{9) (definies uniquement en vertu du corollaire (3.16)), 
et qui seront de la forme suivante (pour 9 > 0) : 
l(x) = 8=>x = r1{6) = ln( 2e
e
 - (1 - a) 
2a 
) ,V0>O, 
u-\x) = 9 =» { 
u -
l{e) = -oo si 0 € [0,-Zra(a)] 
u;l(9) = -ln( a—y/afa—e
 e) > 
si 0 e] -Zn(a),2do[ 
^
1 (g) = - ln (^ 2 + 2 ( 1 1 ; " ) e " < ' " a ) s i 0 > 2 d o . l - a 
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(3.37) 
(3.38) 
D'apres le lemme (2.11), on a C{9) = P0(u-\6) < X < l~l{9)). 
- Pour 9 E [0, —ln(a)] on a : 
c{6) = p{x<r1(9)) 
= p{x -e <rl{6)-e) 
= G{l-\6)-9) 
= 1 - 2 ^ 3 ^ ( de (3.37) et( 3.33)), 
puisqueZ-1(0)-0 > 0. 
- Pour 8 E] — ln(a), 2d0] on a : 
C(9) = P(l(X)<9<u2(X)) 
= P(u^(6)<X<r\8)) 
= P{u21(6)-8<X-9<r1(9)-9) 
= G-\r1{9)-8)-G-1{ui\9)-6) 
=
 l
 - 9,ene ^ - „ T~2 ( de (3-33)' ( 3'38) et ('137)) ' 
2 e e ( l - a ) 2(a - Va2 - ae~0) 
puisque 
-Enfin pour 2cfo < 0 on a bien : 
C{9) = P(l(X)<8<u3(X)) 
= P{u-,\9)<x<i-\e)) 
= G-\r\0)-0)-G-\u;\Q)-0) 
= 1 - ^T7? 7 , = ( de (3.33), ( 3.38) et (3.37)), 
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puisque I-1 (9) - 9 > 0 et Ug 1{6) - 9 < 0. 
Une evaluation numerique de C(6) est presentee a la figure [3.9]. On peut y observer les 
proprietes generates du corollaire (3.10) et du theoreme (3.8), mais aussi des proprietes 
specifiques au cas de la loi double exponentielle. 
Proposi t ion 3.18 i) C{9) est une fonction croissante par rapport a 9 sur I'intervalle 
[0, —ln(a)] et oil : 
inf C(9) = C(0) = l 
0e[O,-ln(a)] 1 + a 
et 
a
2
 - 2a + 2 (J{V) = U[-ln{a) J = 
6e[0,-ln(a)] 
ii) C(9) est discontinue en —ln{a) avec 
sup C(9)  C(-ln(a)~J-
a* — a + 2 
rv 2 — 9,rv -4-9 rv 
C{-ln{a)+) = lim +^ C{9) = ° ^ ^ = C(-ln(a)-) - f; 0->-in(a)+ 2(cr — a + 2) 2 
Hi) C{9) est decroissante pour 9 G] — ln(a), 2do[ et croissante pour 9 G [2do, +oo[. 
iv) infe>oC(0) = C{2d0) et supe>QC{6) = C(-ln(a)~)] 
v) il n'existe pas de 9 tel que : C(9) = 1 — a; 
vi) C{9) < 1 - f, et C{9) > 1 - f ,V0 > 0. 
Consequemment 1 —^ est une meilleure borne inferieure pour C(-) que j ^ lorsque a < | . 
Demons t ra t ion : i) Pour 0 e [0,-ln(a)],C'(6) = ^-l+t)" > 0, et done C{9) est 
croissante sur [0, — ln(a)]. II en decoule que in f^p , -^^ ] C(0) = C(0) = j ^ ; et que 
sup, e ! 0 ,^ ( a ) ] C{9) = C ( - / n (o ) - ) = $ ^ g y , de (3.36). 
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ii) On a en vertu de (3.3 
C((-ln(a))+) = lim C(9) 
0—•—ln(a)+ 
... ae ae" 
hm (1 — 0__to(a)+v 2ee - (1 - a) 2(a - Va2 - ae~e) 
a
2
 — 2a + 2 a 
a 2 - a + 2 ~~ 2!' 
Done C((—ln(a))+) = C((—ln(a))~) — f et C(6) est discontinue en —ln(a). 
iii) Posant w = (1 — a)e~6' on a pour —ln(a) < 0 < 2do c.a.d., L~^l" < w < 'a{\ — a)< 
1, 
m = i -
 Hj±- + \ + Ui-^)] = i - # H-
ou Ton pose H(w) = a(^ + \ + \ ^ ~ ^ f^y ) -
Puisque tf» =
 a ( ^ y 5 - i - ( i _ I - 7 = ^ ) , e t q u e ( 2 - U ; ) 2 > 1 > 4 a ( l - a ) ^ l - ^ 
on a que //"(w) est decroissant en to, et done la decroissance de C(0) sur ] — ln(a), 2d0[. 
-Pour 9 > 2do on a en vertu de (3.36) : 
= a ( l - ope* «(1 - a)e-e 
°
W
 ( 2 e ^ - l + Q ) 2 i " 4 V « 2 + 2 ( l - « K ' 
iv) D'apres i) et iii) on a bien que : mfe>0C(6) = min{C(0),C(2d0)}- Or, 
C ( ( - l n ( a ) ) + ) < l - a # 1 -
 2 ° , - - % < l - a ( d e i i ) ) 
^ — n ~ < ~T: 
a
2
-a + 2 2 
& a2 - a + 2 < 2, 
ce qui est vrai, car a2 — a < 0. Mais puisque 
C{2d0) < C ( ( - ln(a))+) < 1 - a < —^— = C(0) 
on doit avoir inf^^o C(0) = C(2do). 
-De meme, sup6,>0C(^) = max {C(—Zn(a)0), 1 — a } , et puisque 
1 - a < C(0) < CK") , 
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on obtient supe>0C(9) = C(—ln(a)~). 
v) En exploitant les resultats ci-dessus, on a C(8) < 1 — a,V# > —ln(a) et C(6) > 
1 — a, V# < —ln(a), ce qui demontre le result at. 
vi) On a en vertu de (3.36) : 
C(2d0) = C ( - 2 I n ( — - ) ) 
1 + a 
_ a ( l + a) 2 4a3 
1 -
1 -
1 -
2(2a3 - a2 + 2a + 1) 2a(l + a)((l + a) - yjo? - 2a + 1) 
a ( l + a) 2 4a3 
2(2a3 - a2 + 2a + 1) ~ 4a2( l + a) 
a ( l + a) 2 a 
2(2a3 - a2 + 2a + 1) ~ (1 + a) 
5a4 + a3 + 7a2 + 3a 
(l + a ) ( 4 a 3 - 2 a 2 + 4a + 2)' 
On sait deja que supe>0 C(6) = C((—ln(a))~). Puisque C((— ln(a))+) < 1 — a et 
C ( ( - ln(a))") = C ( ( - ln(a))+) + f, on a bien supe>0 C(0) < 1 - f. 
Done 
, 3a 5a4 + a3 + 7a2 + 3a 3a 
C ( 2 d 0 ) > l - y # 1 - ( i + a ) ( 4 a 3 - 2 a 2 + 4a + 2 ) - 1 ~ T 
3a 5a4 + a3 + 7a2 + 3a 
^ T ~ (1 + a)(4a3 - 2a2 + 4a + 2) ~ 
a 2 ( 3 a 3 - a 2 + a + 1 ) 
^ (l + a ) ( 2 a 3 - a 2 + 2a + l) ~ ' 
Mais, 3a3 - a2 + a + 1 > 1 - a2 > 0 et (2a3 - a2 + 2a + 1) > 1 - a2 > 0; et done 
M0>QC{6) = C(2do) > 1 - f , de la partie iii). 
Le tableau [3.1] compare la valeur minimale de C(6), soit C(2d0), avec les bornes infe-
rieures | ^ et 1 — =y. II est tres interessant de constater l'emcacite relative de 1 — ^ 
comme borne inferieure. 
Comme nous le verrons a la section suivante, cette borne (1 —^) est valide egalement pour 
les families a parametres de positions sous l'hypothese additionnelle de log-concavite. 
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a 
d0 
C(2do) (minimum) 
1 — f^ (borne inferieure) 
—^ (borne inferieure) 
C~1(d0) (maximum) 
1 — | (borne superieure) 
0.2 
1.61 
0.7287 
0.7000 
0.6666 
0.8913 
0.9000 
0.15 
1.897 
0.7923 
0.7750 
0.7391 
0.9198 
0.9250 
0.1 
1.704 
0.8583 
0.850 
0.8182 
0.9476 
0.9500 
0.05 
2.995 
0.9272 
0.9250 
0.9048 
0.9739 
0.9750 
0.01 
4.605 
0.9851 
0.9850 
0.9801 
0.9949 
0.9950 
Tableau 3.1 - Diverses valeurs associees a la probability de recouvrement pour une loi 
double exponentielle. 
3.3 Cas des modeles symetriques et log-concaves 
Les developpements de cette section se rapportent a des modeles de position, syme-
triques et log-concaves, et font objet d'un travail de collaboration avec les professeurs 
Eric Marchand et Bill Strawderman, et mon confrere Keven Bosa. Nous etablissons la 
borne inferieure de probabilite de recouvrement 1 — ^ de fagon generale, telle que men-
tionnee et illustree avec l'exemple de la loi double-exponentielle, la borne 1 — ^f etant 
meilleure que | r ^ pour a < | , et de fagon significative car |=^ m 1 — 2a pour a petit. 
Dans notre cas on ne considerera qu'une seule observation X, le pivot lineaire T(X, 9) = 
X — 0 de densite G' symetrique par rapport a 0 et log-concave (done unimodale en 
0), et InQ pour la loi a priori TTO(6) — l[o,+oo[(^)- D'autres proprietes, autres que la 
borne seront aussi obtenues. Nous poursuivons avec diverses proprietes et autres resultats 
preliminaires. 
Lemme 3.19 Soit X une variable aleatoire de densite e~h^x~e^ oil h est une fonction 
symetrique par rapport a 0 et convexe. Alors, quel que soit la loi a priori ir, la famille 
des lois a posteriori forment une famille de rapport a vraisemblance monoton (RVM) en 
6, x etant le parametre. 
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Demonstration : Prenant X\,X2 tels que x\ < x2, on a 
n(9\x2) e-h^-eh(9) 
V(8\x~ij K
 e-M*i-0)7r(0) 
_
 eh(xi-e)-h(x2-6) 
= eW-^-W-^ipax symetrie). 
La croissance de ce quotient par rapport a 9 decoule alors de la convexite de h. 
Lemme 3.20 Soient X une variable aleatoire et f\,f2 deux fonctions croissantes de x, 
telles que Var(fi(X)) < oo; pour i=l,2, alors on a : 
Cov(f1(X)J2(X))>0. 
Demonstration : Soient X\ et X2 deux copies independantes de X. On definit X(xi, x2) = 
[h(xi)-fi{x2)]\f2{xi)-f2{x2)}. Remarquer que X(x1,x2) = [/1O1) - fi(x2)\ [f2{xx) - f2(x2)] > 
A B 
0 car A et B sont de meme signe pour tout (xi,x2) G K2. Le resultat vient par le fait 
que : 
0 < E[X(Xi,X2)] = 2Cov{f1{X),f2{X)) avec l'independance. 
Lemme 3.21 Soient f\ et f2 des densites telles que le rapport £4|y soit croissant par 
rapport a x (avec fi(x) > Q,i — 1,2.J. Soit h une fonction croissante, 
a) Alors Eh[h(X)} > Eh[h(X)}, 
b) 
Qfl(A)>Qh(A) 
ou Qf.(A) est le quantile d'ordre A sous fir c.a.d., J_fi fi(x)d/j,(x) = A, i = 1, 2. 
Demonstration : 
51 
a) On a : 
E/AHX)] = f h{x)fl{x)dii{x) 
= f h(x)^\f2(x)d^(x) 
Puisque h et /1//2 sont croissantes, il s'ensuit que Ccn)f2(h(X),jjQ) > 0, et on en 
deduit que : 
Eh[h{X)] = Eh[h{X) f2(XY 
MX), 
> Eh[h{X)]Eh, , 
= Eh[h(X)U car % [ £ § } ] = / x ^ ( z ) ^ ) = 1). 
b) Soit B = J(^X)(A)/i(x)(i/i(a;) = Efl[h(X)], avec /i(x) = J]Q/2(A),+OO[(Z)- Puisque h est 
croissante, d'apres la partie a) de ce lemme on a bien que : 
/•+00 
l - A = Ef2[h(X)) = / Mx)dfi{x) 
< Eh[h{X)\(d'apres a)) 
/•+00 
= B= Mx)dti(x) 
JQtJA) ' / 2 (A) 
r+00 
/2( d'ou /Q°° ( A ) fi(x)d/i{x) > 1 - A, et done Q/^A) > QA(A) pour tout A e (0,1). 
Corollaire 3.22 S'ous /es conditions du lemme (3.19) sur la densite f, les lois a posteriori 
0 \x ont des quantiles d'ordre A (A e]0,1[) croissants en x. 
Demonstration : II s'agit d'une consequence immediate des lemmes (3.19) et (3.21). 
Corollaire 3.23 Sous les conditions du lemme (3.19) sur la densite f, u\{x) — Qx(l—a) 
est croissante en x pour x < do, oil u\ est definie au lemme (3.14). 
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Demonstration : Puisque U\(x) sont les quantiles d'ordre 1 — a de la loi a posteriori, 
le resultat decoule du corollaire (3.22). 
Corollaire 3.24 Sous les conditions du lemme (3.19) sur la densite f, l(x) et u2(x) 
(definies au lemme ( 3.14)) sont croissantes en x pour x G [d0, +oo[. 
Demonstration : Comme U2(x) = x + G _ 1 ( | + ( ~2a'G(x)), on voit que u2(x) est crois-
sante en x puisque G et G _ 1 sont croissantes. 
Du lemme (3.14), on a l(x) — x + G _ 1 ( | + ^^G(x)) pour X > d0 et done l'(x) — 2 ' 2 
(i-g) c'(x) 
1 — „ltr,_ul (i-a)^, m • Pour montrer que l'(x) > 0 pour x € [d0, +oo[, il suffit alors de 
G (G V'Z'T 2 ^T\x))) 
montrer que G'{G~l{\ + ^^-G(x))) > G'(x) pour x G [<i0,+oo[. On a puisque G' est 
unimodale en 0 et car d0 > 0> 
^G"1^ + ^ ^G(x))) > G'(x) # G-\1-+i-^G(x))<x 
* \+{-^-G(x)<G(x) 
& j- r < G(x) <& x > G - 1 ( - — ) = d0. 
(1 + a) ~ v J ~ v l + a 
Lemme 3.25 Soit le pivot lineaire T(X; 9) = X—9, de densite G' symetrique par rapport 
a 0 et log-concave; alors pour I'intervalle de confiance I-KQ{X) (HPD associe a la loi a 
priori TTO(O) — l[o,+oo[(#)j donne par le theoreme (3.14), la probability de recouvrement 
C(9) peut s'ecrire sous la forme : 
„) r(ft\ - I G ^ i W ) - G(x0(9)) si 9 < 2d0 
aJ
 °
W
 ~ \ G(xi(6l)) - G{x2(9)) si 2d0 < 9 
ou d0 = G_1(rfe)> xo(e) = ui\e) - e> XM = li\Q) ~ 6, et x2{9) = u2l{9) - 9. De 
plus, x$,xx,X2 verifient les relations suivantes : 
b) G(x0(9)) = aG{x0(9) + 9) 
c) 2G(xi(0)) - 1 = (1 - a)G{Xl{9) + 9) 
d) 1 - 2G{x2{9)) = (1 - a)G{x2{9) + 9) 
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Demonstration : a) D'apres les corollaires (3.23) et (3.24), iti(-)> /(•) et u2{-) s o n t 
croissantes ce qui nous permet d'appliquer le lemme (2.11). 
-Pour 9 > 2do, on a : 
c(0) = p0([i(x),u1(x)}3 6) = pe(u^(e)-e<x-e<i-1(e)-d) 
= G(r1(9)-9)-G(u^(8)-9) = G(x1(9))-G(x0(9)). 
-De meme pour 9 < 2d0, on a : 
C(6) = Pe([l{X),u2(X)}3d) = Pe(ui1(e)-8<X-8<r1(6)-6) 
= G(l-\9) -9)- G{u2\9) -8) = G{Xl{8)) - G(x2(6)). 
b) D'apres le lemme (3.14) on a : 
Ul(x) = x + G-\l-aG(x)) & 9 = u^l{9) + G~l{l-aG{u^{9))) 
<* u^{8) -9 = -G~l{\ - aG(u^(8) -9 + 9)) 
<£> x0(9) = G~l(aG(x0(9) + #)(puisque G est symetrique) 
<* G{xo{9)) = aG{xo(0) + 9). 
c) D'apres le lemme ( 3.14) on a : 
l{x) = x-G-\\+{±=^-G{x)) * e = l-\9)-G-\\+i~^G{r\e))) 
* l-\8)-9 = G-\\ + {~^-G{r\9))) 
# G(l-\9)-8) = \ + ^~^-G(l-\9)-9 + 9) 
<* G(xl(9))=1-+{±=^G(x1(9) + 9) 
& 2G{x1{9))-l = (l-a)G(x1(9) + 9). 
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d) D'apres le lemme ( 3.14) on a : 
u2(x)=x + G-1{± + Q-^-G(x)) * e^u-2\e) + G-\\ + ^-^G{u-2\B))) 
<* u2-\e)-e = -G-\\+{±=^G{u-2\e))) 
* G(u2\0)-0)=1--{-^-G(u2\9)-e + e) 
<* G{x2{9)) = \-i~^G{x2{9) + 6) 
& l-2G(x2(9)) = (l-a)G(x2{9) + 9). 
Proposition 3.26 Sous les hypotheses du lemme (3.25), on a : 
a) Pour G' log-concave, XQ(9) est croissant sur [0,2do] prenant les valeurs de —oo d 
-do-
b) x\{9) est croissant sur [0,+oo[ prenant les valeurs de do a G _ 1 ( l — | ) . 
c) x2{9) est decroissant sur [2do,+oc[ prenant les valeurs de —do a G _ 1 ( | ) . 
d) \x2(6)\ < xi(0) sur [2d0,+oo[. 
Demonstration : 
a) On va montrer que Xo{9) est croissant sur [0,2dG] par l'absurde. Supposons qu'il existe 
#i,02 tels que 9\ > #2 et Xo(92) > x0(9i). Or d'apres le lemme (3.14) et le theoreme 
(3.25) on aurait : 
1
 = G(x0(e2) + e2) G(x0(e1) + e2) G(X0(91) + 91) = 1 
a G(x0{92)) - G(x0(91)) G(x0(91)) a' 
ce qui est absurde; done XQ{6) croissant. Pour 9 — 0 on a 
G(xo(0) + 0) = aG(xo(0)) =• G(x0(0)) = 0 => xo(0) = -00 , de meme 
xo(2do) = u1~1(2do) —2do = —do, d'ou le resultat. 
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b) Par l'absurde on va montrer que x\{6) croissant sur [0,+oo[. Supposons qu'il existe 
61,62 tels que 6\ > 62 et xi(92) > Xi(6i). Or d'apres le lemme (3.14) et le theoreme 
(3.25) on aurait : 
1
 = (1 - a)G(Xl(62) + 92) (1 - a)G{xl{9l) + fl2) (1 - a)G(x1(91) + 6,) 
G{Xl{62)) G{Xl{62)) - G(xi(^)) G(x1(91)) 
1 
= 2 -
qui donnerait G(a?i(^2)) > G(a;i(0i)), ce qui est absurde, et done XQ(6) croissant. Pour 
^ O o n a £i(0) = Z-^O) - 0 = d0. De meme 
lime^+oo{2G(x1(6))-l)=lime^+0O(l-a)G{x1{9)+e) = l-a =>lime^+00G(xx{9)) = 
1 - f => xi(+oo) = 1 - G - 1 ( f )> d'ou le resultat. 
c) On va montrer que x2{9) est decroissant sur [2d0, +00[ par l'absurde. Supposons qu'il 
existe 61,62 tels que 9\ > 62 et ^ ( ^ l ) > x2{92). D'apres le lemme (3.14) et la theoreme 
(3.25) on aurait : 
__ 1 - 2G(s2(fli)) 1 - 2G(x2(62)) 1 - 2G(X2(62)) _ 
1
 ' G(x2(91) + 91) ~ G(x2(92) + 91) G(x2(92) + 92) l h 
ce qui est absurde. Ainsi, x2{9) est decroissant sur [2do,+oo[. De plus, on a x2(2do) = 
u2\2d0) -2d0 = -d 0 , et l im^ + 0 O ( l - 2G{x2{9))) = l im^ + 0 O ( l - a)G(x2{9) + 9) = 
V 
= < i o 
1 — a =>• lime^+00 G(x2(9)) — f => x2(+oo) = G _ 1 ( - § ) , d'ou le resultat. 
d) Decoule de b) et c) puisque m.£e>2do x\{9) — do et sup6i>2rfo x2(9) = d0. 
On obtient maintenant des premieres proprietes (pour tout G) de ce chapitre concernant 
la probabilite de recouvrement. 
Corollaire 3.27 Pour la probabilite de recouvrement C(9) associee a I'intervalle de confiance 
Iwo du lemme (8.14), on a : 
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a) C(6) est croissant en 9 et bornee superieurement par 1 — a pour 9 > 2d0 ; 
b) C(9) < 1 - f pour tout 9>0. 
Demons t ra t ion : 
a) On a C(9) = G(xi(9)) — G(x2(0)) avec x\(9) croissant et x2(9) decroissant en 9 pour 
9 > 2d0. Done C{8) croit en 9 pour 9 > 2do- La borne 1 — a decoule de la propriete : 
lime_+00 C(9) = 1 - a. 
b) De le proposition (3.26) et de lemme (3.25), nous avons : 
c(e)<G(Xl(e))< GiG-^i--)) = i--. 
Ainsi nous avons determine une borne superieure (1 — | ) de C(9) pour tout 9 > 0, de 
plus pour 9 > 2d0 on a que 1 — a est la borne superieure. 
Pour obtenir la borne inferieure 1 — ^f pour G log-concave, nous avons besoin des defi-
nitions et des lemmes suivants. 
Definition 3.28 Pour une fonction de repartition G, on definit le taux X(x) de de-
faillance par X(x) = -Q^I °U G' est sa densite et G(= 1 — G) est sa fonction de survie. 
Lemme 3.29 Pour une densite G' log-concave et symetrique par rapport a 0, avec G = 
\ —G log-concave en 0, nous avons : 
a) G et G sont log-concaves sur (0, +oo) ; 
b) \(x) croit par rapport a x pour x € (0, -t-oo) ; 
c) H(x) = —hgf- decroit pour x € (0, +00) ; 
d) ^ < 1 pourxe (0,+oo). 
Demons t ra t ion : 
a) Ce resultat est demontre par M. Bagnoli et T. Bergstrom (voir [11]); 
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b) On a —•^]n(G(x)) = ^ r = X(x). Et done la log-concavite de G demontree en a), 
entraine la croissance de X(x) pour x > 0. 
c) On a 
^HH(x)) = ^ln(G(2x)) - ^ln(G(2x)) 
= X(x) - X(2x) 
< 0 (d'apres la partie b) ). 
Done H(x) — -jJ^ decroissante pour x € (0,+oo), 
d) Comme (5(0) = | , le resultat decoule de la partie c), avec ^ ^ < §^y = 2G{x). 
Lemme 3.30 Pour G' symetrique par rapport a 0 et log-concave, nous avons 
G(2d0) > i ^ ; (3.39) 
oudo^G-i^). 
Demonstration : Puisque G(d0) ~ ^ , et done a — x_^?l •>, on a que (3.39) est 
equivalent a : 
G{2d0) < 1 -JT^r) = T=^_ = 2a 
G(d0) - G(d0) ^ I-a 
G(do) - "^V^o) < "i_2(5(do)' Mais d'apres le lemme (3.29), on a f g f < 2G(d0) < 2 *fff> puisque G{d0) < \. 
La borne 1 — ~ pour C(6) sur [0, +oo[ est etablie grace au lemme (3.31) et le theoreme 
(3.32) qui suivent. 
Lemme 3.31 Sous les hypotheses du lemme (3.25), etpour03 = G - 1 ( ^ ( Y ^ — 1 + ^f )) — 1+0 
— 1 4 - 2Q] nnliQ /T}in<nQ • 
1+a G
 1 (T+^  1 + ^f), nous avons : 
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a) C ( 0 ) > i - f , V 0 e [ o , 0 3 ] ; 
b) 93e [d0,2d0]. 
Demonstration : a) Soit 03 l'unique valeur de 0 qui verifie : G(xo(03)) = y ^ — (1 — =y). 
On a bien que 03 existe puisque G(XQ(9)) varie de 0 a G(—d0) = -^ pour 0 € [0,2d0] et 
Puisque xo(0), x\{9) et G(a?o(#)) sont croissantes en 0 pour # £ [0,63], avec £i(0) = cfo, 
nous avons alors : 
C(9) = GCx!^)) - G ( X Q W ) 
1 3n-
>
 G ( a ! l W ) _(__(,__)) 
>
 G(ll(o))-(Tl^-(i-|)) 
1
 -(A--a-~)) 1 + a yl + a v 2 
3a 
~~2' 
Finalement, puisque Z o ^ ) = G _ 1 ( ( j ^ — (1 — ^f )))> n o u s obtenons de la definition de 
xo(^) au lemme (3.25). 
aG(x0(93) + 93) = - ± - - ( l - ^ ) *> Xo(93) + 93 = G - \ - ^ — - - ( - - h 1 + a 2 a ( l + a) a 2 
*
 e
* = G-HK(i^y - (1 - f))) - G-'iik - (1 - ¥))• 
b) On a #3 > d0 si et seulement si : 
or> 1 ^  ITS =* G _ 1 ( | - i fe) > 0; et ^ < 2 - ^ - f pour a € [0, §], ce qui implique 
que G _ 1 ( i i ^ ) > 0 et que G_1(2 - ^ - ^ ) < 0, et le resultat souhaite. 
-On a G{x0(63)) = I + S - ( 1 - T ) ^ T + S = G{xQ(2do)), done 03 < 2d0 puisque G et x0 
sont croissantes. 
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Theoreme 3.32 Sous les hypotheses du lemme (3.25), nous avons : 
C{6) > 1 - ^ pour 9 > 93. 
Corollaire 3.33 Sous les hypotheses du lemme (3.25) nous avons C{9) > 1 — ^ ,V0 > 0. 
Demonstration : II s'agit d'une consequence directe des deux derniers lemmes. 
Demonstration du theoreme (3.32) : Pour 9 6 [93,2do], en exploitant les proprietes 
de XQ et de x\ (proposition (3.26)), nous avons : 
C{0) = G(Xl(8)) - G(x0(9)) > G(Xl(03)) - G(x0(2d0)) = G(Xl(93)) a 1 + a 
Done, nous avons C(9) >l — *f pour 9 E [93,2d0], lorsque 
GM93))>l + -2--% # \+l-^G{xl{93) + 93)>l + -^--2^ i + a 2 2 2 1 + a 2 
1 - 3a a 1 1 - 3a2 ni m \
 n \ ^ 2 f  — 3a a ~\ 
& G{xx{83) + 93)>- \—— + ——\ 
1 — a { 2 1 + a J I - a< 
Finalement, le resultat suit des lemmes (8.31) et (3.33), car Xi(83)+93 > Xi(do)+do > 2d0. 
Parailleurs, pour 9 > 2d0, on sait deja que infe>2do C(0) — C(2d0) (corollaire (3.27)). 
En vertu du corollaire (3.27) et des proprietes de Xo et x\ (proposition (3.26)), 
C(2d0) = G(x1(2d0)) - G(x0(2do)) 
= l + ^G(x1(2do) + dQ)--^-2 2 1 + a 
1 1 — a -,,n , .. a 
> o + ^ T - G ( 2 d 0 ) 2 2 v ' 1 + a 
1 1 — a 1 — 3a2 a 
2 2 1 - a2 1 + a 
> 1 - ^ . 
2 
Non seulement, la borne 1 — ^ ameliore de fagon significative la borne j ~ (voir tableau 
[3.1]), mais elle est, tel que demontre avec le prochain resultat, la meilleure approximation 
du premier ordre pour la probabilite de recouvrement minimale sous les hypotheses de 
symetrie et de log-concavite pour G'. 
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Corollaire 3.34 Sous les hypotheses du lemme (3.25), nous avons mU>oC(6) < 1 
3a , _a£_ 
2 "^ 1+a -
Demonstration : Nous avons inf0>oC(/9) < C(2d0) = G(xi(2d0)) — G(x0(2d0))- Or, 
d'apres la proposition (3.26) nous avons 
G(Xl(2d0)) - G(x0(2d0)) < G(G-l(l - f)) - G(-do) = 1 - f - ITS 
le resultat. 
= 1 3CK i a + l ^ > d ' o u l + a 
3.3.1 Illustrations 
Exemple 13 Loi normale 
Les resultats de cette section s'appliquent au modele X ~ N(9,a2), avec 9 > 0 et a > 0 
(connu), car la densite du pivot T(X, 9) = X — 9, donnee par J-^e ^ est log-concave. 
L'intervalle de confiance I%0(x) tel qu'illustre a la Figure [3.10], s'obtient a Vaide du 
lemme (3.14), oil G est la fonction de repartition d'une loi N(0,a2). 
—-
-2 
8 
6-
4-
2-
'' 10 
r'* 
-.-"' 
^ 
X 
y " 
..-'' 
./' 
4 01
-
U(x) 
- - - .L (x ) 
Figure 3.10 - L'intervalle I^Q{X) pour la loi normale (a — 1 et 1 — a = 0.90). 
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En appliquant le lemme (3.25), nous somme en mesure d'evaluer numeriquement la pro-
babilite de recouvrement C(9) pour 9 € [0,+oo[. 
La figure [3.11] represente la probabilite de recouvrement C{9) pour 1 — a = 0.90. On 
retrouve la manifestation des proprietes generates de C(9), ainsi que la presence de la 
borne inferieure 1 — ^ . II est aussi interessant de remarquer qu'a nouveau, le minimum 
de C{9) est atteint en 9 = 2do, comme ce fut le cas de la loi double-exponentielle, et 
comme cela sera pour le cas pour la loi logistique qui suit. 
D.94-" 
0 . 9 2 -
0 . 9 -
o.aa-
C[2do) -
O . B 4 -
, / " \ 
/ 
0 
\ 
\ 
\ 
\ V 
, ,
 ± , , 
/^ 
/ 
A 
e 
A 
— cm 
-— i - f 
6 
Figure 3.11 - Probabilite de recouvrement de I^X), cas de la loi Normale (a = 1 et 
1 -a = 0.90). 
Exemple 14 Loi Logistique 
Les resultats de cette section s'appliquent egalement au cas du modele logistique avec 
pararnetre de position 9 > 0, de densite fe(x) =
 {lle-(x-e)\2 > a Voide de pivot T(X, 9) = 
X—9 de densite symetrique en 0 et log-concave /o avec G(t) =
 1 ,
 l
e_t, G~1(y) — — ln(^ —1) 
pour y > 0 et ir(9) = l[0i+oo[(0) . 
Au sujet de la probabilite de recouvrement void des proprietes specifiques au cas Logistique 
et additionnelles rendues possibles par les formes closes de G et G _ 1 et illustrees a la 
Figure [3.12]. 
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Theoreme 3.35 a) La probability de recouvrement pour 9 est donnee par : 
C(0) = 
si 6 e [0, d0] 
\ 
3+aee -2e"+- v / (2+ae« -2ee)2+4aee 
-l+5aee-2ee+J{l+ae*>-2et>)2+4aee .
 a , , 0 , , 
^ . • e * ) si ee]d0, 2d0] 
2(a-l)ee -W(l+aee -2ee)2+4aee+^(aee -l)2+4(2-a)ee .
 Q 1 O , r 
4(1_e9)—* si V e\Zdo,+oo[ 
oil do = — ln(a). 
6j C{9) croit sur [0,do]> [2d0,+oc[ ; et decroit sur [d0,2d0] • 
c) infe>„ C(0) = C(2d0) e* sup0>o C(0) = C(do). 
-
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0 .92 : 
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/ / / •"*•« • 'i • • • i — « -
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8 10 
— C{6) 
" "12 
J 
Figure 3.12 - Probability de recouvrement de Ino(X), cas logistique et 1 — a — 0.90 
Demonstration : 
a) Du lemme (3.14), a partir des formes explicites pour G et G"1, on obtient les evalua-
tions suivantes. 
Premierement, d0 = G - 1 ( j ^ ) = — ln(a), 
di,G,a(x) = G-\l-aG{x)) = G~\l±^) = - m ( r f i ^ ) , 
<k,G,a{*) = G-:(| + ^G(x)) = G-HIJg^) = l ^ 2 ^ ^ ) . 
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U[X>
 ^
 U2(2;) = X + ln(2i£=^«) S i d 0 < Z 
e
 x+a 
et 
l(x) = l\ (x) = 0 si & < do 
e _ x + a Z2(a;) = x - ln(2+! * a ) si d0 < a. 
Les fonctions inverses deviennent alors : 
u-\9) = ^ 
1^(0) = -oo si#G [0,d0] 
wr
1(5) = l n ( ^ ) si#G[d0,2d0] 
u~
l(6) = ln( . 2 „ J si 0 G 2d0, +oo[ 
et 
r1^) 
™=ln(: 
/ r1W = 0 si#G [0,2d0] 
=) sifle [2d0,+oo[ v
 l+aee-2ee+^{l+aee-2ee)2+4aee 
On notera que la relation u{l{9) = —oo pour 9 G [0, do] vient du fait que ^i(x) est 
croissant en x avec lim3;^_0OUi(a:) = do- Ces evaluations, jumelees au lemme (3.25), nous 
donnent, 
G-1(l-1(9)-9) si#G[0,do] 
C(9) = { G~1{1-1{9) -9)- G-1(u^1{9) -9) si 9 G [d0,2d0] 
G-l{l-l{9) -9)- G-l\ui\9) -9) si # G [2d0, +oo[ 
et 
C{9) = 
si 6 G [0, d0] 3 + a e e - 2 e e + - v / ( 2 + a e e - 2 e e ) 2 + 4 a e e 
- l + 5 a e e - 2 e e + ^ / ( l + a e e - 2 e « ) 2 + 4 a e e . Q r , , , 
^_Jfl) SI 9 G [d0, 2d0] 
2 ( a - l ) e 9 - v / ( l + a e e - 2 e e ) 2 + 4 a e e + x / (ae9-l) 2+4(2-a)e<> . „ r , r 
4(JZie) SI 6/ G [Zdo, + 0 0 [ 
b) On connait deja le comportement de C(9) (croissante) pour 9 > 2d0, 
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Posant v = 1 + (a — 2)ee, nous obtenons ^ y = ^v + Jv2 + -^v — •— et pour v e 
[ 2 - i « - l ] 
2a d , 2 ,
 1 v + ^ / 4a 4a 2a 
= 1 + — = = = > 0 «* W?;2H -u > -v dv C(9) /„,2 i 4a „, ST V a — 2 a — 2 a — 2 
4a (4a)2 4a (4a)2 
O > T X — — - - > 2 - a ( 2 - a ) 2 2 - a ( 2 - a ) 2 ' 
ce qui tient car a € (0, l ) . Alors ^ y croit en t; et done C{6) croit en 9 pour 0 G [0, d0]. 
-Pour 0E [d0, 2do], on sait que : 
c(d) = G(r1(e)-e)-G(ui1(6)-e) 
- l + 5aee - 2ee - y/(l + aee - 2eef + 4oe* 
4(1 - ee) 
A(z) + B(z) 
4 ( 1 - * ) ' 
ou z = ee, A(z) = - 1 + (5a - 2)z et B{z) = —^(1 + ae e - 2ee)2 + 4aee . Done on a bien 
que : 
U(e) = W»)H-gMW-^W
 + W ) £ 0 ^ { j 4 , w + B , W ) ( 1 _ , ) < _ ( A W + B W ) 
avec A'fz) = (5a - 2) et B'(z) = M"-2)2*-^--*)
 c e • t 6 q u i v a l e n t k 
(5a - 3)v/(l + a* - 2*)2 + 4a* - ((a - 2)2z + (6a - 4))(1 - z) < 1 + (a - 2 ) V + (6a - 4)2 . 
v
 v ' v „ ' * v ' 
7 77 777 
Done il suffit de comparer les termes (II) et (II) puisque (I) est toujours negatif. 
Remarquer que -II < III O -(a - 2)2z - (6a - 4) < 1 O 0 < (a - 2)2z + 3(2a - 1). 
Or<?G [d0,2d0]^ze [ i , ^ ] d o n c , 
(a - 2fz + 3(2a - 1) > + 6a - 3 (pour tout 9 e [d0,2d0}) 
a 
4 
= - + 7 a - 7 > 0 (pour tout a e (0,1)). 
a 
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Done C{8) decroit en z, et done en 8, pour 8 £ [do, 2do]. 
c) D'apres b) on a : inf
 e>0C(8) = min {C(0), C{2d0)}, or 
C(2do) <l-a<j^ = C(0), alors infe>0 C(0) = C(2d0). 
-De meme, supe > 0 C(0) = max {C(d), 1 — a},or nous avons 
1 - a < C(0) = ^ < C(d0), done sup,>0 C(0) = C{d0). 
R e m a r q u e 3.36 On peut aussi verifier directement (comme Vindique le theoreme 3.35 
indique ) que les homes 1 — f et 1 — ^ pour C(8) s'appliquent. 
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CHAPITRE 4 
Cas oii le parametre a estimer est 
borne sur un intervalle [a, b] 
Ici, nous traitons du cas d'une contrainte 9 € [a,b], pour les families de parametre de 
position 9, et puisqu'on peut travailler avec les observations X[ = Xi — a; i = 1,.., n, on 
peut supposer sans perte de generality que l'espace parametrique est [0, m] avec m = b—a. 
En lien avec les chapitres precedents et l'etude des intervalles bayesiens associes a des lois 
non informatives et puisque ces intervalles possedent de bonnes proprietes frequentistes (a 
quelques exceptions pres), une question naturelle est celle de la performance de l'intervalle 
bayesien HPD associe a la loi a priori uniforme sur [0, m\. Ceci est l'objet de ce chapitre 
et nous obtiendrons a nouveau une borne inferieure pour la probabilite de recouvrement. 
Par contre, cette borne inferieure ou encore la probabilite de recouvrement minimale 
peuvent etre assez petites, notamment pour des valeurs de m relativement petites. 
De tels resultats sont tout a fait d'interet, car ils signalent l'mefficacite potentielle du 
choix de la loi uniforme et de l'intervalle bayesien HPD associe quant a la probabilite 
de recouvrement frequentiste notee Cm(9), 9 G [0,ra]. De cet angle, de tels resultats 
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semblent etre nouveaux. 
4.1 L'intervalle de confiance H P D : ses proprietes pour 
des modeles a parametre de position 
Pour X ~ fo(x — 6), nous etudions les proprietes de l'intervalle de confiance HPD IV0(X) 
associe a la loi a priori uniforme sur [0, m] de densite ir(9) — ^l[o,m](#). 
Definition 4.1 Soit F une fonction de repartition de densite F' unimodale et symetrique 
par rapport a 0, et soit a e]0,1[. On definit pour tout y G 3? : 
di,F,a,m{v) = ^ _ 1 ( 1 - <*F(y) - (1 - a)F(y - m)), (4.1) 
1 1 — a 
d2,F,a,m(y) = F-\- + -^-(F(y) - F(y - m))), (4.2) 
dF,a,m{y) = m a x {dhF,a,m(y),d-2,F,a,m{y)} , (4-3) 
et dm la solution unique de I'equation hm(y) = 1 en y, oil : 
hm(y) = (1 + a)F(y) + (1 - a)F{y - m). (4.4) 
Remarque 4.2 On a bien que dm existe puisque hm(y) croit contin'dment de 0 a 2 
lorsque y varie sur } — oo, +oo[. 
Lemme 4.3 Pour tout ?/ e SR, m > 0, Q e]0,1[ on a : 
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a) d2,F,a,m(y) = d2,F,a,m{m - y); 
b) ditF>a>m(m -y) = -ditF>1-a>m(y); 
c) 
A („\ _ / di,F,a,m(y) si y < dn 
(y) siy> dm, 
avec dF,a,m{y) > dF,a>m(dm) = dm ; 
d) 0 < dm < f. 
Demonstration : 
a) Puisque F' est symetrique, et que F(z) = 1 — F(—z) pour tout 2 G 5ft, on a bien : 
1 1 — rv 
d2,FAm(m-y) = F-\- + -^-(F(m-y)-F(-y))) 
=
 ^ ( ^ ^ ( l - ^ - H - 1 + (^2/))) 
= i?-1(^ + 1^(^(y)-i?(y~rn))) 
= d2,F,a(y)-
b) Pareillement, puisque F _ 1 (A) = —F_ 1(l — A) pour tout A G (0,1) par symetrie, on 
a : 
= F~1(l-a + aF{y - m) - (1 - a) + (1 - a)F(j/)) 
=
 J F - 1 ( a F ( y - m ) + ( l - a ) F ( y ) ) 
= -F'\l-(l-a)F(y)-aF(y-m)) 
—
 —rfl,F,l-a,m(?/)-
c) D'une part, on verifie directement que dm est un point fixe pour ditF,a,m e t d2,F,a,m-
D'autre part, il est facile de voir que ditF,a,m(y) > d2,F,a,m(y) si et seulement si 
F(dhF,a,m(y)) > F(d2,F,a,m(y)) ce qui est equivalent a ditF,a,m(y) > d2,F,a,m(y)-
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d) II suffit d'observer que hm(0) = (1 — a)\ + (1 — a)F(—m) < 1 = hm(dm), et / im (y) = 
(1 - a)F(f) + (1 - a)F{=f) = 1 - a + 2 a F ( f ) > 1 - a + 2a\ = 1 = M ^ U -
Theoreme 4.4 5oii un modele de position X\9 ~ /o(x — 0), ou 9 E [0, m] (contrainte). 
Posons G la fonction de repartition de X — 9 et supposons que sa densite G' (ou fo) est 
unimodale et symetrique par rapport a 0, alors : 
a) hQ{x) = [/*•<,(£),it*,,0*0] avec 
lno(x) = max{0, x - dG,a,m{m - x)}; (4.5) 
u«0(x) = min{m, x + dG^m(x)}; (4.6) 
b) La probability de recouvrement est symetrique par rapport a y , c.a.d. : 
Cm(9) = Cm(m-9); 
c) Cm(9) = Pe{h0{X) 3 0)> 2G{dm) - 1 pour tout 9 e [0,m] ; 
d) Cm{9) = G(4 . ) > | , pour 9 G {0, m} ; 
e) La probability de recouvrement moyenne est de I—a (c.a.d : Ee(Cm(9)) = J@ Cm{9)'Ko{9)d9 = 
I-a). 
Demonstration : On utilise le fait que pour ir(9) = 1 on a X — 9\9 =-d X — 9\x pour 
tout 9,x, ce qui est facile a demontrer (voir aussi (3.1)). 
a) Soient gx Gx, G~x la densite, la fonction de repartition et la fonction de repartition 
inverse de la distribution a posteriori de 9 sous TT0. Puisque X — 9 est un pivot et que sa 
distribution est alors, pour tout 9 G [0,m], libre de 9, pour 9 ~ 7r , Pn(X — 8 < y\x) = 
G(y); ou de fagon equivalente P^{9 > y\x) = G(x — y). Par la definition de 7To, on obtient 
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pour y e [0,m] : 
Gx{y) = P,0(e<y\x) 
P*(Q < o < y\x) 
PA° <e < m\x) 
G(x) - G(x - y) 
G(x)-G(x-mY 
et, pour A € (0,1), 
G-X(A) =x- G-X((l - A)G(x) + AG(x - m)). (4.7) 
Maintenant, on observe que la densite a posteriori est unimodale (car elle est propor-
tionnelle a G'(x — y)), avec un maximum en xl[0tm](x) + ml]m)+0O[(i). De ceci, puisque 
l'intervalle bayesien HPD est necessairement de la forme {8 : G'x(9) > c}, pour une 
constante c positive, (Berger 1985, page 140), il en decoule que : 
i) soit l(x) = 0 et, 
u(x) = G-\l-a) 
= x-G~1{aG(x) + (l-a)G{x-m)) 
= x + dhG,a,m(x)( par symetrie ) ; 
ii) soit u(x) = m et, 
l(x) = G-\a) 
= X + dhG,l-a,m{x) 
= x — difatatm(m — a;)(partie b du lemme (4.3)); 
iii) soit l(x) = x — b(x) et u(x) = x + b(x); pour un certain b(x) tel que a(x) — b(x) > 0. 
De la symetrie de G', nous avons : 
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Pvo(x - b(x) < 6 < x + b(x)\x) = 1 - a, 
^ Gx{x + b(x)) - Gx(x - b(x)) = 1 - a, 
<* G{-b{x)) - G(b(x)) = (1 - a){G(x) - G(x - m)) 
1 1 - a 
<£> G(b(x)) — - H —[G{x] — G(a{x) — m)){ par symetrie ) 
<* b(x) = G-\- + — ^ ( G ( x ) - G(x - m))) = d2,G,a,m(a:). 
De plus, la situation iii) se produit si et seulement si : 
x - b{x) > 0, et (4.8) 
m > x + b(x), (4.9) 
1 1 — a 
cest-a-dire,(4.8) & x > b{x) = G~\- + -^-(G(x) - G(x - m))) 
Z Z 
# G{x)>\+l-^-{G{x)-G{x-m)) 
& (1 + a)G(x) + (1 - a)G(x - m) > 1 
& h(x) > 1 
<^> x > dm. 
1 1 — a 
et (4.9) <* m-x>G-\- + -—(G(x)-G{x-m))) 
Z Z 
1 1 - a 
<^> G(m-x) > - + ——(G(x) - G(x - m)) 
Z Z 
& G(m-x)>l + ^--^(G{m-x)-G(~x)) 
Z Z 
<* (1 + a)G(m - x)) + (1 - a)G(-x) > 1 
<=> h(m — x) > 1 
<$ m — x > dm 4$ m — dm> x. 
En conclusion, le resultat suit en combinant (i), (ii) et (iii) et en employant le lemme 
(4.3). 
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b) II s'agit d'exploiter la symetrie du probleme par rapport aux transformations 
X —> m — X, et celle induite 9 —> m — 9 sur l'espace des parametres. En effet, on verifie 
directement les proprietes 
u-na(m — x) = m — 1-K0(X), pour tout s G 3J, (4-10) 
ce qui nous permet d'ecrire : 
Cm{9) = Pg(IV0(X)3 6) 
— Pe(m — u^im — X) <9 <m — lvo(m — X)) 
= Pm-g(m — uno(X) < 9 <m — l7ro(X))( famille de position) 
= Cm(m-9). 
c) D'abord, observer que l'intervalle x±dG^m(x) a la meme probability de recouvrement 
que le sous-ensemble Ino(x), puisque la difference de ces deux ensembles peut seulement 
aider a couvrir les valeurs 9 £ [0,m]. 
Maintenant, en vertu la limite inferieure du lemme (4.3) et de la symetrie de G', nous 
avons pour 9 G [0,m] : 
Pg(U0(X)3 9) = Pe(X-dG^m(X)<9<X + dG,a,m(X)) 
= Pe(-dG,a,m(X) < X - 9 < dG>a,m(X)) 
> Pe(-dm < X - 9 < dm) 
> 2G(dm) — 1 (puisque G est symetrique). 
d) Pour 9 E {0,m}, on a Cm(9) = Cm{0) (de (b)), P0(/*„(*) 3 0) = P0(X < dm) = 
G{dm) > | , puisque dm > 0 (lemme (4.3)). 
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e) On a Cm(d) = P@(IV0 3 0) = Ee(lIno(X)(.0)), done 
pm p 
Ee(Cm{6)) = / lIir(x){e)fo(x-9)irQ(6)dxd6 
Jo J$t 
p pm 
= / / tiAx)(e)g(6\x)d8m(x)dx 
J Si JO
 / 
=(l-o) . 
= / (1 — a)m(x)dx = (1 — a); ( car m(x) est la densite marginale). 
Meme si la probabilite de recouvrement moyenne sur [0,m] est de 1 — a, les probabilites 
de recouvrements en des points pourraient etre beaucoup plus petites que 1 — a, tout en 
etant superieures a la borne inferieure c) du theoreme (4.4). 
Pour poursuivre l'etude, nous examinons de plus pres la performance frequentiste a la 
frontiere {0, m} de l'espace parametrique. 
Corollaire 4.5 Pour la probabilite de recouvrement a la frontiere (c.a.d, Cm(m) 
Cm(0)), nous avons : 
a) l imm^0 Cm(0) = \; 
b) Cm(0) t en m> avec Cm (0) —> j ^ lorsque m —> +CXD. 
Demons t r a t i on : 
a) Nous avons d0 = 0 (car hm(y) — 2G(y) pour m = 0). Ainsi Cm(0) = G(0) = \ de la 
partie c) du theoreme (4.4). 
b) Pour m —> +oo, il est facile de voir que dm —> G _ 1 ( j ^ ) (prendre hm(y) = (1 + 
a)G{y)). II reste a montrer que dm est croissant en m, ce qui implique que Cm(0) = 
G(dm) est croissant en m. Par l'absurde, supposons qu'il existe m\ > m^ tel que 
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dm2 > dmi. On aurait alors, car G est croissante, 
(1 - a)G(dmi - mi) < (1 - a)G(dm2 - m2) 
(1 + a)G(dmi) + {1 - a)G(dmi - m i ) < (1 + a)G(dm2) + (1 - a)G(dm2 - m2) 
"mi 
ce qui est absurde puisque hmi(dmi) = hm2(dm2) = 1. 
Maintenant, il est important de remarquer que pour de petites valeurs de m, la probability 
de recouvrement de l'intervalle HPD est proche de | (atteint a la frontiere de [0, m]) ce qui 
met la performance de celui-ci en doute. Par consequent il pourrait s'averer interessant 
de choisir une autre methode de construction des intervalles de confiance ou une autre 
loi a priori pour des valeurs de m qui ne sont pas grandes. 
4.2 Illustrations 
Exemple 15 Loi normale 
On prend comme exemple ici la loi normale N(9,1) avec 0 < 8 < 3 (c.a.d. m = 3), oil 
la loi a priori de 6 est donnee par VQ(Q) = |l[o,3](#). 
D'apres le theoreme (4.4), l'intervalle de confiance I^0{x) est donne par [l7ro(x),u7ro(x)} 
ou : 
0 si x < dz 
k0(x)= { x-^-1(^ + l(l-a)(^{x)-<P(x-3))) sid3<x<3-d3 (4.11) 
x - *
- 1 ( ( l - a)$(x) + a${x - 3)) si 3 - d3 < x 
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"U"nov^) 
x + <&_1(1 - a$(x) - (1 - a)$(x - 3)) si x < d3 
x + ^ - ^ l + i ( l - a)($(x) - *(x - 3))) si d3 < x < 3 - d3 
3 si 3 — c?3 < x 
(4.12) 
avec $ la fonction de repartition de loi normale et d$ — 1.335 (de (4.4)). 
La figure 4.1 ci-dessous represente ces bornes pour m = 3 et 1 — a = 0.95. 
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Figure 4.1 - L'intervalle de confiance J*o pour m = 3 et 1 — a = 0.95 pour le modele 
N(e,i). 
Pour la probability de recouvrement, nous pouvons proceder numeriquement et de facon 
analogue a l'exemple 11, en s'appuyant sur des proprietes de croissance et de continuite 
de lno(-) et uno(-) (qui peuvent etre elles-memes demontrees). Par exemple pour 0 = 1 , 
nous avons, avec les evaluations ^ ( 1 ) ~ 2.74 et ^"^(l) ~ —1.8, 
C3(l) = Po=i(l,Q(X)<9<uvo(X)) 
= Pe^(u^(l)<X<l-0\l)) 
= ^ ( l ) - 1 ) - * ( < ( ! ) - 1 ) 
= $(1.74) - $ ( -2 .8) « 0.95246. 
La figure 4.2 represente, pour 1 — a = 0.95, des graphes de C(G) pour differentes va-
leurs de m. Ces courbes sont interessantes. Par exemple, pour de petites valeurs de m, 
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Figure 4.2 - Probability de recouvrement de I^0(X) pour differentes valeurs de m, pour 
le modele N(6,1) et 1 - a - 0.95. 
la probability de recouvrement est elevee au milieu de Pintervalle, et basse proche de la 
frontiere; tandis pour de plus grandes valeurs de m, on observe le contraire. 
Par ailleurs, en revenant sur les resultats theoriques concernant la borne inferieure 2G(dm)-
1 pour Cm{9); 6 € [0,m]; considerons la figure 4.3 qui donne le graphe de cette borne 
en fonction de m pour 1 — a = 0.95. On voit bien que cette borne n'est pas satisfaisante 
pour de petites valeurs de m (ex, m = 1, infee[o,i] C\{6) ~ 0.681 et 2G(d\) — 1 ~ 0.3636), 
performe un peu mieux pour m un peu plus grand (ex, m = 3, miee[o,3] Cz(Q) ~ 0.909 
versus 2G(d3) — 1 « 0.81803), et elle semble assez satisfaisante pour de plus grandes 
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valeurs de m (ex, m = 8, infe6[0)8] C8(0) ss 0.927 versus 2G{d$) - 1 « 0.90475). 
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Figure 4.3 - La borne inferieure 2G(dm) — 1 pour la probability de recouvrement, et pour 
le modele N(9,1) en fonction d e m ; 1 — a — 0.95. 
Exemple 16 Loi double exponentielle 
Nous illustrons les resultats ci-dessus pour la loi double exponentielle de densite donnee 
en (3.30). Ceci va nous permet d'une part d'illustrer le calcul de /£„(•)> et d'autre part, 
puisque cette densite admet des formes simples pour la fonction de repartition et son 
inverse, d'obtenir une forme explicite pour la probability de recouvrement. 
Meme si le theoreme (4.4) nous informe deja sur certaines proprietes de la probabilite de 
recouvrement, il demeure d'interet de mieux connaitre ce comportement, et de possible-
ment obtenir une meilleure borne inferieure. 
Corollaire 4.6 Pour la loi double-exponentielle, dont la densite est donnee en (3.30), et 
pour la loi a priori uniforme TTO(9) = — l[o,m](#); I'intervalle de confiance bayesien I%0(x) 
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est donne par [l(x),u(x)], ou : 
h(x) = 0 si x < dn 
^o\x) ~~ 
_ I ;2( a ;) = a; + in(l-(l-a)(l-I(e-3 : + ex-m))) si dm < x <m - dv 
l3(x) = x + ln(2a — aex m + (1 — a)e x) si m — dm < x < m 
U(x) = ln(aem + (1 — a)) si m < x 
(4.13) 
e* 
^TToV^'/ I v>i(x) = — ln(a + (1 — a)e~
m) si x < 0 
M2(#) = x — ln(2a — ae_ a ; + (1 — a)ex~m) si 0 < x < dm 
u3(x) — x — ln(l — (1 — a)(l — \{erx + ex~m))) si dm < x <m — dm 
u±{x) = m si m — dm < x 
(4.14) 
avec dm = - l n ( — y — j ^ 
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Figure 4.4 - L'intervalle de conflance I*0(X) pour m = 8 et 1 — a = 0.90 de la loi double 
exponentielle. 
Demonstration : 
Le theoreme (4.4) s'applique puisque le pivot, T(X, 6) — X — Q possede la densite 
G'{x) = \e~\x\ sur -ft, et que cette derniere est symetrique et unimodale en 0. On a 
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aussi G{x) = ^ t ^ ^ x ) + (1 - ±e-x)l]0t+oo[{x) et G-\y) = ln(2y)l[0)i](y) - ln(2(l 
y))l]i,i](?/)-
Pour le calcul de dm a partir de (4.4), nous avons : 
h(dm) = l «• (l + a)F(dm) + (l-a)F(dm-m) = l 
O {l + a){l-\e~dm) + {l-a)\edm-m = l 
Z Z 
& a - (1 + a)\e~dm + (1 - a)^edm~m = 0 
Z Z 
(4.15) 
(4.16) 
(4.17) 
ce qui donne dm = — l n ( — y — j — -). 
Enfin, de la definition 4.1, on obtient aussi : 
da,a,m{x) 
—x — ln(a + (1 — a)e m) si x < 0 
- ln(2a - ae~x + (1 + a ) e s - m ) si 0 < x < dm 
- ln(l - (1 - a ) ( l - \{e~x + e*""1))) si dTO < x < m - dm 
ln(2a — ae^"™ + (1 — a)e~x) si m — dm < x < m 
x — ln(aem + (1 — otj) si m < x 
(4.18) 
ce qui mene bien a (4.13) et (4.14). 
La Figure 4.4 illustre le comportement de I* pour le modele double-exponentielle, m = 8 
et 1 — a = 0.90. On notera les regions ou £„.„(•) et w^0(-) sont constantes. 
Corollaire 4.7 Les homes de I* definies par (J,..13) et (4-H), son^ continues et crois-
santes pour tout x. 
Demonstration : En vertu de la relation entre /„.„ et um donnee en (4.10), il suffit de 
travailler avec lno(-). 
La continuity de /„•(,(•) est une propriete generale et ceci se voit de (4.5), car on deduit du 
lemme (4.3) que m- dm> dm, dG,a>m(m - dm) = d2tG,a,m('m - dm) = d2,G,a,m(dm) = dm 
6 t l-Ko\dm) ~ dm <*G,a,m\W dm) = U. 
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Pour la croissance de iff0(-), on remarquera que : 
Ux) = 1 + (1 - a)\(-e-
x
 + ex~m) 
1 - (1 - a ) ( l - \{e~x + ex~m)) 
a + (1 - a)ex~m 
a + (1 - a)\{e~x + ex~m)) 
> 0, 
et pour dm < x < m — dm on a : 
M = 1 
aex-m + (1 _ a ) e ~ * 
2a — ae^-™ + (1 — a)e~x 
2a(l - e a-m) 
~ 2a - ae^-"1 + (1 - a)erx 
> 0 (puisque x <m — dm=> I > ex~m ). 
Nous sommes maintenant en mesure d'obtenir une forme close pour la probability de 
recouvrement de I* dans le cas d'un modele double exponentielle. 
Proposition 4.8 Pour le modele double exponentielle, la probability de recouvrement 
Cm(8) de I* est donnee par : 
Cm(0) = { 
1 e
e(a+y/a2+(l+a)e-m(2ee-(l+a))) 
2(2ee-(l-a)) siQ<e<dxm 
1 - e
e(a+v/a2+(l+a)e"m(2e9-(l+g))) a{e-e-{l+a)e"m)) 
2(2e»-(l-a)) - - —/ „ — „ — - si dh. < 8 < 2dm 
_ e ^ a + ^ + g + a j e - y - ( 1 + g ) ) _ ( l - q ) e - ^ , < _ ^ 
1 _ e
m
-
e(a+-v/a2+(l+a)e-"'(2er"-9-(l+a))) _ ^ 
2(2e">-»-(l-a)) 2(-s/a2+(l-a)(2el)-m-(l-a)e-m)-a) 
(l-a)ee SI 771 — 2dm<9< d2m 
1 em-9(«+y,Q2+(l+a)e^(2e'"-^-(l+a))) ,2 < a <- ™ 
1
 2(2em-»-(l-a)) S ? " m - P - m 
(4.19) 
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avec dl = - ln(a + (1 - a)e-
m), dm = - in(aW"2+V-°aJZZ) et ^ = ln(aem + ^  _ a^ 
Figure 4.5 - Probability de recouvrement Cm(9) de la loi double exponentielle, pour 
ra = 8 e t l - a = 0.90. 
Demons t r a t i on : En vertu des proprieties de continuity et croissance etablies ci-dessus, 
nous pouvons faire appel au lemme (2.11). 
Le calcul des fonctions inverses 1^(9) et u~^(9) donnent : 
( l?{9) = l n ( ^ + ( 1 - ° t " : ) ^ " ( 1 " - ^ ) « « € [0, m - 2dn 
i-\x) = e^l /a_1(6|) = k ( !±V^S) s i e e [m - 2dm,Maem + (1 - a))[ 
£-!(#) = + 0 0 si ln(aem + (1 - a)) < 9. 
et 
u - 1 ^ ) = _oo si 9 E [0, - ln(a + (1 - a)e~m)] 
u*o(x) = 9 u;l(9) = -\n( a-^a(a-e-
e+(l-a)e-m) ) si9e}- ln(a + (1 - a)e-m), 2dm[ 
^ ( f l )
 = _ln(^±(l-a)(ae-«-(l-a)«-^)-a) ^ ^ > ^ 
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Or, d'apres le lemme (2.11), on a C{9) = Pe(u-\0) < X < l~l{e)) = P(U-1(9) - 0 < 
X -e<l-\8)-e), Mors : 
- Pour 0 G [0, dj j on a : 
Cm{6) = P{u^(9)-9)<X-9<l^(9)-9) 
= P{X-9<l^{8)-9) 
= G-\%\B)-0) 
e
e(a + y/a2 + (1 + a)e-m(2ee - (1 + ajj 
2 ( 2 e f l - ( l - a ) ) ' 
puisque l^iO) — 9 > 0. 
-Pour 0 e]d^, 2rfm] on a : 
Cm(9) = P{u^\9)<X<l^{9)) 
= P{u^{9)-9<X -9<l^\9)-9) 
= G-l{q\9)-9)-G-\u^{9)-9) 
e
e(a+^a2 + (l + a)e-m(2ee - ( ! + «)) a(e-e - (1 + cpe""1) 
2(2ee - (1 - a)) 2(a - v ^ 2 " 3 ^ - " - (1 + afiF™))' 
puisque Z^1^) - 0 > 0 et que ^ ( 0 ) - 0 < 0. 
-En pour 2dm < 9 <m — 2dTO on a bien : 
Cm{9) = P ( % - 1 ( 0 ) < X < / 2 ~ 1 ( 0 ) ) 
= F ( ^ 1 ( 0 ) - 0 < X - 0 < / 2 " 1 ( 0 ) - 0 ) 
= G - 1 G 2 - 1 ( 0 ) - 0 ) - G - 1 K 1 ( 0 ) - 0 ) 
e ' (a + y/a2 + (1 + a)e-™(2ee - (1 + a)) (1 - a)e~e 
2(2e<> - (1 - a)) 2{^a2 + (1 - a)(2e"« - (1 - a ) e " m - a ) : 
puisque ^ ( 0 ) - 0 > 0 et que % *(0) - 0 < 0. 
Enfin, les valeurs de Cm(0) pour 9 > m — dm s'obtiennent de la meme maniere ou se 
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deduisent de la partie b) du theoreme (4.4). 
Enfin, la figure [4.5] represente la probability de recouvrement de Cm{9) de I*o pour 
6 G [0,8] et 1 — a = 0.90. II est interessant de voir que Cm(9), tout en oscillant autour 
d'une moyenne de 0.90 (partie e) du theoreme (4.4)), prend sa valeur minimale (environ 
0.86) au centre de l'espace parametrique. 
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CONCLUSION 
Le travail que nous avons presente dans ce memoire s'articule autour du theme des inter-
valles de confiance (HPD) bayesiens associes a des lois a priori non-informatives (Haar 
invariantes) sur des espaces des parametres contraints, et notamment de la probabilite 
de recouvrement frequentiste, C{9). De plus dans les sections (3.2) et (3.3) du chapitre 
3 ainsi que dans le chapitre 4 nous avons une forme close des bornes de cet intervalle et 
plusieurs proprietes analytiques sur la probabilite de recouvrement. 
Au chapitre 3, la section (3.1) nous avons donne quelques proprietes de C{9) dans le cas 
unimodal surtout la borne j - ^ dans le cas de densite symetrique, et la borne inferieure 
1 — =y pour le cas d'une famille de position avec densite symetrique, log-concave avec un 
pivot T(X, 9) = X — 9. Egalement, nous obtenons une bonne precision sur le minimum 
de C{9) (min0>o C(9) e [1 - Y> T + I+kD- D'autres proprietes, de cette probabilite de 
recouvrement sont etablies. Enfin, le cas non-symetrique est traite de fagon generale mais 
une bonne borne inferieure explicite n'est pas encore connue dans la litterature. 
Par ailleurs, au chapitre 4, la probabilite de recouvrement Cm(9) est proche de | pour de 
petites valeurs de m (9 a la frontiere de [0,ra]), ce qui met la performance de 1'intervalle 
HPD en doute. Par consequent il pourrait s'averer, comme recherche future, interessant 
de choisir un autre intervalle ou une autre loi a priori. 
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