So in my talk I want to cover a few ideas for the types of services that publishers may be able to offer those communities in the future. They fall broadly into three categories. They are linked by the fact that the future of publishing is all about recognizing that it's not paper. Electronic publishing makes lots of new things possible and simply providing articles in electronic form, as if they were electronic paper, isn't the long term future. It's certainly progress, it's wonderful but it's not where the action will be in the future. One area where the action is starting to happen has to do with adding meaningful structure -and 'semantics' is a very prevalent buzz word right now -to the articles, and not just to the articles but also to the raw data. Making a set of the data isn't just strings of zeros and ones, and the articles aren't just strings of words, but they actually have a structure which represents the knowledge that they contain.
Another active area is the development of tools to actually mine that knowledge and to model the current state of scientific knowledge; to draw inferences, to figure out new hypotheses, to identify inconsistencies and see if those inconsistencies are informative. Lastly, an area that has become quite prominent in the last couple of years, and which seems to have a lot of potential, is figuring out how to take advantage of the collective knowledge of the community in ways that go beyond the traditional model of publishing a scientific article. So there are already various ways in which the web is being used to take collective knowledge and gather it together in non-traditional ways.
First of all, in terms of adding structure to scientific research articles, lots of publishers have experimented over time with trying to collect more structure in scientific articles at the time of writing. It's a big challenge. This is an example of a collaboration between BioMed Central and Wolfram Research, the people who make Mathematics. And it's a structure offering tool: the author has created an entire scientific manuscript where all of the structure to produce a full excel is now retained in the article. And it includes the mathematics as live equations; equations that can be copied and pasted and solved. You can enter all the details of the authors and the affiliations in a nice structured way. Obviously the challenge with all these things is what will motivate authors to use them? It may be nice to collect more structured information so you can do more things with the articles when they are published electronically, but why would an author do this? It seems pretty clear that the answer has to involve having an infrastructure in place so that authors get immediate benefit from having created an article that has structure, and also providing tools that mean that when an author is creating structured articles using these tools it's actually easier, quicker and involves fewer errors than using traditional unstructured tools. And this sort of thing is starting to happen. Just an example of how you make fewer errors when using smart tools: I think most people are familiar with typing to their email programme, not having to remember every single email address but typing the first name of somebody and then getting a list of all the different people who they know with that name. And that works, it means you don't make mistakes with your email addresses and it's quicker. The same thing can potentially apply dynamically to genomes and chemical structures. So you get two benefits; the author makes fewer mistakes and wastes less time and you are also able to add structure right at the time of creating the manuscript, which can then flow through an entirely electronic process all the way to the final electronic version of the article and on to the reader's desk where the reader can then work with that structured content, be it a chemical structure or anything else.
That leads into this buzzword of semantic enrichment, which is the broader concept of making sure that all of the entities, of the facts expressed in scientific articles are not just expressed in a way to make them readable by humans but are expressed in a way to make them readable by all kinds of computer programs that may be sifting through publications and the web. I have already said that in an ideal way, in an ideal world, you would capture this from the author, who is in the best position to express what they mean, but the fallback is to be able to use mining tools which attempt to automatically assign the correct concepts to the correct terms.
Very importantly, it's not just about taking this technology and applying it to traditional scientific articles, it's also about looking at the types of data that are being created all the time, like the results of micro rates experiments or clinical trial results and seeing that this data has a lot more potential to be used. Not all that is being published right now. If we can make it available in a structured way so it can be sifted, you will be able to find just the data you are looking for -and the matter data which tells you how that experiment can be done. Research funding can be used a lot more efficiently if the results of the experiments being done can be reused. So it's quite exciting that finally, after many of years of promises with not very much delivered, the appropriate standards and technologies are starting to emerge. For example: in the U.S. (a collaboration between Stanford and UCSF or Berkeley I believe) there is a national centre for biomedical ontology which is taking on the responsibility for blessing certain authoritative ontologies, which are sort of controlled vocabularies for representing biological or medical concepts. That kind of standardisation, combined with the latest generation of text-mining tools, puts us in a position to have a lot of articles and data which are not just words, but actually represent the concepts in a way that the new generations of tools can mine.
So this is an example, just to show you, of the abstract from a BioMed Central article that has been run through one of the European bio-informatic institutes' latest concept matches. The different colours represent different standard ontologies which have been used to identify different species names, different drugs, different diseases, and as more and more of this standardisation happens, there's much more potential to add value to content in that way. For example, the Open Access to content, such as that published by BioMed Central, is really helping to facilitate this research work. BioMed Central Corp has more than 15,000 articles available and has greatly helped a lot of the researchers who are working on this kind of full text mining.
The last point I promised to touch on is the idea of how a community's collective knowledge can potentially be gathered together using modern technology in a somewhat innovative way. I think the best known example right now would be Wikipedia, which takes the whole encyclopedia concept, which has traditionally been very top down and all based on assigning the relevant experts, and turns it upside down, and says: what can you achieve by having something of a free for all, but with a filtration system, that allows the best things to survive? And there is also an interesting debate right now between the encyclopedian puritanical nature as to the role of American use of e-moles.
There is also a lot of work going on with the idea of applying Wiki-technology to biomedical publishing which I'm not going to discuss. But I'll just mention a couple of other examples of how community based approaches could be of interest. This is a small scout website, produced by a student I believe, using some simple technology and the available data on the internet. It brings together information from various different sources and it combines it to identify which recently published articles have been cited by what had been referred to. (Not exactly cited in a traditional publishing sense, which would take maybe six months to a year for the whole process to happen.) Maybe it appeared in a news story in the Guardian, or has been mentioned by another scientist in their blog. And it takes all this information from many different sources and says: look -here's what is interesting at the moment on the web in any particular field -or search for the keyword. Here is an interesting thing. And this isn't based on any organisation doing a lot of expensive work, hiring people to choose what's most interesting. It's based on sifting in the same way that Google sifts the web. This is taking a very specific area and using the available tools via access feeds and saying what's hot in science right now.
Another example which are, in a way, even more interesting in their potential, are tools simply managing bibliographies, managing reference information. It's a central part of most scientists' life. It's both for the purpose of keeping track of the research that's important to them and also in terms of preparing manuscripts. This is increasingly moving online and so people are managing their bibliographical information via website. This is a free website for doing that. But once people start to manage that bibliographic information online it opens up many other possibilities. For example, on a system like this, BibTeX, you share your bibliographic information with others. If you choose to do that it means the information about what you find interesting is contributed to the community's knowledge of what everybody else finds to be interesting. And you can identify other individuals whose interests seem to overlap with yours or whose opinions you trust, and you can automatically be alerted to articles which they find to be of interest.
So all of these different ways have taken the collective knowledge and the collective activities going on in science and combined them with technology to add value. And I think that publishers will need to embrace a lot more of these different possibilities for adding value if they are to move forward. I don't think that by any means all their activities will be replaced by technology or tools. They will still play an important role. We believe there is also a very, very important role for publishers in editorial curation. A lot of these additional layers of services will need curation to ensure high standards. For example: Science Navigation Group has a civil faculty 1000 which involves 1500 different scientists all evaluating the literature. And that goes through a quite sophisticated editorial process of quality control. But there is going to be a transition from focussing on the low level raw research, which is almost equivalent to the packets of data going across the internet, to focussing on the higher layers of information and how publishers can generally add value.
