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ABSTRACT OF DISSERTATION
STRONGLY CORRELATED PHASES IN QUANTUM HALL SYSTEMS
Quantum Hall systems have a one-body energy spectrum consisting of dispersion-
less Landau levels. Electron-electron interactions thus dominate in partially filled
Landau levels, which exhibit a myriad of strongly correlated phases such as quantum
hall ferromagnets and fractional quantum Hall phases. We study two examples of
these phenomena.
In the first project, we explore the ground state of a system with an interface
between two semi-infinite regions with fillings ν = 4 and ν = 3 respectively. The
width of the interface can be controlled by varying the background potential, which
provides an additional tuning parameter. For a certain range of interaction strengths,
the ν = 4 bulk is unpolarized whereas the ν = 3 bulk is fully polarized. In the
parameter space spanned by the interaction strength and width of the interface, we
find two phases at the interface. Phase A has spin as a good quantum number, and the
long-wavelength spin edge excitations are gapped. In phase B, spin rotation symmetry
is spontaneously broken at the mean-field level. Using symmetry arguments we find
the effective theory near the interface of phase B. This effective theory is known to
have gapless long-wavelength spin excitations.
In the second project, we study the ground state of a tunnel-decoupled double-
layer graphene system when both layers are undoped. We find a simple Hamiltonian
in the continuum limit from symmetries of the system. Using the Hartree-Fock ap-
proximation we find a state with inter-layer coherence with broken layer U(1) sym-
metry. This phase becomes magnetized in presence of a non-zero Zeeman field. A
first-order phase transition can be driven from the ferromagnetic phase to the mag-
netized inter-layer coherent phase by increasing the Zeeman field. We predict the
number of gapless modes in the bulk.
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Amartya Saha
August 5, 2021






Director of Graduate Studies
August 5, 2021
Dedicated to my parents and my brother
ACKNOWLEDGMENTS
I am grateful to my brother who sparked an interest in me for physics and guided
me for all these years. I will always be thankful to my parents for their love and
support and for believing in me. I would like to thank Dr. Ganpathy Murthy for
being my Ph.D. advisor. I have learned so much from him. He always pushed me to
be critical of my own work and guided me to find my own ways to check my results. I
would also like to thank Dr. Ribhu Kaul and Dr. Joseph Straley for all the wonderful
discussions. I was fortunate to have Ankur, Nisheeta, Animik, Debarghya, and Ashish
as my friends, especially Ankur da, who has helped me so much throughout my Ph.D.
I will always be grateful to him. I am also thankful to my collaborators Suman Jyoti
De, Dr. Sumathi Rao and Dr. Yuval Gefen. I like to thank the University of Kentucky
for giving me an opportunity to pursue my Ph.D. in physics and also providing me
with financial support. I want to thank National science foundation, grant number
DMR-1306897 and US-Israel Binational Science Foundation, grant number 2016130.
I would like to acknowledge Computational Sciences and Information Technology
Services Research Computing for their support and use of the Lipscomb Compute
Cluster and associated research computing resources.
iii
TABLE OF CONTENTS
Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
Chapter 1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Two dimensional electron gas in a perpendicular magnetic field . . . . 2
1.2 Graphene dispersion . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Graphene in a perpendicular magnetic field . . . . . . . . . . . . . . . 8
1.4 Two body interactions in quantum Hall systems . . . . . . . . . . . . 11
1.4.1 Electron density-density interactions in GaAs . . . . . . . . . 11
1.4.2 Hartree-Fock Ground states in Bulk . . . . . . . . . . . . . . . 14
1.4.3 Interactions in Monolayer Graphene at ν = 0 . . . . . . . . . . 19
1.5 Outline of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
Chapter 2 Emergence of Spin-active Channels at a Quantum Hall Interface 26
2.1 System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.1.1 Bulk ν = 3 and ν = 4 . . . . . . . . . . . . . . . . . . . . . . . 30
2.1.2 The interface . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.2 Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.2.1 Hartree-Fock Hamiltonian . . . . . . . . . . . . . . . . . . . . 33
2.2.2 Hartree-Fock Results . . . . . . . . . . . . . . . . . . . . . . . 35
2.2.3 Stability Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.3 Effective field theory . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.5 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
Chapter 3 Phases in Double-Layer Graphene at ν1 = ν2 = 0 . . . . . . . . . 47
3.1 Assumptions and the model . . . . . . . . . . . . . . . . . . . . . . . 52
3.1.1 Hartree-Fock Hamiltonian . . . . . . . . . . . . . . . . . . . . 54
3.1.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.1.3 The phases . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.2 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.3 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
Vita . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
iv
LIST OF TABLES
3.1 Phase boundary equations as a function of the parameters . . . . . . . . 57
v
LIST OF FIGURES
1.1 Transverse (ρxy) and longitudinal (ρxx) resistivity of a QHS as a function
of the magnetic field. (Illustration from [1].) . . . . . . . . . . . . . . . . 1
1.2 Graphene lattice. Red and blue dots represents A and B sublattices repec-
tively . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Energy dispersion of graphene next nearest hopping model. There are six
band touching points . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4 A representation of the interaction c†s,Kcs,K′c
†
s′,K′cs′,K . An electron hops
from K to K ′ and an electron hops from K ′ to K. . . . . . . . . . . . . 20
1.5 Phase diagram for mono-layer graphene at ν = 0 . . . . . . . . . . . . . 24
2.1 The background potential V as a function of x coordinate. The potential
V is independent of the y coordinate. (Illustration from [1].) . . . . . . . 26
2.2 An illustration of QHSs at different filling fractions with edges. The blue
dots are the guiding centers. The dotted grey line denoted by EF is the
chemical potential which is controlled by gate voltage. The solid red line
denotes the single particle energy levels. (Illustration from [1].) . . . . . 26
2.3 Edge reconstruction at ν = 1: These panels show the edge electron oc-
cupation(blue), electron(green) and background(yellow) charge density(in
units of 1/2πl2). The upper panel is the edge structure for w = 7l and
the lower panel is the edge structure for w = 12l. . . . . . . . . . . . . . 28
2.4 A schematic diagram of our setup with an interface between bulk ν = 4
and ν = 3 IQHE states. The solid line (red online) is a downstream chiral
charged mode required by topology. The pair of dashed lines (green online)
depict either spin-resolved charged chiral modes (phase A) or gapless spin-
active chiral modes (phase B). We will discuss the modes further in the
later sections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.5 The shaded region in both these plots shows the region of Ẽc and Ẽz for
which the ν = 4 bulk is a singlet and the ν = 3 bulk is fully polarised . . 30
2.6 The background charge density(ρb) across the interface(x direction). ρb
preserves the translation symmetry along the edge(y direction) . . . . . . 31
2.7 A cartoon of the system we consider for the calculation. The red region
is the interface between ν = 4 and ν = 3 QHSs. . . . . . . . . . . . . . . 31
2.8 Phase A in the HF approximation: The upper panel shows the single-
particle energy dispersion and the lower panel shows the total Sz and Sx
values (in units of ~
2
) as a function of the guiding center position. . . . . 36
2.9 Phase B in the HF approximation: The upper panel shows the single-
particle energy levels and the lower panel shows the total Sz and Sx values
(in units of ~
2
) as a function of the guiding center position. . . . . . . . . 37
2.10 Phase diagram in the parameter space Ẽc and w̃. For values of Ẽc < 2.7
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In the quantum Hall effect (QHE), a two-dimensional electron gas (2DEG) sub-
jected to a strong perpendicular magnetic field at low temperature displays a quan-





In 1980 Klitzing et al [6] discovered the integer quantum hall effect IQHE where he
observed quantized σxy with ν an integer. Later in 1982 Tsui, Stormer and Gossard
[7] observed quantized σxy with fractional ν . Quantum Hall systems are topological
insulators [8]. Their bulk is insulating, and the underlying band topology manifests
itself in chiral current-carrying edge states which are protected against localization.
Partially filled Landau levels (LLs) host strong electron correlations, leading to quan-
tum Hall ferromagnetism [9–11] and the fractional quantum Hall effects (FQHE).
(i) IQHE (ii) FQHE
Figure 1.1: Transverse (ρxy) and longitudinal (ρxx) resistivity of a QHS as a function
of the magnetic field. (Illustration from [1].)
In the next section we will see that in Quantum Hall systems (QHS) the kinetic
1
energy is quantized into degenerate states called Landau levels (LLs). In this chapter
we will discuss the Landau level problem in 2DEGs in GaAs and graphene. We
will also discuss some preliminaries and previous results on interacting QHSs. In
the later chapters we focus on the physics of electron-electron interactions on two
different QHSs in the IQHE regime.
1.1 Two dimensional electron gas in a perpendicular magnetic field
In this section we will discuss the eigenenergies and eigenfunctions of the single
body Hamiltonian (H0) of an electron in two dimensions in the presence of a perpen-
dicular magnetic field of strength B0 pointing in −z (B = −B0ẑ) direction [12, 13].
We assume that the system is of length Ly in y direction and Lx in x direction. In
this thesis we will choose to work with the Landau gauge where the vector potential
for the corresponding B is given by Eq. 1.2.
A(x) = −Bxŷ (1.2)























Since there is no y dependence in the above Hamiltonian, [Py, H0] = 0, which tells us
that the y dependence of the wavefunction will be a planewave. Hence we can write
the wavefunction as
ψ(x, y) = Neikyφ(x) (1.5)








ψ(x, y) = Eψ(x, y). (1.6)
2
Using eq. 1.5 in eq. 1.6 and noting that Pye





















φ(x) = Eφ(x) (1.7b)



















φ(x) = Eφ(x). (1.8)
If we look at eq. 1.8 carefully it becomes clear that the above Schrödinger equation
is same as that of a simple harmonic oscillator which centered at guiding center
coordinates
x = kl2 (1.9)








where n = 0, 1, 3.... Each n corresponds to a Landau level. The full wavefunction is
given by


















and Hn are the Hermite polynomials. Since there are two
quantum numbers in the solution (Ψn,k(x, y)) namely k and n but the eigenenergies
(En) depend on only n, this tells us that to find the degeneracy of each LL we need to
first find the values of k. We assume periodic boundary conditions in the y direction
(ψn,k(x, 0) = ψn,k(x, Ly)). This will give us the condition
e0 = eikLy (1.12a)






where j=0,1,2... . Different j values correspond to different guiding center coordinates
along the x direction. If jtot is the total number of guiding centers in the system then
the degeneracy NΦ = jtot. From eq 1.9
ktotl
2 = Lx (1.13a)
2jtotπ
Ly
l2 = Lx (1.13b)







where Φ is the total flux through the sample and Φ0 =
h
e
is the flux quantum. We
see that the bulk energy levels are gapped from eq 1.10 with an energy gap of ~ω0





where N is the total number of electrons in the system. This quantity tells how
many LLs, including spins, are filled by electrons. In case where ν is fraction, the
state has partially filled LLs. We see that in fig. 1.1, ρxy has steps at integer as
well as fractional ν values. The groundstate corresponding to these values of ν are
incompressible, meaning it costs a finite energy to create a current carrying charged
excitation in the system. This finite energy is the energy gap between the states that
carry current.
There are many other interesting properties that can be explored even at the non-
interacting level, for example how the disorder in the system causes the quantization
of the transverse conductivity at different ν, how a QHS is a topological insulator
and the order depends on ν, how the edges are conducting even though the bulk is
insulating etc [9]. In this thesis we will focus on phases and phase transitions in the
bulk and interface/edge only.
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1.2 Graphene dispersion
In order to solve the single body Hamiltonian (HG) in presence of a perpendicular
magnetic field of intermediate strength (a0  l  L where a0 is the lattice constant
and L is typical size of the system) we need to first solve the Hamiltonian in absence
of the field and obtain the continuum model [14].
Figure 1.2: Graphene lattice. Red and blue dots represents A and B sublattices
repectively
Graphene is a two dimensional material consisting only carbon atoms in honey-
comb lattice which is basically a triangular lattice with a basis. It has two lattice
vectors R1 and R2 as shown in fig. 1.2.











where a0 is the length of the lattice vectors which in graphene is 0.246 nm. We can








RbR+R1−R2 + h.c.. (1.16)
5
Here a(a†) and b(b†) are the annihilation (creation) operators at A and B sublattices
and R runs over all the Bravais lattice points. Since the lattice has lattice trans-
























ip·(R1−R2) + h.c.. (1.18)
As we can see from the above equation that the Hamiltonian HG is block diagonal
in p, which is due to the fact that the system has lattice translational symmetry. At





f(p) = 1 + eip·R2 + eip·(R1−R2). (1.20)
The eigen-energies of HpG are
E(p) = ±t
∣∣f((p))∣∣ = ±t(1 + 8 cos((p ·R1) cos((p ·R2) cos (ip · (R1 −R2))) .
(1.21)
6
Figure 1.3: Energy dispersion of graphene next nearest hopping model. There are six
band touching points
We see in the fig. 1.3 that there are six band touchings at zero energy. If we put
p = K = 4π
3
x̂ or p = K′ = −4π
3
x̂, the eigenenergy E(p) is zero. There are six such
degenerate points in the brillouin zone but only K and K ′ are independent and all the
other degenerate points are related by translations using reciprocal lattice vectors.
At these degenerate points the dispersion is linear in the momentum and hence these
are called Dirac points. To see this we will expand the p around K as K + q where
|q|  2π/a0.
f(p) = 1 + e[i(K+q)·R2] + e[i(K+q)·(R1−R2)] (1.22a)

























f(p) = 1 + e
−2πi
3
































 0 −qx + iqy
−qx − iqy 0.
 (1.23)
The eigen-energies of HKG (q) are EK(q) = ±vF |q|, where vF =
√
3ta0/2 is called the
Fermi velocity. Clearly we can see that the dispersion near K is linear in q. Similarly
one can show the linear dispersion at K ′ using HK
′
G (q) = H
K
G (−q)†.
1.3 Graphene in a perpendicular magnetic field
Here we will study the Hamiltonian HMG in the presence of a perpendicular
magnetic field [15]. We also assume that the strength of the magnetic field is weak
such that a0  l. With this we can safely assume eq. 1.23 to be a continuum model.
The high magnetic field limit is a much more complex problem. For detailed analysis
one may refer to [16]. We will work with the same magnetic field B, vector field A
and the periodic boundary condition in the y direction as in section 1.1. Near the
isospin K the wavefunction in the real space ψK(r) is given by
ψK(r) = e
iK.rφK(r) (1.24)
where φK(r) is a smooth function in the real space. Now we can promote the
momenta qx and qy to momentum operators Px and Py respectively using the Peierls
substitution
q = P + eA (1.25)
8
such that the operators P acts on the φK(r). Substituting eq. 1.25 in eq. 1.23 we
write the Hamiltonian HKMG at K as
HKMG = vF







As in section 1.1 here the Hamiltonian is independent of y. This tells us that the
wavefunction is a plane wave function of y. This gives us
HKMG = −vF































is the effective cyclotron frequency for Dirac Fermions. To find the











Decomposing the above equation we get,
~ω′a†v = Eu, (1.31a)
~ω′au = Ev. (1.31b)










Since u is an eigenvector of the n̂, it has to be that u = α|n〉, where α is some
constant. From Eq.1.32 the eigen-energies are E = ±
√
n~ω′. It becomes evident
from Eq. 1.31 that if u = α|n〉 then v = β|n − 1〉. The normalization condition of
u and v gives us α2 + β2 = 1. Using u = α|n〉 and v = β|n − 1〉 in Eq. 1.31 we get
another condition as α = β when E > 0 and α = −β when E < 0. Combining all





































eq. 1.35 tells us that at n = 0 the sublattice A has no K ′ isospin wavefunction
component and B has no K isospin wavefunction component. As in the case of
2DEG in GaAs in magnetic field this system also has the same degeneracy due to
guiding center quantum number. Also there is an additional degeneracy from isospin
quantum numbers K and K ′. And in absence of Zeeman coupling the spin states are
also degenerate. In total each LL has a degeneracy of 2× 2× Φ/Φ0.
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1.4 Two body interactions in quantum Hall systems
From the sections 1.1 and 1.3 we saw that the eigenenergies are independent of the
guiding center quantum number k which results in the group velocity of the electron
v = ∂kEn/~ to be zero in the bulk. In these systems the electron-electron interactions
are stronger than kinetic terms and hence can no longer be ignored. In the following
sections we will explore electronic interactions and review some of the previous results
on quantum phase transitions in both GaAs and graphene systems.
1.4.1 Electron density-density interactions in GaAs
In this section we derive a a generic form of the interacting Hamiltonian of a
density-density interaction with a potential V (r). From this section onward we will
describe all Hamiltonians in second quantized formalism. Here we define the electron












































2r2V (|r1 − r2|) : ρe(r1)ρe(r2) : (1.38)
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Since the system has translation symmetry it will be convenient to write Hint in















































































































































































2r2V (|r1 − r2|)ei(q1·r1+q2·r2) (1.47)
Now we will change the real space variables to center of mass coordinate RCM =
(r1 + r2)/2 and relative coordinate r = r1 − r2 and substitute this in the spatial
integral in the eq. 1.47∫
d2r1d




























































In this section we constructed the full Hamiltonian which includes the electron-
electron interaction. In any many body system it is very difficult to find the exact
ground state. One may use exact diagonalization but it can only be performed for
small system sizes. Instead of looking for exact ground states we can try to find an
approximate ground state which has same physics as the exact ground state. One
such method is the Hartree-Fock (HF) approximation. In the next sections we will
look at HF states in the bulk of 2DEG QHS.
1.4.2 Hartree-Fock Ground states in Bulk
In the Hartree-Fock approximation we look for a Single Slater Determinant (SSD)





where c†i is a creation operator that creates an electron in the state i. The index
i labels an arbitrary set of orthonormal one-body states in the Hilbert space of H0
(given in eq. 1.3). It has been shown that the HF method does a good job predicting
the ground states in the integer QHS bulk [17–21]. In the HF method we define a









The ∆ matrix completely determines the SSD states and any order parameters e.g.
electron density, magnetization etc. can be calculated using it. One of our assump-
tions is that the ground state preserves translation symmetry. Hence we look for
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states which have the guiding center label k as a good quantum number. Although
states which do not follow this assumption are possible [22, 23], we will confine our-
selves to states possessing translation symmetry. To write the HF Hamiltonian (HHF )
of eq. 1.50 we decouple the four Fermion term of Hint in eq. 1.49. To show this we
take the example of decoupling c†icbc
†


























































































In the last equation in eq. 1.54 we got rid of the k index from the ∆ matrix and the
Fermionic operators because we are only looking for translation invariant solutions














−iqx(k1 − k2 − qy)l2
]
. The total energy of the system is





























Ṽ k1,k1−qyn1,m2,m1,n2(qx, qy)∆s2,n2;s1,n1∆s1,m2;s2,m1 .
One can now solve the HHF Hamiltonian numerically and iteratively by specifying
an initial ∆ matrix till the ∆ matrix converges to a certain specified accuracy, this
method corresponds to finding the SSD state with lowest energy. One should also
keep in mind that HF method often converges to local minima and we should try
various initial ∆ matrices and look for the solution with the lowest energy among




which appears in the Hartree term (2nd term) in Eq. 1.46c
∑
qx,k2
Ṽ k1,k2n1,n2,m1,m2(qx, 0) =
∑
qx,k2















V (qx, 0)ρn1n2(qx, 0)ρm1m2(qx, 0)e
−iqxk1l2NΦδqx,0 (1.57c)
=V (0)ρn1n2(0)ρm1m2(0)NΦ. (1.57d)
In the range of the strength of the interaction we are concerned with the bulk
ground state is diagonal in both spin (s) and Landau level index (n) in other words
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∆s2,m2;s2,m1 = Ns1,m1δs1,s2δm1,m2 where Ns1,m1 denotes the occupation number of elec-
trons in the state with spin s1 and Landau level m1 which we know for Fermions can


















































In Eq. 1.58d we used Eq. 1.45, 1.13c and ν =
∑
s2,m1
Ns2,m1 . In these systems
the electron are bound to the sample by a background potential formed by positive
background charge density ρb = ν/2πl
2 such that the system is charge neutral. One
can write the background contribution to the Hamiltonian Hb as




It becomes clear from 1.58d and 1.59b that the background cancels out the Hartree
contribution. Dropping the Hartree term from Eq. 1.54 we have












For our purpose we take V (q) = 2πe2/(q+ q0) which is a screened Coulomb potential








































































Here Ec is a measure of the strength of the electronic interaction. For calculation
purposes we work with Ẽc = Ec/~ω0 which is a dimensionless parameter and repre-
sents the relative strength of the interaction with respect to cyclotron energy gap.
We can use the equation above to solve HHF iteratively by starting with different






where |0〉 is the vacuum state of the many body system. This state is a ferromagnetic
state, spontaneously breaks the spin SU(2) symmetry. The ∆ matrix of this state is
given by ∆k↑,1 = 1 and all other elements of this matrix are zero.













The unpolarised state ψunpolarν=2 becomes the ground state for Ec < 2.12 . As the Ẽc
is tuned beyond 2.12 the polarised state ψpolarν=2 becomes the ground state overcoming
the cyclotron energy gap (~ω0) between n = 0 and n = 1 Landau level [21].
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The partially polarised state ψparpolarν=3 is ground state for Ẽc < 2.52. Whereas the po-
larised state ψpolarν=3 is the ground state for Ẽc > 2.52. Both these states are magnetised
and break spin SU(2) symmetry.































The transition from unpolarised state ψunpolarν=4 to polarised state ψ
polar
ν=4 occurs for
Ẽc > 2.92. The partially polarised state ψ
parpolar
ν=4 becomes ground state for a certain
range of Zeeman coupling strength (Ez) but in a typical QHS the Ez is much lower
than that required for the ψparpolarν=4 to be a ground state.
All the above mentioned phase transitions are first-order or discontinuous transi-
tions. These values of Ẽc are important for studying edge dynamics of various QHS
at different ν as we will see in the next chapter.
1.4.3 Interactions in Monolayer Graphene at ν = 0
The quantum Hall effect in graphene was first experimentally studied in 2005
[24, 25]. It was then experimentally shown by Jiang et al [26] that the ν = 0 and ±1
states arise from electron-electron interaction which breaks the spin and sublattice
symmetry. The non-interacting graphene Hamiltonian has the internal symmetry
group
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SU(2)spin ⊗ SU(2)valley. In graphene, experiments have found the existence of ferro-
magnetic, canted anti-ferromagnetic [27, 28] and Kekule distorted phases [29]. These
phases can only be explained theoretically by considering lattice-scale Hubbard and
Heisenberg spin interactions. Alicea and Fisher showed that the symmetry of the 2-
body interacting Hamiltonian has the symmetry of SU(2)spin⊗ (Z2⊗U(1))valley [30].
The U(1)valley symmetry arises due to the lattice translation symmetry. This symme-
try makes sure that the Hamiltonian conserves the difference in the particle occupa-
tion between the two valleys. To understand this consider the term c†s,Kcs,K′c
†
s′,K′cs′,K .
We see that this term exchanges electrons between the two valleys and conserves
the particle number difference operator between the layers. Whereas a term like
c†s,Kcs,K′c
†
s′,K′cs′,K′ transfers an electron from K
′ valley to the K valley and doesn’t
conserve the particle number difference operator.
Figure 1.4: A representation of the interaction c†s,Kcs,K′c
†
s′,K′cs′,K . An electron hops
from K to K ′ and an electron hops from K ′ to K.
We also assume that the electronic interaction strength is much smaller than the
cyclotron energy gap, so that we can only take into account the n = 0 Landau level
and ignore the other levels. In the regime of high interaction strength this symmetry
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dictates the form of the effective theory which is obtained by integrating out higher







































where in eq. 1.67 going from equation a to b we assumed that the interactions
are of ultra short-range and the operators M i and the coupling parameters Ki are
independent of q. The index s represents the spin and a, b, c and d represent the
valley isospin. Now the operator M i is such that HMGint has the symmetry SU(2)spin⊗
(Z2 ⊗ U(1))valley. We can define M i using Pauli matrices σ for the spin and Pauli
matrix τ for the valley pseudospin such that M ≈ σ ⊗ τ . To conserve the above





iM i =K0(σ0 ⊗ τ0)(σ0 ⊗ τ0) +Kxy
∑
a=x,y




(σs ⊗ τ0)(σs ⊗ τ0) +Ksz
∑
s=x,y,z





(σs ⊗ τa)(σs ⊗ τa) +Kz(σ0 ⊗ τz)(σ0 ⊗ τz) (1.68a)
The first term in eq. 1.70 is the pure density interaction and it has a symmetry of







= −δs1,s′1δs2,s′2 + 2δs1,s′2δs2,s′1 , (1.69)
it can be shown that the eq. 1.70 can be reduced to only two parameters [18]. One




iM i = Kxy
∑
a=x,y
(σ0 ⊗ τa)(σ0 ⊗ τa) +Kz(σ0 ⊗ τz)(σ0 ⊗ τz) (1.70)














































































































We can solve this iteratively at each point in the parameter space to find the ground
state. The following are the four phases we get after solving the above Hamiltonian
at ν = 0:





(σ0 + σ3)⊗ τ 0 (1.72)





σ0 ⊗ (τ 0 + τ 3) (1.73)





σ0 ⊗ (τ 0 + τ 1) (1.74)
4. Anti-ferromagnetic/Canted Anti-Ferromagnetic (AF/CAF): This phase breaks
the spin SU(2) symmetry. In presence of Zeeman coupling the AF state becomes
CAF phase. It was shown that tuning Zeeman energy one can make a continuous











σ3 ⊗ τ 0
)
+ σ0 ⊗ τ 0
]
(1.75)
Here cosφ = Ez/(2Kxy) where Ez is the Zeeman coupling strength. For Ez >
2Kxy the phase transitions to ferromagnetic state. Both CAF and F state
have a Hall conductance of zero. But the F phase has non-zero two terminal
conductance near the edge and the CAF phase is an insulator. A more rigorous
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theoretical study was done by Murthy et al [32, 33] using time dependent Hatree
Fock method. Except for CAF to F phase transitions all other transitions are
discontinuous phase transitions.
Figure 1.5: Phase diagram for mono-layer graphene at ν = 0
1.5 Outline of the thesis
So far we have presented the basic concepts and tools we will need for the later
chapters. In this thesis we focus on two different two dimensional systems to
study the effect of electronic interaction in presence of magnetic field.
In Chapter 2 we study the quantum phase transition near the interface between
a ν = 4 and a ν = 3 QHS which are connected via a smooth background
potential. We find that there are two possible phases in the parameter space of
interaction strength Ec and the smoothness of the background potential w. In
phase A, which is the ground state for large w, there are three chiral charged
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modes, each with a definite spin, and at smaller w phase B is the groundstate
with one charged chiral mode. Phase B breaks spin U(1) symmetry near the
interface at the mean field level, which is forbidden by the Mermin-Wagner
theorem. We then find the effective field theory which shows that the phase B
exhibits a pair of counter-propagating spin active modes which is absent from
phase A. These spin active modes can be detected by NMR probes and it is a
possible experimental method to distinguish between these two phases.
In Chapter 3, we study the phases of a double-layer graphene system in a mag-
netic field. We construct a simple interacting Hamiltonian using the symmetries
of the system. We assumed that the terms arising from spin-spin interaction be-
tween the two layers can be ignored due to large inter-layer distance compared
to the range of the spin-spin interaction. In this system the two graphene lay-
ers are tunnel-decoupled but have strong inter-layer electronic density-density
interaction. We calculated the phase diagram in the parameter space of the
coupling strengths Kxy, Kz and Lz. We find a inter-layer coherent phase which
breaks the layer U(1) continuous symmetries, which conserves the number of
electrons in each layer. We further study the effect of Zeeman energy on the
system. We find that the inter-layer coherent state gains a small magnetiza-
tion at non-zero Zeeman field and a continuous phase transition can be driven
between the ferromagnetic state and the magnetised inter-layer coherent phase
by tuning the Zeeman field. We discuss the number of Goldstone modes in the
bulk.
Copyright © Amartya Saha, 2021.
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Chapter 2
Emergence of Spin-active Channels at a Quantum Hall Interface
In QHSs the bulk is insulating and the edge has charged chiral modes. In the
non-interacting limit the number of chiral modes equals the filling fraction ν in the
IQHE regime. These chiral modes are robust to scattering due to impurities. In fig.
2.2 we can see a cartoon of two QHSs; one at ν = 1 with one chiral mode on each
edge, and one at ν = 2 with two chiral modes on each edge.
Figure 2.1: The background potential V as a function of x coordinate. The potential
V is independent of the y coordinate. (Illustration from [1].)
(i) ν = 1
(ii) ν = 2
Figure 2.2: An illustration of QHSs at different filling fractions with edges. The blue
dots are the guiding centers. The dotted grey line denoted by EF is the chemical
potential which is controlled by gate voltage. The solid red line denotes the single
particle energy levels. (Illustration from [1].)
In the above figures it is assumed that the system has periodic boundary condi-
tions in the y direction (into the page) and in the x direction the system has open
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boundaries which break translation symmetry. This leads to a dispersion of each
Landau level near the edge as shown in the above figures. The chiral modes exist
at the point where the chemical potential cuts the energy level denoted as solid red
lines. In QHSs one needs to model a background potential which holds the electrons
to the sample.
This background potential can be modeled using positive background charge in





Using eq. 1.13c we can see that the total background charge is eνNΦ which is equal
to the total electronic charge and this keeps the system charge neutral. Near the edge
























where w controls the softness of the edge, smaller w means a sharper edge. At the
non-interacting level the softness of w doesn’t qualitatively change the edge dynamics.
But a lot of theoretical work has shown that when the electron-electron interaction
is introduced the edge reconstructs in order to screen the background potential when
w is increased beyond a certain value [34–37]. Edge reconstructions are dictated by
the interplay of the electron-background interaction and electron-electron repulsion.
Edge reconstructions can change the dynamics of the chiral modes near the edge e.g.
distance between two chiral modes can change, the modes can switch places with each
other or additional pair of counter propagating modes can be generated. However, the
underlying topology of the state remains the same i.e. the Hall conductance which is
a topological quantity remains the same. Some of the theoretical work on fractional
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edge reconstruction are in the references [38–40].
The simplest case of edge reconstruction is that of a ν = 1 edge. The HF study of
the edge reconstruction for ν = 1 was first done by Chamon and Wen. They showed
that for w > 11l the electrons change their occupation as shown below [35]
Figure 2.3: Edge reconstruction at ν = 1: These panels show the edge electron
occupation(blue), electron(green) and background(yellow) charge density(in units of
1/2πl2). The upper panel is the edge structure for w = 7l and the lower panel is the
edge structure for w = 12l.
From fig. 2.3 we can see that for w = 12l the reconstructed edge helps the electron
to follow the background charge density better than a sharp edge electron density by
separating a lump of occupation which helps to spread out the electron density. This
also creates a pair of counter propagating chiral charged modes. Later Karlhede et
al [41], Oaknin et al [42] and Franco et al [43] theoretically showed the existence of
better ground states which break spin U(1) and translation symmetry near the edge
by allowing mixing of guiding center indices.
We wanted to explore whether edge reconstruction can give rise to neutral counter
propagating spin modes. Since spin is involved, we need at least one of the two bulk
states to be a QH ferromagnet. With this motivation in mind we found that an
interface between a QHS with ν = 4 singlet in the bulk connected to ν = 3 fully
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polarised state in the bulk is a good candidate. In this problem we plot the phase
diagram in the parameter space of w̃ = w/l which is the measure of how soft the
interface potential is and the parameter Ẽc which is the strength of the Coulomb
interaction with respect to the cyclotron energy gap(~ω0).
In the HF limit there are two phases of the system in question. In phase A there
is a pair of counter propagating modes in addition to the chiral mode required to
conserve the topology. Each mode is spin resolved. In phase B there is one chiral
mode and this phase breaks the spin U(1) symmetry near the interface. We argue
that the phase B has a long-wavelength gapless spin excitation which generates a pair
of counter-propagating neutral spin modes by using the correct effective field theory
(EFT). Such spin modes are absent in phase A. NMR probes can be used to detect
these spin waves in phase B and distinguish between these two phases. Note that in
the HF analysis we restricted ourselves to finding translation invariant solutions. In
other words we did not allow guiding center mixing.
2.1 System
Figure 2.4: A schematic diagram of our setup with an interface between bulk ν = 4
and ν = 3 IQHE states. The solid line (red online) is a downstream chiral charged
mode required by topology. The pair of dashed lines (green online) depict either spin-
resolved charged chiral modes (phase A) or gapless spin-active chiral modes (phase
B). We will discuss the modes further in the later sections
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The system that we are considering is a semi-infinite QHS of ν = 4 on the left
side and a semi-infinite ν = 3 in the right. And in the middle these two QHSs are
connected via a smoothly varying potential. A schematic diagram of the system is
shown below.
2.1.1 Bulk ν = 3 and ν = 4
We discussed the bulk HF ground state at various filling fractions in section 1.4.2.
We found that for both ν = 4 and ν = 3 there is a transition point where these systems
becomes fully polarised from unpolarised and partially polarised states respectively.
We see that for 2.52 < Ẽc < 2.92, qo = 0 and Ẽz = Ez/~ω0 = 0 the ν = 4 is
unpolarised (0 ↑, 0 ↓, 1 ↑, 1 ↓) but ν = 3 is polarised (0 ↑, 1 ↑, 2 ↑) . Below are two
plots for qo = 0.1 and qo = 0.01 showing the region of interest when the Zeeman
coupling is turned on.
(i) qo = 0.1 (ii) qo = 0.01
Figure 2.5: The shaded region in both these plots shows the region of Ẽc and Ẽz for
which the ν = 4 bulk is a singlet and the ν = 3 bulk is fully polarised
The interface between ν = 4 and ν = 3 promises to be interesting as going from
ν = 4 to the ν = 3 across the interface, the spin has to change by 3/2.
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2.1.2 The interface























, x ≥ w
2
(2.3)
Figure 2.6: The background charge density(ρb) across the interface(x direction). ρb
preserves the translation symmetry along the edge(y direction)
Figure 2.7: A cartoon of the system we consider for the calculation. The red region
is the interface between ν = 4 and ν = 3 QHSs.
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In our numerical calculation we consider our system to be an infinitely long cylin-
der with finite circumference. The axis of the cylinder is the x axis and the circum-
ference is along the y axis which is the periodic direction as shown below.
We freeze the regions labeled as ”Bulk” to their respective bulk ground state occu-
pations and allow the ”Active Region” to find its ground state during the HF method,
which is applied only in the active region. We used the value of the circumference of
the cylinder to be 20πl which makes the number of the guiding centers per magnetic
length equal to 10. Along the x direction we kept the length of each ”Bulk” region
F equal to 45l and the ”Active region” length (L) equal to 50l.
2.2 Hamiltonian












Eq. 2.4b is the Fourier transform of eq. 2.4a where ρe(q) is given by eq. 1.45 and
V (q) is 2πe2/(q+qo). ρb(q) is the Fourier transform of the background charge density
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where we got rid of qy sum by using the δqy ,0 from the eq: 2.5b. Now we can write
full Hamiltonian as
H = H0 +Hz +Hback +Hint. (2.7)




































It is clear that the translation symmetry will be broken along the x direction due
to the interface potential. We will assume the solution to have translation symmetry


































































Now we can write the full HF Hamiltonian as
HHF = H0 +Hz +Hback +Hint (2.13)
where Hint is given by eq. 2.12. We do self consistent HF by freezing the ”Bulk
region” on each side to their respective bulk ground states i.e. the ground state on




















We run the HF process by choosing various initial ∆ seed matrices in the ”Active
region”. Then we find the ground state by comparing different ground states, choosing
the state with lowest energy. We find the total energy using the following equation



























































We can see that from eq. 2.4, 2.8, 2.9 and 2.12 the HHF in 2.13 is diagonal in the
guiding center index k. We use the spin and LL unrestricted HF method in which
we allow the spins and the LL levels to mix with each other. In our calculation we
include the LLs n = 0, 1, 2 and 3 and spins up and down for each LLs making a total
of 8 basis states at each k.
2.2.2 Hartree-Fock Results
In this section we only show results for qo = 0.01 and Ẽz = 0.03. At this value of
Ẽz and qo the ν = 4(kl
2  0) bulk state is a singlet (so total Sz = 0) at each guiding
center and ν = 3(kl2  0) is fully polarized with total Sz = 3~2 at each guiding center
for 2.49 < Ẽc < 2.87. Going from from kl
2  0 to kl2  0 the spin polarization
changes from zero to 3~
2
per guiding center. We found that there are two phases which
differ from each other in terms of the spin structure and number of chiral modes near
the interface: Phase A and Phase B. In the figures 2.8 and 2.9 in the upper panel there
are four levels below the chemical potential µ(dotted yellow) for kl2  0 representing
ν = 4 region. These levels are: 0 ↑(solid blue), 0 ↓(dotted orange), 1 ↑(solid green)
and 1 ↓(dotted red). And for kl2  0 the system is ν = 3, there are three levels below
µ: 0 ↑(solid blue), 1 ↑(dotted orange) and 2 ↑(solid green). Note that the color and
solidity of these lines follows the energy levels and doesn’t contain any information
about spin or LL composition of each level.
Phase A: In the HF limit this phase has three chiral modes, each spin resolved.
Below is a plot of the single particle levels along with the total Sz and Sx plots for
each guiding center.
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Figure 2.8: Phase A in the HF approximation: The upper panel shows the single-
particle energy dispersion and the lower panel shows the total Sz and Sx values (in
units of ~
2
) as a function of the guiding center position.
As one moves towards kl2 = 0 from kl2  0 the 1 ↓ level moves above µ cutting
it at a positive slope producing a ↓ spin downstream (going into the page) chiral
mode. Moving from kl2 = 0 towards kl2 > 0 the 2 ↑ level comes down and cuts µ
at a negative slope giving a ↑ spin upstream (out of the page) chiral mode. Moving
further towards the ν = 3 bulk the 0 ↓ goes above the µ and cuts it at a positive
slope producing the third chiral mode which is a ↓ spin downstream. From the lower
panel we can see that the spin remains a good quantum number as total Sx remains
zero across the interface. The total Sz changes by steps of
~
2
as we move from the left
to the right.
Phase B:The HF ground state suggests that this phase has one downstream chiral
mode and breaks the spin U(1) symmetry.
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Figure 2.9: Phase B in the HF approximation: The upper panel shows the single-
particle energy levels and the lower panel shows the total Sz and Sx values (in units
of ~
2
) as a function of the guiding center position.
In phase B only one of the levels crosses the chemical potential, and does so with
a positive slope. The total Sz change from zero in the ν = 4 side to
3~
2
to the ν = 3
side. This phase also has a non-zero total Sx near the interface which means that the
spin U(1) symmetry is broken near the interface.
The interface reconstruction in this system is driven by the interplay of (i) the
softness of the interface potential controlled by w̃, (ii) the electron-electron repulsion
and (iii) the spin stiffness which is an energy cost added to phases with spin rotation.
The phase diagram in fig. 2.10 shows that phase A is energetically favorable for
relatively larger w̃ as compared to phase B. This is due to the fact that phase A
spreads the electron density near the interface better than phase B and hence it
screens the background potential better than phase B.
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Figure 2.10: Phase diagram in the parameter space Ẽc and w̃. For values of Ẽc < 2.7
Landau level mixing is weak, and the spin-stiffness increases with Ẽc.
We also observe that as Ẽc increases below 2.7 the phase A becomes more favorable
because the spin stiffness increases with Ẽc and hence phase B costs more energy.
But increasing Ẽc beyond 2.7 also increases LL-mixing which in turn reduces the spin
stiffness, and reducing the energy cost of phase B. This is the reason for the shape of
the phase boundary.
2.2.3 Stability Analysis
2.2.3.1 Phase diagram with three LLs
We explored the phase diagram by including three LLs instead of four. The two
main observations that we make are (i) the emergence of phase A for small w̃ and
(ii) the phase boundary at large w̃ values shifting towards smaller w̃. Both of these
can be explained by the fact that not including the 4th LL decreases the LL-mixing
and hence increases spin stiffness. For very small w̃ phase B will have to rotate the
spin over a smaller region, meaning more spin stiffness cost, favoring phase A. For
small values of w̃ the energy difference between phases A and B is small enough that
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including another LL makes phase B energetically favorable for small w̃ as we saw in
the previous section.
Figure 2.11: Phase diagram in the parameter space of Ẽc and w̃ at Ez = 0.002 when
only mixing between three Landau levels is allowed.
Similarly for the other phase boundary, the increased spin stiffness due to reduced
LL-mixing favors phase A. Comparing the above phase diagram with the four LL
phase diagram in fig. 2.10 we see that adding higher LLs shifts the phase boundaries
such that the phase B region broadens. Further addition of LLs will shift the phase
boundary in fig. 2.10 towards larger values of w̃.
2.2.3.2 Variation with respect to the Zeeman coupling Ez
In fig. 2.5 we see that the region of interest in Ẽc changes with Ẽz. From the







where Egs is the ground state energy and the S
tot
z is the total magnetization of the











where Ψn,k(r) is same as eq. 1.11. Eq. 2.19 tells us that the phase with greater total
magnetization is energetically favored as Ẽz is increased. Below we see the phase
diagram of the system for different Ẽz values.
Figure 2.12: Phase diagram for different values of Ẽz. The coloured horizontal lines
tell us the value of Ec where ν = 4 is singlet and ν = 3 is fully polarised at different
Ez values
From fig. 2.12 we see that in the lower part of the phase Ẽc < 2.57 for Ẽz = 0.08
decreasing the Ẽz to 0.05 shifts the boundary towards phase A but right above the
point where the phase boundary makes a sharp turn the boundary shifts towards
phase B showing that for Ẽc > 2.57 decreasing Ẽz favors Phase A. To understand
this further using eq. 2.19 we plot the Stotz for both the phases near the phase
boundary for Ẽz = 0.08.
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Figure 2.13: Magnetization versus Ẽc for q0 = 0.01 and Ẽz = 0.08. The w̃ values at
each Ẽc are chosen to be at the phase boundary.
As we can see from the above plot Stotz is larger for phase A when Ẽc < 2.57
and for Ẽc > 2.57 phase B has larger total magnetization. But the difference of
magnetization between the two phases is small for Ẽc > 2.57 which is reflected in the
phase diagram as the shift in the boundary is smaller for Ẽc > 2.57 as compared to
Ẽc < 2.57.
2.2.3.3 Variation with respect to the screening length qo
The parameter qo is a measure of range of the long-range interaction. As qo
increases it decreases the range of the interaction. Below is a figure comparing the
phase diagram for qo = 0.1 and qo = 0.01.
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Figure 2.14: Phase diagram for different values of the screening length q0 at Ẽz = 0.08.
Here again, the coloured horizontal lines demarcate the upper and lower bounds of
Ẽc between which bulk ν = 4 is a singlet and bulk ν = 3 is fully polarized for different
q0 values
2.3 Effective field theory
Since the system near the interface is a quasi one dimensional system, according to
the Mermin-Wagner theorem no continuous symmetry can be broken spontaneously
as the quantum fluctuations would kill any order parameter. The HF solution in
phase B spontaneously breaks the spin U(1) symmetry near the interface because the
HF method neglects quantum fluctuations. This means that phase B preserves the
U(1) symmetry and hence it cannot host any Goldstone modes near the interface.
In order to answer questions about collective excitations and quantum fluctuations
we need to construct an effective field theory(EFT) that matches our HF phases
with that of the proposed EFT. Then we can use this EFT to look at the collective
excitations of the states in question.
In our quasi one dimensional system the Hamiltonian has spin SU(2) symmetry,
which reduces to U(1) symmetry due to the Zeeman field. Hence the appropriate
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Quantum Hall ferromagnetism constrains the model to have the parameters J,∆ > 0,
ferromagnetic sign. We know that in the classical limit for ∆ > 1 and Ez > 4(1−∆)
the phase is ferromagnet, while for ∆ < 1 the spin U(1) symmetry is broken. Thus
∆ > 1 is identified as phase A and ∆ < 1 is identified as phase B.
In the XXZ model the spins are located on the lattice sites while our system
is in continuum. An important question is, what is the spin S in our model? To
answer this we observe in fig. 2.9 that the total Sx is non-zero within a few magnetic
lengths of the interface for in a range of few magnetic lengths. The number of guiding
centers in a magnetic length is Ly/2πl (in our calculations it is 10 guiding centers
per magnetic length). Also at low energies due to non-zero spin stiffness the spins at
different guiding centers move in concert. This proves that the spin S  1.
In 1980 Haldane [46] showed, using Bethe ansatz, that for S = 1/2 and −1 < ∆ <
1 there exist a phase with gapless spin excitations, i.e. a pair of counter propagating
spin active modes. This phase shares a boundary with the ferromagnetic phase and
antiferromagnetic phase in the parameter space of ∆ and Ez. In our regime of interest,
∆ > 0, increasing Ez drives a phase transition from the gapless phase to the gapped
ferromagnetic phase.
In 1986 Schulz [47] calculated the phase diagram of the XXZ model using bosoniza-
tion for both integer and half integer spin S. In this work he included a term DS2z,n
instead of EzSz,n at each site. His analysis showed that for any spin S both the
gapped ferromagnetic and gapless phase exist for ∆ > 0. For arbitrary spin S the
XY like phase occurs for ∆ < ∆c. The value of ∆c depends on other parameters
like D and Ez, tuning these parameters can drive a transition between the gapped
feromagnetic and gapless phases.
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From the above mentioned literature we see that for ∆ < 0 there will always
be a phase with gapless excitations (which has same symmetry as phase B) and
a ferromagnetic region with gapped spin excitations (which is same as phase A ),
irrespective of the value of spin S. The transition between these two phases can be
driven by external Zeeman field or the parameter D.
To distinguish between these two phases one should look for long-wavelength spin
modes; if they are gapless then the system is in phase B; otherwise it it in phase
A. NMR is an experimental technique that can be used to probe long-wavelength
spin fluctuations. it can detect the total spin polarization of electrons by measuring
the Knight shift [48] of the frequencies of NMR resonance lines. This technique has
been used to detect Skyrmions in QHSs [49, 50] and probe spin polarization in QHSs
[51, 52]. The nuclear spin moment relaxes via the inhomogeneous distribution of local
effective magnetic fields (with relaxation time T1 ), and via true energy relaxation by
emitting and absorbing low-energy electronic spin degrees of freedom (the relaxation
time T2 ). Using the relaxation time T2 the low energy spin modes can be detected.
In phase B, T2 will be smaller than in phase A and a transition from phase B to A
will drastically increase T2.
2.4 Summary
In our study of the dynamics of the interface between ν = 4 and ν = 3, using the
HF method we found two phases. In phase A (fig. 2.8) there are three charged chiral
modes out of which two are downstream and one is upstream. The spin is a good
quantum number in this phase and each chiral mode has a definite spin. In phase
B (fig. 2.9) there is one charged downstream chiral mode. At the HF level the spin
U(1) symmetry is broken near the interface because of the non-zero total Sx. We
showed how the phase diagram in the Ẽc − w̃ changes with Zeeman coupling Ez in
fig. 2.12 and screening parameter qo in fig. 2.14.
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Following the Mermin-Wagner theorem we concluded that the broken spin U(1)
symmetry in phase B is an artifact of HF. We found that XXZ model in eq. 2.20 to be
the correct EFT to study the collective modes. We saw in the previous section that
for any spin S there is a phase for ∆ < ∆c which has gapless counter propagating spin
modes and a ferromagnetic phase where the spinwave excitation becomes gapped in
the presence of Zeeman field. From this we draw the conclusion that phase B will
have a pair of counter propagating spin active modes and the ferromagnetic phase,
which matches with phase A, will not have any gapless spin mode. These spin modes
can be detected using NMR.
2.5 Future work
There are many open questions for future work to answer. Some of the important
questions are (i) Can the gapless spin mode be gapped out due to spin fluctuations
in some region of the parameter space? If they are gapped out then the distinction
between phases A and B can be made by measuring the two-terminal conductance
(both electrical and thermal), which will be three times more in phase A as compared
to phase B. If the gapless spin modes of phase B are neutral then the two terminal
electrical conductance will still be 1/3 that of phase A. Which brings us to our second
question (ii) can the spin modes in phase B carry charge? Due to the spin-charge
relation in QHSs [41, 53] it is possible for spin modes to carry charge. To answer
these two questions one needs to use time dependent HF method (TDHF) to find
the collective modes. Murthy et al [32] showed that the HF single particle energy
levels of ferromagnetic state in graphene has no crossing with the chemical potential.
The ferromagnetic state near the edge breaks spin U(1) . Using TDHF method they
showed that this U(1) symmetry results in a gapless collective spin excitation [33]
which can carry charge. A similar analysis could be used to find if the spin modes
in phase B are charged. In this work we did not consider how the spin modes can
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couple to the downstream charge mode; the TDHF method inherently takes care of
that. One may also use bosonization to study how these modes will interact with each
other and whether the spin modes can carry charge or not. In our HF calculation we
found that the phase transition between phases A and B is first-order but the XXZ
model tells us that the transition is a continuous phase transition. So (iii) what is
the order of the phase transition?
Copyright © Amartya Saha, 2021.
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Chapter 3
Phases in Double-Layer Graphene at ν1 = ν2 = 0
Double-layer QHSs with no inter-layer tunneling (or negligible tunneling) in which
electrons in different layers can interact via density-density interactions have been a
subject of interest for a long time [2, 54–56]. In GaAs bilayer systems, experimentally
νT = 1 and νT = 1/2 quantum hall states have been observed [57, 58], where νT =
ν1 + ν2 and ν1 = ν2.
(i) double quantum well (ii) wide quantum well
Figure 3.1: Quantum Hall states in bilayer layer system as seen in both double
quantum well and a wide quantum well. The Hall resistance plot has a plateau at
both νT = 1 and νT =
1
2
. (Illustration from [2].)
Both these states were surprising because for νT = 1/2 each layer has a filling of
1/4 which is compressible [59]. Similarly νT = 1 is a Hall state even though each layer
has a filling of 1/2 which is compressible. These results can be explained theoretically
by a spontaneously broken layer U(1) symmetry which leads to inter-layer coherence.
Coulomb drag measurements have provided important information about inter-
layer coherent states. In a Coulomb drag experiment a current I is injected in one











Figure 3.2: Cartoon of the setup for Coulomb drag measurement. (Illustration from
[3].)
Theoretically inter-layer coherent systems should exhibit quantized Hall drag re-
sistance (Rxydrag) and zero longitudinal drag resistance (R
xx
drag) at very low temperature
[60]. In 2003 Kellog et al experimentally showed that at νT = 1, for inter-layer dis-
tance d smaller than a critical value d∗, the Rxxdrag = 0 and R
xy
drag = ~/e2, which shows
that the system is in a incompressible QHS. At intermediate values of the d beyond
d∗ the Rxydrag decreases monotonically and R
xx
drag increases. At very large d both R
xy
drag
and Rxxdrag decrease to zero (fig. 3.3) which shows that at large d the system is a
compressible state [4].
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Figure 3.3: Drag resistances as a function of d/l. At low d/l, Rxxdrag = 0 and R
xy
drag =
~/e2. (Illustration from [4].)
These experimental results indicate that the system is in a inter-layer coherent
state where electrons of one layer are bound to holes of the opposite layer. This state
can be thought of as easy plane pseudo spin, where the layer index is the pseudo spin















where k is the guiding center index, a2 + b2 = 1 and |0〉 is the state where both





|0〉 is a state where the layer L1 is filled and
the layer L2 is unoccupied. The operator c
†
k,L2
ck,L1 in eq. 3.3 is an electron-hole pair
(exciton) creation operator. From the above equation we can see that the state |φ〉
breaks the layer U(1) symmetry which leads to the conservation of particle number in
each layer. In an ideal double-layer QHS it is assumed that the inter layer tunneling is
zero and hence the state |φ〉 spontaneously breaks the U(1) symmetry and this leads
to condensation of these excitons and formation of a superfluid state [61]. It has
been shown theoretically [62, 63] and later verified experimentally [64] that a linearly
dispersing Goldstone mode exists due to the breaking of the layer U(1) symmetry.
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It is generally difficult to fabricate GaAs systems in which the tunneling is negli-
gible without compromising the mobility. Compared to GaAs double-layer systems,
double-layer graphene (DLG) systems are better candidates for observing inter-layer
coherent states as a much smaller layer separation d ∼ 2nm can be achieved with-
out tunneling which increases the inter-layer interaction strength. There has been
some theoretical work concerning DLG systems which has provided indications both
for and against the formation of excitonic states [18, 65–67]. The broken layer
U(1) symmetry in two dimensions at non-zero temperature should have a Berezin-
skii–Kosterlitz–Thouless (BKT) transition. Hongki et al [65] showed in the mean-
field limit that without a magnetic field, the phase transition occurs at TKT ∼ 0.1EF ,
where EF is the Fermi energy, which corresponds to room temperature. On the con-
trary Kharitonov et al [18] showed that if one considers screening in such systems
then the transition temperature is TKT ∼ 10−7EF which is much smaller than room
temperature. They concluded that the realization of the excitonic superfluid state is
not possible in graphene at zero magnetic field. In 2014 Toke et al [68] studied the
phase diagram for double-layer graphene at high magnetic fields. In the mean-field
limit they found hexagonal and square CDW phases along with a layer correlated
phase.
Recent experimental work has shown that DLG systems can exhibit inter-layer
coherent states. In these systems the two graphene layers are separated by a stack of
layers of hexagonal Boron nitride (hBN). The inter-layer distance can be controlled by
varying the number of hBN layers [3, 5, 69–75]. Li et al [5] showed experimentally that
a graphene double-layer system can exhibit inter-layer coherent states at fractional
fillings of each layers. We see in fig. 3.4 that Rxxdrag vanishes and R
xy
drag is non-zero at





Figure 3.4: Drag resistances at various fractional fillings of each layer (ν1 = ν2) of a
double-layer graphene system. (Illustration from [5].)
These experiments motivated us to explore the phase diagram of the DLG system
and find the simplest effective Hamiltonian. We will focus on the phase diagram,
assuming that inter-layer coherent phases can be distinguished by Coloumb drag
measurements. Restricting ourselves to ν1 = ν2 = 0 we found an inter-layer coherent
phase for a robust range of Hamiltonian parameters. This phase becomes magnetised
in presence of Zeeman coupling, which can be used to drive a phase transition from
the magnetised inter-layer coherent (MLC) phase to the ferromagnetic phase via a
first-order transition. Using Goldstone’s theorem we show that the MLC phase has
three gapless modes in the continuum limit.
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3.1 Assumptions and the model
We restrict our calculation to the n = 0 LL manifold. We know that two graphene
layers at large separation will become independent and each layer will have an internal
symmetry of SU(2)spin ⊗ (Z2 ⊗ U(1))valley as discussed in the section 1.4.3. For the
DLG system in consideration the spin quantum number should have a global SU(2)
symmetry, a global valley Z2 symmetry and for each layer the valley U(1) should
be conserved in order to conserve lattice translation symmetry. Since we assume
that the difference of the number of electrons in the two layers is conserved, there is
no inter-layer tunneling, the model has a layer U(1) symmetry. Here we make two
assumptions which enhances the symmetries and reduces the number of parameters
of the interacting Hamiltonian. First is that any inter-layer spin-spin interaction can
be neglected and hence we can enhance the global SU(2)spin symmetry to SU(2)spin
symmetry for each layer separately. The second assumption is that the inter-layer
distance d is much greater than intra-layer nearest neighbor distance. This makes the
interaction strength between the A(B) sublattice of a layer with the A sublattice and
B sublattice of the opposite layer approximately same. Hence the global valley Z2 can
be enhanced to valley Z2 of each layer separately. The full symmetry of the interaction
Hamiltonian will be SU(2)spin⊗ (Z2⊗U(1))valley for each layer and U(1)⊗Z2 for the
layer index. We also introduce a Zeeman term (Hz) which is controlled by tuning the
in-plane component of the external magnetic field which reduces the spin symmetry
from SU(2) to U(1). From here onward we denote the Pauli matrices in the spin
space with σ, in the valley space with τ and in the layer space with γ. The full
Hamiltonian is



















where ρLi(0) is the Fourier transformed electron density operator of ith layer with















M ick2 : (3.7a)
The operators M i are
M0 = σ0 ⊗ τ0 ⊗ γ0 (3.8a)
M1 = σ0 ⊗ τ1 ⊗ PL (3.8b)
M2 = σ0 ⊗ τ2 ⊗ PL (3.8c)
M3 = σ0 ⊗ τ3 ⊗ PL (3.8d)
M4 = σ0 ⊗ τ0 ⊗ γ3. (3.8e)
Here the layer projection operator PL is defined as
PLi =
(




and the Fermionic operator is ordered as
ck = (c↑,K,L,k, c↓,K,L,k, c↑,K′,L,k, c↓,K′,L,k, c↑,K,L′,k, c↓,K,L′,k, c↑,K′,L′,k, c↓,K′,L′,k)
T . (3.10)
In our calculation we drop the K0 term as it is SU(2) symmetric in spin, valley and
layer indices and doesn’t affect the phase boundaries or give rise to any new phase.
The Hcap term is a capacitance term which contributes to the total energy only when
the electron densities are different in the two layers. We introduced this term to make
sure that the two layers have the same occupation. For the parameters in the Hint we
denote K1 = K2 → Kxy, K3 → Kz and K4 → Lz From eq. 3.7a and 3.8e one can see
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that the Kxy and Kz terms are like the Kxy and Kz terms respectively in mono-layer
graphene discussed in 1.4.3. The Lz term is a function of the inter-layer distance (d).
As the distance d is increased the Lz term decreases towards zero.
3.1.1 Hartree-Fock Hamiltonian
As in the monolayer graphene case discussed in section 1.4.3 we use the HF method
find the ground states of eq. 3.4. Since we are only looking for translation invariant







We only take the Hartree term of Hcap and drop the Fock term because it is a
classical term. For calculation purposes, we set ges to a large value so that any state
with different occupation in different layers is energetically disfavored. We calculate





























































































































αc†a,kca,k(ν1 − ν2) (3.13a)
where the term α is -1 for a < 5 and for a ≥ 5 it is +1, a labels the dimension of the
M i operator and runs from 1 to 8. The total energy is














In the calculation we used both the iterative HF method eq. 3.13a and the variational
method where we calculated the energy of different states and determined the ground
state with lowest energy using 3.14a.
3.1.2 Results
In this section we discuss the different phases we found for the system in question.
We found that for Lz ≥ 0 the phase diagram is same as the MLG case from section
1.4.3. The ∆ matrix of the solutions are diagonal in layer index even though the
energy depends on the parameter Lz. For Lz < 0, in addition to the other phases, a
new inter-layer coherent phase which spontaneously breaks the layer U(1) symmetry.
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Figure 3.5: Phase diagram for double-layer graphene at ν1 = ν2 = 0 for Lz > 0 and
Ez = 0
Figure 3.6: Phase diagram for double-layer graphene at ν1 = ν2 = 0 for Lz = −0.5
and Ez = 0
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Figure 3.7: Phase diagram for double-layer graphene at ν1 = ν2 = 0 for Lz = −0.5
and Ez = 0.1
Table 3.1: Phase boundary equations as a function of the parameters
Boundary between Boundary equation
KD and CAF Kz = −Kxy + E2z/Kxy
KD and CDW Kz = Kxy
F and CDW Kz = −Kxy + Ez
F and MLC Kz = −2Kxy − 2Lz − 2Ez
MLC and CDW Kz = −23
(















F and CAF Kxy = −Ez/2
3.1.3 The phases
Charge Density Wave (CDW): This phase breaks the valley Z2 symmetry and it
is block diagonal in layer index. In this phase in each layer the alternate sites (A) in
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σ0 ⊗ (τ 0 + τ 3)⊗ γ0 (3.15)
and the energy per guiding center is
ECDW = 2 (Kz − LZ) . (3.16)
Kekule Distortion (KD): This phase breaks the valley U(1) symmetry and it is
block diagonal in layer index. In the continuum limit it seems that this phase breaks a
continuous symmetry but actually this phase breaks the lattice C3 rotation symmetry.




σ0 ⊗ (τ 0 + τ 1)⊗ γ0 (3.17)






Ferromagnet (F): This phase breaks the spin SU(2) symmetry and it is block
diagonal in layer index. This phase has a spin wave mode and at long-wavelength its




(σ0 + σ3)⊗ τ 0 ⊗ γ0 (3.19)
and the energy per guiding center is
EKD = −4Ez − 2
(
2Kxy +Kz + LZ
)
. (3.20)
Anti-Ferromagnet/Canted Anti-Ferromagnet (AF/CAF): This phase breaks the
spin U(1) symmetry and it is block diagonal in layer index. The CAF phase has a











σ3 ⊗ τ 0 ⊗ γ0
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For Ez = 0 the CAF phase becomes AF phase and the phase transition between AF
to F is first-order and for Ez ≥ 2|Kxy| the ∆ matrix represents F state. The phase
transition between CAF and F is continuous and it can be achieved by tuning Ez.The
energy per guiding center is
EAF/CAF = −4Ez − 2
(
2Kxy +Kz + LZ
)
. (3.23)
Magnetised inter-layer coherent/inter-layer coherent (MLC/LC): This state breaks
the layer U(1) symmetry and hence the state has coherent superimposition of the










2Ez∣∣2Kxy +Kz + 2Lz∣∣ (3.25)
and the energy per guiding center is
EMLC = −2Kxy −Kz − 4E2z/
∣∣2Kxy +Kz + 2Lz∣∣ . (3.26)
This phase has two order parameters
ΦL = σ
1 × τ 1 × γ1 (3.27a)
Sz =
σ3 × τ 0 × γ0
2
. (3.27b)
Here 〈ΦL〉 = 4 sin θ represents the extent of layer correlation and 〈Sz〉 = 2 cos θ is
the magnetisation of this state. On can see that for Ez ≥
∣∣2Kxy +Kz + 2Lz∣∣ the
parameter θ = 0 and this state is a ferromagnetic state as in eq. 3.19. For Ez = 0
(θ = π/2) we get a non-magnetised inter-layer coherent (LC) phase. This shows that
there is a continuous phase transition from MLC to F state by increasing Ez beyond∣∣2Kxy +Kz + 2Lz∣∣.
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The continuum model Hamiltonian 3.4 has five U(1) symmetries in presence of
Zeeman coupling; U(1)spin and U(1)valley from each of the two layers and one U(1)
layer symmetry. We can observe from eq. 3.24 that there are two U(1) symmetries
defined by operators
O1 = σ
3 ⊗ τ 3 ⊗ γ0 (3.28)
and
O2 = σ
3 ⊗ τ 0 ⊗ γ3. (3.29)
This means that there are three broken U(1) symmetries and hence by Goldstone
theorem there are three long-wavelength gapless modes in the bulk.
One might be curious about what kind of lattice interactions can give rise to such
interactions with the same symmetries. The following is the lattice Hamiltonian with













~Sr,L · ~Sr′,L. (3.30)
where n̂ is the electron number operator, ~S is the spin operator vector and the index
r represents the lattice point position. In eq. 3.30 the first term is the onsite Hubbard
interaction with coupling strength U1, the parameter U2 is the strength of the density-
density interaction between the nearest sites of the two layers and the parameter J is
the strength of the intra-layer nearest neighbor Heisenberg spin interaction. One can
show by projecting the Hamiltonian Hlattice to n = 0 LL and Fourier transforming it
that Kxy ∝ −J , Kz ∝ U1 and Lz ∝ U1/2 − U2. Here we provided a simple model
with smallest range of interactions but we may extend it to larger range and it will
still have the same symmetry.
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3.2 Summary
We constructed an interacting Hamiltonian with three parameters Kz, Kxy and
Lz, of the double layer graphene system which are tunnel-decoupled using symmetry
principles. At ν1 = ν2 = 0 we found the following phases with layer index as a good
quantum number: CDW, KD, F and CAF/AF. For Lz < 0 we showed that there exists
a inter-layer coherent phase (MLC/IC) which breaks the layer U(1) symmetry. This
phase gains a small magnetisation which depends on the value of Zeeman coupling
Ez. We also showed that a continuous phase transition occurs between the F and
MLC phases by tuning the Ez. However, the phase transition between the F and
LC phases is first-order. We argued that this phase has three Goldstone modes in
the bulk in the continuum limit, whose nature (neutral or charged) will be studied
in future work. The spontaneous breaking of the layer U(1) symmetry leads to the
formation of excitons, which are the bound states between the electron of one layer
bound to hole of another layer. The binding strength between the electron and hole
can be tuned by varying the inter layer distance.
3.3 Future work
Exploring the effect of interactions in edge dynamics of a DLG system is one
of the questions we want to answer. It becomes a very difficult problem when we
consider the edges of the two layers to be of different termination (zigzag, armchair
or intermediate). An easier case would be to explore when the two edges are identical
so that the layer symmetries are preserved.
Another problem that we are working on is studying the collective bulk modes in
the continuum. We showed that there are three gapless bulk modes but the nature
of these modes is still in question. In this problem we introduced both intra-layer
and inter-layer long-range interactions. This is motivated from the work in reference
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[62] where a long-range interaction between the two layers induced a soft mode which
eventually becomes unstable at finite momentum when the inter-layer distance is
increased beyond a certain value.
In the future we are also motivated to explore the phase diagrams at other fillings
fractions including fractional ones. The proposed model can be extended to studying
the ground states in double layer systems of graphene bilayers [71, 72], twisted bilayer
graphene [76] and even three graphene layers.
Copyright © Amartya Saha, 2021.
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