In computational neuroscience, the continual need for new software tools has led to the creation of software in a disparate and ad-hoc fashion with considerable overlap but little compatibility between different tools. Much of the resulting software is made freely available, but it is not always clear that it is sufficiently mature in terms of domain coverage, validity, documentation or usability, to be useful to other researchers. Software tools for scientific use should meet certain minimal conditions of correctness, usability and reliability. For databases and tools that are made publicly available, additional criteria of maintainability and sustainability should be met. We focused on 36 neuroscience software tools and asked how the culture and practice of software development affects the validity and trustworthiness of scientific software.
Introduction
Like most areas of scientific investigation, neuroscience is increasingly dependent on software. Software is used both for recording and analyzing experimental data, and, through computational models, for performing detailed quantitative studies of phenomena that are too intricate or complex to be elucidated by abstract reasoning or mathematics alone. Software development spans a huge range from writing simple scripts that automate repetitive tasks to the creation of large applications requiring teams of developers over many years. Whatever their origin and purpose however, software tools for scientific use should meet certain minimal conditions of correctness, usability and reliability. For databases and tools that are made publicly available, was later found, incorrect simulations. The U.S is currently trying to rejoin ITER. More recently, Greg Miller (2006) reported in Science that five high-profile publications (three in Science and two in other journals) had to be retracted, because of an error in the analysis software that the authors had developed themselves. It seems likely that these documented cases have only scratched the surface of a much bigger problem and that the majority of errors due to faulty and unreliable software remain undetected. This should come as little surprise given that, as Greg Wilson (2005) notes, much scientific software is written by scientists with little or no training or experience in software development.
Many of the most widely reported problems caused by software faults come from the physical and engineering sciences rather than the life sciences. This could be because they have a longer history of depending on computational results, a stronger culture of validation and error reporting, or simply a different approach to computational studies.
Within the life sciences themselves there is a considerable spread in the practice of computational work, from the commercial and large-scale community projects found in systems biology, to the single person projects that are so common in neuroscience. Here we focus on neuroscience software and address the question of how the culture and practice of software development affects the validity and trustworthiness of the results it generates.
Methods
The best starting point for such a study is a representative sample of software tools.
There are a number of software lists in computational neuroscience, including those provided by the INCF, but the longest established one is probably that of Jim Perlewitz (Perlewitz 2010) . Although the inclusion criteria of the Perlewitz list are not stated explicitly, the main entry method is by harvesting mentions of software tools from sources including the web, mailing lists and journals. The list is actively curated by a single expert in the field with an inclusive policy leading to a reasonably complete and well focused selection of tools that have been presented as being of possible interest to the computational neuroscience community. For our analysis, we combined the tools from Perlewitz' list with those, listed in the INCF software center.
For each tool in our list, we gathered data from the tool's primary website and from literature searches including information about publications, update history, available versions and current status. This exercise suggested a broad classification of tools and development methodologies. With this classification in hand we could then revisit the tools themselves and related publications to further refine the categories and to correlate familiar problems with the state of the tool or the development methodology.
Although we have attempted to look at each tool objectively it is worth stressing that this work is intended to offer a perspective rather than an empirical or dispassionate study of a field in which we are deeply involved. As such, it is also informed by our own experience as readers and reviewers of software papers and by accumulated anecdotal accounts of problems with scientific software projects over many years. These include a PhD student who found a critical software error shortly before he was planning to submit his thesis and had to repeat a year's work, a postdoc who routinely analyzed thousands of records by a precise sequence of manual operations on a spreadsheet, and a principal investigator who was left with a mass of code at the end of a grant that no other developer is prepared to touch. Similar stories are probably familiar to anyone involved in the field. At the same time, we must resist the temptation derive criteria for successful projects from our list, because it has a strong survivor bias (White 2000; Johanidis 2005): All tools listed here are already successful in the sense that they made it to the internet. We don't know anything about the many projects that never left their authors' computers and why they failed.
Results
We considered 36 projects including sub-cellular simulators, simulators for large networks and programs to interactively investigate complex dynamical systems. All the tools had been made publicly available with the implication that they may be useful to other researchers. About half (18 out of 37) of the projects appeared still to be maintained. Of the rest some, were very clearly abandoned (8 out of 19 with no activity in the last 5 years) and the others appeared to be inactive or at least dormant. Often the last web-site update is close to the publication date of the journal article about the software. This fits with the observation that much neuroscience software is written by students during their master's or PhD studies, and once they have graduated they no longer have the time or inclination to maintain it. In these cases the first publication about a piece of software is also its obituary. We suggest in the discussion that research articles are not the appropriate vehicle for such information unless a novel algorithm or method is presented that can outlast the particular implementation.
The main results of this study, however, are not the data about these particular software projects, but two sets of categorizations: one for software tools themselves, and the other for mechanisms by which they are developed. We do not wish to suggested that these categorizations are unique or fully objective. Rather they are offered as ways to think about scientific software projects that can help organize the data and explain phenomena that might otherwise seem puzzling. Such phenomena include decisions about research funding and the ease or difficulty of publishing a particular paper. Even if these exact categories are not formalized in reviewers' thinking, we suggest that the underlying issues are nevertheless affecting their decisions.
Types of scientific software 
Exercises, proofs of concept software and reference implementations
Much research software is written to test out an algorithm or to advance the researcher's understanding of the ideas or data involved. There is little need to impose a clear separation between the model and the implementation or to write user documentation.
The clearest attribute of this category of work is that the final outcome is not the software itself. Where the software is created as a training exercise, the trained individual is the outcome. Where it is created to explore or develop an algorithm, the algorithm should stand without reference to any specific implementation. It is rarely productive to share such software with colleagues, let alone propose it for general use and there is little benefit to making it publicly available.
A problem arises where the publication of an algorithm requires demonstration of its properties through computational results since software in this category can be sufficient to advance the developer's understanding of a problem without being suitable for producing publishable results. One solution is to accompany a presentation of the algorithm with a minimal reference implementation. Reference implementations can facilitate the wide adoption of an algorithm or the validation of alternative implementations, as in the cases of the Izhikevich model neuron (Izhikevich 2001 ) and the Mersenne-Twister random number generator (Matsumoto et al. 1998) . However, such reference implementations should not be mistaken with ready-to use software tools, because they focus on exposing one algorithms and usually lack user interfaces and supporting code for error checking and error handling.
Software tools
Software tools are used almost anywhere in the research pipeline. They are used to generate, analyze, process, or store scientific data. Depending on the degree of maturity, we can distinguish between research ready tools and user ready tools.
Research readiness
Many research groups develop and maintain private tools both for simulation and for data analysis. Such tools are frequently directed at very specific problems and changes to the software may be required for each new problem. Knowledge about what the software does and how it is used may be largely unwritten and passed directly between users. The benefit of such private tools is that the development costs are typically much lower than for general purpose solutions. A consequence of this is that it is hard for anyone outside the group to use such tools, making them generally unsuitable for sharing or publication.
Instead, the science done with the tool is published with the software described in the methods section of a paper. As with the first category, this presents its own problems because the developers must still demonstrate to the reader that the results are trustworthy and that the software implementation is correct. If this can be demonstrated, we call the software tool research-ready.
User readiness
User-ready software is not only research-ready, but should have most of the attributes commonly expected of commercial software products including broadness of scope, robustness, demonstrable correctness and adequate documentation. It should be possible for new users to undertake effective work with them without recourse to the original developers and without requiring modifications to the code to address new problems within their domain of application. This demands a good internal design with a clear separation between the specification and implementation of a model, and may possibly require support for extension via plugins or scripting. User-ready tools may merit publication of papers about the software itself, including the methods involved and steps taken to validate them.
Development models for neuroscience software
The means by which scientific software is developed also vary according to the needs of the project, funding sources, and the interests of those involved. Data from our software list and personal experience suggest four broad development models. First is Individualdriven Development where one or few individuals develop a piece of software over several years. Then there is Collaborative Development in which researchers from different groups pool their resources to develop and maintain a piece of software. Third is the Outsourced Development model, where a research group contracts an independent software developer to write a particular piece of software. These three development models are all research driven, because the software is written by or in close interaction with the scientists who want need the software tool for their research. There is a fourth development model, which we call Technology Driven in which a piece of software is developed as part of a dedicated grant for a prospected user audience which is typically not involved in the development. We will now discuss each development model in detail.
Individual-driven Development
Individual-driven Development (ID) is when one or few individuals develop the software to support their own research. It is the most common development model in our list, accounting for more than half the projects (23 of 37), and probably also the most common development model for software in neuroscience. A researcher begins writing software to address a particular problem. Over time, the software accumulates more features and the researcher decides to share it with others. In some cases this point is reached at the end of a PhD thesis, where the researcher considers it unlikely that they will continue to develop it themselves and publish it as a way to preserve their work rather than just discarding it, irrespective of whether it is ready or suitable to be released. In other cases a researcher continues development and members of their research group may get involved in using or extending the software, but it remains within the group.
The biggest problem with Individual-driven Development is that such tools rarely reach the maturity that would be required for a Research-ready Tool nor the completeness that would be required for a User ready tool. Since the developer's main task is research they have neither the resources nor the training to extend their software into a mature Research-ready Tool. Some projects such as Brian and Topographica have gained momentum and show the potential to become collaborative projects, but many of the tools on our list have a single developer and no apparent activity (of 17 projects classified as Inactive, 14 are also classified as Individual-driven). The dependence on one or few developers is the other main weaknesses of this model, giving rise to a single point of failure, with no means to ensure continuation of the software without its original developer. It highlights the lack of adequate mechanisms to motivate and reward other developers for extending and supporting such projects for the benefit of the research community.
Collaborative Development
Collaborative Development (CD) arises where a collection of individuals or research groups with similar requirements come together to pool their resources with each participant focusing on the aspects they need for their own work. They benefit from a shared core code-base, shared infrastructure and the increased visibility that comes from being part of a larger effort. Five projects in table1 are classified as collaborative and all of them seem to be alive. Thus, the biggest challenge for individual developers is the building of a productive developer community. There is no community that picks up their project, once it is released to the internet. Rather, developer communities must be actively build and cultivated.
Outsourced development
In this model, researchers in need of software contract an independent company or individual to write it. In the our list, there is only one example of this model.
The development of PSICS (Cannon et al 2010) was outsourced at a fixed price by a research group who needed the software for their research. In this case, documentation and validation comprised 40% of the total cost, with the core functionality carefully defined so as to produce a tool that the researchers could use independently. This model has yet to be used extensively in neuroscience, but the example of PSICS suggests that this could be at least partly due to the lack of suitable organizations to outsource to than a lack of interest from the community. In principle, this model has the potential to offer advantages to both sides. Researchers can negotiate a fixed price contract to be paid on delivery of working, validated software. Small projects can be accommodated and the original developers are more likely to be available to carry on as and when more work is required and funding is available. For software developers with an interest in science, such organizations could offer a stable career path in a single location while working on a succession of different projects and with the kind of close contact with other software engineers that is essential for effective professional development.
Technology-driven development
In technology-driven development, researchers identify an opportunity for a new software tool, gain grant funding to develop it, and then hire software developers or junior researchers to do the work. This model has been tried extensively in various countries, including substantial investment in the E-Science program in the UK, but has often led to disappointing results. Problems they face include building the wrong thing (lack of market research before funding), a fixed term development cycle with staff typically hired for three years, and a lack of a sustainable continuation plan. Even if the project yields useful software, the initial grant funding stops at just about the time the project can be expected to gain external users.
A possibly typical example is the NeoSim framework (Goddard et al 2001) developed
under the E-Science project in connection with the Human Brain Project. At its peak it had 5 programmers, but never attracted any users. The developers departed at the end of the grant with very little to show for the effort and none of the software was reused.
The lack even of internal users arises from having been a purely technology driven proposal, building something because it was possible to build it, without a specific scientific application. Although it had the potential to grow into a useful product the lack of demonstrable demand within the funded period would have made it a poor candidate for continuation (NeoSim addressed problems of connecting simulators, more recently addressed by Music (Djurfeldt et al 2010) and the Blue Brain Project (Markram 2006) ).
We can contrast the failure of NeoSim with the rather successful NeuroConstruct project which is also developed in a research group with up-front public funding (Gleeson 2007).
In this case, however, there is only one developer, and the group is its own customer with several people in the group engaged in research that is dependent upon the software being developed. Whereas NeoSim came from an informatics group, building what they thought others might need, NeuroConstruct comes from a neuroscience group, building what they need themselves and making it available to others in the process.
The lack of upfront demand from researchers in such projects calls instead for an almost superhuman degree of prescience from the developers if they are to build something useful, which explains why they normally do not. This theme runs through much recent publicly funded development in neuroscience software. It is closely related to the burgeoning population of empty databases and unused web applications that have been 
The importance of funding for scientific software
All software development must be financed. Even software that is written by volunteers on the internet requires their time, skills, and resources. Consequently, software tools are developed and maintained only for as long as there is explicit (grants, sales revenues) or implicit (developer) funding. If a grant runs out or the developer moves to a different responsibility, the tool will be abandoned.
Traditionally, the development of a software is funded by its users. For example, the costs of a Matlab license finance the support of the current version as well as the development of future versions. Moreover, as paying customer, the user can expect a certain quality and usability of his purchase.
By contrast, open-source software development is funded by its developers. The continued development of NEURON, for example, is funded by grants to NEURON's lead developer Michael Hines. Other software is written as part of a research project and is, thus, implicitly financed by the host university and funding agencies.
Most advantages of user-funded software result from the fact, that it is market and thereby research driven. Since the developers are paid from the sales of their tools, they have a high incentive to make their product as useful and usable for the user (customer) as possible. This model also provides a viable career path for the developers, because they are no longer required to disguise their software development as research.
The disadvantages of user funded software result from restrictions that the developers must impose to secure their assets. Thus, most commercial software vendors do not publish their source code or the specifications of file formats.
The main advantages of developer-funded software are that it is free of charge and that in many cases the source code is freely available. The disadvantages of developer-funded software, however are that it is rarely research ready and that it is not sustainable. Since the developers have neither the incentive nor the resources to make their tool attractive and usable for others, features and documentation are usually incomplete. Thus, prospective users need the source code to add the features they need or simply as documentation of what the software actually does. And if the developers fail to obtain the required funds or are removed from the project, the research tool is abandoned. Thus, the life-time of the tool is unpredictable. This is particularly important for tools without a large developer community and, thus, for most tools in computational neuroscience.
What is needed, in our view, is a funding model for scientific software that combines the advantages of user and developer funded software. On the one hand, it should encourage professional, user centered software engineering to produce research-ready tools which are well supported and documented, on the other hand licenses should be affordable and the source code accessible.
Discussion
Simulations and other computational results play an increasingly important role in science, political decision making, and society as a whole (IMAG, 2009 , NSF 2010 .
Scientific software is, therefore no longer the private affair of the scientists who develop it, and researchers are becoming increasingly aware of the critical influence of software quality and sustainability on their research. The decision to distribute software, or to use software developed by other researchers, cannot be guided solely by the simple notion that sharing and reuse is desirable. It must take issues of correctness, robustness and usability into account. This then raises the question of how best to create software that is suitable for generating trustworthy research results, and in particular who should write such software. Should it be written by scientists, or delegated entirely to professional software engineers?
On the one hand, scientific software is inevitably closely linked to the latest research so the core algorithms cannot be developed without the involvement of scientists. But this already requires scientist to be familiar with the basics of computer science and the tools and procedures of software engineering (Wilson 2006) . Few researchers in neuroscience have this knowledge. On the other hand, the process of turning a private tool into a research-ready tool is very demanding in terms of programming, testing, and documentation. According to some estimates, this step requires up to nine times the effort that was needed to develop the private tool (Brooks 1995) . Such productization as well as subsequent distribution and user support cannot be handled by a researcher or even a research lab. This task could, however, be handled by spin-off companies or other commercial entities. This system works well in experimental biology where many of the companies now supplying laboratory equipment have their origin in research labs.
Another problem for the users and developers of scientific software is that funding systems, and the career paths of research students and junior researchers, tend to favor the development of new tools over the extension and maintenance of existing ones. This explains the large number of individual-driven projects in our sample most of which, as previously remarked, are no longer supported. Taken together, these observations highlight the need for funding and projects that fill the gap between innovative pet projects and research-ready software applications. In neuroscience at present there is an ample supply of early stage projects, but almost no mechanism for turning any of them into useful research-ready software tools.
Recommendations
These considerations lead to a number of suggestions about how the exercise of scientific research that is heavily dependent on software can be improved for those involved including researchers, funders, and software developers. The following suggestions are presented as points for consideration rather than as definitive recommendations: the only firm recommendation is that the problem needs to be recognized and addressed.
1. Not all software development effort can or should lead to the creation of researchready tools. There are differences between proofs of concept, private tools and research-ready tools. Funders should not expect to pay for proof of concept work and have the code released as a public tool. They should also ensure that projects funded are research driven rather than technology driven. Developers should not expect to publish a paper about a private tool as though it was a research ready application. Checklists such as those presented below could be used to decide what category a tool is in.
2. Journals should formalize their policies on what is required for different categories of publication, including papers about novel algorithms with proof-of-concept software (reference implementations), research papers where the results are generated by software, and papers about new research-ready applications. A blanket requirement to make code available is too simplistic to be useful and risks building up a mire of time-consuming and inadequate software that could obscure the small section that is genuinely ready for research use. Note that we are not against the developers being open about their work and making the source code easily accessible. Indeed we are very much in favor of this approach, but our concern is that this kind of visibility should not be confused with any suggestion of research readiness, or even that the software in question is ready for examination by a reviewer. As a starting point, we suggest that: a) Papers about software tools should only be published when the software meets the criteria of a research-ready tool. b) Where research papers depend on software, the software should either be research-ready, or reviewers should have access to the code and verify that it meets the standards of a private tool. Ideally, there should be a separate peerreview for such software (see item 4). c) For proof-of-concept work, the ideas should be able to stand on their own and papers should make minimal mention of the specific implementation. However, it is often useful to make an implementation available to facilitate adoption, as practiced, for example, by Gillespie (Gillespie 1977) and Izhikevich (Izhikevich 2003) . In this case, the submitted software should meet the criteria for review-readiness laid out in the first checklist below.
3. When considering papers about researc tools, at least one reviewer should be asked to look only at the software, perhaps using checklists such as those below.
If, as at present, reviewers are asked to consider the software as well as reviewing the rest of the paper, it is almost inevitable that consideration of the software will be a secondary concern at best. Furthermore, developing a review model that includes consideration of the code itself opens up a new pool of wellqualified reviewers (developers of other scientific software) who are very little involved in the review process at present. 4. Rather than leaving software review to journal reviewers, the community could organize some form of scientific software certification, perhaps under the aegis of the INCF. This could operate independently of the journal review process, would lessen the burden on reviewers, and might be able to offer a more standardized assessment of user-readiness in public tools. It would also offer a mechanism for researchers who are not software specialists, to have expert involvement in and assessment of the projects they run. A role model for such a software review and certification could be the peer-reviewed C++ library Boost (see www.boost.org).
5. Funding for software development should be mediated by the intended beneficiary -the scientist with research to do-rather than flow directly from funder to developer. The latter model has consistently failed to produce the tools that users actually want. Although they are not the focus of this study, very much the same argument can be made with respect to the development of databases and other repositories that have generally remained unpopulated when not driven by the end users themselves (Nelson 2009).
6. Publications involving novel software or algorithms should, wherever possible, include reference models and data in a standardized format after the manner of the Rallpack tests (Bhalla et al. 1992 ). These reference models should then be used to verify that future tools correctly implement existing models (item 3 in the second checklist below). In this way, even if new implementations start from scratch, their scope can be expected to grow incrementally instead of just repeating the same errors as earlier projects.
Checklists
We propose three checklists to help assess whether a particular piece of software is review-ready, meaning that it is suitable for examination by a reviewer in conjunction with the publication of a novel algorithm, research-ready, constituting a private tool that is suitable for generating publishable results, or user-ready constituting a public tools that is both research-ready and adequate to be used by independent third parties. In each case, all statements should be true for the software to qualify.
In compiling these lists our intention has been to establish a minimal pragmatic set of requirements that can be realistically achieved and yet would alleviate many of the basic problems that plague scientific software today. The lists do not address issues of software quality in terms of systems architecture or coding. Although of obvious importance, such considerations are beyond the scope of this paper.
Criteria for proof-of-concept software to be review-ready 3. Previous versions are archived and readily available such that results produced with a previous version can be regenerated. In addition, publications of results generated with private tools should include test cases for which the behavior is already known or can be independently predicted in order to demonstrate that the model that has been implemented is indeed the model that was intended.
Criteria for public tools to be user-ready 1. The software meets all the criteria for a private tool.
2. The software comes with implementations of a range of previously published models to allow easy confirmation that the software generates correct results at least for those cases.
3. There is comprehensive user and developer documentation that enables qualified individuals to work with the software without recourse to the developers.
4. The user interface to the tool, whether graphical or command based conforms to usability and design norms for similar software.
Conclusion
We have examined a wide range of software that has been created for research in neuroscience and find that some of the dismay of other authors at the current state of affairs can be attributed to a misunderstanding by all involved of why software was created and what can be expected of it.
Writing bad software is an inevitable step in the professional development of anyone who will eventually write good software. Much of this work involves solving problems that have already been solved. But to dismiss this as unnecessarily reinventing the wheel is like arguing that pianists shouldn't learn to play pieces that other musicians can already perform better. The difference, of course, is that trainee musicians do not publish recordings of their work. This, we suggest, is where the real problem lies. Much scientific software is, in effect, written by early stage trainee software engineers. But unlike the noises made by music students, instead of passing away unnoticed this output often does get recorded for posterity as though it was publishable work. The result is the unusable programs and labyrinthine codebases that so distress Baxter et al.(2006) . From this perspective, the problem is not that trainee software developers write bad software, but that this software is misrepresented to others as being ready for use in solving scientific problems or as a basis for extension by other developers.
Based on this observation, we suggest that the most effective way to improve the situation is to recognize the different types of software development activity that go on in science and adjust expectations for the resulting software accordingly. By formalizing the possible progression of software from exercise or proof-of-concept code to useful multiuser tools, including notions about what is publishable and when software becomes ready for use in a scientific investigation, we hope that much of the current confusion around software quality, validity and publishability may be avoided. Inevitably, such a realignment of expectations will result in much existing software being reclassified as not yet research-ready, but such an outcome can only be beneficial in driving the creation of truly reliable research tools, and improving the credibility of software-dependent research indicates a pet project that comes from a research group rather than a single individual.
The distinction between Dormant and Inactive is that Dormant is used for projects that are not showing recent activity but the time since last activity is short enough that there may still be work going on in the background. Inactive is used for projects where it appears unlikely that anyone is currently developing or maintaining the software. *Genesis does not fit this classification because of its long history and the development of new related projects Moose and Neurospaces. ** Neuron is a special case as explained in the text.
