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1 General Introduction 
 
The identification and localization of relevant objects in the environment are both essential for living 
creatures in order to ensure their survival. Humans and many other animals can use acoustic signals for 
the identification as well as the localization of relevant objects. Identification is the perception of a 
certain object and its discrimination from attendant, less relevant objects (e.g., background noise), while 
localization is the representation of the direction of a perceived object. Certain animals, like the barn 
owl, that live in light-deprived habitats have evolved highly specialized acoustic systems. Barn owls are 
known for their high sensitivity to acoustic stimuli as well as their accurate and unambiguous sound 
localization even in dark environments (Payne, 1971). Consequently, the barn owl became a model 
organism for examining acoustic signal processing in general and accurate sound localization in 
particular. Because most studies conducted in the last decades focused on sound localization and the 
representation of spatial cues in the midbrain branch of the barn owl’s acoustic system, little is known 
about the processing of spatial cues in the forebrain pathway. Furthermore, few studies assessed the 
encoding of stimulus identity in the barn owl’s auditory system.  
 
This thesis focuses on the representation of both spatial cues used for azimuthal sound localization and 
spectro-temporal cues that are believed to be important for the identification of acoustic stimuli. The 
encoding of spatial and spectro-temporal cues was analyzed and compared in the two parallel branches 
of the barn owl’s auditory system, the midbrain and forebrain pathways, in order to assess the 
identification and localization in the distinct pathways. 
 
 
1.1 Animal model 
 
Barn owls are crepuscular and nocturnal birds of prey. They are able to strike prey in complete darkness, 
relying only on acoustic information (Payne, 1971; Konishi, 1973). Several morphological and neuronal 
adaptations, not only in the acoustic system, but also in the visual system (Harmening et al., 2007; 
Orlowski et al., 2012) and in the morphology of the body and feather structures (Koch and Wagner, 
2002; Bachmann et al., 2007), make the barn owl a highly specialized nocturnal hunter. The barn owl’s 
hearing range (0.1 – 10 kHz) is larger than that of most birds, but smaller than that of mammals (Konishi, 
1973). In most aspects the barn owl's acoustic system is outstanding (Konishi, 1973; Köppl, 1997; 
Asadollahi et al., 2010), especially when it comes to sound localization (Knudsen and Konishi, 1978a; 
Knudsen et al., 1979).  
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1.2 Sound localization 
 
Like most animals, barn owls use the interaural time difference (ITD) and the interaural level difference 
(ILD) for sound localization (Moiseff and Konishi, 1981; Poganiatz and Wagner, 2001; Poganiatz et al., 
2001; Hausmann et al., 2009). The ITD is the main cue for azimuthal sound localization in the barn owl. 
In comparison to other laboratory animals, barn owls are able to use ITD over nearly their whole hearing 
range. The basis for this is the capability of cells in the early auditory pathway to phase lock their spikes 
to the carrier of the stimulus up to 9 kHz (Köppl, 1997). The maximum ITD occurring in nature depends 
on the distance between the two ears. The barn owl’s mean physiological ITD range is +/–270 µs 
(Hausmann et al., 2009). The ITD-based azimuthal localization of narrow-band noise and tonal stimuli 
is error-prone, due to an ambiguous representation of ITD in the auditory system. The ambiguities in 
ITD representation disappear if the stimulus has a bandwidth above 3 kHz  (Saberi et al., 1999). Unlike 
other animals, barn owls are able to use ILD for elevational sound localization (Knudsen et al., 1979). 
The barn owl’s ears are vertically shifted (Ridgeway, 1914; Schwartzkopff, 1962). Additional 
asymmetrically placed ear flaps further increase the directionality of the vertically shifted ears (Payne, 
1971). Thus ILD varies maximally along a line inclined to the azimuthal axis and can therefore be used 
for elevational localization (Olsen et al., 1989; Poganiatz and Wagner, 2001; Campenhausen and 
Wagner, 2006). The physiological ILD span of the barn owl varies from 40 to 60 dB (Keller et al., 1998; 
Hausmann et al., 2009). Large ILDs occur only at higher stimulus frequencies. ILD-based localization 
of elevational sound position is limited to frequencies above 4 kHz in barn owls (Keller et al., 1998). 
 
 
1.3 Auditory pathway of the barn owl 
 
After the initial separation of acoustic stimuli into narrow frequency channels at the level of the basilar 
membrane, the processing of time and intensity information split at the level of the cochlear nuclei 
(Sullivan and Konishi, 1984; Takahashi et al., 1984; Köppl et al., 1993). Intensity information is 
processed in the nucleus angularis (NA), while timing information is conveyed to the nucleus laminaris 
(NL) via the nucleus magnocellularis (NM). In NL, sensitivity to ITD arises from the comparison of the 
inputs from the ipsilateral and the contralateral NM (Parks and Rubel, 1975; Sullivan and Konishi, 
1986). In 1948, Jeffress proposed a model for ITD computation called the place theory, which was based 
on delay lines and coincidence detectors. Coincidence detectors respond only if they receive 
synchronous input from both ears. Jeffress assumed that an array of coincidence detectors with 
systematically varying delays for the left and right ear exist in the auditory system (Jeffress, 1948). For 
each spatial position of the sound source, only one detector should respond, since only the delay lines 
of this detector compensate for the external delay (ITD) of the sound source. NM and NL are the 
neuronal correlates of the coincidence detector model in the barn owl's auditory system (Carr and 
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Konishi, 1990). The axons of the NM neurons serve as delay lines, while the tonotopically arranged NL 
neurons act as coincidence detectors (Carr and Konishi, 1988, 1990) (Fig. 1-1). In these ITD-sensitive 
neurons, the response varies as a function of the ITD. The corresponding response vs. ITD function is 
called an “ITD tuning function” or an “ITD curve.” 
 
 
 
After the sensitivity to ITD is first computed – a step that Vonderschen and Wagner (2014) termed ITD 
detection, the ITD information is transferred from the NL directly and indirectly via the anterior part of 
the dorsal nucleus of the lateral lemniscus (LLDa) to the contra-lateral Inferior colliculus (IC) (Moiseff 
and Konishi, 1983; Takahashi and Konishi, 1988a, 1988b). The input structure of the IC is the core of 
the central nucleus of the IC (ICCc), which is also organized tonotopically. ICCc neurons integrate the 
output of several NL neurons that respond to the same frequency range and exhibit a similar ITD tuning. 
Thus, neuronal noise is averaged out, resulting in an increased precision in ITD representation 
(Christianson and Peña, 2006; Fischer and Konishi, 2008) (Fig. 1-2).  
 
 
Figure 1-1: Schematic drawing of the ITD computing circuit in the barn owl’s brainstem. In 1948 Jeffress 
proposed an ITD detection circuit that was based on delay lines and coincidence detectors. In the sketch of the 
circuit above, neurons are represented by circles. Note that only one array of neurons is drawn for each frequency, 
while in the barn owl many parallel arrays exist. In the barn owl, nucleus laminaris (NL) neurons function as 
coincidence detectors. NL neurons respond only if they receive input from both ears (ipsi and contra) at the same 
time. In the barn owl, ITD is processed in narrow frequency bands indicated by the gray scale. Both the NL and 
the preceding nucleus magnocellularis (NM) are tonotopically organized; neighboring frequencies are represented 
by neighboring neurons.  If a sound source is placed directly in front of the barn owl, the acoustic signal will reach 
both ears at the same time. Consequently, NL neurons that exhibited the same internal delay for the ipsilateral and 
contralateral side will receive simultaneous inputs and respond (marked by thick black circles). A lateral shift of 
the sound source will cause the stimulus to arrive at the ipsilateral ear first. To ensure simultaneous inputs, the 
external delay of the contralateral signal needs to be balanced by an internal delay of the ipsilateral signal. Internal 
delay lines are formed by the axons of NM neurons. Thereby, each NL neuron has a distinct pair of ipsilateral and 
contralateral delays due to the varying length of the NL axons. As a consequence, a lateral shift of the sound source 
will cause a shift of neuronal activity in the NL by stimulating neurons that exhibit larger ipsilateral and shorter 
contralateral delay lines. (Adapted from Vonderschen, 2008.) 
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Azimuthal position or ITD is coded by the maximum response rate of ICCc neurons. This representation 
is called peak-code. The response rate of ICCc neurons depends on the temporal delay between the 
acoustic signals at the two ears (i.e., the ITD). Noise-delay functions (NDFs) measure the response of a 
cell as a function of ITD when noise is used as stimulus. NDFs of both NL and ICCc neurons exhibit 
several peaks of the same height within the physiological ITD range of the barn owl (Fig. 1-2), causing 
an ambiguous representation of ITD. The computation of ITD in narrow frequency bands, in other words 
the use of the interaural phase difference for ITD computation, is the reason for the ambiguous ITD 
representation. Narrow-band filtered acoustic stimuli exhibit periodic response functions. When the 
periodic, band-pass filtered signals of the two ears are compared in the NL, the response rate of the NL 
coincidence detector neurons is similar for the actual ITD of the stimulus and for ITDs that are shifted 
by multiple periods of the corresponding frequency band, since both will cause a high coincidence (for 
a review see Konishi, 2003). 
 
 
Figure 1-2: Processing of ITD in the brainstem and midbrain of the barn owl. The output of several NL 
neurons with similar best ITD (columns) and similar best frequency (gray scale, rows) is integrated in single ICCc 
neurons. Both NL and ICCc are tonotopically arranged; neighboring neurons represent neighboring frequencies. 
ICCc neurons are narrowly tuned to frequencies. As a consequence, ITD representation in the ICCc is ambiguous 
for high frequencies due to several peaks of similar height in the NDFs (upper right corner). In the IC, the output 
of ICCc neurons with different best frequencies but similar best ITD is integrated to solve the ambiguities in the 
ITD representation. The integration across frequencies is restricted to frequencies above 2 kHz in the IC (gray and 
black neurons). After across-frequency integration, ICX neurons exhibit only a single main-peak and none or only 
minor side-peaks (lower right corner). Neighboring ITDs are represented by neighboring neurons in the barn owl’s 
ICX. Thus, ICX neurons form the barn owl’s auditory space map (Adapted from Vonderschen 2008). 
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From the central nucleus of the IC, acoustic stimuli are processed in two parallel branches, the midbrain 
pathway and the forebrain pathway (Arthur, 2005) (Fig. 1-3). In the midbrain pathway, the ambiguities 
in the representation of ITD are solved by across-frequency integration of high-frequency stimulus 
components (>2 kHz) (Saberi et al., 1999; Wagner et al., 2007). The ITD information of the ICCc is 
conveyed to the external nucleus of the IC (ICX) via the lateral shell of the central nucleus of the IC 
(ICCls). The output of several ICCc neurons that represent the same ITD but belong to different 
frequency channels is integrated in one ICX neuron (Wagner et al., 1987). The position of the ambiguous 
side-peaks (SPs) varies with the best frequency of the corresponding channel, while the ITD of the main-
peak (MP) – the ITD that elicits the highest response rate – is constant across all frequency channels. 
Thus, the SPs are averaged out by across-frequency integration, while the MP is preserved (Fig. 1-2). 
The reduction in response at the side-peaks compared to the response at the main-peak is called side-
peak suppression (SPS). In the forebrain pathway ITD information is transferred via the thalamic 
nucleus ovoidalis (OV) to the Field L, the first forebrain nucleus. The Field L projects to the auditory 
  
Figure 1-3: ITD processing pathway of the barn owl. Information about the temporal structure of acoustic 
stimuli is processed in the nucleus magnocellularis (NM), which projects to the nucleus laminaris (NL). After ITD 
detection in the NL, ITDs information is conveyed directly and indirectly via the LLDa to the core of the central 
nucleus of the inferior colliculus (ICCc). At the level of the ICCc, the auditory pathway splits into a midbrain and 
a forebrain branch. Both branches of the ITD processing pathway project to motor nuclei (M) in the barn owl’s 
brainstem that are involved in head saccades. In the midbrain branch, ITDs are processed in the external nucleus 
of the IC (ICX) and the optic tectum (OT). In the ICX, the auditory space map of the barn owl is formed, before 
acoustic and visual information are integrated in the OT. In the forebrain branch, ITDs are conveyed via the 
thalamic nucleus ovoidalis (OV) and the first forebrain nucleus, the Field L, to the auditory arcopallium (AAr). 
The AAr not only projects to brainstem motor nuclei but also to the ICX and the OT, indicating a top-down control 
of ITD processing. In this thesis, the encoding of ITD in the two branches of the ITD pathway was compared by 
recording electrophysiological responses from both ICX and AAr neurons (red squares) (After Cohen and 
Knudsen, 1999).  
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arcopallium (AAr, Fig. 1-3). ITD representation differs between the forebrain and the midbrain. In 
contrast to ICX neurons, AAr neurons respond not only to high frequency sounds, but also to frequencies 
below 2 kHz, often exhibiting two distinct spectral ranges (Cohen and Knudsen, 1995; Vonderschen and 
Wagner, 2009). Recent studies also indicate that, in contrast to ICX neurons, some AAr neurons 
integrate the output of neurons that represent different ITDs, causing an asymmetric ITD representation 
(Vonderschen and Wagner, 2012).  
 
Even though asymmetric NDFs are present to some extent in the preceding Field L, the AAr is the only 
nucleus of the forebrain pathway where the majority of neurons exhibit an asymmetric ITD 
representation (Cohen and Knudsen, 1998; Vonderschen and Wagner, 2009). The rearrangement of ITD 
information in the AAr might correlate with a change in ITD coding strategy, switching from a peak-
code, as realized in the barn owl’s midbrain, to a rate-code (Vonderschen and Wagner, 2012). This 
hypothesized change in coding strategy might be beneficial for one or more of the several tasks the AAr 
performs beyond mere spatial coding. Besides the representation of spatial cues in the high and low 
frequency range (Cohen and Knudsen, 1995; Vonderschen and Wagner, 2009), the AAr is also involved 
in memory-based localization (Knudsen and Knudsen, 1996), control of head saccades (Knudsen et al., 
1993; Wagner, 1993), novelty detection (Reches and Gutfreund, 2008) and the control of spatial 
attention (Mysore and Knudsen, 2014) by top-down modulation of the gain as well as the sensitivity of 
OT neurons (Winkowski and Knudsen, 2006, 2007, 2008). 
 
 
1.4 Aim of the thesis 
 
I hypothesized that fundamental differences in the representation of spatial and spectro-temporal 
stimulus cues exist in the two branches of the barn owl’s auditory system, the midbrain and the forebrain 
pathways, and that these differences extend beyond a mere reorganization of ITD representation by 
integrating inputs with different best ITDs (Vonderschen and Wagner, 2012, 2014). Furthermore, I 
supposed that the variations between the two branches in the representation of ITD and spectro-temporal 
stimulus features reflect the differences in their neuronal functions. Therefore, I compared the 
representation of ITD and spectro-temporal stimulus features between the barn owl’s midbrain and 
forebrain pathway. This thesis then focuses on the representation of both the ITD and the spectro-
temporal features of acoustic stimuli in the ICX and the AAr. The quality of ITD representation in the 
two nuclei will be compared to assess the substrate of azimuthal sound localization provided by the two 
branches of the auditory pathway and draw conclusions on the potential coding strategies in the 
corresponding nuclei. Furthermore, the contribution of envelope and carrier components to the 
representation of ITD will be examined. This part of the thesis will focus on the AAr, since ICX neurons 
typically lacked low-frequency components in their ITD representation that might be correlated with the 
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stimulus envelopes (Takahashi and Konishi, 1986; Wagner et al., 2007; Vonderschen and Wagner, 
2009). Finally, the representation of spectro-temporal features and the time course of ITD representation 
in the ICX and the AAr will be compared to shed light on the potential functions of the distinct ITD 
representations in the two nuclei. 
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2 General Material and Methods 
 
2.1 Animal treatment and surgery  
 
Fourteen adult barn owls (Tyto furcata pratincola) of both sexes from the breeding colony of the Institute 
of Biology II at RWTH Aachen University were used in the experiments. All procedures were in 
accordance with the National Institutes of Health guidelines for animal experimentation and conducted 
under a permit of the Landespräsidium für Natur, Umwelt und Verbraucherschutz Nordrhein-Westfalen, 
Recklinghausen, Germany.  
 
2.1.1 Experimental protocol 
 
The barn owl did not receive food and its weight and general condition were checked the day before the 
experiment. Only barn owls that exhibited full weight (females: ~460 g, males: ~420 g) and passed the 
visual inspection participated in the experiment.  
 
2.1.2 Anesthesia 
 
Barn owls were sedated with an intramuscular (IM) injection of diazepam (Valium, 1 mg/kg; 
Ratiopharm GmbH, Ulm, Germany) 30 minutes before anesthesia started. Twenty minutes prior to the 
surgery the animal received buprenorphine (Temgesic, 0.06 mg/kg; Essex Pharma GmbH, Munich, 
Germany) as an analgesic. At the same time, anesthesia was induced by an intramuscular injection of 
ketamine (20 mg/kg; Ceva GmbH, Düsseldorf, Germany). Additionally, atropine (Atropinsulfat, 0.05 
mg/kg; Braun AG, Melsungen, Germany) was administered intraperitoneally to prevent salivation. After 
the owl was deeply anesthetized, the experimental procedure was started. Anesthesia was maintained by 
continuous injections of diazepam (1 mg/ml) and ketamine (20 mg/kg) in 2-3 hour intervals. At the end 
of the experiments an additional dose buprenorphine was injected. 
 
2.1.3 Procedures 
 
After anesthesia was induced, the owl was wrapped in a jacket to restrain the animal and reduce the risk 
of self-induced injuries. The owl was fixed in a custom-built frame with adhesive tape in an upright 
position. The custom-built frame could either be equipped with a stereotaxic frame for the implantation 
of a head-plate or with a recording apparatus for the electrophysiological recordings. During the 
implantation a metal head-plate was fixed to the skull of the bird. The anesthetized owl was first fixed 
by ear bars and with its beak to a stereotaxic system. This stereotaxic system allowed placing the head-
plate at a similar position on the skull in every bird. To fix the head-plate to the skull, the scalp of the 
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owl was opened and a 7 mm wide, 7 mm long and 2-3 mm deep hole was carved into the skull by 
removing the upper bone layer but keeping the lower bone layer using a bone rongeur. The base-plate 
of the T-shaped head-plate was inserted in the hole and fixed with dental cement (Paladur; Heraeus 
Kulzer, Wertheim, Germany). The center of the rear end of the head-plate was the basis of a three-
dimensional Cartesian coordinate system that was used to place the electrodes at the desired locations 
in the brain. The implantation procedure typically lasted about 90 min. For the electrophysiological 
recordings, the head of the anesthetized barn owl was fixed to the recording device via the head-plate, 
the scalp was opened and either a small craniotomy was made at the desired electrode location or a 
previously introduced craniotomy was opened by removing the dental cement that covered it to expose 
the brain surface. The electrode was placed at the intended location and lowered into the brain. The 
recordings started when the desired depth was reached and units had been isolated. A recording session 
typically lasted for several hours. After the recordings were finished, the craniotomy was sealed using 
dental cement. Following either the implantation or the electrophysiology recording, the scalp was 
suture-closed and covered with polyspectran ointment (Alcon, Fort Worth TX, USA). The jacket was 
removed and the owl was put in a fitting tube to restrain the animal and thus reduce the risk of self-
induced injuries while the bird was waking up from anesthesia. The owl was then placed in a recovery 
box, where it stayed for the next 12-36 hours, followed by a recovery phase of at least 10 days before 
the next procedure started. 
 
 
2.2 Electrophysiological recordings 
 
Experiments were conducted in an anechoic chamber (IAC 403 A, Industrial Acoustics, 
Niederkruechten, Germany). Acoustic signals were generated using the BrainWare software and System 
II hardware from Tucker-Davis Technologies (Tucker-Davis Technologies (TDT), Alachua, Florida, 
USA). The stimuli were sampled at 100 kHz. The stimulus duration was 100 ms with 5 ms cosine start 
and end ramps. After digital-to-analog conversion, the signals were attenuated by programmable 
attenuators, anti-alias filtered (DA3-4, PA4, FT6 (all TDT)), power amplified (Yamaha AX 590) and 
presented via calibrated earphones (Sony MDR-E831LP). The earphones were positioned directly 
behind the owl’s ear flaps abutted to the ear channel. Either de novo or frozen samples were used for 
acoustic stimulation. De novo samples were generated newly for each stimulus presentation, while 
frozen samples were previously generated and stored. One hundred frozen samples were generated for 
each stimulus type used in the experiments. 
 
Recording sides of the vertically-fastened owl were assessed from the top of its head. The upright-
orientated electrode drive was positioned above the owl’s head. It was mounted on a two-axis 
micromanipulator, which allowed adjusting the anterior-posterior and medio-lateral position of the 
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electrode. The dorso-ventral position of the electrode was adjusted in 10 µm steps using a custom-built 
electronic motor control unit. Electrophysiological data was recorded with a sampling rate of 25 kHz 
using epoxylite-insulated tungsten microelectrodes (9-12 MΩ or 13-15 MΩ, FHC, Bowdoinham, ME, 
USA). The recorded signals were pre-amplified, impedance matched, amplified and filtered (50 Hz 
notch filter; 300 Hz-5000 Hz band pass filtered; M. Walsh Electronics, Pasadena, CA, USA), analog-
to-digital converted (AD1, TDT) and fed to the PC. Preliminary online analysis and visual spike sorting 
was done in BrainWare (TDT). Spike sorting was refined offline, also using BrainWare. Neurons were 
classified as either single-isolated neurons or as multi units depending on the uniformity of their spikes. 
Spikes were grouped using the maximum amplitude, the minimum amplitude, the time difference 
between maximum and minimum and the time distance between the first exceeding of the threshold and 
the absolute maximum. Only neurons that exhibited a uniform spike shape and that could be separated 
from other responses by at least one of the parameters were characterized as single-isolated neurons. 
Final data analysis was done in Matlab using custom-written routines (MathWorks, Natick, MA, USA).  
 
 
2.3 Basic characterization of acoustic neurons  
 
After isolation, the characteristic response properties of each neuron were determined by recording the 
response to de novo-generated, binaural noise stimuli (0.1-25 kHz) with varying ITD (-330 to 330 µs, 
30 µs steps) or ILD (-20 to +20 dB, 4 dB steps) and tonal stimuli of varying frequencies (~500 to ~12500 
Hz, 498-521 Hz steps). The response curves resulting from varying ITDs while stimulating with 
broadband noise and keeping ILDs constant was called noise-delay functions (NDFs). The ITD that 
elicited the highest response rate was called the best ITD. For collecting ILD tuning curves, noise was 
used as a stimulus; ITDs were kept constant at the best ITD while ILDs were varied. The ILD that 
elicited the highest response rate was called the best ILD. Frequency tuning curves (FTCs) were 
collected by using tonal stimulus at the best ITD and ILD. Additionally, rate-level functions (RLFs) 
were recorded at the best ITD and best ILD to identify the threshold of each neuron for the average 
binaural level (8 to 80 dB attenuation, in 4 dB steps).  
 
In addition to the neural response to acoustic stimulation, the response latency (see next section) and 
spatial position in the brain were used to characterize acoustic neurons. The caudal tip of the head-plate 
was used as a reference point for determining the anterior-posterior and medio-lateral position of the 
neuron. Generally, AAr neurons were located 3.5-5 mm posterior and 5-7 mm lateral of the caudal tip 
at a depth of 10-12 mm, while ICX neurons were located 5.5-7 mm posterior and 6-8 mm lateral of the 
caudal tip at a depth of 15-18 mm (Fig. 2-1, ICX: blue dot, AAr: red dot). Depth was measured in relation 
to the brain’s surface. 
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2.4 Analysis of neural responses 
 
Neuronal responses were measured as number of action potentials – i.e., spike frequency [spk/s] – during 
the respond period. The response period was corrected for the response latency of the corresponding 
neuron. Response latency is the delay between stimulus onset and the onset of the driven response of a 
neuron.  The delay is due to the processing of acoustic stimuli in upstream nuclei. Latency was 
determined using peri-stimulus time histograms (PSTHs) with a 1 ms bin size.  In this thesis, the point 
in time at which the neuron’s response exceeded the response threshold was defined as response latency. 
The response threshold was given by the spontaneous activity of the neuron plus two times the standard 
deviation of the spontaneous activity. Spontaneous activity was recorded in the 400 ms interval prior to 
the response period. The number of action potentials recorded during the response period was corrected 
by subtracting the spontaneous activity of the neuron to obtain the neuron’s response rate. 
  
Since the representation of ITD is a major aspect of this thesis, NDFs were described more precisely by 
determining several shape parameters. To quantify the dynamic range of the neuron’s response rate or 
the peak-trough difference (PT) in the ITD tuning curve, the difference between the maximum and the 
minimum response rate that arose within the barn owl’s physiological ITD range was computed. 
Additionally, the side-peak suppression (SPS), the rectification index (RI) and the width of the MP at 
 
Figure 2-1: Schematic drawing of the barn owl’s skull and brain. Position of ICX (blue) and AAr (red) are 
indicated by dots. The anterior-posterior and medio-lateral position of AAr and ICX neurons was determined in 
relation to the posterior tip of the metal head plate. The recording electrode (+) was lowered into the brain, while 
the reference electrode (-) was pinned to the scalp of the owl (Adapted from Vonderschen 2008). 
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half-height (HH) were determined to characterize the shape of the NDFs. NDFs were normalized so that 
the amplitude of the normalized NDFs ranged from 0 to 1. The SPS is the difference between the highest 
peak – i.e., MP of the normalized NDF – and the second-highest peak (SP). The RI was computed by 
averaging the amplitude of the normalized NDFs outside the ±240 µs ITD range. The RI can take values 
from 0 to 1. NDFs with an RI below 0.5 are positively rectified, while an RI above 0.5 indicates a 
negative rectification. The HH, given in µs, is the width of the MP measured at 50% of the peak-trough 
ratio for the recorded NDF or at a value of 0.5 for the normalized NDF. 
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3 Response variability in across-frequency integrating neurons of 
the barn owl 
 
Philipp Tellers designed this study together with Prof. Hermann Wagner. Experiments were conducted 
under the supervision of Philipp Tellers. The actual electrophysiological recordings in the ICX and AAr 
were performed by Niklas Domdei and Kerstin Pawlowsky during their master and bachelor theses, 
respectively. Philipp Tellers took care of animal husbandry and treatment of animals prior, during and 
after electrophysiological experiments with assistance from Niklas Domdei and Kerstin Pawlowsky. 
The ICCc data set was provided by Björn Christianson. The ICCc data were already published 
(Christianson and Peña, 2006). The data obtained were analyzed and evaluated by Philipp Tellers. The 
final results were discussed and interpreted by Philipp Tellers and Prof. Hermann Wagner. 
 
 
3.1 Introduction: Response variability in the ITD processing pathway of the barn owl 
 
The interaural time difference (ITD) is an important cue for azimuthal sound localization across species 
(barn owl: Moiseff and Konishi, 1981; Moiseff, 1989; Poganiatz et al., 2001; human: McFadden and 
Pasanen, 1976; rabbit: Ebert Jr. et al., 2008; ferret: Keating et al., 2013). In the barn owl’s auditory 
system, ITD is processed in two parallel pathways that split at the level of the core of the central nucleus 
of the inferior colliculus (ICCc) (Arthur, 2005) (Fig. 1-3). The barn owl can use both the forebrain and 
the midbrain pathway for accurate sound localization (Knudsen et al., 1993; Wagner, 1993).  
 
Two measures of the sound-localization accuracy are the precision and the trueness. Precision is 
generally defined as the closeness of agreement between independent results obtained under stipulated 
conditions, while trueness is defined as the closeness of agreement between the mean of the data set and 
the true value (ISO 5725-1, 1994). In the case of sound localization, precision is used as a measure for 
the spreading of localization angles during repeated localizations, while trueness gives the difference in 
the angle between the mean located position and the true position of the sound source (Fig. 3-1). For a 
precise and true azimuthal sound localization, stimulus position needs also to be represented 
unambiguously (Saberi et al., 1999).  However, in the ICCc and upstream nuclei of the barn owl’s 
auditory system, neural representation of ITD is ambiguous due to the processing of acoustic stimuli in 
narrow frequency bands and the resulting high side-peaks (SPs) (Sullivan and Konishi, 1986; Takahashi 
and Konishi, 1986; Fujita and Konishi, 1991). Both electrophysiological and theoretical studies 
indicated that in the barn owl’s auditory system ITD is typically represented by the maximum response 
rate of a neuron, i.e., its main-peak (MP) (Saberi et al., 1999; Harper and McAlpine, 2004). Thus, SPs 
that exhibit similar response rates as the MP might be confused with the MP and cause an erroneous 
localization. In the midbrain pathway, the ambiguity in the ITD representation is solved by integration 
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across frequency with MPs at the same ITD (Takahashi and Konishi, 1986; Wagner et al., 1987). While 
the MP is always at the same ITD, the positions of the SPs vary with frequency (Fig. 1-2). Thus, by 
integrating the output of ICCc neurons with different best frequencies, the SPs are averaged out, leading 
to an unambiguous representation of ITD in the external nucleus of the IC (ICX) (Fig. 1-2). Besides the 
reduction of the SPs, across-frequency integration also sharpens the MP (Fujita and Konishi, 1991).  
 
 
 
By contrast, forebrain neurons are more broadly tuned than ICX neurons, typically also containing 
sensitivity to frequencies below 2 kHz  (Vonderschen and Wagner, 2009). Recent studies also showed 
that the ITD of the MP may differ for the high (> 3 kHz) and low (< 3 kHz) frequency range in neurons 
of the auditory arcopallium (AAr), a forebrain nucleus (Vonderschen and Wagner, 2012). Typically, 
AAr neurons exhibit higher SPs and broader MPs than neurons of the ICX (Vonderschen and Wagner, 
2009). Thus, the position of the MP is more ambiguous in neurons of the AAr than in neurons of the 
ICX. 
 
However, if ITD is indeed represented by the response rate of a neuron, not only SPS, but also the 
variability in the response rate is important for the ability of a neuron to represent a given ITD. For a 
proper representation of the sensory inputs, response rate has to be reliable, i.e., reproducible during 
repeated stimulation with the same stimulus. A variation in response rate despite repeated stimulation 
 
Figure 3-1: Relation between accuracy, precision and trueness. The accuracy of a process is assessed by its 
precision and its trueness. In general, precision is defined as the closeness of agreement between independent 
results obtained under stipulated conditions, while trueness is defined as the closeness of agreement between the 
mean of the data set result and the true value (ISO 5725-1, 1994). In sound localization, precision measures the 
spread of localization angles (black dots). The loss of precision – i.e., imprecision – leads to a more scattered 
distribution of angles (lower row). By contrast, trueness measures the difference between the represented and the 
true value. A loss of trueness – i.e., falsehood – leads to a shift of the measured angle away from the true angle 
(right column).  
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with identical – i.e., ‘frozen’ – stimuli is a frequently observed phenomenon in electrophysiological 
experiments and is referred to as response variability (Vogels et al., 1989; Christianson and Peña, 2006). 
 
The auditory system of the barn owl integrates information across neurons with similar characteristics 
to reduce the variability in the response rate and thereby also the noise in the representation of stimulus 
ITD (Christianson and Peña, 2006; Fischer and Konishi, 2008). Single neurons at the ITD detection 
stage in the nucleus laminaris (NL) typically exhibit considerable response variability. NL neurons 
project directly and indirectly via the dorsal nucleus of the lateral lemniscus (LLDa) to the ICCc 
(Takahashi and Konishi, 1988b; Adolphs, 1993). In ICCc neurons, the output of several NL with similar 
best frequency (BF) and best ITD is integrated (Christianson and Peña, 2006) (see Fig. 1-2). As a 
consequence, the response rate of ICCc neurons is much higher and less variable compared to the NL 
(Christianson and Peña, 2006). A more recent study showed that the first step from NL to LLDa 
contributes more to the reduction of response rate variability than the second step from the LLDa to the 
ICCc (Fisher and Konishi, 2008). So far, neither the response variability of auditory space map neurons 
in the barn owl’s ICX nor the response variability in the forebrain branch has been systematically 
assessed. Thus it remains unclear whether ITD encoding substantially improves due to across-frequency 
integration. 
 
The representation of sound stimuli is not only affected by inherent properties of acoustic neurons like 
response variability and tuning but also by external parameters like stimulus level. The barn owl exhibits 
a highly specialized acoustic system with low hearing thresholds and a precise azimuthal sound 
localization (Konishi, 1973; Wagner, 1993; Dyson et al., 1998). The auditory space map in the barn 
owl's ICX is the neural substrate for the precise localization of sound sources (Wagner, 1993; Bala et 
al., 2003). Consequently, the representation of ITD in the ICX is expected to be robust against low 
stimulus levels. 
 
This study analyzes the response variability after across-frequency integration and assesses its influence 
on ITD encoding. Recordings from the ICX and the AAr are compared to ICCc data (provided by Björn 
Christianson) to estimate the influence of across-frequency integration on response variability. The data 
on response variability are then combined with the recorded tuning properties of ICX and AAr neurons 
to assess the accuracy and ambiguity in the representation of ITD after across-frequency integration by 
a Monte Carlo simulation-based analysis (see 3.2.3). The results of the ICX and the AAr are again 
compared to examine the differences in the accuracy in the representation of ITD in the midbrain and 
the forebrain branch of the barn owl’s auditory system. Furthermore, the influence of the sound level on 
both rate variability and ITD encoding in auditory space map neurons of the ICX is measured. The data 
are analyzed to determine the correlation between stimulus level and response variability as well as to 
assess the robustness of ITD representation against low stimulus level. 
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3.2 Methods: Analysis of response variability and accuracy of ITD representation 
 
3.2.1 Stimulus protocol 
 
After the isolation and basic characterization of the neuron (see 2.3), noise delay functions (NDFs) were 
recorded at the neuron’s best interaural level difference (ILD) using both de novo and frozen broadband 
noise stimuli. Generally, NDFs covered an ITD range from −330 to 330 µs in 30 µs steps and were 
averaged across 10-20 repetitions of each ITD. The sequence of stimulus ITD was random. Stimuli were 
presented in 1000 ms intervals and the stimulus duration was 100 ms. An inter-stimulus interval of 900 
ms has proved to allow the recording of stationary responses in ICX and AAr. More precisely, after a 
silent interval of 400 ms, a stimulus having a duration of 100 ms was presented, followed by a second 
silent interval of 500 ms. In the ICX, NDFs were recorded at several sound levels to estimate the 
influence of the sound level on response variability. Stimulus levels ranged from subthreshold levels up 
to 20-30 dB above the neuron’s threshold. By contrast, for the AAr, NDFs were recorded at only one 
sound level, generally 20-30 dB above the neuron’s threshold.  
 
3.2.2 Variability measurements 
 
Response variability of the ITD representation was assessed by two variables, the correlation between 
single NDFs and the variability in the response rate at the best ITD. In general, mean NDFs were 
generated by averaging 10 to 15 recorded, single NDFs.  
 
To estimate the variability in the NDF’s shape, the Pearson’s linear correlation coefficients between 
each of the 10 to 15 single NDFs and the mean NDF were computed. Correlation was analyzed in an 
ITD range of ±300 µs. The resulting correlations were averaged to obtain the mean coefficient of 
correlation (CC) between single NDFs and the averaged NDF. Neurons with a reliable response rate – 
i.e., a low response variability in the analyzed ITD range (±300 µs) – were expected to exhibit highly 
correlated single NDFs. Thus, the mean correlation between their single NDFs and the averaged NDF 
should also be high.  
While the CC is a good measure for variability when the entire physiological ITD range is analyzed, it 
is limited in estimating the response variability at a certain ITD like the best ITD (see 2.3), i.e., the MP 
of the NDF. To quantify rate variability at the best ITD, the variance-to-mean ratio was computed, also 
known as index of dispersion (DI). The DI was computed as the ratio of the variance in spike count to 
the mean spike count during stimulus presentation. As indicated by the name, the DI can also be used 
to estimate the dispersion of a measured data set. A DI below 1 indicates an under-dispersed data set, 
which indicates some kind of regularity or periodicity, while a DI above 1 indicates an over-dispersed 
data set, which might be due to clustering or grouping of the measured values. 
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3.2.3 Monte Carlo simulation 
 
Monte Carlo simulations were used to assess the ITD encoding in the examined nuclei by estimating the 
precision and trueness as well as the ambiguity in the representation of the best ITD. Monte Carlo 
simulations generate new random data sets, by either repeated random sampling of measured values or 
by picking samples from a known probability function of some measured data (Metropolis et al., 1953; 
Gelfand, 1990).  
 
Figure 3-1 shows the mean NDF of an ICX neuron (black line) and the spread of the recorded response 
rates (gray area). For each ITD, 10 to 15 responses were measured and averaged to compute the mean 
NDF. Simulated NDFs were generated by randomly selecting one of the 10 to 15 measured values for 
each of the tested ITDs. For each neuron, ten thousand simulated NDFs were generated. The best ITD 
of the simulated NDFs was determined and used to quantify the precision and trueness in the encoding 
of the best ITD. Furthermore, the ratio of simulated NDFs that exhibited a best ITD outside a ±60 µs 
range around the actual best ITD of the neuron was determined and referred to as miss rate (Fig. 3-2 B, 
black bar at the top marks ±60 µs range). A range of 60 s was chosen because this range represents 
less than half of a period at the best frequency for most of the neurons analyzed. The miss rate was used 
as a measure for ambiguity of the ITD encoding. Figure 3-1 B shows the distribution of simulated best 
ITDs for the NDF shown in A. The best ITD of this neuron was at 30 s. In the example, 376 of the ten 
thousand simulated NDFs exhibited a best ITD outside of the ±60 µs range, thus the miss rate was 
3.76%. For the estimation of precision and trueness in the encoding of the best ITD, only those simulated 
NDFs were considered that exhibited a peak within the ±60 µs interval around the best ITD of the 
original NDF. The precision was estimated by the standard deviation (SD) of the best ITD. Most NDFs 
of the example neuron exhibited the best ITD at 30 µs; only 169 simulated NDFs showed a deviating 
best ITD (60 µs, Fig. 3-1 B). Hence, the SD was 3.94 µs for the example neuron, indicating a high 
precision in the representation of the best ITD. Trueness was determined by the average difference 
between the best ITD of the actual NDF (30 µs) and the simulated NDFs. For the recorded NDF shown 
in Fig. 3-1 A, the trueness was 0.28 µs. While the Monte Carlo simulation is useful for assessing the 
encoding of the best ITD, it fails in estimating the encoding of other ITDs. Besides, the simulation 
cannot be used for differentiating between the different effects that might be responsible for the 
ambiguous encoding of the best ITD.  
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3.2.4 Rate decision-maker model 
 
In addition to the Monte Carlo simulation, a rate decision-maker model (DM) was used to analyze ITD 
representation before and after across-frequency integration. The DM is advantageous, since it allows 
differentiating whether an erroneous representation of best ITD is due to low response rate at the MP – 
i.e., best ITD (miss) – or due to an increased response rate at a non-MP ITD (false-alarm). The DM also 
assesses the representation of non-peak ITDs, thus facilitating a comprehensive estimation of ITD 
representation in the analyzed neurons. The DM compared the response rate of single trials with the 
mean NDF. The recorded response was then assigned to that ITD to which its difference was the least. 
Figure 3-2, C top shows the single values (gray plus signs) measured for the mean NDF shown in Fig. 
3-2 A. For example, the black curve in Fig. 3-2 C (bottom) shows the response rate difference between 
  
Figure 3-2: Monte Carlo simulation and rate decision-maker model. A) Recorded NDF of an ICX neuron 
(black line). Each data point of the NDF was averaged over 15 single response rates. The spread of the single 
responses is marked by the gray area. Simulated NDFs were generated by picking randomly one of the single 
response rates for each of the 21 ITDs (+/-300 µs, 30 µs step size). For each recorded NDF, 10000 simulated NDFs 
were generated. Best ITD of the simulated NDFs was used to assess ITD representation. B) Distribution of best 
ITD of the simulated NDFs. Best ITDs of the simulated NDFs were categorized depending on their distance to the 
best ITD of the recorded NDF, i.e., the MP (A: 30 µs). Best ITDs within a range of +/-60 µs around the MP were 
used to assess the precision in the representation of the best ITD. Precision was given by the standard deviation of 
all best ITDs within the +/-60 µs ITD range. By contrast, best ITD outside the +/-60 µs range were used to assess 
the number of false localizations, i.e., the miss rate. Miss rate was given in percent of the total number of 
simulations (N =10000). The precision for the example neuron was 3.94 µs, while the miss rate was 3.76%. C) 
Rate decision-maker model (DM). Grey plus signs mark the 315 single values (21 ITD and 15 repetitions) of the 
same neuron shown in A. For each of the 315 single trials, the rate DM computed the differences to the mean NDF 
(bottom: black line, difference between NDF and the example trial marked by the black triangle (top)). The single 
trial (top: black triangle) was then assigned to that ITD to which its difference was the least (bottom: 60 µs, marked 
by gray line). D) Output matrix of the rate DM for the neuron shown in C. The x-axis gives the stimulus ITD, while 
the y-axis gives the ITD encoded by the DM. Grayscale color map codes the number of trials assigned to each 
field. Black arrows indicate best ITD of the recorded NDF. 
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the single response rate marked by the black triangle (Fig. 3-2 C, top) and the mean NDF of the neuron 
(Fig 3-2, A, black line). The minimum difference at 60 µs ITD is marked by a gray horizontal line. The 
example response was consequently assigned to the 60 µs ITD value by the DM, though it was recorded 
with a stimulus ITD of 30 µs. This was repeated until each single response was assigned to an ITD value, 
resulting in the DM output matrix shown in Fig. 3-2 D. The x-axis of the DM matrix represents the 
stimulus ITD used for recording the response rate, while the y-axis shows the assigned ITD. The 
brightness of the fields codes the number of occurrences, with a dark color indicating a high number of 
occurrences. The output matrix was used to compute the hit, miss and false-alarm rate of the 
representation of best ITD as well as the total hit and miss rate of the representation within the barn 
owl's physiological ITD range. The position of the best ITD was marked by black arrows in the x-axis 
and y-axis of the output matrix, respectively. The number of hits was given by the number of responses 
assigned to the intersection of the best ITD row and the best ITD column (marked by the black 
arrowhead). In accordance to the Monte Carlo analysis, responses that were recorded at the best ITD but 
assigned to an ITD that deviated by more than 60 µs from the best ITD were counted as a miss. In order 
to determine the hit and miss rate, the number of hits and misses was divided by the number of stimulus 
repetitions. By contrast, the percentage of trials recorded at all non-peak ITDs that were wrongly 
assigned to the best ITD by the DM was defined as the false-alarm rate. The total hit rate and total miss 
rate of the entire output matrix are reciprocal, thus it was sufficient to calculate the total hit rate by 
counting the correct responses and dividing it by the total amount of recorded responses. The iso-ITD 
fields of the matrix hold the correct responses. All assignments outside of these fields were misses. 
 
3.2.5 Estimation coding quality using NDF shape parameters and response variability 
 
It was checked whether the precision and the ambiguity in the representation of the best ITD can be 
assessed directly by the response variability and the shape parameters of the NDFs (see 2.4). To do so, 
the SD and the miss rate of the representation of the best ITD determined in the Monte Carlo approach 
were compared to estimations of the precision and the ambiguity of ITD representation, respectively. 
The estimations were computed using the response variability and the shape parameters of the recorded 
NDFs. In order to allow a better comparison, the imprecision was estimated instead of the precision. 
Here, imprecision is defined as the reciprocal value of the precision. The imprecision was expected to 
be positively correlated to the response variability σ2rate, the half-height peak width HHpeak and an 
additional peak-shape parameter. The peak shape was estimated by computing the mean normalized 
response rate µpeak of the ITD function 𝑓(𝐼𝑇𝐷) within the half-height peak width (Eq 3.1). The edges of 
the half-height peak width are given by tmax and tmin. The peak shape parameter could take values from 
0 to 1. A value of 1 corresponds to a perfectly rectangular peak shape. Since all three parameters are 
expected to be positively correlated to the imprecision, imprecision estimation 𝜀𝑖𝑚𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  was 
calculated by multiplying the three values (3.2). 
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𝜇𝑝𝑒𝑎𝑘 =  
1
𝑡𝑚𝑎𝑥−𝑡𝑚𝑖𝑛   
∗ ∑ 𝑓(𝐼𝑇𝐷)
𝑡𝑚𝑎𝑥
𝑡𝑚𝑖𝑛
     (3.1) 
𝜀𝑖𝑚𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛[
𝑠𝑝𝑘∗µ𝑠
𝑠
] =   𝜎𝑟𝑎𝑡𝑒
2 [
𝑠𝑝𝑘
𝑠
] ∗ 𝐻𝐻𝑝𝑒𝑎𝑘[µ𝑠] ∗ 𝜇𝑝𝑒𝑎𝑘       (3.2) 
 
The ambiguity in ITD encoding was assessed by analyzing the side-peak suppression (SPS) and the 
response variability. Neurons with a low SPS and a high variability in response rate σ2rate were expected 
to exhibit a high miss rate, since MP and SP should be confused often. Thus, the ambiguity estimation 
𝜀𝑎𝑚𝑏𝑖𝑔𝑢𝑖𝑡𝑦  was calculated by dividing the SPS by the response variability (Eq. 3.3).  
 
𝜀𝑎𝑚𝑏𝑖𝑔𝑢𝑖𝑡𝑦  [
𝑠𝑝𝑘
𝑠
] =  𝑆𝑃𝑆
𝜎𝑟𝑎𝑡𝑒 [
𝑠𝑝𝑘
𝑠
]⁄
     (3.3) 
 
Finally, the correlation between the two estimations and the SD and the miss rate of the representation 
of best ITD was computed for all recorded NDF. Thus, the relation between the ITD representation and 
both the shape of the NDF and the response rate variability could be assessed.  
 
3.2.6 Normalized response rate 
 
To analyze the influence of sound level, NDFs were recorded at varying sound levels and split into three 
groups depending on the normalized response rate (0-100%, for a definition see below). The normalized 
response rate in turn depends on the stimulus level and intrinsic properties of the neuron. The relation 
between the response rate and the sound level of each neuron is described by the rate-level function 
(RLF). Figure 3-3 A shows an example of an RLF. The RLF was recorded at the neuron’s best ITD and 
best ILD. A logistic function was used to fit the RLF (Eq. 3.4).  
 
𝑓(𝑎𝑡𝑡) =  ∆𝑟𝑎𝑡𝑒 (1 + 𝑒
𝑎𝑡𝑡−𝑎𝑡𝑡0
𝜏 )⁄      (3.4) 
 
The difference between the minimum and maximum rate of the fit (Δrate), the position of the reversal 
point (att0) and the decay constant (τ) were determined individually for each neuron. The normalized 
response rate (Fig. 3-3 A: dotted, horizontal lines) of each NDF was determined by employing the 
attenuation (att, Fig. 3-3 A: dotted, vertical lines) at which the NDF was recorded and the previously 
determined fit parameters (Δrate, att0, and τ) in the logistic fit function and calculating the response rate. 
Afterwards, the response rate was divided by the maximum response rate of the fit, yielding the 
normalized response rate. Figure 3-3 B shows the distribution of NDFs sorted by normalized response 
rate. For the comparison of response variability and ITD representation in the three nuclei, only NDFs 
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recorded at a normalized response rate of at least 80% were analyzed. As described above, the recorded 
NDFs were divided into three groups to analyze the effect of sound level on the representation of ITD. 
In the three groups the stimulus levels ranged from 0 to 45%, 45 to 95%, and 95 to 100% normalized 
response rate. Divisions are indicated by horizontal, black lines in Fig. 3-3 B. 
 
 
 
 
3.3 Results: Response variability and accuracy of ITD representation in the IC and the 
AAr 
 
The variability in ITD representation in the midbrain and in the forebrain was assessed by analyzing the 
responses of 109 single neurons of the ICX and 266 single neurons of the AAr. Data were collected 
from 13 owls of both sexes. NDFs of AAr neurons were only recorded for either frozen or de novo noise 
stimuli, while for most ICX neurons NDFs were collected for both de novo and frozen stimuli. The data 
set of the ICCc consisted of 28 single neurons and was provided by Björn Christianson. ICCc data were 
already published (Christianson and Peña, 2006). For the ICCc, only responses to de novo stimuli were 
available. Table 3-1 lists the number of neurons recorded from each owl and the proportions of de novo 
and frozen recordings. 
 
 
Figure 3-3: Rate-level function and distribution of normalized response rates. A) Example rate-level function 
(RLF, dashed gray line + squares). RLFs were fitted with a logistic function (solid black line). For this ICX neuron, 
three NDFs were recorded. The attenuations at which the NDFs were recorded are indicated by the vertical, black 
dotted lines. The horizontal, dotted lines mark the corresponding response rates. The response rates are expressed 
as percentage of the maximum of the logistic fit. An attenuation of 0 dB correlates to a sound level of 60 dB SPL. 
B) Distribution of normalized response rates at which NDFs were recorded for the ICX (blue) and the AAr (green). 
Rates are expressed as percentage of the maximum of the respective neuron’s RLF fit. NDFs were recorded either 
with de novo (bright) or ‘frozen’ (dark) noise tokens (see section 2.2). Most NDFs were recorded in the saturation 
range of the neuron. Based on the normalized responses, the population of NDFs was divided into three groups: 
low (0-45 %), mid (45-95 %), and high (> 95 %) response rate. Black dashed lines mark the boundaries. 
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3.3.1 Tuning properties of NDFs in the ICX and the AAr of the barn owl 
 
Figure 3-4 shows example NDF of three neurons of each nucleus: ICCc, ICX and AAr. The ICCc data 
served as a reference for NDF characteristics before across-frequency integration. ICCc neurons 
exhibited cyclic NDFs with a small SEM and several peaks of similar height (Fig. 3-4: A, D, G). Thus, 
SPS was minor in most ICCc neurons. The median SPS in ICCc neurons was 0.08 (Fig. 3-5 B). RI was 
also minor in most ICCc neurons (Fig. 3-4 A, D) with a median of 0.32. Only a small number of ICCc 
neurons exhibited a RI below 0.3 (Fig. 3-4 G). The MP is defined as the peak that elicited the highest 
response rate. The HH of NDFs was measured at the half maximum height of the MP. The peak width 
was negatively correlated to the best frequency of the neuron (data not shown). The median peak width 
of ICCc neurons was 103.5 µs (Fig. 3-5 C). Like the ICCc, the ICX also exhibited small SEMs and 
cyclic NDFs often with several peaks within the barn owl’s physiological ITD range (Fig. 3-4 B, E and 
H). However, in the ICX, the MP was generally much higher than the SPs of the NDF, resulting in a 
significantly higher SPS in the ICX compared to the ICCc (Mann-Whitney U test, p<0.001). The median 
SPS was 0.39 for the ICX, compared to 0.08 for the ICCc (Fig. 3-5 B). ICX neurons also exhibited a 
significantly higher rectification than ICCc neurons (Mann-Whitney U test, p<0.01). The median RI of 
the ICX (0.24, Fig. 3-5 A) was 0.08 below the median RI of the ICCc (0.32). Note that an RI of 0.5 
implies that the NDF exhibited no rectification, while an RI below 0.5 indicates a positive rectification 
and an RI above 0.5 indicates a negative rectification (see 2.3). Thus, the higher deviation from the mean 
RI of 0.5 for the ICX neurons indicated a higher rectification in the ICX. The peak width of the MP was 
much smaller in ICX neurons than in ICCc neurons (Fig. 3-4 B, E and H). The ICX neurons exhibited 
a median peak width of 54.9 µs, which was significantly smaller than the median peak width of the ICCc 
(Mann-Whitney U test, p<0.001). During the experiments, the response rate in the AAr seemed to be 
highly variable. Compared to the midbrain nuclei, most AAr neurons indeed exhibited a higher SEM in 
their mean response rate (Fig. 3-4: error bars). In addition, NDFs of AAr neurons often exhibited an 
Table 3-1: Response variability: distribution of recorded neurons. 
 
AAR          
Stim.\Owl  Lumumba Metaxa Nosferatu Ouzo Smilla Xavi Zlatan 
DE-NOVO  27 49 63 6 38 19 - 
FROZEN  - - - - - 45 17 
         
ICX         
Stim.\Owl  Artur Freddy Janice Lorenz Pitu Smilla  
DE-NOVO  14 17 7 59 5 6  
FROZEN  70 10 26 103 1 22  
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asymmetric ITD representation, whereas the NDFs of the midbrain nuclei were symmetric around the 
MP with the exception of a subpopulation of ICX neurons that lacked the ipsilateral SPs (Fig. 3-4 B, E). 
 
 
 In AAr, ITDs representing locations contra-lateral to the MP elicited a higher response rate than ITDs 
representing locations ipsilateral to the MP, leading to what I call a higher contra-lateral shoulder in the 
NDF (Fig. 3-4 C, F and I). The NDFs of AAr neurons often exhibited SPs within the ITD range of the 
contra-lateral shoulder (Fig. 3-4 C, F and I). Thus, the SPS in the AAr was lower than the SPS in the 
ICX, but higher than the SPS in the ICCc. The differences in the SPS between the three nuclei were 
highly significant (Mann-Whitney U test, p<0.001). Of the three nuclei examined, the AAr showed the 
lowest rectification. The median RI of the AAr was 0.37. It was significantly higher than the RI of the 
ICX (Mann-Whitney U test, p<0.001, Fig. 3-5 A). This fits the observation that for most AAr neurons 
the minimal response rate was still above zero spikes per second (Fig. 3-4 C, I). Note that the response 
rate could become negative, since the spontaneous activity was subtracted from the stimulus-driven 
activity to calculate the actual response rate (see 2.3). The AAr neurons also exhibited the largest peak 
width, since peak width was measured at the half-height of the peak’s maximum response rate. The 
higher contra-lateral shoulder was often above the 50 percent threshold. Thus, for many AAr neurons, 
the peak width was increased by the ITD range of the contra-lateral shoulder. Like the ICC, the AAr 
 
 
Figure 3-4: Noise-delay functions of midbrain and forebrain neurons. A, D, and G) Single NDFs (solid gray 
lines, n = 1) and mean NDFs (solid black lines, n = 10) of three ICCc neurons. The upper left corner of each plot 
shows the values for standard deviation (SD), index of dispersion (DI), coefficient of correlation (CC), rectification 
index (RI), side-peak suppression (SPS) and half-height peak width (HH). SD and DI were computed at the MP 
(ITD that elicited the highest response rate) of each neuron. For a detailed explanation of the parameters see 
sections 2.3 and 3.2.2. B, E, and H) Single NDFs and mean NDFs (n = 15) of three ICX neurons. C, F, and I) Single 
NDFs and mean NDFs (n = 15) of three AAr neurons. The ICCc data were provided by Björn Christianson 
(Christianson and Peña, 2006). 
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exhibited a significantly higher peak width than the ICCc (131.4 µs, Mann-Whitney U test, p<0.001, 
Fig. 3-5 C). 
 
 
While the ICCc completely lacked SPS, across-frequency integrating neurons of both the ICX and the 
AAr exhibited a significant reduction in the response rate at the SPs. NDFs of the ICX were strongly 
rectified and exhibited narrow MPs. By contrast, AAr neurons showed only minor rectification, but 
broad peaks and a higher SEM, leading to the assumption that the representation of ITD is more 
ambiguous in AAr, at least on a single-neuron level.  
 
3.3.2 Response variability at the best ITD and within the entire physiological ITD range  
 
The DI computed at the best ITD and the average correlation coefficient (CC) between single NDFs and 
the mean NDF were used to estimate the effect of across-frequency integration on rate variability. 
Furthermore, the DI and the CC of across-frequency integrating neurons of the forebrain path (AAr) and 
the midbrain path (ICX) were compared to assess the differences in response variability. 
 
Mean NDFs consisted of 10-15 single NDFs. In both the ICCc and the ICX, the differences between 
single NDFs and the mean NDF were minor. Single NDFs often resembled the shape of the mean NDF 
exactly (Fig. 3-4 A, D, G and B, E, H). Thus, both nuclei exhibited high correlation between the single 
NDFs and the mean NDF. However, for de novo stimuli, the median CC of the ICCc (0.97) was 
significantly higher than the median CC of the ICX (0.7, Fig. 3-6 A, black boxes). AAr neurons often 
exhibited vastly different shapes for single NDFs (Fig. 3-4 C, F and I). Hence, the AAr exhibited the 
lowest CC with a median value of 0.46 (Fig. 3-6 A). The differences in distribution of CCs between the 
AAr and the two IC nuclei was significant (Mann-Whitney U test, p<0.001). De novo stimuli were 
assumed to exhibit a higher variability due to their varying spectro-temporal composition. Thus, the CC 
 
Figure 3-5: Distributions of NDFs’ shape parameters. A) Rectification index (RI). The upper left corner of each 
plot shows the median values of the corresponding boxplots. The median of the distribution is marked by the central 
line of the boxplot. The edges of the boxplot are the 25th and 75th percentiles, while the whiskers extend to the most 
extreme data points, not considering outliers. Outliers are indicated by gray plus signs. The ICX exhibited a 
significantly lower RI than the ICCc (Mann-Whitney U test, p< 0.01) and the AAr (Mann-Whitney U test, p< 
0.001). B) Side-peak suppression. The SPS of the three nuclei differed significantly from each other (Mann-
Whitney U test, p< 0.001). C) Half-height peak width. The ICX had a significantly smaller HH than the two other 
nuclei (Mann-Whitney U test, p< 0.001). 
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was also analyzed for NDFs recorded with frozen noise stimuli in the ICX and the AAr. In the ICX, the 
median CC of frozen NDFs (0.75) was significantly higher than the median CC of de novo NDFs (0.7; 
Mann-Whitney U test, p<0.05). By contrast, frozen NDFs exhibited a lower median CC (0.42) compared 
to de novo NDFs (0.46) in the AAr. However, this difference wasn’t significant (Mann-Whitney U test, 
p>0.05; Fig 3-6 A, gray boxes). 
 
 
ICCc neurons exhibit high response rates compared to ICX and AAr neurons (Fig. 3-4). The maximum 
rate of ICCc neurons was significantly higher than the maximum rate of the ICX and the AAr (ICCc: 
160.5 spk/s; Mann-Whitney U test, p<0.001), while no significant difference between the maximum rate 
of ICX and AAr neurons for both de novo (ICX: 35.75 spk/s, AAr: 27.75 spk/s) and frozen (ICX: 32.5 
spk/s, AAr: 36.75 spk/s) stimuli was observed. In accordance with the results for maximum response 
rate and the trends observed in the recorded NDFs (Fig. 3-4), the SD of ICCc neurons was significantly 
higher than the SD of the other nuclei (ICCc: 23.39 spk/s, ICX: 17.12 spk/s, AAr: 16.29 spk/s; Mann-
Whitney U test, p<0.001; Fig. 3-6 C). SD and DI were measured at the best ITD. In the ICX, frozen 
NDFs exhibited a significantly lower SD than de novo NDFs (frozen: 14.34 spk/s, Mann-Whitney U 
test, p < 0.05). The DI of the de novo NDFs was different in the three examined nuclei. The ICCc 
exhibited the lowest DI, with a median of 3.83 spk/s. It was significantly lower than the median DI of 
the ICX (8.13 spk/s) and the AAr (11.84 spk/s; Mann-Whitney U test, p<0.001; Fig. 3-6 C). The 
difference between the DI of the ICX and the AAr was also significant (Mann-Whitney U test, p<0.01). 
Frozen NDF of both the ICX and the AAr exhibited lower DIs compared to their de novo equivalents, 
 
 
Figure 3-6: Distributions of NDFs’ variability parameters. Results for recordings with de novo noise tokens 
(black boxes) and frozen noise tokens (gray boxes) are shown. A) Coefficient of correlation (CC). The median of 
the distribution is marked by the central line of the boxplot. The corresponding values are given in the text 
annotation. The edges of the boxplot are the 25th and 75th percentiles, while the whiskers extend to the most extreme 
data points, not considering outliers. Outliers are indicated by gray plus signs. For the de-novo recordings, the CCs 
of the three nuclei were significantly different from each other (Mann-Whitney U test, p<0.001). B) Mean response 
rate at the best ITD (ITD that elicit the highest response rate). ICCc neurons exhibited a significantly higher 
response rate than the neurons of the two other nuclei (Mann-Whitney U test, p<0.001). Mean response rate in the 
ICX was higher than in the AAr (Mann-Whitney U test, p<0.05). C) Standard deviation at the best ITD. SD of 
ICCc neurons differed significantly from the SD of the two other nuclei (Mann-Whitney U test, ICX: p<0.001, 
AAR: p<0.01). D) The DIs of the three nuclei were significantly different from each other (Mann-Whitney U test, 
p<0.001). Frozen NDF of the ICX exhibited significantly lower SDs (Mann-Whitney U test, p<0.05) and DIs 
(Mann-Whitney U test, p<0.01) compared to de novo NDFs. 
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indicating a higher reliability in response rate for frozen stimuli. However, only for the ICX was the 
difference significant (Mann-Whitney U test, p<0.01). 
 
 
 
 
The correlation between DI and CC was calculated to check whether rate reliability at the peak and the 
variability within the whole NDF were mutually dependent. Figure 3-7 shows the DI plotted against the 
CC for all three nuclei. Only the ICX, DI and CC exhibited a significant correlation (corr.: −0.323, 
Pearson’s r, p<0.01). For the ICX neurons, DI decreased with increasing CC. Of the three nuclei 
examined, the AAr had the lowest CC and the highest DIs. Thus rate reliability was worst in AAr. 
Though the variability in the response rate was low for the ICX, the ICCc exhibited the best reliability 
in both the response rate of the whole NDF (highest CC) and the response rate at the best ITD, i.e., at 
the maximum rate (lowest DI). Therefore, ITD representation seemed to worsen by across-frequency 
integration. But, since the representation of ITD in the ICX depended not only on the rate variability but 
also on the SPS and the peak width, a Monte Carlo simulation was used to analyze the trueness and the 
precision in the representation of ITD in the ICX and the AAr compared to the ICCc. 
 
3.3.3 Precision, trueness and ambiguity of ITD representation  
 
A Monte Carlo approach was used to test the encoding of ITD after across-frequency integration in the 
ICX and AAr and compare the results to the ICCc data. For each recorded NDF, ten thousand simulated 
NDFs were generated by randomly picking for each ITD one of the 10 to 15 recorded responses (see 
3.2.3). 
  
Figure 3-7: Correlation of the DI and CC. Of the three single nuclei, only the ICX (blue squares) exhibited a 
slight correlation between the DI and the CC (corr: −0.2921, Pearson’s r, p < 0.05). 
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The simulated data set was split into two groups depending on the best ITD of the simulated NDFs. The 
first group consisted of NDFs that exhibited a best ITD within a ±60 µs range around the best ITD of 
the original recorded NDF (Fig. 3-2 B and Fig. 3-8 bottom panels, ±60 µs range is indicated by gray 
area). The standard deviation in the best ITD of these NDFs was used to assess the precision in the 
encoding of the best ITD, while the averaged difference between the best ITD of the simulated NDFs 
and the best ITD of the recorded NDF was used as a measure for the trueness of the encoding. Simulated 
NDFs that exhibited a peak outside the ±60 µs range formed the second group. These NDFs represent 
failures in the encoding of the best ITD, and the percentage of these NDFs gave the miss rate of ITD 
encoding. The miss rate could be used as a measure for the ambiguity in the encoding of the best ITD. 
 
 
 
Figure 3-8 shows the recorded responses (top panels) as well as the corresponding results of the Monte 
Carlo simulation (bottom panels) for nine neurons, three neurons from each nucleus. Across nuclei, the 
SD and the mean difference varied strongly between single NDFs (Fig. 3-8; ICCc: 1st column, ICX: 2nd 
Figure 3-8: Results of Monte Carlo simulation for single neurons. First column (A, D and G), single 
measurements (gray plus signs) and mean NDFs (black solid line) of three ICCc neurons are shown in the top 
panels. The bottom panel of each subfigure shows the distribution of best ITDs derived from 10,000 simulated 
NDFs (see 3.2.3). For the best ITDs within the MP range (gray area, +/-60 µs around the MP of the recorded NDF), 
the SD and the mean difference between simulated best ITD and best ITD of the recorded NDF were computed. 
The values for the SD and the mean difference are given in the upper left corner of the bottom panels, together 
with the miss rate, i.e., the percent of simulated NDFs that exhibited a best ITDs outside of the MP range. B, E and 
H: Results of three ICX neurons. C, F and I: Results of three AAr neurons. For all three nuclei, the miss rate of the 
presented neurons decreases from the top to the bottom row. 
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column, AAr: 3rd column). Single NDFs recorded in the ICCc (Fig. 3-8 D) and the ICX (Fig. 3-8 H) 
sometimes exhibited a low SD and a low mean difference, indicating a high precision and trueness in 
the representation of ITD on the level of single neurons. By contrast, the AAr lacked neurons that 
exhibited a low SD and a low mean difference (Fig. 3-8: C, F and I). For each nucleus, an NDF with a 
high (top column), medium (middle) and low (bottom) miss rate is shown. For the neurons shown, miss 
rate seemed to be independent of the two measures for accuracy (SD and mean difference). Some 
neurons with low miss rates exhibited substantial SDs and mean differences (Fig. 3-8 E and G) while 
other neurons with higher miss rates exhibited a SD and a mean difference of 0 (Fig. 3-8 D).  
 
Despite the difference in rate reliability between ICCc and ICX (see 3.3.2), the precision and trueness 
in the encoding of the best ITD did not vary significantly between the two nuclei (Mann-Whitney U test, 
p>0.05; Fig. 3-9 A). The median SD was 14.59 µs for the ICCc and 13.56 µs for the ICX, while the 
median mean difference was 4.96 µs for the ICCc and 3.78 µs for the ICX. Like the SD and the mean 
difference, miss rate did not differ significantly between the ICCc (median: 36%) and the ICX (median: 
28.43%) if all ICCc neurons were considered (Fig. 3-9 B). However, some ICCc neurons didn’t exhibit 
an SP within the physiological ITD range of the barn owl. Consequently, these neurons were more robust 
against misses, since only the physiological ITD range was considered for the Monte Carlo-based 
analysis. If the analysis was restrained to ICCc neurons with at least one SP within the physiological 
ITD range, the miss rate of the ICCc neurons (median: 42%) increased. As a consequence, the miss rate 
of the restricted population of ICCc neurons was significantly higher than the miss rate of the ICX 
neurons (Mann-Whitney U test, p<0.001; Fig. 3-9: B, gray box). AAr neurons exhibited an increase in 
both the SD and the mean difference (medians: SD = 28.89 µs, mean difference = 6.47 µs) compared to 
the neurons of the ICX (Mann-Whitney U test, p<0.01). The miss rate (50.16%) was significantly higher 
in AAr neurons than in the two IC nuclei (Mann-Whitney U test, p<0.001). Thus, the Monte Carlo 
simulation confirmed the results of the rate variability analysis, indicating a worse representation of the 
best ITD on single neuron level in AAr neurons.  
 
In order to compare the results of the Monte Carlo simulation directly with the results of the rate 
variability analysis, precision and ambiguity estimations were computed using both shape parameter 
and the variability of the recorded NDFs (see 3.2.5). Figure 3-9 C shows the correlation between the 
estimated imprecision and the SD for the neurons of the three nuclei. SD increased with increasing 
imprecision estimation. The same was true for the ambiguity estimation and the corresponding miss rate 
(Fig. 3-9 D). The error estimations are unrestricted, while the SD and the miss rate are limited by the 
chosen ITD range of the MP range (±60 µs) and the maximum miss rate (100%), respectively. 
Correlations between Monte Carlo results (SD, miss rate) and estimations were significant for all 
conditions with the exception of the SD and the imprecision estimation results of the AAr (Pearson’s r, 
AAr: p>0.05, Fig. 3-9 C, green triangles). Consequently, shape parameter and response variability can 
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be used to predict the quality of ITD encoding of single neurons in the midbrain pathway of the barn 
owl’s auditory system by accessing the accuracy and ambiguity of the encoding. 
 
The analysis of the best ITD of the Monte Carlo-simulated NDFs has a major drawback concerning the 
estimation of ITD encoding, since it only assesses the encoding of the best ITD and neglects the 
representation of non-peak ITDs. Furthermore, it fails to differentiate between an ambiguous 
representation of ITD due to a variable representation of ITD at the MP or due to a variable 
representation at the SP. Therefore, ITD representation was analyzed using a DM that estimated both 
the miss rate and the false-alarm rate. False-alarms refer to the wrong assignment of SP responses to the 
MP due to a similar response rate of the MP and the SP, while misses are the assignment of an MP – 
i.e., best ITD – to some other ITD by the DM. The DM assumes that ITDs are only coded by the response 
rate of the neuron. Several studies indicated that this might be the case for the barn owl (Keller and 
Takahashi, 2000; Christianson and Peña, 2007). For each individually trial, the DM calculated the 
difference between the response rate of the trial and the mean response rate measured at each ITD 
(averaged across 10-15 trials). The trial was then assigned to the ITD that had the lowest difference in 
response rate compared to the trial (Fig. 3-2: C, bottom). For a perfect ITD encoding neuron, the assigned 
ITD would always match the ITD used for stimulation during the trial. Thus, the corresponding response 
matrix (Fig. 3-2 D) should exhibit a diagonal line from the lower left corner to the upper right corner. 
Hit, miss and false-alarm rate of each recorded NDF were readout of the corresponding response matrix 
(see 3.2.3). 
 
Figure 3-10 shows complementary cumulative distribution functions (CCDFs) of the DM’s output. 
CDDFs describe the probability of finding a neuron with a hit or false-alarm rate (depending on the 
actual CCDF) of x or higher in the examined nuclei. For the ICCc, only neurons that exhibited a second 
peak within the barn owl’s physiological ITD range were considered. Thus, only 18 ICCc neurons were 
used in the DM analysis. Rapidly decaying CCDF indicated a low number of neurons with high hit or 
false-alarm rates in the corresponding nucleus, while a slow decay indicated a high number of neurons 
with high hit or false-alarm rates. ICCc and ICX exhibited similar distributions for the MP hit rate, while 
high MP hit rates were significantly less common in the AAr compared to the ICX (Kolmogorov-
Smirnov test, ICX: p<0.001; Fig. 3-10 A). The shift to the left of the AAr data curve indicates lower hit 
rates in the population of AAr neurons. The distribution for SP hit rate (i.e., MP responses falsely 
assigned to an SP) differed between all three nuclei. The ICX exhibited the lowest number of high SP 
hit rates, while both the ICCc and the AAr exhibited a significantly higher SP hit rate (Kolmogorov-
Smirnov test, AAr: p<0.01, ICCc: p<0.05). In other words, responses were assigned correctly more often 
to the MP in the population of ICX neurons. The same trends as observed in the MP hit rate data were 
observed for the false-alarm rate data. High false-alarm rates were most common in the AAr. The ICX 
exhibited the lowest false-alarm rate, while the distribution of ICCc false-alarm rates alternated between 
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the distributions of the other two nuclei. However, the differences between the nuclei weren’t significant 
(Kolmogorov-Smirnov test, p>0.05).  
 
 
 
Besides the MP hit rate, the SP hit rate and the false-alarm rate, the hit rate of the whole response matrix 
was also analyzed to see whether the representation of all ITD, not just the best ITD, is similar in the 
three nuclei. Generally, overall hit rate was low in all nuclei. However, the ICCc neurons exhibited a 
 
Figure 3-9: Encoding of the best ITD assessed by Monte Carlo simulations. A) Encoding of the best ITD in 
the ICCc (light blue), ICX (blue) and AAr (green). The SD of simulated best ITDs was plotted against the mean 
distance between the best ITDs of the simulated NDFs and the best ITD of the actual NDF (see 3.2.3). Only 
simulated NDFs that exhibited a best ITD within a +/-60 µs range around the neuron’s actual best ITD were 
considered for the analysis. Dotted horizontal lines mark the median SD of the three nuclei while the vertical lines 
indicate the median of the mean difference of the populations. ICCc and ICX exhibit a significantly lower SD than 
the AAr (Mann-Whitney U test, p<0.001). The mean difference is more similar in the three nuclei, though the 
difference between the ICX and AAr is significant (Mann-Whitney U test, p<0.01). B) Miss rate. The black 
boxplots show the percentage of simulated NDFs that exhibited a best ITD outside the +/-60 µs interval around the 
best ITD of the recorded NDF. The medians are given in the upper left corner. The edges of the boxplots are the 
25th and 75th percentile, while the whiskers extend to the most extreme data points, not considering the outliers 
(gray plus signs). The ICCc and the ICX had a similar miss rate, while the AAr exhibited a significantly higher 
miss rate than the two IC nuclei (Mann-Whitney U test, p<0.001). Since one-third of the ICCc neurons did not 
exhibit an SP within the physiological ITD range, ICCc data were re-analyzed considering only ICCc neurons with 
at least one SP in the physiological ITD range (gray boxplot). The result for the restricted ICCc data set exhibited 
a higher miss rate compared to the original data set. The increased miss rate of the restricted ICCc data set was 
significantly higher than the miss rate of the ICX data (Mann-Whitney U test, p<0.01). C) Correlation between SD 
of the representation of the best ITD and the estimation of imprecision 𝜀𝑖𝑚𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  (see Eq. 3.1). For ICCc and 
ICX the correlation between the 𝜀𝑖𝑚𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 and the SD was significant (Mann-Whitney U test, ICC: p<0.01, ICX: 
p<0.001). D) Correlation between miss rate of best ITD and the estimation of ambiguity 𝜀𝑎𝑚𝑏𝑖𝑔𝑢𝑖𝑡𝑦 (see Eq. 3.3). 
All three nuclei exhibited a significant correlation for the 𝜀𝑎𝑚𝑏𝑖𝑔𝑢𝑖𝑡𝑦 and actual miss rate (Mann-Whitney U test, 
AAr: p<0.01, ICX: p<0.01; ICCc: p<0.05). Precision and ambiguity estimations were computed using NDF shape 
parameters and DIs of the corresponding NDFs (see 3.2.5). Only ICCc neurons with at least one SP within in the 
physiological ITD range were used for the estimation analysis. 
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significantly higher overall hit rate than the AAr and the ICX (Kolmogorov-Smirnov test, p<0.001). The 
lower overall hit rates in the ICX and AAr indicate a loss of information due to across-frequency 
integration. Overall hit rate was similar for the ICX and the AAr with no significant difference 
(Kolmogorov-Smirnov test, p>0.05). 
 
 
 
In summary, the data of the Monte Carlo simulation and the DM supported the results of the variability 
data. Typically, ITD encoding was bad on the single-neuron level. The median miss rate of the three 
nuclei varied from 28.43% (ICX) to 50.16% (AAr). Hence, representation of best ITD was ambiguous. 
Only a subpopulation of ICCc and ICX neurons exhibited a high precision (SD<10 µs) and a high 
trueness (mean differences<5 µs) in the encoding of the best ITD, while most AAr neurons exhibited a 
low precision (SD>15 µs). On the population level, the ICX exhibited the best encoding of the best ITD. 
By contrast, the AAr always exhibited the worst representation of the best ITD. The representation of 
the best ITD was similar in the ICCc and the ICX with exception of a higher miss rate in those ICCc 
neurons that exhibited an SP within the barn owl’s physiological ITD range. Thus, the comparison of 
the ICCc and ICX data indicated a preservation of the encoding of the best ITD during across-frequency 
integration, while at the same time the ambiguous SPs are removed. The hit rate of the entire matrix – 
i.e., the overall hit rate – was determined to assess the encoding of all ITDs within the physiological 
ITD range of the barn owl and not only the encoding of the best ITD (3.2.4). The overall hit rate was 
 
 
Figure 3-10: Encoding of the best ITD in the IC and the AAr assessed by the DM. A) Complementary 
cumulative distribution function (CDDF) for the MP hit rate of the DM. CDDFs describe the probability of finding 
a neuron with a hit rate of x or higher in the examined nuclei. The MP hit rate gives the percentage of responses, 
recorded at best ITD, i.e., MP, that were assigned correctly by the rate DM. The AAr exhibited a significantly 
lower number of neurons with a high MP hit rate than the ICX (Kolmogorov-Smirnov test, p<0.001). B) CDDF 
for the SP hit rate. The SP hit rate gives the percentage of responses recorded at the best ITD that were wrongly 
assigned to another ITD, typically an SP. ICX neurons had lower SP hit rates than the neurons of the other nuclei. 
The differences between ICX and the other nuclei were statistically significant (Kolmogorov-Smirnov test, ICCc: 
p<0.05, AAr: p<0.01). C) CDDF for the false-alarm rate. The false-alarm rate indicated how often a trial recorded 
at an SP was wrongly assigned to the MP by the DM. The AAr exhibited the most neurons with high false-alarm 
rates followed by the ICCc. The differences between the three nuclei weren’t significant (Kolmogorov-Smirnov 
test, p>0.05). D) CDDF for the overall hit rate. The overall hit rate give the percentage of correct encoded trials 
considering not only the encoding at the best ITD, but the encoding at all ITDs. ICCc neurons exhibited 
significantly more often a higher hit rate than neurons of the AAr and the ICX when the entire matrix was analyzed 
(Kolmogorov-Smirnov test, ICX: p<0.01, AAr: p<0.001). 
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significantly lower for the ICX and the AAr compared to the ICCc (Mann-Whitney U test, p<0.001), 
indicating a severe degradation of ITD encoding during across-frequency integration (Fig. 3-10 D).  
Across-frequency integration and thus SPS as well as the sharpening of the MP depend on several factors 
such as stimulus bandwidth (BW). BW depends in turn on the sound level of the acoustic stimulus. Since 
the barn owl is known to be able to localize even faint acoustic stimuli, the representation of ITD was 
expected to be robust against a decrease in the sound level. For that reason, the influence of sound level 
on the ITD representation in the barn owl’s auditory space map formed by the ICX neurons was analyzed 
in the next section.  
 
3.3.4 Dependence of ITD representation on sound level 
 
 
Across modalities, the representation of stimulus features depends on the stimulus intensity. Generally, 
a decreasing intensity leads to a degeneration of the neuronal representation. In order to analyze the 
correlation between sound localization and stimulus intensity, the representation of stimulus ITD at 
different sound levels in the auditory space map of the ICX was tested. Therefore, NDFs of ICX neurons 
were recorded using frozen noise stimuli. Frozen noise stimuli were used because they reduce the 
external noise and thus minimize the response variability in ICX neurons (Fig. 3-6). The recorded NDFs 
were divided in three groups, depending on their relative response rate. Relative response rate is directly 
connected to sound level but also takes the shape of the RLF into account (see 3.2.6). The three groups 
 
Figure 3-11: Noise-delay functions of ICX neurons at varying sound levels. Single NDFs (gray lines, n = 1) 
and mean NDFs (solid black lines, n = 10) of three ICX neurons (columns) recorded at different sound levels (rows) 
are shown. The sound level at which the NDFs were recorded increases from the top to the bottom row. The upper 
left corner of each plot shows the values for standard deviation (SD), index of dispersion (DI), coefficient of 
correlation (CC), rectification index (RI), side-peak suppression (SPS) and half-height width (HH). SD and DI 
were computed at the MP (ITD that elicited the highest mean response rate) of each neuron. For a detailed 
explanation of the parameters see sections 2.3 and 3.2.2. 
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were compared to determine the influence of the sound level on ITD representation. Typically, NDF 
exhibited variations due to a change in sound level. The changes in the maximum response rate and the 
SPS were most prominent. Figure 3-11 shows the NDFs of three ICX neurons (columns) recorded at 
three different stimulus levels (rows). Both maximum response rate and SPS varied systematically with 
sound level. Thereby, the NDFs recorded at the highest sound level exhibited the highest maximum 
response rate and the highest SPS (Fig. 3-11 G, H and I), while SPS and response rate were minimal for 
the lowest sound levels (Fig. 3-11 A, B and C). Like the SPS, the rectification and the peak width were 
also positively correlated to the sound level in most neurons (Fig. 3-11 1st and 3rd column). The changes 
in RI, SPS and peak width with sound level were significant on population level (Kruskal-Wallis test, 
RI: p<0.001, SPS: p<0.01, peak width: p<0.01, Fig. 3-12). 
 
 
 
The influence of sound level on rate variability within the ICX was analyzed as described above (see 
3.1.1). Like the maximum response rate, the SD of the response rate was positively correlated to stimulus 
level. The differences between the three groups were significant for both the maximum rate and the SD 
(Kruskal-Wallis test, response rate: p<0.001, SD: p<0.01; Fig. 3-13 B, C). Rate variability also depended 
significantly on sound level. The median CC of the single NDFs and the mean NDF increased from 0.52 
for low-rate NDFs to 0.76 for high-rate NDFs (Kruskal-Wallis test, p<0.001; Fig. 3-13 A), while the 
median DI, measured at the MP, decreased from 7.78 spk/s to 5.93 spk/s (Kruskal-Wallis test, p<0.05, 
Fig. 3-13 D). In summary, sound level closer to the neuron’s threshold resulted in a higher response 
variability and less prominent MPs in the ICX. 
 
A Monte Carlo approach was used to estimate the sound level-dependent changes in the representation 
of the best ITD. ITD representation was expected to change due to the degradations in NDF shape and 
the increased response variability reported for low stimulus levels (see 3.2.3 and Fig. 3-1). Both the SD 
and the mean difference of the best ITDs of the simulated NDFs were positive correlated to the response 
  
Figure 3-12: Distributions of NDF shape parameters at varying sound levels. A) Rectification index (RI). The 
median of the distribution is marked by the central line of the boxplot. The edges of the boxplot are the 25 th and 
75th percentiles, while the whiskers extend to the most extreme data points, not considering outliers. Outliers are 
indicated by gray plus signs. The upper left corner of each plot shows the medians of the corresponding boxplots. 
In the ICX, RI decreased significantly with increasing sound level (Kruskal-Wallis test, p<0.001). B) Side-peak 
suppression. The SPS increased with increasing sound level (Kruskal-Wallis test, p<0.01). C) Half-height peak 
width. Increasing sound level caused a significant decrease in HH width (Kruskal-Wallis test, p<0.01). 
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rate. The median SD increased from 8.49 µs for the high-rate NDFs to 15.12 µs for the low-rate NDFs, 
while the median of the mean difference increased from 3.1 µs to 6.55 µs. Only the change in SD was 
significant (Kruskal-Wallis test, SD: p<0.001, mean difference: p>0.05) (Fig. 3-14 A). Thus, ITD 
representation near the neuron’s threshold was less precise (higher SD) when compared to clear 
suprathreshold stimulus conditions, while the trueness was unaffected by the stimulus level. Like the 
SD, the miss rate also depended significantly on the stimulus level (Kruskal-Wallis test, p<0.001) (Fig. 
3-14 B). A decrease in stimulus level led to an increased miss rate and thus an increased ambiguity in 
the encoding of the best ITD.  
 
 
 
The DM model was used to analyze the effect of a decreased sound level on the representation of the 
ITD within the barn owl’s entire physiological range and not only the encoding of the best ITD. In 
addition, the DM also allowed it to assess the miss rate (MP response is mistaken for SP) and false-
alarm rate (SP response is mistaken for MP) of ITD encoding separately (see 3.2.3). The results of the 
DM model analysis are shown in the CCDFs of Fig. 3-15. The CCDF gives the probability for recording 
an NDF with a hit, miss or false-alarm rate of at least x%. x corresponds to the value on the x-axis. The 
MP hit rates (MP response is correctly assigned to MP by the DM) gained from the DM model were in 
accordance with the results of the Monte Carlo simulation. The high response rate group showed the 
slowest decline in the CCDF and thus the highest probability for high MP hit rates (Fig. 3-15: dark blue 
curve). A decrease in stimulus level led to a lower probability of NDFs with high MP hit rates as 
indicated by the left-shifted CCDF of the low response rate group (Fig. 3-15: A, light blue curve). The 
decline in hit rate with sound level was significant (Kolmogorov-Smirnov test, p<0.001, Fig. 3-15 A). 
Both the SP hit rate (MP was falsely assigned to an SP) and the false-alarm rate (SP was falsely assigned 
to the MP) supported the previous results. With increasing sound level, SP hit rate and false-alarm rate 
declined, indicating a decrease in the number of erroneous representations of the best ITD (Fig. 3-15 B 
 
Figure 3-13: Distributions of NDF variability parameters at varying sound levels. A) Coefficient of correlation 
(CC). The median of the distribution is marked by the central line of the boxplot. The edges of the boxplot are the 
25th and 75th percentiles, while the whiskers extend to the most extreme data points, not considering outliers. 
Outliers are indicated by gray plus signs. The upper left corner of each plot shows the medians of the corresponding 
boxplots. The CC increases significantly with increasing sound level (Kruskal-Wallis test, p<0.001). B) Mean 
response rate at the best ITD (ITD that elicits the highest response rate). Similar to the CC, mean rate increased 
significantly with increasing sound level (Kruskal-Wallis test, p<0.001). C) SD at the best ITD. D) DI at best ITD. 
Both the changes in SD and DI with increasing sound level were significant (Kruskal-Wallis test, SD: p<0.05, DI: 
p<0.01). 
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and C). However, only the change in SP hit rate was significant (Kolmogorov-Smirnov test, p<0.05, 
Fig. 3-15 B).  
 
 
 
As mentioned above, the DM was not only used to analyze the representation of best ITD but also the 
ITD encoding within the entire physiological ITD range of the barn owl. The representation of ITD was 
accessed by computing the hit rate of the entire DM matrix instead of the MP hit rate (Fig. 3-2 D, MP 
indicated by black arrowhead). Like for the MP hit rate, the hit rate of the entire matrix increased 
significantly with increasing sound level (Fig. 3-15 D, Kolmogorov-Smirnov test, p<0.01). Thus, both 
the representation of best ITD as well as the general representation of ITD was more erroneous for 
stimulus levels close to the threshold of the neurons. Interestingly, the sound-level-dependent 
differences in the hit rate of the entire matrix reported for ICX neurons were only minor compared to 
the difference between the ICCc and the ICX (Fig. 3-10 D). Thus, while the sound level still affected 
the representation of ITD, the effect of across-frequency integration significantly surpassed the sound-
level-dependent changes in ITD representation. 
 
The representation and coding of the best ITD in the ICX depended strongly on stimulus level. The data 
clearly showed that the shape of the NDFs degraded, response variability increased and general 
representation of best ITD got worse for decreasing sound level. The findings were supported by the 
results of both the Monte Carlo simulation and the DM model.  
 
  
Figure 3-14: Encoding of best ITD at varying sound levels assessed by Monte Carlo simulations. A) 
Representation of best ITD at different sound levels (light blue: low level, dark blue: high level). The SD of 
simulated best ITDs plotted against the mean distance between the best ITDs of the simulated NDFs and the best 
ITD of the actual NDF. Only simulated NDFs that exhibited a best ITD within a +/-60 µs range around the neuron’s 
actual best ITD were considered for the analysis. Dotted horizontal lines mark the median SD while the vertical 
lines indicate the median difference of the populations. ICX neurons exhibited a significant decrease in the SD 
with increasing response rate (Kruskal-Wallis test, p<0.05). The change in mean difference was not significant 
(Kruskal-Wallis test, p>0.05). B) Miss rate of ITD encoding. Miss rate gives the percentage of simulated NDFs 
that exhibited a best ITD outside a +/-60 µs interval around the best ITD of the recorded NDF. The medians are 
given in the upper left corner. The edges of the boxplots are the 25th and 75th percentile, while the whiskers extend 
to the most extreme data points, not considering the outliers (gray plus signs). In the ICX, the miss rate decreased 
significantly with increasing response rate (Kruskal-Wallis test, p<0.001). 
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3.4 Discussion: Implication of response variability on the ITD encoding  
 
During across-frequency integration, rate variability increases in both the midbrain pathway and the 
forebrain pathway. While the general representation of ITD got worse during across-frequency 
integration due to the increased response variability, representation of the best ITD was preserved 
beyond across-frequency integration in the midbrain pathway. NDFs of the ICX exhibit a unique shape, 
with narrow MPs and smaller SPs that compensate for the increased variability. However, only the 
representation of the best ITDs is preserved by these changes, while the representation of non-peak ITD 
diminished. In addition, ITD representation strongly depends on the relative sound level. Both response 
variability and ambiguities in the NDF shape increase with decreasing sound level, resulting in an 
inaccurate and ambiguous ITD representation. 
 
3.4.1 Rate variability in the two ITD processing pathways of the barn owl 
 
The variability in the response rate is influenced by both external and internal factors. External factors 
are background noise and fluctuations in the spectro-temporal pattern of the stimulus. Internal factors 
are neuronal noise, error propagation by integration across dissimilar inputs and changes in activity due 
to top-down processes like attention (Reynolds and Chelazzi, 2004; Winkowski and Knudsen, 2008). 
Frozen stimuli were used to reduce the external influence by removing the stimulus dependent 
variability. For the ICX, only minor changes in the response variability were expected. Previous studies 
showed that ICX neurons often exhibit a strong onset response in the first 20 ms of stimulus presentation 
followed by a sustained response with only low or no spiking activity (Wagner, 1990). Keller and 
 
Figure 3-15: Encoding of best ITD in the ICX at varying sound levels assessed by the DM. A) Complementary 
cumulative distribution function (CCDF) of the MP hit rate. The probability of NDFs with high MP hit rates 
increased significantly with increasing relative response rate (Kolmogorov-Smirnov test, p<0.001). B) CCDF of 
SP hit rate, e.g., MP miss rate. Probability of high SP hit rates decreased with increasing relative response rate 
(Kolmogorov-Smirnov test, p<0.01). C) CCDF of the false-alarm rate MP. False-alarm rate decreased with 
increasing response rate (Kolmogorov-Smirnov test, p<0.05). D) CCDF for the hit rate of the entire matrix. Not 
only the encoding at the best ITD, but at all ITDs within the physiological range, was assessed. No significant 
difference could be observed for the three groups (Kolmogorov-Smirnov test, p>0.05). For a detailed description 
of the different rates and the CCDF, see figure 3-10 or section 3.2.4. 
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Takahashi (2000) showed that the strong onset component of responses in the lateral shell of the central 
nucleus of the IC (ICCls), which are the main input to the ICX, is independent of spectro-temporal 
stimulus features. Consequently, in ICX neurons only the ongoing response component was expected to 
be affected by the fluctuation in the spectro-temporal stimulus features. Despite the low response rate in 
the ongoing stimulus component of most ICX neurons, frozen stimuli caused a significantly lower 
response variability then de novo stimuli. These results indicate that the representation of ITD isn’t 
independent of the spectro-temporal stimulus structure in ICX neurons. Like ICX neurons, AAr neurons 
exhibit changes in the response variability caused by stimulation with frozen noise. Surprisingly, 
response variability increases for frozen noise stimuli in the AAr. Since frozen and de novo stimuli 
didn’t differ significantly, these results illustrated that unlike in the ICX, the representation of ITD is 
independent of spectro-temporal stimulus features in the AAr. This was supported by the findings that 
only a subpopulation of AAr neurons, which typically exhibit a worse representation of ITD, is able to 
represent spectro-temporal stimulus features (see 5.3). 
 
The acoustic system reduces noise after ITD detection by integrating across NL neurons with similar 
outputs (Fischer and Konishi, 2008). Thus, variability is reduced by averaging out the internal noise. 
The responses of up to 25 NL neurons are integrated in one LLDa (Fischer and Konishi, 2008). By 
contrast, 30-100 ICCc neurons project directly or indirectly via the ICCls to one ICX neuron (Wagner 
et al., 1987). However, the ICCc inputs are distributed over several frequency channels (Wagner et al., 
1987). Consequently, at most a few inputs exhibit a similar ITD as well as a similar BF. The output of 
ICCc neurons that are tuned to different frequency ranges is supposed to be unrelated among each other. 
This applies to both the stimulus-dependent output and the stimulus-independent noise within the 
frequency band. As a consequence, the integration of outputs across different frequency channels should 
increase variability if no further noise reduction mechanism is applied. The presented data show an 
increased response variability in the ICX after across-frequency integration, indicating the absence of 
an additional noise reduction mechanism. However, noise reduction by pooling across similar inputs 
cannot be ruled out completely, since ICX neurons may still receive input from more than one neuron 
of each frequency channel (Wagner et al., 1987). 
 
ITD and ILD are computed in separate pathways that merge in the ICX (Moiseff and Konishi, 1983; 
Takahashi et al., 1984). Thus, rate variability and NDFs of ICX neurons does not only depend on ITD 
but also on stimulus ILD and the internal noise within the ILD pathway. Typically, the shape of NDFs 
is robust against changes in ILD, since the combination of ITD and ILD is multiplicative in the ICX 
(Peña and Konishi, 2001). The influence of ILD on response variability was not analyzed in this thesis. 
Stimulus ILD was kept at the neuron’s best ILD during recordings to reduce the stimulus-dependent 
variability and minimize the effect of internal noise.  
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In the midbrain pathway, across-frequency integration is restricted to frequencies above 2 kHz (Knudsen 
and Konishi, 1978b; Wagner et al., 2007). By contrast, neurons of all nuclei of the forebrain pathway 
respond to frequencies below 2 kHz as well as to frequencies above 2 kHz (Cohen and Knudsen, 1996; 
Proctor and Konishi, 1997; Pérez and Peña, 2006; Vonderschen and Wagner, 2009). In OV and AAr, 
the low and high frequency components are tuned to different best ITDs, indicating the combination of 
at least two distinct inputs in the forebrain pathway (Pérez and Peña, 2006; Vonderschen and Wagner, 
2012). Hence, the high rate variability observed in the AAr might be due to either the wider range of 
across-frequency integration or the combination of two different ITD channels.  
 
The AAr is involved in both the processing of acoustic stimuli and the governing of head movements 
(Cohen and Knudsen, 1995; Knudsen and Knudsen, 1996; Vonderschen and Wagner, 2009). Sensory-
motor integration in addition to variations in the degree of attention might cause additional fluctuations 
in the response rate of the AAr. The experiments reported here were conducted in a dark, sound 
attenuated chamber under ketamine anesthesia. External influences due to passive stimulation of the 
acoustic system were reduced to a minimum while simultaneously the forebrain circuits involved in 
attention and motor control were suppressed by the ketamine anesthesia. Response variability might be 
influenced by weak stimulation or background noise and motor commands, though. 
 
Recent studies showed that ITD representation differs between the midbrain and the forebrain 
(Vonderschen and Wagner, 2012) (see below). The change in ITD representation might be related to a 
variation in coding strategy from a peak-code, as implemented in the ICX, to a rate-code in the AAr. In 
a rate-code, the ITD is represented by the absolute response rate within the whole population of neurons. 
Thus, variability at the single-cell level might be less perturbing, since uncorrelated or internal noise is 
averaged out by integration across similar inputs, not necessitating an additional noise reduction 
mechanism in the forebrain. 
 
3.4.2 Effect of rate variability on ITD representation 
 
Response variability differs between the ICC and the ICX. However, the influence of the increased 
variability in the ICX on the representation of the best ITD, i.e., the ITD that elicited the highest response 
rate, is minor. While the miss rate in the representation of best ITD is slightly higher for ICCc neurons, 
the precision and the false-alarm rate of ITD representation are constant in the two nuclei. The reported 
increase in response variability is compensated by a sharpening of the NDF in the ICX. NDFs of ICX 
neurons exhibit narrow MPs and high SPS (Fujita and Konishi, 1991) (Fig. 3-5). Consequently, the 
differences in response rate between the MP and neighboring ITDs as well as between the MP and the 
SPs increase in ICX, facilitating the coding of the best ITD. ICX neurons are able to signal changes in 
source location precisely on a single-cell level (Bala et al., 2003). The performance of single cells often 
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exceeds the behavioral performance of the owl (Bala et al., 2003). However, even if precision is high 
on the single-cell level, trueness might be low due to low a SPS or a high response variability at the SP. 
Until now, the trueness in the ITD representation of single ICX neurons has not been quantified. The 
results of this study clearly showed that single neurons of the ICX can exhibit both a high precision and 
a high trueness in the representing of the stimulus ITD. However, that is only the case for a 
subpopulation of ICX neurons (15%). The precision and trueness of most ICX neurons did not match 
the behavioral performance of the barn owl. The difference in the proportion of ICX neurons that exhibit 
a high coding precision between the data of Bala et al. (2003) and the results shown in this study might 
be due to variations in the acoustic stimulation. In this study, broadband noise that covered the whole 
hearing range (0.1-25 kHz) of the barn owl was used for stimulation while Bala et al. (2003) used a band 
pass filtered stimulus (2-11 kHz) that discarded frequencies below 2 kHz. In addition, Bala et al. (2003) 
used a fixed, clearly suprathreshold sound level for stimulation, while stimulus level was adaptive in 
this study (see 3.3.4), as, generally, NDFs were recorded at sound levels that elicited a response rate of 
at least 80 percent of the maximum response rate measured in RLFs. Most NDFs were even recorded at 
a sound level that elicited the maximum response rate. However, higher sound level might still improve 
ITD representation. NDFs in the ICCc are known to be sharpened by GABAergic inhibition (Fujita and 
Konishi, 1991). A higher sound level could lead to an increased inhibition, thereby improving ITD 
representation.  
 
ICCc neurons exhibit a lower mean response rate than the upstream brainstem nuclei due to the 
inhibition of ITD-independent components. However, the representation of ITD is preserved despite the 
loss of sampling depth due to the reduction in response rate (Fischer and Konishi, 2008). This is in 
accordance with the results presented here. Response rates of ICX neurons are even lower, although 
quality of ITD representation is comparable in the ICX and the ICCc. Optimizing the neural coding 
toward an energy efficient (low response rates) but still reliable representation of stimulus features might 
be beneficial for the acoustic system. 
 
ICX neurons seem to have a high threshold that causes low response rates, but also introduces a strong 
rectification in the NDFs (Peña and Konishi, 2002). Due to the rectification, representation of non-peak 
ITDs is ambiguous in a solely rate-dependent coding strategy. Non-peak ITDs of a rectified NDF exhibit 
similar response rates. Thus ITDs become undistinguishable. Consequently, the transformation of ITD 
representation in the ICX is accompanied by a severe loss of information on the single-neuron level due 
to the strong rectification (see Fig. 3-10 D). In general, single ICX neurons are optimized for 
representing the best ITD, but fail to code other ITDs. As a consequence, sound source position can’t be 
represented by single ICX neurons but only by comparing the activity of several neurons of the barn 
owl’s auditory space map.  
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Like in the ICX, mean response rate is lower in the AAr compared to the ICCc, suggesting a general 
trend toward an energy efficient representation of ITD in the across-frequency integrating neurons of 
the barn owl’s auditory pathway. 
 
Single neurons of the ICX exhibit a precision and trueness in the representation of the best ITD that is 
comparable to the owl’s performance during behavioral experiments (Knudsen et al., 1979) (section 
3.3.3). Knudsen et al. (1979a) measured for the most central positions (10° of the median plane) a 
trueness in the azimuthal sound localization of circa 1.8° which corresponds to an ITD of 4.5 µs. In 
comparison, the Monte Carlo analysis showed a median trueness below 5 µs for single ICX neurons 
(section 3.3.3). By contrast, representation of best ITD was significantly worse in single AAr neurons 
However, if the whole physiological ITD range was considered instead of the best ITD, the performance 
in single neurons of the two nuclei was similar, which was assumedly due to the lower rectification in 
the AAr. The lower rectification observed in AAr neurons is expected to allow a better response-rate-
based representation of unfavorable ITDs, since due to the lack of rectification theses ITDs still elicit 
significantly different response rates. By contrast, ICX neurons often exhibited a high rectification that 
led to similar and often undistinguishable responses for unfavorable, i.e., non-peak, ITDs. What are the 
possible reasons for the observed differences in the variability of ITD representation in the ICX and the 
AAr? 
 
Harper and McAlpine (2004) proposed that the representation of ITD differs for low- and high-
frequency sounds. They stated that the ITD of low-frequency sounds is best represented in a two-
channel-based system in which the responses within each hemisphere are summed and then compared 
with each other in a push and pull manner. Since the responses of the hemispheres are summed in the 
representation Harper and McAlpine (2004) proposed, noise or response variability of single neurons 
wouldn’t have a strong effect on a representation like this, since the variability of single contributions 
would be averaged out due to the summation process. By contrast, a place code of ITD representation 
as proposed by Jeffress (1948) and recommended for high-frequency stimuli by Harper and McAlpine 
(2004) assumedly depends on a less variable representation of best ITD, since the responses of neurons 
are only summed, i.e., averaged, locally. Recent studies showed that in the barn owl not only ITD 
representation switches from a pure time-delay-based representation in the midbrain to a mixed phase- 
and time-delay-dependent representation in the AAr, but also that this change is accompanied by an 
integration of low- and high-frequency channels (Vonderschen and Wagner, 2012). Because of the 
additional low pass component, NDFs in the AAr are asymmetric, with higher response rates for contra-
lateral ITDs (Vonderschen 2009). Furthermore, the shapes of most NDFs are similar across neurons in 
the AAr. Neurons in the mammalian midbrain also exhibit similar NDFs (McAlpine, 2005; Lesica et al., 
2010). The rate code, realized in the midbrain of mammals, represents ITD by the summed activity of 
the population of neurons with similar NDFs (Lesica et al., 2010). The integration across neurons with 
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similar outputs makes the rate code more robust against losses of single neurons and less dependent on 
an invariable ITD representation on single-cell level. The similarities in the ITD representation of the 
mammalian midbrain and the AAr of the barn owl indicate that this might also be the case for the ITD 
coding in the AAr. Thus, the reported difference between the ICX and the AAr in the variability of ITD 
representation might be a side effect of a potential change in the coding strategy from a place-code- to 
a rate-code-based representation of ITD. 
 
3.4.3 Influence of sound level on representation of ITD 
 
Acoustic stimuli with low intensities are more prone to distortions by stimulus-independent background 
noise. In addition, lower stimulus intensities cause lower response rates in neuronal systems. As a 
consequence, the influence of external, stimulus-independent noise and intrinsic, neuronal noise 
increases with decreasing stimulus level. The same trend is visible in the ICX data presented here. The 
median SD is nearly similar across sound levels while the maximum response rate changed by a factor 
of two (Fig. 3-13 B and C).  
 
In the barn owl, the response rate of auditory nerve fibers is positively correlated to stimulus level 
(Köppel and Yates, 1999). Thus, already the input for ITD detection in the NL is assumedly noisier for 
low stimulus intensities, causing a higher variability in ITD representation (Peña et al., 1996). The barn 
owl is able to reduce the noise within the ITD path by integrating across similar responses (Christianson 
and Peña, 2006; Fischer and Konishi, 2008). However, even this additional noise reduction mechanism 
should be limited by its inputs. The suppression of ambiguous SPs by across-frequency integration in 
the barn owl’s IC depends on stimulus BW. Only stimuli with a BW of at least 3 kHz exhibit a sufficient 
SPS (Saberi et al., 1999). A decline in stimulus level reduces the available frequency range, due to an 
insufficient stimulation of peripheral frequency channels. As a consequence, SPS decreases and peak 
width increases, leading to more ambiguous NDFs. Only the NDFs recorded with stimuli 20-30 dB 
above the neuron’s thresholds exhibited a SPS comparable to the 3 kHz data of Saberi et al. (1999). 
Thus, lower stimulus intensities supposedly cause a degradation of ITD representation.  
 
Since both the response variability and the ambiguities in the NDFs increase with decreasing sound 
level, representation of the best ITD gets worse for declining stimulus level (see 3.3.4). However, the 
decline in performance with decreasing sound level applies only to the representation of the best ITD. 
Surprisingly, coding quality on the single-neuron level is nearly the same for all stimulus levels, if the 
entire physiological ITD range is considered (see 3.3.4; Fig. 3-14 D). Thus, the worse representation of 
ITD on the single-cell level at low sound levels could be compensated by integrating across neurons in 
the barn owl’s auditory system.  
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At a clearly suprathreshold stimulus level, the performance of individual neurons is comparable to the 
behavioral performance of the barn owl (Knudsen et al., 1993; Wagner, 1993; Bala et al., 2003) (see 
3.3.4). By contrast, at a stimulus level close to the neuron’s threshold, the performance of single neurons 
decreased (see 3.3.4). These results are in accordance with behavioral data. Barn owls tend to disregard 
low-level sounds during a behavioral localization task, while at the same time stimuli with a higher level 
are localized precisely (Whitchurch and Takahashi, 2006).  
 
The results of Whitchurch and Takahashi (2006) demonstrated that the sound localization of barn owls 
is not level-independent. Thus, the neural substrate of sound localization should also exhibit changes in 
ITD coding due to a decrease in stimulus level. This study showed a clear degradation of ITD encoding 
in the auditory space map, i.e., the ICX of the barn owl. Thereby, the decrease in response rate and the 
assumed loss of bandwidth due to the reduced rate seemed to be the main factor for the degradation of 
ITD encoding. 
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4 Contribution of phase-tolerant responses to the representation of 
ITD in the AAr 
 
Philipp Tellers designed this study together with Prof. Hermann Wagner. Experiments were conducted 
by Philipp Tellers with the assistance of Kerstin Pawlowsky. Philipp Tellers took care of animal 
husbandry and animal treatment prior, during and after electrophysiological experiments. 
Electrophysiological data were analyzed and evaluated by Philipp Tellers. The final results were 
discussed and interpreted by Philipp Tellers and Prof. Hermann Wagner. 
 
 
4.1 Introduction: Representation of ITD and envelope sensitivity in the barn owl 
 
The interaural time difference (ITD) is an important cue for azimuthal sound localization (Blauert, 1997; 
Saberi et al., 1998; Hausmann et al., 2009; Vonderschen and Wagner, 2014). Both the fine structure 
(carrier) of a sound and the envelope may contain ITD information, and psychophysical (Dietz et al., 
2009; Hausmann et al., 2009) as well as neural sensitivity to carrier and envelope ITD has been 
demonstrated (e.g., Moiseff and Konishi, 1981; Yin et al., 1984; Joris and Yin, 1995; Dietz et al., 2013).  
 
Neural ITD sensitivity to broadband noise is measured with noise delay functions (NDFs), in which the 
response of a cell is plotted as a function of the varying ITD. ITDs are detected in a dedicated circuit in 
the brainstem located in the medial superior olive in mammals and in the nucleus laminaris (NL) in birds 
(Jeffress, 1948; Grothe et al., 2010; Ashida and Carr, 2011). The avian NL sends projections to the 
central nucleus of the inferior colliculus (ICC) (Takahashi and Konishi, 1988a). In ICC neurons, the 
response varies in a periodic way as a function of the broadband ITD that is well described by a 
sinusoidal function reflecting the best frequency of a neuron and an envelope that reflects the decrease 
of synchronicity of the inputs for large ITDs (Christianson and Peña, 2006). After the ICC, the auditory 
pathway splits into a midbrain pathway that contains the external nucleus of the IC (ICX) and the optic 
tectum (OT) and a forebrain pathway that contains the auditory thalamus, Field L and the auditory 
arcopallium (AAr) (see Fig. 1-3). Remodeling of ITD information occurs following the detection step 
in the neurons of these downstream nuclei (Vonderschen and Wagner, 2014). 
 
For example, Vonderschen and Wagner (2009, 2012) observed a difference in across-frequency 
integration in ITD-sensitive neurons between the midbrain and forebrain pathways in the barn owl. In 
the midbrain pathway best frequencies below 3 kHz are rare (Knudsen and Konishi, 1978b; Wagner et 
al., 2007). Across-frequency integration occurs in a way so as to extract the ITD of the carrier sound at 
the peak of the ITD curve (Takahashi and Konishi, 1986; Wagner et al., 1987). By contrast, in the 
forebrain pathway both low and high frequencies contribute to ITD representation (Pérez and Peña, 
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2006; Vonderschen and Wagner, 2009, 2012). This was paralleled by greater asymmetry of the ITD 
curves in neurons of the AAr than in neurons of the ICX (Vonderschen and Wagner, 2009). One 
possibility proposed by Vonderschen and Wagner (2012) for the source of the asymmetry was the low-
frequency sensitivity of the AAR neurons. Low-frequency elements contributed large ITDs to the 
tuning, while high-frequency elements contributed smaller ITDs. This also led to non-linear phase-
frequency relations (Vonderschen and Wagner, 2012). Such remodeling is reminiscent of ITD tuning in 
the midbrain of mammals (McAlpine et al., 1998; Louage et al., 2006). 
 
Since in the mammalian midbrain both envelope and carrier information contribute to ITD tuning (Joris, 
2003; Agapiou and McAlpine, 2008), I speculated that this may also be the case in AAr neurons, and 
tested this hypothesis following Joris (2003) and Agapiou and McAlpine (Agapiou and McAlpine, 
2008). Joris (2003) observed that the responses of some neurons in the inferior colliculus of the cat, the 
phase-tolerant neurons, were the same when he stimulated with correlated and anti-correlated noises, 
while in other neurons, the phase-sensitive neurons, the responses inversed with respect to the response 
at zero interaural correlation. Such an approach also touches on questions of the dependence of ITD 
sensitive responses on interaural correlation, which has been studied in the auditory brainstem of barn 
owls (Albeck and Konishi, 1995). The authors observed linear, parabolic and ramp-like dependences of 
the responses on interaural correlation in the ICC, a nucleus upstream to the AAr.  
 
In this study, contributions of carrier and envelopes to the responses of ITD-tuned cells were separated 
following again Joris (2003). ITD curves of AAr neurons contained both carrier- and envelope-driven 
responses, whereby the high-frequency element was predominantly carrier-sensitive, while the low-
frequency element carried both envelope and carrier information. 
 
 
4.2 Methods: Analysis of carrier and envelope contributions to the representation of 
ITD 
 
4.2.1 Stimulus protocol 
 
After the initial characterization (see 2.3), NDFs for correlated (A+/A+) and anti-correlated (A+/A-) 
noise stimuli were recorded. In the correlated noise configuration, the signals at the two ears differed 
only in their ITD, while in the anti-correlated configuration the right channel was 180° phase shifted 
compared to the left channel. The NDFs were recorded with broadband noise (0.1-25 kHz) (Fig. 4-1 A) 
at the neuron’s best interaural level difference (ILD), and 20-30 dB above the neuron’s threshold as 
determined from the rate level function. Examined ITDs ranged from −300 µs to 300 µs with a step size 
of 30 µs. Mean NDFs were computed by averaging 10 to 15 single NDFs. AAr neurons exhibited highly 
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variable response rates. Therefore, frequency tuning curves (FTCs) were smoothed with a triangular 
shaped three-point moving-average filter, while recorded NDFs were low-pass filtered at 10 kHz using 
a windowed sinc filter (Eq. 4.1). The sinc filter was combined with a Blackman window, since the 
Blackman window exhibited a sufficient roll-off and yielded the better pass-band attenuation and pass-
band ripple compared to the Hamming window (Smith, 1999). The actual roll-off depends on the 
sampling frequency (33.3 kHz, NDFs were recorded in 30 µs ITD steps) and the length of the filter 
kernel M. M must be an even integer. The windowed-sinc filter had a roll-off of ~600 (dB/octave) for 
the chosen filter kernel length (M = 1024). 
 
Windowed-sinc kernel:  ℎ[𝑖] = 𝐾
sin(2𝜋𝑓(𝑖−
𝑀
2
))
𝑖−
𝑀
2
 [0.42 − cos (
2𝜋𝑖
𝑀
) + 0.08 cos (
4𝜋𝑖
𝑀
)]  (4.1) 
 
The cutoff frequency of the filter is denoted by the variable f. The sample number i is an integer and 
runs from 1 to M. K is a constant and was chosen to provide unity gain at zero frequency. To avoid a 
divide-by-zero error, h[i] equaled 2πfK for i = M/2.  
 
The barn owl’s hearing range is limited to frequencies below 10 kHz (Konishi, 1973). Thus, low-pass 
filtering at 10 kHz had no influence on ITD representation with the exception of removing ITD-
uncorrelated noise from the recordings. The windowed–sinc filter was also used to separate high-pass 
and low-pass elements of broadband NDFs. High- and low-pass elements were separated at a cutoff 
frequency of 2250 Hz. Figure 4-1 D shows a schematic NDF (black line) and the corresponding pass-
band filtered NDFs (gray lines). 
 
4.2.2 Separating carrier and envelope contributions to auditory responses 
 
Band-pass filtering of broadband noise at the level of the cochlea leads to the occurrence of envelopes 
(Hartmann, 1997) (Fig. 4-1 B, black line). Envelopes depend only on the spectral composition of the 
stimulus. Thus, they are independent of the stimulus phase. Besides, acoustic stimuli are rectified due 
to the restricted representation in the auditory nerve (Fig. 4-1 B, gray line). Figure 4-1 C shows a close-
up of a broadband noise token (solid gray line, A+) and its 180° phase-shifted analog (multiplied by −1, 
dotted gray line, A-). Besides the phase shift of the carrier, the two tokens were identical, since the 
spectral composition of the noise and thus the envelope was not affected by the shift (Fig. 4-1 C, black 
lines). 
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The contribution of the carrier and envelope to the response of single neurons was estimated by 
computing the coefficient of correlation (CC) between correlated NDFs (cNDFs, stimulus: A+/A+) and 
anti-correlated NDFs (A+/A-) as introduced by Joris (2003). Correlation coefficients (CC) for NDFs 
were computed using the Pearson product correlation coefficient (Pearson’s r). Assuming a cross-
correlation-dependent ITD detection, solely carrier-driven neurons should exhibit anti-correlated NDFs 
(aNDFs), which are mirror images of the cNDF (Fig. 4-1 E). By contrast, envelope-driven neurons 
should exhibit identical low-pass components in their cNDFs and aNDFs, because the envelope is phase-
independent and thus similar in both stimulus conditions (Fig. 4-1 F). Therefore, the CC between cNDFs 
and aNDFs of neurons with an envelope-driven component should be positive (Fig. 4-1 F), while solely 
carrier-driven neurons should exhibit a CC close to −1 (Fig. 4-1 E). Neurons with mirrored NDFs and 
 
Figure 4-1: Carriers, envelopes and their contribution to the representation of ITD. A) First 20 ms segment 
of a broadband noise stimulus. Typically, stimulus duration was 100 ms with 5 ms on/offset ramps. B) Same 20 
ms segment as shown in A, after band-pass filtering and rectification (gray line). Band-pass filtering introduces a 
prominent envelope (black line). C) Close-up of the band-pass-filtered and rectified broadband noise (A+, gray 
line) and its 180° phase-shifted counterpart (A-, dotted gray line). The phase-shifted stimulus was generated by 
multiplying the original noise with −1 before band-pass filtering. While the fine structure, i.e., carrier of the stimuli, 
are inverted, envelopes are the same for the original (A+env; black line) and the phase-shifted (A-env; dotted black 
line) stimulus. D) Sketch of a broadband NDF (black line). Broadband NDFs often consist of a low-pass (dotted 
gray line) and a high-pass component (solid gray line). To examine whether the low-pass component in the NDF 
was carrier- or envelope-dependent, neurons were stimulated with either diotic (A+/A+) or dichotic (A+/A-) noise 
signals. With exception of the ITD, the same signal was presented to both ears in the diotic condition, while in the 
dichotic condition the signal in the right channel was 180° phase shifted. E) Expected NDFs of a solely carrier 
driven i.e. polarity sensitive neuron. NDFs recorded with a diotic (A+/A-, cNDF: solid  black line) and dichotic 
(A+/A-, aNDF: dotted black line) stimuli are mirrored in a polarity-sensitive neuron due to the cross-correlation 
like ITD detection in the brainstem of the barn owl (for a review see Konishi, 2003). The correlation between the 
two NDFs is highly negative (CC = −0.99). F) Expected NDFs of a neuron with an envelope-driven, i.e., polarity-
tolerant, low-pass element. The NDFs recorded with diotic and dichotic stimuli are more similar in a polarity-
tolerant neuron, since, in contrast to the carrier, the envelope is the same in both stimulus conditions (see C). 
Neurons with a prominent polarity-tolerant component exhibit positive correlations between the two NDFs (CC = 
0.66). 
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negative CCs are referred to as phase-sensitive, while neurons with similar NDFs and positive CCs are 
referred to as phase-tolerant. 
 
In accordance with Joris (2003), I separated the envelope and carrier components of the responses by 
computing the SUMCOR and DIFCOR functions. The SUMCOR is the sum of cNDF and aNDF, and 
it represents the phase-tolerant element of the response. By contrast, the DIFCOR is the difference of 
the two NDFs and represents the phase-sensitive element of the response. In neurons whose response is 
only carrier-driven, the DIFCOR will have an amplitude twice the size observed in the NDFs, while the 
SUMCOR will be flat. By contrast, in neurons whose response is only envelope-driven, the DIFCOR 
will be flat and the SUMCOR will exhibit the low-pass dependence of the envelope of the response as 
observed, for example, by Joris (2003) in IC of the cat. If a non-linear dependence on interaural 
correlation is present, the aNDF will not be an anti-symmetric version of the cNDF. The static non-
linearity causes an asymmetry in the response rate and introduces a stimulus-independent, phase-tolerant 
component in the recorded response (Agapiou and McAlpine, 2008). Rate asymmetry in the NDFs was 
assessed by the rectification index (RI) (see 2.4). Neurons with an RI below 0.3 or above 0.7 were 
classified as rate-asymmetric neurons and removed from further analysis. 
 
Besides the rate asymmetry, a temporal asymmetry could also be present in NDFs, leading to an 
additional shift of ITD (Agapiou and McAlpine, 2008). In comparison to the rate asymmetry, temporal 
asymmetry is only affected by the acoustic stimulus and thus didn’t introduce stimulus-independent 
components in the recorded responses. Temporal, i.e., delay, asymmetry (DA) was given by the delay 
that maximized the anti-correlation between the upper and the lower envelope (Fig. 4-2, 4-6 and 4-10; 
gray dotted lines). The two envelopes were cross-correlated to determine the delay with the highest anti-
correlation.  
 
The non-linearities have an influence on the SUMCOR and DIFCOR functions: with a rate asymmetry 
even in completely carrier-sensitive neurons, the SUMCOR will not be flat, but will show a deflection 
of the amplitude that depends on the rate asymmetry. However, with a pure rate asymmetry, the shape 
of the lower and upper envelope is mirrored; in other words, the maximum of the upper envelope and 
the minimum of the lower envelope occur at the same ITD. By contrast, the two extremes are shifted if 
an additional DA exists (Fig. 4-2 A-D). Supposedly, DAs represent only the envelope-dependent phase-
tolerant component of the response, since they are not affected by non-linearities in the response rate 
(Agapiou and McAlpine, 2008). Thus, by using cNDFs, aNDFs, SUMCORs and DIFCORs and 
analyzing their shape, it is possible to separate contributions of carrier and envelopes to the responses 
of ITD-tuned cells. 
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4.2.3 Discrete Fourier transformation 
 
The frequency and phase composition of the recorded and filtered NDF as well as from the DIFCOR 
and SUMCOR functions were analyzed using a 256-point discrete Fourier analysis (DFT). Prior to the 
DFT, the mean response rate was subtracted from the NDF to remove the offset component in the 
recording. The absolute value of the DFT, i.e., the DFT magnitude, yielded the amplitude spectra of the 
analyzed function, while the phase was given by the imaginary part of the DFT expressed in degrees. 
The normalized frequency spectra were averaged to generate mean frequency spectra. The frequency 
spectra of the NDFs were compared to the recorded FTC to examine whether the ITD representation in 
the neuron was sensitive to the stimulus envelope or not. FTCs lack envelope components, since they 
are recorded with tonal stimuli. Hence, the frequency spectrum of NDFs and FTCs were expected to 
exhibit differences in neurons with a strong envelope component due to the additional envelope-
dependent response in the NDF spectrum. Frequency difference spectra were computed by subtracting 
the frequency spectrum of the aNDF from the spectrum of the cNDF and the SUMCOR spectrum from 
the DIFCOR spectrum, respectively. 
 
In order to assess the frequency range of carrier and envelope sensitivity in the AAr, mean phase 
difference spectra were computed. For all frequencies, the phase difference spectra of the AAr neurons 
were split into their sine and cosine components. The frequency-dependent sine and cosine components, 
i.e., sine and cosine spectra, were averaged across all neurons of the populations. Afterwards, the 
averaged sine (sin𝑚𝑒𝑎𝑛) and cosine (cos𝑚𝑒𝑎𝑛) spectra were transferred back to the angular dimension, 
thus yielding the mean phase difference spectrum of the AAr. A phase difference of 0° or ±360° thereby 
indicated a phase-tolerant, i.e., envelope, component, while a phase difference of ±180° represented a 
phase-sensitive, i.e., carrier, component. The power of the phase difference was assessed by the vector 
strength r. The vector strength r was computed for each frequency separately using equation 4.2. 
 
 𝑟 =  √sin𝑚𝑒𝑎𝑛2 + cos𝑚𝑒𝑎𝑛2
2
   (4.2) 
 
 
 
4.3 Results: Phase-sensitive and phase-tolerant response components in the AAr 
 
The data set consists of a total of 239 AAr neurons, recorded from seven owls of both sexes. Only single 
isolated neurons for which both cNDF and aNDF could be recorded were included in the data set. After 
offline spike sorting (see 2.3), 148 of the 239 neurons were classified as single neurons. Table 4.1 shows 
the number of single neurons recorded from each owl. NDFs in response to stimulation with low-pass 
and high-pass filtered noise could be recorded for 22 and 21 of the 148 neurons, respectively.  
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4.3.1 Broadband noise-delay functions 
 
I recorded NDF for correlated (cNDF) and anti-correlated (aNDF) broadband noise stimuli. The 
response in the cNDF typically changed in a periodic way (Fig. 4-2). The highest response rate was 
called the main peak (MP). The MP typically occurred within the barn owl’s physiological ITD range 
of ±270 µs (Campenhausen and Wagner, 2006) at a small contra-lateral ITD (Fig. 4.2 A, B, C). 
 
A 180° phase shift, introduced into right stimulus channel, often resulted in an inversion of the response, 
indicating phase sensitivity (Fig. 4-2 A-C, E-G). By contrast, the response of the neuron shown in Fig. 
4-2 D did not change much as the stimulus in one channel was inverted. This indicated that this neuron 
was phase tolerant. To quantify the phase sensitivity, the coefficient of correlation (CC) between cNDFs 
and aNDFs was computed. For example, the curves shown in Fig. 4-2 A and E are highly negatively 
correlated (CC = −0.81), indicating that this neuron is phase sensitive. By contrast, a high positive 
correlation (CC = 0.69) was observed when the responses shown in Fig. 4-2 D were compared with the 
responses shown in Fig. 4-2 H. The CC for the examples shown in Fig. 4-2 B/F and C/G, respectively, 
were close to zero despite an anti-phasic shape of the cNDF and aNDF functions. The reason for these 
low CCs may be seen when the spikes at corresponding ITDs for the aNDF and cNDF were plotted in 
scatter diagrams (Fig. 4-2 I and L). In the case shown in Fig. 4-2 B, F and J, the response rates of the 
aNDF and cNDF cover a large range. However, especially in the center of the activity range, a clear 
correlation is missing. Large positive ITDs (ITD > +120 µs) and large negative ITDs (< −120 µs) evoked 
spike rates in the middle range. This suggested that the borders of the ITD curves were reducing the 
(negative) correlation. Indeed, if the CC was calculated for ITDs from −120 to +120 µs, it was much 
lower than for the total ranges of ITDs presented (-0.67 vs. −0.42). A similar change of the correlation 
coefficient was seen for the example shown in Fig. 4-2 C when only ITDs from −120 to +120 µs were 
considered (-0.72 vs. −0.3). By contrast, in the other two examples, the scatter diagrams revealed a more 
linear dependence – negative in the case shown in Fig. 4-2 A, E and I, and positive in the case shown in 
Fig. 4-2 D, H and L – and this yielded high absolute values of the correlation coefficient. In the example 
shown in Fig. 4-2 A and Fig. 4-2 E, the values taken from the cNDF and aNDF at equivalent ITDs 
scatter nicely along a straight line (Fig. 4-2 I). This leads to a high absolute CC (see value in the upper 
Table 4-1: Phase sensitivity: distribution of recorded neurons. 
AAR         
DATA SET\OWL  Lumumba Metaxa Nosferatu Ouzo Smilla Xavi Zlatan 
SINGLE UNITS  36 33 42 3 21 8 5 
LOW-PASS  - 1 4 2 6 5 4 
HIGH-PASS  - 1 4 - 6 6 4 
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left in Fig. 4-2 A). In the other cases, the scatter of the values form a more irregular shape (Fig. 4-2 J, 
K), which causes the absolute CC to decrease.  
 
 
 
The CCs in the population of the AAr neurons (N = 148) ranged from −0.92 to 0.53. As mentioned 
before, a neuron that is completely phase-sensitive would exhibit a CC of −1, while a solely phase-
tolerant neuron would have a CC of +1. A median CC of −0.32 indicated a general trend toward phase 
sensitivity in the AAr. Fifty-nine neurons exhibited a significant negative correlation between the cNDF 
and the aNDF, and thus were phase-sensitive (Fig. 4-3 A; black bars, negative CCs). By contrast, only 
two neurons showed a significant positive correlation in the two NDFs, i.e., phase tolerance (Fig. 4-3 
A; black bars, positive CCs).  
 
Most AAr neurons exhibited a minimum response rate that was clearly positive (Fig. 4-2). Furthermore, 
rate asymmetry was minor as demonstrated by the moderate RIs (Fig. 4-2 A-D). RI ranged from 0.15 to 
0.62 in the AAr with a median of 0.42 (Fig. 4-3 B). Thus, both, minimum-rate and RI indicated that 
 
Figure 4-2: Noise-delay functions of AAr neurons. Correlated (cNDF) and anti-correlated (aNDF) noise-delay 
functions of single AAr neurons are shown. A-D) recorded cNDFs (dashed gray lines) and the corresponding low-
pass filtered cNDFs (solid black lines)). NDFs were low-pass filtered at 10 kHz to reduce the ITD-independent 
response components. Error bars indicate SEM. The dashed black line indicates the 10 kHz low-pass filtered aNDF. 
Two 4th degree polynomial envelope functions (dotted, gray lines) were fitted to the combined local maximums 
and minimums of the two NDFs, respectively. The values for the correlation coefficient (CC) of the two NDFs, the 
mean rectification index (RI) and the delay asymmetry (DA) are given in the upper left corner of each subplot. E-
H) aNDF (dashed gray line) and the corresponding low-pass filtered aNDF (solid black line). I-L) Mean response 
rate of the cNDF plotted against the mean response rate of the aNDF (black plus signs). The solid black line shows 
the best linear fit. Fit illustrates correlation between c- and cNDF response rate.  
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rate-asymmetry was an uncommon feature of AAr neurons. However, only neurons with an RI above 
0.3 (N = 128) were considered for further analysis (Fig. 4-3 B; gray area) to guarantee the absence of 
phase-tolerant components in the data set that derived from non-linear processes.  
 
 
 
While rate-asymmetry was an uncommon feature, most AAr neurons exhibited a prominent delay 
asymmetry (DA) (Fig. 4-2 A-D), indicating a widespread contribution of the envelope on the NDFs. 
Only a minor subpopulation of AAr neurons lacked a clear DA. These neurons exhibited DAs below 60 
µs (Fig. 4-3 C; gray area; N = 36). The absolute value of the DA was significantly correlated to the CC 
(corr: 0.43, Pearson’s r, p<0.001) (Fig. 4-3 D).  
 
AAr neurons were predominantly phase-sensitive, as shown by the mostly negative CCs. Only a minor 
subpopulation exhibited a phase-tolerant response. Furthermore, the results showed a relation between 
the degree of phase-tolerance and the size of the DA. As a consequence, it was hypothesized that the 
phase-tolerance of AAr neurons, indicated by a positive CC, has to be attributed to a strong envelope 
component in the response. 
 
4.3.2 The influence of correlation on tuning parameters 
 
As outlined in the Material and Methods section and by extending the approach of Joris (2003), it was 
attempted to separate phase-sensitive and phase-tolerant response components by calculating the 
 
Figure 4-3: Characteristics of NDFs recorded in the AAr. A) Distribution of the correlation coefficient (CC). 
Significant CCs are shown in black, while non-significant CCs are gray. B) Distribution of rectification index (RI). 
The gray shaded area marks the range from 0.3 to 0.7. Only neurons that exhibited an RI within this range were 
used for further analysis. C) Distribution of delay asymmetry. Gray shaded area marks the range from −60 to 60µs 
delay. D) Correlation between CC and the absolute value of DA. Both, positive and negative DAs are significant 
correlated to CC (Pearson Correlation, pos: 0.42, p<0.001; neg: −0.39, p<0.05). The correlation between CC and 
|DA| is highly significant (corr: 0.43, p<0.001). Black line illustrates the linear relation between CC and |DA|. 
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DIFCOR and SUMCOR functions, respectively. Figure 4-4 shows DIFCOR (A-D) and SUMCOR (E-
H) functions derived from the cNDFs and aNDFs of the corresponding subplots of Fig. 4-2. The 
DIFCOR (Fig. 4-4 A-D) and SUMCOR (Fig. 4-4 E-H) functions of these four neurons were not flat. 
Seven of the eight functions exhibit a periodic dependence on ITD, while the SUMCOR function in Fig. 
4-4 G shows a linear increase of the responses from low to high ITDs. In addition to the best ITD, the 
peak-trough difference (PT) was also determined and compared between the two populations. PT of the 
DIFCOR and SUMCOR was expressed as percentage of the maximum PT range. The maximum PT 
range was given by the sum of the individual PTs of the cNDF and the aNDF. For example, adding the 
peak-trough differences of cNDF and the aNDF of the responses shown in Fig. 4-2 A and Fig. 4-2 E, 
respectively, yielded a maximum peak-trough difference of 29.4 Hz. The corresponding peak-trough 
difference in the SUMCOR function was much smaller and reached only 41% (Fig. 4.4 E), while the 
DIFCOR exhibited a PT of 95% of the maximum PT (Fig. 4-4 A). This again indicated that this neuron 
was predominantly carrier-driven. More generally, the examples shown in Fig. 4-2 with negative CCs 
between the cNDF and the aNDF (Fig. 4-2 A-C) exhibited higher relative peak-trough differences for 
the DIFCOR than for the SUMCOR function (compare Fig. 4-4 A-C with E-G). By contrast, in the case 
plotted in Fig. 4-4 D and H, the difference was reversed, with the PT now being higher in the SUMCOR 
than in the DIFCOR function. The median normalized peak-trough difference for the population (N = 
141) was 59.6% for the SUMCOR functions, while it was 84.1% for the DIFCOR functions (Fig. 4-5 
A). The differences were highly significant (Wilcoxon matched pairs signed rank test, p<0.001). This 
also supported the hypothesis that the neurons as a population were more phase-sensitive than phase-
tolerant. 
 
 
 
 
 
Figure 4-4: DIFCOR and SUMCOR functions of single AAr neurons. A-D) DIFCOR functions (solid black 
lines) of the responses of the same four neurons shown in Fig. 5-2. DIFCOR functions are computed by subtracting 
the aNDF from the cNDF. DIFCOR functions represent the polarity-sensitive part of the signal. The peak-trough 
difference (PT) is given in the upper left corner of each subplot. PT is given in percentage of the maximum possible 
PT. The maximum possible PT is the combined PT of the cNDF and the aNDF. E-H) SUMCOR functions of the 
same neurons. The SUMCOR function is the sum of the NDFs. It represents the polarity-tolerant component of the 
response. 
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The DIFCOR and SUMCOR functions exhibited different best ITDs. While the best ITD in the case 
shown in Fig. 4-4 A and E is the same in the DIFCOR and SUMCOR functions, in the other three 
examples the best ITD in the SUMCOR is larger than the best ITD in the DIFCOR (compare Fig. 4-4 
B-D with F-H). On the population level, the best ITDs of the SUMCOR functions (median: 90 µs) were 
significantly higher than the best ITDs of the DIFCOR functions (median: 60 µs; Wilcoxon matched 
pairs signed rank test, p < 0.05) (Fig. 4-5 B). DIFCOR and SUMCOR functions not only differed in the 
PT and the best ITD, but also showed major differences in their shape. The single DIFCOR and 
SUMCOR functions of the 128 neurons that exhibited an RI above 0.3 were averaged after 
normalization to generate the mean DIFCOR and SUMCOR. While the mean SUMCOR had a sine 
wave-like shape, the mean DIFCOR exhibited a more complex shape, consisting of at least a low- and 
a high-frequency element (Fig. 4-5 C). In order to analyze the frequency composition of the DIFCOR 
and the SUMCOR, mean frequency spectra were computed (Fig. 4-5 D). DIFCOR and SUMCOR 
frequency spectra of 128 AAr neurons (RI>0.3) were computed by DFT and averaged after 
normalization. The SUMCOR spectra exhibited a prominent peak in the low frequency range (1-2 kHz, 
Fig. 4-5 D, gray line) which was in accordance with the results observed in the single SUMCOR 
functions. By contrast, the averaged DIFCOR frequency spectrum was much broader and lacked the 
clear peak in the low frequency range (Fig. 4-5 D, black line). Since DIFCOR and SUMCOR exhibited 
a differing frequency spectrum, carrier sensitivity in the NDF was reanalyzed, focusing on the changes 
along the frequency axis. Figure 4-6 A shows the mean phase difference spectrum (black line) of the 
AAr. 
 
 54 
   
 
 
Phase difference spectra, generated by computing the difference of the phase spectra of the cNDF and 
the aNDF, were averaged across AAr neurons (RI>0.3), yielding the mean phase difference spectra. The 
prevalence of the mean phase difference at a certain frequency in the population of AAr neurons was 
given by the vector strength r (Fig. 4-6 A, gray line). Vector strength was computed separately for each 
frequency component of the phase difference spectra using equation 4.2 (section 4.2.3). A phase 
difference of 0 or ±360 degrees indicates a prevalent phase-tolerant component, while a phase difference 
of ±180 degrees indicates a phase-sensitive frequency range. Below 2 kHz, AAr neurons were 
predominantly phase-tolerant. This changed between 2 and 3 kHz. Above 3 kHz, AAr neurons were 
mostly phase-sensitive, with a disruption at 9 kHz. However, the vector strength dropped below 0.2 
above 7 kHz as well as at 2 kHz, indicating ambiguities in the phase difference spectra. Thus, the phase, 
i.e., carrier, sensitivity of the population of AAr neurons was obscured in these frequency ranges. The 
results of the phase difference spectra showed that the representation of ITD in the AAr relies on two 
distinct frequency ranges with different characteristics. This was supported by the difference spectrum 
of the DIFCOR and SUMCOR. The difference spectrum was computed by subtracting the averaged 
frequency spectrum of the SUMCOR from the averaged frequency spectrum of the DIFCOR (Fig. 4-5 
D). Below 2 kHz, the SUMCOR, i.e., the phase-tolerant component, outweighed the DIFCOR, i.e., the 
phase-sensitive component. By contrast, between 2 and 7.5 kHz the DIFCOR outweighed the SUMCOR 
 
Figure 4-5: Characteristics of DIFCOR and SUMCOR functions derived from single AAr neurons. A) 
Distribution of peak-trough difference for DIFCOR (black) and SUMCOR (gray) functions. DIFCOR functions 
had significantly higher PT than SUMCOR functions (student T-test, p<0.001). B) Distribution of best ITD for 
DIFCOR and SUMCOR functions. The SUMCOR functions exhibited larger best ITDs than the DIFCOR functions 
(Mann Whitney U-test, p<0.05). C) Mean normalized DIFCOR and SUMCOR functions. The DIFCOR and 
SUMCOR functions of the single neurons were normalized to their maximum before averaging. D) Mean 
normalized frequency spectra of the DIFCOR and SUMCOR functions. After the discrete Fourier transformation 
of the DIFCOR and SUMCOR functions, the resulting spectra were normalized to their maxima before averaging. 
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(Fig. 4-6 B). At this point it was clear that the ITD representation in the AAr depends on a low- and a 
high-frequency component. Thus, in a next step, the influences of these two spectral components on the 
ITD representation were examined separately.  
 
 
 
4.3.3 Separate analysis of low- and high-pass components of the broadband NDFs 
 
Broadband NDFs were separated into a low-pass and a high-pass filtered curve as described in section 
4.2.1. The border for separating the low- and high-frequency regions was read from the phase difference 
spectra and the amplitude difference spectra in Fig. 4-6. Both showed a prominent shift at 2 kHz. Thus, 
2250 Hz was chosen as the border for separation. In the following, the filtered NDFs are analyzed with 
respect to the parameters outlined in Material & Methods, concentrating on the correlation coefficient 
between the filtered cNDF and the aNDF functions. 
  
Figure 4-6: Phase composition of NDFs of AAr neurons. A) Mean phase difference (black line) of the AAr 
neurons and the corresponding vector strength (gray line). For all neurons with an RI>0.3, the difference in phase 
spectrum was determined by subtracting the phase spectrum of the aNDF from the phase spectrum of the cNDF. 
Phase spectra were determined by discrete Fourier transformation. Spectra differences of all neurons were averaged 
to obtain the mean phase difference. Vector strength r (axis on right side) was used as a measure of reliability for 
the mean phase difference (see 4.2.3). High vector strength implies high reliability. B) Difference spectrum of the 
DIFCOR and SUMCOR. The difference spectrum was calculated by subtracting the mean SUMCOR spectrum 
(phase-independent component) from the mean DIFCOR spectrum (phase-dependent component; see Fig. 4.5 D). 
Positive values indicate a phase sensitivity, while negative values indicate phase tolerance. 
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Due to the low cutoff frequency, low-pass filtered NDFs had lower PT then the corresponding high-pass 
NDFs (Fig. 4-7). On the population level, the median PT for the high-pass NDFs (81.7%) was 
significantly higher than the median PT of the low-pass NDFs (45%) (Mann-Whitney U test, p<0.001) 
(Fig. 4-8 A).  
 
Typically, the high-pass filtered cNDFs and aNDFs exhibited a negative correlation (Fig. 4-7 E-H), 
while the low-pass filtered versions could show either a positive correlation (Fig. 4-7 B-D) or a negative 
correlation (Fig. 4-7 A). This was also obvious at the population level. Almost all correlation coefficients 
were negative in the high-pass filtered NDFs, with a median of −0.54 (Fig. 4-8 B, black bars). Note that 
this value is much lower than the corresponding median CC of the broadband NDFs, which was −0.23 
(Fig. 4-3 A). The histogram of the CCs derived from the low-pass filtered NDFs showed an almost 
inverse behavior compared to that of the CCs obtained from the high-pass filtered NDFs with two major 
peaks, one at a CC of −1 and a second peak at large positive values. Of the low-pass filtered NDFs 
25.8% were significantly phase-sensitive while 42.2% were significantly phase-tolerant. By contrast, 
only four high-pass filtered NDFs exhibited predominantly phase tolerance (2%), while 59% exhibited 
predominantly phase sensitivity. High-pass filtered NDFs still exhibited a weak rate-asymmetry (Fig. 4-
8 C). The RI in the broadband NDFs and in the high-pass NDFs were significantly correlated (Pearson’s 
r, p>0.001). By contrast, DA disappeared completely in most high-pass filtered NDFs (Fig. 4-8 D). 
Consequently, the major part of the phase-tolerant response component resided in the low-pass filtered 
NDFs. The population of neurons that exhibited a significant correlation in their low-pass NDFs was 
divided into two groups depending on their low-pass CC, a phase-sensitive and a phase-tolerant group. 
 
 
Figure 4-7: Low-pass and high-pass filtered NDFs of single AAr neurons. Filtered NDFs of the same neurons 
as in Fig. 4-2 are shown. A-D) Low-pass cNDFs (solid black line) and low-pass aNDF (dashed black line). The 
CCs of the two NDFs and the peak-trough difference (PT) of the cNDF are given in the upper left corner of each 
subplot. PT is expressed as percentage of the PT of the original recorded NDF. E-H) High-pass cNDF (solid black 
line) and aNDF (dashed black line). Two 4th degree polynomial envelope functions (dotted gray lines) were fitted 
to the combined local maximums and minimums of the two high-pass filtered NDFs, respectively. In addition to 
the CC and PT, the delay asymmetry (DA) is also shown in the upper left corner of each subplot.  
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For both the phase-sensitive (low-pass CC<0) and the phase-tolerant (CC>0) group, the mean phase 
difference spectrum and the DIFCOR/SUMCOR difference spectrum were computed (Fig 4-9).  
 
 
 
Figure 4-9 A shows the mean phase difference spectrum of the phase-sensitive neurons. As expected, 
the phase difference spectrum exhibited an angle of 180 degree over most of the owl’s hearing range (0-
8 kHz). However, the vector strength varied widely and was below 0.2 at 6 kHz and again for frequencies 
above 7.5 kHz (Fig. 4-9 A). On the other hand, vector strength exhibited two major peaks, one at 2 kHz 
and a second smaller peak at 5 kHz. The difference spectrum of the DIFCOR and SUMCOR functions 
supported the observed results for the carrier-sensitive neurons. It also exhibited major peaks at 2 and 
4.5 kHz (Fig. 4-9 C). In comparison, the phase-tolerant neurons exhibited two distinct frequency ranges 
in their phase difference spectrum (Fig. 4-9 B). Mean phase difference switched from phase-tolerant in 
the low-frequency range (<2 kHz) to phase-sensitive for frequencies above 3 kHz. Mean phase 
difference was constant for frequencies up to 8 kHz. In both the low-frequency range and the frequency 
range from 3 to 8 kHz vector strength was high, indicating an unambiguous mean phase difference (Fig. 
4-9 B, gray line). Here again, the DIFCOR and SUMCOR functions’ difference spectrum supported the 
results of the phase difference spectrum. The phase-sensitive component outweighed the phase-tolerant 
component for frequencies above 2.5 kHz in the phase-tolerant subpopulation of neurons (Fig. 4-9 D). 
 
Figure 4-8: Characteristics of high-pass and low-pass filtered NDFs. A) Distribution of peak-trough differences 
(PT). The low-pass NDFs (gray) exhibited a significantly lower PT than the high-pass NDFs (black; Student T-
test, p<0.001). B) Distribution of correlation coefficients (CC) for high-pass and low-pass filtered NDFs. 
Significant CC of the low-pass NDFs are in dark gray, while non-significant CCs are shown in light gray. The 
median CC for the high-pass NDFs is given in the upper left corner. C) Correlation between rectification index 
(RI) of the recorded NDFs and the high-pass filtered NDFs (gray plus signs). The RI of the filtered NDFs is 
positively correlated to the RI of the recorded NDFs (corr: 0.37, Pearson-correlation: p<0.001). Best linear fits are 
shown as solid black line. The light gray area marks the RI range between 0.3 and 0.7. Only neurons with RI within 
this range were used for further analysis. D) Correlation of delay asymmetry (DA). No significant correlation was 
apparent for the DA of high-pass filtered and recorded NDFs (Pearson-correlation: p>0.05). Black line indicates 
best linear fit. 
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The significantly ITD-tuned neurons in the AAr could be divided into two groups. While both groups 
exhibited a solely phase-sensitive high-pass component, the low-pass component was either also phase-
sensitive or phase-tolerant. The phase-sensitive component solely depends on the carrier, while the 
phase-tolerant component was supposedly envelope-dependent, since rate-asymmetric NDFs were 
excluded from the analysis. The existence of a subpopulation of neurons that lacked a significant 
correlation between low-pass filtered NDFs and exhibited only small CCs implies that solely phase-
sensitive and solely phase-tolerant neurons form a continuum with neurons that exhibit both a phase-
sensitive and a phase-tolerant component, rather than two distinct groups (Fig 4-8 B). 
 
4.3.4 Envelope and carrier contribution in low and high frequency noises  
 
It was shown that a subpopulation of AAr neurons exhibit a strong envelope component in their 
response. However, it was still unclear whether the envelope component originated from the low-
frequency or the high-frequency range. To address this question, cNDF and aNDF in response to both 
low-pass and high-pass filtered noise were recorded. The cutoff frequency (CF) was individually set for 
 
Figure 4-9: Phase composition of NDFs with phase-sensitive and phase-tolerant low-pass components. Only 
neurons with a RI>0.3 were considered. A) Mean phase-difference (black line) of solely polarity-sensitive 
(CClow<0) neurons and the corresponding vector strength (gray line). The mean phase difference was computed by 
subtracting the phase spectrum of the aNDF from the phase spectrum of the cNDF for each neuron. Afterwards, 
the resulting phase differences were averaged. The DFT was used for determining the phase spectra. B) Mean 
phase difference of partly polarity-tolerant (CChigh>0) neurons and the corresponding vector strength. C) Phase 
dependency (solid black line) of the neuronal responses for solely polarity-sensitive neurons. Phase dependency 
was calculated by averaging the normalized difference between SUMCOR and DIFCOR frequency spectrum. 
Frequency spectra were determined by DFT. D) Phase dependency of the responses of partly polarity-tolerant 
neurons. 
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each neuron and determined by troughs in the neuron’s FTC. CFs ranged from 2 to 5 kHz, with 3.5 
being the most common CF. 
 
 
Figure 4-10 shows the low-pass and high-pass NDFs of four example neurons. Typically, the response 
rate of low-pass NDFs changed slowly with stimulus ITD (Fig. 4-10 A, B and D). By contrast, high-
pass NDFs often showed major changes in their response rate due to small changes in stimulus ITD (Fig. 
4-10 E-H). Therefore, it was possible to determine an envelope function for high-pass NDFs. The 
correlation between the cNDF and the aNDF was widespread in both groups. The median CC was lower 
in low-pass NDFs (-0.46) than in high-pass NDFs (-0.26) on the population level. However, the 
difference wasn’t significant (Mann-Whitney U test, p>0.05; Nlow = 22, Nhigh = 21) (Fig. 4-11 A). The 
low-pass recordings exhibited two peaks in the distribution of CCs, indicating the existence of two 
distinct subpopulations of low-pass NDFs (Fig. 4-11 A, gray bars). Neither the low-pass nor the high-
pass NDFs exhibited substantial rectification (Fig. 4-11 B). Still, the few NDFs with an RI below 0.3 
were excluded from the following spectrum analysis (N = 3, for both groups). 
 
 
Figure 4-10: NDFs of AAr neurons recorded with filtered noise stimuli. A-D) cNDFs (solid black line) and 
aNDF (dashed black line) recorded with low-pass filtered noise stimuli. The values for the coefficient of correlation 
(CC) between the two NDFs and the mean rectification index (RI) of the NDFs are given in the upper left corner 
of each subplot. E-H) cNDF (solid black line) and aNDF (dashed black line) recorded with high-pass filtered noise. 
Two 4th degree polynomial envelope functions (dotted gray lines) were fitted to the combined local maximums and 
minimums of the two NDFs, respectively. In addition to the CC and RI, the delay asymmetry (DA) is also shown 
in the upper left corner of each subplot. 
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The mean phase difference spectrum and the frequency difference spectrum of the DIFCOR and 
SUMCOR functions were computed for both groups. Low-pass NDFs were phase-sensitive over the 
whole frequency range of the stimulus (up to 5 kHz) (Fig. 4-12 A, black line). Yet, vector strength was 
low for frequencies below 1 kHz. The weak vector strength might be related to the existence of two 
distinct subpopulations of low-pass NDFs, as it was indicated by the distribution of CCs.  However, 
vector strength was clearly above 0.2 in the frequency range from 1 to 5 kHz (Fig. 4-12 A, gray line). 
Furthermore, a second peak in vector strength occurred at 8 kHz, accompanied by a clear phase-sensitive 
component. The origin of this second peak remained unclear, since the spectral range of the stimulus 
was restricted to frequencies below 5 kHz. The second peak at 8 kHz was also apparent in the frequency 
difference spectrum of the DIFCOR and SUMCOR functions, but noticeably smaller than the peak in 
the low-frequency range (Fig. 4-12 B), indicating a minor contribution of the 8 kHz band to the entire 
response.  As expected, the mean phase difference of the high-pass NDFs was phase-sensitive for high-
frequencies (>3 kHz). Hence, in the low frequency range, high-pass NDFs were clearly phase-tolerant 
(Fig. 4-12 B, black line). The phase tolerance was equivalent to an envelope sensitivity, since neurons 
with an RI below 0.3 were excluded from the analysis. Thus phase-tolerant components that were due 
to rate asymmetry, i.e., envelope-independent, were removed.  The vector strength was high for both the 
low-pass, envelope-sensitive frequency range and the high-pass, carrier-sensitive frequency range (Fig. 
4-12 B, gray line). Vector strength declined substantially for frequencies above 7 kHz and exhibited an 
additional trough in the transition range from envelope to carrier predominance at 3 kHz. The envelope 
component as well as the carrier component of the high-pass NDFs had a strong contribution to the 
response of the analyzed neurons, as indicated by the clear trough in the low-frequency range and the 
prominent peak in the high-frequency range of the frequency difference spectrum, respectively (Fig. 4-
12 D).  
  
Figure 4-11: Characteristics of NDFs recorded with filtered noise stimuli. A) Distribution of CCs. CCs of 
NDFs recorded with high-pass filtered noise (black bars) were not significantly different from CCs of NDFs that 
were recorded with low-pass filtered noise (Mann-Whitney U-test, p>0.05). The median CCs are given in the upper 
left corner. B) Distribution of RI. The NDFs recorded with low-pass and high-pass filtered noise did not exhibit a 
significant difference in their RI (Student T-test, p>0.05). Gray area marks the RI range from 0.3 to 0.7. Median 
RI are given in the upper left corner. 
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Surprisingly, high-pass NDFs exhibited a prominent, phase-tolerant, i.e., envelope-driven, low-pass 
component, despite the lack of stimulus frequencies below 3 kHz (Fig. 4-12 B). This low-pass 
component also contributed strongly to the response of the high-pass NDFs. These results showed 
clearly that the envelope of high-frequency sounds contributes to the ITD representation in the barn 
owl’s forebrain pathway. By contrast, in low-frequency sounds the carrier-sensitive component was the 
sole contribution to the neural response.  
 
4.3.5 Missing envelope contribution in tonal frequency tuning curves 
 
In order to confirm the existence of an envelope component in the responses of AAr neurons, FTCs were 
measured by presenting tones of different frequencies at the best ITD and best ILD as determined by the 
cNDF and the ILD curve. The details of the recorded FTCs corresponded to those reported by 
Vonderschen and Wagner (2009, 2012). The FTCs exhibited many different shapes, often with several 
response peaks (Fig. 4-13 C). In the population, the distribution of the highest peaks in the frequency 
tuning curves was broad, ranging from best frequencies (BFs) of 500 Hz to BFs of 11 kHz, with a 
shallow maximum between 1 and 2 kHz (Fig. 4-14 A). The median bandwidth (BW) was 3.6 kHz. BW 
ranged from 500 Hz to nearly 9 kHz, with a broad peak between 2 and 5 kHz (Fig. 4-14 B). 
  
Figure 4-12: Phase composition of NDFs recorded with filtered noise stimuli. Only neurons with an RI>0.3 
were considered for this analysis. A) Mean phase difference (black line, N = 18) of NDFs recorded with low-pass 
filtered noise and the corresponding vector strength (gray line). The mean phase difference was computed by 
subtracting the phase spectrum of the aNDF from the phase spectrum of the cNDF for each neuron. Afterwards, 
the resulting phase differences were averaged. The DFT was used for determining the phase spectra. B) Mean 
phase difference of high-pass noise NDFs and the corresponding vector strength (N = 18). C) Phase dependency 
(solid black line) of low-pass noise NDFs. Phase dependency was calculated by averaging the normalized 
difference between SUMCOR and DIFCOR frequency spectrum of all low-pass noise NDFs. Frequency spectra 
were determined by DFT. D) Phase dependency of high-pass noise NDFs. 
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The FTCs were recorded at a certain ITD. Since it had been shown before that the DIFCOR and 
SUMCOR are tuned to different ITDs (Fig. 4-5 B), the question arose whether the FTCs represent all 
frequency components present in the NDF. To test this, the Fourier transform of both the cNDF (dashed 
lines in Fig. 4-13 A-D) and the DIFCOR (dashed lines in Fig. 4-13 E-H) was computed. The amplitude 
spectra of the Fourier transforms were compared with the corresponding FTCs. This was possible 
because there is a relation between the amplitude spectrum of a NDF and the FTC (Vonderschen and 
Wagner, 2012). The DIFCOR was chosen because it represents the carrier only and thus reflects the 
FTC that also contains only carrier information. Some AAr neurons showed a high correlation between 
the NDF spectrum and the frequency tuning curve (Fig. 4-13 A), but many neurons exhibited only weak 
correlation (Fig. 4-13 D). Similar observations were made for the correlation between the DIFCOR and 
the FTC, but here generally higher correlations were observed (Fig. 4-13 E, G and H).  
 
 
Figure 4-13: Frequency representation in single AAr neurons. A-D) Frequency tuning curves (FTCs) of the 
four neurons shown in Fig. 4-2 (solid gray line). Since AAr neurons exhibited a high variability in the response 
rate, FTCs were smoothed (solid black line) with a triangular, three-point moving average filter. The dashed black 
line shows the frequency spectrum of the neuron’s cNDF, computed by DFT. The difference between FTC and 
frequency spectrum is marked by the light gray area. The correlation between the cNDF spectrum and the FTC is 
given in the upper left corner of each subplot. E-H) Smoothed FTC (solid black line) and frequency spectrum of 
the DIFCOR functions (dashed black line) are shown. The gray area indicates deviations between the FTC and the 
DIFCOR spectrum. Correlation is given in the upper left corner. 
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Indeed, on a population level the correlation between the cNDF and the FTC was significantly lower 
than the correlation between the DIFCOR and the FTC (Fig. 4-14 D, Wilcoxon signed rank test, N = 93; 
p<0.001).  These results were confirmed by the mean frequency spectra of the cNDF and the DIFCOR. 
Mean spectra were computed by averaging the normalized frequency spectra of the corresponding 
function (cNDF or DIFCOR). The mean DIFCOR spectrum (Fig. 4-14 E, gray dashed line) mimicked 
the mean FTC of the AAr closely (black solid line), while the cNDF spectrum exhibited an additional 
low-frequency peak (Fig. 4-14 E, black dotted line). The difference between the mean cNDF spectra 
and the averaged FTCs was calculated to examine the variation in the spectral compositions. The 
difference between the cNDF spectrum and the FTC was frequency-dependent, with the mean largest 
 
Figure 4-14: Representation of frequency and spectral composition of NDFs in the AAr. A) Distribution of 
best frequencies (BF). The BF is the frequency that elicited the highest response rate in the FTC. Median BF is 
given in the upper left corner of the subplot. B) Distribution of FTC bandwidth (BW). The BW gives the width of 
the frequency range that elicited a response rate of at least 40 percent of the maximum response rate. The median 
BW is given in the upper left corner. C) Number of neurons that exhibited more than one peak in their frequency 
tuning curve. D) Correlation between the FTC and the frequency spectra of the cNDF (black box) and the DIFCOR 
function (gray box). The median correlation is given in the lower left corner of the subplot. The median is marked 
by the central line of the box, while the edges mark the inter-quartile range. Whiskers extend to the most extreme 
values, not considering outliers. Outliers are marked by gray plus signs. E) The mean normalized FTC (solid black 
line), the mean normalized cNDF spectrum (dotted black line) and the mean normalized DIFCOR spectrum (dashed 
gray line) are shown. The discrete Fourier transformation was used to compute the frequency spectra of each 
neuron. FTCs and the frequency spectra were normalized to their maximum before averaging. F) Mean difference 
between the normalized FTCs and normalized cNDF spectra. Gray area marks the standard deviation of the mean 
difference. 
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absolute normalized difference occurring for frequencies around 1000 Hz (Fig. 4-14 F). This means that 
the cNDF had components in the low-frequency region that were not well captured by the FTC. 
 
In summary, the DIFCOR spectra often resembled the FTC, while the cNDF spectra exhibited additional 
low-pass components that weren’t captured by the FTC, indicating the existence of an envelope-
sensitive component in the neuronal response. Consequently, the FTC data support the results of the 
phase difference spectra shown in sections 4.3.3 and 4.3.4. 
 
 
4.4 Discussion: Phase-tolerant responses and their effect on the representation of ITD 
 
Neurons in the barn owl’s forebrain were found to be sensitive to both carrier and envelope ITDs, similar 
to what has been observed in midbrain neurons of mammals (e.g., Agapiou and McAlpine, 2008). 
Specifically, low-pass filtered NDFs in neurons of the barn owl’s arcopallium may exhibit both envelope 
and carrier sensitivity, while high-pass filtered NDFs mainly represent carrier sensitivity. These results 
will first be discussed with respect to the representation of ITD in the barn owl’s auditory pathway, 
specifically the changes in ITD representation between the midbrain and the forebrain. Then the 
representation of ITD in the forebrain of barn owls will be compared to the representation of ITD in the 
midbrain of mammals. In treating these two points, the possible functions of envelope sensitivity will 
also be assessed. 
 
4.4.1 The representation of ITD in the barn owl’s auditory pathway  
 
The barn owl’s auditory pathway reflects the general auditory pathway known in vertebrates (Carr and 
Edds-Walton, 2008). However, this bird has some specializations allowing for high-frequency carrier-
driven sound localization (Wagner et al., 2013). The most important of these specializations is the ability 
to phase-lock to the carrier up to at least 9 kHz (Köppl, 1997), or almost the complete hearing range of 
this bird (Dyson et al., 1998). This would seem to make envelope sensitivity unnecessary, if it functioned 
only to extend the range over which ITDs can be used for sound localization as it does in mammals and 
humans. Since envelope sensitivity is observed in the same frequency range as carrier sensitivity here 
and in other studies (see below), it might have other, probably complementary, functions compared with 
carrier sensitivity. 
Envelopes are first created through the band-pass filtering at the level of the basilar membrane 
(Hartmann, 1997; Joris, 2003). This information is passed on in birds via the auditory nerve to the two 
cochlear nuclei, one of which processes ITDs and their precursors, while the other processes ILDs and 
their precursors (Takahashi et al., 1984). These nuclei form the beginning of two separate brainstem 
pathways, the ITD pathway and the ILD pathway. In birds, ITDs are detected in neurons of NL (Carr 
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and Konishi, 1990) that project to the core of the central nucleus of the IC (ICCc) (Takahashi and 
Konishi, 1988b) and from there to the lateral shell of the central nucleus of the IC (ICCls), where the 
ITD and ILD pathways converge. Keller and Takahashi (2000) showed that in neurons of the ICCls, 
spiking patterns were entrained by the envelope and not by the carrier of a stimulus. Since ICCls neurons 
are tuned to both ITDs and ILDs (Takahashi et al., 1989), and since the stimuli contained both cues, 
influences of ITDs and ILDs could not be separated in this study. Christianson and Peña (2006) observed 
similar dependencies in ICCc, a nucleus that contains neurons tuned to ITD but not to ILD, as did Keller 
and Takahashi (2000) in ICCls, suggesting that stimulus envelope also entrains spikes in the ITD 
pathway. These findings do not, however, contradict our data, because they refer to the response patterns 
and not to response magnitude. ITDs still influenced response magnitude (see Fig. 2 in Keller and 
Takahashi, 2000).  
 
After the ICC, the auditory pathway splits again, forming a midbrain and a forebrain pathway. Both 
pathways are involved in sound localization (Knudsen et al., 1993; Wagner, 1993), but may have 
different roles (Knudsen and Knudsen, 1996; Winkowski and Knudsen, 2006; Vonderschen and 
Wagner, 2009). The addition of envelope sensitivity may subserve these different functions. The 
processing of ITD in the midbrain pathway differs from that in the forebrain pathway. For example, 
Vonderschen and Wagner (2012) observed a frequency-dependent ITD representation in AAr neurons. 
In some neurons ITD representation was found to be remodeled from the midbrain to the forebrain by 
combining inputs with at least two different best ITDs. A similar integration has also been observed in 
the midbrain of guinea pigs (McAlpine et al., 1998). I found here that the carrier-sensitive response 
elements - which are predominant in the high frequency range - are tuned to significantly smaller ITDs 
(median: 60 µs) than the low-frequency, envelope response element (median: 90µs). Thus, one of the 
main changes in ITD representation in the forebrain pathway reported by Vonderschen and Wagner 
(2012) might lie in a  combination of carrier- and envelope-sensitive inputs with different best ITDs. 
Our data set also contains a small number of AAr neurons that were carrier-driven even in the low-
frequency range. This clearly extends the lower bound of frequencies in the forebrain compared with 
the midbrain. This may lead to an extension of the spatial range over which ITDs are available, as 
Bernstein and Trahiotis (1985) have shown for humans. From a mechanistic point of view, this 
observation also suggests that the asymmetry in the response could be due to the carrier of low-frequency 
stimuli, the envelope of high-frequency stimuli, or both. 
 
4.4.2 Representation of envelope ITD in barn owls and mammals 
 
Representation of sound locations by envelope ITDs in the midbrain of mammals has been known for a 
long time (Yin et al., 1984a; Batra et al., 1989, 1993; Joris, 2003; Agapiou and McAlpine, 2008; Smith 
and Delgutte, 2008; Kuwada et al., 2012; Dietz et al., 2013; Zheng and Escabí, 2013). Envelope 
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sensitivity may occur in the same neurons that also represent carrier sensitivity (Joris, 2003; Agapiou 
and McAlpine, 2008). 
 
A comparison of the response properties of mammalian collicular ITD functions with those in the AAr 
of barn owls yields more similarities than a comparison of the former ITD curves with ITD curves from 
the midbrain pathway in the barn owl (Agapiou and McAlpine, 2008; Vonderschen and Wagner, 2009). 
Specifically, Agapiou and McAlpine (2008) showed that the asymmetric NDFs observed in IC neurons 
of guinea pigs are due to a combination of low-frequency envelope- and carrier-sensitive inputs just as 
I report here for forebrain neurons in the barn owl. The close resemblance of the forebrain tuning curve 
in the owl with those in the midbrain of small mammals is interesting, because ITD detection in barn 
owls and small mammals differs. While time is represented at the detection step in the barn owl, it is 
phase that is detected in small mammals (McAlpine et al., 2001; Brand et al., 2002; Wagner et al., 2007; 
Pecka et al., 2008; Grothe et al., 2010). This means that the ITD representation in the forebrain pathway 
that depends on the Jeffress-like detection step in NL (Carr and Konishi, 1990; Ashida and Carr, 2011), 
and is still Jeffress-like at the level of the ICC (Wagner et al., 2002, 2007; Bremen et al., 2007; 
Singheiser, 2010), must be remodeled along the forebrain pathway to represent a mixed code of time 
and phase. I argue here that in this process of remodeling envelope information becomes represented in 
the ITD curves.  
 
At this time I can only speculate why the barn owl uses a different code in the midbrain and forebrain 
pathways. Apart from the possibilities mentioned at the end of the previous section, I point here also to 
the different function of the midbrain and the forebrain, with the latter being more involved in cognitive 
processing and coarse sound localization, while the former subserves precise sound localization. Dietz 
et al. (2013) concluded that envelopes as produced by amplitude modulations may provide a means of 
“glimpsing” low-frequency spatial cues in a manner that benefits listening in noisy or reverberant 
environments. In the same direction, Nelson and Takahashi (2010) showed that envelopes occurring at 
the onset and end of a stimulus are important for echo suppression in barn owls, while Baxter et al. 
(2013) demonstrated also an influence of envelope shape on echo suppression. I speculate that besides 
its influence on echo suppression the envelope is also beneficial for an unambiguous representation of 
sound source position in the AAr by providing a phase-independent ITD component.  
 
In summary, although barn owls have carrier information available over almost the total hearing range, 
they also utilize envelope information. How this influences the sound-localization capabilities of these 
birds needs to be probed by behavioral experiments.  
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5 Neural substrate for the combined representation of stimulus 
position and stimulus identity 
 
Philipp Tellers designed this study, recorded the electrophysiological data with the help of Kerstin 
Pawlowsky, and analyzed the obtained results. He also took care of the animal husbandry and the animal 
treatment prior, during and after the electrophysiological experiments. The final results were discussed 
and interpreted by Philipp Tellers with the support of Prof. Hermann Wagner.  
 
 
5.1 Introduction: Neural representation of changes in the spectro-temporal stimulus 
structure  
 
Besides a precise representation of spatial position, the encoding of stimulus identity is important for 
animals in order to survive in their natural habitats. Crepuscular and nocturnal animals, like the barn 
owl, rely mostly on their acoustic system for both localization and identification of relevant objects 
(Konishi, 1973). Barn owls analyze the interaural level difference (ILD) and the interaural time 
difference (ITD) to determine the position of an acoustic object. ITD and ILD are processed in two 
separate pathways up to the inferior colliculus of the barn owl. After combination of ITD and ILD in the 
lateral shell of the central nucleus of the IC (ICCls), the auditory system splits into two separate 
branches, a midbrain and a forebrain pathway (Cohen and Knudsen, 1994; Arthur, 2005; Vonderschen 
and Wagner, 2009). Both branches of the auditory system can mediate an accurate and unambiguous 
sound localization (Knudsen et al., 1993).  
 
While the outstanding sound localization of the barn owl and the representation of binaural cues has 
been the focus of many publications in the last decades, only a few studies analyzed the representation 
of stimulus identity in the barn owl. Changes in the spectro-temporal structure of acoustic stimuli are 
believed to be an important parameter for the identification of acoustic stimuli. Most broadband stimuli, 
like noise, but also many narrow-band stimuli exhibit temporal changes in their spectral structure. In 
humans, changes in the spectro-temporal structure of an ongoing acoustic signal contribute to the 
perception of timbre (Iverson and Krumhansl, 1993), while signals with periodic waveforms contribute 
to auditory object recognition, music identification and sound source segregation (Bregman, 1990; 
Moore, 1997). Since both spectro-temporal dynamics and periodicity are stimulus-specific, they are 
believed to be important parameters for the distinction between different acoustic stimuli and thus 
contribute to the identification of sound sources. Since the 1980s, the neural representation of changes 
in the spectro-temporal structure has been analyzed in a variety of different species to assess the potential 
neural substrate for the identification of acoustic stimuli (Brenowitz, 1983; Wang et al., 1995; Nagarajan 
et al., 2002; Suta et al., 2003; Woolley et al., 2005; Zheng and Escabí, 2008; Kayser et al., 2010; 
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Schneider and Woolley, 2010; Baxter et al., 2013). In all examined species, single neurons reliably 
generated spikes in response to adequate changes in the spectro-temporal structure. The adequate 
spectro-temporal change that elicited a spike varied between different neurons. Thus, the increased 
activity in certain neurons of the network indicates the current dynamics in the spectro-temporal 
structure of an acoustic stimulus. Furthermore, these studies showed that spiking was not only reliable 
during repeated stimulation with the same, – i.e., frozen stimulus –, but also exhibits a high temporal 
precision in the millisecond range. The similar results found in a broad range of species suggest that the 
representation of dynamics in the spectro-temporal stimulus structure by the discharge pattern of single 
neurons might be a ubiquitous mechanism in the auditory system of animals. 
 
In the barn owl, auditory nerve fibers and neurons of the nucleus laminaris (NL) were known to represent 
the temporal fine structure – i.e., the carrier – of narrowly band-pass filtered stimulus components in 
their spiking (i.e., discharge pattern) up to frequencies of 9 kHz (Sullivan and Konishi, 1984; Carr and 
Konishi, 1990; Köppl, 1997). More recent studies show that after the detection of ITD and ILD in the 
NL and the posterior part of the dorsal nucleus of the lateral lemniscus, respectively, the representation 
of the temporal fine structure is neglected in favor of the representation of changes in the spectro-
temporal structure – i.e., the envelope – of acoustic stimuli (Mogdans and Knudsen, 1994; Keller and 
Takahashi, 2000; Christianson and Peña, 2007). The representation of the spectro-temporal dynamics in 
the response pattern of single neurons is preserved up to the IC (Christianson and Peña, 2007). However, 
little to nothing is known about the representation of spectro-temporal dynamics following the 
combination of the ITD and ILD pathway in the ICCls (Keller and Takahashi, 2000). ICCls neurons 
represent stimulus ITD and ILD as well as its spectro-temporal dynamics. However, due to the relatively 
narrow frequency tuning of these neurons and the sigmoid ILD tuning function, representation of spatial 
position is still ambiguous. Only after across-frequency integration does representation of spatial 
position become unambiguous (Saberi et al., 1999). 
 
The aim of this study was to assess whether neurons of the midbrain and forebrain pathways are able to 
represent both stimulus position and stimulus identity simultaneously. Therefore, the representation of 
spectro-temporal dynamics in across-frequency integrating neurons of the midbrain and the forebrain 
pathway was analyzed. Both pathways receive input from the ICC (Arthur, 2005) and thus should carry 
spatial as well as spectro-temporal information. The representation of spectro-temporal dynamics was 
assessed by the variability in the spiking pattern of neurons of the external nucleus of the IC (ICX) and 
the auditory arcopallium (AAr), which are nuclei of the midbrain and forebrain branch, respectively. 
The variability in the spiking pattern was in turn assessed by measuring both the reliability of spiking 
and the temporal precision in the spiking pattern.  
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5.2 Methods: Analysis of spiking variability 
 
5.2.1 Stimulus protocol 
 
To analyze the variability in spike generation, responses to frozen broadband noise stimuli (section 2.2) 
at the neuron’s best ITD and best ILD were recorded. Each stimulus was repeated 100 times. Typically, 
the inter-stimulus interval was 900 ms and the stimulus duration was 100 ms. In some cases stimulus 
duration was set to 200 ms to increase the number of spikes within the recordings. All stimuli were 
presented at a sound level 20-30 dB above the corresponding neuron’s threshold. 
 
5.2.2 Analyzing spike-time precision and spiking reliability 
 
To assess the neural substrate for the representation of spectro-temporal stimulus features, the variability 
in the spike generation of single AAr and ICX neurons was analyzed. The variability in spike generation 
was assessed by two measures: the temporal precision in the time of spiking and the reliability of spiking. 
Temporal precision is defined as the closeness in the time of occurrence between spikes that are 
generated in response to the repeated presentation of the same stimulus. Spiking reliability is defined as 
the probability that the stimulation with a certain shape will lead to the generation of a spike. The Fano 
factor (FF) was used to assess the reliability of spiking in the analyzed neurons. The FF is defined as the 
ratio of the variance σ² and the mean µ calculated in a distinct time window w across repeated 
measurements (i.e., recordings).  
 
 𝐹𝐹 =  
𝜎𝑤
2
𝜇𝑤
⁄         (5.1) 
 
The FF of the spike-rate (i.e., response rate) was calculated for a 1 ms, moving time window. The step 
size of the moving window was 40 µs and given by the sampling interval of the recording hardware. 
The time window was set to 1 ms in order to prevent the occurrence of more than one spike per bin per 
repetition. Thus, all bins of all repeated recordings had a value of either 1 or 0. As a consequence, FF 
could only take values between 0 and 1. For a purely random process, the variance equals the mean and 
thus the FF becomes 1. The FF decreases with increasing spiking reliability in the analyzed time 
window. A high spiking reliability in turn is required for a reliable representation of given spectro-
temporal stimulus features. The FF (section 3.2.2) equals the DI, if an infinite time window is chosen. 
 
The temporal precision in the spike-time was analyzed by computing shuffled auto-correlograms 
(SACs). SACs are advantageous for analyzing spike-time precision, since they are independent of 
assumption about the structure of the data. SACs are generated by calculating the differences in spike-
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time between all spikes of all spike-trains (Fig. 5-1, arrows). Figure 5-1 A shows three sample spike-
trains (I, II and III). Only temporal differences to spikes of other spike-trains were analyzed (black 
arrows) while differences within the same spike-train were excluded from further analysis to remove 
the effect of the refractory period (Fig. 5-1 A, red arrows) (Joris, 2003; Joris et al., 2006). The remaining 
spike-time differences form the SAC. Figure 5-1 B shows the SAC for the three example spike-trains 
presented in Fig. 5-1 A. The general data set of a neuron consisted of significantly more spikes, yielding 
a smoother SAC with a temporal resolution limited only by the sampling rate of the original recording 
(40 µs). SACs were normalized to remove the effects of spike-rate r, stimulus duration D, bin size (𝜔) 
and number of repetitions M (Joris et al., 2006): 
 
   𝑆𝐴𝐶(∆𝑡)𝑛𝑜𝑟𝑚 =
𝑆𝐴𝐶(∆𝑡)
𝑀(𝑀−1)𝑟2𝜔𝐷
       (5.2) 
 
The height and the width at the half-maximum height of the normalized SACs were calculated to assess 
the neural substrate for the representation of spectro-temporal stimulus features in the analyzed neurons 
(Fig. 5-1 B). The width of the SAC is directly correlated to the temporal precision in spike-time, while 
the SAC’s height gives an estimation of the neuron’s ability to couple its spike generation to distinct 
stimulus features (Louage et al., 2004). 
 
 
 
 
  
Figure 5-1: Shuffled auto-correlogram. A) Three model spike-trains (I, II, III). Spikes are indicated by vertical 
lines. The three spike-trains are responses to repeated stimulation of the same neuron with frozen noise stimuli. 
Shuffled auto-correlograms (SACs) are generated by calculating the differences in time of occurrence for each 
single spike (example spike: red vertical line) of the data set and all spikes that belongs to another repetition (black 
arrows). Spike-time differences from within the same spike-train (red arrows) are excluded from the analysis to 
avoid refractory artifacts in the SACs (Joris, 2003). SACs were normalized to correct for the effects of spike-rate, 
stimulus duration, temporal bin size and number of stimulus repetitions (see Eq. 5.2). B) Histogram of the 
calculated spike-time differences (i.e., delays). SACs are defined by their height and width. The SAC height 
corresponds to the reliability that a certain stimulus feature triggers the generation of a spike, while the width can 
be used as a measure for the temporal precision of spike generation. 
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5.3 Results: Spiking variability in ICX and AAr neurons 
 
The spiking reliability and the time course of ITD representation was compared between the ICX and 
the AAr. So it was assessed whether neurons in the AAr are specialists compared to neurons of the ICX 
in either representing changes in the spectral structure of acoustic stimuli over time or in the sustained 
representation of ITD beyond stimulus offset. 
 
For the analysis of spike-time variability, responses of 91 ICX and 66 AAr neurons to repeated 
presentations of the same stimulus were recorded. The data were collected from six adult barn owls of 
both sexes (Tab. 5-1). Only single neurons that exhibited a significant ITD tuning were included in the 
analysis (Kruskal-Wallis test, p<0.05). Ten ICX neurons (~ 11%) and 29 AAr neurons (44%) were 
excluded from further analysis since they didn’t exhibit any temporal precision in their response. The 
corresponding SACs lacked an apparent peak that exceeded a value of 1 within the delay limit of ±1 ms. 
 
 
 
 
5.3.1 Reliability and temporal precision of spiking 
 
Both the ICX and the AAr contained neurons with a high temporal spiking precision. Figure 5-2 shows 
the raster plots (A-C) and the corresponding peri-stimulus time histogram (PSTHs) (D-F top, black bars) 
of three ICX neurons. The raster plots of all three ICX neurons lacked an apparent response pattern with 
the exception of a clear stimulus onset or offset (Fig. 5-2 A-C, time of stimulus presentation is indicated 
by gray, horizontal bar). However, the summed spikes of all 100 repetitions shown in the PSTHs 
exhibited a spiking pattern that varied strongly over time with clear peaks and troughs, indicating a 
correlation between the spike pattern and certain stimulus features (Fig. 5-2 D-F top, black bars). Besides 
theses rather fast changes in spiking activity over time, the PSTHs also revealed a slower change in 
response rate. The two ICX neurons shown in the first and third column of Fig. 5-2 generate spikes with 
a continuous probability during stimulus presentation, as indicated by the similar heights of the sharp 
peaks. These neurons are referred to as tonic neurons. In comparison, the neuron shown in the second 
column of the same figure exhibited a strong onset component in its response followed by a smaller 
tonic component. Neurons with such a response behavior are called phasic or phasic-tonic, depending 
Table 5-1: Spiking reliability: distribution of recorded neurons. 
 
NUCLEUS \OWL  Xavi Zlatan    
AAR  48 18    
       
NUCLEUS\OWL  Artur Freddy Janice Lorenz Smilla 
ICX  25 14 7 39 6 
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on the existence and the height of the ongoing component. Most ICX neurons showed a phasic-tonic 
activity pattern in response to stimulation with broadband noise (actual data not shown, but indicated by 
the population data shown in Fig. 6-4 B). Typically, the spontaneous activity was low in single ICX 
neurons, as indicated by the missing spikes before and after stimulus presentation in the raster plots 
shown in the first and second column of Fig. 5-2. Only a few ICX neurons, like the one shown in Fig. 
5-2 C and F, had a substantial spontaneous response and exhibited a post-stimulus depression in the 
spontaneous rate.  
 
 
 
For the AAr, the results were more ambiguous. Some AAr neurons exhibited a prominent temporal 
pattern in their raster plot as well as high and narrow peaks in their PSTH (Fig. 5-3 A and D). However, 
the spike times of most AAr neurons were not well aligned across repeated stimulus presentations in the 
raster plot (Fig. 5-3 B, E and C, F), indicating a worse precision in spike-timing than in ICX. Besides 
 
 
Figure 5-2: Spiking variability in single ICX neurons. A-C) Raster plots of three ICX neurons, recorded at the 
best ITD (ITD with the highest response rate). Each small vertical line indicates a single spike. The stimulus 
consisted of a broadband, frozen noise sample with 100 ms duration. The stimulus was presented at 400 ms; each 
stimulus was repeated 100 times with a stimulus interval of 1s. D-F) Peri-stimulus time histograms (PSTHs, black) 
and corresponding FF time histograms (gray) for the same three neurons shown in A-C. The histograms were 
generated with a bin size of 1 ms and a step size of 40 µs (sampling rate of the hardware used for recording). The 
minimum FF and the corresponding position are shown in the lower left corner. G-I) Shuffled auto-correlogram. 
For ease of viewing, SACs were smoothed with a 9 point moving window average filter. SAC height and width 
are given in the upper left corner of each subplot. SAC height and the SAC width can be used to assess the reliability 
of spike generation in response to certain stimulus features and the temporal precision in the spike time, 
respectively. 
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the three temporal response types reported for the ICX (phase, tonic and phasic-tonic), the AAr also 
exhibited a fourth type of temporal response. The spiking activity of some neurons increased 
continuously during stimulus presentation and often declined slowly after stimulus offset (Fig. 5-3 C 
and F). These neurons were called “build-up” neurons. About 30% of the AAr neurons had a “build-up” 
like response. In contrast to ICX neurons, AAr neurons had most often a noteworthy spontaneous 
activity (Fig. 5-3 A-C). Yet, post-stimulus declines were neither common in phasic and tonic neurons 
of the AAr nor in “build-up” neurons. 
 
 
 
FF and SAC were computed to access the reliability of spiking and the temporal precision in the spike 
pattern, respectively. The FF was computed in time bins that corresponded to the time bins of the PSTH 
(40 µs step size, 5.2.4). The FF varied during stimulus presentation. Typically, it was highly correlated 
to the number of spikes per bin (compare black upper bins with gray lower bins Fig. 5-2 D-F and Fig. 
5-3 D-F). A high number of spikes per bin caused a low FF. Since the FF is a measure for the spiking 
reliability over time, it could be used to access both the maximum reliability of the spike generation and 
the changes in spiking reliability over time. Thus, the minimum FFs and the corresponding positions 
were determined (Fig. 5-2 D-F and Fig. 5-3 D-F). The FF histograms shown in Fig. 5-2 D and F (bottom 
 
 
Figure 5-3: Spiking variability in single AAr neurons. A-C) Raster plots of three AAr neurons, recorded at the 
best ITD (ITD with the highest response rate). D-F) Peri-stimulus time histograms (PSTHs, black) and 
corresponding FF histograms (gray) for the same three neurons shown in A-C. The minimum FF and the 
corresponding position are shown in the lower left corner. G-I) Shuffled auto-correlogram. For ease of viewing, 
SACs were smoothed with a 9 point moving window average filter. SAC height and width are given in the upper 
left corner of each subplot. For additional information, see Fig. 5-2. 
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gray bars) are two rare examples of ICX neurons with late minima. Typically, the minima were located 
at the stimulus onset in ICX neurons (Fig. 5-2 E). AAr neurons exhibited a wider temporal range for the 
positions of the minimum FFs due to higher variations in the temporal response types and the slow 
changes in response activities of the “build-up” neurons (Fig. 5-3 D-F). Figure 5-4 A shows the temporal 
distribution of the minimum FFs. Most ICX neurons exhibited the minimum FFs in the first 40 ms 
following the onset. By contrast, the distribution of minima was more spread in the AAr. About 47% of 
the AAr neurons exhibited the minimum of the FF 50 ms or more after the stimulus onset. In comparison, 
only 9.9% of the ICX neurons exhibited a late (>50 ms) minimum FF. The median time between the 
stimulus onset and the minimum FF was 11.32 ms for the ICX and 34.74 ms for the AAr. The position 
of the minimum FF allowed it to access the temporal dynamics in the encoding of spectro-temporal 
stimulus features, while the actual minimum of the FF estimated the potential optimum for a reliable 
spike generation in the examined neuron. In both nuclei, most neurons tended to have FFs close to 1 
(Fig. 5-4 B). However, in the ICX the percentage of neurons with lower FFs was higher than in the AAr. 
The difference between the two groups was significant (Mann-Whitney U test, p<0.001, Fig. 5-4 D). 
The median of the minimum FF was 0.87 for the ICX and 0.95 for the AAr.  
 
Even though a low FF is an indication of a high reliability and the ICX exhibited the lower minima in 
the FF, the AAr could still have the more reliable spiking if the entire stimulus was analyzed instead of 
only a small interval. For that reason, the spike-time precision and the reliability of spiking of the entire 
stimulus interval were assessed by calculating the width and the height of the normalized SACs, 
respectively (Fig. 5-1 B). Generally, neurons that had no temporal pattern in their PSTH also lacked an 
apparent peak in their SAC (Fig. 5-3 H, I). By contrast, neurons with a clear peak in their SAC always 
exhibited an obvious pattern in their PSTH (Fig. 5-2 H, I and Fig. 5-3 G). However, several neurons of 
both nuclei had only a minor peak in their SAC, despite a prominent pattern in their PSTH (Fig. 5-4 D, 
G). Only neurons that had a peak with a height of at least 1 within a delay limit of ±1 ms in their 
normalized SAC were considered for the assessment of spike-time precision and spiking reliability. As 
a consequence, 10 ICX neurons and 29 AAr neurons were discarded since they lacked any reliability in 
their spiking and didn’t exhibit a peak within the delay limit. 
 
The results on SAC height confirmed the trend already observed in the spiking probability and the FF. 
SAC peaks, which are an estimation of the spiking reliability were significantly higher in the ICX 
compared to the AAr (Mann-Whitney U test, height: p<0.01; Fig. 5-4 C). In the AAr, peak height was 
always below 5.6, while some ICX neurons exhibited a height of more than 10 in their SACs. The peaks 
of the normalized SACs had a median height of 1.73 in the ICX and 1.38 in the AAr. Additionally, the 
percentage of neurons that didn’t show any temporal precision in their SACs was considerably higher 
in the AAr (44%) than in the ICX (11%). These neurons lacked an apparent peak in the delay limit of 
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±1 ms of the SAC. Thus, spiking reliability was not only higher in single neurons of the ICX as indicated 
by the higher SACs, but also a more frequent feature when compared to the AAr.  
 
 
 
The temporal precision in the spiking of single neurons was accessed by the width of the SAC peak at 
half-height. Typically, the SACs of neurons with a high temporal precision exhibited a narrow peak, 
because the spikes that are generated in response to a certain stimulus feature (e.g., onset or offset, 
specific change in spectro-temporal structure) always occurred at the same point in time. Consequently, 
the temporal difference between the spikes of repeated recordings was 0 or close to 0, leading to a narrow 
distribution of spike-time differences, i.e., a narrow peak in the SAC (section 5.2.2). Typically, SAC 
width was below 5 ms in the neurons of both nuclei. Most AAr neurons (86.5%) had a peak width even 
smaller than 2 ms. Consequently, the AAr had the narrower SAC peaks on population level. The median 
  
Figure 5-4: Spiking reliability and spike-time precision. A) Distribution of the time of minimum FF. In the ICX 
(black bars), minimum FFs occurred mostly at the onset while in the AAr (gray bars) minima were more scattered. 
The difference in time of maximum spiking probability and the difference in the time of minimum FF were 
significant for the two nuclei (Mann-Whitney U test, p<0.001). Note that some AAr neurons exhibited maximum 
spiking probabilities and minimum FFs after stimulus offset. B) Distribution of minimum FF. ICX neurons had a 
significant lower minimum FF than AAr neurons (Mann-Whitney U test, p<0.001). C) Distribution of SAC heights. 
SAC height and width were analyzed only for neurons with a valid precision in the spike-time. The numbers of 
analyzed neurons are given in the upper left corner of the subplot (ICX: 81, AAr: 37). The maximum SAC height 
of the ICX was significantly higher than the maximum SAC heights of the AAr (Mann-Whitney U test, p<0.01). 
D) SAC peak width measured at the half-height of the SAC. The AAr exhibited a significantly lower SAC width 
than the ICX (Mann-Whitney U test, p<0.001). Median values for all distributions are given in the upper left corner 
of each subplot. 
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peak was 0.76 ms in the AAr and 1.24 ms in the ICX (Fig. 5-4 D). Thus, spike-time precision was higher 
in the AAr, indicated by the significantly narrower SAC peaks (Mann-Whitney U test, p<0.001).  
 
In summary, the reliability of spiking was higher in single neurons of the ICX compared to AAr neurons. 
Furthermore, neurons with a high spiking reliability were more frequent in the ICX than in the AAr. By 
contrast, the temporal precision of spiking was better in AAr neurons than in ICX neurons. 
 
5.3.2 Correlation between response variability and temporal precision of spiking 
 
The variability in spiking was compared to the results of the Monte Carlo simulation (section 3) to 
examine whether single neurons in the ICX and the AAr are restricted to being specialized in only one 
or if they could exhibit both a reliable and precise spiking as well as a precise and unambiguous 
representation of best ITD. The variability in spiking was estimated by the quotient of the SAC width 
and the SAC height. The two measures extracted from the Monte Carlo simulation – the standard 
deviation (SD) and the miss rate in the representation of the best ITD (section 3.2.3 and section 3.33) – 
were compared separately to the variability in spike-timing.  
 
 
 
AAr neurons with a low spiking variability always exhibited an imprecise and ambiguous representation 
of ITD as indicated by the missing green triangles in the lower part of the Fig. 5-5 A and B. Thus, the 
AAr lacked neurons with a dual specialization that exhibited a low spiking variability and a low SD or 
miss rate. By contrast, single neurons of the ICX could exhibit a low variability in spiking as well as a 
low SD and a low miss rate (Fig. 5-5, blue squares). Consequently, the reliable and precise locking of 
 
Figure 5-5: Correlation between spiking variability and response variability. A) SD of the representation of 
best ITD derived from Monte Carlo simulations (section 3.3.3) plotted against the estimated spiking variability for 
single ICX neurons (blue squares) and single AAr neurons (green triangles). Spiking variability was computed by 
dividing the SAC peak width by the peak height of the SAC. B) Miss rate of the representation of best ITD derived 
from MC simulations plotted against the estimated spiking variability. For both nuclei, neither the SD nor the miss 
rate exhibited any correlation to the spiking variability, indicating a mutual independency of the two measures 
(Pearson’s r, p>0.05). 
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spiking to spectro-temporal stimulus features and the precise and unambiguous representation of ITD 
weren’t mutually exclusive in single cells, at least in the ICX. Furthermore, neither the ICX nor the AAr 
exhibited a significant correlation between the spiking variability and the variability in the representation 
of best ITD (Fig. 5-5, corr: ICX = 0.065, AAr = −0.062, Pearson’s linear correlation coefficient). Thus, 
also on the level of the population, no trade-off between a temporally precise and reliable spiking and 
the representation of ITD was apparent, confirming the results of the single ICX neurons that clearly 
showed that the representation of ITD and the representation of spectro-temporal features weren’t 
mutually exclusive. 
 
 
5.4 Discussion: Representation of spectro-temporal stimulus features 
 
It was demonstrated in the results section that the spike-times, i.e. the temporal response pattern, of most 
ICX neurons were correlated to distinct spectro-temporal features of the stimulus. In the AAr, such a 
correlation was observed in only a subpopulation of neurons (56%), while the rest of the AAr neurons 
lacked any structure in their temporal response pattern. Additionally, spiking reliability was worse in 
the AAr when compared to the ICX. By contrast, the precision in spike-time was significantly higher in 
the AAr than in the ICX. Some ICX neurons exhibited both a low variability in the spike-time and a low 
response variability, while response variability was high in all AAr neurons that exhibited a low 
variability in the spike-time. In the following, I will discuss the results on spiking variability and estimate 
their influence on the representation of stimulus identity in the two ITD processing pathways of the barn 
owl. 
 
The temporal response patterns of most ICX neurons were correlated to distinct spectro-temporal 
stimulus features. In the AAr neurons, the representation of these stimulus features was less common. 
Only a subpopulation of AAr neurons (56%) was sensitive to the spectro-temporal changes in the 
stimulus. These neurons exhibited a significant correlation between the temporal response pattern and 
the spectro-temporal dynamics of the stimulus. Additionally, the reliable generation of a spike in 
response to an adequate stimulus feature – the so-called spiking reliability – was worse in AAr neurons 
when compared to ICX neurons. By contrast, the precision in the spike-times was significantly higher 
in the spectro-temporal-sensitive AAr neurons than in spectro-temporal-sensitive ICX neurons. Besides 
the differences between the two nuclei, the data also showed that neurons can exhibit both a low 
variability in the spike-time and a reliable response rate. Furthermore, no general correlation between a 
reliable response rate and the variability in spiking was apparent for both nuclei. 
 
During the last decades, spike-time coupling was demonstrated in a variety of species for both the 
midbrain  and the forebrain (Batra et al., 1989; Woolley et al., 2005; Shechter and Depireux, 2006; 
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Atencio and Schreiner, 2012). Also, in the barn owl, midbrain neurons exhibit a distinct spiking pattern 
in responses to a repeated stimulation with frozen noise (Keller and Takahashi, 2000; Christianson and 
Peña, 2006). However, this study is the first to show that the representation of spectro-temporal stimulus 
features extend to the forebrain in the barn owl. 
 
In the barn owl's midbrain, spectro-temporal tuning is preserved during integration across neurons with 
similar outputs. Narrowly frequency-tuned neurons of the core of the central nucleus of the IC (ICCc) 
integrate direct and indirect inputs of multiple NL neurons without losing spiking precision in the 
millisecond range as well as spiking reliability (Christianson and Peña, 2007). In comparison, ICX 
neurons in the midbrain and AAr neurons in the forebrain exhibited a decreased spiking reliability in 
their response pattern after across-frequency integration. Besides the lower spiking reliability, ICX 
neurons also exhibited a lower spiking precision compared to the ICCc and the NL. By contrast, spectro-
temporal-sensitive AAr neurons had a spiking precision that was comparable to the precision reported 
for NL and ICCc neurons (Christianson and Peña, 2007).  
 
Why does the spiking variability increase in the ICX and the AAr? Neurons of different frequency 
channels exhibit distinct response patterns. The response patterns of the channels depend on the spectro-
temporal structure of the stimulus. Since the spectral structure of the stimulus changes independently 
for each frequency, the adequate stimuli for each channel are supposed to occur at different points in 
time.   Thus, the integration across frequency channels in the ICX and the AAr leads to an interference 
of random response-pattern. This interference might cause the observed decrease in spiking reliability 
compared to the ICCc. The observed differences in the spiking reliability (i.e., SAC height) between 
ICX and spectro-temporal-sensitive AAr neurons is assumedly caused by the phasic response of most 
ICX neurons (Wagner, 1990). In contrast to AAr neurons, ICX neurons often exhibit a strong and 
reliable onset response, followed by a weaker ongoing representation of the stimulus with lower 
response rates (section 6). Thus, the reliable response at the onset leads to a prominent and high peak in 
the SAC that won’t be reduced by normalization. Even if the spiking reliability is low in the ongoing 
stimulus component, the onset component will outweigh the ongoing response because of the relatively 
low response rate of most ICX neurons. It is unlikely that the same mechanism accounts for the reported 
differences between the spiking reliability of the ICCc and the two other nuclei. ICCc neurons have a 
significantly higher response rate than neurons in the ICX and in the AAr (section 3.3). Furthermore, 
the data of earlier studies indicated that the ongoing response component is substantial in comparison to 
the onset component in ICCc neurons (Wagner, 1990, 1992; Christianson and Peña, 2007). The high 
response rate and the smoother temporal distribution of the response make it unlikely that the onset 
response of ICC neurons outweighs the ongoing response component in an SAC analysis. In addition, 
ICCc neurons exhibit not only a higher spiking reliability but also a higher temporal precision compared 
to the ICX. The lower spiking precision is an indication for a generally worse representation of spectro-
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temporal cues in the ICX that is independent of potential effects of a strong onset response on the 
analysis.  
 
In addition to the integration of different frequency channels, the combination of ITD and ILD takes 
place in the barn owl’s IC (Singheiser et al., 2012). Stimulus phase and intensity are the basic parameters 
for the computation of ITD and ILD. The phase (i.e., time) and the intensity processing pathway of the 
acoustic system split at the level of the cochlea nuclei (Takahashi et al., 1984). In the NL, a nucleus of 
the timing pathway, the responses of neurons are predominantly phase-locked (Peña et al., 1996). 
However, the NL also represents spectro-temporal stimulus features in its response pattern (Christianson 
and Peña, 2007). In comparison, the spiking patterns of nucleus angularis neurons are aligned only to 
the occurrence of certain spectro-temporal features and independent of the stimulus phase (Steinberg 
and Peña, 2011). In the ITD processing pathway, phase-locking is significantly reduced after ITD 
computation in the NL, while spectro-temporal stimulus features are still represented. The representation 
of spectro-temporal cues is preserved in both pathways up to the IC (Mogdans and Knudsen, 1994; 
Christianson and Peña, 2007). Thus, both the ITD and the ILD pathway represent spectro-temporal 
features of acoustic stimuli before they are combined in the ICCls (Mazer, 1995). It’s still unclear 
whether the representation of spectro-temporal stimulus features differs between the ITD and the ILD 
pathway. If the responses of the same spectro-temporal stimulus cues vary in the two pathways, – due 
to different latencies or representation strategies, for example – this might be the cause for the reported 
increase in spiking variability. It is known that the responses of ICCls neurons lock precisely to spectro-
temporal features of acoustic stimuli (Keller and Takahashi, 2000). However, since the reliability and 
precision of the spiking in the ICCls wasn’t quantified, it remains unclear whether the observed increase 
in variability of the spiking pattern in the ICX is due to the combination of ITD and ILD in the ICCls or 
the integration across frequency channels from the ICCc to the ICX. 
 
In the forebrain pathway, ITD and ILD are represented simultaneously from the level of the nucleus 
ovoidalis (OV) (Pérez and Peña, 2006). Until now, neither in the OV nor in the Field L spiking precision 
was analyzed. Consequently, it is still unknown to what extent the combination of ITD and ILD as well 
as across-frequency integration contribute to the spiking variability in the barn owl’s forebrain. The 
results presented here indicated that in the forebrain pathway a mechanism exists which preserves the 
spiking precision reported for ICCc and NL neurons despite the integration across frequency channels 
and the combination of the ITD and the ILD pathway (section 5.3.1). However, the origin of this 
mechanism remains unknown so far. 
 
Representation of spectro-temporal stimulus features was less frequent in the AAr compared to the ICX. 
Only a subpopulation of AAr neurons showed a clear representation of spectro-temporal stimulus 
features. AAr neurons that represented spectro-temporal stimulus features generally exhibited a poor 
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representation of the best ITD, indicated by the high standard deviations and the high miss rates for best 
ITD in the Monte Carlo model (section 3.3.3). Consequently, single AAr neurons exhibited no 
specialization in the joint representation of best ITD and spectro-temporal stimulus features on the level 
of single neurons. However, it cannot be ruled out that the AAr might represent ITD and spectro-
temporal stimulus features reliably on a population level, relying on different subpopulations of neurons 
(section 5.3.2). 
 
Across species, the representation of dynamics in the spectro-temporal structure is believed to be 
important for representing the stimulus identity (Brenowitz, 1983; Wang et al., 1995; Nagarajan et al., 
2002; Suta et al., 2003; Woolley et al., 2005; Nelson and Takahashi, 2010; Schneider and Woolley, 
2010; Baxter et al., 2013). In mammals, midbrain as well as cortical neurons show reliable and 
meaningful discharge patterns with temporal spiking precision in the millisecond range not only in 
response to the stimulus onset (Heil and Irvine, 1997; DeWeese et al., 2003) but also in response to 
changes in the spectro-temporal structure of the ongoing stimulus (IC (cat): Joris, 2003; Louage et al., 
2004; Joris et al., 2006; Zheng and Escabí, 2008, 2013; auditory cortex (rhesus monkey): Kayser et al., 
2010). In both the auditory cortex and the IC of mammals, temporal precision depends mostly on the 
dynamics in the spectro-temporal stimulus structure (Zheng and Escabí, 2008; Kayser et al., 2010). More 
recent data from the IC of the cat showed that while the temporal precision is correlated to the dynamics 
in the spectro-temporal structure, the reliability of spiking corresponds directly to the periodicity of the 
stimulus (Zheng and Escabí, 2013). Whether the same is true for IC and AAr neurons of the barn owl 
still needs to be examined. In this project, only the responses to broadband noise stimuli were analyzed. 
The noise stimuli lacked any periodicity. Additionally, it also remains unclear whether neurons with a 
precise discharge pattern are more frequent in mammals compared to the barn owl, since the percentage 
of neurons with a significant precision in the discharge pattern wasn’t reported in the mammalian studies 
(Joris, 2003; Louage et al., 2004; Joris et al., 2006; Zheng and Escabí, 2008, 2013; Kayser et al., 2010). 
Recent data also indicated that the representation of spectro-temporal dynamics might be neglected in 
favor of the encoding of abstract entities like echoes and ambient noise in the mammalian auditory 
cortex (Chechik and Nelken, 2012). Thus, most AAr and auditory cortex neurons might rather be 
involved in the representation of abstract stimulus features, while only the observed subpopulations of 
neurons encode changes in the spectro-temporal structure of the stimulus.  
 
The representation of stimulus ITD and spectro-temporal stimulus features are mutually independent in 
the ICCc and the ICCls of the barn owl (Keller and Takahashi, 2000; Christianson and Peña, 2007). In 
mammals, the results are more ambiguous. Some studies indicated a correlation between the temporal 
response pattern of neurons and the stimulus ITD (Middlebrooks et al., 1994; Delgutte et al., 1999), 
while others showed that the two are mutually independent (Carney and Yin, 1989; Chase and Young, 
2006). This study clearly demonstrated that the representation of ITD and the representation of spectro-
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temporal features were uncorrelated in the ICX as well as in the AAr of the barn owl. No correlation – 
positive or negative – was observed on the level of the population between the corresponding measures 
that assessed the neural substrate for the representation of ITD and spectro-temporal cues. The 
representation of the two cues varied strongly between single neurons. Most neurons exhibited an 
adequate neural substrate for only one of the two cues. However, some ICX neurons were able to 
represent both ITD and spectro-temporal stimulus features precisely. In combination, these results 
indicate that the representation of ITD and spectro-temporal features are apparently independent in the 
barn owl across different pathways. 
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6 Neural substrate for memory-based sound localization in the 
AAr of the barn owl  
 
Philipp Tellers designed this study, recorded the electrophysiological data and analyzed the obtained 
results. He also took care of the animal husbandry and the animal treatment prior, during and after the 
electrophysiological experiments. The final results were discussed and interpreted by Philipp Tellers 
with the support of Prof. Hermann Wagner.  
 
 
6.1 Introduction: The auditory arcopallium, a multitasking nucleus  
 
Like many other animals, barn owls use the interaural time difference (ITD) for azimuthal sound 
localization (Moiseff and Konishi, 1981; Moiseff, 1989; Poganiatz et al., 2001; Hausmann et al., 2009, 
human: McFadden and Pasanen, 1976; rabbit: Ebert Jr et al., 2008; ferret: Keating et al., 2013). ITDs 
are processed in two parallel pathways in the barn owl’s auditory system (Brainard and Knudsen, 1993; 
Wagner, 1993; Arthur, 2005). The ITD processing pathway splits into a midbrain and a forebrain branch 
at the level of the ICC. After a loss of function in one of the two pathways, the deficit is compensated 
for by the other (Knudsen et al., 1993; Wagner, 1993). Only a disruption of both pathways leads to a 
complete and permanent loss of sound localization (Knudsen et al., 1993). Thus, both pathways can be 
used for an accurate azimuthal sound localization. The neuronal coding of ITD differs significantly in 
the two pathways, though (Vonderschen and Wagner, 2014). While neighboring neurons of the 
midbrain's auditory space map represent neighboring ITDs, thus forming a map of auditory space 
(Knudsen and Konishi, 1978a), representation of ITD in the forebrain is more clustered and less 
continuous (Cohen and Knudsen, 1995, 1999; Vonderschen and Wagner, 2009). Furthermore, ITD 
tuning functions in the forebrain exhibit an asymmetric shape, with higher response rates for 
contralateral ITDs (Pérez and Peña, 2006; Vonderschen and Wagner, 2009). A recent study showed that 
the asymmetric shape of the auditory arcopallium (AAr) neurons is related to a change in ITD coding 
from a solely delay-dependent representation in the midbrain to a phase- and delay-dependent ITD 
representation in the forebrain (Vonderschen and Wagner, 2012). This change in ITD representation is 
accompanied by higher response latencies of AAr neurons compared to neurons of the external nucleus 
of the IC (ICX) (Wagner, 1990, 1992; Cohen and Knudsen, 1994). The higher neural response latencies 
are also reflected in the behavioral output of the barn owl. Lesions in the auditory space map in the barn 
owl’s ICX lead to the loss of the short latencies observed in the fast, naturally occurring head saccades 
(Wagner, 1993), indicating a slower processing of localization cues in the forebrain pathway.  
Despite the longer latencies in the forebrain, barn owls can use both pathways for azimuthal sound 
localization with similar accuracy (Knudsen et al., 1993). Thus, the question arises: What might be the 
function of the second ITD processing pathway in the barn owl’s forebrain that leads from the core of 
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the central nucleus of the IC (ICCc) to the AAr via the thalamic nucleus ovoidalis and the telencephalic 
Field L? Previous studies already showed that the auditory space map of the barn owl is formed in the 
midbrain (Knudsen and Konishi, 1978a; Moiseff and Konishi, 1983; Peña and Konishi, 2001), while no 
map was found in the forebrain pathway (Cohen and Knudsen, 1995, 1999; Vonderschen and Wagner, 
2009). The lack of a space map-like structure in the forebrain pathway suggests that sound localization 
might be less eminent in the forebrain pathway. The data of Wagner (1993) support this hypothesis. 
After a lesion in the midbrain pathway, the auditory system of the barn owl needs several days to 
compensate for the loss of function, assumedly by utilizing the forebrain pathway (Knudsen et al., 1993). 
Thus, the accurate processing of localization cues in the forebrain is most likely not an inherent function 
of the system but needs to develop if the demand arises. 
 
 While a specialization in sound localization seems to be unlikely, several studies showed that the 
forebrain pathway is involved in a variety of tasks. For example, the AAr, a nucleus of the forebrain 
pathway, is known to contribute to the motor control of head saccades (Knudsen et al., 1993; Wagner, 
1993a). In addition, the forebrain pathway is also involved in novelty detection (Reches and Gutfreund, 
2008). Additionally, it sends top-down projections to the ICX and the optic tectum (OT) indicating 
regulatory functions (Winkowski and Knudsen, 2006). But, most importantly, behavioral experiments 
showed that the reversible inactivation of the AAr causes a temporary loss of the auditory spatial 
working memory (Knudsen and Knudsen, 1996). In other words, the AAr seems to be involved in the 
memory-based localization of acoustic stimuli. 
 
In this project, spatio-temporal receptive fields of single AAr and ICX neurons are analyzed with a focus 
on the temporal dynamics in ITD-specific responses during stimulus presentation and its sustainability 
after stimulus offset. The results of the AAr and the ICX are compared to draw conclusions on the 
potential functions of the two pathways in the processing of localization cues. 
 
 
6.2 Methods: Analyzing temporal dynamics of response rate and ITD representation 
 
6.2.1 Stimulus Protocol  
 
For the analysis of the time course of ITD representation, noise delay functions (NDFs) were recorded 
at the neuron’s best interaural level difference (ILD) using de novo broadband noise stimuli (section 
2.2). De novo stimuli were used in order to reduce stimulus-specific effects that interfere with the 
analysis of the time course of ITD representation. NDFs covered the ±330 µs ITD range in 30 µs steps. 
Stimuli were presented randomly in 1000 ms intervals. The stimulus duration was always 100 ms. Single 
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NDFs were measured 15-20 times. Mean NDFs were computed by averaging the 15-20 single NDFs. 
All stimuli were presented at a sound level 20-30 dB above the corresponding neuron’s threshold.  
 
6.2.2 Calculating decay time constants 
 
Neurons increase their response rate in response to an adequate stimulus. Typically, response rate falls 
back to the level of spontaneous activity after stimulus offset. The time the response rate needs to fall 
back to the spontaneous activity after the stimulus ends is called decay time (DT). The DT was examined 
to check whether ICX and AAr exhibit a sustained component in their representation of ITD. Figure 6-
1 shows a peri-stimulus time histogram (PSTH, gray line) summed across ITDs (±300 µs) and a logistic 
fit 𝑓(t) (red line) to the PSTH: 
 
𝑓(𝑡) =  Ø𝑃𝑠𝑝𝑖𝑘𝑒 (1 + 𝑒
𝑡−𝑡0
𝜏 )⁄       (6.1) 
 
The temporal offset of the fit t0 was given by the end of the stimulus, corrected for the latency of the 
neuron. The decay constant τ was chosen to generate the best fit to the data. ØPspike gives the averaged 
spiking probability during stimulus presentation, while t is the time after stimulus offset. 
 
 
 
Typically, DTs are given by the time a system needs to fall below 63.2% of its maximum. However, the 
determination of a PSTH’s maximum is difficult, since it can vary strongly during stimulus presentation. 
  
Figure 6-1: Computation of decay time and latency. The DT (horizontal arrow) was computed by calculating 
the temporal difference between the stimulus offset (vertical dotted line) and the point in time the response-rate 
(gray line) dropped below the response threshold (horizontal dashed line). Response threshold was given by the 
spontaneous rate, measured in the 400 ms preceding the stimulus, plus two times the standard deviation of the 
spontaneous rate. The stimulus offset was corrected for the neuron’s latency. Latency was defined as the temporal 
difference between the stimulus onset (inset; vertical dotted line) and the point in time the response rate exceeded 
the response threshold (see inset). The latency of the example neuron was 7.3 ms (inset, horizontal arrow), while 
the DT was 117.16 ms (lower right corner of the figure). 
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To prevent these problems, DT was defined as the temporal difference between the stimulus offset 
indicated by the dotted vertical line in Fig. 6-1 and the intersection of the logistic fit and the response 
threshold in this study (Fig. 6-1, black horizontal arrow). The response threshold of the PSTH was given 
by the sum of the mean spontaneous activity and twice its standard deviation (Fig. 6-1, dashed horizontal 
line). Mean spontaneous activity and the corresponding standard deviation were computed in the 400 
ms prior to stimulus onset. The DT of the example neuron was 117.16 ms (Fig. 6-1, lower right corner). 
Note that the stimulus offset (dotted line) was corrected for the neuron’s latency. Latency was given by 
the temporal difference between the stimulus onset at 400 ms and the crossing of the response threshold 
by the PSTH (see inset, black horizontal arrow, latency = 7.3 ms).  
 
6.2.3 Time window-based analysis of ITD representation 
 
The representation of ITD isn’t always stable over time and might change dynamically even during 
stimulus presentation. Many studies already reported the existence of different groups of neurons with 
distinct temporal response types, e.g., phasic, tonic and chopper neurons. Some neurons even exhibit 
blends of two response types (phasic-tonic). For this reason, it might be important to not only analyze 
the response to the entire stimulus, but to examine whether the response changes during or after stimulus 
presentation. Computing the DT is one way of analyzing the changes in the representation of ITD over 
time, i.e., the time course of ITD representation. However, the DT assesses only the sustained response 
of the neuron after stimulus offset. It lacks any information about either the changes in the ITD 
representation during the stimulus presentation or the variability in the ITD representation. To estimate 
both the variability in the representation of ITD and the changes over time, the response variability of 
single neurons was analyzed using 1 ms wide, moving time windows. The step size of the moving 
window was 40 µs, predetermined by the sampling rate of the recording hardware (section 5.2.2). 
Response variability was measured by calculating the Fano factor (FF) at the neuron’s best ITD (section 
5.2.2). The FF is given by the ratio of the variance and the mean computed in small time bins (1 ms). 
The FF is the equivalent of the index of dispersion computed in small time bins (section 3.2.2). 
Additionally, the dynamics in the representation of the best ITD as well as the changes in the shape of 
the NDF over time were analyzed to see whether the representation of ITD was stable during and after 
stimulus presentation. The change in the shape over time was analyzed by calculating the Pearson’s 
linear correlation coefficient of the mean NDF and the NDFs computed in the narrow, 1 ms wide time 
windows. From here on, the NDFs computed in 1 ms time windows are referred to as binned NDFs. In 
comparison, mean NDFs were generated by summing the response of the neuron during the 100 ms 
interval of stimulus presentation. The Pearson’s linear correlation coefficient was computed for an ITD 
range of ±300 µs. The dynamic in the representation of the best ITD was analyzed by calculating the 
difference between the actual best ITD of a neuron – derived from its mean NDF – and the best ITD of 
the binned NDF, resulting a time-dependent vector of ITD differences. The absolute values of these 
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vectors were averaged across neurons to assess the changes in the representation of the best ITD over 
time. In addition, the spiking probability of the neurons was analyzed. Spiking probability was also 
calculated in 1 ms time windows with the same step size used for the other analysis (40 µs). Spiking 
probability was normalized and, like the other three measures, averaged across neurons. For ease of 
viewing, averaged data were with the exception of the spiking probability smoothed using a 20 ms wide 
smoothing window before plotting. Spiking probability was smoothed with a 5 ms smoothing time 
window. 
 
 
6.3 Results: Temporal changes in the ITD-specific response pattern of single neurons 
 
For the characterization of sustained ITD representation, only NDFs of single neurons with a significant 
ITD tuning were included in the analysis (Kruskal-Wallis test, p<0.05). Furthermore, NDF had to be 
recorded with de novo stimuli and at a sound level that elicited at least 80 percent of the mean maximum 
response rate of the neuron to be considered for the analysis (see 3.2.6). Mean maximum response rate 
was measured with a rate level function that was recorded at the neuron’s best ITD and ILD (section 
3.2.6). Sixty-six AAr neurons (six owls) and 60 ICX neurons (four owls) meet these conditions. Table 
6.1 lists the number of NDFs recorded for each owl.  
 
 
 
ICX neurons and the majority of AAr neurons exhibited a clear response at the stimulus onset. Their 
corresponding responses were classified as either phasic (Fig. 6-2 A and F) or tonic (Fig. 6-2 B, C and 
D), following Vonderschen (2008). A subpopulation of AAr neurons (20%) lacked the strong onset 
component in their response. These neurons were classified as “build-up” neurons, because their 
response rate increased continuously with stimulus duration and decreased only slowly after stimulus 
offset (Fig. 6-2 E). In other words, the increased response rate of these neurons and also of some tonic 
AAr neurons often lasted beyond the stimulus offset (6-2 E, F). By contrast, response normally ceased 
with stimulus offset in the ICX (Fig. 6-2 A, B). The receptive field of one of the few ICX neurons with 
a substantial response rate of 50 ms or more after stimulus offset is shown in Fig. 6-2 C. The AAr neuron 
shown in Fig. 5-3 F is also an example of a ‘build up’ neuron. However, the PSTHs shown in section 5 
are generally inept for analyzing the temporal response pattern of neurons since they represent responses 
Table 6-1: Temporal changes in the response pattern: distribution of recorded neurons. 
 
NUCLEUS \OWL  Lumumba Metaxa Nosferatu Ouzo Smilla Xavi 
AAR  14 9 10 3 15 5 
        
NUCLEUS\OWL  Artur Freddy Janice Lorenz Smilla  
ICX  10 8 5 37 -  
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to frozen noise stimuli. Thus they are expected to represent at least to some extent the stimulus-specific 
response pattern (Fig. 5-2 E, F and Fig. 5-3 D) and only partly the temporal response structure of the 
neuron. 
 
To quantify the differences in the decline of the response rate after stimulus offset, decay time constants 
(DTs) were computed (see 6.2.2). The longer it took for a neuron to return its response rate to the 
spontaneous response level, the longer was its DT. As expected from the visual analysis of spatio-
temporal receptive fields, most ICX neurons had short DTs (Fig. 6-2 A and B), while AAr neurons 
generally had longer DTs (Fig. 6-2 E-F). The ICX neuron with the slowest decline in response rate had 
a DT of 103 ms (Fig. 6-2 C). It was the only ICX neuron with a DT above 85 ms (Fig. 6-3 A, blue line). 
In comparison, single AAr neurons could exhibit DTs of nearly 500 ms (Fig. 6-3 A, green line). 
Consequently, the analysis of DT on population level showed that AAr neurons exhibited significantly 
longer DTs than ICX neurons (Mann-Whitney U test, p<0.001). A similar trend could be observed for 
the response latencies (Fig. 6-3 B). The median response latencies for ICX neurons was 9 ms, while 
AAr neurons had a median response latency of 20.5 ms. The difference in response latency was 
significant for the two nuclei (Mann-Whitney U test, p<0.001). Thus, AAr neurons seemed to exhibit a 
delayed response compared to ICX neurons with larger latencies and slower declines in response rate 
after stimulus offset. 
 
 
 
Figure 6-2: Spatio-temporal receptive fields of single neurons. A-C) Receptive fields of three ICX neurons. For 
each trial, neurons were stimulated with de novo generated noise samples. The stimuli had a duration of 100 ms 
and were presented at 400 ms with an inter-stimulus interval of 1000 ms. Each ITD was tested 15 times. Response 
rate was calculated in 2 ms wide bins. The response rate of the neurons is encoded by the color map. Red colors 
indicate high response rates. The spatial resolution was 30 µs. The decay time (DT) is given in the upper left corner 
of each subplot. Response rates were integrated across ITD to compute DT. The DT was defined as the time span 
that the response rate needed after stimulus offset to drop below the response threshold. The response threshold 
was given by the spontaneous rate of the neuron, measured in the 400 ms before stimulus onset, plus two times the 
standard deviation of spontaneous activity. Subplot C shows the receptive field of the single ICX neuron that 
exhibited a decay time above 100 ms. D-F) Spatio-temporal receptive fields of three AAr neurons. Typically, AAr 
neurons had higher spontaneous activities and larger DTs.  
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The high latencies of some AAr neurons (>25 ms, Fig. 6-3 B) in combination with the temporal response 
pattern of the “build-up” subpopulation of AAr neurons pointed to some kind of cellular integration 
mechanism in these neurons, since the response rate of these neurons increased continuously during 
stimulus presentation and declined only slowly after the stimulus was removed. As a consequence of 
these findings, the change in the NDF over time as well as the response variation at the best ITD were 
quantified to analyze whether the representation of ITD was affected by the presumed integration 
mechanism. It was also checked whether the increased response rate only or also the representation of 
ITD lasted beyond the stimulus offset in AAr neurons.  
 
 
 
Before the time course of ITD representation was assessed on a population level, the responses of single 
ICX and AAr neurons were analyzed to check whether ITD representation changed over time in single 
cells. The results showed that the representation of ITD was stable in ICX and most AAr neurons (Fig. 
6-2 A-D). The best ITD, i.e., the ITD that elicited the highest response rates, didn’t change much (<=30 
µs) over time in these neurons. In general, the changes in response rate over time (Fig. 6-2, horizontal 
axis) were less prominent than the changes due to variations in ITD (Fig. 6-2, vertical axis). Local 
maxima, either narrow (6-2 A-C) or broad (Fig. 6-2 D), didn’t exhibit major changes in their position 
during stimulus presentation as indicated by the red, yellow and green horizontal bands shown in Fig. 
6-2 A-D. By contrast, some AAr neurons exhibited variations in the representation of best ITD over 
time (Fig. 6-2 E and D). The position of the best ITD varied over time in these neurons. For some 
neurons, the changes in the spatio-temporal response were especially big after the offset of the stimulus. 
  
Figure 6-3: Distribution of decay times and response latencies. A) Complementary cumulative distribution 
functions of decay times for the ICX (blue, N = 60) and the AAr (green, N = 56). The DT was defined as the time 
the neuron’s response needed to drop below the response threshold after stimulus offset. The response threshold 
was given by the spontaneous rate of the neuron plus two times the standard deviation of the spontaneous activity. 
DT was averaged over the entire ITD range (+/-300 µs). Neurons were categorized by their DT, with a borderline 
of 80 ms (black dotted line) B) Distribution of response latencies. Response latency was defined as the delay 
between stimulus onset and the point in time at which the response rate of the neuron crossed the response 
threshold. ICX neurons had significantly lower DTs and latencies than AAr neurons (Mann-Whitney U test, 
p<0.001). 
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For example, the neuron shown in Fig. 6-2 E exhibited a prominent peak at 30 µs in combination with 
high response rates for ipsilateral ITD during stimulus presentation. However, after stimulus offset, the 
prominent peak at 30 µs disappeared, together with the higher ipsilateral responses, while the 
contralateral response rate increased after stimulus offset. Thus, single AAr neurons sometimes 
exhibited major changes in the representation of ITD over time. 
 
Depending on the DT, AAr neurons were separated into two groups to analyze whether the hypothesized 
temporal integration mechanism in the neurons with high DTs affected the representation of ITD. The 
AAr results were compared to the results of the ICX neurons (Fig. 6-3, AAr: green; ICX: blue). Since 
more than 95% of the ICX neurons exhibited a DT below or equal to 80 ms, 80 ms was chosen as 
borderline to separate the low DT (AARS) and high DT (AARL) group in the AAr. Only ICX neurons 
with a DT below or equal to 80 ms were used for the analysis. The changes in the representation of ITD 
over time was assessed by analyzing the responses of the neurons in 1 ms wide time windows (section 
6.2.3). The responses within the 1 ms time windows were used to generate NDFs and compute the 
spiking probability, the best ITD, the FF and the correlation between the NDFs computed in 1 ms wide 
temporal windows and the mean NDF. The mean NDF was computed by averaging the response during 
stimulus presentation (400-500 ms interval, section 2.2.3). The spiking probability and the FF were 
analyzed at the neuron’s best ITD. The best ITD was derived from the neuron’s mean NDF. The NDFs 
computed in the 1 ms wide time windows are referred to as binned NDFs. The deviation in representation 
of best ITD was assessed by computing the absolute difference between the actual best ITD of the 
neuron, derived from its mean NDF, and the best ITD of the binned NDFs. Accordingly, the changes in 
NDF shape over time were analyzed by computing the Pearson’s linear correlation coefficient of the 
mean NDF and the binned NDFs. The results of the single neurons were averaged across the population 
for each of the three groups: ICX, AARS and AARL. 
 
The three groups exhibited several differences in their spiking probability. First, AAr neurons had a 
clearly higher spontaneous spiking activity than ICX neurons, indicated by the higher baseline spiking 
probability of the two AAr groups (Fig. 6-4 A, horizontal lines). Spontaneous spiking probability was ~ 
0.01 spk/ms for the ICX and 0.015-0.02 spk/ms for the AAr. While all three groups showed a steep 
increase in spiking probability at stimulus onset (400 ms), the decrease in spiking probability after 
stimulus offset varied strongly between the AArL neurons and the neurons of the two other groups. The 
average spiking probability of AArL neurons stayed above baseline for 250-300 ms after stimulus offset 
(offset at 500 ms), while in the ICX and in the AArS neurons spiking probability fell back to baseline 
level in ~50 ms and ~100 ms, respectively (Fig. 6-4 A, ICX: blue; AArS: green; AArL: turquoise). 
Furthermore, the average spiking probability function of the AArL exhibited the main peak not at the 
stimulus onset, like the average function of the ICX and AArS did, but at the stimulus offset. Thus, AArL 
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neurons exhibited a sustained response for several hundred milliseconds after stimulus offset, as 
expected from the observation of single AAr neurons (Fig. 6-2 E and F). 
 
 
With exception of a narrower onset response in the ICX and a slightly increased spiking probability 
following the stimulus offset in AArS neurons, ICX and AArS seemed to exhibit a similar shape in their 
spiking probability functions. The two graphs in Figure 6-4 are merely shifted both horizontally and 
 
 
Figure 6-4: Time course of spiking probability and ITD representation. To assess the representation of ITD 
over time, responses of both ICX and AAr neurons were analyzed in 1 ms wide moving time windows. The step 
size of the moving time windows was 40 µs, which corresponds to the sampling rate of the TDT recording hardware 
(25 kHz). The NDFs computed in the 1 ms wide time windows are referred to as binned NDFs, whereas the NDF 
generated from the responses during the entire stimulus presentation (400-500 ms interval, corrected for the 
neurons latency) is referred to as mean NDF. In all four subfigures, horizontal lines mark the base level of the 
presented values. Base levels were computed in the 400 ms interval prior to the onset of the stimulus (0-400 ms). 
A) Mean spiking probability over time for ICX (blue, DT<60 ms) and AAr neurons. AAr neurons were separated 
into two groups, neurons with short DTs (AArS, green line, DT<=60 ms) and neurons with long DTs (AArL, 
turquoise line, DT>60 ms). Stimuli were presented at 400 ms and lasted for 100 ms. For ease of viewing, the 
spiking probability graphs were smoothed using a 5 ms wide moving average filter. B) Absolute difference between 
the actual best ITD of the neuron and the best ITD of the binned NDFs averaged across the neurons of each group. 
The best ITD of the neurons was subtracted from the best ITD of the binned NDFs to generate the time-dependent 
difference in best ITD. The absolute value of the difference was averaged across neurons to generate the mean 
difference in best ITD. C) Mean correlation between the binned NDFs and the mean NDF. Correlation between 
binned NDFs and mean NDF was assessed by computing their Pearson’s linear correlation coefficient. ICX neurons 
and short DT AAr neurons exhibited the same base correlation. Their base correlations are represented by the 
green-blue dashed line. D) Mean Fano factor computed at the best ITD of the neurons. The position of the best 
ITD was determined using the neuron’s mean NDF. For ease of viewing, curves in B, C and D were smoothed 
using a 20 ms wide moving average filter. 
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vertically. The horizontal shift was due to the increased latencies of AAr neurons, while the vertical shift 
supposedly reflected the increased spiking activity in the AAr compared to the ICX.  
 
An increased spiking probability for several hundred milliseconds after stimulus offset indicates that the 
corresponding neurons had generally a sustained representation of the stimulus. However, the spiking 
probability lacks any information about which parameters might be represented. Therefore, the 
representation of ITD was analyzed in small time windows (1 ms) by assessing both the changes in the 
shape and the deviation in the best ITD of the binned NDFs. Thus, not only the ITD representation after 
the stimulus offset but also potential changes in the representation of ITD during stimulus presentation 
could be assessed.  
 
Figure 6-4 B shows the absolute difference between the actual best ITD of neurons – derived from the 
recorded mean NDF – and the best ITD of the binned NDFs averaged across all neurons of each group. 
With stimulus onset (400 ms), the average difference in best ITD decreased in all three groups (Fig. 6-
4 B), indicating an increase in the trueness of the representation of the best ITD in the corresponding 
populations. However, the graphs of both AAr groups showed a shallower slope compared to the ICX 
graph. Thus, the trueness of the representation of the best ITD is higher in the ICX than in the AAr 
during stimulus onset. Surprisingly, the base level of the difference in best ITD varied for the three 
groups. The ICX neurons exhibited the highest base level, while the AARL neurons exhibited the lowest 
base level (Fig. 6-4 B, horizontal lines). The lower base level in the AAr neurons compared to ICX 
neurons might be explained by a response that lasted for more than 500 ms and thus contributed to the 
pre-stimulus response of the next trial. Note that the base level of the difference depends on both the 
position of the best ITD and the chosen ITD range (here: ±300 µs). A wider ITD range as well as an 
extreme ITD will result in larger mean differences between the random best ITD of the pre-stimulus (0-
400 ms) element and the actual best ITD of the neuron, simply because larger differences are possible.  
 
The correlation data exhibited the same trend as the results of the best ITD analysis. With stimulus onset, 
the correlation between the mean NDF and the binned NDFs increased for all three groups. However, 
the slope was much steeper for the ICX neurons (Fig. 6-4 C, blue curve). The baseline of the correlation 
was similar for all three groups (Fig. 6-4 C, horizontal lines). Both the minimum in the difference of 
best ITD (Fig. 6-4 B) and the maximum correlation between the NDFs (Fig. 6-4 C) appeared much later 
in the two AAr graphs compared to the ICX graph (min. difference: AArS=474 ms, AArL=518.1 ms, 
ICX=456.7 ms; max. correlation: AArS=485.5 ms, AArL=478.5 ms, ICX=435 ms). Besides the position 
of the extremes, the return to the base level after stimulus offset also differed in the three groups. In 
AArL neurons, correlation decreased noticeably slower than in the two other groups, dropping back to 
base level in approximately 300-400 ms (Fig. 6-4 C, turquoise). By contrast, the averaged correlation 
function of the ICX and the AArS returned to base level in about 150-250 ms (Fig. 6-4 C; ICX: blue, 
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AAR: green). For the difference in best ITD, the results were slightly different. At the first glance it 
seemed that the return to base level of the difference in best ITD was also much slower for the AArL 
than for the two other groups. However, considering the differences in the base level of the two groups 
revealed a nearly similar trend in the two graphs. Both graphs return to base level in roughly 300 ms. In 
comparison, the graph of the ICX neurons returned back to the base level in about 150 ms.  
 
Both the difference in the best ITD and the correlation indicated that the representation of ITD is delayed 
in the AAr compared to the ICX. The difference in ITD as well as the correlation changed much faster 
in ICX neurons than in AAr neurons after stimulus onset, indicating a fast representation of ITD. In part, 
this might be due to the higher latencies reported for the AAr. However, the difference in the median 
latency was only 11.5 ms, whereas the differences between the extremes in the best ITD function and in 
the correlation function varied between 17.3 and 50.5 ms. In addition, the results showed that the 
representation of ITD lasted beyond the stimulus offset in AAr neurons, especially in AAr neurons with 
large DTs (AArL). 
 
In addition to the general representation of ITD, the change over time in the response variability at the 
best ITD of the neuron was analyzed by calculating the FF. The FF data exhibited a similar tendency as 
observed for the other measures. All three groups showed a fast decrease in FF at the start of the stimulus 
(Fig. 6-4 D). However, only for the ICX and the AArS the initial decrease corresponded to the absolute 
minimum of the FF (Fig. 6-4 D; ICX: 413 ms, AArS: 418.3 ms). The minimal FF of the AArL neurons 
occurred later at 471.3 ms. The AArL neurons also showed the slowest return to the baseline after the 
stimulus ended. However, the FF varied highly in all three groups even after smoothing. Thus, the FF 
wasn’t used to analyze the response variability during and after stimulus presentation in more detail. 
 
The results presented in this section indicated that the representation of ITD is delayed in the AAr 
compared to the ICX. ICX neurons exhibited both lower latencies and a better representation of ITD at 
the stimulus onset than AAr neurons. Furthermore, the data clearly showed that the long DT (AArL) 
neurons in the AAr not only kept the response rate high for some time after stimulus offset, but did this 
in an ITD-specific way so that representation of ITD lasted beyond stimulus offset for some 300-400 
ms in these neurons. 
 
 
6.4 Discussion: Long-lasting ITD representation in the auditory arcopallium 
 
The time course of ITD representation, assessed by the correlation of NDFs as well as by both the 
variability in the position and the variability in the response rate of the best ITD, exhibited clear 
differences between the ICX and the AAr. Typically, ITD representation was best at the stimulus onset 
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in ICX neurons, while in AAr neurons the best representation of ITD was temporally delayed. A 
subpopulation of AAr neurons even exhibited a sustained representation of ITD beyond the stimulus 
offset, often accompanied by a worse ITD representation at the stimulus onset. The response rate in this 
subpopulation of AAr neurons increased and decreased slowly during stimulus presentation and after 
stimulus offset, respectively, pointing to some kind of temporal integrating mechanism. In the following, 
the results of the temporal dynamic in the representation of ITD will be discussed, with a focus on the 
potential difference in function of the ICX neurons and the two distinct subpopulations of AAr neurons. 
 
6.4.1 Indications for a short-term working memory of sound localization 
 
ICX neurons often exhibit a prominent phasic onset response. The proportion of the tonic response 
compared to the phasic response is lower in ICX than in the lateral shell of the central nucleus of the IC 
(ICCls), the ICCc and the LLDa (Wagner, 1990). The sharpening of the onset response is supposedly 
due to a delayed lateral inhibition, leading to an enhanced ITD representation in the IC (Wagner, 1990; 
Fujita and Konishi, 1991). In the IC, the representation of ITD is weak during the first few milliseconds 
of stimulus presentation, but increases quickly with stimulus duration (Wagner, 1990). Thereby, the gain 
in quality is highest in the first 5 ms of the stimulus presentation, followed by a slow saturation (Wagner, 
1992). In accordance to behavioral data, the corresponding integration time constant is around 2 ms in 
the ICX (Wagner, 1991). The data of the owl’s ICX presented here are consistent with these previous 
findings. Immediately after the stimulus onset, the gain in the quality of ITD representation is largest, 
as indicated by the steep changes in the difference of the best ITD and the correlation (Fig. 6-4 B and 
C). The high gain in quality during the first few milliseconds reported in the present study as well as in 
the data of Wagner (1992) show that the IC and in particular the ICX might be adapted to a fast 
representation of the spatial position. This hypothesis is supported by a behavioral study of Wagner 
(1993) that reported a loss of the lowest latencies of the barn owl’s head saccades after a lesion in the 
ICX. These results also suggest that the ICX-based responses are able to represent sound locations when 
stimulated with short noise bursts of only a few milliseconds. Although Knudsen et al. (1979) reported 
that barn owls are able to localize click stimuli, no reliable behavioral data for the accuracy in the 
localization of click stimuli by barn owls is available up to this date. However, a recent study showed 
that barn owls can localize broadband acoustic stimuli with a similar trueness across varying sound 
durations, down to stimulus durations of 12.5 ms (Kettler, thesis submitted). A similar trend is known 
from mammals. In several mammalian species, the trueness and precision of azimuthal sound 
localization is independent of stimulus duration (humans: Vliegen and Van Opstal, 2004; cats: Heffner 
and Heffner, 1988; Gai et al., 2013). This is in agreement with the findings that the representation of 
spectro-temporal stimulus features in the lateral shell of the IC is worse during the first 10 ms of the 
stimulus (Keller and Takahashi, 2000), supposedly due to the strong onset response and the focusing on 
the representation of spatial information.  
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By contrast, AAr neurons exhibited a temporally delayed representation of ITD, less focused on the 
stimulus onset. Until now, the time course of the representation of spatial cues hasn’t been analyzed in 
the barn owl’s forebrain pathway. However, behavioral data on sound localization showed that the 
inactivation of the midbrain pathway leads to a loss of the low latency head saccades of the barn owl, 
indicating a slower processing of ITD in the forebrain pathway (Wagner, 1993). This might be due either 
to the increased number of neuronal stages, which causes higher response latencies, or to a larger time 
constant of the ITD representation in the forebrain. Behavioral data of a combined masking and 
localization experiment suggested that the binaural temporal window of the barn owl consist of two time 
constants (Wagner, 1991). The second, longer time constant, in the range of 10-40 ms, might be – at 
least partly – realized in the temporally delayed responses of the AAr neurons. 
 
In the barn owl’s auditory pathway, the sustained representation of ITD several hundred milliseconds 
beyond stimulus offset is exclusive to a subpopulation of the AAr neurons (section 5.3.2) and neurons 
of the OT (Knudsen, 1982, 1984). The OT receives input directly from the AAr (Knudsen et al., 1995). 
Thus, it remains unclear whether the sustained representation of ITD is newly derived in the OT or due 
to the input from AAr neurons. The response rate of this subpopulation of AAr neurons increased over 
time and slowly decreased after stimulus offset, indicating an integration mechanism. Across-time 
integrating neurons are known from the mammalian auditory system. They are involved in the coding 
of stimulus duration (He et al., 1997; Chen, 1998; Pérez-González et al., 2006). Furthermore, studies in 
several species showed that temporal integration is a crucial mechanism for reducing detection 
thresholds in the auditory system (e.g.:  Ronacher et al., 2000; Heil and Neubauer, 2003; Gai et al., 
2013). Generally, sound detection is believed to take place before sound localization and to be 
independent of across-frequency integration (Culling and Summerfield, 1995). For the barn owl, it was 
shown that narrow-band tuned neurons of the IC exhibit significant changes in their response rate when 
a second tonal signal is added to a broadband stimulus, compared to the response to the broadband 
stimulus alone (Asadollahi et al., 2010). However, while the results of Asadollahi et al. (2010) clearly 
demonstrate that the neural substrate for detection is most likely the ICC, they cannot explain the 
stimulus duration-dependent improvement of signal detection reported in mammals. Furthermore, a 
brief change of activity within a single neuron is not sufficient to detect an acoustic stimulus in a masking 
environment, since a change in activity of ICC neurons is not necessarily correlated to a new signal but 
could also be caused by a spatial shift of the sound source. Consequently, a sound-detection mechanism 
that is based on the responses of single ICC neurons most likely depends on either a comparison of 
responses between neurons with different response characteristics or the tracing of neural activity over 
time, for example by a temporal integration mechanism. Due to the tonotopic structure of the ICC on 
the one hand and the stimulus duration-dependent improvement reported for mammals on the other 
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hand, I speculate that both spatial and temporal integration are important for the overall detection of 
acoustic stimuli.  
 
Knudsen and Knudsen (1996) showed that the pharmacological inactivation of the AAr by muscimol 
injections leads to a loss of function in the working memory of sound localization. Barn owls can’t 
memorize the position of contra-lateral acoustic signals after the inactivation of the AAr even if the time 
span between stimulus presentation and behavioral response is below 1 s. The data presented in this 
study clearly showed that the subpopulation of AAr neurons with long DTs is able to represent the ITD 
correctly even several hundred ms after stimulus offset. The responses of these neurons would be lost 
due to a muscimol injection. Thus, these neurons may form the neural substrate for the short-term 
working memory in the auditory system of the barn owl. However, the responses of these neurons cannot 
solely account for the memory-based sound localization in the barn owl, because owls could remember 
position for much longer than the responses of these neurons lasted after stimulus offset. For larger time 
intervals the working memory typically relies on a complex neuronal circuitry for memorizing spatial 
position. Human fMRI studies showed that this is not only the case for the visual working memory but 
also for the auditory working memory (Martinkauppi et al., 2000; Rinne et al., 2012). Several cortical 
areas in the posterior parietal and the prefrontal cortex are active during an auditory, memory-based 
localization task that extends over several seconds. The neural substrate for an analogue circuit in the 
barn owl is not known. Yet, the recent study together with the work of Knudsen and Knudsen (1996) 
indicate that the AAr is the most likely place to start looking for an analogue circuitry that is the substrate 
for the – acoustic – working memory in the barn owl.  
 
In summary, this study showed that the AAr exhibits at least two different subpopulations of neurons 
with distinct temporal coding features. Thus, the AAr might not have only one function, but might 
provide the neuronal substrate for a variety of different tasks like the representation of spectro-temporal 
stimulus features (section 5), the representation of stimulus duration, the improvement of acoustic signal 
detection or the short-term working memory of sound localization. In order to analyze and quantify the 
extent of the AAr’s capabilities, additional electrophysiological experiments should be conducted that 
focus not only on the AAr but also on its inputs from the preceding stages of the forebrain pathway, the 
Field L and the OV. So far these areas have only been analyzed with respect to the representation of 
frequency and spatial position (Cohen and Knudsen, 1996, 1998; Pérez-González et al., 2005; Pérez and 
Peña, 2006). Concurrently, behavioral studies should examine the effect of AAr inactivation on sound 
detection and stimulus identification. 
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7 General Discussion 
 
In the barn owl, two distinct ITD processing pathways exist. Both can mediate accurate azimuthal sound 
localization (Knudsen et al., 1993; Wagner, 1993). Only the disruption of both pathways leads to a 
complete loss of azimuthal sound localization (Knudsen et al., 1993). Furthermore, nuclei of both 
pathways represent stimulus frequencies above 3 kHz (Knudsen and Konishi, 1978c; Cohen and 
Knudsen, 1996; Wagner et al., 2007; Vonderschen and Wagner, 2009) and use across-frequency 
integration to solve ambiguities in the representation of ITD that occur due to the detection and 
processing of ITDs in narrow frequency channels (Takahashi and Konishi, 1986; Wagner et al., 1987; 
Vonderschen and Wagner, 2012). However, in most other aspects ITD representation in the midbrain 
and the forebrain pathway differs. The data presented in this thesis showed that the differences in ITD 
representation in the two pathways extend beyond a mere reorganization of ITD representation from a 
pure time delay to a mixed time and phase delay representation in the forebrain (Vonderschen and 
Wagner, 2012). Indeed, the results even provide evidence for a change in coding strategy from a peak 
code as realized in the ICX to a rate code in the forebrain. Furthermore, the recorded data indicated the 
existence of several subpopulations of neurons in the AAr with distinct characteristics (sections 4.3.3, 
5.3.1, and 5.3.2). Thus, the AAr is likely to exhibit several functions rather than specialize in only one 
task (section 4.3 and 5.3). 
 
First the differences in the representation of ITD in the ICX and the AAr will be summarized, and the 
impact of these differences on ITD coding will be estimated. Afterwards, the evidence for a potential 
change of ITD coding will be presented and discussed. Finally, the potential reasons for the change in 
ITD representation will be analyzed, with specific emphasis on the variety of different tasks the forebrain 
pathway seems to be involved in (Knudsen and Knudsen, 1996; Cohen and Knudsen, 1998; Winkowski 
and Knudsen, 2006; Reches and Gutfreund, 2008; Vonderschen and Wagner, 2009). 
 
 
7.1 Differences in the representation of ITD in the midbrain and the forebrain of the 
barn owl  
 
The data presented in this thesis revealed major differences in the representation of ITD between the 
midbrain and the forebrain, not only in the shape of the NDFs (section 3.3) but also in the reliability of 
coding (section 3.3), the utilized stimulus features (section 4.3) and the changes in ITD representation 
over time during and after stimulus presentation (section 5.3.2).  
 
The initial inputs of the two pathways are the same. Both receive inputs from the ICCc and the ICCls 
(Arthur, 2005). ITD representation in the ICCc is ambiguous due to the detection and processing of 
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ITDs in narrow frequency bands (Takahashi and Konishi, 1986; Wagner et al., 1987; Saberi et al., 1999). 
Thus, the solution of these ambiguities is essential for a reliable representation of ITD in the two 
pathways. It was already known that both pathways integrate across-frequency to solve these 
ambiguities (Takahashi and Konishi, 1986; Cohen and Knudsen, 1995; Saberi et al., 1999; Vonderschen 
and Wagner, 2012). However, the frequency range of the integration varies in the two pathways. In the 
midbrain branch, frequencies below 2 kHz are largely discarded and ambiguities are removed by 
integration across neurons tuned to high frequencies and to the same best ITD (Wagner et al., 1987; 
Saberi et al., 1999). By contrast, AAr neurons typically exhibit a strong low-pass component in their 
NDFs and often also respond to low-frequency tones (section 4.3) (Cohen and Knudsen, 1995; 
Vonderschen and Wagner, 2009).  Furthermore, recent studies showed that the best ITD of the low-pass 
and high-pass components of the responses of AAr response differs indicating a parallel integration 
across frequencies and to some extent also across ITDs (Vonderschen and Wagner, 2012). In the ICX, 
the response rate of the adverse SPs is significantly reduced by the integration across frequency channels 
with similar best ITDs. The MP at the best ITD also becomes narrower due to across-frequency 
integration. Furthermore, ITD tuning functions, i.e., NDF, exhibit a strong rectification and are mostly 
symmetric around the neuron’s best ITD (section 3.3.1). These results are in accordance with previous 
studies that examined the barn owl’s ICX (Takahashi and Konishi, 1986; Peña and Konishi, 2001; 
Vonderschen and Wagner, 2009). By contrast, the integration across ITDs in the AAr leads to an 
asymmetric representation of ITDs (Vonderschen and Wagner, 2009) and is accompanied by a 
transformation of ITD representation from a purely time-based to a mixed-phase and time delay-based 
representation (Vonderschen and Wagner, 2012). As a consequence of the integration across different 
ITDs, the AAr neurons exhibit several significant variations in the shape of their NDFs. SPS is less 
common and also minor in the AAr, while the MP is much broader than in ICX neurons. Thus, the 
representation of the best ITD is weakened in the AAr due to the smoothed shape of the NDF. 
Additionally, NDFs of the AAr are less rectified (section 3.3.1). These changes have a severe impact on 
the representation of ITD in the AAr (see below) and might indicate a change in coding strategy (see 
section 6.2). 
 
Besides the variations in the shape, AAr and ICX neurons differ also in the reliability of the response 
rate. In section 3.3 it was shown that the response rate is less reliable in the AAr. In comparison to the 
ICX, repeated presentation of the same stimulus results in a significantly increased dispersion of 
response rates in the AAr. After the initial detection step in the nucleus laminaris (NL), ITD is encoded 
by the response rate of auditory neurons. Thus, the observed increase in rate variability (i.e., decrease 
of reliability), in combination with the smoothed shape of the NDF, causes a more ambiguous ITD 
representation in the AAr compared to the ICX. Both precision and trueness of the representation of the 
best ITD are significantly lower in the AAr (section 4.3). Consequently, the implementation of a peak 
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code as established in the midbrain (Wagner et al., 2007) seems to be unlikely in the AAr, since a peak 
code relies on a precise and true representation of best ITD in single neurons (see section 6.2). 
 
The prominent low-pass element in the response of AAr neurons was attributed to stimulus frequencies 
below 3 kHz (Vonderschen and Wagner, 2012). Yet, Vonderschen and Wagner reported the absence of 
the low-pass response element in the corresponding FTC of some AAr neurons. They argued that the 
differences between the FTC and the frequency spectra of the NDF had to be attributed to an 
uncomprehensive recording, because FTCs were recorded only at one ITD, usually the best ITD of the 
high-pass response element. Thus, the low-frequency stimulus element was assumedly suppressed due 
to an inadequate stimulus ITD. The difference between the frequency spectra of the NDF and the 
recorded FTC in AAr neurons was also evident in this study (section 4.3). However, the results presented 
in this study indicated an envelope-dependent component in the response of AAr neurons. Envelopes 
occur only in broadband stimuli. Therefore, envelope contributions are absent in FTC, since FTCs are 
recorded with tonal stimuli only. Thus, the observed differences in the FTC and the NDF frequency 
spectrum might not be caused by an inadequate ITD for the low-frequency range but by the envelope 
component in the neuron’s response.  
 
In the last decades, ITD representation in the barn owl’s auditory system, especially in the ICX, was 
studied extensively (for a review see: Konishi, 2003; Ashida and Carr, 2011; Singheiser et al., 2012; 
Vonderschen and Wagner, 2014). Until now, no evidence for an envelope-based ITD representation was 
reported. Thus, this thesis is the first to report a significant contribution of the stimulus envelope to the 
representation of ITD in the barn owl (section 4.3). By contrast, mammals have been known for a long 
time to rely on the stimulus envelope for the localization of high-frequency sounds (McFadden and 
Pasanen, 1976; Yin et al., 1984b; Batra et al., 1989; Joris and Yin, 1995). In contrast to the barn owl, 
azimuthal sound localization of mammals essentially depends on envelope ITDs, since the frequency 
range of carrier sensitivity is limited to lower frequencies (for a review see: Blauert, 1997). Barn owls, 
on the other hand, can use the ITD of the stimulus carrier over nearly their whole hearing range for 
azimuthal sound source localization due to their precise phase-locking up to frequencies of 9 kHz 
(Köppl, 1997).  
 
Thus, the question arises whether barn owls really need the stimulus envelope for sound localization, 
since the information derived from the envelope and the carrier of the same frequency band might be 
redundant. I argue here that the combination of carrier and envelope ITD derived from the same 
frequency range could be advantageous, since it would allow the owls to solve ITD ambiguities in 
narrow frequency bands. The envelope ITD is phase-independent. Thus, it could be used to remove or 
at least reduce the phase ambiguities of the carrier ITD. However, so far no substrate for the extraction 
of ITD from the stimulus envelope has been found in the auditory system of the barn owl. Furthermore, 
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behavioral data has shown that barn owls need broadband acoustic stimuli with a bandwidth of at least 
3 kHz for a reliable azimuthal sound localization (Saberi et al., 1999, Kettler unpublished data). Despite 
the lack of further evidence, it might still be beneficial for several reasons to examine whether barn owls 
can use envelope ITDs for sound localization. Firstly, it remains unclear whether the owl or any other 
species requires a certain stimulus bandwidth in order to derive a proper ITD from the stimulus envelope. 
Secondly, most previous studies conducted on the barn owl focused on the processing and representation 
of carrier-derived ITDs. The stimulus envelope was only examined with regard to the representation of 
spectro-temporal stimulus features and echo suppressing (Keller and Takahashi, 2000; Christianson and 
Peña, 2007; Nelson and Takahashi, 2010; Baxter et al., 2013). And lastly, recent studies showed that 
mammals are able to detect and represent carrier and envelope ITDs in the same frequency range, 
suggesting a beneficial effect of utilizing both carrier and envelope of the same frequency band for ITD 
representation (Joris, 2003; Louage et al., 2006; Agapiou and McAlpine, 2008). The integration of 
carrier- and envelope-driven channels in the AAr might also explain the increased variability in the 
response rate reported for AAr neurons (sections 3.3 and 4.3). Neurons in both nuclei, the ICX and the 
AAr, exhibit, compared to the ICCc, an increased variability in the response rate, assumedly due to the 
integration across unrelated frequency channels (section 3). However, for AAr neurons, the increase is 
significantly higher than for ICX neurons, pointing to an additional source of neuronal noise, probably 
the additional low-pass component.  
 
Besides the already mentioned differences, the two pathways differ in the time course of ITD 
representation. Barn owls lacked fast head saccades in behavioral experiments when the midbrain 
pathway was disrupted (Wagner, 1993). In addition, Poganiatz et al. (2001) reported an increased 
response latency in behavioral experiments when the ITD pointed to another direction than the rest of 
the directional cues, assumedly due to the involvement of the forebrain pathway in the processing of 
more complex – e.g., opposing – stimuli. The loss of the fast head saccades and the increase response 
latencies in more complex behavioral tasks is in accordance with electrophysiological data. The response 
latency of AAr neurons is significantly higher than the latency of ICX neurons (Cohen and Knudsen, 
1995; Reches and Gutfreund, 2008; Vonderschen and Wagner, 2009). Furthermore, results of the present 
thesis showed a delayed ITD representation for the population of AAr neurons (section 5.3). Some 
neurons of the AAr exhibited a strong onset response, like that observed in the majority of ICX neurons. 
Yet, most AAr neurons exhibited either a weak onset response followed by a steady increase of response 
rate, or just a steady increase in response rate lacking the onset response completely (section 5.3). As a 
consequence, ITD representation in AAr neurons often becomes optimal only several tens of 
milliseconds after stimulus onset. The delayed representation of ITD on population level in combination 
with the behavioral results makes it unlikely that the forebrain pathway and especially the AAr is 
involved in the mediating of the fast head saccades observed in barn owls. By contrast, it seems more 
likely that the AAr or at least a subpopulation of neurons is involved in a sustained representation of 
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ITD. A subpopulation of AAr neurons exhibited a proper representation beyond the stimulus offset. 
Several neurons even exhibited a significant ITD representation for several hundred milliseconds 
beyond the stimulus offset. Knudsen and Knudsen (1996) reported that the pharmacological inactivation 
of the AAr leads to a loss of the working memory of sound localization. After inactivation of the AAr, 
the owls weren’t able to memorize the position of an acoustic stimulus even for time spans below one 
second. Hence, behavioral and electrophysiological data are consistent, indicating an involvement of the 
AAr in the sustained representation of ITD beyond stimulus offset (see section 6.3). By contrast, ICX 
neurons need only a short stimulus segment of several milliseconds to properly represent the ITD 
(Wagner, 1992). Consequently, the data presented in this thesis in combination with the behavioral and 
electrophysiological data of Wagner (1992, 1993) indicates that the ICX is involved in the undelayed 
processing of the ITDs and the mediating of fast head saccades. 
 
This thesis demonstrated that the ICX and AAr differ in several aspects that affect the representation of 
ITD. AAr neurons are able to derive ITDs from the envelope of high frequency sounds and the carrier 
of all frequencies within the barn owl’s hearing range, while the ICX relies only on carrier ITDs derived 
from high-frequency stimuli (>2 kHz). The integration over a wider frequency range and the 
implementation of ITDs derived from envelopes may cause the observed increase in rate variability in 
the AAr. In addition, the NDF shape differs between the two nuclei, also due to the variations in across-
frequency integration. AAr neurons exhibit a significantly lower SPS and a wider MP. In combination 
with the increased rate variability, the changes in the NDF cause a serious degradation in the 
representation of the best ITD. Furthermore, ICX and AAr neurons exhibit differing latencies in the 
representation of ITD, with the former presumably responsible for a fast processing of ITD and the later, 
at least to some extent, involved in the sustained representation of ITD even beyond stimulus offset. 
 
 
7.2 Impact of the changes in ITD representation on potential coding strategies 
 
The differences in the representation of ITD between the ICX and the AAr presented in this thesis as 
well as in previous studies indicated that a place code as realized in the ICX of the barn owl (Wagner et 
al., 2007) is unlikely to be established in the AAr. In 1948 Jeffress introduced his model for azimuthal 
sound localization. He hypothesized that the position of a sound source is represented in a place code. 
In such a code, each neuron (or small subpopulation of neurons) of the entire population represents one 
spatial position. The actual position of the sound source can then be determined by comparing the 
activity of all neurons within the population. In the barn owl, the ICX is the neural substrate for the place 
code. Each ICX neuron responds only to one distinct spatial position maximally (Moiseff and Konishi, 
1983; Takahashi et al., 1984; Peña and Konishi, 2001). Since each spatial position is only represented 
by one neuron, or at most by a small subpopulation of neurons, representation of spatial cues has to be 
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invariable at the level of single neurons, otherwise the representation would be erroneous and lead to 
mislocalizations. This study showed that single ICX neurons can exhibit a precise, true and unambiguous 
representation of stimulus ITD (section 3.3), which is comparable to the behavioral output of the animal 
(Knudsen et al., 1979). However, ICX neurons are typically restricted to the representation of one ITD, 
i.e., the best ITD of the neuron. The representation of the best ITD is optimized in ICX neurons by a 
high SPS, a narrow MP and a rather low variability in the response rate. Thus, the response rate at the 
best ITD normally stands out from the response rates at the neighboring ITDs as well as from the 
response rates at the SPs (section 3.3). 
 
Generally, azimuthal position could also be represented by single neurons, without comparing the output 
of different neurons of the population. For example, single ICX neurons are able to encode both the 
azimuthal position of a sound source (section 3.3) as well as changes in the position (Bala et al., 2003) 
with high precision. However, due to the symmetric tuning properties (Vonderschen and Wagner, 2009) 
and the strong rectification (section 3.3), representation of unfavorable – i.e., non-peak – ITDs is 
ambiguous in single ICX neurons. Consequently, in the ICX, comparing the output of many neurons of 
the population is essential to represent the barn owl’s entire physiological ITD range. Despite the 
asymmetric ITD tuning and the lack of rectification, single AAr neurons are also not able to represent 
the entire ITD range properly due to the high variability in the response rate, the weak SPS, the wide 
MPs and the consequent degradation of ITD representation (section 3.3) (Vonderschen and Wagner, 
2009). Thus, ITD coding in the AAr also relies on either the integration of outputs across neurons or the 
comparison of activity between single neurons. However, the reported degradation in the representation 
of best ITD in single AAr neurons makes it unlikely that ITD is encoded by comparing the maximum 
responses of single neurons, as is supposed to happen in the ICX. The comparison of highly variable 
maximum responses would cause an uncertain representation of stimulus position. Hence, the substrate 
for the realization of a place code in the AAr is poor. Response variability and inaccurate representation 
of best ITD in single AAr neurons could potentially be compensated by integration across neurons with 
similar best ITD. However, this seems unlikely. The AAr lacks the space-map-like organization that 
was reported for the ICX. Neurons with similar ITD are clustered but not topologically arranged in the 
AAr (Cohen and Knudsen, 1995, 1999; Vonderschen and Wagner, 2009). Thus, in order to integrate 
similar outputs, the neural circuitry has to be more complex in the forebrain than in the midbrain, where 
neighboring cells represent similar ITDs and integration therefore could be kept local. Besides, even 
after across-neuron integration, AAr neurons would exhibit similar or only slightly different response 
rates over a wide range of ITDs due to the low SPS, the missing rectification and the broad MPs reported 
for most AAr neurons (section 3.3) (Vonderschen and Wagner, 2009). Thus, a representation of ITD by 
the maximum response rate would still be ambiguous. 
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Across-frequency integration leads to a worse representation of ITD in both the ICX and the AAr. On 
the single-neuron level, the loss of information is similar in both nuclei despite the differences in the 
integrated frequency range and in the representation of the best ITD (section 3.3). Since the information 
contained in the single NDFs of the two nuclei is similar, both nuclei should be able to represent ITD 
equally well. Behavioral experiments from the early 1990s already showed that both the forebrain and 
the midbrain pathway can mediate a precise and true azimuthal sound localization (Knudsen et al., 1993; 
Wagner, 1993). It remains unclear how the forebrain pathway achieves this, since the poor 
representation of the best ITD in the AAr makes the realization of a place code unlikely. NDFs of the 
AAr exhibit similarities to NDFs recorded in the midbrain of a variety of mammalian species 
(Vonderschen and Wagner, 2009; Lesica et al., 2010). Typically, mammals use ITD for the azimuthal 
localization of low-frequency sounds and ILDs for the localization of high-frequency sounds (Blauert, 
1997). Since the shape of NDFs depends on the frequency of the stimulus, NDFs in the mammalian 
midbrain exhibit much broader peaks that often lie outside the physiological ITD range of the animal 
(McAlpine et al., 2001; Hancock and Delgutte, 2004; Pecka et al., 2008; Lesica et al., 2010). 
Consequently, these NDFs are unsuitable for a peak-based representation of ITDs. Several studies 
suggested that the slope rather than the peak of the NDFs is important for ITD representation in the 
mammalian midbrain (McAlpine et al., 2001; Brand et al., 2002; Hancock and Delgutte, 2004; Siveke 
et al., 2006). This was supported by a theoretical study which showed that the ITD of low-frequency 
sounds is optimally represented by two distinct channels, one in each hemisphere of the brain (Harper 
and McAlpine, 2004). The two hemispheres exhibit a restricted range of best ITDs beyond the 
physiological ITD range. The restriction of the ITD range leads to highly similar NDFs in each 
hemisphere, which facilitates the integration across neurons with similar responses. After the integration 
of activity within each hemisphere, the relative activity of the two hemispheres represents the azimuthal 
position of the sound source. Lesica et al. (2010) reported that in the mammalian midbrain the 
representation of ITD improves with the number of integrated responses. In comparison, the 
representation of ITD in the barn owl’s ICX significantly worsens after integration across multiple 
neurons. The degradation is mainly due to the differing shapes of the NDFs in individual neurons of the 
barn owl’s ICX. Despite these differences, both coding strategies are generally suitable for azimuthal 
sound localization. However, compared to the barn owl, most examined mammalian species exhibit a 
lower trueness during behavioral performance (Wakeford and Robinson, 1974; Ebert Jr et al., 2008; 
Lesica et al., 2010; Keating et al., 2013). So far, only humans show a similar trueness in azimuthal sound 
localization (Mills, 1958), assumedly due to the larger distance between the two ears compared to other 
mammalian species studied.  
 
The frequency range for the optimal coding of ITDs by two distinct populations of neurons is species-
specific, since it depends on the effective distance between the two ears. For barn owls, the upper limit 
lies between 2.5 and 3 kHz (Harper and McAlpine, 2004). Thus, the theoretical work of Harper and 
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McAlpine (2004) is also in accordance with the ITD representation in the barn owl’s ICX that relies 
only on frequencies above 3 kHz. By contrast, more recent studies showed that the distribution of best 
ITD in low-frequency neurons of the barn owl’s ICCc is not restricted to a small ITD range as predicted 
by the model, but evenly distributed within the physiological ITD range (Wagner et al., 2007). Though 
the model of Harper and McAlpine (2004) fails in explaining the ITD representation in the barn owl’s 
midbrain, it still might be valid for the AAr. 
 
In summary, the reported change in ITD representation (section 4.3) (Vonderschen and Wagner, 2012) 
in combination with the worse representation of best ITD in single neurons (section 3.3) make the 
realization of a place code in the barn owl’s AAr unlikely. However, previous studies were able to show 
that both the midbrain and the forebrain pathway can mediate an accurate as well as unambiguous sound 
localization (Knudsen et al., 1993). The present study supported these findings by showing that the 
general representation of ITD is similar in the ICX and the AAr (Fig. 3-10 D) despite the observed 
differences between the two nuclei (sections 3.3, 4.3, 5.3 and 6.3). The consistent behavioral output of 
the two pathways regardless of the weaker neural substrate for a place code in the AAr is a strong 
indicator for a change in coding strategy in the barn owl’s forebrain pathway. The reported similarities 
between the NDFs in the barn owl’s AAr and the mammalian midbrain, especially the presence of a 
low-pass element (Vonderschen and Wagner, 2009) (section 4.3), in combination with the theoretical 
work of Harper and McAlpine (2004) that proposed a change in the optimal coding for frequencies 
below 3 kHz, indicate that the place code reported for the midbrain pathway might be replaced by a two-
channel-based code in the barn owl’s AAr. This impression is further strengthened by the observation 
that the NDFs of most AAr neurons are highly similar due to the prominent low-pass element in their 
response (section 3.3). The similarity in the NDFs in turn is beneficial for the reduction of noise by 
integration across neurons and thus improves the representation of ITD in a two-channel-based code 
(Lesica et al., 2010). The potential change from a place code to a two-channel code might reflect the 
different function of the two pathways. 
 
 
7.3 Potential function of the ITD processing pathway in the barn owl’s forebrain 
 
The reported change in the representation of ITD between the midbrain and the forebrain pathway is 
supposedly related to varying functions. Theoretical studies supported the hypothesis that the optimal 
representation of sensory inputs in the neuronal system is constrained by the corresponding function, 
i.e., behavioral output (Salinas, 2006).  
 
The midbrain pathway is involved in sound localization and mediates fast head saccades (Knudsen et 
al., 1993; Wagner, 1993). The corresponding nuclei exhibit a frequency-independent and fast 
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representation of ITD (section 5.3) (Wagner, 1992). In comparison, the forebrain pathway seems to be 
involved in a variety of different tasks, like the azimuthal localization of low-frequency sounds (section 
3.4) (Knudsen et al., 1993; Cohen and Knudsen, 1995; Knudsen and Knudsen, 1996; Vonderschen and 
Wagner, 2009), novelty detection (Reches and Gutfreund, 2008), memory-based localization (section 
5.3) (Knudsen and Knudsen, 1996), representation of spectro-temporal stimulus features (section 5.3), 
top-down control of neural gain and sensitivity (Winkowski and Knudsen, 2006, 2007, 2008)  and, like 
the midbrain pathway, the governing of head saccades (Knudsen et al., 1993; Knudsen and Knudsen, 
1996). However, the forebrain pathway presumably lacks the fast latencies reported for the barn owl’s 
head saccades (Wagner, 1993). More recently, data indicated that the control of gain and sensitivity of 
OT neurons by the forebrain pathway is important for modulating spatial attention (Mysore and 
Knudsen, 2014). Mysore and Knudsen (2014) showed that the response of OT neurons could be 
modulated by electrical stimulation in favor of one of two competing acoustic stimuli. Thereby, OT 
neurons changed their response in favor of the stimulus whose position corresponded to the position 
represented at the stimulation side in the arcopallium. Since Mysore and Knudsen (2014) used electrical 
stimulation in their experiment, it remains unclear how the spatial attention system deals with the 
integration of inputs with different best ITD in the arcopallium reported by Vonderschen and Wagner 
(2012) and also shown in this thesis. Furthermore, the impact of the long latencies (section 6) of most 
AAr neurons on the spatial attention circuitry also needs to be analyzed in more detail.  
 
Most prominent is the involvement of the AAr in the memory-based localization of acoustic stimuli. 
The behavioral results of Knudsen and Knudsen (1996) showed a reversible loss of the sound 
localization working memory during pharmacological inactivation of the AAr. The results were 
supported by the electrophysiological data presented in this study. AAr neurons exhibit a sustained 
representation of ITD beyond the stimulus offset. The sustained representations last for several hundred 
milliseconds in some neurons. These time spans are in accordance with the results of Knudsen and 
Knudsen (1996), who reported that barn owls couldn’t memorize the position of a sound source even 
for time spans below one second. However, even if single AAr neurons are able to reliably represent 
ITD after stimulus offset, it’s unlikely that the sustained representation extends beyond the range of 
several hundred milliseconds. Human fMRI studies demonstrated that in a memory-based localization 
task where the sound source position had to be memorized for several seconds, several distinct cortical 
areas in the posterior parietal and the prefrontal cortex were active (Martinkauppi et al., 2000). 
In contrast to the ICX, single AAr neurons are not able to properly represent ITD and spectro-temporal 
stimulus features at the same time (section 5.3). However, by integration across neurons with similar 
responses, ITD representation might be improved. Thus, despite the lack of a combined representation 
of spatial position and stimulus identity on a single-cell level, AAr as an entire nucleus might still be 
involved in auditory scene analysis by representing both stimulus position and stimulus identity (for a 
review see Bregman, 1990).  
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In comparison to the ICX, AAr neurons can represent the ITD of both high- and low-frequency sounds 
(section 4.3) (Cohen and Knudsen, 1995; Vonderschen and Wagner, 2009). However, despite the 
observed representation of low-frequency sounds in the forebrain pathway, it still remains unclear 
whether barn owls can utilize low-frequency stimuli for behaviorally relevant tasks like sound 
localization or detection. Most behavioral studies conducted in the last decades focused on the 
representation and localization of high-frequency sounds due to restricted frequency range observed in 
the barn owl’s midbrain pathway. Thus, the ITD of low-frequency stimuli might possibly be irrelevant 
for sound localization, but still be important for other tasks like detection or masking release (Asadollahi 
et al., 2010).  
 
In summary, the major function of the midbrain pathway and thus the ICX is the precise as well as true 
representation of stimulus direction (Bala et al., 2003) and the mediating of fast, reflexive head saccades 
(Knudsen et al., 1993; Wagner, 1993).  By contrast, it seems unlikely that the AAr is restricted to only 
one task. In accordance with previous studies that reported a contribution of the AAr to a variety of 
different tasks, this thesis presented evidence for the existence of several subpopulations of neurons 
within the AAr with distinct response characteristics.  
 
 
7.4 Future perspectives 
 
In general, representation of auditory inputs is more complex in the cortex and the forebrain, due to the 
integration of previous separately processed stimulus features as well as changes in the states of alertness 
and arousal. Hence, it’s challenging to determine the influences of single features. It might be even more 
challenging in the barn owl’s AAr due to the several subpopulations of neurons and their distinct 
response characteristics. AAr neurons not only respond to high-frequency sounds like ICX neurons, but 
also exhibit a low-frequency carrier and a high-frequency envelope element in their responses (section 
4.3). Therefore, special stimuli that allow researchers to analyze the influence of carrier and envelope 
elements separately should be used in further electrophysiological experiments. The use of transposed 
tones, which exhibit only envelope ITDs, and binaural beat stimuli, which lack the envelope component 
completely, in addition to filtered noise stimuli should yield major insights in the contribution of the 
envelope and carrier to the ITD representation and other functions of the AAr. Psychophysical 
experiments that use the same stimuli should be combined with the electrophysiological approach in 
order to examine whether the barn owl has behavioral access to ITDs derived from low-frequency 
sounds and stimulus envelopes. In addition, the pharmacological approaches of Knudsen and Knudsen 
(1996) should be extended to other functions beside the memorizing of sound source position like 
novelty detection and localization of low-frequency sounds.  
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Furthermore, it was shown that a subpopulation of AAr neurons integrates over time and exhibits a 
sustained representation of ITD beyond stimulus offset. The results indicated that the time constant 
varies strongly between single neurons. Several neurons exhibited no saturation effect in their response 
rate even after 100 ms stimulation. Stimulus duration should be extended in future experiments to 
determine the mean integration time constant in all AAr neurons, even those that exhibit extremely high 
time constants. Thus, the distribution of time constants in the AAr could be assessed.  
 
A potential change in coding strategy from a peak code in the midbrain to a rate code in the forebrain 
was proposed. If a rate code is really implemented in the AAr, NDFs are expected to exhibit a restricted 
range of best ITDs as well as an increased precision and trueness in the representation of ITD due to an 
integration across neurons (Harper and McAlpine, 2004; Lesica et al., 2010). Hence, it would be 
worthwhile, using both the actual data set and a general model approach, to analyze whether precision 
and trueness of ITD representation increase in the AAr due to the integration of responses.  
 
This thesis reported major differences in the responses of ICX and AAr neurons and assessed the 
consequences of the changes on the representation of ITD. Also, the function of the ICX as a relay 
station for precise as well as true ITD representation was confirmed. By contrast, the potential function 
of the forebrain pathway could only be partially assessed due to the distinct subpopulations, the diverse 
inputs and the involvement of the AAr in a variety of tasks. It seems plausible that the AAr is involved 
in memory-based localization. However, only the combination of electrophysiological recordings with 
behavioral experiments and theoretical models will yield a comprehensive insight in the mechanisms 
and functions of the barn owl’s forebrain pathway. Thus, I suggest extending the experimental 
approaches beyond mere electrophysiological recordings and analyzing the different subpopulations of 
the AAr and their distinct functions separately. Potential interactions between the subpopulations of the 
AAr shouldn’t be neglected, though. 
 107 
   
Summary 
 
The barn owl is a crepuscular and nocturnal bird of prey that relies mainly on its acoustic system for the 
identification and localization of potential prey. The barn owl is able to localize even faint sounds in a 
natural environment precisely. Like mammals, barn owls use the interaural time difference (ITD) for 
the localization of the azimuthal sound source position. In the barn owl’s auditory system, ITD is 
processed in two separate pathways, the midbrain and forebrain pathways, which are both able to 
mediate an accurate representation of stimulus direction. While the azimuthal position of the sound 
source is represented by the ITD, stimulus identity is assumed to be represented by the spectro-temporal 
structure of the stimulus. In general, ITD is encoded by the response rate of auditory neurons in the barn 
owl, while the temporal response pattern of auditory neurons is often correlated to the spectro-temporal 
structure of the stimulus.  
 
During my PhD thesis, I analyzed the representation of both the ITD and the spectro-temporal structure 
of acoustic stimuli in the ICX and the auditory arcopallium (AAr) of the barn owl. The ICX belongs to 
the midbrain pathway, while the AAr is a forebrain nucleus. The results obtained from neurons located 
in the two nuclei were compared to check whether the encoding of stimulus parameters differed beyond 
a previously reported reorganization of ITD encoding in the forebrain pathway that is due to the 
combination of low- and high-frequency components with different best ITDs. Both ITD processing 
pathways integrate the output of narrowly tuned neurons of the core of the IC (ICC). The output of ICC 
neurons with different best frequencies is integrated to solve ambiguities in the representation of ITD.  
 
The data presented in the current thesis show major differences in the encoding of ITD in the ICX and 
the AAr. While response variability generally increased in single neurons during across-frequency 
integration, AAr neurons exhibited a significantly higher variability in their response rates compared to 
ICX neurons. In the midbrain branch of the auditory pathway, ITD is known to be represented by the 
maximum response rate of single neurons. Typically, each neuron responds only to one ITD maximally, 
i.e., the best ITD. The reported increase in response variability of AAr neurons was accompanied by a 
lower suppression of side-peaks, causing a more ambiguous representation of the best ITD in single 
neurons. Furthermore, the broad main-peaks and the reported response variability of most neurons 
resulted in a less accurate encoding of the best ITD in the AAr compared to the two IC nuclei. The 
reported increase in the response variability of AAr neurons is presumably a consequence of the more 
complex encoding of ITD. While across-frequency integration in the midbrain is restricted to 
frequencies above 2 kHz and supposedly phase-dependent – i.e., carrier sensitive – this thesis showed 
that ITD encoding in the AAr exhibited both high- and low-frequency carrier-sensitive elements as well 
as a substantial low-pass carrier-tolerant component. The low-pass carrier-tolerant response component 
originated from the envelope of high-pass (>3 kHz) stimulus components, thus indicating that barn owls, 
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like mammals, are able to extract carrier-sensitive and carrier-tolerant ITDs from the same frequency 
range. In accordance with previous studies, this thesis also showed that the low-frequency carrier-
tolerant component exhibits larger best ITDs compared to the carrier-sensitive components, indicating 
an integration of inputs with different best ITDs in AAr neurons. 
 
Whether the reported differences in ITD encoding of the ICX and the AAr were related to a change in 
function was analyzed in the final parts of this thesis. Thereby, the focus was on two aspects, the time 
course of ITD encoding and the representation of the spectro-temporal stimulus structure. ITD 
representation in the AAr was delayed compared to the ICX. ICX neurons exhibited lower latencies 
compared to AAr neurons and strong onset – i.e., phasic – responses to acoustic stimuli. By contrast, 
besides the higher latencies, AAr neurons typically exhibited a more sustained representation of ITD 
that in many neurons lasted beyond the stimulus offset. These results are consistent with behavioral 
studies that reported an involvement of the AAr in the memory-based localization of auditory signals. 
Furthermore, the response rate of a subpopulation of AAr neurons steadily increased with stimulus 
duration, indicating the existence of a temporal integration mechanism in the forebrain pathway, which 
might be the reason for the sustained representation of ITD. 
 
The changes in the encoding of ITD from the midbrain to the forebrain were accompanied by a differing 
representation of the spectro-temporal stimulus structure. Spike generation was locked to the occurrence 
of certain spectro-temporal stimulus structures in neuronal subpopulations of both the ICX and the AAr. 
Thus, neurons of both nuclei were able to encode the spectro-temporal structure of the stimuli in their 
response pattern. However, the ratio of neurons that exhibited a correlation between the response pattern 
and the acoustic stimulus was higher in the ICX compared to the AAr. The generation of spikes in 
response to certain stimulus structures was also more reliable in single ICX neurons, while AAr neurons 
exhibited a higher temporal precision in the spiking. Furthermore, single ICX neurons were, in contrast 
to AAr neurons, able to represent both the best ITD and the spectro-temporal stimulus structure 
accurately. These results conform to previous published data. Electrophysiological studies already 
reported that neurons in the mammalian forebrain neglect the encoding of spectro-temporal stimulus 
structure supposedly in favor of the representation of abstract entities in the acoustic stimulus, like 
echoes or ambient noise. 
 
In summary, this thesis clearly showed that the encoding of ITD in the ICX and the AAr exhibits major 
differences. The accurate and unambiguous representation of ITD, the rather low response variability 
and the integration across inputs with similar best ITD in the ICX of the barn owl are in accordance with 
previous studies that assumed a place code-like representation of ITD in the ICX of the barn owl. By 
contrast, the high response variability, the worse representation of best ITD and the frequency 
dependence of the best ITD reported for single AAr neurons makes it unlikely that ITD is encoded in a 
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place code, which depends on an accurate and, more importantly unambiguous representation of best 
ITD. The observed differences in both the time course of ITD representation and the encoding of spectro-
temporal stimulus structure presumably reflect the different function of the midbrain and forebrain ITD 
processing pathway, with the former responsible for the mediating of fast and accurate head saccades 
toward salient stimuli and the latter more involved in the sustained, memory-related representation of 
stimulus direction. 
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Zusammenfassung 
 
Als dämmerungs- und nachtaktiver Raubvogel nutzt die Schleiereule überwiegend ihr akustisches 
System zur Identifizierung und Lokalisation potentieller Beute. Die Schleiereule ist in der Lage, selbst 
leiseste Geräusche in einer natürlichen Umgebung präzise zu lokalisieren. Dabei nutzen Schleiereulen 
genau wie Säugetiere die interaurale Zeitdifferenz (ITD) zur azimutalen Lokalisation einer Schallquelle. 
Die Schleiereule verarbeitet ITDs in zwei getrennten Pfaden der Hörbahn, dem Mittelhirnpfad und dem 
Vorderhirnpfad, welche beide in der Lage sind die Richtung eines Stimulus akkurat zu repräsentieren. 
Während die azimutale Position der Schallquelle durch die ITD repräsentiert ist, wird die 
Stimulusidentität vermutlich über zeitliche Änderungen im Frequenzspektrum des Stimulus bestimmt. 
Im Allgemeinen wird die ITD durch die Antwortrate auditorischer Nervenzellen kodiert, während die 
zeitlichen Änderungen im Frequenzspektrum durch die temporalen Aktivitätsmuster auditorischer 
Neurone repräsentiert werden. 
 
In meiner Doktorarbeit untersuchte ich sowohl die Repräsentation der ITD als auch die Repräsentation 
der zeitlichen Änderungen des Frequenzspektrums akustischer Signale im externen Kern des Inferioren 
Colliculus (ICX) und im auditorischen Arcopallium (AAr) der Schleiereule. Der ICX gehört zum 
Mittelhirnpfad, während das AAr ein Kern des Vorderhirnpfads ist. Die gewonnenen Ergebnisse wurden 
miteinander verglichen, um zu überprüfen, ob sich die Kodierung in den Neuronen der beiden Kernen 
über eine zuvor berichtete Reorganisation der ITD-Kodierung im Vorderhirnpfad hinaus durch die 
Kombination von niedrigen und hohen Frequenzkomponenten mit unterschiedlichen besten ITDs 
unterscheidet. Beide ITD verarbeitenden Pfade integrieren über die Antworten schmalbandiger Neurone 
des Kerns des Inferioren Colliculus (ICC), um Mehrdeutigkeiten in der Repräsentation der ITD zu 
unterdrücken. 
 
Die in dieser Arbeit präsentierten Daten zeigen deutliche Unterschiede in der ITD-Kodierung des ICX 
und des AAr. Im Allgemeinen stieg die Variabilität in der Antwortrate einzelner Neurone in Folge der 
Frequenzintegration an. Dabei zeigten AAr Neurone eine wesentlich höhere Variabilität in der 
Antwortrate als ICX Neurone. Es ist bekannt, dass im Mittelhirnpfad der Hörbahn die ITD durch die 
maximale Antwortrate der Neurone repräsentiert wird. Typischerweise reagiert jedes Neuron nur auf 
eine spezielle ITD, die sogenannte beste ITD, mit der maximalen Antwortrate. In den Neuronen des 
AAr wurde die erhöhte Variabilität in der Antworte von hohen Nebenmaxima begleitet. In Kombination 
hatte dies eine mehrdeutige Repräsentation der besten ITD in diesen Neuronen zur Folge. Aufgrund der 
zusätzlich auftretenden, breiten Maxima war die Repräsentation der besten ITD in den meisten AAr 
Neuronen auch weniger akkurat als in den Neuronen des IC. Die gestiegene Antwortvariabilität der AAr 
Neurone ist vermutlich eine Folge der komplexeren ITD-Kodierung. Während die Frequenzintegration 
im Mittelhirn sich auf Frequenzen oberhalb von 2 kHz beschränkt und phasenabhängig ist, zeigte diese 
Arbeit, dass die ITD-Kodierung im AAr sowohl auf hoch- und tieffrequenten, phasenabhängigen 
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Elementen als auch auf phasentoleranten Tiefpass-Elementen beruht. Der Ursprung der 
phasentoleranten Elemente sind die Umhüllenden hochfrequenter Stimuluskomponenten (> 3 kHz). 
Dies zeigt, dass Schleiereulen wie Säugetiere in der Lage sind, sowohl phasen- bzw. trägerempfindliche 
als auch trägertolerante ITD Informationen aus demselben Frequenzbereich zu extrahieren. In 
Übereinstimmung mit früheren Studien zeigen die Ergebnisse außerdem, dass trägertolerante 
Stimuluskomponenten größere beste ITDs als trägersensitiven Komponenten aufweisen. Dies macht 
deutlich, dass Eingänge mit unterschiedlichen besten ITDs in Neuronen des AAr kombiniert werden. 
 
Im zweiten Teil der Arbeit wurde untersucht, inwiefern die berichteten Unterschiede in der ITD-
Kodierung des ICX und des AAr auf unterschiedliche Funktionen zurückzuführen sind. Der Fokus lag 
dabei auf zwei Aspekten, dem zeitlichen Verlauf der ITD-Kodierung und der Repräsentation zeitlicher 
Änderungen im Frequenzspektrum akustischer Stimuli. Im Vergleich zum ICX war die Repräsentation 
der ITD im AAr verzögert. ICX Neurone hatten kürzere Latenzen und höhere Antwortraten zu Beginn 
des Stimulus. Dafür wiesen AAr Neurone neben höheren Latenzen auch konstantere Antwortraten 
während der Stimulation auf, die in vielen Neuronen über das Stimulationsende hinaus anhielten. Diese 
Ergebnisse sind konsistent mit Verhaltensstudien, die von einer Beteiligung des AAr an der Gedächtnis 
basierten Lokalisation akustischer Stimuli berichteten. Ferner stiegen die Antwortraten einer 
Subpopulation von AAr Neuronen mit der Dauer des Stimulus an, was auf die Existenz eines zeitlichen 
Integrationsmechanismus im Vorderhirnpfad hinwies. Der Integrationsmechanismus ist eine mögliche 
Ursache für die verzögerte ITD-Repräsentation im AAr. 
 
Neben der ITD-Kodierung wies auch die Repräsentation der zeitlichen Änderungen des 
Frequenzspektrums unterschiede zwischen Mittelhirn und Vorderhirn auf. Neurone beider Kerne 
koppelten ihre zeitlichen Aktivitätsmuster an bestimmte, zellspezifische Änderungen im 
Frequenzspektrum des Stimulus. Folglich waren Neuronen beider Kerne in der Lage Änderungen im 
Frequenzspektrum in ihrem Aktivitätsmuster zu repräsentieren. Allerdings war der Prozentsatz der 
Neuronen, die ihre Antwort an die spektralen Änderungen der akustischen Stimuli koppelten im ICX 
höher als im AAr. Außerdem war die Generierung von Aktionspotentialen als Antwort auf ein adäquates 
Reizmuster zuverlässiger in Neuronen des ICX. Dafür zeigten AAr Neurone eine höhere zeitliche 
Genauigkeit in ihrem Antwortmuster. Im Gegensatz zu den Neuronen des AAr waren einzelne ICX 
Neurone in der Lage, sowohl die besten ITD als auch Änderungen im Frequenzspektrum akkurat zu 
repräsentieren. Diese Ergebnisse stimmen mit früher veröffentlichten Daten elektrophysiologischer 
Untersuchungen überein. Diese Studien berichtet bereits, dass Nervenzellen im Säugetierhirn die 
Kodierung von Änderungen im Frequenzspektrum zu Gunsten der Repräsentation von abstrakten 
Entitäten in den akustischen Reizen wie z.B. Echos oder Umgebungsgeräusche aufgeben. 
Zusammenfassend zeigt die vorliegende Arbeit, dass sich die Kodierung der ITD im ICX und AAr 
deutlich unterscheidet. Die akkurate und eindeutige Repräsentation der ITD, die eher geringe 
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Antwortvariabilität und die Integration über Eingänge mit ähnlichen besten ITDs im ICX der 
Schleiereule sind im Einklang mit früheren Studien, die eine Ortskodierung der ITD im ICX der 
Schleiereule postuliert haben. Demgegenüber machen die hohe Antwortvariabilität, die inakkurate und 
mehrdeutige Repräsentation der besten ITD und die Frequenzabhängigkeit der besten ITD in einzelnen 
Neuronen es unwahrscheinlich, dass im AAr ebenfalls ein Ortscode realisiert ist, der auf eine akkurate 
und eindeutige Repräsentation der besten ITD angewiesen ist. Die beobachteten Unterschiede sowohl 
im temporalen Verlauf der ITD-Repräsentation als auch in der Kodierung von Änderungen des 
Frequenzspektrums spiegeln vermutlich die unterschiedlichen Funktionen des Mittelhirn- und 
Vorderhirnpfades wider. Dabei ist der Mittelhirnpfad für die Kontrolle der schnellen und akkuraten 
Sakkaden in Richtung salienter Stimuli verantwortlich, während der Vorderhirnpfad an der Gedächtnis 
basierten Repräsentation der Stimulusrichtung beteiligt ist.  
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