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Abstract
In computer experiments setting, space-filling designs are used to produce inputs,
viewed as point patterns. A first important property of the design is that the point
pattern covers regularly the input space. A second property is the conservation
of this regular covering if the point pattern is projected onto a lower dimensional
space. According to the first requirement, it seems then natural to consider classes of
spatial point process which generate repulsive patterns. The class of determinantal
point processes (DPPs) is considered in this paper. In particular, we address the
question: Can we construct a DPP such that any projection on a lower-dimensional
space remains repulsive? We provide general conditions ensuring that the answer
is positive and propose several examples. A new summary statistics built as a
normalized version of the Ripley’s function based on the sup norm is introduced to
compare realizations of our examples as well as their projections in any dimension.
We illustrate the interest of this research for Monte-Carlo integration: we show that
the same initial spatial design, defined in Rd, can be used to efficiently estimate
integrals of Rι-valued for any ι = 1, . . . , d.
Introduction
In the context of computer experiments (see for example [24, Chapter 5]), complex phe-
nomena are simulated using a mathematical model to replace the real data generating
process. Usually, the model depends on a large number of parameters (inputs). An objec-
tive of the experiments is to quantify the influence of the variability of the inputs on the
variable of interest. An experiment consists in running simulations, where each simulation
represents a possible combination of the inputs. It is impossible in practice to consider
all possible configurations, the number of simulations is limited. Therefore, the design
of experiments, i.e. the choice of the combinations of the inputs, is of great importance.
Under a lack of information on how inputs are linked to outputs, one strategy is to spread
chosen inputs to cover as much as possible all the input space. This technique is called
space-filling design and can be summarized by generating n points in a given space which
1
(a) (b)
Figure 1: Realization of: (a) a determinantal point process defined on [0;1]2; (b) a Poisson
point process defined on [0;1]2 .
regularly cover this space. Latin hypercubes [19, 21], low discrepancy sequences (see e.g.
[10, 26]) are standard methods to generate designs.
More recently, the use of spatial point processes has been studied for space-filling
designs [9, 7, 14, 28]. Point processes model sets of points, where the number and the
locations of the points are random. General formulation of spatial point processes can
be found for example in [3, 20, 13]. Modelling interactions between points is one of the
challenges in many applications. In experimental design, the chosen points should not
aggregate since a goal is to cover the input space. As aggregation in random point pro-
cesses is due to positive correlation, point processes considered in experimental design
should be negatively correlated, leading to repulsiveness between points. There exist sev-
eral classes of spatial point process models which generate repulsive patterns: Gibbs point
processes, Matrn hard-core point processes, determinantal point processes,. . . Figure 1(a)
represents, for instance, a realization of a determinantal point process defined on [0;1]2,
whereas Figure 1(b) shows a realization of a Poisson point process, which exhibits no
correlation between the points.
Using repulsive point processes seems natural for satisfying the regularity constraint in
space-filling design. For example, [7] propose to use Strauss model, which is a particular
Gibbs point process. However, moments for Gibbs point processes are not explicit and
Gibbs point processes are not repulsive in the sense of [20] or [13, Section 6.5]: the
probability to observe a pair of distinct points in the repulsive case should be smaller
than the probability in the independent case. A normalized version of this property is
encoded in the concept of pair correlation function (pcf for short), hereafter denoted by g
(see Section 1). The repulsiveness of a spatial point process is usually expressed by g < 1.
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Figure 2: (a) Realization of a determinantal point process defined on [0;1]3; (b) Planar
projection of point configuration of (a). Blue marks represent the margin projections of
the planar configuration.
The goal of computer experiments could be to examine the influence not only of all
the inputs on an output of interest, but also the influence of a subset of these inputs, or
also the influence of particular combination of a subset of these inputs. Since computer
experiments may be very expensive in terms of computation load or storage capacity, the
regularity of the coverage of the designs should be conserved when the initial configuration
is projected on lower dimensional spaces. This should allow to use the initial configuration
to study influence of subsets of the inputs for example with the same efficiency. Figure 2(a)
shows a realization of a DPP on [0;1]3 whereas planar projection and margin projection
on the last two coordinates are shown in Figure 2(b). There is a priori no reason that an
unconstrained repulsive point process will keep regularity properties on the margins. [7]
proposed to extend the Strauss model by adding terms penalizing the distance between
the ith coordinate of the points. The resulting projected point patterns seem to be more
regular [9, Figure 9]. However from a theoretical point of view, it is unclear what the
properties of the final design are. For example, the resulting pcf is not guaranteed to
remain lower than 1.
We will focus in this work on determinantal point processes (DPPs for short). DPPs
have been introduced by [17] as “fermion” processes to model the position of particles
that repel each other. This class of processes is known for very appealing properties, in
particular for its tractability: explicit expression for the intensity functions are available.
Therefore, a growing attention has been paid to DPPs from a theoretical point of view (see
e.g. [27, 25, 12, 5]), and more recently in the statistics community [16, 2]. The objective
of this work is to investigate the use of DPP for space-filling design. In particular, we
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address the following question: Is it possible to construct a DPP such that its projections
remain (sufficiently) repulsive? Moments of a DPP defined on a Borel set B ⊆ Rd depend
on a kernel function K : B × B → C, usually assumed to be Hermitian. Thus, the
kernel K encodes all properties of the DPP (Laplace functional, pcf,. . . ). As underlined
in Section 2, there is no chance to explicit the nature of the projection of a DPP without
any specific assumption on its kernel. We focus on this work on kernels K which admit a
Mercer’s decomposition [22, Sec. 98] with respect to separable eigenfunctions, such that
the eigenvalues of the integral operator (e.g. [4]) associated to K are also separable; that
actually means that the kernel K itself is separable with respect to coordinates of inputs
(Assumption (H[I])). We characterize the resulting projected DPP via Laplace functional
and intensity functions and show the projected DPP has the same probabilistic structure
as an infinite superposition of DPPs with explicit kernels. Moreover, the property g < 1
can be guaranteed.
The rest of the paper is organized as follows. Section 1 contains a brief background
on spatial point processes and introduces generalities on the projection of spatial point
processes. General expression for Laplace functional and intensity functions of the pro-
jection of any spatial point process are provided. DPPs are considered in Section 2. After
a brief introduction of this class of point processes, the particular cases mentioned above
are studied; Laplace functional and moments of any projection of these specific DPPs
are explicited. Examples of stationary kernels satisfying our general assumption are pre-
sented and discussed in Section 3. They are compared using an original summary statistic,
using defined as a version of the Ripley’s function (see e.g. [20]) based on the infinity
norm. We illustrate in Section 4 the interest of the models developed in this research.
To mimic situations which occur in computer experiments, we consider the problem of
various Monte-Carlo integration problems for functions defined on a compact set of Rι
for different subsets I ⊆ {1, . . . , d}. We demonstrate that the single initial design defined
on a compact set of Rd and its projections can be used to achieve this task efficiently.
1 Background and notation
1.1 Spatial point processes
A spatial point process X defined on a Borel set B ⊆ Rd is a locally finite measure
on B, see for example [20] and references therein for measure theoretical details, whose
realization is of the form {x(1), . . . , x(k)} ∈ Bk where k is the realization of a random
variable and the x(i)’s represent the events. We assume that X is simple meaning that
two events cannot occur at the same location. Thus, X is viewed as a locally finite random
set.
In most cases, the distribution of a point process X can be described by its intensity
functions ρ
(k)
X
: Bk → R+, k ∈ N \ {0}. By Campbell Theorem, see e.g. [20], ρ(k)
X
is characterized by the following integral representation: for non-negative measurable
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function h : Bk → R+
E
[
6=∑
x(1),...,x(k)∈X
h
(
x(1), . . . , x(k)
) ]
(1)
=
∫
Bk
ρ
(k)
X
(
x(1), . . . , x(k)
)
h
(
x(1), . . . , x(k)
)
dx(1) . . .dx(k)
where 6= over the summation means that x(1), . . . , x(k) are pairwise distinct points. Intu-
itively, for any pairwise distinct points x(1), . . . , x(k) ∈ B,
ρ
(k)
X
(
x(1), . . . , x(k)
)
dx(1) . . .dx(k) is the probability that X has a point in each of the k
infinitesimally small sets around x(1), . . . , x(k) with volumes dx(1), . . . , dx(k), respectively.
When k = 1, this yields the intensity function and we simply denote it by ρX = ρ
(1)
X
. The
second order intensity ρ
(2)
X
is used to define the pair correlation function
gX(x
(1), x(2)) =
ρ
(2)
X
(x(1), x(2))
ρX(x(1))ρX(x(2))
(2)
for pairwise distinct x(1), x(2) ∈ B and where gX(x(1), x(2)) is set to 0 if ρX(x(1)) or ρX(x(2))
is zero. By convention, ρ
(k)
X
(
x(1), . . . , x(k)
)
is set to 0 if x(i) = x(j) for some i 6= j. There-
fore gX(x, x) is also set to 0 for all x ∈ B by convention. The pair correlation function (pcf
for short) can be used to determine the local interaction between points of X located at
x and y: gX(x, y) > 1 characterizes positive correlation between the points; gX(x, y) = 1
means there is no interaction (typically a Poisson point process); gX(x, y) < 1 character-
izes negative correlations. A point pattern is often referred to as a repulsive point process,
if g(x, y) < 1 for any x, y ∈ B (see e.g. [13, Section 6.5]).
A point process X with constant intensity function on B is said to be homogeneous.
A pcf with constant intensity is said to be invariant by translation (resp. isotropic) if
ρ
(2)
X
(x(1), x(2)) depends only on x(2)−x(1) (resp. on ‖x(2)−x(1)‖ for a norm to be defined).
Another notion used in this paper is the Laplace functional (or moment generating
functional) of X, see e.g. [3], defined for any Borel function h : B → R+ by
LX(h) = E
[ ∏
x∈X
e−h(x)
]
. (3)
Unlike intensity functions, Laplace functional completely characterizes the distribution
of X.
1.2 Projection of a spatial point process
In this work, we consider projection of spatial point processes, i.e. keeping a given number
of coordinates from the original spatial point process. Such a framework requires that
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the original point process X must be defined on a compact set B ⊂ Rd: otherwise,
the configuration of points of the projected point processes may not form locally finite
configuration, as also noticed in the two-dimensional case by [1, p. 17].
This section presents a few notation and characterization of projected spatial point
processes. Let I be a subset of d = {1, . . . , d} with cardinality |I| = ι. For any com-
pact B ⊂ Rd, which can be written as B1 × · · · × Bd we, denote by BI the set
BI =
∏
i∈I
Bi
with B = Bd. We denote by PI the orthogonal projection of R
d onto Rι. For any point
process X defined on a compact B ⊂ Rd, the projected point process XI = PIX is then
defined on BI . For any x ∈ B, we often use the notation xI to denote PIx. We sometimes
use the notation Xd = X when I = d. The following Lemma provides a general way to
evaluate intensity functions and Laplace functional of XI .
Lemma 1.1. Let I ⊂ d and let X be a spatial point process defined on a compact set
B ⊂ Rd. Then, we have the two following statements.
1. For any k ≥ 1 such that ρ(k)
X
exists, then ρ
(k)
XI
is well-defined and
ρ
(k)
XI
(
x(1), . . . , x(k)
)
(4)
=
∫
(BIc )k
ρ
(k)
X
((
x(1), u(1)
)
, . . . ,
(
x(k), u(k)
))
du(1) . . . du(k)
for any pairwise distinct x(1), . . . , x(k) ∈ BI where Ic = d \ I.
2. For any Borel function hI : BI → R+
LXI (hI) = LX(hI ◦ PI). (5)
Lemma 1.1 is obtained by a simple application of Campbell’s Theorem. Its proof is
provided in A for the sake of completeness. We now turn to the core of this paper which
is the study of projected determinantal point processes.
2 Determinantal point processes and their projec-
tions
2.1 Background
In this section, the class of continuous DPPs is introduced. Again, we restrict our attention
to DPPs defined on a compact set B ⊂ Rd. A point process X on B is said to be a DPP
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on B with kernel K : B×B → C if for any k ≥ 1 its kth order intensity function is given
by
ρ
(k)
X
(
x(1), . . . , x(k)
)
= det
[
K
(
x(i), x(j)
)]k
i,j=1
(6)
and we simply denote by X ∼ DPPB(K). Note that K needs to be non-negative definite
to ensure ρ
(k)
X
> 0. Moreover, the results in this work rely on the spectral decomposition
of K, see (8). Therefore, we assume that K is a continuous covariance function. Still,
there exist DPPs with non-Hermitian kernels, see for example [12].
The intensity of X is given by ρX(x) = K(x, x) and its pcf by
gX(x, y) = 1− |K(x, y)|
2
K(x, x)K(y, y)
. (7)
The popularity of DPPs relies mainly upon (6)-(7): all moments of X are explicit and
since K is Hermitian, gX(x, y) < 1 for any x, y ∈ B. From (7) and the continuity of K, it
is worth mentioning that gX is continuous on the diagonal, i.e. gX(x, y)→ 0 when y → x
for any x ∈ B.
The kernel K defines an integral operator K (see e.g. [4]) acting on the space of
square-integrable functions L2(B) such that for any f ∈ L2(B):
K(f)(x) =
∫
B
K(x, y)f(y)dy, x ∈ B.
From Mercer’s Theorem [22, Sec. 98], K admits the following decomposition for any
x, y ∈ B
K(x, y) =
∑
j∈N
λjφj(x)φj(y) (8)
where
• N is a countable set (e.g. N, Z, Zd, . . .). Usually, N = N but our Assumption (H[I])
described in the next section, requires this specific notation.
• {φj}j∈N are eigenfunctions associated to K and form an orthonormal basis of L2(B):∫
B
φj(x)φl(x)dx = δj,l.
• {λj}j∈N are the eigenvalues of K satisfying λj ≥ 0 for any j ∈ N . We abuse notation
in the sequel and refer λj’s to as the eigenvalues of K.
We define the trace of an integral operator K on B by
trB(K) =
∫
B
K(x, x)dx =
∑
j∈N
λj.
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In the sequel, the integral operators we consider are assumed to be trace class opera-
tors, i.e. with finite trace. The existence of a DPP with kernel K is ensured if the
associated integral operator K is trace class such that λj ≤ 1 for any j ∈ N , see
e.g. [12, Theorem 4.5.5].
A kernel such that its non-zero eigenvalues are equal to 1 is called a “projection kernel”.
In particular, if X is a “projection DPP”, i.e. X ∼ DPPB(K) where K is a “projection
kernel”, then the number of points of X in B, is almost surely constant and equal to
the trace of K. Notice that the name “projection kernel” is not related at all with the
projection transformation we are studying here. This terminology seems commonly used
though (see e.g. [11, 12, 18, 16]).
For any integral operator C with kernel C : B × B → C and k > 1, let us denote by
C(k) the kernel iteratively defined by C(1) = C and
C(k+1)(x, y) = C (C(k)) (x, y) = ∫
B
C(k)(x, z)C(z, y)dz, x, y ∈ B. (9)
We denote by C(k) the integral operator associated to the kernel C(k). In particular, if
{µj}j∈N denotes the eigenvalues of C, then the eigenvalues of C(k) are
{
µkj
}
j∈N
(with
respect to the same basis as the original operator C). Moreover, if C is a trace class
operator, then so is C(k) and trB
(C(k)) =∑j µkj . Finally, the form of the Laplace functional
for a DPP is also a known result and due to [25]: for any Borel function h : B → R+
LX(h) = exp
−∑
k>1
trB
(
K(k)h
)
k
 (10)
where, for k ≥ 1, Kh is the trace class integral operator with kernel Kh : B × B → C
defined by
Kh(x, y) =
√
1− e−h(x)K(x, y)
√
1− e−h(y). (11)
The homogeneous case is often considered later. A DPP X with kernel K is said to
be homogeneous, if K is the restriction on B×B of a kernel C defined on Rd×Rd which
is stationary, i.e. satisfies
C(x, y) = C(0, x− y), x, y ∈ Rd.
In that case, we will use the abusive notation K(x, y) ≡ K(x − y) and will refer to K,
somehow imprecisely, as a stationary kernel. It is worth pointing out that if K admits a
Mercer’s decomposition with respect to the Fourier basis
φj(x) = e
2ipi〈j,x〉 (12)
where 〈·, ·〉 denotes the inner product on Rd, then K is stationary.
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2.2 Distribution of XI when X ∼ DPPB(K)
According to (4), the kth order intensity function of the projected point process XI is
given by
ρ
(k)
XI
(
x(1), . . . , x(k)
)
=
∫
(BIc )k
ρ
(k)
X
(
(x, u)(1), . . . , (x, u)(k)
)
du(1) . . .du(k)
=
∫
(BIc )k
det
[
K((x, u)(i), (x, u)(j))
]k
i,j=1
du(1) . . .du(k)
=
∑
σ∈Sk
χ(σ)
∫
(BIc )k
k∏
i=1
K
(
(x, u)(i), (x, u)(σ(i))
)
(13)
du(1) . . .du(k)
where Sk is the symmetric group on k = {1, . . . , k}, χ(σ) is the signature of σ, and
(x, y)(i) denotes (x(i), y(i)). Without any assumption on the kernel K, there is no chance
to reduce (13) and thus to qualify XI as a repulsive point process or not. In the following,
we consider two different cases for which more can be said.
Assumption (H[I]) For I ⊆ d, the kernel K can be written as
K(x, y) = KI(xI , yI)KIc(xIc , yIc) (H[I])
where KI : BI × BI → C and KIc : BIc × BIc → C are two continuous covariance func-
tions.
We observe that (H[I])] implies that K admits the Mercer’s decomposition K(x, y) =∑
j∈N λjφj(x)φj(y), where N = NI × NIc, λj = λ(I)jI λ
(Ic)
jIc
, φj(x) = φ
(I)
jI
(xI)φ
(Ic)
jIc
(xIc) for
j = (jI , jIc), x = (xI , xIc). Here, for • = I, Ic, {φ(•)j• }j•∈N• is the orthonormal basis of
L2(B•) and λj• denote the eigenvalues of the integral operator K• corresponding to K•.
If K admits a Mercer’s decomposition with respect to the Fourier basis such that its
eigenvalues satisfy the above separability property, (H[I]) is satisfied. Hence, Fourier
basis appears as a natural basis and leads us to consider, the following natural extension
of (H[I]) that would be assumed for any I ⊆ d.
Assumption (H’) We assume that the kernel K satisfies (H[I]) for any I ⊆ d, is sta-
tionary and can be written as the product of d one-dimensional stationary kernels:
K(x− y) =
d∏
i=1
Ki(xi − yi), x, y ∈ B (H’)
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where for any i ∈ d, each Ki : Bi × Bi → C is a stationary continuous kernel. Note that
if each Ki admits a Mercer’s decomposition with respect to the one-dimensional Fourier
basis, then all the Ki’s’ and thus K are stationary. We will also focus on the particular
case where all kernels are identical, i.e. Ki ≡ K0 for all i ∈ d:
K(x− y) =
d∏
i=1
K0(xi − yi), x, y ∈ B = Bd0 . (H”)
Assumption (H”) is well-suited to the situation where we have no information on the
projection for which one wants to study the initial point process X.
We could remove the stationarity assumption in Assumption (H’). However, first, as
revealed by Sections 3 and 4, stationarity allows us to plot pcfs or Ripley’s functions of
XI for any I and thus have a visual interpretation of regularity properties forXI . Second,
going back to one motivation of this paper, there is a priori no reason to construct a
design which favours spatial areas. Thus, working with constant intensity DPPs, and
thus a stationary kernel makes sense.
Assume now that the kernel K satisfies (H[I]), then we have the following result (see
B).
Theorem 2.1. Let I ⊆ d and X ∼ DPPB(K) such that K satisfies (H[I]). Then:
(i) The Laplace functional of the projected point process XI is given for any Borel
function hI : BI → R+ by:
LXI (hI) =
∏
l∈NIc
exp
−
∑
k>1
trBI
(
K(k)
λ
(Ic)
l
KI ,hI
)
k
 (14)
= exp
−∑
k>1
trBIc
(
K(k)Ic
)
trBI
(
K(k)I,hI
)
k
 (15)
where KI,hI is the trace class integral operator with kernel KI,hI : BI × BI → C defined by
KI,hI(x, y) =
√
1− e−hI(x)KI(x, y)
√
1− e−hI(y).
(ii) The kth order intensity function of the projected point process XI is given by
ρ
(k)
XI
(
x(1), . . . , x(k)
)
=
∑
σ∈Sk
χ(σ)
[
k∏
i=1
KI
(
x(i), x(σ(i))
)]
(16)
trBIc (KIc)k−c(σ)
∏
ε∈S(σ)
trBIc
(
K(c(ε))Ic
)
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where c(σ) is the size of the support supp(σ) =
{
i ∈ k s.t. σ(i) 6= i} and S(σ) is the set
of disjoint cycles of σ with non-empty support. In particular, the intensity of XI is given
by ρXI (x) = KI(x, x)trBIc (KIc) and its pcf is given by
gXI (x, y) = 1−
trBIc
(
K(2)Ic
)
trBIc (KIc)2
(1− g
Y(I)(x, y)) (17)
for any pairwise distinct x, y ∈ BI and where Y(I) ∼ DPPBI (KI).
As seen from (14), XI is an infinite superposition of independent DPPs each with
kernel λ
(Ic)
l KI . n particular, if KIc is a projection kernel, XI is a finite superposition
of M = trBIc (KIc) i.i.d. DPPs with kernel KI . Thus, by definition, XI is an α-DPP
on BI with kernel −α−1KI where α = −M−1 and (see e.g. [25] for more details on
α-determinants)
ρ
(k)
XI
(
x(1), . . . , x(k)
)
= detα
[−α−1KI (x(i), x(j))]ki,j=1 .
Equation (17) is, to our point of view, the most interesting result of this paper. It reveals
the repulsiveness nature of XI . Let us detail this. Since Y
(I) is a DPP with kernel KI , it
satisfies 0 ≤ gY(I) ≤ 1, which allows us to rewrite (17) as
0 ≤ 1− gXI (x, y) =
trBIc
(
K(2)Ic
)
trBIc (KIc)2
(1− gY(I)(x, y)) ≤
trBIc
(
K(2)Ic
)
trBIc (KIc)2
. (18)
The lower-bound of (18) means that gXI ≤ 1, i.e. XI is indeed a repulsive point process
on BI . Furthermore, the upper-bound measures in some sense the loss of repulsion and
more precisely, how gXI gets closer to 1 which corresponds the pcf of a Poisson point
process. To be more precise, let us focus on the particular case (H’). We have in this
situation
1− gXI (x, y) ≤
∏
i∈Ic
trBi
(
K(2)i
)
trBi (Ki)2
.
For each i ∈ d, trBi(K(2)i )/trBi(Ki)2 < 1. Therefore, when d−ι is large, 1−gXI is bounded
by a product of large number of quantities smaller than 1, and thus the pcf of XI gets
closer and closer to the pcf of a Poisson point process. It is even more obvious when K
satisfies (H”). In that case, for any x, y ∈ BI
1− gXI (x, y) 6 κ0d−ι where κ0 =
trB0
(
K(2)0
)
trB0 (K0)2
.
It is worth considering the case ι = d − 1, i.e. when one skips only one coordinate:
gXI (x, y) ≥ 1 − κ0 > 0 and this constant is reached when y → x. Since, gX(x, y) → 0
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when y → x, one can clearly measure the loss of repulsion as soon as one skips one
coordinate.
Let us mention that from (15), it is possible to find a kernel K such that for a given
I ⊆ d, XI is also a DPP. However this case is not really interesting in our context, and
its quick description is demoted to C.
3 Examples
We now present particular examples, by specifying kernels defined through Mercer’s de-
composition in the Fourier basis (12) In the following, we denote by {φ(ι)j }j∈Zι the ι-
dimensional Fourier basis. We remind that, since φ
(ι)
j (x)φ
(ι)
j (y) = φ
(ι)
j (x − y), any kernel
which admits a spectral decomposition with respect to the Fourier basis is by defini-
tion a stationary kernel. The three kernels exposed in this section actually satisfy (H’).
Throughout this section we consider B = [0;1]d. Notice that these examples can be de-
fined on any rectangular set, by applying the right affine transformation [16, Appendix
A.1].
3.1 Gaussian kernel
The Gaussian kernel
K(x, y) = ρ exp
(
−
∥∥∥∥x− yα
∥∥∥∥)
(where ‖·‖ denotes the Euclidean norm) is the typical example satisfying (H”), where K0
is defined for any x, y ∈ B0 = [0;1] by:
K0(x− y) = ρ1/d exp
(
−
(
x− y
α
)2)
.
The existence of X ∼ DPPB(K) is ensured if α is such that ρ(α
√
pi)d 6 1. For any I ⊆ d,
the pcf of XI is derived from Theorem 2.1: for any pairwise distinct x, y ∈ BI
gXI (x, y) = 1− κd−ι2 exp
(
−2
∥∥∥∥x− yα
∥∥∥∥2
)
(19)
with
κ2 =
trB0
(
K(2)0
)
trB0 (K0)2
≈
∑
j∈Z exp (−2(jαpi)2)(∑
j∈Z exp (−(jαpi)2)
)2 . (20)
The latter approximation comes from the Fourier approximation of the kernel K detailed
in [16, Section 4]. Note that for all I ⊆ d and x, y ∈ BI , we use with a slight abuse the
same notation ‖x− y‖ for the Euclidean norm in Rι.
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This class of examples is of particular interest due to the isotropy property of gXI .
The pcfs gXI for different sets I can be represented on the same plot. Figure 3 represents
the pcfs of a Gaussian DPP X (solid lines) and its successive projections for different
situations. The dimension of the initial DPP X takes value in (10, 100, 103, 104); its
intensity and the parameter α are set to ρX = 500 and α
−1 = ρ
1/d
X
√
pi. It has to be
noticed that the abscissa corresponds to ‖x − y‖ for x, y ∈ BI for different sets I. So
the differences should be understood carefully. Figure 3 confirms that the pcf of XI is
lower-bounded by 1− κd−ι2 and gets closer to 1 when ι decreases.
3.2 L1-Exponential kernel
We consider now an exponential kernel, defined with respect to the L1-norm instead of
the Euclidean norm:
K(x− y) = ρ exp
(
−
∥∥∥∥x− yα
∥∥∥∥
1
)
. (21)
The kernel (21) is referred to as the L1-Exponential kernel in the sequel. It satisfies (H”)
where K0 is defined for any x, y ∈ B0 by:
K0(x− y) = ρ1/d exp
(
−
∣∣∣∣x− yα
∣∣∣∣) .
The existence of X ∼ DPPB(K) is ensured if α is such that ρ(2α)d 6 1. According to
Theorem 2.1, for any I ⊆ d, the pcf of XI is given for any pairwise distinct x, y ∈ BI by
gXI (x, y) = 1− κd−ι1 exp
(
−2
∥∥∥∥x− yα
∥∥∥∥
1
)
(22)
with
κ1 =
trB0
(
K(2)0
)
trB0 (K0)2
≈
∑
j∈Z (1 + (2piαj)
2)
−2(∑
j∈Z (1 + (2piαj)
2)−1
)2 (23)
where the approximation corresponds again to the Fourier approximation. Figure 4 rep-
resents the pcfs of an L1-Exponential DPP X (solid lines) and its successive projections
with respect to the L1-norm. The dimension of X takes values in (10, 100, 103, 104); its
intensity and the parameter α are set to ρX = 500 and α
−1 = 2ρ
1/d
X
. The conclusion
drawn from Figure 4 is similar to the one from Figure 3: the pcf of XI is lower-bounded
by 1− κd−ι1 and tends to 1 when ι decreases. We could be tempted to compare Figures 3
and 4 and conclude that the Gaussian DPP seems more repulsive. However, remem-
ber that both models are not isotropic with respect to the same norm. We provide in
Section 3.4 a summary statistic which allows us to correctly compare these models.
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Figure 3: Pair correlation functions of the successive projections XI (ι = d, d− 1, . . .) of
the Gaussian DPP X with intensity ρX = 500 and α
−1 = ρ
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3.3 Dirichlet kernels
The two examples considered so far satisfy (H”) by definition. The next one only satis-
fies (H’). We are now interested in constructing projection DPPs. We consider d positive
integers (ni)i∈d and for i ∈ d the following one-dimensional stationary kernel:
Ki(x− y) =
∑
j∈Ei
φ
(1)
j (x− y)
where Ei = {ai, ai + 1, . . . , ni − 1 + ai} is a set of ni consecutive integers and ai ∈ Z.
Then, we construct a kernel K as
K(x− y) =
d∏
i=1
Ki(xi − yi) =
∑
j∈EN
φ
(d)
j (x− y)
where EN =
∏
iEi. It is worth pointing that the kernel K can be written as
K(x− y) =
d∏
i=1
(
ni−1+ai∑
j=ai
φ
(1)
j (xi − yi)
)
= φ(d)a (y − x)
d∏
i=1
(
ni−1∑
j=0
φ
(1)
j (xi − yi)
)
(24)
where a = (ai)i∈d. Therefore, according to Remark (4), p 48 of [12], the choice of the Ei’s
does not influence the distribution of the DPP with kernel K. Remark that, if the ni’s
are all odd numbers and if we choose ai = −⌊ni/2⌋, the kernel K equals
K(x− y) =
d∏
i=1
D⌊ni2 ⌋(xi − yi) (25)
where Dp is the Dirichlet kernel (see [30]) with parameter p. That terminology justifies
the name Dirichlet kernel for this model. In the general case, and unambiguously we set
ai = 0 for any i and thus consider EN = {j ∈ Nd : ji < ni, i = 1 . . . d}
K(x− y) =
∑
j∈EN
e2ipi〈j,x−y〉. (26)
A DPP on B with kernel given by (26) is referred to as an (N, d)-Dirichlet kernel. From
Theorem 2.1, for any I ⊆ d, the pcf of XI is given for any x, y ∈ BI by
gXI (x, y) = 1−
1
N
∑
j∈FNI
[∏
i∈I
(
1− |ji|
ni
)]
φ
(ι)
j (x− y)
= 1− 1
N
∏
i∈I
∑
|j|<ni
(
1− |j|
ni
)
φ
(1)
j (xi − yi) (27)
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where FNI = {j ∈ Zι : |ji| < ni, i ∈ I}. The pcf gXI is bounded from below by
1−∏i∈Ic n−1i .
From now, we will consider (N, d)-Dirichlet DPPs constructed using the prime factor-
ization of N . If this decomposition has more than d factors, we reduce the number of
factors by considering the product of some of the factors. If this decomposition has less
than d factors, we set the missing ni’s to 1. In particular, it it is worth mentioning that
if the set I is such that ni = 1 for i ∈ Ic (resp. I), then XI ∼ DPPBI (KI) (resp. XI is a
uniform sampling design with N points).
The next section provides a summary statistics well-suited to the comparison of the
three examples we have so far considered.
3.4 Normalized Ripley’s function
Since the Gaussian DPP and L1-Exponential DPP are isotropic but with respect to a
different norm and since the (N, d)-Dirichlet DPP is even not isotropic, it is hard to
compare these different examples. In addition to the pcf, a way of characterizing regularity
or repulsion in the literature is obtained by analyzing the Ripley’s K function, see e.g. [20].
That function is not adapted for our framework. However, since all models satisfy (H’),
we propose to compare them through a normalized version of the Ripleys’s function based
on the sup norm ‖ · ‖∞ that we now define.
For a stationary spatial point process X on B ⊆ Rd, we define the normalized
d-dimensional Ripley’s function for some r ≥ 0 by
RX(r) =
E (NX(Bd,∞(0, r) \ 0) | 0 ∈ X)
E (NΠ(Bd,∞(0, r) \ 0) | 0 ∈ Π) (28)
where Bd,∞(0, r) = {w ∈ Rd : |wi| ≤ r, i = 1, . . . , d} is the d-dimensional ball with norm
‖ · ‖∞ centered at zero with radius r, Π is a homogeneous Poisson point process on B
with intensity ρ and NX(A) (resp. NΠ(A)) denotes the number of points of X (resp. Π)
in a bounded subset A ⊂ Rd. Assuming that X has a pcf, say gX, it is known from the
properties of the second factorial moment that
RX(r) =
∫
Bd,∞(0,r)
gX(w)dw∫
Bd,∞(0,r)
gΠ(w)dw
= (2r)−d
∫
Bd,∞(0,r)
gX(w)dw. (29)
Obviously, under the Poisson case RX = 1 whereas RX < 1 means that X is repulsive.
More precisely, the more RX < 1 the more repulsive X. We now present the interest of
RX in our context.
Proposition 3.1. Let X ∼ DPPB(K) be a DPP with kernel K satisfying (H’). Then,
for any I ⊆ d
RXI (r) = 1−
∏
i∈Ic
trBi
(
K(2)i
)
trBi (Ki)2
(∏
i∈I
∫ 1
0
|Ki(tr)|2
Ki(0)2
dt
)
(30)
17
In particular, if K satisfies (H”):
RXI (r) = 1− κd−ι0
(∫ 1
0
|K0(tr)2|
K0(0)2
dt
)ι
(31)
where
κ0 =
trB0
(
K(2)0
)
trB0 (K0)2
.
The proof of this result follows directly from (17) and (29). Focusing on examples
presented in the previous sections, we have
RXI (r) =

1− κd−ι2
(∫ 1
0
e−2t
2r2/α2dt
)ι
for a Gaussian DPP,
1− κd−ι1
(∫ 1
0
e−2tr/αdt
)ι
for an L1-Exponential DPP,
1− 1
N
∏
i∈I
∑
|j|<ni
(
1− |j|
ni
)
sinc(2pijr) for an (N, d)-Dirichlet DPP
where κ2 and κ1 are defined by (20) and (23), respectively and sinc is the cardinal sine
function.
Figures 5-7 investigate the situation d = 6, 10, 100 respectively. Ripley’s functions
for point processes XI based on the three models exposed in this section are depicted.
The intensity is set to ρX = 500 and ι = d − i for i = 0, . . . , 5. The Gaussian DPP
and L1-Exponential DPP satisfy (H”), and so we decide, without loss of generality, to
discard the last coordinates to define the projections. Since the (N, d)-Dirichlet DPP
satisfies only (H’), the choice of directions has an influence. For this process, Ripley’s
functions have been computed using Monte-Carlo approach (based on 104 replications):
the coordinates to be removed are randomly chosen. The plots for the (N, d)-Dirichlet
DPPs represent therefore the empirical mean of Ripley’s functions. First and third quar-
tiles are also represented by envelops to get an idea of the variability. The visual results
show that for ρX = 500, the (N, d)-Dirichlet DPP is the most repulsive among the three
models. Moreover, the loss of repulsiveness when projecting turns out to be smaller for
(N, d)-Dirichlet DPPs than for the two other DPP models. The envelops reported for
the (N, d)-Dirichlet should be taken with attention. We could be tempted to conclude
that the quite high variability observed for d = 6, 10, is too important to get practical
interesting results. However, Section 4 will discredit this argument.
The (N, d)-Dirichlet DPP is the most repulsive in the situations considered here. How-
ever, it is worth mentioning that it may behave very badly according to the value of N .
For example, we have observed that the less N has factors the less repulsive the (N, d)-
Dirichlet DPP. The values of these factors also affect the repulsiveness of the DPP. In
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particular, if N is a high prime number, both situations are encountered which yields
a disastrous model in terms of repulsion. Figures 5-7 underline that the class of L1-
Exponential DPP is definitely less interesting than the class of Gaussian DPP. Given
an ι, Ripley’s function is closer to 1 and the convergence to 1 when ι decreases is faster
for L1-Exponential DPP.
4 Numerical illustrations
In this section, we propose a numerical illustration of the interest of projected DPP
models. For some d ≥ 1 and I ⊆ d, the problem we consider is to estimate using a
Monte-Carlo approach, an integral of the form
µ(fI) =
∫
BI
fI(u)du
where fI : BI → R+ is a ι-dimensional function. A standard way for achieving this task
(which includes the uniform sampling design) is to define a point process, say ZI , on BI
and estimate µ(fI) using the unbiased estimator
µ̂ZI (fI) = ρ
−1
ZI
∑
u∈ZI
fI(u). (32)
Given I and fI , this problem has been widely considered in the literature (see e.g. [23, 6]).
In particular, [2] have constructed an ad-hoc DPP on BI and provided very interesting
asymptotic results. In this section, we investigate another aspect. We consider the prob-
lem not only for one but various integrals, defined for different subsets I ⊆ d and based
on a single realization of a point process defined on B ⊂ Rd. This problem, for which
investigated models are definitely meaningful, mimics problems encountered in computer
experiments where the spatial design is initially defined on Rd but then, one realizes that
a few coordinates should be discarded (see e.g. [29, 15]).
To do this, we therefore consider a spatial point process X (and in particular DPP
models developed in the previous question) and we estimate µ(fI) by (32) with ZI = XI
where XI is the projected point pattern of X on BI . The interest of our models lies in
the following equation which evaluates Var(µ̂XI (fI)). Using Campbell Theorem (1)
Var (µ̂XI (fI)) = ρ
−1
XI
∫
BI
fI(u)
2du (33)
+
∫
BI
∫
BI
(gXI (u, v)− 1)fI(u)fI(v)dudv.
As soon as gXI < 1, the variance is smaller than the first term which turns out to be the
variance under the Poisson case.
19
0.00
0.25
0.50
0.75
1.00
0.00 0.05 0.10 0.15 0.20 0.25
r
R
X
I(r
)
L
1
-Exponential DPP, 
-1
= 2ρ
X
1/d
0.00
0.25
0.50
0.75
1.00
0.00 0.05 0.10 0.15 0.20 0.25
r
R
X
I(r
)
Gaussian DPP, α
-1
= πρ
X
1/d
0.00
0.25
0.50
0.75
1.00
0.00 0.05 0.10 0.15 0.20 0.25
r
R
X
I(r
)
(ρX,d)-Dirichlet DPP
Size of I
6
5
4
3
2
1
Figure 5: Ripley’s function (29) of the successive projections XI (ι = d, d− 1, . . .) where
X is a d-dimensional DPP with intensity ρX = 500 and d = 6.
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Figure 6: Ripley’s function (29) of the successive projections XI (ι = d, d− 1, . . .) where
X is a d-dimensional DPP with intensity ρX = 500 and d = 10.
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Figure 7: Ripley’s function (29) of the successive projections XI (ι = d, d− 1, . . .) where
X is a d-dimensional DPP with intensity ρX = 500 and d = 100.
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In the sequel, we let d = 6 and consider for any I ⊆ 6 the “bump” test function as
defined in [2, Section 3]
fI(u) = exp
(
−
∑
i∈I
1
0.25− u2i
)
, u ∈ BI = [−0.5;0.5]ι . (34)
Three type of models are investigated: a homogeneous Poisson point process (which serves
as a reference), a Gaussian DPP, and an (N, 6)-Dirichlet DPP. Simulations of DPPs can
be realized using R package spatstat. For performance issues, we have implemented
simulation algorithms for DPPs using Rcpp package [8]. The codes are available on GitHub
(https://github.com/AdriMaz/rcdpp/).
Figure 8 reports empirical variances of estimates of µ(fI) based onm = 10
4 replications
of each model, in terms of ρ where ρ = 200, 400, 600, 800, 1000. We consider all possible
projections, i.e. ι = 6, 5, 4, 3, 2, 1. For the Poisson case, note that XI has the same
distribution as a homogeneous Poisson point process (with the same intensity) defined
on BI . For the Gaussian DPP, the parameter α is set to α
−1 =
√
piρ1/6. For the (N, 6)-
Dirichlet DPP, we use the factorization (ni)i∈d of N such that the fluctuation of the
ni’s is minimal. For instance, when ρ = N = 100 we use N = 5 × 5 × 2 × 2 × 1 × 1
while for N = 800 we use the decomposition N = 5 × 5 × 4 × 2 × 2 × 2. Finally, when
ι < d, the coordinates to be discarded are chosen randomly. This has no influence for the
Poisson, Gaussian DPP since these models satisfy Assumption (H”) but is important for
the (N, 6)-Dirichlet DPP.
Figure 8 illustrates the interest of this research. It is clear that whatever the dimension
of the function to integrate, i.e. whatever ι = 6, . . . , 1, the empirical variance of Monte-
Carlo estimates using one single realization of a spatial point process defined in dimension
d, is always smaller than in the independent case. Intrinsically, Equation (33), and in
particular the fact that for all investigated models Var(µ̂XI (fI)) < ρ
−1
X
∫
BI
f 2I (u)du) is
verified. Designing repulsive point processes that keep some regularity when they are
projected was the main motivation of this paper. The differences between the three DPP
models investigated in this simulation are quite similar to what we obtained when we
compared their respective Ripley’s function. The (N, d)-Dirichlet model outperforms the
two other ones for any I ⊆ d. The general result of this paper states that a projected
DPP seems less and less repulsive after successive projections. It is interesting to see that
this fact does not affect that much the properties of Monte-Carlo integration estimates.
Conclusion
The objective of this paper is to explore properties of projections of a DPP X with kernel
K and defined on a compact set B of Rd. For any I ⊂ {1, . . . , d}, our general conclusion
is that the projection XI remains repulsive when the kernel K is separable. It is even
possible that XI remains a DPP, but for non-interesting trivial situations. In particular if
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Figure 8: Empirical variances in terms of ρX of Monte-Carlo integral estimates for the
function fI given by (34) for ι = 6, . . . , 1, based on 10
4 replications.
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the kernelK is a projection kernel, XI falls in the class of α-DPPs (with α = −1/n, n ∈ N).
We have proposed a few examples and compared them using an original summary statistic
based on a normalized version of the Ripley’s function defined with the infinity norm.
We have finally illustrated this paper for Monte-Carlo integration problems when the
problem is to estimate integrals over a compact set BI of an ι-dimensional function for
any 1 ≤ ι ≤ d, using the same quadrature points defined in B. This application raises
some interesting questions (like evaluating asymptotic properties of integral estimates)
that we definitely intend to explore in a future research.
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A Proof of Lemma 1.1
Proof. For any non-negative measurable function hI : B
k
I → R+, we have using Campbell
Theorem (1)∫
Bk
I
hI
(
x
(1)
I , . . . , x
(k)
I
)
ρ
(k)
XI
(
x
(1)
I , . . . , x
(k)
I
)
dx
(1)
I . . .dx
(k)
I
= E
 6=∑
x
(1)
I
,...,x
(k)
I
∈XI
hI
(
x
(1)
I , . . . , x
(k)
I
)
= E
 6=∑
x(1),...,x(k)∈X
(hI ◦ PI)
(
x(1), . . . , x(k)
)
=
∫
Bk
I
hI
(
x
(1)
I , . . . , x
(k)
I
){∫
(BIc )k
ρ
(k)
X
((
x(1), u(1)
)
, . . . ,
(
x(k), u(k)
))
du(1) . . .du(k)
}
dx
(1)
I . . .dx
(k)
I
whereby we deduce (4) by identification. Equation (5) follows from similar arguments:
LXI (hI) = E
[∏
y∈XI
e−hI (y)
]
= E
[∏
x∈X
e−hI(xI )
]
= LX(hI ◦ PI)
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B Proof of Theorem 2.1
Proof. (i) From Lemma 1.1, the Laplace functional of XI can be written for any Borel
function hI : BI → R+ as:
LXI (hI) = exp
{
−
∑
k>1
1
k
∫
BI
k
(
k∏
i=1
ϕhI
(
u(i)
))2
KI
(
u(1), u(2)
)
. . .KI
(
u(k), u(1)
)
du(1)du(k)
×
∫
(BIc )k
KIc
(
v(1), v(2)
)
. . .KIc
(
v(k), v(1)
)
dv(1)dv(k)
}
hence (14) and (15).
(ii) Let us write (13) under (H[I]).
ρ
(k)
XI
(
x(1), . . . , x(k)
)
=
∑
σ∈Sk
χ(σ)
∫
(BIc )k
k∏
i=1
K
(
(x, u)(i), (x, u)(σ(i))
)
du(1) . . .du(k)
=
∑
σ∈Sk
χ(σ)
k∏
i=1
KI
(
x
(i)
I , x
(σ(i))
I
)
×
∫
(BIc)k
k∏
i=1
KIc(u
(i), u(σ(i)))du(1) . . .du(k). (35)
For any σ ∈ Sk let us denote by supp(σ) its support:
supp(σ) = {i ∈ k s.t. σ(i) 6= i},
by c(σ) the number of elements of supp(σ), by S(σ) the set of disjoint cycles of σ with
non-empty support and by C(σ) the number of disjoint cycles of σ (including those with
empty support). Consider the case where C(σ) = 1 (i.e. σ is a circular permutation of k).
Then the integral part in (35) can be written as∫
(BIc )k
k∏
i=1
KIc
(
u(i), u(σ(i))
)
du(1) . . .du(k)
=
∫
(BIc )k
KIc
(
u(1), u(σ(1))
)
. . . KIc
(
u(σ(1)), u(σ
2(1))
)
. . .
. . .KIc
(
u(k), u(σ(k))
)
du(1) . . .du(σ(1)) . . .du(k)
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=∫
(BIc )k−1
K
(2)
Ic
(
u(1), u(σ
2(1))
)
. . .
. . .KIc
(
u(σ(1)−1), u(σ(σ(1)−1))
)
KIc
(
u(σ(1)+1), u(σ(σ(1)+1))
)
. . .
. . .KIc
(
u(k), u(σ(k))
)
du(1) . . . du(σ(1)−1)du(σ(1)+1) . . .du(k)
...
=
∫
(BIc )2
K
(k−1)
Ic
(
u(1), u(σ
k−1(1))
)
KIc
(
u(σ
k−1(1)), u(σ
k(1))
)
du(1)du(σ
k−1(1))
= trBIc
(
K(k)Ic
)
.
Assume now that C(σ) > 1. Then σ can be written as
σ =
 ⊙
ε∈S(σ)
ε
⊙ ik(σ), (36)
where ik(σ) is the identity on k \ supp(σ), and ⊙ denotes the permutation product.
Observe that (36) implies
C(σ) = #S(σ) + k − c(σ). (37)
If 1 ∈ supp(σ), there is only one permutation ς ∈ S(σ) such that 1 ∈ supp(ς). Therefore:∫
(BIc )k
k∏
i=1
KIc
(
u(i), u(σ(i))
)
du(1) . . . du(k)
= trBIc
(K(c(ι))) ∫
(BIc )k−c(ς)
∏
i∈k\supp(ς)
KIc
(
u(i), u(σ(i))
)
du(1) . . .du(k)
Denote by α the minimum of k\supp(ς). As above there is only one permutation ς ′ ∈ S(σ)
such that α ∈ supp(ς ′). Then:∫
(BIc )k
k∏
i=1
KIc
(
u(i), u(σ(i))
)
du(1) . . . du(k)
= trBIc
(
K(c(ς))Ic
) ∫
(BIc )k−c(ς)
∏
i∈k\supp(ς)
Kj
(
u(i), u(σ(i))
)
du(1) . . .du(k)
= trBIc
(
K(c(ς))Ic
)
trBj
(
K(c(ς′))Ic
)
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×
∫
(BIc )k−(c(ς)+c(ς
′)
∏
i∈k\(supp(ς)∪supp(ς′))
KIc
(
u(i), u(σ(i))
)
du(1) . . .du(k).
Therefore, one gets by induction:∫
(BIc )k
k∏
i=1
KIc
(
u(i), u(σ(i))
)
du(1) . . .du(k)
=
 ∏
ε∈S(σ)
trBIc
(
K(c(ε))Ic
)∫
(BIc )k−c(σ)
∏
i∈k\supp(σ)
KIc
(
u(i), u(σ(i))
)
du(1) . . .du(k). (38)
Plugging (38) into (35) leads to (16).
C Case where XI may be a DPP
If K satisfies (H[I]), XI ∼ DPPBI (KI) if and only if trBIc
(
K(k)Ic
)
= 1 for any k > 1 from
(15). Since
trBIc
(
K(k)Ic
)
=
∑
j∈NIc
(
λ
(Ic)
j
)k
,
such a situation occurs only if there exists an unique l ∈ NIc such that λ(I
c)
j = δj,l. In
other words, if we consider a kernel KI defined on BI ×BI by its Mercer’s decomposition
KI(x, y) =
∑
j∈NI
λ
(I)
j φ
(I)
j (x)φ
(I)
j (y)
and the kernel K defined on B × B by
K(x, y) =
∑
j∈N
λ
(I)
jI
δjIc ,lφj(x)φj(y)
where l ∈ NIc, then the projection XI of X ∼ DPPB(K) is a DPP defined on BI with
kernel KI . It is therefore possible to construct K such that for a given I ⊆ d, XI is a
DPP. However there is no chance that all the projections XI ’s are DPPs, unless
trB(K) = trBI (KI) = 1
for any I ⊆ d, which implies that the mean number of points of X in B is equal to 1.
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