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1. INTRODUCTION AND MAIN RESULT 
We are interested in positive definite matrices M generated as M = 
j”; H(t) H(t)’ dt, w h ere H(t) is an IZ x m matrix-valued function, and prime 
denotes transposition. We write A > B if A -B is positive semidefinite and 
we use as a norm on matrices the operator norm. 
Denote by L, = L,([O, l],,Rn,,) the space of all measurable and square 
integrable n x m real matrix-valued mappings. In the sequel, Hk(f) is a fixed 
sequence in L, and we denote M, = l: Hk(t) Hk(t)’ dt. If H,,(t) is a limit of a 
subsequence of Hk(t) in the weak topology of L,, then j: H,(t) H,(t)’ dt 
might not be positive definite even if the sequence Mk is equi-positive definite 
in the sense that M, > EI for a certain E > 0 and all k. (Here I is the identity 
matrix.) Example: The scalar functions Hk(t) = sin kt. Theorem A yields a 
positive result if sign changes are allowed. We use the following terminology: 
A matrix D is sign-changing if it is a diagonal matrix with entries +I or -1 
on the diagonal. 
THEOREM A. If Mk > &I for E > 0, and if the sequence IIH,Jt)ll’ is 
uniformly integrable over [0, 11, then there exists a sequence Dk(t) of 
measurable m x m sign-changing matrix-valued functions such that a subse- 
quence of Hk(t) Dk(t) converges weakly in L, to, say, B,,(t) and 
J”; B,(t) B,(t)’ dt is positive definite. 
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If each Hk(t) is thought of as an operator, then the multiplication by Dk(t) 
corresponds to a sign change in the coordinates of the domain. This 
multiplication does not affect, of course, the matrix M,. The uniform 
integrability of ]] H,Jt)]] * cannot be replaced by weak compactness in L, as 
the following scalar example shows: Hk(f) = k”* if 0 <t < k-’ and 
Hk(t) = 0, otherwise. The unit interval [0, l] with the Lebesgue structure, 
however, can be replaced by any finite atomless measure space. We present 
the proof of the theorem in Section 3 after establishing a useful preliminary 
result in Section 2. 
A need for these results arises in control theory, specifically when one 
wishes to find upper bounds for minimal energy problems in linear differen- 
tiable systems. Details can be obtained in a forthcoming paper of the first- 
named author. 
2. A PRELIMINARY RESULT 
In this section we consider functions from [0, 1 ] into the space R, of m- 
dimensional row vectors x = ({, ,..., &,). Three norms are considered on R,: 
llxlll = C I&L IIxl12 =CC G>“‘9 and ]( xl], = max (&I. Accordingly, we 
consider the spaces L,([O, 11, R,) of ]( Ill-integrable functions, L,([O, 11, R,) 
of ]] I(,-square integrable functions, and L,([O, 11, R,) is the dual of 
L,([O, 11, R,). If x= (c, ,..., r,) is in R,, we denote by diag(x) the diagonal 
matrix whose diagonal entries are rl ,..., &,, .
LEMMA 2.1. Let h,(t) ,..., h,(t) be in L,([O, 11, R,) and suppose that jh 
ll4hW + --* + Bnh,,(t)lll dt > E I@,), with E > 0 and for any til ,..., 19,. Then 
an element s(t) in L,([O, 11, R,) exists whose coordinates are all $1 or -1, 
and such that 1: h,(t) s(t)’ dt > E and J”i hi(t) s(t)’ dt = 0 for i = 2,..., n. 
Proof. The assumed inequality implies that the distance in L ,( [0, I], R,) 
between h,(t) and the subspace spanned by hz,..., h, is greater than or equal 
to E. The Hahn-Banach theorem then implies the existence of an element g(t) 
in LAO, 11, R,) such that (i) ]] g(t)ll, < 1, (ii) 1; h,(t) g(t)’ dt > E, and 
(iii) li h,(t) g(t)’ dt = 0 for i = 2,..., n. (To verify this, apply [ 1, Theorem 3.3, 
p. 571 with p(-) being the distance from the space spanned by h,,..., h, and 
f(ah,) = ap(h,).) Consider now the the family G of all functions g(t) E 
L,([O, I], R,) satisfying (i)-(iii). Then G is convex and compact in the 
weak * topology. Let s(t) be an extreme point of G, guaranteed by the 
Krein-Milman theorem [ 1, p. 701. The function s(t) must be an extreme 
point of the unit ball in L,([O, 11, R,), namely, the coordinates of s(t) have 
absolute value 1. This is a well-known result; see for instance the reasoning 
in the proof of Theorem 5.5 in [ 1, p. 1141. 
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LEMMA 2.2. Let h, ,k(t) ,.,., hn,Jt) for k = 1, 2 ,..., be sequences in 
L ,( [0, 11, R,). Suppose that an E > 0 exists such that 
(2.1) 
for any 8, ,..., 8, and k = 1,2,... . Then a sequence Sk(t) in L,( [0, 11, R,) 
exists such that Sk(t) has coordinates +I or -1 and such that whenever hi(t) 
(for i = l,..., n) is a weak limit in L,([O, 11, R,) oJ; respectively, hi-k(t) 
diag(s,(t)), then I:, 118, h,(t) + . . . + 8, h,(t)11 dt > E ( @,I for any 8, ,..., 8,. 
Proof: For each k, let Sk(t) be the element in L,([O, I], R,) constructed 
in Lemma 2.1, for hl,k(t) ,..., hn,k(t). Since 
i ’ lle,h,(t) + -** + e,hMll, dt> 0 /I j’ te,h,(t) + --s + B,h,(t))dt , 0 /II 
and since the right-hand side of the inequality is greater than or equal to 
the absolute value of the sum of the coordinates, it follows that the con- 
clusion would hold if we prove that the sum of the coordinates of 
.I-: (&h*(t)+ *** + 8, h,(t)) dt has absolute value greater than E 18, I. Summing 
up the coordinates is the same as summing up the coordinates of the limits of 
IA Oih,,k(t) diag(s,(t)) dt, which is the same as summing up the limits of 
IA Bi hi.k(t) Sk(t)’ dt. The inequalities guaranteed by Lemma 2.1 complete the 
proof. 
We are aiming at a result analogous to the previous lemma but with the 
L,-norm replacing the L,-norm. A natural route would be to prove that the 
L, and the L, norms are equivalent on the functions in question. This is, 
however, false if the only information is that used in Lemma 2.2. Under a 
slightly stronger assumption we have 
LEMMA 2.3. Let h,,k(t) ,..., hn,k(t) be a sequence in L,([O, 1 J, R,) such 
that 11 hJt)ll: are uniformly integrable. Suppose that for a certain E, > 0 
I ’ iwut) + 
. . . + e,h,,,(t)ll: dt > &,(e: + -.- + e:), P-2) 
0 
for any e, ,..., B,,. Then (2.1) holds for a certain E > 0. 
Proof. By homogeneity it is enough to assume (2.2) and establish (2.1) 
for n-tuples 8, ,..., 8, with max I Bi I= 1, Then all the integrands in both (2.1) 
and (2.2) are uniformly integrable, and furthermore there is a lower bound E, 
on the L,-integrals in (2.2). It is well known that the L, and the L, norms 
are equivalent on families of functions, say f(t), with jlf(t)lj2 uniformly 
integrable and L,-norms bounded away from 0. This completes the proof. 
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PROPOSITION 2.4. Under the conditions of Lemma 2.3, a sequence Sk(t) 
in L,([O, l],R,) exists such that Sk(t) has coordinates equal to +l or -1 
and such that whenever h,(t) Gfor i = l,..., n) is a weak limit in L, of, respec- 
tively, hi,k(t) diag(s,(t)), then Ii 116, h,(t) + *.a + e,h,(t)(l: dt > net for a 
certain r,r > 0 and all 8, ,..., en. 
Proof: The conditions of Lemma 2.3 imply that the conditions of 
Lemma 2.2 hold. Let Sk(t) be the sequence found in Lemma 2.2. If the 
conclusion of Lemma 2.2 holds with E, the conclusion of the present 
proposition holds, automatically, with q = e*m - ‘. 
We now state the same result, but in the language of positive definite 
matrices. We denote by I, the n x n matrix which has 1 in the (1, 1) entry 
and 0 otherwise. 
THEOREM B. Let Hk(t) be a sequence in L,([O, l],Jn,,) and suppose 
IIH,Jt)ll* are uniformly integrable. Suppose also that an E, > 0 exists such 
that Mk > E, I for every k, where M, = l; H,Jt) H,Jt)’ dt. Then there is a 
sequence of measurable m x m sign-changing matrix-valued functions Dk(t) 
such that for a certain n > 0 whenever B,,(t) is a weak-L, limit point of a 
subsequence of Hk(t) DJt), then j: B,,(t) B,(t)’ dt > ~1, 
We leave it to the reader to verify that Theorem B and Proposition 2.4 
present the same result in different languages. It is clear that the unit interval 
with the Lebesgue structure can be replaced by any atomless finite measure 
space, in particular a subset of [0 l] with positive measure. It is also clear 
that the coordinate 1 could be replaced by any i, i = 2,..., n. 
3. PROOF OF THEOREM A 
Denote by Mk(t) the function Hk(t) HJt)‘. Then Mk(t) for k = 1, 2,... are 
uniformly integrable. Let M,(t) be a subsequence converging weakly in L, to, 
say, M(t). Then M = ]A M(t) dt is the limit of Mj, and in particular M > EZ. 
By a slight modification of the Liapunov convexity theorem (see [ 1, 
Theorem 5.5, p. 1141) the unit interval is the union of n subsets, say 
E , ,..., E,, such that jEi M(t) dt = (l/n)M. Theorem B is now used n different 
times, applied for the sequence Hj, where in the ith step the integration is 
over Ei ; we also use the conclusion concerning the ith coordinate. We get 
that the limit B(t) (existing by weak compactness) satisfies jEi B(t) B(t)’ dt > 
qIli, where Ii is the n X n matrix with 1 in the (i, i) entry and 0 otherwise. 
Therefore integration over the entire interval yields ji B(t) B(t)’ dt > ~1, 
which is the desired inequality. 
Note that while Theorem A guarantees existence of a subsequence with 
limit M, satisfying M, > ~1, Theorem B says that every weak limit satisfies 
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Zl4, > ~1,. We do not know whether the universal analog of Theorem A 
holds. 
Finally, note that although Theorem A yields a weak limit which generates 
a positive definite form, say M,, the estimate M, > EI cannot be guaranteed 
even if M, > EI for all k. Consider the following example: n = 2, m = 1, 
ffk(f) = (4,k(f)Y h,kW)‘~ where hl,k(t) E 1 and h&t) is the Rademacher 
sequence, namely, h2,Jt) is equal to +l and -1 on alternate intervals of 
length 2-k. A simple calculation shows that M, = I for each k. Let 
(h,(t), h,(t)) be a weak limit of dk(f)(hl,k(t), h2,k(f)) with 1 dk(t)] = 1. Since 
hl,k(t) + h2,k(t) converge weakly to 1, it follows that ]/z,(t) + h,(t)] < 1. In 
particular, j: [[hi(t) + /z2(t)]]* dt < 1 which means that the best estimate for 
the form M, generated by a weak limit is M, > iI. (Equality M, = jZ is 
obtained if dk(t) = 1 on [0, f] and dk(f) = h2,k(f) on [$, I].) A similar 
argument would show that in general, no estimate better than M, > n- ‘I can 
be guaranteed. An estimate of the fraction of E which can be maintained can 
be worked out from the proof. It must depend on both n and the modulus of 
uniform integrability of I( Hk(f)ll ‘. F or instance, if ]IHk(t)]l ,<p, then @mn)~ ' 
is such an estimate. 
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