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CENTRAL LIMIT THEOREM OF NONPARAMETRIC
ESTIMATE OF SPECTRAL DENSITY FUNCTIONS OF
SAMPLE COVARIANCE MATRICES
GUANGMING PAN, QI-MAN SHAO, WANG ZHOU
Abstract. A consistent kernel estimator of the limiting spectral distri-
bution of general sample covariance matrices was introduced in Jing, Pan,
Shao and Zhou (2010). The central limit theorem of the kernel estimator
is proved in this paper.
1. Introduction
Spectral analysis of sample covariance matrices plays a very important role
in multivariate statistical inference since many test statistics are defined by its
eigenvalues or functionals. Let X = (Xij)p×n be independent and identically
distributed (i.i.d.) real-valued random variables and T be a p× p non-random
Hermitian non-negative definite matrix with (T1/2)2 = T. Define the sample
covariance matrix by
An =
1
n
T1/2XnX
T
nT
1/2
and its empirical spectral distribution FAn by
FAn(x) =
1
p
p∑
k=1
I(λk ≤ x),
where λk, k = 1, · · · , p denote the eigenvalues of An. Instead of An we also
consider
Bn =
1
n
XTnTXn,
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because the eigenvalues ofAn andBn differ by |n−p| zero eigenvalues. Suppose
the ratio of the dimension and sample size cn = p/n tends to a positive constant
c as n → ∞. When FT converges weakly to a distribution H , it is proved in
Marcenko and Pastur [8], Yin [16] and Silverstein [12] that, with probability
one, FBn(x) converges in distribution to an MP type distribution function
F c,H(x) whose Stieltjes transform m(z) = mF c,H (z) is, for each z ∈ C+ = {z ∈
C : ℑz > 0}, the unique solution to the equation
(1.1) m = −
(
z − c
∫
tdH(t)
1 + tm
)−1
.
Here the Stieltjes transform mF (z) for any probability distribution function
F (x) is given by
(1.2) mF (z) =
∫
1
x− zdF (x), z ∈ C
+.
Note that from (1.1) m(z) has an inverse
(1.3) z = − 1
m
+ c
∫
t
1 + tm
dH(t).
Bai and Silverstein [2] established a far reaching central limit theorem (CLT)
for the eigenvalues of An, which makes possible the hypothesis testing of linear
spectral statistics of sample covariance matrices indexed by analytic functions.
Pan and Zhou [9] relaxed some restriction on the fourth moment of the under-
lying random variables. Lytova and Marcenko [7] and Bai, Wang and Zhou [3]
further, respectively, extended Bai and Silverstein’s theorem from the analytic
test function to the one having fourth derivative when T is the identity ma-
trix. However, the limiting spectral distribution F c,H is usually unknown for
general T . It is also not clear if there is any CLT about
(
FBn(x)− F c,H(x)),
equivalently
(
FAnn (x)− F c,H(x)
)
even in the normal population, here F c,H(x)
is the limiting distribution of FAnn (x). How can one make inference for fc,H(x)
or F c,H(x) based on FAnn (x) or F
Bn(x) without establishing CLTs?
Motivated by the “smoothing” ideas, Jing, Pan, Shao and Zhou [6] proposed
the following kernel estimator of the density function of F c,H(x) as
(1.4) fn(x) =
1
ph
p∑
i=1
K(
x− λi
h
) =
1
h
∫
K(
x− y
h
)dFAnn (y),
where h is the bandwidth. It was proved that fn(x) is a consistent estimator
of fc,H(x) under some regularity conditions.
The main aim of this paper is to establish a CLT for fn(x). This provides
an approach to making inference on the MP type distribution functions. To
this end, we first list some technical conditions on the kernel function.
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Suppose that the kernel function K(x) satisfies
(1.5) lim
|x|→∞
|xK(x)| = lim
|x|→∞
|xK ′(x)| = 0,
(1.6)
∫
K(x)dx = 1,
∫
|xK ′(x)|dx <∞,
∫
|K ′′(x)|dx <∞.
and
(1.7)
∫
xK(x)dx = 0,
∫
x2|K(x)|dx <∞.
Let z = u + iv with v being in a bounded interval, say [−v0, v0] with v0 > 0.
Suppose that
(1.8)
∫ +∞
−∞
|K(j)(z)|du <∞, j = 0, 1, 2,
uniformly in v ∈ [−v0, v0], where K(j)(z) denotes the k-th derivative of K(z).
Some assumptions on Hn(t) := F
T, are also needed. Introduce the interval
(1.9)
[
λmin(T)(1−√cn)2, λmax(T)(1 +√cn)2
]
.
Denote the right and left end points of the above interval, respectively, by
a1 and a2. We then introduce a contour C1 as the union of four segments
γj, j = 1, 2, 3, 4. Here
γ1 = u− iv0h, u ∈ [al, ar], γ2 = u+ iv0h, u ∈ [al, ar],
γ3 = al + iv, v ∈ [−v0h, v0h], γ4 = ar + iv, v ∈ [−v0h, v0h],
where al is any positive value smaller than the left end point of (1.9), ar any
value larger than the right end point of (1.9), and v0 is specified in (1.8).
Assume that on the contour C1
(1.10)
∣∣∣1− cn(m0n(z))2
∫
t2dHn(t)
(1 + tm0n(z))
2
∣∣∣ ≥M1√v,
where ℑ(z) = v > 0, M1 is a positive constant and m0n(z) is the Stieltjes
transform of the distribution function F cn,Hn(x) which is obtained from F c,H(x)
with c and H replaced by cn and Hn. Also, on the contour C1 we assume that
(1.11)
∫
dHn(t)
|1 + tEmn(z)|4
< M
and that
(1.12)
∫
dHn(t)
|1 + tm0n(z)|4
< M,
where Emn(z) is the expectation of the Stieltjes transform of F
Bn and M is a
constant independent of n and z. The main results are stated below.
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Theorem 1. Suppose that
1) h = h(n) is a sequence of positive constants satisfying
(1.13) lim
n→∞
nh5/2 =∞, lim
n→∞
nh3 = 0, lim
n→∞
h = 0 ;
2) K(x) satisfies (1.5)-(1.8) and is analytic on open interval including
[
a2 − a1
h
,
a1 − a2
h
] ;
3) Xij are i.i.d. with EX11 = 0, V ar(X11) = 1, EX
4
11 = 3 and EX
16
11 <
∞, cn → c ∈ (0, 1) ;
4) T is a p× p non-random symmetric positive definite matrix with spec-
tral norm bounded above by a positive constant such that Hn = F
T
converges weakly to a distribution H. Also, Hn satisfies conditions
(1.10)-(1.12);
5) F c,H(x) has a compact support [a, b] with a > 0;
6) the function K(x) and h satisfy
(1.14)
nh2
[ ∫ +∞
x−a
h
yK(y)dy +
∫ x−b
h
−∞
yK(y)dy
]
→ 0,
∫
y2K(y)f ′′cn,Hn(y0)dy <∞
and
(1.15) nh
[
1−
∫ x−a
h
x−b
h
K(y)dy
]
→ 0,
where fcn,Hn(x) is the density function of F
cn,Hn(x) and y0 = t(x −
yh) + (1− t)x with t ∈ (0, 1) and x ∈ (a, b).
Then, as n → ∞, the limiting finite dimensional distributions of the pro-
cesses of
(1.16) nh
(
fn(x)− fcn,Hn(x)
)
, x ∈ (a, b)
are multivariate normal with mean zero and covariance matrix σ2 I, where
σ2 = − 1
2pi2
∫ +∞
−∞
∫ +∞
−∞
K ′(u1)K
′(u2) ln(u1 − u2)2du1du2.
Remark 1. When T is the identity matrix, (1.10) is true, which will be verified
in Appendix 2, and conditions (1.11) and (1.12) also hold, see, (6.30) in [6]
and (7.24). For general T, (1.11) may be removed at the cost of higher moment
of Hn(t) and of a more stringent bandwidth. See Lemma 5 in Appendix 2.
Remark 2. It is easy to check that the Gaussian kernel function satisfies
conditions specified in Theorem 1.
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Theorem 1 is actually a corollary of the following theorem.
Theorem 2. When the conditions (1.14), (1.15) and limn→∞ nh
3 = 0 in The-
orem 1 are removed with the remaining conditions unchanged, Theorem 1 holds
as well if the processes (1.16) are replaced by the processes
nh
[
fn(x)− 1
h
∫ b
a
K(
x− y
h
)dF cn,Hn(y)
]
.
We evaluate the quality of the estimate fn(x) by the mean integrated square
error
L = E
(∫ b
a
(fn(x)− fcn,Hn(x))2dx
)
=
∫ b
a
(
Bias(fn(x))
)2
dx+
∫ b
a
V ar(fn(x))dx,
where Bias(fn(x)) = Efn(x)− fcn,Hn(x). It is easy to verify that (see [14] and
[10])
1
h
∫
K(
x− y
h
)dF cn,Hn(y)− fcn,Hn(x) =
1
2
h2(f c,H(x))′′
∫
x2K(x)dx+O(h3).
Although it is not rigorous from Theorem 2 we roughly have
Efn(x)− 1
h
∫
K(
x− y
h
)dF cn,Hn(y) = o(
1
nh
)
and
V ar(fn(x)) =
σ2
n2h2
+ o(
σ2
n2h2
).
These gives
L =
(1
2
h2(fcn,Hn(x))
′′
∫
x2K(x)dx+O(h3) + o(
1
nh
)
)2
+
σ2(b− a)
n2h2
+ o(
σ2
n2h2
).
Differentiating the above with respect to h and setting it equal to zero, we see
that the asymptotic optimal bandwidth is
(1.17) h∗ =
(σ2(b− a)
2n2c21
)1/6
,
where c1 =
1
2
(fcn,Hn(x))
′′
∫
x2K(x)dx < ∞. This is different from the asymp-
totic optimal bandwidth O(1/n1/5) in classical density estimates (see [14]).
As for Fn(x) =
∫ x
0
fn(y) dy, we have the following result.
Theorem 3. In addition to assumptions 2), 3), 4) and 5) in Theorem 1,
suppose that
lim
n→∞
nh3
√
ln
1
h
→∞, lim
n→∞
h→ 0.
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Then, as n→∞, the limiting finite dimensional distributions of the processes
of
(1.18)
n√
ln 1
h
(
Fn(x)−
∫ x
−∞
[1
h
∫
K(
t− y
h
)dF cn,Hn(y)
]
dt
)
are multivariate normal with mean zero and covariance matrix 1
2pi2
I.
Remark 3. We conjecture that Theorem 3 is still true if we substitute F cn,Hn(x)
for
∫ x
−∞
[
1
h
∫
K( t−y
h
)dF cn,Hn(y)
]
dt. The convergence rate n/
√
ln 1
h
is consis-
tent with the conjectured convergence rate n/
√
log n of the empirical spectral
distributions of sample covariance matrices to the MP type distribution.
The paper is organized as follows. Theorem 2 is proved in Section 2 and
Section 3. In Section 4 we present the proof of Theorem 3. Some technical
lemmas are given in Appendix 1. Appendix 2 deals with Remark 1 and The-
orem 1 and Appendix 3 gives the derivation of the variances and means in
Theorem 2 and Theorem 3.
2. Finite dimensional convergence of the processes
Throughout the paper, to save notation,M may stand for different constants
on different occasions. This and the subsequent sections deal with Theorem
2 and the argument for handling nh
(
1
h
∫ b
a
K(x−y
h
)dF cn,Hn(y) − fcn,Hn(x)
)
is
given at the end of Appendix 2.
Following the truncation steps in [2] we may truncate and re-normalize the
random variables as follows
(2.1) |Xij| ≤ τnn1/2, EXij=0, EX2ij = 1,
where τnn
1/3 →∞. Based on this one may then verify that
(2.2) EX411 = 3 +O(
1
n
).
For any finite constants l1, · · · , lr and x1, · · · , xr ∈ [a, b], by Cauchy’s for-
mula
nh
( r∑
j=1
lj
(
fn(xj)− 1
h
∫
K(
xj − y
h
)dF cn,Hn(y)
))
= − 1
2pii
∮
C1
r∑
j=1
ljK(
xj − z
h
)Xn(z)dz,(2.3)
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where Xn(z) = tr(An− zI)−1−nmF cn,Hn (z) and C1 is defined in the introduc-
tion.
From Fubini’s theorem and (1.8) we obtain for j = 0, 1, 2.∫ ar
al
[1
h
∫ v0
0
|K(j)(x− u
h
+iv)|dv
]
du =
∫ v0
0
[1
h
∫ ar
al
|K(j)(x− u
h
+iv)|du
]
dv <∞.
This implies for u ∈ [al, ar]
(2.4)
1
h
∫ v0
0
|K(j)(x− u
h
+ iv)|dv <∞, j = 0, 1, 2.
For the sake of simplicity, write A = An. We now introduce some notation.
DefineA(z) = A−zI, Ak(z) = A(z)−sksTk , and sk = T1/2xk with xk being the
kth column of Xn. Let Ek = E(·|s1, · · · , sk) and E0 denote the expectation.
Set
βk(z) =
1
1 + sTkA
−1
k (z)sk
, ηk(z) = s
T
kA
−1
k (z)sk −
1
n
trTA−1k (z),
b1(z) =
1
1 + EtrTA−11 (z)/n
, βtrk (z) =
1
1 + trTA−1k (z)/n
.
We frequently use the following equalities:
(2.5) A−1(z)−A−1k (z) = −βk(z)A−1k (z)sksTkA−1k (z);
(2.6) β1 = b1 − b1β1ξ1(z) = b1 − b21ξ1(z) + b21β1ξ21(z)
where ξ1(z) = s
T
1A
−1
1 (z)s1 − En−1trA−11 (z)T. At this moment, we would
point out that the length of the vertical lines of the contour of integral in (2.3)
converges to zero. As a consequence, except |b1(z)| we can not expect |βk(z)|
and |βtrk (z)| to be bounded above by constants although they are bounded
by |z|/|v| (see [1]) (of course v 6= 0 in the cases of interest). Instead, the
moments of βk(z) and β
tr
k (z) are proved to be bounded. We summarize such
estimates in Lemma 3 in Appendix 1. Sometimes we deal with the term
1
n
trTA−11 (z)TA
−1
1 (z¯) in the following way: One may verify that
Im(1 +
1
n
trTA−1k (z)) ≥ vλmin(T)
1
n
trA−1k (z)A
−1
k (z¯),
which implies that
(2.7) |βtrk (z)
1
n
trTA−1k (z)TA
−1
k (z¯)| ≤
M
|v| .
We also frequently use the fact that ‖A−1k (z)‖ ≤ 1/|v|.
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Write
trA−1(z)−EtrA−1(z) =
n∑
k=1
(
EktrA
−1(z)−Ek−1trA−1(z)
)
=
n∑
k=1
(
Ek−Ek−1
)
tr
[
A−1(z)−A−1k (z)
]
= −
n∑
k=1
(
Ek−Ek−1
)[
βk(z)s
T
kA
−2
k (z)sk
]
(2.8) = −
n∑
k=1
(
Ek −Ek−1
)[
log βk(z)
]′
,
where in the third step one uses (2.5) and the derivative in the last equality is
with respect to z. We then obtain from integration by parts that
(2.9)
1
2pii
∮
K(
x− z
h
)(trA−1(z)− EtrA−1(z))dz
= − 1
2pii
n∑
k=1
(Ek − Ek−1)
∮
K(
x− z
h
)
[
log βk(z)
]′
dz
(2.10) =
1
h
1
2pii
n∑
k=1
(Ek − Ek−1)
∮
K ′(
x− z
h
) log
(βtrk (z)
βk(z)
)
dz
=
1
h
1
2pii
n∑
k=1
(Ek − Ek−1)
∮
K ′(
x− z
h
) log
(
1 + βtrk (z)ηk(z)
)
dz
(2.11) =
1
h
1
2pii
n∑
k=1
(Ek − Ek−1)
∮
K ′(
x− z
h
)
(
βtrk (z)ηk(z) + ek(z)
)
dz
where
ek(z) = log(1 + β
tr
k (z)ηk(z))− βtrk (z)ηk(z).
Below, consider z ∈ γ2, the top horizontal line of the contour, unless it is
further specified. We remind readers that v = v0h on γ2. The next aim is to
prove that
(2.12)
1
h
n∑
k=1
(Ek − Ek−1)
∫
K ′(
x− z
h
)ek(z)dz
i.p.−→ 0.
By Lemma 4, we have for m = 2, 4, 6
(2.13) E
(
|ηk(z)|m|A−1k (z)
)
≤ M
nm/2
[ 1
n
trTA−1k (z)TA
−1
k (z¯)
]m/2
.
This, together with Lemma 3 in Appendix 1 and (2.7), gives
(2.14) E|βtrk (z)ηk(z)|4 = E
(
|βtrk (z)|4E(|ηk(z)|4|A−1k (z))
)
≤ M
n2v2
.
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It follows that
n∑
k=1
P (|βtrk (z)ηk(z)| ≥ 1/2) ≤ 24
n∑
k=1
E|βtrk (z)ηk(z)|4 ≤
M
nv2
.
Via (1.8), (2.14) and the inequality
(2.15) | log(1 + x)− x| ≤ M |x|2, for |x| ≤ 1/2,
we obtain
1
h2
E
∣∣∣ n∑
k=1
(Ek − Ek−1)
∫
K ′(
x− z
h
)ek(z)I(|βtrk (z)ηk(z)| < 1/2)du
∣∣∣2
(2.16) ≤ M
h2
n∑
k=1
E
∣∣∣ ∫ K ′(x− z
h
)ek(z)I(|βtrk (z)ηk(z)| < 1/2)du
∣∣∣2
≤ M
h2
n∑
k=1
[ ∫ ∫
|K ′(x− z1
h
)K ′(
x− z2
h
)|
(
E|(βtrk (z1)ηk(z1))|4
×E|(βtrk (z2)ηk(z2))|4
)1/2
du1du2
]
≤ M
nv2
.
Thus, (2.12) is proven. Therefore on γ2
(2.17) (2.9) =
1
2pii
n∑
k=1
Yk(x) + op(1),
where
Yk(x) = Ek
[1
h
∫
K ′(
x− z
h
)
(
βtrk (z)ηk(z)
)
dz
]
.
Apparently, Yk(z) is a martingale difference so that we may resort to the
CLT for martingale (see Theorem 35.12 in [4]). As in (2.16), by (1.8) and
(2.14) we have
n∑
k=1
E|Yk(z)|4 ≤ M
nv2
.
which ensures the Lyapunov condition for the CLT is satisfied.
Thus, it is sufficient to investigate the limit of the following covariance func-
tion
− 1
4pi2
n∑
k=1
Ek−1[Yk(x1)Yk(x2)]
= − 1
4h2pi2
∫ ∫
K ′(
x1 − z1
h
)K ′(
x2 − z2
h
)Cn1(z1, z2)dz1dz2,(2.18)
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where
Cn1(z1, z2) =
n∑
k=1
Ek−1
[
Ek
(
βtrk (z1)ηk(z1)
)
Ek
(
βtrk (z2)ηk(z2)
)]
.
By (2.7), (2.13) and (5.5)
E
(
|(βtrk (z)− b1(z))ηk(z)|2
∣∣∣A−1k (z))
≤ M
n3
E
(
|βtrk (z)b1(z)(trA−1(z)T−EtrA−1(z)T)|2
×1
n
trTA−1k (z)TA
−1
k (z¯)
∣∣∣A−1k (z))
≤ M
n3v
|βtrk (z)||trA−1(z)T−EtrA−1(z)T|2.(2.19)
This and Lemma 3 lead to
E
∣∣∣(βtrk (z1)− b1(z1))ηk(z1)Ek((βtrk (z2)− b1(z2))ηk(z2))∣∣∣
≤
[
E|(βtrk (z1)− b1(z1))ηk(z1)|2E|(βtrk (z2)− b1(z2))ηk(z2)|2
]1/2
≤ M
n3v4
and
E
∣∣∣(βtrk (z1)− b1(z1))ηk(z1)Ek(ηk(z2))∣∣∣ ≤ Mn2v5/2 .
It follows that
(2.20) E
∣∣∣Cn(z1, z2)− b1(z1)b1(z2) n∑
k=1
Ek−1
(
Ekηk(z1)Ekηk(z2)
)∣∣∣ ≤ M
nv5/2
.
Note that for any non-random matrices B and C
E(sT1Cs1 − trC)(sT1Bs1 − trB)
= n−2(EX411 − |EX211|2 − 2)
p∑
i=1
(T1/2CT1/2)ii(T
1/2BT1/2)ii
+|EX211|2n−2trT1/2CTBTT1/2 + n−2trT1/2CTBT1/2.(2.21)
This implies that
b1(z1)b1(z2)
n∑
k=1
Ek−1
(
Ekηk(z1)Ekηk(z2)
)
= (EX411 − 3)b1(z1)b1(z2)Cn1(z1, z2) + 2b1(z1)b1(z2)Cn2(z1, z2)(2.22)
= 2b1(z1)b1(z2)Cn2(z1, z2) +O( 1
nv2
),(2.23)
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where
Cn1(z1, z2) = 1
n2
n∑
k=1
p∑
j=1
(Ek(T
1/2A−1k (z1)T
1/2)jjEk(T
1/2A−1k (z2)T
1/2)jj,
Cn2(z1, z2) = 1
n2
n∑
k=1
trT1/2Ek(A
−1
k (z1))TEk(A
−1
k (z2))T
1/2,
and in the last step one uses (2.2) and the fact that |(Ek(T1/2A−1k (z1)T1/2)jj| ≤
1
v
.
The next aim is to convert the random variables involved in Cn2(z1, z2) to
their corresponding expectations. To this end, we introduce more notation
and estimates, and establish a lemma. Define
Akj(z) = A(z)− sksTk − sjsTj , βkj(z) =
1
1 + sTj A
−1
kj (z)sj
,
b12(z) =
1
1 + n−1EtrTA−112 (z)
, βtrkj(z) =
1
1 + n−1trA−1kj (z)
and
ξkj(z) = s
T
j A
−1
kj (z)sj−En−1trA−1kj (z)T, ηkj(z) = sTj A−1kj (z)sj−n−1trA−1kj (z)T.
Note that
(2.24) A−1k (z)−A−1kj (z) = −βkj(z)A−1kj (z)sjsTj A−1kj (z)
and (see Lemma 2.10 of [1]) for any p× p matrix D
(2.25) |tr(A−1k (z)−A−1kj (z))D| ≤
‖D‖
v
.
By Lemma 3 in Appendix 1 and (2.25) we have
(2.26)
1
n4
E|trA−1kj (z)T− EtrA−1kj (z)T|8 ≤
M
n8v12‖T‖8 , E|ξkj(z)|
8 ≤ M
n4v4
.
By Lemma 3 we have
(2.27) E
1
n
trA−1(z)A−1(z¯) =
1
v
Im(E
1
n
trA−1(z)) ≤ M
v
,
which, together with (2.25), implies that
(2.28) E
1
n
trA−1kj (z)A
−1
kj (z¯) ≤
M
v
.
By (2.25) and the fact that b1(z) is bounded, given in Lemma 3, it is straight-
forward to verify that |b1(z)− b12(z)| ≤ 1nv2 and hence
(2.29) |b12(z)| ≤M.
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We are now in a position to state Lemma 1:
Lemma 1. For non-random matrix D
E
∣∣∣1
n
trDA−1k (z1)TEk(A
−1
k (z2))−E
( 1
n
trDA−1k (z1)TEk(A
−1
k (z2))
)∣∣∣2
≤
{
M
n2v5
when ‖D‖ ≤ M
M
n2v6
when 1
n
trDD∗ ≤M.(2.30)
Remark 4. Checking on the argument of Lemma 1, we see that Lemma 1
holds as well when we replace Ek(A
−1
k (z2)) by A
−1
k (z2). The main difference
of arguments is that we do not need to distinguish between the cases j < k and
j > k when dealing with the latter.
Proof. We begin with a martingale decomposition of random variable of inter-
est:
1
n
trDA−1k (z1)TEk(A
−1
k (z2))− E
(1
n
trDA−1k (z1)TEk(A
−1
k (z2))
)
=
1
n
n∑
j 6=k
(Ej − Ej−1)
[
trDA−1k (z1)TEk(A
−1
k (z2))
]
=
1
n
n∑
j 6=k
(Ej − Ej−1)
[
trDA−1k (z1)TEk(A
−1
k (z2))− trDA−1kj (z1)TEk(A−1kj (z2))
]
=
1
n
n∑
j 6=k
(Ej −Ej−1)(δ1 + δ2 + δ3),
where, via (2.24),
δ1 = βkj(z1)s
T
j A
−1
kj (z1)TEk
(
βkj(z2)A
−1
kj (z2)sjs
T
j A
−1
kj (z2)
)
DA−1kj (z1)sj
δ2 = −βkj(z1)sTj A−1kj (z1)TEk
(
A−1kj (z2)
)
DA−1kj (z1)sj
and
δ3 = −trDA−1kj (z1)TEk
(
βkj(z2)A
−1
kj (z2)sjs
T
j A
−1
kj (z2)
)
.
Note that
(2.31) |βkj|‖sTj A−1kj (z)‖2 = |βkjsTj A−1kj (z)A−1kj (z¯)sj | ≤
1
v
which implies that
(2.32) |δ1| ≤ 1
v2‖D‖ .
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Write
(2.33)
βkj(z) = b12(z)−βkj(z)b12(z)ξkj(z) = b12(z)− b212(z)ξkj(z)+βkj(z)b212(z)ξ2kj(z).
This implies that when j > k,
(Ej − Ej−1)δ1 = (Ej − Ej−1)b12(z1)(δ11 − δ12),
where δ12 = ξkj(z1)δ1 and
δ11 = s
T
j A
−1
kj (z1)TEk
(
βkj(z2)Gk(z2)
)
DA−1kj (z1)sj
−n−1trTA−1kj (z1)TEk
(
βkj(z2)Gk(z2)
)
DA−1kj (z1)
withGk(z2) = A
−1
kj (z2)sjs
T
j A
−1
kj (z2). When ‖D‖ ≤M we conclude from (2.31),
(2.32), (2.28) and Lemma 4 that
E| 1
n
n∑
j 6=k
(Ej − Ej−1)(δ11 + δ12)|2 ≤ 1
n2
n∑
j 6=k
E|δ11|2 + E|δ12|2 ≤ M
n2v5‖D‖2 .
When 1
n
trDD∗ ≤M , by Lemma 4 and (2.31)
E|δ11|8 ≤ M
n4v24
(
1
n
trDD∗)4 ≤ M
n4v24
.
This, together with (2.26) and Lemma 3, implies
E|δ12|2 ≤ME|ξkjβkjδ11|2+M
n2
E|ξkjβkjtrTA−1kj (z1)TEk
(
βkj(z2)Gk(z2)
)
DA−1kj (z1)|2
≤ M
nv6
,
because via (2.31) and Holder’s inequality
1
n4
E|trTA−1kj (z1)TEk
(
βkj(z2)Gk(z2)
)
DA−1kj (z1)|8
≤ M
v16
E(
1
n
trA−1kj (z1)A
−1
kj (z¯1))
4(
1
n
trDD∗)4
≤ M
v20
E| 1
n
trA−1kj (z1)− E
1
n
trA−1kj (z1)|4 +
M
v20
|E 1
n
trA−1kj (z1)|4 ≤
M
v20
.(2.34)
These give
E| 1
n
n∑
j 6=k
(Ej −Ej−1)(δ11 + δ12)|2 ≤ 1
n2
n∑
j 6=k
E|δ11|2 + E|δ12|2 ≤ M
n2v6
.
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For handling the case j < k, we define A−1kj (z), βkj(z) and ξkj(z) using
s1, · · · , sj−1, sj+1, · · · , sk−1, sk+1, · · · , sn as A−1kj (z), βkj(z) and ξkj(z) are de-
fined using s1, · · · , sj−1, sj+1, · · · , sk−1, sk+1, · · · , sn. Here s1, · · · , sn are i.i.d.
copies of s1 and independent of {sj , j = 1, · · · , n}. Let
αk1 = s
T
j A
−1
kj (z1)TA
−1
kj (z2)sj , αk2 = s
T
j A
−1
kj (z1)DA
−1
kj (z2)sj .
Applying (2.33) and the equality for β
kj
(z2) similar to (2.33) yields
(Ej − Ej−1)δ1 = (Ej − Ej−1)
[
βkj(z1)βkj(z2)αk1αk2
]
= b12(z1)b12(z2)[δ13 + δ14 + δ15 + δ16 + δ17 + δ18],
where
δ13 = (Ej−Ej−1)
(
ζkj1ζkj2
)
, δ14 = (Ej−Ej−1)
(
ζkj1n
−1trA−1kj (z1)DA
−1
kj (z2)T
)
,
δ15 = (Ej −Ej−1)
(
ζkj2n
−1trA−1kj (z1)TA
−1
kj (z2)T
)
,
δ16 = −(Ej −Ej−1)
[
βkj(z1)ξkj(z1)αk1αk2
]
,
δ17 = −(Ej − Ej−1)
[
β
kj
(z2)ξkj(z2)αk1αk2
]
and
δ18 = (Ej − Ej−1)
[
βkj(z1)βkj(z2)ξkj(z1)ξkj(z2)αk1αk2
]
,
with
ζkj1 = αk1−n−1trA−1kj (z1)TA−1kj (z2)T, ζkj2 = αk2−n−1trA−1kj (z1)DA−1kj (z2)T.
Consider ‖D‖ ≤ M first. It follows from Lemma 4, (2.26) and (2.28) that
(or see (5.8) in Appendix 1)
(2.35)
E|ζkj1|4 ≤ M
n2v4
E| 1
n
trA−1kj (z1)A
−1
kj (z¯1)|2 ≤
M
n2v6
, E|ζkj2|4 ≤ M
n2v6‖D‖2 .
Similarly, by (2.26) and (2.28), as in (2.34), we have
E|n−1trA−1kj (z1)DA−1kj (z2)T|4
≤ M‖D‖4
(
E|n−1trA−1kj (z1)A−1kj (z¯1)|4E|n−1trA−1kj (z2)A−1kj (z¯2)|4
)1/2
≤ M‖D‖4v4 .(2.36)
In view of (2.35) and (2.29),
E| 1
n
n∑
j 6=k
(Ej − Ej−1)b12(z1)b12(z2)(δ13)|2 ≤ M
n3v6‖D‖2 .
CLT OF NONPARAMETRIC ESTIMATE OF DENSITY FUNCTIONS 15
While (2.36) and (2.29) yield
E| 1
n
n∑
j 6=k
(Ej − Ej−1)b12(z1)b12(z2)(δ1j)|2 ≤ M
n2v5‖D‖2 , j = 4, 5.
It follows from (2.31) that
|βkj(z1)αk1αk2| ≤ M
v
‖A−1kj (z2)sj‖2 =
M
v
sTj A
−1
kj (z¯2)A
−1
kj (z2)sj .
In the mean time we obtain from Lemma 4
(2.37) E|sTj A−1kj (z¯2)A−1kj (z2)sj −
1
n
trA−1kj (z¯2)A
−1
kj (z2)T|8 ≤
M
n4v12
.
Thus we have
E| 1
n
n∑
j 6=k
(Ej − Ej−1)b12(z1)b12(z2)(δ16)|2 ≤ M
n2v5
.
Obviously, this estimate applies to the term involving δ17. From (2.31) and
Lemma 3 we obtain
E| 1
n
n∑
j 6=k
(Ej − Ej−1)b12(z1)b12(z2)(δ18)|2 ≤ M
n3v6‖D‖2 .
Summarizing the above we have
E| 1
n
n∑
j 6=k
(Ej −Ej−1)b12(z1)b12(z2)(δ1)|2 ≤ M
n2v5‖D‖2 .
Consider 1
n
trDD∗ ≤M next. By Lemma 4
(2.38)
E|ζkj2|8 ≤ M
n4
E(
1
n
trA−1kj (z1)DA
−1
kj (z2)TA
−1
kj (z¯2)DA
−1
kj (z¯1)T)
4 ≤ M
n4v16
(
1
n
trDD)2.
Observe that
(2.39) E|n−1trA−1kj (z1)DA−1kj (z2)T|8 ≤
M
v12
|n−1trDD∗|4.
This, together with (2.35) and (2.36), give
E| 1
n
n∑
j 6=k
(Ej − Ej−1)b12(z1)b12(z2)(δ13)|2 ≤ M
n3v7
,
and
E| 1
n
n∑
j 6=k
(Ej −Ej−1)b12(z1)b12(z2)(δ1j)|2 ≤ M
n2v6
, j = 4, 5.
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To deal with δ16, we obtain from (2.31)
E|βkj(z1)ξkj(z1)αk1αk2|2 ≤ M
v
E
(√
|βkj(z1)|ξkj(z1)ζkj2‖A−1kj (z2)sj‖
)2
+
M
v
E
(√
|βkj(z1)|ξkj(z1)‖A−1kj (z2)sj‖n−1trA−1kj (z1)DA−1kj (z2)T
)2
.
We conclude from (2.38), (2.26), (2.37) and Lemma 3
E
(√
|βkj(z1)|ξkj(z1)ζkj2‖A−1kj (z2)sj‖
)2
≤ (E|ξkj|8E|ζkj2|8)1/4(E|βkj|4E|sTj A−1kj (z¯2)A−1kj (z2)sj|4)1/4 ≤
M
n2v6
.
Replacing ζkj2 with n
−1trA−1kj (z1)DA
−1
kj (z2)T in the above similarly gives
E
(√
|βkj(z1)|ξkj(z1)‖A−1kj (z2)sj‖n−1trA−1kj (z1)DA−1kj (z2)T
)2
≤ M
nv5
.
Consequently E| 1
n
n∑
j 6=k
(Ej−Ej−1)b12(z1)b12(z2)(δ16)|2 ≤ Mn2v6 . This estimate ap-
parently applies to the term involving δ17. Also, for δ18 we similarly have
E|δ18|2 ≤ M
v3
E
(√
|βkj(z2)|ξkj(z1)ξkj(z1)‖A−1kj (z2)sj‖
)2
≤ M
n2v6
.
The terms δ2 and δ3 can be similarly, even simpler, proved to have the same
order. Thus Lemma 1 is complete.

Combining (1.8), (2.18), (2.20), (2.23) and Lemma 1 withD = I we conclude
that
− 1
4pi2
n∑
k=1
Ek−1[Yk(x1)Yk(x2)]
= − 1
2h2pi2
∫ ∫
K ′(
x1 − z1
h
)K ′(
x2 − z2
h
)an1(z1, z2)dz1dz2 + op(1),(2.40)
where
an1(z1, z2) =
b1(z1)b1(z2)
n2
n∑
k=1
E
[
trTA−1k (z1)TEk(A
−1
k (z2))
]
.
Thus, it is enough to investigate the uniform convergence of an1(z1, z2).
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2.1. The limit of an1(z1, z2). Before developing the limit of an1(z1, z2), we
first establish Lemma 2 below, which improves (5.1) in Lemma 3.
Lemma 2.
(2.41)
1
n2
E|trA−1k (z)F−1(z)D−EtrA−1k (z)F−1(z)D|2 ≤
M
n2v3‖D‖2 ,
where F−1(z) = (EmnT+ I)
−1 and D = T or (zI− n−1
n
b12(z)T)
−1.
Proof. With notation F−11 (z) = (zI − n−1n b12(z)T)−1, we start the proof of
Lemma 2 by presenting the equality (2.9) in [2]
(2.42) A−1k (z) = −F−11 (z) + b12(z)B(z) + C(z) +D(z),
where
B(z) =
∑
j 6=k
F−11 (z)(sjs
T
j − n−1T)A−1kj (z),
C(z) =
∑
j 6=k
(βkj(z)− b12(z))F−11 (z)sjsTj A−1kj (z)
and
D(z) = n−1b12(z)F
−1
1 (z)T
∑
j 6=k
(A−1kj (z)−A−1k (z)).
By (1.11) we have
(2.43)
1
n
trF−21 (z)F
−2
1 (z¯) ≤ M,
1
n
trF−2(z)F−2(z¯) ≤M.
However sometimes we also use the fact that (see (2.10) in [2] and Lemma 2.11
of [1])
(2.44) ‖F1(z)‖ ≤ M
v
, ‖F(z)‖ ≤ M
v
.
With H = F−1(z) or H = I, we first apply (2.42) with z replaced by z2 to
prove that
(2.45)
1
n
E
[
trA−1k (z2)HTF
−1
1 (z1)T
]
= −1
n
trF−11 (z2)HTF
−1
1 (z1)T+O(
1
nv5/2
),
which, together with (2.43), then implies that
(2.46)
∣∣∣ 1
n
E
[
trA−1k (z)HTF
−1
1 (z)T
]∣∣∣ ≤M.
To see (2.45), first note that
1
n
E
[
trB(z2)HTF
−1
1 (z1)T
]
= 0.
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Second, applying (2.33) yields
1
n
E
[
trC(z2)HTF
−1
1 (z1)T
]
= −1
n
∑
j 6=k
E
[
b212(z1)ηkj(z1)ηkj1
]
−1
n
∑
j 6=k
E
[
b212(z1)
1
n
(trA−1kj (z)T−EtrA−1kj (z)T)
1
n
trA−1kj (z)HTF
−1
1 (z1)TF
−1
1 (z)T
]
+
1
n
∑
j 6=k
E
[
βkj(z)b
2
12(z)ξ
2
kjs
T
j A
−1
kj (z)HTF
−1
1 (z1)TF
−1
1 (z)sj
]
,
where
ηkj1 = s
T
j A
−1
kj (z)HTF
−1
1 (z)TF
−1
1 (z)sj −
1
n
trA−1kj (z)HTF
−1
1 (z)TF
−1
1 (z)T.
By Lemma 4, (2.43) and (2.44)
(2.47) E|ηkj1|4 ≤ M
n2v8
(
1
n
trF−21 (z)F
−2
1 (z¯))
2 ≤ M
n2v8
,
and via Holder’s inequality and (2.43)
(2.48)
∣∣∣ 1
n
trA−1kj (z)HTF
−1
1 (z)TF
−1
1 (z)T
∣∣∣ ≤ M
v
.
Appealing to (2.47) and (2.26) yields∣∣∣E[b12(z1)ξkj(z1)ηkj1]∣∣∣ ≤ M
nv5/2
.
We obtain from (2.48) and (2.26)∣∣∣E[ 1
n
(trA−1kj (z)T−EtrA−1kj (z)T)
1
n
trA−1kj (z)HTF
−1
1 (z1)TF
−1
1 (z)T
]∣∣∣ ≤ M
nv5/2
.
In view of (2.47), (2.26), (2.48) and Lemma 3 we have∣∣∣E[βkj(z1)ξ2kjsTj A−1kj (z)HTF−11 (z1)TF−11 (z1)sj]∣∣∣
≤ (E|ξkj(z1)|4)1/2(E|βkj(z)|4E|sTj A−1kj (z)HTF−11 (z1)TF−11 (z)sj |4)1/4 ≤
M
nv5/2
.
Let ηkj2 equal to
sTj A
−1
kj (z)HTF
−1
1 (z)TF
−1
1 (z)A
−1
kj (z)sj−
1
n
trA−1kj (z)HTF
−1
1 (z)TF
−1
1 (z)A
−1
kj (z)T.
Then, as in (2.47),
(2.49) E|ηkj2|4 ≤ M
n2v12
,
∣∣∣ 1
n
trA−1kj (z)HTF
−1
1 (z)TF
−1
1 (z)A
−1
kj (z)T
∣∣∣ ≤ M
v2
.
This, together with (2.33), (2.26) and Lemma 3, ensures that
| 1
n
E
[
trD(z2)HTF
−1
1 (z1)T
]
| ≤ M
n3/2v5/2
.
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Thus (2.45) is true.
When replacing F−11 (z),T with F
−1(z¯), I, respectively, (2.46) further ensures
that
(2.50)
E
1
n
trF−1(z¯)A−1k (z¯)A
−1
k (z)F
−1(z) =
1
v
ℑ
(
E
1
n
trF−1(z¯)A−1k (z)F
−1(z)
)
≤ M
v
.
As before, we get a martingale representation as follows:
1
n
trA−1k (z)F
−1(z)D− EtrA−1k (z)F−1(z)D
=
1
n
∑
j 6=k
(Ej − Ej−1)
(
trA−1k (z)F
−1(z)D− trA−1kj (z)F−1(z)D
)
=
1
n
∑
j 6=k
(Ej − Ej−1)sTj A−1kj (z)F−1(z)DA−1kj (z)sjβkj
=
b12(z)
n
∑
j 6=k
(Ej − Ej−1)
(
φ1 + φ2 + φ3
)
,
where
φ1 = s
T
j A
−1
kj (z)F
−1(z)DA−1kj (z)sj −
1
n
trA−1kj (z)F
−1(z)DA−1kj (z)T,
φ2 = −b12(z)sTj A−1kj (z)F−1(z)DA−1kj (z)sjξkj(z),
and
φ3 = b12(z)βkjs
T
j A
−1
kj (z)F
−1(z)DA−1kj (z)sjξ
2
kj(z).
Here in the last step one uses (2.33). By Lemma 4 and (2.50) we have
E|φ1|2 ≤ M
n2
EtrA−1kj (z)F
−1(z)DA−1kj (z)TA
−1
kj (z¯)DF
−1(z¯)A−1kj (z¯)
≤ M
n2v2‖D‖2EtrF
−1(z¯)A−1kj (z¯)A
−1
kj (z)F
−1(z) ≤ M
nv3‖D‖2 .(2.51)
Similarly, from (2.43) and (2.28) it is easy to verify that
(2.52) E|φ1|8 ≤ M
n4v14‖D‖8 .
As in (2.13), by Lemma 3, (2.26) and (2.50) we have
E| 1
n
trA−1kj (z)F
−1(z)DA−1kj (z)Tηkj(z)|2
≤ M
n
E
(
| 1
n
trA−1kj (z)F
−1(z)DA−1kj (z)T|2
1
n
trA−1kj (z)A
−1
kj (z¯)
)
≤ M
n‖D‖2E
[ 1
n
trA−1kj (z)F
−1(z)F−1(z¯)A−1kj (z¯)
(1
n
trA−1kj (z)A
−1
kj (z¯)
)2]
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≤ M
n3v2‖D‖2E
[
trA−1kj (z)F
−1(z)F−1(z¯)A−1kj (z¯)
(2.53) ×
(∣∣∣trA−1kj (z)−EtrA−1kj (z)∣∣∣2+ |EtrA−1kj (z)|2)] ≤ Mnv3‖D‖2 .
Note that
(Ej − Ej−1)
[1
n
trA−1kj (z)F
−1(z)DA−1kj (z)T(
1
n
trA−1kj (z)T−
1
n
EA−1kj (z)T)
]
= 0.
This, together with (2.52), (2.53) and (2.26), implies that
E| 1
n
∑
j 6=k
(Ej − Ej−1)φ2|2 ≤ M
n2v3‖D‖2 .
By (2.52) and Lemma 3 we obtain
(2.54) (E|ξkj(z)|8)1/2(E|φ1|8E|βkj|8)1/4 ≤ M
n3v13/2
(E|βkj|4)1/4 ≤ M
n3v13/2
.
From Holder’s inequality, (2.28) and (2.43)
E| 1
n
trA−1kj (z)F
−1(z)DA−1kj (z)T|8 ≤ E|
1
n
trA−2kj (z)A
−2
kj (z¯)
1
n
trF−1(z)F−1(z¯)|4 ≤ M
v12
.
This, together with Lemma 3 and (2.26), implies that
(E| 1
n
(trA−1kj (z)−EtrA−1kj (z))|8)1/2(E|
1
n
trA−1kj (z)F
−1(z)DA−1kj (z)T|8E|βkj|8)1/4
≤ M
n4v10
and that
(E|βkj|4)1/2(E
∣∣∣ 1
n
trA−1kj (z)F
−1(z)DA−1kj (z)T|4|ηkj(z)|8
∣∣∣)1/2
≤ M
n2v2
(E
∣∣∣ 1
n
trA−1kj (z)F
−1(z)DA−1kj (z)T
1
n
trA−1kj (z)
∣∣∣4)1/2 ≤ M
n2v5
.
These and (2.54) ensure that
E|φ3|2 ≤ M
n2v5
.
Thus, Lemma 2 is complete.

To later use, we now consider a more general form than an1(z1, z2)
(2.55) a
(1)
n2 (z1, z2) =
1
n2
n∑
k=1
E
[
trTA−1k (z1)TEk(A
−1
k (z2))H
]
.
One should note that a
(1)
n2 (z1, z2) reduces to an2(z1, z2) when H = I.
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Applying the definition of C(z1) and (2.33) gives
(2.56)
1
n
E
[
trTC(z1)TEk(A
−1
k (z2))H
]
= C1(z1) + C2(z1),
where
C1(z1) = −b212(z1)
1
n
∑
j 6=k
E
[
ξkj(z1)s
T
j Aˆ
−1
kjk(z1, z2)sj
]
and
C2(z1) = b
2
12(z1)
1
n
∑
j 6=k
E
[
βkj(z1)ξ
2
kj(z)s
T
j Aˆ
−1
kjk(z1, z2)sj
]
.
Here
(2.57) Aˆ−1kjk(z1, z2) = A
−1
kj (z1)TEk(A
−1
k (z2))HTF
−1
1 (z1).
Define
ζkj3 = s
T
j Aˆ
−1
kjk(z1, z2)sj −
1
n
trAˆ−1kjk(z1, z2)T.
Consider j > k first. Then by Lemma 4 and (2.43)
(2.58) E|ζkj3|4 ≤ M
n2v8
,
and via an argument similar to (2.36), (2.28) and Holder’s inequality
(2.59) E| 1
n
trAˆ−1kjk(z1, z2)T|4 ≤
M
v6
.
It follows from (2.58), (2.59) and (2.26) that
|C2(z1)| ≤ M
n
∑
j 6=k
(E|ξkj(z1)|4)1/2
[
E|βkj(z1)|4
×
(
E|ζkj3|4 + E| 1
n
trAˆ−1kjk(z1, z2)T|4
)]1/4
≤ M
nv5/2
.
As for C1(z1), by (2.58), (2.26), (2.25) and (2.30) with D = HTF
−1
1 (z1)T we
have
1
n
∑
j>k
E
[
ξkj(z1)s
T
j Aˆ
−1
kjk(z1, z2)sj
]
=
1
n
∑
j>k
E
[
ηkj(z1)ζkj3
+
1
n2
(trA−1kj − EtrA−1kj )(trAˆ−1kjk(z1, z2)T− EtrAˆ−1kjk(z1, z2)T)
]
= O(
1
nv5/2
).
When j < k, decompose A−1k (z2) as
A−1kj (z2)−A−1kj (z2)sjsTj A−1k (z2)βkj.
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Then, apparently, the above argument for the case j > k also works if we
replace Ek(A
−1
k (z2)) in Aˆ
−1
kjk(z1, z2) with Ek(A
−1
kj (z2)). For another term of
C2(z1) by (2.31), (2.26) and Lemma 3
E
∣∣∣βkj(z1)βkj(z2)ξ2kj(z)sTj A−1kj (z1)TA−1kj (z2)sjsTj A−1kj (z2)HTF−11 (z1)sj
∣∣∣
≤ M
v
(E|βkj(z1)|2E|βkj(z2)|2E|ξkj|8E|sTj A
−1
kj (z2)HTF
−1
1 (z1)sj |4)1/4 ≤
M
nv5/2
,
because
(2.60) E|ζkj4|4 ≤ M
n2v4
, E| 1
n
trA−1kj (z2)HTF
−1
1 (z1)T|4 ≤
M
v2
,
with ζkj4 = s
T
j A
−1
kj (z2)HTF
−1
1 (z1)sj − n−1trA−1kj (z2)HTF−11 (z1)T. As for an-
other term of C1(z1), an application of (2.33) yields
1
n
∑
j<k
E
[
ξkj(z1)s
T
j A
−1
kj (z1)TEk
(
A−1kj (z2)sjs
T
j A
−1
kj (z2)βkj(z2)
)
HTF−11 (z1)sj
]
=
1
n
∑
j<k
E
[
β
kj
(z2)ξkj(z1)s
T
j A
−1
kj (z1)TA
−1
kj (z2)sjs
T
j A
−1
kj (z2)HTF
−1
1 (z1)sj
]
=
b12
n
∑
j<k
[C11 + C12 + C13 + C14 + C15 + C16],(2.61)
where
C11 = E
[
ξkj(z1)ζkj1ζkj4
]
, C12 = E
[
ξkj(z1)ζkj1n
−1trA−1kj (z2)HTF
−1
1 (z1)T
]
C13 = E
[
ξkj(z1)ζkj4n
−1trA−1kj (z1)TA
−1
kj (z2)T
]
,
C14 = E
[
ξkj(z1)n
−1trA−1kj (z1)TA
−1
kj (z2)Tn
−1trA−1kj (z2)HTF
−1
1 (z1)T
]
=
1
n
E
[
(trA−1kj (z1)
−EtrA−1kj (z1))n−1trA−1kj (z1)TA−1kj (z2)Tn−1trA−1kj (z2)HTF−11 (z1)T
]
C15 = −E
[
β
kj
(z2)ξkj(z2)ξkj(z1)s
T
j A
−1
kj (z1)TA
−1
kj (z2)sjζkj4
]
and
C16 = −E
[
β
kj
(z2)ξkj(z2)ξkj(z1)s
T
j A
−1
kj (z1)TA
−1
kj (z2)sjn
−1trA−1kj (z2)HTF
−1
1 (z1)T
]
.
Appealing to (2.36), (2.35), (2.26) and (2.60) yields
|C1j| ≤ M
nv5/2
, j = 1, 2, 3.
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By (2.46), (2.36), (2.26) and (2.41) we obtain |C14| ≤ Mnv5/2 . We conclude from
(2.31), (2.26), (2.37), Lemma 3 and (2.60) that
|C15| ≤ M√
v
E
∣∣∣√|β
kj
(z2)|ξkj(z2)ξkj(z1)‖sTj A−1kj (z1)‖ζkj4
∣∣∣
≤ M√
v
(
E(
√
|β
kj
(z2)|‖sTj A−1kj (z1)‖)4E|ξkj(z2)|4E|ξkj(z1)|4E|ζkj4|4
)1/4
≤ M
n3/2v5/2
.
Similarly
|C16| ≤ M
nv5/2
.
Summarizing the above we have proved that
(2.62)
∣∣∣ 1
n
E
[
trTC(z1)TEk(A
−1
k (z2))H
]∣∣∣ ≤ M
nv5/2
.
Consider D(z1) now. When j > k using (2.33) and recalling the definition
of Aˆ−1kjk(z1, z2) in (2.57) we obtain
1
n
E
[
trTD(z1)TEk(A
−1
k (z2))H
]
=
1
n2
b12(z1)
∑
j 6=k
[D1 +D2 +D3]
where
D1 = −1
n
E
[
trAˆ−1kjk(z1, z2)TA
−1
kj (z1)T
]
, D2 = E
[
ζkj5ξkj(z1)βkj(z1)
]
and
D3 =
1
n
E
[
trAˆ−1kjk(z1, z2)TA
−1
kj (z1)Tξkj(z1)βkj(z1)
]
.
with
ζkj5 = s
T
j Aˆ
−1
kjk(z1, z2)TA
−1
kj (z1)sj −
1
n
trAˆ−1kjk(z1, z2)TA
−1
kj (z1)T,
Using (2.43), (2.25) and Holder’s inequality
(2.63)
1
n
E
∣∣∣trAˆ−1kjk(z1, z2)TA−1kj (z1)T∣∣∣2 ≤ Mv5 .
By Lemma 2.7 [1] and (2.43)
(2.64) E|ζkj5|2 ≤ M
nv6
.
Thus
|D1| ≤ M
v5/2
, |D2| ≤ M
nv
7
2
, |D3| ≤ M√
nv3
.
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Hence when j > k∣∣∣ 1
n
E
[
trTD(z1)TEk(A
−1
k (z2))H
]∣∣∣ ≤ M
nv5/2
.
When j < k, divide A−1k (z2) into the sum:
A−1kj (z2)−A−1kj (z2)sjsTj A−1kj (z2)βkj(z2).
Apparently, the above argument for the case j > k also works for the term
involving Ek(A
−1
kj (z2)) if we replace Ek(A
−1
k (z2)) with Ek(A
−1
kj (z2)). Another
term is
b12(z1)
n2
∑
j 6=k
E
[
βkj(z1)βkj(z2)s
T
j A
−1
kj (z1)TA
−1
kj (z2)sj
×sTj A−1kj (z2)HTF−11 (z1)TA−1kj (z1)sj
]
,
which has, via ((2.31), (2.38) and (2.39) with D = HTF−11 (z1)T, an order of
1
nv5/2
.
Thus, the contribution from C(z1) and D(z1) is negligible.
Next consider B(z1). It follows from (2.24) that
1
n
E
[
trTB(z1)TEk(A
−1
k (z2))H
]
(2.65)
=
1
n
∑
j<k
E
[
sTj Aˆ
−1
kjk(z1, z2)sj − n−1trTAˆ−1kjk(z1, z2)
]
= B1(z1) +B2(z1),
where
B1(z1) = −1
n
∑
j<k
E
[
β
kj
(z2)s
T
j A
−1
kj (z1)TA
−1
kj (z2)sjs
T
j A
−1
kj (z2)HTF
−1
1 (z1)sj
]
and
B2(z1) = − 1
n2
∑
j<k
E
[
β
kj
(z2)s
T
j A
−1
kj (z2)HTF
−1
1 (z1)A
−1
kj (z1)TA
−1
kj (z2)sj
]
.
For B2(z1) we further write
B2(z1) = B21(z1) +B22(z1),
where
B21(z1) = −b12(z2)
n2
∑
j<k
E
[1
n
trA−1kj (z2)HTF
−1
1 (z1)A
−1
kj (z1)TA
−1
kj (z2)T
]
,
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and
B22(z1) =
b12(z2)
n2
∑
j<k
E
[
β
kj
(z2)ξkj(z2)
×sTj A−1kj (z2)HTF−11 (z1)A−1kj (z1)TA−1kj (z2)sj
]
.
The inequality similar to (2.63) ensures that |B21(z1)| ≤ Mnv5/2 , while |B22(z1)| ≤
M
n3/2v3
by estimates similar to (2.63) and (2.64). Therefore B2(z1) is negligible.
By (2.33), (2.35) and the estimates of C1j , j = 1, 2, 3, 4 in (2.61) we have∣∣∣B1(z1) + b12(z2)
n
∑
j<k
E
[
sTj A
−1
kj (z1)TA
−1
kj (z2)sjs
T
j A
−1
kj (z2)HTF
−1
1 (z1)sj
]∣∣∣
= O(
M
nv5/2
).
In the mean time, (2.35) and (2.60) ensure that
1
n
∑
j<k
E
[
sTj A
−1
kj (z1)TA
−1
kj (z2)sjs
T
j A
−1
kj (z2)HTF
−1
1 (z1)sj
]
=
1
n3
∑
j<k
E
[
trTA−1kj (z1)TA
−1
kj (z2)trA
−1
kj (z2)HTF
−1
1 (z1)T
]
+O(
M
nv5/2
).
Furthermore we apply (2.30), (2.41), (2.25), (2.33) and (2.51) to obtain
1
n2
E
[
trTA−1kj (z1)TA
−1
kj (z2)trA
−1
kj (z2)HTF
−1
1 (z1)T
]
=
1
n2
E
[
trTA−1kj (z1)TA
−1
kj (z2)
]
E
[
trA−1kj (z2)HTF
−1
1 (z1)T
]
+O(
M
n2v5
).
In addition, by (2.25), (2.38), (2.39), (2.33) and (2.46) we have
1
n2
E
[
trTA−1kj (z1)TA
−1
kj (z2)
]
E
[
trA−1kj (z2)HTF
−1
1 (z1)T
]
=
1
n2
E
[
trTA−1k (z1)TA
−1
k (z2)
]
E
[
trA−1k (z2)HTF
−1
1 (z1)T
]
+O(
1
nv2
).
It follows that ∣∣∣B1(z1) + j − 1
n3
b12(z2)E
(
trTA−1k (z1)TA
−1
k (z2)
)
(2.66)
×E
(
trA−1k (z2)HTF
−1
1 (z1)T
)∣∣∣ ≤ M
nv5/2
.
Summarizing the argument from (2.56) to (2.66) yields
(2.67)
1
n
E
[
trTA−1k (z1)TEk(A
−1
k (z2))H
]
= −1
n
E
[
trA−1k (z2)HTF
−1
1 (z1)T
]
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−
[j − 1
n3
b12(z1)b12(z2)E
(
trTA−1k (z1)TA
−1
k (z2)
)
E
(
trA−1k (z2)HTF
−1
1 (z1)T
)]
+O(
1
nv5/2
).
When H = I, (2.67) and (2.45) produce
1
n
E
[
trTA−1k (z1)TEk(A
−1
k (z2))
][
1−j − 1
n
b12(z1)b12(z2)
1
n
trF−11 (z2)TF
−1
1 (z1)T
]
(2.68) =
1
n
trF−11 (z2)TF
−1
1 (z1)T+O(
1
nv5/2
).
By the formula ( see (2.2) of [12])
mn(z) = −
1
zn
n∑
k=1
βk(z)
we have
(2.69) Eβ1(z) = −zEmn(z)
It follows from (2.6) that
|Eβ1(z)− b1(z)| = |b1(z)2E(β1(z)ξ21(z))| ≤
M
nv
and from (2.25) that
|b1(z)− b12(z)| ≤ M
nv
.
These, together with (3.8), imply that
(2.70) |b12(z)−m0n(z)| ≤
M
nv3/2
.
This, along with (2.68), (2.28) and (2.25), yields that
1
n
E
[
trTA−1k (z1)TEk(A
−1
k (z2))
]
×
[
1− j − 1
n
bn(z1, z2)
]
=
cnbn(z1, z2)
z1z2m0n(z1)m
0
n(z2)
+O(
1
nv5/2
),(2.71)
where
bn(z1, z2) = cnm
0
n(z1)m
0
n(z2)
∫
t2dHn(t)
(1 + tm0n(z1))(1 + tm
0
n(z2))
.
It follows that
(2.72) an1(z1, z2) = bn(z1, z2)
1
n
n∑
j=1
1
1− j−1
n
bn(z1, z2)
+O(
1
nv5/2
).
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From (2.19) in [2] and the inequality above (6.37) in [6] we see that
(2.73)
|1− j − 1
n
bn(z1, z2)| ≥Mv, |1− tbn(z1, z2)| ≥Mv, for any t ∈ [0, 1].
It follows that
| 1
n
n∑
j=1
1
1− j−1
n
bn(z1, z2)
−
∫ 1
0
1
1− tbn(z1, z2) | ≤
M
nv2
.
This ensures that
an1(z1, z2) = bn(z1, z2)
∫ 1
0
1
1− tbn(z1, z2) +O(
1
nv5/2
)
= − log(1− bn(z1, z2)) +O( 1
nv5/2
)
(2.74) = − log
(
(z1− z2)m0n(z1)m0n(z2)
)
− log(m0n(z1)−m0n(z2))+O(
1
nv5/2
),
where in the last step one uses the fact that by (1.3)
z1 − z2 = m
0
n(z1)−m0n(z2)
m0n(z1)m
0
n(z2)
(1− bn(z1, z2)).
So far we have considered z ∈ γ2. The above argument evidently works for
the case of z ∈ γ1 due to symmetry. To deal with the cases when z belongs
to two vertical lines of the contour, we need the estimates (1.9a) and (1.9b) of
[2], which hold under our truncation level. That is
(2.75) P (‖A‖ ≥ µ1) = o(n−l), P (λAmin ≤ µ2) = o(n−l),
for any µ1 > lim supT(1 +
√
c)2, µ2 < lim inf T(1 −
√
c)2 and l. This implies
that
(2.76) P (‖Ak‖ ≥ µ1) = o(n−l), P (λAkmin ≤ µ2) = o(n−l).
Let B =
n⋂
k=1
Bk where Bk = (al − η < λAkmin < ‖Ak‖ < ar − η) with η > 0 so
that ar − η > lim supT(1 +
√
c)2 and al − η < lim infT(1−
√
c)2. Also define
Bn+1 = (al − η < λAmin < ‖A‖ < ar − η) and let Ck = Bk ∩ Bn+1. It follows
that on the two vertical lines γ2 ∪ γ4 (2.10) is equal to
= −1
h
1
2pii
n∑
k=1
(Ek − Ek−1)
∫
K ′(
x− z
h
) log βk(z)dz
= −1
h
1
2pii
n∑
k=1
(Ek − Ek−1)
∫
K ′(
x− z
h
) log βk(z)I(Ck)dz + op(1).(2.77)
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We then introduce βˆk(z), a truncated version of βk(z). Select a sequence of
positive numbers εn satisfying for some β ∈ (0, 1),
(2.78) εn ↓ 0, εn ≥ n−β.
Define
γl = {al + iv : v ∈ [n−1εn, v0h] ∪ [−v0h,−n−1εn]}
and
γr = {ar + iv : v ∈ [n−1εn, v0h] ∪ [−v0h,−n−1εn]}.
Write γn = γr ∪ γl. We can now define the process
(2.79)
βˆk(z) =


βk(z), if z ∈ γn
nv+εn
2εn
βk(zr1) +
εn−nv
2εn
βk(zr2), if u = ar, v ∈ [−n−1εn, n−1εn],
nv+εn
2εn
βk(zl1) +
εn−nv
2εn
βk(zl2), if u = al, v ∈ [−n−1εn, n−1εn],
where zr1 = ar + in
−1εn, zr2 = ar − in−1εn, zl1 = al + in−1εn, zl2 = al −
in−1εn. Note that ‖(Ak − zI)−1I(Ck)‖ ≤ 1η , ‖(A− zI)−1I(Ck)‖ ≤ 1η and then
|βk(z)I(Ck)| = |1− sTk (A− zI)−1skI(Ck)| ≤MsTk sk. It follows that
(2.80) P (|Qk| ≥ 1/2) ≤ 2εnE(s
T
k sk)
n
→ 0,
where Qk = βk(z)(1/βk(z)− 1/βˆk(z))I(Ck). By (2.15) and (2.4) we obtain∣∣∣1
h
1
2pii
n∑
k=1
(Ek −Ek−1)
∮
K ′(
x− z
h
)(log βk(z)− log βˆk(z))I(Ck)I(|Qk| < 1
2
)dz
∣∣∣
≤ Mε
2
n
n2
n∑
k=1
(sTk sk)
4 i.p.−→ 0.
This, together with (2.77) and (2.80), ensures that
(2.10) =
1
h
1
2pii
n∑
k=1
(Ek − Ek−1)
∫
K ′(
x− z
h
) log βˆk(z)I(Ck)dz + op(1)
=
1
h
1
2pii
n∑
k=1
(Ek − Ek−1)
∫
K ′(
x− z
h
) log
( βˆtrk (z)
βˆk(z)
)
dz + op(1),
where βˆtrk (z) is similarly defined according to βˆk(z). Moreover, for the trunca-
tion versions, the higher moments of A−1(z), A−1k (z) and A
−1
kj (z) are bounded
(see (3.1) in [2]). Also, as pointed out in the paragraph below (3.2) in [2], the
moments of β1(z), β12(z), β
tr(z), sT1A
−1
1 (z1)TA
−1
1 (z2)s1 are bounded as well.
Using these facts, all the estimates holding for z ∈ γ1 ∪ γ2 also holds for the
case where z = zr1, zr2 or z ∈ γr ∪ γl. Via these facts, the arguments of the
cases z = zr1, zr2 or z ∈ γr ∪ γl, two vertical lines, can follow from those of
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the case z ∈ γ1 ∪ γ2 (here we omit the details) and hence their limits have the
same form as (2.74).
In the mean time, appealing to Cauchy’s theorem gives
(2.81)
1
h2
∮
C1
∮
C2
K ′(
x1 − z1
h
)K ′(
x2 − z2
h
) log
(
(z1 − z2)m0n(z1)m0n(z2)
)
dz1dz2 = 0,
where the contour C2 is also a rectangle formed with four vertices al−ε±2iv0h
and ar + ε ± 2iv0h with ε > 0. One should note that the contour C2 encloses
the contour C1. Thus, in view of (2.74), it remains to find the limit of the
following
(2.82) − 1
2h2pi2
∮
C1
∮
C2
K ′(
x1 − z1
h
)K ′(
x2 − z2
h
) log(m0n(z1)−m0n(z2))dz1dz2,
which is done in Appendix 3.
3. The limit of mean function
The aim in the section is to find the limit of
1
2pii
∮
K(
x− z
h
)n(Emn(z)−m0n(z))dz.
It is thus sufficient to investigate the uniform convergence nh(Emn(z)−m0n(z))
on the contour.
Recall that F−1(z) = (EmnT + I)
−1 and then write ( see (5.2) in [1])
(3.1) n(cn
∫
dHn(t)
1 + tEmn
+ zcnE(mn(z))) = nDn,
where
Dn = Eβ1
[
sT1A
−1
1 (z)F
−1(z)s1 − 1
n
E
(
trF−1(z)TA−1(z)
)]
.
It follows that (see (3.20) in [1])
(3.2) n(Emn(z)−m0n(z)) = −
nm0n(z)Dn
1 − cnEmnm0n
∫ t2dHn(t)
(1+tEmn)(1+tm
0
n)
.
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Considered z ∈ γ1 ∪ γ2 first. Applying (2.6) and (2.5) yields
E
(
trF−1(z)TA−11 (z)
)
− E
(
trF−1(z)TA−1(z)
)
= E
(
β1s
T
1A
−1
1 (z)F
−1(z)TA−11 (z)s1
)
= b1E
(
[1− b1ξ1 + b1β1ξ21(z)]sT1A−11 (z)F−1(z)TA−11 (z)s1
)
= b1E
1
n
trA−11 (z)F
−1(z)TA−11 (z)T− dn1 + dn2 + dn3
= b1E
1
n
trA−11 (z)F
−1(z)TA−11 (z)T +O(
1
nv5/2
),(3.3)
where
dn1 = b
2
1E
[
η1(z)(s
T
1A
−1
1 (z)F
−1(z)TA−11 (z)s1 −
1
n
trA−11 (z)F
−1(z)TA−11 (z))
]
dn2 =
b21
n
E
[(
trA−1(z)T− EtrA−1(z)T
)
sT1A
−1
1 (z)F
−1(z)TA−11 (z)s1
]
=
b21
n2
E
[(
trA−1(z)T− EtrA−1(z)T
)
×
(
trA−11 (z)F
−1(z)TA−11 (z)T−EtrA−11 (z)F−1(z)TA−11 (z)T
)]
and
dn3 = b1E
[
β1ξ
2
1(z)s
T
1A
−1
1 (z)F
−1(z)TA−11 (z)s1
]
= b1E
[
β1ξ
2
1(z)(s
T
1A
−1
1 (z)F
−1(z)TA−11 (z)s1 −
1
n
trA−11 (z)F
−1(z)TA−11 (z)T)
]
+b1E
[
β1ξ
2
1(z)
1
n
trA−11 (z)F
−1(z)TA−11 (z)T)
]
.
It follows from (2.51) and Lemma 3 that
|dnj| ≤ M
nv5/2
, j = 1, 3,
where we also use the fact that
| 1
n
trA−11 (z)F
−1(z)TA−11 (z)T)|
≤ M
n
[
trF−1(z)F−1(z¯)tr(A−11 (z)A
−1
1 (z¯))
2
]1/2
≤ M
v3/2
.(3.4)
While, Lemma 3 and an estimate similar to (2.30) yield |dn2| ≤ Mnv5/2 .
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Next by (2.6)
nE
[
β1s
T
1A
−1
1 (z)F
−1(z)s1
]
− E(β1)E
(
trF−1(z)TA−11 (z)
)
= −nb21E
[
ξ1s
T
1A
−1
1 (z)F
−1(z)s1
]
+ nb21E
[
β1ξ
2
1s
T
1A
−1
1 (z)F
−1(z)s1
]
−b21E(β1ξ21)E
[
trA−11 (z)F
−1(z)T
]
= fn1 + fn2 + fn3 + fn4,(3.5)
where
fn1 = −nb21E
[
η1(s
T
1A
−1
1 (z)F
−1(z)s1 − 1
n
trA−11 (z)F
−1(z)T)
]
,
fn2 = −b21E
[(
trA−1(z)T− EtrA−1(z)T
)
sT1A
−1
1 (z)F
−1(z)s1
]
=
b21
n
E
[(
trA−1(z)T−EtrA−1(z)T
)
×
(
trA−11 (z)F
−1(z)T−EtrA−11 (z)F−1(z)T
)]
,
fn3 = nb
2
1E
[
β1ξ
2
1
(
sT1A
−1
1 (z)F
−1(z)s1 − 1
n
trA−11 (z)F
−1(z)T
)]
and
fn4 = b
2
1
(
E
[
β1ξ
2
1trA
−1
1 (z)F
−1(z)T
]
− E(β1ξ21)E
[
trA−11 (z)F
−1(z)T
])
.
We conclude from (2.41) and Lemma 3 that
√
h|fn2| ≤ M
nv5/2
and that
√
h|fn3| ≤ M√
nv2
,
because by (2.50) and Lemma 4
E|sT1A−11 (z)F−1(z)s1 −
1
n
trA−11 (z)F
−1(z)T|2 ≤ M
nv
.
It follows from Holder’s inequality and (2.41) that
|fn4| ≤ M(E|β1|4E|ξ1|4)1/4(E|trA−11 (z)F−1(z)T− EtrA−11 (z)F−1(z)T|2)1/2
≤ M
nv5/2
.
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Therefore from (5.3), (3.3), (3.5) (2.2) and (2.21) we obtain
n
√
hDn = b
2
1E
√
h
n
trA−11 (z)F
−1(z)TA−11 (z)T + fn1 +O(
1√
nv5/2
)
= −b21E
√
h
n
trA−11 (z)F
−1(z)TA−11 (z)T− b21
√
h
EX411 − 3
n
×
p∑
k=1
E
[
(T1/2A−11 (z)T
1/2)kk(T
1/2A−11 (z)F
−1(z)T1/2)kk
]
+O(
1√
nv5/2
)
(3.6) = −b21E
√
h
n
trA−11 (z)F
−1(z)TA−11 (z)T +O(
1√
nv5/2
).
A careful inspection on the argument leading to (2.67) indicates that it
also works for E 1
n
trA−11 (z)F
−1(z)TA−11 (z)T and the main difference is that
treating the latter does not need to distinguish between the cases j < k and
j > k. Thus, applying (2.67) with H = F−1(z), z1 = z2 = z and replacing
(j − 1)/n there with one we have
(3.7)
1
n
E
[
trTA−11 (z)F
−1(z)TA−11 (z)
]
= −1
n
E
[
trA−11 (z)F
−1(z)TF−11 (z)T
]
−
b12(z)b12(z)
n2
E
(
trTA−11 (z)TA
−1
1 (z)
)
E
(
trA−11 (z)F
−1(z)TF−11 (z)T
)
+O(
1
nv5/2
).
We claim that
(3.8) |Emn(z)−m0n(z)| ≤
M
nv3/2
so that (2.71) is applicable. To prove (3.8), we first show that
(3.9) |Emn(z)−m0n(z)| ≤
M
nv2
.
Evidently, (2.27) yields
| 1
n
E
(
trTA−11 (z)TA
−1
1 (z)
)
| ≤ M
v
.
It follows from (2.46) and (3.7) that
(3.10) | 1
n
E
[
trTA−11 (z)F
−1(z)TA−11 (z)
]
| ≤ M
v
.
This, together with (3.6), ensures that
(3.11) |Dn| ≤ M
nv
.
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It is proved in [6] that (see (6.38) in [6])
|1− cnm0n(z)Emn(z)
∫
t2dHn(t)
(1 + tm0n(z))(1 + tEmn(z))
| ≥M3v.
Hence (3.9) follows from the above inequality, (3.11) and (3.2). We then con-
clude from (1.10), (6.6) and (1.11) that
(3.12) |1− cnm0n(z)Emn(z)
∫
t2dHn(t)
(1 + tm0n(z))(1 + tEmn(z))
| ≥ M2
√
v,
which, along with (3.11) and (3.2), immediately gives (3.8).
We are now in a position to use (2.71) with z1 = z2 = z and replacing
(j − 1)/n there with one so that
(3.13)
1
n
E
[
trTA−11 (z)TA
−1
1 (z)
]
=
cn
z
∫ t2dHn(t)
(1+tm0n(z))
2
1− cnm0n(z)m0n(z)
∫ t2dHn(t)
(1+tm0n(z))
2
+O(
1
nv5/2
).
A direct application of (2.45) and (3.8) yields
(3.14)
1
n
E
[
trA−11 (z)F
−1(z)TF−11 (z)T
]
= −cn
z2
∫
t2
(1 + tm0n(z))
3
+O(
1
nv5/2
).
It follows from (3.7)-(3.14) and (2.70) that
(3.15)
√
h
1
n
E
[
trTA−11 (z)F
−1(z)TA−11 (z)
]
=
√
h
cn
z
∫ t2dHn(t)
(1+tm0n(z))
3
1− cn(m0n(z))2
∫ t2dHn(t)
(1+tm0n(z))
2
+O(
1
nv5/2
).
We then conclude from (3.2), (3.6), (3.15), (1.10) and (3.12) that
(3.16)
nh(Emn(z)−m0n(z)) = h
cn(m
0
n(z))
3
∫ t2dHn(t)
(1+tm0n(z))
3(
1− cn(m0n(z))2
∫ t2dHn(t)
(1+tm0n(z))
2
)2 +O( 1√
nv5/2
).
The case when z lies in the vertical lines on the contour can be handled similarly
as pointed out in the last section with the truncation version of βk(z) replaced
with the truncation version of n(Emn(z) − m0n(z)) (one may refer to [2] as
well).
It remains to find the limit of the following
(3.17)
1
4pii
∮
K(
x− z
h
)
cn(m
0
n(z))
3
∫ t2dHn(t)
(1+tm0n(z))
3(
1− cn(m0n(z))2
∫ t2dHn(t)
(1+tm0n(z))
2
)2dz,
which is done in Appendix 3.
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4. The proof of Theorem 3
For any finite constants l1, · · · , lr, by Cauchy’s theorem and Fubini’s theorem
we write
(4.1)
n√
ln 1
h
r∑
j=1
lj
(
Fn(xj)−
∫ xj
−∞
1
h
∫
K(
t− y
h
)dF cn,Hn(y)dt
)
=
n√
ln 1
h
r∑
j=1
lj
(∫ xj
−∞
fn(t)dt−
∫ xj
−∞
1
h
∫
K(
t− y
h
)dF cn,Hn(y)dt
)
= − n
2hpii
√
ln 1
h
r∑
j=1
lj(
∫ xj
−∞
∮
C1
K(
t− z
h
)(trA−1(z)− nsn(z))dzdt
= − n
2hpii
√
ln 1
h
r∑
j=1
lj
∮
C1
[ ∫ xj
−∞
K(
t− z
h
)dt
]
(trA−1(z)− nsn(z))dz,
where the contour C1 is defined as before.
Furthermore, we conclude from (2.8) and integration by parts that
1
2hpii
√
ln 1
h
∮
C1
[ ∫ x
−∞
K(
t− z
h
)dt
]
(trA−1(z)−EtrA−1(z))dz
= − 1
2hpii
√
ln 1
h
n∑
k=1
(Ek −Ek−1)
∮
C1
[ ∫ x
−∞
K(
t− z
h
)dt
][
log βk(z)
]′
dz
(4.2) =
1
2hpii
√
ln 1
h
n∑
k=1
(Ek −Ek−1)
∮
C1
K(
x− z
h
) log
βtrk (z)
βk(z)
dz,
where in the last step one uses the fact that via (1.5)
(4.3)
[ ∫ x
−∞
K(
t− z
h
)dt
]′
= K(
x− z
h
).
It is observed that the unique difference between (4.2) and (2.9) is that the
test function K ′(x−z
h
) there is replaced by K(x−z
h
). Therefore, repeating the
arguments in Section 2 we obtain that (4.2) is asymptotically normal with
covariance (see (2.82))
(4.4) − 1
2h2pi2 ln 1
h
∮
C1
∮
C2
K(
x1 − z1
h
)K(
x2 − z2
h
) log(m0n(z1)−m0n(z2))dz1dz2.
CLT OF NONPARAMETRIC ESTIMATE OF DENSITY FUNCTIONS 35
Also, for the nonrandom part we have
(4.5)
1
2hpii
√
ln 1
h
∮
C1
[ ∫ x
−∞
K(
t− z
h
)dt
]
n(EtrA−1(z)−m0n(z))dz.
Note that
|1
h
∫ x
−∞
K(
t− z
h
)dt| <∞.
Thus, repeating the arguments in Section 3 we see that (4.5) becomes
(4.6)
1
4hpii
√
ln 1
h
∮ [ ∫ x
−∞
K(
t− z
h
)dt
] cn(m0n(z))3 ∫ t2dHn(t)(1+tm0n(z))3(
1− cn(m0n(z))2
∫ t2dHn(t)
(1+tm0n(z))
2
)2dz
+O(
1
nh3
√
ln 1
h
).
The limits of (4.4) and (4.6) are derived in Appendix 3.
5. Appendix 1
This Appendix collects some frequently used Lemmas.
Lemma 3. When z lies in the segments γ1 ∪ γ2,
|m0n(z)| ≤M, |Emn(z)| ≤M, |b1(z)| ≤M, E|β1(z)|4 ≤ M, E|βtr1 (z)|4 ≤M
and
(5.1)
1
n8
E|trA−1(z)D−EtrA−1(z)D|8 ≤ M
n8v12‖D‖8 ,
(5.2) E|η1(z)|8 ≤ M
n4v4
, E|ξ1(z)|8 ≤ M
n4v4
,
where D is a non-random matrix with nonzero spectral norm.
Remark 5. Lemma 2 in Section 2 improves (5.1) when ‖D‖ is not bounded
above by a constant but 1
n
trDD∗ ≤M .
Proof. We remind readers that z = u+ iv with v = Mh and u ∈ [a, b] when z
lies in the segments γ1 ∪ γ2.
As pointed out in (6.1) in [6], we obtain
(5.3) |m0n(z)| ≤ M, |m0n(z)| ≤M.
36 GUANGMING PAN, QI-MAN SHAO, WANG ZHOU
From integration by parts and Theorem 3 in [6] we have for
|Emn(z)−m0n(z)| = |
∫ +∞
−∞
1
x− z d(EF
An(x)− F cn,Hn(x))|
= |
∫ +∞
−∞
EFAn(x)− F cn,Hn(x)
(x− z)2 dx| ≤
pi sup
x
|EFAn(x)− F cn,Hn(x)|
v
≤ M.
This implies
(5.4) |Emn(z)| ≤ M, |Emn(z)| ≤M.
It follows from Lemma 7 and lemma 8 in [6] that
|b1(z)| ≤M.
Repeating the argument of Lemma 3 in [6] gives (5.1).
Write
(5.5) βtr1 (z) = b1(z)−
1
n
βtr1 (z)b1(z)(trA
−1(z)T−EtrA−1(z)T).
We then conclude that
E|βtr1 (z)|4 ≤ M +
M
n4v4
E|trA−1(z)T− EtrA−1(z)T|4
≤ M + M
n4v10
≤M.(5.6)
Expand β1(z) as
β1(z) = β
tr
1 (z)− βtr1 (z)β1(z)η1(z).
It follows from (5.6), (2.7) and Lemma 4 that
E|β1(z)|4 ≤ E|βtr1 (z)|4 +
1
v2
(
E|β1(z)|4E|η1(z)βtr1 (z)|8
)1/2
≤M + 1
n2v4
(
E|β1(z)|4E|βtr1 (z)|4
)1/2
≤M + 1
n2v4
(
E|β1(z)|4
)1/2
.
Solving the inequality gives
E|β1(z)|4 ≤M.
It follows from (2.25) and (5.4) that
(5.7) | 1
n
EtrA−11 (z)| ≤M.
By Lemma 4 and (5.1)
E|η1(z)|8 ≤ M
n8
E(trA−11 (z)TA
−1
1 (z¯)T)
4 ≤ M
n4
E(trA−11 (z)A
−1
1 (z¯))
4
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(5.8) ≤ M
n4v4
E
[
ℑ
(
trA−11 (z)−EtrA−11 (z)
)]4
+
M
n4v4
(ℑEtrA−11 (z))4 ≤
M
n4v4
,
where A−1(z¯) denotes the complex conjugate of A−1(z) and we also use
1
n
EtrA−11 (z)A
−1
1 (z¯) =
1
v
ℑ( 1
n
EtrA−11 (z)).
This, together with (5.1), yields the estimate of ξ1(z). 
Lemma 4. (Lemma 2.7 of [1]) Suppose that X1, · · · , Xn are i.i.d real random
variables with EX1 = 0 and EX
2
1 = 1. Let x = (X1, · · · , Xn)T and D be any
n× n complex matrix. Then for any p ≥ 2
E|xTDx− trD|p ≤ Mp
[
(E|X1|4trDD∗)p/2 + E|X1|2ptr(DD∗)p/2
]
.
6. Appendix 2
This section is to verify Remark 1 and Theorem 1.
We first prove that (1.10) is true when T becomes the identity matrix. When
T is the identity matrix, the left hand of (1.10) becomes
1− cn (m
0
n(z))
2
(1 +m0n(z))
2
.
In view of (1.1) we have
(6.1) 1− cn (m
0
n(z))
2
(1 +m0n(z))
2
= 1− 1
cn
(1 + zm0n(z))
2
and
(6.2) m0n(z) =
−(z + 1− cn) +
√
(z − 1− cn)2 − 4cn
2z
.
Thus,
1− cn (m
0
n(z))
2
(1 +m0n(z))
2
= 1− 1
cn
[−(z − 1− cn) +√(z − 1− cn)2 − 4cn
2
]2
=
1
2cn
√
4cn − (z − 1− cn)2
2c
[
(z − 1− cn)i+
√
4cn − (z − 1− cn)2
]
=
√
(z − 1− cn)2 − 4cn
2cn
[
(z − 1− cn) +
√
(z − 1− cn)2 − 4cn
]
=
√
(z − 1− cn)2 − 4cn
cn
(cnzm
0
n(z) + z − 1)
=
√
(z − 1− cn)2 − 4cn
2cn
(1 + cnm
0
n(z))
cnm0n(z)
,
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where in the last two steps one uses the facts that
(6.3) m0n(z) = −
cn + z − 1−
√
(z − 1− cn)2 − 4cn
cnz
and
(6.4) m0n(z) =
1
1− cn − cnzm0n(z)− z
.
It follows from (6.4) and (5.3) that
(6.5) | 1
1 + cnm0n(z)
| = |1− cn − zcnm0n(z)| ≤M.
Write √
(z − 1− cn)2 − 4cn =
√
(a− z)(b− z).
Then it is simple to verify that
|
√
(a− z)(b− z)| ≥
√
(b− a)v.
Thus, (1.10) is true when T is the identity matrix.
Lemma 5. Under the assumptions that n5h29/2 ≤M and that
(6.6)
∫
dHn(t)
|1 + tm0n(z)|20
<∞,
(1.11) is true and
(6.7)
∫
dHn(t)
|z − n−1
n
tb12(z)|4
<∞.
Remark 6. The assumptions that n5h29/2 ≤ M and (6.6) are only used in
this Lemma.
Proof. First recall that (see (6.30) in [6])
(6.8) |Emn(z)−m0n(z)| ≤
M
nv5/2
.
It is straightforward to verify that
(6.9) |1 + tEmn(z)|2 − |1 + tm0n(z)|2 ≤M |Emn(z)−m0n(z)|.
We then write∫
dHn(t)
|1 + tEmn(z)|4
−
∫
dHn(t)
|1 + tm0n(z)|4
= −
∫ |1 + tEmn(z)|2 − |1 + tm0n(z)|2dHn(t)
|1 + tEmn(z)|4|1 + tm0n(z)|2
−
∫ |1 + tEmn(z)|2 − |1 + tm0n(z)|2dHn(t)
|1 + tEmn(z)|2|1 + tm0n(z)|4
.(6.10)
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Obviously, for the above last term, by Holder’s inequality, (6.6), (6.8) and (6.9)
|
∫ |1 + tEmn(z)|2 − |1 + tm0n(z)|2dHn(t)
|1 + tEmn(z)|2|1 + tm0n(z)|4
|
≤ M |Emn(z)−m0n(z)|
( ∫ dHn(t)
|1 + tEmn(z)|4
∫
dHn(t)
|1 + tm0n(z)|8
)1/2
≤ M
nv5/2
(∫ dHn(t)
|1 + tEmn(z)|4
)1/2
.(6.11)
As for another term in (6.10), using (6.9) successively we have
|
∫ |1 + tEmn(z)|2 − |1 + tm0n(z)|2dHn(t)
|1 + tEmn(z)|4|1 + tm0n(z)|2
|
≤
∫
M |Emn(z)−m0n(z)|dHn(t)
|1 + tEmn(z)|4|1 + tm0n(z)|2
≤
∫
M |Emn(z)−m0n(z)|dHn(t)
|1 + tEmn(z)|2|1 + tm0n(z)|4
+
∫
M |Emn(z)−m0n(z)|2dHn(t)
|1 + tEmn(z)|4|1 + tm0n(z)|4
≤ M
nv5/2
(∫ dHn(t)
|1 + tEmn(z)|4
)1/2
+
M
(nv5/2)2
∫
dHn(t)
|1 + tEmn(z)|4|1 + tm0n(z)|4
≤ · · ·
≤ ( M
nv5/2
+
M
(nv5/2)2
+
M
(nv5/2)3
+
M
(nv5/2)4
)
(∫ dHn(t)
|1 + tEmn(z)|4
)1/2
+
M
(nv5/2)5
(∫ dHn(t)
|1 + tEmn(z)|4|1 + tm0n(z)|10
)1/2
≤ M
nv5/2
(∫ dHn(t)
|1 + tEmn(z)|4
)1/2
+
M
(nv5/2)5v2
(∫ dHn(t)
|1 + tEmn(z)|4
)1/2
.
where in the last step one uses (6.16) in [6]. This, together with (6.11) and
(6.10), yields∫
dHn(t)
|1 + tEmn(z)|4
| ≤M +
[ M
nv5/2
+
M
(nv5/2)5v2
]( ∫ dHn(t)
|1 + tEmn(z)|4
)1/2
.
Solving the inequality gives∫
dHn(t)
|1 + tEmn(z)|4
<∞.
Consider (6.7) now. By (2.69), (2.25), (6.8) and Lemma 3
|b12(z) + zm0n(z)| ≤
M
nv5/2
.
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Applying this inequality and repeating the argument for (1.11) we may prove
(6.7) and omit the details here.
Proof of Theorem 1. Write
nh
[1
h
∫ b
a
K(
x− y
h
)dF cn,Hn(y)− fcn,Hn(x)
]
= nh
[ ∫ x−a
h
x−b
h
K(y)fcn,Hn(x− yh)dy − fcn,Hn(x)
]
.
By Taylor’s expansion
fcn,Hn(x− yh) = fcn,Hn(x)− f ′cn,Hn(x)yh+ f ′′cn,Hn(x0)(yh)2,
where x0 lies in [x − yh, x]. This, together with (1.7), (1.15), (1.14) and
Theorem 2, ensures Theorem 1.
7. Appendix 3
The aim in this section is to develop the asymptotic means and variances in
Theorem 2 and Theorem 3. Consider (2.82) first. Note that
(2.82) = − 1
2h2pi2
∮
C1
∮
C2
K ′(
x1 − z1
h
)K ′(
x2 − z2
h
)
×
[
ln
∣∣∣m0n(z1)−m0n(z2)∣∣∣ + iarg(m0n(z1)−m0n(z2))]dz1dz2,
where the contours C1 and C2 are two rectangles defined in (2.3) and (2.81),
respectively.
As in Section 5 of [2] one may prove that
(7.1) inf
z∈S,n
|m0n(z)| > 0,
∣∣∣m0n(z1)−m0n(z2)
z1 − z2
∣∣∣ ≥ 1
2
|m0n(z1)m0n(z1)|,
where S is any bounded subset of C.
To facilitate statements, denote the real parts of zj by uj,j = 1, 2. In what
follows, let n→∞ first and then v0 → 0. Then, as argued in [2], the integrals
in (7.1) involving the arg term and the vertical sides approach zero.
Define
K
(1)
ri = K
′
r(
x1 − z1
h
)K ′r(
x2 − z2
h
)−K ′i(
x1 − z1
h
)K ′i(
x2 − z2
h
),
K
(2)
ri = K
′
r(
x1 − z1
h
)K ′r(
x2 − z2
h
) +K ′i(
x1 − z1
h
)K ′i(
x2 − z2
h
).
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Therefore it is enough to investigate the following integrals
− 1
h2pi2
∫ ar
al
∫ ar+ε
al−ε
[K
(1)
ri ln |m0n(z1)−m0n(z2)|−K(2)ri ln |m0n(z1)−m0n(z2)|]du1du2
=
1
h2pi2
∫ ar
al
∫ ar+ε
al−ε
(K ′r(
x1 − z1
h
)K ′r(
x2 − z2
h
) ln
∣∣∣m0n(z1)−m0n(z2)
m0n(z1)−m0n(z2)
∣∣∣du1du2(7.2)
+
1
h2pi2
∫ ar
al
∫ ar+ε
al−ε
(K ′i(
x1 − z1
h
)K ′i(
x2 − z2
h
)(7.3)
× ln
∣∣∣(m0n(z1)−m0n(z2))(m0n(z1)−m0n(z2))∣∣∣du1du2,
whereK ′r(
x−z
h
) andK ′i(
x−z
h
), respectively, represent the real part and imaginary
part of K ′(x−z
h
), m0n(z) stands for the complex conjugate of m
0
n(z).
We develop the limit of (7.2) and (7.3) below. To this end, we list some
facts below. By (1.5) and (1.6) one may verify that
(7.4)
∫ +∞
−∞
∫ +∞
−∞
∣∣∣K ′(u1)K ′(u2) ln(u1 − u2)2∣∣∣du1du2 <∞.
In addition, it follows from (1.5) that
ln
1
h2
∫ x−a
h
x−b
h
K ′r(u1)
∫ x−a+ε
h
x−b−ε
h
K ′r(u2)du1du2 → 0.
This, together with (7.4), implies that as n→∞
1
h2
∫ x1−al
x1−ar
∫ x2−al+ε
x2−ar−ε
K ′(
u1
h
)K ′(
u2
h
) ln(u1 − u2)2du1du2
=
∫ x1−al
h
x1−ar
h
∫ x2−al+ε
h
x2−ar−ε
h
K ′(u1)K
′(u2)
[
ln(u1 − u2)2 − ln 1
h2
]
du1du2
→
∫ +∞
−∞
∫ +∞
−∞
K ′(u1)K
′(u2) ln(u1 − u2)2du1du2.(7.5)
By (1.8) and the continuity property of K ′′(u+ iv0) and K
′(u+ iv0) in u and
v0 it is not difficult to prove that
(7.6) lim
v0→0
∫ +∞
−∞
|K ′′(u+ iv0)|du =
∫ +∞
−∞
|K ′′(u)|du
and
(7.7) lim
v0→0
∫ +∞
−∞
K(j)(u+ iv0)du =
∫ +∞
−∞
K(j)(u)du, j = 0, 1,
where K(j) is the j-th derivative of K.
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By complex Roller’s theorem
(7.8) K ′i(
x− z1
h
) = K ′i(
x− u1
h
+ iv0) = vK
′′
r (
x− u
h
+ iv1)
because K ′i(
x−u1
h
) = 0, where v1 lies in (0, v0)). Thus we conclude from (7.1)
and (7.6) that
|1
h
∫ ar
al
(K ′i(
x1 − z1
h
) ln
∣∣∣(m0n(z1)−m0n(z2))(m0n(z1)−m0n(z2))∣∣∣du1|
≤ v0h ln(v−10 h)
1
h
∫ b
a
|K ′′(x− u
h
+ iv1)|du1 → 0,
as n→∞, v0 → 0, which implies that (7.3) converges to zero.
Consider (7.2) next. We claim that for u ∈ [x−b
h
, x−a
h
], as n→∞,
(7.9) |m0n(zn)−m(un)| → 0,
where zn = un − iv0h with un = x− uh. Indeed, from (3.10) in [1] we have
(7.10) z(m0n) = −
1
m0n
+ cn
∫
tdHn(t)
1 + tm0n
,
(one may also refer to Section 6.3 of [6]). Then, as pointed out in Lemma 1
[6], relying on this expression we may draw the conclusions for m0n similar to
those in Theorem 1.1 of [13] for m(z). Thus we have
(7.11) |m0n(zn)−m0n(un)| → 0.
Also, the argument of Lemma 2 in [6] gives
(7.12) |m0n(un)−m(un)| → 0.
Therefore, (7.9) is true, as claimed.
Now, as in [2], for (7.2) write
(7.13) ln
∣∣∣m0n(z1)−m0n(z2)
m0n(z1)−m0n(z2)
∣∣∣ = 1
2
ln
(
1 +
4m0ni(z1)m
0
ni(z2)
|m0n(z1)−m0n(z2)|2
)
,
where m0ni(z) denotes the imaginary part of m
0
n(z). By (7.1)
(7.14) ln
(
1 +
4m0ni(z1)m
0
ni(z2)
|m0n(z1)−m0n(z2)|2
)
≤ ln
(
1 +
16m0ni(z1)m
0
ni(z2)
(u1 − u2)2|m0n(z1)m0n(z2)|2
)
.
In view of (7.1) and Lemma 3
(7.15) sup
u1,u2∈[a,b],v1,v2∈[v0h,1]
∣∣∣ m0ni(z1)m0ni(z2)|m0n(z1)m0n(z2)|2
∣∣∣ <∞.
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By the generalized dominated convergence theorem we then conclude from
(7.5), (7.7), (7.9), (7.14), (7.15) that as n→∞∫ x1−al
h
x1−ar
h
∫ x2−al+ε
h
x2−ar−ε
h
K ′r(z1)K
′
r(z2)
[
ln
∣∣∣m0n(un1 − iv0h)−m0n(un2 − iv0h/2)
m0n(un1 − iv0h)−m0n(un2 − iv0h/2)
∣∣∣
− ln
∣∣∣m(un1)−m(un2)
m(un1)−m(un2)
∣∣∣]du1du2 −→ 0,
where unj = xj − ujh, j = 1, 2. In addition, it follows from (7.5), (7.7), and
inequalities similar to (7.14) and (7.15) that as n→∞ and then v0 → 0∫ x1−al
h
x1−ar
h
∫ x2−al+ε
h
x2−ar−ε
h
(K ′r(z1)K
′
r(z2)−K ′r(u1)K ′r(u2)) ln
∣∣∣m(un1)−m(un2)
m(un1)−m(un2)
∣∣∣du1du2
→ 0.
Therefore (7.2) can be reduced to the following∫ x1−al
h
x1−ar
h
∫ x2−al+ε
h
x2−ar−ε
h
K ′(u1)K
′(u2) ln
∣∣∣m(un1)−m(un2)
m(un1)−m(un2)
∣∣∣du1du2 + o(1),(7.16)
which turns to be
1
h2
∫ x1−al
x1−ar
∫ x2−al+ε
x2−ar−ε
K ′(
u1
h
)K ′(
u2
h
) ln
∣∣∣m(x1 − u1)−m(x2 − u2)
m(x1 − u1)−m(x2 − u2)
∣∣∣du1du2+o(1).
To handle (7.16), we need two more lemmas:
Lemma 6. Suppose that the function g(x1, x2) is continuous in x1 and x2,
(7.17)
∫ x1−al
x1−ar
∫ x2−al
x2−ar
|g(x1 − u1, x2 − u2)|du1du2 <∞
and
(7.18)
∫ x1−al
x1−ar
|g(x1 − u1, x2)|du1 <∞,
∫ x2−al
x2−ar
|g(x1, x2 − u2)|du2 <∞.
Then, as n→∞
(7.19)
1
h2
∫ x1−al
x1−ar
∫ x2−al+ε
x2−ar−ε
K ′(
u1
h
)K ′(
u2
h
)g(x1 − u1, x2 − u2)du1du2 → 0,
where x1 6= al, ar and x2 6= al, ar.
Define the sets G1 = (|u1| ≤ δ1) ∩ (|u2| > δ2), G2 = (|u1| > δ1) ∩ (|u2| ≤ δ2)
and G3 = (|u1| > δ1) ∩ (|u2| > δ2). Splitting the region of integration into the
union of the sets (|u1| ≤ δ1) ∩ (|u2| ≤ δ2), G1, G2 and G3 gives∣∣∣ 1
h2
∫ x1−al
x1−ar
∫ x2−al+ε
x2−ar−ε
K ′(
u1
h
)K ′(
u2
h
)
[
g(x1 − u1, x2 − u2)− g(x1, x2)
]
du1du2
∣∣∣
44 GUANGMING PAN, QI-MAN SHAO, WANG ZHOU
≤ I1 + I2 + I3 + I4 + I5,(7.20)
where
I1 = sup
|u1|≤δ1,|u2|≤δ2
∣∣∣g(x1 − u1, x2 − u2)− g(x1, x2)∣∣∣
∫ +∞
−∞
|K ′(u)|du
∣∣∣2,
I2 = |g(x1, x2)|
∣∣∣ 1
h2
∫ x1−al
x1−ar
∫ x2−al+ε
x2−ar−ε
I(G1 ∪G2 ∪G3)K ′(u1
h
)K ′(
u2
h
)du1du2
∣∣∣,
I3 =
∣∣∣ 1
h2
∫ x1−al
x1−ar
∫ x2−al+ε
x2−ar−ε
I(G1)K
′(
u1
h
)K ′(
u2
h
)g(x1 − u1, x2 − u2)du1du2
∣∣∣,
I4 =
∣∣∣ 1
h2
∫ x1−al
x1−ar
∫ x2−al+ε
x2−ar−ε
I(G2)K
′(
u1
h
)K ′(
u2
h
)g(x1 − u1, x2 − u2)du1du2
∣∣∣
and
I5 =
∣∣∣ ∫ x1−al
x1−ar
∫ x2−al+ε
x2−ar−ε
I(G3)
u1u2
h2
K ′(
u1
h
)K ′(
u2
h
)
g(x1 − u1, x2 − u2)
u1u2
du1du2
∣∣∣.
Evidently, I1 → 0 due to the continuity property of g(x1, x2) when δ1 and δ2
converge to zero. As n→∞, for I2 we have
I2 ≤M |g(x1, x2)|
∫
|u|>δ/h
|K ′(u)|du
∫ +∞
−∞
|K ′(u)|du→ 0,
and for I5 by (7.18) we obtain
I5 ≤ 1
δ1δ2
sup
|u1|>δ1/h
|u1K ′(u1)| sup
|u2|>δ2/h
|u2K ′(u2)|
×
∫ x1−al
x1−ar
∫ x2−al+ε
x2−ar−ε
|g(x1 − u1, x2 − u2)|du1du2 → 0.
Consider I3. Similar to I5,
I3 ≤ 1
δ2
sup
|u2|>δ2/h
|u2K ′(u2)|
∫
|u1|≤δ1/h
∫ x2−al+ε
x2−ar−ε
|K ′(u1)g(x1−u1h, x2−u2)|du1du2.
While, as n→∞ and then δ1 → 0, by the dominated convergence theorem
1
h
∫
|u1|≤δ1
|K ′(u1
h
)|
∫ x2−al+ε
x2−ar−ε
|(g(x1− u1, x2 − u2)− g(x1, x2 − u2))|du1du2 → 0.
From (7.18) we then see that I3 → 0. One may similarly prove that I4 converges
to zero as well. We summarize the above that (7.24) converges to zero as
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n→∞ first and then both δ1 → 0 and δ2 → 0. In addition, apparently,
g(x1, x2)
1
h
∫ x1−al
x1−ar
K ′(
u
h
)du = g(x1, x2)
∫ x1−ar
h
x1−al
h
K ′(u)du(7.21)
= g(x1, x2)K(u)
∣∣∣x1−arh
x1−al
h
→ 0.
Thus (7.19) is proved.
The next lemma extends (1.6) in [13], which now includes the boundary
points of F c,H(x) under some extra conditions.
Lemma 7. Suppose that the support of F c,H(x) is [a, b] with a > 0 and b finite.
Then m(x) is the unique solution to the equation
(7.22) x = − 1
m(x)
+ c
∫
λdH(λ)
1 + λm(x)
,
where lim
z→x
m(z) = m(x).
Proof. When u, the real part of z, is bounded, we have
ℑ(m(z)) ≥ v
M + v2
.
It follows that
(7.23)
v
ℑ(m(z)) ≤M + v
2.
Considering the imaginary parts of both sides of the equality (1.3) yields
v =
ℑ(m(z))
|m(z)|2 − cℑ(m(z))
∫
t2dH(t)
|1 + tm(z)|2 ,
which, together with (7.1) and (7.23), implies
(7.24) sup
z∈S
∫
t2dH(t)
|1 + tm(z)|2 ≤M.
Taking z → x in (1.3) and using (1.5) in [13] we then see that (7.22) is true.
The uniqueness of m(x) is from continuity of m(x) and the uniqueness of m(x)
when ℑm(x) 6= 0 given in [13]. 
We are now in a position to apply Lemma 6 to (7.16). It follows from
Lemma 7 that m(x1) 6= m(x2) and m(x1) 6= m(x2) whenever x1 6= x2. Also,
note (5.1) in [2]. Therefore g(x1, x2) = ln
∣∣∣m(x1)−m(x2)m(x1)−m(x2)
∣∣∣ is continuous in x1 and
x2. Furthermore, it is straightforward to show that ln
(
1 + M
(x1−x2)−(u1−u2)
)
for u1, u2 ∈ [al − ε, ar + ε] is Lebesgue integrable and ln
(
1 + M
(x1−x2)−(u1)
)
for
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u2 ∈ [al−ε, ar+ε] is Lebesgue integrable. Thus, in view of inequalities similar
to (7.13)-(7.15) and applying (7.19) we have
(7.25)
1
h2
∫ x1−al
x1−ar
∫ x2−al+ε
x2−ar−ε
K ′(
u1
h
)K ′(
u2
h
) ln
∣∣∣m(x1 − u1)−m(x2 − u2)
m(x1 − u1)−m(x2 − u2)
∣∣∣du1du2 → 0,
which is the limit of (7.2) due to (7.16) when x1 6= x2.
When x1 = x2 = x taking g(x1, x2) = ln
∣∣∣m(x)−m(x)∣∣∣ and applying (7.19)
we obtain
(7.26)
1
h2
∫ x−al
x−ar
∫ x−al+ε
x−ar−ε
K ′(
u1
h
)K ′(
u2
h
) ln
∣∣∣m(x−u1)−m(x−u2)∣∣∣du1du2 → 0.
Here we keep in mind that the boundary points are not considered when in-
vestigating the case x1 = x2 = x. Consider next
(7.27)
1
h2
∫ x−a
x−b
K ′(
u1
h
)
∫ x−a+ε
x−b−ε
K ′(
u2
h
) ln
∣∣∣m(x− u1)−m(x− u2)∣∣∣du1du2.
By complex Roller’s theorem we have
ln
∣∣∣m(x− u1)−m(x− u2)∣∣∣
=
1
2
ln
(
(u1 − u2)2[|m′r(x− u3)|2 + |m′i(x− u4)|2]
)
=
1
2
ln(u1 − u2)2 + 1
2
gri(x− u1, x− u2),(7.28)
where gr(x− u1, x− u2) = ln
(
|m′r(t1(x−u1)+ (1− t1)(x−u2))|2+ |m′i(t2(x−
u1) + (1 − t2)(x − u2))|2
)
, u3 = t1u1 + (1 − t1)u2, u4 = t2u1 + (1 − t2)u2 and
t1, t2 ∈ (0, 1). It follows from inequalities for m(x) similar to (7.1) that∣∣∣ ∫ x−a
x−b
∫ x−a+ε
x−b−ε
ln
∣∣∣m(x− u1)−m(x− u2)∣∣∣du1du2∣∣∣ <∞.
This, together with (7.28), ensures that∣∣∣ ∫ x−a
x−b
∫ x−a+ε
x−b−ε
gr(x− u1, x− u2)du1du2
∣∣∣ <∞.
Similarly, one may verify the remaining conditions in Lemma 6. Therefore,
using Lemma 6 with g(x1, x2) = ln |m′(x)|2 gives
(7.29)
1
h2
∫ x−a
x−b
K ′(
u1
h
)
∫ x−a+ε
x−b−ε
K ′(
u2
h
)gr(x− u1, x− u2)du1du2 → 0.
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We then conclude from (7.28), (7.29) and (7.5) that
(7.27) =
1
2
1
h2
∫ x−a
x−b
K ′(
u1
h
)
∫ x−a+ε
x−b−ε
K ′(
u2
h
) ln(u1 − u2)2du1du2 + o(1)
(7.30) → 1
2
∫ +∞
−∞
∫ +∞
−∞
K ′(u1)K
′(u2) ln(u1 − u2)2du1du2.
which is the opposite number of the limit of (7.2) due to (7.26) and (7.16)
when x1 = x2.
Limit of (3.17). From an expression similar to (1.3) we obtain
d
dz
m0n(z) =
(m0n(z))
2
1− c ∫ t2(m0n(z))2
(1+tm0n(z))
2 dHn(t)
.
It follows that (3.17) becomes
1
4pii
∮
K(
x− z
h
)
d
dz
log
[
1− c
∫
t2(m0n(z))
2
(1 + tm0n(z))
2
dHn(t)
]
dz
(7.31) =
1
4pihi
∮
K ′(
x− z
h
) log
[
1− c
∫
t2(m0n(z))
2
(1 + tm0n(z))
2
dHn(t)
]
dz
As in the inequality above (6.37) in [6] and (3.21) in [1] one may prove that
(7.32) |1− c
∫
t2(m0n(z))
2
(1 + tm0n(z))
2
dHn(t)| ≥Mv.
This implies that the integrals on the two vertical lines in (7.31) are bounded
by Mv log v−1, which converges to zero as v → 0. The integrals on the two
horizontal lines are equal to
1
2pih
∫
K ′i(
x− z
h
) log
∣∣∣1− c ∫ t2(m0n(z))2
(1 + tm0n(z))
2
dHn(t)
∣∣∣du(7.33)
+
1
2pih
∫
K ′r(
x− z
h
) arg
[
1− c
∫
t2(m0n(z))
2
(1 + tm0n(z))
2
dHn(t)
]
du.(7.34)
By (2.19) in [2], (7.8) and (7.32) we see that (7.33) is bounded by Mv log v−1,
converging to zero. It follows from (7.9) and Lemma 5 that∫
t2(m0n(zn))
2
(1 + tm0n(zn))
2
dHn(t)−
∫
t2(m(un))
2
(1 + tm(un))2
dHn(t)→ 0.
We also claim that
(7.35)
∫
t2(m(un))
2
(1 + tm(un))2
dHn(t)−
∫
t2(m(un))
2
(1 + tm(un))2
dH(t)→ 0.
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To see this, introduce random variables Tn having distribution Hn(t) and T
having distribution H(t). Then Tn
D−→ T . Also Tn and T are both bounded.
Consequently by Lemma 5
E
∣∣∣ T 2n
(1 + Tnm(un))2
− T
2
(1 + Tm(un))2
∣∣∣
≤
(
E| Tn
1 + Tnm(un)
− T
1 + Tm(un)
|2)E| Tn
1 + Tnm(un)
+
T
1 + Tm(un)
|2
)1/2
≤M
(
E| 1
1 + Tnm(un)
|6E| 1
1 + Tm(un)
|6E|Tn − T |3
)1/3
converging to zero. Thus (7.35) is true, as claimed. We then conclude from
the dominated convergence theorem that∫
K ′r(z) arg
[
1− c
∫
t2(m0n(zn))
2
(1 + tm0n(zn))
2
dHn(t)
]
− arg
[
1− c
∫
t2(m(un))
2
(1 + tm(un))2
dH(t)
]
du→ 0.
Moreover, by (7.7) we obtain∫
(K ′r(z)−K ′r(u)) arg
[
1− c
∫
t2(m(un))
2
(1 + tm(un))2
dH(t)
]
du→ 0.
By (7.21) and Theorem 1A in [10] (replacing K(x) there by K ′(x)) we see that∫
K ′r(u)) arg
[
1− c
∫
t2(m(un))
2
(1 + tm(un))2
dH(t)
]
du→ 0.
Summarizing the above yields that (3.17) converges to zero.
Limits of (4.4) and (4.6). Repeating the argument leading to (7.16) yields
(4.4) becomes
(7.36)
1
h2 ln 1
h
∫ x1−al
x1−ar
∫ x2−al+ε
x2−ar−ε
K(
u1
h
)K(
u2
h
) ln
∣∣∣m(x1 − u1)−m(x2 − u2)
m(x1 − u1)−m(x2 − u2)
∣∣∣du1du2+o(1).
The argument of (7.24) in Lemma 6 indeed also, together with (1.6), gives
(7.37)
1
h2
∫ x1−al
x1−ar
∫ x2−al+ε
x2−ar−ε
K(
u1
h
)K(
u2
h
)g(x1 − u1, x2 − u2)du1du2 − g(x1, x2)→ 0.
This ensures that (7.36) converges to zero when x1 6= x2. When x1 = x2 = x,
by (7.37) we have
1
h2 ln 1
h
∫ x1−al
x1−ar
∫ x2−al+ε
x2−ar−ε
K(
u1
h
)K(
u2
h
) ln
∣∣∣m(x1−u1)−m(x2−u2)∣∣∣du1du2 → 0.
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Applying (7.37) and replacing K ′(x) in (7.5), (7.28), (7.29) and (7.30) byK(x),
we can prove that
− 1
h2 ln 1
h
∫ x1−al
x1−ar
∫ x2−al+ε
x2−ar−ε
K(
u1
h
)K(
u2
h
) ln
∣∣∣m(x1−u1)−m(x2−u2)∣∣∣du1du2 → 1.
Checking on the argument of (3.17) and replacing K ′(x) there with K(x),
along with(4.3), we have
(4.6)→ 0.
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