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1. INTRODUCTION 
Consider a measure space X = (X, &, 12) together with a partial ordering 
making X into a lattice. Let further ,ui and ,us be probability measures 
on X, each absolutely continuous relative to A, and suppose that the 
densities &(=6&l& can be chosen in such a way that 
(1.1) 41(4 42(y) <+1(x n y) 952(x u y), for all 5, y E X. 
Here, x n y and z u y denote the “meet” and “join” of the pair 5, y. 
Often (1.1) implies that 
(1.2) s fh-d fapz. 
for every nonnegative measurable function f on X which is &creasing (in 
the sense that f(xl) Q f(x2) when xi <~a in the partial ordering on hand). 
The latter property is expressed by saying that the measure ~2 is a dilation 
of the measure ~1, see [20]. 
A slightly stronger property is defined by the inequality 
(1.3) s flap1 4 f2dp2, 
whenever the ft are nonnegative measurable functions on X such that 
fl(xl) < f&z) when xi <XZ. We will say in such a case that ,UZ is a strong 
dilation of ,ui, and write ,ui <, ~2. Though a dilation need not be strong, 
a dilation occurring in applications is nearly always a strong dilation. 
See Section 3 for a further discussion. 
We shall define an FKG-space to be a lattice measure space X as above 
such that (1.1) always implies that ~2 is a strong dilation of ~1. For 
example, a totally ordered measure space is always an PKG-space, see 
Theorem 3. 
Consider a probability measure p on the FKG-space X=(X, d, A) 
which is absolutely continuous with respect to 1 and possesses a density 
4 =aplail such that 
(1.4) 9%) 54~) <4(x n Y) 4(x u Y), for all x9 Y E X. 
1) This research was supported in part by the National Science Foundation. 
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Then, as is easily seen, 
(1.5) s f(4 d4 P@4 > l.f f(x) Awl * u g(4 Pu(W3, 
whenever f and g are increasing functions on X such that these three 
integrals all exist, (see the proof of (2.15)). 
As an important example, it was shown by Holley [14] that every finite 
distributive lattice, together with L as the counting measure, is an FKG- 
space (in our terminology). Therefore, if a probability measure p on a 
finite distributive lattice satisfies 
444 Pu(Y) G-4x n Y) Ax ” Y) 
then it has necessarily property (1.5). The latter assertion is due to Fortuin, 
Ginibre and Kasteleyn [ll] and is of importance in statistical mechanics. 
The inequality (1.5) is usually called the FKG-inequality. 
More generally, it was shown by Preston [22] that the direct product 
of finitely many totally ordered measure spaces is an FKG-space provided 
these spaces have a measurable order structure. His proof is rather tech- 
nical and amounts to an explicit description of an upward motion of the 
pi-mass distribution so as to result in the ,.uz-mass distribution, making 
(1.2) and (1.3) self-evident. 
In the present paper, by means of a relatively simple and straight- 
forward proof quite different from Preston’s, it is shown (Theorem 5) 
that the direct product Xx Y is an FKG-space as soon as X is an FKG- 
space and Y is a totally ordered measure space. The order structures in 
X and Y need not even be measurable. It follows immediately that the 
direct product X = Xi x . . . x X, of finitely many totally ordered measure 
spaces is always an FKG-space. New FKG-spaces can be generated by 
taking any sublattice of an existing FKG-space and/or modifying the 
induced measure 1 by means of a function h satisfying (5.12). 
It is further shown (Theorem 7) that a finite or countable lattice X, 
together with 3, as the counting measure, is an FKG-space if and only if 
the lattice is distributive. 
Further results are presented in Section 6 for the case where X is a 
sublattice of Rn with the product partial ordering. As is already apparent 
from [2], [8], [18], [19], the implications (l.l)+ (1.2) and (1.4)=+ (1.5) 
which are valid in an FKG space such as Rn with Lebesgue measure (or 
8” with the counting measure) are bound to be very useful, not only in 
statistical mechanics, but in many other probabilistic problems as well. 
Added in proof: an independent but very similar proof of Theorem 2 
(due to Preston) was given by Dr. D. A. Edwards, “On the Holley-Preston 
inequalities”, to appear in the Proceedings of the Royal Society of 
Edinburgh. 
2. BACKGROUND 
By a lattice we mean a partially ordered set in which every pair of 
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elements x, y has a least upper bound x u y and a greatest lower bound 
x n y. By a sublattice of a lattice we mean any subset which is closed 
under the operations z u y and x n y. The lattice is said to be distributive 
if it satisfies the identity x n (y u x)=(x n y) u (x n z). This identity is 
equivalent to x u (y n x) = (z u y) n (x u z) and also to (x u y) n (x n x) = 
=x U (y n z), see [3] p. 11; [l] p. 48. The following two lattices are non- 
distributive. 
In fact, a lattice is distributive if and only if neither of these two special 
lattices occurs as a sublattice, see [3] p. 13, 39; [l] p. 51. As a further 
useful result, see [3] p. 59, 194 and [l] p. 63, a lattice X is distributive 
if and only if it is isomorphic with a ring of sets. By this we mean a 
collection of subsets of a fixed set 52 which is closed under finite unions 
and intersections. Equivalently, X is isomorphic to a sublattice of the 
Boolean algebra 2” consisting of all subsets of J2. One can choose 
Q={l, 2, . ..) m} if each totally ordered subset (chain) of the distributive 
lattice has at most n+ 1 elements, 
The direct product X=X1 x . . . x X, of partially ordered sets Xj 
(j=l, . . . . n) is defined as the set of n-tuples x= (xi, . . . . x,) with xj E Xj 
(j= 1, . . . . n) together with the partial ordering 
(2.1) (Xl, a**, Gs)<(Yl, "., yn) iff q<yj (j=L . . . . n)* 
If each Xj is a lattice then also their direct product, namely, 
(2.2) 
1 
(Xl, .", Ga)U (919 . . ..yn)=(xlU yl,...,Ga U yn); 
(Xl, -**, Xn) n (yi, . . . . yn)=(xl n yl, . . . . Xn n yn). 
For example, the Boolean algebra 2” with Q = (1, 2, . . ., n} is isomorphic 
to the direct product Xi x . . . xX, where each Xl is the pair (0, 11 with 
0 < 1. Every finite distributive lattice is isomorphic to a sublattice of such 
a special direct product. 
By a partially ordered measurable space we shall mean a measurable 
space (X, J&‘) together with a fixed partial ordering of the set X. Here 
& denotes a o-field of subsets of X. Observe that we do not impose any 
measurability condition on the partial ordering of X. 
A partially ordered measure space is defined as a measure space (X, &‘, 2) 
together with a partial ordering of the set X. It is always assumed that 
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the nonnegative measure 1 on &’ is a-finite. If X happens to be a lattice 
(relative to the prescribed partial ordering) then we will speak of a lattice 
meaSure space. Similarly for & totally ordered measure space. 
One defines the direct product of two (or more) such partially ordered 
measure spaces (X,, -tQ, Al) as the product measure space (Xix XZ, 
&‘I @ ~~22, 21 @I 2,) together with the product partial ordering as defined 
by (2.1). 
DEFINITION. Let X = (X, JY) b e a fixed partially ordered measurable 
space and consider probability measures ,UI and ,u2 on JZ?. One calls ,UZ 
a dilation of ~1 (and writes ,UI ( ~2) if 
(2.3) s f4h G s fap2, 
for each measurable function f : X + [0, + 001 which is (weakly) increasing 
in the sense that f(z)<f(y) w h en x Q y relative to the prescribed partial 
ordering of X. 
A subset K of the partially ordered set X is said to be increasing if 
x E K and x Q y imply that y E K. Approximating the measurable increasing 
function f by simple functions, one easily sees that ,UZ is a dilation of ,ui 
if and only if 
(2.4) Pm < wdm 
holds for each increasing measurable subset K of X. 
REMARK. A sufficient condition for (2.3) would be the existence of a 
probability measure 11 on X x X having ,ui and ,u2 as marginals and such 
that XG y as long as (x, y) # N with N as a measurable q-null subset of 
xxx. 
As was shown by Strassen [25] p. 438, the above sufficient condition 
is also necessary for ~2 to be a dilation of ,ui, provided (as is true in many 
applications) X is a separable, complete metric space with J@’ as the 
o-field of all Bore1 subsets and such that {(x, y) E X x X: XQ y} is a closed 
subset of XxX. 
This equivalence was discussed as early as 1955 by Lehmann [I81 in 
the context of statistical power functions; (there is an error at the top 
of [18] p. 402; in fact, conditions (A) and (B) there are equivalent). See 
also [22] p. 239 for the special case that X is a finite set. 
THEOREM 1 (Holley). Let X be a jinite distributive lattice and let ~1, ,142 
be probability measures on X. duppose further that 
(2.5) pl(4 p2(yl) q4x n Y) PZ(X u Y) for all x, Y E X, 
where ~(z)=,D~({z}). Then ,UZ is a dilation of ,LQ. 
To be precise, Holley [14] proved this result only under the additional 
assumption that b(x) > 0 for all x E X, (i = 1, 2). Other proofs for this case 
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were given by Brunel [4] and Spitzer [24] p. 176. Subsequently, Hansel 
[13] and Preston [22] independently proved Theorem 1 as stated. 
Actually, Preston [22] proved a much more general result as follows. 
Let 
(24 x, = (-5, =@fj, 41, (j= 1, . ..) n) 
be given lattice measure spaces and let 
(2.7) x= (X9 d, 4 = fr (X,, &I, 4) 
i-l 
be their direct product. Further, for i = 1, 2, let ,u~ be a probability measure 
on X which is absolutely continuous with respect to the product measure 
2=B 8 . . . @ 2%. The corresponding densities will be denoted as 
(2.8) 4tw=4h . . . . ~~:n)=a~~~a~, (XEX; i=l, 2). 
THEOREM 2 (Preston). SuppoSe that each XJ is even totally ordered in 
such a way that ((5, ye) E X, x X,: xj< ye} is jointly measurable (relative to 
d,; j= 1, . ..) n). Suppose further that the densities A(x) can be chosen in 
such a way that 
(2.9) 41(x) 42(y) < +1(x f-7 y) 42(x u Y) for all x, Y E X. 
Then ,142 is a dilation of ,UI. 
REMARK. Theorem 1 is an immediate consequence of Theorem 2, 
namely, because of the remark following (2.2). Further note that the 
validity of (2.9) hardly depends on the particular choice of the measures 
4 on X,. For, in the present situation, where each X, is totally ordered, 
any unordered pair x5, yj of elements in X, coincides with the unordered 
pair x3 n yj, xj u yf. It follows therefore that any real function h on X 
of the special form 
(2.10) h(x)=h(xl, . . . . x,) = h(n) h&2) . . . h&a), 
(with XJ E Xj), automatically satisfies 
(2.11) h(x) h(y) =h(x n Y) W " Y). 
COROLLARY 1. Suppose the assumptions of Theorem 2 hold. Let f, g, h 
be nonnegative measurable functions on X such that f and h are increasing 
while g is decreasing. Then 
(2.12) {s fdd- is tip2b is 944. is fhdC12h 
provided we define O.oo=O. 
PROOF. One may assume that f, g and h are bounded. For, afterwards, 
the general result follows from the monotone convergence theorem and 
the usual truncations gn =min (g, n). Since g> 0 we have that 
J gapI= implies J fgapl=O, 
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in which case (2.12) is obvious. Similarly if j haps= 0. Thus, one may 
as well assume that 
J g&=1; J hd,uz=l. 
It must be shown that 
(2.13) s f4+ s f4$ 
where the ,uz are the probability measures on X defined by 
The corresponding densities as in (2.8) are ~$F=gdl and 4; = h&z, respec- 
tively. Since g is decreasing and h is increasing, it follows from (2.9) that 
4:(x) #l,*(y) <4:(x n y) +z,*(x u Y) for all 2, y E X. 
We conclude from Theorem 2 that ,ui is a dilation of ,u:, hence, (2.13) 
holds. 
COROLLARY 2. Let X=X1x... xX, be the direct product of totally 
ordered measure spaces as in Theorem 2. Let further p be a probability 
measure on X which is absolutely continuous with respect to the product 
measure 1=21 @ . . . @ L, and possesses a density +=d,uld3, which satisfies 
(2.14) 464 5&y)<& n Y) 4(x u Y) for all x, Y E X. 
Then 
(2.15) s f(z) Sk-9 Pu(W > dT f(x) Pu(Wl* is g(x) Pu(WlP 
whenever f and g are increasing measurable functions on X = Xi x . . . x X, 
such that f, g and fg are integrable relative to ,u. 
REMARK. This result is essentially due to Preston [22]. For the case 
where 4(x) > 0 for all x E X, the result is due to Cartier [5]. 
Further observe that property (2.15) always holds when ,U is a product 
measure on the present direct product X of totally ordered measurable 
spaces X,. For, apply the above corollary with I=p so that d(x) = 1 for 
all x E X in which case (2.14) trivially holds. This important property 
of a product measure was first established by Esary, Proschan and Wal- 
kUP PI* 
PROOF. The validity of (2.15) is not affected by simultaneously re- 
placing f by f + cl, g by g + c2, with cl and cs as constant functions. Applying 
(2.12) with w=p, g=l, one thus obtains (2.15) for the case where f and 
g are also bounded below. The general case follows from the dominated 
convergence theorem, using the truncations 
fn=max (f, -n) and gn=max (g, -n), where n>O. 
Note that lfnl G IfI and Id < 191 thus lfngnl G Ifsl. 
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COROLLARY 3. Let X be a finite distributive lattice and let ,u be a 
probability measure on X satisfying 
(2.16) p(A) p(B) <,u(A n B) p(A u B) for all A, B E X. 
Here, ,u(x) =,u({z}). Then 
whenever f and g are real-valued increasing functions on X. 
Note that Corollary 3 follows immediately from Corollary 2 and the 
remark following (2.2). It follows from (2.16) that {A E X: ,&4)>0) is 
a (distributive) sublattice, thus, in proving Corollary 3 it would be no 
loss of generality to assume that ,U is strictly positive. 
The above Corollary 3 is precisely the well-known result due to Fortuin, 
Ginibre and Kasteleyn [l l] p. 91, and it is customary to refer to (2.17) 
as the FKG inequality. It generalizes some of the so-called GKS inequa- 
lities due to Griffiths [12], Kelly and Sherman [17]. 
In statistical mechanics the distributive lattice X is often the collection 
of all subsets A of a finite set Q= (1, 2, . . ., n), with A <B if and only if 
A C B. Further, p(A) is often of the form 
where B runs through all subsets of Q. Here, o,(j) = + 1 or - 1, depending 
on whether j E A or j $ A, respectively. Further Z-1 is a normalization 
constant chosen such that 2~ p(A) = 1. 
A detailed investigation of condition (2.16) in this case may be found 
in [ll] pp. 97-99. For instance, in the case where J(B)=0 whenever 
IBI > 3 (so-called two-body interaction) condition (2.16) holds if and only 
if J(B) ~0 whenever IBI =2 (a so-called ferromagnetic system). 
3. STRONG DILATIONS 
In generalizing Theorem 2, we shall need the notion of a strong dilation. 
DEFINITION. Let ,ui and ,UZ be probability measures on a partially 
ordered measurable space X = (X, &‘). We will say that ,u2 is a strong 
dilation of ,DI (and shall write ,ui <, ,UZ) if 
(3-l) s hdj4 f2dp2, 
as soon as fl, fz: X -+ [0, + co] are measurable functions such that 
(3.2) f&a) <f&e) whenever x1 <x2. 
Since (3.2) implies fl< fz, any probability measure is a strong dilation 
of itself. Taking fi=f2 as an increasing function, we see that a strong 
dilation is also a dilation. 
In many situations, every dilation is a strong dilation (so that it would 
be sufficient to verify condition (2.4)). Namely, as mentioned in the 
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Remark following (2.4), if ,~a is a dilation of ,Q then under rather weak 
additional conditions there exists a probability measure r] on X x X with 
marginals ,ui and ,ua such that xi <x2 is true for almost [q] all pairs 
(xi, $2) E X x X. Integrating (3.2) relative to this measure 7, one obtains 
the desired result (3.1). Hence, if the above measure r exists then ,ua is 
automatically a strong dilation of ,ui. This happens, for instance, when 
X= Rk with the usual product ordering. 
Also in Theorem 2 due to Preston one may conclude that ,UZ is a strong 
dilation of ,ui. In fact, the proof given by Preston [22] amounts to an 
explicit construction of a measure q on X x X as above, compare Propo- 
sition 1 in [22] p. 235. 
Let fl, fa be nonnegative measurable functions on X satisfying (3.2). 
It is instructive to consider the associated functions 
P1(z)= sup {f1@'): x' <x}; SZ(X) = inf {f&z”) : x < x”}. 
Clearly, the Ff are nonnegative increasing functions on X such that 
fdx) ~~l(x)O2(~)=42(4, for all x E X. 
If ,ur is a dilation of ,ui it would follow that 
J fdpl<J F,d,m<J 3'14424 f&m, 
provided the function PI: X + [0, + oo] is measurable. 
The latter happens, for instance, when all subsets of X are measurable 
and also when X = R with the usual total ordering and J&’ as the u-field 
of all real Bore1 sets. Namely, every increasing function on R is Bore1 
measurable (a property which already fails when R is replaced by R x R). 
EXAMPLE. The following is an example of a dilation which is not a 
strong dilation. Namely, let X= (a, b, c, d} with a~ 6, cud (and no other 
pairs (x, y) with z# y, 2~ y). Let further the u-field & consist of all the 
23 finite unions of the sets {a}, (b, c} and (d}. Finally, define p and ,UZ 
by pl((a}) = 1 and pz((4) = 1. 
Let f : X + R be measurable. Since {b, c} is an atom in &‘, we have 
f(b)=f(c). If f is also increasing then 
f(a)<f(b)=f(c)<f(4, 
thus, 
s f4%=f(4Gf(4= s f4m 
showing that ,ua is a dilation of ,~i. 
Next, consider the functions fi on X defined by 
fi(x)=O if x=b, c, d; fi(x)=l if x=a; 
f2(x)=O if x=d; f2(2)=1 if x=a, b, c. 
Clearly, fi and f2 are measurable and satisfy (3.2). On the other hand, 
J fldpl=fl(a)=i>o=f2(d)=j f2ap2, 
implying that ,142 is not a strong dilation of ,ui. 
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Observe that in this example the associated function Fi has the value 1 
on (u, b) and the value 0 on {c, d), so that Hi is indeed non-measurable. 
Also Fz = F1 is non-measurable. 
THEOREM 3. Let X= (X, 22, A) be a totally 09&d measure space. Let 
f2crther pi and p2 be probability mea8ures on X which are absolutely con- 
tinuous relative to 1 and suppose that the densities I$~=cI&/E;~ can be chosen 
in such a way that 
(3.3) $1(52) 46&a) <+1(x1) y5&2) whenever xl ~922. 
Then ,UZ is a strong dilation of ,LQ. 
PROOF. Let fl, fz: X +- [O, + W] be given measurable functions satis- 
fying (3.2), and consider the measurable sets 
(3.4) Al = A&] = {x E x : f*(z) > u}, 
where Ogu<oo, i=l, 2. Since fl<fi, one has 
(3.5) AI C 4, thus, A; CA:. 
We have from Fubini that 
s fgaw=j ~~‘“a~>rs(a~)=~~~f~~[u~)au. 
Hence, in proving (3.1), it suffices to show that for each fixed number 
O<u-cc- one has pl(A)~p&W. 
Suppose xi E A; and ~2 E Ai, in other words, f&xl) <u< f&z). It follows 
from (3.2) that xi>xxg is false, hence, (X being totally ordered) that 
~1~x2. Therefore, using (3.3), 
&(x2) 42(x1) <&(x1) 44x2) when xi E A$ and x2 E AI. 
Integrating this inequality relative to 1 @ 3, over AC, x Al, one has 
pl(Al) p2(-4) Q pl(AC2) p2(4) < p+G) p2(A2). 
Here, we also used (3.5). Since &A:)= 1 -w(Ae), one obtains the desired 
result ,a&&) G p&42), 
REMARK. The special case of Theorem 3, where ((z, y) E X x X : x < y} 
is assumed jointly measurable, would also follow from the construction 
in [22] pp. 237-238. 
Even when X is totally ordered, it is possible for a dilation not to be 
strong. For instance, let X = (a, b, c, d) with a < b Q c < d and let the u-field 
& consist of all the 23 unions of the sets {a, d), {b) and (cl. Further define 
,UI and ~2 by means of ,~i( (c}) = 1 and ps( (b)) = 1. 
If f is a measurable function on X then f(a) = f(d). If f is also increasing 
then f@)~f(b)5;f(4ff(4, h ence, f is then a constant function. In parti- 
cular, ,u2 is trivially a dilation of ~1. 
Next, define fl(c)= 1, while fl(x) =0, otherwise; and further f&)=0, 
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while /s(x) = 1, otherwise. These are measurable functions on X satisfying 
(3.2). Moreover, 
J fl~~l=fl(c)=1>o=f2(b)=S f24-42. 
Consequently, ,us is not a strong dilation of ~1. Note that presently con- 
dition (3.3) fails for xr=b, xz=c. 
4. AN AUXILIARY RESULT 
Consider a pair of partially ordered measurable spaces X,=(X,, A+‘,) 
(j= 1, 2) and let X=X 1 x X2. Let further ~1 and ,us be given probability 
measures on X. The marginal of w on the component Xr of X will be 
denoted as Q; here, and in the sequel, i E (1, 2}. 
Let us further assume (as is true in most applications) that there exist 
Markov kernels Qt(x, B) defined for x E X1 and B E &a, such that 
(4.1) /&(A x B) = JA Q&G B)Vi(W, 
whenever A E &r and B E ~2s. It follows for any nonnegative measurable 
function fg on X=X1 x X2 that 
(4.2) j-x h4w=.rx, g&)%(w, 
where 
(4.3) gt(4 =sx2 k(x, Y) Q&3 dY)- 
Here, x E Xr and i = 1, 2. 
THEOREM 4. Suppose in the j&t place that 
(4.4 Vl -x8 v2. 
Next, let Ne E ~$1 be such that vi(Ni) = 0 (i= 1, 2) and suppose that, for all 
x, x’ E X1 with x 6 Nl and x’ 6 Nz, that 
(4.5) &1(x, . ..) <8&2(x’, . ..) as soon as xgx’. 
Then 
(4.6) P1 i, P2* 
PROOF. Let fr, fa: X + [0, + m] be given measurable functions on 
X=X1 x Xs satisfying (3.2). The value of ft at the point (x, y) E X will 
be denoted as fi(x, y) (with x EX~, y cX2). For x EX~ with x 4 Ng we 
define gg(x) as in (4.3). On the other hand, if x E Nr we define e(x) =0 
and if x E Na we define ga(x) = +oo. Because of vi(Ng)=O, (4.2) and (4.4), 
it only remains to show that, for all x, x’ E X1, one has 
(4.7) gl(x) <g2(x’) as soon as x <x’ 
and, moreover, x $ Nr and x’ 4 Nz. Let these elements x, x’ be fixed. 
If y, y’ E X2 are such that YQ y’ then (x, y)g(x’, y’), hence, /1(x, y) < 
</2(x’, y’), (since jr, fa satisfy (3.2)). C onsequently, (4.7) follows immedi- 
ately from (4.3), (4.5) and the definition of a strong dilation. 
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The following result will not be needed furtheron but has an intrinsic 
interest of its own. 
COROLLARY 4. Let Xj = (X,, &jr) (j = 1, . . . , 12) be partially ordered 
measurable spaces. Let X(m)=Xix . . . xX, (m=l, . . . . n). For i=l, 2 and 
m=l 3 -**, n- 1, let Qt,m(yna, A,+i) be a given Markov kernel defined for 
ym EX@) and A m+r E SZZ’~+~ and suppose that 
(44 &I, dym, . . .) 4, Qz, dzm, . . .) whenever ym Q zm. 
To Qt,, we associate the transformation ,~r,~+l=Tg,,,,,~l,~ defined by 
(4.9) ~i,m+@m x &+I)=.~B~ Qz,m(ym, &+dpd~~m), 
with B, and A,+1 as measurable subsets of X(m) and Xm+i, respectively. 
It transforms the probability measure N,~ on X(m) into the probability 
measure ~f,~+l on X@+l) having w ,m as its marginal on X(m). It follows 
from Theorem 4 that 
(4.10) pl,m i, ,m,m=+ T~m,w,rn <, Tz,mpz,m. 
Consequently, if ~1 and v2 are given probability measures on Xi such 
that vi <8 v2 and if ,ua, m is defined by ,ut,i=vi and (4.9) with m= 1, . . . . n- 1 
then 
(4.11) ~1,~ <,~2,~ for m=l, . . . . n. 
This corollary is closely related to the work of Daley [S] on stochastically 
monotone Markov chains. 
5. FKO-SPACES 
Let X=(X, &, A) be a lattice measure space. Thus X is a measure 
space together with a partial ordering which makes X into a lattice. 
DEFINITION. We call X = (X, JZ!, A) an FKCT-space when ,UZ is a strong 
dilation of ,ur as soon as the h are probability measures on A? which are 
absolutely continuous with respect to A and have densities &=d&A 
(i = 1, 2) which satisfy 
(5.1) 4&&$2(x2) <#4x1 n x2)42(x1 U x2) for all XI, x2 E X. 
Equivalently, (X, -c4, A) is an FKG-space if the latter assumption always 
implies that 
(5.2) s fd.4 f2dp2, 
whenever the ft : X + [0, + c=] are measurable and satisfy 
(5.3) fl(a)Gf2(X2) if 51Gx2. 
It follows from Theorem 3 that each totally ordered meaSure space is 
an FKC-space. But in general the property of being an FKB-space will 
depend on the measure 1, see for instance (5.13) and (5.14). 
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In most applications, the conclusion (5.2) is equivalent to pi(K) <,u~(K) 
for each measurable increasing subset K of X, see (2.4) and the discussion 
following (3.2). 
One important consequence of the FKG-property would be assertion 
(2.12) of Corollary 1; for, only the FKG-property was used in the proof. 
As a further consequence, see Corollary 2, let (X, &‘, A) be an FKG-space 
and let p be a probability measure on & of the form dp = 4.dA with $ 
as a nonnegative measurable function such that 
(6.4) 9@1)+(~2:2)<54~ n x2)5&au ~2) for all 21, ~2 EX; 
(for instance, if 1 is a probability measure then p =3, would do). Then 
it follows that 
(6.5) S fsdw S f+ S gh 
whenever f, g are nonnegative measurable increasing functions on X (or 
when f, g are measurable and increasing such that the three integrals 
(5.6) all exist). 
The reason we called the above type space an FKG-space is that this 
important consequence (5.5) has the form of the usual FKG-inequality 
due to Fortuin, Ginibre and Kasteleyn [ll]. However, it would even be 
better to speak about GKS-FKG-HP spaces because of the work of 
Griffiths, Kelly, Sherman, Holley and Preston reported in Section 2. 
THEOREM 6. Assume that X= (X, .a’~, I.,) is an FKG-qmce and that 
Y = (Y, sdz, A+,4 is a totally ordered meamre space. Then also X x Y is an 
FKG-space. 
PROOF. Let ,ui and ,UUZ be probability measures on X x Y which are 
absolutely continuous with respect to A = k @I 12 and have densities & = 
=dbld;l such that 
(5.6) qh(Xl, y1)~2@2, y2)41(m f-l x2, y1 n y2)42(21 u x2, y1 u yz), 
whenever Q E X, yg E Y (i = 1, 2). We must show that ,UZ is a strong dila- 
tion of ~1. 
Let it denote the marginal of ti on the component X of X x Y. It is 
absolutely continuous with respect to 11 and the corresponding density 
is given by 
(5.7) @&) = SY +.&, y) &(dy) for all 2 E X. 
As was shown already by Preston [22] p. 236, (compare the Remark 
following the present proof), one has 
(5.8) @1(~1)@2(~2)9@1(~ n x2)@2@1 U 22) for all XI, 52 E X. 
In fact, (5.8) is a consequence of (5.6), (5.7) and the property of Y being 
totally ordered. But X was assumed to be an FKG-space, hence, (6.8) 
implies that 
(5.9) Vl -x8 v2. 
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Next, for i = 1, 2, consider the set 
(5.10) Nt={xEX: @(x)=0 or +c0>. 
Clearly, Nt E ~$1 and y(Nz)= 0 (i= 1, 2). Moreover, if z E X and x 4 Ni 
then the formula 
Q&, B) =Jl3 4&G Y) WY,/@&4 
(where B E &‘z) defines a probability measure on Y having the density 
Y&, y) =4*(x, y)/@f((x) relative to 12. 
Note that the measure ,ud on X x Y admits the representation (4.1) ; 
here, &((x, . . .) is arbitrary when x E Nt. Hence, the desired result (4.6) 
follows from Theorem 4, provided it is true that 
(5.11) &1(x1, a*.) <# &2(x2, . ..) when xi~xz; xi 4 Nt. 
Let q E X be fixed with ~1~x2 and q 4 Ng (i = 1, 2). Since Y is an 
PKG-space, (it is even totally ordered, see Theorem 3), (5.11) follows as 
soon as the functions 
#YY) = WXh y) =A(% !/)/@&a) 
satisfy (5.1), that is, as soon as 
&(x~, ~1) $2(22, y2) G &(x1, YI n y2) d2(x2, yl u y2) 
holds for all yi, yz E Y. In fact, the latter inequality follows directly from 
assumption (5.6) and ~1~x2. 
REMARK. For later use, let us note that property (5.11) requires only 
that the component Y of X x Y is an FKG-space (not that Y is totally 
ordered). 
For the sake of completeness, let us reproduce Preston’s proof of (5.8). 
First one observes that the left hand side of (5.8) can be written as 
J J 41(x1, Y1)42(X2, ?42)~2k-G1)~2(@2). 
This integral remains unchanged on interchanging the roles of yl and ya. 
A similar expression holding for the right hand side of (5.8), we see that 
it suffices to show that a+ b<c+d, where 
a = &(x1, yd d2@2, ~2) ; c = 41(x1 n x2, ~1) 42h u x2, ~2) ; 
b=&(xl, ~2) 42(x2, ~1); d=+l(xl n 22, ~2) d2(x1 u x2, yl). 
Let the xi E X and yj E Y be fixed. By symmetry, interchanging yi and 
ya if needed, one may assume that yi < ya; (this is the only occasion that 
one uses the fact that Y is totally ordered). Thus yi n ya =yi and 
y1 u y2 = y2 and it follows from (5.6) that a<c and b <c. Hence, one may 
as well assume that c> 0. 
From (5.6) with y2 replaced by yi (or yi replaced by y2), one further 
obtains that a6 <cd. It follows that 
c+d-a-b=(l/c)[(c-a)(c-b)+(cd-ab)]>O. 
22 Indagationes 
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THEOREM 6. Let X, = (X,, &,, 4) (j= 1, . .., n) be jinitely many totally 
ordered meamre spaces. Then their direct product X = XI x . . . x X, is an 
FKG-space. 
PROOF. Immediate from Theorem 5 and the fact that a totally ordered 
measure space such as Xi is always an FKG-space. 
Observe that Theorem 6 is more general than Theorem 2 due to Preston 
[22], because we have not imposed any measurability assumptions on the 
order structure of the Xj. Also our proof is simpler. 
There remains the question what other lattice measure spaces have 
the FKG-property. One easy way of obtaining new FKG-spaces is by 
starting with an FKG-space X=(X, JJ, a) and afterwards replacing the 
measure d3, by the new measure dA* = h. d3, with h: X -+ [0, + w) as a 
measurable function satisfying 
(5.12) WI) 4~~) 4x1 n ~2) WI u x2), 
for all ~1, zs E X. If the probability measures ,ur on JCZ are absolutely 
continuous with respect to L* with densities d,~#* = qS: then & =dw/dA = 
=&SF. Hence, using (5.12), we see that (5.1) with $8 replaced by 4: 
always implies (5.1) itself and, therefore, that ,us is a strong dilation of 
,ui. This proves that (X, &, A*) is an FKG-space. 
For instance, consider the 4-element lattice X= (0, a, b, l} with a and 
b incomparable, a n b = 0 and a u b= 1. Let further ~2 consist of all 24 
subsets of X. We know (from Theorem 1 or Theorem 6) that (X, JS?, 1) 
is an FKG-space when 1 is the counting measure, hence, also when J(x) = 
=A({%>) satisfies (5.12), that is, 
(5.13) l(a) I(b) <l(O) n(l). 
On the other hand, (X, &‘, 1) fails to be an FKG-space as soon as 
(5.14) A(a)I(b)>rZ(O)1(1)>0. 
Namely, choose p as a strictly positive probability measure on X such 
that 
1 < da)luW ~ W W 
P(O) Al) w 41) * 
In this case (5.4) holds but not (5.5). In fact, the increasing sets A = {a, l> 
and B={b, 1) satisfy ,u(AB)<&i),u(B). 
DEFINITION. If X is a finite or countable lattice then the so-called 
associated lattice measure space (X, &,A) has & as the collection of all 
subsets of X and 1 as the counting measure. If this associated lattice 
measure space is an FKG-space we will say that the given lattice X has 
the FKG-property. Note that in this case also each sublattice Y of X 
has the FKG-property. For, if (5.1) holds on Y then it holds on all of 
X by defining &(x)=0 for all XEX with x4 Y (i=l, 2). 
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THEOREM 7. Let X be a lattice having only jinitely many or countably 
many elements. Then the following are equivalent. 
(i) The lattice X has the FKG-property. 
(ii) The lattice X is distributive. 
PROOF. (i) =+ (ii). Suppose X is not distributive. Then X contains 
as a sublattice either the B-element lattice X’ of fig. 1 or the B-element 
lattice X” of fig. 2, (compare Section 2). It suffices to show that neither 
of these has the FKG-property. 
In fact, let ,u be the uniform distribution on X’ having a mass equal 
to + at each point. Then (5.4) holds since $=~Z,U/& is the constant function. 
However, (5.5) does not hold. Namely, taking A = {a, b, l} and B= {c, I} 
one has 
p(AB) = Q <p(A)p(B) =$F. 
Similarly for X”. 
(ii) =+ (i). For a finite distributive lattice this assertion is precisely 
Theorem 1 due to Holley, Hansel and Preston. Next, consider the case 
where X is countably infinite, and suppose (5.1) holds. Let further 
fi: X -+ [0, CQ] satisfy (5.3). If Y is an arbitrary finite sublattice of X 
then it is distributive and thus has the FKG-property, consequently, 
(5.1) and (5.3) imply that 
SY fl4JllPl( Y) GSY fz~P2/Pz(n 
as long as m(Y)> 0. Letting Y t X, one obtains (5.2). 
6. COMMENTS 
In the present Section we restrict ourselves to the important special 
case where X is the FKG-space 
(6.1) x= (XT d, 4 = fi v-j, dj, M, 
i-l 
with X as a subset of Rn with the partial ordering as defined by (2.1). 
More precisely, for j = 1, . . . , n, we take X, as a Bore1 subset of the reals 
with the usual ordering, &‘j as the o-field of Bore1 subsets of XJ and 13 
as a u-finite measure on X,. 
In the sequel i E (1, 21. Consider probability measures ,DI on X absolutely 
continuous relative to I such that q$=d,u@ satisfies 
(6.2) 41(x) $2(Y)~h(X n Y) 952(x ” Y), 
for all x, y E X. We know that then ,~a is a (strong) dilation of ,UI. 
But more can be said. Let (1, 2, . . . . n> be the disjoint union of the 
non-empty sets I and J. Regard X as the direct product of 
XI= ~ X, and XJ = n X,, 
isI itJ 
supplied with the product measures 21 and 15, respectively. Accordingly, 
x E X can be represented as x= (XI, XJ) with XI E XI and xJ E XJ. 
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The marginal VZ,I of ~2 on XI is clearly a dilation of the marginal ~1.1 
of ~1 on Xl. Moreover, the density @,I of vi.1 relative to 11 is given by 
(6.3) @,r(xz) =.I& &(xz, XJ) AJ(dXJ). 
Consider further the “conditional” distribution 
(6.4) &i,&Z, B,=jE +&I, XJ) ~J(d~J)/@f,I(~Z), 
(where B E dJ). This distribution is defined provided XI E XI does not 
belong to the set 
N~,I={~IE XI: @f,1(x1)=0 or +oo}. 
Note that vt,~(Nz,~) = 0. 
Using the Remark following the proof of Theorem 5, we conclude that 
(6.5) &l,I(XZ, -**I <, 4?2,&4, --*I as soon as XI<X; 
and further XI #N~,I; xi $ Ns,1; (we also used that XJ is an PKCT-space). 
We see from (6.5) that condition (6.2) implies the existence of many 
dilations. 
Particularly interesting is the special case where ,ui = ,LLZ = p and 4 = dp/d;2 
satisfies 
(6.6) $(x) +(y) Q d(x f-7 y) 4(x: u Y) for all 2, Y E X. 
We know that in this case 
(6*7) s fdp >s f+ s g44 
whenever f and g are nonnegative and measurable increasing functions 
on Rn; see Lehmann 1191 p. 1151 for a similar result with n=2. In the 
present case ~1 =,us, formula (6.5) becomes 
(64 QZ(XI, -..I i, f&(x;, . ..) as soon as x~<xi, 
and further neither XI nor xi belongs to the set NI with vl(N~) = 0, (em- 
ploying obvious notations). 
Roughly speaking, (6.8) says that the higher the x1-component of 
x= (XI, XJ) E X (relative to the partial ordering of Xl), the higher is the 
corresponding cross-section of the ,u-mass distribution on X = Xl x XJ, 
(with “higher” in the sense of dilation for a pair of probability measures 
on XJ). 
Taking I= (1, 2, . . ., i> and J = {i + 1, . . ., n}, we have as a very special 
case of (6.8) that 
(6.9) &1(x1, {XJ: x$+1 >t>) increases as a function of xl, 
this for each tER and i=l, . . . . n - 1. As was shown by Esary and 
Proschan [9], see also [2] p. 146, this special property (6.9) already implies 
the PKCT-inequality (6.7) (with f, g> 0 as measurable increasing functions 
on R*). 
In fact, (6.9) is a strictly stronger property. There are many related 
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properties, all non-equivalent. Compare the work of Efron [7], Lehmann 
[ 191, Esary, Proschan and Walkup [8], Jogdeo [ 151, Esary and Proschan 
[IO], Barlow and Proschan [2], pp. 29-32; 142-152, for further examples 
and comparisons. 
Since it may often not be 
how far it is equivalent to 
y=(y1, *a’, yn) differ in only 
equivalent to 
easy to verify (6.6), the question arises in 
the special case where x = (zi, . . ., x,) and 
two coordinates. The latter property is 
(6.10) 
(and u, U’ E X,; v, v’ E X,). Here, 1 Q r <s <n are arbitrary while 
(6.11) IGrs(u, v)=&21, x2, a**, x,) 
with xl E Xj and all but xr =U and x8 = v fixed. Following Barlow and 
Proschan [2] p. 148, we will describe property (6.10) by saying that the 
function f&xi, . . . . x,) is TP2 in each pair of arguments (totally positive 
of order 2). 
ASSERTIONS. (i) If +(x)>O f or all x E X then it is sufficient for (6.6) 
that +(xi, x2, . . . . zn) is TP2 in each pair of arguments, (but not if we 
would insist that these are consecutive, that is, s=r+ 1 in (6.11)). 
(ii) If one allows 4(x) to take the value 0 then it is possible that 
+(x1, 52, *.a, x,) is TP2 in each argument, while simultaneously the PKG- 
inequality (6.7) fails, hence, certainly property (6.6) fails to hold. 
REMARK 1. It follows from (i) that a sufficient condition for (6.6) 
would be that +( ) x is strictly positive and has continuous second derivatives 
in such a way that 
(6.12) &log $@l, x2, .-., x,) s 0 whenever r fs. 
r 8 
Here, we are thinking of the Xj as real intervals. For instance, 4(x) could 
be the normal density with a non-singular covariance matrix 2 such 
that 2-i = (a,) h as a,< 0 whenever r #s, compare [2] p. 157. 
REMARK 2. Suppose that +(zi, x2, . . . . xn) is TP2 in each pair of argu- 
ments. It is claimed by Barlow and Proschan [2] p. 149 that then property 
(6.9) and therefore the PKG-inequality (6.7) must hold. This does not 
agree with assertion (ii). Their error was to omit the side condition f > 0 
in an auxiliary result due to Karlin [16] p. 123 and Lehmann [18] p. 410. 
On the other hand, their proof is entirely correct for the case $(x)>O. 
In particular, a byproduct of the results of Barlow and Proschan [2] is 
still another proof of the FKG-inequalities in the strictly positive case, 
(besides the earlier proofs mentioned in Section 2). 
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PROOF OF (i). The proof is implicit in [ll] p. 97. Let x= (21, . . . . x,) 
and y=(yl, . . . . yn) be fixed elements of X. Let further u~=min (q, yi) 
and vj =max (xj, yjr) thus ujr<vi. Permuting indices if necessary, one may 
assume that 
X=(Vl, . . . . Vr, Ur+l, .-., %a); y=(Ul, . . . . %-, Vr+l, ..a, %a), 
where l~rgn--l. Let s=n-r. For Ogi<r and O~jgs, let 
Qj=(Vl, a.., Vi, W+l, .-.j Ur, %+l, --a2 Vr+j, Ur+j+l, ea-9 Urn). 
Clearly, xtij E X and 
xa+1,j n xa,j+1 =xij; 8+1,3 u 8,i+1 =a+l,f+l. 
Moreover, x,.s=x; yolos=y; x00=x n y and xrs =x U y. Therefore, 
Here, we used that 4 is strictly positive on X and the fact that xt+r,j 
and ~J+I differ in only two coordinates. 
The last assertion of (i) can be seen from the special case n = 3, where 
4 is the normal distribution d(x) =c. exp[z rtisxj] with rjj < 0, rrs > 0, 
ras> 0 and rrs < 0. This function is TP2 in XI, 2s and also in x2, x3 but 
not in XI, x3. 
PROOF OF (ii). Take n = 3 and X= R3 with Lebesgue measure. Con- 
sider the pair of disjoint cubes in R3 defined by 
P: O<xl<l; OGx2gl; l<x3<2; 
Q: 1<21<2; 1<22<2; ogx3<1. 
Observe that points x E P and y E Q differ in all three coordinates. Define 
4(x) =p for x E P; +(x) =q for x E Q; 4(x) =0, otherwise. Here, p and q 
are positive constant with p+q= 1. 
We claim that the function 4 is TP2 in each pair of arguments, equi- 
valently, that 
(6.13) 9w $(Y) G 4(x n Y) 0 " Y), 
whenever x and y differ in only two arguments. One only needs to consider 
the case where both d(z)>0 and $(y)>O. But then either both x and y 
are in P (as well as x n y and x u y) or both x and y are in Q (as well as 
x n y and x u y) and in these cases (6.13) holds with the equality sign. 
Next, consider the increasing sets 
A=(x~R3:x~>l); B={x~R3:cc~>l). 
Then we have for the probability measure p corresponding to + that 
AW=O<Pqr=/4~)!4% 
showing that the FKG-property (6.7) fails to be true. Note that (6.13) 
fails for x E P, y E Q. 
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