Modelos matematicos para o crescimento de populações celulares tumorais com estrutura de tamanho e a resposta a farmacos anti-blasticos by Egreggio, Andrea Regina
"MODELOS MA TEMA TICOS PARA O CRESCIMENTO DE POPULAÇOES CELULARES 
TUMORAIS COM ESTRUTURA DE TAMANHO E A RESPOSTA 
À FARMACOS ANTI-BLASTICOS" 
Este exemplar corresponde a redação 
final da tese devidamente corrigida 
e defendida pela Sra. Andréa Regina 
Egreggio e aprovada pela Comissão 
Julgadora. 
Campinas, 01 de fevereiro de 1996. 
Orientador 
Dissertação apresentada ao Instituto 
de Matemática, Estatística e Ciência 
da Computação, UNICAMP, como 
requisito parcial para obtenção do 
Título de Mestre em Matemática 
Aplicada. 
EgR2m 
FIC IM CATALO<;RAFICA ELABOR\DA Pf:LA 
BIBLIOTECA DO IMECC DA UNICAMP 
Egrcggio, Andrca Rcgma 
Modelos Jilatcm:itJcos pMa o crescimento de populações 
ccluJarcs turnor;11s com cstnJtura de tnmanho c a rcspos1a ;l fánnacos 
anti blásticos I Andrea Regina Egrçggio. ~- Catllpinas, [S.P. s_n_], 
199.-'i. 
Oricnt<ldor · L<1érc10 Luís Vcnd11c. 
Disscnaç;lo [1ncstrado] · Ul\1\.:rsidadc Est.1dual de Campmas, 
lnst tuto de Matcm<Hlcil. Estatística c CiCncia da Computação. 
I Drogas • Resistência_ 2.Cc!ulas - Efeitos das drogas. 3 
Pop•il<lçi'lo - r..lodclos matcm~ticr•s 4 Cclul;Js - Crescimento. 
5 Cdul<ts - OI\ !Silo. I Vcnditc, Laércio Luí~ IL Uniycrsidade 
Est;idual de Üllilpinas.Instituto de Matcm.Mica, J:statística e Ciência 
da C amputação !!L Título. 
Tese de Mestrado defendida e aprovada em 19 de Dezembro de 1995 
pela Banca Examinadora composta pelos Profs. Drs. 
Prol (a). Dr (a). 
Prol (a). Dr (a). 
Prol (a). Dr (a). 
"MODELOS MATEMÁTICOS PARA O CRESCIMENTO DE POPULAÇÕES CELULARES 
TUMORAIS COM ESTRUTURA DE TAMANHO E A RESPOSTA 
Á F ÁRMACOS ANTI-BLÁSTICOS" 
ANDRÉA REGINA EGREGG!O 
Orientador: PROF. DR. LAÉRCIO LUÍS VENDITE 
DMA - IMECC 
UNI CAMP - 1995 
Ao meu aOO 'Dante eqruxwio, 
que me ~u o cam1nfw. 
AGRADECIMENTOS 
Agradeço profundamente a todos aqueles que, direta ou 
indiretamente, colaboraram com a realização deste trabalho. 
Em especial, ao meu orientador Prof. Dr. Laércio Luís Vendite, 
pela atenção, pelas sugestões, mas sobretudo, pelo carinho e pela 
amizade. 
Não poderia deixar de agradecer também, ao Prof. Hamilton Leckar, 
pela atenção dispensada, pelas discussões e sugestões, fundamentais nas 
horas de dúvida. 
Aos professores Joni, Rodney, Valéria, Gilli e Chico por serem 
mais que professores. 
As amigas Renata Zotin, Renata Sossae, Suzana e Sílvia, pelo 
companheirismo. 
A Luciana, Karina, Nathalie, Marcelo, Tony, Rogério, Alexandre, 
Vida! e Dudu, pelas horas de descontração. 
Ao pessoal de Rio Claro, sem citar nomes, para não ser injusta. 
Aos meus padrinhos, Guiomar e Protásio, por tudo. 
Aos meus irmãos, André e Caroline, pela paciência. 
Aos meus pais, Guerino e Izabel, por sempre acreditarem em mim. 
Ao CNPq, pelo apoio financeiro. 
1 
"Grandes idéias vêm ao mundo tão suavemente quanto os pombos. 
TaLvez, por isso, se escutarmos atentamente, ouviremos por entre o 
buLício de impérios e nações, um suave bater de asas, a terna agitação 
de vida e esperança. ALguns dirão que essa esperança repousa numa 
nação; outros, num homem. No entanto, acredito que ela é despertada, 
.revivida e alimentada por milhões de pessoas isoladamente, cujos feitos 
e ações cotidianos ultrapassam as fronteiras e as implicações mais 
indisfarçáveis da história... Cada homem e todos os homens, sobre 
os aLicerces de seu próprio sofrimento e de suas alegrias, constroem o 
porvir." 
( Albert Gamus). 
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INTRODUÇÃO 
Muitos pesquisadores já construíram modelos matemáticos 
determinísticos que descrevem a dinâmica populacional de espécies de 
organismos simples que se reproduzem por fissão binária. Inicialmente, 
Sinko e Streifer [25] tomaram como hipótese qiJe as caracteristicas 
fisiológicas importantes destes organismos podiam ser descritas apenas 
por seus "tamanhos" (por exemplo, volume, massa, etc), e chegaram a um 
modelo determinístico representado por uma equação de evolução 
não-linear extremamente complicada, a qual resolveram numericamente. 
Mais ainda, puderam comparar a teoria aos resultados experimentais, 
aplicando o modelo a populações da planária Dugesia Tigrina. 
No capítulo 1, trabalhamos com o caso geral, baseados em um modelo 
de Diekmann et al. [10], estudando uma população de células estruturada 
por tamanho, . onde os indivíduos se reproduzem por fissão binária 
(divisão em duas partes iguais). Formulamos o modelo e associamos a ele 
um Problema Abstrato de Cauchy para verificarmos a existência e 
unicidade de uma solução. Também, mostramos que o operador do Problema 
de Cauchy gera um semigrupo fortemente continuo e, usando compacidade, 
estabelecemos relações entre seu espectro e esse semigrupo gerado. 
Estudando as características do espectro do operador, vimos a 
existência de um autovalor dominante e como isso gera condições para a 
existência de uma distribuição de tamanho estável, ou seja, de um 
estado de equilíbrio para o qual a população se estabilize conforme o 
tempo· aumenta. As técnicas usadas na demonstração são encontradas em 
Diekmann [10], Pazy [22] e Heijmans [18]. 
Um dos principais problemas de resistência celular aos fármacos 
anti-blásticos está relacionado às mutações espontâneas que as células 
podem sofrer. Essas mutações aparecem com frequência definida, 
independentes •da seleção que poderia ser induzida pela aplicação do 
fármaco e isso influencia de forma determinante a resposta ao 
tratamento anti-blástico. 
A principal motivação para o estudo de populações de células 
estruturadas por tamanho, expostas ou não a tratamentos 
quimioterápicos, é que existem determinados fármacos anti-blásticos que 
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agem em um determinado intervalo de crescimento da célula, que pode ser 
definido pelo seu tamanho. Esses fármacos são chamados fase-específicos 
e só destroem as células tumorais quando elas estiverem na fase 
específica de !!ensibilidade a eles. 
Em seu trabalho, Vendi te [32] adaptou o modelo estudado por 
Diekmann [lO] para o caso de uma população de células tumorais 
estruturadas por tamanho, que se reproduzem por fissão binária, 
submetidas a uma terapia que faz uso de somente um fármaco 
anti-blástico. O caso onde o tratamento é feito usando-se dois fármacos 
anti-blásticos não foi estudado. Em geral, o tratamento que usa um só 
fármaco não é eficiente, pois devido ao surgimento da resistência o 
tumor não responde mais ao tratamento e o resíduo tumoral pode 
tornar-se todo resistente (ver Vendite [32]). Daí, a importância de se 
dar continuidade ao trabalho de Vendite (Leckar [20]) e, assim, 
estudamos o modelo para quando o tratamento for feito aplicando-se dois 
fármacos anti-blásticos alternadamente no tumor. Nesse caso, o modelo é 
uma extensão do modelo feito para uma terapia com somente um fármaco. 
No capítulo 2, fazemos uma adaptação do problema para o caso de 
uma população de células tumorais com estrutura de tamanho, que se 
reproduzem por fissão binária em partes iguais, antes do início da 
terapia que faz uso de dois fármacos anti-blásticos, com a intenção de 
avaliarmos o comportamento de cada subpopulação. Essa população se 
subdivide em subpopulações de células sensíveis, resistentes ao 
primeiro fármaco aplicado, resistentes ao segundo fármaco aplicado e, 
por fim, resistentes aos dois (fármacos). As técnicas usadas no 
capítulo 1 são usadas (ainda) para estudarmos o comportamento 
assintótico da população neste caso. 
Finalmente, no capítulo 3 estudamos o comportamento assintótico da 
população tumoral durante o período de terapia, onde são aplicados 
alternadamente 2 fármacos anti-blásticos sem resistência cruzada 
("non-cross resistant"). 
Leckar, em [201, estuda o comportamento assintótico dessas 
populações tumorais em casos onde são diferentes as freqüências de 
mutação das Células, as taxas de destruição dos dois fármacos usados e 
como é o efeito instantâneo, o que caracteriza um problema de impulsos. 
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CAPITULO 1 
·UM MODELO MATEMÁTICO PARA POPULAÇÕES DE CÉLULAS COM ESTRUTURA DE 
TAMANHO 
Desenvolveremos neste capítulo o modelo e· alguns resultados de 
Diekmamn et ai [10] para o crescimento de uma população de células com 
estrutura de tamanho, que se reproduzem por fissão binária. 
§ 1.1 O Modelo e sua Interpretação 
Inicialmente, vamos entender o conceito de tamanho. Aqui o termo 
pode significar volume, massa, quantidade de proteína, comprimento ou 
qualquer outra quantidade que obedeça a uma Lei de conservação física. 
Assim, consideremos uma população com estrutura de tamanho, ou 
seja, os indivíduos a ela pertencentes são distinguidos entre si por 
seus tamanhos. Além disso, assumiremos que estes indivíduos se 
reproduzem por fissão binária em duas partes iguais, estão sujeitos a 
crescimento, divisão e morte (sendo que estas taxas estão em função 
exclusivamente do tamanho) e não possuem nenhum mecanismo de 
regeneração. 
O nosso modelo é Linear, mas em muitos casos realísticos em 
dinâmica de populações estruturadas o problema matemático é não-Linear. 
Aqui, -o meio em que esta população vive será considerado ilimitado. 
Vamos introduzir a equação de balanço para urna população com 
estrutura de tamanho, considerando 
(a) x : tamanho do individuo ; 
(b) g(x) : taxa de crescimento determinístico individuaL . Para 
um indivíduo de tamanho x no tempo t, a mudança em tamanho dx 
no intervalo de tempo dt é dada por 
dx = g(x) dt, 
ou seja, 
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(c) n(t,x) 
dx(t) 
dt = g(x(t)), para todo t~O; 
função densidade de i.ndi.v[duos da população com 
reLação ao tamanho no tempo ; 
(d) j.l(X) taxa específica de mortaLidade 
(e) b(x) taxa especifica de fissão ( ou reprodução ) . 
A lei física da conservação da massa é válida para esta população. 
Então, podemos escrever: 
n(t,x l 
l 
g(x ) 
2 
n(t,x ) 
2 
X 
-L 2M(X) n(t,x)dx 
l 
X 
-L \(x) n(t,x)dx + 
l 
2x 
2 I 2 b(x)n(t,x)dx 
2x 
l 
onde, 
t : tempo fixado arbitrariamente ; 
g(x )n(t,x) : fluxo de indivíduos com tamanhos menores que x que 
l l l 
passam a ter tamanhos entre x1 e x2; 
g(x )n(t,x ) : fluxo de indivíduos com tamanhos entre x e x que 
2 2 I 2 
passam a ter tamanhos maiores que x 
2 
[
2
M(x)n(t ,x)dx ' 
l 
número de indivíduos com tamanhos entre x e x 
l 2 
que morreram no instante t; 
J
x2 , 
x b(x)n(t,x)dx 
l 
número de indivíduos com tamanhos entre x 1 e x 2 
que sofrem fissão no instante t, dando origem a indivíduos 
com tamanhos menores que x
1 
(desde que x 2 I 2 < x 1); 
2x x 
2 I \(x)n(t,x)dx = 2 I 2 b(2Ç)n(t,2Ç) 2 dÇ : número de indivíduos 
2X X 
l l 
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com• tamanhos entre 2x e 2x que sofrem fissão no instante t, 
' ' dando origem a individuas com tamanhos entre x e x . O fator 2 aparece 
' ' porque a cada indivíduo com tamanho entre 2x e 2x que sofre fissão 
' ' 
correspondem 2 indivíduos com tamanhos entre x e x 
' ' Supondo-se condições apropriadas de regularidade das funções 
envolvidas, a lei da conservação dá origem à seguinte 
equação diferencial: 
~t n(t,x) =- ~x [ g (x)n (t, x)] [ b ( x) + J.l(x)] n(t,x) + 
(I. I) 
+ 4 b(Zx) n(t,Zx) 
(EQUAÇÃO DE BALANÇO) 
Com a finalidade de estudar o comportamento da população de 
células, à equação diferencial parcial (1.1) juntaremos condição 
inicial e condição de contorno. 
Para tal, assumiremos que os indivíduos não podem se dividir antes 
de passarem por um tamanho mínimo x = a =:: O. Logo, não existem 
indivíduos na população que tenham tamanhos inferiores a x = a/2. Isso 
significa que 
n(t,a/2) = O (condição de contorno) 
Dada uma densidade de população inicial, temos 
(condição i.niciaL) 
Assumiremos também que os tamanhos dos indivíduos são normalizados 
de tal forma que o tamanho máximo admissível para um indivíduo seja 
inferior a x = 1, sendo que um individuo deve sofrer necessariamente 
fissão antes de atingir o tamanho máximo 1. Surge assim, a seguinte 
condição sobre a função b : 
X L b(Ç)dÇ diverge para x -> 1 
Estas hipóteses sobre a população são razoáveis do ponto de vista 
biológico, e assim, temos um problema bem definido. 
É importante notarmos que o termo 4 b(2x) n(t,2x) na equação é 
considerado nulo para todo x =:: 1/2, pois caso contrário, teríamos 
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Zx <!: 1. 
Portanto, o tamanho x de cada indivíduo da população está restrito 
ao intervalo 
As condições sobre as funções g, M e b são 
(l) g(x) é contínua e estritamente positiva para todo x e [a/2 , I]; 
· (2) /l(X) é uma função integrável e não-negativa para todo x E [a/2,1]; 
(3) (i) b(x) é integrável e não-negativa para todo x e [a/2,1-E], com 
E ) 0; 
(ii) { b(x) = o se X E [a/2, a] b(x) ) o se X E (a, I I 
lim [ b(Ç)dÇ = + 00 
X~; 
(iii) 
O problema agora, é que a função b(2xl tem uma singularidade 
não-integrável em x = 1/2 e o que faremos é tentar reduzir esta 
singularidade e deixar a equação de balanço (1.1) em uma forma mais 
tratável do ponto de vista matemático. Vamos começar definindo uma 
função E por : 
E( ) = [- IX b(Ç) + M(Ç) x exp (C) 
a/2 g "' 
Pelas condições impostas sobre g, M e b, temos que E(x) está bem 
definida. Podemos dizer que E(x) representa a probabilidade de um 
indivíduo com tamanho a/2 alcançar o tamanho x sem se dividir ou morrer 
e é chamada Função de DesenvoLvimento Individual. Temos que E(a/2) = 1 
e E(l) = O (indivíduos com tamanhos x ~ 1 não existem). 
Consideremos agora a transformação : 
g(x) 
m(t,x) = E(x) . n(t,x) 
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n(t,x) E[x) = g[x) m(t,x) [1.2) 
Substituindo (1.2) na equação de balanço (1.1), após alguns 
cálculos chegamos em : 
a m 
a t (t,x) =. -g(x} a m a X (t,x} + 4 b(2x) g[x) g[Zxl 
E(2x) 
E[x) 
Seja 
k(x) = 4 b(Zx) g(x) g(2xl 
E(Zx) 
E(x) 
A equação (1.3) fica então 
~ 7 (t,x) = -g(x) 
Ainda, 
a m (t,x) + k(x) m{t,Zx). 
a x 
m(t,2x) 
m{t,a/2) g(a/2) E(a/2) . n(t,a/2) m(t,a/2) = O , 
e, 
com 
m(O,x) = ~ (x) 
o 
Chegamos então ao problema de evolução 
a m 
a t ( t,x) =- g(x) 
m ( t , a/2) = O 
m(O,x) = rj.l
0
(x) 
a rn 
a x 
com k(x) e rp (x) definidas anteriormente. 
o 
(t,x) + k(x) m(t,2x) 
[1.3) 
[!.4) 
O problema da singularidade fica assim resolvido, pois, k(x} está 
bem definida e é continua em [a/2, 112). Além disso, k(x) é integrável 
no intervalo todo e a possível singularidade de k no ponto x = 112 é 
determinada pela expressão : 
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b(Zxl 
g(Zxl . exp [-Izx~ dÇ l g(ÇJ 
• 
De fato, 
k(x) ~ 4 ,glx) exp [ -Jzx M:~: dÇ ] 
a/2 g 
b(2x) ex [ - Jzx~ dÇ l 
g(2x) P g(Ç) 
• 
(observemos que b(x)=O em [a/2 , a] ). Logo, k(x) é integrável em 
[a/2, 1/2] e k(x).m(t,2x) pode ser visto como sendo nulo para todo x ~ 
2: 112. 
{ 
§ 1.2 Existência e Unicidade de uma Solução 
As soluções da equação (1.4) 
a m a t (t,x) , - g(x) 
m (t,a/2) =O 
m(O, x) = 1/J (x) 
o 
a m 
a x 
(t,x) + k(x) m(t,Zx) 
deverão est~r no espaço 
~ ~ { ~ e !!:[ [a/2, 1] J ; ~la/2) ~ O } 
munido da norma do supremo. Este problema de. evolução pode ser escrito 
como o seguinte problema abstrato de Cauchy: 
{ ~7=Am m(OI~f0 
onde A é o operador ilimitado definido por: 
IA~IIxl ~ - g(x) ~~ + k(x) ~(2x) (1.5) 
com domínio 
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:D(A) = { W E ~-
' 
é 'G'l sobre [a/2, 1/2) v (1/2,1]; os limites 
lim [-g(x)rJI'(x) + k(x)lfs(Zx)] e lim [-g(x)t/J'(x)] existem e são 
x-71/2- x-71 /2+ 
iguais; -g(a/2)1/J'(a/2) + k(a/Z)l/J(a) = O }· 
Temos que o operador A é fechado e com dominio denso (Diekmann 
[lO]) em l:Z e, ~!ém disso, pode ser escrito da seguinte forma: 
A = B + C, 
onde, 
(B Wl(x) = -g(xJW'(x) e 
(C W)(x) = k(x)W(Zx) 
com 
B: L1 [a/2,1] ----7 L1 [a/2,1] ilimitado, cujo domlnio é dado por 
V(B) = { 1/J; 1/J é absolutamente contínua e ifJ(a/2) = O }• e 
C: l:Z ---7 L1 [a/2,1], limitado. 
Seja G(x) uma função definida por 
-I' dÇ G(x)- (<) 
a/2 g <, 
a/2 2: 112 
Podemos .dizer que G(x) é o tempo que um individuo leva para 
-1 
crescer do tamanho a/2 até o tamanho x. A inversa G (t) é definida 
-1 
sobre [O,G(l}) e tal que G (t) = a/2 pat-a t :s O. Considerando-se 
X(t,x) como solução da equação diferencial ordinária 
dx(t) 
dt = g(x(t)), 
com X(O,xl = x(O), temos: 
d X 
d t = g(x) ~ [ __<l__i;__ = t + C ~ t g(ÇJ 
•12 
G(x) + C 
Quando t O * O = G(X(O,xl) + C * C = - G(X(O,xl), ou seja, 
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t G(x) - G(X(O,x)) 'O} G-1(t) = -1 G (G(x)) - X(O,x). Portanto, 
-1 G I Glxl - t I x(t) = X(x, tl 
Logo, podemos dizer que B gera o semigrupo eBt definido por: 
Para t ::: G(x) ~ G-1(t) = 
d f , . Bt O e lOiffiOS e = . 
a/2 ~ (eBti/J)(x) = O, e para t 
Voltando ao problema de Cauchy, 
{
_<iiii_. ~ I E + CI m 
dt 
· m(0)=1;
0 
pela fórmula de variação de parâmetros, temos: 
com m(O) = 1> . 
o 
t 
mltl = e81~0 + L eB<t-TlC miT) dT 
~ G(l), 
(1.6) 
O que faremos agora é provar que a solução m(t) ~ mlt;~ I 
o 
é única. 
Seja Hm(t) o operador definido por: 
t 
Hmltl ~ L eB<t-Tlc miTI dT. 
!i'.ema 1.1 (Heijmans !18)): O operador 
operador linear de c( [O,T] ; }:1 Hmltl l 
T suficientemente pequeno, a norma de H é menor 
Vem.: 
Como 
10 
definido acima é um 
c( [O,T] ; }:1 ) . Para 
que L 
obtemos 
(eBttf.}x) = !js(G-1(G(x)- t)) 
IC~IIxl ~ k(x)m(2x), 
Voltando a (Hm(t))(x), temos 
' 
[Hmltl]lxl ~ L k[ c~'l G(x) - t + -ri] m[ '· 2 c~'l G(x) - t + -r)] d-r, 
para O < T < t. 
Fazendo-se a mudança de variáveis: 
~' Ç = G ( G(x) - t + T ), 
temos { := o~ >; ~ G-'( Glxl - t I ~ t ~ t; ~ X. 
Logo, 
(Hm(t)](x) ~ (_' kli;l m(G(i;)-G(x)+t, 2i;) J G (G(x)-t) 
'"' 
[Hm(tl]lxl "I~' kiÇI miGIÇI-Gixl+t, 2ÇI 
G (G(x)-t) 
( Hm(t)) (x) = O ; x 2: 112 e t ::; G(x) - G(l/2). 
X 5 l/2 
Xi!l/Ze 
t i! G(x)-G( 112) 
Para (Hm(t)) (x) vale: 
(i) é contínua em x para cada t fixado e ( Hm(t)) (a/2) = O; 
(ii) a norma do supremo relativa a x depende continuamente de t; 
(iii) quando T -7 O, a norma do sup com respeito a t e a x tendem a O 
uniformemente para m em uma bola unitária de c( [O,Tl ; ~ ) ·• 
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'Go~totáD) .. o 1.2: m(t) 
t eBtr~. ,+ I" e8!t--r)c ( 1 d • " T > o V' v v m T -r, para V' 0 E IA e , 
tem solução única em c( [O,T] ; ~ )· Esta soluçã~ depende continuamente 
de 1J
0
. 
Vamos definir agora operadores lineares T(t) limitados em ~. de 
forma que T(t)(,b = m(t;(,bl. 
'j eotLema 1. 3: { T(t)} forma um semigrupo fortemente contínuo de 
operadores lineares continuas. 
Vem.: (a) T(t) forma um semigrupo: 
T(OI<P = m(O;<P I = <P ~ T(OI = I. 
o o o 
Para provarmos que T(t+s) = T(t).T(s), para t, s ~ O, começamos 
calculando m(t+s): 
" 
mlsl e8 'ml01 + L e"'·l;>c mil;) di;. 
Para ( ~ s, ternos: 
ç 
m(Ç) = eB(ç.,,mlsl + L eB(Ç-I;>c m(i;) di;. 
Se ( = t + s, então: 
,., 
mlt+sl = eBtmlsl + L e'"••-<>c mll;l di;, s < i; < t+s. 
Fazendo a mudança de variáveis /.l = Ç - s, então, 
O<Ç-s<to9Ü(j.!(t. 
Assim, 
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m(t+s) "' e m(s) + 
t I B(t-fl) 0 e C m(fl+s) 
Portanto, pela unicidade dessa solução (corolário LZ), segue que 
T(t+s) = T(t). T(s). 
(b) Para mostar que {T(t)} é fortemente contínuo, 
t"=O 
basta 
observarmos que lim T(t) </J = lim m(t;</J) </J, para cada 1> e lt • 
HO HO 
'Jeortema 1.4: O operador A dado por (1.5), é o gerador infinitesimal de 
Tltl. 
Vem.: Ver Pazy [221. 
Como conseqüência deste teorema, podemos afirmar que T(t) = At e ' 
e que A gera um semigrupo que corresponde exatamente à solução da 
equação integral (1.6). 
§ 1.3 Representação da Solução 
Seja {r (t)} o semigrupo gerado por B, ou seja, T (t)=e8t. 
o t<'!O o 
Consid~rando Gm(t) como um termo não-homogêneo, aplicando a fórmula de 
variação de constantes encontramos a equação integral (1.6) 
mltl 
t "~ I a(t-T>c 
= e '~" + e 
o 
o 
m(T) dT 
Çomo existe uma relação 1 a 1 entre a equação acima e o problema 
{~ " (8 + C) m dt 
m(O) "~ 
o 
podemos definir T (t), t ;:: O, = 1, 2, 3, ... indutivamente por: 
i 
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t 
T (t) ::=: I T {t - -r) c T_("t") tP dT, t 2:: O, 
i+l o l 
o 
Portanto, podemos escrever 
t . 
m(t) eBtq,
0 
+ L eB<t-TJC m(T) dT 
como a série infinita 
m(t) = T (ti 
o 
00 
.Po+ L T (ti q, I O 
i =1 
1, 2, 3, ... 
(1.7) 
Existe uma interpretação biológica para T (t). 
i 
A população que 
ainda não se dividiu e que está presente em t = O é representada por 
T (t). Continuando indutivamente o procedimento, podemos dizer que 
o 
T (t) representa toda a população que pertence à i-ésima geração, mas 
i 
que ainda não se dividiu nesse período. 
Se considerarmos 
t 
L ( m(t) I = LT0(t - T) C m(T) dT, 
então, UT (t)) = T (t), 
o 1 
L 
t 
T (t) 
I 
t 
I = I T (t - T) c T (T) dT ;:: 
O I 
o 
LT0 (t - T) 
Indutivamente, 
T (t) = L1+1(T (t)). 
i+l o 
A solução (1. 7) fica então: 
00 
m(t) T (ti.p +I' L' T (ti.p 
o o L o o 
i =I 
T (t) = 
2 
= L2(T (til 
o 
Como o operador L é nilpotente (ver Diekmann [10], lema 4.1), ou 
seja, existe n tal que para n ~ n temos L n = O, temos que a série 
o o 
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contêm um número finito de termos. Portanto, a equação acima nos dá uma 
representação da solução. 
§ 1.4 Compacidade 
Gostaríamos de ter uma idéia de como é o comportamento assintótico 
da solução do problema, ou seja, como a solução se comporta quando t-7m. 
Um modo de resolver esse problema é estudar os autovalores do 
operador T(t). Então vamos caracterizar o espectro de T(t) através do 
espectro do operador A. Se mostrarmos que existe compacidade no 
problema, esta caracterização é muito mais simples. 
t: importante observarmos que a taxa de crescimento individual g(x} 
tem uma importância fundamental na compacidade dos operadores 
envolvidos. Vejamos os resultados: 
!fema 1. s, Se a condição g(2x) < 2g(x) é verdadeira para todo x tal que 
a/2'::::; X ~ 
de ~ _____, ~ = { w 6 
é compacta. 
'Dem.: Diekmamn [10]. 
112, então, se tomarmos t ) G(l) fixo, 
b( [a/2, 11 l Wla/2) = O } 
t 
---7 L eB<t-T>c BT e 1/J dT 
a aplicação 
!eema 1. 6: Se g(2x) < 2g(x) para todo x tal que a/2 ::::; x ::::; 112, vamos 
definir a n-ésima geração por 
m (t;f) 
" 
t I eB(t-T)c m (T;tfr) dT, n ::!; 1. o-1 o 
Fixando t > G(l) e n E IN, então a aplicação 1fr 
em ~ é compacta. 
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m (t;tfr) de ~ 
" 
beJfleJiáflieJ 1. 7: Se vale g(2x) < 2g(x) para todo x tal que a/2 ::::; x ::::; 112, 
então, T(t) "" eAt é um semigrupo compacto para t ;:: G(l). 
'Dem.: Basta v:rmos que para t ~ G(Ll, T (t) = O e, conseqüentemente, 
T(t) é igual a uma soma finita de operadores compactos. 
§ 1.5 A Equaçã? Característica 
Vamos encontrar a equação característica do operador A, isto é, a 
equação na qual podemos calcular os autovalores de A (ao menos 
numericamente). Nós trabalharemos com o caso a ?! l/2, que correponde a 
estudar o que ocorre quando o tamanho máximo de um indivíduo-filho é 
menor que o tamanho mínimo de um indivíduo-mãe, ou ainda, para ser 
indivíduo-mãe, um indivíduo deve ter no mínimo um tamanho maior ou 
igual a 112 e, portanto, os filhos sempre terão um tamanho entre 114 e 
112. 
Vamos anqJisar a equação 
IA - >.I)W = f 
associada ao operador A definido por (1.5), 
IAWJixJ = - g(x) dW ----ax + k(x) ~(2x). 
Podemos reescrever ( 1. 8) como : 
-g(x) W'lx) - À Wix) = f X E U/2,11 
-g(x) ~ '(x) - À ~(x) = f - k(x) ~(Zx) , x e [a/2,1/2] 
tal que 1/J(a/2) = O. 
Vamos resolver primeiro (1. 9). A parte homogênea 
g(x) Wlxl + W'lxl = O, 
pode ser resolvida da seguinte forma: 
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(1.8) 
(1.9) 
[1.10) 
d w 1 À d w À 
T = ,_w_ = g(x) dx d X glxl 
In 1/J{x) - À [ dÇ ~+C. 
/2 g 
IX d ç O bs. ' "'""("j" i/2 g <, e, portanto, 
In 1/Jlxl -1\ [G(x)-G(l/2)] + c 
e = e 
e a solução da parte homogênea é dada por: 
I{J(x) = C. e -À[G(xJ-G(l/ZJ]. 
Quando x -7 1/2+, !J.I(l/2) = C e a solução fica: 
1/J(x) = 1/J{l/Z).e -1\[G(x)-G{l/2)]. 
Para encontrarmos a solução da parte não-homogênea de (L 9), vamos 
usar o Método de Variação de Parâmetros. Uma solução é da forma 
1/J(x) = C(x) e -ÀG{xl, 
onde C(x) deve satisfazer 
o que implica que 
C(x) 
Logo, 
C' (xl = flxl glxl 
IX eÀG(Ç) [-1/2 
ÀG{x) 
e 
f(Ç) 
g(x) 
1/J(X) = e -ÀG(x) Ix eÀG{Ç'J [-
1/2 
fi i; I 
glxl 
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!jl(x) = -r e/\[G(ÇJ-G(x)] 
"' 
f li;) 
g(x) 
A solução geral de (1.9) é então dada por: 
dÇ. 
1/J(X) = ljJ(l/Z).e -I\[G(x)-G(l/2J] _ r eÀ[G(Ç'l-G{x)]. 
/2 
tal que 112 :s: x :s: 1. 
fiÇ) 
giÇ) dÇ 11.11) 
Vamos calcular a solução de (1.10). A solução da parte homogênea 
da equação 
g(x} 
é dada por 
~lxi=C. 
~lxl + ~'lxl = O 
-ÀG(x) 
e X < 1/2, 
onde C é uma constante que só depende das condições iniciais. 
Para encontrarmos a solução da parte não-homogênea da equação 
(1.10}, isto é , a solução de 
À 
-g-'1;.-x'l- !jJ(xl + •Jl' (x) = k(x) g(xl ~IZxl -
f(x) 
g(x) 
vamos também usar o Método de Variação de Parâmetros. Aqui estaremos 
usando a condição a ~ 1/2. Uma solução da equação é da forma : 
-ÀG(X) ~lxl = Clxl . e 
onde C(x) deve satisfazer : 
C'lxl = { klxl ~IZxl glxl flxl glxl 
ou seja, 
Clxl = Ix { 
•12 
Logo, (1.12) fica 
kiÇI 
giÇI ~121;1 -
18 
fiÇI 
giÇI 
(1.12) 
} e>o<i;l dÇ. 
Como 
zÇ 
lji(ZÇl = l/J(l/Z).e-À[G(2Ç)-G0/2)] _I eÀ[G(1Jl-G(2Ç)] 
1/2 
podemos substituir este valor na equação anterior e chegar, após alguns 
cálculos, à solução geral de (1.10) que é: 
X 
1/J(x) = ljJ(l/Z).e -À[G(x)-G(l/2)] I 
•12 
k(Ç) À{G{ÇJ-G(z/;)] de _ 
g(Ç) e ' 
. X I'' 
- e --+ e I À[G(Ç)-G(x)] { f(Ç) k(Ç) À[G(l'))-G(2ÇJJ a/2 g(Ç) -----gro 1/2 
(1.13) 
Devemos ter continuidade em x 112, logo, igualando-se aí as 
soluções de (1.9) e (1.10), temos: 
onde 
e 
Ç(>,f) 
TI(>) 
[ IT(>J - I l WU/2) = Ç(>,f), 
= Il/2 
•12 
k(ÇJ 
g(Ç) 
Il/2 À[G{É)-G(l/2)} { f(Ç) k(Ç) [,Ç À[G{Tj)-G{zÇJJ = e ----r'1 + ----rei e . a/2 g <, g <, 1/2 
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(1.14) 
Temos 2 casos a considerar: 
(i) Se [ TI{,\) - 1 ] * O para algum ,\ e IC, então existe [ TI{,\) - 1 J -1 
tal que 
~(112) = ~,1112) = [Til>) _ I rÇ(f.>). 
Neste caso, os valores ,\ E C que satisfazem (1.11) e (1.13), para 
este valor de JjJCl/2), pertencem ao conjunto resolvente de A. Já o 
operador resol ~ente de A 
R(I\,A) f = - (A - ,\I)-1 f, para toda f E Zí, 
é dado por (1.11) e (1.13). 
Portanto, quando TI(,\) '1: l, À está no conjunto resolvente do 
operador A. 
(ii) Se [ TI{,\) - 1 J = O, então para qualquer valor de lj.l(l/2), com f = 
=o, 
e 
~(x) 
l/J(x) = JjJ(l/Z).e -À[G(x)-GU/2J] 
= JjJ(l/Z).e -À[G(xJ-GU/2J] Ix 
•" 
são soluções de. (A - ,\I)tJI = O. 
Logo, os valores complexos de À que satisfazem 
nl>l - I = O 
(1.15) 
(1.16) 
(1.17) 
estão no espectro de A. Ainda, como (A - ,\1) não possui inversa, então 
existe pelo menos um vetor l/J * O tal que AV; = 1\l/J. 
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A equação (1.17) é a equação característica do operador A que 
estávamos procurando. 
Assim, temos que À é uma raiz, isto é, À é um autovalor do 
operador A, somente se TI(?~.) = 1. As autofunções correspondentes a À 
pertencente aÔ espectro de A são: 
t/1 (x) = e -À[Gixl-Gil!ZJ} 
À 1 e 
t/JÀ (X) = e -À[G(x)-G{l/Zl} t/JÀ. {1/2) Il(À), a/2 :S X :S 1/2 
·com 1/JÀ (1/2) E I[; satisfazendo [ TI( À) - 1 ] 1/JÀ (1/2) = O. 
Um fato importante é que a equação característica tem uma única 
raiz real. 
:Jeortema 1.8: Consideremos a equação TI(À) = 1, onde TI(À) é dado por 
(1.14). Então, se g(Zx) < 2g(x), 
(a) existe uma única raiz real À = Àd que é o autovalor dominante que 
satisfaz a eqúação dada, 
(&) se À = p + qi (p, q E IR, q ':f:. O) é uma outra raiz, então À = p - qi 
l 
é também raiz e 'Re À < À • 
d 
'Pno~a (a) Seja 
l /2 
TT(À) = F(f:) e de, I -Àr(e) •12 
onde r(c) = G(2e) - G(E) ':f:. constante (desde que g(Zx) < 2g(x)) e 
F(c) = ~ g(e) 
Calculando-se a derivada de TI(À) com relação a À, com À E IR, 
temos: 
dTI(A) 
dA 
l/2 
= - I r(c) F(c) 
•12 
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-Àr(E) 
e de < O 
Logo, TI(/\) restrita a IR é monotônica decrescente. E mais, após 
calcularmos os limites 
l im TI( I\) = oo 
À~-00 
e lim TI(/\) =O 
À~+OO 
podemos afirmar que existe uma única raiz À d tal que TI( I\ d) = 1. 
(&) Suponhamos que À 
F(€) E IR, 
p + qi seja uma solução para TT(I\)=1. Então, como 
1/2 
1 TI( ·I m I F( I -(p+qi)r(C)d = p+qt = Ae c e 12 = 
•12 
1/2 
='ReI F(e) e-pr(c)e-iqr(E)de = 
•12 
1/2 
= I Fiel -pr(CJ e cos (-q.r(e)) de = 
•12 
1/2 
=I Fiel 
•12 
-pr(C) 
e cos (q.r(e)) de = 
1/2 
= 1/e I Fiel 
•/2 
-(u-qi)deJ 
e · dc TT(p-qil 
Falta mostrarmos que 'Re À < À • Para isso suponhamos, pot' 
' 
absurdo, que 'Re À ~ À . Como 
' 
1 = TI(p+qil = 'Re I
l/2 
•12 
1/2 
1 = J Fiel 
•12 
-pr(C) 
e cos (q.r(c)) dc < 
1/2 ( J F(E:) e-/\ r{CJ de = 1 
•12 
Logo, 'Re 1\ < 1\ o que contradiz a hipótese.• 
' 
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A autofunção t/J associada ao autovalor dominante À é encontrada 
d d 
substituindo-se À nas equações (LlS) e 0.16): 
d 
e 
1/J (x) '= 1/J (l/Z).e -À rl[G(x)-G(l/Zl] para 1/2 s x s 1 
• d d 
l/J (1/Z).e -À d[G(x)-G(l/2)] 
d L 
a/2 .::s x .::s 1/2. 
Devemos destacar os seguintes fatos: 
dÇ para 
1. Quando g(Zx) 2 g(x) temos rk) = G{Zd - G(í:) '= r '= constante. 
Assim, 
-Àc Jl /Z 
TI{;\) = e F(e) de 
•/2 
. 
e, como À é o único autovalor real, seja 
d 
À '= À + 
o d 
2 k rr 
r 
i. 
um outro autovalor. É claro que À satisfaz 
o 
k = O, 1, 2, 
a equação característica 
ITiÀ) 
" 
1 e mais, CRe À 
" 
À. Portanto, nesse caso, não temos autovalor 
o d 
dominante, pois não existe uma distância e > o entre o autovalor (real) 
dominante e as partes reais dos outros autovalores de A. 
Embora a ação da população total seja como uma função exponencial do 
tipo exp (À ti. não existe convergência. A interpretação biológica para 
d 
este caso pode ser ilustrada através de um experimento de Gedanken (ver 
Heijmans [18[). Ele considerou duas células com tamanhos iguais A e 8. 
Assumiu que em algum instante t a célula A divide-se em duas menores 
o 
A e A . Durante o intervalo de tempo [t , 
I Z O 
crescem e, só no instante \ é que a célula 
a função de crescimento g(x) é tal que g{x) 
t ], as células A , 
I I 
8 se divide em 8 1 e 
A, 
s, 
e 8 
Se 
e 8 2 terão ta'manhos exatamente iguais. Daí, podemos imaginar que esta 
relação "tamanho igual" é hereditária. 
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2. Interpretação bi.ológl.ca para TI(O) : qualquer individuo recém-nascido 
tem que alcançar o tamanho a antes que possa produzir filhos. Assim, a 
contribuição de um indivíduo arbitrário que atinge o tamanho a para o 
crescimento da população, pode ser medido pelo número de seus filhos 
que crescerão até o tamanho mínimo de divisão a. Considerando-se 
' 
individuas que alcançam esse tamanho, o número médio de filhos que 
seguramente o alcançam também pode ser calculado do seguinte modo : 
onde k(x) "" 4 b(2x) 
l/2 
IT(O) = I 
o/2 
g(x I 
g(2x) 
E(2x) 
E(x) 
Da observação acima, temos : 
kiÇI 
g(Ç) dÇ ' 
(i) a chance de uma célula com chances de reprodução atingir o tamanho 
ç 
[ J ~(~) + b(~) exp - g(~) •
(ii) a densidade de chance que a fissão ocorra em x = Ç é dada por 
biÇI 
glt;l' e 
(iii) a chance que um filho nascido com tamanho Ç/2 não morra antes de 
atingir o tamanho x = a é dada por 
exp [ - I" 
1;12 
Somando-se todas as contribuições entre a e 1, achamos que o 
número médio de filhos com tamanho x = a é TI(O). 
3. Podemos dar a seguinte interpretação biológica para a hipótese 
g(2x) < 2g(x), x E [a/2, 112]: (l.l8) 
Considerem-se 2 indivíduos, ambos com tamanho x no tempo t = O. O 
primeiro indivíduo se divide imediatamente, reduzindo seu tamanho para 
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x/2. Logo após isso, esse indivíduo cresce durante um tempo t e assim 
alcança o tamanho X = X{t, x/2). O segundo indivíduo começa crescendo 
A 
primeiro e se divide no tempo t, obtendo o tamanho X
6 
= X(t, x)/2. A 
hipótese (1.18) garante que X < X . 
e A 
4. Uma raiz da equação TI{i\) = 1 é um autovalor algebricamente simples 
se, e somente se, TT'(i\) ~ O. Logo, i\ é algebricamente simples. 
d 
§ 1.6 Comportamento Assintótico da Solução 
Como vimos antes, o espaço }X das soluções é dado por 
~ = { ~ E (; [ [a/2,1] l ; ~(a/2) = 0 } 
Usando os fatos de que eAt é compacto para t ~ G(l) e que o seu 
espectro, o qual é puramente pontual, é um conjunto discreto, podemos 
provar que esse espaço }X pode ser decomposto da seguinte maneira: 
onde Ker (A - i\ di) é a projeção espectral Ker 
correspondente ao conjunto {exp i\ t }· para algum t 
d o o 
(A-)\1) 
d 
~ G(l) fixo. 
p ~ 
Sabemos que o espectro de A consiste de pontos isolados, cada um 
dos quais sendo um pólo do operador resolvente de A. O resíduo na 
expansão de Laurent do operador resolvente em torno do pólo i\ = i\ , é o 
d 
coeficiente da projeção sobre o núcleo Ker (A - i\ di). 
Esse núcleo Ker (A - i\ I) é tal que 
d 
Ker (A - \I) = { 1/J E [)(A - \I); (A - \Il 1/J d = O } 
ou seja, é um subespaço unidimensional gerado por t/1 . 
d 
Vejamos a expansão de Laurent de (A -
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em torno do pólo i\ : 
d 
(A-ÃII-1 
' 
onde os operadores C são 
k 
ro 
1: (À 
k=-1 
e onde r é um contorno orientado positivamente, tal que ele e seu 
interior interceptam os espectros de A somente em ;\· 
Agora, o resíduo 
i\ = i\ ct' é o coeficiente 
c 
-1 
Portanto, 
= 1 im 
À->À 
' 
C de (A -
-1 
da projeção 
\Il-1, ou seja, de [ TI(i\) 
sobre_ 2'\, de modo que 
= l im À7À 
' 
- 1 em l-1 
Expandindo [ TT(i\) - 1 ] em Série de Taylor em torno de i\ d e 
substituindo na equação acima resulta: 
c = lim ["-À I 7(IT~(~Ã~I-~l~I-+~(À~Ã~Irr~·~c~Àl'-J~+~(~À~À,j·~rr~·~·c~À-i~+-... ]· 
-I i\-7i\ • d d d d d 
d 2! 
Portanto, 
(1.19) 
Logo, a projeção P é dada por: 
p ~ = 
com 1> E 1Z. 
Essa projeção P comuta com o operador T(t) = At e e sua ação sobre 
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sobre a autofunção 1/J correspondente ao autovalor dominante 1\ é: 
' ' 
T{t} 1/J = eAt 1/J = 
' ' 
À t 
e d .p , quando t -7 oo. 
' 
Uma estimativa exponencial para a ação de T(t} sobre a imagem 
lm ( A - 1\ I ) é dada pelo seguinte teorema: 
' 
'Y eCJrtema 1. 9: Assumindo que g{Zx) < Zg(x), então, existe uma constante 
K 2: 1 tal que 
exp 
para algum t 2: G(l) fixo. 
o 
Conseqüentemente, 
lim exp (-
Hoo 
'P~to~a Ver Leckar [201. 
(A-À I) 
' 
exp 
(A-À I) 
d 
O. 
Podemos agora enunciar o Teorema de Distribuição Estável, que nos 
mostra como a solução do Problema de Cauchy se comporta para t -7 oo, ou 
seja, o seu comportamento assintótico: 
'!f eortema 1.10 (Leckar [20]): Suponhamos que a condição g(Zx) < Zg(x) 
seja válida para todo x pertencente ao intervalo [a/2, 112], onde 
a é uma constante real fixa tal que 112 ~ a < 1. Então, existe uma 
constante real 1\ e uma função real não-negativa tjJ , com tjJ (x) > O para 
' ' ' 
x > a/2 tais que para toda tjJ (x) = m {x) e :a, temos, para todo t 2: O, 
o o 
onde C(tjJ ) 
o 
eAt tjJ = e/\/ . C {tjJ ) tjJ + 
o o d 
é dada por (1.19). 
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At 
e U - P) tjJ 
0 
'Pru:Jua Dada fjJ 0 E ti desde que existe a decomposição 
lZ = Ker (A - À I) l±l Im (A - À I) 
d d 
e a projeção espectral 
P "' = c1o1 ~,. 
podemos escrever 
f = p f + (I - P) f 
o o o 
ou ainda, 
Agora, 
À t At 
e d C(ifl ) Vl + e 
o d [ f - Clf I ~ l o o d 
e pelo teorema, l. 9, podemos concluir que 
lim exp [- '\'] exp [ At l [ q,0 - C(f0) ~d] =O. Hm 
provando, assim, o teorema. 
Podemos dizer que a solução do problema, para t-?w, pode ser 
fatorada como o produto de uma função exponencial de t, de uma função 
VJ (x) e de um fator escalar C, que depende somente da condição inicial. 
d 
Desde que 
-À t 
e d m(t.x) 
convirja para um múltip-lo de W d' chamamos 1/J d de distribuição estável de 
m(t,x). 
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CAPITULO 2 
UM MODELO MATEMÁTICO PARA POPULAÇÕES DE CÉLULAS TUMORAIS -
PERíODO PRÉ-TERAPIA 
§ 2.1 O Modelo e sua Interpretação 
Vamos considerar o sistema de equações diferenciais parciais 
lineares que descreve a dinâmica de uma população de células tumorais 
com estrutura de tamanho que se reproduz por fissão binária em duas 
partes iguais. 
Além disso, suporemos que no interior da massa tumoral são 
desenvolvidas, independentes uma da outra, duas subpopulações 
resistentes aos fármacos usados no tratamento: r (t,x) e r 
2
(t,x). 
l 
Suponhamos que na terapia a ser adotada, devido ao problema de 
toxidade, os dois fármacos não são empregados simultaneamente, e que o 
primeiro fármaco é ativo sobre a população sensível s(t,x) e sobre a 
população resistente r 
2
(t,xl. Analogamente, o segundo fármaco é ativo 
sobre a população sensível s(t,x) e sobre a população resistente 
l)t,xl. 
Vamos considerar que as subpopulações já resistentes, r (t,x) e 
l 
r 
2
(t,x), passem por uma segunda mutação espontânea, adquirindo 
resistência aos dois fármacos usados e formando uma outra subpopulação 
desta vez duplamente resistente, r (t,x). 
d 
Assim, para o desenvolvimento de uma dupla resistência são 
necessárias duas etapas: primeiro as células sensíveis tornam-se 
resistentes a um ou ao outro fármaco (r
1
(t,x) ou r
2
(t,x)), e depois 
mutam-se para uma população duplamente resistente r (t,x). 
d 
Vamos cOnsiderar IX como sendo a taxa de mutação de células 
l 
sensíveis para a população resistente r (t,x) e IX dessa população para 
l 2 
a população duplamente resistente r (t,x); e IX a taxa de mutação de 
d 2 
células sensíveis para a 
população para a população 
tais que O < a ,a < 1. 
l 2 
população resistente r (t,x) e a dessa 
2 l 
de células duplamente resistentes r (t,x), 
d 
O modelo, para este caso, é: 
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a s 
at(t,xl + B(g(x) s(t,x)) a x -[f-!(x) + b(x)J s(t,x)- Jlr(t,x) s(t,x) + 
+ 4 b(Zx) s( t, Zx) - 4 a
1 
b(Zx) s(t,Zxl - 4 a
2 
b(Zx) s(t,Zx) 
(Equação de Sensibilidade) 
a r 
' Bt(t,xl + 
a (g(x) r (t,x)) [ l 
a X l =-/-!(X)+ b(x) r
1
(t,x) + 4b(2x)r
1
(t,x)+ 
+ 4 a b(Zxl s( t, Zx) - 4 o:: b(Zx) r (t,Zx) 
' 2 ' (Equação de Resistência 1) 
- flr (t,x) 
' 
r (t,x) 
' 
a r a(g(x) r (t,x)) 
2 2 ate 1 ' x) + --~a"xc"-__ _ = -[p:(x) + b(x)] r
2
(t,x) + 4b(2xlr
2
(t,Zx)+ 
+ 4 a
2 
b(Zx) s(t,Zx}- 4 a b(Zxl r (t,Zx) 
' 2 
a r 
d 
at(t,x) + 
(Equação de Resistência 2) 
8(•g (X) rd ( t , X)) 
a x 
- 11F (t,xl 
2 
r (t,x} 
2 
+ 4b(Zxlr (t,Zx)+ 
' 
+ 4 a b(Zx) a (t,Zx) + 4 a b{Zxl r (t,Zx) 
1 2 2 1 
(Equação de Dupla Resistência) 
s;ujeitas a: 
s(t,a/2) = r (t,a/2} = r (t,a/2) = r (t,a/2) = O 
' 2 d 
(ou seja, as células não podem se dividir antes de atingirem um tamanho 
mínimo x = a); 
s(O,x) = s (x}, r (O,x) 
o ' 
o 
"" r (x}, r (O,x} 
' 2 
o 
"" r 
2
(x), r }O,x) = o r (x), 
d 
com 
lim s (x) = lim r 0 (x) = lim r 0 (x) = lim r 0 (x) =O 
~ o 1 2 d 
x-7 1 x-7 1 x-? 1 x-7 1 
e tais que 
b(2x) s{t,2x) 
quando x ~ 
'"' b(2x) r (t 2x) "" 
' ' 
1/2. 
b(2xl r (t,2x) = 
2 
b(Zx) r (t,Zx) = O 
d 
Assumiremos que uma célula nunca atinge o tamanho {normalizado) 
X = l. 
Também: 
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(i) 11 (t,x) 
f {
ll (t,x), se ZnT < t :s 
= 1J.:1(t,x), se (Zn+l)T < 
2 
(Zn+ 1 )T 
' n o, 1, 2, ... 
t :s Z(n+llT 
e 11 {t,x) s(t,x) é a parte da população sensível destruída pelos 
f 
fármacos; 
{ii) 4 o:
1 
b{Zx) s(t,Zxl: parte da população de c&lulas sensíveis que se 
muta espontaneamente para a população de células resistentes r i (t,xl, 
= 1, 2· 
' 
{iii) llr (t,xl { o, se ZkT < t :s (Zk+l)T k o, 1, 2, = ... 
' 
(t,xl, 'e (2k+1)T < t ' Z(k+l)T MF 
e IJ.F (t,x) r
1
(t,x) representa a parte da população resistente 
' 
destruída pelo fármaco 1; 
(ivl 4 o:
2 
b(Zx) r
1
(t,2x): parte da população resistente 1 que se muta 
espontaneamente para a população duplamente resistente; 
I I (t I { 
11- (t,x). se ZkT < t :s (Zk+llT 
V jl ,X = F 
Fz 0, 2se (Zk+l)T < t :s 2(k+l)T 
, k = O, 1, 2, 
e 11- (t,x) r ft,x) é a parte da população resistente 2 destruída pelo 
f 2 
2 
fármaco 2; 
(vi) 4 a b(Zx) r (t,2x) é a parte da população resistente 2 que se 
' 2 
muta espontaneamente para a população duplamente resistente. 
As condições para as funções g, IJ., b, Jlf, llF' 
1
, são: 
l. g é continua e estritamente positiva para todo x E [a/2, 1]; 
2. ll é integrável e não-negativa para todo x E [a/2, 1]; 
c ~ a/2. 
e flf são integráveis e não-negativas para cada x E [c,1], 
2 
4. (i) b é integrável para cada x E [a, 1-c], 'V c>O, e além disso, 
{ 
b(xl = 
b(x) > O, se x E (a, 1) 
O, se x E [a/2, a] 
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" 
(ii) lim_J b(Ç) dÇ = ro. 
x-7 I a 
O Período Pré-Terapia 
Estudaren;os o período pré-terapia, ou seja, o período onde ainda 
não usamos fármacos. Neste caso, devemos tomar as taxas de destruição 
IJ.F (x) J.l (x) = F O e, dessa forma, não precisamos considerar 
l 
intervalos 
2 
de tempo alternados. Consideraremos as taxas de mutação 
iguais a o: (constantes), ficando somente com o sistema: 
a s ãt""(t,x)+ Blglxl s(t, xl I = -rn(x) l a x ,.. + b(x) 
+ 4 (1 - 2o:) b(Zx) s(t,2x) 
(Equação de Sensibilidade) 
a r B(g(x) r (t,x)) 
l l ~(t,xl + -----,8,.-,;x'---- = 
s(t,x) + 
+ 4 (1 -o:) b(Zxl r 
1 
(t,2x) + 4 o: b(Zx) s(t,Zx) 
(Equação de Resistência l) 
a r 2 B(g(x) r (t,x)) l 
----at(t,x) +---8,.-,x,-
2
'---=- [IJ-{X) +b(x) r 2(t,x) + 
+ 4 (1 -a) b(Zx) r (t,Zx) + 4 a b(Zx) s(t,Zx) 
2 
(Equação de Resistência 2) 
8 r d B(g(x) r d(t,x)) [ l 
----ai(t,x) + -----,800xo'---- =- IJ-(X) + b(x) r d(t,xl + 
+ 4 a b(Zx) [r (t,Zx) +r (t,Zx)] + 4 b(2x) r (t,Zx) 
l 2 d 
sujeito a: 
s(t,a/2) = r (t,a/2) 
l 
(Equação de Dupla Resistência) 
= r 
2
(t,a/2) = r (t,a/2) = O, 
d 
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s(O,x) = s (x), r (O,x) 
o 1 
com 
o 
= r (x), 
1 
r {O,x) 
2 
o 
r {x), 
2 
r (O,x) = 
' 
o 
r (x), 
' 
l im s {x) = I im r 0 (x) = I im r 0 (x) = 1 im r 0,(x) = O 
o 1 2 
x~l x~l x~l x~l 
e tais que 
b(Zx) s(t,Zx) = b(Zxl r (t,Zx) 
1 
= b(Zxl r (t,Zxl = 
2 
b(Zx) r (t,Zx) = O 
' quando x ~ 1/2. 
As equações apresentam um problema de singularidade em x = 1/2, 
assim, temos que reduzir esta singularidade para ficarmos com um 
problema mais tratável, do ponto de vista matemático. Para isto, 
usaremos as seguintes transformações; 
onde 
S(t,x) 
R (t,x) 
1 
R (t,x) 
2 
R (t,xl 
' 
g(x) 
= E(xl s(t,x) 
g(x) 
Elxl r (t,x) 1 
g(x) 
= E(x) r 2(t,x) 
g(x) 
= E(x) rd(t,x) 
Elxl = exp [ - [ 
a/2 
b(Ç) + j..t(Ç) 
g(Ç) 
é a Função de Desenvolvimento IndividuaL. 
Substituiqdo essas transformações no sistema anterior, chegamos 
em: 
a s 
at(t,x) + g(x) a S (t,x) = (1 - Za) k(x) S(t,Zx) a x 
(Equação de Sensibilidade) 
a R 
+ g(x) ~ (t,xl = (1 -a) k(x) R1(t,2x) + a. k(x) S(t,Zx) 
(Equação de Resistência l) 
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(2.1) 
(2.2) 
a R 
~a~:'-,(t,xl + g(x) 
a R2 
a x (t,x) "" (1 -o:) k(x) R (t,Zx) +ex k(x) S{t, Zx) 2 
sujeitas ao 
{Equação de Resistência 2) 
= a k(x) [ R (t,Zxl + R (t,Zx)] + 
I 2 
+ k(x) Rd(t,Zxl 
(Equação de Dupla Resistência) 
S(t,a/2) = R (t,a/2) = R (t,a/2) = R (t,a/2) = o, I 2 d 
S(O,x) f 0 (x) g(x) 
I = E(x) 5 o(x), 
R (O,x) = cp o(x) g(x) o = E(x) r (x), I 2 I 
R IO,x) f 0 (x) g(x) o = = r (x) e 2 3 Elxl 2 
R (O,x) = </Jo(x) g(x) o = E(x) r d(x). d 4 
Neste caso, também podemos considerar que os produtos 
k(x) S(t,Zx), k(x) R (t,Zx), k(x) R (t,Zx), k(x) R (t,Zx) 
I 2 d 
sejam considerados nulos para x ~ 1/2, com 
k{x) = 4 b(Zx) g(x) g(Zx) 
E(Zx) 
Elx I 
§ 2.2 Existência e Unicidade da Solução 
(2.3) 
(2.4) 
O sistema formado pelas equações (2.1), (2.2), (2.3) e (2.4) na 
forma .matricial é: 
onde, 
a u 
a t 
(t,x) a u = L(x) ax (t,x) + M(x) U(t,Zxl 
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U(t,x) 
S(t,x) 
R (t, x) 
I 
R (t,x) 
2 
R (t,x) 
' 
M(xl = k(x) 
<Po(x) 
1 
<Po(x) 
2 
e com condição inicial lfr0 (x) = 1/>o(x) 
3 
<Po(x) 
4 
o 
(1-a) 
o 
Ux) 
o 
o 
(l-a) 
a 
- g(x).I, 
4 O espaço Z\ das soluções do sistema é derivado das condições 
de contorno e é dado por: 
'4 = { ~(x) = 
S(x) 
R
1 
(x) 
R (x) 
2 
S(x), R (x), R {x), R (x) E b [[a/2, 11] e 
1 2 ' 
R (x) 
' 
S(a/2) = R (a/2) = R (a/2) = R (a/2) = O } 
1 2 ' 
Temos o seguinte problema de Cauchy associado: 
U!~: :ou 
com A sendo o operador ilimitado definido por: 
com domínio 
:lJ(A) = { ~ E 
(AU)(x) = L(x) ~ 
dx 
+ M(x) U(2x) 
4 ~\ 1/J E b 1([a/2, 1] - {112}) , tal que os limites 
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(2.5) 
(2.6) 
lim [L(x)I/J'(x) + M(x)tp(2x)] e 1 im [L(x)l/l'(x)] existem e são iguais 
x--* 1/2- x-O> 1/2+ 
e Ua/ZIW'(a/2) + M(a/ZJW(aJ = o }· 
S(x) 
U(xl = 
R (x) 
l 
R (x) 
' 
. O produto M(x).U(Zx) pode ser visto como sendo nulo 
Rd(x) 
para x ~ 112. 
O operador A é fechado e tem domínio denso em M4 {Diekmann [IO]l e 
pode ser escrito da seguinte forma: 
A o o o 
l 
D A o o 
' A = D o A o 
3 
o D D A 
4 
onde, 
A rp(x) == -g(x) ip'(x) + k(x) ip(Zx) - 2 a k(x) rp(2x) 
l 
A
2 
cp(x) = -g(x) rp'(x) + k(x) rp(2x) - ex k(x) rp(2x} 
A rp(x) -g(x) rp'(x) + k(x) rp(Zx) - a k(x) ip(Zx) 
3 
A ip(x) = -g(x) 1p'(x) + k(x) cp(2x) 
4 
D rp(x) = a k(x) ip(Zx) 
Também, 
A = B + C - 20, 
l 
A=B+c-'o 
2 ' 
A = B + C - D, 
3 
A = 8 + C, onde 
4 
-g(x) q;' (x), 
(C rp)(x) = k{x) rp{Zx), 
(D •Hxl = a k(x) •(Zxl, 
Os operadores B, C e D são tais que 
B L1 {a/2, 1] -------7 L1 [a/2, 1] ilimitado, cujo domínio é dado por 
:0(8) = { p; rp é absolutamente contínua e rp(a/2) = O }• 
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C, D YJ.. ~ L1 [a/2, l) limitados. Note que A2 = A3. 
Podemos ver (2.5) como: 
~=B 
d t S + C S - 2 D S, (2.7) 
d R (2.8) 
' B R + c R - D R + D S, = d t 
' ' ' 
d R (2.9) 2 B R +C R - D R + D S, = d t 2 2 2 
d R (2.10) d 
= B R + C R + D R + D R d t d d 2 
S(O) = •/, R (0) o R IOI q,' e R IOI .o com 
"'2' 
' ' ' ' 
d 
' 
A análise da equação (2.7), que é a equação das células sensfveis, 
pode ser feita como a do caso geral (capítulo 1) e chegamos à conclusão 
que: 
A< 
S(t) e 1 if!0 
' 
onde A = B + C - 20. 
' Agora, somando-se (2.7) e (2.8), temos: 
d R 
_d_S_ + --,.d-ctc='c... = (B + C) (S + R ) d, t I 
A c 
=:- S(t) + R (t) 2 1</>0 = e 
' ' 
onde A B + C -D. Portanto, 
2 
A< A C 
e 1 f/Jo + R (t) 2 ló0 = e 
' ' ' 
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+ 
+ 
O (S + R ) =:-
' 
"''J ' . 
1>01 ~ 
' 
A t 
R (ti 
' 
= e 
A t 
z cq,' • o0 1 -
' ' 
e 1 rpo ~ 
' 
[ At At) R 1 (t) = e 2 - e 1 
A t 
.po + e z l 
' ' 
Somando-se agora as equações (2. 7) e (2. 9), 
d R ~ ~ + -ccd't'"'2'- = {8 + C) (S + R) - D (S + R 2) o? 
A t 
z 
9 S(t) + R
2
(t) = e 
onde A
2 
= B + C - D. Portanto, 
A t 
e
1 rfl0 +R(t) 
' 2 
e 
A t 
z 
R (t) 
2 
= e 
A t 
z cl + 
' 
- e 
o +. ), 
' 
At ll =} 
' 
A t 
.~.o z A.o 
'Y + e 'f' 
' ' 
Somando-se agora as 4 equações, (2.7), (2.8), (2.9) e (2.10), 
temos: · 
d s 
d t 
onde A 
A t 
+ 
z •' 
e + 
. ' 
d R 
+ ' + 
d t 
S(t) + R (t) 
' 
= B + c. 
(e Azt 
- e \t) 
d R d R 
z + --cc-o~':_ 
d t d t 
+ R (t) 
z 
+ R t) 
d 
A t 
"" + 
e z 11o + 
' 
2 
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= (B + C) (S + R + R + R ) "" 
' z d 
A t 
e 4 {!fio 
+ •' 
o o 
+ rp + rp ), 
' 
z 
' ' 
[ Azt "') 
A t 
•' + 
e 2 rpo + R (t) e -e = 
' ' 
d 
e 
A < 
4 
R (t) = e 
d 
A < 
4 
R lt) 
d 
A t 
2 ,o 
- e ~ 
3 
A t 
[ e 4 2 l 
A t A tl 
2 e +e 
A t 
4 ,o 
+e ~ 
4 
A< 
e 1 if>o 
l 
Logo, o vetor solução para o problema de Cauchy (2.5} é: 
Slt) 
R (t) 
l 
R (t) 
2 
Rct{t) 
= 
ou seja, U(t) 
A= 
A 
l 
D 
D 
o 
e 
A t 
l 
A t A t 
2 - l 
e e 
A t A t 
2 l 
e - e 
A< 
=e . 
o 
A 
2 
o 
D 
U(O] 
o 
o 
A 
D 
3 
o 
e 
o 
e 
A t 
2 
A < 
4 
f/Jo(x} 
l 
~0 1xl 
2 
t/(x) 
3 
tP 0 (x) 
4 
eAt ,~,o, d 'Y on e 
o 
o 
o 
A 
4 
, U(tl 
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- e 
A t 
2 
S(t) 
R (t) 
l 
R ltl 
2 
Rct(t) 
e 
o 
o 
e 
A t 
2 
A t 
4 
-e 
o 
, ~ lxl 
A t 
2 
o 
o 
o 
e 
A < 
e z f/lo 
2 
A t 
4 
Portanto, U(t) é solução única do sistema e T(t) At = e é um 
semigrupo fortemente contínuo gerado por A. Esta solução também pode 
ser escrita como uma série infinita: 
00 
Bt O \ U(t) = e f + L 
n=l 
t 
onde L [ U(t) J = J:•«-•>c U(-.) d-.. 
Como o operador L é nilpotente, esta série contém um número finito 
·de termos (ver cap. I, secção 1.3). 
Ainda mais, se g(2x) < 2g(x), v X E [a/2, 112], então, para 
t ~ G(I), o semigrupo T(t) = A< é compacto. e 
§ 2.3 A Equação Característica 
Vamos estudar o que acontece quando o tempo cresce. Para isso, 
precisamos encontrar os autovalores do operador A. Se o considerarmos 
como 
AU(x) = L(x) U'(x) + M(x) U(Zx) 
então, consideramos que o problema 
(A - /\I) U = f 
associado ao sistema (2.5) pode ser escrito como: 
Uxl U'(x) - À U(x) = f(x) , x e' [112, 1] 
L(x) U' (x) - À U(x) = f(x) -M(x) U(2x) , x E [a/2, 112] 
com 
S(x) f 
1 
(x) 
[(l-2a) O o ~l U(x) R (x) f (x) M(x) k(x) : (l~a) o 1 , flxJ= ' = (1-a) = f
3
(x) R
2
(x) 
O a a R (x) f (x) 
d 4 
e L(x) = -g(x) .I. 
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Vamos resolver o sistema acima solucionando as equações para 
células sensíveis, resistentes 1, resistentes 
resistentes separadamente. 
{I) Células Sensíveis: 
-g(x) S'(x) - 1\ S(x) = f (x), 112 :s x :s 1 
I 
2 e 
-g(x) S'(x) - 1\ S(x) f (x)-(1-Za) k(x)S(2x), a/2:s x :s112 
I 
A solução da equação (2.11) é: 
X 
S(x) = S(l/2 ).e-À[G(x)-G(112l] _ J /IG(ÇJ-G(x)J 
1/2 
A solução de (2.12) é: 
f IÇI 
I 
g(Ç) dÇ 
duplamente 
(2.11) 
(2.12) 
X 
S(x) " S(!IZ).e-h[Gixi-G(i/21] L
1211 
-Za) ~;~: ehlGiÇI-GiZÇiidÇ _ 
.eÀ!G(ÇJ-G(x)] dÇ 
(11) Células Resistentes 1: 
-g(x) R' (xl -
I 
1\ R (x) = f (x), 112 :s x s 1 
I 2 
-g(x) R'(x) 
I 
- > R (x) " f (x) - (1 - ai k(x) R (2xl -
I 2 1 
- a k(x) S(2x), a/2 :s x :s 112 
A solução de (2.13) é: 
R (x) = R (1/2).e-À[G!xl-G(l/2l] 
I 1 
X 
-J eÀ[G!Çl-G!xll ~f 2~(~Ç') 
l/2 g(Ç) dÇ, 
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(2.13) 
(2.14) 
e a solução de (2.14) é: 
R lxl 
I 
X 
= Rl (1/Z).e-À[G(xJ-G(l/2)] I (1 - a) 
.,, 
_ Jx 1\(G(ÇJ-G(x)J{ k(Ç) JzÇ 1\[G(lli-G(ZÇJI[ f 1 (l}) 11_ I f 2(1})] d _ e (C) e a ( ) + o: ( } ll 
a/2 g., 1/2 gl} gl} 
a S(l/2 } ~;~; eÀ[G(l/2l-G(2ÇJ 1 + --ccg~nç"J- dÇ. f (Ç) } 
(lll) Células Resistentes 2: 
R (x) 
2 
-g(x) R' (x} - 1\ R (x) = f (x), 1/2 :s x :s 1 (2.15) 
' 2 3 
-g(x) R' (x) - A R (x) ~ f (x) - (1 - a) k(x) R (Zx) -
2 2 3 2 
- a k(x) S(Zx), a/2 ' x ' 1/2 (2.16) 
A solução de (2.15) é: 
R (x) = R (l/2).e -À[G(x)-G(l/2)] 
2 2 
A solução de (2.16} é: 
r 1\[G(ÇJ-G(x)] - e n 
= R2(112}.e-À[G(xl-G0/2)) Jx (1 - a) 
•/2 
f 
3
1ÇI 
g(ÇJ dÇ 
_ [ ei\[G(Çl-G(x)]{ _k_(_Ç_J JzÇ eÀ[G(l}l-GtZÇJJ [•-;;f 'ê;(;-;n_J f} 11 )] 
/2 g(Ç) t/2 g(l}) + (1-al g(l}) dl} -
a S(l/Z) ~~~~ eÀ[G(li2)-G(2ÇJ 1 + -g=';nç"J- dÇ. f (ÇJ } 
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(IV) Células Duplamente Resistentes: 
-g(xl R'(xl -À R (xl =f (xl, 1/2 ~ x ~ 1 
' ' 4 
-g(x) R' (x) - À R (x) = f (x) - ex k(x) [R (2x) + R (2x)] -
d d 4 1 2 
- k(x) R (2x), a/2 ::s x ::s 112 
' 
A solução de (2.18) é: 
R (x) =R (112l.e-À[G(x)-G(l!Z)] 
' ' 
X 
I À[G(~)-G(x)] - e f (ÇI 4 l/2 g(ÇI dÇ 
A solução de (2.19) é: 
R (xl 
' 
= R (l/2 ).e -À(G{x)-G{l/2)] Jx 
ó o/2 
-r. { k(ÇI J2Ç À<o<nJ-o<zi')J[ f4(nl [ _r;0/2c;o(",l 
("I e ( I + " ( I 
a/2 g ~ l/2 g TJ g TJ 
+ 
k(ÇI 
g(ÇI 
À[G(l/2) -G{Z~J] 
e + 
4 Ç À[G(ÇJ-G(x)J ct< rn} 
+ g(Ç) e ~ 
Temos então o seguinte vetor solução: 
i) X E (1/2, l] 
U(x) = e -1\[G{x)-G(l!Z)] U(l/2) - r ei\[G{ÇJ-G(x)] 
J l/2 
(ii) X E [a/2, 1/2] 
f[ÇJ 
g(Ç) 
U(x) -À[G(x)-G{l/2)) = e IT(À,x). U(l/2) - Ç(À,f ,x) 
onde 
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dÇ 
(2.18) 
(2.19) 
(2.20) 
(2.211 
TIIil,xl ~ 
TI (il,x) 
' TI (À,x) 
2 
TI (À,xl 
3 
TI (i\,x) 
' 
rr (À,x) 
' 
TI (il,x) 
3 
(1(/\,fl,xl 
<;)l\,f
1
,f 
2
,x) 
, Ç(il,f,x) ~ 
(3(1\,f 1' f 3,xl 
Ç4(f\,fz,f3,f4,x) 
~ Ix (1 - 2a) 
•12 
kl(l 
gl(l 
X 
são tais que 
d( 
~ I 11 - ai 
•12 
k(Ç) e -À[ G(ZÇJ - G((l] dÇ 
g(() 
~ Ix (1 - a) 
•12 
rr (il,x) 
' IX k(Ç) = gl(l •12 
+ 1 8 1\[GC(l-G(x)] dÇ 
f (() } 
g(() 
Ç (' f f I = 2 k(Ç) À[G(lj)-G(ZÇJJ [ { 
f 1(1 r( 
zl\' t' z'x (Ç) + (C) e · 
a/2 g g-, l/2 
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Ix { f (Ç) IzÇ =: 3 k(Ç) À[G(7j}-G(ZÇ)] IÇJ + (") e . a/2 g g "" 1/2 
[o f ( lj) f I") l d" } e;<[c<I')-G<xl] - •) ' ( dÇ g(") + " g(") 
ç,cu,.f,.f,.xl "r { f 41ÇJ 2Ç k(Çl I À[G[")-G(2Ç)J g(Ç) +~ e 
•/2 g 1/2 
Agora, basta observarmos que devemos ter continuidade em x = l/2: 
51112) [ rr (À) - 1 ] " ç IÀ,f J 
( ( ( 
( /2 
" ( (À f f ) - " 51112) I k(Ç) eÀIGIÇ}-G<zÇII dÇ 
2 ' t' 2 g(7[í 
•12 
(/2 
R (1/2) [rr C/\l - 1] == ç (I\ r r ) - o:: S(l/2) I k(Ç~ eÃ!Gtl)-GlzÇJJ dÇ 
2 3 3 ' ,. 2 g(Ç) 
•12 
R (112) [rr (;\) - 1] " ( (À, f ,f ,f ) - " [ R (112) + R (1/2) l· 
d 4 4 234 1 2 
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1/2 
J 
~ À[G(Ç"J-G(ZÇ")] de 
. IÇl e ' 
a/2 g 
Daí, o problema de autovalores na forma matricial fica: 
(l-2a)IT (À) 4 - l o o o S(l/2) 
a TI (i\) 4 (l-aliT (À) 4 - l o o R (l/2) I 
a TI (i\) (J-a)IT (À) R I l/2) o - l o 4 4 2 
o a TJ
4
(i\) a:: TI (i\) rr4C\l - l R ll/2) 4 
' 
( (À, f ) 
I 1 
Ç(À,f,f) 
2 I 2 
Ç}i\,f l,f) , ou seja, 
<::4Ci\,fz,f3,f4l 
[ IT!À) - I l U(l/2) = Ç(Ã,fl 
Se a matriz 
(J-2a)IT (À) - l 
4 
a TI (i\) 
4 
a TI (t\) 
4 
o 
o 
U-amp l - 1 
o 
a TI (i\) 
4 
o o 
o o 
(1-a)II (;\) - 1 O 
4 
a II
4
(i\) IT
4
(i\) - 1 
= 
for inversível para algum i\ e a:::, então podemos resolver o problema para 
U(l/2), e neste caso, 
S(l/2) ( (À,[ ) 1 I 
R (112) 
[rrw- 1]-1 
Çz(i\,ft,fz) 
U(l/2) UÀ (l/2) I , onde = = l.:)i\,f 1 ,f 3) R ll/2) 2 
RP/2) Ç4(;\,f z'f 3'f 4) 
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pll p 12 p 13 pl4 
[ IT(À) - I ]-I P,l P, P, p24 , onde ~ 
p31 p32 P,, p34 
p41 
"" 
p43 p44 
I 
pll ~ (l-2a)IT (À)-1 
4 
pl2 ~ o, pl3 =o, pl4 o, 
- a TI I À) 4 
P,l ~ [l1-2a)IT4 (À)-Il [11-a)TI4(À)-Il 
I 
P, ~ (1-a)TI (À)-1 
4 
P, ~ o p -' 2'1- - o, 
- a TI (;\) 
4 
p31 ~ [o-zaJIT 
4 
c i\l-1 J [(l-a)TI4(À)-Il 
P,, ~ o, 
I 
P,, (1-a)IT (À)-1 
4 
P,, ~ O, 
2 (a rr (i\)) 2 4 
p41 ~ 
[(l-2a)IT4 (À)-Il [11-aliT4(À)-I] ITI4(À)-Il 
-aiT(À) 
4 
p42 " [ (1-alTI 
4 
(i\) -1] [rr,l,l-1] 
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-cx.IT(À) 
' P., = 
[o-a1IT4 C1J-1] [TI,(À)-1] 
1 
p44 = 
TI (À) - 1 
' 
Substituindo-se este valor de UÀ (l/2) na solução U(x) dada por 
(2.20) e (2.21), temos que os valores complexos À que a satisfazem 
estão no conjunto resolvente de A. Neste caso, o operador resolvente 
R(À,A) f = - [ A - Àl ] -I f, para toda f e ~4 
é dado por U(x) em (2.20) e (2.20. 
Agora, se a matriz [ TI( À) 1 j não for inversível, então, 
det (A - À[) = o, ou seja, 
[o-zaJrr ,!ÀI-1] [o-am, (ÀJ-1] [o-aJIT4 (À)-1] [TI,!ÀI-1] = o (2.22) 
Neste caso, qualquer À e U:: que satisfaça (2.22) está no espectro 
de A e é um autovaLor do sistema. Esta equação é a sua equação 
característica. 
Temos: 
TI (À) = 1' equação r 
TI (À) = 1' equação 2 
TI (À) L equação 
' TI (À) 
' 
= 1' equação 
Obs.: Note-se que 
iguais. 
característica das 
característica 
característica 
característica 
TI (À) 
2 
das 
das 
das 
células sensiveis; 
células resisténtes R· r, 
células resistentes R· 
z' 
células duplamente resistentes. 
logo, os autovalores também serão 
As autofu.nções associadas aos autovalores À e U:: que satisfazem a 
equação característica (2.22) são: 
-À[G(x)-G(112)] 
=e UÀ(l/2), 1/2 ~ x ~ 1 e 
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VÀ (x) = e ~À[G(x)~G(l/2)] UÀ (1/2) TT(À), a/2 ~ x ~ 1/2 
Vamos ver como são esses autovalores. 
':Ye.o~tema 2.1.: Se g(2x} < 2g(x), então, para càda equação JTi(À) = l, 
i=l,2,3,4, existe um único autovalor real dominante Ainda 
mais, se À = p + qi (p, q E IR, q "" O}, j = 1,2,3,4, é uma outra 
solução, então, À j p - qi também é. Vale que 'Re À < À i. J ' 
:Prw~a: t a prova vetorial análoga à prova escalar do teorema 1.8, 
cap.l. 
Cada À i real é o autovalor dominante da correspondente equação 
' TI (;\) = 1, i = 1, 2, 3, 4. 
i 
O que ocorre é o seguinte: 
De fato, 
l/2 
(1-Za) I k:;; 
a/2 g '-, 
l/2 
= (1-a) L ~:~; 
(pois 
l/2 
1 =TI l>'l =I J<l5l 4 d g(Ç) 
•12 
(GI2i',J - G(i',J] di', 
Vemos que 
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" 
(I ~) 
(1 - o:) < 1, desde que O < a < 1. 
Como TI (/\) é monotônica decrescente, podemos afirmar que 
2 
TI (Ã4) <TI (1\z) =} i\2 < /\4 
Zd Zd d d 
Tornando agora TI (/\), temos: 
' 
• 1/2 
" 11-2~) L ~;~: 
(1-2~) 
I 1-~1 ( 1. 
I G<zi;> - G(ÇJ I dÇ " ( 1-Zo:) 
{1 o:) 
TI (;:\) também é monotônica decrescente, assim, 
' 
l 2 3 4 Portanto, À < i\ = À < À 
d d d d 
e, conseqüentemente, 
autovalor dominante do sistema. 
§ 2.4 Comportamento Assintótico da Solução 
Agora que já sabemos da existência de um autovalor dominante À do 
d 
sistema, podemos estudar como a solução se comporta conforme o tempo 
aumenta muito. 
4 Podemos decompor o espaço ~ como 
~4 = Ker (A - À I) (f) Im (A - i\ I) 
d d 
O núcleo é um subespaço unidimensional gerado por Ui\ . Ainda, 
d 
Ker (A - 1\ I) = P 21í 4 
d 
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onde P é a projeção espectral correspondente ao conjunto {e À /o}· \ ~ 
~ G(l) fixo. 
Vamos ver como é essa projeçao. Primeiro, tomamos a expansão em 
Série de Laurent do operador resol vente [ - (A - ;ur1 ] em À ct' já que 
o resíduo dessa expansão nos fornece o coeficiente da projeção. 
Temos que: 
s (112) 
UÀ (112) R (112) , onde ~ I 
' R (l/2) 
2 
R (1/2) 
d 
Ç(À,fi 
l d I S(l/2) ~ --'---"----'---
R (112) 
I 
R (1/2} 
' 
Rct(l/2) 
~ 
= 
(l-2~Jrr (À 1-1 
4 d 
-a TT4(i\ct) <t(i\ct,fl) 
[ o-2~1rr (À 1-1] [o-~m (À 1-1] 4 d ' 4 d 
2 c~ rr cÀ 11' ç (À .r 1 
4 d 1 d 1 
<3(i\d,f 1 ,f 3) 
+ [< l-o:)TT4 (~)-1] 
[ Cl-2~Jrr (À 1-1] [o-~m (À 1-1] [rr (À H] + 4d 4d 4d 
+ 
(4 (À d' f z' f 3' f 4) 
[rr,c\1 - 1) 
Após os cálculos, chegamos à conclusão de que o coeficiente da 
projeção espectral sobre o núcleo é dado por: 
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l 
C (U) = ""cT;-' 4 TI'(> ) 
4 ' 
[ç (0\ ,f )+Ç !> ,f ,f )+Ç (> ,f ,f )+Ç (> ,f ,f ,f )] ldl ZdlZ 3dl3 4d234 
e a projeção fica então: 
o 
o 
r u = o 
C (U) R 
4 
'> 
d 
onde 
R (x) = 
'> 
R (1/Z).e-Àct[G(x)-G(l/2)] , X E [1/2, 1], e 
'> 
d 
R {x) 
'> 
d 
d 
R (1/2) .e -À d[G!x)-G(l/2)] 
'> 
d 
TI(/\ ) , X E [a/2, 1/2} 
' 
A projeção sobre Im (A - À I) é dada por P = (I - P). Neste caso, 
ó I 
uma estimativa exponencial para a ação de T(t) sobre Im (A-1\ I) é dada 
' pelo teorema: 
~ecrtema 2.2 (Leckar [20]): Seja g(Zx} < Zg(x}, então existe K :;-: I tal 
que 
exp 
para algum t ~ G(l) fixo. 
o 
Conseqüentemente, 
(A-À I) 
d 
exp 
(A-À I) 
' 
=o. 
A função Ui\ 
' 
At é uma autofunção de e correspondente ao seu 
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À t 
autovalor e d Suponhamos que g(Zx) < Zg(x), para x E [a/2, 1121. Como 
At 
e é compacto para t ~ G(l), temos que o espectro de A é: 
~[ eAt) = {o} u { eÀt; À e~,[ 
esse espectro é um conjunto discreto. Agora, 
assim, segue que 
onde, 
e 
(À) 
' ~ 
o 
I :R-e ( eÀto) I ~ eRe(Àlto 
At 
e l } 
O':Àdl = {ll E a-( /to); I 'Re (J.l) I <!://o}= {/'"dto} 
Daí, podemos decompor o espaço lZ4 em soma direta, e a ação de T( t) 
sobre a imagem é tal que 
exp 
para algum t <: G(l) fixo. 
o 
Como conseqüência, 
(A-À 1) 
' 
exp [ At ) I 
lm (A-À Il 
' 
= O. 
Analisando os nossos resultados podemos concluir que existe uma 
· distribuição de tamanho estável no problema. É o que provaremos através 
do seguinte teorema: 
'J eartema 2.3 ('J".eollRIIUl de 'D~ e~. Leckar [20]): 
Seja a uma constante real fixa, tal que 1/2 s a < 1 e 
suponhamos que g(Zx) < 2 g(x), para todo x E [a/2, 1121. Então, existem 
constantes reais e 
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funções não-negativas S/\t(x), 
' 
sendo que essas funções são diferentes de 
zero para x > a/2, tais que, para toda 1J0 = 4 E :!:{ , temos V t ~ O, 
com 
eAtl 
= 
o 
Dada 1J = 
escrever que 
À 1c 
e d C (l) 
1 1 
À 'c 
e d C (r/Jo 
2 1' 
<'c 
edC(r/Jo, 
3 1 
À\ 
dc'.o) e ~~ 
4 
lim 
Hw 
~o 
1 
e 
e 
e 
e 
SÀ 1 (x) 
d 
~ 0 ) R (x) 
2 l>t2 
d 
~ 0 ) R (x) 
3 2À3 
d 
R (x) 
dÀ4 
d 
1 
-À c 
d o 
z (t,1J ) 
1 1 
-À2 t 
d 
z}t, o ~~· 
-À3 t 
d 
z}t, o ~,. 
-À\ 
d 
z
4
(t, ~o) 
o 
z (t,~ ) 
1 1 
o o 
z}t,1Jt' 1>2) 
+ 
o o 
z (t, ~ ' ~ ) 3 1 3 
o 
z (t,~ ) 
4 
~o) 
2 
= o. 
~o) 
3 
~o 
2 E :1{4, da decomposição em soma direta, podemos 
~o 
3 
l 4 
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Também, 
Agora, 
eAt (I - Pl ~o = 
A t 
1 
e 
A t A t 2- 1 
e e 
A t A t 
2 1 
e - e 
A t A t A 
4 2 
e - 2e + e 
e 
A t 
1 ~o 
1 
l+ 
2 
t 
1 
2 -
e [ 
A t 
o 
o 
o 
o 
A 
e 
o 
A 
e 
t 
2 
t 
4 
o 
o 
o 
A 
e 
+ 
At O 
+ e (I - P) tP . Temos que, 
o o 
o o 
A t 
2 o e 
t A t A t A t 
2 4 2 4 
e -e e 
o 
o 
+ 
o 
e 
A t 
3 A.o 2- 1 A..o 
[
At Atl 
"' + e e '+' 3 1 (I-P)~ol4 
o 
[ 
At 
onde e li - P) l ], = [ 
At At At 
4 2 1 
e -Ze + e 
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= 
l 
Pelo fato que então, 
o 
-À 4 t o 
lim e d 
HOO o 
[ eAt ll-P)~0 l 4 
Vamos olhar agora para a submatriz 
A t 
l l e l 
(3) (3) 
A t ~o A t [At 8 A1t) e = 2 ~o 2 -e + e 
2 
A t 
[ At Atl ' ~o 2 - l e + e e 
' 
Seja u . Novamente lembramos que 
o 
o ~o 
C (l/Jo q/) R l 
2 1' 2 
';,' ~o C (rpo t;po) 
u d + 2 2 1' 2 
C ~~o~ o) R ~o - C 11o ~o) ? 1' 3 2À3 3 3 1, 3 
d 
o o 
Dai, 
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= o 
~o 
l 
~o 
l 
R 
';,' 
R d 
2"3 
d 
À 3 e, então, 
d 
o 
131 
'" 
"3' 
c l.Po . .Pol R 
131 131 A 
' 
.o 
d 2 1 2 1À3 A 
' (I - p<3J) 
.o 
e = e d + e 
c l.Po . .Pol R 
3 I 3 2À3 
o d 
o 
131 131 
Portanto, A t (I - p(3))f/.l e = 
o 
A < 
I 
.o e 
I 
["' e\t) A < ( l 2 - l-r e 2 .o - C (.P0 o'l R e I 2 2 1' 2 IÀ3 = = 
d [" H A < ( ·: - l 2 - e 1) ~~ + 3 C(.Pofo)R e e 3 t' 3 21\3 
d 
o 
l 
A < o I 
.o e 
I 
o [ eAt (1-Pl.P0 ], 
= + 
o [ " (I -P)</Jo]3 e 
o o 
tal que 
o 
-1\3 t [ e" (I - P) .o ]2 
1 im e d O, = 
HOO 
[ e" .o ]3 (I - P) 
o 
onde 
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A < 
.e 2 1>0 = 
2 
A < 
e 
3 l = 3 C (f/Jo Pol e 3 ,. 3 
P)q>o]z• 
"3 t 
+ [ eAt (I - P) l ] 3 ' d R 
';..3 
d 
[ lt (I - P) l ] 
2 
= 
(At "] A t ( f~ -' - e I 1>~ + 2 e e 
[ eAt (I - P) ~o ]3 ( At "] A < ( f: -2- 1 o 3 = e e cp + e t 
1 [- a TI 1;>.
3
) Ç I '-
3 f0 
c 1f' ~o) 4 d 1 d' 1 = 
[ (1- Zcd TI4 {i\~) ] 2 I' 2 (1-a::)II'(i\3 ) 4 d 
1 [- a TI 1;>.
3
) Ç I '-
3 f0 
c 1~0 ~o) 4 d l ct' 1 = l (1- Zo:) TI4(i\~) ] 3 I' 3 11-a)IT'I0\3 ) 4 d 
e d , X E 
R lx) - 3 
C lf0 l> R 
2 1' 2 1~ 3 
d 
c 1l f 0 l R 
3 t' 3 2À3 
d 
+ r, (;\_3, o f,. 
2 d 
ç 1;>.3 o + ~ .. 3 ,. 
'"3 d { 
-i\ 3 [G(xJ-G{l/ZJ] 
- (1-a) e-\ {G(xJ-G(l!ZJ] 
[112, 1) 
TI (À3 
4 d ' 
x) , x E [a/2, 1/2] 
R lx) = { 
ZÀ ~ • 
3 
-À [G(x)-G(l/2)) 
e d X E [1/2, 1] 
3 
11 ) -À [G(x)-G(l/2)) 3 .-a e d TI ( 1\ , x) 
4 d 
Finalmente, 
A' 
e 1 rpo = 
I 
com 
onde, 
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, X E [a/2, 1/2] 
l' 
l ' 
f~l 
f:l 
c 1~0 J = 
1 1 
_ ___:lc_ __ Ç I OI 1 
1 1 d ' (l~Za:)II'L\) 
ed ,XE ,1] 
{ 
-Al 4[G(dxl-G(l/ZJ] [1/2 
(x} ~ 1 
(1-Za:) e-Àd [Glx)-G(li2J] IT (Àl 
4 ' ' 
x) , x E [a/2, 112] 
Portanto, 
com 
onde 
o 
z lt.~ ) = 
1 1 
o o 
2 z(t,rpt,r/Jz) 
o o 
z3(t,fj>l,r/J) 
eAtrpo 
= 
At[ e l 1>~ 
[At 2 -e 
= 
01\ 
edC(rflo) 
1 1 
SÀt(x) 
' OI z, 
e d C (tpo 
2 1' 
~ 0 ) R lxl 
2 1 À 2 
d 
À. 3t 
e d C (rflo 
3 1' 
~o) 
3 
R lx) 
2013 
d 
01\ 
edC(cflo) 
4 
R lx) 
'OI 4 
' 
-À 1t 
d o 
e z lt.~ ) 
1 1 
-i\ 2t 
d 
z
2
(t, ~o ~o) e 
1' 2 
lim 3 
-OI t 
Hoo d z}t, o ~o) e ~[' 3 
4 
-OI t 
d o 
e z lt, ~ ) 
4 
- C1 (tp~)SÀt )• 
d 
A t 
+ 
o 
z lt,~ ) 
1 1 
o 
z (t,~ ) 
4 
= o 
e \t) [ ~: -o 2 c 1~0 ~0 ) ~ + e R l· 1 2 1' 2 1013 
d 
[ At Atl A t 2 - 1 o 3 [ ~o - C 1~0 f'l R l· e e ~ + e = 1 3 3 t' 3 'OI 3 
d 
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[ 
', t 
+ e - e 
At 
2 
~o 
I 
A t 
+ [ e 4 
R ,, 
d 
e 
l 
A t 
2 
Analisando o resultado deste teorema, podemos afirmar que o tumor 
vai se tornando todo resistente conforme o tempo aumenta. 
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CAPfTULO 3 
UM MODELO MATEMÁTICO PARA POPULAÇÕES DE CÉLULAS TUMORAIS-
PERIODO DE TERAPIA 
§ 3.1 O Modelo e sua Interpretação 
Vamos estudar agora o período em que é feita uma terapia 
aplicando-se dois fármacos alternadamente, tais que suas taxas de 
destruição sejam iguais e constantes, 11F 
1 
= M = 
F 
2 
F "" O. Temos que 
considerar o modelo em dois subintervalos de tempo: um no qual o 
primeiro fármaco atua sobre as células sensíveis e sobre as células 
resistentes 2, e o outro no qual o segundo fármaco atua sobre as 
células sensíveis e sobre as células resistentes 1, K = O, 1, 2, .... 
Para o intervalo ZKT < t :s (ZK + l)T, o modelo fica: 
a s 
at 
a r 
I 
at 
a r 
2 
at 
a r 
d 
a t 
(t,x) + _a_('-'g'-'("x~~--:::c_(teé'CCXC..C)) = -(f.L(X) + b(X) +r) 
+ 4 (1 - 2a:) b(2x} s(t,Zx} 
s(t,x) + 
a (g(x) r (t,x) 
(1-1(x) + b(x)) r
1
(t,x) (t,x) + I = + a x 
+ 4 (1 - a) b(Zx) r 1(t,Zx) + 4 a b(Z~) s(t,Zx) 
a (g(x) r 
2
Ct,x) 
(IJ.(X) + b(x) +F) r 2(t,x) (t,x) + = a x 
+ 4 (1 -ai b(Zx) r 2(t,Zx) + 4 a b(2x) s(t,2x) 
a (g(x) r (t,x) 
(IJ.(x) + b(x)) r d(t,x) + (t,x) + d = a x 
+ 4 a b(Zx) [ r
1
(t,Zx) + r (t,2x) ] + 4 b(Zx) r (t,2x) 
2 d 
61 
+ 
Para o intervalo (ZK + l)T < t :S 2(K + l)T, o sistema é dado por: 
~ ~ (t,x) + ~a_("g'-'l"x-i;~---;;~.clt,_,,.cx"-'-)) = -(J..L(x) + b(x) +F) 
+ 4 (l - 2a:) b(Zxl s(t,Zx} 
â r â (g(x) r (t,x) 
1 (t,x) + ----o-c--''---a t a x 
s(t,x) + 
+ 4 (1 - a:) b(2x) r (t,Zx) + 4 o: b(Zx) s(t,Zxl 
' 
a r 
2 
at 
a (g(x) r (t,x) 
( t, x) + -----,;-;;-2'----a x 
+ 4 (I - a:} b(Zx) r 
2
Ct,2x) + 4 o: b(2x) s(t,2x) 
a r 
d 
at (t, x) + 
a (g(x) r d(t,x) ) [ l 
a x = - j.l(x) + b(x) r (t,x} + 
d 
+ 4 a: b(2x) + r (t,2x) ] 
2 
+ 4 b(Zx) r (t,Zxl 
d 
Como as células nunca se dividem antes de atingirem o tamanho x = 
= a, temos: 
s(t,a/2) = r (t,a/2) = r (t,a/2) = r,(t,a/2) = O, 
' 2 
Além dis~o. 
b(Zx) s(t,Zxl = b(Zxl r (t.,Zx) = b(Zxl r (t,Zx) = b(Zx) r (t,Zx) = o 
' 2 d 
quando x ;::; 112. 
As condições sobre as funções b(x), j.I(x) e g(x) são as mesmas 
apresentadas nos capítulos anteriores. 
Para reduzir o problema de singularidade das equações em x = 112, 
usaremos as transformações: 
Para t tal que 2KT < t ::; (2K + l)T, 
g(x) 
S(t,x) = F(x) s(t,x) 
R (t,x) 
' 
- glxl 
- F(x) rz(t,x) 
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e para t tal que (2K + I) < t :!ô 2(K + I)T, 
g(x} 
S(t,x) = F(x} s(t,x) 
onde 
Elxl = 
Flx) = 
R
1
(t,xl 
R (t,xl 
' 
g(x) 
- F(x) 
g(x) 
= Elxl 
r (t,x) 
1 
r (t,x} 
2 
exp [-L b(Ç) + ~IÇJ g(Ç) 
Elxl exp [ - I x ~ (x) F 
ú2 
g(Ç) 
dÇ l 
dÇ l 
Finalmente, após as substituições, o modelo é dado por: 
em ZKT < t :!ô (2K + l)T, 
a s a s 
81ct,xl + g(x) --'a~x-(t,x) (1 - Za) k (x) S(t,Zx) 1 
a R 
1 
a (t,x) + g(x} t, 
a R 
2 
a R 
1 
a x (t,x) = (1 - o::) k(x) R (t,Zxl + 1 
+ a h(x) S(t,Zx) 
a R 
2 
at (t,x) + g(x} ax (t,x) = (1 - a) k (x) R (t,Zx} + 1 2 
a R 
' at 
+ a k
1
(x) S(t,Zx) 
a R, 
(t,xl + g(x) ---a--;c (t,x) = k(x} R (t,Zx) + a k(x) R (t,Zx} + 
' 1 
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+ a h(x) R (t,Zx), 
2 
e em (ZK + l) < t ::5ô Z(K + I)T 
a s 
at(t,x) + g(x) 
a R 
' (t,x) + g(x) a-t 
a R 
2 (t,x} + g(x) a t 
a s (t,xl 
a x 
a R 
' (t,x) ax 
(I - 2o:) k (x) S(t,2x) 
' 
(1 - o:) k (x) 
' 
R (t,Zx) + 
' 
+ a k (x) S(t,2x) 
' 
a R 
2 (t,xl (1 - a) k(x) R (t,Zx) + = a x 2 
+ a h(x) S(t,Zx) 
a R 
d 
---aT (t,x) + g(x) 
a R 
d 
a x (t,x) "" k(x) R (t,Zx) + o:: h(x) R (t,2xl + d ' 
+ a k(x) R (t,2x), 
2 
e, para os dois subintervalos de tempo, valem 
S(t,a/2) = R (t,a/2) = R (t,a/2) = R (t,a/2) = O. 
' 2 d 
Também podemos considerar os produtos 
k (x) S{t,Zx), k (x) R (t,Zx), k (x) R
2
(t,2x), k{x) R,(t,Zx), 
I 1 l 1 
k(x) R (t,2x), k(x) R (t,2x), h(x) R (t,2x), h{x) R (t,2xl 
1 2 I 2 
como sendo nulos quando x ::!: 112, com 
klxl 4 b(Zx) glx I EIZxl = g(Zxl Elxl 
k lxl 4 b(Zxl g(x) F(Zx) = g(Zxl Flx I 
' 
h(x) 4 b(2x) g(x I F(2x) = g(Zx) E(x) 
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§ 3.2 Existência e Unicidade da Solução em O < t ~ T 
Para entendermos bem o problema de alternância da aplicação das 
drogas, vamos estudar o que acontece no primeiro intervalo de tempo, ou 
seja, em O < < t :s T, já que, para os outros intervalos do tipo 
2KT < t :s (2K+l)T, a mesma droga é usada e esteS intervalos possuem 
características semelhantes. 
O modelo para este intervalo é: 
sujeitos 
a S (t,x) = (1 - 2a) k (x) S(t,2x) a x , 
a R 
' ----ai (t,x) + g(x) (t,x) = (1 - a) k(x) R
1
(t,2x) + 
a R 
2 
a t 
+ a h(x) S(t,2x) 
(t,x) + g(x) 
a R
2 
a x 
(t,xl = (1 - a) k (x) R (t,2x) + 
' 2 
+ a k (x) S(t,2x) 
' 
a R 
d (t,x) = k(x) R (t,2x) + a k(x) R (t,2x) + 
a x d 1 
+ a h(x) R (t,2x) 
2 
à' condições iniciais: 
S(O,x) "" t/Jo(x) g(x) = FTXT s(O,x), 
' 
R
1
(0,x) = ~0 1xl = glxl 
2 Elxl 
R
2
(0,x} = ~01xl = g(x) 
3 Flxl 
R (O,x) = ~01xl = g(x) 
d 4 E(x) 
Na forma matricial: 
a u 
a t 
(t,x) 
r
1
(0,x), 
r
2
CO,x), 
r (O,x). 
d 
= Uxl a u 
a x 
65 
(t,x) + M
1
(x} U(t,2x) 
onde, 
U(t,x) = 
S(t,x) 
R (t,x) 
I 
R}t,x) 
R (t,x) 
d 
(1-Za:) k (x) 
' 
L(x) = ~g(xl.I, 
o o o 
M (x) a h(x) (l-a) k(x) o o = 
' a k 1 (x) o (l-a) k (x) O I 
o a k(x) a h(x) k(x) 
M (x) pode ser vista como: 
' 
( l-Za)e -F [ G(2x}-G(xll o o 
-FG{Zx} (1-a) o a e 
M (x)=klxl -F[G{2x)-G{x)] 
o (1-a)e -F [ G(Zx)-G(xl] I a e 
o -FG(2xl a a e 
o 
o 
o 
1 
4 O espaço lZ das soluções do sistema é derivado das condições de 
contorno e é dado por: 
{ ~(x) = 
S(x) 
R (x) 
I 
R (x) 
2 
; S(x), R (x), R (x), R (x) E é [(a/2, 11] e 
I 2 d 
R (x) 
d 
S(a/2) = R (a/2) = R (a/2) = R (a/2) = O } 
' 2 ' 
Temos então o seguinte problema de Cauchy associado: 
{
__>lll_ = A U 
dt 
U(O) =~o 
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(3.1) 
o 
onde tjJ = rpo• e com A sendo o operador ilimitado definido por: 
3 
•" 4 
com domínio 
(AU)(x) = L(x) dU --+ dx 
:OlAI = {"'e ~4 ; "'é ~ 1 [ial2, 11 - un>J' tal que o> limite> 
lim [L(x)I/J'(x) + M
1
(x)tjl(2xll e lim [L{x)I/J'(x)] existem e são iguais 
x~ I/2- x-71 /2+ 
e Ua/2Wia/2) + M(a/ZI'Pial = O }· 
Slxl 
(3.2) 
U(x)= 
R (x) 
l 
R
2
1xl 
e verifica-se o produto M (x). U(Zx) é nulo para x ~ 1/2. 
l 
Rd(x) 
Aqui, o operador A também é fechado e tem domínio denso em M4 
e pode ser escrito da seguinte forma: 
A o o 
l 
D A o 
l 2 
A = D o A 
2 
o D D 
3 
onde, 
A qJ(x) = -g(x) tp'(x) + (1 - Zo:) k (X) <p(2X) 
l l 
A rp(x) = -g(xl rp' (x) + (1 - a) k{x) cp(Zxl 
2 
A rp(x) -g(x) rp' (x) + 
' 
(I - a) k (x) 
l 
A rp(x) -g(x) rp'(x) 
4 
+ k(x) p(Zx) 
O rp(x) = a: h(x) ip(Zx) 
l • 
D ~(x) = a k (x) ~(2x) 
2 l 
O q;(xl = a k(x) q;(Zx) 
' 
cp(Zx) 
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o 
o 
o 
3 
A 
l 4 
A 
' 
Também, 
B + C , tais 
' ' 
B + C , tais 
{ 
B •lx) = -g(x) •'lx) que 1 
C rp(x) = (1-Zo:) k (x) 
' ' 
rp(Zx) 
B
2 
rp(x) = -g(x) rp'(x) 
2 2 C
2 
rp(x) == (1-o:) k(x) rp(Zx)' 
A == B + C , tais 
3 3 3 • 
B op(x) 
3 
== -g(x) rp'(x) 
C •lx) = 
3 
I l-a) k (x) •IZx) 
' 
A = B + C , tais 
4 4 4 
B ip(X) = -g(x) rp' (x) 
4 
C
4 
rp(x) == k(x) rp(Zx) 
Os operadores B_, C. e D_, i == 1, 2, 3, 4 são tais que 
' ' ' 
B ' ' L [a/2,1] ------7 L [a/2,1] ilimitados, cujos domínios são dados 
por 
TI(Bi) = { rp; rp é absolutamente contínua e q;(a/2) = O }· 
ci, D : ~ ------7 L1 [a/2,1] limitados, i = 1, 2, 3, 4. 
Temos o seguinte: 
B gera o semigrupo definido por 
' 
S (G-1(G(x) - t)), G(x) ~ t 
G(x) ::s t ou G(l) ::> t. 
B
2 
gera o semigrupo definido por 
(x) = {R, (G-'(G(x) - t)), 
O, 
G(x) :!; t 
G(x) ::s t ou G(l) ::s t. 
B e B geram, respectivamente, os semigrupos definidos por 
3 4 
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(.eBJt R2] (x) { R (G-1(G(xl -til, G(x) < t = 2 o, G(x)~tou Gil I , t 
e 
( eB 4 t R d) (x) { -I R (G (G(x) - t)), G(x) ~ t = d 
O, G ( x) ::5 t ou G(l) , t. 
' 
A definição para G(x) é a mesma usada nos capitulas anteriores, ou 
seja, 
" Obs.: e 1 = e 
B t 
2 
= e 
B t 
3 
G(xl 
=L l g(Ç) dÇ 
Podemos agora escrever o problema de Cauchy (3.1) da seguinte 
forma: 
d s 
dt= (8 + c ) s I I 
d R 
I 
d t = (8 + C ) R1 + D S 2 2 I 
d R 
2 
--;;-d-;1,.=-. = (8 + C ) R + O S 3 3 2 2 
e R (O) = ifJ 0 . 
d 4 
Vamos analisar separadamente cada equação. 
(I) Células Sensiveis: 
A equação (3.3) tem solução do tipo 
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(3.3) 
(3.4) 
(3.5) 
[3.6) 
B c 
S(t) = e 1 1j>0 
I 
Definindo o operador 
H Slt) 
I 
+ I'o e a <t-·n I 
I'o e B (V"C) I 
C S(T) dt 
I 
c S(T) dT, 
I 
(3.7) 
podemos provar que é um operador linear contínuo de 
b ([O,T] ; ~) -7 b ([O,T] x). Para cada T suficientemente pequeno, 
temos que a norma de H é menor que 1 (ver cap. 1, lema 1.1). 
Portanto, a equaçã~ (3. 7) tem solução única em t5' ([o, T] ; ~), para 
cada cp0 E ~ e T > O (análogo ao corolário 1.2, cap 1.). 
I 
Assim, podemos definir o operador linear T (t), t 2: O, em ~ por 
1 
T (tl l = 
I I 
s (t; 
o operador A 
I 
é o gerador infinitesimal 
A t 
fortemente contínuo e escrevemos T {t) = e 
1 
{11} Células Resistentes R : 
1 
Vamos estudar a equação (3.4) 
d R 
1 (E +C) R + D s = d t 2 2 1 1 
AC 
onde, por (3.8), h (t) = D e 1 1/>o e R (O) 
1 1 1 1 
A solução da parte homogênea é: 
= 
= 
1 
IB 
2 
~o 
2 
B t B (t-T) 
+ c ) 
2 
do semigrupo 
R + h (t), 
I I 
+ J: R (t) e zl 2 c R(<) dT = e 2 lhom 2 1 
(3.8) 
T (ti 
I 
Se definirmos um semigrupo T ltl tal que T (ti ~o = [R (t);fo]. 
2 2 2 lhom 2 
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t ~ O, podemos dizer que T (t) 
2 
infinitesimal desse semigrupo T (t). 
2 
e 
A ' 2 
e que é o gerador 
A solução geral do problema de Cauchy não-homogêneo fica, então, 
dada pelo método da variação de constantes: 
ou seja, 
' 
R (ti 
I 
A ' I A (t-"r) 2 o 2 
= e 1> + e h (T) 
2 I 
o 
A < Jt A (t-·r) 
R (t) = e 2 t./1° + e 2 
I 2 
o 
A T 
D e I t./Jo 
I I 
dT, 
dT, 
Ainda, o problema de Cauchy pode ser reescrito como: 
d R 
I 
d t = IB R I + (C R + D SI, R 101 = ~o 21 21 I I 2 
e a solução (3. 9) passa a ser: 
R(tl 
I 
R (ti 
I 
o ' 
= e 2 if'o 
2 
o ' 
e 2 tP o 
2 
+' Io' e 
+ I'o e 
E (t-T) 
2 c 
2 
E (t-T) 
2 c 
2 
R (T) 
I 
R (T) 
1 
R (t) 
I 
A ' 
= e 2 1>o 
2 
+ Io
' e 
E (t-T) A T 
2 D e 1 1>o 
I I 
A < A t 
dT OU 
R (t· " 0 " 0 ) 1 ''Pt• 'P2 = e 2 1>o 2 + H e 1 1>o 2 I 
Afirmação 1: O operador definido por: 
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(3.9) 
(3.10) 
H S(t) = H e 1 q,0 = e 2 
A t Jt B (t-'r} AT 
D e 1 q,o d-r 
1 2 2 1 1 
o 
é contínuo para todo t fixo, t 2:: O. 
De fato, 
IH
2 
Sltlllxl D
1 
SI-ri d-r ] lxl 
e 
' t 
- til 
{ 
(e 2 R )(x) =R (G- 1(G(x) 
1 I 
ID Sllxl ~a hlxl SIZxl 
1 
, e assim, segue que 
' t 
(e 2 D S)(x) 
1 
' t 
= e 
2 (D 
I 
Slxll 'z' = e (a h(x) S(Zx) l = 
~ a hiG-11Gixl - til SIZ G-11Gixl - til. 
Logo, 
IH
2 
Sltlllxl -1 -l a h(G {G(x) - t + T)) S(T,Z G (G(x) - t +T)) dT, 
para O < T < t. Fazendo-se a mudança de variáveis Ç = G-1(G(x} - t + T) 
ficamos com 
1Hpt111xJ~í_ 1 a hiÇI SIGIÇI - Glxl + t, ZÇ) J G (G(:<:)-t) 
1/2 IH2Sitlllxi~J _1 a hiÇI SIGIÇI - Glxl + t, ZÇ) 
G (G(xl-tl 
{H2S(t))(x) = 0, X "= 112 e t :S G(x) - G(l/2). 
d ç 
giÇJ 
dÇ 
giÇJ 
,x:sl/2 
,x2:112 
e t 2:: G{x) - G{l/2) 
Portanto, (H
2
S(t))(x) é um operador contínuo em ;« para cada t 
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fixo, t 2:: O, e assim a solução (3.10) é única. 
(III) Células Resistentes R : 
2 
A equação (3.5) 
d R 
2 
d t = (8 + C ) R + D S = = (B + C ) R + 3 3 2 2 3 3 2 
tal que R (O) = t/)0 tem como solução da parte homogênea: 
2 3' 
Definindo 
R (t) 
Zhom 
' ' 3 ,o 
= e 'f' + 3 
o semigrupo 
' I 8 (H) e 3 C 3 o 
T(t) tal 
3 
R (-r) dT 
z 
que T (ti 
3 
~o 
3 
= [R (t);if>0], t 2:: O, então, 
Zhom 3 
A t 
3 T (t) = e 
3 
e, além disso, A é o 
3 
gerador infinitesimal do semigrupo T (t). 
3 
A solução geral de (3.5) fica: 
A t Jt A {t-T) A T 
= e 3 t/J~ + o e 3 Dz e 1 t/J~ dT. 
Se 
d R 
z 
d t = B R + (C R + D S), R IOI 
então, a solução acima 
R
2
(tl = " r e 3 t/J~ + 
• o 
R(t) 
z 
3 2 3 2 2 z 
é igual 
"' 
B (t-T) 
dT+ J: B (t-T) 3 c R (T) 3 e e 3 z 
A < 
+ Jtc e 
8 (t-T) 
e 3l 
3 
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3 D S{T) dT '* 
z 
o ~3' 
D S(T) dT 
z 
R (t· .._o .,.o) 
2 ' 'f' I' 'f' 3 
A t 
=e3f/lo+H 
3 3 
Afirmação 2: O operador definido por: 
H S(t) 
3 
A t It B (t-T) 
= H3 e 1 tP ~ = o e 3 
é contínuo para todo t fixo, O ~ t. 
D S(T) d-r 
2 
(3.!1) 
A demonstração deste fato é análoga à demonstração da afirmação 1. 
Logo, (H S(t))(x) é um operador contínuo em ~ para cada t fixo e a 
3 
solução (3.11) é única. 
(IV) Células Duplamente Resistentes R : 
d 
Vejamos agora o estudo da equação (3.6) 
(B 
4 
+ C ) R, + h (t) + h (t), 
4 3 4 
com R (O) = 
d 
o ~4. h (t) = D 
3 ' 
A t 
3 .,.o 
e • e 3 
A solução da homogênea é: 
R (t) 
dhom 
B t 
4 .,.o 
= e r + 
4 
h (t) 
4 
Io
t e 
A t 
= D 2 .,.o 
3 e '~'z· 
B (t-T) 
4 c 
4 
R (1;) d< 
d 
Vamos definir o semigrupo o T (t) tal que T (t) f/> 
4 4 4 = [R (t);~0l, dhom 4 
A t 
4 t :!: O, e, então, afirmamos que T
4
(t) = e e que A4 é o gerador 
infinitesimal do semigrupo T (t). 
4 
A solução geral do problema (3.6) é 
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A < 
+ J: 
B (t-T) 
dH J: B (t-T) R lt) 41" 4 h (T) 4 h ("t") dT ~ ~ e e e 
' 
4 3 4 
A < 
+ r: B (t-T) dH r: B (t-T) R lt) 41" 4 0 R IT) 4 D R IT) dT ~ ~ e e e d 4 I 2 3 I 
A < 
o o R ( t; 1/J , 1> , 
A < 
=e4rpo+ 
4 
o 2 
rp + L e 13.12) 
d 2 3 
Afirmação 3: Os operadores IH R) 
4 2 
respectivamente, por 
J: 
B (t-T) 
IH R )lt) 4 ~ e 
4 2 
e 
' I B (t-T) (L R1Htl = 0 e 4 
são contínuos para t fixo, t <!: O. 
3 
lt) e IL 
D R IT) dT 
I 2 
0 R (T) dT 
3 I 
R )lt) 
I 
definidos, 
A demonstração da afirmação 3 é, novamente, análoga à demonstração 
da afirmação L 
Portanto, a solução de (3.12) é única. 
Após o estudo das equações (3.3), (3.4), (3.5) e (3.6), podemos 
a c 
definir o semigrupo T(t) = e 1 , t ~ O, por: 
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e 
A t 
1 
A t 
H e 1 
2 
o 
A t 
2 
e 
o o 
o o 
T(t) 
at 
l 
=e = 
A t 
H e 1 
3 
o o 
(3.13) 
com 
A 
onde 
ot 
e = 
o 
A2 t 
L e 
A t 
H e 3 
' 
e 
O semigrupo T(t) dado acima é um semigrupo fortemente contínuo, 
o S(t· ~ I 
• l 
R lt· o ~oi ~~' 1 • 2 
T(tl ~0= R (t· o ~oi ~1' e 2 ' 3 
R lt· o o ~oi ~2, ~3, d • 
' 
A o o o 
l 
D A o o 
l 2 
seu gerador infinitesimal. D o A o 
2 3 
o D D A 
3 l 4 
A solução geral do problema de Cauchy não-homogêneo é dada por: 
t 
Bt 0 f B(t-T) O U(t) = e tP + 
0 
e C U(r) dT, com U(O) = tP 
B t o o o 1 c o o o e 
o o t o o 1 2 D c o o e 
o o o t o ,c l 2 3 = e D o c o 
o o o o t 2 3 
' o D D c e 3 l 
' 
Def.: { T (t) } é o semigrupo gerado por B, isto é, T01tl o tô::Q 
Bt 
e . 
Seja 
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' 
T. (t) "" J T (t - T) C T_{--r) f/J0 dT, t 2: 0, i = 1, 2, 3, ... 
!+I 0 I 
o 
Então a solução geral pode ser escrita como a série infinita 
00 
U(t) = T 0(t) 1>
0
+ [ Ti(t) 1J0 
1=1 
que contém um número finito de termos basta considerarmos o operador 
' L, ( U(t) ) = J,T0(t - T) C U(T) dT, 
e escrevermos U(t) como 
U(t) 
pois o operador L é nilpotente. 
' 
Seguindo uma analogia aos resultados apresentados anteriormente 
(lemas 1.5 e 1.6 e corolário 1. 7 do capítulo 1), se a hipótese 
g(2x) < 2g(x) for válida, para todo x no intervalo [a/2,112], então o 
semigrupo T(t) "' I = e é compacto para t 2:: G(l). 
Assim, já· que existe compacidade no problema, podemos caracterizar 
mais facilmente o espectro de T(t) através do espectro do operador A. 
§ 3.3 Existência e Unicidade da Solução em T < t ::s 2T 
Agora, estudaremos como é a solução no segundo intervalo de tempo 
T < t ::5 2T. O modelo é dado por: 
a s ~(t,xl + g(x) 
a R 
' a t (t,x) + g(x) 
a R 
2 8t (t,x) + g(x) 
B S (t,x) = (1 - Za:l k (x) S(t,Zx) 
a X I 
a R 
1 
a x 
+ a k (x) S(t,2x) 
1 
a R 
2 
ax (t,x) = 
77 
(1 - a:) k(x) R (t,2x) + 
2 
+ a h(x) S(t,2x) 
a R 
' 8t (t,xl + g(x) 
a R 
' a){ (t,x) = k(x) Rd(t,2x) +a h(x) R
1
(t,2x) + 
+ a k(x) R (t,2x) 
2 
sujeito à: 
S(T,xl = rthxl 
' 
g(x) 
= FTXT sT(x), 
R (T,xl ' g(x) T = <P (x) = F(x) r (x), 
' 
2 
' 
. I ' g(x) T R T,xl = <P (x) = r (x), 2 3 Elxl 2 
' 
g(x) T R IT,xl = <P lxl = E(x) r (x), 
' 4 ' 
Na forma matricial: 
a u 
at (t,x) a u = L(x) ax (t,x) + M}xl U(t,2x) 
onde, 
M (x) 
2 
S(t,x) 
R (t,xl 
U(t,xl ' Llxl = R (t,x) 
2 
R (t,x) 
' 
(1-2o::) k (x) 
' 
o o 
a k (x) O-a) k (x) o 
= 
' ' o:: h (x) o (l-a) klxl 
o a h(x) a k(x) 
A matriz M (x) pode ser escrita como: 
2 
78 
= -g(x).l, 
o 
o 
o 
k(x) 
( 1-Za)e -F[G(Zx)-G(x)J o 
-F[G(2x)-C(x)] (1-o:)e -F[G(2x)-G(x) a e 
M (x)=k{x) -fG(Zx) o 2 a e 
o -fG(Zx) a e 
O problema abstrato de Cauchy é dado por: 
~' I 
~I 
2 
{ 
~~ = 
U(O) = ~I 
AU 
o 
o 
(l-ex) 
a 
' tal que 4> = ~' 
3 
e com A um operador ilimitado definido por; 
~' 4 
o:u)(x) = L(x) dU crx- + M 2 (x) U(2x) 
o 
o 
o 
1 
(3.14) 
(3.15) 
com U(x) 
S(x) 
R (x) 
I 
R
2
(x) M2(x).U(2x) considerado como sendo O para x 2:: 112. 
Rd(x) 
O operador A tem as mesmas características do operador A do 
primeiro intervalo de tempo O < t ~ T, isto é, o domínio de A é o mesmo 
de A e, além disso, A é fechado e tem domínio denso em ~4 . Na forma 
matricial, A fica: 
A o o o 
I 
D A o o 
2 2 
A = D o A o 
I 3 
o D D A 
I 3 4 
onde, 
A rp(x) = -g(x) op'(x) + (1 - 2o:) k (x) op(2x) 
' ' 
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A2 rp(x) 
A
3 
rp(x) = 
A 
4 
rp(x) 
-g(x) rp'(x) + (l - cd k (x) rp(2x) 
l 
-g(x) rp'(x) + (1 - IX) k(x) rp(Zx) 
-g(x) rp'(x) + k(x) rp(Zx) 
D cp(x) = IX h(x) r,o(2xl 
l 
D rp(x) = a k (x) rp(2x) 
' l 
0 3 ~(x) = IX k(x) ~(2xl 
Além disso, 
A
1
=B+C,tais 
l l 
{ 
B ~(x) o que 2 
C ~(x) o 
2 
-g(x) ~· (x) 
(l-21X) k (x} cp(Zxl 
l 
-g(x) ~'(x) 
( 1-IX) k (x} cp(Zx) 
l 
A
3 
o B
3 
+ C
3
, tais que { B rp(x) 3 o -g(x) ~· (x) 
c3 cp(x) = 
{ 
jj ~(x) o que 4 
C ~(x) o 
4 
(1-•) k(x) •<2x) 
-g(x) ~· (x) 
k(x) cp(Zxl 
As características dos operadores B e C
1 
são as mesmas dos 
operadores B e Ci, = 1, 2, 3 e 4 dadas na secção anterior. 
Fazendo-se uma analogia, podemos afirmar que ternos o seguinte 
semigJ7upo: 
e 
B (s) 
l 
o 
B(s) 
e = O 
o 
tal que s <!: O, com s = t - T. 
o 
B (s) 
2 
e 
o 
o 
É importante observarmos que 8
1 
logo, A = A e A = A . 
1 1 4 4 
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e 
o 
o 
B (s) 
3 
o 
e 
o 
o 
o 
B (s) 
4 
J 
c,, 
Vamos escrever o problema de Cauchy como 
= (B + C ) S 
1 1 
d R 
~-.-'1-=CE +CJR +D s. dt 2 2 1 2 
d R 
' (83 +Cl R + D s = d t 3 2 1 
d R 
d (8 +c I R + D R, + D R d = t 4 4 d 3 1 1 
e desta forma analisar o que acontece a cada equação separadamente. 
(I} Células Sensíveis: 
(caso idêntico ao do intervalo O < t :::; T) 
A equação 
tem solução do tipo 
d s 
crt= (8 + C I S; S(T) 1 1 
e 
s (t-·n 
1 
1 
= cp 1' 
e esta solução é única em ti' ([O. Sl 
cap.l) e S > O. 
~) para cada 1 4> e ~ (ver lema 1.1, 
1 
Portanto, podemos definir o semigrupo T {t), t <:. O, em ~ por: 
1 
T (ti f 1 = S(t;f1) 
1 1 1 
Temos, em particular, para T < t :::; ZT, 
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A {t-TJ 
S( t; = e 1 q/. 
I 
AT 
Mas q/ = S(T) = e 1 .~.o logo, 
1 'f' I' 
S(t; tjJo) = e 1 e 1 l/lo 9 
A {t-T) ( A T l 
I I 
s (t; 
Portanto, podemos afirmar que o operador A 
I 
é o gerador 
infinitesimal do semigrupo T (t) 
1 
(11) Células Resistentes R : 
I 
A equação 
d R 
1 
--:c-.'- = (B + C ) R + D S 
dt 2 2 1 2 
= e 
A t 
1 para todo t ~ O. 
onde h (t) = D 
1 2 
e 
A t 
I q/ e R (T} 
1 1 
tem como solução da parte 
homogênea: 
R (t) 
lhom 
Se definirmos um 
=e 
B t 
2 
semigrupo 
-
B (t-1:) 
e
2 C 
2 
T (t) 
2 
em 
"· 
t ~ 
=[R (t); 4 A t lhom podemos dizer que T (tl 2 = e 
gerador infinitesimal do semigrupo T (t), t ~ O. 
2 
2 
R (1:) dT 
. 1 
o, tal que T (t) 
2 
mais, A e, que 
2 
~1 
2 
é 
A solução geral do problema de Cauchy não-homogêneo é dada por: 
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o 
ou seja, 
R(t)::e 
I 
A t 
2 
R (t) = e 
I 
A t 
2 J
t A (t-T) 
rp~ + o e 2 
h (r) d-z:, 
I 
AT 
D e 1 1>1 
2 I 
dT, 
O problema de Cauchy pode ser reescrito como: 
d R 
-,....,..:'- = B R + (C R + D S); R (T) = f 1 dt 21 21 2 1 2 
e a solução (3.16) passa a ser: 
A I 
onde H I f' e 
2 I 
R (t) 
I 
B t 
= e 2 rpt 
2 
+ Io
l e-B (t-1:) 
2 
= 
+ Jto e-
B (t-T) 
2 
R (t) 
I 
t 
A I 
= e 2 1>1 
2 
AT 
D2 e 
+ H 
2 
'f' I 
e 
A I 
I 
L eB,{I-TI AT 
D I f' dT é e 2 I 
f' 
I 
um operador 
(3.16) 
(3.17) 
continuo para 
todo t fixo,(ver a afirmação 1 da secção 5.2). Isto significa que a 
solução (3.17) é única. 
Portanto, quando T < t :f ZT 
1>1 = 
2 
Mas, 
R (T) 
I 
• R (t; 
I 
A T 
=e2rjlo+ 
2 
A (t-T) 
= e 2 if!l 
2 
AT 
H e l A..o 
2 ~, 
83 
A (t-TJ 
+ H e 1 
2 
Logo, 
o R lt· • · 1 ' 'f' I' 
o o R lt·• ·• J 1 >'f' 1 >'f' 2 
A T 
e zl 
' 
A{t-TlAT 
= e 2 e 2 11o 2 
(111) Células Resistentes R : 
2 
+ H 
' 
+ e 
A {t-T) 
2 
A T 
H e 1 f/Jo 
2 l 
l ~ 
A l 
+ H e ' f/Jo 
2 l 
Neste caso, as células não sofrem a ação do fármaco e a equação 
d R 
2 
d t 
e h (t) 
2 
=CB +C)R +D S 
3 3 2 l 
Al 
D e 1 
l 
~ O, tem como solução da homogênea: 
R (t) 
2hom 
B ' It B (t-1:) 
= e 3 rP~ + o e 3 c3 R {T) dT 2 
Definindo'um semigrupo T (t) em};{ tal que T (t)lfl 1 =[R (t);lfl 1]. 
3 33 2hom3 
t ~ O, então, T (t) 
3 
A l 
3 
= e e A é seu o gerador infinitesimal. 
3 
A solução geral do problema de Cauchy não-homogêneo é dada por: 
ou seja, 
Se 
d R 
A l 
3 R (t) = e 
2 
--oct--.t"2- = (83 .;. C) R2 + D1 S; R 2(T) 
h (T) dT 
2 
AT 
D e 1 ..~.t 
l ., 
l 
= 4>3, então, (3.18) fica: 
84 
(3.18) 
-B t B {VrJ 
R (ti ' c R (r) dT + = e 
2 
e 3 rp 1 
' + J: ' 2 
A t 
H 1 l com e 
' 
1 
+ J: 
-
B (t-T) A T 
3 D e 1 rpt e 
1 1 
R ltl 
2 
A t 
=e
3
rj/+H 
3 ' 
e 
A t 
1 
t -L eB,<t-TJ AT 
D e 1 q,t 
1 
' 
dT ~ 
l 1 (3.19) 
dT um operador continuo 
para todo t fixo, t ~ o (ver a afirmação 2'da secção S. 21. Portanto, a 
solução (3.19) é única. 
Assim, para T < t :S 2T, 
1 ( R (t· ~ · ~ I 
z ' V'!' Y'3 
Mas 
.1 
' 
R (TI 
2 
Logo, 
A ft-T) 
= e 3 q/ 
3 
A T 
e 3 rp o + H 
' ' 
+ H e 
3 
AT 
e 
' •" 1
A T 
A (t-T) 
1 
e 01 
' 
~1 
1 
AT 
e 1 rpo 
1 
e A3(t-T) ( 
") o o' I e 3 rp o +H e t rp~ + R lt· o · 2 ' I' 
' ' ' 
A T 
e 3 tP o 
3 
+ e 
(IV) Células Duplamente Resistentes R : 
d 
A equação 
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A (t-T) 
' 
H 
3 
8\{t-Tl( 
A T 
e 1 1/J o 
1 
AT 
e 1 cpo 
1 l ~ 
+H 
3 
A t 
e 1 e/lo 
1 
d R 
d 
d t = (8 + C ) R + D R + D R = (B + C ) R + h (t) + h4(t), 44d3211 44d3 
tal que R (TJ 
d 
tem como solução da homogênea: 
A < 
e 3 1>1 
3 
e h (t) = 
' 
R (t) 
dhom 
' ' 
= e 4 q,' 
4 
+ Jo
' e B (t-"0 
' c 
4 
A < 
De
2 1J1 t;::o:Q 
1 z' ' 
R (-r) dr 
d 
Se T (t) é um semigrupo em ~. tal que T (t) ..~..' = (R (t); ..~,'] 4 4 '1'4 dhom '1'4' 
A < 
t ~ O, então, T (t) = e 4 e A é seu o gerador infinitesimaL 
4 4 
A solução geral do problema de Cauchy não-homogêneo é dada por: 
ou seja, 
Se 
A < 
4 R {t) = e 
d 
+ J'o e 
B (t-T) 
" e 
A < 
4 
A < 
e 
4 
B (t-T) 
' 
e 3q/ 
3 
"Io
' e 
B {t-T) 
' 
86 
D 
3 
dT + 
R (T) dr + , 
A T 
D e 3 A..1 d-r 
3 '3 
(3.20) 
e 
dT 
podemos provar que são operadores contínuos 
assim, a solução (3.20) é única. 
para t fixo, t ~ O e 
~1 
, 
~I 
3 
~I 
' 
Portanto, se T < t ::>: ZT, 
= 
= 
R (t· 
' ' 
Como, 
A T AT 
e '~o + H e 1 ~o , , I 
A T AT 
e 3 ~o + H e 1 ~o 
3 3 I 
A T A T 
e 4 rpo + H e 3 •' 
' ' 
3 
R (t· A..o. ,~..o . .-~.o) 
d ' 'Yz• 'Y3• "'4 
+ H 
' 
A (t-Tl( A T 
8 3 8 3rpo 
3 
e 
A (t-T) 
' 
A T 
f/lt + H 
' ' 
+ L 2 ~o e 2' temos 
A {t-T)( A T 
' ' e e "'o + 
' 
A (t-T) 
e 3 f/11 
3 
A T 
e 3 tP o 
3 
A (t-T) 
+ L e z f/.11 
, 
2 o A T l 
+ L e tjJ
2 
+ 
+ H 
3 
A T l e t rp~ + 2 '2 o A (t-T)( A T L e e tP
2 
+ H 
2 
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+ 
+ 
e 
o R lt· ' · d ' '+' z. 
A ( t-T) 
4 L e 
A ( t- T) 
[ 2 e e 
A T 
2 ~o 
2 
A T 
2 ~o 
2 
+ 
A T 
4 
e ~o 
4 
A ( t-T) 
+H 3 e 
4 
A ( t- T) 
L e 2 H 
A (t-T) 
4 
+ e 
A T 
3 ~o +H e 
3 
A T 
I ~o e 
2 I 
A (t -T) A T 
3 H 1 1/Jo + e e 
4 3 I 
a 1 
Portanto, podemos definir o semigrupo Túl = e 2 t ~ O, por: 
e 
A I 
I 
A t 
H e 1 
2 
e 
o 
A t 
2 
o o 
o o 
T(t) = e = A t H e 1 
3 
o 
A t 
3 o 
com 
A = 
o L e 
A I 
2 
e 
A t 
H e 3 
4 
e 
A t 
4 
(3.21) 
O semigrupo Túl dado acima é um semigrupo fortemente contínuo, 
S(t; ~I) 
I 
R lt· I ~I) rp 1; I ' 2 
Tltl 1/Jl= R (t· I ~I) ljJ 1; e 2 ' 3 
R (t· I I ~I) q, 2; rp 3; d ' 4 
A o o o 
I 
D A o o 
I 2 
seu gerador infinitesimal. D o A o 
2 3 
o D D A 
3 I 4 
Chegamos à 
• 
conclusão que: 
88 
~ a {t-Tl 
I U(t; rjlo)= e z 
para T < t ~ ZT. 
e 
aT 
' 
Vamos generalizar esses resultados para todos os intervalos de 
tempo. Quando 2T < t :s 3T, o que ocorre é semelhante ao que acontece no 
intervalo O < t :s T. O fármaco age sobre as células sensíveis e sobre 
as células resistentes R e o modelo é o mesmo dado pelas equações 
' (3.3), (3.4), (3.5) e (3.6), só que agora sujeito às seguintes 
condições iniciais: 
S(2T,x) lT(x) g(x) (x) = F(x) s 
' 
'T 
R (2T,xl rjlZT(X) g(x) 2T = = r (x), 
' 
2 F(x) 
' 
R (2T,x) f'T(x) g(x) ZT = = r (x), 2 3 E(x) 
' 
R (ZT,x) = lT(x) g(x) 'T = E(x) r (x). d 4 d 
Então, baseados em (3.13), é fácil ver que 
a {t-ZT) a T a T 
U (t· A..o) = e 1 z 1 .~.o ZT , 'f' .e .e . .., , ZT < t :s 3T. 
O mesmo acontece em todos intervalos do tipo ZKT < t :s (2K+llT, 
K = O, 1, 2, 3, e podemos generalizar da seguinte forma: 
a {t-2KT) a T a T a T 
1 2 2 1 o 
= e .e .... e .e rp • 
ou ainda, 
89 
) K rjJ 0 , ZKT < t ~ (ZK+l)T 
Já o intervalo 3T < t ~ 4T tem as mesmas caracteristicas do 
segundo intervalo T < t :s ZT. Então, baseados agora em (3.21), vemos 
que 
a (t-3Tl a T a T a T 
o 2 1 2 1 o U (t; 1> ) "" e .e .e .e .rp , JT < t ~ 4T. 
3T 
Como o fármaco usado neste intervalo age da mesma forma nos outros 
intervalos da forma (ZK+l)T < t ::s 2(K+l)T, isto é, age sobre as células 
sensíveis e resistentes R , podemos generalizar da seguinte maneira: 
2 
ou seja, 
a [t-(2K+l)T] 
U (t·ll ""e 2 (2K+l)T ' 
a [I 
U(2K.nJT(t;I/JO) =e 2 
para (2K+l)T < t ~ 2(K+l)T. 
e 
aT 
I 
aT 
2 
e 
§ 3.4 A Equação Característica 
e 
aT 
2 
aT 
I ~O 
e ·• 
Vamos estudar o comportamento assintótico das soluções, ou seja, 
vamos ver o que acontece quando o tempo aumenta. Como já fizemos 
anteriormente, faremos este estudo analisando como são os autovalores 
do sistema, para os intervalos 2KT < t :s (2K+l)T e (2K+llT < t ~ 
Z(K+l)T, K "" O, 1, 2, .... 
caso 1: 2KT < t :s (ZK+I)T 
Vamos considerar o operador A definido por (3.2) 
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tal que o produto 
AU(x) = L(x) U'(x) + M (x) U(2x), 
l 
M (x) U(2x) é considerado nulo para 
l 
S(x) 
M (x) são definidas anteriormente e U(x) 
l 
R
1 
(x) 
R2{x) 
R (x) 
d 
X > 
O problema de autovalores associado ao sistema (3.1) é: 
(A-ÀIIU=f 
ou ainda, 
- À U(x) = f, se x E [ 1/2, l] 
112, Uxl e 
{
Uxl U'lxl 
L(x) U'lxl 
- À U(x) = -M (x) U(2x) +f, se x E [a/2, 1/2] 
l 
f lxl 
l 
onde f(x)= 
f lxl 
' f
3
(x) . Vamos resolver separadamente cada 
sistema. 
f lxl 
' 
(I) Células Sensíveis: 
-g(x) S'(x) - À• S(x) = f (x), X E (112, 1] 
l 
equação desse 
-g(x) S'(x) - À S(x) = f (x) - (1-2o:) k (x) 
l l 
S(2x), x E [a/2, 112] 
A solução para x E [1/2, 1] é 
S(x) r f (Ç) S(1l2 ) eÀ!G(I/2)-G(xJJ _ eÀ!G<ÇJ-G(xll -:c'm:- dÇ g(Ç) 12 
e para x E [a/2, 1/2], a solução é 
X 
S(x) = S{l/2).e-À[G<xJ-GU/2J] J (1 - 2o:) 
.n 
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- J" { ll - 2al 
.;z 
k IÇI 
I 
giÇ I 
f IÇI } 
+ -='-' "> eÀ[G(ÇJ-G(x)J dÇ. 
giÇI 
(11) Células Resistentes R : 
' 
-g(x) R '(x) - À R (x) = f (x), x E [1/2, 1] 
' ' 2 
:_g{x) R '(x) - i\ R (x} = f (x) - (1-a) k(x) R (Zx) - a h(x) S(Zx), 
1 1 2 1 
X E [a/2,112]. 
Solução para x e [1/2, I]: 
R (x) 
' 
R (1/Z).e -À[G(xJ-G(l/2)] 
' 
Solução para x E [a/2, 1/2): 
R (liZ). e -À[G(x)-G{l/ZJ] 
' 
([ 
X I ÀIG(ÇJ-G(x)] - e uz 
[ {-=f ';:,1,.,1"_1 ll - I k(Ç) IzÇ i\[G(1JJ-G(Z1)J - .. gl~ I + a (c I e 
. .;z g ' uz 
f ,li" I 
giÇI dÇ. 
_ a Sll/2l ~:~: /IGIUZl-Giz(ll } eÀIGI(I-G{x)J dÇ. 
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dÇ 
(III) Células Resistentes R : 
' 
-g(x) R
2
'(x) -i\ R}xl = f
3
(x), x E [112, 11 
-g(x) R '(x) - À R (x) = f (x) - (1-o:) k (x) R (2x) - o: k
1
(x) S(2x), 
2 2 3 1 2 
X E [a/2,112]. 
Solução para x E [1/2, 1]: 
X 
R (x) = R (1/Zl.e-À[G(x)-G{l/21] _ I ei\IW;J-G(xl[ 
2 2 
1/2 
Solução para x E [a/2, 112]: 
= R {l/2 ).e-i\[G(x)-G(l/2l] 
2 
(1 
dÇ. 
À[G(ÇJ-G(ZÇ)] 
e dÇ 
Jx { [ k (ÇJ J
2
Ç 
_ ~ ) ei\[G(Tj)-G(ZÇ")J 
a/2 g Ç 1/2 
+ "~~ dn + r I nl l l glnl 
f
3
1ÇJ 
+ g(Ç) _ a S(l/2 ) ~;..,' ,.,...- eÀJG(l/2)-G(2!)1 eÀ!G!ÇJ-G(xJl dÇ. 
k (ÇJ } 
g(ÇJ 
(IV} Células Resistentes R : 
d 
-g(x) ·R '(x) - À R (x) = f (x), x e [112, 1] 
d d 4 
-g(x) R '(x) - À R (x} = f (x) - k(x) R (2x} - a k(x) R (2x) + 
d d 4 d 1 
- a h(x) R
2
(2x}, x E [a/2, 1121. 
Solução para x E [112, 1]: 
= R (1/2 ).e -À[G!xl-GOI2J] 
d 
solução para x e [a/2, 1/2]: 
r À[G(Ç)-G(x)J - e J 1/2 
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dÇ e 
R {x) = R (112).e -À[G(x)-G(I/21] 
d d 
X 
I k(Ç) ÀIGI('l-Gtz('ll de _ (C) e ' a/2 g <, 
X zf, I {-fc:'io(c;f,-) k{Ç) I À[G(l])-G('ZÇJJ - g(f,) + --u;J e .n g "' 
,ç 
k(Ç)I À[~(l])-G(2Çll 
+ a-----rET e h(Ç) À[G(lfZ)-G(ZÇJJ g(f,) e -
g 112 
- a R (1/2) 
' 
k(Ç) À[G(lf2)-G(ZÇ) l 
g(f,) e 
} eÀIGif,J-Gixll df,. 
Vamos estabelecer a seguinte notação: 
TI (À,x) --;;m- eÀ[G(ÇJ-G(Z(ll dÇ e 
=I
X k,lf,) 
f a/2 g(Ç) 
O vetor splução para 112 ~ x ~ 1 é 
U (x) 
' 
-À[G(x)-G(l/2)] 
= e U (112) 
' 
e para a/2 :5 x s 1/2 é 
r À[G(ÇJ-G(x)] - e n 
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fi f, I 
g(Ç) dÇ (3.22) 
onde, 
o TI (À,x) 
u 1112) 
" 
' 
com 
U (x) 
' 
-À[G(x)-G(l/2)] O 
= e TI (À, X) U (1/2) o - Ç (À,f,x) 
(1-Za) TI (À,x) 
f 
a TI (À,x) 
F 
p: TI (À,x) 
f 
o 
s 012 I 
R (1/2) 
' 
o 
R 1112) , Ç IÀ,f,x) 
2 
R 11121 
d 
X 
' 
o 
o TI (À,x) 
2 
o 
a TI (À, X) 
4 
ço 
' 
(À,f
1
,x) 
ço 
2 
(À,f
1
,f
2
,xl 
ço 
3 
(l\,f
1 
f
3
,x) 
o 
o TI (À, x) 
3 
e f 
o 
1:.:4 (1\,fz f3,f4,x) 
" 
o TI
1
(1\,x) • I (1-2a) k IÇI 1 e -À[G{ZÇ) - G{~)] dÇ giÇI 
•12 
I• { (1 - 2a) •12 k IÇI ' 2Ç I eÀ[G(1j)-G{ZÇ)] ;/2 g(Ç) 
1 eÀ[G{~)-G{x)J d,S, f (Ç) } 
+ g(Ç) 
X TI~{I\,x) = I (1-a) 
•12 
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o 
o 
o 
(3.23) 
o TI (À,x) 
4 
f 
' f 
2 
f 
3 
f 
4 
I,, f ( ") } + a · h((~)) eÀ!GÚ)l-GCZÇ"JJ -'~- dn eÀ!GC€)-Glxll dÇ g.., 1/2 g(lJ) 
o TI (i\.,x) 
3 
X I (1-a) •/2 k (Ç) -~~- e -À[ G(ZÇ"J - G(Ç)j dÇ g(Ç) 
Ix k(Ç) -À! o<zÇ> - 01Ç1 I d" • (Cje ' a/2 g s 
f 4 { Ç) k (Ç) IzÇ ÀIG(lJ)-G(ZÇ)J --:;[:;;4 (:-",-) 
+ -- e dlJ + 
g(Ç) g(Ç) >/2 g(") 
zÇ 
h(Ç) I À[G(1J)-G(2ÇJI +a~ e 
g <, 1/2 
Ainda, 
o TI (1\,x) = (1 - .2a) TI (1\.,x), 
1 1 
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Portanto, • 
o TI (;\,xl 
(1-Za) Tif(.\,x) 
a TIF(.\,x) 
a TI (.\,x) 
' 
o 
(l-ai 
o 
TI (i\,x) 
4 
o 
a TI (i\,x) 
4 
o 
(1-a) Tif(i\,x) 
a TI (.\,x) 
f 
o 
o 
o 
TI (i\,x) 
4 
Devemos ter continuidade em x 112, assim, temos a seguinte 
condição de compatibilidade: 
[ TI0 (À) - 1 ] 
Temos duas possibilidades: 
u (1/2) = Ç0 [À,fi 
I 
(i) Se a matriz [ TI0(.\) - I ] for inversível para algum .\ E a:::, e 
portanto se 
[u-ai TI,l'l - 1] 
então existe [ TI0(.\) - I ] -l tal que 
ou seja, 
s (112) 
R (112) 
I 
R (112) 
2 
R (112) 
d 
, onde 
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[u-ai TI (À) 
' 
S(l/2) = 
R 11121 = 
f 
R)l/2) = 
R,ll/2) = 
ç0 1>. , f I 
f ' f 
(1-2•1IT (À)-1 
' 
-"TI (>.) Ç0(>.,f I 
, F 1 1 
[ (1-Zo:)Ilf(;\)-1] [(1-a:)IT~(i\)-1] 
l 
-"TI (À) Ç0(À,f I 
' f f 
(1-Zo: )TI f (i\) -1] 
(1-2•1IT 1>.1-1 
' 
[11-•IIT,I>.I-1] 
I 1-•ITI 1>.1-1 
f 
o ç (À, f , f I 
2 f 2 
+ [rr-aJIT~(i\)-r] 
o 
(3{;\, f 1 ,f 3) 
+ [r r-o:liir(i\J-r] 
o o o 
-"TI (À) ç (À, f ,f I -• TI 1>.1 ç (>.,f ,f I 
4 z 1 z 
7 
__ __:F---;:--'3'---n~f-;;-~3--, + + ((1-o:JTI~(i\J-r) (rr~(i\J-r) ( (1-o:lTT~L\l-1) (rr~C\l-1 ) 
e 
Assim, os valores complexos i\ que satisfazem a solução U (x) dada 
f 
por (3.22) e (3.23), pertencem 
operador resolvente R(?t,A) f = [ 
em (3.22) e (3.23). 
ao conjunto resolvente de A e seu 
- (A - i\I)-1 f ] é dado por essa U
1
(x) 
(ii} Por outro lado, se a matriz [ IT0(i\) - I ] não for inversível, e 
portanto, 
(3.24) 
então os valores de i\ e C que satisfazem (3.24) pertencem ao espectro 
de A. Esses valores complexos À são os autovalores do sistema e a 
equação (3.24) é a sua equação característica. 
As autofunções associadas aos autovalores À E li:: que satisfazem a 
equação característica são; 
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1 -i\(G(x)-G(l/2)] 1 
U,\(x) =e U,\(1/2), l/2 ::s x ::s l 
U~(x) -,\(G(x)-GU/2)} O 1 = e TI (,\) Ui\ (1/2), a/2::Sx::sl/2 
caso 2: (ZK+l)T < t ::s 2(K+l)T 
Devemos considerar neste caso o operador definido por (3.15) 
com U(x) = 
IAU)(xJ • dU L(x} d"X + M (x) U(2x) 
' 
S(x) 
R (x) 
l 
R lxl 
z 
R lxl 
d 
, L{x), M (x) definidas anteriormente e tal que 
z 
M
2
(x) U(2x) é considerado nulo para x 2: 1/2. 
O problema de autovalores associado ao sistema (3.14) é: 
[A-0\IJU•f 
que também pode ser escrito na forma matricial: 
{Lixl U'(x) - i\ U{x) • T, se x e [112, ll 
L(x) U'(x) - i\ U(x) -M (x) U(Zx) + T, se X E [a/2, 1/2] 
z 
f [xl 
l 
f (x) 
z 
onde f(x) f (x) 
3 
f (x) 
' 
Resolvendo separadamente cada equação do sistema acima, temos: 
(I) Células Sensíveis: 
-g(xl S'lxl - A Slxl = f (X), X E [112, l] 
l 
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-g{x) S'(x) - i\ S{x) f {x) - {1-Zo:) k (x) S(Zx), X E [a/2, 1/2]. 
' ' 
S{x) 
A solução para x E [112, 1] é 
S(x) = S(l/2) eÀ!G0/2)-G(xlJ IX f 1.;1 _ eÀ!Gt!';l-G(x)] -c;,' ~ dÇ. g(SJ U2 
Para x e [a/2, 112], a solução é 
S(l/2).e -i\[Gtxl-G(1/2l] Ix (1 - Zo:) 
a/2 
- I". { (1 - 2~1 
x/2 
k 1<1 
' glsl 
+ 1 eÀ{G(í;J-G(x)J dÇ. r lsl } 
giÇI 
(li) Células Resistentes R : 
' 
-g(x) 
-g(x) 
R '{x) 
' R '{x) 
' 
-i\ R (x) 
' 
-i\ R (x) 
' 
= f 
2
(X), X E [1/2, 1] 
= f
2
(x) - (l-o:) k (x) R (2x) - o: k (x) S(2x), 
' ' ' X E [a/2, 1/2]. 
Solução para x E [112, ll: 
R {x) = R {1/ZJ.e -i\[G(x)-G(I/2)] 
_ /lG<Ç)-G(x)J -cc'""'-[ 
f 1<1 
g(Ç) dÇ. 
' ' 
. 
Solução para x E [a/2, 1/2]: 
R (x) = R (1/Z).e -i\[G(x)-G(l/2)) {1 
' ' 
12 
IX k, I si - ~~ (C) a/2 g <, 
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À[G(Ç)-G(2Ç)J 
e dl" 
f(Ç) k(Ç) 
2 I 
+ g(Ç) - a S(l/2) -g::ii""Ç') 
(lU) Células Resistentes R : 
2 
[ 
f {7)) 
ll-a) -g::i~'::c,,-1 
-g(x) R '(x) - 1\ R (x) = f (x), x E [112, 1) 
2 2 3 
-g(x) R '{x) - i\ R (xl = f (x} - (1-o::) k(x) R (2x} - a h(x) S(Zx), 
2 2 3 2 
X E [a/2, 1/2]. 
Solução para x E [112, 1}: 
R {x) = R (1/Z}.e -i\[GixJ-GU/2)] 
2 2 IX T (Ç) _ 8 1\[G{ÇJ-G(x)] -::'7F,-g(Ç) 1/2 dÇ. 
Solução para x E [a/2, 112]: 
= 
R (1/Z).e -i\[Gtxl-G!l/Zl] 
2 
(1 
X 
)I k(Ç") À[G(Ç)-G(ZÇJJ - ex ------rc1 e 
a/2 g o., 
. -;;7F,-3 + (1 - a) IX { f (Ç) - a/2 g{Ç) 
zÇ 
h(ÇJ I À[G(TJ)-G(2(ll -c:'e:l '~",1 
+ o:: ----rEJ e ghj) dTJ -
g 1/2 
- ex $(112) h(Ç) À[G(l/2)-G(ZÇ'l I g(Ç) e 
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} eÀ[GiÇi-Gixll dÇ. 
dÇ 
:· .. 
(IV) Células Resistentes R : 
' 
-g(x) Rd'(x) - i\ Rd(x) = f)xl, x e [112, 1] 
-g(x) Rd'(x) -À Rd(x) = f 4Cxl - k(x) Rd(2x) -ex. k(x) R 2(2x) + 
- ex h(x) R (2xl, x E [a/2, 1/2]. 
l 
Solução para x E [1/2, 1]: 
Solução para x E [a/2, 112]: 
= R (1l2 ).e -À[G(x)-G{l/Z)] 
' 
X I k(Ç) À[G(Çl-G(ZÇll d< _ (<) e ' a/2 g <::. 
-L { f (Ç) 21; f(~) 4 k(Ç) I À[G(~H(Zi;>J 4 d~ + g(Ç) •----ro e g(~) g 1/2 
2( 
f(") 
hlt;l I À<G<m-G<2i;>J 2 d" + + ex -----rEJ e g(") g 1/2 
- a R}ll2) ~i~; eÀ(G{l/2)-G(Zi;JI } eÀ(GCi;l-G(x)( di;. 
O vetor solução é, para x tal que 112 :S x :S 1: 
U (x) 
2 
e-i\[G(x)-G(l/2)] U
2
(1/Z) _ Í ei\[G(Ç)-G(x)J 
J 1/2 
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f(Ç) 
g(Ç) di; (3.25) 
e para x em a/2 s x :S 1/2: 
onde, 
1 TI (0\,x) = 
u (112) 
z = 
com 
= e-i\[G!xl-G(l/ZJ] Til(i\,x) U (1/2) 
z 
1 rr
1 
(À,x) o 
a TI r (À, x) 1 rr (À,x) 
z 
a TI F(À,X) o 
1 
- Ç (0\,f,x) (3.26) 
o o 
o 
1 TI
3
(i\,x) o 
o a rr (i\,x) 1 1 a TI (i\,x) TI (0\,x) 
F 4 4 
ç' (i\, f 
1
,x) f S(l/2) 1 1 
R 1112) ç' (i\,f
1
,f
2
,x) f z 
1 1 z 
e f= 
Rz'l!Zl 
, Ç (0\,f,xl = r Ç~ (i\,f
1
,f 3 ,x) 3 R 11121 
d ' 1 - - - f ç (0\,f ,f ,f ,x) 4 
4 2 3 4 
TI,I",xl = Ix 
•IZ 
1 TI (À,x) 
1 IX k (Ç) ( 1 _ Za) --:oi<' " e -À{ G(2Çl - GIÇJ] dÇ g(Ç) o/Z 
zf' I eÀ[G{l'J)-G{ZÇJJ 1/Z d" + k IÇI 1 g(f'l 
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' TI (À,x) 3 
e 
+ 1 ehrc<ÇJ-G(x)J dÇ f (Ç) } 
g(Ç) 
X 
= I (1 - a) k (Ç) ' g(Ç) e -I\( G(ZÇJ .- G(ÇJ] dÇ 
•12 
X 
= I (1 - a) 
•12 
- G(Ç) I dÇ 
zÇ 
+ (1- I k(Ç) I 1\[G(Tj)-G(ZÇ)J 
a (C) e 
g s 1/2 
L k(Ç) g(Ç) 
104 
Mas, 
e, portanto, 
J
zÇ r(") 
+ h(~) À[G(l'/)-G!ZÇ"ll -:'fc'::-c-
0: g(Ç) 1/~ . g(Tj) d" + 
k(Ç) À[G(l))-G(ZÇ)] -~3~ Izi; r (") +~-(C) C ( ) g <, 1/2 g l) 
a TI (À,X) 
f 
a TI (À, X) 
F 
o 
o 
(1-a)IT (À,x) 
f 
o 
o 
(l-o:HI1 Ci\,xl 
4 
1 
o: TI (i\,x) 
4 
o 
o 
o 
1 TI (1\,x) 
4 
A continuidade em x = 112 nos dá a condição de compatibilidade: 
A mesma análise feita para o intervalo O < t :S T, é feita aqui. 
Se a matriz [ TI1(i\) - I ] for inversível para algum i\ E [;, isto é, se 
seu determinante 
então, existe [ TI1(1\) - I ] -l tal que 
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ou seja, 
Sl112) 
" 
R (112) 
" I 
R 11121 
' 
s (112) 
R (112) 
I 
, onde 
Ç~(i\,f) 
I1-2~)IT (À)-1 
r 
- ~ rr IÀI 1; 11À,f 1 f I I l I1-2~1ITfiÀ)-1] [o-~mfiÀI-1] 
-a: TI (i\) Ç1(i\,f ) 
, F 1 1 
l (1-Za:lTir(i\)-1] [(1-a:)IT:(i\)-1] 
I - -
,, (À, f I ,f ,I 
+ [11-~1rr f (À 1 -1] 
I - -Ç3(i\,f1,f3) 
+ 
[(1-a:)IT:(i\)-1] 
e neste caso, os valores i\ e IC que satisfazem a solução U (x) dada por 
2 
(3.25) e (3.26), pertencem ao conjunto resolvente de A. O operador 
resolvente R(i\,A) f = [ - (A - i\1}-1 f ] é dado por (3.25) e (3.26). 
Agora, se 
(3.27) 
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então a matriz. [ TT1(i\) - I ] não é inverslvel e os valores i\ e C que 
satisfazem {3.27) estão no espectro de A e são autovalores. A equação 
(3.27) é a equação característica de A. 
As autofunções associadas a esses autovalores são: 
2 -À(G(x)-G{l/2)] 
U/\(x) =e 
a/2 :s x :!'i l/2. 
Agora que já encontramos as equações caracteristicas nos dois 
tipo de intervalos de tempo, isto é, 2KT < t :s (2K+l)T e (2K+l)T < t :!'i 
:s 2(K+l)T, k = O, 1, 2, ... , o que nos interessa é saber como são os 
seus autovalores. 
Temos os seguintes teoremas: 
'!f e,-,ft.€J7l.a 3.1 (Vendi te [32)): Se a condição g(2x) < 2g(x) é satisfeita no 
intervalo 2KT < t :!'i (2K+l)T, K = O, 1, 2, ... , então, para 
cada equação IT~(/\) = 1, = 1, 2, 3, 4, existe uma única raiz real À~. 
Se À 0 j = p + qi é uma outra solução, então seu conjugado :\
0 
j 
p - qi 
também é. Além disso, <J?.e para cada = 1, 2, 3, 4, j = I, 2, 
3, ...• j '* i. 
De acordo com o teorema 3, 1, para 2KT :s t :s (2K+l)T, 1\0 é o 
l 
autovalor dominante das células sensíveis, i\~ é o autovalor dominante 
das células resistentes R , À 0 é o autovalor dominante das células 
l 3 
resistentes R e, finalmente, À 0 é o autovalor dominante das células 
2 ' 4 
duplamente resistentes. 
Precisamos saber agora qual é o autovalor dominante do sistema. 
Consideremos novamente TI0(À) = 1, i = 1, 2, 3, 4. Temos: 
i 
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pois, 
r k 11ÇJ o 1 IIO(i\ O) 11 - Za) e-\[G(zÇ)- G(Ç'J] dÇ = 1 1 giÇJ •/2 
1/2 
1 ITO(ÀO) I kiÇI -1>.0 I G<ZÇ>-o<Ç> I dÇ = = 11- a) ~e 2 2 2 
a/2 g 
1/2 
o o ---=.1 ""- e-1>.3 (G(ZÇ'J-G(Ç'J] de 1 = TI (i\ ) = {1 - o:) .., I k (Ç) o 3 3 g(Ç) 
De (3.28), 
•/2 
1/2 
= I k(Ç) -1>.0 [o12Ç1 - o<Ç>I de (<J e 4 , 
a/2 g <, 
(/2 
1 -I k(ÇJ -<"Ao ~(1,_a') - o/2 g(Ç) e 3 + FJ(GCZÇ'J-G(Ç')] dC ' ' 
k (Ç) = k(ÇJ e -F [G{2Ç) G{Ç)] 
I 
Corno F > O, ternos 
Ma> rr0 i~>.l 
4 
1/2 
1 -I k(Ç) -(i\0 + Fl[GC'ZÇJ-G(ÇJJ 
(lo:)- ~e 3 
a/2 g "> 
é monotônica decrescente e, pelo fato 
ITO(i\ O) 
4 3 
> 1 = Ilo(i\ o) 4 4 • 
dÇ ( 
de 
segue que ,o ( ,o 
3 4 
Agora, como a > O, 
1/2 
1 = (1 _ Zo:l I k~~~ e -(À~ + FI[GczÇJ-G!Ç'J 1 dÇ < 
a/2 g 
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(3.28) 
Também, TI0(À) é rnonotônica decrescente, então, 
3 
Ainda, 
1/Z 
1 = (1 _ a) I k~~; e -(À~ + Fl[G(Z~l-G<Ç)] dÇ < 
Q/2 g ... 
1/Z 
< (1 -a) J k((~)) e-À~[G<zi;J-G<f;i] di; = 11°(Ã0), pois F) 0. 
a/2gç 23 
Portanto, 
ou seja, 
Agora, 
1/Z I k(Ç) -À0 {1 - a) -------r-1 e 2 a/2 g ... dÇ < 
dÇ 
Logo, 
, 2KT < t :S (2K+l)T. 
O mesmo teorema 3.1 é válido para o intervalo (2K+llT < t :S 
:S 2(K+l)T, isto é, as equações características TI~(À) = 1, i = 1, 2, 3, 
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4, possuem apenas uma raiz real cada e as outras raízes aparecem aos 
pares conjugados. Além disso, a parte real de cada raiz complexa é 
estritamente menor que a da única raiz real de cada equação. 
Neste caso, À1 é o autovalor dominante das células sensíveis, À1 é 
I ' 
o autovalor dominante das células resistentes R , À 1 é o autovalor 
I 3 
dominante das • células resistentes R e, finalmente, À 1 é o autovalor 
2 4 
dominante das células duplamente resistentes. 
Podemos provar que o que ocorre é; 
, (ZK+l)T < t :s Z(K+l)T. 
§ 3.5 Comportamento Assintótico das Soluções 
O caso estudado neste capítulo, ou seja, o caso onde duas drogas 
são aplicadas alternadamente no tumor, tem um comportamento assintótico 
diferente dos casos anteriores. Estamos diante de um problema no qual 
os autovalores l)ão se comportam da mesma maneira para o intervalo todo. 
Para as células sensíveis e duplamente resistentes, os autovalores 
dominantes são iguais, isto é, ~ e ~ para os dois 
intervalos de tempo, ZKT < t :5 (ZK + 1)T e (ZK + 'l)T < t :5 Z(K + llT, e 
assim, o estudo do comportamento assintótico pode ser realizado. Mas, 
no caso das células resistentes R1 e R2, estudar o comportamento 
assintótico torna-se muito complicado, pois nos intervalos da forma 
ZKT < t :5 (2K + 1)T ocorre ) ,o ll
3 
e, já nos do tipo (2K + l)T < t :s 
:s 2(K + l)T, ocorre 
O que faremos será estudar o comportamento nos dois sistemas 
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separadamente: o sistema formado por { S, R
1
, R , R } onde a droga 
2 d f 
atinge as células sensíveis e as resistentes R
2 
e depois, o sistema { S, 
R1, R2, R d} 2 onde a droga atinge as células sensíveis e as resistentes 
R. 
f 
O autovalor dominante do sistema, em ambos os casos, 
para simplificar a notação, chamaremos somente À d. 
Podemos decompor o espaço }X 4 da seguinte forma: 
XJ:
4 
= Ker (a1 - Àdl) ® Im (a1 - Àdl) 
onde o núcleo é um subespaço unidimensional gerado por 
Ker (a1 - Àdl) = P X/:
4 
uf e 
\ 
com P sendo a projeção espectral correspondente ao conjunto 
t 0 o: G(l) fixo. Após os cálculos, temos: 
onde, 
c:lul ·~rr~ . ;~'"'i 
4 d 
-TI (À )- 1 + 2(1-o:)TI (i\ ) 
f d f d 
(1-o:) TI (i\ ) - 1 
f d 
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o qual, 
{e;\'a}· 
+ 
Assim, podemos enunciar o teorema: 
'J ecrt.ema de 1JLütrUJ!,.uiçãc e.o.tá.uei!. [Leckar ]: Sejam u:, a, constantes reais 
fixas, com O < a < 1 e 112 ::s a ( 1, e suponhamos que g{Zx) < 
< · Zg(xl, V x E [a/2, 112]. Então existem constarites reais À < 1\0 < 
I 3 
À e funções não-negativas 
d SÀ' 
I 
e R 
dÀ 
d 
com 
> O, > o, R (x) 
ZÀO 
> O e R (x) > O para x > a/2, 
dÀ 
3 d 
para toda 
.o 
I 
l .o ' 4 o, z E ~.temos\/t ' 
.o 
3 
.o 
4 
À t 
e 1 Co(q> o) SÀ (x) o o z (t,q> ) 
I I I I 
I 
Àot 
e 2 Co(Q>o o 0J R (x] zo(t 110 110) 
Z I' 2 1 À o 2 • 1' 2 at 
e 1 110 
= À0t 
z 
+ 
e 3 Co(41o ó 0l R (x] o o ooJ z (t. 0 I' 3 I' 3 2À O 3 3 
3 
À t j j e d Co(lJ ( xl o o R z4(t,o J 4 dÀ 
d 
' 
'Pru:J.ua: Dada 4>0 E ~4 • então, 
112 
SÀ (x) > 
I 
tais que, 
o 
o 
f' = C0 lf0 l o 4 
R 
dÀ 
d 
Logo, 
at À t 
1 f' d C0(ll e = e 
4 
onde 
A t 
1 f' e 
1 
A t 
2 f' H e + 2 
at 
1 (I - P) f 0 A 1 e 3 f' + e H 
3 
o 
com 
e 1 (I [ 
a 1 
Pelo fato de 
2 
3 
f' 
1 
+ 
f' 
2 
f' 
3 
f' - C0(l.J R 4 4 dÀ 
d 
o 
o at 
1 (l-P)f0 
o 
+ e 
R 
dÀ 
d 
A t 
1 f' e 
1 
A t 
1 f' e 
1 
o 
o 
+ o 
[ e att 
A 1 
o 4 f + e 
3 
então, 
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II-P)f0 ] 4 
o 
-À 1 o 
lim e d o = 
Hoo o 
a< 
[ e t (I 
- Pl f/lo J 4 
r 
(3( 
1' 
(3) 
a 1 a 1 
Vamos estudar matriz 1 q, {3) tal 1 cp ( 3) é a e que e a 
o o 
o 
A 1 
1 
.o e 
) [ ::" ]· submatriz A 1 Al . Seja u logo, 2 .o 1 .o = e + H e 2 2 1 
A 1 Al 
3 
.o H 1 .o e + e 
3 3 1 
o 
.o 
R 1 
Coi<Po <P o) 1À o .o - C I<P
0 1>0 ) R 
u = 2 + 2 2 1' 2 \0 e 2 l' 2 
o .o 2 
3 
o o 
o 
r 
(3) 
1 
,o, R 
. r 
(3) ·~"l a 1 1 À o a 1 1 rp (3) Co(cpo q,o) 2 1 (I - p(3)) e = e 2 e o 2 1' 2 o o o 
o 
Assim, 
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A ' 
' ~o e 
' 
A < 
"[ \o l H ' ~o e z <fr~ - C01ó0 ó01 e + z ' 2 1 ' 2 
[ I OI l ea'
0 
'n- P13:J •:3l 
z 
A < A t 
= 1 .o 3 .o = H e + e 
3 
' 
3 
o 
A t 
1 
.o e 
1 
o 
o at 
-Plr/Jo]z [ e 1 li 
A t A t 
H 1 .o + 3 .o + o e e 
3 
' 
3 
o 
o 
com 
A t A t 
e t (I [ 
a t 
- Pl = H e l f/Jo + e 2 [ l - Co(1Jo q/) R l 2 1 2 2 1' 2 l;\0 ' 
= { 
o 
-;\ [G( x:)-G(l/2) J 
e 2 X E 
o 
11 I -À [G(x)-G(l/21) -a e 2 
z 
[112, 1] 
o TI (;\ ,X) , X E [a/2, 112) 
' z 
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}· 
o 
at 
[ e 1 (I - P) l/lo ] 2 
e 
v 
tal que lim e 
Hoo 
Falta estudar agora [ 
A t 
1 ~o e 
1 
o 
A t A t 
' 1' + H 1 10 e e 
' ' 
1 
o 
o 
C01~0 ~0 1 = 3 1' 3 R 
2ÀO 
3 
o 
[ a(Z)t 
e 1 f/J ~Zl Co(I/Jo 1/Jo) e = 3 1' 3 
o 
Logo, 
o = O. 
o 
(2) (2) 
a t a t 
1 q, (2) 
, onde 1 1> (2) e e 
o o 
o 
. Seja v = [ :~2) l e dai, 
~o 
1 
o 
+ 
~o -
3 
C01~0 ~ 0 1R 
3 t' 3 2À o 
o ' 
o 
Ã0 t R 
+ [ 
(2) 
2ÀO a t 
' 
1 (I 
' 
e 
o o 
o 
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é a submatriz 
e 
- p(Z)} ~~2} 
A t 
' ~o e 
' 
o 
r a'", e 1 (I - p(Z)) rp ( 2) = 
o o 
o 
o 
com 
e 1 (I [ 
a t 
- P) l ], =H 
3 
At 
e 1 1>o + 
' 
Co(..~..o ..~.o 1 3V'l•V'3 
o 
-À [G(x)-G{l/2)] 
e 3 X E 
(l-a) 8-À~ [G(x)-G(l/ZJ] 
o 
o 
o 
o 
[ at - P) cpo ] 3 + e 1 (I 
o 
c
0cl.ll R J. 3 1 3 2ÀO 
3 
[112, 1] 
o Tf (À ,X) , X E [a/2, 1/2] 
4 z 
e tal·quelime 
t->ro 
e I (I [ 
a t 
- Pl l ]
3 
= O. 
o 
Finalmente, para analisarmos a matriz 
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A t 
e 1 1>o 
' 
o 
o 
o 
}· 
basta 
H 
b ' ~o o servarmos que e 'f' "" 
lim 
Hw 
e t 
{ 
-0\ ' 
e 1 
[ 
A t 
(1-Zol TI'(;\ I 
1 1 
' 
[G(x)-G(l/2)] 
e ' ,XE { _, (1-Za:) e\ [G(xJ~G(l/2)] 
Portanto, 
" t 
+ e 
H 
' 
l } = O, 
[112, 1] 
TI ( 1\ ,X) , X E [a/2, 1/2] 
1 ' 
e 1 Co(q'lo) 
' ' 
SI\ (X) zo(t,q'lo) 
1 ' 1 
"o, 
e z Co(rjlo, 
<1>
0 1 R lxl o o 1>0) zz(t,rj> 1' 
2 ' 2 1 ,o 2 at 
e 1 1> o 2 
= 
"o t + 
e 3 Co(tjJo, <1> 0 I R Cxl o o <I> OI z
3
(t, 
.1. 
3 ' 3 21\ o 3 
3 
" t e d Co(r/J o1 R ( x) zo{t,1>ol 
4 ,, 4 
d 
com 
-0\ t 
' SI\ (x) 
o o 
e z (t,f ) 
1 1 
' 
-l\ 0 t 
2 (x) o o o e R z}t,rpl, 1>2) 
1,0 
lim 2 O e onde 
-1\ot = 
Hw 3 {x) o o f o) e R z
3
(t, 
.1. z,o 3 
3 
_, t 
d ( x) o o e R z
4
(t,q'l ) ,, 
d 
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A t 
zo(t r/> o) t (1° - C0 l1°1 s J = e I ' I 1 l 1 À ' 
I 
At A t l ' o o o t 
''" + 
' ( rpo _ Co(</Jo </Jo) z lt,1 .1 I = H e e R 
2 t ' 
' 
I 2 2 1' 2 IÀ o 
' 
At A t l o o o t 10 + ' ( r/>o _ Co(r/>o f/> o) 2 3{t,q,t,r/>3) = H e e R e ' t 3 3 I' 3 ZÀO 
' 
A t A t A t 
[f: l z o(t,!f> o) ' ,,o + H ' o 4 -C01f j R = L e ' e f + e 4 2 4 ' 4 dÀ d 
Neste caso, 4 vamos decompor o espaço ~ como: 
~4 = Ker (a2 - ~>~)) e Im (a2 - ''}) 
Aqui também o núcleo é um subespaço unidimensional gerado por 
e 
com P sendo a projeção espectraL A projeção é dada por: 
onde 
o 
o 
PU = C'(U) 
4 o 
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R ,, 
d 
u' À 
d 
O comportamento assintótico, para este caso, pode ser enunciado 
pelo teorema abaixo: 
'Y .eeFt.ema d.e 'DLa.trtil!i.uLção Gntátief [Leckar ]: Sejam ex, a, constantes .reais 
fixas, com O < ex. < 1, e 112 :::; a < 1 e suponhamos que g(2x) < 
< Zg(x), V x E [a/2, 112]. Então, existem constantes rea1s À 
I 
< À 1 < 
2 
( AI < À c funções 3 d 
SA lxl ) O, R lxl > O, 
IA I I 
2 
I que, para toda ljJ == 
fixo, 
À ' I 
e 
À I' 
2 
e 
a ' 
e z rpl 
= À I' 
3 
e 
l À ' d e 
não-negativas SÀ, R R e R cora 
IAI 2 I 'A I À 
2 3 d 
R lxl > o e R (x) ) o para X ) a/2, tais 
2 I 
'A À 
3 d 
,,~ 
I 
4 
E >X , temos V s 2: O, s == t - T, T > O 
c\q/) 
I I 
S, 
A 
I 
dtrp1, 
2 I " I ) 2 
d(q/, 
3 I " I ) 3 
dcq/l R 
4 '" 
(x l 
R 
I AI 
2 
R 
2 À 1 
3 
( xl 
d 
(x) 
+ 
(x) 
I I 
z (s,q\ l 
I I 
I( I "I) z s,rp , 'I' 
2 ! 2 
I I I 
z (s,q\ , q\ ) 
3 I 3 
I I 
z (s,q\ l 
4 
'PI1.-C!'<!la: Dada 1>1 e >:1 4, então 
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o 1' 
' o ~· ~· C 1(1h + ' 
' 
o 
R 
f' 
3 
dÀ f' - c'co'l R d 
' 4 '>. d 
e dai, 
o 
a' o a' 
' •• 
d(q/) ' (I - P) o' e = + e 
4 o 
R 
dÀ 
d 
Mas, 
A ' 
' ~· e 
' 
A ' A ' 2 
•• H ' •• e + e 2 2 
' 
a, 
2 (l-Pl1;1 A ' A > e 3 ~· ' •• + e + H e 3 3 
' 
o 
o 
o 
+ o 
[ e
a2' l (I - P) rpt 4 
onde 
!21 
[ a ' fl l' A ' A ' '"[ l e z (I - P) [e 2 fl + H 3 fl + e 4 tP: -d(q/) R ~ e 2 ' 3 ' "À d 
o autovalor dominante é 1\ , e portanto, 
d 
o 
-À ' o 
lim e d o 
HOO o 
[ eazs (I-Pl,Pt]4 
r 
(31 
a 
' 2 (3) 
onde Vamos ver o que acontece com a matriz e fl ' 
o 
A ' 1 fl e 
1 
a\31 
' 2 rp (3) é submatriz A ' A' e a 2 fl H e 1 fl I e + 
2 2 1 
A ' A ' 3 fl H e 1 f! e + 
3 3 1 
Tomemos u ~ [ ::31 l e então, como À < Àl < Àl 1 2 3 
o fl 
o 1 
Cl(fl ,fi) u ~ 
3 1 3 R + 
"') 
2 e 
'À' f' -d(I/> 1 1/J R 
3 3 3 I' 3 z,1 
o o 3 
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o 
[ 
(3) 
1 
>I' 
o 
+ [ 
<31 
1:"1 
a 
' 
a 
' 2 ljJ(J) dcq,llj>l) e 3 2 (I - p(3)) e ~ e 
I 3 ,. 3 R 
o 
2> I 
o 3 
Logo, 
(31 
a 
' 2 (I e 
o 
com 
- p(3)) /3) 
I 
A ' I ~I 
I 
e 
H e 
2• 
o 
o 
A ' I 
A ' I 
e 
H 
2 
~ 
H 
3 
o 
A ' 
f/11 + e 2 
I 
A' I 
e 
e 
o 
11 
I 
A ' A ' I 11 2 + e 
I 
A ' A I ~I 3 + e 
I 
+ 
A ' 3 
11 
2 
[~> 
o 
o 
d (tpt 1>') R 
3 1' 3 2À I 
3 
[ e
a2, ] (I - P) 1>' 3 ' 
o 
[ e azs (I - Pl 1/Jl L ~ H e <li + e (1>' - C 1 (1> 1 r/l R l' 3 I 3 3 1' 3 2,1 
3 
1 { -a rr (?tl) ('(i\_1,1/) Cl(<ll ~~I f 3 I 3 I Ço(;\ 1 1>' ifl') ~ [(1-Za)Ilf(/\~)-1] + 3 1' 3 (l-a:) TI'(À 1 ) 3 3' ,. 3 
' 
3 
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l 
}· 
~ 
e tal que 
{ 
I 
-À [G(x)-G(l/2)] 
e 3 , X E 
(l-o::) e-À~ [G(x)-G(I/2)] 
o 
o 
_,I 
' 
[1/Z, 1] 
I TT (À ,X) , X E [a/2, 1/2] 
f 3 
' 3 [ a ' -P)rjJ1]3 lim e e 2 (I ~ o. Hro 
o 
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c 
c 
121 
a ' 
2 cp (2) 
I 
o 
Logo, 
121 
a 
' 2 (I -
o 
p(2)) r/>{2) 
I 
II-P)f1 ]
2 
R 
o 
o 
I À I 
2 
o 
A ' 
e 
A ' I 
= H e 
2 
I q} 
I 
o + 
o 
o 
A ' 
1;1 + e 2 
I 
,XE [112, 1] 
[ 
R (x) 
{ 
-À 1 [G(x)-G(l/2)] 
e 2 
" I (l~a) e-1'-z [c<xl-G(l!Zl] ';,I 
2 
-À' 
' 2 
e tal que lim e 
HOO 
o 
[ a' 2 e (I 
o 
o 
I rr (À ,xl 
f 2 
- Pl l )z 
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r 
(2) 
a
2 
s 
+ e li 
o 
o 
a ' 
l' e <' {I I - P) r/'J 
o com 
o 
}· 
, X E [a/2, l/2] 
" 
O. 
lim 
Hoo 
Por último, para a matriz 
A ' 
e 
1 
t/J1 = 
' 
e ' 
[ 
A' 
c'1.p'J = ----- ç'c, .p'l 
I 1 1 1' 1 ll-2al TI' IA I 
' ' 
-À [G{x)-G(l/2)] 
e , X E 
A t 
e 1 1>o 
' 
o 
o 
o 
+ e 
A ' 
' 
r 112. 11 
temos 
= { (l-2cd e\ [G(x)-G(l/21] TI (À ,X) , X E [a/2, l/2] 
' ' 
Portanto, 
À ' 
e 1 Cl( 1) 
' , [ SA (x I ' ' z (s,t/J l 
' ' 
' A 's 
e 
2 d(,P1 1> t I lxl t ' t R z (s,t/J , tP l 2 ,. 2 tA t 2 I 2 
a. ' 
e 2 if!l 2 
A's + 
e 
3 C1(if!1 .p' I R lxl t ' .p' I z (s tP 3 ,. 3 ZÀ O 3 ' 1' 3 
3 
lz:(s,1t'l 
À ' 
e d C1(if!1l R lxl 
+ 
'A 
' 
com 
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-À " 
1 s01 Cxl 
1 1 
e z (s.~ I 
1 1 
1 
-I\ 1 t 
2 R Cxl 1 1 1 e z (s,f , f I 
,,o 2 1 2 
lim 2 O e onde 
-I\ 't = 
Hoo 
' (xl 1 f 1 f 1 I e R z 3 (s, 2"0 1' 3 
3 
-À " 
' Cxl 1 1 e R z (s,f I ,, 4 
' 
1 1 
z (s,~ I = 
1 1 
4 " [ et·rp~- c'c•'1 s J I '+' 1 À ' 
1 
A " A " l' 1 1 1 1 ~~ + 2 ( 1>1 - d(I/Jl d/) zz(s,tJ>,,f/12) = H e e R 2 1 2 2 1'. 2 ';,' 
2 
'" 4 " [ ~> l 1 1 1 1 f' + ' c' c~' ~'1 R z,}s,rj>1 ,1>) = H e e e ' 1 3 r' 3 2/\1 
3 
A " A " A " [f: l 1 1 2 f' 3 ~~ 4 -d(tth z 4 {s,rj>) L e + H e + e R 2 4 ' 4 dÀ d 
Portanto, tanto no caso 1 quanto no caso 2 o tumor tende a se 
tornar todo resistente, não importando qual fárrnaco age. 
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CONCLUSÕES 
No capítulo 1, estudamos um modelo baseado no modelo estudado por 
Diekmann et al. [10], para uma população de células com estrutm·a de 
tamanho e que se reproduzem por fissão em duas partes iguais. Foram 
verificadas existência e unicidade de uma solução da Equação de 
Balanço, associâ.ndo a ela um Problema Abstrato de Cauchy. Além disso, 
foi mostl·ado que o operador desse problema de Cauchy gera um semigrupo 
fortemente contínuo, e usando a compacidade do semigrupo, foram 
estabelecidas relações entre o espectro do semigrupo e o espectro do 
operador. Vimos a importância da função de crescimento g(x), pois caso 
satisfaça g(Zx) < < Zg(x), x e la/2, 1/Zl, foi mostrada a existência de 
um autovalor dominante e mais, a existência de uma Distribuição de 
Tamanho Estável. 
Tendo em vista a existência de fármacos fase-específicos, onde o 
tratamento só é eficaz em uma determinada fase de crescimento da 
célula, então Vendite [32] adaptou o modelo estudado por BeU e 
Anderson [2), que consistia em um modelo de crescimento de uma 
população com estrutura de tamanho e também com estrutura de idade, e 
as técnicas da Teoria de Semigrupos e análise espectral, para estudar· a 
dinâmica de populações de células tumorais sujeitas a uma terapia 
anti-blástica que faz uso de somente um fármaco. 
como as células tumorais estão sujeitas a mutações 
espontâneas, essas mutações podem induzí-las à fármaco-resistência, 
influenciando diretamente na eficácia do tratamento. De acordo com 
Vendite [32], a partir de um certo tempo, o clone celular resistente 
n_ão responde mais ao tratamento e o tumor retoma o crescimento até o 
momento em que esteja todo resistente. Por isso, surge a necessidade de 
se incorporar ao tratamento mais um fármaco capaz de destruir o reslduo 
tumoral resistente ao fármaco anteriormente usado. 
No capítulo 2, foi feito um estudo da população antes do início da 
terapia com dois fármacos aplicados alternadamente, visando o 
comportamento das subpopulações resistentes e sensíveis sem a presença 
dos fármacos. Usamos também a Teoria de Semigrupos e análise espectral, 
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para o estudo do comportamento assintótico das soluções e o resultado 
mais importante que encontramos foi que, quando g(2x) < 2g(x), cada 
subpopulação do tumor possui um autovalor dominante associado e, 
conseqüentemente, existe uma Distribuição de Tamanho Estável. Para o 
sistema verificamos também a existência de um autovalor dominante (no 
caso, associado à subpopulação das células duplarileme resis1.entesl que 
leva a população toda a uma Distribuição de Tamanho Estável conforme o 
tempo aumenta. 
Finalmente, estudamos o período de terapia no capitulo 3, e para 
este caso, não foi possível adaptarmos as técnicas usadas 
anteriormente, pois não obtivemos mais Semigrupos, mas sim, Operadores 
de Evolução. Vimos que todas as subpopulações do tumor possuem seus 
autovalores dominantes, mas no caso das células resistentes 1 e 
resistentes 2, seus autovalores não se comportaram da mesma maneira 
para todo tempo t ~ O. Esse fato é muito importante, pois, através dele 
pudemos verificar que as células resistentes ao fármaco 1 e as células 
resistentes ao fármaco 2 não são estáveis assintoticamente. Já as 
subpopulações das células sensíveis e as das células duplamente 
resistentes apresentam Distribuições de Tamanho Estáveis, pois, 
conforme os fármacos foram alternados, seus autovalores permaneceram os 
mesmos, independente do fármaco. 
Então, como o autovalor dominante das células duplamente 
resistentes é o autovalor dominante do sistema todo, basta estudarmos 
separadamente, a ação de cada fármaco aplicado. Em seguida, foram 
enunciados e demonstrados os Teoremas da Distribuição Estável em ambos 
os casos. 
Os modelos estudados neste trabalho indicam como o programa 
terapêutico a ser empregado pode influenciar no sucesso do t1·atamento 
anti-blástico. Através da análise assintótica das soluções, podemos 
dizer que um tumor pode perder totalmente sua sensibilidade aos 
fármacos usados na terapia após diversas aplicações. Assim, deve 
existir um tempo crítico de aplicação, e o conhecimento deste tempo 
crítico pode ser muito útil para se suspender um tratamento que não faz 
mais efeito e passar a um outro mais eficiente. 
Além disso, podemos concluir que existe não só uma resistência 
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espontânea, mas também uma resistência temporária induzida, devido ao 
não sincronismo do fármaco e a fase de tamanho em que se encontram as 
células. 
Uma das dificuldades em se realizar testes usando os modelos 
propostos no nosso trabalho, surge ao se tentar encontrar 
experimentalmente valores para as taxas de crescimento g(x), para as 
taxas de mortalidade /l(X) ou mesmo para as taxas de reprodução b(x). 
Assim, torna~se muito difícil comparar os resultados experimentais 
obtidos em um tratamento, com os resultados teóricos 
Em sua tese de doutorado, Leckar [20] estuda mais detalhadamente 
as situações onde a terapia é feita usando~se dois fármacos 
anti~blásticos continuamente e sujeitos a impulsos, e o que acontece 
quando se usam fármacos de ação instantânea na terapia. Ele considera 
as taxas de destruição e as taxas de mutação das células distintas. 
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