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Abstract
The construction of Facial Deformable Models (FDMs)
is a very challenging computer vision problem, since the
face is a highly deformable object and its appearance dras-
tically changes under different poses, expressions, and il-
luminations. Although several methods for generic FDMs
construction, have been proposed for facial landmark local-
ization in still images, they are insufficient for tasks such as
facial behaviour analysis and facial motion capture where
perfect landmark localization is required. In this case,
person-specific FDMs (PSMs) are mainly employed, requir-
ing manual facial landmark annotation for each person and
person-specific training.
In this paper, a novel method for the automatic construc-
tion of PSMs is proposed. To this end, an orthonormal sub-
space which is suitable for facial image reconstruction is
learnt. Next, to correct the fittings of a generic model, im-
age congealing (i.e., batch image aliment) is performed by
employing only the learnt orthonormal subspace. Finally,
the corrected fittings are used to construct the PSM. The
image congealing problem is solved by formulating a suit-
able sparsity regularized rank minimization problem. The
proposed method outperforms the state-of-the art methods
that is compared to, in terms of both landmark localization
accuracy and computational time.
1. Introduction
The construction of generic models, which are able to
capture the variability of deformable objects is one of the
most popular and well-studied computer vision problems.
Arguably, the most studied deformable object is the human
face [11].
The methods employed for the construction of Facial De-
formable Models (FDMs) are roughly classified into two
Figure 1. Automatic construction of a Person-Specific Model.
(a) Frames of a video sequence depict the same person. (b) Results
from a facial landmark detector. The proposed method takes a
small number of initial frames with the corresponding erroneous
initializations, and finds the corrections (c) by using the PCA bases
of a different face database. Furthermore, a Person Specific Model
is built using the corrected frames (d) and the rest frames of the
video are fitted (e).
categories, based on whether they use the entire face re-
gion or local image patches. In particular, the holistic
methods, such as the Active Appearance Models (AAMs)
[11, 19, 20, 27]) employ a holistic texture-based facial rep-
resentation. In contrast, the parts-based methods represent
the face via a set of local image patches cropped around the
landmark points. The most notable examples of the latter
category are the Active Shape Models (ASMs) and Con-
strained Local Models (CLMs) [2, 12, 13, 25]. It is worth
mentioning that, methods such as those in [3, 7, 29], are
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not strictly fall within the aforementioned two categories.
Furthermore, both the construction of the generic FDM, as
well as, the optimization strategy employed to fit the FDMs
in unseen (test) images can be also divided into two cate-
gories, namely the generative [11, 19, 20, 27] and the dis-
criminative [2, 3, 18]. This categorization is done based on
whether the methods use discriminative information (i.e., a
set of facial landmark classifiers [2, 25] or a discriminative
cost function [18]) or a generative analysis-by-synthesis ap-
proach [11, 19, 20, 27].
Many of the aforementioned generic FDMs have suc-
cessfully been applied in facial landmark localization in still
images by employing in-the-wild experimental scenarios
[2,27,29]. This is not the case for in-the-wild facial feature
tracking, where appropriate annotated datasets are not avail-
able yet. Without exception, the above mentioned methods
rely on a static generic model that is trained completely on
off-line training data. Nevertheless, when it comes to ap-
plications that require perfect facial landmark localization
and tracking accuracy, such as the analysis of human facial
behavior (e.g., Facial expressions and Facial Action Unit
(FAU) recognition [10]), as well as, facial motion capture,
generic models are insufficient. To this end, person-specific
models (PSMs) are mainly applied [10, 28]. However, the
construction of PSMs requires manually annotation of im-
ages depicting the person, which is a laborious and time
consuming process. Consequently, the automatic construc-
tion of PSMs is of paramount importance.
Various method for the automatic construction of PSMs
have been proposed [26]. These methods apply incremental
subspace learning, such as the incremental Principal Com-
ponent Analysis (iPCA) [17] onto a set of fittings produced
by a generic AAM in order to update the model. The
drawback of blindly applying incremental subspace learn-
ing without incorporating a correction strategy is that, erro-
neous fittings may arbitrarily bias the learnt subspace, re-
sulting in model drifting.
In this paper, a novel method for the automatic construc-
tion of PSMs is proposed, aiming at alleviating the draw-
backs caused by the erroneous fittings. The method is re-
ferred to as Robust and Efficient Automatic Construction of
Person-Specific Deformable Models (RAPS). To this end,
we first learn an orthonormal subspace which is suitable for
facial image reconstruction, by using manually annotated
data which have been collected in-the-wild. Next, we per-
form image congealing (i.e., batch image aliment) using the
fittings of a generic model in order to correct them. This
procedure is performed by employing only the learnt or-
thonormal subspace. Finally, the corrected fittings are used
for the construction of the PSM. In RAPS, the image con-
gealing is performed by solving a suitable sparsity regular-
ized rank minimization problem. Compared to the related
image congealing methods in [8, 9, 21, 30], the RAPS not
only avoids the unnatural deformations, since the faces al-
ways lie in the face subspace, but also it has lower compu-
tational complexity.
To assess the performance of the RAPS, experiments on
image congealing and person specific facial modelling have
been conducted. The experimental results indicate that, the
RAPS outperforms the state-of-the-art methods [8,21,30] in
terms of landmark localization accuracy and computational
time.
2. Correcting Erroneous Fittings using a Point
Distributional Model
In this section, some preliminaries regarding the align-
ment of AAMs are briefly summarized. Next, recent meth-
ods for erroneous fittings correction using a shape model
and rank minimization are briefly reviewed.
The AAMs employ statistical models to describe the
variations of shape and texture. In particular, a set of an-
notated points is used to learn a statistical model of shape.
To retain only the variability that is attributed to non-rigid
deformations, the shapes are put in correspondence, usu-
ally by removing the global similarity transforms [20] via
a Procrustes analysis. Similarly, a statistical model of the
texture is learnt using textures that are in correspondence
with respect to the shape points (i.e., the so-called shape-
free textures). This requires a predefined reference frame,
usually defined by the mean shape, and a global motion
model (i.e., the warp, namely piece-wise affine or Thin-
Plate Spline model). The two main assumptions behind
AAMs are: 1) for every unseen (test) texture there exists
a set of weights, allowing the warped test image into the
mean shape to be written as a linear combination of the
shape-free texture model plus the mean frame and 2) the test
shape can be written as a linear combination of the training
shapes. In mathematical terms, let us consider an L land-
mark shape model and a reference frame of F pixels, then
let S = {s¯,B ∈ <2L×p} and T = {x¯,U ∈ <F×m} be the
linear models for the shape and texture, respectively. The
bases of the shape B and of texture U are computed using
Principal Component Analysis (PCA). Also, for simplicity,
the global similarity transformations are incorporated as ad-
ditional 4 bases in B. The updated B is used in the rest of
the paper. Then, according to the above assumptions for a
test shape s ∈ <2L of a test image x we have the approxi-
mation:
s ≈ s¯ + Bp
x(W (p)) ≈ x¯ + Uc, (1)
where x(W (p)) is the vectorized warped test image in the
reference frame (from now onwards for simplicity reasons
instead of x(W (p)) we will use x(p)). Under the above
assumptions, the parameters p, c are computed by minimiz-
ing the error of the reconstruction of the shape-free texture,
using the statistical texture model:
po, co = min
p,c
‖x(p)− (x¯ + Uc)‖2P. (2)
Where P are appropriate projection operators and ‖x‖2P =
xTPx. The solution of the above optimization problem is
referred to as model fitting. Many optimization methods
have been proposed to fit the model in test images [11, 20].
The most popular are the regression-based fitting [11] and
the Project-out Inverse Compositional (PIC) method [20].
Robust methods to fit AAM include the approach [1].
Problem formulation. In this paper, the following prob-
lem is investigated. We assume, that we have a generic face
tracker, such as a generic AAM or a CLM which has been
applied to a number of frames of a video sequence of a per-
sons’ face. We want to use the set of N erroneous fittings
X = [x1 . . .xN ] to build an accurate PSM that can be used
to track the rest of the video.
Notations. In the following, the rank(X) is the rank
of matrix X (i.e., the maximum number of linearly in-
dependent row or column vectors of X). The matrix `0
quasi-norm is denoted by ‖X‖0 and returns the number
of nonzero entries in X. The matrix `1 norm is defined
as ‖X‖1 =
∑
i
∑
j |xij |, where | · | denotes the abso-
lute value operator. The Frobenius norm is defined as
‖X‖F =
√∑
i
∑
j x
2
ij . The nuclear norm of X (i.e., the
sum of singular values of a matrix) is denoted by ‖X‖∗. The
`2 norm of a vector x is denoted as ‖x‖2.
2.1. Robust Alignment by Sparse and Low-ran De-
composition, RASL
The first method proposed for the problem under study
was published in [21]. The rationality behind the method
in [21] is that, given a collection X of images that lie
in a low-rank space, (e.g., facial images of one person)
and a set of initialization parameters {pci}Ni=1, it is possi-
ble to simultaneously estimate the low rank subspace A
and the alignment parameters. Furthermore, by incorpo-
rating an error matrix E, the procedure can be highly ro-
bust to outliers. Formally, the problem is to find the in-
crements {δpi}ni=1 which are being applied in matrix X as
X({δpi}Ni=1) = [x(W (pc1+δp1)), . . . ,x(W (pcn+δpN ))]
such that the matrix A to be of low-rank and the error ma-
trix to be sparse. That is, to solve:
minA,E,{δpi}Ni=1 rank(A) + λ‖E‖0,
s.t. X({pci + δpi}Ni=1) = A + E,
(3)
which is an NP-hard problem due to the presence of rank
operator and the `0 quasi-norm. A convex relaxation of (3)
can be formulated by replacing the rank operator and the
`0 quasi-norm in with their convex surrogates, namely the
nuclear norm and the `1 norm, respectively. Furthermore,
the linearization of image xi(W (pci + δpi)) around p
c
i as:
xi(p
c
i + δpi) ≈ xi(pi) + Jx|p=pci δpi, (4)
where Jxi ∈ <F×p is the image Jacobian expanded by the
chain rule as Jxi = ∇Wxi ∂W∂p , will be used. The sym-
bol | indicates where the Jacobian is computed. Details the
computation of ∂W∂p are provided in [20]. Consequently, a
convex relaxation of (3) is:
minA,E,{δpi}Ni=1 ‖A‖∗ + λ‖E‖1,
s.t. X({pci}Ni=1) +
∑n
i=1 Jxiδpieˆ
T
i = A + E
(5)
where eˆ1, eˆ2, . . . , eˆn is the standard bases of <n. Even
though in [21] only simple motion models, such as global
affine, were consider, the application of statistical shape
model is straightforward. The computational complexity of
(5) is that of the Singular Value Decomposition (SVD) i.e.,
O(l(min(F,N)3 + N2F )), where l is the total number of
iterations required for convergence.
2.2. RASL using Anchor Points, A-RASL
In [8, 9], it was argued that if complex motion models,
such as a piece-wise affine motion model driven by a point
distributional model, are incorporated into the RASL, the
subject’s facial appearance in the image ensemble will be
deformed arbitrarily. Consequently, a false alignment will
be obtained. To alleviate this problem, it was proposed to
incorporate the so-called anchor shapes [8, 9]. The anchor
shapes are just original shapes of a generic tracker {sa}Ni=1,
which are used to penalize the arbitrary warping of face ap-
pearance. To this end, the following optimization problem
is solved:
minA,E,{δpi}Ni=1
‖A‖∗ + λ‖E‖1 + λ1
∑N
i=1
∑L
j=1 ‖zij‖2,
s.t. X({pic}Ni=1) +
∑N
i=1 Jiδpieˆ
T
i = A + E
zi = s(p
i
c) + Φ(p
i
c)δpi − sai
(6)
where zij = [xij yij ] is the vector of coordinates for the j
point and Φ(pic) are the shape Jacobians.
The drawbacks of this approach are: 1) since it penalizes
huge changes the solution is always close to the original
erroneous fittings and 2) there is an additional regularization
term, for which the weight parameter λ1 is difficult to be
tuned. Furthermore, the computational complexity of the
method is the same as that of the RASL.
2.3. Using a generic model for regularization, GMR
In [30], it is proposed to use also a generic statistical
model to regularize the simultaneous alignment and sub-
space estimation procedure. That is, instead of using the
anchor points to regularize the shapes, a generic statistical
model of a face is used to regularize the texture and in that
way the textures in matrix X cannot be arbitrarily warped.
The general statistical model employed, is a matrix of bases
U obtained via PCA, as in the case of AAMs.
More formally, the rationality behind [30] is that a set of
alignment parameters {δpi}Ni=1, such that the aligned im-
ages are as close as possible to the generic model U and the
aligned images lie in a low-rank subspace, i.e., A can be
found by solving:
min{δpi}Ni=1,C ‖A‖∗ + λ‖A−M−UC‖2F
s.t. A = X({pci}Ni=1) +
∑N
i=1 Jiδpieˆ
T
i ,
(7)
where M is the matrix composed of replicates of x¯. The
method is not expected to be as robust as the RASL is
in case of occlusions-outliers, since the Frobenius norm is
used for error handling. The computational complexity of
(7) is again the same as that of the RASL.
2.4. The proposed approach
In this paper, we make use of a generic model, not as
regularization term in as in [30], but in order to decrease
the computational complexity. Since we restrict ourselves
only in the generic clean face subspace U the optimization
problem is written as:
min{δpi}Ni=1,C,E rank(UC) + λ‖E‖0
s.t. X({pci + δpi}Ni=1) = UC + M + E,
(8)
where λ > 0. By replacing the rank operator with the nu-
clear norm and the `0-norm with `1-norm, (8) is written as:
min{pi}Ni=1,C,E ‖UC‖∗ + λ‖E‖1,
s.t. X({pi + δpi}Ni=1) = UC + M + E.
(9)
Since UTU = I, and the unitary invariance of the nuclear
norm, (9) is equivalent to:
min{δpci}Ni=1,C,E ‖C‖∗ + λ‖E‖1
s.t. h(C, {δpi}Ni=1,E) = 0,
(10)
where,
h(C, {δpi}Ni=1,E) = X({pi + δpi}Ni=1)−UC−M−E.
(11)
Clearly, (10) involves the minimization of the nuclear norm
of a matrix C ∈ <k×N , where k  F .
Problem (10) can be solved iteratively by the augmented
Lagrange multiplier method (ALM) [4]. That is, (10) is
solved by minimizing the augmented Lagrangian function:
L({δpi}Ni=1,C,E,Λ)
= ‖C‖∗ + λ‖E‖1 + tr
(
ΛT (h(C, {δpi}Ni=1,E))
)
+
µ
2
‖h(C, {δpi}Ni=1,E)‖2F ,
(12)
where Λ are the Lagrange multipliers for the equality con-
straints in (10) and µ is a non-negative penalty parameter.
By employing the ALM, (12) is minimized with respect to
each variable in an alternating fashion and finally the La-
grange multipliers are updated at each iteration as outlined
in Algorithm 1.
Since U is an orthonormal matrix, the trace part of (12)
is written as:
tr
(
ΛT (h(C, {δpi}Ni=1,E))
)
I−UUT
+tr
(
ΛT (h(C, {δpi}Ni=1,E))
)
UUT
,
(13)
which is equal to:
tr
[
ΛT (I−UUT )(X{p + δpi}Ni=1 −M−E)
]
+
tr
[
(UTΛ)T (UT (X{p + δpi}Ni=1 −M−E)−C)
]
.
(14)
Similarly, ‖h(C, {δpi}Ni=1,E)‖2F can be rewritten as:
‖X{pi + δpi}Ni=1 −M−E‖2I−UUT +
‖UT (X{pi + δpi}Ni=1 −M−E)−C‖2UUT .
(15)
Consequently, C is found by minimizing:
‖C‖∗+
tr
[
(UTΛ)T (UT (X{p + δpi}Ni=1 −M−E)−C)
]
+
µ
2
‖UT (X{pi + δpi}Ni=1 −M−E)−C‖2UUT .
(16)
The error matrix E is the solution of the following opti-
mization problem:
min
E
L({δpi}Ni=1,C,E,Λ). (17)
Problems (16) and (17) are solved by employing proxi-
mal operators. In particular, (16) is solved by the singular
value thresholding operator (SVT) defined for any matrix Q
as [5]: Dτ [Q] = USτVT with Q = UΣVT being the sin-
gular value decomposition and Sτ [q] = sgn(q)max(|q| −
τ, 0) is the shrinkage operator [6]. (17) is solved by the
shrinkage operator by applying it element-wise.
Finally, the parameters’ increments δpi are obtained by
minimizing:
tr
[
ΛT (I−UUT )(X{pi + δpi}Ni=1 −M−E)
]
+
µ
2
‖X{pi + δpi}Ni=1 −M−E‖2I−UUT .
(18)
That is, the solution of (18) (i.e., the increments δpi for each
image xi) is given by:
δpi = −[J˜Txi J˜xi ]−1JTxi(X{pi} − x¯− ei − li/µ), (19)
where ei is the i column of matrix E, li is the i column of
the Lagrange multipliers matrix Λ, JTxi is the Jacobian of
image xi and J˜Txi is the Jacobian projected at I − UUT .
In order to calculate efficiently the term J˜Txi J˜xi we use the
formulation below:
J˜Txi J˜xi = J˜
T
xi(I−UU)TJTxi =
= J˜TxiJxi − (UT J˜xi)T (UTJxi).
(20)
The computational complexity of Algorithm 1 is that
of the SVD involved in the computation of SVT i.e.
O(l(min(F,N)3 +N2k)), where k is the number of bases
in U and l is the total number of iterations.
3. Experimental Evaluation
The aims of the experiments are: 1) to show that the pro-
posed method can be used for effective and efficient image
congealing using images captured both in constrained and
unconstrained conditions and most importantly, 2) to show
that the shapes produced by the RAPS can be used to build
a robust PSM.
The performance of the RAPS is compared against of
that obtained by the three state-of-the-art methods, namely
the RASL [21], the A-RASL [8], and the GMR [30]. It
should be noted that the RASL employs only rigid affine
transformations and thus it cannot be compared with the
RAPS, the A-RASL, and the GMR. To this end, an en-
hanced versions of RASL, referred to as eRASL, was imple-
mented. The eRASL employs a shape model with a piece-
wise affine motion model.
The initial fittings were provided by an in-house version
of the face and landmark detector proposed in [31]. The
shape model S = {s¯,B} for all tested methods, as well as
the appearance model T = {x¯,U} used in the GMR and
the RAPS, were learnt from the publicly available in-the-
wild database AFW [31]. The 68-landmark annotations of
the AFW which used for the construction of S, and T , were
retrieved from [23]. In the implementation of the RAPS,
the weight parameter λ was set as λ = 1/N , where N is
the number of images from the same subject. The number
of bases (k) in U was set 180.
3.1. Image Congealing
The performance of the RAPS in the image congealing
problem is assessed by conducting experiments on images
taken from the Multi-PIE [14], the FRGC ver.2 [22], and the
LFW [15] databases. The images of subject ‘002’ (N = 30)
which depict six different expressions under poses varying
Algorithm 1 Solving (12) by the ALM method.
Input: Data matrix X ∈ RF×N , PCA bases U ∈ RF×k,
and the parameter λ.
Output: Matrix X{p} ∈ RF×N .
1: while not converged do
2: Compute Jacobian matrices.
3: Warp and normalize the images.
4: Initialize: C[0] = 0,E[0] = 0, Λ[0] = 0, µ[0] =
10−6, ρ = 1.2, 1 = 10−8, and 2 = 10−5.
5: while not converged do
6: Fix the other variables and update C[t+1] by:
C[t+1] ← min
C[t]
L({δpi,[t]}Ni=1,C[t],E[t],Λ[t])
= D 1
µ[t]
[
UT
(
X−E[t] −M + Λ[t]/µ[t]
)]
7: Fix the other variables and update E[t+1] by:
E[t+1] ← min
E[t]
L({δpi,[t]}Ni=1,C[t+1],E[t],Λ[t])
= S λ
µ[t]
[
X−UC[t+1] −M + Λ[t]/µ[t]
]
8: Fix the other variables and update δpi for the im-
age i by:
δpi,[t+1] ←
[
J˜TxiJxi
T
]−1
Jxi
T
(X− x¯− ie,[t+1] − li,[t]/µ[t])
9: Update the Lagrange multiplier by:
Λ[t+1] ← Λ[t] + µ[t](h(C[t+1], {δpi,[t+1]}Ni=1,E[t+1])).
10: Update µ[t+1] by µ[t+1] ← min(ρ · µ[t], 1010).
11: Check convergence conditions:
‖X−UC[t+1] −M−E[t+1]‖F /‖X‖F ≤ 1
and
max
(‖E[t] −E[t−1]‖F /‖X‖F ,
‖C[t] −C[t−1]‖F /‖X‖F
) ≤ 2.
12: t← t+ 1.
13: end while
14: Update the warp’s parameters:
{pci}Ni=1 ← {pci}Ni=1 + {δpi}Ni=1
15: end while
from −30◦ to 30◦ were selected from Multi-PIE, while the
available images (N = 30) of subject ‘04202’ were selected
from FRGC ver.2. The subjects ‘Collins Powell’ (N = 34)
and ‘Amelie Mauresmo’ (N = 21) of the LFW databases
were used for in-the-wild experiment. The ground-truth
provided in [24] were used in order to evaluate the perfor-
mance for the Multi-PIE and the FRGC ver.2 databases, re-
spectively. In case of the LFW, the images were manually
annotated with regards to 68 landmark points.
Given N input facial images of same subject, the initial
estimation of the 68 landmark points position for each im-
age of X were produced by the detector described in [31].
Subsequently, the basis U and the initial landmarks were
Table 1. Mean point-to-point error of 51 landmark points.
Subject Initial eRASL A-RASL GMR RAPS PSM/eRASL PSM/A-RASL PSM/GMR PSM/RAPS
‘C. P.’ 0.076 0.116 0.083 0.068 0.054 0.105 0.088 0.063 0.045
‘A.M.’ 0.079 0.106 0.097 0.071 0.056 0.105 0.095 0.059 0.053
‘04202’ 0.042 0.046 0.042 0.037 0.034 0.088 0.043 0.035 0.032
‘002’ 0.048 0.041 0.041 0.042 0.037 0.043 0.042 0.041 0.037
eRASL A-RASL GRM RAPS eRASL A-RASL GRM RAPS
a) FRGC ver.2 b) Multi-PIE
c) LFW
Figure 2. Sample fitting results from the Multi-PIE, the FRGC ver.2, and the LFW databases. The proposed method outperforms the
compared methods [8, 21, 30] on images captured under challenging conditions such as expressions, illuminations, poses and occlusions.
given as input into Algorithm 1. Furthermore, the same ini-
tial landmarks were given as input in all the other tested
methods, namely the eRASL, the A-RASL, and the GMR.
The average point-to-point Euclidean distance of the 51
landmark points normalized by the Euclidean distance of
the outer corner of eyes, was used as the error measure.
The average errors for all tested methods are summarized in
columns 2− 5 of Table 1, while the first column shows the
initial error. By inspecting Table 1, the RAPS outperforms
all the other methods by a large margin. More specifically,
the RAPS achieved an average 25.1% accuracy improve-
ment, while the GMR method achieved 10.9% improve-
ment. This improvement is mainly due to the following
two reasons. First, the GMR minimizes the non-regularized
rank of the image ensemble which has been shown tends to
unnaturally deform the subject’s facial appearance resulting
in false face alignment [9]. Second, we explicitly include an
error term that accounts for non-Gaussian errors/outliers ro-
bustifying the RAPS. Example images with the correspond-
ing final position of landmark as produced by Algorithm
1, are depicted in Fig. 2. Finally, the convergence time
(in CPU seconds) for all the methods is shown in Table 2.
Clearly, RAPS outperforms all methods in terms of land-
mark localization accuracy, having also smaller complexity,
since N2k  N2F .
Table 2. Overall computational time (in CPU seconds) for conver-
gence.
Subject RASL A-RASL GMR RAPS
C. Powel 1078 444 350 150
A. Mauresmo 255 190 185 168
04202 203 135 170 152
002 235 196 210 124
3.2. Building Person Specific Models
In this section, the ability to build a PSM by using the
results of batch alignment is investigated. Two different ex-
periments were conducted by employing 1) still images and
2) video sequence, of the same subject.
Still images: Given the N images of the same subject,
the problem of image congealing is solved by applying the
RAPS. Furthermore, a leave-one-image-out experiment was
performed using the corrected fittings. In particular, a PSM
was built by excluding one of images at a time and use the
excluded image as a test one. The same procedure was ap-
plied in all the compared methods. The average errors for
all tested image sets are summarized in columns 6−9 of Ta-
ble 1. Clearly, the proposed method has a consistently bet-
ter performance in terms of alignment accuracy compared
to that obtained by the methods that is compared to. This
also holds in case where the initialization performance was
poor.
Video sequence: The ability of PSM trained from
the results of RAPS is assessed by conducting facial fea-
tures tracking experiments in the YouTube Celebrities Face
Tracking and Recognition Dataset [16]. This dataset was
collected from the internet and contains video sequences of
celebrities captured under different in-the-wild conditions.
Due to the fact that it was released as a dataset for face track-
ing and recognition the annotation of landmark points are
not provided. To produce both quantitative and qualitative
results 41 different sequences were annotated with regards
to 51-landmarks.
Firstly, the initial position of landmark points for each
frame of the video sequence was produced by [31]. Subse-
quently, the first 10% of the total number of frames were
given into tested methods and the corrected shapes were
used to build a PSM based on the output of each method.
Finally, the residue frames were tracked by the PSMs and
the registration errors of each frame were computed. Fig-
ure 3 plots the normalized point-to-point Euclidean error of
51 landmark points for all tested methods for each frame
of the tested video sequences. By inspecting Fig. 3, it
is clear that the proposed method outperforms the com-
peting methods on the 4 videos. More specifically, the
RAPS/PSM achieved 0.0404, 0.0421, 0.0624, 0.0598 mean
11) 0292 02 002 angelina jolie, 2) 0502 01 005 bruce willis, 3)
1621 02 017 ronald reagan, and 4) 1786 02 006 sylvester stallone
Figure 4. Example tracking results on the Youtube Celebrity
Dataset.
error for each video sequence, while the GMR achieved
0.0481, 0.0511, 0.0719, 0.070, respectively. Visual track-
ing results produced by the PSM/RAPS are presented in
Fig. 4. As it can be seen, the automatically constructed
PSM produces consistent registration performance on video
sequences with challenging variations such as poses, illumi-
nation conditions, and expressions.
4. Conclusions
In this paper, a robust and efficient method for the auto-
matic construction of PSMs from erroneous initializations
has been proposed. We show that, it is possible to use an
orthonormal statistical prior of facial images to perform ro-
bust image congealing. This statistical prior prevents the
unnatural deformations. We demonstrated that, the pro-
posed method outperforms the state-of-the-art methods both
in terms of computational efficiency and alignment accu-
racy. Furthermore, the potential of the method in automat-
ically building a robust PSM which can be used for facial
features tracking under unconstrained conditions, has been
revealed.
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