The Cramer-Rao (CR) bound on estimator covariance is an important tool for predicting fundamental limits on best achievable parameter estimation performance. For a vector parameter 8 E 8 c R", an observation Y, and probability density function In this correspondence we give an iterative algorithm for computing columns of the CR bound which requires only O(pn2) floating point operations per iteration. This algorithm falls into the class of "splitting matrix iterations" [2] with the imposition of an additional requirement: the splitting matrix must be chosen to ensure that a valid lower bound results at each iteration of the algorithm. While a purely algebraic approach to specifying a suitable splitting matrix can also be adopted, here we exploit specific properties of Fisher information matrices arising from the statistical model. Specifically, we formulate the parameter estimation problem in a complete-data-incomplete-data setting and apply a version of the "data processing theorem" [31 for Fisher information matrices. This setting is similar to that which underlies the classical formulation of the maximum likelihood expectation maximization (ML-EM) parameter estimation algor $-.
In this correspondence we give an iterative algorithm for computing columns of the CR bound which requires only O(pn2) floating point operations per iteration. This algorithm falls into the class of "splitting matrix iterations" [2] with the imposition of an additional requirement: the splitting matrix must be chosen to ensure that a valid lower bound results at each iteration of the algorithm. While a purely algebraic approach to specifying a suitable splitting matrix can also be adopted, here we exploit specific properties of Fisher information matrices arising from the statistical model. Specifically, we formulate the parameter estimation problem in a complete-data-incomplete-data setting and apply a version of the "data processing theorem" [31 for Fisher information matrices. This setting is similar to that which underlies the classical formulation of the maximum likelihood expectation maximization (ML-EM) parameter estimation algor $-.
The ML-EM algorithm generates a sequence of estimates @ck)),
for 8 which successively increases the likelihood function and converges to the maximum likelihood estimator. In a similar manner, our algorithm generates a sequence of tighter and tighter lower bounds on estimator covariance which converges to the actual CR matrix bound. The algorithms given here converge monotonically with exponential rate, where the asymptotic speed of convergence increases as the spectral radius p(Z -Fi'F,) decreases. Here Z is the n X n identity matrix and Fx and Fy are the completeand incomplete-data Fisher information matrices, respectively. Thus when the complete data is only moderately more informative than the incomplete data, F y is close to Fx so that p(Z -F;'Fy) is close to 0 and the algorithm converges very quickly.
To implement the algorithm, one must 1) precompute the first p columns of F;', and 2) provide a subroutine that can multiply Fi'F, or F;'E,[V"Q(@;8)] by a column vector (see (18)). By appropriately ch-&sing the complete-data space, this precomputation can be quite simple, e.g., X can frequently be chosen to make F, sparse or even diagonal. If the complete-data space is chosen intelligently, only a few iterations may be required to produce a bound which closely approximates the CR bound. In this case the proposed algorithm gives an order of magnitude computational savings as compared to conventional exact methods of computing the CR bound. This allows one to examine small submatrices of the CR bound for estimation problems that would have been intractable by exact methods due to the large dimension of Fy.
The paper concludes with an implementation of the recursive algorithm for bounding the minimum achievable error of reconstruction for a small region of interest (ROI) in an image reconstruction problem arising in emission computed tomography. By using the complete data specified for the standard EM algorithm for PET reconstruction [4], [5], F, is shown to be diagonal and the implementation of the recursive CR bound algorithm is very simple. As in the ML-EM PET reconstruction algorithm, the rate of convergence of the iterative CR bound algorithm depends on the image intensity and F e tomographic system response matrix. Furthermore, due to the sparseness of the tomographic system response matrix, the computation of each column of the CR bound matrix recursion requires only 0018-9448/94$04.00 0 1994 IEEE O(n) memory storage as compared to O(n') for the general algorithm. 
CR BOUND AND ITERATIVE ALGORITHM

A. Background and General Assumptions
B. The CR Lower Bound
Let i = &Y) be an unbiased estimator of 3 E 0, and assume that the densities { f y ( y ; $) >B E are a regular family. Additionally assume that the Fisher infopation F , is positive definite.
Then the covariance matrix of 3 satisfies the matrix CR lower
We refer to the above as the unbiased CR bound.
Assume that among the n unknown quantities 3 = [e,,..., e,]', only a small number p c*: n of parameters 3' = [O1;-, Op]'are directly of interest, the remaining n -p parameters being considered "nuisance parameters." Partition the Fisher information matrix F y as cov, (4) 2 B ( 8 ) = FF'(8). where 8 is the n X p elementary matrix consisting of the first p columns of the n X n identity matrix, i.e., 8 = [_el;-., _ep], and E, is the jth unit column vector in R". Using a standard identity for the partitioned matrix inverse [2], the submatrix (5) can be expressed in terms of the partition elements (4) of FYI yielding the following equivalent form for the unbiased CR bound: covB (4') 2 8'F; '8, (6) By using the method of sequential partitioning [ll, the right-hand side of (6) could be computed with Oh3) floating point operations. Alternatively, the CR bound (5) is specified by the first p columns F;'8 of FTl. These p columns are given by the columns of the n x p matrix solution U to F,U = 0. The topmost p x p block 0 ' U of U is equal to the right-band side of the CR bound inequality (5). By using the Cholesly decomposition of Fy and Gaussian elimination [2], the solution U to FyU = &7 could be computed with (n3) floating point operations.
Even if the number p of parameters of interest is small, for large n the feasibility of directly computing the CR bound (5) is limited by the high number O(n3) of floating point operations. For example, in the case of image reconstruction for a moderate-sized 256 X 256 pixelated image, F y is 256' X 256' so that direct computation of the CR bound on estimation errors in a small region of the image requires on the order of 2566, or approximately floating point operations!
C. A Recursive CR Bound Algorithm
The basic idea of the algorithm is to replace the difficult inversion of Fy with an easily inverted matrix F . To simpllfy notation, we drop the dependence on 8. Let F be an n X n matrix. Assume that F y is positive definite and that F 2 Fy, i.e., F -Fy is nonnegative definite. It follows that F is positive definite, so let F112 be the positive definite matrix-square-rootfactor of F. Then,
Hence 0 I Z -F -1 / 2 F y F -1 / 2 < Z, so that all of the eigenvalues of Z -F-l/'FyF-l/' are nonnegative and strictly less than 1.
Since Z -F -1 / 2 F y F -1 / 2 is similar to Z -F-'Fy, it follows that the eigenvalues of Z -F-'Fy lie in 
This infinite series expression for the unbiased n X n CR bound B is the basis for the matrix recursion given in the following theorem. Theorem 1: Assume that Fy is positive definite and F 2 Fy. When initialized with the n X n matrix of zeros B(O) = 0, the 
Since the eigenvalues of Z -F ' F , are in [O, 11, this establishes that B(k+') -+ F;' as k + Q) with root convergence factor 
where A = Z -F-'F, has eigenvalues in [0,1) and 9 -l = F - ' 8 is the n X p matfix consisting of the first p columns of F-'. Furthermore, the convergence is monotone in the sense that 8%(k) 5 8p(k+') 5 ETF;'€?, for k = 0,1,2, Given F-' and A the n X n times n X p matrix multiplication A . P(k) requires only O(pn2) floating point operations.
D. Dkcusswn
of Theorem 1 and Corollary 1.
.
We make the following comments on the recursive algorithms 1) In order that the algorithm (10) for computing columns of F; ' have significant computational advantages relative to the direct sequential partitioning and Cholesky-based methods discussed in Section ILB, the precomputation of the matrix inverse F-' must be simple, and the iterations must converge reasonably quickly. By choosing an F that is sparse or diagonal, the computation of F-' requires only a n 2 ) floating point operations. If in addition F can be chosen such that p(Z -F-'Fy) is small, then the algorithm (10) will converge to within a small fraction of the corresponding d u m n of F;' with only a few iterations and thus will be an order of magnitude less costly than direct methods requiring Oh3) operations. Once this decomposition is found, the algorithm below produces a sequence of vectors gck) which converges to the solution g = C-'c as k
Identifying C as the incomplete-data Fisher information 1 1 1 -1 1 1 5 8) of the M E , so that in practice such an approach may fail to produce a convergent algorithm.
-U ( k + 1) = F-lNU(k) + F-IC. -
STATISTICAL CHOICE FOR SPLIT~JNG MATRIX
The matrix F must satisfy F 2 F y and must also be easily invertible. For an arbitrary matrix F, verifying that F 2 F y could be quite difficult. In this section we present a statistical approach to choosing the matrix F; F is chosen to be the Fisher information matrix of the complete data that is intrinsic to a related EM parameter estimation algorithm. This approach guarantees that F 2 F y due to the Fisher information version of the data processing inequality.
A. Incomplete-Data Formulation
Many estimation problems can be conveniently formulated as an incomplete-complete-data problem. The setup is the following. Imagine that there exists a different set of measurements X taking values in a set 2 whose probability density f,(x;f) is also a function of 3. Further assume that this hypothetical set of measurements X is larger and more informative as compared to Y in the sense that the conditional distribution of Y given X is functionally independent of 9. X and %" are called the complete data and complete-data space, while Y and are called the incomplete data and incomplete-data space, respectively. This definition of incomplete-complete data is equivalent to defining Y as the output of a gindependent possibly noisy channel having input X. Note that our definition contains as a special case the standard definition [2] whereby X and Y must be related via a deterministic functional transformation Y = h(X), where h: Z + is many-to-one.
1) The EMAlgorithm
For an initial poini e(' ), the EM algorithm produces a sequence of estimateAS @(k)E, ' by alternating between computing an estimate Q(g; of the complete-data log-likelihood function f,(x;g), call%d the expectation (E) step, and fmding the maximum of Q(g; 
2) A Data Processing Theorem
Assume that a complete-data set X has been specified. For regular probability densities fx(x; e), fv(y; e), fxly(xly; e), we In fxly(X(Y; e)], respectively. The following gives a d&omposition for Fy($) in terms of Fx(j) and Lemma 1: Let X and Y be random variables which have a joint probability density f,, y ( x , y ; 3) relative to some product measure px X py. Assume that X is more informative than Y in the sense that the conditional distribution of Y given X is functionally independent of 3. Assume also that {fx(x; e)}, E e is a regular family of densities with mixed parlials ( d 2 / e , i 3 , ) f x ( x ; j ) which are continuous in e and absolutely integrable in x. Then { f y ( x ; # ) b E e is a regular family of densities with continuous and absolutely integrable mixed partials, the above-defined Fisher information matrices F,(j ), F y ( j ) , and FxlY@) exist, are finite, and
F y @ ) -Fxly(). (13)
Proof of Lemma 1: Since X,Y has the density fx,y(x,y;j)
FXIY(!).
with respect to the measure px X p y , there exist versions fylx(y(x; j) and fxly(xly;e) of the conditional densities. Furthermore, by assumption, fylx(ylx; 9 ) = fYlx(ylx) does not depend on 8. 
whenever f,,,(x, y; e) > 0. From this relation it is seen that fxly(xly;e) inherits the regularity properties of the X and Y densities. Therefore, since the set {(x, y): fX,,(x, y; 8 ) > 0) has probability 1, we obtain from (15):
This establishes the lemma.
0
Since the Fisher information matrix Fxly is nonnegative definite, an important consequence of the decomposition of Lemma 1 is the matrix inequality
The inequality (16) is a Fisher matrix version of the "data processing theorem" of information theory [3], which asserts that any irreversible processing of data X entails a loss in information in the resulting data Y.
B, Remarks
1) The inequality (16) on Fx is precisely the condition required of the splitting matrix F by the recursive CR bound algorithm (10). Furthermore, in many applications of the EM algorithm, the complete-data space is chosen such that the dependence of X on e is "uncoupled," SO that F, is diagonal or very sparse. Since many of the problems in which F y is difficult to invert are problems for which the EM algorithm has been applied, the Fisher information F, of the corresponding complete-data space is thus a natural choice for F.
2) If the incomplete-data Fisher matrix Fy is available, the matrix A in the recursion (8) can be precomputed as
On the other hand, if the Fisher matrix F y is not available, the matrix A in the recursion (8) 3) The form p(Z -F-'F,) for the rate of convergence of the algorithms (8) and (10) implies that when F = F,, for rapid convergence the complete-data space 2 ' should be chosen such that X is not significantly more informative than Y relative to the parameter f . 4) The matrix recursion of Theorem 1 can be related to the following Frobenius normalization method for inverting a sparse matrix C:
(19) where a = l/llCllz is the inverse of the Frobenius norm of C. When initialized with Bco) = I , the above algorithm convlrges to C-' as k + m. For the case that C is the Fisher matrix Fy, the matrix recursion (19) can be interpreted as a special case of the algorithm of Theorem 1 for a particular choice of complete data X. Specifically, let the complete data be defined as the concatenation X = where. diag, (U,,) denotes a diagonal n X n matrix with u b )~ indexed successively along the diagonal. Using the results (24) and (23) above, we obtain
0018-9448/94$04.00 0 1994 IEEE In many SPECT and PET tomographic geometries, the m X n (m 2 n) system response (($,,) ) is a sparse matrix, i.e., its number of nonzero elements is only O(n) as compared to O(n2) for the nonsparse case. Note, however, that even when the system response matrix is sparse, the matrix A (25) is not generally sparse, and it would appear that the recursive algorithm (IO) of Carollary 1 requires O(n2) memory storage to store the n X n matrix A. In the present case, however, we only require O(n) memory storage since it is seen that, using (25) in (lo), the recursion collapses into a set of p vector recursions which only require storing the n parameters of the vector 3, the np entries of B(k), and the O(n) nonzero entries of the sparse matrix ((P,,,) ). Because of this feature, we have been able to implement this recursive CR bound on relatively large image reconstruction problems [13].
The rate of convergence of the recursive CR bound algorithm is determined by the maximum eigenvalue p ( A ) of A specified by (25). For a fixed system matrix ((P,,,) ), the magnitude of this eigenvalue will depend on the image intensity 3. Assume for simplicity that with probability 1 any emitted gamma ray is detected at some detector, i.e., ZY=', Pdlb = 1 for all b. Since trace (& = where are the eigenvalues of A, using (25) it is seen that the maximum eigenvalue p ( A ) must satisfy n .. . where equality OCCUTS if P,li is independent of i. On the other hand, as the intensity 3 concentrates an increasing proportion 1 -E of its mass on a single pixel k,, e.g., we obtain ( l / n ) trace (A) = 1 -l/n + O( €1. Thus for this case we have, from (26), 1 -l/n + O ( E ) I p ( A ) < 1. Since the number of pixels n is typically very large, this implies that the asymptotic convergence rate of the recursive algorithm will suffer for image intensities which approach that of an ideal point source, at least for this particular choice of splitting matrix F,.
V. CONCLUSION AND FUTURE WORK
We have given a recursive algorithm which can be used to compute submatrices of the CR lower bound F;' on unbiased multidimensional parameter estimation error covariance. The algorithm successively approximates the inverse Fisher information matrix F; l via a monotonically convergent splitting matrix iteration. We have also given a statistical methodology for selecting an appropriate splitting matrix F which involves application of a data processing theorem to a complete-data-incompletedata formulation of the estimation problem. We are developing analogous recursive algorithms to compute matrix CR-type bounds for constrained and biased estimation, such as those developed in 1141, [151.
