Abstract
Introduction
In shared-memory multiprocessors, multiple processes running concurrently on different processors cooperate with each other via shared data structures (e.g., queues, stacks, counters, heaps, trees). Atomicity of these shared data structures has traditionally been ensured through the use of locks. To perform an operation, a process obtains the lock, updates the data structure, and then releases the lock. Lock-based implementations, however, have several shortcomings: they impose waiting, limit parallelism, suffer from convoying, priority inversion and deadlocks, and are not fault-tolerant. Lock-free implementations, classified as wait-free and nonblocking, were proposed to overcome these drawbacks [8, 15, 18] . A wait-free implementation of a shared object O guarantees that every process p completes its operation on O in a bounded number of its steps, regardless of whether other processes are slow, fast or have crashed. A nonblocking implementation extends a weaker * This work is partially supported by the NSF Award EIA-9802068.
guarantee that some operation (not necessarily p's) completes in a bounded number of p's steps.
It is a well understood fact that whether lock-free data structures can be efficiently designed depends crucially on what synchronization instructions are supported by the hardware. After more than two decades of experience with different instructions (including test&set, swap, and fetch&add), there is growing consensus among architects and system designers on the desirability of a pair of instructions known as Load-Link (LL) and Store-Conditional (SC). The LL and SC instructions act like read and conditionalwrite, respectively. More specifically, the LL instruction by process p returns the value of the memory word, and the SC(v) instruction by p writes v if and only if no process updated the memory word since p's latest LL. (A more precise formulation of these instructions is presented in Figure 1 .) These instructions are highly flexible: any read-modify-write operation can be implemented by a short three instruction sequence consisting of an LL, manipulation of local processor register, and an SC. For instance, to fetch&increment a memory word X, a process performs LL to read the value of X into a local register, increments that register, and then performs SC to write the register's value to X. In the scenario that SC fails (because of interference from a successful SC by another process), p will simply reexecute the instruction sequence.
Despite the desirability of LL/SC, no processor supports these instructions in hardware because it is impractical to maintain (in hardware) the state information needed to determine the success or failure of each process' SC operation on each word of memory. Consequently, modern processors support only close approximations to LL/SC, namely, either compare&swap, also known as CAS (e.g., UltraSPARC [10] , Itanium [5] ) or restricted versions of LL/SC, known as RLL/RSC (e.g., POWER4 [7] , MIPS [20] , Alpha [19] processors). Since CAS suffers from the well-known ABA problem [3] and RLL/RSC impose severe restrictions on their use 1 [17] , it is difficult to design algorithms based on
• LL(p, O) returns O's value.
• SC(p, O, v) either "succeeds" or "fails". In the following we explain (i) what it means for SC to succeed or fail, and (ii) the rule for determining the SC's success or failure. [1, 2, 6, 11, 14, 16, 17] . Most of this research is focused on implementing small LL/SC objects, i.e., LL/SC objects whose value fits in a single machine word (which is 64-bits in the case of most machines) [2, 6, 11, 14, 16, 17] . However, many existing applications [1, 4, 12, 13] need large LL/SC objects, i.e., LL/SC objects whose value does not fit in a single machine word. To address this need, Anderson and Moir [1] designed an algorithm that implements a multi-word LL/SC object from word-sized LL/SC objects and atomic registers. Their algorithm is wait-free and implements a W -word LL/SC object O, shared by N processes, with the following time and space complexity. A process completes an LL or SC operation on O in O(W ) hardware instructions (thus, the algorithm is clearly time optimal). The space complexity of the algorithm is O(N 2 W ) (i.e., the algorithm needs O(N 2 W ) hardware words to implement O). 2 In this paper, we use novel buffer management ideas to design a wait-free algorithm that cuts down the space complexity by a factor of N to O(N W ), while still being time optimal. Our main access any shared variable between its LL and the subsequent SC. 2 More efficient algorithms were also given by Anderson and Moir [1] and Moir [17] , but these algorithms implement weaker objects, known in the literature as WLL/SC objects. Unlike LL, the WLL operation sometimes fails to return the object's value, rendering WLL/SC objects not useful for many applications [4, 12, 13] . This paper is concerned only with multi-word LL/SC objects, and not with WLL/SC objects.
result is summarized as follows:
Statement of the main result: Consider the problem of implementing a linearizable 3 [9] W -word LL/SC object O, shared by N processes, from word-sized LL/SC objects and word-sized registers supporting read and write operations. We design a wait-free algorithm that guarantees that each process completes an LL or SC operation on O in O(W ) machine instructions. The algorithm's space complexity is O(N W ).
We believe that this result is important for two reasons. First, it introduces novel buffer management ideas that significantly reduce the number of buffer replicas while still preventing race conditions. Second, many existing algorithms employ W -word LL/SC object as the underlying primitive (examples include the recent snapshot algorithms [12, 13] , universal constructions [1] , and the construction of closed objects [4] ). By the result of this paper, the space complexity of all of these algorithms comes down by a factor of N . Figure 2 presents an algorithm for implementing a Wword LL/SC/VL object O. In the rest of this section, we describe informally how the algorithm works.
Implementing the W -word LL/SC Object

The variables used
We begin by describing the variables used in the algorithm. BUF[0 . . 3N − 1] is an array of 3N W-word safe buffers. Of these, 2N buffers hold the 2N most recent values of O and the remaining N buffers are "owned" by processes, one buffer by each process. Process p's local variable, mybuf p , is the index of the buffer currently owned by p. X is the tag associated with the current value of O and consists of two fields: the index of the buffer that holds O's current value and the sequence number associated with O's current value. The sequence number increases by 1 (modulo 2N ) with each successful SC on O. The buffer holding O's current value is not reused until 2N more successful SC's are performed. Thus, at any point, the 2N most recent values of O are available and may be accessed as follows. If the current sequence number is k, the sequence numbers of the 2N most recent successful SC's (in the order of their recentness) are k, k−1, . . . , 0, 2N −1, 2N −2, . . . , k+1; and Bank[j] is the index of the buffer that holds the value written to O by the most recent successful SC with sequence number j. Finally, it turns out that a process p might need the help of other processes in completing its LL operation 
copy 
The helping mechanism
The crux of our algorithm lies in its helping mechanism by which SC operations help LL operations. Specifically, a process p begins its LL operation by announcing its operation to other processes. It then attempts to read the buffer containing O's current value. This reading has two possible outcomes: either p correctly obtains the value in the buffer or p obtains an inconsistent value because the buffer is overwritten while p reads it. In the latter case, the key property of our algorithm is that p is helped (and informed that it is helped) before the completion of its reading of the buffer. Thus, in either case, p has a valid value: either p reads a valid value in the buffer (former case) or it is handed a valid value by a helper process (latter case). The implementation of such a helping scheme is sketched in the following paragraph.
Consider any process p that performs an LL operation on O and obtains a value V associated with sequence number s (i.e., the latest SC before p's LL wrote V in O and had the sequence number s). Following its LL, suppose that p invokes an SC operation. Before attempting to make this SC operation (of sequence number (s + 1) mod 2N ) succeed, our algorithm requires p to check if the process s mod N has an ongoing LL operation that requires help (thus, the decision of which process to help is based on sequence number). If so, p hands over the buffer it owns containing the value V to the process s mod N . If several processes try to help, only one will succeed. Thus, the process numbered s mod N is helped (if necessary) every time the sequence number changes from s to (s+1) mod 2N . Since sequence number increases by 1 with each successful SC, it follows that every process is examined twice for possible help in a span of 2N successful SC operations. Recall further the earlier stated property that the buffer holding O's current value is not reused until 2N more successful SC's are performed. As a consequence of the above facts, if a process p begins reading the buffer that holds O's current value and the buffer happens to be reused while p still reads it (because 2N successful SC's have since taken place), some process is sure to have helped p by handing it a valid value of O.
The role of Help[p]
The variable Help[p] plays an important role in the helping scheme. It has two fields, a binary value (that indicates if p needs help) and a buffer index. When p initiates an LL operation, it seeks the help of other processes by writing (1, b), where b is the index of the buffer that p owns (see Line 1) . If a process q helps p, it does so handing over its buffer-say, c-containing a valid value of O to p by writing (0, c). (This writing is performed with a SC operation to ensure that at most one process succeeds in helping p.) Once q writes (0, c) in Help[p], p and q exchange the ownership of their buffers: p becomes the owner of the buffer indexed by c and q becomes the owner of the buffer indexed by b.
The above ideas are implemented in our algorithm as follows. Before p returns from its LL operation, it withdraws its request for help by executing the code at Lines 8-10. 
Two obligations of LL
In any implementation, there are two conditions that an LL operation must satisfy to ensure correctness. Our code will be easy to follow if these conditions are first understood, so we explain them below.
Consider an execution of the LL procedure by a process p. Suppose that V is the value of O when p invokes the LL procedure and suppose that k successful SC's take effect during the execution of this procedure, changing O's
., V k would be a valid value for p's LL procedure to return. However, there is a significant difference between returning V k (the current value) versus returning an older (but valid) value from V, V 1 , .., V k−1 : assuming that other processes do not perform successful SC's after p's LL and before p's subsequent SC, the specification of LL/SC operations requires p's subsequent SC to succeed in the former case and fail in the latter case. Thus, p's LL procedure, besides returning a valid value, may have the additional obligation of ensuring the success or failure of p's subsequent SC (or VL) based on whether or not its return value is current.
In our algorithm, the SC procedure (Lines 12-22) includes exactly one SC operation on the variable X (Line 19) and the former succeeds if and only if the latter succeeds. Therefore, we can restate the two obligations on p's LL procedure as follows: (O1) It must return a valid value u, and (O2) If other processes do not perform successful SC's after p's LL, p's subsequent SC (or VL) on X must succeed if and only if the return value u is current.
Code for LL
A process p performs an LL operation on O by executing the procedure LL(p, O, retval), where retval is a pointer to a block of W -words in which to place the return value. First, p announces its operation to inform others that it needs their help (Line 1). It then attempts to obtain the current value of O (Lines 2-4), by performing the following steps. First, p reads X (Line 2) to determine the buffer holding O's current value, and then reads that buffer (Line 3). While p reads the buffer on Line 3, the value of O might change because of successful SC's by other processes. Specifically, there are three possibilities for what happens while p executes Line 3: (i) no successful SC is performed by any process, (ii) fewer than 2N − 1 successful SC's are performed, or (iii) at least 2N successful SC's are performed. In the first case, it is obvious that p reads a valid value on Line 3. Interestingly, in the second case too, the value read on Line 3 is a valid value. This is because, as remarked earlier, our algorithm does not reuse a buffer until 2N more successful SC's have taken place. In the third case, p cannot rely on the value read on Line 3. However, by the helping mechanism described earlier, a helper process would have made available a valid value in a buffer and written the index of that buffer in Help [p] . Thus, in each of the three cases, p has access to a valid value. Further, as we now explain, p can also determine which of the three cases actually holds. To do this, p reads Help[p] to check if it has been helped (Line 4). If it has not been helped yet, Case (i) or (ii) must hold, which implies that retval has a valid value of O. Hence, returning this value meets obligation O1. It meets obligation O2 as well because the value in retval is the current value of O at the time when p read X (Line 2); hence, p's subsequent SC (or VL) on X will succeed if and only if X does not change, i.e., if and only if the value in retval is still current. So, p returns from the LL operation after withdrawing its request for help (Lines 8-10) and storing the return value into p's own buffer (Line 11) (p will use this buffer in the subsequent SC operation to help another process complete its LL operation, if necessary).
If upon reading Help[p] (Line 4), p finds out that it has been helped, p knows that Case (iii) holds and a helper process must have already written in Help[p] the index of a buffer containing a valid value u of O. However, p is unsure whether this valid value u is current or old. If u is current, it is incorrect to return u: the return of u will fail to meet obligation O2. This is because p's subsequent SC on X will fail, contrary to O2 (it will fail because X has changed since p read it at Line 2). For this reason, although p has access to a valid value handed to it by the helper, it does not return it. Instead, p attempts once more to obtain the current value of O (Lines 5-7). To do this, p again reads X (Line 5) to determine the buffer holding O's current value, and then reads that buffer (Line 6). Next, p validates X (Line 7). If this validation succeeds, it is clear that retval has a valid value and, by returning this value, the LL operation meets both its obligations (O1 and O2) .
Code for SC
A process p performs an SC operation on O by executing the procedure SC(p, O, v), where v is the pointer to a block of W -words which contain the value to write to O if SC succeeds. On the assumption that X hasn't changed since p read it in its latest LL, i.e., X still contains the buffer index bindex and the sequence number s associated with the latest successful SC, p reads the buffer index b in Bank Next, p tries to determine whether some process needs help with its LL operation. Since p's SC is attempting to change the sequence number from s to s + 1, the process to help is q = s mod N . So, p reads Help[q] to check whether q needs help (Line 14). If it does, p first validates X (Line 15) to make sure that X still contains the buffer index bindex and the sequence number s. If this validation fails, it means that the values that p read from X have become stale, and hence p abandons the helping. (Notice that, in this case, p's SC operation also fails.) If the validation succeeds, p attempts to help q by handing it p's buffer which, by Line 11, contains a valid value of O (Line 15). If p succeeds in helping q, p gives up its buffer to q and assumes ownership of q's buffer (Line 16). (Notice that p's SC on Line 15 fails if and only if, while p executed Lines 14-15, either another process already helped q or q withdrew its request for help.)
Next, p copies the value v to its buffer (Line 17). Then, p reads the index e of the buffer that holds O's old value associated with the next sequence number, namely, (s + 1) mod 2N (Line 18). Finally, p attempts its SC operation (Line 19) by trying to write in X the index of its buffer and the next sequence number s . This SC will succeed if and only if no successful SC was performed since p's latest LL. Accordingly, the procedure returns true if and only if the SC on Line 19 succeeds (Lines 21-22 ). In the event that SC is successful, p gives up ownership of its buffer, which now holds O's current value, and becomes the owner of BUF[e], the buffer holding O's old value with sequence number s , which can now be safely reused (Line 20).
The procedure VL is self-explanatory (Line 23). Based on the above discussion, we have:
Theorem 1 The N -process wait-free implementation in Figure 2 of a W -word LL/SC/VL variable O is linearizable. The time complexity of LL, SC and VL operations on O are O(W ), O(W ) and O(1), respectively. The implementation requires O(N W ) 64-bit safe registers and O(N )
64-bit LL/SC/VL/read objects.
Proof of the algorithm
Let E be any finite execution history of the algorithm in Figure 2 . Let OP be some LL operation, OP some SC operation, and OP some VL operation in E. Then, we define the linearization points (LPs) for OP, OP , and OP as follows. If the condition at Line 4 of OP fails (i.e., LL(Help[p]) ≡ (0, b)), LP(OP) is Line 2 of OP. If the condition at Line 7 fails (i.e., VL(X) returns true), LP(OP) is Line 5 of OP. If the condition at Line 7 succeeds, let p be the process executing OP. Then, we show that (1) there exists exactly one SC operation SC q on O that writes into Help[p] during OP, and (2) the VL operation on X at Line 14 of SC q is executed at some time t during OP; we then set LP(OP) to time t. We set LP(OP ) to Line 19 of OP , and LP(OP ) to Line 23 of OP . Figure 2 . Let SC i be the i th successful SC operation in E, and p i the process executing SC i .
Lemma 1 Let E be any finite execution history of the algorithm in
Then, at Line 19 of SC i , p i writes the value of the form
Proof. (By induction) For the base case (i.e., i = 0), the lemma holds trivially, since SC 0 is the "initializing" SC. The inductive hypothesis states that the lemma holds for i = k. We now show that the lemma holds for i = k + 1 as well. Let SC X k and SC X k+1 be, respectively, the (successful) SC on X at Line 19 of SC k , and the (successful) SC on X at Line 19 of SC k+1 . Let LL op be p k+1 's latest LL operation to precede SC k+1 , and LL X be p k+1 's latest LL on X during LL op . Since SC X k+1 succeeds, it means that LL X takes place after SC X k . Furthermore, since SC k+1 is the first successful SC after SC k , it means that X doesn't change between SC X k and LL X . Consequently, the value of X returned by LL X is of the form ( , k mod 2N ) . Hence, SC X k+1 writes into X the value of the form ( , (k + 1) mod 2N ). Figure 2 (t, t ) . Let q 1 (respectively, q 2 ) be the process executing SC 1 (respectively, SC 2 ). Let LL 1 (respectively, LL 2 ) be the latest LL operation on Help[p] by q 1 (respectively, q 2 ) to precede SC 1 (respectively, SC 2 ). Then, both LL 1 and LL 2 return a value of the form (1, ). Furthermore, LL 2 takes place after SC 1 , or else SC 2 would fail. Since Help[p] doesn't change between SC 1 and SC 2 , it means that LL 2 returns the value of the form (0, ), which is a contradiction.
Lemma 2 Let E be any finite execution history of the algorithm in
In the second case (where no writes on Help[p] take place during (t, t )), we examine two possibilities: either the LL operation at Line 8 of LL p returns a value of the form (1, ) or it doesn't. In the first case, since there are no writes into Help[p] during (t, t ), the SC at Line 9 of LL p must succeed, which is a contradiction to the fact that no writes into Help[p] take place during (t, t (I1) Let m p (t), for all p ∈ {0, 1, . . . , N − 1}, be defined as follows:
Let (a, k) be the value of X at time t (i.e., X t = (a, k)). Let b i (t), for all i ∈ {0, 1, . . . , 2N − 1}, be defined as follows: mod 2N ] is performed, and the value written by that write is b k−1 . Furthermore, no other location in Bank is written into during (t k−1 , t k ).
Proof. (By induction) For the base case for (I1), (i.e., t = 0), the invariant holds trivially. The base case for (I2) is more complicated, and is established and proved by the following claim.
Claim 1 Let t 2 be the time just before X is written to for the second time after time
Proof. Let t 1 be the first time after time 0 that X is written to. Then, during (0, t 1 ), invariant (I2) holds trivially. To show that the invariant holds during [t 1 , t 2 ], we assume that the initialization phase initializes Bank[0] (to 0) at time 0 and all other locations just before time 0. Then, it is clear from the algorithm that any process to execute Line 12 during (0, t 1 ) must (1) perform the LL on Bank[0], and (2) discover that Bank[0] already has value 0. Therefore, it follows that (1) no write into Bank[0] (except the initialization write) takes place during (0, t 1 ), and (2) no other location in Bank is written into during (0, t 1 ), which proves the claim.
The inductive hypothesis states that invariant (I1) holds at time t ≥ 0, and invariant (I2) at time t ≥ t 2 . Let t be the earliest time after t that some process, say p, makes a step. Then, we show that the invariants hold at time t as well. We first prove invariant (I2).
Notice that, if P C t (p) = 19, the invariant trivially holds. If P C t (p) = 19, we have two possibilities: either p's SC at time t succeeds or it fails. In the latter case, the invariant trivially holds. In the former case, p writes (b k+1 , (k + 1) mod 2N ) into X, for some value b k+1 (by Lemma 1). In the next five claims, we will show that during (t k , t ) (1) exactly one write into Bank[k mod 2N ] is performed, (2) the value written by that write is b k , and (3) no other location in Bank is written into.
Claim 2
If some process q writes into the Bank array during (t k , t ), then q performed its latest LL on X during (t k , t ).
Proof. Suppose not. Then, there exists some i ∈ {0, 1, . . . , 2N − 1} and some process q, such that q writes into Bank[i] during (t k , t ), yet it performed its latest LL on X prior to t k . Since q writes into the i th location in Bank, it means that (1) there exists a time t i+2mN < t k when the value (b i+2mN , i) is written into X, for some b i+2mN , (2) there exists a time t i+2mN +1 ∈ (t i+2mN , t k ) when the value (b i+2mN +1 , (i + 1) mod 2N ) is written into X, for some b i+2mN +1 , (3) t i+2mN +1 is the first time after t i+2mN that X changes, (4) q performed its latest LL on X during (t i+2mN , t i+2mN +1 ), (5) q's latest LL on X returned the value (b i+2mN , i), and (6) q performed its latest VL on X (Line 12) during (t i+2mN , t i+2mN +1 ) . By Claim 2, the latest LL operation on X by q 2 prior to SC q2 returns the value b k . Therefore, the first condition at Line 12 of SC q2 must fail. Hence, SC 2 is never executed, which is a contradiction.
Claim 5 During
Proof. Suppose not. Then, no write into Bank[k mod 2N ] is performed during (t k , t ). Let p k be the process that wrote (b k , k) into X at time t k . By inductive hypothesis for (I1), we know that at the time just before t k , the value of Bank[k mod 2N ] is different than the value of mybuf p k . Furthermore, just before t k , mybuf p k = b k . Therefore, at time t k , the value of Bank[k mod 2N ] is different than b k .
Let SC p be the SC operation on O during which p performs an SC on X at time t . Since p's SC on X succeeds, it means that (1) p's latest LL on X happens during (t k , t ) and Proof. Let (b, i) be the value that p reads from X at time t. Let SC q be the SC operation on O that wrote that value into X, and q the process that executed SC q . Let t < t be the time during SC q when q wrote (b, i) into X, and v the value that SC q writes in O. Then, by Lemma 3, BUF[b] will hold the value v until X changes at least 2N times after t . Since X doesn't change during (t , t), it means that BUF[b] will hold the value v until X changes at least 2N times after t. Since p's VL operation on X at Line 7 of LL p returns true at time t , it means that X doesn't change during (t, t ). Therefore, BUF[b] holds the value v at all times during (t, t ), and hence the value that p writes into retval at Line 6 of LL p is the value of O at time t. Figure 2 Proof. Let q be the process executing SC q . Let LL q be q's latest LL operation on O before SC q . Since the VL operation on X at Line 14 of SC q succeeds, it means that either the condition at Line 7 of LL q failed, or that Line 7 of LL q was never executed. In the first case, let t q be the time when q executes Line 5 of LL q . In the second case, let t q be the time when q executes Line 2 of LL q . In either case, by Lemmas 5 and 6, LL q returns the value of O at time t q . Let v be the value returned by LL q . Since the VL operation on X at Line 14 of SC q succeeds, it means that v is the value of O at time t as well.
Lemma 7 Let E be any finite execution history of the algorithm in
Let t q be the time just before q starts executing Line 11 of LL q . Let t q be the time when q executes the SC operation on Help[p] at Line 15 of SC q . Let b be the value of mybuf q at time t q . Notice that, by the algorithm, the only places where BUF[b] can be modified is either at Line 11 of some LL operation, or at Line 17 of some SC operation. By invariant (I1), we know that during (t q , t q ), no process r = q can be at Line 11 or 17 with mybuf r = b. Therefore, BUF[b] holds the value v at all times during (t q , t q ). Since mybuf q doesn't change during (t q , t q ) as well, it means that q writes (0, b) into Help[p] at time t q ∈ (t, t ). Since, by Lemma 2, no other process writes into Help[p] during (t, t ), it means that p reads b at Line 4 of LL p (at time t ). Let t be the time when p executes Line 7 of LL p . Then, by invariant (I1), we know that during (t q , t ) no process r can be at Line 11 or 17 with mybuf r = b. Therefore, BUF [b] holds the value v at all times during (t q , t ). So, at Line 6 of LL p , p writes into retval the value v, which is the value of O at time t .
Lemma 9
Let E be any finite execution history of the algorithm in Figure 2 . Let p be some process, and LL p some LL operation by p in E. Let LP(LL p ) be the linearization point for LL p . Then, LL p returns the value of O at LP(LL p ).
Proof. This lemma follows immediately from Lemmas 5, 6, and 8. Figure 2 . Let p be some process, and SC p some SC operation by p in E. Let LL p be the latest LL operation by p to precede SC p . Then, SC p succeeds if and only if there does not exist some other successful SC operation SC such that LP(SC ) ∈ (LP(LL p ), LP(SC p )).
Lemma 10 Let E be any finite execution history of the algorithm in
Proof. If SC p succeeds, then the SC operation on X at Line 19 of SC p succeeds. Then, LP(LL p ) is either at Line 2 of LL p or at Line 5 of LL p . In either case, X doesn't change during (LP(LL p ), LP(SC p )), and hence no other successful operation is linearized during (LP(LL p ), LP(SC p )).
If SC p fails, we examine three possibilities, based on where the LP(LL p ) is. If LP(LL p ) is at Line 2 or Line 5 of LL p , the fact that SC p fails means that X changes during (LP(LL p ), LP(SC p )). Hence, there exists a successful SC operation SC such that LP(SC ) ∈ (LP(LL p ), LP(SC p )). If LP(LL p ) is between Lines 2 and 4 of LL p (the third linearization case), then the VL operation on X at Line 7 of LL p failed, and hence X changes during (LP(LL p ), LP(SC p )). Hence, there exists a successful SC operation SC such that LP(SC ) ∈ (LP(LL p ), LP(SC p )).
The proof of the following lemma is identical to the proof of Lemma 10, and is therefore omitted. Proof. This theorem follows immediately from Lemmas 9, 10, and 11.
Lemma 11
