2 0 Cell fate choice and commitment of multipotent progenitor cells to a differentiated 2 1 lineage requires broad changes of their gene expression profile. However, how 2 2 progenitor cells overcome the stability of their robust gene expression configuration 2 3 (attractor) and exit their state remains elusive. Here we show that commitment of 2 4 blood progenitor cells to the erythroid or the myeloid lineage is preceded by the 2 5 destabilization of their high-dimensional attractor state and that cells undergo a 2 6 critical state transition. Single-cell resolution analysis of gene expression in 2 7 populations of differentiating cells affords a new quantitative index for predicting 2 8 critical transitions in a high-dimensional state space: decrease of correlation 2 9 between cells with concomitant increase of correlation between genes as cells 3 0 approach a tipping point. The detection of "rebellious cells" which enter the fate 3 1 opposite to the one intended corroborates the model of preceding destabilization of 3 2 the progenitor state. Thus, "early-warning signals" associated with critical 3 3 transitions can be detected in statistical ensembles of high-dimensional systems, 3 4 offering a formal tool for analyzing single-cell's molecular profiles that goes beyond 3 5 computational pattern recognition but is based on dynamical systems theory and 3 6
1C, legend) which shows the three attractor states as minima. Intriguingly, at d3 some cells consistently went in the "wrong" direction, opposite to weakening "attracting force" in the "flattening" basin of attraction prior to the bifurcation 1 7 8 [29, 30] . Second, a concomitant increase of gene-gene correlation R(gene i, gene j) 1 7 9 between all pairs of "gene vectors" that describe the gene expression values of each gene 1 8 0 across all the cells; this corresponds to the increase of long-range correlations of state 1 8 1 variables in time and/or space described in many phenomenological analyses of critical 1 8 2 state transitions [17] ( 9) ( 9) . The overall increase in the correlation between the gene 1 8 3 vectors arises because of the symmetry-breaking destabilization and is plausible from two 1 8 4 different perspectives: (i) as a consequence of the "range restriction effect" of correlation yields to non-symmetric, regulated change of gene expression [31, 32] or (ii) as a 1 8 7 consequence of the appearance of a saddle-node in the dynamical system description to the Sca1 surface marker expression (roughly partitioning the population into three 2 0 7 fractions, Sca1-high (H), Sca1-medium (M) and Sca1-low (L) -see Fig 1A) one can see that the decrease of correlation was not due to comparing cells across subpopulations in 2 0 9 bimodal populations ( Fig 1A) . The higher correlation among the cells within the extreme- towards baseline at d6. The heat-maps of the raw data ( Fig 2C) show that the increase of (blue) at d1, but more pronounced at d3. By contrast, genes were mostly uncorrelated in 2 2 1 the progenitor state, consistent with the dominance of random fluctuations around the 2 2 2 attractor state. Together, the cell-cell and gene-gene correlation gave rise to a temporal course of the index I C that sharply peaked at d3 after induction of either fate commitment, which To exclude that the gene-gene and cell-cell correlation behavior is an idiosyncrasy 2 3 0 linked to monitoring the exit from the progenitor attractor along the direction of Sca1 2 3 1 reduction, we also monitored and dissected differentiation along the axis of increase of 2 3 2 the differentiation marker CD11b, a reliable indicator of myeloid differentiation ( Fig 3A) . Following GM-CSF/IL-3 treatment, CD11b surface expression first increased and then 2 3 4 Sca1 decreased, from CD11b LOW /Sca1 HIGH to CD11b HIGH /Sca1 LOW . At d3, the time 2 3 5 around which maximal destabilization was expected, the entire cell population split into 2 3 6 three populations with respect to CD11b: Sca1 HIGH /CD11b LOW (termed α ),
Sca1 HIGH /CD11b HIGH (β) and unexpectedly, Sca1 LOW /CD11b VERY-LOW (γ) ( Fig 3A) . Single-cell transcript analysis suggests that the α -subpopulation corresponds to the However, addition of EPO to the culture medium rescued the γ cells ( Fig 3C) , and to a 2 4 8 lesser extent, the α but not the myeloid committed β cells.
4 9
This finding not only confirms that the rebellious γ cells have aberrantly moved 2 5 0 towards the erythroid lineage despite myeloid instruction but also corroborates the notion A dynamical signature of an approach to a critical transition that is often used in low 2 5 7 dimensional systems is the "slowing down" of the relaxation of a state variable back to 2 5 8 the original attractor state due to a reduced attracting force [15, 17, 18 ] after a small 2 5 9 perturbation or noise-driven excursion. Although critical slowing down is linked to the 2 6 0 flattening of the attractor and inherently associated with the increase in autocorrelation of 2 6 1 the fluctuation of the state variables, and thus, not actually an independent criterion, its 2 6 2 experimental assessment is distinct and often practical. Here critical slowing down was 2 6 3 exposed by measuring the relaxation of sorted "outlier" cells which were (transiently) in an extreme state with respect to the projection into just one dimension, that of Sca1. We 2 6 5 isolated the Sca1 LOW tail of populations that were either treated for 1 day with GM-2 6 6 8 CSF/IL-3 to destabilize the progenitor state, or in untreated populations. As previously 2 6 7
shown, the Sca1 LOW fraction re-establishes the parental distribution within 5-6 days [4].
6 8
By contrast, cells exposed to GM-CSF/IL-3 for just one day which does not yet cause 2 6 9 significant broadening of the distribution, required at least 9 days to reconstitute the 2 7 0 parental Sca1 expression distribution from the same tail fraction (Fig 4) . Finally, the repeated observation of "rebellious cells" is consistent with a 2 7 4 bifurcation at which two (or more) new attractors become accessible when the progenitor 2 7 5 attractor vanishes, representing the dichotomy between the two "sister" lineages [13, 33] . The destabilization of the progenitor state, unlike in canonical saddle-node bifurcations of 2 7 7 most studied critical transitions [15, 16, 17, 18] , opens up a choice of two attractors, and 2 7 8 despite an instructive bias towards either one imposed by the growth factors, this allows 2 7 9 cells to "spill" into the "wrong" attractor if molecular noise overcomes the instructive 2 8 0 bias toward the intended lineage. Thus, the existence of "rebellious cells" is also a 2 8 1 signature of a critical transition. To show that such binary behavior is not an artifact of projection in one state space Intriguingly, cells from the Sca1 HIGH subpopulation which appeared to have not 2 9 1 responded after 3d in EPO because Sca1 stayed high (fraction #3 or H-Sca1 in Fig 5A) 2 9 2 had a transcriptome that resembled that of the cells which had responded to GM-CSF/IL-2 9 3 3 treatment and had down-regulated Sca1 (fraction #8 or L-Sca1 in Fig 5A) . Conversely, 2 9 4 Sca1 HIGH cells that had apparently not responded yet at d3 to GM-CSF/IL-3 (fraction #9 2 9 5 in Fig 5A) displayed a more pronounced change of the transcriptome that was remarkably 2 9 6 similar to that of Sca1 LOW cells (fraction #2 that had responded to EPO). (For quantitative 2 9 7 analysis of transcriptome similarities see S2 Table) . In the combined treatment cells 2 9 8 exhibited a transcriptome behavior that was similar to that of the nominally myeloid fated Specifically, we suspect that the rebellious cells are cells that following the provided by the continuing presence of the same growth factor, as their disappearance in 3 1 8 the measurement in Fig. 1 implies. Thus instruction and selection synergize, in a two-3 1 9
step scheme, in that cells must be instructed and be selected for in order to adopt a 3 2 0 particular phenotype. This two-step process increases fidelity of fate determination in the Here we show that exit from the multipotent progenitor state and commitment to a schematically the model. In doing so we confirm that the two classical models of cell fate 3 2 8 control, instruction by extrinsic signals and selection of intrinsically predestined states 3 2 9 [19, 20, 21, 22, 23] , not only coexist but also complement each other within a formal The framework of a critical transition has been used to describe sudden qualitative 3 3 2 changes in a variety of complex systems in nature [15, 16, 17, 18] and entails the "early 3 3 3 warning signals" that herald the transition. We show here that early warning signs which 3 3 4 essentially manifest the distortion of the attractor landscape that is intrinsically linked to 3 3 5 most types of bifurcations ("tipping point") can also be defined and detected for high- To do so we introduce an index I C , which is formally derived from dynamical approach to a bifurcation. I C is particularly useful for single-cell resolution snapshots of to a large number of m genes), resulting in the data structure of a n x m matrix for each as in many studies of critical state transitions because much of the information is in the 3 5 0 high dimensionality (m) and in the statistical ensemble (n) and thus could be of practical Blood progenitor EML cells (ATCC CRL-11691) were cultured and maintained as 3 5 8 described previously [24] . Multipotent EML cell population was stimulated with either buffer were cytospun at 350 rpm for 5 minutes per slide and allowed to air dry for 10 3 6 4 minutes. Slides were subjected to five 1-second dips in methanol, followed by Wright- Giemsa staining solution (0.4% (w/v), Sigma). After a final rinse with water, slides were 3 6 6 allowed to air dry for 30 minutes. Colored phase contrast images were obtained using a 3 6 7
Zeiss Axiovert 200M microscope. control antibodies (BD Pharmingen #553988 for FITC and #553930 for PE isotype) were 3 7 7 used to establish the background signal caused by non-specific antibody binding. Propidium iodide (Roche #11348639001) staining was used to identify dead cells that 3 7 9
were removed from analyses. Flow cytometry analysis was performed on a BD Low, Mid and High on day 0, 1 and 6 or 4 regions on day 3 after differentiation initiation 3 8 5 ( Fig 1A) . Single cell sorting was conducted on a BD Biosciences FACSAria III in lysis were deposited at the center of the well and not at the wall, the position was checked on wall of the PCR well plate, we used low-binding PCR plates (Axygen, #6509). As control 3 9 9 sample, a small population of 100 cells were sorted into a single well for qPCR analysis. To test for contamination of sorted cells with mRNA from lysed dead cells, 5.5 μl liquid 4 0 1 from the FACS instrument was collected and analyzed. After sorting, the samples were 4 0 2 heated 75 ˚C for 10 min to accelerate the lysis process and samples were stored at -80 ˚C. control was also run on each plate to check for non-specific products and/or presence of 4 1 2 contaminants in the master mix. Following the amplification, the corresponding curves well. Target and master mix were combined, centrifuged, and the 384-well plate was 4 2 0 processed in the OpenArray AccuFill system (Applied Biosystems). During processing, We used off-the-shelf primers designed by Applied BioSystems (Life Technologies) for preparing the standard curves. The GAPDH assay was not pre-immobilized on 4 4 1
Single-cell gene-expression analysis using OpenArray qPCR
OpenArray plate but was independently tested on BioRad qPCR platform. Data were subsequently exported to Excel as csv files. All of Cq values are available in 4 4 9 S1 Table. Samples not expressing any gene were excluded from the analysis. Experimentally determined LODs were used as cutoff Cqs (S3 Table) . Each assay was 4 5 1 performed in triplicates, and the median of the triplicates was used for subsequent 4 5 2 analysis. After this pre-processing, Δ Cq was calculated as previously described [39] . Higher level of analysis such as correlation, clustering, and PCA was performed on log2- transfromed expression data. using FACSAria III. Fig 1A and B as a heatmap. Data represented the average of n = 2 independent biological replicates. FACS sorting of single cells at the indicated days for use in later analysis (Fig 2) . At d3, m=17 genes) cells were projected onto a dimension-reduced state space spanned by the 5 2 1 three first principal components (PC) following principal component analysis (PCA, see 5 2 2 S1 Appendix). Each sphere represents a cell, colored according to treatment: untreated 5 2 3 progenitors (grey); cells treated with EPO (red), cells treated with GM-CSF/IL-3 (blue); 5 2 4 and combined-treated cells (purple). (C) To calculate a quasi-potential landscape for the 5 2 5 three cell types, a Gaussian filter with s =2 was applied to PC1 and PC2 coordinates of 5 2 6 cells at d0 and d6 treated with EPO and GM-CSF/IL-3 leading to a smooth 2- landscape was visualized relative to a base level of 0 by -log(p +1). 
