Abstract-Communication complexity refers to the minimum rate of public communication required for generating a maximalrate secret key (SK) in the multiterminal source model of Csiszár and Narayan. Tyagi recently characterized this communication complexity for a two-terminal system. We extend the ideas in Tyagi's work to derive a lower bound on communication complexity in the general multiterminal setting. In the important special case of the complete graph pairwise independent network (PIN) model, our bound allows us to determine the exact linear communication complexity, i.e., the communication complexity when the communication and SK are restricted to be linear functions of the randomness available at the terminals.
common information [6] . We extend the main ideas of Tyagi's work to the general setting of m ≥ 2 terminals, and obtain a lower bound on the communication complexity of SK capacity. While we can show that our bound is always non-negative, evaluating the bound seems to be difficult even in well-studied special cases like the pairwise independent network (PIN) model of [3] .
In the PIN model, Nitinawarat and Narayan [3] have shown that a maximal-rate SK can be generated by a protocol in which the public communication and the SK generated are both linear functions of the observations of the terminals 2 . We can then define the linear communication complexity of achieving SK capacity as the minimum rate of communication required when the communication and the SK are restricted to be linear functions of the observations. An appropriately modified version of our lower bound applies in this linear setting. We are able to explicitly evaluate our bound in the particular case of the complete graph PIN model. The SKcapacity-achieving protocol in the proof of [3, Theorem 1] uses a linear communication that enables omniscience at all terminals; the rate of this communication is an upper bound on the linear communication complexity. For the complete graph PIN model on m ≥ 2 terminals, our lower bound meets this upper bound: the linear communication complexity in this case equals m(m − 2)/2. While this result only applies to a very special case, it is, to the best of our knowledge, the only exact communication complexity result known for m > 2 terminals.
The rest of the paper is structured as follows. Section II contains the required definitions and notation. Section III describes our lower bound on the communication complexity of achieving SK capacity. In Section IV, we adapt our bound to the linear setting and evaluate it for the complete graph PIN model. Proofs of some of the intermediate results have been omitted due to space constraints; complete proofs can be found in our full paper [7] .
II. PRELIMINARIES
Throughout, we use N to denote the set of positive integers. Consider a set of m terminals denoted by M = {1, 2, . . . , m}. Each terminal i ∈ M observes n i.i.d. repetitions of the random variable X i taking values in the finite set X i . The n i.i.d. copies of the random variable are denoted by X n i . For any subset A ⊆ M, X A and X n A denote the collections of random variables (X i : i ∈ A) and (X n i : i ∈ A), respectively. The terminals communicate through a noiseless public channel, any communication sent through which is accessible to all terminals and to potential eavesdroppers as well. An r-interactive communication is a communication f = (f 1 , f 2 , · · · , f r ) consisting of r transmissions. Any transmission sent by the ith terminal is a deterministic function of X n i and all the previous communication, i.e., if terminal i transmits f j , then f j is a function only of X n i and f 1 , . . . , f j−1 . We denote the random variable associated with f by F; the support of F is a finite set F. The rate of the communication F is defined as 1 n log|F|. Note that f, F and F implicitly depend on n. Definition 1. A common randomness (CR) obtained from an r-interactive communication F is a sequence of random variables J (n) , n ∈ N, which are functions of X n M , such that for any 0 < < 1 and for all sufficiently large n, there exist
Definition 2. A real number R ≥ 0 is an achievable SK rate if there exists a CR K (n) , n ∈ N, obtained from an r-interactive communication F satisfying, for any > 0 and for all sufficiently large n, I(K (n) ; F) ≤ and
The SK capacity is defined to be the supremum among all achievable rates. The CR K (n) is called a secret key (SK).
From now on, we will drop the superscript (n) from both J (n) and K (n) to keep the notation simple.
The SK capacity can be expressed as [1, Section V], [2] 
where B is the set of non-empty, proper subsets of M and λ = (λ B : B ∈ B) ∈ Λ iff λ B ≥ 0 for all B ∈ B and for all i ∈ M, B:i∈B λ B = 1. It is a fact that I(X M ) ≥ 0 [9, Proposition II]. From now on, we will denote the optimal λ ∈ Λ for the linear program in (1) by λ * . We are now in a position to make the notion of communication complexity rigorous. Definition 3. Let r ≥ m be fixed. A real number R ≥ 0 is said to be an achievable rate of r-interactive communication for maximal-rate SK if for all > 0 and for all sufficiently large n, there exist (i) an r-interactive communication F satisfying 1 n log|F| ≤ R + , and (ii) an SK K obtained from F such that
We denote the infimum among all such rates R by R r SK . The r ≥ m condition in the above definition requires a note of explanation. The proof of Theorem 1 in [1] shows that there exists an m-interactive communication F that enables omniscience at all terminals and from which a maximal-rate 3 Usually, an additional requirement that K (n) be almost uniformly distributed over its alphabet K (n) , i.e., H(K (n) ) ≥ log|K (n) |− , is also included in this definition. However, this can always be dropped without affecting SK capacity or communication rates -see e.g., [8, p. 3976 ].
SK can be obtained. Thus, for r ≥ m, we have R r SK < ∞. Another point to be noted is that R r SK is a non-increasing function of r, since any rate achievable with r transmissions is also achievable with r + 1 transmissions (by, say, keeping the last transmission silent). Hence, we can define
to be the communication complexity of generating a maximalrate SK.
Tyagi gave a characterization of R SK in the case of a twoterminal model [5, Theorem 3] . 4 The key to his characterization was the observation that conditioned on a maximal-rate SK K and the communication F from which K is extracted, the observations of the two terminals are "almost" independent:
Thus, the pair (K, F) is a Wyner common information [6] for the randomness at the terminals. Tyagi used the term "interactive common information" to denote any Wyner common information that consisted of a CR along with the communication achieving it. We now extend these definitions to the multiterminal setting.
We will need the following extension of the definition of I(X M ) in (1): for any random variable L, and any n ∈ N,
where
is the optimal λ ∈ Λ for the linear program in the definition of I(X M ) in (1). It follows from Proposition II in [9] 
where F is an r-interactive communication and J is a CR obtained from F.
Again, we shall drop the superscript (n) from L (n) for notational simplicity. Wyner common informations L do exist: for example, the identity map L = X n M is a CI W . To see that CI r s (J, F) also exist, observe that J = X n M and a communication F enabling omniscience constitute a CI W , and hence, a CI r . The proof of [1, Theorem 1] shows that there exists a communication of m transmissions that enables omniscience. It follows that a CI r exists for any r ≥ m.
We denote the infimum among all achievable CI W rates by CI W (X M ). For r ≥ m, we denote the infimum among all achievable CI r rates by CI r (X M ). 4 It should be clarified that Tyagi's characterization works only for "weak" SKs, which are defined as in our Definition 2, except that the condition I(K; F) ≤ is weakened to 1 n I(K; F) ≤ . Using our definitions, Tyagi's arguments would only yield a two-terminal analogue of our Theorem 2.
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The r ≥ m condition in the definition of CI r (X M ) above is there only to ensure that CI r (X M ) < ∞. For this, the existence of at least one CI r pair (J, F) is needed, and as observed after Definition 3, this is guaranteed when r ≥ m. The rate achieved by this guaranteed CI
is a non-increasing function of r. Hence, we can define CI(X M ) lim r→∞ CI r (X M ). The proposition below records the relationships between some of the information-theoretic quantities defined so far.
Proof: The first inequality is due to the fact that for any r ≥ m, there exists a CI r of rate H(X M ). The second inequality is trivial. The third follows from the fact that a CI r is a special type of CI W , so that CI r (X M ) ≥ CI W (X M ). For the last inequality, we start by observing that for any function L of X n M , we have
Now, if L is any CI W of rate R, then by Definitions 4 and 5, for every > 0, we have 
III. LOWER BOUND ON R SK
The goal of this section is to state and prove the main result of this paper, which partially extends Tyagi's two-terminal result [5, Theorem 3] to the multiterminal setting.
Theorem 2. For all r ≥ m, we have
Hence, by letting r → ∞,
By Proposition 1, the lower bounds above are non-negative. The ideas in our proof of Theorem 2 may be viewed as a natural extension of those in the proof of [5, Theorem 3] . We start with three preliminary lemmas, stated without proof. Proofs of the first two lemmas involve manipulations using standard information-theoretic identities and inequalities, and can be found in [7] ; the third lemma is a special case of [10, Lemma B.1] . In all that follows, λ * = (λ * B : B ∈ B) is any optimal λ ∈ Λ for the linear program in (1). Using these lemmas, we can give a proof of Theorem 2.
Proof of Theorem 2: The proof is done in two parts. In the first part, we prove that R 
where (5) follows from Lemma 4. Re-arranging, we get
the last inequality coming from Lemma 5. Finally, using 
where (6) follows from Lemmas 4 and 5, (7) follows from the fact that I(K; F) ≤ , while (8) is due to the fact that
is a CI r . We do not know if the lower bounds of Theorem 2 are in general tight, in the sense of there being matching upper bounds. For the special case of the two-terminal model, Theorem 3 of [5] shows that the bound on R SK is tight (albeit under a weaker notion of SK, as explained in Footnote 4). Another issue with our Theorem 2 is that the bounds are difficult to evaluate explicitly, as we do not have a computable characterization of CI r (X M ) or CI(X M ). However, in the next section, we show that a version of our bound can be computed exactly in the case of the complete graph PIN model, where it matches an upper bound known from [3] .
IV. THE LINEAR COMMUNICATION COMPLEXITY OF THE COMPLETE GRAPH PIN MODEL
Throughout this section, we focus solely on the PIN model of Nitinawarat and Narayan [3] , which we quickly review first. The model is defined on an underlying graph G = (V, E) with V = M, the set of m terminals of the model. For n ∈ N, define G (n) to be the multigraph (V, E (n) ), where E (n) is the multiset of edges formed by taking n copies of each edge of G. Associated with each edge e ∈ E (n) is a Bernoulli(1/2) random variable ξ e ; the ξ e s associated with distinct edges in E (n) are independent. With this, the random variables X n i , for i ∈ M, are defined as X n i = (ξ e : e ∈ E (n) and e is incident on i). When G = K m , the complete graph on m vertices, we have the complete graph PIN model.
The SK capacity, I(X M ), of a PIN model defined on a graph G is equal to the "spanning tree packing rate" of G [3, Theorem 5] . When G = K m , this can be computed to be m/2 [11] . It is known (see Footnote 2) that in the PIN model, a maximal-rate SK can be generated by a protocol in which the public communication F and the SK K are linear functions of X n M . Of course, to have linear functions, we must assume that all the underlying alphabets, X i , F etc., are linear spaces -indeed, we take them to be finite-dimensional vector spaces over the binary field F 2 . As shown in [3] , a maximalrate SK K (which may be taken to be a linear function of X n M ) can be obtained from an omniscience-enabling linear minteractive communication F of rate R CO H(X M )−I(X M ). The quantity R CO is the minimum rate of communication (not necessarily linear) that enables omniscience at all terminals.
It is natural to ask whether a lower rate of communication could suffice to achieve SK capacity within the PIN model, when the communication and the SK are restricted to be linear functions of X To answer this question, we need lower bounds on LR 
From this point on, we restrict our attention to the complete graph PIN model, where we are able to answer in the affirmative the question asked earlier of whether LR SK = R CO . For this model, we know that I(X M ) = m/2 [11] , and hence,
for all r ≥ m. The theorem below states that the inequalites in (11) are all equalities. whenever |B|= m − 1, andλ B = 0 otherwise, then it can be easily verified thatλ ∈ Λ, and moreover,
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Since we know that I(X M ) = m/2, we infer from (1) thatλ is an optimal λ ∈ Λ, i.e., λ * =λ. Hence, for the complete graph PIN model, (3) reduces to
The fact that L is a function of X n M allows us to further simplify (12) :
where we used H(X Observe that L(X n M ) can be viewed as the product Lξ over the binary field F 2 , where ξ is the random vector (ξ e : e ∈ E (n) ) and L is a (deterministic) matrix over F 2 with
columns. The columns of L are indexed by the set E (n) ; the indexing of the columns of L is in the same order as the indexing of the coordinates of ξ. For i ∈ M, let E i = {e ∈ E (n) : e is incident with i}. The lemma below allows us to express H(L) and H(L|X The lemma essentially follows from [12, Theorem 7.3] ; see [7] for details. Returning to (13), Lemma 7 shows that H(L) = rank(L), and H(L|X
e is not incident with i}. Thus, (13) becomes
As the final step in our processing of I(X n M |L), we derive a lower bound on the last term of (14). Let t = rank(L), and let T = {e 1 , e 2 , . . . , e t } ⊆ E (n) be a subset of the columns of L that form a basis for its column space. We then have The first equality in (15) is due to the fact that any edge e is incident on exactly two vertices, and hence, is not incident on exactly m − 2 vertices i ∈ M. Plugging (15) back into (14), we obtain
We are now in a position to compute LCI r (X M ) using ( We conclude the paper with a remark: the methods used to derive the bounds in Theorem 2 (and their analogues in the linear setting) can also be used to get bounds on the minimum rate of communication needed to generate maximalrate private keys (as defined in [1] ) and maximal-rate keys when some terminals are silent (as defined in [8] ).
