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1. INTRODUCTION 
In this paper, we shall consider the following nth-order ordinary dif- 
ferential equation 
xCn) =f( t, x(t)) 
together with the multipoint boundary conditions 
(1.1) 
x(4 = A I,;, x’(q) = A,.; )...) X’kQz,) = A,,, ,.i, l<i<r 
a, <a,< ... <a,, 0 <k;, i ki+r=n, t-32. 
(1.2) 
i= I 
In (l.l), x(t) stands for (x(t), x’(t) ,..., x’“‘(t)), 0 <q 6 Iz - 1; the functionfis 
assumed to be continuous on [a,, a,] x Ry+ ‘. 
It is very well recognised that quasilinearization is a fruitful practical 
method to construct the solution of nonlinear problems in an iterative way. 
Although the technique as originally developed by Bellman and Kalaba 
[7] was motivated by dynamic programming, it is not necessary to know 
or to employ dynamic programming to use quasilinear method. 
The applications of quasilinear method even for more general problems 
than ( 1.1 ), ( 1.2) abound in the literature, however, in general explicit a 
priori conditions for its convergence to the solution of the problem are not 
known. In Section 3, we provide upper estimates on the length of the inter- 
val (~,--a,) so that the sequence (x,,Jt)} generated from the quasilinear 
iterative scheme (3.5), (3.6) converges to the unique solution x*(t) of the 
boundary value problem (1.1 ), (1.2). In practical evaluation of this 
sequence only an approximate sequence {y,(r)} is constructed which 
depends on approximating f by some simpler function. In Section 4, to find 
yrn + 1(t) we approximate f by f, and obtain necessary and sufficient con- 
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ditions for the convergence of {y,,(t)} to the solution x*(t). Finally, we 
remark that merely the problem of existence and uniqueness of solutions of 
(l.l), (1.2) has attracted considerable attention in recent years and several 
necessary and sufficient conditions have been obtained in [ 1, 3,4, 6, S-11 
and references therein], whereas in [2] several practical aspects of Picard’s 
iterative method have been analyzed. 
2. PRELIMINARY RESULT 
LEMMA 2.1 [S]. Let x(t)E C’“‘[a,, a,] satisfying 
x(a;) = x’(q) = . . . = x’kJ’(a,) = 0, 1 di<r(>2) 
Ofk,, i k,+r=n. a,<a2< ... <a,, 
i=l 
Then, 
(2.1) 
Ix’@(t)1 6 Cn,km(a, - a,)“-.k, O<k<n--1 
where m = max,, <,<+ Ix@)(t)l, and 
1 (n-a- 1)” -2-m’ 
C%k=(n-k)! (n-k)npk 
c( k+l 
(a-k+1) ’ O<kbcr 
c k “,“‘“=(n-a)(n-u-k)!’ l<k<n-a-1 
M = min(k,, k2). 
The constants C,,k are the best possible if u = 0; and k = 0, CI = 0; for k # 0, 
sl # 0 it is an open problem. 
3. QUASILINEARIZATION 
DEFINITION 3.1. A function X(t) E C’“‘[a, , a,] is called an approximate 
solution of (l.l), (1.2) if there exist 6 and E nonnegative constants such that 
max I?(“)(t)-f(t, z(t))1 <S 
a,sr<a, (3.1) 
and 
max IP;Lr(t)--P;‘,(t)1 <EC,,JQ~-U,)“-‘, O<i<q (3.2) 0, < f < a, 
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where P, _ r(t) and P,, _ r(t) are the polynomials of degree (n - 1) satisfying 
(1.2) and 
P,-,(Uj)=i(Ui), PL_ ,(a,) = Tyu;) )...) 
P~k!-),(a.)=X’k’)(u.) I I , 16i6r 
respectively. 
Inequality (3.1) means that there exists a continuous function q(t) such 
that 
P’(t) =f(t 7 x(t)) + q(t) (3.3) 
where max,,.,.., Iv(t)1 <a. 
Thus the approximate solution x(t) can be expressed as 
where g(t, S) is the Green’s function for x (n) = 0 with boundary conditions 
(2.1). 
The quasilinear iterative scheme for the boundary value problem (1.1 ), 
(1.2) is defined as 
x:gt)=f(t,x,(t))+ f (Xg’+l(t)-Xg)(t)) 
,=O 
&Sk x,(t)) (3.5) 
m 
xm + I tail = A *,iY xin+ Itail = A2,i,..., 
XF! ,(a,) = A,, + l,iy 1 <i<r, m =O, l,... 
(3.6) 
where x0(t) E X(t). 
In what follows, we consider the Banach space B = @[a,, a,] and for 
all x(t)~B 
II-4 = oy, 
i 
Cn,O(& - a 1 Y  max Ixu)(t)l . 
. . cn, a,<r<a, I 
THEOREM 3.1. With respect to ( 1.1 ), ( 1.2) we assume that there exists an 
approximate solution X(t) and 
(i) the function f(t, uo,..., uq) is continuously differentiable with 
respect to all ui, 0 < i < q on [a,, a,] x D, where 
D = (u,, u1 ,..., u,): Iuj-x”‘(t)l <iv cnJ cn.O(ur _ (7, y” O Q 6 q ; 
(ii) there exist L,, O< i<q, nonnegative constants such that for all 
(6 uo, ul,..., u,J E [a,, a,1 x D, 
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(iii) 38< 1, where 
e = 1 LiCJU, - a,)“-- j; 
i=O 
(iv) N,=(l-38)~‘(~+6)C,,(a,-a,)“~N. 
Then, 
(1) the sequence (x,Jt)} g enerated by the process (3.5), (3.6) remains 
in s(X, N,)= {x(t)E B: Ilx-Xli QN,}; 
(2) the sequence (x,Jt)} converges to the unique solution x*(t) of the 
boundary value problem ( 1.1) ( 1.2); 
(3) a bound on the error is given by 
ll..,,-,.ll~(~)m(l-~)-‘,lx,-~~,l (3.7) 
qJ.-J( I-&$’ (1 - 0) ~ ‘(& + 6) Cn,Ju, - a,)“. (3.8) 
ProojI First, we shall show that the sequence {x,Jt)} remains in 
3(X, N,). We define an implicit operator T as follows: 
TX(t) = P, ,(t) + 1” cd& .y) [ f(s, x(s)) 
a, 
+ ;;” ( T”‘x(s) - x(‘)(s)) & .f(s, x(s))] ds (3.9) 
whose form is patterned on the integral equation representation of (3.5) 
(3.6). 
Since X(~)E s(X, N,), it is sufficient to show that if x(t)E S(X, N,) then 
Tx(t)ES(.f, N,). For this, if x(t)ES(X, N,) then it is easy to verify that 
x(t) ED. Further, from (3.4) and (3.9), we have 
-t-h x(s)) - a(s)] ds 
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and an application of Lemma 2.1 provides 
IT’k’X(t)-.f(kJ(t)l <&C,,k(ur-a,)“-k 
+ cn,k(Qr-4-k Jy’, I  f ( t ,  x(t)) - f ( t ,  jz(t))l 
r [  
+ i L,{IT(‘Jx(t)-x”‘(t)1 + Ix(i)(t)-i(‘J(t)l} +6 
i=O 1 
and hence, we get 
c,,, 1 T’k’X( t) - icky t)l 
C 
(~,-~Jka+~) Cn,o(Qr-QIY 
n,k 
+ f L,C,i(a,-u,)“-‘[I/Tx-xll +2 11x-XII]. 
I=0 
From the above inequality, we find 
I/TX-XII 6(c+h) Cn,O(ur-u,)n+e IITX-XII +2e Ilx-XII 
and hence, we obtain 
/ITx-XII <(l -O)-‘[(E+6) C,,(a,-a,)“+2ON,]. 
Thus, II TX - XII < N, follows from the definition of N,. 
Next, we shall show the convergence of the sequence {x,Jt)}. From 
(3.5), (3.6) we have 
X m+ l(f) - x,(t) = j(; g(c s) [fk x,(s)) -f(s, x,- 1(s)) 
ds (3.10) 
thus, from Lemma 2.1 and the fact that {x,Jt)} E S(X, N,), we get 
Ix:! l(t) - x2)(t)/ d Cn,k(ur -ul)n-k 
x .,msa 2 f Li Ix;‘(t) - XC’ l(t)l 
. . r 1 i=O 
+ f Li 1 (‘1 
i=O 
x,+ l(f) - m] 
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cn.0 Ix:! I(f) -xF(r)l 
C (ar-aJk n,k 
which also provides 
IIX m+1-X,lI 620 Ilx,--x,~,II +8 Ib,+1-x,/I 
or 
IIX m+l -x,/I G &j II-%--x,,1 111 
and by an easy induction we get 
Since, 30 < 1 inequality (3.11) implies that {x,Jt)} is a Cauchy sequence 
and hence converges to some x*(~)E 3(X, N,). This x*(t) is the unique 
solution of (1.1 ), (1.2) and can easily be verified. 
The error bound (3.7) follows from (3.11) and the triangular inequality 
I/x n*+p-XmlI G IIxm+,--x,+.~ 111 
+ lb m+p-I -X m+p-21/ + ... + IIXm+I -x,ll 
#J-‘+(&y+p-2+ . +(&)‘“I llx,-XII 
<(G)*(l-s)P’ ,1x,-Xl, 
and now taking p -+ cc. 
Next, from (3.4t(3.6), we have 
x,(t) - x0(t) = p,- I(l) - p,- ,(I) 
+ Or g(t, s) i (xyqs) -xp(s)) 1 L 0, i=O 
x &y-b, xo(s)) - v(s)] ds 
0 
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and as earlier, we find 
lIx,-x,ll~(1-8)-1(E+6)C,,~(ur-ua,)”. (3.12) 
Using (3.12) in (3.7) the inequality (3.8) follows. 
THEOREM 3.2. Let the conditions of Theorem 3.1 be satisfied. Further, let 
f(t, uo, u,,..., uy) be continuously twice differentiable with respect to all ui, 
06i<q, on [a,,a,lxD, and for all (t, uO, u1 ,..., U,)E [a,, a,] x 
Dm2P~; du,)f (t, UO, Ul,..., uy)l d L,L,K, 0 d i, j< q. Then, 
I/x m+1-Xmll Gu Il~,-~,,~,ll~~~~allx,-~oll~~m #. 
(3.13) 
where a = K6?‘/2( 1 - 0) Cn,O(ar - a ,)“. Thus, the convergence is quadratic if 
4K(~+6)(8/(1 -Q)‘< 1. 
ProoJ: From {x,Jt) 1 c S(X, N,) it follows that for all m, x,(t) ED. 
Further, since f is twice continuously differentiable, we have 
f (6 x,(t)) =f (t, xm- 1(t)) + f (x!?(t) 
i=O 
- x!i-I(t)) ,x;;l(t)f(t, x,-I(t)) 
+; ,i (X%~-XL(t))&j [ I 1 
2 
i=O 
xf(t, PO(t), p,(t),..., p,(t)) (3.14) 
where p,(t) lies in between xi- 1(t) and xE)( t), 0 < id q. 
Using (3.14) in (3 10) we’,‘,, . , 
xrn+ 1(t) - x,(t) = Ia’ s(t, $1 { f (x!A’+ I(S) 
ai i=O 
- xqs)) - m dXgs) f ( s> x,(s)) 
xf (ST p,(s), PI(~),..., p,(s)) ds. 
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Thus, Lemma 2.1 provides 
and hence 
/Ix m+l -%II G% lb,+1 -&II + 
K%2 
vz.o(~r - a1 1” 
II&l - x, .~ III * 
which is the same as the first part of the inequality (3.13). The second part 
of (3.13) follows by an easy induction. Finally, the last part is an 
application of (3.12). 
4. APPROXIMATE QUASILINEARIZATION 
In Theorem 3.1, the conclusion (3) ensures that the sequence {x,,Jt)} 
generated from (3.5), (3.6) converges linearly to the unique solution x*(t) 
of the boundary value problem (l.l), (1.2). Theorem 3.2 provides sufficient 
conditions for its quadratic convergence. However, in practical evaluation 
this sequence is approximated by the computed sequence, say, (y,(t)}, 
which satisfies the recurrence relation 
YE), l(l) =Lz(c Y,(f)) + 2 (Y!i’+ l(f) 
i=O 
a 
-y(‘)(t)) ay;)(t) m -fm(c Y,(f)) 
Ym+l(ai)=Al,iY Y~+I(a~)zA2,i~~~~~ 
Y !2+l(~i)=A,,+,,t, 1 <i<r, m = 0, l,... 
(4.1) 
(4.2) 
where y,(t) = x,(t) = X(t). 
With respect tofm, we shall assume the following condition: 
(Cl) fm(4 uo, Ul ,..., u4) is continuously differentiable with respect to 
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all ui, 0 <i< q, on [a,, a,] x D and for all (t, uo, u1 ,..., uq) E [a,, a,] x D, 
I (d/aUi)f,(t, UO, UI ,..., Uq)l < Li7 also 
If(t, uo, Ul,..., uq) -fm(t, uo, Ul>...> uq)l 
<a, If(t, uo, Ul >..‘> uq)l (4.3) 
where a,,,, m = 0, l,..., are nonnegative constants and a, Q A. 
The inequality (4.3) corresponds to the relative error in approximating 
the function f by f, for the (m + l)th iteration. 
THEOREM 4.1. With respect to (l.l), (1.2) we assume that there exists an 
approximate solution x(t) and the condition (C,) is satisfied. Further, we 
assume 
(i) conditions (i) and (ii) of Theorem 3.1; 
(ii) 8,=(3+4)8<1; 
(iii) N,=(l-~,))‘(E+S+AF)C,,,(U,-a,)“<N, where F= 
max rr,<,<u, If(c 3t))l. 
Then, 
(1) all the conclusions (l))(3) of Theorem 3.1 hold; 
(2) the sequence {y,(t)} obtained from (4.1), (4.2) remains in 
$6 N, 1; 
(3) the sequence { y,Jt)} converges to x*(t) the solution of (1.1) (1.2) 
if and only if lim, _ a, z, = 0, where 
(4) a bound on the error is given by 
IIx*-YY,+lll ~U-WW I/Ym+l -ymll +A .,nyL, If(c ym(t))l I. (4.4) . . , 
Proof Since 8, < 1 implies 30 < 1 and obviously N, < N,, the con- 
ditions of Theorem 3.1 are satisfied and part (1) follows. 
To prove (2) we note that X(t) E 3(X, Nd) and from (3.4) (4.1) (4.2) we 
have 
Y,(t)-x(r)=P,-,(I)-~,~,(t)+~~R(t,S) fO(S>YO(S)) 
a, F 
+ i (y?'(s) - yf' (s)) 
i=O 
&)fO(s~YO(~)) 
-f(s, YO(S))-v(s) ds 1 
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and Lemma 2.1 provides 
IlY,-~ll~~~+~+~~)~~,,~~,-~,)“+~IlY,-Y,ll 
and hence 
Ily,-xll~(1-8)-‘(E+S+dF)C,,~(a,-a,)”~N,. (4.5) 
Thus, y,(t)~s(X,N~). Next, we assume that y,(t)~s(X, Nd) and show 
that y,, I(t) E S(X, Nd). F rom (3.4), (4.1), (4.2), we have 
Ym+l(t)-3f)=P, I(t)-P,,~,(f)+la’g(t,s) fm(S,Y,(S)) 
01 [ 
+ i (Y!?, 1(s) -Y!m) &ps. Y,(S)) 
,=o m 
-l-b> ye(s)) - VW] ds 
and from Lemma 2.1, we get 
+ Cn,k(Qr - a, )” - k .,ya ,f L, Iv!?, l(l) -Y%t)l . , L i=O 
+ (1 + A) If(f, y,(t))-f(t, y,(t))1 + A If(t, yo(t))l 1 
and hence, we find 
IIY m+, -XII d (E + 6 + dF) Cn,o(ar - a,)” 
+ 0 IlY,+l -Ymll+(l+d)~ IIY,-Yoll 
G (E + b + dF) Cn,o(ur - a,)” 
+ G?+d)O IIYm-Yell +Q /IY,+,-yell. 
From the last inequality, we obtain 
IIY M+,-X~~~(1-e)-~[(E+S+dF)C~,o(u,-a,)”+(2+d)eN,] 
=N,. 
This completes the proof of part (2). 
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Next, from the definition of x, + i(t) and yrn + i(t), we have 
x,+lo-Y~+,(~)=P,-,(~)+~Ll’ g(k s)f(s,y,(s))ds-y,+,(t) 
a, 
f( $3 %7(s)) -m Y*(S)) 
327 
+tc 
i=O 
x!?, ,(s) - x!,W, -$&J-b, x,nW] ds 
m  
and hence as earlier, we find 
lb m+I-Ym+lII <z,+~ I/x,--Y,ll +o llXm+,-%A/. 
Using (3.11) in (4.6), we get 
lb WI+1 -Ym+Ill ~zm+~ II&n--Y,ll +o 
Since x0(t) = y,(t) = X(t), the above inequality provides 
lb m+l 
Using (4.7) in the triangle inequality, we obtain 
(4.6) 
(4.7) 
In (4.8), Theorem 3.1 ensures that lim, _ m I/x, + , - x* II = 0. Thus, from 
the Toeplitz lemma “for any 0 6 c( < 1, let s, = CT!“=, ampid,; m = 0, l,... 
then, lim, _ o. s, = 0 if and only if lim,, ~ d, = 0,” we find 
lim,+, I/Y~+~ -x*1/ =0 if and only if limm,,[z, + &20/(1- O))m 
/Ix1 - XII ] = 0, however, lim, _ ,(20/( 1 - O))m = 0, and hence if and only if 
lim,,,z,=O. 
To prove (4), we note that 
x*(f) -Ym+ 1= 
j [ 
yr g(4 $1 f(% x*(s)) -fmh Y,(S)) 
0, 
- ico (Y!?, 1(s) -Y!??(S)) &p Y,(S)) 
m 
+fb Y,(S)) -fb Y,(S)) ds 1 
409,QO7!1-22 
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and hence 
Ilx*-YY,+1 II 66 Ilx*-YY,ll +d I/Ym+, -Y,ll 
+ A u,yz’, If(t, ~,(f))l 
. . r 
620 IIY,,, -Ymll +A a,~?:0 V-(6 y,(t))l 
. . r 
+e Ib*-Yy,+1II 
which is the same as (4.4). 
THEOREM 4.2. Let the conditions of Theorem 4.1 be satisfied. Further, let 
f, = fO for all m = 1, 2 ,... and fo(t, u,,, u, ,..., 1.4~) be continuously twice dif- 
ferentiable with respect to all ui, 0 6 i< q, on [a,, a,] x D, and for all 
(t, uo, UJ ,..., U~)E [a,, a,] X D, I(a’/au, auj)fo(t, ~0, ul,..., u,)l6LiLjK,OGi, 
j < q. Then, 
Ed ~K(~c~+AF) 
i 
8 2 2m ( )I - l-8 (4.9) 
where CI is the same as in Theorem 3.2. 
Proof: As in the proof of Theorem 3.2, we have 
Ym+ 1(t) -Y,(t) = JUr s(t, s) { L+ (Y!??, 1(s) -Y!?(S)) &jfo(s, Y,(S)) 
(1, i=O 
x~[i~o(Y!:!Js)-Y~~~I(s))~]2 
I 
xfob, ho, P,(S),..., P,(S)) ds 
where pi(t) lies in between y:’ I(t) and y:)(t), 0 < id q. 
Thus, as earlier we get 
IIY ,+1-Ymll Gf3 IlYm+I -Y,ll+~~-~~~llY~-Ym--~112 
which is the same as the first part of (4.9). The last part of (4.9) follows 
from (4.5). 
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5. AN EXAMPLE 
Here, we shall consider the boundary value problem 
x” = Aeax, x(0) = x( 1) = 0, oA#O (5-I) 
for which the exact solutions and practical aspects of Picard’s and 
approximate Picard’ iteration method have been discussed in [Z]. We take 
.qt)=O, then E = 0, 6= l/II, D= {u,,: luol <N}, Lo= ILxA~“‘~, 
x,(t) = (A/2) t(t - 1) and 11x1 - xOI( = IA//S. Thus, the conditions of 
Theorem 3.1 are satisfied provided 
30=; ld’~‘N< 1 (5.2) 
N, = 1 -i Icdl elalN 
( ) 
-l I4 s<N. 
We note that both the conditions (5.2), (5.3) are satisfied if 
8~ Icdl < - 
1 + 3peP 
(5.3) 
(5.4) 
where p = Ial N. 
In inequality (5.4), the right side attends its maximum at p = 0.4589622... 
which is 1.550476.... Thus, we conclude that the quasilinear scheme (3.5), 
(3.6) for (5.1) converges to the solution provided, 
IdI < 1.550476.... (5.5) 
From this value of p, we find 
8 = 0.19780386 I&l (5.6) 
and hence, for ICG! = 1, inequality (3.7) provides 
Ilx, - x*1/ < (0.493I5586)“(1.972993118) 7. (5.7) 
Next, we shall apply Theorem 3.2, for this we note that 
K=(l/lAl)e- . “IN Hence, from the above obtained values 
is obvious. Thus, the convergence is indeed quadratic. 
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