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Abstract. Unified description on the long-time tail of velocity autocorrelation function (VACF) and the
algebraic decays of the equal-time spatial correlation functions for nearly elastic and uniformly sheared
granular liquids is developed based on the generalized fluctuating hydrodynamics. We predict that the
cross-over of the long-time tail of VACF from t−3/2 to t−5/2 with the time t regardless of the density. We
also demonstrate the existence of algebraic tails of the equal-time spatial density correlation function and
the equal-time spatial velocity correlation function which respectively satisfy r−11/3 and r−5/3 for large
distance r.
PACS. 61.20.Lc Time-dependent properties; relaxation – 05.20.Jj Statistical mechanics of classical fluid
– 45.70.-n Granular systems
1 Introduction
Many theoretical aspects of granular assemblies have been
described by gas kinetic theory such as Boltzmann-Enskog
equation [1,2] in which effect of correlations only appears
through the radial distribution function at contact. Based
on Chapman-Enskog method or Grad expansion, it is pos-
sible to determine the transport coefficients and to derive
hydrodynamic equations [3,4,5,6]. In spite of the success
of semi-quantitative description of granular assemblies by
the kinetic theory [7], recently we have recognized impor-
tant roles of long-time tails and long-range correlation
functions in granular liquids [8,9,10,11,12,13,14,15,16,
17,18] which cannot be described by Boltzmann-Enskog
theory.
In general, correlation effects are complicated, which
strongly depend on the boundary condition. However, we
can extract simple statistical properties of uniformly sheared
granular liquids which are much simpler than nonuniformly
sheared systems and independent of the boundary condi-
tion. Indeed, recent analysis on uniformly sheared granular
liquids with small inelasticity has revealed the existence
of long-range spatial correlation function, the suppress
of the long-time tail of velocity autocorrelation function,
the existence of generalized Green-Kubo formula, and the
integral fluctuation theorem [13,17,19]. This uniformly
sheared granular system can be achieved, at least, even for
boundary-driven dense flow of frictionless granular parti-
cles [20]. Moreover, we need to remove the boundary ef-
fects to extract the spatial correlation function of granu-
lar liquids which should be translational invariant. How-
ever, our previous analysis on the long-time tails assume
that granular gas is dilute, while experiments analyze the
dense flows. So far, the connection between the long-time
tails for velocity autocorrelation function and the equal-
time spatial correlation functions is not clear. Hence, we
demonstrate both the long-time tails and the long-range
correlation functions for uniformly sheared granular liq-
uids with small inelasicity can be derived by an unified
method based on the generalized fluctuating hydrodynam-
ics [21,22,23,24].
In this paper, thus, we theoretically investigate the
velocity autocorrelation function (VACF) and the equal-
time correlation functions based on the generalized fluctu-
ating hydrodynamics with a linear non-local but instante-
neous constitutive relation and fluctuation-dissipation re-
lation. As stressed in Refs. [13,17,25], the formulation can
be used for any sheared isothermal liquids besides granular
liquids. However, to clarify the argument, we only focus on
uniformly sheared granular liquids with small inelasticity.
In Sec. 2, we will summarize the outline of the general-
ized fluctuating hydrodynamics. In Sec. 3 we will analyze
the linearized generalized fluctuating hydrodynamics. In
Sec. 4, we will calculate the correlation functions and their
asymptotic forms in the long-time limit and the large dis-
tance limit. In Sec. 5 we will discuss and conclude our
results. In Appendices, we present some details of our cal-
culations.
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2 Generalized fluctuating hydrodynamics
The systems we consider are three-dimensional sheared
granular flows consisting of N identical smooth and in-
elastic hard spherical particles in the volume V , where
the mass and the diameter of each grain are respectively
given by m and σ. We should note that granular systems
often cause shear-bands near the boundary. Since we are
not interested in complicated behaviors under such shear
bands, we focus on the uniformly sheared granular liq-
uids characterized by α component of the velocity field
cα(r) = γ˙yδα,x with the shear rate γ˙. It is known that
such uniform flow can be realized if the system size is not
extremely large and granular assemblies are nearly elastic
under Lees-Edwards boundary condition. We also assume
that the particles collide instantaneously with each other
by a restitution constant e which is less than unity.
Let us consider the velocity autocorrelation function
in the three-dimensional sheared granular liquids, defined
by
CS,αα(t) ≡ 1
N
N∑
i
〈δvi,α(t)δvi,α(0)〉, (1)
where δvi(t) ≡ vi(t) − c(ri(t)) is the peculiar velocity of
the particle i. In addition, we also consider the equal-time
spatial correlation functions under the steady state
Cnn(r) ≡ 〈δn(r + r′, 0)δn(r′, 0)〉, (2)
Cpp(r) ≡ 〈δp(r + r′, 0) · δp(r′, 0)〉 (3)
for the fluctuations of the number density δn(r, t) ≡ n(r, t)−
n0 and the momentum density δp(r, t) ≡ m n(r, t)δu(r, t)
with the fluctuation of the velocity field u(r, t) given as
δu(r, t) = u(r, t)− c(r).
Introducing the Fourier transform of any function fˆ(q) =∫
drf(r)eiq·r, and following Ref. [26], we can rewrite CS,αα(t)
as
CS,αα(t) =
∫
dq
(2π)3
dq′
(2π)3
〈δuˆα(q, t)δuˆα(q′, 0)〉
〈Pˆ (q, t)Pˆ (q′, 0)〉, (4)
where Pˆ (q, t) is the Fourier transform of the the micro-
scopic concentration of the tagged particle i defined by
P (r, t) ≡ δ(ri(t)− r) (see Appendix A).
Similarly, the spatial correlations in Eqs. (2) and (3)
can be rewritten as
Cnn(r) =
∫
dq
(2π)3
dq′
(2π)3
〈δnˆ(q, 0)δnˆ(q′, 0)〉
e−iq·r−i(q+q
′)·r′ , (5)
Cpp(r) ≃ (m n0)2
∫
dq
(2π)3
dq′
(2π)3
〈δuˆ(q, 0) · δuˆ(q′, 0)〉
e−iq·r−i(q+q
′)·r′ , (6)
where we have used the Fourier transform of δn(r, t) and
δp(r, t), and δp(r, t) ≃ m n0δu(r, t).
Since we assume uniformly sheared case, the tempera-
ture T only appears through the time evolution equation
of the velocity fields u(r, t). Thus, the equations for the
generalized hydrodynamic equations are given by [21,22,
23,24,17]
∂tn+∇ · (nu) = 0, (7)
∂tuα+uα∇βuβ+ 1
m
∇αµ+ 1
mn
∇β(ΣDαβ +ΣRαβ) = 0, (8)
where n is the number density. Here, we have introduced
the generalized chemical potential or the effective pressure
µ = T
[
lnn−
∫
dr′C(r − r′, e, γ˙)δn(r′, t) + · · ·
]
, (9)
where C(r − r′, e, γ˙) is the direct correlation function,
which satisfies nC(k, e, γ˙) ≡ 1 − S(k, e, γ˙)−1 with the
structure factor S(k, e, γ˙). ΣDαβ(r, t) is the viscous stress
tensor given by
ΣDαβ(r, t) = −
∫
dr′ [η(r − r′, e)ǫ˙αβ(r′, t)
−{2η(r − r′, e)/3− ζ(r − r′, e)}ǫ˙γγ(r′, t)δαβ ] ,(10)
where ǫ˙αβ(r, t) ≡ {∇αuβ(r, t) +∇βuα(r, t)}/2. ΣRαβ(r, t)
is the random part of the stress tensor satisfying 〈ΣRαβ〉 =
0, and the fluctuation-dissipation relation (FDR)
〈ΣRαβ(r, t)ΣRγδ(r′, t′)〉 = 2Tδ(t− t′){η(r − r′, e)∆αβγδ
+ζ(r − r′, e)δαβδγδ} (11)
with ∆αβδγ ≡ δαγδβδ+ δαδδβγ−2δαβδγδ/3. Here, we have
used Einstein’s sum rule on the Greek subscript. The gen-
eralized shear viscosity η(r, e) and the generalized bulk
viscosity ζ(r, e) are represented by ν∗1 (k, e), ν
∗
2 (k, e) and
Enskog’s mean free time
tE ≡ 1
4πn0σ2g0(σ, e)
(mπ
T
)1/2
(12)
with the radial distribution function g0(σ, e) at contact as
ν∗1 (k, e) = (mn0σ
2t−1E )
−1(ζ(k, e)+4η(k, e)/3), and ν∗2 (k, e) =
(mn0σ
2t−1E )
−1η(k, e), where n0, η(k, e) and ζ(k, e) are re-
spectively the average number density, and Fourier trans-
forms of η(r, e) and ζ(r, e).
It is known that ν∗1 (k, e) and ν
∗
2 (k, e) are respectively
given by
ν∗1 (k, 1) = 2(1− j0(k) + 2j2(k))/(3k2), (13)
and
ν∗2 (k, 1) = 2(1− j0(k)− j2(k))/(3k2) (14)
for elastic hard spherical particles, where jl(k) with l = 0
or 2 is the l-th. order spherical Bessel function [21,22,
23,24,27,28]. Although we do not know how ν∗1 (k, e) and
ν∗2 (k, e) depend on e, the explicit e-dependences of ν
∗
1 (k, e)
and ν∗2 (k, e) are not important in this paper. Therefore,
we are keeping discussion without their explicit forms.
It should be noted that the equilibrium or the un-
sheared structure factor S0(k, e) ≡ S(k, e, γ˙ = 0) is given
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by an approximate expression of the pair-correlation func-
tion for unsheared granular liquids [29], which covers the
equilibrium pair-correlation in the elastic limit. In Eq.
(10), we assume a linear and instantaneous transport law,
which is valid when the inelasticity of the particles is
small in the granular liquid. If the inelasticity is not small
enough, we need to use a non-linear transport laws because
the normal stress differs from the shear stress [30]. This
set of equations (7)-(11) is a reasonable starting point for
isothermal molecular liquids (e = 1), once we use appro-
priate generalized transport coefficients and S0(k, e = 1),
and can be used to describe isothermal sheared granular
fluids in the vicinity of e = 1 [17]. We also note that FDR
(11) is not satisfied in highly dissipative granular liquids.
Indeed, we can demonstrate the existence of some correc-
tions in the expression of the noise correlation for general
case. It is possible to derive the fluctuating hydrodynam-
ics from the Liouville equation and its corresponding Mori
equation with the Markovian approximation and drop-
ping some correlated noise terms [31]. The use of FDR,
however, can be justified if the system is nearly elastic
and weakly sheared situation and the density is far from
jamming transition point (point J). The validity of the
generalized fluctuation hydrodynamics has been verified
through the comparison between the theory and the sim-
ulation if the density is far from point J [13,17]. We ex-
pect that non-Markovian effects play important roles near
point J.
3 Linearized equations around uniform shear
flow and their solutions
In this section, we analyze the hydrodynamic fluctuations
given by Eqs. (7) and (8). In the first part, we introduce
the linearized equations for the fluctuations. In the sec-
ond part, we explicitly write the solution of the linearized
equations.
3.1 Linearized equations
Let us introduce the non-dimensionalized vector z(r, t),
whose Fourier transform is given by
zˆT (q, t) = (δnˆ(q, t), δuˆx(q, t)/(t
−1
E σ
4),
δuˆy(q, t)/(t
−1
E σ
4), δuˆz(q, t)/(t
−1
E σ
4)). (15)
From Eqs. (7), (8), and (15), we obtain the linearized evo-
lution equation for z˜(k, t¯) ≡ zˆ(q, t) as(
∂t¯ − γ˙∗kx
∂
∂ky
)
z˜ + L · z˜ = R˜, (16)
where the time, the wavenumber and the shear rate have
been non-dimensionalized by t = tE t¯, q = k/σ, and γ˙ =
γ˙∗/tE, respectively. Here, the matrix L is expanded as
L = L0 + γ˙
∗
L1 + · · · , (17)
where L0 and L1 are respectively given by
L0 = −LS0 + LL0 + LD0 (18)
with
LS0 =


0 n0σ
3ikx n0σ
3iky n0σ
3ikz
p∗ikx 0 0 0
p∗iky 0 0 0
p∗ikz 0 0 0

 , (19)
LL0 =


0 0 0 0
0 ν∗3k
2
x ν
∗
3kxky ν
∗
3kxkz
0 ν∗3kykx ν
∗
3k
2
y ν
∗
3kykz
0 ν∗3kzkx ν
∗
3kzky ν
∗
3k
2
z

 , (20)
LD0 =


0 0 0 0
0 ν∗2k
2 0 0
0 0 ν∗2k
2 0
0 0 ν∗2k
2

 , (21)
and
L1 =


0 0 0 0
0 0 1 0
0 0 0 0
0 0 0 0

 (22)
with ν∗3 ≡ ν∗1 − ν∗2 , p∗1 ≡ p∗(k, e) = AS0(k, e)−1 and
A ≡ T/(mn0σ5t−2E ). The random vector R˜ has four com-
ponents
R˜1 = 0,
R˜α+1 = (mn0σ
4t−2E )
−1iσkβΣ
R
αβ(k, t¯), (23)
where α = 1, 2, 3 respectively correspond to x, y and z.
Although γ˙ dependence of S(k, e, γ˙) should appear in L1,
we simply ignore such terms. The validity of this simpli-
fication has already been checked from the comparison of
the results with our simulation [17].
We should note that the wave number kα is always
larger than Λ = 2π/L with the system size L, because
the uniformly sheared flow becomes unstable for sheared
granular liquids in the limit k→ 0, and we need infinitely
large work to produce the uniformly shear flow for all sit-
uations. This singular behavior around kx = 0 can be
understood because the effect of the shear in the left hand
side of Eq. (16) disappears if we take kx = 0. Thus, it
is not appropriate to take the limit kx → 0 without the
introduction of the infrared cutoff Λ.
3.2 Solution of the linearized equations
The solution of the linearized equation (16) is easily ob-
tained following the parallel procedure in [17,25]. We in-
troduce the right eigenvector ψ(j)(k) and the eigenvalue
λ(j)(k) satisfying(
−1γ˙∗kx ∂
∂ky
+ L
)
· ψ(j)(k) = λ(j)(k)ψ(j)(k). (24)
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We also introduce the associated biorthogonal vector, i.e.
the left eigenvector ϕ(j)(k), satisfying ψ(i)(k) ·ϕ(j)(k) =
δkj .
Following the procedure described in Appendix B, we
obtain the eigenvalues
λ(1) = λ+ + γ˙
∗ kxky
k2
ξ(1)(k), (25)
λ(2) = λ− + γ˙
∗ kxky
k2
ξ(2)(k), (26)
λ(3) = ν∗2 (k, e)k
2 − γ˙∗ kxky
k2
, (27)
λ(4) = ν∗2 (k, e)k
2 (28)
within the approximation up to O(γ˙∗), where we have
introduced
λ+ =
ν∗1 (k, e)k
2 +
√
(ν∗1 (k, e)k
2)2 − 4n0σ3p∗(k, e)k2
2
,
(29)
λ− =
ν∗1 (k, e)k
2 −√(ν∗1 (k, e)k2)2 − 4n0σ3p∗(k, e)k2
2
,
(30)
ξ(1)(k) ≡ λ
2
+
N2+
+
n0σ
3k2
2N2+
k∂kp
∗(k, e), (31)
ξ(2)(k) ≡ λ
2
−
N2−
+
n0σ
3k2
2N2−
k∂kp
∗(k, e), (32)
and
N2+ = −n0σ3p∗(k, e)k2 + λ2+, (33)
N2− = −n0σ3p∗(k, e)k2 + λ2−. (34)
See Appendix B for the detailed expressions of the eigen-
vectors.
Using the eigenvectors ψ(j)(k) and ϕ(j)(k), the vector
z˜(k, t¯) is represented by
z˜(k, t¯) =
4∑
j
a˜(j)(k, t¯)ψ(k), (35)
where we have introduced a˜(j)(k, t¯) ≡ ϕ(j)(k) · z˜(k, t¯).
Substituting Eq. (35) into Eq. (16) and taking the inner
product with ψ(j)(k), we obtain the time evolution equa-
tion of a˜(j)(k, t¯) as(
∂t¯ − γ˙∗kx
∂
∂ky
+ λ(j)(k)
)
a˜(j)(k, t¯) = F (j)(k, t¯), (36)
where we have introduced
F (j)(k, t¯) ≡ ϕ(j)(k) · R˜(k, t¯). (37)
As shown in Appendix C, the solution of Eq. (36) is
given by
a˜(j)(k, t¯) =
∫ t¯
−∞
dsE(j)(k, t¯−s)F (j)(k˜(γ˙∗(t¯−s)), s), (38)
where
E(j)(k, t¯) ≡ exp[−
∫ t¯
0
dτ¯λ(j)(k˜(γ˙∗τ¯ ))], (39)
with k˜(τ¯ ) ≡ (kx, ky + τ¯ kx, kz). Hence, the solution of Eq.
(16) can be formally represented by
z˜(k, t¯) =
4∑
j=1
∫ t¯
−∞
dsψ˜
(j)
(k, t¯− s)F (j)(k˜(γ˙∗(t¯− s)), s),
(40)
where
ψ˜
(j)
(k, t¯) ≡ ψ(j)(k)E(j)(k, t¯). (41)
4 Correlation functions
This section is the main part of this paper, in which we
present the explicit forms of correlation functions. This
section consists of three parts. The first part summarizes
the general results of correlation functions. In the second
part, we evaluate the long-time tail of the velocity au-
tocorrelation function. In the third part, we discuss the
equal-time long-range correlation functions which are es-
sentially the same as that in Ref. [17].
4.1 General results for correlation functions
In order to obtain the correlations from Eq. (4)–(6), we
consider 〈z˜α(k, t¯)z˜β(k′, t¯)〉, which is represented by
〈z˜α(k, t¯)z˜β(k′, 0)〉
=
4∑
l,m=1
∫ t¯
−∞
ds
∫ 0
−∞
ds′ψ˜(l)α (k, t¯− s)ψ˜(m)β (k′,−s′)
×〈F (l)(k˜(γ˙∗(t¯− s)), s)F (m)(k˜′(γ˙∗(−s′)), s′)〉. (42)
From Eqs. (23) and (37), 〈F (l)(k, t¯)F (m)(k′, t¯′)〉 satisfies
〈F (l)(k, t¯)F (m)(k′, t¯′)〉 = (2π)3δ3(k+k′)δ(t¯− t¯′)F (lm)(k),
(43)
with
F (11)(k) = −2Ak2ν∗1 (k, e)
λ2+
N2+
,
F (22)(k) = −2Ak2ν∗1 (k, e)
λ2−
N2−
,
F (12)(k) = F (21)(k, t¯) = −2Ak2ν∗1 (k, e)
λ+λ−
N+N−
,
F (33)(k) = 2Ak2ν∗2 (k, e),
F (44)(k) = −(M(k)2 + 1)F (33)(k),
F (34)(k) = −F (43)(k) =M(k)F (33)(k), (44)
and
F (lm)(k) = 0, (45)
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for other pairs of (l,m). Hence, we obtain
〈z˜α(k, t¯)z˜β(k′, 0)〉
=
4∑
l,m=1
∫ t¯
−∞
ds
∫ 0
−∞
ds′ψ˜(l)α (k, t¯− s)ψ˜(m)β (k′,−s′)
×(2π)3δ3(k˜(γ˙∗(t¯− s)) + k˜′(γ˙∗(−s′)))
×δ(s− s′)F (lm)(k˜(γ˙∗(t¯− s′)))
= (2π)3δ3(k˜(γ˙∗t¯) + k′)Cαβ(k, t), (46)
where we have introduced
Cαβ(k, t) ≡
4∑
l,m=1
∫ ∞
0
dτψ˜(l)α (k, t¯+ τ)ψ˜
(m)
β (−k˜(γ˙∗t¯), τ)
×F (lm)(k˜(γ˙∗(t¯+ τ))). (47)
4.2 Long time tails
VACF has already been obtained for the dilute granular
gases under a simpler approximation in Ref. [13], but we
can discuss them by the more precise treatment mentioned
in this paper.
To obtain CS,αα(t) in Eq. (4), we need to solve the
time evolution of P˜ (k, t¯) ≡ Pˆ (q, t) given by(
∂t¯ − γ˙∗kx
∂
∂ky
+D∗k2
)
P˜ (k, t¯) = 0, (48)
with D∗ = (σ−2tE)D. The solution of this equation is
given by
P˜ (k, t¯) = P˜ (k˜(γ˙∗t¯), 0)ED(k, t¯), (49)
with
ED(k, t¯) = exp
[
−
∫ t¯
0
dsD∗k˜(γ˙∗(t¯− s))2
]
. (50)
Hence, we obtain the time correlation of Pˆ (q, t) as〈
Pˆ (q, t¯)Pˆ (q′, 0)
〉
=
〈
P˜ (k, t¯)P˜ (k′, 0)
〉
= ED(k, t¯)δk′,−k˜(γ˙∗t¯), (51)
where we have used
〈
P˜ (k, 0)P˜ (k′, 0)
〉
= δk′,−k(γ˙∗ t¯). Then,
substituting δuˆα(q, t) = (t
−1
E σ
4)z˜α+1(k, t¯) into Eq. (4)
with Eqs. (51) and (46), we obtain
CS,αα(t) = t
−2
E σ
2
∫
dk
(2π)3
∫
dk′
(2π)3
〈z˜α(k, t¯)z˜α(k′, 0)〉ED(k, t¯)δk′,−k(γ˙∗t¯),
= t−2E σ
2
∫
dk
(2π)3
Cα+1α+1(k, t)ED(k, t¯),(52)
Substituting Eq. (47) into Eq. (52) with the aid of Eqs.
(41) and (50), we obtain
CS,αα(t) = t
−2
E σ
2
4∑
l,m=1
C
(lm)
S,αα(t) (53)
with
C
(lm)
S,αα(t) =
∫
dk
(2π)3
∫ ∞
0
dτE(l)(k, t+ τ)E(m)(−k˜(γ˙∗t¯), τ)
ψ
(l)
α+1(k)ψ
(m)
α+1(−k˜(γ˙∗t¯))F (lm)(k˜(γ˙∗(t¯+ τ)))
ED(k, t¯). (54)
It should be noted that C
(lm)
S,αα(t) for l,m = 1, 2 is the corre-
lation of the longitudinal components of the velocity, while
C
(lm)
S,αα(t) for l,m = 3, 4 is the correlation of the transverse
components. C
(lm)
S,αα(t) for other cases is zero because F
(lm)
in Eq. (54) is zero as shown in Eq. (45).
It should be noted that Eq. (53) describes the veloc-
ity autocorrelation functions for the sheared granular flu-
ids for all-time region. In the short-time regime t < γ˙−1
CS,αα(t) in Eq. (53), is reduced to the known result for the
fluid at equilibrium CS,αα(t) ∼ t−3/2. For t > γ˙−1, they
decay faster than t−3/2. The detailed calculation of the
time correlation function in the long-time region is sum-
marized in Appendix D. Here, we only present the results
of our calculation in this subsection.
The longitudinal components of the velocity autocor-
relations C
(lm)
S,αα(t) with l,m = 1, 2 approximately satisfy
|C(11)S,αα(t)| = |C(22)S,αα(t)| = |C(12)S,αα(t)| = |C(21)S,αα(t)|
= O((γ˙t5/2)−1), (55)
See (107)–(109) in Appendix D.2 for the explicit expres-
sions of C
(lm)
S,αα(t) with l,m = 1, 2.
The transverse modes of velocity autocorrelationsC
(lm)
S,αα(t)
with l,m = 3, 4 are approximately given by
C
(33)
S,xx(t) ∼ C(44)S,xx(t) ∼ C(34)S,xx(t) ∼ C(43)S,xx(t) ∝ (γ˙t5/2)−1,
(56)
C
(33)
S,yy(t) ∝ (γ˙t5/2)−1,
C
(44)
S,yy(t) = C
(34)
S,yy(t) = C
(43)
S,yy(t) = 0 (57)
C
(33)
S,zz(t) ∝ (γ˙t5/2)−1,
C
(34)
S,zz(t) ∼ C(43)S,yy(t) ∼ (γ˙t7/2)−1,
C
(44)
S,zz(t) ∝ (γ˙t9/2)−1, (58)
The explicit expressions for Eqs. (56)–(58) are given by
Eqs. (112), (121) in Appendix D.3
Substituting Eqs. (55)–(58) into Eq. (53), the long-
time behaviors of the velocity autocorrelation functions
are given by
CS,αα(t) ∝ (γ˙t5/2)−1. (59)
We should note that the long-time behavior of CS,αα(t)
is previously obtained in Ref. [13], where the mixing term
L1 in Eq. (17) is ignored with the method for the kinetic
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equations for dilute granular gases relying on [33]. The
exponent for the long-time tail in Eq. (59) is identical to
that in Ref. [13], but the amplitude for CS,αα(t) should
be different. The validity of the theoretical prediction for
CS,αα(t) has already been verified by the numerical simu-
lations with the introduction of one fitting parameter [13].
The results of the two-dimensional simulation reasonably
agree with the theoretical predictions, that is, (i) the more
precise treatment mentioned in this paper gives us only
corrections of amplitude of the autocorrelation function,
and (ii) the previous results can be used for dense gran-
ular systems. If we ignore the second term on the right
hand side of (25)–(27) which represents the mixing effect,
CS,αα(t) is reduced to that in Ref. [13].
Our prediction t−5/2 is different from t−9/2 [8,9]. We
also stress that our theory gives reasonable agreement
with the simulation including the existence of anistropy in
VACF and the cross-over regime around t ∼ γ˙−1 for two-
dimensional case[13]. Therefore, we believe that the ve-
locity autocorrelation function satisfies t−5/2 for t≫ γ˙−1,
but the direct check of its validity based on simulation for
three dimensional systems is difficult.
4.3 long-range correlation function
Our formulation can be used to discuss the equal-time
spatial correlation functions. It is obvious that the formu-
lation of our theory is almost the same as that in Ref.
[17], and the results is identical to those reported in the
previous paper. Therefore, we only present the result of
our analysis in this paper.
Since δnˆ(q, t) = z˜1(k, t¯) and δuˆα(q, t) = t
−1
E σ
4z˜α+1(k, t¯),
the spatial correlations in Eqs. (5) and (6) are given by
Cnn(r) = σ
−6
∫
dk
(2π)3
dk′
(2π)3
〈z˜1(k, 0)δz˜1(k′, 0)〉
e−i{k·r+(k+k
′)·r′}/σ, (60)
Cpp(r) = (mn0σt
−1
E )
2
∫
dk
(2π)3
dk′
(2π)3∑
α=2,3,4
〈z˜α(k, 0)z˜α(k′, 0)〉
e−i{k·r/σ+(k+k
′)·r′}/σ. (61)
Substituting Eq. (46) into Eqs. (60) and (61), we ob-
tain
Cnn(r) = σ
−6
∫
dk
(2π)3
C11(k, 0)e
−ik·r/σ, (62)
Cpp(r) = (mn0σt
−1
E )
2
∑
α=2,3,4
∫
dk
(2π)3
Cαα(k, 0)e
−ik·r/σ,
(63)
where the definition of Cαβ(k, t) is given by Eq. (47). As
shown in Ref. [17], using the similar scaling procedure to
obtain Eq. (59), the asymptotic behaviors of the spatial
correlations for Eqs. (62) and (63) are given by
Cnn(r) ∝
(
r
lc
)−11/3
, r ≫ lc, (64)
Cpp(r) ∝
(
r
lc
)−5/3
, r ≫ lc, (65)
which indicate the existence of the algebraic correlation
in Cnn(r) and Cpp(r) with lc ≡ σ/γ˙∗. The validity of the
existence of long-range correlation has been verified by the
numerical simulation in Ref. [17], where the theory can be
used, at least, until φ ≤ 0.50 with the volume fraction φ.
5 Discussion and conclusion
In this paper, we demonstrate that an unified descrip-
tion of both equal-time spatial correlation functions and
the time correlation function for the uniformly sheared
granular liquids with small inelasticity is possible based
on the generalized fluctuating hydrodynamics associated
with FDR. The theory can be used for (i) an uniform
sheared state with a constant temperature is stable, and
(ii) FDR and Navier-Stokes like equation can be used.
These assumptions are justified for nearly elastic granu-
lar liquids in a small box under Lees-Edwards boundary
condition. The quantitative validity of our treatment has
already been confirmed in Refs. [13] and [17]. The theo-
retical prediction for CS,αα(t) in this paper is essentially
the same as that in Ref. [13] except for the amplitude.
Although the method in Ref. [13] is only valid for dilute
granular gases with small inelasticity, we now obtain more
generalized method which can be used for considerably
dense granular gases. Indeed, semi-quantitative validity of
our method for the equal-time spatial correlation functions
has been confirmed for φ ≤ 0.50 [17]. We also note that
the method in Ref. [13] ignore the mixing terms among
transverse velocity mode, the longitudinal mode and the
density mode, but we now include such mixing effect in
our calculation. Thus, we conclude that the contribution
of mixing terms is small.
Although we have fixed the temperature in our anal-
ysis, the temperature fluctuates in granular liquids. How-
ever, if we take into account the fluctuation of the temper-
ature, the asymptotic behaviors of the correlations does
not change. Indeed, in Ref. [16], we have analyzed the
long-ranged correlation function from the fluctuating hy-
drodynamics with a local transport law, where the tem-
perature fluctuation is considered, and demonstrated that
the asymptotic decay of the correlation is the same as Eq.
(65).
We have three directions to extend our work. One is
to remove FDR in Eq. (10) to describe highly dissipative
granular liquids, another is to use soft-spheres to describe
very dense granular liquids including jamming transition
and the other is to include the temperature fluctuation as
well as nonlinear hydrodynamic equations to describe non-
uniform sheared granular liquids. The last one should be
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important to extract the characteristics of granular liquids
under physical boundaries.
In conclusion, we demonstrate that an unified descrip-
tion of both time correlation function and spatial corre-
lation function is possible for uniformly sheared granular
liquids. This theory unifies our previous work written in
Refs. [13] and [17]. This method is also valid for sheared
molecular gases controlled by the Gaussian thermostat.
This unification may give us a simple view of sheared gran-
ular liquids.
We thank S.-H. Chong for discussions. This work was
supported by the Grant-in-Aid for scientific research from
the Ministry of Education, Culture, Sports, Science and
Technology (MEXT) of Japan (Nos. 21015016, 21540384,
and 21540388), by the Global COE Program “The Next
Generation of Physics, Spun from Universality and Emer-
gence” from MEXT of Japan, and in part by the Yukawa
International Program for Quark-Hadron Sciences at Yukawa
Institute for Theoretical Physics, Kyoto University.
A The approximated expression of CS,αα(t) by
the velocity field
In this appendix, let us derive the approximated expres-
sion of CS,αα(t) given by Eq. (4). The derivation is based
on the explanation in Ref. [26]. As a result, we can calcu-
late CS,αα(t) by an unified method.
In order to obtain the approximated expression ofCS,αα(t),
we introduce a complete orthonormal set of functions φl(t)
of the phase space point satisfying 〈φl(t)φ∗m(t)〉 = δlm. Us-
ing φl(t), CS,αα(t) in Eq. (1) can be represented as
CS,αα(t) =
∑
l,m
〈δv1,α(0)φ∗l (0)〉〈φm(0)δv1,α(0)〉〈φl(t)φ∗m〉,
(66)
where we have used
∑
i〈δvi,αδvi,α〉 = N〈δv1,αδv1,α〉.
To extract the slow relaxation of CS,αα(t), we choose
the slow variables
φq,α(t) =
1√
mNT
δpˆα(q, t)Pˆ (−q, t), (67)
where δpˆα(q, t) = m
∑
j δvj,α(t)e
−iq·rj(t) and Pˆ (q, t) =
e−iq·r1(t) are the Fourier components of the momentum
density and the microscopic concentration of the tagged
particle, respectively. We should note that 〈δv1,αφ∗q,β〉 =√
T/(mN)δα,β . Then, substituting Eq. (67) into Eq. (66),
we obtain
CS,αα(t) ≃
∑
q,q′
〈δv1,α(0)φ∗α(q, 0)〉〈φα(q′, 0)δv1,α(0)〉
〈φα(q, t)φ∗α(q′, 0)〉,
≃ 1
V 2
∑
q,q′
〈δuˆα(q, t)δuˆα(q′, 0)〉
〈Pˆ (q, t)Pˆ (q′, 0)〉, (68)
where we have used δpˆα(q, t) ≃ mn0δuˆα(q, t) with n0 =
N/V , 〈Pˆ (−q, t)Pˆ (−q′, 0)〉 = 〈Pˆ (q, t)Pˆ (q′, 0)〉, the decou-
pling approximation, and replaced q′ by −q′. Finally, re-
placing the sum over q by an integral as
∑
q → V
∫
dq/(2π)3,
we obtain the approximated expression of CS,αα(t) in Eq.
(4).
B Eigenvectors and eigenvalues
In this appendix, let us explicitly write eigenvectors and
eigenvalues for the eigenequation (24) derived from the
linearized fluctuating hydrodynamics.
In order to obtain ψ(j)(k), ϕ(j)(k), and λ(j)(k), we
use the expansions
ψ(j) = ψ
(j)
0 + γ˙
∗ψ
(j)
1 + · · · , (69)
ϕ(j) = ϕ
(j)
0 + γ˙
∗ϕ
(j)
1 + · · · , (70)
λ(j) = λ
(j)
0 + γ˙
∗λ
(j)
1 + · · · , (71)
in terms of γ˙∗.
We should note that the perturbation in terms of γ˙∗
is not the expansion from an unsheared state of granular
liquids. Indeed, it is well-known that properties of sheared
granular liquids completely differ from those of freely cool-
ing granular liquids. In the case of sheared granular liq-
uids, we obtain the relation γ˙∗ ∼ γ˙/√T ∼ √1− e2 from
the balance between the viscous heating and the collisional
energy loss. Thus, the expansion in terms of γ˙∗ can be re-
garded as that by small inelasticity [32].
Substituting Eqs. (69), (70) and (71) into Eq. (24), we
obtain the zeroth and the first order perturbations as
(L0 − λ(j)0 1) ·ψ(j)0 (k) = 0, (72)
(L0 − λ(j)0 1) ·ψ(j)1 (k)
+
(
−1kx ∂
∂ky
+ L1 − λ(j)1 1
)
· ψ(j)0 (k) = 0. (73)
Solving these equations, we obtain the eigenvalues given
by Eqs. (25)–(28). Similarly, we obtain the right eigenvec-
tors
ψ(1)T =
1
N+
(
ikn0σ
3, λ+
kx
k
, λ+
ky
k
, λ+
kz
k
)
, (74)
ψ(2)T =
1
N−
(
ikn0σ
3, λ−
kx
k
, λ−
ky
k
, λ−
kz
k
)
, (75)
ψ(3) = Ψ (3) +M(k)Ψ (4), (76)
ψ(4) = Ψ (4), (77)
and the left eigenvectors
ϕ(1) =
1
N+
(
ikp∗(k, e), λ+
kx
k
, λ+
ky
k
, λ+
kz
k
)
, (78)
ϕ(2) =
1
N−
(
ikp∗(k, e), λ−
kx
k
, λ−
ky
k
, λ−
kz
k
)
, (79)
ϕ(3) = Φ(3), (80)
ϕ(4) = −M(k)Φ(3) +Φ(4), (81)
8 M. Otsuki and H. Hayakawa: Unified description of long-time tails and long-range correlation functions
where we have introduced
Ψ (3)T = Φ(3) ≡
(
0,−kykx
kk⊥
,
k⊥
k
,−kykz
kk⊥
)
, (82)
Ψ (4)T = Φ(4) ≡
(
0,− kz
k⊥
, 0,
kx
k⊥
)
, (83)
and
M(k) = − kkz
kxk⊥
tan−1(ky/k⊥) (84)
with k⊥ ≡ k2 − k2y. It should be noted that these eigen-
vectors with M(k) is valid only when kx 6= 0 [25].
C Solution of Eq. (36)
In this appendix, we derive the solution (38) of Eq. (36).
Introducing Q ≡ k˜(γ˙∗t¯′) and transformations (t¯,k) =
(t¯′, Q˜(−γ˙∗t¯′)) with t¯′ = t¯ and Q˜(τ¯ ) ≡ (Qx, Qy+ τ¯Qx, Qz),
Eq. (36) is rewritten as(
∂t¯′ + λ
(j)(Q˜(−γ˙∗t¯′)))
)
A˜(j)(Q, t¯′) = F (j)(Q˜(−γ˙∗t¯′)), t¯′),
(85)
where we have introduced A˜(j)(Q, t¯′) = a˜(j)(Q˜(−γ˙∗t¯′), t¯′),
and used the relations ∂t¯ = ∂t¯′ + γ˙
∗Qx∂Qy .
The solution of Eq. (85) is obtained as
A˜(j)(Q, t¯′) =
∫ t¯′
t¯′
0
dsF (j)(Q˜(−γ˙∗s), s)E
′(j)(Q, t¯′)
E′(j)(Q, s)
+A˜(j)(Q, t¯′0)
E
′(j)(Q, t¯′)
E′(j)(Q, t¯′0)
, (86)
where t¯′0 is an initial time, and E
′(j)(Q, t¯) is defined by
E
′(j)(Q, t¯) ≡ exp[−
∫ t¯
0
dτ¯λ(j)(Q˜(−γ˙∗τ¯ ))], (87)
Taking the limit t¯′0 → −∞, we obtain
A˜(j)(Q, t¯′) =
∫ t¯′
−∞
dsF (j)(Q˜(−γ˙∗s), s)E
′(j)(Q, t¯′)
E′(j)(Q, s)
. (88)
Since a˜(j)(k, t¯) = A˜(j)(k˜(γ˙∗t¯), t¯′),
a˜(j)(k, t¯) =
∫ t¯
−∞
dsF (j)(k˜(γ˙∗(t¯− s)), s)E
′(j)(k˜(γ˙∗t¯), t¯)
E′(j)(k˜(γ˙∗t¯), s)
.
(89)
Here, from the transformation τ¯ ′ = t¯− τ¯ , we obtain
E
′(j)(k˜(γ˙∗t¯), t¯)
E′(j)(k˜(γ˙∗t¯), s)
=
exp[− ∫ t¯
0
dτ¯λ(j)(k˜(γ˙∗(t¯− τ¯)))]
exp[− ∫ s
0
dτ¯λ(j)(k˜(γ˙∗(t¯− τ¯)))]
=
exp[− ∫ t¯
0
dτ¯ ′λ(j)(k˜(γ˙∗τ¯ ′))]
exp[− ∫ t¯t¯−s dτ¯ ′λ(j)(k˜(γ˙∗τ¯ ′))]
= exp[−
∫ t¯−s
0
dτ¯ ′λ(j)(k˜(γ˙∗τ¯ ′))]
= E(j)(k˜, t¯− s), (90)
where E(j)(k, t¯) is given by Eq. (39). Substituting this
equation into Eq. (89), we obtain Eq. (38).
D Long-time behaviors of the time
correlation functions
In this appendix, we explicitly evaluate the long-time be-
haviors of the time correlation functions given in Sec. 4.2.
In the first part, we obtain the general expressions for the
long-time behaviors of the time correlation functions. In
the second part, we evaluate the long-time behaviors of
the time correlations of the longitudinal component of the
velocity. In the third part, the time correlations of the
transverse component of the velocity is estimated.
D.1 The general expressions for the long-time
behaviors of the time correlation functions
Introducing K as Kx ≡ kxγ˙∗t¯3/2 and Kα ≡ kαt¯1/2 for
α 6= x, and τ ′ = τ/t, Eq. (54) are replaced by
C
(lm)
S,αα(t) = (γ˙
∗t¯3/2)−1
∫
dK
(2π)3
∫ ∞
0
dτ ′
F (lm)(K˜ + t¯−1/2(1 + τ ′)Kx)
E(l)(K˜, t¯(1 + τ ′))E(m)(−K˜ − t¯−1/2eyKx, t¯τ ′)
ψ
(l)
α+1(K˜)ψ
(m)
α+1(−K˜ − t¯−1/2eyKx)
ED(K˜, t¯). (91)
where we have introduced K˜ ≡ t¯−1/2(Kx/(γ˙∗t¯),Ky,Kz).
In the long-time regime t≫ γ˙−1, since K˜ → 0,E(l)(K˜, t¯τ ′)
and ED(K˜, t¯τ
′) are approximately given by
|E(1)(K˜, t¯τ ′)|
≃ exp
[
−1
2
∫ τ ′
0
ds′ν∗1 (0, e)KT (s
′)2
]√
KT
KT (τ ′)
,(92)
|E(2)(K˜, t¯τ ′) = |E(1)(K˜, t¯τ ′)|, (93)
E(3)(K˜, t¯τ ′)
≃ exp
[
−
∫ τ ′
0
ds′ν∗2 (0, e)KT (s
′)2
]
KT (τ
′)
KT
, (94)
E(4)(K˜, t¯τ ′) = E(3)(K˜, t¯τ ′)
KT
KT (τ ′)
,
ED(K˜, t¯) ≃ exp
[
−
∫ 1
0
ds′D∗KT (s
′)2
]
, (95)
where we have introduced K2T (τ) = (Ky + τKx)
2 + K2z ,
and K2T implies KT (0).
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ψ(l)(K˜) in the long-time regime is approximated by
ψ(1)T (K˜) ≃ 1√
2
{Ψ0 + ΨL} , (96)
ψ(2)T (K˜) ≃ 1√
2
{Ψ0 − ΨL} , (97)
ψ(3)T (K˜)
≃
(
0,−M ′(K) Kz|Kz| ,
|Kz|
KT
,− KyKz
KT|Kz|
)
(98)
ψ(4)T (K˜) ≃
(
0,− Kz|Kz| , 0,
Kx
γ˙∗t¯|Kz|
)
(99)
with
Ψ0 ≃ (1, 0, 0, 0) , (100)
ΨL ≃
(
0,
Kx
(γ˙∗t¯)KT
,
Ky
KT
,
Kz
KT
,
)
, (101)
where we have introduced M ′(K) = KTKzΛ|Kz| tan
−1
(
Ky
|Kz|
)
.
Here, we have introduced the infrared cut off Λ for kx to
avoid the divergence of M ′(K).
F (lm)(K˜) in the long-time regime is approximated by
F (11)(K˜) ≃ −Aν
∗
1 (0, e)K
2
T
t¯
, (102)
F (22) = F (12) = F (21) = F (11), (103)
F (33)(K˜) ≃ 2Aν
∗
2 (0, e)K
2
T
t¯
, (104)
F (44)(K˜) ≃ −N(K)F (33)(K˜), (105)
F (34)(K˜) = −F (43)(K˜) ≃M ′(K)F (33)(K˜) (106)
with N(K) =M ′(K)2 + 1.
D.2 The time correlations for the longitudinal
components of the velocity fields
Substituting Eqs. (92)–(106) into Eq. (91), C
(lm)
S,αα(t) for
l,m = 1, 2 in the long-time regime is approximately given
by
|C(11)S,xx(t)| ≤
Aν∗1 (0, e)
2
(γ˙∗3t¯9/2)−1∫
dK
(2π)3
∫ ∞
0
dτ ′G(11)x (K, τ
′), (107)
and
|C(11)S,αα(t)| ≤
Aν∗1 (0, e)
2
(γ˙∗3t¯5/2)−1∫
dK
(2π)3
∫ ∞
0
dτ ′G(11)α (K, τ
′) (108)
for α = y, z, and
|C(11)S,αα(t)| = |C(22)S,uαuα(t)| = |C
(12)
S,αα(t)| = |C(21)S,uαuα(t)|,
(109)
where we have introduced
G(11)α (K, τ
′) = H1(K, τ
′)
KT (1 + τ
′)K2α√
KTKT (1)
, (110)
with
H1(K, τ
′) = exp
[
−1
2
∫ 1+τ ′
0
ds′ν∗1 (0, e)KT (s
′)2
]
exp
[
−1
2
∫ τ ′
0
ds′ν∗1 (0, e)KT (s
′)2
]
exp
[
−
∫ 1
0
ds′D∗KT (s
′)2
]
. (111)
Eqs. (107)–(109) are the explicit expressions for the long-
time behaviors given by Eq. (55) in Sec. 4.2.
D.3 The time correlations for the transverse
components of the velocity fields
Substituting Eqs. (92)–(106) into Eq. (91), C
(lm)
S,αα(t) for
l,m = 3, 4 with α = x, y is given by
C
(lm)
S,αα(t) ≃
Aν∗1 (0, e)
2
(γ˙∗3t¯5/2)−1∫
dK
(2π)3
∫ ∞
0
dτ ′G(lm)α (K, τ
′), (112)
where we have introduced
G(33)x (K, τ
′) = H2(K, τ
′)
KT (1 + τ
′)4
Λ2
T (K, 0)T (K, 1),
(113)
G(33)y (K, τ
′) = H2(K, τ
′)
KT (1 + τ
′)4K2z
K2TKT (1)
2
, (114)
G(44)x (K, τ
′) ≃
{
KT (1 + τ
′)2
Λ2
T (K, 1 + τ ′)2 + 1
}
H2(K, τ
′)KT (1 + τ
′)2, (115)
G(34)x (K, τ
′) ≃ −KT (1 + τ
′)4
Λ2
T (K, 1 + τ ′)T (K, 0)
H2(K, τ
′), (116)
G(43)x (K, τ
′) ≃ −KT (1 + τ
′)4
Λ2
T (K, 1 + τ ′)T (K, 1)
H2(K, τ
′), (117)
G(44)y (K, τ
′) = G(34)y (K, τ
′) = G(43)y (K, τ
′) = 0, (118)
with
H2(K, τ
′) = exp
[
−
∫ 1+τ ′
0
ds′ν∗2 (0, e)KT (s
′)2
]
exp
[
−
∫ τ ′
0
ds′ν∗2 (0, e)KT (s
′)2
]
exp
[
−
∫ 1
0
ds′D∗KT (s
′)2
]
, (119)
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and
T (K, τ) = tan−1
(
Ky + τKx
|Kz|
)
. (120)
Eq. (112) is the explicit expression for long-time behaviors
given by Eqs. (56) and (57) in Sec. 4.2.
Similarly, from Eqs. (92)–(106) into Eq. (91), C
(lm)
S,zz (t)
for l,m = 3, 4 in the long-time regime is approximately
given by
C
(33)
S,zz(t) ≃
Aν∗1 (0, e)
2
(γ˙∗t¯5/2)−1∫
dK
(2π)3
∫ ∞
0
dτ ′G(33)α (K, τ
′),
C
(44)
S,zz(t) ≃
Aν∗1 (0, e)
2
(γ˙∗3t¯9/2)−1∫
dK
(2π)3
∫ ∞
0
dτ ′G(44)α (K, τ
′),
C
(34)
S,zz(t) ≃
Aν∗1 (0, e)
2
(γ˙∗2t¯7/2)−1∫
dK
(2π)3
∫ ∞
0
dτ ′G(34)α (K, τ
′),
C
(43)
S,zz(t) ≃
Aν∗1 (0, e)
2
(γ˙∗2t¯7/2)−1∫
dK
(2π)3
∫ ∞
0
dτ ′G(43)α (K, τ
′), (121)
where we have introduced
G(33)z (K, τ
′) = H2(K, τ
′)
KT (1 + τ
′)4Ky(Ky +Kx)
K2TKT (1)
2
,
(122)
G(33)z (K, τ
′) =
{
KT (1 + τ
′)2
Λ2
T (K, 1 + τ ′)2 + 1
}
H2(K, τ
′)
KT (1 + τ
′)2K2x
K2z
, (123)
G(34)z (K, τ
′) = H2(K, τ
′)
KT (1 + τ
′)2KyKx
ΛK2T |Kz|
T (K, 1 + τ ′),
(124)
G(43)z (K, τ
′) = H2(K, τ
′)
KT (1 + τ
′)4KyKx
ΛKT (1)2|Kz| T (K, 1 + τ
′).
(125)
Equation (121) is the explicit expression for long-time be-
haviors given by Eq. (58) in Sec. 4.2.
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