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WITH SPACIAL DIMENSION n ≥ 4
FANG WANG
Abstract. In this paper, the radiation field is defined for solutions to Einstein vacuum equations
which are close to Minkowski space-time with spacial dimension n ≥ 4. The regularity properties
and asymptotic behavior of those Einstein vacuum solutions are established at the same time. In
particular, the map from Cauchy intial data to the radiation field is proved to be an isomorphism
when restricting to a small neighborhood of Minkowski data in suitable weighted b-Sobolev spaces.
1. Introduction
The Einstein vacuum equations determine a manifold M1+n with a Lorentzian metric with van-
ishing Ricci curvature:
(1.1) Rµν = 0.
The set (R1+nt,x ,m): standard Minkowski metric m = −dt2 +
∑n
i=1(dx
i)2 on R1+nt,x describes the
Minkowski space-time solution of the system (1.1), which is stable under small perturbation accord-
ing to the remarkable work [CK] of D. Christodoulou and S. Klainerman in 1993. In this paper, the
authors showed that for n ≥ 3 given n-dimensional manifold Σ0 with a Riemannian metric g0 and
a symmetric two tensor k0, such that (Σ0, g0) is close to the Euclidean space, k0 is close to 0 and
(g0, k0) satisfy the constraint equations:
(1.2) R0 − [k0]ij [k0]ji + [k0]ii[k0]jj = 0, ∇j [k0]ij −∇i[k0]jj = 0
where R0 is the scalar curvature of g0 and ∇ is the covariant differentiation w.r.t. g0, then we can
find out a n+ 1-dimensional Lorentzian manifold (M, g) satisfying (1.1) and an embedding Σ0 ⊂M
such that g0 is the restriction of g to Σ0 and k0 is the second fundamental form.
The Einstein vacuum equations are invariant under diffeomorphism. In the work of Y. Choquet-
Bruhat, [CB1] followed by [CBG], this allows her to choose a special harmonic gauge to prove the
existence and uniqueness up to diffeomorphism of a maximal globally hyperbolic smooth space-time
arising from any set of smooth initial data. The harmonic gauge is also referred as wave coordinates,
in which the Einstein vacuum equations become a system of quasilinear wave equations on the
components of the unknown metric gµν = mµν + hµν :
(1.3) ghµν = Fµν(h)(∂h, ∂h)
where g = DαDα is the geometric wave operator of g and F (u)(v, v) depends quadratically on v
and analytically on u for u small. By using Christoffel symbols, g = gαβ∂α∂β − gαβΓµαβ∂µ, which
reduces to g = gαβ∂α∂β in wave coordinates. This is because wave coordinates are required to be
solutions to the equations
gxµ = 0
for µ = 0, 1, ..., n. The metric gµν relative to wave coordinates {xµ} satisfies the harmonic gauge
condition:
(1.4) Γµ = 0
for µ = 0, 1, ..., n, where
Γµ = gµνg
αβΓναβ = g
αβ∂βgαµ − 12gαβ∂µgαβ .
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2 FANG WANG
Under this condition the stability of Minkowski space-time can reformulate as follows: given a pair
of small symmetric two tensors (h0, h1) on Rn ' {t = 0} ⊂ R1+nt,x such that
(1.5) Γµ|t=0 = 0, ∂tΓµ|t=0 = 0
for µ = 0, 1, ..., n, we want to find a Lorentian metric g = m + h of signature (n, 1) satisfying the
reduced Einstein equations (1.3) and such that (h|t=0, ∂th|t=0) = (h0, h1).
Theorem 1 (H. Lindblad, I. Rodnianski). Given asymptotically flat Cauchy data (h0, h1) in coordi-
nates (t, x) satisfying the harmonic gauge condition (1.5) and small, then the solution to the reduced
Einstein equations (1.3) provides a solution to the Einstein vacuum equations (1.1).
The reduced Einstein vacuum equations satisfies the null condition when the spacial dimension
n ≥ 4, which ensures the global existence theorem for small Cauchy data. For n = 3, it can be shown
that the Einstein vacuum equations in harmonic gauge do not satisfy the null condition. Moreover, Y.
Choquet-Bruhat showed in [CB2] that even without imposing a specific gauge the Einstein equations
violate the null condition. However, the reduced Einstein vacuum equations (1.3) satisfy the weak
null condition. In the work of [LR1] and [LR2], H. Lindblad and I. Rodnianski reproved the global
existence for Einstein vacuum equations in harmonic gauge for general asymptotic flat initial data
by combining this condition with the vector field method.
In this paper, we apply the radiation field theory due to F. G. Friedlander to study the asymptotic
behavior of solutions to Einstein vacuum equations in harmonic gauge. Friedlander’s radiation field
was used by L. Ho¨rmander to study the asymptotic behavior of solutions to linear hyperbolic equation
in the following coordinates:
ρ =
1
|x| , τ = t− r, θ =
x
r
for |x| large. For instance, consider the Cauchy problem in Minkowski space-time as follows:
mu(t, x) = 0, u(0, x) = u0(x), ∂tu(0, x) = u1(x),
where u0, u1 ∈ C∞c (Rn). Near ρ = 0, by writing u = ρ
n−1
2 u˜, u˜ satisfies the following equation
(m˜ + (n−1)(n−3)4 )u˜ = 0
where m˜ = ρ2m. F. G. Friedlander showed that u˜ is smooth up to ρ = 0. Then the radiation field
is the image of the map
RLP : H˙1(Rn)× L2(Rn) 3 (u0, u1) −→ ∂τ u˜|ρ=0 ∈ L2(Rτ × Sn−1θ )
which is an isometric isomorphism. Here RLP is the free space translation representation of Lax
and Phllips.
I generalize this idea by considering the conformal transformation of the reduced Einstein vacuum
equations on a suitable compactification of R1+nt,x as follows. Here S
±
1 is the compactification of null
infinity and Σ0 = {t = 0} is Cauchy surface. Let ρ˜ be the total boundary defining function and
ρ0, ρ1, ρ2 be the defining functions for corresponding boundary hypersurfaces S0, S
±
1 , S
±
2 . With a
conformal change g˜ = ρ˜2g and h˜ = ρ˜
1−n
2 h, the reduced Einstein equations (1.3) are equivalent to
(1.6) (g˜ + γ(h˜))h˜µν = ρ
n−5
2
1 (ρ0ρ2)
n−1
2 F˜µν(h˜, h˜)
where γ(h˜) = −ρ˜n−12 g˜ρ˜ 1−n2 and F˜µν(h˜, h˜) = ρ1−n1 (ρ0ρ2)−1−nFµν(ρ˜
n−1
2 h˜, ρ˜
n−1
2 h˜). See Section 5 for
more details. Denote by V˜N,δ the space of elements in the weighted b-Sobolev space
ρ
n−1
2 +δ
0 H
N+1
b (Σ0)× ρ
n+1
2 +δ
0 H
N+1
b (Σ0)
with norm less then  and satisfying the harmonic gauge conditions (1.5), for some N ≥ n + 6,
1
2 > δ > 0 and  > 0 small. Then by energy estimate method we can show that for n ≥ 4, if
(h0, h1) ∈ V˜N,δ then h˜ = ρ˜
1−n
2 h is C0,δ up to S±1 and hence the radiation field for h is well defined
which satisfies the corresponding harmonic gauge conditions:
(1.7) Γ˜µ|S±1 = 0
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Figure 1. the blown-up space X =
[
R1+nt,x : {|t| = |x|} ∩ ∂R1+nt,x
]
for µ = 0, 1, ..., n, where Γ˜µ = ρ˜
1−n
2 Γµ. Combining this with the linear radiation field theory and
the implicit function theorem, we further show that h˜|S±1 also lies in some weighted b-Sobolev space
on S±1 . More explicitly, denote by W˜N,δ′ the elements in
(ρ0ρ2)
δ[H
1
2−δ
b (R;H
N+ 12+δ(Sn−1)) ∩ L2(Sn−1;HN+1b (R))]
with norm less than ′ and satisfying (1.7). Here we take the equivalence S±1 = Rτ × Sn−1θ . Then
h˜|S±1 ∈ W˜
N,δ
′ for some 
′ > 0. Here both V˜N,δ and W˜N,δ′ are Banach manifolds. See Section 2 for
the definition of weighted b-Sobolev spaces and Section 3, 7 for more details about V˜N,δ and W˜N,δ′ .
The main theorem of this paper is the following:
Theorem 2. For n ≥ 4, N ≥ n + 6, 12 > δ > 0 and  > 0 small, if (h0, h1) ∈ V˜N,δ , then the
Einstein equation (1.1) has a global solution h such that h˜ is C0,δ up to S±1 . Hence the Radiation
field is well defined and the nonlinear Møller wave operator defines a continuous and open map
RF
± : V˜N,δ 3 (h0, h1) −→ h˜|S±1 ∈ W˜
N,δ
C
for some constant C > 0.
The open property guarantees the solution for characteristic initial value problem for Einstein
Vacuum equations.
Theorem 3. For n ≥ 4, given characteristic data h˜S+1 ∈ W˜N,δ for some N ≥ n+ 6, δ ∈ (0, 12 ) and
 > 0 small enough, there exists an asymptotically flat solution g to the Einstein vacuum equation
(1.1) such that ρ˜
1−n
2 (g −m)|S+1 = h˜
S+1 . Moreover, (t, x) are wave coordinates w.r.t. g globally.
For n = 3, the Cauchy data of interest for reduced Einstein vacuum equations has an asymptotic
leading term −M |x|−1δij for some constant M > 0 small, which has a long range effect at null
infinity. Since −M |x|−1δij provides a solution to the linearization of (1.3) in a neighborhood of
null infinity in X, we may expect that the essential change of the geometry of perturbed solution
g = m+h only comes from the asymptotic leading term, i.e. the constant M . By a different change
of coordinates to τ = t − |x| −M log |x|, which was suggested by Friedlander to study the linear
equation gu = 0 with such background metric, I find a corresponding compactification of R1+nt,x
such that the radiation filed is well defined in a similar way. This will be discussed in details in a
separate paper.
The outline of this paper is as follows: in Section 2 we define a compactification of R1+nt,x and give
basic geometric notations used through out the paper; in Section 3, we study the solution spaces
of constraint equations (1.2) and of harmonic gauge conditions (1.5) separately; in Section 4, we
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make a conformal transformation of the reduced Einstein equations and study the metric and wave
operator in the conformal setting; in Section 5, we define a family of time-like functions, which will
be used to define a special type of energy norm, called the weighted b-Sobolev norm; in Section 6, we
do energy estimates for the equations (1.6), show the regularity of Einstein solutions near boundary
and define the radiation field; in Section 7, we modify the result obtained in Section 6 and obtain
the isomorphism property for the nonlinear Møller wave operator.
Acknowledgment: I want to thank to my adviser Richard Melrose for inspirations and valuable
discussion on this topic. Without his help, this paper would not exist. I also would like to apologize
to all who expressed interest in this work for the long delay between the first announcement of these
results and the appearance of this monograph.
2. Geometric Setting
This section is a preparation for describing the problem and dealing with it in a manifold with
corners arising from a suitable compactification of R1+nt,x . To simplify the notation, we take t =
x0, x = (x1, ..., xn) and use the lower case English alphabet i, j, k, l, ... as indices taking value in
{1, 2, ..., n} and the Greek alphabet α, β, µ, ν, ... as indices taking value in {0, 1, 2, ..., n}. Moreover,
we use the capital English alphabet I, J,K,L, ... as multi indices. The change between superscript
and subscript is taken over Minkowski metric m = −d2t+∑ni=1 d2xi. For example, x0 = −x0, xi =
xi.
2.1. Compactification of the Space-time. The usual radial compactification of R1+nt,x , denoted
by X0, can be realized by embedding
Φ : R1+nt,x 3 (t, x) −→ (
1√
1 + t2 + |x|2 ,
t√
1 + t2 + |x|2 ,
x√
1 + t2 + |x|2 ) ∈ R
2+n
and taking X0 = Φ(R1+nt,x ), which is a closed half sphere of dimension n+ 1. Then all null rays w.r.t.
Minkowski metric converge to an embedded submanifold of X0 on the bounday:
L = Φ({|t| = |x|}) ∩ ∂X0 = {(0,± 1√
2
,± x√
2
) : x ∈ Rn, |x| = 1}.
The compactification space X, which we use in this paper to study the asymptotic behavior of
Einstein vacuum solutions that are close to Minkowski metric, is X0 blown up L. Hence X is a
manifold with corners up to codimension 2. See Figure 1.
More explicitly, let d(p, q) be the distance function on X0 w.r.t. standard spherical metric and
U = {p ∈ X0 : d(p, L) < }. Choose some  > 0 small and define
Ψ : X0\L −→ X0\U
as follows: if d(p, L) >  then Ψ(p) = p; if d(p, L) ≤  then
d(Ψ(p), L) = d(Ψ(p), p) + d(p, L), d(Ψ(p), L) = ψ(d(p, L))
where ψ : [0, ] −→ [/2, ] is smooth and satisfies: ψ(0) = /2, ψ′ > 0 and ψ(d) = d for 7/8. Then
the blowup can be realized by taking
(2.1) X = Ψ(X0\L) = X0\U ⊂ R2+n.
Obviously, ΨΦ embeds R1+nt,x into R2+n with image X˚, the interior of X.
This compactification is closely related to Penrose’s diagram. The three essentially different
boundary hypersurfaces can be represented with the three regions at infinity: spatial infinity S0,
null infinity S±1 and temporal infinity S
±
2 where the latter two both have forward and backward
components. In particular, we can identify S0, S
±
1 with R × Sn−1, where R is the radial compact-
ification of R, and identify S±2 with closed ball of dimension n. Denote the set of boundary hyper
surfaces of X by
M1(X) = {S0, S±1 , S±2 }.
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Definition 1. For S ⊂M1(X), we say ρS a defining function for S iff
0 ≤ ρS ∈ C∞(X), S = {ρS = 0}, dρS |S 6= 0.
Two boundary defining functions ρS , ρ
′
S are equivalent on a domain Ω ⊂ X iff
ρS = e
ψρ′S for some ψ ∈ C∞(Ω).
We say ρ˜ a total boundary defining function for X iff
ρ˜ =
∏
S∈M1(X)
ρS .
Throughout this paper, we use ρ0, ρ1, ρ2 to denote the defining functions for S0, S
±
1 , S
±
2 and
ρ˜ = ρ0ρ1ρ2 the total boundary defining function for ∂X. We make a special choice of them in local
coordinates in the following.
3
1
5
5
2
1
3
Ω
2
4
0Ω
Ω
Ω
Ω Ω Ω
Ω
Ω
Ω
Ω
Ω
ΩΩΩ
Ω
Ω
4
3
2
3
2
44
Figure 2. The local coordinate charts on X
Choose a covering {Ωi : 0 ≤ i ≤ 5} for X such that Ω0 is a bounded domain in the interior of
X and
⋃5
i=1 Ωi covers ∂X. The corresponding local coordinates can be chosen from the following
functions:
r = |x|, τ = |t| − |x|, ρ = 1|x| , s =
t
|x| , φ =
1
|t| , y =
x
|t| ,
a = 1− |t||x| , b =
1
|x| − |t| , a¯ = 1−
|x|
|t| , b¯ =
1
|t| − |x| , θ
i =
xi
|x| , θ
0 = 1.
More explicitly,
• In the domain Ω0 = {(t, x) : |t|2 + |x|2 < 1000}, choose
ρ˜ = ρ0 = ρ1 = ρ2 = 1.
• In the domain Ω1 = {(s, ρ, θ) : − 78 < s < 78 , 0 ≤ ρ < 1, θ ∈ Sn−1}, choose
ρ˜ = ρ0 = ρ, ρ2 = ρ1 = 1.
• In the domain Ω2 = {(a, b, θ) : 0 ≤ a < 78 , 0 ≤ b < 1, θ ∈ Sn−1}, choose
ρ˜ = ab, ρ0 = b, ρ1 = a, ρ2 = 1.
• In the domain Ω3 = {(τ, ρ, θ) : −τ0 ≤ τ ≤ τ0, 0 ≤ ρ < 1, θ ∈ Sn−1} for some τ0 > 8, choose
ρ˜ = ρ1 = ρ, ρ0 = ρ2 = 1.
• In the domain Ω4 = {(a¯, b¯, θ) : 0 ≤ a¯ < 78 , 0 ≤ b¯ < 1, θ ∈ Sn−1}, choose
ρ˜ = a¯b¯, ρ1 = a¯, ρ2 = b¯, ρ0 = 1.
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• In the domain Ω5 = {(φ, y) : 0 ≤ φ < 1, |y| < 78}, choose
ρ˜ = ρ2 = φ, ρ1 = ρ0 = 1.
Notice that, in the intersection of any two domains, the different choices of defining functions are
equivalent. In many cases, for example when doing energy estimates, equivalent defining functions
give equivalent statements. So we change the choice of ρi freely from one set of coordiantes to the
other in the rest of this paper if they give equivalent results. However, when performing energy
estimates, we may not been able to restrict the discussion in a single coordinate chart and hence
have to consider some of them together. See Section 6 for more details.
We also denote by [X]2 a double space of X across the null infinity S+1 ∪ S−1 such that [X]2 is a
manifold with boundary and the smooth structure on X extends to [X]2, i.e. C∞(X) = C∞([X]2)|X .
Here [X]2 is not uniquely determined. Refer to [Me] for more details. The boundary of [X]2 consists
of three components, [S0]
2, [S+2 ]
2 and [S−2 ]
2, which are also double spaces of S0, S
+
2 and S
−
2 across
their boundaries and hence are close manifolds. Moreover, [S0]
2 can be identified with S1 × Sn−1
and [S±2 ] can be identified with Sn. We introduce [X]2 for the reason that the conformal Minkowski
metric, or with small perturbation, extends to a b-type Lorentz metric on [X]2. See Section 4 for
more details.
2.2. Vector Fields. Let Vb(X) (resp. Vb([X]2)) be the space of smooth vector fields on X which
are tangent to ∂X (resp. ∂[X]2). The relation between Vb([X]2)|X and Vb(X) is
Vb([X]
2)|X = Vb(X) + C∞(X)V1.
where V1 ∈ Vb([X]2)|X transverse to S±1 , i.e. for any p ∈ S±1 , V1(p) /∈ TpS±1 . In particular, in
domain Ω2,Ω3,Ω4, we can choose V1 = ∂ρ1 . Set
∂0 = ∂t, ∂i = ∂xi , /∂i = r(δ
j
i − θiθj)∂j ,
Z00 = r∂r + t∂t, Z0i = t∂i + xi∂t, Zij = xi∂j − xj∂i.
Here /∂i are the projection of ∂i on TSn−1 ⊂ TRn satisfying θi/∂i = 0. We denote by Z˜ any vector
field in {∂µ, Zµν : µ, ν = 0, ..., n} and ∂˜k any element in V kb (X) for k ≥ 1.
Lemma 2.1. The vector fields defined above satisfy the following properties:
(i) V (Sn−1) = SpanC∞(Sn−1){Zij : i, j = 1, ..., n};
(ii) Vb(X) = SpanC∞(X){∂µ, Zµν : µ, ν = 0, 1, ..., n};
(iii) ∂µ ∈ ρ0ρ2Vb(X), for µ = 0, ..., n.
Proof. The first property follows directly by Zij = θi/∂j − θj/∂i ∈ TSn−1 and /∂j = Zijθi. To prove
(ii) and (iii), we only need to check them in local coordinates near ∂X:
• In Ω1 with coordinates (s, ρ, θ), Vb(Ω1) = SpanC∞(Ω1){∂s, ρ∂ρ, /∂i : 1 ≤ i ≤ n}. Hence (ii)
and (iii) follow by
∂t = ρ∂s, ∂i = ρ(−θi(ρ∂ρ + s∂s) + /∂i),
Z00 = −ρ∂ρ, Z0i = θi(1− s2)∂s − θisρ∂ρ + s/∂i,
=⇒ ∂s = (1− s2)−1(Z0iθi − sZ00), ρ∂ρ = −Z00.
• In Ω2 with coordinates (a, b, θ), Vb(Ω2) = SpanC∞(Ω2){a∂a, b∂b, /∂i : 1 ≤ i ≤ n}. Hence (ii)
and (iii) follow by
∂t = b(b∂b − a∂a), ∂i = −bθi(b∂b − a∂a) + ab(−θia∂a + /∂i),
Z00 = −b∂b, Z0i = −θi((2− a)a∂a − b∂b) + (1− a)/∂i,
=⇒ b∂b = −Z00, a∂a = −(2− a)−1(Z00 + Z0iθi).
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• In Ω3 with coordinates (τ, ρ, θ), Vb(Ω3) = SpanC∞(Ω3){∂τ , ρ∂ρ, /∂i : 1 ≤ i ≤ n}. Hence (ii)
and (iii)follow by
∂t = ∂τ , ∂i = −θi∂τ + ρ(−θiρ∂ρ + /∂i),
Z00 = τ∂τ − ρ∂ρ, Z0i = −θi(τ∂τ + (1 + ρτ)ρ∂ρ) + (1 + ρτ)/∂i,
=⇒ ∂τ = ∂t, ρ∂ρ = −(2 + ρτ)−1(Z00 + Z0iθi).
• In Ω4 with coordinates (a¯, b¯, θ), Vb(Ω4) = SpanC∞(Ω4){a¯∂a¯, b¯∂b¯, /∂i : 1 ≤ i ≤ n}. Hence (ii)
and (iii) follow by
∂t = −b¯(b¯∂b¯ − a¯∂a¯)− a¯b¯(a¯∂a¯), ∂i = b¯θi(b¯∂b¯ − a¯∂a¯) + a¯b¯(1− a¯)−1/∂i,
Z00 = −b¯∂b¯, Z0i = −θi((2− a¯)a¯∂a¯ − b¯∂b¯) + (1− a¯)−1/∂i,
=⇒ b¯∂b¯ = −Z00, a¯∂a¯ = −(2− a¯)−1(Z00 + Z0iθi).
• In Ω5 with coordinates (φ, y), Vb(Ω5) = SpanC∞(Ω5){φ∂φ, ∂yi : 1 ≤ i ≤ n}. Hence (ii) and
(iii) follow by
∂t = −φ(φ∂φ + yi∂yi), ∂i = φ∂yi ,
Z00 = −φ∂φ, Z0i = ∂yi − yi(φ∂φ + yj∂yj ),
=⇒ φ∂φ = −Z00, ∂yi = Z0i − (1− |y|2)−1yi(Z00 − Z0jyj).
We finish the proof. 
2.3. Sobolev Spaces and Symbol Spaces. We define the b-type Sobolev space and conormal
symbol space on X in the following. These spaces are used to characterize the regularity and as-
ymptotic properties near boundary for Einstein vacuum solutions. Let m0 be the Riemannian metric
on X induced from Euclidean metric on R2+n via (2.1) and denote by dvolm0 the corresponding
volume form.
Definition 2. Define the b-Sobolev space HNb (X) for any N ∈ N0 the completion of C∞c (X˚) w.r.t.
the norm:
‖v‖HNb (X) =
∫
X
∑
|I|≤N
|Z˜Iv|2 dvolm0
ρ˜
 12 .
Define the conormal symbol space by
A 0,0,0(X) = {v ∈ C−∞(X) : Vb(X)lv ∈ L∞(X), ∀ l ∈ N0},
A c1,c2,c3(X) = ρc00 ρ
c1
1 ρ
c2
2 A
0,0,0(X)
for c1, c2, c3 ∈ C.
The relationship between the b-Sobolev spaces and the conormal symbol spaces are stated in the
following lemma.
Lemma 2.2. If Re c0,Re c1,Re c2 > 0 , then
A c1,c2,c3(X) ⊂
∞⋂
N=0
HNb (X).
Moreover, there exists a constant CN for any N >
1
2dim(X) such that
‖v‖L∞(X) ≤ CN‖v‖HNb (X),
which implies that
∞⋂
N=0
HNb (X) ⊂ A 0,0,0(X).
8 FANG WANG
Definition 2 and Lemma 2.2 can be generalize to any manifold with corners, including closed p-
submanifolds of X with induced Riemannian metric and boundary defining functions. See [Me] for
definition of p-submainifold. In this paper, we mainly consider the Cauchy surface Σ0 = {t = 0} =
Rn and null infinity S±1 , which are both p-submanifolds of X. We study the map from Cauchy data
to Characteristic data for Einstein vacuum equations, which lie in some weighted b-Sobolev spaces
or cornormal symbol space on Σ0 and S
±
1 correspondingly.
3. Initial Data
In this section, we study the spaces of small asymptotically flat initial data for Einstein vacuum
equations which satisfy either the constraint equations (1.2) or the harmonic gauge conditions (1.5),
and the relation between them.
Denote by g = m+h a small perturbation of Minkowski metric: g = gµνdx
µdxν , h = hµνdx
µdxν .
We can view g, h as functions of (t, x) valued in (n + 1) × (n + 1) symmetric matrices. Then (1.2)
and (1.5) can be written in terms of the components of (h0, h1) = (h|t=0, ∂h|t=0), which turn out to
be undetermined elliptic systems after suitable decomposition.
3.1. Initial Data Subject to the Constraint Equations (1.2). Let us first derive the constraint
equations (1.2) in terms of components of (h0, h1). Denote by
Γαβµ = 2gµνΓ
ν
αβ = ∂αhµβ + ∂βhαµ − ∂µhαβ ,
Γµ = gµνg
αβΓναβ = g
αβ(∂αhµβ − 12∂µhαβ).
Then the components of Ricci curvature of g can be expressed as
Rµν = ∂λΓ
λ
µν − ∂µΓλλν + ΓλµνΓδλδ − ΓδµλΓλνδ
= 12g
λδ(−∂λ∂δhµν + ∂λ∂νhµδ + ∂λ∂µhδν − ∂µ∂νhλδ) + Eµν
= − 12gλδ∂λ∂δhµν + 12∂µΓν + 12∂νΓµ + 12Fµν
where
Fµν = 2Eµν +Dµν +Dνµ,
Eµν = Γ
λ
µνΓ
δ
λδ − ΓδµλΓλνδ + 12 (∂λgλδ)Γµνδ − 12 (∂µgλδ)Γλνδ,
Dµν =− (∂µgλδ)(∂λhνδ − 12∂νhλδ).
Denote by
D′µν = Dµν |t=0, E′µν = Eµν |t=0, F ′µν = Fµν |t=0.
Then D′µν , E
′
µν , F
′
µν are quadratic forms of (∂ih
0, h1) with coefficients analytically depending on h0.
The Einstein vacuum equations (1.1) imply that
g00R00 − gijRij = 0, g00R0k + g0jRkj = 0
for k = 1, ..., n, which cancel the ∂20h terms and impose (n + 1) constraint equations on (h
0, h1) at
t = 0:
(3.1)

gplgij∂i(∂jh
0
pl − ∂ph0jl) + gplg0i(∂ih1pl − ∂ph1il − ∂i∂ph00l + ∂p∂lh0i0) + g00E′00 − gplE′pl = 0,
g00gij(∂ih
1
kj − ∂kh1ij − ∂i∂jh0k0 + ∂k∂ih00j) + g0lg0i(∂kh1il − ∂ih1kl + ∂i∂lh0k0 − ∂k∂lh00i)
+ g0lgij(−∂i∂jh0kl + ∂i∂kh0jl + ∂i∂lh0kj − ∂k∂lh0ij) + 2(g00E′0k + g0lE′kl) = 0.
for k = 1, ..., n. Here (3.1) is the system of constraint equations (1.2) in fixed coordinates. We are
interested in small solutions to (3.1) in the following space:
(3.2) ρλ0H
N+1
b (Rn : R
(n+1)(n+2)
2 )× ρλ+10 HNb (Rn : R
(n+1)(n+2)
2 ).
Let
U˜N,λ = {(h0, h1) : (h0, h1) satisfies (3.1) and ‖(h0, h1)‖ρλ0HN+1b (Rn)×ρλ+10 HNb (Rn) < }.
Proposition 3.1. For n ≥ 3, λ ∈ (0, n− 2) and  > 0 small enough, U˜N,λ is a Fre´chet manifolds.
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Proof. We prove the statement by studying the linearization of (3.1) at (0, 0):
(3.3)

−4
∑
i
h0ii −
∑
ij
∂i∂jh
0
ij = 0,
−4h00k − ∂k
∑
i
∂ih
0
0i + ∂k
∑
i
h1ii −
∑
i
∂ih
1
ki = 0, for k = 1, ..., n
where 4 = −∑nj=1 ∂2j , and applying implicit function theorem. Notice that by [Me2], for n ≥ 3 and
λ ∈ (0, n− 2),
4 : ρλ0HN+1b (Rn) −→ ρλ+20 HN−1b (Rn)
is an isomorphism and hence
4 12 : ρλ0HN+1b (Rn) −→ ρλ+10 HNb (Rn) and 4
1
2 : ρλ+10 H
N+1
b (Rn) −→ ρλ+20 HNb (Rn),
are both isomorphism. See Proposition 8.1 in Appendix. Assume (h0, h1) is in space (3.2) and take
a linear transformation of as follows: for 1 ≤ k ≤ n, 2 ≤ l ≤ n, 1 ≤ i 6= j ≤ n,
A1 =
n−1
n
∑
i
h0ii, Al =
1
n
∑
i
h0ii − h0ll, Aij = h0ij ,
C1 =
n−1
n
∑
i
h1ii, Cl =
1
n
∑
i
h1ii − h1ll, Cij = h1ij .
Then the first equation in (3.3) becomes
(3.4) 4A1 = −∂21
n∑
j=2
Aj +
n∑
j=2
∂2jAj −
∑
i 6=j
∂i∂jAij .
Denote by B = h00kdx
k and D = 4−1(∂k
∑
i h
1
ii−
∑
i ∂ih
1
ki)dx
k, 1-forms on the Euclidean space, i.e.
B,D ∈ ρλ0HN+1b (Rn : Λ1(Rn)).
Then the second equation in (3.3) can be expressed as
(3.5) −4B + dδB +4D = 0,
Since 4 has trivial kernel on ρλ0HN+1b (Rn : Λp(Rn)) for all 0 ≤ p ≤ n, the Hodge decomposition
theorem implies
ρλ0H
N+1
b (Rn : Λ
1(Rn)) = EN+1,λc  EN+1,λcc
with EN+1,λc and EN+1,λcc the subspace of closed and coclosed forms respectively. More explicitly, let
Ψ : ρλ+1HNb (Rn) 3 f −→ 4−1df ∈ ρλHN+1b (Rn : Λ1(Rn)),
Φ : ρλHN+1b (Rn : Λ
1(Rn)) 3 u −→ δu ∈ ρλ+1HNb (Rn).
Then ΦΨ = Id and
ΨΦ : ρλ0H
N+1
b (Rn : Λ
1(Rn)) −→ EN+1,λc
is a projection. Writing B = B′+B′′ and D = D′+D′′ with B′, D′ closed and B′′, D′′ coclosed, i.e.
B′ = ΨΦ(B), B′′ = (Id−ΨΦ)(B), D′ = ΨΦ(D), D′′ = (Id−ΨΦ)(D),
then (3.5) split into
(3.6) 4D′ = 0, −4B′′ +4D′′ = 0.
For the first equation in (3.6), notice that we have the following commutative diagram:
ρλ+1HNb (Rn : Λ(Rn))
d,δ //
4− 12

ρλ+2HN−1b (Rn : Λ(Rn))
4− 12

ρλHN+1b (Rn : Λ(Rn)) d,δ
// ρλ+1HNb (Rn : Λ(Rn))
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where Λ(Rn) =
∑n
p=0 Λ
p(Rn). Since h1 ∈ ρλ+1HNb (Rn : Λ1(Rn)),
4D′ = 4ΨΦ(D) = dδ4−1((∂k∑
i
h1ii −
∑
i
∂ih
1
ki)dx
k
)
= d4− 12 δ((∂k∑
i
4− 12h1ii −
∑
i
∂i4− 12h1ki)dxk
)
= d4− 12 (4
∑
i
4− 12h1ii +
∑
i,k
∂k∂i4− 12h1ki)
Hence 4D′ = 0 is equivalent to
4
∑
i
4− 12h1ii +
∑
i,k
∂k∂i4− 12h1ki = 0.
Substitute h1ij by C, (3.3) is equivalent to the elliptic system:
(3.7)

4A1 = −∂21
n∑
j=2
Aj +
n∑
j=2
∂2jAj −
∑
i6=j
∂i∂jAij ,
4 12C1 = −∂21
n∑
j=2
4− 12Cj +
n∑
j=2
∂2j4−
1
2Cj −
∑
i6=j
∂i∂j4− 12Cij ,
4B′′ = ∂1(C1 −
n∑
l=2
Cl)dx
1 +
n∑
k=2
∂k(C1 + Cl)dx
k +
∑
i 6=k
∂iCkidx
k.
In (3.3), the components {h000, h100, h10k : 1 ≤ k ≤ n} are free. To solve {h00k, h0ij , h1ij : 1 ≤ i, j, k ≤ n}
from (3.3), it is equivalent to solve {Bk, Ak, Aij , Ci, Cij : 1 ≤ k, i 6= j ≤ n} from (3.7). Given arbitray
h000, Ak, Aij ∈ ρλ0HN+1b (Rn) and h10µ, Ck, Cij ∈ ρλ+10 HNb (Rn) for 0 ≤ µ ≤ n, 2 ≤ k ≤ n, 1 ≤ i 6= j ≤ n
and B′ ∈ EN+1,λc , we can solve (3.7) uniquely and have
A1 ∈ ρλ0HN+1b (Rn), C1 ∈ ρλ+10 HNb (Rn), B′′ ∈ EN+1,λcc .
And hence the solution space of (3.3), denoted by UN,λ, is isomorphism to
ρλ0H
N+1
b (Rn : R
n(n+1)
2 )× EN+1,λc × ρλ+10 HNb (Rn : R
(n+1)(n+2)
2 −1)
Due to the ellipticity of (3.7) and invertibility of 4 and 4 12 , when  > 0 small enough, U˜N,λ is a
submanifold in space (3.2), which has tangent space UN,λ at (0, 0). 
3.2. Initial Data Subject to Harmonic Gauge Conditions (1.5). We first deriving the equa-
tions (1.5) in terms of components of (h0, h1). First Γµ|t=0 = 0 is equivalent to
(3.8)
{
1
2g
00h100 − 12gijh1ij + giβ∂ih00β = 0,
g0βh1kβ + g
iβ∂ih
0
kβ − 12gαβ∂kh0αβ = 0,
for k = 1, ..., n. Secondly ∂tΓµ|t=0 is equivalent to
(3.9)
{
( 12g
00∂2t h00 − 12gij∂2t hij)|t=0 + giβ∂ih10β −D′00 = 0,
(g0β∂2t hkβ)|t=0 + giβ∂ih1kβ − 12gαβ∂kh1αβ −D′0k = 0,
for k = 1, ..., n. When assuming Γµ = 0, the Reduced Einstein vacuum equations (1.3) at t = 0 is
(3.10) g00∂2t hµν |t=0 = −2g0i∂ih1µν − gij∂i∂jh0µν + F ′µν .
Multiplying (3.9) by g00 and substituting (g00∂2t hµν)|t=0 terms by the right hand side of (3.10), we
have
(3.11)
{
g00gij∂ih
1
0j + g
plg0i∂ih
1
pl − 12g00gij∂i∂jh000 + 12gplgij∂i∂jh0pl + g00E′00 − 12gplF ′pl = 0,
g0β(−2g0i∂ih1kβ − gij∂i∂jh0kβ) + g00(giβ∂ih1kβ − 12gαβ∂kh1αβ) + g0βF ′kβ − g00D′0k = 0,
for k = 1, ..., n.
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Lemma 3.1. The harmonic gauge conditions (3.8) and (3.11) are equivalent to the constraint
conditions (3.1) combined with (3.8) in the fixed coordinates, i.e. (3.8) + (3.11) =(3.1) + (3.8).
Proof. We only need to show under the condition (3.8), (3.11) is equivalent to (3.1) . First (3.8)
gives
(3.12)
{
g00h100 = g
ijh1ij − 2giβ∂ih00β ,
g00h10k = −g0lh1kl − giβ∂ih0kβ + 12gαβ∂kh0αβ ,
for k = 1, ..., n. Plugging them into the first equation of (3.11), we have
0 = gij∂i(−g0lh1jl − glβ∂lh0jβ + 12gαβ∂jh0αβ)− gij∂ig00h10j + gplg0i∂ih1pl − 12g00gij∂i∂jh000
+ 12g
plgij∂i∂jh
0
pl + g
00E′00 − 12gplF ′pl
= g0igpl(∂ih
1
pl − ∂ph1il) + gij(−glβ∂i∂lh0jβ + gpl∂i∂jh0pl + g0l∂i∂jh00l) +Q0
where Q0 is a quadratic form of (∂ih
0, h1),
Q0 = g
ij(−∂ig0lh1jl − ∂iglβ∂lh0jβ + 12∂igαβ∂jh0αβ)− gij∂ig00h10j + g00E′00 − 12gplF ′pl
= gij(−∂ig0lh1jl − ∂iglβ∂lh0jβ + 12∂igαβ∂jh0αβ − ∂ig00h10j −D′ij) + g00E′00 − gplE′pl
= g00E′00 − gplE′pl,
which gives the first equation of (3.1). Rewrite the second equation of (3.11) as follows:
− 12g00g00∂kh100 − g00g0i(∂ih1k0 + ∂kh10i) + g00gij(−∂i∂jh0k0 + ∂ih1kj − 12∂kh1ij)
− 2g0ig0l∂ih1kl − g0lgij∂i∂jh0kl + g0βF ′kβ − g00E′′0k = 0.
Plugging (3.12) into the first three terms in above equation, we get
0 = − g00∂k( 12gijh1ij − giβ∂ih00β) + 12g00∂kg00h100 + g0i∂i(g0lh1kl + glβ∂lh0kβ − 12gαβ∂kh0αβ)
+ g0i∂ig
00h1k0 + g
0i∂k(g
0lh1il + g
lβ∂lh
0
iβ − 12gαβ∂ih0αβ) + g0i∂kg00h10i
+ g00gij(−∂i∂jh0k0 + ∂ih1kj − 12∂kh1ij)− 2g0ig0l∂ih1kl − g0lgij∂i∂jh0kl + g0βF ′kβ − g00E′′0k
= g00gij(∂ih
1
kj − ∂kh1ij − ∂i∂jh0k0 + ∂k∂ih00j) + g0lg0i(∂kh1il − ∂ih1kl + ∂i∂lh0k0 − ∂k∂lh00i)
+ g0lgij(−∂i∂jh0kl + ∂i∂kh0jl + ∂i∂lh0kj − ∂k∂lh0ij) +Qk
where Qk is a quadratic form of (∂ih
0, h1),
Qk = g
00(− 12∂kgijh1ij + ∂kgiβ∂ih00β + 12∂kg00h100) + g0i(∂ig0lh1kl + ∂iglβ∂lh0kβ − 12∂igαβ∂kh0αβ
+ ∂ig
00h1k0 + ∂kg
0lh1il + ∂kg
lβ∂lh
0
iβ − 12∂kgαβ∂ih0αβ + ∂kg00h10i) + g0βF ′kβ − g00E′′0k
= − g00E′′k0 − g0i(E′′ik + E′′ki) + g00F ′k0 + g0iF ′ki − g00E′′0k
= 2(g00E′k0 + g
0iE′ki)
which gives the second equation in (3.1). Since the substituting action is reversible, we finish proving
the equivalence of (3.8)+(3.11) and (3.8)+(3.1) . 
Notice that (3.8) is an elliptic system of equations of h10µ for µ = 0, 1, ..., n, which are free
terms when solving the linearization of (3.1). Hence by a similar decomposition as in the proof of
Proposition 3.1, the linearization of (3.8)+(3.11) form an elliptic system w.r.t. {A1, C1, B′′, h10µ :
µ = 0, ..., n} when considering the solutions in space (3.2) for n ≥ 3 and λ ∈ (0, n− 2). Let
(3.13) V˜N,λ = {(h0, h1) : (h0, h1) satisfies(3.8)+(3.11), ‖(h0, h1)‖ρλ0HN+1b (Rn)×ρλ+10 HNb (Rn) < }.
Then by the same proof of Proposition 3.1, we have
Proposition 3.2. For n ≥ 3, λ ∈ (0, n− 2) and  > 0 small enough, V˜N,λ is a Fre´chet manifolds.
Here V˜N,λ has tangent space VN,λ at (0, 0) which is the space of solutions to linearization of
(3.8)+(3.11) and is isomorphic to
ρλ0H
N+1
b (Rn : R
n(n+1)
2 )× EN+1,λc × ρλ+10 HNb (Rn : R
(n+1)n
2 −1).
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3.3. Gauge Fixing. Suppose (R1+nt¯,x¯ , g¯) is an Einstein vacuum solution which is close to the Minkowski
space-time with Cauchy data (h¯0, h¯1) satisfying the constraint equations (3.1). Here
h¯0µν = g¯µν −mµν |t¯=0, h¯1µν = ∂t¯g¯µν |t¯=0
in the sense of matrices. Let Φ : R1+nt,x −→ R1+nt¯,x¯ be a diffeomorphism preserving the Cauchy surface:
x¯µ = xµ + fµ(t, x) with f0(0, x) = 0.
We want to find out all Φ such that (t, x) are wave coordinates w.r.t. the pull back metric g = Φ∗g¯:
gµν = g¯µν + g¯µβ∂νf
β + g¯αν∂µf
α + g¯αβ∂µf
α∂νf
β ,
Denote by (h0, h1) the corresponding Cauchy data in coordinates (t,x) :
(3.14)

h0µν = h¯
0
µν + (g¯µβ∂νf
β + g¯αν∂µf
α + g¯αβ∂µf
α∂νf
β)|t=0,
h1µν = h¯
1
µν + (h¯
1
µβ∂νf
β + h¯1αν∂µf
α + h¯1αβ∂µf
α∂νf
β)|t=0
+ [∂tf
γ(∂x¯γ g¯µν + ∂x¯γ g¯µβ∂νf
β + ∂x¯γ g¯αν∂µf
α + ∂x¯γ g¯αβ∂µf
α∂νf
β)]|t=0
+ [g¯µβ∂ν∂tf
β + g¯αν∂µ∂tf
α + g¯αβ(∂t∂µf
α∂νf
β + ∂µf
α∂t∂νf
β)]t=0.
For simplicity, denote ∂x¯α = ∂¯α. It shows that (h
0, h1) is determined by (f, ∂tf, ∂
2
t f)|t=0.
To make g satisfy the harmonic gauge condition (1.4), it is equivalent to require f satisfying the
following equations:
(3.15) (g¯µν + g¯δν∂µf
δ)gαβ∂α∂βf
ν +Gµ(g¯, ∂¯g¯; f, ∂f) = 0
for µ = 0, ..., n, where Gµ are analytic functions of (g¯, ∂¯g¯; f, ∂f) for (f, ∂f) small:
Gµ(g¯, ∂¯g¯; f, ∂f) = g
αβ(∂αg¯µβ + ∂αg¯µγ∂βf
γ + ∂αg¯δβ∂µf
δ + g¯δγ∂µf
δ∂βf
γ)
− 12gαβ(∂µg¯αβ + ∂µg¯αγ∂βfγ + ∂µg¯δβ∂αfδ + ∂µg¯δγ∂αfδ∂βfγ).
Notice that ∂αg¯µν = ∂¯αg¯µν + ∂αf
β ∂¯β g¯µν . In particular,
Gµ(g¯, ∂¯g¯; 0, 0) = g¯
αβ(∂¯αg¯µβ − 12 ∂¯µg¯αβ).
Here (3.15) is a system of quasilinear wave equations for f . Given any f0 = f |t=0 and f1 = ∂tf |t=0
with enough regularity, we can solve (3.15) in a neighborhood of Cauchy surface. Furthermore, if
(f0, f1) are also small enough, f is determined globally. Since we assume f
0
0 = 0, (f0, f1) have 2n+1
degree of freedom.
However, we want to choose the gauge before we find out the global Einstein solution g¯ for the
Cauchy problem. By Theorem 1, this can be done by requiring (h0, h1) in the new coordinates (t, x)
to satisfy the harmonic gauge conditions (1.5), or equivalently, (3.8)+(3.11). First (3.8) give (n+ 1)
linear equations of ∂2t f |t=0 and allow us to write ∂2t f |t=0 in terms of (f0, f1). More explicitly
(3.16) ∂2t f
µ|t=0 = fµ2 (h¯0, h¯1; f0, f1)
where fµ2 are analytic functions of (h¯
0, h¯1; f0, f1). Then (3.11) is satisfied automatically by Lemma
3.1 since the constraint equations (1.2), or equivalently (3.1), is invariant under deffeomorphism. This
shows again that the global diffeomorphism and the global harmonic coordinates set are determined
by (f0, f1).
3.4. Group Action and Fibration. From (3.14), the set of (f0, f1) = (f |t=0, ∂tf |t=0) gives a
group action on the space of (h0, h1) which satisfies the harmonic gauge conditions (3.8)+(3.11).
We investigate this group action in more details in the following.
For λ > 0, let GN,λ be the nonabelian group generated by
{(f0, f1) ∈ ρλ−10 HN+2b (Rn : Rn+1)× ρλ0HN+1b (Rn : Rn+1) : f00 = 0, ‖(f0, f1)‖ < ′},
for some ′ > 0 small with group operation
(f˜0, f˜1) ? (f0, f1) =
(
f˜0 + f0 ◦ (Id+ f˜0), f˜1 + (1 + f˜01 )f1 ◦ (Id+ f˜0) + f˜ i1∂if0 ◦ (Id+ f˜0)
)
.
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and identity (0, 0). Here ◦ denotes the composition of functions. It is clearly that GN,λ does not
depend on ′ > 0 small. Then GN,λ has two subgroups generated by (f0, 0) and (0, f1) respectively,
which transversely intersect at (0, 0). Denote
GN,λ0 = {f0 : (f0, 0) ∈ GN,λ}, GN,λ1 = {f1 : (0, f1) ∈ GN,λ}.
Lemma 3.2. With above notation,
GN,λ = GN,λ1 ? GN,λ0 = GN,λ0 ? GN,λ1 .
Denote by V˜N,λ = GN,λ · V˜N,λ ⊂ V˜N,λ∞ where V˜N,λ is given in Proposition 3.2. By Lemma 3.2, we
can study the action of GN,λ1 and GN,λ0 on V˜N,λ separately. First, GN,λ1 forms an nonabelian group
with operation
(3.17) (0, f˜1) ? (0, f1) = (0, f1 + f˜1 + f˜
0
1 f1), ∀ f1, f˜1 ∈ GN,λ1 .
By (3.14), given f1 ∈ GN,λ1 and (h¯0, h¯1) ∈ V˜N,λ, then (h0, h1) = (0, f1) · (h¯0, h¯1) is defined as follow:
(3.18)

h000 = h¯
0
00 + 2g¯0αf
α
1 + g¯αβf
α
1 f
β
1 ,
h00i = h¯
0
0i + g¯iβf
β
1 ,
h0ij = h¯
0
ij
h100 = (h¯
1
00 + h¯
1
00f
0
1 + ∂ih¯
0
00f
i
1) + 2(h¯
1
0β + h¯
1
0βf
0
1 + ∂ih¯
0
0βf
i
1)f
β
1
+ (h¯1αβ + h¯
1
αβf
0
1 + ∂ih¯
0
αβf
i
1)f
α
1 f
β
1 + 2g¯0βf
β
2 + 2g¯αβf
α
1 f
β
2 ,
h10i = (h¯
1
0i + h¯
1
0if
0
1 + ∂kh¯
0
0if
k
1 ) + (h¯
1
iβ + h¯
1
iβf
0
1 + ∂kh¯
0
iβf
k
1 )f
β
1
+ g¯iβf
β
2 + g¯0β∂if
β
1 + g¯αβf
α
1 ∂if
β
1 ,
h1ij = h¯
1
ij + h¯
1
ijf
0
1 + ∂kh¯
0
ijf
k
1 + g¯iβ∂jf
β
1 + g¯αj∂if
α
1 .
Here f2 = f2(h¯
0, h¯1; 0, f1) is defined in (3.16). Obviously GN,λ1 preserves the coordinates on the
Cauchy surface and hence preserves the restricting metric and second fundamental form on Cauchy
surface. Given initial data (h0, h1), let g0 be the induced metric on Cauchy surface and k0 the
corresponding second fundamental form. This defines the map pi : (h0, h1) −→ (g0, k0):
[g0]ij = δij + h
0
ij , [k0]ij = −(1− h000 + gkl0 h00lh00k)
1
2 (∂ih
0
0j + ∂jh
0
0i − h1ij).
In our setting,
[g0]ij − δij ∈ ρλ0HN+1b (Rn), [k0]ij ∈ ρλ+10 HNb (Rn).
Let C˜N,λ = pi(GN,λ1 · V˜N,λ ). Obviously,
GN,λ1 GN,λ1 · V˜N,λ
pi

C˜N,λ
provides a fibration structure.
Secondly, GN,λ0 is obvious equivalent to the diffeomorphism group on Cauchy surface with the
corresponding regularity and decay at infinity. The group operation is as follows:
f˜0 ? f0 = f˜0 + f0 ◦ (Id+ f˜0), ∀ f˜0, f0 ∈ GN,λ0 .
The action of GN,λ0 on C˜N,λ is just a pull-back. Denote by C˜N,λ = GN,λ0 · C˜N,λ . Then for any
f0 ∈ GN,λ0 , we have the commutativity
pi ◦ f0 = f0 ◦ pi
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which implies that
GN,λ1 V˜N,λ
pi

C˜N,λ
is also a fibration. Let D˜N,λ = C˜N,λ/GN,λ0 and pi′ the quotient map. Denote by me be the Euclidean
metric and S2(T ∗Rn) be the symmetric 2-tensor bundle on Rn. Summarizing above discussion, we
have
Proposition 3.3. For n ≥ 3 and λ ∈ (0, n − 2), the quotient space D˜N,λ is an open neighborhood
of (me, 0) in the solution space of constraint equation (1.2) in(
me + ρ
λ
0H
N+1
b (Rn;S
2(T ∗Rn))
)× ρλ+10 HNb (Rn;S2(T ∗Rn)).
with the fibration structure:
GN,λ1 V˜N,λ
pi

GN,λ0 C˜N,λ
pi′

D˜N,λ.
4. Conformal Transformation
To study the asymptotic behavior of Einstein vacuum solutions which are close to Minkowski
space-time, we will work on their conformal transformation on X, the compactification of R1+nt,x de-
fined in Section 2, and perform energy estimates for a conformal transformation of the reduced Ein-
stein vacuum equation (1.3) with Cauchy data satisfying the harmonic gauge conditions (3.8)+(3.11).
We clarify the conformal transformation of metrics and equations in this section by describing them
in the local coordinates specified in Section 2.
4.1. Perturbed Lorentzian Metric. Let m = −dt2 +∑nx=1(dxi)2 be the Minkowski metric and
g = m+ h a small perturbation of it: h = h00d
2t+ 2h0idtdx
i + hijdx
idxj . In the fixed coordinates
(t, x) = (x0, x1, ..., xn), it is equivalent to say that h is a function on R1+nt,x valued in (n+ 1)× (n+ 1)
symmetric matrix space SM(n+ 1,R) ' R (n+2)(n+1)2 . In this sense, denote the inverse of g by
gµν = mµν +Hµν .
Definition 3. For any k ∈ N0, denote by Θk(h) a real analytic function of h with coefficients in
A 0,0,0(X) such that
Θk(h) = O(|h|k) as |h| → 0.
For any k ∈ N0, j, l ∈ N, denote by Θk(h)(v1, ..., vl) an l-form in (v1, ..., vl) with coefficients Θk(h),
and Θk(h)(v
1, ..., vl)(u1, ..., uj) an j-form in (u1, ..., uj) with coefficients Θk(h)(v
1, ..., vl).
Lemma 4.1. For any k, l ∈ N0
Θk(h) + Θl(h) = Θmin{k,l}(h), Θk(h)Θl(h) = Θk+l(h).
Lemma 4.2. With above notation
H00 = −h00 + Θ2(h), H0i = h0i + Θ2(h), Hij = −hij + Θ2(h).
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For the purpose of studying the geometry of g near null infinity of (R1+nt,x , g), we also denote by
h0ρ = hρ0 = h0µθ
µ, hρρ = hµνθ
µθν , hiρ = hρi = hiµθ
µ.
With this notations, the harmonic gauge condition says that some components decay faster than
the others near null infinity.
Lemma 4.3. Suppose (t, x) are harmonic coordinates w.r.t. g. We define a vector field D ∈ Vb(Ωi)
for each 1 ≤ i ≤ 5 as follows:
D =

0 in Ω1
b∂b− a∂a in Ω2
∂τ in Ω3
a¯∂a¯ − b¯∂b¯ in Ω4
0 in Ω5
Then in each domain Ωi for 1 ≤ i ≤ 5, with the choice of ρ˜ and ρ1 specified in Section 2, D satisfies
[D, ρ˜] = [D, θ] = 0,
and the harmonic gauge condition implies
D(2hµρ − θµtrmh) = ρ1∂˜h+ Θ1(h)(∂˜h)
for µ = 0, 1, ..., n. Here ∂˜ ∈ Vb(X).
Proof. We only need to prove the statement in Ω2,Ω3,Ω4. By writing out the harmonic gauge
condition in local coordinates, we have
• In Ω2, a = 1− tr , b = 1r−t , ρ˜ = ab, ρ1 = a,
(b∂b − a∂a)(2h0ρ + trmh) = a∂˜h+ Θ1(h)(∂˜h),
(b∂b − a∂a)(2hiρ − θitrmh) = a∂˜h+ Θ1(h)(∂˜h),
=⇒ Dhρρ = a∂˜h+ Θ1(h)(∂˜h);
• In Ω3, ρ = 1r , τ = t− r, ρ˜ = ρ1 = ρ,
∂τ (2h0ρ + trmh) = ρ∂˜h+ Θ1(h)(∂˜h),
∂τ (2hiρ − θitrmh) = ρ∂˜h+ Θ1(h)(∂˜h),
=⇒ Dhρρ = ρ∂˜h+ Θ1(h)(∂˜h);
• In Ω4, a¯ = 1− rt , b¯ = 1t−r , ρ˜ = a¯b¯, ρ1 = a¯,
(a¯∂a¯ − b¯∂b¯)(2h0ρ + trmh) = a¯∂˜h+ Θ1(h)(∂˜h),
(a¯∂a¯ − b¯∂b¯)(2hiρ − θitrmh) = a¯∂˜h+ Θ1(h)(∂˜h),
=⇒ Dhρρ = a¯∂˜h+ Θ1(h)(∂˜h).
Here trmh = m
αβhαβ = −h00 +
∑n
i=1 hii. We finish the proof. 
4.2. Conformal Transformation of the Lorentzian Metric. Recall that ρ˜ denotes a total
boundary defining function of X and ρi denotes the defining function for boundary hypersurfaces
Si for i = 0, 1, 2. Set
(4.1) m˜ = ρ˜2m, h˜ = ρ˜
1−n
2 h, g˜ = ρ˜2g = m˜+ ρ˜2h = m˜+ ρ˜
n+3
2 h˜.
Similarly, denote
h˜0ρ = h˜ρ0 = h˜0µθ
µ, h˜ρρ = h˜µνθ
µθν , h˜iρ = h˜ρi = h˜µiθ
µ.
Lemma 4.4. Under the assumption and notation in Lemma 4.3, for µ = 0, 1, ..., n,
D(2h˜µρ − θµtrmh˜) = ρ1∂˜h˜+ ρ1Θ1(h˜) + Θ1(ρ˜
n−1
2 h˜)(∂˜h˜) + Θ1(ρ˜
n−1
2 h˜)(h˜).
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Proposition 4.1. If h ∈ C1(X : SM(n+ 1,R)) such that for some δ > 0 and all 1 ≤ i ≤ n
ρ−11 hρi ∈ C1(X), ρ−1−δ1 hρρ ∈ C1(X),∑
µ,ν
‖hµν‖∞ +
∑
1≤i≤n
‖ρ−11 hρi‖∞ + ‖ρ−1−δ1 hρρ‖∞ < ,
for some  > 0 small, then g˜ extends to a C0(X2) Lorentzian b-metric of signature (n, 1) on X2
with S± being its characteristic surfaces.
Proof. The statement is independent of choice of boundary defining functions. Hence we only need
to write the metric g˜ = m˜+ ρ˜2h in local coordinates near ∂X with particular choice of ρ˜ and ρi as
stated in Section 2.
• In Ω1, s = tr , ρ = 1r , ρ˜ = ρ,
m˜ = − d2s+ 2sdsdρ
ρ
+ (1− s2)(dρ
ρ
)2 + d2θ,
ρ˜2h = h00d
2s+ (h00s
2 + 2h0iθ
is+ hijθ
iθj)(
dρ
ρ
)2 − 2(h00s+ h0i)dsdρ
ρ
+ hijdθ
idθj + 2h0idsdθ
i − 2(h0is+ hijθj)dθj dρ
ρ
.
• In Ω2, a = 1− tr , b = 1r−t , ρ˜ = ab, ρ1 = a,
m˜ = 2da
db
b
+ a(2− a)(db
b
)2 + d2θ, m˜|ρ1=0 = d2θ,
ρ˜2h = hρρ(
da
a
)2 + (hρρ − 2ah0ρ + a2h00)(db
b
)2 + 2(hρρ − ah0ρ)da
a
db
b
+ hijdθ
idθj + 2hρi
da
a
dθi + 2(−hρi + ah0i)db
b
dθi.
• In Ω3, ρ = 1r , τ = t− r, ρ˜ = ρ1 = ρ,
m˜ = 2dτdρ− ρ2d2τ + d2θ, m˜|ρ1=0 = d2θ,
ρ˜2h = hρρ(
dρ
ρ
)2 + ρ2h00d
2τ − 2h0ρdτdρ+ hijdθidθj + 2ρh0idθidτ − 2hρidθi dρ
ρ
.
• In Ω4, a¯ = 1− rt , b¯ = 1t−r , ρ˜ = a¯b¯, ρ1 = a¯,
m˜ = − 2da¯db¯
b¯
− a¯(2− a¯)(db¯
db¯
) + (1− a¯)2d2θ, m˜|ρ1=0 = d2θ,
ρ˜2h = hρρ(
da¯
a¯
)2 + (hρρ − 2a¯hiρθi + a¯2hijθiθj)(db¯
b¯
)2 + 2(hρρ − a¯hρiθi)da¯
a¯
db¯
b¯
+ (1− a¯)2hijdθidθj − 2(1− a¯)hρidθi da¯
a¯
+ 2(1− a¯)(−hρi + a¯hijθj)dθi db¯
b¯
.
• In Ω5, φ = 1t , y = xt , ρ˜ = φ,
m˜ = − (1− |y|2)(dφ
φ
)2 +
n∑
i=1
d2yi − 2yidyi(dφ
φ
),
ρ˜2h = (h00 + 2h0iy
i + hijy
iyj)(
dφ
φ
)2 + hijdy
idyj − 2(h0i + hijyj)dyi dφ
φ
.
Here in Ωi for 1 ≤ i ≤ 4 we use the polar coordinates. Notice here θ is restricted on Sn−1, i.e. |θ| = 1
and θidθ
i = 0. Then the statement is obviously true if δ ≥ 1. For δ ∈ (0, 1), let
f(ρ1) =
1
2
∫ ρ1
0
ρ′1
−2
hρρdρ
′
1 ∈ ρδ1C0(X).
and change the coordinates near S1 as follows:
• In Ω2, set b = b′e−f(a);
• In Ω3, set τ = τ ′ − f(ρ);
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• In Ω4, set b¯ = b¯′ef(a¯).
In the new coordinates the metric components is uniformly bounded and {ρ1 = 0} is its characteristic
surface. Since the coordinates changing preserves the boundary hypersurface S±1 , we prove the
statement. Notice that the coordinates change extends to a C0,δ homeomorphism of X −→ X. 
4.3. Wave Operator and Commutators. Denote by g and g˜ the Laplace-Beltrami operators
w.r.t. g and g˜ = ρ˜2g. The relation between g and g˜ is stated as follows.
Lemma 4.5. For any u ∈ C2(R1+nt,x ),
(4.2) g(ρ˜
n−1
2 u) = ρ˜
n+3
2 (g˜ + γ)u, γ = −ρ˜
n−1
2 g˜ρ˜
1−n
2 .
Proof. The formula can be proved by direct computation as Friedlander did in [Fr].
(4.3)
g(ρ˜
n−1
2 u) = |g|− 12 ∂µ(|g| 12 gµν∂ν(ρ˜
n−1
2 u))
= ρ˜n+1|g˜|− 12 ∂µ(ρ˜1−n|g˜| 12 gµν∂ν(ρ˜
n−1
2 u))
= ρ˜n+1|g˜|− 12 ∂µ(|g˜| 12 gµν(ρ˜
1−n
2 ∂νu− u∂ν ρ˜
1−n
2 ))
= ρ˜
n+3
2 (g˜u+ γu)

Lemma 4.6. Suppose (t, x) are harmonic coordinates w.r.t. g. Then in each domain Ωi for 1 ≤
i ≤ 5, with the choice of ρ˜, ρ0, ρ1, ρ2 specified in Section 2, we have
g˜ = m˜ + (ρ0ρ2)
n−1
2 [−ρ
n−5
2
1 h˜ρρ(D
2 + (3− i)D) + ρ
n−3
2
1 Θ1(h˜)((∂˜
2 + ∂˜))],
m˜ = 2∂ρ1D + ∂˜2 + ∂˜, γ = γ0 + ρ˜
n−1
2 Θ1(h˜),
where D ∈ Vb(Ωi) is defined in Lemma 4.3 and ∂˜ ∈ Vb(X), ∂˜2 ∈ V 2b (X). Here γ0 = −ρ˜
n−1
2 m˜ρ˜
1−n
2
is a constant in each domain.
Proof. If (t, x) are harmonic coordinates w.r.t. g, then g = gµν∂µ∂ν = m + Hµν∂µ∂ν , which
implies that
g˜ + γ = m˜ + γ0 + ρ˜−
n+3
2 Hµν∂µ∂ν ρ˜
n−1
2 .
We write m˜, ρ˜−
n+3
2 Hµν∂µ∂ν ρ˜
n−1
2 , γ0 and γ in local coordinates in each domain Ωi for 1 ≤ i ≤ 5.
• In Ω1, s = tr , ρ = 1r , ρ˜ = ρ,
m˜ = − (1− s2)∂2s + 2s∂sρ∂ρ + 2s∂s + (ρ∂ρ)2 + ρ∂ρ +4θ,
g˜ = m˜ + [H00 − 2sH0iθi + s2Hijθiθj ]∂2s + [Hijθiθj ](ρ∂ρ)2 +Hij/∂i/∂j
+ 2[−H0iθi + sHijθiθj ]∂s(ρ∂ρ) + 2[H0i − sHijθj ]∂s/∂i
+ 2[−Hijθj ](ρ∂ρ)/∂i + [−(n+ 1)H0iθi + sHij(−δij + (n+ 2)θiθj)]∂s
+ [Hij(−δij + (n+ 1)θiθj)]ρ∂ρ + [−nHijθj ]/∂i
= m˜ + ρ
n−1
2 Θ1(h˜)(∂˜
2 + ∂˜),
γ = γ0 + [H
ij(−n−12 δij + (n−1)(n+3)4 θiθj)], γ0 = − (n−1)(n−3)4 .
18 FANG WANG
• In Ω2, a = 1− tr , b = 1r−t , ρ˜ = ab,
m˜ = 2∂ab∂b − a(2− a)∂2a − 2(1− a)∂a +4θ
= 2∂a(b∂b − a∂a) + (a∂a)2 + a∂a +4θ
g˜ = m˜ + a−2[H00 − 2Hi0θi +Hijθiθj ](b∂b − a∂a)2 + [Hijθiθj ](a∂a)2
+ 2a−1[−H0iθi +Hijθiθj ](a∂a)(b∂b − a∂a) +Hij/∂i/∂j
+ 2a−1[H0i −Hijθj ]/∂i(b∂b − a∂a) + 2[−Hijθj ]/∂i(a∂a)
+ a−2[H00 − 2Hi0θi +Hijθiθj + aHij(−δij + nθiθj)− (n− 1)aH0iθi](b∂b − a∂a)
+ [Hij(−δij + (n+ 1))θiθj ]a∂a + [−nHijθj ]/∂i,
= m˜ − a
n−5
2 b
n−1
2 h˜ρρ[(b∂b − a∂a)2 + (b∂b − a∂a)] + a
n−3
2 b
n−1
2 Θ1(h˜)(∂˜
2 + ∂˜),
γ = γ0 + [H
ij(−n−12 δij + (n−1)(n+3)4 θiθj)], γ0 = − (n−1)(n−3)4 .
• In Ω3, ρ = 1r , τ = t− r, ρ˜ = ρ,
m˜ = 2∂ρ∂τ + (ρ∂ρ)2 + ρ∂ρ +4θ,
g˜ = m˜ + ρ−2[H00 − 2Hi0θi +Hijθiθj ]∂2τ + [Hijθiθj ](ρ∂ρ)2 +Hij/∂i/∂j
+ 2[−Hijθj ](ρ∂ρ)/∂i + 2ρ−1[−Hi0θi +Hijθiθj ]∂τ (ρ∂ρ)
+ 2ρ−1[Hi0 −Hijθj ]∂τ/∂i + [Hij(−δij + (n+ 1)θiθj)]ρ∂ρ
+ ρ−1[−(n− 1)H0iθi +Hij(−δij + nθiθj)]∂τ + n[−Hijθj ]/∂i
= m˜ − ρ
n−5
2 h˜ρρ∂
2
τ + ρ
n−3
2 Θ1(h˜)(∂˜
2 + ∂˜),
γ = γ0 + [H
ij(−n−12 δij + (n−1)(n+3)4 )θiθj ], γ0 = − (n−1)(n−3)4 .
• In Ω4, a¯ = 1− 1t , b¯ = 1t−r , ρ˜ = a¯b¯,
m˜ = − 2∂a¯b¯∂b¯ + a¯(2− a¯)∂2a¯ + 2∂a¯ − (n+ 1)a¯∂a¯ + 1(1−a¯)24θ − n−11−a¯ (a¯∂a¯ − b¯∂b¯)
= 2∂a¯(a¯∂a¯ − b¯∂b¯)− (a¯∂a¯)2 − na¯∂a¯ + 1(1−a¯)24θ − n−11−a¯ (a¯∂a¯ − b¯∂b¯)
g˜ = m˜ + a¯−2[H00 − 2Hi0θi +Hijθiθj ](b¯∂b¯ − a¯∂a¯)2 +H00(a¯∂a¯)2
+ (1− a¯)−2Hij/∂i/∂j + 2a¯−1[H00 −H0iθi](a¯∂a¯)(b¯∂b¯ − a¯∂a¯)
− 2(1− a¯)−1H0i(a¯∂a¯)/∂i + 2(a¯(1− a¯))−1[−Hi0 +Hijθj ](b¯∂b¯ − a¯∂a¯)/∂i
+ (1− a¯)−2[−Hijθj − (n− 1)H0i]/∂i + nH00a¯∂a¯ + a¯−2[H00 − 2Hi0θi +Hijθiθj
+ (n− 1)a¯(H00 −H0iθi)− a¯(1− a¯)−1Hij(−δij + θiθj)](b¯∂b¯ − a¯∂a¯)
= m˜ − a¯
n−5
2 b¯
n−1
2 h˜ρρ[(b¯∂b¯ − a¯∂a¯)2 + (b¯∂b¯ − a¯∂a¯)] + a¯
n−3
2 b¯
n−1
2 Θ1(h˜)(∂˜
2 + ∂˜),
γ = γ0 +
n2−1
4 H
00, γ0 = −n2−14 .
• In Ω5, φ = 1t , y = xt , ρ˜ = φ,
m˜ = − (φ∂φ +
∑
i
yi∂yi)
2 − n(φ∂φ +
∑
i
yi∂yi) +4y,
g˜ = m˜ +H00(φ∂φ + yk∂yk)2 +Hij∂yi∂yj − 2H0i(φ∂φ + yk∂yk)∂yi
+ nH00(φ∂φ + y
i∂yi)− (n+ 1)H0i∂yi ,
= m˜ + φ
n−1
2 Θ1(h˜)(∂˜
2 + ∂˜),
γ = γ0 +
n2−1
4 H
00, γ0 = −n2−14 .
We finish the proof. 
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Next, we consider the commutator of m˜ and a basis of Vb(X). By Lemma 2.1, we can choose a
basis Bj for Vb(Ωj) for 0 ≤ j ≤ 5 as follows:
(4.4)

B0 = {∂µ : µ = 0, 1, ..., n},
Bj = {Zµν : µ, ν = 0, 1, ..., n}, for j = 1, 2, 4, 5,
B3 = {∂τ , ρ∂ρ, Zij : i, j = 1, ..., n}.
Lemma 4.7. Suppose (t, x) are harmonic coordinates w.r.t. g. Then in each domain Ωj for 1 ≤
j ≤ 5, with the choice of ρ˜ specified in Section 2,
[m˜, Z00] = [m˜, Zij ] = 0, [m˜, Z0i] = ci(m˜ + γ0) + ∂˜ + c′i,
for 1 ≤ i ≤ n, where ci, c′i ∈ C∞(Ωj) and ∂˜ ∈ Vb(Ωj). In particular, in Ω3,
[m˜, ∂τ ] = 0, [m˜, ρ∂ρ] = m˜ − (ρ∂ρ)2 − ρ∂ρ −4θ.
Proof. For any u ∈ C∞(X),
[m˜, Zµν ]u = (m˜ + γ0)Zµνu− Zµν(m˜ + γ0)u
= ρ˜−
n+3
2 mρ˜
n−1
2 Zµνu− Zµν ρ˜−
n+3
2 mρ˜
n−1
2 u
= ρ˜−
n+3
2 [m, Zµν ]ρ˜
n−1
2 u+ ρ˜−
n+3
2 m[ρ˜
n−1
2 , Zµν ]u− [Zµν , ρ˜−
n+3
2 ]mρ˜
n−1
2 u
= cµν(m˜ + γ0)u− n−12 (m˜ + γ0)ρ˜−1Zµν(ρ˜)u+ n+32 ρ˜−1Zµν(ρ˜)(m˜ + γ0)u
= (cµν + 2ρ˜
−1Zµν(ρ˜))(m˜ + γ0)u− n−12 [m˜, ρ˜−1Zµν(ρ˜)]u
In the following, we study the term ρ˜−1Zµν(ρ˜) and its commutator with m˜. Recall that [m, Zµν ] =
cµνm with c0i = cij = 0, c00 = 2 and
ρ−1Z00(ρ) = φ−1Z00(φ) = −1, ρ−1Zij(ρ) = φ−1Zij(φ) = 0.
Hence [m˜, Z00] = [m˜, Zij ] = 0. Notice that we choose ρ˜ = ρ in Ω1,Ω2,Ω3 and ρ˜ = φ in Ω4,Ω5
and
ρ−1Z0i(ρ) = − tθi
r
=

−sθi in Ω1
−(1− a)θi in Ω2
−(1 + ρτ)θi in Ω3
, φ−1Z0i(φ) = −x
i
t
=
{
−(1− a¯)θi in Ω4
−yi in Ω5
.
Hence ρ˜−1Z0i(ρ˜) ∈ C∞(Ωj) for all 1 ≤ i ≤ n and 1 ≤ j ≤ 5. Since
[Vb(Ωj), C
∞(Ωj)] ⊂ C∞(Ωj),
it is obviously for j = 1 or j = 5,
[m˜, ρ˜−1Z0i(ρ˜)] ∈ Vb(Ωj) + C∞(Ωj).
For j = 2, 3, 4, by Lemma 4.6, we only need to consider
[2∂ρ1D, ρ˜
−1Z0i(ρ˜)] = 2∂ρ1D(ρ˜
−1Z0i(ρ˜)) + 2D(ρ˜−1Z0i(ρ˜))∂ρ1 + 2∂ρ1(ρ˜
−1Z0i(ρ˜))D
where 2∂ρ1D(ρ˜
−1Z0i(ρ˜)), 2∂ρ1(ρ˜
−1Z0i(ρ˜)) ∈ C∞(Ωj) and D(ρ˜−1Z0i(ρ˜)) ∈ ρ1C∞(Ωj). Hence
[2∂ρ1D, ρ˜
−1Z0i(ρ˜)] ∈ Vb(Ωj) + C∞(Ωj).
We finish the proof. 
4.4. Conformal Transformation of Reduced Einstein Equations. With the conformal trans-
formation (4.1), the reduced Einstein vacuum equations (1.3) is equivalent to the following system:
(4.5) (g˜ + γ)h˜µν = (ρ0ρ2)
n−1
2 ρ
n−5
2
1 F˜µν(h˜, ∂˜h˜),
where γ = γ0 + ρ˜
n−1
2 Θ1(h˜) is given in Lemma 4.6 and
F˜µν = (ρ0ρ2)
−(n+1)ρ−(n−1)1 Fµν(ρ˜
n−1
2 h˜)(∂(ρ˜
n−1
2 h˜), ∂(ρ˜
n−1
2 h˜)).
Using the explicit formula of Fµν given in [LR1], we have
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Lemma 4.8. For n ≥ 3,
F˜µν = Θ0(h˜)(∂˜h˜, ∂˜h˜) + ρ1Θ1(h˜)(∂˜h˜) + ρ1Θ2(h˜).
In particular, in domains Ω2,Ω3,Ω4,
F˜µν = θµθν
(
1
4 (Dtrmh˜)
2 − 12Dh˜αβDh˜βα
)
+ ρ1
(
Θ0(h˜)(∂˜h˜, ∂˜h˜) + Θ1(h˜)(∂˜h˜)
)
+ ρ21Θ2(h˜)
where D ∈ Vb(Ωi) is defined in Lemma 4.3.
Proof. By [LR1], Fµν(∂h, ∂h) = Pµν(∂h, ∂h) +Qµν(∂h, ∂h) +G(h)µν(∂h, ∂h), where
Pµν(∂h, ∂h) =
1
4∂µ(trmh)∂ν(trmh)− 12∂µhβα∂νhαβ ,
Qµν(∂h, ∂h) satisfies the null condition and
G(h)µν(∂h, ∂h) = Θ1(h)(∂h, ∂h).
First notice that [∂, ρ˜
n−1
2 ] ∈ ρ˜n+12 A 0,0,0(X). Hence by the conformal transformation (4.1),
Pµν(∂h, ∂h) = ρ˜
n−1((ρ0ρ2)2Θ0(h˜)(∂˜h˜, ∂˜h˜) + ρ0ρ2ρ˜Θ1(h˜)(∂˜h˜) + ρ˜2Θ2(h˜)),
Qµν(∂h, ∂h) = ρ˜
nρ0ρ2
(
Θ0(h˜)(∂˜h˜, ∂˜h˜) + Θ1(h˜)(∂˜h˜)
)
+ ρ˜n+1Θ2(h˜),
G(h)µν(∂h, ∂h) = ρ˜
3n−3
2
(
(ρ0ρ2)
2Θ1(h˜)(∂˜h˜, ∂˜h˜) + ρ0ρ2ρ˜Θ2(h˜)(∂˜h˜) + ρ˜
2Θ3(h˜)
)
.
In particular, in domain Ω2,Ω3,Ω4,
Pµν(∂h, ∂h) = ρ˜
n−1(ρ0ρ2)2θµθν
(
1
4 (Dtrmh˜)
2 − 12Dh˜αβDh˜βα
)
+ ρ˜nρ0ρ2
(
Θ0(h˜)(∂˜h˜, ∂˜h˜) + Θ1(h˜)(∂˜h˜)
)
+ ρ˜n+1Θ2(h˜).
We finish the proof. 
Suppose h is a solution of the equation (4.5). Then we can insert vector fields which are tangent
to the boundary of X and have the following lemma.
Lemma 4.9. Let D˜ be any vector field in Bj for 1 ≤ j ≤ 5 and I a multi-index. Then in each
domain Ωj for 1 ≤ j ≤ 5, the equations (4.5) implies that
(g˜ + γ)D˜I h˜µν =
∑
0≤i≤|I|+1
∂˜ih˜µν + f˜
I
µν(h˜),
where in Ω1,Ω5,
f˜ Iµν(h˜) = ρ˜
n−1
2
 ∑
α1+···αl≤|I|+2, 2≤l≤|I|+2, 0≤αi≤|I|+1
Θ0(h˜)(∂˜
α1 h˜, · · · , ∂˜αl h˜)
 ;
in Ω2,Ω3,Ω4,
f˜ Iµν(h˜) = (ρ0ρ2)
n−1
2 ρ
n−5
2
1
 ∑
α1+α2≤|I|
Θ0(h˜)(D˜
α1Dh˜, D˜α2Dh˜) +
∑
α1+α2≤|I|+2
Θ0(h˜)(D˜
α1 h˜ρρ, D˜
α2 h˜)

+ (ρ0ρ2)
n−1
2 ρ
n−3
2
1
 ∑
l≥2, α1+···αl≤|I|+2, αi≤|I|+1
Θ0(h˜)(D˜
α1 h˜, · · · , D˜αl h˜)
 .
Proof. It is obviously true if |I| = 0 by Lemma 4.8. For |I| ≥ 1,
(g˜ + γ)D˜I h˜µν = [g˜ −m˜ + γ − γ0, D˜I ]h˜µν + D˜I f˜0µν(h˜) + [m˜, D˜I ]h˜µν .
It is obvious the first two terms on the right hand side are nonlinear and can be expressed as above.
For the third term, from Lemma 4.7, we have
[m˜, D˜] = cm˜ + ∂˜2 + ∂˜ + c′
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for some c, c′ ∈ C∞(Ωi). Then for |I| > 0
[m˜, D˜I ]h˜µν =
∑
|K|+|J|=|I|−1
CK,JD˜
K [m˜, D˜]D˜J h˜µν
=
∑
|K|+|J|=|I|−1
CK,JD˜
K
(
c(g˜ + γ) + c(m˜ −g˜ + γ0 − γ) + ∂˜2 + ∂˜ + c′ − cγ0
)
D˜J h˜µν
where CK,J are constants. By induction on I and Lemma 4.6 , [m˜, D˜I ]h˜µν is equal to
∑
0≤i≤|I|+1 ∂˜
ih˜µν
plus a nonlinear term which can be expressed as above. We finish the proof. 
5. Time-like Functions.
Time-like function is the most important concept associated to a Lorentzian metric: we use it to
define space-like hypersurfaces, positive quadratic forms as well as energy norms. In this section,
we consider the time-like functions w.r.t. m˜ = ρ˜2m and g˜ = ρ˜2g = m˜ + ρ˜
n+3
2 h˜ with h˜ small in the
interior of X.
Definition 4. Suppose g˜ extends to a Lorentz b-metric on [X]2 of signature (n, 1), T ∈ C1(Int([X]2))
and p ∈ Int([X]2). We say T is time-like w.r.t. g˜ at p iff
〈∇T,∇T 〉g˜ < 0 at p,
and null w.r.t. g˜ at p iff
〈∇T,∇T 〉g˜ = 0 at p .
A hypersurface Σ ⊂ X is called space-like (resp. null) w.r.t. g˜ iff Σ has a defining function T ∈
C1(Int([X]2)) such that T is time-like (resp. null) on Σ.
Definition 5. For a time like function T w.r.t. g˜, define a vector field Fg˜(T, v) associate to T and
quadratic in v by
Fg˜(T, v) = 〈∇T,∇v〉g˜∇v − 12 〈∇v,∇v〉g˜∇T + 12γ0v2∇T.
Here ∇ is the covariant derivative w.r.t. g˜ and γ0 < 0 is some constant.
Lemma 5.1. Suppose T, T ′ are two time-like functions w.r.t. a Lorentzian metric g˜ at p ∈ Int([X]2)
such that 〈∇T,∇T ′〉g˜ < 0 at p, then 〈Fg˜(T, v),∇T ′〉g˜ is a strict positive quadratic form of (∇v, v)
at p.
See Chapter 6 in [Ho] for proof in details. Moreover, we have the following formulas from the
divergence theorem directly, which implies the energy estimates if choosing T and Ω properly.
Lemma 5.2. Suppose that the domain Ω ⊂ X˚ has piecewise smooth boundary ∂Ω with defining
function T ′ and T is a C2 time-like function w.r.t. g˜ on Ω ∩ X˚. Assume T ′′ ∈ C1(Ω ∩ X˚). Then∫
Ω
divg˜(e
−2T ′′Fg˜(T, v))dvolg˜ =
∫
∂Ω
e−2T
′′〈Fg˜(T, v),∇T ′〉g˜dµT ′g˜ .
Here dµT
′
g˜ is the volume form on ∂Ω such that dT
′ ∧ dµT ′g˜ = dvolg˜ and ∂Ω is oriented by dµT
′
g˜ > 0.
Notice that ∇ is the covariant derivative w.r.t. g˜ and
(5.1)
divg˜(e
−2T ′′Fg˜(T, v)) = e−2T ′′
(− 2〈Fg˜(T, v),∇T ′′〉g˜ + 〈∇v,∇T 〉g˜(g˜ + γ0)v +Qg˜(T, v)),
where Qg˜(T, v) = 12g˜T (γ0v2 − 〈∇v,∇v〉g˜) +∇2T (dv, dv).
For the purpose of doing energy estimates, we divide Xt≥0 into four domains {Ω˜i}1≤k≤4 by space-
like hypersurfaces and null hypersurfaces w.r.t. m˜, or equivalently w.r.t. g˜. See Figure 3. We list
the time-like functions used to define those surfaces, which are also used to define the energy norms
in next section, domain by domain. For 1 ≤ i ≤ 4, we use Ti, T ′i to denote time-like functions
in Ω˜i ∩ X˚ such that T ′i extends to a null function on S+1 ∩ Ω˜i. We use T ′′i to denote the weight
functions if necessary. We also compute Fg˜(Ti, v), 〈Fg˜(Ti, v),∇T ′i 〉g˜, 〈Fg˜(Ti, v),∇T ′′i 〉g˜ and Qg˜(Ti, v)
for 1 ≤ i ≤ 4.
Assumption. Through out this section, we assume the following:
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Figure 3. Division of Xt≥0 by space like hypersurfaces and null hypersurfaces.
(A1) (t, x) are harmonic coordinates w.r.t. g = m+ ρ˜
n−1
2 h˜.
(A2) |(ρ0ρ2)n−12 h˜|, |(ρ0ρ2)n−12 ∂˜h˜|, |(ρ0ρ2)n−12 ρ−δ1 h˜ρρ|, |(ρ0ρ2)
n−1
2 ρ−δ1 ∂˜h˜ρρ| are small enough for
some 0 < δ < 12 . This means h˜ρρ is bounded by Cρ
δ
1 when approaching the null infinity S
±
1 .
(A3) δ′ ∈ (0, δ) satisfies 12 − δ′ < 1− 2δ and α > 1.
In Section 6, we will prove given small initial data (h0, h1) = (O(ρ
n−1
2 +δ
0 ), O(ρ
n+1
2 +δ
0 )) with enough
regularity the Einstein vacuum solutions will satisfy (A1) and (A2). And with the choice of δ′ satisfy
(A3), the time-like functions we choose in the following will always be time-like.
5.1. In Ω˜1. In Ω1 ∪ Ω0, define
T1 =
t
ψ1(r)
;
Ω˜1 = {0 ≤ T1 ≤ 34}, Σ0 = {T1 = 0}, Σ1 = {T1 = 34}.
where ψ1 ∈ C2(Ω˜1) is defined by
ψ1(r) =
{
3
8 +
3
4r
2 − 18r4 for r ≤ 1
r for r > 1
Hence 0 ≤ ψ′1 ≤ 1. Then in Ω˜1,
〈∇T1,∇T1〉m˜ = (ρ˜ψ1(r))−2(−1 + T 2(ψ′1(r))2) ≤ − 716 (ρ˜ψ1(r))−2 < −C
for some constant C > 0. Hence T1 is a regular time-like function w.r.t. m˜ all over Ω˜1 and bounded.
We choose ρ˜ = ρ0 = ψ
−1
1 and ρ1 = ρ2 = 1 in Ω˜1. Here Ω˜1 ∩ Ω0 is bounded in the interior of X.
Near the boundary of Ω˜1, i.e. in Ω˜1 ∩Ω1, recall that we use the following coordinates and boundary
defining functions:
(s, ρ, θ) = (
t
r
,
1
r
,
x
r
); ρ˜ = ρ0 = ρ, ρ1 = ρ2 = 1.
Let γ0 < 0 be a constant and we have the following two lemmas.
Lemma 5.3. In Ω˜1 ∩ Ω1,
〈Fm˜(T1, v),∇T1〉m˜ = 12 |(1− s2)∂sv − ρ∂ρv|2 + 12 |ρ∂ρv|2 + 12 (1− s2)(|/∂θv|2 − γ0v2),
Qm˜(T1, v) = − s(|/∂θv|2 − γ0v2).
Here ∇ is the covariant derivative w.r.t. m˜.
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Proof. In Ω˜1∩Ω1, change variable to ξ = − ln ρ ∈ (0,∞) and hence dρρ = −dξ and ρ∂ρ = −∂ξ. Then
in coordinates {s, ξ, θ},
m˜ = −d2s− 2sdsdξ + (1− s2)d2ξ + d2θ.
It is a product type metric. WLOG, at any fixed point p = (s, ξ, θ), let θ denote the normal
coordinate w.r.t. standard spherical metric d2θ on Sn−1. Then at p, we can write the metric
components as follows:
m˜ =
 −1 −s 0−s 1− s2 0
0 0 1n−1
 , m˜−1 =
 −1 + s2 −s 0−s 1 0
0 0 1n−1
 .
For the quadratic form, notice that
〈Fm˜(T1, v),∇T1〉m˜ = 〈∇T1,∇v〉2m˜ − 12 〈∇v,∇v〉m˜〈∇T1,∇T1〉m˜ + 12γ0〈∇T1,∇T1〉m˜v2,
where
〈∇T1,∇T1〉m˜ = − 1 + s2,
〈∇T1,∇v〉m˜ = (−1 + s2)∂sv − s∂ξv,
〈∇v,∇v〉m˜ = (−1 + s2)|∂sv|2 − 2s∂sv∂ξv + |∂ξv|2 + |/∂θv|2.
Then the formula for 〈F (T1, v),∇T1〉m˜ follows directly. For Qm˜(T1, v), by Lemma 5.2 we only need
to compute m˜T1 and ∇2T1(dv, dv). Using to the formula of m˜ in the proof of Lemma 4.6, we
have
m˜T1 = 2s,
∇2T1(dv, dv) = (∂I∂JT1 − ΓKIJ∂KT1)∇Iv∇Jv.
Here I, J,K ∈ {s, ξ, θ}. At p, the non-zero connection components are
Γsss(m˜) = s, Γ
s
sξ(m˜) = s
2, Γsξξ(m˜) = −s(1− s2),
Γξss(m˜) = −1, Γξsξ(m˜) = −s, Γξξξ(m˜) = −s2.
Hence
∇2T1(dv, dv) = −s(1− s2)|∂sv|2 − 2s2∂sv∂ξv + s|∂ξv|2
and Qm˜(T1, v) follows. 
Those two formulae do not change much in the following sense when we take the background
metric to be g˜.
Lemma 5.4. In Ω˜1,
dvolg˜ = (1 + ρ
n−1
2
0 Θ1(h˜))dvolm˜,
〈Fg˜(T1, v),∇T1〉g˜ − 〈Fm˜(T1, v),∇T1〉m˜ = ρ
n−1
2
0 Θ1(h˜)(v, ∂˜v),
Qg˜(T1, v)−Qm˜(T1, v) = ρ
n−1
2
0 Θ1(h˜)(v, ∂˜v) + ρ
n−1
2
0 Θ0(h˜)(∂˜h˜)(∂˜v, ∂˜v).
Proof. We only need to concern the region near boundary. In Ω˜1 ∩ Ω1, let us do the similar com-
putation as in the proof of Lemma 5.3 by using the same coordinate (s, ρ, θ). First, by the proof of
Proposition 4.1, write
g˜ = m˜+ Θ1(h) = m˜+ ρ
n−1
2
0 Θ1(h˜), g˜
−1 = m˜−1 + Θ1(h) = m˜−1 + ρ
n−1
2
0 Θ1(h˜).
Hence the first formula follows directly by
〈∇T1,∇T1〉g˜ − 〈∇T1,∇T1〉m˜ = ρ
n−1
2
0 Θ1(h˜),
〈∇T1,∇v〉g˜ − 〈∇T1,∇v〉m˜ = ρ
n−1
2
0 Θ1(h˜)(∂˜v),
〈∇v,∇v〉g˜ − 〈∇v,∇v〉m˜ = ρ
n−1
2
0 Θ1(h˜)(∂˜v, ∂˜v).
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According to the formula of g˜ in the proof of Lemma 4.6,
g˜T1 −m˜T1 = ρ
n−1
2
0 Θ1(h˜)(∂˜
2 + ∂˜)T1 = ρ
n−1
2
0 Θ1(h˜);
ΓKIJ(g˜) = Γ
K
IJ(m˜) + ρ
n−1
2
0 (Θ1(h˜) + Θ0(h˜)(∂˜h˜)),
g˜IJ∂Iv = m˜
IJ∂Iv + ρ
n−1
2
0 Θ1(h˜)(∂˜v),
which implies the second formula. Here I, J,K ∈ {s, ξ, θ}. 
5.2. In Ω˜2. In Ω2, recall that the coordinates and boundary defining functions are as follows:
(a, b, θ) = (1− t
r
,
1
r − t ,
x
r
); ρ0 = b, ρ1 = a, ρ2 = 1, ρ˜ = ab.
Define for τ0 > 8
T2 = − 21+2δ′ aδ
′+ 12 + log b, T ′2 = −a, T ′′2 = log b;
Ω˜2 = {− 14 ≤ T ′2 ≤ 0, −∞ < T2 ≤ − ln τ0}, Σ2 = {T2 = − ln τ0} ∩ Ω˜2.
Here T ′2 is a natural extension of T1 − 1 into Ω2. Then in Ω˜2,
〈∇T2,∇T2〉m˜ = −aδ′− 12 (2 + aδ′+ 12 (2− a)),
〈∇T ′2,∇T ′2〉m˜ = −a(2− a).
Hence T2, T
′
2 are time-like functions all over Ω˜2 ∩ X˚ and T ′2 is null on Ω˜2 ∩ S1 w.r.t. m˜. In Ω˜2, with
γ0 < 0 a constant, we have the following two lemmas.
Lemma 5.5. In Ω˜2,
〈Fm˜(T2, v),∇T ′2〉m˜ = 12aδ
′− 12 (|b∂bv|2 + |b∂bv − a(2− a)∂av|2) + 12a(2− a)|∂av|2
+ 12 (1 + a
δ′+ 12 (2− a))(|/∂θv|2 − γ0v2),
〈Fm˜(T2, v),∇T ′′2 〉m˜ = |∂av|2 + 12aδ
′− 12 (a(2− a)|∂av|2 + |/∂θv|2 − γ0v2),
Qm˜(T2, v) = 12 ( 12 − δ′)aδ
′− 32 (|b∂bv|2 + |b∂bv − a(2− a)∂av|2) + (1− a)|∂av|2
− 12aδ
′− 12 (1 + 2δ′ − ( 32 + δ′)a)(|/∂θv|2 − γ0v2).
Proof. In Ω˜2, change variable to ξ = − ln b ∈ (ln τ0,∞) and hence dbb = −dξ, b∂b = −∂ξ. Then in
coordinate (a, b, θ),
m˜ = −2dadξ + a(2− a)d2ξ + d2θ.
With θ the normal coordinates w.r.t. standard spherical metric d2θ at p ∈ Ω˜2 ∩ Int(X2), we can
write the metric components at p as follows:
m˜ =
 0 −1 0−1 a(2− a) 0
0 0 1n−1
 , m˜−1 =
 −a(2− a) −1 0−1 0 0
0 0 1n−1
 .
Then 〈Fm˜(T2, v),∇T ′2〉m˜ and 〈Fm˜(T2, v),∇T ′′2 〉m˜ follow from the following computation:
〈∇T2,∇T ′2〉m˜ = −1− aδ
′+ 12 (2− a),
〈∇T2,∇T ′′2 〉m˜ = −aδ
′− 12 ,
〈∇T2,∇v〉m˜ = aδ′− 12 (a(2− a)∂av + ∂ξv) + ∂av,
〈∇T ′2,∇v〉m˜ = a(2− a)∂av + ∂ξv,
〈∇T ′′2 ,∇v〉m˜ = ∂av,
〈∇v,∇v〉m˜ = −2∂av∂ξv − a(2− a)|∂av|2 + |/∂θv|2.
For Qm˜(T2, v), we have
m˜T2 = aδ
′− 12 (1 + 2δ′ − a( 32 + δ′))
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and the non-zero connection components at p are
Γaaξ(m˜) = −(1− a), Γaξξ(m˜) = a(1− a)(2− a), Γξξξ(m˜) = 1− a,
which implies that
∇2T2(dv, dv) =( 12 − δ′)aδ
′− 32 (a(2− a)∂av + ∂ξv)2
+ (1− a)[(∂av)2 − aδ′− 12 (2∂av∂ξv + a(2− a)(∂av)2)].
Then Qm˜(T2, v) follows. 
Lemma 5.6. For n ≥ 4 and in Ω˜2,
dvolg˜ = (1 + a
n−1
2 b
n−1
2 Θ1(h˜))dvolm˜,
〈Fg˜(T2, v),∇T ′2〉g˜ − 〈Fm˜(T2, v),∇T ′2〉m˜ = a
n−5
2 b
n−1
2
(
Θ1(h˜ρρ)(a∂av, ∂ξv) + aΘ1(h˜)(∂˜v, v)
)
+ an−4bn−1
(
Θ2(h˜ρρ)(a∂av, ∂ξv) + aΘ2(h˜)(∂˜v, ∂˜v)
)
,
〈Fg˜(T2, v),∇T ′′2 〉g˜ − 〈Fm˜(T2, v),∇T ′′2 〉m˜ = a
n−7
2 b
n−1
2
(
Θ1(h˜ρρ)(a∂av, ∂ξv) + aΘ1(h˜)(∂˜v, v)
)
+ an−5bn−1
(
Θ2(h˜ρρ)(a∂av, ∂ξv) + aΘ2(h˜)(∂˜v, ∂˜v)
)
,
Qg˜(T2, v)−Qm˜(T2, v) = a
n−7
2 b
n−1
2
(
Θ1(h˜ρρ)(a∂av, ∂ξv) + Θ1(h˜ρρ)(∂˜h˜ρρ)(a∂av, ∂ξv)
+ aΘ1(h˜)(∂˜v, v) + aΘ0(h˜)(∂˜h˜)(∂˜v, v)
)
.
Proof. We can do the similar computation as in the proof of Lemma 5.3 by writing out the metric
components in local coordinates (a, ξ, θ) with ξ = − log b and θ is normal w.r.t. the standard
spherical metric d2θ at p ∈ Ω˜2 ∩ Int(X2):
g˜ = m˜+ a
n−5
2 b
n−1
2
 h˜ρρ −a(h˜ρρ − ah˜0ρ) a[Θ1(h˜)]1×(n−1)−a(h˜ρρ − ah˜0ρ) a2(h˜ρρ − 2ah˜0ρ + a2h˜00) a2[Θ1(h˜)]1×(n−1)
a[Θ1(h˜)](n−1)×1 a2[Θ1(h˜)](n−1)×1 a2[Θ1(h˜)](n−1)×(n−1)
 .
g˜−1 = m˜−1 + a
n−5
2 b
n−1
2
 −a2(h˜ρρ + aΘ1(h˜)) −a(h˜ρρ + aΘ1(h˜)) a2[Θ1(h˜)]1×(n−1)−a(h˜ρρ + aΘ1(h˜)) −(h˜ρρ + an−12 Θ2(h˜)) a[Θ1(h˜)]1×(n−1)
a2[Θ1(h˜)](n−1)×1 a[Θ1(h˜)](n−1)×1 a2[Θ1(h˜)](n−1)×(n−1)
 .
Hence
〈∇T2,∇T2〉g˜ − 〈∇T2,∇T2〉m˜ = −a
n−5
2 b
n−1
2 (h˜ρρ(1 + a
δ′+ 12 )2 + aΘ1(h˜)),
〈∇T ′2,∇T ′2〉g˜ − 〈∇T ′2,∇T ′2〉m˜ = −a
n−1
2 b
n−1
2 (h˜ρρ + aΘ1(h˜)),
〈∇T2,∇T ′2〉g˜ − 〈∇T2,∇T ′2〉m˜ = −a
n−3
2 b
n−1
2 (h˜ρρ(1 + a
δ′+ 12 ) + aΘ1(h˜)),
〈∇T2,∇T ′′2 〉g˜ − 〈∇T2,∇T ′′2 〉m˜ = −a
n−5
2 b
n−1
2 (h˜ρρ(1 + a
δ′+ 12 ) + aΘ1(h˜)),
〈∇T2,∇v〉g˜ − 〈∇T2,∇v〉m˜ = a
n−5
2 b
n−1
2
(
h˜ρρ(1 + a
δ′+ 12 )(a∂av + ∂ξv) + aΘ1(h˜)(∂˜v)
)
,
〈∇T ′2,∇v〉g˜ − 〈∇T ′2,∇v〉m˜ = a
n−3
2 b
n−1
2
(
h˜ρρ(a∂av + ∂ξv) + aΘ1(h˜)(∂˜v)
)
,
〈∇T ′′2 ,∇v〉g˜ − 〈∇T ′′2 ,∇v〉m˜ = a
n−5
2 b
n−1
2
(
h˜ρρ(a∂av + ∂ξv) + aΘ1(h˜)(∂˜v)
)
,
〈∇v,∇v〉g˜ − 〈∇v,∇v〉m˜ = −a
n−5
2 b
n−1
2
(
h˜ρρ(a∂av + ∂ξv)
2 + aΘ1(h˜)(∂˜v, ∂˜v)
)
.
Then the estimates of 〈Fg˜(T2, v),∇T ′2〉g˜ and 〈Fg˜(T2, v),∇T ′′2 〉g˜ follow directly. For Qg(T2, v), first
by the formula of g˜ in the proof of Proposition 4.1, we have
g˜T2 −m˜T2 = −a
n−5
2 b
n−1
2 h˜ρρ(1 + (
1
2 − δ′)aδ
′+ 12 ) + a
n−3
2 b
n−1
2 Θ1(h˜).
Hence
(γ0v
2 − 〈∇v,∇v〉g˜)g˜T2 − (γ0v2 − 〈∇v,∇v〉m˜)m˜T2
= a
n−7
2 b
n−1
2
(
Θ1(h˜ρρ)(a∂av, ∂ξv) + aΘ1(h˜)(∂˜v, v)
)
.
26 FANG WANG
And moreover,
Γaaa(g˜)− Γaaa(m˜) = a
n−5
2 b
n−1
2
(
Θ1(h˜ρρ) + Θ1(∂˜h˜ρρ) + aΘ1(h˜) + aΘ0(h˜)(∂˜h˜)
)
+ an−4bn−1
(
Θ2(h˜ρρ) + Θ1(h˜ρρ)(∂˜h˜ρρ) + aΘ2(h˜) + aΘ1(h˜)(∂˜h˜)
)
,
Γaaξ(g˜)− Γaaξ(m˜) = a
n−3
2 b
n−1
2
(
Θ1(h˜ρρ) + Θ1(∂˜h˜ρρ) + aΘ1(h˜) + aΘ0(h˜)(∂˜h˜)
)
+ an−3bn−1
(
Θ2(h˜ρρ) + Θ1(h˜ρρ)(∂˜h˜ρρ) + aΘ2(h˜) + aΘ1(h˜)(∂˜h˜)
)
,
Γaξξ(g˜)− Γaξξ(m˜) = a
n−1
2 b
n−1
2
(
Θ1(h˜ρρ) + Θ1(∂˜h˜ρρ) + aΘ1(h˜) + aΘ0(h˜)(∂˜h˜)
)
+ an−2bn−1
(
Θ2(h˜ρρ) + Θ1(h˜ρρ)(∂˜h˜ρρ) + aΘ2(h˜) + aΘ1(h˜)(∂˜h˜)
)
,
Γaaθ(g˜)− Γaaθ(m˜) = a
n−3
2 b
n−1
2
(
Θ1(h˜) + Θ0(h˜)(∂˜h˜)
)
+ an−3bn−1
(
Θ2(h˜) + Θ1(h˜)(∂˜h˜)
)
,
Γaξθ(g˜)− Γaξθ(m˜) = a
n−1
2 b
n−1
2
(
Θ1(h˜) + Θ0(h˜)(∂˜h˜)
)
+ an−2bn−1
(
Θ2(h˜) + Θ1(h˜)(∂˜h˜)
)
,
Γaθθ(g˜)− Γaθθ(m˜) = a
n−1
2 b
n−1
2
(
Θ1(h˜) + Θ0(h˜)(∂˜h˜)
)
+ an−2bn−1
(
Θ2(h˜) + Θ1(h˜)(∂˜h˜)
)
,
Γξaa(g˜)− Γξaa(m˜) = a
n−7
2 b
n−1
2
(
Θ1(h˜ρρ) + Θ1(∂˜h˜ρρ) + aΘ1(h˜) + aΘ0(h˜)(∂˜h˜)
)
+ an−5bn−1
(
Θ2(h˜ρρ) + Θ1(h˜ρρ)(∂˜h˜ρρ) + aΘ2(h˜) + aΘ1(h˜)(∂˜h˜)
)
,
Γξaξ(g˜)− Γξaξ(m˜) = a
n−5
2 b
n−1
2
(
Θ1(h˜ρρ) + Θ1(∂˜h˜ρρ) + aΘ1(h˜) + aΘ0(h˜)(∂˜h˜)
)
+ an−4bn−1
(
Θ2(h˜ρρ) + Θ1(h˜ρρ)(∂˜h˜ρρ) + aΘ2(h˜) + aΘ1(h˜)(∂˜h˜)
)
,
Γξξξ(g˜)− Γξξξ(m˜) = a
n−3
2 b
n−1
2
(
Θ1(h˜ρρ) + Θ1(∂˜h˜ρρ) + aΘ1(h˜) + aΘ0(h˜)(∂˜h˜)
)
+ an−3bn−1
(
Θ2(h˜ρρ) + Θ1(h˜ρρ)(∂˜h˜ρρ) + aΘ2(h˜) + aΘ1(h˜)(∂˜h˜)
)
,
Γξaθ(g˜)− Γξaθ(m˜) = a
n−5
2 b
n−1
2
(
Θ1(h˜) + Θ0(h˜)(∂˜h˜)
)
+ an−4bn−1
(
Θ2(h˜) + Θ1(h˜)(∂˜h˜)
)
,
Γξξθ(g˜)− Γξξθ(m˜) = a
n−3
2 b
n−1
2
(
Θ1(h˜) + Θ0(h˜)(∂˜h˜)
)
+ an−3bn−1
(
Θ2(h˜) + Θ1(h˜)(∂˜h˜)
)
,
Γξθθ(g˜)− Γξθθ(m˜) = a
n−3
2 b
n−1
2
(
Θ1(h˜) + Θ0(h˜)(∂˜h˜)
)
+ an−3bn−1
(
Θ2(h˜) + Θ1(h˜)(∂˜h˜)
)
.
This implies that
∇2T2(dv, dv)g˜ −∇2T2(dv, dv)m˜
= a
n−7
2 b
n−1
2
(
(Θ1(h˜ρρ) + Θ1(h˜ρρ)(∂˜h˜ρρ))(a∂av, ∂ξv) + a(Θ1(h˜) + Θ0(h˜)(∂˜h˜))(∂˜v, ∂˜v)
)
+ an−5bn−1
(
(Θ2(h˜ρρ) + Θ1(h˜ρρ)(∂˜h˜ρρ))(a∂av, ∂ξv) + a(Θ2(h˜) + Θ1(h˜)(∂˜h˜))(∂˜v, ∂˜v)
)
.
We prove the last formula. 
5.3. In Ω˜3. In Ω3 ∪ Ω0, define for τ0 ≥ 8
T3 = t− ψ2(r), T ′3 =
t− 2τ0
ψ3(r)
− 1;
Ω˜3 = {T3 ≤ τ0}\(Ω˜1 ∪ Ω˜2), Σ3 = {T ′3 = −1} ∩ Ω˜3, Σ4 = {T3 = τ0},
where ψ2, ψ3 ∈ C2(Ω˜3) are defined by
ψ2(r) =
{
r + 22δ′+1r
−δ′− 12 if r > 1
1 + 22δ′+1 + (δ
′ + 32 )(
1
4 − 14r2 + 18r4) if r ≤ 1
,
ψ3(r) =
{
r if r > 1
3
8 +
3
4r
2 − 18r4 if r ≤ 1
.
Hence −1 ≤ ψ′2 ≤ 1, 0 ≤ ψ′3 ≤ 1. Then in Ω˜3
〈∇T3,∇T3〉m˜ = ρ˜−2(−1 + (ψ′2(r))2) < 0.
We divide Ω˜3 into two parts:
Ω˜′3 = Ω˜3 ∩ {−1 ≤ T ′3 ≤ 0}, Ω˜′′3 = Ω˜3 ∩ {T ′3 ≤ −1}.
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where Ω˜′′3 ⊂ X˚ is compact and Ω˜′3 ⊂ Ω3. Recall that in Ω3 we use the coordinates
(τ, ρ, θ) = (t− r, 1
r
,
x
r
), ρ˜ = ρ1 = ρ, ρ0 = ρ2 = 1.
Hence in Ω˜′3,
T3 = τ − 22δ′+1ρδ
′+ 12 , T ′3 = −ρ(2τ0 − τ);
〈∇T3,∇T3〉m˜ = −ρδ′− 12 (2− ρδ′+ 32 ),
〈∇T ′3,∇T ′3〉m˜ = −ρ(2τ0 − τ)(2− ρ(2τ0 − τ)).
Here T3 is time-like functions all over Ω˜3∩X˚; T ′3 is time-like in the interior of Ω˜′3 and null on Ω˜3∩S1.
With γ0 < 0 a constant, we have the following two lemmas.
Lemma 5.7. In Ω˜′3,
〈Fm˜(T3, v),∇T3〉m˜ = 12ρ2δ
′−1(|∂τv|2 + |∂τv + ρ2∂ρv|2) + (1− ρδ′+ 32 )|∂ρv|2
+ ρδ
′− 12 (1− 12ρδ
′+ 32 )(|∂θv|2 − γ0|v|2),
〈Fm˜(T3, v),∇T ′3〉m˜ = 12ρδ
′− 12 (2τ0 − τ)(|∂τv|2 + |∂τv + ρ2∂ρv|2)
+ (1− 12ρ(2τ0 − τ)− 12ρδ
′+ 32 )ρ|∂ρv|2
+ 12
(
2τ0 − τ + ρδ′+ 12 (1− ρ(2τ0 − τ))
)
(|∂θv|2 − γ0|v|2),
Qm˜(T3, v) = 12 ( 12 − δ′)ρδ
′− 32 (|∂τv|2 + |∂τv + ρ2∂ρv|2)
− ρ|∂ρv|2 + 12 (δ′ + 32 )ρδ
′+ 12 (|∂θv|2 − γ0|v|2).
Proof. In Ω˜′3 under coordinates (τ, ρ, θ) with θ normal w.r.t. standard spherical metric at p ∈ Ω˜′3,
we can write the metric components of m˜ = ρ2m as follows:
m˜ =
 −ρ2 1 01 0 0
0 0 1n−1
 , m˜−1 =
 0 1 01 ρ2 0
0 0 1n−1
 .
Then 〈Fm˜(T3, v),∇T3〉m˜ and 〈Fm˜(T3, v),∇T ′3〉m˜ follow from
〈∇T3,∇T ′3〉m˜ = −(2τ0 − τ)− ρδ
′+ 12 (1− ρ(2τ0 − τ)),
〈∇T3,∇v〉m˜ = ∂ρv − ρδ′− 12 (∂τv + ρ2∂ρv),
〈∇T ′3,∇v〉m˜ = ρ∂ρv − (2τ0 − τ)(∂τv + ρ2∂ρv),
〈∇v,∇v〉m˜ = 2∂τv∂ρv + |ρ∂ρv|2 + |/∂θv|2.
For Qm˜(T3, v), we have
m˜T3 = −( 32 + δ′)ρδ
′+ 12 ,
and the non-zero connection components at p are
Γτττ (m˜) = ρ, Γ
ρ
ρτ (m˜) = −ρ, Γρττ (m˜) = ρ3,
which implies that
∇2T (dv, dv) = ( 12 − δ′)ρδ
′− 32 |∂τv + ρ2∂ρv|2 − ρ|∂ρv|2 − ρδ′+ 12 (2∂τv∂ρv + ρ2|∂ρv|2).
Then Qm˜(T3, v) follows. 
Lemma 5.8. For n ≥ 4 and in Ω˜′3,
dvolg˜ = (1 + ρ
n−1
2 Θ1(h˜))dvolm˜,
〈Fg˜(T3, v),∇T ′3〉g˜ − 〈Fm˜(T3, v),∇T ′3〉m˜ = ρ
n−5
2
(
Θ1(h˜ρρ)(∂τv, ρ∂ρv) + ρΘ1(h˜)(∂˜v, v)
)
,
Qg˜(T3, v)−Qm˜(T3, v) = ρ
n−7
2
(
(Θ1(h˜ρρ) + Θ1(∂˜h˜ρρ))(∂τv, ρ∂ρv) + ρ(Θ1(h˜) + Θ0(h˜)(∂˜h˜))(∂˜v, v)
)
.
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Proof. We can do the similar computation as in the proof of Lemma 5.3 by writing out the metric
components in local coordinates (τ, ρ, θ) with θ normal w.r.t. the standard spherical metric at
p ∈ Ω˜′3:
g˜ = m˜+ ρ
n−5
2
 ρ4Θ1(h˜) ρ2Θ1(h˜) ρ3[Θ1(h˜)]1×(n−1)ρ2Θ1(h˜) h˜ρρ ρ[Θ1(h˜)]1×(n−1)
ρ3[Θ1(h˜)](n−1)×1 ρ[Θ1(h˜)](n−1)×(n−1) ρ2[Θ1(h˜)](n−1)×(n−1)
 .
g˜−1 = m˜−1 + ρ
n−5
2
 −h˜ρρ + ρn−12 Θ2(h˜) ρ2Θ1(h˜) ρ[Θ1(h˜)]1×(n−1)ρ2Θ1(h˜) ρ4Θ1(h˜) ρ3[Θ1(h˜)]1×(n−1)
ρ[Θ1(h˜)](n−1)×1 ρ3[Θ1(h˜)](n−1)×(n−1) ρ2[Θ1(h˜)](n−1)×(n−1)
 .
Hence 〈Fg˜(T3, v),∇T ′3〉g˜ can be estimated by the following
〈∇T3,∇T ′3〉g˜ − 〈∇T3,∇T ′3〉m˜ = −ρ
n−3
2 h˜ρρ + ρ
n−1
2 Θ1(h˜),
〈∇T3,∇v〉g˜ − 〈∇T3,∇v〉m˜ = −ρ
n−5
2 h˜ρρ∂τv + ρ
n−3
2 Θ1(h˜)(∂˜v),
〈∇T ′3,∇v〉g˜ − 〈∇T ′3,∇v〉m˜ = −ρ
n−3
2 h˜ρρ∂τv + ρ
n−1
2 Θ1(h˜)(∂˜v),
〈∇v,∇v〉g˜ − 〈∇T3,∇v〉m˜ = −ρ
n−5
2 h˜ρρ|∂τv|2 + ρ
n−3
2 Θ1(h˜)(∂˜v, ∂˜v),
For Qg˜(T3, v)−Qm˜(T3, v), we first have
g˜T3 −m˜T3 = ρ
n−3
2 Θ1(h˜).
Hence
(γ0v
2 − 〈∇v,∇v〉g˜)g˜T3 − (γ0v2 − 〈∇v,∇v〉m˜)m˜T3
= ρ
n−3
2 Θ1(h˜)(∂τv)(∂ρv) + ρ
n−4
2 +δΘ1(h˜)(∂˜v, v) + ρ
n−4Θ2(h˜)(∂˜v, v).
Moreover,
Γρρρ(g˜)− Γρρρ(m˜) = ρ
n−5
2
(
Θ1(h˜ρρ) + Θ1(∂˜h˜ρρ) + ρΘ1(h˜) + ρΘ0(h˜)(∂˜h˜)
)
,
Γρρτ (g˜)− Γτρτ (m˜) = ρ
n−1
2
(
Θ1(h˜ρρ) + Θ1(∂˜h˜ρρ) + ρΘ1(h˜) + ρΘ0(h˜)(∂˜h˜)
)
,
Γρττ (g˜)− Γτττ (m˜) = ρ
n+3
2
(
Θ1(h˜) + Θ0(h˜)(∂˜h˜)
)
,
Γρρθ(g˜)− Γτρθ(m˜) = ρ
n−3
2
(
Θ1(h˜) + Θ0(h˜)(∂˜h˜)
)
,
Γρτθ(g˜)− Γττθ(m˜) = ρ
n+1
2
(
Θ1(h˜) + Θ0(h˜)(∂˜h˜)
)
,
Γρθθ(g˜)− Γτθθ(m˜) = ρ
n−1
2
(
Θ1(h˜) + Θ0(h˜)(∂˜h˜)
)
,
Γτρρ(g˜)− Γτρρ(m˜) = ρ
n−7
2
(
Θ1(h˜ρρ) + Θ1(∂˜h˜ρρ) + ρΘ1(h˜) + ρΘ0(h˜)(∂˜h˜)
)
,
Γτρτ (g˜)− Γτρτ (m˜) = ρ
n−5
2
(
Θ1(h˜ρρ) + Θ1(∂˜h˜ρρ) + ρΘ1(h˜) + ρΘ0(h˜)(∂˜h˜)
)
,
Γτττ (g˜)− Γτττ (m˜) = ρ
n−1
2
(
Θ1(h˜) + Θ0(h˜)(∂˜h˜)
)
,
Γτρθ(g˜)− Γτρθ(m˜) = ρ
n−5
2
(
Θ1(h˜) + Θ0(h˜)(∂˜h˜)
)
,
Γττθ(g˜)− Γττθ(m˜) = ρ
n−3
2
(
Θ1(h˜) + Θ0(h˜)(∂˜h˜)
)
,
Γτθθ(g˜)− Γτθθ(m˜) = ρ
n−3
2
(
Θ1(h˜) + Θ0(h˜)(∂˜h˜)
)
,
Hence
∇2T3(dv, dv)g˜ −∇2T3(dv, dv)m˜
= ρ
n−7
2
(
(Θ1(h˜ρρ) + Θ1(∂˜h˜ρρ))(∂τv, ρ∂ρv) + ρ(Θ1(h˜) + Θ0(h˜)(∂˜h˜))(∂˜v, v)
)
+ ρn−5
(
(Θ2(h˜ρρ) + Θ1(h˜ρρ)(∂˜h˜ρρ))(∂τv, ρ∂ρv) + ρ(Θ2(h˜) + Θ1(h˜)(∂˜h˜))(∂˜v, v)
)
.
Then Qg˜(T3, v)−Qm˜(T3, v) follows. 
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5.4. In Ω˜4. In Ω4, recall that we have the coordinates and boundary defining functions
(a¯, b¯, θ) = (1− r
t
,
1
t− r ,
x
r
); ρ0 = 1, ρ1 = a¯, ρ2 = b¯, ρ˜ = a¯b¯;
and in Ω5, we have
(φ, y) = (
1
t
,
x
t
), R = |y|; ρ0 = ρ1 = 1, ρ2 = ρ˜ = φ.
Both sets of coordinates can be extended to Ω4 ∪ Ω5 with the transition map
φ = a¯b¯, y = (1− a¯)θ.
Define
T4 = − 22δ′+1 ( a¯(2−a¯)2 )δ
′+ 12 + ln(2− a¯)− ln b¯
= − 22δ′+1 ( 1−|y|
2
2 )
δ′+ 12 + ln(1− |y|2)− lnφ,
T ′4 = − ( 2−a¯2 )1−αa¯b¯α = −( 1−|y|
2
2 )
1−αφα,
and let
Ω˜4 = (Ω4 ∪ Ω5)\Ω˜3.
Then in Ω˜4 ∩ X˚,
〈∇T4,∇T4〉m˜ = −1− 2(1− a¯)2( a¯(2−a¯)2 )δ
′− 12 [1− ( a¯(2−a¯2 ))δ
′+ 12 ] < 0,
〈∇T ′4,∇T ′4〉m˜ = −2a¯( 2−a¯2 )2−2αb¯2α( 2−a¯2 α− 1 + a¯)(1 + α−12−a¯ a¯) < 0,
〈∇T ′4,∇T4〉m˜ = −( 2−a¯2 )1−αb¯α
(
αa¯+ 2(1−a¯)
2
2−a¯ (1− (2− α)( a¯(2−a¯)2 )δ
′+ 12 )
)
< 0.
Hence T4, T
′
4 are time-like in Ω˜4 ∩ X˚ and T ′4 is null on S+1 ∩ Ω˜4. With γ0 < 0 a constant, we have
the following two lemmas.
Lemma 5.9. In Ω˜4,
〈Fm˜(T4, v),∇T ′4〉m˜ = ( 2−a¯2 )1−αb¯α
(
C1(|a¯(2− a¯)∂a¯v − b¯∂b¯v|2 + |b¯∂b¯v|2) + C2|∂a¯v|2
+ C3(
|/∂θv|2
(1−a¯)2 − γ0v2)
)
,
a¯Qm˜(T4, v) = D1(|a¯(2− a¯)∂a¯v − b¯∂b¯v|2 + |b¯∂b¯v|2) +D2|∂a¯v|2
+D3(|a¯(2− a¯)∂a¯v − b¯∂b¯v|2 − |b¯∂b¯v|2) +D4 |/∂θv|
2
(1−a¯)2 +D5(−γ0v2),
where
C1 =
(1−a¯)2
2−a¯ (
a¯(2−a¯)
2 )
δ′− 12 + 1−a¯(2−a¯)2 +
α
(2−a¯)2 (
a¯(2−a¯)
2 )
δ′+ 12 + αa¯(2−a¯)2 (
1
2 − ( a¯(2−a¯)2 )δ
′+ 12 ),
C2 = αa¯(1− a¯)(1− ( a¯(2−a¯)2 )δ
′+ 12 )− a¯(1− a¯),
C3 =
αa¯
2 +
(1−a¯)2
2−a¯ +
(α−2)(1−a¯)2
2−a¯ (
a¯(2−a¯)
2 )
δ′+ 12 ,
D1 = (
1
2 − δ′) (1−a¯)
2
2−a¯ (
a¯(2−a¯)
2 )
δ′− 12 − a¯2(2−a¯)2 + 12−a¯ ( a¯(2−a¯)2 )δ
′+ 12 ,
D2 = −a¯(1− a¯),
D3 =
n−1
2−a¯
(
1
2 − ( a¯(2−a¯)2 )δ
′+ 12
)
,
D4 = (1 + 2δ
′) (1−a¯)
2
2−a¯ (
a¯(2−a¯)
2 )
δ′+ 12 + (n− 2)a¯( 12 − ( a¯(2−a¯)2 )δ′+ 12 ),
D5 = (1 + 2δ
′) (1−a¯)
2
2−a¯ (
a¯(2−a¯)
2 )
δ′+ 12 + na¯
(
1
2 − ( a¯(2−a¯)2 )δ
′+ 12
)
.
Proof. Under coordinates (a¯, ξ, θ) with ξ = − log b¯ and θ normal w.r.t. the standard spherical metric
d2θ at p ∈ Ω˜4 ∩ Int(X2), the metric components are:
m˜ =
 0 1 01 −a¯(2− a¯) 0
0 0 (1− a¯)21n−1
 , m˜−1 =
 a¯(2− a¯) 1 01 0 0
0 0 1(1−a¯)21n−1
 .
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Then 〈Fm˜(T4, v),∇T ′4〉m˜ follows from
〈∇T4,∇T ′4〉m˜ = − b¯α( 2−a¯2 )−α
(
1− (2− α)[ a¯(2−a¯)2 + (1− a¯)2( a¯(2−a¯)2 )δ
′+ 12 ]
)
,
〈∇T4,∇T ′′4 〉m˜ = − 1− (1− a¯)2( a¯(2−a¯)2 )δ
′− 12 ,
〈∇T4,∇v〉m˜ = − (( a¯(2−a¯)2 )δ
′− 12 + 12−a¯ )∂ξv + (1− a¯− 2( a¯(2−a¯)2 )δ
′+ 12 )∂a¯v,
〈∇T ′4,∇v〉m˜ = b¯α( 2−a¯2 )−α
(− ( 2−a¯2 + α−12 a¯)∂ξv + α−22 (1− a¯)(2− a¯)a¯∂a¯v),
〈∇T ′′4 ,∇v〉m˜ = − 12−a¯∂ξv + (1− a¯)∂a¯v,
〈∇v,∇v〉m˜ = 2∂a¯v∂ξv + a¯(2− a¯)∂a¯v + |/∂θv|
2
(1−a¯)2 .
For Qm˜(T4, v), we have
m˜T4 = −(1 + 2δ′)(1− a¯)2( a¯(2−a¯)2 )δ
′− 12 − n+ 2n( a¯(2−a¯)2 )δ
′+ 12
and the non-zero connection components at p are
Γa¯a¯ξ = −(1− a¯), Γa¯ξξ = a¯(1− a¯)(2− a¯), Γa¯θθ = a¯(1− a¯)(2− a¯),
Γξξξ = 1− a¯, Γξθθ = 1− a¯,
which implies Qm˜(T4, v). 
Lemma 5.10. For n ≥ 4 and λ ∈ [ 12 − δ′, 1− 2δ], if α ∈ (n−1λ − 18 , n−1λ ) then in Ω˜4,
|T ′4|Qm˜(T4, v) ≤ λ〈Fm˜(T4, v),∇T ′4〉m˜.
Proof. Let α′ = λα ∈ (n− 1− λ8 , n− 1). We only need to show that
(5.2)
D4
|/∂θv|2
(1−a¯)2 +D5(−γ0v2) ≤ λC3( |/∂θv|
2
(1−a¯)2 − γ0v2),
D3(|a¯(2− a¯)∂a¯v − b¯∂b¯v|2 − |b¯∂b¯v|2) ≤ E1(a¯(2− a¯)∂a¯v − b¯∂b¯v|2 + |b¯∂b¯v|2) + E2|∂a¯v|2,
where
E1 = λC1 −D1 = (λ− 12 + δ′) (1−a¯)
2
2−a¯ (
a¯(2−a¯)
2 )
δ′− 12 + a¯+2λ(1−a¯)2(2−a¯)2
+ α
′−2+a¯
(2−a¯)2 (
a¯(2−a¯)
2 )
δ′+ 12 + α
′a¯
(2−a¯)2 (
1
2 − ( a¯(2−a¯)2 )δ
′+ 12 ),
E2 = λC2 −D2 = α′a¯(1− a¯)(1− ( a¯(2−a¯)2 )δ
′+ 12 ) + (1− λ)a¯(1− a¯).
First,
λC3 −D4 = (α
′−n+2)a¯
2 + (n− 2)a¯( a¯(2−a¯)2 )δ
′+ 12 + (α
′−2)(1−a¯)2
2−a¯ (
a¯(2−a¯)
2 )
δ′+ 12
+ (1−a¯)
2
2−a¯ [λ+ (1− 2δ′ − 2λ)( a¯(2−a¯)2 )δ
′+ 12 ]
≥ λ (1−a¯)22−a¯ [1− ( a¯(2−a¯)2 )δ
′+ 12 ] ≥ 0.
Similarly,
λC3 −D5 = (α
′−n)a¯
2 + na¯(
a¯(2−a¯)
2 )
δ′+ 12 + (1−a¯)
2
2−a¯ (α
′ − 2)( a¯(2−a¯)2 )δ
′+ 12
+ (1−a¯)
2
2−a¯ [λ+ (1− 2δ′ − 2λ)( a¯(2−a¯)2 )δ
′+ 12 ]
≥ a¯2 [α′ − n+ na¯(2− a¯) + (α′ − 2)(1− a¯)2] + λ (1−a¯)
2
2−a¯ [1− ( a¯(2−a¯)2 )δ
′+ 12 ]
≥ a¯(1−a¯)22 [2α′ − n− 2 + λ4 ] ≥ 0.
Hence we prove the first inequality in (5.2).
For the second inequality in (5.2), there are two cases. First, if ( a¯(2−a¯)2 )
δ′+ 12 ≥ 12 , then D3 ≤ 0.
So we only need to show −D3 ≤ E1. In this case, notice that 0 ≤ 1− a¯ ≤
√
2
2 . Then
E1 +D3 ≥ n+α
′+(n−2−α′+2λ)(1−a¯)
2(2−a¯)2 − n+(n−α
′)(1−a¯)
(2−a¯)2 (
a¯(2−a¯)
2 )
δ′+ 12
≥ n+α′+(n−1−α′−2δ′)(1−a¯)2(2−a¯)2 − n+(n−α
′)(1−a¯)
(2−a¯)2 (
a¯(2−a¯)
2 )
δ′+ 12 := f(δ′).
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Here f ′(δ′) ≥ 0 and hence
E1 +D3 ≥ 1(2−a¯)2 [n+α
′+(n−1−α′)(1−a¯)
2 − (n+ (n− α′)(1− a¯))( a¯(2−a¯)2 )
1
2 ]
≥ 1(2−a¯)2 [n+α
′
2 − n√2 − (n− α
′ − n−1−α′√
2
)(1− a¯)( a¯(2−a¯)2 )
1
2 ]
≥ 14(2−a¯)2 [(4− 2
√
2)n− 3
√
2
2 − 52 ] ≥ 0
for all n ≥ 4. Second, if ( a¯(2−a¯)2 )δ
′+ 12 < 12 , then the second inequality in (5.2) is equivalent to
(5.3) 2(D3 − E1)a¯(2− a¯)∂a¯vb¯∂b¯v ≤ 2E1|b¯∂b¯v|2 + (E2 + a¯2(2− a¯)2(E1 −D3))|∂a¯v|2.
In this case, E1 ≥ 0 and
E2 + a¯
2(2− a¯)2(E1 −D3)
≥ α′a¯(1− a¯)(1− ( a¯(2−a¯)2 )δ
′+ 12 ) + (1− λ)a¯(1− a¯)
+ a¯2[(α′ − 2 + a¯)( a¯(2−a¯)2 )δ
′+ 12 + a¯+2λ(1−a¯)2 + (α
′a¯− (n− 1)(2− a¯))( 12 − ( a¯(2−a¯)2 )δ
′+ 12 )]
≥a¯2[α′(1− a¯)(1− ( a¯(2−a¯)2 )δ
′+ 12 ) + 2−a¯2 + (α
′a¯− (n− 1)(2− a¯))( 12 − ( a¯(2−a¯)2 )δ
′+ 12 )]
≥ a¯2(α′ + 2− n)(2− a¯)( 12 − ( a¯(2−a¯)2 )δ
′+ 12 ) ≥ 0.
Hence (5.3) follows by
2E1(E2 + a¯
2(2− a¯)2(E1 −D3)) ≥ (D3 − E1)2a¯2(2− a¯)2
⇐⇒ E1(2E2 + a¯2(2− a¯)2E1) ≥ a¯2(2− a¯)2D23.
By direct computation,
2E2 + a¯
2(2− a¯)2E1 ≥ α′a¯(2− a¯)2( 12 − ( a¯(2−a¯)2 )δ
′+ 12 ).
Hence
E1(2E2 + a¯
2(2− a¯)2E1) ≥ α′[α′ + 1 + (α′ − 2 + a¯)(2− a¯)]a¯2( 12 − ( a¯(2−a¯)2 )δ
′+ 12 )2
≥ α′[2α′ − 1]a¯2( 12 − ( a¯(2−a¯)2 )δ
′+ 12 )2
≥ a¯2(2− a¯)2D23.
We finish the proof. 
Lemma 5.11. For n ≥ 4 and in Ω˜4
dvolg˜ = (1 + a¯
n−1
2 b¯
n−1
2 Θ1(h˜))dvolm˜,
〈F (T4, v),∇T ′4〉g˜ − 〈F (T4, v),∇T ′4〉m˜ = a¯
n−5
2 b¯
n−1
2 +α
(
Θ1(h˜ρρ)(a¯∂a¯v, ∂ξv) + a¯Θ1(h˜)(∂˜v, v)
)
+ a¯n−4b¯n−1+α
(
Θ2(h˜ρρ)(a¯∂a¯v, ∂ξv) + a¯Θ2(h˜)(∂˜v, ∂˜v)
)
,
Qg˜(T4, v)−Qm˜(T4, v) = a¯
n−7
2 b¯
n−1
2
(
Θ1(h˜ρρ)(a¯∂a¯v, ∂ξv) + Θ1(h˜ρρ)(∂˜h˜ρρ)(a¯∂a¯v, ∂ξv)
+ a¯Θ1(h˜)(∂˜v, v) + a¯Θ0(h˜)(∂˜h˜)(∂˜v, v)
)
.
Proof. The proof is similar as the proof of Lemma 5.6 by substituting (a, b) by (a¯, b¯) if restricting
to Ω4 and similar as the proof of Lemma 5.4 if restricting to Ω5. 
6. Energy Estimates
In this section, we mainly prove the following theorem by energy estimates.
Theorem 4. For n ≥ 4 if given Cauchy data
(6.1) (h0, h1) ∈ V˜N,δ+
n−1
2
 with N > n+ 6, δ ∈ (0, 12 ) and  > 0 small,
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where V˜N,δ+
n−1
2
 is defined in (3.13), then there exists a global Einstein vacuum solution g = m+ h
such that h˜ = ρ˜−
n−1
2 h is C0,δ up to S+1 and hence the radiation field is well defined:
(6.2) RF (h
0, h1) = h˜|S±1 ,
which provides the leading term of h along the bicharacteristic curves. Moreover,
‖h˜|S±1 ‖ρδ0ρσ−
n−1
2
2 H
N
b (S
±
1 )
≤ C
for some σ > 0 and C > 0.
The theorem follows from Proposition 6.1, 6.2, 6.3, 6.4 and Corollary 6.1, 6.2, 6.3. We do energy
estimates for h˜ satisfying the conformal transformation of reduced Einstein equations (4.5) by using
the time-like functions defined in Section 5. The boundary defining functions are given in Section 2
in each domain Ω˜i for 1 ≤ i ≤ 4. Here N, δ are fixed all over this section and  is chosen to be small
enough. The image space of RF will be refined in Section 7.
6.1. In Ω˜1. To solve the equations (4.5) in Ω˜1, it is in fact a local existence theorem. We prove
the local existence and uniqueness theorem in the conformal setting for T1 ∈ [0, 34 ]. The local well-
posedness is a classical result. See [CB1] or [Ho] for more details. Here we restate it in weighted
b-Sobolev spaces, which will lead to the asymptotical analysis of Einstein vacuum solutions.
S0S0
Σ
Ξ
0
Σ1
1
t
Figure 4. Ωt1 is bounded by Σ0, Ξ
t
1 and S0.
Recall that Ω˜1 is bounded by Σ0 = {T1 = 0}, Σ1 = {T1 = 34} and S0. We use T1 to slice the
domain. For t ∈ [0, 34 ], denote
Ξt1 = {T1 = t}.
The space-like hypersurface Ξt1 is a p-submanifold of X with induced boundary defining function
ρ0. Let Ω
t
1 be the domain bounded by Σ0, Ξ
t
1 and S0. In particular, Ω
3
4
1 = Ω˜1.
Define the high energy norm on Ξt1 by
MN1 (t; v, g˜) =
∫
Ξt1
∑
|I|≤N
e−2δ log ρ0〈F (T1, D˜Iv),∇T1〉g˜dµT1g˜
 12 , ∀ t ∈ [0, 34 ].
Here dµT1g˜ ∧ dT1 = dvolg˜ and D˜ ∈ χ(r)B0 + (1 − χ(r))B1 where 0 ≤ χ ≤ 1 is a smooth cutoff
function such that χ(r) = 1 if r > 1 and χ(r) = 0 if r < 12 . Here
B0 = {∂µ : µ = 0, ..., n}, B1 = {Zµν : µ, ν = 0, ..., n}.
We choose γ0 = − (n+1)(n−3)4 to define Fg˜(T1, v).
With above notation and given initial data (6.1), we have for some constant C0 > 0 such that
(6.3) MN1 (0; h˜, m˜) < C0.
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Lemma 6.1. There exists 1 > 0 such that if ‖ρ
n−1
2
0 h˜‖L∞(Ξt1) < 1 then on Ξt1
1√
2
MN1 (t; v, m˜) ≤MN1 (t; v, g˜) ≤
√
2MN1 (t; v, m˜),∑
|I|≤N2 +1
|D˜Iv| ≤ Cρδ0MN1 (t; v, g˜),
where C is independent of 1 if it is small enough.
Proof. Near the boundary of Ξt1, we can choose the coordinates (ρ, θ) and with this coordiantes,
dµT1m˜ = V (T1, ρ, θ)
dρ
ρ
dθ
where 0 < c < V ∈ C∞([0, 34 ]T1 × [0, 1]ρ × Sn−1) is bounded above and below. Hence MN1 (t; v, m˜)
gives the b-Sobolev norm ρδ0H
N+1
b (Ξ
t
1). The equivalence of M
N
1 (t; v, m˜) and M
N
1 (t; v, g˜) comes from
the equivalence between 〈F (T1, D˜Iv),∇T1〉m˜ and 〈F (T1, D˜Iv),∇T1〉g˜, as well as the equivalence
between the volume forms dvolm˜ and dvolg˜ by Lemma 5.4. Since
(1/C ′)MN1 (t; v, m˜) ≤
∑
|I|≤N2 +1
‖D˜Iv‖
ρδ0H
N+1−|I|
b (Ξ
t
1)
≤ C ′MN1 (t; v, m˜),
for some C ′ > 0, the second inequality comes from Sobolev embedding theorem. See Lemma 2.2. 
We find out the existence of h to the equations (1.3) (resp. h˜ to the euqations (4.5)) by considering
it as the limit of a sequence hl (resp. h˜l), which are solutions to the linear equations (resp. their
conformal transformation) for l ≥ 0 starting with h−1 = 0 (resp. h˜−1 = 0):
glhl+1µν = Fµν(hl)(∂hl, ∂hl+1),(
g˜l + γ(h˜l)
)
h˜l+1 = ρ˜
n−1
2
0 F˜ (h˜
l, h˜l+1).
Here gl = m + hl, g˜l = ρ˜2gl, hl = ρ˜
n−1
2 h˜l and hl has Cauchy data (h0, h1). Notice that there is no
guarantee that (t, x) are wave coordinates w.r.t. gl. However, we don’t need this property here. In
the conformal transformation of equations,
γ(h˜l) = γ0 + ρ
n−1
2
0 Θ1(h˜
l),
F˜ (h˜l, h˜l+1) = Θ0(h˜
l)(∂˜h˜l, ∂˜h˜l+1) + Θ0(h˜
l)(∂˜h˜l, h˜l+1) + Θ0(h˜
l)(h˜l, ∂˜h˜l+1) + Θ0(h˜
l)(h˜l, h˜l+1).
We also study the equation for hl+1 − hl and h˜l+1 − h˜l to get the convergence of hl and h˜l:
(6.4)
gl(hl+1 − hl) = (gl−1 −gl)hl + (F (∂hl, ∂hl+1)− F (∂hl−1, ∂hl)),(
g˜l + γ(h˜l)
)
(h˜l+1 − h˜l) = (g˜l−1 −g˜l)h˜l +
(
γ(h˜l−1)− γ(h˜l))h˜l
+ ρ˜
n−1
2
0
(
F˜ (h˜l, h˜l+1)− F˜ (h˜l−1, h˜l)).
Lemma 6.2. There exists ′1 > 0 such that if
MN1 (t; h˜
i, g˜i−1) < ′1, ∀ t ∈ [0,
3
4
]
is true for i = 0, ..., l then
MN1 (t; h˜
l+1, g˜l) ≤ CMN1 (0; h˜l+1, g˜l), ∀ t ∈ [0,
3
4
].
Here C is a constant independent of l, t, ′1 and M
N
1 (0; h˜
l+1, g˜l) for ′1 small enough.
Proof. When i = 0, since h˜−1 = 0, the condition in Lemma 6.1 is automatically satisfied. Hence
‖h˜0‖L∞(Ξt1) < C ′′1. Here C ′ is the constant in Lemma 6.1 independent of l, t. Choose ′1 such that
C ′′ < 1 and we can apply Lemma 6.1 until i = l + 1, i.e. on Ξt1,∑
|I|≤N2 +1
|D˜I h˜i| ≤ C ′MN1 (t; h˜i, g˜i−1)
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for i = 0, ..., l+ 1. To get the high energy estimate for h˜l+1, we first deduce the equation for D˜I h˜l+1
for |I| = k ≤ N :(
g˜l + γ(h˜l)
)
D˜I h˜l+1 = D˜Iρ
n−1
2
0 F˜ (h˜
l)(h˜l, h˜l+1) + [g˜l + γ(h˜l), D˜I ]h˜l+1
= ρ
n−1
2
0
∑
|α|≤k+1,i≤k+1,|α|+i≤k+2,1≤j
Θ0(h˜
l)(∂˜α1 h˜l, .., ∂˜αj h˜l, ∂˜ih˜l+1)
By Lemma 5.2,
(MN1 (t; h˜
l+1, g˜l)2 − (MN1 (0; h˜l+1, g˜l))2 =
∫
Ωt1
∑
|I|≤N
divg˜l(e
−2δ log ρ0F (T1, D˜I h˜l+1))dvolg˜l .
By Lemma 5.3 and Lemma 5.4, we have
∂t(M
N
1 (t; h˜
l+1, g˜l))2 =
∫
Ξt1
∑
|I|≤N
divg˜l(e
−2δ log ρ1Fg˜l(T1, D˜I h˜))dµT1g˜l
≤ 2C ′′(MN1 (t; h˜l, g˜l) + 1)(MN1 (t; h˜l+1, g˜l))2
≤ 2C ′′(1 + 2′1)
(
MN1 (t; h˜
l+1, g˜l)
)2
,
which implies that
MN1 (t; h˜
l+1, g˜l) ≤ eC′′(1+2′1)tMN1 (0; h˜l+1, g˜l) < CMN1 (0; h˜l+1, g˜l), ∀t ∈ [0, 34 ].
Here C > 0 is a constant independent of ′1 if it is small enough. We finish the proof. 
Proposition 6.1. There exists ′′1 > 0 such that if  < 
′′
1 then the equations (4.5) have a unique
solution in Ω˜1 such that
(6.5) MN1 (t; h˜, m˜) ≤ C, ∀ t ∈ [0, 34 ],
where C > 0 is a constant independent of ′′1 if it is small enough.
Proof. Since h−1 = 0 and h0 is the solution of standard wave equation on Minkowski space-time,
we can apply Lemma 6.2 and get MN1 (t; h˜
0, g˜−1) ≤ C ′MN1 (0; h˜0, g˜−1) < C ′C0′′1 . Here C ′ > 0 is the
constant in Lemma 6.2 independent of t ∈ [0, 34 ]. Choose ′′1 > 0 small such that C ′C0′′1 < ′1 and
MN1 (t; h˜
l, g˜l−1) < C ′MN1 (0; h˜
l, g˜l−1) < ′1, ∀ l ≥ 0, t ∈ [0,
3
4
].
We do energy estimates for h˜l+1 − h˜l which satisfies equations (6.4) and hence(
g˜l + γ(h˜l)
)
D˜I(h˜l+1 − h˜l) = D˜Iρ
n−1
2
0
(
F˜ (h˜l)(h˜l, h˜l+1)− F˜ (h˜l−1)(h˜l−1, h˜l))
+ [g˜l + γ(h˜l), D˜I ](h˜l+1 − h˜l) + D˜I
(
(g˜l−1 −g˜l)h˜l + (γ(h˜l−1)− γ(h˜l))h˜l
)
.
Here the estimates for h˜l+1 − h˜l are deduced in the same way as in the proof of Lemma 6.2 :
∂t(M
N
1 (t; h˜
l+1 − h˜l, g˜l))2
=
∫
Ξt1
∑
|I|≤N
divg˜l(e
−2δ log ρ0Fg˜l(T1, D˜I(h˜l+1 − h˜l)))dµT1g˜l
≤ 2C ′′(MN1 (t; h˜l+1 − h˜l, g˜l))2 + 2C ′′′1MN1 (t; h˜l − h˜l−1, g˜l)MN1 (t; h˜l+1 − h˜l, g˜l)
where C ′′ > 0 is a constant independent of ′1. This implies that
MN1 (t; h˜
l+1 − h˜l, g˜l) ≤ C ′′′1eC
′′t
∫ t
0
e−C
′′t′MN1 (t
′; h˜l − h˜l−1, g˜l)dt′
≤ 2C ′′′1eC
′′t
∫ t
0
e−C
′′t′MN1 (t
′; h˜l − h˜l−1, g˜l−1)dt′.
For l ≥ 0, let
µl = sup
t∈[0, 34 ]
MN1 (t; h˜
l − h˜l−1, m˜).
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Then µ0 ≤ ′1 and for l ≥ 1, µl ≤ 2C ′′′1e
3
4C
′′
µl−1. Choose ′1 and hence 
′′
1 even smaller if necessary
such that 2C ′′′1e
3
4C
′′ ≤ 12 . Then for any t ∈ [0, 34 ], l, k ≥ 1
MN1 (t; h˜
l+k − h˜l, m˜) =
k−1∑
i=0
MN1 (t; h˜
l+i+1 − h˜l+i, m˜) ≤ ( 12 )l+1
∞∑
i=0
( 12 )
iµ0 ≤ ( 12 )l′1.
Hence h˜l converges to h˜ with MN1 (t; h˜, m˜) ≤ 2′1 for all t ∈ [0, 34 ]. Here h˜ provides a solution to
equations (4.5). Choose ′1 and hence 
′′
1 even smaller if necessary such that Lemma 6.2 holds for h˜:
MN1 (t; h˜, m˜) ≤ 2C ′MN1 (0; h˜, m˜).
We finish proving the existence.
For the uniqueness, suppose there is another solutions h˜′ with the same Cauchy data such that
MN1 (t; h˜
′, m˜) ≤ CMN1 (0; h˜′, m˜) for some constant C > 0. Then choose ′′1 even smaller if necessary
such that MN1 (t; h˜
′, m˜) < ′1. Notice that h˜− h˜′ satisfy the following equations:
(g˜ + γ(h˜))(h˜− h˜′) = (g˜′ −g˜)h˜′ + (γ(h˜′)− γ(h˜))h˜′ + ρ
n−1
2
0 (F˜ (h˜)(h˜, h˜)− F˜ (h˜′)(h˜′, h˜′)),(
g˜ + γ(h˜)
)
D˜I(h˜− h˜′) = D˜Iρ
n−1
2
0
(
F˜ (h˜)(h˜, h˜)− F˜ (h˜′)(h˜′, h˜′))+ [g˜l + γ(h˜l), D˜I ](h˜l+1 − h˜l)
+DI
(
(g˜′ −g˜)h˜′ + (γ(h˜′)− γ(h˜))h˜′
)
.
A similar estimates as above shows that
∂tM
N
1 (t; h˜− h˜′, g˜) ≤ C ′′′MN1 (t; h˜− h˜′, g˜),
=⇒ MN1 (t; h˜− h˜′, g˜) ≤ eC
′′′tMN1 (0; h˜− h˜′, g˜) = 0.
for some constant C ′′′ > 0. Therefore h˜ = h˜′. 
Remark 1. When restricting to Ω˜1, all the proofs work for spacial dimension n ≥ 3.
6.2. In Ω˜2. To solve the equations (4.5) up to Ω˜2 with given Cauchy data (6.1), we first notice that
the solution we find in Ω˜1 can be extended a bit over Σ1 since Ω˜1 is closed. If the Cauchy data is
small enough, we show that this extension will never stop in Ω˜2 until it arrives S
+
1 .
S0
S1+
Σ
Σ2
1
Ξ2t
Figure 5. Ωt2 is bounded by Σ1, Σ2, Ξ
t
1 and S0.
Recall that Ω˜2 is bounded by Σ1 = {T1 = 34}, Σ2 = {T2 = − ln τ0} ∩ Ω˜2 for τ0 > 8 and S0, S+1 .
We use T ′2 to slice the domain. For t ∈ [− 14 , 0], denote by
Ξt2 = {T ′2 = t} ∩ Ω˜2
the space-like hypersurface w.r.t. m˜ with defining function T ′2. Notice that Ξ
t
2 can be viewed as a
closed subset of a p-submanifold of X, which has induced boundary defining function ρ0 = b. Let
Ωt2 be the domain bounded by Σ1, Σ2, S0 and Ξ
t
2. Then Ω
0
2 = Ω˜2.
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Define the high energy norm on Ξt2 and Σ2 by
MN2 (t; v, g˜) =
∫
Ξt2
∑
|I|≤N
e−2δ log ρ0〈Fg˜(T2, D˜Iv),∇T ′2〉g˜dµT
′
2
g˜
 12 ,
LN2 (t; v, g˜) =
∫
Σ2∩{− 14≤T ′2≤t}
∑
|I|≤N
e−2δ log ρ0〈Fg˜(T2, D˜Iv),∇T2〉g˜dµT2g˜
 12 .
Here dµ
T ′2
g˜ ∧ dT ′2 = dvolg˜, dµT2g˜ ∧ dT2 = dvolg˜ and D˜ ∈ B2 = {Zµν : µ, ν = 0, ..., n}. We choose γ0 =
− (n−3)(n−1)4 in the definition of Fg˜(T2, v). Recall that we choose δ′ ∈ (0, δ) such that 12 − δ′ < 1−2δ
in the definition of T2.
With above notation, Proposition 6.1 implies that for some C1 > 0,
MN2 (− 14 ; h˜, m˜) < C1, LN2 (− 14 ; h˜, m˜) = 0.
Lemma 6.3. For n ≥ 4, there exists 2 > 0 such that if ‖ρ
n−1
2
0 h˜‖L∞(Ξt2) +‖ρ
n−1
2
0 ρ
−δ
1 h˜ρρ‖L∞(Ξt2) < 2
then
1√
2
MN2 (t; v, m˜) ≤MN2 (t; v, g˜) ≤
√
2MN2 (t; v, m˜),∑
|I|≤N2 +2
|D˜Iv| ≤ Cρδ0MN2 (t; v, g˜),
∑
|I|≤N2 +1
|D˜I∂av| ≤ Cρδ0ρ−
1
2
1 M
N
2 (t; v, g˜),
for some constant C independent of 2 if it is small enough. Moreover, there exists 
′
2 > 0 such that
if
∑
|I|≤N2 +1 ‖ρ
n−1
2
0 D˜
I h˜‖L∞(Ξt2) < ′2, then∑
|I|≤N2 +1
|D˜I h˜ρρ| ≤ C ′ρδ0ρ
1
2
1 M
N
2 (t; h˜, m˜),
∑
|I|≤N
‖ρ
n−1
2
0 D˜
I h˜ρρ‖ρδ0H0b (Ξt2) ≤ C
′ρ
1
2
1 M
N
2 (t; h˜, m˜),
for some constant C ′ independent of ′2 if it is small enough.
Proof. Similar as the proof of Lemma 6.1, the equivalence between MN2 (t; v, m˜) and M
N
2 (t; v, g˜)
comes from the equivalence between the quadratic forms 〈Fg˜(T2, v),∇T ′2〉m˜ and 〈Fg˜(T2, v),∇T ′2〉g˜,
as well as it between the volume forms dvolm˜, dvolg˜ by Lemma 5.5 and Lemma 5.6. Here on Ξ
t
2, we
can choose the coordinates (b, θ), so
dµ
T ′2
m˜ =
db
b
dθ.
Hence MN2 (t; v, m˜) gives the b-Sobolev norm: for some C
′′ > 0∑
|I|≤N+1
‖D˜Iv‖
ρδ0H
N+1−|I|
b (Ξ
t
2)
≤ C ′′MN2 (t; h˜, m˜),
The second and third inequalities come from Sobolev embedding theorem. See Lemma 2.2
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Next we show that the harmonic gauge conditions make h˜ρρ have a bit more decay than h˜ when
approaching S+1 . By Lemma 4.3,
h˜ρρ =
∫ b
0
b′∂b′ h˜ρρ
db′
b′
=
∫ b
0
a∂ah˜ρρ + a∂˜h˜+ Θ1((ab
′)
n−1
2 h˜)(D˜h˜) + Θ1((ab
′)
n−1
2 h˜)(h˜)
db′
b′
≤
(∫ b
0
b′δ
db′
b′
)
a
1
2
(
1 + Θ1(‖(ab)
n−1
2 h˜‖∞)
)
MN2 (t; h˜, m˜)
≤ Cρδ0ρ
1
2
1 M
N
2 (t; h˜, m˜).
So for i+ j + |I| ≤ N2 + 1, j > 0,
|(a∂a)i(b∂b)j/∂Iθ h˜ρρ| =
∣∣∣(a∂a)i(b∂b)j−1/∂Iθ (a∂ah˜ρρ + a∂˜h˜+ Θ1((ab)n−12 h˜)(D˜h˜) + Θ1((ab)n−12 h˜)(h˜))∣∣∣
≤ Ca 12 bδMN2 (t; h˜, m˜);
and for i+ |I| ≤ N2 + 1,
|(a∂a)i/∂Iθ h˜ρρ| =
∫ b
0
∣∣∣(a∂a)i/∂Iθ (a∂ah˜ρρ + a∂˜h˜+ Θ1((ab′)n−12 h˜)(D˜h˜) + Θ1((ab′)n−12 h˜)(h˜))∣∣∣ db′b′
≤ Ca 12MN2 (t; h˜, m˜)
(∫ b
0
b′δ
db′
b′
)
.
And the last inequality is proved similarly as above: for i+ j + |I| ≤ N, j > 0,∫
Sn−1
∫ ρ0
0
∣∣∣(a∂a)i(b∂b)j/∂Iθ h˜ρρ∣∣∣2 bn−1−2δ dbb dθ
=
∫
Sn−1
∫ ρ0
0
∣∣∣(a∂a)i(b∂b)j−1/∂Iθ [(a∂ah˜ρρ + a∂˜h˜+ Θ1((ab)n−12 h˜)(D˜h˜) + Θ1((ab)n−12 h˜)(h˜)]∣∣∣2 bn−1−2δ dbb dθ
≤ C ′a
(
MN2 (t; h˜, m˜)
)2
;
and for i+ |I| ≤ N ,∫
Sn−1
∫ ρ0
0
∣∣∣(a∂a)i/∂Iθ h˜ρρ∣∣∣2 bn−1−2δ dbb dθ
=
∫
Sn−1
∫ ρ0
0
∣∣∣∣∣(a∂a)i/∂Iθ
∫ b
0
(a∂ah˜ρρ + a∂˜h˜+ Θ1((ab)
n−1
2 h˜)(D˜h˜) + Θ1((ab)
n−1
2 h˜)(h˜)
db′
b′
∣∣∣∣∣
2
bn−1−2δ
db
b
dθ
≤C ′a
(
MN2 (t; h˜, m˜)
)2 ∫ ρ0
0
(∫ b
0
b′2δ
db′
b′
)
bn−1−2δ
db
b
≤ C ′′a
(
MN2 (t; h˜, m˜)
)2
.
We finish the proof. 
Proposition 6.2. For n ≥ 4, there exists ′′2 > 0 such that if  < ′′2 , then the equations (4.5) have
a unique solution in Ω˜2 such that
(6.6) MN2 (t; h˜, g˜) + L
N
2 (t; h˜, g˜) ≤ C|t|δ−
1
2 , ∀ t ∈ [− 14 , 0],
where C > 0 is a constant depending on δ, δ′ but independent of ′′2 if it is small enough.
Proof. By the proof of existence theorem in Ω˜1, we see that first we can choose 
′′
2 > 0 small such
that the we can solve the equations (4.5) for t < t0 < 0 with the conditions in Lemma 6.3 holds.
38 FANG WANG
Then by Lemma 5.2, for t < t0
(MN2 (t; h˜, g˜))
2 + (LN2 (t; h˜, g˜))
2 − (MN2 (− 14 ; h˜, g˜))2
=
∫
Ωt2
∑
|I|≤N
divg˜(e
−2δ log ρ0Fg˜(T2, D˜I h˜))dvolg˜.
Here the divergence term can be estimated according to Lemma 4.9, 5.5, 5.6:∫
Ξt2
∑
|I|≤N
divg˜
(
e−2δ log ρ0Fg˜(T2, D˜I h˜)
)
dvol
T ′2
g˜
=
∫
Ξt2
∑
|I|≤N
b−2δ
(Qg˜(T2, D˜I h˜)− 2δ〈Fg˜(T2, D˜I h˜),∇ log b〉g˜ + 〈∇T2,∇D˜I h˜〉g˜(g˜ + γ0)D˜I h˜)dvolT ′2g˜
≤ [a−1(1− 2δ) + 2C ′a− 12 + 2C ′an−52 −δ′MN2 (t; h˜, g˜))](MN2 (t; h˜, g˜))2
where C ′′ > 0 is a constant independent of ′′2 if it is small enough. Notice the faster decaying of h˜ρρ
and D˜I h˜ρρ in ρ1 direction guarantees that the perturbation ofQg˜,Fg˜,g˜ all fall into the smaller term
and the leading term a−1(1 − 2δ) is determined by the linear equations. Here ∂t(LN2 (t; h˜, g˜))2 ≥ 0
since it is an increasing function of t. Choose ′′ smaller if necessary such that
MN2 (t; h˜, g˜) < |t|δ−
1
2 , ∀t ∈ [− 14 , t0).
Then we have
∂tM
N
2 (t; h˜, g˜) ≤
(
a−1( 12 − δ) + C ′a−
1
2 + C ′aδ−δ
′−1
)
MN2 (t; h˜, g˜),
=⇒ ∂t
(
a
1
2−δMN2 (t; h˜, g˜)
) ≤ (C ′a− 12 + C ′aδ−δ′−1) (a 12−δMN2 (t; h˜, g˜)),
=⇒ MN2 (t; h˜, g˜) ≤
e
C′+ C
′
(δ−δ′)4δ−δ′
4
1
2−δ
|t|δ− 12MN2 (− 14 ; h˜, g˜).
Hence
MN2 (t; h˜, g˜) ≤ C ′′|t|δ−
1
2MN2 (− 14 ; h˜, g˜), ∀t ∈ [− 14 , t0)
for some C ′′ > 0 independent of ′′2 if it is small enough. Notice that
∂t(L
N
2 (t; h˜, g˜))
2 ≤ a2δ−2[(1− 2δ) + 2C ′a 12 + 2C ′C ′′aδ−δ′MN2 (− 14 ; h˜, g˜)](C ′′MN2 (− 14 ; h˜, g˜))2,
=⇒ LN2 (t; h˜, g˜) ≤ C ′′′|t|δ−
1
2MN2 (− 14 ; h˜, g˜), ∀t ∈ [− 14 , t0)
where C ′′′ > 0 is a constant independent of ′′2 too. So we prove (6.6) for t ∈ [− 14 , t0). Moreover,∑
|I|≤N2 +1
‖ρ
n−1
2
0 D˜
I h˜‖L∞(Ξt2) ≤
∑
|I|≤N2 +1
(
‖D˜I h˜‖L∞(Σ1) + C ′′′′
∫ t
− 14
|t′|− 12MN2 (t′; h˜, g˜)dt′
)
≤
∑
|I|≤N2 +1
(
‖D˜I h˜‖L∞(Σ1) + CC ′′′′( 14 )δ
)
,
‖ρ
n−1
2
0 ρ
−δ
0 h˜ρρ‖L∞(Ξt2) ≤ C ′′′′|t|
1
2−δMN2 (t; h˜, g˜) ≤ CC ′′′′,
for some C ′′′′ > 0 independent of ′′2 if it is small enough. Hence choosing 
′′
2 even smaller if necessary
such that above two inequalities guarantee that the conditions in Lemma 6.3 holds up to T ′2 = t0,
which allows us to extend the solution up to and hence a bit over T ′2 = t0 with all the above estimates
hold without changing of constants. Therefore the extension will never stop until it arrives Ω˜2 ∩S1.
We finish the proof. 
Corollary 6.1. For n ≥ 4, suppose  < ′′2 where ′′2 is chosen such that Proposition 6.2 holds. Then
h˜ is C0,δ up to Ω˜2 ∩ S+1 and
‖h˜|S+1 ∩Ω˜2‖ρδ0HNb (S+1 ∩Ω˜2) ≤ C
for some C > 0 depending on δ, δ′ but independent of ′′2 if it is small enough.
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Proof. By Lemma 6.3 and Proposition 6.2, for some constant C ′ > 0
|∂ah˜| ≤ C ′aδ−1bδ.
Hence h˜ is C0,δ up to Ω˜2 ∩ S+1 and the radiations field h˜|Ω˜2∩S1 is well defined. Moreover, define
QN2 (t; v, g˜) =
∫
Ξt2
∑
k+|I|≤N
|(b∂b)k/∂Iθv|2dµT
′
2
g˜
 12 .
Then for some C ′′, C ′′′, C ′′′′ > 0
∂t(Q
N
2 (t; h˜, g˜))
2 ≤ 2|t|− 12MN2 (t; h˜, g˜)QN2 (t; h˜, g˜)
(
C ′′ + C ′′′QN2 (t; h˜, g˜)
)
,
QN2 (− 14 ; h˜, g˜) ≤ C ′′′′MN2 (− 14 ; h˜, m˜).
Here the C ′′′ term comes from the derivative of the volume form dµT
′
2
g˜ . Since
A =
∫ 0
− 14
C ′′′|t|− 12MN2 (t; h˜, g˜)dt ≤ CC ′′′
∫ 0
− 14
|t|δ−1dt
is bounded, this implies that
QN2 (t; h˜, g˜) ≤ eA
∫ 0
− 14
C ′′|t|− 12MN2 (t; h˜, g˜)dt +QN2 (− 14 ; h˜, g˜) ≤ C ′′′′′, ∀t ∈ [− 14 , 0].
Finally, QN2 (0; h˜, g˜) gives the norm bound of h˜|S+1 ∩Ω˜2 . 
6.3. In Ω˜3. To solve the equations (4.5) in Ω˜3 we first notice that with Cauchy data small enough,
the solution we find in Ω˜1∪ Ω˜2 can be extended to Ω˜′′3 since it is a compact domain in the interior of
X. We show that if the Cauchy data is small enough then this extension can continue into Ω˜′3 and
never stop until it arrives S+1 .
S
Σ
Σ
Σ
1
4
3
2
+
Ξ 3t
Figure 6. Ωt3 is bounded by Σ2, Σ3, Σ4 and Ξ
t
3.
Recall that Σ2 = {T2 = − ln τ0} ∩ Ω˜2, Σ3 = {T ′3 = −1} ∩ Ω˜3 and Σ4 = {T3 = τ0}. For t ∈ [−1, 0],
denote by
Ξt3 = {T ′3 = t} ∩ Ω˜3,
the space like hypersurfaces w.r.t. m˜ and Ωt3 the domain bounded by Σ2,Σ3,Σ4 and Ξ
t
3. Then
Ω03 = Ω˜
′
3.
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Define the high energy norm on Σ2, Σ4 and Ξ
t
3 by
MN3 (t; v, g˜) =
∫
Ξt3
∑
|I|≤N
〈Fg˜(T3, D˜Iv),∇T ′3〉g˜dµT
′
3
g˜
 12 ,
LN3 (t; v, g˜) =
∫
Σ4∩{−1≤T ′3≤t}
∑
|I|≤N
〈Fg˜(T3, D˜Iv),∇T3〉g˜dµT3g˜
 12 ,
L˜N3 (t; v, g˜) =
∫
Σ2∩{−1≤T ′3≤t}
∑
|I|≤N
〈Fg˜(T3, D˜Iv),∇T2〉g˜dµT2g˜
 12 .
Here dµ
T ′3
g˜ ∧dT ′3 = dvolg˜, dµT3g˜ ∧dT3 = dvolg˜, dµT2g˜ ∧dT2 = dvolg˜ and D˜ ∈ B3 = {∂τ , ρ∂ρ, Zij : i, j =
1, ..., n}. We choose γ0 = − (n−1)(n−3)4 in the definition of Fg˜(T3, v) in Ω˜′3.
Notice that in Ω˜2, we use the quadratic form 〈Fg˜(T2, D˜Iv),∇T2〉g˜ on Σ2 to define the norm
LN2 (T
′
2; v, g˜). Here the two quadratic forms 〈Fg˜(T3, D˜Iv),∇T2〉g˜ and 〈Fg˜(T2, D˜Iv),∇T2〉g˜ are equiv-
alent on Σ2 ∩ Ω˜′3, i.e.
(1/C)〈Fg˜(T2, D˜Iv),∇T2〉g˜ ≤ 〈Fg˜(T3, D˜Iv),∇T2〉g˜ ≤ C〈Fg˜(T2, D˜Iv),∇T2〉g˜
for some constant C > 0. On the other hand, T ′2 and T
′
3 are equivalent on Σ2 ∩ Ω˜′3, i.e.
c <
∂T ′2
∂T ′3
<
1
c
for some constant c > 0. Hence the estimate of LN2 (T
′
2; h˜, g˜) in Ω˜2 give the estimate of L˜
N
3 (T
′
3; h˜, g˜).
By Proposition 6.1, Proposition 6.2 and classical theorems for wave equations in compact domain,
we have
(6.7)
MN3 (−1; h˜, m˜) < C3, LN3 (−1; h˜, m˜) < C3, L˜N3 (−1; h˜, m˜) = 0;
∂t(L˜
N
3 (t; h˜, g˜))
2 < C23 |t|2δ−22, L˜N3 (t; h˜, g˜) ≤ C3|t|δ−
1
2 ;∑
|I|≤N2 +1
∣∣∣D˜I h˜ρρ|Σ2 ∣∣∣ ≤ C3ρδ1,
where C3 > 0 independent of  if it is small enough. In particular we choose δ
′ ∈ (0, δ) in the
definition of T3 such that
1
2 − δ′ < 1− 2δ and τ0 > 8 large in the definition of T ′3. Similar as Lemma
6.3, we have
Lemma 6.4. Assume n ≥ 4. There exists 3 > 0 such that if ‖h˜‖L∞(Ξt3) + ‖ρ−δ1 h˜ρρ‖L∞(Ξt3) < 3,
then on Ξt3 for D˜ ∈ B3,
1√
2
MN3 (t; v, m˜) ≤MN3 (t; v, g˜) ≤
√
2MN3 (t; v, m˜),∑
|I|≤N2 +1
|D˜Iv| ≤ CMN3 (t; v, g˜),
∑
|I|≤N2
|D˜I∂av| ≤ Cρ−
1
2
1 M
N
3 (t; v, g˜),
for some constant C independent of 3 if it is small enough. Moreover, There exists 
′
3 > 0 such that
if
∑
|I|≤N2 +1 ‖D˜
I h˜‖L∞(Ξt3) < ′3, then∑
|I|≤N2 +1
|D˜I h˜ρρ| ≤ C ′ρ
1
2
1 M
N
3 (t; h˜, m˜),
∑
|I|≤N
‖D˜I h˜ρρ‖H0(Ξt3) ≤ C ′ρ
1
2
1 M
N
3 (t; h˜, m˜).
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Proof. The proof of equivalence between MN3 (t; v, m˜) and M
N
3 (t; v, g˜) is the same as before, which
is directly from the equivalence of quadratic forms 〈Fg˜(T3, v),∇T ′3〉m˜, 〈Fg˜(T3, v),∇T ′3〉g˜ and equiv-
alence of volume forms dvolm˜, dvolg˜. And M
N
3 (t; h˜, m˜) gives the Sobolev norms:∑
|I|≤N+1
‖D˜Iv‖HN+1−|I|(Ξt3) ≤ C ′′MN3 (t; h˜, m˜)
for some C ′′ > 0. Changing coordinates from (ρ, τ, θ) to (t, τ, θ), we can prove the rest inequalities
similar as in Ω˜2. 
Proposition 6.3. For n ≥ 4, there exists ′′3 > 0 such that if  < ′′3 , then the equations (4.5) have
a unique solution up to Σ4 such that
(6.8) MN3 (t; h˜, g˜) + L
N
3 (t; h˜, g˜) ≤ C|t|δ−
1
2 , ∀ t ∈ [−1, 0],
where C > 0 is a constant depending on δ, δ′ but independent of ′′3 if it is small enough.
Proof. We first can choose ′′3 such that we can solve the equation in Ω˜1 ∪ Ω˜2 ∪ Ω˜′′3 and (6.7) holds.
Choose ′′3 even smaller if necessary such that we can extend the solution up to t < t0 for some
t0 ∈ (−1, 0) with Lemma 6.4 satisfied and
MN3 (t; h˜, g˜) < |t|δ−
1
2 .
Then by Lemma 5.2,
(MN3 (t; h˜, g˜))
2 + (LN3 (t; h˜, g˜))
2 − (LN3 (−1; h˜, g˜))2 − (MN3 (−1; h˜, g˜))2 − (L˜N3 (t; h˜, g˜))2
=
∫
Ωt3
∑
|I|≤N
divg˜(Fg˜(T3, D˜I h˜))dvolg˜. .
Here the divergence term can be estimated by Lemma 5.7, 5.8 as follows:∫
Ξt3
∑
|I|≤N
divg˜(Fg˜(T3, D˜I h˜))dvolT
′
3
g˜
=
∫
Ξt3
∑
|I|≤N
(Qg˜(T3, D˜I h˜) + 〈∇T3,∇D˜I h˜〉g˜(g˜ + γ0)D˜I h˜)dvolT ′3g˜
≤ (( 12 − δ′)|t|−1 + 2C ′|t|− 12 + 2C ′|t|n−52 −δ′MN3 (t; h˜, g˜))(MN3 (t; h˜, g˜))2
≤ (( 12 − δ′)|t|−1 + 4C ′|t|δ−δ′−1)(MN3 (t; h˜, g˜))2.
Hence
∂t(M
N
3 (t; h˜, g˜))
2 ≤ ∂t(L˜N3 (t; h˜, g˜))2 +
∫
Ξt3
∑
|I|≤N
divg˜(Fg˜(T3, D˜I h˜))dvolT
′
3
g˜
≤ C23 |t|2δ−22 +
(
( 12 − δ′)|t|−1 + 4C ′|t|δ−δ
′−1)(MN3 (t; h˜, g˜))2,
=⇒ ∂t
(
e
− 4C′
δ−2δ′+1
2
|t|δ−2δ′+12 |t| 12−δ′(MN3 (t; h˜, g˜))2
) ≤ C232e− 4C′δ−δ′ |t|δ−δ′ |t|2δ−δ′− 32 ,
=⇒ (MN3 (t; h˜, g˜))2 ≤ e
4C′
δ−2δ′+1
2
|t|δ−2δ′+12 ( C232
−2δ+δ′+ 12
|t|2δ−1 + |t|δ′− 12 (MN3 (−1; h˜, g˜))2
)
≤ (C ′′)2 |t|2δ−1.
Here δ′ < δ < 12 and C
′′ > 0 depends on δ, δ′ only if ′′3 small enough. Moreover,
∂t((L
N
3 (t; h˜, g˜))
2) ≤ ∂t(L˜N3 (t; h˜, g˜))2 +
(
( 12 − δ′)|t|−1 + 4C ′|t|δ−δ
′−1)(MN3 (t; h˜, g˜))2
=⇒ LN3 (t; h˜, g˜) ≤ C ′′′|t|δ−
1
2 .
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where C ′′′ > 0 is independent of ′′3 if it is small enough. We have proved (6.8) for all t ∈ [−1, t0).
Notice that by Lemma 6.4,
‖h˜‖L∞(Ξt3) ≤ ‖h˜‖L∞(Ξ−13 ) + C
′′′′
∫ t
−1
|t′|− 12MN3 (t′; h˜, g˜)dt′ ≤ ‖h˜‖L∞(Σ−13 ) +
1
δC
′′′′C ′′,
‖ρ−δ1 h˜ρρ‖L∞(Ξt3) ≤ ‖ρ−δ1 h˜ρρ‖L∞(Σ2) + C ′′′′|t|
1
2−δMN3 (t; h˜, g˜) ≤ ‖ρ−δ1 h˜ρρ‖L∞(Σ2) + C ′′′′C ′′.
Choose ′′3 even smaller if necessary such that the above two inequalities guarantee that Lemma 6.4
holds. Then when we extend the solution up to and a bit over t0, all the above estimates are still
true with the same constants. Hence the extension does not stop until it arrives S+1 . 
Corollary 6.2. For n ≥ 4 suppose  < ′′3 with ′′3 chosen in Proposition 6.3. Then h˜ is Cδ up to
Ω˜3 ∩ S+1 and
‖h˜|S+1 ∩Ω˜3‖HN (S+1 ∩Ω˜3) ≤ C
for some constant C > 0 depending on δ but independent of ′′3 if it is small enough.
Proof. By Lemma 6.4 and Proposition 6.3, for some constant C ′ > 0
|∂ρh˜| ≤ C ′ρδ−1.
Hence h˜ is C0,δ up to Ω˜3 ∩ S+1 and the radiations field h˜|Ω˜3∩S1 is well defined. Moreover, define
QN3 (t; v, g˜) =
∫
Ξt3
∑
k+|I|≤N
|∂kτ /∂Iθv|2dµT
′
3
g˜
 12 .
Then for some C ′′, C ′′′, C ′′′′ > 0,
∂t(Q
N
3 (t; h˜, g˜))
2 ≤ 2|t|− 12MN3 (t; h˜, g˜)QN3 (t; h˜, g˜)(C ′′ + C ′′′QN3 (t; h˜, g˜)),
QN3 (−1; h˜, g˜) ≤ C ′′′′MN3 (−1; h˜, m˜).
Similar as the proof of Corollary 2, we can show that
QN3 (t; h˜, g˜) ≤ C, ∀t ∈ [−1, 0].
Finally, QN3 (0; h˜, g˜) gives the norm bound of h˜|S+1 ∩Ω˜3 . 
6.4. In Ω˜4. To Solve the equation (4.5) in Ω˜4, we first notice that we can extend the solution a bit
over Σ4 on a compact region. We show that if  > 0 small enough then this extension can be taken
all over Ω˜4 and hence we solve the equation globally.
S
SS
Σ4
2
1 1
+
+ +Ξ
t
4
Figure 7. Ωt4 is bounded by Σ4 and Ξ
t
4.
Recall that Σ4 = {T3 = τ0}. Let t0 = infΩ˜4{T ′4}. For t ∈ [t0, 0], denote by
Ξt4 = Ω˜4 ∩ {T ′4 = t}
the space-like hypersurfaces w.r.t m˜ with defining function T ′4 and Ω
t
4 the domain bounded by Σ4
and Ξt4. Then Ω
0
4 = Ω˜4.
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Define the high energy norm on Ξt4 and Σ4 by
MN4 (t; v, g˜) =
∫
Ξt4
∑
|I|≤N
〈Fg˜(T4, ρ˜−
n−1
2 D˜I ρ˜
n−1
2 v),∇T ′4〉g˜dµT
′
4
g˜
 12 ,
LN4 (t; v, g˜) =
∫
Σ4∩{t0≤T ′4≤t}
∑
|I|≤N
〈Fg˜(T4, ρ˜−
n−1
2 D˜I ρ˜
n−1
2 v),∇T3〉g˜dµT3g˜
 12 .
Here dµ
T ′4
g˜ ∧ dT ′4 = dvolg˜, dµT3g˜ ∧ dT3 = dvolg˜ and D˜ ∈ B4 = {Zµν : µ, ν = 0, ..., n}. We choose
γ0 = −n2−14 in the definition of Fg˜(T4, v). Notice that, MN4 is defined in a different way from MN2
and MN3 . By the proof of Lemma 4.7
ρ˜−
n−1
2 D˜I ρ˜
n−1
2 v = D˜Iv +
∑
|J|<|I|
cIJD˜
Jv
for some cIJ ∈ C∞(Ω4 ∩ Ω5). This modified definition will simplify the energy estimates in Propo-
sition 6.4. (If we define MN2 and M
N
3 in above way, then we can erase |t|−
1
2 terms in the estimates
of divergence terms when proving Proposition 6.2 and 6.3.)
Notice that the two quadratic forms 〈Fg˜(T3, D˜Iv),∇T3〉g˜ and 〈Fg˜(T4, D˜Iv),∇T3〉g˜ are equivalent
on Σ4, i.e.
(1/C)〈Fg˜(T3, D˜Iv),∇T3〉g˜ ≤ 〈Fg˜(T4, D˜Iv),∇T3〉g˜ ≤ C〈Fg˜(T3, D˜Iv),∇T3〉g˜
for some C > 0. Moreover, T ′3 and T
′
4 are also equivalent on Σ4, i.e.
c <
∂T ′4
∂T ′3
<
1
c
for some c > 0. Hence the estimate of LN3 (T
′
3; h˜, g˜) in Ω˜3 gives the estimate of L
N
4 (T
′
4; h˜, g˜). By
Proposition 6.1, 6.2, 6.3, for all t ∈ [t0, 0]
(6.9)
MN4 (t0; h˜, g˜) = 0, L
N
4 (t0; h˜, g˜) = 0,
LN4 (t; h˜, g˜) < C4|t|δ−
1
2 ,
∑
|I|≤N2 +1
∣∣∣D˜I h˜ρρ|Σ4 ∣∣∣ ≤ C4ρδ1,
where C4 > 0 independent of  if it is small enough. In particular, in the definition of T
′
4 we choose
α ∈ (1, n−11−2δ ) such that Lemma 5.10 holds for λ = 1 − 2δ, and in the definition of T4 we choose
δ′ ∈ (0, δ) which is close to δ such that δ − δ′ < 12 − δ and α ∈ (1, n−11−2δ′ ).
Similar as Lemma 6.4, we have
Lemma 6.5. Assume n ≥ 4. There exists 4 > 0 such that if ‖ρ
n−1
2
2 h˜‖L∞(Ξt4)+‖ρ−δ1 ρ
n−1
2
2 h˜ρρ‖L∞(Ξt4) <
4, then on Ξ
t
4 for D˜ ∈ B4,
1√
2
MN4 (t; v, m˜) ≤MN4 (t; v, g˜) ≤
√
2MN4 (t; v, m˜),∑
|I|≤N2 +1
|D˜Iv| ≤ CMN4 (t; v, g˜),
∑
|I|≤N2
|D˜I∂av| ≤ Cρ−
1
2
1 M
N
4 (t; v, g˜),
for some constant C independent of 4 if it is small enough. Moreover, there exists 
′
4 > 0 such that
if
∑
|I|≤N2 ‖ρ
n−1
2
2 h˜‖L∞(Ξt4) < ′4 then∑
|I|≤N2 +1
|D˜I h˜ρρ| ≤ C ′ρ
1
2
1 (ln ρ2)M
N
4 (t; h˜, m˜),
∑
|I|≤N
‖ρα22 D˜I h˜ρρ‖L2(Ξt4,ρα2 dµT
′
4
m˜ )
≤ C ′|t| 12 |ln |t||MN4 (t; h˜, m˜).
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Proof. The proof of equivalence between MN4 (t; v, m˜) and M
N
4 (t; v, g˜) is the same as before, which
is directly from the equivalence of quadratic forms 〈Fg˜(T4, v),∇T ′4〉m˜, 〈Fg˜(T4, v),∇T ′4〉g˜ and equiv-
alence of volume forms dvolm˜, dvolg˜. And M
N
4 (t; h˜, m˜) gives the Sobolev norm:∑
|I|≤N+1
‖D˜I h˜‖
L2(Ξt4,ρ
α
2 dµ
T ′4
m˜ )
≤ C ′′MN4 (t; h˜, m˜)
for some C ′′ > 0. The Sobolev embedding inequalities here come from thinking of Ξt4 as a union of
two domains, {a¯ ≥ √t} a bounded domain with compact metric and {a¯ ≤ √t} a domain in manifold
with boundary which carries b-metric. Changing coordinates from (a, b, θ) to (t, b, θ), we can prove
the rest inequalities similar as in Ω˜2. 
Proposition 6.4. For n ≥ 4, there exists ′′4 > 0 such that if  < ′′4 , then the equations (4.5) have
a unique solution all over Ω˜4 such that
(6.10) MN4 (t; h˜, g˜) ≤ C|t|δ−
1
2 , ∀ t ∈ [t0, 0],
where C > 0 is a constant depending on δ, δ′ but independent of ′′4 if it is small enough.
Proof. We first can choose ′′4 such that we can solve the equation in Ω˜1 ∪ Ω˜2 ∪ Ω˜3 and (6.9) holds.
Choose ′′4 even smaller if necessary such that we can extend the solution to t < t1 for some t1 ∈ (t0, 0)
with Lemma 6.5 satisfied and
|t| 12−δMN4 (t; h˜, g˜) ≤ 1.
Then By Lemma 5.2, if denoting h˜I = ρ˜−
n−1
2 D˜I ρ˜
n−1
2 h˜, then
(MN4 (t; h˜, g˜))
2 − (LN4 (t; h˜, g˜))2 =
∫
Ωt4
∑
|I|≤N
divg˜(Fg˜(T4, h˜I))dvolg˜.
Here the divergence term can be estimated by Lemma 5.9, 5.10, 5.11 as follows:∫
Ξt4
∑
|I|≤N
divg˜(F (T4, h˜
I))dvol
T ′4
g˜
=
∫
Ξt4
∑
|I|≤N
(Qg˜(T4, h˜I) + 〈∇T4,∇h˜I〉g˜(g˜ + γ0)h˜I)dvolT ′4g˜
≤ [(1− 2δ)|t|−1 + 2C ′|t|n−52 −δ′ | ln |t||MN4 (t; h˜, g˜)](MN4 (t; h˜, g˜))2
≤ [(1− 2δ)|t|−1 + 2C ′|t|δ−δ′−1| ln |t||](MN4 (t; h˜, g˜))2.
Hence
∂t(M
N
4 (t; h˜, g˜))
2 ≤ ∂t(LN4 (t; h˜, g˜))2 + [(1− 2δ)|t|−1 + 2C ′|t|δ−δ
′−1| ln |t||](MN3 (t; h˜, g˜))2
=⇒ ∂t
(
f(t)|t|1−2δ(MN4 (t; h˜, g˜))2
) ≤ f(t)|t|1−2δ∂t(LN4 (t; h˜, g˜))2
where f(t) = e
∫ t
t0
2C′|t′|δ−δ′−1| ln |t′||dt′
is positive and uniformly bounded for t ∈ [t0, 0]. This implies
MN4 (t; h˜, g˜) ≤ C|t|δ−
1
2 , ∀t ∈ [t0, t1).
Here C depends on δ, δ′ only if ′′4 small enough. So we have proved (6.10) for t ∈ [t0, t1). By Sobolev
embedding theorem and Lemma 6.5, this gives∑
|I|≤N2 +1
|ρ
n−1
2
2 D˜
I h˜| ≤ C ′′′ρσ′2 , |ρ
n−1
2
2 h˜ρρ| < C ′′′ρδ1ρσ
′
2 (ln ρ2),
where σ′ = n−12 − α( 12 − δ) > 0, and C ′′′ only depends on δ, δ′, α if ′′4 is small enough. Choose
′′4 even smaller if necessary such that M
N
4 (t; h˜, g˜) < C|t|δ−
1
2 implies the conditions in Lemma 6.5.
Then we can extend the solution up to and a bit over Ξt14 such that all the above inequalities still
hold with the same constants. Hence the extension does not stop until it arrives at t = 0, i.e. we
solve the equation (4.5) globally. 
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Corollary 6.3. For n ≥ 4 suppose  < ′′4 with ′′4 chosen in Proposition 6.4. Then h˜ is Cδ up to
Ω˜4 ∩ S+1 and for any σ ∈ (0, σ′) where σ′ = n−12 − α( 12 − δ),
‖h˜S+1 ‖ρσ−n−122 HNb (Ω˜4∩S+1 )
≤ C
for some constant C > 0 depending on α, δ, δ′, σ only but independent of ′′4 if it is small enough.
Proof. By Lemma 6.5 and Proposition 6.4, in Ω˜4 for some constant C
′ > 0∑
|I|≤N2 +1
|D˜I h˜| ≤ C ′a¯δ− 12 b¯α(δ− 12 ),
∑
|I|≤N2
|∂a¯D˜I h˜| ≤ C ′a¯δ−1b¯α(δ− 12 ).
Hence h˜ is C0,δ up to Ω˜4 ∩ S+1 and the radiations field h˜|Ω˜4∩S1 is well defined. Moreover, define
QN4 (t; v, g˜) =
∫
Ξt4
b¯n−1−2σ+α
∑
|I|≤N
|D˜Iv|2dµT ′4g˜
 12 ,
PN4 (t; v, g˜) =
∫
Σ4∩{t0≤T ′4<t}
∑
|I|≤N
|D˜Iv|2dµT3g˜
 12 .
Then for some C ′′ > 0,
∂t(Q
N
4 (t; h˜, g˜))
2 ≤ 2|t|n−1−2σ2α −1MN4 (t; h˜, g˜)QN4 (t; v, g˜)
(
C ′′ + C ′′QN4 (t; v, g˜)
)
+ 2C ′′LN4 (t; h˜, g˜)P
N
4 (t; h˜, g˜),
∂t(P
N
4 (t; h˜, g˜))
2 ≤ 2C ′′LN4 (t; h˜, g˜)PN4 (t; h˜, g˜),
QN4 (t0; h˜, g˜) = P
N
4 (t0; h˜, g˜) = 0.
Here 12 >
n−1−2σ
2α >
1
2 − δ, which implies that
QN4 (t; h˜, g˜) ≤ C, PN4 (t; h˜, g˜) ≤ C ∀t ∈ [t0, 0],
where C depends on α, δ, δ′, σ. Finally, QN4 (0; h˜, g˜) gives the norm bound of h˜|S+1 ∩Ω˜4 . 
7. Nonlinear Møller Wave Operator
For n ≥ 4, suppose (h0, h1) ∈ V˜N,δ with N ≥ n+ 6, δ ∈ (0, 12 ) and  > 0 small such that Theorem
4 holds. Then the global solution h obtained in Theorem 4 provides a true solution to Einstein
equation (1.1) since h satisfies the harmonic gauge condition (1.4) globally by Theorem 1. This
imposes constraint conditions on the radiation field.
∂τ (h˜µρ|S+1 )−
1
2θµ∂τ (trmh˜|S+1 ) = 0, µ = 0, 1, ..., n.
This is equivalent to
(7.1) (h˜µρ|S+1 )−
1
2θµ(trmh˜|S+1 ) = 0, µ = 0, 1, ..., n.
when h˜|S+1 has some decay as τ → −∞. To refine the image space for the radiation field, first let us
consider the Cauchy data with only conormal singularity at ∂Σ0.
Lemma 7.1. If (h0, h1) ∈ V˜N,δ ∩ A
n−1
2 +δ(Σ0), then h ∈ A n−12 +δ,n−12 ,σ(X), where σ > 0 is given
in Theorem 4.
Proof. For all N ′ > N , we estimate MN
′
i (t; h˜, g˜) in the same way as we do for M
N
i (t; h˜, g˜). The
only difference is that in this case, we can replace the cubic term (MNi (t; h˜, g˜))
3 in the estimates
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of divergence term by C ′MNi (t, h˜)(M
N ′
i (t, h˜))
2 as a result of interpolation. Hence the nonlinear
estimating reduces to linear estimating:
∂tM
N ′
1 (T1; h˜, g˜) ≤ C ′MN
′
1 (T1; h˜, g˜),
∂tM
N ′
i (T
′
i ; h˜, g˜) ≤ (( 12 − δ)|T ′i |−1 + C ′|T ′i |δ−δ
′−1| ln |T ′||)MN ′i (T ′i ; h˜, g˜), i = 2, 3, 4
for some C ′ > 0. For some C1, C2, C3, C4 > 0, we have
MN
′
1 (T1; h˜, g˜) ≤ C1MN
′
1 (0; h˜, g˜),
MN
′
i (T
′
i ; h˜, g˜) ≤ Ci|T ′i |δ−
1
2MN
′
1 (0; h˜, g˜), i = 2, 3, 4.
Then by the same proof as Corollary 6.1, 6.2, 6.3, we have
‖h˜S+1 ‖ρδ0ρσ−
n−1
2
2 H
N′
b (S
+
1 )
≤ CMN ′1 (0; h˜, g˜)
for some C only depending on N ′, δ, δ′, α. Since N ′ is arbitrary large, h˜ only have conormal singu-
larity at ∂X. By Lemma 2.2, we have h˜ ∈ Aδ,0,σ−n−12 . Hence h = ρ˜n−12 h˜ ∈ A n−12 +δ,n−12 ,σ(X). 
Lemma 7.2. If (h0, h1) ∈ V˜N,δ ∩A
n−1
2 +δ(Σ0), then h ∈ A n−12 +δ,n−12 ,n−12 +δ(X).
Proof. Applying the linear wave operator m to the solution h gives
mhµν = ghµν + (m −g)hµν = Fµν(∂h, ∂h)−Hαβ∂α∂βhµν ∈ A n+1+2δ,n−1,2+2σ(X).
Hence h ∈ A n−12 +δ,n−12 ,2σ(X) if 2σ < n−12 + δ. See [MW] for details. Repeating k times until
2kσ ≥ n−12 + δ and finally we have h ∈ A
n−1
2 +δ,
n−1
2 ,
n−1
2 +δ(X) 
Fix Cauchy data (h0, h1) ∈ V˜N,δ ∩ A
n−1
2 +δ(Σ0) and let h be the solution obtained in Theorem
4. Consider the Cauchy problem for linear wave equation with background metric g = m+ h:
(7.2) gkµν = Fµν(h)(∂k, ∂h), (kt=0, ∂tk|t=0) = (k0, k1).
Then k globally exists and the radiation field is well defined. Moreover, k = h is a solution if
(k0, k1) = (h0, h1). Denote by k˜ = ρ˜
1−n
2 k and define the following map
gRF : ρλ0C∞ × ρλ+10 C∞ 3 (k0, k1)→ k˜|S+1 ∈ (ρ0ρ2)
λ−n−12 C∞(S+1 ).
for λ ∈ C,Reλ ∈ (n−12 , n2 ).
Lemma 7.3. For Reλ ∈ (n−12 , n2 ), gRF and mRF have the same boundary operator.
Proof. With (k0, k1) ∈ ρλ0C∞× ρλ+10 C∞, by similar energy estimates in the proof of Lemma 7.1, we
first have k ∈ A λ,n−12 ,σ. Then applying m as in the proof of Lemma 7.2, we get k ∈ A λ,n−12 ,λ.
Consider the equation
mk′µν = 0, (k′t=0, ∂tk′|t=0) = (k0, k1).
Then
m(k − k′) = −Hµν∂µ∂νk + F (h)(∂k, ∂h) ∈ A
n−1
2 +δ+λ+2,n−1,n−12 +δ+λ+2.
Hence k′ − k ∈ An−12 +δ+λ,n−12 ,n−12 +δ+λ + An−12 +δ+λ+2,n−12 ,n−2. Since Reλ < n − 2 for n ≥ 4, this
term contributes zero to the boundary operator. See [MW] for details. 
By Lemma 7.3 and the mapping property of mRF given in [MW], we show the following lemma.
Lemma 7.4. The linear Møller wave operator gRF defines a continuous map for δ ∈ (0, 12 )
gRF : ρ
n−1
2 +δ
0 H
N+1
b (Σ0)× ρ
n+1
2 +δ
0 H
N+1
b (Σ0)
−→ (ρ0ρ2)δ[H
1
2−δ
b (R;H
N+ 12+δ(Sn−1)) ∩ L2(Sn−1;HN+1b (R))]
Here ‖gRF‖ < C for some constant C > 0 independent of (h0, h1) ∈ V˜N,δ ∩A
n−1
2 +δ(Σ0). Moreover,
mRF is an isomorphism.
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Denote by W˜N,δ be the collection of elements in
(ρ0ρ2)
δ[H
1
2−δ
b (R;H
N+ 12+δ(Sn−1)) ∩ L2(Sn−1;HN+1b (R))]
with norm less than  and satisfying the harmonic gauge condition (7.1). Since δ > 0, W˜N,δ is a
small neighborhood of 0 in the Sobolev space W˜N,δ∞ .
Theorem 5. With the assumption in Theorem 4 and choosing  > 0 even smaller if necessary, the
nonlinear Møller wave operator defines a continuous map and open map
RF : V˜N,δ −→ W˜N,δC
for some C > 0.
Proof. First, RF is well defined and continuous. When restricting to (h0, h1) ∈ V˜N,δ ∩A
n−1
2 +δ(Σ0),
it is obvious that
‖RF‖ = ‖gRF‖ < C.
where C is given in Lemma 7.4. By density argument, it holds for all (h0, h1) ∈ V˜N,δ . Secondly,
the linearization of RF at (0, 0) is mRF |T N,n−12 +δ , where T
N,n−12 +δ is the tangent space of V˜N,δ .
Consider the wave equation
mh = 0, (h|t=0, ∂gh|t=0) = (h0, h1).
And let
mΓµ(h) = m
αβ∂αhµβ − ∂µ(trmh), µ = 0, 1, ..., n.
Then the solution space of the linearization of harmonic gauge conditions (3.8) and (3.11) is
T N,n−12 +δ = {(h0, h1) ∈ ρ
n−1
2 +δ
0 H
N+1
b (Σ0)× ρ
n+1
2 +δ
0 H
N+1
b (Σ0) :
mΓµ(h)|t=0, ∂tmΓµ(h)|t = 0}
Since mmΓµ(h) = mΓµ(mh), we have the restriction map
mRF |T N,n−12 +δ : T
N,n−12 +δ −→ W˜N,δ∞
is still an isomorphism. By implicit function theorem, RF : V˜N,δ −→ W˜N,δC is open if  is small
enough. 
Proof of Theorem 2: It follows from Theorem 4 and Theorem 5 directly.
8. Appendix
In this section, we prove some mapping property of P = |4| 12 on Rn for n ≥ 3 by the same method
we used in [MW], where we show the mapping properties of Radon transform and Radiation field
map for standard wave equation.
Define for u ∈ C∞c (Rn)
(8.1) Pu(x) =
1
(2pi)n
∫
Rn
∫
Rn
ei(x−y)·ξ|ξ|u(y)dydξ.
Then a similar proof as for the inverse Radon transform in [He] shows that:
Pu =
{
(−i)n
2(2pi)n−1M∂nsRu = 12(2pi)n−1MR(4
n
2 u) n=even
(−i)n
2(2pi)n−1MH∂nsRu = −i2(2pi)n−1MH∂sR(4
n−1
2 u) n=odd
where 4 = −Σni=1∂2i and R is the Radon transform
(Ru)(s, ω) =
∫
x·ω=s
u(x)dH
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with dH the induced Lebesgue measure on hyperplane x · ω = s and M,H are defined as follows:
for v ∈ C∞c (R× Sn−1),
(Mv)(x) =
∫
Sn−1
v(x · ω, ω)dω,
(Hv)(s, ω) = i
pi
lim
(,N)→(0,∞)
∫
<|s−s′|<N
(s− s′)−1v(s′, ω)ds′.
Proposition 8.1. For n ≥ 3 and λ ∈ (0, n− 1), P extends to an isomorphism:
P : ρλ0H
N
b (Rn) −→ ρλ+10 HN−1b (Rn).
satisfying P 2 = 4.
Proof. By the mapping property of 4, we only need to show the above map is continuous. For
Reλ ∈ (0, n− 1), by a similar proof as in [MW], P extends to a continuous map
ρλC∞(Rn) −→ ρλ+1C∞(Rn) + ρn+1C∞(Rn)
which restricts to the boundary to define
B(τ)f = ρ−τ−1Pρτ f˜ |ρ=0 : C∞(Sn−1) −→ C∞(Sn−1)
where f˜ ∈ C∞(Rn), f˜ |ρ=0 = f.
Here B(τ) is a meromorphic family of semicalssical pseudodifferential operator with simple poles at
(n + N0) ∪ (−N) . Moreover, let A(τ) : C∞(Sn−1) −→ C∞(Sn−1) defined by the Schwartz kernel
(θ · ω)τ−n+ . Then
B(τ) =
{
Cn(τ)A(n− 1− τ)A(τ) n = even
i
piCn(τ)[−C+(τ + 1)A(n− 1− τ) + C−(τ + 1)ΘA(n− 1− τ)]A(τ) n = odd
where Θ is the antipodal map and
Cn(τ) =
(−i)n
(2pi)n−1
n−1∏
i=0
(τ − i), C±(τ + 1) =
∫ ∞
0
(1∓ t)−1t−τ−1dt.
Hence the Schwartz kernel of B(τ) can be split into three parts:
χ(B(τ))(θ, θ′) = B0(θ, θ′) +Bsc(θ, θ′) +B±(θ,±θ′), where
B0 ∈ η−1Ψ−nsc (Sn−1), Bsc ∈ η−1Ψ1sc(Sn−1), B± ∈ S(RImτ ,Ψ1(Sn−1))
with η = 1Imτ the semiclassical parameter as Imτ → 0. From standard estimates on the boundedness
of semiclassical families, B(τ) defines two continuous maps:
B(τ) : HN (Sn−1) −→ HN−1(Sn−1), ‖B(τ)‖ ≤ C;
B(τ) : HN (Sn−1) −→ HN (Sn−1), ‖B(τ)‖ ≤ C(1 + |Imτ |).
By Mellin transform and taking α = Reτ , we finish the proof. 
References
[CB1] Y. Choquet-Bruhat, Theorem d’Existence pour certains systemes d’equations aux derivees partielles nonlin-
earires. Acta. Math. 88(1982), 141-225.
[CB2] Y. Choquet-Bruhat, The null condition and asymptotic expansions for the Einstein’s equations, Ann. Phys,
(Leipzig) 9(2000), 258-266.
[CBG] Y. Choquet-Bruhat, R.P. Geroch, Global aspects of the Cauchy problem in General Relativity, CMP 14(1969),
329-335.
[Ch1] D. Christodoulou, Global solutions of nonlinear hyperbolic equations for small initial data, Comm. Pure Appl.
Math. 39(1986), 267-282.
[CK] D. Christodoulou, S. Klainerman, The global Nonlinear Stability of the Minkowski Space, Princeton Mathe-
matical Series, 41(1993), Princeton University Press.
[Fr] F.G. Friedlander, Radiation fields and hyperbolic scattering theory, Math. Proc. Cambridge Philos. Soc. 88
(1980), no.3, 483-515.
[He] S. Helgason, Radon Transform, Birkhauser Boston, 1999.
RADIATION FIELD FOR EINSTEIN VACUUM EQUATIONS WITH SPACIAL DIMENSION n ≥ 4 49
[Ho] L. Ho¨rmander, Lectures on Nonlinear Hyperbolic differential equations, Mathematiques and Applications,
Vol.26(1997), Springer, Berlin.
[Kl] S. Klainerman, The null condition and global existence to nonlinear wave equations. Lectures in Applied
Mathematics 23(1986), 293-329.
[LR1] H. Lindblad, I. Rodnianski, Global existence for the Einstein vacuum equations in wave coordinates, Comm.
Math. Phys. 256(2005), No.1, 43-110.
[LR2] H. Lindblad, I. Rodnianski, The global stability of the Minkowski space-time in harmonic gauge,
arXiv:math/0411109.
[Me] R. B. Melrose, Differential analysis on manifolds with corners, in preparation.
[Me2] R. B. Melrose, Transformation of boundary problems, Acta 147(1981), 149-236.
[MW] R. B. Melrose, F. Wang, Radon transform and Radiation field, in preparation.
Shanghai Jiao Tong University
E-mail address: fangwang1984@sjtu.edu.cn
