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SUMMARY
In this work we present WGANVO, a Deep Learning based monocular Visual Odometry
method. In particular, a neural network is trained to regress a pose estimate from an image
pair. The training is performed using a semi-supervised approach. Unlike geometry based
monocular methods, the proposed method can recover the absolute scale of the scene without
neither prior knowledge nor extra information. The evaluation of the system is carried out
on the well-known KITTI dataset where it is shown to work in real time and the accuracy
obtained is encouraging to continue the development of Deep Learning based methods.
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1. Introduction
Giving an autonomous robot the ability to accurately estimate its pose is a fundamental task
in the field of mobile robotics [1,2]. This problem is known in mobile robotics as Localization.
At the same time, Odometry is defined as the process of estimating the motion of a robot
through time, based on measurements obtained from its sensors.
Several sensors, such as inertial measurement units (IMU), odometers, lasers and cameras,
have been used to calculate the odometry. Cameras are sensors of great interest given their
low cost, portability and the rich information they provide from the observed scene. When
cameras are used to calculate odometry, the technique is called Visual Odometry (VO) [3,4].
VO has become an object of study in recent times, achieving great results due to the
advances in the field of Computer Vision [3, 5–8]. In general, traditional VO methods are
based on geometry to estimate the robot pose [9].
On the other hand, in the last decade, Convolutional Neural Networks (CNN) have been
successfully applied to solve several Computer Vision problems [10], for instance, object
detection, object classification, semantic segmentation, and feature extraction [11, 12]. In
particular, Generative Adverse Networks (GAN) [13] are of great interest, since it has been
shown that they are a successful technique for training deep CNNs in an unsupervised
manner. Through this methodology, two networks are trained simultaneously. A network,
called Generator, is capable of generating synthetic samples similar to the ones from the
dataset, while, at the same time, another network, called Discriminator, discriminates real
samples from those generated by the Generator. The Discriminator captures high level
representations of data abstraction without labeled data and can be reused in a semi-
supervised scheme to solve other tasks, such as multi-class classification [11,14].
In recent years, CNNs have been applied to solve the VO problem implementing an end-to-
end approach [15–17]. This approach proposes using a convolutional neural network to solve
a task completely, rather than dividing it into different stages. Such a division is common in
traditional VO methods [7,18], which are usually composed of different stages such as camera
calibration, feature detection, feature matching, motion estimation, and local optimization.
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Fig. 1. Architecture of the proposed method.
In this work we introduce WGANVO, a GAN-based CNN that is trained to solve the
VO problem in an end-to-end manner. In particular, our network is based on a variant of
GAN known as WGAN-GP [19]. The proposed Discriminator regresses the relative motion
between an image pair it receives as input. The semi-supervised approach used for training
combines the unsupervised technique of GAN with labeled data. The adversarial training
makes the Discriminator capture as much information as possible about the images beyond
the supervised signal backpropagated from the prediction error. The proposed architecture
can be seen in Figure 1. Evaluations on the public dataset KITTI [20] show that the proposed
method works in real time and with promising results. The source code will be released for
the benefit of the Robotics and Deep Learning community1.
The remainder of this paper is organized as follows: Section 2 reviews related work. We
describe our method in Section 3. Furthermore, the semi-supervised approach is introduced
together with a loss function for the supervised part. Experimental results of the proposed
method are given in Section 4. These results include images generated by the network, a
comparison with a state-of-the-art method and different types of training. We close the
paper with conclusions and an outlook on future work in Section 5.
2. Related Work
Most of state-of-the-art algorithms are geometry based methods. They are usually divided
into feature based methods [9, 18, 21] and direct methods [7, 8, 22]. In recent years, Deep
Learning techniques have been applied in different ways in order to solve the VO problem.
On the one hand, methods such as DVSO (Deep Virtual Stereo Odometry) [23] use a CNN to
simply solve some module of the pipeline. In particular, DVSO is strongly based on DSO [7],
a direct method that operates on pixel intensities by minimizing photometric error along with
a joint optimization of all model parameters. DVSO implements a CNN to predict depth
maps when starting a new keyframe. In addition, this prediction adds geometric constraints
to the joint optimization.
Another approach used is to fully address the VO problem through Deep Learning
techniques. This is the approach chosen in this paper, and it is known as end-to-end. The
main advantage is that, unlike traditional methods, it requires no effort to invest in each of
the modules to ensure good performance. On the other hand, traditional monocular methods
are not able to estimate the absolute scale of the world without using some prior knowledge or
1 https://github.com/CIFASIS/wganvo
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extra information. Monocular methods that apply Deep Learning techniques are not affected
by this problem since a CNN can learn what size objects are in real world during the training
stage.
DeepVO [15] addresses the problem in an end-to-end manner. Its authors propose to
train a deep recurrent convolutional neural network. The convolutional part of the network
captures different characteristics and patterns of the different images. At the same time, the
recurrent part models the motion of the camera from an image sequence. Recurrent networks
achieve a great performance when they capture information from a sequence since they have
information from previous motion at the moment of analyzing an image pair. Unlike our
work, DeepVO uses a supervised training scheme, which requires a huge amount of images
and labeled data in order to correctly generalize over unseen data.
UnDeepVO [24] is another example of an end-to-end method. The authors propose an
architecture based on two CNNs: one CNN receives two consecutive monocular images and
estimates the camera motion, while the other network generates depth maps from the input.
The training uses a novelty cost function that allows to work in an unsupervised manner.
During the training stage, stereo images are needed to recover the absolute scale of the scene
and generate depth maps, even though it is a monocular method.
For its part, GANVO [25] is an unsupervised VO method that combines generative
adversarial networks with DeepVO and UnDeepVO. The Generator builds depth maps, while
a recurrent convolutional network takes an image pair as input and estimates the pose. Given
the depth information and the estimated pose, a synthetic image is generated from one of the
images of the incoming pair. The goal is to generate an image as similar as possible to the
other image of the pair. Finally, the Discriminator receives pairs of frames, both real images
and synthetically generated pairs. The Discriminator output is a probability value indicating
whether the pair is real or synthetic. From this output, the Generator and the recurrent
network learn to be more precise in their task. GANVO requires more information, such as
depth maps, and presents a more complex architecture that includes recurrent convolutional
networks.
A more complete and complex approach to the problem is that presented by GeoNet [26].
The authors divide the problem into the reconstruction of the static scene on the one hand,
and the location of dynamic objects on the other. To do this, they combine information
from depth, pose and optical flow, implementing a CNN to solve each of these sub-tasks.
Remarkably, GeoNet shows great precision in each of them.
PoseNet [27] addresses the Global Localization problem. In this case, the location of the
camera in a known scene must be estimated from an image. PoseNet implements a CNN,
whose architecture is based on GoogLeNet [28] and uses more than 20 convolutional layers.
This method works in real time, showing good performance in both indoor and outdoor
environments and in unfavourable weather conditions.
3. Proposed Method
This section introduces WGANVO, the proposed method for solving the VO problem using
CNNs. Our method uses consecutive pairs of frames of a monocular camera as input and
returns the estimated motion between them.
The resulting model is based on a generative adversarial network known as WGAN-
GP [19]. The architecture used is shown in Figure 2. The Generator receives a random
vector (z) as input sampled from a normal distribution. Given this input, convolutional
layers are applied, and finally, two synthetic images are returned. The Discriminator receives
a pair of consecutive frames of a sequence as input. Subsequently, convolutional layers are
used to extract features from the incoming images. The Discriminator is then split into
two blocks. On the one hand, there is a linear layer, whose output is the probability that
the input is a pair obtained from the training dataset (in contrast to a pair generated by
the Generator). On the other hand, there are three fully-connected layers, which estimate
the relative transformation between the two input frames. Instead of representing this
transformation using a SE(3) matrix, we choose to use a translational vector and a unit
quaternion for the rotational part [29]. Quaternions are a good alternative in optimization
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Fig. 2. WGANVO architecture based on WGAN-GP [19]. The Discriminator input is a pair of
frames and its output is adapted to estimate the 7 components that represent the motion between
the input frames (a quaternion and a translation vector).
problems, since they are parameterized with 4 values against the 9 values that a rotation
matrix of SO(3) requires. In addition, it is simpler to ensure that the quaternion has unit
norm than the orthogonality of a rotation matrix.
3.1. Training
As mentioned above, the Generator takes a random vector of 128 components as input,
sampled from a uniform distribution and its output is a pair of consecutive frames. The
Discriminator is initially fed with images pairs generated by the Generator and then with
images pairs from a real dataset. On the one hand, it is expected that the Discriminator learns
high level details by training him to separate real frames from those that are generated. On
the other hand, it is trained to solve the VO problem.
Labeled training samples are pairs of the form of
(
(Ii, Ii+1) ,
(
xi(i+1),qi(i+1)
))
, where
Ii, Ii+1 are consecutive frames of a video sequence, xi(i+1) is a translation vector in R3
between the times when Ii and Ii+1 were captured, and qi(i+1) is the corresponding
orientation change, represented by a unit quaternion. Because ground-truth poses are
stored as elements of SE (3), during data loading the rotational part of each relative
transformation Ti(i+1) is taken and converted to the corresponding unit quaternion qi(i+1),
while the translational part of Ti(i+1) results in xi(i+1). Finally, the output of the adapted
Discriminator is composed of the estimate of the translational vector xˆi(i+1), and the estimate
of the corresponding quaternion qˆi(i+1) (in addition to the probabilistic output of the
Discriminator).
3.2. Loss function
The supervised part of the training implements a cost function that minimizes the rotational
part and the translational part separately. The translational part is defined in equation 1:
Lx (Im, In) = ‖x− xˆ‖2 , (1)
where x is the position change associated with (Im, In) and xˆ is the change of position
estimated by the network when the input is the pair of frames (Im, In). On the other hand,
the rotational part is defined in equation 2:
Lq (Im, In) = ‖q− qˆ‖2 , (2)
where q is the change of the orientation associated with (Im, In) and qˆ is the change of the
orientation estimated by the network when the input is (Im, In). Finally, the following cost
function is defined in equation 3, based on the work of Kendall et al. [29]:
Lβ (Im, In) = Lx (Im, In) + βLq (Im, In) , (3)
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where β is a hyperparameter to balance the rotational error and the translational error, since
they tend to be in different scales.
4. Experiments
Several experiments and their results are shown in this section. We begin this section by
introducing the KITTI dataset, which is used to train our network. After that, we perform
experiments on the Generator and the Discriminator to show how well the network is
performing. Finally, we compare our results to ORB-SLAM2 [21], a well-known state-of-
the-art feature-based method.
4.1. Dataset
The dataset used in this work is the well-known KITTI dataset [20]. This dataset contains
22 sequences of images (commonly numbered from 00 to 21) acquired at 10 fps with a
stereo camera located on the front of a car. They have been undistorted and rectified. The
ground-truth poses for the sequences {00, 01, . . . 10} are provided in the form of a matrix
Twk ∈ SE (3).
The images are preprocessed offline. Although the images were obtained with a stereo
camera, we only take the images corresponding to the left camera, since we work in a
monocular way. The resolution, initially from 1241× 376 px is decreased to 128× 96 px.
To do this, the central region of the image is cropped with a size of 500× 375 px, and then
scaled to the final size. The main reason for this change is to reduce computation time.
Additionally, by doing this we discard information that is irrelevant to the training, as is
the case of the sky for example. After preprocessing the images, they are stored in pairs of
consecutive frames along with the relative transformation between the two camera coordinate
systems.
4.1.1. Augmented dataset. Having a large amount of data is one of the keys to train a CNN.
In order to have more images, we generate new frames from the KITTI dataset. In the present
work we mirror all the images for which we have ground-truth (the sequences {00, 01, . . . 10}).
Subsequently, these images are preprocessed to reduce their resolution to 128× 96 px.
Finally, the relative transformations can be obtained from the relative transformations of
the original images. For each pair of mirror images
(
I∗i , I
∗
i+1
)
obtained from (Ii, Ii+1) with
relative transformation
Ti(i+1) =
[
R t
0 1
]
, (4)
the mirrored relative transformation T∗i(i+1) is defined in equation 5:
T∗i(i+1) =
[
R∗ t
0 1
]
, (5)
where R∗ is defined in equation 6:
R∗ = MRM, (6)
and the matrix M is defined in equation 7:
M =
−1 0 00 1 0
0 0 1
 . (7)
4.2. Generated images
When working with generative models it is always interesting to observe the images generated
by the Generator. Visually analyzing the output of this network is useful as a first indication
that it is learning high level features on the observed images. The first experiment consists of
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Fig. 3. Pairs of frames generated by the proposed Generator. A slight motion that represents the
camera motion can be observed in each pair.
training the network using the adversarial training between the Generator and Discriminator
and without training the Discriminator for the pose regression. The sequences {00, 01, . . . , 10}
are chosen for the training. The size of the batch used is 100 pairs of frames and the network
is trained during 20 000 iterations. The Adam optimizer is used with a learning rate of 10−4,
and in the cost function Lbeta the parameter β is 100.
At the end of the training, it can be observed that the network generates consecutive image
pairs that are very similar to the real ones. Figure 3 shows three pairs of images generated
by the network. In each pair it is possible to visualize a slight motion between both images,
as if it is a pair of consecutive frames obtained from the dataset. High level features are
observed, such as the path in the center of the image and trees on either side of the path. In
addition, the sky is easily distinguishable and the road goes towards the horizon.
4.3. Semi-supervised training
This section analyses the influence of semi-supervised training on our work. Therefore, three
different types of training are performed. The first one consists of performing the semi-
supervised training proposed in Section 3. This type of training implies to carry out the
WGAN-GP characteristic adversarial training, and, at the end, to train the Discriminator
to obtain the pose regression. To solve these tasks, the Discriminator receives as input two
sources of information: images generated by the Generator in the first place, and then real
images from the dataset. Secondly, it is proposed to train a CNN whose architecture is
exactly the same as the Discriminator, except that in this case the probabilistic network
output is removed. This network is trained to solve only the task of estimating the camera
motion, ignoring the Generator and, therefore, without performing the adversarial training.
Consequently, the network input only consists of real images. Finally, the third experiment
consists of simultaneously performing, and in the same step, the adversarial training and the
pose regression on the Discriminator. The configuration described in Section 3 is used in all
experiments.
The KITTI error metric [30] is used to compare how much the estimated path differs
from the actual path. The metric computes rotational and translational errors for several
subsequences of lengths {100, 200, . . . , 800} meters. Each of these errors is averaged by
the corresponding length and these are averaged by the number of subsequences for each
of the lengths. In this way, the translational error and the rotational error are analyzed
separately. The data used for the training are the sequences {00, 01, . . . , 10} and their
mirrored sequences. All sequences are used for training except one sequence which is used
for testing. In addition, the corresponding mirror sequence is removed from the training
data. For example, the network is trained with the sequences {00, 01, . . . , 10} and their
corresponding mirrored sequences and tested on the sequence 00. This is repeated for each
of the sequences of the set {00, 01, . . . , 10}. For the first case we train with 10 000 iterations
for the unsupervised part and 40 000 iterations for the pose regression, while for the second
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WGANVO Only-VO Simult. GAN+VO
trel rrel trel rrel trel rrel
Sequence (%) (°/100m) (%) (°/100m) (%) (°/100m)
00 10.54 3.22 24.04 4.84 12.03 3.03
01 24.94 3.54 26.34 4.07 45.29 3.21
02 18.28 2.74 14.50 3.89 32.70 4.45
03 8.96 5.70 7.68 3.14 10.89 3.97
04 14.14 3.24 14.81 3.67 17.04 2.54
05 7.01 3.85 9.18 2.51 9.22 2.64
06 7.87 2.19 11.26 2.97 30.16 6.68
07 7.71 3.79 6.52 3.74 18.10 4.78
08 9.04 3.85 9.94 3.59 15.14 3.81
09 10.49 4.91 13.65 2.85 36.46 4.83
10 10.89 5.03 12.91 5.54 17.44 6.64
Table I . Comparison between different types of training. WGANVO stands for the training
proposed in Section 3. Only-VO represents the training that ignores adversarial training. Simult.
GAN+VO represents the simultaneous (GAN and VO) minimization error. KITTI metric is used,
and trel and rrel represent translational and rotational error averaged at intervals of 100 to 800
meters. The values representing the smallest error are shown in bold.
and third cases we train with 50 000 iterations. In each execution a batch of size 100 is used
and the Adam optimizer is used with a learning rate of 10−4, and the cost function Lβ with
parameter β=100.
Table I details the results obtained from this experiment according the KITTI metric. As
can be seen, semi-supervised training in general improves the results obtained by the network.
Sequence 01 represents a particular case in which errors are notably greater than in other
sequences. This sequence is characterised by the fact that it is the only one with speeds
over 60 km/h. Consequently, it is challenging for the network to estimate the trajectory
accurately. In addition, the sequence takes place on a highway, and the components of the
scene are far from the camera. The training data did not include movements at speeds similar
to those in sequence 01, and it is likely that the performance of the network is affected by
this. An interesting experiment would be adding pairs of frames to the training samples in
which instead of using consecutive frames, pairs are formed by taking images each k frames.
Different values of k could simulate different speeds and could eventually improve the results
on sequence 01.
4.4. State-of-the-art methods
ORB-SLAM2 [21] is one of the most important feature-based SLAM method. For the present
experiment the ORB-SLAM2 code is modified to deactivate the loop closure and the global
optimization performed by the method. In that way, it is more similar to a VO algorithm.
Then, the method is executed in its two versions, monocular and stereo, on the KITTI
sequences {00, 01, . . . , 10} in their original resolution.
Table II compares our method against the results obtained from ORB-SLAM2 runs. For
the monocular case the trajectory was aligned and scaled with ground-truth using the Sim(3)
Umeyama [31] method. It can be observed that although the method presents a great
performance over KITTI in its stereo version, the accuracy decreases for the monocular
version. Since monocular ORB-SLAM2 presents problems during the pose estimation for
sequences 01 and 09, we do not report the error. As mentioned above, sequence 01 is often
challenging as it has been recorded in a highway, at a faster speed and the points are far
from the camera. Figure 4 shows the different trajectories obtained in this experiment. The
three methods have been executed in a computer with Intel Core i7-3770 processor with 12
GB RAM and a GeForce GTX 770 GPU with 2 GB RAM. Additionally, Figure 5 shows
three boxplots plotted from the values (in milliseconds) the methods took to process each
frame of the sequences {00, 01, . . . , 10}.
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Fig. 4. Comparison of the trajectory estimated by our method (blue) with ORB-SLAM2 Stereo
(red), ORB-SLAM2 Mono (green) and the ground-truth for KITTI sequences 00 to 10, respectively.
To sum up, WGANVO has a lower performance than ORB-SLAM2 stereo. However, this is
an expected result, as feature-based methods are the result of decades of research and this is
reflected in their precision and robustness. On the other hand, Deep Learning techniques have
only recently been applied in recent years to solve the VO problem. However, the accuracy
of WGANVO is comparable to that of monocular ORB-SLAM2 for some of the sequences.
Moreover, WGANVO does not suffer from the problem of not being able to recover the
absolute scale of the scene, a general problem presented by the monocular methods based
on features, since it can infer it from the training. In terms of execution times, WGANVO
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WGANVO ORB-SLAM2 ORB-SLAM2
(Mono) (Stereo)
trel rrel trel rrel trel rrel
Sequence (%) (°/100m) (%) (°/100m) (%) (°/100m)
00 10.54 3.22 23.01 0.30 0.88 0.30
01 24.94 3.54 - - 1.39 0.23
02 18.28 2.74 6.63 0.24 0.81 0.28
03 8.96 5.70 1.12 0.19 0.73 0.17
04 14.14 3.24 0.70 0.22 0.48 0.15
05 7.01 3.85 12.34 0.22 0.61 0.25
06 7.87 2.19 17.71 0.27 0.76 0.23
07 7.71 3.79 11.10 0.36 0.88 0.47
08 9.04 3.85 12.69 0.30 1.05 0.32
09 10.49 4.91 - - 0.83 0.26
10 10.89 5.03 3.90 0.30 0.57 0.26
Table II . Comparison between WGANVO and ORB-SLAM2 monocular and stereo, without loop
closure or global optimization. KITTI metric is used, and trel and rrel represent translational and
rotational error averaged over intervals of 100 to 800 meters. Values representing the smallest error
are shown in bold.
can process on average at a frame rate of 50 fps. KITTI dataset was recorded at 10 fps, so
the method can process images obtained from a similar camera without any inconvenience.
4.5. Alternative loss function
An alternative loss function based on the reprojection error is defined in [29]. In particular,
the term Lp (Im, In) is defined in equation 8:
Lp (Im, In) =
1
|Gn|
∑
x∈Gn
∥∥∥f (R,x, t)− f (Rˆ,x, tˆ)∥∥∥
2
, (8)
where the function f (A,x,b) is defined in equation 9:
f (A,x,b) = pi (K (Ax+ b)) , (9)
and pi is defined in equation 10:
pi
(
[a1 . . . an]
>)
=
1
an
 a1...
an−1
 , (10)
and R and t are the rotational and translational part, respectively, of the relative
transformation between frame Im and frame In, Rˆ and tˆ are the corresponding network
estimates, K is the camera calibration matrix, and Gn is a set of 3D points observable from
image In expressed in camera coordinates.
The 3D points have been obtained using KITTI stereo images. Features are extracted in
the stereo pair using SIFT [32]. Subsequently, a matching is performed between the images
of the pair in order to find points that correspond to the same 3D point of the observed
scene. Finally, using calibration, a triangulation is performed using the DLT algorithm [33].
Two different executions are carried out. The cost function Lβ with parameter β = 100 is
used on the one hand and Lp on the other hand. Executions are performed by training
in the same way as proposed in Section 4.3, testing on each of the sequences of the
set {00, 01, . . . , 10}. In both cases the network is trained during 10 000 iterations for the
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Fig. 5. The following boxplots show the time taken to process each frame of KITTI sequences
{00, 01, . . . , 10} in the executions shown in Fig. 4.
Lβ Lp
trel rrel trel rrel
Sequence (%) (°/100m) (%) (°/100m)
00 10.54 3.22 11.01 4.41
01 24.94 3.54 23.31 3.27
02 18.28 2.74 16.11 2.88
03 8.96 5.70 9.68 3.41
04 14.14 3.24 14.91 3.71
05 7.01 3.85 7.18 3.91
06 7.87 2.19 7.56 2.37
07 7.71 3.79 7.82 3.74
08 9.04 3.85 9.41 3.19
09 10.49 4.91 10.5 3.85
10 10.89 5.03 10.97 5.41
Table III . Comparison between the two loss functions Lβ and Lp. The KITTI metric is used, and
trel and rrel represent translational and rotational error averaged over 100 to 800 meter intervals.
Values representing the smallest error are shown in bold.
unsupervised part and 40 000 iterations for the supervised part. In addition, a batch size of
100 is used and the Adam optimizer is used with a learning rate of 10−4.
Table III shows the results obtained. As can be seen, no major differences are reported in
favor of one or the other loss function. Lp does not require the validation of a hyperparameter,
while Lβ requires the validation of β. Additionally, in our work we found that the best results
obtained with Lβ use a value β = 100, and we apply it in all experiments, but according to
the authors this value depends on the scene observed during the training [29].
5. Conclusions
This paper presents WGANVO, a Visual Odometry method based on CNN that allows
estimating the camera motion. A particular type of CNN is used whose architecture is based
on GAN. More specifically, a variant of GAN known as WGAN-GP [19] is implemented, as
it is more stable during training than the original GAN formulation. The semi-supervised
training of our method consists in performing the adversarial training minimizing the original
cost function of WGAN-GP and then minimizing the cost function of VO in a supervised
manner using the ground-truth. Consequently, the Discriminator learns to distinguish high
level visual characteristics from labeled and unlabeled data. It is worth mentioning that our
method does not present the problem of not being able to recover the absolute scale of the
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scene, a general problem presented by geometry based monocular systems, since it infers it
during the supervised part of the training.
As future work, it is proposed to add the camera calibration parameters during the training
stage in order to generate an model independent of the camera used to capture the training
images. In that way it is possible to train and test the algorithm on different datasets,
and even train with datasets with different cameras without affecting performance. CAM-
Convs [34] set a precedent in this aspect, since they estimate the depth of a scene generating
an model independent of the camera, by concatenating the calibration parameters with the
convolutional features maps.
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