Abstract. We can define the adjacency algebra of an association scheme over arbitrary field. It is not always semisimple over a field of positive characteristic. The structures of adjacency algebras over a field of positive characteristic have not been sufficiently studied.
Introduction
An adjacency algebra of an association scheme over a field of characteristic zero is called the Bose-Mesner algebra. The Bose-Mesner algebras is always semisimple. Many researchers have studied this case and there are many results [2, 3] . An adjacency algebra of an association scheme over a field of positive characteristic is called a modular adjacency algebra. Hanaki and Yoshikawa determined the structure of the modular adjacency algebras and the modular standard modules of association schemes of class 2 [9] . Using modular standard modules, they provided more detailed classification than using parameters of strongly regular graphs. This indicates that structures of the modular standard modules of association schemes provide more detailed characterization than parameters of association schemes. In order to determine the structure of the modular standard modules, we first need to obtain the structure of the modular adjacency algebras. However, the structures of adjacency algebras over fields of positive characteristic have not been sufficiently studied [8, 9, 11, 12, 13, 17] .
In this paper, we consider the structure of modular adjacency algebras of all types of dual polar schemes and determine the structure of the modular adjacency algebras of these schemes when their algebras are local algebras. One of our main theorems is the following. 
For dual polar schemes on the rest of types, we determined the structures of their modular adjacency algebras using isomorphisms or epimorphisms.
The modular adjacency algebra of Hamming scheme H(n, p) over a field of characteristic p is also local algebra [17] , because the modular adjacency algebra of an association scheme with a prime power order is a local algebra over a field of characteristic the prime [8] . However the orders of our dual polar graphs are not prime powers. Therefore our situation is different from the modular adjacency algebra of Hamming scheme.
Preliminaries
Let X be a finite set with cardinality n. We define R 0 , . . . , R d as symmetric binary relation on X. The i-th adjacency matrix A i is defined to be the matrix indexed by X whose entries are
The set of linear combination of all adjacency matrices is closed under multiplication, because of the equation (iii). For a commutative ring R with identity, we define RX = d i=0 RA i as a matrix ring over R; this is called an adjacency algebra of X over R. A modular adjacency algebra F X is an adjacency algebra of X over a field F of positive characteristic p.
Dual polar schemes
Let q and r be prime powers, and V be one of the following spaces equipped with a specified form:
with a non-degenerate quadratic form;
q with a non-degenerate quadratic form of (maximal) Witt index n;
with a non-degenerate quadratic form of (non-maximal) Witt index n;
with a non-degenerate Hermitian form (q = r 2 );
q with a non-degenerate Hermitian form (q = r 2 ).
Let X be the set of maximal totally isotropic subspaces of V . Each element of X has dimension d. Define the i-th relation R i on X by
) is a (P and Q) polynomial scheme [2, 6] ; this is called the dual polar scheme on [ 
, respectively. (For details about the association schemes of dual polar spaces, see [3, 14] .) The dual polar scheme is accompanied by a regular semilattice [4, 7] . We can compute the structure constants using the parameters of these partially ordered sets. Let {C i } d i=0 be another basis (Riemann basis [7] ) of RX with
is a Gaussian coefficient. We consider various homomorphisms between modular adjacency algebras of dual polar schemes using structure constants of
We define the (d + 1)
and RG = ⊕ d i=0 RG i as a matrix ring over R. This is a commutative algebra over R and there is an isormorphism ϕ : RX −→ RG given by C s → G s .
We can calculate the structure constants as follows.
where (a; q) k is a q-Pochhammer symbol, e is 1, 1, 0, 2, 3/2, 1/2 in the respective
To prove Lemma 3, we use the following properties of the Gaussian coefficients; see Proposition 8.5.2, Exercise 8.5.7 in [4] and [5] .
Proof of Lemma 3. We use the same parameters of regular semilattice that we used in [4] , and each parameters are calculated:
The summation of (1) implies the following equation:
By using (ii) and (iii) in Proposition 4,
Hence, using (i) in Proposition 4, we have
Also, by change of a variable d − i to h and using (iv) in Proposition 4,
Locality of the modular adjacency algebra of a dual polar scheme
We consider the decomposition of F X to indecomposable two-sided ideals (blocks) [10] . Let k(F X) be the number of blocks of F X. Since the value of k(F X) is equal to the number of i ∈ {0, 1, . . . , d} such that p ∤ ρ i i,i (see [11] ), we can calculate it:
where e is 1, 1, 0, 2, 3/2, 1/2 in the respective cases
When the number of blocks of F X is only one, F X is a local algebra. By Corollary 5, we know the following facts:
Corollary 6. Let F be a field of odd characteristic p, q be an odd prime power, X be one of the dual polar scheme on
. If q is a prime power of p, then F X is not a local algebra. If q is not a prime power of p, then F X is a local algebra if and only if (i) q ≡ −1 (mod p) and d is an odd for dual polar schemes on
Proof. We assume that q is a prime power of p. Since ρ (1 + q l ),
and ρ
this lead to q ≡ −1 (mod p) or q ≡ 1 (mod p). The case of q ≡ 1 (mod p) is a contradiction with the fact that p is an odd prime. Thus, we have q ≡ −1 (mod p). Now we suppose that d is an odd number. Since q 2 ≡ 1 (mod p),
Hence d must be an even number. To prove the sufficient condition assume that F X is a modular adjacency algebra on [C d (q)] or [B d (q)] of class d which is an even number and q is a prime power such that q + 1 ≡ 0 (mod p). Since p divides ρ
for any i ∈ {0, 1, . . . , d − 1}, F X is a local algebra.
Notation 1. If p divides q, then F X is not a local algebra. However, we have known the structure of
] in our results [13] :
A parameter e of dual polar scheme is 1, 1, 0, 2, 3/2, 1/2 in the respective 
and the values of q-Pochhammer symbols are congruent modulo p:
for s, t, u ∈ {0, 1, . . . , d}. , respectively) are local algebra, then q ≡ −1 (mod p) (r ≡ −1 (mod p), respectively) by Corllary 6. Since q 2 ≡ 1 (mod p) (q = r 2 ≡ 1 (mod p), respectivly),
By Proposition 7, we conclude the following corollary.
Corollary 8. Let F be a field of characteristic p, q and r be a prime power which is not divided by p. If dual polar schemes on
, respectively) are local algebras, then they are isomorphic.
The structure of the modular adjacency algebra of a dual polar scheme when it is local
In the remaining part of this paper we consider the structure of the modular adjacency algebra of a dual polar scheme when it is a local algebra. Therefore, we assume that p is an odd prime and the following conditions hold: 
The next proposition decides the structure of the modular adjacency algebra of a dual polar scheme when it is a local algebra.
Proposition 9. Let F be a field of odd characteristic p, q be an odd prime power, X be a dual polar scheme. If F X be a local algebra, then
Proof. We only prove for a dual polar scheme on [C d (q)]; proofs of other types are similar. Since we assume that F X is a local algebra, put q ≡ −1 (mod p) and d is an even number by Corollary 6. Using a combinatorial interpretation of the Gaussian coefficient as a polynomial in q by Theorem 24.2 in [16] ,
where the coefficient a l is the number of partitions of l whose Ferrers diagrams fit in a box of size k × (n − k). The following equation is due to a complement of each Ferrers diagram in the box.
This yields that
is an odd number because we assume that q ≡ −1 (mod p). Hence it is enough to consider the case of (t − u){(d − s) − (t − u)} and (d − s)(s − u) are even. Furthermore, we can assume that d − s − t + u is 0 or 1. It is caused by functors of the structure constant:
When the parity of exponents of q is different, q u +q 1+l ≡ 0 (mod p). If d−s−t+u = 1, then our assumptions lead to u is an even number. This means that
Hence the value of ρ u s,t is congruent to 0 except the case of d − s − t + u = 0.
We need to proof some properties for dual polar schemes on [ 2 A 2d (r)] before we consider Theorem 1. 
Proof. By Proposition 9, we have a congruence:
s,t is a structure constant of F A d . This congruence leads to the map ϕ d+1 being an algebraic homomorphism. Thus the map ϕ d+1 is an epimorphism since it is clearly surjective. 
(ii)
Proof. We prove the first congruence by induction on m: Assuming the congruence holds for m − 1 we need to prove that the congruence holds for m.
. By Proposition 9, terms are eliminated except for k = p l −1−mp i . Since we assume that q ≡ r 2 ≡ 1 (mod p), any Gaussian coefficient is congruent to a binomial coefficient. Therefore the following congruence holds by Lucas' Theorem.
Similarly, we prove that the the second congruence by Lucas' Theorem.
By the above Lemma 14, for an isomorphism of Theorem 13:
we can define the correspondence
At last, we prove our main theorems.
proof of Theorem 1. We define a positive integer weight function wt over P l , say wt :
. We can prove that
using the same argument as the proof of Theorem 8 in [17] by Lemma 14.
Next we prove our second main theorem.
Proof of Theorem 2. Let F be a field of odd characteristic p, q be an odd prime power which is not divided by p and C d be a dual polar scheme on [C d (q)]. If F C d is a local algebra, d must be an odd number by Corollary 6. We put d = 2d ′ + 1. Since q ≡ −1 (mod p), a modular adjacency algebra F A d of a dual polar scheme on [ 2 A 2d (q)] is a local algebra. We prove that there is an isomorphism:
By a congruence of Gaussian coefficients and binomial coefficients [15] ,
On the otherhand, since q 2 ≡ 1 (mod p), 
The values of the second factors of two congruences (2) and (3) Since Kerψ 2d ′ +1 = C 0 ∈ F C 2d ′ +1 , it correspond to the tensor products of the highest weight polynomials in P/W d ′ and P/W 1 by Theorem 1. Therefore 
