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Abstract
A ring R satisfies the strong rank condition (SRC) if, for every natural number
n, the free R-submodules of Rn all have rank ≤ n. Let G be a group and R a
ring strongly graded by G such that the base ring R1 is a domain. Using an
argument originated by Laurent Bartholdi for studying cellular automata, we
prove that R satisfies SRC if and only if R1 satisfies SRC and G is amenable. The
special case of this result for group rings allows us to prove a characterization of
amenability involving the group von Neumann algebra that was conjectured by
Wolfgang Lu¨ck. In addition, we include two applications to the study of group
rings and their modules.
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43A07; Secondary: 16P40, 16U20, 20F16.
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Following T.Y. Lam [10], we say that a ring R satisfies the strong rank condi-
tion (SRC) if, for every natural number n, there is no right R-module monomorphism
Rn+1 → Rn. Replacing “right R-module” with “left R-module” in this definition yields
the left strong rank condition (LSRC). As observed in [10], these two conditions are not
equivalent.
This paper is concerned with the significance of SRC for the study of the property
of amenability for groups. That these two properties are closely related came to light
in two papers on linear cellular automata. First, T. Ceccherini-Silberstein and M.
Coornaert’s principal result in [4] implied that, for a group G and field K, the group
1
ring KG satisfies (L)SRC if G is amenable. Second, in the course of proving his main
result in [3], L. Bartholdi established the converse of this statement about group rings.
In the present note, we explore the connection between SRC and group-amenability
further by examining rings more general than group rings. Our interest is in a ring R
that is graded by a group G; that is, the underlying additive group of R is a direct sum
of a family of abelian subgroups {Rg : g ∈ G} such that RgRh ⊆ Rgh for all g, h ∈ G.
In such a ring, it is always the case that R1 is a subring, called the base ring of R (see
Proposition 1.1(i)). If the stronger condition RgRh = Rgh holds for all g, h ∈ G, then
R is said to be strongly graded. Thus, if S is a ring and G a group, then the group ring
SG, or, more generally, any crossed product S ∗ G, is an example of a ring strongly
graded by G with base ring S.
Our aim is to prove
Theorem A. Let G be a group and R a ring strongly graded by G such that R1 is a
domain. Then the following two statements are equivalent.
(i) R satisfies (L)SRC.
(ii) R1 satisfies (L)SRC and G is amenable.
We obtain the implication (ii) =⇒ (i) in Theorem A as a special case of the following
more general assertion, which we prove with the aid of E. Følner’s [7] characterization
of amenability.
Proposition A. Let G be an amenable group and R a ring graded by G such that, for
each g ∈ G, Rg contains an element that is not a (right) left zero divisor. If R1 satisfies
(L)SRC, then R satisfies (L)SRC.
The implication (i) =⇒ (ii) in Theorem A is a generalization of Bartholdi’s result
on group rings, and we prove it by extending his argument to our setting.
We present three applications of Theorem A, drawn from separate areas of inquiry
within group theory. First, we deduce the following characterization of amenability,
conjectured by W. Lu¨ck [12, Conjecture 6.48]. For the statement of this corollary,
we employ the notation N (G) for the group von Neumann algebra of a group G [12,
Definition 1.1].
Corollary A. A group G is amenable if and only if, for each CG-module M and each
p ≥ 1, we have
dimN (G)
(
TorCGp (M,N (G))
)
= 0.
Our second corollary is
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Corollary B. Let G be a group and S a domain. If SG is either right or left Noetherian,
then G is amenable and every subgroup of G is finitely generated.
Corollary B is relevant to the longstanding conjecture that, if G is a group such that
ZG is either left or right Noetherian, then G must be virtually polycyclic. The corollary
lends further credence to this conjecture, for the only amenable groups known in which
every subgroup is finitely generated are those that are virtually polycyclic.
Our last application of Theorem A, discussed in §4, is to an old question about the
structure of finitely generated modules over integral group rings that arises in the work
of Philip Hall.
We conclude the introduction with a comment about a possible extension of The-
orem A in the case of a group ring. The principal source of examples of nonamenable
groups are groups that possess a noncyclic free subgroup. If G is such a group, then
it is easy to see that there is a ZG-module monomorphism (ZG)2 → ZG;* that is, the
failure of SRC occurs already at n = 1. Furthermore, the same phenomenon has been
observed with the integral group rings of other, more exotic, nonamenable groups (see
[9]). As a result, it has been conjectured that this is true for the integral group rings
of all nonamenable groups (see [1, Problem 1.1] and [2, Conjecture 4.1]). Formulated
in the language of the present paper, the conjecture reads as follows.
Conjecture 0.1. The following statements are equivalent for a group G.
(i) ZG satisfies (L)SRC.
(ii) There is no (left) right ZG-module embedding (ZG)2 → ZG.
(iii) G is amenable.
With regard to (i) and (ii), it is worth pointing out that the authors are not aware
of any examples of rings for which the smallest value of n witnessing the failure of SRC
is greater than 1. Nevertheless, there are rings for which conditions similar to SRC
fail only in higher dimensions– for instance, stable finiteness (see [10]) and having an
invariant basis number (see [5]). Hence it seems likely that such examples exist for SRC
too (just, we believe, not among group rings). Finally, we remark that, for elementary
reasons, any example of this sort cannot be a domain (see Proposition 1.5).
Acknowledgements. The authors began work on this paper as participants in the
Research in Pairs Program of the Mathematisches Forschungsinstitut Oberwolfach from
March 22 to April 11, 2015. In addition, the project was partially supported by EPSRC
Grant EP/N007328/1.
*If H is a free subgroup of G of rank two, then the augmentation ideal IH is a free ZH-module of
rank two, which yields a ZH-module embedding (ZH)2 → ZH . Tensoring by ZG, then, gives rise to a
ZG-module embedding (ZG)2 → ZG.
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1 Preliminary facts about rings
In this section, we collect some elementary properties of rings graded by groups, as
well as two propositions concerning the strong rank condition for rings. We begin by
explaining some standard nomenclature regarding a ring R graded by a group G. For
each g ∈ G, the additive subgroup Rg is referred to as a homogeneous component, and
any element of Rg is called a homogeneous element. Moreover, for any r ∈ R and g ∈ G,
we use rg to denote the image of r in Rg under the projection map. Also, the support
of an element r ∈ R is defined to be the set {g ∈ G : rg 6= 0}.
Our first proposition describes six basic properties of group-graded rings.
Proposition 1.1. Let G be a group and R a ring graded by G. Then the following
statements hold.
(i) R1 is a subring of R.
(ii) R is strongly graded if and only if 1 ∈ RgRg−1 for every g ∈ G.
(iii) R is a crossed product if and only if each homogeneous component contains a unit.
(iv) If R is strongly graded, then, for any pair g, h ∈ G, there is an (R1, R1)-bimodule
isomorphism φ(g,h) : Rg ⊗R1 Rh → Rgh such that φ(g,h)(r ⊗ s) := rs for all r ∈ Rg
and s ∈ Rh.
(v) If R is strongly graded, then, for all g ∈ G, Rg is finitely generated and projective
as both a right and left R1-module.
(vi) If R is strongly graded and R1 is a domain, then none of the nonzero homogeneous
elements of R are zero divisors.
Proof. Statements (i)-(v) are proved in [13]. To establish (vi), let g ∈ G and r ∈
Rg\{0}. We will show that r is not a zero divisor. Let s ∈ R such that rs = 0. Take
t ∈ Rg−1\{0}. By (v), Rg and Rg−1 are flat, and thus also torsion-free, as R1-modules.
Hence, since R1 is a domain, we can conclude t ⊗ r 6= 0 in Rg−1 ⊗R1 Rg. Thus (iv)
implies tr ∈ R1\{0}. But (tr)s = 0, and R is R1-torsion-free. Therefore s = 0 because
R1 is a domain. In other words, r is not a left zero divisor. A similar argument shows
that r is not a right zero divisor.
A rich source of examples of strongly group-graded rings is supplied by crossed
products. But there are many other instances of such rings; one is given below.
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Example 1.2. Let S be a ring and suppose that I is an ideal and φ is an (S, S)-
bimodule isomorphism I ⊗S I φ→ S. Let R := S ⊕ I and define multiplication in R
by (s, x)(s′, x′) := (ss′ + φ(x ⊗ x′), xs′ + sx′). This makes R a ring graded by the
multiplicative group {±1} with R1 = S and R−1 = I. For an explicit instance that is
strongly graded but not a crossed product, take S = Z[
√−5] and I = (1+√−5, 3). In
this case, I2 is the principal ideal generated by 2−√−5, so we can define φ(x⊗ x′) :=
xx′
2−√−5 . The only units of R are now (±1, 0), and both lie in R1. Moreover, the strongly
graded condition R−1R−1 = R1 is witnessed by
3(2−√−5)+(1+√−5)2
2−√−5 = 1.
Our proof in the next section relies on the following alternative characterization of
SRC given in [10].
Proposition 1.3. The following statements are equivalent for a ring R.
(i) R satisfies SRC.
(ii) Any system of equations
a11x1 + a12x2+ · · ·+ a1nxn = 0
a21x1 + a22x2+ · · ·+ a2nxn = 0
...
am1x1 + am2x2+ · · ·+ amnxn = 0
over R such that m < n has a nonzero solution for the unknowns x1, . . . , xn. 
Remark 1.4. There is also a version of Proposition 1.3 for LSRC in which the coeffi-
cients in the equations appear on the right.
For a domain, there are four other important conditions that are equivalent to SRC,
proved in [10]. We will not invoke these in our proofs, but they are interesting to keep
in mind, especially in view of the relevance of the second property to Conjecture 0.1.
Proposition 1.5. The following statements are equivalent for a domain R.
(i) R satisfies (L)SRC.
(ii) There is no (left) right R-module monomorphism R2 → R.
(iii) R is a (left) right Ore ring.
(iv) R has finite uniform dimension as a (left) right R-module.
(v) R has uniform dimension 1 as a (left) right R-module. 
Recall that the uniform dimension of a module is the maximal number of summands
in any submodule that can be expressed as a direct sum (see [10]).
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2 Proof of Theorem A((ii) =⇒ (i))
This section is devoted to the proof of Proposition A; in view of Proposition 1.1(vi),
the implication (ii) =⇒ (i) in Theorem A will then follow immediately. First we state
Følner’s [7] well-known characterization of amenability, which will serve as the basis of
our proofs here and in the next section.
Proposition 2.1. (Følner) A group G is amenable if and only if, for every finite subset
S of G and every ǫ > 0, there is a finite subset F of G such that
|SF | < (1 + ǫ)|F |.
Proof of Proposition A. We will confine ourselves to the part of the implication involv-
ing SRC, the left condition requiring merely a dual version of this argument. Our
appoach is to invoke Proposition 1.3. To this end, let
n∑
j=1
aijxj = 0 i = 1, . . . , m (2.1)
be a system of m equations over R with n unknowns x1, . . . , xn such that m < n.
Exploiting the fact that R1 satisfies SRC, we will produce values of the xj , not all equal
to zero, that satisfy (2.1).
We begin by taking, for each g ∈ G, an element bg ∈ Rg such that bg is not a left
zero divisor. Also, let S be the union of the supports of the coefficients aij . Invoking
Proposition 2.1, we can find a finite set F ⊆ G such that |SF | < n
m
|F |. Consider now
the linear system
∑
f∈F j=1,...,n
[bg−1(aij)gf−1bf ]x
′
jf = 0 for g ∈ SF, i = 1, . . . , m (2.2)
with m|SF | equations and n|F | unknowns x′jf . Since the coefficients bg−1(aij)gf−1bf are
all elements of R1 and m|SF | < n|F |, there must be elements x′jf of R1, not all zero,
that satisfy (2.2).
For each j = 1, . . . , n, set xj :=
∑
f∈F bfx
′
jf . Then at least one of the xj is nonzero.
Moreover, for every g ∈ SF and i = 1, . . . , m,
∑
f∈F j=1,...,n
bg−1(aij)gf−1(xj)f = 0,
implying
∑
f∈F j=1,...,n
(aij)gf−1(xj)f = 0.
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In other words,
∑n
j=1(aijxj)g = 0 for every g ∈ SF and i = 1, . . . , m. Hence, since SF
contains the union of the supports of the left sides of all the equations in (2.1), we see
that the equations hold.
Remark 2.2. The special case of the above argument for (m,n) = (1, 2) and R = KG
for K a field is well known and appears in the discussion of [1, Problem 1.1]. It is also
contained in D. Kielak’s appendix to Bartholdi’s paper [3], where it is attributed to D.
Tamari [15].
That the hypothesis about the homogeneous components in Proposition A is neces-
sary is illustrated by
Example 2.3. Let S be any ring such that S fails to satisfy SRC and the canonical ring
homomorphism Z → S is injective. For example, S could be the integral group ring of
a free group. Let R be the ring graded by the integers with the following properties:
(i) Rk = S for k ∈ Z+, R0 = Z, and Rk = 0 for k ∈ Z−.
(ii) If k ∈ Z+, the product maps R0 ×Rk → Rk and Rk ×R0 → Rk are defined using
the left and right Z-module structures on S.
(iii) If k, l ∈ Z+, the product map Rk × Rl → Rk+l is defined using multiplication in
the ring S.
Notice that R is therefore isomorphic to the subring of the polynomial ring S[x] con-
sisting of all those polynomials with an integer constant term.
Consider a homogeneous linear system over S with fewer equations than unknowns
that has only the trivial solution. Treating the coefficients as elements of R1, we can
also regard this system as one over R. From this point of view too, the system has only
the trivial solution, as there are no nontrivial solutions in Rk for each k ∈ Z. Therefore
R fails to fulfill SRC, even though it is satisfied by R0.
3 Proofs of Theorem A((i) =⇒ (ii)) and Corollary A
The proof of the second implication in Theorem A is based on the following three
lemmas extracted from the proof of [3, Theorem 1.1]. The first of these is established
by [3, Equation (2.3)] and the preceding paragraph, using the Følner condition.
Lemma 3.1. (Bartholdi) If a group G is not amenable, then there is a finite set S ⊆ G
such that, for every finite subset F of G,
|SF | > (1 + log |S|)|F |.
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Lemma 3.2 below is a consequence of [3, Lemma 2.1] and its proof, as well as the
reasoning presented in the paragraph following [3, Equation (2.3)].
Lemma 3.2. (Bartholdi) Let S be a finite set with |S| ≥ 2. Then there exist a finite
set Y and a family of subsets {Xs : s ∈ S} of Y such that the two assertions below are
true.
(i)
∣∣∣
⋃
s∈S
Xs
∣∣∣ = |Y | − 1.
(ii) For every subset T of S,
∣∣∣Xs\
⋃
t∈T\{s}
Xt
∣∣∣ ≥ |Y |
(1 + log |S|)|T |
for all s ∈ T .
With regard to Lemma 3.2(i), the reader will notice that Bartholdi observes merely
that
⋃
s∈S Xs ( Y . However, a look at his construction of the sets Y and Xs reveals
that our stronger assertion holds.
The last of the lemmas gleaned from the proof of [3, Theorem 1.1] is
Lemma 3.3. (Bartholdi) Take K to be a field. Let S and Y be finite sets and {Xs :
s ∈ S} a family of subsets of Y . Moreover, for each s ∈ S and T ⊆ S, write
Xs,T := Xs\
⋃
t∈T\{s}
Xt.
Then there is a finite field extension L of K and there are linear maps αs : LY → LY
for all s ∈ S such that the following two properties hold.
(i) Im αs ⊆ LXs for all s ∈ S.
(ii) Whenever {Ts : s ∈ S} is a family of subsets of S with
∑
s∈S |Xs,Ts| ≥ |Y |, we
have
⋂
s∈S
Ker αs,Ts = 0,
where αs,Ts is the composition of the projection map πs,Ts : Xs → Xs,Ts with αs.
We furnish a proof of Lemma 3.3 that employs exactly the same reasoning as [3]
but includes more detail. The argument relies on the following simple observation.
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Lemma 3.4. Let K be a field and f(x1, . . . , xn) a nonconstant polynomial in n variables
whose coefficients lie in K. Then, for any b ∈ K, there is a finite field extension L of
K containing elements a1, . . . , an such that f(a1, . . . , an) = b.
Proof. We proceed by induction on n. If n = 1, we take L to be any finite field extension
ofK such that the polynomial f(x1)−b has a zero in L. Now we consider the case n > 1.
If xn fails to occur in any nonzero term in f(x1, . . . , xn), then the conclusion follows from
the inductive hypothesis. Assume, then, that xn occurs in some nonzero term. Regard
f(x1, . . . , xn) as a polynomial in the variable xn with coefficients in K[x1, . . . , xn−1]. At
least one of the coefficients above the constant term in this polynomial is nonzero; denote
that coefficient by g(x1, . . . , xn−1). By the inductive hypothesis, there is a finite field
extension L0 ofK in which there are elements a1, . . . , an−1 such that g(a1, . . . , an−1) 6= 0.
Hence f(a1, . . . , an−1, xn) is a nonconstant polynomial in L0[xn]. Thus there is field L
containing L0 such that [L : L0] <∞ and L has an element an with f(a1, . . . , an) = b.
Proof of Lemma 3.3. Write m := |Y |; for convenience, we will identify Y with the
set {1, . . . , m}. For each s ∈ S, let As be the m × m matrix with the following two
properties:
• For every i ∈ Xs and j = 1, . . . , m, the (i, j)-entry of As is the indeterminate xsij .
• For every i ∈ Y \Xs, the ith row of As is comprised entirely of zeros.
For every family T := {Ts : s ∈ S} of subsets of S with vT :=
∑
s∈S |Xs,Ts| ≥ m, let
BT be the vT ×m matrix formed by taking from each matrix As the rows corresponding
to the elements of Xs,Ts. In constructing the matrices BT , we proceed according to a
specific order assigned to S and also follow the increasing order on Xs,Ts. Next let DT
be the determinant of the first m rows of BT . Then DT is a nonzero polynomial in the
indeterminates {xsij : s ∈ S, i ∈ Xs, 1 ≤ j ≤ m}.
According to Lemma 3.4, there is a finite field extension L of K containing a subset
{asij : s ∈ S, i ∈ Xs, 1 ≤ j ≤ m} such that, if the asij are substituted for the variables
xsij , the product
∏
T DT is nonzero. Note that this product is taken over all possible
families T := {Ts : s ∈ S} of subsets of S with vT ≥ m. Next, for each s ∈ S, let A′s be
the matrix obtained from As by replacing the indeterminate xsij by the value asij for
every i ∈ Xs and j = 1, . . .m.
Finally, for each s ∈ S, let αs be the linear map LY → LY whose matrix is A′s .
Then the maps αs plainly fulfill condition (i). Moreover, condition (ii) follows from the
fact that, for any family T := {Ts : s ∈ S} of subsets of S with vT ≥ m, the polynomial
DT has a nonzero value if each xsij assumes the value asij .
We are now ready to apply Bartholdi’s ideas to group-graded rings.
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Proof of Theorem A((i) =⇒ (ii)). We will just prove the implication for SRC, the LSRC
case being similar. Our approach is to establish the contrapositive, so we assume that
either G is not amenable or R1 does not satisfy SRC. In the second case, there is a
right R1-module embedding ι : R
n+1
1 → Rn1 for some n ∈ N. Proposition 1.1(v) implies
that R is a flat R1-module, which means that tensoring ι by the identity map R → R
produces a right R-module embedding Rn+1 → Rn. Therefore R fails to satisfy SRC.
Next we treat the case where G is not amenable. Let Z denote the commutative
subring of R1 consisting of all the integer multiples of 1, and let K be the field of
fractions of Z. As a flat R1-module, R is R1-torsion-free, which means that R embeds
in the ring R′ := R ⊗Z K. It is then easy to see that any right R′-module embedding
(R′)n+1 → (R′)n gives rise to a right R-module embedding Rn+1 → Rn. Hence there is
no real loss of generality in assuming K ⊆ R1.
According to Lemma 3.1, there is a finite subset S of G such that |SF | > (1 +
log |S|)|F | for all finite sets F ⊆ G. Choose next a finite set Y and a family of subsets
{Xs : s ∈ S} that have the properties described in Lemma 3.2. Furthermore, take a
field L and linear maps αs : LY → LY for every s ∈ S to be as in Lemma 3.3. In
addition, for each s ∈ S, pick a nonzero element bs ∈ Rs, and let βs : R → R be the
right R-module monomorphism r 7→ bsr (see Proposition 1.1(vi)). Finally, define the
right L⊗KR-module homomorphism Θ : LY ⊗KR→ LY ⊗KR by Θ :=
∑
s∈S(αs⊗βs).
Notice that Im Θ is contained in a free L⊗KR-submodule of LY ⊗KR of rank |Y |−1. We
will now show that Θ is injective. This will mean that there is an R-module embedding
R|Y |[L:K] → R(|Y |−1)[L:K], thus demonstrating that R fails to satisfy SRC.
To prove that Θ is monic, let u ∈ LY ⊗K R with u 6= 0. Since R is graded by
G, we can view LY ⊗K R as a ring graded by G. From this perspective, let F ⊆ G
be the support of u. As argued in the final paragraph of the proof of [3, Theorem
1.1], it follows from Lemma 3.2 that there is an f0 ∈ F such that, if Ts := {t ∈ S :
sf0 ∈ tF} for each s ∈ S, we have
∑
s∈S |Xs,Ts| ≥ |Y |. Consequently, by Lemma 3.3(ii),⋂
s∈S Ker αs,Ts = 0. Thus
⋂
s∈S Ker(αs,Ts⊗βs) = 0, which implies (αs0,Ts0⊗βs0)(uf0) 6= 0
for some s0 ∈ S. Now we consider the LXs0,Ts0 ⊗K Rs0f0-component of Θ(u). Writing
F ′ := {f ∈ F : f 6= f0 and s0f0f−1 ∈ S}, we can express this component as
(αs0,Ts0 ⊗ βs0)(uf0) +
∑
f∈F ′
(πs0,Ts0αs0f0f−1 ⊗ βs0f0f−1)(uf). (3.1)
If f ∈ F ′, then s0f0f−1 ∈ Ts0 − {s0}, which means πs0,Ts0αs0f0f−1 = 0. Hence all the
terms in the summation on the right in (3.1) are zero. Therefore Θ(u) 6= 0, so that Θ
is injective.
Remark 3.5. For the benefit of the reader, we clarify precisely where the two hypothe-
ses about the graded ring R play a role in the proof. The fact that the grading is strong
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is necessary to conclude that R is R1-flat, which is invoked in the first and second
paragraphs. That R1 is a domain is also employed in two places. First, in the second
paragraph, we use that Z fails to contain any nonzero zero divisors of R1. Second, in
the third paragraph, we need that R1 is a domain to apply Proposition 1.1(vi) to obtain
that βs is injective.
Corollary A is proved very easily from Theorem A((i) =⇒ (ii)).
Proof of Corollary A. The only if direction is proved in [12, Theorem 6.37]. For the
if statement, it will be convenient to prove the contrapositive. Suppose that G is
non-amenable. Theorem A yields that, for some n ∈ N, there is a right CG-module
embedding ι : (CG)n+1 → (CG)n. Tensoring with N (G), we obtain an exact sequence
0→ TorCG1 (M,N (G))→ N (G)n+1 → N (G)n,
where M = coker ι. Hence dimN (G)(TorCG1 (M,N (G))) ≥ 1.
4 Corollary B and the Hall property
In our final section, we prove Corollary B and discuss its implications for the study
of the structure of the underlying additive group of a finitely generated module over an
integral group ring.
Proof of Corollary B. We will just consider the case where SG is right Noetherian; the
other case follows by a similar argument. Since right Noetherian rings satisfy SRC, we
have that G must be amenable by Theorem A. To verify the second condition, we will
construct an injective map H 7→ IH from the set of subgroups of G to the set of right
ideals of SG that preserves inclusion. LetH be a subgroup of G, and choose {xj : j ∈ J}
to be a complete set of right coset representatives of H in G. For every element r ∈ SG,
we write rg ∈ S for the coefficient of g in the sum r. Using this notation, we set
IH := {r ∈ SG :
∑
g∈Hxj
rg = 0 for all j ∈ J}.
Notice that IH is a right ideal of SG, and that the map H 7→ IH has the desired
properties. As a result, since SG is right Noetherian, G must satisfy the maximal
condition on subgroups; in other words, every subgroup of G is finitely generated.
Remark 4.1. The argument that SG being Noetherian implies that every subgroup of
G is finitely generated is well known; it appears, for example, in a contribution of Y. de
Cornulier [6] on mathoverflow.net.
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The reader might ask whether Corollary B can be generalized to strongly group-
graded rings that are Noetherian. The answer is that, although the amenability con-
clusion clearly follows from Theorem A, the group may have non-finitely-generated
subgroups, as the following example illustrates.
Example 4.2. Let p be a prime number, and let K be the subfield of R generated by
{p1/n : n ∈ N}. Being a field, K is Noetherian. Now take G to be the additive abelian
group Q/Z. Then K is strongly graded by G with Kr+Z := Qp
r for each r ∈ Q. In fact,
K is a crossed product Q ∗G. However, G is not finitely generated.
Now we use Corollary B to shed some light on a question suggested by an important
result about modules over polycyclic groups proved by Philip Hall. In [8, Lemma 5.2],
he shows that, if G is a polycyclic group, then, for any finitely generated ZG-module
M , there is a finite set of primes π such that the underlying additive group of M is an
extension of a free abelian group by a π-torsion group. Inspired by Hall’s lemma, we
make the following definition.
Definition 4.3. A group G has the Hall property if, for every finitely generated ZG-
module M , there is a finite set of primes π such that the underlying additive group of
M is an extension of a free abelian group by a π-torsion group.
In its most general form, Hall’s result may be stated as follows.
Theorem 4.4. (Hall) [11, 4.3.3] Every virtually polycyclic group has the Hall property.
One consequence of Theorem 4.4 is that every simple ZG-module has prime char-
acteristic if G is virtually polycyclic; this is the first step toward proving that such
modules are actually finite, established by J. E. Roseblade [14]. It is a longstanding
question whether there are any other sorts of groups whose simple modules also all have
prime characteristic. A significant advance on this problem was accomplished by A.V.
Tushev [16, Theorem 3], who showed that this is true for virtually metabelian groups
of finite rank. In order to make further progress, it would be beneficial to identify some
other types of groups that satisfy the Hall property. Unfortunately, however, as we
show in our next theorem, the class of groups enjoying this property is, in fact, severely
limited.
Theorem 4.5. Let G be a group with the Hall property. Then QG is right and left
Noetherian; hence, by Corollary B, G is amenable, and every subgroup of G is finitely
generated.
Virtually solvable groups whose subgroups are all finitely generated must be virtually
polycyclic. Hence Theorem 4.5 yields
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Corollary 4.6. A virtually solvable group has the Hall property if and only if it is
virtually polycyclic. 
In order to prove Theorem 4.5, we require the following lemma.
Lemma 4.7. Let A be a torsion-free abelian group (written additively) which is (free
abelian)-by-(π-torsion) for some set of primes π. Let B be a subgroup such that A/B
is torsion-free. Then, for any prime q /∈ π, we have B  qA.
Proof. Let F be a free abelian subgroup of A such that A/F is π-torsion. Then B ∩ F
is a free abelian subgroup of B, and B/B ∩ F is π-torsion. For any prime q /∈ π,
we have qB ∩ F = q(B ∩ F ) 6= B ∩ F . Therefore, since qA ∩ B = qB, we conclude
qA ∩ B 6= B.
Proof of Theorem 4.5. Suppose that QG is not right Noetherian. Then there is a strictly
ascending chain I1 < I2 < I3 < . . . of right ideals in QG. Set Jn := In ∩ ZG. Since
G satisfies the Hall property, ZG/Jn is (free abelian)-by-(πn-torsion) for some finite set
of primes πn. Applying Lemma 4.7 with A := ZG/Jn and B := Jn+1/Jn, we deduce
that, for each n ∈ N, there are infinitely many primes q such that Jn+1 6⊆ Jn + qZG.
As a result, we can inductively define a sequence of distinct primes qn such that Jn+1 6⊆
Jn + qnZG for all n ∈ N.
For each n ∈ N, choose ξn ∈ Jn+1 so that ξn /∈ Jn+qnZG. Writing Kn := Jn+qnZG,
takeM to be the submodule of
∞∏
n=1
(ZG/Kn) generated by the sequence 1 := (1+K1, 1+
K2, 1+K3, . . . ). Then the nth entry of 1ξn is non-zero and annihilated by multiplication
by qn, whereas the (n + 1)st and all subsequent entries are zero. We infer that M has
elements of order qn for all n and so is witness to the failure of the Hall property, a
contradiction. Therefore QG must be right Noetherian. That QG is also left Noetherian
may be shown by a dual argument.
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