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ABSTRACT
Crowdsourcing systems empower individuals and companies to outsource labor-
intensive tasks that cannot currently be solved by automated methods and are ex-
pensive to tackle by domain experts. Crowdsourcing platforms are traditionally used
to provide training labels for supervised machine learning algorithms. Crowdsourced
tasks are distributed among internet workers who typically have a range of skills
and knowledge, di↵ering previous exposure to the task at hand, and biases that may
influence their work. This inhomogeneity of the workforce makes the design of ac-
curate and e cient crowdsourcing systems challenging. This dissertation presents
solutions to improve existing crowdsourcing systems in terms of accuracy and e -
ciency. It explores crowdsourcing tasks in two application areas, political discourse
and annotation of biomedical and everyday images.
The first part of the dissertation investigates how workers’ behavioral factors and
their unfamiliarity with data can be leveraged by crowdsourcing systems to control
quality. Through studies that involve familiar and unfamiliar image content, the
thesis demonstrates the benefit of explicitly accounting for a worker’s familiarity
ix
with the data when designing annotation systems powered by the crowd. The thesis
next presents Crowd-O-Meter, a system that automatically predicts the vulnerability
of crowd workers to believe “fake news” in text and video.
The second part of the dissertation explores the reversed relationship between
machine learning and crowdsourcing by incorporating machine learning techniques
for quality control of crowdsourced end products. In particular, it investigates if ma-
chine learning can be used to improve the quality of crowdsourced results and also
consider budget constraints. The thesis proposes an image analysis system called
ICORD that utilizes behavioral cues of the crowd worker, augmented by automated
evaluation of image features, to infer the quality of a worker-drawn outline of a cell
in a microscope image dynamically. ICORD determines the need to seek additional
annotations from other workers in a budget-e cient manner. Next, the thesis pro-
poses a budget-e cient machine learning system that uses fewer workers to analyze
easy-to-label data and more workers for data that require extra scrutiny. The system
learns a mapping from data features to number of allocated crowd workers for two
case studies, sentiment analysis of twitter messages and segmentation of biomedical
images.
Finally, the thesis uncovers the potential for design of hybrid crowd-algorithm
methods by describing an interactive system for cell tracking in time-lapse microscopy
videos, based on a prediction model that determines when automated cell tracking
algorithms fail and human interaction is needed to ensure accurate tracking.
x
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mitosis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
6·2 Interactive Correction of Cell Boundaries. Frames extracted from a
video that was produced by CrowdTrack when it lost track of a cell.
The red boundary surrounds the cell that was currently tracked un-
til the mistake happened and the tracking was stopped. The crowd
workers were asked to follow the cell that has an overlaid red boundary
and choose the frame where the red outline is not accurately enclosing
the tracked cell. A new round of crowdsourcing produced a corrected
boundary for that cell, displayed as a green outline on the frame that
was selected by workers. This example shows that non-expert crowd
workers can recognize the time step where the automatic tracking fails
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1Chapter 1
Introduction
Supervised learning contains a family of machine learning methods whose goal is
to infer a function from labeled training samples. The required training labels are
traditionally collected from subject-matter domain experts or via controlled user
studies. While the recruitment of domain experts makes the training phase reliable,
it is di cult to be scaled on scenarios that require large-scale training data (e.g.,
deep learning methods). Domain experts are often di cult to find and expensive
to recruit and therefore, there is need for scalable methods to ease the process of
obtaining reliable training sample. With the rapid development of Internet mar-
ketplace technologies over the past decade, crowdsourcing has been leveraged as an
alternative to provide labeled data to train supervised machine learning algorithms.
Crowdsourcing platforms like Amazon Mechanical Turk (MTurk), CrowdFlower,
and UpWorks allow crowd task organizers to rapidly spread a huge number of tasks to
a large pool of available workforce (a.k.a. crowd workers). These platforms empower
researchers, corporations, and individuals to create large datasets of human-curated
corpora and outsource a large quantity of tasks that need to be performed in a timely
manner. To expedite the process, tasks in these platforms are distributed in a parallel
fashion among crowd workers.
As a result of the distributed nature of such platforms, significant challenges arise
in quality control. Crowdsourced data is known to be noisy, which could adversely
a↵ect the accuracy of training labels and their corresponding machine learning pre-
2dictions. The noise in crowdsourced end products may be due to multiple reasons
such as workers’ lack of expertise or familiarity with the task at hand, workers’ bi-
ased opinions, insu cient incentives, or task ambiguity. Beside the problem of noisy
results, collecting a large-scale training dataset via crowdsourcing could be costly.
Therefore, cost optimization methods need to be incorporated to make crowdsourcing
a↵ordable for complex large-scale experiments.
This dissertation explores the reversed relationship between machine learning
and crowdsourcing by incorporating machine learning techniques for quality control
of crowdsourced data. In particular, the dissertation first investigates if machine
learning can be used to improve the quality of crowdsourced results and then, more
specifically, if such improvements can be made when budget constraints are in place.
1.1 Behavioral Factors and Data Familiarity
To investigate the quality of human-curated data in crowdsourcing platforms, we
hypothesize that the quality of crowd work is not simply a consequence of the in-
dustriousness of a crowd worker but also largely a consequence of task design. In
particular, we examine whether the quality of crowdsourced data depends on the un-
familiarity/familiarity of the data to crowd workers, or their personal bias towards
the subject of the task. To investigate the influence of such factors on crowd work-
ers’ end results, we first study the influence of content familiarity in a crowdsourcing
environment on the open-ended task of delineating the boundary of a single object
in an image. Our findings are surprising. Not only did crowd workers make fewer
egregious errors on unfamiliar biomedical content than familiar everyday content,
but also rotating familiar images so content is less recognizable led crowd workers to
produce higher quality segmentations significantly faster!
we next study the influence of crowd workers’ implicit and explicit bias on their
3perception of the factualness of a story. To uncover such bias, we propose Crowd-
O-Meter, a framework to automatically predict the vulnerability of crowd workers
to believe false stories. Crowd-O-Meter deploys a user-centered approach to mak-
ing predictions, interpreting a combination of cues that measure the user’s implicit
and explicit opinion bias. We also conduct studies that reveal which are the most
informative clues of a person’s vulnerability to false claims. Experiments on 580
quotes from PolitiFact’s fact checking corpus of quotes by the 2016 U.S. presidential
candidates show that Crowd-O-Meter is precise and accurate. Our study reveals
that the features that measure a worker’s implicit bias are most informative. We
also show the predictive power of Crowd-O-Meter on the two popular news article
modalities text and video. Our results reveal that workers’ reactions to video are
more predictive than to text.
1.2 Trade-o↵ between Budget and Accuracy in Crowdsourc-
ing Systems
Crowdsourcing has been widely adopted by many individuals and businesses as a
low-cost and flexible tool to achieve solutions to tasks that cannot reliably be solved
by automated methods. Such platforms distribute tasks among an unknown pool of
hired users (i.e. crowd workers) and compensate the workers with a small fee that
goes to them upon completion of the tasks.
Human workers are prone to making errors and providing noisy labels and thus,
across many fields, numerous methods have been proposed to control the quality
of results and minimize human errors. Some platforms have addressed the issue of
noisy labels by the use of redundancy, where multiple crowd results are combined
into a single final result (Ipeirotis et al., 2010). To address the quality control
concerns using redundancy, a common approach is to aggregate a fixed number of
4annotations from multiple workers and then apply an aggregation policy. An example
of a simple aggregation policy is majority voting (Warfield et al., 2004; Sheshadri and
Lease, 2013). Although aggregation methods are shown to be e↵ective for removing
noisy labels from the final product, they also increase the budget. In other words,
assigning multiple crowd workers to each single crowdsourcing task to achieve a
higher accuracy increases the overall cost of a project. Since the low-cost nature of
conducting experiments via crowdsourcing platforms is a major advantage for using
these platforms, it is very important to address such a challenge by finding an e cient
trade-o↵ between task accuracy and the overall cost of redundant task allocation.
The generalizability and scalability of determining (manually) how to balance ac-
curacy and e ciency on a case-by-case basis are questionable. An automated decision
process is needed that is scalable to the large datasets produced in real time. To
address this need, the dissertation proposes such an automated process. Our system,
ICORD, dynamically determines during the collection process how many annotations
should be collected. To demonstrate the proposed quality control method, we focus
on the task of delineating boundaries of objects in images (segmentation), which
is a critical step for many computer vision tasks, including collecting information
in regions of interests, matching objects in di↵erent images (registration), following
objects over time (tracking), and di↵erentiating between di↵erent types of objects
(classification). ICORD uses image feature and crowd behavior analysis, and ran-
dom forest regression to automatically interpret the quality of annotations of cells in
biomedical images. ICORD decides when to collect additional data or when to stop.
It intelligently balances annotation accuracy and collection e ciency.
Our results show that ICORD collects annotations both accurately and e ciently.
Accuracy levels are within three percentage points of those of the baseline. More
importantly, due to its dynamic nature, ICORD vastly outperforms the baseline
5method with respect to e ciency. ICORD only uses between 27% and 50% of the
resources, i.e., collection time and cost, that the baseline method requires.
The second portion of this thesis section addresses our initial concern about hu-
man error in crowdsourcing. As mentioned earlier, it is standard practice to collect
labels for the same data point from multiple workers, typically a fixed number of
workers, and then use an aggregation method such as majority voting to determine
the final label. This dissertation shows that the resulting budget, the number of data
points times the costs of collecting redundant labels per data point, could be used
more e↵ectively with a flexible assignment strategy. Fewer workers could be asked
to analyze easy-to-label data and more workers to analyze data that requires extra
scrutiny. We propose an algorithm that computes budget-optimized crowdworker
allocation (BUOCA) based on comparing expert and crowdworker labels. We apply
our algorithm to two datasets: a dataset of twitter messages about the 2016 U.S.
presidential candidates and for which the crowdworker task is to analyze the senti-
ment towards the candidates mentioned in the tweets, and a dataset of microscopy
images for which the crowdworker task is to segment the boundaries of cells. Our
application of BUOCA reveals how to compute the budget level for which adding
redundancy by involving more workers simply increases the crowdsourcing expense
without improving the accuracy of the crowdsourcing outcome. Finally, we envis-
age a human-machine system that could be used to perform budget-optimized data
analysis at a large scale.
1.3 Hybrid Crowd-Machine Algorithms
Our next e↵ort focuses on the problem of how to e↵ectively integrate algorithms and
crowdsourcing and build hybrid systems, where crowd workers complement machine
capabilities by correcting its mistakes or supervise its execution. In particular, we
6investigate the potential for integrating computer vision tracking algorithms and
crowdsourced laymen in order to achieve expert-level cell tracking at scale. We show
that hybrid algorithm-crowdsourcing approaches can lead to a low-budget platform
in which easy tasks are accomplished by algorithms and more di cult tasks are
outsourced to human workers.
Even though the task of automatic cell tracking has been explored by the re-
search community for several years, state-of-the-art methods are still imperfect and
dependent on the data employed (Chenouard et al., 2014). In particular, automated
tracking models are likely to fail when handling challenging scenarios such as cells
undergoing mitosis (Huh et al., 2011; Huh and Chen, 2011) or forming clusters (Bise
et al., 2009; Wu et al., 2012). These intracellular interactions are usually induced in
real-world experiments in order to study the ability of cells to adapt to diverse en-
vironmental situations. The proposed platform, CrowdTrack, shows that imperfect
methods can be improved with the involvement of low-cost crowd work by address-
ing the tasks of correctly tracking and fixing the mistakes of automated algorithms.
CrowdTrack is generic in the sense that it does not depend on the employed data and
tracking approach which we showed by applying it to two di↵erent image modalities,
fluorescence and phase-contrast microscopy.
1.4 Application Area: Political Discourse
Political scientists have begun to use crowdsourcing as an approach to analyze text
documents. Based on the analysis of political manifestos and a multilingual de-
bate in the European Parliament, Benoit and colleagues showed that properly de-
ployed crowdcoding generated results comparable to expert decisions in di↵erent
settings (Benoit et al., 2016). Heselmayer and Jenny (2016) used the approach to
estimate the sentiment of political communication in press releases, minutes from
7parliamentary debates, and media reports on Austrian election campaigns. They
also suggested that the group of lay coders e↵ectively replicated the expert data.
Unlike well-structured text data such as news articles and political speeches, social
media data such as tweets represent an extreme version of informal text and therefore
present a significant challenge to content analysis.
Tweets are often messy, truncated, and contain irony or sarcasm (Guo et al., 2016;
Hsueh et al., 2009). Researchers have explored the use of crowdcoding in analyzing
tweets and found inconsistent results (Fromreide et al., 2014; Finin et al., 2010). This
dissertation presents our idea of a dynamic allocation of crowd e↵ort on sentiment
analysis of political tweets. Application of our methodology to the task of sentiment
analysis of tweets about politicians could be used to test theories such as agenda
setting, framing, and selective exposure (e.g., (Coleman and Wu, 2010; Stroud,
2010)). More recently, researchers have turned their attention to the sentiment of the
public towards political candidates via social media platforms such as Twitter (e.g.,
(Vargo et al., 2014)). Given the magnitude of tweets published daily, an e cient
and valid content analysis method would greatly benefit communication research,
whether it is for annotating a relatively large sample of tweets or for providing labels
for training and evaluating computer models.
Beside the task of sentiment analyses of social media data, communication re-
searchers and political scientists are also interested in the factuality of data dis-
tributed by social media. The 2016 U.S. presidential election highlighted concerns
on the influence of fake news on forming citizens’ judgments around presidential can-
didates. Many news agencies, such as BBC and New York Times, criticized social
media websites such as Facebook, for providing an infrastructure in which fake news
circulate and get promoted via attracting a large number of interactions (e.g., likes,
comments, share). Such platforms, specifically, were criticized for their sensitivity
8to judgments of citizens with no prior qualification or reputation rather than rely-
ing on editorial judgments (Allcott and Gentzkow, 2017). Moreover, a recent study
highlighted the importance of social media in informing U.S. citizens about recent
news by reporting that 62% of U.S. adults receive news on social media, and 18%
do so often (Gottfried and Shearer, 2016). Such a high adoption of social media
among citizens shows the potential of fake news to change citizens’ perspectives on
candidates’ qualifications.
Moreover, fake stories such as “Pope Francis Shocks World, Endorses Donald
Trump for President” attracted millions of interactions on social media websites and
made it among the top trending stories of the Facebook platform for a period of time.
Silverman studied how fake news move within the Facebook network, showing that
the top 20 fake news outperformed the top 20 real news on the platform (Silverman,
2016). The article also studied the influence of fake news on U.S. citizen beliefs and
stated that “most Americans who see fake news believe it.” Their study revealed
the direction of fake news to be mostly favoring Donald Trump over Hillary Clinton.
Allcott and Gentzkow demonstrated that “an average U.S. adult might have seen
perhaps one or several fake news stories in the months before the election, with higher
exposure to pro-Trump articles than pro-Clinton articles” (Allcott and Gentzkow,
2017).
Due to high social impact of fake news in social media, Mark Zuckerberg, founder
and CEO of Facebook Inc., published an statement mentioning that his company has
been working on the problem of misinformation for a long time and take this respon-
sibility very seriously (Zuckerberg, 2016). He called this problem both technically
and philosophically complex, mentioning that a wrong strategy would lead to mis-
takenly restricting accurate content. Google Inc. also acknowledged the problem of
spreading fake news and released a fact-checking label which is attached to published
9stories in Google News. Shortly after the release of the Google News fact-checking
label, Google added the label to the generated search results on the Google Search
platform, anticipating to empower people to form more informed judgments around
the presented stories. Such e↵orts highlight the importance of concerns regarding
the e↵ect of fake news on citizens’ judgments.
Fact checking organizations such as PolitiFact have been developed over the past
decade and are widely employed by news agencies in the process of creation and
refinement of news articles (Vlachos and Riedel, 2014). Facebook accomplishes
fact checking on public figures’ stories using a report-and-flag paradigm in which
users report suspicious stories and then, fact checking is conducted on reported sto-
ries (Mosseri, 2016). Although integrating social media platforms with fact checking
platforms can be a potential solution to the problem of fake news circulating such
platforms, it heavily relies on the e↵orts of domain experts of the fields such as po-
litical science and journalism. Recruiting such an expert audience can be very costly
and time consuming, and their e↵orts may not produce results that are su ciently
timely given the speed of fake news circulating social media (Farajtabar et al., 2017).
As an alternative, we hypothesize that predicting the vulnerability level of users
to believing and circulating fake news can potentially empower platforms to restrict
the impact of vulnerable users’ interactions in the process of promoting fake news.
We believe that such control on interaction of vulnerable users could lead to more
trustworthy trending news. We take the initial steps to investigate such potential by
proposing Crowd-O-Meter, a crowdsourcing platform that leverages implicit opinion
bias (via a user’s behavioral traces) and explicit opinion bias (via a user’s post-
test questionnaire) of American crowd workers to predict the user’s vulnerability in
believing political misinformation.
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1.5 Application Areas: Image Analysis
This dissertation describes techniques to e↵ectively leverage both human involve-
ment and machine learning for image annotation and object tracking. The focus
here is on biomedical images and videos in an e↵ort to facilitate research that ad-
dresses society’s health care problems. A part of this dissertation is a contribution to
the growing exploration of how to successfully leverage large groups of crowdsourced
lay people, i.e. workers without biomedical background to collect high-quality re-
sults for image segmentation and object tracking. We explore how to predict the
quality of a crowd worker’s annotation in the absence of experts’ ground truth an-
notations. We do this by studying whether the interactive behavior of a worker
correlates with annotation quality. We next study the problem of how to e↵ectively
integrate computer vision tracking algorithms and crowdsourced laymen in order to
achieve expert-level cell tracking at scale. This part of the thesis reveals the potential
for hybrid algorithm-crowdsourcing approaches to accelerate analysis of big data in
biology and biotechnology.
1.6 Contributions
The contributions of the thesis have been published in a number of conference papers
and can be summarized as follows:
1. A machine learning framework to examine how crowd workers’ skills and di↵er-
ing levels of familiarity to data a↵ect the quality of produced end results. Our
results reveal that familiarity can lead to better and worse crowd results. Crowd
workers make more egregious errors when segmenting familiar than unfamil-
iar data due to greater perceived task ambiguity. Our studies o↵er promising
evidence that researchers can improve designs of crowdsourcing systems by ex-
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plicitly studying the influence of content familiarity on human behavior (Gurari
et al., 2016b).
2. A machine learning framework to automatically predict the vulnerability of
crowd workers to believe false stories in political discourse. Crowd-O-Meter
deploys a user-centered approach to making predictions, interpreting a com-
bination of cues that measure the user’s implicit and explicit opinion bias.
Crowd-O-Meter uncovers the influence of workers’ bias on their perception of
the factualness of a political statement (Sameki et al., 2017).
3. Analysis of crowdsourcing for the task of image segmentation for biomedical
and everyday images: This contribution provides a solution for the new chal-
lenging problem of how to perform quality control by predicting crowd-drawn
segmentation accuracy from crowd worker’s interactive behavior (Sameki et al.,
2015a), (Sameki et al., 2015b).
4. A dynamic system for crowdsourcing image segmentation task, called ICORD:
This system informs how to utilize the analysis of behavioral cues of the crowd
worker, augmented by analysis of image features, to infer segmentation quality
dynamically. ICORD predicts the accuracy of a crowd-drawn cell outline and
determines the need to seek additional annotations (Sameki et al., 2016c).
5. A machine learning framework that classifies tasks per di culty level and is
shown to optimize the costs of collecting redundant labels per data point. The
framework uses a fewer workers to analyze easy-to-label data and more workers
to analyze data that requires extra scrutiny. Our framework learns a mapping
from data features to number of allocated crowd workers for the case study of
sentiment analysis of twitter messages and segmentation of biomedical images.
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6. A hybrid human-algorithm approach for interactive cell tracking in time-lapse
microscopy videos: A prediction model is contributed that determines when
automated cell tracking algorithms fail and human interaction is needed to en-
sure accurate tracking. The method next informs how to utilize the annotation
e↵orts of algorithms and crowdsourced workers in inhomogeneous multi-round
tasks to create expert-grade tracking trajectories (Sameki et al., 2016a; Gentil
et al., 2016).
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Chapter 2
Investigating the Influence of Data
Familiarity to Improve the Design of a
Crowdsourcing Image Annotation System
Our first e↵ort examines the influence of workers’ knowledge and familiarity with con-
tent of crowdsourced tasks to investigate whether such metrics would a↵ect workers’
behavior. Our experiments were inspired by psychology experiments that reveal hu-
man behavior di↵ers when images are familiar versus unfamiliar and upright versus
upside down (Balas et al., 2010; Barton et al., 2006; Gold et al., 2012; Murray,
1997). We simulated familiarity and unfamiliarity with two datasets of biomedical
(unfamiliar) and everyday (familiar) images.
2.1 Summary
Crowdsourced demarcations of object boundaries in images (segmentations) are im-
portant for many vision-based applications. A commonly reported challenge is that
a large percentage of crowd results are discarded due to concerns about quality. We
conducted three studies to examine (1) how does the quality of crowdsourced seg-
mentations di↵er for familiar everyday images versus unfamiliar biomedical images?,
(2) how does making familiar images less recognizable (rotating images upside down)
influence crowd work with respect to the quality of results, segmentation time, and
segmentation detail?, and (3) how does crowd workers’ judgments of the ambiguity
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Figure 2·1: How does familiarity of content influence crowd work-
ers who annotate images? This work extends well-known psychology
studies about the e↵ects of image familiarity and flipping on human
perception. We explore the influence of these factors on crowdsourced
workers asked to 1) demarcate the boundary of an object in an image
(segmentation) and 2) judge the ambiguity of the segmentation task.
Our findings suggest that “tuning” the familiarity of the content may
be an important factor to consider to more e↵ectively employ crowd
workers.
of the segmentation task, collected by voting, di↵er for familiar everyday images and
unfamiliar biomedical images? We analyzed a total of 2,525 segmentations collected
from 121 crowd workers and 1,850 votes from 55 crowd workers. Our results illus-
trate the potential benefit of explicitly accounting for human familiarity with the
data when designing computer interfaces for human interaction.
2.2 Introduction
In a 2013 study, researchers discarded 33,508 crowdsourced image segmentations of
everyday content, i.e., 32% of collected data, because the results were not “deemed
to be good” (Bell et al., 2013). Conversely, a 2015 study (Gurari et al., 2015)
demonstrated that crowdsourced image segmentations on biomedical image content
nearly matched the quality of segmentations from domain experts. These contrasting
findings are surprising. Why are there di↵erences in the quality of crowd work for
the two studies?
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One interpretation of the contrasting findings is to infer the crowd workers in
the 2013 study (Bell et al., 2013) were not to be trusted. This perspective has
been popularized by Bernstein et al. (Bernstein et al., 2010) who posited that crowd
workers are often either “Lazy Turkers” or “Eager Beavers.” So, as “a rule-of-thumb,
roughly 30% of the results from open-ended tasks are poor.” However, in the 2013
study (Bell et al., 2013) workers were restricted to the best 26 out of 530 workers
whereas the 2015 study (Gurari et al., 2015) employed less stringent worker filtering.
In this work, we hypothesize that the quality of crowd work is not simply a con-
sequence of the industriousness of a crowd worker but also largely a consequence of
task design. In particular, we were inspired to examine whether the hidden secret
for success for biomedical images lied in the unfamiliarity of the data (Figure 2·1).
To the best of our knowledge, we are the first to study the influence of content famil-
iarity in a crowdsourcing environment. We focus on the open-ended segmentation
problem of delineating the boundary of a single object in an image. Our findings
are surprising. Not only did crowd workers make fewer egregious errors on unfa-
miliar biomedical content than familiar everyday content, but also rotating familiar
images so content is less recognizable led crowd workers to produce higher quality
segmentations significantly faster!
The interest in crowdsourcing the collection of object segmentations for everyday
images spans research communities as diverse as computer human interaction (Hara
et al., 2013), computer vision (Gurari et al., 2016a), computer graphics (Bell et al.,
2013), and multimedia (Galli et al., 2012). Crowdsourced segmentations are cur-
rently valuable for o↵ering run-time computations in final image analysis system
designs; e.g., navigation systems leverage crowd workers’ demarcations of sidewalk
obstructions in Google Street View imagery to decide whether sidewalks are inacces-
sible for wheelchairs (Hara et al., 2013). In addition, crowdsourced segmentations
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are exploited at design-time to build better automated methods; e.g., object seg-
mentations serve as training data to teach machine learning systems to identify (i.e.,
classify) the type of observed object (Jain and Grauman, 2013).
The demand for collecting crowdsourced image segmentations is growing as more
novel image analysis systems are proposed. This is because object segmentation is a
critical precursor for many downstream applications that aim to leverage and inter-
pret the rich abundance of visual data, including to perform:
- Image Retrieval: find images in a database that are similar to user-submitted
images (Bell et al., 2013).
- Classification: di↵erentiate between types of objects such as flowers, cars, and
boats (Jain and Grauman, 2013).
- Tracking: follow objects over time (Paletta and et al, 2014).
- Behavior Analysis: characterize how objects’ shapes or trajectories change over
time (Mancini et al., 2014).
The remainder of this chapter is organized into seven sections. Related work is
reviewed in the next section. Then, we describe our image sets. In the subsequent
three sections, we describe three crowdsourcing studies that investigate: 1) How does
the quality of crowdsourced segmentations compare for biomedical versus everyday
images? 2) How does crowdsourcing segmentation collection compare when images
are upright versus upside down? and 3) How do crowd workers judgments di↵er when
they assess the ambiguity of the segmentation task for biomedical versus everyday
images? We finish with a discussion and concluding remarks. The key contributions
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of our work are:
• Analysis of segmentations collected from the crowd for familiar everyday and
unfamiliar biomedical images revealing that “mistakes” predominantly arise
from task ambiguity rather than worker reliability.
• Analysis showing crowd workers produced higher quality segmentations with
less e↵ort when familiar everyday images were upside down and so less recog-
nizable.
• Experiments demonstrating that crowd workers predicted task ambiguity to
be greater than observed in practice for unfamiliar biomedical images and less
than observed in practice for familiar everyday images.
2.3 Related Work
Commonly, researchers address poor quality crowd work by introducing run-time
machinery to improve the results. For instance, mechanisms exist to weed out work-
ers with insu cient training qualifications (Lin et al., 2014), edit/validate crowd
work (Bernstein et al., 2010), or mitigate the influence of poor quality work through
redundancy (Hara et al., 2013). Filtering workers has the undesirable consequence
of limiting the crowd worker pool which, in turn, reduces the degree to which such
a crowdsourcing solution can scale. The remaining aforementioned approaches in-
troduce extra monetary costs as well as delays to acquire results, making such ap-
proaches less amenable to “real-time” applications. Unlike these methods, we address
concerns about the quality of crowd work by modifying the task at design time rather
than at run time.
Limited prior work discusses design-time improvements to yield higher quality
crowdsourced segmentations. LabelMe (Russell et al., 2008), one of the earliest and
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still commonly emulated web-based user interfaces (Hara et al., 2013; Jain and Grau-
man, 2013; Sorokin and Forsyth, 2008), sequentially connects user clicks on the image
with straight lines to produce a closed polygon that demarcates the boundary of an
object. Building on this framework, recent work has added three features to improve
the quality of resulting segmentations: smooth zoom, undo/redo, and automatic
pan (Bell et al., 2013; Lin et al., 2014). Alternatively, web-based segmentation anno-
tation tools, such as interactive scissors (Little et al., 2012) and Click’n’Cut (Carlier
et al., 2014), augment the basic user interface with algorithms that interactively re-
fine user-generated segmentations with the aim to clean up boundary imperfections.
In contrast to methods that modify the basic segmentation interface, we instead only
modify the presentation of images (i.e., rotating images) to yield significantly better
segmentations.
Our experiments were partially inspired by psychology experiments that reveal
human behavior di↵ers when images are familiar versus unfamiliar and upright versus
upside down (Balas et al., 2010; Barton et al., 2006; Gold et al., 2012; Murray,
1997). Although, experimentally, we may understand that humans relate di↵erently
to content of di↵ering levels of familiarity, to our knowledge, no work has quantified
this impact either for the segmentation task or in the crowdsourcing environment.
More broadly, our work relates to human factors research aiming to improve
crowdsourcing theories and methodologies (Lease, 2011; Quinn and Bederson, 2011).
For instance, when choosing how to attract a crowd, important considerations are
how crowds behave with di↵erent incentives (i.e., pay versus volunteer) (Mao et al.,
2013) or cultural biases (Quattrone et al., 2015). In addition, one may make di↵erent
inferences about results based on the demographics of the worker population (Ross
et al., 2010) or perceptions of malicious intent (Gadiraju et al., 2015). Our find-
ings complement existing human factors research by examining how crowd worker
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behavior relates to data of di↵ering levels of familiarity for two types of tasks.
Finally, our work relates to image annotation crowdsourcing literature. Pioneer-
ing works include crowdsourcing the localization of objects with the Peekaboom (Ahn
et al., 2006) game, while more recent works include coarse-grained object localization
using a paintbrush (Welinder and et al, 2010) or bounding box (Su et al., 2012) as
well as pixel-accurate segmentations of specified types of objects (Lin et al., 2014).
Our work di↵ers by addressing the general segmentation problem, where the focus is
on creating a pixel-accurate delineation of the most prominent object according to
human perception, rather than requiring a crowd worker to draw a coarse bounding
region (localization) or segment one of a pre-defined set of object categories (semantic
segmentation).
2.4 Image Sets and Expert Annotations
We conducted our studies on a total of 405 images coming from two image li-
braries (Alpert et al., 2007; Gurari et al., 2015) that represent familiar everyday
and unfamiliar biomedical content. To avoid the challenging problem of how to
establish generalized image sets, we selected publicly-shared datasets intentionally
designed to represent a diversity of objects in a variety of image conditions1. We
also chose these datasets because they were designed to only include images that
have a single, dominant object of interest and include expert-drawn, pixel-accurate
delineations of the object of interest for each image.
Familiar Everyday Images. We leveraged 100 images that were collected with
cameras that detect visible light and so capture content detectable by the naked
human eye (Alpert et al., 2007). The designers of the dataset chose images from
1The image sets can be found at the following links:
http://www.wisdom.weizmann.ac.il/⇠vision/Seg Evaluation DB/1obj/index.html
http://www.cs.bu.edu/⇠betke/BiomedicalImageSegmentation
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royalty free databases that “avoid potential ambiguities” regarding the object of in-
terest because the objects of interest di↵er from the “surroundings by either intensity,
texture, or other low level cues.” Images show objects such as animals, trees, build-
ings, and boats. We assume the objects are familiar to crowd workers from daily life
experiences regardless of the workers’ cultural backgrounds.
Unfamiliar Biomedical Images. We leveraged 305 biomedical images which rep-
resent content undetectable to the naked human eye (Gurari et al., 2015). These
images come from six datasets created for biomedical research studies that target
health care problems such as cancer and heart disease. Three datasets include phase
contrast microscopy images that capture a variety of appearances of di↵erent types
of cells. Two datasets include fluorescence microscopy images that show melanoma
cells. One dataset includes magnetic resonance images showing aortas. We assume
these images are unlikely to be familiar to a lay person.
Gold Standard Segmentations. To judge the quality of crowdsourced segmenta-
tions, we established gold standards using the multiple expert-drawn segmentations
per image provided with the datasets. Specifically, for each image, we fuse the seg-
mentations from the multiple experts into a single final segmentation, using majority
pixel vote. Our intention was to reduce the impact of biases and mistakes from a
single expert on performance analyses.
2.5 1: Segment Everyday versus Biomedical Image
Our first aim was to quantify the quality of crowd work for the segmentation task
and investigate the impact of data familiarity. Towards this e↵ort, we first describe
our experimental methodology including the crowdsourcing system and approach to
measure segmentation quality. Then, we describe our experiments to evaluate and
compare crowdsourced segmentations collected for familiar everyday images and un-
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(a)
(b)
Figure 2·2: Crowdsourcing segmentation system (a) instructions and
(b) user interface showing a completed annotation from a worker.
familiar biomedical images. Our results uncover possible reasons for the contrasting
quality findings discussed in the Introduction for everyday (Bell et al., 2013) and
biomedical content (Gurari et al., 2015).
Segmentation Crowdsourcing System. Our crowdsourcing environment, de-
scribed below, entails a two-step process where crowd workers are first shown in-
structions and then the interface they use for drawing.
Crowdsourcing Platform. We chose the Amazon Mechanical Turk (AMT) mar-
ketplace because of “easy access to a large, stable, and diverse subject pool” and
“the low cost of doing experiments” (Mason and Suri, 2012). In AMT, crowd work-
ers browse among posted jobs, also called HITs (Human Intelligence Tasks), that
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Figure 2·3: Comparison of the quality of crowdsourced segmentations
for the familiar everyday and unfamiliar biomedical images. (a) The
cumulative distribution function shows for each IoU score on the x-axis
the corresponding fraction of crowdsourced segmentations with IoU
scores at most that value from the 500 crowdsourced segmentations for
the 100 everyday images (red) and 1,525 crowdsourced segmentations
for the 305 biomedical images (green). (b) Also shown are exemplar
segmentation results for the range of IoU scores.
are paired with a price that we paid upon completion of each HIT. We accepted all
AMT workers that had previously completed at least 100 HITs and received at least
a 92% approval rating.
Instructions. When a crowd worker reviews our segmentation HIT, (s)he is shown
the instructions (Figure 2·2a). The instructions emphasize that a worker should
segment the single object which is the largest and closest to the center of the image.
Included are also pictures exemplifying desired and undesired segmentations to clarify
that the aim of the task is to create a highly detailed boundary of the single, most
prominent object in the image. Examples are intended to address various annotation
concerns, such as the common complaint that crowd workers create coarse rather than
detailed segmentations (Lin et al., 2014).
Segmentation Tool. After a worker accepts our HIT, the instructions embedded
in the AMT webpage are replaced with the segmentation tool (Figure 2·2b). We
employ the freely-available LabelMe code (Russell et al., 2008). With this tool,
workers trace the boundary of an object by clicking points on the image which are
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connected with straight lines. A worker completes the segmentation by clicking on
the first clicked point. Then, the worker is prompted with a message allowing him/her
to delete the segmentation, in case (s)he made a mistake and so wants to redraw the
object. Otherwise, the worker must specify a text label naming the object and click
“Done” to submit the completed segmentation. The result is a file that records the
sequence of (x, y) image coordinates the crowd worker clicked.
Segmentation Quality Evaluation. To measure the quality of each crowdsourced
segmentation, we measured its similarity to the gold standard segmentation. To do
this, we adopted the widely-used intersection over union (IoU) metric (Gurari et al.,
2015; Hara et al., 2013; Jain and Grauman, 2013) which computes the pixel level
similarity of each crowdsourced segmentation and the gold standard segmentation.
Formally, this measure is represented as |A\B||A[B| where A represents the set of pixels in
the crowd segmentation and B represents the set of pixels in the gold standard seg-
mentation. Resulting scores range from 0 to 1 with larger values indicating greater
similarity between the two segmentations.
Experimental Design. We collected segmentations from crowd workers for the
405 familiar everyday images and unfamiliar biomedical images. To capture the
variability of segmentation behaviors that may arise due to workers with di↵ering
skills, we collected five crowd-drawn segmentations per each image. For each batch
of images (i.e., biomedical and everyday), we posted all HITs simultaneously while
randomizing the order of jobs. We allotted a maximum of ten minutes to complete
each HIT and paid $0.02 per HIT.
We next evaluated the similarity of each crowdsourced segmentation to the gold
standard segmentation using the IoU metric. In total, we computed 2,025 IoU scores.
Results. Figure 2·3a shows the cumulative distribution of IoU scores for both
datasets. Figure 2·3b exemplifies the quality of segmentations associated with the
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range of IoU scores.
The main distinguishing factor between the quality of crowdsourced segmenta-
tions for the two image sets is that crowd workers made egregious errors approx-
imately three to five times more frequently for everyday images than biomedical
images (Figure 2·3a; IoU scores < 0.4). As observed in Figure 2·3b, mistakes that
lead to less than 40% pixel agreement with the gold standard segmentation (i.e., IoU
score = 0.4) arise from task ambiguity (i.e., segment one egg versus three eggs?) as
well as worker error (i.e., incorrect annotation protocol). From visual inspection of
all outliers with IoU < 0.2 (4 from biomedical images, 25 from everyday images),
we observe they arise primarily because of ambiguity; i.e., what is the appropriate
object to annotate.
We observe more higher quality segmentations (i.e., IoU > 0.7) for everyday
images than biomedical images. These results are consistent with our findings for
expert annotators. Specifically, when evaluating segmentations from the multiple
available expert annotations (included with the benchmarks) against the gold stan-
dard segmentations, the median IoU score is 0.85 for the biomedical images and 0.97
for everyday images. As observed in Figure 2·3b, di↵erences in higher scores often
arise due to di culty in capturing the detail for complicated boundaries, and the
biomedical images show objects with highly-complicated boundaries.
In total, 93 unique workers created the 2,025 segmentations with 3 workers in
common across the two datasets. The 500 segmentations for the everyday images
were created by 44 unique workers, with the average number of jobs completed per
worker and its standard deviation being 11 and 23. The 1,525 segmentations for the
biomedical images were created by 52 unique workers, with the average number of
jobs completed per worker and its standard deviation being 29 and 82.
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Discussion. Our findings o↵er promising evidence that crowdsourcing errors are
more frequent for everyday images than biomedical images because crowd workers
bring more conflicting opinions regarding how to interpret the segmentation task.
For example, when segmenting an image of a basket with eggs, “experts” on the
content may be focused on asking whether they should annotate one egg versus
three eggs versus the basket holding the eggs. In contrast, when segmenting an
image of a cell, crowd workers that are “not experts” on the content may be less
distracted by the intricacies of the nucleus, membrane, and other internal structures
that they could annotate within a cell. In the next section, we explore whether crowd
workers are making more mistakes (i.e., perceiving ambiguity) on everyday images
than biomedical images because the content is familiar. We design the next study
to avoid the possible concern that findings arise due to di↵erences in the studied
datasets.
2.6 2: Segment Upright versus Upside Down Image
Our next goal is to learn how making familiar image content less recognizable a↵ects
the quality of crowd work. Towards this e↵ort, we evaluate and compare crowd-
sourced segmentations when the familiar everyday images are upright and upside
down. An upside down image of a dog, for example, means the dog’s feet will reside
where the dog’s head would be expected (Figure 2·1). We also quantify how upside
down images influence crowd worker e↵ort, with respect to segmentation time and
detail. Finally, we quantify how crowd worker e↵ort relates to the quality of his/her
work.
Methods. Our methodology builds o↵ of the crowdsourcing system and approach
to measure segmentation quality discussed in Study 1. We describe below the mea-
sures we adopted to quantify a crowd worker’s e↵orts to produce a segmentation.
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Figure 2·4: Analysis of 1,000 crowdsourced segmentations collected
on 100 everyday images where five crowdsourced segmentations were
collected per image when it was upright as well as rotated 180 degrees.
For each plot, the central marks of the boxes denote the median values,
box edges denote the 25th and 75th percentiles values, whiskers denote
the adjacent value to the data point that is greater than one and a half
times the size of the inter-quartile range, and black cross-hairs denote
outliers. Overall, when images were upside down, (a) segmentation
quality was higher, (b) crowd workers took less time to annotate, (c)
crowd workers denoted the boundary of objects with more points, and
(d) crowd workers annotated at the same speed.
Then, we discuss our methodology to measure how a crowd worker’s e↵ort relates to
the quality of his/her completed work.
Measuring Crowd Worker E↵ort. Our measures were inspired by the observation
that workers with complete freedom in drawing may require more clicks and time in
order to accurately capture the detail of objects (i.e., tree). In addition, workers may
need to allocate extra attention (i.e., time) to decide with certainty how to separate
an object from the background. Therefore, we quantify crowd worker e↵ort with the
following three metrics:
• Segmentation Time (T): We leverage logged values in the AMT system that
report, for each completed HIT, the lapsed time between when the crowd worker
clicked the “Accept HIT” button and the “Submit HIT” button.
• Number of Points (P): We count the number of (x,y) image coordinates recorded
in the LabelMe result file describing the segmentation created by the crowd
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worker.
• Segmentation Speed (TpP): We compute the average time per point as SegmentationTimeNumberOfPoints .
Correlating Worker E↵ort with Work Quality. We next measure how a crowd
worker’s e↵ort relates to the quality of his/her segmentation. We chose to model this
relationship with a regression model to capture that segmentation quality ranges on
a continuum from nearly perfect (i.e., IoU score close to 1) to seemingly meaningless
(i.e., IoU score close to 0). In particular, we trained a multiple linear regression
model with n crowdsourced segmentations to learn the model parameters, where each
segmentation is described by the three worker e↵ort parameters (T, P, and TpP) and
an IoU score indicating the quality of the segmentation. More formally, the model
is represented as y = X  where y denotes an n-dimensional vector of segmentation
quality scores, X denotes a n x k matrix consisting of n vectors that each contain k
worker e↵ort descriptors (k 2 {1, 2, 3}), and   denotes a k-dimensional vector of the
model parameters (e.g.,  T ,  P , and  TpP ) to be learned. At test time, given a new
crowdsourced segmentation, the three learned model values ( ) are multiplied with
their respective worker e↵ort parameters and then summed to establish the predicted
segmentation quality (IoU) score. To evaluate how well our models generalize, we
performed 10-fold cross-validation.
To evaluate how strongly correlated predicted IoU scores are to actual IoU scores,
we computed the Pearson’s correlation coe cient (CC). We used the combination
of predictions on the 10 test sets from the 10 iterations in cross-fold validation.
CC values range between +1 and -1 inclusive, with values further from 0 indicating
stronger predictive power of a model.
Experimental Design. We collected a total of 10 crowdsourced segmentations per
image for the 100 familiar everyday images. Included were the five segmentations per
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image collected for Study 1. We collected five additional segmentations per image
using the same crowdsourcing set-up as in Study 1, except each image was presented
upside down (i.e., rotate image by 180 degrees).
Then, for each crowdsourced segmentation, we computed the segmentation time,
number of points, segmentation speed, and IoU score. In total, 4,000 computed
values were the foundation for subsequent analyses.
Next, we analyzed whether there were significant di↵erences in crowd performance
for upright and upside down images. For instance, do crowd workers di↵er in the
amount of time they take to annotate when images are upright versus upside down?
Inspired by previous work (Smucker et al., 2007), we chose the distribution-free
bootstrap test to compare the 500 segmentations on the upright images and 500
segmentations on the upside down images. The test returns a p-value which indicates
the probability of obtaining the two sets of observed results by chance. We infer, with
high probability, that observed di↵erences are reflective of a true di↵erence between
the two sets of results when the computed two-sided p-value is less than 0.05. We
performed four t-tests with respect to each of the four descriptors (T, P, TpP, IoU
score).
Finally, we evaluated a total of eight regression models that indicate how crowd
worker e↵ort relates to segmentation quality. For both upright and upside down
images, we evaluated four models where we analyze how segmentation quality relates
to each of the three worker e↵ort cues independently (T, P, TpP) as well as in
combination. We used the freely-shared data mining software Weka (Hall et al.,
2009) to train, test, and evaluate our models.
Results. Figure 2·4 illustrates the observed distribution of values for segmenta-
tion time, number of points, segmentation speed, and IoU score for both the upright
and upside down images. Upside down images led to higher quality results and re-
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Upright Images Upside Down Images
Parameters IoU = CC IoU = CC
Time (T) 0.0002T + 0.7767 0.03 -0.0001T + 0.8368 -0.21
# Points (P) 0.0022P + 0.7173 0.23 0.0024P + 0.7592 0.22
Speed (TpP) -0.0121TpP + 0.8362 0.33 -0.0052TpP + 0.8498 0.33
All (0.0007T + 0.0006P- 0.0146TpP + 0.7726) 0.40
(0.0002T + 0.0016P
- 0.0051TpP + 0.7847) 0.34
Table 2.1: We compare worker e↵ort to the quality of a segmenta-
tion when images are upright and upside down. We report learned
linear regression models with respect to 1) time to segment, 2) num-
ber of points, 3) segmentation speed, and 4) the combination of the
three parameters. We also report correlation strengths (CC) for each
model. Larger CC scores indicate greater correlation between worker
e↵ort and segmentation quality. The main di↵erence between models
for upright and upside down images is that comparable segmentation
speeds (TpP) leads to considerably worse segmentation quality on up-
right images.
Figure 2·5: When images are upside down, the majority of egre-
gious errors (i.e., IoU < 0.2) arose from crowd workers (green overlays
on right) because they consistently disagreed with experts (red im-
age overlays on left) regarding the true segmentation. (Best viewed in
color.)
duced e↵orts from crowd workers, as observed by comparing median scores. Upside
down images also led to less variability in quality and e↵ort, as evidenced by smaller
inter-quartile ranges as well as ranges excluding the outliers.
We found that the observed improvement of segmentation quality on upside down
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images from upright images was significant (p < 0.05). Interestingly, as we hypoth-
esized from Study 1, di↵erences were predominantly isolated to “poor quality” seg-
mentations. Specifically, comparing upside down to upright images, the median and
top 25th percentile scores are similar while scores demarcating the 75th percentile
score and outliers di↵er by 5% and 10% respectively (Figure 2·4a). We visually
inspected the most egregious segmentation outliers (i.e., IoU < 0.2) for the upside
down images and found they arose predominantly because crowd workers disagreed
with experts regarding the true delineation of the object of interest (Figure 2·5).
We also found that the observed reduction in e↵ort to create the higher quality
segmentations on upside down images was significant (p < 0.05). This finding was
true for two of the three e↵ort measures: segmentation time and number of points.
Crowd workers took 16% less time with an average of 73 seconds for upright images
and 61 seconds for flipped images. Crowd workers marked 7% fewer points to create
each segmentation for upright images than upside down images (i.e., 33.9 and 31.4
number of points respectively).
Overall, we observed similar trends for how worker e↵ort correlated to segmenta-
tion quality on upright and upside down images (Table 2.1). Comparing CC scores
(Table 2.1, rows 1-4), we observed that the segmentation quality could best be
predicted by considering all three worker e↵ort metrics followed by relying exclusively
on the segmentation speed, number of points, and segmentation time. In addition,
when examining the learned correlation models (Table 2.1, rows 1-4), we observed
that higher quality segmentations typically arose when a crowd worker took more
time (positive valued multiplier  T ), marked more points (positive valued multiplier
 P ), and segmented at faster speeds (negative valued multiplier  TpP ).
The key di↵erence between learned models for the upright and upside down im-
ages lies in the multipliers learned for the segmentation speeds ( TpP ). The di↵erence
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is approximately a factor of 2.5 (Table 2.1, rows 3 & 4). This means that workers
annotating all upright images were observed to produce worse quality results than
workers annotating all upside down images when spending the same amount of time
on the annotation task.
In total, 75 unique workers created the 1,000 segmentations with three workers
in common for both datasets2. The 500 segmentations for the upright images were
created by 44 unique workers, with the average number of jobs completed per worker
and its standard deviation being 11 and 23. The 500 segmentations for the upside
down images were created by 34 unique workers, with the average number of jobs
completed per worker and its standard deviation being 15 and 18.
Discussion. We continue to observe an advantage of fewer segmentation errors
from crowd workers when data is less familiar. Moreover, our analysis of crowd
mistakes on upside down images raises an important question for future work of what
should the truth should be when the majority of the crowd disagree with experts
regarding the truth.
Our findings also o↵er insight into why crowd workers may produce significantly
higher quality segmentations with considerably less e↵ort on upside down images
than upright images. In general, we expect crowd workers to be more physically
constrained and so annotate at slower speeds when annotating objects with highly-
jagged boundaries, such as a tree. Moreover, we expect that crowd workers would
find it more challenging to achieve pixel-perfect, high quality segmentations on ob-
2We found that our study results are not impacted by learning e↵ects. Specifically, for both
the upright and upside down everyday image experiments, we created a plot showing the quality of
each worker’s segmentations in the sequential order the jobs were completed (x-axis = job number,
y-axis = IoU score). We then computed a best fit line for every worker who completed multiple jobs.
A positive slope for a best fit line indicates that segmentation quality improved with more worker
experience. However, the median slope for all best fit lines was negligible for the upright images
(0.00175) and upside down images (0.000395), with roughly equal portions of slightly positive and
negative slopes across all workers.
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jects with complicated object boundaries like a tree than rigid objects like a box. In
other words, it makes sense that greater worker e↵ort (slower segmentation speeds)
could be correlated with lower quality segmentations. However, we hypothesize that
this tendency is even more pronounced for everyday images because crowd workers
are distracted by additional thoughts about the object, which could include anal-
ysis regarding the appropriate level of granularity to segment. In other words, we
hypothesize that recognition leads to extra cognitive processing that causes crowd
workers to be less focused and therefore e↵ective at performing the segmentation
task. We hypothesize that rotating an image upside down disrupts the holistic per-
ception of what an object is (recognition) and so channels a worker’s attention to
more e↵ectively focus on demarcating the prominent boundaries in an image.
2.7 3: Assess Segmentation Ambiguity
In our final study, we ask crowd workers to predict which images would be ambiguous
to segment among everyday and biomedical images. In practice, this task could be
valuable as a preliminary step to establish when to forego the expensive segmenta-
tion task or to expect disagreement. More broadly, this study highlights how data
familiarity may influence crowd workers’ perceptions.
Methods. We prepared our crowdsourcing system as an internal HIT in AMT.
When a crowd worker on AMT reviews one of our posted HITs, (s)he can see the
task header and voting task on the same webpage before deciding whether to accept
the HIT (Figure 2·6a).
Our task header includes the problem motivation, task question, and two steps
instructing how to perform the task (Figure 2·6a). We ask workers to answer
the following question about an image: “If we asked multiple people to draw the
boundary of a single object in the given image, do you think all people would pick the
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(a)
(b)
Figure 2·6: Crowdsourcing voting system (a) instructions and (b)
user interface.
same object?” We intentionally specify criteria that aligns with the segmentation task
we used in practice. In an e↵ort to help workers feel their contributions are valued,
we state that the long-term aim of the task is to support computer scientists to build
systems. Finally, to clarify the aim of the task, we include pictures exemplifying
when to label an image with “Yes” versus “No.”
To increase study e ciency, we present a set of five images per HIT. Each image
is shown in a column on the left and the crowd worker casts a vote by selecting one of
two radio buttons to the right of each image to indicate ”Yes” or ”No” (Figure 2·6b).
Once a worker completes voting on the five images, the workers clicks a button to
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submit the results. AMT records the submitted results along with the lapsed time
between when the crowd worker clicked the “Accept HIT” button and “Submit HIT”
button.
Experimental Design. We collected crowd votes for the 100 familiar everyday
images and 270 unfamiliar biomedical images (i.e., BU-BIL:1-5) used in Study 1. To
minimize concerns about worker quality, we use the majority vote answer from five
collected answers to assign the image label. To avoid concerns about voting biases
related to the same groupings and orderings of images per HIT, for each dataset, we
randomly assigned five groupings of five images per HIT.
We then quantified the correlation between perceived and actual “easy” and
“hard” segmentation problems. We labeled images as perceptually di cult when
the majority vote indicated there was not a clear object to annotate. We labeled im-
ages as actually di cult when at least two crowdsourced segmentations of the image
(collected in Study 1) were incorrect detection. Incorrect detections are identified by
IoU scores below 0.5, which means the crowdsourced segmentation shares less than
50% of pixels with the gold standard segmentation. We report the relationship be-
tween perceived and actual labels using the evaluation measures precision and recall.
Precision indicates what fraction of images that were perceived as easy to segment
were actually easy to segment. Recall indicates what fraction of images that were
actually easy to segment were perceived as easy to segment. Both measures return
scores ranging from 0 to 1 with better performance reflected by higher scores.
Finally, we compared time to complete voting HITs for the everyday and biomed-
ical images. As in Study 2, we measure the significance in time di↵erences using a
distribution-free bootstrap test and infer observed di↵erences are significant when
the computed two-sided p-value is less than 0.05.
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Figure 2·7: Examples illustrating when crowd workers’ judgments
of the segmentation ambiguity di↵er and match actual segmentation
ambiguity observed for biomedical and everyday images.
Precision Recall Avg Voting Time
Everyday 90% 81% 23.4 seconds
Biomedical 97% 51% 20.2 seconds
Table 2.2: Results illustrating how closely crowd votes regarding the
perceived ambiguity of segmenting images matched the actual observed
segmentation task ambiguity for everyday and biomedical images. For
biomedical images, crowd workers more frequently perceived the seg-
mentation task as more ambiguous than in reality. For everyday im-
ages, crowd workers tended to perceive the segmentation task as less
ambiguous than in reality.
Results. Overall, crowd workers typically voted images to be more ambiguous for
unfamiliar biomedical image content and less ambiguous for familiar everyday image
content (Table 2.2). Specifically, the absolute di↵erence of 7% in precision (i.e., 90%
versus 97%) indicates that crowd workers more often perceived images as providing
an unambiguous segmentation task than actually observed in practice. In addition,
the absolute di↵erence of 30% for recall (i.e., 81% versus 51%) reveals that crowd
workers more often perceived images that are unambiguous to segment as ambiguous
for the biomedical images.
Our findings highlight the interesting question of why is popular perception of
task ambiguity contrasting what is observed in practice regarding the ambiguity of
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the segmentation task? Exemplar results illustrate how crowd workers judgments are
influenced by the type of content (Figure 2·7). We suspect that, for instance, crowd
workers’ understanding of the three eggs perhaps blocked them from recognizing the
actual ambiguity regarding whether to instead annotate a single egg or vice versa
(Figure 2·7, upper right quadrant). In contrast, we suspect crowd workers lack of
recognition of the cell led them to infer the task is ambiguous despite the observation
that there is a single, clearly-defined “blob” in the image (Figure 2·7, lower left
quadrant).
Aligning with our findings from Study 2, we found crowd workers took more
time for familiar everyday images than the unfamiliar biomedical images (p < 0.05).
Similar to the previous study, we suspect that recognition of content adds extra
cognitive processing, and so time, to complete the task.
In total, 55 unique workers completed all tasks. The 100 voting HITs for everyday
images were created by 13 unique workers, with the average number of jobs completed
per worker and its standard deviation being 38 and 54. The 275 voting HITs for the
biomedical images were created by 45 unique workers, with the average number of
jobs completed per worker and its standard deviation being 34 and 75.
2.8 Discussion
While the reliability of humans depends on many factors, our findings o↵er promising
evidence that familiarity of the data may be an important factor to consider when
designing human computer interaction systems.
Segmentation Collection. By broadening our analysis of crowd work to include
familiar and unfamiliar data, we were inspired to rethink generally held assumptions
about how to collect segmentations for familiar image content. In absolute terms, the
practical importance of our findings may be great. Rotating familiar images to make
37
content less recognizable would yield higher quality results while eliminating over
eight 40-hour work weeks and 7,000 user clicks at the scale of 100,000 crowdsourced
segmentations, assuming the findings observed in Study 2. This simple image rota-
tion step may yield great savings and quality improvement for individuals hoping to
design novel systems that leverage the rich abundance of visual data.
Trustworthy Crowd Workers for Open-Ended Tasks. We found the 115 unique
crowd workers in our studies were generally highly trustworthy. We were pleas-
antly surprised to learn that less than 0.2% of crowdsourced segmentations (4 out of
2,525) in Studies 1 and 2 appeared to be “malicious” poor quality results. Our find-
ings suggest that most of the remaining egregious outliers were avoidable problems
through, for example, better gold standards used for evaluation. Our results o↵er
hints that poor crowd performance may be due to workers’ cognitive overload from
a complicated task rather than lack of su cient e↵ort in accomplishing the task.
We o↵er our study as a meaningful example for the value of trusting crowd
workers when designing systems. Teasing out richer information as to why crowd
workers make “mistakes” can o↵er valuable feedback regarding our blind spots where
tasks may be ambiguous. Analogous experiments in other domains could include
examining how crowd workers perform in text-based or audio-based tasks that are
in English when their first language is English versus is not English. Additional
experiments could include investigating how a crowd worker’s behavior changes over
time as (s)he becomes more experienced and perhaps begins to see and/or become
blind to task ambiguities.
Influence of Image Familiarity on Humans. Our findings augment existing psy-
chology studies that examine how image familiarity influences human behavior (Balas
et al., 2010; Barton et al., 2006; Gold et al., 2012; Murray, 1997). Our findings are
surprising in that workers perform the given task faster when images are upside
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down than upright. We posit that our contrasting finding to prior work is due to the
distinction in our studied task as, to our knowledge, our work is the first to examine
the image segmentation task.
We hypothesize that humans that work with image content that is familiar accrue
extra mental processing related to recognition that can both lead to better and worse
crowd results. While removing familiarity may eliminate extra cognitive processing
competing for a human’s attention and so lead to faster and better segmentations
(Study 2), removing familiarity may also lead workers to misjudge the ambiguity of
tasks (Study 3). Future work will investigate the impact of di↵ering levels of content
familiarity for other image analysis tasks, such as object detection, counting, and
tracking.
Free-Hand Drawing. After completing our studies, we were surprised to discover
that it is a well-established understanding in the art community that individuals
draw better when looking at images flipped upside down. Although a di↵erent draw-
ing scenario than ours, in the New York Times bestselling book “Drawing on the
Right Side of the Brain” the authors recommend to beginners to flip a photograph
upside down and then try to draw the contents of the photograph on a blank piece
of paper (Edwards, 1997). Possible future research would be to collaborate with
members of the art community to gain inspiration for additional insights for how
to improve the design of human computer interaction systems for image annotation
tasks.
2.9 Conclusion
We examined the segmentation task and how crowd workers’ skills and judgments
relate to data of di↵ering levels of familiarity. Our results highlight familiarity can
lead to better and worse crowd results. Study 1 shows crowd workers make more
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egregious errors when segmenting familiar than unfamiliar data due to greater per-
ceived task ambiguity. Study 2 reveals better results are obtained when familiar
data is artificially made less familiar. Study 3 demonstrates crowd workers predict
task ambiguity more accurately when data is familiar than unfamiliar. We hope our
segmentation studies will encourage rethinking generally held assumptions that one
should expect large fractions of poor quality work when crowdsourcing open-ended
tasks. Our studies o↵er promising evidence that researchers can improve designs of
crowdsourcing systems by explicitly studying the influence of content familiarity on
human behavior.
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Chapter 3
Crowd-O-Meter: Predicting if a Person is
Vulnerable to Believe Political Claims
Beside the impact of familiarity with the task in hand, we hypothesize that the quality
of crowd work might be a↵ected by crowd worker’s personal bias toward the subject
of the task. To investigate the influence of opinion bias on end results, we first study
the influence of crowd workers’ implicit and explicit bias on their perception of the
factualness of a political claim. This chapter introduces Crowd-O-Meter, a machine
learning framework to automatically predict the vulnerability of crowd workers to
believe misinformation based on their implicit and explicit opinion biases.
3.1 Summary
Social media platforms have been criticized for promoting false information during
the 2016 U.S. presidential election campaign. Our work is motivated by the idea
that a platform could reduce the circulation of false information if it could esti-
mate whether its users are vulnerable to believing political claims. We here explore
whether such a vulnerability could be measured in a crowdsourcing setting. We pro-
pose Crowd-O-Meter, a framework that automatically predicts if a crowd worker will
be consistent in his/her beliefs about political claims; i.e., consistently believes the
claims are true or consistently believes the claims are not true. Crowd-O-Meter is
a user-centered approach which interprets a combination of cues characterizing the
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user’s implicit and explicit opinion bias. Experiments on 580 quotes from PolitiFact’s
fact checking corpus of 2016 U.S. presidential candidates show that Crowd-O-Meter
is precise and accurate for two news modalities: text and video. Our analysis also
reveals the most informative cues of a person’s vulnerability among the cues mea-
sured.
3.2 Introduction
Social media have taken on the important roles of news gathering and circulating.
Current estimates indicate that 62% of U.S. adults receive news on social media
(Gottfried and Shearer, 2016). This underscores an important concern about the
unchecked influence of fake news. According to popular media reports, fake news are
shared more often than factual news (Silverman, 2016). This issue begs an important
question of how users of social media can know when to trust the information they
read.
Social media platforms started initiatives to reduce the circulation of misinforma-
tion. For example, some platforms enable users to report suspicious stories and then
employ fact-checking organizations to provide “disputed accuracy” labels (Mosseri,
2016). Unfortunately, fact checking relies on the costly e↵orts of domain experts in
political science and
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Figure 3·1: Our goal is to determine whether a person will consis-
tently form a singular belief about the truthfulness of political claims
made by a subject of bias, in this example from the 2016 U.S. presiden-
tial candidates. In the top example, the person consistently believes
quotes from Clinton to be more true than domain experts. In the
bottom example, the person does not show a vulnerability to believe
quotes from Trump to be consistently more true (or more false) than
domain experts. We propose a system, Crowd-O-Meter, which uses
measures of a person’s explicit bias (e.g., party preference) and im-
plicit bias (i.e., worker behavior when rating the quotes) to predict if
(s)he is vulnerable.
journalism. Moreover, manual fact checking is so time consuming that its results
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may come too late to prevent the circulation of fake news, which can spread fast on
the internet. Alternatively, state-of-the-art automatic methods for dealing with fake
information on social media have proposed fact checking based on linguistic analysis
of the stories (e.g., (Mitra et al., 2017)) and balancing a user’s exposure to factual
and fake stories (Farajtabar et al., 2017).
In this work, we instead propose a user-centered approach as a first step towards
empowering social media platforms to detect users who are vulnerable to misinfor-
mation. We propose a method for detecting whether a person is consistent in his/her
belief about the truthfulness of political claims. For example, as observed in Fig-
ure 3·1, one person consistently believes claims made by Hillary Clinton to be true
even that most of the claims are not actually true. In contrast, Figure 3·1 also ex-
emplifies a person who is inconsistent in whether (s)he believes quotes from Donald
Trump are true. Our proposed method automatically identifies whether a user is
consistently biased in his/her beliefs based on a combination of implicit behavioral
cues and explicitly shared political views. In other words, our method indicates if
a person is vulnerable, whether because (s)he consistently believes the claims are
true or because (s)he consistently believes the claims are not true. Our solution can
be applied to filter a collection of users to a smaller set in order to more e ciently
identify users who are vulnerable to believing false claims.
In this work, we focus on the following three questions:
• Can we train a machine to automatically predict if a crowd worker will harbor
a consistent belief about the truthfulness of political claims?
• What features best predict whether a crowd worker will hold a consistent view
of the truthfulness of the claims?
• How does the data modality, i.e., text versus video, impact a machine’s ability
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to predict whether a crowd worker will hold a consistent view of the truthfulness
of the claims?
In our work, we used statements made during the 2016 U.S. presidential elec-
tion campaign. We created a new dataset called the “Political Claims Factualness
Dataset,” for which we collected judgments from U.S. located crowd workers on the
factuality of quotes from the front runners Donald Trump and Hillary Clinton. We
compared the workers’ judgments with those of domain experts. We considered
crowd workers’ behavioral traces (unconscious) and explicit opinion bias (conscious)
separately and jointly to train and test di↵erent versions of our Crowd-O-Meter
prediction system. Some of our findings are:
• Crowd-O-Meter is up to 26 percent points more accurate than the best we can
achieve today (i.e., chance predictions).
• Features that measure implicit bias are typically better predictors than features
that measure explicit bias.
• The predictive power of Crowd-O-Meter to detect a person’s vulnerability is
typically stronger for claims observed in a video than for claims read in text.
We will make the “Political Claims Factualness Dataset” with ground truth and 7
crowd worker annotations per data point available to the research community. The
insights we gained about how to measure and predict vulnerability in crowd work,
while tested only in the domain of political discourse, have the potential to generalize
to other areas.
The rest of the chapter is organized as follows. Section 3.3 explains the state
of the art in three related areas: (1) dealing with fake news on the internet, (2)
defining implicit and explicit bias, and (3) handling bias in crowdsourcing. Section
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3.4 explains our proposed crowdsourcing methodology, including our implicit and
explicit bias metrics and the prediction model used by our Crowd-O-Meter system.
Section 3.5 discusses our experimental setup and the performance of our prediction
system. Sections 3.6 and 3.7 discuss potential applications of our system and conclude
with future work.
3.3 Related Work
3.3.1 Fact Checking News on the Internet
We define “fake news” as articles that are verifiably discussing false claims (Allcott
and Gentzkow, 2017). Due to high adoption of social media in informing U.S. adults
about everyday news (Gottfried and Shearer, 2016), many concerns are raised about
the trustworthiness and credibility of information circulating on social media. Thus,
the problem of identifying and dealing with fake news has attracted a lot of attention.
The task of fact checking is sensitive to human bias, as is known, for example, from
legal court cases. People typically either show very strong support for or against the
topic of analysis. Presence of such strong opinions can cloud the critical thinking and
decision making (Kang et al., 2012). We summarize the o↵ered solutions to mitigate
the presence of fake news as follows:
Manual Intervention: Facebook recently suggested a report-and-flag frame-
work to recognize and remove false stories from the platform (Mosseri, 2016). In the
“report stage,” the community identifies and reports suspicious stories. Reported
stories are next sent out to fact checkers to evaluate the credibility and validity of
selected stories. In the “flag stage,” fake stories are labeled by the “disputed by
3rd party fact-checkers” flag. Users are also notified once they are about to share a
disputed story. Such a labor-intensive approach requires domain experts of journal-
ism and political science fields to get involved and, thus, the process is costly and
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slow. The scheme also can su↵er from malicious attacks on real stories, planned by
spammers and malicious adversaries (Farajtabar et al., 2017). Our proposed system
does not require additional human input. Rather it relies on users’ interaction with
the platform to learn if they could be advocates of fake news.
Intervention based on Linguistic Content: As the importance of linguis-
tic content has been revealed in many fact-checking studies (Arif et al., 2016; Liao
and Shi, 2013; Liu et al., 2014), linguistic features of text have been used to de-
tect controversial text (Mitra et al., 2017; Zhao et al., 2015; Zeng et al., 2016).
Although such studies could reduce the amount of human e↵ort needed in the fact
checking paradigms, they might not generalize to fake stories generated in the future.
Spammers could use novel strategies that could potentially outdate current factu-
ality classifiers. With Crowd-O-Meter, we approach the problem from a di↵erent,
user-centered perspective. Relying on a users’ interaction on a platform to predict
how vulnerable (s)he might be in believing false claims could o↵er a valuable social
media strategy to avoid promoting false stories.
Network Activity Intervention using Reinforcement Learning: With
the goal to match people’s exposure to real news to their exposure to fake news,
(Farajtabar et al., 2017) developed a reinforcement learning model that aims to
optimize the propagation of the real news through the network. This model requires
a network graph of connections (user u follows user v), and makes assumptions of
users following each other and immediately reading their shared stories. As noted by
the authors themselves, this assumption is not realistic as people may only be o✏ine
at certain times and so miss updates from their network. Our method does not make
assumptions about a user’s network. Each user is studied individually, and analysis
of his/her implicit and explicit opinion biases is predictive of his/her reaction to false
claims.
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3.3.2 Bias
Bias Definition: Psychologists and sociologists have defined bias as a property of
people with the following characteristics (Guerra et al., 2011; Walton, 1991): (1) A
lack of appropriate critical doubt that leads the biased party to lean toward a specific
side of an argument instead of assessing the other side in a critically appropriate
manner; (2) A lack of proper logic in argumentation; (3) A visible position of the
biased party toward a subject (e.g., favoring one subject over others); (4) A personal
gain of the party associated with the outcome of an argument.
Bias Types: Two types of bias are widely studied in the literature: implicit and
explicit bias (Dovidio et al., 2002). Implicit bias refers to people’s evaluations and
assessments that are made without their full awareness or control over the subject
and are often automatically activated. A common method to measuring such bias is
by using the “Implicit Association Test” (IAT by A. G. Greenwald, D. E. McGhee,
& J. L. K. Schwartz,1998), which measures the reaction time that “captures the
strength with which social groups [..] are implicitly or automatically associated
with good/bad evaluations and other characteristics” (Jost et al., 2009). On the
other hand, explicit bias refers to attitudes that are often assessed and collected
through a self-report assessment and reflect a person’s beliefs and ideology. One
study indicated the impact of “implicit bias among physicians, its dissociation from
conscious (explicit) bias, and its predictive validity” (Green et al., 2007). Other
studies indicated that implicit bias collected through IAT and explicit self-reported
bias are systematically related (e.g., (Greenwald et al., 2003; Hofmann et al., 2005)).
Unlike prior work, our aim is to uncover the potential of implicit and explicit metrics
for predicting the bias of people to have a consistent belief about the truthfulness of
political claims.
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3.3.3 Crowdsourcing a Person’s Bias
Measuring Implicit Bias: Our goal is to measure a user’s implicit opinion bias via
his/her behavioral traces, also called “task fingerprinting.” This concept was intro-
duced by (Rzeszotarski and Kittur, 2011) to teach a machine to predict the quality
of crowd work in the absence of ground truth; e.g., using worker clicks, key presses,
mouse scrolling. Since then, multiple studies have employed task fingerprinting to
detect poor-quality results based on the user’s behavior (Sameki et al., 2015b; Sameki
et al., 2016c). A recent study analyzed user’s event logs to detect poor-quality crowd
and expert work (Kazai and Zitouni, 2016). As an application of such e↵orts, (Birn-
baum et al., 2013) used behavioral data to identify interviewer fabrication in surveys
by asking annotators to fabricate the data intentionally. Finally, (Dang et al., 2016)
developed a freely-available framework to empower researchers to collect behavioral
traces on their tasks while working with Amazon Mechanical Turk. Our work builds
on prior work by demonstrating the potential of task fingerprinting in a new appli-
cation of detecting the bias of a crowd worker to hold a consistent belief about the
truthfulness of political claims.
Measuring Explicit Bias: Previous surveying e↵orts have investigated the
general demographic setting of crowdsourcing platforms such as Amazon Mechanical
Turk (Paolacci et al., 2010; ?) and the viability of crowdsourcing platforms to collect
high quality data via surveys (Behrend et al., 2011). In general, workers appear to be
truthful when providing self-report information (Rand, 2012; Shapiro et al., 2013).
Our proposed Crowd-O-Meter system identifies a crowd worker’s explicit bias a priori
to uncover any conscious opinion biases of a crowd worker to the subject of interest.
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Figure 3·2: Crowd-O-Meter-Text interface with the annotation in-
structions (left) and task interface (right).
3.4 Methods
We here describe the “Political Claims Factualness Dataset” that we created and our
crowdsourcing platform, Crowd-O-Meter, that assesses if a crowd worker is vulnera-
ble to hold a consistent belief about the truthfulness of political claims.
3.4.1 New Factualness Dataset
Fact checking is the task of assessing a public figure’s accuracy of claims. Fact check-
ers are widely employed by news agencies in the process of creation and refinement of
news articles (Vlachos and Riedel, 2014). Examples are PolitiFact, a Pulitzer-award
fact checking platform that analyzes the validity and accuracy of claims by elected
o cials and others who speak up in American politics, and Full Fact, a British
platform for fact checking of U.K. political claims.
We created a database of presidential candidates’ public claims using the Poli-
tiFact fact-checking platform. This website compiles public figures’ statements and
categorizes each statement’s accuracy into one of the following categories: true,
mostly true, half true, mostly false, false, and pants on fire. The fact checking process
is as follows. Sta↵ers first collect provocative and questionable statements they hear
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or read. A group of experts next investigate the factualness of each claim by col-
lecting additional data about the claim. The experts then suggest a rating and add
the quote to their Truth-O-Meter tool along with a list of supporting resources to
help readers judge whether they agree with the ruling or not. Our database includes
quotes found in PolitiFact in two data modalities: text and video.
TextModal : We crawled PolitiFact for the claims made by US presidential candi-
dates Donald Trump and Hillary Clinton and selected 290 claims by each candidate.
Out of the 290 extracted claims from Donald Trump, 180 claims were not factual,
i.e., either false or mostly false. Moreover, 82 of the 290 claims by Clinton were not
factual as well. This sampling accurately reflects the natural balance of truthfulness
of quotes on the PolitiFact website.
VideoModal : We next curated televised video clips showing the candidates Don-
ald Trump and Hillary Clinton when they stated a subset of the quotes included in
TextModal. Collection of the video dataset was motivated in part because prior work
has suggested televised images have an impact on people’s perception of presidential
debates (Druckman, 2003; Kraus, 1996). We extracted 20 video clips in which the
PolitiFact’s extracted quotes are spoken by the candidate. 10 of the 20 claims in the
videos were not factual, i.e., either false or mostly false. The videos evenly represent
the appearance of Donald Trump and Hillary Clinton.
3.4.2 Predicting Crowd Worker Vulnerability
Crowdsourcing Task Design: Our crowdsourcing platform guides a crowd worker
through a two-step process, first showing him/her instructions, and then the interface
with the task (Figure 3·2). A crowd worker’s task is defined for him/her to provide
a judgment about the factualness of 10 quotes from presidential candidates Donald
Trump or Hillary Clinton, 5 quotes per candidate. Due to the fact that crowd work-
51
ers could leave our platform after performing only one task, we grouped 10 quotes
into one task in order to make sure we have enough signals per user to evaluate
him/her across quotes. This design choice provided us with at least 10 results per
crowd worker.
We chose a multi-page interface where each question is presented to the crowd
worker on a di↵erent page for the following reasons: first, by presenting one quote per
page, we ensure that the collected behavioral traces only reflect that quote. Second,
Crowd-O-Meter randomizes the questions to eliminate the potential bias that might
happen among workers, due to specific ordering of presented quotes.
Crowd workers’ judgments on the factualness of each quote are collected from
a five-point Likert scale. Likert scales are widely adopted in many research areas,
including social science (Garland, 1991). Our system matches the five-point Lik-
ert scale shown to the crowd worker to five definitions used by the PolitiFact fact
checking platform:
• TRUE: The statement is accurate and there is nothing significant missing.
• MOSTLY TRUE: The statement is accurate but needs clarification or addi-
tional information.
• HALF TRUE: The statement is partially accurate but leaves out important
details or takes things out of context.
• MOSTLY FALSE: The statement contains an element of truth but ignores
critical facts that would give a di↵erent impression.
• FALSE: The statement is not accurate or makes a ridiculous claim.
Establishing the True Vulnerability of a Crowd Worker: Our measure for
indicating if a user is consistently biased to a belief about the truthfulness of quotes
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is based on two factors: subject of bias (e.g., Donald Trump) and the user’s position
toward that subject (e.g., a user might have strong negative bias toward a subject
and be completely neutral toward another subject). We propose a metric, Valence
Di↵, that characterizes a user’s vulnerability to consistently believe (or not believe)
claims from each subject separately.
Our metric Valence Di↵ aims to accumulate over the direction of worker w’s
annotation bias for all of the quotes (s)he has annotated about the subject of bias
SB. It measures the absolute di↵erence between two numbers: (1) PositiveValence:
the number of quotes from a subject of bias SB that are rated more positively by
worker w than the actual rating they received from domain experts (ground truth)
and (2) NegativeValence: the number of quotes from a subject of bias SB that
worker w rated more negatively than the ground truth. We hypothesize that the
absolute di↵erence between PositiveValence and NegativeValence for worker w can
uncover if there is a solid position that worker w holds toward that subject of bias. A
small absolute value can be an indicator of lack of bias and thus, lack of vulnerability
in (positively or negatively) over-reacting to the quote. A large absolute di↵erence, in
contrast, can identify a strong position of worker w toward that subject of bias. For
instance, a worker w may be consistently more trusting than what reality (expert-
curated ground truth) may support. The Valence Di↵ definition follows our intuition
that users with a strong opinion for or against a subject might be more vulnerable
in believing false positive or negative claims from that subject.
In order to assign a vulnerable versus non-vulnerable label to a crowd worker,
we set a threshold of 40% of all annotated quotes by the worker to focus on cases
with a strong bias. If the absolute di↵erence exceeded the threshold, we assigned
a “vulnerable” label to the annotator. Otherwise, a worker was classified as “not
vulnerable”. We computed this value per individual worker per subject of bias.
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While we will show our threshold value (40%) is successful in our experiments, a
valuable area for future work is investigating what is the optimal threshold.1
To help explain the use of our valence di↵erence metric, we give examples of
crowd workers we encountered in our experiment:
Crowd worker A annotated 10 quotes about Hillary Clinton. Out of 10 quotes
he/she annotated, three of them reflect the reality and were matched with the journal-
ists judgments. Seven of them were consistently reflecting a more positive sentiment
toward Hillary Clinton by systematically overrating her quotes as more trustworthy
than ground truth (1 quote by 2 points on the Likert scale, 4 quotes by 3 points, and
2 by 4 points). The valence di↵erence score is 0.55 for this worker, which is higher
than 0.4, and so our system assigns a “Vulnerable” flag to this worker.
On the other hand, crowd worker B annotated 50 quotes about Donald Trump.
Out of these 50 quotes, 37 of them were closely matching the ground truth and the
remaining were inconsistently overrating (2 quotes by one point on the Likert scale,
2 by 2 points, 1 by 3 points) or underrating (4 by one point and 2 by 2 points, 1 by
3 points, and 1 by 4 points) the truthfulness of the quotes. Valence Di↵ is 0.04 for
this worker, which is lower than 0.4, and so our system assigns a “Not Vulnerable”
flag to this worker.
We did not encounter a third kind of worker, relatively unbiased but uninformed,
who would equally overrate or underrate quotes by more a couple of points on the
Likert scale (which would result in a low valiance di↵erence).
Features Characterizing a Person’s Implicit Bias: We recorded each worker’s
unique ID along with his/her measured behavioral traces. Each recorded entry con-
1Future work could also examine how to distinguish a person who incorrectly assigns an equal
number of negative and positive judgements with random variation from a person who has domain
expertise (e.g., journalism domain expert) and so correctly rates the truthfulness of every claim
every time.
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sists of an event type, a millisecond-precision time stamp, an instance (quote) iden-
tifier, and a worker identifier. From these logs, our system extracts the following
task-level features that reflect how the crowd worker interacted with the platform:
• Time per Question. As done in prior work (Vijayanarasimhan and Grauman,
2009; Carlier et al., 2014; Rzeszotarski and Kittur, 2011), we measure the time
per task. Our system incorporates the time a crowd worker reads and thinks
about a quote and answers a question about it as a feature in the prediction
model.
• Time to First Response. We also captured the time between revealing the
quote and the selection of the first response on the Likert scale.
• Total Time per Subject of Bias. We captured two separate time points per
subject of bias, which reflected how long the worker spent on all quotes of a
specific subject of bias (e.g., time spent for answering fact checking questions for
Donald Trump versus time spent for answering questions for Hillary Clinton).
Our motivation comes from the hypothesis that implicit bias might lead the
workers to be less critical of a subject of interest’s quotes and thus, they might
quickly identify his/her quotes as true.
• Normalized Time per Question. Text characteristics such as text length (e.g.,
word count) could a↵ect a crowd worker’s time spent per task. A worker may
require more time to read and analyze a long and complicated text. We use a
metric that normalizes against the e↵ect of word count: Time-per-Task/Word-
Count. For tasks with videos as input, we captured total time per question
from the moment that the video stopped playing, and thus, we removed this
normalized measure.
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• Answer Switch. Inspired by prior work (Rzeszotarski and Kittur, 2011), we
designed our system to register workers’ mouse clicks on the 5-point Likert
scale options of the interface. It thus captures the number of times a user
switches answers among the five options.
• Hover Time. Our system also captures how much time a worker spent around
each of the five answer options of the Likert scale (e.g., hover time on true
option).
Features Characterizing a Person’s Explicit Bias: As described earlier, ex-
plicit bias refers to attitudes that are often assessed and collected through a self-
report questionnaire and reflect a person’s beliefs and ideology. We hypothesize that
a questionnaire could measure crowd workers’ explicit preferences by creating an
experience in which they have to make conscious choices. We designed a post-test
questionnaire to capture individual MTurk worker’s explicit preferences on contra-
dicting subjects. Our survey questions covered the following criteria:
• Personal: Crowd workers were asked about their age group, gender, and edu-
cation level.
• Political Party A liation and Interest: We included questions about whether
they supported (voted for) a presidential candidate or not. We asked the
question (Gallup, 2016): “In politics, as of today, what do you consider yourself:
a Republican, a Democrat, or an Independent?”
Political Knowledge: Our system gauges MTurk workers’ political knowledge
based on responses to a 5-point Likert scale ( “strongly disagree” to “strongly
agree”) to the following statements: “I followed the U.S. presidential election,”
“I paid close attention to the 2016 U.S. presidential campaigns,” “I know a lot
about the Democratic party,” and “I know a lot about the Republican party.”
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• Media Use: To measure media use, our system asked MTurk workers to indicate
their frequency of reading, watching, or listening to the news on a 5-point scale
ranging from “less than once per week” to “more than once per day,” with “once
per week,” “3–5 times per week,” and “once per day” as other options (adapted
from (Eveland et al., 2005)). Our system also collected their judgments on
the use of social media based on responses to a 5-point Likert scale ( “strongly
disagree” to “strongly agree”) to the following statements: “I follow most of
my news from social media (i.e. Twitter, Facebook, etc.). ”
Prediction System: Crowd-O-Meter uses as input the features that model a spe-
cific crowd worker’s implicit and explicit bias and outputs a prediction about whether
the crowd worker holds a consistent belief. A random forest classification model is
employed for the prediction model. Crowd-O-Meter classifies a crowd worker as “vul-
nerable” or “not vulnerable” to the subject of bias. In our application, the subject
may be the presidential candidate Donald Trump or presidential candidate Hillary
Clinton. The class “vulnerable” represents either the possibility that a crowd worker
is positively or negatively influenced by his/her bias. This means, for example, if a
crowd worker is vulnerable to believe Trump then the worker is more likely to believe
a false quote from Trump.
We implemented our random forest classifier with Python’s Scikit-Learn library
using 10 trees. Once trained, this prediction model learns the unique weighted com-
bination of the aforementioned implicit and explicit bias features that is predictive
of whether a worker is vulnerable. The resulting trained random forest model im-
plicitly reveals the importance of each feature in making a prediction. In particular,
for each of the decision trees, a feature is rated as more informative if it is closer to
the top of the tree. This is because, during training, it was selected as yielding the
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Figure 3·3: Shown are precision-recall curves and average precision
(AP) scores for all prediction systems; Trump (left), Clinton (right).
Our Crowd-O-Meter system (i.e., All Features) outperforms today’s
status quo approach (i.e., Chance predictions) by up to 26 percentage
points (i.e., Trump), showing the promise of our proposed novel task
to model human vulnerability. Our results also highlight that a user’s
unconscious behavioral data (purple curve) is a better predictor than
relying on a user’s explicitly shared information (red curve) alone.
greatest measured information gain across the training examples from the remaining
features. Consequently, each feature’s importance is its average importance across
the 10 decision trees in our random forest classifier.
3.5 Experiments
We now describe our studies to evaluate the predictive power of the Crowd-O-Meter
to uncover a crowd worker’s vulnerability from worker’s implicit and explicit biases.
We addressed the following Research Questions (RQ):
• RQ1: Can we train a machine to automatically predict a crowd worker’s vul-
nerability to consistently believe (or not believe) political claims?
• RQ2: What features best predict a crowd worker’s vulnerability?
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• RQ3: How does the data modality, i.e., text versus video, impact a crowd
worker’s vulnerability?
Annotation Tool Settings: We chose the Amazon Mechanical Turk (AMT) mar-
ketplace to recruit crowd workers, knowing that prior research showed the presence
of a diverse pool of contributors with di↵erent political a liations (Hu↵ and Tingley,
2015; Levay et al., 2016). We only accepted AMT workers who live in the United
States, had previously completed at least 100 tasks, and maintained an approval
rating of at least 80%. We accepted and compensated all crowd workers who partic-
ipated in our tasks. To collect annotations from crowd workers, we embedded a task
hosted on our private Amazon Web Services (AWS) server into the AMT framework
as an external task.
Experimental Details: We collected annotations from crowd workers for a task
that contains 10 factual statements; 5 of the 10 statements are quotes from Donald
Trump and the other 5 are quotes from Hillary Clinton. To capture the variability
of crowd behaviors that may arise due to workers with di↵ering implicit and explicit
biases, we collected five annotations on each quote. We posted all tasks simultane-
ously while randomizing the order of quotes in each task. We alloted a maximum of
ten minutes to complete each HIT and paid $0.10 per HIT. Each quote mentioned
the name of the candidate who made the claim (e.g., Donald Trump: “The Obama
Administration agreed to take thousands of illegal immigrants from Australia.”). We
hypothesized that such association would trigger a conscious or unconscious opinion
bias in workers who are pro/anti a candidate. For tasks with video input, the video
is first shown to crowd workers and upon completion of the video, the question on
factualness on the mentioned claim is enabled. In total, our dataset included 2,900
and 1,000 crowdsourced labels for text and video respectively.
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Crowd-O-Meter Classification Performance: We first evaluated Crowd-O-
Meter on our TextModal dataset, which includes 580 text quotes from presidential
candidates (290 per candidate). We processed the 2,900 crowdsourced results to
create a label of “vulnerable” or “not” for the 59 unique workers who created the
text labels. We also collected the implicit and explicit bias features for the 59 crowd
workers via our crowdsourcing platform. We used 5-fold cross validation to train
and test our prediction system. The performance of our system is reported only
as averages over the five folds since the variance was measured to be insignificant.
We enriched our analysis of our Crowd-O-Meter system by analyzing implicit and
explicit features jointly as well as separately. We conducted the latter analysis to
augment our analysis of what are the key factors that are most predictive of whether
a worker is vulnerable to be consistently biased.
To the best of our knowledge, no prior work has addressed predicting a user’s
vulnerability to consistently believe (or not believe) political claims via crowdsourc-
ing. Consequently, the best a system can achieve today is to randomly decide if a
worker would be vulnerable. For this reason, we compare our systems to a Chance
baseline which returns a random class label per worker toward each specific subject
of bias (i.e., Hillary Clinton and Donald Trump).
We evaluated and compared our Crowd-O-Meter systems and the Chance base-
line by generating precision-recall curves using each prediction method’s confidence
(Figure 3·3; Donald Trump, left; Hillary Clinton, right). We also calculated the av-
erage precision (AP) for each prediction method. As observed, our proposed system
that employs All Features yields a large improvement compared to the Chance base-
line; e.g., the AP score improves by 26 percentage points (0.58 to 0.84) for quotes by
Trump and 14 percentage points (0.51 to 0.65) for quotes by Clinton. Despite the
significant variety of quote topics and di↵erences in candidates, our Crowd-O-Meter
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systems produce quite accurate results.
We next investigated what makes our prediction system successful by evaluating
the predictive power of our Crowd-O-Meter system when it is trained and tested on
implicit features and explicit features separately (Figure 3·3; purple and red curves
respectively). As observed, both implicit and explicit features outperform the Chance
baseline. Such improvements suggest that both unconscious (implicit features) and
conscious (explicit features) cues are e↵ective indicators of user vulnerability. Inter-
estingly, we observe that relying on implicit features alone yields a greater predictive
performance for our proposed task over relying on explicit cues alone. The predictive
power of implicit features is exciting because unconscious traces (behavioral cues) are
much easier to obtain than requiring a user to opt in and share explicit information
about himself/herself.
We also analyzed the resulting random forest prediction models to uncover which
specific features are most predictive. We found for the prediction model learned
from all cues that a crowd worker’s “hover time over the (mostly) false Likert scale
options” was most predictive; i.e., 20% and 12% of the predictive power came from
this feature for the Trump and Clinton quotes respectively. When examining the
most predictive features for the model trained on the implicit features alone, we
found the most informative features for both Trump and Clinton quotes were user’s
“hover time” over the five Likert scale options. These findings enrich our previous
finding that implicit features have stronger predictive power than explicit features.
We suspect the hover time is most predictive because the crowd workers tended to
harbor a strong belief about the truthfulness of each quote before even reflecting on
the content of the quote.
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Dataset (# Annotations): Trump (1,000) Clinton (1,000)
Features Input Modality: Text Video Text Video
a. All Features
Average Precision 0.78 0.79 0.52 0.64
True Positive Rate 0.71 0.67 0.46 0.57
True Negative Rate 0.71 0.93 0.6 0.85
Accuracy 0.71 0.81 0.53 0.71
b. Implicit Features
Average Precision 0.84 0.57 0.71 0.56
True Positive Rate 0.73 0.86 0.62 0.66
True Negative Rate 0.61 0.84 0.79 0.70
Accuracy 0.68 0.85 0.70 0.68
c. Explicit Features
Average Precision 0.75 0.77 0.48 0.71
True Positive Rate 0.69 0.81 0.47 0.67
True Negative Rate 0.60 0.78 0.66 0.85
Accuracy 0.66 0.80 0.57 0.77
Table 3.1: Evaluation and comparison of Crowd-O-Meter-Text and
Crowd-O-Meter-Video. The combination of implicit and explicit fea-
tures typically led to better predictions for video than text. This
demonstrates that implicit and explicit features were better indicators
of vulnerability when users were exposed to televised videos.
Input Modality: Text versus Video: We next investigated how changing the
data modality (i.e., text versus video) a↵ected the predictive power of Crowd-O-
Meter to predict crowd worker’s vulnerability. We conducted two experiments using
the same quotes for both experiments. One experiment used as input to the crowd-
sourcing platform the textual quotes (Crowd-O-Meter-Text). The second experiment
used as input to the crowdsourcing system the original video clips from the presi-
dential debate where the quote was stated (Crowd-O-Meter-Video). Two groups of
independent crowd workers were recruited to take part in each experiment. For each
experiment, we recruited 100 workers to complete each task resulting in a total of
1,000 annotations (10 videos/quotes per candidate x 100 workers) per candidate for
each data modality (text and video).
As in the previous study, we compared the predictive power of Crowd-O-Meter-
Text and Crowd-O-Meter-Video using di↵erent combinations of features (Table 3.1;
all, implicit, explicit). We evaluated with respect to four di↵erent evaluation metrics.
We found that across all evaluation metrics and all features, Crowd-O-Meter typically
yielded better predictions for the video modality than the text modality. This finding
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aligns with previous findings about the impact of televised images on viewers (Kraus,
1996) and suggests that watching a subject of bias might trigger more conscious
or unconscious personal biases. Among the two candidates, Crowd-O-Meter led
to the best prediction using the combination of implicit and explicit features for
Donald Trump videos and using explicit features for Hillary Clinton videos. This
suggests that collecting both conscious and unconscious features can help to uncover
vulnerability.
We again analyzed the resulting random forest prediction models to uncover
which specific features are most predictive. We found that 23% of the predictive
power comes from the explicitly stated support for the candidate for the Trump
quotes and 16% of predictive power comes from the average time to respond for
Clinton quotes. When examining the most predictive features for the model trained
on the implicit features alone, we found the most informative features for both Trump
and Clinton quotes was the “average time to the first response”. We hypothesize
that predictions are on average better for video than text because the crowd workers
experience stronger implicit reactions when observing a person’s appearance and
gestures.
3.6 Discussion
Quality Control in Crowdsourcing. Our work highlights how to detect a crowd
worker’s vulnerability to harbor a consistent bias. Such information can be valu-
able in future crowdsourcing experiments when (1) recruiting crowd workers as well
(2) evaluating the quality of a crowd worker’s judgements. Moreover, we found that
implicit features were typically the most informative features for predicting worker
vulnerability. Consequently, our work highlights the promise of discovering whether
a crowd worker holds a consistent bias without the need to change the crowdsourcing
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task itself.
Connection to a Social Science Methodology. The Implicit Association Test (IAT)
has been widely used by social scientists to measure the strength of associations
between concepts (e.g., human race, sexual orientation) and evaluations (e.g., good,
bad, pleasant, unpleasant) or stereotypes (e.g., athletic, violent, peaceful). IAT
systems measure a user’s reaction time when responding to a series of pre-defined
questions about an explicit bias topic. While Crowd-O-Meter can similarly uncover
a crowd worker’s unconscious beliefs via implicit cues, our proposed methodology
instead makes predictions based on a large variety of implicit behavioral cues without
directly asking questions about a person’s bias to the subject. We o↵er our proposed
proposed approach as an alternative for uncovering a person’s implicit beliefs.
Potential Impact of our Results on Detecting and Mitigating for User Bias on the
Open Web. While the process of promoting fake information in social media might
depend on many factors, our findings provide promising evidence that incorporat-
ing user-centered implicit and explicit characteristics into a learning system could
potentially empower social media platforms to characterize users based on their vul-
nerabilities to believe (or not believe) information. The features we suggest in this
study can potentially be generalized to a social media settings. Tracking individual
users on social media has become easy with assorted advertising systems. Often users
log into di↵erent websites to receive a service by using their social media credentials
(e.g., Facebook or Google accounts). People often willingly give up information about
themselves in exchange for online services. Social media platforms can use explicit
cues (e.g., self-reported profiles often indicate a user’s political views, age, gender,
etc.) and/or implicit behavior (user’s browsing behaviors on web pages) to moni-
tor or approve what users can re-post or assign di↵erent weight to their interaction
within the platform. By analyzing information about a user, a social network plat-
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form could estimate this user’s opinion bias, and then group users into cohorts with
similar behavior. These cohorts could then be used to train algorithms to predict
users’ patterns of interacting with news articles. Based on these predictions, users’
abilities to spread news on the platform could be adjusted. Interactions of users
whose actions are predicted to be influenced by a strong opinion bias would receive
a di↵erent weight than users that are predicted to not harbor a consistent bias to-
ward a subject. A valuable area for future work is to examine the robustness of the
proposed idea with a larger number of users to more closely emulate the situation
on the open web.
3.7 Conclusion
We proposed the novel problem of predicting a crowd worker’s vulnerability to consis-
tently hold a belief about the truthfulness of political claims. Our proposed Crowd-O-
Meter system for this task makes predictions using both implicit and explicit opinion
bias cues. Our experiments show our top-performing system can outperform today’s
status quo approach (chance predictions) by 26 percentage points in prediction ac-
curacy. We o↵er our system as a promising starting point towards the problem of
mitigating the impact of false news.
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Chapter 4
ICORD: Intelligent Collection of
Redundant Data – A Dynamic System for
Crowdsourcing Cell Segmentations
Accurately and E ciently
The inclusion of domain experts for accomplishing large-scale annotations is typi-
cally expensive and does not scale, and thus, crowdsourcing has been considered.
Due to concerns about the quality of crowd work, quality control methods that rely
on a fixed number of redundant annotations have been used. Aggregating multiple
workers’ annotations is shown to be e↵ective in removing individuals’ noises from
the end results. Such a methodology, however, would increase the overall cost of
the experiments. This section addresses such trade-o↵ by proposing a new aggre-
gation policy that dynamically evaluates individuals’ annotations in the absence of
ground truth. The focus of this section is object segmentation in images which is a
fundamental step in analyzing biological structures in microscopy images.
4.1 Summary
In order to make the process of crowdsourcing the task of image segmentation ac-
curate yet e cient, we introduce a collection strategy that dynamically assesses the
quality of crowd work. We propose ICORD (Intelligent Collection Of Redundant
annotation Data), a system that predicts the accuracy of a segmented region from
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analysis of (1) its geometric and intensity-based features and (2) the crowd worker’s
behavioral features. Based on this score, ICORD dynamically determines if the an-
notation accuracy is satisfactory or if a higher-quality annotation should be sought
out in another round of crowdsourcing. We test ICORD on phase contrast and fluo-
rescence images of 270 cells. We compare the performance of ICORD and a popular
baseline method for which we aggregate 1,350 crowd-drawn cell segmentations. Our
results show that ICORD collects annotations both accurately and e ciently. Accu-
racy levels are within 3 percentage points of those of the baseline. More importantly,
due to its dynamic nature, ICORD vastly outperforms the baseline method with
respect to e ciency. ICORD only uses between 27% and 50% of the resources, i.e.,
collection time and cost, that the baseline method requires.
4.2 Introduction
High-throughput microscopy technology enables researchers to produce large num-
bers of images of cells that must be segmented for further analysis (Rittscher, 2010).
Over the past decades, many automatic and interactive segmentation algorithms have
been proposed (e.g., (Chittajallu et al., 2015; Pan et al., 2010; Song et al., 2013; Yin
et al., 2015; Zhang et al., 2015)). Finding a one-size-fits-all algorithm, however, that
works well for segmenting cells with simple and complex boundaries, as shown in
Figure 4·1, is a challenging task. An alternative option is to leverage crowdsourcing
and design a “human-in-the-loop” solution. This section shows how this option can
be made scalable using computer vision and machine learning techniques.
Researchers from communities like human computer interaction (Hara et al.,
2013), computer vision (Lin et al., 2014; Russell et al., 2008), computer graph-
ics (Bell et al., 2013), multimedia (Galli et al., 2012), and bioinformatics (Good and
Su, 2013) have proposed a variety of approaches for o✏oading labor-intensive image
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segmentation tasks to crowd workers. However, a clear message emerges from the
literature: Crowd work is not reliable and thus needs redundant data collection (e.g.,
5 workers per task (Gurari et al., 2015)). In one study as much as 32% of annotations
obtained from internet workers had to be discarded (Bell et al., 2013).
Figure 4·1: Given the outline of a cell in a microscopy image drawn
by a crowd worker, how can we automatically determine the quality of
this segmentation? Does, for example, the time a crowd worker takes
to trace the outline of the cell correlate with segmentation quality?
Or the number of mouse clicks the worker makes to create the cell
boundary? Do automatically extracted shape and intensity features of
the segmented region correlate with segmentation quality?
We address the question: What automated mechanism should be applied to en-
sure the e cient collection of high-quality cell segmentations by the crowd? The
question how to crowdsource high-quality segmentations has been asked for images
of “everyday objects” such as birds or cars photographed with visible-light cam-
eras (Sheshadri and Lease, 2013). Few works have considered the crowdsourcing of
cells in microscopy imagery (Gurari et al., 2015). Consequently, little is known about
how to specifically collect high-quality segmentations of cells from internet workers.
For general crowdsourcing tasks, i.e., not necessarily involving image analysis,
a common approach to quality control is to aggregate a fixed number of annota-
tions from multiple workers and then apply an aggregation policy. An example of
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a simple aggregation policy is majority voting (Sheshadri and Lease, 2013). Alter-
natively, the influence of di↵erent responses by crowd workers can be weighed by
the level of expertise and interest of the worker (?). Learning algorithms based on
the Expectation-Maximization (EM) method (Dawid and Skene, 1979) have been
designed that evaluate the performance of multiple workers in the absence of ground
truth by iteratively measuring the performance of annotators and using these mea-
surements to refine estimates of the ground truth (Raykar et al., 2009; Sheshadri
and Lease, 2013; Warfield et al., 2004; Welinder and Perona, 2010; Whitehill et al.,
2009). Task di culty can also been estimated (Whitehill et al., 2009), as well as
annotator bias (Welinder et al., 2010). Aggregation methods yield higher quality
results yet introduce costs and delays that we can avoid with our proposed method,
which dynamically determines how many annotations to aggregate.
Verification of the quality of crowd work by the crowd is an e↵ective strategy
for yielding higher quality work. As with aggregation approaches, this strategy also
comes at the expense of additional costs and delays. According to this strategy, crowd
workers are asked to vote whether submitted crowd work is su ciently accurate.
These votes are then used to decide whether to keep or discard crowd work (Kuncheva
et al., 2003; Su et al., 2012). Our proposed method avoids the second verification
round for annotation results that it deems su ciently accurate. Only for crowd-
submitted annotations that it flags to be potentially inaccurate, our method requires
additional annotations from the crowd.
Related work aim to automatically infer the quality of segmentations created by
algorithms (Carreira and Sminchisescu, 2010; Arbelaez et al., 2014). For example,
Kohlberger et al. (Kohlberger et al., 2012) used nonlinear regression to predict seg-
mentation error in CT images of the lung, liver, and other organs. Both works did
not test their proposed regressors in a crowd setting. Our method is also based on a
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regression model. It di↵ers from the above approaches by analyzing behavioral cues
of the internet worker who creates the annotation.
The first behavioral cue that our prediction method considers is e↵ort. When
internet workers annotate the boundary of a cell with the software we provide, they
select a series of points that the software connects sequentially with straight lines to
create a closed polygon around the cell, as shown in Figure 4·1. The selection of
each point is performed by the right-button click of the mouse. Our method trains
workers by providing instructions on how to accurately draw the outline of example
cells. However, they have to make choices themselves about how many points to
click in order to accurately capture the details of a cell with complicated protrusions
(or how few points are needed to define the outline of a round cell).
The second behavioral cue that our prediction method considers is annotation
time. Inaccurate segmentations may occur when a crowd worker is uncertain how
a cell should be separated from the background or from other cells. The worker’s
uncertainty may result in hesitation and slower annotation time.
For image segmentations performed by the crowd, existing literature reports the
crowd worker’s time and e↵ort, which are the time a worker spends to draw a bound-
ary (Carlier et al., 2014; Vijayanarasimhan and Grauman, 2009) and the number of
clicks a worker makes to demarcate the boundary (Bell et al., 2013; Russell et al.,
2008; Sorokin and Forsyth, 2008). These works, however, did not investigate, as
we do, if there is any correlation between these behavioral cues and the quality of
segmentations. Our work complements existing e↵orts by demonstrating the value
of predictive models for cell segmentation using both behavioral features and image
features.
We first created training data by collecting segmentations from crowd workers,
comparing them to expert-drawn segmentations, and computing a quality label for
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each crowd-drawn segmentation. We then developed a prediction model using both
image features and behavioral cues to predict the quality of crowd work for mi-
croscopy images. We used our prediction model to propose ICORD (Intelligent Col-
lection Of Redundant Annotation Data), an intelligent system that incorporates the
predicted scores into a dynamic platform to detect whether a collected segmentation
is su ciently accurate to be used as a final result. If a segmentation is not deemed
accurate, ICORD sends the image back to the crowdsourcing platform to collect an
additional outline. We compared the performance of ICORD with that of two other
baseline strategies. Our results show its e↵ectiveness in terms of accuracy and, most
significantly, e ciency.
In summary, the contributions of this published work are as follows:
• We propose a dynamic system for crowdsourcing redundant segmentation data,
called ICORD.
• Our experiments involved five rounds of crowdsourcing which produced a total
of 1,350 segmentations for 270 phase contrast and fluorescence images of cells.
• Our results demonstrate that analysis of behavioral cues of the crowd worker,
augmented by analysis of image features, can be used to infer segmentation
quality dynamically. ICORD predicts the accuracy of a crowd-drawn cell out-
line and determines the need to seek additional annotations.
• Comparisons with two baseline crowdsourcing strategies show that ICORD
collects annotations from the crowd intelligently by e↵ectively balancing anno-
tation accuracy and collection e ciency.
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4.3 Training ICORD
We first describe how we generated labeled training data for ICORD: We obtain the
data by developing a crowdsourcing system and collecting redundant annotations
of cell boundaries, and the labels by computing a quality score for each annotation
(Sec. 2.3). We then define the features that ICORD uses to predict the accuracy of
a crowd-drawn cell segmentation in the absence of a quality label (Sec. 2.4). Finally,
we describe the prediction model ICORD uses to learn the relationship between
segmentation quality and extracted features (Sec. 2.5).
4.3.1 Training Data Generation
To capture a range of possible segmentation tasks and di culty levels, we selected the
training data for ICORD to involve crowd-drawn outlines of a variety of cells (smooth
muscle, fibroblast, and melanoma) imaged with two modalities (phase contrast and
fluorescence microscopy). The image data is described in Section 3. Each image
contains one cell.
Annotation Tool. To collect crowd-drawn segmentations, we configured the
freely-available source code for the online image annotation tool LabelMe (Russell
et al., 2008) to run in the Amazon Mechanical Turk (AMT) Internet marketplace
(Figure 4·2). Workers trace the boundary of a cell by clicking on points in the
image. LabelMe connects consecutive points with straight lines. Workers complete
the segmentation of the cell by clicking on the first point of the boundary to create
a closed polygon. Workers have the option to delete and redraw the cell boundary,
in case they made a mistake. To support the annotation e↵ort, LabelMe automati-
cally enlarges the display of an image to span the maximum possible width and/or
height of the allotted space in the worker’s browser window (while maintaining image
resolution and proportions). We release our configuration of the LabelMe drawing
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environment for ATM with step-by-step instructions that explain how to set it up
and connect it to AMT.
Annotation Instructions. Before a crowd worker on AMT could accept our
posted Human Intelligence Tasks (HITs), he/she was shown our five-step set of in-
structions, in English, followed by pictures exemplifying accurate and inaccurate
annotations to clarify the aim of the task (Figure 4·3).
Figure 4·2: Our drawing interface enables crowd workers on Amazon
Mechanical Turk to draw polygonal cell outlines with LabelMe (Russell
et al., 2008).
Measuring the Quality of Crowd Annotations. Our system measures the
quality of crowd segmentations by estimating the similarity of each crowd segmen-
tation to a gold-standard segmentation provided by a domain expert. We use the
Jaccard index to measure how closely two segmented regions resemble each other.
The index computes the ratio of the number of pixels common to two segmented
regions to the number of pixels in the union of both regions, i.e., |A\B||A[B| , where A
represents the set of pixels in the crowd-segmented region and B represents the set
of pixels in the expert-segmented region. Resulting scores range from 0 to 1 with
larger values indicating greater similarity between the two regions.
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Figure 4·3: Crowdsourcing drawing instructions. The example part
is shown on the left side. The two examples on the left are cells in phase
contrast microscopy images, the two on the right in fluorescence.
Obtaining Training Data and Labels. Using our annotation tool and instruc-
tions, we collected five crowdsourced segmentations per cell image. Each segmen-
tation represents a labeled training instance for our ICORD system. The training
label is the quality score of the segmentation (i.e., the Jaccard score measuring its
similarity to an expert-drawn segmentation).
4.3.2 Prediction Features
We propose three categories of features to describe crowdsourced cell segmentations:
geometric features, intensity-based features, and the crowd worker’s behavioral fea-
tures. The first two categories of features were obtained by using the crowd-drawn
boundaries of the cells and extracting features on the cell foreground and background.
The third category was extracted from the post-task statistics that AMT provides.
We standardized features by removing the mean and scaling to unit variance.
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Geometric Image Features
For each cell image, our method uses the crowd-drawn boundary to mask out the
background, i.e., the portion of the image which was not part of the cell, and extracts
six geometric features:
Area. Number of pixels within the cell interior.
Convex Area. Number of pixels within the smallest convex polygon that contains
the cell interior.
Perimeter. Number of pixels on the crowd-drawn boundary of the cell.
Euler Number. Number of annotated regions in the foreground minus the number
of holes within these regions (should be 1 if worker annotates cell correctly).
Orientation. The angle between the x-axis and the major axis of the ellipse that
has the same second-moments as the cell region.
Solidity. Number of pixels in the convex hull that are also in the cell interior, i.e.,
(area/convex area).
Image Intensity Features
Our method computes eight features of each cell image that are based on analyzing
its intensity:
Average Gray-scale Value of Drawn Cell Region.
Average Gray-scale Value of the Background.
Intensity Separability. The di↵erence between the intensity averages of foreground
and background (cell interior and exterior).
Average Contrast of Cell Pixels. The standard deviation ( ) of the intensity of
the foreground pixels.
Intensity Smoothness of the Cell Region. 1  1/(1 +  2).
Skewness of the Intensity Distribution. Third moment that specifies how asym-
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metric the intensity histogram is.
Uniformity Measure. Sum of the squared number of pixels pi in each bin i of the
intensity histogram of the cell region.
Entropy.  Pi pi log pi.
Behavioral Features
We use the following three features to characterize the drawing behavior of a crowd
worker:
Time per Task. Lapsed time for each completed HIT, from the time a worker
clicks the “Accept HIT” button through the time the worker clicks the “Submit
HIT” button.
Number of Clicks. Number of points that the worker clicks on the image to
delineate the boundary of an object.
Average Time per Click. In order to normalize against the e↵ect of boundary
complexity (e.g., a circular cell versus a cell with many protrusions), we compute the
average time per click (i.e., Time per Task / Number of Clicks).
4.3.3 Creating a Prediction Model
We next propose a framework to learn a model that predicts the quality of a given
crowd segmentation based on the three categories of features described above. We
chose a regression model to capture the continuous nature of our measure of segmen-
tation quality. Specifically, we performed supervised learning by training a random
forest regression model to determine whether the extracted features can be predictive
of the quality of crowd-drawn annotations. This regression model exploits individual
regression trees and grows a forest of many trees. Candidate splits at a node are
chosen based on minimizing an impurity measure, the sum of the squared deviation
from the leaf mean. The training procedure can be summarized as follows:
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1. Draw N bootstrap samples from the training data randomly with replacement.
2. Grow a regression tree for each bootstrap sample.
3. At each node, randomly sample m predictors at random out of all M possible
variables and choose the best split using only the selected predictors.
4. Aggregate the predictions of the N trees by averaging the responses of the
trees and use this aggregate make a prediction for the new test data.
As described below, we used this procedure to create several regression models
in order to evaluate the predictive power of various combinations of features. Our
final system, ICORD, uses the best performing model.
4.4 Testing the Use of Prediction
We conducted three studies using the proposed prediction approach to answer: 1)
Can we predict the quality of a given crowd-drawn cell segmentation? 2) Does
accuracy improve if we train and test a prediction model on images from only one
image modality? 3) If we train a model on one image modality, can we use this
model to predict quality for other image modalities?
4.4.1 Datasets
We used a freely available image library (Gurari et al., 2015) that includes 151
phase contrast microscopy images showing rat and rabbit smooth muscle cells and
mouse fibroblasts. The dataset also contains 119 fluorescence microscopy images
of Lu melanoma cells and WM993 melanoma cells. The dataset consists of raw
images and expert-drawn annotations to be used as pixel-level-accurate ground-truth
segmentations.
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4.4.2 Collection of Crowdsourced Segmentations
We recruited crowdsourced workers through AMT and accepted all workers who had
previously completed 100 HITs and maintained at least a 92% approval rating. We
paid workers $0.02 upon completion of each object segmentation task and approved
all submitted HITs. We allotted a maximum of ten minutes to complete the task.
In total, 40 unique workers created our 1,350 collected segmentations (i.e., 5 crowd
segmentations x 270 images).
4.4.3 Evaluation of Prediction Models
We analyzed the predictive power of our proposed regression models by comparing
predicted and observed segmentation quality scores. Our measures for comparison
are the Pearson’s correlation coe cient r ( 1  r  1), the coe cient of determi-
nation R2 (0  R2  1) and the mean absolute error (MAE) between predicted and
observed Jaccard index (0  MAE  1).
4.4.4 Study 1: Which Feature Combination?
In this study, we used 5-fold cross-validation to train and test our regression model.
Specifically, we randomly partitioned all 1,350 segmentations into 5 independent sets
of equal size with all 5 segmentations of each unique image in the same fold. For
each of 5 iterations, a di↵erent set was reserved as the test set and the combination
of the remaining sets were the training set. We used the predictions for all crowd
segmentations collected from the 5 partitions to evaluate the quality of the model.
We first examined whether the quality of crowd segmentations may be inferred
based on crowd workers’ number of clicks or time to annotate. Specifically, we trained
two prediction models independently based on these two features using all 1,350
crowd segmentations from both images modalities. This study reveals a moderate
correlation (r = 0.52) between human annotation behavior and segmentation quality
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Table 4.1: Evaluation of the predictive power of 8 combinations of
features. Predicted and measured quality scores (Jaccard overlap in-
dex) are compared with the correlation coe cient (r), the coe cient
of determination (R2), and the mean absolute error (MAE). The re-
gression model trained on all features is most predictive.
Regression model based on r R2 MAE
1. Time 0.52 0.29 0.06
2. Number of clicks 0.59 0.42 0.05
3. Time per click 0.53 0.24 0.06
4. Only behavioral features 0.52 0.26 0.06
5. Only geometric features 0.66 0.44 0.05
6. Only intensity features 0.73 0.52 0.05
7. All image features 0.81 0.29 0.06
8. All features 0.83 0.69 0.04
when all three behavioral features are included (Table 4.1, row 4). The number of
points a worker clicks to define a cell contour was the best predictor of segmentation
quality among the behavioral features (r = 0.59 in Table 4.1, row 2).
We next trained three prediction models, the first using only the extracted geo-
metric features from the foreground and background of the segmented regions, the
second using only the intensity features, and the third using both (Table 4.1, rows
5–7). Our results illustrate that there is a strong correlation between geometric
features and accuracy of segmentations (r = 0.66), between intensity features and
accuracy (r = 0.73), and between both feature categories and accuracy (r = 81).
This indicates that collected crowd annotations can be used as masks to extract
static image features that are promising for predicting the quality of annotations.
Finally, we considered all three groups of features (geometry and intensity of the
cell region and behavioral clues) to train a prediction model. The correlation coe -
cient improved to be the top predictor of annotation quality, r = 0.83 (Table 4.1, row
8). Similarly, the coe cient of determination R2 was the highest for this regressor
and the mean absolute error the lowest.
Overall, the results of study 1 demonstrate that image and behavioral features
can be combined to train an accurate model, and this model can be used to predict
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Table 4.2: Evaluation of the predictive power of models trained and
tested separately on phase contrast (PC) and fluorescence (Fl) images.
Training involves all image and behavioral features.
Train/ Test r R2 MAE
1. PC / PC 0.76 0.58 0.05
2. Fl / Fl 0.90 0.81 0.02
3. PC / Fl 0.54 -0.68 0.12
4. Fl / PC 0.44 -0.10 0.09
the quality of crowdsourced annotations in the absence of ground truth.
4.4.5 Study 2: Per Modality Evaluation
In the previous study, we trained our prediction models with all the cell images in
our library, irrespective of the imaging modality. In this study, we trained predic-
tion models separately for phase contrast and fluorescence microscopy images. This
study was motivated by the facts that an end user of ICORD would typically only
have data collected by one modality and the visual appearance of cells in fluores-
cence versus phase contrast datasets di↵ers. Phase contrast images show cells with
more complicated boundaries than the fluorescence images, e.g., Figure 4·3 bottom.
Cell boundary protrusions, e.g., lamellipodia or filopodia, seen in the phase contrast
images, are di cult to trace. Moreover, we observed a large range of gray-scale val-
ues within the area of the cells in phase contrast images, while cells in fluorescence
images have gray-scale values more distinguishable from the background.
We split the data of each modality into training and testing data using 5-fold cross
validation and trained a random forest regression model for each modality using both
image and behavioral features. For the first model, we had 755 (151⇥5) crowd-drawn
boundaries of cells in phase contrast microscopy images; for the second model, 595
(119⇥ 5) in fluorescence images. When we analyzed the predictive power of the two
regression models by comparing predicted and observed segmentation quality scores,
we found high correlations (Table 4.2, rows 1 and 2) for both. As we had anticipated,
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it is beneficial to train and test on the same modality, particularly for cells imaged
by fluorescence microscopy (r = 0.9). Training and testing on phase contrast images
yielded a correlation coe cient of r = 0.76 (Table 4.2, row 2), slightly lower than
the coe cient of r = 0.83 we measured for regression model that was trained and
tested by all images in our database (Table 4.1, row 8).
4.4.6 Study 3: Cross Modality Evaluation
In our third study, we investigated the e↵ect of cross modality training and testing on
prediction results. We first trained a regression model using all features on 755 phase
contrast images, and then tested the model on 595 fluorescence images using the
correlation coe cient r, coe cient of determination R2, and the mean absolute error
to compare predicted and observed accuracy scores. We repeated the experiment
with training on fluorescence images and testing on phase contrast images.
Despite moderately strong correlation coe cients for both cases (0.54 and 0.44),
the R2 values were negative (arbitrarily worse), illustrating that the data is not able
to fit the model accurately (Table 4.2, rows 3 and 4). These results suggest that
there is a limited power in using one image modality for training and another dataset
with di↵erent image modality for testing.
4.5 ICORD: When to Collect Redundant Data? Automati-
cally Balancing E ciency and Accuracy
As we described in the thesis introduction, the collection of redundant annotations
is widely recommended for crowdsourcing because the response of a single crowd
worker is not deemed trustworthy (Sheshadri and Lease, 2013; Warfield et al., 2004).
Quality control mechanisms that aggregate annotations from multiple workers can
yield higher quality results, yet introduce additional costs and delays. Often ad hoc
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decisions are made by the designer of the crowdsourcing system about how to balance
collection e ciency and annotation accuracy. For example, the designer may decide
that 5 crowd workers are needed to ensure a su cient accuracy level, but more than
5 would result in a collection e↵ort that is too ine cient and costly (Gurari et al.,
2015).
We argue that ad hoc decisions on how to set up crowdsourcing of cell annotations
does not scale to the large datasets produced by modern microscopy technology. An
automated process is needed that trades o↵ annotation collection e ciency and ac-
curacy. We here propose ICORD, a system that collects annotations by the crowd by
e↵ectively balancing annotation accuracy and collection e ciency. ICORD predicts
the quality of crowd work and decides when to collect additional data or when to
stop and trust the results of crowd workers:
ICORD Process for Cell Segmentation:
Input: Raw images of cells, quality threshold ⌧ , number of rounds N .
1. A single round of crowdsourcing is performed on all cell images. One segmentation
is obtained per cell.
2. Crowd segmentations are converted to binary masks, and image and behavioral
features are extracted.
3. The prediction model receives the feature vectors and evaluates the quality of
each segmentation.
4. For each cell: If the predicted score is higher than threshold ⌧ , the system accepts
the annotation (step 7). Otherwise, the annotation is flagged as inaccurate (step 6).
6. Repeat until all cell segmentations are predicted to be accurate orN crowdsourcing
rounds have been performed:
6.1 A new round of crowdsourcing is performed on the cell images with annota-
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Figure 4·4: An example processed by ICORD: A phase contrast im-
age of a cell and its segmentations, produced by crowd workers in 5
rounds. In rounds 1–4, the prediction model flagged the segmentations
as not su ciently accurate (quality score below threshold ⌧ = 0.75).
In round 5, ICORD predicts that the shown segmentation is accu-
rate (score > 0.75) and terminates the processing on this cell. For
each round, the Jaccard scores measuring the overlap between expert-
drawn and crowd-worker-drawn regions are also displayed (observed
and predicted scores only di↵er by 6 or fewer percentage points).
tions flagged as inaccurate.
6.2 Steps 2.-4. are applied to the current segmentation.
7. For any cells still predicted to have inaccurate segmentations, the segmentation
among the N collected is chosen that has highest predicted quality.
Output: Cell annotations and their predicted quality scores.
An example annotation collection process for a phase contrast image with the
ICORD system with a threshold of ⌧ = 0.75 is shown in Figure 4·4. Here, after
N = 5 rounds of collecting crowdsourced segmentations, the prediction score exceeds
⌧ and the process stops. In another example, shown in Figure 4·5, ICORD deemed
the cell segmentation obtained after the second round su ciently accurate. By not
requiring a fixed number of crowdsourcing rounds for each image, ICORD prevents
collecting unnecessary data. We tested ICORD with various threshold values and
up to N = 5 rounds of crowdsourcing.
Our experimentation showed that the performance of ICORD is sensitive to the
cuto↵ threshold ⌧ . If the selected threshold is too low, very few instances are selected
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and sent to the next crowdsourcing round. If the threshold is too high, almost all
of the instances will be sent to the next round, making the prediction model almost
superfluous. A reasonable choice for a threshold that can be computed automatically
is taking the average predicted score of the annotations obtained in the first round.
We compared the performance of ICORD to two baseline collection processes.
The first is called Perfect Oracle Baseline and uses the same algorithm as ICORD
except for step 6.1, where a new round of crowdsourcing is performed on the cell
images with annotations that are flagged to be inaccurate. In ICORD, the inaccuracy
flag is based on the prediction model. In the Perfect Oracle Baseline, however, the
inaccuracy flag is based on ground-truth knowledge. The reason we designed the
baseline so that a perfect oracle provides the inaccuracy score is that the performance
of the ICORD framework can be tested irrespective of the ”false negative detection
rate” of the prediction model, i.e., the ability of the regressor to flag inaccurate
outlines.
The second baseline process, called Fusion Baseline, involves combining multi-
ple crowd annotations as is standard practice in crowdsourcing (e.g. (Gurari et al.,
2015)).
Fusion Baseline for Cell Segmentation:
Input: Raw images of cells, number of rounds N , aggregation number M .
1. A single round of crowdsourcing is performed on all cell images. One segmentation
is obtained per cell.
2. Repeat for N crowdsourcing rounds:
2.1 A new round of crowdsourcing is performed on all cell images.
2.2 Any existing segmentations are combined with the most recently collected
segmentation as follows: If a pixel is labeled as part of the cell for at least M
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segmentations, it is assigned to be in the combined new segmentation.
Output: Cell annotations.
Figure 4·5: An example processed by ICORD involving a cell on a
fluorescence microscopy image. ICORD detects in the second round
that the outline is su ciently accurate to be considered a final product
(⌧ = 0.83).
The accuracy scores averaged for all fluorescence and all phase contrast images,
respectively, are shown for ICORD and the two baseline processes per crowdsourc-
ing round in Figure 4·6. Two thresholds were selected automatically per imaging
modality. The average predicted score of the first batch of annotations was taken
as one threshold (0.82 for fluorescence and 0.75 for phase contrast), and this score
minus 0.05 as the other threshold.
As can be observed in Figure 4·6, sending the suspicious instances to a second
round of crowdsourcing increases the average Jaccard score of the new set for all
of the cases. This pattern was observed for both phase contrast and fluorescence
image sets and with all tested thresholds. For instance, crowdsourcing the predicted
inaccurate annotations of fluorescence increased the average Jaccard accuracy from
0.79 to 0.83 for threshold of 0.85 images (Figure 4·6(a), group 2). A third round
of collecting redundant data is helpful in 3 of the shown 4 groups of experiments,
slightly increasing the average segmentation accuracy. The last two rounds do not
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Figure 4·6: Average quality scores and the number of annotations
collected per round of crowdsourcing for ICORD and the Fusion and
Perfect Oracle benchmarks for (a) fluorescence images with thresholds
⌧ = 0.82, and 0.85, and (b) Phase contrast images with ⌧ = 0.75, and
0.80. The number of collected annotations is the number shown above
each bar. The total number of collected annotations for all five round
is shown in red. ICORD requires the collection of significantly fewer
annotations than Fusion.
help improve the average Jaccard score much.
Comparing the results of ICORD to those of the Fusion method demonstrates that
for both modalities and thresholds accuracy levels are similar. ICORD outperforms
the Fusion method in the second round with regard to accuracy by up to 5 percentage
points; the Fusion method outperforms ICORD in later rounds by up to 3 percentage
points.
More importantly, with regards to e ciency, ICORD vastly outperforms the Fu-
sion method because it requires significantly fewer collections of annotations. Using a
lower threshold, the fusion method requires 3.7 times more collections than ICORD
for fluorescence imaging and 3.0 times more for phase contrast. The savings are
slightly smaller with a stricter threshold (3.0 and 2.0). This means that ICORD
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only uses between 27% and 50% of the resources, i.e., collection time and cost, that
the Fusion method requires.
Comparing the results of ICORD to the results of the Perfect Oracle method
shows the e↵ects of a perfect prediction method incorporated into ICORD. It yields
equal accuracy levels except in one case (0.1 di↵erence) and even fewer collection
costs (15 and 31 fewer collections of annotations on fluorescence images and 48 and
98 on phase contrast). (Average quality scores can be lower if crowd workers happen
to outline cells more accurately in an ICORD experiment than in a Perfect Oracle
experiment, see supplemental materials.) The comparison shows the potential for
improvement of the performance of ICORD if a prediction method was incorporated
that had a lower rate of predicting inaccuracies when the cell outline indeed matches
the ground truth well. Interesting future work would be to evaluate other machine
learning methods that could substitute the random forest regression approach we
selected here. Another interesting question is if other computer-vision approaches
to characterize the image features of the segmented cell region could improve the
automated assessment of the quality of these segmentations.
4.6 Conclusions
State-of-the-art crowdsourcing techniques rely on ad hoc decisions about the fixed
number of redundant annotations to be collected and aggregated. The more annota-
tions are collected, the higher is the likelihood for accuracy, but the more costly the
collection process becomes. The generalizability and scalability of determining (man-
ually) how to balance accuracy and e ciency on a case-by-case basis are questionable.
An automated decision process is needed that is scalable to the large datasets pro-
duced by modern microscopy technology. We proposed such an automated process.
ICORD dynamically determines during the collection process how many annotations
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should be collected. ICORD uses image feature analysis and random forest regression
to automatically interpret the quality of cell annotations. ICORD decides when to
collect additional data or when to stop. It intelligently balances annotation accuracy
and collection e ciency.
We collected a total of 1,350 crowd-drawn segmentations for 270 cell images. To
the best of our knowledge, we made a novel contribution by studying the correlation
between worker’s behavioral cues and the quality of their cell segmentations. Our
idea to integrate automatically-extracted behavioral and image features to infer an-
notation accuracy is also new. Lastly, we proposed a new crowdsourcing methodology
for annotating images that use dynamic decisions about which images to re-annotate.
Our experiments revealed that our strategy is highly e↵ective for dynamically assess-
ing cell segmentation quality.
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Chapter 5
Budget-Optimized Crowd Worker
Allocation
This chapter continues our prior e↵orts to find a task allocation paradigm that yields
accurate end products under budget constraints. We focus on crowdsourcing of two
tasks: sentiment analysis for Twitter messages about the 2016 U.S. presidential can-
didates, and delineating the boundary of objects in biomedical images. The chapter
describes a suite of statistically principled computational tools that combine human
and machine intelligence in a novel way to improve the e ciency and accuracy of
the analysis of large-scale data. The methodological contribution to scalability of
large-scale data analysis is based on human computation and crowdsourcing. Specif-
ically, we propose a methodology that uses a combination of a new algorithm and
a machine learning method to compute the number of crowd workers required per
crowdsourced task under strict budget constraints.
5.1 Summary
Due to concerns about human error in crowdsourcing, it is standard practice to col-
lect labels for the same data point from multiple workers, typically a fixed number
of workers, and then use an aggregation method such as majority voting to deter-
mine the final label. We here show that the resulting budget, the number of data
points times the costs of collecting redundant labels per data point, can be used
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more e↵ectively with a flexible assignment strategy. Following this strategy, fewer
workers will be asked to analyze easy-to-label data and more workers to analyze
data that requires extra scrutiny. We propose a method that learns a mapping from
data features to number of allocated crowd workers and test it on text and image
analysis tasks. Our first application involves Twitter messages about the 2016 U.S.
presidential candidates, for which the crowd workers task is to analyze the sentiment
towards the candidates mentioned in the tweets. The second application involves
phase contrast and fluorescence microscopy images of cells for which crowd work-
ers are asked to draw the boundary. We first propose an algorithm that computes
budget-optimized crowd worker allocation (BUOCA) based on comparing expert and
crowd worker labels. We demonstrate how to compute the budget level for which
adding redundancy by involving more workers simply increases the crowdsourcing
expense without improving the accuracy of the crowdsourcing outcome. We next
train a machine learning system (BUOCA-ML) that computes an optimal number
of crowd workers that are projected to maximize the accuracy of the outcome. For
our studies, we show that the computed allocation yields large savings in the crowd-
sourcing budget while maintaining labeling accuracy. In particular, we show that
the optimal allocation of numbers of crowd workers can save almost up to half the
budget that the state-of-the-art crowdsourcing methodology would require (49 per-
cent points), while achieving similar accuracy. Finally, we envisage a human-machine
system that could be used to perform budget-optimized data analysis at a large scale.
5.2 Introduction
When deciding on how many internet workers to employ to annotate data, exper-
imenters must compromise between budget constraints and accuracy expectations.
Multiple annotations are typically collected for the same data point, out of concern
90
for the accuracy of human annotation. Building this redundancy into the crowd-
sourcing experiment, however, increases its cost and cannot guarantee accuracy.
Nonetheless, the state of the art in crowdsourcing is to select an odd number of
crowd workers, e.g., five or seven, to label the same data point and then use the
label that the majority of workers chose.
The crowdsourcing literature describes techniques for computing optimal trade-
o↵s between accuracy and redundancy in crowdsourcing using a fixed number of
crowd workers per task (Karger et al., 2013; Tran-Thanh et al., 2013). The fixed
assignment is agnostic about the latent di culty level of each task, which means it
is data independent. The idea of using a flexible, data-dependent assignment scheme
has only recently been proposed by Sameki et al., (Sameki et al., 2016b). The authors
developed handcrafted decision-trees to determine the number of crowd workers for
tasks that require redundant annotations. They showed that worker allocations
computed by the decision trees they proposed resulted in large budget savings (22%
and more) with minor sacrifices in accuracy (at most 4.4 percent points) compared
to the traditional fixed allocation scheme.
In recent years, computer vision and natural language processing research has
heavily relied on advances in machine learning (deep networks) and human compu-
tation (crowdsourcing) to improve automated image, video, and text analysis. To
provide the large training data that supervised learning with deep neural networks
requires, manual image, video, or text annotations have been collected via crowd-
sourcing, a popular tool not only in computer vision and natural processing but
also in machine learning and other areas of computer science (Nowak and Ru¨ger,
2010; Rashtchian et al., 2010; Raykar et al., 2010; Russell, 2008; Russell et al., 2008;
Sawant et al., 2011; Su et al., 2012; Vijayanarasimhan and Grauman, 2011; Yan
et al., 2010).
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Figure 5·1: The proposed four-phase human-machine system for scal-
able and accurate data analysis. We here focus on phases 1 and 2.
The contribution of our work is a general, data-aware methodology for large-scale
crowdsourcing that uses an optimal worker allocation scheme (Fig. 5·1). We show
how to develop a supervised learning method (BUOCA-ML) that predicts how many
crowd workers should be allocated to a specific task so that budget and accuracy
constraints are e↵ectively balanced. In the resulting crowdsourcing scheme, fewer
workers will be asked to analyze easy-to-label data and more workers to analyze
di cult-to-label data.
The proposed human-machine system determines how a piece of data should be
analyzed, here, an image or a tweet. The target tasks are delineating a cell in an
image or analyzing the sentiment of a tweet. How many crowdworkers should be
assigned to the data so as to achieve the best average labeling accuracy while not
exceeding the target budget? We propose to tackle this problem in two steps. First,
we will learn a budget-optimized crowdworker allocation (BUOCA) based on com-
paring all the expert and crowdworker labels and being agnostic about any specific
features associated with the data (Figure 5·1, phase 1). The supervised learning
method obtains training labels from a small-scale pilot crowdsourcing experiment in
which a fixed number of labels per data sample are obtained from internet workers
and domain experts. Results from the pilot study are used to estimate, for a given
92
Dataset For all possible budgets:
Optimal Worker Allocation
Expected Correct
Classification RateAlgorithm
BUOCAFor each data sample:
Prob(Crowdworker Label
= Expert Label)
Figure 5·2: The proposed Budget-Optimized Crowd worker Alloca-
tion (BUOCA) algorithm computes a flexible allocation scheme for the
number of crowd workers employed for a particular data point.
data point, how likely a crowd worker’s label matches an expert’s label (Figure 5·2).
Second, we will use the optimal allocation as target labels to train our ma-
chine learning system BUOCA-ML to map data features to allocations (Figure 5·1,
phase 2). The mapping between data features and optimal number of crowd workers
is then applied in a larger study for accurate and e cient crowdsourcing (Figure 5·1,
phase 3). Eventually our proposed methodology can empower systems to scale up the
data collection process for research problems with big data requirements (Figure 5·1,
phase 4). This thesis chapter focuses on the first two phases.
Our experimental results show the e cacy of our solution for two applications.
The first application involves the sentiment analysis of Twitter messages about the
2016 U.S. presidential candidates. We collected two datasets. The first dataset con-
tains 970 tweets that mention the presidential candidates Hillary Clinton, Ted Cruz,
Bernie Sanders, and Donald Trump, sent during the primary season in February
2017. The second dataset consists of 2,500 tweets about Hillary Clinton and 2,500
tweets about Donald Trump, which we collected during the last presidential debate
on October 19, 2016. For both datasets, we asked crowd workers and political com-
munication experts to label whether the Twitter user expressed positive, neutral, or
negative attitude toward the candidates mentioned in the tweet.
The second application involved two datasets, containing phase contrast and
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fluorescence microscopy images of cells, respectively. Crowd workers were asked to
delineate the boundary of these cells. The accuracy of the annotations was measured
by comparing them to the ground truth segmentation provided by domain experts.
By processing two kinds of features, extracted from the image and measured about
the worker behavior during task completion, our system learns a model to assign
more number of workers to the more challenging images.
5.3 Related Work
Two areas of research are considered in this discussion about prior work relevant to
our work: (1) crowdsourcing methodologies that consider worker allocation schemes
and budget constraints, and (2) human computation approaches for sentiment anal-
ysis in political discourse.
Related Crowdsourcing Methodologies. Balancing the demands that accu-
racy requirements and budget limits place on crowdsourcing experiments has been
the focus of research in various communities, including human computation (Sameki
et al., 2016b; Gurari and Grauman, 2017), machine learning (Karger et al., 2013;
Kolobov et al., 2013; Tran-Thanh et al., 2013), and computer vision (Gurari et al.,
2016a; Jain and Grauman, 2013). The proposed crowdsourcing mechanisms are typ-
ically agnostic to the di culty of a task, assigning the same fixed number of crowd
workers to each task. Notable exceptions are the recent works by Sameki et al.,
(Sameki et al., 2016b), and Gurari and Grauman, (Gurari and Grauman, 2017), who
proposed flexible worker assignment schemes. If experience ratings of crowd workers
exist and the di culty of a task can be discerned, routing easy tasks to novice work-
ers and di cult tasks to expert annotators has also been proposed (Kolobov et al.,
2013). Optimal task routing, however, is an NP-hard problem, and so online schemes
for task-to-worker assignments have been proposed (Bragg et al., 2014; Rajpal et al.,
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2015).
Related Methods for Sentiment Analysis of Political Discourse. Unsu-
pervised (Guo et al., 2016) and supervised (Hsueh et al., 2009) machine learning
methods have been used to analyze political opinions on the internet, especially on
social networking sites such as Twitter. More recently, crowdsourcing has been pro-
posed as an alternative method to analyze online political communication, e.g., by
Sameki et al. (Sameki et al., 2016b). According to existing research, on the Internet,
some political expressions are straightforward, others contain sarcasm and mock-
ery (Guo et al., 2016; Hsueh et al., 2009), which are di cult to analyze whether by
machine or human annotation (Cohen and Ruths, 2013; Gonza´lez-Iba´n˜ez et al., 2011;
Sameki et al., 2016b; Young and Soroka, 2012). For example, when five crowd work-
ers analyzed the sentiments expressed in the political snippets dataset by Hsueh
et al., (Hsueh et al., 2009), only a 47% agreement rate on the three labels “posi-
tive,” “negative,” or “neutral sentiment” could be achieved. Sameki et al., (Sameki
et al., 2016b), also observed that “sarcastic Twitter messages are more di cult to
label.” To address this problem, experimenters typically choose a fixed, odd number
of crowd workers to create redundancy in the analysis of political discourse. Their
hope is that, with a large number, i.e., five or seven workers, agreement between
the majority of the workers and the domain experts about the sentiment present in
the text in question can be achieved. This strategy may, on the one hand, lead to
overly confident conclusions in the final results when the analysis task is di cult
(wrong prediction of election results (Gayo-Avello et al., 2011)), and on the other
hand, wasteful spending of resources when the analysis task is easy.
A flexible crowdsourcing scheme that collects additional labels for tweets that
are estimated to be di cult to understand because they contain sarcasm has been
proposed by Sameki et al., (Sameki et al., 2016b). Their estimation is based on a
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Natural Language Processing (NLP) analysis, for example, whether the tweet in-
cluded texting lingo, such as lol, rofl, or OMG, or the tweeter highlighted words by
writing them with all capital letters. In our work, we also use NLP tools to ana-
lyze the labeling di culty of tweets, including sarcasm. Di↵erent from the work by
Sameki et al., (Sameki et al., 2016b), which relies on handcrafted decision trees to
compute the number of workers to allocate to a specific tweet, we propose a general,
automatic scheme to allocate workers.
Related Methods for Image Segmentation. As researchers face the problems
of poor quality crowd work for task of image segmentation, many solutions have
been proposed to solve this problem and empower platforms to collect more accurate
image segmentation end results. The most common proposed solutions requires task
requesters to collect redundant data from multiple crowd workes (e.g., 5 workers per
task (Gurari et al., 2015)). In one study as much as 32% of annotations obtained from
internet workers had to be discarded (Bell et al., 2013). Our study investigates if
intelligent allocation of crowd e↵orts can be used to achieve high quality segmentation
while satisfying budget constraints.
5.4 Proposed Crowdsourcing Methodology
Our envisaged end-to-end human-machine system consists of three phases. The
first phase learns a budget-optimized crowdworker allocation (BUOCA) based on
comparing all the expert and crowdworker labels and ignoring any specific features
associated with the data (figure 5·1: phase 1). We extracted a small-scale pilot
crowdsourcing experiment in which a fixed number of labels per data sample are
obtained from internet workers and domain experts. Results from the pilot study
are used to estimate, for a given data point, how likely a crowd worker’s label matches
an expert’s label (figure 5·2).
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Our second phase uses the optimal allocation values as target labels and the
features extracted from small-scale dataset as training features to train a machine
learning algorithm BUOCA-ML to map data features to allocations (Figure 5·1:
phase 2).
BUOCA-ML learns a mapping between data features and optimal number of
crowd workers, and is then applied in a larger study for accurate and e cient crowd-
sourcing (Figure 5·1: phase 3).
We focus on the first two phases, which involve a pilot crowdsourcing study
that provides guidance about budget/accuracy trade-o↵s to be expected in a larger
crowdsourcing experiment. The results of this larger experiment are next used to
train the automatic system.
For our application of discerning the political opinion in tweets about the 2016
U.S. presidential candidates, the size of the dataset makes crowdsourcing it in its
entirety prohibitive. Automated tools are therefore needed. During the last debate
between presidential candidates Donald Trump and Hillary Clinton on October 19,
2016, for example, we collected millions of tweets mentioning the two candidates. The
goal here is to propose a methodology on how to design a crowdsourcing experiment
on a small subset of this dataset that e ciently and accurately produces “ground
truth labels” of the sentiments “positive,” “negative,” or “neutral” toward each
political candidate.
For our application of segmentation of cells in biomedical images, the growing
size of biomedical image content urges the need for budget-e cient and accurate
platforms. The following sections address our optimization model for allocating an
e cient number of workers per task followed by our machine learning model which
aims to learn a mapping from features to optimal allocations.
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5.4.1 Phase 1: Budget-Optimized Crowd Worker Allocation (BUOCA)
Algorithm
The problem we address here is to design a method that determines, for a given
set of data, the number of crowd workers to assign to each data sample so as to
achieve the best average labeling accuracy while not exceeding a target budget for
the crowdsourcing experiment. We select a small-scale dataset in which we ask
multiple crowdworkers to evaluate a given sample and combine their decisions via a
majority vote.
In our model, we index the set of data by {1, . . . , J} and denote the number of
crowd workers assigned to the jth data sample by nj. The total cost fcost of the
crowdsourcing experiment is defined by
fcost(n1, . . . , nJ) =
JX
j=1
c nj (5.1)
where c is the unit cost per sample per crowd worker. A solution to our problem
provides an allocation vector n = (n1, . . . , nJ) such that the total cost fcost is smaller
or equal to the target budget, which we denote by  .
Let us suppose that pj denotes the probability that an average crowd worker is
successful in correctly analyzing the jth data sample. The number pj can be esti-
mated as the fraction of k crowd workers whose decisions match the domain experts’
decision. This probability captures the average di culty of correctly analyzing the
given sample and is smaller for more di cult samples.
Majority Voting is an approach widely used by experimenters to combine the
results of multiple crowd workers. To ensure that our methodology works with this
popular approach of aggregating redundant labels, we add the constraint to our
model that the number nj of crowd workers assigned to a data sample must be an
odd positive integer such as 1, 3, 5, etc.
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Let qj(nj) denote the probability that the majority vote decision across nj crowd
workers is correct, i.e., it matches the decision of the experts. The number qj(nj)
can be estimated in one of two ways:
(i) either empirically as the fraction of all
 
k
nj
 
distinct subsets of k crowd worker
decisions for which the majority vote decision matches the decision of the experts
(this methodology has been used for cell dataset) or
(ii) approximately analytically (applied on Twitter dataset) from pj = qj(1) as
qj(nj) ⇡
njX
i=dnj/2e
✓
nj
i
◆
(pj)
i(1  pj)nj i. (5.2)
We define the “best average labeling accuracy” to be the maximum expected
correct classification rate, CCR, across all the labeled data in the pilot experiment.
The expected CCR across all J samples is given by:
CCR(n1, . . . , nJ) =
1
J
JX
j=1
qj(nj). (5.3)
Finally, we arrive at a formal description of our problem: Finding the optimal
crowd worker allocation n⇤ = (n⇤1, . . . , n
⇤
J) that maximizes the expected CCR for a
given total budget   and odd allocation numbers nj, i.e.,
n⇤  = argmax{CCR(n1, . . . , nJ) | n1, .., nJ 2 {1, 3, ..k}
and fcost(n1, . . . , nJ)   }. (5.4)
Budget-Optimized Crowd Worker Allocation (BUOCA) Algorithm
The problem in Eq. (5.4) is an integer optimization problem for which there is, in
general, no computationally e cient algorithm that solves it, unless the probabil-
ities q1(·), . . . , qJ(·) satisfy additional conditions. There are two natural desirable
properties that we assume to hold at least approximately in practice.
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The first property is that all crowd workers are qualified by which we mean that
they are correct, on average, more than half the time, i.e.,
pj = qj(1) >
1
2
. (5.5)
This condition implies that on average, taking a majority vote with more crowd
workers would result in a decision that is more likely to agree with the ground truth
than a majority vote with fewer crowd workers. The second property is that, for
Budget-Optimized Crowd worker Allocation (BUOCA) Algorithm:
Input: Number J of samples, upper bound k on allocation, and probabilities q1, . . . , qJ ,
where qj is the probability that expert and majority labels match for the jth sample
Initialization: b[1]  cJ ; CCR[1] = 1/JPJj=1 qj(1); m = 1; FOR j = 1, .., J DO:
nj [m] = 1;
WHILE b[m]  kcJ :
` argmaxj={1,..,J}{qj(nj [m] + 2)  qj(nj [m])};
IF q`(n`[m] + 2)  q`(n`[m])  0; BREAK; // No benefit
ELSE
CCR[m+ 1] CCR[m] + 1J (q`(n`[m] + 2)  q`(n`[m]));
n`[m+ 1] n`[m] + 2;
b[m+ 1] b[m] + 2c;
m m+ 1;
Output: Expected correct classification rate CCR[m] as a function of the budget b[m],
for m = 1, . . . , kJ , and optimal allocations n⇤j [m], for every sample j = 1, . . . , J , and every
possible budget mc, m = 1, . . . , kJ .
Figure 5·3: Pseudocode for the BUOCA Algorithm.
each sample j, there is a law of diminishing returns for CCR improvements that can
be realized by increasing the crowd worker allocation to the sample. For example,
a gain in accuracy may be expected when 3 workers are employed per sample and
their majority label is used instead of the label of just one worker. This gain is larger
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(or equal) than the gain in accuracy obtained when the majority label derived from
5 versus 3 workers’ is used. In other words, the di↵erence in the probability that the
majority label of 5 workers matches the expert label minus the probability that the
majority label of 3 workers matches the expert label is smaller than or equal to the
di↵erence between probabilities involving 3 workers versus 1. This means, in general,
for all odd positive integers m,
0 < qj(m+ 4)  qj(m+ 2)  qj(m+ 2)  qj(m), (5.6)
for j = 1, . . . , J . For each j, the function qj(·) is a non-decreasing submodular func-
tion. An equivalent condition is that for each j, the function qj(·) is non-decreasing
and concave. It can be proved that if the first property given by equation (5.5) holds
and the qj’s are given by equation (5.2), then the second property given by equation
(5.6) will also hold.
Assuming the above two conditions hold, we propose a greedy approach which
finds the optimal solution to the problem in Eq. (5.4). Our greedy algorithm deter-
mines a budget-optimized crowd worker allocation based on comparing all the expert
and crowd worker labels and ignoring any specific features associated with the data.
We call the algorithm Budget-Optimized Crowd worker Allocation (BUOCA). The
algorithm not only finds the best allocation for a given budget  , it also computes
the optimal allocations for all budgets between cJ (one crowd worker per sample)
and kcJ (k crowd workers per sample). Using it, we can trace out the entire optimal
CCR-versus-budget curve The pseudocode of the algorithm can be found in Fig. 5·3.
The gist of the BUOCA algorithm is as follows: Start with the initial allocation
of one crowd worker per sample. This corresponds to a total allocation of J crowd
workers, a budget of cJ and a CCR of 1J
PJ
j=1 qj(1). Then increase the total allocation
by two crowd workers step-by-step until the target budget   is reached. At each
101
step m, choose the sample for the additional allocation that results in the largest
increase in CCR, i.e.,
arg max
j=1,...,J
(qj(nj[m] + 2)  qj(nj[m])). (5.7)
The above steps can be carried out quite e ciently by sorting the set of all J(k 1)/2
first-order di↵erences (qj(m + 2)   qj(m)) across all j and m at the very begin-
ning. This means that the BUOCA algorithm can find the optimal allocations with
O(J log J) complexity.
5.4.2 Phase 2: Machine Learning (BUOCA-ML) Algorithm
In the first phase of our human-machine system, we used the labels from the experts
and crowdworkers to compute the crowdworker allocation BUOCA: n1, . . . , nJ that
maximizes the CCR for a sequence of target budgets. Since this was derived purely
from the existing labels while being agnostic about the features of the data that could
be used to determine a label, it does not inform us about how to label a new sample.
To estimate the optimal allocation for a new sample, we need to learn a mapping
from a feature space of the data to the optimal allocation. This can be readily cast
as a supervised classification problem in which the labels are the optimal allocations.
Ideally, the feature space itself should be learned from the training data. But
since the training data from the pilot study in phase 1 will be quite small, end-to-
end classifiers such as deep convolutional neural networks (CNNs), which require
a lot of training data, are unlikely to provide good performance, and so we do not
attempt to learn the features. Instead, we rely on classical features such as geometric
and intensity features for the image data and unigram, bigram and sarcasm features
for the text data. The end result of training a machine learning system in phase
2, which we call BUOCA-ML, is a learned mapping from the feature space to the
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crowdworker allocation.
BUOCA-ML receives BUOCA’s optimal allocations as ground-truth training la-
bels and uses a linear SVM to train a model that determines for each data point if 1,
3, 5, or 7 crowd workers should analyze it. We used the Python implementation of
a linear SVM from the Scikit-Learn library (http://scikit-learn.org/stable/modules/
generated/sklearn.svm.LinearSVC.html). We chose a stratified cross validation train-
ing/testing methodology, because we discovered that the distributions of labels in
the four classes of our datasets are very skewed. A large proportion of the data
samples were assigned to class 1 by BUOCA, which means they are ”classified as
easy to analyze by a crowd worker.” Stratified 5-fold cross validation enables us to
have enough representatives from each class in our train and test sets. Stratification
rearranges the data so as to ensure each fold is a good representative of the whole.
With BUOCA-ML ready, we can move on to phase 3 where we will use BUOCA-
ML to guide the allocation of crowdworkers to data samples in a new crowdsourced
label collection.
5.5 Datasets for Case Studies
We applied the BUOCA algorithm in two case studies, one involving the sentiment
analysis of political tweets and one with segmentation of cells in biomedical images.
5.5.1 Dataset for Tweet Analysis
Our first dataset consists of J = 970 tweets about the four leading U.S. presidential
candidates Hillary Clinton, Ted Cruz, Bernie Sanders, and Donald Trump sent during
the primary election season in February 2016. The data was provided to us by Sameki
et al. (Sameki et al., 2016b). They collected the data using the Crimson Hexagon For-
Sight social media analytics platform (http://www.crimsonhexagon.com/platform).
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The dataset contains ground truth labels determined by two experts in political
communication in a two-round process. The labels contain the names of the can-
didates mentioned in the tweet and whether the sentiment toward each candidate
mentioned was “positive,” “neutral” or “negative.” In the first round, the experts
determined the sentiment towards each candidate mentioned in each tweet indepen-
dently. In the second round, they came to a consensus on the tweets that they had
initially disagreed on.
For each presidential candidate mentioned in each tweet, the dataset also con-
tained labels obtained from 5 crowd workers. A three-point scale “positive,” “neu-
tral,” and “negative” was also used. The crowd workers were employed through
the AMT Internet marketplace. We accepted only workers from the U.S. with an
approval rating of 92% and an experience level of having participated in at least
100 previous crowdsourcing experiments. Each worker was compensated $0.05 per
completed task.
We next extracted a dataset that consists of J = 5, 000 tweets that mention
U.S. presidential candidates Hillary Clinton and Donald Trump. We collected them
ourselves during the third debate between presidential candidates Donald Trump and
Hillary Clinton on October 19, 2016. We obtained the ground truth labels from a
majority vote of three experts. One expert was a student in political communication.
A three-point scale “positive,” “neutral,” and “negative” was used for the expert and
crowd worker labels. We collected crowd worker labels from seven U.S.-located crowd
workers per tweet, compensating them with $0.05 per task on Amazon Mechanical
Turk.
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5.5.2 Dataset for Biomedical Images
We used a freely available image library (Gurari et al., 2015) that includes 151
phase contrast microscopy images showing rat and rabbit smooth muscle cells and
mouse fibroblasts. The dataset also contains 119 fluorescence microscopy images
of Lu melanoma cells and WM993 melanoma cells. The dataset consists of raw
images and expert-drawn annotations to be used as pixel-level-accurate ground-truth
segmentations.
We recruited crowdsourced workers through AMT and accepted all workers who
had previously completed 100 HITs and maintained at least a 92% approval rating.
We paid workers $0.02 upon completion of each object segmentation task and ap-
proved all submitted HITs. We allotted a maximum of ten minutes to complete the
task. In total, 40 unique workers created our 1,350 collected segmentations (i.e., 5
crowd segmentations ⇥ 270 images).
5.6 Experimental Results
We conducted two general experiments using the proposed optimization and machine
learning system, BUOCA and BUOCA-ML, on political tweets and biomedical cell
images to examine (1) [EXP1] whether BUOCA algorithm can empower the machine
learning system to achieve accurate and e cient results (Figure 5·1, phases 1 and
2), and (2) [EXP2] BUOCA-ML in action by investigating the application of the
mapping between data features and optimal number of crowd workers on previously
unseen data, and comparing the results to those of state-of-the-art methods.
5.6.1 [EXP1] Evaluation of BUOCA-ML system on Twitter Dataset
It turned out that the sentiment of some tweets was so di cult to discern that
seven workers were needed to establish a majority label that matched the experts’
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label. But this was only a small fracation of the dataset, and so this provides strong
motivation for a flexible, data-dependent allocation scheme that reduces the number
of employed crowd workers for easy-to-label data but keeps the number of workers
high for di cult-to-label data
We first applied our BUOCA algorithm to our first dataset of J = 970 tweets
about the four leading U.S. presidential candidates Hillary Clinton, Ted Cruz, Bernie
Sanders, and Donald Trump sent during the primary season. Here, the maximum
number of crowd workers to analyze a sample (a tweet) is k = 5 and the sentiment
analysis by a single worker per tweet incurred a cost of c = 5 cents. Figure 5·4
shows the optimal CCR-versus-Budget curve (red color) that was computed using
the proposed BUOCA algorithm. The blue data point in the figure represents a
single hand-crafted, flexible allocation for the static decision tree (SDT) proposed
by Sameki et al. (Sameki et al., 2016b). With a fixed total budget of $195, the
SDT-based flexible allocation of workers per tweet resulted in an expected correct
classification rate of 0.7. This is 12 percent points lower, i.e., significantly lower, than
the corresponding expected CCR of 0.82 that the optimal allocation based on the
BUOCA algorithm computes. To obtain an average CCR of 0.7, a budget of $51.60
would have su ced.
Also shown in Figure 5·4 is the CCR-versus-Budget curve (green color) that
we obtain when we use the decision tree, as published by Sameki et al. (Sameki
et al., 2016b), to partition tweets into groups (groups = leaves of the hand-crafted
decision tree SDT) and then optimize the allocation over those groups. The di↵erence
between the green and red curves clearly demonstrates that notable improvements in
the expected CCR can be realized by optimizing the allocation over all data instead
of trying to hand-craft it.
We next applied our model on our dataset of J = 5, 000 tweets about the two
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Figure 5·4: Accuracy-versus-Budget trade-o↵s for crowdsourcing the
sentiment analysis of almost 1,000 tweets related to the 2016 U.S.
Presidential Primaries with flexible allocation of the number of crowd
workers. The optimal allocation (red), estimated by the BUOCA algo-
rithm, has a significantly higher expected correct classification rate for
a given budget than the best possible allocation (green) for the static
decision tree (SDT) or the hand-crafted allocation (blue) for the SDT
used by Sameki et al., 2016.
leading U.S. presidential candidates Hillary Clinton and Donald Trump from October
2016. To train the machine learning system, we extracted the following features from
the tweets: (1) We looked for general features that are usually clues for the presence
of sarcasm in a sentence (Gonza´lez-Iba´n˜ez et al., 2011; Davidov et al., 2010) and
grouped them into 7 categories:
1. Quotes: People often copy a candidate’s words to make fun of them.
2. Question marks, exclamation or suspension points.
3. All capital letters: Tweeters sometimes highlight sarcasm by writing words or
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using the tf-idf method (http://scikit-learn.org/stable/modules/generated/sklearn.feature_ 
extraction.html). 
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whole sentences with all-capital letters.
4. Emoticons like ’:)’, ’:(’
5. Words expressing a laugh, or other texting lingo, such as ’ahah,’ ’lol,’ ’rofl,’
’OMG,’ ’eww,’ etc.
6. The words ’yet’ and ’sudden.’
7. Comparisons: Many tweeters use comparisons to make fun of a candidate,
using words such as ’like’ and ’would’.
The sarcasm detecting algorithm that we designed scans the tweet text for those
features and returns the list of sarcastic clues. The clues are represented by a 7-
component feature vector f that contains a Boolean value for each of the categories
listed above – “1” indicates “presence” of the feature, “0” otherwise.
(2) Beside sarcasm features, We also extracted feature words from the tweets by
si g he tf-idf ethod (h tp://scikit-learn.org/stable/modul s/ generat d/skle rn.feature extraction.text.TfidfVectorizer.html).
Give a sequence of tweets and their feature vector, our BUOCA algorithm com-
putes the optimal allocation of crowd e↵orts for every cost point (optimal as measured
by the expected correct classification rate at that point). However, we need a specific
cost point and its associated optimal allocations per tweet to train the BUOCA-ML
method. In order to find a cost point at which the training of BUOCA-ML is ex-
pected to be successful, we looped through the iterations of the BUOCA algorithm
until a cost point was reached when a su cient number of representative tweets for
each of the classes 1, 3, 5, and 7 of allocation numbers had been obtained. We call
this cost point our budget reference point. The resulting optimal CCR-versus-budget
trade-o↵ curve is shown in Figure 5·5. As can be observed in Figure 5·5, our budget
reference point is at 12,659 unit cost (end of red curve).
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After intentionally breaking the BUOCA algorithm early at our budget reference
point of 12,659, we use its optimal allocation values to train BUOCA-ML to obtain a
mapping from tweet features to optimal allocations. We used stratified 5-fold cross-
validation to train and test our linear SVM model. We next applied BUOCA-ML to
our 5000 tweets and their feature vectors and obtained a predicted allocation num-
ber for each tweet. The sum of predicted allocation numbers was 7,195. We next
simulated a crowdsourcing experiment that would produce a majority-based senti-
ment label for each tweet based on the allocation number. In this simulation, if the
number was, for example, three workers, we used all combinations of choosing three
out of our pool of seven crowd workers to determine the average majority sentiment.
Comparison to expert opinion that yielded a CCR of 0.72 for this simulation.
We visualize the BUOCA-ML result as a data point (shown in black) in our
budget-CCR plot Figure 5·5. It almost matches the optimal accuracy of the reference
point (0.72 versus 0.75) while saving 43 percent of the budget compared to the
reference point (7,195 versus 12,659 times unit cost). This result shows the feasibility
of our proposed methodology - BUOCA-ML can actually be trained with labels
provided by the BUOCA algorithm based on a reference budget that it can undercut.
Note that BUOCA-ML is not specifically ”aware” about a budget, i.e., the budget
is not an input to BUOCA-ML but the result of its output. Moreover, its average
accuracy at that low budget level is almost as high the accuracy that an optimal
allocation could obtain at the same level.
5.6.2 [EXP1] Evaluation of BUOCA-ML system on Biomedical Images
Similar to the study with political tweets, we applied our greedy BUOCA algorithm
on the dataset of biomedical images. We used three classes of easy (only 1 worker),
medium (3 workers), and hard (5 workers) as labels for the machine learning predic-
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Figure 5·5: CCR-versus-Budget curve for crowdsourcing the senti-
ment analysis of almost 5,000 tweets by U.S. presidential candidates
Hillary Clinton and Donald Trump (red). Our BUOCA-ML system
achieved a similar accuracy to the ground truth (0.72 versus 0.75)
while saving 43 percent of the budget (black).
tion system. We used stratified 5-fold cross-validation to train and test our linear
SVM model. For each of 5 iterations, a di↵erent set was reserved as the test set and
the combination of the remaining sets were the training set. Figure 5·6 shows the
optimal curve for cost versus segmentation accuracy in red. Similar to the previ-
ous section, we intentionally broke the BUOCA algorithm early on around cost of
580 (our reference point) to have enough representation of each of 1, 3, or 5 class
members. Thus, the final point on the red curve was taken as our reference point
and our machine learning system was trained on its allocations. We use its optimal
allocation values to train BUOCA-ML which aims to map tweet features to optimal
allocations.
The CCR of our prediction model designed for the budget constraint of 580 unit
cost, i.e., the cost at the reference point, is 382 cost units, shown as a single black
data point in Figure 5·6. This CCR almost matches the optimal accuracy of the
reference point (0.80 versus 0.82) while saving 34 percent of the budget compared to
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Figure 5·6: Accuracy-versus-Budget trade-o↵s for crowdsourcing the
cell image segmentation of almost 280 cell images with flexible alloca-
tion of the number of crowd workers. The optimal allocation, estimated
by the proposed greedy algorithm is shown as a red curve. BUOCA-
ML’s predicted allocations, shown as the black point, achieved a very
similar accuracy to the ground truth (0.80 versus 0.81) while saving
34 percent of the budget.
the reference point (382 versus 580 times unit cost).
5.7 [EXP2] Applying BUOCA-ML on Sentiment Analysis
Dataset
In order to verify the value of our optimization and machine learning system when
applied to unseen data, we saved 1,000 out of 5,000 tweets from the 2017 third pres-
idential debate only for testing. As explained before, domain experts had annotated
each tweet based on positive, negative, or neutral sentiments. Out of 1,000 tweets,
500 of them were representing statements about Donald Trump and 500 about Hillary
Clinton.
We trained BUOCA-ML on 4,000 tweets using 5-fold stratified cross validation.
We saved the model and applied it on the remaining 1,000 tweets. We compared
111
BUOCA-ML e ciency and accuracy with state-of-the-art aggregation methods. Such
methods suggest to collect 3, 5, or 7 annotations for every data point. We simulated
such a collection and compared it to the output of our BUOCA-ML algorithm by
allocating what it outputs as optimal allocation. The state-of-the-art collections
lead to 3,000, 5,000, and 7,000 unit cost for allocating 3, 5, or 7 crowd workers,
respectively, for each tweet. Our paradigm led to accuracy values of 0.72, 0.78, and
0.80 for experiments that involve 3, 5, or 7 crowd workers per each single tweet.
The budget spent by our BUOCA-ML is 3,561 unit cost. This is only about half
the budget that would be needed if a state-of-the-art fixed allocation method had
been applied that assigns 7 workers to each tweet. We achieved an accuracy of 0.77
which is only 3 percent points lower than the accuracy of the state-of-the-art ap-
proach, while saving 49 percent of the budget (3,561 versus 7,000). This comparison
suggests that, in larger crowdsourcing studies, our machine learning method is able
to achieve a high accuracy, comparable to state-of-the-art, expensive methods, and
produce immense budget savings.
5.8 Comparison of ICORD and BUOCA-ML
Next, we compared our previous chapter’s ICORD system to BUOCA-ML by com-
paring the accuracy levels after spending the same amount of budget. Since ICORD
investigates the dynamic allocation of crowd e↵orts for two image modalities fluores-
cence and phase contrast separately, we applied our greedy BUOCA algorithm and
retrained the BUOCA-ML machine learning system on two datasets separately as
well.
The results of such comparison is shown in Figure 5·7. Spending the same budget,
BUOCA-ML outperformed ICORD by up to 3 percent points of accuracy for both
datasets of fluorescence and phase contrast modalities (Figure 5·7 a and b). This
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shows, for these two datasets, it was more beneficial to apply the budget constraint
in our BUOCA-ML system than the quality constraint to the ICORD system.
As explained in the previous chapter, ICORD uses a simple machine learning
algorithm and a quality constraint (threshold), which makes it easy to implement and
apply. On the other hand, BUOCA-ML first requires a greedy optimization algorithm
which is next used to provide training data for the machine learning system. This
makes BUOCA-MLmore complicated than ICORD as it includes two separate stages.
While our case study suggests that BUOCA-ML has a better accuracy under the
same spending budget, ICORD’s simplicity of implementation suggests that ICORD
can be used in cases where we want to save some costs but do not have a rigid
constraint. One the other hand, in scenarios where rigid budget constraints need to
be applied, BUOCA-ML could be a more accurate option. Eventually, future work
can investigate the potential of combining ICORD and BUOCA-ML by applying the
ICORD idea of dynamic crowd allocation to BUOCA-ML, resulting in multi-round
crowdsourcing.
5.9 Conclusions
We contributed a new algorithm, BUOCA, that can be used to conduct pilot crowd-
sourcing studies, in order to compute the average correct labeling rate of crowd
workers for a given budget and dataset. The pilot study results can be used to esti-
mate, for a given budget, the expected accuracy of the results in subsequent larger
crowdsourcing studies, where collecting expert labels is prohibitively expensive. We
demonstrate how to compute the budget level for which adding redundancy by in-
volving more workers simply increases the crowdsourcing expense without improving
the accuracy of the crowdsourcing outcome. We next train a machine learning sys-
tem (BUOCA-ML) that computes an optimal allocation of crowd workers that are
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estimated to maximize the accuracy of the final annotations. Our machine learning
system receives the resulting labels of BUOCA along with data features to train the
final machine learning system which maps features directly to labels.
The accuracy of our proposed machine learning system is evaluated using sam-
pling techniques involving the crowd and experts. The results showed comparable
accuracy to state-of-the-art aggregation methods while saving up to 49 percent of
the final budget. The final machine learning system could be potentially used to
automatically label an extremely large data set e ciently.
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(a)
(b)
Figure 5·7: Accuracy-versus-Budget trade-o↵s for crowdsourcing the
cell image segmentation of almost (a) 119 fluorescence cell images, and
(b) 151 phase contrast cell images. The optimal allocation, estimated
by the proposed greedy algorithm is shown as a red curve. BUOCA-
ML’s predicted allocations, shown as the black point, achieved a higher
accuracy compared to the ICORD’s allocation, shown as the blue
point, for the same budget point.
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Chapter 6
Hybrid Algorithm-Crowdsourcing
Tracking Systems
Another fundamental question in this thesis is how to e↵ectively combine human
and computer e↵orts to analyze image and video data in a cost-e cient and scalable
framework. Prior work has showed that crowdsourcing can scale up annotation of
videos of every-day objects that are familiar to the crowd workers (Vondrick et al.,
2013). It has also been shown that crowdsourcing can be an e↵ective tool for analyz-
ing image content that is likely not familiar to the typical crowd worker: microscopy
images of cells (Gurari et al., 2014; Gurari et al., 2015). However, a hybrid algorithm-
crowdsourcing methodology can be designed to combine the strength of algorithms
and crowd workers for tasks that scalability, e ciency, and accuracy are desired tar-
gets. Such a hybrid interaction would empower researchers to design budget-friendly
systems by running algorithms on tasks with less scrutiny, and incorporate human
interaction when the task needs human intelligence. In this section of my thesis, I
present the first tracking system that leverages the support of crowd workers who
annotate videos of unfamiliar biomedical objects.
6.1 Summary
The task of outlining live cells and keeping track of their morphological changes
through time in microscopy videos is an urgent task for biologists and medical re-
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searchers. As manual annotation by experts is time-consuming and expensive, au-
tomated methods for cell segmentation and tracking have been developed by the
community. Yet, most of the studies focus on one image modality at a time, and
finding a one-size-fits-all tracking algorithm that works well for several types of cells
captured under di↵erent image modalities remains a challenge. We here propose
CrowdTrack: a hybrid human-computer tracking method that can track cells in fluo-
rescence and phase-contrast time-lapse videos by involving crowdsourcing whenever
the performance of automated methods is unsatisfactory. We tested our proposed
method on 1,523 frames from 12 di↵erent microscopy videos and obtained 14,351 cell
outlines with 32 rounds of crowdsourcing.
6.2 Introduction
High-throughput microscopy technology enables researchers to produce large num-
bers of images of cells (Rittscher, 2010). As these technologies improve and mi-
croscopy images are shared by the research community, the task of analyzing the life
cycle and behavior of live cells has drawn the attention of biomedical researchers.
However manual annotation is costly and time-consuming for experts, therefore au-
tomated algorithms have been developed for cell segmentation (Chittajallu et al.,
2015; Pan et al., 2010; Song et al., 2013; Yin et al., 2015; Zhang et al., 2015) and
tracking in time-lapse videos (Bise et al., 2009; Dzyubachyk et al., 2010; House et al.,
2009; Meijering et al., 2012; Wu et al., 2012). These approaches achieve acceptable
performance, but they are still imperfect and fail to generalize to images taken under
di↵erent image modalities. In fact the diverse nature of di↵erent species of cells and
the imperfections of the recording tools pose a challenge for the development of a
universal best method for cell tracking and segmentation (Chenouard et al., 2014).
Mitosis, also known as cellular reproduction, is the process by which a cell dupli-
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cates its contents and then divide to yield two daughter cells with similar contents.
This stage of a cell life cycle is one of the most challenging scenarios for tracking
algorithms and large amount of research has been conducted to address the task of
tracking new born cells (Harder et al., 2009; Padfield et al., 2009; Held et al., 2010;
Tsalik et al., 2012; Huh and Chen, 2011; Huh et al., 2011). The work of (Padfield
et al., 2009), focused on the analysis of cell cycle phases by using a level set segmen-
tation approach. (Harder et al., 2009), and (Huh et al., 2011), built an SVM classifier
in order to predict the cell cycle phases based on image features like shape and pixel
intensities of the cells and di↵erences of static features and mean features such as in-
tensity and size of the observed cells through flourescence and phase-contrast videos
respectively.
However these methods focus on the particular environment conditions and image
modalities employed. Furthermore at the current time there is no freely accessible
tool for mitosis detection and this makes it very di cult for biomedical researchers
without computer vision domain expertise to reproduce the methods proposed by
other papers.
Crowdsourcing techniques have been leveraged recently to rapidly and inexpen-
sively collect high quality cell segmentations and workers have proved to be a reliable
source of cell outlines (Gurari et al., 2014; Gurari et al., 2015).
Our method, that we called CrowdTrack, was able to extract 14,351 cell lineages
over 1,523 frames in 12 di↵erent microscopy videos and we show that it is generaliz-
able to diverse types of data by successfully applying it to both phase-contrast and
fluorescence images and di↵erent species of cells. CrowdTrack automatically involves
crowdsourcing when mitosis or other tracking shortcomings are detected in order to
ensure an accurate and flawless tracking. We show that involving crowd workers
in the loop allows us to discover false positives that arise from imperfect mitosis
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detection algorithms.
(a)
(b)
Figure 6·1: Interactive Mitosis Detection. Tracking results for cells
undergoing mitosis in fluorescence (a) and phase-contrast (b) mi-
croscopy videos. The red boundaries surround the cell that is cur-
rently tracked until mitosis is detected in frame 2. The crowd workers
were asked to follow the cell that has an overlaid red boundary and
choose the frame where the newborn cells were visible. A new round of
crowdsourcing produced the boundaries of the newborn cells (shown in
green). Frame numbers (blue) were displayed to facilitate the workers’
task. This example illustrates that mitosis detection is a challenging
task for automated methods as mitotic cells display conflicting behav-
ior for di↵erent microscopy modalities: in fluorescence images, the cell
shrinks and decreases its luminosity (a), while cells in phase-contrast
images (b) drastically reach a peak in pixel intensity when undergoing
mitosis.
6.3 Method
6.3.1 Automated tracking
In order to segment cells for every frame, we employed popular level set methods.
We chose a Chan-Vese Active Contours approach (Chan and Vese, 2001) to segment
cells in fluorescence images, while we employed the Caselles method (Caselles et al.,
1997) for phase-contrast microscopy frames. fluorescence pictures are observable
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Figure 6·2: Interactive Correction of Cell Boundaries. Frames ex-
tracted from a video that was produced by CrowdTrack when it lost
track of a cell. The red boundary surrounds the cell that was currently
tracked until the mistake happened and the tracking was stopped. The
crowd workers were asked to follow the cell that has an overlaid red
boundary and choose the frame where the red outline is not accurately
enclosing the tracked cell. A new round of crowdsourcing produced a
corrected boundary for that cell, displayed as a green outline on the
frame that was selected by workers. This example shows that non-
expert crowd workers can recognize the time step where the automatic
tracking fails and fix its shortcoming.
in the sequence of Figure 6·1(a); instead, Figures 6·1(b) and 6·2 are examples of
phase-contrast images. Initial loose boundaries for cells in the first frame of each
video need to be provided to initialize the level set algorithms. This can be done by
experts through the freely available LabelMe interface (Russell et al., 2008). Then
the level set algorithm outputs a tight boundary for each cell in the first frame. In
subsequent frames, dilation is performed on boundaries of cells in the previous frame
to obtain initial contours for cells in the current frame. Next, level sets are employed
to iteratively tighten the outlines around the cells.
When dealing with challenging datasets with highly variable luminosity and
densely populated conditions, these algorithms are a↵ected by mistakes that pose
problems to an accurate tracking. In particular those cells that undergo mitosis need
to be tracked carefully as they evolve their shape and luminosity very quickly and
unexpectedly; furthermore mitotic cells exhibit diverse behavior for di↵erent micro-
scope modalities and cell types, as shown in Figure 6·1. Therefore algorithms often
fail to correctly keep track of the two newborn cells.
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6.3.2 Classifier
To detect when mitosis is encountered we built and trained a K-Nearest Neighbor
classifier with a parameter of K = 3 neighbors. CrowdTrack classifies each cell in
each frame of our image sequence as either undergoing mitosis or not. In order to
distinguish these 2 classes, CrowdTrack employs some meaningful features for image
regions. In particular for every cell region in a given frame our algorithm exploits
static features, e.g. circularity, and ratios of current features over the mean features
observed during the previous frames, e.g. circularity, area, mean and standard de-
viation of pixel intensities (Harder et al., 2009; Huh and Chen, 2011; Huh et al.,
2011).
To provide a suitable training set for the classifier we applied a fully automated
tracking as described in Section 6.3.1 to an average of 10.2 cells over 4,825 frames.
These images belong to 20 di↵erent videos of live cells, of which 12 are then used
for our interactive tracking experiment, while 8 were employed for training purposes
only.
Then the aforementioned features are extracted for the training set and an expert
provided ground truth labels about mitosis occurrence for 25,040 cell regions obtained
from the automatic tracking.
6.3.3 Tracking with crowdsourcing support
For each video that CrowdTrack processed, the KNN classifier was trained with
the training features and ground truth labels of the remaining 19 image sequences.
Then the tracking is started and for each cell in each frame, features for that cell are
extracted and fed to the classifier. To filter out some false positive results for mitosis
detection, CrowdTrack takes advantage of the sequential nature of our data and it
considers a cell as undergoing mitosis whenever it is predicted so for 2 subsequent
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frames of the video.
Mitosis: event detection
When mitosis is detected, CrowdTrack stops the tracking and a video for that cell
is produced and saved as a GIF file. Our model obtains the video by cropping 17 to
27 sampled frames (depending on the average duration of a mitosis in that dataset)
around the place where the cell was situated. Two examples that were generated
during the experiment are shown in Figure 6·1.
Then CrowdTrack involves one first round of crowdsourcing by showing the video
to the workers and asking them to pick the first frame where both the newborn cells
are completely visible and remain so for the subsequent frames. Workers have the
option to report that the problematic cell is not undergoing mitosis, if they think so.
By involving several workers for this task CrowdTrack can employ majority voting
to get a more accurate result. Then if the majority of the workers thinks that mitosis
is not happening, the classifier prediction is treated as a false positive situation;
therefore tracking is resumed without alterations.
Mitosis: outlining the newborn cells
Instead if mitosis is indeed happening, CrowdTrack plugs the selected frame into
the LabelMe platform and summons a second set of crowd workers to draw loose
boundaries for all of the entire cells in the frame. Then for each collected mask,
majority voting is applied and boundaries for the newborn cells are obtained by
keeping the 2 masks closest to the center of the image. This method holds because
mitosis is a fast process with respect to the velocity of cells over the substrate. Then
the 2 boundaries that were produced are used as masks for the 2 newborn cells to
re-initialize the level set algorithm.
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Tracking mistakes: event detection
Whenever a cell boundary is lost during tracking, CrowdTrack obtains a GIF video
in a similar fashion but this time 11 of the previous frames are cropped and the
tracking output for that cell is shown as a red overlaid boundary, as shown in Figure
6·2.
crowd workers are then prompted to review the so-produced video and follow the
red outline for the cell. They are asked to select the first frame where the red outline
does not encircle the tracked cell properly. Majority vote is once again employed to
increase reliability.
Tracking mistakes: providing new boundaries
The obtained cropped frame goes through one more round of crowdsourcing where
all of the cells in it are annotated through the LabelMe platform. An outline for
each cell is produced by applying majority voting to the binary masks provided by
the workers and then the closest boundary to the center of the image is selected.
Hence, CrowdTrack can re-initialize the mistaken cell lineage by using the obtained
boundary and rerun the level set methods.
6.4 Experiments and Results
6.4.1 Data Collection
We used both phase contrast and fluorescence microscopy image sequences of live
cells. The phase-contrast show fibroblast cells of a mouse strain recorded with a Zeiss
Axiovert S100 microscope every 30 seconds, resulting in 3,897 image sequences. The
fluorescence microscopy images were obtained from the 2013 Cell Tracking Challenge
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1 (Masˇka et al., 2014) and they consist of four di↵erent kinds of cells. Two datasets
feature Chinese Hamster Ovarian nuclei overexpressing GFP-PCNA recorded with
a Zeiss LSM 510 microscope with a time step of 9.5 minutes, resulting in 92 frames
each. Two more arrays of images show GFP-GOWT1 mouse stem cells, monitored
by a Leica TCS SP5 microscope every 5 minutes for an overall amount of 184 frames.
Lastly, 8 more datasets were involved only for training purposes; they display sim-
ulated nuclei moving on a flat surface and Rat mesenchymal stem cells on a flat
polyacrylamide substrate.
6.4.2 Results
In our experiments, CrowdTrack processed 1,523 frames that feature on average 9.42
cells each, resulting in an overall amount of 14,351 cell lineages produced. The
tracking process was improved by 32 rounds of crowdsourcing that were required by
CrowdTrack whenever the automated tracking was unsatisfactory. In particular, 10
rounds were performed to pin down a mitotic event. Two of these situations were
actually misclassified by our model as a result of sudden changes of the shape of a cell;
however crowd workers were able to recognize them as false positives and reported
accordingly. Six cycles of crowdsourcing were requested as a result of a cell boundary
being lost and finally 16 rounds were necessary in order to provide new boundaries for
newborn or mistracked cells as explained in Section 6.3.3. We employed the Amazon
Mechanical Turk internet marketplace to perform our crowdsourcing study and we
required 5 workers for each task. To evaluate our results for cell segmentation we
summoned an expert to provide ground truth lineages for all the cells in 38 randomly
selected frames of our dataset. We then computed the Jaccard index to measure the
overlap ratio A\BA[B between the expert-drawn cell region A and the mask B output
1http://www.codesolorzano.com/celltrackingchallenge/Cell_Tracking_Challenge/
Welcome.html
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by the tracking algorithm. CrowdTrack achieves a Jaccard score of 0.662 for phase-
contrast images and 0.769 for fluorescence videos.
Instead, to evaluate the ability of the tracking algorithm to detect the cells and
follow them in time we employed the metric “TRA” proposed by (Masˇka et al.,
2014). This metric measures the di culty of changing the acyclic graph generated
by CrowdTrack and the ground truth graph by computing the number of basic op-
erations that are needed to make those graphs identical. Our model achieved an
average of 0.8485 (where 1 is a perfect tracking and 0 is a completely wrong one) on
fluorescence image sequences, for which we had ground truth acyclic graphs.
6.5 Discussion and Conclusions
Even though the task of automatic cell tracking has been explored by the research
community for several years, state-of-the-art methods are still imperfect and de-
pendent on the data employed (Chenouard et al., 2014). In particular, automated
tracking models are likely to fail when handling challenging scenarios such as cells
undergoing mitosis (Huh et al., 2011; Huh and Chen, 2011) or forming clusters (Bise
et al., 2009; Wu et al., 2012). These intracellular interactions are usually induced on
real-world experiments in order to study the cells response and ability to adapt to
diverse environmental situations.
Our study shows that imperfect methods can be improved with the involvement of
low-cost crowd work by addressing the tasks of correctly tracking mitosis and fixing
the mistakes of automated algorithms. Our hybrid method exploits a KNN classifi-
cation model in order to detect mitosis and the results prove that non-expert workers
are able not only to fix the algorithm mistakes, but also to discern between true and
false positives provided by the classifier. Furthermore, CrowdTrack is generic in the
sense that it does not depend on the employed data and tracking approach and we
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have proved it by applying it to both fluorescence and phase-contrast microscopy im-
age sequences. By making our full code and data freely available we aim to stimulate
open collaboration among the computer vision community and inspire e↵ort towards
this fascinating and challenging state-of-the-art field of study. In the future, we plan
on collecting more data to train and test our model on and incorporate some modern
methods to improve the segmentation of clusters of cells and mitosis detection.
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Chapter 7
Conclusions
Crowdsourcing platforms are leveraged to rapidly and inexpensively collect labeled
data from a pool of unknown internet workers. The recruited crowd contributors
typically have a diverse range of skills an knowledge which raise concerns about the
quality of end products.
The first part of the dissertation takes insights from psychology research by incor-
porates workers’ behavioral factors, i.e. familiarity or bias, to investigate the quality
of their annotations. The first part of this section of the dissertation incorporates
workers’ familiarity and unfamiliarity with the task (i.e. image) content, providing
suggestion to researchers on how to incorporate such metric while designing accurate
crowdsourcing systems. Then Crowd-O-Meter was presented, a crowdsourcing plat-
form that incorporates implicit and explicit behavioral traces of workers to predict
their vulnerability to believe “fake claims” in political text and video.
This dissertation next explores solutions to designing accurate and e cient crowd-
sourcing systems. It first provides insights into the problem of designing accurate and
budget-e cient crowdsourcing systems. This section of the dissertation presents a
crowdsourcing annotation collection system called ICORD which dynamically ben-
efits from image features and workers’ behavioral traces to infer the quality of a
worker-drawn outline of a cell in biomedical images. ICORD dynamically deter-
mines if the annotation accuracy is satisfactory or if a higher-quality annotation
should be sought out in another round of crowdsourcing. It next focuses on the task
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of outlining live cells and keeping track of their shape in microscopy videos. Next,
the dissertation introduced budget constraints and proposed a budget-e cient ma-
chine learning system that learns an optimal number of crowd workers that need to
be allocated per task. This section focused on the two tasks of sentiment analysis of
political tweets and segmentation of biomedical images.
The final part of this dissertation untapped the potential to combine strength of
algorithms and crowd workers by proposing CrowdTrack, a hybrid human-computer
tracking method. CrowdTrack can track various types of cells in fluorescence and
phase-contrast microscopy videos by involving crowdsourcing whenever the perfor-
mance of automated methods is unsatisfactory.
With Artificial Intelligent (AI) systems taking over many critical tasks in the
everyday life of people, a general model is needed to uncover the full potential and
limitations of using humans in the loop, and intelligently decide how, when, and
where to involve crowd workers to assist algorithms and machines. While our e↵orts
uncovered the potential of crowdsourcing in specific case studies (e.g., image segmen-
tation, sentiment analysis), there is need for generalizable models that can investigate
the potential of hybrid crowd-machine platforms without depending on hand-crafted
features and the details of the task at hand. Eventually, AI systems should be paired
with human workers as teammates. Such a relationship would facilitate humans to
focus on progress tracking and real-time correction for AI systems.
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