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A chemometric analysis has been developed to emphasise the discrimination power of spectroscopic techniques such as near infrared, mid-infrared and visible spectroscopy. The combination of two spectral domains using outer product analysis (OPA) leads to the calculation of an outer product (OP) matrix. The representation of this matrix is called the "analytical fingerprint" of the samples and their classification is performed in the following steps. First, two different techniques are tested by subtracting the images one-by-one and the sum of all the elements of the resulting difference matrix gives a scalar, characteristic of the distance between the two images. Combining chemical analysis with image processing techniques provides an original approach to study butters and margarines in relation to their fat content. Best results were obtained with the OP matrix built from NIR and visible signals following the use of city block distance and average linkage. Samples were arranged in four groups: 100 %, 82-75 %, 70-59 % and 38-25 % w/w fat. The cophenetic correlation coefficient (validity of the cluster information generated by the linkage function) associated with these spectral data has a value of 0.973. Similar results were obtained using Ward's algorithm which generated four groups and a cophenetic correlation coefficient equal to 0.959.





Infrared spectroscopy is a powerful and non-destructive technique which has been applied to the assessment of quality in products such as sugar beet [1]; measurement of analytical factors such as sample homogeneity have also been reported [2,3]. More specifically, the detection and characterisation of adulteration is a fundamental problem for the food industry and has been already studied [4,5]. This spectroscopic tool has previously been applied to a number of authentication problems using a range of sample presentation [6] and chemometric techniques [7].
Fatty acids are a group of chemical compounds studied extensively by infrared spectroscopy in several food products. As a result of consumer pressure, the authenticity of edible oils and fats is an important regulatory issue which can be considered under three different headings: economic adulteration, minimally-processed oils, and characterisation and confirmation of geographical origin [8]. Geographical origin has previously been investigated in 54 French butters at different times of the year and related to both total fatty acid composition and conjugated linoleic acid (CLA) levels [9]. Other groups [10] used NIR spectroscopy to discriminate virgin oil samples according to their denomination of origin; previously this authentication was usually determined by sophisticated and expensive analytical techniques like GC or C-NMR. 
To increase characterisation of samples analysed by NIR, it is possible to use another technique of analysis or another spectral range like mid-infrared (MIR) or visible. Due to the possibility, available in some spectrometers, of simultaneous analysis in the near infrared and visible wavelength ranges, a significant number of studies have been carried out to try to predict various quality criteria using the partial least-squares (PLS) regression technique [11-13] using both these wavelength ranges. Other authors used these two spectral ranges to classify beef muscle samples according to the animal feeding regime [14], fruit samples as either pure or adulterated [15], and homogenised meat samples according to species [16]. However, the use of NIR and MIR to analyse samples is little used although one group did apply concatenated NIR and MIR spectra to the issue of coffee authentication [17]; few reported applications exist for the applications involving simultaneous processing of MIR and NIR spectra.
.
Among existing methods for sample classification, Bertran et al. [10] used artificial neural networks (ANNs) and logistic regression (LR) to classify samples according to their denominations of origin. Neural networks were successfully used for the classification of mixtures of butter fat and foreign fat such as sunflower, maize, soya oils and lard [18]. A clustering method based on the Kohonen neural network and PCA was successfully applied to distinguish clusters of different oil samples characterised by their content of fatty acids [19]. PCA was also performed on MIR spectra to classify edible fats and oils with regard to their origin [20]. This technique made it possible to separate butters from margarines according to unsaturated fatty acid concentrations and to separate sunflower seed oils from olive and peanut extracts on the basis of different concentrations of linoleic acid.
Cluster analysis, which permits identification of homogeneous groups of samples with similar properties, has been employed in only a small quantity of food studies. The aim of cluster analysis is to find an optimum set of clusters by grouping samples with a high degree of similarity. Two criteria have to be defined: the way to measure similarity between two objects and the rule which governs how distances are measured between clusters. Hierarchical cluster analysis (HCA) was used for the classification of bakery samples as a function of the method for fat extraction [21]. FT-IR and HCA, using Ward’s algorithm on Euclidian distances between data, were applied to the analysis of human plasma from healthy and pathological subjects. Each spectrum was considered as a "metabolic photograph" of a subject and this approach allowed classification of different metabolic groups [22]. In some cases, classification and clustering methods were employed to classify images. Thus, the power of chemical imaging has been investigated for identification of lesions in living arterial tissue. NIR spectra were acquired, merged in a matrix and translated from the origin in hyperspace, which was analysed by a new experimental clustering technique: Bootstrap Error-adjusted Single-sample Theory [23]. Medical research is a field in which spectroscopic imaging, such as NMR imaging, is very much used; infrared spectroscopic imaging was recently used to characterise and classify astrocytic glioma tissue. Human gliomas were distinguished from control tissue on the basis of IR images and chemometric imaging processing [24].





Samples of butters and margarines were purchased in Irish and French supermarkets. Samples were stored at +4°C in the dark before analysis. 13 Irish and 14 French samples were purchased and their fat content is reported in Table 1.

2.2. Near-infrared spectroscopy
Reflectance spectra (between 800 nm and 2500 nm at 2 nm intervals) were recorded using a NIRSystems 6500 scanning monochromator (Foss NIRSystems, Silver Springs, MD, USA), equipped with a sample transport accessory. A standard reflectance cell sealed with a disposable paper backing disc was used for sample presentation to the instrument. Spectra were collected at ambient temperature (between 18 and 24°C). Three sub-samples of each sample were scanned in triplicate with the sample cell being rotated through approximatively 120° between triplicate scans of each sub-sample. Mean spectra were used in subsequent data analysis. Spectrophotometer control and preliminary spectral file management were performed using WINISI software (Version 1.04a; Infrasoft International, Port Matilda, Maryland, USA). The spectra were concatenated in a matrix of 27 rows (i.e. samples) by 850 columns (i.e.spectral variable).

2.3. Visible spectroscopy
Visible spectra (between 400 nm and 800 nm) were acquired with the same operating conditions as those previously described for the NIR. Indeed, visible and NIR spectra were acquired simultaneously and the result obtained was a spectrum between 400 nm and 2500 nm. For the calculations, these two parts were separated. The dataset consisted of spectra concatenated in a matrix of 27 rows by 200 columns.

2.4. Mid-infrared spectroscopy
The mid-infrared spectra were collected using a Bruker Vector 33 FT-IR spectrometer (Bruker Optiks, Wissembourg, France) equipped with a DTGS detector and a heated single reflectance diamond "Golden Gate" ATR cell (Graseby-Specac Ltd, U.K.). The MIR spectra were measured from 4000 to 500 cm-1 at a resolution of 2 cm-1. Sixty-four interferograms were recorded and averaged to obtain one spectrum. Infrared spectrometer control was performed using OPUS software (Version 3.0.17., Bruker Optik GmbH). Each sample was analysed in triplicate and spectra were concatenated in a matrix of 27 rows  1816 columns.
2.5. Data Analysis
All pre-processing and processing routines were done for each data set separately and for each OP matrix using internal Matlab V6.5 scripts (Mathworks Inc., Natick, MA) and in-house developed routines. Statistics toolbox Matlab  was used to perform similarities or diversities and to calculate the different steps of hierarchical classification. Each data set was pre-processed with the standard normal variate (SNV) algorithm.
Calculations were carried out in firstly for NIR/MIR, then for NIR/visible and finally for MIR/visible. The procedure starts by calculating the outer-products of the two vectors corresponding to the signals acquired for each sample in the three domains and was described previously [27,28]. Figure 1a represents the first step in the construction of the OP matrix : the first element of the vector Y is multiplied by all the elements of the vector X, which gives the first row of the OP matrix. In the Figure 1b, the same operation is realised between the second element of Y and all the elements of X, and an OP matrix with 2 rows and p columns was built. This operation is repeated for all the elements remaining of the vector Y, leading to an OP matrix of m rows and p columns. All the combinations of the intensities of the two signals between the p variables of X and the m variables of Y are contained in the OP matrix. According to the initial intensities of the signals, three possibilities exist; an important value when the value of each signal is high, an intermediate value resulting from the product of one high and one low value, and finally a low value when the value of each signal is low. For example, using two spectra – NIR (1850) and MIR (11816) of one sample, the size of the OP matrix obtained was 8501816, which can be represented by an image, corresponding to the analytical photograph of this sample.
The second step consists in comparing the images and finding the similarity or dissimilarity between every pair of images or objects. Before comparison, data sets were transformed with the same offset value to have only positive elements. There are many ways to calculate the distance information and we choose two metrics: city-block and euclidean. Usually utilised between two vectors, in this study these metrics were applied between two matrices (or images) as described in Figure 2. Calculation of the city-block distance between two OP matrices started with calculation of the arithmetic difference of all the elements of the matrices. As all the differences between the two matrices are interesting from a spectral point of view, the absolute value of the matrix was calculated; this corresponds to the city-block distance matrix. Calculation of the euclidean distance started with substraction of two OP matrices as described previously; then the matrix obtained was multiplied, element by element, by itself and to produce the euclidean distances matrix. The distances matrix obtained was reduced to a scalar by summing all the elements of the matrix, as classically done in image processing.
This scalar was characteristic of the object "distances matrix" and was concatenated in a vector with the others. This vector of distance was introduced into the clustering algorithm i.e. the rules which govern how distances are measured between clusters. There are many methods available and four of them were choosen: average, single, complete linkage clustering and Ward's method. Average linkage was calculated from the distance between each point in a cluster and all other points in another cluster. Single and complete correspond respectively to the minimum dissimilarity and to the greatest dissimilarity between a member of one cluster and a member the other one. Ward's method is based on the total sum of squared deviations from the mean of a cluster. Validity of the cluster information generated by the linkage function was estimated by the cophenetic coefficient correlation (CCC). This parameter measures the correlation between distance values calculated during tree building and the observed distance. If the clustering is valid, the linking of objects in the cluster tree should have a strong correlation with the distances between objects in the distance vector, leading to a CCC close to the value 1.

3. Results and discussion
3.1. Acquired data

3.1.1. Near infrared spectroscopy
Figure 3 shows the 27 pre-treated NIR spectra from 800 to 2500 nm with characteristic wavelengths of lipidsat 1208, 1724, 1760, 2144, 2308 and 2346 nm respectively [29]. All the spectra, except three (samples IM8, IM9 and IM10), have two additional bands located around 1450 and 1940 nm. These intense bands are characteristic of the absorption of water in NIR: O-H stretching first overtone and a combination of O-H stretching and O-H deformation. It is logical that IM8, IM9 and IM10, with a fat percentage equal to 100 and, by implication, a percentage of water close to zero, are characterised by a low absorbance at these two spectral regions. Among these three particular spectra, IM9 differs from the others by strong absorptions at 2308 and 2346 nm. These wavelengths were respectively identified as a combination of C-H stretching with C-H deformation, and a combination of C-H symmetrical stretching with =CH2 deformation. The presence of these bands can be explained by the high percentage of olive oil incorporated in this margarine, the spectrum of which contains these particular bands [29].

3.1.2. Visible analysis
Figure 4 represents the pre-treated visible spectra of the 27 samples. The spectra show the same results as those previously described in NIR. Indeed, three spectra were totally different from the others and correspond to the samples identified previously (IM8, IM9 & IM10). Another sample, IM7, has a portion of its spectrum (420 to 520 nm) with three maxima in the blue colour region (440, 464 & 498) which is different from the other spectra.

3.1.3. Mid-infrared





Figure 6 represents the images of the OP matrices (1816  850) built from MIR and NIR spectra of IB2 (a) (8O % w/w fat) and IM3 (b) (38 % w/w fat). It can be seen that the surface of these OP matrices differs in shape as well as intensity. Each image is characteristic of one sample and is considered as a good analytical fingerprint of the sample. For example, when looking horizontally at 3000-3500 cm-1 and vertically around 1440 nm, which are characteristic of the O-H bond vibrations, these images are different. The surface at these frequencies is bigger and more intense for IM3, due to its great percentage of water.
By slicing OP images horizontally at e.g. 3000 cm-1 (high intensity in the MIR spectra characteristic of C-H bond), we retrieve areas with high intensities at the wavelength of NIR band presented in Figure 3. In the same way, when imaging the profile at 1940 nm it is easy to retrieve the MIR spectra of the sample.
3.2.2. Hierarchical classification analysis

3.2.2.1. Dendrogram analysis
When examining the dendrogram in Figure 7, built from NIR/visible OP matrices and calculated by using city block metric and average linkage, we can see that samples can be classified into four groups. These groups are composed respectively of samples with 100 %, 75-82 %, 59-70 % and 25-38 % w/w fat content. Each sample is well classified i.e. in a group there are only samples with a similar fat content. The 100 % w/w fat group is very different from the others (as shown by the height of the inverted U-shaped lines) which confirms observations made about NIR and visible analyses. Although correctly located in the 75-82% fat group, IM7 appears to be somewhat different from the other samples in this group; this may arise from the particular intensities of its visible spectra (440 – 520 nm). Moreover, by looking more closely at the composition of this group, it appears that it itself consists of two groups: one for butters with 80 - 82 % w/w fat and one for margarines. Due to the height of its U-shaped lines, FM1 (25 % w/w fat) seems to be different from the other samples in the 25-38 % w/w fat group.

3.2.2.2. Validation - cophenetic correlation coefficient (CCC)
The distances between analytical fingerprints were calculated using cityblock and euclidean metric and classification was realised with four kinds of linkage: Ward's method, single, complete and average. The clusters obtained by cityblock distances were examined for the NIR/visible images. Firstly, all the ways of linkage separate the group of margarine with 100% w/w fat from the others. The clusters obtained from single linkage algorithm consisted of one large cluster, a small cluster (100% w/w fat) and one isolated sample (IM7). Moreover, in the large cluster, samples FM9, FM8 and IM5 are not close to other samples with same fat content, indicating that the algorithm is not suitable for classification according to fat content. Visual interpretation of the results showed that the clusters obtained from complete, average and Ward's algorithms were well separated. The complete algorithm gives three groups: 100 %, 82-62 %, 60-25 % w/w fat, with two badly-classified samples: FM9 and IM7. The second and third groups were respectively divided into two sub-groups: 82-80 %, 80-62 % w/w fat and 60-59 %, 38-25 % w/w fat. Using the average algorithm gives the best visual results with four homogeneous groups (100 %, 82-75 %, 70-59 % and 38-25 % w/w fat). Results from Ward's algorithm present four groups: 100 %, 82-70 %, 75-59% and 38-25 % w/w fat. The second group in these results is unhomogeneous and composed of samples with 82, 80 % w/w fat and one, poorly classified, with 70% w/w fat. Clusters obtained with average algorithm are better than the others according to the homogeneity of the fat content.
By comparing NIR/visible images obtained with euclidean and city-block distances for the average and Ward's algorithms, one can see that the clusters with the euclidean distance are less homogeneous and the number of badly classified samples is greater.
The validity of cluster information generated by each linkage function was measured using the cophenetic correlation coefficient and is reported in Table 2. The magnitude of this value should be very close to 1 for a high-quality result. A value of 0.8 or higher indicates that the dendrogram does not greatly distort the original structure in the imput data [31]. The best result was obtained using spectral data from both the NIR and visible regions, City block metric and average linkage; the dendrogram is plotted in Figure 6. Ward's algorithm applied in the same conditions gave rather good results which confirm the visual examination previously done. Whatever combinations of the various spectral domains were used, the models built with the city block metric were the best. The classification for NIR / visible and for MIR / visible are very similar in this sample set. CCC results of NIR/MIR images are correct for city-block/average linkage and the visual inspection of dendrogram shows that samples were well discriminated into six groups.The differences between CCC values of the NIR/MIR images and the others are probably due to the complexity of the IR signals which contain more information than those of visible. One can imagine that the results obtained for visible with MIR or NIR are mainly due to the IR signal. Moreover, when coupling NIR and MIR signals, it's possible that classification of samples is better on the basis of the presence of one compound (e.g. a vitamin) rather than to a group of compounds (e.g. fats). Indeed, NIR spectroscopy is usually used to characterise water or fat content while MIR is used to identify structure of compound. This difference in spectral use: quantitative for NIR and qualitative for MIR, can be at the origin of the results obtained by NIR/MIR images. Single linkage, for which the principal drawback is building an asymmetric cluster tree, seems to be the third best method to link data followed by the complete linkage method.

3.2.2.3. Dendrogram analysis vs metric and linkage
Table 3 shows that the euclidean metric applied to the NIR and visible OP matrix is the only one which produces a classification with five groups (one specific group for IM7 due to its special visible spectrum). The combinations with NIR and MIR data give four and three groups respectively: one for 100 % w/w fat, one for 82 % w/w fat (except FB5 once), and a mixture of percentages for the last group. When these spectral ranges are combined, four groups are built with only a small number of samples in the fourth group. NIR data seem to provide better resolution than those from the MIR region. Whatever the metric and spectral data used, 55.5 % of samples are classified in the same group.

4. Conclusion
Visible, mid and near infrared spectroscopy are separately considered as powerful tools to analyse food products. The present study demonstrates that the power of these techniques can be increased by combining data from these spectral domains.
Outer-product analysis is a good chemometric method for combining two signals and creating a 2D analytical fingerprint of samples. By comparing these fingerprints and using hierarchical classification, it is possible to build a cluster tree and to interpret similarities between samples using two spectroscopic techniques simultaneously.
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Figure 1: First (a) and second (b)step in the construction of the OP matrix for one sample.
Figure 2 : Procedure for calculating distance matrices.
Figure 3: Twenty-seven pre-treated (SNV) NIR spectra of butters and margarines.
Figure 4: Twenty-seven pre-treated(SNV) visible spectra of butters and margarines.
Figure 5: Twenty-seven pre-treated (SNV) MIR spectra of butters and margarines.
Figure 6a: Typical OP matrix (1816  850) built from an MIR and an NIR spectrum of IB2 (8O % w/w fat). Value (= OP intensity) of the pixel decreases from red to blue.
Figure 6b: Typical OP matrix (1816  850) built from an MIR and an NIR spectrum of IM3 (38 % w/w fat). Value (= OP intensity) of the pixel decreases from red to blue.





Table 1: Origin, fat content and coding of samples. (I=Irish, F=French, M=margarine, B=butter, digit = number of sample with the same alphanumeric code)
Table 2: Cophenetic coefficient correlations for all combinations of spectral regions, distance metric and linkage method.

















































		metric	City B	Euclidean	City B	Euclidean	City B	Euclidean
		linkage	Average	Average	Average	Average	Average	Average
		spectral	NIR/vis	NIR/vis	MIR/vis	MIR/vis	MIR/NIR	MIR/NIR
Code	% fat (w/w)							
IM8	100		1	1	1	1	1	1
IM9	100		1	1	1	1	1	1
IM10	100		1	1	1	1	1	1
FB1	82		2	2	2	2	2	2
FB2	82		2	2	2	2	2	2
FB3	82		2	2	2	2	2	2
FB4	82		2	2	2	2	2	2
FB5	82		2	2	3	3	2	2
IB3	82		2	2	2	2	2	2
FM9	80		2	2	3	3	2	3
IB2	80		2	2	2	2	2	2
IM7	80		2	5	2	2	2	2
IM6	75		2	2	3	3	3	3
IB1	70		3	3	3	3	3	3
FM8	70		3	2	3	3	3	3
FM7	62		3	3	3	3	3	3
FM6	60		3	3	3	3	3	3
FM5	59		3	3	3	3	4	4
FM4	59		3	3	3	3	3	3
FM3	59		3	3	3	3	3	3
IM5	59		3	3	3	3	3	3
FM2	38		4	4	3	3	3	3
IM4	38		4	4	3	3	4	4
IM3	38		4	4	3	3	4	4
IM2	35		4	4	3	3	4	4
IM1	34		4	4	3	3	3	3
FM1	25		4	4	3	3	4	4
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