Die Discussion Papers dienen einer möglichst schnellen Verbreitung von neueren Forschungsarbeiten des ZEW. Die Beiträge liegen in alleiniger Verantwortung der Autoren und stellen nicht notwendigerweise die Meinung des ZEW dar.
Non-technical summary
The establishment of the EMU was accompanied by a broad discussion of potential coreperiphery tendencies and asymmetric regional developments due to possible stronger sectoral concentration and regional specialisation. Up to now, we have no clear indication about the level of regional specialisation in the EU, specifically not about the specialisation tendencies to be expected due to increased factor mobility and market integration. In an analysis of the determinants of the level of relative investment specialisation in EU regions, Stirboeck (2002) provided evidence on the importance of regional size, gross domestic product, population density, the number of patents, economic openness, capital market integration, and the peripheral or central location of the region in the explanation of the even or uneven sectoral allocation of gross fixed capital formation. In this study, the sensitivity of the results in Stirboeck (2002) is tested with respect to the influence of differing formulations of specialisation measures. In addition, the spatial pattern of the data and the potential spatial interdependence between EU regions are taken into account. Besides classical econometric techniques, spatial econometric procedures are thus applied.
In order to test the robustness of the potential impacts, a Gini-coefficient, a coefficient of variation, as well as a Finger-Kreinin-index, are calculated to measure the level of relative regional specialisation of 56 NUTS 2-and 33 NUTS 1-regions. The respective sectoral allocation is measured in relation to the average EU investment structure. We consistently get the same results for all three indicators in GLS estimates, estimates in logit terms, instrumental variable estimates to control for potential effects of reverse causation, and a dynamic specification capturing possible first-order correlation effects. We find a bigger market size as well as a larger size of the region to reduce the level of regional specialisation. A higher unemployment rate, increasing economic openness, higher population density, the fact of being a central region, and the distance from this central region, instead, increase regional specialisation.
Independent of the specification of the spatial dependence, the spatial econometric regressions display negative spatial dependence or correlation. The OLS test diagnostics on spatial dependence point to a negative spatial error correlation, what is in line with the information criteria which indicate a better performance of the spatial error model compared to the spatial lag model. This negative spatial correlation of the error terms might simply be a result of measurement errors. Data inconsistencies, the regional databases' shortcomings as well as incompatibilities of the units of observation with actual economic regions may be one reason for such spatial nuisances in the data. Further improvements of the spatial econometric estimates can be obtained by adding spatially lagged external variables. This, however, leads to rather inconsistent results, largely depending on the specific model and spatial weights matrix chosen. However, independent of the spatial dependence model accounting for regional interactions and spatial correlation in the regional data, we can confirm the determinants of relative regional specialisation identified with the classical econometric methods.
I Motivation
The establishment of the EMU was accompanied by a broad discussion of potential coreperiphery tendencies and asymmetric regional developments due to possible stronger sectoral concentration and regional specialisation. Sectoral concentration or regional specialisation enables the exploitation of industry-level economies of scale and knowledge spillovers. However, the absorption of asymmetric shocks or growth imbalances by national monetary policies is reduced. Up to date, we have no clear indication about the level of regional specialisation in the EU and especially not about the specialisation tendencies to be expected due to increased factor mobility and market integration.
In traditional trade theory, regional specialisation across sectors is assumed to be in accordance with comparative advantages. Market integration increases regional specialisation in line with trade expansion. Agglomeration tendencies such as a high density of population, capital or economic activity in only one regional area and a disequilibrium in economic developments are, however, not to be expected. Gravity models in international economics (Tinbergen, 1962; Linnemann, 1966) explain economic flows between regions through gravitational and resistance forces such as market size or market potential, distance, barriers to international activity etc. The spatial concentration of e.g. investments can thus be the result of gravitational forces which become stronger as soon as resistance forces, such as transport costs or imperfect integration, weaken.
The new economic geography has sharply increased the importance of regional economic theory in the 1990s. It has induced a new wave of attention to concentration and specialisation patterns. However, already before the 1990s, polarisation theories in the framework of regional economics have provided explanations for circular and cumulative agglomeration tendencies due to "forward and backward linkages" (Hirschman, 1958) or "backwash-effects" (Myrdal, 1957) which are unfortunate for peripheral regions. Since Krugman (1991) , the new economic geography has gained a special focus of attention as according to these models, specialisation need not -like in the neo-classical world -develop according to the comparative advantage of regions, but can be the result of historical conditions and macroeconomic (partly random) processes. Thus, even similar regions can develop differently and the resulting patterns of specialisation are ex ante unpredictable. Due to the existence of economies of scale at the plant level (further increased by economies of localisation at the industrial level), firms do not produce at each single place of local demand. Instead, the production of each differentiated good is locally concentrated and close to large markets. The core thus specialises in scale-intensive economic activity, the periphery in agriculture or industries with constant or decreasing economies of scale. Transport costs are a centrifugal force working against the concentration of production. In case of high transport costs, the allocation of production over space is rather persistent. Decreasing transport costs, though, strengthen the centripetal force of economies of scale and might thus be a trigger for the concentration of production.
A number of empirical studies on sectoral agglomeration tendencies as well as regional specialisation have emerged in the last years. Though, only few provide econometric evidence on the determinants of sectoral concentration or regional specialisation. In addition, the regional (not national) focus as well as the analysis of capital (not only production, trade or employment) patterns, is neglected. An overview on recent descriptive and econometric studies on the named topics is given by Stirboeck (2001 Stirboeck ( , 2002 .
In an analysis of the determinants of the level of relative investment specialisation, Stirboeck (2002) provided evidence on the importance of regional size, gross domestic product (GDP), population density, the number of patents, economic openness, capital market integration, and the peripheral or central location of the region in the explanation of the even or uneven secto-ral allocation of gross fixed capital formation. These analyses are now extended in this study testing for the sensitivity of the results with respect to the influence of different specialisation measures. In addition the spatial pattern of the data and potential spatial interdependence is accounted for. Besides classical econometric techniques, spatial econometric procedures are thus applied in the following.
II

Determinants of relative regional specialisation levels
Based on the above referred different theoretical approaches, the level of regional specialisation in terms of gross fixed capital formation is to be explained by a large number of economic variables. However, explanatory variables added in this analysis are to some extent limited by data availability. Including the core variables mentioned above, the following specification was tested in Stirboeck (2002) 1 to explain the level of relative regional specialisation (LEVSPEC):
The market size (MAR) of region j is approximated by gross domestic product (GDP). Additional important exogenous variables are the size of a region (AREA), population density (PODEN), unemployment rate in percent of working population (UEWP) which are all taken from the REGIO database. The distance of the region to the economic centre (DIST) capturing peripherality effects, an index of economic openness (QUINN_OPENN) reflecting market integration (INT) 2 as well as an indicator variable for central, economically most important regions (CENTR) are added. Details on all these variables are given in the appendix A. We now extend the analysis to test for the sensitivity of the results with respect to different estimation techniques and regional specialisation indicators.
In order to abstract from size and classification effects (i.e. the differing importance of sectors and the possibly inadequate disaggregation of economic activity in subsectors) in the calculation of regional specialisation, we refer to relative specialisation measures, i.e. specialisation in relation to an economy of reference. This is important since the absolute allocation of economic activity across sectors does not tell us anything about a particularly high level of sectoral engagement of a region while this is what we focus on: relative allocation and hence, relative specialisation. It is the unequal size of regions or sectors which generally causes the difference between the absolute and the relative specialisation index 3 .
Relative regional specialisation in the EU can, of course, be analysed applying two different perspectives. First, it is possible to investigate the regional investment structure in relation to the national one which would be a national perspective. Second, the regional investment structure can be compared to the average EU structure, what means adopting a European per- 1 We exclude the number of patents in the following estimates as regional data on this variables are only available since 1989. 2 In Stirboeck (2002) an indicator of capital market integration was additionally tested and confirmed the results for the economic openness indicator. 3 While measures of absolute allocation are influenced by regional size and sectoral classification, measures of relative allocation are influenced by the sectoral patterns of either the economy of reference or the average pattern of the group of countries included. In case of a very special pattern of the reference economy, the relative specialisation pattern of the economic entities analysed can be biased. Further details on the construction of different relative and absolute concentration and specialisation indices can be found in Stirboeck (2001) as well as Krieger-Boden (1999) .
spective. Both perspectives lead to slightly different specialisation patterns. These differing perspectives, however, appear to influence the regression results only to a negligible extent (Stirboeck, 2002) . In this analysis, we thus focus on the European perspective. Up to 17 differentiated sectors -consistent to the industrial classification of Nace Rev. 1 -Nomenclature des activités économiques dans les Communautés Européennes -are available in the REGIO database and are included in this study.
The regional economic literature suggests a number of measures of regional specialisation. The studies of Krugman (1991) , Brülhart (1998), Klüver and Rübel (1998), and Amiti (1999) refer to a Gini-coefficient. However, Sapir (1996) analysing absolute country specialisation with export data made use of the Herfindahl index instead, Greenaway and Hine (1991) as well as Kalemli-Ozcan, Sorensen and Yosha (1999) apply the Finger-Kreinin index.
In order to test the robustness of the explanatory variables, three different formulations of relative regional specialisation levels are included in the classical econometric analysis: 2. A Gini-coefficient 6 (GCCFEU) of the region in focus is calculated as suggested by Krugman (1991) and applied in most recent empirical work. The cumulative sums of sectoral
with i (j) as the sectoral (regional) index. As a result, this adapted "Balassa-index" reflects the relative investment performance of a region in a sector. If the region's investment in one sector is relatively strong (low) compared to the other regions, the index is higher (smaller) than 1. As national GFCF data are not in all cases as complete as we wish them to be, we had to use adequate but different data representing the economic extent or importance of the different sectors in any country or region to calculate sectoral specialisation indices. Therefore it is referred to data of gross value added at factor costs when calculating EU sectoral shares. Eurostat (2000b) similarly uses the regional contributions of national gross value added as distributional weights when dividing the national values of GDP among the regions. 6 The Gini-coefficient gives strong weight to the middle parts of the distribution of relative sectoral shares. As a consequence, changes in industrial sectors with relative shares similar to the median structure have a larger effect on the value of the Gini-coefficient than changes in industrial sectors at the outer sides of the distribution (Cowell, 1995) . However, the coefficient's range between 0 (low concentration) and (N-1)/N (high concentration) usually reflects well differences in the level of concentration. Therefore, the Gini-coefficient is shares of the given regions are thus plotted against those of the reference economy ranked according to the Balassa-indices. Both sectoral structures are thus compared. In case of equal sectoral structures, we get a Gini-coefficient of zero representing a low level of relative investment specialisation. The Gini-coefficient ranges between 0 and (N-1)/N. The standardised Gini-coefficient G*N/(N-1) -ranging between 0 and 1 -is referred to as the LorenzMünzner-coefficient.
The outcome of the Gini-coefficient is slightly different from the one of the coefficient of variation. Both sectoral shares, the one of the respective region as well as the one of the reference economy, influence the value of the Gini-coefficient. If a large sectoral share in e.g. the reference economy is confronted with an even larger sectoral share in the region in focus, the value of the Gini-coefficient is largely determined by this economically important sector. This is the case for a number of regions.
3. The Finger-Kreinin-index (FKCFEU) is a bilateral comparison of sectoral shares of the region in focus and the average EU pattern. It is defined as:
with s ij as the share of region j and r i as the share of the reference economy in sector i.
The first two indices are standardised to range between 0 (low specialisation) and 1 (high specialisation) while The Finger-Kreinin-index per definition lies in the interval [0, 1] . Its interpretation, though, is inverse to the other two indices with 0 as perfect specialisation and 1 reflecting sectors of equal relative importance. A graphical comparison of all three indicators shows a similar development over time, the main difference is a generally lower value of the coefficient of variation which, however, does not influence its course. We therefore do not expect sharply differing results when using these alternative measures.
The estimates for the NUTS 2-level are displayed in Table 1 , those for the higher aggregated NUTS 1-regions in the appendix in Table B1 . For all three indicators measuring the regional level of specialisation, the estimates, indeed, mostly demonstrate the same significant determinants. We consistently get the same impact for the significant variables, i.e. an opposite sign of the explanatory variables in the analysis of the Finger-Kreinin index compared to the analyses of the coefficient of variation as well as the Gini-coefficient.
As the indicators are restricted to lie in the range between 0 and 1, we are possibly confronted with an econometric modelling problem in a simple linear specification. The specification was therefore additionally formulated in logit terms, i.e. a logistic transformation of the estimation model: z = ln [y/(1-y)]. This leads to the same significant determinants (see Table 1 and B1), since none of our specialisation indicators lies near the extremes of the given range.
We find a bigger market size (except for the Finger-Kreinin index at NUTS 2-level) as well as a larger size of the region to reduce the level of regional specialisation. A higher unemployment rate, increasing economic openness 7 , the fact of being a central region as well as the distance from this central region, instead, increase regional specialisation. The population density is not consistently significant in the estimates. When running separate estimates inthe most widely used inequality measure in the analysis of the spatial allocation of sectors or sectoral allocation of regional economic activity. 7 This variable is not significant for the Gini-coefficient at NUTS 2-level. However, for the other two coefficients as well as at NUTS 1-level, we get a significant and positive impact on the level of specialisation.
cluding either population density or the central region dummy as an explanatory variable at NUTS 2-level, we find a significant increasing impact on specialisation of both variables which is in line with the results at NUTS 1-level.
The results of the estimates at NUTS 1-level are mostly comparable to those at NUTS 2-level.
Only the variables DIST as well as AREA are not significant for two of the three indicators. In addition, the unemployment rate is insignificant for the Finger-Kreinin-index. For the respectively significant coefficients, we get consistent signs. The insignificance of the regional size variable at NUTS 1-level might simply be due to the fact that NUTS 1-regions are less varying in their size than NUTS 2-regions. In the specification used so far, we cannot exclude a potential problem of reverse causation between the level of capital concentration and regional gross domestic product or the regional rate of unemployment 8 . In order to control for such problems of endogeneity, instrumental variable regressions have been run additionally by the use of lagged values of the unemployment rate as well as of gross domestic product. Results presented in Table B2 are very similar, since most coefficients are nearly identical 9 .
In order to take account of potential time correlation effects, a simple dynamic specification capturing first-order serial correlation was tested additionally. Results are also presented in Table B2 . Besides the size of the region (at NUTS 2-level) and the distance to the centre, the impact of the explanatory determinants on regional investment specialisation patterns is mostly confirmed 10 .
Our results are thus neither sensitive to the estimation method nor to the formulation of the indicator of regional specialisation. When controlling for spatial interdependencies in the following, we restrict our analysis of potential spatial autocorrelation to the coefficient of variation.
III Spatial econometric estimates
Regional economic developments and specialisation tendencies potentially underlie spatial dependence or interaction. If economic events in neighbouring regions are not independent, but influence each other, there is spatial dependence. In addition, regional data might have shortcomings such as a bad quality due to measurement problems or inadequately defined regional units, what is reflected in spatial autocorrelation. Standard regressions do not account for spatial dependence or autocorrelation thus leading to inefficient inference or even biased estimates in case of significant spatial processes. In addition to the use of classical econometric methods presented so far, we therefore refer to models of spatial econometrics in this section, which explicitly take account of spatial interaction (see e.g. Anselin, 1988) . The structure of spatial interconnectedness is usually imposed by so-called spatial weights matrices (W). Wy, e.g., thus displays the spatially weighted average of y in nearby regions. A number of different spatial econometric models -as well as combinations of those -can be formulated: spatial correlation of the error term in e.g. a spatial autoregressive error model, of the endogenous variable itself in a spatial lag model as well as of explanatory variables in a spatial cross-regressive model 11 .
In a spatial autoregressive error model, l 12 captures the spatial autoregression of the error term e while u is the independently and normally distributed error term with constant variance:
The spatial autoregressive parameter l thus displays the strength of correlation between the disturbance term e and the weighted average of the disturbance terms of neighbouring regions We.
In a spatial lag model, r is the spatial autoregressive parameter which measures the reaction of Y to economic developments in surrounding areas, i.e. spatial spillovers or the influence exerted by a change in the specialisation level of a neighbouring region on the level of specialisation in region j:
Besides spatially interdependent endogenous variables, spatially interdependent economic events might affect neighbouring regions through spatially lagged exogenous variables, thus giving rise to a " spatial cross-regressive model" with spatial regressive explanatory variables:
A model specification with spatially lagged explanatory variables only can be estimated by simple OLS estimates 13 . However, to prevent inefficient or even biased estimates in case of spatial lag or error dependence, we have to refer to different estimation methods. A standard technique to deal with spatial lag dependence or spatial autoregressive error terms is to conduct Maximum-Likelihood (ML) estimates 14 .
The standard software (SpaceStat1.90) for this kind of analysis does not capture time-spacemodels 15 . However, as explained above, the simple dynamic relationship (presented in Table  B2 ) provides evidence for significant serial first-order correlation. But this dynamic specification also confirms our results for the main determinants of the level of regional specialisation. Due to this, we might now limit our estimations to pure space models. Since the tests on spatial dependence require a normal distribution in the errors of the models estimated, we eliminate outlying observations from the datasets so that the hypothesis of the non-normality 12 In spatial processes, the spatial autoregressive parameters are not restricted to the usual interval (-1,+1). The parameter space is instead restricted by 1/ω min and 1/ω max with ω min and ω max as the smallest and largest eigenvalues of the spatial weights matrix implemented in the regression. In case of row-standardised weights matrices ω max =1, but ω min > -1. Thus, the spatial autoregressive parameters of the spatial autoregressive error model as well as the spatial lag model can be smaller than -1 (Anselin, 2001: 321) . 13 See e.g. Haining (1990: 344-50) . A problem of multicollinearity (between X and WX), however, arises in case of spatially autocorrelated external variables. In this case, estimated parameters have to be interpreted carefully. 14 While OLS provides biased estimates in case of spatial lag dependence, it leads to unbiased, but inefficient estimates in case of spatial autocorrelation of the error terms. Since the autocorrelation parameter l is unknown, we cannot simply conduct weighted least squares estimates, however, and have to refer to maximumlikelihood estimates as well. For further details on this topic, see e.g. Anselin (1988 Anselin ( , 1999a . 15 The implementation of simultaneous time-space effects would have high computational costs and be rather complicated. In the past, different solutions to this problem have been suggested. Schulze (1982) e.g., first, eliminates serial correlation and, second, models the spatial dependence what he refers to as a "four-stepAitken procedure". of errors can be rejected for each model presented in the following, i.e. we can assume a normal distribution of the error terms 16 .
In order to prevent that our findings are due to the formulation of spatial dependence imposed by the spatial weights matrix, we control the sensitivity of our results with respect to different weights matrices 17 . First, we include two inverse distance matrices and, second, a neighbourhood contiguity matrix. The distance matrices are based on Euclidean distances between administrative centres of the regions as well as between regional centres as provided by the ArcView software. We use the squared inverse of both distance matrices which thus reflects a decreasing intensity of influence of nearby regions with increasing distance 18 . In addition, we use a neighbourhood contiguity matrix, with the element w ij = 1 in case of a common border of the regions i and j, and 0 otherwise, while the diagonal is set to 0. 16 Tests on normality of errors are based on skewness tests as well as Jarque-Bera tests -both are applied in such a way that the non-normality of errors cannot even be assumed at the 10% level of significance. By this, we can suppose a normal distribution of the residuals. 17 However, a common procedure is also to test a variety of slightly differing distance matrices in order to find the spatial weights matrix that best fits the underlying process of spatial dependence like e.g. in Molho (1995 ) or Niebuhr (2001 . 18 We additionally tested for the potential influence of inverse distance matrices with constant influence. In many cases, we got similar results, though the estimates' fit was generally not as good as the one for the preferred weights matrices capturing a decreasing strength of the influence of neighbourhood economic activity.
The Moran scatterplot was introduced by Anselin (1995) 19 and is used to visualise the patterns of spatial association between neighbouring regions. It thus gives a description of the spatial distribution of the variable observed. The Moran scatterplot in Graph 1 displays the spatial association between the 56 regions (Anselin, 1996 ) with respect to their average level of specialisation and the spatially weighted average of the neighbouring values (W_VNCFEU). The levels of specialisation are taken as deviations from their means (Z_VNCFEU), the scatterplot is thus centred around [0, 0] . By this, different scatterplots are comparable. In the upper right and the lower left quadrant, those regions are displayed which are surrounded by similarly specialised regions and are thus marked by positive spatial association. Regions with dissembling neighbours are located in the upper left (regions with low specialisation surrounded by highly specialised regions) and the lower right quadrants (vice versa). Using the weights matrix of the squared inverse distances of regional capitals we find four outlying regions 20 : Brussels (BRU), Namur (NAM), Luxembourg/Belgium (LUB) 21 and Basse-Normandie (BNO) all with a strongly uneven allocation of relative investment shares. The two former, however, are surrounded by similarly specialised regions while the two latter are surrounded by dissimilar regions. The degree of linear association between the vectors Z_VNCFEU and W_VNCFEU is displayed by the linear regression line superimposed in Graph 1. The linear association between the average specialisation levels of the 56 regions and the spatially weighted average of the neighbouring regions' specialisation levels is thus positive.
In addition to the visualisation of the linear association by use of the bivariate regression line in a Moran scatterplot, its degree, i.e. the slope of the bivariate regression line, is also formally indicated by the Moran I statistic. Moran I is defined as I=y'Wy/y'y with W as the rowstandardised weights matrix (Anselin, 1995: 105) 22 . The Moran I coefficient is centred around its theoretical expected mean which is -1/(N-1). Values larger than its expected mean display positive spatial autocorrelation. Referring to all 442 observations 23 of the 56 regions we analyse, and not the regional averages like in the graph above, this expected mean amounts to -0.0023. For the two squared inverse distance matrices, the different significant Moran Ivalues are 0.2477 (distance between regional capitals) and 0.2445 (distance between regional centres), and 0.2452 for the neighbourhood-contiguity matrix -at a 1%-level of significance respectively. The Moran coefficient thus points to a significant positive spatial autocorrelation of the level of specialisation, i.e. regions with similar levels of specialisation are more spatially clustered than in the case of random patterns. In other words, regions with a high (low) level of specialisation are likely to be surrounded by highly (low) specialised regions.
However, from this kind of analysis, we only get information about spatial associations, i.e. the spatial clustering of similar or dissimilar regions. Evidence on spatial dependencies or even causal interactions have to be derived from spatial regression analyses. 19 The exploratory spatial data analysis tools rely on the methods of exploratory data analysis following e.g. Tukey (1977) . 20 In the standardised Moran scatterplot, those values further than two units away from the origin are ususally treated as outliers according to the two-sigma rule (Anselin, 1995: 45) . 21 However, we have to note than in contrast to the Italian and French regions, specialisation indices for Belgian regions only base on 11 of the 17 sectors. 22 For further details on the Moran I coefficient see Anselin (1996: 115ff) and Anselin (1992: 132f) . 23 We now refer to the 442 observations of the restricted dataset which lead to normally distributed residuals in the OLS estimates of the given specification. Table 2 displays the diagnostics on the potential spatial structure to be found in the disturbance terms of simple OLS estimates. Evidence on spatial dependence in our analysis of relative regional specialisation levels is provided by a number of tests. The Moran I test 24 is a general test on spatial correlation without giving precise information on the particular spatial structure. It provides evidence for a negative spatial dependence as the two significant Moran I values are smaller than its expected value of -0.0023. In addition to the Moran I test, we refer to two tests basing on the Lagrange-Multiplier (LM) principle which both test for a specific form of spatial dependence. The LM-error test, suggested by Burridge (1980) , tests the null hypotheses of no spatial correlation of the residuals: H 0 : l = 0. The LM-lag-test, introduced by Anselin (1988) , tests the one of absence of spatial dependence of the endogenous variable: H 0 : r = 0 25 . In all cases, the Lagrange Multiplier (LM)-error test has a higher value than the LM-lag-test thus pointing to a model of spatial error dependence rather than of spatial lag dependence 26 .
III.1 Spatial lag and error dependence models
The significant spatial structure in the residuals thus provides evidence that the GLS estimates presented above suffer from a misspecification. Our aim is now to investigate these effects in more detail in order to check for robustness of the determinants and efficiency of the coefficient tests identified by use of classical econometric techniques. Note: Spatial weights matrices are defined as follows: ID_K2: squared inverse of distance between regional capitals; ID_Z2: squared inverse of distance between regional centres; NGH_CM: neighbourhood contiguity matrix with the element w jk = 1 in case of a common border of the regions j and k, and 0 otherwise.
With respect to the spatial lag specification presented in Table 3 , we get a significant spatial lag (W_VNCFEU) with r differing between -0.15 and -0.34 for the three weights matrices. A higher level of specialisation in one region significantly reduces specialisation in the neighbouring regions. Therefore, we seem to be confronted with a negative spatial interaction between the levels of regional specialisation of surrounding areas. Regarding the other explanatory variables, the model's results coincide with the above found results. While the LR-tests confirm the spatial lag dependence, the test diagnostics for further spatial error dependence provide evidence for a still existing spatial structure in the error terms. 24 The same test statistic, we used earlier on to analyse the spatial association of the VNCFEU variable, is now applied to the residuals of the OLS regression. For further details, see Anselin and Bera (1998: 265ff) . 25 For detailed information on both tests, see Anselin and Bera (1998) . Note: For spatial weights matrices see Table 2 . Note: For spatial weights matrices see Table 2 .
ML estimates of the spatial autoregressive error specification are presented in Table 4 . Like in the spatial lag specification, all explanatory determinants remain significant and do not change their sign. Again, we find a negative spatial correlation which is displayed in the negative spatial autocorrelation coefficients for the error terms 27 . The LR-tests on spatial error correlation confirm the spatial autoregressive error dependence and the tests on further spatial lag dependence are not significant.
Both spatial models (spatial lag as well as spatial autoregressive error model) provide evidence for the same empirical relationships between the level of specialisation and the explanatory variables we identified by the use of classical econometric approaches without taking account of spatial dependence 28 . In addition, both models appear to be better specified than the OLS estimates of the non-spatial model which has an AIC of -3.647 29 . Comparing the two specifications, we consistently get better (i.e. lower) information criteria for the spatial error specification what is in line with the spatial dependence diagnostics for the OLS estimates. However, it is possible that we are confronted with a misspecification of the spatial error model since the additionally conducted two tests on the common factor hypothesis are significant, thus pointing to an "inherent inconsistency" of the spatial error model. This might be caused by a further influence of spatially lagged explanatory variables (see Anselin, 1992: 212) . This is worth being analysed in the following section.
III.2 Estimates including spatially lagged external variables
Searching for the optimal specification capturing the underlying spatial dependence, we therefore also tested for possible spatial dependence of spatially lagged external variables. The economic situation of the nearby regions might be of importance for the regional level of specialisation. As explained above, a specification with spatial regressive components, i.e. spatially lagged exogenous variables, can be estimated by use of OLS. Results of this "spatial cross-regressive model" specified by equation M3 are displayed in Table 5 . The fit of the model compared to the spatial error model, however, does not convincingly improve 30 .
With respect to the spatial regressive components, we can find that they are significant in many cases and consistently show the same sign for different spatial weights matrices. This means that our results do not dependent on the choice of the distance matrix. In most cases, higher unemployment, a bigger market size (gross domestic product), a bigger geographical size as well as a lower population density of the neighbouring regions have a significant increasing influence on the level of regional specialisation. A larger size, a higher gross domestic product, and a lower population density of a region also lower its level of specialisation. Except for the spatially lagged unemployment rate, the analysis of the spatially lagged external variables thus displays the same impact of neighbouring regions as the analysis of the level of specialisation of nearby regions itself. This means that the results of the spatial crossregressive model in Table 5 focusing on the spatially lagged external variables size, gross domestic product and population density largely confirm the negative spatial lag dependence identified above. The influence of the spatial lag of the unemployment rate, instead, is pointing to a positive spatial autocorrelation.
(with ω min = -0.677), and -1.41 by use of the neighbourhood contiguity matrix (with ω min = -0.711). For our three estimates, the spatial error correlation coefficient is thus within the necessary range. 28 Population density is insignificant in the estimates at NUTS 2-level with all 487 observations, but significant and positive in the estimates with the restricted dataset of 442 observations and in the spatial dependence models as well as in the estimates at NUTS 1-level. 29 These values refer to the estimates only including 442 observations. 30 The fit of the model is slightly better compared to the spatial error specification in case of the weights matrix ID_Z2 according to the AIC. Note: For spatial weights matrices see Table 2 . SpaceStat carried out the Breusch-Pagan test for ID_K2, and the Koenker-Basset test for the other two weights matrices to test heteroscedasticity.
The diagnostics for spatial dependence point to an additional spatial dependence in all three cases. We therefore also checked a combination of spatial lagged exogenous and endogenous variables (combination of models M2 and M3), i.e. a "mixed regressive-spatial regressive model" (Florax und Folmer, 1992) , as well as a combination of spatial lagged exogenous variables and spatial error autocorrelation (combining M1 and M3). The estimation results for the combination of spatial lagged exogenous and endogenous variables are given in Table B3 . However, the spatially lagged external variables size and GDP become insignificant. The coefficients of the significant spatially lagged external variables PODEN and UEWP now both point again to a positive spatial correlation, in addition to the significant negative spatial lag dependence. With respect to the information criteria, all estimates display a better fit than the simple OLS estimates of spatially lagged external variables (specification M3) as well as the ML estimates of the spatial error model (specification M2).
The results of the mixed regressive-spatial autoregressive error models are also displayed in Table B3 . The test on further spatial lag dependence is highly significant for the estimates using the neighbourhood contiguity matrix, thus pointing to a misspecification. Only the use of the weights matrix on the basis of squared inverse distances between regional capitals (ID_K2) provides evidence of an improved fit for this specification. In this regression, however, we find a negative spatial dependence with respect to the spatial error term and the spatially lagged GDP and size of the region, but the contrary with respect to the spatially lagged population density and unemployment rate. Using ID_Z2 (NGH_CM), we only have two (three) significant spatially lagged external variables, also differing in their impact. Results are thus inconsistent and largely dependent on the choice of the spatial interaction matrix for this specification.
However, both extensions of the simple spatial cross-regressive model largely confirm the described impacts of economic variables on the regional level of specialisation while controlling for spatial interdependencies. Thus, the determinants identified by classical econometric methods remain robust throughout all the spatial econometric estimates.
It might be possible to further improve the spatial specification by the use of e.g. higher-order spatial models or models of spatial heterogeneity. In addition, the autocorrelation which is still obvious in the Breusch-Pagan tests might also be due to time correlation and not to further spatial variation. However, we restrict our analyses to the presented spatial specifications since more sophisticated spatial models are not implemented in the software so far.
IV Conclusion
This analysis further checked the results of an earlier study (Stirboeck, 2002) with respect to the use of different measures of relative investment specialisation and different estimation methods. In particular, potential regional interdependencies as well as spatial data correlation due to shortcomings of regional data or an inadequate definition of regional entities are taken into account by the use of spatial econometric tools. Independent of the estimation technique and the indicator used, we find similar results to Stirboeck (2002) . Table 6 summarises the identified determinants of the level of relative specialisation. The bigger the size of a region is, the higher is the similarity of relative investments. Market size reflects the economic and demand potential of a region: The higher it is, the lower the relative specialisation in terms of investments tends to be. This contrasts to the results of recent empirical studies on sectoral agglomeration, which found market size to have an increasing influence on sectoral concentration across space. While firms tend to locate close to large markets and high demand (thus increasing the spatial concentration of sectors), regions with a large market seem to attract capital of all types of sectors with a rather even relative allocation (thus decreasing relative regional dissimilarities). This effect is counteracted by an apparently strong tendency towards high specialisation of central, economically most important regions who demonstrate to have a significantly higher level of relative investment specialisation. The unemployment rate, finally, reflects negative economic performance of a region (not accounting for migration effects etc.). The higher it is, the stronger the relative regional specialisation turns out to be.
The higher the distance of a region to its national economic centre is, the less similar are its investment shares to EU average. Peripheral regions are thus stronger specialised in terms of relative investments than regions closer to the centre. In addition, the extent of economic openness consistently seems to have a significant increasing impact on relative specialisation levels of gross fixed capital formation. This means that further market integration of EU countries can be assumed to lead to a lower diversification of sectoral investments in EU regions. Regional investment structures will thus become more dissimilar. Finally, the impacts of population density on the specialisation level are not significant throughout all estimates. However, we might still suppose an increasing impact on regional specialisation.
The level of regional specialisation might also influence the unemployment rate or gross domestic product respectively, what we controlled for in instrumental-variable estimates. However, we are confronted with highly specialised regions which are subject to a good economic performance as well as highly specialised regions which are not. Thus, not only the level of specialisation is essential, but also the sectoral pattern of specialisation. This is an important topic which is worth being analysed further in future research.
Regardless of the estimation method and the discussion about the best fit, the spatial econometric regressions display negative spatial dependence or interaction between the regions. The OLS test diagnostics on spatial dependence point to a spatial error correlation, what is in line with the information criteria which indicate a better performance of the spatial error model compared to the spatial lag model. We might thus interpret the spatial correlation in the data as nuisance manifested in negatively spatially correlated error terms. Data inconsistencies, shortcomings of the regional databases or incompatibilities of the units of observation with actual economic regions might be one reason for such spatial nuisances in the data.
Further improvements of the spatial econometric estimates can be obtained by adding spatially lagged external variables. However, results are rather inconsistent with respect to the identification of the nature of the spatial dependence, largely differing with respect to the specific model and spatial weights matrix chosen.
Bibliography
A Data description
The regional disaggregation of the data is given according to the Nomenclature of Territorial Units for Statistics (NUTS -Nomenclature des unités territoriales statistiques). The REGIO database disaggregates data for the three aggregation levels NUTS 1, 2 and 3. However, data for GFCF is not available further disaggregated than the NUTS 2-level. In addition, it is not complete (with regard to the regional and/or the sectoral disaggregation -the latter needed for the calculation of the specialisation indices). Data availability is sufficient for the seven countries given below. Here, the UK does not provide data disaggregated further than NUTS 1-level. Luxembourg, Denmark as well as Ireland are only regarded as one single region at the NUTS 1-as well as at the NUTS 2-level (=monoregional countries). The maximum number of regions available is therefore 33 at the NUTS 1-level and 56 at the NUTS 2-level. Table A1 displays the availability and the number of regions for the two levels of aggregation. Table A2 presents the respective regions. In addition to the available national account data, a number of further variables has been used in the econometric analysis. Transport costs are proxied by a distance variable (DIST) which measures the optimal route distance to the centres of the respective countries which are Paris, Rome, London and Brussels. The distance is defined to be 1 for Denmark, Luxembourg as well as Ireland, and it is equally 1 for the regions containing the capital of the respective country. Central and economically important regions (CENTR) in the analysis are Île de France (France), Brussels (Belgium), and Lazio (Italy). Available indicators of liberalisation arising from official sources are mostly indicator variables being either 0 or 1. However, such indicator variables do not allow to differentiate the varying levels of control or to capture a decreasing level of control over time. Measuring a level of integration for each year is therefore a better solution from an econometric point of view. Quinn (1997 Quinn ( , 2000 has constructed such a yearly index of openness on the basis of those restrictions published by the IMF since the 1950s. This index is scaled from 0 (highest degree of restrictions) up to 14 (highest degree of liberalisation) and aggregates the different indicators of liberalisation progress in seven specified fields (capital in -and outflows, imand exports of goods and of services as well as international conventions of liberalisation) with a respective degree of liberalisation between 0.5 and 2. Quinn weighs quantitative restrictions of imports for example the highest (i.e. he attributes the lowest partial liberalisation index of 0 in case of full and 0.5 in case of partly quantitative restrictions), existence of laws requiring the approval of international transactions are scored 1, taxes 1.5 and finally free trade 2. With regard to capital account liberalisation, Quinn attributes 0 in case of required approval for capital transactions which are rarely granted, 0.5 (1) in case of occasional (frequent) approval and finally 1.5 in case of taxing measurements (without the need of an official approval).
These indicators, however, are only available at country, not regional, level, which has to be taken into account in econometric analysis. Detailed restrictions for Luxembourg are not available as Luxembourg and Belgium are part of a common monetary union since the 1950s. In our analysis the "Quinn-indicator" for Luxembourg is therefore naturally set equal to the one of Belgium. Note: GDP and UEWP have been instrumented by their first lag. The probability of the F-test and Chi²-test for IV and GLS estimates respectively display the joint significance of all coefficients. T-values are given in the IV estimates, z-values for the dynamic model. -3.8358 -3.7955 -3.8612 -3.8985 -3.7872 -3.7625 Note: For spatial weights matrices see Table 5 . Lambda displays the spatial error autocorrelation.
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