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Smart technologies nowadays have more humanlike features (name, voice, personality, 
etc.). They interact with users more naturally and closely, collecting user data for further service. 
In a typical context, this study tests how anthropomorphic cues of a health service chatbot will 
influence users’ willingness to disclose their personal information. Different names (explicit 
anthropomorphic cue: “Sam”; implicit anthropomorphic cue: “Assistant No.1”; no 
anthropomorphic cue: “Chatbot”) were assigned to the same chatbot in each of the three 
conditions to see how they influence participants to evaluate their willingness to disclose a set of 
personal information. To further understand this mechanism, I explored the roles of contextual 
trust toward the chatbot and general dispositional trust toward people and technology. Results 
show that different anthropomorphic names assigned to the chatbot generated different levels of 
willingness to disclose. The mediation effect of trust toward the chatbot was not supported. 













I would like to express my special thanks to Dr. Mike Yao, the best advisor ever, who 
guided me through my M.S. study, encouraged me stepping onto an academic career, and most 
importantly, inspired me to be a better thinker. I appreciate all my colleagues in Technology and 
Social Behavior lab who provided their genuine help. I would also like to thank my committee 
members, Dr. Kevin Wise and Dr. Leona Yi-fan Su for their insightful comments. Finally, I 

















TABLE OF CONTENTS 
 
CHAPTER 1: INTRODUCTION ........................................................................................1 
CHAPTER 2: LITERATURE REVIEW .............................................................................5 
      2.1 Computers Are Social Actors (CASA) ....................................................................5 
      2.2 Anthropomorphic Cues and Social Response ..........................................................6  
      2.3 Self-disclosure..........................................................................................................8  
      2.4 Perspectives of Studying Self-disclosure .................................................................9 
      2.5 Self-disclosure in HCI............................................................................................11 
      2.6 The Effect of Anthropomorphic Cues on Self-disclosure in HCI ..........................13  
      2.7 Mediating Effect of Contextual Trust: Trust Toward the Chatbot ........................14 
      2.8 Roles of General Dispositional Trust: Trust Toward People and Technology ..... 15 
CHAPTER 3: METHOD ...................................................................................................17 
      3.1 Design and Procedures ...........................................................................................17 
      3.2 Participants .............................................................................................................18 
      3.3 Dependent Measures ..............................................................................................18 
CHAPTER 4: RESULTS ...................................................................................................21 
      4.1 Descriptive Statistics ..............................................................................................21 
      4.2 Main Effect of Anthropomorphic Cues on Willingness to Disclose .....................21 
      4.3 Mediation Effect of Trust Toward the Chatbot ......................................................22 
      4.4 Effect of Trust Toward People and Technology in Different Conditions .............23 
CHAPTER 5: DISCUSSION .............................................................................................27 




APPENDIX A STIMULI ...................................................................................................51 






With the rise of artificial intelligence and the internet of things, smart technologies are 
becoming more “humanlike.” Not only are they capable of making autonomous decisions and 
performing intelligent tasks, but these devices also employ anthropomorphized features so that 
they are able to communicate with natural language, adopt human-like personas, and serve its 
users strategically. For example, social robots such as “Woebot” can provide social supports by 
offering self-help advice in talk-therapy (Nutt, 2017). These sorts of novel interactions with 
anthropomorphic (nonhuman) devices raise questions about the unique ways a person 
approaches their relationship with a digital confidant. This research asks, how do the 
anthropomorphic features of a chatbot influence users’ proclivity to disclose personal 
information relevant to the service? 
A particularly pervasive and versatile type of smart technology is chatbot. Chatbots are 
“machine agents serving as natural service providers, typically in the context of messaging 
applications” (Dale, 2016; Følstad & Brandtzæg, 2017, p.38). In 1966, the debut of “Eliza,” a 
virtual therapist that can elicit text-based interactions (Weizenbaum, 1966), marked the starting 
point of chatbot history. After decades of development boosted by artificial intelligence (AI) and 
natural language processing (NLP), chatbots have now entered various domains such as e-
commerce, healthcare, education, news, weather, traffic, and finance (Følstad & Brandtzæg, 
2017; Seeger & Heinzl, 2018; Zumstein & Hundertmark, 2017), serving functions including 
information offering, social and emotional support, entertainment, or connecting users to other 
users or computers (Brandtzaeg & Følstad, 2017). Chatbots have a promising future to be a 
dominating user interface applied in multiple scenarios where we are used to relying on 
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webpages or certain applications (Følstad & Brandtzæg, 2017). When Facebook Messenger 2.0 
launched in 2017, it was reported that 100,000 chatbots were created on the platform within one 
year (Johnson, 2017). Statistics showed that the global chatbot market generated 190.8 million 
U.S. dollars revenue in 2016 and was predicted to be worth up to 1250 (in million USD) in 2025 
(Statista, 2019). As chatbots become more personalized and incorporated in users’ private spaces, 
not only does the prevalence of chatbots suggest implications on user experience and system 
design, but it also brings up new questions in terms of consumer trust, privacy, and ethics. 
Chatbots have taken on the role of a personal and entrusted confidant in several areas of 
media users’ personal life. For example, chatbots have served the role of a financial advisor (e.g., 
Trim) who manages users’ income and expenditure; a healthcare assistant (e.g., Izzy) who tracks 
users’ physical and mental status; and a social robot (e.g., Replika, Jibo) who keeps regular 
updates about users’ life details and emotions. In these situations, users’ self-disclosure takes 
place frequently. It goes without saying that users’ trust, consent, and willingness to share 
personal information with their chatbot is crucial to how these services eventually benefit users, 
which depends on how these chatbots appear to and interact with the users. Designers are 
incorporating richer human features such as a human’s name, voice, image, language styles, and 
personality to their digital agents with the hope of making their products more attractive to users, 
achieving more smooth and seamless interactions, and establishing “a sustainable trust 
relationship” with consumers (Seeger & Heinzl, 2018, p.130). Hence, self-disclosure, which is 
defined as “making the self known to others” Jourard and Lasakow (1958, p. 91), is a way that 
indicates users’ trust and willingness influenced by anthropomorphic cues. 
As an important behavioral outcome variable, self-disclosure has been studied from 
different perspectives in different contexts. It was mostly regarded as a heuristic information 
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exchange in relationship development contexts, and also as a rational decision-making process in 
online information management contexts. Media equation (Nass and Reeves, 1996) and 
“computers are social actors” (CASA) (Nass, Steuer & Tauber, 1994) literature predict the 
similar automatic tendency that humans respond toward computers socially as if they are 
interacting with other real humans. Furthermore, this line of research suggests that certain 
humanlike features of the technology can be “social cues” or “anthropomorphic cues” that 
trigger users’ social presence and response toward the computers (Nass & Moon, 2000; Kim & 
Sundar, 2012). These theoretical assumptions indicate that human-technology relationship can be 
to some extent parallel to human-human relationships, leading to further research attempts of 
applying interpersonal communication theories to explain human-technology communication 
processes. To be specific, this study looks at how anthropomorphic cues of computers may 
increase the interpersonal effect in the human-computer communication processes and create a 
hybrid situation of self-disclosure. It is interesting to explore how human will self-disclose in 
front of a machine embedded with social cues in comparison to interpersonal information 
disclosure. Currently, not only do we need further explanations regarding the dynamics and 
nuances of self-disclosure in contexts of human-computer interaction, but also do we need more 
studies specifically examining how specific anthropomorphic cues of computers influence user 
self-disclosure.  
The purpose of this research is to investigate how users’ willingness to disclose personal 
information will be influenced by anthropomorphic cues of a health service chatbot and what 
factors will affect this process. Current investigations on the relationship between 
anthropomorphic cues of technology and user self-disclosure yielded inconsistent results, 
suggesting either a positive relationship (Gong, 2008; Waytz, Heafner, & Epley, 2014) or a 
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negative relationship (Gretry, Horvath, Belei, & van Riel, 2017). Few explanations of the inner 
mechanisms have been provided and widely accepted. As trust plays an important role in 
predicting self-disclosure in both interpersonal communication and online information 
management literature, I propose trust toward the chatbot as a mediator. To further explain what 
factors may predict trust, I ask this “machine or human” question: under the impact of 
anthropomorphic cues of the chatbot, will users’ trust toward the chatbot be influenced more by 
their trust toward people, or by their trust toward technology? I assume that trust toward people 
and trust toward technology are potential predictors of trust toward the chatbot. 
This study is built on two hypotheses: a) A chatbot’s anthropomorphic cues can increase 
users’ willingness to self-disclose; b) Trust toward a chatbot will mediate the effect of 
anthropomorphic cues on user willingness to self-disclose; and an exploratory research question:  
Under the impact of different anthropomorphic cues, how will general trust toward people and 
toward technology influence trust toward the chatbot? This study not only seeks to find the main 
effect of a certain anthropomorphic feature of technology on user behavioral outcome but also 





2.1 Computers Are Social Actors (CASA) 
Computers are social actors (CASA) paradigm is an application of the idea of “Media 
equation” by Nass and Reeves (1996), which states that “media equals real life”: humans’ 
interactions with computers and new communication technologies resemble the interactions in 
real human relationships and at real places. In human-computer interaction, CASA paradigm 
suggests that users’ response to computers are fundamentally “social.” To find evidence for this 
proposition, a series of studies applying theories and methods from social psychology in human-
technology interaction was conducted. Those studies investigated whether users apply social 
categories (e.g., gender, ethnicity, ingroup vs. outgroup identity), social norms (e.g., politeness, 
reciprocity), and personality judgement to computers or conversational agents (Nass, Steuer & 
Tauber, 1994; Nass & Moon, 2000; Nass, Isbister, & Lee, 2000; Moon, 2000). For example, in 
Nass and Moon (2000)’s studies, they found that participants evaluated the male-voiced 
computer significantly less friendly than the female-voiced one, which supported that people 
apply gender stereotypes on computers. In another paper, Moon (2000) also found that 
participants self-disclosed with higher intimacy level in front of a computer that elicits reciprocal 
information exchange than one which does not. These findings showed users’ mindless tendency 
of perceiving and behaving socially to computers as if they are human communicators. 
Furthermore, CASA researchers mentioned even minimal human characteristics on computers 
can serve as “social cues” to induce users’ attributions of humanness and mindless social 




2.2 Anthropomorphic Cues and Social Response 
“Social cues,” also addressed as “anthropomorphic cues” by Kim and Sundar (2012), are 
humanlike characteristics carried by computers which remind people of humanness on the 
interface. Anthropomorphic cues can be verbal or nonverbal, visual or linguistic, including the 
agents’ voice (Nass, Moon, & Green, 1997), gender (Payne, Szymkowiak, Robertson, & Johnson, 
2013), nationality (Tamagawa, Watson, Kuo, Macdonald, & Broadbent, 2011), name (Kim & 
Sundar, 2012), face image (Gong, 2008), language style (Sah & Peng, 2015), personality (Nass 
& Lee, 2001), emotions (Eyssel, Hegel, Horstmann, & Wagner, 2010), and “behavioral cues” 
(Horowitz & Bekoff, 2007) including movement (Wang, Lignos, Vatsal, & Scassellati, 2006), 
and gesture (Salem, Eyssel, Rohlfing, Kopp, & Joublin, 2011). With many different types and 
modalities, these cues trigger users’ attribution of humanness on the machine in different ways. 
For example, Kim and Sundar (2012) manipulated anthropomorphic cues by assigning an agent 
in the anthropomorphic condition with a name “Alex” and a job as a skin doctor, along with a 
short self-introduction and a cartoon avatar. This design made a combination of multiple 
anthropomorphic cues (name, occupation, language, image). A human name and a humanlike 
image of the agent cue humanness more directly and explicitly. In contrast, a title of “doctor” 
and a description of duty leads to users’ interpretation of a human identity, which is relatively 
implicit. 
Anthropomorphism, generally defined as a tendency to “attribute human characteristics 
to inanimate objects, animals and others,” (Duffy, 2003, p.180) is an explanation of the effect of 
these anthropomorphic cues on users’ social response. This explanation was rejected by Nass and 
Moon (2000) because they regarded anthropomorphism as a thoughtful and conscious belief. In 
their study, participants showed social responses toward the computers but denied their 
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thoughtful belief that computers have human characteristics. However, Sundar (2004) provided 
an alternative conceptualization of anthropomorphism, which claims anthropomorphism as a 
“mindless” tendency in long-term human-computer social relationships. Thus, with both 
conscious and subconscious dimensions, users’ anthropomorphism may not be fully captured by 
direct measures of perceived anthropomorphism. Rather than investigating anthropomorphism as 
a psychological process, the focus of this study is how anthropomorphic cues make differences 
that are reflected by behavioral outcomes. 
In previous literature, the effects of different anthropomorphic cues on users’ social 
responses have been found in various contexts. Some studies looked at user social evaluations, 
such as Eyssel and colleagues (2010) who tested the effect of the emotional non-verbal responses 
of a robot on users’ evaluations in terms of likeability, closeness, and pleasantness and found 
positive relationships. Gonsior et al. (2011) detected similar effects by manipulating the robot’s 
facial expression and asked users to rate empathy, subjective performance, trust, and likeability. 
Besides, Kim and Sundar (2012) looked at users’ information credibility judgment; similarly, 
Zanatto, Patacchiola, Goslin, and Gangelosi (2016) found the credibility of a more humanlike 
(with social gaze) robot was perceived higher compared to a less-humanlike (with fixed gaze) 
one. Other studies investigated the effect on users’ social behavior. For instance, Nass and Moon 
(2000) discussed the manners of communication between human and computers. They focused 
on the politeness and reciprocity in users’ responses and tried to answer “how” questions 
regarding the behavioral patterns in human-computer communication processes. Meanwhile, 
there is still a wide range of “what” questions, which pay attention to the actual content that 
people will communicate with a humanlike computer or digital agent; self-disclosure is an 




Self-disclosure is an important construct originally from interpersonal communication. 
As defined by Jourard and Lasakow (1958), self-disclosure is the “process of making the self 
known to others.” (p.91) This process involves acts of revealing personal information, thoughts, 
and feelings of oneself to another (Altman & Taylor, 1973), either a stranger or someone people 
already know. Self-disclosure can happen between pairs of individuals, within groups, or 
between an individual and a group (Joinson & Paine, 2007). It plays a central role in developing 
and maintaining relationships among humans, such as business cooperation, romantic or 
friendship-based relationships (Jourard, 1971; Rubin, 1973). According to the ideas of Altman 
and Taylor’s social penetration theory (SPT), self-disclosure helps to bring interpersonal 
communication to a deeper and more intimate level. It was studied in three dimensions—
frequency, breadth, and depth. Frequency of self-disclosure emphasizes how much information 
revealed, breadth emphasizes how diverse the topics included, and depth refers to how close and 
intimate the information shared (Nguyen, Bin, & Campbell, 2011, p. 103). Under the impact of 
new communication technologies, technological objects became mediums in human-human 
communication or communicators directly interacting with people, thus extended self-disclosure 
research into computer-mediated communication (CMC) and human-computer interaction (HCI). 
Self-disclosure was central in discussion on online relationship development (e.g., Walther & 
Burgoon, 1992; Walther, 1996); online trust and privacy protection (e.g., Joinson, Reips & 
Buchanan, 2000; Norberg, Horne & Horne, 2007; Trepte & Reinecke, 2011), online information 
management in e-commerce (e.g., Metzger, 2004, 2006), and user information sharing with 
conversational agents (e.g., Sannon, Stoll, DiFranzo, Jung & Bazarova, 2018; Ho, Hancock & 
Miner, 2018). These explorations found new patterns of self-disclosure given the impact of 
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various factors unique to technology-involved communication processes. 
2.4 Perspectives of Studying Self-disclosure 
From disclosing selves to other communication partners for maintaining interpersonal 
relationships in CMC (Tidwell & Walther, 2002), to revealing personal information directly to 
websites for purchasing products or enjoying services in e-commerce (Metzger, 2004, 2006), 
self-disclosure was studied in multiple contexts with different types of communicators involved 
from different perspectives. A typical example of studying self-disclosure as a heuristic and 
dynamic social process is the discussion of whether self-disclosure in CMC is greater than in FtF 
communication. CMC was at first considered impersonal due to lack of the richness that belongs 
to FtF interaction, to be more specific, the absence of nonverbal cues (e.g., facial expressions and 
intonation) leads CMC to be task-oriented and contains less social-emotional content (Rice & 
Love, 1987). However, Walther argued that as CMC communicators can rely on other cues, such 
as content, style, and timing of verbal messages and have adequate access and time to develop 
interpersonal interactions, CMC may not be inherently impersonal but could be as interpersonal 
as FtF communication. He then proposed a hyperpersonal model---- “CMC that is more socially 
desirable than we tend to experience in parallel FtF interaction,” (Walther, 1996, p.17) because 
the senders can self-present selectively and the receivers may idealize their partner, which is 
enhanced by asynchronous exchanges. Thus, hyperpersonal interaction could be excessively 
personal, inducing greater frequency, depth, and breadth of online self-disclosure. Uncertainty 
reduction theory (Berger, 1979) provides another explanation of more self-disclosure in CMC 
than in FtF communication. As in Schouten, Valkenburg, and Peter (2009)’s study, 
communicators in CMC reduce uncertainty about their partners by using more interactive 
strategies which include self-disclosure and question-asking. Jiang, Bazarova, and Hancock 
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(2011, 2013) and Kashian, Jang, Shin, Dai, & Walther (2017) studied the disclosure-intimacy 
model, which suggests that the same self-disclosure in CMC induces more perceived intimacy 
than in FtF and increases liking because of interpersonal attributions. Interpersonal attributions 
refer to “inferring the discloser's behavior is due to his/her attitude toward the receiver (“my 
partner acted that way due to the chemistry between us”).” (Kashian, et al., 2017, p.276) These 
explorations comparing self-disclosure in offline and online interpersonal relationships are 
interested in users’ subjective feelings and emphasize the importance of certain contextual cues 
and heuristics. 
Another perspective takes self-disclosure as a more functional and rational decision-
making process. Relevant research studied self-disclosure not only in interpersonal contexts but 
also in e-commerce as compiled data entry. In online service contexts, companies provide 
product and service information to consumers through websites; meanwhile, consumers share 
their personal data in exchange for further services such as transaction and personalization. The 
data can be “cookies” and information requested in registration such as consumers’ name, 
address, credit card number, product preferences, online behavior, etc (Metzger, 2004). Related 
studies often apply social exchange theory (SET) (e.g., Homans, 1958; Blau, 1964), which 
analyzes whether social interactions cost and reward in market exchanges; and communication 
privacy management (CPM) (e.g., Petronio, 2002), which is more specific about how people 
manage information boundaries and decide whether to reveal or conceal personal information. 
They also usually establish rational behavioral models derived from the theory of reasoned 
action (TRA) (Ajzen & Fishbein, 1980) and the theory of planned behavior (TPB) (Ajzen, 1988). 
These theories and models represent people as rational choice-makers and include cost-benefit 
evaluations. Variables such as trust, past online behavior, impression of the corporation, 
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perceived privacy protection, and general privacy concerns (e.g., Culnan & Armstrong, 1999; 
Fombrun, 1996; Jarvenpaa & Tractinsky, 1999; Jarvenpaa, Tractinsky, & Vitale, 2000; Metzger, 
2004) are frequently involved in the models. Besides frequency, breadth, and depth of self-
disclosure, willingness to disclose becomes another important dimension for measurement. For 
instance, Culnan and Armstrong (1999) suggested a privacy calculus in consumers’ decision-
making process before disclosing their personal information for transactions. Consumers’ 
willingness to share information depends on their evaluations on how “fair” the information 
practices and the business are. Dinev and Hart (2006) provided an extended privacy calculus 
model on user willingness to disclose personal information to Internet websites and suggested 
three strongest predictors: Internet privacy concerns, Internet trust, and personal Internet interest. 
The role of trust and its relationship with the willingness to share information was emphasized. 
2.5 Self-disclosure in HCI 
There is still limited literature systematically discussing self-disclosure in human-
computer interaction, which is of interest in this study. Self-disclosure in HCI becomes an act of 
people revealing personal information, thoughts, and feelings to computers and equivalent 
information systems (web services, digital agents, robots, etc.). Compared to self-disclosure in 
interpersonal communication, the most difference that self-disclosure in HCI makes is that 
computers participate in the communication process as subjects. The role of computers is not 
only a medium but also a communicator, replacing the position of a real human from the 
opposite side in FtF interactions and CMC. People could share their location information to a 
website such as Facebook (Chang & Chen, 2014), tell a voice-activated assistant (e.g., Amazon 
Alexa) their schedules (Chung, Iorga, Voas, & Lee, 2017), and express their sex issues to a 
health advice chatbot (Liu & Sundar, 2018), etc.  
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Recalling research studying self-disclosure in relationship development and in e-
commerce, self-disclosure in HCI creates a hybrid situation. Considering the nature and 
objectives of HCI, self-disclosure in these contexts is fundamentally functional. Computers offer 
user information, social support, entertainment, or connection to other people or systems 
(Brandtzaeg & Følstad, 2017). In exchange of utility, users share personal information toward 
computers to help with analysis and obtain better-personalized service, either voluntarily or by 
requests from the computer. However, since more humanlike technology introduces social 
effects in human-technology communication, they could be able to establish social-emotional 
relationships with human users (Bickmore & Picard, 2005). Even though the roles of humans and 
computers involved in the communication process are essentially users and service providers, 
their relationships could go beyond purely functional and task-oriented. In daily contexts, self-
disclosure in HCI could be in forms of data entries, a personalized fitness assistant may require 
users to simply fill out profile data for providing recommendations (Dharia et al., 2018); or it 
could be users revealing their emotions and feelings spontaneously when interacting with a 
digital agent (Mensio, Rizzo, & Morisio, 2018) as their life companion. At this point, the 
“rational” process of disclosing personal information online could be influenced by the heuristics 
involved, users’ willingness and decisions to share might be mindless reactions without 
consciously evaluating what and how much information they are revealing. Thus, self-disclosure 
toward a computer, or say, a virtual agent, may carry both patterns of self-disclosure in 
interpersonal communications (FtF and CMC) and self-disclosure in online services. Features 
and affordances unique to the technology will have an impact on users’ perceptions and trust, 
then influence their disclosing behavior. Users’ rational behavioral decisions can be biased 
because of the interpersonal effect in the interaction.  
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2.6 The Effect of Anthropomorphic Cues on Self-disclosure in HCI 
Many studies indicate that agents being humanlike encourages user’s self-disclosure, 
whereas there are also counterarguments or specific discussions regarding the effects of different 
humanlike cues. Early investigations such as Moon (2000)’s exploratory study found that 
computers that are “socially intelligent” (with “socially appropriate” features such as reciprocity 
and sequence in the experimental design) elicited users’ higher likelihood of self-disclosure in 
the three dimensions tested (depth, breadth, number). More recently, Sannon, Stoll, DiFranzo, 
Jung, and Bazarova (2018) used content analysis to find topic differences that a personified 
chatbot (with a unisex name, picture, and more conversational languages) induced compared 
with a non-personified one. Sah and Peng (2015), Schroeder, and Schroeder (2018) focused on 
different modalities of anthropomorphic features. Sah and Peng (2015) investigated different 
effects of visual anthropomorphic cues and verbal anthropomorphic cues on information 
disclosure, respectively. They found that the effect of visual anthropomorphic cues (human vs. 
non-human image) is negative while the effect of linguistic anthropomorphic cues 
(conversational vs. impersonal language) is positive. Their explanations are that visual cues have 
a priming effect that increases public and private self-awareness, and public self-awareness 
decreases disclosure; linguistic cues pose a communicative effect that encourages users to take 
their turns to answer the questions asking about themselves. Schroeder and Schroeder (2018) 
tested how different expressions (talking vs. typing) influence users’ willingness to disclose their 
information, with chatbots that were anthropomorphized verbally or vocally. The results showed 
that participants were more willing to share personal information when talking to the chatbot. 
They also pointed out that it is still unclear whether human image or voice would be “a better 
predictor of anthropomorphism” and called for “a comprehensive theory comparing the relative 
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predictive power of each human cue on trust.” (p.479)  
It can be drawn from these studies that anthropomorphic features of the technology make 
certain impacts on users’ self-disclosure, either through actual social interactions or simple social 
heuristics the trigger users’ attributions of human-likeness. Being at the very early stage of this 
exploration, this study decided to test a minimal manipulation on a chatbot’s name as a 
superficial anthropomorphic cue. Based on previous studies investigating the influence of verbal 
cues, I hypothesize that different anthropomorphic cues pose different effects on self-disclosure.  
H1: Different anthropomorphic cues (names) of the same chatbot can influence users’ 
willingness to self-disclose.  
2.7 Mediating Effect of Contextual Trust: Trust Toward the Chatbot 
Besides directly investigating the relationship between humanlike cues and self-
disclosure, I would like to further unpack the inner mechanism of what other factors play a role 
in the main effect. I can find clues from relevant studies in HCI, consumer research, and health 
communication which examines whether the humanlike agents or brands may increase or 
decrease user trust. Defined as “a psychological state comprising the intention to accept 
vulnerability based upon positive expectations of the intentions or behavior of another,” 
(Rousseau, Sitkin, Burt, & Camerer, 1998, p.395) trust plays vital roles in information disclosure 
in different types of interaction. In interpersonal interaction, people disclose more to someone 
they feel are more trustworthy (e.g., Altman & Taylor, 1973; Wheeless & Grotz, 1977; Steel, 
2005; Larzelere & Huston, 2006). Meanwhile, in human-technology interaction, people reveal 
more information to the web-based service provider they trust better (e.g., Metzger, 2006; 
Zimmer, Arsal, Al-Marzouq, & Grover, 2010). There is some literature discovering relationships 
between anthropomorphic cues and user trust, which will be mentioned later. Thus, in the second 
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research question, I can make a reasonable assumption that trust toward the specific partner (in 
this context, a chatbot), being in the middle of anthropomorphic cues and self-disclosure, plays a 
mediating role. 
H2: Trust toward a chatbot will mediate the effect of anthropomorphic cues on user 
willingness to self-disclose.  
Regarding the relationship between anthropomorphic cues and users’ trust, current 
literature shows different results and explanations. Some studies suggested that a machine which 
is more humanlike will lead to higher user trust. For example, Gong (2008) tested whether more 
humanlike computer representations can trigger more social responses and found increasing the 
level of human-likeness leads to higher trustworthiness rating of the computer agents; Waytz, 
Heafner, and Epley (2014) found that adding humanlike features such as name, gender, and 
voice to the object increases users’ trust in a car. On the contrary, the Uncanny Valley effect 
(Mori, 1970; Stein & Ohler, 2017) gives a general assumption that nonhuman objects which are 
“too humanlike” pose a threat to human distinctiveness and cause users’ negative feelings and 
refusal to the interaction; in marketing, brand anthropomorphism discourages consumers from 
self-disclosing because it induces feelings of embarrassment and being evaluated by “others” 
(Gretry, Horvath & Belei, 2017). Thus, humanlike features in nonhuman agents would not be 
welcomed. The hodge-podge with seemingly paradoxical findings leads us to further explore the 
nuances in users’ trust toward the agents. 
2.8 Roles of General Dispositional Trust: Trust Toward People and Technology 
In addition to the contextual trust toward a specific partner, different interactions may 
involve different types of general dispositional trust. In contexts of offline and online 
interpersonal communication, people tend to disclose to their trusted partners, which is 
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essentially related to social trust: faith in other people (e.g., Steel, 1991; Sheldon, 2009). 
Meanwhile, when communicating with a type of technological object (a computer, a website, or 
an agent), users’ trust toward the object and consent to reveal personal information comes from 
users’ acceptance and belief in technology, which is a type of trust toward the technology as a 
tool. For example, Pavlou (2001) integrated trust as a factor in the technology acceptance model 
(TAM) (Davis, 1985) to predict system use. In empirical studies, Lucas, Gratch, King, and 
Morency (2014) found that participants who believed they were interacting with a fully 
automated agent reported lower fear of self-disclosure and more willingness to disclose 
compared to those who believed they were interacting with a human. This supports a distinction 
between participants’ trust towards the agent as technology or as a human. In the context of 
human-computer interaction with interpersonal effects, users’ trust toward the agent could be 
related to either trust toward people or trust toward technology, or both, which reflect the 
“human or machine” perception in mind. The two perspectives, human-human trust and human-
machine trust were addressed in several studies (de Visser et al., 2016; Seeger & Heinzl, 2018). 
Human-human trust is based on CASA paradigm and media equation hypothesis, assuming that 
users’ trust toward the agent is the same as interpersonal trust: users trust the agent as a reliable 
person. Meanwhile, human-machine trust is mostly a functional and rational belief that the agent 
is capable of completing their tasks. Thus, in this study, to further find the explanations behind 
users’ trust toward the chatbot, I ask the exploratory research question about whether users’ 
general trust toward people and trust toward technology can predict their trust toward the chatbot 
when cues of interpersonal effect are present or absent. 
RQ: Under the impact of different anthropomorphic cues, how will general trust toward 





3.1 Design and Procedures 
The experiment is designed in a context that a research team is developing a health 
service chatbot which can provide personalized advice. The team would like to know how 
willing people would be to share their own information if the chatbot were to ask them about the 
personal information to help with personalization. People have been relying on online health 
resources and interactive health technologies (Rice, 2006; Fox & Jones, 2009) for more than a 
decade. Today, as one of the major interactive tools in the healthcare field, chatbots imbued with 
human-like features can provide health advice, doctor listings, and mental therapy (Følstad & 
Brandtzæg, 2017). A health service context here is natural and beneficial for us to predict users’ 
reactions toward anthropomorphic chatbots and figure out why we need anthropomorphized 
chatbots and what kind of anthropomorphic features we need. 
The same chatbot was called “Sam,” “Assistant No.1,” and “chatbot” respectively in 
three conditions as the manipulation of anthropomorphic cues. “Sam” as a gender-neutral, real 
human’s name, is an explicit anthropomorphic cue; “Assistant No.1” is relatively less humanlike 
but still assigns the chatbot a human’s role, serving as an implicit anthropomorphic cue; 
“chatbot” is generic and straight-forward with no anthropomorphic cue, serving as a control 
condition. Participants were told to evaluate a beta version of a digital agent designed to give 
health-related advice. To give advice that better suits each individual case, this health agent 
would collect some personal information from its users. After reading screenshots of the chatbot 
conversations, participants indicated how willing they were to provide answers to the listed 
personal information queries from “Sam”/ “Assistant No.1”/ “the chatbot”. They were also asked 
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to rate the sensitivity and risk of each query. Later, participants completed the measures of 
perceived anthropomorphism and a series of trust scales (contextual trust toward the chatbot and 
general trust toward technology and people). 
3.2 Participants 
A total of 108 undergraduate students (37 = explicit anthropomorphic cue condition; 36 = 
implicit anthropomorphic cue condition; 35 = no anthropomorphic cue condition) recruited 
through the department course credit subject pool in a large midwestern university. Participants 
were randomly assigned to one of the three conditions. The sample is composed of 83 female 
and 25 male students with ages ranging from 18 to 23. Participants received partial course credit 
for participation in this study through the SONA system (30 mins = 1 credit).  
3.3 Dependent Measures 
 Willingness to disclose. 20 information queries regarding basic (e.g., name, age, address) 
and health-related (e.g., height/weight, mental status, sexual behavior) personal information were 
adapted from Moon (2000) and Joinson, Paine, Buchanan, Reips (2008) in a format of 
information entry. The queries appeared in a randomized order. Participants were asked to drag 
the slider of each query to indicate their willingness from 0 (extremely unwilling) to 100 
(extremely willing). As the items demonstrated good reliability (α=.92), each participant’s 
ratings of all queries were averaged as an overall willingness to disclose (M=67.68, SD=20.63).  
 Trust toward the chatbot. After evaluation of willingness to disclose, the screenshot 
showed the second time to refresh participants’ memories. Participants then reported to a series 
of trust scales regarding their trust toward the chatbot and general trust toward technology and 
people. The items of trust toward the chatbot in the measure were adapted from Hong and Cho 
(2011), which contains four sub-components that assess the trustworthiness of the chatbot in 
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terms of competence (can fulfill its promises made to users. e.g., “I believe Sam can be 
competent and effective in providing health advice”), benevolence (consider users’ interests in 
front of its own interest. e.g., “I believe that the advice and recommendations given by Sam are 
made in search of mutual benefit”), and integrity (being consistent, reliable, and honest when 
fulfilling promises.” e.g., “I believe Sam can fulfill the commitments.”), also overall user trust in 
the chatbot (e.g., “I trust Sam.”). Responses of all trust scales were coded on a 7-point scale (1 = 
strongly disagree to 7 = strongly agree). The items demonstrated high reliability (α=.95) and 
were averaged into a composite score (M=3.92, SD=1.14). 
 Trust toward people. A 6-item scale by Yamagishi & Yamagishi (1994)’s “trust in 
general others” was used to measure participants’ general trust toward people (e.g., “Most people 
are trustworthy”). The items demonstrated good reliability (α=.82) and were averaged into a 
composite score (M=4.48, SD=0.99). 
Trust toward technology. A 7-item scale (McKnight, Carter, Thatcher, & Clay, 2011) 
was used to measure users’ general trust in technology (e.g., “I believe that most technologies are 
effective at what they are designed to do”). The items demonstrated good reliability (α=.88) and 
were averaged into a composite score (M=4.96, SD=1.06). 
Perceived Anthropomorphism. As mentioned earlier, anthropomorphism may not be 
well captured by direct self-report measures because of its “mindless” nature. The minimal 
manipulation in this experiment may not induce participants conscious belief. However, this 
measure of perceived anthropomorphism was still included for reference. Participants completed 
a 5-item bi-polar scale developed by Ho & MacDorman (2010) to evaluate perceived 
anthropomorphism of the chatbot. The items were measured on a 10-point scale (0 = 
Machinelike to 10 = Humanlike; 0 = Artificial to 10 = Lifelike; 0 = Fake to 10 = Natural; 0 = 
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Unconscious to 0 = Conscious; 0 = Talking rigidly to 10 = Talking elegantly). The items 






4.1 Descriptive Statistics 
Below is a correlation matrix of major measured variables (Table 1). An outlier test was 
conducted in SPSS 22.0 and all cases were retained. 
Table 1 


















Willingness to disclose 1 0.419*** 0.010 0.224* 0.345*** 
Trust toward the chatbot 0.419*** 1 0.331*** 0.480*** 0.617*** 
Trust toward people 0.010 0.331*** 1 0.370*** 0.092 
Trust toward technology 0.224* 0.480*** 0.370*** 1 0.277** 
Perceived anthropomorphism 0.345*** 0.617*** 0.092 0.277** 1 
***p<0.001, **p < 0.01, *p<0.05 
4.2 Main Effect of Anthropomorphic Cues on Willingness to Disclose 
A one-way ANOVA was conducted to compare the effect of condition (Explicit cue 
“Sam” vs. Implicit cue “Assistant No.1” vs. no cue “chatbot”) on willingness to disclose. SPSS 
22.0 was used for the analysis. Results reveal a significant difference in willingness to disclose in 
the three conditions (F [2,105] = 4.139, MSE = 401.958, p < 0.05). Post hoc comparisons using 
Tukey HSD test showed that the mean score for the explicit cue condition (“Sam”) (M = 71.33, 
SD = 19.26) and the implicit cue condition (“Assistant No.1”) (M = 71.72, SD = 17.75) were 
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significantly higher than the control condition (“chatbot”) (M = 59.67, SD = 22.90). There was 
no significant difference between explicit cue condition (“Sam”) and implicit cue condition 
(“Assistant No.1”) (See Figure 1). H1 was supported. 
Figure 1 
Mean score of willingness to disclose for individuals (n=108; H1) 
 
Note: Mean scores of willingness to disclose are presented by dots. 
4.3 Mediation Effect of Trust Toward the Chatbot 
Model 4-for PROCESS 3.3 was used to test H2. The results suggested that in the 
mediation model, the effect of three conditions (“Sam” condition was dummy coded as X1; 
“Assistant No.1” condition was dummy coded as X2) on trust toward the chatbot is not 
significant (a1 = .15, a2 = -.14.; p > .05). However, trust toward the chatbot is positively related 
to willingness to disclose (b = 7.70; p < .001) and the direct effect of conditions on willingness to 
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disclose is significant (c1 = 10.46, p < .05; c2 =13.20, p < .01), too. The indirect effects were not 
significant (a1 b = 1.20, a2b = -1.15, p >.05). A 95% bias-corrected interval (CI) based on 5000 
bootstrap samples (Hayes, 2009) shows that the mediation effect was not significant since the 
CIs include zero (-3.1654 < CI1 < 5.9262; -5.1868 < CI2 < 3.0294). 
Figure 2 









      
      
***p<0.001, **p < 0.01, *p<0.05 
4.4 Effect of Trust Toward People and Technology in Different Conditions 
 To explore how general trust toward people and trust toward technology influence trust 
toward the chatbot, I ran the moderation analysis first to see if trust toward people and trust 
toward technology moderate the effect of conditions upon willingness to disclose. The 
continuous variables (trust toward the chatbot, trust toward people, and trust toward technology) 
were centered before running the moderation model. Interaction terms with two dummy coded 
conditions (Sam and Assistant No.1) and two types of general trust were added respectively. The 










a1 = .15, 
a2 = -.14 
a1 b = 1.2,    











interactions including Sam*trust toward people (b = .33, p = .20), Sam*trust toward technology 
(b = .01, p = .91), Assistant No.1*trust toward people (b = -.16, p = .51), and Assistant 
No.1*trust toward technology (b = -.13, p = .57) were not significant. Only the main effect of 
trust toward technology was significant (b = .48, p <.01) (Table 4).  
Table 2 
Moderation analysis of general trust toward people and technology 
  b SE t p 
(Intercept) -.06 .16 -.38 .70 
Sam .29 .23 1.25 .22 
Assistant No.1 -.07 .23 -.32 .75 
Trust toward people .18 .17 1.07 .29 
Trust toward technology .48 .15 3.23 .002** 
Trust toward people * Sam .33 .26 1.28 .20 
Trust toward technology * Sam .01 .23 .05 .96 
Trust toward people * Assistant No.1 -.16 .25 -.65 .51 
Trust toward technology * Assistant No.1 -0.13 .23 -.57 .57 
**p < 0.01 
As the moderation analysis did not generate significant results, I conducted further 
analysis to explore the roles of the two general trust stances and their connections within 
conditions. I ran three regressions on trust toward the chatbot with trust toward people and trust 
toward technology as predictors were run within conditions. In the explicit cue condition 
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(“Sam”), the regression is significant (F [2, 34] =12.58, MSE = .913, p < .001), both trust toward 
people (β = .383, p < .05) and trust toward technology (β = .396, p < .01) are two significant 
predictors of trust toward the chatbot (see Table 4). In the control (“chatbot”) condition, the 
regression is significant (F [2, 32] = 5.83, MSE = 1.18, p < .05) (see Table 5). However, only 
trust toward technology (β = .456, p < .01) significantly predicts trust toward the chatbot while 
trust toward people does not (β = .152, p > .05). In the implicit cue (“Assistant No.1”) condition, 
the regression is not significant (F [2, 33] =3.151, MSE = .790, p = .056), although the effect of 
trust toward technology on trust toward the chatbot is still significant (β = .390, p < .05) (see 
Table 6). This could be a good indication of people applying different routes of trust in contexts 
with or without social cues. 
Table 3 
Regression on Trust toward the chatbot in the explicit cue condition (“Sam”) 
  b SE β t p 
(Intercept) -.589 .942   -.626 .536 
Trust toward people .511 .189  .383 2.697 0.011 * 





Regression on Trust toward the chatbot in the control condition (“chatbot”) 
  b SE β t p 
(Intercept) .652 1.047   .623 .538 
Trust toward people .181 .187  .152 .969 0.340 
Trust toward technology .482 .166  .456 2.914 0.006 ** 
 
Table 5 
Regression on Trust toward the chatbot in the implicit cue condition (“Assistant No.1”) 
  b SE β t p 
(Intercept) 1.959 .811   2.415 .102 
Trust toward people .019 .165  .021 .116 0.908 
Trust toward technology .350 .161  .390 2.175 0.037 * 





Under the media equation hypothesis, this study aims to investigate whether 
anthropomorphic cues of a certain type of technology will invoke interpersonal processes in 
human-technology interactions. I focus on subsequent behavioral outcomes, specifically, 
willingness to self-disclose toward a health service chatbot. To understand the underlying 
mechanism, the mediating role of trust toward the chatbot in the relationship between different 
conditions and willingness to disclose was hypothesized and tested. The effect of two types of 
trust, social trust and technology trust in different conditions was also tested exploratorily. In 
response to the hypotheses and research question, the minimal manipulation of anthropomorphic 
cues (different names of the chatbot) induced significant differences in participants’ willingness 
to reveal their personal information; trust toward the chatbot was not a significant mediator 
between conditions and willingness to disclose; although the moderation effect was not 
significant, trust toward people and trust toward technology played different roles in predicting 
trust toward the chatbot within different conditions.  
Post hoc tests were conducted for looking closer to the disclosure items.  The two 
categories of items, health-related and basic demographic items were analyzed separately.  two 
health-related (“feelings about current relationship” and “sexual orientation”) and two basic 
(“current address” and “employment status”) information queries contributed mostly to the 
significant difference on willingness to disclose. The “chatbot” condition generated the lowest 
willingness to disclose each item, which was either significantly lower than “Assistant No.1” 
condition or “Sam” condition. This could be explained by a chance of contingency because the 
sample size was relatively small. Different cases indicated different dimensions of considerations 
28 
 
in information disclosure. For example, people may be more willing to tell a friendlier agent 
their feelings about their current relationship rather than a generic, machinelike one because a 
more humanlike agent could make them feel more comfortable and less awkward; people are 
more willing to reveal their current address to a more humanlike agent because this agent 
mitigates their perceived risk. These items introduce further questions regarding the 
characteristics of information queries per se, such as information sensitivity and risk mentioned 
in online privacy literature (e.g., Bansal, Zahedi, & Gefen, 2010; Featherman, Miyazaki, & 
Sprott, 2010) and demand further categorization.  
Regarding the main effect of conditions on willingness to disclose, the results align with 
studies that suggest a positive relationship between anthropomorphic cues and willingness to 
disclose. However, there is no significant difference in willingness to disclose between the 
explicit cue condition (“Sam”) and the implicit cue condition (“Assistant No.1”). Overall, 
although not significant, the average score of willingness to disclose in the implicit cue condition 
(“Assistant No.1”) was slightly higher than that in the explicit cue condition (“Sam”). Referring 
to the post hoc test on each disclosure item, it was either the explicit cue condition (“Sam”) or 
the implicit cue condition (“Assistant No.1”) that generated the highest score of willingness to 
disclose on the items. Among the three names, “Sam” is a clear and direct sign of giving the 
chatbot a human identity, “Assistant No.1” reveals a professional human occupation with no 
deliberate assignment of human features but naturally remain the chatbot a human’s role. One 
explanation could be that some participants may feel most comfortable and safe to disclose to 
agents being lively and accessible like a human but not intentionally “too human.” This may well 
link the opposite literature suggesting either a positive (Gong, 2008; Waytz, Heafner, & Epley, 
2014) or a negative effect (Gretry, Horvath & Belei, 2017) of anthropomorphic cues on user trust 
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and social response. A “tipping point” suggested by Uncanny Valley (Mori, 1970) that induces 
the most positive feelings and attitude of people toward a humanlike object may exist. Another 
explanation is that even though “Sam” is an explicit human name, it can be just a label for 
differentiation without social categorization. In this case, “Assistant No.1” which suggests a 
human profession could be perceived more humanlike than a human name “Sam.” However, at 
this point, I do not have enough confidence to adopt either explanation, nor can I ensure that how 
these three manipulated conditions (“chatbot,” “Assistant No.1,” “Sam”) are increasingly 
“anthropomorphic” because I lack the confirmation of users’ perceptions on each manipulated 
name. One-way ANOVA of the additional measure of perceived anthropomorphism did not 
generate significant results. As this study used minimal manipulation only on the chatbot’s 
different names, which could have mainly affected in the mindless route rather than inducing 
impacts on participants’ mindful belief, the non-significant result on perceived 
anthropomorphism is not beyond expectation. Also, some items in the measure, such as “Fake vs. 
“Natural,” “Unconscious” vs. “Conscious,” “Talking rigidly” vs. “Talking elegantly,” which 
were originally used for evaluating actual robots, do not fit in the more descriptive and less 
interactive context in this study. Indirect measures on mindless anthropomorphism and more 
suitable items should be included and picked carefully in future investigations. 
The mediation analysis of trust toward the chatbot between conditions and willingness to 
disclose did not generate a significant result. However, given that the effect of conditions on trust 
toward the chatbot was not significant while the main effect of conditions on willingness to 
disclose and the effect of trust toward the chatbot on willingness to disclose were both significant, 
I can reasonably speculate that there are potential moderators existing at the first step between 
conditions and trust toward the chatbot in the mediation model. Another possibility could be that 
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trust toward the chatbot is a moderator rather than a mediator in this process. In this sense, rather 
than being contextual and influenced by the anthropomorphic cues, trust toward the chatbot 
should be a more stable disposition that has a strong impact on willingness to disclose. 
The exploration of social trust and technology trust provides evidence that people apply 
different trust mechanisms in different conditions. Comparing “Sam” and “chatbot” conditions, 
participants who indicated more trust toward a chatbot with a human name had more trust in 
people and technology at the same time. However, participants’ trust toward a chatbot without a 
human name was only related to their trust in technology. Social trust and technology trust were 
both involved in participants’ trust toward a chatbot with explicit anthropomorphic cue while 
only technology trust explained participants’ trust toward a chatbot with no anthropomorphic cue. 
However, the “Assistant No.1” condition remained ambivalent. People may have diverse 
understandings of this name so the whole model was not significant. These results supported the 
proposition of interpersonal effect in human-computer interaction triggered by anthropomorphic 
cues and also the “hybrid” self-disclosure: it is both a social, heuristic process and a functional, 
rational decision-making process. 
As above, this study provided empirical evidence for CASA paradigm and contributes to 
integrating interpersonal communication theories and HCI propositions in a human-agent context. 
Specifically, it supported that certain humanlike features of an agent can lead to users’ automatic 
social response: humanlike cues trigger more positive responses than no humanlike cues. It also 
found indications of a dual-processed trust in a humanlike agent by unpacking the “machine or 
human” question, which worth deeper future investigations. Practically, the results seem 
encouraging to brands and designers that adding a certain level of anthropomorphic cues may 
induce users’ greater willingness to cooperate. Nevertheless, this may also raise a legitimate 
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concern that whether companies using a humanlike, lovable agent as a tool to induce more user 
data disclosure is ethical. Currently, we do not know where the boundary is, nor have we 




LIMITATIONS AND FUTURE RESEARCH 
This study is a preliminary investigation of the effect of anthropomorphic cues on user 
social responses with simple study design and a small student sample size. With relatively low 
generalizability, the findings should be ensured by more statistical power and more replications 
in various study contexts. In this study, since only the names of the chatbot were manipulated in 
static screenshots, I could further vary other anthropomorphic cues with different modalities in 
more lively experimental contexts. For example, I could change the images, the voice, the 
conversational features (e.g., warmth, intimacy, reciprocity, contingency, response latency, etc.) 
(see Eyssel et al., 2010; Sannon, Stoll, DiFranzo, Jung & Bazarova, 2018; Ho, Hancock, & 
Miner, 2018; Lew, Walther, Pang, & Shin, 2018), etc. Furthermore, as the willingness to disclose 
measured in this study is not equal to true compliance of information disclosure, I can design a 
real chatbot and elicit natural conversations in the future. Therefore, more dimensions (depth, 
breadth, frequency) of actual disclosing behavior will be available to measure. 
As mentioned before, it is hard to state that the three conditions in this study are on a 
continuum of anthropomorphism, which is generally defined as the attribution of human 
characteristics to nonhuman objects, including various nonhuman entities such as computers, 
robots, virtual agents and animals (Ruijten, Bouten, Rouschop, Ham, & Midden, 2014). In this 
study, I mainly focused on the effect of visible anthropomorphic cues on behavioral outcomes 
but did not dive deep into studying anthropomorphism as a “mindful” and “mindless” 
psychological process. By far, I have not figured out participants’ perception of 
anthropomorphism of each condition, and it is also inevitable to ask how people think about the 
names in order to explain the ambivalent role of the “Assistant No.1.” Future studies could 
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investigate the measurement of perceived anthropomorphism, with other relational variables 
such as social presence (Biocca, Harms, and Burgoon, 2003) and evaluations of “likable, 
sociable, friendly, and personal” (Kim & Sundar, 2012) to better understand how people process 
these anthropomorphic cues. 
Another limitation is that when exploring the roles of social trust and technology trust, 
the dimensions of these two constructs were not fully unfolded. Specifically, the general trust 
toward technology was narrowed to be a rational consideration because I mainly applied the 
perspective of TAM, which is a rational decision-making model. However, I cannot simply claim 
that trust in technology is purely functional and rational as the opposite of social trust because 
trust toward technology can also be multi-dimensional. As suggested in the initial trust building 
in McKnight et al. (1998)’s, there are also personality-based trust and cognition-based trust 
especially for users who lack prior experience. Users may also build trust toward technology by 
relying on their initial trust stance of everything in their personality or first impression, sense, 
and cues (Brewer & Silver, 1978; Meyerson et al., 1996). Moreover, as suggested in Sundar 
(2008)’s MAIN (modality, agency, interactivity, navigability) model, people can also trust 
technology because of “machine heuristic,” which is a mental shortcut of making the judgement 
that computers are “objective,” “free from ideological bias,” with expertise and high quality of 
work. These aspects urge future studies that can disentangle the multiple elements involved in 
the whole “machine or human” trust process. 
Finally, the creation of the items as information queries to measure willingness to 
disclose were relatively intuitive rather than strictly theory driven. Even though they 
demonstrated high reliability, efforts to better structure and categorize them are needed (e.g., 
exploratory factor analysis). The content of disclosing items also points to another research 
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direction of online privacy and data security. The question of how users’ perceptions of 
sensitivity and risk of disclosing information may influence disclosure behavior is worth 
exploring. I can also examine whether these perceptions are relational and contextual under the 
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20 Information Queries for Measuring Willingness to Disclose  
Your weight/height 
Your attitude towards your physical appearance   
Your medical care records   
Number of sexual partners you have had   
Your practice of safe sex   
Your feelings about your current relationship   
Your sexual orientation   
Your mental status   
Things that make you stressed out/depressed   
Your history of drug use   
Your alcohol use habit   
Your real name   
Your age   
Your gender   
Your nationality   
Your current address   
Your current employment status   
Your monthly income   
Your marital status 
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Trust Toward the Chatbot 
I believe Sam can be competence and effective in providing health advice. 
I believe Sam can perform its role of giving health advice very well. 
Overall, I believe Sam can be a capable and proficient health advice provider. 
I believe that the advice and recommendations given by Sam are made in search of mutual 
benefit. 
I believe Sam is concerned with the present and future interests of users. 
I believe that Sam would not do anything intentional that would prejudice users. 
I believe Sam is receptive to the needs of its users. 
I believe that Sam can fulfill commitments. 
I believe that information offered by Sam is sincere and honest. 
I can have confidence in the promises that Sam makes. 
Sam will not make false statements. 
Sam is characterized by the frankness and clarity of the services that it offers. 
Even if not monitored, I’d trust Sam to do the job right. 
I trust Sam. 
I believe Sam is trustworthy. 
 
Trust Toward People 
Most people are basically honest. 
Most people are trustworthy. 
Most people are basically good and kind. 
Most people are trustful of others. 
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I am trustful. 
Most people will respond in kind when they are trusted by others. 
 
Trust Toward Technology 
I believe that most technologies are effective at what they are designed to do. 
A large majority of technologies are excellent. 
Most technologies have the features needed for their domain. 
I think most technologies enable me to do what I need to do. 
My typical approach is to trust new technologies until they prove to me that I shouldn’t trust 
them. 
I usually trust a technology until it gives me a reason not to trust it. 
I generally give a technology the benefit of the doubt when I first use it. 
 
Perceived Anthropomorphism 
Machinelike vs. Humanlike 
Artificial vs. Lifelike 
Fake vs. Natural 
Unconscious vs. Conscious 
Talking rigidly vs. Talking elegantly 
