Abstract. In human interaction with a robot, estimation of the other's intention is thought of as an indispensable factor for achievement of a precise self action. But estimation of the other's intention is heavy loaded information processing, and we don't think humans are always doing it. So, in this paper, we propose a light loaded computational algorithm that achieves human-robot interaction without intention estimation in the self agent. In the method, the self agent assumes the other agent to estimate intention, and searches for an action that is easy to be interpreted by the other agent. We evaluated the effectiveness of the proposed model by computer simulation on a hunter task. This method should be positioned as one of the possible variations of intention-based interaction.
Introduction
Recent progress in robotics has resulted in robots with smooth physical actions and human-shaped bodies, and it is now becoming required for robots to have the intelligence to change their behavior based on situations in their environments. However, the range of environments in which robots are expected to work is wide, and it is desirable for robots to be aware of the mental states of the humans around them in addition to the usual physical environment. However, the current level of human-machine interaction by robots is insufficient for achieving smooth collaboration with humans. We consider the major reason for the insufficiency to be a lack of a computational model for action decision that includes human mental factors.
In the usual methods of robot programming, behaviors and actions of robots are designed and encoded by human programmers in advance of their real use. As the range of environments and required action variations is quite wide in robots due to their large freedom of motion, we can only achieve robot behavior by choosing an action sequence from a prepared action list depending on situations of the moment. And each of the actions needs a setting of parameters to fit itself to its environment.
For human-robot collaboration, the most reliable way for a human to direct a robot is through explicit instruction by language or a controlling instrument like a remote control. But these methods are not effective for achieving smooth collaboration because the behavior of instructing itself disturbs smooth and continuous action sequences for collaborative work. Of course, robots can determine their own behavior when their working situation is constrained. But the strategy of constraining the robot working situation itself contradicts the concept of general purpose use that is increasingly expected of robots.
Model-free reinforcement learning [1] is a method often used for robot action decision in collaborative settings (e.g. [2] ). The method is based on trial-and-error learning in each point of state space and requires many trials. But as a rather small number of trials are permitted in real world human-robot interaction even in new situations, the strategy of action decision through reinforcement learning is not practical. We need a model of action decision that requires a small number of or no trials for interaction with a human that has hidden mental states.
Determining robot behavior by estimating the implicit intentions of the user, not by explicit command, is one of the most effective ways for the achievement of flexible and effective interaction between robots and human users. The key technical issue for its accomplishment is a method of user intention estimation and a computational modeling of robot action decision based on the estimation. When we consider embodiment nature of robots and the wide variation in their working environments, what is important and worth to striving for is the estimation of a user's intentions based on nonverbal actions rather than an interpretation of a user's intentions by language instructions.
Intention can be defined as a hidden variable that dominates a user's behavior like a goal or a plan. A basic strategy for its estimation is observation of a user's behavior and optimization of hidden variables using evaluation functions. For example, Nagata et al. have developed a method to estimate the value of a hidden variable by maximizing a likelihood of behavior under an assumption that self and other have the same action decision function [3] . In the study, Nagata called the strategy of estimating the other's intention from the other's observed behavior level one (Lv.1), and proposed a more complex strategy of level two (Lv.2), in which the self agent estimates how the agent itself is estimated by the other agent, and demonstrated its effectiveness by a computer simulation. However, the computational load of the Lv.2 strategy is larger than Lv.1, and we don't think humans use the strategy in daily life so often. Our daily behavior decision-making is more intuitive and we believe there should be a simpler and lighter loaded strategy that doesn't require precise observation of the other's behavior and estimation of his/her intention.
So, in this study, we try computational modeling of action decision based on the estimation of the other's intentions using the action decision function of self,
