We present a sequential Monte Carlo sampler variant of the partial rejection control algorithm, and show that this variant can be considered as a sequential Monte Carlo sampler with a modified mutation kernel. We prove that the new sampler can reduce the variance of the incremental importance weights when compared with standard sequential Monte Carlo samplers. We provide a study of theoretical properties of the new algorithm, and make connections with some existing algorithms. Finally, the sampler is adapted for application under the challenging "likelihood free," approximate Bayesian computation modelling framework, where we demonstrate superior performance over existing likelihood-free samplers.
Introduction
Sequential Monte Carlo (SMC) methods have emerged out of the fields of engineering, probability and statistics in recent years. Variants of the methods sometimes appear under the names of particle filtering or interacting particle systems (e.g. Arulampalam et al. 2002; Andrieu et al. 2003; Del Moral 2004; Doucet et al. 2001) , and their theoretical properties have been extensively studied (Crisan and Doucet 2002; Del Moral 2004; Kunsch 2005) .
The standard SMC algorithm involves finding a numerical solution to a set of filtering recursions, such as filtering problems arising from non-linear / non-Guassian state space models. Under this framework, the SMC algorithm samples from a (often naturally occurring) sequence of distributions In short, the SMC sampler generates weighted samples (termed particles) from a sequence of distributions π t , for t = 1, . . . , T , where π T may be of particular interest. We refer to π T as the target distribution. Procedurally, particles obtained from an arbitrary initial distribution π 1 , with a set of corresponding initial weights, are sequentially propagated through each distribution π t in the sequence via three processes, involving mutation (or move), correction (or importance weighting) and selection (or resampling). The final weighted particles at distribution π T are considered weighted samples from the target distribution π. The mechanism is similar to sequential importance sampling (resampling) (Liu 2001; Doucet et al. 2001) , with one of the crucial differences being the framework under which the particles are allowed to move, resulting in differences in the calculation of the weights of the particles.
One of the major difficulties with SMC-type algorithms is particle depletion, in which the weights of the majority of the particles gradually decrease to zero, while a few particle weights dominate the population. This severely increases the variability of Monte Carlo estimates of expectations under π. In this article, we develop an algorithm which incorporates the partial rejection control (PRC) strategy of Liu (2001) into the SMC sampler framework. A particular motivation for this stems from the recent developments in "likelihood-free" (or approximate Bayesian) computation (Beaumont et al. 2002; Marjoram et al. 2003; Sisson et al. 2007) , where an extremely high proportion of mutated particles are expected to have very small, or exactly zero, posterior weights.
In this article, we develop the SMC samplers PRC algorithm, in which the partial rejection control mechanism is built directly into the mutation kernel of the SMC sampler. In this manner, a particle mutation may be rejected if the resulting importance weight is below a certain threshold. We begin with a brief introduction to the standard sequential Monte Carlo sampler in Section 2, and then present the SMC sampler PRC algorithm. We also discuss implementational issues arising from the inclusion of the PRC stage, including estimation for the resultant kernel normalizing constant. Section 3 provides some theoretical results that justify the addition of PRC in terms of improvements in the variance of the incremental importance weights. We also discuss a central limit theorem and derive a recursive expression for the asymptotic variance of our algorithm. In addition, we make a novel connection between the SMC sampler PRC algorithm and the AliveSMC algorithm from the rare-event literature developed in Le Gland and Oudjane (2004) . In Section 4 we adapt the SMC sampler PRC algorithm for application in the likelihood-free modelling framework, and demonstrate the computational gains achieved over existing likelihood-free algorithms via a simulated example. Finally, we present a stochastic claims reserving analysis using the developed methods in Section 5, and conclude with a discussion. 
. . , T , with x ∈ E, where the final distribution π T is the distribution of interest. By introducing a sequence of backward kernels L k , a new distribu-
k ) may be defined for the path of a particle (x 1 , . . . , x t ) ∈ E t through the sequence π 1 , . . . , π t . The only restriction on the backward kernels is that the correct marginal distributions π t (x 1 , . . . , x t )dx 1 , . . . , dx t−1 = π t (x t ) are available.
Within this framework, one may then work with the sequence of distributions, π t , under the standard SMC algorithm. In summary, the SMC sampler algorithm involves three stages: mutation, whereby the particles are moved from x t−1 to x t via a mutation kernel M t (x t−1 , x t ) as described below (Doucet and Johansen 2009; Del Moral et al. 2006) ; correction, where the particles are reweighted with respect to π t via the incremental importance weight (1); and selection, where according to some measure of particle diversity, commonly the effective sample size (ESS, Kunsch 2005; Kitigawa 1996; Doucet et al. 2001; , the weighted particles may be resampled in order to reduce the variability of the importance weights.
In more detail, suppose that at time t − 1, the distribution π t−1 can be approximated empirically by π N t−1 using N weighted particles. These particles are first prop-agated to the next distribution π t using a mutation kernel M t (x t−1 , x t ), and then assigned new weights W t = W t−1 w t (x 1 , . . . x t ), where W t−1 is the weight of a particle at time t − 1 and w t is the incremental weight given by
.
The resulting particles are now weighted samples from π t . Consequently from (1), under the SMC sampler framework, one may work directly with the marginal distributions π t (x t ) such that w t (x 1 , . . . , x t ) = w t (x t−1 , x t ). While the choice of the backward kernels L t−1 is essentially arbitrary, their specification can strongly affect the performance of the algorithm. See Del Moral et al. (2006) for detailed discussion.
Incorporating partial rejection control
It is well known that the performance of SMC methods are strongly dependent on the mutation kernel (Cornebise et al. 2008) . If M t is poorly chosen, such that it does not place particles in regions of the support of π t with high density, then many importance sampling weights will be close to zero. This leads to sample degeneracy, as a few well located particles with large weights dominate the particle population, resulting in large variance for estimates made using these samples.
Liu (2001) (see also ) introduced the partial rejection control strategy to overcome particle degeneracy in a sequential importance sampling setting.
Under this mechanism, when the weight of a particle at distribution π t falls below a finite threshold, c t ≥ 0, the particle is probabilistically discarded. It is replaced with a particle drawn from the previous distribution π t−1 which is then mutated to π t . This new particle's weight is then compared to the threshold, with this process repeating until a particle is accepted. This approach is termed partial rejection, as the replacement particle is drawn from π t−1 , not π 1 .
Under the SMC sampler framework we modify this approach and incorporate the partial rejection mechanism directly within the mutation kernel. Hence at time t − 1, the particle x t−1 is moved via the mutation kernel M t (x t−1 , x t ) and weighted according to (1). This particle is accepted with probability p, determined by the particle's weight and the weight threshold c t . If rejected, a new particle is obtained via the mutation kernel M t , until a particle is accepted.
For the sequence of distributions π t , t = 1, . . . , T , the mutation and backward kernels M t and L t−1 , a sequence of weight thresholds c t , and PRC normalizing constants r(c t , x t−1 ) (defined below), the SMC sampler PRC algorithm is given by:
SMC sampler PRC algorithm
Initialization: Set t = 1.
, and set weights W 1 (x
Mutation and correction: Set t = t + 1 and i = 1:
t−1 , x t ) and set weight for x
t and go to (a).
(c) Otherwise, accept
(e) If t < T go to Resample.
The above algorithm without the mutation and correction steps (b) and (c) is equivalent to the standard SMC sampler algorithm ). In the resample stage, the degeneracy of the particle approximation is quantified through the usual estimate of the effective sample size, 1 .
We discuss the choice of the thresholds, c t , in later Sections.
The addition of a rejection step at each time t effectively modifies the mutation kernel M t . We denote the resulting kernel by M * t , where
The quantity r(c t , x t−1 ) denotes the normalizing constant for particle x t−1 , given by
Note that 0 < r(c t , x t−1 ) ≤ 1 if (w.l.o.g.) the mutation kernel M t is normalized, so that M t (x t−1 , x t )dx t = 1, and if the PRC threshold 0 ≤ c t < ∞ is finite. Thus the SMC sampler PRC algorithm can be considered as an SMC sampler algorithm with the mutation kernel M * t (x t−1 , x t ), and the correction weight
Estimation of the normalizing constant
As the normalizing constant r(c t , x t−1 ) in the weight calculation (4) in general depends on x t−1 , it must be evaluated. Where no analytic solution can be found, approximating (3) may be achieved by, for example, quadrature methods if the sample space E is relatively low dimensional or Monte Carlo methods if E is high dimensional. For
An alternative, computationally more efficient approach is to select kernels M t and L t−1 such that r(c t , x t−1 ) = r(c t ) will be constant for all particles x t−1 . In this case, the value of r(c t ) may be absorbed into the proportionality constant of the weights, and safely ignored. Equation (3) suggests that this can be achieved if M t (x t−1 , x t ), W t−1 (x t−1 ) and w(x t−1 , x t ) are independent of x t−1 .
Specifying mutation kernels M t such that M t (x t−1 , x t ) = M t (x t ) amounts to choosing a global kernel which is the same for all particles x t−1 . This is common in practice (e.g. West 1993). The particle dependent weight W t−1 (x t−1 ) can be set to 1/N for all particles following a resampling (or preselection) step. Finally, consider for a moment the backward kernel of the form
This backward kernel is an approximation of the optimal backward kernel, in the sense of the choice of L t−1 that minimizes the variance of the importance sampling weights . Under the backward kernel (5), the incremental weight can be approximated by
Under a global mutation kernel M t (x t ), and following a resampling step, then the incremental weight under this backward kernel reduces to
which is independent of x t−1 . Thus, the weight calculation in (4) becomes
Nc t otherwise.
Note that under this setting, the SMC sampler PRC algorithm can be considered as a sequence of importance sampling strategies with partial rejection control.
SMC Sampler PRC algorithm analysis
In this section we study theoretical properties of the SMC sampler PRC algorithm.
We firstly bound the variance of the importance weights, and then present a central limit theorem for the sampler with a recursive expression for the asymptotic variance.
Finally, via a connection with an existing algorithm, we establish a condition for which the number of rejection steps under the PRC mechanism is almost surely finite.
Variance of the incremental weights
We begin this section by establishing a bound on the variance of the importance weights of the SMC sampler PRC algorithm. 
Proof: See Appendix A.1.
Hence, applying partial rejection control within the SMC sampler framework will not worsen, and may improve the variance of the importance weights, by reducing the χ 2 -distance between the sampling and target distributions at each stage, t.
In the case where min 1,
= 1 for all x t , which is achieved when c t ≤ inf xt {W t (x t )}, then from (3) we have r(c t , x t−1 ) = 1 for all x t−1 . From (2), this
. That is, the SMC sampler PRC algorithm reduces to the standard SMC sampler when c t ≤ inf xt {W t (x t )}, and in this case, the variance of the importance weights is maximised. When W t (x t ) ∈ [0, ∞) this is realized for c t = 0 where we define 0/0 := 1.
A central limit theorem
Central Limit Theorems (CLTs) for SMC and particle filtering algorithms have been 
as N → ∞, for each t = 1, . . . , T . Del Moral et al. (2006) obtain a recursive expression for the asymptotic variance V SM C,t (ϕ) as an explicit function of the backward kernels L t−1 and the sequence of distributions on path space, π t .
Following Del Moral et al. (2006), we obtain an analogous result for the SMC sampler PRC algorithm. Under the same assumptions as the above, we have the CLT (6) with asymptotic variance given by
with
The contribution of the PRC stage to the asymptotic variance is encapsulated in the I k terms. Under the standard SMC sampler algorithm we have c k ≤ inf xt {W t (x t )} so that I k = 1 for all k = 1, . . . , t. In this setting, (7) 
Connections to an existing SMC algorithm
In rare event applications there is a high probability of generating particles with exactly zero weights. The AliveSMC algorithm (Le Gland and Oudjane 2004; Le Gland and Oudjane 2005) was developed to ensure that a particle population of a desired size persists at each iteration of a standard SMC algorithm (see Del Moral et al. 2001; Johansen et al. 2006 for related methods). In this setting, the number of particles at each time t is considered as a random variable N ct . That is, N ct is the number of particles required to generate exactly N non-zero weighted particles. In this Section we reinterpret the SMC sampler PRC algorithm in terms of the AliveSMC algorithm. As a consequence, in Section 3.4 we are able to establish a condition under which the PRC resampling stage will require a finite number of rejection attempts.
In Le Gland and Oudjane (2005) , at iteration t, a fitness function is applied to select particles satisfying a desired criteria. Those particles not satisfying the criteria receive a zero weight. In an SMC sampler PRC setting, the fitness function can be interpreted as selecting those particles with a weight that is immediately accepted under the PRC acceptance probability. As such, we may rewrite the SMC sampler PRC algorithm with a modified mutation and correction step:
Reinterpreted SMC sampler PRC/AliveSMC algorithm Mutation and correction: Set t = t + 1 and j = 1. For i = 1, . . . , N ct :
If t < T go to Resample.
Note that j = 1, . . . , N indexes the particles x (j)
t−1 at time t − 1 such that particle mutations from x (j) t−1 generate a non-zero weight exactly once. Also, under the fitness function, particle x (i) t has a probability 1 − p (i) = 1 − min{1, W/c t } of being exactly zero. Given that it is possible to express the SMC sampler PRC algorithm within the AliveSMC framework, we may adapt the results of Le Gland and Oudjane (2004) and Le Gland and Oudjane (2005) , to obtain a condition under which the SMC sampler PRC algorithm is guaranteed to require a finite number of attempts, N ct < ∞, to obtain exactly N non-zero weighted particles.
Analysis of the number of rejection attempts
Following Le Gland and Oudjane (2004) and Le Gland and Oudjane (2005) , we define the random variable N ct as
Le Gland and Oudjane (2005) proved for the AliveSMC algorithm that the random number of particles N ct is almost surely finite with N ct N, under the condition 
See Le Gland and Oudjane (2005) for further details. Hence, the SMC sampler PRC algorithm possesses an almost surely finite number of rejection attempts if the PRC threshold c t is finite, with the above rate of convergence.
Approximate Bayesian computation
With the aim of posterior simulation from π(x|D) ∝ π(D|x)π(x) for parameters x and observed data D, "likelihood-free," approximate Bayesian computation (ABC) methods are often utilised when the likelihood function, π(D|x), is computationally intractable or when its evaluation is computationally prohibitive. ABC methods can be based on rejection sampling (Tavaré et al. 1997; Beaumont et al. 2002) , Markov chain Monte Carlo (Marjoram et al. 2003; Bortot et al. 2007; Ratmann et al. 2009) and SMC-type samplers Toni et al. 2009; Beaumont et al. 2009; Del Moral et al. 2008) . While currently among the most efficient ABC methods, the underlying practical issue with SMC-type algorithms is in avoiding sample degeneracy through extreme numbers of particles with low or exactly zero weights. In this Section, we will demonstrate that the SMC sampler PRC algorithm applied within the ABC framework can achieve significant performance gains and greater modelling flexibility over existing SMC-type ABC methods.
The underlying approach of ABC methods is to augment the (intractable) pos-
, where the auxiliary parameter is an artificial data set distributed according to the model D ′ ∼ π(·|x). An approximation of the target posterior π(x|D) is then given by
The weighting distribution π(D|D ′ , x) takes high density in regions where the datasets D and D ′ are similar, and low density otherwise. Comparison of the datasets is usually achieved through low-dimensional summary statistics T (·), so that, for example
for some small tolerance value ǫ > 0 and distance measure ρ. If T (·) are sufficient statistics, and ǫ → 0 so that π(D|D ′ , x) reduces to a point mass at
then π ABC (x|D) = π(x|D) is recovered exactly, otherwise the ABC approximation to π(x|D) is of the form (8), with greater accuracy for smaller ǫ. The computational overhead of all ABC samplers increases as ǫ decreases, producing a trade off between computation and accuracy. ABC methods either sample from the joint density π(x, D ′ |D) by arranging to cancel out the intractable likelihood in a weight or acceptance probability, or sample from π ABC (x|D) directly via Monte Carlo integration
where
are draws from the likelihood given x. Almost all current ABC methods have the weighting density (9) written directly into the algorithm.
We apply the SMC sampler PRC algorithm in the ABC framework as follows: The target π t (x t ) = π ABC,t (x t |D) is given by (8), with the weighting function π t (D|D ′ , x) parameterized by a different scaling parameter ǫ t for each t, where
produces increasing accuracy at each step, t. The ǫ t sequence and its length, T , may be determined a priori or dynamically. Evaluation of π t (x t ) is defined by (10) through S Monte Carlo draws. Given the high computational overheads of ABC methods, we avoid evaluating the PRC normalizing constant (as demonstrated in Section 2.3), through a global mutation kernel M t (x t ), the backward kernel L opt t−1 (c.f. 5) and enforced resampling.
SMC sampler PRC-ABC algorithm
, and set weights W t (x
Resample: Resample N particles with respect to W t (x t ∼ M t (x t ) and set weight for x
(c) Otherwise, accept x
(e) If t < T then go to Resample.
The density µ(x) is an initial sampling distribution, from which direct sampling is available. As with the tolerance ǫ t , the PRC thresholds c t may also be determined dynamically (see below for an illustration). Note that as the resampled particles in the Resample step play no subsequent part in the sampler, in practice this step can be omitted. The path of each particle (x
T ) ∈ E T can be recon-structed post-simulation, if required, by resampling the recorded marginal populations
The above algorithm has a number of benefits over existing SMC-type ABC samplers Toni et al. 2009; Beaumont et al. 2009; Del Moral et al. 2008 ).
Firstly, the weighting density π(D|D ′ , x) can take any form -we suggest any smoothing kernel, following Blum (2009) . Existing samplers in the literature are restricted to the uniform function (9). Secondly, there is complete control over the PRC threshold, c t , unlike Sisson et al. (2007) who impose a specific value. Thirdly, in estimating π ABC (x t |D), as long as the L opt t−1 backward kernel is used, any number S ≥ 1 of Monte Carlo draws can be used in (10). Existing samplers only use S = 1, and so there is less control over the variability of the weights. Finally, providing that the computation required to estimate the PRC normalizing constants, r(c t , x t−1 ), is acceptable, a form of the SMC sampler PRC-ABC sampler may be constructed which uses arbitrary mutation and backward kernels, allowing the user to select the most appropriate tools for a given problem.
Simulation study
We now demonstrate the superior performance of the SMC sampler PRC-ABC algorithm through a controlled study. Specifically, we specify the true posterior π(x|D) 
respectively, where Φ(·) denotes the standard Gaussian CDF. In both cases π ABC (x|D) → N(0, 1) as ǫ → 0. In order to directly compare the two approximate posteriors we impose equal variances on the two weighting functions, so that ǫ g = √ 3ǫ u
We adopt the following sampler specifications: A particle population of size N = 1000 was drawn from the initial sampling distribution µ(x) ∼ U(−5, 5), and the sequence of distributions, π 1 , . . . , π 10 , is defined by {ǫ t } = {∞, 10, 5, 2, 1, 0.5, 0.2, 0.1, 0.05, 0.05}, on the ǫ g scale. The mutation kernel
is taken as a Normal kernel density estimate of π t−1 (x t−1 ), with τ 2 = 1 and where ψ(x|µ, σ 2 )
denotes the PDF of a N(µ, σ 2 ) distribution evaluated at x. We initially use S = 1
Monte Carlo draws to approximate π ABC (x|D) (c.f. 10). for the uniform weighting density corresponds to existing SMC-type ABC samplers Toni et al. 2009; Beaumont et al. 2009 ).
For both weighting densities, the effective sample size increases as c t increases, and the variance of the importance weights decreases. Naturally, the higher the PRC threshold, the more rejections occur, quantifying the extra computation required for the gains in sampler performance. However, there is a notable difference in the transition from poor (no PRC) to improved (under PRC) performance between the two different weighting densities. This occurs as the uniform weighting density only permits 0/1 weights, compared to the smoother scale under the Gaussian. As a result, the uniform weighting density (which is the only choice under existing ABC samplers) has a fixed, albeit strong, performance gain over not implementing PRC, but at a very high computational cost (Figure 1,f) . Comparison with panels (a,c,e) suggests that considerable computational gains can be achieved with alternative weighting functions, without sacrificing sampler performance. This is easily permitted under the SMC sampler PRC framework. 
A stochastic claims reserving analysis
We present an analysis of an important and popular class of statistical models in actuarial science using stochastic claims reserving. We consider a time series formulation of the distribution-free chain ladder model (Mack 1993; Gisler and Wüthrich 2008; Peters et al. 2008 ). For a claim on an insurance company for an accident in year i, Table 1 . Under a time series formulation, cumulative claims C i,j in different accident years i are independent and satisfy, for j = 0, . . . , I − 1,
where f = (f 0 , . . . , f I−1 ) and σ = (σ 0 , . . . , σ I−1 ) are respectively the chain ladder factors and standard deviations, and the residuals ε i,j are i.i.d. with mean 0 and variance
, f, σ) = 1 for all i, j (see Peters et al. 2008) . If distributional assumptions are made on the residuals ε i,j (e.g. Yao 2008 ), the posterior distribution can be made computationally tractable. However, a primary intention of this model is to work with distribution-free assumptions on the residuals, and therefore on the cumulative claims. Within this distribution-free context one wishes to quantify popular risk metrics such as value-at-risk and expectedshortfall to be calculated for the predicted claims distribution, both of which are highly relevant to regulatory reporting. Alternative approaches, based on credibility results, can relax such distributional assumptions, but can only provide statements on posterior first and second moments in limiting cases (Gisler and Wüthrich 2008) .
Previously, actuaries have proceeded by predicting claims via a deterministic model known as the classical chain ladder algorithm. This approach predicts unobserved future cumulative claims by the recursion C i,I−i = C i,I−i , and for j > I − i
where f
and where, in the time series formulation, the variances are estimated by
See Mack (1993) for an estimator of σ
2(CL)
I−1 . As this algorithm is deterministic there is strong interest in stochastic chain ladder models, which naturally allow the quantification of uncertainty, such as the mean square error of prediction. In the claims reserving setting the most popular stochastic models are those with estimators which recover the classical chain ladder estimators. We consider one such Bayesian stochastic model which has the property that as the diffusivity of the priors π(f, σ) tends to infinity
where MMSE denotes the posterior mean (Gisler and Wüthrich 2008) .
Hence by (12) the posterior mean E[C i,J |D I ] = C i,J recovers the classical estimators, thereby justifying the classical model. We sample from the intractable posterior π ABC (f, σ|D I ) using the SMC sampler PRC-ABC algorithm.
Analysis and results
This model is interesting as the intractability of the likelihood directly impacts the ability to generate synthetic data sets, D ′ I , from the model. That is, if the distri-butional form of the residuals were known, data-generation from the model would be trivial. To retain a distribution-free setting we alternatively utilise a conditional bootstrap approach (Peters et al. 2008) . Conditional upon proposed parameters f and σ, the residuals ǫ i,j |f, σ are iteratively obtained by inversion of (11). Then, by independently drawing resampled residuals from the empirical conditional residual distribution, a bootstrap sample of the cumulative claims D ′ I is then available through recursion on (11).
In analyzing the real claims reserving data in Table 1 we specify independent priors f j ∼ Gamma(α j , β j ) with mean α j β j = f 
as Mahalanobis distance, where the covariance Σ is estimated following Peters et al. (2008) .
We use N = 5000 particles, PRC threshold c t = Q(W + t (x t ), 0) and a deterministic distribution schedule {ǫ t } = {∞, 10, . . . , 0.00001} with T = 22. The mutation kernel
) is a mixture of gamma densities, with mean a(x
t−1 and large variance. Table 2 presents a comparison of the parameter estimates f and σ, and predicted cumulative claims, C i,j under classical and Bayesian models. Given the uninformative priors, the posterior mean estimates and resulting predicted claims agree well with those obtained under the classical model. This provides some validation for the deterministic classical model estimates under the Bayesian stochastic interpretation.
Perhaps more usefully for inference, the full posterior π ABC (f, σ|D I ) is available. Figure 3 illustrates how the estimated marginal densities of the first chain ladder factor, π ABC,t (f 0 |D I ), and the associated standard deviation, π ABC,t (σ 0 |D I ), evolve as ǫ t decreases. The precision of the densities clearly improves, as decreasing ǫ t imposes stricter restrictions on the permissible deviations of the ABC approximate posterior π ABC (f, σ|D) from the target posterior π(f, σ|D). A full predictive analysis may now follow, including upper and lower credible bounds on predicted future claims.
Discussion
When used in challenging settings, sequential Monte Carlo samplers often suffer from severe particle degeneracy. In this article we have provided a practical approach to tackling this problem, by incorporating the partial rejection control mechanism of Liu (2001) There is much opportunity for the specification of the sequence of PRC thresholds to be further automated, if desired. For example, by dynamically determining c t > c t−1 if the effective sample size of the particle population at time t − 1 falls too low, and conversely allowing c t < c t−1 if the level of PRC resampling is too high, in order to reduce computational overheads.
As the SMC sampler PRC algorithm allows practical inference in challenging situations in which particle weights are highly variable, we anticipate that a primary application of the sampler will be within the rapidly developing "likelihood-free" approximate Bayesian computation framework. The presented sampler is more flexible and efficient than existing SMC-type ABC samplers, allowing a previously unavailable degree of control over the computation utilised for a given analysis. Perhaps more importantly, the extra flexibility achieved by allowing arbitrary weighting densities (unlike existing ABC samplers) enables the analysis of improved models within the ABC framework, in line with recent non-parametric interpretations (Blum 2009 ).
(i.e. the particle may be rejected under PRC). Note that in the extreme cases, c t ≤ W t−1 (x)w t (x, x t ) ⇒ A c (x) = ∅ reduces to the SMC sampler algorithm, and c t > sup xt W t−1 (x)w t (x, x t ) ⇒ A(x) = ∅. More generally, (13) may be expanded as r(c t , x)W t−1 (x) π t−1 (x)
A(x) π t (x t ) L t−1 (x t , x) dx t + c t r(c t , x)
A c (x) M t (x, x t )dx t > 0 which is always greater than zero for finite c t < ∞ as 0 < r(c t , x) ≤ 1. 
