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Introduction

Consider the singular linear Hamiltonian differential expressions
Jy (t) = λP (t) + Q(t) y(t)
, I is the n × n identity matrix and P * = P 0, Q * = Q are locally integrable 2n × 2n complexvalued matrices, "P * " denotes the conjugate transport of P and inequalities of Hermitian matrices are in the positive, non-negative sense.
We say (1.1) is a Dirac system if rank(P (t)) ≡ 2n and a semi-degenerate system if P (t) = W (t) 0 0 0 with rank(W (t)) ≡ n. We say the "potential matrix" Q(t) is bounded below (respectively bounded above) about the "weight matrix" P (t) if there exists K ∈ R such that Q
(t) KP (t) (respectively Q(t) KP (t)).
Let L 2 P be the set of all Lebesgue measurable 2n × 1 functions f satisfying As in [1] , we assume that the "definiteness condition" holds throughout this paper, i.e., for any non-trivial solution y = y(t) of (1.1) and t 1 > t 2 0. Denote N + and N − by the number of linearly independent solutions of (1.1) in L 2 p for λ = u + iv with v > 0 and v < 0, respectively. We say N + and N − are the deficiency indices of (1.1). N + and N − are independent of λ in respective half-plane in C (cf. [2, Chapter XII, Theorem 4. 1.19] or see [19, Theorem 4.1] ). Also, it is well known that n N + , N − 2n (see [8, 15] ). We say (1.1) is not in the limit-circle case or non-limit-circle case if n N ± < 2n; we say (1.1) is in the limit-point(k) case if N + = N − = 2n − k. Clearly, the non-limit-circle case includes the limit-point case and is the limit-point case if n = 1.
The limit-point and limit-circle classification for second-order differential equations was introduced by H. Weyl in 1910 (see [17] ). Since the deficiency indices of differential expressions are closed related to the self-adjoint extension of differential operators and their spectrum (see [2, Chapter XIII]), there have been lots of literature concerning with these problems for scalar cases (see [3] [4] [5] 7, 11] ). Furthermore, strong limit-point case and weak limit-point case are also studied in many previous papers (see [4, 5, 11] ). The non-limit-circle case of nth-order non-linear differential equations was also studied by the authors in [18] .
With the development of theory of singular Hamiltonian systems [1, 9, 14, 16] , there are also many results announced for matrix-valued cases [6] and for high-dimensional Hamiltonian systems [10, 15] . The deficiency indices problem of an high-dimensional Hamiltonian system is comparatively complicated than that of a second-order differential expression since there exist many intermediate cases except limit-point and limit-circle cases. The intermediate case is also emphasized by A.M. Krall in [9] , D.B. Hinton and A. Schneider in [14] . A.M. Krall gave a limit-point criterion for high-dimensional Dirac systems in [10] . In the recent paper [15] The present paper is mainly focused on several criteria for a semi-degenerate system (1.1) to be in the non-limit-circle case. These sufficient conditions are dependent on the coefficients Q(t) and P (t) in (1.1). Furthermore, we give some examples to indicate that intermediate case maybe occur in the cases of our paper. The main results coincide with the known limit-point criterion in [17] (or see [12, Theorem 10.3.3] ) when (1.1) reduces to a second-order differential equation. We also point out that a general necessary and sufficient condition for (1.1) to be limit-circle is obtained in Theorem 5.14 and Corollary 5.17 in [15] . 
where Y (t, λ 0 ) stands for the fundamental 2n × 2n matrix solution of (1.1)
For 2 × 2 canonical systems with real Hamiltonian P (x), Proposition 1 has originally been proved by Kac-Krein and L. de Brange. Proposition 1 provides an effective approach to establish some concrete criteria for definite system (1.1) to be in the limit-circle case or the non-limit-circle case. Of course, to prove that system (1.1) is in the non-limit-circle case it suffices to check the condition
for some λ 0 ∈ R. However, we will use Lemma 2.1 (i.e., [1, Theorem 9.11.2]) in Section 2 to prove our main results. In Section 2, we introduce the preliminary knowledge of singular Hamiltonian systems and some basic matrix inequalities. Then we study the semi-bounded case of the "potential matrix" Q(t) about the "weight matrix" P (t) in Section 3 and the unbounded case of Q(t) in Section 4. Examples are given to illustrate our results in this paper.
Preliminary knowledge
This section prepares some basic results of singular Hamiltonian systems and some known matrix inequalities. Let α = (α 1 , α 2 ), and α 1 , α 2 are n × n matrices satisfying rank α = n,
Let θ(t, λ), φ(t, λ) be 2n × n matrix-valued solutions of (1.1) with
Clearly Y (t, λ) is a fundamental matrix-valued solution of (1.1) and any solution of (1.1) with y = col(x, u) = φ(t, λ)β, β ∈ C n , satisfies 
λ)P (t)Y (t, λ)], and
T φ (t, λ) = tr φ * 1 (t, λ)W (t)φ 1 (t, λ) , T θ (t, λ) = tr θ * 1 (t, λ)W (t)θ 1 (t, λ) . (2.5)(t, λ) / ∈ L 1 for some λ in C. In particular, (1.1
) is in the non-limit-circle case if and only if
The following trace inequalities will be used in Section 3. Let H k (1 k m) be positive semi-definite matrices. Clearly
The following one is Bellman inequality of positive semi-definite matrix
One can see from (2.7) that
The main results
Recall that (1.1) is in the semi-degenerate form if
Therefore, in this section we study the case of (1.1)
Jy (t) = λP (t) + Q(t) y(t), P (t) =
where A, B and C are n × n complex-valued matrices satisfying C * = C, B * = B. Since J −1 P is real for (3.1), Lemmas 2.1-2.2 hold. For system (3.1) the "definiteness condition" of (1.3) is equivalent to
In particular, (1.3) is satisfied automatically for (3.1) if B(t) is invertible. First of all, we give the simple result.
then (3.1) is in the non-limit-circle case.
Take λ < C 0 and set C 1 (t) = C(t) − λI . Since α 2 α * 1 < 0, B 0 and C 1 0, we know φ * 1 φ 2 is positive definite by the "definiteness condition" of (1.3). For convenience we write
Since B 0 and D > 0, we know tr(BD) = tr(DB) 0 by (2.6), and hence
This together with (3.5) gives
and hence T φ / ∈ L 1 by the condition (3.2). Then (3.1) is not in the limit-circle case by Lemma 2.2. 2 Remark 3.1. For the symmetric second-order expression
over the interval [a, +∞) with the weight function w(t) ≡ 1, the following limit-point criterion is due to H. Weyl ([17] , or see [12, Theorem 10.3.3 ] ).
Theorem W. Suppose p(t)(> 0) and q(t) are all locally integrable on [a, +∞). If q(t) is bounded below, then (3.6) is in the limit-point case.
Clearly Theorem 1 is the extension of Theorem W for Hamiltonian systems since A ≡ 0 when (3.6) is written as the form of (3.1).
The following result is more general than Theorem 1.
Theorem 2. Suppose (1.3 ) hold, C(t) is bounded below and B(t) 0 in (3.1). If there exists
Proof. Let D(t) be defined as in (3.4) . One sees that
for t > 0 by the "definiteness condition" (1.3), and hence
As a result, (3.8) and (3.9) yield
Then (3.10) gives
It follows form the equality tr(SH S −1 ) = tr(H ) for non-singular matrix S and (2.4) that
Then, one sees from (3.11) that for t N , From now on, the same proof as that in Theorem 1 gives a contradiction by the condition (3.7). 2
The following criterion points out that (3.1) will be in the non-limit-circle case without any restriction on A(t). 19) then (3.1) is in the non-limit-circle case.
Theorem 3. Suppose B(t) > 0 and C(t) is bounded below. If there exist ε (0 < ε < 1) and
K > 0 such that +∞ 0 1 tr[B −1 (t)] exp 1 − ε n t 0 K tr B + tr[BC] dt = ∞,(3.
Proof. For the same reason as before, we suppose C(t) 0 and take
λ = −K in (3.1). Let D(t) = φ 2 (t)φ −1
(t) be defined by (3.4). Then D(t) > 0 for t > 0 for the same reason as before. Since
by Liouville formula we have
where C 2 (t) = C(t) + KI . Since tr(A − A * ) = iIm[tr A] and | det φ * 1 | = | det φ 1 |, it follows from (3.21) and (3.22 
t)]. By the inequalities T (t) n[det(φ * 1 φ 1 )(t)] 1/n and tr D(t) n[det D(t)] 1/n , we have from (3.23) that
T (t) tr D(t) n
and hence 
T (t).
This together with (3.25) yields that
T (t), or
F (t) d 1 tr B −1 (t) −1 exp ε n F (t) exp 1 − ε n t 0 tr DB + C 2 D −1
T (t),
and hence ( Immediately, we have the following two simple corollaries from Theorem 3. 
Corollary 1. If C(t) is bounded below and B(t) > 0, then
Corollary 2. Let λ k (t) is eigenvalues of B(t) such that λ 1 (t) λ 2 (t) · · · λ n (t). If C(t) is bounded below and B(t) > 0, then
for some K > 0 implies (3.1) is not in the limit-circle case.
For example, take
and C(t) is bounded below. Notice that (3.2) or (3.7) do not hold for this example since for each K > 0,
Then Theorems 1 and 2 cannot be applied. Since λ 2 (t) = 1, λ 1 (t) = e −2t and
we know this example is not in limit-circle case by Corollary 2.
Theorem 3 can be also applied to the weighted Sturm-Liouville-type (quasi-differential) equation (3.29) where A 1 , A 2 , A 3 are locally integrable n × n matrices, A * 3 (t) = A 3 (t), A 1 (t) > 0 for t > 0 and W (t) ≡ I n . In fact, (3.29) can be rewritten into the form of (3.1) with 
Clearly (3.19) holds for example (3.30), then (3.30) is not in the limit-circle case. For this case, (3.1) reduce to two following sub-systems:
(I) has two linearly independent solutions (x 1 (t), u 1 (t)) and (x 2 (t), u 2 (t)) if λ = 0, where
. Therefore (I) is in limit-circle case by Lemma 2.1. (II) is in the limit-point case easy follows from Theorems 2 or 3. Therefore (3.30) is in the limit-point (1) case, or the intermediate case.
Unbounded cases of C(t)
The former section studies the semi-bounded case of C(t) in (3.1). In this section we study the unbounded case and we always use the following two trace inequalities:
where S 1 , S 2 are n × n complex-valued matrices, and
where S 1 , S 2 are n × n semi-definite matrices. As in [13] , we allow the "potential matrix" C(t) composed of long range, short range and "oscillating" terms. For simplicity, we write coefficients C(t) and A(t) of (3.1) into the following form:
. The main result in this section is
Theorem 4. Suppose B(t) > 0 for t 0 in (3.1) and w(t) is non-negative and absolutely continuous in [0, ∞). If the following conditions hold:
(i) there exist δ > 0 and a constant K > 0 such that Proof. Let φ(t, λ) = (φ 1 (t, λ), φ 2 (t, λ)) T be solution matrix of (3.1) defined as in (2.2). Take λ = −i and write
Similarly with (3.3) we have Using (4.1), one sees that
By Schwarz inequality and 2 √ ab a 2 + b 2 , we get 
Inserting (4.7) and (4.9) into (4.5), we have
by condition (i) of Theorem 4.1. Now we estimate the third term of right side of (4.10).
Since Q (t) = tr C 3 (t) < 0, one sees that Then (4.12)-(4.14) yield that 15) where
Applying tr B tr B −1 tr(BB −1 ) = tr I n = n and (ii), we have
Inserting, (4.16) and (4.17) into (4.11), we get
This together with (4.10) gives
where for some constant K 3 > 0. It follows from (4.4) that
and 19) by definite condition (1.3). Then using (4.2), one sees that For example, let A(t) is arbitrary and B(t) = e 2t 0 0 e −t , C(t)= t 0 0 −e 2t in (3.1). Then (3.1) is in the non-limit-circle case since (4.25) hold with q(t) = e 2t .
