Abstract-This paper considers the output feedback control problem for nonlinear discrete-time systems, which are represented by a type of fuzzy systems with local nonlinear models. By using the estimations of the states and nonlinear functions in local models, sufficient conditions for designing observer-based controllers are given for discrete-time nonlinear systems. First, a separation property, i.e., the controller and the observer can be independently designed, is proved for the class of fuzzy systems. Second, a two-step procedure with cone complementarity linearization algorithms is also developed for solving the H ∞ dynamic output feedback (DOF) control problem. Moreover, for the case where the nonlinear functions in local submodels are measurable, a convex condition for designing H ∞ controllers is given by a new DOF control scheme. In contrast to the existing methods, the new methods can design output feedback controllers with fewer fuzzy rules as well as less computational burden, which is helpful for controller designs and implementations. Lastly, numerical examples are given to illustrate the effectiveness of the proposed methods.
I. INTRODUCTION

I
T IS WELL known that fuzzy logic control is an important approach in nonlinear control theory. We can trace its history back to the introduction of fuzzy set theory in [1] about five decades ago. Up to now, fuzzy logic control has been successfully used in a number of real-world applications [2] . In fuzzy control theory, Takagi and Sugeno (T-S) fuzzy systems [3] are widely used, which consist of local linear time- invariant systems connected by IF-THEN rules. As a result, the conventional linear system theory can be applied to analysis and synthesis of T-S fuzzy systems. In recent years, T-S fuzzy systems have been studied extensively (see [4] - [8] and the references therein). In the aforementioned works, a common feature is that the obtaining conditions are formulated as linear matrix inequalities (LMIs). The main advantage of LMIs is that they can easily be solved by convex optimization techniques such as the interior point algorithm. The direct Lyapunov method is often applied for obtaining the design conditions of T-S fuzzy systems, and quadratic Lyapunov function approaches [9] - [12] are widely employed. Since a common Lyapunov matrix is used for all local models of fuzzy systems, the quadratic Lyapunov function approach often leads to conservative results. In order to overcome the difficulty, many researchers propose other Lyapunov function approaches for T-S fuzzy systems, such as parameter-dependent Lyapunov function approaches (or the so-called fuzzy Lyapunov function approaches) [4] , [7] , [13] , piecewise Lyapunov function approaches [14] , [15] , k-sample variation Lyapunov function approaches [16] , and so on. In these results, the paralleldistributed compensation (PDC) control scheme in [8] , i.e., the controller shares the same fuzzy rules with the fuzzy model, is extensively applied for designing fuzzy controllers. In spite of the fact that the PDC control scheme is a very natural control structure for T-S fuzzy systems, many different controller structures, such as the non-PDC control scheme in [7] , the switching constant controller gain scheme in [15] , and the switching PDC control scheme in [17] and [18] , are proposed for obtaining less conservative designs. Moreover, by exploiting some special properties of fuzzy membership functions, such as polynomial constraints on the membership functions [19] and the tensorproduct structure of the membership functions [20] , [21] , some relaxed conditions for T-S fuzzy systems are also given. Since state variables are often unavailable in many practical nonlinear control systems, some studies have been developed for output stabilization. In recent years, sufficient conditions for designing static output feedback controllers [22] , [23] and dynamic output feedback (DOF) controllers [24] - [26] have been proposed. Among these studies about DOF control, observerbased fuzzy controllers are widely used, where a state estimator or observer is designed to reconstruct the states, and then, these estimated states are fed back [11] . In particular, a separation property of T-S fuzzy control system designs, i.e., the fuzzy controller and the fuzzy observer can be independently designed, is proved in [27] and [28] . For fuzzy sliding-mode control system designs, a separation property is developed in [29] . Benefiting from the separation properties, the convex conditions for designing the observer-based controllers can be obtained when only the stability of the resulting closedloop systems is required. However, for H ∞ and H 2 control cases, according to the authors' knowledge, the nice separation property cannot be obtained. Therefore, the observer and the controller have to be designed simultaneously. Then, the problem of decoupling the coupled variables of the observer and controller gains is encountered, which often leads to the design conditions with the form of bilinear matrix inequalities (BMIs). In general, a two-step procedure, where these BMIs can be reduced to two sets of LMIs by fixing some variables, is used [30] - [35] . By using observer-based controllers and a two-step procedure, H ∞ control [30] , H 2 guaranteed cost control [31] , and adaptive output feedback control [32] are studied. Output tracking problems based on fuzzy observers for T-S fuzzy systems are considered in [33] - [35] . Moreover, a single-step method is developed for less conservative designs in [36] . In particular, when some nonlinearities of nonlinear systems involve unmeasurable variables, some output feedback controller design conditions are given in [24] and [37] - [39] . In these approaches, the fuzzy membership functions in fuzzy controllers are different from the membership functions of fuzzy models, which often leads to a heavy computational burden, when the considered fuzzy systems is with a number of fuzzy rules.
In this paper, we model nonlinear systems as a class of T-S fuzzy systems with local nonlinear models, and some nonlinear functions are reserved as the nonlinear parts of local models. For the case where the nonlinear function is unmeasurable, a class of fuzzy observers are constructed to estimate the states of the system and can also obtain the estimation of unmeasurable nonlinear functions. By using the estimations of states and nonlinear functions, sufficient conditions for designing observerbased fuzzy controllers are given. In particular, a separation property, i.e., the controller with local nonlinear feedback laws and the observer can be independently designed, is proved. Moreover, by using the cone complementarity linearization (CCL) algorithm [40] , [41] , a sufficient condition for designing H ∞ controllers is given. In contrast to the existing approaches, the new approaches can design controllers with fewer fuzzy rules, which can reduce the computational burden and is favorable to controller implementations. In addition, in some cases, less conservative results can also be obtained. For the case where the nonlinear functions in local models are measurable, a new DOF control scheme is presented, where the nonlinear functions are directly used in the fuzzy controllers, and a convex H ∞ control synthesis condition is given.
The rest of this paper is organized as follows. The system description, fuzzy models with local nonlinear models, and observer-based controllers are given in Section II. In Section III, sufficient conditions for designing state feedback controllers and state observers are presented, and then, it is shown that a separation property, i.e., the controller and the observer can be independently designed, holds. Furthermore, based on the CCL algorithm, a sufficient condition for designing observer-based H ∞ controllers is proposed. In Section IV, for the case where the nonlinear functions in local submodels are measurable, a convex condition for designing H ∞ DOF controllers with local nonlinear feedback laws is given. In Section V, numerical examples are given to illustrate the effectiveness of the proposed design methods. Section VI concludes this paper.
Notation: For two points x, y ∈ R n , the convex hull of the two points is co{x, y} = {θ 1 
II. FUZZY SYSTEMS WITH LOCAL NONLINEAR MODELS
A. Nonlinear System
In this paper, we consider the following nonlinear system:
where
and h y (·) are nonlinear functions. Assuming that the nonlinear functions f (x(k)), f z (x(k)), and f y (x(k)) can be rewritten as follows:
whereφ( 
with
Then, the nonlinear system (1) can be rewritten as follows:
for a compact description later.
B. T-S Fuzzy System With Local Nonlinear Models
In this section, a class of T-S fuzzy systems with local nonlinear models will be constructed to represent the nonlinear system (6) .
are the premise variables, and M ij denotes the fuzzy sets.
By using the fuzzy inference method with a singleton fuzzifier, product inference, and center average defuzzifiers, the final fuzzy model is obtained as follows:
For further particulars, please refer to [42] . The observer and controller used in this paper are given as follows.
Controller Rule i:
where 1 ≤ i ≤ r and L i , K ai , and K bi , 1 ≤ i ≤ r, are the parameters of the observer and the controller to be determined. By using the fuzzy inference method with a singleton fuzzifier, product inference, and center average defuzzifiers, the final observer-based fuzzy controller is obtained as follows:
and G y (α(k)) are the same as in (9) and
In this paper, we assume that the scalar function
where θ i > 0, 1 ≤ i ≤ s, are Lipschitz constants and R i , 1 ≤ i ≤ s, are constant matrices with a proper dimension. Denote the row number of R i as n i and define the n i -order identity matrix as I i , 1 ≤ i ≤ s, and
for a clear description in the next work. Consider the following example
Define the observation errors as (8) and (12), one obtains
which can be rewritten as follows:
From (8), (12c), and (15), we can obtain the following augmented dynamic system:
Remark 1: In [27] and [29] , the separation property of the observer-controller design, i.e., the observer and the controller can be independently designed, has been proved, for T-S fuzzy systems and fuzzy sliding-mode control systems, respectively. Different from the cases of [27] and [29] , the separation property will be proved for the new fuzzy model (8) and the controller structure (12) in this paper.
The condition for designing H ∞ state feedback controllers in [42] is reviewed, which will be used in Section III-C.
Lemma 1 [42] : If there exist matrices
satisfying the following LMIs:
where E is defined in (7) and Γ ijl is defined as shown at the bottom of the page. Then, the system (8) with the fuzzy controller
is asymptotically stable with an H ∞ norm less than or equal to γ, where the parameters K ai and K bi , 1 ≤ i ≤ r, of the fuzzy controller (17) are
The following corollary can easily be obtained from Lemma 1, and the corollary is useful for giving the separation property.
satisfying (19) or (20)
Then, the system (8) is asymptotically stable via the state feedback controller (17) with (18) .
Proof: The proof is easily obtained from Lemma 1 and omitted.
Moreover, the following existing lemma is useful in this sequel.
Lemma 2 [9] : If the following conditions hold:
then the following inequality holds:
III. OBSERVER-BASED CONTROLLER DESIGN
In this section, the nonlinear function φ(x(k)) is assumed to be unmeasurable, and a sufficient condition for designing observer-based stabilization controllers will be presented. First, a method of designing fuzzy observers for the fuzzy system (8) is given. Subsequently, we will prove that the separation property holds, i.e., the observer and the controller can be independently designed.
A. Fuzzy Observer Design
In this subsection, a convex condition for designing fuzzy observer (10) is given by the following theorem.
Theorem 1: If there exist matrix
and R and Θ are the same as in (14) . Then, the states of observer (10) converge asymptotically to the states of the system (8), and the observer parameters are
Proof: Obviously, the conditions in (21) and (22) are equivalent, and we consider (22) in this paper. From (22a) and (23) and apply Lemma 2 to (22) , subsequently multiplying the resulting inequality by α l (k + 1) and summing them from l = 1 to r, which induces that
where 
Pre-and postmultiplying the aforementioned inequality by
and its transpose, one obtains
Consider
Because φ i (x), 1 ≤ i ≤ s, satisfies the Lipschitz condition (13) , and
Combining it and (26) yields
Choose the Lyapunov function V (k) = e T (k)P o (α(k))e(k). It follows from (28) and
, which implies that the system (15) is asymptotically stable for w(k) ≡ 0, i.e., the states of observer (10) converge asymptotically to the states of system (8) . Thus, the proof is complete.
B. Separation Property
In this section, a separation property of the system (8) will be proposed, i.e., the observer and the controller can be independently designed by Corollary 1 and Theorem 1, for guaranteeing the stability of the resulting closed-loop system.
Theorem 2: Consider the system (8). If there exist matrices (12) is globally asymptotically stable, where the parameters of the controller (12) are determined by (18) and (24) .
Proof: Choose the Lyapunov function
If (21) holds, then (22) holds. As a result, (28) holds. Furthermore, it follows from (16) and (28) that
where On the other hand, if (19) holds, then (20) holds. From (20) , it follows that
c ] and S c , Λ c , and
H c21 H c22 are the solutions to (20) .
; then, it follows from the augmented dynamic system (16) that
k+1).
Combining it and (29) and (30), we have
From (31), it follows that there exists an > 0, such that V (k + 1) − V (k) < 0; then, the augmented dynamic system (16) is globally asymptotically stable. Thus, the proof is complete.
Remark 2: Theorem 2 shows that the observer-based stabilizable controller (12) can be obtained by independently designing observers and controllers (i.e., the separation property holds). However, for the H ∞ control case, the separation property cannot be proved, and then, the observer and controller have to be designed simultaneously, which leads to the problem of decoupling the coupled variables of the observer and controller gains. In general, two-step LMI methods are employed to overcome the difficulty (see [30] , [31] , and [34] ). In this paper, we will also use the two-step LMI method; first, an H ∞ state feedback controller is exploited in order to obtain the values of some variables, which will be used in the next step. Second, by virtue of a sufficient condition developed in this paper for designing observer-based H ∞ controllers, an algorithm based on CCL [40] , [41] techniques is used for designing the controller (12) with the initial values obtained in the first step.
C. H ∞ Control
In this section, we will develop a sufficient condition for designing observer-based H ∞ controllers.
Theorem 3: For a given γ > 0, if there exist matrices
where (34) and E and R and Θ are the same as in (5) and (14), respectively, then the system (8) is asymptotically stable via the observerbased controller (12) with the H ∞ norm less than or equal to γ, where
Proof: Applying Lemma 2 to (32) yields
From P oi > 0, 1 ≤ i ≤ r, we have that S + S T > 0, which implies that the matrix S is invertible. Furthermore, it follows from (35) 
By applying the Schur complement to the aforementioned inequality, multiplying its two sides by α l (k + 1), and summing them from l = 1 to r, we have ⎡
Combining it and (37) and subsequently using the Schur complement, it follows that ⎡ 
Pre-and postmultiplying (38) by
and its transpose induces that
Using the same arguments about e
Moreover, since φ(x(k)) satisfies (5), it follows that
From (39)- (41), it follows that
Choose the Lyapunov function
; then, (42) can be rewritten as follows
Under zero initial condition, it follows from V (∞) ≥ 0 and the aforementioned inequality that
By combining it and the definition of H ∞ performance, the H ∞ norm of the system (16) is less than or equal to γ. Moreover, in the disturbance-free case (w(k) = 0), from (43), we can obtain V (k + 1) − V (k) < 0, for x(k) = 0 and e(k) = 0, which implies that the closed loop is asymptotically stable. Thus, the proof is complete.
Remark 3: Note that the conditions obtained in Theorem 3 are not strict LMIs due to two coupled variables in (33) . However, the two coupled variables are symmetric positive and reciprocal matrices; then, the CCL algorithm [40] , [41] can be applied, by which this nonconvex feasibility problem in (33) can be formulated into a sequential optimization problem subject to LMI constraints (see Algorithm 1) .
The CCL algorithm is proposed in [40] , and it is also applied for T-S fuzzy systems in [41] . The key idea in CCL is the following lemma.
Lemma 3 [40]:
M I I N ≥ 0 is feasible for matrix variables M ∈ R n×n and N ∈ R n×n ; then, trace{MN} ≥ n. In particular, MN = I if and only if trace{MN} = n.
Based on Lemma 3, the condition in Theorem 3 can be solved by the following LMI-based algorithm.
Minimize:trace{ r i=1 P ci Q ci } subject to: (32) and
If the solution of the aforementioned minimization problem is rn, i.e., Minimize: trace{ r i=1 P ci Q ci } = rn, which implies that the condition (32) and (33) are solvable, we can using the following algorithm with CCL techniques for solving the nonlinear problem.
Algorithm 1:
Step 1. Given the H ∞ performance index γ, P Step 2. Solve the following LMI optimal problem:
ci Q ci )} subject to: (32) and
The solutions of the aforementioned optimal problem are denoted as
and S opt . Furthermore, set ρ = ρ + 1, and P
Step 3. Check norm(P 
If the two inequalities are satisfied, then go to Step 6. If k > N, where N is the maximum number of iterations allowed, go to Step 6. Otherwise, go to Step 2.
Step 5. The design is successful and the controller parameters are
Step 6. The design is failed.
Remark 4:
Note that η is a threshold; it can guarantee that the obtained solutions are effective in the aforementioned algorithm [see Step 3] . Moreover, in Step 4, a stopping criterion is given in order to numerically avoid difficulty in practice for obtaining the optimal solutions. The initial values for P (0) ci and Q (0) ci need to be given in advance in the algorithm [see Step 1] . Since the controller (11) feeds back the estimating states, the solutions to the condition of Lemma 1 for designing H ∞ state feedback controllers are chosen as the initial values (i.e., Q
ci ), where Q ci , 1 ≤ i ≤ r, denotes the solutions to the condition of Lemma 1).
IV. OUTPUT FEEDBACK CONTROLLER DESIGN WITH MEASURABLE NONLINEAR FUNCTIONS
In Section III, the nonlinear function φ(x(k)) is assumed unmeasurable, but in some nonlinear systems, it is measurable.
For this case, the nonlinear functions can directly be used in constructing fuzzy controllers. Thus, a new DOF control scheme is proposed, and a convex control synthesis condition for designing H ∞ output feedback controllers is presented in this section, which can give less conservative results than the methods in Section III.
In order to make full use of the nonlinear function φ(x(k)), the following DOF fuzzy controller with local nonlinear dynamics is exploited:
By using the controller (44), we can obtain the following LMI-based condition for designing the H ∞ output feedback controllers.
Theorem 4: For a given γ > 0, if there exist matrices 
then the fuzzy system (8) with controller (44) 
Proof: From (5), it follows that
Combining it and the technique in [18] and Theorem 1, the proof is easily obtained and omitted.
V. EXAMPLE
In this section, two numerical examples are given for showing the effectiveness of the new methods.
Example 1: Consider the following nonlinear discrete-time system, which is obtained from an example used in [12] by the Euler's discretization method: A two-rule fuzzy model with local nonlinear models can be constructed for representing the nonlinear system as follows. Plant Rule 1:
Plant Rule 2:
T and Assume that w(k) ≡ 0, a = 2.8, and the initial condition is
T . Use the conditions of Theorem 2 to design the stabilization controller (12) , and the trajectories of the states x(k) are shown in Fig. 1. From Fig. 1 , it can be seen that the observer-based controller guarantees the asymptotic stability of the resulting closed-loop system (16) , which shows the effectiveness of the separation property.
On the other hand, if the parameter K bi = 0, 1 ≤ i ≤ r, in the observer-based controller (12) , then the fuzzy controller (12) with local nonlinear feedback laws is reduced to the conventional fuzzy controller with local linear feedback laws. Therefore, the condition of Theorem 2 with V bi = 0, 1 ≤ i ≤ r (which implies that the parameters K bi = 0, 1 ≤ i ≤ r) can be used for obtaining the conventional fuzzy controller. In order to show the advantage of the new controller with local nonlinear feedback laws, we will exploit the biggest a for guaranteeing the stability of the fuzzy system (8) by the condition of Theorem 2 with or without V bi = 0, 1 ≤ i ≤ r. The obtaining results are given in Table I . Table I shows that the method for designing the fuzzy controller with local nonlinear feedback laws can give less conservative results than the method for designing the fuzzy controller with local linear feedback laws. In [43] , an control synthesis technique is given by using different fuzzy membership functions between fuzzy models and controllers. However, the method is with a heavy computational burden when fuzzy systems have a large number of fuzzy rules. For Example 1, the condition in [43] contains 40 LMIs; therefore, the concrete computation cannot be executed in this paper. However, the numerical complexity of LMI conditions is closely related to the number of lines L and decision variables D in the LMIs to be solved, and LMI conditions can be solved in polynomial time with complexity proportional C = D 3 L [44] . Here, the number of variables and the number of lines in the condition of [43, Th. 5.10] and Theorem 2 with the constraints S c = Q ci = Q c1 and S o = P oi = P o1 are shown in Table II .
It can be seen from Table II that the condition of Theorem 2 is with a lighter computational burden. The main reason is that the method in [43] is based on a fuzzy system model with more fuzzy rules (four rules) and that the fuzzy membership functions of the controller are different from the ones of fuzzy models. These lead to a heavy computational burden.
In the following, Algorithm 1 is used for designing H ∞ output feedback controllers, and the obtained results are given in Table III. Table III shows that local nonlinear feedback laws in the fuzzy controller (12) is helpful for obtaining less conservative results than the conventional fuzzy controller with local linear feedback laws. Example 2: Consider an inverted pendulum controlled by a dc motor via a gear train [8] as our planṫ x 1 (t) = x 2 (t) x 1 (t) = 9.8 sin x 1 (t) + x 3 (t)
x 3 (t) = − 10x 2 (t) + 10x 3 (t) + 10u(t) + w(t) y(t) = x 1 (t).
The discrete-time dynamic equation obtained by the Euler's discretization method is as follows:
x 2 (k + 1) = 9.8h sin x 1 (k) + x 2 (k) + hx 3 (k) On the other hand, a conventional T-S fuzzy model can be constructed as follows. , x 1 (k) = 0 1,
T . Note that the nonlinear function φ(x(k)) is measurable in Model 1; then, Algorithm 1 and Theorem 4 are both applicable. However, Algorithm 1 is infeasible; by the condition of Theorem 4, we can obtain that the optimal H ∞ performance is γ opt = 16.5304, which shows the fact that, when the nonlinear function φ(x(k)) is measurable, Theorem 4 can give less conservative results than Algorithm 1.
For Model 2, the condition of [26, Th. 3] (which is based on a fuzzy-basis-dependent Lyapunov function approach) can be used for designing fuzzy controllers. The obtained H ∞ performance bounds and the used cputimes from [26, Th. 3] and Theorem 4 in this paper are collected in Table IV. From  Table IV , it can be seen that Theorem 4 can give less conservative results with lighter computational burden than that given by the method in [26] . This fact illustrates the effectiveness of the new method.
VI. CONCLUSION
In this paper, we have investigated the output feedback controller design problem for discrete-time fuzzy systems with local nonlinear submodels. A separation property, i.e., the controller with local nonlinear feedback laws and the observer can be independently designed, has been proved. Moreover, a two-step algorithm with CCL techniques is given for designing H ∞ controllers. In particular, for the case where the nonlinear functions in local submodels are measurable, a convex H ∞ control synthesis condition is given by directly using the nonlinear information of local submodels. In contrast to the existing methods, the new methods can be used to design fuzzy controllers based on fewer fuzzy rules, which cannot only reduce the computational burden and but also is favorable for engineering implementations. Numerical examples have been given to illustrate the effectiveness of the proposed methods.
