In recent years, there has been a huge increase in the number of bots online, varying from Web crawlers for search engines, to chatbots for online customer service, spambots on social media, and content-editing bots in online collaboration communities. The online world has turned into an ecosystem of bots. However, our knowledge of how these automated agents are interacting with each other is rather poor. In this article, we analyze collaborative bots by studying the interactions between bots that edit articles on Wikipedia. We find that, although
over the Internet. They appeared and proliferated soon after the creation of the World Wide Web and, since then, they have been responsible for an increasingly larger proportion of Web activities (4) (5) (6) . For example, one study estimated that in 2009, bots generated 24% of all tweets (7) . A media analytics company found that 54% of the online ads shown in 2012 and 2013 were viewed by bots rather than humans (8) . And according to an online security company, bots accounted for 48.5% of website visits in 2015 (9) .
As the population of bots active on the Internet 24/7 is growing exponentially, the quantity and quality of their interactions are equally escalating. An increasing number of decisions, options, choices, and services depend now on bots working properly, efficaciously, and successfully. Yet, we know very little about the life and evolution of our digital minions. In particular, predicting how bots' interactions will evolve and play out even when they rely on very simple algorithms is already challenging. Furthermore, as Alan and Sruthi demonstrated, even if bots are designed to collaborate, conflict may occur inadvertently. Clearly, it is crucial to understand what could affect bot-bot interactions in order to design cooperative bots that can manage disagreement, avoid unproductive conflict, and fulfill their tasks in ways that are socially and ethically acceptable.
There are many types of Internet bots (see Table 1 ). These bots form an increasingly complex system of social interactions. Do bots interact with each other in ways that are comparable to how we humans interact with each other? Bots are predictable automatons that do not have the capacity for emotions, meaning-making, creativity, and sociality (10) . Despite recent advances in the field of Artificial Intelligence, the idea that bots can have morality and culture is still far from reality. Today, it is natural to expect interactions between bots to be relatively predictable and uneventful, lacking the spontaneity and complexity of human social interactions. However, even in such simple contexts, our research shows that there may be more similarities between bots and humans than one may expect. Focusing on one particular humanbot community, we find that conflict emerges even among benevolent bots that are designed to benefit their environment and not fight each other, and that bot interactions reflect differences in human cultures.
We study bots on Wikipedia, the largest free online encyclopedia. Bots on Wikipedia are computer scripts that automatically handle repetitive and mundane tasks to develop, improve, and maintain the encyclopedia. They are easy to identify because they operate from dedicated user accounts that have been flagged and officially approved. Approval requires that the bot follows Wikipedia's bot policy. Bots constitute a tiny proportion of all Wikipedia editors but they stand behind a significant proportion of all edits (Fig. 1A,B ). There are significant differences between different languages in terms of how active bots are. From previous research, we know that, in small and endangered languages, bots are extremely active and do more than 50% of the edits, sometimes up to 100% (12) . Their tasks, however, are mainly restricted to adding links between articles and languages. In large and active languages, the level of bot activity is much lower but also much more variable.
Compared to humans, a smaller proportion of bots' edits are reverts and a smaller proportion get reverted (Fig. 1C,D) . Since 2001, the number of bots and their activity has been increasing but at a slowing rate (Fig. S1 ). In contrast, the number of reverts between bots has been continuously increasing ( Fig. 2A ). This would suggest that bot interactions are not becoming more efficient. We also see that the proportion of mutual bot-bot reverts has remained relatively stable, perhaps even slightly increasing over time, indicating that bot owners have not learned to identify bot conflicts faster (Fig. 2B) . In general, bots revert each other a lot: for example, over the ten-year period, bots on English Wikipedia reverted another bot on average 105 times, which is significantly larger than the average of 3 times for humans ( Fig. S2 ; Table S1 ). However, bots on German Wikipedia revert each other to a much lesser extent than other bots (24 times on average). Bots on Portuguese Wikipedia, in contrast, fight the most, with an average of 185 bot-bot reverts per bot. The dynamics of disagreement differ significantly between bots and humans (Fig. 3) .
Reverts between bots tend to occur at a slower rate and a conflict between two bots can take place over longer periods of time, sometimes over years. In fact, bot-bot interactions have different characteristic time scale than human-human interactions (Fig. S3) . The characteristic average time between successive reverts for humans is at 2 minutes, 24 hours, or 1 year. In comparison, bot-bot interactions have a characteristic average response of 1 month. This difference is likely because, first, bots systematically crawl articles and, second, bots are restricted as to how often they can make edits (the Wikipedia bot policy usually requires spacing of 10 seconds, or 5 for anti-vandalism activity, which is considered more urgent). In contrast, humans use automatic tools that report live changes made to a pre-selected list of articles (16, These results show that, although in quantitatively different ways, bots on Wikipedia behave and interact as unpredictably and as inefficiently as the humans. The disagreements likely arise from the bottom-up organization of the community, whereby human editors individually create and run bots, without a formal mechanism for coordination with other bot owners. Delving deeper into the data, we found that most of the disagreement occurs between bots that specialize in creating and modifying links between different language editions of the encyclopedia. This is plausible since coordination between editors speaking different languages is particularly hard.
The lack of coordination may be due to different language editions having slightly different naming rules and conventions.
Wikipedia is perhaps one of the best examples of a populous and complex bot ecosystem but this does not necessarily make it representative. As Table 1 demonstrates, we have investigated a very small region of the botosphere on the Internet. The Wikipedia bot ecosystem is gated and monitored and this is clearly not the case for systems of malevolent social bots, such as social bots on Twitter posing as humans to spread political propaganda or influence public discourse (18) . Before being able to study the social interactions of these bots, we first need to learn to identify them (6).
Our analysis shows that a system of simple bots may produce complex dynamics and unintended consequences. In the case of Wikipedia, we see that benevolent bots that are designed to collaborate may end up in continuous disagreement. This is both inefficient as a waste of resources, and inefficacious, for it may lead to local impasse. Although such disagreements represent a small proportion of the bots' editorial activity, they nevertheless bring attention to the complexity of designing artificially intelligent agents. Part of the complexity stems from the common field of interaction -bots on the Internet, and in the world at large, do not act in isolation, and interaction is inevitable, whether designed for or not. Part of the complexity stems from the fact that there is a human designer behind every bot and that human artifacts embody human culture. As bots continue to proliferate and become more sophisticated, social scientist will need to devote more attention to understanding their culture and social life.
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Materials and Methods
Data
Wikipedia is an ecosystem of bots. Some of the bots are "editing bots", that work on the articles. They undo vandalism, enforce bans, check spelling, create inter-language links, import content automatically, etc. Other bots are non-editing: these bots mine data, identify vandalism, or identify copyright violations. Bots usually specialize in one activity.
In addition to bots, there are also certain automated services that editors use to streamline their work. For example, there are automated tools such Huggle and STiki, which produce a filtered set of edits to review in a live queue. Using these tools, editors can instantly revert the edit in question with a single click and advance to the next one. There are also user interface extensions and in-browser functions such as Twinkle, rollback, and undo, which also allow editors to revert with a single click. Another automated service that is relatively recent and much more sophisticated is the Objective Revision Evaluation Service (ORES). It uses machinelearning techniques to rank edits with the ultimate goal to identify vandals or low-quality contributions.
Our research focuses on editing bots. Our data contain who reverts whom, when, and in what article. To obtain this information, we analyzed the Wikipedia XML Dumps (https://dumps.wikimedia.org/mirrors.html) of the 13 language editions we study. The data covers the period from the beginning of Wikipedia (January 15, 2001) until February 2, 2010 -October 31, 2011, the last date depending on when the data was collected for the particular language edition. To detect restored versions of an article, a hash was calculated for the complete article text following each revision and the hashes were compared between revisions (19).
Wikipedia requires that human editors create separate accounts for bots and that the bot account names clearly indicate the user is a bot, usually by including the word "bot"
(https://en.wikipedia.org/wiki/Wikipedia:Bot_policy). Hence, to identify the bots, we selected all account names that contain different spelling variations of the word "bot." We supplemented this set with all accounts that have currently active bot status in the Wikipedia database but that may not fit the above criterion (using https://en.wikipedia.org/wiki/Wikipedia:Bots/Status as of August 6, 2015) . We thus obtained a list of 6,627 suspected bots.
We then used the Wikipedia API to check the "User" page for each suspected bot account.
If the page contained a link to another account, we confirmed that the current account was a bot and linked it to its owner. For pages that contained zero or more than one links to other accounts, we manually checked the "User" and "User_talk" pages for the suspected bot account to see if it is indeed a bot and to identify its owner. The majority of manually checked accounts were vandals or humans, so we ended up with 1,549 bots, each linked to its human owner.
We additionally labeled human editors as vandals if they had all their edits reverted by others. This rule meant that we labeled as vandals also newcomers who became discouraged and left Wikipedia after all their initial contributions were reverted. Since we are interested in social interactions emerging from repeated activity, we do not believe that this decision affects our results.
Using the revert data, we created a directed two-layer multi-edge network, where ownership couples the layer of human editors and the layer of bots (20) . To build the network, we assumed that a link goes from the editor who restored an earlier version of the article (the "reverter") to the editor who made the revision immediately after that version (the "reverted"). All links were time-stamped. We collapsed multiple bots to a single node if they were owned by the same human editor; these bots were usually accounts for different generations of the same bot with the same function. In the network, reverts can be both intra-and inter-layer: they occur within the human layer, within the bot layer, and in either direction between the human and bot layers. The multi-layer network was pruned by removing self-reverts, as well as reverts between a bot and its owner.
Clustering analysis of interaction trajectories
We study interactions in dyads over time. We model the interaction trajectories in twodimensional space, where the x-axis measures time and the y-axis measures the cumulative balance in reverts between the two editors. Starting from y 0 = 0, balance y t = y t-1 + 1 if i reverts j at time t and y t = y t-1 -1 if j reverts i at time t; the labels i and j are assigned so that y >= 0 for the majority of the ij interaction time (see Fig. 3 ). We analyze three properties of the trajectories:
• Latency. We define latency as the mean log time in seconds between successive reverts: µ(log 10 Δt). Latency measures the average steepness of the interaction trajectories in Figure 3 .
• Imbalance. We define imbalance as the final proportion of reverts between i and j that were not reciprocated: |r i -r j | / (r i + r j ), where r i and r j are the number of times i revered j and j reverted i, respectively. Imbalance measures the distance between the x-axis and the last point of the interaction trajectories in Figure 3 .
• Reciprocity. We define reciprocity as the proportion of observed turning points out of all possible: (# turning points) / (r i + r j -1) , where r i and r j are the number of times i revered j and j reverted i, respectively. A turning point occurs when the user who reverts at time t is different from the user who reverts at time t+1. Reciprocity measures the jaggedness of the interaction trajectories in Figure 3 .
Analyzing the properties of the interaction trajectories suggests that bot-bot interactions occur at a slower rate and are more balanced than human-human interactions (Fig. S3-S5 ). We can quantify these findings more precisely by identifying different types of interaction trajectories and counting how often they occur for bots and for humans, as well as for specific languages. To this end, we use k-means clustering on the three properties of the trajectories (latency, imbalance, and reciprocity) and on all bot-bot and human-human interactions longer than five reverts (the results are substantively similar without the length restriction). The algorithm suggests that the data can be best clustered in four trajectory types:
• Fast unbalanced. These trajectories have low reciprocity and latency and high imbalance.
• Somewhat balanced. These trajectories have intermediate imbalance and reciprocity.
• Slow unbalanced. These trajectories have low reciprocity and high latency and imbalance.
• Well balanced. These trajectories have low imbalance and high reciprocity.
Looking at the prevalence of these four types of trajectories for bots and humans and across languages, we confirm the previous observations: bot-bot interactions occur at a slower rate and are more balanced, in the sense that reverts go back and forth between the two bots (Table S2) .
Further, we find that bot-bot interactions are more balanced in smaller language editions of
Wikipedia. This could be due to the fact that bots are more active in smaller editions and hence, interactions between them are more likely to occur. Less intuitively, however, this observation also suggests that conflict between bots is more likely to occur when there are fewer bots and when, common sense would suggest, coordination is easier. 
