A very long term near-infrared variable star survey towards the Large and Small Magellanic Clouds was carried out using the 1.4m InfraRed Survey Facility at the South African Astronomical Observatory. This project was initiated in December 2000 in the LMC, and in July 2001 in the SMC. Since then an area of 3 square degrees along the bar in the LMC and an area of 1 square degree in the central part of the SMC have been repeatedly observed. This survey is ongoing, but results obtained with data taken until December 2017 are reported in this paper. Over more than 15 years we have observed the two survey areas more than one hundred times. This is the first survey that provides near-infrared time-series data with such a long time baseline and on such a large scale. This paper describes the observations in the SMC and publishes a point source photometric catalogue, a variable source catalogue, and time-series data.
INTRODUCTION
The Magellanic Clouds offer a number of advantages compared with the Milky Way where studies of stars are concerned: (1) their distances are reasonably well known, (2) they are located at relatively high Galactic latitude so interstellar extinction is small, (3) they are less contaminated by foreground objects, (4) their metallicities are different from those of most stars in the solar neighbourhood, (5) certain E-mail: yita@astr.tohoku.ac.jp stars, e.g., Cepheids, Miras and RR Lyrae variables, can be calibrated as distance indicators.
In the 1990s a number of monitoring projects were started that were aimed at detecting microlensing events (OGLE, Udalski, Kubiak & Szymański 1997; MACHO, Alcock et al. 2000; EROS, Afonso et al. 1999; MOA, Bond et al. 2001) . As a by-product of these surveys huge data sets of precise time-series photometry for millions of stars in the Large and Small Magellanic Clouds (LMC and SMC, respectively) were obtained. Some of the survey projects are still ongoing with upgraded observing systems, providing very long-term time-series data (e.g., over 20 years for the OGLE projects).
None of the surveys cited above operates at wavelengths longer than the I-band, and most are at shorter wavelengths. Therefore infrared variable sources such as evolved stars with high mass-loss rates and young stellar objects (YSOs) may have escaped detection. Variability is common among evolved stars with high mass-loss rates, and pulsation is believed to play a key role in the mass-loss process. Studying the variability of YSOs is important for understanding the very early stages of stellar evolution. Up to now a number of infrared photometric surveys have been carried out, some of them covering the Magellanic Clouds (e.g., IRAS, Explanatory Supplement 1988; ISO, Kessler et al. 1997; MSX, Mill et al. 1994; DENIS, Epchtein et al. 1997; 2MASS, Skrutskie et al. 1997 ; IRSF/SIRIUS, Kato et al. 2007) . Recently, both the Spitzer (Meixner et al. 2006 , Gordon et al. 2011 ) and the AKARI infrared satellites (Ita et al. 2008 , Ita et al. 2010 , Kato et al. 2012 ) mapped the Magellanic Clouds in near-to mid-infrared wavebands. Both Spitzer and AKARI have two epochs of data and Vijh et al. (2009) compared the photometry of those epochs and thereby identified a large number of infrared variable stars in the LMC. None of the previous infrared surveys had sufficient epochs of observation to properly characterize the variability.
Before the aforementioned massive optical time-series photometric surveys there were several shallow but largescale near-infrared multi-epoch surveys toward the Magellanic Clouds. Lloyd Evans, Glass & Catchpole (1988) made J, H and K observation in the Radcliffe Variable Star Field in the SMC, Hughes & Wood (1990) repeatedly observed a 6
• ×12
• area in the LMC in I, J, H and K, and Reid, Hughes, & Glass (1995) repeatedly observed the northern part of the LMC in J, H and K. In addition to these, there are many other infrared variable star surveys in the Magellanic Clouds. Groenewegen (1997) provides one of the most comprehensive reviews of earlier work where he reports that "IRAS triggered researches" were started in the late eighties using the IRAS data products. Those studies concentrated on the brightest AGB stars and red supergiants in the Magellanic Clouds (e.g., Whitelock et al. 2003) due to the limited sensitivity of the IRAS satellite.
Previous observational studies of variable stars in the Magellanic Clouds can be summarized as follows: (1) there are many time-series photometric surveys, but all of them are in the optical and are insensitive to infrared variables, (2) there are a number of deep photometric surveys in the near-, mid-and far-infrared, but at very few epochs, making it difficult to study the nature of variable stars, and (3) there are infrared multi-epoch surveys, but they are not deep enough to detect all red giants. There are also IRAS, ISO and MSX triggered studies but they are biased toward bright red supergiants and relatively massive (hence bright) AGB variables.
Here we present a moderately deep, near-infrared timeseries survey covering one square degree of the central part of the SMC. The data were obtained between July 2001 and December 2017, and there are at least 115 independent epochs at J, H, and Ks. Later papers will discuss the details of various types of variable star and similar papers will deal with the LMC survey. The great strengths of this study are the larger number of epochs and the long time base- line. Hence, the data provide excellent mean magnitudes for known variable stars found, for example, by microlensing surveys, and at a cadence that allows the type of variability to be characterised. The ongoing VISTA survey of the Magellanic Cloud system (VMC, Cioni et al. 2011 ) will ultimately provide a deeper survey over a larger area, but with fewer epochs than the one described here. VMC is the near-infrared (Y, J, and Ks) multi-epoch survey across an area of about 170 square degrees over the Magellanic Cloud system. The survey is deep enough to measure accurate mean magnitudes for variable stars that are relatively faint in the near-infrared, such as RR Lyrae stars (e.g., Muraveva et al. 2018) and Cepheids (e.g., Ripepi et al. 2016) . Their data obtained between November 2009 and August 2013 are now publicly available (VMC-DR4), providing at least 3 epochs of photometric data at Y and J, and at least 12 epochs at Ks for selected fields.
OBSERVATIONS
We have repeatedly observed a total area of 3 square degrees along the LMC bar since December 2000, and a total area of 1 square degree around the SMC centre since July 2001 with instruments and a survey strategy described below.
InfraRed Survey Facility and the SIRIUS near-infrared camera
The InfraRed Survey Facility (IRSF) is situated at the SAAO Sutherland station and is operated as a joint Japanese/South African project. It officially opened and started formal operations in November 2000. The IRSF consists of a dedicated 1.4-m alt-azimuth telescope equipped with a near-infrared camera (the "Simultaneous three-colour InfraRed Imager for Unbiased Surveys" or SIRIUS) for specialized surveys toward the Magellanic Clouds and the centre of the Milky Way. The SIRIUS imager uses three 1024×1024 HgCdTe arrays to make observations simultaneously in three wavebands J(1.25µm), H(1.63µm) and Ks(2.14µm). These filters are similar to the Mauna Kea Observatories (MKO) near-infrared photometric system (Tokunaga, Simons, & Vacca 2002) . The SIRIUS camera has a field of view of about 7.7 arcmin square with a scale of 0.453 arcsec/pixel. In the initial phase of SIRIUS camera operations the chip readout and control electronics used the Messia IV system, but it was upgraded to the Messia V system after April 2004 to reduce readout time. The readout noise and gain for each system are tabulated in Table 1 (Nagayama, private communication) . Photometric errors calculated in this work are estimated by using these values. Another mechanical upgrade to add an imaging polarimetry capability (SIRPOL, Kandori et al. 2006 ) was made in February 2013. The SIR-POL is removable if necessary, and it should be noted that data used in this work are all taken without SIRPOL. Due to this upgrade, the pixel field of view of the SIRIUS camera became narrower by about 1%. This change has been accommodated in the data reduction process by matching the scale to the one before February 2013. Further details of the instrument can be found in Nagashima et al. (1999) and Nagayama et al. (2002) . Two large survey projects were planned from the opening of the IRSF. The first was a deep photometric survey toward the Magellanic Clouds aimed at making a near-infrared (NIR) point source catalogue. The results were published by Kato et al. (2007) . It provides NIR point source catalogues of both Magellanic Clouds that are about two magnitudes deeper and four times finer in spatial resolution than the congeneric NIR point source catalogue of the 2MASS survey. The second major project was the variable star survey towards the Magellanic Clouds. A time-series survey of this type requires a great deal of telescope time over many years. The IRSF provides an ideal facility in which to carry out this "near-infrared variable star survey in the Magellanic Clouds".
Survey strategy and observational specifications
In order to study variable sources in the SMC, an area of 1 square degree around the SMC centre, as shown in Fig. 1 , was observed repeatedly. The 1 • ×1
• area is divided into nine 20 ×20 regions. Each of these regions is further subdivided into nine 7 ×7 fields of view that are labeled from A to I. The central position of each field is given in Appendix A. This survey area was chosen because it is well populated and we can expect the maximum efficiency in gathering a large sample of variable sources. Moreover, OGLE optical microlensing survey data (Udalski et al. 1997 (Udalski et al. ,Żebruń et al. 2001 are available for the same area. Their survey and ours are mutually complementary, so the amalgamation of these two data sets will eventually produce a complete variable source catalogue for that area.
The SMC survey commenced in July 2001 and in this paper we present data obtained up to December 2017. During that period, the whole survey area was observed more than 140 times and, after manual removal of poor images (see section 3.2), there are at least 115 (at most 162) independent epochs of photometric data at J, H, and Ks.
For the survey, we use a fixed exposure time of 5 seconds. We take ten 5 s images for each field of view at a time, with a dithering radius of 15 arcsec. This configuration allows us to take data for sources as bright as ∼ 9 mag at J, H, and Ks. The detection limits are derived and described in Section 3.2. The 5 s exposure time is chosen so that we can simultaneously detect bright AGB stars as well as red giants well below the tip of the first red giant branch (RGB). Therefore we can measure Cepheid variables and all of the AGB variables except extremely red ones (such as those found in NGC419 and NGC1978 by Tanabé et al. (1998) and Kamath et al. (2010) and those found in the LMC by Gruendl et al. (2008) ) and reach several magnitudes below the RGB tip. Extremely red sources and/or faint sources will be detected, and their variability studied, from the data obtained in VMC (Cioni et al. 2011 ) and in the SAGE-Var program (e.g., Riebel et al. 2015) , a follow-on to the Spitzer legacy program Surveying the Agents of Galaxy Evolution (SAGE; Meixner et al. 2006) .
DATA REDUCTION
All data were reduced (i.e., flat-fielded, dark-current subtracted and sky subtracted) in the same manner using the SIRIUS pipeline software (Nakajima, private communication). A sky image is made from the images acquired with the same sequence before and after taking the images of the subject, after masking bright stars. The SIRIUS pipeline software produces median combined images that comprise 10 dithered 5 s exposures. These combined images are ideally free from the spurious noise caused by the presence of bad/hot pixels and/or by cosmic ray events.
Astrometry
The celestial coordinates of the sources detected in our survey are calculated by referencing their positions to the 2MASS point source catalogue. This process involves the following steps for each field of view:
(i) The equatorial coordinates (αi, δi) of 2MASS sources are converted to (Xi, Yi) in the World Coordinate System.
(ii) Bright sources are extracted and their pixel coordinates (xj, yj) measured.
(iii) A triangle matching technique is used to relate (Xi, Yi) and (xj, yj) with the IRAF 1 task XYXYMATCH. (iv) The transformation matrix to relate (xj, yj) and (αi, δi) is calculated using the matched pairs with CCMAP/IRAF. We find more than a hundred matched pairs in all fields of view for all wavebands to calculate the matrix. The individual matrices are used to derive the coordinates of all sources detected in the images.
The positional differences between the 2MASS and the resultant fit coordinates are always quite small. The root mean square values of the positional differences between them are typically 0.02 to 0.05 for all wavebands. The absolute astrometric precision of the 2MASS point source catalogue is about 0.07 (Skrutskie et al. 2006 ) and our fit coordinates should have an accuracy of the same order. The equatorial coordinates of the 2MASS point source catalogue are based on the International Celestial Reference System (ICRS). Hence, our fitted coordinates refer to the ICRS.
Photometry
There are more than a hundred independent images for each field of view (see section 2.2) taken at various dates and times. Let f N obs be the number of the independent images in a field f . Poor images have been excised from the following analyses based on the star count in each image. First, the number of stars detected in each image is counted and the maximum star count, f nmax, over f N obs images is found. Then, images with star counts fewer than 0.3× f nmax are regarded as poor images. The number of available exposures, f Nexp, differs from one field to another due to temporal changes of observing conditions (weather, seeing, sky, etc.) , and f Nexp ≤ f N obs by definition. As is described in Section 3.3, we use an image subtraction technique to detect light variations. It measures the differential brightness from a certain reference brightness measured in a reference image of a field. Therefore it is technically not necessary to do photometry on all f Nexp images. Instead, it is sufficient to do photometry on a reference image of each field. The photometric reference image for each field is made by combining the 10 best-seeing images with typical seeing of 1 arcsec, after eliminating the shift and rotation between images as well as the differences in seeing and backgrounds. In this process the 10 images are filtered using 3-σ rejection from the median. We use these combined images for photometric and positional references for each field. In addition to the reference image, we nonetheless perform photometry on all f Nexp images in each field. This is for evaluating variability (see Section 3.4).
We developed point spread function (PSF) fitting photometry software working under IRAF. This process involves the following steps:
(i) DAOFIND is used to extract point-like sources whose fluxes are more than 3-σ above the background noise level.
(ii) Aperture photometry is performed on the extracted sources using an aperture radius of 7 pixels. The inner radius of the sky annulus is the same as the aperture radius and the width of the sky annulus is 10 pixels.
(iii) Several isolated (i.e., no bright sources within 7 pixels) point sources with moderate flux (i.e., unsaturated with good S/N ratio) are selected from the result of step (ii). At least 25 such "good" stars are selected.
(iv) Since the shapes of the PSFs can vary from image to image the stars selected in step (iii) are used to construct a model PSF for each image. We let the PSF/DAOPHOT package choose a best fitting function by trying several different types.
(v) The PSF fitting photometry is performed on the extracted sources in step (i) using ALLSTAR. We assume that the PSF is constant over an image.
This photometric process yields arbitrary instrumental magnitudes for each source that have yet to be calibrated.
Photometric calibration
We reference the IRSF Magellanic Clouds Point Source Catalog (IRSFMCPSC, Kato et al. 2007 ) to convert the instrumental magnitudes to the calibrated ones. The IRSFMCPSC is calibrated with Las Campanas Observatory (LCO) standards from Persson et al. (1998) . Therefore our photometric zero points are also based on the LCO standards. Because our data are taken with the same instrument (i.e., IRSF/SIRIUS) as was used to collect data to make the IRSFMCPSC, we assume a simple linear equation between the instrumental and calibrated magnitude,
where λ denotes the J, H and Ks filters. Conversion to other systems such as the 2MASS system are given elsewhere (e.g., Kato et al. 2007 ). The conversion offset in equation 1 is determined for each image by taking the difference between the instrumental magnitude and the catalogue magnitude from the IRSFMCPSC. In this process, sources detected well away from the detector edges and correlated catalogue sources with 2MASS quality flag A are used. Then we take a weighted average of the difference and used it as the conversion offset. The weighting factors are the inverse square of the total errors, calculated by combining the catalogue-and instrumental magnitude errors. Outliers are rejected by an iterative 2-σ clipping algorithm from the weighted average. Typically more than a hundred sources are used to calculate the final offset value. The standard error of the offset is important in determining the final photometric accuracy in individual fields of view. The standard error of the offset in each field is found to be typically 0.001 to 0.002 mag for all wavebands, which should be considered to be the systematic error of the photometry. We apply the individual offset value and its corresponding standard error for each field of view to calibrate the in- strumental magnitudes. Hereafter we call these magnitudes "calibrated magnitudes".
Evaluation of photometry using sources in overlapping fields
We mosaiced the 1 • ×1
• area in the central part of the SMC with 81 fields of view. Each field (7.7 ×7.7 ) overlaps at its edges with adjacent fields by about 0.7 arcmin. Sources falling in these overlap regions have multiple photometric measurements that should be consistent as long as the sources are not variable. We evaluate our photometry of the reference data by checking the consistency of calibrated magnitudes extracted from each of these measurements on photometric reference images.
The distribution of photometric differences for all high signal-to-noise (S/N > 20) sources common to adjacent pairs is shown in Fig. 2 . We fit a Gaussian profile to estimate the mean difference and its standard deviation. They are, −0.00±0.06, −0.00±0.06, and −0.01±0.06 mag in J, H and Ks, respectively. These results suggest that our photometric calibration is good and uniform across the survey field. The dispersions seen in the figure arises mainly from photometric random errors and internal dispersions in the IRSFMCPSC, which is about 0.04 mag (Kato et al. 2007 ).
Completeness of point source detections
In order to estimate the detection completeness of our source extraction we use an artificial star technique. We add 900 artificial point sources (i.e., stars) at a given magnitude to the photometric reference images. The extra stars are distributed on a 30×30 grid with a spacing of 30 pixels. The sources are extracted from the new artificial image in the same way as is described in Section 3.2. The list of input artificial stars is then cross-identified with the list of detected stars to examine how many artificial stars are successfully extracted. These processes are repeated by varying the input source magnitude in steps of 0.02 mag. We define the The colours of the lines correspond to different filter bands, blue for J, green for H, and red for Ks, respectively. "90 percent completeness limit" as the magnitude at which 90 percent of the added artificial stars are recovered.
To estimate the effect of source number density on the completeness analyses, three 7.7 ×7.7 areas in the SMC are selected as test fields. Fig. 3 is the star density map (number of stars detected in the H band in 1 arcmin 2 bins) of the observed 1
• ×1
• area with the three test fields indicated. One is the most crowded field (0050-7310G, ∼ 96 stars/arcmin 2 in H), another is moderately populated (0055-7310H, ∼ 70 stars/arcmin 2 in H) and the last one is sparsely populated (0051-7230H, ∼ 55 stars/arcmin 2 in H). The results of the analyses are summarized in Table 2 and in Fig. 4 . These indicate that the 90 percent completeness limits are deeper in the underpopulated fields of view and that they can differ up to about 0.50, 0.44, and 0.30 mag for J, H and Ks, respectively, between the sparsely and densely crowded extremes. 
Detection limits
The distributions of photometric error 2 versus calibrated magnitude for the all sources detected in the photometric reference images are shown in Fig. 5 . It is clear that the brightest sources are affected by deviations from the linear response of the SIRIUS detectors. The deviation becomes larger than 2 per cent for sources brighter than J = 9.6, H = 9.6, and Ks = 9.0 mag, respectively (hereafter referred as "saturation limits"). Certainly, these values depend on the observational conditions, such as seeing size and sky background brightness. Any sources brighter than these limits are not included in the catalogues published with this paper, and are excluded from the following discussions. Fig. 5 also illustrates the typical photometric errors of our survey as a function of source luminosity.
We also define the 10% detection limit as the magnitude at which the photometric errors of the sources exceeds 0.109 mag. The 10% detection limits are calculated for the aforementioned three different population density fields, and are summarized in the Table 2 . The results indicate that the 10% detection limits depend on the source density.
Detection of variable source candidates

Image subtraction
We use the image subtraction package, ISIS.V2.2, to detect variable source candidates. The image subtraction method can find variable sources even in very crowded fields and its efficiency in detecting variables is evidenced by previous and ongoing surveys (e.g., OGLE and MOA). Details of the image subtraction technique are given in Alard & Lupton (1998) and Alard (2000) and only an outline of the technique is described here.
First, images are shifted and rotated to match the photometric reference image, which is also used as the positional reference. Basically, the image subtraction technique stands on the idea that two images (an image and a reference image) taken under different conditions (i.e., seeing and sky background) are related by the following equation:
which transforms the PSF with smaller full-width at half maximum of the reference image R to the PSF of an image Ii, where i denotes the i-th observation, fi is the convolution function for i-th observation and bgi(x, y) is the differential sky background between the two images. We assume that there are Nexp available exposures in all (i = 1, Nexp). After the convolution the differential image, Di(x, y), can be computed as:
Then in the ideal case all the pixels except those of variable sources should have values of zero in the differential image, Di(x, y). Finally a variance image is created by calculating the variance of each pixel over i in the differential images:
where
If a variable source is found at position (x, y) then the variance of the pixel should be large. In this way variable sources stand out and non-variables are invisible on the variance image. We consider candidate variable sources to be those stars that have signals 3-σ above the local background in the variance image. The positions of the variable source candidates are measured simultaneously. The number of variable source candidates is summarized in Table 4 .
Converting ADU to magnitude
The differential image technique calculates flux differences in Astronomical Data Units (ADU). Therefore it is necessary to convert ADU to calibrated magnitudes for practical use.
After we obtain the instrumental magnitudes and their corresponding ADU fluxes in the photometric reference image we can convert ADU light curves into calibrated magnitudes through the steps described below. First we define the following values:
: the flux at a given waveband λ of the j-th variable source candidate in the reference image in ADU.
• λ I 
where the conversion offset is derived as in Section 3.2 for each waveband and field of view.
Evaluating variability
Variability indices and false alarm probability
A key characteristic of our data is that they are taken simultaneously in the J, H and Ks bands. Such a multi-band simultaneous photometric data set is ideal for searching for variability through correlations between photometric fluctuations at different wavelengths (Welch & Stetson 1993; Stetson 1996) . This robust technique for evaluating stellar variability is further improved by Ferreira Lopes et al. (2015) and Ferreira Lopes & Cross (2016) to handle panchromatic flux correlations. They defined several statistical variability indices, but the main ones used in this work are the so-called Stetson index "JWS" and the Ferreira Lopes indices, "I 
where Npair is the number of simultaneous observation pairs in two different wavebands, λ1 and λ2, the λ δi is the normalized residual for a given waveband, λ, computed as
where λ mi and λ ei are the time-series photometric measurements and their corresponding errors for a given waveband, respectively, and λ µ is the weighted mean, λ mi. At first, a simple mean of λ mi is used for λ µ. Then a weighting factor, λ gi, which is defined in Stetson (1996) as
is calculated and λ µ is redetermined with those weights. The procedure is iterated until λ µ stabilizes. This helps to reduce the influence of any outliers in a set of measurements. Also, the correction factor, λ 1 ,λ 2 Γi, is given by
The Ferreira Lopes index, I
pfc (in our case, the combination type s is equal to 3), is calculated as
with λ 1 ,λ 2 ,λ 3 Λi defined as
The other Ferreira Lopes index, I
fi , is calculated as
which takes values from 0 to 1. Refer to the papers mentioned above for the original definitions of the variability indices. For purely random photometric errors, photometric fluctuations at different wavelengths should be uncorrelated, and their λ 1 ,λ 2 JWS or I
pfc should tend to zero in the limit of a large number of observations. The I (3) fi index provides a measure of signal correlation strength, with 1 being the perfect correlation over all wavebands observed. For our data, the number of pairs, Npair, is typically more than one hundred. A minimum condition of Npair > 10 is set for calculating these variability indices. Note that the number of pairs, Npair, is equal to or less than the number of available exposures, Nexp, because only data brighter than 19.0, 18.5, and 17.5 mag in the J, H and Ks bands, respectively, are used. These limits roughly correspond to the brightnesses where their typical photometric errors exceed 0.3 mag (see Fig. 5 ). Hereafter these limits are referred to as "faint limits". Also, to minimize adverse effects from possible spikes in the data, up to five extreme outlier data points are identified by a 2 sigma-clipping algorithm. These possible spikes as well as data points fainter than the faint limit are ignored in the process of calculating the above indices. Figure 6 . The standard deviation of λ N det magnitudes is plotted against the mean magnitudes for all stars detected regardless of variability. Only stars with λ N det > 0.5 λ Nexp are shown. The solid lines connect the median standard deviations at a given mean magnitude calculated for every 0.1 mag interval with a width of ±0.2 mag. The dashed lines are the fits to the points of a function of the form λ SD(X) = λ a + λ b exp λ c λ X , where λ X is the mean magnitude; these define the limits separating variable from non-variable sources. See text for details. During the calculation of the variability indices, we also computed the false alarm probability, FAP (how often a certain signal is observed just by chance), by using so-called Monte Carlo or bootstrap simulations. At first the timeseries data are randomly shuffled keeping the times of observations fixed. Then the variability index of the randomly shuffled data is calculated in the same manner as before. The data are randomly reshuffled and the process is repeated. This procedure is repeated 10,000 times (= N total ) and the number of times the absolute value of the calculated index exceeds the original one (= N chance ) is recorded. Then we calculate the FAP as FAP = N chance /N total .
Standard deviation of observed magnitudes
Standard deviations of observed magnitudes are also calculated for each candidate. Again, to minimize adverse effects from possible spikes in the data, up to five extreme outlier data points are identified by a 2-sigma clipping algorithm and are ignored. Here we define λ N det to denote the number of detections that passed the screening and are also brighter than the faint limit over λ Nexp available exposures in a given waveband, λ.
λ N det can be equal to or less than λ Nexp, and can be different for each source. Note again that the possible spikes and data points fainter than the faint limit are rejected only for the purpose of calculating the standard deviation, and are present in the published time-series data. Then we calculated the standard deviations of λ N det magnitudes for sources with λ N det > 0.5 λ Nexp regardless of variability. The calculated standard deviations are plotted against the corresponding mean magnitudes in Fig. 6 . Not surprisingly, the standard deviation tends to become large as luminosity decreases. Obviously, large amplitude variables such as Mira-like variables blur the trend, but the majority of the sources plotted in the figure are not variable and we assume that the standard deviations arise mainly from photometric errors.
To formulate the trend we first calculated the median of the standard deviations, λ SD( λ X), for every 0.1 mag interval with a width of ±0.2 mag. Then, an exponential curve of the form:
was fitted by the least squares method, where λ a, λ b, and λ c are free parameters, and λ X is the mean magnitude at which the corresponding λ SD( λ X) was calculated. We imposed a constraint that the standard deviation be a monotonically increasing function of mean magnitude, ie,
) otherwise. The resultant fitted curves are shown by thick lines in Fig. 6 . The best-fitting parameter values are tabulated in Table 3 together with the corresponding χ 2 values. The derived formulae define thresholds to separate real variables from non-variable sources, and are also used for identifying variable sources.
Identifying variable sources
Following the procedure described in section 3.3, we found more than 6 0000 candidates in the survey field. We take the following steps to reject false variability candidates. In the following, let λ µ j and λ sd j denote the mean and the standard deviation, respectively, of the λ m j i in Equation 6 calculated with data brighter than the faint limit and that passed the up-to-five extreme outliers rejection procedure described above.
Rejecting foreground stars with relatively high proper motion
We have been monitoring the survey area for more than a decade. Therefore, for some foreground stars in the survey area, the apparent positional changes over this period can become large enough to detect. Such a relatively high proper motion (HPM) star can be misclassified as a variable star in our method of finding variables and should be rejected. We cross-matched the variable source candidates with the second data release (DR2) of Gaia catalogue (GAIA DR2, Gaia Collaboration, Brown, A.G.A., Vallenari, A., et al. 2018; Lindegren et al. 2018 ) with a tolerance radius of 1.0 arcsec and reject sources with total proper motion ( µ 2 α cos 2 δ + µ 2 δ ) larger than 22.5 mas/year. The threshold value of 22.5 mas/year was chosen to reject stars that would have moved more than half a pixel 3 in 10 years. We further cross-matched the variable source candidates with the OGLE catalog of high proper motion stars towards the Magellanic Clouds (Soszyński et al. 2002 and Poleski et al. 2011 ) with a tolerance radius of 1.0 arcsec and removed ones with cross-identifications. We checked the light curves of all matched HPM star candidates. Most of them have distinctive light curves of false variables (e.g., linearly increasing or decreasing light curve), and none of the rest have meaningful light curves. In these screening processes 698 sources were rejected. Further investigation of the individual light curves revealed another 47 stars with linearly changing light curves. These all have Gaia proper motions >4 mas/yr and parallaxes >0.3 mas, and have been removed from our catalogue of variables. 
Candidates with 3-band detections
The upper and lower panels of Fig. 7 show the Ferreira Lopes variability index, I 
pfc , respectively. Cutoff values, above which a variable source candidate is considered to be real were estimated by visually examining the light curves as a function of indices while taking into account the FAP. By definition, candidates with large negative I (s) pfc values could also be real variables. However, experiments showed that they are likely to be false alarms, probably resulting from systematic photometric errors in a given waveband while photometry of the other two wavebands correlates. Therefore we restrict ourselves to stars with positive index values. The resultant cutoff values are indicated by solid lines in the figures.
Candidates with 2-band detections
For variable candidates with 2-band detections, we use the λ 1 ,λ 2 JWS and λ sd indices for evaluating variability. A variable source candidate is recognized as a real variable if both of the following conditions are satisfied: Fig. 8 shows the distribution of the λ 1 ,λ 2 JWS index. The meaning of the marks and lines is the same as in Fig. 7 . As is the case with the I (3) pfc index, candidates with large negative λ 1 ,λ 2 JWS values could also be real variables. Again, however, experiments showed that they are likely to be false alarms. Therefore we restrict ourselves to deal with stars with positive index values. Cutoff values were estimated in the same way as for candidates with 3-band detections.
Candidates with 1-band detections
For candidates with 1-band detection, first we selected those with λ sd ≥ 3.0 × λ SD( λ µ) and checked all their light curves by eye. 
Summary and comments on variable source identification
Although more than 99% of the selected variable sources were detected in more than one waveband, the rest were detected in only one of the three wavebands. Source spectrum, saturation, detector glitches, and so on, are the likely reasons for that. Table 4 shows a breakdown list of the number of variable sources selected by the screening processes described above. Hereafter we refer to these selected variables as "variable sources". It should be noted that these sources might include unresolved variable galaxies and QSOs. Despite our efforts to reject non-physical variable sources, some might have slipped through the screening processes. The main remaining concern is the foreground high proper motion stars without data in the GAIA DR2 catalogue. In our experiments, they have similar light curves, characterised by a steady decline in brightness throughout the period of the survey. In a paper dealing with difference image photometry in the context of gravitational microlens- ing, Albrow et al. (2009) perform a series of experiments that show the effect of measuring a star in the difference image at the wrong coordinates. The effect can be a decrease of about 20% in apparent brightness for a shift of about 20% of the FWHM of the images. The declining light curves might then be explained as due to a misplacing of the photometric aperture when measuring the difference images. Any variable sources with steadily declining light curves should be handled with care.
We also notice that there is often a large spread in magnitude in all filters in the data from the later seasons, espe- cially red after the 2013 season. Again, the work by Albrow et al. (2009) may be relevant here, in that they showed the error for an off-centre measurement depends on the ratio of the distance off-centre to the FWHM. Also, a deterioration in sensitivity of the SIRIUS camera has been reported (Nakajima, private communication), such that the detection limits in all filters became shallower by about 1 mag over the years since the first season in 2000. The cause of the deterioration is not known. This may also contribute to the spread.
CATALOGUE DESCRIPTIONS
Along with this paper we publish a photometric point source catalogue for the 1 • ×1
• survey area and also a variable source catalogue with time-series data. This section describes the features of the catalogues and how they are constructed.
Photometric point source catalogue
When we constructed photometric reference images for each field of view we combined the 10 best-seeing (typically 1 arcsec) images. The 10 images were chosen randomly in time so the photometric results from their combined image will be time-averaged (more specifically, median filtered) over the 10 epochs; these may be useful for certain types of research. In addition to this feature, each of the 10 best-seeing images comprises ten 5 s exposure images where bright sources will not be saturated. This is an advantage over the Kato et al. (2007) catalogue where the photometry is saturated for sources brighter than about 11 mag. Note also that our photometry has a S/N comparable to or a bit better than theirs, because of the longer total exposure times (300 s for the Kato et al. (2007) catalogue and 500 s for ours). For these reasons we publish the photometric point source catalogue along with the variable source catalogue.
First we simply compiled the photometric results for each field of view. In total 348 129, 321 440, and 279 900 sources are detected in J, H and Ks, respectively. In this process, sources within a radius of 10 from the four very bright stars, namely HD5302, CM Tuc, HD5688, and HD6172 were manually deleted because they were heavily affected by the bright haloes of these stars. These simple source lists for each waveband are contaminated by multiplydetected sources that fall in overlapping areas between adja-cent fields. We removed such sources based on their spatial proximity (|∆r| < 1.0 ). We adopted the result with the better S/N and discarded the others. This procedure leaves 314 689, 289 264, and 252 140 sources in J, H and Ks, respectively. Further elimination of saturated sources leaves 314 685, 289 239, and 252 118 sources in J, H and Ks, respectively. Then the J and H duplication-and saturationfree point source lists were merged using a positional tolerance of |∆r| < 1.0 . For the matched sources, coordinates were recalculated by taking an average of the coordinates from each band. In the rare cases when more than one source is present within the tolerance radius the closest one was always adopted and the others were listed as solitary sources. The J and H band merged list was further merged with the Ks duplication-and saturation-free point source list in the same way to make a final J, H and Ks band merged photometric point source catalogue. Note that the foreground stars rejected from the variable star catalogue (see section 3.4.3.1) are present in the point source catalogue. Table 5 shows the first five records that contain meaningful data for all the three wavebands extracted from the photometric point source catalogue as an example. The catalogue is in increasing order of Right Ascension. The full version of the catalogue is available on the MNRAS server. The first two columns show the coordinates referenced to the 2MASS positions. The following columns list the calibrated magnitudes with their errors and standard error of the calibration offset, and flags for multiple detection and proximity in J, H and Ks, respectively. The calibrated magnitudes have not been corrected for interstellar extinction. The multiple detection flag is set to 1 if the source is detected in more than 1 field of view, and 0 otherwise. The proximity flag is set to 1 if there are nearby sources within a radius of 3 arcsec.
The columns of the point source catalogue
In the left panel of Fig. 9 we show a colour-magnitude diagram of all sources detected in our survey of the SMC. The lower and upper dashed lines indicate the 90% completeness limit of the moderately populated region (see Table 2) and the saturation limit, respectively. The numbers of stars in bins of area 0.025×0.025 mag 2 were computed and the fiducial colour was applied according to the number density of stars in each bin (see the annotated colour wedge). Because of the limiting magnitude and saturation effects, the lower right area and the upper part of the colour-magnitude diagram are sparsely populated. Note that photometry for the red giants with moderate dust extinction is complete. However, care must be taken for stars with high mass-loss rates whose fluxes are significantly attenuated due to circumstellar extinction.
Variable source catalogue
A total of 60 961 variable source candidates were detected. Among them, 1 063 sources passed the verification process described in the previous section and were identified as real variable sources (See Table 4 ). The variable source catalogue lists the coordinates of the variables, the variability indices, the number of available exposures for each variable, and other relevant information.
The columns of the variable source catalogue
The last five records of the variable source catalogue are shown in Table 6. The table has Columns 13-15 : Calibrated magnitude, its error and error in the conversion offset. These are the same as the ones in the photometric catalogue. The calibrated magnitude has not been corrected for interstellar extinction. If unavailable, "99.999" is given. Column 16 : Proximity flag. If another photometric reference star was present within 3 arcsec of the corresponding position given in Columns 10-11, the flag is set to 1. Otherwise it is set to 0. This is identical to the mp flag in the point source catalogue Column 17 : Name of the time-series data file. The name denotes the "mean coordinate" of the variable source given in Columns 1-2. If unavailable, "-" is given. Column 18 : Number of available exposures, Nexp, for the variable source. If unavailable, "0" is given. Columns 11 to 18 are then repeated for each of the H and Ks bands.
Time-series data
The multi-epoch photometric data (time-series data) of variable sources are also published with this paper. Each variable source has at least one time-series data file for the corresponding waveband in which it is detected. The file name of the time-series data indicates the coordinates and waveband, e.g., "14.278202−72.827084.H.dat". If the source is detected in more than one waveband, the designated coordinate is the mean of the coordinates determined independently for each waveband. The time-series data file contains the information described below.
The columns of the time-series data catalogue
An example of the time-series data is shown in Table 7 . The data file consists of 5 columns as follows: Column 1 : Heliocentric Julian day. Column 2 : Calibrated time-series magnitude. It has not been corrected for interstellar extinction. A value of 99.999 is given for the poor measurement. Column 3 : Error of the time-series magnitude calculated by the differential image analysis, i.e., error in the first term Table 5 . The first five records that contain meaningful data for all the three wavebands extracted from the photometric point source catalogue. The coordinates are followed by, for each waveband, successive columns listing the calibrated magnitude λ m, the error in the calibrated magnitude λ e, the error in the calibration offset λ ec, and flags for multiple detection λ fm and proximity λ fp. The catalogue is in increasing order of Right Ascension. The full version of the catalogue is available on the MNRAS server. 
pfc and I
fi , the Stetson variability indices λ 1 ,λ 2 J WS , the position on the photometric reference image, the calibrated magnitude λ m and its error λ e, the error in the calibration offset λ ec, the proximity flag, the name of the time-series data file, and the number of available exposures follows for the J, H, and Ks bands. The catalogue is in increasing order of Right Ascension. The full version of the catalogue is available on the MNRAS server. Note that the number of available exposures is not necessarily the same among the three wavebands. This is due to several reasons, but the main one is (infrequent) readout or reset failures in one or two detectors among the three SIR-IUS detectors. In these cases, the corresponding raw data are entirely left out. A value of 99.999 is given for column 2 (and 3) if the exposure data are available but the photometry is of poor quality.
USING THE CATALOGUES
The main objective of this paper is to introduce our survey and publish the data. Detailed discussion of each type of variable sources is beyond the scope of this paper but is in preparation. Here we just demonstrate the catalogue data.
Colour magnitude diagram of variable sources
In the right panel of Fig. 9 , we show the colour-magnitude diagram of variable sources that passed our evaluation processes. The size of the mark is in proportion to the standard deviation of the J-band time-series magnitude, such that the radius of the mark is equal to 1/10 of the standard deviation. It is obvious that the light variation phenomenon is ubiquitous in the colour-magnitude diagram. It is notable that almost 100% of the bright red giants are variable. Many of the luminous and blue sources are also found to be variable. Fig. 9 only scratches the surface of the available survey data. Many interesting types of variable source are detected and we believe that our data will be useful for a wide variety of research topics.
Sample light curves
As is clear from Fig. 9 , variable sources with a wide range of colours and luminosities are detected in this survey. Fig. 10 provides an illustration of our data for three Mira variables, together with J and Ks observations from VMC-DR4 for the same stars. VMC-DR4 covers a time period when we had rather few measurements. The overall agreement between these data-sets is good, but it would be worth making a detailed analysis of possible differences between the photometric systems before the combined data are used.
Comparison to the OGLE survey
The OGLE project provides huge datasets of variable sources towards the Magellanic Clouds and the data are readily accessible 4 . Soszyński et al. (2010) and Soszyński et al. (2011) published catalogues of classical Cepheids and long period variables in the SMC. The OGLE survey detected 1 350 classical Cepheids, 95 Miras and 513 semiregular variables within the 1
• area in common with our survey. We queried the OGLE-III database to extract known variable sources satisfying the following positional criteria: 11.9806 ≤ RA [degree] ≤15.5166 and −73.3441 ≤ Decl.
[degree] ≤ −72.3215. Among them are 236 classical Cepheids, 94 Miras and 332 semi-regulars that are identified as variables in our survey. Obviously our survey missed very short period Cepheid variables that are faint at nearinfrared wavelengths. The sole missing Mira (OGLE-SMC-LPV-06978) is located at the very edge of our survey area. Some of the missing semi-regular variables are located just beyond the edge of our survey area, but most of the others were recognised as variable source candidates, but were eliminated by variability identification processes. It is likely that their amplitudes of light variation are small. Meanwhile there should be some infrared sources that are not detected 
