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Abstract— This paper presents an aggregation of 
simulated and designed radio frequency (RF) - based models 
for a wireless data acquisition system. The model consists of 
key units that were simulated with SIMULINK. We 
employed a path loss scenario based on the popular log-
normal model to investigate the relationship between signal 
power transmitted, distance between transmitter and 
receiver, and the bit error rate generated in the channel. The 
performance of the RF unit through additive White 
Gaussian Noise (AWGN) channel was examined by 
estimating the average Bit Error Rate (BER) for a certain 
carrier frequency. The effect of the multi-path fading in a 
lossy medium (applicable to the human gastro intestinal (GI) 
tract) was also considered. The receiver model was operating 
about 10-20cm from the transmitter whereby the power 
emanating from the transmitter antenna is essentially 
omnidirectional. Taking advantage of the 433MHz free 
band, Input power 1W, and Signal energy-noise power 
spectral density (Es/No) = 20dB corresponding to the linear 
region of the target transceiver. Finally a laboratory model 
was built in order to confirm the simulated results. 
 
Keywords—Gastro-Intestinal tract, Short Range Wireless 
(SRD), Omnidirectional Transmitter, Object tracking.  
I. INTRODUCTION 
Wireless communication is a viable and cost-effective 
method of transmitting data over long distances, through 
electrically noisy environments. A number of telemetry-
based medical systems have been developed for different 
implanted applications [1]. However, the costs of 
customized health care delivery have increased by up to 
400% in the last 5 years. Although some aspect of 
hospital or nursing home care can be delivered in the 
patient’s home, professional services such as clinical and 
medication monitoring are still required, and cannot be 
eliminated. Advances in wireless and Internet technology 
are developing rapidly. This has opened new 
opportunities for the health services to reconsider the 
traditional model of patient care [2]. In the next 25 years, 
the global population over the age of 65 will increase by 
88% [3]. The challenge here is to raise or at least maintain 
the present level of health care provision at an affordable 
cost. The fact that a new and increasing generation of 
researchers and manufacturers are now involved with 
works on wireless technology applications for medical 
devices have helped to improve the quality and hence 
reduce the overall costs of patient care. One of the areas 
in healthcare where wireless technology can be utilized is 
patient monitoring and tracking. The received signal 
strength indicator (RSSI) values from a radio transceiver 
have been successfully employed in surveying and in 
telecommunications to tracking moving objects [4]. This 
is also currently being extended into medical diagnostics 
apparatus. RSSI is a measure of the power received by a 
radio receiver from a radio transmitter and provides 
information as to the proximity of the transmitter. Indeed, 
RSSI is location dependent as it is affected by factors 
such as distance from the transmitter and attenuation due 
to medium of propagation and other barriers. Usually for 
RSSI based localization, the data being sent across from 
transmitter to receiver is unimportant. The significant 
information is the absolute values of the RSSI.  
 
II. SYSTEM OVERVIEW 
The prototype of a typical application for tracking an 
object or a capsule in medical diagnostic application is 
shown in Fig.1. Here, a capsule object is immersed in a 
fluid having the same permittivity and conductivity as 
those found inside the lower region of the gastrointestinal 
(GI) tract. It is subject to move freely inside the tube 
while transmitting radio signals at a regular interval. 
It is physically possible to model the conductivity and 
permittivity of the tissues of the organs present in the 
lower region of the human body [5] by altering the 
conductivity and permittivity of water using analytical-
grade NaCl and distilled water mixed at the ANSI 
recommended ratio of 1.8 g/l or 0.18% NaCl at 21°C [5]. 
To make adequate volume, 30.6g of salt were added to 17 
liters of distilled water (17 liters x 1.8 g/liter = 30.6 g). 
NaCl may be checked for moisture concentration by 
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Fig .1.Block diagram of RF diagnostic system 
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 putting it in the oven set at 200°C for 30 minutes. 
 
A. FSK Transmitter Model 
A simple Frequency Shift Keying (FSK) modulator is 
simulated and implemented using SIMULINK as shown 
in Figure.2. 
In this model, a uniform random number generator is 
employed to output a random bit stream of 0 and 1’s with 
a specific data rate. The input voltage of the Voltage 
Controlled Oscillator (VCO) is shifted either to ± 0.5 
instead of 0 or 1. This is implemented in order to get an 
equal frequency shift for both tones by multiplying this 
input value by the sensitivity of the VCO.  
The power amplifier (PA) is modeled as a non-linear unit 
since it exhibits a higher efficiency of 60% for some of 
the power efficient modulation techniques such as the 
FSK [6]. This follows from the fact that the FSK 
waveforms have no abrupt phase change and exhibit a 
constant envelope. Therefore the FSK signals can be 
amplified by means of nonlinear PA’s with no spectral re-
growth. 
 
B. Modeling Channel Propagation Effects 
One of the challenges in channel modelling is the 
translation of the detailed physical propagation into a 
form that is suitable for simulation.  
The SIMULINK is a powerful tool that has huge 
advantages in being able to build realistic mathematical 
models. In Fig.3, a propagation channel model for a 
single path FSK signal is shown, featuring Additive 
White Gaussian Noise (AWGN) and short distance (1cm 
– 10cm) path loss.  
The model’s transmission channel consists of the 
AWGN and the Free Space Path Loss blocks. The 
AWGN Channel block adds white Gaussian noise to a 
real or complex input signal. When the input signal is 
real, this block adds real Gaussian noise and produces a 
real output signal. When the input signal is complex, this 
block adds complex Gaussian noise and produces a 
complex output signal. This block inherits its sample time 
from the input signal. The signal inputs can only be of 
type single or double. The port data types are inherited 
from the signals that drive the block. 
The variance of the noise generated by the AWGN 
Channel block can be specified with Es/No, being the 
ratio of signal energy to noise power spectral density. The 
block calculates the variance from these quantities that 
was specified in the configuration dialog box: For real 
signal inputs, the AWGN Channel block relates Es/No 
and SNR according to the following equation: 
 
Es/No = 0.5 (Tsym/Tsamp).(SNR)            (1) 
where  
SNR is the ratio of signal power to noise power (this is 
tunable with input signal power) 
Es = Signal energy (Joules) 
No = Noise power spectral density (Watts/Hz) 
Tsym is the Symbol period parameter of the block in Es/No 
mode 
Tsamp is the inherited sample time of the block, in seconds. 
 
In case of indoor short-range wireless communications, 
propagation may be classified as line of sight (LOS) 
where the transmitter and receiver are visible to one 
another or obstructed (OBS), where objects in the channel 
block have a non visible propagation path [7]. The Free 
Space Path Loss block simulates the loss of signal power 
due to the distance between transmitter and receiver. The 
block reduces the amplitude of the input signal by an 
amount that is determined in either of two ways: 
(1) By the Distance (km) and Carrier frequency (MHz) 
parameters, if distance and frequency are specified in the 
Mode field or  
(2) By the loss (dB) parameter, if decibels is specified in 
the Mode field. The input to this block must be a complex 
signal. 
The most widely used signal propagation model is the 
log-normal shadowing model [8] which is generally 
modeled by: 
 
RSSI(d)= ]8[log10)(
0
100 ση Xd
ddPP LT +−−  (2) 
where, PT is the transmit power, PL(d0) is the path loss for 
a reference distance d0 (dB) at 1m distance (30dB) [9] and  
η is the path loss exponent and  
σX is a Gaussian random variable with zero mean and 
2σ   variance, that models the random variation of the 
RSSI value. d = distance between transmitter and 
receiver. 
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Fig .3.Model of transmission channel 
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The Differential Encoder/Decoder block encodes/decodes 
the binary input signal. The output is the logical 
difference between the present input and the previous 
input [10]. More specifically, the block's input and output 
are related by: 
m(t0) = d(t0) XOR initial condition parameter value -   
m(tk) = d(tk) XOR d(tk-1)  
where 
d is the differentially encoded input. 
m is the output message. 
tk is the kth time step. 
The input can be either a scalar or a vector. This block 
processes each vector element independently. 
 
C. Modeling the RF Receivers 
The block diagram of the received signal strength 
indication (RSSI) based receiver model is as shown in 
Fig. 4. The receivers are capable of reading the level of 
the signal traveling through the transmission channel on 
to the receivers where the received signals are converted 
to voltage by the model integrators. Of course, to be 
useful, the converted voltages need to be translated to 
position  
information at a regular time interval. However, this 
functionality is outside the scope of this paper. 
 
C1 Receiver Input model 
The Bernoulli Binary Generator block generates random 
binary numbers using a Bernoulli distribution. The 
Bernoulli distribution with parameter p produces zeroes 
with probability p and ones with probability 1-p. The 
Bernoulli distribution has mean value 1-p and variance 
p(1-p). The Probability of a zero parameter specifies p, 
and can be any real number between zero and one. 
The output signal can be a frame-based matrix, a sample-
based row or column vector, or a sample-based one-
dimensional array. These attributes are controlled by the 
Frame-based outputs, Samples per frame, and Interpret 
vector parameters as 1-D parameters.  
Random values from the Bernoulli generator are 
increased or decreased at various times during 
transmission by using the uniform random generator 
block. The digital signal inputs (bits) into the Gaussian 
minimum shift keying method (MSK) modulator block 
are first subject to software alteration inside the dBm-
mVolt converter.  
The resulting 1-D parameter streams are subject to 
modulation and demodulation at the GMSK blocks. The 
GMSK Modulator Baseband block modulates using the 
Gaussian minimum shift keying method. The output is a 
baseband representation of the modulated signal. The 
input into a GMSK can be either a scalar or a frame-based 
column vector. If the Input type parameter is set to 
Integer, then the block accepts values of 1 and -1. If the 
Input type parameter is set to Bit as in this case, then the 
block accepts values of 0 and 1. Likewise, if the Output 
type parameter is set to Integer, then the block produces 
values of 1 and -1. If the Output type parameter is set to 
Bit, then the block produces values of 0 and 1. 
 
C2 Receiver Output model 
The output subsystem is essentially an output taken from 
a Periodogram block. The Periodogram block computes a 
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Fig .4.Block diagram of RF system - simulink model 
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 nonparametric estimate of the spectrum. The block 
averages the squared magnitude of the FFT computed 
over windowed sections of the input and normalizes the 
spectral average by the square of the sum of the window 
samples. The Window type, Stopband ripple, Beta, and 
Window sampling parameters all apply to the 
specification of the window function. Outputs from the 
periodogram block are subject to the ‘generatedB’ matlab 
function to convert the input to a dB representation using 
standard methods i.e.:  
dB = 20*log10(uo/ui)             (3) 
where uo/ui = the ratio of output to input Power. 
 
III. SIMULATION RESULTS 
The following graphs show the results obtained from our 
Matlab/Simulink simulation of the modular systems, 
incorporating various path attenuation parameters, 
modeled by simulating the electrical characteristics of the 
lower region of the abdomen as shown in section II. Noise 
inputs are added with the AGWN module. 
 
A BER-Es/No (Bit error rate vs. the ratio of signal 
energy to noise power spectral density) 
A voltage representation of the input - to - output 
model is also generated by a separate matlab function as 
shown in Fig. 4, consisting of all the intermediate blocks 
to transform the input analog signals to voltage and or 
power-related information (dB). 
 
B  Output (RSSI) – Output (dB) at selected BER 
The bit error rate (BER) parameter is used to assess the 
performance of the transceiver. 
The Error Rate calculation block compares input data 
from the transmitter with input data from the receiver. It 
calculates the error rate as a  running statistic, by  
dividing with  the  total number of unequal pairs of data 
elements by the total number of input data elements from 
one source. This block can be used to compute either 
symbol or bit error rate (BER), because it does not 
consider the magnitude of the difference between input 
data elements. We have used Error Rate calculation block 
to compute the BER in our model since the inputs are 
bits. If the inputs are symbols, then it computes the 
symbol error rate (SER). The BER is used here to assess 
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Figure. 8a Antenna profile at 5dBm path loss 
 
 
Figure. 8b Antenna profile at 9dBm path loss 
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 the sensitivity of the transceiver over the range of Es/No 
values subject to the optimum path loss configuration 
chosen for our model. The resulting graph of Fig. 6 and 
Fig. 7 shows the best region for optimum performance of 
the test/target transceiver. Also, this diagram indicates the 
region of optimum performance at the selected 
configuration. Figs. 8a and 8b shows the radiation pattern 
of our custom loop antenna indicating best regions for 
optimum RF distribution at an input power of -13dB at 
approximately 10cm and 15cm radius in free space. 
Values of RSSI voltages taken within these range can be 
used for tracking with a reasonable accuracy. 
 
IV. EXPERIMENTAL METHODS 
Fig. 9 show the overview of the test method employed 
in the entire process from data capture to data analysis. 
Using a cylindrical plastic container length 40cm, radius 
15cm to represent the geometrical volume of the abdomen 
and passing the transmitter along a known trajectory 
inside the cylinder (free space experiment), fixed position 
pods are situated on the outside of the cylinder and are 
connected via a 50 Ω  coaxial cable to the 
transceivers/microcontroller board where intermediate 
data are stored before uploading to the PC. Custom 
algorithm runs on the PC to produce the real-time position 
data. The pods are arranged on the cylinder/abdomen with 
the aid of receiver belts which are elastic and extendable.  
For in vivo test, the PC interface will be hung on the 
patient’s waist belt during data collection stages. It will 
connect to the PC via an RS232 connector in order to 
download stored data to the PC running algorithm to 
produce the real-time position information. 
 
A Sequence of Event Flow 
As shown in the flow diagram of Fig. 10, the whole 
process begins when the object transmits a radio signal, 
usually at 433MHz (the free Industrial, Scientific and 
Medical band in Europe). The externally placed receivers 
picks up the signal almost instantaneously and the PC 
interface circuit processes the input signals received at the 
receiver antennas one channel after the other. 
Consequently, the level of voltage or the receive signal 
strength at the receivers are a rough estimate of the 
proximity of the object (transmitter) relative to the 
receiver antennae.  
At some pre-set time interval, the microprocessor ( Cµ  ) 
enables the interface circuits to respond to incoming RF 
signals by sampling the input and converting the data to 
analog voltage corresponding to the intensity of the 
received RF signal at those times. These measurements 
are converted by the ADC to digital signals one channel 
after the other. The results of each conversion are stored 
in memory. These sequences of events are repeated for 
the period of test. Repeatability is achieved by 
programming the ADuC831 Cµ . In the GI tract, the most 
important time to take measurement is usually the transit 
times between the duodenum and the cecum which is 
 
 
Fig. 9 Model for Capsule tracking with RSSI output. 
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Figure 10 Flow chart of sequence of data events. 
TABLE I 
AVERAGE TRANSIT TIMES ALONG THE GI TRACT  
Feature Average Transit time (min) 
Oesophagus 2 
Stomach 36 – 65 
Small intestine 194 – 246 
Large intestine (Colon) 36 - 75 
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 usually between 8 hours to 24 hours [11] after ingestion. 
Although the total transit period can be lengthened by a 
delay in the colon to about 75 hours [12], depending on 
the state of health of the patient and also on the frequency 
of filling and emptying of the stomach. Table 1 shows the 
average transit times inside the GI tract. 
 
V. MATHEMATICAL ANALYSIS 
B Triangulation 
Triangulation [13] is usually employed to convert the 
measurements taken from the last section into position 
information. Triangulation is essentially the use of the 
properties of triangles to calculate distances. Originally, 
triangulation was used for surveying and civil engineering 
purposes, and later in mobile networks and also for 
finding the range of targets for artillery strikes. 
Given any two reference/access points (AP1, AP2) it is 
possible to calculate the distance from one reference point 
to an object with knowledge of the angles between both 
references and the object and also the distance between 
the access points. With this amount of information, 
distances from the object can be computed. These 
distances represent the radii of circles drawn from the 
receivers at the specific access points to the location of 
the object. As shown in Fig. 11, three of such circles 
intersecting will provide the true position of the object in 
2-D. If the distances from one access and the neighboring 
ones are known, it is possible to fully determine the 
resulting triangle and as such, the real-time location of the 
object. In our implementation however, we did not solve 
for object position based on the intersection of 3 circles, 
but we used the linear approximation techniques on the 
data received from RSSI conversion process to predict the 
position of the object and based on the initial prediction, 
the final position of the object can be computed. As 
discussed above, we employed the method of trilateration 
for the object position tracking. This approach facilitates 
the implementation of fully automated real-time position 
measurements by eliminating the need to measure angles. 
Therefore a reasonably accurate object positions can be 
computed by using initial approximate distances. And by 
employing a finite amount of iterative least squares 
procedures, the positioning problem can be solved by 
treating the unknown coordinates of the object R(x, y, z) 
as the point of intersection of several spheres, whose 
centres are the locations of the externally placed pods. 
The unknown coordinates of the object is denoted as x, y, 
z. (from any arbitrary reference origin (0, 0)). 
If the 3 coordinates x, y, z are considered, the objects 
exact distance ir
?
 (radii) is calculated from the 
approximate values and the coordinates of the pods (xi, yi, 
zi) as: 
 
222 )()()( iiii zzyyxxr −+−+−=
?
    (4) 
The determination of these unknown coordinates is the  
first main task. 
Of course, the known exact distances between the object 
and the pods, ri, are the radii of the individual spheres. 
The equation for any of these spheres is given by: 
2222 )()()( iiii zzyyxxr −+−+−=
?
     (5). 
The point of intersection of the surfaces of n of these 
spheres is obtained by letting i = 1, 2, 3,..n, and solving 
the resulting n non-linear equations simultaneously to 
eliminate two coordinates. This solution technique is 
quite involved because it produces a non-linear equation 
of high degree. Furthermore, since the equations are 
quadratic, many cases for sign changes would have to be 
considered. 
Linearizing the system of equations will reduce the 
degree, and convert the problem into one of finding the 
point of intersection of planes which is easier to 
manipulate. Therefore, by applying a linearizing 
technique [14] on equation (4) and subtracting xj, yj and zj, 
we have, assuming for now, that all radii are the same, 
equation (4) transformed to: 
 
(x – xj + xj - xi)2 + (y – yj + yj - yi)2 + (z – zj + zj - zi)2  =  ri2
                     (6) 
with ( i =  1,2,...j – 1, j + 1,...,n), using the jth constraint. 
So, by expanding equation (6), we get: 
((x – xj ) - (xi – xj))2 + ((y – yj ) - (yi – yj))2 + ((z – zj ) - (zi – 
zj))2  =  ri2, which after grouping terms together, yield: 
(x – xj )2 - 2((x – xj ) (xi – xj)) +  (xi – xj)2 + 
(y – yj )2 - 2((y – yj ) (yi – yj)) +  (yi – yj)2 + 
(z – zj )2 - 2((z – zj ) (zi – zj)) +  (zi – zj)2 = ri2 
Regrouping terms leads to:  
(x – xj)(xi – xj) + (y – yj)(yi – yj) + (z – zj)(zi – zj)       
 
=
2
1
[(x – xj)2 + (y – yj)2 + (z – zj)2  -  ri2  
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Figure 11  Object location in 2-D 
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 + (xi – xj)2 + (yi – yj)2 + (zi – zj)2]         
 (7) 
or 
=  
2
1
[rj2 – ri2 + d2ij]  = bij           
 (8) 
where   
dij = 
222 )()()( jijiji zzyyxx −+−+−   
 (9) 
is the distance between pods i and j. 
Since it does not matter which constraint is selected as a 
linearizing tool, arbitrarily select the first constraint (j 
=1). That is, select the first sensor. Since i = 2, 3,4 (n = 
4). This leads to a linear system of (n – 1) equations in 3 
unknowns. 
 
From equation (7) and (8), we can summarize the 
linearized equations as: 
(x – x1)(x2 – x1) + (y – y1) (y2 – y1) + (z – z1)(z2 – z1)  =   
2
1
[r12 – r22 + d221]  =  b21           (10) 
(x – x1)(x3 – x1) + (y – y1)(y3 – y1) + (z – z1)(z3 – z1)  =   
2
1
[r12 – r32 + d231]  =  b31           (11) 
(x – x1)(x4 – x1) + (y – y1)(y4 – y1) + (z – z1)(z4 – z1)  =  
2
1
[r12 – r42 + d241]  =  b41           (12) 
The above linear system of equations can easily be 
written in matrix form as: 
 
bxA
??
=                   (13) 
with 
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where b
?
is directly related to jr , ir  and the distance 
between pods i and j. The linear system of equation (13) 
has 3 equations with 3 unknowns. Therefore, theoretically 
only three pods are needed in order to determine the 
unique position of the object in 2D. 
 
VI DISCUSSION 
The result of the simulated segments of the radio 
frequency units shown in the previous sections confirms 
that a linear relationship exists between path loss and 
transmitted power at a certain BER. Within the range of 
experimental values, optimum values for the models were 
realized at BER between 20 and 30dB. It was also 
observed that the true output voltage obtained from the 
received signal strength (RSSI) terminals, follows a linear 
relationship with distance for optimum path loss.  
As observed in Fig. 8b the radiation pattern of our 
custom loop antenna at about 10cm is reasonably 
omnidirectional. This can be utilized for RSSI-based 
tracking purposes with reasonable accuracy. 
The receiver hardware had to be zeroed for the effect of 
noise inputs on the ADC channels. This approach was 
adopted in order to obtain noise-free results for position 
tracking. We observed a maximum voltage of 1.2V at dB 
levels of ≥  - 55. As shown in Figs 12a, 12b and the 
location error graph of Fig 13, the objects position 
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 measurements computed from the algorithm were within 
an average accuracy of about 25% when compared with 
the corresponding model estimates.  
The experimental system employs a 3 - receiver 
network to measure the RSSI signals emanating from the 
object. The receivers are at known distances from one 
another. As shown in Fig. 11, the position of the object at 
any time tn is the point of intersection of all loci of circles 
formed from radii to the object from relevant APs [11]. 
Of course, if the length traveled prior to this position is 
known, then, the current accumulated length can be 
computed from the final stage of the tracking algorithm. 
Fig. 13 show the offset in position magnitude obtained as 
a result of inaccurate measurement, interference, 
equipment error, etc. 
 
VII CONCLUSION 
We observed that the receivers performed optimally when 
signal to noise ratio calculated with (Eb/No), i.e. the ratio 
of bit energy to noise power spectral density (Number of 
bits per symbol) lies within 20 – 30 dB at a channel 
distance of = 5cm, i.e. -1dB path loss and 1W input signal 
strength. Also  the near isotropic nature of the antennas 
radiation pattern supports the suitability of the setup for 
tracking purposes using RSSI signals. 
Although the range of results obtained conforms to 
hardware characterization to a reasonable extent, it is 
understandable that practical implementations will 
introduce some unforeseen variations in the final results 
due to the effects of noise, interference and hardware. 
This was not investigated in detail in this work since the 
requirement for stable, near omnidirectional radiation 
pattern has been achieved. 
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