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Resumo
No contexto das redes de sensores sem fios, que atualmente sa˜o um to´pico de bas-
tante destaque e alvo de investigac¸a˜o em diversos domı´nios, surge a necessidade de
programac¸a˜o dos seus dispositivos.
Os servic¸os web sa˜o utilizados para disponibilizar uma interface o mais homoge´nea
possı´vel das funcionalidades das redes de sensores. O middleware MuFFIN permite inclu-
sive a (re)programac¸a˜o remota do comportamento de redes de sensores atrave´s de servic¸os
web. No entanto, esta reprogramac¸a˜o esta´ dependente das caracterı´sticas do hardware ou
das linguagens de programac¸a˜o disponibilizadas pelos fabricantes.
De modo a generalizar esta funcionalidade, propomos uma extensa˜o ao middleware
para incluir a execuc¸a˜o de co´digo em substituic¸a˜o dos sensores, quando estes na˜o sa˜o re-
programa´veis. Como prova de conceito, neste projeto utilizamos o middleware MuFFIN
e a linguagem de programac¸a˜o de sensores Callas conjuntamente com a sua ma´quina
virtual. Adicionalmente estendemos o MuFFIN com um componente que permite a
comunicac¸a˜o entre duas redes de sensores sem que as mensagens trocadas extravasem
o middleware, com o objetivo de criar uma forma de comunicac¸a˜o entre redes de sensores
e atuadores, sem que esta tenha necessidade de passar pelas aplicac¸o˜es cliente.





In the context of wireless sensor networks, which are currently a topic of research in
various fields, there is the need to program their devices.
Web services are used to provide an homogeneous interface to sensor networks. The
MuFFIN middleware even supports the remote (re)programming of sensors via web ser-
vices. However, this (re)programming functionality dependents on the hardware charac-
teristics as well as on the programming languages manufacturers provide.
In order to generalize this functionality, we propose a middleware extension which
executes the code on behalf of sensor devices, in case they are not (re)programmable. As
a proof of concept we use the MuFFIN middleware and the sensor programming language
Callas together with its virtual machine.
Additionally, we extend the MuFFIN with a new component that supports the commu-
nication between two sensor networks. This way, messages can flow from one network
to another one without the intervention of the client application, reducing the number of
messages exchanged between sensor networks and client application.
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Neste capı´tulo sa˜o apresentados a motivac¸a˜o e os objetivos deste projeto. Apresentamos
tambe´m as contribuic¸o˜es que resultaram do nosso trabalho e a estrutura dos restantes
capı´tulos deste documento.
1.1 Motivac¸a˜o
Com os avanc¸os tecnolo´gicos nas a´reas da eletro´nica e da comunicac¸a˜o sem fios, surge o
conceito da Internet das Coisas, que e´ um paradigma que tem como objetivo disponibilizar
os elementos observados no mundo real e as suas representac¸o˜es no mundo digital.
Existem va´rias formas de recolher o estado dos elementos que sa˜o observados, pas-
sando por sistemas de co´digos de barras, sistemas de Radio Frequency Identification
(RFID), Near Field Communication (NFC) ou ate´ sistemas com maior poder computaci-
onal que permitem a integrac¸a˜o de componentes, como sistemas de navegac¸a˜o e diversos
sensores de monitorizac¸a˜o [6]. No campo destes dispositivos de monitorizac¸a˜o, as redes
de sensores teˆm especial interesse devido a`s suas capacidades de processamento e de troca
de informac¸a˜o.
Uma rede de sensores e´ formada por um conjunto de dispositivos interligados entre
si, tendo como objetivo efetuar a recolha de informac¸o˜es (por exemplo temperatura ou
humidade) do meio em que esta˜o instaladas. Dadas as suas capacidades, estes dispositi-
vos sa˜o bastante utilizados em diversas a´reas como seguranc¸a, defesa, gesta˜o de tra´fego,
automatizac¸a˜o de processos, entre outros. Na constituic¸a˜o destas redes existem dispositi-
vos com capacidades distintas. Por exemplo, alguns que enviam periodicamente valores,
outros que teˆm a capacidade de responder a pedidos e ainda outros que, por possuı´rem
uma maior capacidade de processamento, podem ser utilizados para computac¸o˜es mais
complexas. Um possı´vel modo de interligar estes dispositivos e´ atrave´s da utilizac¸a˜o de
uma rede sem fios (WSN - Wireless Sensor Network), como por exemplo por meio de
ZigBee [2].
Tendo em conta a grande variedade de dispositivos que existe no mercado (e.g., Ar-
1
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duino [3], Crossbow [11]), os servic¸os web teˆm sido utilizados de forma a disponibilizar
uma interface homoge´nea para acesso a` informac¸a˜o e a`s funcionalidades dos sensores.
Estes servic¸os web sa˜o disponibilizados nos pro´prios sensores ou em middleware [38].
O MuFFIN[34][35] e´ um exemplo deste tipo de middleware, o qual disponibiliza ainda
um servic¸o web para reprogramac¸a˜o remota de sensores, no caso destes suportarem esta
funcionalidade. A disponibilizac¸a˜o deste servic¸o esta´ dependente das capacidades dos
sensores ao nı´vel do hardware e do software.
De forma a generalizar a funcionalidade de reprogramac¸a˜o para todos os sensores,
propomos estender o middleware de modo a incluir a capacidade de executar co´digo em
vez dos sensores que na˜o sa˜o reprograma´veis. Neste projeto estendemos o middleware
MuFFIN com a ma´quina virtual do Callas, como prova de conceito. Esta integrac¸a˜o inclui
a resoluc¸a˜o dos desafios inerentes a` execuc¸a˜o de co´digo dos sensores pelo middleware,
nomeadamente as chamadas ao sistema operativo.
Adicionalmente, para permitir a comunicac¸a˜o entre redes de sensores, o middleware
tera´ um novo componente para encaminhar mensagens enviadas de uma rede origem
para outra de destino. Desta forma e´ possı´vel reduzir o nu´mero de mensagens para as
aplicac¸o˜es de alto nı´vel, descentralizando parte do processo de decisa˜o para o middleware
ou nas redes de sensores [20].
1.2 Objetivos
Os principais objetivos deste trabalho sa˜o criar um sistema que permita realizar a programa-
c¸a˜o de dispositivos com apenas uma linguagem e um outro sistema que permite a comunica-
c¸a˜o entre redes de sensores ao nı´vel do middleware.
Seguidamente sa˜o detalhados estes objetivos assim como os respetivos desafios e a
abordagem seguida para cada um deles.
1. Analisar as tecnologias utilizadas pelo MuFFUN: realizac¸a˜o de um estudo sobre
as tecnologias utilizadas pelo middleware e respectivas verso˜es.
Desafios:
• identificac¸a˜o das novas verso˜es das tecnologias.
• identificac¸a˜o de possı´veis problemas nas novas verso˜es.
• atualizac¸a˜o do MuFFIN de modo a incluir as verso˜es mais recentes das tecno-
logias.
Abordagem: realizar um estudo sobre as tecnologias usadas pelo MuFFIN, de
modo a averiguar as verso˜es das tecnologias utilizadas. Proceder a` migrac¸a˜o do
MuFFIN para estas novas verso˜es.
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2. Estender o middleware de modo a suportar a reprogramac¸a˜o de sensores inde-
pendentemente das suas capacidades: permite que o middleware execute co´digo
dos sensores em sua substituic¸a˜o. No proto´tipo desenvolvido, o MuFFIN foi esten-
dido de modo a executar co´digo escrito na linguagem Callas.
Desafios:
• desenvolvimento de um componente para embeber a ma´quina virtual do Cal-
las.
• integrac¸a˜o do componente desenvolvido com os restantes componentes do
MuFFIN.
• atualizac¸a˜o dos servic¸os existentes para interac¸a˜o com a ma´quina virtual.
Abordagem: desenvolver um novo componente para embeber a ma´quina virtual
de Callas. Este componente segue a arquitetura Open Services Gateway initia-
tive (OSGi) [1] utilizada pelos componentes do MuFFIN, permitindo uma melhor
integrac¸a˜o com o sistema.
3. Identificar os intervenientes e as propriedades das redes de sensores: reconhe-
cer a estrutura da rede e quais os dispositivos que a constituem.
Desafio:
• utilizac¸a˜o de uma norma que permite realizar a descric¸a˜o das redes de dispo-
sitivos ao nı´vel do middleware.
Abordagem: criar um mecanismo capaz de interpretar a norma SensorML [29],
permitindo ler o conteu´do dos ficheiros que descrevem a rede. Tambe´m e´ necessa´rio
alterar o servic¸o web de instalac¸a˜o de pontos de acesso (gateway) para cada rede, o
qual inclui a informac¸a˜o SensorML que descreve a rede com a qual o gateway vai
interagir.
4. Sistema de comunicac¸a˜o entre redes de sensores: permitir estabelecer a comuni-
cac¸a˜o entre redes independentes ao nı´vel do middleware.
Desafios:
• criac¸a˜o de um sistema para estabelecer a comunicac¸a˜o entre duas redes.
• inclusa˜o de um mecanismo para realizar a adaptac¸a˜o de protocolos utilizados
pelas redes.
• criac¸a˜o de uma forma de encaminhamento de mensagens de uma rede de ori-
gem para uma rede de destino.
Abordagem: desenvolver um mecanismo de comunicac¸a˜o que segue o paradigma
de publicac¸a˜o/subscric¸a˜o, onde e´ possı´vel estabelecer comunicac¸a˜o ponto a ponto
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entre duas redes. Criar um servic¸o web que permite a instalac¸a˜o de conversores
por parte dos clientes do middleware. Cada um destes elementos tem como func¸a˜o
realizar a adaptac¸a˜o das mensagens enviadas de uma rede para outra.
1.3 Contribuic¸o˜es
Do trabalho realizado, resultam as seguintes contribuic¸o˜es:
Atualizac¸a˜o das tecnologias utilizadas pelo MuFFIN: proporcionou melhoramentos
em alguns aspetos de seguranc¸a das tecnologias utilizadas, como e´ o caso dos mecanismos
de autenticac¸a˜o do ActiveMQ e resoluc¸a˜o de alguns erros existentes, como por exemplo
um problema associado a` ferramenta XML Beans, que anteriormente foi resolvido atrave´s
da substituic¸a˜o de ficheiros no nu´cleo do Fuse ESB, pra´tica altamente desaconselhada.
Reprogramac¸a˜o de dispositivos com apenas uma linguagem: possibilita a reprogra-
mac¸a˜o remota de redes de sensores com recurso a apenas uma linguagem, independente-
mente das suas capacidades. A soluc¸a˜o inclui o motor de execuc¸a˜o de uma linguagem ao
nı´vel do middleware para que este possa executar o co´digo destinado aos sensores.
Reprogramac¸a˜o de dispositivos com a linguagem Callas: como prova de conceito da
contribuic¸a˜o anterior, foi realizada uma extensa˜o ao middleware MuFFIN para incluir a
ma´quina virtual de Callas de forma a possibilitar a reprogramac¸a˜o remota de redes de
sensores com recurso a apenas esta linguagem. Assim, se os sensores suportarem esta
linguagem, o co´digo e´ instalado diretamente nestes; caso contra´rio, o co´digo dos sensores
e´ executado ao nı´vel do middleware.
Comunicac¸a˜o de redes de dispositivos ao nı´vel domiddleware: permite a comunicac¸a˜o
entre duas ou mais redes ao nı´vel do middleware, descentralizando parte do processo de
decisa˜o para o middleware ou para as redes de sensores, em vez de ficar centralizado nas
aplicac¸o˜es cliente.
1.4 Estrutura do documento
Este documento encontra-se organizado da seguinte forma: no Capı´tulo 2 sa˜o descritos
os conceitos das tecnologias utilizadas pelo MuFFIN, bem como o funcionamento e ar-
quitetura deste middleware. Neste capı´tulo e´ tambe´m descrito o trabalho relacionado, no-
meadamente sobre ma´quinas virtuais, middleware e simulac¸a˜o de sensores. O Capı´tulo 3
apresenta a forma de funcionamento do novo componente do MuFFIN, que permite a
Capı´tulo 1. Introduc¸a˜o 5
execuc¸a˜o de co´digo ao nı´vel do middleware. E´ tambe´m realizada uma descric¸a˜o da ar-
quitetura deste componente e dos seus detalhes de implementac¸a˜o. No Capı´tulo 4 des-
crevemos o novo componente que permite estabelecer a comunicac¸a˜o entre as redes de
sensores. Tal como no Capı´tulo 3, no Capı´tulo 4 sa˜o apresentados os detalhes da arqui-
tetura do componente, bem como os seus detalhes de implementac¸a˜o. No Capı´tulo 5 sa˜o
apresentados e discutidos os valores obtidos nos testes que foram realizados aos novos
componentes. Tambe´m e´ descrita uma experieˆncia para ilustrar um caso real de utilizac¸a˜o
do MuFFIN, que incide principalmente nas novas funcionalidades, de forma a permitir
uma melhor visa˜o do seu funcionamento. Por fim, no Capı´tulo 6 sa˜o apresentadas as




Este capı´tulo descreve os sistemas de middleware relacionados com o projeto, em par-
ticular o MuFFIN [34][35], que e´ o middleware utilizado neste trabalho como prova de
conceito das nossas propostas. Apresenta tambe´m projetos relacionados com a simulac¸a˜o
de sensores e sobre ma´quinas virtuais, para encontrar aspetos em comum e realizar um
enquadramento com o problema apresentado. Por fim, e´ abordado o tema da ma´quina
virtual de Callas [27], elemento agora integrado no MuFFIN.
2.1 Middleware
Esta secc¸a˜o descreve sistemas de middleware que possibilitam a interac¸a˜o com redes de
sensores.
• Choon-Sung Nam et al. [9] propo˜e um middleware com uma arquitetura orientada
a eventos (EDA, do ingleˆs Event Driven Architecture) que utiliza o paradigma de
publicac¸a˜o/subscric¸a˜o, possibilitando a`s aplicac¸o˜es cliente a subscric¸a˜o de to´picos
do seu interesse e que recebam notificac¸o˜es quando e´ publicada informac¸a˜o com
esses to´picos. Esta comunicac¸a˜o permite reduzir a quantidade de mensagens troca-
das, face aos sistemas de espera activa usados em cena´rios onde a comunicac¸a˜o
e´ sı´ncrona. A arquitectura apresentada esta´ limitada a um conjunto esta´tico de
to´picos, fazendo com que na˜o haja uma gesta˜o modular do sistema, nem o acesso
remoto atrave´s de servic¸os. O MuFFIN implementa uma arquitectura semelhante a`
apresentada, no entanto foram eliminadas as limitac¸o˜es relacionadas com a falta de
modularidade por meio de uma rede dinaˆmica de filtros que e´ construı´da ao longo
do tempo.
• Herve´ Paulino e Joa˜o Santos [31] criaram um middleware que permite a interac¸a˜o
entre redes de sensores e aplicac¸o˜es cliente atrave´s de servic¸os web. Para que os
utilizadores possam operar sobre os dados recebidos das redes, e´ apresentada a sin-
taxe de uma linguagem proposta que permite criar filtros sobre os dados recebidos.
7
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Nesta abordagem foram tidos em conta os padro˜es Sensor Web Enablement (SWE)
[30], embora estes na˜o tenham sido implementados, pois foram utilizadas soluc¸o˜es
que funcionam de forma semelhante. Para ale´m desta limitac¸a˜o, na˜o e´ possı´vel a
este sistema realizar a composic¸a˜o de filtros de dados.
• O SenseWeb [23] e´ um middleware que tem como objetivo disponibilizar servic¸os
web que permitem a va´rias aplicac¸o˜es obter informac¸a˜o de diferentes dispositivos
de uma forma uniforme. Esta soluc¸a˜o permite a interac¸a˜o com dispositivos fixos e
mo´veis por interme´dio de uma interface comum a todos os dispositivos (gateway).
Os dados recebidos das redes de dispositivos sa˜o armazenados numa base de dados.
Esta abordagem tem a limitac¸a˜o de na˜o serem usadas normas no armazenamento e
disponibilizac¸a˜o de informac¸a˜o, e tambe´m o facto de na˜o permitir a reprogramac¸a˜o
de dispositivos.
• O Middleware Framework For the Internet of thiNgs (MuFFIN) [34] [35] foi a
plataforma escolhida para a implementac¸a˜o das funcionalidades de execuc¸a˜o de
sensores e comunicac¸a˜o entre redes de sensores ao nı´vel do middleware, o qual se
encontra descrito na secc¸a˜o 2.2. Esta escolha deveu-se a este middleware ser uma
plataforma que segue as normas SWE e por ser capaz de a interagir e reprogramar
redes de sensores atrave´s da utilizac¸a˜o de servic¸os web.
2.2 MuFFIN
Nesta secc¸a˜o sa˜o apresentadas as tecnologias utilizadas na construc¸a˜o do MuFFIN, e
tambe´m sa˜o descritas as suas funcionalidades e arquitetura.
2.2.1 O MuFFIN
O MuFFIN e´ um middleware que permite que aplicac¸o˜es de alto nı´vel, comuniquem com
redes de sensores utilizando servic¸os web. O middleware segue as normas SWE da Open
Geospatial Consortium OGC, nomeadamente o Sensor Observasion Service (SOS), no
que diz respeito a` disponibilizac¸a˜o de informac¸a˜o para o utilizador, Observation and Me-
surements (O&M) para armazenamento dos dados vindos das redes [30], e o Web Service
Notification (WS-N) [22], para notificac¸a˜o dos clientes web
Um dos principais objetivos deste middleware e´ permitir a reprogramac¸a˜o de disposi-
tivos em tempo de execuc¸a˜o. O sistema segue o paradigma Arquitectura para Dispositivos
Orientados-a-Servic¸os (SODA, do ingleˆs Service Oriented Device Architecture) [12], for-
necendo as funcionalidades dos dispositivos por meio de servic¸os web. Deste modo, e´
disponibilizada uma interface bem definida de acesso ao hardware, independente da lin-
guagem de programac¸a˜o e da plataforma em que executam.
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Como muitos dispositivos na˜o permitem ser reprogramados remotamente ou em tempo
de execuc¸a˜o, o middleware possui uma funcionalidade que permite minimizar essa limita-
c¸a˜o. O MuFFIN oferece um servic¸o que permite instalar co´digo na rede de sensores caso
os dispositivos o suportem. Adicionalmente e´ possı´vel instalar mo´dulos ao nı´vel do mid-
dleware que operam como filtros ou agregadores de informac¸a˜o enviada pelas redes de
sensores. Ainda assim, estas caracterı´sticas na˜o tornam a utilizac¸a˜o do MuFFIN muito
uniforme, pois o utilizador necessita saber se a rede e´ reprograma´vel e quais as suas ca-
racterı´sticas para enviar o co´digo adequado a` rede. No caso do utilizador utilizar mo´dulos,
este tem de utilizar a linguagem Java para desenvolver os mo´dulos a serem instalados no
middleware.
O MuFFIN e´ uma aplicac¸a˜o modular baseada em arquitectura de software orientada-a-
servic¸os (SOA, do ingleˆs Service-Oriented Architecture)[36], constituı´da por sete compo-
nentes que sa˜o apresentados na secc¸a˜o seguinte. A gesta˜o e desacoplamento dos mo´dulos
e´ garantida e facilitada grac¸as a` arquitectura OSGi disponibilizada pelo Fuse ESB [33],
permitindo que sejam adicionados ou alterados mo´dulos no middleware em tempo de
execuc¸a˜o. Cada um dos mo´dulos tem disponı´vel uma interface de comunicac¸a˜o que os
restantes podem utilizar.
2.2.2 Arquitetura
A Figura 2.1, apresenta a arquitetura do MuFFIN e a forma como os seus componentes
comunicam.
Figura 2.1: Arquitetura do MuFFIN
Descric¸a˜o dos componentes do MuFFIN:
• WS-Gateway: apresenta as funcionalidades do middleware sobre a forma de servi-
c¸os web.
• Core: organiza os mo´dulos utilizados na implementac¸a˜o dos servic¸os web. Este
mo´dulo depende diretamente dos mo´dulos Subscriptions e DFN-Engine, pois e´ para
estes que o Core envia a informac¸a˜o dos pedidos feitos pelas aplicac¸o˜es cliente.
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• ThingsGateway: permite carregar pontos de acesso a redes de sensores de forma
dinaˆmica. Este componente interage com a camada WS-Gateway para receber os
pedidos de instalac¸a˜o de gateways e de co´digo a ser instalado nas redes de sensores.
• DFN-Engine: gere a rede de fluxo de dados que e´ utilizada para filtrar e agregar
os dados recebidos da rede de sensores. O DFN-Engine e´ tambe´m responsa´vel por
receber, instanciar e gerir os mo´dulos enviados pelas aplicac¸o˜es de alto nı´vel.
• SOS: Este elemento e´ responsa´vel por realizar o processamento de documentos
XML da norma SOS, como por exemplo documentos de inserc¸a˜o de observac¸o˜es
e leitura de observac¸o˜es. Este componente possui os interpretadores XML ne-
cessa´rios a` implementac¸a˜o da especificac¸a˜o SOS.
• Subscriptions: gere as subscric¸o˜es dos servic¸os web do MuFFIN realizadas pelos
clientes, ou seja, guarda os dados das publicac¸o˜es para que seja possı´vel notificar
os subscritores desses dados.
• DataAccess: disponibiliza os elementos de acesso a` camada de persisteˆncia do
MuFFIN.
2.2.3 Tecnologias utilizadas
A construc¸a˜o do MuFFIN esta´ assente num conjunto de mecanismos que disponibilizam
va´rias funcionalidades, como por exemplo, o acesso a` base de dados ou a criac¸a˜o de
documentos XML. Seguidamente sa˜o descritas as tecnologias com as quais foi necessa´rio
interagir durante o desenvolvimentos dos novos componentes.
• Apache Maven [15]: Facilita a gesta˜o de projetos e a agilizac¸a˜o dos processos de
desenvolvimento.
• Fuse ESB (Entreprise Service Bus) [33]: E´ a plataforma de integrac¸a˜o onde
foi feita a instalac¸a˜o do MuFFIN. Esta ferramenta e´ baseada no Apache Service-
Mix [16], implementando as funcionalidades da arquitetura OSGi [1]. O Fuse ESB
permite a integrac¸a˜o de va´rias ferramentas, como por exemplo o Maven que permite
a instalac¸a˜o e gesta˜o de mo´dulos a partir da consola do Fuse ESB.
• Apache ActiveMQ [13]: Esta tecnologia permite a comunicac¸a˜o entre componen-
tes de software, grac¸as a` implementac¸a˜o do JMS (Java Message Service). Dessa
forma, o ActiveMQ torna-se um intermedia´rio de comunicac¸a˜o entre componentes.
O MuFFIN utiliza este software na gesta˜o das filas de mensagens e dos to´picos de
interesse.
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• Apache XML Beans [17]: E´ uma ferramenta que permite transformar esquemas
XML em classes Java e realizar a produc¸a˜o de documentos XML a partir de uma
estrutura de objetos Java que representam o esquema XML correspondente. Dessa
forma, permite tratar o XML enviado pelos clientes e tambe´m criar as respetivas
respostas neste formato.
• Apache CXF [14]: Permite-nos realizar a construc¸a˜o de servic¸os web atrave´s da
utilizac¸a˜o de anotac¸o˜es nas classes que sa˜o apresentadas como sendo servic¸os.
• JBoss Hibernate [10]: Permite a criac¸a˜o das entidades responsa´veis pelo acesso a`
camada de persisteˆncia do MuFFIN. Esta componente implementa o Java Persis-
tence API (JPA), permitindo representar as entidades e as relac¸o˜es existentes por
meio de classes Java, tornando assim o acesso a` camada de persisteˆncia indepen-
dente do tipo de Sistema de Gesta˜o de Base de Dados (SGBD) utilizado.
• MySQL [28]: E´ o SGBD utilizado pelo MuFFIN na sua camada de persisteˆncia.
Como visto no ponto anterior este poderia ser um outro SGBG, pois, grac¸as ao
Hibernate existe uma transpareˆncia entre a camada de persisteˆncia e a camada de
nego´cio.
• SensorML [29]: A Sensor Model Language e´ uma linguagem para a modelac¸a˜o
de sistemas de sensores, que especifica modelos e esquemas em XML, com os
quais e´ possı´vel realizar a descric¸a˜o de redes de sensores e as capacidades dos
elementos da rede. O objetivo desta linguagem e´ uniformizar a especificac¸a˜o e
classificac¸a˜o dos dispositivos, tornando gene´rica a identificac¸a˜o e utilizac¸a˜o de cada
tipo de dispositivo.
2.3 Simulac¸a˜o de redes de sensores
Em [37] e´ apresentada uma abordagem de integrac¸a˜o de redes de sensores simuladas
com fluxos de trabalho. Para efeitos de simulac¸a˜o e´ utilizado o Visual Sense [7], sendo
possı´vel realizar execuc¸o˜es do sistema em que sa˜o utilizados dados simulados, facilitando
as experieˆncias com novos cena´rios.
Neste trabalho e´ tambe´m utilizada a linguagem Callas para a simulac¸a˜o de sensores,
o que nos permite identificar problemas gene´ricos de simulac¸a˜o de redes de sensores,
assim como de simulac¸o˜es de aplicac¸o˜es codificadas em Callas. Neste trabalho foi rea-
lizada uma integrac¸a˜o da ma´quina virtual com o Visual Sense surgindo a necessidade de
realizar alterac¸o˜es a` ma´quina virtual de Callas. Este trabalho permitiu conhecer melhor
a arquitetura da ma´quina virtual, ajudando a perceber como realizar a sua integrac¸a˜o no
MuFFIN.
Capı´tulo 2. Trabalho relacionado 12
2.4 Ma´quinas virtuais
Uma ma´quina virtual e´ um componente capaz de correr aplicac¸o˜es de forma mediada.
Para conseguir esta mediac¸a˜o, uma ma´quina virtual utiliza os recursos existentes na ma´qui-
na real utilizando te´cnicas que permitem correr as aplicac¸o˜es de uma forma isolada, sem
interferir na execuc¸a˜o do que se encontra na ma´quina real.
As ma´quinas virtuais podem ser classificadas em dois tipos: ma´quina virtuais de tipo
1 que sa˜o as instaladas e executadas diretamente sobre o hardware; e as de tipo 2 que sa˜o
instaladas e executadas sobre um sistema operativo, denominado de anfitria˜o (host) [26].
Seguidamente sera˜o apresentados alguns exemplos de ma´quinas virtuais existentes,
que se enquadram no conceito deste projeto.
• TakaTuka [4]: E´ uma Java Virtual Machine (JVM) capaz de executar em pequenos
sistemas embebidos e micro controladores com uma capacidade de memo´ria de
apenas 4kb. Esta ma´quina virtual tem a vantagem de tornar possı´vel a execuc¸a˜o de
co´digo Java em dispositivos com recursos bastante limitados.
• PyMite [19]: Ma´quina virtual de Python capaz de executar uma parte significativa
das instruc¸o˜es dessa linguagem em dispositivos sem sistema operativo e bastante
limitados a nı´vel de recursos.
• Nano VM [21]: E´ uma JVM para dispositivos que possuam processadores da
famı´lia AVR CPU [5]. Esta ma´quina virtual substitui o firmware original dos dis-
positivos, sendo executada diretamente sobre o hardware dos dispositivos. Devido
a`s limitac¸o˜es dos processadores, esta ma´quina virtual apenas e´ capaz de correr um
pequeno conjunto das instruc¸o˜es da JVM original.
• Squawk [32]: E´ uma JVM concebida para executar sem sistema operativo, tendo
sido testada nos dispositivos Sun SPOT[24]. Esta ma´quina virtual tem ainda capa-
cidade de correr va´rias aplicac¸o˜es em simultaˆneo.
• Mate´ [25] E´ um sistema de comunicac¸a˜o assente em uma ma´quina virtual desti-
nado a redes de sensores, permitindo tornar programas complexos em programas
pequenos com o objetivo de reduzir os custos energe´ticos associados a` transmissa˜o
dos programas. Esta ma´quina virtual e´ executada em TinyOS necessitando apenas
de 1kb de memo´ria RAM e 16kb de memo´ria para instruc¸o˜es.
• Darjeeling [8]: E´ uma ma´quina virtual baseada na JVM, capaz de excutar parte
das instruc¸o˜es da linguagem Java. De forma a ser mais eficiente foi concebida para
correr em micro-controladores com arquiteturas de 8 e 16 bits e com 2 a 10kb de
memo´ria RAM.
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Todas as ma´quinas virtuais anteriormente descritas sa˜o destinadas a dispositivos de
pequenas dimenso˜es, no entanto estas possuem algumas limitac¸o˜es. Umas porque esta˜o
dependentes da plataforma, como e´ o caso da Nano VM e Squawk, outras porque execu-
tam parte das instruc¸o˜es da linguagem utilizada, como a PyMite e Darjeeling, ou porque
esta˜o dependentes de um sistema operativo que e´ o caso da Mate´.
Na secc¸a˜o 2.5 e´ apresentada a linguagem Callas, a sua ma´quina virtual e as razo˜es que
nos levaram a optar pela sua escolha de utilizac¸a˜o neste projeto.
2.5 Callas
Nesta secc¸a˜o sa˜o apresentadas as caracterı´sticas da linguagem Callas e e´ feita uma descri-
c¸a˜o da arquitetura da ma´quina virtual de Callas.
2.5.1 A linguagem
A linguagem de programac¸a˜o de sensores Callas [27] tem como objetivo estabelecer uma
base para o desenvolvimento de linguagens de programac¸a˜o e sistemas em tempo de
execuc¸a˜o para redes WSN. Esta linguagem pode ser utilizada diretamente como lingua-
gem de programac¸a˜o de uma rede de sensores, ou servir de intermedia´rio com linguagens
de mais alto nı´vel.
E´ uma linguagem tipificada, permitindo que os programas sejam construı´dos segundo
tipificac¸a˜o correta, na˜o causando erros em tempo de execuc¸a˜o. Outra caracterı´stica desta
linguagem, e´ a possibilidade de reprogramac¸a˜o remota de sensores, permitindo corrigir
problemas ou realizar atualizac¸o˜es ao sistema, sem a necessidade de aceder fisicamente
aos dispositivos.
As redes de sensores assentes na linguagem Callas teˆm como particularidade o facto
de todos os dispositivos implementarem a mesma interface, embora possam assumir com-
portamentos diferentes dependendo da implementac¸a˜o das interfaces presentes nos dispo-
sitivos.
As aplicac¸o˜es desenvolvidas em Callas executam na ma´quina virtual de Callas (CVM),
descrita na Secc¸a˜o 2.5.2, a qual permite realizar uma abstrac¸a˜o relativamente ao hardware
dos dispositivos onde a ma´quina virtual esta´ instalada. Uma vez que na˜o e´ o intuito deste
projeto desenvolver aplicac¸o˜es em Callas na˜o iremos abordar questo˜es que dizem respeito
a` linguagem.
2.5.2 A ma´quina virtual
A arquitetura da CVM [37] e´ constituı´da por treˆs threads, como pode ser observado na
Figura 2.2. Uma thread que funciona como interpretador, outra responsa´vel por rece-
ber mensagens (co´digo bina´rio) e uma responsa´vel por enviar mensagens. A thread que
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funciona como interpretador pode ser vista como a thread principal, sendo constituı´da
por uma fila de entrada, outra de saı´da e um interpretador. Tem como principal objetivo
avaliar os programas/mensagens que esta˜o na fila de entrada e apo´s o processamento, co-
loca as respostas na fila de saı´da. As outras duas threads, servem de intermedia´rio entre a
ma´quina virtual e os dispositivos, sendo responsa´veis por adaptar as mensagens de acordo
com as mensagens de saı´da ou entrada. A linguagem Callas utiliza tambe´m uma instruc¸a˜o
(extern) que permite realizar chamadas ao sistema dos dispositivos.
A escolha da linguagem Callas e respetiva ma´quina virtual deveu-se ao facto desta lin-
guagem ter sido desenvolvida com o objetivo de ser utilizada na programac¸a˜o de redes
de sensores, e a sua ma´quina virtual tem a vantagem de na˜o depender de nenhuma plata-
forma ou sistema operativo, possibilitando uma melhor integrac¸a˜o com os sistemas onde
esta seja aplicada.
Figura 2.2: Arquitetura da ma´quina virtual de Callas
Neste capı´tulo foram apresentados alguns sistemas de middleware relacionados com
o projeto. Foram tambe´m apresentados projetos relacionados com a simulac¸a˜o de sen-
sores e sobre ma´quinas virtuais, permitindo realizar um enquadramento com o problema
apresentado. O capı´tulo apresenta ainda uma descric¸a˜o mais detalhada do middleware
MuFFIN, da linguagem Callas e da sua ma´quina virtual pois foram os elementos utiliza-
dos neste trabalho.
Nas secc¸o˜es seguintes iremos apresentar as novas funcionalidades de reprogramac¸a˜o
de dispositivos com recurso a uma u´nica linguagem e de comunicac¸a˜o de redes de sen-
sores ao nı´vel do middleware, sendo apresentado como prova de conceito o MuFFIN
estendido com estas novas funcionalidades.
Capı´tulo 3
Execuc¸a˜o virtual de redes de sensores
Neste capı´tulo e´ apresentado o conceito de execuc¸a˜o virtual de redes de sensores ao nı´vel
do middleware de forma a permitir a reprogramac¸a˜o de todo o tipo de dispositivos com
recurso a uma u´nica linguagem. O capı´tulo apresenta tambe´m a concretizac¸a˜o desta pro-
posta como um novo componente do MuFFIN, que foi desenvolvido com o objetivo de
permitir a reprogramac¸a˜o de todo o tipo de sensores.
3.1 Execuc¸a˜o virtual de redes de sensores ao nı´vel domid-
dleware
A disponibilizac¸a˜o para as aplicac¸o˜es da funcionalidade de (re)programac¸a˜o remota de
sensores depende das linguagens de programac¸a˜o disponibilizadas pelos fabricantes, do
software instalado nos sensores e das caracterı´sticas do hardware. Consequentemente,
nem todos os sensores sa˜o (re)programa´veis remotamente e, considerando os sensores que
apresentam esta funcionalidade, na˜o existe uma linguagem comum para os (re)programar.
De forma a disponibilizar a funcionalidade de (re)programac¸a˜o remota de sensores de
forma homoge´nea a`s aplicac¸o˜es propomos a extensa˜o do middleware de forma a executar
o co´digo em substituic¸a˜o dos sensores. Deste modo, o middleware tera´ de conhecer a
configurac¸a˜o da rede de sensores e simular a execuc¸a˜o do co´digo assim como a interacc¸a˜o
entre os sensores.
Na Figura 3.1 encontra-se ilustrada a ideia apresentada, em que existe uma rede na˜o re-
programa´vel que interage com o middleware. De forma a possibilitar a sua reprogramac¸a˜o,
o comportamento desta rede e´ executado ao nı´vel do middleware pelo componente de
Execuc¸a˜o de sensores, o qual recorre a` base de dados do middleware para obter valores
das observac¸o˜es dos sensores. Associados a esta ideia surgem os seguintes problemas:
1. Problema 1 (representac¸a˜o dos sensores): criar um mecanismo que permita criar
va´rios sensores virtuais, em que cada um mante´m o seu estado. O middleware tem
de conhecer as capacidades das redes de sensores e a sua configurac¸a˜o. Em particu-
lar, este tem de ter informac¸a˜o sobre os sensores de uma rede que teˆm capacidade
15
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Figura 3.1: Esquema conceptual do sistema de execuc¸a˜o de sensores
para executar co´digo de modo a determinar se este sera´ enviado para os sensores ou
se sera´ executado localmente, no middleware. A configurac¸a˜o da rede e´ necessa´ria
para se identificar o nu´mero de sensores a serem executados;
2. Problema 2 (simular as leituras dos sensores): dado que se tratam de sensores vir-
tuais, ha´ a necessidade de obter valores reais para representar as suas observac¸o˜es.
Cada sensor tem de ser capaz de obter valores reais e atuais, de forma a que o
processamento seja feito com dados va´lidos;
3. Problema 3 (simular a comunicac¸a˜o entre sensores): como se tratam de sensores
virtuais e´ necessa´rio simular a sua rede de comunicac¸a˜o, de maneira a que estes
possam trocar informac¸a˜o.
3.2 MuFFIN-CVM
Como prova de conceito da ideia apresentada em 3.1, utilizamos o middleware MuFFIN
e a linguagem de programac¸a˜o de sensores Callas juntamente com a sua ma´quina virtual.
O middleware MuFFIN ja´ inclui um servic¸o web de (re)programac¸a˜o remota de sen-
sores, estando a disponibilidade deste servic¸o dependente das caracterı´sticas dos sensores.
Em relac¸a˜o a` opc¸a˜o pela linguagem Callas, esta justifica-se quer pelas suas caracterı´sticas
apresentadas na secc¸a˜o 2.5, quer pelo facto de podermos utilizar a respetiva ma´quina
virtual para executar co´digo Callas, bastando adapta´-la para que possa executar-se no
contexto do MuFFIN.
A integrac¸a˜o da Ma´quina Virtual do Callas no MuFFIN tem como objetivo a disponibili-
zac¸a˜o do servic¸o web de (re)programac¸a˜o de sensores para todos os tipos de sensores
numa linguagem comum, neste caso, a linguagem Callas. Desta forma o servic¸o web
disponibilizado pelo MuFFIN torna transparente a`s aplicac¸o˜es o local onde e´ executado o
co´digo dos sensores.
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Nas secc¸o˜es seguintes detalhamos a forma como foi efectuada a integrac¸a˜o da ma´quina
virtual do Callas no Muffin.
3.2.1 Integrac¸a˜o da ma´quina virtual de Callas no MuFFIN
O MuFFIN permitia a reprogramac¸a˜o remota de sensores atrave´s de servic¸os web, para
redes de sensores que suportem essa funcionalidade. De forma a estender esta funciona-
lidade a todas as redes, integramos a CVM no MuFFIN (componente MuFFIN-CVM). A
Figura 3.2 apresenta a arquitetura deste novo componente.
Figura 3.2: Integrac¸a˜o do componente MuFFIN-CVM no middleware
A interacc¸a˜o com o MuFFIN-CVM e´ estabelecida por um gateway, atrave´s do qual
sa˜o executados os pedidos de reprogramac¸a˜o tal como acontece no caso das redes fı´sicas.
Esta decisa˜o foi tomada para garantir transpareˆncia para o utilizador, pois independen-
temente de ser uma rede real ou uma rede virtual, quando se pretende reprogramar uma
rede, e´ utilizado o mesmo servic¸o web, sendo abstraı´do o tipo de rede para o utilizador. As
Figuras 3.3 e 3.4 mostram o funcionamento do antigo e novo servic¸o de reprogramac¸a˜o,
respetivamente. Atrave´s delas e´ possı´vel observar que foi mantida a mesma interface.
Apenas houve a necessidade de criar uma forma de identificar qual o tipo do gateway, em-
bora isso seja transparente para o utilizador, pois foi concretizado no componente Things
Gateway.
A Figura 3.2 ilustra a forma como o componente MuFFIN-CVM se encontra integrado
no middleware e a respectiva arquitetura, obtida atrave´s da adaptac¸a˜o da ma´quina virtual
original descrita em 2.5.2. Seguidamente apresentamos as deciso˜es tomadas para resolver
os problemas identificados na secc¸a˜o 3.1:
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Figura 3.3: Antigo servic¸o web de reprogramac¸a˜o
Figura 3.4: Novo servic¸o web de reprogramac¸a˜o
Representac¸a˜o dos sensores: Optou-se por concentrar o conhecimento sobre as capa-
cidades e configurac¸a˜o das redes nos gateways, mantendo inalterados todos os restantes
componentes do MuFFIN. De facto, sa˜o os gateways que encapsulam as especificida-
des dos sensores permitindo a`s restantes componentes do MuFFIN abstraı´rem-se dessas
especificidades. Assim, quando e´ invocada a funcionalidade do ThingsGateway de en-
viar co´digo para os sensores, e´ determinado se os sensores teˆm a capacidade de executar
co´digo Callas, caso isso seja possı´vel o co´digo e´ enviado para os sensores, caso contra´rio
e´ enviado para a componente do MuFFIN que simula a sua execuc¸a˜o (a MuFFIN-CVM).
Neste caso e´ ainda necessa´rio informar a MuFFIN-CVM sobre o nu´mero de sensores cuja
execuc¸a˜o deve simular, sendo utilizado um documento que segue a norma SensorML, o
qual descreve os dispositivos constituintes da rede a ser simulada.
Simular as leituras dos sensores: na figura 3.2 e´ possı´vel observar que o novo com-
ponente tambe´m interage com o componente responsa´vel pela persisteˆncia dos dados.
Esta interac¸a˜o foi criada para que cada sensor virtual possa aceder ao valores lidos pela
rede real, pois como e´ executado co´digo no lugar dos sensores, e´ necessa´rio simular a
interac¸a˜o com o sistema operativo ou hardware, como e´ o caso das observac¸o˜es realiza-
das pelos sensores. Desta forma, cada sensor virtual acede a` base de dados do MuFFIN
de modo a obter o valor da observac¸a˜o mais recente. Quando um sensor virtual realiza
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um pedido a` base de dados, este tem de indicar qual e´ o seu identificador u´nico (por
exemplo, o enderec¸o MAC (Media Access Control)), de forma a que possa obter o va-
lor da observac¸a˜o mais recente feita pelo sensor real. No decorrer da execuc¸a˜o de cada
sensor, sempre que cada um tem a necessidade de enviar informac¸a˜o destinada aos seus
clientes, este envia-a para o gateway, sendo que a partir deste ponto a processamento da
informac¸a˜o no MuFFIN continua como se de uma rede normal se tratasse.
Simular a comunicac¸a˜o entre sensores: para estabelecer a comunicac¸a˜o entre os sen-
sores virtuais criamos um sistema onde todos os sensores virtuais escrevem e leˆem men-
sagens. Este mecanismo e´ responsa´vel por gerir as mensagens que circulam na ”rede”,
garantindo que os sensores na˜o leiam uma mensagem mais do que uma vez. No caso em
que ha´ um grande fluxo de mensagens, este mecanismo tambe´m e´ capaz de simular o caso
em que sa˜o perdidas mensagens.
Utilizando a Figura 3.2 como exemplo, quando e´ invocado o servic¸o web de reprogra-
mac¸a˜o e este pedido se destina a uma rede executada ao nı´vel do middleware, o co´digo
e´ enviado para o componente MuFFIN-CVM atrave´s do gateway 2. Juntamente com o
co´digo enviado para a MuFFIN-CVM, e´ tambe´m enviada a informac¸a˜o sobre o nu´mero
de sensores que fazem parte da rede, a qual foi obtida atrave´s dos dados segundo a norma
SensorML, enviados aquando da instalac¸a˜o do gateway. Ao ser recebida esta informac¸a˜o
na MuFFIN-CVM, sa˜o criados os sensores virtuais de acordo com os paraˆmetros envia-
dos.
3.2.2 Implementac¸a˜o
Para a construc¸a˜o do componente MuFFIN-CVM, criamos um componente seguindo a ar-
quitetura OSGi, para integrar com os componentes do MuFFIN que ja´ existiam. Este novo
componente possui uma interface, representada na Figura 3.5, que apenas disponibiliza
um me´todo, o qual permite realizar a execuc¸a˜o de co´digo.
public interface IMuffinCvm {
public void runCode(String binaryPath, AbstractThing gateway, List<String> sensors);
}
Figura 3.5: Interface do componente MuFFIN-CVM
Na secc¸a˜o anterior vimos que e´ usado um servic¸o web para reprogramac¸a˜o de sensores
independentemente das suas capacidades, de forma a tornar transparente a interac¸a˜o com
as redes de sensores. Para tal foram necessa´rias algumas alterac¸o˜es, essencialmente no
componente Things Gateway, pois e´ este o responsa´vel pela interac¸a˜o com os gateways.
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Desta forma, foi adicionado o mecanismo que permite verificar se um gateway se des-
tina a interagir com uma rede real ou com uma virtual, quando se realiza um pedido de
reprogramac¸a˜o. Com esta alterac¸a˜o e´ possı´vel ao utilizador reprogramar qualquer tipo de
rede com a mesma interface, na˜o havendo a necessidade de identificar se esta´ a lidar com
uma rede fı´sica ou virtual. Este mecanismo de verificar o tipo de gateway e´ conseguido
grac¸as a` informac¸a˜o que e´ passada quando se instala um gateway, pois e´ nesse momento
que indicamos se o gateway vai comunicar com uma rede fı´sica ou virtual. Juntamente
com essa informac¸a˜o seguem tambe´m os dados que descrevem a rede (seguindo a norma
sensorML) com a qual o gateway vai interagir, para que se possa saber a estrutura de uma
rede a ser criada (sensores virtuais), quando se trata de um gateway destinado a uma rede
virtual.
A Figura 3.6 representa um exemplo de um documento no formato SensorML. Neste
exemplo e´ possı´vel observar algumas propriedades da rede descrita por este documento,
nomeadamente o nome e quais os componentes constituintes do sistema descrito. Re-
lativamente aos componentes e´ possı´vel observar que para cada componente existe um
identificador associado.
De forma a interpretar os dados dos documentos SensorML, foi criado um interpreta-
dor para este tipo de documentos. Este interpretador tem por base um conjunto de classes
geradas pela ferramenta XML Beans. Para gerar estas classes, foram utilizados os fichei-
ros que possuem os esquemas da norma (ficheiros XML Schema Definition, XSD). Com
este mecanismo, quando um documento e´ interpretado, e´ obtida a informac¸a˜o sobre os
dispositivos que constituem a rede e quais os respetivos identificadores. Estes identifi-
cadores sa˜o utilizados nas leituras a` base de dados do MuFFIN, fazendo com que cada
execuc¸a˜o de um sensor apenas obtenha valores da base de dados que dizem respeito ao
seu identificador.
Quando e´ realizado um pedido de reprogramac¸a˜o e este se destina a um gateway que
comunica com uma rede simulada, o componente Things Gateway escreve um ficheiro
em disco com o co´digo Callas destinado a` reprogramac¸a˜o dos dispositivos. Esta operac¸a˜o
e´ realizada para que no caso em que o MuFFIN por alguma raza˜o precise de reiniciar os
servic¸os, possa usar o co´digo que estava em execuc¸a˜o no momento em que foi reiniciado.
Apo´s ter sido escrito o ficheiro, e´ invocado o me´todo presente na interface do MuFFIN-
CVM (Figura 3.5), onde e´ enviado o caminho onde esta´ o co´digo Callas, o gateway que
realiza a interac¸a˜o com a rede e a informac¸a˜o sobre a estrutura da rede virtual a criar.
De seguida apresentamos a forma como tratamos os problemas apresentados na secc¸a˜o
3.1:
Representac¸a˜o dos sensores: foi necessa´rio alterar o nu´cleo da ma´quina virtual para
criar uma forma de manter va´rias execuc¸o˜es de co´digo em simultaˆneo, ou seja, manter
o estado de cada um dos sensores virtuais. Inicialmente para representar cada um dos




















Figura 3.6: Exemplo parcial de dados em SensorML
sensores virtuais pensamos criar uma instaˆncia da ma´quina virtual de Callas por sensor,
de forma semelhante ao que acontece numa rede real, em que cada dispositivo possui
uma ma´quina virtual. Apo´s ser analisada a estrutura da ma´quina virtual verificou-se que
bastava criar uma instaˆncia da ma´quina virtual de Callas e va´rias instaˆncias do seu motor
de execuc¸a˜o, pois e´ este o elemento que permite manter o estado de cada sensor. Grac¸as
a esta optimizac¸a˜o foi possı´vel economizar recursos na criac¸a˜o de cada sensor virtual.
De forma a concretizar a criac¸a˜o de va´rios motores de execuc¸a˜o foi necessa´rio alterar
o co´digo do motor de execuc¸a˜o, tornando essa classe numa thread. Assim, quando e´
recebido co´digo para a reprogramac¸a˜o de dispositivos, e´ tambe´m enviado para a MuFFIN-
CVM uma lista com os identificadores de cada sensor, sendo criado um nu´mero de threads
igual ao nu´mero de identificadores existente na lista. E´ no momento da criac¸a˜o de cada
thread que lhe e´ indicado qual o identificador do sensor que vai representar, para que
possa ler da base de dados as observac¸o˜es feitas pelo seu homo´logo na rede real.
Simular as leituras dos sensores: durante a execuc¸a˜o de cada sensor pode haver a
necessidade deste interagir com o sistema operativo ou com o hardware, como por exem-
plo, ler uma temperatura. Dado que na˜o e´ possı´vel a um sensor virtual obter um valor
diretamente do sensor fı´sico, alteramos a interface que permite realizar as chamadas ao
sistema de forma a ser realizada uma leitura a` base de dados. Assim, quando um sensor
virtual realiza uma observac¸a˜o e´ feito um pedido a` base de dados com o seu identificador,
sendo-lhe devolvido o valor da u´ltima observac¸a˜o do sensor real com aquele identifica-
dor. As operac¸o˜es suportadas pela ma´quina virtual sa˜o definidas por um ficheiro, como o
representado na Figura 3.7.
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De forma a manter os valores da base de dados atualizados, a rede real continua a











Figura 3.7: Exemplo do ficheiro que define a assinatura das operac¸o˜es a serem implemen-
tadas na ma´quina virtual
Simular a comunicac¸a˜o entre sensores: para simular o fluxo de mensagens troca-
das, implementamos um vetor circular onde cada mensagem enviada conte´m a seguinte
informac¸a˜o:
• payload: informac¸a˜o enviada pelo sensor;
• idSender: identificador do sensor que envia a mensagem. Este identificador ga-
rante que a mensagem na˜o e´ entregue ao emissor.
• idMessage: identificador da mensagem, que evita que cada sensor leia mensagens
repetidas;
• port: porto a que se destina a mensagem, de forma a modelar diferentes canais de
comunicac¸a˜o.
Como mostra a Figura 3.8 opta´mos por um vetor circular para simular o caso em
que existem perdas de mensagens, pois caso haja um grande nu´mero de mensagens na
“rede” e´ possı´vel que alguma mensagem seja substituı´da antes de todos os sensores a
terem conseguido ler. A dimensa˜o desse vetor e´ determinada pelo nu´mero de sensores
pertencentes a` rede, por exemplo numa rede constituı´da por 10 sensores o vetor circular
tera´ 10 posic¸o˜es.
Por fim foi necessa´rio alterar as interfaces de rede (entrada e saı´da) da ma´quina virtual
para estas acederem ao vetor circular implementado.
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Figura 3.8: Esquema de mensagens
3.3 Considerac¸o˜es finais
Neste capı´tulo apresentamos o conceito que permite realizar a reprogramac¸a˜o remota de
todo o tipo de dispositivos, independentemente das suas capacidades, e com recurso a
apenas uma linguagem. Como prova de conceito desse modelo integramos a ma´quina vir-
tual de Callas no MuFFIN. Com esta integrac¸a˜o criamos o componente MuFFIN-CVM,
de forma a permitir a execuc¸a˜o de co´digo ao nı´vel do middleware. Nesta integrac¸a˜o ti-
vemos como foco tornar a utilizac¸a˜o do servic¸o de reprogramac¸a˜o o mais homoge´neo
possı´vel, pelo que opta´mos por usar o mesmo servic¸o de reprogramac¸a˜o para redes fı´sicas
e virtuais, na˜o sendo possı´vel aos clientes identificar o tipo de rede com que esta˜o a intera-
gir. Na Figura 3.9 pode-se observar a arquitetura do MuFFIN ja´ com o novo componente
integrado.
No decorrer do desenvolvimento da nossa abordagem identificamos treˆs problemas
principais: 1) a representac¸a˜o dos sensores, que foi resolvido atrave´s da criac¸a˜o de um
motor de execuc¸a˜o da ma´quina virtual em representac¸a˜o de cada sensor, 2) a simulac¸a˜o
das leituras dos sensores, que foi solucionado recorrendo aos valores enviados pela rede
real para a base de dados e 3) a simulac¸a˜o da comunicac¸a˜o entre sensores virtuais, que foi
resolvida atrave´s da criac¸a˜o de um sistema que simula a rede onde fluem as mensagens
trocadas.
Figura 3.9: Arquitetura do MuFFIN

Capı´tulo 4
Comunicac¸a˜o entre redes de sensores
Neste capı´tulo e´ apresentada a nova componente do MuFFIN que permite realizar a
comunicac¸a˜o entre redes de sensores distintas ao nı´vel do middleware, ao inve´s dessa
informac¸a˜o ser tratada pelas aplicac¸o˜es cliente. E´ tambe´m apresentada a concretizac¸a˜o
desta funcionalidade com o MuFFIN, sendo realizada uma descric¸a˜o de cada um dos ele-
mentos que fazem parte deste componente e quais os seus detalhes de implementac¸a˜o.
4.1 Comunicac¸a˜o entre redes de sensores ao nı´vel do mid-
dleware
Existem muitos sistemas que utilizam pelo menos dois tipos de redes de dispositivos, onde
uma e´ responsa´vel por monitorizar um determinado elemento, por exemplo a temperatura,
e a outra e´ responsa´vel por atuar de forma a controlar esse elemento, por exemplo aumen-
tar ou diminuir a poteˆncia do ar condicionado para manter uma determinada temperatura.
Utilizando um middleware para estabelecer a comunicac¸a˜o entre uma rede de sensores
de monitorizac¸a˜o e outra de atuadores, teria que existir interac¸a˜o com os dados enviados
ao nı´vel aplicacional (aplicac¸o˜es cliente do middleware) para aı´ serem transformadas de
acordo com as necessidades da rede de atuadores e posteriormente enviadas para a rede
de destino.
De forma a optimizar este tipo de interac¸a˜o, foi idealizado um sistema que permite
estabelecer a comunicac¸a˜o entre redes de sensores ao nı´vel do middleware, deixando
de haver necessidade de que essa informac¸a˜o flua ate´ a`s aplicac¸o˜es cliente, ficando no
middleware a responsabilidade de realizar o encaminhamento e adaptac¸a˜o da informac¸a˜o
enviada pelas redes de sensores, como mostra o exemplo da Figura 4.1, onde uma deter-
minada rede origem (Rede 1) envia informac¸a˜o para outra rede (Rede 3).
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Figura 4.1: Esquema conceptual de comunicac¸a˜o entre redes de sensores
4.2 Things Gateway Communication
Como prova de conceito de comunicac¸a˜o de redes de sensores ao nı´vel do middleware
criamos o componente Things Gateway Communication. Este e´ um componente que per-
mite encaminhar e adaptar a informac¸a˜o de uma rede origem para uma de destino. Grac¸as
a esta nova funcionalidade foi-nos possı´vel reduzir o nu´mero de mensagens trocadas entre
o middleware e as aplicac¸o˜es cliente, no contexto da comunicac¸a˜o entre redes.
4.2.1 Elementos do componente Things Gateway Communication
Esta secc¸a˜o apresenta os elementos constituintes do Things Gateway Communication e a
forma como e´ possı´vel estabelecer a comunicac¸a˜o entre duas redes de sensores.
Figura 4.2: Componente ThingsGateway-Communication
A Figura 4.2 mostra que o Things Gateway Communication e´ constituı´do por con-
versores (na Figura 4.2 representados por C1, C2 e C3). Estes conversores recebem
a informac¸a˜o dos gateways, realizam as transformac¸o˜es necessa´rias e encaminham a
informac¸a˜o para o destino. Na Figura tambe´m e´ possı´vel observar que e´ possı´vel in-
vocar servic¸os de uma entidade externa ao MuFFIN. Seguidamente apresentamos a forma
de funcionamento dos conversores e da entidade externa.
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Conversores
De forma a suportar a comunicac¸a˜o entre redes ao nı´vel do middleware, foi desenvolvido
um sistema de conversores de protocolos. Este permite adaptar os protocolos das redes de
origem e destino, em que os dados recebidos num gateway, segundo o protocolo da rede
de origem, sa˜o adaptados de acordo com o protocolo da rede de destino.
Para resolver o problema de conversa˜o de protocolos entre as redes optamos por es-
tender o MuFFIN de forma a permitir a instalac¸a˜o de conversores, criando uma soluc¸a˜o
flexı´vel que permite reutilizar conversores existentes e realizar a composic¸a˜o de conver-
sores. Por exemplo, podemos criar um sistema de conversa˜o da rede A para a rede C por
composic¸a˜o dos conversores da rede A para a rede B e da rede B para a rede C, tal como
e´ possı´vel observar na figura 4.3.
Figura 4.3: Exemplo de composic¸a˜o de conversores
Estes conversores sa˜o classes desenvolvidas na linguagem Java e que implementam a
interface CommunicationConverter, de forma a que o MuFFIN as possa utilizar. Nesta
funcionalidade e´ utilizado o padra˜o Adapter [18], pois os conversores possuem uma in-
terface comum mas cada um tem um comportamento diferente. Apo´s o utilizador desen-
volver um conversor, tem de utilizar o servic¸o web destinado a` instalac¸a˜o de conversores
no MuFFIN. Na secc¸a˜o seguinte descrevemos a forma como funciona o sistema de con-
versores apo´s a sua instalac¸a˜o.
Interligac¸a˜o de conversores
Apo´s a instalac¸a˜o dos conversores, e´ necessa´rio associar os gateways das redes origem e
destino e quais os conversores envolvidos. A associac¸a˜o entre conversores e gateways e´
definida atrave´s de um documento XML (ver exemplo na Figura 4.4). Este documento
inclui os identificadores dos gateways de origem e destino e os conversores utilizados.
Adicionalmente pode ser definido o Uniform Resource Identifier (URI) de uma entidade
externa cuja func¸a˜o sera´ explicada na secc¸a˜o seguinte.
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Para os conversores especificados no XML sera˜o criadas instaˆncias para cada um de-
les, as quais esta˜o interligadas pelo seu identificador, de forma a ser estabelecida uma
sequeˆncia entre os conversores envolvidos. Esta interligac¸a˜o e´ garantida pelo servic¸o de
publicac¸a˜o/subscric¸a˜o oferecido pelo ActiveMQ.
Na Figura 4.4 apresentamos um exemplo de um ficheiro XML que associa os ga-
teways 1 e 2, aos conversores 3 e 1 (o esquema XML deste documento pode ser consultado
no anexo A.1).
<?xml version="1.0" encoding="UTF-8" ?>
<deploy>









Figura 4.4: Exemplo de um XML de associac¸a˜o
A comunicac¸a˜o estabelecida entre os gateways na˜o se resume apenas a uma comunica-
c¸a˜o ponto-a-ponto, ou seja, pode existir comunicac¸a˜o de um para muitos. No caso da
Figura 4.2 existe, por exemplo, uma comunicac¸a˜o de um para muitos, em que o Gateway
Origem 1 envia informac¸a˜o para o Gateway Destino 2 e Gateway Destino 3.
De forma a ilustrar o funcionamento deste mecanismo, vamos considerar um caso em
que e´ necessa´rio monitorizar a temperatura de um datacenter. Para essa tarefa dispomos
de uma rede que monitoriza a temperatura e outra que controla o sistema de ar condici-
onado, sendo necessa´rio estabelecer comunicac¸a˜o entre as duas redes. Vamos considerar
que a rede de temperatura comunica com o middleware atrave´s do Gateway Origem 1 e
a rede de ar condicionado comunica com o Gateway Destino 2. Para que seja possı´vel a`
rede que mede a temperatura enviar informac¸a˜o para a rede que atua sobre o ar condicio-
nado, e´ necessa´rio que sejam instalados e instanciados os conversores C1 e C3 (ver XML
da Figura 4.4), que adaptam os protocolos utilizados pelas redes, sendo executado o ca-
minho Gateway Origem 1 - C1 - C3 - Gateway Destino 2, sempre que a rede de sensores
envie uma mensagem para a rede de atuadores.
A comunicac¸a˜o realizada entre os gateways de origem, os conversores e os gateways
de destino e´ estabelecida segundo o paradigma de publicac¸a˜o/subscric¸a˜o. Assim, os con-
versores subscrevem a informac¸a˜o enviada pelas redes de origem e apo´s o seu proces-
samento publicam-na de forma a ser lida e processada por outro conversor ou lida pelo
gateway de destino.
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Entidade Externa
Podem existir casos em que na˜o e´ possı´vel converter os dados recebidos de uma rede com
recurso aos conversores instalados. Para realizar essa tarefa existe um mecanismo que
permite utilizar uma entidade externa, o qual possibilita a invocac¸a˜o de um servic¸o que
realize a conversa˜o. Por exemplo, uma rede pode trocar mensagens num formato byte-
code especı´fico da linguagem de programac¸a˜o (e.g., a linguagem Callas ou Java). Se se
pretender converter mensagens de, ou para, uma rede deste tipo, e´ necessa´rio ter partes do
compilador ou da ma´quina virtual (por exemplo, para fazer ana´lise sinta´tica ou sı´ntese de
bytecode) que na˜o esta˜o disponı´veis ao nı´vel do middleware. O mecanismo que propo-
mos oferece va´rias vantagens, em particular, na˜o sobrecarrega o MuFFIN com software e
configurac¸o˜es adicionais, facilita a instalac¸a˜o e manutenc¸a˜o do middleware e proporciona
uma forma elegante de abstrair o mecanismo de conversa˜o, quer ao nı´vel do compila-
dor da linguagem usada, quer do sistema operativo ou outros requisitos necessa´rios a` sua
execuc¸a˜o. Esta entidade e´ especificada por um URI, quando se instaˆncia um conversor,
havendo apenas a necessidade do utilizador garantir que a entidade especificada existe e
que faz a transformac¸a˜o que e´ pretendida.
4.2.2 Novos Servic¸os
A componente Things Gateway Communication levou a` criac¸a˜o de servic¸os web para
disponibilizar as novas funcionalidades do middleware a`s aplicac¸o˜es de alto nı´vel. Segui-
damente descrevemos e esquematizamos o funcionamentos desses novos servic¸os.
deployConverter (Adicionar conversor): permite que os clientes possam instalar con-
versores de mensagens. Os argumentos deste servic¸o sa˜o: o nome da classe do conversor,
uma descric¸a˜o e co´digo fonte. Este servic¸o cria uma nova entrada na base de dados de
forma a guardar a informac¸a˜o do mo´dulo, sendo devolvido um identificador da entrada
criada.
Figura 4.5: Diagrama de sequeˆncia do servic¸o adicionar conversor
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instantiateConverter (Instanciar conversor): Este servic¸o utiliza o XML de instancia-
c¸a˜o descrito na secc¸a˜o 4.2.1. Ao ser recebido um pedido, o co´digo e´ compilado, sa˜o
criadas as dependeˆncias descritas no XML (caso existam) e e´ adicionada uma entrada na
base de dados com os paraˆmetros da instanciac¸a˜o, sendo devolvido o identificador dessa
entrada. Tambe´m e´ compilado o co´digo do conversor, sendo que este e´ instanciado de
acordo com os argumentos especificados no XML de instanciac¸a˜o (Figura 4.4).
Figura 4.6: Diagrama de sequeˆncia do servic¸o instanciar conversor
removeConverter (Eliminar conversor): elimina um conversor caso este na˜o esteja ins-
tanciado ou fac¸a parte das dependeˆncias de uma instanciac¸a˜o. Para tal, apenas e´ necessa´rio
indicar qual o identificador do mo´dulo. Quando o servic¸o e´ utilizado e´ removida a entrada
da base de dados referente ao identificador do conversor, sendo devolvida a informac¸a˜o
de se o conversor foi removido.
Figura 4.7: Diagrama de sequeˆncia do servic¸o remover conversor
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removeConverterInstance (Eliminar instaˆncia de conversor): remove uma instaˆncia
de um conversor, sendo necessa´rio indicar o identificador da instaˆncia a eliminar. Ao ser
utilizado este servic¸o todas as instaˆncias indicadas e as suas dependeˆncias sera˜o elimina-
das, bem como as respetivas entradas na base de dados, sendo indicado ao cliente se o
conversor foi removido.
Figura 4.8: Diagrama de sequeˆncia do servic¸o remover instaˆncia
getCommunicationComponentsInfo (Obter informac¸o˜es): obte´m informac¸a˜o dos con-
versores e instaˆncias existentes. Assim, quando o servic¸o e´ invocado, e´ enviado para os
clientes um XML com as informac¸o˜es dos conversores e instaˆncias. Nos anexos B.1 e
B.2 e´ possı´vel observar o esquema XML que define a estrutura das respostas envidas por
este servic¸o e um exemplo de uma resposta obtida pela invocac¸a˜o deste servic¸o, respeti-
vamente.
Figura 4.9: Diagrama de sequeˆncia do servic¸o obter informac¸o˜es
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4.3 Implementac¸a˜o
A implementac¸a˜o deste componente, tal como os ja´ existentes, seguiu a aquitetura OSGi
de forma a possibilitar a integrac¸a˜o entre componentes. Para este componente foi criada
a interface representada na Figura 4.10, que disponibiliza os servic¸os deste componente,
de forma a estes poderem ser disponibilizados segundo servic¸os web pelo componente
WS-Gateway.
public interface IThingsGatewayCom {
public int deployCommunicationModule(String name, String desc, String code);
public int instantiateCommunicationModule(String instatiateParameters);
public boolean removeConverterModule(int id);
public boolean removeCoverterInstance(int id);
public String getCommunicationComponentsInfo();
}
Figura 4.10: Interface do componete Things Gateway Communication
Na secc¸a˜o 4.2.1 vimos que os gateways e os conversores interagem seguindo um sis-
tema de publicac¸a˜o/subscric¸a˜o. Para implementarmos esse sistema recorremos a` utilizac¸a˜o
da ferramenta ActiveMQ, um servic¸o integrado no FuseESB, atrave´s do qual os diversos
elementos de comunicac¸a˜o subscrevem e publicam informac¸a˜o.
Os conversores sa˜o classes escritas na linguagem Java (Figura 4.11), desenvolvidas
pelos utilizadores e teˆm que estender uma classe especı´fica (CommunicationConverter),
pois e´ esta que possui o me´todos capazes de iniciar os servic¸os de publicac¸a˜o/subscric¸a˜o
que permitem subscrever e publicar informac¸a˜o.









Figura 4.11: Estrutura de um conversor
Pelo XML da Figura 4.4, que tem como func¸a˜o instanciar os conversores podemos
verificar que existe uma relac¸a˜o de sequeˆncia entre os conversores. Assim o primeiro
conversor (3) e´ o que faz a u´ltima transformac¸a˜o e publica a informac¸a˜o para o gateway
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de destino, o u´ltimo conversor (1) e´ o que subscreve o gateway de origem, recebendo
a informac¸a˜o deste e processando a primeira alterac¸a˜o. No caso em que existem mais
conversores, eles publicam e subscrevem informac¸a˜o de acordo com a ordem em que
aparecem.
4.3.1 Alterac¸o˜es aos componentes existentes
Foram feitas alterac¸o˜es nos componentes DFN-Engine e ThingsGateway, de forma a me-
lhorar a interac¸a˜o com o utilizador. Assim, foram realizadas alterac¸o˜es aos seguintes
componentes:
ThingsGateway: foi necessa´rio alterar os gateways de maneira a que estes possam
tambe´m subscrever to´picos, de forma a serem notificados quando uma rede envia informa-
c¸a˜o para outra.
DataAccess: foi necessa´rio criar as classes que representam as entidade de acesso a`s
tabelas que foram criadas devido a` extensa˜o realizada ao MuFFIN, sendo tambe´m criadas
classes que permitem fazer consultas mais especı´ficas aos dados existentes na base de
dados.
WS-Gateway: foram implementados os servic¸os web que permitem disponibilizar os
novos servic¸os do MuFFIN aos clientes.
4.3.2 Modelo de dados
Na Figura 4.12 encontra-se uma versa˜o simplificada do modelo de base de dados do mid-
dleware. Nesta representac¸a˜o foram omitidas algumas tabelas, pelo que e´ possı´vel ob-
servar as entidades mais importantes da base de dados, nomeadamente as entidades que
dizem respeito a`s observac¸o˜es dos sensores e as entidades que guardam a informac¸a˜o
sobre os gateways utilizados para interagir com as redes. Tambe´m e´ possı´vel observar
quais as que surgiram devido a` extensa˜o do MuFFIN (destacadas a verde), as quais sa˜o
explicadas seguidamente.
Com o desenvolvimento do componente (ThingsGatewayCommunication), ha´ neces-
sidade de criar treˆs novas tabelas: a tabela communication module, que armazena a informa-
c¸a˜o dos conversores que sa˜o instalados no MuFFIN; (2) a tabela communication instance,
que guarda informac¸a˜o dos conversores que sa˜o instanciados. Esta estabelece uma ligac¸a˜o
com a tabela communication module para se identificar qual o conversor que esta´ a ser ins-
tanciado e estabelece outra ligac¸a˜o com a tabela service instance de forma a ser possı´vel
obter a informac¸a˜o dos gateways das redes que va˜o comunicar; (3) por fim a tabela
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communicanion dependencies, que armazena os identificadores dos conversores que cada
instaˆncia depende.
A Figura 4.12 ilustra tambe´m, a tabela gateway type (destacada a vermelho). Esta
tabela foi criada no contexto da funcionalidade descrita no Capı´tulo 3, e tem como func¸a˜o
armazenar a informac¸a˜o sobre o tipos de gateway e a informac¸a˜o SensorML associada a
cada um destes elementos.
Figura 4.12: Versa˜o simplificada do modelo de dados do MuFFIN
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4.4 Considerac¸o˜es finais
Na Figura 4.13 encontra-se a verde o novo componente do MuFFIN apresentado neste
capı´tulo, e a vermelho o componente MuFFIN-CVM apresentado no Capı´tulo 3. Neste
capı´tulo apresentamos o componente ThingsGatewayCommunication, o qual permite es-
tabelecer a comunicac¸a˜o entre redes distintas. No capı´tulo foram tambe´m apresentados os
detalhes de implementac¸a˜o do componente e foram explicados os servic¸os que o MuFFIN
passou a incluir, sendo eles os seguintes: instalar conversor, instanciar conversor, remover
conversor, remover instaˆncia de conversor e obter informac¸a˜o dos conversores.




Neste capı´tulo apresentamos o ambiente em que foram realizados os testes. Sa˜o tambe´m
apresentados e discutidos os resultados obtidos nos testes realizados aos novos compo-
nentes da extensa˜o do MuFFIN.
5.1 Ambiente de testes
O middleware encontra-se instalado no servidor aplicacional Fuse ESB. Estes servic¸os
esta˜o a correr numa ma´quina virtual criada no Virtual Box (versa˜o 4.1.22), com as se-
guintes caracterı´sticas:
• Processador: Intel(R) Core(TM)2 Duo E8400 @ 3.00GHz (1 CORE)
• Memo´ria RAM: 1000 Mb
• Sistema Operativo: Linux, Ubuntu 12.04 Server
Nesta secc¸a˜o sa˜o apresentados os resultados dos testes ao desempenho dos componen-
tes desenvolvidos, logo na˜o sera˜o tidos em conta os tempos que as mensagens demoram
a chegar de uma rede de sensores a um gateway e vice-versa.
Os testes realizados ao componente MuFFIN-CVM compreendem a medic¸a˜o do tempo
de arranque de uma rede de sensores (perı´odo entre a chegada do co´digo Callas ate´ a`
execuc¸a˜o do sensor iniciar) e a medic¸a˜o do tempo de arranque mais o processamento de
uma leitura da base de dados (chamada ao sistema operativo). Em ambos os casos exe-
cutamos redes de sensores com diferentes dimenso˜es (10, 50, 100, 200, 500, 1000, 1500
e 2000 no´s), de forma a ser possı´vel verificar qual o custo a nı´vel de tempo de proces-
samento relativamente ao nu´mero de sensores de uma rede. Para este componente foram
tambe´m realizados testes de forma a medir a memo´ria consumida pelo MuFFIN ao serem
executadas redes com diferentes dimenso˜es.
Para avaliar o componente ThingsGateway-Communication usamos treˆs tipos de tes-
tes: (1) as redes usam a mesma linguagem/protocolo e as mensagens sa˜o enviadas dire-
tamente de um gateway para outro; (2) as redes usam a mesma linguagem/protocolo e as
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mensagens sa˜o enviadas atrave´s de um conversor identidade que apenas as encaminha,
na˜o havendo necessidade de adaptac¸a˜o de mensagens; (3) um teste em que e´ necessa´rio
realizar a conversa˜o de uma string num valor inteiro.
Tendo em conta que apenas pretendemos avaliar o desempenho das extenso˜es realiza-
das ao MuFFIN, na˜o foram realizados testes que incluı´ssem a entidade externa.
5.2 Testes realizados ao componente MuFFIN-CVM
Sensores 10 50 100 200 500 1000 1500 2000
Arranque (ms)
Me´dia 11.08 33.22 64 130.73 351.38 795.66 1167.1 1625.01
D.Padra˜o 9.99 5.07 3.86 2.83 5.68 5.58 5.55 4.14
Arranque e processamento (ms)
Me´dia 20.69 46.22 78.69 160.56 450.96 955.37 1448.15 2025.14
D.Padra˜o 9.37 6.91 5.61 3.59 3.03 2.57 2.56 2.90
Memo´ria Consumida (MBytes)
Me´dia 52.42 54.47 58.18 64.18 81.52 83.47 89.57 90.50
D.Padra˜o 1.35 1.2 1.59 2.72 4.72 3.96 4.07 3.07
Tabela 5.1: Valores dos testes realizados
No gra´fico representado na Figura 5.1 e´ possı´vel observar o desempenho do com-
ponente MuFFIN-CVM, no que diz respeito a` simulac¸a˜o do arranque de uma rede de
sensores com va´rios no´s e a` simulac¸a˜o do arranque de uma rede em que tambe´m e´ reali-
zada uma leitura da base de dados. Por exemplo, numa rede com 10 no´s, apo´s os sensores
arrancarem, sa˜o realizados 10 pedidos a` base de dados, um por sensor. Para cada uma
das redes executadas foram realizados 100 medic¸o˜es, cujos valores me´dios e de desvio
padra˜o obtidos se encontram representados na Tabela 5.1.
Pela observac¸a˜o do gra´fico da Figura 5.1 podemos verificar que, quando sa˜o execu-
tadas redes com poucos no´s (ate´ 200), os tempos de arranque e de arranque e execuc¸a˜o,
sa˜o muito pro´ximos. Ja´ quando sa˜o executadas redes com um nu´mero de no´s superior (a
partir de 500) podemos verificar que o tempo de arranque e processamento comec¸a a ser
um pouco mais elevado do que o tempo so´ de arranque. No entanto em ambos os casos o
crescimento e´ linear.
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Figura 5.1: Desempenho do arranque de sensores
Relativamente aos testes realizados para avaliar o consumo de memo´ria, representa-
dos no do gra´fico da Figura 5.2, e´ possı´vel observar que quando sa˜o executadas redes com
uma dimensa˜o de ate´ 500 sensores, existe um crescimento mais significativo da memo´ria
consumida pelo MuFFIN. Quando sa˜o executadas redes com mais de 500 sensores po-
demos verificar que a memo´ria consumida na˜o cresce de forma ta˜o acentuada, o que nos
permite dizer que o sistema de execuc¸a˜o de sensores e´ escala´vel. Ainda assim, estes valo-
res podem na˜o ser muito representativos, pois espera´vamos um gra´fico com crescimento
linear e na˜o o verificado. Apontamos como raza˜o destes resultados o facto de na˜o contro-
larmos totalmente o mecanismo de gesta˜o de memo´ria do Java (Garbage Collector), uma
vez que apenas forc¸a´vamos que este actuasse no final de cada medic¸a˜o.
Figura 5.2: Consumo de memo´ria
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5.3 Testes realizados ao componente Things Gateway Com-
munication
No gra´fico da Figura 5.3 encontram-se representados os resultados obtidos nos testes
realizados ao componente de troca de mensagens entre gateways. Nos treˆs casos foram
realizadas 100 medic¸o˜es chegando-se aos valores representados na Tabela 5.2.
Testes S/ adaptac¸ao C/ identidade C/ adaptac¸ao
Me´dia (ms) 11.5 11.8 12.2
D.Padra˜o 1.14 1.13 1.17
Tabela 5.2: Valores dos testes realizados
Pelos valores obtidos podemos verificar que, o custo de enviar mensagens diretamente
para o gateway (s/ adaptac¸a˜o) e´ pouco inferior em relac¸a˜o a` utilizac¸a˜o do componente de
identidade, na˜o existindo perdas de tempo significativas no encaminhamento das mensa-
gens. O valor obtido no envio com adaptac¸a˜o na˜o e´ muito superior aos outros valores,
no entanto este valor depende do tipo de adaptac¸a˜o realizada, visto que neste caso se tra-
tava de uma adaptac¸a˜o que na˜o necessitava de muito processamento (converter uma string
num inteiro).
Figura 5.3: Tempo de envio de mensagens
5.4 Simulac¸a˜o de situac¸o˜es em ambiente real
Nesta secc¸a˜o e´ apresentado um cena´rio de utilizac¸a˜o do MuFFIN em que possuı´mos uma
rede se sensores na˜o reprograma´vel e uma rede de atuadores. Neste cena´rio pretende-se
que a rede de sensores seja reprogramada e envie informac¸a˜o para a rede de atuadores.
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Para a concretizac¸a˜o deste cena´rio apresentamos tambe´m uma possı´vel forma de intera-
c¸a˜o com o MuFFIN, atrave´s da execuc¸a˜o de processos de nego´cio, permitindo criar a
infraestrutura necessa´ria a` concretizac¸a˜o do cena´rio apresentado.
5.4.1 Cena´rio de utilizac¸a˜o
O cena´rio utilizado para ilustrar o nosso trabalho tem como objetivo o controlo da tempe-
ratura e da humidade de uma sala de arquivo de documentos antigos. Para tal dispomos
de uma rede que realiza a monitorizac¸a˜o da temperatura e da humidade da sala e uma
rede de atuadores que permite controlar os equipamentos de ar condicionado que ajustam
a temperatura e a humidade do ambiente.
A aplicac¸a˜o de monitorizac¸a˜o define o comportamento dos sensores de modo a ser no-
tificada em intervalos de tempo regulares. De maneira a na˜o haver notificac¸o˜es de forma
perio´dica para o sistema de controle do ar condicionado, pretende-se alterar o comporta-
mento dos sensores de modo a que estes enviem notificac¸o˜es apenas quando os valores da
temperatura estiverem fora do intervalo de 16oC a 20oC ou os da humidade fora do inter-
valo de 45% a 60%, fazendo com que o sistema de ar condicionado atue apenas quando
os valores do intervalo sa˜o ultrapassados. Para tal os sensores necessitam de ser reprogra-
mados. Com a extensa˜o do MuFFIN apresentada, esta reprogramac¸a˜o pode ser efetuada
independentemente das capacidades dos sensores.
5.4.2 Descric¸a˜o da experieˆncia
Para ilustrar o nosso cena´rio de utilizac¸a˜o, utilizamos dispositivos SunSPOT para de ler os
valores de temperatura de forma perio´dica. Como estes dispositivos na˜o permitem realizar
a leitura de valores de humidade, apenas sera˜o considerados os valores de temperatura.
Em representac¸a˜o dos atuadores sobre os equipamentos de ar condicionado utiliza-
mos tambe´m dispositivos SunSPOT, que no caso em que e´ necessa´rio atuar sobre o ar
condicionado, estes acendem os seus led’s.
De forma a interagir com o middleware criamos um cliente web para o MuFFIN. Este
cliente tem por base a definic¸a˜o de processos de nego´cio, utilizando a linguagem BPEL.
Estes processos sa˜o responsa´veis por realizar cada uma das interac¸o˜es com o middleware.
Desta forma, e para conseguir desenvolver o sistema necessa´rio ao nosso cena´rio, defini-
mos os processos de nego´cio necessa´rios a` interac¸a˜o com o MuFFIN.
De forma a criar uma configurac¸a˜o no MuFFIN capaz de satisfazer a situac¸a˜o apre-
sentada no nosso caso de utilizac¸a˜o, foi necessa´rio orquestrar os processos de nego´cio
anteriormente definidos. Assim, o primeiro processo de nego´cio a ser executado foi o de
instalac¸a˜o de um gateway (Figura 5.4), de maneira a instalar um gateway capaz de inte-
ragir com a rede de dispositivos SunSPOT, responsa´vel por ler as temperaturas. Apo´s a
instalac¸a˜o foi devolvido o identificador atribuı´do ao gateway instalado. Neste processo os
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Figura 5.4: Processo BPEL para instalar um gateway
elementos BPEL mais importantes sa˜o o ReadFile, que e´ responsa´vel por carregar para
memo´ria o gateway a ser instalado, e o installGateway que e´ o responsa´vel por chamar o
servic¸o web que permite a instalac¸a˜o de um gateway.
Apo´s a instalac¸a˜o do gateway, instalou-se um mo´dulo no DFN-Engine (Figura 5.5),
sendo devolvido o identificador que lhe foi atribuı´do. Este mo´dulo tem como objetivo
servir de mo´dulo identidade, em que este subscreve o gateway da rede que leˆ as tem-
peraturas, armazenando essa informac¸a˜o na base de dados. Para que fosse possı´vel ao
mo´dulo instalado assumir a func¸a˜o de mo´dulo identidade do gateway da rede que mo-
nitoriza a temperatura foi necessa´rio realizar a sua instanciac¸a˜o. Para tal executou-se
o processo de nego´cio da Figura 5.5, onde foi especificado o XML de instanciac¸a˜o do
mo´dulo no qual consta o identificador, devolvido apo´s a instalac¸a˜o do mo´dulo, e o identi-
ficador, devolvido apo´s a instalac¸a˜o do gateway, permitindo que o mo´dulo seja capaz de
subscrever a informac¸a˜o enviada pelo gateway. Nestes dois processos de nego´cio os dois
elementos BPEL responsa´veis por realizar as chamadas aos web services do MuFFIN sa˜o
o DeployModule e InstantiateModule que permitem instalar e instanciar um mo´dulo no
componente DFN-Engine.
Como pretendemos reprogramar a rede de sensores de forma a que esta apenas envie
os valores de temperatura quando estes estiverem fora do intervalo 16oC a 20oC, em vez
de enviar valores periodicamente, foi necessa´rio instalar um gateway virtual, pois na˜o
e´ possı´vel reprogramar os dispositivos SunSPOT com a linguagem Callas, visto que no
nosso caso os dispositivos na˜o possuı´am a ma´quina virtual de Callas instalada. Desta
forma usamos novamente o processo representado na Figura 5.4 para instalar o gateway
virtual. Nesta instalac¸a˜o foi enviado um documento SensorML a descrever a rede de
sensores com a qual o gateway ira´ comunicar (neste caso uma descric¸a˜o igual a` da rede
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Figura 5.5: Processos BPEL para instalar e instanciar um mo´dulo
de dispositivos SunSPOT que utilizamos para monitorizar a temperatura). Seguidamente
usamos o processo de nego´cio da Figura 5.6 para enviar o co´digo Callas a ser executado
ao nı´vel do middleware, tendo sido criada uma rede virtual com as caracterı´sticas espe-
cificadas no documento SensorML associado ao gateway. Neste processo de nego´cio os
elementos BPEL mais importantes sa˜o o ReadCode, que carrega o co´digo Callas a ser
instalado, e o InstallCode que e´ responsa´vel por chamar o servic¸o web de reprogramac¸a˜o.
Figura 5.6: Processo BPEL para reprogramar rede
Apo´s construı´da a parte de recolha de informac¸a˜o sobre as temperaturas, instalou-se
um gateway para comunicar com a rede de atuadores, neste caso um dispositivo SunSPOT
que apenas acende um led quando recebe a informac¸a˜o para atuar sobre o ar condicionado.
Para tal, utilizamos mais uma vez o processo de nego´cio representado na Figura 5.4.
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Figura 5.7: Processos BPEL para instalar e instanciar um conversor
Por fim, foram montados os u´ltimos elementos, os quais permitiram estabelecer a
comunicac¸a˜o entre a rede de sensores virtual e a rede de atuadores. Dessa forma, usamos
os processos de nego´cio da Figura 5.7 para instalar e instanciar um conversor. Assim
instalou-se um conversor que permite adaptar os valores enviados da rede virtual para
valores que possam ser lidos pela rede de actuadores. Depois de instalado este mo´dulo foi
necessa´rio realizar a sua instanciac¸a˜o, para isso enviou-se um XML onde foi especificado




Neste projeto apresentamos uma extensa˜o ao middleware MuFFIN que permite generali-
zar a funcionalidade de reprogramac¸a˜o remota e o comportamento das redes de sensores,
disponibilizando-a atrave´s de servic¸os web. Com este objetivo, incorporamos a ma´quina
virtual do Callas no MuFFIN. Adicionalmente foi tambe´m desenvolvida uma componente
que suporta a comunicac¸a˜o entre redes de sensores distintas.
Estas duas extenso˜es realizadas ao MuFFIN fazem com que este middleware seja uma
plataforma capaz de suportar a decomposic¸a˜o e distribuic¸a˜o de processos de nego´cio para
as redes de sensores. De facto, convertendo a lo´gica de nego´cio que se pretende que seja
executada numa rede de sensores para co´digo Callas, e´ possı´vel que esta seja enviada
para as redes de sensores atrave´s do MuFFIN. Este tem ainda a capacidade de executar o
co´digo quando os sensores na˜o incluem a ma´quina virtual de Callas. Nos casos em que
o processo de nego´cio preveˆ a comunicac¸a˜o direta entre redes de sensores, o MuFFIN
tambe´m assegura essa comunicac¸a˜o.
O estudo realizado sobre as tecnologias usadas pelo MuFFIN concluiu que este estava
assente num conjunto de verso˜es desatualizadas. Assim, fez-se uma pesquisa sobre as no-
vas verso˜es e procedeu-se a` migrac¸a˜o do MuFFIN para as novas verso˜es das tecnologias.
A migrac¸a˜o do MuFFIN proporcionou melhoramentos a nı´vel de seguranc¸a em algumas
das tecnologias utilizadas, nomeadamente os mecanismos de autenticac¸a˜o do ActiveMQ
e resoluc¸a˜o de alguns erros existentes, como o de ana´lise de XML existente no XML
Beans, que anteriormente teve que ser resolvido manualmente atrave´s da substituic¸a˜o de
ficheiros no nu´cleo do Fuse ESB, pra´tica altamente desaconselhada.
Relativamente aos resultados obtidos podemos concluir que, no que diz respeito a`
execuc¸a˜o de sensores ao nı´vel do middleware, foi possı´vel criar um sistema que pode
ser escala´vel pois mesmo com aumento das dimenso˜es das redes executadas, o desempe-
nho e´ termos de tempo e´ linear. No caso da funcionalidade de comunicac¸a˜o entre redes
de sensores podemos concluir que esta vem contribuir para uma forma mais simples de
comunicac¸a˜o, visto que ja´ na˜o ha´ necessidade das aplicac¸o˜es cliente lidarem com essa
func¸a˜o quando se pretende estabelecer a comunicac¸a˜o entre redes, na˜o existindo um custo
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muito elevado associado ao processamento necessa´rio ao nı´vel do middleware.
O trabalho efetuado no aˆmbito deste projeto foi apresentado no simpo´sio de informa´tica
Inforum 2013, como uma comunicac¸a˜o de trabalho em curso.
Como trabalho futuro, pretendemos adequar o MuFFIN a correr em dispositivos com
capacidade de computac¸a˜o limitada, como e´ o caso do Raspberry Pi, de forma a poder
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