




Title of dissertation:           ARCHITECTURE-ELECTRONIC PROPERTY  
          RELATIONS ACROSS MOLECULAR 
          SEMICONDUCTOR INTERFACES 
                                    Yinying Wei, Doctor of Philosophy, 2010 
Dissertation directed by:       Professor Janice E. Reutt-Robey 
             Department of Chemistry and Biochemistry 
Multicomponent organic films have increasing applications in photovoltaic 
technologies and other electronic devices. These applications depend strongly on the 
structural and electronic properties of the heterojunctions. This thesis reports a 
detailed investigation of these important aspects, such as structure control and 
structural-electronic correlation in molecular film heterojunctions, for two selected 
“donor-acceptor” model systems (TiOPc-C60 and TiOPc-C70) using STM/STS.  
The UHV-STM studies were started on a single component system, TiOPc 
deposited on Ag(111). Along with increasing deposition flux, TiOPc selectively 
forms three distinct ordered monolayer structures, namely honeycomb phase, 
hexagonal phase, and a misfit dislocation triangular network. Localized electrostatic 
intermolecular interactions can be utilized to stabilize kinetically accessible structures 
and cause different phase structures formed on surface.  Molecular packing models 
for these phases are proposed based on STM measurements.  
By choosing different TiOPc monolayer phases as template for sequential C60 
deposition, low-dimensional monolayer TiOPc-C60 interfaces have been prepared on 
Ag(111) and characterized with STM/STS. Thermally stable honeycomb and 
metastable hexagonal TiOPc templates rearrange upon C60 deposition to yield several 
binary film structures in the monolayer regime. These structures include phase-
segregated TiOPc and C60 domains and co-crystalline TiOPc(2)C60(1) honeycomb 
network formed through a dynamic process balanced by intermolecular and 
molecular-substrate interactions. The least stable TiOPc phase, the dislocation 
network, turns out to be the most robust template for sequential C60 growth by 
forming nanophase-segregated TiOPc-C60 on the scale of 10 nm.   
The variations of C60 energy gap across the heterointerface created by depositing 
C60 on hexagonal TiOPc are evaluated with STS. Energy level shift on TiOPc-C60 co-
crystal domain boundary is identified. This energy shift is correlated to an electron 
transport barrier from donor material (TiOPc) to acceptor (C60) in practical OPV 
cells.  
C70-TiOPc  heterostructures are characterized and compared with those of C60. C70 
present a greater variety of molecular configurations and related properties than those 
of C60 because of the ellipsoid shape with lower symmetry and higher dipole 
polarizability. C70 deposited on TiOPc honeycomb phase shows completely different 
growth mode from that of C60. The TiOPc honeycomb structure, functionalized as a 
dipole buffer layer, plays a substantial role on sequential C70 growth up to the fourth 
layer. Simple geometric effect and dipole-induced dipole interactions are considered 
to rationalize the intriguing C70 growth mode. The structural model for each layer is 
proposed. 
By employing fullerenes (C60 or C70) and TiOPc thin films as model system, I 
investigated the controlled formation of donor-acceptor molecular film architecture, 
measured the orientation and separation of donor-acceptor molecules along the 
domain boundaries, and correlated the structural information with the electronic 
structural information. These systematical works shed light on the optimization of 





ARCHITECTURE-ELECTRONIC PROPERTY RELATIONS ACROSS 










Dissertation submitted to the Faculty of the Graduate School of the  
University of Maryland, College Park in partial fulfillment 
of the requirements for the degree of  
















Professor Janice E. Reutt-Robey, Chair 
Professor Theodore L. Einstein 
Professor Amy Mullin  
Professor Yu-Huang Wang  



































First and foremost, I would like to thank my advisor, Prof. Janice Reutt-Robey. 
Her instruction, encouragement, and support during my graduate study give me great 
impetus to carry out my research. Her availability and willingness to discuss any 
problem, idea, and result are greatly appreciated. It is a pleasure to be her student.  
I wish to thank my former chemistry teachers Ms. Qi Wang and Mr. Yiming Jiang 
for inspiring my curiosity and initiating my enthusiasm in chemistry.  
I would like to thank Dr. Bill Cullen for all the helps and suggestions on 
maintaining my instruments and sharing his expertise on SPM measurements. I am 
thankful to my friends and coworkers in University of Maryland: Dr. Wei Jin, Mr. 
Qiang Liu, Dr. Levan Tskipuri, Dr. Veda Bharath, Ms. Qian Shao, Ms. Lifang Ma, 
and Mr. Wentao Song. I would also thank Ms. Kristen Burson who made the final 
stage of my research project possible.  
I am grateful to my committee members, Prof. Amy Mullin, Prof. John Weeks, 
Prof. Ted Einstein, and Prof. Yu-Huang Wang, for their helps to make me finish my 
graduate study in University of Maryland.  
I want to express thank to my silence friend Awu for its patience and bearing my 
punches to release my stress.  
Last, but not least, I want to thank my parents, Xinguo Wei and Aifang Zhu for 
their understanding, support, and love through my life, my husband, Bo Xu, whose 
consideration, encouragement, and devotion company me all the time. 
 
 iii 
Table of Contents 
Chapter 1 Introduction .............................................................................................. 1 
1.1 Motivation.......................................................................................................................1 
1.2 Organic Molecular Adsorption on Solid Surface........................................................4 
1.2.1 Fundamental Aspects of Molecular Thin Film Growth ...........................................4 
1.2.2 Electronic Coupling at Hetero-Interfaces.................................................................8 
1.3 Introduction to Model Systems.....................................................................................9 
1.4 Thesis Outline...............................................................................................................10 
Chapter 2 Instrumental Methods and Experimental Set-up ................................ 12 
2.1 The Ultra High Vacuum Environment ......................................................................12 
2.2 Substrate Preparation .................................................................................................13 
2.3 Organic Molecular Beam Epitaxy..............................................................................15 
2.4 Scanning Tunneling Microscopy/Spectroscopy ........................................................17 
2.4.1 Introduction ............................................................................................................17 
2.4.2 Basic Principles of STM.........................................................................................19 
2.4.3 Imaging Organic Adsorbates..................................................................................22 
2.4.4 Scanning Tunneling Spectroscopy .........................................................................24 
2.5 Introduction to Molecular Modeling..........................................................................27 
Chapter 3 Single-Component Molecular Self-Assembly on Ag(111) ................... 29 
3.1 Fullerenes Adsorption on Ag(111)..............................................................................29 
3.1.1 C60 on Ag(111) .......................................................................................................30 
3.1.2 C70 on Ag(111) .......................................................................................................32 
3.1.3 Summary ................................................................................................................36 
3.2 Titanyl Phthalocyanine Ordering on Ag(111)...........................................................38 
3.2.1 Low Flux Deposition..............................................................................................40 
3.2.2 Medium Flux Deposition........................................................................................45 
3.2.3 High Flux Deposition .............................................................................................48 
3.2.4 Determination of Nucleation Density.....................................................................52 
3.2.4 Summary ................................................................................................................56 
Chapter 4 Model Molecular Hetero-interface TiOPc:C60..................................... 58 
4.1 C60 on Honeycomb TiOPc ...........................................................................................59 
4.2 C60 on Hexagonal TiOPc .............................................................................................62 
 iv 
4.3 C60 on Triangular Network TiOPc.............................................................................72 
4.4 Summary.......................................................................................................................76 
Chapter 5 Model Molecular Hetero-junction TiOPc:C70...................................... 79 
5.1 C70 on Honeycomb TiOPc ...........................................................................................79 
5.2 Summary.......................................................................................................................92 
Chapter 6 The Electronic Landscape in Binary Molecular Films ....................... 94 
6.1 Electronic Structure of TiOPc Adsorbed on Ag(111)...............................................94 
6.1.1 Bias Voltage Dependent Imaging...........................................................................94 
6.1.2 z(V) Spectroscopy...................................................................................................96 
6.2 Electronic Structure of C60 Adsorbed on Ag(111) ....................................................98 




List of Tables 
Table 2.1 Deposition conditions for different molecules............................................ 16 
Table 3.1 Fullerene (C60, C70) registration with Ag(111) lattice. ............................... 37 
 vi 
List of Figures 
Figure 1.1 Schematic illustration of the four key steps in the generation of 
photocurrent from incident light in OPV cell: (1) photo absorption and exciton 
formation, (2) exciton diffusion to the donor-acceptor interface, (3) exciton 
dissociation and separation, driven by the HOMO-LUMO offset, and (4) carrier 
collection at the electrode. .................................................................................... 2 
Figure 1.2 Schematic illustrations of (a) bulk heterojunctions with high donor-
acceptor interfacial area for organic solar cell and (b, c) oriented molecular 
architectures along TiOPc/C60 interface. .............................................................. 4 
Figure 1.3 (a) The average total energy of C60/TiOPc molecular system as function of 
concentration c (three Uab values are assumed). c=0 represents pure C60, and c=1 
represents pure TiOPc. (b) General phase segregated diagram of total free energy 
of a binary system as function of c, with two local minima. ................................ 7 
Figure 1.4 Schematic representation of the adjustment of equilibrium conditions at a 
semiconductor/metal interface. The charge transfer across the interface could 
cause the formation of a band bending in the semiconductor and/or localized 
interface dipoles. ................................................................................................... 9 
Figure 2.1 UHV multi-analysis system with fast entry loadlock used in this thesis 
research. .............................................................................................................. 13 
Figure 2.2 (a) LEED diffraction pattern shows sharp C6 symmetry lattice, (b) 
representative STM image of a clean, smooth Ag (111) surface, characterized 
with irregular steps and silver islands................................................................. 15 
Figure 2.3 Simple schematic of the working principle of STM (not sized to scale). 
The motion of the tip operated in constant current mode over a surface step is 
indicated.............................................................................................................. 18 
Figure 2.4 Schematic energy diagram for the one-dimensional tunneling process 
between tip and sample. ρs ,ρt indicate the respective density of states for the 
sample and the tip which are separated by a distance d. The arrows in the gap 
illustrate the probability for tunneling (greatest near Fermi energy EF ) when a 
bias voltage U is applied. .................................................................................... 21 
Figure 3.1 Chemical structures of fullerenes materials (a) C60 and (b) C70. ............... 30 
Figure 3.2 C60 monolayer structure on Ag(111). (a) Large scale STM image shows 
different rotational domains of sub monolayer C60 on Ag(111), (b) magnified 
STM image of 2 3 × 2 3R30°  C60 superstructure, (c) adsorption model of C60 
2 3 × 2 3R30° structure on Ag(111), and (d) height profile along the yellow solid 
line in (b)............................................................................................................. 31 
 vii 
Figure 3.3 Binary C60/C70 film monolayer on Ag(111). (a) (2 3 × 2 3)R30o C60 adjoins 
C70 phase I (b) (2 3 × 2 3)R15°  C60 coexisting with C70 Phase I and II. ............ 33 
Figure 3.4 C70 structure on Ag(111). (a) Large scale STM image shows multilayer 
growth before first layer saturates, (b) high resolution STM image of C70 Phase I 
and Phase II with intramolecular resolution, (c) overhead view of C70 multilayer, 
and (d) large scale STM image of C70 monolayer after annealing at 400K........ 35 
Figure 3.5 Schematic phase diagram of C60 and C70 on Ag(111) surface. ................. 36 
Figure 3.6 LUMO orbital of C60 (left) and C70 (right). ............................................... 37 
Figure 3.7 (a) Side view of the geometric structure of a free TiOPc molecule, (b) 
corresponding top view of charge distribution map of TiOPc, blue (yellow) 
represents negative (positive) charge distribution, the cutoff is 0.04 a.u. Å-3, (c) 
calculated HOMO orbital of TiOPc, and (d) calculated LUMO orbital of TiOPc.
............................................................................................................................. 39 
Figure 3.8 STM image of a full monolayer of TiOPc honeycomb phase on Ag (111):  
(a) Large field of view, shown as a differential image with tunneling condition: 
(+0.66V, 0.7pA), (b) Molecularly resolved constant current image obtained at 
higher magnification (20nm 20nm field of view).  Each molecule displays a 
triangular shape with three lobes corresponding to two phenyl rings and one 
upward oxygen atom. Tunneling condition:  (-0.69V, 0.57pA). ........................ 40 
Figure 3.9 High resolution image of TiOPc honeycomb phase contrasts the “frame” 
molecules (bright triangles) from the “hole” molecules (dim features). Streaks on 
the “hole” molecules (circled in yellow) indicate tip dragging, indicative of more 
weakly bound species. ........................................................................................ 42 
Figure 3.10 Proposed molecular packing model for the unfilled honeycomb phase. (a) 
Top view of honeycomb molecular frame.  The unit cell is indicated by the 
yellow rhombus.  The dimer of TiOPc within each unit cell is highlighted by 
yellow, (b) side view of honeycomb molecular frame, with TiOPc dimer 
highlighted again in yellow, (c) top view of the “on-edge” orientation TiOPc 
dimer that forms the basis for the honeycomb phase, and  (d) side view of the 
“on-edge” TiOPc pair. ........................................................................................ 43 
Figure 3.11 STM image of a near monolayer of TiOPc hexagonal phase on Ag (111): 
(a) Large field of view shown as a differential image.  Tunneling condition: 
(+0.6V, 0.4pA), (b) Molecularly resolved constant current image (15nm 15nm). 
Each molecule exhibits three distinct lobes corresponding to two phenyl rings 
(more dim) and the projecting oxygen atom (brighter).  Tunneling condition: (-
0.8V, 0.4pA). ...................................................................................................... 46 
Figure 3.12 Proposed molecular packing model for the hexagonal phase (a) Top view 
with a unit cell indicated by the gold rhombus.   (b) Side view of the hexagonal 
packing, and (c) The “face to face with offset” pair of TiOPc. .......................... 46 
 viii 
Figure 3.13 STM images of the misfit dislocation triangular network of TiOPc:  a. 
large scale image (differential mode) shows the triangular network (T) in 
coexistence with the hexagonal phase (H) and dense 2-D gas phase (G).  
Tunneling condition: (+0.7V, 0.4pA), (b) High resolution image (40nm 40nm) 
of the triangular network.  Each molecule is represented by a bright spot on the 
image tunneling condition: (+0.7V, 0.4pA)........................................................ 49 
Figure 3.14 Unit cell of the three ordered phases observed for TiOPc monolayers on 
Ag (111).  Bravais vectors, as well as the azimuthal rotation from the substrate 
 direction, are indicated. ............................................................................ 50 
Figure 3.15 Proposed model for the triangular network phase of TiOPc. A1 and A2 
mark the domain boundaries with twisted “on-edge” molecular pairs; B marks 
the domain boundary with opposing TiO tilts. For clarity, the domain network is 
truncated to show only 4 molecules (out of the 11-13) along the domain 
boundaries. .......................................................................................................... 52 
Figure 3.16 Coverage-dependent growth of the TiOPc honeycomb monolayer phase 
(a) 90 seconds deposition, no ordered structures are observed. Surface covered 
by 2-D molecular gas. (b) 180 seconds deposition, no ordered structures emerge, 
indicating increasingly dense 2-D molecular gas  (c) 300 seconds deposition, 
honeycomb islands (upper right corner) nucleate and coexist with 2-D molecular 
gas (d) 480 seconds deposition, full monolayer of honeycomb phase TiOPc 
develops. ............................................................................................................. 54 
Figure 3.17  Coverage dependent growth of the TiOPc hexagonal monolayer phase: 
(a) 90 seconds deposition, no ordered structures can be observed. Surface is 
covered by 2-D molecular gas (b) 180 seconds deposition, no apparent ordered 
structures can be observed.  Surface is covered by 2-D molecular gas of 
increasing density(c) 300 seconds deposition, ordered hexagonal islands of 
TiOPc appear on Ag terraces in coexistence with the 2-D gas phase (d) 360 
seconds deposition, full monolayer of the hexagonal phase TiOPc formed....... 55 
Figure 4.1 (a) Molecular resolved STM image of phase segregated TiOPc honeycomb 
island (upper left) and C60 (lower right) (+0.6V, 0.7pA) (b) High resolution STM 
image of isolated C60 on honeycomb pore sites (+0.65V, 0.6pA) (c) Proposed 
molecular packing model of filled honeycomb structure, drawn proportionally to 
compare the pore dimension with a single C60. Pore TiOPc do not have defined 
orientations.......................................................................................................... 61 
Figure 4.2 Molecular resolved STM image of C60 adsorption on hexagonal TiOPc 
film with increasing C60 coverage. (a) Θ60= 0.2 ML, C60 nucleate on Ag step 
edges as well as narrow terraces, small clusters and short chains form. (-0.6V, 
0.2pA) (b) Θ60=0.4ML reveals the formation of a new diluted C60 structure, 
circled in green. In the magnified image on the right, formation of domain 
boundaries and orientation flip of TiOPc inside different domains are shown. (-
0.6V, 0.6pA)(c) Θ60=0.6ML, the surface is saturated with a combination of C60 
 ix 
closed packed islands, C60-TiOPc cocrystal phase, and remaining dense 
disordered TiOPc. Three exclusive azimuthal angle of C60-TiOPc cocrystal 
structure are indicated with color arrows. (+0.6V, 0.6pA). ................................ 63 
Figure 4.3 High-resolution STM images to reveal TiOPc structures around one C60 at 
the initial stage (left) and vacancies in “dilute TiOPc-C60”cocrystal phase (right)
............................................................................................................................. 65 
Figure 4.4 Structural models for the rearrangements of hexagonal TiOPc films with 
C60 coadsorption. (a) Each triangular in the model represents a tilted TiOPc 
molecule, the blue side corresponds to two phenyl rings and the red end 
represents the TiO group. (b) Schematic representation of the rotational and 
translation displacement of undisturbed TiOPc to its cocrystal structure with C60 
along Ag[341] direction. (c) Rearrangement to honeycomb TiOPc structure, 
accompanying by co-adsorption of the center C60 molecule (d) TiOPc 
rearrangement along Ag[110]  direction.............................................................. 67 
Figure 4.5 The evolution of TiOPc-C60 honeycomb structures along different 
directions (left), and the typical interfacial architecture constituted of disordered 
TiOPc, small patch close packed C60 following this process (right). ................. 68 
Figure 4.6 Phase transition from unfilled honeycomb TiOPc to hexagonal TiOPc with 
successive STM images. (a) Lower right, confined area of honeycomb TiOPc 
structure with single C60 on top (b) The top part of the honeycomb domain 
changed to hexagonal structure. (c) The whole honeycomb domain transits to 
hexagonal structure with streaks showing mobile molecules. (d) Stable 
hexagonal TiOPc domain without streaks. ......................................................... 69 
Figure 4.7 (a) Tilted view of the free TiOPc molecular. (b) STM image of TiOPc 
monolayer prepared by 0.4 ML/Min. Flux reveals a regular network of triangular 
TiOPc domains. (c) Molecularly resolved STM image of the triangular network. 
Each molecule is represented by a bright spot in the image. (d) Structural model 
for the triangular network. For clarity, the domain network is truncated to show 
only 4 molecules (out of the 11-13) along the domain boundaries..................... 73 
Figure 4.8 (a) Large scale STM image of C60 cluster array on TiOPc triangular 
dislocation networks. Inset is the line profile of the six C60 clusters along the 
dashed line. (b) STM image of C60 clusters shown as a differential image to 
enhance molecular resolution. (c) Size distribution of the diameter for C60 
clusters, N represents the number of C60 molecules along the diameter. (d) 
Schematic illustration of the nanophase segregated C60 and TiOPc domains..... 74 
Figure 4.9 Size distribution of the diameter for C60 clusters, N represents the number 
of C60 molecules along the diameter. Observed size distribution of C60 clusters:  
The total number of clusters observed versus width N, where N is the number of 
C60 molecules along the cluster diameter.   Each cluster diameters was evaluated 
from the STM topographic profile along the cross section of maximum width.    
A total of 240 clusters was analyzed (800 nm2 surface area), revealing an 
 x 
average diameter of 7±2 nm, with the most probably diameter also 7 nm.    A 
greater propensity for observing odd-N values is within the confidence limits of 
the available data.  Smaller clusters (N=1,2) may be underestimated due to 
increased tip-sample perturbation.  Close-packed C60 clusters, with 
corresponding N values, are shown schematically.   The observed size 
distribution reflects the TiOPc vacancy size distribution in the TiOPc template 
and the relative stability of C60 clusters. ............................................................. 75 
Figure 4.10 Schematic illustration of different C60:TiOPc heterostructures with 
sequential deposition. (a) C60 on honeycomb TiOPc (b) C60 on hexagonal TiOPc 
(c) C60 on TiOPc triangular dislocation network. ............................................... 77 
Figure 5.1 TiOPc honeycomb structure (a) Molecularly-resolved STM image of 
TiOPc honeycomb structure, acquired with a positive sample bias (0.7 V) and 
0.05 nA tunneling current, and  (b) Schematic illustration of the TiOPc 
honeycomb monolayer structure and the corresponding dipole lattice, where 
arrow length reflects the magnitude of the vertical dipole moment, and (c) 
Schematic illustration of the electrostatics of an individual TiOPc molecule 
inclined on Ag(111), and (d) Schematic illustration of the electrostatics of an 
individual TiOPc molecule flat on Ag(111). ...................................................... 80 
Figure 5.2 (a) STM image of first-layer of C70 deposited on the TiOPc honeycomb 
monolayer: Green circle denotes region where C70 are positioned directly above 
TiOPc pore molecules; Yellow circle denotes close-packed C70 structures that 
span the honeycomb. (b) Line profile along the blue solid line in (a) (c) Model 
depicts C70 occupation of sites over pore-TiOPc (green circle in (a)); (d) Model 
for C70 close packed structure (yellow structure in a).  Dark blue C70 depict 
position above pore-TiOPc: Light blue depict position above frame TiOPc...... 81 
Figure 5.3 z(V) spectra taken for unoccupied states for C70 structures -  Red: C70 / 
Ag(111); Green: C70/frame-TiOPc; Blue: C70 /pore-TiOPc.  Each spectrum 
represents an average of 20 individual traces, acquired at 0.03 nA tunnel current.
............................................................................................................................. 83 
Figure 5.4 Schematic illustration of first layer C70 adsorption and charge 
redistribution, arrows indicate induced dipole moment, pointing from negative to 
positive................................................................................................................ 84 
Figure 5.5 STM images of TiOPc on top of monolayer fullerenes (a) TiOPc on top of 
monolayer C60 (b) TiOPc on top of monolayer C70. ........................................... 86 
Figure 5.6 Onset of second-layer C70 grow on the TiOPc honeycomb template. (a) 
STM image of first-layer C70 showing the C70-on-pore and C70-on-frame 
molecules of the first layer (b) Island of second layer C70 supported above the 
first layer  (c) High magnified STM image of the “kagome” second layer C70 
structure,  with structural model (yellow) superimposed. (d) Structural model of 
lying-down C70 adsorbed on bridge sites of the C70-on-frame with three 
 xi 
rotational orientations by 120° (e) Structural model of second layer C70 (yellow) 
on top of first layer (blue) (f) Line profile along the blue line in (b).................. 87 
Figure 5.7 Schematic illustration of second layer C70 adsorption. First layer C70 are 
shown in green with charge distribution. The light blue ovals show local 
potential minima t favorable for adsorption. Second layer C70 adsorb on the 
bridge sites of two “C70-on-frame” with partial negative charge distributed on 
top. ...................................................................................................................... 89 
Figure 5.8 Third and fourth layer C70 on top of honeycomb TiOPc (a) Large scale 
STM image with each layer marked (b) Magnified STM image of third layer C70, 
green dots superimposed show the honeycomb third layer structure, and inside 
the yellow circle shows the close packed third layer. (c) STM image of fourth 
layer C70, green dots superimposed show the “kagome” structure. (d) Structural 
model of third layer honeycomb C70 structure (light green) and close packed 
third layer (maroon) (e) Structural model of fourth layer kagome C70 (orange). 90 
Figure 5.9 Multilayer C70 on top of honeycomb TiOPc template (a) Large STM 
image shows multilayer (over fourth layer) C70 with close packed structure, and 
quasi-hexagonal C70 islands on top. (b) STM image shows surface 
reconstruction of C70 top layer........................................................................... 90 
Figure 5.10 Schematic illustration of C70 layer-by-layer growth on top of honeycomb 
TiOPc, from left to right: registration of C70 in each layer with TiOPc 
honeycomb structure; side view of C70 multilayer; coordination number of C70 in 
plane and in 3-dimension in each layer............................................................... 91 
Figure 6.1 STM images (14nm 14nm) of TiOPc honeycomb structure obtained at the 
same surface area successively (a) Image acquired at positive sample bias of V= 
0.7 V reveals the location of unoccupied states. (b) Image acquired at negative 
sample bias of V= -0.7 V reveals tunneling from occupied states. Both images 
acquired with a constant 0.06 nA current. .......................................................... 95 
Figure 6.2 z(V) spectra for occupied state (left) and unoccupied state (right) of 
TiOPc/Ag(111) hexagonal structure (red curves); the green curves represent the 
states of TiOPc/Ag(111) honeycomb structure. Data acquired with a constant 
current of 0.05 nA, -0.8V sample bias. ............................................................... 97 
Figure 6.3 Schematic illustration of HOMO-LUMO gap reduction of C60 in different 
chemical environments. ...................................................................................... 99 
Figure 6.4 Left: I(V) spectra of C60 in C60/TiOPc co-crystal structure (I=0.05 nA, 
V=0.6 V) Right: Structural model of C60/TiOPc co-crystal structure, where one 
C60 molecule is surrounded by six nearest neighbor TiOPc. ............................ 100 
Figure 6.5 STM image of co-crystal C60 coexist with close packed C60 (a) and line 
profile (b) along the blue solid line................................................................... 102 
 xii 
Figure 6.6 STS measurements on C60 in different environments. (I=0.05 nA, V=0.6 
V)  Blue: C60 in co-crystal structure domain center, corresponding to blue X in 
(b) Red: C60 in co-crystal structure domain boundaries, corresponding to red X 
in (b).................................................................................................................. 103 
Figure 6.7 Schematic energy level alignments on TiOPc-C60 interfaces.................. 103 
 xiii 
Abbreviations 
2-D two dimensional 
2PPES two photon photoemission spectroscopy 
3-D three dimensional 
ACA acridine carboxylic acid  
AFM atomic force microscopy  
AnCA anthracene carboxylic acid 
CuPc copper phthalocyanine 
D Debye 
DFT density functional theory 
EA electron affinity 
EFM electrostatic force microscopy 
eV electron volts 
HOMO highest occupied molecular orbital 
HOPG highly ordered pyrolytic graphite 
IP ionization potential 
IPES inverse photoelectron spectroscopy 
ITO indium tin oxide 
LDOS local density of states 
LEED low energy electron diffraction 
LUMO lowest unoccupied molecular orbital 
MFM magnetic force microscopy 
ML monolayer 
MPc metal phthalocyanine 
NN nearest neighbor 
OLED organic light-emitting diode 
OMBE organic molecular beam epitaxy 
OPV organic photovoltaic 
OTFT organic thin film transistor 
PCBM phenyl-C61-butyric acid methyl ester 
QCM quartz crystal microbalance 
RT-STM room temperature scanning tunneling microscopy 
SnPc tin phthalocyanine 
SKPM scanning kelvin probe microscopy 
STM scanning tunneling microscopy 
STS scanning tunneling spectroscopy 
TiOPc titanyl phthalocyanine 
TPD temperature programmed desorption 
Trans-BCaTBPP 15-bis(4-carboxyphenyl)-10,20-bis(3,5-di-t-butylphenyl) porphyrin 
UHV ultrahigh vacuum 
UPS ultraviolet photoemission spectroscopy 
XRD X-ray diffraction 
ZnPcCl8 chlorine zinc phthalocyanine 
 1 
Chapter 1 Introduction 
1.1 Motivation 
Sustainable energy and environment are among the biggest challenges humanity 
faces in this century. Solar energy has long been recognized for its tremendous 
potential to provide a renewable source of clean, readily available energy. However, 
widespread introduction of photovoltaic (PV) technologies requires improvements in 
the efficiency-to-cost ratio of available technologies. Organic solar cells have 
attracted considerable interest as potential cost-efficient alternatives to conventional 
silicon solar cells. The best efficiency of current organic/polymeric devices1-3 and 
dye-sensitized oxide nanocrystalline solar cells4 reaches a range of 6%-10%5-9, which 
is still far away from the expected up-bound of about 20%. The motivation of my 
research reported in this thesis is in support of next generation organic photovoltaic 
(OPV) materials.   
The power conversion efficiency of OPV has increased a lot since the introduction 
of donor-acceptor heterojunctions that serve to dissociate strongly bound photo-
generated excitons5. However, further improvements are impeded by an incomplete 
understanding of the electronic-morphology relationship on the nanoscale. It has 
become evident that the performance of the same material can exhibit a wide range of 
variation depending on the films’ nanoscale morphology (molecular packing, domain 
alignment, and lateral and vertical phase separation) induced by different preparation 
conditions10-12. Organic molecular films contain a combination of ordered and 
disordered regions, grain boundaries, heterogeneous interfaces, localized traps, and 
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phase-separated domains. These features impact charge generation, transport, 
recombination, injection, extraction, and trapping at sub- 100 nm length scales10,12-14.  
The basic processes happening in a donor-acceptor organic heterojunction are 
described as following5: 
             
Figure 1.1 Schematic illustration of the four key steps in the generation of photocurrent from 
incident light in OPV cell: (1) photo absorption and exciton formation, (2) exciton diffusion to 
the donor-acceptor interface, (3) exciton dissociation and separation, driven by the HOMO-
LUMO offset, and (4) carrier collection at the electrode.  
 
In Step 1, the organic material absorbs light and generates excitons (electron-hole 
pairs), with binding energies ranging from 0.1 to 1.2 eV15,16. Efficient dissociation of 
the strongly bound excitons requires either a strong applied electric field (E>106 
V/cm) or donor-acceptor heterojunctions14, where the dissociation is driven by the 
offset between the HOMO and LUMO levels along the donor-acceptor interface. The 
photo-generated strongly bound excitons must subsequently diffuse towards the 
donor-acceptor interface (Step 2 in Fig. 1.1). Step 3 is exciton dissociation, taking 
place exclusively at the organic heterojunction and resulting in electron transfer to the 
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acceptor materials (and hole transfer to the donor materials). Finally, the generated 
free electrical carriers are transported toward the respective electrodes through 
organic-metal interfaces and contribute to an electrical current in the external circuit, 
as described in Step 4. 
Several aspects are of general interest. Microscopically, the organic-organic (green 
shade) and organic-metal (red shade) interfaces are important for OPV working 
performance. Energy levels should be aligned for effective exciton dissociation, and 
molecular architectures on these interfaces should be optimized for charge transfer. 
Some orientations may be favorable for this process and some may be unfavorable 
(Fig. 1.2b and 1.2c, respectively). Also, it is expected to achieve maximized 
interfacial areas between the donor acceptor domains, as shown in Fig. 1.2a. Finally, 
the length (or width) of donor (acceptor) domains should be of the magnitude of the 
exciton diffusion length, which is 10~15 nm for molecular semiconductor 
excitons5,15,17,18.  
Researchers have applied a wide range of structural probes, from atomic force 
microscopy (AFM) to X-ray scattering, to characterize structural variations in OPV 
films. However, there is an urgent need for high-resolution measurements that 
correlate electronic properties directly with local film morphology at the molecular 
level. The goals of this thesis are to study the following issues at the organic-organic 
interface and organic-metal interface:  
(1) The mechanism by which nano-phase structures form and evolve in vacuum 
deposited films. 
 4 
(2) The molecular arrangement along donor-acceptor interfaces, and the geometric 
stacking that favors charge transfer. 
(3) Energy level alignment along the donor-acceptor interface.  
    
Figure 1.2 Schematic illustrations of (a) bulk heterojunctions with high donor-acceptor 
interfacial area for organic solar cell and (b, c) oriented molecular architectures along TiOPc/C60 
interface.  
 
1.2 Organic Molecular Adsorption on Solid Surface 
1.2.1 Fundamental Aspects of Molecular Thin Film Growth 
The process of molecular adsorption on solid surfaces is more complex than that of 
elemental systems due to molecular distinct shapes and anisotropic intermolecular 
interactions. Moreover, molecules are flexible and can undergo conformation changes 
when brought into contact with a substrate. In addition, polymorphism is a general 
phenomenon for organic bulk crystals16. The energy difference between different 
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polymorphs is usually very small compared to the cohesive energy of organic 
crystals. Parallel situations are present for organic molecules adsorbed on solid 
surface, different phase structures with similar lattice energies are usually observed 
for a given molecule19,20. 
 Molecular self-assembly is the preparation of materials with prescribed structures 
based on the controlled assembly of molecular components interconnected mainly by 
non-covalent bonding21. Through this fabrication method, well-defined low 
dimensional structures can be formed on surfaces. Many examples of one- and two-
dimensional molecular self assembly structures on substrates, with hydrogen 
bonding22-29, dipole-dipole interaction30, donor-acceptor interaction31-34, van der Waal 
interaction35,36, or even coordinative interaction37-44, have recently been reported.  
(1) Thermal dynamics vs. kinetics in adsorption 
The process by which molecules deposited on substrates evolve towards 
nanometer scale structures is inherently a non-equilibrium phenomenon45. The growth 
process is governed by a competition between kinetic and thermodynamics control. 
Surface diffusion is generally considered as a thermally activated process. Thus, a 
diffusion barrier needs to be surmounted when the adsorbate moves from one stable 
adsorption site to another. Supposing molecules are deposited onto the surface at a 
rate of F (flux), the diffusivity D is defined as the mean square distance traveled by an 
adsorbate per unit time upon deposition. The ratio of D/F determines the average 
distance that an adsorbate has to travel to meet another adsorbate, either for 
nucleation of a new aggregate or attachment to a formed island. A high D/F ratio 
indicates quasi equilibrium growth, during which the adsorbate has enough time to 
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explore the potential surface to reach a minimum energy configuration. On the other 
hand, a low D/F ratio corresponds to a kinetically determined growth. A high D/F 
ratio is typically preferred in epitaxial growth as growth under slow thermodynamic 
control translates to long-range ordered structures. As a practical matter, low 
temperature experiments with low D/F ratio must be controlled to study kinetic 
factors as well dynamic barriers in pattern growth.   
(2) Miscibility in binary system 
The miscibility of two components is generally temperature dependent. For a 2-D 
binary molecular system, we may suppose it resembles the phase diagram of a 2-D 
binary liquid system. We try to understand the binary molecular structures supported 
on a solid surface with thermodynamic functions. The Helmholtz potential Fsys is a 
convenient thermodynamic state function to study constant T and V problems.  
                                          Fsys=Usys-SsysT                                                (1.1) 
Here S represents the total entropy of the system, and U represents the total 
internal energy. The competition between entropy and energy finally determines the 
phase structure of the binary system. Suppose we have Na A molecules and Nb B 
molecules, and Na+Nb=N remains constant. We define  
                                         
c = Nb
Na + Nb
                                                   (1.2) 
as the fraction of molecule B. When Fm as a function of c has two local minima, the 
two molecular species will segregate into two stable phases, as shown in Fig. 1.3b. 
In practice, by considering only the internal energy contributions, we can use Um 
to get a sense whether the binary phase would segregate or an intermixed structure 
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possibly emerges. The total energy of all molecules on the surface can be represented 
as: 
                   Um (c) =
N × z
2
[(1− c)2Uaa + 2c(1− c)Uab + c
2Ubb ]                   (1.3) 
Here, N is defined as the total number of molecules in the system, N = Na + Nb , 
and z corresponds to the number of nearest neighbors. Uaa is the intermolecular 
interaction between nearest neighboring A, so does Ubb. Uab defines the interaction 
between nearest neighboring A and B. Only when Um is concave function of c 
(negative mixing energy, Uab <
Uaa +Ubb
2
), Fm would have two minima, i.e. phase 
segregation of the two molecular species happens.     
          
Figure 1.3 (a) The average total energy of C60/TiOPc molecular system as function of 
concentration c (three Uab values are assumed). c=0 represents pure C60, and c=1 represents pure 
TiOPc. (b) General phase segregated diagram of total free energy of a binary system as function 
of c, with two local minima. 
 
Using C60 and Titanyl Phthalocyanine (TiOPc) as our model system, denoting C60 
as A and TiOPc as B, we have Uaa=-1.0 eV46, Ubb=-0.8 eV47, and z=6. We could then 
estimate the critical Uab that leads to phase segregation of C60 and TiOPc. On one 
hand, if we suppose the interaction between C60 and TiOPc is comparable to that 
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between C60 (Uab=-1.0 eV in Fig. 1.3a), we could expect a C60-TiOPc intermixed 
phase. On the other hand, when we assume that TiOPc does not interact with C60, 
(Uab= 0 eV in Fig. 1.3a), we obtain the concave curve. C60 and TiOPc are expected to 
segregate into two stable single phases in this situation.  
1.2.2 Electronic Coupling at Hetero-Interfaces 
Apart from the morphology of the grown film, the interfacial electronic structures 
between organic/metal and constituent organic materials are important in the practical 
applications. The energy band alignment on the interfaces directly drives the 
unbinding of the excitons. The molecular packing and orientation on the interfaces 
have strong effects on charge transport. 
When organic molecules are brought into contact with the surface of another 
material, the adsorption process may result in a wide variety of effects. These include 
polarization of the electron density of the organic material due to interaction with 
image charge in the substrate, orbital re-hybridization, partial charge transfer through 
covalent bonds, molecular reorganization by (inter) diffusion across the interface, and 
adsorption-induced substrate reconstructions48,49. The charge transfer across the 
interface could cause the formation of a band bending in the semiconductor and/or 
localized interface dipoles, as shown in Fig. 1.4. Relating the magnitude of the shift 
(Δ) to the electronic details presents a significant research challenge48,49.  
In the present work, the electronic structure variations of C60 along different 
domain boundaries are explored, and we try to explain the variations (transport gap 
and HOMO, LUMO resonance positions) with different polarization energies. We 
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also correlate the electronic structures across domain boundaries to local molecular 
packing and orientation.   
                                       
Figure 1.4 Schematic representation of the adjustment of equilibrium conditions at a 
semiconductor/metal interface. The charge transfer across the interface could cause the 
formation of a band bending in the semiconductor and/or localized interface dipoles. 
 
1.3 Introduction to Model Systems 
In this thesis work, we have selected C60, C70, and TiOPc as our model systems.  
Metal phthalocyanines (MPc) are a typical family of fully π -conjugated macrocyclic 
molecules with high thermal stability and versatile functionalities. Particularly, TiOPc 
has light sensitivity at the infrared region50, which has applications in photoelectric 
conductivity. TiOPc is also applied to OPV cells as an electron donor material, and it 
is reported that TiOPc/C60 heterojunctions offer VOC (open circuit voltage) 40% 
higher than that of CuPc/C60 heterojunctions51. For bulk heterojunction (BHJ) 
devices, VOC should be linearly related to the frontier orbital energy offsets between 
the HOMO of the donor and the LUMO of the acceptor (EDHOMO-EALUMO)52-56. A 
limited number of studies have been undertaken to elucidate the supramolecular 
behavior of TiOPc molecules on surfaces57. In addition, their surface structural 
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organization with other redox or photoactive molecular species, such as fullerenes, is 
also of great interest.  
C60 is a popular electron acceptor material with a tunable highest occupied 
molecular orbital-lowest unoccupied molecular orbital (HOMO-LUMO) gap58,59, 
which makes it an appealing π -conjugated module for the construction of functional 
molecular materials21.   
The second most abundant fullerene, C70, is less intensively studied. However, 
recent reports show it has a 25% higher efficiency in device performance60,61, and 
stronger tendency for charge transfer with other donor type materials39,60,61. In 
addition, C70 possesses a greater variety of surface configurations and related 
properties compared with those of C60 because of the ellipsoid shape with lower 
symmetry and higher dipole polarizability. All these new findings motivate 
C70/TiOPc heterojunctions for comparison.  
1.4 Thesis Outline 
The outline of this thesis is as follows. In Chapter 2, the experimental procedures 
and instrumentations are described. A brief introduction of the UHV system and STM 
used in this thesis are presented. The molecular deposition system and sample 
preparation procedure are introduced. In addition, the method used for computing the 
molecular properties is discussed. 
In Chapter 3, single component adlayer structures for C60, C70 and TiOPc are 
described and discussed. The chapter starts with the description of C60 and C70 
superstructures formed on Ag(111). The richer single component phase diagram of 
the highly anisotropic TiOPc is then presented. Three completely different ordered 
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structures of TiOPc can be kinetically accessed by simply tuning the deposition flux. 
The resulting structures are described in terms of competition between intermolecular 
interaction and molecular-substrate interaction. The concept of critical nucleation 
density is explored from the perspective of energy differences. 
Chapter 4 and Chapter 5 concern the mixtures of fullerenes and TiOPc. We 
explore C60 deposition onto distinct TiOPc monolayer structures, resulting in binary 
film morphology ranging from phase segregated domains with size dictated by the 
morphology (step density) of the substrate (on honeycomb phase TiOPc), to a co-
crystalline TiOPc(2)C60(1) honeycomb network (on hexagonal phase TiOPc) and 
nanophase-segregated TiOPc-C60 on the scale of 10-20 nm (on triangular dislocation 
network TiOPc). We also employ the TiOPc honeycomb structure as a dipole buffer 
layer to modify the electrostatic properties and morphology of Ag(111) substrate. C60 
and C70 deposited onto this buffer layer show distinct adsorption behavior with C60 
phase segregating with TiOPc while C70 vertically stacking on top of TiOPc. We 
attribute this divergence to different geometric structure and electrostatic 
polarizability of C60 and C70.  
Preliminary results on interfacial electronic structures are presented in Chapter 6. 
For this effort, we employ C60 as the probe molecule to profile the electronic 
landscape across domain boundaries. Energy alignment and molecular packing on the 
heterointerfaces are discussed.  
A summary and suggestions for future work are presented in Chapter 7. 
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Chapter 2 Instrumental Methods and 
Experimental Set-up 
In this chapter, experimental methods and molecular modeling approaches are 
described. In Section 2.1, introduction to UHV system is presented. In Section 2.2, 
details on the Ag(111) substrate are given. In Section 2.3 I describe the OMBE 
system for molecular deposition. The main instrument used during thesis research is 
scanning tunneling microscope (STM), as described in Section 2.4. Finally, 
computational methods investigating quantum molecular problems are briefly 
introduced in Section 2.5. 
2.1 The Ultra High Vacuum Environment 
Ultra high vacuum (UHV), defined as P≤ 1×10−9 torr , is indispensable in studying 
atomic processes on surfaces because it dramatically reduces the surface 
contamination. At the pressure of 10-10 torr, the residual gas density is so low that the 
mean free path at ambient pressure increases from the order of 10-8 m to the order of 
103 m62. The number of collisions at the sample surface is similarly reduced 
from 3×1019 cm-2s-1 to 4.2 ×106  cm-2s-1 at ambient temperature. This enables study of 
processes on atomically clean surfaces during several hours or days. 
The UHV multi-analysis system used for most work of this thesis consists of two 
individually pumped chambers that are separated by a gate-valve, as shown in Fig. 
2.1. The main UHV chamber contains the tools for sample preparation, molecular 
deposition, and sample analysis. The loadlock has a home-build deposition source 
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attached, and with the fast entry port: freshly prepared substrates (e.g. vacuum 
deposited metal films, cleaved HOPG) are first load into the loadlock.  Subsequent 
processes such as cleaning, film growth, and analysis (LEED, STM/STS) are 
preformed in-situ in the main vacuum chamber. A base pressure better than 
5 ×10−10 torr in the main chamber is maintained for all characterizations in this thesis.   
         
Figure 2.1 UHV multi-analysis system with fast entry loadlock used in this thesis research. 
 
2.2 Substrate Preparation 
For the investigations in this thesis, crystalline, atomically clean substrates serve as 
supports for the molecular layers. These include oriented single crystals and single 
crystalline films prepared with physical vapor deposition. Ag(111) films are 
employed for the thesis study. The reasons silver was chosen are the following: 
1. Silver is one of the popular electrode materials in practical use, 
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2. Ag(111) is a surface of low reactivity, thus allowing a moderate adsorbate-
substrate interaction, 
3. Procedures for the preparation of single crystalline Ag(111) films are well 
established63,64. 
The Ag(111) films (surface lattice constant a=0.289 nm) were grown hetero-
epitaxially on air-cleaved  mica (SPI, V4 grade) substrates. The mica was first 
annealed at 600K for 2 hours at a vacuum of P<5 ×10−6 torr. The mica temperature 
was then increased to 650K, when Ag deposition was performed. Ag was evaporated 
from a homemade tantalum crucible filled with Ag shots. The typical deposition rate 
is 10 nm/s, as monitored from a nearby quartz crystal microbalance (QCM). Ag films 
with the thickness of up to 500 nm prepared in this method are found to be single 
crystal with (111) orientation.   
The Ag/mica substrates were transferred into UHV chamber for additional 
preparing. After several cycles of Argon ion sputtering (30 minutes, 1000 V, 10 mA) 
and subsequently annealed to 760 K, large step free Ag (111) terraces with typical 
terrace widths over 100 nm were obtained. The resulting surface was then 
characterized by STM and low energy electron diffraction (LEED). Sharp (111) 
diffraction features, indicative of a single crystalline film, are shown in Fig. 2.2a. 
STM images reveal (111) terraces separated by monatomic steps (Fig. 2.2b). The 
irregular step structures are resulted from the relative low (<800K) sample annealing 
temperature, which is sufficient to fully equilibrate the surface structure. Higher 
annealing temperature would lead to dewetting of the Ag film. For the STM 
measurements, we will focus our studies on large Ag(111) terraces.  
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Figure 2.2 (a) LEED diffraction pattern shows sharp C6 symmetry lattice, (b) representative 
STM image of a clean, smooth Ag (111) surface, characterized with irregular steps and silver 
islands. 
 
2.3 Organic Molecular Beam Epitaxy 
Organic molecular beam epitaxial (OMBE) is an ideal growth technique for 
controlling the structures and hence the properties of molecular films. Samples 
prepared by OMBE allow for stringent control of film thickness, composition and 
processing conditions65-68. Growth strategies that involve both sequential deposition 
and co-deposition are used herein to selectively fabricate film structures that include 
nanophase-separated, intermixed (co-crystalline), and layered phases. From previous 
studies conducted in our group, binary monolayer films with donor (9-acridine 
carboxylic acid (ACA)) and acceptor (C60 molecules) were fabricated with film 
structures that range from an intermixed chiral phase to nanophase-separated single 
component domains69,70. Mismatched thermal properties, molecular masses and 
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molecular shapes of the film constituents allow for thermodynamic as well as kinetic 
control of binary film morphology.  
TiOPc (Aldrich, 95% in purity) and C60 powder (Mer. Corp. purity≥99%) are 
thermally deposited from separate effusion cells (Knudsen-type-evaporator) onto the 
atomically clean Ag(111) substrates in the main UHV chamber. C70 was loaded into a 
quartz crucible and was deposited in the loadlock chamber from a simple homemade 
evaporator. Deposition rate and surface coverage are directly calibrated with STM 
images as well as a nearby QCM. The deposition conditions for each species are 
summarized below in table 2.1. Here one monolayer of TiOPc is defined as 2 TiOPc 
molecules per 48 surface Ag atoms (1 TiOPc/1.73 nm2) and one monolayer of C60 is 
defined as one C60 molecule per 12 surface Ag atoms (1 C60/0.87 nm2 Ag). For C70, 1 
ML is defined as one C70 molecule per 13-14 surface Ag atoms (1 C70/0.9 nm2). It 
should be mentioned that there is substantial (±50K ) uncertainty in the absolute 
deposition temperature due to difference of the location and/or contact of the 
thermocouple used during the deposition.  
Table 2.1 Deposition conditions for different molecules. 
Molecule Rate [ MLimin−1 ] Pmax [torr] Temperature [K] 
TiOPc (0.1, 0.4) 1.0 ×10−7  (480, 495) 
C60 0.01 4 ×10−9  658 
C70 0.15 2 ×10−8  530 
 17 
2.4 Scanning Tunneling Microscopy/Spectroscopy 
2.4.1 Introduction 
With the development of surface science and nanotechnology, it is very important 
to observe the nanostructures and surface structure at very high resolution in real 
space. The invention of scanning tunneling microscopy (STM) provides us the unique 
experimental technique that can be used to characterize the surface with unparalleled 
resolution. The imaging resolution is so high that individual atoms become easily 
visible. With its ultimate resolution, STM and its family members (SPM: STM, AFM, 
MFM, EFM, KPFM, etc.) establish the basis of an enormous development in physics, 
chemistry, and biology within a very short time. In 1986, soon after the first 
publication about STM in 198171, the inventors of STM, Gert Binnig and Heinrich 
Rohrer were awarded the Nobel Prize in Physics. Nowadays, SPMs are used as both 
the standard surface analysis tools and high-level research instruments. There are 
huge amount of researches performed with SPM techniques and introduction to them 
is easy to access72-76. 
STM does not work in the way a conventional microscope does. It does not really 
magnify the sample until it can be watched with an unaided eye. Instead, a needlelike 
conducting tip (W, Pt/Ir) is scanning above the surface of a conductive (or semi- 
conductive) sample. The distance between the tip and the sample is only a few 
angstroms. When a small voltage is applied, electrons can jump or “tunnel” across the 
space between the tip and sample, building a small but detectable tunneling current 
based on quantum tunneling effect. As the tip moves along the sample surface, the 
 18 
tunneling current flowing between the sample and tip is recorded. Then the computer 
generates a human readable image based on the recorded data.  
            
Figure 2.3 Simple schematic of the working principle of STM (not sized to scale). The motion of 
the tip operated in constant current mode over a surface step is indicated.  
 
A schematic drawing of STM operation is shown in Fig. 2.3. There are several 
imaging modes for STM operation. Among them, the constant current mode and the 
constant height mode are the most popular ones. In constant current mode, a feedback 
loop is applied that the tip position can be adjusted vertically during scanning to keep 
a constant tunneling current. Since the current is proportional to the local density of 
states of the surface, as we will discuss in Sec. 2.4.2, the tip follows a contour of a 
constant DOS during scanning. A topography image of the surface is generated by 
recording the vertical position of the tip. In the constant height mode, the feedback 
loop is turned off and the vertical position of the tip is fixed. The tunneling current as 
a function of its lateral position represents the surface image. The advantage of this 
mode is STM can be operated at high scanning frequencies compared with the 
constant current mode. However, the sample surface must be atomic flat to avoid a tip 
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crash. Another important imaging mode is the current imaging tunneling 
spectroscopy (CITS). In this case, the tip is scanning over the surface in the constant 
current mode to give a constant distance to the sample. In addition, at each point 
given by a pre-defined grid, the feedback loop is disabled and a current-voltage curve 
(I-V curve) is recorded. Local electronic information can be deduced in the mode. 
The development of STM has been one of the most important events in surface 
science area in recent years. It also opens up many new areas of science and 
engineering at atomic and molecular level, especially in the nanotechnology area. 
STM can be used to determine the local geometry and the local electronic 
characteristics of the sample. It also allows for the manipulation of individual atoms 
or molecules on the surface. The superb resolution, real space imaging, and high 
flexibility of STM make it particularly suitable for investigating the systems in my 
thesis works.  
2.4.2 Basic Principles of STM 
It is practically unrealistic to give an exact theoretical description of the tunneling 
process in STM due to the lack of a complete understanding of the quantum 
mechanical states of the tip and the scanned sample. For example, the determination 
of the tip states is problematic because of the uncertainty in tip geometry and 
chemical composition. Moreover, the tip situation is easy to change during 
experiments especially when adsorbates are presented on the surface. Nonetheless, 
instructive models with various approximations have been developed in the 
past72,73,77.  
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According to quantum mechanics, an electron with wavelike characteristics will 
have a specific probability, P , to penetrate a barrier. For an electron with energy E to 
tunnel through a potential barrier Ebar (Ebar>E), 
                                P ∝ exp[−2d 2m(Ebar − E) ]                                      (2.1) 
where d  and m  are the barrier width and electron mass, respectively. Despite the 
complexity of the tip-sample system, most aspects of STM can be explained with the 
simple theory proposed by Bardeen78. In this theory, the specific geometry of the tip-
sample junction is neglected, and the tunneling junction is modeled as a simple one-
dimensional system. In the approximation proposed by Bardeen the net tunneling 
current between tip and sample measured while applying a bias V  will simple be  




ρs (EF − eV + ε)0
eV
∫ T (ε,eV ,d)ρt (EF + ε)dε
             
(2.2) 
                         
where ρs  and ρt  are the density of states of the sample and tip, respectively, while 
T (ε,eV ,d)  is the transmission coefficient for electrons with energy E tunneling from 
the tip into the sample. 
For this simplified one dimensional model (Eqn. 2.2), the transmission coefficient  
                      
 
T (ε,eV ,d) = exp[− 2d

2m(φs + φt − eV
2
− EF − ε)]              (2.3)  
where  φs  and φt are the work function of the sample and tip, respectively. It is 
important to note that Eqn. 2.2 is just the integral of the transmission coefficient over 
the density of states of the tip and sample within the energy interval allowed for 
tunneling (indicated by the arrows in Figure 2.477). This interval corresponds to the 
energy range where the occupied states of the tip and the unoccupied states of the 
sample are overlapping. In this simplified model, both tip and sample have a perfectly 
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symmetric shape. The same assumption applies for negative sample bias (i.e. for 
electrons tunneling from occupied states of the sample to unoccupied states of the 
tip).  
     
Figure 2.4 Schematic energy diagram for the one-dimensional tunneling process between tip and 
sample. ρs ,ρt indicate the respective density of states for the sample and the tip which are 
separated by a distance d. The arrows in the gap illustrate the probability for tunneling (greatest 
near Fermi energy EF ) when a bias voltage U is applied. 
 
In reality, the geometries of tip and sample are usually asymmetric and of various 
shapes. Such effects would complicate the situation significantly and make it almost 
impossible to develop a first principles model for the STM tunneling process. Many 
efforts have been made to build more realistic models with approximations closer to 
the real tunneling situation. The so-called s-wave-tip model developed by J. Tersoff 
and D. R. Hamann is certainly one of the most important ones79. It approximates the 
tip apex with a symmetric metal sphere, assuming that only the s states of the tip 
contribute to the tunneling process. At low bias voltage (much smaller than the tip 
work function φt ), the current turns out to be proportional to the local density of 
states (LDOS) at the center of the sphere with radius r0  
 22 
                           
 





]                   (2.4) 
Interestingly, in this approximation the dependence of the current on the DOS of 
the tip is only through ρt (EF ,r0 )  which is a constant in this approximation. Therefore, 
in the s-wave-tip model, the variations of the tunneling current during scanning 
depend solely on the local properties of the sample. In the case of clean metal 
surfaces, the STM image reflects dominantly the surface topography78. However, this 
situation is not necessarily true in the case where adsorbates presented as described in 
section 2.4.3.  
It should be mentioned this simple s-wave-tip model fails to explain the observed 
atomic resolution on close-packed metal surfaces. Eventually, this puzzle is solved by 
C. J. Chen in 1990 by considering the dz2 states of the tip
80,81.  
2.4.3 Imaging Organic Adsorbates 
  The application of STM to image organic adsorbates and molecules on surfaces 
was firstly demonstrated in the mid 1980s, shortly after the invention of STM82,83. 
Before that, doubts were being raised due to the relatively large energy gap presented 
between the highest occupied molecular orbital (HOMO) and the lowest unoccupied 
molecular orbital (LUMO) compared to the low bias voltages applied in STM 
measurement. This energy gap was thought to prevent the electron tunneling under 
low bias voltage, leading to molecules’ invisibility on the surface. What happens is, 
after molecules adsorption on the surface, the molecular orbitals (MO) can interact 
with density of states of the metal surface. As a result, the molecular imaging 
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becomes possible84. However, this also means that the HOMOs and LUMOs of 
adsorbed molecules differ from those of isolated ones. 
  Many effects can influence the appearance of adsorbates in STM images. 
Depending on the applied bias voltage, different MOs are preferred detected and give 
distinct features for individual molecules. Such an effect can be utilized to analyze the 
adsorption configuration/orientation of a molecule on a surface85. The molecular 
adsorption site on the surface also has an influence on the adsorption state. For 
example, a CO molecule appears either like a “bump” on top sites or as a sombrero-
shape on bridge sites of Pt(111)86. For larger organic adsorbates, the final appearance 
in STM image depends on the bias voltage, adsorption site87, and the surface 
geometry88. Moreover, an isolated molecule usually possesses a different appearance 
from those assembled into ordered structures due to the presence of intermolecular 
interactions in the later case.  
There are other effects that influence the molecular imaging. Static conformational 
changes of the adsorbate on the surface can lead to different appearances of the 
molecules even on the same surface89,90. If the molecule (or moiety of molecule) 
diffuses or rotates much faster than the characteristic scanning speed of the STM, it 
would be very hard or even impossible to identify the molecule or its inner 
structure91. The imaging quality can be improved by lowering the sample temperature 
or increasing the adsorbate surface density (and increase the intermolecular 
interaction). Practically, the tunneling current indeed has a substantial dependence on 
the DOS of the tip. During STM studies of adsorbate systems, the tip can be easily 
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contaminated by molecules, leading to the change of scanning condition and 
consequently the recorded STM images. 
Despite of the above-mentioned effects that might influence imaging process, 
STM is well proven as a powerful technique to investigate the adsorbate systems. 
Impressive literature has been accumulated in this topic92-97. Useful information can 
be explored with STM, such as surface kinetic and thermodynamic properties, 
molecular self-assembly process, nanoarchitecture, electronic properties, etc. of 
adsorbate on the supporting surface. In Chapter 3, 4, 5, and 6, I will present detailed 
STM studies on TiOPc, C60, and C70.   
2.4.4 Scanning Tunneling Spectroscopy 
Another powerful way to investigate a surface by means of STM is tunneling 
spectroscopy (STS). While the bias voltage is varied, the separation between tip and 
surface is fixed and the resulting tunneling current is recorded. From these I-V 
(tunneling current at corresponding bias voltage) curves, the normalized derivative 
(dI/dV)/(I/V) can be calculated. From Eqn. 2.2, under the gross assumption the tip 
DOS is constant, we obtain 
                                           
dI
dV
∝ ρs (EF − eV + ε)                             (2.5) 
The tunneling conductance is directly proportional to the sample LDOS at the 
given point on the surface. As bands are decided by the LDOS, STS can be used with 
“chemical contrast” to determine the HOMO-LUMO energy gap, band bending, and 
chemical bonding. However, the interpretation of tunneling spectra is challenging. 
Interpretation is based on the assumption that the tip is featureless, and its DOS 
resembles that of the free electron gas in an ideal metal. In reality, the validity of this 
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assumption requires special testing. Another problem is the dependence of the 
tunneling current on the tunneling transmission probability. As a result, the states of 
the sample that do not overlap with the ones of the tip are not accessible in the 
measurements98.  
Molecular systems are somewhat fragile and require special “handling”. Large 
currents are destructive for molecular films and may be compensated by reducing the 
sample temperature during the measurements. An alternative low current method for 
measuring spectroscopic data is to keep the feedback active while ramping the 
voltage at a fixed tunneling current, resulting in z(V) traces. The tunneling current is 
held constant by moving the tip. In this way the tip-sample separation is constantly 
adjusting, and a large dynamic range in voltage can be obtained. To minimize 
perturbation to the film, low (~50 pA) currents are utilized and tip height z begins at a 
noncontact position (controlled via the initial voltage of ca. 0.5 V). The z position is 
then monitored as voltage is increased under constant low-current conditions. 
Electronic states are detected as steps in the z(V) trace, where the tip rapidly retracts 
due to an increase in tunneling probability resulted from resonance (Figure 2.5 ). The 
tip response time for z motion must be faster than the ramp rate. One limitation of this 
approach is that lower voltage (4.0≤V) cannot be measured reliably due to strong tip-
sample interactions. The z(V) method is useful for locating the energetic position of 
bands, but the tip motion precludes an accurate determination of the LDOS. 
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Figure 2.5 Schematic illustration of Z (V) curve measurement.  
   
In this thesis, we mainly utilize z-V measurements to determine the energetic 
positions of electronic states with respect to the Fermi level. Experimental validation 
of this method is shown in Figure 2.699 where z(V) spectra of  (2 3 × 2 3)R30o  C60 
on Ag(111) (Fig. 2.6a) are used to determine the electronic states and are compared to 
the results of ultraviolet photoemission spectroscopy (UPS) (Fig. 2.6b). In general, 
the two measurements agree within a few tenths of 1 eV.  
     
Figure 2.6 Validation of z-V scanning tunneling spectroscopy. Comparison of the highest 
occupied molecular orbitals (HOMO) for (2 3 × 2 3)R30o -C60/Ag(111): (a) z-V spectroscopy (b) 
Ultraviolet photoemission spectroscopy (UPS).  
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2.5 Introduction to Molecular Modeling 
Molecular modeling is the science of representing molecular structures 
numerically and simulating their behavior with the equations of quantum and 
classical physics. Computational chemistry programs allow scientists to generate and 
represent molecular data including geometries, energies, electronic properties, 
spectroscopic properties, and bulk properties.  
Quantum theory uses well-known physical constants such as the velocity of light, 
values for the masses, charges of nuclear particles, and differential equations to 
directly calculate molecular properties and geometries. This formalism is referred as 
ab initio quantum mechanics.  
The first approximation attempts to differentiate nuclei and electrons. It assumes 
that nuclei are much heavier than electrons and move much more slowly so that 
molecular systems can be viewed as electrons moving in a field of fixed nuclei (Born-
Oppenheimer approximation). Solutions to the Schrodinger equation using this 
assumption lead to values of effective electronic energy that are dependent on relative 
nuclear coordinates100. 
The second approximation allows the orbital of a molecule to be represented by 
the linear combination of atomic orbitals of the atoms. This is called Linear 
Combination of Atomic Orbitals theory. Hartree-Fock theory is used to derive the 
orbital coefficients (which define the energy of the system). The theory is that the 
energy of a set of molecular orbitals can be derived from the basis set functions 
describing the orbitals by a set of adjustable coefficients that are used to minimize the 
energy of the system. 
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Walter Kohn showed in 1964/65 that the ground state energy of a quantum-
mechanical system is uniquely determined by its electron density. This quantity is 
more easily handled than the complicated wavefunction in the Schrödinger equation. 
Kohn also provided a method that made it possible to set up equations whose solution 
give the system’s electron density and energy. This method, called density functional 
theory (DFT) has become widely used in chemistry, due to its simplicity and 
applicable to fairly large molecules. It provides a good accuracy as long as the 
electron correlation is small.  
There are other methods, which requires greatly reduce computational resources. 
An example is semi-empirical methods: rather than performing a full analysis on all 
electrons within a molecule, some electrons interactions, usually core electrons, are 
ignored. A further simplification is the Molecular Mechanics or Force Field method, 
mainly suited to compute molecular geometries and their associated properties. These 
methods rely on the laws of classical Newtonian physics and experimentally derived 
parameters to calculate geometry as a function of steric energy. Since they are fast 
and efficient, they can be used to examine systems containing thousands of atoms.  
For TiOPc, ab initio density functional calculations using the Dmol3 
computational package with B3LYP functional at the 6-31Gd bases set level were 
performed. The charge distribution, electrostatic potential, dipole moment, and 





Chapter 3 Single-Component Molecular 
Self-Assembly on Ag(111) 
The molecules presented in this work can be divided into two categories. 
Fullerenes, C60 and C70, are typically electron acceptor materials. They are selected 
for their good availability, tunable electronic properties1-4 and ease of measurements 
on the surface. TiOPc, a conventional electron donor material in OPV cells, is 
selected in this work for its anisotropy (non-planar shape and electrostatic properties). 
The highly anisotropic intermolecular interactions between TiOPc can be used to 
control molecular architectures at surfaces as they do for the bulk crystal5-8. All 
materials are solids at room temperature and can be deposited by vacuum deposition.    
3.1 Fullerenes Adsorption on Ag(111) 
In 1985, Kroto et al. discovered large molecules consisting of carbon atoms. The 
name they proposed for the C60 molecule in their original paper101 was 
Buckminsterfullerene in tribute to R. Buckminster Fuller who is best known for his 
work concerning the geodesic dome. Many closed-cage all-carbon molecules of 
different size have since been discovered including Cn with n=36 to bigger ones with 
n=60, 70 and 78, 90, and 96. This class of compounds has since become known as 
fullerenes. More than 20 stable fullerenes between n=60 and n=96 have already been 
characterized102. In 1996 Robert F. Curl, Harold W. Kroto, and Richard E. Smalley 
were awarded the Nobel Prize in chemistry “for their discovery of fullerenes”. Since 
1990, C60 can be produced and isolated in macroscopic quantities103. Nowadays, C60 
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and C70 along with many other fullerenes are commercially available in high purity 
(>95%). In this work, the fullerenes C60 and C70 were used. In Fig. 3.1 the structures 
of the two molecules are drawn to scale in order to reflect their respective sizes and 
shapes. 
                             
Figure 3.1 Chemical structures of fullerenes materials (a) C60 and (b) C70. 
 
3.1.1 C60 on Ag(111) 
C60 is the most abundant member of the fullerene family. The structure of C60 
resembles a round soccer ball made of hexagons and pentagons, with a carbon atom 
at the corners of each polygon and a bond along each edge. None of the pentagonal 
rings make contact with each other. The diameter of the C60 cage is 0.7 nm (center C 
atom to center C atom) and the molecule has a vdW diameter of d(C60)=1.06 
nm103,104. C60 has a large ionization potential of about 7.8 eV compared to metal 
surface work functions (e.g. 4.6 eV for Cu and 5.4 eV for Au) and an electron affinity 
of 2.7 eV72,102. Thus, it is not surprising that C60 acts as an electron acceptor in many 
applications. C60 chemisorbs onto most metals (including Ag, Au and Cu) via charge 
transfer of up to 3 electrons per molecule (Ag(100))102, hence forming an interfacial 
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dipole. Particularly for the substrates used in this study, namely Ag(111), the electron 
transfer per C60 molecule is 0.75105. The energy gap between the lowest unoccupied 
molecular orbital (LUMO) and the highest occupied molecular orbital (HOMO) is 1.9 
eV106. Therefore, it is an intrinsic semiconductor. Previous temperature programmed 
desorption (TPD) studies reveal that the desorption temperature for C60 from Ag(111) 
is about 770 K, with a fullerene-substrate interaction of 2 eV per molecule107,108. 
 
Figure 3.2 C60 monolayer structure on Ag(111). (a) Large scale STM image shows different 
rotational domains of sub monolayer C60 on Ag(111), (b) magnified STM image of 
2 3 × 2 3R30°  C60 superstructure, (c) adsorption model of C60 2 3 × 2 3R30° structure on 
Ag(111), and (d) height profile along the yellow solid line in (b). 
 
C60 adsorbed on noble metals has been widely studied107,109-115. They preferably 
condense along step edges at low coverage. Increase coverage usually leads to 
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hexagonal or quasi-hexagonal arrangements of the molecules. On Ag(111) they 
arrange into a 2 3 × 2 3R30°  superstructure with respect to the Ag lattice (figure 
3.2a and 3.2b). A C60 molecular packing model on Ag (111) is demonstrated in Fig. 
3.2c. Two less stable phases are also observed. However, after mild annealing, only 
the most stable phase survives. Also, contrast difference between adsorbed C60 can be 
seen after annealing at 430K, probably due to molecules bound in different rotational 
orientations. However, the origin of the contrast difference of C60 is still under debate. 
Possible explanations include local surface reconstruction or electronic effects 
connected to the bonding C60 molecules with the substrate are discussed116-118.  
3.1.2 C70 on Ag(111) 
C70 molecules are built analogous to C60 from hexagons and pentagons as shown 
in Fig. 3.1b. Due to the additional carbon atoms, C70 has an ellipsoid shape with 
diameters of 0.7 nm and 0.79 nm, respectively, along the two axes of the cage (atom 
center to atom center). The vdW diameters of C70 are dmin=0.9 nm along the short axis 
and dmax=1.2 nm along the long axis119. The ionization potential (7.3 eV) and electron 
affinity (2.7 eV) of C70102, are similar to the those for C60. However, C70 has 
considerably higher dipole polarizability of 102±14Å3, compared with the C60 value 
of 76.5±8Å3. 
The adsorption of C70 has been studied previously on metal surface. The first STM 
experiment was on Cu(111), where it forms a (4×4) C70 over layer. In order to 
accommodate the lattice mismatch between Cu and C70 of 4%111, C70 generally adopts 
a standing-up orientation with its long axis almost perpendicular to the surface. A 
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more recent study of C70 on Au(111) reported two phases with one adopting the 
standing-up orientation  and the other with  the lying-down orientation120.   
The calibration involved the deposition of a partial monolayer of C60 to form either 
 (2 3 × 2 3)R30
  or  (2 3 × 2 3)R15
  close packed C60 structures. Subsequently 
deposited C70 phase segregate to form ordered C70 structures. 
 
Figure 3.3 Binary C60/C70 film monolayer on Ag(111). (a) (2 3 × 2 3)R30o C60 adjoins C70 phase 
I (b) (2 3 × 2 3)R15°  C60 coexisting with C70 Phase I and II.  
 
A binary molecular film of C60/C70 is shown in Fig. 3.3. Domain boundaries 
between C60 and C70 are marked by a green dash line. Generally, we observe less 
contrast variation inside C60 domains compared to that of C70 domains. C70 structures 
adjacent to C60 domains were calibrated with different C60 structures. We have 
 (2 3 × 2 3)R30
  C60 in Fig. 3.3a, and  (2 3 × 2 3)R15
 C60 in Fig. 3.3b. Two 
phases of C70 are identified. Both of them are hexagonal close packed with a nearest 
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neighbor distance of 1.06 nm, but the close packed directions run along different Ag 
lattices vectors. We denote them as Phase I and Phase II in Fig. 3.3. Compared to 
Phase II, phase I has more contrast variations, and we ascribe these variations to 
different adsorption configuration (standing-up or lying-down). Both of these two 
phases are point-on-line commensurate with Ag(111) lattice. The registrations of 
these two phases with Ag lattice are summarized in table 3.1 of Section 3.1.3. 
After the parameter calibration, pure C70 films were prepared and characterized, as 
shown in Fig. 3.4. C70 exhibits a different growth mode from C60, as summarized 
below:   
(1) Unlike layer-by-layer growth, multilayers of C70 start to grow before the first 
layer saturates, as marked in Fig 3.4a. Along the vertical direction, C70 have an fcc 
stacking, as shown in the model of Fig. 3.4c. This contrasts the layer-by-layer growth 
mode of C60. 
(2) Within the first layer, two metastable phases are observed.  A interesting 
feature is that the intramolecular structure of single C70 as two elongated protrusions 
can be resolved at room temperature, as circled in Fig. 3.4b. This C70 signature 
indicates a lying-down orientation based on the lower apparent height and the 
molecular orbitals assignments. The LUMO orbitals of C70 are localized on the four 
pentagons facing upwards for a lying-down C70 (as shown in the inset of Fig. 3.4b), in 
agreement with   STM images, in which two of pentagons are imaged as an elongated 
protrusion.  
(3) On domain boundaries of C70 Phase I and II, dislocations are generally formed, 
as marked in Fig. 3.4b, and one example of the burgers vector is shown. These 
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dislocations are formed due to the mismatch between Ag lattice constant and C70 
lattice, as we listed in table 3.1.  
     
Figure 3.4 C70 structure on Ag(111). (a) Large scale STM image shows multilayer growth before 
first layer saturates, (b) high resolution STM image of C70 Phase I and Phase II with 
intramolecular resolution, (c) overhead view of C70 multilayer, and (d) large scale STM image of 
C70 monolayer after annealing at 400K. 
 
(4) After a mild thermal annealing, only Phase II of C70 dominates on the surface, 
indicating that it is more stable than Phase I. This is consistent with less observed 
contrast variations in Phase II. As listed in table 3.1, Phase II also has less lattice 
mismatch (1.9%) with Ag(111) relative to Phase I (2.5%). 
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3.1.3 Summary 
Fullerenes are popular adsorbates for surface science researches due to their 
properties and ease of use. In the following chapters, we will use them as probe 
molecules to study the heterostructures with other organic species, as well as the 
electronic properties along the domain boundaries. 
Neither C70 nor C60 forms covalent chemical bonds with the Ag(111) substrate. 
However, the ca. 2eV binding energy classifies C60 and C70 as chemisorbates107,108. 
The phase diagram of C60 and C70 on Ag(111) surface are drawn in Fig. 3.5 by only 
considering the thermodynamically stable phase. Unlike many other small organic 
molecules, which need a critical nucleation density of the 2-D gas phase to initiate 
island nucleation, fullerenes have a very low critical nucleation density, and Ag(111) 
step edges decorated by single row C60 molecules have been observed at room 
temperature121,122.   
                 
Figure 3.5 Schematic phase diagram of C60 and C70 on Ag(111) surface. 
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Table 3.1 Fullerene (C60, C70) registration with Ag(111) lattice. 













C60 Hexagonal 10.4 Å R30o  10.4 Å 10.4 Å 0% 
C70 (phase I) Hexagonal 10.6 Å R32.5o  32.6 Å 3NNd=31.8 Å 2.5% 
C70 (phase II) Hexagonal 10.6 Å R13.9o  10.4 Å NNd=10.6 Å 1.9% 
 
Both of these two fullerenes have high polarizability, mainly due to their 
delocalized π  orbitals extending around the carbon cage. For example, the 
degenerated LUMO orbitals are show in Fig. 3.6. Due to their large molecular weight, 
a significant van der Waals interaction originates from mutually induced polarization 
fluctuation on the molecules and on Ag (111) surface123,124.  
        
Figure 3.6 LUMO orbital of C60 (left) and C70 (right). 
 
C70 has a higher polarizability than C60 and possesses a Stranski-Krastanov growth 
mode on metal surface instead of layer-by-layer growth. In the following chapter, we 
are going to show how the difference in polarizability influences their 
heterointerfaces formation with another molecular species (TiOPc).  
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3.2 Titanyl Phthalocyanine Ordering on Ag(111) 
TiOPc is chosen in our experiment for its highly anisotropic intermolecular 
interactions and for its electron donating properties relate to fullerenes. The 
orientation dependence of TiOPc intermolecular interactions can be harnessed for 
polymorph selection and property control. The chemical structure of a TiOPc 
molecule is shown in Fig. 3.7a. This nonplanar molecule has C4v symmetry, with the 
titanyl core protruding from the phthalocyanine macrocycle. Based upon a geometric 
optimization performed with Dmol3, the height of the molecule (oxygen-macrocycle 
base distance), is 0.23 nm, and the hydrogen-to-hydrogen diameter (at the widest 
point) is 1.5 nm. TiOPc is a polar molecule with a calculated axial permanent dipole 
moment of 3.07 Debye pointing from the electronegative O atom to the center of the 
electropositive Pc ring. The TiOPc electrostatic potential is provided in Fig. 3.7b. 
Technologically useful physical properties of TiOPc include broad optical absorption 
that spans the near infrared-visible region and high photoconductivity50,125,126. 
Interest in TiOPc has led to several recent STM studies involving monolayer films. 
On Au (111), TiOPc molecules adopt a flat-lying geometry and pack with a square 
unit cell57, while on HOPG, they pack with a hexagonal unit cell and individual 
molecules appear triangular in STM images127. This structure sensitivity of TiOPc 
monolayer films motivates this thesis study, in which we manipulate monolayer 
structure through growth kinetics.   
Organic monolayer films can exhibit different adlayer structures depending on 
many factors, such as substrate temperature128-131, surface coverage70,132,133, and 
growth substrates134-137. Deposition flux is seldom reported as a determining factor for 
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phase selection, except for the influence on islanding at submonolayer coverage138-140. 
Film growth models generally describe how the flux/diffusion length ratio determines 
the island size distribution. Here we demonstrate the monolayer phase-sensitivity of 
TiOPc films to deposition flux. Low deposition fluxes delay the critical coverage of 
island formation, selecting the most thermodynamically stable adlayer structure. 
Moderate deposition fluxes yield a metastable film with uniform molecular 
orientation. We describe how flux impacts film growth through density variations in 
the 2-D molecular gas. 
          
Figure 3.7 (a) Side view of the geometric structure of a free TiOPc molecule, (b) corresponding 
top view of charge distribution map of TiOPc, blue (yellow) represents negative (positive) charge 
distribution, the cutoff is 0.04 a.u. Å-3, (c) calculated HOMO orbital of TiOPc, and (d) 
calculated LUMO orbital of TiOPc. 
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Using deposition flux as a key variable, we show distinct monolayer film 
structures are created. Scanning tunneling microscopy images reveal TiOPc arranged 
in honeycomb and hexagonal structures, as well as a misfit dislocation network of 
triangular domains. We propose detailed structural models for these three distinct film 
structures and relate film stability to electrostatic properties. Also, we describe how 
deposition flux captures molecular anisotropy to drive phase selection.  
3.2.1 Low Flux Deposition 
Deposition with a low (0.1 ML/min) flux up to a coverage of 0.47 ML (all ML are 
defined with respect to the unfilled honeycomb phase) yields no ordered structures on 
the room temperature surface. Once a 0.47 ML TiOPc threshold is reached, ordered 
islands begin to nucleate on the terrace, growing to cover the surface with one 
uniform monolayer.  
 
Figure 3.8 STM image of a full monolayer of TiOPc honeycomb phase on Ag (111):  (a) Large 
field of view, shown as a differential image with tunneling condition: (+0.66V, 0.7pA), (b) 
Molecularly resolved constant current image obtained at higher magnification (20nm 20nm 
field of view).  Each molecule displays a triangular shape with three lobes corresponding to two 
phenyl rings and one upward oxygen atom. Tunneling condition:  (-0.69V, 0.57pA). 
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An STM image of the ordered adlayer formed by the lowest (0.1 ML/min) flux of 
TiOPc is shown in Fig. 3.8. This single-phase structure is described as a honeycomb 
phase.   A high magnification image of this honeycomb phase is shown in Fig. 3.8b. 
Each triangular feature in Fig. 3.8b is attributed to a single TiOPc molecule. Six 
molecules with alternative orientations arrange into one honeycomb cage. The TiOPc 
adlayer is commensurate with the Ag (111) substrate, as evidenced by the observation 
of orientational domains.  (In Fig. 3.8a, for example, the unit cell vector of the 
domain spanning the widest terrace is rotated by 120o relative to the domain on the 
lower terrace.) The unit cell, drawn with a blue solid line in Fig. 3.8b, is described as 
(2 13 × 2 13)R13.9o -TiOPc/Ag (111) in Woods notation or (6 -2, 2 8) in matrix 
notation.  
As shown in Fig. 3.8b, two nearest-neighbor TiOPc molecules with distinct 
orientation form an interlocked pair, which packs in a staggered pattern to form the 
honeycomb structure. Images with similar resolution were obtained with different 
bias voltages and opposite polarity, indicating the high stability of this structure. 
Unlike previous studies of TiOPc57,127 on Au and HOPG substrates and VOPc141 on 
Ag(111) , TiOPc does not adopt a uniform molecular orientation  at these fluxes. 
Instead, TiOPc arranges into a honeycomb structure comprised of molecules with two 
different tilted orientations. 
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Figure 3.9 High resolution image of TiOPc honeycomb phase contrasts the “frame” molecules 
(bright triangles) from the “hole” molecules (dim features). Streaks on the “hole” molecules 
(circled in yellow) indicate tip dragging, indicative of more weakly bound species.  
 
In addition to the bright triangular molecular features that comprise the 
honeycomb frame, the pores of the honeycomb contain a dimmer feature, indicating 
occupation by a TiOPc molecule. In high resolution images (Fig. 3.9), images of pore 
molecules exhibit streaks resulting from the dragging of pore molecules by the STM 
tip. The dragging of pore molecules, while the honeycomb frame molecules remain 
fixed, indicates that the pore molecules are more weakly bound than the frame 
molecules. The honeycomb framework is very stable. Extended annealing to 
temperatures of 450 K does not degrade the honeycomb network, instead, a reduction 
in the TiOPc occupation of pore sites may be induced.  
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Figure 3.10 Proposed molecular packing model for the unfilled honeycomb phase. (a) Top view 
of honeycomb molecular frame.  The unit cell is indicated by the yellow rhombus.  The dimer of 
TiOPc within each unit cell is highlighted by yellow, (b) side view of honeycomb molecular frame, 
with TiOPc dimer highlighted again in yellow, (c) top view of the “on-edge” orientation TiOPc 
dimer that forms the basis for the honeycomb phase, and  (d) side view of the “on-edge” TiOPc 
pair.  
 
The proposed molecular model for the most stable honeycomb phase is shown in 
Fig. 3.10. The unit cell contains two TiOPc molecules, indicated by the yellow 
rhombus in 3.10a, and involves a 40o 10o tilt of the TiOPc molecule with respect to 
the surface plane. This tilting is needed to accommodate the observed surface density 
of TiOPc. Within each unit cell, the pair of molecules involves a counter rotation to 
generate a twist-pair "on edge” structure, as shown in Fig. 3.10c and 3.10d.  
The stability of this honeycomb phase indicates very favorable TiOPc-TiOPc 
interactions. Indeed, the "on-edge" oriented dimer of TiOPc molecules in one unit cell 
is highly stabilizing. The quadrupole attraction of two macrocyclic molecules are 
maximized in the “on edge” configuration by a dominant σ − π interaction142. Such 
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an “on edge” molecular packing is widely adopted by metal Pc and other macrocyclic 
aromatic molecules as a “herringbone” arrangement in their bulk crystal structures143-
145. We note that the in plane component of the 3 Debye molecular dipole moment is 
1.9 Debye, leading to a residual dipole of just 2.3 Debye at the 1.3 nm TiOPc spacing. 
These TiOPc dimers organize into an offset honeycomb pattern, further minimizing 
the dipole-dipole repulsion between the dimers. In principle, a larger tilt angle would 
be more electrostatically favorable, but this would occur at the expense of the 
chemisorption energy (decreased pi-surface interaction). Because the honeycomb 
structure is in registry to the Ag (111) lattice, the TiOPc interaction with the substrate 
clearly favors the (6 -2, 2 8)-TiOPc/Ag (111) honeycomb phase. The total stability of 
the adlayer reflects both TiOPc adsorption and TiOPc-TiOPc interaction. 
Molecules trapped in the hole of the honeycomb are imaged with some variations 
in apparent shape. This is not particularly surprising, as the 3-fold symmetry of the 
honeycomb "holes" does not match the 4-fold symmetry of the individual TiOPc 
molecules. The "hole molecules" appear as weaker protrusions that mostly align with 
respect to the honeycomb phase. Such "hole molecules" are easy to disperse and have 
streaks on them during scanning, or otherwise change shape with respect to imaging, 
indicating somewhat weaker binding than that the honeycomb frame molecules. 
Two growth conditions are needed to select the honeycomb structure at room 
temperature - a critical coverage of 0.47 ML and low (<0.1 ML/Minute) flux. This 
high critical coverage suggests a relatively large critical nucleus, as would be 
expected for the honeycomb structure, in which four TiOPc dimers would be needed 
to nucleate a single pore. Low deposition fluxes ensure near-equilibrium growth 
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conditions45, enhancing the uniformity of the 2-D molecular gas density. Low flux 
conditions thus allow a critical coverage of 0.47 ML to be reached without premature 
nucleation of the hexagonal phase. 
3.2.2 Medium Flux Deposition 
With a medium flux, island nucleation occurs at lower threshold coverage of just 
0.40ML (See session 3.3.4) and the observed islands exhibit a hexagonal structure. 
Submonolayer hexagonal islands, coexisting with a 2-d TiOPc gas phase, are more 
difficult to image and appear less stable than the submonolayer islands of honeycomb 
structure.   
With increasing coverage, the hexagonal islands grow and become more stable and 
easier to image. Monolayer films of the hexagonal phase are shown in Fig 3.11. In 
contrast to the honeycomb structure, all molecules within the hexagonal phase display 
the same orientation. Like the honeycomb phase, individual TiOPc molecules display 
triangular features in STM images. Such triangular features belie the intrinsic C4v 
symmetry of the TiOPc molecule, suggesting a tilted orientation. The physical origin 
of this structure, as well as a detailed structural model, will be discussed further in 
Section The hexagonal phase is commensurate with Ag lattice, as determined by the 
observation of 120o-rotational domains. This phase is represented as 
( 21 × 21)R10.9o  in Woods notation (or (4 -1, 1 5) in matrix notation), as shown 
by blue solid line in Fig. 3.11b. The packing density is 17% less dense than the filled 
honeycomb phase (and 19% higher than that of the honeycomb frame.)  
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Figure 3.11 STM image of a near monolayer of TiOPc hexagonal phase on Ag (111): (a) Large 
field of view shown as a differential image.  Tunneling condition: (+0.6V, 0.4pA), (b) Molecularly 
resolved constant current image (15nm 15nm). Each molecule exhibits three distinct lobes 
corresponding to two phenyl rings (more dim) and the projecting oxygen atom (brighter).  
Tunneling condition: (-0.8V, 0.4pA). 
 
             
Figure 3.12 Proposed molecular packing model for the hexagonal phase (a) Top view with a unit 
cell indicated by the gold rhombus.   (b) Side view of the hexagonal packing, and (c) The “face to 
face with offset” pair of TiOPc.   
 
Thermal annealing of the film to 430 K for 20 minutes rapidly reduces the size of 
hexagonal islands, with no apparent conversion to the honeycomb phase. The 
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hexagonal phase is thus a metastable phase that is directly accessible through medium 
TiOPc flux. 
At medium flux, TiOPc assemble into a close packing hexagonal arrangement, as 
shown in Fig. 3.12. In this model, all molecules are uniformly oriented with their 
oxygen pointing away from the surface. Like the honeycomb phase, the TiOPc 
molecules are tilted, albeit with an angle of just 30° ±10° . The partial overlapping of 
the aromatic Pc rings without rotation is also reported to be an optimal configuration 
for two macrocyclic molecules to produce a stronger attraction between their 
quadrupoles, and is described as  “overlap with offset”142, as specified in Fig. 3.12c. 
The quadrupole attraction of the pair is enhanced by putting one lobe of the Pc ring 
close to the center of the eclipsed ring, thus forming a σ-π interaction between two 
rings. In the bulk crystal structures of π conjugated organic molecules, this overlap 
configuration is also widely adopted, but is reported to be slightly less favorable than 
the herringbone structure for the same molecule146,147. The TiO- dipoles in this 
overlap-with-offset motif are reduced to 2.6 Debye spaced by 1.3 nm. Evidently, the 
energy cost due to a weaker π interaction between the Pc rings and the Ag (111) 
substrate is compensated by the energy gain due to this electrostatic attraction. 
We note that a higher TiOPc flux (0.2 ML/min) nucleates the hexagonal structure 
at a critical coverage of just 0.40 ML, lower than the coverage onset for the 
honeycomb phase. Several factors select the hexagonal phase under these farther-
from-equilibrium growth conditions. First, the structurally simpler hexagonal phase 
(single molecular orientation), should require a smaller critical nucleus, permitting 
nucleation at lower coverage. Secondly, the increased flux pushes the growth 
 48 
condition farther from equilibrium, causing greater variation in the 2-D gas density 
that causes early nucleation. The “overlap with offset” orientation of the hexagonal 
phase is the kinetically accessible packing mode under these growth conditions, as it 
requires simple collisions between near-parallel TiOPc molecules at modest densities. 
3.2.3 High Flux Deposition 
With a yet higher flux, TiOPc molecules no longer form the large singular 
domains that are observed for the honeycomb and hexagonal phases. Rather, a quasi-
periodical triangular network appears on the surface, as shown in Fig. 3.13. When the 
triangular network covers a small (<25%) fraction of the surface, the discrete, 
triangular domains have limited stability and do not display a clear registration with 
the (111) substrate. With increasing coverage, the triangular network expands and 
becomes more amenable to high resolution imaging. From the magnified image, 
shown in Fig. 3.13b, the unit cell size within each of the triangular domains is 
identical to the hexagonal phase. However, the base lattice vector for these small 
hexagonal domains runs along the [352]  direction of the silver lattice. Thus, the 
triangular domains exhibit a different orientation (and registration) with the (111) 
substrate. The triangular domains display a remarkable uniformity in size with 11~13 
molecules packing along each side, creating a domain length of ca. 15 nm. All TiOPc 
within one triangular domain have the same orientation, as for the hexagonal phase. 
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Figure 3.13 STM images of the misfit dislocation triangular network of TiOPc:  a. large scale 
image (differential mode) shows the triangular network (T) in coexistence with the hexagonal 
phase (H) and dense 2-D gas phase (G).  Tunneling condition: (+0.7V, 0.4pA), (b) High resolution 
image (40nm 40nm) of the triangular network.  Each molecule is represented by a bright spot 
on the image tunneling condition: (+0.7V, 0.4pA). 
 
The long range order of the domain network indicates a common structural 
relationship between neighboring triangular domains. The domain offset juxtaposes 
TiOPc molecules of alternating orientation along the boundary. The intersection of 
six adjacent triangular domains reveals two structural variations: One intersection 
involves perfect vacancy-free packing of TiOPc. The second involves the formation 
of a void with 3~4 missing molecules. While the triangular network grows to cover 
large areas of the surface, we have never generated a complete monolayer of this 
structure.  Its formation appears to be self limited to about 70% of the fractional 
surface area, with the remaining surface covered either with a dense 2D gas (mobile 
disordered phase) or the hexagonal phase, shown in Fig. 3.13a. At room temperature, 
the triangular network structure is very stable. Thermal annealing of the network 
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structure to 390 K transforms the structure to the hexagonal phase.  The network 
structure is thus a metastable structure. 
 
Figure 3.14 Unit cell of the three ordered phases observed for TiOPc monolayers on Ag (111).  
Bravais vectors, as well as the azimuthal rotation from the substrate  direction, are 
indicated.   
 
A key difference between the high-flux hexagonal domains and the singular 
hexagonal phase, accessible at lower fluxes, is in the adlayer alignment with respect 
to the silver substrate. For the high-flux islands, the hexagonal unit cell vector runs 
along the substrate[352] , as opposed to the [451]  direction observed for the pure 
hexagonal phase. For both adlayers, the unit cell length, corresponding to a 1.32 nm 
nearest-neighbor separation remains the same. In the case of the pure hexagonal 
phase, as shown in Fig. 3.14, the TiOPc unit cell along the [451]  Ag azimuth 
similarly has a 1.32 nm separation between the registering Ag atoms, and the 
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hexagonal phase is commensurate with the Ag (111) surface.  However, for the high 
flux structure, the "registering" Ag atoms along the unit cell’s [352]  endpoints are 
separated by just 1.26 nm. The interaction between the triangular domains and the Ag 
(111) surface thus imposes a compressive stress on the TiOPc adlayer. To relieve this 
stress, a misfit dislocation forms at 11~13 molecule intervals along[352] , driving the 
formation of uniformly sized hexagonal domains.   
Our model for the triangular network possesses three types of domain boundaries, 
as shown in Fig. 3.15. The molecular pairs marked A1 and A2 are organized in the 
“on-edge” configuration similar to that stabilizing the dimers in the honeycomb phase, 
with somewhat different twist and tilt angles. This arrangement provides electrostatic 
stabilization, thereby reducing the energy of the domain walls. To establish the 
periodicity of the network, another type of domain boundary is needed, marked by B 
in the model. Along this boundary, molecules are tilted toward the boundary. The pair 
of oppositely tilted TiOPc along boundary B possess no in-plane dipole and a reduced 
vertical dipolar component. Effectively, the three types of domain boundaries are 
stabilized by the electrostatic interactions.  
The formation of a triangular network suggests that small hexagonal domains were 
simultaneously nucleated on the surface.  The observed domain size would then 
require a diffusion length of <15 nm.  This short diffusion length is completely 
consistent with the high flux growth conditions.   
 52 
        
Figure 3.15 Proposed model for the triangular network phase of TiOPc. A1 and A2 mark the 
domain boundaries with twisted “on-edge” molecular pairs; B marks the domain boundary with 
opposing TiO tilts. For clarity, the domain network is truncated to show only 4 molecules (out of 
the 11-13) along the domain boundaries.  
 
3.2.4 Determination of Nucleation Density 
Molecular adsorbates generally show a pattern in the submonolayer region. At 
ambient temperature, a minimum coverage is needed to trigger island formation. On 
increasing coverage, the islands grow until they cover the entire surface. Critical 
nucleation density, defined as the surface coverage at which deposited adsorbates 
start to nucleate and aggregate into islands, is an important reference for the 
evaluations of inter-adsorbate interaction versus adsorbate-substrate interaction. For 
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systems with strong adsorbate-adsorbate attractive interaction, molecules on the 
surface start to aggregate into compact islands with very low critical nucleation 
density, such as C60 and C70. On the other hand, some organics have very high critical 
nucleation density, ordered structures only form when the coverage is beyond 0.9 
ML, such as CuPc and SnPc.148 High critical nucleation density implies a strong 
repulsive interaction between the adsorbates, becoming attractive only after the 
critical point. We have used the concept of “critical nucleation density” to rationalize 
the interaction between TiOPc in each phases. In the following text, we are going to 
describe how this number is obtained experimentally.  
STM images of honeycomb monolayer formation (Fig. 3.16) are used to determine 
the critical coverage for honeycomb island nucleation. The spatially average coverage 
( ) is first estimated for each image by assuming a coverage-independent sticking 
coefficient. From the 480 s time required to reach the full monolayer in Fig. 3.16d, 
whereθTot = θHC = 1.0ML , here we define 1 TiOPc molecule per 24 surface Ag 
atoms, and we find average coverages for Fig. 3.16a (θTot = 0.18ML ), Fig. 3.16b 
(θTot = 0.38ML ) and Fig. 3.16c (θTot = 0.63ML ).  The critical coverage for island 
nucleation may then be determined from Fig. 3.16c by applying the lever 
rule: fgθg + fHCθHC = θTot , where fg and fHC represent the fractional surface area 
covered by the 2-D gas and the honeycomb phase, respectively;  and  represent 
the local monolayer coverage of the 2-D gas and honeycomb phase, respectively; and 
 represents the spatially averaged monolayer coverage. When honeycomb islands 
nucleate (Fig. 3.16c), the fractional area of the honeycomb phase is 0.3, while that of 
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the 2-D gas is fg = 1− fHC = 0.7 . Based upon the average coverage,θTot = 0.63ML，
=1.0, we determine =0.47. This coverage of the 2D gas phase in equilibrium 
with ordered TiOPc islands is the critical coverage for honeycomb island nucleation 
from a 2D molecular gas.     
 
Figure 3.16 Coverage-dependent growth of the TiOPc honeycomb monolayer phase (a) 90 
seconds deposition, no ordered structures are observed. Surface covered by 2-D molecular gas. 
(b) 180 seconds deposition, no ordered structures emerge, indicating increasingly dense 2-D 
molecular gas  (c) 300 seconds deposition, honeycomb islands (upper right corner) nucleate and 
coexist with 2-D molecular gas (d) 480 seconds deposition, full monolayer of honeycomb phase 




Figure 3.17  Coverage dependent growth of the TiOPc hexagonal monolayer phase: (a) 90 
seconds deposition, no ordered structures can be observed. Surface is covered by 2-D molecular 
gas (b) 180 seconds deposition, no apparent ordered structures can be observed.  Surface is 
covered by 2-D molecular gas of increasing density(c) 300 seconds deposition, ordered hexagonal 
islands of TiOPc appear on Ag terraces in coexistence with the 2-D gas phase (d) 360 seconds 
deposition, full monolayer of the hexagonal phase TiOPc formed.  
 
STM images of the hexagonal monolayer formation (Fig. 3.17) are used to 
determine the critical coverage for hexagonal island nucleation, by application of the 
lever rule as described above.  From the Fig. 3.17c image, where θTot = 0.83ML  and 
fg = 0.25, we determine the critical coverage for the hexagonal phase nucleation as 
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=0.32 ML. Using the following equation converts this coverage to the 
representation defined with respect to unfilled honeycomb phase: 
 
 
θg,hex ×  Density of hexagonal phase




= 0.40ML  
3.2.4 Summary 
We have observed that deposition flux allows for the selective preparation of 
uniform TiOPc films that are thermodynamically stable (honeycomb) or metastable 
(hexagonal or hexagonal network). In these experiments, deposition flux selects both 
molecular architecture and registration with the substrate. Based upon DFT-calculated 
energies of TiOPc dimers, the energy difference between the hexagonal and 
honeycomb structures (neglecting the substrate) is estimated to be ca. 0.03 eV149. 
Because the energy difference between these adlayer structures is so small, the 
substrate must play a substantial role in selecting the honeycomb phase. A more 
complete theoretical calculation is necessary to evaluate the relative contribution of 
intermolecular interaction and molecule-adsorbate interaction in phase selection. 
However, a sense of this balance can be obtained by comparing adlayer structures on 
Ag(111) to those observed on other substrates. The molecular tilt angle provides a 
measure of the relative importance of chemisorption interaction relative to 
intermolecular interaction. Higher tilt angles generally indicate the greater importance 
of intermolecular interactions; a planar orientation generally indicates the greater 
importance of molecule-substrate interactions. On Au(111), TiOPc adopts a parallel 
orientation and a square unit cell of 1.4 nm, indicating domination by the TiOPc-Au 
interaction. In the case of the HOPG substrate, however, a hexagonal arrangement 
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with a unit cell of 1.3 nm is observed. This phase also appears as a metastable phase 
on Ag(111) and has a shallow tilt angle of ~30°, indicating increased contribution of 
intermolecular interactions relative to the molecule-substrate interaction. The greatest 
TiOPc molecular tilt angle, 40°, is observed in the thermodynamically stable 
honeycomb phase on Ag (111). The TiOPc-TiOPc interactions thus appear to be a 
more important factor in establishing monolayer film structure on Ag (111) than 
previously studied elemental surfaces. Nonetheless, the honeycomb phase is a 
commensurate structure on Ag (111), and the role of substrate interaction is thus 
significant. We have rationalized the adlayer structures on Ag (111) in terms of the 
electrostatic stabilization of the molecular films. The extent that the electrostatic 
properties of the molecular films are mediated by the dielectric properties of the 




Chapter 4 Model Molecular Hetero-
interface TiOPc:C60 
Currently, there is great interest in the study of fullerenes with other small organic 
semiconductors as donor acceptor combinations150-152, mainly because of their 
promising applications in organic electronics, including organic light-emitting 
devices, solar cells, field effect transistors and sensors153-157. A key strategy for the 
improvement of devices performance involves the optimization of chemical 
morphology at the interfaces of donor-acceptor heterojunctions for efficient charge 
separation. Understanding how to control the molecular architectures on the 
interfaces, particularly along crucial domain boundaries, is needed to realize these 
goals. However, a tendency of polymorphism in organic molecular crystals as well as 
surface supported thin films may put a limitation on these applications19,20,158. 
Polymorphs often differ only slightly in energy. In the previous chapter, we observed 
how monolayer phase selection is controlled by the substrate growth kinetics. In this 
chapter, we investigate polymorph response to the deposition of a secondary fullerene 
component, C60. Careful characterization on the interfacial architectures grown from 
different polymorphs is crucial to understand how the interactions drive their 
formation and to achieve control over optimized film/crystal growth conditions. 
We have shown in Chapter 3 that TiOPc can generate three distinct adlayer 
structures on Ag(111) selected by deposition flux, all of which are stable at room 
temperature159. This ability to selectively prepare TiOPc monolayer films with 
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different structures provides an opportunity to explore interface stability with respect 
to C60 co-deposition. From a technology perspective, C60-TiOPc is also reported to 
have a higher energy conversion efficiency in OPV devices, which also makes this 
system important to study51,151.  
C60 has been deposited on various organic thin films to create multicomponent 1D 
or 2D interfaces34,69,160-162. The interfacial architecture is driven by a combination of 
thermodynamic and kinetic factors. In most cases, thermodynamic control has been 
the more common approach to design systems that self-assemble to form desired 
structures.  The present work begins with different TiOPc monolayers on Ag (111) 
and tracks structural evolution following C60 deposition. The C60 deposition on these 
pre-engineered TiOPc films yields distinct structural motifs, ranging from phase-
segregated domains with domain size dictated by the morphology (step density) of the 
growth substrate to a co-crystalline TiOPc (2) C60 (1) honeycomb network, to a regular 
nanophase segregated domain network that is directly templated by TiOPc monolayer 
structure. We propose detailed structural models for the formation of each 
heterointerface and analyze their stability. In addition, we identify kinetic factors that 
underlie the formation of heterointerfaces.  
4.1 C60 on Honeycomb TiOPc  
Depositing of C60 on honeycomb TiOPc film immediately leads to phase 
segregation into C60  (2 3 × 2 3)R30

 close-packed islands and TiOPc honeycomb 
islands, as shown in Fig 4.1a. Based upon the TiOPc honeycomb monolayer structure, 
determined by STM, the pore of the honeycomb (ca. 1.5 nm) is sufficient to 
accommodate a single C60 molecule (ca. 1.0 nm), as illustrated in Fig. 4.1c. However, 
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C60 do not occupy pore sites on the TiOPc honeycomb. Deposited C60 segregates 
instead to the Ag step edges, where they nucleate into  (2 3 × 2 3)R30
  2-D close-
packed islands. The surface area for the growing C60 islands is created by the 
shrinking of the TiOPc islands. As shown in Fig. 4.1a, an irregular 5~10 nm gap is 
observed between the C60, TiOPc domains. On some occasions, isolated C60 can be 
imaged in the honeycomb pores (Fig. 4.1b), but they are easily displaced by the STM 
tip during consecutive scanning, indicating that they are interacting very weakly with 
the pore sites as well as the TiOPc layer.  
Simple geometric factor is excluded due to the smaller size of single C60 relative to 
the pore. As discussed in Chapter 3, the TiOPc honeycomb structure is composed of 
two sets of interlocked TiOPc molecules, shown in Fig. 4.1c. Six molecules with 
alternative orientation constitute the honeycomb frame, which are the main features in 
the STM image. In addition, the pores of the honeycomb contain another set of TiOPc 
forming a hexagonal lattice. The pore molecules don’t have a fixed orientation, thus 
leading to varying shapes in the STM images. The absence of C60 molecules from the 
TiOPc pore indicates that these are repulsive sites. Evidently the electrostatic 
interaction between the TiOPc pore molecule and C60 is repulsive in this geometry. 
We note that the pore TiOPc molecules are more weakly bound to the Ag surface 
relative to the honeycomb skeleton. Nonetheless, the C60 diffusing over the TiOPc 
honeycomb do not displace TiOPc from the pores. Instead, deposited C60 displace 
TiOPc from the island edges. Without considering the pore molecule, each molecule 
in the honeycomb network is stabilized by its three nearest neighbor and is estimated 
to be about 40° tilted from the Ag surface. Removal of one TiOPc, as shown in the 
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model by the solid arrow, reduces the stability of 2 additional frame TiOPc and a pore 
TiOPc molecules. At room temperature, the displaced TiOPc must migrate to the 2nd 
layer. These second layer TiOPc are mobile at room temperature, and are sensed 
indirectly as tunneling noise. Thermal annealing desorbs this 2nd layer TiOPc, 
improving image quality.  
            
Figure 4.1 (a) Molecular resolved STM image of phase segregated TiOPc honeycomb island 
(upper left) and C60 (lower right) (+0.6V, 0.7pA) (b) High resolution STM image of isolated C60 
on honeycomb pore sites (+0.65V, 0.6pA) (c) Proposed molecular packing model of filled 
honeycomb structure, drawn proportionally to compare the pore dimension with a single C60. 
Pore TiOPc do not have defined orientations.   
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4.2 C60 on Hexagonal TiOPc  
Depositing C60 on the hexagonal TiOPc film results in completely different growth 
patterns. Film structures obtained with increasing C60 coverage are shown in the STM 
images Fig. 4.2a-c. Upon deposition of 0.2 ML of C60 on the hexagonal TiOPc film, 
Fig. 4.2a reveals the formation of short disordered chains and small clusters in the 
vicinity of Ag(111) steps. The apparent heights of these C60 are almost identical to 
those of hexagonal C60 islands formed on bare Ag (111) surfaces, indicating that they 
are directly adsorbed on the Ag surface. The distance between C60 molecules in these 
structures is estimated to be 1.0nm, which equals that of close-packed C60.  
With increasing C60 coverage, a nascent TiOPc-C60 cocrystal structure is observed 
along the interfaces between these segregated structures, as circled in green in Fig. 
4.2b. Within the cocrystal hexagonal lattice, the C60 adopt a ca. 2.1nm spacing, and 
the apparent height with respect to the Ag(111) is 0.5nm, which is similar to that of 
the close-packed C60 in the same image. Consequently, C60 within this co-crystal 
hexagonal phase is still bonded to Ag(111) surface.  
The growing TiOPc-C60 cocrystal phase induces the formation of a mosaic pattern 
within the remaining hexagonal TiOPc phase. This is evident in Fig. 4.2 b and its 
inset. We have observed that the left hand domain is shifted by about 0.7 nm with 
respect to the right hand domains and these two domains have opposing TiOPc 
orientation. Notably, no such domain boundary is observed for the TiOPc hexagonal 
phase before the adsorption of C60.  
Upon further deposition of C60, the TiOPc-C60 cocrystal structure grows into 2-D 
islands. From the protocol (C60 deposition on hexagonal TiOPc), the TiOPc-C60 
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cocrystal island size is self-limiting at about 50% of the surface area. A combination 
of C60 close- packed islands and dense disordered TiOPc molecules occupy the 
remaining surface area, as shown in Fig. 4.2c.  The size of each domain is limited 
within a characteristic length of 15 to 20 nm. Subsequent C60 deposition leads to 3-D 
film growth, with C60 aggregating above the hexagonal close-packed C60 domains on 
the monolayer. With a mild annealing (400K), multilayer C60 desorbs from the 
surface and while multi-phase TiOPc-C60 monolayer remains stable.  
             
Figure 4.2 Molecular resolved STM image of C60 adsorption on hexagonal TiOPc film with 
increasing C60 coverage. (a) Θ60= 0.2 ML, C60 nucleate on Ag step edges as well as narrow 
terraces, small clusters and short chains form. (-0.6V, 0.2pA) (b) Θ60=0.4ML reveals the 
formation of a new diluted C60 structure, circled in green. In the magnified image on the right, 
formation of domain boundaries and orientation flip of TiOPc inside different domains are 
shown. (-0.6V, 0.6pA)(c) Θ60=0.6ML, the surface is saturated with a combination of C60 closed 
packed islands, C60-TiOPc cocrystal phase, and remaining dense disordered TiOPc. Three 
exclusive azimuthal angle of C60-TiOPc cocrystal structure are indicated with color arrows. 
(+0.6V, 0.6pA). 
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Several structural features are noted for this TiOPc-C60 multiphase:  
(1) The TiOPc-C60 cocrystal phase adopts three azimuthal orientations with respect 
to Ag(111), as shown in colored arrows in Fig. 4.2c. For the TiOPc-C60 along 
Ag[341] , the length of the unit cell is 20.8 Å, whereas along Ag[110] andAg[583] , 
the TiOPc-C60 cocrystal unit cell length has a smaller value of 20.2 Å. Analysis of the 
TiOPc-C60 cocrystal islands identifies Ag[341]  as the dominant direction (~40%), 
followed by [583] (30%) , and Ag[110] (30%). 
(2) The segregated TiOPc and C60 domains are molecularly abrupt with no gap 
between the domains.  The molecular density in this disordered area is estimated to be 
6% higher than that of the hexagonal TiOPc. The TiOPc-C60 interfaces thus are 
formed in dynamic processes balanced between intermolecular interaction between 
the two components and the modulation from Ag substrate.  
Additional structural details for the cocrystal phase are shown in the high 
resolution STM image Fig. 4.3. The initially formed isolated TiOPc-C60 cocrystal 
structure (Fig. 4.3a) as well as vacancies (Fig. 4.3b) reveals the local TiOPc 
molecular arrangement. Indicated by the green triangulars, six TiOPc molecules with 
alternative orientations arranged in pinwheel style surround each C60. Ironically, this 
pinwheel arrangement is the same frame structure as that of the TiOPc honeycomb 
phase. Indeed, even the lattice constants in these structures are almost identical. 
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Figure 4.3 High-resolution STM images to reveal TiOPc structures around one C60 at the initial 
stage (left) and vacancies in “dilute TiOPc-C60”cocrystal phase (right) 
 
The mechanism for interface formation between C60 and TiOPc films depends 
directly upon TiOPc monolayer structure. These differences reflect the stability 
difference of the TiOPc monolayer phase. For the less stable hexagonal TiOPc film, 
there is a greater abundance of vacancy defects. Those defects, together with Ag step 
edges, provide nucleation sites for C60. A single missing TiOPc molecule in the 
hexagonal phase can accommodate 2-3 C60 molecules as sketched in Fig. 4.4c. Once 
these C60 nuclei form, subsequent C60 easily expand their cocrystal islands by 
displacing TiOPc from neighboring sites. The strong C60-C60 interaction and greater 
adsorption energy on Ag support this displacement.     
As discussed in Chapter 3, TiOPc has three polymorphs with only a moderate 
energy difference. The metastable hexagonal phase is mainly stabilized by 
electrostatic intermolecular interactions. Each TiOPc is estimated to be 30° tilted with 
respect to Ag surface. Estimated from their desorption temperature on Ag(111) 
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surface (700K for C60 and 450K for TiOPc), the adsorption energy of a single TiOPc 
is smaller compared with that of C60 on Ag. Moreover, removal of one TiOPc permits 
replacement by 2-3 C60, making C60 adsorption much more favorable on an energy-
per-area basis. With increasing surface coverage, the disordered C60 features grow 
into isolated 2-D close-packed islands, leading to disordered TiOPc on their 
interfaces. How do the TiOPc molecules along the C60 boundary respond? We 
surmise that each tilted TiOPc can locally adjust its orientation, tilt angle and position 
to minimize the total energy and continue to accommodate C60. The metastability of 
hexagonal TiOPc under C60 adsorption thus leads to a stable multiphase structure. 
This includes the formation of a new TiOPc-C60 cocrystal phase on the interfaces, 
where growth is limited by the persistence of C60 close packed islands, and densely 
packed disordered TiOPc molecules.  
Next we present a “nucleation and growth” scenario to describe the molecular 
events that lead to the TiOPc-C60 cocrystal structure. In Fig. 4.4 and 4.5, a single 
TiOPc is represented by a single triangular, the blue side is assigned to the two phenyl 
rings of a tilted molecule, and the red side represents the TiO group of this molecule.  
Suppose a C60 assumes one vacancy site of the hexagonal phase. This C60 induces 
the surrounding TiOPc molecules to readjust their orientations and positions and form 
a honeycomb structure with C60 at the center. As shown in Fig. 4.4b, this involves a 
rotation of the molecule with respect to its internal symmetry axis (perpendicular to 
the surface), and a translation movement along the Ag surface. To grow into 2D 
islands  with  a  specific  azimuthal  direction  and  unit  cell, TiOPc  molecules   must 
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Figure 4.4 Structural models for the rearrangements of hexagonal TiOPc films with C60 
coadsorption. (a) Each triangular in the model represents a tilted TiOPc molecule, the blue side 
corresponds to two phenyl rings and the red end represents the TiO group. (b) Schematic 
representation of the rotational and translation displacement of undisturbed TiOPc to its 
cocrystal structure with C60 alongAg[341]direction. (c) Rearrangement to honeycomb TiOPc 
structure, accompanying by co-adsorption of the center C60 molecule (d) TiOPc rearrangement 
along Ag[110]  direction. 
   
undergo different rotations and translations. To nucleate [110] directed and 
[583] directed honeycombs, the first six TiOPc molecules must undergo greater 
adjustment to form a unit cell at 20.2 Å, than for the [341] directed honeycomb (20.8 
Å). Nucleation of the cocrystal structure must create space for next nearest TiOPc 
adjustment to form the next honeycomb. 
Following the honeycomb co-crystal nucleation event, Fig. 4.5 shows the 
continued “chain” growth process. Hexagonal film defects and Ag step edges serve as 
nucleation sites that induce more defect sites. The typical interfacial architecture, 
shown in Fig. 4.5, composed of cocrystal TiOPc-C60, close packed C60 and dense 
disordered TiOPc is thermally stable because no more sites are available for further 
C60 adsorption and the mass transport pathways are blocked. This also explains why 
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this TiOPc-C60 cocrystal structure is limited in size and cannot cover the whole 
surface. When the rest of surface is covered with disordered high density TiOPc, the 
TiOPc are prohibited from adjusting their orientation, and cannot be displaced by C60. 
 
Figure 4.5 The evolution of TiOPc-C60 honeycomb structures along different directions (left), 
and the typical interfacial architecture constituted of disordered TiOPc, small patch close 
packed C60 following this process (right). 
 
In addition to the TiOPc-C60 cocrystal structure, TiOPc domains with oppositely 
orientated molecules on boundaries and half unit cell offset are generally observed on 
Ag terraces. Such domain boundaries, reminiscent of the TiOPc triangular network, 
provide alternative sites for C60 adsorption and nucleation of the honeycomb TiOPc-
C60 cocrystal phase.  
The TiOPc arrangement is a dynamic process driven by the “push” of TiOPc-C60 
cocrystal network formation. This nucleation and growth model is strongly supported 
by the inability to generate this cocrystal honeycomb from the pure TiOPc 
honeycomb. Moreover, we have prepared neat honeycomb TiOPc without the pore 
molecules with a compressed unit cell, and the empty honeycombs undergo a phase 
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transition to the hexagonal phase at room temperature, shown in Fig. 4.6a-d. The 
TiOPc-C60 cocrystal structure is energetically stabilized by the tendency of TiOPc to 
form stable honeycomb structures, and also the high adsorption energy of C60 on Ag 
substrate.  
            
Figure 4.6 Phase transition from unfilled honeycomb TiOPc to hexagonal TiOPc with successive 
STM images. (a) Lower right, confined area of honeycomb TiOPc structure with single C60 on 
top (b) The top part of the honeycomb domain changed to hexagonal structure. (c) The whole 
honeycomb domain transits to hexagonal structure with streaks showing mobile molecules. (d) 
Stable hexagonal TiOPc domain without streaks. 
 
Reversed-deposition-sequence experiments were also carried for this system. On 
the  (2 3 × 2 3)R30
  C60 monolayer structure, TiOPc has a high mobility and does 
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not form either ordered structure at room temperature. Individual TiOPc with 
hindered rotation is observed on the C60 layer, and this is similar to the case of single 
CuPc on C60 previously reported163. For partially C60 occupied Ag (111) surface, the 
sequentially deposited TiOPc either form honeycomb phase or hexagonal phase 
depending on the flux chose, both of which are segregated with the preoccupied C60 
islands. However, upon long time annealing, very limited diluted C60-TiOPc cocrystal 
phase is observed on the interface of C60 close packed islands and hexagonal TiOPc. 
On the whole, C60 and TiOPc are phase segregated when C60 initially occupy part of 
the surface area.  
Finally these results are compared to the well-studied phthalocyanine-C60 
system163-165. At room temperature, CuPc form an ordered structure with a quadratic 
unit cell on Au (111). When deposited sequentially with C60, they “demix” from C60 
closed packed islands with a dense but irregular pattern, where single CuPc molecules 
are resolved. No single C60 is found within CuPc domains. However, single C60 or 
linear cluster with 3-5 molecules decorate on CuPc domain boundaries. This is 
similar to our results for C60 hexagonal TiOPc films, except the formation of the 
cocrystal structure with TiOPc. We note that CuPc adopts a planer orientation that 
may limit the readjustment of CuPc upon C60 deposition thus preventing the kinetic 
formation of cocrystal Pc-C60 structure. Moreover, this planer adsorption geometry 
indicates a higher adsorption energy, and CuPc molecules may not be so readily 
displaced.   
Kinetically controlled co-adsorption of organic molecules with fullerenes is widely 
reported. Xu et al. have shown that using co-adsorbed fullerene on different coverage 
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acridine-9-carboxylic acid (ACA) on Ag (111) can cause the formation of different 
intermixed structures depending on the balance between C60-ACA-Ag (111) 
interactions69. Nishiyama et al. reported the interstitial accommodation of the C60 into 
trans-BCaTBPP (15-bis(4-carboxyphenyl)-10,20-bis(3,5-di-t-butylphenyl) porphyrin) 
compact layer by inducing the local conformation change of the metalloporphyrin161.  
Compared with previous studies, we hereby demonstrate by starting from different 
polymorphs of organic material on metal substrate, i.e. TiOPc on Ag (111), the slight 
energy difference in the unitary system can be magnified by co-adsorption of a 
second molecular species. Induced local molecular rearrangements help not only the 
accommodation of the second adsorbate but also the formation of stabilizing 
interfacial areas, which reduces the total energy. A complete theoretical calculation 
incorporating Ag substrate and both of the adsorbates is necessary to evaluate the 
relative contribution of intermolecular interaction and molecular-substrate interaction 
in this dynamic process. However, a sense of this balance can be obtained by 
comparing the adsorption energy of MPc molecules and fullerenes on Ag, as well as 
their intermolecular interactions.  C60 has higher adsorption energy on metal surfaces 
(~2eV107,108) than that of TiOPc. So C60 adsorbed on Ag surface would have a strong 
tendency to contact with the metal surface directly, thus causing partial desorption of 
TiOPc. On the other hand, TiOPc have a tendency to maximize their intermolecular 
attraction by rearrange into the most stable honeycomb phase. Although the 
hexagonal TiOPc film is less stable than the honeycomb film in its unitary system, by 
co-adsorbed with C60, a highly stable TiOPc-C60 cocrystal structure is trapped 
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kinetically. The interfacial structure for hexagonal-C60 is thus more stable than that of 
honeycomb-C60.  
4.3 C60 on Triangular Network TiOPc  
We then test this dislocation structure as a nanotemplate for C60 assembly. First we 
note that C60 molecules can select from three types of surface sites: above the TiOPc 
triangular domains, along the domain boundaries (dashed lines in Fig. 4.7d) and at the 
intersection of six adjacent triangular domains (circle in Fig. 4.7d). Only at the latter 
intersection will the C60 molecules interact directly with the Ag (111) surface. At this 
domain intersection, the area of exposed silver surface is determined by the packing 
of TiOPc molecules. Ideally terminated domains (Fig. 4.7d) leave Ag region of 3 to 4 
nm2 that is sufficient to directly accommodate 3 close-packed C60 molecules. Many 
domains are not ideally terminated, missing 3-6 TiOPc molecules at the domain 
intersection. Such domain intersections (see Fig. 4.7b and 4.7c) expose bare Ag (111) 
regions with 8-12 nm2 in area.  
Deposition 0.2 ML C60 onto triangular TiOPc networks immediately results in the 
formation of ordered arrays of C60 nanoclusters (Fig. 4.8a). The spacing between C60 
clusters is 14.0 ± 1.0 nm, corresponding to the characteristic dimension of each 
triangular TiOPc domain. Each C60 cluster is positioned at the intersection of six 
TiOPc domains. The topographic line profile of C60 and TiOPc structures (Fig. 4.8a 
dashed line), confirms that C60 molecules directly contact the Ag surface. Under room 
temperature imaging conditions, C60 clusters show dynamic structure variations on 
the 30 s timescale of STM image acquisition.  As shown in Fig. 4.8b, clusters contain 
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Figure 4.7 (a) Tilted view of the free TiOPc molecular. (b) STM image of TiOPc monolayer 
prepared by 0.4 ML/Min. Flux reveals a regular network of triangular TiOPc domains. (c) 
Molecularly resolved STM image of the triangular network. Each molecule is represented by a 
bright spot in the image. (d) Structural model for the triangular network. For clarity, the domain 
network is truncated to show only 4 molecules (out of the 11-13) along the domain boundaries.  
 
a “core” of close-packed C60 molecules. The “rim” of the C60 cluster appears noisy in 
the STM images, indicating more weakly attached C60. There are some variations in 
the size and shape of the clusters, with hexagonal clusters generally appearing more 
stable and easily imaged and elliptical clusters appearing somewhat less stable. This 
is consistent with C60’s well-known hexagonal close packing, which energetically 
favors hexagonal-shaped clusters. 
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Figure 4.8 (a) Large scale STM image of C60 cluster array on TiOPc triangular dislocation 
networks. Inset is the line profile of the six C60 clusters along the dashed line. (b) STM image of 
C60 clusters shown as a differential image to enhance molecular resolution. (c) Size distribution of 
the diameter for C60 clusters, N represents the number of C60 molecules along the diameter. (d) 
Schematic illustration of the nanophase segregated C60 and TiOPc domains. 
 
The C60 clusters thus occupy a quasi-periodic superlattice with a spread in cluster 
size. We quantify the size of an individual cluster by its diameter at the point of 
maximum width, as illustrated in Fig. 4.8b. A histogram of the C60 cluster width 
distribution, given in Figure 4.9, reveals a 7 ± 2  nm average cluster size and a 7 nm 
most probable size.  Diameters of the C60 clusters span the 1~12 nm range, and are 
accommodated by the TiOPc network structure, as depicted in Fig. 4.8c. Effectively, 
both the C60 nanocluster and the TiOPc triangular domain must fit within the 15 nm 
repeat of the misfit dislocation network. The average 7 nm C60 cluster diameter leaves 
TiOPc domains of similar size. Consequently, C60 deposition on the TiOPc film 
template results in a pattern of nanophase-separated C60 and TiOPc domains with 
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characteristic domain size of 7 nm.  We note that this 7 nm dimension is comparable 
to the exciton diffusion length in a molecular semiconductor. Achieving nanophase 
segregation of molecular semiconductors on this length scale is believed to be a 
crucial step toward improving the efficiency of small-molecule photovoltaic cells. 
             
Figure 4.9 Size distribution of the diameter for C60 clusters, N represents the number of C60 
molecules along the diameter. Observed size distribution of C60 clusters:  The total number of 
clusters observed versus width N, where N is the number of C60 molecules along the cluster 
diameter.   Each cluster diameters was evaluated from the STM topographic profile along the 
cross section of maximum width.    A total of 240 clusters was analyzed (800 nm2 surface area), 
revealing an average diameter of 7±2 nm, with the most probably diameter also 7 nm.    A 
greater propensity for observing odd-N values is within the confidence limits of the available 
data.  Smaller clusters (N=1,2) may be underestimated due to increased tip-sample perturbation.  
Close-packed C60 clusters, with corresponding N values, are shown schematically.   The observed 
size distribution reflects the TiOPc vacancy size distribution in the TiOPc template and the 
relative stability of C60 clusters. 
 
The resulted nanophase-separated TiOPc-C60 film structures are quite robust. Once 
C60 cluster arrays are formed on the TiOPc dislocation network, the binary film can be 
heated to 420 K without degrading the structure. In fact, this binary film structure is 
considerably more stable than the original TiOPc template, for which the dislocation 
network is removed by thermal annealing at temperatures of just 390 K. 
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4.4 Summary    
In conclusion, we have shown that by selectively co-adsorption of C60 on different 
TiOPc films on Ag (111), three totally different interfacial architectures are observed 
in monolayer regime: ranging from nanoscale segregated phase with domain size 
dictated by the morphology (step density) of the growth substrate to a co-crystalline 
TiOPc(2)C60(1) honeycomb network and a nanophase-segregated TiOPc-C60 on the 
scale of 10-20 nm, summarized in Fig. 4.10. 
This diversity is attributed to the slight energy difference in three TiOPc 
polymorphs on Ag (111), which exposes the hexagonal TiOPc phase more sensitive 
to highly anisotropic external force induced by C60 co-adsorption. The hexagonal 
TiOPc film responds most dramatically to C60 deposition. The resulting structures are 
similar to the most stable honeycomb monolayer phase. The resulting multiphase 
structure is driven by the energy gain through the C60 occupation on Ag sites and the 
formation of a TiOPc honeycomb structure. The impact of these distinct interfacial 
architectures on the electronic properties will be further investigated in Chapter 6. 
Phase separation of small semiconducting molecules, desirable for photovoltaic 
cells, is relatively easy to achieve. For TiOPc, the TiOPc honeycomb phase leads to 
phase separation. However, strategies for controlling domain size in the ~10nm 
length (limited to exciton diffusion length) are not well developed. Dislocations are 
important structural elements in crystalline materials that may be successfully 
harnessed for this lengthscale. Ultrathin metal films, for example, can form highly 
ordered arrays of dislocations to relieve the strain caused by the different lattice 
spacing between the metal films and the support.166-169 Such misfit dislocation 
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networks have already served as structural templates for metal nanoclusters and 
organic SAMs.170-172 In principle, these dislocation networks are not limited to metal 
films, but should be found also in thin molecular films with a suitable lattice 
mismatch to the substrate.   
    
Figure 4.10 Schematic illustration of different C60:TiOPc heterostructures with sequential 
deposition. (a) C60 on honeycomb TiOPc (b) C60 on hexagonal TiOPc (c) C60 on TiOPc triangular 
dislocation network. 
 
Here we have used TiOPc, a molecular semiconductor with anisotropic interactions 
to generate a molecular film with a characteristic pattern repeat size of 15 nm. This 
structure then served as the nanotemplate for a superlattice of C60 clusters with 
characteristic diameters of 7 nm. As a result, C60 deposition on the TiOPc film 
template form a pattern of nanophase-separated C60 and TiOPc domains with 
characteristic domain size of 7 nm. Once the length scale of the phase separation is 
established by this method, it should propagate to some film thickness before 
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decaying. Studies to examine how well the templated phase separation can be 
maintained to multilayer films are currently being planned. Misfit dislocations in thin 
molecular films are a common phenomena173,174 that can be more generally exploited 





Chapter 5 Model Molecular Hetero-
junction TiOPc:C70 
In Chapter 4, we have shown how TiOPc-C60 interface structure evolves from 
distinct TiOPc monolayer architectures. Increasingly C70 is replacing C60 in OPV 
devices, since the choice of C70 as an electron acceptor has demonstrated a significant 
25% improvement in device efficiency61,175,176. Theoretical studies indicate C70 
accepts more charge transfer from donating oligomers4, in comparison with C60. 
These findings stimulate us to investigate TiOPc-C70 heterostructures in order to 
identify key structural and/or electronic differences from TiOPc-C60 heterostructures. 
The C60 and C70 fullerenes have distinct physical properties that will influence 
interface formation. Perhaps the most significant difference in these molecular 
species is the distinct polarizability, which is derived from their distinct shapes. As 
described in Chapter 3, C70 polarizability is 25% greater than that of C60. Moreover, 
C70 polarizability is highly anisotropic, whereas C60 has a spherically symmetric 
polarizability. These differences, in combination with the electrostatic properties of 
TiOPc films, will produce significant differences in the heterostructures that are 
realized.   
5.1 C70 on Honeycomb TiOPc 
The electrostatic properties of TiOPc films are, of course, dependent on monolayer 
structure. Molecular TiOPc has a strong axial dipole moment 3 Debye. The 
honeycomb structure is compromised by two sets of interlocked TiOPc molecules, 
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tilted by ~40 degrees with respect to the surface. Six molecules with alternative 
orientation constitute the honeycomb frame. This structure possesses a net vertical 
dipole moment of 2.3 Debye/molecule. This TiOPc honeycomb contains another 
additional TiOPc molecule bound to the pore sites.  Each pore contains one TiOPc 
molecule, oriented nearly parallel to the surface plane, with a net moment of ca. 3 
Debye. Electrostatically, the TiOPc honeycomb monolayer presents a dipolar lattice 
with a symmetry that corresponds to the honeycomb lattice.  This honeycomb dipole 
lattice is presented schematically in Fig. 5.1c, in which arrow length denotes relative 
dipole strength.    
         
Figure 5.1 TiOPc honeycomb structure (a) Molecularly-resolved STM image of TiOPc 
honeycomb structure, acquired with a positive sample bias (0.7 V) and 0.05 nA tunneling 
current, and  (b) Schematic illustration of the TiOPc honeycomb monolayer structure and the 
corresponding dipole lattice, where arrow length reflects the magnitude of the vertical dipole 
moment, and (c) Schematic illustration of the electrostatics of an individual TiOPc molecule 
inclined on Ag(111), and (d) Schematic illustration of the electrostatics of an individual TiOPc 
molecule flat on Ag(111). 
 
In the following, we will explore the impact of this molecular dipole lattice on 
interface formation with C70.  We will grow C70 layer-by-layer on this TiOPc 
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honeycomb template and develop detailed structural models.  The heterostructures 
that are developed involve C70 arrangement of unusually low density, demonstrating 
the TiOPc dipole layer exerts a long-range influence on the C70 growth patterns.   
           
Figure 5.2 (a) STM image of first-layer of C70 deposited on the TiOPc honeycomb monolayer: 
Green circle denotes region where C70 are positioned directly above TiOPc pore molecules; 
Yellow circle denotes close-packed C70 structures that span the honeycomb. (b) Line profile 
along the blue solid line in (a) (c) Model depicts C70 occupation of sites over pore-TiOPc (green 
circle in (a)); (d) Model for C70 close packed structure (yellow structure in a).  Dark blue C70 
depict position above pore-TiOPc: Light blue depict position above frame TiOPc. 
 
Initially deposited C70 first occupy sites above pore-TiOPc molecules. The nearest 
neighbor C70 - C70 distance, 20.8 Å, shown in Fig 5.2b (circled in green), corresponds 
to the pore-to-pore distance in the TiOPc honeycomb structure. With increasing 
TiOPc coverage, small areas of close-packed C70 (12 Å nearest-neighbor spacing) are 
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also observed on the surface, as circled in yellow in Fig. 5.2b. The underlying TiOPc 
honeycomb layer remains undisturbed by C70 deposition. The apparent heights of the 
two C70 structures, atop TiOPc-pore sites and the hcp islands, are very similar, as 
shown in Fig. 5.2b. Molecules in the close-packed island (yellow circle) appear ~0.3 
Å higher than C70 above TiOPc-pore sites (blue oval). The slight difference in the 
apparent height is attributed to the different orientations of the TiOPc underneath as 
well as different electronic coupling between TiOPc and C70. We note that the close-
packed C70 islands align (blue line in Fig. 5.2a) with respect to the honeycomb lattice, 
which is highlighted by the C70 decoration of TiOPc-pore sites.   
Based on these observations, a growth model for the first layer of C70 is developed, 
as shown in Fig. 5.2c. The TiOPc honeycomb layer remains fully intact. Pore-TiOPc 
sites (dark blue in Fig. 5.2c and d) are first populated, but at modest C70 coverage, C70 
molecules (light blue ones in Fig. 5.2d) aggregate into close packed C70 structures 
that extend over both pore- and frame- TiOPc sites. The registration and dimension in 
the model are taken directly from STM observations. The small height difference 
between C70 molecules on pore sites and frame sites becomes obscured with 
increasing coverage. For simplicity, we use the terms “C70-on-frame” and “C70-on-
pore” to represent C70 on different adsorption sites in the first layer.  
To obtain independent information on the relative height of  “C70-on-frame” and 
“C70-on-pore” molecules, we measured z(V) spectra above each featured C70. As 
shown in Fig. 5.3, the red, green, and blue lines correspond to the unoccupied states 
of pure C70 on bare Ag(111), “C70-on-frame”, and “C70-on-pore”, respectively. The 
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almost indistinguishability of the z(V) spectra for “C70-on-frame” and “C70-on-pore” 
indicates  that these C70 molecules are at comparable heights above the metal surface.      
                 
Figure 5.3 z(V) spectra taken for unoccupied states for C70 structures -  Red: C70 / Ag(111); 
Green: C70/frame-TiOPc; Blue: C70 /pore-TiOPc.  Each spectrum represents an average of 20 
individual traces, acquired at 0.03 nA tunnel current. 
 
All dz/dV curves show one major peak, assigned to LUMO state of C70. We use the 
spectra of C70 directly on Ag(111) as reference, following reported PES 
measurements on similar systems to make band assignments114,177-180.  The shift of 
C70 LUMO upon direct deposition on Ag(111) indicates a charge transfer from Ag to 
C70. Based upon these z(V) measurements, “C70-on-frame” and “C70-on-pore” are 
electronically distinct. In general, the LUMO level for C70 above a TiOPc monolayer 
remains far from the Fermi level. The “C70-on-frame” LUMO is about 0.07 eV below 
that of “C70-on-pore”, reflecting the different electronic coupling between C70 and the 
underlying TiOPc molecule, as we will discuss in the following text. 
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We recall that individual C70 molecules have curved π surfaces, depicted as yellow 
“facets” in Fig. 5.4. These concave π surfaces are reputed to interact strongly with 
other small organic molecules39,60. The charge distribution for an individual TiOPc 
molecule, determined by DFT calculation, indicates the peripheral phenyl rings bear 
partial positive charge. In the following, we try to rationalize the stabilizing force 
with dipole-induced dipole interactions.  
             
Figure 5.4 Schematic illustration of first layer C70 adsorption and charge redistribution, arrows 
indicate induced dipole moment, pointing from negative to positive.  
 
The local configurations of  “C70-on-pore” and “C70-on-frame” over honeycomb 
TiOPc are depicted in Fig. 5.4. Recalling C70's high dipole polarizability and TiOPc's 
net permanent dipole moment, we recognize that dipole-induced dipole forces as the 
dominant stabilization force for  “C70-on-pore”. The charge redistribution is marked 
with δ- or δ+ in the figure. The “C70-on-frame” (center C70 in Fig. 5.4) are stabilized by 
a strong mutually induced dipole polarization, as shown with the schematic charge 
redistribution of adsorbed C70 in Fig. 5.4. The induced dipole moment on each C70 is 
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shown by the arrows, “C70-on-pore” and “C70-on-frame” thus have antiparallel 
induced dipole moments, strengthening the intermolecular C70 interaction between 
“C70-on-pore” and “C70-on-frame”. This qualitative electrostatic analysis is 
completely consistent with the C70-TiOPc interface structures for the first C70 layer.     
We can test this electrostatic model against the measured z(V) properties and C70 
topographic variations. Following the model, “C70-on-pore” contacts underlying 
TiOPc with the curved π surface. The long C70 axis thus faces the TiOPc phenyl rings, 
which have a net positive charge.  This induces a negative charge in “C70-on-pore” 
molecules at their molecular contact with TiOPc. This, in turn, leads to charge 
redistribution for “C70-on-frame”, as shown in the side C70 of Fig. 5.4. To optimize 
this electrostatic interaction, “C70-on-frame” molecules orient their long molecular 
axis nearly normal to the surface (the middle molecule in Fig. 5.4), to maximize 
overlap of the C70 concave surface with the oppositely charged convex surface of the 
adjacent “C70-on-pore” molecule. This vertical C70 orientation for “C70-on-frame” 
molecules will enhance charge transfer from TiOPc to “C70-on-frame”. Indeed, this is 
reflected in the relative positions of the LUMO levels for “C70-on-pore” and “C70-on-
frame” molecules, as well as their apparent height differences in STM images. 
These C70-TiOPc interfaces stand in sharp contrast with C60-TiOPc interfaces. 
Recall that C60 molecules avoid TiOPc honeycomb pore sites.  Deposition of C60 
simply erodes the TiOPc honeycomb and leads to the two-dimensional phase 
separation of C60 and TiOPc.  Beyond their structural and electronic similarities, C60 
and C70 possess some key differences. C70 possesses concave “facets” and larger 
dipole polarizability. These molecular attributes will strongly impact interface 
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formation. This can be demonstrated clearly in reverse-sequence growth experiments. 
Interfaces formed by depositing TiOPc on monolayers of C60 and C70 are shown in 
Fig. 5.5.  For TiOPc-C70 bilayer structure, a molecularly resolved TiOPc top-layer 
indicates a highly stable heterostructure.  Vacancies in the TiOPc layer confirm the 
crystallinity of the TiOPc layer and 1:1 stoichiometry with the C70 sub-layer.  In the 
case of TiOPc-C60 system, however, the TiOPc layer appears much more disordered. 
The noisiness of the images and the absence of vacancy defects indicate the greater 
mobility of TiOPc molecules on the C60 monolayer. Similar result has been reported 
for C70/ZnTPP60.  
 
Figure 5.5 STM images of TiOPc on top of monolayer fullerenes (a) TiOPc on top of monolayer 
C60 (b) TiOPc on top of monolayer C70. 
   
Based upon qualitative electrostatic considerations, we are able to rationalize all 
structures observed for C60- and C70- TiOPc honeycomb heterointerfaces. We 
anticipate that the energy differences between “C70-on-pore” and “C70-on-frame” will 
be on the order of just 10's of meV. Such energetic differences remain difficult to 
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calculate for these molecular films, particularly given the size of the unit cell. 
Fortunately, these energetic differences can be qualitatively predicted from the 
properties of individual molecules, providing a basis for structure prediction.  
 
Figure 5.6 Onset of second-layer C70 grow on the TiOPc honeycomb template. (a) STM image of 
first-layer C70 showing the C70-on-pore and C70-on-frame molecules of the first layer (b) Island 
of second layer C70 supported above the first layer  (c) High magnified STM image of the 
“kagome” second layer C70 structure,  with structural model (yellow) superimposed. (d) 
Structural model of lying-down C70 adsorbed on bridge sites of the C70-on-frame with three 
rotational orientations by 120°  (e) Structural model of second layer C70 (yellow) on top of first 
layer (blue) (f) Line profile along the blue line in (b). 
 
With increasing C70 deposition, second layer C70 starts to grow on top of the first-
layer C70 (hexagonal close-packed C70 structure). Onset features for second-layer C70 
are zigzag rows with interstitials, circled in yellow in Fig 5.6a. A large area of the 
second layer C70 is shown in Fig. 5.6b. Unlike C70’s growth habit on Ag(111), in 
which molecules demonstrate an fcc stacking mode in the vertical direction, the 
second layer of C70 on the honeycomb TiOPc structure is not close-packed. Instead, 
they form a “kagome” lattice. In the kagome lattice, C70 molecules organize into 
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hexagons and trigons, as emphasized in Fig 5.6c. The centers of neighboring 
hexagons in the kagome structure are spaced at 20.8 Å and in registration with pore 
TiOPc molecules and “C70-on-pore”. Furthermore, C70 molecules in this layer appear 
ellipsoidal in STM topographs, indicating a lying down configuration. Also, three C70 
molecules forming the trigon have distinct orientations rotated by 120°, marked by 
green arrows in Fig. 5.6c. 
A structural model for the second layer C70 is developed from the experimental 
observations. In Fig. 5.6d, the first layer close packed structure is constituted with 
“C70-on-frame” (light blue) and “C70-on-pore” (dark blue). The second layer C70 
molecules (yellow) seek bridge sites above two neighboring “C70-on-frame” 
molecules on the first layer. (This corresponds to bridge sites of neighboring frame 
TiOPc molecules in the honeycomb structure.) A complete structural model is shown 
in Fig. 5.6e and superimposed onto the STM image in 5.6c.  
Drawing upon the dipole model for the first-layer C70  (Fig 5.4), we place second 
layer C70 on sites that minimize the electrostatic interactions. The process is shown in 
Fig. 5.7. The base layer in Fig. 5.7 is a top-down view of Fig 5.4 with marked charge 
redistribution. In order to maximize the in-plane coordination number of the second 
layer C70, all on-top sites are excluded. Also, it is clear that the hollow site of the first 
layer C70 is energetically unfavorable for C70 adsorption (due to local charge). The 
same argument applies to bridge site between neighboring “C70-on-pore” and “C70-
on-frame” molecules.   Consequently, bridge sites between neighboring “C70-on-
frame” molecules represent the local potential minima and the favorable adsorption 
sites for second layer C70. The second layer C70 molecules thus form the “kagome” 
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structure with four nearest neighbor molecules in plane, as observed in the STM 
measurements and shown in the model. 
         
Figure 5.7 Schematic illustration of second layer C70 adsorption. First layer C70 are shown in 
green with charge distribution. The light blue ovals show local potential minima t favorable for 
adsorption. Second layer C70 adsorb on the bridge sites of two “C70-on-frame” with partial 
negative charge distributed on top. 
 
With continued C70 deposition, the third layer C70 appears, as shown in the STM 
image (Fig. 5.8a and b). Two distinct third layer structures are observed, a 
honeycomb pattern (superimposed with green circles in Fig. 5.8b) and a small close 
packed structure (circled in yellow). The honeycomb pattern is the dominant structure 
whose molecular packing model is suggested with light green C70 in Fig. 5.8d. The 
third layer “honeycomb” C70 molecules sit directly on the hollow position of C70 
trigons in the kagome structure. This C70 honeycomb is registered vertically with the 
base TiOPc honeycomb. The simultaneous growth of both the honeycomb and close-
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packed structures for third-layer C70 suggests that the influence of the base TiOPc 
dipole layer in C70 structure begins to wane within the third layer. 
       
Figure 5.8 Third and fourth layer C70 on top of honeycomb TiOPc (a) Large scale STM image 
with each layer marked (b) Magnified STM image of third layer C70, green dots superimposed 
show the honeycomb third layer structure, and inside the yellow circle shows the close packed 
third layer. (c) STM image of fourth layer C70, green dots superimposed show the “kagome” 
structure. (d) Structural model of third layer honeycomb C70 structure (light green) and close 
packed third layer (maroon) (e) Structural model of fourth layer kagome C70 (orange). 
      
Figure 5.9 Multilayer C70 on top of honeycomb TiOPc template (a) Large STM image shows 
multilayer (over fourth layer) C70 with close packed structure, and quasi-hexagonal C70 islands 
on top. (b) STM image shows surface reconstruction of C70 top layer.  
 
 91 
The fourth layer C70 can be observed occasionally in a small fractional area over 
the surface with a kagome structure similar to the second layer C70 with a lateral shift 
in between. A molecular packing model is presented in Fig. 5.8e with orange C70. C70 
in this layer are imperfectly registered with the base TiOPc structure, which is 
sketched in Fig. 5.10.   
When the C70 thickness exceeds four layers, C70 molecules resume a regular bulk-
like growth habit, as shown in Fig. 5.9a. The close-packed structure and limited 10-20 
nm C70 domains are preferred for thick C70 adlayers. An example is shown in Fig. 
5.9a where the quasi-hexagonal shape of the top C70 islands indicates a near 
equilibrium growth. Grain boundaries, dislocations, and even reconstructions are 
observed, as shown in Fig 5.9b, indicating that these molecular films are responding 
to internal stress. 
         
Figure 5.10 Schematic illustration of C70 layer-by-layer growth on top of honeycomb TiOPc, 
from left to right: registration of C70 in each layer with TiOPc honeycomb structure; side view of 




In summary, we have shown that the introduction of a dipole buffer layer on the 
Ag(111) provides a means for controlling the structure and electronic properties of 
hetero-molecular interfaces. A lattice of vertical dipole moments (ca. 2 Debye in 
magnitude) influences the structural arrangement for at least four layers of C70 
molecules, as illustrated in Fig. 5.10. The 2D and 3D coordination numbers for each 
C70 layer are determined, along with registration between C70 layers and the 
underlying TiOPc. First- layer C70 adopt a close-packed arrangement that is very 
robust due to the strong dipole-induced dipole interactions between C70-TiOPc and 
C70-C70. The redistributed charge on the first layer C70 renders only the bridge sites 
between neighboring “C70-on-frame” (equivalent to the bridge sites of frame TiOPc) 
favorable for second layer C70 adsorption. This leads to the formation of the 
interesting kagome structure. The third layer C70 molecules sit on the hollow sites of 
three nearest neighboring C70’s in the second layer kagome structures, maximizing 
the coordination number. C70 in this layer retain registration with the base TiOPc 
honeycomb. The fourth layer C70 repeats the “kagome” structure as the second layer 
but with a lateral shift. As shown in the structural model (Fig. 5.8e), the smallest 
repeat unit, i.e. trigons with three C70 molecules in different rotational orientations by 
, fills into the pores of the honeycomb structure in the third layer, and caps the 
3D empty tube structure, as shown in Fig.5.10. The close packing growth mode is 
finally resumed by continuous deposition of C70.  The side view of this growth 
process is illustrated in Fig. 5.10.  
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C70 present a greater variety of molecular configurations and related properties 
than those of C60 because of the ellipsoid shape with lower symmetry and higher 
dipole polarizability. Except for the prominent structural difference we described 
above, C70 is also proven to have higher mobility on top of other organic layers as 
well as easy to stack along the vertical direction39,119,181,182. All these properties make 
them promising material in many applications, such as photovoltaic cells, in which 
vertical segregation of component materials is desired175, and molecular sensors, in 
which 3D pore structures are highly wanted183. Our studies emphasize the importance 
of template selection and suggest a pathway of nanoarchitecture control in pursuing 
suitable molecular self-assembly structures for applications. Using a pre-deposited 
organic layer as growth template should offer a general method to generate novel 




Chapter 6 The Electronic Landscape in 
Binary Molecular Films 
In previous chapters, we discussed the chemical morphologies of heterostructures 
formed in C60-TiOPc and C70-TiOPc systems. By tuning the deposition conditions 
and selecting different fullerene molecules, distinct hetero-interface structures could 
be realized. In this chapter, we characterize the nanoscale electronic properties of C60 
–TiOPc heterointerfaces. A goal of this work is to determine the spatial variation in 
the electronic band alignment, particularly across domain boundaries. We choose this 
system because the formed interfaces are molecular abrupt, enabling us to correlate 
structural information (molecular packing and orientation) with electronic features.  
6.1 Electronic Structure of TiOPc Adsorbed on Ag(111) 
6.1.1 Bias Voltage Dependent Imaging 
Bias voltage-dependent STM imaging is the simplest method to obtain 
spectroscopic information on nanoscale variations in electronic structure186-188. This 
method involves obtaining constant-current scanning tunneling microscopy images at 
different applied bias voltages and comparing the results. Assuming the scanning tip 
has nearly constant density of states in the vicinity of the Fermi level, for a positive 
(negative) applied sample bias voltage, the unoccupied (occupied) states of the 
investigated sample can be detected71. Although the tip DOS can be modified during 
experiments by sample-to-tip transfer of adsorbates189, bias-voltage-dependent STM 
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measurements have provided useful spectroscopic information, especially with 
opposite bias190. 
An example of bias-dependent imaging is provided by the TiOPc honeycomb 
monolayer structure.  Fig. 6.1 compares two 14 ×14  nm2 STM images acquired with 
opposite biases at exactly the same surface area.  Fig. 6.1a, acquired with 0.7 V 
sample bias, shows the unoccupied states of TiOPc; Figure 6.1b, acquired with -0.7 V 
sample bias, shows the corresponding occupied states. 
           
Figure 6.1 STM images (14nm 14nm) of TiOPc honeycomb structure obtained at the same 
surface area successively (a) Image acquired at positive sample bias of V= 0.7 V reveals the 
location of unoccupied states. (b) Image acquired at negative sample bias of V= -0.7 V reveals 
tunneling from occupied states. Both images acquired with a constant 0.06 nA current. 
 
An individual TiOPc molecule appears as a triangular feature in both STM images. 
As discussed in Chapter 3, the three lobes correspond to the two uppermost phenyl 
rings and the oxygen atom of a tilted molecule. The three lobes appear almost 
identical under positive sample bias voltage, while one lobe is significantly brighter 
under the negative sample bias. This difference can be understood by considering 
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TiOPc’s molecular orbitals191. The TiOPc HOMO orbital has a pronounced electron 
distribution on the oxygen atom, leading to the bright protrusion in Fig. 6.1b.  
Moreover, we note that the bias voltage must have a magnitude of at least |V|>0.4 
V in order to achieve molecularly resolved images of the TiOPc monolayer. STM 
images acquired with bias voltages |V|<0.4 V do not exhibit clear molecular features. 
Evidently, resonant tunneling through the TiOPc orbitals enhances molecular 
resolution. This could also signify stronger tip perturbation of the film due to the 
closer tip-sample distance at reduced voltages. 
6.1.2 z(V) Spectroscopy  
Scanning tunneling spectroscopy (z-V) measurements were performed on TiOPc 
monolayers. For the hexagonal TiOPc structure (Fig. 6.2), an occupied state 
resonance is observed at -1.5 eV and attributed to the HOMO contribution. An empty 
state resonance appears at 1.9 eV, which is attributed to the LUMO correspondingly. 
Spectroscopic measurements at lower energies  (-1.0 eV~1.0 eV) cannot be 
conducted with the z-V method, as described in Chapter 2. Electronic states in this 
lower energy range are however not excluded for this molecular semiconductor.   
The transport gap of hexagonal TiOPc structure on Ag(111), measured as the 
difference between the STM-determined values for the HOMO and LUMO levels,  is 
thus estimated to be 3.4 eV. This value is consistent with transport gaps measured for 
other MPc's under the UHV condition, such as VOPc and SnPc on Au(111)141,192. 
This transport gap is somewhat larger than the 2 eV value determined for TiOPc 
under ambient condition193. However, Teda et al. observed that TiOPc films under 
UHV exhibit n-type semiconducting behavior while a clear conversion to p-type was 
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observed when the film was exposed to oxygen194. This explains the different 
electronic structures obtained under different environmental conditions.  
 
Figure 6.2 z(V) spectra for occupied state (left) and unoccupied state (right) of TiOPc/Ag(111) 
hexagonal structure (red curves); the green curves represent the states of TiOPc/Ag(111) 
honeycomb structure. Data acquired with a constant current of 0.05 nA, -0.8V sample bias. 
 
We next compare z-V spectra for the TiOPc monolayers.  In Fig. 6.2a, the 
occupied states from the hexagonal and honeycomb monolayers are shown with red 
and green traces, respectively. As discussed above, the prominent peak for the 
hexagonal monolayer is identified as the HOMO state. However, the green curve 
taken over TiOPc honeycomb structure appears featureless. The same situation 
applies to the unoccupied states of TiOPc.  Fig. 2b shows a pronounced LUMO 
feature for the hexagonal phase, but no clear LUMO feature is observed for the 
honeycomb phase. We emphasize that the honeycomb monolayer is very stable, and 
the tunneling junction was quite stable during the z-V measurements. We attribute 
these spectroscopic differences to the differences in monolayer structure. The 
honeycomb structure, where no HOMO/LUMO features are evident, involves more 
highly tilted TiOPc pairs. Evidently, this geometry does not support resonance 
tunneling, perhaps because of the stronger intermolecular electronic coupling relative 
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to the hexagonal phase. This is consistent with better conductivity for herringbone 
stacking crystal than π stacking crystal of the same molecule146,147,195-197. This 
difference may also be connected with a larger charge transfer from the Ag(111) 
substrate to the honeycomb TiOPc.  
6.2 Electronic Structure of C60 Adsorbed on Ag(111) 
The electronic properties of C60 have been studied extensively, and this stable 
fullerene can serve as an internal reference for the present measurements of energy 
level alignment.  In general, C60 films are stable and thus highly amenable to 
proximal probe spectroscopy, even under room temperature conditions. This allows 
us to sense slight changes in C60 local environment, i.e. molecular neighborhood and 
the distance between fullerene and Ag(111) surface from the peak position changing. 
The stability of the tunneling junction supports the more invasive I(V) measurements 
in addition to the  z(V) measurements that are usually applied on other softer materials 
at room temperature198-200.  
We first review scanning tunneling spectra (STS) of C60 in the close packed 
islands on Ag(111). The electronic properties of C60 adsorbed on Ag(111) are 
extensively studied135,201-206. The LUMO-derived resonance is shifted to the Fermi 
level due to the reported 0.8e- charge transfer from the Ag substrate to C60. The 
HOMO-derived feature, on the other hand, does not shift significantly. The transport 
(HOMO-LUMO) gap thus amounts to ~1.8 eV, as reported by STS and UPS 
measurements135,199,203.  
This gap value is much smaller than that of a free gas phase C60, which is 
estimated to be 4.9 eV135. This decrease is associated with the polarization energy due 
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to screening from the six nearest neighboring C60 molecules and the Ag substrate, 
which can be quantified with a simple equations199:   
                                  Epol = N × f (α ) = Ne
2α
2R4
                                              (6.1) 
where N denotes the coordination number of the molecules, α is the static 
polarizability, and R is the nearest neighbor distance.  
The screening from the substrate can be quantified as: 
                                                                                                          (6.2) 
where D represents the distance between the charged molecule and its image charge 
under the metal surface.  
                        
Figure 6.3 Schematic illustration of HOMO-LUMO gap reduction of C60 in different chemical 
environments. 
 
With R=10 Å, α=85 Å3,207 and assuming the height of adsorbed C60 on Ag(111) as 
4 ±1Å(measured from the STM images), we estimate a screening energy of 
1.8 ± 0.4 eV from Ag to a single C60 in its close-packed island. Thus, the theoretical 
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band gap of C60 on Ag(111) is calculated as follow,  which is consistent with the 
experimental results:  






= 4.9 −1.2 −1.8 = 1.9eV  
A schematic diagram of polarization energy on C60 in different environments is 
presented in Fig. 6.3. 
 
Figure 6.4 Left: I(V) spectra of C60 in C60/TiOPc co-crystal structure (I=0.05 nA, V=0.6 V) Right: 
Structural model of C60/TiOPc co-crystal structure, where one C60 molecule is surrounded by six 
nearest neighbor TiOPc. 
 
We now turn to the co-crystalline phase of C60 and TiOPc on Ag(111). As 
discussed in Chapter 4, in this structure each C60 is surrounded by six nearest 
neighbor TiOPc molecules, as shown in Fig. 6.4b. The nearest neighbor separation of 
C60 molecules within this phase is 2.1 nm, significantly expanded from the 1.0 nm 
spacing observed in the hexagonal close-packed C60 films described above. The I(V) 
curve , taken over C60 in this co-crystal domain, is shown in Fig 6.4a. The LUMO and 
HOMO positions are measured as 1.8 eV and -1.7 eV, respectively. The HOMO-
LUMO gap is 3.5 eV, about 1.7 eV larger than that of pure C60 on Ag.  
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The transport gap of the TiOPc-C60 co-crystal phase must reflect the local 
molecular environment. The dominant energetic stabilization of C60 in the co-crystal 
structure remains the metal-C60 interaction. The chemical interaction between C60 and 
TiOPc involves dispersion (induced polarization) forces. For these aromatic 
molecules, π-π interaction, especially between the co-facial molecular planes, 
contribute most to mutual polarizations203. The relative orientation of C60 and TiOPc 
molecules in the co-crystal is not co-facial though. The surrounding TiOPc molecules 
are not expected to provide substantial polarization energy to the central C60. We thus 
only consider the polarization energy contributed by the silver surface.  As measured 
by STM topography, C60 molecules in the co-crystalline phase are 1.0 Å higher than 
C60 in the close packed islands in the same STM image (Fig.6.5). We thus estimate 
that C60’s within the co-crystal phase are positioned 5.0 Å above the Ag(111) surface. 
Substituting this value into Eqn. 6.2, we get a stabilizing energy of 1.4 eV from 
substrate screening effect. The transport gap is then expected to be 4.9 eV (gas 
phase)-1.4 eV (screening from Ag)=3.5 eV. This value is in good agreement with the 
observed transport gap of C60 in the co-crystal structure. 
We have determined transport gaps of 1.8 eV (close-packed C60 domains) and 3.5 
eV (co-crystal C60-TiOPc domains) from STS measurements conducted well inside 
the domains. A very important issue, from a technological perspective, is the possible 
spatial variations of the transport gap, particularly near the domain boundary. To 
investigate spatial variations in the transport gap, we performed STS measurements 
on co-crystalline domains at points in the domain interior (marked blue) and along the 
domain boundary (marked Red), as shown in Fig. 6.6b. The resulting I(V) spectra, 
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presented in Fig. 6.6a, are the average of measurements (10~15 traces) performed at 
interior (blue) and boundary (red) of a domain. These measurements determine that 
the LUMO peak of the “boundary-C60”, positioned at 2.0eV, is shifted 0.2 eV higher 
in energy relative to the domain interior. Additionally, a new occupied state appears 
at -1.4 eV. The energetic difference between these features, 3.4 eV, is comparable to 
the transport gap determined in the co-crystalline domain interior.   
 
Figure 6.5 STM image of co-crystal C60 coexist with close packed C60 (a) and line profile (b) 
along the blue solid line. 
 
We now discuss the physical origin of the -1.4 eV state found at the edge of co-
crystalline domains.  It is unlikely that this new state represents simply a shift in the 
co-crystalline domain HOMO due to a different polarization energy.  The C60 height 
does not change and thus the polarization from the Ag(111) is unchanged. 
Significantly, the TiOPc molecular packing around these “domain-boundary-C60” is 
somewhat more disordered than around the “domain-interior-C60” and involves fewer 
nearest TiOPc neighbors.  These missing 1~2 TiOPc neighbors permits other TiOPc 
neighbors to adjust their configurations (tilting angle and orientation rotation with 
respect to C60). The domain boundaries may support more co-facial C60-TiOPc 
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arrangements than the interior domain boundary. Such geometries would provide 
more polarization energy and may lead to hybridization states, which account for the -
1.4 eV feature.   
 
Figure 6.6 STS measurements on C60 in different environments. (I=0.05 nA, V=0.6 V)  Blue: C60 
in co-crystal structure domain center, corresponding to blue X in (b) Red: C60 in co-crystal 
structure domain boundaries, corresponding to red X in (b). 
 
           
Figure 6.7 Schematic energy level alignments on TiOPc-C60 interfaces.  
 
We now summarize the energy alignment of the C60-TiOPc hetero-structures in 
Fig. 6.7. Here, we assume that the energy bands for the pure TiOPc domains do not 
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vary with position. This simple energy diagram suggests the boundary of TiOPc-C60 
co-crystal structure puts an energy barrier at a value of ~0.1 eV for electron transport. 
Without this barrier, the photo-generated excitons should be dissociated at the 
interface of TiOPc/TiOPc-C60 and electrons should transfer to the acceptor C60 
domain. This 0.1 eV barrier effect may be probed further via the spatially resolved 
work function measurements. Although this work is done within monolayers 
supported on Ag(111),  real devices require thicker films up to 100 nm. It is almost 
inevitable to form such kind of co-crystal structures on donor-acceptor 
heterojunctions, an energy barrier at the interface would change the simple picture of 
band alignment between donor and acceptor materials and thus impede effective 
electron transport. It is thus important to identify the physical origins so that methods 






Chapter 7 Summary and Outlook 
The donor-acceptor molecular film architectures by selecting TiOPc and fullerene 
(C60, C70) as model systems were investigated with STM/STS. Especially, I measured 
the orientation and separation of donor/acceptor molecules along the domain 
boundaries, and correlated the structural information (from STM) with the electronic 
information (from STS). The main goal of this research is to optimize the growth of 
donor-acceptor films so that the charge transport on the interfaces is improved.  
Several general observations are outlined and future investigations of interest are 
proposed as following: 
(1) The heterointerfacial architecture between two organic materials is driven by a 
combination of thermodynamic and kinetic factors. In most cases, thermodynamic 
control has been the more common approach to design desired nanostructures. 
However, I have demonstrated in this thesis that by tuning the growth conditions and 
choosing different component materials, a delicate balance between intermolecular 
interaction and adsorbate-substrate interaction can be modulated. We can thus employ 
a kinetic route to access surface structures that are thermodynamically metastable 
(hexagonal and triangular network structures of TiOPc) or stable  (co-crystal structure 
of TiOPc(2)C60(1)) structures.   
This assembly route is different from direct supramolecular bonding, such as 
hydrogen and halogen bonds. A highly anisotropic intermolecular interaction plays an 
important role in selecting the final structures. Based on these observations, it would 
be of interest to investigate other binary systems, such as tin phthalocyanine (SnPc) 
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/C60, copper phthalocyanine (CuPc) /phenyl-C61-butyric acid methyl ester (PCBM). 
SnPc is structurally similar to TiOPc, while PCBM is similar to C60. A common 
property of SnPc and PCBM is that they both have a very high critical nucleation 
density at room temperature due to a repulsive intermolecular interaction148,208,209. 
This ensures a homogeneous 2D gas filling on the surface terrace without pre-
nucleation. Assuming weak SnPc-C60, CuPc-PCBM interaction, sequentially 
adsorbed second molecular species with stronger intermolecular attraction is expected 
to segregate into small domains.   
(2) Stacking fault type dislocations in molecular films have been observed for 
several other molecular systems in addition to TiOPc, such as chlorine zinc 
phthalocyanine (ZnPcCl8) with periodicity at ~5nm210,211, anthracene carboxylic acid 
(AnCA) with periodicity at ca. 14nm. We have demonstrated here that using the 
molecular dislocations as nanotemplate for sequential molecular deposition, a pattern 
of nanophase-segregated C60 and TiOPc domains with characteristic domain size of 7 
nm is obtained. For chemical self-assembly, patterns with this 10 nm lengthscale have 
been achieved with bimolecular and polymeric spacers. Still, there remain significant 
limitations in applicable materials and in pattern fidelity. Sequential deposition of 
fullerene molecules onto such stacking faults structures to test their template effects 
would be interesting future experiments.  
(3) The distinct growth mode of C70 multilayers on top of TiOPc honeycomb 
structure suggests a promising method to construct novel 3D pore structures. The key 
point of this method is to find a template with distinct electrostatic properties, 
resulting favorable and unfavorable adsorption sites for the guest molecules. On the 
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other hand, the guest molecule should be chosen to possess high polarizability, and a 
proper molecular shape that favors vertical stacking.  
(4) Local electronic properties of C60 and C70 in different molecular environments 
are studied with z(V) and I(V) measurements. Basic understandings of how to control 
chemical morphology along the donor-acceptor interface and how this morphology 
influences electronic properties are achieved. 
STS measurement is an invaluable technique to probe electronic structure 
variations at nanoscale corresponding to the STM-characterized film chemical 
morphology. Many experiments have been carried out on exploring the local 
electronic properties. Most of them are concerned with  “clean systems” such as 
single molecular spectroscopy, or homogeneous molecular structures (single 
component and single-phase systems)115,192,199,212-214. Practically, electronic structures 
along and across donor-acceptor domain boundaries are more important in the way 
they affect energy alignment for exciton dissociation and charge transport. We started 
this study by measuring I(V) spectra across TiOPc-C60 model heterojunctions. 
Different electronic states are identified on the TiOPc-C60 co-crystal domain 
boundary, with LUMO level shift (0.2 eV higher) and emergence of a new HOMO 
state. This results in an energy level alignment unfavorable for the electron transport 
from donor material (TiOPc) to acceptor (C60) due to an energy barrier of ~0.1 eV 
across the donor-acceptor interface. Possible origins could be hybridization between 
TiOPc and C60 orbitals or stronger mutually polarization effects due to the different 
relative orientations on the boundaries. Our observations suggest a very likely reason 
that impedes the efficiency of current OPV cells, since co-crystal is an inevitable 
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phenomenon in multicomponent cells. The barrier on the co-crystal interfaces will 
have a huge effect in effective charge transport, and methods to lower or eliminate 
this barrier need to be identified. This effect may be sensed more directly via spatially 
resolved work function measurements by Scanning Kelvin probe, which are currently 
been undertaken by us.  
Another practical issue of STS is the limitation in probing buried structure of 3-D 
donor-acceptor interfaces that are directly relevant for photovoltaic devices. Ambient 
Kelvin Probe measurements on films with characterized device thickness and 
structures will provide excellent and practical information further correlating 
morphology and electronic structures of OPV cells. 
Moreover, room temperature STS measurements can only be performed 
effectively with Vbias > 1V due to unstable tunneling junction at lower absolute bias 
voltages. Performing spectroscopy measurements at lower temperatures, where the 
tunneling junction will be more stable, will allow us to extend the voltage range for 
spectroscopy within 100 mV of the Fermi level.  
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