The value of an item is learned through the decision-making sequence. The learning process has been investigated separately in the contexts of internally guided decision-making (IDM, e.g., preference judgment) and externally guided decision-making (EDM, e.g., gambling task). Regarding EDM, learning processes of item values have been explained by reinforcement learning theory. The amplitude of feedback-related negativity (FRN) is known to reflect prediction error, which modulates the degree of value updating. Recently, as with the EDM, the reinforcement learning-like mechanism is thought to explain value updating in IDM (choice-induced preference change: CIPC). This study used the blind choice paradigm to investigate whether the FRN is associated with CIPC, or not. In this paradigm, participants blindly choose the more preferred one form the two equally preferred items, and then feedback indicating the chosen item. Results showed that the FRN-like component was observed but not related to CIPC. These results suggest that the FRN-like component does not reflect the degree of value updating but reflects a participant s estimation about how much their preference is reflected in the feedback.
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