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In this thesis we have employed two computational approaches, temperature-dependent
molecular dynamics (MD) and normal mode analysis (NMA), to gain insights into the
structure-function relationships between three structurally-related proteins, each possessing a central alpha/beta core. The three proteins studied here are: pnbCE from Bacillus
subtilis, cutinase from Fusarium solani - both belong to the serine hydrolase family - and
TTHA1554, from the thermophile Thermus thermophilus. Mutations at the gate residue
362, located at the side-door of the pnbCE enzyme, are known to alter the catalytic activity of this enzyme. In this work the modifications induced by mutating LEU362 on the
structural and dynamical properties of pnbCE are also explored.
From MD simulations at several temperatures, we propose a mechanism by which mutations at position 362 of pnbCE affect the stability and functionality of this enzyme. We
have identified two coil residues, SER218 and GLN276, whose interactions with residue
362 in wild-type and mutant pnbCE enzymes control the dynamics of the side-door domain

of pnbCE. A hydrogen bond between the GLN276 and ARG362 residues in the arginine
substituted (L362R) pnbCE mutant enzyme appears to be responsible for locking the sidedoor domain region of the L362R enzyme, thus lowering the catalytic rates of the L362R
mutant pnbCE enzyme compared to the wild-type. Similarly, a hydrogen bond formed between SER218 and ARG362 in L362R provides thermal stability to the arginine substituted
mutant enzyme. This hydrogen bond is not as prevalent in the wild-type or other mutated
pnbCEs, making them prone to structural fluctuations upon increasing temperature. The
predominant low-frequency mode, obtained from normal mode analysis, reveals a collective scissor-like motion of residues surrounding the openings to the active site that validates
the results of MD simulations on pnbCE systems. The collective motion of large loops also
appear in the low-frequency modes of cutinase and TTHA1554, which correspond to particularly mobile regions in these proteins. An attempt to locate a putative active site of the
thermophilic protein TTHA1554 was inconclusive. In general, useful comparisons of the
flexibility, stability, and dynamic changes were calculated for the three selected proteins.
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RMSd (Å) of the wild-type pnbCE and its mutant enzymes at temperature
310 K . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

47
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RMS fluctuations (Å) vs residue number of cutinase at increasing temperatures. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

60
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this pose. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

103

Best docked structure of pNPV in the ligand-TTHA1554 complex. This
structure is used for further explicit solvent MD simulations. . . . . . . . .

104
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CHAPTER 1
INTRODUCTION

Indeed, the protein molecule model resulting from the X-ray crystallographic
observations is a “platonic” protein, well removed in its perfection from the
kicking and screaming “stochastic” molecule that we infer must exist in solution.
Gregorio Weber [1]

Proteins are large biological molecules which perform a vast array of functions in living organisms and constitute the building blocks of all cells. Protein macromolecules are
not rigid and static structures; rather, they are flexible and dynamic entities with myriad of atomic fluctuations, side-chain rotations, and collective domain motions. The observed motions in proteins can be categorized as hinge, shear, or rotational motions of
entire domains, opening and closing of molecular lids, loop motions, or subtle arrangement of amino acid side chains [2, 3]. Not all of these motions are particularly relevant
for the functionality of biomolecules. Instead, it is the unique, large-amplitude, collective
motions which are essential for biological functions in proteins [2, 3]. Identifying these
low-frequency motions and then relating them to biological function are crucial steps in
deciphering the mechanisms of proteins.
Flexibility and stability are two important features in proteins. A logical relationship
between protein flexibility and functionality for any given protein is well established ex1

perimentally [4–14] and theoretically [15–20]. Flexibility is a key modulator of enzyme
specificity and plays an important role in controlling substrate binding and release of products from the active site [17,19]. Alongside flexibility, stability is a complementary feature
that is essential for the activity and preservation of the structure of enzymes. Thermal
stability is a way of describing how a protein unfolds globally in response to an increase
in temperature. Many experimental [8, 10, 21–23] and simulation studies [24–30] suggest
that protein fluctuations can provide a mechanism of thermal stability of proteins. The
catalytic activity of enzymes depends on the subtle balance between the flexibility and stability [31, 32]. The extent to which both flexibility and stability of biologically functional
proteins can vary is surprisingly quite large, and hence, the influence of structural determinants like temperature and amino acid mutations on both of these properties is poorly
understood [32].
In this work we provide a complete assessment of the temperature effects on the flexibility and stability of the three structurally-related proteins. Any mutational changes at
a given residue position are expected to have larger impact on dynamic movement, both
locally and globally, than on structural changes [33–38]. This study also highlights effects
of single-amino acid mutations on the structural dynamics and functionality of a model
enzyme. For our comparative study of the structural dynamics, thermal stability, and flexibility and to ascribe their relationship with functionality, we chose three proteins, each
exhibiting the unique α/β-fold of the hydrolases. The three proteins are selected on the
basis of their biological importance and practical relevance with the intention that they rep-
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resent organisms from vastly different biological kingdoms. In the next section we review
the literature on the three selected proteins for this work.

1.1 α/β-fold Hydrolase Superfamily
The α/β domain folds are one of the most frequently found structural domains in
nature and are composed of α helices packed against a central core of parallel and antiparallel β sheets [39, 40]. In 1992 a subfamily within the α/β domain structures, named the
α/β-hydrolase fold, was identified and soon became one of the largest known structurally
related protein family, with divergent catalytic and non-catalytic functions. Today (ca.
2013), catalytic members in this superfamily include hydrolases, exemplified by acetylcholinesterase, carboxylesterases, dienelactone hydrolase, lipase, cutinase, thioesterase,
oligopeptidase, epoxide hydrolase, along with enzymes which require molecules other
than water for activation of the reaction mechanism, such as haloalkane dehalogenase,
haloperoxidase, and hydroxynitrile lyases [41,42]. A number of hypothetical proteins (proteins predicted from nucleic acid sequences but not confirmed by any experimental protein
chemical evidence) with completely unknown functions also belong to this big family of
proteins [43].
The most conserved feature of the α/β-hydrolase is a catalytic triad composed of
a nucleophilic residue positioned at the top of a γ-turn after the β5 strand, an acidic
(Glu or Asp) residue almost always positioned after the β7 strand, and a highly conserved His residue located after the last β strand [44–46]. Although members of the
α/β fold family do not share any significant sequence similarity, and although they op3

erate on substrates with divergent chemical compositions and physiochemical properties,
they posses remarkable structural similarity, which, combined with their highly conserved
Nucleophile-His-Acid catalytic triad, makes them one of the most versatile and widespread
protein folds known.

1.2

Serine Hydrolases
Serine hydrolases make one of the largest and most diverse subfamily of the α/β-

hydrolase fold enzymes [47]. This family is represented by carboxylesterases, lipases, esterases, thioesterases, amidases, peptidases, and proteases, all having immense biological
and industrial significance. Serine hydrolases have been employed for efficient chemical
synthesis, degradation reactions [48–50], and biotransformations for applications in chemical, pharmaceutical, polymer, and textile industries [50–52]. In mammals serine hydrolases
play pivotal roles in many pathophysiological process such as blood clotting [53], digestion [54], nervous system signaling [55], inflammation [56], and cancer [57–59]. Serine
hydrolases also contribute critically to the life cycle [60], virulence [61], and drug resistance [62] properties of many bacteria and viruses. More than 200 serine hydrolase enzymes in humans exist and are primarily divided into two subgroups: the serine proteases
and the metabolic serine hydrolases. Well known serine proteases include the digestive
protease trypsin and the blood-clotting mediators thrombin, and activated factor Xa [63].
Examples of metabolic serine hydrolases include a range of lipases, peptidases, esterases,
thioesterases, and amidases.
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Serine hydrolases utilize a base activated serine as a nucleophile to cleave the amide
or ester bonds in various exogenous and endogenous substrates. The serine residue is
activated by participating in the catalytic triad with the conserved histidine and aspartic/glutacmic acid residues. The proposed mechanism for the hydrolysis of substrates by
serine hydrolases involves a hydrogen bond formation between the Glu and His residues,
which increases the basicity of the histidine N2 , and this allows for the deprotonation of
the Ser, which initiates a nucleophilic attack by the serine, forming an acyl-enzyme intermediate.

1.2.1

Selected Proteins for Study

Two of the three selected proteins, i.e., para-nitrobenzyl carboxylesterase (pnbCE) and
cutinase, belong to the serine hydrolase family. The third protein, TTHA1554, is from a
thermophile bacterium and has the α/β-fold of the hydrolases.

1.2.1.1

pnbCE - A Bacterial Carboxylesterase

Carboxylesterase (CE) enzymes are expressed in organisms ranging from prokaryotes
to eukaryotes [64–66]. Being a member of the serine hydrolase family, they function as
a primary catalyst for the hydrolysis of short chained aliphatic and aromatic esters into
the corresponding alcohols and carboxylic acids. Substrates hydrolyzed by mammalian
CEs include triacylgycerols, fatty acyl-CoA esters, fatty acyl-carnitines, and cholesteryl
esters [64, 67, 68]. Exogenous targets of CE catalytic activity include a variety of clinical
drugs, illicit narcotics, pesticides, and nerve agents [69, 70]. Significant interest has been
shown in the study of CE’s because some therapeutically-useful drugs are metabolized by
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these enzymes, thus potentially affecting the efficacy of some drug treatments [71–73]. For
example, CPT-11, used for treating colorectal cancer, is a prodrug catalyzed by CE’s and
has different metabolic rates between highly homologous mammalian CE’s [74]. Development of selective CE inhibitors may improve distribution of these prodrugs, which will
help control the dose and reduce their side effects. CE’s are also responsible for rendering
many drugs containing esters like flestolol, meperidine, and lidocaine inactive. Pesticides
like pyrethroids, organophosphates, and carbamates are also detoxified by carboxylesterase
enzymes [70].
Crystallographic studies of mammalian CE’s have revealed the existence of a side door
near the catalytic triad [74–77]. This side door is proposed to act as an alternative route
for the transport of products out of the enzyme active site [74, 75, 77]. The side door is
located at the deepest region of the substrate biding pocket and consists of an opening
which is regulated by the four adjacent residues [76]. Similar alternate openings occur in a
number of other enzymes, such as acetylcholinesterase and a salt-activated lipase in bovine
bile [75,76,78]. Understanding the role of the side door is thus important for understanding
the molecular mechanism of substrate conversion by the CE’s.
pnbCE (PDB: 1QE3) from the bacterium Bacillus subtilis has been used previously
to investigate structure-function relationships in the carboxylesterase enzymes [79]. The
reasons for choosing pnbCE as a surrogate enzyme for CE’s are that, being a bacterial
enzyme, it can be easily modified, expressed, and purified [79]. It also has a close structural
homology and similar catalytic activity to the mammalian CE’s [74]. Mutations at the sidedoor residues of pnbCE and a mammalian homolog, rCE (a rabbit liver CE), have shown
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similar behavior in altering the kinetic parameters [79]. The possible role of the side-door
and the overall structural dynamics of pnbCE on CE-mediated catalysis and inhibition
have been studied recently [20, 80]. For example, mutations at the side-door of pnbCE
can substantially affect the kinetics of substrate turnover [74, 80]. Important side-door
residues identified in controlling the catalytic activity of the pnbCE enzyme are LEU362
and SER218 [74]. The charge of the substituted residue at LEU362 and the size of the
substituted residue at SER218 are the primarily determinants of the reduced CE activity of
the enzyme [74]. Replacing LEU362 with arginine causes Kcat /Km to be reduced up to
22-fold compared to the wild-type enzyme [80].
The structure of pnbCE is given in Figure 1.1. There are 489 amino acid residues with
13 central β-sheets surrounded by 15 α-helices. The catalytic triad is formed by Ser-189,
His-399, and Glu-310. The active site is located at the base of a gorge with dimensions
20 Å by 13 Å by 18 Å [81].

1.2.1.2

Cutinase - A Fungal Esterase

Cutinase is a well-known enzyme with the common, conserved structural framework
of the α/β hydrolases. Cutinases are capable of hydrolyzing a wide variety of synthetic
esters, including emulsified triglycerides of varying sizes. Cutinases produced by fungal
phytopathogens are capable of penetrating the surface cutin layer of plants. This invasion breaks down the otherwise protective, cross-linked, lipid-polyester matrix of cutin
into smaller hydroxyacids, leaving the plant prone to dehydration and further infections
[82–85]. Due to their prominent applications, cutinases have been a subject of extensive
7

Figure 1.1
The structure of the wild-type pnbCE enzyme.
Note: The catalytic residues are shown with a CPK model. The leucine at position
362 is replaced with arginine, glutamic acid, and alanine in the L362R, L362E and
L362A mutant enzymes, respectively.
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experimental and theoretical investigations [86–98]. The unique properties associated with
cutinase can be exploited in the future for the degradation of various synthetic polymers
and in the plastics recycling industry. However, the limiting factor for the utility of cutinase in chemical reactions is its intolerance to high temperature [48]. Understanding the
thermal stability exhibited by cutinase will help expand its potential use for industrial and
environmental applications beyond current applications.
Cutinase from Fusarium solani pisi fungus (PDB: 2CUT) is a small, 22 kDa enzyme
with 198 residues [99]. The X-ray crystal structure of cutinase reveals that it has a slightly
twisted five-parallel-stranded-β-sheet surrounded by four α-helices on either side of the
sheet. The active site of cutinase - consisting of catalytic triad Ser120, His188, and
Asp175 - is flanked by two flexible loops containing resides 80-90 and 182-189 [100].
The active side of cutinase is not as buried as it is in the case of the carboxylesterases,
leaving the nucleophilic serine more exposed to solvent and thus helping cutinase to catalyze large polyester substrates. The structure of the enzyme is shown schematically in
Figure 1.2.

1.2.1.3

TTHA1554 - A Thermophile with an α/β Fold

Proteins isolated from thermophilic and hyperthermophilic organisms show enhanced
stability and optimal function at elevated temperatures (between 330 to 380 K) [101, 102],
making them good candidates for studying catalytic activities at high temperatures. Thermophilic proteins have found a prominent place in industrial applications from biotechnology and chemical processing to the medical field [102, 103]. Besides industrial applica9

Figure 1.2
The structure of the wild-type cutinase enzyme.
Note: The catalytic residues are shown with a CPK model.
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tions, thermophilic enzymes are good models for explaining the molecular adaptation of
life at extreme temperatures [104, 105]. It is important to estimate the trade-off between
thermal resistance and functionality in enzymes from thermophilic and mesophilic organisms. These features can be used to design recombinant proteins that will have optimal
functionality at any given condition.
TTHA1554 is a 131-residue hypothetical protein from an extremely thermophilic, Thermus thermophilus, bacterium. The overall structure of TTHA154 resembles a minimized
α/β-fold with the exception that it lacks the characteristic catalytic triad of the hydrolases [43]. Due to this evolutionary discrepancy, the TTHA1554 protein is without any
assigned function in the biology of T. thermophilus. The α/β-fold of TTHA1554 has six
β-strands, including five mutually parallel strands (β1, β3, β4, β5, and β6) and one antiparallel (β2) strand. Together, these six β-strands constitute the core β-sheet of the protein and are surrounded by the four α-helices. The structure of TTHA1554 is given in
Figure 1.3.

1.3

Project Aims
A complete assessment of the effect of temperature on the three selected proteins is per-

formed in terms of structural and dynamical properties using molecular dynamics simulations. The main objectives include establishing the effects of temperature on the conformations of wild-type pnbCE, three of its mutant enzymes, i.e., arginine mutated (L362R), glutamate mutated (L362E), and alanine mutated (L362A) pnbCE, cutinase, and TTHA1554.
We aim to identify key flexible residues/regions in these proteins that are significant for the
11

Figure 1.3
The structure of the wild-type TTHA1554

functional properties of these systems. With the knowledge of the proteins’ fluctuations,
we can study the mechanisms of thermal stabilities associated with these systems. Besides the structural modifications induced by temperature, we want to observe the effects
of single-residue mutations on the structural and dynamical properties of wild-type pnbCE.
We mutated a critical residue, LEU362, which is known to affect the turnover rates of wildtype pnbCE, to study the mechanism through which mutations at position 362 affect the
structure and dynamics of this enzyme. As collective motions are essential features for biological functions in proteins [10], the low-frequency / large amplitude modes of the three
proteins are identified and analyzed using the normal mode analysis method. Attempts
are made to correlate the low-frequency modes of the proteins with their functionalities
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in the cases of pnbCE and cutinase enzymes. Based on structural flexibility patterns and
large-amplitude motions, we attempt to find the particular region in thermophilic protein,
TTHA1554, which could be of functional importance for this protein. Lastly, but importantly, we aim to generalize the findings from our work for the flexibility, thermal stability,
and functionality of the entire family of proteins with α/β-folds.

1.4

Dissertation Outline
The work presented in this thesis is organized into six chapters. The first chapter starts

with background information and a detailed literature overview about the three proteins
used for our study. At the end of Chapter 1, the aims and motivation for the dissertation
work is described. In the second chapter we focus in detail on the computational methods of molecular dynamics, normal mode analysis and associated theoretical models and
computational techniques that are used for specific applications.
Our project has two main objectives: First determining the thermal stabilities and associated flexibilities of the three proteins from α/β fold super family, and second, determining the low-frequency vibrational modes that may couple with the functionality of these
selected proteins. Accordingly, we present results from our MD and normal mode analysis in two separate chapters. The results and analysis of MD simulations are presented in
Chapter 3, whereas the data from the normal mode calculations are analyzed in Chapter 4.
In Chapter 5 miscellaneous results are given. First, docking results of a known substrate, p-nitrophenyl velerate (pNPV) with all three selected proteins (receptors) are presented. Second, the results from explicit water MD simulations performed on three docked
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complexes are presented. In order to find the relative binding affinity of pNPV with pnbCE
and TTHA1554, we calculated MM(GB/PS)SA energies, which will be given next. Lastly,
we will give insights into the location of a possible active site, mainly derived from docking
and explicit solvent MD simulations, for the hypothetical thermophile protein TTHA1554.
In the last chapter, Chapter 6, the results presented in this dissertation are concluded and
summarized.
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CHAPTER 2
THE COMPUTATIONAL TOOLBOX

2.1

Basics about Molecular Dynamics
Molecular dynamics (MD) is a computer simulation method employed to study the

time-dependent behavior of molecular systems, from ideal gases and liquids to biomolecules
and materials [106–111]. Molecular dynamics is a deterministic method, by which we
mean that, once the positions and velocities of each atom are known, the state of the system can be predicted at any time in the future. The future states are generated by calculating
the potential energy of the system through molecular mechanics, and from this calculating
the forces on each atom. The molecular systems subjected to MD simulations are modeled
as ensembles of interacting particles under specific internal and external conditions. After
assigning the initial coordinates either from crystal structures or homology modeling, and
velocities of an ensemble of particles, Newton’s equations of motion are integrated numerically to obtain new sets of coordinates and velocities at each integration time step. The
initial velocities of particles are randomly assigned to a Maxwell-Boltzmann distribution
at a given temperature. The trajectories obtained by solving the Newton’s equation of motion thus describe how the positions, velocities, and acceleration of the particles vary with
time, and also one can calculate various global system properties using these trajectories
as statistical averages.
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Newton’s equation of motion is given by
F i = m i ai ,

(2.1)

where Fi is the force exerted on particle i by the remainder of the system, mi is the mass
of particle i, and ai is the acceleration of particle i. The force Fi is calculated from the
negative gradient of the potential energy function with respect to the position:
Fi = −∇i V.

(2.2)

∂ 2 ri
∂V
= mi 2 ,
∂ri
∂t

(2.3)

Combining these two equations yields
−

where V is the potential energy of the system, and ri is the position vector of the particle i.
Newton’s equation of motion can relate the derivative of the potential energy to changes in
position as a function of time.
In order to calculate a trajectory, one only needs the initial positions of the atoms, an
initial distribution of velocities, and the acceleration, which is determined from the gradient
of the potential energy function. Initial positions of atoms are typically assigned from an
NMR or crystal structure. Assignment of initial velocities is based on the equipartition
theorem, which states that the total kinetic energy of a system, Ekin , is shared equally
amongst all energetically accessible degrees of freedom of a system. Each quadratic degree
of freedom, on average, possess an energy 12 kB T . A quadratic degree of freedom is one
for which the energy depends on the square of some property. Thus, in the case of thermal
equilibrium:
kB T
mi 2
hvi,a i =
2
2
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(2.4)

Using the above equation, the instantaneous temperature is

Ekin (t) =

N
X
X

3N
mi 2
vi,a (t) =
kB T (t)
2
i=1 a=x,y,z 2

(2.5)

and
PN P

a=x,y,z

i=1

T (t) =

2
(t)
mi vi,a

3N kB

.

(2.6)

1

By scaling all velocities with a factor λ, where λ = ( TTmd
) 2 , we can adjust the instantaneous
(t)
temperature T(t) to match the desired temperature Tmd .
The initial distribution of velocities are chosen randomly from a Maxwell-Boltzmann
distribution such that the probability that atom i with mi has a velocity vix in the x direction
at temperature T is given by
mi
p(vix ) =
2πkB T


1
2

2
mi vix
exp −
.
2kB T

"

#

(2.7)

The directions y and z are similar. All velocities are shifted such that the total momentum
is zero. To ensure this, the sum of the components of the atomic momenta along each axis
is divided by the total mass of the system. This value is then subtracted from the atomic
velocities, resulting in an overall momentum of zero for the system.

p=

N
X

mi vi = 0

(2.8)

i=1

Velocities are then scaled to adjust the temperature, i.e., hEkin i, to the desired value.

2.1.1

Integrating the Equations of Motion

With the positions of the atoms attained from a static structure, the velocities randomly
assigned to each atom, and the accelerations calculated from the potential energy, finite
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differences techniques can be employed to integrate the equations of motion and to determine the future positions of the atoms. The essential idea is that the integration is broken
down into many small stages, each separated in time by a fixed time δt. The equations of
motion are integrated between times t and t + δt, over which the forces on each atom are
assumed to be constant. This is then repeated between times t + δt and t + 2δt using the
positions and velocities outputted from the previous timestep and recalculating the forces
on each atom at t and t + δt to recalculate the acceleration. Integrator algorithms model
the change of coordinates and velocities in the system by a Taylor expansion. The Taylor
expansion about time t of the position at time t + δt takes the form
1
1
1
r(t + δt) = r(t) + δtv(t) + δt2 a(t) + δt3 b(t) + δt4 c(t) + . . .
2
6
24

(2.9)

1
1
v(t + δt) = v(t) + δta(t) + δt2 b(t) + δt3 c(t) + . . .
2
6

(2.10)

1
a(t + δt) = a(t) + δtb(t) + δt2 c(t) + . . .
2

(2.11)

b(t + δt) = b(t) + δtc(t) + . . .

(2.12)

where v is the vector velocity, a is the vector acceleration, b is the third derivative of the
vector positions with respect to time t, etc. There are many algorithms for integrating these
equations of motion in an MD simulation.

2.1.1.1

Verlet Algorithm

The Verlet algorithm is one of the initial methods used for integrating the equations of
motion in a molecular dynamics simulation [112]. The Verlet algorithm applies two Taylor
expansions: one forward (t + δt) and one backward (t − δt). In this algorithm the two steps
18

are repeated for every time step for each atom in the system. First, the current force Fi is
calculated from the current position r. Accelerations a of particles are determined from
the force and combined with positions at a time t to calculate the positions and velocities
at time (t + δt).
1
r(t + δt) = r(t) + δtv(t) + δt2 a(t) + ...
2

(2.13)

1
r(t − δt) = r(t) − δtv(t) + δt2 a(t) − ....
2

(2.14)

Adding these two equations gives
r(t + δt) = 2r(t) − r(t − δt) + δt2 a(t).

(2.15)

The velocities do not explicitly appear in the Verlet integration algorithm. The velocities
can be calculated by dividing the difference in positions at times t + δt and t − δt by 2δt:
v(t) = [r(t + δt) − r(t − δt)]/2δt

(2.16)

Alternatively, the velocities can be estimated at the half-step, t + 21 δt:
1
v t + δt = [r(t + δt) − r(t)]/δt
2




(2.17)

The kinetic energy and thus instantaneous temperatures at time t cannot be calculated until
the positions are known at time t + δt. This deficiency can either be dealt with using the
leap frog or velocity Verlet algorithm.

2.1.1.2

Leap Frog Algorithm

The leap frog algorithm [113] uses the following relationships:
1
1
v t + δt = v t − δt + δta(t),
2
2
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(2.18)

1
r(t + δt) = r(t) + δtv t + δt .
2




(2.19)

The leap frog algorithm evaluates the velocities at half-integer time steps and uses the
velocities to compute the new positions. The velocities v(t + 12 δt) are first calculated from
the velocities at time t− 21 δt and the accelerations at time t. The positions r(t+δt) are then
deduced from the velocities just calculated together with the positions at time r(t) using
Eq. 2.19. The velocities at time t can be calculated from
1
1
1
v(t + δt) + v(t − δt)
2
2
2


v(t) =

2.1.1.3



(2.20)

Velocity Verlet Method

The velocity Verlet method is the most widely used in MD simulations. It is similar to
the leap frog algorithm, but the velocities, positions, and accelerations are calculated at the
same time [106, 114]:
1
r(t + δt) = r(t) + δtv(t) + δt2 a(t),
2

(2.21)

1
v(t + δt) = v(t) + δt [a(t) + a(t + δt)] .
2

(2.22)

The velocity Verlet method’s procedure is as follows: It calculates the new positions and
then calculates the velocities based on the average of the accelerations over the time step.
As the velocities, positions, and accelerations are calculated at the same time, there is no
compromise on the precision.

2.1.1.4

Choice of MD Time Step

The time step, δt, is a parameter that affects the level of accuracy as well as the computational efficiency of the simulation. Using a short time step ensures conservation of
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energy, thus increasing the accuracy of the simulation. On the other hand, a longer time
step effectively samples a wider phase space with the same number of iterations. As a
general rule, the time step should be selected so that it is as long as possible while being
small relative to the period of the fastest motion in the structure. In flexible molecules the
highest-frequency vibrations are due to bond stretches, especially those of bonds to hydrogen atoms [115]. A C-H bond vibrates with a repeat period of approximately 10 fs. So,
in practice time steps from one to a few femtoseconds are used. The choice of time step
affects also the stability of the system in molecular dynamics, as a large time step allows
more fluctuations of system energy.

2.1.2

Temperature Controls

In order to obtain the temperature-dependent properties of molecular dynamics systems, such as the unfolding of a protein, it is highly desirable to maintain or otherwise
control the temperature of the system during the molecular dynamics simulation. The
rescaling of velocities by the factor λ (Eq. 2.6) can lead to hot solvent, cold solute artifacts, where the temperature of the solute is lower than that of solvent. This artifact can be
avoided by increasing the temperature in small increments from 0 K to the desired temperature. Also, the “realistic dynamics”, which can generate rigorous canonical ensembles, can
be achieved by employing the Langevin dynamics [116]. The Langevin dynamics modifies
the force experienced by a particle based on the stochastic dynamics model. In stochastic
dynamics the force on a particle is considered to arise from three sources. The first component is due to interactions between the particle and other particles as in classical molecular
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dynamics. The second force arises from the motion of the particle through the solvent and
is equivalent to a frictional drag on the particle due to the solvent. The third contribution to
the force on the particle is due to random fluctuations caused by interactions with solvent
molecules. The Langevin equation of motion for a particle i can therefore by written as
mi

∂xi (t)
∂ 2 xi (t)
mi + Ri (t) .
= Fi {xi (t)} − γi
2
| {z }
| {z }
∂t
∂t
{z
}
|
f orce

(2.23)

noise

drag

Each particle i moves as if it is immersed in a bath of much smaller particles (i.e a viscous
fluid). They continuously jostle the particle, giving rise to the stochastic Ri (t) noise term
in the force and providing a viscous drag force proportional to the velocity, −γ ∂x∂ti (t) . The
drag and noise are balanced to give a constant temperature. The parameter γ is often
referred to as the friction coefficient and has units of s−1 , and Ri is a random force that is
uncorrelated in time and across particles [117].

2.1.3

Pressure Controls

Constant pressure dynamics is employed to study the pressure-induced properties of
an MD system. Although we have not studied any property which was a function of pressure, constant pressure simulation are required during the equilibration phase of MD. The
measurement of the pressure in a molecular dynamics simulation is based on the Clausius
virial function
W (r1 , ..., rn ) =

*N
X

+

ri ·

FiT OT

.

(2.24)

i=1

It is possible to drive the virial equation from virial function Eq. 2.24,
N
1 X
pV = N kB T +
ri · Fi .
D i=1
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*

+

(2.25)

The parameter D is the dimensionality of the system. All the quantities except the pressure
p are easily accessible in a simulation. In the case of pairwise interactions via a potential
φ(r), the following equation can be derived from the above equation
+

*

∂φ
1 XX
rij ·
pV = N kB T −
D i=1 j>i
∂r

rij

.

(2.26)

Pressure can be maintained at a constant value by simply scaling the volume. This is
usually achieved through isotropic position scaling in which volume is changed in all directions equally [117].

2.1.4

Ensembles

For a system of N particles, the instantaneous value of any generic property A (pressure,
heat capacity, etc.), A(pN (t), rN (t)), which varies over time depending on the N momenta
(pN (t)) and positions rN (t), the time average of property A can be written as
1Zτ
A(pN (t), rN (t))dt.
τ →∞ τ t=0

Aave = lim

(2.27)

The time average is an average quantity of a single system over a time interval and is
directly related to an experimentally measured quantity. Integration of the equations of
motions and using the numerical equivalent of Eq. 2.27 yield A(pN (t), rN (t)). The difficulty is that for a “macroscopic” number of atoms or molecules (of the order of 1023 ),
it is not possible to integrate the equations of motion and evaluate the time average of a
property. Because of this complexity, the time average is replaced by an ensemble average. An ensemble is a collection of all possible systems which have different microscopic
states but have an identical macroscopic or thermodynamic state. The ensemble average of
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the collection of points Γ = rN , pN in the 6N-dimensional phase space, where each point
represents a typical system at any particular time, can be written as

Aave =

Z Z

A(pN (t), rN (t))dpN drN .

(2.28)

The points are distributed according to a probability density function, ρ(Γ), which is determined by the chosen fixed macroscopic parameters defining the system. The ensemble
average of the property A is then determined by integrating over all possible configurations
of the system. There exist different ensembles with different characteristics:
• Microcanonical ensemble or NVE: Under NVE condition, the thermodynamic state
is characterized by a constant number of particles (N), a constant volume (V), and a
constant energy (E). A standard MD simulation produces a trajectory in the microcanonical (NVE) ensemble. This refers to an isolated system.
• Canonical Ensemble or NVT: NVT is a collection of all systems whose thermodynamic state is characterized by a constant number of particles (N), a constant volume
(V), and a constant temperature (T).
• Isobaric-Isothermal Ensemble or NPT: NPT is characterized by a fixed number of
particles (N), a constant pressure (P), and a constant temperature (T).

2.2

Molecular Mechanics
In order to model the behavior of molecules, a description of the atomic interactions is

necessary. There are two main methods of describing their interactions: quantum mechanics and molecular mechanics. Quantum mechanics (QM) explicitly includes the electrons
of atoms to model the interactions between atoms. Most systems studied in molecular modeling are too large to be considered by quantum mechanics, leading molecular mechanics
to be the method of choice for bimolecular systems. The molecular mechanical description
of atomic interactions is based on the Born-Oppenheimer approximation, which states that
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the motion of the nuclei can be decoupled form the motions of the electrons. As electrons are much lighter in mass that the nuclei, any movements of the nuclei will have an
instantaneous effect on the movement of the surrounding electrons. With this assumption,
the energy of an atom can be written as a sole function of its nuclear coordinates, while
ignoring the electrons altogether.

2.2.1

Force field

The molecular mechanics energy expression consists of a simple algebraic equation for
the energy of a system. The constants in this equation are obtained either from spectroscopic data or ab initio calculations. The functional form and parameter sets that are used
to describe potential energy of a system of atoms are usually referred to as a “force field”.
The AMBER (Assisted Model Building and Energy Refinement) force field, ff99SB [118],
is one of the most commonly used force fields and has been used throughout our study.
The general form used in nearly all classical atomistic molecular dynamics simulations of
biomolecules is given by [119]
bonded terms
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(2.29)

electrostatic

where V (rN ) is the potential energy, which is a function of positions r of N atoms, li is the
bond length between two bonded atoms, li,0 is the “optimal” bond length for the equivalent
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bond, θi is the angle between two bonded atoms, θi,0 is the “optimal” angle for the bond
between the equivalent atoms, ω is the dihedral angle between the two planes set by four
bonded atoms, γ is the “optimal” dihedral angle for the equivalent bonded atoms, ij is
related to the well-depth of the Lennard-Jones (LJ) potential, σij is the distance at which
the Lennard-Jones potential has its minimum, rij is the distance between two non-bonded
atoms, and qi and qj are the charges on two non-bonded atoms i and j. The parameters ki ,
Vn , σij , 0 , and ij are determined empirically from experimental data for various molecules
to reflect the differing nature of the various atom constituents. The qi are the partial atomic
charges assigned to each atom in a molecule to reproduce the electrostatic potential. These
are usually determined by fitting the electrostatic potential made by the system of point
charges to the the potential obtained from a quantum mechanical calculation [117, 120].
The first three terms in Eq. 2.29 provide a classical description of the specific internal
degrees of freedom within molecules, i.e., the stretching of a bond, the bending between
two bonds, or the rotation about a bond. The first term is a harmonic potential between
bonded atoms that gives the contribution to the energy when the bond length li deviates
from the equilibrium value li,0 , where ki is the stretching constant. The second term is a
harmonic potential in the valence angles of the molecules, where ki is the force constant,
and θi and θi,0 are the angle and the corresponding angle at equilibrium. The third term
is a torsional potential describing the periodic variation in energy due to bond rotations,
where Vn is referred to as the barrier height of the rotation, n is the multiplicity term (i.e.
the number of minima in the function as the bond is rotated through 360), ω is the torsion
angle, and γ is the phase factor [117, 121].
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The non-bonded term from Eq. 2.29 describes the interaction between atoms in separate molecules or between atoms separated by three or more bonds in the same molecule.
The non-bonded interactions contain two terms that describe the electrostatics of the system, the Coulomb term and the van der Waals term. Van der Waals interactions are shortrange and die off rapidly as the atoms move away from each other, and repulsion occurs
when the distance between the interacting atoms i and j becomes marginally less than the
sum of their contact radii σ, described by the Lennard-Jones potential. The Coulomb electrostatic potential is used to model the electrostatic interaction between non-bonded pairs
of atoms, where qi and qj are the partial atomic charges, 0 the dielectric constant of free
space (permittivity), and r the distance between the two charges [121].

2.2.2

Constraints

The non-bonded terms in the potential energy function equation (Eq. 2.29) scale as
the square of the number of atoms, making calculation of the potential energy of large
biomolecular systems computationally very demanding. MD software packages therefore
utilize a number of techniques to boost the efficiency of computations.

2.2.2.1

Periodic Boundary Conditions

In order to simulate a biomolecular system under in vivo conditions, it must be simulated in solvent. However, to effectively simulate the effect of the solvent, the number of
solvent molecules required would be too large to efficiently compute. Periodic boundary
conditions (PBC) enable a simulation to be performed using a relatively small number of
particles, in such a way that the particles experience forces as if they were in bulk fluid.
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When using PBC, particles are enclosed in a box and are replicated to infinity by rigid
translation in all the three Cartesian directions, completely filling the space. So, a particle
located at position r in the box, really represents an infinite set of particles located at
r + la + mb + nc, (l, m, n = −∞, ∞),
where l, m, n are integer numbers with a, b, c the vectors corresponding to the edges of the
box. All these “image” particles move together, and only one of them is represented in
the computer program. When an atom moves out of the cell, it is replaced by an image
particle that enters from the opposite side. In principle any box can be used in PBC as
long as it fills all of space by translation operations of the central box in three dimension.
There are five commonly used boxes in PBC: the cube, the hexagonal prism, the truncated
octahedron, the rhombic dodecahedron, and the “elongated” dodecahedron [117].

2.2.2.2

Hydrogen Constraints

The major obstacle on the route of extending classical MD simulations to mesoscopic
time scales is that the basic time step used in the simulation is limited to resolving the
fastest motions in the system. These are often vibrations involving covalent bonds, especially involving hydrogen atoms, which occur on the tens of femtosecond time scale, and
hence require femtosecond time steps in the MD for sufficient accuracy. The flexibility
of covalent hydrogen bonds is often less important than the low-frequency motions of the
biomolecular system over much longer time periods. Therefore, covalent bonds to hydrogen atoms are kept rigid to allow the timestep to increase to two femtoseconds, which
allows observation of large-scale motions over longer time periods for the same computa28

tional cost. The most commonly used method for applying hydrogen constraints in MD is
the SHAKE procedure [122]. SHAKE is modification of the Verlet algorithm for integrating the equations of motion for the 3N − 6 cartesian coordinates degrees of freedom in
an N-particle system. Particle velocities are calculated for the unconstrained system, then
modified to meet each constraint. An iterative process is required to meet all the constraints
concurrently [117].

2.2.2.3

Non-bonded van der Waals Constraints

The most time consuming part of MD simulation is the calculation of the non-bonded
contributions to the potential energy of each atom, as it involves summing all of the nonbonded potentials for every combination of atom pairs in the system. Therefore, while the
bonded terms are proportional to the number of atoms in the MM equation, the non-bonded
terms increase as N 2 . The attractive part of the LJ potential is proportional to an r−6 term,
which means that contribution of distant atoms to the Van der Waals energy are insignificant and can be ignored. This is achieved by applying a cut-off such that all atoms beyond
the cut-off are ignored. When PBC and cut-offs are used in conjunction, the maximum size
of the cut-off should be limited to half the length of the cell. This is important because if
cut-offs are beyond this limit, a particle will start “seeing” its own image, i.e., it will start
experiencing its own van der Waals force. Just to determine whether a particular atom lies
within the cut-off, one is required to calculate all pair-wise interatomic distances, which
could be as time-consuming as the energy itself. This problem can be solved by maintaining a “non-bonded neighbor list” for atoms that fall with in the cut-off distance. The atom
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list is generally updated after every 10 to 20 timesteps, which reduces the required number
of calculations.

2.2.2.4

Non-bonded Electrostatics Constraints

Unlike the van der Waals term, the long-range electrostatic term must be treated in
a more sophisticated way, as the coulombic potential vanishes as r−1 , which is a much
slower decay than the r−6 dispersion interaction characterized by the LJ potential model.
For periodic boundary conditions, the Coulomb electrostatic energy of the unit cell is given
by
E(~r1 , ~r2 , ..., ~rn ) =

0 X
qi qj
1X
,
~n |
2 n ij | ~ri − ~rj + R

(2.30)

~ n is a lattice vector of the crystal, and the prime denotes that terms with R
~0 = 0
where R
and i = j are excluded. The lattice vectors can be written in terms of the primitive lattice
~ n = l~a + m~b + n~c. The summation in Eq. 2.30 cannot be truncated due
vectors ~a, ~b, ~c as, R
to its slow convergence [120].
The Ewald summation is a method employed to quickly compute the electrostatic quantities such as energies or forces. The aim of the Ewald method is to perform a sum of the
interaction energy of each charge in the simulation cell with all other charges in the cell
and with all periodic images of all charges in the cell. The Ewald sum is based on splitting the slowly convergent Eq. 2.30 into two parts which can be computed much faster:
a short-ranged potential with a cut-off and a periodic long ranged potential which can be
represented by a finite Fourier series. The electrostatic interaction term r−1 is split as
f (r) 1 − f (r)
1
=
−
.
r
r
r
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(2.31)

With the choice f (r) = erf c(α)r, where α is called the Ewald splitting parameter, the
following Ewald formula for the energy can be written
U = U r + U k + U self + U dipolar ,

(2.32)

where U r is called the real space contribution, U k is the reciprocal space contribution, U self
is the self-energy, and U dipolar accounts for the dipolar correction. When dealing with a
large number of particles, the Ewald summation method is computationally expensive due
to the fact that the computer time in Ewald sums scales with the number of particles as N 2
or in the best versions as N 3/2 . This can be improved upon by using the P 3 M (particle
particle particle mesh) [123] method which scales as N log(N ). P 3 M uses fast Fourier
transforms (FFT) to evaluate the implicit Fourier transform present in U k , which reduces
substantially the time required to compute the reciprocal space contribution U k [117].

2.2.3

Energy Minimization

Energy minimization is a very widely used method in molecular modeling, which sets
up a particular system for different types of calculations. Energy minimization is used
prior to an MD simulation in order to relieve any unfavorable interactions in the initial
configuration of the system. The potential energy calculated by the force field methods is
a numerical value for a single conformation. This number can be very useful in evaluating
a particular conformation, but the system may contain a few bad contacts. For instance,
a large molecule with an excellent conformation for nearly all atoms can have a large
overall energy because of a single bad interaction. This is particularly important when
simulating complex systems such as macromolecules or large molecular assemblies. It is
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often preferable to carry out an energy minimization on a conformation to find the best
nearby conformation. Energy minimization is usually performed by gradient optimization:
stepwise changing of atomic positions of the molecule so as to reduce the net forces on
them. The minimized structure has small forces on each atom and therefore serves as
an excellent starting point for molecular dynamics simulations. Two of the most popular
methods for systems with large biomolecular systems are steepest descent and conjugate
gradient methods. Both of these methods are first-order minimization algorithms. They
gradually change the coordinates of the atoms as they move the system closer and closer
to the minimum point.

2.2.3.1

Steepest Descents Method

The steepest descents method moves in the direction parallel to the net force, which is
like walking straight downhill. If gk is the gradient of the energy at point xk : gk = ∇E,
then in the 3N Cartesian coordinates this direction is represented by the 3N -dimensional
unit vector
sk = −

gk
.
| gk |

(2.33)

After defining the direction along with to move, it is necessary to decide how far to move
along the gradient. We can choose to locate the minimum point by performing either a line
search or by talking an arbitrary size step along the gk [117].
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2.2.3.2

Conjugate Gradients Method

The conjugate gradients method produces a set of directions by moving a direction vk
from point xk computed from the gradient at the point and the previous direction vector
vk−1
vk = −gk + γk vk−1 ,

(2.34)

where γk is the scalar constant
γk =

gk · gk
.
gk−1 · gk−1

(2.35)

The first step in the conjugate gradients method is the same as the steepest descents:
v1 = −g1 [117].

2.3

Solvation Models
An accurate description of the aqueous environment is essential for realistic biomolecu-

lar simulations; otherwise the system under study will become unphysical and will produce
unreliable results. Most chemical processes take place in a solvent, and so it is clearly
important to consider how solvent molecules affect the behavior of a system. Solvent
molecules can either be directly involved with the solute, effectively becoming an integral
part of it, or indirectly affect solute properties thorough their dielectric properties. These
solvent behaviors can be modeled in molecular dynamics simulation through the use of
explicit solvent models and continuum solvent models, respectively.
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2.3.1

Explicit Solvent Model

In explicit solvent models the solvent molecules are explicitly included in the molecular
dynamics simulation. There are several models available [124–126], which can capture
the solvent effects explicitly. However, the preferred ones are those with simple potential
energy functions. TIP3P [124] is the most simple AMBER water model, and it treats water
molecules as rigid structures with three interaction sites at the center of the atoms. Each
atom in the water molecule is assigned a point charge, and Lennard-Jones parameters are
assigned to the oxygen atoms.
In explicit solvent models, the interaction between particles and every solvent molecule
is calculated individually, making these methods computationally very expensive. However, using algorithms such as P 3 M (section 2.2.2.4) do accelerate these simulations.

2.3.2

Implicit Solvent Model

An implicit solvent model, also known as a continuum solvation model provides an
alternative to the explicit treatment of solvent molecules by a “virtual water” medium,
i.e., an infinite continuum medium with the dielectric and “hydrophobic” properties of
water [127,128]. In this implicit treatment of the solvent, water molecules are not included
in the simulation, but an effective dielectric constant is used. Although this is a crude
approximation, it is still much better than using unscreened partial charges. It also includes
the charge screening effects of salt. An implicit solvation model reduces the computational
cost - mostly in small to medium sized proteins - as it removes the calculation of the
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interactions with the explicit solvent molecules, and also, the absence of solvent friction
helps the dynamics of the solute to propagate.

2.4

Free Energy Calculations
The relative free energies of binding or absolute free energies are calculated using

molecular mechanics Poisson-Boltzmann solvent accessible surface area (MMPBSA) or
Generalized Born solvent accessible surface area (MMGBSA) models [129–131].
MMPBSA/GBSA is a postprocessing approach, which means that it calculates the free
energy based on existing sets of structures collected from the MD simulations. The total
energy of a solvated molecule can be written as Etot = Evac + ∆Gsolv , where Evac represents the gas-phase energy of molecule, and ∆Gsolv is the free energy of transferring the
molecule from vacuum into solvent, i.e., the solvation free energy. ∆Gsolv is decomposed
into two parts: electrostatic and non-electrostatic

∆Gsolv = ∆Gel + ∆Gnonel .

(2.36)

In the MMPBSA approach, ∆Gnonel includes the favorable van der Waals attraction
between the solute and solvent molecules and the unfavorable cost of breaking the structure
of the solvent (water) around the solute. ∆Gnonel is approximated to be proportional to
the total solvent accessible surface area (SASA) of the molecule

∆Gvdw + ∆Gcavity = γSASA + b,

(2.37)

where γ and b are constants. The SASA can be calculated by defining a probe [132, 133],
which is made to roll along the van der Waals surface of the solute.
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The electrostatic component, ∆Gel , is calculated by treating the solvent implicitly as
a medium of high dielectric constant and the solute explicitly as a region of low dielectric
constant. A numerically exact way to compute the electrostatic potential φ(r) produced
by molecular charge distribution ρm (r) is based on the Poisson-Boltzmann (PB) approach,
which combines effects of ions present within the solvent medium through a Boltzmann
distribution to give a combined Poisson-Boltzmann Equation [134]:
∆(r)∆φ(r) = −4πρm (r) + κ2 (r)φ(r),

(2.38)

where (r) is the dielectric constant which varies from solute ( ∼ 1-4) to solvent ( ∼
80 for water), and κ is the Debye-Huckel screening parameter, which represents the ionic
strength. Once the potential φ(r) is known, the electrostatic part of the solvation free
energy is given by
∆Gel =

X

qi [φ(ri ) − φ(ri ) |vac ],

(2.39)

i
where qi is the charge at each point i. φ is calculated two times, once in which the constant
is set for the solvent, i.e., 80, and the other when  is set to be 1 to represent the vacuum.
The Generalized Born Model (GB) is another popular [135–137] implicit solvent model
to calculate the electrostatic part of the solvation free energy, ∆Gel . In the GB approach,
each atom in a molecule is represented as a sphere of radius ρi with a charge qi at its center.
The electrostatic component of the solvation free energy is given by the well-known Born
formula [136],
−κfGB r
ij
qi qj
exp
1X
1 −
,
∆Gel ≈ ∆Ggb = −
2
fGB (rij , Ri , Rj )
w
ij
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(2.40)

where rij is the distance between atoms i and j, the Ri are the so-called effective Born radii
which reflect the degree of burial of an atom inside a molecule, and fGB is certain smooth
function giving an effective interaction distance
"

(−r2 )/4R R

2

fGB = rij + Ri Rj exp

2.4.1

ij

i j

#1/2

,

(2.41)

RESP Charges

Restrained ElectroStatic Potential (RESP) charges are obtained by fitting the quantum
mechanically calculated electrostatic potential (ESP) at molecular surfaces using the atomcentered point charges model [138]. In the AMBER charge fitting programs, the potential
is evaluated at a large number of points defined by 4 shells of surfaces at 1.4, 1.6, 1.8, and
2.0 times the VDW radii [138, 139]. These distances have been shown to be appropriate
for deriving charges which reproduce typical intermolecular interactions (energies and distances) [139]. The value of the electrostatic potential at each grid point is calculated from
the quantum mechanical wavefunction [139].

2.5

Normal Mode Analysis
Normal mode calculations provide an alternative to molecular dynamics calculations

for probing the large-scale, shape changing motions in biological macromolecules [140,
141]. This approach was introduced to biomolecules in the early 1980’s for modeling the
collective motions of biological systems [141–143]. It is primarily used for identifying
and characterizing the large-amplitude / low-frequency motions, which are thought to be
relevant to the functionality of the macromolecular systems [144].
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By definition, a normal mode analysis is the study of the molecular potential energy
approximated as a quadratic or harmonic function of the energy surface in the vicinity of
a well-defined energy minimum by analytical means [143, 145]. The harmonic approximation describes the potential energy of the molecule as completely harmonic in terms of
modes that vibrate independently of each other at various frequencies. The fundamental
restriction of the harmonic approximation is the lack of higher order energy terms that describe the anharmonicity, which can couple the harmonic oscillators to each other [146].
Deviations from the harmonic model can require corrections to calculated properties. One
way to include anharmonic corrections is to calculate a force constant matrix using the
atomic motions obtained from a molecular dynamics simulations as such simulations are
restricted to movements on a harmonic energy surface. The eigenvalues and eigenvectors
are then calculated for this qausi-harmonic force-constant matrix in the normal way, giving
a model which implicitly incorporates the anharmonic effects [147].
There are three steps involved in a standard NMA calculation:
• minimization of a system as a function of Cartesian coordinates
• the construction of a Hessian matrix: a matrix whose elements are the second derivatives of the potential energy with respect to the mass-wighted Cartesian coordinates
• diagonalisation of the Hessian matrix to produce eigenvectors and eigenvalues associated with the normal modes

2.5.1

Basic NMA Theory

The starting point for a normal mode analysis is that the dynamics of a molecule can
be represented by a set of harmonic oscillators which oscillate about a stable minimum
(equilibrium position). Each of the harmonic oscillators move the atoms in the molecule
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along specific directions called the normal modes. The small oscillation approximation
allows the potential energy function V (r) to have a quadratic form, which can be expanded
in a Taylor series in terms of mass-weighted Cartesian coordinates ri , ri =

√

mi δxi , where

δxi is the displacement of the ith coordinate from the energy minimum and mi is the mass
of the corresponding atom. The small oscillation approximation allows the potential energy
function to be expanded as a Taylor series:
0

V (r) = V (r ) +

3N
X
i=1

∂V
∂ri

!

(ri − ri0 ) +
0

3N
1 X
∂ 2V
2 i,j=1 ∂ri ∂rj

!

(ri − ri0 )(ri − ri0 ) + .... (2.42)
0

The term V (r0 ) is the energy of the molecule at equilibrium, which which may be set to
zero. The second term in the expansion vanishes for each atom at the minimum, reducing
V(r) to the quadratic form
3N
1 X
(ri − ri0 )Hi,j (rj − rj0 ),
V (r) =
2 i,j=1

(2.43)

2

V
)0 refers to the force constant relative to coordinates i and j. Eq. 2.43
where Hi,j = ( ∂r∂i ∂r
j

can be expressed in the matrix format as
1
V (r) = rT Hr,
2

(2.44)

where H is the Hessian matrix obtained from the second derivatives of the potential with
respect to the components of r, r now is a vector of 3N coordinates differences (ri − ri0 ),
and rT is the transpose of r.
Because NMA is applied to the study of dynamics, it is necessary to account for kinetic energy as well as potential energy. By considering the system to be a collection of
classically behaving particles, the equation of motion can be written as [121, 148]
M

d2 4 r
= 0.
dt2
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(2.45)

Here the diagonal matrix M contains the masses of the particles. Each mass is repeated
three times, once for each of the particle’s three Cartesian coordinates. A solution to Eq.
2.45 is the 3N-dimensional vector uk (t) = ak exp −iωk t, where ak is a complex vector
containing both an amplitude and a phase factor, and ωk is the frequency of the mode of
motion represented by uk (t). Substituting uk (t) into Eq. 2.45, the equation of motion can
be written as
Huk = ωk2 Muk ,

(2.46)

which is a generalized eigenvalue equation. In the matrix form, the complete set of uk (t),
1 ≤ k ≤ 3N, and the corresponding squared frequencies ωk2 may be arranged into the
columns of the matrix U and elements λk = ωk2 of the diagonal matrix Λ to rewrite the set
of 3N equations represented by the above equation in compact notation
HU = MUΛ.

(2.47)

Eq. 2.47 can be rewritten by using mass-weighted Cartesian coordinates such that dependence on the mass matrix, M, is removed from the right-hand side by introducing the
inverse square root of the mass matrix, M−1/2 , which is equal to the diagonal matrix of
the inverse square roots of the atomic masses [121, 148]
1

(M−1/2 HM−1/2 )(M1/2 U) = Λ(M 2 U).

(2.48)

In short notation Eq. 2.48 can be written as
fU
f = ΛU.
f
H

(2.49)

f is then solved to get the eigenvalues, λ, and the eigenvectors,
The Hessian matrix, H,

ufk (t) = M1/2 uk . There are 3N different solutions as the matrix is 3N × 3N : each solution
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represents an independent displacement that the system can make [121]. These displacements are the normal modes, for which the associated frequency λ, is the square root of
the mode’s eigenvalue.

2.6

Molecular Docking
Molecular docking a computational method which predicts the preferred binding of a

protein with potential interacting partners. The docking problem can be defined as: for the
given atomic coordinates of two molecules, generate and evaluate reasonable structures for
the intermolecular complex. In protein docking terms, the two molecules are named the
receptor and the ligand. The smaller molecule is chosen as the ligand and is usually an
organic molecule, whereas the other molecule is a protein. Various algorithms have been
developed to tackle the docking problem. Most docking algorithm are able to generate a
large number of possible structures and identify the most important ones using so-called
scoring functions. Knowledge of the preferred orientation of ligand and protein simplifies considerably the docking problem. The molecular docking procedure involves three
mutually interrelated components:
1. Representation of the molecules
2. Searching
3. Scoring of plausible solutions
Preparation of the molecules is the first step in the molecular docking procedure. As protein docking is a computational problem, the two molecules involved are to be represented
computationally. The searching algorithms are used to generate a set of candidate structures, and the scoring functions rank the docking solutions.
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2.6.1

Rigid vs Flexible Docking

As the docking problem involves many degrees of freedom, the docking algorithms
can be characterized according to the number of degrees of freedom that they ignore. The
simplest approach to docking is rigid-body docking [117] where an exhaustive search is
performed on six degrees of freedom, i.e., translational and rotational, keeping both ligand
and protein as rigid objects [117]. Special correlation functions and Fourier transformations are used to compute the matching of surfaces in a robust manner. If there are any
significant conformational changes within the molecules during the complex formation,
this method is not suitable. To include the conformational degrees of freedom, flexible
docking is performed, where the ligand is allowed to freely sample its conformational
space. The receptor was always kept rigid in our studies.

2.6.2

Scoring Function

Most docking algorithms are capable of generating a large number of potential candidate solutions. In order to assess the “quality” of these possible solutions, scoring functions
are used in the docking software. Many of the common scoring functions employed by the
docking programs attempt to approximate the binding (or other energy-like quantity) free
energy for the ligand binding to the receptor. A low (negative) energy indicates a stable
system and thus a likely receptor-ligand binding interaction. Although the binding free energies obtained from scoring functions are not accurate, especially compared with the other
expensive free energy calculation methods, they can be used to rank binding affinities of
ligands.
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In simplified molecular mechanics scoring functions, the binding free energy can be
written as a sum of various components representing individual contributions to the binding
free energy [149].

∆Gbind = ∆Gsolvent + ∆Gconf + ∆Gint + ∆Grot + ∆Gtr + ∆Gvib

(2.50)

∆Gsolvent is the contribution due to solvent effects, arising from the balance of interactions between the solvent and the ligand, the solvent and the protein, and the solvent and
the intermolecular complex. ∆Gconf arises from the conformational changes in both protein and especially the more flexible ligand. ∆Gint is the free energy due to the specific
protein-ligand interactions. ∆Grot and ∆Gtr are associated with the loss in rotational
and translational free energy due to association of receptor and ligand, respectively. And,
∆Gvib is the free energy due to changes in vibrational modes [117].
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CHAPTER 3
RESULTS AND DISCUSSION: MD STUDIES

In this chapter we present results of the implicit solvent, temperature-dependent, molecular dynamics simulations (MD) that have been carried out on three selected proteins,
i.e., wild-type pnbCE (WT-pnbCE) and three of its mutant enzymes - L362R, L362E, and
L362A, cutinase, and TTHA1554 at nine different temperatures between 300 and 380 K.
The root mean square deviation (RMSd), which is a measure of the difference between
two structures, was used as an indicator of the stability of proteins, and root-mean square
fluctuations (RMSf) of the residues are chosen as criteria for the overall flexibility of the
systems. We chose the minimized initial structure as a reference to calculate the protein’s
RMSd changes with time
N
1 X
mi | ri (t) − riref |2
RM Sd(t) =
M i=1

"

where M =

P

i

#1/2

,

(3.1)

mi and r(t) is the position of atom i at time t after least square fitting the

structure to the reference structure. In addition,
1/2



T
1 X
RM Sf (i) = 
| ri (tj ) − riref |2 
T tj =1

,

(3.2)

where T is the time over which one wants to average and riref is the reference position of
particle i. The main difference between RMSd and RMSf is that for RMSd the average is
taken over the number of particles, whereas for RMSf, the average is taken over time.
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For temperatures above 350 K, all systems were unfolded, so we are not showing any
data at these temperatures.

3.1

Simulation Protocols
The PDB structures of pnbCE (PDB: 1QE3 [81]), cutinase (PDB: 2CUT [99]), and

TTHA1554 (PDB: 2DST [43]) were taken as the starting structures for the simulations.
The variant enzymes were obtained by replacing arginine (L362R), glutamate (L362E), or
alanine (L362A) for the leucine at position 362 of the wild-type pnbCE enzyme. For all
six systems, the structure were equilibrated at 300 K for 2 ns and then H++ [150, 151] was
used to determine the protonation state of all titratable residues at pH 7.4. The glutamate
added at position 362 in the L362E mutant gets protonated at pH 7.4, making this mutation
a neutral glutamic acid instead of the anionic glutamate. Subsequently, nine temperatures
between 300 K and 380 K, in 10 K increments, were used for the MD simulations. At
each temperature the MD simulations were run long enough to allow the RMSd vs. time
curve to flatten out. The total simulation time required for this flattening was between 30
and 70 ns at each temperature. Each system was heated for 100 ps from 10 K to the target
temperature before the equilibration. The ff99SB force field [118] from AMBER was used
along with an implicit solvent model [135, 152, 153]. A 2 fs time step was used, while the
SHAKE algorithm [122] was applied to constrain bond lengths between hydrogens and
heavy atoms. For the van der Waals and electrostatic interactions, a 16 Å cutoff was used,
and Langevin dynamics [154] were employed for the temperature control.
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3.2

Results

3.2.1

MD on pnbCE variants: Stability

Figures 3.1 to 3.6 show RMSd values from the equilibrated structures at 300, 310, 320,
330, 340, and 350 K for the WT-pnbCE and three of its mutant enzymes, respectively. The
melting temperature (Tm ) for pnbCE is 325.5 K [155]. In Figure 3.1, RMSd values at 300
K indicate that the global three-dimensional structure of pnbCE and its mutant enzymes
is maintained. The wild-type (L362WT) and mutant pnbCE enzymes have stable nativelike structures, as observed RMSd’s for these systems are within 2 to 5 Å. In the case of
L362E, there is significant change in the structure at the end of the simulation, but running
a longer simulation (>40 ns, data not shown) ensured that the RMSd had converged to
its equilibrium value. Thus, our results show that the protocols and procedures used for
MD simulations can reproduce the native state over long simulations periods. The RMS
deviations from the initial structure are stable during the entire simulation at 310 K, as seen
from Figure 3.2, showing that all four systems maintain native-like, secondary structures
at 310 K.
In Figure 3.3 we see that all four structures are still stable around an equilibrium value
of 4 Å, except for the L362R mutant. L362R remains native-like for ∼ 5 ns but then shows
a gradual increase in RMSd from 4 to 8 Å until the end of the simulation. At 330 K, as
seen from from Figure 3.4, there is a steady increase in RMSd’s of all systems, and they
reach equilibrium at less than 8 Å. The larger RMSd values at 330 K than at 300 K could
be associated with the increased molecular motions at high temperatures.
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Figure 3.1
RMSd (Å) of the wild-type pnbCE and its mutant enzymes at temperature 300 K

Figure 3.2
RMSd (Å) of the wild-type pnbCE and its mutant enzymes at temperature 310 K
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Figure 3.3
RMSd (Å) of the wild-type pnbCE and its mutant enzymes at temperature 320 K

Figure 3.4
RMSd (Å) of the wild-type pnbCE and its mutant enzymes at temperature 330 K
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At temperatures above 330 K, the L362R mutant enzyme shows a flat behavior for the
RMSd curve, but L362WT, L362E, and L362A systems are completely unfolded at these
temperatures (see Figure 3.5 and Figure 3.6). This thermal stability for the L362R mutant
enzyme - especially at higher temperatures - implies the presence of stronger interactions
between ARG362 and the surrounding regions than those present in the other systems.

Figure 3.5
RMSd (Å) of the wild-type pnbCE and its mutant enzymes at temperature 340 K

3.2.2

MD on pnbCE variants: Flexibility

Next, we observe the effects of mutations at position 362 on the overall structural
flexibility of the pnbCE enzyme. To characterize how these local fluctuations change
with increasing simulation temperature, we have calculated root-mean-square fluctuations
49

Figure 3.6
RMSd (Å) of the wild-type pnbCE and its mutant enzymes at temperature 350 K

(RMSf) per residue for the enzymes. In Figure 3.7 to Figure 3.10 we have plotted RMS
fluctuations with increasing temperatures for the wild-type and the three mutant enzymes.
All four systems have quite similar flexibility until temperatures around 330 K. Above
this temperature, RMSf values show drastic increases as proteins move towards the denatured state, except for L362R (Figure 3.8). Although some regions show slight fluctuations
with increasing temperature, L362R in general maintains its structure, indicating that it is
thermostable at the elevated temperatures.
From RMSf graphs, we observe that pnbCE systems respond differently to the mutation at residue 362 with increasing temperature. Next, we want to study the effects of
mutation at position 362 on the side-door domain region and how this mutation affects the
overall flexibility of the entire protein. More detailed analyses of root-mean-square fluc50

Figure 3.7
RMSf (Å) calculated for all residues at six different simulation temperatures for L362WT

Figure 3.8
RMSf (Å) calculated for all residues at six different simulation temperatures for L362R
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Figure 3.9
RMSf (Å) calculated for all residues at six different simulation temperatures for L362E

Figure 3.10
RMSf (Å) calculated for all residues at six different simulation temperatures for L362A
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tuation (RMSf) versus the protein residue number for the pnbCE and its three variants are
illustrated in Figure 3.11 to Figure 3.16. These figures show RMSf values plotted for the
side-door domain region, between residues 320 and 360, at each simulation temperature
between 300 and 350 K and for all pnbCE systems. In contrast to the RMSd plots (Figure 3.1 to Figure 3.6), which do not show substantial changes to the overall structures, the
RMSf curves show large oscillation of the residues in the side-door region. The wild-type
pnbCE (L362WT) shows much larger fluctuations than the mutant enzymes in the temperature range of 300 K to 320 K. In this same temperature range, all three mutant enzymes
show similar, stable RMSf behaviors. At 330 K the side-door domain residues of L362R
are starting to show more restricted motions than these residues in the other three systems.
Above 340 K the side-door region of L362R still has restricted mobility, whereas the other
three proteins are already denatured at this temperature.

3.2.3

MD on other selected proteins: Stability

Here we present MD results on the stability of other two proteins from our work. Figure 3.17 and Figure 3.18 show RMSd’s plotted vs. time for the cutinase and TTHA1554
proteins at all six temperatures. The melting temperature (Tm ) for cutinase is 329.5 K [89]
In both proteins, the RMS deviations from initial structures are stable during the entire
simulation at 300 and 310 K and converge to equilibrium values very quickly, showing a
close resemblance to the starting structure. Comparing these plots with the pnbCE variants (Figures 3.1 to 3.6), we find that cutinase has the most stable structure at 300 K with
an equilibrium RMSd value of about 2 Å. TTHA1554 shows oscillatory behavior (Fig53

Figure 3.11
A comparison of the RMS fluctuations (Å) for the wild-type and mutant pnbCE enzymes
at 300 K for residues 320 to 365.

ure 3.18) mid way through the simulation at 310 K but converges to its equilibrium value
at the end. At 320 K TTHA1554 shows distortions in RMSd’s from the beginning of the
simulation but attains a constant value at about 8 ns. At this temperature both L362R (Figure 3.4) and cutinase (Figure 3.17) are already showing gradual increases in their RMSd
values. Cutinase has a bistable behavior where it has a native-like structure for about 8
ns, but then there is a sudden increase in the RMS deviations, leading to a second conformation after around 15 ns of simulation. At 330 K, although we start seeing considerable
differences in RMSd behavior of pnbCE variants (Figure 3.4), it is the thermophile which
is completely unfolded at this temperature (Figure 3.18). At temperatures above 330 K
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Figure 3.12
A comparison of the RMS fluctuations (Å) for the wild-type and mutant pnbCE enzymes
at 310 K for residues 320 to 365.

(Figures 3.5, 3.6, 3.17, and 3.18), all selected systems are completely denatured, except
for L362R (Figure 3.4).

3.2.4

MD on other selected proteins: Flexibility

In Figures 3.19 and 3.20 we compare RMS fluctuations of all residues at each simulation temperature for cutinase and the thermophile. In case of cutinase, per residue contribution of the RMS fluctuations are comparable at temperatures 300 and 310 K. This has
been observed in our RMSd data also (Figure 3.17), where we see that cutinase has stable
native-like structure at both these temperatures. At 320 K RMS fluctuations show a marked
increase for the region comprising of residues 65-78. This region which corresponds to the
first β sheet in the cutinase structure. Greater fluctuations of this β sheet also appear in the
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Figure 3.13
A comparison of the RMS fluctuations (Å) for the wild-type and mutant pnbCE enzymes
at 320 K for residues 320 to 365.

RMSd graph, where RMSd values (Figure 3.17) show a bistable behavior of cutinase at this
temperature. At 330 K there are more regions which show marked increases in the RMSf
values, mainly corresponding to the central α/β region, which also contains the catalytic
triad residues (Ser120, Asp175, His188) of cutinase. At 340 K RMSf behavior is similar
to the behavior at 330 K with varying degree of fluctuations, and at 350 K the secondary
structure of cutinase is completely lost.
In the case of the thermophilic protein TTHA1554 we observe an interesting behavior
of structural fluctuations. At 300 K the thermophile shows less flexibility / more rigidity
(Figure 3.20) as compared to the cutinase (Figure 3.17) or pnbCE mutants (Figures 3.7 to
3.10). As the temperature increases to 310 K, the thermophile displays dramatic increases
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Figure 3.14
A comparison of the RMS fluctuations (Å) for the wild-type and mutant pnbCE enzymes
at 330 K for residues 320 to 365.

in fluctuations in certain regions. At 320 K RMS deviations are consistent with fluctuations
at 310 K. At 330 K there are two major regions which show drastic flexibility. These are
regions with residues 30-40 and 50-70, constituting the central core of the protein. These
regions start exhibiting flexibility from 310 K onwards but at 330 K show a characteristic
“breathing” motion. The same pattern of breathing motion continues at 340 K, whereas
at 350 K the central core of the protein collapses down on to the protein while the overall
secondary structure of the protein is lost. In general, our results for the thermophile protein
show that the fluctuations and dynamics of the central core of α/β strands are significantly
larger at all temperatures above 300 K.
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Figure 3.15
A comparison of the RMS fluctuations (Å) for the wild-type and mutant pnbCE enzymes
at 340 K for residues 320 to 365.

3.2.5

H-bond Patterns for 362 residue in pnbCE variants

In order to understand the nature of the interactions between the residues at position
362 and adjoining residues, we have performed a hydrogen bond analysis using ptraj from
AmberTools 1.4 [156] and setting the cut-off distance for a hydrogen bond to be ≤ 3.5 Å.
The particular atoms involved in the hydrogen bond and the percentage of the time that
particular hydrogen bond is present in the simulations is shown in Table 3.1.
The two important residues identified from the hydrogen bond analysis are SER218
(from coil 215-227) and GLN276 (from coil 276-288). The position of these two residues
relative to the position of residue 362 in each pnbCE system is shown in Figures 3.21 to
3.24. At 300 K in L362R, a hydrogen bond is present for 70% of the simulation time be58

Figure 3.16
A comparison of the RMS fluctuations (Å) for the wild-type and mutant pnbCE enzymes
at 350 K for residues 320 to 365.

Figure 3.17
RMSd (Å) of the cutinase with increasing temperature.
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Figure 3.18
RMSd (Å) of the TTHA1554 with increasing temperature.

Figure 3.19
RMS fluctuations (Å) vs residue number of cutinase at increasing temperatures.
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Figure 3.20
RMS fluctuations (Å) vs residue number of TTHA1554 at increasing temperatures.

Table 3.1
Hydrogen bond analysis
System Donor
T ype
Residue/Atom
L362R
ARG362 / H22
L362R
ARG362 / H11
L362R
SER218 / HG
L362A
SER218 / HG
L362E
SER218 / HG
L362WT SER218 / HG

Acceptor
Residue/Atom
GLN276 / OE1
GLN276 / OE1
ARG362 / O
ALA362 / O
GLH362 / O
LEU362 / O
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%occupied at given Temperature (K)
300
310
320
330
340
46.68 63.54 62.59 13.31 2.44
33.59 33.57 11.24 4.34 1.60
70.22 41.50 30.53 47.24 6.43
1.97 22.70 4.97 7.85 3.30
54.80 71.43 74.77 14.53 3.71
43.97 56.16 29.48 1.83 3.85

tween the carbonyl oxygen atom in ARG362 and the side-chain hydroxyl hydrogen atom
in SER218, which is substantially higher than for the other three systems. As the simulation temperature is increased, the percentage of time this bond is present varies for all
the systems. At 330 K this hydrogen bond is still present for almost half the time in the
L362R mutant enzyme, whereas it is almost completely absent in the other systems. The
guanidinium group of ARG362 in L362R is also involved in a persistent hydrogen bond
with a different coil region (coil 276-288) residue, GLN276. At 300 K the hydrogen bond
between the terminal guanidinium hydrogen atom -H22 and the side chain carbonyl oxygen atom -OE1 from GLN276 residue is present for 47% of the simulation time. As the
simulation temperature is increased to 310 K and further to 320 K, this bond is present for
an even larger percentage of the simulation. As no hydrogen bond donors exist in the side
chains of the wild type or L362A systems, no hydrogen bonding interactions exist between
residue 362 and GLN276 in these systems. The acidic proton of the glutamic acid side
chain in the L362E mutant could be a hydrogen bond donor; however, the side chain is too
short to reach residue 276.

3.3

Discussion
In an effort to understand the extent to which structures, flexibilities, and dynamics of

the three selected proteins are affected at high-temperature MD simulations, we have come
across some interesting - often contrasting - behaviors of properties among these three proteins. Replacing the arginine at position 362 in the wild-type pnbCE enzyme shows significant decreases in the catalytic activity of this bacterial enzyme [80]. The L362R mutant en62

Figure 3.21
Position of LEU362 relative to SER218 and GLN276 in L362WT.
Note: The blue loop includes residues 234-276, whereas the orange loop has residues 319-355.

Figure 3.22
Position of ARG362 relative to SER218 and GLN276 in L362R.
Note: The blue loop includes residues 234-276, whereas the orange loop has residues 319-355.
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Figure 3.23
Position of GLH362 relative to SER218 and GLN276 in L362E.
Note: The blue loop includes residues 234-276, whereas the orange loop has residues 319-355.
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Figure 3.24
Position of ALA362 relative to SER218 and GLN276 in L362A.
Note: The blue loop includes residues 234-276, whereas the orange loop has residues 319-355.
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zyme is found to be the least reactive pnbCE system studied here [80]. Also, the conformational flexibility of thermophilic proteins probed by various techniques [157–164] suggest
that these proteins have considerably reduced flexibility at room temperature compared to
the mesophilic proteins. At the same time, the flexibilities exhibited by the thermophilic
protein are maximum at their optimal growth temperatures, which are comparable to the
flexibilities exhibited by mesophilic proteins at room temperature. Apparently, reduced
flexibility seems to be a necessary consequence of the thermal stability, and thermostable
proteins are less prone to structural fluctuations with increasing temperatures than are the
mesophilic proteins [164]. Now, lets us probe the results of our MD simulation at varying
temperatures in the light of the observations made here from the literature.
Our MD simulation results provide an explanation for the reduced catalytic activities
of the L362R enzyme in terms of the hydrogen bonding interactions arginine has with
the nearby residues in the L362R mutant. These hydrogen bonding interactions are either
absent or greatly reduced in the wild-type and the other two mutant systems. For example,
at 310 K the hydrogen bond between the ARG362 guanidinium hydrogen atom -H22 and
the carbonyl oxygen atom -OE1 of GLN276 is present for 64% of the simulation time. On
the other hand, GLN276 is unable to react with LEU362 in the wild-type enzyme due to
the absence of hydrogen bond donating atoms in LEU362. Similarly, no hydrogen bond is
formed between ALA362 and GLN276 in L362A and between GLH362 and GLN276 in
L362E.
The catalytic efficiencies of the mutant enzymes L362A and L362E lie in between the
efficiencies of the wild-type and L362R enzymes [80]. The thermal stability data provide
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more insight into this trend. Figures 3.21 to 3.24 show the positions of residue 362 and
SER218 in WT-pnbCE, L362R, L362E and L362A, respectively. Figure 3.24 also shows
interaction of GLN276 residue in L362R. The highlighted region shows residues 320 to
360 for which we have calculated the RMSf distances. As seen in Table 3.1, the hydrogen
bond present between the SER218 and ARG362 in L362R is found for approximately 70%
of the simulation time at 300K. Even at 330K the bond between SER218 and ARG362 is
present for 47% of the simulation time, and as a result of this bond, the RMSf fluctuations
(Figure 3.8) of the side-door domain region are not as large as those in the wildtype and
other mutant systems. Simultaneously, the hydrogen bond between ARG362 and GLN276
acts as a locking mechanism for the large scale motions between loops 60-80 and 385-420.
The primary large-scale, low frequency motion of the protein involves a scissor motion of
these two large loops surrounding the entrance to the active site. The ARG362-GLN276
hydrogen bond in L362R connects the bases of the two loops, hindering this scissoring
motion. Thus, these hydrogen bonds provide for the increased thermal stability of the
L362R mutant, but at the same time they also appear to be the causes of the lowered
catalytic efficiency of the enzyme.
The increased thermal stability is absent from the L362A mutant, as a hydrogen bond
between SER218 and ALA362 is rare (Figure 3.24). For L362E (Figure 3.23) the hydrogen bond between SER218 and GLH362 is present a substantial amount of the time,
approximately 55% at 300 K, with the percentage increasing at 310 and 320 K. The wild
type (Figure 3.21) also shows a hydrogen bond between residues 218 and 362 in about
half of the simulation snapshots at 300 and 310 K. Hence, it appears that the presence of
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this hydrogen bond, by itself, is not adequate to affect the thermal stability or the catalytic
efficiency. On the other hand, the two hydrogen bonds in the L362R mutant act together to
decrease the flexibility of the molecule, simultaneously increasing the thermal stability but
decreasing the catalytic efficiency.
Now we move our discussion to the the other two proteins from this study. The activity
of the cutinase enzyme from F. saloni is strongly temperature sensitive and demonstrates a
continuous decline as a function of temperature [165], limiting its use in industrial applications. Although several thermostable mutants of this enzyme have been obtained using
mutagenesis techniques, cutinase still suffers from limited industrial applications because
of its low thermostability. Studying motional properties of cutinase during thermal unfolding, with MD simulations at a variety of temperatures, is a good way to gain information
on potentially constructing new thermostable mutants of this enzyme.
RMSf values per residue for cutinase, given in Figure 3.19, reflect on the regions with
largest flexibility at different temperatures. At 300 K the most flexible regions are residues
160-177, 11-17, 48-52, 66-74 and 92-100. The active site of cutinase is surrounded by two
loops with residues 73-91 and 171-191 [84, 85, 93, 99, 166]. Both of these regions are very
important regarding the stability and activity of this enzyme. Previous studies have shown
that site-directed mutations at residues 172 and 177 impart thermal stability and increase
the activity of this enzyme [165], and also a short-range disulfide bond between cys171cys178 is important in maintaining integrity of its active site [167]. From Figure 3.19
we see that as the simulation temperature is increased to 320 K, the region between 6078 shows the largest fluctuations, whereas other regions do not show dramatic changes in
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RMSf compared to the 300 and 310 K simulations. Region 60-78 constitutes the first β
sheet and can be considered as a weak region for the initial unfolding of cutinase. Earlier
studies have predicted this region, and few other loop areas, to be the weakest regions for
the initial unfolding of cutinase [168]. As the temperature increases to 330 K, major fluctuations occur in both the flexible loop regions, i.e., 73-91 and 171-191, and also the region
bearing Ser120 from the catalytic triad. This results in loss of the integrity of catalytic
triad, leading to loss of activity and unfolding of cutinase. The most flexible regions of
cutinase at 320 and 330 K, which are important for the initial unfolding process, are shown
in Figure 3.25. The decreased thermal stability of cutinase with respect to temperature appears to be a result of the destabilization of loops 73-91 and 171-191 and the region 60-78,
and we believe that the region comprising residues 60-78 is where denaturation starts with
increasing temperature.
Studies about thermophilic proteins, with the purpose of understanding their structural
features and the mechanisms by which they maintain their catalytic activities at very high
temperatures, are growing in the literature. Generally, comparative studies are done between thermophilic and mesophilic homologs to locate the regions - and mechanisms - by
which thermal resistant proteins achieve high thermal stability at elevated temperatures.
Complementary, intriguing questions are then how the thermal stability is related to the
functionality of enzymes and how mesophiles achieve the right balance between stability
and flexibility at lower temperatures. Protein homologs are considered for such studies,
as it is easy to identify the particular flexible / thermostable regions between structurally
similar proteins. Our choice of protein systems, each having a central α/β fold, is not a
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Figure 3.25
Cutinase unfolding regions with residues (160-180, Red) (92-100, Orange) (48-74,
Yellow) at 300 K
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Figure 3.26
TTHA1554 unfolding regions with residues (90-102, Red) (47-77, Orange) (50-65,
Yellow) (30-42, Green) at 300 K
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bad choice either for such studies. The central α/β core plays the most important role in
the chemistry of serine-hydrolases, from maintaining the structural integrity to performing catalytic functions. A comparative study, where we can identify the behavior of the
central core region as the temperature increases, will be beneficial in linking the structural
integrity of α/β-fold proteins to their catalytic functions.
In this work we have studied the unfolding behavior of a thermophile protein,
TTHA1554, with increasing temperature. The thermophile protein is stable at 300 K and
shows less mobility at this temperature than the other proteins we studied. This restricted
mobility is typical of thermophilic proteins at reduced temperatures [169, 170]. However,
as we increase the simulation temperature, TTHA1554 shows a larger increase in flexibility than the other systems. As the temperature is increased to 340 K, we observe a
characteristic flexibility pattern, which is unique for the thermophile protein in our studies
(Figure 3.20). The central core region of the protein shows a drastic increase in RMSf
between temperatures 310 and 340 K. By exploring the particular flexible regions in Figure 3.20, we find that the largest RMS fluctuations, at all simulation temperatures, are
observed for residues 47-77. The first prominent region with larger flexibility is the region
between 50 and 65, which is a loop connecting β3 with α1. This loop, along side the Nand C -terminals, shows increased mobility at 310 K. At 320 K this loop is the most flexible region of the protein. As the temperature is increased to 330 K, the connecting α and
β strands (between residues 47 and 77, α1 and β3) show increased flexibility. There are
two other regions which show prominent mobility with the increase in temperature: 30 to
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42, another loop region connecting β3 to β4, and the α helix between residues 90 and 102.
The three major fluctuating regions of TTHA1554 are shown in Figure 3.26.

3.4

Concluding Remarks
The interplay between flexibility and thermal stability and their relationship with the

overall structural dynamics for three selected proteins is successfully explored using the
MD simulations at varying temperatures. In the case of the pnbCE enzyme, we have experimental data from the literature which demonstrates the effect of flexibility and a singleresidue mutation on turn-over rates for this enzyme [80]. We simulated pnbCE and three
of its variants at increasing temperatures to study the mechanisms behind these altered
conversion rates for the enzymes. We have identified two loop regions - residues 234-276
and residues 319-355 - in the vicinity of side door region, whose flexibility is crucial for
the functionality of these proteins. The restricted mobility of these two loops, as a result
of two hydrogen bonds between residue 362 and GLN276 and SER218 significantly alters
the functionality of pnbCE.
In the case of the cutinase enzyme, the flexible regions appear to be the ones surrounding the active site of this enzyme. The same loop regions (between residues 171-191)
appear to be important for the thermal stability of this protein also [165]. We could not
find any experimental data by which we could link the flexibility of these loops with the
functionality of cutinase. However, we do expect that, like in the case of pnbCE, the restricted mobility of these loops identified by RMS fluctuations will affect the turnover rates
for this enzyme.
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For the TTHA1554 protein, the most flexible regions with increasing temperature are
the N- and C-terminal regions alongside the central core, between residues 47 and 77. As it
is a hypothetical protein, no function is specified to this protein, which means no residues /
regions have an assigned functional importance for this protein. From our MD data we do
have flexibility patterns for this protein, and we carried out further analysis of its structural
properties in an attempt to identify functionally relevant regions in the TTHA1554 protein.
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CHAPTER 4
RESULTS AND DISCUSSION: NORMAL MODE ANALYSIS

In order to understand the relationship between the dynamics and functionality of proteins, it is imperative to identify slow, large-amplitude, motions of the proteins. Such
collective, low-frequency motions have been linked to the fundamental biological characteristics of biomolecules [171]. The most challenging issue in comprehending these
motions and their link to functionality is the time-scale at which these motions occur. This
time-scale for such motions, such as conformational changes, varies from picoseconds to
seconds. Not all of these time scales can be accessed by the traditional sampling techniques such as time-dependent molecular dynamics simulations, and hence, there is a need
for time-independent approaches in order to gain information about these large-amplitude
motions. Normal mode analysis (NMA) provides an alternative to molecular dynamics
simulations for studying motions relevant to proteins functions [172]. It has been shown
that only a few of the low-frequency normal modes are enough to correlate with the direction of known conformational changes. Combining molecular dynamics with the normal
mode calculations provides efficient way of studying the protein dynamics.
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4.1

Results
In this chapter we present results of normal mode calculations and analysis of the char-

acteristic, low-frequency, predominant motions in the three selected proteins of this study.
There are numerous, simplified methods, for fast-calculating the slow dynamics of proteins available; however, they cannot capture all of the slow motions of proteins. In this
work, we used a complete, atomistic model, from AMBER which can take account of all
the motions relevant to the function of proteins. Although this is an approximate method,
with the harmonic approximation and with structures at their minima, it is known to efficiently describe the direction of conformation changes in proteins. We used the NMODE
module from AMBER 10 [173] to calculate the normal modes of each system after performing energy minimization on its structure. Like in the MD simulations, the ff99SB
force field [118] is used for normal mode analysis. Different numbers of snapshots were
generated for each system from the production run MD trajectories and were fed into the
NMODE module. Besides the harmonic approximation limitation, NMA also has computer memory issues. Owing to this problem, we calculated the first 30 normal modes for
each structure, of which the first six have a value of zero, corresponding to the rotational
and translational motions in the system.

4.1.1

Low-frequency Modes of wild-type pnbCE

For wild-type pnbCE enzyme, we have generated 25 snapshots from the last 25 ns
of MD simulations, i.e., one snapshot after each 1 ns of MD simulation. Each generated
snapshot was subjected to NMODE analysis, and the first 30 low-frequency modes were
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calculated. As we are interested in low-frequency concerted motions only, we analyzed the
first five low-frequency modes of pnbCE after excluding the six translational and rotational
modes. We used the NMWiz 1.0 plugin from the Visual Molecular Dynamics 1.9.1 (VMD)
[174] software for analyzing the modes.
The vibrational frequencies of the first five non-zero frequency modes for the WTpnbCE are given in Table 4.1. The frequencies values fall in the range of 1.25 to 4.5 cm−1 .
After carefully visualizing the five lowest frequency modes from all snapshots, we chose
two predominant modes which appeared, with minor shifts in frequencies, in almost all
of the snapshots. For WT-pnbCE, two of the predominant modes are depicted in Figures
4.1 and 4.2. The arrows point towards the direction of the conformational change in that
particular mode. Also, in Figure 4.3, we have shown the regions of the pnbCE enzyme
that show the largest fluctuations from these modes. Both these modes reveal two distinct
dynamic properties for this enzyme, so we will focus our discussion on these two modes
only. In the first mode from Figure 4.1, which appears in almost every snapshot with
slight variations in the frequency, there are four major flexible regions: residues 47-57
and 64-77 and residues 381-398 and 411-424. These two regions constitute the loops
which control the main-door entrance to the active site and are located at the surface of
pnbCE (Figure 4.3). The other two flexible regions from this mode have residues 319354 and 234-267, which constitute loops adjacent to the side-door entrance to the active
site of enzyme. This side-door opening has a diameter of 3.0 ∼ 3.5 Å [20], and LEU362
is located at the top of this side-door entrance. In this particular mode, all four regions
display a highly correlated motion centered around the LUE362 residue. The two loop
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regions, i.e., 47-57 and 64-77, 381-398 and 408-424, move away from each other, opening
the entrance to the active site. While the main entrance to the active site opens up, the
motion of the loops adjacent to the side-door opening, i.e., 319-357 and 234-267, clamps
them together, blocking the side-door entrance to the active site. Next, the 319-354 and
234-267 loops move away from each other, opening the side-door region, and at the same
time, the loops guarding the main-door entrance to the active site (47-57 and 64-77, 381398 and 411-424) swing back to their original positions. The movement of both these
regions is centered around the LEU362 residue which acts like a “hinge” controlling the
motion between these regions.
The second predominant mode present in all snapshots is similar to the first mode,
but with movements of the side-door loops (residues 319-354 and 234-267) completely
blocked. Its only the main-door entrance regions, 47-57 and 64-77, 381-398 and 411-424,
which move along this mode, forming a “lid” over the active site. Residues adjacent to the
side-door, 242-264, do show some fluctuations, but these fluctuations are much smaller in
amplitude, as compared to the first predominant mode, indicating a different aspect of the
dynamics of the pnbCE enzyme. Main door residues found over the gorge of the active site
and involved in this second mode can be seen in Figure 4.3.
Yu et al. [20] have studied the global and local dynamics of pnbCE, both experimentally and computationally. They have given some interesting features about the dynamics
of this enzyme which beckon to be mentioned here. They performed normal mode analysis on wild-type pnbCE enzyme using ElNémo, which is a web-interface to the Elastic
Network Model, a fast but simple tool to compute the low frequency normal modes of a
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Table 4.1
Vibrational frequencies (cm−1 ) for pnbCE
Snapshot
N o.
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25

mode1 mode2 mode3 mode4 mode5
2.80
3.09
3.61
4.54
4.57
2.58
2.89
3.69
3.90
3.93
1.25
2.64
2.89
2.46
3.65
2.67
2.84
3.10
3.41
3.77
2.68
3.10
3.75
4.17
4.28
2.23
2.94
3.39
3.52
4.40
2.79
3.04
3.70
3.80
4.14
2.53
2.87
3.97
4.11
4.42
2.59
2.88
3.09
3.37
3.79
2.43
2.51
3.42
3.63
4.03
2.87
2.94
4.14
4.39
4.56
2.55
2.77
2.84
4.13
4.28
2.13
3.27
4.14
4.49
4.73
2.44
3.08
3.47
3.73
4.00
2.59
2.95
2.96
3.36
4.31
2.89
3.31
3.75
4.20
4.27
1.74
2.54
3.15
3.56
3.83
2.71
2.93
3.59
4.00
4.21
2.96
3.30
3.76
4.06
4.16
2.58
3.34
3.89
4.16
4.35
2.96
3.70
4.16
4.47
4.65
2.62
3.46
3.83
4.02
4.22
2.99
3.26
3.85
4.32
4.61
2.69
3.05
3.52
3.92
4.41
2.82
3.39
3.57
3.86
3.88
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Figure 4.1
Normal mode analysis of pnbCE: Pictorial representation of the 1st predominant mode of
pnbCE from the NMA calculations.

Figure 4.2
Normal mode analysis of pnbCE: Pictorial representation of the 2nd predominant mode of
pnbCE from the NMA calculations.
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Figure 4.3
Normal mode analysis of pnbCE: The colored regions of the enzyme are involved in
collective motions.
Note: The regions colored green control the main entrance to the active site, whereas the regions in orange
represent residues adjacent to the side-door. CPK models are the catalytic triad residues and LEU362.
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protein [175]. They have successfully differentiated two low-frequency modes which are
relevant to the dynamics and functionality of this enzyme from their work. One such mode,
which they named mode 7, is dominated by the motions of two loop regions, coil 5 with
residues 61-82 and coil 21 with residues 408-422. Both these loops are mobile from their
MD analysis and form a flexible cover over the active site of pnbCE. The second lowest
frequency mode identified by Yu et al., i.e., mode 11, involves fluctuations in three components: αE2 (residues 337-346), coil-17 (residues308-323), and coil-20 (residues 386-401)
(for designation of secondary structure, please refer to Figure 1 in their article [20]). In
contrast to our results, they suggest that both these modes, working independently of each
other, control the entry of substrates into the active site and release of product through the
side-door region. From our normal mode calculations, we see that it is the single, lowest
frequency mode - involving fluctuations in four regions as detailed in first paragraph of this
subsection - which controls the entry of substrate to the active site and release of the product through the side-door opening. We have also identified a second predominant mode,
where two loops over the active site region forms a flexible lid over the opening, just like
the mode 7 from Yu et al.’s work. Also, mode 11 from Yu et al., which involves opening
of the side-door region only, does not appear to be a predominant mode from our results.
The second point of comparison between our and Yu et al.,’s work is the length of
flexible regions appearing in the lowest frequency modes. It seems that more residues
are involved in collective motions, primarily from the same regions as those from Yu et
al.’s study, in our normal mode calculations. For example, mode 7 from Yu et al.’s work
has two loops over the active site, having residues 61-82 and 408-422. However, from
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our method we find that the adjoining residues to both these loops also take part in the
collective motion. The first loop over the active site also includes residues 47-60, whereas
the second loop, which has residues 408-422, also includes residues 381 to 398, and 423
and 424, showing the extent of collective motion over the active site region from our work.
The second prominent difference between the collective motions come in the side-door
region, where Yu et al.’s study has failed to capture the flexibility of region 234-267. We
have seen from the flexibility discussion of this enzyme from Chapter 3 (Section 3.3) how
critical this region can be to the activity of pnbCE.
The normal mode results are fully supported by our MD simulations on pnbCE and its
variants from this study. If we look at the RMS fluctuations per residue for the wild-type
pnbCE (Figure 3.7), we observe that major regions which show maximum flexibility at 300
K are the ones involved in the lowest-frequency collective motion for this enzyme. These
include residues between ∼ 319-357, ∼ 230-267 (both adjacent to LEU362), and 408-424
and 47-77 (both forming the lid over the active site entrance). We do see some fluctuations
in the region spanned by residues, 110-118, 150-160, and 170-180. These regions also
appear in some of the observed modes, but these are not the predominant motions appearing
in every snapshot. Hence for this reason, we separate out these motions from the ones
relative to the functionality of this enzyme. Also, the region between residues 381-398
does not show much flexibility in RMS fluctuations at 300 K (Figure 3.7). However, this
region does appear to be mobile in the predominant modes from our study.

83

4.1.2

Low-frequency Modes of Cutinase

To perform normal mode analysis on cutinase, we generated 29 snapshots from the last
29 ns of MD production runs. The vibrational frequencies of first five non-zero frequency
modes for the cutinase are given in Table 4.2. The vibrational frequencies fall in the range
of 1.5 to 7 cm−1 . Two of the most predominant modes appearing in the first five lowfrequency modes of all snapshots are shown in Figures 4.4 and 4.5. The most predominant
mode - which happens to be mode 7 in most of the snapshots - shows a high degree of
collectivity when visualized using VMD. The residues showing significant RMS fluctuations in this mode are shown in Figures 4.6 and 4.7. They include regions with residues
173-187, 158-162, 14-20, and 40-51 and around residue 64. If we look at these regions
from both figures (Figures 4.6 and 4.7), we find that residues 158-178 constitute the loop
region over the active site of cutinase. The other loop region at the top of the active site
includes residues 59-77. There are other regions which also participate in this concerted
motion, as depicted in Figure 4.6. This mode shows a collective motion where two loop
regions guarding the active site of enzyme expand, allowing the substrate to be hydrolyzed
by the active site. The active site of cutinase is not buried by the surface loops, as it was
in the case of pnbCE, and also cutinase does not exhibit interfacial activation [84, 176].
This mode corresponds to these observations from the literature. There are residues besides these two loops which appear in this mode, but their fluctuations are not significant.
Also, there is no evidence of the presence of a side door in cutinase, contrary to pnbCE,
in the literature. This mode corresponds to this observation, where only surface loops over
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the active site of cutinase are involved in large scale motion, and no significant correlation
between the motions from other regions of enzyme occurs.
The second predominant mode of slow motion for cutinase from our calculations is
shown in Figure 4.5, and the corresponding regions with the largest fluctuations in RMS
are colored in Figure 4.7. The regions which show significant RMS fluctuation in this mode
have residues 156-173, ∼ 137-141, and ∼73-88. This mode predominantly has motions of
the loops over the active side region, but besides these two loops, there is a region around
137-141, which gives a twisting motion to this mode. Because of this twisting motion, we
characterize this mode as having a different dynamics than the mode described above for
cutinase.

Figure 4.4
Normal mode analysis of cutinase: Pictorial representation of the 1st predominant mode
of cutinase from the NMA calculations.
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Table 4.2
Vibrational frequencies (cm−1 ) for cutinase
Snapshot
N o.
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29

mode1 mode2 mode3 mode4 mode5
2.32
4.43
4.65
5.09
5.92
3.79
4.20
5.07
5.50
5.91
3.71
4.19
5.46
5.92
6.08
4.92
5.44
6.32
6.76
7.08
3.66
5.26
5.70
6.01
6.41
1.54
3.94
4.86
5.54
6.19
5.48
5.52
5.79
6.26
6.34
4.95
5.29
5.84
6.40
6.65
4.74
4.94
5.69
5.97
6.42
4.91
5.42
5.83
6.64
6.95
3.95
4.72
5.05
5.48
5.96
3.59
3.89
4.69
5.00
5.19
4.54
5.44
5.90
6.39
6.75
4.86
5.30
6.17
6.28
6.51
3.43
3.51
4.90
5.05
5.70
4.08
5.55
5.98
6.08
6.48
2.15
5.07
5.57
5.75
6.09
3.32
5.10
5.30
5.59
5.99
4.75
5.30
5.75
6.11
6.52
3.79
5.05
5.59
6.19
6.51
4.32
4.86
5.85
5.95
6.40
3.20
4.31
5.32
5.38
6.41
3.15
3.74
4.88
5.45
6.04
4.19
5.30
5.59
6.21
6.40
3.01
4.42
4.74
5.71
5.80
3.07
4.62
4.97
5.80
5.99
4.33
4.72
5.79
6.28
6.61
2.97
3.34
4.91
5.14
5.53
4.98
5.56
5.75
6.00
6.88
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Figure 4.5
Normal mode analysis of cutinase: Pictorial representation of the 2nd predominant mode
of cutinase from the NMA calculations.

4.1.3

Low-frequency Modes of TTHA1554

For TTHA1554, we generated 29 snapshots from the last 29 ns of MD simulations
and subjected them to the vibrational analysis. The vibrational frequencies of the the first
five non-zero frequency modes for the TTHA1554 are given in Table 4.3. The vibrational
frequencies fall in the range of 2 to 8 cm−1 .
The most predominant mode for TTHA1554 involves significant fluctuations in four
regions of this protein. The pictorial presentation of this mode is given in Figure 4.8,
whereas regions appearing in this mode are depicted in Figure 4.9. This is a correlated,
twisting motion, where resides 53-65 and 89-93 move away from each other, and at the
same time, residues 30-39 and 109-115 come closer. This motion is repeated when residues
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Figure 4.6
Normal mode analysis of cutinase: The colored regions of the cutinase are involved in
collective motions of the 1st predominant mode.

Figure 4.7
Normal mode analysis of cutinase: The colored regions of the cutinase are involved in
collective motions of the 2nd predominant mode.
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30-39 and 109-115 move away from each other, and residues 89-93 and 53-65 close in on
each other. The largest fluctuation in this mode appears in the loop region with residues
53-65, that connects β3 to α1 (see Figure 4.9). The sharp turn between β4 and α2 has
residues 89-93 adjacent to loop 53-65. This sharp turn region, alongside loop 53-65, shows
maximum fluctuations in this mode. The other two regions showing mobility in this mode
are two loop regions connecting β4 to β3 and β6 to α3. If we look at the RMSf plot
from our MD simulation for TTHA1554 (Figure 3.20), we observe that this thermophile
protein appears to be rigid at 300 K, but as the temperature is raised to 310 K and beyond,
there are several regions which show marked increase in the RMS behavior. The four
mobile regions identified by our normal mode calculation correlate very well with the
regions which show increase in flexibility with the increase in temperature. It is evident
from the comparison between MD and normal mode data that most predominant mode in
TTHA1554 corresponds to the thermal unfolding pattern, an observation which is not new
and has been discussed before [177].
The second predominant mode appearing in the low-frequency modes of TTHA1554
involves large fluctuations in the N- and C- terminal regions of the protein. Figure 4.10
gives a pictorial representation of the displacement vectors involved in the dynamics of this
mode, whereas the associated residues with large fluctuations are shown in Figure 4.11.
The residues with maximum RMS fluctuations from this mode are 6-12 and 117-126,
whereas regions with residues 35-43, 57-64, and 74-80 also show small deviations in RMSf
values. In the majority of the snapshots, only one of the loop, i.e., either the N-terminal end
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or the C-terminal end, residues show maximum fluctuation, and the corresponding residues
from the central core of enzyme (between 35-80), show variable mobility.

Figure 4.8
Normal mode analysis of TTHA1554: Pictorial representation of the 1st predominant
mode of TTHA1554 from the NMA calculations.

4.2

Discussion
Collective motions are essential for the biological functions of proteins, and it is equally

essential to identify these collective motions to gain a meaningful insight into the structural dynamics and functionality of proteins. A state-of-the-art method used extensively
to identify low-frequency modes collective modes is normal-mode analysis. Normal mode
analysis - like any other simulation method - has its limitations; however, within its limits,
it is one of the best methods to study both fast and slow dynamics of a protein, which cannot be otherwise studied by the atomistic MD protocols. NMA does not provide an idea of
whether a particular collective mode is essential for the protein’s function; rather it gives
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Table 4.3
Vibrational frequencies (cm−1 ) for TTHA1554
Snapshot
N o.
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29

mode1 mode2 mode3 mode4 mode5
4.29
5.38
5.51
5.85
6.17
2.17
4.89
6.27
6.43
7.12
5.16
5.66
6.65
7.33
7.70
3.69
5.00
6.22
7.34
8.10
4.01
4.77
4.93
6.07
6.80
2.60
5.10
5.70
5.83
6.29
2.30
4.68
4.75
5.09
5.73
4.50
5.41
6.00
6.39
6.94
4.83
4.99
5.58
6.37
6.78
4.90
5.47
5.72
5.86
6.56
5.54
5.87
6.30
6.67
7.34
5.20
5.58
6.08
7.09
7.33
4.69
5.25
5.73
6.57
7.10
4.32
4.77
5.03
5.41
5.90
4.10
5.34
6.18
6.57
6.74
5.42
5.85
6.75
7.37
7.95
4.76
5.59
6.01
6.40
6.92
3.83
4.28
4.48
5.11
5.99
4.83
4.93
5.46
5.97
6.82
4.11
5.80
6.02
6.63
7.25
4.71
5.03
6.04
6.40
7.31
3.53
4.59
5.19
6.24
6.51
4.95
5.64
5.65
6.98
7.42
4.24
4.75
5.84
6.72
7.01
5.39
6.06
6.26
6.69
6.70
2.94
4.33
5.29
6.05
6.49
2.31
3.62
3.85
4.97
5.14
3.09
4.14
4.55
5.30
5.82
4.91
5.66
6.47
7.49
7.76
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Figure 4.9
Colored regions of TTHA1554 are involved in the collective motions of the 1st
predominant mode.

Figure 4.10
Pictorial representation of the 2nd predominant mode of TTHA1554 from the NMA
calculations.
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Figure 4.11
Colored regions of TTHA1554 are involved in the collective motions of the 2nd
predominant mode.

information on all the possible ways that a protein structure can move. Hence, additional
experimental data are required to correlate the direction of a mode with the functionality
of the protein. But, once a particular mode is identified as important using experiments, it
for sure will be one of the modes contained in normal mode analysis data [178].
In this comparative study between structurally-related proteins, our main goals are to
identify the predominant, low-frequency modes of motion contained in these proteins and
then to relate them to the functionality of that particular protein through citing relevant
experimental data. Our MD results have given a nice picture of the flexibility and stability
associated with the three proteins from Chapter 3. Here we will compare normal mode
data with the MD simulation results to draw usefulness from our study.
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In Chapter 3 we provided an explanation for the reduced rates of hydrolysis in the case
of the L362R variant of pnbCE compared to its wild-type. It is basically the residue at
position 362 which controls the dynamics, and hence turnover rates for this enzyme. The
locking mechanism provided by two hydrogen bonds in the L362R mutant is absent in the
wild-type pnbCE. The side door region of WT-pnbCE is free to move, and hence it shows
maximum flexibility. Evidently, this flexibility is attached with the maximum activity of
pnbCE enzyme. We have successfully captured this dynamical feature of the wild-type enzyme through our normal mode calculations. The predominant motion involves alternative,
scissor-like motions of the main-door and side-door regions to the active side at the hinge
residue, 362. As the time scales for the overall turnover rates of the enzyme are on the microsecond to millisecond time scale - the same as that of low-frequency / large-amplitude
domain motions - the predominant mode identified by our NMA calculations gives the best
picture of the dynamic events relevant to functionality of pnbCE. In the case of cutinase,
the predominant mode appears to be the one involving the motion of the loops adjacent
to the the active site of enzyme. This motion essentially opens up the whole surface region, making it easier for large substrates, like polyester complexes, to be hydrolyzed by
the enzyme efficiently. Cutinase is efficient at hydrolyzing large esterfied compounds, and
the presence of an active site not so buried in loops and also the opening and closing of
loops guarding the active site help cutinase perform its function optimally. Unfortunately,
we do not have any experimental data available to compare our normal mode results for
TTHA1554. However, we do identify two apparently important modes of slow motion
in this enzyme, whose motion seem to relate with the slow-dynamics patterns seen for
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other two proteins from our study. One particular mode involves correlated motions of
four regions: residues 53-65, 89-93, 30-39, and 109-115, as it was in the case of wt-pnbCE
(Figure 4.3). But it also has an extra twist into the motion, which resembles to the twisting
mode of cutinase (Figure 4.7). Without any experimental data, it is hard to associate any
meaningfullnesss / usefulness to the predominant mode found for TTHA1554; however,
to our satisfaction, we have identified two low-frequency modes for TTHA1554, which
resemble to the modes of motion found in other two proteins from our work, with all the
proteins having the same α/β fold.

4.3

Concluding Remarks
We have successfully validated the usefullness of our MD simulations for pnbCE vari-

ants through the use of normal mode analysis. Both these computational techniques have
identified a characteristic, scissor-like, slow motion in the protein, which has not been
reported in literature before and which can best describe the mechanism for the altered catalytic activities for pnbCE mutant enzymes. For cutinase, the lowest frequency mode from
our normal mode analysis appears to move along the direction of thermal unfolding. We
propose that the loop regions over the active site of cutinase (residues 171-191, 59-77) can
be important for its functionality. Our results from MD and NMA methods have successfully captured the flexibility of these regions, and their mobility in the large-scale motions
makes the point that these loops are functionally important for the cutinase enzyme. The
thermophilic protein, TTHA1554, displays two characteristic low-frequency modes, and
interestingly, the four regions involved in large-scale motion in these modes also appear in
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the flexibility data from the MD simulations. Now, as TTHA1554 has similar collective
motions as observed in two other proteins, and also shows flexibility in some of the surface
loops, we can attempt to find a functionally important region for this protein using some
other computational techniques.
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CHAPTER 5
RESULTS AND DISCUSSION: DOCKING AND BINDING ENTHALPY
CALCULATIONS

The last step in this dissertation work was to use information about the flexibility and
dynamics of the thermostable protein TTHA1554, from MD simulations and normal mode
analysis, to predict a probable region in this protein which - after comparisons with the
low-frequency modes of pnbCE and cutinase - may be assigned a functional significance
for TTHA1554. Molecular docking [179–181] is a modeling technique which is used to
predict the best modes of interaction between a small ligand and large macromolecules.
As TTHA1554 is a hypothetical protein, we do not have any known substrate for this protein; hence, we choose a known substrate for pnbCE, i.e., para-nitrophenyl velarate pNPV,
to dock with the TTHA1554 protein. As a control experiment, we docked pNPV with
pnbCE and cutinase also. The best binding mode obtained from docking studies, for all
three complexes, were then subjected to explicit solvent MD simulations. MM(PB/GB)SA
calculations were performed to calculate the binding enthalpies for complex formation in
order to assess the strength of pNPV binding with the respective proteins. In the next section we will give a step-wise procedure for the methodologies applied in this chapter, and
then we will move on to the results and discussions in subsequent sections.
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5.1

Procedures
Before the docking studies, we performed structural alignment for the three proteins

using the MultiProt web tool [182]. The aligned structures for these proteins are given in
Figure 5.1. The chemical structure of pNPV ligand is shown in Figure 5.3. The conformational search for the ligand was performed with the semi-empirical AM1 method [183],
and the subsequent energy optimization was done with B3LYP/6-31G? [184, 185] using the Spartan program [186]. The RESP charges [138] and force field parameters of
pNPV ligand were generated using the antechamber program in the software suite AMBER 12.0 [187]. The preparation of pNPV and receptor molecules was performed in
AutoDockTools 1.5.6 [188]. We generated 25 snapshots for pnbCE and 29 snapshots each
for cutinase and TTHA1554 from the implicit solvent MD simulations and docked pNPV
with all these snapshots. AutoDock Vina [189] was used to perform the docking studies for
all three complexes. The single best pose of the ligand inside the active site of the receptor
protein was chosen after visualizing all the docked structures, and these ideal complexes
were used for further explicit solvent MD and MM(PB/GB)SA calculations. The best pose
of ligand pNPV in the active sites of pnbCE and cutinase can be seen in Figures 5.3 and
5.5 (complete view) and Figures 5.4 and 5.6 (close-up of active site), respectively; whereas
for the TTHA1554 protein, the best binding mode can be seen in Figure 5.8.
For explicit solvent MD simulations, the ff99SB force field [118] was used for the
proteins, and the general AMBER force field (gaff) [74] was used for pNPV. In order to
neutralize the systems, we added 18 Na+ ions for pnbCE, one Cl− ion for cutinase, and
four Na+ ions for TTHA1554. The pNPV-receptor complexes were immersed in a trun98

Figure 5.1
Aligned structures of proteins with Red= pnbCE, Green= cutinase, Blue= TTHA

cated octahedral box of TIP3P water molecules [124] (47796 water molecules for ligandpnbCE complex, 24471 water molecules for ligand-cutinase complex, and 17712 water
molecules for ligand-TTHA complex). Following this, we used PMEMD (Particle Mesh
Ewald Molecular Dynamics) to carry out explicit solvent MD simulation on both complexes. We performed 1000 cycles of steepest descent minimization and 4000 cycles of
conjugate gradient minimization, initially keeping the protein and water fixed with a meek
force constant of 10 kcal/mol Å2 , allowing the water molecules and ions to minimize and
later allowing the whole system to minimize together. This was followed by heating the
systems for 200 ps from 0 K to 300 K. Heating was performed under NVT conditions,
and again a very weak positional restraint (1 kcal/mol Å2 ) was applied on the ligand and
protein. After the temperature was raised to 300 K, we performed 1900 ps of equilibration
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Figure 5.2
Aligned structures of proteins with catalytic triad residues for pnbCE and cutinase

Figure 5.3
The chemical structure of ligand pNPV
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Figure 5.4
Ligand is present deep inside the gorge. This pNPV-pnbCE complex structure is used for
the explicit solvent MD simulations.

Figure 5.5
A close-up of pNPV-pnbCE complex active-site where the distance between selected
atoms of Ser189 and the ligand is found to be 6.30 Å in this pose.
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Figure 5.6
Ligand is present between the surface loops. This pNPV-cutinase complex structure is
used for the explicit solvent MD simulations.

under NPT conditions without any restraints on the systems. In order to make sure that our
systems have equilibrated properly, we plotted total energy vs. time, pressure vs. time and
temperature vs. time graphs after the equilibration phase. After satisfying these parameters, we sampled all three complex systems for about 50 ns of total production runs. In the
final step, we generated PDB files (using the ambpdb command) for complexes at the last
stage of production runs. These structures were analyzed in VMD [174] and Discovery
Studio 3.4 [190] to verify whether the ligand remained in the active site after the process
was complete and what kind of interactions it was having with the proteins.
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Figure 5.7
A close-up of pNPV-cutinase complex active-site where the distance between selected
atoms from Ser106 and the ligand is found to be 6.13 Å in this pose.
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Figure 5.8
Best docked structure of pNPV in the ligand-TTHA1554 complex. This structure is used
for further explicit solvent MD simulations.
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5.2

Results and Discussion
MultiProt is a web-based server which can detect multiple structural alignments of pro-

tein structures and find the common geometrical cores between the input molecules [182].
All three proteins show high degree of alignment with partially superimposed structures
(Figure 5.1). This almost perfect alignment of the protein secondary structures encouraged
us further to perform docking studies on these proteins. Docking of ligand pNPV on receptor molecule structures was done using AutoDock Vina. The output of Vina gives the eight
best poses for a single ligand with the receptor. As we had multiple snapshots of complexes
against which pNPV was docked, we visualized the three best modes of pNPV from every
single snapshot and choose the single best mode from each complex to run further analysis
on that structure. The best poses of ligand in the pnbCE complex are given in Figures 5.3
and 5.4, for cutinase in Figures 5.5 and 5.6, and for TTHA in Figure 5.8. In the case of
the pnbCE complex, the ligand is found well inside the gorge of pnbCE (Figure 5.4). The
distance between active site serine hydroxyl oxygen and the pNVP carbonyl carbon is 6.3
Å (Figure 5.5), whereas in case of the cutinase complex, the distance between same atoms
was found to be 6.3 Å (Figure 5.7). In the case of the TTHA complex, the ligand is present
at the surface of the protein surrounded by a number of loops, as seen from Figure 5.8.
The RMSd results of both pnbCE and TTHA1554 complexes from explicit solvent MD
simulations are shown in Figure 5.9. In case of the cutinase complex, the ligand was found
to be highly unstable from the MD simulations - leaving the binding pocket of the complex
after 30 ns of simulation - and accordingly, we have excluded the cutinase complex from
the stability discussion. As seen from RMSd vs. time graph (Figure 5.9), both complexes
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are very stable for the entire length of simulation time. The equilibration was reached
before 2 ns of simulation - with average RMS deviations ∼ 2.5 Å- that stayed constant
thoughout the entire course of simulation.

Figure 5.9
RMSd (Å) of the pnbCE-ligand complex (black) and TTHA1554-ligand complex (red) at
temperature 300 K

Encouraged by the stability of pNPV ligand on the surface of TTHA1554, we next analyzed which residues are interacting with the ligand at the surface of protein. Figures 5.9 to
5.12 are generated using Discovery Studio with PDB structures from the MD trajectories
at 20, 30, 40, and 50 ns of the production run. All these figures describe the interaction of
ligand with the adjoining residues at the surface of TTHA1554. These interactions are of
non-covalent nature, with some residues showing electrostatic interactions. The important
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regions which appear to interact with the ligand include residues 4-6, 14-18, 31-37, 46-55,
and 124-128, which were also confirmed by visualizing the PDB structures in VMD. We
checked for hydrogen bonding patterns between the hydrogen bond donars and acceptors
from the ligand and these residues but failed to find any hydrogen bonds present for significant simulation time. On the other hand, the residues interacting with ligand appear in
the flexible regions of the protein from our implicit solvent MD simulations (Figure 3.20),
and also from the normal mode analysis of TTHA1554 (Figures 4.9 to 4.11). We can infer
from these findings that the regions with residues 4-6, 14-18, 31-37, 46-55, and 124-128
of TTHA1554 may have a functional significance for any activity of this protein.

Figure 5.10
Residues of TTHA1554 interacting with pNPV from the 20 ns snapshot, where pink are
electrostatic interactions and green are all other non-covalent interactions.
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Figure 5.11
Residues of TTHA1554 interacting with pNPV from the 30 ns snapshot where pink are
electrostatic interactions and green are all other non-covalent interactions.

Figure 5.12
Residues of TTHA1554 interacting with pNPV from the 40 ns snapshot where pink are
electrostatic interactions and green are all other non-covalent interactions.
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Figure 5.13
Residues of TTHA1554 interacting with pNPV from the 50 ns snapshot where pink are
electrostatic interactions and green are all other non-covalent interactions.

After identifying a binding region for the pNPV molecule on the surface of TTHA1554,
the next step was to calculate the relative strength of this binding. The binding enthalpies
(∆H) for both pNPV-TTHA1554 and pNPV-pnbCE complexes are calculated from the
molecular dynamics simulation using MM(PB/GB)SA standard protocols. We used the
MMPBSA.py script from AMBER12 [187] to extract coordinates (500 for each complex)
from the last 5 ns MD trajectory for each complex and calculated ∆H values using the
same script. It is important to mention here that MM-PBSA binding energies take into
account electrostatic, van der Waals, and solvation factors. The entropy changes of the
ligand and substrate upon binding are not included. Hence, this ∆H is not the true thermodynamic enthalpy change since some but not all entropic contributions are calculated.
Therefore, we cannot get binding energies using this method. Instead, this method is best
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suited to get an idea of the relative binding affinity, like in our case here, of a ligand with
a complex. The MM(PB/GB)SA values for both the complexes are given in Table 5.1.
From Table 5.1 we see that TTHA1554 has a binding enthalpy which is less negative than
pnbCE, but it is still significant.
Table 5.1
Calculated ∆H values in kcal mol−1
System
pnbCE
TTHA

5.3

GB
-16.05
-12.02

PB
-4.30
-1.60

Concluding remarks
Using molecular docking and explicit solvent MD simulations, we have identified a re-

gion in the thermophilic TTHA1554 protein where pNPV, a substrate for pnbCE, forms
stable, non-covalent interactions with the adjoining residues. This binding region for
pNPV molecule is found at the surface of the protein interacting with residues ∼ 6-18,
31-37, 46-55, and 124-128. The stability of pNPV in this binding region was confirmed
by the explicit solvent MD simulations and binding enthalpy calculations. After comparing these results with our implicit solvent MD studies at different temperatures and the
low-frequency modes of TTHA1554, we can state that these regions of the thermophilic
protein are functionally important. However, this judgment needs to be aided by further
computational and experimental studies.
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CHAPTER 6
CONCLUSIONS

In this thesis we have reported a comparative study using MD simulations with varying
temperatures and normal mode analyses on the flexibility, thermal stability, and structural
dynamics of three selected proteins with α/β-fold central cores. The results of this work
display that temperature and a single-amino acid change have profound effects on the dynamics and functionality of these proteins.
The role of a critical side-door residue, 362, in altering the activity of pnbCE was explored using both computational techniques in tandem. We have identified two important
residues from MD simulations of the wild-type and mutant pnbCE enzymes that are critical
for the flexibility of pnbCE. A persistent hydrogen bond between GLN276 and ARG362
in L362R locks together two large subdomains of the enzyme, reducing the enzyme’s motions. A second important hydrogen bond was identified between SER218 and residue
362. The incidence of this second hydrogen bond does not appear to directly correlate
with thermal stability or catalytic efficiency. However, the two hydrogen bonds together in
L362R appear to synergistically stabilize the enzyme. This locking mechanism is absent
in the wild-type pnbCE, thus rendering the side-door domain region of wild-type pnbCE
enzyme more flexible and more efficient. In general, a trade off between thermal stability
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of the mutated pnbCE system and flexibility of the side-door domain region may be required to effectively control the role of side-door in the pnbCE enzyme. Unsurprisingly,
the wild-type represents the best compromise of the two.
Normal modes analysis data reveal collective, low frequency motions in these proteins;
the most predominant of which is a scissor-like motion of the two large loops surrounding
the entrance to the active site in the pnbCE and cutinase enzymes. The characteristic, largescale motion for wild-type pnbCE enzyme provides a mechanism for the altered catalytic
rates among the pnbCE variants. In the case of cutinase also, the low-frequency motion
involves loop regions adjacent to its active site. The thermophilic protein TTHA1554 also
exhibits a large-amplitude motion similar to those of pnbCE and cutinase enzymes. By
comparing this particular mode of motion, with results from the molecular docking and
explicit solvent MD studies on TTHA1554, we have predicted a location which can have
functional relevance for this protein. A model substrate, pNPV, suggests non-covalent
interactions at the surface of the TTHA1554 protein. Although our findings for the active
site region of thermophilic protein are not conclusive, they can provide guidance for future
experimental and computational investigations.
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