Development of Cognitive Capabilities in Humanoid Robots by Tikhanoff, Vadim
DEVELOPMENT OF COGNITIVE CAPABILITIES IN HUMANOID ROBOTS 
by 
VADIM TIKHANOFF 
A thesis submitted to the University of Plymouth 
in partial fulfilment for the degree of 
DOCTOR OF PHILOSOPHY 
School of Computing Communications and Electronics 
Faculty of Technology 
August 2009 
l'.,iverslty of Plymouth 
L.tr~.J 
n· i.:J.COJ35323=fX 
-n::fcs·Y 1{ ~- 8qz. ITK.I 




Building intell igent systems with human level of competence is the ultimate 
grand challenge for science and technology in general, and especially for the 
computational intelligence community. Recent theories in autonomous cognitive 
systems have focused on the close integration (grounding) of communication with 
perception , categorisation and action . Cognitive systems are essential for 
integrated multi-platform systems that are capable of sensing and communicating. 
This thesis presents a cognitive system for a humanoid robot that integrates 
abilities such as object detection and recognition , which are merged with natural 
language understanding and refined motor controls . The work includes three 
studies; (1) the use of generic manipulation of objects using the NMFT algorithm, 
by successfully testing the extension of the NMFT to control robot behaviour; (2) a 
study of the development of a robotic simulator; (3) robotic simulation experiments 
showing that a humanoid robot is able to acquire complex behavioural, cognitive, 
and linguistic skills through individual and social learning. The robot is able to 
learn to handle and manipulate objects autonomously, to cooperate with human 
users, and to adapt its abilities to changes in internal and environmental conditions. 
The model and the experimental results reported in this thesis, emphasise the 
importance of embodied cognition, i.e . the humanoid robot's physical interaction 
between its body and the environment. 
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The motivation for this work is quite simple. Every passing year there seems 
to be a persistent progression in the field of artificial intelligence, robotics and 
cognitive system research. Furthermore, sophisticated robotic platforms are 
beginning to play an important role in cognitive research. Cognitive research has 
provided guidance and inspiration in order to overcome limitations in engineering of 
current adaptive systems. Likewise, the use of robotic platforms provides 
experience of complex problems in artificial intelligence, with a close integration 
between theory and practice that cannot be matched by books or classroom 
delivery. 
The motive has been to create a more lifelike natural and artificial info rmation 
system that is capable of learning, reasoning, perceiving, communicating and 
acting. Cognitive systems, as defined in the forthcoming chapters, are based on a 
computer machine that is modelled with a humanlike cognitive model, which is able 
to interact with human users. The main hypothesis behind this originated by 
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observing how mature behaviour emerges when two people (cognitive entities) 
interact. Individuals have the ability to adapt through the way they communicate or 
act, in accordance with responses from other individuals. They are capable of 
using a shared context for past experiences, in order to contextualise events. 
The emergence of cognitive systems can be traced to the nineteenth century, but 
critical advances started to emerge in the twentieth century. Some of the research 
in this area includes Alan Turing's theory on computation (Turing, 1950), Kenneth 
Craik on the significance of internal models (Craik, 1943), John Van Neumann on 
the development of computers and game theory (MacRae, 2000), and Donald 
Hebb who offered a significant attempt at explaining how brain processes can be 
simulated in artificial systems (Hebb, 1980). Since then, there has been an 
oscillating progression due to many obstacles. However, in the last fifty years great 
insights were brought to the research community, which have provided a better 
understanding of how the nervous system works and how neurons work in the 
sense of adaptive behaviour. Given this progress, there is a mature foundation in 
order to attempt to broaden the view of cognitive systems in a biological, 
psychological and physical sense. On the evidence of recent research proposals 
and results across the diverse community of scientists, there is much reason for 
optimism. 
Will it be possible to build a cognitive system that is able to develop as humans 
do? lt is too early to tell , but it is hoped that th is thesis will provide the reader with 




The title of this thesis indicates that it will be mainly concerned with the study 
of the development of cognitive capabilities in humanoid robots. This approach can 
also be applied to the study of cognitive systems, tackling different levels such as 
social cognition, individual cognitive agents (our case) , and sub-agent cognitive 
systems (a network of different cognitive components and functionalities). 
Therefore, the scope of the thesis will be to tackle and study the integration of 
cognitive processes in artificial systems, with great emphasis on humanoid robots 
employing methods and approaches for constructing robust and adaptive systems 
that are capable of cognition . This can be accomplished by the use of new and 
existing approaches from epigenetic robotics, embodied cognition and artificial 
neural networks. The thesis will , in major part, emphasise promising new 
techniques and novel approaches to cognitive science and artificial intelligence. 
More specifically, the thesis will focus on fully instantiated systems integrating 
perception and learning, capable of interaction and communication in the virtual 
world and perform goal directed tasks. This is possible with the design of a 
simulator for a real robot, in order to carry out experiments on a robotic agent. 
1.3 Thesis Outline 
The remainder of the thesis is structured around two literature review 
chapters and three experimental chapters. Chapter 2 describes and reviews recent 
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work in the domain of cognitive robotics. Furthermore, the same chapter details the 
hardware and software architecture of the humanoid robotic platform (iCub) , which 
was used to collect data and develop the iCub humanoid robotic simulator. Chapter 
3 presents the artificial intelligence techniques used in this research, in order for 
the reader to be able to understand how human beings manage to accomplish 
intelligent tasks, and how we can use the knowledge about human intelligence to 
design cognitive systems. The experimental chapters describe the new cognitive 
robotics models and experiments that were developed during the Ph.D. Chapter 4 
deals with the preliminary research on a robotic simulation model of action and 
language learning, which is based on the use of neural modelling field theory. 
Chapter 5 presents the development of the iCub humanoid robotic simulator, giving 
details on the iCub simulator development, its software architecture and testing. 
Chapter 6 is concerned with cognitive experiments carried out on the iCub 
simulator. These experiments deal with the robot's visual system, the 
implementation of motor behaviour and the understanding of speech signals. 




Cognitive systems research , including cognitive robotics, focuses on the 
development of natural and artificial information processing systems that are 
capable of perception , learning, decision-making, communication and action. The 
main objective of cognitive systems is to transform human-machine systems, by 
enabling machines to engage human users in a human-like cognitive interaction 
(Sperber & Hirschfeld, 1999). A cognitive system, such as a robot or a simulated 
agent, is based and designed upon human cognitive processes that enable the 
system to interact or engage human users in a human-like cognitive process. A 
cognitive system is based on computational representations and processes of 
human behaviour that aim to replicate the cognitive abilities of humans (Breazeal & 
Scassellati , 2000, 2002; Brooks, 2002; Brooks, Breazeal , lrie, et al. , 1998; 
Cangelosi, 2001 ; Dautenhahn & Billard, 1999; Fang, Thorpe, & Baur, 2003). Using 
evidence from domains such as neuroscience and cognitive science, it is possible 
to build artificial intelligence systems that are capable of human cognitive abilities. 
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This approach is based upon assumptions that human intelligence is constructed 
from the following attributes: developmental organisation, social interaction, 
embodiment and multi-modal integration. Each of these attributes is part of the 
basis upon how human intelligence is constructed and has evolved. 
Until recently, most of all the robots that were built within the field of artificial 
intelligence were modelled upon the stored description model (Brooks, 1991 b). 
These systems require the designers to make assumptions at the circumstances 
that the robot will encounter in his environment. Subsequently the system will then 
decode all the relative information that is needed in order to respond to the 
changes in the environment. Undoubtedly, this is a tedious task for the designers 
as they have to anticipate what information the robot needs to know in order to 
achieve its task and provide information on unexpected environmental changes. In 
this sense, the system does not have any prior knowledge and understanding of 
the world and what it is consisted of (Brooks, 1991 a). This of course does not 
guarantee that the robot will be successful , even if all the information is correctly 
represented, considering it has to induce which information corresponds to which 
event and not to another. Therefore robots using the stored description model are 
fragile in the sense that they will tend to malfunction where unexpected events 
might occur (Brooks, 1991 b) . 
In the 80's, many roboticists including Brooks, were not contented with the 
approach that the artificial intelligence research was taking. Although many 
systems were constructed that could play chess and calculate salaries, Brooks 
argued that there was little progress being made on developing systems that could 
accomplish a simple task (Brooks, 1991 b) . Constructing robots according to the 
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stored description approach became questionable as these robots were not able to 
adapt and change with their environment. In summary, Brook's research in 
artificial intelligence as well as many other roboticists such as, (Mataric, 1992), 
(Agre & Chapman, 1990), (Ciancey, 1997), helped clarify and explain the initial 
theoretical assumptions of embodied cognition. 
Although the idea applied in the embodied cognition research is not recent and can 
be traced back to the works of Piaget (L. Smith, 1992), Vygotsky (Vygotsky, 1978), 
and Heidegger (Heidegger, 1996), this thesis can be viewed as an alternative to 
the cognitivist and classicist view of the mind. The cognitivist and classicist 
research program can be viewed as a rule based information processing model 
which : 
• Deals with problem solving in terms of inputs and outputs 
• Computes a solution in terms of symbolic encoded representation 
• Claims that cognition can be understood by internal processes that involve 
computation and representation . 
Although this research program is still established, there are many problems that 
were brought forward such as the symbol-grounding problem (Harnad, 1990; 
Searle, 1980), the rule-described problem (Dreyfus, 1992) and the frame problem 
(Horgan & Tienson, 1989). 
The way in which we are embodied establishes the types of actions we can 
accomplish and these actions shape the way in which we can conceptualise and 
categorise (cognitive functions) . This is due to the fact that most embodied 
cognition theorists argue that category and concept formation is made possible by 
the sensorimotor experiences of the being (human/animal). Psychologists, such as 
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Barsalou (Barsalou, 1983, 1987), Glenberg (Gienberg, 1997, 1999), and Thelen 
and Smith (Thelen & Smith, 1994), are but a few who adopt this theoretical 
assumption. For example, Glenberg (1997) shows how cognition emerges from 
embodiment due to 'mesh', which corresponds to the combination of affordances, 
knowledge and goals. While Barsalou (1987) develops a theory of simulation and 
Thelen & Smith (1994) explain the emergence of embodiment in relation to a 
dynamical system framework. All of these cognitive theorists agree that the 
theoretical assumption that embodiment determines in part the cognitive processes 
available to the entity. Furthermore, they claim the cognitivist and classicist view 
has misinterpreted the fact that cognition is a constructive process. By 
constructive, it is not meant that everything is subjective, instead that there is a 
mutual specification between the entity and its environment, so that the way in 
which the world is constructed and the way in which the entity can interact with the 
world is determined by the way the entity is embodied. 
A large number of arguments that support the construction nature of cognition are 
also present in the Embodied Mind (Varela, Thompson, & Rosch, 1991 ), in which 
the authors, argue that colour provides a paradigm of a cognitive domain that is 
neither pre-given nor represented but rather experiential and enacted (Varela, et 
al. , 1991 p.171 ). Furthermore, the authors affirm that our ability to see colours 
results from the active interplay of various sensorimotor modalities. 
Although colour is just one example demonstrating that cognition is constructive, 
there are other cases (Varela, et al. , 1991 ) that might trigger one to ask: "which is 
the correct way to view the world?" According to the theorists, there is not a single 
response to this question since being able to see the world is interpreted by the 
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way in which the entity uses his sensorimotor modalities in order to act 
successfully in his environment. Therefore, the entities particular view of the world 
is the direct result of its sensorimotor experiences. 
The claim that cognition is constructive is supported by many theorists from a wide 
range of disciplines. Varela et al (1991) demonstrate that the union between an 
entity and his environment. Lakoff and Johnson (1999) denote that cognition is 
constructive as it associates projecting schemas and combine them to create a 
representative understanding of the world. This is further supported by Glenberg 
(Gienberg, 1997, 1999), Damasio (Damasio, 1994), and Fauconnier and Turner 
(Fauconnier & Turner, 2002). Therefore this theoretical assumption is widely 
supported in the embodied cognition literature and has been recently considered in 
robotic and artificial life. 
Cognitive systems foster a large range of disciplines from social/cultural cognition 
to single cognitive agents. One fundamental feature of a cognitive system is that it 
has the ability to communicate with humans and other cognitive systems. Th is 
research will deal with a few topics revolving around cognitive systems, and use a 
robotic platform as a cognitive tool. Within this area, we can identify three main 
approaches listed in the following sections. The three areas are: developmental 
robotics, which is very similar to autonomous mental development, epigenetic 
robotics, and evolutionary robotics. There is clearly some overlap between the 
three, but for the purpose of this thesis they will be evaluated in different sections. 
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2.1 Cognitive Robotics Approaches 
2.1.1 Developmental Robotics 
Cognitive robotics is an emergent area of cognitive systems, which is at the 
intersection of robotics and developmental sciences in psychology, biology, 
neuroscience and artificial intelligence (Asada, MacDorman, lshiguro, & Kuniyoshi , 
2001 ; Lungarella, Metta, Pfeifer, & Sandini , 2003; Metta, Sandini, Natale, & 
Panerai , 2001 ; Metta, et al. , 2005; Pfeifer, 2002). Developmental robotics is based 
on methodologies such as embodied cognition , evolutionary robotics and machine 
learning. New methodologies for the continued development of cognitive robotics 
are constantly being sought by researchers, who wish to promote the use of robots 
as a cognitive tool (Balkenius, Zlatev, Kozima, Dautenhahn, & Breazeal, 2001 ; 
Lungarella & Pfeifer, 2001 ; Prince & Demiris, 2003; Weng, Hwang, Zhang, Yang, & 
Smith, 2000; Zlatev & Balkenius, 2001 ). Amongst diverse solutions to the 
programming of robots such as attention sharing, turn-taking behaviour and social 
regulation (Dautenhahn, 2007; Fang, Nourbakhsh, & Dautenhahn, 2003) , a major 
part of the developmental cognitive robotics is imitation and the ability to recognise. 
Recently a considerable amount of research has been conducted in order to 
achieve imitating/intentional agents (Bakker & Kuniyoshi , 1996; Jansen & 
Belpaeme, 2006; Meltzoff, 2002; Nadel, 2000; Scassellati, 1999). More recently, 
researchers have focused on using developmental robotics in other cognitive 
functions such as language (section 2.3). 
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Although artificial intelligence has been around for fifty years, and many intelligent 
machines have been created to solve and prove research problems, we have not 
been able to create human-like intelligence, or even infant-like intelligence with 
cognitive development. In their paper Weng et al. , (2001) discuss the meaning of 
mental development and how one can create an intelligent machine. In order to 
construct developmental robots, the robotic systems should be designed to go 
through a long period of autonomous mental development, from "infancy" to 
"adulthood". The emphasis here is on the word autonomous, as the robot should 
not be created with the direct programming approach, where the human pre-
programs everything that the robot is likely to encounter or do. This approach fails 
in the unknown situation, as the robot is not able to act upon the environment or 
event (Lungarella, et al. , 2003). Another approach that is currently used in attempts 
to create intelligent systems is the supervised learning approach. Here the human 
gives the robot a set of training data, which the robot will mimic and subsequently 
determine (autonomously) how to deal/solve a specific situation/problem. This 
approach, however, fails in the fact that the robot can be trained in a specific set of 
tasks and therefore, cannot employ the training data learned to create general 
purpose strategies that would enable it to deal with a wide range of situations and 
events (Meeden & Blank, 2006) . Finally, the third approach used, in order to create 
intelligent machines, is evolutionary adaptation . Here the robots are scored using a 
fitness function that measures the robots success. Only high scoring robots are 
allowed to reproduce and create a new generation of robots, thus increasing the 
"intelligence" factor. This process is repeated over a large number of generations 
and ultimately, competent robot controllers are created. However, this approach 
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fails , as it becomes difficult to transfer controllers that are developed in a simulation 
environment, to the actual physical robots (Nolfi & Floreano, 2000) . 
The essence of mental development is to enable robots to "live" in the world and to 
become intelligent and autonomous, with minimal supervision from humans. That 
is to say that no tasks are pre-defined and no goals are pre-conceived. The robot is 
then able to choose and decide its own actions. The following two models are 
examples of how this idea is conceived . 
Olson, Nehaniv, & Polani (2006) describe a system based on information theory, 
which is able to learn and construct sensors and actuators of its own internal 
model, in order to achieve visually guided movements. The sensorimotor learning 
process starts by random actions from the robot, which in turn creates internal 
maps/information and thus learns what is needed to be done in a certain 
movement. 
Oudeyer & Kaplan (2006) present a model that emphasises the hypothesis that an 
infant learns how to communicate by playing and examining with different objects 
and states of their environment. In their experiment, their robot ends up discovering 
the potential of communicative learning, showing motivation and interest in 
communicating with different interactive objects for its own learning progress. 
2.1.2 Epigenetic Robotics 
Research in developmental robotics is very similar to that of epigenetic 
robotics. Both research methodologies share the same problems and challenges, 
and are both driven by a common goal. Looking from a methodological point of 
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view, they both have a similar approach, which is in fact biorobotics, residing 
between robotics and biology. Biorobotics concentrates on biological questions and 
hypotheses, and the physical building of models of animals, with their type of 
sensors, so that biomechanics and motor control can advance, from an 
engineering point of view, into the construction of robotic systems (Beer, Chiel , 
Quinn, & Ritzmann, 1998; Lambrinos, et al. , 1996; Sharkey, 2003). 
While both research methodologies deal with similar aspects, there is at least one 
important difference. Epigenetic robotics focuses on cognitive, social development 
and sensorimotor interaction (Prince & De m iris, 2003; Zlatev & Balkenius, 2001 ), 
whilst developmental robotics investigates the acquisition of motor skills and the 
role played by morphological development (Lungarella, et al. , 2003). 
2.1.3 Evolutionary Robotics 
Developmental robotics is also related to evolutionary robotics (Migl ino, 
Hauto Lund, & Nolfi, 1995; Nolfi, Floreano, Miglino, & Mondada, 2000). In a broad 
sense, evolutionary robotics uses a population of robots that will evolve over time, 
whereas developmental robotics is more focused in the organisation of the control 
system, in a single robot, which will develop through interaction and experience 
over time. 
Evolutionary robotics is inspired by the Darwinian principle of natural selection, 
where the fittest individual wins over his adversaries by being able to adapt as best 
as possible to the environment. In evolutionary robotics, robots are considered as 
autonomous artificial individuals that are able to enrich their knowledge by 
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interacting with the world around them. Each of these robots is equipped with tools, 
such as neural networks and genetic algorithms (Holland, 1975). 
The main concept behind evolutionary robotics is the following. Consider a random 
initial population of robotic individuals in an environment. 
Each robot is provided artificial chromosomes that in turn generate the control 
system of the robot itself. The robots will then be able to discover the environment 
by means of looking, moving, performing motor actions, and depending on the 
genetically artificial controller, whilst being constantly evaluated. At the end of a 
generation, the most successful robot (with the highest ability to solve a specific 
task) is then reproduced by copying its genotype, with the addition of some 
changes produced by certain genetic operators, for example, mutation and 
crossover. These applied genetic operators are analogous to those that occur in 
the natural world (natural selection), which will be necessary for the process of 
evolution. In turn, this permits the evolutionary process to achieve a large amount 
of interaction, without the need to understand the significance and meaning 
between the different interactions and emerging properties; as some other 
approaches rely more on a well defined design. 
The evolutionary robotics approach, which is similar to the developmental 
epigenetic approach, involves systems that are embodied and situated (Brooks, 
1991 c; Pfeifer & Scheier, 1999); it is considered an adequate framework for 
synthesising robots, whose behaviour emerges from a large number of interactions 
within their environment. Evolutionary robotics has been successfully applied to the 
synthesis of robots that are able to exploit their sensorimotor coordination (Nolfi, 
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2002} , adaptation (Nolfi & Floreano, 1 999), and competing and cooperation 
behaviours (Baldassarre, Nolfi, & Parisi , 2003; Nolfi & Floreano, 1 998). 
The main issue with the evolutionary robotics approach is that it becomes difficult 
to transfer controllers, which are generated on the simulation side, to the actual 
physical robots. This problem is considered one of the major challenges with this 
type of approach and simulation. Furthermore, this issue can be supported by 
several examples reported by Nolfi et al. , (2000}, where the behaviours developed 
under simulation fail to perform in the same way when deployed on a real robot. 
Therefore, the evolved controllers cannot be directly transferable and usually fail in 
real environments. This problem in evolutionary robotics is referred to as the "gap" 
problem, which indicates that behaviour in reality yields to a completely different 
evaluation than in the simulation . 
2.2 Human robot interaction 
While we have reached a stage where cognitive robotics as a whole, is not 
such an emergent field anymore, some of its sub-domains have only recently been 
tackled and established by research and application groups/communities. An 
example of such a sub-domain is the field of human robot interaction (HRI} , which 
brings together methodologies from robotics, human factors, human-computer 
interaction, cognitive psychology and a number of other fields. This sub-domain 
enables robots to have more natural interactions with humans in order to 
accomplish their tasks. A part of HRI is entertainment robotics, where, user 
interactions are an essential aspect and the industry has made substantial efforts 
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to implement various interaction schemes in designing their robots. Such examples 
may be seen in applications of Sony's "AIBO" (Sony-Giobal, 2003) , NEC's 
"PaPeRo" (Yoshihiro, et al. , 2005), ATR's "Robovie" (lshiguro, et al. , 2001 ), and 
others. Those robots can identify their owners' faces and generate friendly 
gestures, or understand simple words spoken by the owners and then respond to 
them or even compose music autonomously (Tikhanoff & Miranda, 2005). 
However, such interactions might seem to be a little artificial, in the sense that their 
behaviours are pre-described by designers. The behaviour patterns are mostly pre-
programmed, resulting in a lack of behavioural adaptability and flexibility. We have 
considered that some abilities for behaviour learning might enhance the 
entertainment features of those robots. lt would be interesting if speech or 
behaviours could be acquired adaptively through user interactions, rather than 
merely generating predefined actions. 
In the last few years, there have been some important steps in developing human 
interaction and particularly with mobile robots. For example, research on dialog-
driven human-robot synergy was successful in demonstrating that robots were able 
to benefit from seeking help from a human user (Fang, Cabrol , Thorpe, & Baur, 
2001 ; Fang, Nourbakhsh, et al. , 2003). This research has many applications such 
as entertainment, education, psychiatry, and so on (Dautenhahn, Bond, Canamero, 
& Edmonds, 2002; Druin & Hendler, 2000) . Research has been conducted on the 
effects of human-computer interactions, with typical outcomes that people 
participating in experiments tended to interact with a talkative computer in the 
same way that they would talk to another person. Reeves & Nass (1996) suggests 
that some individuals will form a type of social relationship with the computer. 
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Considering these tendencies, to form relationships with computers, there is a 
great belief that this will also apply to the human-robot interaction and even on a 
greater scale. Therefore, humans tend to respond to robots in the way they would 
treat another human and expect that the robot's feedback will have a similar 
emotional response. Furthermore, Picard (1997) states that "emotions play an 
essential role in rational decision-making, perception, learning, and a variety of 
other cognitive functions" (p. Preface X). Therefore, endowing robots with a degree 
of emotional intelligence should permit more meaningful and natural human-robot 
interaction. 
In recent years there has been an increasing interest in social robotics research ; 
social robots are robots that are able to interact with humans. The initial idea was 
to have robots that could interact with the elderly (Montermerlo, Pineau, Ray, 
Thrun , & Verma, 2002), which then extended to tour-guide robots for museums 
(Nourbakhsh, et al. , 1999). Such applications for social robots demonstrated not 
only the benefit for having a robot that could interact with humans, but also that 
these interactions should be as natural and as effortless as possible. 
This has been possible, because most of these robots were implemented with 
some type of primitive emotion or emotional behaviour. Current robotic platforms 
that have some type of emotional behaviour integrated, have demonstrated that 
people are able to interpret and react in a suitable manner to the robot's display of 
emotions. Examples of such robots are the KISMET Figure 1 (a) (Breazeal, 2003) 
and Cog Figure 1 (b) (Brooks, Breazeal , Marjanovic, Scassellati , & Williamson, 
1998), both developed at the Humanoid Robotics group at the MIT AI lab. 
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(a) (b) 
Figure 1. Images of the KISMET (a) and COG (b) , developed at MIT. 
The KISMET is an expressive anthropomorphic head and the Cog is an upper 
torso humanoid robot. Another type of robot able to demonstrate the effectiveness 
of having an emotionally expressive graphical face, for promoting interaction with 
humans, is the VIKIA robot in Figure 2 (Bruce, Nourbakhsh, & Simmons, 2002); a 
project from Carnegie Melon University. 
Figure 2. VIKIA: Robot interaction with a human face developed at Carnegie 
Mellon University. 
One of the most developed social interaction designs for a robot, which is currently 
available, is the TAME framework (Moshkina & Arkin , 2003). This impressive 
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behaviour-based robotic system is endowed with four affective categories of 
personality such as traits, attitude, moods, and emotions. 
lt is well known that human interactions are mostly based on explicit and implicit 
channels of communication (Cowie, et al. , 2001 ). As its name suggests, explicit 
channels are open messages that one individual wants to communicate to another. 
The implicit channel, on the other hand, communicates "hidden" messages about 
the individual. Therefore, as Cowie mentions, paying attention to the other party's 
emotions is a key task associated with the implicit channel. 
There are numerous and varied potential applications where a robotic platform can 
interact with an individual, by detecting the person's affective state and responding 
accordingly. Such applications will potentially be in the individual's household, 
where the robot can assist in the department of personal aids such as cleaning and 
transportation. We can also see applications developing in professional services: 
assistants in hospitals, offices, museums, and security, whilst other developments 
are taking place in search and rescue and military procedures. There is a strong 
belief that human-robot interaction will affect some of these domains, or even all of 
them (Rani & Sarkar, 2005) . These types of robots, such as personal-use robots, 
human assistant robots and service robots, should be able to handle diverse tasks 
(Fugie, Tani , & Hirano, 1994; Kawamura & lskarous, 1994). 
Although we expect to co-exist and be helped by social robots in the near future, 
there are various problems and difficulties to overcome. One example of this is that 
robots would require information on the safety of humans in an unpredictable 
collision . Nevertheless, one of the greatest difficulties that researchers are facing 
is: the most efficient way for humans to interact with social robots. Many 
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researchers on this topic have argued that natural language dialogue would be the 
most favourable way of interacting with robots (Perzanowski, Schultz, & Adams, 
1998; Sidner, Lee, Morency, & Forlines, 2006; Spiliotopoulos, Androutsopoulos, & 
Spyropoulos, 2001 ). This claim is often challenged from a methodological point of 
view, by another approach to human robot interaction (being quite frequent in 
human-robot interaction) , which takes the form of pointing and clicking on a 
graphical user interface (Fang, et al. , 2001 ). In the graphical user interface, the 
user will need to complete a number of steps in order to ask the robot to do a 
certain type of behaviour or action. This approach goes against the fact that human 
language is the most natural way of interacting with another, without the need to 
learn something new to interact with a robot. Furthermore, using the graphical user 
approach brings an impractical aspect, as it is dependent on hardware devices. 
For example, an elderly person using a robot in a hospital , or in their house, will 
find it very impractical to use the graphical user interface to communicate with the 
robot. Another example could be in a search and rescue operation , where the user 
is required to find a way to use the graphical user interface, so they can receive 
feedback from the robot. 
Thus, natural language dialogue has many benefits when used as a means of 
communication with a social robot. Looking at this from the human cognition point 
of view (Horswill, 1995), it is the most cognitively plausible integration of language, 
perception and action. 
Current studies of Human-Robot interaction, through linguistic communication, will 
be presented in the next section. 
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2.3 Developmental robotic models of language learning 
In the future, machine agents will be able to communicate amongst 
themselves and humans with flexibility of the human language. For example, as 
mentioned previously in section 2.2, robots will be able to learn a language and 
understanding from direct interaction with humans. 
Research into language learning has been significantly influenced, over the last ten 
years, through the development of various models of evolutionary and 
developmental emergence and acquisition of language (Cangelosi, 2001 ; Kirby, 
2002; MacWhinney, 1998; Steels, 2003). For example, Steels (2003) studied the 
emergence of shared languages in group of autonomous cognitive robotics, which 
learn categories of object shapes and colours. Cangelosi and his collaborators 
analysed the emergence of syntactic categories in lexicons that supported 
navigation (Cangelosi, 2001) and object manipulation tasks (Cangelosi, Hourdakis, 
& Tikhanoff, 2006; Cangelosi & Riga, 2006; Marocco, Cangelosi, & Nolfi, 2003), in 
populations of simulated agents and robots. 
The majority of these models are based on neural network architectures (e.g. 
connectionism and computational neuroscience simulations) and adaptive agent 
models (multi-agent systems, artificial life, and robotics). 
Within the research conducted on linguistic cognitive systems, the focus has been 
not only on the linguistic element, but also on the close relationship between 
language and other cognitive capabilities, such as the grounding of language in 
motor categories (Cangelosi , 2005; Cangelosi , Bugmann, & Borisyuk, 2004; 
Harnad, 1990; Pecher & Zwaan, 2005; Plunkett, Sinha, Miller, & Strandsby, 1992; 
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Roy & Mukherjee, 2005). Computational models of language that is processed 
have, in the last few decades, focussed on the idea of a symbolic explanation of 
linguistic meaning (Kintsch, 1998; G. A. Miller, 1995; Simon, 1980). Using this 
concept, word meanings are defined in terms of other symbols, leading to circular 
definitions (Harnad, 1990; Roy, 2005) . This approach is based on the important 
process of "grounding" the agent's lexicon directly to its own internal 
representations. Grounding can also be considered the process where internal 
representations are connected to external precepts. Agents learn to name entities, 
individuals and states, whilst they interact with the world and build sensorimotor 
representations of it. 
This is the case of search engines that only rely on text corpora and therefore, 
cannot solve lexical ambiguities that require consideration of contextual and extra-
linguistic knowledge. Grounded systems that have access to the cognitive and 
sensorimotor representations of words can , instead, succeed in solving these 
ambiguities (Roy, Hsiao, & Mavridis, 2003). Equally important, is the reverse : 
learning abstract categories and situations, which are not directly observed in the 
world, and can only be grounded in language and communications among agents. 
Despite the attention that the embodied nature of language has received in recent 
times (Barsalou, 1999; Glenberg & Kaschack, 2002), computational hypotheses, 
which are constructed in terms of specific representations and processes remain 
elusive (Dennett & Viger, 1999). 
Language grounding models provide a new route for modelling complex cross-
modal phenomena arising in situated and embodied language use. As early 
language acquisition is overwhelmingly concerned with objects and activities, 
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which occur in a child's immediate surrounding environment, these models are of a 
significant interest for understanding situated language acquisition. 
In terms of what the future holds for find ings of this work, it does point to the 
possibility of machines that can autonomously learn and question ideas and 
concepts about the world . They will also be able to subsequently communicate in a 
natural way about these ideas and beliefs. Automated generation of weather 
forecasts (Reiter, Sripada, Hunter, Yu , & Davy, 2005) , large-scale image database 
retrieval by natural language query (Barnard, et al. , 2003), verbal control of 
interactive robots , and other human-machine communication systems (Herzog & 
Wasinski , 2004; Ray, 2003, 2005; Yu & Ballard, 2004) are some of the applications 
which could make use of this kind of emerging technology. 
In order to enable systems to communicate about the world surrounding them, a 
number of language grounding systems exist today, which model the translation of 
sensory input into natural language descriptors (Barnard, et al. , 2003; Cangelosi , 
Greco, & Harnad, 2000; Plunkett, et al. , 1992; Reiter & Sripada, 2002; Ray, et al. , 
2003; Steels, 2000). One technique that these models share is the sorting of 
continuous sensory input that are represented as feature vectors into specific 
categories, which are tied to conventional linguistic elements . 
Systems have also been developed on a greater scale , which model visually-
grounded object descriptors and spatial language, to generate whole phrases and 
sentences in scene description tasks (Herzog & Wasinski, 2004; Ray, 2002; Ray & 
Mukherjee, 2005) . 
In recent years, Ray & Mukherjee (2005) used word models, which were 
perceptually grounded in a system capable of explaining scene description; 
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whereby speech interpretation is integrated with visual context (Spivey, 2001) and 
models visual attention dynamics of situated language comprehension (Chambers, 
Craig, Tanenhaus, & Magnuson, 2004; Roy, 2002; Roy & Pentland, 2000; 
Tanenhaus, Spivey, Eberhard, & Sedivy, 1995). These types of approaches have 
also led to sensor-grounded computational models of infant language learning. 
The Cross-channel Early Lexical Learning (CELL) model, first proposed by Roy & 
Pentland, (2000), learns to break down spoken words and link them to an acquired 
visual shape and colour category, based on input through video and speech. CELL 
is able to draw distinctions between words, by identifying their word boundaries 
and then creating visual categories and forming semantic links between those 
spoken words and visual categories. 
Many robotics projects are looking towards different aspects of language 
emergence, such as the development of vocabulary and/or grammar from various 
forms of experience (Breazeal & Scassellati , 2000; Fitzpatrick, 2003; Steels, 1996; 
Werker, Cohen, Lloyd, Casasola, & Stager, 1998; Yu & Ballard, 2004). For 
example, Yu and Ballard (2004) implemented an endpoint detection algorithm for 
acoustic signals to segment the speech stream into spoken utterances; each 
spoken utterance contained one or more spoken words. These utterances were 
then converted into text for speech recognition , using off the shelf speech 
recognition software. Varchacskaia, Fitzpatrick, & Breazeal (2001) investigated if 
the speech input has specialised characteristics that are comparable to those of 
infant directed speech. However, this depends on the nature of the task to which 
the robot is being applied. Experiments included interactions between the Kismet 
robot and young children, for the purpose of teaching the robot new words (as 
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described in Breazeal, 2000) and thus engaging in proto-conversational turn-
taking . 
Very recently, Steels and other researchers (Loetzsch, van Trijp, & Steels, 2008) 
have been following a cognitive approach, in order to study the origin and evolution 
of spatial language. This research has been initiated by observing that human 
language is a system that is endowed with two dimensions. The first dimension is 
the functional dimension and the second one is the cognitive dimension. Therefore, 
understanding language should be to understand both of these dimensions and the 
interaction between them. Using experiments in artificial language evolution, on the 
Sony AIBO robot, (Loetzsch, et al. , 2008) have illustrated that speakers are able to 
use a different spatial reference than their own, in order to conceptualise what 
need to be said . Therefore , spatial perspective transformation enhances the basis 
of a communication system between agents, which can consider scenes from 
different spatial perspectives. 
Furthermore, Wellens, Loetzsch, & Steels (2008) have reviewing another way than 
the traditional approach, for a robot/individual to learn the meanings of words. 
Instead of having a scenario where the learner has to represent a set of forms onto 
pre-defined concepts, which is normally the traditional approach, they explore a 
flexible way of pairing forms and meaning, in order to attempt to solve the problem 
of referential uncertainty. Referential uncertainty means that a speaker can use a 
multitude of words to describe different aspects of a particular object. Wellens, et 
al. , (2008) use the Sony QRIO humanoid robot in order to play different types of 
language games, about objects that are in the scene. The system uses a multitude 
of sensory information in order to convey the object's feature sets. 
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Recently, Cangelosi & Rig a (2006) presented an embodied model for the 
grounding of language in action, using epigenetic robots. The model uses 
simulated robots in order to learn the names of basic actions through imitation. 
The model demonstrates how high-order behavioural abilities can be built, in a non 
supervised manner, and on previously learnt basic action categories after a 
linguistic interaction with another agent. An important aspect of the human 
language is productivity; thus new concepts that can be expressed through a vast 
combination of words. The robotics agents used in Cangelosi, et al. , (2006) do not 
have full linguistic and compositional abilities, but rely on simple arrangement 
methods to enrich their vocabulary. 
Tani , lto, & Sugita (2005) have been looking to explain how self-organising internal 
structures can provide an aid to learning generalisation and to generate a variety of 
behaviours. Their model is based on the Recurrent Neural Network with Parametric 
Biases, described in chapter 3.2. lt has been used for three different experiments 
on (1) Imitative interactions, (2) learning to generate different types of dynamic 
movements, and (3) the binding of linguistics and behaviours. These experiments 
were carried out on three different platforms: (1) The Sony QRIO Robot for the 
imitative experiment using the robot's vision and six degrees of freedom in its arm, 
(2) two degrees of freedom in a robotic arm, equipped with a camera, to generate 
different types of movements, and (3) a mobile robot with an onboard camera, one 
degree of freedom in the arm, as well as torque sensors in the arm and wheels to 
eo-learn the word sequences and their corresponding behaviours. 
Recently Brandl, Wrede, Joublin, & Goerick (2008) have been focusing on the 
recognition and understanding of speech and more specifically, the ability to parse 
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spoken utterances into words. They propose a model for early infant language 
learning that uses raw acoustic speech as input and aims to develop speech in an 
unsupervised way. The model is based on a three layered architecture comprising 
of phoneme and syllable learning. Brandl , et al. , (2008) have integrated their model 
into the Honda Asimo robot as an embedded multimodal interacting and learning 
framework. The model for speech acquisition is inspired by principles that have an 
important role in infant speech recognition. After some learning stages the model is 
able to achieve such recognition in a non-supervised manner and a stable syllable 
representation. 
The development and application of sensor-grounded language systems leads the 
way to a new kind of cognitive model, which is able to deal directly with recordings 
from natural human environments, bypassing the need for manual transcription or 
coding. These systems are able to approach learning from a human perspective, 
through dealing with natural sensory data. 
2.4 Robotics and simulators 
As research groups and communities are increasingly working with robotics 
systems, it is important to consider the usage of robot simulations. Recently, robot 
simulators have become an essential tool in the design and programming of robotic 
platforms and tasks, whether for industry or research. Furthermore, these robotic 
simulators have had a significant role in research , where they have proven to be 
critical for the development and demonstration of many algorithms and techniques 
(such as path planning algorithms, grasp planning, and mobile robot navigation) . 
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Moreover, the usage of a simulation assists in continuous system development, by 
providing an alternative for robots that are currently not accessible, due to 
malfunctions; or for cases where groups do not have the means to purchase or 
build and maintain a robot, such as small laboratories and hobbyists. Another 
major support is the case where the robot itself is not able to sustain long running 
experiments such as learning tasks and evolutionary approach. 
One of the main reasons for the popularity in the usage of a robotic simulator is 
that they are a fast and secure way to test robot prototypes and to fine-tune 
algorithms. 
In the last decade, several robot simulators have been developed, all with a 
different focus on complexity, accuracy, and flexibility. Furthermore, there are a few 
differences in the possibility of creating and integrating a user's own robot model 
and modifying the virtual environments as required. Some of the developed 
simulators will mainly work in two dimensional environments, whilst others will do 
so in three dimensional environments. Some may employ a dynamic approximation 
and have full or limited interaction with the surrounding environment. 
This section attempts to demonstrate the general approach of robotic simulators by 
presenting multiple examples of different robots and their corresponding simulation 
tools. 
In general terms, robotics simulators can be categorised in four different sections: 
• Wheeled Robots 
• Manipulator Robots 
• Legged Robots 
• Underwater robots 
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In some cases, these applications can be transferred to real physical robots 
without any modifications. The simulators are able to emulate the motion of an 
actual physical robot in a virtual world scenario. Most of the present simulators use 
physical engines to simulate physics and collisions, and have a precise rendering 
engine in order to realistically render the robots and their environments. The use of 
these simulators is highly adequate, in order to develop a robotic controller 
regardless of whether an actual robot is used or not. Here we provide a 
classification of current robotic simulators and a brief listing of their main 
properties. Table 1 provides a detailed description of examples for mobile robots, 
whilst Table 2 deals with manipulator (whether for industry or simulated arms) and 
legged robots, and Table 3 summarises current underwater simulated robots. 
Wheeled 20 3D Open Multi- Description robots Source __Qiatform 
Collection of software for mobile robot 
control. Designed to provide basic 
CARMEN Yes No Yes Yes navigation primitives, including: sensor 
control, obstacle avoidance, 
localization, path planning and mapping 
(Thrun, Fox, Burgard, & Dellaert, 2001) 
Services and tools that complement 
COROWARE No Yes No No Microsoft Robotics Studio. Simulate 
~atial environments 1Coroware, 20061 
Software for running evolutionary 
robotics experiments. This software is 
EVOROBOT Yes No YES No useful for running experiments either in 
simulation or on a physical robot. The 
Khepera robotlNolfi, 20001 
Multiple mobile robot simulator for the 
EYES I M- eye Bot robot. Simulator includes 
EYE BOT No Yes Yes Yes actuators as well as all robot Sensors: On board vision, infra red sensors, 
Bumpers (Koestler & Braunl, 2004) 
Multi-robot simulator for outdoor 
environments. Capable of simulating a 
GAZEBO No Yes Yes Yes population of robots, sensors and object 
in a 30 world (Gerkey, Vaughan, & 
Howard, 2003) 
Table 1 (1 ): Detailed description of simulated mobile robots (continues on next 
page) 
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Simulation environment that allows 
robot simulation and control: Some of 
JAVA MOBILE its features include: simultaneous 
ROBOT No Yes Yes Yes simulation of multiple robots, 
visualization of 30 worlds, including 
insertion of VRML objects (lkuo, et al., 
2003l 
Khepera robot Simulator under Matlab. 
No Simulates motor, proximity and light 
KiKS No Yes No sensors, and develops AI behaviours 
(Nilson, 2001) 
Simulation for mobile robot systems. 
MOBS Yes Yes Yes No Sensors modelled are: Odometry bumpers sonar sensors camera view 
(Braunl, 1 997) 
Powerful flexible interface to a variety of 
sensors and actuators. Scalable 
multiple robot simulator. Simulate 
Player/stage Yes No Yes Yes population of robots moving in and 
sensing two dimensional environments 
(Kranz, Rusu, Maldonado, Beetz, & 
Schmidt, 2006) 
Environment for simulations in a 
continuous virtual multi-agent world. 
XRaptor Yes Yes Yes No Contains sensors obtaining information 
about the world as well as actuators 
(Bruns, Mossinger, Polani , & Schmitt, 
200~ 
Fast prototyping and simulation for 
Webots No Yes No No mobile robotics, and customizable 
sensors and actuatorsJMichel, 2004) 
Table 1 (2): Detailed description of simulated mobile robots. 
Manipulator Open Multi-
and Legged 20 30 Source platform Description 
robots 
Training system for robot programmers. 
it covers basic knowledge and provides 
COSIMIR No Yes No No information about the manipulation field 
(Freund, Feist, Pensky, & Wischenwski , 
2004) 
Enables the design, simulation, 
eM optimization, analysis and offline 
WORKPLACE No Yes No No programming of a multi-device robotic 
and automated manufacturing process 
lSimulation-Solution, 2005) 
Taking real CAD data, this simulator 
FAMOS No Yes No No enables you to test and plan processes 
under real conditions J KBSI, 1 998) 
Table 2 (1 ): Detailed description of simulated manipulator and legged robots 
(continues on next page) 
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Simulator for offline programming and 
MOTOSIM No Yes No No real time manufacturing simulations in 3D. Supports imports of 3D models 
(Yasuhiko & Shin'ichi, 2005) 
Allows users to simulate a robotic 
ROBOTGUIDE No Yes No No manufacturing process in a 3D space. 
(Hart, 2000) 
3D Kinematic robot simulator software 
package. Combined with a user interface 
SI M ROBOT No Yes No No such as line graphs, stereograms. Can 
easily derive own robotic controller 
(Laue Spiess & Refer, 2006) 
Free software suite for robotics 
application research and education. 
VIRTUAL No Yes Yes No Possibility to simulate industrial robots ROBOT individual or grouped multi-robot workcell 
(Sapena, Onaindia, Mellado, Correcher, 
& Vendrell, 2004) 
Possibility to perform movement 
VIRTUAL KHR-1 No Yes No No sequences and transfer them to the real 
physical robot (Maiinqa, 2005) 





















Simulator for manipulation and vehicle 
control with user-configurable 3D 
graphical models. Equipped with contact 
dynamics, cable dynamics and 
hydrodynamics (General Robotics, 
2005) 
A graphic multivehicle simulator which 
allows simulation hardware testing and 
vision algorithm testing 
(Underwater Robotics Lab, 2006) 
Simulate an autonomous robot in an 
underwater environment. lt can act and 
interact in a similar manner to the 
physical reactions of real objects. 
(Boeing, Koestler, Petitt, & Ruehl , 2005) 
Table 3: Detailed description of simulated underwater robots. 
One important additional feature of robotic simulators is that they also allow 
researchers to experiment with robots, using varying morphological characteristics, 
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without the need to necessarily develop corresponding features in the hardware 
(Bongard & Pfeifer, 2003) . This permits the discovery of properties in the behaviour 
of an agent, which emerges from interaction between the robot's controller, its 
body, and the environment (Kumar & Bentley, 2003). Another advantage is that 
robotic simulations make it possible to apply particular algorithms for creating robot 
controllers, such as evolutionary or reinforcement learning algorithms (Nolfi, et al. , 
2000). The use of robotics simulation can drastically reduce the time of the 
experiments, such as in evolutionary robotics. In addition, this makes it possible for 
exploration into topics such as the eo-evolution of the morphology and the control 
system (Bongard & Pfeifer, 2003). 
As previously mentioned, one important aspect of robotic simulators is the potential 
for a large number of research groups to use simulators instead of physical robots, 
which will greatly reduce time in developing new learning methods. Most of the 
reported simulators are fairly unsophisticated, but an advantage is that current 
computer power, the development of more powerful graphics cards; this will also 
help enhance physical engine libraries that will permit the development of much 
more powerful and accurate simulators of robotics systems, and their 
environments. 
The major problem that occurs, when designing robotic simulators, is that pressure 
for computational simplicity can be detrimental to the accuracy, as well as to the 
controller of the robotic platform. One concrete example of this can be seen in 
Brooks (1992), where he argues that, after generating a controller under a 
simulated environment and attempting to distribute it to real physical robots, it was 
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extremely difficult to obtain a similar robotic behaviour. This was because a large 
amount of time is dealt with how the simulated robotic model is implemented, 
rather than on in-depth control architecture, which in practice will not be relevant 
and may eventually produce incomparable behaviour. Therefore, a great deal of 
effort must be expected to develop an accurate replica of the physical robot, which 
will eventually be able to generate and transfer similar behaviours, when running 
offline or parting to the real physical robot. 
2.5 The iCub humanoid robotic platform 
Generally, humanoid robots are designed in a very complex and meticulous 
way, as they need to accommodate many different components, such as motors, 
wires and so on, in a very confined space. Typically, the control of such a robot is 
processed through a cluster of computers, rather than just one, as the 
computational power required is quite demanding. As a matter of fact, this process 
will also depend on the type of software that is designed for the robot, as this is the 
base for building a cognitive system in a coherent and meaningful way. 
The section begins by attempting to explain the need of using a humanoid robot 
with the importance of humanoid embodiment. This is followed by a short 
description of the iCub robot mechanical specifications and its software 
architecture. 
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2.5.1 Why a humanoid robot in cognitive robotic research 
In recent years, research in cognition and human behaviour has been 
progressing in diverse groups of disciplines. Such diverse groups include: 
psychology, biology, computer science, and neuroscience, among others. 
The main research behind cognitive processes was accomplished in the realm of 
mathematical models and artificial intelligence that is based on theoretical notions. 
lt is now sufficiently apparent that cognitive processes are strongly linked with the 
actual physical structure of the body and its interaction with the surrounding 
environment. Intelligence and mental processes are deeply influenced by the 
structure of the body, by motor abilities and skilful manipulation of the sensory 
system (Metta, et al. , 2005) . The actual physical body and its produced actions, 
play as much of a role in cognition as neural processes. lt has been said that 
human intelligence develops through a series of interactions with objects in the 
environment, and is constantly shaped by its interactions with other human beings 
(Lungarella, et al. , 2003; Weng, et al. , 2000). 
This approach is quite different to the classically suggested Artific ial Intelligence, in 
the sense that it aims towards an alternative position that re-asserts embodiment, 
development, and interaction in a cognitive system (Freeman, 1996). This 
contrasts with the emergent embodied approach, which is based, to an extent, on 
the principles of self-organization (Ciark, 2001 ; Varela, 1992). Therefore, there are 
two interconnected processes that are apparent: one being the eo-determination of 
the system and the environment (through action and perception) and the second 
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being the eo-development of the system, as it adapts and learns new ways of 
interacting (Sandini , Metta, & Vernon, 2007). A significant observation is that, by 
looking at interaction as a shared activity (Ogden, Dautenhahn, & Stribling, 2002) , 
an agent's action is bound to act upon and determine the actions of the other 
agents that participate in the same interaction. This notion can be also seen in 
Clark (1994} , where the consequences of interactions (actions) are accentuated 
by, as Clark refers , a notion of joint action . 
As reported in the previously mentioned affirmations, it is, without a doubt, 
important that agents reciprocally deal in a sequence of actions, which suggests 
that, in an interaction, there is no need to communicate any meaning. The meaning 
will consequently become apparent through the agent's interaction experience. 
We have seen that cognition , which is based on the importance of the agent's 
actions, and world understanding, which in turn depends on the agent's experience 
of interaction, are needed in order for a system to be able to develop a 
representation and therefore, ultimately understand the world in a similar way to 
humans. Therefore, the system necessitates the need to have a similar 
morphology to that of human beings. 
In conclusion, a robot used for research in human cognition should be a humanoid 
robot that is capable in attempting as many potential actions as possible, in order 
to behave in a human-like way. Even if research in humanoid robots has multiple 
scientific and technological goals to achieve, humanoids are essential tools for 
studying such intelligence. In the last decade, many humanoid robotic platforms 
have been placed together in order to study cognitive development, such as : the 
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Honda Asimo (Chestnutt, et al. , 2005; Ng-Thow-Hing, List, Thorisson, Lim, & 
Wormer, 2007), the Sony Orio (Wellens, et al. , 2008), Aldebaran robotics NAO 
(Ferrein, Steinbauer, McPhillips, & Potgieter, 2008) , Fujitsu HOAP3 (Guenther & 
Billard, 2007), and iCub robot (Metta, et al., 2005; Sandini, et al. , 2007). 
In this thesis, focus will be on the iCub humanoid robot, as it is the main emergent 
cognitive robotic platform and represents a considerable advantage to 
advancements in the study of cognition and intelligence through open 
collaboration . 
2.5.2 The iCub Robot 
The iCub is a new open-source humanoid robot designed as a result of the 
"RobotCub" project, a collaborative European project aiming at developing a new 
open-source cognitive robotics platform. Measuring 1 05cm in total , the iCub robot 
is approximately the same size as a three year old child. The iCub is the ideal 
platform to undertake research in cognitive systems, as the robot itself is fully 
articulated hands, which allow dexterous manipulations, as well as the head and 
eyes, which permits very precise and accurate movements that are required for 
vision. Furthermore, the iCub robotic platform is equipped with visual , vestibular 
(for balance and spatial orientation), auditory and haptic sensor capabilities. 
The iCub humanoid robot is fully articulated and many of the parts were designed 
from the ground up, such as the head, torso, two arms and hands, and two legs. 
The iCub humanoid is equipped with 53 degrees of freedom, organized in the 
following manner: 
• 7 for each arm (14) 
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• 9 for each hand (18) 
• 6 for the head (6) 
• 3 for the torso and spine (3) 
• 6 for each leg (12) 
Figure 3 shows the iCub Humanoid robot as of November 2007. 
A significant amount of research has been done on ergonomics and actual x-ray 
images, which resulted in the actual dimensions for the design of the iCub 
humanoid robot (Metta, et al. , 2005) . Although some parts are considerably small, 
they can now be implemented due to current advancements in manufacturing 
technology. A similar example to the iCub humanoid robot is the Sony QRIO 
(Sony-Giobal, 2003). To some degree, the QRIO is the same size as the iCub, but 
has less degrees of freedom in the hand and the eyes in particular. 
Furthermore, the iCub designers wanted to achieve better dexterity of the arms 
and construct a robot that would be able to make the most out of the surrounding 
space. Therefore, the iCub has been designed and implemented with three 
degrees of freedom in the shoulders. 
Compared to human data and given the size of the robot, the iCub humanoid robot 
is a good approximation on joint aspects, as well as the power and torques 
required. An example for this is in the robot's wrist (Figure 4) . 
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Figure 3. The iCub Humanoid Robot in November 2007. 
A further aspect that the designers of the iCub needed to deal with was the 
sensors. Given the size of the iCub this was not a simple task, as they needed to 
exploit the best available technology and in some cases design their own sensors. 
The iCub humanoid robot is now developed with vision, audition , joint sensors, 
force sensors, tactile sensors- where possible- and temperature sensors in many 
of the motors. There is also a plan to equip the robot with a speaker in order to 
provide feedback to the human user. 
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Below is a detailed summary of the robots sensors related to human sensory 
perceptions: 
• Cameras - eyes 
• Microphones - ears 
• Gyroscopes - balance 
• Linear accelerometers 
• Encoders (or other positional sensors) 
• Temperature sensors, current consumption sensors 
• Various tension, force/torque sensors 
• Tactile sensors -touch 
To recapitulate, the constraint in size and available technology will determine a 
good part of the design choices of the iCub humanoid robot. Furthermore, in some 
cases, preliminary simulations of the iCub humanoid robot were performed on 
Webots (Michel, 1998), in order to study some of the robot's behaviour and 
determine whether or not the torque readings from the joints were adequate. 
Considering the results of these studies, the best available motors were selected. 
2.5.3 Hardware specifications 
The amount and position of the degrees of freedom reflect the manipulative 
tasks of the iCub humanoid robot and their resemblance to human beings. The 
main issue with humanoids is the decision of how many degrees of freedom to 
allocate to the hands. This is due to the fact that, from an engineering point of view, 
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the location of the hand's actuator can only be located in the forearm, due to space 
restrictions. 
After a large amount of research on requirements for grasping and manipulating, 
taking into account past experience with restrictions such as size and technology, 
the designers estimated that nine degrees of freedom in the hand would be 
optimal. 
The hand of the iCub (see Figure 4) is actually considered to be under-actuated, as 
the nine motors in fact move seventeen joints that are coupled in a number of 
ways. The thumb, index, and middle finger are independent, and the last two 
fingers (ring and little) act as a simple one degree of freedom. 
In more detail, the thumb has three degrees of freedom, one of which is actuated 
from a small motor inside the palm. The last two degrees of freedom move the 
remaining joints, which are coupled, by means of a small rotational spring. The 
index finger has the same arrangement as the thumb and the joints are coupled in 
the same way. This is driven together with the ring and little finger, by keeping the 
middle finger fixed with respect to the palm. 
Therefore, the middle finger has just three joints and only two degrees of freedom. 
Finally, the ring and little finger are connected together, coupled by means of 
springs and actuated by a single motor. As for the thumb, the abduction/adduction 
movement is driven by a small motor located inside the palm. 
Looking at the literature, it has been identified (Mason, 2001) that having nine 
degrees of freedom, evenly distributed on three fingers, allows, in this case, the 
iCub robot to have full manipulability, by taking into account the positioning of three 
contact points, the fingertips, that can be placed onto an object. 
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Figure 4. The iCub Humanoid's right hand taken from RobotCub. 
Taking the head into consideration, the simplest configuration needs to have three 
degrees of freedom for moving the eyes, allowing movements such as panning and 
vergence, and common tilt. The neck does not benefit from more than three 
degrees of freedom , as the parts are more than sufficient to replicate neck 
movements and have been proven to be reliable on other existing robotic heads. 
This gives the iCub robot forty-seven remaining degrees of freedom for the whole 
body. 
As previously mentioned, the arms of the iCub have seven degrees of freedom. lt 
has been proven that six degrees of freedom would be sufficient to reach any point 
in the workspace (Agrawal, Kissner, & Yin, 2001), with a large variety of 
orientation. The seventh degree of freedom is to provide the iCub a means of 
reaching without interfering with vision . This type of behaviour is very desirable for 
keeping sight of the action, whilst dealing with grasping and interaction with an 
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object that is located in front of the robot. This extra degree of freedom allows the 
robot a full range of motion in the shoulder, which is very similar to the human bone 
structure and movements. 
The iCub legs should support crawling, but the iCub designers have discovered 
that, in practice, such requirements for crawling are not significantly different from 
walking. In the early stages of development, the designing partners did not 
consider walking, as it was not in the requirements of RobotCub and therefore, was 
not verified at the time of design. The walking potential was found in later stages, 
due to the fact that motors used for the legs were strong enough for supporting the 
whole body. Allowing the iCub to walk is clearly an advantage for the RobotCub 
partners, as the iCub can now appeal to a large amount of diverse groups. 
2.5.4 Software Architecture: YARP 
The iCub software is potentially parallel and distributed. Apart from the 
interface API that directly communicates with the hardware, the upper layers might 
require further support libraries; these libraries are known as middleware. For the 
RobotCub project, the partners decided to use YARP (Yet Another Robotic 
Platform) for the middleware (Metta, Fitzpatrick, & Natale, 2006). YARP is open-
source and is thus suitable for inclusion with the newly developed iCub software 
architecture. The rationale of this choice lays in the fact that having the source 
code available could potentially simplify software sharing and integration. 
YARP has been implemented for researchers in humanoid robotics, who find 
themselves with a good deal of complicated hardware to control and with an 
equally large amount of complicated software. 
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Being able to attain visual , auditory, and tactile perception , whilst also performing 
elaborate motor control in real-time, requires a large amount of processing power. 
Therefore, YARP is ideal for such systems as it functions as a communications 
mechanism, making these processes as easy as possible to implement and run on 
the iCub humanoid robot. 
Nowadays, YARP is a platform designed for long-term software development, 
aiming towards applications on a humanoid robot that are real-time, that require 
intense computations, and that are not specific to a particular type of hardware as 
the robot may change and evolve through time. Over the past few years, YARP 
has been successfully deployed on several robotic platforms (Aryananda & Weber, 
2004; Beltran-Gonzalez & Sandini, 2005; Breazeal & Scassellati , 1999; Brooks, 
Breazeal , Marjanovic, et al. , 1998; Edsinger-Gonzales & Weber, 2004; Natale, 
2004; Torres-Jarra, Natale, & Fitzpatrick, 2005). 
With YARP it is possible to write processes that run on several machines without 
the need to modify the source code. This allows users to move processes along a 
machine cluster, in order to distribute the computational load on the machine's 
central processing unit. This is also useful in the case where there is the need to 
recover from hardware failure. However YARP is not based on automatically 
allocating processes due to the fact that the links between the hardware and its 
control have different constraints that are understood by the user but would not be 
practical to implement. This is further supported by the constant change in the 
research environment and in a cluster of computers there could be the case that 
processes would need to be allocated differently between slower and faster 
processors (Metta, et al. , 2006). 
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The communication in YARP is based on the Observer pattern (Gamma, Helm, 
Johnson, & Vlisside, 1995). This allows the condition of the port objects to be 
conveyed to any number of clients (observers) across any number of computers. 
YARP is able to administer these connections in a way that conceals the observed 
from the observer and, furthermore, conceals the clients (observers) from each 
other. This is useful in the case where an observer receives data in a slow an 
infrequent manner without slowing down the acquisition of data by other observers. 
In YARP, a port is an active object, (Metta, et al., 2006), that is able to control a 
large amount of connections exchanging data as input or output. Figure 5 shows 
how the port internal structure is implemented. Each port can be either input or 
output and therefore the connections have specific conditions that can be handled 
by external commands. These conditions manages the connections or receive their 
events, states and. A YARP input port is able to receive information/data from a 
multitude of connections at different data rates and using different protocols. 
Similarly, an output port is able to send data to a large amount of receivers, at 
different data rates and using different protocols 
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Figure 5. The port internal structure in YARP. Image adapted from Metta, et al. , 
(2006) . 
In recent years we have seen the birth of a rather large amount of new and 
ambitious robotic projects (Adams, Breazeal, Brooks, & Scassellati , 2000 ; Hirai, 
Hirose, Haikawa, & Takenaka, 1998; Kaneko, Kanehiro, Kajita, & Hirukawa, 2004; 
Sakagami , et al. , 2002; Sandini , Metta, & Vernon , 2004) . However research in 
providing intelligence to these robots is really slow. 
The problem with artificial intelligence is a deep one and since it began to be 
investigated many research groups have underestimated the problems. 
(Fitzpatrick, Metta, & Natale, 2008). However, significant progress can be 
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accomplished due to our understanding of the problems or the accumulation of 
knowledge (Pfeifer & Bongard, 2006). Like many others, we are drawn to robotics 
in order to challenge the real problems of intelligence. With this comes the 
advantage of revealing unforeseen circumstances that embodiment brings with it 
(Pfeifer & Bongard, 2006) . 
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CHAPTER 3 
Artificial Intelligence for Cognitive Robotics 
One of the most valuable developments in the last few decades has been the 
birth of the new interdisciplinary field of Cognitive science, the science of the mind. 
Cognitive scientists seek to understand mental phenomena such as learning, 
thinking, perception, and many others. Cognitive science provides a unique and 
rich insight into the nature of human beings. Therefore, it is reasonable to consider 
that cognitive science has an ingrained commitment to a representational 
perspective of the mind (Ciark & Grush, 1999). 
Intelligence is, therefore, concerned with problem solving. Problem solving requires 
large amounts of computations defined over internal representations of salient real-
world structures, facts and hypotheses; this is predominantly based on facts 
gathered from the point of reference of a human being. lt is the science where 
goals are in the explanation and understanding of cognition. 
Cognitive processes span the brain, the body, and the environment: to 
understand cognition is to understand the interplay of all three. Inner 
reasoning processes are no more essentially cognitive that the skilful 
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execution of coordinated movement or the nature of the environment in which 
cognition takes place (Van Gelder & Prot, 1995) p. viii-ix. 
Cognitive scientists stress the relationship between the human and the machine. 
Therefore, research into artificial intelligence techniques is of great importance to 
cognitive science research. Scientists can use artificial intelligence in order to 
attempt to understand how human beings manage to accomplish intelligent tasks. 
The knowledge on human intelligence is then used to get a machine to produce the 
correct solution to specific problems. 
3.1 Artificial Intelligence 
Developing intelligent systems that are able to acquire and demonstrate the 
human capacity is one of the ultimate goals for research domains such as 
technology, the cognitive science community, and cognitive robotics. 
Intelligence has always been a controversial topic. Although researchers have a 
good general idea of what is meant by intelligence, there is no general concurrence 
on a particular answer. This type of conflict is quite significant as there is a need to 
understand and agree upon what intell igence actually is and therefore, have a 
general base on how to design artificial systems that are deemed to be called 
intelligent. For this particular reason, it will be useful to start by attempting to 
provide a definition of artificial intelligence. But, how do we perceive intelligence 
itself? Most of us are able to distinguish an intelligent behaviour when we see it. 
However, it would be hardly possible to define intelligence in such a way that it 
would eventually help assess the intelligence of a computer program, whilst seizing 
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the complexity of the human mind. Is it necessary to design an intelligent computer 
program, based on what is conceived of the human intelligence, or is it necessary 
to follow the disciplinary engineering approach to the problem? These types of 
unanswered questions and many more have been able to help shape the problems 
and solution methodologies of past and current artificial intelligence approaches. 
Defining artificial intelligence is not straightforward, but according to Russell and 
Norvig (Russell & Norvig, 1995), artificial intelligence can be organised into four 
categories. These four categories provide artificial intelligence with four different 
goals: 
• Systems that think like humans 
• Systems that think rationally 
• Systems that act like humans 
• Systems that act rationally 
Goals of Artificial Intelligence (from Russell & Norvig, 1995). 
Such a classification is already a promising start to defining intelligence, as it 
emphasises the idea that artificial intelligence is a sector of computer science, with 
focus on building computer programs that are able to naturally solve problems. 
This is where classical artificial intelligence arises. In classical artificial intelligence, 
also known as GOFAI (good old fashion artificial intelligence) (Haugeland, 1985}, 
an intelligent system is seen as a rational reasoning device, where intelligent 
models focus on high-level processes such as problem solving, reasoning, logic, 
and chess playing. 
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There has been a great deal of progress in this area, especially in the case of 
chess playing, where we have seen computers that were able to play extremely 
well in order to beat world champions. The advanced game playing area of 
classical artificial intelligence has been most successful, whilst other areas have 
not been able to progress as much. A good example of this limited progress can be 
seen in computer vision. lt has been much more of a challenge, than was 
expected, to be able to extract meaningful information from an assortment of 
camera images. Typically, the information would be extracted as a multitude of 
pixel arrays and then mapped onto an internal representation of the world or the 
environment. The main reason behind such difficulties, and a fundamental problem 
of classical artificial intelligence, is the fact that the models do not take into 
consideration aspects of the real world. Most of the work in classical artificial 
intelligence has been concentrated in abstract virtual worlds, with predefined states 
and operations, which considerably reduce the boundless state of the real world. 
Another example of the limitation of artificial intelligence is language 
understanding, where classical artificial intelligence models have been unable to 
detect and use the contextual information, thus failing to provide the correct answer 
in uncertain situations where humans would easily succeed. Consequently, it has 
been practically impossible to succeed in scaling up, from a limited set of domains, 
to a much more complex and realistic situations. Moreover, when reducing real life 
problems to some degree of formal logic, they become more complex to manage 
(in a computational sense) . 
Apart from robustness and generalisation, another well known problem with 
classical artificial intelligence models is the real-time processing issue. As the real 
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world depends on its own dynamics, the models must be able to act quickly and in 
some situations, to persevere and accomplish their tasks. Models implemented on 
a robot, which are based on the classical paradigm, are frequently slow, as all the 
processing of information is performed centrally. That is to say, if all the robotic 
sensors are being transferred to a central device, in order to account for integration 
with the other sensors ; whilst also mapping them to internal representations, 
deduct a planning of sequences to be performed, and finally generalise motor 
commands; then it will most definitely fail to achieve real time responses . 
A further criticism of classical artificial intelligence is the fact that all the processing 
is done in sequences, a step by step process. By contrast, the human brain is a 
massively parallel processing system that allocates tasks to different parts of the 
brain continuously. A further issue in classical artificial intelligence models is due to 
the fact that most architecture follows the Van Neumann way, which is based on an 
information processing level, a sequential machine. In contrast, at the physical 
level, the Van Neumann architecture (MacRae, 2000) is extensively parallel to any 
other natural system. 
So far, we have been concentrating on the classical artificial intelligence models, 
and their success and failures. Although seemingly restrictive, these types of 
models have stimulated the design of other applications, which in turn have raised 
many other questions, and eventually developed new concepts and tools. 
A significant attempt to address the question of intelligence was put forward by a 
British mathematician, Alan Turing ; in his book Computing Machinery and 
Intelligence (Turing, 1950). Turing considered the question of whether or not a 
computer system (a machine) could be actually made to think. He eventually 
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proposed that the questions and arguments about intelligence would be replaced 
by a well defined test. The so called ''Turing Test" assesses the performance of a 
so called intelligent machine against that of a human being. The test consists of 
placing a human and a machine in rooms on either side from another human. The 
latter is known as the interrogator, who is not able to directly see or interact with 
either of them and therefore, is unable to know which one is the machine. The only 
means of communication is by a terminal , where only textual information can be 
sent and received. The goal of this test is to determine if the interrogator is able to 
determine which one of the two agents is the machine, on the basis of their 
answers to any type of question. If the interrogator is unable to separate the human 
from the machine, then Turing claims that the machine was successful in fooling 
the interrogator and therefore, the machine is regarded as being intelligent. To 
summarise the Turing Test, here are some significant features (Turing test 
features: adapted from (Luger, 2004)) 
• lt aims at providing a notion of intelligence, depending on the behaviour 
of a known agent, in response to a particular set of questions. 
• lt prevents the jury from being misled from unanswered questions, 
thinking that the machine is using the appropriate internal processes, or 
whether it is aware of its actions. 
• lt eliminates any favouritism , in favour of humans, by focusing 
exclusively on the content of the answered questions. 
Although the Turing test has strong appeal, several points have been raised 
against the validity of the test itself (Russell & Norvig, 1995). One of the main 
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justifiable contradictions is the fact that the Turing test is aimed at purely symbolic 
problem solving tasks. Clearly it does not involve dexterity or perceptual feedback, 
as it has been argued that these are important features in human intelligence. 
Some major criticism of the Turing Test as noted in (Hayes & Ford , 1995), have 
argued that it has been a mistake to focus on such a test, as there are more 
important problems at hand; such as developing theories that would explain and 
support human intelligence, and applying these to a machine, in order to develop 
tools to solve specific problems. Furthermore, as noted by Ada Lovelace 
(Freeman, 1996), computers can only do what they are told and therefore, cannot 
perform original and intelligent actions. 
The Turing Test does not admit of weaker, different, or even stronger forms of 
intelligence than those deemed human. This puts AI engineering in a rather 
ridiculous position. Our most useful computer applications (including AI 
programs) are often valuable exactly by virtue of their lack of humanity. A 
truly human-like program would be nearly useless (Hayes, et al. , 1995). 
However, besides all the criticism that the Turing test endured, it is greatly 
significant, as it concentrates on the behaviour of the system and uses human 
cognition as a point of reference for intelligence. 
On the other hand, such as behavioural based robotics, recently developed on 
artificial intelligence (also known as "nouvelle AI "), has been putting a great deal of 
efforts in concentrating on the capacity of the system to interact with the 
environment. 
In the behavioural based artificial intelligence approach, the notion of intelligence is 
dominant in biological systems and in the way they interact with the world (Brooks, 
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1990). In this sense, learning and adaptation is achieved by constant interaction 
between the agents and the environment where the agent resides; this is also 
known as embodiment (Goodwin, 2000). Embodied artificial intelligence is based 
on setting the human as a reference point. As a result, theory states that the 
results no longer assess whether or not they are correct, but rather, concentrate on 
getting a comparable answer to that of a human in a similar situation. Therefore, 
embodied artificial intelligence is an interdisciplinary field , linking computer science, 
neuroscience and cognitive sciences. 
Embodiment implies that the agent, emphasising on the fact that they are fully 
autonomous and real physical agents, is perpetually subjected to external physical 
forces, damage, diminishing energy and all other type of influences in the 
environment, and manage to adapt accordingly. Embodiment is at the core of 
embodied cognition (Brooks, 1991 a, 1991 b). The general idea behind embodied 
intelligence is that intelligence can only emerge from embodied agents and 
therefore, is one of the fundamental assumptions of embodied cognitive science 
(Lakoff, 1987; Varela, 1992). 
One of the fundamental developments in new artificial intelligence, in addition to 
behavioural robotics, has been the use of artificial neural networks (Fioreano & 
Mattiussi , 2008; Rumelhart, Hinton, & Williams, 1986) which are discussed in 
section 3.2. 
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3.2 Neural Networks 
Let us now return to the previous example of a chess game. This game is 
represented by a virtual world with discrete, clearly defined states (board 
positions), operations, and legal moves. In order for a machine to be able to beat 
an expert player at his own game, it would have to develop strategies that would 
go outside the limits of simply analysing two hundred million positions a second 
(IBM, 1997). Machine programs would, therefore, be able to ameliorate their 
performances by being able to learn from experience. In other words, a machine 
must be capable of learning. 
Machine learning involves flexible techniques that would enable a computer to 
learn from examples and therefore, from experience. The most conventional 
approaches for computer learning are symbolic reasoning, artificial neural networks 
and genetic algorithms. This section will focus solely on the artificial neural network 
approach, as the Ph.D. research will be based on these learning methods. 
Furthermore, this section will focus mainly on the artificial neural networks used in 
the research. 
Artificial neural networks refer to the various mathematical and computational 
models of human brain functions such as perception, computation and memory 
(Tang & Zhang, 2007). Artificial neural networks have been motivated by, as 
previously mentioned in 3.1, the understanding that the human brain operates in a 
completely different way than ordinary computers. In the past two decades, 
research in neural networks has witnessed a great deal of accomplishments in 
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different areas of theoretical analysis, mathematical modelling, and engineering 
application. 
The brain is a complex, non-linear information processing system. The brain is able 
to perform certain operations (recognition, motor control) many times faster than 
the fastest computer, by having the ability to organize its structural elements 
(neurons) in a parallel way. The human brain combines nearly ten billion neurons 
and sixty trillion connections (called synapses) between them (Sheperd, 2004). 
From the first stages of life, the human brain is structured in such a way that it is 
able to build up its own rules, depending on interaction with the surrounding world, 
which is in fact the build up of experience. A significant neural and cognitive 
improvement will occur in the early stages of infant development, during the first 
two years (what Piaget calls the sensory motor period). and will still continue after 
this (Smith, 1992). 
In a broad sense, the artificial neural network is basically a tool that is designed in 
a computational way, in order to model or replicate the way that the human brain is 
able to accomplish a certain task and provide efficient computation methods; 
making intelligent machines in multidisciplinary fields, such as robotics and 
computer vision. 
The artificial neural network neurons, which are analogous to the ones in the 
human brain, are connected by weighted links that transfer information from one 
neuron to another. Each input neuron receives a number of input signals. This 
signal is then transferred by the neurons outgoing connections, which are then 
divided into a number of weighted links that transmit the same signal to another. 
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The outgoing connections are linked to the input of other neurons in the same 
network. The connection weights are considered as the memory in an artificial 
neural network, expressing the importance of each neuron input. Therefore, the 
neural network is able to learn by repeatedly adjusting these weights. 
Generally, a neural network is composed of a group of neurons that are organised 
into layers (Figure 6). The neurons are linked to the external parts of the network 
through the input and output layers. Each neuron is, in essence, an information 
processing unit; having the ability to calculate its activation level , given the input 
and the corresponding weights. 











Figure 6. Architecture of a multilayer perceptron artificial neural network. 
Before the training of a neural network, its architecture and the learning algorithms 
have to be decided. The network is trained by modifying the weights, using a set of 
training examples. 
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In common practice the network architectures can be typically divided into two 
different groups. The first is a feed-forward neural network, also known as multi-
layer neural networks (multilayer perceptron), and the second is a recurrent neural 
network. These types of networks have distinct architectures, which in turn, allows 
the possibility of them to be used in different fields of application. 
A feed-forward is a neural network architecture with two or more layers. The main 
aspect of this kind of architecture is that the input signals are propagated in a 
forward direction, layer by layer. Usually the multilayer perceptron consists of an 
input layer of neurons, a middle or hidden layer of computational neurons, and an 
output layer of computational neurons. A simple feed-forward neural network 
(multilayer perceptron) is shown in Figure 6; with each layer having its own specific 
purpose. In practice, the input neurons rarely do any type of computation, and their 
sole purpose is to acquire input signals from an external source and propagate 
them to the hidden layer. The hidden layer is where all the data is processed. 
Feed-forward neural networks have been applied to a large number of applications, 
such as pattern recognition, forecasting, regression, and non linear systems 
modelling for example (Fine, 1999; Vemuri, 1992). The feed-forward neural 
networks are typically used with supervised training, for example, through a well-
known algorithm called the error back propagation algorithm (Rumelhart, et al., 
1986). With this type of learning algorithm the learning occurs in two modes. 
Firstly, as previously mentioned, the input signal propagates through the network in 
a forward manner, passing by each layer step by step. The second consists of 
going back through the network, whilst propagating the error signals, which in turn 
will adjust the weights based on the algorithms correction rule. Although feed-
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forward neural networks are widely used in many real world applications, they 
suffer two main drawbacks. The first one is that the feed-forward networks are 
quite slow during learning and require a large amount of iterations. However, the 
neural network is able to slightly improve its training efficiency by using a sigmoidal 
activation function and even by including a momentum term (Rumelhart, et al., 
1986). The second limit is that the network is very dependent on the type of 
parameters used and the initial states (Yeung & Sun, 2002). 
The learning performance of the feed-forward neural networks can be significantly 
affected by the learning rate. If the learning rate is set too high, then the network 
might not be able to learn, as it will behave chaotically after a certain amount of 
iteration. On the other hand, if the learning rate is set too low, again the network 
might not be successful in learning the problem, as it will be very slow to converge. 
The ideal would be to find an optimal learning rate that depends on the training 
performance. Such work has been conducted by Wang, Liu, & Lin (2001) for a two 
layer neural network. The drawback of the two layered neural network is the fact 
that it has limited generalisation ability and thus its applications are restricted. 
Therefore, finding the optimal learning point is an experimental task, and it would 
be impractical to pre-define the value of such parameters for different problems 
and tasks. Therefore, improving the leaning aspect of a feed-forward neural 
network, by finding an optimal learning algorithm, gives way to a different and more 
efficient algorithm. 
Unlike the feed-forward neural networks, the recurrent neural networks are defined 
by a system of differential equations that characterise the evolution of the model 
dynamics as a function of time (Tang & Zhang, 2007). 
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The difference between a feed-forward neural network and a recurrent neural 
network is the fact that the recurrent network has feedback loops from its outputs 
to its inputs. Such loops result in a greater learning capability of the network. A 
simple recurrent neural network can be seen in Figure 7. 














Figure 7. Architecture of a simple recurrent artificial neural network. 
Such recurrent neural networks, like the Hopfield Network, have established the 
path to many applications and researches, such as associative memory (Hopfield , 
1984; Tan, Tang, & Yi , 2004; Yi , Fu, & Tang, 2004). 
Recurrent neural networks are able to learn a large set of behaviours and 
sequence processing tasks, which cannot be learnt by other traditional machine 
learning methods. The main interest behind recurrent neural networks is the fact 
that they are able to learn algorithms in order to map input to output sequences, in 
a supervised or unsupervised manner. Depending on the task, recurrent neural 
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networks are more powerful and more biologically plausible than feed-forward 
neural networks. 
A recurrent neural network is based on the following mechanism: after applying an 
input signal to the network, the signal is then propagated throughout the network, 
layer by layer. The output is then calculated and fed back to the input layer, in 
order for adjustments. The output is then re-calculated and this process is 
reiterated until the output signal has eventually reached a constant value. Again, 
for the feed-forward neural networks, iterations may not always produce a constant 
value due to the output changes, and thus may become unstable and chaotic. 
There are different architectures of recurrent neural networks available. Some of 
the most common recurrent networks, apart from the Hopfield networks, are the 
Elman Network (Eiman, 1990), the Jordan network (Jordan, 1986, 1989; Jordan & 
Rumelhart, 1992) and the recurrent neural network with parametric biases (Tani, et 
al., 2005). 
Jordan (1986) described a network, which contains recurrent connections that are 
used to associate a static pattern with a serially ordered output pattern, for 
example, a sequence of actions. By using the recurrent connections, the networks 
hidden layer is able to see the previous outputs, so that the next outputs can be 
shaped by the previous responses. Furthermore, these recurrent connections are 
considered as the network's memory. By allowing feedback connections, the 
network arrangement becomes more flexible. lt is also possible to connect one unit 
to any other, including a connection to itself. The activations are propagated 
forward at each step, but only through one layer of connections; the memory units 
are then updated with their new states. At this stage, there will be a continuous 
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flow of information around all the units, even with the absence of any new input. 
These models have been extensively used in tasks where the network is presented 
with a time series of inputs, and is required to produce an output based on this 
series. 
In the Jordan network, the activation values of the output units are fed back into the 
input layer through a set of extra input units, called state units or context units; 
there are as many state units as there are output units in the network. Learning 
occurs in the connections between input and hidden units, as well as hidden and 
output units. 
Recurrent neural networks have been investigated, in learning temporal patterns 
for a number of tasks, such as robot control and learning, and adaptive process 
control. Jordan (1986) has shown that the recurrent neural network is surprisingly 
good at learning a single pattern by means of self organisation. Naturally, a 
question emerges: how can multiple temporal patterns be learned using recurrent 
neural networks? In the past, this problem has been tackled using two 
approaches: (1) by using local representations, and (2) by using distributed 
representations. In local representations, each pattern is learned and stored in 
local modules, by using the winner-takes-all dynamics between modules (Wolpert 
& Kawato, 1998). The distributed representation functions by learning multiple 
temporal patterns, in a single network, through sharing neural and synaptic 
weights. In recent years, Tani (2003) has proposed a new model (in the distributed 
scheme) of a recurrent neural network called the Recurrent Neural Network with 
Parametric Biases (RNNPB), in order to tackle the problem of learning multiple 
temporal patterns. In this model, the parametric biases (PB) act as the modulation 
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parameters of the dynamical structure of the recurrent neural network. This method 
allows the network to generate multiple temporal patterns, and values of the PB, 
for each of the patterns, are self-organised during the course of the learning 
mechanism. One distinctive aspect of the RNNPB is that, by modulating the PB 
values, the network can generate the learned patterns, but also generate a variety 
of unlearned patterns. This is made possible by learning each pattern as relational 
structures amongst other learned patterns. The RNNPB neural network 
architecture can be seen in Figure 8. 
r - - - - - - - - Xt + 1 
_______ .,.. 
Figure 8. Recurrent Neural Network with parametric Biases (RNNPB) architecture. 
The RNNPB employs the Jordan recurrent neural network with the addition of the 
PB nodes. The network learns to generate sequence patterns by receiving Xt as 
inputs, and then attempts to generate the prediction patterns, at Xt+ 1, as outputs, 
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by using the context states Ct and the parametric biases PB. The PBs are fixed, 
whilst the inputs Xt and context states Ct change dynamically. Each PB value for 
generating the pattern is self-determined through the prior learning process. The 
learning of the PB values is updated iteratively for each training pattern , using the 
back propagation through time algorithm (BPTI) (Rumelhart, et al. , 1986). The 
BPTT uses a memory that stores the computational results for each of the training 
sequences. Once the weights in the neural network are determined, during the 
learning process, each of the training patterns can be generated using a closed 
loop mode, by utilising the PB obtained in the learning. Therefore, the recurrent 
neural network can produce multiple dynamic patterns, even outside the limits of 
the learned ones, by modulating the PB values. 
This thesis will focus on using both the Tani and Jordan networks for the robotic 
neural network controller. 
In contrast to supervised learning, unsupervised or self-organised learning styles 
do not require any "help" from an external teacher. The approach is simply that, 
whilst receiving a large amount of input sets, the networks are able to determine 
significant features in these sets and would eventually allow them to classify the 
inputs into diverse categories. The unsupervised leaning algorithms tend to learn 
rapidly. Furthermore, self-organising neural networks (Kohonen, 1995), one of the 
most common unsupervised networks, learn much faster than the back-
propagation neural networks and can be , therefore, used in real time for learning. 
The self organising neural network is a single layered feed-forward neural network, 
where the output units are arranged in a topological 20 grid, as seen in Figure 9. 
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The purpose of learning in the self organising neural network is to associate 
various nodes of the lattice to with different input patterns. This is partially inspired 
by how the auditory/vision and other sensor information are thought to be handled 
in distinct parts of the cerebral cortex, in the human mind (Grossberg, 2003) . 
The learning in a self organising neural network process is competitive and 
unsupervised, meaning that no teacher is needed to define the correct output, or 
specify which node of the output should be mapped for any input. 
Two Dimensional array 




Figure 9. The Kohonen Model of a Self Organized Map. 
Only one map node (winner) is activated at one time , corresponding to each input. 
The locations of the responses in the array tend to become ordered in the learning 
process, as if some meaningful nonlinear coordination system , for the different 
input features, is being created across the network (Kohonen , 1995). 
At first, the self-organizing map's weights are assigned randomly small values. 
After initialization, the network will go through three learning cycles in order to form 
Page I 66 
the self-organizing map. The first cycle is the competition step. In this stage (for 
each input pattern), the neurons use a discriminant function that provides the basis 
for the competition amongst the neurons. The neuron with the largest value is 
declared the winner of the competition. Let m denote the dimension of the input 
space. Let an input pattern selected at random from the input space be: 
x = [xl. Xz, ... ,xm]' ( 1 ) 
The synaptic weight of each neuron has the same dimension as the input space. 
The synaptic weight is therefore, 
wj = [w1, w2, ... , wm]',j = 1,2, ... , l (2) 
where l is the total number of neuron in the network. To find the best match of the 
input vector x with the synaptic weightwj, we compare the inner product wi x for 1 
j = 1, 2, ... , l and select the largest. Finding the best matching criterion is equivalent 
to minimising the Euclidean distance between x and wj. If we use the index i(x) to 
identify the neuron that best matches the input x we may then determine it by: 
i(x) = argminj llx- wjll, j = 1,2, ... ,l (3) 
which sums up the essence of the competition process among the neurons. The 
particular neuron i that satisfies this condition is called the best-matching or 
winning neuron for the input x . 
The second part is the cooperation step. The winning neuron determines the 
spatial location in the topological neighbourhood of the excited neurons, in order to 
Page I 67 
establish cooperation among the neighbouring neurons. The topological 
neighbourhood hj,i centres on the winning neuron i and encompasses a set of 
excited neurons denoted by j . Let dj,i denote the lateral distance between the 
winning neuron i and the excited neuron j . A typical choice of hj,i is the Gaussian 
function(Haykin , 1998) defined as: 
d2 · 
h· ·< ) = exp(- .2:...) J,L x zaz (4) 
Another unique feature of the SOM is that the size of the topological 
neighbourhood shrinks with time. This is done by making the width a of the 
topological neighbourhood hj ,i using the exponential decay described by (Ritter, 
Martinetz, & Schulten, 1992) such as: 
a(n) = a0 exp (- ~) n = 0,1,2, ... (5) 
Where a0 is the value of a at the initiation of the SOM and t1 is a time constant. 
The topological neighbourhood assumes a time-varying form as: 
dj" 
( 
2 ) hj,i(x)(n) = exp - zaZ~n) , n = 0,1,2 ... (6) 
The third stage is the Synaptic adaptation; this consists of enabling the exited 
neurons to increase individual values of the discriminant function, in relation to the 
input pattern , processed through adjustments made to the synaptic weights. 
In this stage the SOM uses discrete-time formalism, given the synaptic weight 
wj(n) of neuron j at time n , the updated weight wj(n + 1) at time n+ 1 is define by 
(Kohonen , 1995; Ritter, et al. , 1992): 
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(7) 
The learning parameter TJ(n) should be time varying as indication in (7). This 
requirement can be satisfied by choosing an exponential decay for ry(n) by: 
ry(n) = TJo exp (~) , TJ = 0,1 ,2, ... (8) 
The self organising map will be used, in this thesis, to produce a real-time, 
understanding speech system described in chapter 6.4. 
In general , the problem of teaching a network to perform wel l, even on samples 
that were not used as training samples, is a subtle issue that requires additional 
technique. This is especially important for cases where only limited numbers of 
training samples are available. The danger is that the network will over fit the 
training data and fail to capture the true statistical process that generates the data. 
Neural networks represent a multidisciplinary subject with roots in neurosciences, 
mathematics, statistics, physics, computer science, and engineering (Haykin, 
1998). Their ability to learn from data with or without supervision has equipped 
them with a powerful feature. This learning property has profound theoretical as 
well as practical implications (Verumi, 1992). The capacity of neural networks to 
learn from examples (that represent their environment) has made them useful tools 
in various applications such as pattern recognition, signal processing , and control. 
Above all , neural networks have much to offer when the solution of a problem of 
interest is made difficult (Haykin, 1998). 
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C HAPTER 4 
A robotic simulation model of action and language 
learning: Neural Modelling Field Theory 
The general aim of this first model is to integrate language and cognitive 
capabilities in cognitive systems, and to scale up a lexicon of previous models 
through the combination of a grounded adaptive agent (Cangelosi & Riga, 2006) 
and NMFT techniques (Fontanari & Perlovsky, 2006a, 2006b; Perlovsky, 2001 , 
2004) . The current grounded agent and robotic approaches have their own 
limitations; in particular, they both lack ability to scale up the agents' lexicon, since 
they can only use twenty or so lexical entries (Steels, 2003) , and can deal with a 
limited set of syntactic categories (for example, nouns and verbs in Cangelosi , 
2001 ). This is mostly due to the use of computational intelligent techniques (for 
example, neural networks, noise in perceptual systems) that are subject to 
combinatorial complexity (CC). The issue of scaling up and CC in cognitive 
systems has been recently addressed by Perlovsky (2001 ). In linguistic systems, 
CC refers to the hierarchical combinations of bottom-up perceptual and linguistic 
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signals and top down internal concept-models of objects, scenes, and other 
complex meanings. Perlovsky proposed the Modelling Field Theory (NMFT) as a 
new method for overcoming the exponential growth of CC, in computational 
intelligent techniques, which are currently used in cognitive systems design. NMFT 
uses fuzzy dynamic logic (Biacino & Gerla, 2002; Zimmermann, 2001) to avoid CC 
and computes similarity measures between internal concept-models, and the 
perceptual and linguistic signals. Perlovsky (2004) proposed the use of NMFT, 
specifically to model linguistic abilities. By using concept-models with multiple 
sensorimotor modalities, a NMFT system can integrate language-specific signals 
with other internal cognitive representations. 
Perlovsky's proposal to apply NMFT in the language domain is highly consistent 
with the grounded approach to language modelling, which was previously 
discussed in chapter 2.3. That is, both accounts are based on the strict integration 
of language and cognition. This permits the design of cognitive systems, which are 
truly able to "understand" the meaning of words being used, by autonomously 
linking linguistic signals to the internal concept-models of the word that is 
constructed during the sensorimotor interaction with the environment. The 
combination of NMFT systems, with grounded agent simulations, will permit the 
overcoming of the CC problems that are currently faced in grounded agent models; 
and they will be able to scale up the lexicons in terms of high numbers of lexical 
entries and syntactic categories (Tikhanoff, Cangelosi, Fontanari, & Perlovsky, 
2007). 
In this research, the original NMFT algorithm has been adapted for modelling 
categorisation of multi-feature objects, and the acquisition of linguistic and 
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sensorimotor abilities in simulated robots. This involved a series of simulation 
experiments on the categorisation and scaling up of the robot's lexicon. The next 
section will describe the robotic model used in simulations, which will be followed 
by a description of the NMFT algorithm and its application , in six different 
experiments. We apply a modified version of the NMFT algorithm in order classify 
and integrate multi-feature representations. Firstly, the multi-dimensional NMFT 
algorithm has been applied to the data on the classification of the posture of 
robots, as an imitation task. Secondly, the use of multi-dimensional NMFT is also 
used to study the emergence of shared languages in a population of robots. This 
robotic model works on the basis that agents first develop an ability to categorise 
objects and actions; they do this through building concept-models of objects 
prototypes. Subsequently, they start to learn a lexicon to describe these 
objects/actions, through a cultural learning process. 
4.1 The robotic model 
This model is an extension of the research by Cangelosi, et al. , (2006) and 
Cangelosi (2004), where simulated robotic agents that were taught a lexicon, could 
understand action names and reproduce linguistic instructions. 
Our model consists of two simulated agents (teacher - learner) see Figure 10, 
which was created using the Open Dynamics Engine (R. Smith , 2001 ), an open 
source physics and motor dynamic interface. ODE enables the consideration of 
physical constraints within a simulated environment, which is able to resolve forces 
that emerge through the dynamic interaction of objects and entities. ODE includes 
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an interface to OpenGL that facilitates the rendering of objects (boxes and 
spheres). This interface is called "drawstuff", which is part of ODE. This is relatively 
simple and not very powerful ; however, there was no need to modify it for the 
purpose of this model. 
Each robot consists of two 3-segment arms that are attached to a torso, which is 
further connected to a base, with four wheels. The robot has a total of 10 Degrees 
of Freedom (OaF) : a shoulder joint (2 OaFs, one for the left and one for the right 
arm), an upper arm joint (2 OaFs) , an elbow joint (2 OaFs) , and wheels (4 OaFs). 
Please refer to Figure 10 and 11 , and to Table 4, for further details. 
Learner 
Figure 10. Visualisation of the simulation setup with the two robots. 
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Figure 11 . Close-up of the simulation robot, the teacher. 
Parts Object Data Sensors Joint Type Type (width, length, height) 
Wheels Cylinder Radius 0.25 length 0.25 n/a hinge 
Base Box 0.75 * 0.75* 0.25 n/a fixed 
Torso Box 0.25*0.25*0.75 n/a fixed 
Shoulders Box 0.25*0.25*0.25 n/a hinge 
Upper Arm Box 0.75*0.25*0.25 n/a hinge 
Lower Arm Box 0. 75*0.25*0.25 Touch sensor hinge 
Neck Box 0 .25*0 .25*0 .25 n/a fixed 
Head Box 0.35*0.25*0.25 n/a fixed 
Table 4. Detailed description of the robots used in the ODE simulations. 
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The teacher agent is pre-programmed to perform a series of actions/tasks, which 
will later be associated with a linguistic signal. The learner robot uses the NMFT 
algorithm , as a neural controller, to govern its cognitive and motor abilities. 
4.2 Overview of the NMFT Algorithm 
The Neural Modelling Field Theory algorithm (Perlovsky, 2001) is based on 
the principle of associating lower-level signals (for example, inputs; bottom-up 
signals) with higher-level concept-models (for example, internal representations, 
categories/concepts; top-down signals) , whilst avoiding the combinatorial 
complexity inherent in such a task. This is achieved by using measures of similarity 
between concept-models and input signals, together with a new type of logic, the 
"dynamic logic". NMFT may be viewed as an unsupervised learning algorithm, 
whereby a series of concept-models adapt to the features of the input stimuli , via 
gradual adjustment that is dependent on the fuzzy similarity measures. 
A NMFT neural architecture was first described by Perlovsky (2001 ). lt combines 
neural architecture with models of objects. For the feature-based object 
representation that is considered here, each input neuron i = 1, . .. . N encodes 
feature values o, (potentially a vector of several features) , describing an individual 
object; each neuron i may contain a signal from a real object or from irrelevant 
context, clutter, or noise. We term the set of objects o,. ; = 1, . .. • N an input neural 
field ; this constitutes a set of bottom-up input signals. Top-down, or priming signal-
fields to these neurons are generated by concept-models, M~ (S ~ ) , where we 
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enumerate models M by index k = I , . . . , M . Each model is characterized by its 
parameters S k , which may also be a vector of several features. In this research , we 
will consider the simplest possible case, in which the parameters model represent 
feature values of an object, Mk (SA)= SA . Interaction between bottom-up and top-
down signals is determined by neural weights that associate signals and models. 
We will introduce an arbitrary similarity measure t(i 1 k) between bottom-up signals 
o, and top-down signals 54 [see equation (10)], and define the neural weights by 
J(kli) =l(ilk) ILIOik' ;. (9) 
A" 
These weights are functions of the model parameters s4 , which in turn are 
dynamically adjusted to maximise the overall similarity between object and model. 
This formulation sets NMFT apart from many other neural networks. 
Recently, NMFT has been applied to the problem of categorisation and symbol 
grounding in language evolution models. Fontanari and Perlovsky (2005) use 
NMFT as an alternative categorisation and meaning creation method, to that of 
discrimination trees used by Steels (1999). They consider a simple world 
composed of a few objects that is characterised by real-valued features . Whilst, in 
Steels' work, each object is defined by 9 features (for example, vertical position, 
horizontal, and R, G and B colour component values) ; here , each object consists of 
a simple real-valued number that identifies only one feature (sensor). The task of 
the NMFT learning algorithm is to find the concept-models that best match these 
values. Systematic simulations with various numbers of objects, concept-models, 
and object/model ratios, show that the algorithm can easily learn the appropriate 
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categorical model. This NMFT model has been recently extended to study the 
dynamic generation of concept-models, so that it can match the correct number of 
distinct objects in a complex environment (Fontanari & Perlovsky, 2006b). They 
use the Akaike Information Criterion (Akaike, 1974) to gradually add concept-
models until the system settles to the correct number of concepts, which 
corresponds to the original number of distinct objects defined by the experimenter. 
This method has been applied to complex classification tasks with a high degree of 
variance and overlap between categories. Fontanari & Perlovsky (2005) have also 
used NMFT in simulations on the emergence of communication . Meanings are 
created through NMFT categorisation , and word-meaning associations are learned 
using two variants of the obverter procedure (Smith , 2003), in which agents may, 
or may not, receive feedback about the success of the communication episodes. 
They show that optimal communication success is guaranteed in the supervised 
scheme, provided the size of repertoire of signals is sufficiently large, though only a 
. few signals are actually used in the final lexicon. 
4.3 The NMFT Model for Robotic Experiments 
Let us consider the problem of categorizing N entities (for example, object 
or action)i= l ,· ··,N, each of which is characterised by d features e= l ,· · ·,d. 
These features are represented by binary numbers O;e E ( 0, 1)- the input signals -
as described previously. Accordingly, we assume that there are M d-dimensional 
concept-models k = I ,··· , M , described by real-valued fields S ke , with e = I ,···. d 
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that should match the object features Oie . Since each feature represents a different 
property of the object, for instance, colour, smell, texture, and height, and each 
concept-model component is associated with a sensor that is sensitive to only one 
of those properties, then we must, seek matches between the same component of 
objects and concept-models. Hence it is natural to define the following partial 
similarity measure 1 between object i and concept k 
I( i I k) = IT (2noL t '2 exp[- (s ~e - o,J~ I 2cri..l (1 0) 
e=l 
where, at this stage, the fuzziness u~e is a parameter given a priori. The goal is to 
find an assignment between models and objects, such that the global similarity 
L = LlogLl(i I k) ( 11) 
k 
is maximised. This maximisation can be achieved using the NMFT mechanism of 
concept formation , which is based on the following dynamics for the modelling field 
components 
dS~e I dr = L:J(k 1 ;;[aiogl(i 1 k)las~J . ( 12) 
which, using the similarity (2), becomes 
dS ~~· I dt = - L J( k I i J( S ~e - 0 ,.. ) I o-f., . ( 13) 
for K = 1, .. . . , M and e = 1, .... , d . 
Here the fuzzy association variables j(k 1 i)are the neural weights defined in 
equation (9) and provide a measure of the correspondence between object i and 
concept k, relative to all other k concepts. These fuzzy associations are 
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responsible for the coupling of equations for different modelling fields and, even 
more importantly for our purposes, for the coupling of distinct components in the 
same field. In this sense, the categorisation of multi-dimensional (i .e. multi-feature) 
objects is not considered a straightforward extension of the one-dimensional case, 
because new dimensions should be associated with the appropriate models 
(Tikhanoff, Cangelosi, Fontanari, & Perlovsky, 2006). This nontrivial interplay 
between the field components will become clearer in the discussion of the 
simulation results. 
lt can be shown that, the dynamics (12) always converge to a (possibly local) 
maximum of the similarity L (Perlovsky, 2001 ), but through properly adjusting the 
fuzziness a ke , the global maximum often can be attained. A salient feature of 
dynamic logic is a match between parameter uncertainty and fuzziness of 
similarity. In what follows, we decrease fuzziness during the time evolution of the 
modelling fields, according to the following prescription : 
, ? ( ) ? (J z,.( t) = (J~ exp - at +a,; (14) 
with a =5 x 104 , aa =l and ab =0.03. Unless stated otherwise, these are the 
parameters we will use in the forthcoming analysis. 
4.4 NMFT Simulations 
As previously mentioned, Neural Modelling Field Theory is based on the 
principle of associating lower level signals (for example, inputs and bottom-up 
signals) with higher-level concept-models (for example, internal representations, 
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categories/concepts, and top-down signals), avoiding the combinatorial complexity 
inherent to such a task. In this section, an extension of the Neural Modelling Field 
Theory neural network, for the classification of objects, is presented. Six different 
simulations will be carried out, being divided into two sections. The first set of 
simulations will deal with language and cognition integration. This part will 
demonstrate that, the system is able to dynamically adapt when an additional 
feature is introduced during learning; that this algorithm can be applied to the 
classification of action patterns in the context of cognitive robotics; and that the 
system is able to classify multi-feature objects from a complex stimulus set. 
The second set of simulations will deal with the scaling up of the action repertoire 
in linguistic cognitive agents. In turn, this part will show that, agents are able to 
acquire a complex set of actions by building sensorimotor concept-models; that 
agents are able to learn a lexicon to describe these objects/actions through a 
process of cultural learning; and that agents learn actions as basic gestures in 
order to generate composite actions. 
4.5 Language and Cognition Integration through Modelling Field Theory 
This section reports results from the first three simulation experiments. The 
first study uses very simple data sets, which necessitate the use of two features to 
correctly classify the input objects. This simulation has been designed to test the 
gradual formation of appropriate concept-models through the dynamic introduction 
of features. The second simulation demonstrates the application of the multi-
feature NMFT on data relating to the classification of actions from the interactive 
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robotics study. Finally, the third simulation considers the scaling up of the NMFT to 
complex data sets. 
To facilitate the presentation of the results, both the object feature values and the 
modelling fields are interpreted as d -dimensional vectors, and follow the time 
evolution of the corresponding vector length 
" s ~ = .L (s ~..r 1 d , (15) 
('=] 
which should then match the object length o, = ~L (0;,. r Id . 
4.5.1 Simulation 1: Incremental addition of feature 
Consider the case where there are 5 objects, initially with only one-feature 
supplying information. For instance, we can consider colour information only on 
Red, the first of the 3 RGB feature values, as used in Steels' (1999) discrimination-
tree implementation. The objects have the following R feature values: 0 1 = [0.1], 
02 = [0.2], 03 = [0.3], 04 = [0.5], 0 5 = [0.5]. 
The data indicates that these 5 input stimuli belong to four colour categories 
(concept-models), with Red values respectively 0.1, 0.2, 0.3 and 0.5. Additionally, 
the application of the NMFT algorithm, to the above mono-dimensional input 
objects, reveals the formation of 4 model fields, even when the condition begins 
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Figure 12. Time evolution of the fields, with only the first feature being used as 
input. Only 4 models are found, with two initial random fields converging towards 
the same .5 Red concept-model value. 
Let us now consider the case in which we add information from the second colour 
sensor, Green. The object input data will now look like: 0 1 = [0.1, 0.4], 0 2 = [0.2, 
0.5], 0 3 = [0.3, 0.2], 0 4 = [0.5, 0.3], Os= [0.5, 0.1 ]. 
The same NMFT algorithm is applied with 5 initial random fields . For the first 
12,500 training cycles (half the previous training time), only the first feature is 
utilized. At time step 12,500, both features are considered when computing fuzzy 
similarities. From time step 12,500, the dynamics of the a 2 fuzziness value is 
initialized, following equation (14), whilst a, continues 1 its decrease pattern. 
1 We have also experimented with the alternative method of re-initializing both a,. values, as in equation (7), 
whenever a new feature is added. This method produces similar results. 
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Results in Figure 13, show that the model is now able to correctly identify 5 
different fields, one per combined RG colour type. 
Overall , in this experiment, we have extended the capability of the NMFT to 
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Figure 13. Time evolution of the fields, when the second feature is added at time 
step 12,500 (or 250 using t/50) . The dynamic fuzziness reduction for a2 starts at 
the moment the 2 nd feature is introduced, and is independent from a,. Note: the 
restructuring of 4 fields initially found up to time step 250 and further discovery of 
the model. The field values in the first 250 cycles becomes the actual mono-
dimensional field value; whilst from time step 250, the equation in (15) is used to 
plot the combined fields ' values. 
4.5.2 Simulation 11: Categorisation of robotic actions 
The use of NMFT to model the integration of language and cognition , in 
cognitive robotics , requires the processing of multi-dimensional data such as 
images of objects, robots postures, and speech signals. Here the multi-dimensional 
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NMFT algorithm is applied to the data on the posture classification of robots, as in 
an imitation task. The data used is taken from a cognitive robotic model of symbol 
grounding (Cangelosi, et al. , 2006). The robot posture consists of 42 features, for 
example, the 7 main points (X, Y, Z, and rotations of joints 1, 2, 3, and 4) for each 
of the 6 segments of the robot's arms (right shoulder, right upper arm, right elbow, 
left shoulder, left upper arm , and left elbow), which are normalised from 0 to 1. As 
a training set, five postures are considered: (1) a resting position, with both arms 
open, (2) left arm in front , (3) right arm in front, (4) both arms in front, and (5) both 
arms down. In this simulation, all 42 features are present from time step 0, with the 
application of the multi-feature NMFT the same as in the previous section. Figure 
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Figure 14. Evolution of fields in the robot posture classification task. Although the 
five fields look very close, in reality the individual field values match well with the 
42 parameters of the original positions. 
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4.5.3 Simulation Ill: Scaling up with complex stimuli sets 
Finally, the scaling-up of the multi-dimensional NMFT algorithm, with a 
complex categorization data set, is tested . The training environment is composed 
of 1000 objects belonging to the following 10 2-feature object prototypes: [0.1 , 0.8], 
[0.2, 1.0], [0.3, 0.1], [0.4, 0.5], [0 .5, 0.2], [0.6, 0.3], [0. 7, 0.4], [0.8, 0.9], [0.9, 0.6], 
and [1.0, 0.7]. For each prototype, 100 objects were generated using a gaussian 
distribution, with a standard deviation of 0.05 in order to add noise. During training, 
10 initial random fields were used. 
Figure 15 reports the time evolution of the 10 concept-models' fields. The analysis 
of results identifies a successful identification of the 1 0 prototype models, as well 
as the matching between the 100 stimuli , generated by each object, and the final 











-· - ·-- .. -f:::. ____ , _, _, _______ , _ , _ ,_,_,_, _, _ .. _,_ .. _,_,_,- ·-
..... ) 
,··/ --:-.>_..-\ 
; I ,· \ 
: I .: .................................................................................. .. 
'· ! I / 
·, I • 
·. 
•, 
·, / I / _ .. - .. - _, _, _,_, __ ,_,_,_,,_,_, _,_,_,_,_,_,_,_,- ·-· -
" /. I / ! 
··, - ·· I /- ·, .i 
·. I/,--·"'-.. -
~·~·--'· ;-~:/ 
-.. _., ... :.- ·· 
51 101 151 
......................................... ····· ........................................ . 
201 251 
tiSO 
301 351 401 451 501 
rncdoll --
rncdol2 · · - ··· 
rncdol3 ....... . 
model4 •• - ••• 
II'<Xlol5 · · - · 




Figure 15. Evolution of fields with 1 000 input objects and 1 0 prototypes. 
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4.6 Scaling up of Action Repertoire in Linguistic Cognitive Agents 
This section reports the results from three additional simulations, which focus 
on action and language learning. The first simulation is aimed at a simple scaling 
up of the agent's action repertoire, using multi-dimension features. In the second 
simulation, we demonstrate the correct classification of the input object, though the 
dynamic introduction of the lexicon feature. Finally, the third simulation 
concentrates on breaking down the actions into basic gestures, in order to 
generate composite actions. 
As for the previous set of simulations, in order to facilitate the presentation of the 
results, both the object feature values and the modelling fields are interpreted as 
equation (15). 
4.6.1 Simulation IV: Classification and categorization of actions for building 
sensorimotor concept-models 
We first consider a set of 112 different actions, inspired by an alphabet 
system (the semaphore flag signalling system); see Figure 17. Data has been 
collected on the posture of robots, using 6 features. The object input data consists 
of the 6 angles of each left and right arm joints (2 shoulders, 2 upper arms, and 2 
elbows). The agents will first need to learn to classify these actions. We use a 
multi-dimensional NMFT algorithm with 112 fields randomly initialized. Figure 16 
shows that the model is able to correctly identify the different actions. Although the 
simulation initially dealt with 112 actions, the NMFT algorithm was able to 
categorize to 96% successful matching. Therefore, there was a slight reduction in 
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the number of correctly classified actions. Figure 18 shows the model consisting of 
two simulated agents (teacher and learner) that are embedded within the virtual 
simulated environment. 
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Figure 16. Time evolution of the fields with 6 features, being used as input: 112 
different actions. 
Page I 87 
Figure 17. All 112 different types of behaviour used for the classification and 
categorization of actions (some inspired by the semaphore alphabet). 
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Figure 18. Teacher and learner before an action is learnt; and after action number 
48. 
4.6.2 Simulation V: Incremental Feature- lexicon acquisition 
The first simulation was based on the use of the multi-dimensional NMFT, in 
order to categorize 112 different actions. In this new simulation, the integration of 
language and cognition , in cognitive robotic studies, is considered , by extending 
the multi-dimensional NMFT algorithm, used in Simulation IV; to enable agents to 
learn a lexical item and thus name each action . After performing the action , the 
agents will start to describe this action as a three letter word (Consonant- Vowel -
Consonant; for example, "XUM", "HAW", and "RIV") as in table 5. Each word is 
unique to the action performed. This phonetic feature is dynamically immediately 
added after the action learning stage as an extra dimension . At time step 12,500 
(half of the training time), both features are considered when computing the fuzzy 
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similarities. From time step 12,500, the dynamics of the o2 fuzziness value is 
initialized, following equation (14); whilst o1 continues its decrease pattern started 
at time step 0. Results in Figure 19-20 show that the model is able to categorize an 
action and assign a 'word' to this action. 
":\.l.~l" 
Figure 19. Teacher and learner before action is learnt; and after, with the addition 
of the 'word' (for visualization purposes, the word is added to the image). 
Actions Words Actions Words Actions Words Actions Words 
1 xus 29 WED 57 LAC 85 KUN 
2 GAP 30 JIL 58 BIF 86 BAM 
3 HES 31 SAK 59 FUF 87 TOO 
4 LET 32 BAR 60 HOR 88 NOK 
5 PAO 33 JOG 61 OEB 89 TIL 
6 PAL 34 FUV 62 WAH 90 HAW 
7 VEH 35 MEL 63 suo 91 JOJ 
8 WIG 36 JAX 64 KAW 92 WOT 
9 FUH 37 JAS 65 SAV 93 REW 
10 TEP 38 vus 66 OEO 94 FUN 
11 LUT 39 KEK 67 GES 95 OIH 
12 COF 40 MIO 68 WEJ 96 KUM 
13 OUT 41 PAJ 69 KEJ 97 VEF 
14 TUW 42 DOJ 70 LUG 98 NUH 
Table 5 (1 ). Table containing examples of words generated, by the agents, for a 
specific action (continues on next page). 
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4.6.3 Simulation VI: Progressive learning of basic gestures into composite 
actions 
Previous simulations consisted of learning actions or a combination of 
actions and words. This third simulation takes a step backwards in the 
categorisation of actions, and does so by breaking down the action into basic 
motor primitives (Konczak, 2005). Before learning a completed action, the 
systematic breakdown of actions into individual gestures is covered; for example, a 
two-handed action would be broken down into two single handed-actions and 
analysed as individual steps in the process of a compound action. As an extension 
to the previous simulations, each feature is added dynamically. Firstly, the 
simulation starts with the left-handed action. At time step 10,000 (1 /3rd of the 
simulation) the right-handed action is considered, using the same dynamics of the 
fuzziness values for simulation 2; and finally at time step 20,000, the phonetic 
feature is considered. Figure 21 shows that the model is able to dynamically adapt 
to compound actions associated with word generation. 
The above simulation experiments concern the study of language grounding in 
action and the symbol grounding transfer in cognitive robotic agents. The positive 
results of the simulation demonstrate that, it is possible to design autonomous 
linguistic agents capable of acquiring new grounded concepts 
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Progressive learning of basic gestures into composile actions 
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Figure 21. Time evolution of the fields, using as input the composite action and 
phonetic feature: 112 different composite actions + 112 words. 
The use of NMFT, to overcome the CC limitations of connectionist models, 
demonstrates that it is possible to scale the action and lexicon repertoire of the 
cognitive robotic agents. Perlovsky's (2004) proposal to apply NMFT in the 
language domain is highly consistent with a grounded approach to language 
modelling, discussed previously. That is, both accounts are based on the strict 
integration of language and cognition . This permits the design of cognitive systems 
that are truly able to "understand" the meaning of words, being used by 
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autonomously linking the linguistic signals to the internal concept-models of the 
word, which was constructed during the sensorimotor interaction with the 
environment. 
In particular, the work focused on the introduction of multidimensional features, for 
the representation of objects and actions. In the second set of simulations, the 
various simulations showed that, (i) the system is able to dynamically adapt when 
an additional feature is introduced during learning; (ii) that this algorithm can be 
applied to the classification of action patterns in the context of cognitive robotics; 
and (iii) that it is able to classify multi-feature objects from a complex stimulus set. 
In this set of simulations, the original version of the NMFT was applied and 
extended, to deal with the scaling up of the robotic agent's action repertoire. The 
various simulations showed that, (i) agents are able to acquire a complex set of 
actions, by building sensorimotor concept-models; (ii) agents are able to learn a 
lexicon to describe these objects/actions; and (iii) agents learn actions as basic 
gestures, in order to generate composite actions. 
The present framework looks very promising to model the acquisition of language. 
lt is well suited to capture characteristics of an environment, which are produced by 
an extremely well defined process, whether or not they are corrupted by noise. 
However, the mechanism would provide the possibility for a community of agents 
to reach a consensus; for example, assigning different words to a given category is 
not described by such a process, but by a series of language games (de Beule, et 
al., 2006; Steels, 2000), where the NMFT similarity measures will not have an 
effect. Hence there is no indication of how this system can be applied to the 
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formation of a common lexicon, in a community of agents. Therefore, presenting a 
clear limitation of the NMFT algorithm. 
In order to accomplish this and to tackle more complex motor actions, there is a 
need to use the agents themselves as subject; and in this aspect, a change of 
platform is considered. Therefore, there has been a collaboration with Professor 
Sandini, head of the Lira Lab (Laboratory for integrated advanced robotics) at the 
University of Geneva, and the liT (Italian Institute of Technology), in order to 
extend the research. So that, a humanoid robot will be able to mostly deal with 
understanding human language, in conjunction with actions and learning 
behaviours. 
Collaborating with Lira lab and the liT provides the opportunity to extend and test 
our model of language interaction with robots, using the iCub humanoid robot 
platform. 
The collaboration has also other implications. Apart from constituting the first 
practical collaboration between the groups in Plymouth and Geneva, it also allows 
the opportunity and potential to strengthen relations, and prepare new projects that 
involve the two labs, one of which is the !TALK project. 
In the following chapter, chapter 5, we describe the design of a novel computer 
simulator of the iCub robot, which is used in chapter 6 for vision, language and 
action learning experiments. 
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CHAPTER 5 
Cognitive Humanoid Robot: the iCub simulator 
The following section describes the design of an open source simulator 
(Tikhanoff, Cangelosi, et al., 2008; Tikhanoff, Fitzpatrick, et al., 2008) of the iCub 
robotic platform: an open-system that has 53 degrees of freedom (DoF) cognitive 
humanoid robot (please refer to chapter 2.5 for further details). 
We will proceed to illustrate the prototype of a new computer simulator, for the 
humanoid robot iCub, which has been mostly used for the second part of the Ph.D. 
research; and also for preliminary testing by partners in the RobotCub and !TALK 
projects. In addition to being used for experiments, on the development of 
controllers for the iCub robot, some groups have used the simulator to create a 
mental model (Dominey, 2007), used by the robot to represent the current state of 
the surrounding environment. 
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5.1 The birth of the iCub Simulator 
Computer simulations play an important part in robotics research. Despite the 
fact that the use of a simulation might not provide a full model of the complexity, 
which is present in the real environment (and may not assure reliable transfer from 
a simulation to the real environment), robotic simulations are of great interest to 
cognitive scientists (Ziemke, 2003). There are several advantages to robotics 
simulations, for researchers in cognitive sciences as described in chapter 2.4. 
A simulator for the iCub robot magnifies the value a research group can 
extract from the physical robot, by making it more practical to share a single robot 
between several researchers. The fact that the simulator is free and open makes it 
a simple way for people who are interested in the robot, to begin learning about its 
capabilities and design; with an easy "upgrade" path to the actual robot, due to the 
protocol-level compatibility of the simulator and the physical robot. Also, for those 
without the means to purchase or build a humanoid robot, such as small 
laboratories or hobbyists, the simulator opens a door to participation in this 
research. 
5.1.1 iCub Simulator Development 
The iCub simulator has been designed to reproduce, as accurately as 
possible, the physics and dynamics of the robot and its surrounding environment. 
The simulated iCub robot is composed of multiple rigid bodies that are connected 
via joint structures. lt has been constructed by collecting data directly from the 
robot design specifications (see Tab!es 6 to 13), in order to achieve an exact 
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replication (for example, height, mass, and Degrees of Freedom) of the first iCub 
prototype to be developed at the Italian Institute of Technology in Genoa. The 
environment parameters on gravity, object's mass, friction, and joints are based on 
known environment conditions. 
5.1.1.1 Open Source approach 
The iCub simulator presented here has been created using open source 
libraries, in order to make it possible to distribute the simulator freely to any 
researcher, without requesting the purchase of restricted or expensive proprietary 
licenses. The very first iCub simulator prototype was developed using the 
commercial Webots package, a professional robotic simulator which is widely used 
in academia and research (Michel, 2004). The Webots package is primarily 
designed for industrial simulations, but can be used as a reliable tool for robotic 
research. Although a powerful software, the main disadvantages of the Webots 
package are its price, the computational heaviness of the package itself and the 
fact that, depending on the type of license, there are limitations on the source code 
available to modify certain properties of the actual simulator. Therefore, the 
potential open source distribution of such an initial prototype was quite limited. As 
discussed in section 2.4, other open source simulators do exist and are suitable for 
robotics research. As previously described in chapter 2.4, amongst others, we can 
find the Player/Gazebo project, Simbad, Darwin2K , EvoRobot, and the OpenSim. 
The Simbad, Darwin2K and Evorobot simulators have a strong focus on 
evolutionary algorithms, and have been mainly developed for scientific educational 
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purposes. They are built to study AI algorithms and machine learning for multirobot 
platforms. Gazebo is a powerful and complex multi-robot simulation in a 3D 
environment. OpenSim is a general multi-robot platform built in a similar way to the 
Gazebo package. However, such systems use the same third party software and 
libraries. Although the proposed iCub simulator is not the only open source robotics 
platform, it is one of the few that attempts to create a 3D dynamic robot 
environment, which is capable of recreating complex worlds and fully based on 
non-proprietary open source libraries. 
5.1.1.2 Physics Engine 
The iCub simulator uses ODE (Smith, 2001) for simulating rigid bodies, and 
the collision detection algorithms to compute physical interaction with objects. The 
same physics library was used for the Gazebo project and the Webots commercial 
package, as well as the robot model in chapter 4. ODE is a widely used physics 
engine in the open source community, whether for research, authoring tools, or 
gaming. lt consists of a high performance library for simulating rigid body 
dynamics, using a simple C/C++ API. ODE was selected as the preferred open 
source library for the iCub simulator, because of the availability of many advanced 
joint types, rigid bodies (with many parameters such as mass, friction and 
sensors), terrains, and meshes for complex object creation. 
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5.1.1.3 Rendering Engine 
Although ODE is a good and reliable physics engine, computing all the 
physical interaction of a complex system can take a good deal of processing 
power. Since ODE uses a simple rendering engine based on OpenGL, it has 
limitations for the rendering of complex environments comprising of many objects 
and bodies. This can significantly affect the simulation speed of complex robotic 
simulation experiments. Therefore, it was decided that OpenGL directly combined 
with SOL (SOL, 2000), an open source cross platform multimedia library, would be 
used. This makes it possible to render the scene with much more ease and to carry 
out computationally-efficient simulation experiments. 
5.1.2 iCub Simulator Communication protocols 
As the aim was to create an exact replica of the physical iCub robot, the 
same software infrastructure and inter-process communication will be those that 
were used to control the physical robot. As mentioned in section 2.5.4, iCub uses 
YARP (Fitzpatrick, et al., 2008; Metta, et al., 2006) as its software architecture. 
YARP is an open-source software tool for applications that are real-time, 
computation intensive, and involve interfacing with diverse and changing hardware. 
The simulator and the actual robot have the same interface, either when viewed via 
the device API, or across the network, and are interchangeable from a user's 
perspective. The simulator, like a real robot, can be controlled directly via sockets 
and a simple text-mode protocol; the use of the YARP library is not a requirement. 
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This can provide a starting point for integrating the simulator with existing 
controllers in esoteric languages or complicated environments. 
5.1.2.1 Architecture 
The user code can send and receive information to both the simulated robot 
itself (motors/sensors/cameras) and the world (manipulate the world) , see Figure 
22. Network wrappers allow device remotisation . The Network wrapper exports the 
YARP interface so that it can be accessed remotely by another machine (see 












Figure 22. This Figure shows the architecture of the simulator with YARP support. 
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5.1.3 iCub Body Model 
The iCub simulator has been created using data from the physical robot, in 
order to have an exact replica of it. As for the physical iCub, the total height is 
around 1 05cm, it weighs approximately 20.3kg, and has a total of 53 degrees of 
freedom (DoF). These include 12 controlled DoFs for the legs, 3 controlled DoFs 
for the torso, 32 for the arms, and 6 for the head. The robot's body model consists 
of multiple rigid bodies, attached through a number of different joints. All the 
sensors were implemented in the simulation on the actual body, such as touch 
sensors and force/torque sensors. Due to the fact that many factors impact on the 
torque values during manipulation of the physical iCub, the simulator might not 
guarantee to be perfectly correct. However, the simulated robot's torque 
parameters and their verification, in static or motion, are a good basis and have 
proven to be reliable (Nava, Tikhanoff, Metta, & Sandini, 2008). (Please refer to 
Figure 23 and table 6 to table 13 for a detailed description of the iCub parts and 
joints used for creating the simulator) 
All the commands sent to and from the robot are based on YARP instructions. For 
the vision, cameras were located in the eyes of the robot, which generate images 
that can be sent to any workstation using YARP, in order to develop vision analysis 
algorithms. Also, the system has full interaction with the world/environment. The 
objects within this world can be dynamically created, modified and queried by 




Figure 23. Photo of real iCub (a), of simulated iCub and the binocular view (b). 
The simulated iCub moving on all four limbs as part of a demo (c); and the 
simulated iCub looking at and manipulating an object in its environment (d). 
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LEGS 
Object Data Joint Parts Weight (width, height, length) Sensors Type (radius, length) Type 
Foot base Box 0.08185 0.054,0.004,0.13 n/a Hinge 
Foot ankle1 Cyl 0.59285 0.027,0.095 nla Hinge 
Foot ankle2 Cyl 0.14801 0.0245,0.063 nla Hinge 
Lower leg Cyl 0.95262 0.0315,0.213 n/a Hinge 
Knee Cyl 0.79206 0.0315,0.077 n/a Hinge 
Upper leg Cyl 1.5304 0.034,0.224 nla Hinge 
Hip 1 Cyl 1.5304 0.031 ,0.075 nla Hinge 
Hip 2 Cyl 0.32708 0.038,0.013 nla Hinge 
Table 6. Detailed description of the robot's legs (not all joints are controllable). 
LEG JOINTS 
Joint Number Joint Type Joint Description 
0 Hip pitch Front and back movement 
1 Hip roll Lateral movement 
2 Hip yaw Rotation along the leg/tight principal axis 
3 Knee Knee movement 
4 Ankle pitch Front and back movement 
5 Ankle roll Lateral movement 





Parts Object Type Weight (width, height, length) Sensors Joint Type 
(radius, length) 
Torso 1 Box 0.20297 0.004,0.13,0.054 n/a Hinge 
Torso 2 Box 3.623 0.176,0.063,0.127 nla Hinge 
Torso 3 Box 0.91179 0.031 ,0.097 nla Hinge 
Torso 4 Cyl 0.45165 0.04,0.0274 nla Hinge 
Torso 5 Box 1.8388 0.076,0.118,0.1 09 n/a Hinge 
Torso 6 Box 1.8388 0.076,0.118,0.1 09 n/a Hinge 
Table 8. Detailed description of the robot's torso (not all joints are controllable). 
TORSO JOINTS 
Joint Number Joint Type Joint Description 
0 Torso yaw With respect to gravity 
1 Torso roll Lateral movement 
2 Torso pitch Front and back movement 




Parts Object Type Weight (width, height, length) Sensors Joint Type 
(radius, length) 
Neck 1 Cyl 0.28252 0.015,0.077 n/a Hinge 
Neck 2 Cyl 0.1 0.015,0.077 nla Hinge 
Neck 3 Cyl 0.13913 0.015,0.06 n/a Hinge 
Head part 1 Box 0.1562 0.1 04,0.002,0.052 n/a Hinge 
Head part 2 Box 0.1562 0.002,0.093,0.052 n/a Hinge 
Head part 3 Box 0.1562 0.002,0.093,0.032 n/a Hinge 
Head part 4 Box 0.01 0.1 04,0.002,0.032 n/a Hinge 
Head part 5 Box 0.0278 0.011 ,0.026,0.025 nla Hinge 
Head part 6 Box 0.0278 0.02,0.022,0.012 n/a Hinge 
Eye part 1 Cyl 0.0059678 0.002,0.068 n/a Hinge 
Eye part 2 Cyl 0.11 0.006,0.030 n/a Hinge 
Eye part 3 Cyl 0.0387 0.006,0.05 n/a Hinge 
Eye part 4 Cyl 0.0234 0.006,0.030 n/a Hinge 
Eye part 5 Cyl 0.0387 0.006,0.05 n/a Hinge 
Left eye Cyl 0.0234 0.006,0.011 n/a Hinge 
Right eye Cyl 0.0234 0.006,0.011 n/a Hinge 
Table 10. Detailed description of the robot's head (not all joints are controllable). 
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HEAD JOINTS 
Joint Number Joint Type Joint Description 
0 Neck pitch Front and back movement 
1 Neck roll Lateral movement 
2 Neck yaw Rotation along the head principal axis 
3 Eyes tilt Tilt of the eyes 
4 Eyes version Version, the eyes move together 
5 Eyes - vergence Vergence control, the eyes move together 
Table 11. Detailed description of the robot's controllable head joint. 
ARMS 
Data 
Parts Object Weight (width, height, Sensors Joint Type length) Type 
(radius, length) 
Shoulder 1 Cyl 0.48278 0.031' 0.011 n/a Hinge 
Shoulder 2 Cyl 0.20779 0.03, 0.059 n/a Hinge 
Upper Arm Cyl 1.1584 0.026, 0.156 n/a Hinge 
Lower Arm Cyl 0.48774 0.02, 0.14 n/a Hinge 
Touch 
Palm Box 0.19099 0.024, 0.069, 0.065 sensor/force Universal 
feedback 
Index finger Cyl 0.2 0.0065, 0.012 n/a Universal base 
Table 12 (1 ). Detailed description of the robot's arms (not all joints are 
controllable) (continues on next page) 
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Middle finger Cyl 0.2 0.0065, 0.012 n/a Universal base 
Ring finger Cyl 0.2 0.0065,0.012 n/a Universal base 
Little finger Cyl 0.2 0.0065,0.012 n/a Universal base 
Index finger Cyl 0.2 0.0065,0.026 n/a Hinge 1 
Middle finger Cyl 0.2 0.0065,0.028 n/a Hinge 1 
Ring finger 1 Cyl 0.2 0.0065,0.026 n/a Hinge 
Little finger 1 Cyl 0.2 0.0065,0.022 n/a Hinge 
Index finger Cyl 0.2 0.0065,0.022 n/a Hinge 2 
Middle finger Cyl 0.2 0.0065,0.024 n/a Hinge 2 
Ring finger 2 Cyl 0.2 0.0065,0.022 n/a Hinge 
Little finger 2 Cyl 0.2 0.0065,0.019 n/a Hinge 
Index finger Touch Cyl 0.2 0.0065,0.02 sensor/force Hinge 3 feedback 
Middle finger Touch Cyl 0.2 0.0065,0.02 sensor/force Hinge 2 feedback 
Touch 
Ring finger 3 Cyl 0.2 0.0065,0.02 sensor/force Hinge 
feedback 
Touch 
Little finger 3 Cyl 0.2 0.0065,0.02 sensor/force Hinge 
feedback 
Thumb 1 Cyl 0.2 0.0065,0.026 n/a Hinge 
Thumb 2 Cyl 0.2 0.0065,0.022 n/a Hinge 
Touch 
Thumb 3 Cyl 0.2 0.0065,0.016 sensor/force Hinge 
feedback 






Joint Joint Type Joint Description Number 
0 Shoulder pitch Front and back movement 
1 Shoulder roll Adduction-abduction movement 
2 Shoulder yaw Yaw movement with the arm axis 
3 Elbow Elbow movement 
4 Wrist pronosupination Forearm rotation along the arm axis 
5 Wrist pitch Wrist front-back movement 
6 Wrist yaw Wrist lateral movement 
7 Hand and finger Finger lateral movement 
adduction/abduction 
8 Thumb opposition Thumb lateral movement 
9 Thumb proximal flexion/extension Thumb front-back movement 
10 Thumb distal flexion Thumb closing 
11 Index proximal flexion/extension Index front-back movement 
12 Index distal flexion Index closing 
13 Middle proximal flexion/extension Middle front-back movement 
14 Middle distal flex ion Middle closing 
15 Ring and little finger flexion Ring and little finger front-back movement and closing 
Table 13. Detailed description of the robot's controllable arms and controllable 
joints. 
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5.1.4 iCub Simulator testing: Kinematic and dynamic analysis 
The iCub simulator was used, tested and validated, to study the 
manipulation, operation, and performance of the system under dynamic conditions. 
As previously mentioned, the model takes into account several aspects, such 
external forces, gravity, contact constrains, and friction. The Coulomb friction 
model (Oisson, Astrom, Gafvert, & Lischinsky, 1 998) is used by ODE for modelling 
the contact between objects. This model has been applied for contact between feet 
and the floor, as well as contact occurring during the manipulation of objects. The 
Coulomb friction model describes a simple relationship between the normal and 
tangential forces that are present at a specific contact point. However, it is not 
possible to model friction accurately in ODE, because of dynamic aspects, as 
reported in (Smith, 2001 ). Friction effects are assumed negligible for the iCub 
joints, during the operating simulation, as low-friction bearings have been utilised 
on the robot structure. 
Dynamic simulation involves the simulated iCub approaching an object, lifting, 
manipulating, and then releasing the object. Linear movements of the robot 
actuated joints have been imposed in terms of law of motion, in order to achieve 
the pick-and-place routine. The manipulated object had a weight of 1.2 kg and 100 
mm of height, 100 of mm depth and 100 mm of width. The ODE physics engine 
had been fixed with a time step for computing the routine, by adapting coefficients 
for the prediction of errors. The time interval of 0.01 s ( 100 intervals in 1 s) had been 
selected for developing the dynamic simulation, in order to obtain suitable results 
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within reasonable computational periods. The total time of the experiment was 
44.31 seconds. 
Figure 24 shows a sequence of simulations of the iCub during a pick-and-place 
operation. Figures 25 and 26 show the results of actuating torques of active joints 
during the simulation. In particular, Figure 25(a) shows the torque for the trunk 
pitch; Figure 25(b) shows the torque for the trunk yaw; Figure 25(c) shows the 
torque for the trunk roll; Figure 25(d) shows the torque for the shoulder pitch; 
Figure 25(e) shows the torque for the shoulder yaw; Figure 25(f) shows the torque 
for the elbow pitch; Figure 26(a) shows the torque for the forearm roll; and Figure 
26(b) shows the torque for the pitch wrist. Since the law of motion, for the actuated 
joint of the iCub, has been imposed as a linear movement in the dynamic 
simulation, we can expect that the results performed linear tendency of the curves. 
In Figures 25 and 26, the robot approaching the object is illustrated by the 
evolution from 0 seconds (s) to around 20s. The lifting is represented from 20s, 
when an increase of torque magnitude is computed. The manipulation is shown by 
the evolution from around 22s to 32s; the realising of the object is represented from 
around 32s to 35s; and the simulation time from around 35s to 44s represents a 
movement when the iCub drops the object. In fact, each one of the above-
mentioned phases of the performed routine is represented in the simulation results, 
as decreasing or increasing curves of the actuating torque with linear tendency. 
The plot results of figures 25 to 26 show smooth shapes and appropriate values of 
torque. lt would therefore be safe for the iCub robot to perform such a manipulation 
routine as the maximum value of actuating torque has been computed to 
approximately 15 Nm on the pitch actuator of the trunk, as shown in Figure 25 (a). 
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(d) 
Figure 24. A sequence of iCub simulations, during a pick-and-place operation : (a) 
approaching an object; (b) lifting; (c) manipulation; and (d) releasing the object. 
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Figure 25. Plots of actuating torques during the dynamic simulation of Figure 24: 
(a) pitch actuator of trunk; (b) yaw actuator of trunk; (c) roll actuator of trunk; (d) 
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Figure 26. Plots of actuating torques during the dynamic simulation of Figure 12: 
(a) roll actuator of forearm; and (b) pitch actuator of wrist. 
5.1.4.1 Design considerations from the simulation results 
The simulation results can be used to infer potentially beneficial 
modifications, so that the robot's mechanical design can be enhanced. 
The shapes and values of the actuating torques show the actuation characteristics 
and requirements that fulfil the lifting operation of the iCub, as shown in the result 
plots of the dynamic simulation. The important contribution of the trunk sub-system 
to manipulate objects can be recognised by looking at the plots of the trunk sub-
system. In fact , the maximum values of actuating torques have been computed on 
the trunk actuators. The magnitudes of the computed torques stay in the ranges of 
the motor torques, for the current structure of iCub (Sandini, et al. , 2004, 2007) . 
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Therefore, the plot results of figures 25 and 26 show suitable values of torques that 
can be considered practical in a real implementation. For example, the maximum 
torque, of the current pitch actuator of the trunk, is around 48 Nm. The robot pitch 
joint is composed of a DC motor RBE-01211 (Phase, 1994) with maximum toque 
0.80 Nm and a Harmonic Drive CSD-17 -1 00-2A-GR (Phase, 1994) with a ratio of 
100 and efficiency of 60%. Since the maximum computed torque, during the 
dynamic simulations, has been 15Nm for carrying an object of 1.2 Kg, the robot 
payload, under dynamic conditions, can be considered to be about 3 Kg. In static 
considerations, the payload will be higher than 3 Kg, since the robot actuators do 
not have to compensate for dynamic effects. 
Cognitive behaviours require electro-mechanical design considerations for 
successful operation. A kinematic simulation has been carried out, in order to 
demonstrate the movement capabilities of the humanoid robot during manipulation 
applications. Numerical results from simulation have been reported in the form of 
torque plots of the actuating joints. The discussion of the computed plots has 
characterized the successful operation of iCub, in applications for object 
manipulation with suitable characteristics. The results of the dynamic simulations 
have been studied, in order to identify design considerations that may yield 
improvement to the mechanical design of the iCub. 
5.1.5 Current uses of the iCub simulator in cognitive robotics projects 
This section presents a research initiative on embodied cognition and 
developmental cognitive robotics, which is based on two EU projects: RobotCub 
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(robotcub.org) and ITALK (italkproject.org). Various robotics experiments, in these 
two projects, rely on the use of the iCub simulator. 
The RobotCub project aims to develop an open humanoid robotic platform and 
simultaneously increase our advancement of understanding cognitive systems, by 
exploiting this platform in studies cognitive development capabilities in humanoid 
robots. The idea is that, creating a common platform will enable many laboratories 
to join this effort without having to invest themselves in developing yet another 
robotic platform. The second aim of RobotCub is to investigate the development of 
these cognitive skills in natural and artificial cognitive systems. The project will 
carry out a plan of empirical research, including: neuroscience, developmental 
psychology, and robotics. This plan is centred on manipulation behaviour, ranging 
from the direct aspects of reaching and grasping for objects, to the use of gestures 
for communication. The RobotCub project intends to deal with aspects such as 
looking and overt attention, reaching, the detection and discovery of affordances, 
learning through imitation, and interaction. 
The IT ALK project intends to develop cognitive robotic agents, based among 
others on the iCub humanoid platform, which learn to handle and manipulate 
objects and tools autonomously, to cooperate and communicate with other robots 
and humans, and to adapt their abilities to changing internal, environmental, and 
social conditions. The undergoing research falls into five main research themes: (i) 
action development, (ii) conceptualisation, (iii) social interaction, (iv) language 
emergence, and (v) integration and bootstrapping of cognition. 
The study, into the development of complex action manipulation capabilities, will be 
based on synchronous development of motor, social and linguistic skills. This will 
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require agents to: (1) reason about past, present and future events, (2) to mediate 
their motor actions based on this reasoning process, and (3) to communicate using 
a communication system that shares properties with natural language. Another 
essential component of the IT ALK research project is to evaluate the role of social 
learning and social interaction, to support the development of a shared linguistic 
communication system. In particular, new research will consider: (i) the role of 
imitation and human-robot interaction for the acquisition of shared communication 
systems based on deixis, gestures and reference; (ii) the role of users' 
expectations in human-robot interaction; and (iii) the emulation of actions and 
gestures in the learning of multimodal task-oriented behaviour. The ITALK project 
will follow a cognitive linguistics approach. 
Since it is centred on interaction between action and language development, it 
provides the ideal test bed to investigate the emergence of linguistic constructions 
in close interaction with the development of action, social, and grounded 
conceptual capabilities. Among the research issues, some include: (i) 
generalisation as the basis of the emergence of symbolic systems; (ii) the role of 
speech and "acoustic packaging": speech or sound signals that serve as a cue to 
aid the learning of action sequences; (iii) the role of constructional grounding: the 
acquisition of linguistic construction and how one construction becomes favoured 
over another; (iv) the ontogenetic emergence of compositional lexicons; and (v) 
evolutionary studies on language emergence. All of the above aims would be 
demonstrated through the use of robotic experiments on the acquisition of object 
manipulation, social skills, and linguistic capabilities in simulated and physical 
cognitive robots. In particular, robotic agents will be able to (a) acquire complex 
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object manipulation capabilities through social interaction; (b) develop an ability to 
create and use embodied concepts; (c) develop social skills that allow flexible 
interaction with other agents or people; (d) develop linguistic abilities to 




6.1 Experiment overview 
Humanoid robots are becoming increasingly similar to humans and, to a 
certain extent, are able to imitate human behaviour (Chestnutt, et al., 2005). 
In Chapter 4, we described a model, based on NMFT, which works on the basis 
that agents will first develop an ability to categorise objects and actions by building 
concept-models of objects' prototypes. Subsequently, they begin to acquire a 
lexicon, to describe these objects/actions. Although the work is promising and 
achieved significant results, the model lacked potential in many aspects. Apart 
from the lack of physical aspects (from the robotics model point of view), such as a 
dexterous hand and the ability to reach any point in the workspace, there was a 
significant lack of sensory input. Meaning sensory information such as realistic 
vision system (working with cameras), a rich audio sensing (working with 
microphones), and touch sensors in the hands. Here we stress the importance of 
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visual input, as it is well known that all humanoid roboticists agree that vision is the 
most crucial sensing modality for enabling rich, human-like interactions with the 
environment. 
Following the general approach of action-language integration of the experiments, 
in the fourth chapter, we propose a new design of a robust system that is able to 
take advantage of all the aspects that a humanoid robot (based on the iCub 
simulator) provides; as well as manage object manipulation with refined motor 
control, whilst also being able to "understand" the meaning of the words used. 
This chapter describes cognitive experiments to be carried out on the iCub 
simulator. These experiments are divided into three main sections, which are: (1) 
vision, (2) motor learning, and (3) natural language understanding. 
The next section begins by explaining the various components and algorithms that 
are used in order to achieve a robust vision system. This is followed by two 
sections concentrating on the motor control system, which consist of reaching and 
grasping. We then proceed to a detailed description of the speech module, and 
finally describe a complete experiment on cognitive behaviour. 
An overview of the different modules involved, in the iCub behaviour tests, is 
presented in Figure 27. 
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6.2 Vision 
In the last decade, robotics and artificial intelligence researchers have 
focused on the contribution of cognitive and neural disciplines, in order to develop 
and improve their systems (Xydas, et al., 2008). The main idea behind this is the 
fact that such disciplines will permit researchers to be steered in the right direction, 
whilst they build their sophisticated humanoid robotic systems. This "guiding hand" 
can be from experimental research in developmental psychology, neuroscience, 
and physiology. These disciplines are now used in a beneficial way for cognitive 
robotics, which has resulted in the development of sophisticated human-like 
systems. 
There is without doubt a significant amount of research still to be carried out, so 
that improvements on the cognitive capabilities of humanoid robots can be made, 
as we are still at a rather primitive stage. Therefore, it is important to understand 
what is required for learning, as well as what and how the humanoid sensory 
system can be a beneficiary. This is particularly important for vision, which is 
unarguably one of the most important senses. 
Studies of human vision and learning processes are a tradition and have proven to 
be a good base in designing and implementing cognitive humanoid robots 
(Breazeal, Edsinger, Fitzpatrick, & Scassellati, 2001). Needless to say, that a 
stable vision system is not an easy task and many research groups bypass it, in 
order to run experiments on cognition. In a way, this is very limiting to the cognitive 
system of a robot. Therefore, its use is imperative, and thus raises many questions 
on how the humanoid robot will deal with vision. Here are just a few of these 
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questions: What kind of information should the humanoid extract from images and 
video? How should it build models of objects? What is its perception of spatial 
layout? Should it stabilise the images? How should it reach a decision? 
There are many issues with computer vision, with a main one being that many 
elements are confounded into an image data in a many-to-one mapping. A simple 
example would be trying to understand how a humanoid can infer three-
dimensional reality from a two-dimensional image. Another problem is how to 
manage the large amount of data that will be processed. For a long time, research 
in computer vision has assumed that the ideal aim was to acquire as much data as 
possible about the surrounding environment (O'Regan & Noe, 2001 ). Needless to 
say, that such an approach is computationally expensive. Nowadays, rather than 
simply collect as much data as possible and have a perceptual system that is a 
passive receptor, there have been many attempts to create a perceptual system 
that is able to interact with humans and the close environment and therefore, 
create an active perception of reality, rather than just receiving it (O'Regan & Noe, 
2001 ). Another issue with computer vision is: how do you extract features out of all 
the data? Is it possible to do this in a natural way by imitating humans? 1t is known 
that humans find certain perceptual features compelling; and features that will 
attract our attention are through colour, motion and face-like shapes (Agre & 
Chapman, 1990). 
lacoboni et al., (1999) mentioned that there is a definite link in humans, at a basic 
level, between vision and action. Researchers have shown that, in simple object 
manipulation scenarios, a poking behaviour can contribute to achieve object and 
ground segmentation (Fitzpatrick, 2003). By making a sweep of the arm within a 
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space, the moment immediately before and after the impact between the arm and 
an object, have shown to be significantly informative when providing visual 
confirmation of the boundaries of the object; of which is then used for segmentation 
(Moll & Eldermann, 2001 ). 
The following section describes the design of a vision system which is used to 
control a pair of cameras, whether on the iCub simulator or on the actual physical 
iCub robot. Figure 28 provides the full diagram of the visual system. 
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Figure 28. Diagram of the visual system. 
Existing stereo matching algorithms have been used under OpenCv (Bradski & 
Kaebler, 2008) and extended to allow the two cameras converge, such that the 
intended target is in the centre of both camera images, enabling target depth 
estimation. Two algorithms, depth disparity and binocular disparity, have been 
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combined, resulting in a setup that scans its environment for salient targets and 
determines their distance. 
6.2.1 Depth discontinuities 
For thousands of years, artists have been playing with the illusion of depth 
by using numerous layers in order to paint or draw objects, characters and 
backgrounds. This has been achieved by providing a crisp depiction of foreground 
objects, as seen in Figure 29. Human stereo vision exploits this depth discontinuity 
in a similar manner. This is how we are able to perceive or focus our attention to 
objects in the foreground, whilst, at the same time, dismissing distinct objects as 
well as determining distance relations between them (Koffka, 1935). 
Figure 29. This painting uses many techniques to provide the sense of depth, 
including diagonal lines, diminishing scale, and placing objects top to bottom. 
Raphael - The School of Athens 1509-1510. 
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Depth discontinuities tend to outline the contours of the different objects and 
characters, whilst also preserving the interesting parts of the image that are well 
defined. 
In this section, a method adapted from Birchfield & Tomasi (1999) is presented, in 
order to detect these depth discontinuities from a stereo pair of images, which have 
been taken from the physical iCub and the simulator. This algorithm firstly 
computes a dense disparity map and enunciates pixels that display a substantial 
change in disparity between left and right images. Many stereo algorithms that are 
able to produce depth discontinuities have the tendency to blur the resulting image. 
The algorithm taken from Birchfield et al., (1999) does not use any pre-processing 
on the original images; therefore, there is a crisp switch in the disparity. lt scans 
the same line in both images and is able to match the individual pixels, whilst also 
allowing distant pixels to remain unmatched. An important fact is that the algorithm 
is able to handle a large amount of data, while measuring the pixel dissimilarities 
and keeping the computation extremely fast, when compared to other traditional 
methods. This has been of great importance and Birchfield et al., (1999) noted that 
it takes about 600 nanoseconds per pixel, per disparity, on a personal computer 
from the late nineties. Almost ten years later, with the advancement of personal 
computer technology, this time is reduced. Therefore, this method is ideal for real 
time computations of stereo images that are provided from the robots achieving 
crisp and accurate results. An example of this can be seen in Figure 30 and 31, 
where snapshots of a pair of stereo cameras were taken and the depth 
discontinuities were processed. The output of this algorithm demonstrates its ability 
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to reconstruct a rough disparity map, but for our purposes, an accurate depth 
discontinuity. 
Figure 30. Example of depth discontinuity from a stereo image. Off the shelf 
images taken from the OpenCV library for quick testing (OpenCV, 2001 ). 
Figure 31. A more complex example of depth discontinuity from a stereo image. 
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Detecting depth discontinuities is an important issue when using stereo cameras. 
The detected depths will noticeably contain errors, with most being boundary 
issues as can be seen in Figure 31. For the purpose of this project, this is not 
considered an important issue, as depth discontinuities are only used for 
determining the depth between objects in the scene. 
In order to better interpret the results, there is a need to determine the edges of the 
object being presented. In this case, we assume that the edges are defined as: the 
pixels that have a change of at least two binary levels, and compared them with the 
ones that lie on the far object or in the background. 
Apart from determining the edges of the depth discontinuities, there is another 
method to classify objects based on their roundness. This is implementep in order 
to pre-categorise objects for a later stage. To determine the roundness of an object 
the method used focuses firstly on the shape of this particular object. This is 
completed by following the contour of the edge segmentation and detecting if both 
ends are actually connected. When this is validated, the methods estimates each 
object's area and perimeter and use these results to form a simple metric indicating 
the roundness of an object as seen in equation (16). 
4 xrcxarea 
perimeter 2 (16) 
An example of this pre-categorisation mechanism can be seen in Figure 32. If both 
ends of the contour, of the object, are not within a certain threshold (5x5 pixels) of 
each other, then this does not constitute a complete object and is, therefore, not 
counted as an object in the scene. A further example showing the depth 
Page 1128 
discontinuities algorithm and the pre-categorisation effect can be seen on Figure 
33. The images used for this example have been taken directly from the cameras 
of the iCub simulator, whilst presenting a squared object in front of the robot. 
0 
Figure 32. Pre-categorization mechanism for calculating the roundness 
approximation of objects within the scene. 
The two top images are the view for the eyes of the iCub simulator, the bottom left 
is the disparity measure, and the bottom right is the edge segmentation with the 
roundness approximation of the object. 
At this stage our vision routine can provide us with the number of objects in the 
environment, their roundness approximation, their positions in X and Y (using the 
centre of the object detected), and finally their depth. 
Even though the depth discontinuity algorithm can provide good results in some 
cases, in others its accuracy fails with depth values varying erratically. Since the 
determination of depth is the need to have a stable visual system and therefore, a 
reliable motor control , there was the need to improve its effectiveness in some of 
the experiments. Therefore, another method, binocular disparity, was also used to 
Page 1129 
determine the depth of an object from the two cameras. This is a more 
psychologically plausible approach, as it functions similarly to how the brain 
extracts depth information (Qian, 1997). 
Figure 33. Simple depth discontinuity from the iCub simulation's cameras, with 
added edge segmentation and roundness approximation. 
Binocular disparity is the actual difference of an object's location in an image, 
which is seen from both the right and left eye of a human or a humanoid robot. In 
order to focus on an object within the visual field, the eyes will move such that the 
object is on the fovea, where the vision is most acute in both eyes a typical 
scenario can be seen in Figure 34. This type of eye movement is called the 
vergence. Fortunately, as seen in chapter 2.4.3, the iCub robotic platform is 
capable of such eye movement (Robotcub), in contrast to other humanoid robots 
and therefore, this concept can be easily applied. The furthest object, object 1, is 
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the actual point of fixation . Object 3 is the nearest to the eyes, therefore, it has a 
near disparity dn. Any object located further than object 2, has a far disparity dt. 
Object2 
Object 3 
Figure 34. Simple definition of binocular disparity. 
The binocular disparity is the angle between the two lines of projection in one eye. 
In computer vision, and in this case of humanoid vision, there is a distance that 
varies between the two cameras, which is called the baseline. The disparity will 
then increase as the baseline increases. This is due to the fact that the view from 
each camera is growing in difference. 
A further feature that has been added in the vision system is the ability to obtain 
colour information and track it in the environment, as explained in the next section. 
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6.2.2 Colour Information 
Almost everyone who has worked with any type of media would be familiar 
with the importance of the RGB colour value system (Kuehni, 2003). The RGB 
colour space is an additive colour system, where, by adding red, green and blue 
together, we can reproduce a broad range of colours. Although RGB is a reliable 
and concise model for describing colours, it is quite difficult to describe a colour in 
nature, by the amount of each channel. Various devices detect or even reproduce 
an RGB value differently, and adding to this the changes of lighting conditions in 
the environment, it is practically impossible to define and track the same RGB 
value. Therefore, rather than describing how the blending of colours is made, we 
can describe colours by means of the HSV (Hue Saturation Value) (Gonzalez & 
Woods, 2002) space, which breaks colour down into much more simplistic 
features. Hue represents the blend of the three colour components, Saturation 
represents how grey or pure the colour will be, and Value stands for the parameter 
that describes the brightness of the colour. The HSV colour space can be powerful 
when it comes to colour tracking, as it is able to account for changes in the 
environment that would more difficult for the RGB colour space to handle. 
Therefore, instead of managing 256 colour palettes, the user can easily control the 
three parameters and achieve good results. An example of the HSV colour tracking 
can be seen in Figure 35. In this example, a screen was created in the iCub 
simulator in order to display a live feed from a webcam. This was possible by using 
the pixel data from the camera's images and converting them to a texture that can 
be displayed, in the simulator, in real time. The colour tracking was conducted by 
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analysing the images that came directly from the iCub's eyes and then tracking the 
colour of the green bottle using the HSV colour space. The left side of the image 
displays a top view of the simulator, in order to present the iCub and the live feed 
from the webcam. The top right images are the views from the iCub's eyes, and the 
bottom right images are the colour tracking and the edge segmentation of the 
tracked object (Bradski & Kaebler, 2008) . 
Figure 35. HSV colour tracking and segmentation in the simulator, using a live 
feed from a webcam. 
6.2.3 Template tracking 
Template tracking is based on a computer vision technique for processing 
images, called template matching (Kim & Araujo, 2007). This technique is generally 
used as part of controlling the quality of products used in manufacturing (Aksoy, 
Torkul , & Cedimoglu, 2004), a navigation method for a mobile robot (Kyriacou, 
Bugmann, & Lauria, 2005) , or even as an edge segmentation technique (Wang, 
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1 985). In this thesis, the template tracking method is used in order to compare 
portions of an image against a template, for the purpose of identification, 
recognition and tracking. There are different approaches in order to perform 
template matching. We have implemented the basic method of template matching, 
normalised crossed correlation (Lewis, 1 995) as it is fast to performer and 
produces good results. The typical method for using a template matching method 
is by determining a small part of an image which is to be detected; then the search 
image is put into motion. The selected template image, consisting of the x and y 
coordinates of each pixel, is moved into the centre of each pixel in the original 
image, in order to calculate the sum of products between the coefficients of the 
whole template. When all possible combinations are computed, the position with 
the highest mark is regarded as the best position. This process is also similar to 
the linear spatial filtering technique in digital image processing (Gonzales & 
Woods, 2002). The matching template can then be tracked in the original image, 
even if it is in motion. An example of the template tracking method is shown in 
Figure 36; this example was used directly in the simulator. The template selected is 
the blue ball on the table and the head is moved in order to test the performance of 
this vision technique. Figure 36 shows the images taken from the iCub simulator's 
cameras and the actual template to track. Even though the template matching 
technique provides a fast and reliable means to perform tracking, there are some 
disadvantages. For example, a template does not provide all the information about 
an object and therefore, it can be easily lost when rotated. A way around this issue 
is to provide the matching algorithms with a sequence of related and scaled 
templates to match the original image (Kim & Araujo, 2007). 
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Figure 36. Detecting an object using the view from both eyes of the iCub 
simulator, using the template matching vision technique. 
This can be seen in Figure 37, where a multitude of templates of the iCub's hand 
are given to the matching technique. 
In this thesis, the described template matching (single and multiple) is used in 
order to acquire data for the training of the reaching module, which will be 






Figure 37. A multitude of related and scaled examples given to the template 
matching module. 
6.3 Motor Control 
lt is essential for a humanoid robot to be able to interact with its environments 
(Hirai , et al. , 1998; Yoshikawa, 1985). This section is centred on manipulation 
behaviour, ranging from the direct aspects of reaching and grasping objects. A 
method tor teaching a robot how to reach tor an object that is placed in front of it 
and then, attempting to grasp the object is proposed. The first part will focus on 
solving the task of reaching tor an object in the robot's environment. This work 
employs a control system configuration, consisting of a neural network that is 
contigured as a feed-forward controller. We compare the performance of the teed-
forward network to obtain the optimum configuration, so that the task can be 
accomplished. As we will demonstrate in section 6.3.1, through a large amount of 
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simulations, we establish that the feed-forward neural network was capable of 
achieving the initial goal ; whilst also demonstrating (in resulting data) that some 
joint configurations are not required to reach an object. 
The second part incorporates the above method, with an extra controller that is 
needed for the robot to actually grasp the object. This employs another control 
system configuration, which consists of a neural network that is configured as a 
Jordan Neural Network (Jordan, 1986). Figure 38 provides a diagram overview of 
the motor control section that is described in this chapter. 
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In recent years, humanoid research has focused on the potential for efficient 
interaction with the environment, through motor controls and manipulation. 
Reaching is one of the most important assignments for a humanoid robot, as it 
provides the robot with the ability to interact with the surrounding environment, and 
permits the robot to discover and learn through the task of manipulation. However, 
this task is not a simple problem. Significant progress has been made to solve 
these problems and this section will briefly explain some of the past applications 
that have been used towards the reaching problem. 
Reaching in neuroscience has focused on the development of human models of 
reaching, in order for a humanoid to achieve human-like reaching (Bullock, 
Grossberg, & Guenther, 1993; Crowe, Porrill, & Prescott, 1998). Additionally, 
neuroscience considers the issue of pre-grasping as defined by Arbib and 
colleagues (Arbib, lberall, & Lyons, 1985). This deals with the configuration of the 
fingers for successful grasping, whilst performing the reaching movement. These 
finger configurations must, therefore, satisfy some types of pre-defined knowledge 
covering the object in order to grasp the object, and also some type of pre-defined 
knowledge about the task to accomplish. This thesis is not concerned with 
generating a reaching system, which is similar to human models of reaching by 
using pre-grasping, but assumes that reaching and grasping can be performed 
independently. 
Recent works that are directly applicable to humanoid reaching have considered 
the manipulation planning problem (Mason, 2001; Okada, Haneda, Nakai, lnaba, & 
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lnoue, 2004). Some current researches on humanoid manipulation (Lavalle, 2006) 
have been reviewing the reaching problem without dealing in depth at the grasping 
issue, as it is significantly simplified. Issues such as grasping, friction and the 
mechanics behind it are not taken into consideration, and use reaching for pointing 
and touching. Other recent work (Brock & Khatib, 2002) has implemented reaching 
by using a path planner with some obstacle avoidance procedure. Kagami et al., 
(2003) use an interesting approach by taking into account the humanoid stereo 
vision, in order to construct a virtual model of an environment; and include the use 
of inverse kinematics to perform a reaching and grasping task. Apart from Kagami 
and colleagues (2003), these few works have simplified the problem of reaching, 
by not involving vision and other sensory inputs from the humanoid robots. 
This work considers reaching as a hand-eye coordination task, which greatly 
depends on vision for tracking of objects, whether static or moving, and their depth 
estimation. The control system that has been designed for reaching does not 
depend on heavy camera calibration and the analysis of a robot's kinematics. The 
reaching system uses the uncalibrated stereo vision system, discussed in section 
6.2, to determine the depths of the objects. 
A suitable system for a humanoid robot must take into consideration the movement 
of the robot's head and eyes (Gaskett & Cheng, 2003; Metta, Sandini, & Konczak, 
1999). Metta et al., (1999) have developed a humanoid robot controller based on 
single motor mapping. The system used, developed the mapping from the two 
eyes of the robot to control two joints in the arms. They then added the eye 
vergence, as described in section 6.2, in order to determine the depth of an object 
(Metta, Panerai, Manzotti, & Sandini, 2000). Even with the addition of the eye 
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vergence, there were some imperfections due to errors in the hand positioning. In 
an earlier paper, Marjanovic, Scassellati, & Williamson (1996) described a system 
that was able to correct mapping errors by redirecting the robot's eyes to focus on 
its hand, after looking at the object. This permitted, to some extent, an 
improvement in the results by using simple motor mapping. 
There have been several systems that have used learning with endpoint closed 
loop controls (Cooperstock & Milios, 1993; Ritter, et al., 1992; Waiter & Schulten, 
1993). These systems use fixed cameras and can perform several types of error 
corrections, which permit to adjust the learned mappings and the end position of 
the hand. Although the different systems were reliable, they failed when the hand 
was not visible by the vision system, and it is not possible to assume that the hand 
will be constantly visible during object manipulation in a humanoid robot. 
More recently, Gaskett & Cheng (2003) have been quite successful in 
implementing a system that used stereo vision to view a target; this involved 
moving the hand towards the end position, whilst also assisting the eyes, so that 
the object could be tracked by moving the head and torso of the humanoid robot. 
When the vision lost track of the arm, they used a three dimensional self-
organizing map (Kohonen, 1995) in order to map the three dimensional 
movements of the robotic arm. By knowing the state of the eye, head and arm 
joints, they used the trained SOM to make the robot find the hand and look at it. 
Although the design of the system is reliable, some controllers cannot be refined 
online and are based on non-learning networks of proportional derivatives. 
The system used for the reaching module, implemented in this thesis, uses the 
knowledge of previous findings and adapts them to use an improved mapping. 
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The reaching module is based on learning motor-motor relationships between the 
vision system of the head/eyes and the iCub's arm joints. This is represented by a 
feed-forward neural network with a back propagation algorithm. 
The only initial condition is that the hand is positioned in the visual space of the 
robot to initiate the tracking of the visual system, which will then calculate the 
three-dimensional coordinates of the hand itself, and consequently move the head 
accordingly. 
A feed-forward multilayer perceptron, with back propagation algorithm (Rumelhart 
et al., 1986), was modelled to simulate reaching for diverse objects that reside 
within their surroundings. 
The following architecture has been used to model the feed-forward neural network 
(Figure 39). 











Figure 39. The architecture of the employed feed-forward neural network. 
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The input to the feed-forward neural network is a vector of three dimensional 
coordinates (X, Y and Z) of the robot's hand, normalised from 0 to 1. These 
coordinates were determined by the vision system, by means of the template 
matching method described in section 6.2.3, and depth estimation in section 6.2.1. 
The output of the network is a vector of angular positions of 5 joints that are 
located on the arm of the robot. The joints used for the reaching module are 
described in table 14. 
Joint Description 
Shoulder Pitch Front and back movement 
Shoulder Roll Adduction-abduction 
movement 
Yaw movement when the 
Shoulder Yaw arm axis is aligned with 
gravity 
Elbow Elbow movement 
Wrist Pronosupination Forearm rotation along the arm axis 
Table 14. Description of the different joints used for the reaching module. 
The hidden layer comprises of 10 units placed in parallel with one another. This is 
the optimal number of hidden units identified after preliminary experiments. 
During the training phase, the robot generates 5,000 random sequences, whilst 
performing motor babbling within each joint's spatial configuration/limits. When the 
sequence is finished, the robot determines the coordinates of its hand and what 
joint configuration was used to reach this position. Figure 40 shows 150 positions 
of the endpoints of the robot hands, by representing them as green squares. 
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Figure 40. Example of the 150 end positions of the robot arms during training. 
6.3.1.1 Experimental Results 
This feed-forward neural network was trained with the above data, in the following 
table: 
Learn Size Test Total Nu m Iterations Learn Rate RMSE 
2,500 2,500 5,000 50,000 0.05 0.182 
Table 15. Training parameters of the reach ing feed-forward network module. 
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After multiple tests of 50,000 iterations, the RMSE (root mean square error) ranged 
from 0.18 to 0.17, which indicates that the neural network had some difficulties in 
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Figure 41. RMSE value during training of the reaching module. 
By analysing the results , we can see that the network has been successful in 
learning to reach the specific position, with its joint configuration . But it has 
discarded the last joint completely, as shown in Figure 42. Figure 42 displays the 
first 150 results of the 2,500 testing samples provided to the network. Each graph 
represents the different normalised (from 0 to 1) joint degrees (Y axis) at each of 
the 150 positions (X axis). 
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Figure 42. The first 150 results of the 2,500 samples given to the network. Each 
graph represents the different joint degrees at each of the 150 positions. a) 
shoulder pitch- b) shoulder roll- c) shoulder yaw- d) elbow- e) wrist 
pronosupination 
The reason for such a high root mean square error is believed to be due to several 
factors . The fi rst one is the fact that the wrist pronosupination (forearm rotation 
along the arm principal axis) is not needed for the robot to reach a specific position 
and, is eventually discarded by the network when learning the training data. 
Therefore, the desired mappings of the joints, of the iCub simulator, have been 
satisfied as much as possible without the use of this joint. The second factor is due 
to the fact that the hand would never reach the centre of gravity, of the object itself 
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(detected from the vision module), as collisions from the hand and the object would 
not allow it to reach this point. 
In order to test the performance of the model, a pre-trained reaching neural 
network was loaded onto the simulation, whilst random objects were placed in the 
vicinity of the iCub robot. The results of these tests showed that the model was 
capable of successfully locating and tracking the object, and finally reaching the 
target (see Figure 43) . Figure 43 is a collection of images taken after the detection 
of the object (by the vision system) and the attempt to reach the tracked object. 
Figure 43. Images taken from the robot during the testing of the reaching module. 
Figure 44 supports the previous argument, by showing the X, Y and Z coordinates 
of 62 random objects that were placed within the vicinity of the iCub, and then 
compares them with the actual resulting position of the robot. 
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Figure 44. Comparison of 62 random - a) X - b) Y - and c) Z positions of objects, 
with the actual resulting position of the robots hand. 
A further experiment was carried out to test the reaching module with the previous 
setup used in section 6.2.2, where the iCub simulated robot is situated in front of a 
screen that was created to display a live feed from a webcam. The hypothesis is 
that, given the incoming data from the vision module, such as the determination of 
depth along with colour segmentation, the robot should attempt to reach the green 
object (here a green bottle), regardless of the fact that the screen is located further 
than the extensions of the arm. 
Figure 45 shows the robot attempting to reach the green bottle that is displayed on 
the virtual screen in the iCub simulator. The robot was able to direct its hand in 
front of the bottle in an attempt to reach it. 
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Figure 45. The iCub simulator attempting to reach a green bottle that was 
displayed on the virtual screen. 
Overall, the experimental setup and results deal with a system that is able to 
perform reaching, using stereo cameras from the iCub simulator. The only input 
units are the three dimensional coordinates. Between the vision module and the 
reaching module, eight degrees of freedom were used: three for the head and 
eyes, and five for the arm joints. The reaching module was able to learn an 
approximation of the randomly placed object in its vicinity, whilst autonomously 
discarding unnecessary joint motion to achieve its goal. 
The next step will be to attempt to grasp the object that the robot has successfully 
reached. In the next section, after a brief discussion on recent work on grasping, 
- - ---------
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we will describe our approach that was used to solve the well known grasping 
problem. 
6.3.2 Grasping 
One of the major challenges in robotics is to reproduce human dexterity in 
unknown situations or environments. Most of the humanoid robotic platforms have 
artificial hands with varying complexity. Attempting to define their configuration, 
when seeking to grasp an object in its environment, is one of the most difficult 
tasks. Many parameters must be accounted for, such as the structure of the hand 
itself, the parameters of the object, and the specification of the assignment. 
Taking these parameters into consideration, the ability to receive sensing 
information from the robot is crucial when implementing an efficient robotic grasp. 
The quality of the sensing information must also be taken into consideration, as 
signals may limit precision and can potentially be noisy. 
In recent years, there have been several models implemented to perform a 
grasping behaviour. The different models can be divided into categories such as: 
• Knowledge-based grasping, 
• geometric contact grasping, 
• sensory driven and learning based grasping. 
(Rezzoug & Gorce, 2006) 
Knowledge-based grasping takes into account techniques where the hand 
parameters are adjusted according to the knowledge and experience behind 
human grasping, therefore taking advantage of the human dexterity capabilities. 
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This approach is based on diverse studies on human grasping. These have been 
classified depending on parameters, such as the hand shape, the world and the 
tasks requirements, and have been used to suggest solutions in the robotic field 
(Bekey, Liu, Tomovic, & Karplus, 1993; lberall, 1997; Saito & Nagata, 1999). 
Although these methods are effective and produce good results, there is the 
requirement to have sophisticated equipment, such as data gloves, to utilise 
motion sensors. Furthermore, there is a significant drawback: the ability of the 
robot to generalise grasping in different conditions, as the robot can only learn 
what has been demonstrated. Additionally, knowledge-based grasping uses the 
previously discussed (section 6.3.1) issue of pre-grasping, which requires 
anticipation of the grasp before reaching the object, and depends on the task and 
the object. 
On the other hand, geometric contact grasping is used in conjunction with 
algorithms to find an optimal set of contact points, according to the requirements, 
such as feedback from forces and torques (Gorce & Fontaine, 1996; A. Miller & 
Alien, 1999). This is an optimal approach, as it can be applied to a large amount of 
dexterous robotic hands whilst finding a suitable hand configuration. The main 
issue with the geometric contact grasping is that there must be a predefined 
scenario to be performed and therefore, generalisation cannot be performed. 
Finally, the sensory driven grasping approach tries to solve the previously 
mentioned problems by using learning and task exploration (Grupen & Coelho, 
2002; Wheeler, Fagg, & Grupen, 2002). This approach relies on artificial neural 
networks, in order for the humanoid robot to learn the principles of grasping. In 
previous years, sensory driven models have utilised this approach, to perform 
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grasping with a robotic hand, using a limited amount of degrees of freedom for 
circular and rectangular shaped objects (Moussa & kamel, 1998; Taha, Brown, & 
Wright, 1997). 
More recently Carenzi, Gorce, Burned, & Maier (2005) developed neural network 
models, which are able to lean the inverse kinematics of the robotic arm, to reach 
an object, depend on information such as size, location and orientation. The model 
is then able to learn the appropriate grasping configurations (using a multi-joint 
hand) dependent on the object size. Although this work is interesting, it is highly 
simplified, and both wrist position and orientation need to be pre-defined. 
In this section, a new method that is based on the sensory driven grasping 
approach is proposed. This is achieved by modelling an additional artificial neural 
network that is able to learn how to grasp the different objects in its environment, 
by feeding it with the sensory information of the hand itself. 
There are many ways in which this can be accomplished, and a number of 
interesting proposals have appeared in the literature. One of the most promising 
was suggested by Jordan (1986), which is described in chapter 3.2. To briefly 
recapitulate; in his paper Jordan described a neural network as carrying recurrent 
connections, which are implemented to associate a stable pattern, are considered 
as a plan with a continual output pattern, and as a sequence of actions. The 
recurrent connections permit the neural network's hidden units to discover its own 
previous output. This is useful for the subsequent behaviours as they will be 
influenced by the previous responses. 
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A Jordan type neural network was implemented to simulate the grasping of diverse 
objects that reside in the robot's environment. The neural network's architecture 









































Figure 46. The architecture of the employed Jordan Neural Network. 
The input layer of the Jordan neural network is a vector of the touch sensory 
information of the robot's hand (either 0 or 1), and the output is a vector of 
normalised (0 to 1) angular positions of the 8 finger joints, which are located on the 
hand of the robot. The hidden layer comprises of 5 units placed in parallel. This is 
the optimal number of hidden units that have been identified after preliminary 
experiments. The output activation values (normal ised joint angular positions) are 
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fed back to the input layer, to a set of extra neurons called the state units 
(memory). An image, showing the location of the hand sensor, can be seen in 
Figure 47 and a detailed description of the hand joints used can be seen in Table 
16. 
Figure 47. Location of the six touch sensors on the iCub's simulator hand. 
The touch sensors work in an "off and on mode". Meaning that the touch sensor is 
always off (0), unless there is a collision with a foreign body that would trigger the 
activation of the sensor (1 ). 
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Joint Description 
Thumb opposition Thumb lateral movement 
r---~~~----~~----+---~--Thumb proximal Thumb front-back 
flexion/extension movement 
r-----~~~~~~----+-------
Thumb distal flexion Thumb closing 
~----~~--~--~----+---~~ Index proximal Index front-back 
flexion/extension movement 
r-----~--~~~------+-------
lndex distal flexion Index closing 
~--~~~----~~----+---~~ Middle proximal Middle front-back 
flexion/extension movement 
r-----~--~~~------+-------
Middle distal flexion Middle closing 
~--------------------+-~----Ring and little front-back 
movement and closin 
~--------------------~------
Ring and little finger flexion 
Table 16. List of finger joints used in the grasping module. 
The training of the grasping neural network is completed online and therefore, no 
training patterns have been pre-defined to achieve grasping; hence no data 
acquisition is required. 
A reward mechanism has been implemented in the network to adjust the finger 
positions. The Associative Reward Penalty algorithm (Ar - p ) is implemented in 
order to train the network connection weights. A description of this algorithm can 
be seen in Barto & Jordan (1987). The error is determined for each of the output 
units and their weights are updated in the back propagation algorithm. This method 
is used for associative reinforcement learning, as the back-propagation algorithm is 
not able to perform such a task. The neural network would, therefore, need to 
adapt to maximise the reward rate over time. A typical setup of this neural network 
would be as follows: 
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A static object is placed under the hand of the iCub simulator and the network 
would, at first, randomly initiate joint activations. When the finger motions have 
been completed or stopped by a sensor activation trigger, the grasping is tested by 
allowing gravity to affect the behaviour of the object. The longer the object stays in 
the hand (max 250 time steps) the better the reward becomes. Evidently, if the 
object falls off the hand, then the grasping attempt was not achieved and therefore, 
a negative reward is given to the network. 
6.3.2.1 Grasping Experimental Results 
A number of experiments were carried out, in order to test the model's ability 
to learn to grasp an object that was shown, and also to ultimately learn how to 
differentiate between objects by grasping them in different ways (object affordance 
+ finding a solution in order to accomplish its task). 
The following charts, in Figures 48 and 49, show the results of a simple 
experiment, where the iCub robot's goal was to attempt to successfully grasp an 
object that was placed under its hand, as seen in Figure 50. The first object was 
relatively small to test the performance of the network. The object size parameters 
(in metres) are: 
• X= 0.05, 
• y = 0.03, 
• z = 0.04. 
The object was then modified to a cube such that: 
• X= 0.04, 
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• y = 0.04, 
• z = 0.04. 
lt was placed at different coordinates, in order to further test the system under 
simple conditions. 
Figure 48 displays the reward rate of the grasping neural network during a training 
phase of 15 attempts; Figure 49 shows the number of total boxes used, grabbed, 
and the total number lost during a simple grasping experiment, with the object of 
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Figure 49. Graph showing the total boxes used (Red), total boxes grabbed 
(Yellow), and total boxes lost (Green), during a simple grasping experiment with an 
object of specific size. 
A further experiment was conducted, which aimed to test the potential of the 
grasping module, by placing different static sized and shaped objects in the vicinity 
of the iCub simulator. A pre-trained grasping neural network was then loaded onto 
the simulation to demonstrate that the system is able to generalise grasping with 
different objects. 
Figure 50 shows an example of the learned grasping module that was performed 
on three different objects: a small cube, a ball, and a complex object (teddy bear). 
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Figure 50. Grasping of three different objects. 
6.4 Working with Speech 
Speech shapes a large part of human-human and even human-machine 
interaction, as described in chapter 2.3. Within the speech space, there is an 
immense potential for diversity, as speech is very flexible. This flexibility is 
apparent when interacting with children or pets; therefore, a similar approach 
would be ideal for robots. As described in chapter 2.3, there are many 
developmental robotic models involved in speech learning, such as the 
development of vocabulary and grammar (Roy, 2002; Steels, 1996). The goal of 
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this section is to produce a real-time system of speech understanding. The 
diagram of the speech module can be seen in Figure 51. 
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Figure 51 . Schematic block diagram of the speech understanding module. 
The human ear can detect and analyse vibration frequencies that originate from a 
sound and then distribute the sound to different nerve cells in the auditory portion 
of the central nervous system. In order to replicate this process on a humanoid 
robotic platform, for sound processing, a speech analysis software module has 
been built, which receives raw input from any microphone, whilst also performing 
filtering and categorising speech sounds. The filtering that is performed on the raw 
speech data is a Fast Fourier Transform (Brigham, 2002) (FFT) . As every sound 
can be represented as a combination of sine waves of various frequencies, from a 
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mathematical point of view, the splitting of component frequencies can be done 
using the Fourier Transform. 
The FFT calculates a Fourier Transform of a digital signal using the divide-and-
conquer method (EIIiot & Rao, 1982). lt takes the 1 ,024 samples per call and 
calculates the frequency spectrum for the intensities of various sine waves that are 
the components of that particular sound. 
In our model, the sampling was carried out at a rate of 8000Hz, more specifically 
8,000 audio samples per second, thus requesting 1,024 samples per call ; the 
received packets are, therefore, about 8 packets per second, equal to 8Hz. The 
mean frequency of calls is 8,000/1,024 = 7.8125 Hz. An example of speech 
intensities for the various sine waves can be seen in Figure 52. 
Figure 52. Speech intensities of various sine waves that are the components of 
that sound 
In order for the system to be able to learn from the sound analysis that is produced 
by the speech possessing module, we constructed a self organizing map 
(Kohonen, 1995) and trained it using unsupervised learning. The SOM consists of 
a 1 Ox1 0 topological, two dimensional grid, represented by a set of weight vectors in 
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the output space, and a continuous input space of 1 ,024 units for the speech input 
corresponding to the FFT. Each input stimuli (spoken word) is divided in a 
sequence of 20 temporal patterns. The self organising map, in real time, analyses 
all of the data provided by the filtering of the inputs via the microphone. 
The modelled self organising map has been independently trained using data 
collected from various sources. The data comprises of 112 English words from two 
different speakers (words spoken in isolation) and 544 syllable utterances from two 
different speakers, for determining the ability of the system to distinguish between 
substantially small differences. 
The data was collected using different sources, such as: 
• an "off the shelf" microphone, 
• sound files gathered from various users vocalising words, 
• syllables and utterances (with and without noise). 
The training of the self organising map consisted of 50 cycles per independent 
word (word pattern). Each training cycle consisted of a variable number of 
activations between 3 and 10, and depended on the length of the sound. At the 
end of the cycles all the words were correctly discriminated. The average feature 
learning performance for the feature map was 92%, which was obtained by 
calculating the average performances of the most activated neurons, in respect to 
the initial input provided to the network. The learning performance will slightly 
increase if the number of training cycles is prolonged. We chose this training setup 
for its balance between duration and quality of results. 
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Figure 53 shows the normalised integration of activity, the most activated neurons, 
over the 50 cycles, for the words "ball" and "call". 
The results of the self organizing maps provide a well suited sound feature 
extraction, outputting a sequence of x and y coordinates of the most activated 
neurons. In order to extract some constructive information from the speech 
module, there is a need to classify and therefore, recognise such sequences. 
The classification and recognition was achieved by constructing a Recurrent 
Neural Network with Parametric Biases (Tani, 2003) (RNNPB), which was 
previously described in chapter 3.2. 
Ball Call 
Figure 53. Graph displaying the most activated neurons over 50 cycles, for the 
words "ball" and "call" 
The main feature of the recurrent neural network, with parametric biases, is that 
the blocks of temporal patterns can be represented by a vector of small dimensions 
(parametric biases), which then acts as a bifurcation parameter of nonlinear 
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dynamical systems (Tani, 2003). Thus different vector values are given and the 
system will be able to produce different dynamic patterns. The main advantage of 
using such a neural network, at this stage, is that the RNNPB is able to encode an 
large number of dynamic patterns with the values of the parametric biases vector. 
Furthermore, the use of the parametric biases is ideal, in their ability to both 
generate and recognise sequence patterns as a mirror system after learning is 
complete (Tani, 2003). lt is important to mention that the parametric biases vector 
for each pattern is self-determined in a non-supervised fashion. The prediction of 
the recurrent neural network, with parametric biases, is executed depending on the 
context. Therefore, the sequences at each step are anticipated, simply by using the 
previous step and its past history. This neural architecture is, therefore, optimal for 
a classification and recognition module, as it can learn multiple patterns by 
extracting relational structures that are shared among them. 
6.4.1 Speech categorisation learning experimental results 
This section reports the results from the integration of the self organising 
map (speech feature extractor)' and the recurrent neural network with parametric 
biases (feature classificatory/recognisor). The experiment consists of the 
classification of speech signals, as an imitation task, without the use of the visual 
processing module. 
This experiment is based on the use of twenty different words/speech signals, as 












Table 17. The 20 different speech signals used in the imitation task experiment. 
The structure and the training of the self organising map are kept as described in 
the previous section . The output of the self organising map is a sequence of x and 
y coordinates, of the most activated neurons, during the learning of the feature 
extraction process. The vector containing such sequences of x/y coordinates is 
then passed to the recurrent neural network with parametric biases input for the 
classification generation and recognition. The RNNPB used in this experiment 
consist of two units for the input of the X and Y coordinate, of the self organising 
map, at time t; two input units for the parametric biases, ten context input/output 
units, ten hidden neurons, and two output units for the self organising map at time 
t+ 1. The context and the parametric biases help the network learn to generate 
sequence patterns, by receiving inputs and generating predictions of the next step 
inputs as outputs . Figure 54 provides the system flow of the RNNPB that is used 
for the imitation task experiment. 
SOM SOM 






Figure 54. The RNNPB architecture used for the imitation task. 
During the training phase, training patterns are obtained by using the x and y 
coordinates sequence of the output of the SOM, using the iterative computation of 
the back-propagation through the time (BPTI) algorithm (Rumelhart, et al. , 1986). 
In the interaction phase, the system attempts to imitate the SOMs word feature 
outputs pattern by predicting their next pattern. The ability to imitate the different 
word sequences in the input will depend on the degree to which the patterns are 
familiar to the system, based on prior learning. 
Training lasted for 2,000 epochs, with each epoch consisting of the presentation of 
each of the twenty individual speech signal patterns. The final square error of the 
output nodes was 0.083 over all of the learning results . 
The initial two dimensional parametric bias vectors are all initialized to 0.5; PB1 = 
[0 .5], PB2 = [0.5] . The application of the learning model, to the above list of words, 
reveals the formation of 20 distinct parametric biases. Figure 55 plots the 
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parametric biases vectors in a three dimensional graph, where X is the first 
dimension of the PB vector, Y the second dimension, and Z is time. Figure 56 
shows the square error of all the sequences given in the input to the speech 
learning module. 
I Seq: 0 I Seq: 1 I Seq: 2 Seq: 3 Seq: 4 Seq: s Seq: 6 I Seq: 1 I Seq: s I Seq: 9 
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Figure 55. Evolution of the parametric biases for each of the sequences. 
Figure 57 shows two randomly taken sequences at the end of the simulation 
(sequence 0 and 16), corresponding to the input word "apple" and the word 
"green", and their respective successful imitation. The results of the speech module 
show that the model was able to perform well on speech categorisation as an 
imitation task. The next section will deal with a complete experiment, where all the 
previous modules such as vision, reaching, grasping and speech are joined 
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6.5 Enactive cognition: experiments 
This section deals with the development of an innovative technique and 
approach for the design of linguistic capabilities in a cognitive robot that is able to 
interact with the surrounding physical world and manipulate artefacts. lt describes 
two sequential experiments. By enactive cognition, it is meant that cognition 
becomes the process whereby a sophisticated system becomes adaptable, 
productive, and efficient in its environment. 
The first experiment deals with the integration of the visual acquisition module, 
described in section 6.2, and the speech module, described in section 6.4, in order 
to demonstrate the learning and grounding of the names and features of objects. 
Grounding is considered in the sense that the object's labels the robot is learning 
are directly grounded in its visual perception. The model is also used to 
demonstrate the capability of the system to discriminate between three objects, 
which share some common features (shape and size) but differ in other 
dimensions (colour). 
The second experiment deals with extending the previous setup so that it can 
incorporate refined motor controls, as described in chapters 6.3.1 and 6.3.2. lt 
demonstrates the effectiveness of the previously discussed technical advantages, 
through the use of the iCub robotic simulator. In particular, in this study, the iCub 
acquires object manipulation capabilities, a dependable vision system, and finally 
develops linguistic abilities so that it may understand its environment. 
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6.5.1 Experiments on grounding speech and vision 
This section aims towards developing a system that is able to learn words 
from spoken and visual input (Ray, 2000; Ray & Pentland, 1999). The goal of the 
model is to understand continuous speech, using the speech understanding 
module, and form visual categories that correspond to speech signals. This section 
reports results of experiments with a selected corpus. A diagram of the architecture 
of this model can be seen in Figure 58. 
The integration of the speech signals and visual input was based on the 
implementation of a feed-forward neural network, called a Goal Selection Neural 
Network. This is able to learn and categorise speech signals so that it can form 
corresponding visual categories. 
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Figure 58. Diagram of the different modules used for the grounding vision with 
speech experiment. 
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The inputs to the network consist of the normalised (0 to 1) seven different outputs 
of the vision acquisition system and the two dimensional parametric biases of the 
speech signals. The output consists of four units, each encoding one of the 
different goals to achieve (idle, reach, grasp, and drop) , through a sequence of 
movements. For example, the output "reach" consists of just one sequence, 
whereas "grasp" and "drop" consist of multi-sequences that are composed of 
different actions; "grasp" is composed of reaching and then grasping, and "drop" is 
a sequence of reaching the object, grasping it, reaching a position, and then 
releasing the object by inverting the grasping module to return to the original joint 
configuration of the hand. The hidden layer comprises fifteen units placed in 
parallel. The neural network architecture can be seen in Figure 59. For the purpose 
of this first experiment, we are only using one output (idle) , as no action is needed 






















Figure 59. The goal selection neural network architecture. 
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During the training phase, the robot is shown an object along with a speech signal. 
The list of objects and speech signals used, in this experiment, can be seen in 
Table 18. 
OBJECTS SPEECH SIGNAL 
Small blue ball "Small blue ball" 
Big blue ball "Big blue ball" 
Small red ball "Small red ball" 
Big red ball "Big red ball" 
Blue cube "Blue cube" 
Red cube "Red cube" 







Table 18. List of objects and speech signals that were used in the speech and 
vision grounding experiment. 
The structure and training of the self-organising map are kept the same as 
described in the previous section . The output of the self-organising map is a 
sequence of x and y coordinates of the most activated neurons, during the learning 
of the feature extraction process. As described in chapter 6.4, the vector 
contain ing such sequences of x/y coordinates is then passed on to the recurrent 
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neural network, with parametric bias input for the classification generation and 
recognition . 
The training of the speech SOM lasted for 1 ,000 epochs, with each epoch 
consisting of the presentation of each of the thirteen individual speech signal 
patterns. The final mean square error of the output nodes was 0.0149, over all of 
the learning results. As for the previous experiment, the initial two dimensional 
parametric bias vectors were all initialized to 0.5; PB1 = [0.5], PB2 = [0.5]. The 
application of the learning model , to the above list of words, reveals the formation 
of thirteen distinct parametric biases. Figure 60 plots the parametric biases vectors 
in a three dimensional graph, where X is the first dimension of the PB vector, Y the 
second dimension, and Z is time . Figure 61 shows the mean square error of all the 
sequences given in the input to the speech learning module. 
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Figure 61 . Evolution of the mean square error of the sequence. 
The Goal Selection feed-forward neural network was trained with the above data in 
the following table. 
Learn Size Test Total Nu m Iterations Learn Rate RMSE 
13 13 26 50,000 0.05 0.0214 
Table 19. Train ing parameters of the task distribution neural network module. 
After mu ltiple tests of 50,000 iterations, the RMSE was ranging at 0.0214, which 
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Figure 62. RMSE value during training of the task distribution module. 
The testing phase, reported in this section, consisted of a presentation of three 
boxes to the iCub simulator. The boxes are identical in size but differ in colour. For 
simplicity, the boxes were blue, red and green. At first, not one of the objects 
presented were selected, as the system did not know what to do, since it is 
expecting some extra features (the speech signal). The sequence "blue cube" is 
then sounded out and the robot now focuses its attention on the blue cube, by 
means of head tracking. Then the additional "green cube" and "red cube" 
sequences are announced and the same type of behaviour is produced. Figure 63 
shows the setup of the experiment. 
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(d) 
Figure 63. Selection of images showing: (a) the setup of the speech and vision 
experiment; (b) the input of the linguistic feature "blue cube" and the tracking of the 
blue cube; (c) the input of the linguistic feature "green cube" and the tracking of the 
green cube; and (d) the input of the linguistic feature "red cube" and the tracking of 
the red cube. 
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The results demonstrate that the model is capable of understanding continuous 
speech, using the speech understanding module and forming visual categories that 
correspond to speech signals. If there is too much noise or an unknown word is 
produce the speech module will discard that signal. This experiment focuses on the 
role of language, in preparation for action, and to acquire object names associated 
with the corresponding objects. In this experiment, we assessed the role of 
language in preparing the action knowledge that is associated with known and 
unknown objects. 
The following section focuses on the learning of action manipulation skills to 
develop action-object knowledge with action-objects-names. The model, therefore, 
is extended to incorporate the motor control system described in section 6.3. 
6.5.2 Enactive cognition experiment 
This section aims to develop cognitive capabilities in a humanoid robot, which 
mean it will be able to learn words from occurring spoken and visual input, with the 
addition of refined motor controls. This section reports results of the enactive 
cognition experiment experiments. A diagram of this model can be seen in Figure 
64. An essential skill, of any type of cognitive system, is the ability to acquire and 
generate a variety of actions, and to exhibit the behaviour that corresponds to 
social and environmental conditions. This requires that the robot is endowed with a 
certain amount of knowledge concerning the past and present, or even future 
events, which will permit it to perform precise motor controls, whilst also 
communicating using a speech understanding module. 
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Figure 64. Full system diagram of the cognitive experiment. 
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Integrating the speech signals, visual input, and motor control abilities that consist 
of extending the Goal Selection Neural Network previously discussed, will enable it 
to learn and categorise speech signals. lt does this so that it will be able to form 
corresponding visual categories and finally determine the appropriate action to 
perform. 
The inputs to the network consist of seven different outputs of the vision acquisition 
system and two dimensional parametric bias of the speech signals. The output 
consists of four units (idle, reach, grasp, and drop) .. The hidden layer comprises 
fifteen units placed in parallel. The neural network's architecture can be seen in 
Figure 59. 
As for the previous experiment, during the training phase, the robot is shown an 
object along with a speech signal. The list of objects and speech signals, used in 
this experiment, can be seen in Tables 20 and 21. 
The structure and the training of the self organising map are identical to section 
6.5.1. The output of the self organising map is a sequence of x and y coordinates 









Table 20. List of objects used in the enactive cognition experiment. 
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Speech 
signals 
"Blue ball" "Reach blue ball" "Grasp blue "Drop blue ball ball" into basket" 
"Red ball" "Reach red ball" "Grasp red ball" "Drop red ball into basket" 
"Green ball" "Reach green "Grasp green "Drop green ball" ball" ball into basket" 
"Reach blue "Grasp blue "Drop blue 
"Blue cube" cube into cube" cube" basket" 
"Red cube" "Reach red cube" "Grasp red "Drop red cube 
cube" into basket" 
"Reach green "Grasp green "Drop green 
"Green cube" cube into 
cube" cube" basket" 
"Reach teddy "Grasp teddy "Drop teddy 
"Teddy bear" bear into bear" bear" basket" 
Table 21. List of speech signals used in the enactive cognition experiment. 
The vector containing such sequences of x/y coordinates is then passed on to the 
recurrent neural network, with parametric biases input for the classification 
generation and recognition. 
The total amount of the training lasted for 1 ,000 epochs, with each epoch 
consisting of the presentation of each of the 28 individual speech signal patterns 
and each visual object. The final root mean square error of the output nodes was 
0.059 over all of the learning results. 
The initial two dimensional parametric bias vectors are all initialized to 0.5; PB1 = 
[0.5], PB2 = [0.5]. The application of the learning model to the above list of words 
reveals the formation of 28 distinct parametric biases. Figure 65 plots the 
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parametric biases vectors in a three dimensional graph, where X is the first 
dimension of the PB vector, Y the second dimension, and Z is time. Figure 66 
shows the square error of all the sequences, given in the input, to the speech 
learning module. 
The Goal Selection feed-forward neural network was trained with the above data, 
using the parameters in Table 22. 
Learn Size Test Total Nu m Iterations Learn Rate RMSE 
28 28 48 50,000 0.07 0.0368 
Table 22. Training parameters of the goal selection neural network module. 
X 
l seq: o l seq: 1 l seq: 2 Seq: 3 Seq: 4 Seq: 5 Seq: 6 l seq: 7 I Seq: 8 l seq: 9 
l seq: 10 Seq: 11 Seq: 12 Seq: 13 Seq: 14 I Seq: 15 I Seq: 16 l seq: 17 Seq: 18 Seq: 19 
Seq: 20 Seq : 21 Seq: 22 I Seq: 23 I Seq: 24 I Seq: 25 I Seq: 26 Seq: 27 
Figure 65. Evolution of the parametric biases for each of the sequences. 
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Figure 66. Evolution of the mean square error of the sequence. 
After multiple tests of 50,000 iterations, the RMSE was approximately 0.0368, 
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Figure 67. RMSE value during train ing of the goal selection module. 
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The testing phase, reported in this section, consisted of the presentation of a 
simple object (blue cube) to the iCub simulator. At first, the object presented was 
not selected as the system did not know what to do with it, since it was expecting 
an extra feature (the speech signal). Initially, the hand was positioned in the visual 
space of the robot, so that it would initiate tracking of the visual system, calculate 
the three-dimensional coordinates of the hand itself, and consequently move the 
head accordingly. The most complex behaviour sequence is then sounded out 
"drop blue cube into basket" and the robot would now focus its attention to the 
complex object by means of head tracking. The robot will then attempt to reach the 
object and grasp it in sequence. When the grasping is achieved, it will then look 
visually for the bucket, using the colour tracking method described in section 6.2.2. 
lt will then move its arm towards the object by means of retrieving its X, Y, Z 
coordinate and then feeding it into the reaching module and attempting to release 
the object into the bucket. This sequence of actions can be seen in Figure 68. 
(a) 
Figure 68(1 ). Selection of images showing: (a) the setup of the cognitive 
experiment (continues on next page) 
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(d) 
Figure 68(2). Selection of images showing : (b) the input of the linguistic command; 
(c) the visual tracking of the blue box; (d) the reaching and grasping of the blue 
box; (continues on next page) 
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(g) 
Figure 68(3) . Selection of images showing: (e) the visual tracking of the basket; (f) 
the reaching of the basket; (g) the dropping of the blue box; and (h) the return to a 
normal position. (continues on next page) 
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(h) 
Figure 68(4). Selection of images showing: (h) the return to a normal position. 
This experiment described a system which focuses on the learning of action 
manipulation skills, in order to develop object-action knowledge, combined with 
action-object-name. The successful results demonstrate that the cognitive model is 
capable in understanding continuous speech, to form visual categories that 
correspond to part of the speech signals, and thus develop action manipulation 
capabilities. This section aimed towards developing cognitive capabilities in a 
humanoid robot, which it would then be able to learn, through words from occurring 
spoken and visual input, with the addition of refined motor controls. 




In this thesis, we have described a new approach for the development of 
cognitive capabilities for a humanoid robot. The initial research dealt with an 
extension of Cangelosi & Parisi (2004), where simulated agents that were taught a 
lexicon were able to comprehend action names and finally reproduce linguistic 
instructions. The model was extended to use the NMFT algorithm, which had been 
adapted for modelling the acquisition of linguistic and sensorimotor abilities in 
simulated robots. This permitted the design of cognitive systems, where a robot will 
be able to "understand" the meaning of words being used. This is done by 
autonomously linking the linguistic signals to the internal concept-models of the 
words that are constructed during the sensorimotor interaction with the 
environment. However, due to limitations both in the model and in the NMFT 
algorithm for generalisation explained in chapter 4, the research was then 
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extended to working with a humanoid robotic platform and implementing a novel 
cognitive system. 
Although the application of the NMFT, as shown in the results in chapter 4, is very 
promising to model acquisition of language and was well suited to capture 
characteristics of an environment, we claim that this transition to neural networks 
was of significant importance to realise a true cognitive system. 
In the subsequent experimental chapters, we proposed a model in which the 
vision, speech signals, and action are linked together in a dynamic and interactive 
approach, based on a series of interconnected neural networks. In general terms, 
humans have five senses: touch, sight, hearing, taste and smell. These senses 
used in conjunction or individually, help us to go about in our daily life by perceiving 
and interacting with a vast amount of entities. As humanoid robots are becoming 
more mechanically sophisticated, to be as skilful in physical movements as 
humans are, their perceptual abilities are of great importance and could lead to 
limiting factors in their cognitive development. lt was, therefore, necessary to 
implement a visual perception system that would permit the humanoid robot to 
explore and derive information about its world it. The thesis has shown that it is 
important for a robot to be endowed with an open object recognition system, as 
new objects can continuously be introduced to the system without the need to 
catalogue every single one; and in reality, there are an indescribable amount of 
objects. This makes the need to have an accurate background and object model 
redundant, and thus erroneous detections are less of a problem (chapter 6.2). In 
this thesis, we use a simple model of object affordances, by performing a 
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roundness approximation of that object. To every object we can associate a set of 
actions. Humans tend to determine object affordances with the visual perception of 
an object, along with contextual information that will influence the way a particular 
task should be accomplished. This system would be reinforced with a more in-
depth object affordance recognition, as it is of great importance for a robot to 
recognise complex objects and therefore, appropriate action development. 
A further specific novel contribution is the open speech understanding. The system 
developed here was influenced by the way infants tend to learn speech from 
sounds (Jusczyk, 1999), and then associate them with what is happening in their 
neighbouring world. This thesis assumes that, for a robot to understand and 
categorise what is being said, its vocabulary needs to be limited and focused. 
Therefore, by providing a robot with such a system it will be able to quickly learn 
the vocabulary that is needed for the appropriate task. In addition to the visual 
perception and speech understanding system, the robot is able to receive tactile 
information and feedback from its own body. Neural network modules are used to 
permit the robot to learn and develop behaviours , so that it may acquire embodied 
representation of the objects and actions. Furthermore, a novel merging of active 
perception, understanding of language, and precise motor controls, has been 
described. This will enable the robot to learn how to reach and manipulate any 
object within the joint's spatial configuration, based on motor babbling, which again 
has been influenced by how infants are thought to discover joint configurations 
(Meltzoff & Moore, 1997). New experiments, described in chapter 6.5, used the 
complete embodied cognitive model that has been endowed with a connection 
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between speech signals understood by the robot, its own cognitive representations 
of its visual perception, and sensorimotor interaction with its environment. The 
detailed analysis of the neural network controllers can be used to increasingly 
understand such behaviour that occurs in humans, and then deduct new 
predictions about how vision, action and language interact between them . 
This thesis has made some steps towards building a reliable cognitive system for 
the iCub humanoid robot, so it can interact and understand its environment. 
However, further research would be required to enhance and expand the cognitive 
skills of the humanoid robot. This research has only been using the simulator and 
therefore, one important step would be to extend the work described in this thesis 
to the real physical robot. Moreover, although the simulator is a faithful 
representation of the real robot, some aspects such as vision, would need to be 
refined to compensate for the impurities of real cameras and the complexity of the 
surrounding environment. 
7.2 Contribution to knowledge 
The potential impact from this research, on the development of intelligent 
cognitive systems, will be helpful for systems that learn language and 
understanding the world from humans. Robots and agents will be able to 
communicate amongst themselves and/or with humans, using the flexibility of the 
human language. Current agent models and robotic approaches have limitations, 
whether we consider the agents lexicon or how the internal process/representation 
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is integrated. The potential technological and practical advantages of this research, 
such as systems that are able to acquire and develop language by means of 
communication and autonomously act upon it, are numerous for the fields of 
robotics, artificial intelligence, and cognitive systems design. 
This research hands over theoretical as well as technological contributions. 
Starting with theoretical contributions, the research was the first to use and expand 
the NMFT algorithm to cognitive robotics. The extension consisted of 
supplementing the NMFT algorithm to account for multi-feature data, in order to 
use it with robots. 
A further important theoretical contribution is the new proposed architecture for 
humanoid robots that integrates vision, action and language, based on cognitive 
science principles. As a result, the research also advances knowledge on 
developmental robotics by proposing a new cognitive model. This is based on a 
new approach to represent and integrate language in cognitive systems, and to 
show how the data is "understood" and dealt with from a machine point of view. 
From the technological point of view, the research provides the robotic community 
with an open source simulator of the iCub robotic platform. This simulator is 
currently being used by researchers in diverse laboratories and many international 
projects rely on it, such as !TALK, VALUE, ROSSI and RobotCub. Apart from these 
international multi-site projects, the simulator is being used in many other research 
laboratories such as: the Stem Cell & Brain Research Institute in Lyon, directed by 
Peter Ford Dominey; the Scuola Superiore Sant'Anna in Pisa; the institute of 
Intelligent Systems and Robotics at the Pierre Marie Curie University in Paris; 
researchers in the Middle East Technical University in Turkey; the Cognition and AI 
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Lab at the University of Skovde, Sweden; and the Institute of Robotics and 
Industrial lnformatics in Barcelona. 
The research also provides contributions in the technological domain by 
demonstrating, with simulation experiments, the use of the expanded NMFT 
algorithm, by providing many types of experiments and limitations. Furthermore, 
the successful design of the cognitive architecture, which can be successfully 
deployed on a humanoid robotic platform, provides an innovative approach to the 
field of interactive intelligent systems; and that the novel cognitive architecture can 
be successfully deployed on a humanoid robotic platform. 
With the support from current state of the art approaches, the potential 
development of novel methods and applications is eminent. 
7.3 Future Direction 
There are many possible directions for the development of the cognitive robotic 
model presented in this thesis. A first possible expansion would be to devote time 
in the modelling of visual attention, with particular focus on how a robotic visual 
attention system can develop in an autonomous manner, through interacting with 
its environment. This model would also be able to identify deviations from 
anticipated movements and learn to predict them from visual information in the 
environment. This involves looking at different types of learning methods that are 
inspired by the human visual system and then study which way they can be uti lised 
to control the robot's visual attention. 
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Apart from visual attention, previous work could also be extended to anticipate the 
behaviour of another robot or human being, and then act upon it. This is far from 
trivial ; not only will the robot need to control its own movements, but it would also 
need to predict what another robot (or human) will do, and in a reasonable way, 
change its own behaviour. This type of model can also be extended to have 
interplay between emotional and motivational systems. 
A further expansion would be to allow the robot to acquire information about its 
surroundings, by creating a system that is able to learn from its sensory experience 
and categorise objects by tactile exploration. This haptic perception direction will 
permit research and provide insight into the human haptic system, whilst designing 
and implementing an artificial bio-inspired haptic model in robots. 
The previously discussed future directions can be applied directly to the simulation 
developed in this thesis and on a real physical robot. Therefore, a logical extension 
would be to focus attention towards a real robot and run the experiments described 
in this thesis. 
An additional expansion would be to make this research an interdisciplinary 
project, which would involve expertise and methodologies from cognitive 
psychology, as well as computational robotics modelling. Merging these fields 
would amount to the development of a psychologically motivated artificial cognitive 
system for a humanoid robot. As the current project focuses on the merging of 
vision, action and language, investigation into these integrations with human 
participants would be required (natural cognitive systems) (Fisher & Hoellen, 2004; 
Tucker & Ellis, 2001 ). One outcome of this integration would be that, seeing an 
object in a closed environment will enhance the elements of actions needed, in 
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order for the robot to reach and grasp the object, even when there is no intention of 
manipulating the object. Comparable outcomes can be witnessed during language 
comprehension. (Pulvermuller, 2005) has shown that motor and pre-motor cortices 
are activated during the reading of action verbs, which suggests that motor 
activation is inherent in language understanding. This proposal will build on and 
expand current research, by studying interdisciplinary literature and including a 
novel empirical approach that would consider the interaction of vision , language 
and action in multiple contexts 
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Appendices 
A CD-Rom accompanies this thesis, which includes all data related with the work, 
including: 
A user manual. 
Open Source Simulator. 
Source codes. 
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