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Abstract. Non-Newtonian fluids are widely spread in industry. Examples are polymer process-
ing, paint, food production or drilling muds. The dependence of the viscosity on the shear
rate adds nonlinearity to the governing equations which complicates solving the transient, in-
compressible Navier-Stokes equation. Here, we use a semi-discrete stabilized finite element
formulation for the governing equation. Often Newton-type algorithms are used to solve the re-
sulting system of nonlinear equations at each time step. Those algorithms can converge rapidly
from a good initial guess. However, it may appear that they are too expensive, since exact
solutions of the linearized system are required for each iteration step. Therefore, the Inexact
Newton-Krylov method (INK) is used to solve the linearized system of the Newton-scheme, re-
ducing the computational effort. Hereby, the balance between the accuracy and the amount
of effort per iteration is described by a tolerance, the so-called forcing term. Globalization
strategies, like backtracking or trust region methods, are used to enhance the robustness of the
INK algorithm. In this study the effects of a globalization strategy and several forcing terms of
the Inexact-Newton-Krylov are evaluated. As a globalization strategy a backtracking method is
applied. We compare four different forcing terms to verify which one has the best convergence.
To do so, we simulate a Bingham fluid of a benchmark cavity and Taylor-Couette flow, both in
three-dimensions, and analyze nonlinear and linear convergence effects. We compare the num-
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ber of linear iterations and CPU time. Results are analyzed and discussed aiming to establish
guidelines for an effective INK utilization in practice.
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1 INTRODUCTION
The computation of non-Newtonian fluid behavior is of high importance due to the great
occurrence of this type of fluids in industrial processes, such as polymer melts, paint, coating
etc., and nature, e.g., mud or lava flows. In non-Newtonian fluid behavior the dependence
between shear rate and the viscosity is nonlinear, which complicates solving the governing
equations. For further information about implementation of non-Newtonian fluid behavior refer
to Crochet et al. (1984); Gartling (1992); Owens & Phillips (2002). Due to convection and equal
order interpolation for the velocity and pressure fields instabilities in the Galerkin formulation
may arise. To avoid that stabilization terms are added to the governing equations (Tezduyar,
1992).
The stabilized finite element formulation of the Navier-Stokes equation results in a set of
nonlinear equations for each time step. Often Newton-type schemes are used to solve those
nonlinear equations. As long as the initial guess is sufficiently good, the Newton-schemes
converges fast (Dembo et al., 1982; Kelley, 1995). However, the Newton-scheme can be very
costly for high numbers of unknowns, since it computes the exact solutions at each iteration
step. Indeed, those exact solutions are not needed if the non linear iterates are far away from the
solution. Therefore, Krylov methods are used to solve Newton’s method linearized systems.
To solve the governing equations we use an Inexact Newton-Krylov method (INK) to re-
duce the computational costs which may arise due to the nonlinearities. This is a compromise
between the accuracy and the computational effort spent for each iteration. Hereby, the fac-
tors like quality of the initial Newton step, robustness of the Jacobian evaluation and the right
forcing term are playing a major role for its success (Kelley, 1995). The forcing term is also
known as the tolerance for what we solve the linearized system of equations and has a high
importance regarding the numerical performance of the method. A wrong choice of the forc-
ing term can lead the method to successive oversolving. Methods stating on how to adaptively
choose a forcing term can be found in An et al. (2007); Dembo et al. (1982); Eisenstat & Walker
(1996); Gomes-Ruggiero et al. (2008); Papadrakakis & Balopoulos (1991). Those mechanisms
are often based on the reduction of the Euclidean norm of the nonlinear residual. To do so, it is
necessary to find out what level of accuracy is required to maintain a low CPU time.
A globalization strategy can be used to improve the robustness of the INK method, for
instance, supporting algorithms which are leading to convergence of the solution despite the lack
of a sufficient initial solution. In general, two different globalization strategies can be found in
the literature: backtracking methods and trust-region methods. The backtracking method adapts
the step size to a smaller one, if necessary, to preserve the decrease of the residual norm of the
nonlinear system. A trust region method chooses the step size within a specified ”trust region”
to reduce the residual norm. For more information refer to Bodart et al. (2011); Elias et al.
(2004); Dennis Jr. & Schnabel (1983); Eisenstat & Walker (1996); Pawlowski et al. (2006).
Elias et al. (2006a) analyze INK performance, comparing the inexact Newton method, an
inexact mixed method and classical methods for viscoplastic fluids. It is shown that the inexact
Newton method is faster than the classical method for computing non-Newtonian fluid behavior.
However, globalization strategies and forcing terms are not evaluated.
In this study we analyze the characteristics of forcing terms and globalization strategy
behavior for non-Newtonian flows. We compare four different forcing terms to verify which
one has the best convergence. First, a 3D benchmark cavity flow is computed using the different
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forcing terms and a backtracking methods for a Bingham fluid. Later, we analyze the forcing
terms by simulating a 3D Taylor-Couette flow using a Power Law and a Bingham fluid model.
Non-linear and linear convergence effects are illustrated by the number of linear iteration steps
and the CPU time. Results are analyzed and discussed aiming to establish guidelines for an
effective INK utilization, regarding non-Newtonian fluid behavior in practice.
Therefore, we state the governing equations and the finite element formulation in Sec-
tion 2.1 and 2.2. The INK method is discussed in Section 2.3. The used forcing terms are
described in Section 2.4 and the backtracking is shown in Section 2.5. Section 3 contains the
numerical results. In the end, Section 4 gives a summary of the results and our final recommen-
dations.
2 METHODS
2.1 Governing and constitutive equations
On a spatial domain Ω ⊂ R3, with a piecewise regular surface and time interval [0, tf ], an
incompressible and viscous fluid in this region is governed by the Navier-Stokes equation:
ρ
(
∂u
∂t
+ u · ∇u
)
−∇ · σ = f on Ω× (0, tf ) , (1)
∇ · u = 0 on Ω× (0,f ) , (2)
where u represents the velocity field, ρ is the fluid density, σ is the stress tensor and f is the
body force.
The Dirichlet and natural boundary conditions are described by complementary subsets Γ1
and Γ2 of the boundary Γ:
u = g on Γ1 , (3)
n · σ = h on Γ2 . (4)
The stress tensor σ can be described by:
σ(p,u) = −pI+T , (5)
where I is the identity tensor, p the hydrostatic pressure and T is the deviatoric part of the stress
tensor an can be stated as:
T = 2µε(u) , (6)
µ describes the dynamic viscosity, and ε the strain rate tensor, which is defined as:
ε =
1
2
(∇u+∇Tu) . (7)
For a Newtonian fluid, the relationship between the stress tensor σ and the rate of strain ε is
proportional. Thus, the dynamic viscosity µ is a constant.
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The viscosity of a non-Newtonian fluid is dependent on other flow parameters, e.g. the
deformation rate. So that Eq. 6 changes to:
T = 2µ(γ˙)ε(u) , (8)
where γ˙ is the second invariant of the strain rate tensor and µ(γ˙) is the, so-called, apparent
viscosity.
We consider two different kinds of non-Newtonian fluids in this work: a Bingham fluid and
a Power Law fluid. More details about the rheology models can be seen in Crochet et al. (1984);
Gartling (1992); Owens & Phillips (2002). A Power Law fluid can be described as follows:
µ(γ˙) =
{
µ0Kγ˙
n−1 if γ˙ > γ˙0 ,
µ0Kγ˙0
n−1 if γ˙ ≤ γ˙0 ,
(9)
where µ0 is a nominal viscosity, K describes the consistency index, n is the power law param-
eter and γ0 is the cut off value for the second invariant of the strain rate tensor.
For the Bingham fluid a bi-viscosity model is used and is stated as:
µ(γ˙) =
{
µ0 +
σY
γ˙
if γ˙ > σY
µr−µ0 ,
µr if γ˙ ≤ σYµr−µ0 ,
(10)
where σY denotes the yield stress and µr describes the Newtonian viscosity, which is typically
chosen to be approximately 100µ0 to represent a Bingham fluid (Beverly & Tanner, 1992).
2.2 Finite element formulation
A semi-discrete finite element method is used to approximate the problem. According to
Tezduyar et al. (1996) the function spaces are defined for the velocity and pressure as Shu, V
h
u,
Shp and V
h
p = S
h
p . According to Tezduyar & Osawa (2000) the SUPG/PSPG stabilized semi-
discrete formulation of the incompressible Navier-Stokes Eqs. (1) and (2) can be written as:
find uh ∈ Shu and ph ∈ Vhu such that ∀wh ∈ Vhu and ∀qh ∈ Vhp , where Shu and Shp are defined
as:
Shu = {uh |uh (·, t) ∈
(
H1 (Ω)
)nsd , uh = g on Γ1} , (11)
Shp = {ph |ph (·) ∈ L2 (Ω) ,
∫
Ω
ph dΩ = 0 on Ω} . (12)
Here (H1 (Ω))nsd describes the vector-valued functions space and L2 (Ω) denotes the scalar-
valued functions space.
In Eq. (13) the first four integrals on the left side represent the Galerkin formulation. The
other integral terms are additional terms for the stabilization of the finite element formulation.
The stabilization terms hinder the spurious node-to-node oscillation of the velocity and pressure
distribution. The first summation is the SUPG term, the second corresponds to the PSPG term
and the last summation defines the least-squares incompressibility constraint (LSIC) term to
prevent oscillation in high Reynolds number flows (Tezduyar, 2001). Hereby, the stabilization
terms are evaluated as the sum of element-wise integral expression, where nel is the number of
elements in the mesh. The SUPG and PSPG stabilization parameters are chosen according to
Tezduyar et al. (1991).
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∫
Ω
wh · ρ
(
∂uh
∂t
+ (uh · ∇)uh − f
)
dΩ +
∫
Ω
(wh):σ(ph,uh)dΩ−
∫
Γ2
wh · hdΓ2
+
∫
Ω
qh∇ · uhdΩ
+
nel∑
e=1
∫
Ωe
1
ρ
(
τSUPGρu
h · ∇wh + τPSPG∇qh
)
·
[
ρ
(
∂uh
∂t
+ uh · ∇uh
)
−∇ · σ(ph,uh)− ρf
]
dΩ
+
nel∑
e=1
∫
Ωe
τLSIC∇ ·whρ∇ · uhdΩ = 0 (13)
The spatial discretization of Eq. (13) leads to a system of nonlinear ordinary differential
equations as follows:
Mu˙+Mδ(u)u˙+N(u) +Nδ(u) +Ku− (G+Gδ)p = fu , (14)
Mϕ(u)u˙+G
Tu+Nϕ(u) +Gϕp = fp , (15)
where u describes the vector of unknown nodal values of uh, p is the vector of unknown nodal
values of ph and the superimposed dot implies time differentiation. The nonlinear vectorsN(u),
Nδ(u), Nϕ(u), and the matrices M, Mδ(u), Mϕ(u), K, G, Gδ, Gϕ originate from the tem-
poral, convective, viscous and pressure terms. The vector fu contains the boundary conditions,
the vector f , the body force q and also the stabilization terms of all equations. The vector fp
also includes boundary conditions and stabilization terms. The subscripts δ and ϕ identify the
SUPG and PSPG contributions.
The system of Eqs. (14) and (15) are advanced in time by a fully coupled scheme. The
discretization in time of the semi-discrete Eqs. (14) and (15) is accomplished by a predictor
multicorrector finite difference scheme according to Franca & Frey (1992) and Hughes &
Tezduyar (1984). For each time step, after linearization, we arrive at a nonlinear set of equations
to be solved, which can be written independently from the time step as:
F(x) = 0 , (16)
where x = (u,p) describes a vector of nodal unknowns. In Eq. (14) the approximate Jacobian
form used is based on Taylor’s expansions of the nonlinear terms. The approximate Jacobian
form is described by Tezduyar (1999) and used in Elias et al. (2006b).
2.3 Inexact Newton-Krylov method
The Newton’s method can be used to solve the nonlinear system of Eqs. (16). Newton’s
method approximates iteratively the function F at a given point x = (x1, x3, . . . , xN)t by a
linear function. Here, the Jacobian matrix J describes the variation of the function F regarding
x. For each iteration, Newton’s method can be stated by:
xk+1 = xk + sk, (17)
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where sk, the so-called inexact Newton step, is obtained by solving the linear system:
J(xk)sk = −F(xk). (18)
The iteration stops when the relative nonlinear residual ‖F(xk)‖2/‖F(x0)‖2 is small, i.e. when
‖F(xk)‖2 < τNL = τres‖F(x0)‖2, for a given tolerance τres .
The Inexact Newton-Krylov (INK) method solves the system (18) iteratively. This is es-
pecially advantageous for large scale problems (Bellavia & Berrone, 2007; Pawlowski et al.,
2006; Tuminaro et al., 2002; Elias et al., 2004; Rudi et al., 2015). It is also used to improve the
computational performance by reducing precision. Thus, the balance between the accuracy and
the amount of effort per iteration is controlled by a tolerance, the forcing term, expressed by ηk.
The forcing term represents the tolerance of the inner iterative Krylov solver on the nonlinear
iteration k, here we use GMRES as the Krylov solver. In Section 2.4 several forcing terms
are introduced. The updated solution can be improved by xk+1 on Eq. (17), if we consider
xk+1 = xk + λsk, where λ > 0 is an appropriate parameter. In Section 2.5 a globalization
method, the so-called backtracking, is described to calculate λ. This shortens the iteration steps
if needed to ensure a eventually decrease in the nonlinear residual residual norm (Kelley, 1995).
2.4 Forcing terms
We denote the given maximum initial tolerance for the Inexact Newton method η0. The
forcing term introduced by Papadrakakis & Balopoulos (1991), can be written as:
ηPPk = min{η0,
( ‖F(xk)‖2
‖F(xk−1)‖2
)υ
} , (19)
where η0 is a given maximum initial tolerance for the Inexact Newton method. The parameter
υ has the value of υ = 2.
A new forcing term was introduced by Eisenstat & Walker (1996), also described by Kelley
(1995).
ηAk = γ
( ‖F(xk)‖2
‖F(xk−1)‖2
)α
, (20)
where γ and α are given parameters. The forcing term is written as:
ηEW∗k =
{
η0 k = 0 ,
min{η0, ηAk } k > 0 .
(21)
To avoid that ηEW∗k is small for one or more iteration while x
k is still far from the solution
Eisenstat & Walker (1996) suggest a method with the idea that if ηEW∗k−1 is sufficiently large,
ηEW∗k cannot decrease by much more than a factor of η
EW∗
k−1 , that is
ηEW∗k =

η0 k = 0,
min{η0, ηAk } k > 0, γ(ηEW∗k−1 )α < β,
min{η0,max{ηAk , γ(ηEW∗k−1 )α}} k > 0, γ(ηEW∗k−1 )α > β.
(22)
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In the following two forcing terms are based on Eq. (22). One introduced by Kelley (1995),
here called ηEWKk , which considers α = 2, γ = 0.9 and β = 0.1. The second is stated in the
PETSc Library (Balay et al., 2016), here called ηEWCk and considers α =
1 +
√
5
2
, γ = 1.0 and
β = 0. Note that both parameters in EWC and EWK were previously introduced optionally
by Eisenstat & Walker (1996).
Furthermore, Gomes-Ruggiero et al. (2008) introduced a new definition of the forcing term
depending on the change in ‖F(xk)‖ and the computational cost during the kth nonlinear iter-
ation step, including inner iterations. The cost (pricek) is stated as the number of iterations
performed by the linear solver (iterk) plus the number of function evaluations (fevalk), that
is, pricek = iterk + fevalk. Both, iterk and fevalk, contain the total number of inner
iterations and the total number of function evaluations performed during the first k nonlinear
iterations.
They also described a way to control the angle of the decrease of ‖F‖. Here, if θk is the
slope coefficient of the iteration k of ‖F‖, cos(θk) is used as a measure for the trade off between
convergence and computational costs and can be described as the ratio:
cos(θk) =
bk√
a2k + b
2
k
, (23)
where
ak = (log10‖F(xk)‖2 − log10‖F(xk−1)‖2 ,
bk = log10(pricek − pricek−1) , (24)
where θ ∈ (−pi/2, pi/2). If cos(θk) is approaching −1 the procedure works well and a stricter
forcing term may be applied. If cos(θk) is close to zero, the iterations are either too costly or are
leading nowhere (oversolving) and the forcing term has to be loosened. If cos(θk) is positive,
‖F(xk)‖ has actually increased which has to be followed by a drastic action. Let
ηAk =
(
1
k + 1
)ν
[cos(θk)]
2
( ‖F(xk)‖2
‖F(xk−1)‖2
)
, (25)
where ν ∈ (1, 2] and is adopted by ν = 1.1. In this study this forcing term is called GLT and is
defined by:
ηGLTk =
{
η0 k = 0 ,
min{η0, ηAk } k > 0 .
(26)
It may happen that the final iterate will decrease ‖F(xk)‖ way more than desired and therefore,
the cost of the last step is higher than necessary (Kelley, 1995). This is called oversolving
and can be controlled by the comparison of the current nonlinear residual norm and the non-
linear norm where the iteration would terminate (τNL) and limit η∗k by a constant multiple of
τNL/‖F(xk)‖, stated as
η∗k = min{η0,max{η∗k,  τNL/‖F(xk)‖2}} . (27)
In this study we consider  = 0.5 and the super index ∗ can be PP , EWK, EWC and GLT .
Here, those four forcing terms are used to choose adaptively tolerances for the inner iterative
method in each Inexact Newton iteration.
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2.5 Backtracking
Backtracking is a globalization strategy used to enhance the robustness of the INK method.
For a given inexact Newton step sk we define a step in this direction with an acceptable xk+1,
by:
(i) calculate a inexact Newton step sk;
(ii) set xk+1 = xk + λsk for λ > 0 so that xk+1 is an acceptable next iterate.
(28)
The backtracking strategy is also known as a line search method to choose λ in Eq. (28) mini-
mizing a functional f(.). An example could be a problem-specific objective function or guaran-
tee the progress of the residual minimization, in case a numerical solution of nonlinear partial
differential equations is needed. Therefore: f(x) = 1
2
F(x)TF(x).
In this study the backtracking strategy introduced by Dennis Jr. & Schnabel (1983) is used
to solve the nonlinear Eq. (16). The Wolfe rule is applied, which reduces the integrate only if
the following condition is satisfied:
f(xk+1) 6 f(x) + ωλ∇f(x)T sk , (29)
where ω ∈ (0, 1) and ∇f(x)T sk describes the slope of f(x) in the direction of sk. Here, we
use ω = 10−4, according to Kelley (1995). The parameter λ is determined in order to produce a
reduction such that σ0λold ≤ λnew ≤ σ1λold, where 0 < σ0 < σ1 < 1. The inexact Newton step
sk is derived from Eq. 29 if∇f(x)T sk < 0, where
∇f(x) = d
dx
n∑
i=1
1
2
(fi(x))
2 =
n∑
i=1
∇fi(x)f(x) = J(x)TF(x) . (30)
Actually, the Newton direction along sk = −J(x)−1F(x) is a descent direction, since
∇f(x)T sk = F(x)TJ(x))(−J(x)−1F(x)) = −F(x)TF(x) < 0 . (31)
3 NUMERICAL SIMULATION
In this section two benchmark problems are solved and analyzed, regarding their perfor-
mance for a globalization strategy and several forcing terms. Here, we consider a Power
Law fluid and a Bingham fluid. For all computations an Intel(R) Xeon(R) CPU E5-1620 v2
@370GHz with 4 cores and 8 GB memory running Linux Mint 17 is used. GNU is used as
compiler with the optimization level 01.
In all experiments an edge-based nodal-block diagonal preconditioned GMRES solver with
35 vectors to restart (GMRES(35)) is used and the maximum number of allowed nonlinear
iterations per time step is 8. We use a relative residuum tolerance of 0.001 and an inexact
Newton step tolerance of 0.001. For the backtracking a maximum iteration number of 5 is used
and a Newton tolerance of 10−4 for the Navier-Stokes equation. The maximum initial tolerance
is η0 = 0.1.
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3.1 3D lid-driven cavity
A lid-driven cavity is used to analyze the performance of the different forcing terms. The
benchmark cavity is a common tool to evaluate fluid flows. The domain and boundary condi-
tions used in the simulation can be seen in Fig. 1. The walls at the bottom and in x-direction
have a no slip boundary condition. The walls in y-direction have symmetry conditions. And the
top lid has a dimensionless speed of 1.
The mesh is unstructured with linear tetrahedra and has 673914 elements, as well as,
128721 nodes. For the Bingham fluid, a dimensionless nominal viscosity of µ0 = 1 is cho-
sen and therefore, a Newtonian viscosity of µr = 100 is assumed. Taking into account the
nominal viscosity, the Reynolds number is 1. The experiments were done for a final time of
0.25 s with a fixed time step of ∆t = 0.001.
(0,0
,0)
( ,0, 
)
( ,0, 
)
(0,0,0)
(0,0,0)
(1,0
,0)
x y
z
Figure 1: Geometry and boundary conditions of the benchmark cavity.
Figure 2 shows the velocity streamlines and the viscosity of the cavity y-plane using the
EWC forcing term with backtracking. In areas with higher shear rates the viscosity is low. This
is especially the case in the lower edges and in the middle, where a vortex eye can be found.
Other regions are highly viscous, where the shear rate is not exceeding the threshold value and
thus, a rigid zone is created.
To validate our model we compare the position of the vortex eye with former studies. In
our simulation the z-coordinate of the vortex eye is approximately 0.7805, using a threshold
of σY = 10. The results agree well with the computations of Elias et al. (2006b); Vola et al.
(2003); Mitsoulis & Zisis (2001).
In the following we analyze the performance of the benchmark cavity simulation. Here,
we compare the sum of different parameters over a fixed simulation time of 0.25s. After this
time the solution reaches steady-state. We also evaluate the total number of nonlinear iteration
steps (
∑
iter), the number of linear iterations (
∑
NLI), the line search steps (
∑
LSS), the
line search rejected steps (
∑
LSR) and the needed CPU time (CPUtime).
Table 1 shows the performance for the four different forcing terms with no backtracking.
The most efficient one is the EWC, having the least number of linear iterations (89341) and the
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Figure 2: Viscosity and velocity streamlines of the benchmark cavity
lowest CPU time (92749 s). The second best performing forcing term is the GLT with 92138
linear iterations and a CPU time of 9582 s. The total number of nonlinear iteration steps for all
forcing terms is constant and the sums of the line search steps and the line search rejected steps
are zero, since the backtracking method is not used.
Table 1: Performance of the cavity simulating a Bingham fluid for different forcing terms, without back-
tracking
Forcing term
∑
iter
∑
NLI
∑
LSS
∑
LSR CPUtime
EWC 2000 89341 0 0 9249
EWK 2000 96729 0 0 9665
GLT 2000 92138 0 0 9582
PP 2000 96498 0 0 9707
In Table 2 the characteristic values for the performance of the forcing terms of the cavity
using the backtracking strategy are shown. For all cases the total number of nonlinear iteration
steps and CPU time is lower. Here, the GLT forcing term shows the best characteristics with
a total number of nonlinear iterations of 1806 and a CPU time of 8722 s. The second best
performance shows the PP forcing term. However, the performance results of the different
forcing terms are close together. Therefore, a clear statement cannot be made.
In Fig. 3 the average of the tolerances of the nonlinear solutions for each time step along
the computation is shown. For the first hundred time steps the tolerances are decreasing. After,
some oscillations can be seen. This may occur due to reaching the steady state.
The choice of the forcing term depends on the globalization strategy. In case of the bench-
mark cavity simulating a Bingham fluid the EWC and PP forcing terms are advantageous when
backtracking is turned off. Using the backtracking strategy the GLT and PP forcing terms show
the better performance. In general, computing time and number of needed iterations decreases
when the backtracking method is used. The backtracking strategy is clearly improving the per-
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Table 2: Performance of the cavity simulating a Bingham fluid for different forcing terms, with backtracking
Forcing term
∑
iter
∑
NLI
∑
LSS
∑
LSR CPUtime
EWC 1867 82069 795 109 8959
EWK 1829 80477 790 108 8825
GLT 1806 80266 790 108 8722
PP 1828 80875 790 108 8819
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24
0.06
0.07
0.08
time in s
η
∗
EWK
EWC
GLT
PP
Figure 3: Average forcing term per time step simulating a Power Law fluid of the cavity flow, with back-
tracking
formance.
3.2 3D Taylor-Couette flow
As a second test case a benchmark Taylor-Couette flow is computed. Thus, a viscous fluid
between two rotating cylinders is analyzed. This is a popular test case because it can be easily
evaluated doing experiments and compare those to analytical and numerical results. Especially,
when it comes to validation of a model the Taylor-Couette flow is favorable. We analyze the
computing performance of the forcing terms for a Bingham and a Power Law fluid.
The Taylor-Couette flow has an outer cylinder which has a non-dimensional radius of 1.
The inner cylinder has a radius of 0.5. The geometry and boundary conditions are illustrated in
Fig. 4. The inner cylinder is rotating at an angular velocity of 1. The outer cylinder is fixed with
a no slip boundary condition. The bottom and the top have symmetry boundary conditions.
The mesh is composed by linear tetrahedra and has 74765 elements and 20946 nodes. The
experiments were done for a final time of 0.8 s with a fixed time step of ∆t = 0.001.
For the Bingham fluid a nominal viscosity of µ0 = 1 is chosen and, therefore, a Newtonian
viscosity of µr = 100 is assumed. The yield stress is σY = 10. The Reynolds number is 1 using
the nominal viscosity as the characteristic viscosity.
Figure 5a shows the velocity distribution in a z-plane of the Taylor-Couette flow using the
EWC forcing term with backtracking. The velocity of the fluid decreases from the inner to the
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Figure 4: Geometry and boundary conditions of the benchmark Taylor-Couette flow.
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Figure 5: Velocity and viscosity distribution of the benchmark Taylor-Couette flow of a Bingham fluid
outer cylinder wall. After half of the width of the gap the velocity is almost zero. In this zone
the shear rate does not reach the threshold and, thus, behaves rigid.
In Fig. 5b the viscosity distribution in the z-plane using the EWC forcing term with back-
tracking can be seen. At the inner moving wall the velocity is low according to the higher shear
rates. The velocity is increasing towards the outer wall until the Newtonian viscosity is reached
in the rigid zone.
For the Power Law fluid the nominal viscosity is µ0 = 0.8, the consistency index K = 1
and the power law parameter n = 0.5. A Power Law parameter n < 1 describes a shear
thinning fluid. That means the viscosity is decreasing when the shear rates are increasing. Here,
the Reynolds number is Re = 1.25.
Figure 6a illustrates the velocity distribution of the Power Law fluid. The velocity decreases
continuously from the inner moving wall to the outer fixed wall.
The viscosity distribution of the Power Law fluid is shown in Fig. 6b. In accordance with
the velocity and shear rates, the lowest viscosity is at the inner wall, where the highest shear
rates can be found. The viscosity is increasing in radial direction towards the outer wall.
To validate our models we compare the analytical solution of the tangential velocity distri-
bution across the gap (Bird et al., 1987; Vola et al., 2004). The velocity profile depends on the
viscosity and thus, needs to be evaluated for each rheological model differently. For a Bingham
CILAMCE 2016
Proceedings of the XXXVII Iberian Latin-American Congress on Computational Methods in Engineering
Suzana Moreira A´vila (Editor), ABMEC, Brası´lia, DF, Brazil, November 6-9, 2016
Performance of the Inexact-Newton-Krylov scheme for non-Newtonian flows
0.5
0
0.2
0.4
(a) velocity (b) viscosity
1.91
0.50
0.8
1.2
1.6
Figure 6: Velocity and viscosity distribution of the benchmark Taylor-Couette flow of a Power Law fluid
fluid the tangential velocity can be calculated as follows:
ur = r
√
2σY
4µ0
((
R1
r
)2
− 2ln
(
R1
r
)
− 1
)
, (32)
where Ri and Ro are the inner and outer radii. R1 is the transition radius of the rigid zone and
can be estimated by solving the following equation:(
R1
Ri
)2
− 2ln
(
R1
Ri
)
−
(
2
√
2µ0ω
σY
+ 1
)
= 0 (33)
The analytical solution of the tangential velocity for the Power Law fluid can be calculated as
follows:
ur = rω
[(
Ro
r
) 2
n
− 1
]/[(
Ro
Ri
) 2
n
− 1
]
(34)
Figure 7 shows the analytical function of the velocity profile and also the numerical solution. It
can be seen that for the Power Law the numerical solution agrees with the analytical. However,
the Bingham fluid shows a small deviation that can be seen when the velocity comes closer
to zero. In the analytical model the viscosity is assumed to be infinity in the rigid zone and,
therefore, has a zero velocity. In the numerical model we assume that the viscosity in the rigid
zone is 100 times higher than the Newtonian viscosity. Thus, the velocity decreases but does
not get zero.
To still have a validation of the model, the Bingham fluid is simulated using a higher tan-
gential velocity of the inner cylinder, so that the shear rate is always higher than the threshold.
For this example the results of the analytical and numerical model matches sufficiently (Fig. 8).
In the following the computational performance of the Taylor-Couette flow is analyzed.
Like before we compare characteristic values of the computation performance like the total
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Figure 7: Tangential velocity of the Taylor-Couette flow.
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Figure 8: Tangential velocity of the Taylor-Couette flow for the Bingham fluid with a higher velocity.
number of nonlinear iteration steps (
∑
iter), the number of linear iterations (
∑
NLI), the
line search steps (
∑
LSS), the line search rejected steps (
∑
LSR) and the needed CPU time
(CPUtime).
Table 3 states the characteristic values of the performance of the Taylor-Couette flow sim-
ulating of a Bingham fluid of four different forcing terms using backtracking method as glob-
alization strategy. For all cases the total number of nonlinear iteration steps is the same. Also
the high numbers of line search rejected steps stand out. Comparing the CPU time the most
advantageous forcing term is the EWC with a computation time of 2842 s. The second best
option is the GLT forcing term with a CPU time of 2884 s. Regarding the number of iterations
the GLT seems to be favorable, which has also the lowest number of line search steps.
The performance of the Taylor-Couette flow of the Power Law fluid of the forcing terms and
using backtracking can be seen in Table 4. Here, the EWK forcing term has the lowest CPU time
(2167 s) with a total number of nonlinear iteration steps of 5776. The second best performing
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Table 3: Performance of the Taylor-Couette flow simulating a Bingham fluid for different forcing terms,
with backtracking
Forcing term
∑
iter
∑
NLI
∑
LSS
∑
LSR CPUtime
EWC 6400 118948 4802 800 2842
EWK 6400 127952 4807 801 2897
GLT 6400 124988 4800 800 2884
PP 6400 127529 4802 800 2993
forcing term is the GLT with a CPU time of 2180 s. With a total number of nonlinear iteration
steps of 5832 the value is slightly higher than the iteration number of the PP forcing term,
however, the number of linear iterations is lower. In general the differences of performance for
those two forcing terms are small and, therefore, a clear statement cannot be made.
Table 4: Performance of the Taylor-Couette flow simulating a Power Law fluid for different forcing terms,
with backtracking
Forcing term
∑
iter
∑
NLI
∑
LSS
∑
LSR CPUtime
EWC 5837 71797 0 0 2196
EWK 5776 70244 0 0 2167
GLT 5832 70827 0 0 2180
PP 5809 71005 0 0 2182
Figure 9 and 10 show the tolerance over the time steps. It can be seen that the tolerance is
depending on the choice of the forcing term and varies over time.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
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η
∗
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PP
Figure 9: Average forcing term per time step simulating a Bingham fluid of a Taylor-Couette flow
Considering the Bingham fluid for a Taylor-Couette flow the EWC and GLT forcing terms
are advantageous. For the Bingham fluid the backtracking method experiences a high number
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Figure 10: Average forcing term per time step simulating a Power Law fluid of a Taylor-Couette flow
of line search rejected steps, as well as, a high iteration number, can be found. This occurs due
to the high nonlinearity of the Bingham fluid.
For the Power Law fluid the EWK and GLT forcing terms are the matter of choice. The
Power Law fluid does not cause rejected steps and also needs less computation time compared
to the Bingham fluid. The nonlinearities of the Power law are not as distinct as of the Bingham
fluid
4 CONCLUSION
Elias et al. (2006a) analyze the performance of inexact Newton methods for non-Newtonian
fluids. However, without examining the influence of globalization strategies and forcing terms.
We evaluate the performance of the Inexact-Newton Krylov method by simulating non-Newtonian
fluid behavior focusing on globalization strategy and several forcing terms. The choice of the
forcing term and globalization strategy have a great influence on the performance of the simu-
lation reducing of needed iterations and computing time. The preferable forcing term depends
on the geometry, the rheological model and whether the backtracking strategy is used or not.
The GLT forcing term using the backtracking strategy shows the best performance for the
benchmark cavity. For simulating a Bingham Fluid of the benchmark Taylor-Couette flow, the
EWC forcing term is advantageous. The Power Law fluid of the Taylor-Couette flow shows the
best performing results for the EWK forcing term.
Due to the diverse results, it is hard to make a clear statement about a general preferable
choice regarding forcing terms simulating non-Newtonian fluid behavior. Thus, the decision
on which forcing term should be picked, is to be evaluated according to the actual problem at
hand. For our test cases the GLT forcing term showed consequently adequate results using the
backtracking method, even though not the best performance. An adaptive time step can lead to
a better performance, however, it is also more complex to evaluate. In this study the time step
is assumed to be fix for the sake of clarity.
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