Implementing solutions for optimisation problems with generalpurpose programming languages is a time consuming task that can only be carried out by professional software developers who typically are not domain experts. We address this problem by developing the domain-specific language Athos that allows to declaratively specify models of problems such as the vehicle routing problem with time windows. These models serve as input to a generator that creates programs to solve the modelled problem in a multi-agent environment (NetLogo) which is further extended with a genetic algorithm optimiser.
INTRODUCTION
This paper describes the application of a DSL, named Athos, to the domain of vehicle routing problems (VRPs). VRPs are a range of real-world problems which require the planning of one or more vehicles to visit a number of customers. Traditionally, VRPs have been modelled in a general-purpose language, such as C or Java. The model is typically coded in the same language as the algorithm used to solve it. This approach frequently results in a situation in which new problems are solved from scratch time and again. This has two major drawbacks:
• Development time is wasted producing many similar VRP models in a general-purpose language. • Domain experts (e.g. transport planners) normally lack software development experience and need to engage the services of a software engineer to develop the model.
The authors believe that the development of a DSL for VRPs will overcome these problems. The specification of a model using a DSL will be quicker than using a general-purpose language. The use of a DSL should enable domain experts to undertake most if not all of the model development. This approach allows faster development of models and also increases the influence domain experts have on the model formulation. Our principle motivation in carrying out this work is to empower domain experts to apply their expertise and experience directly to the problem via the DSL. At the same time, we foster a decoupling of code that describes the problem and code that solves the problem. We examine the question of how a DSL can simplify the modelling of a VRP and allow the model to be solved and visualised. After discussing related work, this paper presents the Athos DSL and its architecture, i.e. the Athos syntax and the process of generating code for a target platform. General language quality issues are addressed before the practical feasibility of Athos is demonstrated with a case study inspired by a real-world problem derived from a cooperating company's business case. We relate the case study to a published benchmark and compare the results.
RELATED WORK
In [15] , Steil et al. present a model for the expression, execution, evaluation and engagement of routing plans to which they refer as the 4Es model. They use the model to map all relevant steps in the domain of patrol routing to appropriate software components. In the presented approach, routing algorithms are defined by means of a DSL named Turn. The DSL is used to describe algorithms that allow an agent to determine its next target node in a graph network. To this end, Turn enables the user to specify algorithms for target selection as a composition of set reduce functions (SRFs). An SRF takes a set of possible target nodes and reduces this set according to certain criteria. Turn is used to chain and configure an arbitrary number of SRFs. An SRF chain is executed until only one node is left which then becomes the new target node. If the subset comprises multiple nodes, one of these nodes is chosen randomly. Algorithms written in Turn are executed by the PatrolSim environment which also evaluates routes produced by the algorithms according to a pre-defined set of metrics. A geographic information system (GIS) engages users through provision of patrol routes upon request. The 4Es model is similar to our approach in that it is situated in the domain of VRPs. The creation of satisfactory patrol routes is a problem related to the vehicle routing problem with time windows. What both approaches have in common is the application of a DSL in order to specify agents' behaviour. Though both DSLs can be used to direct agents through a network of nodes, they differ in the way target nodes are specified. While Turn is mainly a composition of rules that successively reduce a set of potential target nodes, Athos allows an explicit specification of which node (or set of nodes) to visit next. It can also be specified that a given set of nodes is to be visited in an optimal order according to a given cost function. Another difference is the way behaviour changes are defined in both languages. In Turn, events that lead to a change of behaviour are "hidden" inside the SRF. When an SRF returns an empty set of nodes it is skipped, which leads to the application of another SRF and thus to the change of behaviour. However, which SRF inputs and conditions yield an empty set is transparent to the user and hidden inside the respective SRF. In Athos, it is possible to explicitly state when a change of behaviour has to occur.
Another aspect that distinguishes the 4Es model from our approach is that in the 4Es model the cost to travel between any two nodes is defined as the minimum number of vertices between these nodes, i.e. the minimum hop-count. This approach is not only one-dimensional, but also very static. Once the distance between two nodes is defined, it remains the same throughout the entire simulation. Athos allows the definition of an arbitrary number of cost functions. Moreover, these cost functions can contain factors that dynamically change depending on the current traffic situation.
Literature on DSLs designed for the specification of complex vehicle routing problems in a multi-agent environment is scarce. By contrast, considerably more research has been conducted on more general DSLs with a focus on multi-agent systems.
The GAMA framework [8] aims to support the creation of spatialised, multi-scale agent-based models. It features a DSL named GAML that allows to design agent-based simulation experiments. Hence, it seeks to raise the abstraction level while at the same time allowing for easy parametrisation and flexible visualisation of the models. GAML is a feature-rich language that allows to describe arbitrary details of the model. A characteristic trait of the language is its capability to integrate multiple-levels of abstraction in one simulation. So it is capable of integrating a coarse-granular model for a road network with multiple detailed models that represent the inside of buildings adjacent to the roads. GAML can be considered a language that increases the abstraction level of models compared to those created in other simulation platforms like Repast [4] or Netlogo [21] . However, since the GAMA framework is not tailored towards one specific application domain, models written in GAML seem rather complex. Domain experts with little to no experience in programming might find concepts such as data types or the definition of aspects to visualise agents in the simulation hard to understand.
Theoretically, all of the mentioned approaches could provide support in the development of agent-based simulations for real-world VRPs. However, the main benefit of these approaches would be a simplified modelling of general agent concepts such as facts known by an agent. None of these approaches can be used to generate traffic simulations from a DSL specification without considerable additional effort. This effort would be required for the development of either an appropriate simulation platform that processes the specification or a generator which would transform the specification to an executable traffic simulation.
ATHOS
Athos is a DSL that aims to facilitate the specification, simulation and solving of transport and routing problems. Athos allows to model these problems in a declarative way. The Athos generator then transforms these models into programs of a suitable multiagent target platform. The target platform for the programs presented in this paper is NetLogo which we extended with a library of algorithms that optimise graph-related problems. Among these algorithms is a genetic algorithm to solve VRPTWs. Athos is developed using the Xtext 1 language development framework. Athos currently features a textual concrete syntax. However, since Xtext relies on the Eclipse Modelling Framework (EMF) [16] , there exist various ways to additionally provide a graphical or hybrid concrete syntax (see, e.g. [17] ). It is the authors' believe that a textual DSL which is supported by a sophisticated development environment, allows domain experts to efficiently develop syntactically and semantically correct programs.
The Problem Domain
The field of vehicle routing encompasses problems ranging from the travelling salesman problem (TSP) [5] to the vehicle routing problem (VRP) [7] . Variations include environmental considerations, fleet mix aspects (fleet size and mix problem) and customer time windows (vehicle routing problem with time windows -VRPTW). For an overview of problems and problem-solving techniques the reader is directed to [11] .
Within the VRPTW, a set of customers must be visited. Depending on the context, the visit may be a pick-up or a delivery. Each visit has to take place within a specified time window. If the vehicle arrives prior to the commencement of the window, it must wait until the window opens. If the vehicle arrives after the end of the time window, the visit cannot be made. The problem may have a fixed number of vehicles or the number of vehicles may be optimised as part of the problem. Vehicles start and end their journeys at a depot. Some formulations of the problem feature multiple depots.
The VRPTW is typically formulated as an optimisation problem. Objective criteria include the number of vehicles, distance travelled, financial costs or environmental impact. Initially, many studies [6] formulated the VRPTW as a bi-objective problem, focusing on vehicles and distance travelled. More recent studies have formulated the VRPTW as a many-objective problem ,and in some cases producing a range of non-dominated solutions in order to allow the user to make the final choice of solution [14] .
The VRPTW and its variants have been applied to many realworld problems used in an operational context [19] and a planing context [18] . In both contexts, the user of the software will be a domain expert, e.g. a logistics analyst or transport planner. In many industrial contexts the problem to be solved will include constraints specific to the organisation who own the problem. Such specific constraints could include the working conditions of staff, the types of vehicle in use, environmental or financial considerations. The implementation of such constraints leads to an increased workload for those responsible for the technical implementation, which would typically utilise a general-purpose programming language such as Java or C++. The development of a DSL in this field has two possible advantages: first a reduction in development time, and second the possibility of domain experts producing systems rather then passing their requirements to a software engineer.
A requirement of any problem instance is travel time data between customers and depots. Depending on the optimisation criterion used it may also be necessary to retain distance or emissions data as well. Some academic studies (such as [7] ) have held such data in an origin-destination matrix, or simply used the Euclidean distance between customers. Real-world examples [18] [19] usually model the underlying street graph, in which case a path-finding algorithm is required to find the route between customers.
Taking into account the above, a DSL within vehicle routing must be capable of encompassing many different formulations of the VRP including differing vehicle types, time windows, capacity constraints, driving time constraints as well modelling the underlying street graph.
Usage of Implicit State Machines
In Athos, the behaviour of agents is defined by means of behaviour blocks. Each agent type features exactly one agent behaviour block in which an arbitrary number of behaviour states are defined. These behaviours represent the states agents can assume. The observable behaviour of an agent -i.e. the actions it displays for the outside world to perceive -is only one of two parts that form an agent's state. The second part is a set of transitions which define which stimuli trigger an agent to change its state as well as which state to assume when a given stimulus occurs. This means that an agent can change its state without changing its observable actions.
As an example, take an agent that is in a state that has the agent performing a delivery tour. If the agent runs low on the product delivered on its tour, it returns to a depot and replenishes its stock. At a pre-defined point in time, the agent may change its state but still continue to deliver products. The difference is in how the agent behaves when it runs low on the product again. Instead of returning to the depot, the agent then returns home and continues deliveries on the following day.
The meta-model elements Athos uses to represent agent states are illustrated in Figure 1 . Each AgentType is associated with exactly one AgentBehaviourBlock. The AgentBehaviourBlock serves as a container for one or more AgentBehaviourStates. An agent's state in Athos is associated with exactly one observable behaviour that the agent exhibits when being in the respective state. The meta-model refers to this observable behaviour as an AgentBehaviourDescription. The DSL already offers several such AgentBehaviourDescriptions. Future versions of Athos will introduce further behaviour descriptions. Thus, language users already have control over the way agents behave in the course of the simulation while future additions of behaviour descriptions will further increase the possibilities of behaviour descriptions.
As was already mentioned, an agent's state also features definitions of stimuli that lead to a change of state. In order to model this, an AgentBehaviourState also comprises an arbitrary number of AgentBehaviourTransitions. Each transition is associated with a conditional expression. This expression represents the stimulus that triggers the transition. Additionally, each transition is associated with exactly one target state. This target state can either be a named state which is accessible to any transition of the respective AgentBehaviourBlock (in Figure 1 represented by the directed association relation) or it can be an anonymous state whose definition is embedded in the definition of the AgentBehaviourTransition (represented by the composition relation). 
Listing 1: Example program with behaviour specification
The listing above illustrates an example of an agent type that features multiple states with their associated behaviours and transitions. The first line defines some general properties of the agent type. The next line defines the first state an agent of the respective type can be in. By default, the first state defined for an agent type is always considered the entry state, i.e. the agent starts in that state.
Athos' concrete syntax does not distinguish between the state and the behaviour of an agent. In fact, the keywords used in the concrete syntax deliberately avoid any vocabulary associated with state machines. The reason for this syntax-design decision is that Athos is intended to reflect the way users think about the problems they model. While state machines are a powerful concept, not every practitioner in the field of vehicle routing is familiar with it.
The entry state of the program features a loading behaviour. This is used to define how the capacity of the vehicle is to be used. In the given example, the agent will load 40 percent of its available cargo with soap and 60 percent with towels. The next line defines a transition to the next state. LoadingBehaviour is a state always associated with an instantaneous behaviour, i. e. by default, it does not consume any time. In order to model the duration it takes a driver to load a vehicle, the target state should be a state associated with a waiting behaviour. For this, Athos features IdlingBehaviours that can be used to let agents idle on the map.
The idling state has the agent waiting for 500 ticks and then transition into a state named deliverGoods which is associated with an instance of AgentStrictDeliveryBehaviour. The term 'strict' in this context refers to the fact that the agent does not perform any optimisation;instead, it visits the nodes in the exact order given in the behaviour definition. The AgentStrictDeliveryBehaviour implicitly has the agent deliver everything demanded by the customer nodes. Later language versions will allow a fine-granular specification of which quantity of which product is delivered. During the execution of delivery behaviour, it is possible that the agent runs low on a product. In any case, the agent will visit every single customer of its tour even when it has no products to deliver.
When an agent runs low on a product, it can transition to a state that has it returning to its depot. In the given example it transitions into state return1. In case that the agent finished the tour, it will transition to state return2. Just like return1, return2 is a state in which the agent returns to the depot. The difference between both states is, that in the former, the agent replenishes its stock before it resumes the delivery behaviour, while in the latter, the agent simply disappears from the simulation upon return at the depot.
In the resume behaviour res, the keyword at last is used. This causes the agent to return to the last customer visited on the delivery tour. This ensures that the customer's demand is fulfilled completely before the agent turns to the next node in the network. Alternatively, the keyword at next can be used. In that case, the agent will visit the customer that it would have visited had it not returned to the depot. Further versions of the language will allow more options to define which node to visit after replenishment. Figure 2 depicts how the behaviour defined for agents of type customDeliveryAgent is interpreted as a state machine. Each behaviour specification is interpreted as a state in which the respective activities are performed. The conditions for state changes are translated to transitions that use the conditions in the program as a trigger for change and time events. To actually model a state machine, Athos leverages the meta-model elements discussed earlier.
Finally, Athos' generator translates each state machine instance to the target language. For each state, the generator creates three anonymous functions (also known as lambdas). The first anonymous function represents the entry behaviour, i.e. it prepares everything for a proper execution of the second anonymous function. This second anonymous functions corresponds to UML's do behaviour. Here, the observable actions are defined. This anonymous function also comprises the code that checks the necessity of a state change due to the occurrence of a change or time event.
The third anonymous function contains code that cleans up certain data structures. Most importantly, this anonymous function features code that stores information about the state that is about to be left. As an example, for a state associated with the AgentStrictDelivery behaviour, the last customer to be served as well as the next customer on the list are stored in a dictionary and later retrieved by the respective resuming state. Listing 2 above illustrates what is generated for each state of a state machine: For each state three commands are generated, as explained in the last paragraph. In order to avoid naming conflicts inside the generated code, every method triple is also given two identifiers. 'M#' (where '#' represents a number) associates the commands with state machine number #. Since a given type of behaviour may be used more than once in a state machine, a second identifier 'B#' is needed, that features a number that increases each time a given behaviour type is used.
The statements that define the observable behaviour of an agent are defined in the second of the three commands. This command thus features the code for state transitions. If a specified condition is true, the exit command is called and given a reference to the entry method of the next state. The fact that the current state is finished is represented by the flag curStateFin. This flag allows to defer the transition to the exit-command in order to perform some specific actions in the main command for a last time. Figure 3 illustrates the process Athos follows in order to generate executable simulations. The DSL program serves as input to a generator that uses templates to generate code for a given multi-agent target platform. Within the scope of this paper NetLogo is used as the target platform. Specifications made in the DSL are thus translated to NetLogo which solves optimisation tasks by handing the relevant data to a graphextension package that features several algorithms for the solution of traffic and transport related optimisation tasks. The solution is then returned to NetLogo where it is further processed. In order to solve VRPTWs, we implemented an evolutionary algorithm based on the descriptions presented by Ombuki et al. [14] .
Athos graphextension Package
In order to explain the implementation inside Athos' graphextension package, an explanation of the relevant steps will be given now 2 . When using the DSL to define a behaviour which solves a VRPTW, it is possible to define certain parameters of the genetic algorithm, e.g. the number of generations created before returning a solution. Listing 3 depicts these parameters as underlined identifiers. If a user does not explicitly define a given parameter, sensible default values taken from the literature are applied. Lines 5 -6: A timeMatrix and a distanceMatrix store the value for the shortest time and the shortest distance between any two customers or any customer and the depot. While in complete graphs these matrices just store the respective values of the edge connecting two nodes, in non-complete graph these values have to be computed using Dijkstra's algorithm (cf. [9] ).
Lines 7 -24: The next step is the creation of the initial population whose size is determined by the parameter popSize. For the generation of a chromosome, the algorithm uses two different strategies. With a probability of simplePermuProb, the algorithm simply generates a random permutation of all customers to visit. With the complementary probability a greedy strategy is applied. Here, the algorithm creates a copy of the set of customers to visit (C copy ). The customers in this set are transformed into a chromosome by randomly picking a first customer that is added to the chromosome p at the top position 0 (which corresponds to the length of the chromosome at this point). Then, the algorithm checks whether there is a customer remaining in (C copy ) whose distance to the
Output : List of routes R T our s 4 Begin 5 Derive time matrix T i j , i, j ∈ C ∪ d using Dijkstra's and t f . 6 Derive distance matrix D i j , i, j ∈ C ∪ d using Dijkstra's and d 7 //Create initial population P 8 set P := ∅ ; 9 while |P | < popSize 10 if rand ( 0 , 1 ) < simplePermuProb 11 create a random permutation p of elements in C and add p to P ; is less a equal to the threshold parameter maxDistance. In case that at least one such customer is found, the one with the shortest distance to the customer at the top is added to the chromosome and becomes the new customer at the top. The procedure then is reiterated until no customer within the threshold can be found or the set of remaining customers is empty (C copy = ∅). In the first case, a new customer from C copy is randomly chosen and added at the top of the chromosome. In the latter case, the loop is left and depending on the current population size, a new chromosome is created or the initialisation phase is finished.
Lines 25 -39 The initial population P of chromosomes is transformed to a set Ω that contains all lists of tours. For this, each chromosome p is transformed to a list of tours R t our s where each tour r i [] is a list of customers. For each chromosome, customers are processed as they are ordered in the chromosome. If a customer can be visited within time and capacity constraints, it is added to the current tour. If a visit would violate any of the constraints, the old tour is closed and a new one is created. Thus, the timer and capacity counter (not explicitly given in the listing) are reset and the customer is placed as the first customer of the new tour. Should visiting a customer as the first customer of a tour still violate time or capacity constraints, then the problem is simply infeasible. This is because the arrival time at a customer who is first in a tour, is the earliest arrival time possible. Same goes for the capacity of the agent which is at its maximum possible value when it arrives at the first customer. In a second phase, for each list of tours it is checked whether the total distance of all tours can be improved. This is done by shifting the last customer of tour r i [] to tour r i+1 [] and placing this customer as the first customer of tour r i+1 . If the total distance can be improved and the tours do not violate any constraints, the result is kept.
Lines 40 -44 The main loop of the algorithm continues to operate on the tours derived in the previous step. The number of iterations is specified with the generations parameter. The first step inside the main loop (line 42) is the calculation of the pareto rank for every list of tours R t our s ∈ Ω as described by Ombuki et al [14, p. 22 ]. In short, this ranking seeks for all non-dominated lists of tours R t our s ∈ Ω. Such a list is non-dominated, if there is no other list that comprises less (or the same amount of) tours and a shorter (or the same) total distance (but it must be less in one of the two dimensions). When all non-dominated lists of tours are found, they are assigned rank 1 and removed from the ranking space. Then, the procedure is repeated for the remaining lists of tours whose non-dominated lists will be assigned rank 2 and so on. Next (line 43), a weighted sum w Σ is calculated for each list of tours. Here, parameter w 1 is the weight associated with the number of vehicles and parameter w 2 is the weight associated with the total distance of all tours. The weighted sum w Σ then simply is the sum of w 1 multiplied by the number of tours in the list (w 1 · cntTours(R t our s )) and w 2 multiplied by the total distance of all tours in the list (w 2 · totalDistance(R t our s ).
Lines 45 -53: The second part of the main loop creates the next generation. For this, a mating set M Mat inд is created. Via tournament selection the mating set is filled until popsize − 2 parent elements are found. Parent elements are found by creation of a tournament set which is filled with randomly chosen lists of routes R t our s from Ω. The exact number of lists is determined by the tournamentSize parameter. Another parameter, takeBestProb, then represents a threshold for a randomly generated number in the interval [0, 1). If the random number falls below the threshold, only the best list of tours is chosen for the mating population. The best list is the one with the lowest rank and in case that there are two or more lists with the lowest rank, the one with the best weighted sum value w Σ is chosen. If the random number exceeds or equals the threshold, all elements from the tournament set are added to the mating population.
Lines 54 -59: In the final part of the main loop, two elements of the mating set M Mat inд are crossed via a 'BestCostRouteCrossover' (BCRC) operator to produce offspring o. With a probability muta-tionProb, the offspring is subjected to a mutation operator. Again, we refer to Ombuki et al. [14] for details on these operators. As a result, our current implementation only the one list with the best w Siдma value of the final generation. It is worth noting, that it is also possible to specifically search for a solution that does not contain more than a given number of tours. This is relevant for cases when a dispatcher cannot deploy more than a given number of vehicles. However, it might also be possible that the minimum number of vehicles for a feasible solution exceeds the desired number of vehicles in which case the problem is to be deemed infeasible.
Discussion of Quality Criteria
An important but often neglected task in the development of DSLs is evaluation [2] . Though lines of code (LoC) may not be a conclusive indicator for any quality aspect of a DSL, they can provide a first impression on the amount of development and maintenance effort [10] . For DSLs that are translated to other languages, a first impression of a DSL's efficiency can be obtained by comparing the number of LoCs in the source program to the generated output [20] . It is important to note that this comparison generally favours the DSL from which the final output is generated. But it is also important to note that the NetLogo templates that the generator applies where directly derived from manually written code. While it is likely that the generated NetLogo code could do with less LoC, had it been directly written by an experienced NetLogo developer, the numbers should still provide a reasonable first impression on how Athos facilitates the specification of routing and transport related problems.
For this reason, the two example programs presented in this article, as well as the corresponding generated NetLogo code, shall be discussed to get a first impression of Athos' potential to ease the development of agent-based traffic and transport simulations. At this point it is important to mention that the generator's target language, NetLogo, can be considered a DSL in its own right. It provides concepts and primitives for agent-based programming. Thus, it can be assumed that NetLogo already reduces development effort compared to its target language Scala or any other generalpurpose language (GPL). Table 1 gives information on the LoC metric for the two example programs presented in this article. Example I is the program given in Listing 1. Example II is the example which will be discussed in Section 4. For both examples, two columns are defined. The one in the column labelled 'Athos' contains information on the amount of code required by our DSL. Accordingly, the 'NetLogo' column informs about the number of generated lines of code in the target language NetLogo. The table gives information on the total amount of code as well as code required for behaviour as well as network definition.
It is obvious that Athos considerably reduces the amount of code required to model the respective problem. This is true for code that defines agent behaviour as well as for code that builds the network in which the agents move. Especially in the second example, Athos programs are considerably shorter than their NetLogo equivalents. This is because the network defined in the case study features a complete network of 50 nodes, i.e. 2,500 edges. While Athos only requires a few lines of code for this, the generator derives 2500 edge definitions from this and another 2,500 lines for each edge attribute to be set. Though the generated amount of code can be drastically reduced by adapting the generator templates for complete networks, the overall amount of saved LoC still suggests that Athos facilitates the specification of traffic and transport problems.
Another metric that can be used to gain insight on the effort required to test and maintain a programme is McCabe's cyclomatic number [12] . For strongly connected control graphs of a program it is defined as v(G) = e − n + p
where e denotes the number of edges, n the number of nodes and p the p the connected components of the control graph. Figure 4 illustrates two control graphs. The upper graph is the control graph of the NetLogo state machine code 3 generated for lines 5 -7, (the specification of a delivery behaviour) of the Athos program given in Listing 1. As is described in Section 3.2, each behaviour description in Athos results in three NetLogo commands (entry, main, exit). The control graph represents the control flow of the generated state-entry and state-main commands. The stateexit command was omitted since it does not contain any control structures. The pseudo-code in Listing 4 is a simplified version of the NetLogo entry-command in which all relevant control structures have been preserved. From the control graph it can be seen that the cyclomatic complexity of the NetLogo program is 43 − 31 + 1 = 13 which is a value that indicates high maintenance and testing effort for the NetLogo code.
The lower graph is the control graph for the original Athos code from Listing 1. For this graph, the cyclomatic complexity is 9-6+1=4. This indicates considerably reduced maintenance and testing effort compared to the generated NetLogo code. Of course, similiar to the LoC metric, the cyclomatic complexity applied to a single example is not a conclusive metric. But it can be considered another indicator for Athos' capability of facilitating the creation of traffic and transport simulations.
Both LoC and cyclomatic complexity are basic quantitative measures that can be applied to coarsely estimate the effort a program requires to be understood, tested and maintained. Since NetLogo programs originate from the generator's templates, the presented numbers can be interpreted in a way that suggests that template development entails considerable testing effort. Thorough testing of the templates has to be performed prior to the delivery of a Athos Figure 4 : Control graph.
given language framework version. When the language is used by domain experts, they must rely on the correctness of the translations performed by the generator. Thus, the users of the DSL are relieved of any lower-level testing efforts. As a result, domain experts need only test their DSL programs. As the presented numbers indicate, this should requires considerably less effort than testing the corresponding programs written in general-purpose languages. When the language evolves and features are added, removed or changed, the templates must be adapted and tested accordingly. This again can require considerable efforts from language developers. Though DSL users may have to adapt their DSL programs when they want to migrate to a new language version, in most cases this should require only minor effort due to the DSL's raised level of abstraction.
In order to present a heuristic evaluation (cf. [13] ), we conclude this section with an application of the cognitive dimensions of notation (CDN) framework [3] . The CDN framework is first and foremost a tool that allows to discuss several aspects or dimensions of a notation. Thus, it is important that the following statements are be regarded as a critical self-assessment rather than analytically proven facts. A more detailed and quantified approach based on the CDN framework (cf. [1] ) is among our future goals.
One of the first steps to be performed in the application of the CDN framework is the creation of an activity profile. In this profile, it is to be defined what activity is to be supported by the notation and which dimensions are especially important for this support. In order to keep this self-evaluation as short as possible, we will simply discuss four dimensions from the CDN framework that we deem of highest importance for a DSL that intends to facilitate the modelling of agent-based traffic and transport problems.
Visibility This dimension is concerned with how easy it is for language users to access and/or manipulate relevant aspects of the problem description. Athos is designed to allows users to create programs that feature high visibility. Though it could be argued that the language encapsulates many details inside its abstract and high-level language elements, it is important to look at what details are actually encapsulated. Athos seeks to hide those details that are normally of no relevance to domain experts. This removes unnecessary distractions and brings attention to elements of actual relevance. This increases visibility as it allows users to perceive and understand relevant elements of the program quicker. A good example for this is the definition of an optimisation task. For most users, it might be sufficient to define that the defined task be executed in a near-optimal manner. Users then just describe the task and use the optimise keyword. The system will find an appropriate algorithm with sensible parameter values and provide an acceptable solution. Some users, however, may want more control over the applied algorithm as well as the parameter values used during the execution of the algorithm. For those users, the language allows for the selection of a specific algorithm and specification of parameter values for the selected algorithm. The specified parameters are then passed to the algorithm in Athos' graphextension library where they are considered and processed by the respective algorithm (see Section 3.3) .
Viscosity The number of user interactions required to achieve a given goal is the focus of this dimension. Due to its high abstraction level, Athos exhibits comparatively low viscosity. Especially the definition of agent-behaviour and optimisation task can be achieved very concisely and thus require little user interaction. The DSL is also designed in a way that facilitates the introduction of changes to an existing program by avoiding redundant definitions. As is shown in the case study of this article, Athos highly facilitates the creation of complete graphs in which all edges share the same cost function. However, if it is not possible to define one default cost function for all the edges of a complete graph, the definition becomes considerably more verbose and intricate. The association of non-default duration functions to roads can thus be considered to feature an increased amount of repetition viscosity. The definition of demands and time windows for nodes is another language aspect with high viscosity. The problem in both cases is the fact that aspects which have to be individually defined for each entity of a system naturally increase the viscosity of the language.
Closeness of Mapping
This dimension is concerned with the proximity of the language to the domain it is applied to. This dimension is especially important for a language like Athos that aims to be usable by domain experts without a background in programming. To achieve this, appropriate keywords have to be chosen and used in a logical order that closely resembles the way users would use them when giving an informal problem description. Though the DSL's concrete syntax is designed with this in mind, it is yet to be formally evaluated by domain experts. In the near future, we will formally evaluate the appropriateness of the selected keywords and their general structure. What may be difficult to some users is the ordering of keywords. There are many cases in which several different orders would appear to make sense that it seems impossible to define a keyword ordering / structure that satisfies the preferences of any user completely.
Hard mental operations This dimension focusses on the extent to which a notation draws on the mental capabilities of its users. This is another dimension we will investigate more formally in the near future in order to formally proof that Athos considerably reduces the amount of cognitive effort required for problem modelling compared to general-purpose languages like Java or languages like NetLogo. Athos facilitates several aspects of traffic and transport simulations which otherwise would require considerable mental efforts. One aspect where this becomes especially clear is an agent's movement through the modelled network. A large amount of the generated NetLogo code deals with ensuring that agents adhere to the movement rules of the simulations. It has to be ensured that agents follow the correct paths without leaving the roads to roam freely on the map. Agents must adhere to the speed limitations determined by the network's functions. Agent's must also be informed when they have arrived at one of their customers so that they can perform the actual delivery before setting course for their next customer. All this is transparent to the user when using Athos. If a user wants an agent to travel from node A to node B, it suffices to specify a simple destination behaviour in which B is defined as the target node. The generated system will then take care that the agent travels from A to B on the shortest route possible. If a user insists that the agent has a brief stint at node C before moving to B, then all that needs to be done is to define two different destination behaviour, namely from A to C and from there to B. Here, it might be sensible to allow the definition of nodes that must be visited before arrival at a given destination within one single statement. It is likely that one of Athos' future versions will feature such syntactic elements. However, these are more a concern of viscosity or visibility rather than hard mental operations. 
CASE STUDY
In this section we will discuss one of several case studies taken from the business model of a company that installs and maintains toilet facilities for others institutions e.g. companies, restaurants. An integral part of this model is periodically delivering consumed materials e.g. soap and towels according to an elaborately developed plan. While this is mostly done in stable, predetermined routine tours installations for new customers and repairs have to be planned ad-hoc. For both cases the company keeps depots with stocked materials and runs a fleet of travelling service technicians who do maintenance and refilling tours as well as initial installations for new customers and repairs. Tours have to be planned to minimize time and fuel consumption while respecting temporal constraints i.e. opening hours and general availability and the time needed for the requested service. Routine tours are planned based on experience and are rearranged on a long term scale only. Installation and repair tours have to planned whenever there is a demand for it.
The company keeps depots which all have a set of customers assigned each with a defined service interval to service. So basically this means that a VRPTW has to be solved for every depot.
We will now show how repair and installation tours can be modelled with Athos. For simplicity we only define tours on which new equipment gets installed.
Athos allows to define a representation of geographical locations in an abstract network of nodes and edges. Geographical information can potentially be imported from data sources like OpenStreetMap 4 . We have already experimented with that and see this as a feature that will be implemented later. Products to be delivered must be defined together with weight, volume and profit per unit. product soapDispenser weight 8 volume 5 profit 15
As service agents can carry out new installations and repair existing ones we assume homogeneous fleets and therefore only have to define a single type of agent with required behaviours. For simplicity we model agents which only deliver products and therefore only have a single behaviour. agenttype deliveryTour congestionFactor 1 maxweight 1000 behaviour deliver when finished returnToDepot Agents start their tour in a depot which must be declared to be sources and keep lists of the clients i.e. demands that they are responsible for. With the option optimise maxAgents n Athos will create a tour with a number of vehicles less or equal to n. Without the option Athos will suggest a number of vehicles. The problem sketched before matches well with the R101.50 benchmark problem published by Solomon 5 , which builds a service tour for a single depot serving 50 customers. We applied Athos to this setting. The generated NetLogo program with its integrated Genetic Algorithm produces a tour with a length of 1088 which is reasonably close to the optimal tour which has a length of 1044 6 . Athos programs have a simple structure that can easily be integrated with an ERP program that delivers information about demands.
CONCLUSION AND FUTURE WORK
The DSL Athos allows definition of optimisation problems declaratively and shifts implementation details to the generator which creates code for suitable target platforms. It was applied to TSPlike routing problems [9] before and extended to be able to define and solve more complex vehicle routing problems. Argumentation along the line of quality parameters (e.g. cyclomatic number) showed that Athos programs are easier to understand and work with. An industry case study which was matched with a published benchmark demonstrated that the architecture can solve practical problems and is relevant as a tool for such problems.
Future work will extend the language capabilities to express more problems from the domain. Beyond the more qualitative aspects of general language quality criteria discussed here more aspects will be examined and measured through field studies in which domain experts will compare working with Athos to using their current 5 http://web.cba.neu.edu/ msolomon/r101.htm 6 http://web.cba.neu.edu/ msolomon/r1r2solu.htm tools. While creating the case study, discussion with companies from the trade showed that practical applications will use Athos as interface to their transportation management system. The structure of the language make it suitable for such an integration which will be another aspect of future research.
