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Abstract
We consider the problem of optimal linear estimation of the functional
Aξ =
∑
∞
j=0
ajξj that depends on the unknown values ξj , j = 0, 1, . . . ,
of a random sequence {ξj , j ∈ Z} from observations of the sequence
{ξk + ηk, k ∈ Z} at points k = −1,−2, . . . , where {ξk, k ∈ Z} and
{ηk, k ∈ Z} are mutually independent harmonizable symmetric α-stable
random sequences which have the spectral densities f(θ) > 0 and g(θ) > 0
satisfying the minimality condition. The problem is investigated under
the condition of spectral certainty as well as under the condition of spec-
tral uncertainty. Formulas for calculating the value of the error and the
spectral characteristic of the optimal linear estimate of the functional are
derived under the condition of spectral certainty where spectral densities
of the sequences are exactly known. In the case of spectral uncertainty
where spectral densities of the sequences are not exactly known, while a
class of admissible spectral densities is given, relations that determine the
least favorable spectral densities and the minimax spectral characteristic
are derived.
Keywords:harmonizable sequence, optimal linear estimate, minimax-robust
estimate, least favorable spectral density, minimax spectral characteristic.
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1 Introduction
The classical methods of finding solutions to extrapolation, interpolation and
filtering problems for stationary stochastic processes and sequences were de-
veloped by Kolmogorov (see selected works of Kolmogorov (1992)), Wiener (see
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the book by Wiener (1966)), Yaglom (see, for example, books by Yaglom (1987a,
1987b). The problem of estimation of the unknown values of harmonizable ran-
dom sequences and processes were investigated in papers by Cambanis (1983),
Cambanis and Soltani (1984), Hosoya (1982). The interpolation problem for
harmonizable symmetric α-stable random sequences were investigated in papers
by Weron (1985) and Pourahmadi (1984). Most of results concerning estima-
tion of the unknown (missed) values of stochastic processes are based on the
assumption that spectral densities of processes are exactly known. In practice,
however, complete information on the spectral densities is impossible in most
cases. In such situations one finds parametric or nonparametric estimates of the
unknown spectral densities. Then the classical estimation method is applied un-
der the assumption that the estimated densities are true. This procedure can
result in significant increasing of the value of error as Vastola and Poor (1983)
have demonstrated with the help of some examples. This is a reason to search
estimates which are optimal for all densities from a certain class of admissible
spectral densities. These estimates are called minimax since they minimize the
maximal value of the error. A survey of results in minimax (robust) methods
of data processing can be found in the paper by Kassam and Poor (1985). The
paper by Grenander (1957) should be marked as the first one where the min-
imax extrapolation problem for stationary processes was formulated and solved.
Later Franke and Poor (Franke and Poor, 1984; Franke, 1985) applied the con-
vex optimization methods for investigation the minimax-robust extrapolation
and interpolation problems. In papers by Moklyachuk (1990 – 2008a) of the
minimax-robust extrapolation, interpolation and filtering problems are stud-
ied for stationary processes. The papers by Moklyachuk and Masyutka (2006 –
2012) are dedicated to minimax-robust extrapolation, interpolation and filtering
problems for vector-valued stationary processes and sequences. Dubovetska et
al. (2012) solved the problem of minimax-robust interpolation for another gen-
eralization of stationary processes – periodically correlated sequences. In the pa-
pers by Dubovetska and Moklyachuk (2013 – 2014), Moklyachuk and Golichenko
(2016) the minimax-robust extrapolation, interpolation and filtering problems
for periodically correlated processes are investigated. The minimax-robust ex-
trapolation, interpolation and filtering problems for stochastic sequences and
random processes with nth stationary increments are investigated by Luz and
Moklyachuk (Luz and Moklyachuk, 2012 – 2016; Moklyachuk and Luz, 2013).
In this paper the problem of optimal estimation is investigated for the linear
functional Aξ =
∑∞
j=0 ajξj that depends on the unknown values of a random
sequence {ξj , j ∈ Z} based on observations of the sequence {ξk + ηk, k ∈ Z}
at points k = −1,−2, . . . , where {ξk, k ∈ Z} and {ηk, k ∈ Z} are mutually
independent harmonizable symmetric α-stable random sequences which have
the spectral densities f(θ) > 0 and g(θ) > 0 satisfying the minimality condition.
The problem is investigated under the condition of spectral certainty as well as
under the condition of spectral uncertainty. Formulas for calculating the value
of the error and the spectral characteristic of the optimal linear estimate of the
functional are derived under the condition of spectral certainty where spectral
densities of the sequences are exactly known. In the case of spectral uncertainty
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where spectral densities of the sequences are not exactly known while sets of
admissible spectral densities are available, relations which determine the least
favorable densities and the minimax-robust spectral characteristics for different
classes of spectral densities are derived.
2 Harmonizable symmetric α-stable random se-
quences. Basic properties
Definition 1 (symmetric α-stable random variable). A real random variable
ξ is said to be symmetric α-stable, SαS, if its characteristic function has the
form Eexp(itξ) = exp(−c|t|α) for some c ≥ 0 and 0 < α ≤ 2. The real random
variables ξ1, ξ2, . . . , ξn are jointly SαS if all linear combinations
∑n
k=1 akξk are
SαS, or ,equivalently, if the characteristic function of ~ξ = (ξ1, . . . , ξn) is of the
form φ~ξ(
~t) = Eexp(i
∑
tkξk) = exp{−
∫ |∑ tkxk|αdΓ~ξ(~x)}, where t1, . . . , tn are
real numbers and Γξ is a symmetric measure defined on the unit sphere Sn ∈ Rn
(Cambanis, 1983).
Definition 2 (symmetric α-stable stochastic sequence). A stochastic sequence
{ξk, k ∈ Z} is called symmetric α-stable, SαS, stochastic sequence, if all linear
combinations
∑n
k=1 akξk are SαS random variables.
For jointly SαS random variables ξ = ξ1+iξ2 and η = η1+iη2 the covariation
of ξ with η is defined as (Cambanis, 1983)
[ξ, η]α =
∫
S4
(x1 + ix2)(y1 + iy2)
<α−1>dΓξ1,ξ2,η1,η2(x1, x2, y1, y2),
where z<β> = |z|β−1z¯ for a complex number z and β > 0. The covariation in
general is not symmetric and linear on second argument (Weron, 1985). For
ξ, ξ1, ξ2, η jointly SαS we have
[ξ1 + ξ2, η]α = [ξ1, η]α + [ξ2, η]α,
|[ξ, η]α| ≤ ||ξ||α||η||α−1α (1)
and ||ξ||α = [ξ, ξ]1/αα is a norm in a linear space of SαS random variables which
is equivalent to convergence in probability. It should be noted that || · ||α is not
necessarily the usual Lα norm.
Here is the simplest properties of the function z<β>.
Lemma 1. Let z, x, y be complex numbers, β > 0. Then the following proper-
ties hold true:
• |z|<β> = z · z<β−1>,
•
∣∣|z|<β>∣∣ = |z|<β> ,
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• if z<β> = v, thet z = v<1/β> = |v|(1−β)/β v¯,
• z<1> = z¯,
• if z 6= 0, then z<α>z<β> = z¯|z|z<α+β>,
• if z 6= 0, then z<α>
z<β>
= z|z|z
<α−β>,
• (cz)<α> = cαz<α>, c ∈ R,
• (z<α>)<β> = z¯<αβ>,
• (xy)<α> = x<α>y<α>,
• (zα)<β> = (z<β>)α,
• (z<α>)β = (zβ)<α>,
• |z<α>|β = |z|αβ ,
• (x+ y)<α> = x¯|x+ y|α−1 + y¯|x+ y|α−1.
Let Z = {Z(t) : −∞ < t <∞} be a complex SαS process with independent
increments. The spectral measure of the process Z is defined as µ{(s, t]} =
‖Z(t)−Z(s)‖αα. The integrals
∫
f(t)dZ(t) can be defined for all f ∈ Lα(µ) with
properties (see Cambanis, 1983; Cambanis and Soltani, 1984; Hosoya, 1982):∥∥∥∥
∫
f(t)dZ(t)
∥∥∥∥
α
α
=
∫
|f(t)|αdµ,
[∫
f(t)dZ(t),
∫
g(t)dZ(t)
]
α
=
∫
f(t)(g(t))<α−1>dµ. (2)
Definition 3 (Harmonizable symmetric α-stable stochastic sequence). A SαS
stochastic sequence {ξn, n ∈ Z} is said to be harmonizable, HSαS, if there
exists a SαS process Z = {Z(θ); θ ∈ [−π, π]} with independent increments and
finite spectral measure µ such that sequence ξn has the spectral representation
ξn =
∫ π
−π
einθdZ(θ), n ∈ Z,
and the covariation has the representation
[ξn, ξm]α =
∫ π
−π
ei(n−m)θdµ(θ), m, n ∈ Z.
Note that a HSαS stochastic sequence is not necessarily stationary even
second order stationary, but for α = 2 the HSαS sequences are stationary with
Gaussian distribution. In this article we consider the case where 1 < α ≤ 2.
Denote by H(ξ) the time domain of the HSαS sequence {ξn, n ∈ Z}, which
is a closed in the norm ‖ · ‖α linear manifold generated by all values of the
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HSαS sequence {ξn, n ∈ Z}. It follows from the spectral representation of the
HSαS sequence {ξn, n ∈ Z} that the mapping ξn ↔ einθ, n ∈ Z, extents to an
isomorphism between the spaces H(ξ) and Lα(µ). Under this isomorphism to
each η ∈ H(ξ) corresponds a unique f ∈ Lα(µ) such that η = ∫ π−π f(θ)dZ(θ).
For a closed linear subspaceM ⊆ Lα(µ) and f ∈ Lα(µ), there exists a unique
element from M which minimizes the distance to f . This element is called
projection of f onto M or the best approximation of f in M . This projection
is denoted by PMf and is uniquely determined by the condition (Singer, 1970)∫ π
−π
g (f − PMf)<α−1> dµ = 0, g ∈M. (3)
Similarly, for HSαS stochastic sequence {ξn, n ∈ Z} and a closed linear
subspace H−(ξ) of the space H(ξ) there is a uniquely determined element ξˆn ∈
H−(ξ) which minimizes the distance to ξn and is uniquely determined from the
condition [
η, ξn − ξˆn
]
α
= 0, η ∈ H−(ξ). (4)
From linearity of the covariation with respect to the first argument from this
relation we have that
||ξn − ξˆn||αα =
[
ξn, ξn − ξˆn
]
α
−
[
ξˆn, ξn − ξˆn
]
α
=
[
ξn, ξn − ξˆn
]
α
. (5)
This relation plays a fundamental role in the characterization of minimal
HSαS stochastic sequences {ξn, n ∈ Z}.
3 Extrapolation problem. Projection approach
Consider the problem of the optimal estimation of the linear functional
Aξ =
∞∑
j=0
ajξj =
∫ π
−π
A(eiθ)dZξ(θ),
A(eiθ) =
∞∑
j=0
aje
ijθ ,
that depends on the unknown values ξj , j = 0, 1, . . . , of a harmonizable sym-
metric α-stable random sequence {ξj , j ∈ Z} from observations of the sequence
{ξk + ηk, k ∈ Z} at points k = −1,−2, . . . .
We will suppose that the sequence {aj : j = 0, 1, . . .} which determines the
functional Aξ satisfies conditions
∞∑
j=0
|aj | <∞,
∞∑
j=0
(j + 1) |aj |2 <∞. (6)
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The first condition ensures that the functional Aξ has a finite second moment.
The second condition ensures the compactness in ℓ2 of the operators that will
be defined below.
We consider the problem for mutually independent harmonizable symmetric
α-stable random sequences {ξk, k ∈ Z} and {ηk, k ∈ Z} which have absolutely
continuous spectral measures and the spectral densities f(θ) > 0 and g(θ) > 0
satisfying the minimality condition (Kolmogorov, 1992; Rozanov, 1967; Salehi,
1979; Pourahmadi, 1984; Weron, 1985)∫ π
−π
(f(θ) + g(θ))−1/(α−1)dθ <∞. (7)
Denote by H−(ξ+η) the closed in the || · ||α norm linear manifold generated
by values of the harmonizable symmetric α-stable random sequence ξk+ηk, k =
−1,−2, . . . in the space H(ξ+ η) generated by all values of the HSαS sequence
{ξk + ηk, k ∈ Z}.
The optimal estimate Aˆξ of the functional Aξ is a projection of Aξ on the
manifold H−(ξ + η). It is determined by relations
[ζ, Aξ − Aˆξ]α = 0, ∀ζ ∈ H−(ξ + η),
or, equivalently, by relations
[ξk + ηk, Aξ − Aˆξ]α = 0, ∀k = −1,−2, . . . . (8)
It follows from the isomorphism between the spaces H(ξ+ η) and Lα(f + g)
that the optimal estimate Aˆξ of the functional Aξ is of the form
Aˆξ =
∫ π
−π
h(θ)
(
dZξ(θ) + dZη(θ)
)
. (9)
It is determined by the spectral characteristic h(θ) of the estimate which is
from the subspace Lα−(f + g) of the L
α(f + g) space generated by functions
eikθ, k = −1,−2, . . . . The spectral characteristic h(θ) of the optimal estimate
satisfies the following equations∫ π
−π
eiθk
[(
A(eiθ)− h(θ))<α−1> f(θ)− (h(θ))<α−1> g(θ)] dθ = 0, k = −1,−2, . . . .
(10)
It follows from these equations that the spectral characteristic h(θ) of the
estimate is determined by the relation(
A(eiθ)− h(θ))<α−1> f(θ)− (h(θ))<α−1> g(θ) = C(eiθ), (11)
C(eiθ) =
∞∑
j=0
cje
ijθ,
where cj are unknown coefficients. These unknown coefficients cj are determined
from the condition h(θ) ∈ Lα−(f + g) which gives us the system of equations
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∫ π
−π
e−iθk h(θ)dθ = 0, k = 0, 1, . . . . (12)
The variance of the optimal estimate of the functional is calculated by the
formula
∥∥∥Aξ − Aˆξ∥∥∥α
α
=
∫ π
−π
∣∣A(eiθ)− h(θ)∣∣α f(θ)dθ + ∫ π
−π
|h(θ)|α g(θ)dθ. (13)
We can conclude that the following theorem holds true.
Theorem 1. Let {ξk, k ∈ Z} and {ηk, k ∈ Z} be mutually independent harmon-
izable symmetric α-stable random sequences which have absolutely continuous
spectral measures and the spectral densities f(θ) > 0 and g(θ) > 0 satisfying
the minimality condition (19). The optimal linear estimate Aˆξ of the func-
tional Aξ =
∑∞
j=0 ajξj , that depends on the unknown values ξj , j = 0, 1, . . . ,
of the sequence from observations of the sequence {ξk + ηk, k ∈ Z} at points
k = −1,−2, . . . , is calculated by formula (9). The spectral characteristic h(θ) of
the estimate is determined by equation (11), where the unknown coefficients cj
are determined from the system of equations (12). The variance of the optimal
estimate of the functional is calculated by formula (13).
3.1 Extrapolation problem. Observations without noise
Consider the problem of optimal linear estimation of the functional
Aξ =
∞∑
j=0
ajξj =
∫ π
−π
A(eiθ)dZξ(θ), A(eiθ) =
∞∑
j=0
aje
ijθ,
that depends on the unknown values of a harmonizable symmetric α-stable
random sequence {ξj , j ∈ Z}, from observations of the sequence ξk at points
k = −1,−2, . . . . Let {ξk, k ∈ Z} be a harmonizable symmetric α-stable random
sequence which has absolutely continuous spectral measure and the spectral
density f(θ) > 0 satisfying the minimality condition∫ π
−π
(f(θ))−1/(α−1)dθ <∞. (14)
The optimal estimate Aˆξ of the functional Aξ is of the form
Aˆξ =
∫ π
−π
h(θ)dZξ(θ). (15)
The spectral characteristic h(θ) of the optimal linear estimate Aˆξ of the func-
tional is calculated by the formula
h(θ) = A(eiθ)−
(
C(eiθ))
)< 1
α−1>
(f(θ))
−1
α−1 , (16)
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where the unknown coefficients cj , j = 0, 1, . . . , are determined from the system
of equations
∫ π
−π
e−iθk



 ∞∑
j=0
aje
ijθ

−

 ∞∑
j=0
cje
−ijθ


< 1
α−1>
(f(θ))
−1
α−1

 dθ = 0, k = 0, 1, . . .
(17)
The variance of the optimal estimate of the functional is calculated by the
formula ∥∥∥ANξ − Aˆξ∥∥∥α
α
=
∫ π
−π
∣∣∣∣(C(eiθ))<
1
α−1>
(f(θ))
−1
α−1
∣∣∣∣
α
f(θ)dθ. (18)
As a corollary from Theorem 1 the following statement holds true.
Corollary 1. Let {ξk, k ∈ Z} be a harmonizable symmetric α-stable random
sequence which has absolutely continuous spectral measure and the spectral
density f(θ) > 0 satisfying the minimality condition (14). The optimal linear
estimate Aˆξ of the functional Aξ =
∑∞
j=0 ajξj , that depends on the unknown
values ξj , j = 0, 1, . . . , of the sequence from observations of the sequence {ξk, k ∈
Z} at points k = −1,−2, . . . , is of the form (15). The spectral characteristic
h(θ) of the optimal linear estimate Aˆξ of the functional is calculated by formula
(16), where the unknown coefficients cj , j = 0, 1, . . . , are determined from the
system of equations (17). The variance of the optimal estimate of the functional
is calculated by formula (18).
3.2 Extrapolation problem. Stationary sequences
Consider the problem in the particular case where α = 2. In this case the har-
monizable symmetric α-stable random sequences {ξk, k ∈ Z} and {ηk, k ∈ Z}
are stationary sequences and we have the problem of the optimal estimation
of the linear functional Aξ =
∑∞
j=0 ajξj that depends on the unknown val-
ues ξj , j = 0, 1, . . . , of a stationary random sequence from observations of the
stationary sequence {ξk + ηk, k ∈ Z} at points k = −1,−2, . . . .
We will suppose that stationary sequences {ξk, k ∈ Z} and {ηk, k ∈ Z} have
spectral densities f(θ) > 0 and g(θ) > 0 satisfying the minimality condition∫ π
−π
(f(θ) + g(θ))−1dθ <∞. (19)
The optimal linear estimate Aˆξ of the functional Aξ is of the form (9), where
the spectral characteristic h(θ) of the optimal estimate and the variance of the
optimal estimate, determined by equations (11), (13), are of the form
h(θ) =
A(eiθ)f(θ)− C(eiθ)
f(θ) + g(θ)
=
= A(eiθ)− A(e
iθ)g(θ) + C(eiθ)
f(θ) + g(θ)
,
(20)
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∆(h; f, g) =
∥∥∥ANξ − Aˆξ∥∥∥2
2
=
1
2π
π∫
−π
∣∣A(eiθ)g(θ) + C(eiθ)∣∣2
(f(θ) + g(θ))2
f(θ)dθ
+
1
2π
π∫
−π
∣∣A(eiθ)f(θ)− C(eiθ)∣∣2
(f(θ) + g(θ))2
g(θ)dθ.
(21)
The unknown coefficients cj , j = 0, 1, . . . , are determined from the system
of equations (12) which is of the form in this case
π∫
−π
(
A(eiθ)
f(θ)
f(θ) + g(θ)
− C(e
iθ)
f(θ) + g(θ)
)
e−ikθdθ = 0, k = 0, 1, . . .
From this system of equations we get the following equations
∞∑
j=0
aj
π∫
−π
ei(j−k)θf(θ)
f(θ) + g(θ)
dθ −
∞∑
j=0
cj
π∫
−π
ei(j−k)θ
f(θ) + g(θ)
dθ = 0, k = 0, 1, . . . (22)
Denote by B, R, Q operators in the space ℓ2, which are determined by
matrices with elements
Bk,j =
1
2π
π∫
−π
ei(j−k)θ
1
f(θ) + g(θ)
dθ;
Rk,j =
1
2π
π∫
−π
ei(j−k)θ
f(θ)
f(θ) + g(θ)
dθ;
Qk,j =
1
2π
π∫
−π
ei(j−k)θ
f(θ)g(θ)
f(θ) + g(θ)
dθ;
k, j = 0, 1, 2, . . .
With the help of the introduced notations we can write equations (22) in
the form
∞∑
j=0
Rk,jaj =
∞∑
j=0
Bk,jcj , k = 0, 1, 2, . . . .
These equations can be represented in the matrix-vector form
Ra = Bc,
where a = (a0, a1, . . . ), c = (c0, c1, . . . ). The unknown coefficients cj , j =
0, 1, . . . form a solution to this equation and can be represented in the form
cj = (B
−1Ra)j ,
9
where (B−1Ra)j is the j-th element of the vector B
−1Ra.
Finally, the spectral characteristic and the variance of the optimal estimate
are determined by the formulas (for more details see the books by Moklyachuk
(2008), Moklyachuk and Masyutka (2012), Moklyachuk and Golichenko (2016))
h(θ) =
A(eiθ)f(θ)−
∞∑
j=0
(B−1Ra)je
ijθ
f(θ) + g(θ)
=
= A(eiθ)−
A(eiθ)g(θ) +
∞∑
j=0
(B−1Ra)je
ijθ
f(θ) + g(θ)
,
(23)
∆(h; f, g) =
∥∥∥Aξ − Aˆξ∥∥∥2
2
=
1
2π
π∫
−π
∣∣∣∣∣A(eiθ)g(θ) +
∞∑
j=0
(B−1Ra)je
ijθ
∣∣∣∣∣
2
(f(θ) + g(θ))2
f(θ)dθ
+
1
2π
π∫
−π
∣∣∣∣∣A(eiθ)f(θ)−
∞∑
j=0
(B−1Ra)je
ijθ
∣∣∣∣∣
2
(f(θ) + g(θ))2
g(θ)dθ
= 〈Ra,B−1Ra〉+ 〈Qa, a〉,
(24)
So, the following theorem holds true.
Theorem 2. Let {ξk, k ∈ Z} and {ηk, k ∈ Z} be mutually independent sta-
tionary random sequences which have absolutely continuous spectral measures
and the spectral densities f(θ) > 0 and g(θ) > 0 satisfying the minimality
condition (19) with α = 2. The optimal linear estimate Aˆξ of the functional
Aξ =
∑∞
j=0 ajξj , that depends on the unknown values ξj , j = 0, 1, . . . , of
the sequence from observations of the sequence {ξk + ηk, k ∈ Z} at points
k = −1,−2, . . . , is calculated by the formula (9). The spectral characteristic
h(θ) of the estimate is calculated by formula (23). The variance of the optimal
estimate of the functional is calculated by formula (24).
3.3 Extrapolation problem. Stationary sequences. Obser-
vations without noise
Consider the problem of optimal linear estimation of the functional
Aξ =
∞∑
j=0
ajξj =
∫ π
−π
A(eiθ)dZξ(θ), A(eiθ) =
∞∑
j=0
aje
ijθ,
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that depends on the unknown values ξj , j = 0, 1, . . . , of a stationary stochastic
sequence from observations of the sequence ξk at points k = −1,−2, . . . . Sup-
pose that the stationary stochastic sequence {ξk, k ∈ Z} has the spectral density
f(θ) > 0 satisfying the minimality condition (14) with α = 2. The optimal lin-
ear estimate Aˆξ of the functional Aξ is of the form (15), where the spectral
characteristic h(θ) of the optimal linear estimate Aˆξ of the functional Aξ is
calculated by the formula
h(θ) = A(eiθ)−

 ∞∑
j=0
(B−1a)je
ijθ

 (f(θ))−1 . (25)
The variance of the optimal estimate of the functional is calculated by the
formula
∥∥∥Aξ − Aˆξ∥∥∥2
2
=
1
2π
∫ π
−π
∣∣∣∣∣∣
∞∑
j=0
(B−1a)je
ijθ
∣∣∣∣∣∣
2
f−1(θ)dθ =< B−1~a, ~a >, (26)
where B is operator in the space ℓ2, determined by the matrix with elements
B(k, j) =
1
2π
π∫
−π
f−1(θ)ei(j−k)θdθ, k, j = 0, 1, . . . .
The spectral density f(θ) > 0 of the stationary sequence {ξk, k ∈ Z} satisfies
the minimality condition (14) with α = 2. For this reason the function f−1(θ)
admits the factorization
1
f(θ)
=
∞∑
p=−∞
bpe
ipθ =
∣∣∣∣∣∣
∞∑
j=0
ψje
−ijθ
∣∣∣∣∣∣
2
=
∣∣∣∣∣∣
∞∑
j=0
ϕje
−ijθ
∣∣∣∣∣∣
−2
. (27)
Denote byΨ and Φ linear operators in the space ℓ2 which are determined by
matrices with elements Ψi,j = ψi−j , Φi,j = ϕi−j , for 0 ≤ j ≤ i, while Ψi,j = 0,
Φi,j = 0, for 0 ≤ i < j. It can be shown that ΨΦ = ΦΨ = I. The operator B
can be represented in the form B = Ψ
′
Ψ. The operator B−1 can be represented
in the form B−1 = ΦΦ
′
.
As a corollary we can represent formula (26) in the form
∥∥∥Aξ − Aˆξ∥∥∥2
2
= 〈B−1~a, ~a〉 = 〈ΦΦ′~a, ~a〉 = 〈Φ′~a,Φ′~a〉 = 〈A~ϕ,A~ϕ〉 = ‖A~ϕ‖2,
(28)
where the linear operator A in the space ℓ2 is determined by matrix with ele-
ments Ai,j = ai−j , i, j = 0, 1, . . . , and the vector ~ϕ = (ϕ0, ϕ1, ϕ2, . . . ) are
determined by elements ϕj , j = 0, 1, . . . of the factorization (27).
So, the following theorem holds true.
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Theorem 3. Let {ξk, k ∈ Z} be a stationary stochastic sequence which has
absolutely continuous spectral measure and the spectral density f(θ) > 0 sat-
isfying the minimality condition (14) with α = 2. The optimal linear estimate
Aˆξ of the functional Aξ =
∑∞
j=0 ajξj , that depends on the unknown values
ξj , j = 0, 1, . . . , of the sequence {ξk, k ∈ Z} from observations of the sequence
{ξk, k ∈ Z} at points k = −1,−2, . . . is of the form (15), where the spectral
characteristic h(θ) of the optimal linear estimate Aˆξ of the functional is calcu-
lated by the formula (25). The variance of the optimal estimate of the functional
can be calculated by formula (26) as well as by formula (28).
Example 1. Consider the problem of optimal linear estimation of the functional
Aξ =
∞∑
j=0
ajξj
that depends on the unknown values ξj , j = 0, 1, . . . , of a stationary stochastic
sequence from observations of the sequence ξk at points k = −1,−2, . . . . Sup-
pose that the stationary stochastic sequence {ξk, k ∈ Z} has the spectral density
f(θ) = |1− αe−iθ|−2.
The function f−1(θ) = |1− αe−iθ|2 admits the factorization
f−1(θ) = b−1e
−iθ + b0 + b1e
iθ =
∣∣∣∣∣∣
∞∑
j=0
ψje
−ijθ
∣∣∣∣∣∣
2
=
∣∣∣∣∣∣
∞∑
j=0
ϕje
−ijθ
∣∣∣∣∣∣
−2
,
where b0 = 1 + |α|2, b−1 = −α, b1 = −α¯, bp = 0, |p| > 1 are Fourier coefficients
of the function f−1(θ); ψ0 = 1, ψ1 = −α, ψj = 0, j > 1; ϕj = αj , j ≥ 0;
bp =
∞∑
k=0
ψkψk+p, p ≥ 0, and b−p = bp, p ≥ 0.
The optimal linear estimate Aˆξ of the functional Aξ is of the form (15),
where the spectral characteristic h(θ) of the optimal linear estimate Aˆξ of the
functional Aξ is calculated by the formula
h(θ) =

 ∞∑
j=0
aje
ijθ

−

 ∞∑
j=0
(B−1a)je
ijθ

(b−1e−iθ + b0 + b1eiθ) , (29)
Making use of the relation B−1 = ΦΦ
′
we find that the matrix (B)−1 is of
the form
B−1 =


1 α α2 α3 . . .
α αα+ 1 αα2 + α αα3 + α2 . . .
α2 α2α+ α α2α2 + αα+ 1 α2α3 + αα2 + α . . .
α3 α3α+ α2 α3α2 + α2α+ α α3α3 + α2α2 + +αα+ 1 . . .
. . .

 .
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Consider the problem under the condition aj = 0, j ≥ 3. In this case the
coefficients c(j) =
(
B−1~a
)
j
, j = 0, 1, 2, . . . are as follows
c0 = a0 + a1α+ a2α
2,
c1 = a0α+ a1(αα+ 1) + a2(αα
2 + α),
c2 = a0α2 + a1(α2α+ α) + a2(α2α
2 + αα+ 1),
cj = a0αj + a1(αjα+ αj−1) + a2(αjα
2 + αj−1α+ αj−2), j ≥ 3.
The spectral characteristic h2(θ) of the optimal linear estimate Aˆ2ξ of the func-
tional A2ξ = a0 + a1ξ1 + a2ξ2 is calculated by the formula
h2(θ) =
(
a0 + a1e
iθ + a2e
i2θ
)−

 ∞∑
j=0
cje
ijθ

(b−1e−iθ + b0 + b1eiθ) =
= −c0b−1e−iθ =
(
a0α+ a1α
2 + a2α
3
)
e−iθ.
The error of the estimate is calculated by the formula∥∥∥A2ξ − Aˆ2ξ∥∥∥2
2
= 〈A~ϕ,A~ϕ〉 = 〈B−1~a, ~a〉 =
= a20+a0a1(α+α)+a
2
1(1+α
2)+a0a2(α
2+α2)+a1a2(α+α)(1+α
2)+a22(1+α
2+α4).
4 Extrapolation problem. Minimax approach
The value of the error
∆(h(f, g); f, g) :=
∥∥∥Aˆξ −Aξ∥∥∥α
α
and the spectral characteristic h(f, g) := h(θ) of the optimal estimate Aˆξ of the
functional Aξ can be calculated by the proposed formulas only in the case where
we know the spectral densities f(θ) and g(θ) of the harmonizable symmetric α-
stable stochastic sequences {ξk, k ∈ Z}, and {ηk, k ∈ Z}. However, usually we
do not have exact values of the spectral densities of stochastic sequences, while
we often know a set D = Df ×Dg of admissible spectral densities. In this case
we can apply the minimax-robust method of estimation to the extrapolation
problem. This method let us find an estimate that minimizes the maximum of
the errors for all spectral densities from the given set D = Df×Dg of admissible
spectral densities simultaneously (see books by Moklyachuk (2008), Moklyachuk
and Masyutka (2012), Moklyachuk and Golichenko (2016) for more details).
Definition 4. For a given class of spectral densities D = Df ×Dg the spectral
densities f0(θ) ∈ Df , g0(θ) ∈ Dg are called the least favorable in D = Df ×Dg
for the optimal linear estimation of the functional Aξ if the following relation
holds true
∆(f0, g0) = ∆ (h (f0, g0) ; f0, g0) = max
(f,g)∈Df×Dg
∆(h (f, g) ; f, g) .
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Definition 5. For a given class of spectral densities D = Df ×Dg the spectral
characteristic h0 = h(f0, g0) of the optimal estimate Aˆξ of the functional Aξ is
called minimax (robust) for the optimal linear estimation of the functional Aξ
if the following relations hold true
h0 ∈ HD =
⋂
(f,g)∈Df×Dg
Lα(f + g),
min
h∈HD
max
(f,g)∈D
∆(h; f, g) = max
(f,g)∈D
∆
(
h0; f, g
)
.
The least favorable spectral densities f0(θ), g0(θ) and the minimax spectral
characteristic h0 = h(f0, g0) form a saddle point of the function ∆(h; f, g) on
the set HD ×D. The saddle point inequalities
∆(h; f0, g0) ≥ ∆
(
h0; f0, g0
) ≥ ∆ (h0; f, g)
∀h ∈ HD, ∀f ∈ Df , ∀g ∈ Dg
holds true if h0 = h(f0, g0) and h(f0, g0) ∈ HD, where (f0, g0) is a solution to
the constrained optimization problem
max
(f,g)∈Df×Dg
∆(h(f0, g0); f, g) = ∆ (h(f0, g0); f0, g0) , (30)
∆(h(f0, g0); f, g) =
∥∥∥Aξ − Aˆξ∥∥∥α
α
=
∫ π
−π
∣∣A(eiθ)− h0(θ)∣∣α f(θ)dθ + ∫ π
−π
∣∣h0(θ)∣∣α g(θ)dθ. (31)
The constrained optimization problem (30) is equivalent to the unconstrained
optimization problem
∆D(f, g) = −∆(h(f0, g0); f, g) + δ(f, g |Df ×Dg )→ inf, (32)
where δ(f, g |Df ×Dg ) is the indicator function of the set D = Df × Dg.
Solution (f0, g0) to the problem (32) is characterized by the condition 0 ∈
∂∆D(f0, g0), where ∂∆D(f0, g0) is the subdifferential of the convex functional
∆D(f, g) at point (f0, g0). This condition makes it possible to find the least
favorable spectral densities in some special classes of spectral densities D =
Df × Dg (Ioffe and Tikhomirov, 1979; Pshenychnyj, 1971; Rockafellar, 1997;
Moklyachuk, 2008b).
Note, that the form of the functional ∆(h(f0, g0); f, g) is convenient for ap-
plication the method of Lagrange multipliers for finding solution to the problem
(30). Making use of the method of Lagrange multipliers and the form of subdif-
ferentials of the indicator functions we describe relations that determine least
favourable spectral densities in some special classes of spectral densities
Summing up the derived formulas and the introduced definitions we come
to conclusion that the following lemmas hold true
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Lemma 2. Let {ξk, k ∈ Z} and {ηk, k ∈ Z} be mutually independent harmon-
izable symmetric α-stable random sequences which have absolutely continuous
spectral measures and the spectral densities f0(θ) > 0 and g0(θ) > 0 satisfying
the minimality condition (19). Let the spectral densities (f0, g0) ∈ Df×Dg gives
a solution to the constrained optimization problem (30). The spectral densities
(f0, g0) are the least favorable spectral densities in Df ×Dg and h0 = h(f0, g0)
is the minimax spectral characteristic of the optimal linear estimation Aˆξ of
the functional Aξ, that depends on the unknown values ξj , j = 0, 1, . . . , of
the sequence from observations of the sequence {ξk + ηk, k ∈ Z} at points
k = −1,−2, . . . , if h0 = h(f0, g0) ∈ HD.
Lemma 3. Let {ξk, k ∈ Z} be a harmonizable symmetric α-stable random
sequence which has absolutely continuous spectral measure and the spectral
density f0(θ) > 0 satisfying the minimality condition (14). Let the spectral
density f0 ∈ Df gives a solution to the constrained optimization problem
max
f∈Df
∆(h(f0); f) = ∆ (h(f0); f0) , (33)
∆(h(f0); f) =
∥∥∥Aξ − Aˆξ∥∥∥α
α
=
∫ π
−π
∣∣∣(C0(eiθ))< 1α−1> (f0(θ)) −1α−1 ∣∣∣α f(θ)dθ. (34)
The spectral density f0 is the least favorable spectral density in Df and h
0 =
h(f0) is the minimax spectral characteristic of the optimal linear estimate Aˆξ
of the functional Aξ, that depends on the unknown values ξj , j = 0, 1, . . . ,
of the sequence from observations of the sequence {ξk, k ∈ Z} at points k =
−1,−2, . . . , if h0 = h(f0) ∈ HD.
Lemma 4. Let {ξk, k ∈ Z} and {ηk, k ∈ Z} be mutually independent stationary
random sequences which have absolutely continuous spectral measures and the
spectral densities f0(θ) > 0 and g0(θ) > 0 satisfying the minimality condition
(19) with α = 2. Let spectral densities (f0, g0) ∈ Df × Dg gives a solution to
the constrained optimization problem
max
(f,g)∈Df×Dg
∆(h(f0, g0); f, g) = ∆ (h(f0, g0); f0, g0) , (35)
∆(h(f0, g0); f, g) =
1
2π
π∫
−π
∣∣∣∣∣A(eiθ)g0(θ) +
∞∑
j=0
((B0)−1R0a)je
ijθ
∣∣∣∣∣
2
(f0(θ) + g0(θ))2
f(θ)dθ
+
1
2π
π∫
−π
∣∣∣∣∣A(eiθ)f0(θ)−
∞∑
j=0
((B0)−1R0a)je
ijθ
∣∣∣∣∣
2
(f0(θ) + g0(θ))2
g(θ)dθ.
(36)
The spectral densities (f0, g0) are the least favorable spectral densities inDf×Dg
and h0 = h(f0, g0) is the minimax spectral characteristic of the optimal linear
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estimate Aˆξ of the functional Aξ, that depends on the unknown values ξj , j =
0, 1, . . . , of the sequence from observations of the sequence {ξk + ηk, k ∈ Z} at
points k = −1,−2, . . . , if h0 = h(f0, g0) ∈ HD.
Lemma 5. Let {ξk, k ∈ Z} be a stationary random sequence which has abso-
lutely continuous spectral measure and the spectral density f0(θ) > 0 satisfying
the minimality condition (14) with α = 2. Let the spectral density f0 ∈ Df
gives a solution to the constrained optimization problem
max
f∈Df
∆(h(f0); f) = ∆ (h(f0); f0) , (37)
∆(h(f0); f) =
1
2π
∫ π
−π
∣∣∣∣∣∣
∞∑
j=0
((B0)−1a)je
ijθ
∣∣∣∣∣∣
2
f−20 (θ)f(θ)dθ. (38)
The spectral density f0 is the least favorable spectral density in Df and h
0 =
h(f0) is the minimax spectral characteristic of the optimal linear estimate Aˆξ
of the functional Aξ, that depends on the unknown values ξj , j = 0, 1, . . . ,
of the sequence from observations of the sequence {ξk, k ∈ Z} at points k =
−1,−2, . . . , if h0 = h(f0) ∈ HD.
5 Least favorable spectral densities in the class
D
β
f ×Dεg
Consider the problem of optimal estimation of the linear functional Aξ that
depends on the unknown values ξj , j = 0, 1, . . . , of a random sequence from
observations of the sequence {ξk + ηk, k ∈ Z} at points k = −1,−2, . . . , where
{ξk, k ∈ Z} and {ηk, k ∈ Z} are mutually independent harmonizable symmetric
α-stable random sequences which have spectral densities f(θ) > 0 and g(θ) > 0
satisfying the minimality condition (19) from the class of admissible spectral
densities D = Dβf ×Dv,ug , where
Dβf =

f(θ)
∣∣∣∣∣∣
π∫
−π
(f(θ))βdθ = P1

 ,
Dεg =

g(θ)
∣∣∣∣∣∣g(θ) = (1− ε)g1(θ) + εw(θ),
π∫
−π
g(θ)dθ = P2

 .
Assume that spectral densities f0 ∈ Dβf , g0 ∈ Dεg and the functions hf (f0, g0),
hg(f0, g0), determined by the equations
hf (f0, g0) =
∣∣A(eiθ)− h0(θ)∣∣α , (39)
hg(f0, g0) =
∣∣h0(θ)∣∣α , (40)
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(
A(eiθ)− h0(θ))<α−1> f0(θ) − (h0(θ))<α−1> g0(θ) = C0(eiθ), (41)∫ π
−π
e−iθk h0(θ)dθ = 0, k = 0, 1, . . . (42)
are bounded. Under these conditions the functional
∆(h(f0, g0); f, g) =
∥∥∥Aξ − Aˆξ∥∥∥α
α
=
∫ π
−π
∣∣A(eiθ)− h0(θ)∣∣α f(θ)dθ + ∫ π
−π
∣∣h0(θ)∣∣α g(θ)dθ. (43)
is linear and continuous in the L1 × L1 space and we can apply the Lagrange
multipliers method to derive that the least favorable densities f0 ∈ Dβf , g0 ∈ Dεg
satisfy the equations ∣∣A(eiθ)− h0(θ)∣∣α = γ1 (f0(θ))β−1 , (44)∣∣h0(θ)∣∣α = (ϕ1(θ) + γ2) , (45)
where ϕ1(θ) ≤ 0 and ϕ1(θ) = 0 if g0(θ) ≥ (1− ε)g1(θ); γ1, γ2 are the Lagrange
multipliers which are determined from the conditions
π∫
−π
(f0(θ))
βdθ = P1,
π∫
−π
g0(θ)dθ = P2.
Thus, the following statement holds true.
Theorem 4. Let the spectral densities f0 ∈ Dβf , g0 ∈ Dεg satisfy the minimality
condition (19) and let the functions hf (f0, g0), hg(f0, g0) determined by formulas
(39), (40), (41), (42) be bounded. The spectral densities f0(θ) and g0(θ) are the
least favorable in the class D = Dβf × Dεg for the optimal linear estimation of
the functional Aξ if they satisfy equations (44), (45) and determine a solution
to the optimization problem (30). The minimax-robust spectral characteristic
h(f0, g0) of the optimal estimate of the functional Aξ is determined by formulas
(41), (42).
5.1 Least favorable spectral densities. Observations without
noise
Consider the problem of optimal linear estimation of the functional Aξ =∑∞
j=0 ajξj that depends on the unknown values ξj , j = 0, 1, . . ., from obser-
vations of the sequence {ξk, k ∈ Z} at points k = −1,−2, . . . , where {ξk, k ∈ Z}
is a harmonizable symmetric α-stable random sequence which have spectral
density f0(θ) > 0 satisfying the minimality condition (14) from the class of ad-
missible spectral densities Dβf . Assume that spectral density f0 ∈ Dβf and the
function hf (f0) determined by the equation
hf (f0) =
∣∣∣(C0(eiθ))< 1α−1> (f0(θ)) −1α−1 ∣∣∣α (46)
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is bounded. Under this condition the functional (34) is linear and continuous
in the L1 space and we can apply the method of Lagrange multipliers to find
solution of the constrained optimization problem (33) and derive that the least
favorable density f0 ∈ Dβf satisfy the equation∣∣∣(C0(eiθ))< 1α−1> (f0(θ)) −1α−1 ∣∣∣α = γ1 (f0(θ))β−1 , (47)
where γ1 is the Lagrange multipliers. From this equation we find that the least
favorable density is of the form
f0(θ) = C
∣∣∣∣∣∣
∞∑
j=0
cje
−ijθ
∣∣∣∣∣∣
α
α+(α−1)(β−1)
. (48)
The unknown constants are determined from the optimization problem (33) and
from the condition
π∫
−π
(f0(θ))
βdθ = P1.
In the case β = 1 the least favorable density is of the form
f0(θ) = C
∣∣∣∣∣∣
∞∑
j=0
cje
−ijθ
∣∣∣∣∣∣ . (49)
The following statement holds true.
Theorem 5. Let the spectral density f0 ∈ Dβf satisfy the minimality condition
(14) and let the function hf (f0) determined by formula (46) be bounded. The
spectral density f0(θ) is the least favorable in the class D
β
f for the optimal linear
estimation of the functional Aξ if it is of the form (48) and determine a solution
to the optimization problem (33). The minimax-robust spectral characteristic
h(f0) of the optimal estimate of the functional Aξ is determined by formula
(16).
5.2 Least favorable spectral densities. Stationary sequences
Consider the problem of the optimal estimation of the linear functional Aξ
that depends on the unknown values ξj , j = 0, 1, . . . , of a random sequence
{ξk, k ∈ Z} from observations of the sequence {ξk+ ηk, k ∈ Z} at points of time
k = −1,−2, . . . , where {ξk, k ∈ Z} and {ηk, k ∈ Z} are mutually independ-
ent stationary stochastic sequences which have spectral densities f(θ) > 0 and
g(θ) > 0 satisfying the minimality condition (19) with α = 2 from the class of
admissible spectral densities D = Dβf ×Dεg.
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Assume that spectral densities f0 ∈ Dβf , g0 ∈ Dεg and the functions hf (f0, g0),
hg(f0, g0), determined by the equations
hf (f0, g0) =
∣∣∣∣∣A(eiθ)g0(θ) +
∞∑
j=0
((B0)−1R0a)je
ijθ
∣∣∣∣∣
2
(f0(θ) + g0(θ))2
, (50)
hg(f0, g0) =
∣∣∣∣∣A(eiθ)f0(θ)−
∞∑
j=0
((B0)−1R0a)je
ijθ
∣∣∣∣∣
2
(f0(θ) + g0(θ))2
(51)
are bounded. Under these conditions the functional (36) is linear and continuous
in the L1×L1 space and we can apply the Lagrange multipliers method to find
solution of the constrained optimization problem (35) and derive that the least
favorable densities f0 ∈ Dβf , g0 ∈ Dεg satisfy the equations∣∣∣∣∣∣A(eiθ)g0(θ) +
∞∑
j=0
((B0)−1R0a)je
ijθ
∣∣∣∣∣∣
2
= γ1(f0(θ) + g0(θ))
2 (f0(θ))
β−1
, (52)
∣∣∣∣∣∣A(eiθ)f0(θ)−
∞∑
j=0
((B0)−1R0a)je
ijθ
∣∣∣∣∣∣
2
= (f0(θ) + g0(θ))
2 (ϕ1(θ) + γ2) , (53)
where ϕ1(θ) ≤ 0 and ϕ1(θ) = 0 if g0(θ) ≥ (1− ε)g1(θ); γ1, γ2 are the Lagrange
multipliers which are determined from the conditions
π∫
−π
(f0(θ))
βdθ = P1,
π∫
−π
g0(θ)dθ = P2.
Thus, the following statement holds true.
Theorem 6. Let the spectral densities f0 ∈ Dβf , g0 ∈ Dεg satisfy the minimality
condition (19) with α = 2 and let the functions hf (f0, g0), hg(f0, g0) determined
by formulas (50), (51) be bounded. The spectral densities f0(θ) and g0(θ) are
the least favorable in the class D = Dβf ×Dεg for the optimal linear estimation of
the functional Aξ if they satisfy equations (52), (53) and determine a solution
to the constrained optimization problem (35). The minimax-robust spectral
characteristic h(f0, g0) of the optimal estimate of the functionalAξ is determined
by formulas (23).
5.3 Least favorable spectral densities. Stationary sequences.
Observations without noise
Consider the problem of the optimal linear estimation of the functional Aξ
that depends on the unknown values of a random sequence {ξj , j ∈ Z} from
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observations of the sequence at points k = −1,−2, . . . , where the stationary
random sequence {ξk, k ∈ Z}, has the spectral density f(θ) > 0 satisfying the
minimality condition (14) with α = 2 from the class of admissible spectral
densities Dβf . Assume that spectral density f0 ∈ Dβf and the function hf (f0)
determined by the equation
hf (f0) =
∣∣∣∣∣∣
∞∑
j=0
((B0)−1a)je
ijθ
∣∣∣∣∣∣
2
f−20 (θ) (54)
is bounded.
Under this condition the functional (38) is linear and continuous in the L1
space and we can apply the Lagrange multipliers method to find solution of
the constrained optimization problem (37) and derive that the least favorable
density f0 ∈ Dβf satisfy the equation∣∣∣∣∣∣
∞∑
j=0
((B0)−1a)je
ijθ
∣∣∣∣∣∣
2
f−20 (θ) = γ1 (f0(θ))
β−1
, (55)
where γ1 is the Lagrange multiplier which is determined from the conditions
π∫
−π
(f0(θ))
βdθ = P1.
Thus, the following statement holds true.
Theorem 7. Let the spectral density f0 ∈ Dβf satisfy the minimality condition
(14) with α = 2 and let the function hf(f0) determined by formula (54) be
bounded. The spectral density f0(θ) is the least favorable in the class D
β
f
for the optimal linear estimation of the functional Aξ if it satisfies equation
(55) and determine a solution to the constrained optimization problem (37).
The minimax-robust spectral characteristic h(f0) of the optimal estimate of the
functional Aξ is determined by formulas (25).
In the case of β = 1 the set of admissible spectral densities D = Df is of the
form
Df =

f(θ)
∣∣∣∣∣∣
1
2π
π∫
−π
f(θ)dθ = P

 .
Stationary sequences with the spectral densities from such Df have finite dis-
persion E|ξj |2 = P and can be represented as a sum of a regular sequence and
a singular sequence. The least favorable in Df spectral density is density of the
regular sequence since singular sequences have zero value of the mean square er-
ror of extrapolation. Spectral densities from Df of the regular sequences admit
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the factorization
f(θ) =
∣∣∣∣∣∣
∞∑
j=0
ϕje
−ijθ
∣∣∣∣∣∣
2
,
∞∑
j=0
|ϕj |2 = P, (56)
and we can use the following optimization problem to find the least favourable
spectral density in the set Df
‖A~ϕ‖2 → max, ‖~ϕ‖2 =
∞∑
j=0
|ϕj |2 = P, (57)
where the linear operator A in the space ℓ2 is determined by matrix with ele-
ments Ai,j = ai−j , i, j = 0, 1, . . . , and the vector ~ϕ = (ϕ0, ϕ1, ϕ2, . . . ) are
determined by elements ϕj , j = 0, 1, . . . of the factorization (56). Solution to
the optimization problem (57) gives the eigenvector ~ϕ0 = (ϕ00, ϕ
0
1, ϕ
0
2, . . . ) which
corresponds to greatest eigenvalue ν0 of the linear operator A.
We present this result as a theorem
Theorem 8. Spectral density f0(θ) is the least favourable in the class Df for
the optimal linear estimation of the functional Aξ if it is of the form (56),
where ~ϕ0 = (ϕ00, ϕ
0
1, ϕ
0
2, . . . ) is the eigenvector of the linear operator A which
corresponds to greatest eigenvalue ν0 of the operator. The optimal minimax
linear estimate Aˆξ of the functional Aξ =
∑∞
j=0 ajξj is of the form
Aˆξ =
∞∑
j=0
aj
[
−1∑
u=−∞
ϕ0j−uεu
]
,
where εu is a standard stationary sequence with orthogonal values ("white noise"
sequence), the sequence {ϕ0u : u = 0, 1, . . .} is uniquely determined by coordin-
ates of the eigenvector of the operator A that corresponds to the greatest ei-
genvalue ν0 and condition E ‖ξj‖2 = P .
Example 2. Consider the problem of optimal linear stimulation of the func-
tional
A1ξ = ξ(0) + 2ξ(1)
that depends on the unknown values ξ(0), ξ(1) of a stationary sequence ξ(j),
that satisfies conditions
Eξ(j) = 0, E |ξ(j)|2 ≤ P,
based on observations of the sequence ξ(j) at points j = −1,−2, . . . .
Eigenvalues of the operator A1 are equal to (1 ±
√
17)/2. So the greatest ei-
genvalue is ν1 = (1 +
√
17)/2. The eigenvector corresponding to the eigenvalue
ν1 = (1 +
√
17)/2 is of the form ~ϕ = {ϕ(0), ϕ(1)}, where
ϕ(0) =
√
1/2 + 1/2
√
17, ϕ(1) =
√
1/2− 1/2
√
17.
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The least favourable in the class Df for the optimal linear estimation of the
functional A1ξ spectral density is of the form
f(θ) = P
∣∣ϕ0 + ϕ1e−ijθ∣∣2 , |ϕ0|2 + |ϕ1|2 = 1,
which is the spectral density of the least favourable stationary sequence ξ(j)
that is a moving average sequence of the form
ξ(j) =
√
Pϕ(0)ε(j) +
√
Pϕ(1)ε(j − 1) =
=
√
P
√
1/2 + 1/2
√
17 ε(j) +
√
P
√
1/2− 1/2
√
17 ε(j − 1),
ε(j) is a ”white noise” sequence. The optimal linear minimax estimate Aˆ1ξ of
the functional A1ξ is of the form
Aˆ1ξ =
√
Pϕ(1) ε(−1) =
√
P
√
1/2− 1/2
√
17 ε(−1).
The mean-square error of the optimal estimate of the functional A1ξ does not
exceed (9 +
√
17)/2.
6 Conclusion
We propose methods of solution the optimal linear estimation problem for the
linear functional Aξ =
∑∞
j=0 ajξj that depends on the unknown values of a
random sequence {ξj, j ∈ Z} from observations of the sequence {ξk+ ηk, k ∈ Z}
at points k = −1,−2, . . . , where {ξk, k ∈ Z} and {ηk, k ∈ Z} are mutually
independent harmonizable symmetric α-stable random sequences which have
the spectral densities f(θ) > 0 and g(θ) > 0 satisfying the minimality condition.
The problem is investigated under the condition of spectral certainty as well as
under the condition of spectral uncertainty. Formulas for calculation the value
of the error and spectral characteristic of the optimal linear estimate of the
functional are derived under the condition of spectral certainty where spectral
densities of the sequences are exactly known. In the case where spectral densities
of the sequences are not exactly known while a set of admissible spectral densities
is available, relations which determine least favorable densities and the minimax-
robust spectral characteristics are found for different classes of spectral densities.
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