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Introduction
In this paper we will review some of the results concerning the fluctuations in equilibrium of the asymmetric simple exclusion process in dimension d ≥ 3. These are examples of nonreversible models of interacting particle systems on Z d with conservation of particles and a family of ergodic equilibrium distributions indexed by a single parameter, i.e. the density. The model is simple enough to admit a certain amount of explicit calculations. In particular, the equilibrium distributions {ν α } are Bernoulli product measures with ν α [η(x) = 1] = α for 0 ≤ α ≤ 1.
The study of fluctuations depends on controlling space-time correlations of the form perhaps with u = z∈V τ z v for some v. Our goal is to show that we can approximate, in a proper weak sense, the solution of equation (1.1) by such functions. Our interest is to perform such approximation in a diffusive space-time scaling limit (i.e. T ∼ |V | 2/d ). We will characterize the functions f such that the corresponding asymptotic space-time variance is finite and then we will prove that this variance is a smooth function of the density α.
There is a natural orthonormal basis for L 2 (ν α ) indexed by finite subsets A of Z d that commutes with τ z . Moreover there is a corresponding decomposition of L 2 (ν α ) as ⊕ n≥0 G n as the direct sum of orthogonal subspaces according to the cardinality n of A. Since, in this context, one cannot distinguish between f and τ z f , A and τ z A can be identified. A reasonable cross section, one with a multiplicity of n for sets of cardinality n can be found for the equivalence classes. Another important point is that that in the symmetric case L leaves each G n invariant so that the inversion needs to be done only on each G n , which is no harder than the analysis of random walk of n − 1 particles on Z d . If d ≥ 3, the asymmetric case can be treated as a perturbation of the symmetric one. Although this is a somewhat singular perturbation the transience of the random walk in d ≥ 3 and the fact that the perturbation only causes G n to be mapped into G n−1 ⊕ G n ⊕ G n+1 help the analysis. The perturbation is controlled with the use of weighted norms with weights growing polynomially in the degree n of G n .
Duality for the symmetric simple exclusion was first observed by Spitzer and was broadly used in this context (cf. [12] ). The use of a dual base in order to study fluctuations in the asymmetric simple exclusion in dimension d ≥ 3 was introduced in [8] (were the fluctuation-dissipation theorem was first proved) and in [13] . The fluctuation dissipation theorem was then applied in order to study the diffusive incompressible limit (cf. [3] ), the first order corrections to the hydrodynamic limit (cf. [6] ) and the equilibrium fluctuations for the density field [2] .
Always with the use of this dual base, in [11] we prove the regularity of the selfdiffusion coefficient (as function of the density) for the symmetric simple exclusion (reversible). Using this approach in [1] is proved the regularity of the bulk diffusion coefficient for a non-gradient speed change exclusion that has ν α as equilibrium (reversible) measures.
Notation and Results
Fix a probability distribution p(·) supported on a finite subset of Z where σ x,y η stands for the configuration obtained from η by exchanging the occupation variables η(x), η(y):
Denote by s(·) and a(·) the symmetric and the anti-symmetric parts of the probability p(·):
and denote by L s , L a the symmetric part and the anti-symmetric part of the generator L. L s , L a are obtained by replacing p by s, a in the definition of L. For α in [0, 1], denote by ν α the Bernoulli product measure on X with ν α [η(x) = 1] = α. Measures in this one-parameter family are stationary and ergodic for the simple exclusion dynamics and in the symmetric case, i.e. p(x) = p(−x), these measures are reversible. Expectation with respect to ν α is represented by < · > α and the scalar product in
The main result is Theorem 5.3, known as the fluctuation-dissipation theorem. There are two distinct types of fluctuations. If u is a local function, then fluctuations of the form
satisfy a central limit theorem and converge to a Brownian Motion when scaled by
Consequently fluctuations of the form The fluctuation dissipation theorem asserts that if w ∈ ⊕ n≥2 G n is a local function then there are coefficients b(z, w) such that the fluctuation of w − z b(z, w)[η(z) − η(0)] is well approximated by fluctuations of the first type. The constants b(z, w) are defined for each α. We prove in section 7 that these are C ∞ functions of α. This leads immediately to the Ornstein-Uhlenbeck limit for the rescaled density fluctuations in equilibrium. If ξ (t) is a rescaled density fluctuation at time t, then we get
The A decomposes into two terms, one of them being a density fluctuation of the form Aξ (t) which is linear in the field and the other which is nonlinear approximating a Brownian Motion. The term dM (t) approaches a Brownian Motion as well. The covariances can all be worked out resulting in an Ornstein-Uhlenbeck type of relation
In practice A turns out to be second order elliptic partial differential operator and its coefficients are the symmetrized viscosity coefficients that depend smoothly on the underlying density α (cf. [2] for details).
Duality
We examine in this section the action of the symmetric part L s of the generator on the space of local functions endowed with a particular scalar product · , · .
Fix once for all a density α in (0, 1). All expectations in this section are taken with respect to ν α and we omit all sub-indices.
3.1. The dual space. For each n ≥ 0, denote by E n the subsets of Z d with n points and let E = ∪ n≥0 E n be the class of finite subsets of Z d . For each A in E, let Ψ A be the local function
,
Consider a local function f . Since {Ψ A : A ∈ E} is a basis of L 2 (ν α ), we may write
Note that the coefficients f(A) depend not only on f but also on the density α:
Since f is a local function, f : E → R is a function of finite support. For local functions u, v, define the scalar product · , · by
where {τ x , x ∈ Z d } is the group of translations. That this is in fact an inner product can be seen by the relation
Since u − τ x u , v = 0 for all x in Z d , this scalar product is only semidefinite. Denote by L 2 ·,· (ν α ) the Hilbert space generated by the local functions and the inner product ·, · . The scalar product of two local functions u, v can be written in terms of the Fourier coefficients of u, v through a simple formula. To this end, fix two local functions u, v and write them in the basis {Ψ A , A ∈ E}:
An elementary computation shows that
In this formula, B + z is the set {x + z; x ∈ B}. The summation starts from n = 1 due to the centering by the mean in the definition of the inner product ·, · . We say that two finite subsets A, B of Z d are equivalent if one is the translation of the other. This equivalence relation is denoted by ∼ so that A ∼ B if A = B + x for some x in Z d . LetẼ n be the quotient of E n with respect to this equivalence relation:
where, for any equivalence classÃ and a summable function f : E → R,
A being any representative fromÃ. In particular, for two local functions u, v,
We say that a function f : E → R is translation invariant if f(A + x) = f(A) for all sets A in E and all sites x of Z d . Of course, functionsf onẼ are the same as translation invariant functions on E. Fix a subset A of Z d with n points. There are n sets in the class of equivalence of A that contain the origin. Therefore, summing a translation invariant function f over all equivalence classesÃ inẼ n is the same as summing f over all sets B in E n which contain the origin and dividing by n:
. Let E * be the class of all finite subsets of Z
and let E * ,n be the class of all subsets of Z d * with n points. Then, we may write
In conclusion, if for a finitely supported function f : E → R, we define Tf :
we have that
For n ≥ 0, denote by π n the projection that corresponds to E * ,n i.e. (π n f)(A) = f(A)1{A ∈ E * ,n } and denote by < · , · > the usual scalar product on each set E * ,n : for f, g : E * ,n → R,
In view of formula (3.3), it is natural to introduce, for an integer k ≥ −1, the Hilbert spaces L 2 (E * , k) generated by finite supported functions f : E * → R and the scalar product · , · 0,k defined by
With this notation, for local functions f , g in ⊕ n≥1 G n ,
To summarize some observations on the transformation T, we need some notation. For a subset A of Z d * and x, y, z in Z d * , denote by A x,y the set defined by
and denote by S z A the set defined by
(3.5)
Therefore, to obtain S z A from A in the case where z belongs to A, we first translate A by −z, getting a new set which contains the origin, and we then remove the origin and add site −z.
An elementary computations shows that Tf = f * . With this choice, which is natural but not unique, To keep notation simple, most of the time, for a function f : E → R, we denote Tf byf. Real functions on E or on E * are indistinctively denoted by the symbols f, g.
3.
2. Some Hilbert spaces. We investigate in this subsection the action of the symmetric part of the generator L on the basis {Ψ A , A ∈ E * }. Fix a function u of degree n ≥ 1 and denote by u its Fourier coefficients. A straightforward computation shows that
where L s is the generator of finite symmetric random walks evolving with exclusion on
and A x,y is the set defined by (3.4). Furthermore, an elementary computation, based on the fact that
for all subsets B of Z d * , sites y not in B and finitely supported functions f : E → R, shows that for every set
This computation should be understood as follows. We introduced an equivalence relation in E when we decided not to distinguish between a set and its translations. This is the same as assuming that all sets contain the origin. If n particles evolve as exclusion random walks on Z d , one of them fixed to be at the origin, two things may happen. Either one of the particles which is not at the origin jumps or the particle we assumed to be at the origin jumps. In the first case, this is just a jump on Z d * and is taken care by the first piece of the generator L s . In the second case, however, since we are imposing the origin to be always occupied, we need to translate back the configuration to the origin. This part corresponds to the second piece of the generator L s .
We are now in a position to define the Hilbert space induced by the local functions C, the symmetric part of the generator L and the scalar product ·, · . For two local functions u, v, let
be the Hilbert space generated by local functions f and the inner product ·, · 1 . By (3.8), (3.3) and (3.10) the previous scalar product is equal to
because L s keeps the degree of the functions mapping E * ,n in E * ,n . This formula leads to the following definitions. For each n ≥ 0, denote by < ·, · > 1 the scalar product on E * ,n defined by
and denote by H 1 (E * ,n ) the Hilbert space on E * ,n induced by the finitely supported functions and the scalar product < ·, · > 1 . The associated norm is denoted by f
the Hilbert space induced by the finite supported functions f, g : E * → R and scalar product
The associated norm is denoted by · 1,k so that f 2 1,k = f, f 1,k . Three observations are in order. First of all, in the definition of the scalar product ·, · 1,k , because L s f(φ) = 0 for all f, it is irrelevant if the summation starts from n = 0 or from n = 1. On the other hand, it follows from the previous relation that f
Finally, for every local function u, v,
vanishes for functions u and v of degree 0 or 1. Moreover, for every n ≥ 1 and every finitely supported functions f, g : E * ,n → R,
To introduce the dual Hilbert spaces of H 1 , H 1 , for a local function u, consider the semi-norm · −1 given by
where the supremum is taken over all local functions v. Denote by
the Hilbert space generated by the local functions and the semi-norm
Recall the definition of the spaces G n introduced at the beginning of subsection 3.1. Since L s keeps the degree of a function and since the spaces G n are orthogonal, for local functions of fixed degree, we may restrict the supremum to local functions of the same degree so that
where π n f stands for the projection of f on G n . Moreover, we will see later in (4.1) that functions of degree 1 which do not vanish in
In the same way, for an integer n ≥ 1 and a finitely supported function u :
where the supremum is carried over all finitely supported functions v : E * ,n → R.
Denote by H −1 = H −1 (E * ,n ) the Hilbert space induced by the finitely supported functions u : E * ,n → R and the semi-norm · −1 .
For a integer
where the supremum is carried over all finitely supported functions v : E * → R.
Denote by H −1,k = H −1 (E * , L s , k) the Hilbert space induced by this semi-norm and the space of finite supported functions. Here again, since L s does not change the degrees of a function, for every finitely supported u : E * → R,
and for any local function u,
3.3. The Fourier coefficients of the generator L. We conclude this section deriving explicit expressions for the generator L on the basis {Ψ A , A ⊂ Z d }. A long and elementary computation gives the following dual representation: For every
and L s is defined by (3.9). Furthermore, for any function u :
Approximations in H −1
From this section on, we work in dimension d ≥ 3. All finite constants denoted by C 0 are allowed to depend on the transition probability p(·) and only on p(·).
The main goal of this section is to show that finitely supported functions can be approximated in H −1 by finitely supported functions in the image of the operator L α . We start proving that all finitely supported functions w : E * → R such that w(φ) = 0 are in H −1 .
Several estimates on the operators L d , L − , L + are assumed here and proved in section 7.
This result states that any local function w in ⊕ n≥2 G n belongs to H −1 (C, L s , ·, · ). Notice that we are requiring the degree to be greater or equal to 2. The reason is simple. Any local function f of degree one has H 1 norm equal to 0: if
There are thus two possibilities. Either x c x = 0, in which case f = 0 both in
In this later circumstance, f does not belong to H −1 . Therefore, a function of degree one belongs to H −1 only if it vanishes in L 2 , i.e., only if x c x = 0. This explains the restriction on the degree in the previous theorem.
Theorem 4.1 is proved in the same way as Lemma 2.1 in [13] . One has to show that the Green function associated to the generator L s restricted to E * ,n , for some n ≥ 1, is finite. This is done by comparing the Green function with the one associated to independent random walks, which is finite because d ≥ 3.
Recall from Remark 3.1 in the previous section that for a finitely supported function f : E → R, (Tf)(A) = (Tf)(S z A) for all z in A. Thus, for n ≥ 0, denote by I n the closed subspace of L 2 (E * ,n ) of all functions f for which (3.6) holds and let I = ⊕ n≥0 I n .
We are now in a position to state the main result of this section. We have just seen that all finitely supported functions w : E * → R such that w(φ) = 0 belong to H −1 . We now prove that these functions can be approximated in H −1 by finitely supported functions in the image of the operator L α . 
Moreover, we may take f in I and f(φ) = 0.
The proof of this result requires several estimates on the resolvent equation Proof: For n ≥ 1, let Π n be the projection on n j=1 E * ,j : Π n = 1≤j≤n π j and let M n = Π n (L + + L − )Π n . We first prove the existence of a solution in L 2 of the truncated resolvent equation
Therefore, taking the scalar product on both sides of the previous identity with respect to u λ,n we obtain by Schwarz inequality that λ u λ,n 0 ≤ w 0 .
Here · 0 stand for the L 2 (E * ) norm. By the proof of Proposition I.2.8 (b) in [12] , there exists a solution of (4.3) for every λ > 0. Moreover, u λ,n belongs to I because w does.
Up to this point we proved the existence of a solution of the resolvent equation (4.3). The previous estimate shows that the sequence {u λ,n , n ≥ 1} is uniformly bounded in L 2 for each λ > 0. Moreover, by Lemma 7.7 and the proof of Lemma 2.5 in [8] or the proof of Theorem 5.1 in [13] , since w is finitely supported, for every
uniformly over n. Let f be a limit point of the sequence {u λ,n , n ≥ 1}. f inherits the previous bound and belongs therefore to the domain of the operators
Furthermore, taking scalar products with finitely supported functions, it is easy to show that any limit point of this sequence is a solution of the resolvent equation (4.2). Finally, f belongs to I because each function u λ,n belongs and I is closed. This proves the lemma.
By the proof of Lemma 2.5 in [8] or the proof of Theorem 5.1 in [13] we may deduce from Lemma 7.7 the following bound on the solution u λ of the resolvent equation (4.2). 
The following estimate on the asymmetric part of the generator that preserves the degree is needed in the proof of Theorem 4.2.
Lemma 4.5. Let u λ be the solution of the resolvent equation (4.2). For any k ≥ 1, there exists a finite constant C k , depending only on k, such that
By Lemma
Notice that the operator L s +(1−2α)L d does not change the degree of a function. We may therefore examine equation (4.6) on each set E * ,n :
Since n is fixed until estimate (4.10), we omit the operator π n in the next formulas. Following section 6 of [13] , we approximate this operator by a convolution operator that can be analyzed through Fourier transforms. Fix n ≥ 1 and let X n = (Z d ) n . We consider a set A in E * ,n as an equivalent class on n! sets of distinct points of Z d * . A function f : E * ,n → R can be lifted into a symmetric function Bf on X n , that vanishes on X n \ E n, * : Bf(x 1 , . . . , x n ) = 0 if x i = x j for some i = j or if x i = 0 for some 1 ≤ i ≤ n. The operators L s , L d can also be extended in a natural way to X n . Denote by {e j , 1 ≤ j ≤ n} the canonical basis of R n , by 1 the vector 1≤j≤n e j and consider on X n the operators
In this formula and below, x = (x 1 , . . . , x n ) is an element of X n , so that each x j belongs to Z d and x + ze j = (x 1 , . . . , x j−1 , x j + z, x j+1 , . . . , x n ), x + z1 = (x 1 + z, . . . , x n + z).
Denote by · Xn,1 the H 1 norm associated to the generator L s : for each function f : X n → R,
and denote by · Xn,−1 its dual norm defined by
Lifting the resolvent equation (4.6) to X n and adding and subtracting
where
We claim that w 2 has finite H −1 (X n ) norm. Indeed, for each n ≥ 1, by (7.5) and Lemma 7.6 below, there exists a finite constant C 0 such that
so that
for some finite constant C 0 . It remains to examine the resolvent equation (4.8) through Fourier analysis. Let
nd and denote by u λ : (T d ) n → C the Fourier transform of Bu λ :
In this formula, x · k = 1≤j≤n x j · k j . It follows from the resolvent equation (4.8) that u λ is the solution of
The H −1 (X n , L s ) norm of a function v : X n → R has a simple and explicit expression in terms of the Fourier transform:
Since Bu λ is the solution of the resolvent equation (4.8), for every λ > 0,
It follows from the explicit formulas for the functions L s , L d and a Taylor expansion for |k| small that the previous expression is bounded by
for some finite constant C 0 . We have thus proved that
We may now conclude the proof of the Lemma 4.5. Fix n ≥ 1. By (7.5), by the estimate presented just before (4.9) and by the inequality just derived, there exists a finite constant C 0 , which may change from line to line, such that
Xn,−1 .
In particular, by (4.9) and (4.5),
It remains to recall the definition of the norm · −1,k and the statement of Theorem 4.4 to conclude the proof.
Notice that the constant C k , which appears in the statement of Lemma 4.5, depends on k only because the one which appears in Theorem 4.4 depends on k.
We have now all elements to prove Theorem 4.2.
Proof of Theorem 4.2. The proof is done in two steps. We first use the resolvent equation (4.2) to obtain a sequence {v
The sequence v j is obtained through convex combinations (in λ) of the solutions u λ of the resolvent equation (4.2). Details can be found at the end of the proof of Lemma 2.1 in [8] or at the beginning of the proof of Lemma 2.8 in [10] . At this point, it remains to show the existence, for each fixed j and ε > 0, of a finitely supported function f :
To prove the existence of such function f, assume that f vanishes on j≥n E * ,j and recall the decomposition of the operator L α to deduce that
where Π n = j≤n π j and I is the identity. We estimate each term on the right hand side separately. By Lemma 7.7, the first term on the right hand side is such that
The second term on the right hand side of (4.12) is estimated in the same way. By Lemma 7.4, the third one is such that
for some finite constant C 0 . The fourth member on the right hand side of (4.12) is easily estimated by exactly the same arguments and by using again Lemma 7.4. Finally, since v j is a convex combination of the solutions of the resolvent equation (4.2), by (4.11),
Now, for ε > 0 fixed, since w is finitely supported, by Theorem 4.4 and Theorem 4.1 there exists n 0 > 0 large enough for the last quantity to be bounded by ε. For this fixed n 0 , find a finitely supported function f : n≤n0 E * ,n → R for which all previous expressions are bounded by ε, which is possible because v j belongs to L 2 (E * , k).
It remains to check that we may take f in I with f(φ) = 0. The first property follows from the fact, easy to verify, that the operators
In particular, the solutions of the resolvent equations, as well as their convex combinations, belong to I so that f can be taken in I.
The second requirement follows from the fact that (L * f)(φ) = 0 for any finitely supported function f in I, where L * stands for any of the four operators L s , L d , L + , L − and from the fact that (L + f)({x}) = 0 for all x in Z d * . These two properties show that we may set the value of f at φ to be 0 without changing L α f.
The special features of the operators L * just used are proved in the beginning of section 7. This concludes the proof.
The fluctuation-dissipation theorem
We consider in this section the general asymmetric simple exclusion in dimension d ≥ 3. Here again, all finite constants C 0 which appear in the statement of the theorems may depend only on the transition probability p(·).
We prove in this section a fluctuation-dissipation theorem, Theorem 5.3 below, also called the Boltzmann-Gibbs principle. It allows the replacement of a local function w in ⊕ n≥2 G n by the sum of gradients η(x + e j ) − η(x) and local functions in the range of the generator. This result is the main step in the proof of Gaussian fluctuations of the empirical measure around the hydrodynamic limit (cf. [4] ).
Denote by E να the expectation on the path space D(R + , X ) corresponding to the Markov process with generator given by (2.1) and starting from the stationary measure ν α . The first result states that a local function f in H −1 (L s , ·, · ) has a finite space-time variance in the diffusive scaling: 
Proof: Set G r (x) = G( (x − rv)) and recall Lemma 4.3 in [2] to obtain that
Fix a local function g of degree n ≥ 2. Let L s be the generator defined in (3.9) and g be the Fourier coefficient of g. Then,
where the last scalar product is on E n . Recall from section 4 that X n = (Z d ) n . The proof of Lemma 7.5 shows that the previous expression is bounded by
for some finite constant C 0 , where L s 0 stands for the generator of n independent random walks on Z d with transition probability s(·) and Bg for the extension of g to X n . Denote by G n (·, ·) the Green function associated to the generator L s 0 restricted to X n . The previous expression can be written as
In particular, for g = x∈Z d G r (x)τ x f , the right hand side of (5.1) is bounded by
A change of variables permits to rewrite the expression inside the integral as
Bf(x)G n (x, y + w1)Bf(y) .
Since f is a local function, f has finite support. In particular, the sums over x, y are carried over finite sets. On the other hand, replacing G r (z − w) by G r (z), we write the previous expression as
We claim that the second term is bounded above by C(f, G) 1/2 for some finite constant depending on f and G. Indeed, since G has a bounded derivative and Bf a finite support, the second line is less than or equal to
In this formula, X − f is the set of all sites which can be written as difference of two points in the support of Bf: X − f = {y − x, Bf(x)Bf(y) = 0}. Since G n (0, z) is the Green function of n independent random walks on Z d , it decays as |z| 2−nd . The sum over w is thus finite, uniformly over x, as soon as (n − 1)d > 5/2, inequality which is fulfilled because we are assuming d ≥ 3 and n ≥ 2. This proves (5.2). Collecting all previous estimates we obtain that the expectation which appears in the statement of the lemma is bounded above by
plus a remainder which converges to 0 as ↓ 0. Denote by G n (·, ·) the Green function associated to the generator L s defined in (4.7) and restricted to X n . An elementary computation shows that
On the right hand side,f stands for Tf. Notice that n is replaced by n − 1 in the right hand side because we are fixing a particle at the origin. The last time integral is thus equal to
where in the last step we used Lemma 7.5. As ↓ 0 this integral converges to
, which concludes the proof of the lemma. 
Proof: Since the symmetric part of the generator does not change the degree of local functions, for a local function g in ⊕ n≥2 G n ,
and we may proceed as in the proof of Theorem 5.1.
Fix a local function w in ⊕ n≥2 G n and denote by w its Fourier coefficients and by w the finitely supported function Tw : E * → R. For each λ > 0, let u λ be the solution of the resolvent equation
We proved in section 4 the existence of the solution u λ of the resolvent equation and some of its properties. In the next section, among several other properties, we show the existence of a subsequence λ k for which the sequence u λ k (α, z) converges, as k ↑ ∞, uniformly in α in [0, 1], to some limit, denoted by D z (α): 
We will refer to Theorem 5.3 as the fluctuation-dissipation theorem. It will be the basic ingredient to study the equilibrium fluctuations for the density field. 
for some finite constant C 0 . An elementary computation gives that
Since u m ({x}) = 0 for every
, we have that
which vanishes in L 2 (χ, ·, · ) so that Tπ 1 (Lu) = 0. In particular, TŴ m = w − L α v m and the right hand side of (5.4) is bounded above by
Since this expression vanishes as m ↑ ∞, all we need to prove is that lim sup
By the explicit formula for π 1 Lu m obtained above,
Since ν α is a stationary state, by Schwarz inequality, the previous expectation is bounded above by
A change of variables gives that this expression is equal to
A Taylor expansion shows that this expression converges, as ↓ 0, to
where R m = (R 
Regularity of Viscosity coefficients
We proved in section 4 the existence of the solution u λ of the resolvent equation. We prove in this section the existence of a subsequence λ k for which u λ k (·, z) converges uniformly in [0, 1], as well as all its derivatives, to a smooth function D z (·).
The proof is very close to the one presented in ( [11] ) for the self diffusion in the symmetric case, so we only show here the main points.
We want to show that there exists a subsequence λ k ↓ 0, such that, for each z such that |a(z)| > 0, u λ k (α, {z}) converges uniformly in α to a smooth function.
To prove the existence of such subsequence it is enough to show that u λ (α, {z}) are smooth function of α for each λ > 0 and each z, and
λ (α, {z}) stands for the j th derivative of u λ . By Lemma 3.1 of [13] , we have the bound
λ (α, ·) 1 for some finite constant C 0 depending only on p(·). With the iterated use of Theorem 4.4, we will prove that, for any k and j,
Since the coefficients of L α are not smooth at the boundary of [0, 1], we reparameterize by α = sin 2 t, t ∈ [0, 2π], as done in [11] . We obtain
and then we consider the equation
Since w does not depends on α, we have u λ (α(t)) = v λ (t). So if we prove that v Differentiating formally L(t) in t, we obtain
By Lemma 5.2 of [11] , v λ (t) is differentiable in t, and its derivative v λ (t) satisfies
As a consequence of Lemma 7.7, Lemma 4.5 and the explicit form of L(t), there exists a constant C k depending only on k
Then if we apply Theorem 4.4 to equation (6.1), we obtain the bound v λ (t) −1,k uniform in t and λ. The argument can be iterated exactly as done in [11] , obtaining similar bounds for all the derivatives v
We prove in this section some elementary identities or estimates involving the
Recall that all functions f : E * → R which come from a local function f through the transformation T of the Fourier coefficients of f are such that f(S z A) = f(A) for all z in A. Recall also the definition of the spaces I n given just before the statement of Theorem 4.2.
A simple computation shows that the space I is left invariant by the operators
This claim can be proved in two different ways. Either by a direct computation or by reconstructing a local function f from f. More precisely, to prove that L s f * belongs to I n if f * belongs to I n , let f be given by (3.7) so that Tf = f * . By (3.10), TL s f = L s f * , which proves that L s f * belongs to I.
We turn now to an elementary identity to illustrate the fact that the space I enjoys some special properties. For every f : E * ,1 → R,
In particular, (L − f)(φ) = 0 for all f in I 1 because in this space f({x}) = f({−x}) and a(·) is anti-symmetric. In contrast, (L + g)({x}) = 0 for all functions g : E * ,0 → R so that, for all f in I 1 and all g : E * ,0 → R,
We turn now to the proof of some estimates involving the operators
Lemma 7.1. There exists a finite constant C 0 such that
Proof: We only prove the estimate concerning L − , the other ones being elementary. Fix a function f : E * ,n → R in L 2 and keep in mind that L − f maps E * ,n−1 in R. By the explicit expression for L − and a change of variables,
Since x∈Z d a(x) = 0, the previous expression is less than or equal to
By Schwarz inequality, since a(·) is absolutely bounded and x∈Z d |a(x)| is finite, this expression is less than or equal to
for some finite constant C 0 . To sum over A in E * ,n−1 and over y = 0, y ∈ A is the same as to sum over B in E * ,n with a multiplicity factor n because all sets are counted n times. The previous expression is thus equal to
which concludes the proof of the lemma.
It follows from the next statement that the operators
Lemma 7.2. For every n ≥ 1 and every finitely supported functions u, v :
For every finitely supported functions f, g in I n−1 , I n respectively,
Proof: The first identity is elementary and relies on the fact that x,y∈A a(y−x) = 0. Note, however, that both pieces of the operator are needed. The proof of the second statement is more demanding. Fix finitely supported functions f, g in I n−1 , I n , respectively. By the explicit form of L + , We conclude the proof of the lemma assuming (7.3), whose proof is presented at the end. It follows from identity (7.3) and the previous expression for < g, L + f > that To conclude the proof of the lemma, it remains to change variables B = A \ {y} and to recall the definition of the operator L − .
We turn now to the proof of Claim (7.3). Since for y in A, g(A) = g(S y A) and since |A| = n, the left hand side of (7.3) is equal to 1 n To prove (7.3), it remains to recollect all previous identities.
It follows from this result that the operator L + + L − is anti-symmetric in L for all finitely supported functions f, g in I. The same statement remains in force if L + + L − is replaced by Π n (L + + L − )Π n for every n ≥ 1, where Π n = 1≤j≤n π j .
The proof of Corollary 7.3 is elementary and left to the reader. One needs only to recall identities (7.2). The next result states that L d is a bounded operator from L 2 (E * ,n ) to H −1 (E * ,n ).
Lemma 7.4. There exists a finite constant C 0 , independent of n, such that for each n ≥ 1 and for any finitely supported functions f, g : E * ,n → R,
In particular,
Proof: We prove the first estimate and leave to the reader the details of the second. Fix n ≥ 1 and a function h : X n → R. We need to estimate the scalar product 1 n! x∈Xn h(x) BL s f(x) − L s Bf(x) (7.6) in terms of the H 1 (X n ) norm of h and the H 1 (E n, * ) norm of f. There are two possible cases. Either x belongs to E n, * or x does not belong to E n, * .
for all n ≥ 1 and all finite supported functions f : E * ,n → R, g : E * ,n+1 → R. In particular,
