We address a parametric joint detection-estimation problem for discrete signals of the form x(t) = N n=1 α n e −iλnt + ǫ t , t ∈ N, with an additive noise represented by independent centered complex random variables ǫ t . The distributions of ǫ t are assumed to be unknown, but satisfying various sets of conditions. We prove that in the case of a heavy-tailed noise it is possible to construct asymptotically strongly consistent estimators for the unknown parameters of the signal, i.e., frequencies λ n , their number N , and complex coefficients α n . For example, one of considered classes of noise is the following: ǫ t are independent identically distributed random variables with E(ǫ t ) = 0 and E(|ǫ t | ln |ǫ t |) < ∞. The construction of estimators is based on detection of singularities of anti-derivatives for Z-transforms and on a two-level selection procedure for special discretized versions of superlevel sets. The consistency proof relies on the convergence theory for random Fourier series. We discuss also decaying signals and the case of infinite number of frequencies.
Introduction
Consider a signal modeled by the complex time series of the form
α n e −iλnt + ǫ t , t ∈ N, (1.1)
consisting of a finite number N ∈ Z + of periodicities α n e −iλnt with distinct real frequencies λ n ∈ [−π, π) and complex amplitudes α n = 0. The signal is corrupted by a random noise (ǫ t ) ∞ t=1 . The problem of finding, or estimation of the unknown parameters N, λ n , and α n from a finite number of samples (x(t)) m t=1 is a fundamental problem in signal processing with a number of applications ranging from speech recognition and direction finding in array antennas to astrophysics, medicine, and economics (see [3, 38, 36, 5] and references therein).
When the number N of periodicities is unknown, the number of spectral data is not bounded by a known finite number. So the numerical recovery can be expected only via a convergent process with theoretically infinite number of steps. On each step the process has to use only a finite part of the signal and should give certain approximations to unknown parameters N, z n := e iλn , and α n . These approximations N = N(m), z n = z n (m), α = α(m) are called estimators and, in the case of random noise, are functions of random variables x(t), t = 1, . . . , m. An estimator is called (asymptotically) consistent if it converges with m → +∞ to the corresponding parameter in a certain probabilistic sense.
This paper is aimed on the case when the random noise variables ǫ t are allowed to have heavy-tailed distributions and studies strong consistency of estimators, which corresponds to almost sure convergence. The interest to the heavy-tailed ǫ t is stimulated by the paper of Zhou and Sornette [38] , which numerically investigates the case of ǫ t with infinite variances E(|ǫ t |
2 ) and lists a number of applications. The latter includes vortices in freely decaying 2-D turbulence, ion-signature precursors of earthquakes, and the price dynamics of speculative bubbles preceding financial collapses.
The most difficult part of the problem is usually the detection of the unknown number N of periodicities. The presently available analytic proofs of consistency require the assumption E(|ǫ t | 4 ) < ∞. However, the numerical experiments of [38] suggest that consistent estimation is possible even in the case when variances E(|ǫ t | 2 ) are infinite. The goal of this paper is to study analytically the case of independent identically distributed (i.i.d.) random variables ǫ t with infinite variances and to prove that consistent estimation of all unknown parameters is possible under fairly mild assumptions on the distribution tails of ǫ t .
Notation. The following sets of real and complex numbers are used: open halflines R ± = {x ∈ R : ±x > 0}, nonnegative and nonpositive integers Z ± = ±N ∪ {0}, the unit circle T = {z ∈ C : |z| = 1}, and the unit disc D = {z ∈ C : |z| < 1}. When we consider the real interval [θ 1 , θ 2 ], or arcs
we assume that θ 1 ≤ θ 2 . For ζ ∈ C and complex sets G 1,2 ,
The notation ⌈s⌉ stands for the ceiling function, i.e., the smallest integer not less than s; ln δ s is (ln s) δ . By L p and · p we denote the standard Lebesgue spaces of complex-valued functions and the corresponding norms, respectively.
Main results and employed techniques
The problem of hidden sinusoids has a long history with periodicities in orbital data detected numerically as early as 1754 [3] . The classical statement of the problem involves the discrete signal of form x(t) = N n=1 α n e −iλnt equidistantly sampled over some finite set of t. Initially, the number N of frequencies was supposed to be known and finite. Perhaps, the oldest analytic algorithm dates back to G.R. de Prony (see e.g. [27] ). The Prony's method and the essentially equivalent annihilating filter method have a number of advantages. They utilize the minimal possible number of observations, work in the case of damped oscillations, and give exact result in the absence of noise. Besides the assumption that N is given, it is usually assumed that the essential drawback of Prony's method is poor performance when data are too noisy.
For the case of a priori knowledge of a bound on the number N of frequencies, a number of deterministic and statistical methods were developed to deal with signals of type (1.1) involving various models of uncertain or random noise ǫ t . Let us mention various modifications and developments of Prony's and ESPRIT methods [34, 28, 29, 26, 27] (in deterministic settings the ESPRIT method of [25, 34] has some common ideas with Prony's methods, see discussion in [27] ), the approach of Jones, Njåstad, and Saff employing Wiener-Levinson filters and Szegö polynomials [9, 23, 22, 21, 2, 5] , and a variety of statistical methods [3, 34, 37, 32, 36] (for recent developments on the multivariate case see [12, 30, 14, 15] ).
The problem of determination of the number N of sinusoids attracted attention in mid-80s [3, 36] (it was placed in the list of open problems at the end of [3] ). Several statistical methods have been developed to obtain asymptotically consistent estimators for N and the parameters of sinusoids (see [6, 11, 32, 24, 13, 20, 12] and the reviews in [36, 20] ).
While most of studies work with a white Gaussian noise with a known or unknown standard deviation, in many practical situations the distribution of noise is unknown. Some steps for lifting of Gaussian and independency assumptions have been done. Kavalieris and Hannan [11] deal with a 'colored' autoregressive noise with innovations sequence ε(t) satisfying E(ε(t) 4 ) < ∞ and prove that their estimator provides strongly consistent detection of the number N of sinusoids. The performance of periodogram and information criteria methods in presence of non-Gaussian ǫ t was studied numerically by Zhou and Sornette [38] and Nadler and Kontorovich [20] . Under the assumption that N is known, the question of probability estimates for localization of λ n in the presence of a non-Gaussian noise was raised recently in [5] in connection with a modified method of orthogonal polynomials and the estimation techniques of [18] .
Presently there exists a gap between assumptions of analytically proved consistency results and numerical evidences of the fact that many of statistical methods perform well under weaker restrictions on noise.
The main goal of the present paper is to fill this gap and to certify analytically that recovery of the unknown parameters is possible in the case of a heavy-tailed noise. We prove rigorously that strongly consistent estimation of the parameters N ∈ Z + , λ n ∈ [−π, π), and α n ∈ C \ {0} of the signal (1.1) is possible in presence of complex random noise sequences (ǫ t ) ∞ t=1 belonging to the following classes: (N1) the random variables ǫ t are i.i.d. with E(ǫ t ) = 0 and E(|ǫ t | log |ǫ t |) < ∞ for all t; (N2) ǫ t are i.i.d. symmetric and satisfy E (|ǫ t | log log(|ǫ t | + e)) < ∞.
Besides of heavy-tailed ǫ t , we consider also the case when variances of ǫ t are finite, but not uniformly bounded in t. In this case, the consistency is proved under the assumption of sub-linear growth of E(|ǫ t | 2 ). More precisely, we will consider the following class of noise sequences: (N3) ǫ t are independent, symmetric, and have finite variances
While our approach has some common features with the classical methods (see e.g. [36] ) involving detection of peaks of periodograms and Welch temporal windows, it has the following novelties:
• We are aimed at the detection of singularities of the anti-derivative S x of the Z-transform of (x(t)) +∞ t=1 . It is easy to see that the anti-derivative of the deterministic signal y(t) = N n=1 α n e −iλnt defined by
has logarithmic singularities at the points e iλn of the unit circle T = {e iθ : θ ∈ R}.
• Strong consistency is proved with the use of uniform convergence theorems for the random series S ǫ (e iθ ) := +∞ t=1 e itθ ǫ t /t corresponding to the noise part of S x .
This allows us to avoid the estimation of distribution tails of L ∞ -norms of random trigonometric polynomials generated by ǫ t , which is not adequately studied in the non-subexponential case. One of the main points of this paper is to show that the results of Kahane [10] and Cuzick and Lai [4] on uniform convergence of random Fourier series are powerful enough for estimation of parameters in the presence of a heavy-tailed noise.
• The estimators for λ n are generated not by peaks of partial sums of S x , but by discretized versions of superlevel sets associated with special temporal windows, i.e., with partial sums
defined by a special summation matrix A = (a m,t ) +∞ m,t=1 , see Sections 3.1 and Proposition 4.1.
• While the type of summation is not important for consistent localization of isolated frequencies (see Section 3.2), it becomes essential for asymptotically consistent detection of frequencies and estimation of their number (Sections 4). Indeed, the noise part S A ǫ and possible side lobes of summation kernels will produce peaks and superlevel sets of |S A x | that do not directly correspond to frequencies λ n , but rather lie nearby and accompany the superlevel sets containing the frequencies.
• To filter out such side superlevel sets we develop in Section 4 a two-level selection approach and employ special kernels with 'almost-monotonicity' property (see Section 4.1).
3 Consistent localization of frequencies
Main setting and temporal windows
Consider a discrete signal x of the form (1.1) with a random noise (ǫ t ) +∞ t=1 consisting of independent random variables ǫ t defined on a complete probability space (Ω, A, Pr). We assume that the set {λ n } N n=1 consists of a finite number N ∈ Z + of distinct real frequencies λ n ∈ [−π, π). With the deterministic part y of the signal we associate the complex Borel measure
on the unit circle T consisting of (complex) point masses α n ∈ C \ {0} placed at points
So every frequency λ n corresponds to the δ-function term α n δ(z − z n ) and the support of the measure is given by
if N > 0 and supp µ = ∅ if N = 0.
Then the signal x can be written in the form
The problem under consideration is to develop consistent estimators that recover either the support of µ, or completely the measure µ from one sample of the random vector x = (x(t))
, ω ∈ Ω, under certain additional assumptions on random noise components ǫ t (ω). Our goal is to construct strongly consistent estimators N = N(m, ω), z n = z n (m, ω), and α n = α n (m, ω), which, by definition, depend only on the finite parts (x(t)) m t=1 of the signal and have to converge with m → +∞ to true spectral data N, z n , and α n on a certain almost sure (a.s.) event of the probability space.
With an arbitrary signal u = (u(t)) +∞ t=1 , we associate its weighted modification ut t e itθ . It will be supposed that (a m,t ) satisfy the following conditions: 0 < a m,1 ≤ 1 and a m,t is non-increasing in t for every m ∈ N,
Under these conditions A-summation is regular. That is, for any strongly convergent series V 0 = +∞ t=1 V t (with V t from a certain Banach space), the sequence of A-partial sums m t=1 a m,t V t is also convergent to V 0 , which follows from the Toeplitz regularity test, see e.g. [ 
We will need the following simple corollary of the regularity of A-summation.
Lemma 3.1. Let µ be a complex Borel measure supported in a finite number of points of T. Then S A y,m (e iθ ) converge uniformly on each closed arc of T disjoint with supp µ.
, where the sum converges with respect to the norm of L 1 (T). Since S y (e iθ ) is smooth on T \ supp µ, the partial sums n t=1 e itθ y(t)/t converge uniformly on each closed arc of T disjoint with supp µ. The regularity of the A-summation completes the proof.
In the next subsection, we will use the notion of set convergence following, e.g., [33] . Namely, for z ∈ C, G ⊂ C,
If both of the sets G 1,2 are nonempty and closed, dist PH is the Pompeiu-Hausdorff distance and can be defined by an alternative formula
where
Since only the subsets of the bounded set T are considered, this convergence is a restriction of the Painlevé-Kuratowski convergence on closed subsets of T, and coincides with the convergence with respect to Pompeiu-Hausdorff distance whenever L m and G are nonempty.
Localization by discrete superlevel arcs
In this subsection, let us fix an arbitrary summation matrix A satisfying (3.1)-(3.4). The kernel S A ½,m associated with A-summation of the anti-derivative is defined by
The goal of this section is to produce strongly consistent estimators of the support of the measure µ, i.e., to produce random subsets L m of T that a.s. converge to supp µ as m → +∞. These estimators will have an additional property that, with probability 1, supp µ ⊂ L m for m large enough. This property will be crucial for the construction of estimators for the parameters of the signal in the next section.
The following discrete versions of superlevel sets serve as building blocks for L m .
Definition 3.1. We define a discrete superlevel arc of level h ∈ R and grid order J for the partial A-sum S
Levels and orders of grids will depend on the length m of the signal and have to be connected with the matrix A. This is done in the following way. and a sequence (J m ) +∞ m=1 of natural numbers so that
The latter is always possible due to the continuity of S A ½,m (e iθ ). Examples will be given below.
Let us note that (3.8), lim H m = +∞, and Lemma 3.1 imply
For each m ∈ N, we denote by
which is assumed to be the empty set in the case when such superlevel arcs do not exist. 
. So (3.6), (3.7), and (3.8) are fulfilled if
where δ ∈ (0, 1), c 0 ∈ R, and c 1 ∈ R + are constants.
Proof of Theorem 3.2
Recall that S ǫ (e iθ ) := +∞ t=1 e itθ ǫ t /t is the random Fourier series associated with the noise part of S x . Proposition 3.4. Assume that {ǫ t } +∞ t=1 satisfies the following condition: (N0) the set B 1 of ω ∈ Ω such that sup m∈N S A ǫ,m (e iθ ) ∞ < ∞ is an almost sure event. Then for every ω ∈ B 1 the following statements hold:
(ii) each closed arc of T disjoint with supp µ is also disjoint with L m for m large enough.
Then there exists γ > 0 such that Arc[λ n − γ, λ n + γ] is disjoint with supp µ n . By Lemma 3.1,
, and the definition of the a.s. event B 1 imply
It follows from lim J m = +∞ that there exists m 1 such that 2π/J m ≤ γ for m ≥ m 1 . For such m, formulas (3.8) and (3.6) imply for θ satisfying |θ − λ n | ≤ 2π/J m that
By (3.6) and (3.7), there exists m 2 ≥ m 1 such that |S Consider one more noise class defined by the following assumptions:
(N4) ǫ t are independent, symmetric, and have finite variances E(|ǫ t | 2 ) satisfying the
Lemma 3.5. Each of conditions (N1)-(N4) implies (N0).
Proof. The implications (N1)⇒(N0) and (N2)⇒(N0) follow from [4] . Indeed, [4] implies that, for each of the classes (N1) and (N2), usual partial sums m t=1 ǫ t e itθ /t a.s. converge uniformly on T . The regularity of the A-summation process implies that S A ǫ,m a.s. converge uniformly on T, and so are a.s. uniformly bounded.
Similarly, (N4) ⇒ (N0) follows from the results of [10, Section 7.2].
To show (N3) ⇒ (N4), it is enough to notice that, under the assumptions ν ∈ (0, 1) and E(|ǫ t | 2 ) < Ct ν , we have
and so +∞ k=1 τ k < +∞. Now, Theorem 3.2 easily follows from (3.5), Proposition 3.4, and Lemma 3.5 .
Remark 3.1. The above proof shows that condition (N3) can be seen as a transparent particular case of the cumbersome looking condition (N4). We do not expect that under assumption of i.i.d. and E(|ǫ t | 2 ) < ∞ the estimators developed below in Theorem 4.2 are more computationally efficient than that of [20, 38] . The main point of Theorem 4.2 and conditions (N1)-(N3) is to certify analytically that consistent estimation is possible for a non-Gaussian noise and, in this sense, to support numerical experiments of [20, 38] .
Two-threshold estimators for parameters
The estimators L m of supp µ constructed in the previous section consist of a finite number of maximal superlevel (h m , J m )-arcs. We will say that a maximal (h m , J m )-arc is a localization arc if it contains at least one point of supp µ.
Assuming that an element ω ∈ Ω belongs to the almost sure event B 1 of Proposition 3.4, we see that for large enough m ≥ M 0 = M 0 (ω) every localization arc contains exactly one point of supp µ. Hence, the number of localization arcs is a strongly consistent estimator of the number N of frequencies. Since localization arcs converge to one-point sets {e iλn } as m → +∞, the middle point of the localization arcs are strongly consistent estimator of z n .
The problem arising in realization of this approach is possible presence of maximal (h m , J m )-arcs that do not contain any points of supp µ. We will call them side arcs. The convergence L m → supp µ implies that, with growth of m, side arcs have to lie in smaller and smaller neighborhoods of points e iλn and so in smaller and smaller neighborhoods of associated localization arcs.
The goal of this section is to provide a method that filters out side arcs, and so, detects localization arcs. This will lead to a construction of strongly consistent estimators of all parameters.
The filtering will require a special type of summation process and an additional level sequence (h 
Almost decreasing anti-derivative kernels
There can be two causes of appearance of side arcs: (i) random fluctuations of S An example of such a summation matrix is given by the following proposition. Proof. To prove (4.6) it is enough to notice that
Then properties (4.2)-(4.4) easily follow from (4.6).
It is obvious that A defined by (4.5) satisfies (3.1)-(3.4).
Strongly consistent estimators of N , e iλ n , and α n
In this subsection we assume that the matrix A satisfies (3.1)-(3.3) and the almost decreasing property (4.2)-(4.4). We assume also that the sequences of H m , h m , h ′ m , and J m are chosen in accordance with (3.6), (3.7), (4.1), and (3.8).
We will say that an (h, J)-arc A for S Since in the settings of (4.9), exp 2πi Step 2.
Step 3. Find all maximal (h m , J m )-arcs using Definition 3.1.
Step 4. Find the family
Output: the estimator N m of the number of frequencies.
Step 5. If N m = 0, then stop. Otherwise (when N m ≥ 1) continue with the following steps:
Step 6. For n = 1, . . . , N m , compute the estimator z m,n := exp 2πi
jm,n+j ′ m,n 2Jm .
Step 7. 
These inclusions imply A m,n ∈ A m and the statements (a.ii)-(a.iii). To prove (a.i), assume that m ≥ m 3 , and that there exists
16) where C 1 is the finite number defined by (3.14) .
Since e iλn ∈ A m,n , e iθ 0 ∈ A m,n , and A m,n is a maximal (h m , J m )-arc, one can see that the subarc of Arc[λ n − γ, λ n + γ] connecting e iλn and e iθ 0 contains a point e iθ 1 such that |S 
where, if necessary, a multiple of 2π is added to θ 0,1 to ensure |θ i − λ n | ≤ π, i = 0, 1. On the other side,
Combining these inequalities with (4.17) and (4.18), we see that
The latter and (4.16) imply
By ( and that 
where the definition of θ max m was used to obtain the last inequality. Applying (4.21) once again, we see that
. ( 
This together with (4.8) and (4.22) implies (4.20) and completes the proofs of statement (4.10) and of the theorem.
Proof of Proposition 4.3
The following lemma can be obtained from (4.6) and elementary estimates. Now, the proof of Proposition 4.3 consists of three steps.
Step 1. Let us show that appears, e.g., in the analysis of chirp-type signals [19, 1] (after inversion of the time direction) or in the passing from idealized conservative models of various tomography techniques to models with attenuated waves [8] .
Signal processing intuition suggests that if the decaying deterministic signal (i.e., y(t) → 0 as t → ∞) is corrupted by a random noise ǫ t of 'constant strength', then 'the signal-to-noise ratio' goes to 0 as t → ∞ and it is difficult to expect that standard estimators for such a signal remain asymptotically consistent.
On the other side, an estimator as a function of {x(t)} m t=1 may cancel to some extend the influence of the random noise sequence {ǫ t } m t=1 . Theorem 4.2 shows that this cancellation can be strong enough to recover parameters of y(·) if the decay of y(·) is not very fast. Indeed, consider the model x(t) = N n=1 α n e −iλnt t ξ + ǫ t , where λ n and α n are as before, ǫ t are i.i.d. symmetric with finite variances, and ξ ∈ R + is the rate of power decay of the deterministic terms y(t) = N n=1 α n e −iλnt t ξ . Then the rescaled signal x(t) = t ξ x(t) is of form (1.1). If ξ < 1/2, the rescaled noise sequence ǫ t := t ξ ǫ t satisfies (N3), and so, Theorem 4.2 is applicable.
This observation and the sequence of assumptions (N1)-(N3) naturally lead to the following question.
Problem 1.
To what extend is it possible to relax the assumptions on the random variables ǫ t and the model for deterministic part y(·) of the signal such that the recovery of the parameters of y(·) by a certain asymptotically consistent procedure remains possible.
Another way to relax assumptions on the model for y(·) is to allow the number N of frequencies to be (countably) infinite. The assumption that N is finite may be non-reasonable for some of applications. For example, many of models of mechanical, acoustical, and electro-magnetic resonators lead to infinite number of eigen-frequencies [8, 16] . Generic excitation generates a signal containing all of them. While only some finite number of frequencies have large enough amplitudes to be interesting, the infinite sum of the rest still contribute to the signal. This contribution cannot be treated as independent random noise terms ǫ t . That is why it is reasonable to include signals with possibly infinite N into consideration, but to recover only frequencies with comparatively large amplitudes |α n |.
It is not difficult to see that the consistent localization statement ( lim m→∞ L m = supp µ a.s.) of Theorem 3.2 remains valid in the case when N = ∞ under the additional assumptions that ∞ n=1 |α n | < ∞ and every frequency z n is an isolated point of the set {z n } ∞ n=1 of all frequencies.
Probability estimates for accurate localization
The study of the precision of the above estimators requires knowledge of probability bounds on distribution tails of L ∞ (T)-norms of random trigonometric polynomials S In the sequel, we assume the truncated power summation matrix is defined by (4.11), and that H m , h m , J m , and h ′ m are chosen in accordance with (3.6)-(3.8) and (4.1). For θ 1,2 ∈ R, let us denote by dist T (e iθ 1 , e iθ 2 ) (by dist T (e iθ 1 , G)) the 'circular' distances between e iθ 1 and e iθ 2 (resp., e iθ 1 and the set G ⊂ T). More precisely,
iλn is the only point of supp µ in Arc(λ n −∆, λ n +∆) and that ∆ > 2π/J m . Then The estimates on the distribution tails of random polynomials rely on concentration inequalities and, up to our knowledge, are available only under the subgaussian or subexponential assumptions on ǫ t .
Let us consider the subgaussian case. Recall that a real random variable ξ is called subgaussian with the scaling factor b ≥ 0 if E(e tξ ) ≤ e b 2 t 2 /2 for all t ∈ R. whenever C > 2 √ 2r.
This lemma can be obtained by modification of the subgaussian arguments of Kahane [10, Section 6.2] (which are based on the Salem-Zygmund use of Bernstein inequalities [35] ).
From now on, suppose that the noise satisfies the following assumption: .
