Generalized q-Schur algebras and quantum Frobenius  by McGerty, Kevin
Advances in Mathematics 214 (2007) 116–131
www.elsevier.com/locate/aim
Generalized q-Schur algebras and quantum Frobenius
Kevin McGerty
Department of Mathematics, University of Chicago, USA
Received 12 April 2006; accepted 27 October 2006
Available online 6 February 2007
Communicated by Michael J. Hopkins
Abstract
The quantum Frobenius map and it splitting are shown to descend to maps between generalized q-Schur
algebras at a root of unity. We also define analogs of q-Schur algebras for any affine algebra, and prove the
corresponding results for them.
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1. Introduction
In their study of the quantum group U(sln), Beilinson, Lusztig and MacPherson defined a
family of finite-dimensional quotients known as q-Schur algebras (see also [3]). Subsequently
Lusztig defined similar families of finite-dimensional quotients for any quantum group of finite
type, which here, following [5], we call “generalized q-Schur algebras.” We show that, at a root of
unity, the quantum Frobenius map and a splitting of it (which extends the splitting map defined
by Lusztig) descend to a family of maps between generalized q-Schur algebras (Theorem 4.4
below). Note that in the general situation, the quantum Frobenius map is a homomorphism from
the quantum group at a root of unity to the integral enveloping algebra of a different quantum
group (the Langlands’ dual in the case where the order of the root of unity is divisible by 6
for example). For the original q-Schur algebras we also give a simple characterization of the
embedding in the geometric context of [2] (Lemma 5.2). Finally we define a family of algebras
which are affine analogs of generalized q-Schur algebras (essentially an algebraic version of
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algebras (Theorem 6.1).
One impetus for this work came from discovery by Fayers and Martin [8] of an explicit em-
bedding of the Schur algebra Sk(2, r) into the Schur algebra Sk(2,pr) when k is a field of
characteristic p. This paper grew out of a desire to find a quantum version of their embedding,
which turns out to be provided by the splitting map for the quantum Frobenius (see Section 5.3).
Our results show that the quantum Frobenius is compatible with certain families of based ideals
in the modified quantum group, suggesting that there are compatibilities between this map and
the canonical basis that have yet to be understood. We hope to return to this issue in future work
(also related to [19]).
2. Quantum groups and modified quantum groups
2.1. Cartan and root data
In this section we recall the definition of a quantum group and its associated modified form,
using Lusztig’s notion of a Cartan datum.
Definition 2.1. A Cartan datum [14, 1.1.1] is a pair (I, ·) consisting of a finite set I and a
Z-valued symmetric bilinear pairing on the free Abelian group Z[I ], such that
• i · i ∈ {2,4,6, . . .},
• 2 i·j
i·i ∈ {0,−1,−2, . . .}, for i = j .
We will write aij = 2 i·ji·i . Note that the matrix A = (aij ) is a symmetrizable generalized Cartan
matrix. A root datum [14, 2.2.1] of type (I, ·) is a pair Y,X of finitely-generated free Abelian
groups and a perfect pairing 〈 , 〉 :Y × X → Z, together with imbeddings I ⊂ X (i → αi ) and
I ⊂ Y (i → αˇi ) such that 〈αˇi , αj 〉 = 2 i·ji·i . Given a Cartan datum, one attach to it a Coxeter
system (W,S) where S = {si : i ∈ I } is the set of simple reflections satisfying braid relations of
length h(i, j) and cos2 π
h(i,j)
= i·j
i·i
j ·i
j ·j . The group W (the Weyl group) acts on X via si :X → X
where si(λ) = λ− 〈αˇi , λ〉αi .
When there is no danger of ambiguity we shall, by abuse of notation, write (X,Y ) for a root
datum.
2.2. Quantum groups
Given a root datum, we define an associated quantum group U. Let v be an indeterminate, and
for each i ∈ I set vi = v(i·i)/2. We set
[n]i =
(
vni − v−ni
)/(
vi − v−1i
) ∈ Z[v, v−1],
and then define
[n]i ! = [n]i[n− 1]i · · · [1]i;
[
n
k
]
= [n]i ![k] ![n− k] !i i i
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k
]
i
∈ Z[v, v−1]). Let U be the Q(v)-algebra generated by symbols Ei,Fi,Kμ,
i ∈ I , μ ∈ Y , subject to the following relations.
(1) K0 = 1, Kμ1Kμ2 = Kμ1+μ2 for μ1,μ2 ∈ Y ;
(2) KμEiK−1μ = v〈μ,αi 〉Ei , KμFiK−1μ = v−〈μ,αi 〉Fi for all i ∈ I , μ ∈ Y ;
(3) EiFj − FjEi = δi,j Ki−K
−1
i
vi−v−1i
;
(4) ∑r+s=1−aij (−1)rE(r)i EjE(s)i = 0 for i = j ;
(5) ∑r+s=1−aij (−1)rF (r)i FjF (s)i = 0 for i = j ;
where E(r)i denotes the q-divided power
Eri[r]i ! , and Ki = K 12 (i·i)αˇi .
2.3. Modified quantum groups
For our construction it is better to work with a variant of U introduced by Lusztig, which we
now describe (following [11]). Let ModX denote the category of left U-modules endowed with
a weight decomposition: the objects of ModX are U-modules V such that
V =
⊕
λ∈X
Vλ,
where
Vλ =
{
v ∈ V : Kμv = v〈μ,λ〉v, ∀μ ∈ Y
}
.
Let R be the endomorphism ring of the forgetful functor to the category of vector spaces. By
definition, an element of a of R associates to each object V of ModX a linear map aV , such that
aW ◦f = f ◦aV for any morphism f :V → W . Any element of U clearly determines an element
of R. For each λ ∈ X, let 1λ ∈ R be the projection to the λ weight space.
Definition 2.2. Let U˙ be the subring (in fact, clearly, Q(v)-subalgebra)
U˙ =
⊕
λ∈X
U1λ.
Note that U˙ does not have a multiplicative identity, but instead a collection of orthogonal idem-
potents. It is clear that the category ModX is equivalent to a category of modules for U˙, the
category of unital modules.
Let U± be the (isomorphic) subalgebras of U generated by {Ei : i ∈ I } and {Fi : i ∈ I } respec-
tively. It is known that if f is the associative Q(v)-algebra generated by {θi, i ∈ I } subject only
to the analog of relation (4) for U:∑
r+s=1−aij
(−1)rθ(r)i θj θ(s)i = 0 for i = j,
then the natural maps f → U± are isomorphisms. For x ∈ f, let x± denote the image of x in U±.
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Since we are interested in the algebra U˙ at a root of unity, we need to specify an integral
form of the algebra explicitly. There are two distinct integral forms for a quantum group—with
or without divided powers. In what follows we will only need the modified quantum group in its
integral form with divided powers. Let A denote the ring Z[v, v−1] of Laurent polynomials in v.
By [14, 23.2] the A-subalgebra U˙A of U˙ generated by E(n)i 1λ,F (n)i 1λ (i ∈ I, n 0, λ ∈ X) is
an integral form (i.e. the canonical map Q(v)⊗A U˙A→ U˙ is an isomorphism). Both the algebra
U˙A and the corresponding integral form fA of f have canonical bases B˙ and B (see [14, 25.2]
and [14, 14.4] respectively).
Let  be any positive integer. Following [14, 35.1.3], for  even we set l = 2, while if 
is odd we set l =  or 2. We set A to be the quotient ring A/(Φl(v)) where Φl is the lth
cyclotomic polynomial, and then let U˙ be the corresponding specialization A ⊗A U˙A of the
modified form U˙. More generally for any A-algebra R we will write RU˙ for the corresponding
specialization of U˙A, and Rf for the specialization of fA.
In order for us to define the embeddings we must also introduce the notion of an -modified
root datum [14, 2.2.4]:
Definition 2.3. Given a Cartan datum (I, ·) and an integer  we define a new Cartan datum (I,◦)
given by
i ◦ j = li lj (i · j),
where li is the smallest positive integer such that li (i · i/2) ∈ Z. It is easy to check that (I,◦)
is indeed a Cartan datum. Given a root datum (X,Y ) we can also define a new root datum by
setting X∗ = {λ ∈ X: 〈αˇi , λ〉 ∈ liZ} and Y ∗ = Hom(X∗,Z), with the obvious pairing between
X∗ and Y ∗. The simple roots of the (X∗, Y ∗) are α∗i = liαi and the simple coroots are αˇ∗i , where
αˇ∗i (λ) = l−1i 〈αˇi , λ〉. Note that there is thus a natural inclusion X∗ → X and hence a restriction
map Y → Y ∗.
In the case where the root datum is of finite type (i.e. the matrix A is positive definite), the
integers i · i/2 lie in {1,2,3} and so for  divisible by 6, the root system (Y ∗,X∗) is essentially
that attached to the dual group. If U˙ is the modified quantum group attached to a root datum
(X,Y ) we denote
v∗i = v(i◦i)/2 = vl
2
i
i ,
and the modified quantum group attached to the root datum (X∗, Y ∗) by U˙∗. For clarity we will
also denote the generators of U˙∗ by e(n)i 1λ, f
(n)
i 1λ. Since
(
v∗i
)2 = (vl2ii )2 = 1
in A, the algebra U˙∗ is close to the classical enveloping algebra. In [14, 33.2] this is called the
quasiclassical case. It is shown there [14, Proposition 33.2.3] that a quasiclassical specialization
of a quantum group satisfying mild hypotheses (satisfied for example by any finite type quan-
tum group) is in fact isomorphic to the classical form U˙1, i.e. where v → 1, thus the quantum
Frobenius can be regarded as a map from U˙ to A ⊗Z U˙∗.1
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3.1. The quantum Frobenius
We wish to construct embeddings of generalized q-Schur algebras, which are quotients of
the modified quantum group. In this section we construct, as a first step, an embedding of the
algebra U˙∗ into U˙. For this we rely on the work of Lusztig on the quantum Frobenius homomor-
phism. Recall from [14, Chapter 35] that there are two A-homomorphisms Fr : fA → f∗A and
Fr′ : f∗A → fA which are given on generators by Fr′(θ
(n)
i ) = θ(nli )i , and Fr(θ(n)i ) = θ(n/li )i when
li divides n and zero otherwise. Lusztig also shows that Fr “extends” to a map Fr : U˙ → U˙∗
where Fr(E(n)i 1λ) = e(n/li )i 1λ, if li divides n and λ ∈ X∗, and to zero otherwise, and similarly
Fr(F (n)i 1λ) = f (n/li )i 1λ, if li divides n and λ ∈ X∗, and to zero otherwise. Note that Fr is obvi-
ously surjective. The observation of this section (which appears to be new) is that the map Fr′
also has an “extension” to U˙∗ .
Remark 3.1. The map Fr is a q-analogue of the Frobenius morphism on enveloping algebras in
positive characteristic, while the map Fr′ should be thought of as a q-analogue of the canonical
“Frobenius splitting” map for Schubert varieties [12].
The following two lemmas are discussed in [14] and similar calculations appear in [13].
Lemma 3.2. Let φ :A→ R be an algebra over A such that φ(v2l ) = 1, but φ(v2t ) = 1 for all
t < . Then in R we have:
(1) [m
k
]= 0 when m is a multiple of  and k is not divisible by .
(2) Suppose that for m k we have m = m1 + s and k = k1 + t where 0 s, t < . Then we
have [
m
k
]
= v(k1s−m1t)+(m1+1)k12
(
m1
k1
)[
s
t
]
.
Proof. See Lemma 34.1.2, parts (a) and (c) in [14]. 
Lemma 3.3. For any R-algebra φ :R → A, the algebra RU˙ has the following presentation
(where we implicitly use the isomorphisms Rf ∼= RU±). Let ζ ∈ X, then RU˙ is generated by
elements u+1ζ u− and u−1ζ u+ for u± ∈R U± such that:
• E(a)i 1ζ F (b)j = F (b)j 1ζ+aαi+bαj E(a)i for i = j ;
• E(a)i 1−ζ F (b)i =
∑
t0 φ
([
a+b−〈αˇi ,ζ 〉
t
]
i
)
F
(b−t)
i 1−ζ+(a+b−t)αiE
(a−t)
i ;
• F (a)i 1ζE(b)i =
∑
t0 φ
([
a+b−〈αˇi ,ζ 〉
t
]
i
)
E
(a−t)
i 1ζ−(a+b−t)αi F
(b−t)
i ;
• Ei1ζ = 1ζ+αiEi , Fi1ζ = 1ζ−αiFi ;
• (u+1ζ )(1ζ ′u−) = δζ,ζ ′u+1ζ u− and (u−1ζ )(1ζ ′u+) = δζ,ζ ′u−1ζ u+;
• RU˙ is a left module for RU+ and RU−.
Proof. This is shown, in slightly different notation, in [14, 31.1.3]. 
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It is now a simple consequence of the existence of the homomorphism Fr′ and the previous
lemmas that we have the following map, which we name the contracting homomorphism after
the construction of Littelmann [13].
Proposition 3.4. Let φ :A→ R be a homomorphism which factors through the natural map
A→ A for some positive integer . Then (in the notation of Section 2) there is an injective
homomorphism c :RU˙∗ → RU˙ given on generators by e(n)i 1λ → E(nli )i 1λ and f (n)i 1λ → F (nli )i 1λ
where λ ∈ X∗ ⊂ X.
Proof. It suffices to prove the result for the ring R = A. By Lemma 3.3 and the existence of
the map Fr′ we must only check that the appropriate relations are satisfied. But then Lemma 3.2
establishes the result. The fact that the map c is an injection follows from the fact that it is a right
inverse to Lusztig’s quantum Frobenius map Fr :RU˙ → RU˙∗. 
Remark 3.5. The reader will presumably notice that, apart from the statement of the proposition,
very little in this section is new. The author imagines that the proposition was known to both
Lusztig and Littelmann. Indeed the existence of the splitting map c along with the equivalence
of categories between unital U˙ modules and weight modules for U gives an alternative proof
of Theorem 1 of [13] (though of course the technical ingredients are essentially the same). The
inclusion X∗ ⊂ X “explains” why one gets a contracting action of RU∗ only on a subspace of a
RU˙-module.
4. Generalized q-Schur algebras
4.1. Saturated sets and U˙P
We assume in this section that our root datum (X,Y ) is of finite type (i.e. the Cartan matrix
(aij ) is positive definite). With this assumption, we may talk about the set of dominant weights
X+ = {λ ∈ X: 〈αˇi , λ〉  0}. We will show that the map c is descends to a map on generalized
q-Schur algebras. We first need to recall the definition of a generalized q-Schur algebra, follow-
ing Lusztig [14, Chapter 29].
For λ ∈ X+ we define the Weyl module of highest weight λ to be:
Λλ = U˙1λ
/(∑
i
U˙Ei1λ +
∑
i
U˙F (〈αˇiλ〉+1)i 1λ
)
.
It is shown in [14] that the nonzero images of the elements {b−1λ: b ∈ B} form a canonical
basis B(λ) of Λλ. (By abuse of notation, B(λ) is thought of both as a basis of Λλ and as a
subset of B.) Taking the A-span of B(λ) inside Λλ we get a natural integral form AΛλ, and so a
specialization for anyA-algebra R which we denote RΛλ. Over the field Q(v) the Weyl modules
are irreducible, and the category of finite-dimensional representations of U˙ (more precisely, the
category of finite-dimensional representations of type 1) is semisimple.
Recall that X has a partial order  such that λ  μ if μ − λ =∑i niαi where the ni are
nonnegative integers. Using the Weyl modules, Lusztig introduced a decreasing (with respect
to ) X+-filtration (U˙[ λ])λ∈X+ on U˙ which can be characterized as follows: Let u ∈ U˙, then
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29.1.2] for more details). Lusztig also shows that each ideal in the filtration is spanned by a subset
B˙[ λ] of the canonical basis B˙. Similarly the ideals
U˙[> λ] =
∑
μ>λ
U˙[ μ]
are based ideals. We set B˙[λ] = B˙[ λ]− B˙[> λ]. It is easy to see that if φλ : U˙[ λ] → End(Λλ)
then U˙[> λ] is the kernel of φλ, and so U˙[ λ]/U˙[> λ] is finite-dimensional, i.e. B˙[λ] is a finite
set.
Definition 4.1. A subset P ⊂ X+ is said to be saturated if X+\P is finite and if for all λ ∈ X
such that there is a μ ∈ P with μ  λ we have λ ∈ P . Given a saturated set P ⊂ X+ let U˙[P ]
be the sum of the ideals U˙[ λ] where λ ∈ P , and set U˙P = U˙/U˙[P ]. The Q(v)-algebra U˙P is
called a generalized q-Schur algebra.
The algebras U˙P are named “generalized q-Schur algebras” in [5].1 In that paper it is shown
that they are quantizations of the generalized Schur algebras of Donkin [4]. It follows from the
above that U˙P is a finite-dimensional algebra, and moreover that it is a based ring in the sense
of [15]. (It is also what is sometimes referred to as cellular but this will not be important for us.)
Since the set ΩP of weights λ such that 1λ /∈ U˙[P ] is finite, the algebra U˙P , unlike U˙, has a mul-
tiplicative identity given by
∑
λ∈ΩP 1λ. Similarly it is not hard to see that U˙P is also a quotient of
the quantum group U—there is a natural map where the element Kμ is sent to
∑
λ∈ΩP v
〈μ,λ〉1λ,
and a simple Vandermonde determinant argument shows that this map is surjective (see, for ex-
ample, [15, Lemma 4.3] for a closely related statement).
Let AU˙P be the corresponding quotient AU˙/(U˙[P ] ∩ AU˙) of the integral form AU˙. The
algebra AU˙P is an integral form of U˙P , i.e. the map Q(v) ⊗ AU˙P → U˙P is an isomorphism,
since the ideal U˙[P ] is based.
4.2. Fr, c, and the algebras U˙P
We now wish to understand how the maps Fr and c interact with the filtration (U˙[ λ])λ∈X+ .
The key is to show that the ideals U˙[P ] have a very simple generating set. For a saturated set
P ⊆ X+, let IP be the (two-sided) ideal generated by the elements {1ν : ν ∈ P }. The next result
is a version of the main theorem in [5], which in turn is motivated by the “refined Peter–Weyl
theorem” of Lusztig.
Proposition 4.2. The ideals IP and U˙[P ] of U˙ coincide.
Proof. Let Iλ = IP where P is the saturation of λ, that is, P = {μ ∈ X+: λ  μ}. It is clearly
sufficient to show that U˙[ λ] = Iλ, and moreover, it is easy to see that Iλ ⊆ U˙[ λ]. It is shown
in [15, Proposition 4.4] that for any element b of B˙[λ] there are b1, b2 ∈ B(λ) (where here we
think of B(λ) as a subset of B) such that
b−1 1λσ (b2)
+ ≡ b mod U˙[> λ].
1 This terminology was also used earlier by Lusztig in personal communication with the author.
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follows that Iλ+ U˙[> λ] = U˙[ λ]. Now U˙[> λ] =∑μ>λ U˙[ μ], and so since we have Iμ ⊆ Iλ
and U˙[ μ] ⊆ U˙[ λ] for any μ with μ λ, we see that in fact for any μ> λ we have
Iλ + U˙[ μ] = U˙[ λ]. (4.1)
Now suppose that u ∈ U˙[ λ]. Since U˙[ λ] is a based ideal, may write it as a linear combination
u = c1b1 + c2b2 + · · · + ckbk for bi ∈ B˙[ λ], ci ∈ Q(v). The filtration (U˙[ μ])μ∈X+ has
intersection the zero ideal, so there exists a μ ∈ X+ such that bi /∈ U˙[ μ] for all i,1  i  k.
The set B˙[ λ] − B˙[ μ] spans a vector space complement V [λ,μ] to U˙[ μ] in U˙[ λ], so
that U˙[ λ] = V [λ,μ] ⊕ U˙[ μ]. By Eq. (4.1) we may write u = v + w where v ∈ Iλ and
w ∈ U˙[ μ], and moreover, clearly we can assume that v ∈ V [λ,μ]. But since u ∈ V [λ,μ] by
our choice of μ, it follows immediately that w = 0, that is, u = v ∈ Iλ as required. 
Remark 4.3. Of course, Proposition 4.4 of [15] is much finer than we actually need. The results
of [15] on the cell structure of the algebra U˙ also motivated the statement of the proposition—the
theory of cells for U˙ matches precisely with that of the Weyl modules, so the elements 1λ for λ ∈
X+ are in bijection with the two-sided cells, and given the elementary nature of the asymptotic
algebra of each cell (a matrix algebra over Z) the fact that the elements {1μ ∈ X+: λ  μ}
generate U˙[ λ] is perhaps not surprising. Note also that, although it is not necessary for the
above proof, in fact b±1λ ∈ B˙ for all b ∈ B.
Essentially the same result is contained, in slightly different notation, in [5, Theorem 4.2],
where it is established using the theory of finite-dimensional algebras. The proof here has the
advantage of generalizing to the affine case, as we will show in Section 6.
Now let R be any A-algebra, and define RU˙P to be the algebra R ⊗AU˙P . It follows from the
previous lemma that these specializations have presentations analogous to Lemma 3.3. For P a
saturated set in X+, set P ∗ = X∗ ∩P . As in the previous section, we will be concerned with the
case where the map A→ R factors through A. In order to show that the map c of Section 3
descends to an embedding of generalized q-Schur algebras, we need only work over the ringA.
Theorem 4.4. Suppose that R is an A-algebra. The homomorphism c induces an embedding
cP :RU˙∗P ∗ → RU˙P . Moreover, the quantum Frobenius map Fr also induces a map FrP :RU˙P →
RU˙∗P ∗ .
Proof. As discussed above we may assume that R = A. First note that from the definition of
IP and I ∗P ∗ it is clear that c(I ∗P ∗) ⊆ IP , hence c induces a map cP :RU˙∗P ∗ → RU˙P . Similarly,
if Fr : U˙ → U˙∗ is the quantum Frobenius map, it follows immediately from the action of Fr on
generators that Fr(IP ) = I ∗P ∗ . It then also follows that cP is an embedding: suppose that u ∈ U˙∗
is such that c(u) ∈ IP , then we have u = Fr(c(u)) ∈ I ∗P ∗ as required. 
Remark 4.5. Each of the algebras U˙P is filtered by the images of the ideals U˙[ λ]. The above
proposition also immediately implies that the maps cP and FrP are compatible with this filtration.
Remark 4.6. Since the ideals U˙[P ] are based, the results of this section suggest that there are
compatibilities between the quantum Frobenius map and the canonical basis. The construction
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further compatibilities. I hope to return to this in a future paper.
5. q-Schur algebras
5.1. Geometric construction
In this section, we relate our construction to [2] and show that we recover as a special case
a construction of [8]. Thus we let V be an r-dimensional vector space over a field k, and n
a positive integer. Let Fn denote the space of n-step partial flags in V , that is
Fn = {(0 = F0 ⊆ F1 ⊆ · · · ⊆ Fn = V ): Fi a subspace of V }.
Then the group GL(V ) acts transitively on the components Fn, where the components are in-
dexed by the set Cn,r = {(a1, a2, . . . , an) ∈ Nn: ∑ni=1 ai = r}. The group GL(V ) also acts with
finitely many orbits on Fn × Fn. Here the orbits are indexed by the set Θr of n × n matrices
(aij ) with nonnegative integer entries such that
∑
i,j aij = r . If (F,F ′) ∈Fn ×Fn then the orbit
it lies in is indexed by the matrix (aij ) where
aij = dim
(
Fi ∩ F ′j
(Fi−1 ∩ F ′j )+ (Fi ∩ F ′j−1)
)
.
Now suppose that k = Fq , a finite field with q elements. Let Sk(n, r) denote the set of
Z-valued GL(V )-invariant functions on Fn × Fn. Then Sk(n, r) is an algebra under convo-
lution, and if we let 1A denote the indicator function for the GL(V ) orbit indexed by A then
{1A: A ∈ Θr} is a Z-basis of Sk(n, r). The structure constants of Sk(n, r) with respect to this
basis are polynomial in q , hence we may define the q-Schur algebra Sq(n, r) to be the Z[q]-
algebra such that Sk(n, r) is the specialization of Sq(n, r) at q = |k| for any finite field k.
To connect this construction to the previous sections, we must extend scalars from Z[q] to
Z[v, v−1] by setting q = v2. We will denote this extended algebra by Sv(n, r). Let (X,Y ) be
the root datum of type SLn, so that X = Zn/Z(1,1, . . . ,1) and Y = {(ai) ∈ ZN : ∑ni=1 ai = 0},
and for each i ∈ {1,2, . . . , n − 1} we have αi = (0,0, . . . ,1,−1, . . .0) + Z(1,1, . . . ,1) and
αˇi = (0,0, . . . ,1,−1, . . .0). Let U˙ the corresponding modified quantum group. Then the fol-
lowing is well known:
Lemma 5.1. The algebra Sv(n, r) is isomorphic to AU˙P where P = {λ ∈ X+: λ  r1}, and
1 is the first fundamental weight (the highest weight of the vector representation).
Proof. The proof that there is a homomorphism (given explicitly on the generators) ψr : U˙ →
Sq(n, r) is implicit in [2]. A (simpler) proof that ψr is a homomorphism in the affine case, which
also applies in the finite type case is given in [16, 7.7]. The fact that the homomorphism is a
surjection follows immediately from [2, Proposition 3.9]. Showing that the kernel of ψr is IP ,
where P is as in the statement of the lemma, is essentially the q-analogue of Schur–Weyl duality
(first established by Jimbo), an account of which is given in [10]. 
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Let SZ(n, r) denotes the algebra Sv(n, r) specialized at q = 1 (it is the integral form of the
classical Schur algebra) and let S(n, r) denote the specialization A ⊗A Sv(n, r). Thus the
previous section shows that the contracting homomorphism c yields a family of embeddings
cr :SZ(n, r) → S(n, r), with right inverses Fr . We wish to characterize the maps Fr and cr in
the context of [2].
The partial ordering on orbits given by closure induces a partial ordering on the elements of
Θr which we will denote by . Let 〈A〉 denote the element of Sv(n, r) which specializes to
1A ∈ Sk(n, r) for any finite field k. Note that the element 1λ is sent to 〈D〉 where D = (diδij )
and
λ = (d1, d2, . . . , dn) mod (1,1, . . . ,1)
if such (di) exist, and to zero otherwise. Set [A] = v−dA〈A〉 where
dA =
∑
ik, j<l
aij akl .
First we have the following corollary of Theorem 4.4 and the results of [2].
Lemma 5.2. Let cr :SZ(n, r) → S(n, r) be the embedding and let A = (aij ) ∈ Θr ; let A
denote the matrix (aij ). We have
cr
([A])= [A] + ∑
B∈Θr
cB,A[B],
where B ≺ A and cB,A ∈A. Moreover, the map cr is characterized by this property.
Proof. Proposition 3.9 in [2] shows that Sq(n, r) is generated by basis elements [A] which are
the nonzero images of {E(r)i 1λ,F (r)i 1λ: i ∈ I, r  0, λ ∈ X} under the quotient map ψr : U˙ →
Sq(n, r) (that is, the proposition shows that this map is indeed a surjection). A restatement of the
proposition is that for any matrix of A ∈ Θr there is a monomial of the form
E
(s1)
i1
E
(s2)
i2
. . .E
(sk)
ik
F
(t1)
j1
F
(t2)
j2
. . . F
(tp)
kp
1λ
(s1, s2, . . . , sk, t1, t2, . . . , tp ∈ N, i1, i2, . . . , ik, j1, j2, . . . , jp ∈ I , λ ∈ X∗), whose image under ψ
is of the form
[A] +
∑
B≺A
aB [B].
The proof of the proposition immediately implies that the image of the monomial
E
(s1)E
(s2) . . .E
(sk)F
(t1)F
(t2) . . . F
(tp)1λ,i1 i2 ik j1 j2 kp
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follows by induction on the partial order ≺. The fact that the map cr is characterized by this
property follows from the fact that the elements [A] which are the images of the elements
{E(r)i 1λ,F (r)i 1λ: i ∈ I, r ∈ N, λ ∈ X} correspond to closed orbits, and so are minimal in the
partial ordering . 
Interestingly, while we can only characterize cr in this context, it is possible to describe the
map Fr completely:
Lemma 5.3. The map Fr is given by
Fr
([A])= { [B], if ∃B ∈ Θr such that A = B,
0, otherwise.
Proof. We do not have a proof of this using the techniques of this paper, however [19] gives a
simple geometric proof. 
5.3. The case n = 2
The paper [8, Theorem 4.2] constructs an embedding Sp(2, r) → Sp(2,pr) where Sp(n, r)
denotes the algebra SZ(n, r) base-changed to a field of characteristic p. Since any such field is an
Ap-algebra in a natural way, we obtain such an embedding from cr by base change. In [8] their
map is computed explicitly on the basis corresponding to {[A]: A ∈ Θr} (by abuse of notation,
we use [A] to denote the images of the basis elements [A] ∈ Sq(n, r) under the specialization
map). Indeed they show that the map defined by
[
a b
c d
]
→
⎧⎨
⎩
[pa pb
pc pd
]
, if b or c = 0,∑p−1
=0
[pa+ pb−
pc− pd+
]
, otherwise,
is an algebra homomorphism from Sp(2, r) → Sp(2,pr).
Corollary 5.4. When n = 2, the embedding of Fayers and Martin is the specialization of the
map cr .
Proof. This is immediate from the characterization of the map cr in Lemma 5.2, and the defini-
tion of the Fayers–Martin map given above, once one observes that in the case n = 2, the partial
order  is given by [A] [B] exactly when r(A) = r(B), c(A) = c(B), and a11  b11. 
Remark 5.5. It follows from the corollary that, after specialization, the map cr is given explicitly
by the formulas of Fayers and Martin. Thus in this case we have a refinement of Lemma 5.2,
showing that the specializations of the constants cB,A satisfy certain congruences. I do not know
how to generalize this to give an explicit description of cr . (For n = 2 it is natural to conjecture
that the constants cB,A are either 0 or a power of v, but I do have a proof of this.)
Remark 5.6. After the first version of this paper was written the author discovered the preprint
version of [7] which establishes the existence of a q-analog of the map in [8] for Sq(2, r). The
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of that paper follow from Theorem 4.4 and Lemma 5.2 above in a similar fashion to Corollary 5.4.
Indeed one must only observe that if [A][B] is a “codeterminant” in the language of [7], then A
and B are minimal in the partial ordering .
6. An affine analog
6.1. BLN-algebras
In this section we wish to discuss a generalization of the map cP to the affine case. The first
issue here is that one needs a notion of “affine q-Schur algebra.” No formal definition of such an
algebra (outside of type A) has been given, but there are a number of candidates. A complexity
which already presents itself in type A is that there are at least two competing definitions, each
of which first arose in the work of Ginzburg and Vasserot [9], and Lusztig [16]. By a natural
generalization of the construction of Sq(n, r) given in the last section, they define an algebra
AD,n,n which receives a homomorphism from the quantum group U(ŝln). However this map
is no longer surjective, and so it is reasonable to consider its image UD,n,n as an alternative
candidate for the affine q-Schur algebra. A similar issue arises in the work of Nakajima [21],
where he studies convolution algebras of equivariant K-homology on quiver varieties. These
algebras again receive a homomorphism from the quantum loop algebra which is not surjective.
Hence in this context we are also presented with two reasonable definitions: either the geometric
convolution algebras themselves, or the image of the homomorphism from the quantum loop
algebra.
We propose an alternative definition, which is essentially equivalent to choosing “smaller” of
the two options: the images of the quantum loop algebra (we discuss the relation to the algebras
of Lusztig–Ginzburg–Vasserot and Nakajima more precisely in 6.2 and 6.3 below). Rather than
attempting to justify this choice, we rather wish to emphasize that most of the known results for
these algebras suggest that the behaviors of the two families of algebras differ less than one might
first expect. Nakajima’s result [21] that despite the nonsurjectivity one can still classify the simple
finite-dimensional representations of quantum loop algebras via the simple representations of the
convolution algebras, and the result of [18] that the cell structures of the two algebras which
arise in the work of Lusztig [16,17] and Ginzburg–Vasserot [9] are essentially identical are both
examples of this phenomenon.
Our definition is the obvious generalization of Lusztig’s algebras U˙/U˙[P ] in the context of the
work of Beck and Nakajima [1] on cells in affine quantum groups at level zero. To say this more
precisely, we need to introduce the root datum for an affine quantum group. Thus we suppose
the symmetric matrix (aij ) attached to the Cartan datum is of affine type (see [14, 2.1.3]), and
that i · i = 2 for all i ∈ I . We further assume that the homomorphism Z[I ] → Y given by i → αˇi
is surjective with one-dimensional kernel, while the map Z[I ] → X given by i → αi has finite
index and one-dimensional kernel. This is the degenerate affine root datum, corresponding to the
affine quantum group at level zero. Fix i0 ∈ I such that I0 = {i ∈ I : i = i0} is a basis of Z[Y ].
The root datum (X,Y, I − {i0}) is then the associated finite-type root datum. We therefore have
a set of dominant weights X+ for the finite-type algebra, that is,
X+ = {λ ∈ X: 〈i, λ〉 ∈ Z0 ∀i ∈ I − {i0}}.
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quotient. We write U˙ for the associated modified quantum group.
For each dominant weight λ ∈ X+ there is a module V (λ) known as an extremal weight
module, see for example [11] for their construction (where they are denoted V (λ)max). Following
[1], define natural filtration (U˙[ λ])λ∈X+ on the modified affine quantum group at level zero,
indexed by λ ∈ X+: we say u ∈ U is U[ λ] if u acts by zero on every V (λ′) such that λ′  λ
(here  is the usual dominance ordering on X with respect to the finite-type root datum). Define
U[> λ] similarly. Then we have the following theorem:
Theorem 6.1. [1] The ideals U[ λ] are based. Moreover the subsets
B[λ] = {b ∈ B˙: b ∈ U[ λ], b /∈ U[ λ′], ∀λ′ > λ}
are precisely the two-sided cells of U˙.
Note that it follows immediately from the definitions that 1λ ∈ B˙[λ]. We can thus make the
following definition in direct analogy with Definition 4.1:
Definition 6.2. Given a saturated set in X+ let U˙[P ] = ∑λ∈P U˙[ λ] and let U˙P to be the
quotient U˙/U˙P . We call this Q(v)-algebra the BLN-algebra attached to the set P ⊂ X+.
Remark 6.3. The term “BLN-algebra” (for Beck, Lusztig and Nakajima) is intended to avoid the
rather cumbersome term “generalized affine q-Schur algebra.”
The results of Section 3 apply in the context of this section, so that there is an embedding
c :RU˙∗ → RU˙, and a Frobenius Fr :RU˙ → RU˙∗ when R is an A-algebra such that the homomor-
phism A→ R factors through A. Since the ideals IP are based (by [1]), they have a natural
integral form, and so it makes sense to specialize them to obtain algebras RU˙P . In particular
we have algebras RU˙∗P and RU˙P . We wish to show that the results of Section 4 have an affine
analogue.
Proposition 6.4. Let P be a saturated set in X+ and let IP be the ideal of U˙ generated by
{1μ: μ ∈ P }. Then IP = U˙[P ].
Proof. As in Proposition 4.2, it is enough to show that U˙[ λ] = Iλ where Iλ = IP with P =
{μ: μ  λ}. This can be proved as in that case also once we have the results of [1] at hand, so
we only record here the adjustments that need to be made to the previous argument. Beck and
Nakajima show (Proposition 6.27) that if b ∈ U˙[λ], then there are elements b1, b2 of B˙ such that
b = b11λb2 mod U˙[> λ]
where  is an antiautomorphism which preserves the filtration (U˙[ λ])λ∈X+ . It follows imme-
diately that the ideal U˙[ λ] can be written as Iλ + U˙[> λ]. Just as in the finite-type case, we
deduce that for any μ> λ we have Iλ + U˙[ μ] = U˙[ λ]. The rest of the proof proceeds exactly
as in Proposition 4.2, once it is observed that the filtration (U˙[ μ])μ∈X+ has intersection the
zero ideal (this follows, for example, from the “Peter–Weyl-type decomposition” of the crystal
structure of B˙ given in [1, 4.3]). 
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algebra. Similarly, Proposition 6.4 gives a presentation of BLN-algebras. We may now conclude
as before that the quantum Frobenius and the contraction map descend to BLN-algebras. We use
the notation of Section 4.2.
Corollary 6.5. Let R be an A-algebra. The maps c and Fr are compatible with the ideals IP ∗
and IP , in other words, they descend to maps
cP :RU˙
∗
P ∗ → RU˙P , FrP :RU˙P → RU˙∗P ∗ ,
for any saturated set P ⊂ X+. Moreover, cP is an embedding and FrP is surjective.
Proof. This proceeds exactly as in the finite-type case. 
We end this section by relating the BLN-algebras more precisely to the various convolution
algebras considered by Lusztig and Nakajima mentioned at the start of this section.
6.2. Relation to convolution algebras
We show first that in type A our algebras UP are generalizations of the algebras UD,n,n studied
in [16]. Recall the results of that paper (see also [9,24]): the geometry of n-step periodic lattices
in k[ε, ε−1]⊕D is used to construct a convolution algebra AD,n,n with a canonical basis, which
receives a homomorphism ψD : U˙ → AD,n,n, from the modified form of the level zero affine
quantum group U˙ of type A. Moreover, it is shown that the canonical basis of AD,n,n has a
natural subset (consisting of aperiodic elements) which spans the image of the quantum group
UD,n,n = ψD(U˙). It was conjectured in that paper, and subsequently shown by Schiffmann and
Vasserot [24], that the map ψD is compatible with the canonical basis of U˙, so that if b ∈ B˙ then
ψD(b) is either zero or an aperiodic basis element of AD,n,n.
Lemma 6.6. The algebras UD,n,n are precisely the BLN-algebras U˙P where
P = {μ: μ  D1}.
Proof. From the compatibility of the map ψD with the canonical basis, it follows that ker(ψD) is
a union of two-sided cells. From the definition of the map ψD (see [16, 7.7]) it is immediate that
for λ ∈ X+ we have 1λ ∈ ker(ψD) if and only if λ  D1. Now using either [18] or Theorem 6.1
we know that the two-sided cells are in bijection with X+, where a two-sided cell c is attached
to λ precisely when 1λ ∈ c. The lemma follows immediately. 
Remark 6.7. When D < n the presentation of UD,n,n given by Proposition 6.4 has been obtained
independently in [6, Theorem 2.6.1] (by completely different means). In that paper they work
with the algebra AD,n,n, but when D < n the algebras AD,n,n and UD,n,n coincide (indeed it is
easy to check that when D < n all the canonical basis elements of AD,n,n must be aperiodic).
Corollary 6.5 can also be interpreted in the context of the construction of [16]. Because the
quotient of the quantum group is a proper subalgebra of the “affine q-Schur algebra” AD,n,n of
that paper, it is not immediately clear that the maps c and Fr are defined on all of AD,n,n. Using
the techniques of [19], it should be possible to show that at least the map Fr extends.
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Assume now that the root datum (X,Y, I −{i0}) is of (finite) type ADE. We describe the con-
nection between our BLN-algebras and the geometry of quiver varieties. We mostly follow the
notation of [22] (see [21] for more details). For each λ,μ ∈ X+ with μ λ there are quiver vari-
eties M(μ,λ) and M0(μ,λ), where the first is a smooth symplectic variety, and the second is an
affine variety. There is a proper birational morphism π :M(μ,λ) → M0(μ,λ). Moreover there
is a stratification of M0(μ,λ) =⊔μνλ Mreg0 (ν, λ) such that the M0(μ,λ) form an inductive
system which stabilizes at μ = 0 (in particular Mreg0 (μ,λ) is a smooth open dense subvariety of
M0(μ,λ)).
Let M0(λ) denote the limit of this system, and let M(λ) denote the disjoint union⊔
μλ M(μ,λ). The variety Z(λ) is defined to be the fiber product M(λ) ×M0(λ) M(λ). If
λ = ∑i∈I0 wii where i are the fundamental weights, and we let Gλ =∏i∈I0 GLwi (C), then
there is a natural action of C∗ × Gλ-action on M(λ,μ) and M0(λ,μ) which is compatible
with the map π . Finally, there is a distinguished point (denoted 0) in M0(μ,λ) onto which the
C∗-action contracts M0(μ,λ) and the fiber L(μ,λ) of π over 0 is a Lagrangian subvariety of
M(μ,λ).
In [22, Section 4] Nakajima notes that one can rephrase the construction of [21] to give a map
Φλ :AU˙ → KC∗×Gλ
(
Z(λ)
)/
torsion.
If L(λ) denotes the disjoint union of the varieties L(λ,μ), then the convolution product makes
KC
∗×Gλ(L(λ)) into a module for KC∗×Gλ(Z(λ)), and Nakajima has shown [22, 4.2] that this
module, thought of as a AU˙-module via the map Φλ, is isomorphic to AV (λ) (here one must
use the correct normalization of the map Φλ—see [23, 4.13]), theA-form of the extremal weight
module. We have the following consequence of the work of Nakajima:
Lemma 6.8. Let P denote the saturation of the weight λ, i.e. P = {μ: μ  λ}. Then the map Φλ
factors though AU˙P .
Proof. It is enough to show that ker(Φλ) ⊂ AU˙[P ]. Recall the discussion of [22, 4.2]: if
x ∈ Mreg0 (μ,λ) ⊂ M0(λ)
then it can be shown that a subgroup of C∗ × Gλ isomorphic to C∗ × Gμ stabilizes x. Since
the forgetful functor gives a homomorphism KC∗×Gλ(Z(λ)) → KC∗×Gμ(Z(λ)) we see that
KC
∗×Gμ(M(λ)x) is naturally a AU˙-module. It follows from [21, Section 3] and the results
above that
KC
∗×Gμ(M(λ)x)∼= AV (μ). (6.1)
It is shown in [20, 10(iii)] that Mreg0 (μ,λ) = ∅ and if and only if μ is a weight of the irre-
ducible highest weight representation L(λ) of the finite type Lie algebra associated to the root
datum (Y,X, I0). Since it is known that the weights of such a representation are saturated with
respect to the dominance order, it follows that
M
reg
0 (μ,λ) = ∅ ⇐⇒ μ λ. (6.2)
Clearly (6.1) and (6.2) imply the result. 
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to Φλ(AU˙). The principal obstruction to proving this (at least for the author) is that it is not
known that the K-homology of the varieties Z(λ) have good properties (such as those shown for
M(λ,μ) and L(λ,μ) in [21, Section 7]). In type A however, such results are available, and the
conjecture can be verified in this case. Such a result combined with Corollary 6.5 would suggest
that one can interpret the quantum Frobenius map in the context of quiver varieties. We hope to
return to this question in a future paper.
References
[1] J. Beck, H. Nakajima, Crystal bases and two-sided cells of quantum affine algebras, Duke Math. J. 123 (2004)
335–402.
[2] A. Beilinson, G. Lusztig, R. MacPherson, A geometric setting for the quantum deformation of GLn, Duke Math.
J. 61 (1990) 655–677.
[3] R. Dipper, G. James, The q-Schur algebra, Proc. London Math. Soc. (3) 59 (1) (1989) 23–50.
[4] S. Donkin, On Schur algebras and related algebras, I, J. Algebra 104 (1986) 310–328.
[5] S. Doty, Presenting generalized q-Schur algebras, Represent. Theory 7 (2003) 196–213.
[6] S. Doty, R. Green, Presenting affine q-Schur algebras, preprint, arXiv: math.QA/0603002.
[7] M. Fayers, q-Schur subalgebras, Algebr. Represent. Theory 8 (3) (2005) 415–426.
[8] M. Fayers, S. Martin, Schur subalgebras, J. Algebra 240 (2) (2001) 859–873.
[9] V. Ginzburg, E. Vasserot, Langlands reciprocity for affine quantum groups of type An, Int. Math. Res. Not. 1993 (3)
(1993) 67–85.
[10] I. Grojnowski, G. Lusztig, On bases of irreducible representations of quantum GLn , in: Kazhdan–Lusztig Theory
and Related Topics, in: Contemp. Math., vol. 139, 1992, pp. 167–174.
[11] M. Kashiwara, Crystal bases of modified quantized enveloping algebra, Duke Math. J. 73 (2) (1994) 383–413.
[12] S. Kumar, P. Littelmann, Algebraization of Frobenius splitting via quantum groups, Ann. of Math. (2) 155 (2) (2002)
491–551.
[13] P. Littelmann, Contracting modules and standard monomial theory for symmetrizable Kac–Moody algebras,
J. Amer. Math. Soc. 11 (3) (1998) 551–567.
[14] G. Lusztig, Introduction to Quantum Groups, Birkhäuser, Boston, 1993.
[15] G. Lusztig, Quantum groups at v = ∞, in: Functional Analysis on the Eve of the 21st Century: In Honor of
I.M. Gelfand, vol. I, in: Progr. Math., vol. 131, Birkhäuser, 1995, pp. 199–221.
[16] G. Lusztig, Aperiodicity in quantum affine gln, Asian J. Math. 3 (1999) 147–177.
[17] G. Lusztig, Transfer maps for quantum affine sln, in: Representations and Quantizations, Shanghai, 1998, China
High. Educ. Press, Beijing, 2000, pp. 341–356, see also www-math.mit.edu/~gyuri/papers.
[18] K. McGerty, Cells in quantum affine sln, Int. Math. Res. Not. 2003 (24) (2003) 1341–1361.
[19] K. McGerty, Hall algebras and quantum Frobenius, preprint, arXiv: math.QA/0601150.
[20] H. Nakajima, Quiver varieties and Kac–Moody algebras, Duke Math. J. 91 (1998) 515–560.
[21] H. Nakajima, Quiver varieties and finite dimensional representations of quantum affine algebras, J. Amer. Math.
Soc. 14 (1) (2001) 145–238.
[22] H. Nakajima, Cells in quantum affine algebras, Algebra Colloq. 11 (1) (2004) 141–154.
[23] H. Nakajima, Extremal weight modules of quantum affine algebras, in: Representation Theory of Algebraic Groups
and Quantum Groups, in: Adv. Stud. Pure Math., vol. 40, Math. Soc. Japan, Tokyo, 2004, pp. 343–369.
[24] O. Schiffmann, E. Vasserot, Geometric construction of the global basis of the quantum modified algebra of ĝlN ,
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