Two-dimensional materials synthesis, characterization, and devices : working with hexagonal boron nitride and graphene by Chou, Harry
  
 
 
 
 
 
 
 
Copyright 
by 
Harry Chou 
2018 
 
 
  
The Dissertation Committee for Harry Chou Certifies that this is the approved 
version of the following Dissertation: 
 
Two-Dimensional Materials Synthesis, Characterization, and Devices: 
Working with Hexagonal Boron Nitride and Graphene 
 
 
 
Committee: 
 
 
 
 
Sanjay K. Banerjee, Supervisor 
 
 
 
Rodney S. Ruoff 
 
 
 
Deji Akinwande 
 
 
 
Emanuel Tutuc 
 
 
 
Paul S. Ho 
 
 
 
Luigi Colombo 
Two-Dimensional Materials Synthesis, Characterization, and Devices: 
Working with Hexagonal Boron Nitride and Graphene 
 
 
by 
Harry Chou 
 
 
 
Dissertation 
Presented to the Faculty of the Graduate School of  
The University of Texas at Austin 
in Partial Fulfillment  
of the Requirements 
for the Degree of  
 
Doctor of Philosophy 
 
 
The University of Texas at Austin 
August 2018 
Dedication 
 
For my sister, Eyleen. I wish every day that I could see you again. 
 
 
 v 
Acknowledgements 
 
My sister Eyleen died by suicide in August of 2013 after a relatively short and 
intense battle with mental illness. Her diagnosis and treatment were still unsettled when 
she died and showed how far there is to still go in these areas for mental healthcare. I 
dedicate my work here to her and I thank her for being such a positive part of my life as 
far back as I can remember. I thank her for being who she was. Even though she was the 
youngest and had many expectations put on her, she exceeded everyone’s expectations and 
was one of the smartest, most thoughtful, and funniest people I have ever known and loved. 
Even though I showed potential when I was young, she was always ready to take a step 
beyond. She easily brought home better grades and class rankings than I did. She bettered 
my high standardized test scores. In high school, I was voted captain of my varsity swim 
team and she was voted captain of her varsity cross country team. She created a life full of 
broad and rich experiences in college and after. She traveled the world to learn, to love, 
and to help those less fortunate. I’m thankful to always have her example to consider when 
trying to be my best. I’m sorry that she is not in this world anymore and I’m sorry that she 
suffered what she did. It wasn’t fair. 
I’ve learned in the years since that the best way a layperson can reduce the impact 
of mental illness on our society is to reduce the stigma associated with it. I’m taking this 
small platform to do that in my own way. I feel that the stigma associated with mental 
illness is shrinking every day, but it still carries a lot of feelings of awkwardness and 
second-guessing for most in most social situations. I think that many now are aware of the 
free, anonymous, and always-available National Suicide Prevention Lifeline at 1-800-273-
TALK (8255) and the textline (text HOME to 741741). I also think that for many who feel 
 vi 
down and stressed, that the lifeline can seem like a crisis measure or overkill, in a way. In 
my grief, I’ve had some experience with different mental health treatments and I know 
there are many things to do and think about to improve one’s mental health. Eating, 
sleeping, and being active in a balanced and routine way has been the best thing I have 
been disciplined about in the past few years. I credit my late dog Pacino for forcing me into 
this routine when I otherwise would have slipped out of it. I imagined that I would have 
written much of this dissertation with him resting by my side, but his cancer precluded that. 
Rest in peace Pacino, you good dog! Another therapy helpful for my mental health is talk 
therapy. I learned about a quick way to find a therapist at the University’s Counseling and 
Mental Health Center (which is itself a good resource). The therapist suggested to open 
two websites side-by-side; the PsychologyToday.com “Find a Therapist” page and my 
insurance provider’s network page. This was a way to quickly compare between two lists 
to find matches which were in my network. I have student health insurance and there were 
many options available which accepted the insurance and charged only a $20 or less co-
pay per visit. Even though this is a quick way to narrow down who to talk to that may help 
one’s mental health, it is still a bit of a chore. Sending out a few emails to possible therapists 
and making a few calls can lead to a few initial meetings and I think that can be very 
helpful. A therapist, a social worker, a psychiatrist, and a psychologist can all be helpful, 
and I think they would be happy to make any referral they feel is appropriate. 
I also want to use this space to show my immense thanks to my mother Chiu Chuang 
Chou and my father Jei Yee Chou. They have always always been there for me and 
provided more for me than anyone could reasonably ask for. I love you mom and dad! I 
am always held up by your belief in me most of all. Thank you, and I love you, to my 
partner Maria Chavez. I’m excited to continue to grow together and I’m so grateful for 
your love, help, and support every day. 
 vii 
I am forever thankful to Professor Sanjay K. Banerjee for supporting me as a 
member of his lab and for his advice and guidance. I’ve enjoyed the company of and input 
from many brilliant individuals because I have been fortunate to be a member of this group. 
Professor Banerjee has always given me the freedom to pursue any idea or experiment and 
provided deep insight and direction to help me along the way, I am grateful for this. 
Recently, I was fortunate to be present at a 30-year anniversary celebration for Professor 
Banerjee at UT Austin. Everyone made it clear that he has always been a generous guide 
and advisor and I was again full of the feeling of gratitude. 
I also thank Professor Rodney S. Ruoff for advising me and welcoming me as a 
member of his lab at the beginning of my graduate study. I learned many lessons in that 
experience that continue to serve me well today. I am grateful for Professor Ruoff’s insight 
and direction in my research. 
I thank Professor Luigi Colombo, Professor Deji Akinwande, and Professor 
Emanuel Tutuc for their guidance and advice throughout my graduate study. Through their 
direction and connections with their lab members, I have been able to be a part of and 
contribute to many fruitful and exciting investigations. I thank Professor Paul S. Ho and 
Professor Emanuel Tutuc for their guidance in my research and for their courses. Learning 
from them was another key part of my graduate experience. 
I would like to express my gratitude to Dr. Andrei Dolocan, Dr. Hugo Celio, and 
Dr. Richard Piner at the Texas Materials Institute. They have contributed a tremendous 
amount of work and expertise to my characterization work and I appreciate that they hold 
me to a high standard and maintain their institute at a world-class level. I also thank Dr. 
Rudresh Ghosh, Professor Ariel Ismach, Professor Shanshan Chen, Professor Yufeng Hao, 
and Dr. Carl Magnuson for their hard work and guidance in our shared research. I am 
particularly grateful for the help from Jae Hyun Ahn, who I have worked closely with in 
 viii 
recent years. Because of his help and hard work, we have been able to show results in 
incorporating new materials into real devices. We did it! I also thank April Pingping 
Zhuang, Sayema Chowdhury, Kirsten Cole, and Raul Ramos for their contributions to our 
shared research today and in the past. I am assured that some of them will carry the work 
on in the future. I am also grateful to my other lab members, especially Hema Chandra 
Prakash Movva, Dr. Anupam Roy, Dr. Christopher Corbet, and Dr. Sarmita Majumder who 
have spent hours to help me with my work. It is also important for me to thank the staff of 
the Microelectronics Research Center for everything they do to make the work here 
possible, particularly Jean Toll, James Hitzfelder, Darren Robbins, David Farnsworth, 
Terry Mattord, Bill Ostler, and Jesse James. I’m sorry I’m sure I have failed to adequately 
acknowledge many people who have made contributions to the work presented here. Thank 
you everyone! 
Finally, I want to thank again Professor Banerjee as well as Dr. Burt Fowler, Lonnie 
Wilson, and Fred Wells. I’m fortunate to have the opportunity to join the GraphAudio 
venture and I’m very excited to see what we can build going forward. 
  
 ix 
Abstract 
 
Two-Dimensional Materials Synthesis, Characterization, and Devices: 
Working with Hexagonal Boron Nitride and Graphene 
 
Harry Chou, Ph.D. 
The University of Texas at Austin, 2018 
 
Supervisor:  Sanjay K. Banerjee 
 
Two dimensional materials have unique properties that are anisotropic in-plane and 
out-of-plane. They further exhibit unique properties when they are thinned down to an 
isolated monolayer or a few layers. These properties have the potential to greatly impact 
applications in energy, computing, construction, medicine, and other industries. Many 
researchers have published many reports working with two dimensional (2D) materials. 
This dissertation describes work which has contributed to the body of research around 2D 
materials synthesis, characterization, and device applications primarily with graphene and 
hexagonal boron nitride. 
Graphene is a hexagonal lattice of carbon atoms which is stable in ambient down 
to a single monolayer. Hexagonal boron nitride is an isomorph of graphene but with boron 
and nitrogen atoms on the lattice instead of carbon. 
Chemical vapor deposition (CVD) synthesis processes have shown to be replicable 
and capable for obtaining 2D materials of high quality, and experimenting with process 
conditions has improved the understanding about the synthesis mechanisms occurring. The 
objective of my 2D materials synthesis work is, broadly, to better understand the 
 x 
mechanisms during growth for graphene and h-BN. The growth mechanism has multiple 
of forces acting on it, in competition, and many of them are detailed in chapter 2. 
Growing the body of research and knowledge about 2D materials requires us to 
have techniques to characterize these materials accurately and precisely. It is important to 
develop and demonstrate new characterization techniques which are tailored for 2D 
materials. In chapter 3, the research done in characterizing 2D materials and interfaces 
between hetero-layers will be presented. 
Devices which take advantage of the dimensionality and confinement within a layer 
of 2D material, or multiple materials, have shown high performance in a variety of 
applications. The range for 2D materials device applications is continually expanding and 
increasing in complexity. In chapter 4, research will be presented which returns to the 
relatively simple system of graphene to try and apply its many unique properties for a few 
different photovoltaic devices. 
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Chapter One:  Introduction 
Two-dimensional (2D) materials are a class of materials which have a layered 
crystal structure. The atoms within the crystal are bonded covalently or ionically within a 
lattice plane but have weak van der Waals bonds from one plane to another. Due to the 
dimensionality of their structure, properties exhibit strong anisotropy comparing within-
plane and layer-to-layer. The atomic bonds within a 2D crystal cause the material to have 
anisotropic mechanical properties, for example, within-plane the strong covalent and ionic 
bonds can give high tensile strength but layer-to-layer van der Waals bonds are weak and 
easily cleaved or exfoliated. These anisotropies are not limited to mechanical properties. 
This distinct dimensionality is used to distinguish 2D materials from other dimensionally 
constrained material forms such as 0D materials like quantum dots and nanocrystals, 1D 
materials like nanowires and nanotubes, and 3D bulk crystals and structures. A common 
and representative 2D material is graphite, which is known as graphene when thinned down 
to few or single atomic layers. One traditional use for graphite and other 2D materials are 
as solid lubricants or lubricant additives. The reduction in friction is attributed to the 
cleaving and sliding between layers in the solid. 
The relevance of 2D materials, particularly in recent years, is high due to the 
anisotropic properties mentioned above. When 2D materials are thinned down to a few 
atomic layers or even to a single atomic layer, distinct physical phenomena can be observed 
due to the physical confinement from the 2D structure. The anisotropy in mechanical 
properties was alluded to above, and graphene well-illustrates the phenomenon also 
observed in other 2D materials. The intrinsic strength, σint, of graphene is 130 GPa, making 
it one of the strongest materials in existence.1 However, cleaving and exfoliating between 
planes of graphene occurs readily. We can also use graphene to illustrate another example 
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of anisotropic properties in 2D materials, electronic properties. The carbon atoms in 
graphene are bonded by sp2 hybridized bonds and are discussed in greater detail below in 
section 1.3. Each atom also has a pz orbital out-of-plane. The two pz orbitals per graphene 
unit cell disperse into two bands, bonding and anti-bonding, and give a unique dispersion 
relation and band structure. Charges in the graphene conduction band are extremely 
mobile, with electron mobility measured up to 230,000 cm2/V·s at ~ 5 K and low pressure.2 
The mechanical and electronic properties of graphene are examples of the unique and 
attractive capabilities that 2D materials offer. 
The research undertaken in this dissertation is predominantly focused on graphene 
and hexagonal boron nitride (h-BN) 2D materials. The research involving graphene and h-
BN is organized into three focus areas; synthesis of 2D materials in chapter 2, 
characterization of 2D materials in chapter 3, and devices using 2D materials in chapter 4. 
1.1 2D MATERIALS HISTORY 
No sharp distinction has yet been drawn between materials with a layered structure 
and 2D materials. Historically, graphite and other layered materials were used in a variety 
of industrial applications, like as solid lubricants as mentioned above or as “platy” additives 
for structural materials like mica is. In solid state electronics, thin layers of III-V 
semiconductors were deposited by molecular beam epitaxy (MBE) to form high electron 
mobility transistors (HEMT) in the 1970s and demonstrated 2D electron gas formation. 
Abrupt and epitaxial interfaces between thin layers of compound semiconductors set off 
advances in condensed matter physics. Here, it is appropriate to make a distinction for 2D 
materials as those with strong anisotropy between in-plane and layer-by-layer bonding. 
Significant efforts are underway by researchers using 2D materials to create heterostructure 
devices pushing the ultimate limit of abrupt interfaces and atomically thin layers to 
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demonstrate ultra-low power or high frequency switching capabilities.3 Thus, it is 
important to introduce the context for how 2D materials has become an influential area for 
research. 
The generally accepted milestone which marked the beginning of the current 
excitement around 2D materials was the report from Geim and Novoselov having isolated 
and characterized a single atomic layer of graphene in 2004,4 for which they were awarded 
the Nobel Prize in Physics. Importantly, that work described the process of mechanically 
exfoliating graphite repeatedly to obtain single atomic layers of graphene which was 
straightforward for others to replicate. Therefore, many researchers could quickly make 
new contributions and publish experimental results to expand the field.5 Other milestones 
for graphene, as it became the first 2D material to receive broad research interest, were 
reports about other methods for obtaining single atomic layers of material. Out of work 
studying intercalation compounds between layers of graphite, a method for exfoliating 
graphite into graphene oxide sheets in liquid suspension was developed.6–8 Other work has 
shown that graphene can be obtained by high temperature thermal decomposition of SiC 
single crystal wafers.9 In 2009, work was published by colleagues at the University of 
Texas at Austin demonstrated a process for forming a single atomic layers of graphene on 
copper substrates by catalytic decomposition of methane gas on the substrate surface.10 
Much more on this process, often referred to as chemical vapor deposited (CVD) graphene, 
later in chapter 2. 
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Figure 1.1: Plot of the number of publications about 2D materials over time, showing 
the rapid increase in research interest in the topic. Numbers taken from the 
Web of Science database, updated from version by Bhimanapati et al.11 
Figure 1.1 shows the number of journal articles published about graphene since 
2004, illustrating the rapid rise in research intensity. Other 2D materials have also 
experienced a sudden rise in research interest in recent years as they have shown unique 
properties on their own or when combined with graphene. In the early work demonstrating 
exceptional mechanical and electronic properties in graphene, those graphene samples 
were suspended to achieve the highest performance.1,2 For an atomically thin film, it is 
observed that the substrate on which it sits can significantly affect its properties. Indeed, 
surface charges and other charge defects on the surface of SiO2 substrates reduce the 
mobility of graphene significantly, despite the lack of dangling bonds or other defects in 
the graphene. It was shown that having an insulating 2D material substrate of h-BN resulted 
in a three-times increase in the mobility of charges in the graphene layer compared with an 
SiO2 substrate.
12 It has since been shown that the improvement can be over an order of 
magnitude and is attributed to the sp2 hybridized bonds found also in h-BN, the lack of 
dangling bonds, and atomic flatness.13 A group of semiconducting 2D materials commonly 
known as transition-metal dichalcogenides (TMD), whereas graphene is a semimetal and 
h-BN is an insulator, have also experienced a sudden rise in research interest. It has been 
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shown that their electronic and optical properties can change when isolated into few and 
single layers.11 The 2D semiconducting TMDs have fueled much research in solid state 
physics and electronic devices.11 Other categories of 2D materials which have recently 
been studied include monoelement 2D materials like silicene and phosphorene, and 
MXenes based on transition-metal carbides or carbon nitrides.11 
1.2 2D MATERIALS FORECAST 
As is observed in Figure 1.1, the significant resources focused on 2D materials 
research have returned a significant body of knowledge about the synthesis, 
characterization, and applications of these materials. Of course, this is not nearly to the 
level of imminent and widespread technology adoption with 2D materials. There remain 
significant challenges for 2D materials in fundamental and applied research before they 
appear in new technology in a widespread way. From a synthesis perspective, CVD 
graphene and h-BN arguably have demonstrated processes that are scalable and have 
control over the layer number. However, for most other individual 2D materials, this is not 
the case. A more sophisticated understanding of growth mechanisms for all 2D materials 
is needed to truly have repeatable, scalable, and controlled synthesis processes. Also, there 
is a strong need for both improved handling/transfer of 2D materials as well as the robust 
bottom-up synthesis of heterostructures. The dimensionality of 2D materials gives them 
their unique properties, but also pose challenges for device integration. Consider, for 
example, a simple transistor made traditionally from bulk semiconductor material having 
impurity doping to define source and drain contacts. In this classic device, interconnects 
would connect through metallized volumes of material. In a single atomic layer device, we 
encounter dimensionality challenges. Defining and controllably doping source and drain 
regions, for example, is technically challenging. And contacting those regions is not 
 6 
straightforward, for example the carrier mobility in graphene arises out of its bonding 
which does not translate to a metal pad deposited on top of a single layer nor would it for 
a “buried” layer in a multilayer film. Significant progress has been made toward integration 
and significant challenges remain. Characterization strategies will continue to advance as 
the 2D materials field matures to have more techniques in situ and in-line. 
1.3 GRAPHENE PROPERTIES 
Graphene, as introduced in above sections, is a single atomic layer of carbon atoms 
arranged in a hexagonal lattice. The arrangement can be seen below in Figure 1.2. The 
carbon atoms in graphene, and graphite, are bonded together by sp2 hybridized orbitals in-
plane.14 The bond length in graphene is 1.42 Å.14 The unit cell of graphene is indicated in 
Figure 1.2 along with the lattice vectors a1 and a2. In graphite, the layer-to-layer spacing is 
3.35 Å. Earlier theorists suggested that single atomic layer films were thermodynamically 
unstable and could not be isolated, but the strong carbon-carbon bonds in graphene allow 
it to be chemically and thermally stable.5 These sp2 bonds, also referred to as σ bonds, give 
graphene its incredibly high breaking strength, as mentioned above. Other excellent 
mechanical properties of graphene have been reported as well such as high strain > 20% 
before breaking and high Young’s modulus of 1 TPa,14 where structural steel has a Young’s 
modulus ~ 200 GPa.  
 7 
 
Figure 1.2: Hexagonal atomic arrangement of a single atomic layer of graphene. Lattice 
vectors a1 and a2 are labeled in blue along with the primitive unit cell. A 
perspective view of the bonding and anti-bonding bands of graphene in 
reciprocal space (reproduced from Reference 14).14 
The exceptional electronic properties of graphene arise due to the pz orbitals, also 
referred to as π orbitals, which disperse into bonding (valence) and anti-bonding 
(conduction) bands. These bands converge to zero gap at the Κ points of the Brillouin zone, 
or primitive unit cell in reciprocal space, of the graphene lattice.14 Near the Κ points, the 
band edges are linear and the dispersion is approximated as E = ħνF|k|. Here ħ is the 
reduced Planck’s constant, k is the wave vector away from the Κ points, and νF Fermi 
velocity in graphene (~ 106 m/s).14 This linear dispersion means that charge carriers in 
graphene mimic relativistic particles with near masslessness and speed of light velocity, 
they are referred to as massless Dirac particles or fermions.5,14 Single layer graphene also 
has exceptional thermal properties, with a thermal conductivity over 5000 W/m·K and a 
large and negative thermal expansion coefficient of ~ -6 x 10-6 K-1.14 A single layer of 
graphene is also optically transparent with each layer absorbing 2.3 % of incident light, 
independent of wavelength.15 This optical behavior is due to the relativistic behavior of 
charges in graphene and incident light is absorbed due to coupling between light and 
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relativistic electrons dictated by the fine structure constant, α = e2/ħc ~ 1/137 where c is 
the speed of light.15  
The unique bonding and band structure of graphene also makes it an ideal material 
for the Raman spectroscopy characterization technique. Raman spectroscopy probes a 
sample with coherent light, the energy of the incident radiation excites atoms in the sample 
to an elevated vibrational energy state. The majority of incident light is scattered elastically 
(Rayleigh), but a small fraction is inelastically scattered and the emitted light is shifted in 
energy by a quantity of a resonant vibrational mode of the sample. This resonant vibrational 
mode is based on the mass and bonding of the atoms in the sample and the inelastically 
scattered photons are shifted in energy by a Raman shift, commonly expressed in units of 
cm-1. Raman spectroscopy is well-suited for graphene due to the zero-gap in the band 
structure, which makes any incident wavelength radiation resonant. The Raman spectrum 
of a graphene sample gives detailed information about atomic structure and electronic 
properties.16 For example, the Raman spectrum of a graphene sample can give information 
about doping, defect density, stress and strain, and chemical functionalization.16  
1.4 HEXAGONAL BORON NITRIDE PROPERTIES 
Hexagonal boron nitride (h-BN) was referred to above as a complementary 
insulating material or a substrate for graphene. It is useful to consider h-BN along with 
graphene for several different reasons. Structurally, as its name suggests, h-BN has a 
hexagonal crystal structure with boron and nitrogen atoms arranged as carbon atoms are 
arranged in the graphene lattice. Figure 1.3 below illustrates the boron and nitrogen atom 
arrangement in the crystal as well as the lattice vectors for h-BN. Due to the 
electronegativity difference between boron and nitrogen, there is an ionic nature to the sp2 
bonds in h-BN, compared to graphene.17 The B-N bond length is 1.44 Å, compared with 
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1.42 Å for the C-C bond in graphene.17 There is a ~ 1.7 % lattice mismatch between h-BN 
and graphene.17 While the layer-to-layer spacing for h-BN is similar to graphene, 3.33 Å 
for h-BN compared with 3.35 Å for graphene, the stacking between layers is distinct. In 
graphene and graphite, AB stacking is predominant with a carbon atom above the center 
of the hexagon below. In h-BN, AA’ stacking is predominant with boron and nitrogen 
atoms directly above each other in succession.17 The mechanical properties of a single 
atomic layer of h-BN were recently reported with a fracture strength of ~ 70 GPa and 
Young’s modulus of ~ 0.87 TPa, making it one of the strongest insulating materials in 
existance.18 Also like graphene, h-BN is stable in ambient conditions down to a single 
atomic layer due again to highly stable bonds.  
 
 
Figure 1.3: Hexagonal atomic arrangement of a single atomic layer of h-BN. Lattice 
vectors a1 and a2 are labeled in blue along with the primitive unit cell. 
H-BN is an insulator with a wide bandgap of ~ 5.97 eV with the ionic nature of the 
B-N sp2 bond, meaning the pz orbital is localized.
17 The wide bandgap has consequence for 
its optical properties and h-BN gives light emission in the UV and deep UV range.17,19 Thin 
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films of h-BN have been used as atomically flat and inert substrates for 2D materials 
devices and also as dielectric layers, with a dielectric constant of ε ~ 4.17,20 Few-layer h-
BN also demonstrates high thermal conductivity, reported at 360 W/m·K.13 These different 
mechanical, electronic, optical, and thermal properties have driven the research interest in 
h-BN and h-BN combined with other 2D materials. 
1.5 CHAPTER ORGANIZATION 
The chapters following this one are separated by research in three different focus 
areas for 2D materials. Chapter 2 will describe research done in 2D materials synthesis. A 
number of different synthesis processes for graphene and h-BN have been studied, and the 
focus will be on how those studies contribute to the understanding of the growth 
mechanisms. Chapter 3 will describe research done in 2D materials characterization. Due 
to their layered structure and atomically thin nature, 2D materials pose unique 
characterization challenges. Research utilizing a combination of analysis techniques will 
be described, with an emphasis on using ion mass spectroscopy to study 2D material 
vertical heterostructures and their interfaces. Lastly, Chapter 4 will describe research done 
in 2D materials device applications. Graphene and h-BN thin films were integrated in 
flexible solar cells. A conclusion chapter and an appendix has also been included, the latter 
documents the operation and maintenance of a graphene synthesis system. 
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Chapter Two:  2D Materials Synthesis 
Isolating single atomic layers of graphene by researchers at The University of 
Manchester was the work that kicked off the rush of research interest into 2D materials,21 
and the researchers were awarded the Nobel Prize. Over one hundred layered materials 
have been identified that can be isolated into single atomic layers and among them exhibit 
metallic, semi-metallic, semiconducting, or insulating behavior.22 To take advantage of 
these individual properties, and to demonstrate other exciting phenomena by combining 
multiple different 2D materials, it is necessary to be able to synthesize these different 
materials in a way that is controllable and gives consistent results. Thus another work 
which accelerated research interest into 2D materials was using a chemical vapor 
deposition (CVD) process reported by researchers here at the University of Texas at Austin 
to synthesize graphene on copper substrates.10 Since that time the synthesis process has 
been studied to understand the growth mechanism and also processes to synthesize other 
2D materials have also been reported.11,23 In this chapter, research that was undertaken to 
further the understanding of graphene and h-BN synthesis will be described. An 
understanding of growth mechanisms is conditional for achieving controllable and 
consistent materials synthesis. 
2.1 SYNTHESIS INTRODUCTION  
The 2009 report describing a graphene CVD process has proved repeatable and 
reliable for obtaining high quality graphene over large areas,10 the electronic quality has 
recently been shown to be comparable to exfoliated graphene24 and area coverage at the 
Work described in this chapter is also published in References 41 and 44 where my contribution was in 
sample characterization, and also in References 54 and 56 where my contribution was in design of 
experiment, sample preparation and characterization. Appropriate citations appear in the text and 
figures as well. 
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commercial scale has been reported.25 CVD processes have also been developed for other 
2D materials as well. For h-BN, popular methods also synthesize using catalytic metal 
substrates like copper, nickel, platinum, sapphire, and others.26–30 In the case of TMDs like 
MoS2, CVD processes using solid precursors vaporized and reacting at high temperature 
on arbitrary substrates are popular.31–33 Thus, CVD has shown to be a replicable process to 
obtain 2D materials of high quality and experimenting with process conditions has 
improved the understanding about the synthesis mechanisms occurring. Other synthesis 
techniques have also been reported, which have advantages and disadvantages. For 
example, reduced graphene oxide flakes suspended in fluid can be obtained from graphite 
powder.34,35 This material is limited as a suspension in fluid or in a powder form, rather 
than as a continuous sheet. Other work has been done in ultra-high vacuum (UHV) systems 
to deposit on single crystal substrates, utilizing molecular beam epitaxy (MBE) systems.36 
However, these systems are not compatible with high volume processes, though tight 
control over parameters has allowed significant findings for growth mechanisms. For 
graphene, a segment of researchers have pursued deriving the material by sublimating Si 
out of SiC single crystals at high temperatures.9,37 However, SiC single crystal substrates 
are relatively expensive and handling in high temperature and ultra high vacuum processes 
can be challenging. In this work, CVD processes are studied as they permit process 
condition control and also are scalable for synthesizing large areas of 2D materials. 
2.2 GRAPHENE SYNTHESIS 
In opening this chapter multiple 2D materials synthesis methods, including those 
specifically for graphene synthesis, are mentioned and the CVD process is among them. 
The availability of graphene, at an earlier date than for other 2D materials, was a key factor 
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in how rapidly research interest grew. Here, research toward understanding the synthesis 
mechanism of graphene using CVD processes will be discussed.  
2.2.1 Graphene Growth Mechanism 
The mechanism for graphene CVD synthesis is understood to proceed by steps; (1) 
carbon-containing gas precursor decomposes on the catalytic metal surface at high 
temperature, (2) carbon radicals either are mobile on the surface (in the case of copper 
substrate) or fully decompose and dissolve into the bulk (in the case of nickel substrate), 
(3) the carbon radicals nucleate and grow graphene crystal domains (in the case of Cu 
substrate) or precipitate out of the bulk upon cooling (in the case of Ni substrate.38 Indeed, 
kinetic and thermodynamic forces alter the synthesis result if conditions such as 
temperature and pressure are adjusted.39 Other important factors in graphene growth 
include the carbon-containing precursor chemistry and form (such as solid or gas), the 
delivery of the precursor to the substrate, the substrate chemistry and morphology (such as 
roughness or impurity content), and applying energy to drive the growth (such as through 
chamber heating or substrate heating or remote sources like plasma).40 
A benchmark graphene CVD process was reported in 2009 using methane precursor 
to grow on Cu foil substrate.10 Methane is a readily available carbon-containing precursor 
showing efficient thermal catalytic decomposition on metal surfaces.40 In addition to its 
catalytic activity to decompose precursor, Cu has a low carbon solubility even at high 
temperature. Thus graphene crystal domains nucleate and grow on the Cu surface and 
additional layers are prevented from forming once the Cu surface is fully covered. The 
general low pressure CVD (LPCVD) process approach begins with loading the Cu 
substrate into a quartz tube in a furnace and pumping down to base pressure, typically a 
few millitorr, as seen in Figure 2.1. The process is initiated with heating the furnace while 
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flowing hydrogen gas (10 sccm controlled with a mass flow controller, MFC) to maintain 
a reducing atmosphere such that the Cu substrate will not oxidize. The furnace temperature 
is ramped to the growth temperature, typically in the range of 900 – 1100°C, while the 
hydrogen continues to flow. This reduces any existing native oxide and can also serve to 
remove some surface contaminants, and an anneal time of a few minutes (10 – 60 minutes) 
is included. After the anneal, the methane precursor is introduced (also 10 sccm controlled 
with a MFC) for a short growth time of 1 – 30 minutes. After the precursor exposure time, 
the furnace power is cut and the system is allowed to cool. Typically the hydrogen and 
methane flows are shut and the substrate is cooled under argon, though it can also be cooled 
under only hydrogen or hydrogen and methane. After cooling to room temperature, the 
vacuum is broken (the valve leading to the pump is shut) and the sample can be retrieved 
and taken for further processing. 
 
 
Figure 2.1: Schematic of graphene CVD synthesis system. Inlet gases, commonly 
hydrogen and methane, are controlled with mass flow controllers. Pump is 
commonly an oil roughing pump giving a base pressure of a few millitorr. 
Monitoring may include pressure gauge and/or residual gas analyzer (RGA). 
2.2.2 Oxygen Effect on Growth 
In addition to well-understood process parameters such as temperature and pressure 
during synthesis,39 other factors can have an important impact on the formation of 
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graphene. To that end, the role of oxygen in the process was investigated,41 because its 
partial pressure can be difficult to control even in vacuum systems. It was observed that 
oxygen serves a dual role in graphene CVD on copper; it both suppressed nucleation of 
graphene domains and boosted the growth rate through a lower energy pathway to attach 
additional carbon at the domain edge. In order to draw conclusions about the role of 
oxygen, it was necessary to directly measure the oxygen content in the copper substrate. 
For a project led by Dr. Yufeng Hao, I determined the oxygen content for the copper 
substrates such that the impact of the oxygen on graphene growth could be understood. 
 
 
Figure 2.2: Scanning electron microscopy (SEM) images of graphene grown on copper 
with different oxygen content. The dark contrast indicates domains of 
graphene, domain size and density are distinct between the two different Cu 
substrates.41 From Reference 41. Reprinted with permission from AAAS.   
It is known that oxygen impurity levels in different Cu substrates vary depending 
on the vendor source. The objective of the study was to determine the effect of oxygen 
dissolved in the substrate, on the synthesis of graphene. Two different Cu foils, one with a 
relatively high concentration of oxygen impurity (oxygen rich, OR) and one with a low 
concentration of oxygen impurity (oxygen free, OF), were analyzed by secondary ion mass 
spectroscopy (SIMS).41 The resulting graphene growth for the OR Cu and OF Cu can be 
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seen in the scanning electron microscope (SEM) images in Figure 2.2. To isolate the 
oxygen affect, a third sample was prepared with O2 flowed to the OF Cu at high 
temperature (partial pressure PO2 = 1 mTorr, 1000 °C). Due to the low overall concentration 
of oxygen in Cu, the measurement needed to be highly sensitive and so the three samples 
were analyzed using secondary ion mass spectroscopy (SIMS). By capturing the secondary 
ions (SI) related to oxygen (O-) and copper (Cu-), depth profiles of the oxygen content in 
the different copper substrates were plotted.41 SIMS analysis of a known concentration 
reference sample allows for the quantification of specific impurities, here oxygen in Cu. 
Further discussion about SIMS analysis can be found in Chapter Three section 3.2 and 3.3. 
This verified that the oxygen content in OR Cu was several orders of magnitude higher 
than for the OF Cu. It was also observed that oxygen gas exposure of the OF sample indeed 
increased the oxygen concentration at the Cu surface. As graphene growth occurs at the 
surface in the case of CVD on Cu, this analysis provided a basis to draw conclusions about 
the role of oxygen in graphene CVD synthesis.41 
Figure 2.2 shows a distinct difference in the growth of graphene domains on OR 
Cu compared with OF Cu, for the same growth conditions. The domain size is significantly 
larger for OR Cu and the domain nucleation density is higher for OF Cu. The oxygen 
content for the substrate was measured by SIMS as described above. Figure 2.3 shows the 
depth profile of the oxygen concentration as a function of depth into the Cu bulk. 
Comparing between black (OF Cu) and red (OR Cu) traces, there exists a difference in 
oxygen concentration of > 2 orders of magnitude at the surface and > 4 orders of magnitude 
in the bulk. The result of the control experiment of exposing the OF Cu to oxygen gas 
during growth is also shown in Figure 2.3. Whereas OF Cu showed small domains and 
high nucleation density, OF Cu with oxygen gas exposure showed large graphene domain 
formation and low nucleation density, as was observed for OR Cu. These experimental 
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results are marked with blue. In the oxygen concentration depth profile in Figure 2.3, the 
blue trace shows slightly higher oxygen concentration at the surface as well as the bulk 
compared with OF Cu. Thus, the introduction of oxygen to a Cu substrate with low oxygen 
content altered the domain size grown and the nucleation density of graphene. To confirm 
the role of oxygen, isotopically pure oxygen, 18O2, was used for the control experiment. 
The mass spectra obtained could easily distinguish between natural isotope abundance O2 
and 18O2. The Cu foil surface after 
18O2 exposure showed again a large increase in oxygen 
content and was thus isolated from other sources of oxygen (such as from residual gas in 
the LPCVD chamber). Additional analysis was done with this graphene was to determine 
its quality. For instance, large single crystals of graphene are of interest for electronic 
applications and samples were probed by Dr. Babak Fallahazad. The carrier mobility 
measured ranged from 15,000 to 30,000 cm2V-1s-1 at room temperature. Density functional 
theory (DFT) calculations, done by colleagues at A*STAR, Singapore, showed that oxygen 
reduces the edge attachment energy barrier for carbon to the graphene domain, thus giving 
a more rapid growth rate and larger graphene domains. It was also found that oxygen 
occupied possible nucleation sites and suppressed graphene nucleation.41 
 
 
Figure 2.3: SEM images of graphene grown on oxygen-free copper with oxygen gas 
flow during growth. Depth profiles showing oxygen content with respect to 
depth into copper substrate. Mass spectra portion showing that oxygen 
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exposure (18O isotopically enriched) increases surface oxygen content.41 
From Reference 41. Reprinted with permission from AAAS. 
2.2.3 Adlayer Formation 
 
Figure 2.4: Photographs showing a few steps for forming a copper enclosure substrate. 
Images were taken by Dr. Yufeng Hao (permission granted by Springer 
Nature).42    
The basic LPCVD graphene growth process described above in section 2.2.1 was 
altered by using folded Cu foil enclosures, which restricted the flow of precursor gases to 
the interior surface.43 It is observed that the graphene growth rate, and nucleation density 
is significantly lower for the interior surface of the Cu enclosure than for the exterior 
surface of the Cu enclosure. Figure 2.4 shows photographs of the folding process for 
forming a Cu enclosure. The Cu enclosure has been used to study various details related to 
the growth mechanism of graphene. It was used for understanding the formation of 
graphene adlayers in LPCVD on the interior surface of Cu enclosures.44 Understanding the 
appearance/growth of adlayers during graphene CVD synthesis is important for developing 
process conditions for fully uniform films.45,46 In this work, led by Dr. Shanshan Chen, it 
was the aim to show the stacking order of graphene adlayers and I provided the analysis 
and needed evidence. To show the stacking order of graphene adlayers, multilayer 
graphene domains were grown using isotopically pure methane precursors (12CH4 and 
13CH4). By alternately flowing the 
12CH4 and 
13CH4 during growth, graphene domains were 
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formed with alternating bands of 12C and 13C. In adlayer regions, it was observed that a 
given layer had a different layering pattern of 12C and 13C. To show layer order (with 
adlayers forming at the interface), SIMS depth profiling and mapping analysis was 
performed. The technique allows for imaging of secondary ions (SI) in real space and a 
low and uniform sputtering rate was used to remove the graphene layer-by-layer. Again, a 
detailed discussion about SIMS analysis can be found in Chapter Three section 3.2 and 3.3. 
 
 
Figure 2.5: SIMS secondary ion maps of C2
- SI showing progressive removal of 
multilayer graphene layer-by-layer.44 Reprinted with permission from 
Reference 44. Copyright 2013 American Chemical Society.    
Figure 2.5 shows the SI maps of 12C for the depth profiling; at the beginning of 
sputtering (from left to right), the top layer of graphene is visible also showing the highest 
lateral growth rate. The growth rate is determined by the width of the isotopically pure 
band, recall that the isotopically pure methane was sequentially flowed with a constant time 
period (12 minutes each). Thus, the wider isotopically pure bands for the top layer show a 
higher lateral growth rate. After more sputtering, the adlayers are successively exposed 
with each adlayer showing a lower growth rate (narrower bands). Based on the analysis 
conditions, sputtering for 6 seconds removed roughly a single graphene layer. The SI maps 
are also collected and formed into side-on maps (X-Z and Y-Z direction cross-sections) 
shown in Figure 2.6. The adlayer structure could be clearly identified beneath the topmost 
(outer) graphene layer. This observation of the structure of the multilayer graphene proved 
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that the adlayers are growing at the interface between graphene and Cu, as depicted in 
Figure 2.7. In this nanoscale space, the partial pressure of carbon precursor is suppressed 
which in turn suppresses the lateral growth rate.  
 
Figure 2.6: SIMS secondary ion map of C2
- from multilayer graphene domain. X-Y and 
X-Z cross-section of the secondary ions are also shown to illustrate the 
adlayer structure.44 Reprinted with permission from Reference 44. 
Copyright 2013 American Chemical Society. 
The adlayer stacking order, with the adlayer forming at the graphene-Cu interface, 
was verified with another control experiment performed by Dr. Shanshan Chen. A bilayer 
graphene domain was transferred after isotope-labelled growth and then mapped by 
Raman. The Raman spectra shows distinct 12C and 13C graphene vibrational modes due to 
the difference in mass between the isotopes. Additionally, because of the high quality of 
the bilayer domain grown and the transfer, no defect D-band was detected by Raman. Then, 
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the sample was exposed to oxygen plasma for 5 seconds to damage the outer layer. On 
repeat Raman mapping, a defect D-band was clearly visible only for the thick 12C band in 
the graphene domain, while the 13C band remain defect D-band free. This result confirmed 
that the outer layer was the wide-band layer with higher growth rate. Other work studying 
the formation of graphene adlayers have also shown that they form at the interface between 
graphene and Cu.47 Dr. Yufeng Hao, continuing his work studying the impact of oxygen 
on graphene growth, also found adlayer formation between the graphene and the 
substrate.42  
 
 
Figure 2.7: Schematic of graphene adlayer formation, which forms at the interface 
between the graphene and the copper, in this case, substrate.   
2.2.4 Multilayer Formation and Growth on CuNi Alloy and Ni 
Thus far, the graphene growth discussion has been centered around a LPCVD 
process growing on a Cu substrate, as described in Reference 10. Other growth processes 
were referenced briefly in section 2.2.1 which are described at length in Reference 39. 
Those experiments showed the difference in graphene growth on Cu substrates and Ni 
substrates; a single atomic layer is grown on Cu and multilayer is grown on Ni, owing to 
 22 
the relatively high carbon solubility in Ni. Cu and Ni are fully miscible as an alloy and that 
gives the opportunity to explore more aspects of growth. Two articles were published 
exploring graphene growth on 70-3048 and 90-10 Cu-Ni49 alloy (the first number indicating 
Cu content, i.e. 70-30 is 70 % Cu and 30 % Ni alloy) substrates, which are both 
commercially available. I contributed heavily to the analysis in Reference 49, though both 
works address the issues of solubility and diffusion that are key to understanding the 
graphene growth mechanism. By controlling the solubility, through the Ni content, the 
amount of carbon was controlled and thus also the thickness of multilayer graphene grown 
was also controlled. Figure 2.8 shows graphene grown on Cu, 90-10 Cu-Ni, and 70-30 Cu-
Ni substrates at 1050°C, after transfer to a glass slide. Each single atomic layer of graphene 
absorbs ~2.3% of incident light and so the thickest film (grown on 70-30 Cu-Ni substrate) 
appears darkest. This ability to tune solubility and consider diffusion has consequences for 
understanding other growth in section 2.3.6 and also for devices in section 4.2.  
 
 
Figure 2.8: Photograph of graphene grown on pure copper (left), 90-10 Cu-Ni alloy 
(center), and 70-30 Cu-Ni alloy (right). Each layer of graphene absorbs ~ 
2.3% of incident light and the darker films represent thicker multilayer 
graphene grown on substrates with increasing Ni content, which has high 
carbon solubility.   
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2.3 HEXAGONAL BORON NITRIDE SYNTHESIS 
Hexagonal boron nitride has been synthesized just like it has for graphene. 
Exfoliation is possible, also deposition is possible. CVD, sputtering, Plasma-Enhanced and 
Radio-Frequency deposition processes have been used to grow h-BN.13,50,51 A common 
method is CVD on catalytic metal substrates as it has been with graphene on copper and 
nickel. The next sections will focus just on CVD processes for h-BN growth on metals. 
2.3.1 Hexagonal Boron Nitride Growth Mechanism 
Synthesis of high quality h-BN has been achieved and reproduced by several 
research groups using chemical vapor deposition (CVD) processes.51–53 Though progress 
has been made to understand the growth mechanism, the understanding is incomplete and 
more must be learned to have a reliable process that can repeatably produce high quality 
h-BN.13,54–58 To date, the limited understanding about the growth mechanism has meant 
that integrating h-BN with other 2D materials for various device applications has been 
limited.23,59,60 Therefore a deeper understanding is needed to overcome the barrier and 
integrate h-BN into device applications.  
 
 
Figure 2.9: Schematic of h-BN synthesis.   
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In general, growth of h-BN in CVD occurs by B- and N- containing precursors 
decomposing on the catalyst surface, dehydrogenation continues at the surface and 
diffusing B and N form into h-BN layers, as depicted in Figure 2.9.13 While growth of h-
BN has been performed on many substrates, metallic/catalytic,13,51,61 dielectric 
surfaces,30,62 and even graphene,63–65 more experiments are needed to achieve a better 
understanding of the growth mechanisms on different substrates.  
 
 
Figure 2.10: Schematic of h-BN CVD tube furnace synthesis system with a solid 
ammonia borane precursor vessel which is remotely heated and a bypass 
line for pressure release.   
The h-BN growth experiments have been carried out using two systems. One is a 
modification of the tube furnace as used for graphene growth described above in section 
2.2. An added precursor vessel with heating is used for solid precursors and a bypass line 
is incorporated for pressure release while heating the solid precursor, as shown in Figure 
2.10. The other system is a steel vacuum chamber with a quartz window on the top. A high 
power lamp is positioned above the quartz window and used to heat the substrate, a 
schematic is shown in Figure 2.11. 
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Figure 2.11: Lamp heated h-BN growth system which has gaseous diborane and 
ammonia precursors.   
2.3.1.1 Precursors 
Several different B- and N- containing compounds have been used to grow h-BN 
and Reference 13 contains a table summarizing many of these precursors. Explain that 
there have been many reports using different precursors. Among the most popular are 
ammonia borane and borazine, which are shown in Figure 2.12. These precursors have the 
advantage of having the 1:1 stoichiometry of the h-BN, however handling a solid precursor 
(ammonia borane) or a liquid precursor (borazine) is challenging for the control of flow 
rate or long term storage, for example. Upon heating, ammonia borane decomposes into 
various polyaminoboranes, one of which is borazine.66,67 Another set of precursors also 
used for h-BN growth is diborane and ammonia gases, which are also represented in Figure 
2.12. These precursors are more readily controlled when flowed into the growth chamber, 
but because the boron and nitrogen are separated the ratio of the precursors must be 
monitored to ensure h-BN growth. Also, diborane and ammonia both pose health and safety 
hazards, so it is important to take appropriate precautions related to monitoring and 
handling. In the experiments described here, either diborane and ammonia or ammonia 
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borane precursors will be used. Other precursors, such as BCl3 and N2 have also been 
reported by others.13  
 
 
Figure 2.12: Ball and stick model of precursor molecules used in h-BN CVD synthesis.  
In experiments using the ammonia borane precursor, the system shown in Figure 
2.10 was used, where the solid ammonia borane powder (NH3BH3), which was heated 
separately above its decomposition temperature, and was carried to the CVD furnace by 
hydrogen gas. Diborane and ammonia precursor growths were performed in both types of 
growth system. 
2.3.1.2 Substrates 
Many different substrates have also been used for h-BN growth, and a table 
summarizing the different types can also be found in Reference 13. As is the case of 
graphene growth, catalytic metal substrates, such as Fe, Co, Ni, and Cu, are popular for h-
BN growth. However, as was referenced in section 2.3.1, some dielectric substrates and 
2D material substrates have also been used to grow h-BN.13 The experiments here are 
investigating the growth of h-BN using Ni substrates. There will be parallels to graphene 
found in the growth mechanism relating to diffusion and solubility. The use of foil 
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enclosures, as discussed in section 2.2.3, will also be revisited to again show the growth 
mechanism, in this case for h-BN. 
2.3.2 Growth of h-BN Films with Controlled Thickness 
In experimental work led by Dr. Ariel Ismach, a process for growing thin films of 
h-BN using diborane and ammonia (B2H6 and NH3) precursors was developed.
54 The basic 
process begins similarly to the graphene growth process, by loading a substrate (in this case 
Ni foil) into the center of a quartz tube in a tube furnace and pumping down to base 
pressure, in the system type of Figure 2.10. Next, hydrogen is flowed (10 sccm) through 
the tube and the furnace is heated, the reducing environment prevents the Ni from 
oxidizing. The furnace temperature is ramped to the anneal and growth temperature 
(1025°C) and hydrogen flow continues, this anneal step (10 to 60 minutes) removes surface 
oxide as well as some contaminants from the Ni. The diborane and ammonia precursors 
are flowed, at 1 sccm and 18 sccm respectively, to the substrate controlled by MFC and the 
hydrogen flow remains at 10 sccm. The growth step lasts for 1 to 30 minutes and then the 
furnace heating is shut, along with the diborane and ammonia gas flows. The system is 
allowed to cool back to room temperature, during which time the hydrogen flow is shut 
and argon is flowed at 20 sccm, and then the sample can be retrieved after breaking 
vacuum. The basic process flow is illustrated in Figure 2.13. 
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Figure 2.13: Basic growth process steps for h-BN.  
For these growth experiments, the total pressure was typically 135 mTorr (1:18 
diborane:ammonia flow ratio) for exposure of these gases at 1025 °C. The Ni foil was also 
treated prior to loading by sonicating in acetone and then rinsing with IPA to remove any 
grease or organic contaminants from the surface.  
 
 
Figure 2.14: h-BN transfer schematic. 
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It was frequently necessary to transfer the h-BN from the growth substrate for 
additional characterization or other processing. The process was adapted from a common 
wet etching process used for graphene transfer.10,68 Figure 2.14 illustrates the basic steps 
for transferring h-BN from the Ni growth substrate to an arbitrary target substrate (shown 
is a SiO2/Si wafer). The h-BN, while still on the Ni growth substrate, was coated with 
poly(methyl methacrylate) (MicroChem A9 PMMA) at 3 krpm for 60 seconds. The 
PMMA/h-BN/Ni was then baked at 90° C for 60 sec. The PMMA/h-BN/Ni was then 
floated on a dilute nitric acid (HNO3) solution (10 % by volume in water) (in the case of 
graphene-grown-on-Cu, the preferred etchant used was 0.1M – 0.5M ammonia persulfate 
in water). After the metal has been fully etched, the sample is floated on DI water (which 
is changed two more times) to rinse away any residue or etchant. Then the PMMA/h-BN 
is lifted from the liquid with the desired target substrate. I have found that for the best 
results, prior to removing the PMMA, it is preferred to re-spin the PMMA, as has been 
shown by others.69 The PMMA removal process begins after the h-BN interface with the 
target substrate is dry, typically the sample is left in a vacuum box overnight. The 
PMMA/h-BN sample is placed on a hotplate at 90° C for 60 seconds to soften and then 
moved onto a spin coater. The PMMA is re-spun again at 3 krpm for 60 s and then baked 
at 90° C for 60 seconds one last time. The PMMA layer is then removed with acetone after 
the re-spin, and for best results we have a modified acetone process. The first part of the 
process involves filling a beaker partly with acetone on a hotplate at 75° C and placing a 
glass stand above the surface of the acetone (normally an inverted beaker that is smaller 
and fits fully inside the beaker with acetone). The PMMA/h-BN sample is placed on the 
glass stand and then the beaker is sealed (normally with a glass cover and using parafilm 
around the perimeter to prevent evaporation). At elevated temperature, the partial pressure 
of acetone vapor is also elevated and softens the PMMA. After one hour, the second part 
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of the PMMA removal process begins. A new beaker with acetone is prepared and placed 
on a hotplate at 65 C. The PMMA/h-BN from part one is put into the warm acetone to fully 
remove the softened PMMA, typically the sample is left in acetone for four hours. A final 
vacuum anneal step may also be performed to fully remove residue from the transferred 
film surface.70 
 
 
Figure 2.15: h-BN optical microscope images of transferred film. SEM image of h-BN 
on Ni substrate. Transmission electron microscope (TEM) image of layer-
to-layer h-BN and SAED.54 Adapted with permission from Reference 54. 
Copyright 2012 American Chemical Society. 
The h-BN was characterized both as-grown on the Ni substrate and after transfer to 
other substrates to show that it was high quality. In Figure 2.15, optical microscope images 
show the h-BN film after transfer to a SiO2/Si wafer substrate. The contrast differences, 
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between lighter and darker purple indicate h-BN of different thickness forming on different 
Ni grains of the polycrystalline Ni foil substrate. We also see a high magnification SEM 
image of the h-BN still on the Ni substrate, the lighter contrast triangular regions are 
adlayers of h-BN, there is h-BN covering the whole Ni substrate. More subtle contrast 
differences indicate Ni grain boundaries or h-BN film grain boundaries or wrinkles. 
Transmission electron microscope (TEM) images were captured of the h-BN film after 
transfer to a TEM sample grid. At the edge of the transferred film, folded edges were 
observed and the layered structure of the film could be seen, where the layer-to-layer 
spacing could be measured. The plan-view taken from the interior of the transferred h-BN 
film region showed spacing within the h-BN layer and also provided a clear hexagonal 
selected area electron diffraction (SAED) pattern. 
Figure 2.16 shows more characterization results from the h-BN film. The Raman 
spectra show clearly the E2g peak for h-BN. Raman maps show the h-BN E2g peak intensity, 
position, and full width at half maximum (FWHM). UV-Vis spectrum allows us to 
calculate the optical band gap of 5.75 eV, in the deep UV, which closely matches the 
expected value for h-BN. X-ray photoelectron spectroscopy analysis (XPS) was also done 
for the h-BN film on the Ni substrate. XPS gives the binding energy of core level electrons 
in a material, whose energy depends on the atom as well as the what bonds are formed by 
that atom. B 1s and N 1s core electron energy levels are clearly detected for the h-BN film 
samples, with peak positions that are expected for h-BN bonding. 
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Figure 2.16: Raman mapping data of h-BN transferred film. UV-Vis of h-BN and XPS of 
h-BN still on Ni substrate.54 Adapted with permission from Reference 54. 
Copyright 2012 American Chemical Society. 
Figure 2.17 shows TEM cross-section images of h-BN thin films which show their 
thickness. A qualitative thickness measurement is given by XPS Ni 2p 3/2 peak also shown 
in Figure 2.17. XPS is a surface sensitive characterization technique, with photoelectrons 
ejected from the outer ~ 10 nm of the sample surface. By analyzing two h-BN films on Ni 
substrate with the same XPS analysis conditions, we compare the intensity of the 
underlying Ni signal. For a thicker h-BN film, the Ni signal is relatively weak, as seen in 
Figure 2.17. Multiple TEM cross-section samples were prepared from different h-BN 
films, with different growth times, and the h-BN film thicknesses were directly observed. 
A plot of h-BN film thickness, measured by TEM cross-section, vs. h-BN growth time is 
shown in Figure 2.17. There is a linear trend of increasing thickness with increasing time. 
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Figure 2.17: Thickness of h-BN film increases with growth time. Thickness determined 
by TEM cross section and qualitatively by substrate Ni XPS signal.54 
Adapted with permission from Reference 54. Copyright 2012 American 
Chemical Society. 
2.3.3 Formation of Intermediary Compounds During Growth 
In characterizing the h-BN films by XPS, observations were made which gave some 
indication about the growth mechanism. As was mentioned above, the core level electrons 
ejected in XPS, and the photoelectrons which are detected, have binding energies which 
depend on the bonding of the atoms in the sample. Thus, multiple binding energy peaks 
observed for B 1s core electrons, for example, are an indication that B atoms are bonded at 
multiple binding energies, or multiple oxidation states. Meaning that they are bonded to 
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different atoms. Different h-BN films which were produced indeed showed different 
bonding depending on the growth conditions, which was an indication that other 
intermediary compounds were formed during growth. To reiterate, this project was led by 
Dr. Ariel Ismach and I performed the XPS analysis. An additional insight was gained when 
performing experiments which sequentially flowed the two precursor gases, diborane and 
ammonia, rather than simultaneously flowing them as in a typical growth process. The XPS 
analysis showed different compounds on the substrate depending on the dosing order, in 
other words, diborane first followed by ammonia and vice versa. It was found that exposing 
only diborane resulted in boron oxide and nickel boride compounds on the substrate, as 
might be expected. The h-BN phase was detected by XPS in addition to the other 
compounds with “first, diborane only” flow followed by “ammonia only” flow. However, 
when the order was reversed, only the h-BN phase was seen with the “first, ammonia only” 
process. The boron-containing compounds observed in the diborane-first process suggest 
that there is a route to obtaining h-BN through the formation of intermediary compounds. 
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Figure 2.18: XPS of B 1s peak comparing (a) Diborane first sequential growth, (b) 
Ammonia first sequential growth, (c) Diborane only exposure, and (d) 
Simultaneous growth. B-O peak near 193.5 eV and Ni-B peak near 188.5 
eV.54 Adapted with permission from Reference 54. Copyright 2012 
American Chemical Society. 
To clarify the XPS analysis, the B 1s peak for different growth conditions is shown 
in Figure 2.18. The diborane-first, then ammonia (5 minutes flow of each precursor 
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separated by 10 minutes of only hydrogen flow) growth XPS spectrum is shown with B 1s 
peaks corresponding with B-N bond (190.6 eV), B-O bond (193.8 eV), and Ni-B bond 
(188.8 eV) all clearly distinguishable. This shows that oxide and boride compounds exist 
on the substrate surface along with the h-BN. For growth using the opposite precursor flow 
order, ammonia-first, XPS spectrum is shown with only a single B 1s peak for the B-N 
bond (190.6 eV). A control experiment was also performed with diborane-only precursor 
flow, and that XPS spectrum gave B 1s peaks with only B-O bond (193.4 eV) and Ni-B 
bond (188.3 eV). And a typical h-BN growth process was run with diborane and ammonia 
flowed simultaneously showed a B 1s XPS spectrum with B-N and Ni-B bonds detected. 
These analyses suggest that the formation of boron oxide and nickel boride on the substrate 
surface is an indication of a reaction pathway from the precursors to the h-BN product. The 
pathway including intermediate compounds forming during growth shows some competing 
reactions occurring at the surface which control the growth mechanism for h-BN. 
2.3.4 Controlling the Reaction Pathway with Carbon 
The work in section 2.3.3 showed that intermediary compounds are formed during 
h-BN growth, which is a concept written about by others in the field as well.58 We 
continued to investigate the growth mechanism for h-BN growth on Ni, still led by Dr. 
Ariel Ismach. We were able to understand the reaction pathway through introducing carbon 
into the h-BN synthesis process. It was observed that boron oxide and nickel boride 
compounds were present during the formation of h-BN,54 and those compounds were also 
observed in the synthesis with ammonia borane precursor. Others have also reported the 
presence and importance of boron oxide compounds during h-BN growth.62 In this work, 
evidence was gathered showing that the CVD synthesis mechanism could be triggered via 
thermal reduction from oxide intermediate compounds to h-BN, whereas other synthesis 
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studies have attributed different mechanisms such as surface energetics of the growth 
substrate.13 It is shown that the reduction to h-BN is aided by the inclusion of carbon, hence 
we adopt the phrase “carbo-thermal reduction” mechanism for h-BN synthesis.71,72 This 
synthesis study shows that, for the interior of Ni enclosures (into which mass transport is 
suppressed), h-BN formation occurs through a boron oxide intermediary compound which 
is reduced in the presence of carbon. 
 
 
Figure 2.19: SEM images of h-BN grown on Ni foil, with different precursors use 
yielding similar h-BN films. Also photograph of Ni foil pockets. 
Figure 2.19 shows SEM images of h-BN film grown on Ni substrates with different 
types of precursors. The growth process was modified from section 2.3.2 to using ammonia 
borane precursor. The SEM shows similar morphology of thin h-BN with triangular 
adlayers. The curved step shapes are a part of the Ni substrate and are commonly seen on 
some Ni grains in the substrate after growth.56 These carbo-thermal reduction experiments 
were similarly performed in a tube furnace, as depicted in Figure 2.10. To control the flow 
of the solid ammonia borane precursor to the furnace and the growth substrate, there are 
two features of the growth system that are important. The first is the separately heated 
vessel holding the ammonia borane powder. As described above, heating ammonia borane 
causes a thermal decomposition process which has BxNyHz compounds as byproducts.
66 
For this system, the vessel is heated by lowering into a heated oil held at 100 - 130° C. The 
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second feature of the growth system relevant for h-BN growth is the bypass valve. When 
the ammonia borane is heated to decomposition, the total pressure in the system also rises. 
To control the flow of precursor to the growth substrate, the precursor flow is diverted 
through the bypass as the pressure increases until the temperature and pressure reach a 
pseudo steady-state. At this point (pressure has increased ~ 50 mtorr), the valve is flipped 
and the precursor flow is instead directed into the furnace and growth substrate. In these 
carbo-thermal reduction h-BN growths, the enclosure substrate was again used. As 
described above in section 2.2.3 for a Cu foil substrate, a Ni foil was folded into an 
enclosure to create a different environment for the inner surface (precursor flow is greatly 
suppressed). Figure 2.19 shows a photograph of three Ni foil enclosures loaded in the 
quartz tube in the furnace before beginning the growth process.  
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Figure 2.20: SEM images of h-BN grown on Ni foil by the carbo-thermal reduction 
process. The dark contrast in the top two images show the h-BN domains 
and the bottom two images show that adlayers of h-BN are lighter in 
contrast and triangular in shape.56 Adapted from Reference 56. 
The carbo-thermal reduction growth process begins the same as the earlier process 
described in section 2.3.2 and Figure 2.13, with loading a Ni foil substrate into the quartz 
tube and pumping down to base pressure, except that the substrate in this process is a Ni 
foil enclosure. During the heating process, the oil below the ammonia borane vessel is also 
heated. During the substrate annealing portion, the vessel is lowered into the oil and the 
decomposing precursor is directed through the bypass. The growth portion is initiated by 
flipping the precursor valve to flow into the furnace and recall that hydrogen flow is kept 
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constant throughout the heating and annealing step (typically 10 sccm flow rate). This 
growth process introduces carbon to the reaction in two primary ways, one with solid 
amorphous carbon powder and the other with methane gas, which will be described in 
greater detail below. The cooling process is the same as prior growth processes (cooling 
under hydrogen or argon). It was observed that thick h-BN is grown on the exterior of 
enclosures with ammonia borane precursor and no influence on the growth was detected 
due to the presence of carbon. The h-BN film on the exterior of the enclosure was similar 
to that obtained on Ni foil using the earlier process described in section 2.3.2. However, h-
BN is not grown in the interior surface of the enclosure except when carbon is present. 
Figure 2.20 shows SEM images of h-BN domains grown on the interior surface of the Ni 
enclosure with amorphous carbon present. As with previous growths, we clearly observe 
triangular h-BN domains and adlayers, as well as curved steps of the underlying Ni 
substrate. 
 
 
Figure 2.21: TEM and Scanning tunneling microscopy (STM) images of h-BN 
synthesized by carbo-thermal reduction process, TEM was transferred. 
Raman spectra showing peak intensity corresponding to thickness.56 
Adapted from Reference 56. 
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Figure 2.21 shows more characterization of the h-BN grown on the interior surface 
of the Ni enclosure. The TEM here shows a folded edge of the h-BN showing two atomic 
layers and an inset SAED showing a single hexagonal crystal pattern. Scanning tunneling 
microscope (STM) maps were also taken of h-BN on the Ni substrate. This analysis also 
gives atomic resolution and verifies that h-BN was formed given the atom arrangement and 
spacing. The Raman spectra shown in Figure 2.21 are taken from an adlayer region of h-
BN where an increasing number of layers gives a more intense E2g h-BN peak at ~ 1370 
cm-1. 
Carbon was introduced into the h-BN growth process in two different ways, as first 
mentioned above. The first was to add a small quantity (~ 2 mg) of amorphous carbon 
powder into the Ni foil enclosure. After completely folding shut, then the carbon remains 
inside the enclosure. It was observed after the growth process that some carbon would 
diffuse into the Ni and re-segregate as graphite. However, the h-BN did form on the interior 
surface of the enclosure away from the powder and the graphitic regions. No graphitic 
material was observed to be incorporated with the h-BN. Due to the difficulty in controlling 
the positioning of the carbon using a solid source, the second method for introducing 
carbon was by flowing methane gas. Methane was flowed to the chamber (2 – 10 sccm) 
during the ammonia borane exposure step only. Again in this case, only h-BN was detected 
on either the interior or exterior surface of the Ni enclosure and no graphitic material was 
detected. We see in the Raman spectra from Figure 2.21 that no graphitic peaks are detected 
from the h-BN film. 
In section 2.3.3, diborane and ammonia precursor growth experiments were done 
and intermediary compounds were detected after h-BN growth (boron oxide and nickel 
boride) by XPS. Here, we again use XPS to analyze the carbo-thermal reduction growth 
results and to understand the h-BN growth mechanism. In Figure 2.22, we compare four 
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different growth samples, all measuring the interior surface of the Ni enclosure. The top 
row sample is from a growth where no carbon was present at any point in the process. The 
second row sample is a growth with solid amorphous carbon inside the Ni enclosure where 
the growth gave isolated h-BN domains, as can be seen in the SEM image. The third row 
from the top is from a sample also with solid amorphous carbon inside the Ni enclosure 
but where the growth was a continuous h-BN film. The bottom row sample is a growth 
with methane exposure during the precursor exposure step. The left column shows a SEM 
image from each sample, the darker contrast indicating the presence of h-BN. The B 1s 
spectra from each sample shows a parallel with the results from section 2.3.3. In the carbon-
free experiment, only B-O bond was detected and no h-BN was synthesized. Also, there 
was no nitrogen detected as seen in the N 1s spectra for the top sample. The B 1s and N 1s 
spectra for the remaining three samples show a trend of increasing B-N bond intensity, 
from isolated h-BN domains, to full h-BN coverage with solid amorphous carbon, and last 
to full h-BN coverage with methane. Simultaneously there is a trend of weakening B-O 
bond intensity. We interpret this as boron oxide formation giving way to h-BN growth, in 
other words, boron oxide reducing to h-BN. The C 1s and O 1s spectra for the samples also 
show a trend where more complete h-BN growth (with methane exposure giving full h-BN 
coverage) means less oxide presence. We see that the presence of carbon reduces primarily 
the B-O bonds, but also C-O and Ni-O bonds, to grow h-BN, with methane being most 
effective in driving this reaction. 
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Figure 2.22: XPS analysis comparing different samples in each row. Oxide formation 
appears in cases where h-BN has not covered.56 Adapted from Reference 56. 
The role of carbon in the growth mechanism for h-BN is understood to be in aiding 
the reduction of oxides, which is explained by the thermodynamic driving forces acting in 
the growth process. Often reaction mechanisms are summarized as competitions between 
thermodynamic (or energetic) forces and kinetic (like diffusion or other mass transport) 
forces. The growth of h-BN on the interior surface of Ni enclosures was controlled by the 
energetic forces because of the observed growth products (including oxides) and because 
of the suppressed mass transport into the enclosure interior. Work by Dr. Yufeng Hao on 
Cu enclosures showed gaps in the foil after folding and annealing less than one micron in 
size.42 Such a small gap would result in a pseudo steady state flow of precursor to the 
interior of the enclosure. To support the conclusion that thermodynamic driving forces 
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control the growth mechanism, based on the observed growth products, the possible 
chemical reactions occurring at the sample surface were tabulated and the free energy of 
formation (ΔGf) for each reaction was plotted. Figure 2.23 shows two plots of Ellingham 
curves associated with the tabulated possible chemical reactions. They are separated by 
oxidation reactions and reduction reactions. Note that in addition to ammonia borane 
(decomposition byproducts), carbon, and hydrogen, oxygen is an inevitable element 
present in the system, due to the nature of vacuum systems. The Ellingham curves are 
plotted from known thermodynamic constants for each compound in each reaction found 
in the CRC Handbook of Chemistry and Physics. The more negative the free energy of 
formation for a given temperature, the stronger the thermodynamic driving force for that 
reaction. For the growth temperature of our experiments, the favored oxidation reaction 
favors forming boron oxide over nickel oxide. For the growth temperature of our 
experiments, the favored reduction reactions include carbon-containing compounds in 
forming h-BN. Thus, the observed formation of h-BN in the presence of carbon is 
explained by the stronger thermodynamic driving force acting on the reduction reaction 
from boron oxide to h-BN. This type of growth mechanism also explains other observed 
phenomena. For example, there was no significant incorporation of carbon impurity in any 
h-BN, which can be understood because the favored reactions form gaseous carbon 
monoxide or carbon dioxide compounds.73 
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Figure 2.23: Ellingham curves for tabulated reactions during CVD. Top shows possible 
oxidation reactions and bottom side shows reduction reactions. The lowest 
curve at a given temperature is most thermodynamically favorable.56 
Adapted from Reference 56. 
The growth mechanism for the carbo-thermal reduction to form h-BN can be 
described as initially oxidation occurring on the interior surface of the Ni enclosure, where 
mass transport is suppressed (and thus thermodynamic driving forces dominate). Based on 
the thermodynamics, we have boron oxide forming at elevated temperature and then being 
reduced via reactions involving carbon compounds to form h-BN. An additional analysis 
was done to verify this growth mechanism, SIMS depth profiling and mapping were used 
here. A sample with solid amorphous carbon powder included in the growth was taken, 
this way isolated domains could be studied. Figure 2.24 shows SI maps from a region with 
a few triangular h-BN domains, the left column showing SI maps after 1 second of 
sputtering (removes surface contaminants due to ex situ handling) and the right column 
showing SI maps after 4 seconds of sputtering (removing fully the h-BN atomic layers). 
The BN- SI map shows clearly the location of the triangular h-BN domains. The BO2
- SI 
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maps show that boron oxide was primarily located away from the h-BN domain, where 
there was no h-BN there was boron oxide which had not been reduced. The NiO- SI maps 
show that nickel oxide formed also away from the h-BN domain. Depth profiles were also 
generated comparing the h-BN triangular domain region, shown in green in Figure 2.24, 
and the h-BN-free regions, shown in blue in Figure 2.24. We see the BN- (and a lesser 
proportion of BO2
-) SI falling off in intensity after the h-BN domain is sputtered away, and 
the Ni3
- SI increasing as we profile into the bulk. The NiO- SI signal is weak and near the 
detection limit. For the h-BN-free region, the BO2
- SI is found at the outer surface, with 
the NiO- SI beneath that. And then further sputtering shows the bulk nickel with Ni3
- SI. 
The SI species were chosen as representative of the various compounds and is discussed in 
depth in Chapter 3. These SI depth profiles indicate that boron oxide is an intermediary 
compound in the formation of h-BN atomic layers. It is also noted in the SI depth profiles 
that surface oxide formation limits boron to the surface, in other words it does not diffuse 
into the bulk of the Ni. 
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Figure 2.24: TOF SIMS mapping and depth profile showing oxide formation and 
location on h-BN synthesized by carbo-thermal reduction.56 Adapted from 
Reference 56. 
The growth experiments discussed here demonstrated a carbo-thermal reduction 
process that yielded h-BN films. The growth mechanism was shown to be 
thermodynamically controlled due to the use of Ni enclosure substrates and including a 
carbon source. To reiterate, this research was led by Dr. Ariel Ismach and I performed the 
growth experiments, the XPS analysis, and the SIMS analysis. The full report found at 
Reference 73 includes additional characterization done by collaborators at Carnegie 
Mellon University.  
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2.3.5 Diffusion Controlled Growth and Surface Energy Literature 
The previous sections 2.3.3 and 2.3.4 summarized how the growth mechanism for 
h-BN formation was determined in a thermodynamic, or energetic, driven process. For 
section 2.3.4, thermodynamic control was enabled, in part, by using Ni enclosure 
substrates. The enclosure substrate is useful to restrict mass transport of precursors to the 
interior surface, but their hand-made nature is not compatible with large-scale growth 
processes. Therefore, it is important to perform growth experiments on bare substrates and 
to continue to evaluate the growth mechanism. The competition between energetic driving 
forces and kinetic driving forces acting to control the growth mechanism was mentioned 
in section 2.3.4. In work published by Dr. Sushant Sonde, kinetic driving forces of diffusion 
and segregation were reported to control the growth mechanism of h-BN on nickel and 
cobalt thin films.55 For the case of graphene growth, section 2.2.3 and 2.2.4 described 
processes where diffusion and segregation also controlled growth. Other researchers have 
also reported experimental results that show h-BN growth processes where kinetic driving 
forces (such as diffusion) are controlling the growth mechanism, such as the work by Dr. 
Stephan Hofmann’s group at Cambridge.74 In contrast to these reports, others have 
attributed the h-BN growth mechanism to energetic driving forces. Lee et al. and Cho et 
al. reported that the surface energy of the nickel substrate controlled the growth rate of h-
BN thin films.57,58 This discrepancy in the literature in some cases is due to a distinct 
growth process, such as our use of an enclosure substrate or others use of highly controlled 
molecular beam epitaxy (MBE) equipment, however it is important to clarify the growth 
mechanism so that processes for h-BN growth can be refined, optimized, and scaled. 
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2.3.6 Single Crystal Substrate Growth 
The pursuit to better define the h-BN growth mechanism continued with more 
growth experiments. Single crystal substrates have often been used to isolate growth 
mechanisms for many different processes, because the surface is highly predictable and 
able to be modeled. For example, early work showing h-BN formation was done using 
MBE-type systems on Ni (111) single crystals.52,75,76 Here, we use Ni single crystal 
substrates to study the h-BN growth of our scalable LPCVD process (in this case done in 
the rapid thermal CVD, RTCVD, system from Reference 55). As was mentioned in section 
2.3.5, other researchers have considered the effect of the Ni substrate crystal orientation on 
the growth process. Lee et al. observed that Ni (100)-like grains in poly-crystalline Ni 
(polyNi) foil showed a higher growth rate. The higher growth rate was attributed to a higher 
surface energy of the (100) catalyst surface, enhancing the sticking coefficient of the 
precursor on the Ni surface, though they acknowledged that the catalytic effect was not 
fully understood, and that there are multiple reaction pathways for the growth of h-BN.58 
Cho et al. observed that Ni (110)-like grains in polyNi showed a higher growth rate and 
determined that precursor radicals had different sticking coefficients on Ni based on the 
surface energy of the Ni grains.57 Hite et al, on the other hand, considered the surface 
energy effect in CVD synthesis of h-BN with another catalytic substrate, Cu, and found it 
was not a limiting factor.77 In continuing to better understand the growth mechanism, single 
crystal Ni substrates were used to try to understand the growth kinetics of h-BN using 
diborane and ammonia as precursors. We find that, under the same growth conditions, h-
BN has the highest growth rate on (110), followed by (111), and with (100) having the 
lowest growth rate. We associate the orientation dependence to not only surface energy, 
but also to a difference in the diffusion of B and N in the bulk of Ni and also the h-BN/Ni 
interface, depending on the orientation of Ni. The diffusion difference necessarily affects 
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the diffusion, precipitation, and h-BN layer-by-layer growth on the Ni substrate. That is, 
the growth for h-BN on Ni is not strictly dictated by surface energy as others have reported, 
but that the energetic forces must be reconciled with kinetic forces, such as diffusion along 
the Ni/h-BN surface, to better describe the growth. 
These single crystal substrate growth experiments were done using the system 
shown in Figure 2.11, with lamp heating. Diborane and ammonia precursors were used 
during growth. Recall from Figure 2.15 the visible thickness differences in h-BN film 
which was transferred to an SiO2/Si wafer substrate. We observed, as well as was reported 
in References 57 and 58, that the h-BN film thickness was different depending on the 
underlying Ni grain in the case of a polycrystalline Ni (polyNi) substrate. Figure 2.25 
shows h-BN films after they have been transferred to a TEM grid. Again, we observe the 
layered structure (and layer spacing) indicative of h-BN and also the hexagonal SAED 
pattern. 
 
 
Figure 2.25: TEM images of h-BN film transferred to sample grid showing diffraction 
and layer-to-layer spacing indicative of h-BN. 
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Figure 2.26 further shows an EBSD map overlaid onto a SEM image of h-BN on 
polyNi with corresponding high magnification SEM images for 3 regions with a 
crystallographic orientation close to (100), (110) and (111). There was no observed 
preferred orientation of the Ni substrate, such as the low surface energy surface (111) as 
noted in other reports.57,78  
 
 
Figure 2.26: SEM and EBSD of h-BN film grown on polyNi substrate. 
It is noted that the h-BN thickness on polyNi depends on the underlying Ni grain 
orientation and the grain-to-grain difference in h-BN thickness affects the measured 
thickness of h-BN on polyNi. To correlate the relative thickness of h-BN grown on 
different Ni grains, the sample grown on polyNi was also taken for time of flight secondary 
ion mass spectroscopy (TOF SIMS) after EBSD. The TOF SIMS mapping of secondary 
ions representing h-BN are shown Figure 2.27 and show that relatively greater h-BN 
content was seen for a Ni (110)-like grain than for a neighboring Ni (100)-like grain. The 
greater h-BN content shows that the h-BN is thicker on the Ni (110)-like grain than for the 
Ni (100)-like grain. Figure 2.27 shows the secondary ion map of 10BN- integrated from 0 
 52 
to 5 seconds of sputtering with a 1 keV Cs+ sputtering ion beam in the middle image. There 
is a greater intensity of counts of 10BN- for the h-BN on top of the Ni (110)-like grain 
compared with a neighboring Ni (100)-like grain. The 10BN- secondary ion species forms 
from the analysis ion beam (30 keV Bi+) impinging on the h-BN and is used to reliably 
locate and track h-BN.55,79 This indicates that there is a thicker h-BN film over the Ni (110)-
like grain which qualitatively agrees with the thickness trend of h-BN film observed for 
the Ni single crystal substrates. The C2
- secondary ion map is also shown in the right image 
in Figure 2.27, it gives a clearer picture of the sample surface and the Ni grains. The C2
- 
secondary ion map also shows a grid-like pattern of spots which are due to electron-beam 
induced deposition which occurred during EBSD analysis. This confirms that the TOF 
SIMS analysis location matched the EBSD analysis location. The left image of Figure 2.27 
is the SEM and EBSD map of the same sample region before TOF SIMS depth profiling. 
The inset cubes represent the orientation of the Ni (110)-like grain in green and the Ni 
(100)-like grain in red. 
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Figure 2.27: Left image shows a SEM image and EBSD map overlaid for an h-BN film 
grown on polyNi substrate. The Ni grain boundaries are visible in the SEM 
image and the EBSD map color indicates the orientation of the underlying 
Ni grain. The color shown follows the same key as in Figure 2.26. The inset 
boxes are representations of the cubic crystal orientation of the Ni at the 
location indicated. The green outline indicates a Ni (110)-like grain and the 
red outline indicates a Ni (100)-like grain. The middle image shows the 
secondary ion map of 10BN- ions collected from the same region of the same 
sample. The green outlines Ni (110)-like grains and have greater 10BN- 
counts, indicating a comparatively thicker h-BN film. The red outlines the 
Ni (100)-like grain and has comparatively fewer 10BN- counts, indicating a 
thinner h-BN film. The right image shows the secondary ion map of C2
- ions 
and more clearly shows the Ni grain boundaries. 
Hexagonal BN on single crystal Ni was grown using the same conditions as growth 
on previous polyNi substrates, and for each run we place a polyNi substrate as a control. 
The single crystal Ni substrates were purchased from MTI Corporation and with 
dimensions of 10 x 10 x 0.5 mm, a purity of > 99.99% and the orientation was within ±2° 
of the indicated plane. Figure 2.28 shows SEM and XPS analysis for polyNi and the single 
crystal Ni substrates with three orientations after h-BN CVD growth. The first column 
shows high magnification SEM images, and second and third columns show the XPS 
spectra of B and N, respectively. The second column shows the B 1s XPS spectrum for 
each sample taken under the same conditions, i.e. integration time and energy range. The 
B 1s XPS spectra show a single peak near 190.5 eV, which is the same as measured in 
previous sections and published reports, without any other B-containing phases, such as 
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boron oxide. The third column shows the N 1s peak for each sample and again we observe 
only a single N 1s peak for each scan, suggesting there are no other N-containing 
compounds forming on the Ni substrates. The N 1s peak is seen near 398.0 eV for all 
samples, which is the value expected for B-N bonds. An XPS survey scan, which also 
captures the substrate Ni transition peaks for thin films, was used to determine the relative 
thickness of the h-BN layer on each sample as shown in Figure 2.2. We consider the work 
by Hite et al. and take a similar approach, though we normalize to the polyNi sample for a 
relative thickness, rather than an effective thickness.77 The relative thickness of the h-BN 
was obtained by normalizing to that of h-BN on the polyNi (1.0); thus the h-BN on the Ni 
(100), (110), and (111) have relative thicknesses of 1.0, 1.8, and 1.5, respectively. 
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Figure 2.28: XPS B 1s and N 1s peaks showing h-BN films formed on each Ni substrate. 
 
Figure 2.29: XPS surveys from each h-BN CVD sample grown and a table comparing the 
atomic concentration of different elements in the h-BN samples. 
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In order to preserve the relatively valuable Ni single crystal substrates, a different 
transfer process was utilized which does not etch the Ni. Figure 2.30 illustrates the bubbling 
transfer method which was adapted from other published work.80 After spin-coating the 
sample with PMMA, the PMMA/h-BN/Ni was connected to the positive lead of a DC 
power supply. The negative lead was connected to a counter electrode Ni foil. 0.1 M NaOH 
was used for the electrolyte and 0.7 - 0.9 A current was driven at 18 V to form H2 bubbles 
at the h-BN/Ni interface. When the bubbling had fully separated the PMMA/h-BN from 
the Ni substrate, the sample floated off and was transferred into deionized water for rinsing. 
The PMMA/h-BN was then lifted out of the water by a wafer substrate, and after drying 
the PMMA was removed with acetone. 
 
 
Figure 2.30: Schematic of bubbling transfer process for h-BN. 
The h-BN films were transferred onto SiO2/Si wafers and analyzed by Raman and 
AFM. Figure 2.31 shows the Raman spectra from each the polyNi grown h-BN, Ni (100), 
(110), and (111). We see that the h-BN E2g peak intensity follows the same trend as relative 
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h-BN thickness measured by XPS, Ni (110) with highest intensity, followed by (111), and 
(100) ~ polyNi. 
 
 
Figure 2.31: Raman spectra from h-BN films grown on each Ni substrate. 
Figure 2.32 shows AFM images at the edge of a transferred h-BN (or a region with 
folded h-BN) film from each Ni substrate. The AFM gives a thickness of 4.5 of h-BN for 
Ni (110), 3.4 nm for Ni (111), 2.5 nm for Ni (100), and 3.0 nm for polyNi substrate. The 
XPS, Raman, and AFM analyses all indicate that the h-BN film thickness depends on the 
Ni grain orientation and has a decreasing order, from thickest to thinnest, of Ni (110), (111), 
and (100) ~ polyNi. It is noted that the h-BN thickness on polyNi depends on the underlying 
Ni grain and may affect the measured thickness of h-BN on polyNi.  
 
 58 
 
Figure 2.32: Step height profiles by AFM from h-BN transferred to SiO2/Si wafer 
substrates showing the thickness of h-BN grown on different Ni substrates 
(each column represents a different Ni substrate sample). The top row shows 
the AFM scan from each h-BN film, the second row shows the step profile 
along the white line in the top row scan, and the third row indicates the 
sample details and the AFM results. The last row shows the AFM scan of 
the h-BN film giving the roughness of the transferred h-BN after vacuum 
annealing to remove PMMA residue. 
A direct method for measuring the layer number for the h-BN film can be done with 
TEM cross section. The atomic resolution of the TEM allows us to individually count the 
number of h-BN layers. TEM cross sections are shown in Figure 2.33 from h-BN grown 
on the different Ni single crystal substrates. The nature of preparing TEM samples is such 
that the layer number determined for the h-BN film is for only a small region of the overall 
sample. In the case that there is non-uniformity in the sample thickness, then the thickness 
of the h-BN as determined by TEM is less meaningful. Taken together with the AFM-
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determined roughness of the h-BN and the observation that the h-BN layer number is 
varying within a single TEM sample, we see that the thickness trends qualitatively hold up 
(and supported with the XPS and Raman characterization), but also that the precise layer 
number of the h-BN film depends on the uniformity. The cross-section TEM for h-BN on 
Ni (100) shows 5-6 layers of h-BN and the sample prepared from the Ni (110) substrate 
shows ~ 5 layers of h-BN. The cross-section TEM for h-BN on Ni (111) showed faceting 
of the Ni substrate and h-BN was not observed in the field of view. The inset for the h-BN 
on Ni (100) cross-section TEM image shows an SAED pattern from the Ni substrate 
showing the expected cubic pattern. The cross-section samples all show individual Ni 
atoms in the substrate and no Ni grain boundaries. An issue in observing growth on 
different single crystal orientations here, with respect to uniformity, is illustrated by the h-
BN grown on Ni (111). Cho et al. noted difficulty in observing growth on the Ni (111)-like 
grains of polyNi.57 The surface diffusion work showed that faceting was prominent on the 
Ni (111) orientation.81,82 Our TEM cross-section from the Ni (111) sample also showed 
high roughness and the appearance of facets, which is clearly visible in Figure 2.33. This 
rough topography may result in some non-uniformity of h-BN film growth and difficulty 
in determining a dependable thickness. 
 
 
 
 60 
 
Figure 2.33: TEM cross section samples taken from the single crystal Ni substrate and 
the h-BN film grown. The upper left of the images shows the substrate Ni 
and the layered fringes show the h-BN layers. The Ni (111) substrate shows 
no observed h-BN on the prepared TEM sample, and the inset shows a 
region where faceting of the Ni (111) was seen. The inset of the Ni (100) 
TEM image shows the diffraction pattern from the Ni substrate part of the 
field of view, giving a single cubic pattern.  
Figure 2.34 shows SEM and EBSD maps of h-BN on Ni from each of the single 
crystal substrates, with each column representing a different Ni substrate orientation. The 
EBSD maps in the second row show that after the growth process the Ni substrate retains 
its original orientation with negligible recrystallization. With these maps, we can conclude 
that the h-BN is indeed forming on the expected single crystal surface, rather than forming 
on a recrystallized Ni surface of another orientation. This is consistent with results 
observed by others who have studied h-BN grown on Ni,83 however it contrasts with the 
recrystallization of Cu single crystals observed by Hite et al. during their h-BN growth.77 
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Figure 2.34: EBSD and SEM from h-BN grown on each Ni single crystal substrate, the 
orientation is of the substrate Ni. 
We observed h-BN formation on Ni single crystal substrates with different 
orientations and it is seen that the thicknesses of the h-BN grown are different, which has 
also been observed by others.57,58 However, our results show that under our growth 
conditions, h-BN has a higher growth rate on Ni (110), followed by Ni (111), and Ni (100). 
This is in contrast with Lee et al. who reported Ni (100)-like as having the highest h-BN 
growth rate which was ascribed to its relatively high surface energy compared with other 
orientations.58 In comparison with this work, Lee et al. carried out the CVD process at 
higher growth pressure and gas flows, as well as a different precursor (ammonia borane) 
and a lower temperature (800°C). On the other hand, Cho et al. observed that Ni (110)-like 
yielded the thickest h-BN films, followed by (100)-like and (111)-like, and concluded that 
the sticking coefficient of precursor-containing compounds (which is governed by the 
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surface energy of the different Ni grains) affected the thickness.57 Cho et al. used a CVD 
process with a higher temperature, 1100°C, and with a different precursor, borazine, to 
grow on polyNi substrates as compared with this reported process. It is clear that there are 
many factors that influence the growth kinetics of h-BN on Ni, from surface energy to 
surface reactions and diffusion on Ni.13,56 In our earlier work, we showed with the addition 
of carbon, that competing surface reactions would favor the reduction of boron oxide to 
form h-BN. It was important to create a “protected” surface (the interior of a Ni enclosure) 
to effectively control the Ni surface energy and reactivity.56 From section 2.3.4, it was 
noted that oxide formation at the Ni surface prevented B diffusion into the Ni bulk, which 
is consistent with other reports which studied oxidation of Ni surfaces after implanting B 
ions.84,85 In the growth experiments here, where the substrate surface did not oxidize, the 
B and N are free to diffuse into the Ni. In contrast, it has also been reported that B and N 
diffusion play a primary role in h-BN film growth (rather than surface energy and 
reactivity).55,86,87 Indeed, it is necessary to consider the formation of h-BN multilayers on 
catalytic surfaces via diffusion and segregation. Therefore, surface energy effects as well 
as diffusion, or kinetic, effects must be reconciled during the formation of h-BN on Ni and 
other similar metals. The degree of each effect is dependent on process conditions which 
can be challenging to disentangle. 
In this work, we used Ni single crystal substrates with different orientations to grow 
h-BN films under the same conditions to clarify some of these competing growth 
mechanisms. Prior reports, which argued that substrate orientation dependence of h-BN 
growth is connected to the surface energy of each distinct orientation (thus affecting the 
sticking coefficient of precursors, for example), showed inconsistencies in which 
orientation gives the fastest growth and the ascribed growth mechanisms neglected to 
consider B and N diffusion.57,58,83 The results reported in this work show yet another 
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different trend in h-BN growth rate for each orientation of Ni substrate, though to the best 
of our knowledge this is the first study to compare growth rate using multiple single crystal 
Ni substrate orientations (as opposed to measuring orientation of polyNi substrates). These 
varying reported results suggest that the h-BN growth mechanism on Ni depends on 
multiple process parameters. These results show that the growth is not controlled by surface 
energy, since when taken together with the orientation dependence observed by Lee et al.58 
and Cho et al.57 do not agree with the surface energy hierarchy for Ni single crystal 
orientations Ni (110) > Ni(100) > Ni(111).78,88,89 As discussed in section 2.3.5, diffusion 
has been identified as a controlling factor in h-BN growth and Desrosiers et al. have shown 
how diborane is decomposed and B readily diffuses into Ni bulk at high temperatures.90 It 
is understood that both impurity diffusion and self-diffusion are connected to vacancy 
formation and mobility in the matrix crystal, in this case Ni.84,85 Earlier work by Azzerri 
and Colombo, building on work by Blakely et al., which studied the orientation dependence 
of Ni surface self-diffusion at high temperatures, reported that at 1300 K (close to our 
growth temperature) the diffusivity of the different Ni orientations increased in order from 
(100), to (111), to (110).81,82,91 This diffusion rate trend qualitatively matches the h-BN 
growth rate observed here. This observed difference in h-BN growth can be due to the 
diffusion of B and N in the Ni bulk and at its surface, or at the interface of Ni and h-BN.  
Formation of h-BN may occur at the Ni/h-BN interface by B and N segregating out from 
the bulk and diffusing at the Ni surface. Without observing the nucleation and growth of 
h-BN domains and multilayers, this cannot be conclusively proven and is left for future 
work. From Azzerri and Colombo, the surface self-diffusion coefficient of Ni at 1300 K, 
which is near the growth temperature used here, for (100), (110), and (111) surfaces are 
3.1 x 10-6, 1.3 x 10-5, and 6.9 x 10-6 cm2/s, respectively.81 Interestingly, in the same work 
by Azzerri and Colombo, the surface self-diffusion coefficient of Ni at 1400 K is reported 
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to increase from (111), to (100), to (110) (1.7 x 10-5, 1.9 x 10-5, and 2.9 x 10-5 cm2/s, 
respectively) which is a trend that is in qualitative agreement with the observed h-BN 
growth rates reported by Cho et al. for their growth temperature of 1100°C. The results 
shown here support the conclusion that diffusion and segregation, at the surface and in the 
bulk, on different substrate orientations is a function of that orientation and that it affects 
the growth rate and the final thickness of h-BN films. It is worth considering similarities 
in growth mechanism here with the formation of graphene bilayers as occurring at the 
interface between graphene and substrate, as described by Dr. Yufeng Hao in Reference 
42. 
2.4 2D MATERIALS SYNTHESIS CONCLUSIONS 
The objective of my 2D materials synthesis work is, broadly, to better understand 
the mechanisms during CVD for graphene and h-BN. The methods which have been used 
include characterization methods (SIMS and XPS) and analysis of thermodynamic driving 
forces. The characterization results provide evidence that furthers the understanding of 
graphene and h-BN CVD synthesis mechanisms, and the thermodynamic analysis suggests 
a specific CVD synthesis mechanism for h-BN which is backed up by characterization 
evidence. The growth mechanism has multiple of forces acting on it, in competition, and 
many of those have been outlined here. For graphene synthesis, kinetic control was shown 
in comparing Cu and Ni substrate growth in section 2.2.1 and 2.2.3 and 2.2.4. We showed 
energetic control with oxygen in growth in section 2.2.2. For h-BN synthesis, kinetic 
control was shown in B and N diffusion on single crystal substrates in section 2.3.6. We 
showed energetic control by carbon dosing in section 2.3.4 and also observed an energetic 
phenomenon in section 2.3.3. 
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Chapter Three:  2D Materials Characterization 
Growing the body of research and knowledge about 2D materials requires us to 
have techniques to characterize these materials accurately and precisely. In Chapter 2, 
much of the supporting evidence for understanding 2D materials synthesis came from 
materials characterizations. Raman, X-ray photoelectron spectroscopy (XPS), scanning 
electron microscopy (SEM), transmission electron microscopy (TEM), atomic force 
microscopy (AFM), secondary ion mass spectroscopy (SIMS), and other techniques were 
introduced and their relevance for 2D materials was demonstrated in Chapter 2. Raman 
spectroscopy used for graphene characterization, and its uniquely powerful ability for 
analyzing graphene, was discussed in Chapter 1.92 Raman has also proven to be uniquely 
useful for TMD 2D materials like MoS2 and WSe2 as there are unique spectral shifts and 
also photoluminescence (PL) spectra which can indicate few and single atomic layers of 
material.93,94 It is important to develop and demonstrate new characterization techniques 
which are tailored for 2D materials. Their layered structure can give sharply defined 
interfaces which can be nicely imaged with TEM, for example, but having single atomic 
layers also means that in the out-of-plane direction there is a very limited amount of 
material to probe. This can create issues of interfering signals from surface versus buried 
layers, which complicates characterization and interpretation.  
Combining different 2D materials into vertical heterostructures has given devices 
which demonstrate unique properties and phenomena,95,96 going far beyond showing 
graphene’s enhanced behavior on an h-BN substrate. To achieve the optimal performance, 
it is important that the 2D materials themselves must have as low a defect density as 
Work described in this chapter is also published in Reference 79 where I led that study and designed 
experiments and performed sample characterization, and also in Reference 118 where my contribution 
was in sample characterization. Appropriate citations appear in the text and figures as well. 
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possible and also that the interface between layers is free from contamination. Therefore, 
characterization techniques that can probe individual atomic layers and their interfaces are 
needed. 
In this chapter, the research done in characterizing 2D materials and interfaces 
between hetero-layers will be presented. Time-of-flight secondary ion mass spectroscopy 
(TOF SIMS) was utilized in conjunction with other characterization techniques to give 
composition and structural information about 2D materials and their heterostructures. The 
technique described is well-suited for 2D materials because it can separately analyze single 
atomic layers and interfaces between layers. 
3.1 UNIQUE CHALLENGES TO CHARACTERIZING 2D MATERIALS 
A key driver for research interest in 2D materials is the ability to fabricate vertical 
heterostructures with different layers to take advantage of different physical and electronic 
properties, as is written above.95–98 As the vertical heterostructures consisting of 2D 
materials contain atomically thin interfaces, analytical techniques that show the planar 
chemical composition of buried interfaces with atomic resolution are needed. The common 
fabrication methods for 2D heterostructures, including mechanical exfoliation and 
polymer-based lift-off processes, introduce contamination as the 2D materials are exposed 
to several environments before the final stacking configuration.40,99,100 Because the 
performance of a 2D heterostructure device is directly linked to the amount, location, and 
composition of any impurity contaminant, characterization and mitigation of residues are 
important to study. However, surface characterization techniques all have limitations when 
dealing with low concentrations in ultra-thin (few nanometers) structures. 
Common methods for characterizing 2D material heterostructure contaminants 
include Raman spectroscopy, electronic device testing, XPS, and TEM. A common 
 67 
practice is for the 2D materials to be annealed at moderate temperatures (100-400°C) under 
vacuum for a few hours in order to remove residues.12,70,101 The effectiveness of these 
countermeasures can be measured indirectly, such as by shifts in Raman peaks which 
indicates doping from impurities.70,102 Several indirect methods, such as Raman and 
electrical characterization, have been used to determine the quality of 2D materials.69,103 
All fabricated devices have shown some influence from the fabrication process, and the 
performances of the devices are contingent on the countermeasures. Efforts to directly 
measure any residues and contaminants have also been reported. Direct characterization 
techniques such as XPS and TEM have been used to show polymer residues which remain 
on samples fabricated by the transfer of CVD-grown 2D materials.100,104 XPS is able to 
detect carbon bonded in the PMMA structure after the transfer process, and those signals 
were absent after the sample was annealed under vacuum.100 In another study, a 
graphene/h-BN heterostructure was characterized with TEM. In the stacked structure, the 
researchers detected polymeric carbon residues trapped between the graphene and h-BN 
layers and is shown in Figure 3.1.104 Also in Figure 3.1 is an illustration showing surface 
and interface contaminants in a 2D materials vertical heterostructure. While work has been 
reported on both indirect and direct measurement of residues and contaminants affecting 
2D materials and 2D material heterostructures, each characterization technique has its 
limitations. For example, TEM can provide a clear image of a local clean or contaminated 
interface, but that image is local and limited by the number of TEM samples which can be 
realistically prepared. On the other hand, Raman mapping can give a clear picture of a 
relatively large area, but the information from different materials often gives overlapping 
Raman peaks or differences in peak signal. Such is the case for the h-BN peak and the 
graphene D-band peak.102 Raman also will have difficulty when characterizing stacked 
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heterostructures. The laser spot penetration and Raman signal escape from the sample 
complicates the usefulness especially as more and more layers are added.  
 
 
Figure 3.1: Example of 2D material characterization, here a cross-sectional TEM image 
showing trapped contaminant between 2D material layers of a vertical 
heterostructure, adapted from Reference 99 (permissions granted by 
Springer Nature).99 At right, an illustration showing layered vertical 
heterostructure with surface and interface contamination. 
We published a technique to directly characterize 2D material heterostructures 
which can provide additional insight for researchers over other commonly used 
characterization methods. We have used time of flight secondary ion mass spectroscopy 
(TOF SIMS) in conjunction with Raman mapping and AFM to characterize a graphene-
on-h-BN heterostructure.79 Possessing ultra-high (virtually atomic) in-depth chemical 
selectivity and parts-per- billion sensitivity, time-of-flight secondary ion mass 
spectrometry (TOF-SIMS) is a good candidate for characterizing the composition of 2D 
heterostructures. As an example, in conjunction with atomic force microscopy (AFM), 
TOF-SIMS can accurately provide fundamental features such as atomic mixing and 
chemical composition at buried interfaces. This work represents expanded research which 
focuses on 2D materials characterization compared with analysis described in chapter 2. 
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3.2 INTRODUCTION TO TOF SIMS 
Time of flight secondary ion mass spectroscopy (TOF SIMS) collects secondary 
ions generated from a sample under analysis. Sample molecules are ionized and ejected 
from the surface by primary ions focused onto the sample from an ion beam. The 
mechanism of secondary ion generation is physical, as in sputtering.105,106 The TOF SIMS 
analysis described in this chapter was done using a commercial TOF.SIMS5 system made 
by IONTOF GmhH. Figure 3.2 illustrates the basic TOF SIMS instrument. There are two 
different primary ion beams used, the (1) analysis beam and the (2) sputter beam. The 
sputter beam, in our case a Cs+ ion beam, is operated at relatively lower energy (0.5 – 2 
keV) and higher current (10 – 30 nA) and is used for removing the sample surface in depth, 
for forming sputter depth profiles. The analysis beam, in our case a Bi+ ion beam, is 
operated at relatively high energy (20 – 30 keV) and low current (1 – 5 pA) and is used for 
generating the secondary ions from the sample that are collected by the time of flight mass 
analyzer. The mass analyzer collects the secondary ions from the sample and times their 
flight in the analyzer section, higher mass secondary ions take longer time to reach the 
detector and low mass secondary ions take less time. The analyzer collects a full mass 
spectrum for each pulse of the analysis beam. By alternating the analysis beam and the 
sputter beam, mass spectra are collected as the sample surface is sputtered away, giving a 
depth profile.  
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Figure 3.2: Schematic of TOF SIMS analysis technique shows two primary ion beams 
(1) analysis beam and (2) sputter beam, and also secondary ions generated. 
The secondary ions are collected by the mass analyzer. 
Figure 3.2 is a very basic schematic, for clarity, and it leaves out some other 
component details. Certainly all ion beam elements for primary ion beams and secondary 
ion collection (lenses, deflectors, etc.) are not shown in the figure and more fundamental 
information about SIMS and TOF SIMS are found in References 105 and 106. For 
example, the analysis chamber is under ultra-high vacuum conditions (base pressure ~ 10-
9 torr). Charge compensation is often needed to prevent the sample from charging and 
altering the behavior of secondary ions. An electron gun is used to neutralize any charge 
buildup at the sample surface. The primary ion bombardment generates secondary ions but 
those from the sputter beam can be excluded by timing the analyzer column to only accept 
secondary ions based on the pulses of the analysis beam. Also, secondary ions ejected from 
the sample may be positively charged, negatively charged, or neutral. The mass analyzer 
is biased to either accept positive or negative secondary ions and therefore the mass spectra 
collected for a given analysis can only be one or the other. 
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By controlling parameters like the primary ion energy, exposure time, and rastering 
area conditions can be found which give a very slow depth profiling rate. To convert a 
sputtering time scale into a depth scale, it is necessary to know the thickness and structure 
of a thin sample. In later sections, it will be shown that combined AFM and Raman 
characterization was used to determine the sputter rate for 2D material heterostructures. In 
TOF SIMS, the ability to tightly control the primary ion energy and exposure time, sputter 
rates significantly slower than a single atomic layer per second can be achieved. 
The ionization of the sample and generation of secondary ions is a complex 
mechanism and so quantitative TOF SIMS analysis is done using relative sensitivity factors 
(RSF). A reference sample of known concentration for species of interest is analyzed using 
the same analysis conditions to determine the RSF and then the analysis sample can be run 
and the concentration, with respect to depth for example, can be calculated. The amount of 
secondary ions collected in the analyzer and are detected as counts are important to making 
a reliable quantitative measurement and increasing the integration time (more pulses) of 
the analysis ion beam is a simple method for increasing counts. 
3.3 COMBINED CHARACTERIZATION TO TARGET LAYERS AND INTERFACES OF 2D 
HETEROSTRUCTURES 
Our work demonstrating a combined characterization technique using TOF SIMS 
to characterize 2D heterostructures was written up and published at Reference 79. The 
technique showed individual characterization of single atomic layers, as well as 
contaminants at interfacial regions between layers, by focusing on a graphene-on-h-BN 
vertical heterostructure. The technique shows that there exist detectable residues on top of 
the heterostructure surface and at the interface between graphene and h-BN. With the 
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chemical information, the interfacial contamination could be attributed to the CVD growth 
and transfer process steps.  
As was established in chapter 1, graphene on h-BN is a popular heterostructure of 
2D materials, and has been used to show some high material performance.12,107 Recall that 
the properties of graphene are necessarily influenced by its environment and especially the 
substrate on which it sits. In chapter 1, the example was used to show the electrical 
conductivity is an order of magnitude greater on h-BN than for SiO2 and desirable 
phenomena such as quantum Hall effect have been achieved in graphene with h-BN as the 
substrate.12 Others have shown that an h-BN/graphene/h-BN sandwich structure maintains 
pristine graphene properties and protects from environmental changes, such as temperature 
stress.107 
 
 
Figure 3.3: TOF SIMS maps of CVD graphene on h-BN flake, C- in red, B- in green, 
and O- in blue. As-fabricated heterostructure with graphene domains 
covering the surface at the left and after 60 seconds of Cs+ sputtering, the 
graphene layer is removed, revealing the h-BN flake at the right. Scale bars 
are 40 µm.79 Adapted from Reference 79. 
We prepared a 2D material heterostructure sample in order to study both the 
material itself and its interface. Our structure was a CVD graphene layer on top of an h-
BN flake. The graphene was grown on Cu foil using the CVD process described in chapter 
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2, and then transferred to a target substrate by a commonly used process.10 For this transfer, 
PMMA ((C5O2H8)n) was spin-coated onto the graphene and the Cu was dissolved in 0.5 M 
ammonia persulfate solution, similar to the process shown in Figure 2.14. Separately, h-
BN flakes were exfoliated and deposited onto a SiO2/Si wafer using a mechanical 
exfoliation method.108 The SiO2 film was 285 nm thick. The CVD graphene, supported by 
a PMMA film was then placed on top of the h-BN/SiO2/Si. Lastly, the PMMA was 
dissolved with acetone (C3H6O). This gave the final heterostructure of graphene on top of 
h-BN on a SiO2/Si substrate. We deliberately used common processing and transfer 
techniques in order to study materials and interfaces which are typical of other published 
results.  
Raman spectroscopy, AFM, and TOF SIMS were used to characterize our 2D 
material heterostructure. The TOF SIMS was configured with a 500 eV Cs+ sputtering ion 
beam and a 30 keV Bi+ analysis ion beam. The detector and analyzer were configured for 
both high mass resolution collection and high spatial resolution collection, for depth 
profiling analysis and secondary ion mapping, respectively. Figure 3.3 shows the 
heterostructure by TOF SIMS mapping before and after sputtering away the CVD graphene 
layer. The following sections give details on how it is proved that single atomic layers can 
be controllably sputtered away and analyzed, and other details related to this 
characterization work. 
3.3.1 Raman and AFM to Determine Layer Number 
The 2D material heterostructure was first characterized to confirm the desired 
structure. The CVD-grown graphene was not fully covering the substrate with domains 
about 10 to 20 µm across, which is commonly referred to as sub-monolayer growth and 
has been used in synthesis studies to understand nucleation and growth (such as in section 
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2.2.2).39,41,109 The heterostructure was first analyzed with Raman to determine the quality 
of the graphene overlayer. Figure 3.4 shows a map of the graphene G band at 1580 cm-1. 
The domains are clearly visible here, as are the gaps between the domains. Figure 3.4 also 
shows representative spectra from the mapped. The spectrum from the graphene region 
shows a clear G/2D ratio of ~ 0.5, indicating that the graphene domains are monolayer.109 
The spectrum from the h-BN flake region shows a strong and sharp peak at 1365 cm-1.110 
This is attributed to the fact that the flake is relatively thick and the signature is similar to 
bulk h-BN.110 The graphene D peak, around 1350 cm-1, is barely detected on the graphene 
regions and is attributed to defects and dangling bonds in the graphene lattice. Despite the 
graphene sitting on top of the h-BN, the signal from the buried h-BN is strong. The Raman 
cannot easily distinguish between layers and a heterostructure with more layers and other 
2D materials would compound that problem. In a space from between neighboring 
graphene domains, the blue spectra in Figure 3.4, we see the h-BN peak in isolation and no 
graphene Raman signal is detected. AFM results are also shown in Figure 3.4. The flake is 
clearly visible as it is significantly thicker than the graphene regions. The graphene 
domains are also visible. From the AFM and the Raman, we see the domains remain 
continuous despite being ‘draped’ over the h-BN flake. The AFM data also gives the 
surface topography of the as-fabricated heterostructure. It is determined that the vertical 
heterostructure is composed of monolayer graphene domains on top of a relatively thick h-
BN flake. 
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Figure 3.4: Raman and AFM characterization of the graphene on h-BN heterostructure. 
Left AFM image shows the thick h-BN exfoliated flake with graphene 
domains on top. The center shows a Raman map of the graphene G-band 
peak intensity. The right shows characteristic spectra from the location 
indicated on the center Raman map.79 Adapted from Reference 79. 
3.3.2 TOF SIMS Depth Profiling and Atomic Mixing 
The vertical heterostructure sample was put into the TOF SIMS instrument after 
AFM and Raman for further analysis. By studying the mass spectra, species which 
originated from the various layers and interfaces were identified. Recall sections 2.2.2 and 
2.2.3 where depth profiles of graphene on the growth substrate were shown, here we 
demonstrate conditions with much higher depth resolution and quantitative analysis that 
are applied to a 2D material vertical heterostructure. Figure 3.3 in the above section 3.3 
shows a secondary ion map of our sample in its initial state and after 60 s sputtering with 
the 500 eV Cs+ sputter beam. These maps show clearly that the graphene, as indicated by 
C- ions, is completely removed and only the underlying SiO2, indicated by O
- ions, and h-
BN, indicated by B- ions, remains. This image also demonstrates the high lateral resolution 
obtained in the “Burst Align” mode of the TOF SIMS. The resolution is similar to that seen 
in the Raman mapping in Figure 3.4 Some patches of graphene remain even after 
sputtering. These patches are likely rolled edges of graphene which is a consequence of the 
transfer process.109 By controlling the removal of the outer layers to such a slow rate, we 
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can progressively study the outer adsorbed species, the top graphene, the “sandwiched” 
interfacial contaminants, and the underlying h-BN and SiO2. 
The secondary ions collected during depth profiling are subject to the roughness of 
the surface from which they are sputtered. The initial roughness and any roughness induced 
through sputtering will affect the depth resolution of the collected profiles.106 In order to 
(i) understand the physical effects of sputtering on the graphene/h-BN and graphene/SiO2 
interfaces, and (ii) estimate sputtering rates for the different 2D material layers, the surface 
topography of the vertical heterostructure was investigated by AFM before and after 35 
seconds of sputtering with Cs+ at 500 eV energy, shown in Figure 3.5. Both height 
distributions exhibit two main peaks attributed to the SiO2 substrate (Z ≈ - 65 nm) and h-
BN flake surface (Z ≈ 150 nm). An obvious change in shape from Gaussian to Lorentzian 
and a strong reduction of the full width at half maximum (FWHM) for the two main peaks 
suggest that the Cs+ sputtering significantly decreases the surface corrugation of both the 
substrate and the h-BN flake surface, where corrugation is defined as the root mean square 
(RMS) or standard deviation of the height distribution and proportional to its FWHM. The 
sputtering-induced FWHM reduction of the second peak, representing the h-BN flake, by 
10 % (from ~6.6 nm to ~5.9 nm, based on Gaussian and Lorentzian fits indicated in blue, 
respectively) can be accounted for by the lack of long range flatness of the h-BN flake top 
surface which contains several terraces and large out-of-plane features. The sputtering-
induced FWHM reduction of the first peak, representing the SiO2 surface, shows a factor 
of ~5 decrease in FWHM (from ~7 nm to ~1.4 nm) following the sputtering process due to 
the intrinsic long range flatness of the Si wafer. During depth profiling, the corrugation at 
the regressing surface which exposes the interface between the graphene and h-BN is 
assumed to be a combination of the corrugation measured before and after sputtering.111 
Based on the strong surface smoothing effect induced by sputtering, we conclude that the 
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initial corrugation is reduced substantially during the graphene removal (~10 - 15 seconds 
of sputtering) thus the interfacial roughness should be closer to the one of the h-BN or SiO2 
substrates, 0.7 and 0.2 nm, respectively. Complete removal of the h-BN flake (~215 nm) 
and SiO2 (~285 nm) films reveals sputtering rates of about 0.04 nm/s and 0.14 nm/s, 
respectively. For the single layer graphene atop the h-BN flake, as shown by Raman 
mapping (Figure 3.4), the sputtering rate of graphene reads ~0.06 nm/s. The apparent h-
BN flake height difference (i.e., spacing between the two major height distribution peaks 
in Figure 3.5, from ~208 to ~220 nm) reported by AFM following 35 seconds of Cs+ 
sputtering can be attributed to the large disparity between the h-BN and SiO2 sputtering 
rates and surface corrugation. 
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Figure 3.5: AFM characterization of the graphene on h-BN heterostructure before (left) 
and after (right) sputtering with the Cs+ sputtering beam for 35 seconds. 
Bottom shows height histograms.79 Adapted from Reference 79. 
The sputtering time for the vertical heterostructure was converted into depth by 
applying a sputtering-rate model assuming that the instantaneous sputtering rate at the 
graphene/h-BN interface is a linear combination of the individual sputtering rates.111,112 
The sputtering rates of graphene and h-BN were estimated, in this case, at 0.09 nm/s and 
0.06 nm/s, respectively, given the above calculations (shown in Figure 3.5) and linearity 
between removal rate of material and the Cs+ beam areal dose density (inversely 
proportional with the sputtered area).113 For converting the sputtering time, 𝑡, into a depth, 
𝑧, a rate model assuming the instantaneous sputtering rate, 𝑅(𝑡), at the interface of two 
films (referred to herein as 𝐴 and 𝐵) as a linear combination of the individual sputtering 
rates was used:111 
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𝑅(𝑡) = |
𝐼(𝑡)−𝐼𝐵
𝐼𝐴−𝐼𝐵
| 𝑅𝐴 + |
𝐼(𝑡)−𝐼𝐴
𝐼𝐴−𝐼𝐵
| 𝑅𝐵 = ?̇?  (3.1) 
 
The terms given by 𝐼(𝑡) are the normalized secondary ion yield of a species 
representing one of material 𝐴 or 𝐵, 𝐼𝐴 and 𝐼𝐵 are the values of 𝐼(𝑡) in material 𝐴 and 𝐵, 
respectively, and 𝑅𝐴and 𝑅𝐵 are the individual sputtering rates for 𝐴 and 𝐵, respectively. 
The linear coefficients are essentially proportional to the molar fractions of the two 
materials at the sputtering time, 𝑡.113 Thus, the sputtering depth, 𝑧(𝑡) corresponding to 
sputtering time, t, is expressed as: 
 
𝑧(𝑡) = ∫ 𝑑𝑡′𝑅(𝑡′)
𝑡
𝑡0
     (3.2) 
 
Where 𝑡0 is the initial sputtering time. Application of this model on the C3
- marker 
for the graphene/h-BN interface permits the conversion 𝑡 → 𝑧(𝑡). Figure 3.6 shows 
normalized depth profiles of C3
-, CB- and 10BB- secondary ions representing single layer 
graphene, adventitious organic material chemisorbed at the h-BN surface, and h-BN 
substrate, respectively. Polyatomic species like C3
- and 10BB- were chosen as markers for 
the graphene and h-BN, respectively, to avoid the intrinsic artifacts monoatomic species 
like C- and B- have due to residuals from oxides or other chemisorbed adventitious species.  
An estimation of the atomic mixing length between graphene and h-BN can be 
obtained by applying the so called mixing-roughness-information (MRI) model to the 
measured interface length.114 Details of this model and its application to our case are 
presented below in this section. Central to this model is the assumption that the measured 
interface length can be reduced to a convolution between the real atomic mixing, 
corrugation, and sputtering effects at the interface. There are several equivalent, standard 
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ways to extract the measured interface length from the depth profile of a 
heterostructure.111,112,115 The most common way is to calculate the full width at half 
maximum (FWHM) of a combined species (in our case CB-) depth profile. Although 
suggested by such profile in Figure 3.6, the extended atomic mixing (~0.6 nm after 
corrugation deconvolution) between graphene and h-BN substrate is ruled out by the CB- 
profile of the pristine h-BN (Figure 3.7, h-BN flake-only and graphene-only depth profiles) 
which yields similar thickness and mass. Instead, the CB- depth profile for the graphene-
free h-BN system implies that adventitious carbon has already mixed with the h-BN surface 
before the graphene addition, forming a roughly 0.5 - 1 nm thick protective layer. Another 
way to measure the interface length of the graphene/h-BN interface is to calculate the depth 
comprised between the 90% and 10% levels of the C3
- depth profile, leading to a value of 
~ 0.3 nm. Based on the surface corrugation of graphene/h-BN surface before and after 
sputtering (~2.8 and ~0.7 nm, respectively; see Figure 3.5 and 3.6) it is inferred that the 
actual atomic mixing length between graphene and h-BN is negligible. Therefore, most of 
the interface length extracted from depth profiling of the graphene/h-BN system is given 
by corrugation effects. As a result, the graphene overlayer proves to be chemically inert 
with respect to the h-BN substrate. A similar argument can be made for the graphene/SiO2 
system (Figure 3.7, graphene-only depth profile) suggesting that graphene does not interact 
with the SiO2 substrate. 
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Figure 3.6: TOF SIMS depth profiles of species related to 2D materials and other 
contaminants. Top shows normalized depth profile for fragment attributed to 
graphene layer (C3
-), to interlayer residue (CB-), and to h-BN flake (10BB-). 
Bottom depth profiles for additional SI species of interest and schematic 
showing attribution and layer cake structure.79 Adapted from Reference 79. 
Additional residuals from the transfer process at the graphene/h-BN interface are 
represented by S-, C2N
-, C2O
- and Cu- species. Albeit in small amounts, S- and C2N
- species 
show the same depth profile localization as C3
- thus indicating a chemical interaction 
between graphene and the lift-off solvent, (NH4)2S2O8. An oxidized, organic, partial 
monolayer (~0.4 nm thick), presumably a PMMA or, most probably, PMMA/acetone 
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residue and represented by the C2O
- marker, can be observed right under the graphene 
overlayer, followed by a third layer containing traces of copper residue. In fact, a closer 
look at the shape of the C2N
- depth profile suggests that its signal originates from three 
atomic-like layers, giving a pseudo three-layered structure of the transferred graphene 
system. Further, assuming a similar ionization probability for nitrogen in each layer, the fit 
of the C2N
- profile with a sum of three Voigt functions convoluting equal shares of 
Gaussian and Lorentzian functions and constrained to monolayer graphene widths (Figure 
3.6) leads to relative quantification of the amount of nitrogen residue in the graphene 
overlayer, PMMA/acetone residue underlayer and copper-doped third layer, with ratios of 
about 1 to 0.35 to 0.11, respectively. Consequently, assuming an isotropic distribution of 
the nitrogen residue in each layer, the coverage of these three layers reads 1 ML, 0.35 ML 
and 0.11 ML, respectively. Finally, the copper density at the graphene/h-BN interface was 
estimated at ~0.05 % of the bulk copper density based on direct comparison of Cu- 
secondary ion signals between graphene/h-BN and graphene/copper foil systems (as 
analyzed and described in earlier chapter 2 sections 2.2.2 and 2.2.3). As a result, the amount 
of copper in the transferred graphene system (considering its pseudo three-layered 
structure) equates about 1.35 % of the total mass. Other identified interfacial species (BS- 
and CB-) are a result of chemisorbed adventitious sulfur or carbon, respectively, with h-
BN and are formed before the CVD graphene addition. Most of the physisorbed 
adventitious species (CH2
-, Cl-) at graphene, h-BN, and SiO2 surfaces are diffused to the 
sides of the graphene domains by the capillary forces exerted at the graphene/hBN or 
graphene/SiO2 interfaces. Thus, we show the content and location (in depth) of not only 
the graphene and h-BN layers, but also remaining residuals from the CVD growth process 
(Cu-), the transfer process (S-, C2O
- and C2N
-), and from exposure to ambient (CB-, CH2
-, 
and Cl-). 
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Figure 3.7: TOF SIMS depth profiles of comparison samples h-BN flake only and 
graphene on SiO2 for modeling the interface profile.
79 Adapted from 
Reference 79. 
The mixing-roughness-information (MRI) model was utilized to determine the 
atomic mixing between the graphene and h-BN layers under TOF SIMS analysis.114 This 
model is composed of three factors broadening the interface “thickness” (i) sputter-induced 
atomic mixing, (ii) corrugation of the interface, both as-fabricated and due to sputtering 
and (iii) the “information depth”, or the depth of origin for the secondary ions. The MRI 
model assumes that these contributors to interface “thickness” can be deconvoluted and is 
described by analytical functions of depth which are known as the depth resolution function 
(DRF) when convoluted. Deconvoluting the DRF thus will give the true interface 
“thickness”. Reference 114 gives the functions representing (i), (ii), and (iii) as 
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𝑔𝑤(𝑧 − 𝑧0) = 𝐴𝑤𝑒𝑥𝑝 [−
(𝑧−𝑧0+𝑤)
𝑤
] 𝜃(𝑧 − 𝑧0 + 𝑤)  (3.3) 
 
𝑔𝜎(𝑧 − 𝑧0) = 𝐴𝜎𝑒𝑥𝑝 [−4ln⁡(2)
(𝑧−𝑧0)
2
𝜎2
]   (3.4) 
 
𝑔𝜆(𝑧 − 𝑧0) = 𝐴𝜆𝑒𝑥𝑝 [
(𝑧−𝑧0)
𝜆
] 𝜃(𝑧0 − 𝑧)   (3.5) 
 
Where z is the sputtered depth, z0 is the running depth for which the contributions 
are calculated, w, σ, and λ are the (i), (ii), and (iii) parameters, respectively. Θ(z) is the 
Heaviside step function (equal to 1 if z ≥ 0, and 0 else) and Aw, Aσ, and Aλ are normalization 
constants such that  
 
∫ 𝑑𝑧𝑔𝑤,𝜎,𝜆(𝑧) = 1
∞
−∞
      (3.6) 
 
The (i) and (iii) parameters, w and λ, represent the length to which their respective 
contributions (gw and gλ) drop by a factor of 1/e. The FWHM of the (ii) represents the RMS 
of the corrugation at the z0 plane. This gives the DRF 
 
𝑔𝐷𝑅𝐹(𝑧) = ∫ 𝑑𝑧′
∞
−∞
∫ 𝑑𝑧′′𝑔𝑤(𝑧
′ − 𝑧′′)𝑔𝜎(𝑧′′)𝑔𝜆(𝑧 − 𝑧′)
∞
−∞
  (3.7) 
 
Finally, the normalized depth profile of a certain species (to the maximum 
secondary ion intensity, I0) can be written as 
 
𝐼(𝑧)
𝐼0
= ∫ 𝑑𝑧′𝑔𝐷𝑅𝐹(𝑧
′ − 𝑧)𝜒(𝑧′)
∞
−∞
     (3.8) 
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Where χ(z) represents the molar fraction of the species at the depth z, i.e. that 
species’ true normalized profile. For a given interface represented by the step edge of the 
normalized profile I(z), the “thickness” (or depth) from 84.13 % and 15.87 % of I(z) gives 
the measured interface “thickness”. The 84 to 16 % profile levels are standard in the SIMS 
community and can be used where the DRF can be represented by a Gaussian.113 The 
modeled normalized profile for the graphene layer is used for the forward calculation 
procedure with the C3
- profile in the form114 
 
𝜒(𝑧) = 𝜃(𝑧 − 𝑧0 + 𝑑𝑔𝑟) {1 + 𝑒𝑥𝑝 [
3.33587(𝑧−𝑧0)
𝑤0
]}
−1
   (3.9) 
 
Where dgr is the graphene thickness as determined by Raman and AFM and w0 is 
the (i) atomic mixing length and is then further deconvoluted for the contributions of w, σ, 
and λ parameters. The resulting calculated normalized depth profile is a match for the 
normalized depth profile as-measured, and the C3
- profile is shown in Figure 3.8 for the 
graphene on h-BN vertical heterostructure. 
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Figure 3.8: MRI model simulated profile for graphene C3
- for graphene on h-BN 
vertical heterostructure, showing DRF parameters.79 Adapted from 
Reference 79. 
A note of caution: atomic mixing and roughness cannot be completely disentangled. 
Within the MRI model one must clearly define the roughness such that it is completely 
separated from atomic mixing. In this case, we define the roughness as the RMS roughness 
given by AFM. The most common technique is to measure the roughness before and after 
the full depth profile is done through the interface. 
The instrument conditions for the depth profile analysis utilized a primary ion beam 
of Bi+ ions with a short (18 ns) pulse and high energy (30 keV) with a current of ~3 pA 
which was rastered over a 100 x 100 µm2 area. The analysis ion beam was centered within 
a 250 x 250 µm2 regressing area that was sputtered by the sputter ion beam (Cs+ at 500 eV 
and ~60 nA). The instrument operating pressure was 7.5 x 10-10 Torr and the analyzer was 
biased to collect negative SI. 
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3.3.3 TOF SIMS Mapping 
 Figure 3.9 presents a series of secondary ion maps (50 x 50 μm2) recorded in high 
lateral resolution (~200 nm) “Burst Align” mode with a Bi3+ analysis ion beam, on a 
separate h-BN flake with CVD graphene on top. These maps are recorded after ~ 0.3 nm 
of the surface have been removed by Cs+ sputtering at 500 eV energy and represent the 
main species of interest related to the graphene overlayer (C3
-), chemisorbed copper solvent 
residues (C2N
- and S-), PMMA/acetone residues partial underlayer (C2O
-), chemisorbed 
adventitious organic material at the h-BN flake surface (CB-) and SiO2 substrate (SiO2
-). 
Due to intrinsically very low current of the analysis ion beam when using bursting in high 
lateral resolution mode, Bi3
+ clusters were preferred instead of Bi1
+ as analysis ion beam 
species knowing that polyatomic sputtering increases the secondary ion yield of organic 
fragments (C3
-, for example).116 In this case, bursting was needed to add the high mass 
resolution capability otherwise unavailable in the high lateral resolution mode. Large 
defect areas are visible in the C3
- maps corresponding to graphene patches inherent to the 
transfer process. The matching lateral localization of the C3
-, C2N
-, S- and C2O
- secondary 
ion signals indicate that the solvent residues are uniformly distributed within the graphene 
overlayer and oxidized organic partial underlayer. In addition, as the depth profiles of C2N
- 
and S- extend over the depth profiles of C3
- and C2O
-, as can be seen in Figure 3.6, we 
conclude that nitrogen and sulfur are most probably chemisorbed in the graphene layer 
during the copper wet etching process. The CB- and SiO2
- maps show the position of the 
h-BN flake and graphene grain boundaries (i.e., exposed substrate), respectively. As a clear 
indication of PMMA/acetone marker, the C2O
- map follows both the C3
- and SiO2
- maps, 
as expected for a solvent that was used after deposition of the PMMA/graphene system 
onto the h-BN/SiO2 substrate. Additional contaminants were below the detection limit or 
their signal was too low to produce a reasonable image, as in the case of Cu-. Albeit 
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impossible to spatially map in plane, the copper residue is most probably chemisorbed at 
the bottom of the graphene layer, as inferred in Figure 3.6, following the transfer process 
from copper foil. 
 
 
Figure 3.9: Mapping secondary ion analysis taken from the graphene on h-BN 
heterostructure showing the lateral position of various components both 
from the 2D materials as well as from contaminants.79 Adapted from 
Reference 79. 
Given its virtually atomic depth resolution and ultra-high sensitivity, TOF-SIMS 
depth profiling emerges as an attractive choice for investigating chemical composition at 
the atomic level of 2D materials synthesized via different methods. All detected interfacial 
species can be traced back to either the transfer or CVD growth process, thus TOF-SIMS 
profiling can directly measure the effects of synthesis, handling and fabrication processes 
on the final 2D materials and heterostructures with large implication in understanding their 
performance and quality. Consequently, TOF-SIMS can be applied to other layered 
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structures, providing detailed chemical analysis, as shown in the Supporting Information 
where a similar 2D heterostructure was characterized. 
3.4 GRAPHENE/H-BN AND GRAPHENE/MOS2 HETEROSTRUCTURES 
This characterization technique can be broadly applied to other 2D materials 
heterostructures. 2D materials heterostructures have been fabricated using different 
materials and layer numbers and are becoming increasingly complex.95–98 In order to 
demonstrate the broad applicability of this technique to 2D materials heterostructures, a 
sample was prepared with CVD MoS2 and CVD graphene. The MoS2 was prepared via 
CVD with MoO3 and S by a previously reported process
117. The CVD graphene was 
produced with the same method as the graphene and h-BN heterostructure. The graphene 
was transferred onto the MoS2/SiO2/Si substrate with the same previously discussed 
process as well. This 2D heterostructure was also analyzed with TOF SIMS in the high 
resolution chemical mapping mode. Figure 3.10 shows the overlaid maps of C2
-, S-, and O- 
ions after 0 - 4 seconds sputtering and 50 - 54 seconds sputtering. 
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Figure 3.10: Mapping secondary ion analysis taken from the graphene on MoS2 
heterostructure showing that the single-atomic-layer depth resolution is not 
limited to the graphene on h-BN heterostructure that was investigated in 
depth.79 Adapted from Reference 79. 
3.5 TRANSFER RESIDUE CHARACTERIZATION 
Copper residue which was remaining with CVD graphene after the transfer process 
was detected and quantified using the TOF SIMS-based characterization technique and 
outlined in section 3.3.2. We connect it here to a new work that comparing copper residue 
remaining with CVD graphene which was transferred by other methods. This project was 
led by Dr. Seung Ryul Na and Dr. Nassibe Somayyeh Rahimi, who developed a new 
transfer technique.118 Copper contamination levels were measured to be several orders of 
magnitude lower than the values for the more common PMMA-assisted transfer technique. 
The motivation for the project was to demonstrate other transfer techniques to advance 
graphene integration into devices and processes. The new transfer technique used graphene 
grown on copper thin films which were deposited on SiO2/Si wafers. The graphene was 
then bonded to a silicon backing layer by an epoxy in a double cantilever beam (DCB) 
configuration. The strength and range of the adhesive interactions between graphene and 
copper film and copper and silicon oxide were determined by nonlinear fracture mechanics 
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concepts. Pulling the two wafer pieces apart transferred the graphene layer. Figure 3.11 
illustrates the DCB transfer technique. The copper ion contamination on graphene obtained 
by the direct delamination method was measured by secondary ion mass spectroscopy 
(SIMS) and was as low as 1010 atom/cm2, nearly 3 orders of magnitude smaller than what 
was measured for graphene transferred by wet PMMA-assisted process. This low 
concentration of copper contamination is crucial for achieving high performance 
devices.118 
 
 
Figure 3.11: Illustration of the delamination transfer mechanics and sheet resistance 
comparison of graphene transferred by different common transfer 
methods.118 Adapted from Reference 118 with permission from The Royal 
Society of Chemistry. 
To investigate the electrical properties of the transferred graphene, two and four-
probe devices were fabricated and used for measuring the sheet resistance (RSheet) of 
graphene, this was done by collaborators. In the case of the delamination along copper and 
silicon oxide surface, the copper film was first etched in ammonia persulfate solution 
diluted with DI water (1:1) and rinsed with DI water subsequently before the fabrication 
process. Low-power oxygen plasma was used for isolating the graphene channels and 
Ti/Au (3 nm/ 47 nm) were deposited as the source and drain contacts. Figure 3.11 compares 
the Rsheet of the graphene, obtained by this technique, to the sheet resistance data reported 
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for graphene transferred by PMMA wet-transfer process and by electrochemical transfer 
method on flexible substrates.80 An average sheet resistance of 3 kΩ/sq and 4.7 kΩ/sq was 
observed for the graphene obtained by direct delamination from copper and from the 
graphene/copper stack obtained by delamination from the silicon oxide substrate. This is 
about 1.5 and 2.5 times larger than the value reported for graphene transferred with PMMA 
layers, respectively. This discrepancy is attributed to the greater graphene roughness 
caused by the growth process (RMS ~ 70 nm) on the copper thin film. The variation of the 
sheet resistance of the mechanically-delaminated graphene is ~3 - 5 times smaller 
compared to the PMMA-assisted technique, suggesting that the transferred monolayer 
possesses more uniform electrical properties. The reason could be lower levels of 
contamination caused by the transfer process. To validate this hypothesis, the copper 
contamination left on graphene during different transfer processes was characterized with 
TOF SIMS. 
The samples were analyzed with a 30 keV Bi+ analysis ion beam and 1 keV O2
+ 
sputtering ion beam. The analysis beam was operated in the high current (HC) bunched 
mode (100 ns pulse duration) for high sensitivity. The sputter beam was rastered over 350 
x 350 µm and the analysis beam over 200 x 200 µm to avoid crater-edge effects in the 
secondary ions. Positive secondary ions were collected in the analyzer column giving mass 
resolution better than 5000 (m/δm) for all masses. An electron gun was used to compensate 
for any charge accumulation in the sample. 
The Cu+ secondary ions collected represent the Cu impurities on the graphene films. 
By collecting a profile from a reference Cu thin film (e-beam deposited, by the same 
method as copper used as the substrate for CVD graphene growth), we obtain a reference 
intensity of Cu+ counts with a known concentration which can then be compared with the 
transferred graphene films which have trace Cu contamination by the external reference 
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standard method.105 This method gives the concentration of the analyzed sample (CA) with 
respect to the reference sample (CR) by the simple relation  
 
A A
R R
I C
I C
=
       (3.10) 
 
Where IA is the intensity of secondary ion signal of the analyzed sample and IR is 
the secondary ion signal of the reference sample, and that the signal is from the same ion 
species (Cu+ in this case). Here, we make the assumption that the Cu reference surface is 
the (111) surface, as it is energetically favorable and the closest packed configuration for 
Cu (thus calculations give a maximum Cu contaminant concentration). Given the Cu+ depth 
profiles, the Cu+ secondary ion signal intensity corresponding to the graphene layer can be 
fit at the precise depth because that depth corresponds to the maximum C+ secondary ion 
signal intensity. The Cu (111) surface gives CR of 2.21 x 10
15 at/cm2 and IR of 3.4 x 10
4 
counts. Figure 3.12 shows the secondary ion maps for Cu+ from CVD graphene surfaces 
which have been transferred using different methods. A reference sample SiO2/Si was also 
analyzed to determine the background level of Cu+ signal. The copper content detected on 
graphene transferred using the common PMMA-assisted technique was high 1.19 x 1014 
at/cm2. The copper content detected on graphene transferred using the DCB method was 
much lower 1.39 x 1010 at/cm2 for the direct delamination piece and 1.30 x 1012 at/cm2 for 
the graphene/copper stack piece. 
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Figure 3.12: Cu+ secondary ion maps of transferred graphene samples. Bare SiO2 
substrate analyzed for comparison. Traditional PMMA-supported wet 
transferred graphene showing very high residual Cu. Bottom left shows 
direct mechanical delamination graphene with very little residual Cu. 
Bottom right shows direct mechanical delamination with a Cu bonding layer 
that is etched away showing some small quantity of residual Cu.118 Adapted 
from Reference 118 with permission from The Royal Society of Chemistry. 
The results shown in Figure 3.12 show orders of magnitude improvement in copper 
contamination on graphene transferred by the new DCB technique. This suggests that 
mechanical delamination results in very low copper contamination on graphene and is 
nearly comparable to the reference silicon oxide sample. These TOF SIMS results show 
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the ability for the characterization method to quantify a specific contaminant species 
relevant for 2D materials down to very low concentration.  
3.6 2D MATERIALS CHARACTERIZATION CONCLUSIONS 
The objective of these 2D materials characterization studies was to demonstrate a 
new and effective characterization method suited to these unique materials. TOF SIMS, 
used in conjunction with other characterization methods such as Raman and AFM, is 
effective in analyzing 2D materials and 2D material heterostructures. It was shown that 
this characterization could give chemical analysis at very narrow and shallow depths, while 
also being sensitive to low concentrations.79,118  
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Chapter Four:  2D Materials Device Applications 
As was described in chapter 1, the unique properties which have been demonstrated 
using 2D materials are consequential for a wide range of applications.23 Devices which 
take advantage of the dimensionality and confinement within a layer of 2D material, or 
multiple materials, have shown high performance in electronic and optical applications as 
well as energy applications.23,96 Other areas such as structural/mechanical and biomedical 
fields have also had reports of device applications that utilize 2D materials. The range for 
2D materials device applications is continually expanding and increasing in complexity. In 
this chapter, research will be presented which returns to the relatively simple system of 
graphene to try and apply its many unique properties for a photovoltaic device.  
4.1 DEVICE APPLICATIONS INTRODUCTION 
Graphene, whose many unique properties were described in section 1.3, led other 
2D materials in device applications in large part because of a relatively simple synthesis 
processes, as described in section 2.2, which allowed many researchers to experiment with 
the material. Due to its excellent conductivity at even a few or a single atomic layer, 
graphene garnered early attention for use in transparent conducting film applications.25 
Optically transparent films are critical for photovoltaic devices. Figure 4.1 shows a 
schematic of a traditional photovoltaic device and a Schottky junction photovoltaic device, 
with the transparent conducting film layer as the top film layer. 
 
Work described in this chapter is also published in Reference 133 where I co-led that study with 
Jaehyun Ahn and designed experiments and performed sample fabrication and characterization. 
Appropriate citations appear in the text and figures as well. 
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Figure 4.1: Schematic of two solar cell devices, on the left is a traditional p-n junction 
cell and on the right a Schottky junction solar cell.  
The traditional solar cell in Figure 4.1 shows a p-n junction across the bulk 
semiconductor material. In this case the emitter is n-type doped and the base is p-type 
doped. The bottom layer is the backside metal contact and the top layer is the transparent 
conducting film. The top and bottom layers make up the electrodes which take the charges 
out of the cell. Photons entering the cell from the top are absorbed in the base where 
excitonic electron-hole pairs are formed. The electrons are moved across the junction to 
the n-type emitter and the holes are extracted out the bottom contact through the p-type 
base. In contrast, the Schottky junction solar forms a junction between the semiconductor 
(its conduction band edge) and the Fermi level of the metal used for the front contact. This 
gives band bending and charge separation. For the p-n junction solar cell, where the 
electrodes are connected to an external load voltage V, the current flow is given by 
 
 𝐽 = 𝐽𝑆 [𝑒𝑥𝑝 (
𝑞𝑉
𝑘𝑇
) − 1] − 𝐽𝑆𝐶      (4.1) 
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Where  
 
𝐽𝑆 = 𝑞𝑁𝐶𝑁𝑉𝑒𝑥𝑝 (
−𝐸𝑔
𝑘𝑇
) [
1
𝑁𝐴
√
𝐷𝑛
𝜏𝑛
+
1
𝑁𝐷
√
𝐷𝑝
𝜏𝑝
]   (4.2) 
 𝐽𝑆𝐶 = 𝑞𝐺(𝐿𝑛 + 𝐿𝑝)      (4.3) 
 
Here J is the current density through the circuit, JS is the saturation current density, 
and JSC is the short circuit current density. T is temperature, q is the charge of an electron, 
k is the Boltzmann constant, NC (NV) is the density of states in the conduction (valence) 
band, Dn (Dp) is the diffusivity of electrons (holes), τn (τp) is the lifetime of electrons (holes) 
and NA (ND) is the density of acceptors (donors). By reducing the saturation current of the 
cell, the open circuit voltage (VOC) can be maximized 
 
 𝑉𝑂𝐶 =
𝑘𝑇
𝑞
𝑙𝑛 (
𝐽𝑆𝐶
𝐽𝑆
+ 1)      (4.4) 
 
The short circuit current density (JSC) and open circuit voltage (VOC) are defining 
figures of merit for a solar cell’s performance. These figures of merit relate the solar cell 
maximum power output (Pmax) to the fill factor (FF), another important figure of merit 
 
 𝐹𝐹 =
𝑃𝑚𝑎𝑥
𝑉𝑂𝐶∙𝐽𝑆𝐶
       (4.5) 
 
 𝜂 =
𝑉𝑂𝐶∙𝐽𝑆𝐶∙𝐹𝐹
𝑃𝑖𝑛
       (4.6) 
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Where η is the power conversion efficiency (PCE) and Pin is the power incident 
light on the cell. Improving solar cell performance is a matter of improving one of the 
figures of merit (JSC, VOC, and FF) or all of them. 
The initial effort in building a graphene device was to use the graphene as the 
transparent conducting layer in a Schottky junction solar cell with a single crystal silicon 
absorber. Photons pass through the graphene layer and are absorbed by the silicon, where 
excitons are formed. If the electrons and holes can be efficiently separated by the metal 
back contact to the silicon and by the graphene, we would have a useful solar cell. 
4.2 GS AND GIS SOLAR CELL 
The project to demonstrate a graphene and silicon solar cell was undertaken by 
myself and Jaehyun Ahn. Similar devices have been reported with 2D graphene layers 
forming a heterojunction with bulk semiconductors such as Si and GaAs, so called 
graphene-semiconductor Schottky barrier solar cells.119,120 While early results showed 
power conversion efficiencies (PCE) of less than 2 %, more recent work has shown up to 
15.6 % though various techniques such as graphene doping, insertion of a thin insulator 
between the graphene and Si, anti-reflective coatings, and semiconductor and backside 
passivation processes.121–125  
Another property of graphene is its mechanical strength and flexibility, which 
contrasts with the rigid single crystal silicon base. However, there is a technique to 
exfoliate a thin layer of single crystal silicon such that it is mechanically flexible. That 
technique is described in detail below in section 4.2.2. In this device, the thin Si allows 
using the mechanical flexibility of graphene. The initial effort yielded a graphene-silicon 
(GS) flexible cell giving 3.0 % PCE, and more details below. The initial device was also 
improved with an insulating Al2O3 film between the graphene and Si, a graphene-insulator-
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semiconductor (GIS) flexible cell, giving 7.8 % PCE. The effects of the Al2O3 interlayer 
are also detailed below. This thin insulator layer, deposited by atomic layer deposition 
(ALD), increases the overall performance of the device by preventing recombination and 
increasing charge carrier lifetime. 
4.2.1 Thin and Flexible Device Advantages 
Graphene has remarkable mechanical properties and flexibility,1 it is optically 
transparent (absorbing less than 3% of incident light per layer),15 and it is highly conductive 
electrically and thermally.14 One application for graphene which has garnered early 
attention is its use as a transparent conducting film.25,126 For many applications, the current 
market standard transparent conductor is indium tin oxide (ITO, with sheet resistance of ~ 
15 Ω/□) and graphene can provide unique advantages over ITO, namely mechanical 
flexibility and lower cost with earth abundant materials.127  
Thin solar cells possess the advantage of reducing the material cost as well as 
potentially increasing the PCE.128 Additionally, thin solar cells can be made flexible, which 
opens a whole new range of applications such as wearable devices.129,130 Utilizing the 
inherent flexibility of graphene, GS solar cells fabricated on thinned Si have been 
demonstrated with efficiencies up to 8.4%.131,132 These flexible GS solar cells are 
fabricated on bendable Si films which are produced by wet etching a bulk Si wafer. In this 
paper, we demonstrate GS solar cells on bendable, thin silicon foils obtained by a kerf-less 
mechanical exfoliation technique. The exfoliation process does not require the strong 
etchants of the other processes and the “parent” wafer can be subsequently used to generate 
additional thin Si films, thus both aspects bolster the effort of reducing material cost.  
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4.2.2 Device Fabrication 
The fabrication of the GS solar cells can be separated into the graphene synthesis, 
doping and transfer portion, and the silicon exfoliation portion. My experience with 2D 
materials made it such that my contribution to solar cell fabrication was with the graphene 
portion and Jaehyun Ahn, based on his extensive experience, contributed to fabrication 
primarily with the silicon exfoliation portion. We worked in collaboration on process 
development and device testing and analysis. 
 
 
Figure 4.2: MLG growth and analysis, schematic of the dissolution and precipitation 
mechanism of MLG on Cu-Ni alloy.133 Adapted from Reference 133 with 
permission from AIP Publishing.  
The multi-layer graphene (MLG) was grown by chemical vapor deposition (CVD) 
on Cu-Ni alloy foils through an understanding of the growth mechanism on Cu,10,38 as well 
as on Ni and Cu-Ni alloy (as discussed in Chapter 2),48,49 where MLG can be formed by 
precipitating carbon out during cooling. The dissolution and precipitation process are 
shown schematically in Figure 4.2. After growth and graphene transfer, the 
characterization result for the MLG film is also shown in Figure 4.3. The Raman 
characterization gives a spectrum consistent for MLG and a narrow distribution for the G 
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band position.134,135 The AFM scan at the edge of a MLG film shows a step height of ~ 10 
nm, which corresponds to 27 – 29 layers of graphene. 
After synthesis, the MLG is charge-transfer doped p-type with AuCl3 and the 
doping effect is verified by sheet resistance and transmission measurement, as shown in 
Figure 4.3.136,137 The AuCl3 dopant, applied by spin coating a 10 mM solution of AuCl3 in 
nitromethane at 2000 rpm for 1 minute, does adversely impact the transmission of the MLG 
layer. Figure 4.3 shows a trade-off between loss in transmission and a boost in conductivity 
which arises from additional graphene layers and doping. The doped MLG is then 
transferred with a PMMA supporting layer and is lifted directly by the target substrate,68 
here the Si foil. The doping was done prior to the transfer for reasons discussed below. The 
performance tradeoff favors utilizing MLG (as opposed to single layer graphene, SLG) and 
doping it. Doping the graphene (with AuCl3) reduces the graphene sheet resistance which 
is measured by van der Pauw method. Un-doped and pre-doped MLG were transferred onto 
SiO2/Si bulk substrate followed by metal contact formation using silver paste for 
measurement. Sheet resistances of 448 and 11 Ω/□ were obtained for un-doped and doped 
MLG, respectively, with an encapsulating layer of PMMA on top. Like the transfer 
processes described in chapters 2 and 3, the PMMA film is spin coated onto the graphene 
at 2000 rpm and baked for 1 min. at 90° C. The PMMA-graphene stack is floated on 0.5 
M ammonia persulfate solution to etch away the Cu-Ni alloy substrate. The PMMA-
graphene is then rinsed in deionized water to remove any etchant or byproducts from the 
Cu-Ni removal process. The PMMA-graphene is lifted from the water directly by the target 
substrate, the silicon foil. 
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Figure 4.3: MLG analysis. At left, AFM at a transferred MLG film edge showing a step 
height of ~ 10 nm. The middle shows Raman spectrum and G peak position 
distribution (inset) showing high quality MLG. At right, transmission of 
MLG and doped MLG showing significant absorption in the MLG.133 
Adapted from Reference 133 with permission from AIP Publishing. 
Figure 4.4 illustrates the kerf-less exfoliation process based on spalling, and 
resulting exfoliated Si film on metal foil.138–140 Bulk Si wafers (n-type, <100>, 1 ~ 5 Ω·cm) 
were covered with a dual-layer of hydrogenated amorphous silicon (α-Si:H) using remote 
plasma chemical vapor deposition (RPCVD). 5 nm, intrinsic α-Si:H was deposited on the 
front side to passivate the  surface,  and 7 nm, n+ doped α-Si:H was deposited on the back 
side  to achieve ohmic contact with backside metal.138 A seed layer of Cr (10 nm) and Ni 
(100 nm) was deposited by electron beam evaporation, followed by electroplating nickel 
(50 – 55 µm) on to bulk Si. Exfoliation was initiated with a crack at the edge of the wafer 
after the thermal annealing process and followed by controlled spalling. The exfoliated Si 
thickness was controlled by the thermal cycling process (270 °C ~ 310 °C, 10 min.) where 
the difference in coefficient of thermal expansion (CTE) in the different materials induced 
thermal stress at the metal/Si interface. Si thicknesses down to 8 µm can be successfully 
exfoliated with surface RMS roughness less than 2 nm. Other parameters such as metal 
thickness, annealing time, current density during electroplating and the mechanical 
exfoliation conditions can further control the Si thickness.141 
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Figure 4.4: Single crystal silicon exfoliation process schematic shown at the top. 
Bottom left shows SEM cross-section of exfoliated silicon and electroplated 
nickel. Inset photo of flexible silicon. Bottom right shows trend of exfoliated 
silicon thickness as a function of thermal cycling temperature.133 Adapted 
from Reference 133 with permission from AIP Publishing. 
Solar cells fabricated by this method reduce the material cost through re-use of the 
parent wafer for subsequent exfoliation. This method is also beneficial with respect to 
handling issues and preventing cracks in thin Si films because of the mechanical support 
provided by the electroplated Ni layer. 
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Figure 4.5: Left shows schematic of the GIS solar cell fabrication process. Right shows 
a photo of the completed device.133 Adapted from Reference 133 with 
permission from AIP Publishing. 
Figure 4.5 illustrates the GS/GIS solar cell device fabrication and a photograph of 
the completed solar cell. Si films with thicknesses of 35 µm were used to maximize 
absorption, while maintaining the flexibility of the film. In the case where an interlayer 
oxide was inserted (GIS cells), Al2O3 was deposited by atomic layer deposition (ALD). To 
fabricate the GS solar cell (or GIS solar cell), MLG was then transferred onto the Si surface 
(with or without an intervening Al2O3 layer). To aid adhesion and remove wrinkles in the 
MLG, an additional application of PMMA (spin coated at 3000 rpm for 1 min. and then 
baked at 90 °C for 1 min) was made on top of the PMMA-graphene.142,143 It has been 
previously reported that removing the PMMA after graphene transfer can degrade the 
graphene quality.131 To effectively dope the graphene while retaining the graphene quality, 
the graphene is pre-doped prior to PMMA coating. Silver paste was directly applied onto 
the PMMA/AuCl3/graphene to form top contact of the graphene. All remaining areas were 
covered with black tape to ensure precise measurements. The active area of the solar cells 
is 0.17 ~ 0.37 cm2.  
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4.2.3 Device Performance 
 
Figure 4.6: GS solar cell comparison between using doped MLG and un-doped MLG. J-
V comparison plotted at the left. Middle plot shows dV/d(lnJ) for 
determining series resistance. Right plot shows ln(J) as a function of voltage 
to determine the Schottky barrier height (SBH).133 Adapted from Reference 
133 with permission from AIP Publishing. 
Figure 4.6 shows the current density-voltage (J-V) characteristics of un-doped and 
pre-doped heterojunction MLG GS solar cell on thin exfoliated Si films. Results, from an 
ABET solar simulator (Model Sun 2000, calibrated with a reference cell ABET model 
#15150) show that doping the graphene increases open circuit voltage (VOC) from 209 to 
299 mV, fill factor (FF) from 43 to 53 % and improving the PCE from 1.8 to 3.0 %. The 
increase in performance after doping can be explained by analyzing the GS solar cell dark 
I-V graph and band diagram. Figure 4.7 illustrates the band diagram for un-doped and p-
type doped graphene on n-type Si. According to the Schottky-Mott rule of Schottky barrier 
formation, the Schottky barrier height (ϕSBH) between the MLG and thin Si film is described 
based on the work function of the MLG (WG) and the electron affinity of the Si (χ), thus  
 
𝜙𝑆𝐵𝐻~𝑊𝐺 − 𝜒      (4.7) 
 
Doping the graphene with AuCl3 is known to shift the graphene work function 
(ϕ’SBH)136 and can be extracted from the equation  
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𝐽𝑆 = 𝐴
∗𝑇2𝑒𝑥𝑝 (
−𝜙𝑆𝐵𝐻
𝑘𝑇
)     (4.8) 
 
where JS is the saturation current extrapolated at V = 0 from the linear portion of 
the forward current (solid lines in Figure 4.6, un-doped JS = 8.9 µA/cm
2, doped JS = 1.14 
µA/cm2), A* is the Richardson constant (~ 112 A/cm2·K2 for n-Si), T is the absolute 
temperature, q is the electron charge and k is the Boltzmann constant. The Schottky barrier 
height for un-doped and doped GS solar cells was found to be 0.71 and 0.77 eV, 
respectively.  
The change in saturation current results in a change of VOC given by the following 
relation,  
 
𝑉𝑂𝐶 =
𝑛𝑘𝑇
𝑞
𝑙𝑛 (
𝐽𝑝ℎ
𝐽𝑆
)      (4.9) 
 
where n is the ideality factor of the graphene/Si interface, and Jph is the light-
induced photocurrent density of the solar cell.144 The ideality factor can be extracted by 
fitting the device response in the dark, giving n of 1.5 and 1.8, respectively, which is shown 
in Figure 4.6 as well. Following the above equation, an increase in n and decrease in JS 
leads to an increase in VOC for doped MLG solar cells. The drop in JSC can be explained 
due to the decrease in transmitted photons after doping. There is a loss in transmission 
through the MLG due to AuCl3 charge-transfer doping, which results in a decrease of light 
reaching the Si absorber as shown in Figure 4.3. 
The increase in FF is due to the reduction in series resistance (RS) after graphene 
doping. The RS for un-doped and doped GS solar cells are extracted using the slope of the 
dV/d(lnJ) plot, which is shown in Figure 4.6 also. The RS is shown to decrease from 11.75 
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to 4.08 Ω·cm2 for doped GS solar cells. Since FF is strongly related to RS, the decrease in 
RS gives the increase in FF. Overall, the GS solar cell performance is improved from 1.8 
% PCE to 3.0 % PCE upon doping with 10 mM AuCl3 in nitromethane. 
 
 
Figure 4.7: Band diagrams comparing solar cell with and without doped graphene and 
also with interlayer Al2O3 dielectric.
133 Adapted from Reference 133 with 
permission from AIP Publishing. 
The next advance to boost cell efficiency, was to include an insulating thin film 
between the MLG and the Si. A film of Al2O3 was deposited between the graphene and Si, 
forming a graphene-insulator-semiconductor (GIS) cell. Previous studies have shown that 
materials such as silicon oxide,125 graphene oxide (GO),122 and 2-D materials such as 
hexagonal boron nitride (h-BN)145 and MoS2
146 increase the overall efficiencies of GS solar 
cells. Introducing an inter-layer between graphene and Si were proven to improve the 
overall performance of GS heterojunction solar cells by blocking carriers from 
recombining at the interface, reducing the density of interface states, and increasing the 
carrier lifetime (τ). 
Here, we introduce a different inter-layer material, Al2O3, which was selected 
because it has been shown to effectively passivate c-Si by suppressing surface 
recombination and increase τ.147–149 To check the passivation quality of our Al2O3, a thin 
layer was deposited on both sides of a cleaned float zone (FZ) n-type Si wafer (1 ~ 5 Ω·cm) 
 109 
and the carrier lifetime determined by the photoconductance method (Sinton instruments 
WCT-120). The carrier lifetime before and after deposition was 2 and 27 µs, respectively, 
with  2 nm of Al2O3, which approaches the 33 µs lifetime reported for a cell with a graphene 
oxide (GO) interlayer.122 
 
 
Figure 4.8: GIS solar cell device performance as a function of interlayer Al2O3 film 
thickness. VOC shows a trend of increasing with thickness, and saturating 
above ~ 1 nm. A competing figure merit is seen with FF in the right plot 
which decreases with increasing thickness.133 Adapted from Reference 133 
with permission from AIP Publishing. 
Figure 4.8 compares the VOC and JSC of GIS solar cells on thin Si films with 
different Al2O3 thicknesses. The JSC shows limited variation for the different Al2O3 
thicknesses, while the VOC increases up to 1 nm Al2O3 and then saturates. This increase in 
VOC upon including the Al2O3 layer shows that the interlayer indeed passivates the Si 
surface of the GIS solar cells. 
To extract additional information about the GIS device performance, we consider 
the diode characteristics. For the case of a device with the metal-insulator-semiconductor 
(MIS) structure, with the thin insulator material at the interface, the saturation current 
density JS is described as 
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𝐽𝑆 = 𝐴
∗𝑇2𝑒𝑥𝑝 (
−𝜙𝑆𝐵𝐻
𝑘𝑇
) 𝑒𝑥𝑝(−𝑑√𝜙𝑇)    (4.10) 
 
where ϕT is the barrier height presented by Al2O3, and d is the Al2O3 thickness.150 
Figure 4.7 illustrates the band diagram of the GIS solar cell. While the current density is 
inverse exponentially proportional to insulator thickness, changing the thickness does not 
drastically affect JSC, which is consistent with previous publications.
122,125 For our GIS 
structure with Al2O3, while increasing the Al2O3 thickness initially increases the VOC, a 
competing process of photocurrent suppression occurs for thicker Al2O3 devices, resulting 
in VOC saturation. This phenomenon is also consistent with previous studies, such as with 
Si native oxides.125 The addition of Al2O3 also gives a boost to the FF compared with the 
GS solar cells, as seen in Figure 4.6 and 4.8. This phenomenon may be understood by 
considering the interaction between MLG and its substrate. ALD deposition of the Al2O3 
gives a uniform and conformal high-k dielectric substrate for the MLG, compared with 
bare Si, and it is understood to impact the mobility (and RS) of graphene.
151–153 For the GIS 
solar cells, enhancement in hole transport in the MLG would lower the device RS with thin 
Al2O3. As the oxide layer is made thicker, the insulating nature of the layer becomes 
dominant and an increase in RS and decrease in FF is observed.
125 
 
 
 
 111 
 
Figure 4.9: J-V and EQE measurements for GIS solar cell, and extracting series 
resistance RS.
133 Adapted from Reference 133 with permission from AIP 
Publishing. 
Figure 4.9 shows J-V and external quantum efficiency (EQE) measurements for the 
optimum GIS device with n and RS values extracted from dark current. The highest 
efficiency of the GIS solar cell on exfoliated thin Si film was 7.4 % with an Al2O3 interlayer 
thickness of 1 nm, showing VOC of 459 mV, JSC of 23.2 mA/cm
2 and FF of 70 %. A low 
RS leading to high FF, given by controlling the Al2O3 thickness, provided the path to 
optimize the GIS device and maximize efficiency. 
Previous GS and GIS devices have been reported to have unstable performance 
over time. For example, some devices have utilized volatile dopants for the graphene layer 
which degraded over time154 or utilized PMMA encapsulation to show stability for a few 
days.131 To check the stability of our devices, the optimum GIS sample was initially 
measured after fabrication and then left in ambient before re-measurement. The 
temperature and humidity of the facility is maintained at approximately 21 ˚C and 50 %, 
respectively. The device performance showed < 1 % degradation after 40 days, which is 
very long stability for a GIS cell. We attribute the increase in stability of these GIS cells to 
a combination of high quality CVD MLG and ALD AL2O3 materials and encapsulation 
with PMMA. 
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4.3 GBIS AND GBS SOLAR CELLS 
The next advance for solar cell work was to incorporate more 2D materials into the 
device. Based on enhancements for graphene performance as referenced in chapter 1 and 
2, it was natural to try including an h-BN insulator film for different GIS solar cell device 
structure. There has been no demonstrated GIS solar cell with thin Si and h-BN interlayer, 
though such solar cells have been made on bulk Si.145 With the caution about interfacial 
and surface contamination as shown in chapter 3, several devices were made with the 
graphene-h-BN-thin silicon structure. GBS solar cells refer to cells with an h-BN interlayer 
and GBIS solar cells refer to cells with a dual h-BN and Al2O3 interlayer.  
4.3.1 Device Fabrication 
Recall from chapter 3 the difficulty with contamination and residue from 
transferring CVD-grown 2D materials. To minimize residue stuck between the h-BN and 
graphene layers of the GBS solar cell, a different approach was taken for transfer. The aim 
was to limit the amount of processing and possibility of introducing contaminants. 
Therefore, the transfer of 2D materials was done sequentially, the graphene transparent 
conducting layer was lifted after Cu-Ni etching and rinsing directly by the h-BN sample 
(still on its growth substrate of nickel). Figure 4.10 shows a doped MLG on top of CVD h-
BN on top of its nickel substrate. After drying and storing overnight in a benchtop vacuum 
box, another spin coating of PMMA was applied. The nickel substrate from the h-BN was 
etched away using the method described in section 2.3.2. The PMMA/MLG/h-BN stack 
(shown in Figure 4.10) was lastly lifted out of the DI water rinse using the bottom thin 
silicon and nickel foil. From that stage, the solar cell fabrication process was the same as 
GS and GIS solar cells described in section 4.2. GBIS solar cells were also fabricated where 
the last lift out was with an ALD Al2O3/exfoliated silicon/nickel foil stack. This sequential 
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transfer avoided having additional PMMA residue between the graphene and h-BN layers 
as would be the case if the two 2D materials were transferred separately. 
 
 
Figure 4.10: Photograph of sequential transfer of 2D materials graphene and h-BN to 
minimize interfacial contaminants. 
4.3.2 Device Performance 
Figure 4.11 compares the figures of merit for GBS and GBIS solar cells with GS 
and GIS cells from section 4.2. The GBS and GBIS solar cells did not perform as well as 
the GIS. While the results reported in Reference 145 suggest that the GBS device should 
also show high performance, it is likely that more effective countermeasures are needed to 
reduce further interfacial contaminants detrimental to the device performance. Increasing 
the number of interfaces using 2D materials increases the chances of incorporating 
interfacial contaminants as we saw in chapter 3. In particular, the adsorbed surface 
contaminants shown on the h-BN flake in Figure 3.7 would likely be present on h-BN 
handled in ambient. The development of cleaner transfer techniques which are broadly 
applicable to CVD-grown 2D materials is necessary to achieve improved performance. 
Reference 145 showed improved solar cell performance using a graphene/h-BN 
heterostructure which was sequentially grown, and thus not needing an extra transfer step. 
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Also adding interlayers for the GIS-type solar cell gradually increases the RS of the device 
and degrades its overall performance as was seen in section 4.2.3. It is supposed that this 
effect also contributed to the relatively weak performance of the GBS and GBIS solar cell 
devices. 
 
 
Figure 4.11: Figures of merit plotted for solar cells with h-BN interlayer integrated, GBS 
solar cells having h-BN as the only insulator and GBIS solar cells having h-
BN and Al2O3 interlayer. The performance did not exceed the performance 
of the best GIS solar cell. 
4.4 SUGGESTED FUTURE DEVICE WORK 
A lesson learned from chapter 3 is also evident in the device research described 
here in chapter 4, that optimized performance depends on optimal and uncontaminated 
materials and interfaces. It is likely that higher performance flexible solar cells could be 
fabricated with cleaner transfer techniques and also optimizing layer thicknesses, as was 
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done for the Al2O3 I-layer in section 4.2.3. For one layer thickness, the MLG thickness, the 
solar cells had relatively thick films and the transmission measurements (Figure 4.3) 
showed that a considerable amount of incident light is absorbed in the graphene layer. 
Work by collaborators earlier here at the University of Texas at Austin showed growth 
temperature as an effective method for achieving layer control.48 A thinner MLG film 
would increase incident light and boost efficiency. Another obvious layer thickness control 
is the h-BN layer. As was the case for Al2O3, a similar thickness optimization should be 
done for an h-BN I-layer. It is also considered remaining work to do a complete dielectric 
performance measurement of the synthetic h-BN. Dr. Sushant Sonde reported dielectric 
breakdown (and also graphene mobility on top of) h-BN grown with diborane and ammonia 
precursors.55 An informative next test for integrating h-BN as a dielectric for 2D materials 
devices would be to create 2D material devices with h-BN substrates and gate dielectrics. 
Others have reported encouraging results in this regard,155,156 but it will be useful to 
understand distinctions in performance based on materials synthesized with different 
processes. For example, the grain size of the growth substrate (or its orientation) affecting 
the grains of h-BN and defect density.  
4.5 2D MATERIALS DEVICES CONCLUSIONS 
Demonstrations of lightweight and flexible solar cells which incorporate multi-
layer graphene as a transparent conducting film are discussed here. Work was also done to 
incorporate h-BN insulating layers to try and improve the solar cell performance, with 
mixed results. The lessons from the earlier chapter 3 are re-learned in device applications, 
that clean interfaces are a critical challenge facing large area synthetic 2D materials. 
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Chapter Five:  Conclusion 
The conclusions written here are reiterated from the conclusion sections for each of 
the above chapters 2, 3, and 4. There are minor edits made for readability. The purpose of 
this section is to have one section where a future researcher may find conclusions and 
suggestions for continuing work in a single location. 
5.1 SYNTHESIS CONCLUSIONS 
The objective of the 2D materials synthesis work was to better understand the 
mechanisms during CVD for graphene and h-BN. The methods which have been used 
include characterization methods (SIMS and XPS) and analysis of thermodynamic driving 
forces. The characterization results provide evidence that furthers the understanding of 
graphene and h-BN CVD synthesis mechanisms, and the thermodynamic analysis suggests 
a specific CVD synthesis mechanism for h-BN which is backed up by characterization 
evidence. The growth mechanism has multiple of forces acting on it, in competition, and 
many of those are outlined in chapter 2. For graphene synthesis, kinetic control was shown 
in comparing Cu and Ni substrate growth in sections 2.2.1 and 2.2.3 and 2.2.4. We showed 
energetic control with oxygen in growth in section 2.2.2. For h-BN synthesis, kinetic 
control was shown in B and N diffusion on single crystal substrates in section 2.3.6. We 
showed energetic control by carbon dosing in section 2.3.4 and also observed an energetic 
phenomenon in section 2.3.3. 
The question about the competing forces acting on the growth mechanism remains 
to be disentangled, particularly for h-BN CVD synthesis as seen in section 2.3.6. One area 
of focus that may prove fruitful is to work on nucleation and layer-by-layer growth of h-
BN domains. The work around nucleation and adlayer growth with graphene CVD 
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synthesis in section 2.2 has not been done for h-BN and well-executed experiments would 
clarify the growth mechanism significantly. 
5.2 CHARACTERIZATION CONCLUSIONS 
The objective of the 2D materials characterization studies was to demonstrate a new 
and effective characterization method suited to these unique materials. TOF SIMS, used in 
conjunction with other characterization methods such as Raman and AFM, is effective in 
analyzing 2D materials and 2D material heterostructures. It was shown that this 
characterization could give chemical analysis at very narrow and shallow depths, while 
also being sensitive to low concentrations.79,118 
Combining the methods detailed in chapter 3 with devices like those in chapter 4 is 
the logical next work to focus on. The results shown here characterized structures but not 
functional devices, or characterized materials that were later incorporated into devices. 
Comparing the interlayer contamination, for example, between a functioning and non-
functioning 2D material heterostructure device would be of great interest to those working 
with these materials. 
5.3 DEVICE APPLICATIONS CONCLUSIONS 
The 2D materials devices here demonstrated lightweight and flexible solar cells 
which incorporated multi-layer graphene as a transparent conducting layer. Work was also 
done to incorporate h-BN insulating layers to try and improve the solar cell performance, 
with mixed results. The lessons from chapter 3 are re-learned in device applications; that 
clean interfaces are a critical challenge facing large area synthetic 2D materials. 
A lesson learned from chapter 3 is also evident in the device research described in 
chapter 4, that optimized performance depends on optimal and uncontaminated materials 
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and interfaces. It is likely that higher performance flexible solar cells could be fabricated 
with cleaner transfer techniques and also optimizing layer thicknesses, as was done for the 
Al2O3 I-layer in section 4.2.3. For example, the MLG thickness (the solar cells had 
relatively thick films) and the transmission measurements (Figure 4.3) showed that a 
considerable amount of incident light is absorbed in the graphene layer. Work by 
collaborators earlier here at the University of Texas at Austin showed growth temperature 
was an effective method for achieving layer control.48 A thinner MLG film would increase 
incident light and boost efficiency. Another obvious layer thickness control is the h-BN 
layer. As was the case for Al2O3, a similar thickness optimization should be done for an h-
BN I-layer. It is also considered remaining work to do a complete dielectric performance 
measurement of the synthetic h-BN. Dr. Sushant Sonde reported dielectric breakdown (and 
also graphene mobility on top of) h-BN grown with diborane and ammonia precursors.55 
An informative next test for integrating h-BN as a dielectric for 2D materials devices would 
be to create 2D material devices with h-BN substrates and gate dielectrics. Others have 
reported encouraging results in this regard,155,156 but it will be useful to understand 
distinctions in performance based on materials synthesized with different processes. For 
example, the grain size of the growth substrate (or its orientation) affecting the grains of h-
BN and defect density. 
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Appendix: Four-inch CVD System Operation 
A.1 INTRODUCTION 
This section describes the CVD system and its operation. The system is currently 
located in the 2.406 lab at the Microelectronics Research Center. Concepts about the 
growth process and mechanism are described in detail in Chapter 2. The system is a larger 
scale hot wall CVD growth system used for graphene growth on Cu and Ni substrates. This 
system has unique capabilities and constraints compared with the benchtop tube furnaces. 
Control of various components of the system are made through a LabView program. The 
system logs several process parameters and has a residual gas analyzer (RGA) attachment. 
The system was originally designed and built by Dr. Carl Magnuson with Nishant Jayant 
and Claire Spradling. The system was deconstructed, moved, and rebuilt by myself in 2014. 
Much thanks is given to the facilities staff, particularly James Hitzfelder, Darren Robbins, 
and Jesse James, for their support and hard work during the move and rebuild. 
A.2 SYSTEM PARTS 
The furnace and growth chamber portions of the system are shown in Figure A.1 
and components are grouped by function. The furnace is marked by orange at (1) and the 
power supply and controller for the furnace is (1a). In the center of the furnace is the quartz 
tube. The flanges at the end of the tube are steel conflat bolted to the other steel components 
of the vacuum system. The steel components are sealed with copper rings which are 
replaced any time a connection is opened and bolted together again. The quartz tube and 
steel flange are bonded by JB Weld and TorrSeal. The quartz tube (and steel flanges) should 
be replaced when copper deposition in the interior of the tube is excessive to the point of 
flaking off or if the tube becomes otherwise contaminated. Cooling water lines and brass 
plate heat shields keep the flanges cool so they do not leak during heating. Automatically 
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controlled valves are indicated in light blue, (1) is the “Loadlock” valve, (2) is the 
“Roughing” valve, and (3) is the “Turbo” valve. These are controlled through the LabView 
program. Manually controlled valves are indicated in dark blue, (1) is the argon leak valve, 
(2) is the precursor gases leak valve, (3) is the manual loadlock valve, and (4) are the RGA 
leak valves. System and process monitoring components are marked in dark green, (1) are 
the pressure gauges and (2) is the residual gas analyzer (RGA). Vacuum pumps are marked 
in grey, (1) is the turbo pump backing roughing pump, (2) is the roughing pump, and (3) is 
the turbo pump. System control terminals are marked in light green, (1) is the PC control 
which has the LabView program and (2) is the turbo pump controller. 
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Figure A.1: Photograph of the four-inch CVD growth system. Different components are 
labeled and grouped. 
The gas cabinet, mass flow controller (MFC) bank, and MFC control switch board 
are shown in Figure A.2. The gas cabinet enables gas monitoring for safety purposes. The 
MFCs are all controlled via the LabView program and are each connected to the switch 
board which is connected to the PC. Each MFC also has a manual leak valve which must 
be opened if that gas line is to be used in the recipe. Each gas line also has a manual leak 
valve for a bypass line for purging gas lines. There is a safety shut-off valve downstream 
of the MFCs which is triggered if the PC detects that system pressure is rising to approach 
atmosphere.  
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Figure A.2: Photographs of the gas cabinet and mass flow controller bank portions of the 
four-inch CVD growth system. 
A.3 CONTROL TERMINAL 
The CVDSystemMonitor.vi is the LabView program for controlling the four-inch 
CVD system. From the bottom of the window, shown in Figure A.3, the mass spectrum 
from the RGA is shown. The mass range is from 1 – 100 amu and continually refreshing. 
The spectra are stored on the hard disk drive of the PC. In the center above the RGA mass 
spectrum are the “Start RGA” button and the RGA Total Pressure monitoring. The “Start 
RGA” button will turn green when the RGA is collecting mass spectra. The Total Pressure 
will update with the pressure reading every time a full spectrum is collected and the 
displayed units are torr. Directly above these two is the “STOP” button which will stop the 
LabView program. On the right side are the flange temperature monitoring, which are 
connected to a thermocouple touching the flange. To the left side are three toggle switches 
for controlling the automatic valves. Each toggle switch has its corresponding valve labeled 
above it; “LoadLock”, “Roughing”, and “Turbo”. The “Turbo” valve cannot be opened if 
 123 
the system pressure is above 20 mtorr. Proceeding up the window, the large dial on the left 
side is the System Pressure in torr. The grey box in the dial displays the pressure as well 
which is useful for mtorr pressure range. The white field is for the butterfly valve to the 
“Roughing” valve. The gas flow through the system can be attenuated by closing the 
butterfly valve, the value “0” is fully open and value “100” is fully closed. However, even 
with the butterfly valve fully closed, the pumps will still maintain vacuum and gas will still 
flow by the butterfly valve. Above and to the left of the pressure dial shows the monitoring 
lag of the “Pressure Lag” and to the right is the monitoring lag of the “Furnace Lag”. To 
the right of the pressure dial are the Furnace Temperature and Furnace Power meters. The 
Furnace Temperature bar and grey box read out the current temperature in the furnace. The 
white field at the top of the Furnace Temperature meter allows the user to manually enter 
the desired temperature setpoint. The Furnace Power meter at the right displays the power 
consumption of the furnace in real-time. Above, and near the top of the 
CVDSystemMonitor.vi, are six meters for each individual MFC. The white box in the 
lower left allows the user to manually input a flow rate and the grey box in the lower right 
displays the real-time flow through the MFC. The gas line connected for each meter is 
written above that meter. Above and to the right shows a grey box that displays the 
monitoring lag of the “MFC Lag”. At the upper right corner of the window is the “Load 
Input File” button which allows the user to load and run a recipe using the LabView 
program. 
Recipes for the four-inch CVD system are simple tab-deliminted text files. As 
shown in Figure A.3, each recipe step is a row and each column is a process parameter. 
The first column value is the step time in seconds. The second column value is the furnace 
temperature setpoint. The third column value is the butterfly valve position. The fourth 
through ninth column values are the MFC flow setpoint for the respective MFC. In order 
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matching the LabView program MFC meter order, hydrogen (H2 flow), methane (CH4 
flow), 13C-enriched methane (13CH4 flow), argon (Ar flow), dilute oxygen in argon (Dilute 
O2 flow), and dilute 13C-enriched methane is hydrogen (Dilute 13CH4 flow). 
 
 
Figure A.3: Screen captures of the LabView program CVDSystemMonitor.vi and an 
example growth recipe. 
Logged system parameters are stored on the local hard disk drive as DAT files (.dat 
extension) with the date and time as the file name. They are separated into two types of 
files, “CVD” DAT files and “RGA” DAT files. “CVD” log files contain information about 
the furnace temperature, gas flow rates, flange temperature, and main chamber pressure. 
“RGA” log files, as the name suggests, contain information about the RGA mass spectra 
as well as RGA pressure. There are MATLAB programs also stored on the PC which can 
 125 
quickly plot useful process parameters over time, “plot_CVD_and_RGA_data.m” and 
“plot_CVD_data.m”. The user may plot some gas species as measured by the RGA over a 
growth run and the logged process parameters with the MATLAB program will give that 
information. 
A.4 RUNNING A PROCESS RECIPE 
The standby state for the system is to be under vacuum, pumping through the 
“Roughing” valve. To vent the system, close the “Roughing” valve and open the 
“Loadlock” valve (the “Turbo” valve should be and remain closed). The pressure will 
likely gradually rise or will remain static if there are no leaks in the system. Loosen the 
latch at the loadlock door and open the leak valve from the argon line. The pressure will 
rise to atmosphere as the system fills with argon. At this time, the top of the furnace should 
be opened and propped open to observe the position of the substrate and carrier. When the 
pressure equilibrates with ambient, the leak valve from the argon line can be shut. Place 
the growth substrate onto a quartz boat carrier. Push the substrate and carrier into the center 
of the furnace in the quartz tube. Take care when pushing over the valves so that the 
substrate does not slip off the carrier. Withdraw the pipe used to push the substrate and 
carrier and shut and latch the loadlock door. Open the manual valve to pump out the system 
through the loadlock side. When the pressure drops below 30 mtorr (typically less than 10 
minutes), shut the “Loadlock” valve and shut the manual valve. Open the “Roughing” 
valve. 
Now the substrate is loaded and the system is back under vacuum. The next process 
is to preheat the substrate and pump down to base pressure and drive off any moisture and 
adsorbed water. First start the RGA (“Start RGA” button seen in Figure A.3) and note the 
turbo pump pressure, which should be in the 10-8 to 10-9 torr range. Shut and latch the 
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furnace lid and set the temperature to 200°C. Open the “Turbo” valve (the LabView 
program will automatically shut the “Roughing” valve). The furnace will overshoot 
temperatures below ~ 400°C, but so long as the pressure remains below a few mtorr it will 
not cause issues with the substrate. If the pressure during the preheat process does reach 
the mtorr range, it is an indication that there is a significant leak in the system. The pressure 
during the preheat process should drop to 10-6 torr range. At the end of the preheat process, 
shut the “Turbo” valve and open the “Roughing” valve. 
The next process is to begin RGA monitoring of the main chamber gases and to 
load the growth recipe. The RGA should still be logging mass spectra from the prior preheat 
process and now showing the turbo chamber pressure to be again in the 10-8 range. There 
are two valves to open to leak in gas from the main chamber into the turbo chamber where 
the RGA is connected. Fully open the larger manual valve and then turn the leak valve 1.5 
turns counter-clockwise (dark blue (4) in Figure A.1). When gas from the main chamber is 
leaking through properly, the pressure detected by the RGA will increase to the 10-7 range 
with noted increase in the N2 (28 amu) species. Next open the leak valve connected to the 
inlet gases line and then open the associated leak valves at the MFC panel in the gas cabinet 
(Figure A.2). For a typical graphene growth, this will be 1 and 2 for hydrogen and methane. 
At this point, the furnace temperature is around 200°C and the main chamber 
pressure is in the mtorr range. The RGA is continually logging spectra from the main 
chamber gas composition. It is now ready to load a growth recipe with the “Load Input 
File” button seen in Figure A.3. Once the desired file is selected, the LabView program 
will automatically follow each recipe step and adjust gas flow and furnace temperature. A 
typical growth run takes several hours to complete. Heating the furnace to 1000°C takes ~ 
1 hour, while cooling from 1000°C takes 8 – 10 hours. Due to the extreme slow cooling 
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limitation of this system, growth recipes which continually flow precursor as well as 
hydrogen during cooling are preferred. 
Once the growth recipe has completed, the user should manually shut gas flows and 
furnace heating if appropriate. This is done by manually entering desired setpoints into the 
appropriate fields, for example set “0” into all MFC meter fields and set “15” into the 
furnace temperature field. The user should also shut the leak valves to the RGA and turn 
off RGA monitoring through the LabView program (allow a few spectra to run after closing 
leak valves to ensure that the turbo pumped chamber is well-sealed). Note also the butterfly 
valve position after the recipe has been completed, pumping speed may be slow unless the 
butterfly valve is fully open (set to “0”). 
To extract the carrier and sample, the loading procedure can be followed. For safety 
reasons, the automatic valves cannot be opened if the furnace temperature is above 100°C. 
Before this, manually close the gas line leak valves and the gas inlet leak valve. With the 
furnace cooled below 100°C and propped open and all inlet lines shut, the loading 
procedure can be followed. First shut the “Roughing” valve, then open the “Loadlock” 
valve, then unlatch the loadlock door and open the manual argon leak valve. Once the 
system has pressurized, the loadlock door can be opened and the pipe can be used to pull 
out the carrier and sample. After the sample has been retrieved, the loadlock door should 
be shut and latched and then the system should be pumped back to vacuum. First this should 
be done through the manual loadlock valve. 
A.5 SYSTEM POWER DOWN AND MAINTENANCE 
In the event of facilities maintenance, for example process cooling water shut off, 
the four-inch CVD system should be fully powered off to prevent damage to components 
or other unexpected issues. The most sensitive equipment in this regard are the RGA and 
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the turbo pump. Other components can be simply powered off by power toggle switches 
or powering off power strips. The RGA and turbo pump power off process and start up 
process are described below. 
To power off the RGA, first stop any monitoring as controlled through the LabView 
program. The RGA should not be monitoring gases and pressure until a recipe is running. 
The power off toggle switch is on top of the RGA box shown as dark green (2) in Figure 
A.1. To power off the turbo pump, check the turbo pump controller seen at light green (2) 
in Figure A.1. Press the power button on the front of the turbo pump controller and watch 
as the rotation speed decreases gradually to zero. Once the turbo has stopped rotating the 
toggle switch on the back of the turbo pump controller can be switched off. 
The power on procedure for both components is the inverse of the power off 
procedure. For the RGA, switch on the toggle switch and wait for the RGA power LED 
light to come on and stabilize. For the turbo pump, turn on the toggle switch at the back of 
the turbo pump controller. After starting up, the green LED on the turbo pump will flash. 
Select the display on the turbo pump controller to display the rotation speed (typically set 
for 1000 rpm). When the green LED is flashing, the power button on the front of the turbo 
pump controller can be pressed and the rotation speed will increase from zero to the 
setpoint value. When the turbo speed has reached the setpoint and no errors are detected, 
the greed LED will be steady and illuminated. 
Maintaining the system is limited to changing the tube when it has too much copper 
deposition or if it has become contaminated. This was described briefly in section A.2. In 
addition to bonding the quartz tube to steel flanges, the user is advised to ensure the bond 
is fully dry (usually left for a few days) before installing. Besides bolting the new tube in 
place and replacing the copper rings, the user should take care to remove/replace the 
cooling water lines (and thermal grease) and brass heat shields. The work of replacing a 
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tube requires at least two people. Another routine maintenance is to change the pump oil 
for each of the wet pumps. Pump oil can be drained at the bottom of the pump and refilled 
at the indicated port on the top. The pump oil should be changed quarterly if the system is 
used often. Be sure to power off pumps (including turbo pump) when changing oil.  
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