In food-related services, image information is as important as text information for users. For example, in recipe search services, users find recipes based not only on text but also images. To promote studies on food images, many datasets have recently been published. However, they have the following three limitations: most of the datasets include only thousands of images, they only take account of images after cooking not during the cooking process, and the images are not linked to any recipes. In this study, we construct the Cookpad Image Dataset, a novel collection of food images taken from Cookpad, the largest recipe search service in the world. The dataset includes more than 1.64 million images after cooking, and it is the largest among existing datasets. Additionally, it includes more than 3.10 million images taken during the cooking process. To the best of our knowledge, there are no datasets that include such images. Furthermore, the dataset is designed to link to an existing recipe corpus and thus, a variety of recipe texts, such as the title, description, ingredients, and process, is available for each image. In this paper, we described our dataset's features in detail and compared it with existing datasets.
INTRODUCTION
Images play an important role in food-related services, for example, recipe search services such as Yummly, 1 restaurant search services such as Yelp, 2 and food delivery services such as UberEATS. 3 To locate recipes, restaurants, and delivery services, users take account of not only text information but also image information.
Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). SIGIR '17, August 07-11, 2017 , Shinjuku, Tokyo, Japan. To promote studies on food images, many datasets have recently been published [1-8, 12, 15] ; they can be obtained from their official home pages or by sending a request e-mail to their owners. These datasets have successfully contributed images to many studies, especially for food recognition and dietary assessment [10, 11, 13, 19] .
However, existing datasets have the following three limitations: First, they do not include a wide range of food images. Most datasets include only thousands of images, and even Food-101 [2] , which is one of the most popular datasets in this field, includes at most 101, 000 images. This is not sufficient to construct complicated statistical models (e.g., recent models in deep learning) for food images.
Second, they do not take account of images during the cooking process (hereafter called process images); that is, they only take account of images after cooking (called complete images). To promote studies for a wide variety of novel research topics, such as cooking support systems based on motion recognition and recipe text generation from process images, not only complete images but also process images are indispensable.
Finally, images in existing datasets are not linked to any recipes. A recipe contains various texts, such as a title, description, ingredients, and process, and these texts are essential for many research topics, such as ingredient detection and calorie estimation [3, 10, 16, 18] . However, there have been very few efforts to focus on this aspect and thus, some researchers need to collect this text for themselves.
To solve these problems, we construct a novel image collection called the Cookpad Image Dataset, which consists of food images taken from Cookpad, 4 the largest recipe search service in the world. The dataset is designed to have the following three features:
Large collection of complete images It includes more than 1.64 million complete images. This makes our dataset the largest among existing datasets. Large collection of process images It also includes more than 3.10 million process images. To the best of our knowledge, there are no datasets that include such images. Linkable recipe texts It can be connected with an existing recipe corpus, and various texts in the recipes is available for each image.
In the following sections, we introduce the existing datasets and then describe our dataset in detail.
RELATED WORK
Since approximately 2010, researchers have gradually paid more attention to image collections for food research. Here we describe some of the publicly available datasets in chronological order. Pittsburgh fast-food image dataset (PFID) [4] , proposed in 2009, is one of the earliest datasets for food research. As the name suggests, PFID focuses on fast-food images (e.g., burgers, pizza) and includes 4, 545 images of 101 fast food items from 11 popular fast food chains.
In 2010, Rakuten Institute of Technology published Rakuten Data, which includes images and text of approximately 440, 000 Japanese recipes [17] . With the exception of our dataset, this is now the only dataset whose images are linked to recipes. In 2016, the dataset expanded to approximately 880, 000 recipes.
In 2012, Matsuda et al. proposed a new dataset called the University of Electro-Communications Food 100 (UEC FOOD 100) [15] . The dataset contains 9, 060 images of 100 Japanese food categories. It has grown into UEC FOOD 256, which contains 31, 397 images of 256 categories [12] . One notable characteristic of these datasets is that bounding boxes indicating the location of foods in each image are also available.
Chen et al. provide a food image collection on their research site. They study food identification and quantity estimation from images, and publish the dataset used in their experiments. In the dataset, there are 50 categories of Chinese foods and 100 images for each category [5] .
In 2014, Farinella et al. proposed the University of Catania food dataset 889 (UNICT-FD889) [8] . The dataset includes 889 food categories; it is currently the dataset with the most categories. The dataset includes 3, 583 images of those categories (four images per category on average).
Food-101 [2] is one of the most popular datasets in studies on food images [13, 14, 16, 19] . The dataset consists of 101 food categories (the top 101 most popular dishes in Foodspotting 5 ) and each category consists of 1, 000 images. Thus, Food-101 contains a wide coverage of 101, 000 images.
In 2015, Beijbom et al. constructed Menu-Match, an image collection of restaurant-specific foods [1] . They collected 646 images, with 1, 386 tagged items across 41 categories. Additionally, they provide calorie counts for all items given by a dietitian in the restaurants included in the dataset.
Ciocca et al. introduced the University of Milano-Bicocca 2015 (UNIMIB2015), which is composed of 2, 000 tray images of multiple foods, and contains 15 categories [6] . They also introduced UNIMIB2016, which is composed of 1, 027 images and 73 categories [7] .
In 2016, VIREO Food-172 proposed a dataset specifically for Chinese dishes [3] . For each food category, images were crawled from Baidu and Google image search (a total of 110, 241 images). The notable characteristic of this dataset is that 353 ingredients were annotated for the images by 10 homemakers.
These datasets are all publicly available and thus, have successfully contributed to food research. However, as described in the previous section, the limitations of the datasets are that they do not include a wide range of complete images, do not include any process images, and are not linked to any recipes. 
COOKPAD IMAGE DATASET
In this paper, we introduce the Cookpad Image Dataset, a novel collection of food images collected from Cookpad. We describe the dataset in terms of the following three features: large collection of complete images, large collection of process images, and linkable recipe texts.
Large Collection of Complete Images
One of the most notable features of our dataset is that it includes a vast number of food images. We collected approximately 1.72 million Japanese recipes that had been uploaded to Cookpad by September 2014 and extracted all complete images from the recipes. Note that some recipes did not have a complete image; thus, we collected 1, 606, 537 complete images. Figure 1 provides an example of recipes in Cookpad, which consist of text (e.g., title, description, ingredients, and process) and images (complete and process images). The figure shows a recipe for (gōyā chanpurū) and the upper red rectangle indicates the complete image of the recipe.
The dataset also includes many images for meals, such as combinations of multiple foods. We collected these meals from Cookpad and extracted 35, 927 complete images. example of a meal from Cookpad. It is for (lunch) and it consists of two foods:
(fried rice) and (samgyeopsal). In the figure, the upper red rectangle indicates the complete image for the meal. As described in the previous paragraph, the dataset also includes the complete images for each food, indicated by the lower red rectangles.
Large Collection of Process Images
The second notable feature of our dataset is that it includes a wide range of images of cooking processes. As seen in Figure 1 , a recipe in Cookpad contains multiple processes, and each process consists of an image and text. Note that some processes do not have images. In the figure, the recipe contains four processes, and the lower red and gray rectangles represent the images and text, respectively. For example, the first process explains the preparation of the gōyā, such as removing the inner seeds. Similar to the complete images, we extracted all process images from the 1.72 million recipes and collected 3, 105, 594 images.
Linkable Recipe Texts
The third feature of our dataset is that a variety of text is available for each image. As described previously, the images in our dataset were extracted from recipes and meals that had been uploaded to Cookpad by September 2014. These are the same recipes and meals targeted in Harashima's text corpus [9] , which is the largest corpus in food research. Thus, it is possible that the images in our dataset can be connected with the text in the corpus.
Consider again Figure 1 . Harashima's corpus includes the title, description, ingredients, and process, indicated by gray rectangles. Note that although the figure only shows the main information for the recipe, it also includes the unique ID of the recipe, unique ID of the author, categories of the recipe (if any), and date when the recipe was uploaded. Using our dataset with the corpus, researchers can utilize not only images but also text for their studies.
Similar to recipes, a variety of text can be used with images for each meal. In Figure 2 , the upper gray rectangles represent the title, noteworthy points, and cooking time, and this information is also available from Harashima's corpus. Additionally, the corpus includes the unique ID of the meal, unique ID of the author, categories of the meal (if any), and date when the meal was uploaded. Using the two datasets, we can use both images and text for various studies.
DISCUSSION
In Table 1 , we summarize the statistics and notable features of existing datasets and our dataset. From the third column in the table (# of complete images), we can see that our dataset includes the most complete images among all datasets. Most existing datasets include only thousands of images, and even Rakuten Data, Food-101, and VIREO Food-172 include at most hundreds of thousands of images. By contrast, our dataset consists of more than 1.64 million images, which includes approximately 1.61 million images of single foods and approximately 36, 000 images of multiple foods. It is preferable that more data is used in many studies, especially for machine learning.
As seen in the fourth column of Table 1 , the Cookpad image dataset is the only dataset that stores not only complete images but also process images. We believe that these images promote a wide variety of novel research topics. For example, researchers can use them to study cooking support systems that recognize and support cooking processes, such as reading process text in accordance with the situation. Another example is that the images can be used in studies for text generation, such as generating a recipe from process images.
The last column shows that there are no datasets whose images can be linked to recipe text, except for Rakuten Data, which is similar to our dataset regarding this feature. However, although Rakuten Data includes only complete images of single foods, our dataset also includes complete images of multiple foods and process images; thus, it can also connect those images with recipe text.
By contrast, images in VIREO Food-172 are linked to 353 ingredients. However, images in our dataset can be connected with not only ingredients in Harashima's corpus but also other text in the corpus, such as the title, description, and process. Similar to most existing datasets, our dataset can also use category information through Harashima's corpus, which includes approximately 1, 100 categories (e.g., meat dishes, seafood dishes, and vegetable dishes). This is more than UNICT-FOOD889, which has the most categories among existing datasets.
Although our dataset has the aforementioned advantages over existing datasets, it has also two disadvantages. First, unlike UEC FOOD 100 and 256, our dataset does not have bounding box information that indicates the location of foods in each image. Second, unlike Menu-Match, our dataset does not have a calorie count for each image. Both types of information are useful for studies, especially for food recognition and calorie estimation. We will consider annotation in a future study.
CONCLUSIONS
In this paper, we introduced a novel image collection for food research. The dataset not only stores more than 1.64 million complete images, which includes approximately 1.61 million images of single foods and approximately 36, 000 images of multiple foods, but also more than 3.10 million process images. This is now the largest food image dataset in the world. Using an existing corpus, researchers can also exploit recipe text, such as the title, description, ingredients, and process, for each image. We believe that these features of our dataset promote a variety of studies on food images. The dataset can be obtained by sending an e-mail request to the authors. In future work, we plan to annotate the images in our dataset with further information, such as bounding boxes and calorie counts.
