Abstract. The Dempster-Shafer theory of belief functions has proved to be a powerful formalism for uncertain reasoning. However, belief functions on a finite frame of discernment Ω are usually defined in the power set 2 Ω , resulting in exponential complexity of the operations involved in this framework, such as combination rules. When Ω is linearly ordered, a usual trick is to work only with intervals, which drastically reduces the complexity of calculations. In this paper, we show that this trick can be extrapolated to frames endowed with an arbitrary lattice structure, not necessarily a linear order. This principle makes it possible to apply the Dempster-Shafer framework to very large frames such as, for instance, the power set of a finite set Ω , or the set of partitions of a finite set. Applications to multi-label classification and ensemble clustering are demonstrated.
Introduction
The theory of belief functions originates from the pioneering work of Dempster [1, 2] and Shafer [16] . In the 1990's, the theory was further developed by Smets [19, 22] , who proposed a non probabilistic interpretation (referred to as the "Transferable Belief Model") and introduced several new tools for information fusion and decision making. Big steps towards the application of belief functions to realworld problems involving many variables have been made with the introduction of efficient algorithms for computing marginals in valuation-based systems [17, 18] .
Although there has been some work on belief functions on continuous frames (see, e.g., [12, 21] ), the theory of belief functions has been mainly applied in the discrete setting. In this case, all functions introduced in the theory as representations of evidence (including mass, belief, plausibility and commonality functions) are defined from the Boolean lattice (2 Ω , ⊆) to the interval [0, 1]. Consequently, all operations involved in the theory (such as the conversion of one form of evidence to another, or the combination of two items of evidence using Dempster's rule) have exponential complexity with respect to the cardinality K of the frame Ω , which makes it difficult to use the Dempster-Shafer formalism in very large frames.
When the frame Ω is linearly ordered, a usual trick is to constrain the focal elements (i.e., the subsets of Ω such that m(A) > 0) to be intervals (see, for instance, [5] ). The complexity of manipulating and combining mass functions is then drastically reduced from 2 K to K 2 . As we will show, most formula of belief function theory work for intervals, because the set of intervals equipped with the inclusion relation has a lattice structure. As shown recently in [10] , belief functions can be defined on any lattice, not necessarily Boolean. In this paper, this trick will be extended to the case of frames endowed with a lattice structure, not necessarily a linear order. As will be shown, a lattice of intervals can be constructed, on which belief functions can be defined. This approach makes it possible to define belief functions on very large frames (such as the power set of a finite set Ω , or the set of partitions of a finite set) with manageable complexity.
The rest of this paper is organized as follows. The necessary background on belief functions and on lattices will first be recalled in Sections 2 and 3, respectively. Our main idea will then be exposed in Section 4. It will be applied to define belief functions on set-valued variables, with application to multi-label classification, in Section 5. The second example, presented in Section 6, will concern belief functions on the set of partitions of a finite set, with application to ensemble clustering. Section 7 will then conclude this paper.
Belief Functions: Basic Notions
Let Ω be a finite set. A (standard) mass function on Ω is a function m :
The subsets A of Ω such that m(A) > 0 are called the focal elements of m. Function m is said to be normalized if / 0 is not a focal element. A mass function m is often used to model an agent's beliefs about a variable X taking a single but ill-known value ω 0 in Ω [22] . The quantity m(A) is then interpreted as the measure of the belief that is committed exactly to the hypothesis ω 0 ∈ A. Full certainty corresponds to the case where m({ω k }) = 1 for some ω k ∈ Ω , while total ignorance is modelled by the vacuous mass function verifying m(Ω ) = 1.
To each mass function m can be associated an implicability function b and a belief function bel defined as follows:
bel ( 
