Flow steadiness is often overpredicted near the wall by Detached-Eddy Simulation (DES). This problem is here addressed with a Streamline Upwind Petrov-Galerkin (SUPG) finite element method. An hybrid Variational MultiScale (VMS) model is implemented to enhance the Large-Eddy Simulation (LES) mode of DES computation. An explicit filtering method is developed in order to compute the filtered field involved in a VMS model. Furthermore, these VMS fluctuations are also used to improve unsteadiness in the area close to the walls. This approach is assessed with the Taylor-Green vortices and finally applied to the LEISA II configuration.
I. Introduction
These matrices are defined from the following vectors
with ρ the density, u i the velocity in the i th direction, E t the total energy, δ the Dirac function, q This formulation is not well suited for numerical simulations in finite elements. The entropic formulation is preferred because the problem can be recasted into symmetrical and positive definite matrices. By considering the change of variable H (U) = −ρs where the definition of H can be found in Mallet [32] , the problem can be reformulated as follow
where A 0 is the change of variable matrix and V is defined by
where s is the entropy, h the enthalpy and T the temperature.
B. Finite element resolution
A general presentation on finite element method can be found in Hughes [21] , Carey et Oden [5] , Strang et Fix [44] and Zienkiewicz [50] . The Dassault Aviation code called AETHER is described in references [29, 32, 39] . The main algorithm steps are introduced in this section.
Variational formulation and GLS formulation
The variational formulation of Eq. (1) is obtained by multiplying this equation with the weighting functions W taken in the same functional space as V. This yields
where A 0 V ,t + A i V ,i − K ij V ,j ,i is defined as the residual part of Eq. (2) and Ω denotes the volume of the computational domain.
The Navier-Stokes equations are known to be numerically unstable with a finite element formulation, refer to [20, 22, 32] . To fix this well-established problem, a perturbation is added to the weighting functions W, taking the form
where L = A i ∂/∂x i − K ij ∂/∂x i ,i is the Navier-Stokes operator of Eq. (1) . To balance the convection, an artificial dissipation is added to the equation by the mean of the stabilisation matrix τ which is based on the eigenvalues of A 0 , A i and K ij . The aim is to correct the unbalanced convection solved in Galerkin method numerical scheme, by comparing this term to the overall dissipation of the computation. The stabilisation matrix is only defined locally on the elements from finite element method. Despite its local definition, the stabilisation has a global impact on the numerical solution. These matrices are multiplied by the residual part of Eq.(2) to keep the consistency of the solution. The stabilised equations of the entropic formulation are then given by
The Streamline Upwind Petrov-Galerkin (SUPG) stabilisation is obtained by neglecting the diffusive term of the weighting functions, and is implemented in AETHER .
Space discretisation
Eq. (2) is then projected on the space of the interpolation functions. These functions are noted N a , where a represents the node number. Lagrangian polynomials N a are used, taken the value 1 at one point of the mesh and 0 otherwise, that is
To improve the numerical order of the space discretisation, it must be recognised that only the polynomial order of the interpolation functions needs to be increased as illustrated Fig.1 . Finite elements used in this work are iso-parametrical and symmetrical. As the result, the same interpolation functions are thus used to interpolate the space coordinates x. These interpolation functions are thus called shape functions. The Jacobian matrices involved in metrics can be easily calculated thanks to
These symmetrical elements have flat faces and nodes at equal distance from each others. This helps to obtain an easier algorithmic implementation because the Jacobian is then constant. Space differentiation is straightforward inside the element. Moreover these hypothesis help to better understand and control transfer function of the filtering because polynomial interpolation functions in the reference element stay polynomial in the real element.
C. VMS and entropic finite element
The Navier-Stokes equations are filtered in space in LES. This leads to the introduction of additional terms. These so-called subgrid-scale terms represent interactions with the missing scales and need to be modeled. Among all these terms, the velocity subgrid-scale tensor T s is dominant (see Erlebacher and Vreman [13, 37, 46] ). If U R is the resolved unknown vector, the filtered Navier-Stokes equations are
The simplest closure for T s is provided by the Smagorinsky model [41] . Only dissipation effects based on the functional form of the deviatoric part of the strain tensor are considered. The Smagorinsky model based on a turbulent viscosity is expressed as
where the value of the constant C S is about 0.1 (see [1, 2, 30, 37] ) and ":" defines the matrix product which sum the product of each coefficients of the matrices such as A : B = ij A ij B ij . This model is known to be much dissipative. Indeed, the diffusive flux intensity is determined with the whole resolved field U R depending of the mesh implicit filtering. Moreover, this flux is applied on the whole resolved spectrum because of the diffusive matrix multiplication by the gradient resolved field. All the large structures of the flow impact and are impacted by the energy transfer at the cut-off wave number because of the Laplacian functional form. Several models like the selective Smagorinsky (see David [10] ) and the dynamic Smagorinsky (see Germano [17, 18] ) try to decrease the value of ν t i.e. the diffusive flux intensity or to clip the model in selected areas. But still without addressing the spectral effect of the model.
In order to address this problem, a VMS model is introduced. The aim is to decrease the velocity spectral composition used for the subgrid-scale model. In this purpose, the largest scales U need to be cut apart of the smallest scales U ′′ from the resolved field U R (see Fig.2 ). Figure 2 . VMS methodology : on the left side a classical LES method, on the right side the separation of VMS resolved scales. km is the mesh cut-off wave number and k f is the filter cut-off wave number The Smagorinsky like model based on smallest scales is called VMS Small-Small (see Levasseur [29] ). Two benefits can be mentioned. Firstly, it changes the functional form of the modelling and impacts only the high wave numbers (act like hyperviscosity models). Secondly, it changes the local intensity of the turbulent viscosity to be adapted to the real presence of subgrid structures and to the mesh refinement. The model is rewritten in the following form
where ∆ f and ∆ m are respectively the length of the filter and the length of the element. The coefficient C VMS can be dynamically determined by following the same method as Lilly [30] . The computation of each length scales can be done with several modellings. For an isotropic mesh ∆ vol =
3 Ω e can be used. But most of the time, some informations of the flow is used in the definition of ∆ in order to adapt it to flow physics. For instance, ∆ w is based on a projection of the length scale in the vorticity direction. Recently other ∆ modellings have been introduced in order to decrease the mesh anisotropy effect on DES models. For a recent example see [40] . Because the VMS model is used in a LES mode, ∆ m and ∆ f will be computed respectively with the ∆ vol method based on the element volume Ω e and on the macro element volume Ω M shown in Fig.3 . This last one is defined as the element built on each element which share a common node. The ∆ definition question for the VMS is still open but the choice made is motivated by the fact that the VMS performs away from the wall where the mesh is chosen unstructured but isotropic. The definition of the VMS problem in entropic formulation is obtained through the same way. However, the filtered part of V doesn't represent the low frequencies of the field. Indeed, the entropic change of variable is nonlinear. The entropic problem is finally formulated as follow
In order to get the filtered field, two methods can be used. Firstly, computing two solutions with one on a coarser mesh and secondly extracting the filtered field from the resolved field by using an explicit filtering method. The last solution has been chosen because of the lower numerical cost. Moreover, the introduction of an explicit filter allows to have partial control on the model spectral band.
D. VMS explicit filter

Filtering method in finite elements
Different filtering methods have been developed in the literature. Differential filters (see Sagaut [37] ), Fourier's transform filters (see Vasilyev [47] ) or interpolation filters (see Mavriplis [4] ) are some of them. All these filtering methods are locally equivalent for the AETHER finite element approach. But in order to have an efficient model, the interpolation filters has been chosen. This filtering method avoids a costly global inversion of a mass matrix. But it's local definition on the element can introduce numerical errors and filter approximations.
On the other hand, a classical resolution of an equivalent differential filter is more accurate but costly. Indeed, a differential filter is about solving field gradients which define the order of the filtering. If the filtered field is not properly solved, the gradients computation can destabilise the computation. Field gradients are severely discontinuous with increasing orders and Laplacian elements. This can induce a compulsory averaging and can be costly for the computation. Furthermore, if the simulation order increase, the explicit filtering doesn't improve automatically. In order to reach the effect of a higher filtering order, more complex gradients have to be computed, loading once more the computational cost.
The piecewise polynomial evolution helps to address a new way to solve the filtering problem. Our method is based on the same idea as Brazell et al [4] . A classical filtering process is to interpol the local solution of higher order with the lower order solution . In Fig.4 , the local filtering field u of the resolved order 3 velocity field u R can be easily estimated with a linear interpolation. Indeed this approach is equivalent to the local differential approach with different coefficients because locally the evolution of the field is polynomial, thus the gradient of an order 2 polynomial is a linear one.
This filtering method is well suited to the finite elements because it's really cheap in computational cost. Indeed, only linear interpolation functions need to be added to the computation, and the interpolation is only done on the summits of the higher order elements. Moreover, with the increasing order of the simulation, the equivalent filter will naturally improve. For instance, this filter is equivalent to an order 2 spectral filter for a spatial order 4 simulation.
Implementation of the VMS in finite elements
An hybrid approach is used to create an interface between the near-wall treatment and the LES mode (see [27, 45, 48] for several hybrid methods). Fluctuations of the VMS need to be introduced smoothly in the URANS zone of the DDES model. The clipping function used here is based on the f d function of the Spalart DDES model [42] . Indeed, it is well suited to determine if the gradients are too strong to introduce VMS or if the area is too close to the wall. The f d function is the following
where d is the distance to the wall and κ is taken equal to 0.41. When f d tends to 0 the simulation should keep the correct prediction of URANS near the wall and when f d tends to 1 the VMS should introduce the needed fluctuations. But to preserve a good near-wall treatment, the fluctuations shouldn't go too deep in the boundary layer. Finally the hybrid function f c is chosen like ] help to adapt the transition from DES to LES. In this paper the following values are used : α s = 0.9 and α i = 0.5. This transition function is then applied at each variables defining the model, i.e the turbulent viscosity ν t , the velocity field u and the gradient of the entropic variables ∂V e ∂x . The transition is chosen linear for a simpler implicitation and thus take the following shape
III. Taylor-Green vortices test case
A. Presentation
The Taylor-Green vortices are an academic flow configuration which enables to study dissipation mechanisms induced by the model in LES mode (see Fauconnier [14] ). There is no analytical solution but accurate DNS solutions can be calculated and used as a reference solution. The homogeneous flow slowly turns to be turbulent with a peak of dissipation. The initial conditions are given by
with u 0 = 100 m/s, p 0 = 10 5 Pa, ρ 0 = 1.2 kg/m 3 and L 0 = 2 m. Brachet et all [3] introduced this generalised Taylor-Green vortices as a periodic three-dimensional flow governed by incompressible Navier-Stokes equation. The flow presents 3D symmetries and is identical on each cubes πL 0 × πL 0 × πL 0 . The flow could be studied on one little cube without adding energy by using periodic conditions. The computational domain chosen is (x, y, z) ∈ [0, 2π]
3 . The present simulations are performed with the compressible AETHER solver. This is not an issue with respect to the Mach number of the simulation, M = u 0 /L 0 ≤ 0.3. This flow becomes turbulent for a Reynold number Re L0 = u 0 L 0 ρ 0 /µ higher than 500. The Reynolds number is chosen to be 1500 and correspond to the value of the DNS by Fauconnier [14] . In this configuration, the minimal number of points in each direction to solve correctly the DNS is N = 256 and the time step ∆t = 5.10 −3 seconds. In this paper, two meshes are used on a same box of length 2π meters, i.e. L 0 = 2 m. The first mesh is the DNS mesh used to compare AETHER DNS results with the Fauconnier's ones. It is a structured regular mesh with N = 256. The second mesh is the LES mesh used to study LES models. It is structured and has N = 64 points per direction.
Two quantities are more specifically examined, the dissipation and the kinetic energy. They are made dimensionless by the quantities t c = L 0 /u 0 for the time t, u 2 0 for the kinetic energy K and u 2 0 /t c for the dissipation. The kinetic energy K is classically calculated in the volume as
whereas the dissipation is obtained as the temporal derivative of K
This total dissipation can be split into 3 different contributions. First the resolved dissipation ǫ R , based on the resolved scales in LES
The second dissipation is associated with the subgrid scale model, and is noted ǫ ′′ . It can be computed with
In a perfect LES simulation, ǫ ′′ is the strict complement of ǫ R to obtain ǫ T . Unfortunately, the stabilisation and numerical errors are also introduced. This last contribution denoted ǫ N can't be easily expressed, but it can be obtained by considering the balance equation
This last dissipation is expected to be small for a wall-resolved DNS.
B. DNS results
In Fig.5 the Fauconnier's DNS is compared to our numerical results. At the initial time, K can be computed from the analytical solution K = 0.125 which is the value recovers by the simulation. At the beginning, turbulent structures are large vortices that lead to low dissipation. At t = 2, the structures start to break into smaller ones and the energy transfer from larger scales to smaller scales occurs. The kinetic energy starts to fall and the dissipation increases accordingly.
Three snapshots of the turbulent flow based on the λ 2 criterion of Jeong and Hussain (1995) [28] are displayed in Fig.6 , and the transition to turbulence is clearly visible between Fig.6(a) and Fig.6(b) . The dissipation is basically imposed by the larger scales of the flow, reaching a maximum at t = 9. A full energy cascade is then observed, and the flow finally vanishes thanks to the work of the molecular dissipation. It has been checked that ǫ T is very close to ǫ R . Moreover a good comparison is found with the DNS of Fauconnier.
a b c Figure 6 . Flow structures calculated by DNS at t = 2 (a), at t = 9 (b) and at t = 15 (c). Vortical structures are shown using the λ 2 criterion for the value of 0.4 × L 0 /u 0 coloured by the vorticity in the z direction.
C. Validation of the VMS model
Our improved VMS model Eq. (3) is now compared to other LES models for the Taylor-Green flow. In Fig.7 , the time evolution of the resolved dissipation ǫ R is plotted for various models collected in Tab. The filtered DNS dissipation (A) has a lower dissipation peak because small structures are removed by the filtering process. The classical Smagorinsky model (C) is the lowest in term of resolved dissipation. The curve is separated at t = 5 from the DNS result. In fact, the Smagorinsky model dissipates the large structures. The first problem is that the modelled viscosity is too great because of its evaluation based on the resolved flow field. The second problem is that the model impacts all sizes of flow structures. The diffusive flux model is built on a resolved flow Laplacian. This can explained the flattest evolution of the resolved dissipation. Moreover, this argument is validate by comparing ǫ R to ǫ ′′ . The curves have the same shape but are different in level which is expected. ǫ ′′ is indeed different from ǫ R only by the scalar ν t which is computed on the resolved field too. This similar evolution means that the Smagorinsky model is triggered by the whole wave numbers of the spectrum. The dynamic Smagorinsky resolved dissipation (B) is still lower than the filtered DNS one. But the dynamic method tends to improve the classical Smagorinsky result. Indeed, the first problem of the Smagorinsky model is addressed by adapting the turbulent viscosity to the flow by a filtering approach (see Germano [16] ).
The first VMS model (D) succeeds to simulate accurately the resolved dissipation. Thanks to the filtering process, the VMS adapts dynamically the turbulent viscosity and above all changes the Smagorinsky spectral effects. The benefit obtained by addressing the second problem of the classical Smagorinsky leads to a better improvement on the flow simulation. This VMS result is computed with a global inversion of the filtering matrix which leads to a well resolved filtered solution. The VMS modelled dissipation ǫ ′′ is 100 times lower than the Smagorinsky one. Nonetheless its dynamics strictly follows the time events of the Taylor-Green vortices described by Brachet et all [3] and identified by Fauconnier [14] . The model stands still to zero until the first step around t = 7. The vortex flow becomes heavily distorted which may be interpreted as flow turbulence and thus model activation. The second event occurs around t = 8 where the flow break-down begins. Then the model reacts intensively to the dissipation peak at t = 9.
The seconds VMS model (E) gives satisfying results. The resolved dissipation is merely the same with the first VMS model. The real difference can be seen on the model dissipation. On one hand, the first VMS (D) is equivalent to a well order 3 resolved filtering equation. On the other hand, the second VMS (E) is simplified to suit industrial needs and are equivalent to an order 2 filtering equation. For an order of magnitude, the simulation cost is 20 times lower for the second VMS computation. The differences can be explained by two effects which are links to the filtering process. First, the difference of amplitude is around a ratio of 10 which can be explained by the order of the filtering. Indeed, a greater filtering equation leads to a thinner structures selection for the model. Secondly, the flatter evolution of the second VMS is due to the numerical errors induced by the simplification of the filtering method. This leads to an inaccurate filtering selection of the wave numbers used in the second VMS model. Nevertheless, the VMS (E) filtering process is chosen to test the near-wall treatment on LEISA II. Indeed, this is a good applicant in light of the balance between computing efficiency and accuracy. In Fig.8 are plotted the spatial kinetic energy spectra in the volume for A, C and E. The VMS and Smagorinsky spectra follow the DNS one until the mesh cut-off wave number k/k max = 1/64 ≃ 0.15. Each models show the kinetic energy cascade between k/k max ∈ [0.04, 0.6]. The low waves numbers are not well resolved because of the spatial domain size. The VMS model is able to correctly transfer the energy without creating an energy pile-up called cusp near the cut-off wave number. This phenomenon could be induced by a wrong filtering method leading to a too low energy transfer (see Levasseur [29] ). The DNS evolution near the end of the spectrum can be imputed to numerical errors and stabilisation method.
The VMS formulation developed in this study and implemented in a finite element algorithm, provides good results. This is possible thanks to a better spectral support of the model diffusive flux with respect to the other approaches, which consist mainly in changing the expression of the turbulent viscosity ν t . 
IV. LEISA II benchmark
The LEISA II problem had been introduced by Manoha and Pott-Pollenske [33] as a benchmark for airframe noise computations for a high-lift wing, see Fig.9 . It aims to provide experimental results in order to validate numerical codes used to compute and understand unsteady flow and noise generation near the slat at take-off and landing configurations. The experimental campaign was performed in two different windtunnels. First, the aerodynamic model had been adapted by the DLR in the F2 windtunnel at ONERA-Le Fauga. Then the acoustic measurements were performed in the anechoic open jet wind-tunnel AWB at DLR-Braunschweig. PIV, LDV, velocity correlations and spectra are available.
Interesting phenomena are observed on this problem, as the development of the shear layer between the slat and the main body, which requires an accurate description of the incoming boundary layer. This is first a nice benchmark problem to assess the behaviour of the present VMS model Eq.(3). An hybrid version of this model is also adapted in order to be able to work in DDES mode near the walls, see Eq.(4). Finally turbulent structures impact the upper inner side of the slat, and generate noise. The integral formulation of Curle (1955) [9] is used to compute the radiated far-field spectra. 
A. Numerical parameters
The geometrical configuration is the LEISA II profile (Fig.9 ) which has been extruded along the y axis from y = 0 mm to y = 60 mm. Periodic boundary conditions are applied in the spanwise direction. The spanwise size of the computational domain is expected to contain at least two integral length scales. The in-flow conditions is provided by the LEISA II benchmark. The nominal parameters are the pressure P 0 = 100136 Pa, the Mach number M ∞ = 0.1804, the temperature T 0 = 289.45 K and the angle of attack α = 6.15
• . The Reynolds number based on the reference chord C = 300 mm is Re C = CU ∞ /ν = 1.2 × 10 6 where u ∞ = M ∞ × c 0 and c 0 the sound velocity.
In order to keep a reasonable mesh size, the flow around the slat is privileged in terms of node density. One of the main goals of this simulation is to catch physics and validate our hybrid model in this area. The mesh in the transverse direction is regular with a step size of ∆y = 0.5 mm. In the x and z axis, the mesh is fully unstructured. The elements are tetrahedric and of order 3 that is with a spatial quadratic interpolation. Three areas with distinct mesh sizes have been defined, see Fig.10 . The first area is designed to have an average length scale of ∆x = ∆z = 0.2 mm. The second area following the shear flow between the slat and the wing is designed to satisfy an average length scale of ∆x = ∆z = 0.15 mm. Finally, the third area located around the trailing edge of the lower part of the slat has an average scale of ∆x = ∆z = 0.1 mm. The final spatial order 3 mesh is made of 35. The simulation is performed with the AETHER code with the hybrid VMS method Eq.(3) whereas the near-wall flow is computed with the Spalart DDES method. A Reynolds Averaged Navier Stokes (RANS) simulation is carried out in order to initiate the unsteady computation. An unsteady VMS computation is then done during 12.5 convected time C/u ∞ in order to evacuate all the transient regime. Finally, the data are recorded during 85 ms corresponding to roughly 18 convected times.
B. Overview of the turbulent flow
The turbulent kinetic energy k t = (u ′ 2 + v ′ 2 + w ′ 2 )/2 is plotted in Fig.11 . This quantity underlines the turbulent production which is concentrated along the shear layer and around the impact area. The circulation flow inside of the slat cavity is also visible. Fig.11 (b) displays a Schlieren snapshot illustrating the turbulent development. The Schlieren field is computed by ∇ρ . On the early stage of the lower shear layer, Kelvin-Helmholtz vortices develops. These coherent structures are convected until a breakdown occurs inside the slat cavity. The Schlieren view appears to be more diffusive, meaning that higher wave number structures are present in the flow. These structures are dragged in part by the cavity recirculation, but the large part is sucked by the upper shear layer.
The turbulent viscosity field inside the slat cavity is plotted in Fig.12(a) . The superscript T is defined as ν
The protection area of the DDES, refer to Eq.(4), can be easily seen on the upper side of the slat. The turbulent viscosity field is directly linked to the velocity gradients as expected, but its value is smartly activated by the VMS model.
The ratio between the viscosity provided by VMS and DES is plotted in Fig.12(b) . DDES area disappears and only a thin zone of transition between VMS and DES remains on the outer upper side of the slat. Away from the slat, the VMS viscosity is lower than the DES-Smagorinsky which is expected from model behaviour. In the slat cavity and the shear layer regions, the VMS viscosity takes however higher values than the Smagorinsky model especially in areas of intense shear flows. It appears interesting to examine the filtered field of the velocity in order to understand the behaviour of the filtering part of the VMS model. The filtered longitudinal velocity is shown in Fig.13 . The protected area of the boundary layer can be again clearly observed. The filtered field captures areas of intense turbulent activities. For instance, both shear layers and cavity are filled with structures. Moreover the model selects only these zones when others remains untouched.
It is possible to draw the quantities which are used to inform each model. These quantities are the gradient of the velocity for the DES-Smagorinsky and the gradient of the filtered velocity for the VMS. In Fig.14(a) , the DES-Smagorinsky model is activated in the outer area of the cavity slat showing large blue and red zones. This activation is linked to the diffusion induced by the Smagorinsky model from the large scales. The structures in the cavity are as thin as in Fig.13 because each snapshot represents a norm of the velocity gradient. The smart effect of the VMS filtering process is illustrated in Fig.14(b) . First the Laplacian equivalent norm of the gradient filtered velocity selects thinner size structures in the cavity. 
C. Near-wall model
The study of the quantities near the wall helps to understand the activation and transition in the hybrid model. The pressure coefficient C p gives information on the mean flow computation. The pressure coefficient is plotted in Fig.15 . The numerical simulation fits well the experiment curve on all the profile except for the outer side of the slat. It appears that the flow solution is very sensitive to the value of the angle of attack. The present experimental data can be recovered with RANS simulations by chosen α ≃ 5.85
• for instance. This is a difficulty in order to compare experimental and numerical data especially concerning the probes. In some areas, the numerical probes won't see the same flow as the experiment ones. For instance see the position of the experimental probe 11108-5-2 in Fig.16 . The velocity is recorded at three positions 1 to 3 located nearer to the trailing edge of the slat outer lower part. In Fig.17(a) , the velocity profiles follow a typical laminar boundary layer law until a flat evolution outside it. The value of the curve plateau decreases along the position like a classical NACA (see Marsden et all [34] ).
The picture Fig.17(b) shows the evolution of the hybrid model quantities. The clipping function f d is plotted and slowly rise until the unity. The evolution of the clipped u 
D. Spectra
The VMS model acts on the spectrum in order to have a good agreement with the energy transfer both in high and low frequencies. Thus the velocity spectra need to be plotted in order to check the effect of the VMS model. But because of the angle of attack problem raised above, the comparison in the shear layer is more difficult. The end of the shear layer is thicker which allows to have an easier comparison. Thus the experimental probe 11108-9-2 just before the impact is chosen. The position and the longitudinal velocity spectrum are plotted in Fig.18 . The numerical spectrum shows a good agreement with the experimental probe, both in high and low frequencies. The inflection frequency of the curves is located around f = 5000 Hz.
The evolution of the spectrum along the shear layer is plotted in Fig.19 . The position of each steps are shown in Fig.19(a) . At the beginning of the shear layer, the Kelvin-Helmholtz frequency is visible at f = 3000 Hz. This instability frequency can be recovered by the work of Galdeano [15] where δ 0 = 0.4 mm is the width of the shear layer in this study. The history evolution of the spectrum can be compared to the picture of the Schlieren snapshot in Fig.11(b) . The energy of this instability increases along the shear layer until the Kelvin-Helmholtz vortices are well visible. The peak becomes thicker and highlights the shape structures in the flow. Then the vortices are combined and increased the low frequency level of the spectrum. A lot of different structure sizes are then present in the flow, leading to a flatter spectrum and a more fuzzy cloud of Schlieren quantity. At the 2/3 of this shear layer, the curve tends to a classical spectrum of an homogenous isotropic turbulence with a k the F2 result. Globally VMS simulation is closer to F2 results both in energy and frequency. The spectrum shows tonal peaks at f = 2000 Hz and f = 3000 Hz and a wide acoustic activity around f = 4000 Hz.
V. Conclusion
In this study a high-order VMS subgrid model has been presented. Its formulation is well suited to be combined with a finite element algorithm written for entropic variables and a SUPG stabilisation method. The chosen filtering procedure appears to be efficient for Lagrangian elements in terms of numerical costs and flow modelling. This is especially true for iso-parametrical and symmetrical elements. Moreover the hybrid approach can couple the VMS model with different DES methods.
The Taylor-Green vortex flow has highlighted the problem of the Smagorinsky subgrid-scale model used in several DDES approaches. The low frequency part of the kinetic energy spectrum is impacted by the subgrid diffusive flux. The VMS model has addressed this problem by a proper explicit filtering.
The LEISA II computation allows to validate this hybrid VMS method on a complex flow. The filtered field is promising and selects the right flow areas to applied the VMS model. Furthermore, the hybrid approach has the expected effects and doesn't degrade the nearest wall areas. The VMS hybrid approach predicts good results in terms of spectral evolution both in flow and acoustic computation.
The present work is still in progress.
