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QUANTITATIVE UNIQUENESS OF SOME HIGHER ORDER
ELLIPTIC EQUATIONS
SHANLIN HUANG, MING WANG, QUAN ZHENG
Abstract. We study the quantitative unique continuation property of some
higher order elliptic operators. In the case of P = (−∆)m, where m is a
positive integer, we derive lower bounds of decay at infinity for any nontrivial
solutions under some general assumptions. Furthermore, in dimension 2, we
can obtain essentially sharp lower bounds for some forth order elliptic opera-
tors, the sharpness is shown by constructing a Meshkov type example.
1. Introduction
In this note, we are interested in the following quantitative unique continuation
problem at infinity of some higher order elliptic operators with constant coefficients.
Assume u satisfies
P (D)u + V u = 0, in Rn, (1.1)
and
|V | ≤ C, |u| ≤ C, u(0) = 1. (1.2)
For large R, one can define
M(R) = inf
|x0|=R
sup
B(x0,1)
|u(x)|
to measure the precise decay information at infinity of the solution, then a natural
question is how small can M(R) be ? We first briefly recall the second order case,
where a related problem was originally studied by Landis in 1960’s [9]. He conjec-
tured that if (1.1) and (1.2) are satisfied for P = ∆, and u(x) ≤ C exp{−C|x|1+}
for some constant, then u is identically zero. This conjecture was disproved by
Meshkov [12] who constructed non-trivial bounded, complex-valued functions u, V
satisfying (1.1) and u(x) . e−C|x|
4
3 . In 2005, Bourgain and Kenig [1] derived a
quantitative version of Meshkov’s result in their resolution of Anderson localization
for the Bernoulli model. More precisely, they showed that if (1.1) and (1.2) are
satisfied for P = ∆, then M(R) & exp{−CR
4
3 logR}. This lower bound is sharp in
view of Meshkov’s example. Later this result was extended to the following general
case by Davey [4]
−∆u+W · ∇u+ V u = λu,
|V | ≤ C〈x〉−N , |W (x)| ≤ C〈x〉−P , |u| ≤ C,
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for some P,N > 0, where 〈x〉 =
√
1 + |x|2. See [11] for generalizations to more
general second order elliptic equations.
Now we turn to the higher order case. Weak and strong unique continuation
properties for higher order elliptic equations have been studied by many authors,
see e.g. [14], [2], [3], [10] and references therein. However, it seems that quantitative
results for higher order operators are quite few. In a recent paper by Zhu [15],
he obtained vanishing order of solutions of polyharmonic equations by using the
monotonicity property of a variant of frequency function, where its application to
strong unique continuation problems was first observed by Garofalo and Lin [6]. As
a corollary, it was shown that for P = (−∆)m, and if u is a solution to (1.1) with
n ≥ 4m, then
M(R) & exp{−CR2m logR}.
We shall show that the condition n ≥ 4m is not necessary and the same bound 43 is
still valid for power of Laplacian. Instead of using frequency function and Sobolev
estimates, we improve this bound by noticing that a iteration of the Carleman
estimates used in [1] will allow us to follow Bourgain and Kenig’s approach. Our
first result is
Theorem 1.1. Let P = (−∆)m, and u satifies (1.1) and (1.2), then
M(R) & exp{−CR
4
3 logR}.
Currently, we don’t know yet whether the bound 43 here is also optimal (up to
logarithmic loss) for (−∆)m, m > 1. Nevertheless, in dimension 2, we’re able to
show that for any ǫ > 0, there exists some fourth order elliptic operators, such that
the lower bound can be improved to 87 + ǫ. Furthermore, we shall prove this bound
is essentially sharp (up to ǫ-power loss) by constructing a Meshkov type example.
Theorem 1.2. For any ǫ > 0, Let P = P1P2 in R
2, where P1 = ∆R2 , P2 =
∂2x1 + (1 +
ǫ
2 )∂
2
x2
. Assume u satisfies (1.1) and (1.2), then
M(R) & exp{−CR
8
7+ǫ logR}.
Furthermore, there exists nontrivial bounded functions u, V satisfying (1.1) and
u(x) . e−C|x|
8
7 .
Remark 1.3. Although the operator P above can be view as an ”ǫ perturbation” of
∆2 in dimension 2, it seems that the order 87 can not be derived for ∆
2 in this way
since we shall see in section 3 (see Example 3.2) that no weight function satisfies
the strong pseudoconvex condition with respect to ∆2.
The paper is organized as follows. In section 2, we prove Theorem 1.1, in addition
to the Carleman estimates, we also need an interior regularity lemma to deal with
the lower order terms. Section 3 is devoted to prove Theorem1.2 by using the
method similar to [3], which concerns the pseudo-convex weight functions (with
respect to P ). Throughout the paper, C and Cj denote absolute positive constants
whose dependence will be specified whenever necessary. The value of C may vary
from line to line.
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2. Proof of Theorem 1.1
We start with the following Carleman type inequality
Lemma 2.1. There are constants C1, C2, C3 and an increasing function ω = ω(r)
for 0 < r < 10, such that
1
C 1
≤
ω(r)
r
≤ C1,
and for all f ∈ C∞0 (B(0, 10) \ {0}), τ > C2, we have
τ3m
∫
ω(|x|)−1−2τ |f |2 dx ≤ C3
∫
ω(|x|)3m−1−2τ |∆mf |2 dx. (2.1)
Proof. In the case m = 1, the result is due to Lemma 3.15 in [1], while the general
result can be deduced by applying this m times and noting that τ3m .
∏m−1
j=0 (τ −
3
2j)
3. 
In order to prove Theorem 1.1, we shall also need the following interior regularity
property of elliptic operators, which can be thought of as the L∞ version of Theorem
17.1.3 in [8].
Lemma 2.2. Assume P (D) is homogeneous and elliptic of order 2m. Let X be
an open set containing 0, and denote d(x) the distance from x ∈ X to ∁X, the
complement of X. If P (D)u ∈ L∞ and u ∈ L∞, then it follows that for |α| < 2m,
‖d(x)|α|Dαu‖L∞(X) ≤ C(‖d(x)
|2m|P (D)u‖L∞(X) + ‖u‖L∞(X)). (2.2)
Proof. The proof is essentially similar to Theorem 17.1.3 in [8], we sketch the proof
here for the sake of completeness. First, we claim that for any A > 0, |α| < 2m,
A|α|ξα
1+P (Aξ) is a L
1 multiplier with bound independent of A, hence a L∞ multiplier by
duality. In fact, by scaling, it suffices to assume A = 1, furthermore, we note that
for |α| < 2m,
|Dβ(
ξα
1 + P (ξ)
)| ≤ Cβ(1 + |ξ|)
−1−|β|,
thus the claim follows from Bernstein’s theorem (see e.g.[5]). So we have the fol-
lowing ∑
|α|<2m
A2m−|α|‖Dαu‖L∞ ≤ C(‖P (D)u‖L∞ +A
2m‖u‖L∞), A > 0.
Then we can proceed as Theorem 17.1.3 in [8] with minor changes. Applying
the above estimates to v = u · χ(x−y
R
), where y ∈ X , and d(y) ≥ 2R and χ ∈
C∞0 (B(0, 1)) which is equal to 1 in B(0,
1
2 ), and expanding P (D)v by Leibniz’
formula with A =M/R, gives∑
|α<2m|
M2m−|α|Rα sup
B(y,R2 )
|Dαu| ≤ C(R2m sup
B(y,R)
|P (D)u|+
∑
|α<2m|
Rα sup
B(y,R)
|Dαu|
+M2m sup
B(y,R)
|u|),
where M is some large constant.With R0 to be chosen later, we define
R(y) = min{R0,
d(y)
2
}.
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Since |R(x)−R(y)| ≤ |x−y|2 , then with a new constant independent of R0, we have∑
|α<2m|
M2m−|α| sup
B(y,R(y)2 )
R(x)α|Dαu| ≤ C( sup
B(y,R(y))
R(x)2m|P (D)u|
+
∑
|α<2m|
sup
B(y,R(y))
R(x)α|Dαu|+M2m sup
B(y,R)
|u|), (2.3)
Now we take sup norm with respect to y ∈ X , and absorb the second term in
the right hand side of (2.3) to the left hand side, which gives (2.2). 
Proof of Theorem 1.1. Define u1(x) = u(ARx + x0) with some small but fixed
constant A to be specified later. Since u satisfies (1.1), we have
|u1| ≤ C, |∆
mu1| ≤ C(AR)
2m|u1|. (2.4)
Assume as we may max|x|= 1
A
|u1(x)| = 1, First, we have for |α| < 2m,
|Dαu1| ≤ C(AR)
|α|, (2.5)
Now choose a bump function ζ ∈ C∞0 (
1
4R < |x| < 4), with ζ = 1, if
1
3R ≤ |x| ≤ 3
such that the following estimates{
|ζα| ≤ CR|α|, if |x| ≤ 13R ,
|ζα| ≤ Cα, if |x| ≥ 3.
(2.6)
hold. Applying (2.1) to f = u1ζ gives
τ3m
∫
ω−1−2τζ2|u1|
2 ≤ C
∫
ω3m−1−2τζ2|∆mu1|
2
+ {
∫
1
4R≤|x|≤
1
3R
+
∫
3≤|x|≤4
}ω3m−1−2τ
∑
|α|<2m
|D2m−αζ|2|Dαu1|
2
, I1 + I2.
(2.7)
By (2.4), we have
I1 ≤ C(AR)
4m
∫
ω−1−2τξ2|u1|
2.
Choose
τ ∼ R
4
3 ,
we can absorb the term I1 into the left hand side of (2.7). To deal with the term
I2, we note that by (2.5) and (2.6), one has∫
1
4R≤|x|≤
1
3R
ω3m−1−2τ
∑
|α|<2m
|D2m−αζ|2|Dαu1|
2 ≤ R2τ+m+1−2|α| max
|x|≤ 13R
∑
|α|<2m
|Dαu1|
2,
and ∫
3≤|x|≤4
ω3m−1−2τ
∑
|α|<2m
|D2m−αζ|2|Dαu1|
2 ≤ C(AR)4m−2ω(3)3m−1−2τ .
Therefore
τ3m
2
∫
ω−1−2αζ2|u1|
2 ≤ C{R2τ+m+1−2|α| max
|x|≤ 13R
∑
|α|<2m
|Dαu1|
2
+ (AR)4m−2ω(3)3m−1−2τ}
(2.8)
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Let now u1(a) = 1 for some a ∈ Rn, |a| =
1
A
, thanks to (2.5), one has
|u1(x)| ≥
1
2
, if |x− a| ≤
1
CAR
.
As the same in [1], we can choose A such that the last term in (2.8) can also be
absorbed to the left hand side of (2.8). Now apply Lemma 2.2 with X = B(0, 1
R
)
and use (2.4) , we obtain
R−CR
4
3 ≤ max
|x|≤ 13R
∑
|α|<2m
|Dαu1|
2
≤ C
∑
|α|<2m
(R|α|−2m max
|x|≤ 1
R
|∆mu1|+R
|α| max
|x|≤ 1
R
|u1|)
≤ CR2m−1 max
|x|≤ 1
R
|u1|,
which proves the theorem. 
Remark 2.3. In [12], Meshkov showed that if u ∈ H loc2 (Ωρ), where Ωρ = R
n \
B(0, ρ), and satisfies ∆u − V u = 0, for some bounded potential V , and if for any
τ > 0, ∫
Ωρ
|u|2 exp{2τ |x|
4
3 } <∞, (2.9)
then u ≡ 0. We note that this result can also be generalized to the case (−∆)m
by assuming u ∈ H loc2m(Ωρ) and the above growth condition (2.9), since on the one
hand, the following Carleman estimates
τ3m
∫
|v|2r exp{2τr
4
3 } drdω ≤ C
∫
|∆mv|2r exp{2τr
4
3 } drdω,
can be easily deduced from Lemma 1 in [12] 1 , and on the other hand, the condition
(2.9) allows us to obtain a weighted interior L2 regularity estimates in each annulus,
since the weight e2τ |x|
4
3 is bounded both from below and above in such annulus, and
we can sum over the annulus to get a global one (with a different τ).
Remark 2.4. It seems that the example constructed in [12] is not enough to show
the sharpness for the power of Laplacian, though the constructions indicate that in
dimension 2, there exists a nontrivial solution u of the equation ∆2u+V u = 0 with
some bounded V , such that |u(x)| ≤ C exp{−c|x|
8
7 }, see Section 3 below for the
case of ”perturbations” of ∆2.
3. Proof of Theorem 1.2
First, we recall the following notion of pseudo-convex weight fucntions.
Definition 3.1. Let P be principally normal in X ⊂ Rn, with principal symbol p.
A C2 function ϕ is called strongly pseudo-convex with respect to P at x0 if
ℜ{p¯, {p, ϕ}}(x0, ξ) > 0, whenever p(x0, ξ) = 0, ξ ∈ R
n \ {0},
and
{p¯(x, ξ − iτ∇ϕ), p(x, ξ + iτ∇ϕ)}/2iτ > 0 on {p(x, ξ + iτ∇ϕ) = 0, τ > 0,
(ξ, τ) 6= 0},
1we thank Jiuyi Zhu for pointing out this to us.
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where {p, q} =
∑
( ∂p
∂ξj
∂q
∂xj
− ∂q
∂ξj
∂p
∂xj
) is the Poisson bracket of p and q.
In particular, if P is elliptic, then ϕ is strongly pseudo-convex with respect to P
if
{ℜp(x, ξ + iτ∇ϕ),ℑp(x, ξ + iτ∇ϕ)} > 0 on p(x, ξ + iτ∇ϕ) = 0. (3.1)
Examples 3.2. (i) Consider P = −∆, it’s easy to see that ϕ is strongly pseudo-
convex with respect to −∆ if and only if
(ξ,H(ϕ)ξ) + τ2(∇ϕ,H(ϕ)∇ϕ) > 0
on the set defined by {
|ξ|2 = τ2|∇ϕ|2
ξ · ∇ϕ = 0
(3.2)
where (·, ·) is the standard inner product in Euclidian space, and H(ϕ) is the Hessian
of ϕ. Let ϕ1 = − ln |x| −
∫ |x|
0
e−t−1
t
dt and assume 0 /∈ X, which is the weight
(singular at the origin) used in Section 2 (see [1]) , in this case
H(ϕ1) = −
e−|x|
|x|2
Id+ (
e−|x|
|x|3
+
2e−|x|
|x|4
)x · xt,
where Id is the identity matrix, thus on the set defined by (3.2), one has
(ξ,H(ϕ1)ξ) + τ
2(∇ϕ1, H(ϕ1)∇ϕ1) = τ
2 e
−3|x|
|x|3
> 0,
which implies that ϕ1 is strongly pseudo-convex with respect to −∆ in X. We note
also that other strongly (singular) pseudo-convex weight functions include ϕ2(x) =
(ln |x|)2, ϕ3(x) = − ln(|x| + λ|x|2), where λ > 1. These weight functions are very
useful in obtaining strong unique continuation theorems for second order elliptic
operators with principal part ∆, see e.g. [7], [13], [10].
(ii) P = (−∆)m,m > 1. This is quite different from the case m = 1. In this
case, no functions satisfy the convex condition (3.1). In fact, denote pm = |ξ|2m,
if such a function exists, then
{p¯m(ξ + iτ∇ϕ), p¯m(ξ + iτ∇ϕ)}/2iτ
= {(|ξ|2 − τ2|∇ϕ|2 − 2iτξ · ∇ϕ)m, (|ξ|2 − τ2|∇ϕ|2 + 2iτξ · ∇ϕ)m}
= m2[(|ξ|2 − τ2|∇ϕ|2)2 + 4τ2(ξ · ∇ϕ)2]m−1{p¯1(ξ − iτ∇ϕ), p1(ξ + iτ∇ϕ)}/2iτ
≡ 0
on {pm(ξ + iτ∇ϕ) = 0}, i.e., the set defined by (3.2).
Now we are in a position to prove Theorem 1.2, the key point is the following
Carleman estiamtes.
Lemma 3.3. Let ϕ(r) = r−α, r = |x|, P = P1P2, where P1 = ∆R2 , P2 = ∂
2
x1
+b∂2x2,
b > 0, b 6= 1. Further suppose
α > max{
1
b
− 1, b− 1}.
Then we have
τ−1‖(r|∇ϕ|)−
1
2 eτϕ(r)u‖24,τ ≤ C‖e
τϕ(r)Pu‖2L2, u ∈ C
∞
0 (B(0, 10) \ {0}), (3.3)
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where ‖v‖24,τ = ‖∂
4v‖L2 + ‖|τ∇ϕ|
4v‖2L2 , and C is some positive constant does not
depend on τ .
Proof. We first note that it suffices to establish (3.3) for u ∈ C∞0 (
1
2 < |x| < 1), since
if this is true, then the same scaling arguments as in [3] will imply (3.3). To this
end, we shall prove that ϕ satisfies the following form of strongly pseudo-convex
condition
{ℜpτ ,ℑpτ} ≥
C
r
(|ξ|+ τ |∇ϕ|)7 on pτ = 0, (3.4)
where p(ξ) = (ξ21 + ξ
2
2)(ξ
2
1 + bξ
2
2), and pτ = p(ξ+ iτ∇ϕ). In fact, we notice that the
following identity holds
{ℜpτ ,ℑpτ} = {ℜp1,τ ,ℑp1,τ}|p2,τ |
2 + {ℜp2,τ ,ℑp2,τ}|p1,τ |
2, on pτ = 0.
The condition b 6= 1 indicates that CharP1,τ
⋂
CharP2,τ = ∅. We note that by
homogeneity consideration one can let τ = 1. Without loss of generality, we can
assume p2,τ = 0, that is
ξ21 + bξ
2
2 = (∂x1ϕ)
2 + b(∂x2ϕ)
2,
ξ1∂x1ϕ+ bξ2∂x2ϕ = 0,
(3.5)
which implies that
ξ21 + (∂x1ϕ)
2 = b(ξ22 + (∂x2ϕ)
2),
so
|p1,τ |
2 = (|ξ|2 − |∇ϕ|2)2 + 4(ξ · ∇ϕ)2
= (b− 1)2(ξ22 + (∂x2ϕ)
2)2
≥ Cb(|ξ|+ |∇ϕ|)
4. (3.6)
On the other hand, if we denote by
ξb = (ξ1, b · ξ2)
T , ∇ϕb = (∂x1ϕ, b · ∂x2ϕ)
T ,
one has
{ℜp2,τ ,ℑp2,τ} = −2α|x|
−α−2(|ξb|
2 + |∇ϕb|
2)
+ 2α(α+ 2)|x|−α−4[(x · ξb)
2 + (x · ∇ϕb)
2]
Thanks to (3.5), we have x · ξb = 0 and |ξb|2 = bα2|x|−2α−2, thus, we obtain
{ℜp2,τ ,ℑp2,τ} = 2α
3|x|−3α−4[(α+ 2)(
x21 + bx
2
2
|x|2
)2 − b−
x21 + b
2x22
|x|2
],
it follows from our assumption on α that there exists a positive constant c (depend-
ing on b) such that
(α+ 2)(
x21 + bx
2
2
|x|2
)2 − b−
x21 + b
2x22
|x|2
> c > 0.
Note also that on p2,τ = 0, one has the relation |ξ| ∼ |∇ϕ|, hence we have
{ℜp2,τ ,ℑp2,τ} ≥ C
(|ξ|+ |∇ϕ|)3
|x|
. (3.7)
Combine (3.6) and (3.7), we obtain (3.4), and the desired Carleman estimates
follows by standard arguments (see e.g. [3], [8]). 
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Proof of Theorem 1.2. For any 0 < ǫ < 1, set b = 1 + ǫ2 , ϕ(r) = r
−ǫ. Applying
Lemma 3.3 to P = (∂2x1 + b∂
2
x2
)∆, one has
τ7
∫
|∇ϕ|7|x|−1e2τϕ|u|2 ≤ C
∫
e2τϕ|u|2, u ∈ C∞0 (B(0, 10) \ {0}),
which plays the same role as Lemma 2.1 in the proof of Theorem 1.1. Following
the same way in the previous section we prove that
M(R) & exp{−CR
8
7+ǫ logR},
which finishes the first part of Theorem 1.2.
We end the proof by constructing a Meshkov type example to show that the
bound 87 is optimal. For simplicity, we shall assume P = ∆R2(∂
2
x1
+2∂2x2). The key
point is the following observation
Proposition 3.1. Suppose ρ > 0 is large enough, choose n, k ∈ Z such that |n−ρ| ≤
1, |k − 8ρ
8
7 | ≤ 6. Then in the annulus ρ ≤ |x| ≤ 7ρ
3
7 , there exists a solution u
satisfying (1.1) and (1.2) such that the following properties hold
(i) If r ∈ [ρ, ρ+ 0.1ρ
3
7 ], then u(r, ϕ) = r−ne−inϕ. If r ∈ [ρ+ 6.9ρ
3
7 , ρ+ 7ρ
3
7 ], then
u(r, ϕ) = ar−n−ke−i(n+k)ϕ, where a is some positive constant.
(ii)Let m(r) = max{|u(r, ϕ)|, 0 ≤ ϕ ≤ 2π}, there exists an absolute constant C,
which does not depend on ρ, n, k such that for r ∈ [ρ, ρ+ 7ρ
3
7 ],
lnm(r) − lnm(ρ) ≤ −C
∫ r
ρ
t
1
7 dt+ C. (3.8)
Proof. We remark here that the constants C,Cj appeared in the proof below can
all be chosen independent of ρ, n, k.
Step 1 (when ρ ≤ |x| ≤ 2ρ
3
7 ) The solution u1 = r
−ne−inϕ is rearranged to
u2 = −br−n+2ke−iF (ϕ), where b = (ρ+ρ
3
7 )−2k, F (ϕ) = (n+2k)ϕ+Φ(ϕ). Moreover,
Φ(ϕ) satisfies
|Φ(j)(ϕ)| ≤ Cρ
8
7 j−
4
7 , j = 0, 1, 2, . . . . (3.9)
Φ(ϕ) = −4kϕ+ bm, in |ϕ− ϕm| ≤
T
5
, (3.10)
where bm ∈ R, T =
π
n+k , ϕm = mT , m = 0, 1, . . . , 2(n+k)− 1. For the existence of
such Φ, see [12] for the detail. Next there exists C∞ functions ψ1, ψ2 with ψ1(r) = 1,
if r ≤ ρ+ 137 ρ
3
7 , ψ1(r) = 0, if r ≥ ρ+1.9ρ
3
7 , and ψ2(r) = 1, if r ≥ ρ+
1
7ρ
3
7 , ψ2(r) = 0,
if r ≤ ρ+ 0.1ρ
3
7 such that
ψjk(r) ≤ Cρ
− 37 j , k = 1, 2, j = 0, 1, 2, . . . (3.11)
Now set u = ψ1u1 + ψ2u2, by (3.10), we have ∆u = 0 in the region
{ρ+
1
7
ρ
3
7 ≤ r ≤ ρ+
13
7
ρ
3
7 , |ϕ− ϕm| ≤
T
5
}, m = 0, 1, . . .2(n+ k)− 1.
Since |u2
u1
| = ( r
ρ+ρ
3
7
)2k, it follows that there exists some positive constant C (say
10), such that
|
u2
u1
| ≤ e−C , r ∈ [ρ, ρ+
1
7
ρ
3
7 ], (3.12)
|
u2
u1
| ≥ e−C , r ∈ [ρ+
13
7
ρ
3
7 , ρ+ 2ρ
3
7 ]. (3.13)
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First we consider the annulus ρ ≤ |x| ≤ 17ρ
3
7 , then it’s easy to see from (3.12) that
|u| ≥ eC |u2| for some C > 0. (3.14)
Now we estimate (∂2x1 + 2∂
2
x2
)∆u in this region. Note that in the polar coordi-
nates, one has
∆R2 =
∂2
∂r2
+
1
r
∂
∂r
+
1
r2
∂2
∂ϕ2
,
∂2x1 + 2∂
2
x2
= (1 + sin2 ϕ)
∂2
∂r2
+ (
1 + cos2 ϕ
r
+
sin 2ϕ
r
∂
∂ϕ
)
∂
∂r
−
sin 2ϕ
2r2
∂
∂ϕ
+
1 + cos2 ϕ
r2
∂2
∂ϕ2
.
Then we write
∆u = ∆(ψ2u2) = ψ2∆u2 + 2
∂ψ2
∂r
∂u2
∂r
+ u2∆ψ2,
and
∆u2 =
g1(ϕ)
r2
· u2,
where g1(ϕ) = (n− 2k)2 − (n+ 2k +Φ
′
)2 + iΦ
′′
, hence, it follows from (3.9) that
|
∆u2
u2
| ≤
nk
r2
≤ Cρ−
2
7 .
A further computation shows that
|
∂2
∂r2
(
g1(ϕ)
r2
u2)| = |
g1(ϕ)(n− 2k)(n− 2k + 1)
r4
u2|
≤ C
n3k
r4
|u2| ≤ C|u2|,
|
∂2
∂r2
(
∂ψ2
∂r
∂u2
∂r
)| = |
∂3ψ2
∂r3
∂u2
∂r
+ 2
∂2ψ2
∂r2
∂2u2
∂r2
+
∂ψ2
∂r
∂3u2
∂r3
|
≤ C(
n
r
· ρ−
9
7 +
n2
r2
· ρ−
6
7 +
n3
r3
· ρ−
3
7 )|u2|
≤ C|u2|,
|
1
r
∂
∂ϕ
∂
∂r
(
g1(ϕ)
r2
u2))| = |
−2g′1(ϕ)
r4
u2 +
g1(ϕ)
r4
∂u2
∂r
+
g′1(ϕ)
r3
∂u2
∂r
+
g1(ϕ)
r3
∂2u2
∂r∂ϕ
|
≤ Cρ−
3
7
n3
r3
|u2| ≤ C|u2|,
|
1
r
∂
∂ϕ
∂
∂r
(
∂ψ2
∂r
∂u2
∂r
)| ≤ Cρ−
3
7
n3
r3
|u2| ≤ C|u2|,
and
|
1
r2
∂2
∂ϕ2
(
g1(ϕ)
r2
u2)| = | −
((F ′)2 + iF
′′
)g1 − iF ′g′1 + g
′′
1
r4
u2|
≤ C
n3k + nΦ
′′′
+Φ
′′
Φ
′
+ n3ρ
20
7 +ρ
4
r4
|u2|
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≤ C|u2|,
where we have used the fact that |g′1(ϕ)| ≤ Cρ
20
7 , and |g′′1 (ϕ)| ≤ Cρ
4. After a direct
computation of other terms, we obtain the following
|
(∂2x1 + 2∂
2
x2
)∆u2
u2
| ≤ C, ρ ≤ |x| ≤ 2ρ
3
7 . (3.15)
Combining (3.14) and (3.15) yields
|
(∂2x1 + 2∂
2
x2
)∆u
u
| ≤ C, ρ ≤ |x| ≤
1
7
ρ
3
7 . (3.16)
Similarly, by (3.13) and arguments above, it follows that (3.16) is valid when ρ +
13
7 ρ
3
7 ≤ |x| ≤ 2 17ρ
3
7 . In the remaining annulus sectors
Pm = {(r, ϕ), ρ+
1
7
ρ
3
7 ≤ r ≤ ρ+
13
7
ρ
3
7 , ϕm +
T
5
≤ ϕ ≤ ϕm +
4T
5
},
m = 1, 2, . . . 2(n+ k)− 1.
One argues the same as in [12] and in this region, we have
|u| ≥ C|u2|
Using the fact that u1 is harmonic in Pm and u2 satisfies (3.15), we conclude that
(3.16) is also valid in each Pm.
Step 2 (when ρ+ 2ρ
3
7 ≤ |x| ≤ ρ+ 3ρ
3
7 ). The solution u2 = −br−n+2ke−iF (ϕ) is
rearranged to u3 = −br−n+2kei(n+2k)ϕ. Let ψ ∈ C∞, and ψ(r) = 1, if r ≤ ρ+
15
7 ρ
3
7 ,
ψ(r) = 0, if r ≥ ρ+ 207 ρ
3
7 , such that
ψj(r) ≤ Cj , r ∈ (0,∞) j = 0, 1, 2, . . .
Now set
u = −br−n+2k exp[i(ψΦ(ϕ) + (n+ 2k)ϕ)],
we have
∆u = g2(r, ϕ)u,
where
g2 =
(−8nk − 2(n+ k)ψΦ′ + (ψΦ′)2 + iψΦ′′)
r2
+ i(−2n+ 4k + 1)
ψ′Φ
r
+ iΦ(
ψ′
r
+ ψ′′)− (ψ′Φ)2
it then follows that
|g2(r, ϕ)| ≤ C
nk
r2
≤ Cρ−
2
7 .
To estimate
(∂2x1+2∂
2
x2
)(g2u)
u
in this region we note that
|
∂2
∂r2
(g2u)| ≤ Cρ
− 27
n2
r2
|u| ≤ C|u|,
|
1
r
∂
∂ϕ
∂
∂r
(g2u)| = |
1
r
(
∂2g2
∂ϕ∂r
u+ g2
∂2u
∂ϕ∂r
+
∂g2
∂ϕ
∂u
∂r
+
∂g2
∂r
∂u
∂ϕ
)|
≤ C(
n2
r2
ρ−
2
7 +
n
r2
ρ−
6
7 )|u| ≤ C|u|,
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and
|
1
r2
∂2
∂ϕ2
(g2u)| = |
1
r2
(
∂2g2
∂ϕ2
u+
∂2u
∂ϕ2
g2 + 2
∂g2
∂ϕ
∂u
∂ϕ
)|
≤ C(
ρ2
r2
+
n2
r2
ρ−
2
7 +
n
r2
ρ
6
7 )|u|
≤ C|u|,
where we have used the fact that |∂
jg2
∂rj
| ≤ Cρ−
2
7 , |∂
jg2
∂ϕj
| ≤ Cρ−
2
7+
8
7 j , when j =
0, 1, 2. Another direct computation shows that other terms are also controlled by
C|u|, which implies that (3.16) is valid in ρ+ 2ρ
3
7 ≤ |x| ≤ ρ+ 3ρ
3
7 .
Step 3 (when ρ+3ρ
3
7 ≤ |x| ≤ ρ+4ρ
3
7 ). The solution u3 = −br−n+2kei(n+2k)ϕ is
rearranged to u4 = −b1r−n−2kei(n+2k)ϕ. First choose ψ3 ∈ C∞, and ψ3(r) = 1, if
r ≤ ρ+ 227 ρ
3
7 , ψ3(r) = 0, if r ≥ ρ+
27
7 ρ
3
7 , such that ψ
(j)
3 (r) ≤ Cj , if r ∈ (0,∞), j =
0, 1, 2, . . .. Let g3(r) = (
ρ+3ρ
3
7
r
)4k, then it follows that in ρ+ 3ρ
3
7 ≤ |x| ≤ ρ+ 4ρ
3
7 ,
|g
(j)
3 (r)| ≤ C
k
r
j
, j = 0, 1, 2, . . . .
Next, we set h(r) = ψ3 + (1− ψ3)g3(r), and define u = u3 · h, so we have
∆u = h∆u3 + 2
∂h
∂r
∂u3
∂r
+ u3∆h
and
|
∆u3
u3
| =
8nk
r2
≤ Cρ−
2
7 .
The remaining computation is similar to Step 2, so we omit it.
Step 4 ((when ρ+4ρ
3
7 ≤ |x| ≤ ρ+7ρ
3
7 ).) The solution u4 = −b1r
−n−2kei(n+2k)ϕ
is rearranged to u5 = −a1r−n−2kei(n+k)ϕ for some constant a1. This step is similar
to Step 1. Chose ψ4, ψ5 with ψ4(r) = 1, if r ≤ ρ+6
6
7ρ
3
7 , ψ4(r) = 0, if r ≥ ρ+6.9ρ
3
7 ,
and ψ5(r) = 1, if r ≥ ρ + 4
1
7ρ
3
7 , ψ5(r) = 0, if r ≤ ρ + 4.1ρ
3
7 , we also require that
ψ4, ψ5 satisfy the condition (3.11). Now define u = ψ4u4 + ψ5u5, and as in Step 1,
it’s not hard to see that (3.16) is valid in this region. Now proceed as the same in
[12], we see the solution u satisfies the (ii). 
Proof of Theorem 1.2. (continuous). In order to use the Proposition 3.1 induc-
tively, we note that if we choose ρ1 to be sufficiently large, and define ρj+1 =
ρj + 7ρ
3
7
j , and let nj = [ρj ], and kj = nj+1 − nj , we have
kj ≤ ρ
8
7
j+1 − ρ
8
7
j + 2 ≤ ρ
8
7
j (1 + 7ρ
− 47
j )− ρ
8
7
j + 2
≤ 8ρ
4
7
j + 6.
Therefore, one can choose kj such that |kj − 8ρ
8
7 | ≤ 6. By using 3.1 repeatedly, we
have
lnm(r) ≤ C − C
∫ r
ρ1
t
1
7 dt+ lnm(ρ1)
≤ C − Cr−
8
7
which completes the the proof. 
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