The kernel function satisfies Tile Gaussian kernel(alsodiscussed in the next section)canbe written as
The kernel function and the smoothing parameter are tile two choices to be made in the case of density estimates using the kernel method.
Research has shown that the choice of kernel does not greatly vary the density estimate [Si186]. All things being equal, it is then desirable to choose kernels based on their computational properties.
We will address this issue in section 2.4.
Discriminant functions
Given K classes, let f(X I Sk) be the probability density function (pdf) associated with the measurement vector X, given that X is fi'om class k. Let P(Sk) be the a priori probability of class Sk. We can use the maximum a posteriori (MAP) decision rule to identify the class to which X belongs. It can be stated as follows ([And72]):
where the products 
Note that Parzen's kernel is the same as the Gau. smn kernel of equation (3). In equation (4) Wki is the ith training pattern from the 0 _< U h _< M -1 category, P_ is the total number of training patterns in class k, el is the dimension of t_he training pattern W_:i, and cr is a "smoothing According to Specht, a small value of (7 caused the density to have modes at the sites of the training samples.
Increasing a causes smoothing of the surface around the modes. In the limiting case, the pdf is Gaussian regardless of the true nature of the underlying distribution. This may seem to be a problem; however, according to Specht, " it is not difficult to find a good value of or, and ... the misclassification rate does not change dramatically with small changes in a."
PNN implementation details
The PNN can be implemented using a feed-forward network. An overview of the PNN is shown in Figure 1 . There are four layers. The input layer fans out the input d dimensional vector which has to be placed in one of M classes. Each node in the input layer is connected to every node in the pattern layer and input vector components are transformed by means of a weight lt_,j connecting the ith input node to the jth pattern node. The pattern layer is subdivided into sets of nodes. Each set of nodes does the processing for a particular class. Since there are M classes, there are M sets of pattern nodes.
The output of each pattern node set is sent to a node ill the summation layer, thus there are M nodes in the summation layer. Finally, the outputs of the summation layer nodes are sent to the decision layer which obtains the maximum output Ok, k = 0, .... M-1, and assigns the input vector X to class k.
This product can be written as In equation
(4) -2_,2 xTw -1 if both input and weight vectors are converted to unit vectors, as shown in Figure  2 (a). After the dot product is completed, 1 is subtracted from the total and this is multipied by a -_ after which the exponentiation is performed. At the end of this step one of the terms in the sum of equation (4) has been evaluated.
If the input and weight vectors are not converted to unit vectors, then the architecture of the PNN as shown in Figure 2 (a) can be changed to reflect this. It should be mentioned here that using unit vectors changes the kernel evaluation from a dot product and two vector subtractions to a single (tot product and a scalar subtraction. The disadvantage to the dot product method is that magnitude information, that may be useflfl during the classification process, is lost. On the other hand if our vectors all contain integers, the kernel evaluation process may be done efficiently using integer computations and the dot product method dispensed with entirely.
A summation]ayer node contains an adder that Sums up the outputs of all the pattern nodes in a particular set and then multiplies the output bv., (27r)d/_aap_ .1 as shown ]n Figure 2 (b)_ Thus the summation layer represents the summing process of equation (4).
The decision layer obtains the maximum of the summation layer outputs, and the class to which a given input vector X belongs is finally output. for accurateclassificationPk is proportional to d. Hence, in practice the network would have a speed that is O(d3).
From our discussion, it is evident that the PNN would be very well suited for exploring dynamic environments. Such enviromnents are commonplace in many scientific investigations of data. One of the goals of IDM's IIFS/SPUDS is the high speed classification of data into discipline specific indices for potential users of the system. In its computationally inefficient form, the PNN is incompatible with these goals. In the next section we address this major disadvantage of the PNN.
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Application of the PNN to remote-sensing
In this section we describe the data on which we tested our PNN, discnss the selection process thal we employed for the training and testing data, elaborale upon the training and testing methodology used, and finally, present results for the basic PNN and the I,VQ pruned version of the PNN.
Description of data set
The data set that was used for training and testing the PNN is called the Blackhills data set, generated by the Landsat 2 multisl)ectral scanner (MSS) (see Figure 3 ). This data set was previously used to compare backpropagation neural networks with Gaussian maximum likelihood classification
The spectral bands are 0.5 -0.6pro (green), 0.6 -0.7pro (red), 0.,q -1.1pro (near infrared).
These bands correspond to channels 4 through 7 of the Landsat sensors. To study the change in the classification ability of the UPNN with or, we varied cr in increments of 2 from 2 through 12, with the entire training set being used. The results are presented in Another test that we performed was to see the variability of tile neural net accuracy as we changed the number of hidden nodes in the PPNN. In this test, cr = 4 since that was the case for which we got maximum PCC in the unpruned PNN. These results are shown in Table 3 . We found that as the number of nodes increased there was a general increase in the accuracy of tile PPNN. The four node case is an anomaly, since some classes were classified well while other classes were classified extremely poorly (to tile extent of having less than 25 pixels put in the rangeland class.
i.e., about 0.1% of the total number of pixels). In addition the network is robust to weight changes and has very small retraining time, making it highly suitable for highly variable and dynamic environments.
A modified version of the PNN (LVQ PNN or PPNN) was discussed and compared with the raw PNN. Fox" the chosen data set, the PPNN performed better than the raw PNN.
Future work includes additional research on the PNN and using the PNN in applications, as described next.
Planned extensions to the PNN
As has already been discussed, it is sensible to automate the pruning of tile PNN. In this process the numl)er of nodes in each class would be allowed to grow or decrease independently of each other such that the PCC per class would be optimized.
In addition, the PNN algorithms described throughout the paper are all readily adaptable for a parallel architecture implementation, most likelyon a machine such as the MasPar MP-1, a 16,384 processing element SIMD machine.
Incorporation of the PNN into a metastrategy
The Intelligent Data Management group has developed a number of automatic characterization algorithms drawn from backpropagation networks, PNN, Adaptive Resonance Theory (ART) networks [CG87], decision trees, Fourier analysis and wavelet theory.
Each of these methods has its own unique strengths and weaknesses, and there are cases where one may falter while another excels. We plan to attempt to develop a metastrategy that draws on its knowledge of each of these techniques to produce a hybrid characterization algorithnl that performs at least as well as any single one of these components [Fin90]. 5
