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synopsis
Theusualapproachoftheminimizationproblemoflogicalformuiasinvolvestwo
successivesteps;first,weobtaintheallprimeimplicantsofthelogicalformula;second,
weselecttheminimumsetofprimeimplicantsofwhichthesumisequaltothe
functionwhichisrepresentedbythelogicalformula.
Inthispaper,theNelson'smethodtogenerateallprimeimplicantsofanygiven
logicalformulaisimprovedandthecomputeralgorithmisconstructed.Futhermorean
algorithmtofindallirred皿dantformofthelogicalformulaisgiven.Thus,thesecond
stepoftheminimizationproblemissolvedbythealgorithm.Thesealgorithmsare
implementedbytheuseofOKITAC-5090M.
1.ま え が き
論理 式は,通 常,論 理記号 と変数を用 いて表現 され,デ ィジタル回路 の機能を表現 した り,
また,電 子計算機で代表 され るよ うなデ ィジ タル機械 の論理設 計な どに主に用い られ てい る。
論理式 を簡 単化 す ることは,経 済的 な機械を設計す るために是 非必要な ことであ る と同時 に,
数学 的に も興味あ るテ ーマであ るため,古 くか ら研究 されてい る。 論理式 の簡単化は,変 数 が
4～5ぐ らいな らば手計算で もで きるが,変 数が 多 くな ると計 算機 を用いない と事実上不 可能
とな り,事 実,計 算機の論理設計は,計 算機 の 自動設 計の一環 と してすべ て計算機 に より行 な
われ てい る。論理式の簡単化 のアル ゴリズムは,い ままでに数多 く提案 され ている1)～14)が,
そ こで用い られてい る手法 のほ とん どは,ま ず与 え られた論理式のすべ ての素項(主 項,prime
implicant)を求め るのが第一 ステ ップで,次 に,素 項 の中か ら無冗長 な組み 合せを見 い出す も
のであ る。すべ ての素項 を求め る古 くか ら知 られてい る代表的 な手法に,Harvard1),M.Ka・
maugh3)およびEW.Veitch2)による図を用い る もの,お よび計 算機 に適 したW.V.Quine4)
お よびE.J.McCluskey5)のも などが ある。 これ らの手法 は,与 え られた論理式 を い った
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ん主加法標 準形(最 小項表示)に 展 開す る必要が あ る。主 加法標準形に展開 しな いで よい方法
9こは,W.V.Quine6)およびT.H.Mott7)に よるconsensusをとる手法,お よびR.J.
Nelson8),9)の手法 な どが あ る。R.J.Nelsonの手法は,乗 法標準形(和 積形式)を 加法標準 形
(積和 形式)に,ま たはその逆 に加法標準形を乗法標準形に,簡 単 な 省略算を用 いなが ら分配
法則 に よ り展開 してすべ ての素項 を求め るものであ る。 この手法は,最 近,J.RSIagleiO)ら
に よ り収束 の早い手順 に改良 され ている。更に,S.R.Dasii)らは,clause・columetableを用
い る ことに よ り,J.R.Slagleらの手順 を改良 してい る。 論理式の簡単化 の第ニ スチ ップであ
る,素 項 の集 合か ら無 冗長 な組み合せ を見い出す 問題 は,最 小被覆問題 といわれ,古 くか ら数
多 くの アル ゴ リズ ムが 開発 され てい る4)～7)・12)。
本論文 では計算機 に よ り論理式を取 り扱 う試み として前報 告15)に引き続 き,論 理式 の 簡単
化 につい て報 告す る。 特に,計 算機に適 した,す べ ての素項 を求め る新 しい アル ゴ リズム と,
素項の集合か ら無冗長 な組 み合せを見 い出す新 しいアル ゴ リズ ムを開発 し,更 に,こ れ らを実
行 す る ソフ トウェアシステ ムを製作,実 験 した ので,こ れ らの ことについて報告す る。す なわ
ち第3章 でNelsonの手法を改 良す る ことに よ り,計 算機 に適 した,す べ ての素項を求め るあ
るアル ゴ リズ ムについて述 べ る。 このアル ゴリズ ムは,乗 法標 準形で与 え られ てい る場合 はそ
れ を加法標準 形に,ま たは逆に加法標準形 で与 え られ てい る場 合はそれを乗法標準形 に,簡 単
な省略算を用 いなが ら一 ステ ップつつ展 開 して,最 終 的に加法 形式の,ま たは乗法形式 のすべ
ての素項を求 める ものであ る。 この アル ゴ リズムの特徴 は簡単 であ ることと,計 算機で実行す
る場 合に必要 な記憶容量 が 少 な くて済む とい うことであ る。本論文 のアル ゴ リズムは,R.J.
Nelson,J.R.Slagleらお よびS.R.Dasら と同様 に,い ったん主加法標準形に まで展開す る
必 要がな いので,あ る程度 簡単化 され てい る論理式 に対 して効率が よ く,し か も多 くの変数 が
存 在 していて も実 行可能な もの であ る。 第4章 では,上 で 述 べ た アル ゴ リズム を利用 しなが
ら,無 冗長 な素項 の組 み合せ のすべ てを見い出す簡単 な アル ゴ リズムについ て述べ る。 このア
ル ゴ リズム も計算機 で実行す る場合,必 要 な記憶 容量 が 少 な くて済む とい う利 点 を 有 してい
る。なお,本 論文 で述 べ る簡単化 のアル ゴ リズムは,多 数 のdon'tcaresymbolを持 つ場 合に
も有効に利 用でき るものであ る。
2.Nelsonの 手 法
すべての論理式は,加 法標準形および乗法標準形 に 展開できる。すべての素項判 か らなる
加法標準形を加法形式の素項展開,乗法標準形を乗法形式の素項展開とい うことにする。任意
の論理式のすべての素項を求め るNelsonの手法 とは,次 のようなものである8)。(なお,こ の
手法は,著 者により,B－三値論理を用いて別証が与えられている16))。
素項展開を求める手順:あ る二値論理関数アを表現 している論理式が乗(加)法標準形で与え
られてい るとする。 この式を省略算
*1)素項についての定義お よび性質については文献16)を参照されたい。
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(i)(相補法則)～X・X=0(～XVX-1)
㈹(べ き等法則)X・X=X(X∨X=X)
旬(吸 収法則)α ・β∨α一α((αVβ)・ α=α)
を用 いなが ら,分 配法則に よ り加(乗)法標準形 に 展開す る。 こ うして得 られ た式 は,∫ の 加
(乗)法形式の素項 展開であ る。
なお,こ の手法 と よく似 た,次 の定理 が既 に知 られてい る。
[定理1]16)論理式 φ1,¢2をそれぞれ加(乗)法形式 の素項展開 とす る。 ¢1・¢》2(01V¢2)を省
略算(i),㈹,㈹を用 いて加(乗)法標 準形に展開 して得 られ る式は,加(乗)法 形式 の素項展 開で
あ る。(証明略)
上 の定理を用 いる と次 の系 が示 され る。
[系1]16)論理式 φを加(乗)法形式 の素項展 開,αを和(積)項 とす る。¢・α(φ∨α)を 省略算
(i),(ii),㈹を用いて加(乗)法 標準形 に展 開 して得 られ る式は,加(乗)法 形式の素 項展開であ
る。
(証明)和(積)項 はすべ て加(乗)法 形式 の素項展開 であるか ら,定 理1よ り導 かれ る。(証
明終)
この系1に 基づい て次第で述べ るよ うな素項 展開を求め る繰 り返 し形 のアル ゴリズムが 得 ら
れ る。
3.素項展開を求めるアルゴ リズム
前節で述べたNelsonの手 法をその まま用い ると,素 項 の他に,素 項 に含 まれ るよ うな項が
非常に多 く発生 し,吸 収法則 ㈹ を何 回 も適用 しなければな らず,ス テ ップ数が極端 に 多 くな
るため,収 束 の早い手順 が望 まれ る。J.RSIagleら10)は,前節 の手法 に基 づいて,存 在す る
文字 のひん度 の高 い順 に展開 して,吸 収法則 の適用 をな るべ く少な くす るよ うな アル ゴ リズム
を見 い出 してい る。 また,S.R.Das11)は,clause・columetableを用い る ことに よ り,J.R.
Slagleらの アル ゴ リズムを改良 してい る。 このアル ゴズ ムはかな り収束 の早い ものであ る。 こ
こでは,収 束 は多少遅 いが アル ゴ リズムが簡単 で,計 算機 で実行 す る場 合に必要な記憶容量が
少 な くて済 む よ うな,計 算機 に適 した繰 り返 し形 のアル ゴ リズムについて述べ る。
論理 式 ● が乗法標準形
ψ=α1α αn
で与 え られてい るとす る。た だ し,αi(i-1,…,n)は和 項であ る。前節系1よ り,次 の よ うな
繰 り返 し形 の素項展開を求め る手順 が得 られ る。す なわち,ま ず,α1・α2を省略算(i),㈲,㈹
を用い て,分 配法則 に より加法標 準形に展開 して加法形式 の素顔展開 をを求 める。得 られ た素
項展開 と α3との積を同 じく省略算(i),㈲,旬 を用いて加法標準形に展 開 して加法 形式 の素項
展開を求め る。 これ を α、まで繰 り返せば,最 終的に Ψ の加法形式 の素項展 開が得 られ る(第
1図参照)。 よって,加 法形式 の素項展 開 と和項 との積を,省 略算(i),㈹,㈹ を用 いなが ら,
分配法則 に よ り加法標準 形に展開 して加法形式 の素項展 開を求 める収束 の早いアル ゴ リズ ムを
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第1図 素項展開を求める流れ図1
見 い 出 せ ば よ い こ と に な る 。
T,==β,∨… 〉 βi∨… ∨ β8
を 加 法 形 式 の 素 項 展 開 と す る 。 た だ し,β,σ=1,…,s)は 積 項 で あ る 。 一 方
α=xl(al)∨… ∨xゴ(a」)∨…>Xt(at)
を 和 項 と す る 。 た だ し,Xi(ai)は文 字 でai-0の と きXi(a・)==～Xi,ai=1のと きXi(ai)・=Xiを
意 味 す る 。
処 ・α の 加 法 形 式 の 索 痕 展 開 を 求 め る ア ル ゴ リズ ム:
Sl
① 妬 を,α に同 じ文字のある積項 よりなる論理式 軌=〉 β比 と,同 じ文字のない積項 よ
k=1s2
り な る 論 理 式 処=Vβ2zと に 分 け る(s==St+s2)。ト　
② 処 のすべ ての積項 β2iにつ いて,次 のこ とを調べ る。す なわち,X」(砂(1-1,…,t)の
補元が β2iにない とき,β2t・κ」(a」)が凱 の項 に吸収 され るか否かを調べ る。吸収 され な
いすべ ての β2ε吻(ai)からなる論 理式を 鵬 とす る。
③ 肌 〉偽 は ψ・・α の加法形式 の素項 展開である。
第2図 に上の アル ゴ リズムの フローチ ャー トを示 す。 この アル ゴ リズムの正 しい ことは,次
の よ うに して示 され る。積項 βikに,α のあ る文 字が存在すれば,省 略算(li),㈹に よ り,明
らかに βikは求め る素項展 開に存在す る素顔 であ る。他 の素項 は,β2`・X」(a」)の形の積項で あ
3～4
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素項展開を求める流れ図2
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るが,x,(a」)の補元が β2zに存在 す る場合は省略 算(i)より0と なる。一方,吸 収法 則 ㈹ が適
用 でき るか否か を,生 ず るすべ ての積 項の間で調べ なけ れば な らないが,実 際には,手 順② で
述べ た組 み合せについてだけ調べれば十分 である。 なぜ な らば,β2iおよび β2〆を 処 の項 と
す る とき,
β2t・X」(ai)∨β2〆・κゴ(aノ)=β2〆・κ」(aj)(β2↓≠β2〆)
が成立 していた とす ると
β21∨β2〆=β2`'
が成立 していなけれ ばな らず,こ れはToが 素項展開であ るとい う仮定に反す る。 また,
β21・Xd(ai)Vβ2t'・κ〆(aj )一β2〆・ズ/(ai')(β2z≠β2〆,X」(a」)≠κ」'(ait))
が成立 していた とす ると,苅(αゴ)≠κ〆(σ〆)よ り,
β2,〉β2〆・κ〆(a〆)=iB2,.・κ〆(a」')
とな り,こ れ は
β2e>β2〆=β2〆
を導 くか ら,Ψoが 素項 展開 であ る とい う仮定に反す る。 また,βliCをT,の積項 とす るとき,
βik∨β2`・κ∫(αゴ)一β2i・X」(σゴ)
が成 立 していた とす ると
β1kVie2t－β2i
が成 立 し,こ れ も Ψoが 素項展 開であ るとい う仮 定に反す る。 よって,以 上の ようなこ とは有
り得 ないか ら調べ る必要 はな く,吸 収 法則 が成立す るか否か は,T・ の項が β2t・幻(a」)を吸収
す るか ど うか とい う組み合 せだけを調べれば よい ことにな る。 これに よ り,か な りの手数が は
ぶかれ る。
なお,β2i・xゴ(a」)が吸収 され るか否 かを,す べての βikについて調べ る必要はな い。 もし,
β・kに κゴ(a」)が存在 しなければ,β2t・物(a」)はβikに吸収 されない。なぜな らば,も し吸収 さ
れた とす ると β,・は β2iも吸収 しなけれ ばな らな くなるか らである。 また,β ・kの文字 の数
が,β2t・X」(ad)の文 字の数 よ り等 しいか多 い場合は,β2,・κ'(a」)はβi〃に吸収 されない。 なぜ な
らば,多 い場合は明 らかで あるが,等 しい とき吸収 された とす ると,κ」(al)はβikにも存在す
るこ とか ら,βikが β2zに吸収 され ることにな るか らである。 よって,上 記の アル ゴリズムの
ス テ ップ② に おいて,次 の ような ヒュー リステ ィックな手法が 使用で きる。
④ β2`・κ」(ad)がβiiCに吸収 され るか否かを調べ るのは,β・川 こxゴ(σ」)が存在す るときのみ
で よい。
⑧ β2i・κゴ(ad)がβikに吸収 され るか否 かを調 べ るのは,β・kの文字 の数が β2Z・劣」(ad)の文
字 の数 よ り少ない ときのみ で よい。
計 算機 で処理す る場合,上 で述べ た ヒュー リステ ィックな手 法,④,⑬ を適用で きるか否か
の判定 が,吸 収法則が成立す るか否 かの判定 よ りも時 間がかか る場 合は利用価値がない。 しか
し,人 間 が行 な う場 合はか な り有効 な手法 である。
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〔例〕
① ②
(Xl>X3∨x4)・(x・V～x2>x3∨X5)
④ ◎
の加法形式 の素項展 開を求めてみ る。
q-(■2∨X3V～ κ4∨X5)・(～x・∨X2Vx3Vx5)・(～xlVx2>x3>x4)・
③
① ・② 一 エ2>云 ∨ κ5∨ ～Xl・～x4
⑥ ・③=x2VI3V～ κ1・～x4∨ ～x・ ・x5>x4・x5
⑦ ・④ 一13>X4・X5∨X、・X2>X2・X4
⑧ ・⑥ 一 κ3>X4・X5∨X・・X2
?
?
?
?
⑨ 式が求め る解 である。上式 で一印は,次 に展開すべ き和項 に同 じ文字が存在す る積項(ア
ル ゴ リズムにおけ る① の 肌)を 表わす。
以上は,乗 法標 準形 を 展開 して加法形 式 の 素項展開 を求 め るアル ゴ リズムにつ いて述べ た
が,逆 に,加 法標 準形を展開 して乗法形式 の素項展 開を求め る場 合 も,ま った く同様 なアル ゴ
リズムで得 られ る。
本節で述べ たアル ゴ リズムは,don'tcaresymbolが多数 あ る場 合*2に も有効 に使 用でき
る。don'tcaresymbolが存在す る場合 の論理式 の簡 単化 問題では,論 理関数 の1-set,O-set
お よび*-setのち少な くとも二つ の集合が与 え られ る。 一般的 な手順は,ま ず,1-setおよび
*-setを含めた場 合の素項展開を求めてか ら,1-setを包含す るすべ ての無冗長 な素項 の組み
合せ を求め るものであ る。don'tcaresymbolが多数あ る場合に は,*-setのみか らな る素項
が多 数発生 して能率が非常に悪い ので あるが,こ こで述 べた アル ゴリズムでは,こ れをかな り
改善 でき る。す なわち,0-setと*-setが加法標準形で与 え られ てい るとす ると,0-setの加
標準 形を否定すれ ば,1-setおよび*-setを表 現す る乗 法標 準形が得 られ る。 これ を用 いて,
本節 で述 べたアル ゴ リズムに よ り加法形式 の素項展 開が求め られ る。 この場合,展 開の途 中の
素項展 開において,*-setのみか らなる素項が 生 じた らこれを消去す るこ とに より,早 い うち
か ら*-setのみか らな る素項 の 発生を とめ ることがで き,大 変効率が良 くな る。 この考 え方
は,S.R.Dasli)らのアル ゴ リズムの場合 に も述 べ られてい る。
前節で述べたNelsoの 手法,お よび本節で述べ たNelsonの手法を改良 したアル ゴ リズム
では,論 理式が主加法標準形で与 え られ てい る必要 はない。 また,加(乗)法 標準形 で与 え られ
て,加(乗)法 形式 の素項展 開 を 求め る場合に は,こ の アル ゴ リズムを二回用 いれ ば良い。特
に,計 算機で処理す る場合,加 法標準形か ら乗 法形 式の素項 展開を求め る とき と,そ の逆 に,
乗法 標準形か ら加法形式 の素項展開を求め るときとで,ま った く同 じプ ログラムを 使用 できる
とい う特 徴を有 してい る。
本 節で述べた アル ゴ リズムを実行す る ソフ トウェアシステ ムが開発 され17),満足す る結果が
得 られてい る。 この ソフ トウェアシステ ムは,ア セ ンブ ラを用いて書 かれてお り,OKITAC-
5090M(4Kワー ド,1ワ ー ド48ビッ ト)に よ り実行 され,24変数 まで,ま た,項 の数 は2000ま
で実 行可能であ る。なお,本 節で述べた ヒュー リステ ィックな手法 ④,⑧ は用い られ ていな
*2)組み合せ禁止入力がある場合をいい,このよう.な入力のすべての集合を*-setと呼ぶ ことにする。
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い。論 理式 は入 力,出 力 ともすべ て記号表現 のままで良 く,・計 算機 内部で2進 表現に変換 され
て処理 され てい る。 この変換 につい ては,前 報告15)に詳 しい ので,そ ち らを参照 されたい。 プ
ログラムは約600ステ ップであ るが,そ の うち約400ステ ップは論理式 の記 号表 現 と,計 算機内
部 の2進 表現 との入 出力変換 のため のもので,ア ル ゴ リズム自身 は 非常 に 少 な くて済んで い
る。 この ソフ トウェアシステ ムの詳細につ いては,文 献17)を参照 され たい。
4.最簡形式を求めるアルゴリズム
次に,与 えられた論理式の最 も簡単 な 形式(最 簡形式)を 求めるための第ニスチ ップであ
る,素項の集合か ら無冗長な組み合せを見い出すアルゴリズムについて述べる。
最 も簡単な形式とい うのは評価基準をどのようにとるかにより異な り,評価基準が定 まって
も一般には一意的には定 まらず,い くつか存在す る。 しか し,最簡形式は必ず無冗長な素項の
組み合せ(既 約形式とい う)であることが知 られているので,す べての無冗長な素項の組み合
せを見い出すアルゴリズムが有れば良いことになる。 このとき,得 られた既約形式の中からど
れを最簡形式とするかは,評 価基準により自由に選べば良い。ところで,論 理式Fの すべての
素項が見い出されているとき,こ れ らの素項のうちか らFを表現する最も簡単な組み合せを見
い出す問題は最小被覆問題(minimumcoveringproblem)といわれ,古 くか ら困難な問題 と
S
E
Fは既約形式
第3図 既約形式を求める流れ図1
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して知 られ てい る。 い ま,α1,…α。をFの すべ ての素項 と し.
F=αiV……∨αn
と表 わ され ていた とす る。 も し,
F'=α2>……Vαn
とす るとき,～ α1>F'=1ならば,α ・はF'に 含 まれて しまい,α1は 冗長 な素項 であ ること
が知 れ る。 この とき,F=F'と な る。 この ように,も し可能 な らば αi(i-1,…,n)を次 々に
省略 して行 き,こ れ以上省略す る とFと 等 しくな くな って しま う組み合せ を見 い出せば,そ れ
は一つ の既約形式で ある(第3図)。 この ことを,あ らゆ る組 み合せについ て 調 べ てみれば,
すべての既約形式を見い 出す ことがで きる。一 方,～αi>F'=1が成立す るか否かは,～αi>F'
の素項展開を求め てみれ ば よい。 すなわ ち,～ αiV・F'=1なることと,～ αt>F'の素項展開
r⇒一 一 ー ー 一 一 「
S
↑
流れ図1(第3図)
この解 よ
り簡 単 な解 はす
でに見 い出 され
てい るか
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
解をOUT
PUTする
?
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?
?
?
?
?
?
?
?
?
?
?
E
第4図 既約形式を求める流れ図2
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が1に な るこ とと等 しい。 これ は,前 節 の アル ゴ リズム をここで利用 できる ことを 示 してい
る。 さて,し らみつぶ しに調べ て,す べ ての既約形式 を求め るには,カ1の 組み合せにつ いて
行 なわ なければ な らず,し か も,同 じ解 が何回も出て来 て非常 に効 率が悪い。そ こで,す べ て
の既約形 式を見い出す効率 の良 い探索 アル ゴ リズムが必要 となる。第4図 に,こ のための収束
の早い,か な り効率の良い アル ゴ リズムの フローチ ャー トを示す。 この アル ゴ リズムは次の よ
うな原理 に基づいてい る。い ま,
F=α1>…,Vαn
におい て,α ・か ら次 々 に 省略可能が どうか を判定 して行 き,可 能 な ものをすべ て省略 して行
くと,最 終 的に一つ の既約形式が求 まる。 この既約形式に存在 しない最大 の番号 の 素項 を α`
とす ると,αiを つけ加 えて,α`.1から再び一つづつ省略可能か否かを調べ て行 って,他 の既
約 形式を求 めて行 くもので,こ のとき,且 以下 の番号 の素項につ いては調べ る必要 がない と
い う事実を利 用 して手数を減 らして いる。 このアル ゴリズムに よ り,す べ ての既 約形式が求 ま
る ことが示 され る。 ただ し,す でに求 まっている既約形式に含 まれ る よ うな既約 形式でない解
が 求 まる可 能性があ る(し か し,そ の解が,後 か ら出 て くる既約形式に含 まれ るとい う可能性
は ない)の で,第4図 に示 す如 く,す でにそ の解 よ り簡単な解が見い出 され てい るか否 かのチ
ェックをす る必要が ある。
なお,決 して省略 できない項(必 須項 とい う)と,必 須項の和に含 まれ る ような項(不 必要
項 とい う)と を最初 に分 離 してお く方が収束はは るかに早い6い ま,Fの 必要項 を β1,…,βm
と し,必 須 項 と不必要項 とを取 り除いた項を α1,…αnとす ると,Fは
F=α1∨… 〉α。〉β1>…〉βm
と表現 き る。 このとき,省 略可能 か否 かは,α1,…,α。についてだけ調べれば良 い。
本節 で述 べた アル ゴリズムを実 行す る ソフ トゥ ェアシステAも,OKITAC-5090Mを 用 い
て製作,実 験 されて いる18)。この ソフ トウェアシステ ムも,ア セ ンブラを用い て約730ステ ッ
プに よ り構成 されて お り,現 在 の ところ,24変数,項 の数は48まで実行可能であ る。 この ソフ
トウェア シス テムは,前 節 の ソフ トウェアシステムをほ とん ど含 んでい る。詳細については文
献18)を参照 されたい。
5.あ と が き
計算機による論理式の処理を目的として,前報告15)に引き続き,論 理式の最簡形式を求める
ソフ トウェアシステムについて述べた。すなわち,Nelsonの手法を改良 してすべての素項を
求めるアルゴリズムと,すべての既約形式を求めるアルゴリズムを開発 し,これを実行するソ
フ トウェアシステムを製作したので,そ の概要について述べた。
本研究は,本 学電気工学科システム工学研究室で進められている研究題目の一つであって,
本論文に関する実際のプログラム開発は,昭和48年度卒業生斎藤健市,増 田英次郎,鈴 木兄
祐,中 原泰男,山 口裕美諸君の努力によるもので,こ こに感謝の意を表わ します。
最後に,日 頃御指導御べんたつを頂 く本学教授後藤以紀,小 川康男,西 山栄枝先生に感謝致
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します。 また,本 論文におけるプログラムはすべて本学計算センターのOKITAC-5090Mを
使用 して開発 されたもので,い ろいろと御便宜を計って頂いた計算センターの皆様に感謝致 し
ます。
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