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ON THE ANALYTIC PROPERTIES OF A CUBIC DIRICHLET SERIES
ASSOCIATED TO A CUBIC METAPLECTIC FORM
P. EDWARD HERMAN
Abstract. In this paper we study the analytic properties of a certain cubic Dirichlet series
associated to a metaplectic form f over the cubic cover of GL2. Such a sum generalizes the
work of Shimura in studying a similar quadratic Dirichlet series for a half-weight modular
form f. Shimura connects the analytic properties of his Dirichlet series to the L-function of
a holomorphic modular form via a converse theorem. This connection, and its higher cover
generalizations, has been given the name: Shimura’s correspondence.
Even assuming Shimura’s correspondence for the cubic cover of GL2, the analytic prop-
erties of our cubic Dirichlet series are intractable. However, using Langlands’s beyond
endoscopy idea and analytic number theory, we get nontrivial analytic continuation of the
series. Specifically, we obtain an asymptotic for a spectral sum of these cubic Dirichlet series
plus an error term. Assuming a certain uniformity hypothesis we can get analytic properties
of an individual cubic Dirichlet series of a metaplectic form. In particular we show the cubic
series has analytic continuation to ℜ(s) > 9
7
+ ǫ, for any ǫ with at most a pole at s = 3
2
if
the metaplectic form f is the residual Eisenstein series.
A key tool needed in studying this series is an identity relating cubic exponential sums
to Kloosterman sums. While we do not make a traditional trace formula comparison in
this paper, this very same identity is crucial to the fundamental lemma in work of Mao and
Rallis.
1. Introduction
Let us recall a result from Shimura’s paper on half weight forms [Shi]. Take a half weight
form of f of full level and of weight k
2
. Assume that f is also an eigenform of the operators
Tp2 for p prime, such that p
2 ∤ t for some positive integer t. We have associated to f a Fourier
expansion f(z) =
∑∞
n=0 an(f)e(nz) and an eigenvalue λp of Tp2 . Shimura then proved
Theorem. For t square-free,
∞∑
n=1
an2t(f)
ns
=
∞∑
(n,p)=1
an2t(f)
ns

1−
(
t
p
)
2
ps−
k−3
2

[1− λp
ps
+
1
p2−2s−k
]−1
.
An immediate consequence of this Theorem is
Corollary. For t square-free,
∞∑
n=1
an2t(f)
ns
= at(f)
∏
p

1−
(
t
p
)
2
ps−
k−3
2

[1− λp
ps
+
1
p2−2s−k
]−1
.
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He then proved using converse theorems that the term
∏
p
[
1− λp
ps
+ 1
p2−2s−k
]−1
is an L-
function of a classical modular cusp form Ff (the Shimura lift of f) of weight k − 1. So we
therefore understand the analytic continuation of the Dirichlet series
∑∞
n=1
an2 (f)
ns
via
∞∑
n=1
an2(f)
ns
= a1(f)
L(s, Ff )
ζ(s− k−3
2
)
.
It is understood that half-weight modular forms can be understood as metaplectic forms
over the double cover of GL2, [GPS]. A natural question then to ask is about the analytic
properties of the Dirichlet series ∑
(n)
an3(f)
N(n)s
for a metaplectic form f over the cubic cover of GL2. Here the sum (n) is over integral ideals
in the field Q[ω], ω3 = 1. We try to imitate the proof of Shimura in getting an Euler product
as in Shimura’s corollary above.
Assume that f is an eigenform for all Hecke operators Tp3 with p not dividing t. So
Tp3f(g) = λpf(g), with the relation between the Fourier coefficients and Hecke eigenvalues
being for (n3t, p) = 1,
λpan3t(f) = an3tp3(f) +
g2(1, p)an3tp(f)(−1, p2)
N(p)
and
(1.1) λpan3tp3m(f) = an3tp3m+3(f) + an3tp3m−3(f)N(p
3)
with
gk(a, p) :=
∑
x(p)
(
x
p
)k
3
e(TrQ[ω]/Q(
ax
p
)),
and (a, b) the Hilbert symbol.
Let Hn,t(x) :=
∑
m=0 an3tp3m(f)x
m, then
∑
(n)
an3(f)
N(n)s
=
∑
(n)
(n,p)=1
Hn,t(
1
N(p)s )
N(n)s
.
So using Hecke theory
λpx·H(x) = an3tp3(f)x+ g2(1, p)an
3tp(f)(−1, p2)x
N(p)
+
∞∑
m=1
[
an3tp3m+3(f)+N(p
3)ap3m−3(f)
]
xm+1.
This simplifies with some regrouping and writing Hn,t(x) = H(x) to
(1.2) λpx ·H(x) = g2(1, p)atp(f)(−1, p
2)x
N(p)
− an3t(f) +H(x) +N(p3)x2H(x).
This can be rewritten as
H(x) = [an3t(f)− g2(1, p)an
3tp(f)(−1, p2)x
N(p)
][1− xλp +N(p3)x2]−1.
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With x = 1N(p)s , we have∑
m=0
an3tp3m(f)
N(p)ms
= [an3t(f)− g2(1, p)an
3tp(f)(−1, p2)
N(p)1+s
][1− λp
N(p)s
+
1
N(p2s−3)
]−1.
So we relate this back to the cubic Dirichlet series as
(1.3)
∑
(n)
an3(f)
N(n)s
= [1− λp
N(p)s
+
1
N(p2s−3)
]−1

 ∑
(n)
(n,p)=1
an3(f)
N(n)s
− g2(1, p)(−1, p
2)
N(p)1+s
∑
(n)
(n,p)=1
an3p(f)
N(n)s

 .
If we compare (1.3) with Shimura’s Theorem, we notice that in the latter we cannot
separate p from n in the Fourier coefficient an3tp(f), while the former has independence of
these variables. In the double cover case, this independence of n and p allows us prime
by prime to construct the Euler product. It is evident that we cannot associate an Euler
product to
∑
(n)
an3 (f)
N(n)s as is done in Corollary 1. So we also expect that obtaining any kind
of non-trivial analytic continuation of this Dirichlet series will be very difficult. Surprisingly,
even though we do not have an understanding of an Euler product, we can get nontrivial
analytic continuation. We now describe the method to get this analytic continuation.
2. Beyond endoscopy
Though we are not naturally studying automorphic representations in studying meta-
plectic forms, we try to use Langlands’s beyond endoscopy idea to understand the analytic
continuation of the above cubic Dirichlet series.
Let us give a quick introduction to the beyond endoscopy idea for automorphic represen-
tations of GL2. Let ρ denote a representation of the dual group of GL2, and let
L(s,Π, ρ) =
∞∑
n=1
an(Π, ρ)
ns
denote the associated L-function. One can think of the Dirichlet coefficients an(Π, ρ) as
Fourier coefficients associated to the representation Π. Then if g ∈ C∞0 (R+),
∫∞
0
g(x)dx = 1,
the sum
GΠ,ρ(X) :=
1
X
∑
n
g(n/X)an(Π, ρ),
and its size (in terms of X), gives data about the associated L-function. If the associated
L-function has a simple pole at s = 1, then
GΠ,ρ(X) = Ress=1L(s,Π, ρ) +O(X
−δ), δ > 0.
However, it is challenging to get such analytic information about a single automorphic rep-
resentation. Langlands then incorporated the trace formula into this averaging of the coef-
ficients. One studies, ∑
Π
GΠ,ρ(X).
Now the trace formula can be used as we have a sum over the spectrum of representations
on GL(2). We then expect to sieve the representations that have an L-function with non
trivial residue at s = 1. A key point being when the L-function associated to Π has a pole,
it is “detecting” a functorial transfer or that Π is lifted from a lower degree.
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We do not anticipate that the analytic properties of the metaplectic cubic Diricihlet series
contains any obvious functoriality, but we still study
(2.1)
1
X
∑
(n)
g(N(n)/X)
(∑
Π 6=1
h(V, νΠ)an3(Π)λp(Π) + {CSCn3,1}
)
,
where the sum over Π parametrizes metaplectic forms over the cubic cover of GL2, (n) is
a sum over integral ideals of K, and p is prime with λp(Π) the p-th Hecke eigenvalue of Π.
Here V is a test function and h(V, νΠ) is a Bessel transform of V needed for convergence.
CSC denotes the continuous spectrum contribution. We describe these explicitly in section
6.
3. What to expect from (2.1)?
As we mentioned earlier, it is not clear what the analytic properties of the Dirichlet series∑
(n)
an3(f)
N(n)s
for a general metaplectic form f are. However, if the form is the residual Eisenstein series
f00, we do know what to expect for ℜ(s) ≥ 32 . From the work of Kazhdan and Patterson [KP]
we know an3(f00) = N(n)
1
2 . This property is part of a much more general theorem that for
any k-th degree cover of GL2, the Fourier coefficients of the associated residual Eisenstein
series are k-th periodic. So the sum∑
(n)
an3(f00)
N(n)s
=
∑
(n)
1
N(n)s−
1
2
has a pole at s = 3
2
.
For any other metaplectic form, the analytic properties of the cubic Dirichlet series are
unknown. We prove using this beyond endoscopy idea and a standard matching using Hecke
operators the following theorem and associated corollary (contingent on a reasonable hy-
pothesis) which gives some analytic properties of these non-residual metaplectic Dirichlet
series.
Theorem 3.1. Let g ∈ C∞0 (R+), such that
∫∞
0
g(t)
√
tdt = 1. For a fixed ǫ > 0 and p,D ∈ OK
with p ≡ 1(3) a prime and (D, p) = 1 square-free. Suppose D is the level for the metaplectic
representations Π with Hecke eigenvalue λp. We have then
1
X
∑
(n)
g(N(n)/X)
(∑
Π 6=1
h(V, νΠ, pΠ)an3(Π)λp(Π) + {CSCn3,p}
)
= h(V, 1/3, 0)Kp,DX
1/2+O(X
2
7
+ǫ),
with Kp,D defined in Section 10.
Remark 3.2. Note trivially we have the bound O(X2) by estimating exponential sums on
the geometric side of the trace formula. While the Weil bound on the Kloosterman sum gives
O(X
3
2 ). So this is a significant cancellation on the geometric side of the trace formula to get
to a main term.
It is interesting to see such isolation of a spectral value, namely an eigenvalue of s = 4/3
coming from the residual Eisenstein series with νΠ = 1/3. Usually getting any kind of power
savings at all from the main term is an achievement in analytic number theory.
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Notice also via this method the Fourier coefficients for these residual Eisenstein series
should be able to be deduced. It seems a hard problem in metaplectic representation theory
for higher degree coverings to know exactly the Fourier coefficients as their is a lack of
uniqueness of Whittaker models, which precludes standard Hecke relations, see [P6].
With such an asymptotic, one way to get analytic properties on a single cubic Dirichlet
series attached to a metaplectic form is to assume the spectral sum is finite (for example,
representations with eigenvalues in a finite set). If we assume the hypothesis:
Hypothesis 3.3. Assume for any Π, there exists M1,M2 > 0, such that
(3.1)
1
X
∑
n∈OK
g(N(n)/X)an3(Π)≪ (1 + |νΠ|)M1(1 + |pΠ|)M2
where {νΠ, pΠ} are the archimedean parameters associated to Π,
then we can choose a test function in the trace formula such that the spectral sum is
finite. Strong multiplicity proven by Flicker [F] then implies we can isolate a single meta-
plectic form’s Dirichlet series. Such a hypothesis if we studied the same problem for auto-
morphic representations would follow directly from the functional equation of the associated
L-function. However, it is not clear how this cubic Dirichlet series associated to a metaplectic
form is associated to an L-function or an object with a functional equation. It is plausible
that the hypothesis can be proved by using the Shimura’s correspondence ([F],[P6]) and
relating the series to an L-function of an automorphic form.
Otherwise if we do not want to make this assumption, we need an asymptotic for all λpn
which are Hecke eigenvalues of Tp3n for almost all primes p. With that information we could
apply a linear independence of characters argument analogous to [F]. This approach we take
up in another paper in removing Hypothesis 3.3.
Either way, believing the uniformity hypothesis to be reasonable, we prove:
Corollary 3.4. Assume Hypothesis 3.3 holds. For any ǫ > 0 and Π a representation asso-
ciated to a non residual metaplectic form, the Dirichlet series∑
(n)
an3(Π)
N(n)s
has analytic continuation to ℜ(s) > 9
7
+ ǫ. If the metaplectic representation is associated to
a residual Eisenstein series then the series has analytic continuation to ℜ(s) > 9
7
+ ǫ with a
simple pole at s = 3
2
.
We also attach an appendix to this paper, which studies the same calculation over Q, with
trivial central character. The results are only partial there. Such a sum would be closely
connected with the symmetric cube L-function over Q.
4. Outline of Paper
In the metaplectic world, there is a large difference from the Hecke eigenvalues and the
Fourier coefficients for covers of GL2 greater than 2. Take a metaplectic representation Π.
Normalize the Fourier coefficients so that a1(Π) = 1. This gives the relation
λp(Π) = ap3(Π) +
g2(1, p)ap(Π)(−1, p2)
N(p)
.
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So the probem we consider is to look at
1
X
∑
(n)
g(N(n)/X)
∑
Π 6=1
h(V, νΠ, pΠ)an3(Π)
(
ap3(Π) +
g2(1, p)ap(Π)(−1, p2)
N(p)
)
.
Up to some harmless factors independent of n and the sum over Π, it suffices to investigate
(4.1)
1
X
∑
(n)
g(N(n)/X)
∑
Π 6=1
h(V, νΠ, pΠ)an3(Π)ap(Π),
and
1
X
∑
(n)
g(N(n)/X)
∑
Π 6=1
h(V, νΠ, pΠ)an3(Π)ap3(Π).
For simplicity of understanding the proof, after applying the trace formula to the left hand
side of say (4.1), we apply Poisson summation to the n-sum. The dual sum we split into 2
cases: the zeroth term and anything else. For the zeroth term we can apply techniques of
Patterson on cubic Gauss sums. For the non-zero terms of this dual sum, we encounter cubic
exponential sums, which in general are difficult to deal with. One of the main tools we use
is an identity relating cubic exponential sums to twisted Kloosterman sums. For example,
for c ≡ 1(3), c ∈ Z, we have∑
k(c)
e(
k3 + k
c
) =
∑
y(c)∗
(
y
c
)3e(
y − 33y
c
).
This is one of two techniques the author knows to do to simplify cubic exponential sums.
The other is expressing them into Gauss sums. Quadratic exponential sums, on the other
hand, have a wealth of tools to help study them. This identity also is the cornerstone in
proving the Fundamental Lemma of Mao and Rallis [MR].
After the use of this identity, we simplify cubic exponential sums to Ramanujan sums,
which we can more easily handle. From here, we still need much more cancellation to get
analytic information of the Dirichlet series near s = 3/2, where one should encounter the
residual Eisenstein series on the spectral side. Similar to recent papers in analytic number
theory, not only do we need cancellation in the cubic exponential sum, Kloosterman sum,
etc..; we need cancellation in the sum over the modulus of these sums.
Thankfully, after the application of the cubic identity, one is left with relatively simple
sums, which look more or less like:
∑
f
µ(f)g(1, f)
N(f)
∑
N(fc)∼X3/2
(
pf
c
)3
∑
N(m)≪X1/2
(m,c)=1
∑
e(
m3p33
c
),
where g(1, f) is a Gauss sum attached to the cubic residue character. Using elementary
reciprocity,
A
B
+
B
A
≡ 1
AB
(1)
and cubic reciprocity, we can swap the modulus of the exponential sums and instead inves-
tigate a much simpler sum∑
N(f)≪X3/2
µ(f)g(1, f)
N(f)
∑
N(c)∼X3/2
N(f)
(
c
p
)
3
(
c
f
)
3
∑
N(m)≪X1/2
(m,c)=1
e(
−m3c
33p
)e(
m3
33pc
).
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Now the first exponential sum
e(
−m3c
33p
)
will have large cancellation due to the small modulus 33p as p is fixed, and the second
exponential sum
e(
m3
33pc
)
is “flat” as N(c) ∼ X3/2 and N(m3)≪ X3/2 and can be included with the other archimedean
test functions in the setup of the problem. This is standard technique with such analytic
number theory problems, separate the oscillating part of the problem from the “flat” part.
After an application of Poisson summation in the c-variable now, the residual Eisenstein
series shows up as the zeroth term, which one can think of as the c-sum is being replaced by
an integral.
The problem is the sum above is the simplest version of what we need to investigate.
However, the approach to this easiest sum with finesse will work for the other harder cases.
Giving an asymptotic with an explicit error term for these sums gives Theorem 3.1. If we
assume we can do the analogous study when p is replaced by a cubic power p3, and assume
Hypothesis 3.3, we then through the use of having enough “test” functions reduce to a finite
dimensional sum on the spectral side of the trace formula and this particular asymptotic.
From there we can apply Hecke operators to isolate a single representation Π associated to
a metaplectic form. The theorem’s bound now for a single Dirichlet series associated to Π
we then associate to analytic information of the corresponding cubic Dirichlet series.
Lastly in the first appendix, we try understand what is happening for a beyond endoscopy
approach of a cubic Dirichlet series over Q. We can only deal with a small part of the analysis.
Again we apply tools of Patterson in [P1], [P2], and [P3]. The analysis seems familiar to
that of Heath-Brown and Patterson’s result on equidistribution of angles associated to cubic
Gauss sums in [HBP].
In the second appendix, we prove the complex version of a result in the appendix of [V] that
given a nice test function on the geometric side of the trace formula, the Bessel transforms
associated to it on the spectral side of the trace formula are sufficient to reduce the spectral
sum to a finite dimensional sum.
5. Connection to the symmetric cube L-function of a GL2 automorphic
representation
Let π be an automorphic representation over Q[ω] with cubic central character χ of level
D. We then can consider the symmetric cube L-function
L(s, π, sym3) =
∑
(n)
an(π, sym
3)
N(n)s
associated to it. If we consider just the square-free coefficients of this L-function it easy to
show that they are equal to the Fourier coefficients at cubes, or an(π, sym
3) = an3(π). If one
wanted to investigate the analytic properties of the symmetric cube L-function, say just to
the left of s = 1, one could perhaps study the cubic Dirichlet series∑
(n)
an3(π)
N(n)s
.
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Indeed, an elementary argument shows that the symmetric cube L-function has analytic
continuation for ℜ(s) > 1
2
iff the cubic Dirichlet series has analytic continuation for ℜ(s) > 1
2
.
So we can then try to study this cubic Dirichlet series associated with the symmetric cube
L-function via beyond endoscopy as we do exactly in this paper for metaplectic forms. As
mentioned in the outline of the proof, we apply the trace formula and then Poisson summation
in the n-sum originally associated to the Dirichlet series to get:
∑
c
1
N(c)2
∑
x(c)∗
χ(x)e(
x
c
)


∑
m
∑
k(c)
e(
xk3 −mk
c
)
∫
C
e(
−tm
c
)g(t/X)V (
4π
√
t3
c
)d+t

 .
For m 6= 0, the strategy applied to metaplectic forms is to use Katz’s cubic identity to
swap cubic exponential sums with more elementary Ramanujan sums. The key point for
metaplectic forms is that the analogous equation above on the geometric side of the trace
formula has a cubic residue character at every prime p dividing c in the sum of exponential
sums. This is not true for the geometric side of the trace formula for automorphic repre-
sentations and the analogous cubic character χ is seen only at the finite primes dividing the
level D. In other words, for c ∈ Z[ω], we can apply Katz’s identity at every prime dividing c,
but we only see the character χ from the x-sum only at the primes dividing the level in the
automorphic setting. How is this different? In the metaplectic setting, where we see “χ” at
every prime, interchanging the x-sum with Katz’s identity, we get Ramanujan sums, while
in the automorphic setting we get something much more difficult to deal with at primes
not dividing the level. So if having a nontrivial character at every prime is crucial to the
argument, the automorphic setting will be difficult. This shows how different studying the
problem of analytic continuation via beyond endoscopy of the symmetric cube L-function
of an automorphic representation is verses the cubic Dirichlet series of a cubic metaplectic
form is.
Perhaps the difficulty seen on the geometric side of the trace formula is a reflection of
approaching the symmetric cube L-function via this truncated Dirichlet series. Following
this line of thought, does this make the cubic Dirichlet series for the metaplectic setting a
more natural object to study, as the corresponding analysis on the geometric side of the
trace formula is easier to deal with?
6. Preliminaries
Let K = Q(ω), with ω a cube root of unity. The ring of integers will be denoted OK. Here
the discriminant is denoted DK, and the different is generated by δ =
√−3. Likewise, define
the absolute norm of ideal generated by c as N(c). We denote the non-trivial automorphism
in this field by x→ x′.We use the standard notation for the exponential e(x) := exp(2πi(x
δ
+
x′
δ′
)).
Let
Γ1 = {γ ∈ SL2(OK) : γ ≡ I(3)},
and
Γ∗(D) = {
(
a b
c d
)
∈ Γ1 : D|c}.
Of first importance for us are the subgroups of SL2(Z[i]) defined by
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Γ2 = {γ ∈ SL2(Z[i]) : ∃g ∈ SL2(Z), γ ≡ g (mod 3)},(6.1)
Γ1(3) = {γ ∈ SL2(Z[i]) : γ ≡ 1 (mod 3)},(6.2)
Γ0(D) = {γ ∈ SL2(Z[i]) : γ ≡ ( ∗ ∗0 ∗ ) (mod D)}.(6.3)
The Kubota symbol κ can now be introduced. It is defined on Γ1 by
κ(γ) =
{(
a
c
)
3
if c 6= 0
1 if c = 0,
where γ =
(
a b
c d
)
∈ Γ1,
with
(
c
a
)
3
the cubic power residue symbol. This definition is then extended to Γ2 by defining
κ trivially on SL2(Z). More precisely, for any γ2 ∈ Γ2, there exists g ∈ SL2(Z) and γ1 ∈ Γ1
such that γ2 = gγ1, and we define
(6.4) κ(γ2) = κ(γ1).
In the rest of this section we shall consider the discrete subgroup of SL2(Z[i]), Γ = Γ1(3)∩
Γ0(D) for D square-free. Let Π be a representation associated to a metaplectic form on Γ\G,
then for f ∈ Π we have
f(γg) = κ(γ)f(g) for all γ ∈ Γ.
Note this also implies f(g) = f(−g) and therefore an(Π) = a−n(Π).
We use the Kuznetsov trace formula over the imaginary quadratic field K from [BMo],
[L]. We chose to study the representations that transform by Γ with square-free D ≡ 1(3).
This is very nearly the same family studied in [LP]. For cusps σ = gσ · ∞, σ′ = gσ′ · ∞, it
takes the form
(6.5)
∑
Π 6=1
h(V, νΠ, pΠ)c
σ
µ(Π)c
σ′
ν (Π) + {CSCµ,ν} =
=
∞∑
c 6=0
1
N(c)
Sσ,σ
′
(ν, µ, c)V (4π
√
µν/c),
where µ, ν ∈ OK and V (x) ∈ C∞0 (C∗). The transform associated to the archimedean param-
eters (νΠ, pΠ) is
(6.6) h(V, νΠ, pΠ) =
∫
C∗
V (z)BνΠ,pΠ(z)
d+z
|z|2 ,
where d+z is the Lebesque measure on C. Here,
Bν,p(z) = sin(π(ν − p))−1(|z
2
|−2ν( iz|z|)
2pJ∗−ν+p(z)J
∗
−ν−p(z)− |
z
2
|2ν( iz|z|)
−2pJ∗ν−p(z)J
∗
ν+p(z),
where J∗µ(z) = Jµ(z)(
z
2
)−µ and Jµ(z) is the standard J-Bessel function of index µ. Following
[BM] the choice of square root does not matter, provided arg
√
N(t) = − arg√N(t).
The Kloosterman sum equals
(6.7) Sσ,σ
′
(ν, µ, c) :=
∑
γ∈Γσ\Γ/Γσ′
c(γ)=c
(
a(γ)
c(γ)
)3e((
νd(γ) + µa(γ)
c
)),
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where Γσ := {g ∈ Γ | g · σ = σ} and a = a(γ), b = b(γ), c = c(γ), and d = d(γ) by(
a b
c d
)
= gσγg
−1
σ′ .
7. Geometric side of Trace formula
Let g ∈ C∞0 (R+), such that
∫∞
0
g(x)
√
xdx = 1. Let us not restrict the Fourier coefficient
ab(Π) to ap(Π) or ap3(Π) yet. The Kuznetsov trace formula gives us that (2.1) equals
(7.1)
1
X
∑
(n)
g(N(n)/X)
∞∑
c 6=0
1
N(c)
Sσ,σ
′
(n3, b, c)V (
4π
√
n3b
c
)
We now refer to a explicit calculation of the Kloosterman sum following [LP]. We consider
the cusp 1−D which shall be represented as gσ ·∞ with gσ =
(
D − 1 l
1 m
)
with l ≡ 1(3)
and m ≡ 0(3). Let σ′ be the identity matrix, then following Proposition 5.1 of [LP]
Proposition 7.1. For any c, the sum Sσ,σ
′
(ν, µ, c) is zero unless c ≡ 1(3), in which case we
have
Sσ,σ
′
(ν, µ, c) =
∑
a(c)∗
e(
µa+ νa
c
)(
a
c
)3 := S3(µ, ν, c).
Here x is the multiplicative inverse of x(c).
Remark. Note for a, b ≡ 1(3), cubic reciprocity implies
(
a
b
)3 = (
b
a
)3.
We will use this repeatedly through out the paper without anymore mention.
We now break up the Kloosterman sums and gather all the n-terms to get,
(7.2)
∑
c≡1(3)
c≡0(D)
1
N(c)
∑
x(c)∗
(
x
c
)3e(
bx
c
)


∑
(n)
e(
n3x
c
)g(N(n)/X)V (
4π
√
n3b
c
)

 .
To apply Poisson summation in the n-variable, we now “unfold” the sum over the ideals
(n) to the integers of OK. As the nontrivial roots of unity µ of Q[ω] satisfy µ3 = 1, we
are only changing the sum to study by 1
3
. As the metaplectic forms we study are even and
therefore have even Fourier coefficients, we also multiply by 1
2
.
As the term in brackets in (7.2) is a smooth function, we can apply Poisson summation
to the n-sum in residue classes mod c to get,
(7.3)
1
X6
√
DK
∑
c≡1(3)
c≡0(D)
1
N(c)2
∑
x(c)∗
(
x
c
)3e(
bx
c
)
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
∑
m
∑
k(c)
e(
xk3 −mk
c
)
∫
C
e(
−tm
c
)g(N(t)/X)V (
4π
√
t3b
c
)d+t

 .
Change of variables t→√Xt, gives
(7.4)
1
6
√
DK
∑
c≡1(3)
c≡0(D)
1
N(c)2
∑
x(c)∗
(
x
c
)3e(
bx
c
)


∑
m
∑
k(c)
e(
xk3 −mk
c
)
∫
C
e(
−t√Xm
c
)g(N(t))V (
4π
√
(
√
Xt)3b
c
)d+t

 .
Since g and V are of compact support, N(c) ∼ X3/2. Thus, it is sufficient to study (7.4) as
(7.5)
∑
c≡1(3)
c≡0(D)
1
N(c)2
∑
x(c)∗
(
x
c
)3e(
bx
c
)
∑
m
∑
k(c)
e(
xk3 −mk
c
)Wm(
c
X3/4
),
where Wm(y) =
1
6
√
D
∫
C e(
−tm
X1/4y
)g(N(t))V (4π
√
t3b
y
)d+t. When we need a true asymptotic we
will go back to the original notation. Notice the terms N(m) >
√
X are negligible by
integration by parts in the t-variable. Negligible in this case means a bound
(7.6)
∑
c≡1(3)
c≡0(D)
1
N(c)2
∑
x(c)∗
(
x
c
)3e(
bx
c
)
∑
N(m)>
√
X
∑
k(c)
e(
xk3 −mk
c
)Wm(
c
X3/4
) = O(X−A),
for any positive integer A > 0. Trivially we have the bound O(X2) for (7.5). While applying
the Weil bound on the Kloosterman sum of (7.1), see [V]:
(7.7) S3(r, s, c)≪K (r, s, c)1/2N(c)1/2,
gives the bound O(X
3
2 ). This comes from the fact that (n3, b, c)1/2 can be as big as N(c)1/2.
8. Using a Cubic identity
Our focus is on
(8.1)
1
X3/2
∑
c≡1(3)
c≡0(D)
∑
m
1
N(c)
∑
x(c)∗
(
x
c
)3e(
bx
c
)
∑
k(c)
e(
xk3 −mk
c
)Wm(
N(c)
X3/2
),
where we let Wm(y) =
1
N(y)Wm(y). This notation helps us locate that N(c) ∼ X3/2.
It is key to understand ∑
k(c)
e(
xk3 −mk
c
).
Let us define T (A,B, c) :=
∑
x(c) e(
Ax3+Bx
c
).
We break this into 2 cases: m = 0 and m 6= 0.
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8.1. The case of m = 0. We prove in this subsection,
Proposition 8.1. For any ǫ > 0, we have
(8.2)
1
X3/2
∑
c≡1(3)
c≡0(D)
1
N(c)
∑
x(c)∗
(
x
c
)3e(
bx
c
)
∑
k(c)
e(
xk3
c
)W0(
N(c)
X3/2
) = O(X−3/4+ǫ).
So this is significantly smaller then the bound of Theorem 3.1.
The arithmetic to study in this case is
(8.3)
∑
x(c)∗
(
x
c
)3e(
bx
c
)T (x, 0, c).
We reduce the study to prime power modulus by the following lemma.
Lemma 8.2. Let c = c1c2, (c1, c2) = 1, and (A, c) = 1, then
T (A,B, c1c2) = T (Ac
2
2, B, c1)T (Ac
2
1, B, c2).
Proof. This is a direct application of Chinese remainder theorem. 
Now we state Lemma 8.7 from [LP].
Lemma 8.3. Let p ∤ 3A, then
T (A, 0, pk+3) = N(p)2T (A, 0, pk).
Using the above 2 lemmas we can reduce study of (8.3) to
(8.4)
∑
x(pk)∗
(
x
pk
)3e(
bx
pk
)T (zx, 0, pk) = N(p)2l
∑
x(pk)∗
(
x
pk
)3e(
bx
pk
)T (zx, 0, ph),
where (z, p) = 1, k = h+ 3l, h(3).
Lemma 8.4. Let k > 1, with k = h + 3l, h(3). For (z, p) = 1,∑
x(pk)∗
(
x
pk
)3e(
bx
pk
)T (zx, 0, ph) = 0.
Proof. We first note the fact from [BY] that
g(r, pk) :=
∑
x(pk)∗
(
x
pk
)3e(
rx
pk
) = 0
for (r, p) = 1 and k > 1. Thus for h = 0, we are done. For h = 1, from [LP]
(8.5) T (zx, 0, p) = g(zx, p) + g(zx, p).
A change of variables in the Gauss sum and the conjugate Gauss gives
(
zx
p
)3g(1, p) + (
zx
p
)3g(1, p).
The cubic residue character has conductor p, so either the sum over x(pk)∗ is a Ramanujan
sum or a Gauss sum, both of which are zero. If h = 2 then by [LP] T (xz, 0, p2) = N(p), so
again the Gauss sum is zero.

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Thus the study of (8.3) is reduced to square-free modulus.
Now by Proposition 8.1 in [LP] for (A, c) = 1,
T (A, 0, c) =
∑
c1c2c33=c
g(A, c1)g(A, c2)N(c3)2.
Incorporating this into (8.3), we have
(8.6)
∑
c1c2=c
∑
x(c)∗
(
x
c
)3e(
bx
c
)g(x, c1)g(x, c2).
With a change of variables this reduces to∑
c1c2=c
g(1, c1)g(1, c2)
∑
x(c)∗
(
x2
c2
)3e(
bx
c
).
We have ∑
x(c)∗
(
x2
c2
)3e(
bx
c
) = µ(c1)g(b, c2),
by an application of the Chinese remainder theorem. Now assume (b, c2) = 1 then (8.3)
reduces to ∑
c1c2=c
µ(c1)g(b, c1)(
b2
c2
)3N(c2).
If (b, c2) > 1, then as c2 is square-free, an orthogonality of characters argument shows the
Gauss sum g(b, c2) = 0.
Proof. {Proposition 8.1} By use of the previous lemmas, (8.2) equals
(8.7)
∑
c1c2≡1(3)
c1c2≡0(D)
µ(c1)g(b, c1)
N(c1)2
( b
2
c2
)3
N(c2)
∫
C
g(N(t))V (
√
t3(
√
X
3
c1c2
)d+t.
By the support of g and V (8.7) is bounded above and below up to an absolute constant by
∑
c1c2≡1(3)
c1c2≡0(D)
µ(c1)g(b, c1)
N(c1)2
( b
2
c2
)3
N(c2)
H(
N(c1c2)
X3/2
),
with H ∈ C∞0 (R+).
So to understand the analytic properties of (8.7) it suffices to understand the above sum.
Then by Mellin inversion, the above term is bounded for σ large by
(8.8)
1
2πi
∫
ℜ(s)=4
H˜(s)X
3s
2

 ∑∗
c1≡1(3)
c1≡0(D)
µ(c1)g(b, c1)
N(c1)2+s


(∑
c2
( b
2
c2
)3
N(c2)1+s
)
ds.
The c2-sum has analytic continuation on the complex plane as b is not a unit, while the
c1-sum, using trivial bounds, has analytic continuation to ℜ(s) = −12 + ǫ, for any ǫ > 0. Shift
the contour of the Mellin transform to ℜ(s) = −1
2
+ ǫ, for a fixed ǫ, then (8.8) is O(X−
3
4
+ǫ).
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Now assume b = p3, then (8.7) equals
(8.9)
1
2πi
∫
ℜ(s)=4
H˜(s)X
3s
2

 ∑∗
c1≡1(3)
c1≡0(D)
µ(c1)g(b, c1)
N(c1)2+s


(∑
c2
1
N(c2)1+s
)
ds.
This by an analogous argument has a similar bound of O(X−
3
4
+ǫ).

8.2. The case of m 6= 0. In this case we first need to deal with cubic exponential sums
T (A,B, c) with (AB, c) > 1. The identity we ultimately want to apply is applicable when
(AB, c) = 1, so we need to reduce to such case. Reducing to a prime modulus by Lemma
8.2, we have the following local calculation:
Lemma 8.5. Let (AB, p) = 1 then
∑
x(pk)
e(
Ax3 − pjBx
pk
) =


N(p)jT (A,B, pk−
3j
2 ), if j ≤ k/2 and j is even
0, j ≤ k/2, k ≥ 3 and j is odd
N(p), k = 2, j = 1
N(p)k/2T (A,Bph+⌊k/4⌋−⌈k/4⌉, pk−3⌈k/4⌉), j = h+ k/2, 0 < h ≤ k/4, k ∈ 2N
N(p)k/2T (A, 0, pk−3⌈k/4⌉), j = h+ k/2, h > k/4, k ∈ 2N
N(p)(k+1)/2T (A, 0, p⌊(k−3)/4⌋), j = h+ (k + 1)/2,
h ≥ ⌊(k − 3)/4⌋, k odd
N(p)(k+1)/2T (A,Bph+⌊(k+1)/4⌋−⌈(k+1)/4⌉, p⌊(k−3)/4⌋), j = h+ (k + 1)/2,
h < ⌊(k − 3)/4⌋, k odd.
Proof. Take the case j ≤ k/2. Then we can rewrite
∑
x(pk)
e(
Ax3 − pjBx
pk
) = pj
∑
a(pk−j)
3Aa2≡0(pj)
e(
Aa3 + pjBa
pk
),
using x = a+ pk−jb with a(pk−j), b(pj). Since j = 2l, l ∈ N, a = ply, y(pk−3l). Incorporating
this into the cubic exponential sum we have N(p)jT (A,B, pk−3j/2).
Similarly, the same procedure for j ≤ k/2 and j odd gives for k ≥ 3,
N(p)jT (p
3(j+1)
2 A, p
3j+1
2 B, pk). As j ≥ 1, we will always reduce to a cubic exponential sum
T (prA,B, pq), q > r ≥ 1. It is easy to check by a linearizaion argument, as was done for the
even j case, that the sum is always zero.
It is an easy check to see for k = 2, j = 1 the sum is N(p).
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Now we break the cases of j > k/2 into cases where k is even and odd, respectively.
Suppose first k is even, then∑
x(pk)
e(
Ax3 − pjBx
pk
) = N(p)k/2
∑
a(pk/2)
3a2≡0(pk/2)
e(
Aa3 + pjBa
pk
).
Then a = p⌈k/4⌉y, y(pk/2−⌈k/4⌉). Now if j = h + k/2, h > k/4, the sum reduces to
N(p)k/2T (A, 0, pk−3⌈k/4⌉). If h ≤ k/4, one gets
N(p)k/2
∑
y(pk/2−⌈k/4⌉)
e(
Ap3⌈k/4⌉y3 + ph+k/2+⌈k/4⌉By
pk
)
This reduces to
N(p)k/2T (A,Bph+⌊k/4⌋+⌈k/4⌉, pk−3⌈k/4⌉).
The last equality following from
k/2 + ⌈k/4⌉ − 3⌈k/4⌉ = k/2− ⌈k/4⌉ − ⌈k/4⌉ = ⌊k/4⌋ − ⌈k/4⌉.
The last equation is −1 if k 6= 4q, q ∈ N and 0 else.
If k is odd, one uses the decomposition x = a+ p
k−1
2 b to get∑
a(p(k−1)/2)
e(
a3 + pja
pk
)
∑
b(p(k+1)/2)
e(
3(a2b+ pk−1ab2
p(k+1)/2
).
Since k is odd, e( p
k−1ab2
p(k+1)/2
) = 1. Now if (a, p) = 1 the internal sum is 0. If a = ply, with l < k+1
4
then again the internal sum is zero. If l ≥ k+1
4
, then writing the j = h + k+1
2
, 1 ≤ h ≤ k−1
2
,
the internal sum is N(p)
k+1
2 , so the sum in the a variable
N(p)
k+1
2
∑
a≡p⌈(k+1)/4⌉y(p(k−1)/2
e(
p3⌈(k+1)/4⌉y3 + p(k+1)/2+h+⌈(k+1)/4⌉y
pk
).
Then this equals
N(p)
k+1
2
∑
y(p⌊(k−3)/4⌋)
e(
Ay3 + ph+⌊(k+1)/4⌋−⌈(k+1)/4⌉y
p⌊(k−3)/4⌋
),
by a similar argument to when k is even above.
So if h ≥ ⌊(k − 3)/4⌋, then we get
N(p)
k+1
2 T (A, 0, p⌊(k−3)/4⌋).
And else,
N(p)
k+1
2 T (A,Bph+⌊(k+1)/4⌋−⌈(k+1)/4⌉, p⌊(k−3)/4⌋).

We now state an identity studied by several authors [DI], [K], [LP], [P4], and [Y].
Theorem 8.6. Let (xm, c) = 1, then
(8.10)
∑
k(c)
e(
xk3 +mk
c
) =
∑
y(c)∗
(
xy
c
)3e(
y −m333xy
c
).
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This is a beautiful identity relating a cubic exponential to a twisted Kloosterman sum. As
mentioned, [MR] state this identity is equivalent to the Fundamental Lemma in the problem
they study. The reason we choose our field to contain the cube roots of unity, is this identity
does not seem to exist for primes p ≡ 2(3). Perhaps, the lack of an identity in this case over Q
is related to studying the cubic Dirichlet series in this paper for automorphic representations
is “unnatural,” while the symmetric cube is natural.
The next part of the paper is very technical, and on a first read through, one should keep
in mind b = 1. Then one only needs Proposition 8.7. However, we want to employ Hecke
operators to isolate a single representation on the spectral side of the trace formula, and for
that we need a Fourier coefficient ab(Π) with either b a prime or cubic power of a prime.
This is why we need to deal with the “ramified” cases in Proposition 8.8 below.
We now use Lemma 8.5 and Theorem 8.6 to prove the following proposition.
Proposition 8.7. {Unramified Case} Let 1 ≤ j < k, (wB, p) = 1. Suppose (b, p) = 1 then
(8.11)
∑
A(pk)∗
(
A
pk
)3e(
bwA
pk
)
∑
x(pk)
e(
Aw2x3 + pjBx
pk
) = 0.
Similarly if 1 < j = k the sum is zero.
Let k = j = 1, (bwB, p) = 1, then
(8.12)
∑
A(p)∗
(
A
p
)3e(
bwA
p
)
∑
x(pk)
e(
Aw2x3 + pBx
p
) = (
w
p
)3µ(p)g(1, p) + (
b
p
)3N(p).
Proof. We deal with the first case of Lemma 8.5. Using Theorem 8.6,
N(p)jT (Aw2, B, pk−3j/2) = N(p)j
∑
y(pk−3j/2)∗
(
Aw2y
pk−3j/2
)3e(
y − B333Aw2y
pk−3j/2
).
Gathering the A-sum in (8.11), we have∑
A(pk)∗
(
A
pk
)3(
Aw2y
pk−3j/2
)3e(
Aw2(b−B3p3j/233wy)
pk
).
Then since (b− B3p3j/233wy, p) = 1, we use the fact from [BY] that
g(r, pk) :=
∑
x(pk)∗
(
x
pk
)3e(
rx
pk
) = 0
for (r, p) = 1 and k > 1. The other cases follow analogously. The case of when 1 < j = k
follows analogously as above. The case of j = k = 1 reduces the x-sum to Gauss sums which
by a change of variables gives (w
p
)3µ(p)g(1, p) + (
b
p
)3N(p).

The general case for (b, p) > 1 with p the modulus of the exponential sum is more difficult.
Proposition 8.8. Let (wB, p) = 1. If b = pl with l ≥ k > 1 then∑
A(pk)∗
(
A
pk
)3e(
bwA
pk
)
∑
x(pk)
e(
Aw2x3 +Bx
pk
)
is zero. If l ≥ k = 1 then the sum equals µ(p)(w
p
)3g(1, p).
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Proof. If (b, p) > 1 but j = 0, then again (b−B333y, p) = 1 if b
pk
6= 1 by the same argument
as in Proposition 8.7. However, if b
pk
= 1 or l = k then the x-sum becomes a Ramanujan
sum which is only non-zero if k = 1. In this case, we have∑
A(p)∗
(
A
p
)3
∑
x(p)
e(
Aw2x3 +Bx
p
) =
∑
A(p)∗
(
A
p
)3
∑
t(p)
(
tAw2
p
)3e(
t− B333Aw2t
p
) = µ(p)(
w
p
)3g(1, p).

One can consider the above proposition as the j = 0 case of the following propositions for
b = {p, p3}.
Proposition 8.9. Let (wB, p) = 1, j ≥ 1 and b = p, then there is a nontrivial contribution
to
∑
A(pk)∗(
A
p
)3e(
bwA
pk
)
∑
x(pk) e(
Aw2x3+pjBx
pk
) in the following cases:
(8.13)
∑
A(pk)∗
(
A
pk
)3e(
pwA
pk
)
∑
x(pk)
e(
Aw2x3 + pjBx
pk
) =
{
φ(p)(w
p
)3g(1, p) if j ≥ 1, k = 1
N(p)2(w
p
)3g(1, p), if j ≥ 1, k = 2,
Proof. We start with the trivial case of k = 1, j = 1. Here by a standard check analogous to
Proposition 8.8, we have the sum equal to φ(p)(w
p
)3g(1, p).
Look at the case with k = 2. We write x(p2), x = a+ pb, a(p), b(p) to get∑
x(p2)
e(
Aw2x3 + pjBx
p2
) = N(p)
∑
a(p)
3w2Aa2≡0(p)
e(
Aw2a3 + pjBa
p2
) = N(p).
Here we used the fact that j ≥ 1 otherwise we are in the case of Proposition 8.8. Then the
A-sum equals by a standard calculation N(p)(w
p
)3g(1, p).
Other than these trivial cases, following Proposition 8.7, one gathers the A-sum. It can
be checked that for each case of Lemma 8.5, these cases are zero for k > 2. Indeed, we study∑
A(pk)∗
(
A
pk
)3e(
wA
pk−1
)
∑
x(pk)
e(
Aw2x3 + pjBx
pk
).
If j = 0, then we use Katz’s identity to get∑
y(pk)
(
y
pk
)3e(
y
pk
)
∑
A(pk)∗
e(
A(wp− B3y33)
pk
) = 0
as ((wp− B3y33, p) = 1 and the A-sum is a Ramanujan sum.
Now assume j > 1 then from Lemma 8.5 for the x-sum, either there is no dependence on
A and/or the power of the exponential sum is less than k, say it drops to k− q, 0 < q < k. If
there is no dependence on A then the outside A-sum of the left hand side of (8.13) is just a
Gauss sum to a prime power modulus greater than one (as k > 2) and so is zero. Now if the
power of k drops and the x-sum looks like T (A, 0, pk−q) then by Lemma 8.3 if k− q = r+3l,
T (A, 0, pk−q) = N(p)2lT (A, 0, pr).
If r = 0 we are in the previous case of A-independence. If r = 1, then by a change of
variables in the A-sum, we have a Gauss sum to a prime power modulus which is zero. If
r = 2, the Gauss sum is just N(p) and so A-independent.
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If the power of k drops but looks like T (A,Bpi, pk−q), then if i = 0 an application of Katz’s
identity and we are in the case of j = 0 above. If i 6= 0 we can reapply Lemma 8.3 until
i = 0, and again apply Katz’s identity and use the j = 0 case that Ramanujan sums to prime
power modulus are zero.

Proposition 8.10. Let (wB, p) = 1, j ≥ 1 and b = p3, then there is a nontrivial contribution
to the above equation in the following cases
(8.14)
∑
A(pk)∗
(
A
pk
)3e(
p3wA
pk
)
∑
x(pk)
e(
Aw2x3 + pjBx
pk
) =


φ(p)(w
p
)3g(1, p) if j ≥ 1, k = 1,
φ(p3)N(p)2 if j ≥ 2, k = 3,
N(p)5
[
(w
p
)3g(1, p)µ(p) + N(p)e(B
333w
p
)
]
, if j = 2, k = 4,
N(p)5
[
(w
p
)3g(1, p)µ(p) + N(p)
]
, if j ≥ 3, k = 4,
N(p)k+2e(B
333w
pk−3
), if j = 2, k ≥ 5.
Proof. We start with the trivial case of k = 1, j = 1. Here we just have a Gauss sum and
with a change of variables, we have the sum equal to φ(p)(w
p
)3g(1, p).
Using Proposition 8.8 for k = 2, j = 0, this case is zero. In the case k = 2, j ≥ 1 we write
x(p2), x = a+ pb, a(p), b(p) to get
∑
x(p2)
e(
Aw2x3 + pjBx
p2
) = N(p)
∑
a(p)
3w2Aa2≡0(p)
e(
Aw2a3 + pjBa
p2
) = N(p).
Here we used the fact that j ≥ 1 otherwise we are in the case of Proposition 8.8. Then the
A-sum equals a complete character sum which is zero.
Take the case k = 3. We write x(p3), x = a+ p2b, a(p2), b(p) to get
∑
x(p3)
e(
Aw2x3 + pjBx
p3
) = N(p)
∑
a(p2)
3w2Aa2≡0(p)
e(
Aw2a3 + pjBa
p3
).
As 3Aw are units, this equals
N(p)
∑
l(p)
e(
Aw2p3l3 + pj+1Bl
p3
) = N(p)
∑
l(p)
e(
Bl
p2−j
).
Clearly if j ≥ 2 the l-sum is N(p) and zero for j < 2. Assuming that j ≥ 2, the A-sum is
trivially φ(p3).
Take the case k = 4. By analogous calculation to the case k = 3 we write x(p4), x =
a+ p3b, a(p2), b(p) to get
N(p)
∑
l(p2)
e(
Aw2p3l3 + pj+1Bl
p4
).
If j = 1 then by another linearization argument the sum is zero.
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In the case j = 2 we need to use Lemma 8.5 to get
(8.15)
∑
A(p4)∗
(
A
p
)3e(
p3wA
p4
)
∑
x(p4)
e(
Aw2x3 + p2Bx
p4
) =
∑
A(p4)∗
(
A
p
)3e(
p3wA
p4
)

N(p)2∑
t(p)∗
e(
Aw2t +Bt
p
)

 =
N(p)2
∑
A(p4)∗
(
A
p
)3e(
p3wA
p4
)
∑
t(p)∗
(
Aw2t
p
)3e(
t− B333Aw2t
p
) =
N(p)2
∑
t(p)∗
(
w2t
p
)3e(
t
p
)
∑
A(p4)∗
e(
A(w − B333w2t)
p
) =
N(p)5(
w
p
)3
∑
t(p)∗
(
t
p
)3e(
t
p
)
∑
q|p
t≡B333w(q)
µ(
p
q
)N(q) =
N(p)5
[
g(1, p)µ(p)(
w
p
)3 + N(p)e(
B333w
p
)
]
.
By similar analysis for the case j ≥ 3, we have
(8.16) N(p)5
[
N(p) + (
w
p
)3g(1, p)µ(p)
]
.
Now look at k = 5. From Proposition 8.8 and Lemma 8.5 we do not need to consider the
cases j = 0, j = 1. However, for j = 2, from Lemma 8.5,∑
A(p5)∗
(
A
p5
)3e(
p3wA
p5
)
∑
x(p5)
e(
Aw2x3 + p2Bx
p5
) =
N(p)2
∑
A(p5)∗
(
A
p2
)3e(
wA
p2
)T (Aw2, B, p2) = N(p7)e(
B333w
p2
).
For j ≥ 3, by Lemma 8.5 the x-sum is N(p) and so the A-sum is zero as it is a Gauss sum
to prime power modulus.
Consider the case k > 5. Note in this case if the x-sum is independent of A then the A-sum
is zero as it is a Gauss sum to prime power modulus. By inspecting Lemma 8.5, except in
the case j = 2, this is exactly what happens. So in this one case with j = 2 we have∑
A(pk)∗
(
A
pk
)3e(
wA
pk−3
)
∑
x(pk)
e(
Aw2x3 + p2Bx
pk
) =
N(p)2
∑
A(pk)∗
(
A
pk
)3e(
wA
pk−3
)T (A,B, pk−3) = N(p)k+2e(
B333w
pk−3
).
This calculation agrees with the case k = 5, j = 2. So we have a nontrivial contribution in
the case k ≥ 5, j = 2.

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8.3. Reduction from cubic exponential sums to Ramanujan sums. Let us look at
the case (mbw, c) = 1, m 6= 0. Incorporating the identity of Theorem 8.6 into the opened
Kloosterman sum in (8.1) we have
(8.17)
∑
x(c)∗
(
x
c
)3e(
bwx
c
)
∑
k(c)
e(
w(xk3 +mk)
c
) =
∑
x(c)∗
(
x
c
)3e(
bwx
c
)
∑
y(c)∗
(
xwy
c
)3e(
y −m333yw2x
c
) =
(
w
c
)3
∑
y(c)∗
(
y
c
)3e(
y
c
)
∑
x(c)∗
e(
x(bw −m333w2y)
c
).
So what the identity did is take complicated cubic exponential sums to manageable Ramanu-
jan sums. We should also point out that by Lemma 8.7 if (m, c) > 1, then if c is square-full
the sum is zero while if c is square-free the sum is non-zero and the identity of Katz is not
needed in this latter case.
Now we simplify (8.17).
Lemma 8.11. If (mwb, c) = 1, then (8.17) equals
(
w
c
)3
∑
y(c)∗
(
y
c
)3e(
y
c
)
∑
x(c)∗
e(
x(bw −m333w2y)
c
) = (
w
c
)3
∑
(q),q|c
µ(
c
q
)N(q)
∑
y(c)∗
y≡m3b33w(q)
(
y
c
)3e(
y
c
).
Proof. The interior sum is a Ramanujan sum, hence is equal to∑
q|(c,bw−m333w2y)
µ(
c
q
)N(q).
Inverting the q and y-sum and a change of variables gives the result. 
We now prove the y-sum is multiplicative in c and q.
Lemma 8.12. Let c = df, (d, f) = 1 and q|c, q = wv, where w|d, v|f. Then
∑
y(c)∗
y≡b(q)
(
y
c
)3e(
y33m3
c
) = (
d
f
)3(
f
d
)3

 ∑
x(d)∗
x≡b(w)
(
x
d
)3e(
x33m3
d
)



 ∑
z(f)∗
z≡b(v)
(
y
f
)3e(
y33m3
f
)

 .
Proof. This is an application of the Chinese Remainder Theorem. This is the same proof as
for a normal Gauss sum, but we point out for the usual bijection y mod df → (x mod d, z
mod f) via y = ffx+ ddz, where dd ≡ 1(f), ff ≡ 1(d), the congruence
y ≡ ffx+ ddz ≡ 1(q)
implies
ffx ≡ 1(w).
Further ff ≡ 1(w), hence the result. 
We now can focus on a prime and prime power modulus.
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Lemma 8.13. Let c = pk, k > 1 and q = pr, 0 ≤ r ≤ k. If (mb, p) = 1, then
(
w
pk
)3
∑
q|pk
µ(
pk
q
)N(q)
∑
y(pk)∗
y≡m3b33w(q)
(
y
pk
)3e(
y
pk
) = 0
unless r = k. If r = k > 1, then the sum equals
(
w
pk
)3N(pk)(
wb
pk
)3e(
m3b33w
pk
) = N(pk)(
b
pk
)3e(
m3b33w
pk
).
If r = k = 1, then the sum equals N(p)( b
p
)3e(
m3wb33
p
) + (w
p
)3µ(p)g(1, p).
Proof. Assume k > 1, then the cubic residue character is a primitive character of conductor
p, hence the sum is
(
w
pk
)3(
wb
pk
)3e(
33wbm3
pk−r
)
∑
l(pk−r)
e(
lbw33m3
pk−r
) = 0,
as (m, p) = 1. Thus only q = pk contributes to (8.1), and the LHS of Lemma 8.11
equals ( w
pk
)3N(pk)(wbpk )3e(
m3wb33
pk
). If k = 1, then we have two terms N(p)( b
p
)3e(
m3wb33
p
) +
(w
p
)3µ(p)g(1, p). 
Remark. Note in the case that c = p, (p,m) > 1 from Lemma 8.7, the answer agrees with
the term in Lemma 8.13 for r = k = 1 with m ≡ 0(p).
What is left over after after the use of this lemma to (8.1)? We can rewrite the equation
as
(8.18)
1
X3/2
[ ∑
c≡1(3)
c≡0(D)
(c,b)=1
∑
m
1
N(c)
∑
x(c)∗
(
x
c
)3e(
bx
c
)
∑
k(c)
e(
xk3 −mk
c
)Wm(
N(c)
X3/2
)+
∑
c≡1(3)
c≡0(D)
(c,b)>1
∑
m
1
N(c)
∑
x(c)∗
(
x
c
)3e(
bx
c
)
∑
k(c)
e(
xk3 −mk
c
)Wm(
N(c)
X3/2
)
]
.
Let us assume (b, c) = 1 first. From Lemmas 8.7, 8.13 using multiplicativity we have
∑
x(c)∗
(
x
c
)3e(
bx
c
)
∑
k(c)
e(
xk3 −mk
c
) =
∑
f |c,( c
f
,f)=1
µ(f)g(1, f)(
bf
c
f
)3N(
c
f
)e(
m3fb33
c
f
).
Note also by the same lemmas this term is only non-zero when ( c
f
, m) = d with d squarefree.
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We can write using cubic reciprocity and inverting the f - and c-sums
(8.19)
1
X3/2
[ ∑
c≡1(3)
c≡0(D)
(c,b)=1
∑
m
1
N(c)
∑
x(c)∗
(
x
c
)3e(
bx
c
)
∑
k(c)
e(
xk3 −mk
c
)Wm(
N(c)
X3/2
) =
1
X3/2
∑
m6=0
∑
d|m,(d,b)=1
µ2(d)
∑
f
µ(f)g(1, f)
N(f)
∑
fc≡1(3)
fc≡0(D)
d|c
(p c
d
,m)=1
(
bf
c
)3e(
m3fb33
c
)Wm(
N(fc)
X3/2
).
The point being that the m-sum and c-sum are co-prime up to a square-free factor d that
is also co-prime to p.
Notice trivially we have the bound O(X1/2) for (8.19) by noting that the sum is largest
when N(c) ∼ X3/2 and N(f) ∼ 1. This is in fact the correct size of the main term. In the
next sections we show this is true after summing the m, d, f and c-sums.
For (b, c) > 1, we look only look at the case b = p.
8.4. The case of (b, c) > 1 and b = p. We need a lemma before we get to the sum we need
to analyze.
Lemma 8.14. Let (wcm, p) = 1 with c squarefull. Then for i, j, k ∈ Z
∑
x(c)∗
(
x
c
)3e(
pipkwx
c
)
∑
k(c)
e(
pkw2xk3 − pj+kmk
c
) = N(c)(
p−i
c
)3e(
pk+3j−im333w
c
).
Proof. As c is squarefull, by similar reasoning to Lemma 8.13 we have
(
p−kw
c
)3
∑
t(c)∗
(
t
c
)3e(
t
c
)
∑
x(c)∗
e(
x(pi+kw −m3p3j+2k33w2t)
c
) = N(c)(
p−k+k−iww
c
)3e(
pk+3j−im333w
c
) =
N(c)(
p−i
c
)3e(
pk+3j−im333w
c
).

Ultimately Lemma 8.14 is the same as Lemma 8.13, but it makes clear the dependence on
parameter b which is ultimately needed for isolating representations on the spectral side of
the trace formula.
Let us give an example:
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Example 1. Say b = p, p prime. Write c = fc◦ with (mfc◦, p) = 1, (c◦, f) = 1 and f
square-free with c◦ square-full. Then by the Chinese remainder theorem
(8.20)
∑
x(pfc◦)∗
(
x
pfc◦
)3e(
px
pfc◦
)
∑
k(pfc◦)
e(
xk3 −mk
pfc◦
) =

∑
x(p)∗
(
x
p
)3e(
pfc◦x
p
)
∑
k(p)
e(
fc◦(xk3 −mk)
p
)



∑
a(f)∗
(
x
f
)3e(
ppc◦x
f
)
∑
k(f)
e(
pc◦(xk3 −mk)
f
)

×

∑
d(c◦)∗
(
x
c◦
)3e(
ppfx
c◦
)
∑
k(c◦)
e(
pf(xk3 −mk)
c◦
)

 .
By Proposition 8.8 and Lemma 8.13 this equals
(8.21)[
(
fc◦
p
)3µ(p)g(1, p)
][
N(f)(
p
f
)3e(
m3p2c◦33
f
) + (
pc◦
f
)3µ(f)g(1, f)
][
N(c◦)(
p
c◦
)3e(
m3p2f33
c◦
)
]
=
(
fc◦
p
)3µ(p)g(1, p)N(f)(
p
f
)3e(
m3p2c◦33
f
)N(c◦)(
p
c◦
)3e(
m3p2f33
c◦
)+
(
fc◦
p
)3µ(p)g(1, p)(
pc◦
f
)3µ(f)g(1, f)N(c◦)(
p
c◦
)3e(
m3p2f33
c◦
) =
µ(p)g(1, p)N(fc◦)e(
m3p233
fc◦
) + µ(p)g(1, p)µ(f)g(1, f)N(c◦)(
f 2
p
)3(
c◦
f
)3e(
m3p2f33
c◦
).
The last line following from the Chinese remainder theorem. Up to the power of p in the
exponential, the last terms above can be considered “generic” terms in which we will sum
over c◦, f, and m in the sections below.
For the first case when the second equation in (8.18) is non-zero, we use Proposition 8.8.
There we only have a non-zero contribution when p||c, p ∤ m. The first case can be written
using Chinese remainder theorem and Proposition 8.8 as
(8.22) µ(p)g(1, p)
∑
m
(m,p)=1
m6=0
∑
c≡1(3)
c≡0(D)
(
c
p
)3
1
N(pc)
∑
x(c)∗
(
x
c
)3e(
ppx
c
)
∑
k(c)
e(
p(xk3 −mk)
c
)Wm(
N(pc)
X3/2
)
]
.
We apply Lemma 8.14(i = 1, k = −1, j = 0) in this case to the x- and k-sums modulo c,
we get for each squarefree f, f |c
(8.23) µ(f)g(1, f)
[
N(c)(
p2f
c
)3(
f
p
)3e(
fp233m3
c
)
]
.
Note this is virtually the same calculation as done in the above example.
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So we can write (8.22) as
(8.24) µ(p)g(1, p)
∑
m
(m,p)=1
m6=0
∑
c≡1(3)
c≡0(D)
(
c
p
)3
1
N(pc)
∑
x(c)∗
(
x
c
)3e(
ppx
c
)
∑
k(c)
e(
xk3 −mk
c
)Wm(
N(pc)
X3/2
) =
µ(p)g(1, p)
N(p)
∑
(m,p)=1,m6=0
∑
d|m,(d,p)=1
µ2(d)
∑
f
µ(f)g(1, f)(f
2
p
)3
N(f)
×
∑
fc≡1(3)
fc≡0(D)
d|c
( c
d
,mp)=1
[
(
c
p
)3(
c
p2
)3
]
(
c
f
)3e(
fp233m3
c
)Wm(
N(pfc)
X3/2
).
Note the condition (d, p) = 1 is again imposed as (c, p) = 1 and d|c.
The first term from Proposition 8.9 when p||c,m ≡ 0(p) also gives a non-zero contribution
to (8.18) and can be written as
(8.25) φ(p)g(1, p)
∑
m
m6=0
∑
c≡1(3)
c≡0(D)
(
c
p
)3
1
N(pc)
∑
x(c)∗
(
x
c
)3e(
ppx
c
)
∑
k(c)
e(
p(xk3 − pmk)
c
)Wpm(
N(pc)
X3/2
)
]
.
Again apply Lemma 8.14(i = 1, k = −1, j ≥ 1) to get for each squarefree f such that f |c
(8.26) µ(f)g(1, f)
[
N(c)(
p2f
c
)3(
f
p
)3e(
f33pm3
c
)
]
.
We reduce this case to studying
(8.27) φ(p)g(1, p)
∑
c≡1(3)
c≡0(D)
(
c
p
)3
∑
m
m6=0
1
N(pc)
∑
x(c)∗
(
x
c
)3e(
ppx
c
)
∑
k(c)
e(
p(xk3 − pmk)
c
)Wpm(
N(pc)
X3/2
) =
φ(p)g(1, p)
N(p)
∑
m6=0
∑
d|m,(d,p)=1
µ2(d)
∑
f
µ(f)g(1, f)(f
2
p
)3
N(f)
∑
fc≡1(3)
fc≡0(D)
d|c
( c
d
,mp)=1
[
(
c
p
)3(
c
p2
)3
]
(
c
f
)3×
e(
pm3f33
c
)Wpm(
N(pfc)
X3/2
).
The second term of Proposition 8.9 is when p2||c, p|m :
(8.28)
N(p)2g(1, p)
∑
m
m≡0(p)
∑
c≡1(3)
c≡0(D)
(
c
p
)3
1
N(p2c)
∑
x(c)∗
(
x
c
)3e(
pp2x
c
)
∑
k(c)
e(
p2(xk3 −mk)
c
)Wm(
N(p2c)
X3/2
)
]
.
Which simplifies using Lemma 8.14(i = 1, k = −2, j ≥ 1) to
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(8.29)
g(1, p)
∑
m,m≡0(p)
∑
d|m,(d,p)=1
µ2(d)
∑
fc≡1(3)
fc≡0(D)
d|c
( c
d
,m)=1
∑
f
µ(f)g(1, f)
N(f)
[
(
p2
c
)3(
p
c
)3
]
(
c
f
)3e(
m3f33
c
)Wm(
N(p2fc)
X3/2
).
8.5. The case of (b, c) > 1 and b = p3. We give another example
Example 2. Say b = pi, p prime. Write c = pkfc◦ with (mfc◦, p) = 1, (c◦, f) = 1 and f
square-free with c◦ square-full. Then by the Chinese remainder theorem
(8.30)
∑
x(pkfc◦)∗
(
x
pkfc◦
)3e(
pix
pkfc◦
)
∑
k(pkfc◦)
e(
xk3 − pjmk
pkfc◦
) =

∑
x(pk)∗
(
x
pk
)3e(
pifc◦x
pk
)
∑
k(pk)
e(
fc◦(xk3 − pjmk)
pk
)



∑
a(f)∗
(
x
f
)3e(
pipkc◦x
f
)
∑
k(f)
e(
pkc◦(xk3 − pjmk)
f
)

×

∑
d(c◦)∗
(
x
c◦
)3e(
pipkfx
c◦
)
∑
k(c◦)
e(
pkf(xk3 − pjmk)
c◦
)

 .
By Proposition 8.8,8.10, and Lemma 8.13 this equals
(8.31) [ Apply Prop. 8.8, 8.10]
[
N(f)(
pi
f
)3e(
m3p3j−i−kc◦33
f
) + (
pkc◦
f
)3µ(f)g(1, f)
]
×
[
N(c◦)(
pi
c◦
)3e(
m3p3j−i−kf33
c◦
)
]
=
[
Apply Prop. 8.8, 8.10
](
(
fc◦
pi
)3N(fc◦)e(
m3p3j−i−k33
fc◦
)+
(
f
pk
)3(
c◦
f
)3(
c◦
pi
)3µ(f)g(1, f)N(c◦)e(
m3p3j−i−kf33
c◦
)
)
.
The last line following from the Chinese remainder theorem. Up to the power of p in the
exponential, the last terms above can be considered “generic” terms in which we will sum
over c◦, f, and m in the sections below.
From Proposition 8.8 the first case to consider is k = 1, j = 0 which we can write as
(8.32)
µ(p)g(1, p)
∑
m
(m,p)=1
m6=0
∑
c≡1(3)
c≡0(D)
(p,c)=1
(
c
p
)3
1
N(pc)
∑
x(c)∗
(
x
c
)3e(
p3px
c
)
∑
k(c)
e(
p(xk3 −mk)
c
)Wm(
N(pc)
X3/2
)
]
.
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This can be reduced using Lemma 8.14(i = 3, k = −1, j = 0) to
µ(p)g(1, p)
N(p)
∑
m6=0
∑
d|m,(d,p)=1
µ2(d)
∑
f,(f,p)=1
µ(f)g(1, f)( f
p2
)3
N(f)
∑
fc≡1(3)
fc≡0(D)
d|c
( c
d
,mp)=1
(
c
f
)3e(
m3p4f33
c
)Wm(
N(pfc)
X3/2
).
The next case is when p||c,m ≡ 0(p) also gives a non-zero contribution to (??) and can
be written as
(8.33) φ(p)g(1, p)
∑
m
m6=0
∑
c≡1(3)
c≡0(D)
(
c
p
)3
1
N(pc)
∑
x(c)∗
(
x
c
)3e(
p3px
c
)
∑
k(c)
e(
p(xk3 − pmk)
c
)Wpm(
N(pc)
X3/2
)
]
.
Again apply Lemma 8.14(i = 3, k = −1, j ≥ 1) to get for each squarefree f such that f |c
(8.34) µ(f)g(1, f)
[
N(c)(
f
cp
)3e(
f33pm3
c
)
]
.
We reduce this case to studying
(8.35) φ(p)g(1, p)
∑
c≡1(3)
c≡0(D)
(
c
p
)3
∑
m
m6=0
1
N(pc)
∑
x(c)∗
(
x
c
)3e(
ppx
c
)
∑
k(c)
e(
p(xk3 − pmk)
c
)Wpm(
N(pc)
X3/2
) =
φ(p)g(1, p)
N(p)
∑
m6=0
∑
d|m,(d,p)=1
µ2(d)
∑
fc≡1(3)
fc≡0(D)
d|c
( c
d
,mp)=1
∑
f
µ(f)g(1, f)( f
p2
)3
N(f)
(
c
pf
)3e(
m3f33p
c
)Wpm(
N(pfc)
X3/2
).
From Proposition 8.10 we have a non-zero contribution when p3||c, p2|m, which is
(8.36)
φ(p3)N(p2)
∑
m≡0(p2)
m6=0
∑
c≡1(3)
c≡0(D)
(p,c)=1
1
N(p3c)
∑
x(c)∗
(
x
c
)3e(
p3p3x
c
)
∑
k(c)
e(
p3(xk3 −mk)
c
)Wm(
N(p3c)
X3/2
)
]
.
Writing c = c◦y and applying Lemma 8.14(i = 3, k = −3, j = 2) to get for f |y,
(8.37) µ(f)g(1, f)
[
N(c)(
f
c
)3e(
f33m3
c
)
]
.
We thus need to analyze
N(p)φ(p)
1
X3/2
∑
m6=0
∑
d|m,(d,p)=1
µ2(d)
∑
f
∑
fc≡1(3)
fc≡0(D)
d|c
( c
d
,mp)=1
µ(f)g(1, f)
N(f)
1p(fc)(
c
f
)3e(
m3f33
c
)Wp2m(
N(p3fc)
X3/2
).
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8.5.1. The case of p4||c with p2||m. Here we have again by Chinese remainder theorem and
Proposition 8.10,
(8.38) N(p)5
∑
(m,p)=1,m6=0
∑
c≡1(3)
c≡0(D)
(c,p)=1
[
(
c
p
)3g(1, p)µ(p) + N(p)e(
m333c
p
)
]
1
N(p4c)
∑
x(c)∗
(
x
c
)3e(
p3p4x
c
)×
∑
k(c)
e(
p4(xk3 − p2mk)
c
)Wp2m(
N(p4c)
X3/2
)
]
By analogous arguments, we then look at
N(p)
∑
(m,p)=1,m6=0
∑
d|m,(d,p)=1
µ2(d)
∑
f
µ(f)g(1, f)( f
p4
)3
N(f)
∑
fc≡1(3)
fc≡0(D)
d|c
( c
d
,mp)=1
(
c
f
)3×
[
(
fc
p
)3g(1, p)µ(p) + N(p)e(
m333fc
p
)
]
e(
m3pf33
c
)Wp2m(
N(p4fc)
X3/2
).
We split the above equation into two sums:
N(p)g(1, p)µ(p)
∑
(m,p)=1,m6=0
∑
d|m,(d,p)=1
µ2(d)
∑
f
µ(f)g(1, f)( f
p2
)3
N(f)
×
∑
fc≡1(3)
fc≡0(D)
d|c
( c
d
,mp)=1
(
c
fp
)3e(
m3pf33
c
)Wp2m(
N(p4fc)
X3/2
),
and
N(p)2
∑
(m,p)=1,m6=0
∑
d|m,(d,p)=1
µ2(d)
∑
f
µ(f)g(1, f)(f
p
)3
N(f)
×
∑
fc≡1(3)
fc≡0(D)
d|c
( c
d
,mp)=1
(
c
f
)3e(
m3f33
pc
)Wp2m(
N(p4fc)
X3/2
),
8.5.2. The case of p4||c with p3|m. In this case we have
(8.39) N(p)5
∑
m6=0
m≡0(p3)
∑
c≡1(3)
c≡0(D)
(c,p)=1
[
(
c
p
)3g(1, p)µ(p) + N(p)
]
1
N(p4c)
∑
x(c)∗
(
x
c
)3e(
p3p4x
c
)×
∑
k(c)
e(
p4(xk3 − p3mk)
c
)Wp3m(
N(p4c)
X3/2
)
]
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Similar to the above case using Lemma 8.14(i = 3, k = −4, j = 3) we get
(8.40)
N(p)
∑
m6=0
∑
d|m,(d,p)=1
µ2(d)
∑
f
∑
fc≡1(3)
fc≡0(D)
d|c
( c
d
,mp)=1
µ(f)g(1, f)( f
p4
)3
N(f)
(
c
f
)3
[
(
fc
p
)3g(1, p)µ(p) + N(p)
]
×
e(
p2m3f33
c
)Wp3m(
N(p4fc)
X3/2
).
We write this as two sums:
N(p)g(1, p)µ(p)
∑
m6=0
∑
d|m,(d,p)=1
µ2(d)
∑
f
∑
fc≡1(3)
fc≡0(D)
d|c
( c
d
,mp)=1
µ(f)g(1, f)( f
p2
)3
N(f)
(
c
pf
)3×
e(
p2m3f33
c
)Wp3m(
N(p4fc)
X3/2
),
and
N(p)2
∑
m6=0
∑
d|m,(d,p)=1
µ2(d)
∑
f
∑
fc≡1(3)
fc≡0(D)
d|c
( c
d
,mp)=1
µ(f)g(1, f)(f
p
)3
N(f)
(
c
f
)3e(
p2m3f33
c
)Wp3m(
N(p4fc)
X3/2
).
8.5.3. The case of pk||c with j = 2.
(8.41) N(p)k+2
∑
(m,p)=1,m6=0
∑
c≡1(3)
c≡0(D)
(c,p)=1
e(
m333c
pk−3
)
1
N(pkc)
∑
x(c)∗
(
x
c
)3e(
p3pkx
c
)×
∑
z(c)
e(
pk(xz3 − p2mz)
c
)Wp2m(
N(pkc)
X3/2
)
]
Using Lemma 8.14(i = 3, k, j = 2), an analogous calculation to above is
(8.42) N(p)2
∞∑
k=5
∑
(m,p)=1,m6=0
∑
d|m,(d,p)=1
µ2(d)
∑
f
∑
fc≡1(3)
fc≡0(D)
d|c
( c
d
,mp)=1
µ(f)g(1, f)(f
p
)3
N(f)
(
c
f
)3×
e(
m333fc
pk−3
)e(
m3f33pk−3
c
)Wp2m(
N(pkfc)
X3/2
),
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9. Executing the c- and m-sums
9.1. Unramified case: (bm, c) = 1. We make no restriction on b until it is needed.
Using elementary reciprocity:
A
B
+
B
A
≡ 1
AB
(1),
we have since (c, 3fb) = 1,
(9.1) e(
m333fb
c
) = e(
−m3c
33fb
)e(
m3
33fcb
).
In this section we prove
Proposition 9.1. Let g ∈ C∞0 (R+),
∫
R g(t)
√
tdt = 1. For any ǫ > 0,
(9.2)
1
X3/2
∑
m6=0,(m,p)=1
∑
d|m
µ2(d)
∑
f
µ(f)g(1, f)
N(f)
∑
fc≡1(3)
fc≡0(D)
d|c
(p c
d
,m)=1
(
bf
c
)3e(
m3fb33
c
)Wm(
N(fc)
X3/2
) =
(9.3)
{
4π3
9
X1/2g(1,p)Ab,D
62(
√−3)4N(Dp1/2)h(V, 1/3, 0) +O(X
2/7+ǫ) if b = p
O(X2/7+ǫ) if b = pj, j > 1
Here Ab,D is defined in (9.19).
Recalling the definition of Wm we can use cubic reciprocity to get the left hand side of
Proposition 9.1 and the first equation of (8.19) equal to
(9.4)
1
6
√−3
∑
m6=0,(m,p)=1
∑
d|m,(d,p)=1
µ2(d)
N(d)
∑
f
µ(f)g(1, f)
N(f)2
∑
fdc≡1(3)
fdc≡0(D)
(pc,m)=1
1
N(c)
(
bf
dc
)3e(
m3fb33
dc
)×
∫
C
e(
−t√Xm
fdc
)g(N(t))V (
4π
√
(
√
Xt)3b
fdc
)d+t
The goal of the next section is use Poisson summation on the c-sum and show that the
zeroth frequency is the main term.
9.1.1. Poisson summation with truncation. Let us truncate the f -sum at N(f) ≤ XA. We
optimize A later. Writing c as dc and noting N(fdc) ∼ X3/2 and N(m) ≪ X1/2, we can
bound
(9.5)
1
6
√−3
∑
m6=0,(m,p)=1
∑
d|m,(d,p)=1
µ2(d)
N(d)
∑
N(f)≥XA
µ(f)g(1, f)
N(f)2
∑
fdc≡1(3)
fdc≡0(D)
(pc,m)=1
1
N(c)
(
bf
dc
)3e(
m3fb33
dc
)×
∫
C
e(
−t√Xm
fdc
)g(N(t))V (
4π
√
(
√
Xt)3b
fdc
)d+t
by X1/2+ǫ−A/2 by using the standard bound on Gauss sums.
30 P. EDWARD HERMAN
On the complementary piece of the f -sum from (9.4), we want to isolate the c-sum in
order to perform Poisson summation on it. The sum to investigate is
(9.6)
1
6
√−3
∑
m6=0,(m,p)=1
∑
d|m,(d,p)=1
µ2(d)
N(d)
∑
N(f)≤XA
µ(f)g(1, f)
N(f)2
∑
fdc≡1(3)
fdc≡0(D)
1
N(c)
(
bf
dc
)31m(c)e(
m3fb33
dc
)×
∫
C
e(
−t√Xm
fdc
)g(N(t))V (
4π
√
(
√
Xt)3b
fdc
)d+t.
Using elementary reciprocity and detecting the congruence condition c ≡ 1(3) by ray class
Hecke characters modulo 3, we get
(9.7)
1
φ(3)6
√−3
∑
ψ(3)
ψ(D)
N(D)
∑
m6=0,(m,p)=1
∑
d|m,(d,p)=1
µ2(d)
N(d)
∑
N(f)≤XA
µ(f)ψ(f)g(1, f)
N(f)2
×
∑
c
1
N(c)
ψ(dc)(
dc
b
)3(
dc
f
)31m(c)e(
−m3Ddc
fb33
)e(
m3
33bDfdc
)×
∫
C
e(
−t√Xm
Dfdc
)g(N(t))V (
4π
√
(
√
Xt)3b
Dfdc
)d+t.
For the simplest case to understand for Poisson summation we assume first that the m-
and f -sums are coprime. Then we perform Poisson summation on c modulo 33fmb to get
the c-sum equal to
(9.8)
1√−3N(33mfb)
∑
k∈OK
[ ∑
y(33mfb)
ψ(y)(
dy
b
)3(
dy
f
)31m(y)e(
−m3Ddy
33fb
)e(
−ky
33mfb
)
]
×
∫
C
∫
C
e(
m3
33bDfdz
)e(
−t√Xm
Dfdz
)g(N(t))e(
−kz
33mfb
)V (
4π
√
(
√
Xt)3b
Dfdz
)d+t
d+z
|z|2 .
We aim to show the k = 0 term is the main term. We require bounds on the derivatives
inside the above integral.
Note as |m| ≪ X1/4, the derivatives of e( m3
33bDfdz
), e(−t
√
Xm
Dfdz
), and V (
4π
√
(
√
Xt)3b
Dfdz
) are
bounded by | fd
X3/4
|.
Assuming k 6= 0, we apply integration by parts 2q-times in the z-variable, which using the
above estimates, gives the integral is bounded by
N(dm)qN(f)2q
N(k)qX3q/2
.
Using the Weil bound for Kloosterman sums,
∑
y(33mfb)
ψ(y)(
y
b
)3(
y
f
)3e(
−m3Dy
fb33
)e(
−ky
33mfb
)≪ (m3, k, f)1/2N(f)1/2 = N(f)1/2
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as we assumed (m, f) = 1. So (9.8) is bounded by
1
N(f)1/2
× N(dm)
qN(f)2q
N(k)qX3q/2
=
N(dm)qN(f)2q−1/2
N(k)qX3q/2
Incorporating this back into (9.7), and noting the integral is of size O(1) (due to multiplicative
Haar measure) we need to estimate
1
X3q/2
∑
N(m)≪X1/2
1
N(m)1−q
∑
d|m
1
N(d)1−q
∑
N(f)≪XA
1
N(f)2−2q
∑
k
1
N(k)q
=
1
X3q/2
∑
N(d)≪X1/2
1
N(d)2−2q
∑
N(m)≪X1/2
N(d)
1
N(m)1−q
∑
N(f)≪XA
1
N(f)2−2q
∑
k
1
N(k)q
.
This sum is bounded by an elementary calculation by Xq(2A−
1
4
)− 1
2
−A, assuming q ≥ 2.
For the best result we let q = 2 and combine this estimate with the complementary f -sum
estimate in (9.5). We can optimize the bounds using A = 3
7
. Then for the first sum (9.5) we
have the bound for both of O(X2/7+ǫ).
Now consider the general case where (m, f) > 1. We can write this as (m, f) = l > 1 and
sum over l. Interchanging sums we have
(9.9)
1
φ(3)6(
√−3)2
∑
ψ(3)
ψ(D)
N(D)
∑
N(l)≪Xmin(1/2,A)
µ(l)ψ(l)g(1, l)
N(l)2
∑
m6=0,(m,p)=1
N(m)≪X1/2
N(l)
∑
d|m
µ2(d)
N(d)
×
∑
N(f)≤XA
N(l)
µ(f)ψ(f)g(1, f)
N(f)2
∑
c
1
N(c)
ψ(dc)(
dc
b
)3(
dc
lf
)31lm(c)e(
−l2m3Ddc
fb33
)e(
l2m3
33bDfdc
)×
∫
C
e(
−t√Xm
Dfdc
)g(N(t))V (
4π
√
(
√
Xt)3b
Dlfdc
)d+t
Using a completely analogous argument of Poisson summation (c mod 33mlf), integration
by parts and the Weil bound for the Kloosterman, we have a similar estimate
1
X3q/2
∑
N(l)≪Xmin(A,1/2)
1
N(l)2−4q
∑
N(m)≪X1/2
N(l)
1
N(m)1−2q
∑
d|m
1
N(d)1−2q
∑
N(f)≪XA
N(l)
1
N(f)2−4q
∑
k
1
N(k)q
.
This reduces to
Xq(2A−
1
4
)− 1
2
−A ×
∑
k
1
N(k)q
∑
N(l)≪Xmin(A,1/2)
1
N(l)4q
,
which obviously if we choose q = 2 and A = 3
7
gives the same bound as the above case when
(m, f) = 1.
We will show the k = 0 term is the dominant term and contributes a main term of size
X1/2. The term to look at is
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(9.10)
1
φ(3)6(
√−3)2N(33bD)
∑
ψ(3)
∑
(m,b)=1
1
N(m)
∑
d|m
µ2(d)
N(d)
∑
f
µ(f)ψ(f)g(1, f)
N(f)2
×
[ ∑
y(33mfb)
ψ(dy)(
dy
b
)3(
dy
f
)31m(y)e(
−m3Ddy
33fb
)
] ∫
C
∫
C
e(
m3
bDfz
)e(
−t√Xm
Dfdz
)g(N(t))×
V (
4π
√
(
√
Xt)3b
Dfdz
)d+t
d+z
|z|2
We now consider the arithmetic exponential sum,
∑
y(33mfb)
ψ(dy)(
dy
b
)3(
dy
f
)31m(y)e(
−m3Ddy
33fb
).
We would like to use Chinese remainder theorem to simplify the sums. We know already
(m, b) = 1, (bf, 3) = 1. If we assume that f = b, then we conclude easily that the sum reduces
to
∑
y(b2) e(
−m333Ddy
b2
) = 0. So now assume (f, b) = 1. Now let (m, f) = l. We assume for now
that l > 1. Then as f is squarefree we know (f
l
, l) = 1, so (33l2m
l
, bf
l
) = 1. The above then
decomposes (with a relabeling f
l
→ f, m
l
→ m) as
(9.11)

 ∑
z(33l2m)
ψ(dz)1lm(z)(
dz
l
)3e(
−l2m3fbDdz
33
)



∑
y(f)
(
dy
f
)3e(
−m333bDdy
f
)

×

∑
z(b)
(
dz
b
)3e(
−m333Dfdz
b
)

 .
As (l, 3) = 1 it easy to conclude that the first exponential sum is non-zero only if l = 1, so
we conclude (m, f) = 1. Likewise, if (m, 3) = 1 and ψ 6= 133 then the sum is also zero as
we have a Gauss sum to a prime power modulus with a primitive character ψ, so to have
a non-zero contribution we need m ≡ 0(3), ψ = 13 for a non-zero contribution. So with an
elementary calculation, we are left with
φ(33m)(
bD
f
)3g2(1, f)(
fD
b
)3g(1, b).
Note the dependence on d goes away by a change of variables.
Using the results on exponential sums above, we have (9.31) equaling
(9.12)
g(1, b)φ(33)
φ(3)62(
√−3)2N(33bD)
∑
(m,b)=1
φ(m)
N(m)
∑
d|m
µ2(d)
N(d)
∑
(f),(f,bDdm)=1
µ(f)
N(f)2
×
∫
C
∫
C
e(
m3
bDfdz
)e(
−t√Xm
Dfdz
)g(N(t))V (
4π
√
(
√
Xt)3b
Dfdz
)d+t
d+z
|z|2
using g(1, f)g2(1, f) = N(f). The extra factor of 6 is from making the sum over f into an
ideal sum (f).
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9.1.2. Poisson summation in the m-sum. We first invert the d- and m-sums
(9.13)
g(1, b)φ(33)
φ(3)62(
√−3)2N(33bD)
∑
d,(d,b)=1
µ2(d)φ(d)
N(d)2
∑
(m,b)=1
φ(m)
N(m)
∑
(f),(f,bDdm)=1
µ(f)
N(f)2
×
∫
C
∫
C
e(
d2m3
bDfz
)e(
−t√Xm
Dfz
)g(N(t))V (
4π
√
(
√
Xt)3b
Dfdz
)d+t
d+z
|z|2 .
We apply Mo¨bius inversion to remove the condition (f,m) = 1, change z → 1
z
, and
rearrange sums
(9.14)
g(1, b)φ(33)
φ(3)62(
√−3)2N(33bD)
∑
d,(d,b)=1
µ2(d)φ(d)
N(d)2
∑
(k),(k,bDd)=1
φ(k)µ(k)2
N(k)3
∑
(f),(f,bDd)=1
µ(f)
N(f)2
∑
(m,b)=1
φ(m)
N(m)
×
∫
C
∫
C
e(
d2k2m3z
bDf
)e(
−t√Xdmz
Df
)g(N(t))V (
4π
√
(
√
Xt)3bz
Dkfd
)d+t
d+z
|z|2 .
Again the rearrangement is fine as the k, f, d-sums are finite due to the support of V and
the m-sum is absolutely convergent by integration by parts.
Remove the condition (m, b) = 1 by another Mo¨bius inversion, as well as write
φ(m) =
∑
h|m
µ(h)N(
m
h
).
Inverting the h- and m-sums gives
(9.15)
g(1, b)φ(33)
φ(3)62(
√−3)2N(33bD)
∑
r|b
µ(r)
∑
d,(d,b)=1
µ2(d)φ(d)
N(d)2
∑
(k),(k,bDd)=1
φ(k)µ(k)2
N(k)3
∑
(f),(f,bDd)=1
µ(f)
N(f)2
×
∑
h,(h,b)=1
µ(h)
N(h)
∑
(m,b)=1
∫
C
∫
C
e(
d2k2(rhm)3z
bDf
)e(
−t√Xdrhmz
Df
)g(N(t))V (
4π
√
(
√
Xt)3bz
Dkf
)d+t
d+z
|z|2 .
Then another integration by parts argument shows them-sum can be limited to size N(m)≪√
X, with an error term of size O(X−N) If we add a m = 0 term we can perform Poisson
summation on the m-sum to get
(9.16)
g(1, b)φ(33)
φ(3)62(
√−3)3N(33bD)
∑
r|b
µ(r)
∑
d,(d,b)=1
µ2(d)φ(d)
N(d)2
∑
(k),(k,bDd)=1
φ(k)µ(k)2
N(k)3
∑
(f),(f,bDd)=1
µ(f)
N(f)2
×
∑
h,(h,b)=1
µ(h)
N(h)
∑
q∈OK
∫
C
∫
C
∫
C
e(
d2k2(rhw)3z
bDf
)e(
−3t√Xrhwz
Df
)g(N(t))×
V (
4π
√
(
√
Xt)3bz
Dkf
)d+t
d+z
|z|2 e(−qw)d
+w.
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It easy to check that the m = 0 term itself is of bounded size independent of X, as all of
the sums are absolutely convergent and the integral is O(1).
With a change of variables z → Dkfz
2(
√
Xt)3/4
we have
(9.17)
g(1, b)φ(33)
φ(3)62(
√−3)3N(33bD)
∑
r|b
µ(r)
∑
d,(d,b)=1
µ2(d)φ(d)
N(d)2
∑
(k),(k,bDd)=1
φ(k)µ(k)2
N(k)3
∑
(f),(f,bDd)=1
µ(f)
N(f)2
∑
q∈OK
×
∫
C
∫
C
∫
C
e(
k3d3(rw)3z
2(
√
Xt)3/2b
)e(
−3kdrwz
2(
√
Xt)1/2
)g(N(t))V (2π
√
bz)d+t
d+z
|z|2 e(−qw)d
+w.
By an integration by parts argument in the w-variable it is easy to check that the q = 0
term is the only non-negligible term (other terms contributing O(X−N) for any N > 0).
So we only consider from now on the q = 0 and making another change of variables
w → w
kdhr
leaves
(9.18)
g(1, b)φ(33)
φ(3)62(
√−3)3N(33bD)
∑
r|b
µ(r)
N(r)
∑
d,(d,b)=1
µ2(d)φ(d)
N(d)3
∑
(k),(k,bDd)=1
φ(k)µ(k)2
N(k)4
∑
(f),(f,bDd)=1
µ(f)
N(f)2
×
∑
h,(h,b)=1
µ(h)
N(h)2
∫
C
∫
C
∫
C
e(
w3z
2(
√
Xt)3/2b
)e(
−3wz
2(
√
Xt)1/2
)g(N(t))N(t)V (2π
√
bz)d+t
d+z
|z|2 d
+w.
The arithmetic in front of the integrals is now simplified. We have
(9.19)
∑
r|b
µ(r)
N(r)
∑
d,(d,b)=1
µ2(d)φ(d)
N(d)3
∑
(k),(k,bDd)=1
φ(k)µ(k)2
N(k)4
∑
(f),(f,bDd)=1
µ(f)
N(f)2
∑
h,(h,b)=1
µ(h)
N(h)2
=
∑
r|b
µ(r)
N(r)
∑
(q1),(q1,Db)=1
φ(q1)
2µ(q1)
5
N(q1)7
∑
(q2),(q2,Db)=1
φ(q2)µ(q2)
4
N(q2)5
∑
d,(d,b)=1
×
µ2(d)φ(d)
N(d)3
∑
(k),(k,bD)=1
φ(k)µ(k)2
N(k)4
∑
(f),(f,bD)=1
µ(f)
N(f)2
∑
h,(h,b)=1
µ(h)
N(h)2
=
∑
r|b
µ(r)
N(r)
∑
r1|Db
φ(r1)
2µ(r1)
6
N(r1)7
∑
r2|Db
φ(r2)µ(r2)
5
N(r2)5
∑
r3|Db
φ(r3)µ(r3)
3
N(r3)3
×
∑
r4|Db
φ(r4)µ(r4)
3
N(r4)4
∑
r5|Db
µ(r5)
3
N(r5)2
∑
r6|b
µ(r6)
2
N(r6)2
∑
(q1)
φ(q1)
2µ(q1)
5
N(q1)7
∑
(q2)
φ(q2)µ(q2)
4
N(q2)5
×
∑
d
µ2(d)φ(d)
N(d)3
∑
(k)
φ(k)µ(k)2
N(k)4
∑
(f)
µ(f)
N(f)2
∑
(h)
µ(h)
N(h)2
=: Ab,D.
First we have ∑
(q)
φ(q)2µ(q)5
N(q)j
=
ζK(j − 1)2
ζK(2(j − 1))2ζK(j − 2)ζK(j) ,
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and
∑
(q)
φ(q)µ(q)l
N(q)j
=


ζK(j−1)
ζK(2(j−1))ζK(j) if l is even
ζK(j)
ζK(2j)ζK(j−1) if l is odd
.
So
(9.20)
∑
(q1)
φ(q1)
2µ(q1)
5
N(q1)7
∑
(q2)
φ(q2)µ(q2)
4
N(q2)5
∑
d
µ2(d)φ(d)
N(d)3
∑
(k)
φ(k)µ(k)2
N(k)4
×
∑
(f)
µ(f)
N(f)2
∑
(h)
µ(h)
N(h)2
=
ζK(6)
2
ζK(12)ζK(12)ζK(5)ζK(7)
× ζK(4)
ζK(8)ζK(5)
× ζK(2)
ζK(4)ζK(3)
× ζK(3)
ζK(6)ζK(4)
× 1
ζK(2)2
=
ζK(6)
ζK(12)2ζK(8)ζK(7)ζK(5)2ζK(4)ζK(2)
=: ZK .
Therefore,
(9.21) Ab,D = ZK
(∑
r|b
µ(r)
N(r)
∑
r1|Db
φ(r1)
2µ(r1)
6
N(r1)7
∑
r2|Db
φ(r2)µ(r2)
5
N(r2)5
∑
r3|Db
φ(r3)µ(r3)
3
N(r3)3
×
∑
r4|Db
φ(r4)µ(r4)
3
N(r4)4
∑
r5|Db
µ(r5)
3
N(r5)2
∑
r6|b
µ(r6)
2
N(r6)2
)
.
.
With another change of variables w → (√Xt)1/2w, (9.18) equals
(9.22)
X1/2g(1, b)Ab,Dφ(3
3)
φ(3)62(
√−3)3N(33bD)
∫
C
∫
C
V (2πz
√
b)e(
w3z
2b
)e(
−3wz
2
)
d+z
|z|2 d
+w.
Remark. Note if b = pj, j > 1 then g(1, b) =
∑
y(b)(
y
b
)3e(
y
b
) = 0, so (9.22) is zero and there is
not a main term. This proves Proposition 9.1 in this case.
By the above remark we can reduce to the case b = p.
Now the w-integral has been fortunately studied in [Ku1], giving the formula
(9.23)
∫
C
e(
1
2
(
zw3
b
− 3wz))d+w =
N(b)1/3
N(z)1/3
∫
C
e(
1
2
(w3 − 3wb1/3z2/3))d+w =
N(b)1/3
N(z)1/3
π2
3 sin(π/3)
∣∣b1/3z2/3∣∣(|J−1/3(2πzb1/2)|2 + |J1/3(2πzb1/2)|2) =
N(b)1/2
π2
3 sin(π/3)
(|J−1/3(2πzb1/2)|2 + |J1/3(2πzb1/2)|2).
Note φ(3
3)
N(33) =
2
3
.
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Inputting this into our main term we get
(9.24)
2π2
9
X1/2g(1, p)Ap,D
∫
C g(N(t))
√
N(t)d+t
62(
√−3)3N(Dp1/2) ×∫
C
V (2πz
√
p)
(|J−1/3(2πzp1/2)|2 + |J1/3(2πzp1/2)|2)
sin(π/3)
d+z
|z|2 .
Now a change of variables z → z
2π
√
p
, unhinges the archimedean integral from the arithmetic
p. This p dictates the p-th Fourier coefficient on the spectral side of the trace formula.
(9.25)
2π2
9
X1/2g(1, p)Ap,D
∫
C g(N(t))
√
N(t)d+t
62(
√−3)3N(Dp1/2)
∫
C
V (z)
(|J−1/3(z)|2 + |J1/3(z)|2)
sin(π/3)
d+z
|z|2 .
We make a change of variables to polar coordinates giving∫
C
g(N(t))
√
N(t)d+t =
2π√−3
∫
R
g(t)
√
tdt,
and as we assumed g is chosen to have
∫
R g(t)
√
tdt = 1, the main term is
(9.26)
4π3
9
X1/2g(1, p)Ap,D
62(
√−3)4N(Dp1/2)
∫
C
V (z)
(|J−1/3(z)|2 + |J1/3(z)|2)
sin(π/3)
d+z
|z|2 .
Now it is an easy but tedious check that
(9.27) B1/3,0(z) =
(|J−1/3(z)|2 + |J1/3(z)|2)
sin(π/3)
,
so (8.18) equals a main term plus the error from truncating the f -sum above,
(9.28)
4π3
9
X1/2g(1, p)Ap,D
62(
√−3)4N(Dp1/2)h(V, 1/3, 0) +O(X
2/7+ǫ).
9.2. Ramified calculation: (c, b) > 1.
9.2.1. The case of b = p. In this case, we showed (8.33) the ramified calculation simplifies
to three sums
µ(p)g(1, p)
N(p)
∑
(m,p)=1,m6=0
∑
d|m,(d,p)=1
µ2(d)
∑
f
µ(f)g(1, f)(f
2
p
)3
N(f)
×
∑
fc≡1(3)
fc≡0(D)
d|c
( c
d
,mp)=1
[
(
c
p
)3(
c
p2
)3
]
(
c
f
)3e(
fp233m3
c
)Wm(
N(pfc)
X3/2
),
ON THE ANALYTIC PROPERTIES OF A CUBIC DIRICHLET SERIES 37
φ(p)g(1, p)
N(p)
∑
m6=0
∑
d|m,(d,p)=1
µ2(d)
∑
f
µ(f)g(1, f)(f
2
p
)3
N(f)
×
∑
fc≡1(3)
fc≡0(D)
d|c
( c
d
,mp)=1
[
(
c
p
)3(
c
p2
)3
]
(
c
f
)3e(
pm3f33
c
)Wpm(
N(pfc)
X3/2
),
g(1, p)
∑
m,m≡0(p)
∑
d|m,(d,p)=1
µ2(d)
∑
f
µ(f)g(1, f)
N(f)
×
∑
fc≡1(3)
fc≡0(D)
d|c
( c
d
,m)=1
[
(
p2
c
)3(
p
c
)3
]
(
c
f
)3e(
m3f33
c
)Wm(
N(p2fc)
X3/2
).
These are associated to (i = 1, k = −1, j = 0), (i = 1, k = −1, j ≥ 1), (i = 1, k = −2, j ≥
1), respectively.
• The case of k = 1, j = 0.
Let us look at the first sum. Removing the coprimality conditions via Mo¨bius
inversion on the c-sum, an application of Elementary reciprocity, and a similar Poisson
summation modulo 33fp2 analogous to getting (9.11), the essential arithmetic to
study is the sum ∑
y(33fp2)
ψ(dy)1cm(dy)e(
−m3dy
33p2f
).
This is the arithmetic exponential sum coming from k = 0 term in the analogous
Poisson summation, which by analogous analysis to the last section is the only term
we need to look at. The key point being that the difference between the ramified
terms here and the terms we studied above is soley through the parameter b = p
which does not affect any kind of integration by parts or convergence issues. Again,
we must have m ≡ 0(3) for a non-trivial contribution, but then we are left with
∑
y(p2)
e(
−m3fdy
p2
) = 0.
So the first sum is zero.
• The case of k = 1, j ≥ 1.
We now look at the second sum above. We can follow the unramified case up to
(9.29)
1
φ(3)6
√−3
φ(p)g(1, p)
N(p)2
∑
ψ(3)
ψ(D)
N(D)
∑
m6=0,
∑
d|m,(d,p)=1
µ2(d)
N(d)
∑
N(f)≤XA
µ(f)ψ(f)g(1, f)(f
2
p
)3
N(f)2
×
∑
c
1
N(c)
ψ(dc)1pm(y)(
dc
f
)3e(
−pm3Ddc
f33
)e(
pm3
33bDfdc
)×
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∫
C
e(
−t√Xpm
Dfdpc
)g(N(t))V (
4π
√
(
√
Xt)3p
Dfdpc
)d+t.
After a now standard Poisson summation modulo 33fpm with only the k = 0 term
larger than O(X1/4+ǫ) we have
(9.30)
φ(p)g(1, p)
N(p)3
1
φ(3)6
√−3N(33D)
∑
ψ(3)
ψ(D))
∑
f
µ(f)ψ(f)g(1, f)(Dp
2
f
)3
N(f)3
×
∑
(m,f)=1
[ ∑
y(33fpm)
1pm(dy)(
dy
f
)3ψ(dy)e(
−pm3Ddy
33f
)
]
×
∫
C
∫
C
e(
pm3
33Dfdz
)e(
−t√Xm
Dfdz
)g(N(t))V (
4π
√
(
√
Xt)3p
Dlfpdz
)d+t
d+z
|z|2 .
The y-sum equals φ(33mp)g2(1, f)(
pDh
f
)3 with m ≡ 0(3) and ψ ≡ 1(3) by similar
to analysis to (9.11).
This leaves
(9.31)
φ(p)2g(1, p)
N(p)3
φ(33)
φ(3)62
√−3N(33D)
∑
m6=0
φ(m)
N(m)
∑
d|m,(d,p)=1
µ2(d)
N(d)
∑
(f),(f,bDm)=1
µ(f)
N(f)2
×
∫
C
∫
C
e(
pm3
Dfdz
)e(
−t√Xm
Dfdz
)g(N(t))V (
4π
√
(
√
Xt)3p
Dfdpz
)d+t
d+z
|z|2
By a similar analysis to section 9.1.2 in applying Mo¨bius inversion to the f -sum
as well as Poisson summation in the m-sum we get
(9.32)
φ(p)2g(1, p)
N(p)3
φ(33)
φ(3)62(
√−3)2N(33D)
∑
(d,p)=1
µ2(d)φ(d)
N(d)2
∑
(k),(k,pDd)=1
φ(k)µ(k)2
N(k)3
∑
(f),(f,bDd)=1
µ(f)
N(f)2
×
∑
h,(h,b)=1
µ(h)
N(h)
∑
q∈OK
∫
C
∫
C
∫
C
e(
pd2k2(hw)3z
Df
)e(
−3t√Xhwz
Df
)g(N(t))×
V (
4π
√
(
√
Xt)3pz
Dkfp
)d+t
d+z
|z|2 e(−qw)d
+w,
this equation is completely analogous to (9.16).
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A change of variables z → 1
z
, z → Dkfp1/2z
2(
√
Xt)3/2
, w → w
kdh
we have
(9.33)
φ(p)2g(1, p)
N(p)3
φ(33)
φ(3)62(
√−3)2N(33D)
∑
(d,p)=1
µ2(d)φ(d)
N(d)3
∑
(k),(k,bDd)=1
φ(k)µ(k)2
N(k)4
×
∑
(f),(f,bDd)=1
µ(f)
N(f)2
∑
h,(h,b)=1
µ(h)
N(h)2
∫
C
∫
C
∫
C
e(
p3/2w3z
2(
√
Xt)3/2
)e(
−3p1/2wz
2(
√
Xt)1/2
)g(N(t))N(t)×
V (2πz)d+t
d+z
|z|2 d
+w.
Let
Bp,D :=
∑
(d,p)=1
µ2(d)φ(d)
N(d)3
∑
(k),(k,bDd)=1
φ(k)µ(k)2
N(k)4
∑
(f),(f,bDd)=1
µ(f)
N(f)2
∑
h,(h,b)=1
µ(h)
N(h)2
.
The only difference between this term and Ap,D is the lack of coprimality here of the
m-sum with b, and so Bp,D =
Ap,D
(
∑
r|p
µ(r)
N(r))
.
Then by analogous arguments (9.33) equals
(9.34)
X1/2φ(p)2g(1, p)Bp,D
N(p)7/2
4π3
9
1
62(
√−3)3N(D)h(V, 1/3, 0) =
X1/2g(1, p)(1− 1N(p))Ap,D
N(p)3/2
4π3
9
1
6(
√−3)3N(D)h(V, 1/3, 0)
• The case of k = 2, j ≥ 1.
The third sum is
g(1, p)
∑
m≡0(p)
∑
d|m,(d,p)=1
µ2(d)
∑
fc≡1(3)
fc≡0(D)
d|c
( c
d
,m)=1
∑
f
µ(f)g(1, f)
N(f)
[
(
p2
c
)3(
p
c
)3
]
(
c
f
)3e(
m3f33
c
)Wm(
N(p2fc)
X3/2
)+O(X1/4+ǫ).
We can write it as
(9.35)
1
φ(3)6
√−3
g(1, p)
N(p)2
∑
ψ(3)
ψ(D)
N(D)
∑
m6=0
∑
d|m,(d,p)=1
µ2(d)
N(d)
∑
N(f)≤XA
µ(f)ψ(f)g(1, f)(f
2
p
)3
N(f)2
×
∑
c
1
N(c)
ψ(dc)1pm(y)(
dc
f
)3e(
−m3Ddc
f33
)e(
m3
33Dfdc
)
∫
C
e(
−t√Xpm
Dfdp2c
)g(N(t))V (
4π
√
(
√
Xt)3p
Dfdp2c
)d+t.
By a similar argument to the previous case we get
(9.36)
X1/2g(1, p)Ap,D
N(p)5/2
4π3
9
1
62(
√−3)3N(D)h(V, 1/3, 0) +O(X
2/7+ǫ).
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9.2.2. The case of b = p3.
• The case of k = 1, j = 0.
The first term to analyze is
µ(p)g(1, p)
N(p)
∑
m6=0,(m,p)=1
∑
d|m,(d,p)=1
µ2(d)
∑
f,(f,p)=1
µ(f)g(1, f)
N(f)
∑
fc≡1(3)
fc≡0(D)
d|c
( c
d
,mp)=1
(
c
pf
)3e(
m3p4f33
c
)Wm(
N(pfc)
X3/2
).
Like the previous section it suffices to analyze the k = 0 Poisson summation term’s
exponential sum: ∑
y(p4f33)
(
y
pf
)3e(
−m3y
p4f33
).
By Chinese remainder theorem, the p-sum reduces to
∑
y(p4)
(
y
p
)3e(
−m333fy
p4
) = 0.
• The second case is k = 1, j ≥ 1.
We study
φ(p)g(1, p)
N(p)
∑
m6=0
∑
d|m,(d,p)=1
µ2(d)
∑
fc≡1(3)
fc≡0(D)
d|c
( c
d
,mp)=1
∑
f
µ(f)g(1, f)( f
p2
)3
N(f)
(
c
pf
)3e(
m333fp
c
)Wpm(
N(pfc)
X3/2
).
Using elementary reciprocity, Mo¨bius inversion for the condition (m,Dc) = 1 and
performing Poisson summation modulo 33fp, the key arithmetic to look at is
(9.37)
∑
y(33pf)
(
y
pf
)3e(
m3Dy
pf
) = φ(33)(
f
p
)3(
D
fp
)3g2(1, f)g2(1, p).
Putting this sum in and looking at only the k = 0 term we have
(9.38)
φ(p)
N(p)
φ(33)
φ(3)62
√−3N(33D)
∑
m6=0
φ(m)
N(m)
∑
d|m,(d,p)=1
µ2(d)
N(d)
∑
(f),(f,pDm)=1
µ(f)
N(f)2
×
∫
C
∫
C
e(
m3
Dfdpz
)e(
−t√Xm
Dfdz
)g(N(t))V (
4π
√
(
√
Xt)3p1/2
Dfdz
)d+t
d+z
|z|2 +O(X
2/7+ǫ).
By analogous arguments (Mo¨bius inversion, Poisson summation) as above this
equals
X1/2Ap,DN(p)1/2
4π3
9
1
6(
√−3)3N(D)h(V, 1/3, 0) +O(X
2/7+ǫ).
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• The next case is p3||c, p2|m, where we concluded to study
N(p)φ(p)
1
X3/2
∑
m6=0
∑
d|m,(d,p)=1
µ2(d)
∑
f
∑
fc≡1(3)
fc≡0(D)
d|c
( c
d
,mp)=1
µ(f)g(1, f)
N(f)
1p(fc)(
c
f
)3e(
m3f33
c
)Wp2m(
N(p3fc)
X3/2
).
Using elementary reciprocity, Mo¨bius inversion for the condition (m,Dc) = 1 and
performing Poisson summation modulo 33fp, the key arithmetic to look at is
(9.39)
∑
y(33pf)
1p(y)(
y
f
)3ψ(y)e(
m3Dy
33f
).
Again m ≡ 0(3) and ψ is trivial to have a non-negligible contribution, and only the
k = 0 term contributes with error O(X2/7+ǫ). By the Chinese remainder theorem,
the sum reduces to
φ(33p)
∑
y(f)
(
y
f
)3e(
m3y
f
) = φ(33p)g2(1, f).
Putting this sum in we have
(9.40)
φ(p)2
N(p)3
φ(33)
φ(3)62
√−3N(33D)
∑
m6=0
φ(m)
N(m)
∑
d|m,(d,p)=1
µ2(d)
N(d)
∑
(f),(f,pDm)=1
µ(f)
N(f)2
×
∫
C
∫
C
e(
m3
Dfdz
)e(
−t√Xm
Dfdpz
)g(N(t))V (
4π
√
(
√
Xt)3
Dfdp3/2z
)d+t
d+z
|z|2
By analogous arguments (Mo¨bius inversion, Poisson summation) as above this
equals
X1/2Ap,D(1− 1N(p))
N(p)3/2
4π3
9
1
6(
√−3)3N(D)h(V, 1/3, 0) +O(X
2/7+ǫ).
• The case of p4||c, p2||m. Recall in Section 8.5.1 that in this case we consider the two
sums:
N(p)g(1, p)µ(p)
∑
(m,p)=1,m6=0
∑
d|m,(d,p)=1
µ2(d)
∑
f
∑
fc≡1(3)
fc≡0(D)
d|c
( c
d
,mp)=1
µ(f)g(1, f)( f
p2
)3
N(f)
(
c
fp
)3×
e(
m3pf33
c
)Wp2m(
N(p4fc)
X3/2
),
and
(9.41)
N(p)2
∑
(m,p)=1,m6=0
∑
d|m,(d,p)=1
µ2(d)
∑
f
∑
fc≡1(3)
fc≡0(D)
d|c
( c
d
,mp)=1
µ(f)g(1, f)(f
p
)3
N(f)
(
c
f
)3e(
m3f33
pc
)Wp2m(
N(p4fc)
X3/2
),
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Using a similar elementary reciprocity, Mo¨bius inversion and Poisson summation
modulo 33pf as in the previous cases the first critical sum is:∑
y(33pf)
(
y
fp
)3e(
−m3Dy
33pf
).
This can be simplified to
g2(1, p)g2(1, f)(
Df
p
)3(
Dp
f
)3φ(3
3).
We are left with, using analogous analysis as the previous case, with the first sum
being
(9.42)
µ(p)
N(p)3
φ(33)
φ(3)62
√−3N(33D)
∑
(m,p)=1,m6=0
φ(m)
N(m)
∑
d|m,(d,p)=1
µ2(d)
N(d)
∑
(f),(f,pDm)=1
µ(f)
N(f)2
×
∫
C
∫
C
e(
m3
Dfdpz
)e(
−t√Xm
Dfdp2z
)g(N(t))V (
4π
√
(
√
Xt)3
Dfdp5/2z
)d+t
d+z
|z|2
By analogous arguments as above this equals
X1/2Bp,Dµ(p)(1− 1N(p))
N(p)7/2
4π3
9
1
6(
√−3)3N(D)h(V, 1/3, 0) +O(X
2/7+ǫ) =
X1/2Ap,Dµ(p)
N(p)7/2
4π3
9
1
6(
√−3)3N(D)h(V, 1/3, 0) +O(X
2/7+ǫ).
Analogous to getting (9.39), the k-sum in the second sum is
∑
y(33pf)
(
y
f
)31p(y)e(
m3Dpy
33f
) = N(33)(
Df
p
)3φ(p)g2(1, f).
The second sum is by similar reasoning
(9.43)
φ(p)
N(p)3
φ(33)
φ(3)62
√−3N(33D)
∑
(m,p)=1,m6=0
φ(m)
N(m)
∑
d|m,(d,p)=1
µ2(d)
N(d)
∑
(f),(f,pDm)=1
µ(f)
N(f)2
×
∫
C
∫
C
e(
m3
Dfdpz
)e(
−t√Xm
Dfdp2z
)g(N(t))V (
4π
√
(
√
Xt)3
Dfdp5/2z
)d+t
d+z
|z|2
which is
So our final term is
X1/2Bp,Dφ(p)(1− 1N(p))
N(p)7/2
4π3
9
1
6(
√−3)3N(D)h(V, 1/3, 0) +O(X
2/7+ǫ) =
X1/2Ap,D(1− 1N(p))
N(p)5/2
4π3
9
1
6(
√−3)3N(D)h(V, 1/3, 0) +O(X
2/7+ǫ).
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• Now we look at the case of j ≥ 3.
Recall we study the two sums:
N(p)g(1, p)µ(p)
∑
m6=0
∑
d|m,(d,p)=1
µ2(d)
∑
f
µ(f)g(1, f)( f
p2
)3
N(f)
∑
fc≡1(3)
fc≡0(D)
d|c
( c
d
,mp)=1
(
c
pf
)3×
e(
p2m3f33
c
)Wp3m(
N(p4fc)
X3/2
),
and
N(p)2
∑
m6=0
∑
d|m,(d,p)=1
µ2(d)
∑
f
µ(f)g(1, f)(f
p
)3
N(f)
∑
fc≡1(3)
fc≡0(D)
d|c
( c
d
,mp)=1
(
c
f
)3e(
p2m3f33
c
)Wp3m(
N(p4fc)
X3/2
).
Like the previous case, the critical sums after Poisson summation are∑
y(33pf)
(
y
pf
)3e(−p
2m3y
33f
)
and ∑
y(33pf)
1p(y)(
y
f
)3e(−p
2m3y
33f
).
The first sum using the Chinese remainder theorem in the p-variable is a complete
character sum and so is zero.
The second sum reduces to∑
y(33pf)
1p(y)(
y
f
)3e(
p2m3Dy
33f
) = φ(33p)(
D
f
)3(
f 2
p
)3g2(1, f)
So we only consider the second sum, which after the usual manipulations is
(9.44)
φ(p)
N(p)3
φ(33)
φ(3)62
√−3N(33D)
∑
m6=0
φ(m)
N(m)
∑
d|m,(d,p)=1
µ2(d)
N(d)
∑
(f),(f,pDm)=1
µ(f)
N(f)2
×
∫
C
∫
C
e(
p2m3
Dfdz
)e(
−t√Xm
Dfdpz
)g(N(t))V (
4π
√
(
√
Xt)3
Dfdp5/2z
)d+t
d+z
|z|2 .
By an analogous calculation this equals
X1/2Bp,D(1− 1N(p))
N(p)7/2
4π3
9
1
6(
√−3)3N(D)h(V, 1/3, 0) +O(X
2/7+ǫ) =
X1/2Ap,D
N(p)7/2
4π3
9
1
6(
√−3)3N(D)h(V, 1/3, 0) +O(X
2/7+ǫ).
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• Finally, we look at the case of pk||c with j = 2.
(9.45) N(p)2
∞∑
k=5
∑
(m,p)=1,m6=0
∑
d|m,(d,p)=1
µ2(d)
∑
f
∑
fc≡1(3)
fc≡0(D)
d|c
( c
d
,mp)=1
µ(f)g(1, f)( f
pk
)3
N(f)
(
c
f
)3×
e(
m333fc
pk−3
)e(
m3f33pk−3
c
)Wp2m(
N(pkfc)
X3/2
),
We have by elementary reciprocity
e(
m333fc
pk−3
)e(
m3f33pk−3
c
) = e(
m333fc
pk−3
)e(
−m333fc
pk−3
)e(
m333f
pk−3c
) = e(
m333f
pk−3c
).
Standard manipulations give
(9.46)
φ(p)N(p)2
∞∑
k=5
1
N(p)k
φ(33)
φ(3)62
√−3N(33D)
∑
m6=0,(m,p)=1
φ(m)
N(m)
∑
d|m,(d,p)=1
µ2(d)
N(d)
∑
(f),(f,pDm)=1
µ(f)
N(f)2
×
∫
C
∫
C
e(
m3
Dfdpk−3z
)e(
−t√Xm
Dfdpk−2z
)g(N(t))V (
4π
√
(
√
Xt)3
Dfdpk−3/2z
)d+t
d+z
|z|2 .
By another applications of elementary reciprocity and looking at the essential ex-
ponential sum from the Poisson summation to consider is∑
y(33pf)
(
y
f
)31p(y)e(
−m3pk−3y
33f
).
Which simplifies to
(
f
Dpk
)3g2(1, f)φ(3
3p).
Analogously, we get
(9.47)
∞∑
k=5
1
N(p)k
X1/2Ap,Dφ(p)N(p)1/2
4π3
9
X1/2
6(
√−3)3N(D)h(V, 1/3, 0) +O(X
2/7+ǫ) =
(
1
(1− 1N(p))
− (1+ 1
N(p)
+
1
N(p)2
+
1
N(p)3
+
1
N(p)4
))φ(p)N(p)1/2
4π3
9
X1/2
6(
√−3)3N(D)h(V, 1/3, 0)
+O(X2/7+ǫ).
An elementary calculation shows
(
1
(1− 1N(p))
− (1 + 1
N(p)
+
1
N(p)2
+
1
N(p)3
+
1
N(p)4
))φ(p)N(p)1/2 =
1
N(p)7/2
.
So the final calculation for this case is
X1/2
N(p)7/2
4π3
9
1
6(
√−3)3N(D)h(V, 1/3, 0) +O(X
2/7+ǫ).
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10. Summary of asymptotic for b = {p, p3} and proof of Theorem 3.1
For b = p, we have
(10.1)
1
X
∑
(n)
g(N(n)/X)
(∑
Π 6=1
h(V, νΠ, pΠ)an3(Π)ap(Π) + {CSCn3,b}
)
=
X1/2g(1, p)Ap,D
N(p)1/2
4π3
9
1
62(
√−3)3N(D)h(V, 1/3, 0)+
X1/2g(1, p)(1− 1N(p))Ap,D
N(p)3/2
4π3
9
1
6(
√−3)3N(D)h(V, 1/3, 0)+
X1/2g(1, p)Ap,D
N(p)5/2
4π3
9
1
62(
√−3)3N(D)h(V, 1/3, 0)+
O(X
2
7
+ǫ) =
X1/2
4π3
9
1
62(
√−3)3N(D)h(V, 1/3, 0)
[
g(1, p)Ap,D
N(p)1/2
(
1 +
(1− 1N(p))
N(p)
+
1
N(p)2
)]
+O(X
2
7
+ǫ) =
X1/2Ap,D
g(1, p)(1 + 1N(p))
N(p)1/2
4π3
9
1
6(
√−3)3N(D)h(V, 1/3, 0) +O(X
2
7
+ǫ).
For b = p3, we have
(10.2)
1
X
∑
(n)
g(N(n)/X)
(∑
Π 6=1
h(V, νΠ, pΠ)an3(Π)ap3(Π) + {CSCn3,p3}
)
=
X1/2Ap,D(1− 1N(p))
N(p)3/2
4π3
9
1
6(
√−3)3N(D)h(V, 1/3, 0)+
X1/2Ap,DN(p)1/2
4π3
9
1
6(
√−3)3N(D)h(V, 1/3, 0)+
X1/2Ap,Dµ(p)
N(p)7/2
4π3
9
1
6(
√−3)3N(D)h(V, 1/3, 0)+
X1/2Ap,D(1− 1N(p))
N(p)5/2
4π3
9
1
6(
√−3)3N(D)h(V, 1/3, 0)+
X1/2Ap,D
N(p)7/2
4π3
9
1
6(
√−3)3N(D)h(V, 1/3, 0)+
X1/2
N(p)7/2
4π3
9
1
6(
√−3)3N(D)h(V, 1/3, 0)+O(X
2/7+ǫ) =
X1/2Ap,DN(p)1/2(1 +
1
N(p)2
)
4π3
9
1
6(
√−3)3N(D)h(V, 1/3, 0) +O(X
2/7+ǫ)
Proof. {Theorem 3.1}
Recall for a metaplectic representation Π,
λpan3t(Π) = an3tp3(Π) +
g2(1, p)an3tp(Π)(−1, p2)
N(p)
.
For n = t = 1 we have
λpa1(Π) = ap3(Π) +
g2(1, p)ap(Π)(−1, p2)
N(p)
.
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We assume now that metaplectic forms are normalized so that a1(Π) = 1. Then
λp = ap3(Π) +
g2(1, p)ap(Π)(−1, p2)
N(p)
.
So from the summary in (10.1),(10.2) we have
1
X
∑
(n)
g(N(n)/X)
(∑
Π 6=1
h(V, νΠ, pΠ)an3(Π)ap(Π) + {CSCn3,b}
)
=
X1/2Ap,D
g(1, p)
N(p)1/2
(1 +
1
N(p)
)
4π3
9
1
6(
√−3)3N(D)h(V, 1/3, 0) +O(X
2
7
+ǫ)
and
1
X
∑
(n)
g(N(n)/X)
(∑
Π 6=1
h(V, νΠ, pΠ)an3(Π)ap3(Π) + {CSCn3,p3}
)
=
X1/2Ap,DN(p)1/2(1 +
1
N(p)2
)
4π3
9
1
6(
√−3)3N(D)h(V, 1/3, 0) +O(X
2
7
+ǫ).
So
(10.3)
1
X
(∑
Π 6=1
h(V, νΠ, pΠ)an3(Π)λp(Π) + {CSCn3,p}
)
=
X1/2Ap,D
4π3
9
1
6(
√−3)3N(D)h(V, 1/3, 0)
[
N(p)1/2(1+
1
N(p)2
)+
g2(1, p)(−1, p2)
N(p)
g(1, p)
N(p)1/2
(1+
1
N(p)
)
]
+O(X
2
7
+ǫ)
with
Ap,D =
(∑
r|b
µ(r)
N(r)
∑
r1|Db
φ(r1)
2µ(r1)
6
N(r1)7
∑
r2|Db
φ(r2)µ(r2)
5
N(r2)5
∑
r3|Db
φ(r3)µ(r3)
3
N(r3)3
∑
r4|Db
φ(r4)µ(r4)
3
N(r4)4
×
∑
r5|Db
µ(r5)
3
N(r5)2
∑
r6|b
µ(r6)
2
N(r6)2
)
ζK(6)
ζK(12)2ζK(8)ζK(7)ζK(5)2ζK(4)ζK(2)
.
If we write
Kp,D := Ap,D
4π3
9
1
6(
√−3)3N(D)
[
N(p)1/2(1 +
1
N(p)2
) +
g2(1, p)(−1, p2)
N(p)
g(1, p)
N(p)1/2
(1 +
1
N(p)
)
]
we conclude Theorem 3.1.

11. Isolating a single form on the spectral side of the trace formula
We show now how to reduce the above equality to a finite dimensional one. First we need
to state some Theorems.
Theorem 11.1. {Bruggeman-Motohashi Inversion formula} For any function V that is
even, smooth and compactly supported on C∗, let
h(V, ν, p) :=
π
2
∫
C∗
V (z)Bν,p(z)
d+z
|z|2 ,
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then we have
B[h(V, ν, p)](z) = V (z).
Here for f(ν, p) a nice function defined in [L](Chapter 11.1),
(11.1) B[f ](z) :=
∑
p∈Z
∫
ℜ(ν)=0
Bν,p(z)f(ν, p)(p
2 − ν2)dν.
Now we use Hypothesis 3.3 in the following propositions. This is very analogous to the
matching process in the appendix of [V]:
Theorem 11.2. Let tj be a discrete subset of R with {j : tj ≤ T} ≪ T r for some r and
p ∈ Z with {p : p ≤ P} ≪ P q for some q. Let, for each j, p, there be given a function cX(tj, p)
depending on X, so that cX(tj , p)≪ (tjp)r′ for some r′- the implicit constant independent of
X. Suppose that one has an equality
(11.2) lim
X→∞
∑
j,p
cX(tj , p)h(V, tj) = 0
for all h(V, tj , p) that correspond via Bruggeman-Motohashi inversion to V . Then
limX→∞ cX(tj) exists for each {tj, p} and equals 0. This equality holds for all functions
h for which both sides converge.
Proposition 11.3. Given {j0, p0} ∈ N2, ǫ > 0 and an integer N > 0, there is a V of
compact support so that h(V, t0, p0) = 1, and for all j
′ 6= j0, p 6= p0, h(V, tj′, p) ≪ ǫ[(1 +
|tj′|)(1 + |tp|)]−N .
Proof. {Theorem 11.2 via Proposition 11.3} Exactly same proof as Proposition 17 implying
Theorem 7 from the appendix of [V]. 
Proof. {Proposition 11.3} See Appendix 2. 
Specifically, to use these above statements we let
(11.3) cX(tj , p) =
1
X
∑
Π
tΠ={tj ,p}
[∑
n
g(N(n)/X)an3(Π)λp(Π)− δΠ(1/3, 0)Kp,D
]
+O(X2/7+ǫ)
where
δΠ(1/3, 0) =
{
1 if {tj , p} = {1/3, 0}
0 if else
.
Then by using Hypothesis 3.3, Theorem 11.2, and Proposition 11.3 for a fixed tΠ =
{tj0, p0}, we have the identity
(11.4)
1
X
∑
Π
tΠ={tj0 ,p0}
∑
n
g(N(n)/X)an3(Π)λp(Π) = δΠ(1/3, 0)X
1/2Kp,Dh(V, 1/3, 0) +O(X
2/7+ǫ).
From here, we would like to follow [H2] in going from a finite dimensional case to a single
metaplectic form, but the Hecke theory is not as simple as in the automorphic spectrum.
However we can get around this by an application of strong multiplicity one for metaplectic
forms. We follow an argument of White in [W].
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Proposition 11.4. Let g ∈ C∞0 (R+). Assume tΠ 6= {1/3, 0} and there exists a δ ∈ R such
that for almost all prime ideals b, we have the bound∑
Π
tΠ={tj0 ,p0}
∑
n
g(N(n)/X)an3(Π)λp(Π) = O(Xδ),
where n runs through the integral ideals of Q[ω] and λp(Π) is the p-th Hecke eigenvalue of
Π. Then for all Π with tΠ = {tj0 , p0}, we have∑
n
g(N(n)/X)an3(Π) = O(X
δ).
Proof. Each metaplectic form has a natural associated metaplectic representation. So let
us assume the number of inequivalent representations associated with the metaplectic forms
with tΠ = {tj0, p0} is r, and label them Π1, ...,Πr. We recall Flicker in [F] proved strong
multiplicity one for the spectrum on metaplectic groups. This result can be considered a
corollary of the Shimura correspondence also proved in [F]. By strong multiplicity we can
choose r prime ideals b1, .., br such that the matrix
A :=


λΠ1(b1) . . . λΠr(b1)
λΠ1(b2) ... λΠr(b2)
...
...
...
λΠ1(br) . . . λΠr(br)


is non-singular.
Let
LX(bi) :=
∑
Πr
∑
(n)
g(N(n)/X)an3(Πr)λbi(Πr),
and
FX(Πj) :=
∑
(n)
g(N(n)/X)an3(Πj).
Then by (11.4) we have

λΠ1(b1) . . . λΠr(b1)
λΠ1(b2) ... λΠr(b2)
...
...
...
λΠ1(br) . . . λΠr(br)



FX(Π1)...
FX(Πr)

 =

LX(b1)...
LX(br)

 = O(Xδ)

1...
1

 .
Mutliplying the above equation by A−1 = (aij) gives
FX(Πk) = ak1X
δ + ak2X
δ + ... + akrX
δ = O(Xδ)
for 1 ≤ k ≤ r.

Assuming tΠ 6= {1/3, 0} and using Proposition 11.4 we now have
1
X
∑
(n)
g(
N(n)
X
)an3(Π) = O(X
2/7+ǫ).
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If tΠ = {1/3, 0}, then using results of ([F], 5.3) the eigenspace is generated by residues of
Eisenstein series and is one-dimensional. So we also get for tΠ = {1/3, 0},
λp(Π)
1
X
∑
(n)
g(
N(n)
X
)an3(Π) = X
1/2Kp,D +O(X
2/7+ǫ).
So for any Π, by Mellin inversion we have
(11.5) λp(Π)
1
X
∑
(n)
g(
N(n)
X
)an3(Π) = λp(Π)
1
2πi
∫
(σ)
gˆ(s)Xs−1
(∑
n∈OK
an3(Π)
N(n)s
)
ds =
δΠ(1/3, 0)X
1/2Kp,D +O(X
2/7+ǫ).
As g is an arbitrary test function we conclude that the Dirichlet series∑
n∈OK
an3(Π)
N(n)s
has analytic continuation for ℜ(s) > 9
7
+ ǫ with at most a pole at s = 3
2
. This concludes
Corollary 3.4. Again if we knew information for the asymptotic with λpn for all n then we
could apply a linear independence of characters argument and remove the assumption of
Hypothesis 3.3.
12. Appendix 1
Here we discuss how one can understand the same problem of determing the poles of our
cubic Dirichlet series for a GL2 automorphic form over Q, with trivial central character. This
would be steps toward a beyond endoscopy approach to the symmetric cube L-function. We
follow exactly the same steps to get to a sum similar to (7.5) but with only the m = 0 term,
(12.1) F (X) :=
1
X3/2
∑
c
1
c
∑
x(c)∗
e(
xl
c
)
∑
k(c)
e(
xk3
c
)W0(
c
X3/2
).
We will show F (X) = O(X−1/2).
12.1. Properties of cubic exponential sums and cubic gauss sums. Let f(x) be a
polynomial with integral coefficients, then adopting the notation of [P1], we define
S(f(x), c) =
c−1∑
j=0
e(
f(j)
c
).
We first need some lemmas found in [P1].
Lemma 12.1. If c1, c2 are coprime then
S(Ax3, c1c2) = S(Ac
2
2x
3, c1) · S(Ac21x3, c2).
Lemma 12.2. Suppose (A, p) = 1, one has
S(Ax3, pk) = p
2k
3 if k ≡ 0 mod 3
= p
2k−2
3 S(Ax3, p) if k ≡ 1 mod 3
= p
2k−1
3 if k ≡ 2 mod 3, p 6= 3
= p
2k−1
3 (1 + 2 cos(
2πA
9
)) if k ≡ 2 mod 3, p = 3
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Also if p ≡ 2 mod 3, or if p = 3 then
S(Ax3, p) = 0.
Lemma 12.3. Let p ≡ 1(3) and let p = ππ be a decomposition of p into prime factors in
Z[e
2pii
3 ], with π ≡ 1(3). Then
S(Ax3, p) = g(A, π) + g(A, π)
where
g(A, π) =
∑
y(π)
(y
π
)
3
e
(
Tr(
Ay
π
)
)
.
Using these lemmas one can prove
Lemma 12.4. If (3A, c) = 1, then
S(Ax3, c) =
∑
δ,d
N(δ)·d3=c
g(A, δ) · d2,
where δ ∈ Z[ω], δ ≡ 1(3) and d ∈ N.
Our focus will naturally be on ∑
x(c)∗
e(
x
c
)
∑
k(c)
e(
xk3
c
).
To make our use of Lemma 12.2 more explict we write this as
(12.2)
∑
A(c)∗
e(
A
c
)
∑
k(c)
e(
Ak3
c
).
We make a change of variables k → Ak, and A→ A, to get (12.2) equals
(12.3)
∑
A(c)∗
e(
A
c
)
∑
k(c)
e(
A2k3
c
).
Let c3 :=
c
3j
, where 3j ||c, so clearly (c3, 3j) = 1. Then using multiplicativity of Lemma
12.1 (12.3) equals
(12.4)

 ∑
A(3j)∗
e(
A
3j
)
∑
k(3j)
e(
(Ac3)
2k3
3j
)



 ∑
A(c3)∗
e(
A
c3
)
∑
k(c3)
e(
32jA2k3
c3
)


Then Lemma 12.4 gives (12.4) equals
(12.5)

 ∑
A(3j)∗
e(
A
3j
)
∑
k(3j)
e(
(Ac3)
2k3
3j
)



 ∑
A(c3)∗
e(
A
c3
)
∑
δ,d
N(δ)·d3=c3
g(A232j, δ) · d2

 .
We focus on the sums associated with c3. For the time we will ignore the subscript c3 and
replace it with c. Using the fact that
(12.6) g(r, n) = (
r
n
)3g(1, n),
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for (r, n) = 1 and ( r
2
n
)3 = (
r
n
)3, we open up the cubic gauss sum to get
(12.7)
∑
δ,d
N(δ)·d3=c
d2
∑
y(δ)
(
32jy
δ
)3e(Tr(
y
δ
))
∑
A(N(δ)·d3)∗
e(
A
N(δ) · d3 )(
A
δ
)3.
Now the interior sum is a gauss sum that is only non-zero when d = 1. Therefore (12.7)
equals
(12.8)
∑
δ
N(δ)=c
δ≡1(3)
(
32j
δ
)3
∑
y(δ)
(
y
δ
)3e(Tr(
y
δ
))
∑
A(N(δ))∗
e(
A
N(δ)
)(
A
δ
)3.
Let
(12.9) τ((
·
n
)) =
∑
1≤x≤N(n)
(x
n
)
3
e
2piix
N(n) ,
then following the arguments of [BY] we have
τ((
·
π
)) = g(1, π).
Then (12.8) equals
∑
δ
N(δ)=c
δ≡1(3)
(
32j
δ
)3
∑
y(δ)
(
y
δ
)3e(Tr(
y
δ
))
∑
A(N(δ))∗
e(
A
N(δ)
)(
A
δ
)3 =(12.10)
∑
δ
N(δ)=c
δ≡1(3)
(
32j
δ
)3
∑
y(δ)
(
y
δ
)3e(Tr(
y
δ
))
∑
A(δ)
e(Tr(
A
δ
))(
A
δ
)3 =
∑
δ
N(δ)=c
δ≡1(3)
(
32j
δ
)3g(1, δ)
2.(12.11)
The last equality, using properties of the cubic gauss sum can be written as∑
δ
N(δ)=c
δ≡1(3)
g(3j, δ)2.
12.2. Evaluating at m = 0. Remember our goal is to evaluate
(12.12)
1
X3/2
∑
c
1
c
∑
x(c)∗
e(
xl
c
)
∑
k(c)
e(
xk3
c
)W0(
c
X3/2
).
By the previous section, this boils down to studying
(12.13)
1
X3/2
∑
j=0
∑
δ
δ≡1(3)
∑
A(3j)∗ S(A
2N(δ)2, 3j)e( A
3j
)
3j
g(3j, δ)2
N(δ)
W0(
N(δ)3j
X3/2
).
One would like to execute the sum over j and δ separately, and it can almost be done
upon inspecting Lemma 12.2. Namely, the pivotal case is j ≡ 2(3). So we split the j-sum
into residue classes modulo 3.
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12.3. j ≡ 2(3). In this case, S(A2N(δ)2, 3j) = 3 2j−13 (1 + 2 cos(2πA2N(δ)2
9
)). Here we use from
[P2] that
2 cos(
2πA
9
) = e(1/9)χ9(A) + e(−1/9)χ9(A),
where χ9(A) is the primitive character of order 3 and conductor 9 given by χ9(1 + 3v) =
e(v/3). Incorporating this,
(12.14)
∑
A(3j)∗
S(A2N(δ)2, 3j)e(
A
3j
) =
3
2j−1
3

µ(1) + e(1/9)χ9(N(δ)2) ∑
A(3j)∗
χ9(A
2)e(
A
3j
) + e(−1/9)χ9(N(δ)2)
∑
A(3j)∗
χ9(A2)e(
A
3j
)


Note we only get a non trivial contribution from j = 2 to the Gauss sum. So for j = 2,
(12.14) equals
1 + e(1/9)χ9(N(δ)
2)τ(χ9) + e(−1/9)χ9(N(δ)2)τ(χ9).
This gives (12.13) equaling
(12.15)
1
9
∑
δ
δ≡1(3)
g(9, δ)2
N(δ)
W0(
N(δ)9
X3/2
)+
1
9
e(1/9)τ(χ9)

 ∑
δ
δ≡1(3)
χ9(N(δ)
2)g(9, δ)2
N(δ)
W0(
N(δ)9
X3/2
)

+
1
9
e(−1/9)τ(χ9)

 ∑
δ
δ≡1(3)
χ9(N(δ)2)g(9, δ)
2
N(δ)
W0(
N(δ)9
X3/2
)

 .
We also use the fact that χ9(N(δ)) = (
ω
δ
)3, and 12.6, to get
(12.16)
1
9
∑
δ
δ≡1(3)
g(9, δ)2
N(δ)
W0(
N(δ)9
X3/2
)+
1
9
e(1/9)τ(χ9)

 ∑
δ
δ≡1(3)
g(9ω2, δ)2
N(δ)
W0(
N(δ)9
X3/2
)

+
1
9
e(−1/9)τ(χ9)

 ∑
δ
δ≡1(3)
g(9ω, δ)2
N(δ)
W0(
N(δ)9
X3/2
)

 .
Now we use the key result of [P3]. Let Q(s, µ) =
∑
δ∈Z[ω]
δ≡1(3)
g(µ,δ)2
N(δ)s
.
Theorem 12.5. Q(s, µ) converges absolutely if ℜ(s) > 2 and can be continued to a mero-
morphic function in the entire plane. Q(s, µ) is regular in the half plane ℜ(s) ≥ 5/3 except
for a possible pole at s = 5/3.
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This is the result that is very similar to the equidistribution result of [HBP]. The differences
is they look at the Dirichlet series
(12.17)
∑
δ∈Z[ω]
δ≡1(3)
g˜(1, δ)Λ(δ)
N(δ)s
,
where g˜(1, δ) = g(1,δ)|δ| .
Letting Wˆ0(s) be the Mellin transform of W0, then by Mellin inversion the first sum in
(12.15) equals
(12.18) 1/9
∫ c+i∞
c−i∞
Wˆ0(s)X
3s/2Q(1 + s, 9)ds,
with c = 4. Then by a contour shift to c = 2/3 − ǫ, we get at most a term O(X), coming
from the possible pole at s = 5/3.
We now address (12.13) for the cases j ≡ 0, 1(3). Fortunately these cases are much easier
to deal with.
12.4. j ≡ 0(3). Here S(A2N(δ)2, 3j) = 3 2j3 , by Lemma 12.2. Therefore,∑
A(3j)∗
S(A2N(δ)2, 3j)e(
A
3j
) = 3
2j
3 .
We also need the fact that
(
3k+3l
δ
)3 = (
3k
δ
)3.
Here in the case of j ≡ 0(3), g(3j, δ) = g(1, δ). So letting k = 3j, we have
(12.19)
∑
k=0
∑
δ
δ≡1(3)
1
32k
g(1, δ)2
N(δ)
W0(
N(δ)33k
X3/2
).
Again by Mellin inversion and an application of Theorem 12.5, we get a term of size O(X).
12.5. j ≡ 1(3). The case here is trivial as
S(A2N(δ)2, 3j) = 3
2j−2
3 S(A2N(δ)2, 3) = 0,
by Lemma 12.2. This completes are calculation for m = 0.
13. Appendix 2
We prove Proposition 11.3 in this second appendix.
Proof. {Proposition 11.3} The proof of this proposition is very similar to the proof of Propo-
sition 17 from the appendix of [V], as the transform in question is still a J-Bessel transform.
Lemma 13.1. Let A be a positive integer. Suppose there exists a function h(ν, p) holomor-
phic for |ℜ(ν)| ≤ A+ ǫ for some ǫ, and rapidly decaying along vertical lines in the variable ν.
Let V = Fh be the function associated to h by the Bruggeman-Motohashi inversion formula.
Then one has an estimate for V and its derivatives near 0, given by V l(z)≪ zA−l.
Proof. Same as Lemma 24 in [V], expand the J-Bessel function in the definition of Bν,p(z)
into its power series and estimate. 
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We now discuss how to get good decay at ∞.
Lemma 13.2. Suppose for h(it, p) ≪A e−A|t| for all A. Then the function V = Fh has the
asymptotic expansion:
V (z) = cos2(z − π/4)
∞∑
n=1
∞∑
m=1
An,m(h)z
−n + sin2(z − π/4)
∞∑
n=1
∞∑
m=1
Bn,m(h)z
−n.
The error of truncating at n is of order O(z−(n+1)), and
An,m(h) =
∑
p∈Z
∫
R
an,m(it)h(it, p)(p
2 + t2)dt.
Here an,m(z) are certain polynomials in z. Each derivative V
(l)(z) also has an asymtotic
expansion equal to that obtained by term by term differentiation.
Proof. Use a product of the standard asymptotic of the J-Bessel function at ∞, as in [V].
For the asymptotic see [GR](8.451). Expanding the Bessel function inside of the integral in
terms of the asymptotic and interchanging the sum and integral using the exponential decay
of h we get the result. For the derivative of V one uses the asymptotic expansion again and
the fact J
′
ν(z) =
1
2
(Jν−1(z)− Jν+1(z)). 
Lemma 13.3. Fix M,N, p0 ∈ Z and j0 ∈ N and ǫ > 0. There exists a holomorphic function
h(ν, p) with decay h(it, p) ≪A e−A|t| along any vertical line, so that h(itj0 , p0) = 1 and for
j 6= j0 or p 6= p0, h(itj , p) ≪ ǫ[(1 + |tj|)(1 + |p|)]−N , so that also An(h) vanish for n ≤ 2M.
This implies V (z) = Fh(z) = O(z
−M).
Proof. Again the idea is analogous to [V]. We wan to show there exists an h such that
An(h) = 0 for n ≤M. For T1, T2 ∈ R and δ1, δ2 > 0, define
hT1,T2,δ1,δ2(z, w) :=
1
δ1δ2π
exp(
−(z2 + T 21 )
δ1
) exp(
−(w2 − T 22 )
δ2
).
Then hT1,T2,δ1,δ2(z, w) is holomorphic and as δi → 0 localizes around (±iT1, T2). It also clearly
has the exponential decay h(it, p)≪A e−A|t|. From this constructed test function we will build
a function
hδ1,δ2(z, w) =
Q1∑
j=1
Q2∑
k=1
cjckhTj ,Tk,δ1,δ2(z, w)
that fulfills the linear constraints (An(h) = 0, n ≤ M) and growth conditions (h(itj , p) ≪
ǫ[(1 + |tj |)(1 + |p|)]−N) of the lemma at the same time.
As hδ1,δ2(z, w) is holomorphic in vertical strips by Lemma 13.1 it has rapid decay near 0.
Its decay at ∞ is controlled by the coefficients
An,m(hδ1,δ2) =
Q1∑
j=1
Q2∑
k=1
∑
p∈Z
cjck
∫
R
an,m(it)hδ1,δ2(it, p)(p
2 + t2)dt,
with a similar expansion for the coefficients Bn,m(h). As δ1, δ2 → 0 the localization of h
implies the integral associated to An,m(hδ1,δ2) approaches
Q1∑
j=1
Q2∑
k=1
cjckan,m(iTj)(T
2
j + T
2
k ) +OTj ,Tk(δ1δ2).
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Suppose now we want to know exactly the asymptotic behavior of V = Fh for j, k ∈ {1, ..,M}.
We wish to choose cj,k and Tj, Tk such that Aj,k(hδ1,δ2) = vj,k, for some sequence {vj,k}Mj,k=1
(similarly for Bj,k). Suppose Q1 = Q2 = M, then we wish to solve the linear system for
unknown matrix {cj,k}Mj,k of size M ×M,
[{cj,k}Mj,k]Dδ1,δ2 = {vj,k}Mj,k=1.
Here Dδ1,δ2 is the M ×M matrix with {j, k} entry an,m(iTj)(T 2j +T 2k )+OTj ,Tk(δ1δ2). Similar
to [V], it can be checked that the determinant of the matrix D0,0 is analytic function of
Tj , Tk and does not vanish in open sets of Tj, Tk. Therefore we can apply Cramer’s rule in
each column to solve for the cj,k. One can then perform this same operation including the
coefficients associated to Bj,k(hδ1,δ2), by looking at matrices of size 2M.
Now choose a second function hitj0 ,p0,δ1,δ2(z, w) that is localized at the specified points
of our lemma. Then construct an hδ1,δ2(z) as above such that the associated Tj, Tk are
not tj0 , p0, and so that the asymptotic behavior of Fhδ1,δ2 matches that of −Fhitj0 ,p0,δ1,δ2 up
to the M-th term of the asymptotic expansion. In other words the associated {vj,k}Mj,k=1
associated to hδ1,δ2(z) are exactly the negatives of those associated to whatever coefficients
are associated to the asymptotic expansion of hitj0 ,p0,δ1,δ2(z, w).
Then the function h′δ1,δ2 = hitj0 ,p0,δ1,δ2 + hδ1,δ2 will have the property that Fh′δ ≪ zN near
0 and Fh′δ(z)≪ z−M near ∞.
By choosing δ1, δ2 > 0 sufficiently small and by our construction above, h
′(itj0 , p0) :=
h′δ1,δ2(itj0, p0) = 1 while for any other {tj, p} combination h′(itj , p) ≪ ǫ(δ1, δ2)[(1 + |tj |)(1 +
|p|)]−N , for any integer N. 
{Conclusion of Proposition 11.3}
By the above lemmas we know that there exists V = Fh′ associated to a h
′ that satisfies
the conclusion of Proposition 11.3 except it is not of compact support. We can truncate this
function following [V] again. Let g be a smooth compactly supported function on R such that
g(x) = 1 on [−1, 1] and equal zero outside of [−2.2]. Then define Vr(z) = Fh′(z)g(log(|z|)r).
Pointwise this converges to V (z) = Fh′(z) as ρ → 0, and is compactly supported. We then
ask the behavior of h(V −Vr, ν, p)? Following [BMo] in the proof Theorem 11.1, one gets the
estimate for any smooth function f with good decay properties at ∞
h(f, ν, p)≪ (1 + |ν|+ |p|)−N
for any integer N. Indeed, their proof depends on bounding the Mellin transform of f opti-
mally which depends on applying integration by parts which then will then depend on the
decay properties of f at ∞. This is a similar argument to [V].
Therefore, choosing compactly supported test function instead of those we constructed
above, does not affect the properties of the Bessel transform. We conclude that there exists
a compactly supported V that has the properties of Fh′, and the proposition is complete.

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