To fully realize the benefits of high-throughput post-genomic technologies it is necessary to reconstruct and analyse the complicated network of interactions through which most genes operate. We briefly summarize the mathematical frameworks that can be used to model such networks, and the types of algorithms available for their reconstruction. We then focus on dynamic models, typically described using differential equations, and explain the two main reconstruction approaches in current use. We discuss the data requirements of these algorithms and ask how well they correspond to current microarray data.
Introduction
High-throughput genomic and proteomic technologies, such as DNA microarrays, are revolutionizing our ability to collect data on the expression of genes, and on the activity of their products. Currently, these technologies are primarily being used to compare expression profiles under different conditions. Analysing these using a variety of classifier algorithms leads to potential new diagnostic techniques [1, 2] and also offers limited insights into gene function [3, 4] . Most genes, however, operate through a complicated network of interactions, with both positive and negative feedback control by transcription factors which are themselves subject to biochemical and transcriptional control [5, 6] . To fully realize the potential of high-throughput technologies it is necessary to reconstruct the structure of this network and elucidate the dynamical relationships that determine its behaviour [7, 8] . The sheer complexity of the network means that there is little hope of doing this using purely experimental approaches. The development of mathematical techniques to model and analyse gene networks is therefore critical to the success of this aspect of post-genome biology.
Types of mathematical model
The computational methods used for reconstruction depend heavily on the mathematical formalism used to model the network [9, 10] . Such mathematical frameworks encompass a broad spectrum [11] [12] [13] . At one extreme are models that merely describe the connections between genes. Typically, nodes in the network (which represent genes, proteins or even functional modules) are assumed to be linked if there is some correlation between their behaviour. Such structure can often be deduced using clustering or correlation-based techniques [14] [15] [16] [17] . Next, one can add a notion of direction Key words: dynamics, gene chip, gene network, mathematical model, microarray, signalling network. 1 To whom correspondence should be addressed, at the Department of Mathematics, Imperial College London (e-mail jaroslav.stark@imperial.ac.uk).
to the relationship between two genes (implying that one affects the transcription of the other), and/or an indication of whether the relationship between the two is stimulatory or inhibitory [18, 19] . Increasing amounts of information can then be included to specify the nature and strength of the relationship using logical, probabilistic or other formalisms. Finally, one arrives at models that describe the full dynamic behaviour of the system, often using differential equations [6, 12, 18, [20] [21] [22] [23] . Statistical methods such as clustering are typically insufficient to determine the kinetic or dynamic parameters required in such models, and more sophisticated mathematical tools need to be employed [10] .
Of course, real genetic networks are subject to considerable noise, and hence ideally we should model them using stochastic differential equations, or some other type of random process. However, as far as we are aware, due to the complexity involved in estimating, solving and analysing stochastic models, these are rarely used to model real networks of more than two or three genes [24] . In this paper we shall therefore concentrate on (deterministic) ordinary differential equations.
Linear and non-linear differential equations
If a network consists of N genes, an ordinary differential equation model will consist of N equations, one for each gene. The general form of the equation for the ith gene will be
Here, the left-hand side is mathematical notation for rate of change with time. The function f i describes how each of the genes 1, . . . , N directly affects the transcription rate of the ith gene. It will also include a term for the degradation of mRNA with time, and for any other processes which might affect the activity of the gene. If f i is positive the level of the ith The quantity a 10 + a 11 x 1 + a 12 x 2 gives the rate of change of the first gene as a function of the levels of the first gene (x 1 ) and the second gene (x 2 ). Geometrically, it is given by a plane with slopes a 11 and a 12 in the first and second co-ordinate directions respectively. Biologically these two numbers represent the strength of the effect of the two genes on the first gene (so that a 11 in particular quantifies the feedback of the first gene back on itself). The parameter a 10 is the height of the plane above the origin (x 1 ,x 2 ) = (0,0). Biologically it represents the background level of transcription of the first gene.
gene will increase, if it is negative it will decrease and if f i is exactly 0 the level will remain constant [20] . Typically, f i will be positive for some combinations of x 1 , . . . , x N and negative for others. This corresponds to the fact that in some states of the network the other genes are acting to switch on the ith gene and in other states they are switching it off. When f i (x 1 , . . . , x N ) = 0 for all i = 1, . . . , N, i.e. for all genes, we speak of the system being at equilibrium, or in a stationary state [20] . In this context, reconstructing the network means estimating the functions f i . In order to do this, we have to assume some explicit form for these functions. The simplest choice is that the f i are linear (Figure 1 ):
We have also included a constant background rate a i0 of transcription of the ith gene. The quantity a ij describes how changes in the level of the jth gene affect the transcription rate of the ith gene (keeping all other genes unchanged). Thus a ij is a measure of the direct interaction strength of one gene on the other (evaluated in terms of the levels of the genes). In particular if the jth gene does not directly affect the transcription rate of the ith gene, then a ij = 0. Typically, in a large network, this will be case for the majority of pairs (i,j) and hence many of the terms in eqn (2) will be 0. Similar considerations apply in the general non-linear case in eqn (1) . If the jth gene does not directly affect the ith gene then x j will not appear as an argument in f i , and so typically f i will only be a function of a small subset of x 1 , . . . , x N . We thus see that the functions f i not only determine the dynamics of the network, but also encode its architecture. For a linear model reconstructing the network amounts to estimating the interaction strengths a ij . Unfortunately, in If we do not collect data where both x 1 and x 2 are high, we cannot hope to estimate a non-linear function in that region. Here, data have been measured only in the region indicated, and as a result any one of a number of choices of f 1 will be compatible with the experimental data.
reality the functions f i will typically be non-linear [20] , if only because the level of any gene (and its transcription rate) must eventually saturate at some maximum. Reconstructing f i may then involve estimating a much larger number of parameters, and hence will need a larger volume of data. Furthermore, to fully determine an arbitrary f i requires experimental data which covers the full range of possible configurations of the system, i.e. all possible combinations of x 1 , . . . , x N . Thus for example, if the experimental data never include situations where, say, both x 1 and x 2 are high, then we cannot hope to determine f i in such regions ( Figure 2 ).
Linearization
This may seem to be an insurmountable obstacle to the use of non-linear models. However, in fact, this is an issue with any kind of model: its validity is always questionable when extrapolated far from available data. Thus even though in principle a linear model can be estimated from local information ( Figure 1 ) it would be foolhardy to give it too much credence outside of the area where this information was collected. Furthermore, in the present context, many combinations of x 1 , . . . , x N may be completely biologically unfeasible, and hence of little practical interest. Typically, therefore, one will restrict oneself to estimating and analysing a model in the neighbourhood of some particular state (x 1 * , . . . , x N * ), which will often be an equilibrium. A nonlinear model like eqn (1) can then be linearized ( Figure 3 ) to give a linear approximation of the form of eqn (2) . Mathematically this is done by differentiating f i to give:
and
is indeed an equilibrium. Geometrically, the linearized system is given by a plane tangent to the full non-linear model ( Figure 3 ). Almost all of the approaches to the reconstruction of differential equation models of gene and protein networks 
Figure 4 Estimating linear models
The interaction strengths a ij in a linear model are simply the slopes in each co-ordinate direction. They can be calculated using the right hand side of eqn (4) . Thus in the particular example in the figure, we measure the transcription rate f 1 at two different levels x 1 * and x 1 of the first gene, keeping the second gene constant at x 2 * . This yields the values
. Dividing by the difference x 1 * − x 1 , as in eqn (4), gives the slope a 11 . For a non-linear model, the same procedure yields approximations to the partial derivatives, as in eqn (4).
focus on estimating the partial derivatives in eqn (3), or their finite difference approximations
Here the numerator is the difference in the function f i between its value at (x 1 * , . . . , x N * ) and a nearby point which only differs in the level of the jth gene. This is divided by the amount of change in the jth gene, giving an estimate of the slope of f i in the jth direction. If the model is linear, the right-hand side gives the slope exactly ( Figure 4 ):
Biologically, the right-hand side of eqn (4) thus represents the effect of making a change to the level of the jth gene and observing how the rate of transcription of the ith gene is affected. For the approximation in eqn (4) to be reasonable, x j should be close to x j * , but sometimes this is not experimentally feasible. Also, if x j * − x j is small then the calculation of the right-hand side of eqn (4) is very sensitive to noise. Thus, the right-hand side is often used as a measure of interaction strength even when x j is far from x j * , implicitly assuming a linear model.
Reconstructing differential equations
Existing reconstruction methods broadly fall into one of two categories. The first of these, motivated by the preceding section, is to directly calculate the slopes as in Figure 4 . This is done by performing a number of perturbations to the network, for instance by varying transcription rates, or even knocking out particular genes. The response of all the genes in the network is measured for each perturbation, and the resulting slopes are calculated using eqn (5). Unfortunately, this requires measuring the transcription rates f i , as well as the gene expression levels x j . Two recent papers [21, 22] , based on ideas from metabolic control analysis [25] , have shown how to overcome this. The key idea is not to estimate the a ij themselves, but rather the a ij scaled by the relevant diagonal term a ii . As long as some constraints are imposed on the way the perturbations are carried out (see the next section), it turns out that the values a ij /a ii can be derived using measurements of the x j alone.
The other approach is inspired by the vast literature for building non-linear dynamics models from time series [26] . Such methods focus on much longer univariate time series, and are not directly relevant to gene array data where we have only a few time steps of a very high dimensional time series. Nevertheless, if repeated measurements of gene expression over time are available then the underlying idea of fitting a model by minimizing prediction error may still be appropriate. We thus use the model to make predictions, and then vary the parameters within the model (such as the a ij ) to give the best possible fit. A variety of standard optimization algorithms are available to do this in a systematic fashion. They can be thought of as generalizations of multiple linear regression. This attempts to fit a plane to a set of data points by minimizing the least squares distance between the plane and the data points. In the same way, we can alter the coefficients a ij on the right-hand side of eqn (2) (or parameters defining a more general model in eqn 1) to make the model give the best possible fit to available experimental data. As far as we are aware, there is only one published report of such an approach being carried out with microarray data [27] . For the future however, it does have a number of advantages, including the fact that it can be used with fully non-linear models and away from equilibria.
The two approaches are not necessarily as distinct as might at first appear. A very recent paper [23] uses systematic perturbations combined with least-squares regression to estimate the partial derivatives in eqn (3). It makes the additional assumption that each gene is only regulated by a small number of other genes, and hence the majority of the a ij are 0. This makes the procedure much more tractable and robust (see below). In general, the principle of making a priori assumptions about the model is a valuable one, which is likely to play an increasing role in the future. In particular, whatever prior information is available about the gene network should be used as much as possible, rather than regarding the system as a 'black box'. Developing algorithms which use such information is a major challenge.
Number and type of experiments
Different reconstruction methods require different types and numbers of experiments. It is therefore important to consider the type of analysis to be carried out before experiments are started. Simply collecting data, and then hoping that an appropriate reconstruction method can be found is unlikely to work. Careful thought needs to be given to whether we can measure the transcription rates f i , or only the gene levels x j . Is this done at a single time point, or are we able to obtain a time series of successive measurements? Are the perturbations to the network permanent (e.g. over-expressing or knocking out a gene) or transient (e.g. activating or inhibiting a signalling protein by phosphorylation)? Are we perturbing a single gene at a time, or imposing a potentially global perturbation (e.g. changing temperature or pH)? Can we measure the size of the perturbation or not?
It is easiest to analyse experimental requirements for methods based on estimating slopes or partial derivatives, as in Figure 4 . If we have N genes, for each gene we need to estimate the N slopes a i1 , a i2 , . . . , a iN and hence carry out N independent perturbations, i.e. N experiments. As indicated above, typically we cannot measure the transcription rates f i , but only the gene levels x j . In such a case, de la Fuente et al. [21] show that N experiments (each simultaneously measuring the level of all N genes) are sufficient, as long as the ith experiment perturbs only the ith gene. A more flexible approach is afforded by Kholodenko et al. [22] where more complex patterns of perturbations are allowed, though still requiring N experiments. This paper also allows the possibility that x j represents the activity of a module consisting of more than one gene, whose internal behaviour is either inaccessible, or of no interest. None of these techniques estimate the interaction strengths a ij themselves, but rather the scaled versions a ij /a ii . One side effect of this scaling is that these methods are unable to recover the self-interactions a ii . These represent the effect a gene has on its own transcription, and since many transcription factors are either auto-activating or auto-inhibiting, this may turn out to be a serious drawback.
These requirements are significantly relaxed in the recent paper by Gardner et al. [23] mentioned above. By assuming that each gene is affected by only K others, and using leastsquares estimation, the authors show that only K experiments are necessary to determine the interaction strengths. Since for most gene networks K is likely to be much smaller than N, this represents a major improvement, which may go a long way towards making reconstruction of larger networks a realistic possibility. In the paper itself, the authors are able to experimentally measure the size of the perturbations to the system (using co-expression of a reporter gene). This allows them to compute the actual a ij , including the self-regulatory strengths a ii . Additionally, in the supplementary material to the paper, the authors also show that their approach can still be used if the size of the perturbations cannot be experimentally measured, though in that case it is the scaled values a ij /a ii that are recovered and the auto-regulatory strengths a ii cannot be determined.
It is more difficult to give general guidelines on experimental requirements when reconstructing non-linear models by minimizing a prediction error or similar. Firstly, each interaction between genes may be specified by a number of parameters, rather than a single interaction strength. Hence bounds on the number of experiments that are required are more easily given in terms of the number of parameters M that need to be estimated, rather than in terms of the number of genes N in the network. For a linear model there is a simple relationship between M and N. Thus, if the network is assumed fully connected, we have N 2 connections and hence N 2 parameters a ij , giving M = N 2 . If we make the simplifying assumption as in [23] that each gene is only regulated by K others, then M = KN. For a non-linear model, the dependence of M on N will be model-specific.
Unfortunately, it may turn out that some combinations of the parameters are not identifiable, in the sense that altering them has no effect on the observed outcome of the experiments we carry out. This may seem to be mathematical pathology, but in fact examples [28] show that it can occur naturally for even simple biochemical reaction systems. Of course, since such parameter combinations do not alter the behaviour of our system, we may often simply choose to ignore them, for instance by appropriate scaling (similar to the way we estimate a ij /a ii above, and ignoring a ii ). On the other hand such parameters may have important biological interpretations (i.e. a ii above) in which case we may need to redesign the experiment in order to make them identifiable [28] .
Assuming from now on that we restrict ourselves to identifiable parameters, as a basic principle, estimating M values typically requires at least M independent experimental measurements. Conversely, an important mathematical result by Sontag [28] rigorously shows that 2M + 1 experiments are sufficient. At first sight, these bounds look very pessimistic. Thus they suggest that if we had a fully connected network, with one parameter per connection, we would require 2N 2 + 1 experiments to reconstruct the network, which is clearly not feasible for any network with more than a handful of genes. On the other hand this ignores the fact that high-throughput methods such as microarrays carry out many measurements simultaneously. If we adopt an optimistic interpretation, and assume that each expression level measured by a microarray is an independent observation of the system, then Sontag's bound becomes practicable.
Figure 5 Poor normalization
Affymetrix U133A GeneArrays were run every 2 h for two biological samples (A and B) of Molt 4 cells, irradiated at time 0, with a dose 5 Gy. Expression levels were calculated using Affymetrix MAS version 5.0 software. The figure shows the relative error in predicting the expression level at a given time point from the expression levels 2 h before and after this time point, using linear interpolation (see text). For replicate A the error is symmetrically distributed around 0, as one would expect, and the distribution does not change from one time point to another. In the case of replicate B however, the distribution becomes highly skewed at 8 h, and exhibits much larger relative errors. This indicates a systematic bias to the expression levels at this time point. Detailed investigation suggested that this was due to incorrect normalization of this particular array.
Unfortunately it is currently not clear how to rigorously incorporate this idea into Sontag's result (see section 6.9 of [28] ).
Statistical quality
The above discussion has so far assumed that we can accurately measure the gene levels x j . In practice, microarray data can be very noisy, and suffer from a variety of artefacts. Typically, the values used for modelling have already been subject to considerable statistical processing. Firstly, raw pixel values have to be combined to give an overall intensity for each spot on the array. Next, depending on the type of array, a number of spot values have to be merged to give an overall level for a gene. In the case of Affymetrix GeneChips, this requires the analysis of a number of perfect match/mismatch pairs, each corresponding to one oligonucleotide. Some form of normalization of expression levels over the whole array (or perhaps regions of the array) is then required in order to make values from different chips comparable. Finally, it is common to run a number of replicate experiments, and to obtain an overall expression value as an average over the replicates (with the variability across replicates yielding an estimate of the standard error of this mean).
Ideally, network reconstruction should not be carried out as a separate process from the above statistical analysis, and the two should be combined into a single integrated procedure. However, this is probably currently too ambitious, and in practice the expression levels used are obtained from one stage or another of a standard statistical analysis. This can unfortunately lead to serious difficulties. We shall discuss those arising from averaging out biological replicates in the next section, and here restrict ourselves to presenting an example of the problems that can be caused by poor normalization ( Figure 5 ).
This figure shows the results of a simple linear interpolation prediction scheme used to quantify the variability of expression levels with time, and to serve as a baseline for more sophisticated models. If we denote the expression level of a gene at time t by x(t), the interpolation error is simply given by [x(t − 2) + x(t + 2)]/2 − x(t). This quantifies how well the expression level of the gene at time t can be predicted from the levels 2 h previously and subsequently. To allow for different levels of expression of different genes, the error plotted in Figure 5 is normalized by x(t) to give the relative error
The large departure at 8 h for replicate B ( Figure 5 ) from a symmetric distribution of errors was eventually traced to a poor normalization of the array used at that time point. This meant that results from 6 and 10 h were not directly comparable, giving a large systematic bias to the quantity x(8) − [x(6) + x(10)]/2. If this had remained undetected, it could have led to artefacts in any network reconstructed from this data. There is currently considerable interest in developing better normalization algorithms which simultaneously normalize data from a number of arrays and hopefully reduce the occurrence of such problems [29] .
Biological replicates
Most microarray experiments are carried out with a number (typically 3-5) of biological replicates. Averaging these is a reasonable approach if for instance we are looking for genes that change significantly between two experimental conditions. However, it can lead to potential problems when constructing dynamical models. If different replicates start in slightly different states, they evolve in slightly different ways. Thus for instance, they may undergo the same dynamical process, but at different speeds. An example of this appears to occur in Figure 6 , which shows the crude data distribution for all three replicates of the same experiment as in Figure 5 . The three replicates appear to be well matched initially, and after 12 h, but for an intermediate period exhibit quite large divergence.
Additional analysis revealed that, in some cases, data at different time points from the same replicate were closer to each other than data from the same time point and different replicates. This was not simply a normalization problem since many genes had widely different ranks in different replicates. Hence, it is unlikely that this problem can be removed by improved statistical analysis.
Averaging between replicates may therefore destroy or distort the dynamical behaviour that we are trying to reconstruct. If we attempt to estimate a model using the average of a number of replicates, we obtain a model that describes the dynamics of this average. This need not be the same as the behaviour of any real biological sample, and hence any biological conclusions we draw from this model may be of doubtful significance. This suggests that individual replicates should be used separately in any modelling procedure, though currently there is little understanding of the best way of doing this.
Conclusions
Reconstructing genetic networks from microarray data is still in its infancy, particularly when it comes to dynamical models. A number of proposed algorithms have been published, but so far few have been tested with real data. Many algorithms place significant constraints on the type of experiments that are carried out, and the data that is collected. It is therefore essential to decide on a reconstruction approach before starting experiments. The statistical techniques currently used to analyse microarray data may not be suitable for reconstruction use, and ideally a single combined statistical/reconstruction approach should be used. Algorithms to do this do not yet exist, and until they become available, particular care should be taken with normalization and with averaging between biological replicates.
