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Topological defects, such as quantum vortices, determine the properties of quantum fluids. Their
study has been at the center of activity in solid state and BEC communities. On the other hand,
the non-trivial behavior of wavepackets, such as the self-accelerating Airy beams, has also been
intriguing physicists. Here, we study the formation, evolution, and interaction of optical vortices
in wavepackets at the Dirac point in photonic graphene. We show that while their exact behavior
goes beyond the Dirac equation and requires a full account of the lattice properties, it can be still
approximately described by an effective theory considering the phase singularities as ”particles”.
These particles are capable of mutual interaction, with their trajectory obeying the laws of dynamics.
Topological invariants [1, 2] become as important in
physics as the symmetries [3]. They open a new dimen-
sion for the exploration of fundamental possibilities and
the creativity of engineering. Quantum Hall effect [4–
7] and topological insulators [8–10] have shown that the
band structure of periodic systems is not limited to mere
dispersion, and that there can be chiral edge states pro-
tected by topological invariants of the bands. The topo-
logical invariants can characterize not only such rigid
structures as the bands, but also define the properties
of the quantum fluids by determining the existence of
topological defects [11, 12]. Indeed, quantum vortices,
discovered in superconductors [13], liquid helium [14, 15],
and Bose condensates [16], are protected by a topological
invariant – their winding. While being different from the
famous Chern number [17], characterizing the bands, the
winding number [2, 18], defined in differential geometry,
is also a well-known topological invariant in mathemat-
ics, providing associated protection.
Fluids are usually interacting [19], and quantum vor-
tices have mostly been analyzed in interacting systems:
for example, in superconductors and in Bose condensates,
the vortex size is determined by the interactions [20].
However, topological defects (called phase singularities
or dislocations in this case) can also be observed in lin-
ear (non-interacting) wave interference [21], not only for
light [22], but also for tidal waves [23, 24]. Phase sin-
gularities, being just zero density points, are less limited
by physical bounds: for example, their speed can exceed
the speed of light [21], and there is in general no strict
connection between the number of vortices and the opti-
cal angular momentum of a beam [25], except for simple
cases (Gauss-Laguerre beams). Because of this, topo-
logical defects in wave interference were seen as being
objects somewhat ”less real” than similar defects in the
interacting quantum fluids. The distinction between the
interacting and non-interacting case has become a matter
of debate [26, 27], because in many works vortices were
used as a smoking gun of superfluidity [28, 29].
Wavepackets in linear regime are an important field
on their own. The famous self-accelerated Airy beams
[30, 31] are one example, but there are also Bessel beams
[32], with their self-repairing properties [33] and spatial
profile, which are particularly useful for applications such
as optical tweezers [34]. Even the physics of Gaussian
wavepackets in non-trivial systems with diabolical points,
such as honeycomb lattices, has been attracting attention
since a very long time, with original phenomena such as
the conical refraction, predicted [35] and observed [36] a
long time ago. A finalized theory describing the inten-
sity evolution in such wavepackets was developed only
recently [37, 38]. The phase properties of conical diffrac-
tion are understood even less. Recently, the conversion
of pseudospin into orbital angular momentum has been
described for such wavepackets at the Dirac point [39]:
a vortex has been shown to appear in the center of the
wavepacket after its evolution in the effective field of the
Dirac Hamiltonian. Another work has shown the forma-
tion of several vortices in photonic Lieb lattices [40], but
their dynamical behavior has not been analyzed.
In this work, we show that optical vortices appearing
in linear wavepackets exhibit many features typical for
topological defects in nonlinear quantum fluids. Their
trajectories obey the laws of dynamics: in particular, we
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2observe the effect of the Magnus force and the mutual
interaction of two vortices. Finally, we show that certain
features of wavepackets even in the immediate vicinity of
the Dirac point in graphene cannot be described by the
Dirac equation, because the two pseudospin components
actually coexist in the same real space.
We study the evolution of a probe beam in a hon-
eycomb lattice (photonic graphene). The transverse
beam profile can be found by looking for the solu-
tion of the wave equation in the form ~E(x, y, z, t) =
~E0a(x, y, z)e
i(k0nz−ωt), where ω is the frequency of the
laser beam, n is the refraction coefficient, k0 is the wave
vector of light in the vacuum, ~E0 is the maximal am-
plitude vector, and a determines the spatial intensity
distribution. The paraxial approximation ∂2a/∂z2 
k0∂a/∂z allows rewriting the equation as:
i
∂a
∂z
= − 1
2k0n0
∆a− k20
(
n2 − n20
)
a, (1)
which is equivalent to the Schro¨dinger equation, where
the propagation in the z direction is mapped to time t,
the mass is determined by m = ~k0n0/c (n0 is the back-
ground refraction index, c is the speed of light), and the
potential U(x, y) is determined by the deviation of the
refraction index from the background value: U(x, y) =
−~ck20(n2 − n20). In the vicinity of the Dirac point of
the honeycomb lattice the behavior of the wavepackets is
supposed to obey the Dirac equation:
i~
∂ψ
∂t
= ~c′k · σψ (2)
where ψ = (ψA, ψB)
T is a spinor wavefunction with two
components (in the case of graphene, these are the wave-
functions on the two sites of the unit cell A and B), and
c′ is the effective speed of light determined by the mi-
croscopic Hamiltonian (e.g. Fermi velocity). Note that
the full solution a(x, y, z) of Eq. (1) also includes a plane
wave of the K point [41].
The photonic graphene is formed in a 85Rb vapor cell
by electromagnetically induced transparency(EIT)[42],
as illustrated in Fig. 1. Generally, the susceptibility
experienced by a probe field E1 in the Λ-type three-level
85Rb atomic configuration [Fig. 1(e)] under the effect of
a coupling field E2 reads [43, 44]
χ =
iN |µ31|2
~ε0
× 1
(Γ31 + i∆1) +
|Ω2|2
Γ32+i(∆1−∆2)
(3)
where ε0 is the vacuum dielectric constant; Γ31 (resp.
Γ32) is the decay rate between states |1〉 (resp. |2〉) and
|3〉; N is the atomic density at |1〉. ∆1 (resp. ∆2) is the
frequency detuning between the atomic resonance |1〉 to
|3〉(resp. |2〉 to |3〉) and the probe (resp. coupling) field
frequency, as labeled in Fig. 1(e). Ω2 is the Rabi fre-
quency induced by the coupling field E2 and µ31 is the
FIG. 1: (Color online) (a) Experimental setup. E2, E
′
2 and
E′′2are three coupling beams interfering to form a hexagonal
optical lattice inside the rubidium vapor cell, which results in
a honeycomb lattice for susceptibility due to the EIT effect.
E1 and E
′
1 are two probe beams from the same laser that con-
struct a probe field featured by equally spaced vertical fringes.
BS: 50/50 beam splitter, CCD: charge coupled device camera.
(b) The observed hexagonal coupling lattice. (c) The interfer-
ence fringes formed by the two probe beams, both of which are
set to carry an OAM=1. (d) Spatial beam arrangement (be-
fore entering the cell) of the probe and coupling beams in the
x-y plane. (e) The three-level Λ-type energy-level structure
coupled by the probe and coupling fields. (f) The observed
absorption (upper red curve, corresponding to the transition
85Rb, F = 2→ F ′) and EIT spectra (lower blue curve) versus
the probe-field detuning. (g) The schematic for the generated
hexagonal lattice. (h) and (i) The beam arrangements of the
periodic probe field and the induced honeycomb lattice inside
the medium for exciting A and B sublattices, respectively.
dipole moment between levels |1〉 and |3〉. The coupling
field is constructed by the interference of 3 laser beams
which induces a honeycomb-like susceptibility distribu-
tion [45] with a negligibly small imaginary part [41]. The
probe field is also structured to form periodical vertical
fringes by 2-beam interference [41], to allow selective cov-
erage of only one set (either A or B) of the sublattices
[Fig. 1(c), (g)-(i)], and to excite the K or K ′ valley in the
momentum space [39]. In our experiment, the probe can
be either Gaussian or Gauss-Laguerre with an orbital an-
gular momentum (OAM). After exiting the Rb cell, the
two probe beams that construct the probe field separate
in space [Fig. 1(a)], and interfere with a Gaussian ref-
erence beam. We record such interference pattern for
one of the two probe beams on a charge coupled device
(CCD) camera.
The massless Dirac equation (S2) is characterized by a
single parameter c′. Therefore, changing this parameter
is equivalent to changing the units of time. In the exper-
iment, varying the detuning ∆1 changes the susceptibil-
ity of the honeycomb-like atomic superlattice [Eq. (3)],
which changes the amplitude of the potential and the
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FIG. 2: (Color online) Wavepacket in the Dirac equation.
The 2 rows correspond to t/T = 0.67 (1.17). Intensity: (a,d)
|ψA|2, (b,e) |ψB |2. Interference: (c,f) |ψA + ψB + eikrr|2,
krw = 15.
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FIG. 3: (Color online) Experimental wavepacket evolution.
The 1st two rows correspond to ∆1 = 45 (56) MHz. (a,c) the
interference pattern with a reference beam; (b,d) extracted
phase [arrows in panel (b) show different contributions to the
current]. The last row shows the vortex trajectory (e) r(t)
and (f) Y (X) (black dots - experiment, red line - analytical
theory).
tunneling probability between the lattice sites, and thus
the effective units of time (see [41]).
The non-trivial behavior of wavepackets in the Dirac
equation has been in the focus of theoretical studies for
a long time [46], and several corresponding experiments
have also appeared recently [39]. Different representa-
tions (centered on Berry curvature [47, 48] or on the effec-
tive field [39]) provide different levels of comprehension,
but the conclusion is generally the same: wavepackets in
the Dirac equation are almost always associated with a
nonzero angular momentum [47], which can be seen (and
observed experimentally) as a quantum vortex.
We begin with a simple case with zero angular mo-
mentum of the initial wavefunction ψA = exp(−r2/2w2).
The Hamiltonian (S2) converts ψA to ψB , but because of
its dependence on the polar angle of k, the resulting con-
ical refraction is accompanied by the change of winding:
lB = lA±1. Figure S2 shows the calculated images of the
evolution of a Gaussian wave packet in the Dirac equa-
tion, exhibiting conical refraction: |ψA|2 in panels (a,d),
|ψB |2 in (b,e), and the interference of their superposition
with a reference beam in (c,f). The phases arg(ψA) and
arg(ψB) do not change with time: the phase singularity is
always present only in the center of ψB . For times shorter
than the period T of component conversion t < T = w/c,
the approximate solution along x reads:
ψA (x, t) = A (t) exp
(
− x
2
2w2
)
ψB (x, t) = B (t)
xct
w2
exp
(
− x
2
2w2
) (4)
where: A(t) = cosωt and B(t) = sinωt (ω = 2pi/T ).
In experiment, the emission is detected far from the
Rubidium cell, and individual sites cannot be distin-
guished. Therefore, the total emission detected is a su-
perposition of ψA and ψB , with the phase being that of
a superposition of two complex fields. The motion of a
vortex in the superposition ψA +ψB is a result of the in-
terplay of the intensities of the components, and its posi-
tion can be found from the simple equation ψA+ψB = 0.
This can only occur along the x axis, because the phase
of ψA and ψB is opposite for negative x. The equation for
the vortex position reads A (t) +B (t)xct/w2 = 0 which
allows to find the trajectory x(t):
|x (t)| = w
2 cotωt
ct
(5)
Figure 3(a,c) shows the experimental images of the in-
terference of the transmitted beam with a reference beam
at 2 detunings corresponding to 2 different times (see also
movies in [41]). The vortex position is visible as a fork-
like dislocation (white circle), and its shift is marked by a
black arrow. Panels (b,d) show the extracted phase. The
extracted vortex trajectory (with the error bars deter-
mined by the interference fringes) is compared in Fig. 3(e)
4with the analytical solution Eq. (S3) (red curve). The
good quality of the fit confirms the interpretation (the
origin of the experimental time axis is the fitting param-
eter). In the Dirac equation, vortex appears at infinity
and approaches the system center very rapidly in the ini-
tial moments. In the experiment, it appears as a part of
a vortex-antivortex pair at a finite distance, determined
by the sensitivity of the detector and the finite size of the
photonic graphene lattice (see [41]).
However, the exact cycloidal experimental XY trajec-
tory of the vortex [Fig. 3(f), black dots] cannot be sim-
ulated with the Dirac equation, but can be reproduced
only if one takes into account the Magnus force [49, 50]
F = I~(L× v) (6)
where I is the relative intensity (fitting parameter), L is
the vortex winding and v is the vortex velocity obtained
from Eq. (S3). The Magnus force was used to detect a
single vortex in superfluid helium for the first time [51],
here we use it to prove the ”reality” of the phase singu-
larity and of the associated rotation in a two-component
light beam [Fig. 3(f), red curve]. While in the Dirac ap-
proximation, the phase singularity is present only in the
center of the wavepacket in the ψB component, in exper-
iment and in full numerical simulations it is located at
the center of the vortex, as can be seen from the experi-
mental phase images [Fig. 3(b,d)]. Therefore, the overall
microscopic outward flow due to the intensity gradient
[Fig. 3(b), black arrows] is increased on one side of the
singularity because of the extra flow of the vortex (white
arrow), which accelerates the equilibration of the popu-
lation of A and B sites and shifts the vortex (given by
ψA = −ψB) laterally. The mechanism is therefore the
same as that of the common Magnus force in classical
and quantum fluids. In spite of the fact that the phase
singularity itself is a zero-density point, not restricted by
the laws of relativity, its motion is still affected by the
flow it creates.
We have also studied the evolution of wavepackets with
non-zero OAM. The conversion of the component ψA into
ψB by the Dirac Hamiltonian (S2) changes the angular
momentum by 1: lB = lA−1. If the injected wavepacket
has a positive angular momentum lA = 1, then the other
component has lB = 0, and the overall interference pat-
tern shows a vortex and an anti-vortex, canceling each
other at t = T . In the other case, when lA = −1,
lB = −2, and the overall pattern shows L = −2 at T .
Here, we use the full numerical treatment in the paraxial
approximation, beyond the Dirac approximation. Fig-
ure 4 shows the experimental and theoretical images for
a wavepacket with L = +1. Panels (a,d) show the exper-
imental interference patterns, with vortices marked by
ellipses. In panel (d), two opposite vortices meet and dis-
appear (dashed ellipse). This is confirmed by the phase
images (b - two dislocations, e - no dislocation). The tra-
jectories of the two vortices in panel (c) are well repro-
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FIG. 4: (Color online) Experiment and theory for initial
wavepacket with L = +1. The two rows correspond to ∆1 =
80.4 (96.4) MHz: (a,d) - interference pattern (experiment),
(b,e) - extracted phase. Vortex trajectories: (c) - experiment
(curves are guides for the eyes), (f) - theory.
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FIG. 5: (Color online) Experiment and theory for initial
wavepacket with L = −1. The two rows correspond to
∆1 = 50 (59.6) MHz. (a,d) - experimental interference pat-
terns (experiment), (b,e) - extracted phase. Trajectories of
the vortices: (c) experiment (smooth curves are guides for
the eyes), (f) theory.
duced by theoretical modeling (f) (see also [41]) [fitting
parameter – initial position of the vortex (−0.2,−0.5)a].
Figure 5 demonstrates the evolution of a wavepacket
with L = −1 (movie in [41]). In this case, two vortices
of the same sign appear in the experimental interference
patterns (a,d) and phase (b,e). As in the case L = 0, it
is possible to find an analytical solution for the vortex
trajectory from the condition ψA = −ψB (see [41]), but
it is again a straight line. However, in reality, each of
the 2 vortices creates a velocity field which affects the
other, leading to their mutual rotation around their cen-
ter of mass, as can be seen from the experiment (c) and
full numerical simulations (f) [fitting parameter – initial
position of the vortex (−0.46,−1.8)a].
Neither the cycloidal motion due to the Magnus force
visible in Fig. 3(f), nor the mutual rotation seen in
Fig. 5(c, f) can be reproduced with the Dirac Hamilto-
5nian (S2), because it neglects the fact that the two com-
ponents ψA and ψB actually coexist in the same space,
occupying different points. The component conversion
ψA → ψB thus already corresponds to motion (a flow of
intensity), which is neglected. This is a fundamental lim-
itation of the Dirac equation restricting its validity. In-
deed, while the wave packet as a whole involves wavevec-
tors close to the Dirac point, determining the position of
the vortex core with a high precision involves wavevectors
much further from this point, due to the Heisenberg un-
certainty principle. Both of these effects stem from the
current induced by the phase gradient associated with
vortices, present both in linear and nonlinear systems.
The advantage of our configuration is that it allowed us
to evidence the consequences of this phase gradient for
the phase singularity itself. The study of the dynamics
of vortices is important for future applications, such as
vortex memories [52, 53] and gyroscopes [54, 55].
To conclude, we have studied both experimentally and
theoretically the behavior of OAM wavepackets in pho-
tonic graphene, showing that phase singularities in linear
wavepackets can behave as vortices in quantum fluids, ex-
hibiting the effects of the Magnus force and demonstrat-
ing mutual interaction. We also point out the limitations
of the Dirac equation for the description of the systems
with pseudospin defined in real space.
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SUPPLEMENTAL MATERIAL
In this Supplemental Material, we present the details
of the experiments, simulations, and calculations given
in the main text. We discuss the full Schro¨dinger equa-
tion obtained in the paraxial approximation. We provide
the details on the analytical solution of the Dirac equa-
tion, comparing it with a numerical solution of the same
equation. Finally, we present the supplementary video
files.
Additional details on the experimental
measurements
In this section, we provide additional comments on the
experimental scheme presented in Fig. 1 of the main text.
The coupling beams E2, E
′
2 and E
′′
2 from the same
tunable continuous-wave diode laser ECDL2 (wavelength
7around 795 nm) are coupled symmetrically with respect
to z axis by three PBSs and intersect at the center of
the Rb vapor cell to establish the hexagonal interference
pattern in the x-y plane. The angle between each cou-
pling beam is 2θ ≈1.2◦ and the period of the formed
hexagonal lattice is about a 25µm [Fig. 1(g)]. The pow-
ers of the three Gaussian coupling beams (with the same
diameter of ∼ 0.8 mm) are the same: 15 mW. The res-
onant wavelength (corresponding to detuning ∆2 = 0)
of the coupling field is λ2 = 794.975 nm. The 5cm
long atomic vapor cell is wrapped with µ-metal sheets
to shield outside magnetic field and heated by a heat
tape to 80◦C. The two probe beams E1 and E′1 from
the same tunable continuous-wave diode laser ECDL1
are also symmetrically placed with respect to z axis
and intersect at the center of the cell with almost same
angle as for the coupling beams to build the probe-
field lattice along the transverse direction x. The two
cw Gaussian probe beams (with the same diameter of
∼ 1 mm) are at ∼ 0.5 mW. The resonant wavelength
(corresponding to detuning ∆1 = 0) of the probe field is
λ1 = 794.981 nm. Under the EIT condition, the honey-
comb refractive index lattice can be effectively written in-
side the coherently-prepared multi-level atomic medium.
The induced change of the refractive index (see below) is
of the order of 9×10−3 for the real part and 1.5×10−4 for
the imaginary part. The decay rates between the states
involved in EIT are determined by the the longitudinal
and reversible transverse relaxation times of each state.
The two probe beams exiting the cell are interfered with
a Gaussian-shaped reference beam from ECDL1, intro-
duced into the optical path via a 50/50 beam splitter.
Vortex dynamics in the full Schro¨dinger equation
In the main text, we explained that the transverse pro-
file of a beam in the paraxial approximation obeys the
Schro¨dinger equation:
i~
∂ψ
∂t
= − ~
2
2m
∆ψ + Uψ, (S1)
where the mass m is determined by m = ~k0n0/c (n0 is
the background refraction index, c is the speed of light),
and the potential U(x, y) is determined by the devia-
tion of the refraction index from the background value:
U(x, y) = −~ck20(n2 − n20).
At t = 0, a wave packet is created in the potential
minima corresponding to the A sites. We then follow its
evolution and analyze its phase by studying its interfer-
ence with a reference beam. Both for the theory and
for the experimental images, we extract the phase from
the interference pattern by making a Fourier transform,
keeping only one of the maxima, shifting it to k = 0, and
finally making an inverse Fourier transform.
In the main text, we explained that due to the fact
that the Dirac equation contains only a single parame-
ter c, the study of the time evolution of a system with a
fixed parameter c is equivalent to the study of the evo-
lution of multiple systems with different c during a fixed
time. Of course, this is only completely true at the level
of the Dirac equation: for a full paraxial equation, chang-
ing the potential affects the spatial profile of the Bloch
functions, which can lead to deviations from the equiv-
alence of the two configurations. Here, we demonstrate
that the qualitative behavior observed in the two cases
is essentially the same. Figure S1 shows the trajectories
of the vortex obtained for fixed time (black line) vary-
ing the effective potential height (which is equivalent to
changing the detuning in experiment), and for fixed de-
tuning (red line) varying the evolution duration (which
would be equivalent to changing the length of the Rb cell
in experiment). Both curves show qualitatively the same
behavior, which means that both configurations are in-
deed equivalent. The differences in the two trajectories
are due precisely to the fact that they cannot be com-
pletely obtained within the Dirac equation, and therefore
do not completely retain the associated invariance.
FIG. S1: Vortex trajectory from full paraxial equation for
fixed time (varying the detuning and thus the effective po-
tential – black line) and for fixed detuning (varying the prop-
agation length and thus the duration of the evolution – red
line).
The values of the detuning available in experiment al-
low the observation of effective times approximately from
0.2 to 1.5T , where T is the conversion period for a fixed
wavepacket width of w = 50 µm.
8Analytical solution for the vortex trajectory in the
Dirac equation
The 2D Dirac equation for massless particles can be
written as
i~
∂ψ
∂t
= ~c′k · σψ, (S2)
where k is the wave vector (in 2D), and σ is a vector
of Pauli matrices σx and σy. This equation can be ob-
tained by linearization of the tight-binding Hamiltonian
of graphene in the vicinity of the corner of the Brillouin
zone (the so-called K and K ′ points).
Initial wavepacket with L = 0
The approach used to find the analytical solution for
the vortex trajectory in the Dirac approximation is dis-
cussed in the main text. It is based on a small-time
approximation, which takes into account only the initial
conversion ψA → ψB and neglects the backward conver-
sion. The limit of validity of this approximation corre-
sponds to the moment t = T = w/c, when ψA vanishes.
In this approximation, we are keeping a Gaussian shape
for ψA and a corresponding derivative shape for ψB . Of
course, at any moment of time, in reality there is a back-
wards conversion from ψB to ψA, and therefore the shape
of ψA is not Gaussian any more. But this backwards con-
version is a second-order perturbation, and this is why it
does not influence the overall dynamics of the vortex.
Even when we are at one half of the full conversion cy-
cle [Fig. 2, panels (d,e)], when this non-Gaussian per-
turbation becomes comparable with the intensity of the
original Gaussian in ψA, it does not influence the tra-
jectory of the vortex, because the overall intensity |ψA|2
is at this moment much smaller than |ψB |2, and there-
fore the vortex is necessarily located at the minimum of
|ψB |2. So, the analytical solution works well in spite of
the approximations used.
The solution found in the main text is:
|x (t)| = w
2 cotωt
ct
, (S3)
In the main text, we compare this solution with the co-
ordinates of the vortex center extracted from the exper-
iment. Here, we compare it in Fig. S2 with the vortex
trajectory extracted from the numerical simulation based
on the direct solution of the Dirac equation Eq. S2 (and
not on the full Schro¨dinger equation), in order to check
the validity of the underlying simplifications. The analyt-
ical solution is plotted as a red curve, while the numerical
trajectory [obtained from the interference pattern shown
in Fig. 2(c,f)] is plotted as black dots because of the finite
step size in the numerical simulation. The good quality
of the fit confirms the interpretation. We plot the figure
in log-log scale to make visible the equally good agree-
ment for all points (with relatively large and relatively
small values).
FIG. S2: The trajectory of the vortex in the total wavfunc-
tion ψA + ψB : black dots – extraction from the interference
pattern in the numerical simulation, red line – analytical so-
lution.
The analytical solution predicts that the vortex ap-
pears at infinity and approaches the center of the sys-
tem with an infinitely high initial velocity. In numer-
ical simulations and in experiment it is, of course, im-
possible to observe such behavior because of the finite
precision. Indeed, the Gaussian function describing the
wavepacket rapidly decays to very small values, smaller
than the noise in experiment or than the numerical pre-
cision in simulations. It is in this region that the vortex
actually appears. The quantization of the topological
charge of the system implies that this vortex can only
appear inside the system (not at infinity) as a part of a
vortex-antivortex pair, and this is what is actually ob-
served. Figure S3 shows the experimental images with
the interference patterns just before and after the vortex
formation. In panel (a), there is already a shift of the
interference, but no forklike dislocations are visible. In
panel (b), the vortex-antivortex pair is shown after its
separation. The anti-vortex remains where the pair has
appeared, and the vortex moves towards the center of the
system, as described by the analytical solution Eq. (S3).
We note that the formation of the vortex-antivortex pair
occurs at a large distance from the center of the system,
where the intensity of the probe beam (not the reference
beam used for interference) strongly drops down.
Initial wavepacket with L = ±1
If the original wavepacket contains a non-zero angular
momentum, the overall outline of the theoretical consid-
eration does not change in the Dirac approximation. The
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FIG. S3: Experimental images showing spatial interference
patterns, showing the vortex appearance: a) no vortex b)
vortex (and anti-vortex at the pair creation point).
conversion of the component ψA into ψB changes the an-
gular momentum by 1: lB = lA−1, because of the shape
of the Dirac Hamiltonian. If the injected wavepacket has
a positive angular momentum lA = 1, then the other
component will have lB = 0, and the overall interference
pattern will show a vortex and an anti-vortex, canceling
each other at t = t0. In the other case, when lA = −1,
lB = −2, and the overall pattern will show L = −2 at t0.
FIG. S4: The trajectory of the vortex in the total wavfunc-
tion ψA + ψB for lA = −1, lB = −2: black dots – extraction
from the interference pattern in the numerical simulation, red
line – analytical solution.
As in the previous case, here it is also possible to find
an analytical solution for the vortex trajectory from the
condition ψA + ψB = 0. Close to t = 0, the solution re-
mains the same, while for t→ t0 (x ≈ 0) there are second-
order corrections to the trajectory due to the modified
spatial dependence of the wavefunction ψA in the pres-
ence of a vortex: ψA(x) ∝ x exp(−x2/2w2):
x (t) =
w2 cotωt
ct
+ 2
w3cot2ωt
c2t2
, (S4)
The numerical (black dots) and analytical solutions (red
line) for the trajectory of the extra vortex for lA = −1
are shown in Fig. S4. Again, a perfect fit is obtained,
confirming the theoretical assumptions. An important
difference with the previous case is that here the overall
dynamics is much faster, because the effective width of
the wavepacket is modified by the change of the spatial
profile (higher average wave vector for a rotating wave
packet), which increases ω by approximately a factor 2.
This is not visible in dimensionless coordinates t/T , ex-
cept via the decreased density of numerical points for
a fixed time step. The other vortex always remains at
x = 0, so there is no need to calculate its position (this
is only valid within the framework of Dirac equation).
2-beam vs 3-beam configuration
In this section, we compare the possible experimental
configurations with 2 or 3 beams exciting correspond-
ingly 2 or 3 equivalent valleys, stressing that there are
no fundamental differences between the two cases. The
2-beam configuration was used in the present work, while
the 3-beam was used in Ref. [39].
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FIG. S5: Left column: spatial images of the intensity dis-
tribution I(x, y) for 2-beam (a) and 3-beam (c) configura-
tions. Right column: interference pattern for a single ex-
tracted beam (valley): 2-beam (b) and 3-beam (d) configura-
tions.
The interpretation of the experiments with an emer-
gent Dirac equation or similar ones is essentially based
on the decomposition of the wavefunction into a slowly-
varying envelope and a plane wave, corresponding, for
example, to a certain valley. The solution of the Dirac
equation gives the behavior of the envelope function (the
wave packet and a part of the Bloch wave in the spinor),
which then has to be multiplied by the plane wave of the
10
valley. The corresponding state thus includes an inter-
ference of the complex exponents corresponding to the
wave vectors of the 3 equivalent valleys, giving rise to a
complex interference pattern with a vortex inside each
unit cell [56]. It is therefore quite difficult (but possi-
ble) to observe an extra vortex appearing in the envelope
function by studying the intensity profile of the whole
solution, as shown in Fig. S5(c), calculated using the full
Schro¨dinger equation Eq. (S1) starting with a Gaussian
wavepacked composed of 3 beams (plane waves) of the
K valley. However, the 3 different wave vectors of the 3
equivalent valleys forming the Bloch function naturally
separate in space during the propagation of light after
exiting the Rb cell, and it becomes possible to study just
one of them, bearing only the information on the enve-
lope function modulated by a single complex exponent
with one definite wave vector [Fig. S5(d)]. The same ap-
plies to the 2-beam configuration: while the 2 beams do
not give the Bloch wave perfectly, this does not affect
the evolution of the envelope function. Indeed, the dis-
tribution of intensity in Fig. S5(a) corresponding to the
2-beam configuration is slightly different from Fig. S5(c),
but the phase pattern of the envelope function extracted
from one of the 2 beams still shows a vortex in the cen-
ter. This confirms the generality of the results obtained
in the present work.
We note, however, that if only a single beam corre-
sponding to one of the three equivalent valleys is used,
the spatial image of the conical refraction becomes too
much perturbed. This affects the interference pattern,
and the extraction of the vortex position becomes diffi-
cult or even impossible.
Spatial dynamics and decay
The EIT used for the creation of the photonic graphene
lattice in our experiment induces not only the modula-
tion of the real part of the refraction index, but also
of its imaginary part. However, the definition of the ef-
fect of electromagnetically induced transparency suggests
that the absorption should be low. The experimental es-
timates of the real and imaginary part of the induced
refractive index change suggest that the ratio between
the two is of the order of several percents. In all our
simulations in the main text the imaginary part of the
potential was neglected. Here we show that the results
do not change qualitatively if a 3% imaginary potential
is taken into account. Figure S6 compares the calculated
interference profiles for a purely real potential (a) and for
a potential with a 3% imaginary part (b). No qualitative
differences are visible neither in the interference pattern,
nor in the underlying intensity profile (but the overall in-
tensity is of course decreasing). We note, however, that
these results can change qualitatively if the absorption
becomes higher. For a Gaussian wave packet, the tran-
sition occurs roughly at Γ ≈ c/w, where w is the width
of the wave packet. Indeed, the imaginary part of the
potential induces a particle decay and a broadening of
the dispersion Γ. If the wavepacket is completely within
the broadening, it cannot exhibit any dynamics, because
the system becomes effectively overdamped at the cor-
responding scale. All experimental observations confirm
that we are not in such a regime in our case.
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FIG. S6: Calculated spatial images of the interference with
a reference beam for (a) purely real potential (b) potential
with a small imaginary part (3% of the real part).
Supplementary video files
The supplementary video files were generated from se-
quences of experimental interference images, obtained at
different detunings, which corresponds to different mo-
ments of time, as discussed in the main text. The cores
of the vortices (visible as phase dislocations) are marked
with white crosses, which are obtained automatically by
analyzing the phase maps.
1. fig2interf.mp4 – Experimental images, correspond-
ing to Fig. 2 of the main text (no angular momen-
tum in the initial wavepacket).
2. fig2theory.mp4 – Theoretical images, showing the
curl of the phase of the wavefunction obtained from
the full Schro¨dinger equation, together with the
contour of the potential. The vortex is visible as a
blue spot. This simulation corresponds to Fig. 2 of
the main text (no angular momentum in the initial
wavepacket). The parameters of the full numerical
simulations were chosen different from those of the
experiment in order to enhance the Magnus force,
leading to a prolate cycloidal trajectory with a vis-
ible retrograde motion.
3. fig3interf.mp4 – Experimental images, correspond-
ing to Fig. 3 of the main text (initial wavepacket
with L = +1, two vortices of opposite signs).
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4. fig4interf.mp4 – Experimental images, correspond-
ing to Fig. 4 of the main text (initial wavepacket
with L = −1, two vortices of the same sign).
