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The inclusive branching ratios of the z lepton to one, three and five charged particle final states are measured from 
data collected with the OPAL detector at LEP. The data sample consists of 12 707 e + e- ~ T + ~- candidate vents 
and has an estimated background of 1.9%. The branching ratios are obtained from a simultaneous fit to the data which 
gives Bl = 84.48 + 0.27 (star) + 0.23 (sys)%, B 3 = 15.26 + 0.26 + 0.22% and B 5 = 0.26 + 0.06 4- 0.05% respectively, 
where B t + B 3 + B5 is constrained to equal one. The inclusive one-prong branching ratio is found to be significantly 
lower than the 1990 Particle Data Group world average value while the branching ratio to three charged particles is 
correspondingly higher. The five-prong branching ratio is in agreement with the world average measurement. 
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1. Introduction 
This letter reports on the measurement of the inclu- 
sive branching ratios of the r lepton to final states con- 
taining one, three and five charged particles (1-, 3- and 
5-prong decays). It is based on a high statistics am- 
ple ofe+e - --* z+r - events collected using the OPAL 
detector, at centre-of-mass energies between 88.2 and 
94.2 GeV, during the 1990 and 1991 LEP running pe- 
riods. At these energies it is possible to obtain an ex- 
tremely clean sample of r decays with minimal bias 
against any particular decay mode. This, combined 
with the good tracking and particle identification ca- 
pabilities of the OPAL detector, makes possible a pre- 
cise measurement of the topological branching ratios 
of the z lepton. 
The main interest in this measurement s ems from 
the so-called "missing decay mode" problem. Previ- 
ous measurements of z decays [ 1 ] suggest an incon- 
sistency between the inclusive 1-prong branching ra- 
tio (86.1+0.3%) and the sum of the 1-prong exclu- 
sive branching ratios (< 80.2 -4- 1.4% where theoreti- 
cal constraints are used to limit poorly measured chan- 
nels) [2,3]. The discrepancy, as determined using this 
technique, is not entirely resolved by averaging more 
recent branching ratio measurements [4-6]. How- 
ever, evidence against such a "missing decay mode" 
is provided in analyses of all known exclusive decay 
modes performed by CELLO [8] and ALEPH [4]. 
ALEPH, for example, set a limit on the branching ra- 
tio of new photonic decays to be less than 3.4% at 
95% CL. Discrepancies also exist between between the 
1 Also at TRIUMF, Vancouver, Canada V6T 2A3. 
2 Present address: Meiji Gakuin University, Yokohama 
244, Japan. 
3 Present address: Tel Aviv University, Israel. 
4 Present address: Centre de Physique des Particules de 
Marseille, Facult6 des Sciences de Luminy, Marseille, 
France. 
5 On leave from Birmingham University, Birmingham B 15 
2TT, UK. 
6 Present address: Dipartimento diFisica, Universit~ della 
Calabria and INFN, 87036 Rende, Italy. 
7 And IPP, McGill University, High Energy Physics 
Department, 3600 University Str, Montreal, Quebec, 
Canada H3A 2T8. 
8 Present address: Dept of Physics, University of Oregon, 
Eugene, Oregon 97405,USA. 
9 Also at Shinshu University, Matsumoto 390, Japan. 
measurements of the inclusive branching ratios. For 
example, the HRS Collaboration measures an inclu- 
sive 1-prong branching ratio of 86.4-4-0.3+0.3% [7] 
while the CELLO Collaboration reports a value of 
84.9-4-0.4-4-0.3% [8]. 
2. The OPAL detector 
The OPAL detector is a large general-purpose d - 
tector covering almost the entire solid angle [9]. A 
coordinate system is defined such that the z axis is 
along the e- beam direction and 0 is the polar an- 
gle. Central tracking chambers, located in a 0.435 T 
solenoidal magnetic field, measure the momenta of 
charged particles. The central detector consists of three 
sets of drift chambers: a high precision vertex cham- 
ber, a large-volume j t chamber and "z-chambers" 
which give a precise z measurement in the barrel re- 
gion. The jet chamber is divided into 24 azimuthal 
sectors each containing 159 sense wires. The mea- 
surement of the charge deposition in the jet chamber 
provides particle identification using dE/dx  informa- 
tion. A barrel time-of-flight (TOF) counter array sur- 
rounds the coil in the region I cosOl < 0,82, which is 
in turn surrounded by an electromagnetic calorimeter 
(ECAL) with a presampler. The ECAL consists of a 
barrel part, covering the region [cos 0 t < 0.82, which 
contains 9440 lead-glass blocks pointing towards the 
interaction region, and two endcaps covering the re- 
gion 0.81 < Icos01 < 0.98, consisting of 2264 lead- 
glass blocks parallel to the beam direction. The amount 
of material in front of the ECAL in the region [cos 0l < 
0.7 is approximately 2)(0/sin 0 (where X0 is one radi- 
ation length). The magnet return yoke is instrumented 
with nine layers of streamer tubes which serve as a 
hadron calorimeter (HCAL) and muon tracker. On 
the outside of the detector four layers of (MUON) 
drift chambers are used for muon detection. The lu- 
minosity is measured using small-angle Bhabha scat- 
tering with two forward detector calorimeters between 
40 and 120 mrad from the beam direction. 
Between the end of the 1990 run and the start of the 
1991 run the original (7.8 cm radius) beam pipe was 
removed and a new beam pipe and silicon microver- 
rex detector were installed inside the existing vertex 
chamber. While the microvertex detector is not used 
in this analysis it did introduce some additional ma- 
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terial. This leads to an increased number of photon 
conversions within the central detector in the 1991 
data, compared to the 1990 data sample. 
The momentum resolution of the tracking chambers 
is measured to be Ap/p ~ 6.8% forp± = 45 GeV from 
e+e - ~ #+#-  events, where p± is the momentum 
transverse to the beam. In the barrel region the ECAL 
gives an energy resolution of AE/E ~ 3% for E 
45 GeV from e+e - ~ e+e - events. The opt imum 
dE/dx performance of the jet chamber is adE/~x = 
0 .030(dE/dx)  if 159 points are measured on an iso- 
lated track. For Monte Carlo studies the OPAL de- 
tector esponse is simulated by a program [l0 ] which 
treats in detail the detector geometry and material as 
well as effects of detector resolutions and efficiencies. 
3.  Se lec t ion  o f  e+e - --* x+T - events  
The procedure used to select z pair events is very 
similar to that described in previous OPAL pub- 
lications [11,12]. The distinctive signature of a z 
pair event is two almost back-to-back jets of one or 
more charged particles, often accompanied by neu- 
tral hadrons or photons. Each jet is accompanied by 
"missing energy" from the production of one or more 
neutrinos. 
There are four main backgrounds to consider. The 
firsttwo aree+e - ~ e+e - ande+e - ~ #+#-  events, 
which can be identified by the presence of two very 
high-momentum, back-to-back charged particles with 
the full centre-of-mass energy, ECM, deposited in the 
electromagnetic calorimeter for e+e - ---, e+e - and 
with very little ECAL energy for e+e - ~ #+#- .  Her- 
meticity of the calorimeter ensures correct identifica- 
tion of e+e - ~ e+e-7  and e+e - ~ #+#-~/ events 
which have been a troublesome background for some 
previous experiments. A third background to e + e-  
z + z -  events comes from e + e -  ~ qO (multihadronic) 
events. This background is less significant at LEP 
than at lower-energy experiments because the parti- 
cle multiplicity in e+e - ---, q?a events increases with 
ECM, while for z decays it remains constant. Finally, a 
fourth background comes from two-photon processes 
e+e - ~ (e+e - )X  where the final-state lectron and 
positron escape undetected at low angles and the sys- 
tem X is misidentif ied as a low-visible-energy z pair 
event. The contribution to the background from these 
processes i small because they lack the enhancement 
to the cross-section from the Z ° resonance and be- 
cause the visible energy of the two-photon system is 
in general much smaller than that from a z pair event. 
Other potential backgrounds arising from cosmic 
rays and single-beam interactions can be suppressed 
with straightforward equirements on TOF, on the lo- 
cation of the primary event vertex and on event opol- 
ogy. The consequence of the naturally reduced back- 
grounds to e+e - --- T+z - at LEP is that high pu- 
rity can be attained without sacrificing selection effi- 
ciency or strongly biasing for or against certain z de- 
cay modes. This substantially reduces the systematic 
uncertainties in the branching ratio measurements in-
troduced by the event selection. 
In selecting z pair events only "good" charged 
tracks and electromagnetic clusters are considered. 
In this analysis, a good charged track must have 
p± > 100 MeV, a measured Id0l<2 cm, and a mea- 
sured Iz01<75 cm, where Id01 is the distance of closest 
approach of the track to the beam axis, and Iz01 is the 
displacement along the beam axis from the nominal 
interaction point at the point of closest approach 
to the beam. The track must also have at least 20 
measured space points (hits) in the jet chamber. In 
the barrel, a good ECAL cluster, which is a group of 
one or more contiguous lead-glass blocks, must have 
a minimum energy of 100 MeV. In the endcap, the 
minimum cluster energy is 200 MeV, and the shower 
cluster must contain at least two lead-glass blocks, no 
one of which may contribute more than 99% to the 
duster's energy. 
So as to minimise the bias against 1-5 and 3-3 topol- 
ogy events #l somewhat looser cuts are used to elimi- 
nate multihadrons than in the general z pair selection. 
The number of good charged tracks must be in the 
range from two to eight and the sum of the number of 
good charged tracks and the number of good ECAL 
clusters must be less than 18. The cosmic ray back- 
ground is removed by requiring that there be at least 
one good charged track with a measured Id01 < 0.5 cm 
and a measured Iz0l < 20 cm and requiring that the 
magnitude of the average z0 of all good tracks be less 
than 20 cm. In addition, the TOF must give a signal 
#1 An event with i charged tracks in one hemisphere and j 
charged tracks in the opposite hemisphere is referred to 
as having an i-j topology. 
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consistent with that of an event originating from an 
e + e- collision. 
For this analysis, it is convenient to treat each z 
decay as a jet, as defined in ref. [ 11 ], where charged 
tracks and ECAL clusters are assigned to cones of half- 
angle 35°. A z pair candidate must contain exactly two 
jets, each with at least one charged track and with a to- 
tal track and cluster energy exceeding 1% of the beam 
energy. To remove backgrounds from two-photon pro- 
cesses and to remove vents with energetic photon ra- 
diation, the acolinearity between the two jets must be 
less than 15 °, where the directions of the jets are given 
by the vector sums of the momenta of the tracks and 
clusters. The events are restricted to the barrel region 
of the detector by requiring that the average value of 
[cos0[ for the two jets satisfy [ cos0[ < 0.7. This cut 
is applied in order to eliminate systematic biases in- 
troduced by the more severe requirements necessary 
to reject the e+e - --+ e+e - background in the over- 
lap region of the barrel and endcap components of the 
electromagnetic calorimeter. 
Background from e+e - -+ e+e - events is elimi- 
nated by requirements on the total ECAL energy and 
the weighted charged track and ECAL energy as for 
previous OPAL analyses [ 12 ]. Events are identified as 
e+e - --,/z+/l - events by the muon pair selection de- 
scribed in ref. [ 11 ]; a track in each hemisphere must 
give a signal consistent with that for a muon in any 
two out of the ECAL, HCAL or MUON subdetectors 
and the scalar sum of the charged track momenta plus 
the energy of the most energetic ECAL cluster must 
be greater than 0.6EcM. Most of the residual back- 
ground from e+e - --* (e+e - )X events is rejected by 
requirements onthe total visible energy and the miss- 
ing transverse momenta s described in ref. [ 12 ]. 
These selection criteria were applied to all the data 
collected uring 1990 and 1991, where the detector 
components important to the analysis were fully op- 
erational, to give a sample of 3794 z pair candidate 
events for the 1990 run and 8913 events for the 1991 
run. The data were collected at centre-of-mass ener- 
gies between 88.2 and 94.2 GeV, with approximately 
75% collected on the peak of the Z ° resonance. From 
Monte Carlo studies [13 ] the selection efficiency was 
estimated to be 57.1+0.2%. This corresponds to an 
efficiency of 92.0% within the [cos0 t < 0.7 angu- 
lar acceptance. The bias introduced by the event se- 
lection cuts is given in table 1, the errors on these 
Table 1 
The acceptance for the different ~ pair event topologies 
relative to the overall z pair acceptance. 
Event opology Bias factor 
1-1 0.9954-0.001 
1-3 1.0154-0.004 
3-3 0.9974-0.016 
1-5 0.9644-0.048 
Table 2 
Estimated background contaminations i  the 12 707 ~ pair 
candidate vents. The errors include both statistical and 
systematic uncertainties. 
Background Contamination (%) 
e+e - ~ q~ 1.0i0.3 
e+e - -~ e+e - 0.3±0.3 
e+e - ~/z+# - 0.54-0.5 
e+e - ~ (e+e-)X 0.14-0.1 
total 1.94-0.7 
bias factors are dominated by Monte Carlo statistics. 
The efficiency for selecting events with a 1-3 topol- 
ogy is slightly greater than that for events with a l- 
l topology because of the cuts necessary to eliminate 
e+e - ~ e+e - and e+e - ~/z+/z - events. Within the 
Monte Carlo statistical errors there is no significant 
bias against events with a 3-3 or 1-5 topology. 
Monte Carlo studies ofe + e-  --* e + e-  [ 14 ], e + e-  -~ 
#+/~- [13], e+e - --* q~ [15] and e+e - --, (e+e- )X  
[16] events give the residual backgrounds shown in 
table 2. The total background is found to be 1.9+0.7% 
of the total number of events. The main contribution 
to the systematic uncertainty on the background to 
events with a 1-1 topology is from muon pair events 
which are not eliminated by the total energy require- 
ment. The size of this effect is estimated from detailed 
comparisons of muon pair events with Monte Carlo. 
For events with topologies other than 1-1 the back- 
ground is predominantly from multihadrons. In this 
case an overall systematic uncertainty is obtained by 
using an algorithm which tags candidate z pair events 
using only one hemisphere of the event, for events 
which are identified as multihadrons from the prop- 
erties of the opposite hemisphere. Assuming that the 
two hemispheres of the event correspond to two jets 
which fragment independently, a comparison of the 
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background estimates from the data and the Monte 
Carlo is used to derive a systematic uncertainty of 
:t:25% on the background from multihadrons. 
The 11 262 events for which the forward detector 
was fully operational correspond to a total integrated 
luminosity of 17.4 pb -1. From the estimated accep- 
tance and the measured integrated luminosity [11] 
and standard model z pair cross-section at each en- 
ergy point [13], totals of 3730 z pair events for the 
1990 run and 7307 z pair events for the 1991 run are 
predicted. These predictions are in good agreement 
with the measured numbers of events after background 
subtraction (3712 events for the 1990 run and 7336 
events for the 1991 run). 
4. Measurement of the T branching ratios 
In this analysis the z topological branching ratios 
are measured using an unfolding technique. The mi- 
gration of events from one topology to another caused 
by tracking inefficiencies, photon conversions and Ks °
decays are taken into account using the Monte Carlo 
simulation of the detector [10]. The inclusive 1-, 3- 
and 5-prong branching ratios are determined from a 
simultaneous fit to the numbers of events with each 
measured topology. The additional requirements used 
to minimise the effects of tracking inefficiencies and 
the method used to identify tracks originating from 
photon conversions are described below. 
4. I. Track reconstruction effects 
Tracks may either be lost or split because of the ef- 
fects of the track reconstruction. In particular, tracks 
may be lost in 3-prong or 5-prong r decays where two 
of the particles are produced with trajectories which 
overlap within the two hit resolution of the jet cham- 
ber, or tracks may be split close to the anode and cath- 
ode planes of the jet chamber. 
The measured number of jet chamber hits per track 
for 1, 2, 3 and >3-prong decays is compared with 
the Monte Carlo prediction in fig. 1. For a straight, 
isolated track, in the barrel region of the detector, a
maximum of 159 points can be measured. For jets with 
more than one associated track the measured number 
of hits per track may be reduced where two tracks 
overlap, this effect is well described by the Monte 
Carlo. For jets with only one associated track, a small 
excess in the number of tracks with less than 50 hits 
in the data over the Monte Carlo prediction is visible. 
Detailed studies show that this effect corresponds to 
additional split tracks in the data, where part of the 
track is lost and so the measured number of hits is 
reduced. Most of these split tracks occur close to the 
anode and cathode planes of the jet chamber. 
For the multiplicity measurement, good charged 
tracks must have at least 50 jet chamber hits and a 
momentum greater than 250 MeV (to ensure good 
electron identification using dE/dx). In 0.14-4-0.03% 
of the z candidates all the charged tracks associated to 
the jet are eliminated by these cuts (compared to the 
Monte Carlo prediction of 0.09+0.01%), in this case 
the multiplicity is assigned to be one. 
4.2. Identification of photon conversions 
Secondary tracks are produced in the detector from 
photon conversions and hadronic interactions. Ap- 
proximately 80% of these are electrons or positrons 
from photon conversions, where the photons are pro- 
duced from electromagnetic n ° decays. Secondary 
electrons are identified using either the dE/dx mea- 
surement alone (which gives a high electron iden- 
tification efficiency at low momenta, but a reduced 
efficiency for high momentum electrons because of 
the poorer e-n separation at high momenta) or a se- 
lection which combines looser dE/dx requirements 
with the reconstruction of secondary vertices in the 
central detector (which has an efficiency which is 
relatively independent of momentum). 
The dE/dx based electron identification uses the 
difference between the measured E/dx and the ex- 
pected dE/dx for a pion, (dE/dx)  ~, normalised to 
the error on the dE/dx measurement, trde/dx: 
AE" = dE /dx-  (dE/dx) ~ 
tTdE /dx 
The quantity (dE/dx)~ is obtained from a param- 
eterization of the dE/dx distribution as a function of 
momentum in the z pair data from tracks which are 
classified as either electrons, muons or pions using cri- 
teria similar to those used in the exclusive branching 
ratio measurement [12] and which are independent 
of the dE/dx measurement. This parameterization 
is also used for the dE/dx simulation in the Monte 
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Fig. 1. The number of jet chamber hits per track, nh, is plotted for jets with (a) one, (b) two, (c) three and (d) more than 
three associated charged tracks. The points correspond to the data while the histogram shows the Monte Carlo prediction. 
The requirement that nh /> 50 for "good" charged tracks is shown. 
Carlo. In addit ion to the track quality cuts described 
above, for the dE /dx  measurement to be used, the 
number of samples, _aE/dx ~dE/dx "h , must satisfy i> 20. rt h 
The dE/dx  resolution is measured to be 
( 159 )° '43(__~_)  
17dE/dx "~" O'min ~k ndE/d-------~ / 
where tTmi. = 0.033 for the 1990 data and amin = 
0.034 for the 1991 data. AE ~ is plotted in different 
momentum regions in fig. 2. A track is classified as an 
electron i fAE ~ > 2.5. The second means of identifying 
photon conversions considers all pairs of oppositely 
charged tracks, both with AE e > -2 ,  where 
AE ~ = dE/dx- (dE/dx)  e 
(TdE/dx 
and (dE /dx)e  is the expected E/dx  for an electron. 
At the point of closest approach in the xy  plane, where 
the tangents of the two tracks are parallel, the tracks 
must have a separation of less than 0.3 cm in xy  and 
50 cm in z, the cosine of the opening angle between 
the two tracks must be greater than 0.99 and the cosine 
of the angle between the vector sum of the momenta 
of the tracks and the position vector from the origin 
to the secondary vertex must be greater than 0.996. In 
addition, the distance from the beam axis to the sec- 
ondary vertex, rconv, must satisfy 3 < rco.v < 200 era, 
379 
Volume 288, number 3,4 PHYSICS LETTERS B 27 August 1992 
r-  z 
o) 
240 =- 
v - 
0 
0 200 
160~- 
120y  
40 .:-. ¢~ 
0.25<p<2 GeV 
CUt~ ~_l~ . 
700.  
800 ~ b) 
500 - 
400 " 
~oo
200 ~- .~ 
100 .~  
0 
2<p<5 GeV 
cut ~ 
-4 o 4. 8 ~E" -4. o 4. e 
c I000  IC-- - -- - -'---] c 2250 
~ 800 IC) .~ 5<P< 10 GeV 1~'~'2°°° - d) ~ 1 . ~  1750 1 
,,ooF :ut I '~ 125o ! ut ,ooF N I I ,ooo  
l* / 750 
12 12 
A~' 
p > 10 GeV 
-4  0 4. 8 12 -4. 0 4 8 12 
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between 2 and 5 GeV, (c) between 5and 10 GeV and (d) above 10 GeV. The points with error bars represent the data while 
the open histogram shows the Monte Cado prediction for electrons, muons and pions norrnalised to the number of T pair 
events after background subtraction. The cut at AE ~ > 2.5 used to identify electrons is shown. 
the distance from the beam axis to the first hit on ei- 
ther track must be greater than rconv - 20 cm and the 
reconstructed photon invariant mass must be less than 
0.2 GeV. The radial distribution of identified conver- 
sions in data and Monte Carlo for both the 1990 and 
1991 detector configurations are shown in fig. 3. The 
excess in the data compared to the Monte Carlo pre- 
diction at r~o,v = 25 cm is caused by material known 
to be missing from the Monte Carlo simulation used 
for this analysis. 
The efficiency for rejecting conversion electrons and 
the loss of incorrectly identified pions, as estimated 
from the Monte Carlo are given in table 3. By iden- 
tifying electrons using either of the two criteria it is 
possible to obtain an overall efficiency of order 90% 
with a minimal oss of pion tracks from 3-prong or 
5-prong z decays. 
A control sample of 781 visually scanned e+e - 
e + e - X and e + e- ~ # + ~t- 7 events, where the radiated 
photon converts within the central detector to give an 
e + e- pair, provides an independent check on the effi- 
ciency for tagging photon conversions. The measured 
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efficiency is compared with the Monte Carlo predic- 
tion in table 4. Combining the efficiency from events 
with one additional track with that from events with 
two additional tracks, both of which are identified as 
electrons, where these contributions are weighted as 
in r pair events, gives a discrepancy between data and 
Table 3 
The efficiency for identifying electrons from photon conver- 
sions and loss of pions from z decays using criteria based 
on either dE/dx alone, geometrical cuts based on recon- 
structing secondary vertices or either of the two selections, 
as estimated from Monte Carlo. 
Conversion electron Pion 
identification misidentification 
efficiency (%) probability (%) 
dE/dx cuts 825:1 0.23-4-0.01 
vertex cuts 674-I 0.234-0.01 
dE/dx or 
vertex cuts 89+1 0.464-0.02 
Monte Carlo of 5+4%. From this a conservative over- 
all systematic uncertainty of + 10% is assigned to the 
efficiency for identifying conversion electrons. 
The corrected track multiplicity is obtained by sub- 
tracting the number of identified electrons from the 
number of "good" tracks associated to each jet. Since 
genuine primary electrons may be produced from r 
ev~ decays and in order to minimise the efficiency 
loss for 3- or 5-prong decays where one pion is in- 
correctly identified as an electron, the corrected track 
multiplicity is increased by one if the result after sub- 
traction is an even number (assuming one or more 
electrons have been found). Since the probabil ity of 
misidentifying two pions as electrons is small, this is 
not a significant source of systematic uncertainty on 
the branching ratio measurement. 
4.3. Unfolding the topological branching ratios 
The z lepton must decay to an odd number of 
charged particles, where the branching ratios to 
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Table 4 
Comparison of the efficiency for identifying conversion electrons using a control sample of e + e- --* e + e-~, ~ e + e-e + e-  
and e+e - --./~+p-~, ~ #+p-e+e - events, with predictions from Monte Carlo. 
Number of 
conversion tracks 
Conversion finding efficiency (%) 
(a) dE/dx cuts (b) vertex cuts (a) or (b) 
1 864-5 534-4 894-5 ~ 76+3 
data 2 554-4 604-4 704-4 
Monte 1 774-4 534-3 824-4 ) 
Carlo 2 644- 3 734-4 81 +4 ~ 814- 3 
higher charged multiplicities are heavily suppressed; 
the 5-prong branching ratio is of order 0.1%, while 
the upper limit on the 7-prong branching ratio is 
B7 < 0.019% [l ]. In practice, however, the measured 
charged track multiplicity distribution is distorted by 
errors in the track reconstruction and by secondary 
tracks produced in the detector from photon conver- 
sions and hadronic interactions. To unfold the "true" 
number ofz  decays to 1-, 3- and 5-prongs, efficiencies 
and cross-contaminations between the different event 
topologies obtained from Monte Carlo simulation are 
used. Four possible true event topologies are consid- 
ered here: l - l ,  1-3, 3-3 and 1-5. The corrected number 
of events in each class, Nkl, is related to the measured 
number of events with an i - j  topology, hi j, by 
nij - n B = Z ekt--ijfgINgt, 
kl 
where n~ is the estimated non-z background, fkt is the 
bias introduced by the event selection and ekt--ij is the 
probabil ity of a z pair event with a "true" k-l  topology 
resulting in a measured i - j  topology. The inclusive 
branching ratios, B1, B3 and Bs, are then given by 
Nkl = (2 - ¢~kl)BkBlNtot, 
where Ntot is the total number of z pair events. The 
branching ratios are obtained from a simultaneous fit 
to the numbers of events with the topologies listed in 
table 5. Of the 71 events eliminated by restricting the 
fit to these topologies ~ 58 correspond to background 
from e+e - ~ q~ events. This method has the advan- 
tage that it is independent ofthe integrated luminosity 
measurement and the overall efficiency of the z pair 
selection and so gives a smaller systematic error on 
the branching ratio measurement than if the absolute 
number of events in each topology were used. 
The e matrix which describes the efficiency and 
cross-contamination between decay modes is given in 
table 6. The additional material introduced with the 
microvertex detector necessitates treating the 1990 
and 1991 data separately. The most important contri- 
butions to the off-diagonal elements of the e matrix 
are from the track reconstruction and from secondary 
tracks produced in the detector, as described below: 
- The merging of overlapping tracks is the dominant 
contribution to e13~l l ,  ~13~12, C15~13, C15---.14, ~33~13 
and £33423. Comparing the number of events with a 
1-2 topology between data and Monte Carlo (over 
60% of which have a "true" I-3 topology) reveals an 
excess of 17±9% in the Monte Carlo. From this a 
conservative systematic error of +25% is assigned to 
these elements of the e matrix. 
- Secondary tracks from photon conversions and 
hadronic interactions are the dominant contribution 
to ~11---,12, ~11~13, C13--~23~ E13~33, ~13~14 and Cl3.--.15. 
Three potential sources of systematic error on these 
quantities are considered. Firstly, the discrepancy 
shown in fig. 3 was investigated by generating ad- 
ditional Monte Carlo events with a corrected mate- 
rial distribution and re-evaluating the e matrix. This 
gives a systematic error on these quantities of  + 13%. 
Secondly, the effect of the systematic error on the 
efficiency for identifying photon conversions was es- 
t imated by varying the conversion finding efficiency 
in the Monte Carlo by -t-10%. This leads to an addi- 
tional ±7% systematic uncertainty on these elements 
of the e matrix. Finally, if the number of n°s per z 
decay is not correctly modelled by the Monte Carlo 
this may bias the result. The main source of uncer- 
tainty is the relatively poorly measured r --* n+3n°u 
branching fraction. Varying this between 0 and 5% 
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Table 5 
The measured number of events with each topology, rlij , the estimated distribution for the background, nB, and the predicted 
number of events in each topology from the Monte Carlo using the fitted branching ratios, n~ t = ~k!  ~kl--*iJ fklNkl" 
1990 data 1991 data 
i-j ni] n B ni~t nij n~j nifj t
1-1 2663 34.2 4- 22.8 2618.3 4- 19.2 -4- 7.4 6094 80.2 + 53.5 
1-2 65 1.04- 0.7 55.84- 2.84- 9.2 144 2.34- 1.6 
1-3 901 1.5 4- 0.9 927.5 4- 11.4 4- 10.7 2247 3.5 + 2.0 
1-4 12 4.44- 1.5 8.5± 1.24- 1.0 41 10.44- 3.5 
1-5 22 3.54- 1.3 18.24- 2.04- 1.1 66 8.14- 3.1 
2-2 2 2.54- 1.1 0.14- 0.14- 0.0 3 5.84- 2.6 
2-3 19 2.04- 1.0 8.44- 1.14- 1.2 36 4.64- 2.3 
3-3 98 5.94- 1.7 81.74- 3.34- 1.6 223 13.94- 4.0 
total 3782 54.8 4- 23.0 3718.4 4- 22.9 4- 16.1 8854 128.8 4- 54.0 
5994.9 ± 30.5 4- 23.9 
166.3 -4- 5.2 4- 28.2 
2248.3 4- 19.6 4- 34.3 
28.4 4- 2.3 4- 3.4 
58.3 ± 3.7 4- 3.8 
0.7 4- 0.3 4- 0.0 
28.8 4- 2.3 -4- 4.9 
204.8+ 6.1+ 5.7 
8730.5 + 37.4 + 51.2 
gives an additional systematic error of ± 9% on £11~ 12 
and £11~13- 
- There is also a contribution to £11~12 and ~ll~13 
from r --* K*v decays, where the K* decays via a 
K ° which subsequently decays as K ° -~ ~z + n - .  Since 
the branching ratio for this process is small (~,,0.5%) 
this does not contribute significantly to the systematic 
error. 
The measured number of events and the expected 
non-z background for each topology are given in ta- 
ble 5. The backgrounds from e+e - ~ e+e - ,  e+e - 
/l+/z - and e+e - ~ (e+e - )X events nearly all have a 
1-1  topology, while the multiplicity distribution for the 
multihadronic background is taken from the Monte 
Carlo prediction. The error on the e+e - --* e+e - ,  
e+e - ~ /z+/t - and e+e - -* (e+e - )X  backgrounds 
includes both Monte Carlo statistical and systematic 
errors. The error on the multihadron background is 
from Monte Carlo statistics only, the overall system- 
atic scale uncertainty is considered below. 
A % 2 fit to the 1990 data with BI + B3 + B5 con- 
strained to equal one and with any two out of B1, 
B3 and B5 as free parameters, gives BI = 85.10 + 
0.48 ± 0.17%, B3 = 14.67 ± 0.47 ± 0.16% and B5 = 
0.23 + 0.10 + 0.04% with a Z 2 of 5.6 for five de- 
grees of freedom. A fit to the 1991 data gives BI = 
84.22 ± 0.32 ± 0.20%, B3 = 15.51 ± 0.32 ± 0.20% and 
B5 = 0.27 ± 0.08 + 0.04% with a Z 2 of 2.1 for five de- 
grees of freedom. Here, the first error is the combined 
statistical error from the data and the z pair Monte 
Carlo and the second error is from the error on the 
non-z background and the systematic errors on the e 
matrix. The Monte Carlo prediction for the number 
of events in each bin using the fitted branching ratios 
is given in table 5. The agreement between data and 
Monte Carlo is good. 
There are two further sources of systematic error 
to be considered. Scaling the hadronic background by 
+25% and re-applying the fit gives an estimate of the 
uncertainty introduced by the systematic error on the 
level of the multihadronic background. This gives a 
contribution to the systematic error on B1, B3 and 
B5 (as a fraction of the total number of r decays) 
of ±0.07%, ±0.05% and ±0.023% respectively. The 
dominant source of systematic error from the event 
selection is from the cut on the mean jet I cos 01 which 
is used to define the angular acceptance. Varying this 
cut between 0.65 and 0.75 and repeating the analysis 
gives an additional contribution to the systematic er- 
ror on B1 and B3 of 0.1% of the number of r decays. 
The cuts used to identify muon pair events were var- 
ied to estimate the effect on the branching ratio mea- 
surement of the systematic errors on the bias factors 
quoted in table 1. The contribution to the overall sys- 
tematic error from this source is negligible. 
The sources of systematic error on the measurement 
of BI, B3 and B5 are summarised in table 7. Varying 
the number of jet chamber hits required for a "good" 
track between 30 and 80 and repeating the analysis 
provides an additional check on the systematic error 
introduced by the track reconstruction. This gives a 
variation in the fitted branching ratios consistent with 
the systematic error quoted in table 7. 
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Table 6 
The efficiency and cross-contamination between decay modes, ~kl~ij, estimated from Monte Carlo studies for the 1990 and 
the 1991 detector configuration. The first error is from Monte Carlo statistics, while the second error is from systematic 
studies described in the text. 
ij kl 
1-1 1-3 1-5 3-3 
1990 detector 
1991 detector 
1-1 97.724-0.724-0.27 0.314-0.074-0.08 <1.9 <0.2 
1-2 0.83 4- 0.07 4- 0.14 3.53 4- 0.23 4- 0.88 <1.9 <0.2 
1-3 1.394-0.094-0.24 93.614-1.184-0.91 5.74-3.34-1.4 0.34-0.2-t-0.1 
1-4 <0.1 0.584-0.094-0.09 17.14-5.74-4.3 <0.2 
1-5 <0.1 0.634-0.104-0.09 76.94-12.14-4.5 <0.2 
2-2 <0.1 <0.1 <1.9 <0.2 
2-3 <0.1 0.41 4- 0.08 -4- 0.06 <1.9 5.2 4- 0.9 q- 1.3 
3-3 <0.1 0.814-0.114-0.12 <1.9 92.4+4.04-1.3 
1-1 96.824-0.494-0.38 0.384-0.054-0.10 <0.8 <0.1 
1-2 1.004-0.054-0.17 4.524-0.184- 1.13 <0.8 <0.1 
1-3 2.034-0.074-0.34 91.684-0.82+ 1.16 2.34- 1.44-0.6 1.04-0.34-0.2 
1-4 <0.1 0.894-0.084-0.13 14.14-3.34-3.5 <0.1 
1-5 <0.1 1.044-0.094-0.16 82.04-8.04-3.6 <0.1 
2-2 <0.1 <0.1 <0.8 <0.1 
2-3 <0.1 0.41 4- 0.06 + 0.06 <0.8 8.9 + 0.9 4- 2.2 
3-3 <0.1 0.924-0.084-0.14 <0.8 87.1 +2.84-2.2 
Table 7 
Systematic errors on the measurement of B 1, B 3 and B 5 as 
a fraction of the total number of r decays, for the combined 
measurement from both 1990 and 1991 data. 
/~kB 1(%) AB 3 (%) AB5 (%) 
non-r background 4-0.14 4 -0 .13  4-0.035 
track reconstruction 4-0.12 4 -0 .12  4-0.012 
~, conversions 4-0.10 4-0.10 4-0.027 
event selection 4-0.10 4-0.10 - 
total 4-0.23 4 -0 .22  4-0.046 
5. Summary and discussion 
The inclusive branching ratios of the r lepton to one, 
three and five charged particle final states are mea- 
sured to be B~ = 84.48 + 0.27 (stat) -4- 0.23 (sys)%, 
B3 = 15.26 4- 0.26 4- 0.22% and B5 = 0.26 4- 0.06 + 
0.05% respectively. These measurements have been 
obtained from a fit where B~ + B3 + B5 is constrained 
to equal one. The correlations between the fitted 
branching ratios are given by the matrix 
p = 
1.0 -0.97 -0 .15)  
-0.97 1.0 -0.07 • 
-0.15 -0.07 1.0 
While the measurements of B1 and B3 are highly cor- 
related, the measurement of B5 is relatively indepen- 
dent of B1 and B3. 
The measured 5-prong branching ratio is in agree- 
ment with the 1990 Particle Data Group world aver- 
age [1]. However, the measured l-prong branching 
ratio is lower than the world average by more than 
three standard eviations while the 3-prong branch- 
ing fraction is correspondingly higher than the average 
value. The errors on these measurements are of com- 
parable size to those on the 1990 world averages. The 
1-prong measurement confirms the result obtained by 
the CELLO Collaboration [8] which also gave a 1- 
prong branching ratio which was significantly smaller 
than previous measurements. It is also in agreement 
with the results obtained by other LEP experiments 
[4]. The significance of the "missing decay mode" ef- 
fect as determined by the OPAL 1-prong branching 
fraction and the sum of average xclusive branching 
ratios [1] is less than three standard eviations. A
four standard eviation effect was reported in refer- 
ence [ 1 ]. While this result is not sufficient by itself 
to entirely resolve the problem it does go some way 
towards reducing the size of the effect. 
384 
Volume 288, number 3,4 PHYSICS LETTERS B 27 August 1992 
Acknowledgement 
It is a pleasure to thank the SL Division for the 
efficient operation of the LEP accelerator, and for its 
continuing close cooperation with our experimental 
group. In addition to the support staff at our own 
institutions we are pleased to acknowledge the 
Department of Energy, USA, 
National Science Foundation, USA, 
Science and Engineering Research Council, UK, 
Natural Sciences and Engineering Research Council, 
Canada, 
Israeli Ministry of Science, 
Minerva Gesellschaft, 
Japanese Ministry of Education, Science and Culture 
(the Monbusho) and a grant under the Monbusho 
International Science Research Program, 
American Israeli Bi-national Science Foundation, 
Direction des Sciences de la Mati6re du Commis- 
sariat h l'Energie Atomique, France, 
Bundesministerium fiir Forschung und Technologie, 
FRG, 
National Research Council of Canada, Canada, 
A.P. Sloan Foundation and Junta Nacional de 
Investigag~o Cient~fica e Tecnol6gica, Portugal. 
References 
[ l ] Particle Data Group, J.J. Hernfindez et al., Review of 
particle properties, Phys. Lett. B 239 (1990), pVl.14. 
[2] B.C. Barish and R. Stroynowski, Phys. Rep. 157 
(1988) 1. 
[3] T.N. Truong, Phys. Rev. D 30 (1984) 1509; 
F.J. Gilman and S.H. Rhie, Phys. Rev. D 31 (1985) 
1066; 
K.G. Hayes and M.L. Perl, Phys. Rev. D 38 (1988) 
3351. 
[4] ALEPH Collab., D. Decamp et al., CERN-PPE/91-186 
( 1991 ), submitted to Z. Phys. C. 
L3 Collab., B. Adeva et al., Phys. Lett. B 265 (1991) 
451. 
[5] ARGUS Collab., H. Albrecht et al., DESY/91-084 
(July 1991 ). 
[6] K. Riles, Proc. Particles and fields 91, Vol. 1, 
Univ. of British Columbia (Vancouver, August 1991 ). 
[7] HRS Collab., S. Abachi et al., Phys. Rev. D 40 (1989) 
902. 
[8] CELLO Collab., H.J. Behrend et al., Phys. Lett. B 222 
(1989) 163; Z. Phys. C 46 (1990) 537. 
[9 ] OPAL Collab., K. Ahmet et al., Nucl. Instrum. Methods 
A 305 (1991) 275. 
[10] J. Allison et al., Comput. Phys. Commun. 47 (1987) 
55; 
D. R. Ward, Proc. MC'91 Workshop (NIKHEF, 
Amsterdam, 1991 ); 
J. Allison et al., CERN-PPE/91-234 (1991), to be 
published in Nucl. Instrum. Methods. 
[ l l ]OPAL Collab., G. Alexander et al., Z. Phys. C 52 
(1991) 175. 
[12] OPAL Collab., G. Alexander et al., Phys. Lett. B 266 
(1991) 201. 
[13] S. Jadach, J.H. Kuhn and Z. Was, Comput. Phys. 
Commun. 64 (1991) 275; TAUOLA; 
S. Jadach, B.F.L. Ward and Z. Was, Comput. Phys. 
Commun. 66 (1991) 276; KORALZ, Version 3.7. 
[14] M. B6hm, A. Denner and W. Hollik, Nucl. Phys. B 
304 (1988) 687; 
F.A. Berends, R. Kleiss and W. Hollik, Nucl. Phys. B 
304 (1988) 712; BABAMC. 
[15 ] T. Sj6strand, Comput. Phys. Commun. 39 (1986) 347; 
JETSET. 
[16] R. Bhattacharya, J. Smith and G. Grammer, 
Phys. Rev. D 15 (1977) 3267; 
J. Smith, J.A.M. Vermaseren and G. Grammer, 
Phys. Rev. D 15 (1977) 3280. 
385 
