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Abstract 
We propose a new method to derive complex networks from time series data. Each data point in the time series is 
treated as a single node and nodes are connected if their values differ by a value less than a threshold 𝜀. The 
method is easy to implement and transforms periodic time series into regular networks, and random time series 
into random networks. Network specific properties such as scale freeness, small world effects and the presence 
of hubs are captured by this method. The method converts a chaotic time series into a scale-free network. The 
method is applied on a model time series (a chaotic time series of Henon map, a periodic time series and a 
random time series) and an experimental time series (fluctuating pressure time series measured from the 
combustor involving turbulent flow). The complex network derived from the Henon map obeys a power law 
degree distribution, highlighting the scale free behavior of the associated chaotic state. The motivation for 
proposing the present method is that the method is able to convert specific patterns in the dynamics of a time 
series into spatial structures in the complex network. We show this specialty of the present method by 
constructing a complex network from a time series of acoustic pressure measured from a combustor involving 
turbulent flow that exhibits intermittency. The intermittent bursts in the considered time series are converted into 
clusters in the corresponding complex network. 
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1. Introduction 
The study of complex networks is a fast growing field with applications in several areas such as biomedical 
applications (Alm & Arkin 2003; Barabasi & Oltvai 2004), worldwide web networks (Albert et al. 1993; Albert 
et al. 2000), power grid networks (Pagani & Aiello 2013; Arianos et al. 2009; chen et al. 2010) etc. The 
connectivity among the elements of the network plays an important role in deciding the vulnerability of the 
network (Arianos et al. 2009; chen et al. 2010). Often, complex networks are used in modeling the behavior of 
dynamical systems (Winfree 1980; Kuramoto 1984; Strogatz & Stewart 1993). 
The behavior of a dynamical system can be understood by analyzing the time series data of its evolution. Linear 
time series analysis is very helpful in understanding the nature of a linear system. The nonlinear aspects such as 
fractality, multifractality, self organization and presence of multiple scales etc. arising out of complex systems 
are studied using the tools from nonlinear time series analysis (Tan et al. 2009; Zorich & Mandelkern 2013; Eser 
et al. 2014). 
The representation of a time series from such complex systems as a complex network can provide a better way to 
visualize hidden patterns in the time series. The presence of multiple scales, fractal behavior etc. can be visual in 
terms of connections between the nodes in the network representation. The features of the network can be 
characterized using the properties of the network. The network measures can be useful in quantifying the 
information present in the time series.  
Zhang & Small (2006) proposed a method for constructing complex networks from pseudo-periodic time series. 
Each cycle in the time series is considered as a single node. For an experimental time series, the connection 
between any two nodes are formed when the distance between the corresponding two cycles in phase space is 
less than a threshold. For simple toy models, connectivity is based on the temporal correlation between the two 
cycles. This method is applicable only for time series with dominant peaks in the power spectra. The partition of 
a time series into sequence of cycles depends on the dominant frequency in power spectra. Further, in this 
method, the process of finding connectivity requires either reconstruction of the phase space or a complex 
calculation of the temporal correlation coefficient between different cycles (Zhang et al. 2008).  
In an alternative scheme, complex networks called recurrence networks are constructed from time series data 
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based on the recurrence behavior of state points in the phase space (Donner et al. 2010). The phase space is 
reconstructed from the time series and each state point in the phase space is considered as a node. The nodes are 
connected if the state space distance between them is less than a certain threshold. This method is also 
complicated because it requires embedding and reconstruction of the state space. 
Algorithms for constructing complex networks called visibility graphs and horizontal visibility graphs, based on 
the visibility of nodes are presented by Lacasa et al. (2008) and Luque et al. (2009) respectively. In both these 
methods, data points in the time series are converted into nodes. In a visibility graph, two nodes are connected if 
a straight line can be drawn between these nodes without intersecting the data points lying between them (Lacasa 
et al. 2008). Horizontal visibility graph is a special case of visibility graph (Luque et al. 2009). If a horizontal 
line can be drawn between the two nodes without intersecting any node between them, the nodes are treated as 
connected.   
Complex calculations are involved in the construction of a network from time series using the methods proposed 
in references (Zhang & Small 2006; Zhang et al. 2008; Donner et al. 2010). In contrast, the visibility graph and 
horizontal visibility graphs are simple. However, the patterns in the time series are not easily recognizable in the 
corresponding complex networks derived using visibility and horizontal visibility graphs. This will be illustrated 
in the Section 4.       
In this paper, we propose a new method called threshold grouping method to derive complex networks from time 
series data. The method is easier compared to many of the existing methods. The complex network derived using 
the proposed method exhibits patterns corresponding to the dynamics of the time series. The data points in the 
time series are treated as nodes and the connections between the nodes are formed when the difference in the 
values of nodes is less than a threshold 𝜀. Different groups of nodes are formed by this method and the nodes in 
each group have approximately the same value (i.e. within 𝜀). The maximum difference between any two nodes 
in a group is 𝜀.  
The proposed idea is simple and the structure of the time series is reflected in the derived complex network. We 
show that regular networks are formed from periodic time series and random networks are formed from random 
time series. Moreover, the scale freeness of a complex network derived from a chaotic time series can be 
captured by this method. The scale free network derived from the chaotic time series of Henon map (Al-Shameri 
2012) is discussed in the following sections. The method is then utilized to visualize the distribution of an 
experimental time series measured from a combustor involving turbulent flow that exhibits intermittency. The 
observed intermittent time series is composed of bursts of large amplitude periodic fluctuations amidst regions of 
low amplitude chaotic fluctuations (Nair & Sujith 2013). Different bursts in the time series are converted into 
different clusters in the complex network.  
2. Description of the threshold grouping algorithm 
The construction of a complex network using threshold grouping method is illustrated using the Henon map at 
chaotic state after removing the transients (Al-Shameri 2012). A new time series called p(t) is constructed from 
the peaks (crest of each cycle) in x(t). In the threshold grouping method, each data bar or data value in the time 
series is treated as a node. If the difference between the values of two data points is less than a threshold  ε, they 
are connected. Any two nodes with a difference more than ε are not connected. Nodes that are not connected to 
their neighbors are treated as not connected to other nodes also. For i and j to be connected, the values of i, j and 
k (i<k<j, k denotes the points between i and j) should have approximately same value for all values of k.  
The condition is given as, 
if |𝑝𝑖 − 𝑝𝑗|, |𝑝𝑖 − 𝑝𝑘|, |𝑝𝑘 − 𝑝𝑗| < 𝜀,                          𝐴𝑖,𝑗 = 1; 
       else,             𝐴𝑖,𝑗 = 0; 
The method is illustrated in Figure 1. The basic idea is that nodes of approximately the same value are connected 
together forming a group. Within any group, the nodes are different only by a value less than ε.   
Edges in the obtained network do not have direction and weight. However, the method can be extended by 
assigning weights to edges based on the value of nodes connected by those edges. The edges connecting the 
nodes with higher values can be assigned higher weights and edges connecting the nodes with lower values can 
be assigned lower weights. The complex network with weights to edges is not constructed in the present work. 
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3. Application of the proposed method on model time series 
3.1 Chaotic time series of Henon map 
The proposed algorithm is applied to 10,000 observations of the classical Henon map (𝑥𝑛+1 = 1 − 𝑎𝑥𝑛
2 + 𝑏𝑥𝑛) 
(Al-Shameri 2012) at chaotic state (a=1.4, b=0.3). The first 1000 observations are discarded to remove the 
transients in the iterations. The number of edges that are connected with every node is specified as the degree of 
that node k. The probability of nodes having k number of connections is represented using P(k). The degree 
distribution of the obtained network follows a power law behavior (𝑃(𝑘)~𝑘−𝛾), thereby indicating that the 
constructed network is “scale free”. 
In addition to the scale free behavior, small world effects are captured by the present method. Small world 
behavior implies that the network has a high clustering coefficient and small characteristic path length (Watts & 
Strogatz 1998; Watts 1999). The complex network obtained from the first 50 observations of the chaotic time 
series from the Henon map is illustrated in Fig. 1(c). In this figure, node 4 is connected to a large number of 
nodes in the networks. Meanwhile, there are other nodes with fewer connections and nodes with even no 
connection. The nodes that have the largest number of connections are important and are called hubs. The 
presence of such hubs (nodes that are highly connected) is captured with the present method. 
3.2. Periodic time series 
The method is then applied on a periodic time series (x(t) = sin(t)). There are 20 peaks in the time series. All the 
nodes (peaks) have the same value. All the nodes are connected to all other nodes. All the nodes have the same 
number of connections (number of connections is 19). This implies that the obtained network is ‘regular’ 
(Quenell 1994). The periodic time series and the degree distribution of the corresponding complex network are 
shown in fig. 3 (a) & (b) respectively. 
3.3. Random time series 
A random noisy series is generated using the Matlab command called randn. The degree distribution of the 
obtained complex network follows a Poisson distribution, indicating that the corresponding network is a random 
network (Zhang & Small 2006). Random time series and degree distribution of the random network are shown in 
fig. 4 (a) & (b) respectively. 
The present method is able to convert a periodic time series into a regular network, a random time series into a 
random network and a chaotic time series into a scale-free network.  
In addition, the present method is successful in highlighting specific patterns in the time series in the 
corresponding complex network. We illustrate this by converting a time series obtained from an experiment 
(fluctuating pressure time series from a combustor involving turbulent flow) into complex network (Nair & 
Sujith 2014).  
4. Application of proposed algorithm to a time series that exhibits intermittency    
The present method is applied to the times series data of fluctuating pressure measured from a combustor with 
turbulent flow that exhibits intermittency. The obtained network is visualized using the software called Gephi 
(Bastian et al. 2009).   
The complex networks derived from three different methods namely, visibility graph, horizontal visibility graph 
and threshold grouping method are shown (fig. 6 (a), (b) & (c) respectively) for comparison. The nodes are 
appearing as small circles filled with colors in the obtained networks. The edges are shown as the lines 
connecting the nodes. The nodes are colored based on the degree of that node. For example, green color in the 
visibility and horizontal visibility graph implies that the corresponding node has a degree of 2. 
The intermittent time series shows periodic bursts. In the visibility and horizontal visibility graph, the nodes in 
the periodic bursts are connected only with nodes which are next to it and have a degree of 2. The number of 
nodes with green color is more compared to nodes with other colors in the visibility and horizontal visibility 
graphs. This is due to the presence of periodic bursts in the time series. 
The threshold grouping method converts the intermittent bursts in the experimental time series into different 
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clusters in the complex network. The clusters of various sizes can be seen in the network corresponding to the 
bursts in the time series. The proposed algorithm is thus able to capture the structure (pattern) that corresponds to 
the intermittent bursts present in the time series. Further, the properties of the complex network (for example 
clustering coefficient, short path length etc.) can be calculated. The variation of these network properties for 
different dynamical states (for example chaos, limit cycle oscillations etc.) is useful in studying the dynamical 
transitions. This will be presented in the future publications. 
5. Conclusion 
The threshold grouping algorithm converts the time series into complex networks. The structure of the 
dynamical features in the time series is preserved in the obtained complex network. The method is able to 
capture the network specific properties such as scale freeness, small world effects and the presence of hubs. The 
threshold grouping method is useful to visualize the intermittent bursts in the experimental time series data in the 
constructed complex network. 
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Figure 1. Illustration of threshold grouping method to convert a time series into a complex network. (a) x(t) 
represents the time series to be converted into a complex network (For illustration, we show the first 50 
observations of chaotic time series from the Henon map (𝑥𝑛+1 = 1 − 𝑎𝑥𝑛
2 + 𝑏𝑥𝑛) (Al-Shameri 2012) at chaotic 
state (a=1.4, b=0.3)), (b) The peaks in x(t) are shown as p(t), (c) Each peak is considered as a node. Two nodes (i 
and j) are connected if pi, pj and pk (i<k<j, k denotes the points between i and j) have approximately the same 
value for all values of k. Here, 𝜀 = 0.25. 
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Figure 2. Chaotic time series obtained from the Henon map is converted into a scale-free network using the 
threshold grouping method. (a) The first 100 observations of the Henon map (Al-Shameri 2012) (𝑥𝑛+1 = 1 −
𝑎𝑥𝑛
2 + 𝑏𝑥𝑛) at chaotic state (𝑎 = 1. , 𝑏 = 0. ) after removing the transients, (b) degree distribution of the 
complex network obtained from the Henon map with 𝜀 = 0.25.  
 
Figure 3. A regular network is obtained from a periodic time series using the threshold grouping method (a) 
Periodic time series (x(t) = sin(t)) with 4000 data points, there are 20 peaks in the time series and are converted 
into nodes, (b) degree distribution of the corresponding complex network. All the nodes have equal number of 
connections (number of connections is 19). 
 
 
Figure 4. Random time series is converted into a random network (a) Random time series generated using the 
Matlab command called randn with 5000 data points, (b) degree distribution of the corresponding complex 
network. 
 
Figure 5. Time series data of the fluctuating pressure is measured from a combustor involving turbulent flow. 
The combustor is 700 mm long with square cross section (90 mm × 90 mm). Fuel (LPG) and oxidizer (air) are 
flowing at high Reynolds number (Re = 25812). The flame is stabilized using a flame holding device called a 
circular bluff body. Further details of the experiments can be found in (Nair & Sujith 2014). Intermittent periodic 
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bursts are observed in the time series data in a near random manner. 
 
  
 
 
 
Figure 6. The complex networks are derived from a time series shown in Fig. 5 using (a) visibility condition, (b) 
horizontal visibility condition & (c) Threshold grouping method. The visualization of the complex networks are 
accomplished using the software called as Gephi (Basian et al. 2009). 
 
