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Abstract 
The poor thermal conductivity and low elongation–to–break ratio of titanium lead 
to the development of extreme temperatures localized in the tool–chip interface during 
machining of its alloys and cause accelerated tool wear. The atomization–based cutting 
fluid (ACF) spray system has recently been demonstrated to improve tool life during 
titanium machining. The penetration into the tool–chip interface by means of the thin 
fluid film created by the ACF spray system appears to be the mechanism by which tool 
life is extended. However, there is a lack of a physics-based understanding of the 
development of the fluid film created by the ACF spray system and its resulting cooling 
and lubrication properties during titanium machining.  
The research presented in this thesis characterizes the development of the fluid 
film created the ACF spray system and investigates the resulting changes in cutting 
temperatures and friction inside the tool–chip interface during titanium machining. To 
accomplish this, ACF spray experiments are performed in order to observe the nature of 
the spreading film, while titanium machining experiments are performed to determine the 
temperature reduction inside the tool-chip interface, respectively. A physics-based model 
of the fluid film development is proposed in order to predict the thickness and velocity of 
the fluid film and study the tool-chip interface fluid penetration behavior.  
On the experimental front, ACF spray experiments are performed by varying 
impingement angle in order to observe the nature of the spreading film and to determine 
the film thickness at different locations after impingement of the droplets. It is observed 
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that the film spreads radially outward producing three fluid film development zones (i.e. 
impingement, steady, unsteady). The steady zone is found to be between 3 and 7 mm 
from the focus (impingement point) of the ACF spray for the set of parameters 
investigated. Fluid film penetration of the tool-chip interface is observed during titanium 
machining. The temperature gradient and mean cutting temperature are also measured 
using the inserted and the tool–work thermocouple techniques, respectively, during 
titanium machining with the application of the ACF spray system. Cutting temperatures 
for dry machining and machining with flood cooling are also characterized for 
comparison with the ACF spray system temperature data. Findings reveal that the ACF 
spray system more effectively reduces cutting temperatures over flood cooling. The tool–
chip friction coefficient data indicate that the fluid film created by the ACF spray system 
also actively penetrates the tool–chip interface to enhance lubrication during titanium 
machining, especially as the tool wears.  
On the modeling front, an analytical three-dimensional (3D) thin fluid film model 
for the ACF spray system has been developed based on the continuity equations for mass 
and momentum. The model requires a unique treatment of the cross–film velocity profile, 
droplet impingement and pressure distributions, as well as a strong gas–liquid shear 
interaction. The analytical film model is validated via a comparison of the predicted and 
experimentally measured fluid film thickness profiles. The model predictions of film 
velocity also reveal that the fluid film created by the ACF spray system can readily 
penetrate into the entire tool–chip interface during titanium machining. 
iv 
 
Acknowledgements 
I would first like to thank my adviser Professor Shiv G. Kapoor and Postdoc Dr. 
Chandra Nath for their constant guidance, encouragement, and insight that made this 
research possible. As we navigated through this project, their leadership has allowed me 
to develop both professionally and personally. They consistently exemplify a drive to 
achieve excellence, while being outstanding examples of integrity to which I will surely 
look the remainder of my professional career.  
I would also like to thank the Grayce Wicall Gauthier Chair for funding this 
research. Thank you to Cobalt Tool Inc. for use of their facilities to fabricate machining 
setups. Thanks to the UIUC MechSE machine shop for their fine EDM work. 
Thank you to my old friends Sam Lee, Matt Gornick, Chris Villa, Danielle 
Gibbins, and Vince Dyer for your support throughout my life. Thank you to my new 
friends Jimmy Zhu, Hari Raghavendra, Soham Mujumdar, Lingyun Jiang, Kyle Jacobs, 
and Asif Tanveer for your valuable input to my research and positive energy in the lab. 
 Thank you to Alexis Elmore for being a motivating inspiration and a beacon of 
light to get me through the darker days. Thank you to my older brother Mike Hoyne and 
my sister-in-law Maddy Hoyne for your support and for being truly wonderful examples 
of work ethic, honesty, and love. Finally, thank you to my mother Barb Hoyne and my 
father Fred Hoyne for your unconditional love, support, wisdom, and friendship. Surely I 
would not have made it without you both. 
v 
 
Table of Contents 
List of Figures............................................................................................................... x 
List of Tables................................................................................................................. xv 
Nomenclature................................................................................................................ xvi 
Chapter 1. Introduction............................................................................................... 1 
 1.1 Background and Motivation................................................................................. 1 
 1.2 Research Objectives, Scope and Tasks................................................................. 9 
  1.2.1 Research objectives and scope....................................................................... 9 
  1.2.2 Scope of research........................................................................................... 9 
  1.2.3 Research tasks................................................................................................ 10 
 1.3 Overview of Thesis............................................................................................... 12 
Chapter 2. Literature Review...................................................................................... 14 
 2.1 The ACF Spray System........................................................................................ 14 
  2.1.1 The ACF spray system components............................................................... 15 
  2.1.2 Ultrasonic atomization of cutting fluid.......................................................... 17 
  2.1.3 ACF spray system droplet entrainment behavior........................................... 19 
 2.2 Single Droplet Impingement Dynamics................................................................ 24 
  2.2.1 Introduction to single droplet impingement................................................... 24 
  2.2.2 Boundaries of single droplet impingement regimes....................................... 28 
  2.2.3 Modeling the spreading regime for single droplet impingement................... 31 
 2.3 Dynamics of Fluid Films Created by Impinging Sprays...................................... 36 
vi 
 
  2.3.1 Characterization of fluid films created by impinging sprays......................... 36 
  2.3.2 Models of fluid films created by impinging sprays....................................... 42 
  2.3.3 Other methods for modeling fluid films created by impinging sprays.......... 50 
 2.4 Tool-chip Interface Temperature Measurement During Machining..................... 55 
  2.4.1 Inserted thermocouple technique................................................................... 55 
  2.4.2 Tool-work thermocouple technique............................................................... 58 
  2.4.3 Infrared temperature measurement technique................................................ 63 
  2.4.4 Embedded thin-film thermal (TFT) sensor technique.................................... 65 
 2.5 Measurement and Modeling of the Temperature Gradient on the Tool During 
Titanium Machining.................................................................................................... 
 
68 
  2.5.1 Temperature measurements during titanium machining................................ 68 
  2.5.2 Current FE models predicting cutting temperatures during titanium 
machining................................................................................................................ 
 
72 
  2.5.3 Current analytical models predicting cutting temperatures............................ 77 
 2.6 Gaps in Literature.................................................................................................. 78 
 2.7 Chapter Summary................................................................................................. 80 
Chapter 3. Characterization and Modeling of the Thin Fluid Film Created by 
the ACF Spray System................................................................................................. 
 
82 
 3.1 Experimental Setup and Design............................................................................ 82 
  3.1.1 ACF spray system.......................................................................................... 82 
  3.1.2 Experimental setup and procedures................................................................ 84 
vii 
 
 3.2 Experimental Results............................................................................................ 87 
  3.2.1 Film flow observation.................................................................................... 87 
  3.2.2 Film thickness results..................................................................................... 88 
  3.2.3 3D experimental characterization.................................................................. 91 
 3.3 Thin Fluid Film Modeling.................................................................................... 92 
  3.3.1 Model development........................................................................................ 92 
  3.3.2 Continuity of mass......................................................................................... 94 
  3.3.3 Continuity of momentum............................................................................... 96 
 3.4 Model Validation.................................................................................................. 101 
  3.4.1 Numerical implementation............................................................................. 101 
  3.4.2 Validation of fluid film model....................................................................... 103 
 3.5 Model Prediction and Application to Machining.................................................. 107 
  3.5.1 Fluid film thickness prediction....................................................................... 107 
  3.5.2 Velocity prediction and titanium machining application............................... 112 
 3.6 Chapter Summary................................................................................................. 115 
Chapter 4. Cutting Interface Temperature Measurement in Titanium 
Machining...................................................................................................................... 
 
117 
 4.1 Experimental Design and Procedure..................................................................... 117 
  4.1.1 Temperature measurement techniques........................................................... 117 
  4.1.2 ACF spray system.......................................................................................... 123 
  4.1.3 Machining experimental design..................................................................... 125 
viii 
 
 4.2 Cutting Temperature Results................................................................................ 127 
  4.2.1 Tool-work thermocouple results.................................................................... 127 
  4.2.2 Inserted thermocouple results........................................................................ 128 
 4.3 Cutting Interface Friction Coefficients................................................................. 134 
 4.4 Chapter Summary................................................................................................. 138 
Chapter 5. Conclusions and Recommendations........................................................ 140 
 5.1 Summary…........................................................................................................... 140 
 5.2 Conclusions........................................................................................................... 142 
  5.2.1 Fluid film characterization and modeling...................................................... 142 
  5.2.2 Cutting interface temperature measurement.................................................. 144 
 5.3 Recommendations for Future Work...................................................................... 145 
  5.3.1 Further experimentation to characterize fluid film penetration..................... 145 
  5.3.2 Further modeling studies to predict characteristics of ACF spray systems... 146 
Bibliography.................................................................................................................. 148 
Appendix A. Derivation of Governing Fluid Film Equations................................... 159 
 A.1 Continuity of Mass and Momentum.................................................................... 159 
 A.2 Discretization of Mass Continuity....................................................................... 161 
  A.2.1 Time dependent term for mass...................................................................... 161 
  A.2.2 Mass transport term....................................................................................... 162 
  A.2.3 Mass source term........................................................................................... 163 
  A.2.4 Final governing equation for continuity of mass.......................................... 164 
ix 
 
 A.3 Discretization of Momentum Continuity............................................................. 164 
  A.3.1 Time dependent term for momentum............................................................ 164 
  A.3.2 Non-linear convective momentum................................................................ 165 
  A.3.3 Pressure term................................................................................................. 166 
  A.3.4 Shear term..................................................................................................... 167 
  A.3.5 Body force term............................................................................................. 168 
  A.3.6 Momentum source term................................................................................ 169 
  A.3.7 Final governing equation for continuity of momentum................................ 170 
 
 
 
 
 
 
 
 
 
 
 
x 
 
List of Figures 
Figure 2.1 (a) Schematic of the ACF spray system; and (b) Cross-section of 
coaxial nozzle system;  θg: gas nozzle convergence, θd: droplet nozzle 
convergence [16]......................................................................................15 
Figure 2.2 ACF spray parameters for turning [17]................................................... 16 
Figure 2.3 (a) Unstable break-up of a liquid film on an ultrasonic atomizer; and 
(b) Schematic of a typical ultrasonic atomizer [47]................................ 18 
Figure 2.4 (a) Varying nozzle geometries, focus height, and length definition; and
(b) Entrainment behavior for varying gas and droplet velocities [14]..... 
 
20 
Figure 2.5 Focus length for varying: (a) droplet velocities; and (b) gas velocities 
[14]……………....................................................................................... 21 
Figure 2.6 Schematic of entrainment behavior for a co-flow jet produced by high-
velocity gas and fluid droplets (A-A, B-B, C-C denote cross sections at 
varying downstream positions) [17]........................................................ 
 
22 
Figure 2.7 Photographic images of ACF droplet-gas co-flow at: (a) Ud = 0.2 m/s,
Ug = 26 m/s; (b) Ud = 1.2 m/s, Ug = 26 m/s; (c) Ud = 0.2 m/s, Ug = 36 
m/s; and (d) Ud = 1.2 m/s, Ug = 36 m/s (scale: mm; Gas nozzle exit is 
located at reading ‘10’) [17]……............................................................ 
 
 
23 
Figure 2.8 Summary of parameters governing liquid drop impact [48]................... 25 
Figure 2.9 Droplet impingement regimes [27].......................................................... 26 
Figure 2.10 Limits for spreading and splashing of primary droplets [18].................. 30 
xi 
 
Figure 2.11 Morphology of droplet impacts for differing impact energies [56]......... 30 
Figure 2.12 Evolution of droplet free surface at 0, 0.1, 0.2, 0.3, and 0.4 sec [31]...... 32 
Figure 2.13 Evolution of droplet and fluid film for We=20 [58]................................ 33 
Figure 2.14 Cavity formation due to single droplet impact with a fluid film [59]..... 34 
Figure 2.15 Individual droplet model of spray impingement [60].............................. 35 
Figure 2.16 The thin fluid film: (a) original image from CCD camera; and (b) 
synthesized image yielding the average film thickness [23]................... 39 
Figure 2.17 Measurement apparatus to measure: (a) fluid film thickness; and (b) 
fluid film velocity [63]............................................................................ 41 
Figure 2.18 Schematics of: (a) the major physical phenomena governing film flow;
and (b) a typical wall film cell used in the formulation of the fluid film 
model [27]................................................................................................ 
 
42 
Figure 2.19 Flat plate impingement comparison for: (a) spray radius; (b) spray 
height; (c) film spreading radius; and (d) mean fluid film thickness 
[27]........................................................................................................... 46 
Figure 2.20 Comparison of 2-D spatial distribution of droplet parcels for: (a) 
experiment; and (b) simulation [64]........................................................ 47 
Figure 2.21 Predicted and measured fluid film thickness contours at: (a) time step 
1; and (b) time step 2 [30]........................................................................ 49 
Figure 2.22 Modeling results at 10 ms using various theories for droplet shattering 
(Rayleigh, Marmanis-Thoroddsen, and Rayleigh –Taylor) [67]............. 52 
Figure 2.23 Simulation result of a thin fluid film driven through roughness [68]...... 53 
xii 
 
Figure 2.24 Monte-Carlo simulation tracking 10,000 droplet impingements [69]..... 54 
Figure 2.25 Schematic of a thermocouple................................................................... 56 
Figure 2.26 Tool work thermocouple apparatus [72]................................................. 59 
Figure 2.27 In-situ tool-work calibration method [72]............................................... 60 
Figure 2.28 Temperature distribution on the tool during orthogonal cutting [74]...... 64 
Figure 2.29 Micro thin film thermal (TFT) sensor fabrication process [77]...............66 
Figure 2.30 Sensor layout at the tool cutting tip [77]................................................. 67 
Figure 2.31 Measured rake temperature during interrupted and continuous titanium 
machining [35]......................................................................................... 69 
Figure 2.32 Effect of cutting speed on the cutting temperature for high speed 
machining of titanium alloy [40]............................................................. 70 
Figure 2.33 Calculated milling history for upmilling of titanium alloy [37].............. 71 
Figure 2.34 Predicted maximum cutting temperature dependence on: (a) the tool 
nose radius; and (b) the included angle of the tool [39].......................... 73 
Figure 2.35 Predicted peak cutting temperature for various feeds and cutting 
speeds during titanium machining [40]................................................... 74 
Figure 2.36 Predicted temperature gradient on the forming chip during titanium 
machining [41]......................................................................................... 75 
Figure 2.37 Predicted temperature distribution on the tool for orthogonal cutting of 
titanium [43]............................................................................................ 76 
Figure 3.1 Schematic of the ACF spray system........................................................ 83 
Figure 3.2 ACF spray and DIP/POD dimensions..................................................... 84 
xiii 
 
Figure 3.3 Experimental setup for fluid film measurement...................................... 85 
Figure 3.4 Typical top view of spreading film (φ = 35°).......................................... 88 
Figure 3.5 Side views of spreading film for: (a) φ = 20°; and (b) φ = 35°............... 90 
Figure 3.6 (a) Fluid film described with mesh and coordinates; and (b) an 
arbitrary fluid cell.................................................................................... 93 
Figure 3.7 Droplet distribution due to ACF spray.................................................... 96 
Figure 3.8 Gas pressure measurements of ACF spray system after impingement.... 98 
Figure 3.9 Illustration of film velocity profile.......................................................... 99 
Figure 3.10 Experimental and predicted film thickness values over POD and DIP 
for φ = 20
o
................................................................................................ 105 
Figure 3.11 Experimental and predicted film thickness values over POD and DIP 
for φ = 35
o
................................................................................................ 106 
Figure 3.12 Prediction of film development at 9.6 ms for: (a) φ = 20
o
; and (b) φ = 
35
o
............................................................................................................ 108 
Figure 3.13 Typical temporal development of average fluid film thickness for: (a) 
φ=20
o
; and (b) φ=35
o
............................................................................... 111 
Figure 3.14 Chip lifting-falling cycle during titanium machining: (a) Chip lifting 
allows thin film to penetrate; and (b) Chip falling causes fluid 
excretion from the interface..................................................................... 113 
Figure 3.15 Fluid film velocity at 9.6 ms for φ = 35
o
................................................. 114 
Figure 4.1 Inserted thermocouple measurement setup.............................................. 119 
Figure 4.2 Inserted thermocouple with copper guard............................................... 120 
xiv 
 
Figure 4.3 Tool-work thermocouple measurement setup......................................... 121 
Figure 4.4 Tool-work thermocouple calibration setup.............................................. 123 
Figure 4.5 Tool-work thermocouple calibration curve............................................. 123 
Figure 4.6 Figure 4.6 (a) Schematic of ACF spray system [84]; and (b) ACF 
spray parameters in turning setup [17].................................................... 125 
Figure 4.7 Tool-work temperature measurements.................................................... 127 
Figure 4.8 Tool-chip contact length measurements.................................................. 129 
Figure 4.9 Inserted thermocouple temperature measurements................................. 131 
Figure 4.10 Chip lifting-falling cycle during titanium machining: Chip lifting 
allows thin film to penetrate [84]............................................................. 133 
Figure 4.11 Chip lifting-falling cycle during titanium machining: Chip falling 
causes fluid excretion from the interface [84]......................................... 134 
Figure 4.12 Friction coefficient for various cutting conditions.................................. 135 
Figure 4.13 Friction coefficient development during titanium machining for flood 
cooling and the ACF spray system.......................................................... 138 
 
 
 
 
 
xv 
 
List of Tables 
Table 3.1 ACF Spray Parameters............................................................................... 86 
Table 3.2 Average film thickness measurements for various POD, DIP, and 
impingement angles.................................................................................... 91 
Table 3.3 Spray and simulation parameters................................................................ 103 
Table 4.1 Blind hole dimensions on the inserts.......................................................... 119 
Table 4.2 Percent reduction in cutting temperature from dry cutting......................... 128 
Table 4.3 Feed cutting force measurements............................................................... 137 
   
 
 
 
 
 
 
 
 
 
xvi 
 
Nomenclature 
A Maximum cross–sectional area of droplet 
Aw Area of wall surface of fluid cell 
DIP Distance from impingement point 
Fb Body force 
Fy Feed cutting force 
Fz Tangential cutting force 
Ky Non-dimensional fluid parameter 
L1, L2 Lengths of sides of fluid film cell in Cartesian coordinates 

  Rate of fluid vaporization 
 Tangential momentum of fluid film 
M(r, θ) Momentum distribution function 
 (, ) Change in momentum at a given location 
N(r) Radial droplet distribution function 
N(θ) Azimuthal droplet distribution function 
Nd Total number of droplets impinging in a time–step 
Ns Number of fluid entry and exit faces for a fluid cell 
Oh Ohnesorge number 
Pr(r) Radial pressure distribution function 
P(r, θ) Combined pressure distribution function 
POD Perpendicular offset distance 
xvii 
 
Patm Ambient pressure 
Po Fluid pressure at the impingement point 
Re Reynolds number 
S Cutting speed 
Sd Source term for impinging droplets 
T Tool-work temperature 
TL Leidenfrost temperature 
V Thermoelectric voltage 
Vd Droplet velocity 
Vm Mist velocity in droplet nozzle 
Vn  Normal component of droplet velocity 
Vs High-velocity gas nozzle exit velocity 
Vt Tangential component of droplet velocity 
We Weber number 
Z Vertical coordinate describing fluid film 
a1 Constant describing radial droplet distribution, N(r) 
a2 Constant describing b 
a3, a4, a5 Constants describing P(r, θ) 
at Dimension defining thermocouple placement 
b Variable describing and N(θ) 
bt Dimension defining thermocouple placement 
c1, c2, c3 Constants describing u(z) 
xviii 
 
c4 Constant describing shear stresses, τl/g and τwall 
ct Dimension defining thermocouple placement 
d Spray distance 
do Droplet diameter 
dt Dimension defining thermocouple placement 
dr, dθ, dZ Differential fluid cell volume dimensions 
f Feed rate 
g Gravitational constant 
h Instantaneous fluid film thickness 
ht Displacement thickness 
i Face index 
li Width of face i of fluid cell 
  Mass flow rate of fluid 
n Unit normal vector describing entry and exit faces 
r Radial coordinate describing fluid film 
t Time coordinate 
ur Average fluid film velocity for a given fluid cell in radial direction 
uθ Average fluid film velocity for a given fluid cell in azimuthal direction 
uz Average fluid film velocity for a given fluid cell in film-normal direction 
u(z) Velocity profile across the fluid film 
x1, x2 Cartesian fluid film coordinates 
  
xix 
 
Greek Symbols 
  
∆h Change in thickness of fluid cell/volume 
∆r Differential radial length of fluid cell/volume 
∆θ Differential azimuthal angle of fluid cell/volume 
 Momentum thickness 
α Contact angle 
β Integration shape factor 
γo Orthogonal rake angle of tool insert 
θ Azimuthal coordinate describing fluid film 
µ Tool-chip interface friction coefficient 
µl Dynamic viscosity of cutting fluid 
ρ Cutting fluid density 
σ Surface tension of cutting fluid 
τ Shear stresses on fluid 
τl/g Shear stress on fluid film at the liquid–gas boundary 
τwall Shear stress on fluid film at the wall 
φ Impingement angle (w.r.t. tool rake) 
φo Principle cutting edge angle 
 
1 
 
Chapter 1 
Introduction 
1.1 Background and Motivation 
Titanium and its alloys possess unique physical and mechanical properties such as 
medium to high temperature strength, strength-to-weight ratio, fracture and corrosion 
resistance, and bio-compatibility that make them ideal for a variety of engineering 
applications including aerospace, automotive engine components, turbines, and 
biomedical devices [1, 2]. However, the poor thermal conductivity and low elongation-to-
break ratio of titanium pose serious challenges to machining processes as extreme 
temperatures develop within the small tool-chip interface (e.g. one-third the size of steel 
for the same conditions). At temperatures higher than 500 
o
C, titanium and its alloys 
become highly reactive with commonly used tool materials leading to accelerated tool 
wear. The low elastic modulus of titanium also increases chatter, especially for the low 
depths of cut used during finishing operations. Titanium and its alloys can also work-
harden at low feed rates. Although proper cutting conditions can reduce chatter and work-
hardening, they cannot effectively reduce the extreme cutting temperatures that accelerate 
tool wear. In order to resolve this problem, there is a need for a cooling and lubrication 
system that effectively penetrates cutting fluid into the tool-chip interface and reduces the 
thermal wear during titanium machining [1, 2].   
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Several cooling and lubrication strategies have been proposed to address the heat 
removal issue during titanium machining, each possessing advantages and disadvantages 
[3-12]. Flood cooling applies generous amounts of cutting fluid (e.g. 1-10 L/min) to the 
tool and workpiece in a controlled fluid jet. Although flood cooling delivers a relatively 
high volume flow rate of cutting fluid, studies have found that the cutting fluid fails to 
effectively penetrate the tool-chip interface and reach the localized heated zone during 
titanium machining [3-6]. To address the cutting fluid penetration issue, high-pressure 
cooling (HPC) has been proposed for titanium machining applications in which a high-
pressure spray of cutting fluid is directed into the tool-chip interface [7-9]. However, 
HPC is a wasteful and energy-intensive cooling technique that requires both high 
pressures and flow rates of 70 - 160 bar and 2 - 20 L/min, respectively. To increase the 
cooling potential beyond flood and high-pressure cooling, cryogenic cooling systems 
have been developed in which liquid nitrogen (LN2) is sprayed into the tool-chip 
interface or into a pre-machined hole in the tool during titanium machining [9-12]. 
However, cryogenic cooling is often prohibitively expensive due to the use of LN2 and 
also requires high system flow rates (i.e. 0.75 - 4 L/min), making this process energy-
intensive as a specialized high flow rate pump is required [9-12]. Therefore, there is a 
need for a cooling and lubrication solution that increases tool life during titanium 
machining while more efficiently utilizing cutting fluid and system energy. 
The atomization–based cutting fluid (ACF) spray system has recently been 
proposed as an efficient cooling and lubrication solution for a wide range of machining 
applications, including micromachining, and machining titanium and its alloys [13-17]. 
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The ACF spray system consists of a high-velocity gas nozzle positioned inside a co-axial 
droplet nozzle. A mist of uniformly–sized droplets from cutting fluid is generated using 
an ultrasonic atomizer behind the droplet nozzle. This mist is directed toward the exit of 
the droplet nozzle where the gas nozzle is fixed. When the atomized droplets reach the 
exit of the gas nozzle, the atomized droplets entrain themselves with the high–velocity 
gas that is supplied via the gas nozzle to produce a focused axisymmetric jet of fluid 
droplets [16]. During machining, this jet is directed toward the tool–chip interface to 
form a fast moving thin fluid film capable of effectively penetrating and cooling the tool–
chip interface. The ACF spray system does not require a high-pressure pump and can run 
at a very low flow rate (i.e. 20 mL/min) that is two to three orders of magnitude less than 
that of flood, cryogenic, and high-pressure cooling [13, 16]. Nath et al. [16] observed that 
the ACF spray system improves machining performance including tool life and chip 
morphology over flood cooling. These performance improvements were found to be 
highly dependent on the spray parameters (e.g. gas velocity, impingement angle w.r.t. the 
tool rake face, etc.) and the high-velocity gas type (e.g. air, N2, CO2, etc). The penetration 
into the tool–chip interface by means of the thin fluid film appears to be the mechanism 
by which tool life is extended with the ACF spray system [16]. In order to understand the 
penetration mechanism, it is imperative to characterize the fluid film, viz., thickness and 
velocity given by different ACF spray conditions. There is also a need to definitively link 
the penetration mechanism to tool life improvement by characterizing the improvement 
of cutting interface temperatures that define the thermally-induced tool wear. 
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Although there has not been an empirical investigation of the fluid film created by 
the ACF spray system, many previous empirical studies of spray–wall interaction have 
been conducted for single and multiple droplet systems. Several studies of single droplet 
impingement on dry and wet surfaces have described general droplet impingement 
behavior (e.g. four impingement regimes) [18-22]. However, these studies are unable to 
make observations or conclusions pertaining to thin film formation and the resulting flow 
development for the case of multiple droplet impingement present in the ACF spray 
system. A limited number of empirical studies of spray–wall interaction have also 
focused on the characterization of the resulting fluid film created by the spray of droplets. 
Kalantari and Tropea [23] measured the average film thickness around the impingement 
zone. Two studies went farther to characterize the thickness and morphology of a 
deposited fuel film in a combustion chamber [24, 25]. However, the conditions present 
during the creation of a fuel film in a combustion chamber are vastly different from those 
of the ACF spray system, for example, impingement duration, droplet size, and 
machining temperature. 
While a physics-based model for the fluid film created by the ACF spray system 
has not yet been proposed, many analytical models of a dynamic thin fluid film created 
by an impinging spray have been formulated for different applications ranging from 
gasoline spray impingement inside a combustion chamber to paint sprays [26-31]. 
Stanton and Rutland [27] formulated a spray impingement model for evaporative wetting 
at the surface based on the conservation of mass, momentum, and energy. Trujilo and Lee 
[29] formulated a cold wall thin film model based on the continuity and momentum 
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equations. However, the effects of surface tension and gas shear at the gas–liquid 
boundary were neglected, both necessary in the formulation of the thin film model for the 
ACF spray system. Finally, these previous works have only represented the thin fluid film 
in 2D (i.e. along the spray centerline). A 2D representation of the thin fluid film does not 
reveal the thin film behavior presented to the entire length of the tool–chip interface. An 
analytical model capable of predicting the film morphology in 3D for the ACF spray 
system is needed.   
In order to link the tool-chip interface penetration by the fluid film of the ACF 
spray system to tool life improvement, the cutting interface temperatures (i.e. the 
temperature gradient) that define the thermally induced tool wear must be characterized 
during titanium machining. Unfortunately, cutting temperature measurement during 
titanium machining is highly challenging. The tool-chip interface formed during the 
machining of titanium alloys is small due to the low elongation-to-break ratio and 
features a severe temperature gradient around the cutting edge (i.e. < 0.5 mm). Therefore, 
the temperatures of interest that define the cooling capability of the ACF spray system 
and the resulting tool life improvement are inside the tool-chip interface close to the 
cutting edge where thermocouple placement is difficult [3, 32-34]. There have only been 
a limited number of studies focused on measuring the cutting temperature during the 
machining of titanium alloy [35-38]. Kitagawa et al. [35] measured the cutting 
temperature during the turning of Ti-6Al-6V-2Sn with and without flood cooling by 
inserting a 25 µm diameter tungsten wire into a previously machined hole in the tool even 
with the rake face and 0.15 mm from the cutting edge. Although this technique 
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demonstrates the feasibility of the inserted thermocouple technique in measuring cutting 
temperature during titanium machining, a single temperature measurement is not enough 
to characterize the temperature gradient in the tool-chip interface. El–Wardany et al. [3] 
demonstrated that the inserted thermocouple technique can measure the temperature 
gradient inside the tool–chip interface for hard to machine materials. However, a chip–
breaker was required to obtain the measurements, interfering with the cutting dynamics, 
chip formation, and the application of cutting fluid. More recently, Klocke et al. [36] 
studied the cutting temperature during the turning of Ti-6Al-4V using a two-color 
pyrometer. The temperature was measured by a 0.5 mm fiber-optic wire inserted into a 
blind hole with a final placement of 0.15 mm under the rake face and 0.41 mm from the 
major flank. While this temperature measurement technique is able to accommodate the 
application of cutting fluid, the single temperature measured is outside the tool-chip 
interface and is an average over the area of the exposed end of the 0.5 mm diameter fiber 
optic wire. No study has yet experimentally measured the temperature gradient around 
the tool-chip interface during titanium machining. Currently, there is a need for a 
comprehensive cutting temperature measurement technique that accurately characterizes 
the temperature gradient and maximum cutting temperature during titanium machining 
that is sufficiently robust to accommodate the application of cutting fluid.  
Without a proper cutting temperature measurement technique, there has not been 
any investigation on the changes in cutting temperatures during titanium machining due 
to the application of the ACF spray system. Such a study could characterize the tool-chip 
penetration behavior of the fluid film created by the ACF spray system. It is also 
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currently unknown whether using an air-CO2 mixture as opposed to pure air as a high-
velocity gas in the ACF spray system more effectively cools the tool-chip interface. 
Cutting temperature measurements capable of revealing the temperature gradient in the 
tool-chip interface are needed to compare the effectiveness of the ACF spray system to 
dry cutting and flood cooling conditions in terms of reducing cutting temperatures. It is 
also unknown whether the tool life improvement of the ACF spray system observed 
during titanium machining is due to adequate cooling, lubrication, or a combination. 
In tandem with cutting interface temperature measurement, there is also a need for 
a physics-based thermal model capable of predicting cutting interface temperatures under 
various cooling conditions. A limited number of predictive cutting temperature models 
have been proposed for titanium machining applications [39-44]. These models are 
generally categorized as numerical (i.e. FE) or analytical. The proposed numerical 
models modify the Johnson-Cook formulation to represent the conditions present during 
titanium machining [39-41]. Analytical tool temperature models apply an energy balance 
to the tool-chip-work thermal system predict cutting interface temperature distributions 
[42-44]. While these analytical models can be modified to different work materials, to the 
knowledge of the author, no physics-based model has been proposed to predict the 
cutting interface temperatures with the application of the ACF spray system. Currently, 
model predictions of maximum cutting temperature and temperature gradients formed 
during titanium machining cannot be validated due to the lack of reliable and 
comprehensive empirical cutting temperature data for titanium machining in the tool-chip 
interface.  
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In summary, titanium alloys possess many advantageous physical and mechanical 
properties (e.g. strength-to-weight ratio, corrosion resistance, bio-compatibility, etc.) that 
are ideal for a variety of engineering applications. Titanium machining remains a highly 
challenging problem due to the development of extreme temperatures localized around 
the cutting edge. Initial experimental studies have demonstrated that the ACF spray 
system is a comparatively efficient cooling and lubrication solution capable of improving 
tool life via effective fluid film penetration into the tool-chip interface during titanium 
machining. However, several gaps in literature exist preventing a fundamental 
understanding the fluid film penetration behavior and its link to tool life. First, no study 
has been conducted on the penetration mechanism and its influence on the tool life. It is 
imperative to characterize the fluid film, viz., thickness and velocity given by different 
ACF spray conditions. Second, there is a need for a physics-based model of the thin fluid 
film produced by the ACF spray system that is capable of predicting fluid film 
development in terms of thickness and velocity for various spray impingement conditions 
to reveal penetration potential. Third, there is only limited study on cutting temperatures 
during titanium machining inside the tool chip interface, regardless of the cooling system. 
There is currently no temperature measurement technique that can yield an accurate 
representation of the temperature gradient inside the tool-chip interface during titanium 
machining. Fourth, a physics-based model capable of predicting cutting interface 
temperatures during titanium machining with the application of the ACF spray system 
has not yet been proposed. Last, there has not been a study that investigates the changes 
in cutting temperature during titanium machining due to the ACF spray system.   
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1.2 Research Objectives, Scope, and Tasks 
1.2.1 Research objectives and scope 
The main objective of this research is to characterize the fluid film produced by 
an ACF spray system during titanium machining in order to better understand the cooling 
and penetration mechanisms resulting in cutting temperature reduction at the cutting 
interface. To accomplish this, the specific research objectives are: 
1.  To gain an understanding of the fluid film development via empirical investigation. 
2.  Formulate a physics-based model describing the influence of ACF spray parameters 
on the fluid film behavior. 
3.  To gain an understanding of the fluid film penetration behavior using the physics-
based fluid film model in combination with machining experiments. 
4.  To study the fluid film penetration mechanism of the ACF spray system to tool life 
improvement via characterization of the cutting interface temperatures that define the 
thermally induced tool wear during titanium machining. 
1.2.2 Scope of research  
This research focusses on investigating and modeling the fluid film produced by 
an ACF spray system to better understand the mechanism by which tool life is improved 
during titanium machining. Since the ACF system involves sprays of droplets 6-50 µm in 
diameter, this work considers droplet diameters 50 µm or less. The ACF spray parameters 
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(e.g. spray impingement angle and spray distance) were set in accordance with previous 
machining studies with the ACF spray system in order to achieve maximum tool life. The 
work material used in this research is a titanium alloy, Ti-6Al-4V, that is widely found in 
many critical engineering applications. The tool inserts used in this work are limited to 
triangular type uncoated microcrystalline carbide inserts ISO grade K313. The machining 
experiments were conducted using a water-soluble cutting fluid, S-1001 at 10% dilution. 
The cutting conditions investigated during tool-chip interface temperature measurements 
are chosen to represent the range typically used in industry during titanium machining 
(i.e. speed: 60 - 110 m/s and feed: 1.2 - 2.5 mm/rev). Based on experimental results, K-
type thermocouples were found to be suitable for use during the inserted thermocouple 
measurements of temperatures. The fluid film model utilizes the boundary layer 
assumption, confining this work to fluid films less than 300 µm in thickness. The fluid 
film thickness is more than 20 times greater than the surface asperities, therefore, the 
impingement surface is assumed to be perfectly smooth in the model. Fluid film 
development occurs outside the tool-chip interface, where the surface temperatures of the 
tool are relatively constant. Therefore, thermal effects on fluid behavior can be neglected, 
making a cold-wall formulation appropriate.  
1.2.3 Research tasks  
The research tasks are accomplished with two phases: 
Phase I: Focus is given to the experimental investigation of the fluid film produced by 
the ACF spray system and the formulation of a physics-based model describing fluid film 
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development and penetration behavior. This will be achieved in the following sequence 
of tasks:  
1. Understand the nature of the thickness and velocity of the thin fluid film produced 
by the ACF spray system. 
2. Develop a physics-based model of the fluid film based on the framework of the 
continuity of mass and momentum. 
3. Validate the fluid film model with optical measurements of fluid film thickness. 
4. Determine the tool-chip interface penetration behavior of the fluid film during 
titanium machining using the validated fluid film model morphologic predictions 
and experimental observations from a machining study. 
Phase II: Focus is given to measuring the temperature gradient inside the tool-chip 
interface during titanium machining in order to link the penetration behavior of the fluid 
film created by the ACF spray system to the reduction in cutting temperatures and tool 
wear. The necessary specific tasks are: 
1. Develop a robust cutting temperature measurement technique capable of 
measuring the maximum cutting temperature and the temperature gradient inside 
the tool-chip interface that can accommodate the application of cutting fluid.  
2. Conduct titanium machining experiments to demonstrate that accurate 
measurement of the temperature gradient and maximum temperature inside the 
tool-chip interface is feasible during titanium machining 
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3. Conduct titanium machining experiments to compare the maximum cutting 
temperature and temperature gradient inside the tool-chip interface during 
titanium machining while applying flood cooling and the ACF spray system for 
various cutting conditions. 
4. Interpret cutting temperature results to suggest the ideal cutting and spray 
conditions for the ACF spray system and determine if tool life is improved via 
cooling, lubrication, or both.  
1.3 Overview of Thesis 
Chapter 2 provides an overview of the literature on the ACF spray system spray 
behavior, droplet impingement dynamics, spray-wall interaction studies, fluid film 
modeling, cutting temperature measurement techniques, and thermal model predictions of 
temperatures generated during titanium machining.   
In chapter 3, the fluid film development of the ACF spray system is empirically 
investigated. A physics-based model predicting the dynamics of the fluid film is 
developed and validated. The fluid film model predictions for thickness and velocity are 
analyzed. The model is then used in conjunction with a machining experiment to 
determine the penetration potential of the ACF spray system. 
In chapter 4, machining experiments are conducted to measure the temperature 
gradient inside the tool-chip interface during titanium machining by combining the tool-
work thermocouple and inserted thermocouple techniques. The cutting temperatures for 
various cutting conditions and spray applications (i.e. flood cooling and ACF spray 
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system) are compared with respect to dry machining. This investigation also 
demonstrates whether the fluid film produced by the ACF spray system has the ability to 
penetrate the tool-chip interface and extend tool life.   
Chapter 5 expresses the pertinent conclusions of the research and offers 
suggestions for future work in this area. 
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Chapter 2 
Literature Review 
This chapter provides an overview of the available literature concerning the ACF 
spray system (section 2.1), droplet impingement dynamics (section 2.2), and analytical 
models of thin fluid film formation due to impinging sprays (section 2.3) that motivate 
the empirical and physics-based characterization of the fluid film for the ACF spray 
system. Available literature concerning in-situ cutting temperature measurement 
techniques, cutting temperature measurements, and thermal models during titanium 
machining is then reviewed to understand the fluid film penetration behavior of the ACF 
spray system to tool life. The chapter then concludes with a review of the literature gaps 
and a summary of the chapter.   
2.1 The ACF Spray System 
Materials with low thermal conductivity are generally hard to machine as the tool 
develops localized extreme temperatures at the cutting edge due to the poor conduction of 
heat into the work material. Efficiently machining these materials requires adequate 
cooling of this locally heated zone to reduce the thermal wear mechanisms developing at 
the cutting edge of the tool [1, 2].  Jun et al. [13] recently proposed the ACF spray system 
as a cooling and lubrication solution for micro-machining applications. Nath et al. [16] 
proposed a new ACF spray system for macro-scale machining applications of hard-to-
machine materials that possess low thermal conductivity. Their study demonstrated that 
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the application of the ACF spray system improved tool life during the macro-scale 
turning of titanium alloy. The resulting thin fluid film created by the ACF spray system is 
believed to possess the capability to penetrate into the tool-chip interface and effectively 
reduce the high temperatures at the cutting edge during machining [16]. In order to 
develop a deeper understanding of this fluid film, the ACF spray system components and 
their functionality are introduced as follows. 
2.1.1 The ACF spray system components  
The ACF spray system apparatus, shown in Fig. 2.1, consists of a cutting fluid 
reservoir, an ultrasonic atomizer, two coaxial nozzles of different diameters, and a gas 
supply system.  
  
(a) (b) 
Figure 2.1 (a) Schematic of the ACF spray system; and (b) Cross-section of coaxial 
nozzle system;  θg: gas nozzle convergence, θd: droplet nozzle convergence [16] 
The cutting fluid reservoir feeds fluid into the horn of the ultrasonic atomization 
unit. An ultrasonic generator sends a signal to the ultrasonic atomization unit that causes 
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the horn to resonate at a specific frequency. This resonance causes the cutting fluid to 
become unstable and break up into uniformly sized droplets (e.g. 10 - 100 µm). These 
atomized droplets are then fed through the outer ‘droplet’ nozzle (see Fig. 2.1) and into 
the entrainment zone where the droplets then interact with the high-velocity gas. The 
inner ‘gas’ nozzle directs high-velocity gas (e.g. air, air-CO2 mixture, etc.) toward the 
tool-chip interface. The high-velocity gas (e.g. at 25 – 50 m/s) creates a pressure drop 
around the gas jet that draws the low-velocity atomized droplets (e.g. up to 1.5 m/s) 
towards the center of the droplet nozzle, leading to their entrainment with the high-
velocity gas. The entrainment of the droplets into the high-velocity gas jet produces a 
focused axisymmetric jet of droplets that is directed towards the cutting interface [13, 
16]. The jet of droplets from the ACF spray system is impinged onto the stationary rake 
face of a tool during turning. A schematic of the ACF spray system impingement 
parameters when impinging a jet of droplets onto a tool is shown as Fig. 2.2.  
 
Figure 2.2 ACF spray parameters for turning [17] 
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2.1.2 Ultrasonic atomization of cutting fluid  
 The two general categories of fluid atomization are shearing and excitation [45]. 
Atomization by shearing features two co-flowing jets (e.g. liquid and air) with a large 
difference in velocity. When these jets interact, the fluid experiences surface instabilities 
and begins to break-up into droplets and filaments of liquid. Atomization by shearing has 
the ability to output a relatively high flow rate of fluid (e.g. > 200 mL/min), however, the 
droplet formation cannot be controlled. This leads to a large amount of variability in 
droplet size and velocity. Shearing atomization also requires a high-pressure pump in 
order to supply the high velocity fluid to the co-flowing nozzles. Ultrasonic excitation is 
the more ideal method of atomization for the ACF spray system in machining 
applications [13, 15]. Ultrasonic atomization creates droplets of uniform size without the 
need for a high pressure pump. This allows the ACF spray system to take on a more 
compact design while consuming less energy than shearing atomization techniques [45, 
46]. The droplet size created by ultrasonic atomization is uniform and easy to control [45, 
46].  
 The ultrasonic atomizer is a device that creates acoustic resonance on a surface 
via actuation of a piezoelectric element. A fluid film in contact with this resonant surface 
can form surface waves that reach instability and undergo a uniform break-up process, 
producing uniformly sized droplets, as shown in Fig. 2.3a. The size of these droplets 
depends on the frequency of resonance [47]. A typical diagram of an ultrasonic atomizer 
is shown in Fig. 2.3b. 
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(a) (b) 
Figure 2.3 (a) Unstable break-up of a liquid film on an ultrasonic atomizer; and (b) 
Schematic of a typical ultrasonic atomizer [47] 
The effect of viscosity on atomization is important as the cutting fluid used by the 
ACF spray system contains a mixture of cutting oil and water. Sindayihebura and Bolle 
[47] considered the ultrasonic atomization of viscous liquids. They performed linear 
stability analysis using the continuity of mass and momentum equations to determine that 
viscosity has a negligible effect on the mean diameter of the atomized droplets. However, 
the displacement amplitude necessary for atomization increases with increasing viscosity. 
This finding is important as the viscosity of the cutting fluid used must be relatively low 
in order to achieve efficient atomization [47]. In other words, the requirement of low 
viscosity limits the concentration of oil in the cutting fluid used by the ultrasonic ACF 
spray system. The viscosity also impacts the fluid film characteristics as it spreads on the 
tool rake face. The understanding of the atomized mist composition provides a 
foundation for understanding droplet entrainment into the high-velocity gas. 
1- Backing piece 
2.1 – Piezoelectric element 
2.2 - Piezoelectric element 
3 – Mechanical transformer 
4 – Atomizer horm 
5 – Small channel for liquid 
to enter atomizer 
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2.1.3 ACF spray system droplet entrainment behavior 
 The entrainment behavior of the ACF spray system describes both the shape of 
the axisymmetric jet of droplets and the concentration of droplets within the jet. 
Rukosuyev et al. [14] studied the entrainment behavior of the ACF spray system based 
on the nozzle design, droplet velocity, and gas velocity of the ACF system. Figure 2.4a 
shows the varying positions of the gas nozzle w.r.t. the droplet nozzle that were examined 
by Rukosuyev et al. [14], while Fig. 2.4b shows the resulting entrainment behavior of the 
ACF spray system for varying gas, droplet velocities, and nozzle configurations (a, b, c, 
and d in Fig. 2.4a corresponding to Fig. 2.4b). Figure 2.4b indicates that the focus length 
is heavily dependent on the position of the gas nozzle (see configurations a, b, c, and d in 
Fig. 2.4a), the gas velocity (Vs), and the mist velocity (Vm). Increasing the droplet 
velocity, decreasing the gas velocity, and positioning the gas nozzle outside the droplet 
nozzle all increase the focus length and decrease the concentration of the spray.  
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(a) 
 
(b) 
Figure 2.4 (a) Varying nozzle geometries, focus height, and length definition; and (b) 
Entrainment behavior for varying gas and droplet velocities [14] 
The effect of the droplet velocity and gas velocity on the focal length is shown as 
Fig. 2.5a. It is clear that increasing the droplet velocity or decreasing the gas velocity 
increases the focal length (see Fig. 2.5b). While this study determined that the nozzle 
21 
 
design of the ACF system effects the entrainment behavior, Rukosuyev et al. [14] did not 
formulate any theory for this behavior or link this behavior to machining performance.  
 
 
(a) (b) 
Figure 2.5 Focus length for varying: (a) droplet velocities; and (b) gas velocities [14] 
Nath et al. [17] studied the entrainment behavior of the ACF spray system and its 
possible effects on tool life during the machining of Ti-6Al-4V at the macro-scale. The 
study offered more detailed theory describing droplet entrainment phenomenon. Figure 
2.6 shows a schematic of the three zones postulated by Nath et al. [17] that define droplet 
entrainment development. The near-field is defined by the length of the potential core and 
contains the focal length of the spray. The intermediate zone is defined by the diffusion 
of droplets into the potential core. Diffusion of droplets into the potential core leads to a 
more uniform cross-section of droplets that take the form of an axisymmetric Gaussian 
distribution concentric with the gas jet. In the potential core, the droplets are unable to 
fully entrain themselves with the high-velocity gas. Impingement should take place after 
the entrainment is fully developed beyond the length of this potential core to promote a 
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more uniform distribution of droplets impinge onto the surface. The far-field zone 
experiences diffusion of the axisymmetric jet into the atmosphere.  
 
Figure 2.6 Schematic of entrainment behavior for a co-flow jet produced by high-
velocity gas and fluid droplets (A-A, B-B, C-C denote cross sections at varying 
downstream positions) [17] 
   Nath et al. [17] then conducted a titanium alloy tool life study varying the 
droplet velocity, gas velocity, and spray distance in a standard 2
3
 design of experiment. 
The longest tool life was found to be when the droplet velocity was high (1.2 m/s), the 
gas velocity was low (26 m/s), and the spray distance was high (35 mm). These results 
were then related to the entrainment behavior of the ACF system, shown by Fig. 2.7a -d. 
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Figure 2.7 Photographic images of ACF droplet-gas co-flow at: (a) Ud = 0.2 m/s, Ug = 
26 m/s; (b) Ud = 1.2 m/s, Ug = 26 m/s; (c) Ud = 0.2 m/s, Ug = 36 m/s; and (d) Ud = 1.2 
m/s, Ug = 36 m/s (scale: mm; Gas nozzle exit is located at reading ‘10’) [17] 
The settings that resulted in the longest tool life correspond to Fig. 2.7b. This setting 
offers a longer focal length, a shorter potential core, and a more uniform cross-section of 
droplets at impingement (i.e. spray distance of 35 mm on Fig. 2.7b). Although 
entrainment behavior more conducive to tool life was determined in this investigation, 
there has not been a physics-based model explaining how the two are connected via the 
formation of the thin fluid film created by the impinging axisymmetric jet of droplets and 
the resulting penetration of this fluid film into the tool-chip interface [13-15]. Therefore, 
in order to develop a physics-based model of the fluid film, the impingement dynamics of 
the ACF spray system need to be understood.  
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2.2 Single Droplet Impingement Dynamics 
2.2.1 Introduction to single droplet impingement 
 The fluid dynamics of a single droplet impinging a fixed surface are encountered 
in many processes including spray cooling (of semiconductor chips, electronic devices, 
roll forming processes, etc.), ink jet technology, soil erosion, spray painting, and fuel 
injection systems [18, 48, 49]. Yarin [31] has also suggested that impingement dynamics 
can explain cosmic-scale events (e.g. meteor impacts). With such diversity in application, 
single droplet impingement is a well investigated phenomenon. Single droplet 
impingement generally refers to the impact of a liquid drop with a wet or dry surface. 
Naturally, there are many different initial conditions of the droplet and surface 
characteristics that have been considered. Defining the dynamics of the droplet before, 
during, and after impingement is important to understanding and improving processes 
that involve droplet impingement [31].  
Rein [48] outlined the varying single droplet impingement conditions that are 
commonly encountered. Figure 2.8 illustrates the different combinations of droplet 
properties, and impingement scenarios that have been investigated. 
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Figure 2.8 Summary of parameters governing liquid drop impact [48] 
According to Fig. 2.8, the types single droplet impingement most pertinent to the ACF 
spray system operation are an oblique impact of a spherical droplet with either a plane 
dry fixed surface (e.g. when the ACF spray is first turned on) or a shallow pre-existing 
fluid film (e.g. when enough droplet impacts from the ACF spray have occurred to form a 
fluid film). Droplet impingement is indeed a complicated phenomenon with many 
interacting properties. Yarin [31] states that the result of a droplet impact with a dry fixed 
surface depends on the impact velocity, direction of impact relative to the surface, droplet 
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size and shape, fluid properties, surface tension, surface roughness and wettability, and 
thermal effects. Based on the results of several studies, the resulting droplet impingement 
with a dry fixed surface or a pre-existing thin fluid film is generally characterized by four 
regimes: sticking, rebounding, spreading, and splashing, as shown by Fig. 2.9 [31].  
 
Figure 2.9 Droplet impingement regimes [27] 
There are two other impingement regimes, defined by Bai and Gosman [50] to be boiling 
induced break-up and rebound with break-up. These regimes are only present when the 
temperature of the impact surface is above the Leidenfrost temperature (TL) (e.g. water TL 
= 193 
o
C). Surfaces above the Leidenfrost temperature induce partial evaporation of the 
fluid droplet at impact, trapping an insulating layer of water vapor between the droplet 
and the surface. The Leidenfrost effect can influence the impingement dynamics of a 
droplet, however, for this study the impact surface is well below the Leidenfrost 
temperature omitting these impingement regimes from the current review.  
With a large number of interacting fluid and impingement properties, it is difficult 
to define boundaries to these regimes through empirical investigation of the droplet and 
fixed surface parameters. Therefore, the boundaries for these regimes are often difficult 
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to compare between studies. However, there are several common dimensionless 
parameters that are used to define the outcome of droplet impacts [18].  
 The Reynolds number (Re) is a dimensionless quantity used to define the ratio of 
the inertial forces to the viscous forces for a droplet and is defined as, 
 =


 (2.1) 
where  is the density of the droplet fluid,  is the diameter of the droplet,  is the 
velocity of the droplet prior to impact, and  is the viscosity of the droplet fluid. The 
Ohnesorge number (Oh) is a dimensionless parameter used to relate the viscous forces to 
the inertial and surface tension forces and is defined as, 
ℎ =

	
 (2.2) 
where 	 is the surface tension of the droplet fluid. The Weber number (We) is a 
combination of the Ohnesorge and Reynolds numbers that yields the ratio of the droplet 
kinetic energy to the droplet surface energy and is defined as, 

 = ℎ ∗
 =


	
. (2.3) 
The final commonly used dimensionless parameter is Ky, which is a combination of the 
Weber and Ohnesorge numbers defined as, 
 = ℎ ∗ .. (2.4) 
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These non-dimensional groups are used to define the boundaries of differing droplet 
impingement behavior, referred to as the droplet impingement regimes. 
2.2.2 Boundaries of single droplet impingement regimes 
Stick-rebound boundary 
Defining the regime of droplet impingement is important for predicting the 
droplet behavior after impact. When the impact energy of the droplet is low, the droplet 
will tend to stick to the fixed impact surface and maintain a spherical shape without 
experiencing much deformation. When the droplet has enough impact energy to trap a 
layer of air between itself and the surface, only a small amount of energy is lost during 
impact and the droplet tends to rebound, or bounce, back off the surface much in original 
spherical form. For a dry fixed surface, Sikalo et al. [51] reported that the rebound/spread 
boundary occurs at We = 1.03 for water and We = 3.25 for isopropanol, therefore, the 
stick/rebound boundary is expected to occur for We << 1. For a wetted fixed surface, 
Jayaratne and Mason [52] studied the sticking regime of water droplets with an 
experiment that varied the droplet diameter, velocity, and impingement angle. Their 
results indicate that sticking will occur for We < 5 [52]. These results agree with the 
empirically determined stick/rebound boundary proposed by Stanton and Rutland [53]. 
Rebound-spread boundary 
Further increase to the droplet impact energy prevents a layer of air from 
becoming trapped under the droplet during impingement and the droplet tends to deposit 
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and spread on the fixed impact surface. For a dry impact surface, Yoon et al. [54] 
proposed an energy analysis of droplet impingement and determined that the 
rebound/spread boundary should occur when the droplet surface energy becomes larger 
than the viscous dissipation energy. They formulated a relation based on the Reynolds 
and Weber numbers as, 

√

= 3/4(1 − ), where  is the contact angle. For a fixed 
wetted impact surface, Stow and Hadfield [55] defined the rebounding/spreading regime 
for water droplets to occur in the range 5 < We < 10. Stanton and Rutland [53] proposed a 
boundary that agrees with Stow and Hadfield [55], arguing that spreading occurs for We 
> 10. Bai and Gosman [50] proposed We = 20 as the rebound/spread boundary, arguing 
that impinging droplets may encounter pre-formed craters from previous impacts. 
Therefore less energy is required by these new droplets to further deform the impacted 
fluid surface, allowing droplet rebound to occur at higher Weber numbers.  
Spread-splash boundary 
Increasing the impact energy of the droplet to take on Weber numbers greater 
than 10 causes unstable break-up of the impinging droplet and the impingement behavior 
is defined by the splashing regime. Using a novel LED visualization technique, Mundo et 
al. [18] were able to study the boundary between the spreading and splashing regimes for 
many different impact conditions. They concluded that splashing will occur instead of 
spreading when Ky > 57.7 . Applying previous data to this deposition/splashing boundary 
demonstrates that the condition Ky > 57.7 is valid over a wide range of impingement 
conditions, as can be seen in Fig. 2.10.  
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Figure 2.10 Limits for spreading and splashing of primary droplets [18] 
Rioboo [56] illustrated the difference in droplet impingement behavior for 
spreading and splashing via photography, shown as Fig. 2.11.  
 
 
Figure 2.11 Morphology of droplet impacts for differing impact energies [56] 
Figure 2.11 illustrates that the corona, or crown, formation during splashing is susceptible 
to sheet instabilities and secondary droplets are created at the top of the crown [18]. 
Mundo et al. [18] used phase Doppler anemometry to determine that these secondary 
droplets are not uniform in size and therefore their respective re-impingement dynamics 
cannot be easily controlled. Also, much of the droplet impact energy is lost to the crown 
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formation and therefore less impact energy is transferred to the kinetic energy to the fluid 
film.   
For machining applications of the ACF spray system, the impact energy of the 
droplets should be maximized without exceeding the spreading/splashing boundary to 
ensure the fluid film receives the maximum amount of energy from each droplet 
impingement [14]. The impinging droplets should also form a thin fluid film of cutting 
fluid on the rake face of the tool that spreads towards and into the tool-chip interface. 
Therefore, the impact energy of the majority of the atomized droplets should be 
controlled to align their impingement behavior with the ‘spreading’ regime [13]. 
According to these studies, this can be achieved by choosing We > 10 and Ky < 57.7.  It 
is, therefore, important to develop a deeper physics-based understanding of droplet 
impingement behavior in the spreading regime. 
2.2.3 Modeling the spreading regime for single droplet 
impingement 
 The majority of single droplet impingement models are concerned with the 
splashing regime, as the description of the crown formation and secondary droplet fluid 
dynamics are important to many applications (e.g. fuel sprays in combustion chambers) 
[57]. A limited number of models have been proposed to describe the spreading regime 
of single droplet impingement. Fukai et al. [49] applied the continuity of mass and 
momentum equations to a spherical droplet impacting normally with a dry solid surface. 
This model considered the presence of droplet inertia, viscosity, gravitation, surface 
tension, and surface wetting effects. The model successfully predicted the deformation of 
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the droplet and the subsequent receding of the droplet due to surface tension at long 
timescales (e.g. >1 s). Ghai et al. [21] modeled the morphology of a spreading droplet 
during impact with a dry rotating surface using conservation of energy and volume in a 
modified spheroid cap approach. The results can also be applied to oblique impacts of 
droplets with a stationary dry surface by taking the surface velocity of the rotating surface 
to be the tangential component of droplet impacting a fixed surface. Although these 
models successfully predict droplet impingement morphology, single droplet 
impingement models for dry surfaces, fixed or rotating, are unable to describe the effect 
single droplet impacts have on the formation or development of fluid films, which is 
crucial for most spray system applications.  
Yarin [31] modeled weak impacts on a wetted stationary surface. The results 
indicate that at timescales longer than 10
-2
 s, weak impacts produce doughnut-like 
spreading patterns. A 2-D side-view of this result at multiple time-steps is shown as Fig. 
2.12. The spreading self-similar capillary waves caused by the single droplet 
impingement were described mathematically by a wave perturbation equation.   
 
Figure 2.12 Evolution of droplet free surface at 0, 0.1, 0.2, 0.3, and 0.4 sec [31] 
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Davidson [58] used a boundary integral method assuming axisymmetric inviscid flow to 
model a single droplet impacting a fluid film. With viscous effects ignored, the flow 
within the droplet was irrotational, simplifying the problem formulation. The result 
illustrates the spreading morphology of the droplet after a single droplet impact, shown in 
Fig. 2.13. 
 
Figure 2.13 Evolution of droplet and fluid film for We=20 [58] 
  While these models of a single droplet impacting a thin fluid film have predicted 
the droplet morphology accurately, they cannot describe the effect the single droplet has 
on the development of the impacted fluid film.  
Hinsberg and Roisman [59] ignored the droplet morphology during impingement 
and instead studied the dynamics of a single cavity (i.e. crater) created by a single droplet 
impinging a preexisting surface film. The crater formation dynamics were empirically 
determined for multiple fluids and an empirical model relating the droplet and fluid film 
characteristics to the cavity formation was created. Figure 2.14 shows a typical crater 
formed by a single droplet impingement onto a pre-existing thin fluid film. 
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Figure 2.14 Cavity formation due to single droplet impact with a fluid film [59] 
Arienti et al. [60] recognized the application of the crater formation for droplet spray 
applications and attempted to define the crater development for single droplets impinging 
in succession in the same location. Based on a single droplet study by Chandra and 
Avedesion [61], the viscous dissipation energy of single droplet deposition is related to 
the resulting crater formation on the impinged fluid film. However, Arienti et al. argue 
that subsequent droplet impingements on the previously formed crater deform the 
surrounding liquid more easily. This alters the droplet impingement behavior, as less 
energy is taken from the droplet for crater development and more energy is transferred to 
fluid film kinetic energy [60]. The first droplet forms a crater which is then re-impacted 
by a successive droplet. The time scale of the droplet to droplet impact is small for many 
atomized sprays (e.g. ACF spray system); thereby, preventing the crater from filling back 
in completely before the next droplet impinges the same location.  
The model in [60] dealt with the effect a spray of single droplets has on a pre-
existing fluid film by incorporating the effects of interacting impingement craters, shown 
as Figure 2.15. Although this model is successful at describing successive single droplet 
impingements at small timescales, this model is impractical when predicting fluid film 
development at larger timescales due to the need for excessive computational effort. This 
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model is also not able to incorporate possible external effects that may influence the 
droplet impingement behavior and the resulting fluid film development (e.g. gas pressure 
from the ACF spray system). 
 
Figure 2.15 Individual droplet model of spray impingement [60] 
  There is a large body of literature on single droplet impingement experiments and 
models [18-22, 31, 48-52, 54-61]. In general, these studies define the outcome (e.g. 
spreading) of a single droplet impingement on a dry or wetted stationary surface.  For 
many applications, including the ACF spray system, the fluid dynamics of impinging 
sprays of droplets and the resulting fluid film behavior is of great interest. Moreira et al. 
[57] argues that single droplet studies fail to quantitatively describe spray impingement 
and the resulting fluid film behavior, mainly due to the inability to feasibly account for 
either complex droplet-droplet interaction or environmental boundary conditions. While 
the impingement regimes defined by single droplet studies are useful for setting the 
droplet parameters for impinging sprays correctly (e.g. droplet impact energy), single 
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droplet impingement models are not able to describe the behavior of thin fluid films 
created by impinging sprays (e.g. the fluid film created by the ACF spray system). 
2.3 Dynamics of Fluid Films Created by Impinging Sprays   
The impingement of a fluid spray in many industrial applications including direct 
injection in Diesel engines, gas turbines, agricultural sprays, spray cooling, spray 
painting, and spray coating often results in the creation of a fluid film and the re-
atomization of primary droplets into secondary droplets due to crown formation and 
unstable break-up during splashing (see section 2.2.2) [23]. For spray cooling, the 
measurement and prediction of the fluid film thickness and velocity yield information 
about the heat transfer and lubrication potential of the spray system. For combustion 
applications, the resulting diameter and ejection velocity of the re-atomized droplets 
along with the thickness and location of fluid films created along combustion chamber 
walls define the combustion efficiency [24]. In paint spray applications, the re-atomized 
droplets re-impinge the applied coating and can adversely affect the final surface 
roughness and appearance of the paint coat [23]. Characterizing the resulting fluid film 
and re-atomized droplets during spray impingement, both empirically and analytically, is 
necessary in order to fully understand and improve many industrial processes.  
2.3.1 Characterization of fluid films created by impinging sprays 
The most thoroughly researched spray impingement application is the injection of 
fuel sprays in combustion chambers. There have been several attempts to empirically 
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characterize the fluid film behavior and impingement dynamics of re-atomized droplets 
from fuel sprays on combustion chamber walls. Acroumanis et al. [24] used a wind 
tunnel to simulate the conditions of an engine port using an isooctane spray directed at 
20
o
 to the impact surface with a spray distance of 32 mm and an injection frequency of 10 
Hz. Using a phase Doppler anemometer with a Photec high-speed camera, individual 
droplets and the fuel film created on the combustion chamber wall were visualized. 
Successive impingements of fuel spray created a cloud of re-atomized droplets that 
became less dense as the air velocity in the chamber was increased. They also observed 
that the fluid film on the wall of the chamber survived injection to injection. While this 
study was able to measure the fuel film thickness and visualize the cloud of re-atomized 
droplets, the fuel film velocity was not discussed.  
Kim et al. [25] studied gasoline spray behavior before and after impingement in 
the presence of suction air-flow. Using a phase Doppler anemometer, the size and 
velocity of the fuel droplets near the impact wall were measured. Although this study was 
successful in relating the secondary droplet behavior to different injection port design 
parameters, the fuel film created by the spray was not studied. Park et al. [62] conducted 
a similar study on fuel sprays, but also varied injection air and surface temperatures and 
studied the spray impingement patterns of the fuel injection. Their results indicate that 
there is a significant amount of droplet and fuel film evaporation at higher injection 
temperatures.  
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Although fuel spray impingement studies demonstrate the feasibility of fluid film 
and droplet characterization, many of the fuel spray conditions present during fuel 
injection and subsequent combustion are not applicable to other industrial applications, 
including the ACF spray system. The temperatures in the combustion chamber can 
approach the Leidenfrost temperature and are much higher than those experienced on the 
tool surface during ACF spray system application. These high temperatures alter the 
behavior of the fuel film making it difficult to draw conclusions about the potential 
behavior of the fluid film created by the ACF spray system. Finally, the fuel films created 
by these conditions are often much slower moving and are orders of magnitude thicker 
than the fluid film of the ACF spray system, ensuring that different droplet and fluid film 
measurement techniques are required.  
Kalantari and Tropea [23] attempted to study the oblique impact of water sprays 
on plane surfaces to formulate an empirical model. Using a phase Doppler anemometer, 
the droplet size, and two components of velocity were measured for several impact 
events. A high-speed CCD camera was used to measure the average fluid film thickness. 
Using mean statistics collected over many impact events, an empirical correlation was 
formed to predict the average fluid film thickness for a given set of impingement 
conditions. The Weber number range for the impinging droplets was kept in the 
spreading regime 10 < We < 160 and the resulting fluid film thickness (h) was measured 
to be 8 µm < h < 107 µm, as shown as Fig. 2.16a. The study also varied the nozzle 
pressures for the impinging spray and described the effect the pressure has on the average 
fluid film thickness, shown in Fig. 2.16b. 
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(a) 
 
(b) 
Figure 2.16 The thin fluid film: (a) original image from CCD camera; and (b) 
synthesized image yielding the average film thickness [23] 
This study demonstrates a method to empirically characterize the fluid film thickness; 
however, this study does not characterize the fluid film velocity. While the influence of 
the fluid spray pressure on the fluid film thickness is studied, there is not a co-flowing 
high-velocity gas acting to spread the fluid film forward akin to the ACF spray system. 
The measurement technique does not illustrate the downstream behavior of the fluid film 
which will be important to define for the ACF spray system.  
 Hurlburt and Newell [63] demonstrated that optical measurements are effective in 
characterizing the fluid film thickness and velocity over a wide range, enabling the 
visualization of downstream behavior. Their techniques use the principle of total internal 
reflection occurring at a liquid-vapor interface. The distance between light source rays 
reflected from the liquid-vapor interface correlate to the fluid film thickness, as shown by 
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Fig. 2.17a. To measure the velocity of the fluid film, two photo-sensors are placed a set 
distance apart to measure the time lag of light intensity reflected from the liquid-vapor 
interface, as shown by Fig. 2.17b. While these techniques demonstrate promise for some 
applications, these methods require that the fluid film of interest be capable of total 
internal reflection, maintain a smooth surface with no waves or roughness, and be 
relatively slow moving. Therefore, this measurement method would not be effective at 
characterizing the fluid film created by the ACF spray system as the oil-water mixture of 
cutting fluid is not conducive to total internal reflection. The fluid film of the ACF spray 
system is also very rough and wavy which would render this method ineffective for 
thickness or velocity characterization.  
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(a) 
 
(b) 
Figure 2.17 Measurement apparatus to measure: (a) fluid film thickness; and (b) 
fluid film velocity [63] 
 It appears that optical measurement of the fluid film thickness is possible with the 
proper choice and application of a camera. However, a method effective in measuring the 
fluid film velocity has not been found for the conditions present during ACF spray 
application. The empirical studies of spray impingement and resulting fluid film 
formation behavior are also limited by the experimental conditions. Versatile analytical 
models are more useful in the prediction of fluid film behavior for different process 
settings.  
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2.3.2 Models of fluid films created by impinging sprays  
 The most common approach to modeling fluid films created by impinging fuel 
sprays is to utilize the continuity equations for mass and momentum. Stanton and Rutland 
[27] were the first to formulate a comprehensive multi-dimensional model describing the 
development of the thin fluid film created by a fuel spray. This model framework was 
then modified accordingly and used to describe the fluid film behavior in several 
subsequent studies [29, 30, 64, 65].  
A summary of the pertinent governing phenomena for fluid film development and 
a fluid cell used to define the model coordinates is shown as Fig. 2.18a-b, respectively. 
 
 
(a) (b) 
Figure 2.18 Schematics of: (a) the major physical phenomena governing film flow; 
and (b) a typical wall film cell used in the formulation of the fluid film model [27] 
The overall fluid film development starts with defining the outcome of droplet 
impingement and applying a modified wall function depending on the impingement 
regime (e.g. spreading impingement regime). Depending on the thermal conditions, a 
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cold wall or hot wall model can be implemented. If a cold wall model is used, the effects 
of conduction at the fluid film – wall boundary along with convective heat transfer and 
evaporation effects at the gas – fluid film boundary are neglected. If a high-velocity gas is 
present, the fluid film experiences a shear force driving the fluid film forward which must 
be included. Finally, the effects of fluid film break-up and flow separation due to surface 
tension can be included at the front of the fluid film, however, Stanton and Rutland [27] 
did not include surface tension in their original formulation.  
The impingement and fluid film development zone of interest is split up into a 
grid of wall film cells, see Fig. 2.18b for an arbitrary fluid cell. These cells can be 
arranged advantageously for fluid simulation in a structured or unstructured manner 
depending on the application. Stanton and Rutland [27] derived the governing continuity 
equations for mass and momentum by integrating in the film normal direction (i.e. across 
the thickness of the fluid film) followed by discretizing the resulting equations to the grid 
of fluid cells. A derivation of these equations in cylindrical coordinates is shown in 
Appendix A. The general continuity of mass equation derived by Stanton and Rutland 
[27] in fluid film modeling is,  
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where,	ℎ is the instantaneous mean fluid film thickness over the entire fluid cell, t is time, 
Aw is the wall area, Ns is the number of sides in which fluid can enter or exit for a given 
fluid cell, ur is the film velocity,  is the normal vector to a given entry or exit side for an 
arbitrary fluid cell, li is the length of side i of an arbitrary fluid cell, ρ is the fluid film 
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density, hi is the instantaneous fluid film thickness of an arbitrary fluid cell, Sd is a source 
term for impinging droplets, and   is the rate of fuel vaporization. The source term Sd 
is defined by the primary droplets impinging and, if the impingement regime is splashing, 
also includes the effects of the re-atomized secondary droplets. Equation 2.5 is used to 
calculate the temporal evolution of the fluid film thickness in a given fluid cell.  
 The general continuity of momentum equation used in fluid film modeling is, 
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This equation accepts the fluid film thickness as an input and outputs the fluid film 
velocity for an arbitrary fluid cell at a given time coordinate. The first term is the time 
derivative of the film momentum per unit area. The second term describes the convective 
momentum of the fluid film. The continuous non-linear convective momentum term has 
been approximated by, 
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where, L1 and L2 are lengths of sides of the fluid cell, x1 and x3 are the film spreading and 
film normal unit vectors, respectively. The symbol  is defined by, 
 = 1
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(2.8) 
where, ℎ is the displacement thickness and  is the momentum thickness, both of which 
can be calculated from the cross-film velocity profile. A derivation of the displacement 
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and momentum thicknesses from the choice of a third order cross-film velocity profile is 
shown in Appendix A.  
 The third term of Eq. 2.6 is the pressure term from both the gas and impinging 
droplets in the impinging spray. The pressure term is defined by the choice of droplet 
impingement and pressure distributions. The fourth term describes the impact of 
gravitation, with g representing the acceleration due to gravity. The fifth term in Eq. 2.6 
describes the amount of fluid film momentum that enters and exits an arbitrary fluid cell 
over a set period of time. The sixth term in Eq. 2.6 is the viscous film term accounting for 
the shear forces acting on the fluid film at the wall and at the fluid-gas boundary. The 
summation of the acting shear forces is given by, 
	


= 	 + / (2.9) 
 where,  and / are the shear terms at the wall and the fluid-gas boundary. These 
terms are also defined by the choice of cross-film velocity profile for the fluid film. A 
derivation of  and / from the choice of a third order cross-film velocity profile is 
shown in Appendix A.  
Stanton and Rutland [27] formulated the model introduced above to predict the 
fluid film behavior during fuel spray impingement in a combustion chamber. The 
mathematical model was implemented in a KIVA-II computer code written by Los 
Alamos Laboratories. Empirical data from previous studies was utilized to validate the 
model predictions. Figure 2.19a-d shows the breadth of information that can be gleaned 
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and validated from a model of this framework including, spray characteristics, fluid film 
thickness, and amount of adhered fuel to the impact surface. The fluid film velocity was 
not reported in this study.  
      
     
Figure 2.19 Flat plate impingement comparison for: (a) spray radius; (b) spray 
height; (c) film spreading radius; and (d) mean fluid film thickness [27] 
Kim and Min [64] modified the model framework to incorporate thermal effects in a hot 
wall formulation and simulated the fuel spray conditions present in a high-speed direct 
47 
 
injection (HSDI) Diesel combustion chamber. An Eulerian-Lagrangian method was 
utilized to calculate the evolution of the impinging spray and resulting fluid film creation. 
The simulation was implemented in the STAR-CD computer code. Similar to Stanton and 
Rutland [27], Kim and Min [64] used previously reported data to validate the predications 
of this model, as shown by Fig. 2.20. The fluid film velocity was not reported in this 
study.  
                    
Figure 2.20 Comparison of 2-D spatial distribution of droplet parcels for: (a) 
experiment; and (b) simulation [64]  
Lee and Ryou [65] used a similar modification to the model framework as Kim 
and Min [64] and simulated Diesel spray impingement on a flat hot wall. They went one 
step farther and demonstrated that the model could be used to describe the temporal 
development of the fuel film. To couple the gas velocity with the pressure field, the 
implicit and non-iterative PISO algorithm was implemented. The evolution of the film 
(b) (a) 
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was calculated using a finite volume method. Again, previously collected data was used 
to validate the model predictions. The fluid film velocity was not reported in this study.  
Trujilo and Lee [29] were the first to apply a Dupin coordinate system to 
normalize the fluid film coordinates which helped generalize the model predictions 
beyond the scope of their fuel spray study. They studied the influence of the impingement 
angle on fluid film thickness development. The mathematical model was numerically 
simulated in a KIVA-3V computer code written by Los Alamos Laboratories. They 
validated their model against their own controlled fuel spray experiment, demonstrating 
that the predictions of film thickness from the continuity of mass and momentum model 
was valid not only for impingement normal to a surface, but also for oblique spray 
impingement. The fluid film created by fuel spray impingement has a low velocity (<< 
0.1 m/s), therefore, Trujilo and Lee [29] argued that the difference in liquid and gas 
viscosities was enough to cancel out the effect of gas shear. The effect of surface tension 
was also neglected from the model formulation. The fluid film velocity was not reported 
in this study. 
Recently, Spathopoulou et al. [30] used the model based on the continuity 
equations of mass and momentum to predict the fluid film thickness and temporal 
development for gasoline fuel sprays. An in-house simulation code was created to control 
the structure of the fluid cell grid in order to increase computational efficiency. The film 
thickness was predicted by the model in a quasi-three-dimensional manner. The results 
49 
 
were validated using laser-induced florescence measurement techniques, as shown in Fig. 
2.21.  
 
                        (a)                                           (b) 
Figure 2.21 Predicted and measured fluid film thickness contours at: (a) time step 1; 
and (b) time step 2 [30] 
The model framework describing fluid film formation and development using the 
continuity equations of mass and momentum have only been formulated for fuel spray 
impingement applications. Many of the fuel spray conditions present during injection are 
not applicable to other industrial applications, including the conditions present during 
ACF spray system application in machining. The temperatures in the combustion 
chamber are much higher than those experienced on the tool surface during ACF spray 
system impingement which affects the behavior of the fluid film. The ACF spray has a 
constant flow rate of droplets and high-velocity gas; whereas the fuel spray impingement 
studies are limited to a frequency of individual injections which heavily influences the 
fluid film behavior. The size and velocity of atomized droplets pre-impingement are not 
tightly controlled resulting in the observation of splashing and fluid filament creation 
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during impingement. These impinging droplets can range in size from 10
-5
 m to 10
-3
.  
Finally, the fuel films created by these conditions are often much slower moving (<< 0.1 
m/s) and are orders of magnitude thicker (10
-5
 – 10
-3
 m) than the fluid film of the ACF 
spray system. The faster moving fluid film created by the ACF spray system prevents gas 
shear terms from being neglected. Although the fluid film velocity can be predicted using 
this model framework, the fuel spray impingement models focus on the thickness of the 
fuel film and do not report on the velocity development. For fuel spray impingement, the 
fuel film thickness reveals more information concerning combustion efficiency. For spray 
cooling systems (e.g. the ACF spray system), both the fluid film thickness and velocity 
are important to revealing the ability of the fluid film to penetrate, cool, and lubricate the 
tool-chip interface. 
2.3.3 Other methods for modeling fluid films created by impinging 
sprays 
 Although the model framework based on the continuity equations for mass and 
momentum offers the most versatility of application, several fluid film modeling methods 
have been proposed in the literature. Mundo et al. [66] investigated the maximum fluid 
film thickness that could be created on a surface assuming fully-developed, steady-state 
flow under gravity, neglecting shear forces due to air flow at the surface of the fluid film. 
They formulated a continuous mathematical model based on mass conservation and 
determined the maximum fluid film thickness via numerical integration. This model has 
many serious limitations including the inability to predict the fluid film velocity, the 
omission of gas shear effects, the omission of surface tension, and the omission of droplet 
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impingement dynamics. Furthermore, the model only offers a one-dimensional 
representation of the fluid film (i.e. the maximum fluid film thickness over all positions 
of impingement). 
   Tropea and Roisman [26] described the droplet sizes and velocities in a water 
spray by probability density functions. The impingement regimes of individual droplets 
are also defined by these probability density functions and are then used to describe the 
interaction of successive droplet impingements in the same region. This model includes 
the ability to predict interacting crown formation and the secondary droplets created by 
two splashing droplets successively impinging in close proximity. While this model 
offers a method to simulate the impinging spray and droplet impingement interactions, 
there is no attempt to predict or describe the fluid film development. 
 Yoon and Desjardin [67] modeled spray impingement using the linear stability 
theory describing droplet shattering. Under this formulation, the equations for 
conservation of energy and mass are applied to describe the shattering of a droplet in 
multi-phase flow. The mathematical model was numerically simulated using the fire field 
modeling code VULCAN developed at Sandia National Laboratory. This simulation 
calculates the interacting impingement behavior of a stream of droplets impinging 
normally to an impact surface, as shown in Fig. 2.22.  
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Figure 2.22 Modeling results at 10 ms using various theories for droplet shattering 
(Rayleigh, Marmanis-Thoroddsen, and Rayleigh –Taylor) [67] 
The fluid film development is a conglomeration of secondary droplets created by re-
atomization due to the splashing of primary droplets upon impingement. The model does 
not offer any information about the fluid film thickness or velocity development w.r.t. 
time. This model is also unable to account for gas shear. 
 Wang and Rothmayer [68] modeled a thin water film flowing over small scale 
surface roughness using the boundary layer theory. A lubrication equation was used to 
describe the surface of the fluid film. The simulation of this fluid film leads to the 
observation of well understood phenomena including the pooling of water between 
roughness asperities and rivulet formulation, as shown in Fig. 2.23.  
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Figure 2.23 Simulation result of a thin fluid film driven through roughness [68] 
While the model does describe the effects of roughness on fluid film flow development, 
the gas shear and fluid viscosity effects are neglected from this analysis. The model also 
neglects the impingement dynamics due to the water spray.  
 Kreitzer and Kuhlman [69] used a Monte-Carlo probabilistic approach to model 
spray cooling. Computational fluid dynamic (CFD) simulation is often inefficient when 
modeling fluid film formation from individual droplet impacts. Kreitzer and Kuhlman 
[69] argue that a more efficient approach is to use a timescale analysis to separate the 
droplet impingement phenomena (e.g. time of crater formation separate from time of 
crown formation) to update a manipulation matrix defining the spreading fluid film more 
efficiently. The droplet impingement dynamics were determined from previously 
published work on single droplet impact. A MATLAB code was written to simulate the 
outcome of 10,000 water droplet impacts. The size and velocity of the droplets prior to 
impact were defined by probability density functions. The result of the simulation is 
currently limited to the impingement zone, as seen in Fig. 2.24.  
Rough simulation surface 
Fluid film 
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Figure 2.24 Monte-Carlo simulation tracking 10,000 droplet impingements [69] 
While this model demonstrates an increase in the computational efficiency of tracking 
interacting single droplet impacts, the model is not able to incorporate gas shear effects or 
allow the user to set the spray conditions (e.g. spray distance, impingement angle, etc.). 
The model also does not predict the downstream fluid film thickness or velocity.  
The fluid film models presented in the previous subsections yield physics-based 
predictions for fluid film behavior, providing modeling framework that could be modified 
to match the conditions of the ACF spray system. However, these fluid film models alone 
cannot link the tool-chip interface penetration by the fluid film of the ACF spray system 
to tool life improvement. The temperatures created within the cutting interface define the 
thermal tool wear and the tool life. Therefore, the cutting interface temperatures (i.e. the 
temperature gradient) that define the thermally-induced tool wear must be characterized 
during titanium machining. Knowledge of the temperature gradient provides an 
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understanding on the relationship between the tool-chip interface penetration by the fluid 
film of the ACF spray system and tool life improvement. 
2.4 Tool-chip Interface Temperature Measurement During 
Machining 
Measurement of the tool-chip interface temperature during machining indicates 
the presence of thermal wear mechanisms that may be acting on a tool. Tool temperature 
measurements also indicate how effective a given cooling system (e.g., ACF spray 
system) is at reducing the cutting temperatures for a particular material. There are several 
in-situ tool-chip interface temperature measurement techniques that have been developed, 
each having advantages and drawbacks, which will be described in the subsequent 
sections.   
2.4.1 Inserted thermocouple technique 
 The use of a thermocouple to measure the temperature of an object or medium is 
the most established and commonly used temperature measurement technique. The 
thermocouple is based on the thermoelectric voltage phenomenon present in metals, 
discovered by Seebeck in 1821 [34]. When a metal experiences a temperature gradient, 
(e.g. one end of a wire is heated while the other is cooled), a thermoelectric potential, on 
the order of µV, is produced within the metal. This thermoelectric potential increases 
with increasing temperature. A typical thermocouple schematic is shown as Fig. 2.25. 
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Figure 2.25 Schematic of a thermocouple 
The temperature gradient between the hot junction and the cold junction creates a 
thermoelectric potential in thermocouple wires A and B. If the thermocouple wires A and 
B are made of the same metal, the thermoelectric potentials will be equal and opposite, 
cancelling one another and thereby preventing a voltage from being measured in the 
thermal circuit. However, dissimilar metals create different thermoelectric potentials for 
the same temperature gradient. Therefore, when the thermocouple wires A and B are 
dissimilar metals, the thermoelectric potentials created in each wire will not completely 
cancel. This difference in voltage can then be calibrated to a temperature [34].  
The proper choice of thermocouple wire material ensures the relationship between 
the voltage difference and the temperature is linear over a given range. For this reason, 
many standard combinations of thermocouple wire materials have been established to 
measure temperature in different temperature ranges (e.g. K-type). The temperature 
measurements collected during the machining of titanium alloys are between 200-1200 
o
C, therefore a K-type thermocouple is appropriate for short term temperature 
measurements (i.e. < 2 min). A K-type thermocouple features alumel and chromel lead 
V 
+ 
- 
Lead wire Thermocouple wire A 
Thermocouple wire B Lead wire 
Cold junction 
Hot junction 
Cold junction 
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wires and can withstand a temperature of -180 to 1300 
o
C in short term measurements 
[34].     
  The inserted thermocouple technique places the hot junction of a conventional 
thermocouple (see Fig. 2.25) inside the tool-chip interface (i.e. under the forming chip) 
[32]. During temperature measurement in machining processes in which the workpiece is 
stationary (e.g. milling, drilling, boring, etc.), the thermocouple can be inserted into a 
previously machined slot or blind hole in the work material directly in the tool path 
without influencing the tool structure or the cutting dynamics. However, temperature 
measurement during turning requires that the thermocouple be inserted in a pre-machined 
slot or blind hole in the tool insert or clamped under a chip breaker on the tool rake face. 
The hot junction of the thermocouple needs to be as close as possible to the cutting edge 
in order to measure cutting temperature. El–Wardany et al. [3] demonstrated that the 
inserted thermocouple technique can measure the temperature gradient inside the tool–
chip interface for hard to machine materials. However, in their study the thermocouples 
were clamped under a chip breaker during machining, which may interfere with chip 
formation and the application of cutting fluid. Likewise, the machined slot or blind hole 
may weaken the tool and impact the cutting dynamics [32].  This potential confound can 
be reduced by positioning the blind hole in the tool insert in such a way was to maintain 
enough tool structure to adequately support short term cutting while still placing the 
thermocouple in a position to successfully measure the cutting temperature. 
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Even with the risk of weakening the tool structure and possible measurement 
errors of up to 5%, the inserted thermocouple technique has many advantages [32, 70]. 
Conventional thermocouples have well established calibration curves ensuring that there 
will not be calibration errors between the voltage and temperature. The measurement is 
in-situ, enabling direct measurement of machining temperatures during normal process 
operation. With proper shielding, the thermocouple measurement is not adversely 
affected by the application of cutting fluid during machining. The quick response time of 
thermocouples with small diameters enables the tracking of high frequency temperature 
signals [70]. The experimental setup is robust, simple, and cost effective [32]. 
2.4.2 Tool-work thermocouple technique 
The tool-work, or dynamic, thermocouple temperature measurement technique 
was first established in 1926 by Herbert [71].  This technique is based on the same 
principle as the conventional thermocouple. The difference is that the thermocouple is 
constructed using the tool and workpiece as the two dissimilar metals with the hot 
junction located where they join at the tool-chip interface. An example of the 
experimental setup is shown as Fig. 2.26. 
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Figure 2.26 Tool work thermocouple apparatus [72] 
Lead wires complete the thermoelectric circuit, connecting the machine housing and tool 
to the signal amplified and data acquisition system. The tool must be insulated 
electrically from the turning machine in order to prevent the thermoelectric signal from 
being grounded out. Leshock and Shin [72] and Stephenson [73] and accomplished this 
by lining the tool holder with mica insulation. It was also originally believed by Herbert 
[71] that the workpiece should be insulated electrically from the chuck to reduce 
variation in the temperature measurement. However, Stephenson [73] later demonstrated 
that workpiece isolation has a negligible effect on the tool work temperature 
measurement. The tool-work thermocouple technique does not use standard 
thermocouple lead wire materials, instead generating the thermoelectric potential using 
the temperature gradient present in the tool-chip interface. Therefore, the tool-work 
thermocouple requires calibration of the thermoelectric voltage signal to a given 
temperature. Two main calibration methods have been proposed in literature.   
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Herbert [71] proposed welding the work and tool materials together and placed 
the joint ends in a temperature controlled tubular electric furnace. The resulting voltage 
measured across the ends of the work and tool materials not in the furnace (i.e. cold 
junctions) was then associated with the furnace temperature. This method is 
advantageous as the joint area of the work and tool materials can be controlled to the size 
of the tool-chip interface. The error in calibration is also reduced by using a controlled 
temperature furnace preventing temperature variation on the hot junction.  
Leshock and Shin [72] performed a more in-situ calibration by bringing the 
workpiece and tool in contact with one another on the actual turning machine. The 
machine was turned off and an oxy-acetylene torch was then used to heat the junction of 
the tool and workpiece, simulating the heat generated during cutting (see Fig. 2.27).  
 
Figure 2.27 In-situ tool-work calibration method [72] 
A conventional thermocouple was placed in the vicinity of the heating and the voltage 
created in the tool-work thermoelectric circuit was associated with the temperature of the 
conventional thermocouple. The main advantage of the in-situ calibration is that the 
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actual thermoelectric circuit is being used for the calibration which reduces the possible 
errors from differences between the calibration and machining setups. However, using an 
oxy-acetylene torch to heat the tool and workpiece without incorporating an enclosure 
leads to high variability in the heating of thermocouple, tool, and workpiece. It is 
essential that the hot junction between the tool and workpiece along with the 
conventional thermocouple be heated to the same temperature to eliminate the 
confounding error in the calibration of a thermoelectric potential to a temperature. The 
cold junction between the tool and the alumel lead wire that connects to the voltmeter is 
also located on the tool. The oxy-acetylene torch does not have focused heating, running 
the risk of heating both the hot and cold junctions. Heating the cold junction can 
drastically change the measured thermal voltage via the generation of secondary 
thermoelectric potentials. 
 Davies et al. [32] postulates that the tool-work technique has three main sources 
of error that should be minimized. The first error source is that the temperature measured 
is an average of the temperatures over the cutting interface because the hot junction of the 
tool-work thermocouple circuit encompasses the entire tool-chip interface instead of 
being a single point. The temperature in the tool chip interface is spatially dependent, 
forming a temperature gradient with the highest temperature nearest the cutting edge with 
a rapidly decreasing temperature as distance from the cutting edge increases. This 
temperature creates a gradient of thermoelectric voltages within the hot junction. 
Therefore, the actual position of the temperature measured by the tool-work 
thermocouple during machining is difficult to define. Stephenson [73] used a heat 
62 
 
transfer analysis to determine that the tool-work thermocouple technique measures the 
average interfacial temperature between the tool and workpiece. However, this error is 
eliminated when the tool-chip interface is smaller and is heated to a uniform temperature, 
as the average interfacial temperature given by the tool-work thermocouple temperature 
measurement is representative of the maximum cutting temperature. The second source 
of error is due to parasitic losses and gains of thermoelectric voltage at secondary 
junctions [32]. This source of error can be reduced by maintaining constant temperatures 
across these secondary junctions. The third source of error is the loss in stiffness of the 
machine tool system due to the need for electrically insulating linings between the tool 
holder and tool and chuck and workpiece [32] However, the major loss in stiffness is due 
to the lining of the chuck and workpiece, which has been demonstrated to be unnecessary 
if the machine tool does not use fluid bearings [73].  
 Stephenson [73] argues that with proper calibration of the tool-work thermal 
circuit and careful setup to minimize the aforementioned errors, the tool-work method 
has many advantages for measuring cutting temperatures. The measurement is in-situ, 
enabling direct measurement of machining temperatures without interruption of cutting. 
Unlike the inserted thermocouple technique, the tool structure is not negatively 
influenced by the measurement ensuring normal cutting dynamics and temperatures will 
be generated. The tool-work thermocouple measurement is not adversely affected by the 
application of cutting fluid during machining. The response time of the measurement is 
immediate as the tool and workpiece are directly creating the thermal signal as they are 
heated during machining. Finally, for materials with low thermal conductivity, the tool-
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work thermocouple technique is able to measure values very close to the maximum 
cutting temperature. 
2.4.3 Infrared temperature measurement technique 
 Thermal energy is radiated from heat sources as infrared light. Therefore, cameras 
and pyrometers sensitive to these infrared emissions can measure the temperature of the 
emitting body in a non-contact manner. The two categories of infrared temperature 
measurement are field measurement and point measurement. Infrared field temperature 
measurement utilizes thermography (i.e. infrared photography) to capture the overall 
temperature gradient of an object. Infrared point measurements utilize a pyrometer to 
determine the temperature at a specific point on an emitting body. 
Boothroyd [74] was the first to apply a photographic technique to measure the 
cutting temperature distribution on the chip and tool during machining using an infrared-
sensitive photographic plate. A plate camera having an f/4.5 lens was focused on the side 
of the tool and the outside of the workpiece. A filter was fixed to the camera lens to 
exclude visible light and the camera was encased in aluminum foil to exclude infra-red 
light from entering the camera bellows. The calibration was conducted in a furnace with 
the tool, chip and workpiece photographed simultaneously. The calibrated camera setup 
was then applied during the turning of a 0.14 carbon steel using an Ardaloy carbide grade 
S200 tool with a cutting speed of 111 ft/min and an un-deformed chip thickness of 0.0119 
in. The resulting temperature distribution in the shear zone is shown as Fig. 2.28. 
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Figure 2.28 Temperature distribution on the tool during orthogonal cutting [74] 
A clear advantage of the infrared temperature measurement technique is the ability to 
obtain the temperature distribution on a tool via a non-contact measurement. O’Sullivan 
and Cotterell [75] also demonstrated that the infrared temperature measurement technique 
can be as accurate as a conventional thermocouple. However, the infrared temperature 
measurement technique has several important drawbacks.  
The infrared thermographic setup is difficult to calibrate. The emissivity of the 
bodies being measured needs to be known very precisely. The emissivity is defined as the 
ratio of the energy radiated by an object at a set temperature to the energy emitted by a 
‘black body’ emitter. Calibrating the emissivity of bodies of interest is time consuming 
and is prone to inaccuracies [32, 75]. For example, the surface finish/polish of the tool 
and workpiece can change during machining, especially if there are varying cutting 
conditions. The emissivity is dependent on this changing surface finish. Therefore, the 
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emissivity of both the tool and workpiece change during machining, leading to inaccurate 
temperature measurement [32]. The infrared temperature measurement is heavily 
dependent on collecting and processing the emitted infrared light from a heated body. 
Obstructions to the light reaching the camera or thermographic detector render the 
technique ineffective [33]. For machining applications, obstructions include the forming 
chip and cutting fluid.  
2.4.4 Embedded thin-film thermal (TFT) sensor technique 
 One of the main drawbacks of the inserted thermocouple technique is that the tool 
needs to be modified (e.g. machining a slot) to accommodate the thermocouple. The 
modified tool may be weakened by this modification, affecting the cutting dynamics and 
confounding the temperature measurement. Recently, Cheng et al. [76] have proposed 
embedding micro thin-film thermal (TFT) sensor units in a poly crystalline boron nitride 
(PCBN) tool using microfabricaiton and electroplating techniques. The tool is diffusion 
bonded together around the micro sensor(s) which allows the tool to maintain original 
strength. The embedded micro-sized thermal sensor has the ability perform in-situ point 
measurements of temperature during cutting.  
 The microfabrication process builds the micro thin film thermal sensor on a 
silicon wafer and then embeds the wafer in a nickel substrate, shown in Fig. 2.29. 
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Figure 2.29 Micro thin film thermal (TFT) sensor fabrication process [77] 
The fabrication process is still in development and requires extensive clean room activity. 
Therefore, this method can be prohibitively expensive (in terms of time and money) to 
fabricate the dozens of tools required for most machining studies. Once fabricated, the 
TFT sensor must then be calibrated. The calibration is important as the micro-wires that 
make up the TFT sensor have large ohmic resistances that are subject to substantial 
(>10%) variation due to fabrication. Basti et al. [78] outlined the determination of 
Seebeck coefficients to describe the resistance of the TFT sensors.  
The TFT sensors can be placed at various positions in the tool, yielding the 
internal temperature distribution of the tool, as shown in Fig. 2.30. 
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Figure 2.30 Sensor layout at the tool cutting tip [77] 
Werschmoeller and Li [77] demonstrated that the TFT sensors have adequate sensitivity 
and response time. The sensitivity was measured in a tube furnace under argon and 
showed linear behavior of 8.87 µV/
o
C. For reference, the standard sensitivity of c-type 
thermocouples is 19  µV/
o
C. The dynamic response time was extremely fast with a ramp 
time (i.e. response time from 10% to 90% of heat pulse signal) of 150 ns.  
The TFT sensors are not without drawbacks. The TFT sensor has to be embedded 
in the tool at a given depth (see Y in Fig. 2.30). In previous studies this depth has been 
between 0.1 and 0.25 mm. Although the TFT sensor is capable of a point measurement of 
temperature, the measurement is not at the cutting zone or in the tool-chip interface. 
Therefore, this method is not capable of measuring the maximum cutting temperature. 
The microfabrication of the TFT is very time intensive, making batch development of 
dozens of tools needed for larger machining studies infeasible. The microfabrication 
process is geared to electrically non-conducting tool materials. The tool of choice for 
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machining titanium alloys, tungsten carbide, is electrically conducting which poses a 
challenge to TFT fabrication.  
2.5 Measurement and Modeling of the Temperature 
Gradient on the Tool During Titanium Machining 
2.5.1 Temperature measurements during titanium machining 
 While several cutting temperature measurement techniques exist, there have only 
been a limited number of studies focused on measuring the cutting temperature during the 
machining of titanium alloy [35-37, 40, 79]. Kitagawa et al. [35] measured tool 
temperature during the high-speed machining of Ti-6Al-6V-2Sn. Holes were put in 
carbide tools perpendicular to the rake face. A 25 µm diameter tungsten wire was then 
inserted into this hole flush with the rake face and 0.15 mm from the cutting edge. The 
thermoelectric voltages created between the tool and tungsten wire were then measured 
and the cutting temperatures were determined for intermittent and continuous cutting of 
titanium alloy. The effect of conventional flood cooling (i.e. flow rate 6 l/min) on the 
cutting temperature was also studied, as seen in Fig. 2.31.  
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Figure 2.31 Measured rake temperature during interrupted and continuous 
titanium machining [35] 
While Kitagawa was able to obtain a temperature close to the cutting edge (i.e. 0.15 mm), 
the major drawback of this study is that the thermocouple position was not varied to 
determine the temperature gradient in tool-chip interface. This would be useful in 
illustrating for instance, how far the cutting fluid from the flood cooling application 
penetrates into the tool-chip interface, evident by the change in the temperature gradient 
shape. 
Li et al. [40] measured the cutting temperatures present during the high speed 
milling of Ti-6Al-4V. Their study implanted an insulated constantan wire into the 
workpiece. When the workpiece and the constantan wire are cut together, an 
instantaneous junction is formed between the workpiece and the wire. The thermal emf 
generated can be correlated to a temperature via proper calibration. The drawback of this 
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measurement is that there is only one data point of temperature collected by each 
experimental setup, which makes larger machining studies infeasible. It is also unclear 
where the temperature is measured in relation to the passing tool. Therefore, this method 
cannot be used to determine the maximum cutting temperature or a temperature gradient 
in the tool-chip interface, both of which are spatially dependent. This is exemplified by 
the low temperatures measured during the dry high-speed milling of titanium alloy, as 
seen in Fig. 2.32. 
 
Figure 2.32 Effect of cutting speed on the cutting temperature for high speed 
machining of titanium alloy [40] 
Sato et al. [37] studied the cutting temperature during the milling of Ti-6Al-4V 
using a pyrometer. A fiber-optic wire was inserted into a previously machined hole in the 
tool and positioned flush to the rake face, 1.3 mm from the cutting edge. This fiber-optic 
wire was then connected to a pyrometer that correlated the emitted infrared thermal 
energy to a temperature. The temperature measurement results are shown as Fig. 2.33. 
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Figure 2.33 Calculated milling history for upmilling of titanium alloy [37] 
 The resulting temperature measurements for milling are lower than those measured in 
previous studies as the measurements were taken outside the tool-chip interface. The 
temperature gradient inside the tool-chip interface was not investigated. Finally, the 
infrared light collected by the pyrometer would be obstructed by the fluid film created by 
the ACF spray system and therefore is not an appropriate technique for temperature 
measurement in the current study.   
Ivester [79] used infrared based measurements to determine the cutting 
temperatures during the orthogonal cutting of titanium alloy with and without titanium-
nitride tool coatings. The results indicate that the coating reduces the maximum cutting 
temperature observed by up to 800
o 
C. This study also determined that the cutting 
temperature is strongly dependent on the cutting speed. Increasing the cutting speed from 
55 m/min to 125 m/min increases the maximum observed cutting temperature by 135
o
 C. 
However, infrared temperature measurement techniques are ineffective with the presence 
of cutting fluid, which is the aim of the current study. 
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Recently, Klocke et al. [36] studied the cutting temperature during the turning of 
Ti-6Al-4V using a two-color pyrometer. The temperature was measured by a 0.5 mm 
fiber-optic wire inserted into a blind hole with a final placement of 0.15 mm under the 
rake face and 0.41 mm from the major flank. While this temperature measurement 
technique is able to accommodate the application of cutting fluid, the single temperature 
measured is outside the tool-chip interface and is an average over the area of the exposed 
end of the 0.5 mm diameter fiber optic wire. No study has yet experimentally measured 
the temperature gradient around the tool-chip interface during titanium machining. 
In addition to experimental work, research has been performed in predicting 
cutting temperatures both from analytical and numerical models.  The following section 
will summarize the numerical and analytical predictive thermal models.  
2.5.2 Current FE models predicting cutting temperatures during 
titanium machining 
There have only been a limited number of studies focused on modeling the cutting 
temperature during the machining of titanium alloy [39-43]. These models are all 
concerned with dry cutting conditions. There is a major gap in the literature concerning 
comprehensive predictive thermal models that include the application of cutting fluid in 
their assessment and prediction of cutting temperatures. There is also disagreement 
between current published FE models describing the cutting temperatures and tool-chip 
interface temperature gradient shape and size during titanium machining. This stems from 
the current lack of reliable empirical cutting temperature data for titanium machining to 
validate or invalidate proposed models. 
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 Anagonye and Stephenson [39] also developed FE models and included the 
influence of tool insert geometry on the cutting temperature for machining titanium 
alloys. Building on previous FE models, this study included the influence of the rake face 
geometry on the tool-chip interface size and shape. The resulting influence of the nose 
radius and the included angle of the insert are shown in Fig. 2.34a and b, respectively. 
(a) (b) 
Figure 2.34 Predicted maximum cutting temperature dependence on: (a) the tool 
nose radius; and (b) the included angle of the tool [39]  
Using the tool-work thermocouple method, they demonstrated that the trends match the 
FE model prediction. However, the actual cutting temperatures and temperature gradient 
shape predicted by the model were not validated with experiment. 
 Li and Shih [40] modeled the turning of titanium alloy in 3D modifying the 
constitutive model in AdvantEdge 3D machining simulation software. This model was 
able to predict chip morphology in three dimensions, cutting forces, and cutting 
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temperatures on the forming chip. The maximum cutting temperature predicted to be 
present on the tool for various cutting speeds is shown as Fig 2.35.  
 
Figure 2.35 Predicted peak cutting temperature for various feeds and cutting speeds 
during titanium machining [40] 
While the model was quasi-validated by comparing the chip curl and formation 
geometries to a machining experiment, the values for maximum cutting temperature on 
the forming chip could not be validated as there is currently no technique available to 
isolate the tool and chip temperatures in the cutting interface. To judge the predicted 
maximum cutting temperatures against empirical data, it can be assumed that the 
maximum chip and tool temperatures are the same as they are in contact with one 
another.  Previous and subsequent empirical studies of cutting temperature on the tool 
during titanium machining indicate that the maximum cutting temperature predicted by 
Li and Shih [40] is drastically lower (i.e. by 50-60%) than measurements made inside the 
tool-chip interface (which may still be lower than the actual maximum temperature) [35].  
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 Karpat [41] used a temperature dependent flow stress model to incorporate the 
effects of thermal softening on the titanium alloy during machining. The Johnson-Cook 
formulation was modified to include a hyperbolic relationship between strain and strain 
rate. Karpat [41] assumed the tool to be rigid during the orthogonal cutting and predicted 
the temperature on the forming chip, shown as Fig 2.36. 
 
Figure 2.36 Predicted temperature gradient on the forming chip during titanium 
machining [41] 
The predicted shear band formation and cutting forces were compared to previously 
collected empirical data from other studies. Again, the cutting temperatures and the 
temperature gradient on the forming chip were not validated. The cutting temperatures 
predicted in Fig 2.36 are again drastically lower than previous empirical measurement of 
cutting temperature in the tool-chip interface.  
76 
 
 Sima and Ozel [43] modeled the cutting temperature during the high-speed 
machining of Ti-6Al-4V using a modified Johnson-Cook formulation to predict the effect 
of various tool rake coatings. The modifications to the Johnson-Cook formulation 
included defining a hyperbolic relationship of strain and strain rate, defining a 
temperature dependent strain softening term, and defining a separate strain softening term 
for higher strain rates. Unlike previous models, this model also included an interfacial 
chip-tool friction term. The inclusion of this term is important as neglecting the friction 
between the chip and tool leads to falsely low cutting temperature predictions. The 
predicted 3D temperature gradient on the tool for dry cutting with no applied coating is 
shown as Fig 2.37. 
 
Figure 2.37 Predicted temperature distribution on the tool for orthogonal cutting of 
titanium [43] 
The maximum cutting temperatures in predicted at the cutting edge is 250
o
 C higher than 
the previous models. This is mainly due to the modifications made to the Johnson-Cook 
formulation and the inclusion of friction between the tool and the forming chip. The 
prediction indicates that the temperature is constant inside the tool-chip interface (i.e. < 
500 µm 
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0.5 mm from the cutting edge) and then drops severely once outside the tool chip 
interface. This highlights the importance of measuring the cutting temperature as close to 
the cutting edge as possible to register the maximum cutting temperature. Also, this 
prediction offers evidence that the tool-work thermocouple technique measures the 
maximum temperature during titanium machining as the temperature is maximized and 
more or less constant over the entire tool-chip contact zone.  
 Recently, Wang and Larson [80] modeled the cutting temperature during the 
milling of Ti-6Al-4V using a modified Johnson-Cook to calculate the flow stress from 
the input strain and strain-rate. The model predicted that the cutting temperature is 500 
o
C 
at 80 m/min and increases to 650 
o
C at 110 m/min for a feed of 0.1 mm/rev and a depth 
of cut of 1.0 mm. The model was validated to within 10% by placing a thermocouple in 
the workpiece 0.4 mm below the plane of milling. Note that the actual cutting 
temperature was not measured in this study. Instead a remote temperature was measured 
and calibrated to the maximum temperature using the model for validation purposes.   
2.5.3 Current analytical models predicting cutting temperatures  
Analytical tool temperature models apply an energy balance to the tool-chip-work 
thermal system predict cutting interface temperature distributions [44, 82, 83]. The first 
steady state temperature predictions by physics-based models in machining were based 
on Merchant’s equation for orthogonal cutting [81]. Loewen and Shaw [82] assumed the 
shear plane to be a uniform heat source moving over a semi-infinite workpiece. They 
determined the amount of heat entering the workpiece and chips and used this 
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information to successfully predict the tool temperature.  Weiner [83] neglected the heat 
flow in the direction of tool motion and predicted the average tool interface temperature 
by assuming that the shear plane was a heat source moving with a speed equal to the 
cutting speed over a semi-infinite workpiece.  These analytical models suffered major 
drawbacks as they were developed for 2D cutting processes and they were unable to 
accurately represent transient temperature behavior in interrupted cutting processes.  
Radulescu [44] formulated a comprehensive 3D transient thermal model that 
solves ordinary differential equations describing the heat transfer of the tool and 
workpiece. This model was validated for the face milling of AISI 1018 and aluminum for 
various cutting conditions. While this physics-based model can be modified to titanium 
machining conditions, the effects of cutting fluid on cutting interface temperatures were 
not included. While these analytical models can be modified to different work materials, 
no physics-based model has been proposed to predict the cutting interface temperatures 
with the application of the ACF spray system. 
2.6 Gaps in Literature 
The atomization-based cutting fluid spray system has demonstrated a greater 
improvement in tool life compared to flood cooling techniques in titanium machining 
experiments, even though the ACF spray system uses a very small amount of cutting 
fluid (e.g. 10-20 mL/min). There is still a lack of a physics-based understanding of the 
cooling and lubrication phenomenon of the ACF spray system that leads to this tool life 
improvement during machining.  
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First, while it is described that the ACF spray system creates a thin fluid film that 
spreads on the tool rake face and penetrates into the tool-chip interface, there has not 
been an empirical investigation that defines the thickness, velocity, morphology, and flow 
development of this fluid film. An empirical investigation of this sort will require a novel 
experimental setup to collect the entire development of the fluid film, from impingement 
to break-up as the current experimental techniques have narrow fields of view.  
Second, a physics-based model describing the formation and development of this 
fluid film and its dependence on various ACF spray impingement parameters (e.g. spray 
impingement angle) has yet to be developed. This model will be very useful in predicting 
the effect ACF spray settings have on the formation of the fluid film. The model would 
also aid in the determination of optimal ACF spray settings (e.g. spray distance from the 
tool-chip interface). Finally, this model would also predict the velocity of the fluid film 
and describe the resulting penetration behavior of the fluid film.  
Third, the ACF pray system has demonstrated an improvement in tool life over 
flood cooling during titanium machining. However, the effects of the ACF spray system 
on the tool-chip interface temperature and temperature gradient therein during titanium 
machining have not yet been investigated. Measurement of the temperature gradient and 
cutting temperatures with and without the application of the ACF spray system will 
describe the penetration behavior the fluid film into the tool chip interface. 
Fourth, the effect of using different high-velocity gases in the ACF spray system 
on cutting temperatures during machining have not been determined. An empirical 
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investigation of the cutting temperature and temperature gradient morphology is needed 
to determine the impact effectiveness of air-CO2 mixtures on the cooling potential of the 
ACF spray system. 
Fifth, it has been observed that the ACF spray system creates a thin fluid film that 
spreads and penetrates into the tool-chip interface that results in improved tool life during 
titanium machining. However, it has yet to be determined if the tool life improvement is 
due to superior fluid film cooling or lubrication of the tool-chip interface. Machining 
experiments collecting cutting force and temperature data are needed to clarify the source 
of tool life improvement for the ACF spray system.  
2.7 Chapter Summary 
In summary, the atomization-based cutting fluid spray system has demonstrated a 
greater improvement in tool life compared to flood cooling techniques in titanium 
machining experiments. The spray behavior (e.g. atomization, droplet entrainment, etc.) 
pre-impingement is currently well understood. While there is a lack of understanding of 
the fluid film behavior post-impingement for the ACF spray system, several studies have 
been conducted to describe fluid film behavior for other spray-wall interactions. A 
physics-based description of tool life improvement by the ACF spray system requires 
knowledge of cutting interface temperatures during titanium machining. Several 
techniques to measure and model the temperature gradient in the tool-chip interface exist, 
however, there are still formidable challenges to cutting temperature measurement and 
prediction during titanium machining. 
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Several gaps in the literature exist concerning a physics-based understanding of 
the ACF spray system and its influence on tool life that will be addressed in the following 
chapters. An empirical investigation that defines the thickness, velocity, morphology, and 
flow development of this fluid film is needed along with a physics-based model 
describing the formation and development of this fluid film and its dependence on 
various ACF spray impingement parameters (e.g. spray impingement angle). The effects 
of the ACF spray system on the tool-chip interface temperature and temperature gradient 
therein during titanium machining have not been investigated to link the fluid film 
penetration of the tool chip interface to tool life. Without knowledge of the cutting 
temperatures during titanium machining, the tool life impacts of using different high-
velocity gases in the ACF spray system are unknown. Finally, it has not been determined 
if the tool life improvement is due to superior fluid film cooling or lubrication of the tool-
chip interface.  
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Chapter 3 
Characterization and Modeling of the Thin 
Fluid Film Created by the ACF Spray 
System 
The atomization–based cutting fluid (ACF) spray system has recently been 
proposed as a cooling and lubrication solution for machining hard to machine materials 
(e.g., titanium alloys). On the tool rake face, the ACF spray system forms a thin film 
from cutting fluid that penetrates into the tool–chip interface to improve tool life. 
Investigation has yet to be conducted to characterize or model this fluid film of the ACF 
spray system. The objective of this chapter is to characterize and model this thin fluid 
film in terms of thickness and velocity for a set of ACF spray parameters. The chapter is 
divided into 6 subsections. Section 3.1 presents the experimental setup and design, 
followed by a presentation of the experimental results in section 3.2. Section 3.3 outlines 
the development of the fluid film model for the ACF spray system. In section 3.4, the 
fluid film model is validated. Section 3.5 includes the model predications and their 
practical significance. The chapter summery is presented in section 3.6. 
3.1 Experimental Setup and Design 
3.1.1 ACF spray system 
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The ACF spray system features two coaxial nozzles of different diameters, as 
seen in Fig. 3.1, that are used to dispense droplets of cutting fluid towards the tool–chip 
interface [16]. Uniformly–sized droplets (diameter in tens of microns) that are produced 
by an ultrasonic atomizer flow through the droplet nozzle at a low velocity, and then are 
entrained by the high–velocity gas flowing though the gas nozzle to produce a focused 
axisymmetric jet of droplets. When impinging the droplets onto a surface, four different 
regimes (rebound, stick, spread, and splash) can occur depending on the impact energy 
and fluid properties of droplets [31]. The impact energy of the majority of the atomized 
droplets is controlled by the ACF spray parameters (e.g. gas pressure, impingement 
angle, flow rate, nozzle design) to obtain the ‘spreading’ regime for machining 
applications. Under this regime, the droplets form a fluid film that penetrates into the 
tool–chip interface. In order to understand the nature of the spreading fluid film at 
various locations on the tool rake, an experimental study is conducted in the following 
section.  
 
 
 
 
 
 
 
Figure 3.1 Schematic of the ACF spray system 
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3.1.2 Experimental setup and procedures 
  The variation in film thickness along the centerline of the spray alone does not 
adequately characterize the 3D nature of the thin fluid film that penetrates the entire tool–
chip interface. Therefore, an experimental apparatus was constructed to observe and 
measure the film at various distances from the impingement point (DIP) (e.g. 3–11 mm) 
and various perpendicular offset distances (POD) from the centerline of the spreading 
film (e.g. 0–3 mm). Figure 3.2 illustrates the measurement locations described by the DIP 
and POD. 
 
 
 
 
 
 
 
 
 
 
Figure 3.2 ACF spray and DIP/POD dimensions 
 
Figure 3.3 shows the ACF spray unit [16] used in the experimental setup. The 
microscope camera is set up to photograph the profile of the fluid film forming on the 
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rake face of a Kennemetal K313 tool insert. The ACF spray orientation can be adjusted 
with respect to the tool rake face in terms of impingement angle (φ) and spray distance 
(d). The camera was protected from ambient ACF spray in a lexan housing. Adjustable 
copper tube air jets were positioned to create an air knife effect on the lexan shield that 
protected the camera lens from ambient ACF spray and maintained a clear view for the 
camera. The resolution of the images is 0.8 µm/pixel.  The ACF spray system was set 
with the parameters listed in Table 3.1. 
 
 
 
 
 
 
 
 
 
Figure 3.3 Experimental setup for fluid film measurement 
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Table 3.1 ACF Spray Parameters 
Spray parameter Value 
Spray distance (d) 35 mm (gas nozzle to tool rake surface) 
Impingement angle (φ) 35 degrees (w.r.t. tool rake face) 
Gas type Air 
Gas velocity at 35 mm 26 m/s (at 410 kPa) 
Fluid flow rate 20 mL/min 
Cutting fluid S–1001 at 10% (by volume) 
Fluid viscosity 1.22 cP
 
 
Film Flow Observation Procedure 
Using the adjustment provided by the experimental setup, the camera was 
postioned to capture the top view of the film from a perspective normal to the tool rake 
face on which the thin fluid ACF film forms. To make the cutting fluid visible, a 
flourescent dye was added to the cutting fluid reservoir. The resulting flourescent fluid 
film was illumintated using a UV light source. Videos  of the flourescent fluid film were 
captured using the Celestron 44302–A micro–camera, at 30 fps. The video was then post–
processed using a MATLAB script to separate 10 individual frames and sum them 
together to create a trace of the fluid travel, as shown in Fig. 3.4. Areas that are darker 
experience a thinner fluid film that is not brightly illuminated by the UV light. 
 
Film Thickness Measurement Procedure 
The camera was re–oriented to image the profile of the thin fluid film, revealing 
the film thickness development at various DIPs and PODs. A lighting scheme was 
applied to make the tool (orange) distinguishable from the fluid film (white) and the 
background (gray), as shown in Fig. 3.5. The profile images of the thin fluid film taken 
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by the Celestron micro–camera represent the behavior of the film along the centerline of 
the spray (θ = 0◦). The width of the field of view of the Celestron micro–camera was only 
about 2 mm. Therefore, the camera was moved to collect multiple film profile images 
with DIP ranging from –1 mm to 11 mm. These images were then assembled into a 
panorama (Fig. 3.5) showing the tool in red/orange, the thin film in white, and the 
background in gray. 
3.2 Experimental Results 
3.2.1 Film flow observation  
The overall spreading behavior is revealed from the film flow observations, as 
shown in Fig. 3.4. The film exhibits long and evenly spaced streaks that tend to spread 
radially away from the spray impignement point revelaing the radial motion of the fluid 
film. Azimuthal symmetry in the spreading fluid about θ = 0◦ is visible. The majority of 
the spreading fluid film is concentrated between θ  = –90◦ and  θ = 90◦. Within this range 
of θ, the illuminated streaks are first observed at a radius of about 3 mm around the 
impingement point. Within this radius, or ‘impignement zone,’ the focussed high–
velocity gas introduces a strong shear stress on the fluid film surface that drives the fluid 
away from the impingement point at a high veloctiy. This fast moving fluid film is too 
thin to be detected with the UV light. Outside the impingement zone, the film is less 
disturbed by the high–velocity gas, allowing the fluid film to slow and thicken revealing 
illuminated streaks that spread radially outward from the impingement point. For θ > 90
o
, 
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illuminated streaks are not observed outside the impingement zone, indicating that for 
this range of θ, there is little or no fluid spreading. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.4 Typical top view of spreading film (φ = 35°) 
3.2.2 Film thickness results 
Figure 3.5 reveals three distinct zones of the thin fluid film created by the ACF 
system: 1) impingement zone; 2) steady zone; 3) unsteady zone. The first section, the 
‘impingement zone’, features a fast moving thin film that is unsteady due to the 
disturbance of the high–velocity gas. The ‘impingement zone’ appears for DIP of less 
than 3 mm. This coincides with the location of the impingement zone observed in the top 
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view experiment (see Fig. 3.4). Beyond a DIP of 3 mm, the film reaches the ‘steady 
zone,’ which features thickness values between 10 and 50 µm depending on the 
impingement angle (φ). After a DIP of 7 mm, the film transitions to the ‘unsteady zone’ 
and becomes rougher as waviness and wisps develop on the film surface. The results of 
the film flow and film thickness experiments reveal a range of ACF thin fluid film 
development between DIP of 3 and 7 mm in which the film thickness is least disturbed 
and the film surface is steady. The film present in the steady zone is most desirable of the 
three zones for introduction to the tool–chip interface. 
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3.2.3 3D experimental characterization  
In order to characterize the 3D nature of the thin fluid film, multiple images were 
collected at DIPs of 4, 6, 8, and 10 mm and PODs of 0, 1, 2, and 3 mm, respectively. The 
impingement angle, φ, was also varied for values of 20◦ and 35◦. The film thickness was 
measured 11 separate times in each combination of location and impingement angle. The 
resulting average and standard deviation for each location are presented in Table 3.2. 
 
For a given DIP, the average film thickness measurements indicate that there is no 
clear relationship between the POD and the film thickness. As the POD is increased from 
0 to 3 mm, the film thickness tends to both increase and decrease at constant DIP values 
of 4 mm, 6 mm, 8 mm, and 10 mm. The average film thickness tends to increase with 
increasing DIP over the range of 6 mm to 8 mm for a constant POD. In the unsteady zone 
(DIP: 8 mm and 10 mm), the average film thickness is observed to both increase and 
decrease. This agrees with the observation in Fig. 3.5 that the fluid film becomes 
Table 3.2 Average film thickness measurements for various POD, DIP, and 
impingement angles 
Imp. 
Angle, 
φ 
DIP 
 
POD 
4 mm 6 mm 8 mm 10 mm 
Avg. film 
thickness 
[µm] 
Std. 
dev. 
[µm] 
Avg. film 
thickness 
[µm] 
Std. 
dev. 
[µm] 
Avg. film 
thickness 
[µm] 
Std. 
dev. 
[µm] 
Avg. film 
thickness 
[µm] 
Std. 
dev. 
[µm] 
20o  
0 mm 26.3 1.2 21.3 4.2 35.5 1.2 27.7 3.7 
1 mm 29.8 5.6 23.4 11.1 35.4 3.3 31.2 5.3 
2 mm 29.8 5.6 28.4 3.2 31.2 4.9 34.1 7.7 
3 mm 27.7 2.1 26.3 1.2 28.4 3.2 33.4 3.2 
35o  
0 mm 36.2 5.6 34.8 1.2 37.6 4.4 29.1 6.8 
1 mm 27.7 2.1 38.3 5.7 43.2 8.0 40.4 5.6 
2 mm 23.4 4.2 37.6 4.4 33.8 3.3 34.1 4.2 
3 mm 27.0 1.2 37.6 6.1 29.8 7.7 32.6 10.0 
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unsteady after a DIP of 7 mm. This unsteady film section poses a challenge to obtaining a 
consistent measurement that is reflected by the general increase in standard deviation. 
The average film thickness is not only dependent on the combination of POD and DIP, 
but also on the impingement angle. The average film thickness tends to increase with an 
increase in the impingement angle (φ) for a constant POD in range of DIP from 6 mm to 
8 mm. As φ increases, the amount of radial momentum each droplet contributes to the 
fluid film decreases, resulting in a slower film [16]. A slower film allows more fluid to 
accumulate downstream of the impingement point, increasing the average film thickness 
in this range. Initial investigation has shown that other ACF spray parameters, including 
fluid properties, gas pressure, and droplet velocity also have profound impact on the 
formation of the thin fluid film. Exhaustive experimental investigation that takes into 
account all ACF spray parameters may be expensive and time consuming. Therefore, an 
analytical model that predicts the formation and development of the fluid film for a given 
set of ACF spray parameters is developed in the following section. 
3.3 Thin Fluid Film Modeling 
3.3.1 Model development 
The thin fluid film model developed in this work is based on the continuity 
equations of mass and momentum. The thin fluid film spreads on the rake face of the tool 
that is represented mathematically as a wall surface meshed into individual differential 
volumes, termed fluid cells as shown in Fig. 3.6. The continuity of mass and momentum 
equations can be discretized and then solved within these fluid cells individually to 
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determine the fluid film development in space and in time. The size of a fluid cell is fixed 
in the r and θ directions, but the thickness of the cell is allowed to increase or decrease.  
The temperature on the rake face outside the tool–chip interface is well below the boiling 
point of the fluid. Therefore a cold–wall model is assumed appropriate for the region of 
interest (up to the entrance of the tool–chip interface). For this reason, heat transfer 
phenomena have been neglected from this analysis. 
 
 
 
 
 
                       (a)           (b) 
Figure 3.6 (a) Fluid film described with mesh and coordinates; and (b) an arbitrary 
fluid cell 
While the framework is similar to the cold wall model developed in [29] and the 
general model of [27], the input conditions for mass and momentum need to be modified 
for the ACF spray system. For example, the high–velocity gas in the ACF spray system is 
an input for momentum that introduces a non–negligible interfacial shear stress at the 
film–gas interface. The ACF spray is also considered to be self–similar before 
impingement and has azimuthal (θ) symmetry about θ = 0
◦
 after impingement (see Fig. 
3.4) [17]. Setting up the 3D model in cylindrical coordinates (r, θ, z) takes advantage of 
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the self–similarity and axis–symmetry present in the ACF spray and the resulting fluid 
film. The fluid film is also assumed to only have radial velocity with no azimuthal (θ) 
fluid flow as seen from the experiments reported in section 3.2. 
The experimental results described in section 3.2 also indicate that the film 
thickness created by the ACF spray system is less than 300 µm. Therefore, the boundary 
layer approximation describing thin fluid films can be applied to the governing 
generalized continuity equations. The boundary layer approximation leads to the 
following simplifications of the continuity of momentum and mass equations: i) the 
pressure is constant across the film thickness; ii) the film has no velocity in the Z (film 
normal) direction; and iii) within a given fluid cell, the radial velocity only varies in the Z 
(film normal) direction defined by the cross–film velocity profile. 
3.3.2 Continuity of mass  
The simplified mass and momentum continuity equations resulting from the 
application of the boundary layer assumption and the cold wall formulation are then 
integrated and discretized to an arbitrary differential volume representing a fluid cell. 
This derivation is outlined in detail in Appendix A. The governing film flow equation for 
mass continuity is derived as, 
( ) ( ) ( )( )3
1
1 1
6
s
N
r i i d o
iw w
h
u n h l N N r N d
t A A
pi
θ
=
∆  
+ =  ∆  
∑   , (3.1) 
where, the first term on the left side of Eq. 3.1 shows the dependence of the film 
thickness, h, on time where ∆t is the simulation time–step. The second term represents the 
95 
 
volume of fluid flowing in and out of the cell where Aw is the cell wall area, Ns is the 
number of faces on the fluid cell from which fluid can enter or exit, n  is the normal unit 
vector to a given fluid cell face, hi is the film thickness of the cell at fluid cell face i, and 
li is the width of the cell at fluid cell face i.   
The radial droplet distribution function, N(r), is assumed to describe the number 
of droplets impinging in the set of cells at a distance (r) from the impingement point and 
is defined as, 
( )
( )
( )
1
2
2
2
2 cos
1
2 cos
a
a
r
a
N r e
pi ϕ
ϕ
 
 
 
  
 
−
=  0 < r < ∞, 
(3.2) 
where the constant, a1, is chosen to scale the distribution for a given flow rate. The 
constant, a2, is chosen to reflect the amount of fluid impinging on the wall surface at a 
distance, r, from the impingement point for an impingement angle of φ. 
The azimuthal droplet distribution function, N(θ), is assumed to describe the 
azimuthal (θ) distribution of droplets impinging in each set of cells at a given angle, θ, to 
the centerline and is defined as, 
( )
2
1
21
2
b
N
b
e
θ
θ
pi
 
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 
 
−
=     
2
pi
−  < θ < 
2
pi
,
 (3.3) 
 
where, the value of b is a constant that controls the azimuthal distribution shape. The 
function is created to have a maximum value at θ = 0°. An illustration of the ACF spray 
96 
 
from the top view perspective is shown in Fig. 3.7. When the radial and azimuthal droplet 
distributions (Eqs. 3.2 and 3.3) are multiplied, they produce a droplet distribution similar 
to that illustrated in section A–A of Fig. 3.7.     
 
 
 
 
 
 
 
 
 
 
Figure 3.7 Droplet distribution due to ACF spray 
3.3.3 Continuity of momentum 
The governing equation for film momentum is derived as, 
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where, the term on the left side of Eq. 3.4 is the rate change of momentum defined by the 
average film velocity for a given fluid cell, ur, and the film thickness, h. The first term on 
the right side of Eq. 3.4 shows the pressure differential with respect to r that tends to 
drive the fluid. The function, P(r, θ), contains both the pressure due to the high–velocity 
gas and the impinging droplets, and is expressed as, 
( ) ( ) ( ) ( ) 2, r d n
w
A
P r P r N N r N V
A
θ ρ θ= + , (3.5) 
where, ρ is the fluid density, Vn is the normal component of the droplet velocity, and A is 
the maximum cross–sectional area of the spherical droplet. The function, Pr(r), describes 
the distribution of pressure on the fluid film due to the high–velocity gas. In order to 
understand the behavior of the pressure on the fluid film, dynamic pressure 
measurements of the high–velocity gas were obtained using an anemometer at positions 
relative to the impingement point (r = 0 mm) of the high-velocity gas–cutting fluid 
mixture, shown as the experimental points in Fig. 3.8. These measurements indicate that 
the high–velocity gas pressure exhibits approximately exponential decay with respect to 
radial coordinate, r, shown in Fig. 3.8. 
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Figure 3.8 Gas pressure measurements of ACF spray system after impingement 
Based on these measurements, it is assumed that the radial pressure distribution can be 
defined using a general exponential form as,  
( )
( )( )
3 5
4
cos
r o atm
a r
P r P a e a P
ϕ− 
= + + 
 
   0 < r < ∞, (3.6) 
where, the terms Po and Patm are the pressure at the impingement point and the ambient 
pressure, respectively. The symbols a3, a4, and a5 can be determined by fitting a least 
squares regression line to the set of experimental dynamic pressure measurements. 
The second term on the right side of Eq. 3.4 represents the input function for 
tangential fluid film momentum provided by the impinging droplets. The momentum 
function M(r, θ) is defined as, 
( ) ( ) ( ) 3,
6
d o t
M r N N r N d V
pi
θ ρ θ= , (3.7) 
where, Vt is the tangential component of the droplet velocity that contributes momentum 
to the fluid film. 
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The third term on the right side of Eq. 3.4 represents the convective momentum 
lost by the fluid film due to differing velocities at the entrance and exit of the fluid cell. 
The term β is the integration shape factor defined by the choice of the cross–film velocity 
profile using the procedure outlined in Appendix A. In order to define a velocity profile, 
a no slip condition is applied at the wall (tool rake), while velocity and shear equilibrium 
are applied at the fluid–gas boundary [29]. A third order velocity profile was chosen in 
order to meet these boundary conditions. The Z coordinate was normalized with respect 
to the film thickness, h, for a location and time. Figure 3.9 illustrates the velocity profile 
of the fluid film across the film thickness.  
 
 
 
 
 
 
 
Figure 3.9 Illustration of film velocity profile 
The third order velocity profile across the fluid film is given as, 
( ) ( ) ( ) ( )2 31 2 32 3
r r r
u u u
u z c z c z c z
h h h
= + + , (3.8) 
where, ur is the average film velocity in a given fluid cell and c1, c2, and c3 are constants 
describing the shape of velocity profile across the fluid film, u(z).  
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The fourth term on the right side of Eq. 3.4 represents the shear effects due to the 
high–velocity gas and the viscosity of the fluid. These viscous effects are also determined 
by the boundary conditions and the choice of the velocity profile across the fluid film 
(Eq. 3.8). The shear terms shown in Eq. 3.4 is defined as,  
( ) /
1
s
N
w wall w l g w
i
A A Aτ τ τ
=
= +∑ , (3.9) 
where τwall and τl/g are the wall shear and liquid–gas interfacial shear stresses, 
respectively. The velocity profile yields both τwall and τl/g as, 
( )
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z
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 
= =  (3.10b) 
where, τwall and τl/g are the shear at the wall and the shear at the cutting fluid–gas 
boundary, respectively. 
The final term in Eq. 3.4 represents the body forces acting on the fluid cell 
including gravity and surface tension. The body force, Fb, is expressed as, 
( ) ( ) 32
6
b r d o
F u t N N r N d g
pi
σ ρ θ= − ∆ + , (3.11) 
where, σ and g are the surface tension of the fluid and the gravitational constant, 
respectively. 
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3.4 Model Validation 
3.4.1 Numerical implementation 
Equations 3.1–3.11 are implemented in a MATLAB script to simulate the 
evolution of the thin fluid film in terms of thickness and velocity. Table 3.3 lists the 
values for fluid properties and spray parameters used in the simulations. The motion of 
the thin film is predicted from a numerical solution of the continuity equations, described 
in section 3.3 as Eqs. 3.1 and 3.4, over a structured cylindrical grid. The structured mesh 
is created in a cylindrical grid to take advantage of azimuthal symmetry that exists within 
the ACF spray system. The instantaneous (in time and space) film thickness and velocity 
are determined by solving Eqs. 3.1 and 3.4 numerically for individual fluid cells that are 
incremented with ∆r and ∆θ (see Fig. 3.6 Fluid Cell). The cell fill criterion is chosen such 
that the fluid cells must fill completely with a layer of droplets before fluid can exit into 
the next cell. The input functions for mass and momentum, described in section 3.3, are 
updated accordingly for the individual fluid cell computations as both the r and θ 
increments are increased. 
The experimental results described in section 3.2 are compared with the predicted 
results provided by the model. The wavy surface of the fluid film poses a challenge to 
laser measurements of velocity due to the scattering of light at the film surface, while the 
fast and thin nature of the fluid film makes particle tracking and optical velocity 
measurement techniques ineffective [63, 57]. Therefore, the film thickness is used for 
validation in this study.  
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Figures 3.10 and 3.11 show the simulated film thickness values (marked by ‘x’) for 
various PODs and DIPs at two impingement angles. The thin fluid film produced by the 
ACF spray is axis–symmetric. Therefore, it is only necessary to present the experimental 
film thickness measurements taken at positive POD values of 1 mm, 2 mm, and 3 mm. 
The number of simulated data points shown on Figs. 3.10 and 3.11 appears to decrease as 
the DIP increases from 4 mm to 10 mm. This decrease in the number of data points is 
caused by the mesh designed as a cylindrical structured grid. The mesh becomes coarser 
with increasing DIP as the cell widths tend to increase for a constant ∆θ, which in turn 
leads to a decrease in the number of simulation points across a given range of POD. 
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Table 3.3 Spray and simulation parameters 
S
p
ra
y
 p
a
ra
m
et
er
s 
Gas type Air at 20 deg. C 
Gas density 1.16 kg/m
2
 
Gas pressure, Po 413.7 kPa (60 psi) 
Ambient pressure, Patm 101.5 kPa (14.7 psi) 
Gas velocity, V 26 m/s 
Spray distance, d 35 mm (gas nozzle to rake) 
Droplet diameter, do 12.5 µm 
Fluid flow rate 20 mL/min 
Dynamic viscosity, µl 1.22 cP 
Fluid density, ρ 1001 kg/m
3
 
Surface tension, σ 0.069 N/m 
Impingement angle, φ 20◦ and 35◦ (w.r.t. rake face) 
S
im
u
la
ti
o
n
 p
a
ra
m
et
e
rs
 
a1 0.19 
a2 3.16 
a3 0.8 
a4 0.5 
a5 0.2 
B 11.2 
c1 (14/3)*10
(-2)
 
c2 10
(-2)
 
c3 (16/3)*10
(-2)
 
Integration factor, β 1.1 
Radial increment, ∆r 0.25 mm 
Angle increment, ∆θ 1.5 ◦ 
Number of cells 3600 
Cell fill threshold 12.5 µm 
Time–step 1.2 µs 
Simulation time 9.6 ms 
 
3.4.2 Validation of fluid film model 
The data points represented by circles in Figs. 3.10 and 3.11 signify the 
experimentally obtained average film thickness values. The error bars on these data 
points represent plus and minus one standard deviation of experimental measurement 
variation. The blue ‘x’ points were obtained from simulation. It is observed in Figs. 3.10 
and 3.11 that the simulated results in general show the same trend as the experimental 
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results. The predicted film thickness values at DIPs of 4 and 6 mm in the steady zone (3–
7 mm) are within one standard deviation of the experimental measurements seen in Figs. 
3.10 and 3.11, respectively. Note that, the error between simulation and experiment 
increases at DIPs of 8 mm and 10 mm in Figs. 3.10 and 3.11 as the fluid film transitions 
from the steady zone (DIP: 3 to 7mm) to the unsteady zone (DIP > 7 mm). The unsteady 
zone likely develops from small perturbations caused by the roughness of the tool rake 
face. These perturbations may become amplified from their interaction with the high–
velocity as the fluid film momentum decreases farther away from the spray impingement 
point. It should be further noted that the thin film model assumes the wall surface to be 
ideally smooth and therefore is not able to predict such behavior. 
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3.5 Model Prediction and Application to Machining 
3.5.1 Fluid film thickness prediction 
 It is desirable to predict the development of the fluid film in 3D space and in time. 
These predictions characterize the fluid film that spreads on the rake face of the tool and 
enters the tool-chip interface. The validated fluid film model can be utilized to predict the 
fluid film development in 3D and in time. Three-dimensional fluid film thickness 
predictions for impingement angles of 20
o
 and 35
o
 are shown in Fig. 3.12a-b.  The 3D 
simulation results in Fig. 3.12a-b reveal that the fluid film is initially very thin around the 
impingement zone (DIP < 3 mm) due to the high velocity gas driving the fluid forward. 
The fluid film thickness then increases to steadier values outside this zone, as observed in 
the experimental investigation presented in section 3.2. The 3D presentation clearly 
illustrates that the fluid film spreads more rapidly in directions defined by small values of 
θ due to the focus of the high-velocity gas.  
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(a) 
 
(b) 
Figure 3.12 Prediction of film development at 9.6 ms for: (a) φ = 20
o
; and (b) φ = 35
o
 
 
109 
 
Figure 3.12 also illustrates clear differences in fluid film development based on 
the impingement angle. The impingement angle is incorporated into the exponential 
pressure function (see Eq. 3.6), which impacts the impingement characteristics and zone 
size. The impingement zone for the 35
o
 impingement angle appears to be smaller than 
that of the 20
o
 case, evident by the development of a smooth section of spreading fluid 
film after a DIP of 10 mm. The fluid film for the 20
o
 impingement angle remains wavy 
for DIP > 10 mm. However, for both impingement angles, the most consistent fluid film 
thickness is found for DIP of 6 to 8 mm and POD of -3 to 3 mm.  
The fluid film model can also predict the temporal development of the average 
fluid film thickness to reveal the time it takes for the ACF spray system to reach steady 
state. Figure 3.13 shows a typical prediction for the average fluid film thickness over time 
for an impingement angle of 20
o
 and 35
o
. ACF spray impingement begins at time 0 ms. 
The average fluid film thickness initially increases rapidly (0 ms < t < 1 ms) as the fluid 
film begins to accumulate on the impact surface and spreads within the impingement 
zone. As the fluid film spreads beyond the impingement zone, the fluid film thickness 
becomes more consistent. This slows the increase in average film thickness (1 ms < t < 4 
ms). Once enough of the fluid film has spread beyond the impingement zone (t > 4 ms), 
the average film thickness is more dependent on the larger volume of fluid outside the 
impingement zone where the fluid film thickness is more consistent. Therefore, the 
average fluid film thickness reaches a steady state about 4 ms after impingement begins. 
Figure 3.13a-b also indicate that the average steady state (t > 4 ms) fluid film thickness is 
greater for the 35
o
 impingement angle. This thickness behavior is expected as the 
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tangential momentum contribution to the fluid film from the high-velocity gas/droplet 
mixture decreases as the spray impingement angle increases (i.e. impingements more 
vertical). Therefore, an increased impingement angle reduces the tangential driving force 
acting on the fluid film, allowing for the fluid film thickness to increase.  
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(a) 
 
(b) 
Figure 3.13 Typical temporal development of average fluid film thickness for: (a) 
φ=20
o
; and (b) φ=35
o
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3.5.2 Velocity prediction and titanium machining application 
The prediction of fluid film velocity resulting from the thin fluid film model can 
be used to determine how readily the fluid film will penetrate the tool–chip interface 
during machining for a given set of ACF spray parameters. In order to penetrate the entire 
tool–chip interface, the film has to counteract the shearing action of the forming chip. 
During turning, the continuously flowing chip tends to lift and fall with respect to the 
rake face of the tool. When the chip lifts, the thin fluid film of the ACF system has the 
opportunity to penetrate the entire tool–chip interface without having to combat the 
shearing action of the forming chip. The fluid film velocity can indicate whether the fluid 
is able to penetrate the depth of the tool–chip interface to the cutting edge unencumbered 
before the chip falls to the rake face of the tool. 
A turning experiment was conducted in order to understand the penetration 
phenomenon of the fluid film. Images of the tool–chip interface were collected with a 
Dino–lite AD3613TL micro–camera at 60 fps during the turning of Ti–6Al–4V using a 
fresh Kennametal K313 insert at 60 m/min cutting speed, 0.2 mm/rev feed rate, and 0.5 
mm depth of cut with the ACF spray parameters presented in Table 3.3 for an 
impingement angle of 35
o
. The chip at the maximum lifting and falling positions with 
respect to the tool rake was captured by the camera, as shown in Figs. 3.14a-b, 
respectively. With the chip lifted, a small excretion of fluid film can be seen on the flank 
of the tool. However, when the chip falls back to the rake face of the tool (Fig. 3.14b), 
fluid is forced out from the tool-chip interface onto the flank of the tool. This additional 
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excretion of fluid film emanates from the cutting edge, indicating that the fluid film has 
penetrated the entire tool–chip interface before it is forced out onto the tool flank due to 
the falling chip. Furthermore, the videos yield the minimum velocity required for the 
observed fluid penetration of the tool–chip interface to take place. It was observed by the 
video camera that one cycle of chip lifting and falling (see Fig. 3.14) encompasses 3 
successive frames of video. At 60 fps, one cycle takes about 50 ms. If the tool–chip 
contact length (from entrance to the cutting edge line) is considered to be up to 3.0 mm, 
the film must have a velocity at least 3.0 mm / 50 ms = 0.06 m/s in order to traverse the 
entire tool–chip interface during one chip lifting and falling cycle. 
 
(a) (b) 
Figure 3.14 Chip lifting-falling cycle during titanium machining: (a) chip lifting 
allows thin film to penetrate; and (b) chip falling causes fluid excretion from the 
interface 
The fluid film model (Eqs. 3.1–3.11) was used to predict the film velocity at the 
entrance to the tool–chip interface. Simulation conditions shown in Table 3.3 were used. 
The predicted film velocity profile for an impingement angle of 35
o
 at various PODs and 
DIPs is shown in Fig. 3.15.  
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Figure 3.15 Fluid film velocity at 9.6 ms for φ = 35
o
 
The model indicates that the fluid film velocity is largest within the impingement 
zone (DIP ≤ 3 mm) with a peak of 9.2 m/s at the impingement point (i.e. DIP = 0 mm and 
POD = 0 mm) due to the high-velocity gas and droplets that are continually impact in that 
zone. However, after the impingement for DIPs higher than 3 mm, the pressure of the 
high–velocity gas acting on the fluid film suddenly drops causing a decrease in the fluid 
film velocity. The decreasing fluid film velocity then levels out as the film spreads farther 
into the steady zone. The fluid film model predicts that the film velocity at the entrance to 
the tool–chip interface, when placed within the steady zone (3–7 mm), is between 1.4 and 
1.8 m/s. This range of film velocity is at least 20 times faster than the minimum velocity 
required for complete penetration of the tool–chip interface during one cycle of chip 
lifting and falling. Therefore, the model prediction of film velocity substantiates the fluid 
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film penetration phenomenon observed in Fig. 3.14 during the turning experiment for Ti–
6Al–4V. 
3.6 Chapter Summary 
ACF spray experiments are performed by varying impingement angle in order to 
characterize the nature of the spreading film after impingement of the droplets. The fluid 
film exhibits long and evenly-spaced streaks that tend to spread radially away from the 
spray impingement point. For a given set of spray parameters, three distinct film 
development zones, namely, impingement, steady, and unsteady are identified.  The 
steady zone that exists between 3 and 7 mm from the focus (impingement point) of the 
ACF spray for the set of parameters investigated will be most suited for machining 
experiments. 
An analytical cold wall model for the ACF spray system has been developed 
based on the continuity equations of mass and momentum using the boundary layer 
assumption to simulate the development of the fluid film in terms of film thickness and 
velocity in 3–D space and in time. The model utilizes a unique treatment of the cross–
film velocity profile, droplet impingement and pressure distributions, as well as a strong 
gas–liquid shear interaction. The simulated film thickness values for the steady zone (i.e. 
3 to 7 mm) were found to be within one standard deviation of the experimental values. 
The model–predicted film velocity and chip flow characteristics during the titanium 
turning experiment with the ACF spray system confirm that the fluid film velocity is 20 
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times greater than the necessary velocity to fully penetrate the tool–chip interface during 
one cycle of chip lifting and falling. 
The experiments and modeling work presented in chapter 3 give valuable insights 
into the tool-chip interface penetration behavior of the fluid film created by the ACF 
spray system. In order to link the fluid film penetration into the tool-chip interface to tool 
life improvement of the ACF spray system during titanium machining, knowledge of the 
cutting temperatures that define thermal tool wear mechanisms is needed. In chapter 4, 
experiments are conducted in which the temperature gradient is measured in the tool-chip 
interface while machining titanium alloy (Ti-6Al-4V) in order to investigate the tool-chip 
penetration of the fluid film created by the ACF spray system.   
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Chapter 4 
Cutting Interface Temperature Measurement 
in Titanium Machining 
In order to understand the fluid film penetration and tool life improvement of the 
ACF spray system, it is important to determine the temperature gradient developed inside 
the entire tool–chip interface. However, cutting temperature measurement during titanium 
machining is highly challenging. The low elongation-to-break ratio of titanium leads to a 
smaller tool–chip contact size making sensor placement in the cutting interface difficult. 
The objective of this chapter is to measure the cutting temperatures at various locations 
inside the tool–chip interface during titanium machining with the ACF spray system. The 
cutting interface friction coefficients are also characterized. The chapter is divided into 3 
subsections. Section 4.1 presents the experimental setup and design used for cutting 
temperature measurement, followed by a presentation of the cutting temperature results 
and tool-chip interface friction coefficients in sections 4.2 and 4.3, respectively. The 
chapter summery is presented in section 4.4. 
4.1 Experimental Design and Procedure 
4.1.1 Temperature measurement techniques 
Inserted thermocouple setup 
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Due to the small tool–chip interface present during titanium machining, 
thermocouples need to be placed less than 0.3 mm from the cutting edge in order to 
measure the cutting interface temperatures and temperature gradient. In this study, the 
thermocouples are inserted in the holes machined by electrical discharge machining 
(EDM) perpendicular to the tool flank, allowing thermocouple placement as close as 0.15 
mm from the cutting edge, as shown in Fig. 4.1.  
Although, the temperatures inside the tool–chip interface are of interest, 
thermocouple placement in the cutting interface risks immediate damage from the 
forming chip during machining. To avoid damage, the thermocouples are inserted into 
blind holes machined into the WC tool inserts. The dimensions (i.e. at, bt, ct, and dt in 
Fig. 4.1) of these blind holes are chosen to control the position of the thermocouple 
relative to the cutting edge and to maintain tool insert strength post–EDM. Dimension ‘ct’ 
(see Table 4.1) was varied to maintain a constant dimension ‘dt’ of 0.15 mm, as the 
distance to the major flank, ‘at’, was varied (see Fig. 4.1). 
The thermocouples are rigidly positioned in the blind holes using JB weld metal 
adhesive, as shown in Fig. 4.2. During machining, there is a risk that the inserted 
thermocouple wire will interact with the forming chips at the entrance of the blind hole 
(see Fig. 4.1). In order to better protect the thermocouple during machining, a copper 
guard was placed over the wire, as shown in Fig. 4.2. The copper guard was fixed to the 
tool with JB weld metal adhesive. Several test runs were conducted to ensure the 
thermocouple maintained a consistent position throughout at least one minute of 
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machining and exhibited consistency tool–to–tool. These test runs also indicated that the 
tool becomes too weakened by the blind hole for distances to the major flank (i.e. ‘at’) 
less than 0.15 mm (see Fig. 4.1). 
 
 
 
 
 
 
 
 
Figure 4.1  Inserted thermocouple measurement setup 
 
Table 4.1 Blind hole dimensions on the inserts 
at bt ct dt 
0.15 mm 1.25 mm 0.47 mm 
0.15 mm 
0.25 mm 1.25 mm 0.49 mm 
0.35 mm 1.25 mm 0.51 mm 
0.45 mm 1.25 mm 0.53 mm 
 
bt 
Rake view 
ct 
Section A–A 
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A 
A 
dt 
Major flank Cutting edge 
a
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Figure 4.2  Inserted thermocouple with copper guard 
It is believed that there may be extreme temperatures concentrated at the cutting 
edge due to the smaller size of the tool–chip contact during titanium machining [1, 43]. 
These extreme temperatures at the cutting edge cannot be measured using the inserted 
thermocouple technique alone. The tool–work thermocouple technique is, therefore, 
utilized because the temperature measured is an average of the entire tool–chip contact 
[73]. Therefore, the extreme temperatures around the cutting edge are assessed through 
the measurement of the cutting interface temperature with the tool–work thermocouple 
technique. 
Tool-work thermocouple setup 
1 mm 
JB weld 
Copper guard 
Cutting edge 
Thermocouple 
wire 
Rake face 
Thermocouple 
beneath rake face 
Feed direction 
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The tool–work thermocouple temperature measurement technique assembles a 
thermocouple considering the tool and the workpiece as the two dissimilar metals. During 
machining, the tool–chip interface becomes the hot junction, as seen in Fig. 4.3. The 
thermoelectric voltage generated at the cutting interface is then measured and is 
correlated to the cutting temperature. Two lead wires complete the thermoelectric circuit, 
connecting the machine housing and tool to the oscilloscope (Tektronix TDS 2024B) via 
the signal amplifier (Omega OMNI–AMP–I). The tool is electrically insulated from the 
turning machine by lining the tool holder with high–temperature mica in order to prevent 
the thermoelectric signal from being ground out. A brush junction (see Fig. 4.3) was used 
to connect the tailstock to the signal amplifier, completing the thermoelectric circuit. 
Parasitic thermoelectric voltages generated at the lead wire–tool and the lead wire–
workpiece junctions were reduced by using alumel as the lead wire material and 
maintaining constant junction temperatures [73]. 
 
 
 
 
 
 
 
 
Figure 4.3  Tool–work thermocouple measurement setup 
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The thermoelectric circuit, composed of a tungsten–carbide (WC) tool and a Ti–
6Al–4V workpiece for this study, must be calibrated in order to associate the measured 
thermoelectric voltage to a given temperature. During calibration, both the tool and the 
workpiece were represented by 3.175 mm diameter WC and Ti–6Al–4V rods, 
respectively. As seen in Fig. 4.4, the two rods were brazed together at one end and were 
placed in a small furnace alongside a K–type thermocouple. The contact area of the 
brazing between the rods was chosen to be approximately 1 mm
2
 to represent the similar 
size order of the tool–chip interface area. Using an oxygen–acetylene torch, the furnace 
containing the brazed end of the rods and the K–type thermocouple were heated and the 
thermoelectric voltage was then measured across the ends of the rods outside the furnace, 
kept at room temperature. The actual temperature inside the furnace was measured with 
the K–type thermocouple. The resulting calibration curve exhibits a non–linear portion 
from about 0 to 1.75 mV followed by a linear section beyond 1.75 mV. The cutting 
temperatures of interest in this study are above 250 
o
C; therefore, a line is fit to the linear 
section of the resulting calibration curve using least squares regression analysis (see Fig. 
4.5).  
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Figure 4.4  Tool–work thermocouple calibration setup 
 
 
Figure 4.5 Tool–work thermocouple calibration curve 
4.1.2 ACF spray system 
The recently–proposed atomization–based cutting fluid (ACF) spray system 
features two coaxial nozzles of different diameters, as seen in Fig. 4.6a, that are used to 
dispense droplets of cutting fluid towards the tool–chip interface [16]. Uniformly–sized 
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droplets (diameter in tens of µm) produced by an ultrasonic atomizer flow through the 
droplet nozzle at a low velocity, and then are entrained by the high–velocity gas flowing 
though the gas nozzle to produce a focused axisymmetric jet of droplets. This jet is 
impinged onto the tool rake face. The impact energy of the majority of the droplets is 
controlled by the ACF spray parameters (e.g. gas pressure, impingement angle, flow rate, 
nozzle design, see Fig. 4.6b) to obtain the ‘spreading’ droplet impingement regime, ideal 
for machining applications. The impinging droplets of cutting fluid create a thin film that 
spreads towards the tool–chip interface during machining, as shown in Fig. 4.6b. It is 
believed that the tool–chip interface penetration of the fluid film created by the ACF 
spray system is the mechanism by which tool life is improved [16, 84]. In this system, 
two high–velocity gases (i.e. air and air–CO2 mixture) were used in order to determine 
the effect of gas composition and temperature on cutting interface temperatures. Note that 
the impinging gas temperature is reduced by 10–15 
o
C by using air–CO2 mixture as 
opposed to air alone. 
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(a) 
 
(b) 
Figure 4.6 (a) Schematic of ACF spray system [84]; and (b) ACF spray parameters 
in turning setup [17]  
4.1.3 Machining experimental design 
Titanium turning experiments are conducted on the Mori Seiki Frontier–I lathe. A 
Ti–6Al–4V workpiece is turned using fresh Kennametal K313 inserts at four 
combinations of feed rate (i.e. 0.15 and 0.2 mm/rev) and cutting speed (80 and 110 
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m/min). The depth of cut is set as 1.5 mm in all tests. The tool inserts are set such that the 
principle cutting edge angle () and the orthogonal rake angle () are 60
o
 and 5
o
, 
respectively. The cutting conditions are chosen to reflect those commonly used in 
industry for high productivity [1].  
Titanium machining experiments for dry cutting and flood cooling are also 
conducted for comparison to the ACF spray system in terms of cooling and lubrication 
effectiveness. Flood cooling experiments are conducted at a flow rate and pressure of 
1500 mL/min and 60 psi, respectively. The ACF spray system was set with an 
impingement angle of 35
o
, spray distance of 35 mm, a spot distance of 7 mm, high–
velocity gas pressure of 150 psi, and a flow rate of 20 mL/min. Note that the flow rate of 
the ACF spray system is up to 100 times less than that of flood cooling. Cutting fluid S–
1001 at 10% dilution in water is used in this study [16]. 
The cutting temperatures are collected for two repeated experiments of 15 
seconds of cutting for each combination of feed rate and cutting speed using both the 
tool–work and inserted thermocouple techniques to gather the mean cutting temperature 
and the temperature gradient inside the tool–chip interface, respectively. In order to 
calculate the tool–chip interface friction coefficients, the cutting forces are also obtained 
in each trial using a Kistler 3–component force dynamometer (type 9121) sampled at a 
frequency of 1 kHz through a National Instruments data acquisition system (SCB–68) 
integrated with the LabVIEW software.  
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4.2 Cutting Temperature Results 
4.2.1 Tool-work thermocouple results 
 The thermoelectric voltage generated within the cutting interface during the 
machining experiments is measured using the tool–work thermocouple technique and is 
converted to temperature using the calibration equation shown in Fig. 4.3. Figure 4.7 
shows the averages of the repeated tool–work mean cutting temperature measurements. 
The error bars represent one standard deviation of measurement error. It is seen in Fig. 
4.7 that the ACF spray system more effectively reduces the mean cutting temperature 
compared with dry cutting and flood cooling regardless of the cutting condition. While 
comparing the high–velocity gases of the ACF spray system, it is evident that the air–
CO2 mixture far more effectively reduces the cutting temperature than air alone.  
 
 
Figure 4.7  Tool–work temperature measurements 
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The ACF spray system is also able to maintain large cutting temperature 
reductions across the range of cutting conditions investigated. Table 4.2 shows the 
percent reduction in mean cutting temperature for the three cooling conditions in 
comparison to dry machining at the same cutting conditions. The percent reduction in 
cutting temperature for flood cooling is between 1–3%, while the ACF spray system 
maintains 7–13% reduction in cutting temperature across all cutting speeds and feeds 
investigated. 
 
Table 4.2  Percent reduction in cutting temperature from dry cutting 
Cutting Conditions 
Cooling Conditions 
Flood ACF air ACF air–CO2 
f: 0.15 mm/rev, S: 80 m/min 2.8% 10.5% 13.3% 
f: 0.2 mm/rev, S: 80 m/min 2.6% 10.4% 13.3% 
f: 0.15 mm/rev, S: 110 m/min 0.6% 7.3% 11.6% 
f: 0.2 mm/rev, S: 110 m/min 0.7% 7.1% 13.4% 
 
4.2.2 Inserted thermocouple results 
Although the temperature measurements from the tool–work thermocouple 
experiments indicate that the ACF spray system can lower the cutting temperature by a 
greater amount compared with flood cooling, the temperature reduction mechanism (i.e. 
tool–chip interface fluid penetration) is not fully explained without an understanding of 
the temperature gradient inside the tool–chip interface. Unlike the tool–work 
thermocouple technique, the inserted thermocouple technique allows for the measurement 
of cutting temperature at different locations inside the tool–chip interface. The tool–chip 
contact length is first measured in order to ensure the thermocouples are placed at desired 
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locations under the tool–chip interface. Fresh tools are used to turn Ti–6Al–4V at each of 
the four cutting conditions investigated. The rubbing marks left on the tool for each 
cutting condition are measured to determine the tool–chip (T–C) contact length (see Fig. 
4.8). The lower feed of about 0.15 mm/rev has a tool–chip contact length of about 0.26 
mm, while the higher feed of 0.2 mm/rev has a longer tool–chip contact length of 0.33 
mm. Thermocouples are positioned both outside and inside the tool–chip interface (i.e. 
0.45, 0.35, 0.25, 0.15 mm to cutting edge) to understand the temperature gradient within 
the tool–chip interface during titanium machining. 
  
 
  
 
Figure 4.8  Tool–chip contact length measurements 
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K–type thermocouples inserted into blind holes with varying depths relative to the 
cutting edge (see dimension ‘at’ Fig. 4.1) measure temperature at different locations on 
the tool to build a map of the temperature gradient present within the tool–chip interface 
(see section 4.2.1). The resulting temperature gradient profiles for different cooling and 
cutting conditions are shown in Fig. 4.9. The error bars represent one standard deviation 
of measurement from repeated tests. The temperature gradients demonstrate that while 
cutting temperatures are relatively constant outside the tool–chip interface, there is a 
severe increase in temperature within the cutting interface as distance from the cutting 
edge decreases. The increasing trend in cutting temperature is present for every cutting 
condition and cooling method investigated. This is strong evidence that confirms the 
belief that extreme cutting temperatures are present in the tool–chip interface, especially 
at the cutting edge, during titanium machining. 
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Comparing temperature results across a range of cutting conditions (see Fig. 4.9) re–
enforces the observations made by the tool–work thermocouple technique that flood 
cooling becomes less effective in reducing cutting temperature at higher cutting speeds 
and feeds in comparison to the ACF spray system. For the least aggressive cutting 
condition (i.e. f = 0.15 mm/rev and S = 80 m/min), only the ACF spray system with air–
CO2 mixture outperforms flood cooling in terms of temperature reduction inside the tool–
chip interface. However, for the most aggressive cutting condition (i.e. f = 0.2 mm/rev 
and S = 110 m/min), the ACF spray system outperforms flood cooling in terms of cutting 
temperature reduction regardless of the type of the high–velocity gas used. Although the 
temperature reduction for flood cooling is greater outside the tool–chip interface, the 
ACF spray system more effectively reduces cutting temperatures within the tool–chip 
interface where temperature reduction is most critical to suppress tool wear. Note that the 
ACF spray system consumes a very small amount of cutting fluid (10–20 mL/min) as 
compared to flood cooling (1–10 L/min) and therefore the fluid film cannot conduct heat 
away from the tool outside the tool–chip interface.  
The reduction in cutting interface temperatures within the tool–chip interface 
measured by the inserted thermocouple technique offers strong evidence that the ACF 
spray system actively penetrates cutting fluid into the tool–chip interface to extend tool 
life. This finding is in agreement with the recent study by Hoyne et al. [84], in which the 
thin fluid film produced by the ACF spray system is characterized and modeled. The 
forming chip lifting and falling during titanium machining was imaged. As seen in Fig 
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4.10, the chip lifts, the fluid film of the ACF spray system can easily penetrate into the 
tool–chip interface. The successive frame indicates that when the chip falls back to the 
rake face of the tool, cutting fluid is excreted out from the tool–chip interface at the 
cutting edge onto the minor flank of the tool the that fluid (see Fig. 4.11). The physics–
based fluid film model developed in [84] also shows that the velocity of this fluid film is 
20 times greater than what is necessary for complete fluid penetration of the cutting 
interface for the same set of ACF spray conditions. 
 
Figure 4.10  Chip lifting–falling cycle during titanium machining: Chip lifting 
allows thin film to penetrate [84] 
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(b) 
Figure 4.11 Chip lifting–falling cycle during titanium machining: Chip falling causes 
fluid excretion from the interface [84] 
 
4.3 Cutting Interface Friction Coefficients 
In order to better understand the penetration behavior of flood cooling and the 
ACF spray system during titanium machining, the friction coefficient between the tool 
and workpiece is estimated using the obtained cutting force data in terms of tool 
geometry and cutting forces. The tool–chip friction coefficient is expressed as, 
 =
 + 	
	 − 
		, (4.1) 
where,  is the friction coefficient between the tool and the workpiece,	 is the feed 
force,  is the tangential cutting force,  is the principle cutting edge angle, and  is 
the orthogonal rake angle [7].  
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Cutting forces are measured during the first 15 seconds of cutting for the 
conditions outlined in section 4.2.3. The calculated friction coefficients at the tool–chip 
interface for the repeated trials are presented in Fig. 4.12. The error bars show one 
standard deviation of measurement error. 
 
 
Figure 4.12  Friction coefficient for various cutting conditions 
The friction coefficients obtained for the first 15 seconds of cutting using flood 
cooling and the ACF spray system with air–CO2 mixture as a high–velocity gas are found 
to be lower than those of dry machining, while the ACF spray system with air alone as 
the high–velocity gas has the largest friction coefficient across all cutting conditions. The 
large friction coefficient is explained by the significant decrease in cutting interface 
temperature provided by the ACF spray system, in comparison to dry cutting (see Fig. 4.7 
and 4.9), causing the titanium workpiece to maintain hardness to a greater degree during 
machining. This may result in larger feed cutting force thereby increasing the friction 
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coefficients during the first 15 seconds of cutting with a fresh tool according to Eq. 4.1. 
Although the ACF spray system with air alone and air–CO2 mixture both reduce the 
cutting temperatures and therefore should both experience the thermal hardening of the 
workpiece, the CO2 creates an inert environment around the cutting interface that 
prevents the cutting fluid from burning away from the extreme tool–chip interface 
temperatures. This is qualitatively observed during titanium machining with the ACF 
spray system, as smoke forms with air alone and does not form smoke with air–CO2 
mixture. With more cutting fluid remaining available in the tool–chip interface, the 
coefficient of friction for air–CO2 mixture is found to be less than with air alone. 
Note that for a given cooling system, increasing the feed from 0.15 mm/rev to 0.2 
mm/rev results in a decrease of the friction coefficient (see Fig. 4.12). The results in 
Table 4.3 show the percent increase in the feed and tangential cutting force resulting from 
an increase in the feed rate for each cooling method. Increasing the feed increases the 
tangential cutting force (Fz) by a greater percentage than the feed force (Fy), for all 
cooling systems. Thus, from Eq. 4.1 these changes in forces could result in a reduced 
friction coefficient at higher feed rates. 
Although the friction coefficients are slightly larger for the ACF spray system in 
comparison to flood cooling due to the aforementioned thermal hardening effect, tool life 
experiments in this study reveal that the ACF spray system with air–CO2 mixture 
outperforms flood cooling at longer machining times (i.e. as the tool wears). Nath et al. 
[16] reported friction coefficient data for the ACF spray system with air–CO2 mixture for 
a feed rate of 0.15 mm/rev, a speed of 80 m/min, and a depth of cut of 1 mm. Figure 4.13 
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compares the friction coefficient data for this ACF spray system to flood cooling 
collected in this study. Note that the cutting forces were collected until the tool fails, 
defined as 0.6 mm of maximum flank wear. Figure 4.13 exhibits that, for the first four 
minutes of machining, there is a similar trend of friction coefficient results as shown in 
Fig. 4.12, in which flood cooling has a lower friction coefficient than the ACF spray 
system with air–CO2 mixture. However, the friction coefficient for flood cooling 
increases rapidly to a value of about 0.7 after just four minutes of machining, while the 
ACF spray system with air–CO2 mixture sustains a friction coefficient of 0.57 up to 10 
minutes of cutting after which the tool fails. 
Table 4.3  Feed cutting force measurements  
 Cutting conditions 
 
f [mm/rev], S [m/min] 
Cooling conditions 
Flood ACF air ACF air–CO2 
F
y
 [
N
]  
       f: 0.15,           S: 80  173.6 194.9 189.7 
       f: 0.2,             S: 80  206.6 221.9 210.9 
% increase 16.0% 12.2% 10.1% 
       f: 0.2,             S: 80 197.0 228.6 219.8 
       f: 0.2,             S: 80 224.1 251.3 239.5 
% increase 12.1% 9.0% 8.2% 
F
z
 [
N
]  
       f: 0.2,             S: 80 491.6 448.9 453.3 
       f: 0.2,             S: 80 619.9 564.0 558.8 
% increase 20.7% 20.4% 18.9% 
       f: 0.2,             S: 80 525.6 546.3 466.6 
       f: 0.2,             S: 80 629.4 649.3 567.6 
% increase 16.5% 15.9% 17.8% 
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Figure 4.13  Friction coefficient development during titanium machining for flood 
cooling and the ACF spray system 
 
4.4 Chapter Summary 
In summary, the ACF spray system with air–CO2 mixture exhibits superior 
cooling of the tool–chip interface compared with flood cooling when machining with a 
fresh tool. Although this superior cooling initially reduces the lubrication capability of 
the tool–chip interface that may be due to thermal effects on work material hardness, the 
tool is better protected from thermally-induced wear with the ACF spray system. Without 
this initial thermal wear protection, flood cooling suffers a greater rate of tool wear than 
the ACF spray system with air–CO2 mixture, as evident in Fig. 4.13 by a rapid increase 
of the friction coefficient for flood cooling. Therefore, the initial fluid film penetration 
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and cooling of the tool–chip interface by the ACF spray system leads to improved 
lubrication as the time of machining increases, resulting in a prolonged tool life.  
The temperature gradient in the cutting interface is measured using the tool–work 
and the inserted thermocouple techniques during machining of a titanium alloy, Ti–6Al–
4V. The modified placement of thermocouples perpendicular to the tool flank yields 
cutting interface temperature measurements as close as 0.15 mm from the cutting edge. 
The tool–work thermocouple measurements indicate that the ACF spray system reduces 
mean cutting temperatures by 7–13%, whereas flood cooling reduces mean tool–chip 
interface temperatures by 1–3% as compared to dry machining. The temperature gradient 
measurements indicate that the ACF spray system with air–CO2 mixture more effectively 
penetrates the tool–chip interface during titanium machining in comparison to flood 
cooling and the ACF spray system with air alone. During the first four minutes of 
machining the lower cutting temperatures provided by the ACF spray system cause the 
Ti–6Al–4V to maintain hardness to a greater degree than flood cooling, resulting in 
slightly higher cutting forces and friction coefficients. However, after four minutes of 
machining, the ACF spray system with air–CO2 mixture has a lower friction coefficient 
than flood cooling. 
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Chapter 5 
Conclusions and Recommendations 
5.1 Summary 
The research presented in this thesis characterizes the fluid film development on 
the tool rake face and investigates the cutting temperatures and friction inside the tool–
chip interface during titanium machining with the ACF spray system. The research also 
determines that the mechanism by which the ACF system cools and lubricates the cutting 
interface during machining to extend tool life is fluid penetration into the tool-chip 
interface.  
The research is carried out in two phases. First, focus is given to experimental 
investigation of the fluid film produced by the ACF spray system, leading to the 
formulation of a physics-based model describing fluid film development and penetration 
behavior prediction. ACF spray experiments are conducted to understand the nature of 
the fluid film created by the ACF spray system in terms of thickness and velocity for 
various spray impingement parameters. Optical measurements of fluid film thickness are 
obtained at various positions (i.e. DIP and POD) with respect to the impingement zone. 
Optical measurements of the fluid film during a titanium machining experiment were 
collected to understand fluid penetration behavior into the tool-chip interface. These 
optical measurements also define the minimum velocity the fluid film must possess to 
make the observations possible. 
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 A physics-based model is developed using the continuity equations for mass and 
momentum to predict the development of the fluid film for a given set of input ACF 
spray parameters. The input to the model includes the mass flow rate of cutting fluid, the 
impingement parameters (e.g. spray distance, impingement angle, etc.), the distribution of 
droplets impinging with respect to position on the impinged surface, the appropriate 
boundary conditions at the fluid film–wall and fluid film–gas interfaces, the fluid 
properties of the cutting fluid, and the gas pressure and velocity of the ACF spray system. 
The model predicts the fluid film development in space and in time. The model also 
predicts that under typical ACF spray conditions, the fluid film is capable of fully 
penetrating the tool-chip interface during titanium machining.  
In the second phase, focus is given to understanding the changes in cutting 
temperature with the application of the ACF spray system that can result in improved tool 
life during titanium machining.  The tool-work thermocouple technique is utilized to 
measure the change in mean interfacial temperature between the tool and workpiece over 
the entire tool-chip interface with the application of the ACF spray system during 
titanium machining. The changes in the temperature gradient inside the tool-chip 
interface is also characterized using the inserted thermocouple technique in order to 
understand the fluid penetration into the tool-chip interface of the ACF spray system. 
Thermocouples are potted into blind holes in the tool inserts that are pre-machined 
perpendicular to the tool flank face. The temperature gradient is then determined by 
varying the distance between the bottom of the blind hole and the cutting edge. Blind 
holes perpendicular to the flank face are advantageous because they allow the 
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thermocouple to be placed in closer proximity to the cutting edge than other cutting 
temperature measurement techniques, while minimally impacting cutting dynamics and 
tool strength. The hot junction of the thermocouple was fixed to the bottom of the blind 
hole.  
5.2 Conclusions 
The contributions of this thesis can be categorized into two basic areas. These are fluid 
film characterization and modeling and cutting interface temperature measurement. 
Specific conclusions drawn from the work are as follows. 
5.2.1 Fluid film characterization and modeling 
1. Optical measurements of the fluid film development were collected during ACF 
spray experiments in which the impingement angle was varied. The fluid film 
thickness is measured to be between 5 and 40 µm depending on the position 
relative to the impingement zone and the ACF spray parameters. Top view 
measurements (i.e. looking down at the tool rake face) reveal that the fluid film 
exhibits long and evenly-spaced streaks that tend to spread radially away from the 
spray impingement point.  
2. Measurements of the fluid film thickness along the centerline of the spray at 
varying DIP illustrate that three distinct fluid film development zones exist for a 
given set of ACF spray parameters, namely, impingement, steady, and unsteady. 
The steady zone that exists between 3 and 7 mm from the focus (impingement 
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point) of the ACF spray for the set of parameters investigated will be most suited 
for machining experiments.  
3. The roughness of the tool rake face may create perturbations that develop into 
more visible wave features that define the behavior of the fluid film in the 
unsteady zone.  
4. During titanium machining with the ACF spray system, the fluid film was 
observed via optical measurement to actively penetrate into the tool chip 
interface. 
5. An analytical cold wall model for the ACF spray system has been developed 
based on the continuity equations of mass and momentum using the boundary 
layer assumption to simulate the development of the fluid film in terms of film 
thickness and velocity in 3D space and in time. The model utilizes a unique 
treatment of the cross–film velocity profile, droplet impingement and pressure 
distributions, as well as a strong gas–liquid shear interaction.  
6. The simulated film thickness values for the steady zone (i.e. 3 to 7 mm) were 
found to be within one standard deviation of the experimental values. 
7. The velocity of the fluid film created by the ACF spray system is predicted to be 
between 1 and 10 m/s depending on position relative to the impingement zone. 
The fluid film velocity is at least 20 times greater than the necessary velocity to 
fully penetrate the tool–chip interface during one cycle of chip lifting and falling. 
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5.2.2 Cutting interface temperature measurement  
1. The average tool-chip interface temperature measurements, obtained using the 
tool-work thermocouple technique, are between 1050 and 1300 
o
C depending on 
the cooling method applied and the cutting conditions.  
2. These measurements also indicate that the ACF spray system reduces the mean 
cutting temperatures by 7–13%, whereas flood cooling reduces mean tool–chip 
interface temperatures by 1–3% as compared to dry machining.  
3. The temperature gradient measurements, obtained using the inserted 
thermocouple technique, successfully measure cutting temperatures as close as 
0.15 mm from the cutting edge with and without the application of cutting fluid. 
4. Outside the tool-chip interface, the temperature gradient results indicate that the 
temperatures are relatively constant for each cooling method, with values between 
250 and 450 
o
C. Inside the tool-chip interface, the measured temperatures tend to 
increase rapidly to values of 450 to 700 
o
C depending on the cooling method 
applied and the cutting conditions.   
5. The temperature gradient measurements indicate that the ACF spray system with 
air–CO2 mixture (as high-velocity gas) more effectively penetrates the tool–chip 
interface during titanium machining in comparison to flood cooling and the ACF 
spray system with air alone. 
6. During the first fifteen seconds of cutting, the tool-chip friction coefficient 
measurements for flood cooling are between 0.53 and 0.6, whereas those of the 
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ACF spray system range between 0.53 and 0.67 depending on the cutting 
condition and high-velocity gas. 
7. During the first four minutes of machining the lower cutting temperatures 
provided by the ACF spray system cause the Ti–6Al–4V to maintain hardness to a 
greater degree than flood cooling, resulting in slightly higher cutting forces and 
friction coefficients. However, after four minutes of machining, the ACF spray 
system with air–CO2 mixture has a lower friction coefficient than flood cooling.  
 
5.3 Recommendations for Future Work 
Below are suggestions for extending the research in order to better understand the 
fluid penetration into the tool-chip interface by the ACF spray system and the result 
effect on tool life. 
5.3.1 Further experimentation to characterize fluid film penetration 
1. Further machining studies should be carried out to determine effect of cutting 
fluid viscosity on the ACF spray system cooling and lubrication performance. 
Such a study could also investigate the effectiveness of using cutting fluid less 
hazardous to operator health in the ACF spray system during titanium machining 
(e.g. vegetable oil). 
2. Further studies should be conducted with ACF spray nozzles directed at both the 
rake and flank of the tool to detemine if tool life is further improved in this 
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configuration. Such a study could also indicate if tool wear is reduced more with 
rake protection, flank protection, or both. 
3. The temperature gradient should be measured using the recently-proposed cutting 
temperature measurement technique of thin-film thermal (TFT) embedded 
sensors. These sensors will enable the construction of a 2D map of cutting 
temperature inside the tool-chip interface. Such a study will clearly define the 
fluid film penetraiton behavior into the tool-chip interface during titanium 
machining. The data from such a study may also indicate if the average tool-chip 
interface temperature measured by the tool-work thermocouple technique in this 
thesis is similar to the maximum temperature inside the tool-chip interface. 
4. The ACF spray system should be applied in machining studies with other hard to 
machine materials that expereince similar temperature related wear issues to 
titnaium and its alloys (e.g. nickel-based alloys) to determine the potential breadth 
of application for this efficient cooling and lubrication system. Such a study could 
also reveal differences in cooling and lubrication mechanisms for different work 
materials. 
5.3.2 Further modeling studies to predict characteristics of ACF 
spray systems 
1. The fluid film model should be modified to incorporate the roughness of the tool 
rake face on which the fluid film spreads in the prediction of flow development. 
This can be implemented by measuring the surface profile of the WC tool insert 
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and including this profile in the model as a modified wall surface. The energy lost 
by the fluid film interaction with this rough wall surface and the perturbations 
induced by the surface asperities may result in the prediction of the unsteady zone 
observed in the ACF spray experiments.  
2. The fluid film model should be modified to incorporate thermal effects present 
around and inside the tool-chip interface. This modification will indicate how the 
fluid film may interact with the forming chip in terms of evaporation and burning 
rates. Furthermore, incorporating the effects of the high-velocity gas may indicate 
if less fluid is able to burn away inside the tool-chip interface when air-CO2 
mixture is used as opposed to air alone due to the inert environment surrounding 
the tool-chip interface, leading to the observed improvements in friction 
coefficients. 
3. The fluid film model should be modified to include the fluid-solid interaction 
between the fluid film and the forming chip inside the tool-chip interface. Such a 
modification may enable the prediction of the hydrodynamic pressures imposed 
on the fluid film by the forming chip that lead to enhanced lubrication and cooling 
during titanium machining, especially for worn tools. Such a change may also 
enable the prediction of cutting forces and tool wear. 
148 
 
Bibliography 
1. Ezugwu, E.O., and Wang, Z.M., 1997, “Titanium alloys and their machinability – A 
review,” Journal of Materials Processing Technology, 68, pp. 262–274. 
2. Jaffery, S.I., and Mativenga, P.T., 2009, “Assessment of the machinability of Ti–6Al–
4V alloy using the wear map approach,” International Journal of Advanced 
Manufacturing and Technology, 40, pp. 687–696. 
3. El-Wardany, T.I., Mohammed, E., and Elbestawi, M.A., 1996, “Cutting temperature 
of ceramic tools in high speed machining of difficult-to-cut materials,” International 
Journal of Machine Tools and Manufacture, 36:5, pp. 611–634. 
4. Palanisamy, S., McDonald, S., and Dargusch, M.S., 2009, “Effects of coolant 
pressure on chip formation while turning Ti6Al4V alloy,” International Journal of 
Machine Tools and Manufacture, 49, pp. 739–743. 
5. Ueda, T., Hosokawa, A., and Yamada, K., 2006, “Effect of oil mist on tool 
temperature in cutting,” Journal of Manufacturing Science and Engineering, 128, pp. 
130–135. 
6. Wang, Z., Rahman, M., Wong, Y., Neo, K., Sun, J., Tan, H., and Onozuka, H., 2009, 
“Study on orthogonal turning of titanium alloys with different cooling supply 
strategies,” International Journal of Advanced Manufacturing Technology, 42, pp. 
621–632. 
149 
 
7. Nandy, A.K., Gowrishankar, M.C., and Paul, S., 2009, “Some studies on high-
pressure cooling in turning of TI-6Al-4V alloy with high pressure coolant supplies,” 
International Journal of Machine Tools and Manufacture, 49, pp. 182–198.  
8. Sorby, K., and Tonnessen, K., 2006, “High pressure cooling of face-groove 
operations in Ti-6Al-4V,” Proceedings of the Institution of Mechanical Engineers, 
220, pp. 1621–1627. 
9. Bermingham, M., Palanisamy, S., Kent, D., and Dargusch, M., 2012, “A comparison 
of cryogenic and high pressure emulsion cooling technologies on tool life and chip 
morphology in Ti–6Al–4V cutting,” Journal of Materials Processing Technology, 
212, pp. 752–765. 
10. Hong, S.Y., and Ding, Y., 2001, “Cooling approaches and cutting temperatures in 
cryogenic machining of Ti–6Al–4V,” International Journal of Machine Tools and 
Manufacture, 41, pp. 1417–1437. 
11. Mon, T., Ramli, J., Jeefferie, A., Safian, S., and Venkatesh, V., 2011, “Performance 
of cryogenic machining with nitrogen gas in machining of titanium,” Applied 
Mechanics and Materials, 52-54, pp. 2003–2008. 
12. Venugopal, K.A., Paul, S., and Chattopadhyay, A.B., 2007, “Tool wear in cryogenic 
turning of Ti–6Al–4V alloy,” Cryogenics, 47, pp. 12–18. 
13. Jun, M.G.B., Suhas, S., DeVor, R.E., and Kapoor, S.G., 2008, “An experimental 
evaluation of an atomization based cutting fluid application system for 
micromachining,” Transactions of the ASME – Journal of Manufacturing Science and 
Engineering, 130, pp. 031118–1. 
150 
 
14. Rukosuyev, M., Goo, C.S., and Jun, M.B.G., 2010, “Understanding the effects of the 
system parameters of an ultrasonic cutting fluid application system for micro–
machining,” Journal of Manufacturing Processes, 12, pp. 92–98. 
15. Rukosuyev, M., Goo, C.S., Jun, M.B.G., and Park, S.S., 2010, “Design and 
development of cutting fluid system based on ultrasonic atomization for micro-
machining,” Transaction of the NAMRI/SME, 38, pp. 97–104. 
16. Nath, C., Kapoor, S.G., DeVor, R.E., Srivastava, A., and Iverson, J., 2012, “Design 
and evaluation of an atomization –based cutting fluid spray system in turning of 
titanium alloy,” Journal of Manufacturing Processes, 14:4, pp. 452–459. 
17. Nath, C., Kapoor, S.G., and Srivastava, A., 2012, “Droplet spray behavior of an 
atomization-based cutting fluid (ACF) system for machining of titanium alloys,” 
Proceedings of the ASME 2012 International Mechanical Engineering Congress & 
Exposition. 
18. Mundo, C., Sommerfield, M., and Tropea, C., 1995, “Droplet–wall collisions: 
experimental studies of the deformation and breakup process,” International Journal 
of Multiphase Flow, 21:2, pp. 151–173. 
19. Yarin, A.L., and Weiss, D.A., 1995, “Impact of drops on solid surfaces: self–similar 
capillary waves, and splashing as a new type of kinematic discontinuity,” Journal of 
Fluid Mechanics, 283, pp. 141–173. 
20. Cossali, G.E., Coghe, A., and Marengo, M., 1997, “The impact of a single drop on a 
wetted solid surface,” Experiments in Fluids, 22, pp. 463–472. 
151 
 
21. Ghai, I., Wentz, J., DeVor, R.E., Kapoor, S.G., and Samuel, J., 2010, “Droplet 
behavior on a rotating surface for atomization–based cutting fluid application in 
micromachining,” Transactions of the ASME – Journal of Manufacturing Science and 
Engineering, 132, pp. 011017–1. 
22. Pan, K., and Hung, C., 2010, “Droplet impact upon a wet surface with varied fluid 
surface properties,” Journal of Colloid and Interface Science, 352, pp. 186–193. 
23. Kalantari, D., and Tropea, C., 2007, “Spray impact onto flat rigid walls: Empirical 
characterization and modeling,” International Journal of Multiphase Flow, 33, pp. 
525–544. 
24. Arcoumanis, C., Whitelaw, D.S., and Whitelaw, J.H., 1997, “Gasoline injection 
against surfaces and films,” Atomization and Sprays, 7, pp. 437–456. 
25. Kim, W., Kang, S., and Rho, B., 2000, “Gasoline spray characteristics impinging onto 
the wall surface in suction air flow,” KSME International Journal, 14:12, pp. 1376–
1385. 
26. Tropea, C., and Roisman, I., 2000, “Modeling of spray impact on solid surfaces,” 
Atomization and Sprays, 10, pp. 387–408. 
27. Stanton, D.W., and Rutland, C.J., 1998, “Multi–dimensional modeling of thin liquid 
films and spray–wall interactions resulting from impinging sprays,” International 
Journal of Heat and Mass Transfer, 41, pp. 3037–3054. 
28. Lee, S., Ko, G., Ryou, H., and Hong, K., 2001, “Development and application of a 
new spray impingement model considering film formation in a diesel engine,” KSME 
International Journal, 14:7, pp. 951–961. 
152 
 
29. Trujilo, M., and Lee, C.F., 2003, “Modeling film dynamics in spray impingement,” 
Transactions of the ASME – Journal of Fluid Engineering, 125, pp. 104–112. 
30. Spathopoulou, M., Gavaises, M., Theodorakakos, A., and Yanagihara, H., 2009, 
“Formation and development of wall liquid films during impaction of gasoline fuel 
sprays,” Atomization and Sprays, 19, pp. 701–726.  
31. Yarin, A.L., 2006, “Drop impact dynamics: Splashing, Spreading, Receding, 
Bouncing…,” Annual Review of Fluid Mechanics, 38, pp. 159–192. 
32. Davies, M.A., Ueda, T., M’Saoubi, R., Mullany, B., and Cooke, A.L., 2007, “On the 
measurement of temperature in material removal processes,” Annals of CERP, 56:2, 
pp. 581–604. 
33. Longbottom, J.M., and Lanham, J.D., 2005, “Cutting temperature measurement while 
machining – A review,” Aircraft Engineering and Aerospace Technology: An 
International Journal, 77:2, pp.122–130. 
34. Stephenson, D.A., and Agapiou, J.S., Metal cutting theory and practice. New York: 
Taylor & Francis, 2006.  
35. Kitagawa, T., Kubo, A., and Maekawa, K., 1997, “Temperature and wear of cutting 
tools in high–speed machining of Inconel 718 and Ti–6Al–6V–2Sn,” Wear, 202, pp. 
142–148. 
36. Klocke, F., Kramer, A., Sangermann, H., and Lung, D., 2012, “Thermo–mechanical 
tool loading during high–performance cutting of hard–to–cut materials,” Procedia 
CIRP, 1, pp. 295–300. 
153 
 
37. Sato, M., Tamura, N., and Tanaka, H., 2011, “Temperature variation in the cutting 
tool in end milling,” Journal of Manufacturing Science and Engineering, 133, pp. 
021005–1. 
38. Li, L., Chang, H., Wang, M., Zuo, D.W., and He, L., 2004, “Temperature 
measurement in high speed milling Ti6Al4V,” Key Engineering Materials, 259-260, 
pp. 804–808. 
39. Anagonye, A., and Stephenson, D.A., 2002, “Modeling cutting temperature for 
turning inserts with various tool geometries and materials,” Journal of Manufacturing 
Science and Engineering, 124, pp. 544–552. 
40. Li, R., and Shih, A.J., 2006, “Finite element modeling of 3D turning of titanium,” 
International Journal of Advanced Manufacturing Technology, 29, pp. 253–261. 
41. Karpat, Y., 2011, “Temperature dependent flow softening of titanium alloy Ti6Al4V: 
An investigation using finite element simulation of machining,” Journal of Materials 
Processing Technology, 211, pp. 737–749. 
42. Ozel, T., Sima, M., Srivastara, A.K., and Kaftanoglu, B., 2010, “Investigations on the 
effects of multi-layered coated inserts in machining Ti–6Al–4V alloy with 
experiments and finite element simulations,” CIRP Annals – Manufacturing 
Technology, 59:1, pp. 77–82. 
43. Sima, M., and Ozel, T., 2010, “Modified material constitutive models for serrated 
chip formation simulations and experimental validation in machining of titanium 
alloy Ti–6Al–4V,” International Journal of Machine Tools & Manufacture, 50, pp. 
943–960. 
154 
 
44. Radulescu, R., 1991, “Dynamic modeling of machining processes using a finite 
element approach,” M.S. Thesis, University of Illinois at Urbana-Champaign. 
45. Lacas, F., Versaevel, P., Scouflaire, P., and Coeur-Joly, G., 1994, “Design and 
performance of an ultrasonic atomization system for experimental combustion 
applications,” Particle and Particle Systems Characterization: Measurement and 
Description of Particle Properties and Behavior in Powders and other Disperse 
Systems, 11:2, pp. 166–171. 
46. Heffington, S.N., and Glezer, A., 2004, “Two phase thermal management using small 
scale, heat transfer cell based on vibration-induced droplet atomization,” Ninth 
Intersociety Conference on Thermal and Thermomechanical Phenomena in Electronic 
Systems, pp. 90–94. 
47. Sindayihebura, D., and Bolle, L., 1998, “Ultrasonic atomization of liquids: Stability 
analysis of the viscous liquid film free boundary,” Atomization and Sprays, 8, pp. 
217–233. 
48. Rein, M., 1993, “Phenomena of liquid drop impact on solid and liquid surfaces,” 
Fluid Dynamics Research, 12, pp. 61–93. 
49. Fukai, J., Shiiba, Y., Yamamoto, T., Miyatake, O., Poulikakos, D., Megaridis, C. M., 
and Zhao, Z., 1995, “Wetting effects on the spreading of a liquid droplet colliding 
with a flat surface: Experiment and modeling,” Physics of Fluids, 7, pp. 236–247. 
50. Bai, C.X., Rusche, H., and Gosman, A.D., 2002, “Modeling of gasoline spray 
impingement,” Atomization and Sprays, 12, pp. 1–27. 
155 
 
51. Sikalo, S., Wilhelm, H.D., Roisman, I.V., Jakirli, S., and Tropea, C., 2005, “Dynamic 
contact angle of spreading droplets: Experiments and simulations,” Physics of Fluids, 
17, 062103. 
52. Jayartne, O.W., and Mason, B.J., 1964, “The coalescence and bouncing of water 
drops at an air/water interface,” Proceedings of the Royal Society of London, 280(A), 
pp. 545–565. 
53. Stanton, D.W., and Rutland, C.J., 1996, “Modeling fuel film formations and wall 
interaction in Diesel engines,” SAE Paper No. 960628. 
54. Yoon, S.S., Jepsen, R.A., Nissen, M.R., and O’Hern, T.J., 2007, “Experimental 
investigation on splashing and nonlinear finger-like instability of large water drops,” 
Journal of Fluid Structure, 23:1, pp. 101–115. 
55. Stow, C.D., and Hadfield, M.G., 1980, “An experimental investigation of fluid flow 
resulting from the impact of a water drop with an unyielding dry surface,” 
Proceedings of the Royal Society of London, Ser. A, 373(1755), pp. 419–441. 
56. Rioboo, R., Marengo, M., and Tropea, C., 2002, “Time evolution of liquid drop 
impact onto solid, dry surfaces,” Experiments in Fluids, 33, pp. 112–124. 
57. Moreira, A., Moita, A., and Panao, M. R., 2010, “Advances and challenges in 
explaining fuel spray impingement: How much of single droplet research is useful?,” 
Progress in Energy Combustion Science, 36, pp. 554–58.  
58. Davidson, M.R., 2002, “Spreading of an inviscid drop impacting on a liquid film,” 
Chemical Engineering Science, 57, pp. 3639–3647. 
156 
 
59. Hinsberg, N.P., and Roisman, V., 2010, “Dynamics of the cavity and surface film for 
impingements of single droplets on liquid films for various thickness,” Journal of 
Colloid and Interface Science, 350, pp. 336–343. 
60. Arienti, M., Wang, L., Corn, M., Li, X., Soteriou, M.C., Shedd, T.A., and Herrmann, 
M., 2011, “Modeling wall film formation and breakup using an integrated interface 
tracking/discrete-phase approach,” Journal of Engineering for Gas Turbines and 
Power, 133, 031501–1. 
61. Chandra, S., and Avedisian, C.T., 1991, “On the collision of a droplet with a solid 
surface,” Proceedings of the Royal Society London, 432(A), pp. 13–41.  
62. Park, S.H., Kim, H.J., and Lee, C.S., 2010, “Comparison of experimental and 
predicted atomization characteristics of high-pressure diesel spray under various fuel 
and ambient temperature,” Journal of Mechanical Science and Technology, 24:7, pp. 
1491–1499. 
63. Hurlburt, E., and Newell, T., 1995, “Optical Measurement of liquid film thickness 
and wave velocity in liquid film flows,” ACRC TR–85 UIUC. 
64. Kim, M., and Min, K., 2001, “Calculation of fuel spray impingement and fuel film 
formation in an HSDI Diesel engine,” KSME International Journal, 16:3, pp. 376–
385. 
65. Lee, S.H., and Ryou, H.S., 2000, “Modeling of Diesel spray impingement on a flat 
wall,” KSME International Journal, 14:7, pp.796–806. 
66. Mundo, Chr., Sommerfield, M., and Tropea, C., 1998, “On the modeling of liquid 
sprays impinging on surfaces,” Atomization and Sprays, 8, pp. 625–652. 
157 
 
67. Yoon, S.S., and Desjardin, P.E., 2005, “Modeling spray impingement using linear 
stability theories for droplet shattering,” American Institute of Aeronautics and 
Astronautics, pp. 1–15. 
68. Wang, G., and Rothmayer, A.P., 2009, “Thin water films driven by air shear stress 
through roughness,” Computers & Fluids, 38, pp. 235–246. 
69. Kreitzer, P.J., and Kuhlman, J.M., 2010, “Monte–Carlo spray cooling model,” Space, 
Propulsion, & Energy Sciences International Forum, SPESIF, pp. 84–98. 
70. Sales, W.F., Guimaraes, G., Machado, A.R., and Ezugwu, E.O., 2002, “Cooling 
ability of cutting fluids and measurement of the chip-tool interface temperatures,” 
Industrial Lubrication and Tribology, 54:2, pp. 57–68. 
71. Herbert, E.G., 1926, “The measurement of cutting temperatures,” The Institution of 
Mechanical Engineers, Feb. issue, pp. 289–329. 
72. Leshock, C.E., and Shin, Y.C., 1997, “Investigation of cutting temperature in turning 
by a tool-work thermocouple technique,” Journal of Manufacturing Science and 
Engineering, 119, pp. 502–508. 
73. Stephenson, D.A., 1993, “Tool–work thermocouple temperature measurements – 
Theory and implementation issues,” Journal of Engineering for Industry, 115, pp. 
432–437. 
74. Boothroyd, G., 1961, “Photographic technique for the determination of metal cutting 
temperatures,” British Journal of Applied Physics, 12, pp. 238–242. 
75. O’Sullivan, D., and Cotterell, M., 2001, “Temperature measurement in single point 
turning,” Journal of Materials Processing Technology, 118, pp. 301–308. 
158 
 
76. Cheng, X., Datta, A., Choi, H., and Li, X., 2006, “Metal embedded micro sensors for 
manufacturing applications,” IEEE Sensors 2006, pp. 1506–1510. 
77. Werschmoeller, D., and Li, X., 2011, “Measurement of tool internal temperatures in 
the tool-chip contact region by embedded micro thin film thermocouples,” Journal of 
Manufacturing Processes, 13, pp. 147–152. 
78. Basti, A., Obikawa, T., and Shinozuka, J., 2007, “Tools with built-in thin film 
thermocouple sensors for monitoring cutting temperature,” Internationals Journal of 
Machine Tools and Manufacture, 47, pp. 793–798. 
79. Ivester, R.W., 2011, “Tool temperatures in orthogonal cutting for alloyed titanium,” 
Proceedings of NAMRI/SME, 39. 
80. Wang, Z., and Larson, M., 2013, “Model development for cutting optimization in 
high-performance titanium machining,” Makino Inc. Report, 2013. 
81. Merchant, M.E., 1945, “Basic mechanics of the metal-cutting process,” Journal of 
Applied Physics, 16:5, pp. 267–275. 
82. Loewen, E.G., and Shaw, M.C., 1954, “On the analysis of cutting tool temperatures,” 
Transactions of ASME, 76, pp. 217–231. 
83. Weiner, J.H., 1955, “Shear plane temperature distribution in orthogonal cutting,” 
Transactions of ASME, 77, pp. 1331. 
84. Hoyne, A.C., Nath, C., and Kapoor, S.G., 2013, “Characterization of fluid film 
produced by an atomization–based cutting fluid (ACF) spray system during 
machining,” Proceedings of the ASME 2013 International Manufacturing Science and 
Engineering Conference. 
159 
 
Appendix A 
Derivation of Governing Fluid Film 
Equations 
This chapter will derive the governing film flow equations that are presented in 
final form in Chapter 3 for brevity. The derivation starts by applying the boundary layer 
assumption to the generalized continuity of mass and momentum equations formulated in 
cylindrical coordinates. The proper boundary conditions are then applied at the fluid film 
– wall and fluid film – high-velocity gas interfaces. The final film flow equations are then 
presented in their full discretized forms, convenient for numerical implementation. 
A.1 Continuity of Mass and Momentum 
The mass and momentum continuity equations used to describe the fluid film 
development were derived from the generalized continuity of mass and momentum 
equations. For simulation purposes, a cylindrical coordinate system is chosen. The 
generalized continuity of mass and momentum equations in cylindrical coordinates are 
expressed as, 
 + 1   + 1  + 	 = 
 				and (A.1) 
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  +   +   +  	 − 

 
= −
 +  1    + 1  + 	 −  − 2   + 	
+ (, )	, 
(A.2) 
where,  is the fluid density, t is time,  		is the mass of fluid added, r is the radial 
coordinate, θ is the azimuthal coordinate, Z is the film normal coordinate, ur is the radial 
velocity component, uθ is the azimuthal velocity component, uz is the film normal 
velocity component,  is the dynamic viscosity of the fluid, p is the pressure on the fluid, 
	represents the body forces on the fluid from acceleration, surface tension, and gravity, 
and  (, 	) is the change in momentum added from the impinging spray.  
The results of the fluid film development experiments, described in section 3.2.2, 
indicate that the film thickness created by the ACF spray system is less than 300 µm. 
Therefore, the boundary layer approximation describing thin fluid films can be applied to 
the governing continuity equations. The boundary layer approximation leads to the 
following simplifications of the continuity of momentum and mass equations: i) the 
pressure is constant across the film thickness; ii) the film has no velocity in the Z (film 
normal) direction; and iii) within a given fluid cell, the radial velocity only varies in the Z 
(film normal) direction defined by the cross–film velocity profile. The azimuthal velocity 
component is also taken to be zero as the spray is radial in nature (see section 3.2.1). 
These assumptions simplify the generalized continuity of mass and momentum equations 
to the form, 
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 + 1   = 
 			and	 (A.3) 
  +    = −  +  	 − + 	 +  (, )	. (A.4) 
In order to implement Eq. A.3 and A.4 in simulation, the equations need to be 
integrated over the fluid cell dimensions and then discretized to individual fluid cells. The 
triple integration over the fluid cell dimensions is expressed as, 
    + 1  ∆

∆



	 =    
∆

∆



				and	 (A.5) 
  
    ∆

∆



	
=    −  −  +   − + ∆

∆



+ (,) 		. 
(A.6) 
where, h is the fluid film thickness, ∆	 is the increment defining the azimuthal dimension 
of the fluid cell, and ∆ is the increment defining the radial dimension of the fluid cell. 
The following sections will describe the integration of each term individually in further 
detail. 
 
A.2 Discretization of Mass Continuity 
A.2.1 Time dependent term for mass 
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 The first term on the left side of Eq. A.5 describes the fluid mass dependence on 
time and can be expressed by the integration over the fluid cell as, 
   ∆

∆



				. (A.7) 
 The radial and azimuthal increments (∆r and ∆θ, respectively) of an arbitrary fluid cell 
are constant with respect to time, while the thickness (h) of the fluid cell changes over 
time. The fluid density is considered to be constant as fluid film can be considered an 
incompressible flow. The integration yields the continuous term for mass dependence on 
time expressed as, 
 ℎ	 			, (A.8) 
where, the wall area Aw is equal to	∆	∆	. The time dependent term is then discretized in 
time and space to be expressed in the final form, 
   ∆

∆



	 =  ∆ℎ
∆	 			, (A.9) 
where, ∆ℎ, is the change in the fluid film thickness for a given timestep, ∆
,	for a fluid 
cell with a  wall surface are of Aw.  
A.2.2 Mass transport term 
The second term on the left side of Eq. A.5 describes the mass transport into and 
out of a given control volume. The triple integration over a fluid cell can be expressed as, 
   1  ∆

∆



				. (A.10) 
The integration in the radial direction results in a simplification of the partial derivative, 
causing Eq. A.10 to take the form, 
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   	∆



			. (A.11) 
 
The fluid only flows in the radial direction and has no velocity in the azimuthal or film 
normal directions. Therefore, in the case of the ACF spray system the fluid can only enter 
and exit the fluid cell through two faces defined by the current fluid cell thickness (hi) 
and azimuthal cell width (li), where i represents the cell face index. With these 
simplifications the discretization of Eq. A.11 takes the form, 
   	∆



≈ 	!



ℎ"		, (A.12) 
where, Ns represents the number of sides fluid can enter and exit a fluid cell (i.e. two in 
this case) and  is the unit normal vector defining these entry and exit surfaces. 
A.2.3 Mass source term 
The term on the right side of Eq. A.5 represents the input functions for the 
accretion of fluid film mass supplied by the impinging droplets. The general form of the 
mass source term can be described as, 
   
∆

∆



		, (A.13) 
where,   is the general mass source term is expressed as, 

 = ##()# $6 
ℎ∆∆ .	 (A.14) 
 where, do is the droplet diameter. The total number of drops, Nd, impinging a fluid cell 
within a single time–step is defined by the overall flow rate of the ACF spray and is 
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distributed into individual fluid cells by functions N(r) and N(θ) that describe the radial 
and azimuthal droplet distributions, respectively, defined in section 3.3.2. Substituting 
Eq. A.14 into Eq. A.13 and carrying out the integration yields the mass source term 
described as,  
   ##()# $6 
ℎ∆∆∆

∆



		 = ##()# $
6
	.	 (A.15) 
A.2.4 Final governing equation for continuity of mass 
 Substitution of Eq. A.9, A.12, and A.15 into Eq. A.5 yields the final governing 
equation for mass continuity expressed as, 
 ∆ℎ
∆	 +!



ℎ" = 		##()# $
6
			. (A.16) 
The density, , and the cell wall area, , are constant and are divided out of the first 
term on the left side of Eq. A.16 to isolate the change in fluid film thickness yielding the 
final form of the mass continuity equation described as, 
∆ℎ
∆+ 1	!



ℎ" = 		 1	 %##()# $6 &			. (A.17) 
 
A.3 Discretization of Momentum Continuity  
A.3.1 Time dependent term for momentum 
 The first term on the left side of Eq. A.6 describes the fluid momentum time 
dependence and is defined by the integration over the fluid cell as, 
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    ∆

∆



	. (A.18) 
The radial and azimuthal increments (∆r and ∆θ, respectively) of an arbitrary fluid cell 
are constant with respect to time, while the thickness (h) of the fluid cell changes over 
time. The fluid density is constant. The integration of Eq. A.18 yields the continuous 
form of the time dependent momentum term described as, 
    ∆

∆



	 =  ℎ  	 			. (A.19) 
The time dependent momentum term is then discretized in time and space and can be 
expressed in the form, 
    ∆

∆



	 =  ∆ℎ
∆  	 			. (A.20) 
A.3.2 Non-linear convective momentum 
 The second term on the left side of Eq. A.6 is the non-linear convective 
momentum that accounts for differing velocities at the entrance and exit of the control 
volume. This term also accounts for the momentum of the fluid entering and exiting a 
cell. The non-linear convective momentum is described as, 
−     ∆

∆



		. (A.21) 
The integration in the radial direction results in a simplification of the partial derivative, 
causing Eq. 21 to take the form, 
−   ∗ 	∆



	. (A.22) 
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Using the approximation framework outlined by [27], the non-linear convective 
momentum term can be described by, 
−   ∗ 	∆



	≈ 	−! ∗ ℎ"'		



, (A.23) 
where,  is the integration shape factor approximated by the function, 
' = 1
1 −
ℎ
ℎ
−
(
ℎ
1
1 − ℎ
ℎ
		, (A.24) 
and, ht is the displacement thickness and  is the momentum thickness calculated from 
the cross-film velocity profile, u(z), defined in section 3.3.3. The displacement and 
momentum thickness can be expressed by, 
 ℎ =  1 − ()



						and (A.25) 
 =  			() 1 −
()
 


			. (A.26) 
A.3.3 Pressure term 
 The first term on the right side of Eq. A.6 is the fluid film pressure imposed by 
the high-velocity gas and the atmosphere. The boundary layer assumption considers the 
pressure to be constant with respect to the film normal (Z) coordinate at a given radial 
and azimuthal position. The integration of the pressure term over the fluid cell 
coordinates is described as, 
   − 	∆

∆



	. (A.27) 
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The integration in the radial direction results in a simplification of the partial derivative, 
causing Eq. A.27 to take the form, 
  −) 	∆

		 .

	 (A.28) 
To reiterate, the fluid only flows in the radial direction and has no velocity in the 
azimuthal or film normal directions. The fluid pressure is defined completely by the entry 
and exit pressure. Therefore, the discretization of Eq. A.28 can be expressed as, 
  −) 	∆



	≈ −!)(,)ℎ"



 (A.29) 
where, P(r, θ) is the pressure due to the high-velocity gas and the impinging droplets, 
defined in section 3.3.3.  
A.3.4 Shear term 
The shear stress contribution acting on the fluid film is described by the third term 
on the right side of Eq. A.6 as, 
 * * *  %()

−


& 	∆

∆



	. (A.30) 
The integration in the film normal (Z) direction results in a simplification of the partial 
derivative, allowing Eq. A.30 to be described as, 
  + ()  − () − ℎ , 
∆

∆

	. (A.31) 
The shear stresses are not dependent on the radial or azimuthal position within a given 
fluid cell. Therefore, the subsequent integration and discretization yields the shear term 
expressed as, 
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!+ ()  − () + ℎ2 + ∆,		 .



 (A.32) 
The third term in Eq. A.32 describes effect the gas pressure has on the fluid film at the 
fluid-gas boundary. Using a similar formulation to [27], the third term in Eq. A.32 can be 
rewritten to incorporate the effect of gas pressure at the fluid film surface as, 
   + ()	 − , 	∆

∆



= ! ()  − () + ℎ2 )(,) 



		. 
(A.33) 
Therefore, the shear terms at the wall, τwall, and at the fluid-gas boundary, τ l/g, acting on 
the fluid film are defined as,  
( )
0
lwall
Z
du z
dz
τ µ
=
= −
 
  
     and (A.34) 
( ) ( )
/
,
2
r
ll g
Z h
du z dP rh
dz dr
τ µ
=
+
 =   
 (A.35) 
respectively. 
 
 
A.3.5 Body force term 
 The second from last term on the right side of Eq. A.6 represents the body forces 
acting on the fluid film including surface tension and gravity. The integration of the body 
force term over the fluid cell volume can be defined as, 
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    	∆

∆



	. (A.36) 
where,  is the body force term expressed as, 
 = 
ℎ∆∆.	 (A.37) 
 where, Fb is defined in section 3.3.3. Substituting Eq. A.37 into Eq. A.36 and carrying 
out the integration yields the body force term described by,  
   
ℎ∆∆∆

∆



		 =  	.	 (A.38) 
A.3.6 Momentum source term 
The final term on the right side of Eq. A.6 represents the input functions for the 
accretion of fluid film momentum supplied by the impinging droplets. The general form 
of the mass source term is expressed as, 
    (,)∆

∆



				and	 (A.39) 
where,  (, 	) is the general momentum source term can be described by, 
 (,) = (,)
ℎ∆∆ .	 (A.40) 
 where, M(r, θ) is defined in section 3.3.3. Substituting Eq. A.40 into Eq. A.39 and 
carrying out the integration yields the mass source term expressed as,  
   (,)
ℎ∆∆∆

∆



		 = (,)	.	 (A.41) 
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A.3.7 Final governing equation for continuity of momentum 
Substitution of Eqs. A.20, A.23, A.29, A.33, A.38, and A.41 into Eq. A.6 yields the final 
governing equation for momentum continuity expressed as, 
 ∆ℎ
∆  	 = 		−!),ℎ"



+,− ! ∗ ℎ"'		



+!-   −  + ℎ2 ), 

.


+  	. 
(A.42) 
The density, , and the cell wall area, , are constant and are divided out of the first 
term on the left side of Eq. A.42 to isolate the change in fluid film thickness yielding the 
final form of the momentum continuity equation expressed as, 
∆ℎ
∆  = 		− 1	!),ℎ"



+
,	 − 1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ℎ"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

+
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 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

+
1	  	. 
(A.43) 
 
