Detecting the orientation and movement of edges in a scene is critical to visually guided behaviors of many animals. What are the circuit algorithms that allow the brain to extract such behaviorally vital visual cues? Using in vivo two-photon calcium imaging in Drosophila, we describe direction selective signals in the dendrites of T4 and T5 neurons, detectors of local motion. We demonstrate that this circuit performs selective amplification of local light inputs, an observation that constrains motion detection models and confirms a core prediction of the HassensteinReichardt correlator (HRC). These neurons are also orientation selective, responding strongly to static features that are orthogonal to their preferred axis of motion, a tuning property not predicted by the HRC. This coincident extraction of orientation and direction sharpens directional tuning through surround inhibition and reveals a striking parallel between visual processing in flies and vertebrate cortex, suggesting a universal strategy for motion processing.
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Fisher et al. discover that peripheral motion-detecting circuits in Drosophila display orientation selectivity for static features that is orthogonal to their preferred axis of motion. Thus, encoding direction selectivity and edge orientation simultaneously may be a universal motion detection strategy.
INTRODUCTION
Visual scenes contain differences in brightness, creating contrasts that define edges with particular orientations in space. Detecting the motion of these edges guides a diverse array of adaptive behaviors in many animals (Gibson, 1950) . Neurons that are tuned to detect either motion or orientation, or both, have been described in many systems, including insects, fish, mice, and primates (Borst, 2014; DeAngelis et al., 1995; Niell and Smith, 2005; Niell and Stryker, 2008) . Thus, understanding the circuit algorithms that underlie the extraction of motion and orientation cues is a broad challenge, and it is unclear whether the simultaneous encoding of these features represents a universal processing strategy. Here, we take advantage of a powerful genetic system, the fruit fly Drosophila melanogaster, to define the relationship between direction selectivity and orientation preference within motion detecting circuits.
Motion detecting circuits compare signals across space and time. Circuits that respond selectively to motion in a particular direction across a restricted region of visual space are termed elementary motion detectors. Three classes of theoretical models, the Hassenstein-Reichardt correlator (HRC; Hassenstein and Reichardt 1956) , the Barlow and Levick model (B-L; Barlow and Levick, 1965) , and the motion energy model (Adelson and Bergen 1985) have been proposed to implement elementary motion detection. All of these models process input signals along one axis of space. Along this axis, they respond more strongly to motion in a preferred direction (PD) than to motion in the opposite or null direction (ND). However, they differ in the computational operations that produce this selectivity.
In vertebrate primary visual cortex, neurons that display direction selectivity invariably also display orientation selectivity, the preference for edges with a particular orientation in space (DeAngelis et al., 1995) . Thus, early studies proposed that combining direction selectivity with orthogonal orientation selectivity plays an important part in the perception of motion (Hubel and Wiesel, 1959) . In this context, the stimulus that would create the strongest motion signal would be an edge oriented orthogonal to the axis of direction preference (Henry et al., 1974) . However, the relationship between orientation selective (OS) and direction selective (DS) tuning properties has not been extensively investigated for elementary motion detectors in the fly visual system. Thus it is unclear whether simultaneous extraction of both of these two higher order features, orientation and motion direction, is fundamental to motion processing.
Fruit flies have long provided a powerful context in which to study motion processing, and neural substrates of local motion detection have recently been proposed (Behnia et al., 2014; Maisak et al., 2013) . However, it is unknown how elementary motion detection is implemented, nor is it clear how the computation is performed at the cellular level. In the Drosophila visual system, motion detection is performed within distinct circuits specialized for either moving light (ON) or dark (OFF) edges. Visual information is relayed from photoreceptors onto interneurons within a retinotopically organized neuropil called the lamina. Electrophysiological and behavioral studies have shown that the first order interneurons L1, L2, and L3 provide input to distinct motion pathways. The detection of moving light edges requires input from L1, while circuits that detect moving dark edges receive strong inputs from L2 and L3 (Clark et al., 2011; Joesch et al., 2010; Silies et al., 2013) . Recent anatomical and physiological studies have described columnar neurons that link the lamina neurons with T4 and T5 and have spatial offsets and temporal delays relevant to motion detection (Behnia et al., 2014; Meier et al., 2014; Shinomiya et al., 2014; Takemura et al., 2013) . It has been proposed that direction selectivity for moving ON and OFF edges arises in T4 and T5 respectively, by an interaction between these delayed and nondelayed columnar neurons (Behnia et al., 2014; Maisak et al., 2013; Ammer et al., 2015) . Nonetheless, the specific computation that links these nondirectional inputs to DS outputs in T4 and T5 is unknown (Borst, 2014) . Here we use in vivo twophoton calcium imaging in T4 and T5 to define this computation.
RESULTS

T4 and T5 Dendrites Are Directionally Tuned
To capture signals about motion in all directions, there are four subtypes of both T4 and T5, each of which is tuned to motion in one of the four cardinal directions (Maisak et al., 2013) . These cell types are arranged retinotopically such that each individual neuron only responds to a particular direction of motion at a specific location in visual space. T4 and T5 dendrites innervate distinct layers in two regions of the visual system, the medulla and lobula, respectively, while the axons of both cell types project to a third region, the lobula plate (Fischbach and Dittrich, 1989) . Within the lobula plate, axons from the subtypes of T4 and T5 that respond selectively to the same direction of motion innervate the same layer, creating a layer-specific pattern of directional preferences ( Figure 1A ; Maisak et al., 2013; Buchner et al., 1984) . One model that has been proposed is that these directional responses arise within the dendrites of T4 and T5, where non-DS synaptic inputs could interact postsynaptically to compute motion direction (Borst 2014) . However, within both the medulla and the lobula, dendrites from cells with different directional preferences are spatially intermingled, making direct visualization of single cell responses challenging. As a result, DS responses of these cells have only been observed in fibers of passage and axon terminals, not dendrites (Maisak et al., 2013) . In particular, DS responses to moving gratings were observed within fibers of passage labeled by a driver line that marks both T4 and T5, suggesting that DS may arise prior to the axon terminal in some of these cells (Maisak et al., 2013) . However, it remains an open question whether the dendrites of individual T4 and T5 neurons are DS, an important constraint on the biological implementation of motion detection.
To directly determine whether DS signals in T4 and T5 first emerge in their dendrites, we took genetic approaches that allowed us to measure the responses from dendrites of single subtypes of T4 and T5 (Figure 1) . We expressed the calcium indicator GCaMP6f in T4 and T5 under the control of different genetic drivers, and used in vivo two-photon calcium imaging to measure changes in intracellular calcium levels during the presentation of motion stimuli (see Figure S1 available online). To measure DS responses, a single bar or edge moving in different directions was displayed to the animal ( Figure S1A ). As expected, responses from axon terminals within a single layer of the lobula plate displayed robust direction selectivity ( Figure S1B ). To separate the responses of T4 and T5 axons, we used single moving ON and OFF edge stimuli. As predicted, when calcium signals were monitored in both T4 and T5, DS responses to both edge types were observed within the same layer, likely representing the distinct responses of T4 and T5 to each edge ( Figure 1A ; Maisak et al., 2013) .
To investigate the DS tuning properties of the dendrites of T4, we identified a T4-Gal4 driver line that almost exclusively expressed GCaMP6f within a single subtype ( Figures 1B, S1C , and S1D). Using this driver line, we observed that T4 dendrites displayed DS responses to moving ON edges, but did not respond to moving OFF edges ( Figure 1B) . Quantitatively, the magnitude of direction selectivity measured in a large population of T4 dendrites was only slightly weaker than that of their cognate terminals ( Figures 1E and S1F) . Thus, strong direction selectivity exists at the level of T4 dendrites.
Next, we tested if the dendrites of T5 were also DS. As expected from the intermingling of the four subtypes, T5 dendrites imaged using the T4/T5 driver line responded specifically to OFF edges but responded strongly to motion in all directions ( Figures 1C  and 1F ). Since we did not have a driver line that expressed in only one T5 subtype, we adapted a stochastic labeling approach to isolate the responses of single dendrites (Gordon and Scott, 2009; Gruntman and Turner, 2013) . We used a Flippase-based mosaic method to label a subset of T4 and T5 neurons (Figures 1D and S1E) . Imaging of stochastically labeled T5 dendrites revealed a wide range of DS responses (Figures 1F and 1G) . However, we observed many isolated T5 dendrites that displayed strong direction selectivity for moving dark edges, consistent with these dendrites representing the processes of single cells (24 regions of interest [ROIs] with a DS index >0.5; Figures 1D, 1F , and 1G). As a population, sparsely labeled T5 dendrites displayed increased directional tuning when compared to dendrites imaged in the driver line that labels all subtypes ( Figure S1G ). The most strongly tuned T5 dendrites were as tuned as T5 axon terminals ( Figure 1G ). Given that the major synaptic inputs to T4 and T5 are not directionally tuned (Behnia et al., 2014) , these data argue strongly that direction selectivity emerges in the dendrites of T4 and T5.
T4 and T5 Amplify Preferred Direction Signals
What is the structure of the computation that extracts these elementary motion signals? HRC and motion energy models make distinct predictions about how DS tuning is achieved relative to B-L models. In HRC and motion energy models signals moving in the PD are selectively enhanced, while in B-L models, inputs moving in the nonpreferred direction are specifically suppressed. A classical test to distinguish between these models makes use of apparent motion stimuli in which two spatially distinct static stimuli are presented sequentially with varying temporal delays (Figure 2) , (Egelhaaf and Borst, 1992; Hassenstein and Reichardt, 1956 ). We presented a single 3 wide bar that extended the full length of the screen that was either darker or lighter than the background at a single point in space and then, at a variable later time, presented a pair of bars, with one at the original location and one shifted by 2 ( Figure 2A ). This spatial offset was chosen to approximately activate adjacent facets of the retina. By presenting this sequence of bars we generated apparent motion stimuli that represented either moving light edges, or moving dark edges, allowing us to isolate responses from the ON or OFF pathway. If the time delay between the two stimulation periods is brief, this stimulus appears as motion in the direction of the second bar. With long temporal delays, the stimulus no longer appears as motion, and the circuit responds independently to each stimulus element. These individual responses can be used to build a linear prediction for how neurons would respond to the combination of these inputs if the signals at the short delays relevant to motion detection were handled identically to signals at longer timescales (Figures 2B and 2C) . In this manner, symmetric PD and ND stimuli can be compared with their linear predictions ( Figures 2B and 2C ). All models of motion detection predict that responses to these stimuli with short delays will be larger in the PD than in the ND. However, how this difference is achieved varies between the models. HRC models predict a supralinear response to the PD, relative to a linear ND response ( Figure 2B ), while B-L models predict a sublinear response to the ND and a linear response to the PD ( Figure 2C ).
Using a set of these stimuli with either dark or light bars, we observed DS responses in the lobula plate across a range of time delays, with differences between PD and ND responses observed for delays between 8 ms and 500 ms, depending on the stimulus ( Figures 2D, 2E , 2G, 3A, 3B, 3D, and S2A; data not shown). These delays closely match delays that evoked DS responses measured in lobula plate tangential cells in blowflies using analogous stimuli (Egelhaaf and Borst, 1992 (E-G) Histograms plotting the normalized ROI count observed at each DS index value. Sample size, displayed as N = number of flies (ROIs), was N = 12 (117) for T4 terminals in lobula plate layer C and N = 13 (74) for T4 dendrites in the proximal medulla (E), N = 13 (84) sparse T5 dendrites and N = 6 (37) dense T5 dendrites in (F), and N = 13 (84) sparse T5 dendrites and N = 10 (56) T5 axon terminals in layer C of the lobula plate (G). See also Figure S1 .
that matched their DS responses to real motion, with T4 and T5 responding to light and dark stimuli, respectively ( Figures 2D, 2E , 2G, 3A, 3B, 3D, and S2; data not shown).
To assess the underlying circuit computation performed by the ON pathway, we compared the measured responses to the bright bar apparent motion stimuli with predictions based on a linear interaction, as described above. Importantly, at brief delays, PD responses to these apparent motion stimuli were significantly larger than the linear prediction, consistent with nonlinear amplification (Figures 2D and 2H) . Conversely, ND responses were typically linear, with only a weakly sublinear response observed specifically at the 50 ms delay (Figures 2E and 2I) .
Since these apparent motion stimuli sequentially activate the same location in space both before and after the temporal delay, we reasoned that circuit mechanisms independent of motion, such as light adaptation or sensitization, might also be engaged. To test whether this pathway might exhibit such facilitation or depression in response to these sequential light inputs we utilized two different ''flash-control'' stimuli that preserve the same temporal structure without generating a motion signal. In the first stimulus, a pair of bars was presented twice at the same location using the same temporal delays as the apparent motion stimuli. Using this control we observed approximately linear responses ( Figures  2F, 2J , and S2C). The second flash control stimulus presented a single bar twice at one of the two adjacent locations used to produce apparent motion. Again, the responses to single bar flashes were linear for all temporal intervals tested, at both spatial positions ( Figures S2F and S3 ). Together, these control experiments demonstrate that the ON pathway does not display either facilitation or depression in response to these sequential light inputs. Thus, selective amplification of PD motion is a critical local interaction that establishes direction selectivity in these neurons.
Does the OFF pathway employ a similar circuit algorithm? As we observed for bright bars, in response to apparent motion stimuli comprising dark bars, PD responses were dramatically larger than the corresponding linear predictions, again consistent with a nonlinear interaction between inputs (Figures 3A and 3E) . Interestingly, however, we also observed sublinear responses to ND stimuli using dark bars, across the same range of delays that showed nonlinear amplification of the PD signals ( Figures 3B and 3F ). This divergence from linearity for both PD and ND signals could reflect the possibility that the OFF pathway exploits both amplifying and suppressive mechanisms, or it could be due to circuit processing effects that are independent of motion. To quantify these latter effects, we utilized dark bar ''flash-control'' stimuli. Surprisingly, unlike the ON pathway, we observed responses that were significantly smaller than the linear prediction using the ''flash'' control stimulus that contained a pair of dark bars ( Figure 3G ). This sublinear effect was of similar magnitude and arose across the same temporal delays as the suppression observed for ND responses to the apparent motion stimuli ( Figures 3F and 3G) . Thus, for T5, the ND suppression observed using dark bar apparent motion stimuli is unlikely to be produced by the motion computation per se, but rather is most likely to reflect circuit adaptation to sequential inputs. Importantly, responses to the flash control stimuli in which single bars were presented at each point in space were small in magnitude and typically linear ( Figure S3A ), ruling out the possibility that a spatially local facilitating interaction contributes to the amplification we observed using the apparent motion stimuli.
Taken together, these data demonstrate that the dominant interaction that produces DS responses to local signals in both T4 and T5 is a selective nonlinear amplification of PD inputs, as predicted by the HRC and motion energy models. We note that the magnitude of the PD enhancement we observed in T5 is likely an underestimate of the true amplification seen in the circuit, once the adaptation effects we observed using flash control stimuli are accounted for. Thus, we propose that local DS responses emerge in T4 and T5 dendrites through coincident detection of adjacent input signals that are combined in a supralinear manner.
T4 and T5 Are Tightly Orientation Selective
Having characterized the motion computation performed within the receptive field center of T4 and T5, we wondered how other spatial receptive field properties might shape T4 and T5 responses. In primary visual cortex, DS neurons are almost invariably also OS, having a sharp preference for a particular orientation of an edge in space (DeAngelis et al., 1995) . Conversely, DS ganglion cells in the vertebrate retina do not display consistent orientation tuning. We next explored whether this DS circuit in the fly was orientation tuned. To do this, we presented static square wave gratings at 12 different orientations, and recorded the responses of T4 and T5 terminals ( Figure 4A ). Strikingly, all four layers of the lobula plate displayed strong orientation tuning, with axon terminals in layers A and B displaying preferential responses to features that were approximately vertically oriented, while terminals in layers C and D were tuned to respond to horizontal features. These results are consistent with previous observations in which the responses of T4 and T5 cells to counterphase flicker depended on the orientation of the stimulus (Maisak et al., 2013) . Thus, in addition to direction selectivity, T4 and T5 are also tuned to respond to static features with particular orientations.
What are the circuit mechanisms that lead to these OS responses? In vertebrate cortex, orientation selectivity emerges from combinations of excitatory and inhibitory subregions within the spatial receptive field. Interestingly, recent work has demonstrated that several of the critical inputs to T5, including the lamina neuron L2 and the medulla interneurons Tm1 and Tm2, have antagonistic center-surround receptive fields meaning that light inputs from different spatial locations have distinct effects on the outputs of these cells Meier et al., 2014; Strother et al., 2014) . We therefore sought to determine if the receptive fields of T4 and T5 had an antagonistic center-surround structure.
We first determined the spatial positions of the receptive fields for each population of T4 and T5 axon terminals using moving bar stimuli . Next, we presented static vertical and horizontal dark and light bars of varying width, centered on the responsive location ( Figures 4B, 4C , and S4). As expected from our experiments using gratings, different layers displayed clear preferences for particular bar orientations, favoring either 4C). To stimulate T4 cells, we used bright bars on a dark background. As above, we observed larger responses to narrower bars than to wide bars, again consistent with an antagonist center-surround receptive field ( Figure S4 ). Thus, both T4 and T5 have antagonistic center-surround receptive fields. Finally, we used the responses to bars of intermediate size that drove strong responses to compare orientation selectivity between T4 and T5. Orientation selectivity of each layer was consistent for both dark and light bars, demonstrating that in addition to displaying matching laminar organization for DS, the ON and OFF pathways appeared to have matched OS (Figures 4D and 4E ).
Individual T4 and T5 Neurons Display Orientation Selectivity Given that the axon terminals of T4 and T5 are arrayed retinotopically, we reasoned that ROIs selected from the lobula plate might contain more than one neighboring axon terminal, meaning that OS could arise by mixing signals from cells which individually do not display a strong orientation preference. To probe the responses of individual T4 and T5 neurons we again sparsely labeled neurons using the mosaic method ( Figure 1 ) and imaged axon terminals in the lobula plate. We observed many individual regions of interest that were selective for a single moving edge type and that displayed strong direction selectivity consistent with single T4 or T5 clones ( Figures S4D-S4G ). Putative single axon terminals were selected for the analysis only if they displayed strong direction tuning for either moving ON or OFF edges (DSI > 0.5; Figures S4E and S4G) . Importantly, many of these individual terminals were strongly OS in response to the presentation of static square-wave gratings at different orientations (Figures 4F and 4H) . The orientation tuning of these individual clones was not significantly different than the distribution of orientation tuning measured from ROIs drawn from the dense labeling seen in the T4/T5 driver line ( Figures 4G, 4I , and S4H). Thus, individual T4 and T5 axon terminals display prominent orientation tuning, indicating that orientation selectivity is not an emergent phenomenon that arises from mixing of neuronal signals.
Inhibitory Circuitry Is Required for Orientation and Direction Selectivity
We hypothesized that inhibitory circuits could account for both OS and center-surround antagonism ( Figure S5 ). Since T4 and T5 signals are shaped by many upstream neurons with antagonistic center-surround receptive fields Meier et al., 2014; Strother et al., 2014) , we reasoned that a pharmacological approach would be necessary to determine the overall contribution of inhibitory circuits to T4 and T5 response properties.
To test whether inhibitory circuits are required for the orientation selectivity and spatial surround of T4 and T5, we imaged axon terminals and applied the chloride channel antagonist picrotoxin. Remarkably, application of picrotoxin abolished OS responses to static gratings across all four layers ( Figure 5A ). This loss of orientation tuning was not reflective of response saturation due to disinhibition, as responses to gratings with lower contrasts that were much smaller in amplitude were similarly affected ( Figure S5A ). In addition, application of picrotoxin disrupted spatial surround antagonism for both dark and light bars ( Figures 5B, 5C , S5B, and S5C). The response magnitude for dark bars but not light bars was greatly increased compared to controls ( Figures 5B, 5C , S5B, and S5C). We further used these single bar stimuli to separate the effects of picrotoxin on T4 and T5 orientation selectivity. With light bars, OS responses were lost across all layers in the lobula plate ( Figure 5E ). Using dark bars, OS responses were completely lost in layers A and B, and significantly degraded in layers C and D, with these layers retaining a preference for horizontal bars ( Figure 5D ). This remaining OS may reflect incomplete drug activity. Taken together, these data reveal that inhibitory signaling plays a vital role in shaping the antagonistic surround and in conferring orientation selectivity to T4 and T5. Given such a profound effect of inhibition on T4 and T5 spatial receptive fields, we reasoned that inhibitory circuits might also contribute to direction selectivity. Upon application of picrotoxin, the responses of T4 and T5 axon terminals to a moving dark bar lost directional tuning ( Figure 6A ). In particular, PD responses remained the same size while responses to bars moving in the ND increased in magnitude, becoming as large as the PD responses ( Figure 6A ).
One possible interpretation of these data is that picrotoxin indiscriminately disinhibits T4 and T5 such that motion in any direction would produce a saturating response. To test this possibility, we varied the strength of the directional stimulus by lowering the contrast of the moving bar. Under these conditions, picrotoxin application reduced direction selectivity similarly across all tested contrasts, even when responses were greatly reduced in magnitude relative to those observed using high contrast stimuli ( Figure 6B ).
In flies, picrotoxin blocks both GABA-A receptors and inhibitory glutamate-gated chloride channels, albeit at different concentrations (Ffrench-Constant et al., 1993; Liu and Wilson, 2013; Mauss et al., 2014) . To test the specific contribution of GABA-A receptors to the effects of picrotoxin on this circuit, we used a mutation in the GABA-A receptor gene Resistance to Dieldrin (Rdl) that is insensitive to picrotoxin, but can still respond normally to GABA (Ffrench-Constant et al., 1993) . In this mutant background, the normal DS responses of T4 and T5 were largely unaffected by the addition of the drug (Figures S6A-S6D ). Similarly, in this mutant background, picrotoxin also had no effect on the antagonistic spatial surround, as measured by full field illumination ( Figure S6E ). Thus, much of picrotoxin's effect on response properties reflect blockade of GABA-A receptors.
To test whether blocking inhibitory circuits equally affected both cell types, we recorded calcium signals within T4 or T5 dendrites before and after picrotoxin application, while displaying a stimulus that had moving light and dark edges. Upon drug application, T4 dendrites of a single subtype displayed a small reduction in direction selectivity ( Figure S6F ). However, in stochastically labeled and strongly DS T5 dendrites, picrotoxin application abolished directional tuning ( Figure S6G ). Thus, blocking inhibitory circuitry affects the directional tuning of both T4 and T5, with more prominent effects on T5. Finally, we note that picrotoxin application also disrupted directional tuning to apparent motion stimuli in both cells ( Figures S6H and S6I ). This effect may be accounted for by the fact that picrotoxin application substantially shortens response latencies to static stimuli (data not shown), suggesting that in addition to shaping centersurround receptive fields, inhibitory signaling also shapes signals in time within the motion pathways. Taken together, our data demonstrate that both the orientation selectivity and direction preference of T4 and T5 require inhibitory circuitry.
An Orthogonal Interaction between OS and DS Can Sharpen DS Tuning
Our observations mapping orientation selectivity using static gratings ( Figure 4) were consistent with the notion that the axis of orientation preference was approximately orthogonal to the axis of direction selectivity. To test this idea directly, we presented static gratings that then moved in one of 12 directions, allowing us to map orientation selectivity to static stimuli as well as direction selectivity to moving stimuli for the same axon terminals ( Figure 7A ). Using this stimulus we observed, for example, that axon terminals in lobula plate layer A responded strongly both to gratings moving in the PD as well as to the presentation of static gratings oriented orthogonal to the axis of motion preference ( Figure 7B ). When the same axon terminals were presented with a static grating that then moved in the ND, we observed an initial response to the static cue, followed by a plateau during the motion epoch ( Figure 7C ). Gratings of other directions produced responses that were often even smaller than responses observed for the ND ( Figure 7D ). From these population responses, we constructed plots of orientation and direction tuning ( Figure 7E ). Comparing the angles of preferred orientation and direction vectors for each axon terminal revealed that the offset between these two angles tightly clustered around 90 ( Figure 7F ). Thus, orientation and direction selectivity are orthogonal in T4 and T5.
Does the oriented receptive field of T4 and T5, which is systematically orthogonal to the axis of direction selectivity, impact motion detection? In the standard HRC model, a ''half-correlator'' samples along a single spatial dimension, and is tuned for speed, a property that is strongly influenced by the temporal delay (Zanker et al., 1999) . If one assumes a half-correlator that is sampling across a particular spatial dimension (its PD-ND axis) in a two-dimensional space, changing the angle of the moving stimulus relative to the fixed orientation of the input channels will shift the temporal offset between when an edge reaches the two inputs. Consider the example of an edge moving orthogonal to its long axis ( Figure 7G ). When the direction of motion at constant velocity is aligned with the axis defined by the two inputs to the motion detector, the temporal delay between the arrival of the edge at each input channel is maximal. If the direction of motion of the edge is rotated relative to this axis, different points along the edge will make contact with the input channels and, as a result, the time difference between when the edge arrives at the first input channel relative to the second channel will be shorter than the maximal value for the same speed of motion. In this manner, edges moving at acute angles to the axis of motion detection will appear to the correlator as if they are moving faster than their true speed ( Figure 7G ). In an extreme example, when the direction of motion is nearly orthogonal to the axis of the motion detector, the edge arrives nearly simultaneously at the two inputs and thus appears to be moving very quickly. This obligate relationship between speed and direction of motion makes the prediction that if only the motion axis and not other features of the spatial receptive field are engaged to determine directional tuning, then speed tuning in the PD should completely determine directional tuning. Conversely, if a motion detector were to utilize two-dimensional spatial information, such as that provided by an OS spatial receptive field, the directional tuning curve would be different than that predicted by the speed tuning.
To test whether the two-dimensional components of T4 and T5 spatial receptive fields alter directional tuning, we first measured speed tuning responses to a square wave grating with a 20 spatial period at speeds ranging from 5 /s to 150 /s ( Figure S7A ). We found that speed tuning peaks around 20 /s, consistent with previous reports ( Figure S7B ; Maisak et al., 2013) . We then used these speed tuning measurements to calculate the predicted directional tuning width for a grating moving at 20 /s ( Figures  7G and S7A) . For example, an edge moving at 50 /s along the PD of the detector would produce the same temporal offset between the arrival times at the two input channels as an edge that is moving at 20 /s that is tilted by an angle of 66 away from the preferred axis ( Figure 7G ). Thus, responses evoked by a grating moving 50 /s in the PD were used to predict the magnitude of response to a motion stimulus tilted 66 away from the PD (Figures 7G and S7A) . Similarly, a moving edge tilted by 90 relative to the detector axis would hit both inputs simultaneously and elicit no motion response. Strikingly, for layers A-C, the directional tuning curves predicted by the speed sensitivity of the detectors were significantly broader than our direct measurements of the true directional tuning curves (Figures 7H and S7) . This difference was not significant for layer D, which notably also had the widest predicted tuning curve. This analysis demonstrates that information about speed tuning alone poorly predicts tuning width for T4 and T5, suggesting that receptive field features independent of the motion axis affect direction selectivity. We propose that the circuitry that produces orientation selectivity sharpens the directional tuning curve by suppressing motion responses to stimuli that are tilted away from the preferred axis, thereby stimulating a larger portion of the antagonistic surround (Figure 8 ).
DISCUSSION
Previous studies demonstrated that T4 and T5 are DS, with a specific subtype of each cell responding preferentially to motion in one of the four cardinal directions (Maisak et al., 2013) . This finding suggested that T4 and T5 and their inputs represent elementary motion detecting circuits, but left open the algorithmic mechanism by which these local motion detectors become DS. Our data demonstrate that supralinear summation of inputs that arrive in the PD are critical to the emergence of elementary motion signals in T4 and T5 dendrites, as predicted by HRC and motion energy models. We also discover an unexpected property of these motion detectors. In particular, T4 and T5 neurons display prominent responses to static visual stimuli that are OS and display an antagonistic spatial surround. Asymmetric inhibitory subregions within the T4 and T5 spatial receptive field could explain both orientation selectivity and surround antagonism. Consistent with this idea, inhibitory signaling is required for both response properties. Notably, both orientation selectivity and direction selectivity manifest themselves in individual T4 and T5 cells and are specifically correlated such that orientation tuning is orthogonal to the axis of direction preference. Thus, the motion detector becomes selective for a particular oriented edge and the direction for which that edge will produce the greatest motion energy. As a result, directional tuning is narrower than the measured speed tuning profile of T4 and T5 would predict. We therefore propose that the same antagonistic receptive field properties that produce orientation selectivity sharpen the selectivity of each T4 and T5 subclass for motion in a particular direction.
Direction Selective Signals Arise within T4 and T5 Dendrites Previous studies suggested that T4 and T5 are the most peripheral neurons in the visual system to display direction selectivity (Maisak et al., 2013) . In contrast, significant feed-forward inputs onto T4 and T5 do not display direction selectivity (Behnia et al., 2014; Shinomiya et al., 2014; Strother et al., 2014; Takemura et al., 2013) . These retinotopic columnar inputs display spatially asymmetric wiring onto individual T4 and T5 dendrites that correlates with the axis of directional preference (Shinomiya et al., 2014; Takemura et al., 2013) . In addition, these cells also have different temporal response profiles that depend on cell type (Behnia et al., 2014; Meier et al., 2014; Strother et al., 2014) . Thus, these presynaptic inputs could generate both the spatial offset and temporal delays necessary for the motion computation as they converge onto T4 and T5 dendrites. Consistent with this notion, select fibers of passage within the inner chiasm display DS responses to moving gratings, suggesting that dendrites might also be directionally tuned (Maisak et al., 2013) . Our data demonstrate that calcium signals within both T4 and T5 dendrites are, in fact, DS, thereby identifying the neuronal compartment that implements the core motion computation (Figure 1 ). Establishing the extent to which these dendritic calcium signals are generated by voltage-gated channels, ligand gated receptors or intracellular stores would strongly constrain the molecular and biophysical mechanisms that underlie this paradigmatic neural computation.
Selective Amplification Enhances Preferred Direction Signals
What algorithms compute motion direction within T4 and T5 dendrites? All motion detecting circuits must compare signals across space and time. This computation can be implemented either by amplifying motion signals that arrive in the PD, as described by the HRC, or by suppressing signals that arrive in the ND, as in the B-L model. Here we show that PD amplification occurs within T4 and T5 dendrites. Local apparent motion stimuli that simulate the motion of an edge in the PD evoked larger responses than either ND motion or sequential flashes (Figures 2  and 3 ). These PD responses were larger than the linear sum of responses evoked by the individual static components of the stimulus, suggesting that the appropriate coincidence of visual inputs leads to selective amplification of a motion signal. Both T4 and T5 utilize such nonlinear amplification, arguing that both ON and OFF motion detectors use broadly similar algorithms to achieve direction selectivity (Figures 2 and 3) . However, T5, but not T4, showed ND responses that were smaller than the linear prediction, which could be the result of contrast adaptation. Taken together with previous studies of the presynaptic inputs to T4 and T5, our data are consistent with a model where spatially offset and temporally delayed excitatory synaptic inputs converge onto T4 and T5 dendrites such that PD signals interact and become amplified. A wealth of data measuring behavioral and neural outputs of motion detecting circuitry has argued strongly that motion detecting circuits in flies implement a HRC (reviewed in Borst, 2014) . Here we measured the direct output of the elementary motion detector itself and demonstrate for the first time that T4 and T5 perform nonlinear amplification. The mechanistic underpinnings of direction selectivity have been studied extensively in the vertebrate retina. Early characterization of DS ganglion cells provided support for a B-L model, as ON-OFF DS ganglion cells receive strong GABAergic inhibition during ND motion (Barlow and Levick, 1965; Fried et al., 2002 Fried et al., , 2005 . More recent studies argue that direction selectivity emerges within the dendrites of starburst amacrine cells (Euler et al., 2002) . One hypothesis for how these signals arise draws direct parallels with the circuit motif seen in the fly elementary motion detector. In this model, the temporal delays required for the motion computation arise presynaptic to the DS neuron, through a difference in temporal filtering of different bipolar cell subtypes (Baden et al., 2013; Borghuis et al., 2013; Kim et al., 2014) . In turn, differential asymmetric wiring of these bipolar cell subtypes onto distinct locations along the starburst amacrine cell dendrite creates a spatial offset that is consistent with the observed direction selectivity (Kim et al., 2014) . Alternate models have proposed that passive signal conduction along the dendrite could also provide the necessary temporal delay (Tukker et al., 2004) . The much shorter dendrites of T4 and T5 make it unlikely that conduction delays have a dramatic impact on signal timing (Shinomiya et al., 2014; Takemura et al., 2013) , but postsynaptic receptors with different signaling kinetics could contribute to the relative timing of the synaptic inputs (Shinomiya et al., 2014) .
Orientation Selectivity Arises Early within Visual Processing
In addition to direction selectivity, T4 and T5 display orientation selectivity for static stimuli. This OS is not a trivial product of the spatially offset presynaptic inputs that have been suggested by anatomical reconstruction to support motion detection, as the pattern of these inputs would predict a spatial orientation that is aligned with the axis of directional preference, contrary to our observations (Takemura et al., 2013) . This OS is also consistent with previously reported responses of T4 and T5 to a stimulus with opposing motion signals (Maisak et al., 2013) . Orientation tuning has previously been described in the central complex of the fruit fly brain (Seelig and Jayaraman, 2013) . This work posited that orientation tuning might emerge in this deep, sensorimotor brain region to facilitate visually guided behavior. We show that orientation tuning emerges early in visual processing, in T4 and T5 (Figure 4) . It is an open question whether the orientation tuning observed in the central complex is inherited from these cells, or if these features are extracted de novo at a later processing stage. Nonetheless, the emergence of these V1-like response properties so early in visual processing streams dramatically revises the accepted view of visual circuit organization in Drosophila.
Inhibitory Signaling Produces Orientation Selectivity and Surround Antagonism
In primary visual cortex orientation selectivity emerges from a combination of elongated excitatory and inhibitory subregions within the spatial receptive field (Hubel and Wiesel, 1962) . Similarly, T4 and T5 receptive fields also harbor a surround region that suppresses visual responses. Notably, this antagonism was strong enough to completely abolish responses to full field illumination (Figure 4 ; Maisak et al., 2013) . Intriguingly, when we systematically rotated gratings from the preferred angle to the orthogonal, nonpreferred angle, we observed a reduction in response of approximately the same magnitude as this surround antagonism (Figure 4 ). This argues that the same inhibitory mechanism produces both orientation selectivity and surround antagonism. Consistent with this idea, GABA-A receptor signaling is required for both of these receptive field properties ( Figure 5) . A number of the neurons upstream of T5 have antagonistic center surround organizations Meier et al., 2014; Strother et al., 2014) . Thus it seems likely that the construction of inhibitory subregions in the receptive fields of T4 and T5 is distributed across the circuit, perhaps in a manner similar to how center surround inputs from the lateral geniculate nucleus create the excitatory and inhibitory subregions of V1 simple cells (Hubel and Wiesel, 1962) . We note that inhibitory signaling has many effects on the response properties of T4 and T5, including disrupting direction selectivity through effects on both spatial and temporal filtering, results that are consistent with earlier observations of downstream motion-sensitive neurons (Figures 6 and S6; Schmid and Bü lthoff 1988) . Thus, inhibitory signaling plays a vital role in supporting both orientation tuning and motion processing.
Orientation Selectivity Sharpens Directional Tuning
Remarkably, T4 and T5 not only display direction tuning and orientation selectivity, but the axes of these features are orthogonal (Figure 7) . Edges create the strongest motion signal when moving in the direction orthogonal to their long axes. As a result, the combination of OS and DS tuning properties observed in T4 and T5 means that these neurons are most selective for an object or edge that is likely to move in that neuron's PD. To investigate if the circuits that produce orientation selectivity in T4 and T5 might also impact directional responses, we compared our measured directional tuning with the predictions made by models of motion detection that only detect motion along a single linear axis. We used this interaction to predict directional tuning based solely on experimental measurements of speed tuning in T4 and T5. Strikingly, the true directional tuning curves of T4 and T5 were narrower than this prediction.
How does the spatiotemporal receptive field of T4 and T5 shape the motion computation? Interesting insight regarding the interaction between an oriented receptive field and direction selectivity comes from comparing the directional tuning of DS retinal ganglion cells, which do not display a systematic orientation preference, to simple cells in visual cortex that have strong orthogonal orientation tuning (DeAngelis et al., 1995; He et al., 1998) . These two circuits display dramatic differences in the width of their directional tuning, with V1 simple cells being much more tightly tuned than retinal ganglion cells (Elstrott et al., 2008; Henry et al., 1974; Hubel and Wiesel, 1959) . Thus OS and DS interactions can, at least partially, account for this difference in tuning across these different motion-detecting circuits. One consequence of an orthogonal relationship between OS and DS response properties is that the inhibitory circuitry that produces orientation selectivity could sharpen directional tuning by reducing responses to edges moving at angles slightly different from the PD. In this view, the center-surround mechanism that generates orientation selectivity within T4 and T5 suppresses responses to nonoptimally oriented bars or edges, because they activate a larger portion of the antagonistic surround. This makes the circuit more selective to moving stimuli that are optimally oriented and narrows directional tuning (Figure 8) . Thus, much like V1 simple cells, the asymmetric receptive field structure of T4 and T5 is poised to provide this additional layer of selectivity for motion direction.
We propose that T4 and T5 perform selective amplification of PD signals at the receptive field center and utilize spatially asymmetric surround inhibition to sharpen directional tuning. Thus, the simultaneous encoding of these two higher order visual features, namely motion direction and orientation, shapes motion processing in T4 and T5. The analogy between elementary motion detectors in the fly and cells in the vertebrate visual cortex is striking: such a similar neural representation must reflect a fundamental and advantageous circuit architecture for motion processing.
EXPERIMENTAL PROCEDURES
In vivo calcium imaging experiments were performed on a Leica SP5 two photon microscope, using 920nm light from a Chameleon Vision II laser. GCaMP6f was expressed in T4 and T5 using the T4/T5 GMR42F06 Gal4 driver, in the T4 subtype that innervates lobula plate layer C using T4
GMR54A03
Gal4, and stochastically in T5 and T4 in a clonal approach using hsFlp to excise Gal80 from a tub FRT Gal80 FRT construct, combined with UAS-GCaMP6f and T4/T5 GMR42F06 Gal4. GABAergic signaling was inhibited by pharmacolog- 
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