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Abstract
In this paper, we consider a diffusion process pertaining to a chain of distributed control systems
with small random perturbation. The distributed control system is formed by n subsystems that satisfy an
appropriate Ho¨rmander condition, i.e., the second subsystem assumes the random perturbation entered
into the first subsystem, the third subsystem assumes the random perturbation entered into the first
subsystem then was transmitted to the second subsystem and so on, such that the random perturbation
propagates through the entire distributed control system. Note that the random perturbation enters
only in one of the subsystems and, hence, the diffusion process is degenerate, in the sense that the
backward operator associated with it is a degenerate parabolic equation. Our interest is to estimate the
exit probability with which a diffusion process (corresponding to a particular subsystem) exits from a
given bounded open domain during a certain time interval. The method for such an estimate basically
relies on the interpretation of the exit probability function as a value function for a family of stochastic
control problems that are associated with the underlying chain of distributed control systems.
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I. INTRODUCTION
In this paper, we consider the problem of estimating probabilities with which the diffusion
process x,i(t), for i = 1, 2, . . . , n, exits from a given bounded open domain during a certain
time interval pertaining to the following n distributed control systems (see Fig. 1)
dx,1(t) = f1
(
t, x,1(t), u1(t)
)
dt+
√
σ
(
t, x,1(t))dW (t)
dx,2(t) = f2
(
t, x,1(t), x,2(t), u2(t)
)
dt
...
dx,i(t) = fi
(
t, x,1(t), x,2(t), . . . , x,i(t), ui(t)
)
dt
...
dx,n(t) = fn
(
t, x,1(t), x,2(t), . . . , x,n(t), un(t)
)
dt
x,1(s) = x,1s , x
,2(s) = x,2s , . . . , x
,n(s) = x,ns , s ≤ t ≤ T

(1)
where
- x,i(·) is an Rd-valued diffusion process that corresponds to the ith-subsystem,
- the functions fi : [0,∞) × Ri×d × Ui → Rd are uniformly Lipschitz, with bounded first
derivatives,  is a small positive number (which represents the level of random perturbation
in the system),
- σ : [0,∞)× Rd → Rd×m is Lipschitz with the least eigenvalue of σ(·, ·)σT (·, ·) uniformly
bounded away from zero, i.e.,
σ(t, x)σT (t, x) ≥ λId×d, ∀x ∈ Rd,
for some λ > 0,
- W (·) is a d-dimensional standard Wiener process (with W (0) = 0),
- ui(·) is a Ui-valued measurable control process to the ith-subsystem (i.e., an admissible
control from the measurable set Ui ⊂ Rri) such that for all t > s, W (t) − W (s) is
independent of ui(ν) for ν ≤ s (nonanticipativity condition) and
E
∫ t1
s
|ui(t)|2dt <∞, ∀t1 ≥ s,
for i = 1, 2, . . . , n.
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where
S1 : dx
,1(t) = f1
(
t, x,1(t), u1(t)
)
dt+
√
σ
(
t, x,1(t))dW (t),
Si : dx
,i(t) = fi
(
t, x,1(t), x,2(t), . . . , x,i(t), ui(t)
)
dt, i = 2, 3, . . . n,
uj(t) = κj(x
,j(t)), t ∈ [s, T ], j = 1, 2, . . . n.
Fig. 1: A chain of distributed control systems with small random perturbations
In what follows, we consider a particular class of admissible controls ui(·) ∈ Ui, for i =
1, 2 . . . , n, of the form κi(x,i(t)), ∀t ≥ s, with a measurable map κi from Rd to Ui and, thus,
such a measurable map κi is called a stationary Markov control.
Remark 1: Note that, in Equation (1), the function fi, with the admissible control κi(x,i),
depends only on x,1(t), x,2(t), . . . , x,i(t) and satisfies an appropriate Ho¨rmander condition
(e.g., see [11] for further discussion). Furthermore, the random perturbation has to pass through
the second subsystem, the third subsystem, . . . , and the (i − 1)th-subsystem to reach for the
ith-subsystem. Hence, such a chain of distributed control systems is described by an n × d-
dimensional diffusion process, which is degenerate in the sense that the backward operator
associated with it is a degenerate parabolic equation.
Let D ⊂ Rd be a bounded open domain with smooth boundary (i.e., ∂D is a manifold of class
C2). Moreover, let τ ,`D = τ
,`
D (s, x
,1, . . . , x,`), for ` = 2, 3, . . . , n, be the first exit-time for
the diffusion process x,`(t) (corresponding to the `th-subsystem, with the admissible control
κ`(ξ
`(t)), for t ≥ s ≥ 0) from the given domain D, i.e.,
τ ,`D = inf
{
t > s
∣∣x,`(t) ∈ ∂D}, (2)
which depends on the behavior of the solutions to the following (deterministic) chain of dis-
tributed control systems, i.e.,
dξj(t) = fˆj(t, ξ
1(t), . . . , ξj(t)
)
dt, ξj(s) = xjs, s ≤ t ≤ T, (3)
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for j = 1, . . . , `, with
fˆj(t, ξ
1(t), . . . , ξj(t)) , fj(t, ξ1(t), . . . , ξj(t), κj(ξj(t))).
For a fixed (given) T , let us define the exit probability as
q,`
(
s, x,1, . . . , x,`
)
= Ps,x
1̂,`
{
τ ,`D ≤ T
}
, ` = 2, 3, . . . , n, (4)
where such a probability Ps,x
1̂,`
{·} is conditioned on the initial points x,js ∈ Rd, for j = 1, . . . `,
as well as on the class of admissible controls.1
Notice that the backward operator for the diffusion process
(
x,1(t), . . . , x,`(t)
)
, with κj(x,j(t)),
for j = 1, . . . , ` and ∀t ≥ s, when applied to a certain function υ,`(s, x,1, . . . , x,`), is given
by
υ,`s + L,`υ,` , υ,`s +

2
tr
{
a υ,`x,1x,1
}
+
∑`
j=1
fˆTj υ
,`
x,j
, (5)
for j = 1, . . . , `, with a(s, x,1) = σ(s, x,1)σT (s, x,1) and
fˆj
(
t, x,1(t), . . . , x,j(t)) = fj
(
t, x,1(t), . . . , x,j(t), κj(x
,j(t))).
Let Ω` be the open set
Ω` = (0, T )× R(`−1)×d ×D, ` = 2, 3, . . . , n.
Further, let us denote by C∞(Ω`) the spaces of infinitely differentiable functions on Ω`, and
by C∞0 (Ω`) the space of the functions φ ∈ C∞(Ω`) with compact support in Ω`. A locally
square integrable function υ,`
(
s, x,1, . . . , x,`
)
on Ω` is said to be a probabilistic solution to the
following equation
υ,`s + L,`υ,` = 0, (6)
if, for any test function φ ∈ C∞0 (Ω`), the following holds true∫
Ω`
(
−φt + L,`∗φ
)
υ,`dΩ` = 0, ` = 2, 3, . . . , n, (7)
1Ps,x
1̂,`
{·} , Ps,x,1,...,x,`{·}
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where dΩ` denotes the Lebesgue measure on R(`×d)+1 and L,`∗ is an adjoint operator corre-
sponding to L,`
L,`∗φ = 
2
∑d
j=1
∑d
m=1
(
aj,mφ
)
x,1j x
,1
m
−
∑`
j=1
∑d
m=1
(
fˆjφ
)
x,jm
. (8)
In this paper, we assume that the following statements hold for the chain of distributed control
systems in Equation (1).
Assumption 1:
(a) The functions fi, for i = 1, 2, . . . , n, are bounded C∞(Ω0,i)-functions, with bounded first
derivatives, where Ω0,i = (0,∞)×R(i×d). Moreover, σ and σ−1 are bounded C∞
(
(0,∞)×R)-
functions, with bounded first derivatives.
(b) The backward operator in Equation (5) is hypoelliptic in C∞(Ω0,`), for each ` = 2, 3, . . . , n
(e.g., see [11] or [4]).
(c) For each ` = 2, 3, . . . , n, let n(x,`) be the outer normal vector to ∂D and, further, let Γ+`
and Γ0` denote the sets of points (t, x
,1, . . . , x,`), with x,` ∈ ∂D, such that
fˆT` (t, x
,1, . . . , x,`)n(x,`)
is positive and zero, respectively.2
Remark 2: Note that, from Assumptions 1(a)-(b), each matrix
(
∂f`i
∂x,1j
)
ij
, for ` = 2, 3, . . . n, has
full rank d everywhere in Ω0,`, since the backward operator in Equation (5) is hypoelliptic.
In particular, the hypoellipticity assumption is related to a strong accessibility property of
controllable nonlinear systems that are driven by white noise (e.g., see [4, Section 3] for further
2Here, we remark that
Ps,x
1̂,`
{(
τ ,`D , x
,1, . . . , x,`
)
∈ Γ+`
⋃
Γ0` , τ
,`
D <∞
}
= 1, ∀(s, x,1(s), . . . , x,`(s)) ∈ Ω0,`,
` = 2, 3, . . . , n.
Notice that if
Ps,x
1̂,`
{(
t, x,1, . . . , x,`
)
∈ Γ0` for some t ∈ [s, T ]
}
= 0, ∀(s, x,1(s), . . . , x,`(s)) ∈ Ω0,`,
and, moreover, if τ ,`D ≤ T , then we have
(
τ ,`D , x
,1(τ ,`D ), . . . , x
,`(τ ,`D )
)
∈ Γ+ almost surely (see [14, Section 7]).
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discussion). That is, the hypoellipticity assumption implies that the diffusion process x,`(t) has
a transition probability density p
(
t, (x,1, . . . , x,`);µ
)
, which is C∞ on (0,∞) × R2(d×`), and
which also satisfies the forward equation pt = L,`∗p (in the variables (t, µ)).
In Section II, we present our main result – where, using the Ventcel-Freidlin asymptotic estimates
[15] (cf. [9, Chapter 14] or [8]) and the stochastic control arguments from Fleming [7], we provide
an asymptotic bound on the exit probability q,`
(
s, x,1, . . . , x,`
)
, i.e.,
I,`
(
s, x,1, . . . , x,`
)→ I0,`(s, x,1, . . . , x,`) as → 0,
where
I,`
(
s, x,1, . . . , x,`
)
= − log q,`(s, x,1, . . . , x,`), ` = 2, 3, . . . , n.
Such an asymptotic estimate for I,`
(
s, x,1, . . . , x,`
)
relies on the interpretation of the exit
probability function as a value function for a family of stochastic control problems that can
be associated with the underlying chain of distributed control systems. Finally, we provide
concluding remarks in Section III.
Before concluding this section, it is worth mentioning that some interesting studies on the
asymptotic behavior of exit probabilities for dynamical systems with small random perturbations
have been reported in literature (for example, see [10], [3] or [14] in the context of estimating
density functions for degenerate diffusions; see [13] or [2] in the context of nondegenerate
diffusions; and see also [1] in the context of exit-time and invariant measure for small noise
constrained diffusions).
II. MAIN RESULTS
A. The exit probabilities
Let (x,1(t), x,2(t), . . . , x,`(t)), with ` = 2, 3, . . . , n, for 0 ≤ t ≤ T , be the diffusion process.
Further, let us consider the following boundary value problem
υ,`s + L,`υ,` = 0 in Ω` = (0, T )× R(`−1)×d ×D
υ,`
(
s, x,1, . . . , x,`
)
= 1 on Γ+T,`
υ,`
(
s, x,1, . . . , x,`
)
= 0 on {T} × R(`−1)×d ×D
 (9)
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where L,` is the backward operator in Equation (5) and
Γ+T,` =
{(
s, x,1, . . . , x,`
) ∈ Γ+` ∣∣ 0 < s ≤ T}.
Let Ω0T,` be the set consisting of Ω`
⋃{T} × R(`−1)×d ×D, together with the boundary points(
s, x,1, . . . , x,`
) ∈ Γ+` , with 0 < s < T . Then, the following proposition provides a solution to
the exit probability Ps,x
1̂,`
{
τ ,`D ≤ T
}
, for each ` = 2, 3, . . . , n, with which the diffusion process
x,`(t) exits from the domain D.
Proposition 1: Suppose that the statements (a)-(c) in the above assumption (i.e., Assumption 1)
hold true. Then, the exit probability q,`(s, x,1, . . . , x,`) = Ps,x
1̂,`
{
τ ,`D ≤ T
}
is a smooth solution
to the boundary value problem in Equation (9), and, moreover, it is a continuous function on
Ω0T,`.
In order to prove the above proposition, we consider the following nondegenerate diffusion
process (x,1(t), xδ2,,2(t), . . . , xδ`,,`(t)) satisfying
dx,1(t) = fˆ1
(
t, x,1(t)
)
dt+
√
σ
(
t, x,1(t))dW (t)
dxδ`,,`(t) = fˆ`
(
t, x,1(t), xδ2,,2(t), . . . , xδ`,,`(t)
)
dt+
√
δ`dW`(t)dt,
δ` > 0, s ≤ t ≤ T
 (10)
for ` = 2, 3, . . . , n, with an initial condition(
x,1(s), xδ2,,2(s), . . . , xδ`,,`(s)
)
=
(
x,1s , x
,2
s , . . . , x
,`
s
)
. (11)
Moreover, Wj(·), for j = 2, . . . , `, are d-dimensional standard Wiener processes (with W`(0) = 0)
and independent to W (·).
Let τ δ,,`D = τ
δ,,`
D (s, x
,1, xδ2,,2, . . . , xδ`,,`) be the first exit-time for the diffusion process xδ`,,`(t)
(corresponding to the `th-subsystem, with a nondegenerate case) from the domain D. Later, we
relate the exit probability of this diffusion process with that of the boundary value problem in
Equation (9) as the limiting case, when δ` → 0, for ` = 2, 3, . . . , n.
Next, let us define the following
θ = τ ,`D ∧ T, θδ = τ δ,,`D ∧ T,∥∥xδ`,,` − x,`∥∥
t
= sup
s≤r≤t
∣∣∣xδ`,,`(r)− x,`(r)∣∣∣, ` = 2, 3, . . . , n.
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Then, we need the following lemma, which is useful for proving the above proposition.
Lemma 1: Suppose that  > 0 is fixed. Then, for any initial point (x,1, . . . , x,`) ∈ R(`−1)×d×D,
with t > s, the following statements hold true
(i)
∥∥xδ`,,` − x,`∥∥
t
→ 0,
(ii) θδ → θ, and
(iii)
(
xδ2,,2(θδ), . . . , xδ`,,`(θδ)
)→ (x,2(θ), . . . , x,`(θ)),
almost surely, as δ` → 0, for ` = 2, 3, . . . , n.
Proof: Part (i): Note that, for a fixed  > 0 and ` ∈ {2, 3, . . . , n}, the following inequality
holds ∣∣xδ`,,`(r)− x,`(r)∣∣ ≤ ∫ t
s
∣∣∣fˆ`(r, x,1(r), . . . , xδ`,,`(r))− fˆ`(r, x,1(r), . . . , x,,`(r))∣∣∣dr
+
√
δ`|W`(t)|,
≤ C
∫ t
s
∣∣xδ`,,`(r)− x,`(r)∣∣+√δ`|W`(t)|,
such that ∥∥xδ`,,`(r)− x,`(r)∥∥
t
≤ C
∫ t
s
∣∣xδ`,,`(r)− x,`(r)∣∣+√δ`|W`(t)|,
where C is a Lipschitz constant. Using the Gronwall-Bellman inequality, we obtain the follow-
ing ∥∥xδ`,,`(r)− x,`(r)∥∥
t
≤ c
√
δ`
∥∥W`∥∥t,
where c is a constant that depends on C and (t− s). Hence, we have∥∥xδ`,,`(r)− x,`(r)∥∥
t
→ 0 as δ` → 0,
for each ` = 2, 3, . . . , n.
Part (ii): Next, let us show θ satisfies the following bounds
θ∗ ≤ θ ≤ θ∗,
almost surely, where θ∗ = lim supδ`→0 θ
δ and θ∗ = lim infδ`→0 θ
δ, for ` = 2, 3, . . . , n.
IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. XX, NO. XX, XXX XXX 9
Notice that D is open, then it follows from Part (i) that if θ = τ ,`D ∧ T = T , then θδ = T ,
almost surely, for all δ` sufficiently small. Then, we will get Part (ii). Similarly, if θδ = T
and xδ,,`(θδ) ∈ D, then the statement in Part (i) implies Part (ii). Then, we can assume that
x,`(θ) ∈ ∂D and xδ,,`(θδ) ∈ ∂D. Moreover, if xδ,,`(θδ) ∈ ∂D, then, from Part (i), x,`(θ∗) ∈ ∂D,
almost surely, and, consequently, θ∗ ≥ θ, almost surely.
For the case θ∗ ≤ θ, let us define an event Ψa,α (with a > 0 and α > 0) as follow: there exists
t ∈ [θ, θ + a] such that the distance %(x,`(t), D ∪ ∂D) ≥ α. Notice that if this holds together
with
∥∥xδ`,,` − x,`∥∥
t
< α, then we have θδ < θ + a. Hence, from Part (i), we have θ∗ < θ + a
on Ψa,α, almost surely.
On the other hand, from Assumption 1(c), we have the following
Ps,x
1̂,`
{⋃
α>0
Ψa,α
}
= 1.
Then,
Ps,x
1̂,`
{
θ∗ < θ + a
}
= 1,
since a is an arbitrary, we obtain θ∗ < θ, almost surely.
Finally, notice that the statement in Part (iii) is a consequence of Part (i) and Part (ii). This
completes the proof of Lemma 1.
Proof of Proposition 1: Note that, from Assumption 1(c), it is sufficient to show that
q,`(s, x,1, . . . , x,`) is a smooth solution (almost everywhere in Ω` with respect to Lebesgue
measure) to the boundary value problem in Equation (9).
For a fixed ` ∈ {2, 3, . . . , n}, consider the following backward operator which corresponds to
the nondegenerate diffusion process (x,1(t), xδ2,,2(t), . . . , xδ`,,`(t))
υδ,,`s + L,`υδ,,` +
∑`
j=2
δj
2
4xδj ,,jυδ,,` = 0 in Ω` = (0, T )× R(`−1)×d ×D, (12)
where 4xδj ,,j is the Laplace operator in the variable xδj ,,j and L,` is the backward operator in
Equation (5).
Next, define ∂∗D as {T} × R(`−1)×d ×D, together with the boundary points (s, x,1, xδ2,,2,
. . . , xδ`,,`
) ∈ Γ+` , with 0 < s < T . Let ψ(s, x,1, xδ2,,2, . . . , xδ`,,`) be a function which is
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continuous on ∂D. Note that, from Assumption 1(c), the backward operator in Equation (12) is
uniformly parabolic and, therefore, its solution satisfies the following boundary condition
υδ,,`
(
s, x,1, xδ2,,2, . . . , xδ`,,`
)
= ψ
(
s, x,1, xδ2,,2, . . . , xδ`,,`
)
on ∂∗D, (13)
where
υδ,,`
(
s, x,1, xδ2,,2, . . . , xδ`,,`
)
= Eδ,s,x
1̂,`
{
ψ
(
θδ, x,1, xδ2,,2, . . . , xδ`,,`
)}
, (14)
with θδ = τ δ,,`D ∧ T .
In particular, let ψk, with k = 1, 2, . . ., be a sequence of bounded functions that are continuous
on ∂∗D and satisfying the following conditions
ψk
(
s, x,1, xδ2,,2, . . . , xδ,,`
)
=

1 if
(
s, x,1, xδ2,,2, . . . , xδ`,,`
) ∈ Γ+T,`
0 if
(
s, x,1, xδ2,,2, . . . , xδ`,,`
) ∈ {T} × R(`−1)×d
×D and %(xδ,,`, ∂D) > 1
k
and
0 ≤ ψk
(
s, x,1, xδ2,,2, . . . , xδ`,,`
) ≤ 1 if (s, x,1, xδ2,,2, . . . , xδ,,`) ∈ {T} × R(`−1)×d
×D and %(xδ,,`, ∂D) ≤ 1
k
.
Moreover, such bounded functions further satisfy the following∣∣ψk − ψl∣∣→ 0 as k, l→∞ (15)
uniformly on any compact subset of Ω¯`. Then, with ψ = ψk,
υδ,,`k
(
s, x,1, xδ2,,2, . . . , xδ,,`
)
= Eδ,s,x
1̂,`
{
ψk
(
θδ, x,1, xδ2,,2, . . . , xδ,,`
)}
satisfies Equation (13) and Equation (14). Then, from the continuity of ψk (cf. Lemma 1, Parts (i)-
(iii)) and the Lebesgue’s dominated convergence theorem (see [12, Chapter 4]), we have the
following
υδ,,`k
(
s, x,1, xδ2,,2, . . . , xδ,,`
)→ Eδ,s,x
1̂,`
{
ψk
(
θδ, x,1, xδ2,,2, . . . , xδ,,`
)}︸ ︷︷ ︸
,q,`k
(
s,x,1,...,x,`
) (16)
as δ` → 0, for ` = 2, 3, . . . , n, with θ = τ ,`D ∧ T . Furthermore, in the above equation,(
x,1(t), . . . , x,`(t)
)
is a solution to Equation (10), when δ` = 0, for ` = 2, 3, . . . , n, with
an initial condition of Equation (11).
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Notice that q,`k
(
s, x,1, . . . , x,`
)
satisfies the backward operator in Equation (12), with υδ,,` =
υδ,,`k , and, in addition, it is a distribution solution to the boundary value problem in Equation (9),
i.e., ∫
Ω`
(
−φt + L,`∗φ
)
q,`k dΩ`, = lim
δj→0,∀j∈{2,...,`}
∫
Ω`
(
−φt + L,`∗φ
+
∑`
j=2
δj
2
4xδj ,,jφ
)
υδ,,`k dΩ`,
= 0,
for any test function φ ∈ C∞0 (Ω`).
Finally, notice that
q,`
(
s, x,1, . . . , x,`
)
= lim
k→∞
q,`k
(
s, x,1, . . . , x,`
)
,
almost everywhere in Ω`. From Assumption 1(b) (i.e., the hypoellipticity), q,`
(
s, x,1, . . . ,
x,`
)
is a smooth solution to Equation (9) (almost everywhere) in Ω` and continuous on the
boundary of Ω0T,`. This completes the proof of Proposition 1.
Remark 3: Here, we remark that the statements in Proposition 1 will make sense only if we
require the following
τ ,1D ≥ τ ,2D ≥ · · · ≥ τ ,`D ,
where τ ,1D = inf
{
t > s
∣∣x,1(t) ∈ ∂D}. It should be noted that such a condition, in gen-
eral, depends on the constituting subsystems in Equation (1), the admissible controls from the
measurable sets
∏`
j=1 Uj and the given bounded open domain D.
B. Connection with control problems
1) Deterministic minimum control problems: Note that, from Proposition 1, the exit probability
q,`
(
s, x,1, . . . , x,`
)
is a smooth solution to the boundary value problem in Equation (9). Further,
if we introduce the following logarithmic transformation (e.g., see [7] or [5])
I,`
(
s, x,1, . . . , x,`
)
= − log q,`(s, x,1, . . . , x,`). (17)
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Then, the function I,`
(
s, x,1, . . . , x,`
)
satisfies the following boundary value problem
I,`s + L,`I,` − 12
(
I,`x,1
)T
a(s, x,1)I,`x,1 = 0 in Ω` = (0, T )× R(`−1)×d ×D
I,`
(
s, x,1, . . . , x,`
)
= 0 on Γ+T,`
I,`
(
s, x,1, . . . , x,`
)
=∞ on {T} × R(`−1)×d ×D
 (18)
where L,` is backward operator in Equation (5). Observe that I,`(s, x,1, . . . , x,`) further
satisfies the following dynamic programming equation
0 = I,`s +

2
tr
{
a I,`x,1x,1
}
+
∑`
j=1
fˆTj
(
s, x,1, . . . , x,j
)
I,`
x,j
+H,`
(
s, x,1, I,`x,1
)
in Ω`, (19)
for ` = 2, 3, . . . , n, where
H,`
(
s, x,1, p
)
= fˆT1 (s, x
,1)p− 1
2
pT
[
a(s, x,1)
]−1
p. (20)
Next, we define L,`
(
s, x,1, uˆ
)
as
L,`
(
s, x,1, uˆ
)
=
1
2
(
fˆ1(s, x
,1)− uˆ
)T[
a(s, x,1)
]−1(
fˆ1(s, x
,1)− uˆ
)
. (21)
Then, we observe that there is a duality between H,`
(
s, x,1, p
)
and L,`
(
s, x,1, uˆ
)
such that
L,`
(
s, x,1, uˆ
)
= sup
p
{
H,`
(
s, x,1, p
)− pT uˆ} (22)
and
H,`
(
s, x,1, p
)
= inf
uˆ
{
L
(
s, x,1, uˆ
)
+ pT uˆ
}
. (23)
Furthermore, if we set  = 0 in Equation (19), then we have the following dynamic programming
equation (e.g., see [6, Chapter 4])
I0,`s +
∑`
j=1
fˆTj
(
s, x,1, . . . , x,j
)
I0,`
x,j
+ inf
uˆ
{
L,`
(
s, x,1, uˆ
)
+
(
I0,`x,1
)T
uˆ
}
= 0, (24)
for a family of deterministic minimum control problems corresponding to the following system
of equations
dx0,1(t) = uˆ(t)dt
dx0,`(t) = fˆ`
(
t, x0,1(t), . . . , x0,`(t)
)
dt, s ≤ t ≤ T
 (25)
for ` = 2, 3, . . . , n, with an initial condition(
x0,1(s), . . . , x0,`(s)
)
=
(
x,1s , . . . , x
,`
s
)
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and the associated value functions
I0,`
(
s, x,1, . . . , x,`
)
= inf
uˆ∈Uˆ
(
s,x,1s ,...,x
,`
s
) ∫ θ
s
L,`
(
t, x0,1(t), uˆ(t)
)
dt, (26)
where θ is the exit-time for x0,`(t) from the domain D, Uˆ
(
s, x,1, . . . , x,`
)
is a class of continuous
functions for which θ ≤ T , and (θ, x0,1(θ), . . . , x0,`(θ)) ∈ Γ+T,`.
In the following subsection, using ideas from stochastic control theory (see [7] for similar ideas),
we present results useful for proving the following asymptotic property
I,`
(
s, x,1, . . . , x,`
)→ I0,`(s, x,1, . . . , x,`) as → 0, (27)
for each ` = 2, 3, . . . , n. The starting point for such an analysis is to introduce a family of
related stochastic control problems whose dynamic programming equation, for  > 0, is given
by Equation (19). Then, this further allows us to reinterpret the exit probability function as a
value function for a family of stochastic control problems that are associated with the underlying
chain of distributed control systems.
2) Stochastic control problems: Consider the following boundary value problem
g,`s +

2
tr
{
a g,`x,1x,1
}
+
∑`
j=1 fˆ
T
j g
,`
x,j
= 0 in Ω`
g,`
(
s, x,1, . . . , x,`
)
= Es,x
1̂,`
{
exp
(
−1

Φ,`
(
s, x,2, . . . , x,`
))}
on ∂∗Ω`
 (28)
where the function Φ,`
(
s, x,2, . . . , x,`
)
is a bounded, nonnegative Lipschitz function such
that
Φ,`
(
s, x,2, . . . , x,`
)
= 0, ∀(s, x,1, x,2, . . . , x,`) ∈ Γ+T,`. (29)
Observe that the function g,`s
(
s, x,1, . . . , x,`
)
is a smooth solution in Ω` to the backward operator
in Equation (5); and it is continuous on ∂∗Ω`. Moreover, if we introduce the following logarithm
transformation (cf. Equation (17))
J ,`
(
s, x,1, . . . , x,`
)
= − log g,`s
(
s, x,1, . . . , x,`
)
. (30)
Then, J ,`
(
s, x,1, . . . , x,`
)
satisfies the following
0 = J ,`s +

2
tr
{
a J ,`x,1x,1
}
+
∑`
j=1
fˆTj J
,`
x,j
+H,`
(
s, x,1, J ,`x,1
)
in Ω`, (31)
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for ` = 2, 3, . . . , n, where
H,`
(
s, x,1, J ,`x,1
)
= fˆT1 (s, x
,1)J ,`x,1 −
1
2
(
J ,`x,1
)T[
a(s, x,1)
]−1
J ,`x,1 . (32)
Note that the duality relation between H,`
(
s, x,1, ·) and L,`(s, x,1, ·), i.e.,
H,`
(
s, x,1, J ,`x,1
)
= inf
uˆ
{
L,`
(
s, x,1, uˆ
)
+
(
J ,`x,1
)T
uˆ
}
, (33)
where
L,`
(
s, x,1, uˆ
)
=
1
2
(
fˆ1(s, x
,1)− uˆ
)T[
a(s, x,1)
]−1(
fˆ1(s, x
,1)− uˆ
)
.
Then, it is easy to see that J ,`
(
s, x,1, . . . , x,`
)
is a solution in Ω`, with J ,` = Φ,` on ∂∗Ω`,
to the dynamic programming in Equation (31), where the latter is associated with the following
stochastic control problem
J ,`
(
s, x,1, . . . , x,`
)
= inf
uˆ∈Uˆ
(
s,x,1s ,...,x
,`
s
)Es,x
1̂,`
{∫ θ
s
L,`
(
s, x,1, uˆ
)
dt
+Φ,`
(
θ, x,2, . . . , x,`
)}
, (34)
that corresponds to system of stochastic differential equations
dx,1(t) = uˆ(t)dt+
√
 σ
(
t, x,1(t)
)
dW (t)
dx,`(t) = fˆ`
(
t, x,1(t), . . . , x,`(t)
)
dt, s ≤ t ≤ T
 (35)
for ` = 2, 3, . . . , n, with an initial condition(
x,1(s), . . . , x,`(s)
)
=
(
x,1s , . . . , x
,`
s
)
,
and where Uˆ
(
s, x,1, . . . , x,`
)
is a class of continuous functions for which θ ≤ T and(
θ, x,1(θ), . . . , x,`(θ)
) ∈ Γ+T,`.
In what follows, we provide bounds (i.e., the asymptotic lower/upper bounds) on the exit
probability q,`
(
s, x,1, . . . , x,`
)
for each ` = 2, 3, . . . , n.
Define
I,`D
((
s, x,1, . . . , x,`
)
; ∂D
)
= − lim
→0
 logPs,x
1̂,`
{
x,`(θ) ∈ ∂D
}
,
, − lim
→0
 log q,`
(
s, x,1, . . . , x,`
)
, (36)
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where θ (or θ = τ ,`D ∧ T ) is the first exit-time of x,`(t) from the domain D. Further, let us
introduce the following supplementary minimization problem
I˜,`D
(
s, ϕ, θ
)
= inf
ϕ∈CsT
(
[s,T ],Rd
)
,θ≥s
∫ θ
s
L,`
(
t, ϕ(t), ϕ˙(t)
)
dt, (37)
where the infimum is taken among all ϕ(·) ∈ CsT
(
[s, T ],Rd
)
(i.e., from the space of Rd-
valued (locally) absolutely continuous functions, with
∫ T
s
∣∣ϕ˙(t)∣∣2dt < ∞ for each T > s) and
θ ≥ s > 0 such that ϕ(s) = x,1s ,
(
t, ϕ(t), x,2(t), . . . , x,`(t)
) ∈ Ω`, for all t ∈ [s, θ), and(
θ, ϕ(θ), x,2(θ), . . . , x,`(θ)
) ∈ Γ+T,`. Then, it is easy to see that
I˜,`D
(
s, ϕ, θ
)
= I,`D
((
s, x,1, . . . , x,`
)
; ∂D
)
. (38)
Next, we state the following lemma that will be useful for proving Proposition 2 (cf. [7,
Lemma 3.1]).
Lemma 2: If ϕ(·) ∈ CsT
(
[s, T ],Rd
)
, for s > 0, and ϕ(s) = x,1s ,
(
t, ϕ(t), x,2(t), . . . ,
x,`(t)
) ∈ Ω`, for all t ∈ [s, T ), then limT→∞ ∫ Ts L,`(t, ϕ(t), ϕ˙(t))dt = +∞.
Consider again the stochastic control problem in Equation (34) (together with Equation (35)).
Suppose that Φ,`M (with Φ
,`
M ≥ 0) is class C2 such that Φ,`M → +∞ as M → ∞ uniformly on
any compact subset of Ω`\ Γ¯+T,` and Φ,`M on Γ+T,`. Further, if we let J ,` = J ,`ΦM , when Φ,` = Φ,`M ,
then we have the following lemma.
Lemma 3: Suppose that Lemma 2 holds, then we have
lim inf
M→∞(
t,x,1(t),...,x,`(t)
)
→
(
s,x,1(s),...,x,`(s)
) J ,`ΦM ((s, x,1, . . . , x,`)) ≥ I,`(s, x,1, . . . , x,`). (39)
Then, we have the following result.
Proposition 2: Suppose that Lemma 2 holds, then we have
I,`
(
s, x,1, . . . , x,`
)→ I0,`(s, x,1, . . . , x,`) as → 0, (40)
uniformly for all
(
s, x,1(s), . . . , x,`(s)
)
in any compact subset Ω¯`.
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Proof: It is suffices to show the following conditions
lim sup
→0
 logPs,x
1̂,`
{
x,`(θ) ∈ ∂D
}
≤ −I,`D
((
s, x,1, . . . , x,`
)
; ∂D
)
(41)
and
lim inf
→0
 logPs,x
1̂,`
{
x,`(θ) ∈ ∂D
}
≥ −I,`D
((
s, x,1, . . . , x,`
)
; ∂D
)
, (42)
uniformly for all
(
s, x,1(s), . . . , x,`(s)
)
in any compact subset Ω¯`.
Note that I,`D
((
s, x,1, . . . , x,`
)
; ∂D
)
= I,`
(
s, x,1, . . . , x,`
)
(cf. Equation (38)), then the upper
bound in Equation (41) can be verified using the Ventcel-Freidlin asymptotic estimates (see [9,
pp. 332–334], [15] or [16]).
On the other hand, to prove the lower bound in Equation (42), we introduce a penalty function
Φ,`M
(·) (with Φ,`M(t, y1, . . . , y`) = 0 for (t, y1, . . . , y`) ∈ Γ+T,`); and write g,`s (·) = g,`s,M(·)(≡
Es,x
1̂,`
{
exp
(
−1

Φ,`M
(·))}) and J ,` = J ,`ΦM (·), with Φ,`(·) = Φ,`M(·). From the boundary
condition in Equation (28), then, for each M , we have
g,`
(
s, x,1, . . . , x,`
) ≤ g,`s,M(s, x,1, . . . , x,`). (43)
Using Lemma 3 and noting further the following
J ,`ΦM
(
s, x,1, . . . , x,`
) ≥ I,`D ((s, x,1, . . . , x,`); ∂D). (44)
Then, the lower bound in Equation (42) holds uniformly for all
(
s, x,1(s), . . . , x,`(s)
)
in any
compact subset Ω¯`. This completes the proof of Proposition 2.
Remark 4: Here, it is worth remarking that Proposition 2 is useful for obtaining an asymptotic
information on the behavior of the distributed control systems. For example, an asymptotic
information on the time-duration for which the diffusion process x,i(t) is confined to the given
or prescribed domain D (with respect to the admissible controls ui = κi(x,i) ∈ Ui, for i =
1, 2 . . . , n).
III. CONCLUDING REMARKS
In this paper, we have provided an asymptotic estimate on the exit probability with which the
diffusion process (corresponding to a chain of distributed control systems with small random
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perturbation) exits from the given bounded open domain during a certain time interval. In
particular, we have argued that such an asymptotic estimate can be obtained based on a precise
interpretation of the exit probability function as a value function for a family of stochastic control
problems that are associated with the underlying chain of distributed control systems. Finally, it
is worth mentioning that it would be interesting to characterize, in line with [3], how the random
perturbation propagates through the chain of distributed control systems for a fixed perturbation
parameter  > 0.
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