Lecture Notes: Selected topics on robust statistical learning theory by Lerasle, Matthieu
ar
X
iv
:1
90
8.
10
76
1v
1 
 [s
tat
.M
L]
  2
8 A
ug
 20
19
Selected topics on robust
statistical learning theory
Lecture Notes
Matthieu Lerasle
Paris-Saclay university
2
Contents
1 Introduction 5
1.1 Statistical learning . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2 Robustness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.3 What are these notes about . . . . . . . . . . . . . . . . . . . . . 9
2 Estimation of univariate means 11
2.1 Empirical mean . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1.1 Lower bounds . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1.2 Upper bounds in the sub-Gaussian case . . . . . . . . . . 12
2.1.3 Sub-Gaussian estimators . . . . . . . . . . . . . . . . . . . 14
2.2 Level-dependent sub-Gaussian estimators . . . . . . . . . . . . . 15
2.3 Median-Of-Means estimators . . . . . . . . . . . . . . . . . . . . 17
2.4 M -estimators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.5 Level free sub-Gaussian estimators . . . . . . . . . . . . . . . . . 23
3 Concentration/deviation inequalities 25
3.1 The entropy method . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.1.1 Sub-additivity of the entropy . . . . . . . . . . . . . . . . 27
3.1.2 Bounded difference inequality . . . . . . . . . . . . . . . . 29
3.1.3 Gaussian concentration inequality . . . . . . . . . . . . . 31
3.2 Talagrand’s concentration inequality . . . . . . . . . . . . . . . . 34
3.2.1 Modified logarithmic Sobolev inequality . . . . . . . . . . 35
3.2.2 Bousquet’s version of Talagrand’s inequality . . . . . . . . 36
3.3 PAC-Bayesian inequalities . . . . . . . . . . . . . . . . . . . . . . 38
3.4 Deviation of suprema of median-of-means processes . . . . . . . . 39
4 Multivariate mean estimation 47
4.1 Deviations of the empirical mean in the Gaussian case . . . . . . 48
4.2 A first glimpse at minmax strategies . . . . . . . . . . . . . . . . 49
4.3 Working with other norms . . . . . . . . . . . . . . . . . . . . . . 51
4.4 PAC-Bayesian analysis . . . . . . . . . . . . . . . . . . . . . . . . 54
4.5 Toward a generic minmax strategy . . . . . . . . . . . . . . . . . 58
4.6 Resistance to outliers . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.6.1 Resistance of MOM estimators . . . . . . . . . . . . . . . 60
4.6.2 Depth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3
4 CONTENTS
5 The homogeneity lemma 65
5.1 Learning, ERM, minmax aggregation of tests . . . . . . . . . . . 65
5.2 General results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.2.1 Link with multiple testing theory . . . . . . . . . . . . . . 67
5.2.2 The homogeneity lemma . . . . . . . . . . . . . . . . . . . 69
5.2.3 Convex losses . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.2.4 The tests of ρ-estimation. . . . . . . . . . . . . . . . . . . 71
5.3 Back to multivariate mean estimation. . . . . . . . . . . . . . . . 73
5.3.1 ERM in the Gaussian case . . . . . . . . . . . . . . . . . . 74
5.3.2 Minmax MOM estimators . . . . . . . . . . . . . . . . . . 74
6 Learning from Lipschitz-convex losses 77
6.1 General setting . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
6.2 Examples of loss functions . . . . . . . . . . . . . . . . . . . . . . 77
6.3 Examples of classes of functions . . . . . . . . . . . . . . . . . . . 79
6.3.1 SVM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
6.3.2 Boosting . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.4 Non-localized bounds . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.5 Localized bounds: preliminary results . . . . . . . . . . . . . . . 85
6.6 Bernstein’s condition . . . . . . . . . . . . . . . . . . . . . . . . . 86
6.7 ERM in the Gaussian case . . . . . . . . . . . . . . . . . . . . . . 91
6.8 Minmax MOM estimators . . . . . . . . . . . . . . . . . . . . . . 94
7 Least-squares regression 95
7.1 Setting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
7.2 ERM in the Gaussian case . . . . . . . . . . . . . . . . . . . . . . 97
7.3 Minmax MOM estimators . . . . . . . . . . . . . . . . . . . . . . 101
7.3.1 The small ball hypothesis . . . . . . . . . . . . . . . . . . 102
7.3.2 Main results . . . . . . . . . . . . . . . . . . . . . . . . . . 103
7.4 Saumard’s problem . . . . . . . . . . . . . . . . . . . . . . . . . . 106
7.4.1 First least-squares analysis of histograms. . . . . . . . . . 107
7.4.2 An alternative analysis . . . . . . . . . . . . . . . . . . . . 109
8 Density estimation with Hellinger loss 113
8.1 Setting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
8.2 Preliminary results . . . . . . . . . . . . . . . . . . . . . . . . . . 114
8.3 Main result . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
9 Estimators computable in polynomial time 121
9.1 Initialization of the algorithm . . . . . . . . . . . . . . . . . . . . 123
9.2 Technical tools . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
9.3 Toward a convex relaxation . . . . . . . . . . . . . . . . . . . . . 126
9.4 The iteration step . . . . . . . . . . . . . . . . . . . . . . . . . . 128
9.5 Computation of M̂x. . . . . . . . . . . . . . . . . . . . . . . . . . 129
9.5.1 An equivalent problem . . . . . . . . . . . . . . . . . . . . 130
9.5.2 An approximating problem. . . . . . . . . . . . . . . . . . 131
9.5.3 Solving the approximating problem in nearly linear time . 132
9.5.4 The optimal solution of the approximating problem . . . 133
9.5.5 Calibration of the approximating algorithm . . . . . . . . 134
9.5.6 Final algorithm . . . . . . . . . . . . . . . . . . . . . . . . 137
Chapter 1
Introduction
1.1 Statistical learning
These notes gather some results dealing with robustness issues in statistical
learning. Most of the results lie within the framework introduced by Vapnik
[58], see also [44]. Given a dataset DN = (Z1, . . . , ZN), where each Zi belongs
to a measurable space Z, the goal is to infer from DN relevant informations
regarding the stochastic mechanism that generated DN . To proceed, assume
first that all data have the same (unknown) distribution P and let Z denote
a random variable with distribution P independent of DN . Choose a set of
parameters F and a real valued function ℓ : F × Z → R, (f, z) 7→ ℓf(z), ℓ is
called the loss. Based on this loss, the risk of any parameter f ∈ F is defined
as the integral of ℓf with respect to the distribution P :
∀f ∈ F, Pℓf := EZ∼P [ℓf(Z)] .
The goal is to infer from DN the “best” parameter f∗ in F which is the one
minimizing the risk:
f∗ ∈ argminf∈F Pℓf .
Hereafter, such a minimizer is assumed to exist to simplify notations. The inter-
ested reader can check that all results pertain if Pℓf∗ is replaced by inff∈F Pℓf
in the following. f∗ is unknown as it depends on P , it is usually called the oracle
as it is the parameter that would have chosen someone knowing the distribution
P . It cannot be used as an estimator, it is rather an ideal that any procedure
tries to mimic. Indeed, most of the material presented here aims at bounding
the excess risk of any estimator f̂ ∈ F defined by
E(f̂) = P [ℓf̂ − ℓf∗ ] = E[ℓf̂ (Z)− ℓf∗(Z)|DN ] .
For any f ∈ F , E(f) = P [ℓf − ℓf∗ ] measures by how much f fails to minimize
Pℓf . It is worth noticing that E(f̂) is a random variable, the integral defining
the risk being with respect to the random variable Z ∼ P that is independent
of DN . Bounding E(f̂) from above means here finding ∆N,δ(F ) such that
P(E(f̂) 6 ∆N,δ(F )) > 1− δ .
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This type of result will be refered to as oracle inequality as it compares the
risk of the estimator Pℓf̂ with the one of an oracle Pℓf∗ = inff∈F Pℓf . This
problem covers many classical problems in statistics and learning, we present
here some basic examples, other will follow in the notes.
Univariate mean estimation In this example, given real valued random
variables Z1, . . . , ZN with common distribution P , the goal is to infer the ex-
pectation P [Z] = EZ∼P [Z].
Set F = R and let ℓf(z) = (z − f)2 so, if P [Z2] < ∞, then for any f ∈ R,
the expectation f∗ = P [Z] satisfies
Pℓf = E[(Z − f)2] = (f − f∗)2 + E[(Z − f∗)2] = (f − f∗)2 + Pℓf∗ .
It follows that f∗ is the unique minimizer of Pℓf over F . This example is
simultaneously the simplest one can imagine and a natural building block for
any learning procedure. Chapter 2 is therefore dedicated to this elementary
problem.
Multivariate mean estimation Assume now that data Z ∈ Rd and, setting
F = Rd, the goal is to estimate f∗ = P [Z]. Let ‖ · ‖ denote the Euclidean norm
and let ℓf (z) = ‖f − z‖2. For any f ∈ F , it holds
Pℓf = E[‖Z − f‖2]
= E[‖Z − f∗‖2] + 2E[(Z − f∗)T (f − f∗)] + ‖f − f∗‖2
= Pℓf∗ + ‖f − f∗‖2 .
Here the second equality follows by linearity of the expectation and E[Z −
f∗] = 0. It follows that f∗ is the unique minimizer of Pℓf over F . This example
allows to understand the central role of uniform concentration inequalities to
bound the excess risk of estimators. Chapter 4 is dedicated to this problem.
Regression While previous problems are typical examples of unsupervised
learning tasks where data are not labeled, regression is arguably the most clas-
sical example of supervised learning task where data are labeled: Z = (X,Y )
with X the input or feature taking values in a measurable space X and Y is the
output or label takes value in a subset Y ⊂ R. The goal is to predict Y from
X . The purpose of regression is to estimate the regression function defined as
any function f∗ such that, for any bounded measurable function ϕ : X → R,
E[Y ϕ(X)] = E[f∗(X)ϕ(X)] .
Assume that P [Y 2] < ∞, let F = L2(PX) and ℓf (x, y) = (y − f(x))2. For any
f ∈ F ,
Pℓf = E[(Y − f∗(X))2] + 2E[(Y − f∗(X))(f∗(X)− f(X))] + E[(f∗(X)− f(X))2]
= Pℓf∗ + E[(f
∗(X)− f(X))2] .
It follows that f∗ is PX -almost surely the unique minimizer of Pℓf . An impor-
tant difference with the previous examples is that the “natural” set of parame-
ters F is here infinite dimensional. To bound properly the risk of the estimators,
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it is necessary to consider strict subsets F0 ⊂ F and consider only estimators
taking values in F0. This implies that, rather than the regression function f
∗,
the estimators are more natural estimators of the “local” oracle
f∗0 ∈ argminf∈F0 Pℓf ,
provided that such function exists. Chapter 7 is dedicated to the least-squares
regression problem.
Empirical risk minimisation
One of the most classical algorithm in statistical learning is empirical risk min-
imization, see [58], which considers the estimator f̂erm of f
∗ defined by
f̂erm ∈ argminf∈F PN ℓf , where PN ℓf :=
1
N
N∑
i=1
ℓf(Zi) .
One of the reasons explaining the success of this estimator is that is minimax
optimal in many problems. Minimax optimal rates can usually be proved for
the ERM in problems where data are assumed independent, identically dis-
tributed and sub-Gaussian. In the univariate and multivariate mean estima-
tion problems, the empirical risk minimizer f̂erm is simply the empirical mean
N−1
∑N
i=1 Zi. In these examples, data are called sub-Gaussian if the Laplace
transform of P is bounded from above by the one of Gaussian random variable.
In the univariate mean estimation problem, this means that there exists σ2 > 0
such that
∀s > 0, logE[es(Z−E[Z])] 6 s
2σ2
2
. (1.1)
Under this assumption, Markov’s inequality ensures that, for any t > 0, and
s > 0,
P
(
1
N
N∑
i=1
Zi > E[Z] + t
)
= P(esN
−1∑N
i=1(Zi−E[Z]) > est)
6 e−st+log E[e
sN−1
∑N
i=1(Zi−E[Z])]
= e−st+
∑N
i=1 log E[e
sN−1(Zi−E[Z])]
= e−st+
s2σ2
2N .
Optimizing over s yields
∀t > 0, P
(
1
N
N∑
i=1
Zi > E[Z] + t
)
6 e−Nt
2/2σ2 ,
or, equivalently
∀t > 0, P
(
1
N
N∑
i=1
Zi > E[Z] + σ
√
2t
N
)
6 e−t .
Sub-Gaussian deviations of the empirical mean are central in the analysis of
ERM. The sub-Gaussian deviation inequality only involves moments of order 1
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and 2 of the Zi, and an interesting question is whether this inequality remains
valid if the Zi are only assumed to have finite moments of order 2. As explained
in Chapter 2, sub-Gaussian deviations of the empirical mean only holds under
the sub-Gaussian assumption (1.1). When Z is only assumed to have 2 mo-
ments, one cannot essentially do better than Chebishev’s inequality (see [14,
Proposition 6.2] that is recalled in Proposition 8) which states that
∀t > 0, P
(
1
N
N∑
i=1
Zi > E[Z] + σ
√
2t
N
)
6
1
t
.
Providing estimators of the mean with sub-Gaussian deviations in a relaxed set-
ting where P is only assumed to a finite second moment is one of the guidelines
in these notes. This example shows the importance of evaluating estimators
through their deviation properties rather than in expectation. Actually, in ex-
pectation
E[E(f̂erm)] = E[Pℓf̂erm − Pℓf∗ ] = E[(f̂erm − f∗)2] =
σ2
N
.
This result is true if Z has a finite moment of order 2 and does not improve
if Z is Gaussian. This is why these notes focus on Catoni’s point of view,
see [14], evaluating estimators by their deviation properties and proving oracle
inequalities.
1.2 Robustness
Robustness is a classical topic in statistics that has been around since the semi-
nal works of Hampel [22, 23, 24, 25, 26], Huber [29, 28] and Tukey [54, 55, 57, 56],
see the classical textbook [30] for an overview. Informally, an estimator is called
robust if it behaves nicely even when data are not i.i.d. and sub-Gaussian. This
holds for example, when data are i.i.d. but satisfy only weak moment assump-
tions like the existence of a second moment only. A large part of these notes
deals with this issue. An extensive literature has also been studied the case
where the dataset is “close” to the ideal setup, but may have been corrupted.
This includes the following well known examples.
Model misspecification In statistics, this means that the distribution P of
Z does not lie into the statistical model P where the estimator Pˆ of P lies. A
classical example of Birge´ [8] is the following: assume that P is the mixture
dP (x) = (1 − 1/N)1x∈[0,1] + (1/N)δx=N2 and that the statistical model is the
set of uniform distributions P = {U [0, t], t > 0}. The distribution P is “close”
to the model P since, for example, the Hellinger distance between P and the
uniform distribution U([0, 1]) is bounded from above as follows:
h2(P,U([0, 1])) 6 1
N
.
However, one of the most classical ERM in statistics, the maximum likelihood
estimator, has positive probability to be the distribution U [0, N2] which is a
very poor estimator of P .
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Huber’s contamination model. In this model, see [30], it is assumed that
data are i.i.d. with common distribution
dP = (1− ǫ)dPI + ǫdPO .
PI is the distribution of inliers, most of the sample is drawn from this distribu-
tion. PI is the distribution on which one wants to make assumptions. PO is the
distribution of outliers. These are data corrupting the dataset that may have
nothing to do with the learning task. Birge´’s example is a particular instance
of the Huber contamination problem where most of the data is drawn from
the uniform distribution on [0, 1] but some data may be equal to N2. Usually,
very few assumptions are granted on the outliers distribution. However, in this
model, these data are always independent and independent from the inliers.
The O ∪ I frameworks In this setting introduced in [33], there exists a
partition (unknown to the statistician) of {1, . . . , N} in two blocks O and I.
Data (Zi)i∈O are the outliers, nothing is assumed on these data. Data (Zi)i∈I
are the inliers on which one may grant some assumptions. This model is closely
related to the ǫ-contamination model while being slightly different:
• Outliers may not be independent, nor independent from the other data
(Zi)i∈I . This allows “aggressive” outliers which can look at the dataset
to corrupt it.
• The proportion of outliers is fixed in the O∪I, equal to |O|/N , it is random
in the Huber contamination model (although concentrated around ǫ).
The main challenges in robust statistics are to resist and detect outliers.
Resist means looking for procedures that behave in the ǫ-contamination model
as well as “good” estimators such that MLE do when P = PI . Detect means
identifying outliers (think about fraud detection for example).
Of course, in both Huber’s contamination model and O∪ I frameworks, it is
possible to consider situations where, besides being contaminated, the “inliers”
(those distributed as PI in Huber’s contamination’s model and data (Zi)i∈I in
the O ∪ I frameworks) only satisfy moment assumptions. In these notes, I will
mostly consider the situation where data are i.i.d. hence, not contaminated (see
however Section 4.6). It is an interesting exercise to check if the different results
extend to contaminated settings and which proportion of outliers is tolerated
by different methods.
1.3 What are these notes about
The notes are an attempt to extract important principles underlying the con-
struction and theoretical analysis of estimators that are referred to as “robust”.
The main task is to build estimators that satisfy the same oracle inequalities as
the ERM does when data have sub-Gaussian behavior in a relaxed setting where
the Gaussian assumption is replaced by moment hypotheses. These principles
are divided in four main categories.
• The median-of-means principle allows to build estimators of univariate
mean estimation achieving sub-Gaussian deviations, see Chapter 2. This
is arguably the simplest construction allowing to achieve such results.
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• The minmax principle allows to build from estimators of increments P [ℓf−
ℓg] (which are univariate means), estimators of “oracles”, see Chapters 4
and 5. The idea of using pairwise comparisons or tests to build estimators
goes back to the works of Le Cam and Birge´, the minmax principle is
an elegant formulation of this construction which makes a bridge between
Birge´/Le Cam’s construction and the ERM of Vapnik.
• The homogeneity lemma reduces the analysis of minmax estimators to
deviation bounds of MOM processes on localized classes, see Chapter 5.
The homogeneity lemma is an alternative to peeling arguments that can
be used when deviation properties cannot be obtained at any confidence
level.
• The small ball method allows to prove (uniform and sub-Gaussian) devi-
ation inequalities of the median-of-mean processes, under weak assump-
tions but only up to a confidence level that decreases geometrically with
the sample size N , see Chapter 3.
The combination of these principles allows to prove oracle inequalities simul-
taneously for the ERM in the sub-Gaussian framework (hence, providing the
relevant benchmarks) and for robust alternatives such as minmax MOM esti-
mators. These procedures, thanks to the median step, naturally resist to a
small proportion of outliers in the dataset. Chapter 8 presents ρ-estimators of
[3, 4, 6]. This presentation is not exhaustive, it stresses some links between this
construction and both the minmax principle and the homogeneity lemma. It
should be seen as an invitation to learn this powerful theory
These notes do not cover many important development, they focus on very
particular learning tasks and very particular robustness issues, which correspond
to problems I have been mostly interested in regarding this subject. I hope that
they will convince some readers to contribute to this rapidly growing literature.
In particular, Chapter 9 presents (way too) briefly the literature on robust
procedures that are computable in polynomial time. In particular, numerically
efficient methods are not discussed here. In this direction, important results
appeared recently. In particular, [37] presents a first algorithm which produces
an estimator of multivariate mean with optimal sub-Gaussian deviation rates
using a spectral algorithm rather than SDP relaxations as the one presented in
Chapter 9. This new algorithm should behave much better numerically than
its concurrent. Moreover, only the problem of multivariate mean expectation
is considered in the note from this computational perspective. Going from this
problem to more generic learning problems is well understood, see in particular
[50]. This material should also be added in future version of these notes.
Chapter 2
Estimation of univariate
means
This chapter focuses on one of the most simple problem in statistics where we
want to estimate the expectation µP = P [X ] of a distribution P from the obser-
vation of an i.i.d. sample DN = (X1, . . . , XN ) of real valued random variables
with common distribution P . These estimators are natural building blocks for
more general learning tasks in the following chapters. We first establish the
behaviour of the empirical mean from a deviation point of view. We prove that
it achieves good subexponential deviation bounds when X is Gaussian and that
Chebyshev’s inequality is essentially sharp when X is only assumed to have a
bounded second moment. Then, we study alternative estimators that achieve
sub-Gaussian deviation inequalities when X has only 2 finite moments.
Notation All along the chapter, P2 denotes the class of all probability dis-
tributions on R with finite second moment and P ⊂ P2. For any P ∈ P2, µP
denotes the expectation of P and σ2P its variance. X1, . . . , XN denotes an i.i.d.
sample and for any P ∈ P2, P = P⊗N . An estimator µ̂ of µP is a real valued
random variable µ̂ = F (DN ), where F : RN → R is a measurable function.
2.1 Empirical mean
The arguably most simple estimator of µP is the empirical mean
PNX = XN =
1
N
N∑
i=1
Xi .
2.1.1 Lower bounds
The empirical mean plays an important role in these notes in the case where
the random variables are Gaussian. The reason is that the deviation of the
empirical mean in this example are somehow extremal as can be seen from the
following result.
11
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Proposition 1. [14, Proposition 6.1] Assume that P contains all Gaussian
distributions N(µ, σ2). For any estimator µ̂ of µP ∈ R, any t > 0, there exists
P ∈ P such that the empirical mean XN = N−1
∑N
i=1Xi satisfies either
P (µ̂− µP > t) > P
(
XN > µP + t
)
or P (µ̂− µP < −t) > P
(
XN < µP − t
)
.
Proof. For any i ∈ {−t, t}, let Pi denote the Gaussian distribution with variance
1 and respective mean µPi = i. By construction
Pt (µ̂ 6 µPt − t) + P−t
(
µ̂ > µP−t + t
)
= Pt (µ̂ 6 0) + P−t (µ̂ > 0)
> (P−t ∧ Pt) (µ̂ 6 0) + (P−t ∧ Pt) (µ̂ > 0) > |P−t ∧ Pt| .
Here P−t∧Pt denotes the measure whose density is the minimum between those
of P−t and Pt and |P−t ∧ Pt| is its total variation. Now, Pi has density
1
(2π)n/2
e−
1
2‖x−µPi1‖2 ,
therefore, P−t ∧ Pt has density Pt for any x ∈ RN such that
‖x− µPt1‖2 > ‖x− µP−t1‖2 that is, such that xN = N−1
N∑
i=1
xi 6 0 .
Therefore,
|P−t ∧ Pt| = Pt
(
XN 6 0
)
+ P−t
(
XN > 0
)
= Pt
(
XN 6 µPt − t
)
+ P−t
(
XN > µP−t + t
)
.
Overall,
Pt (µ̂ 6 µPt − t) + P−t
(
µ̂ > µP−t + t
)
> Pt
(
XN 6 µPt − t
)
+ P−t
(
XN > µP−t + t
)
.
This implies the result.
2.1.2 Upper bounds in the sub-Gaussian case
In order to establish the benchmark for future estimators, recall the following
upper bound on the deviations of the empirical mean in the Gaussian case.
Proposition 2. If X ∼ N(µ, σ2), then the empirical mean PNX satisfies
∀t > 0, P
(
|PNX − µ| > σ
√
2t
N
)
6 e−t .
Proof. Since X ∼ N(µ, σ2), PNX ∼ N(µ, σ2/N) and
√
N(PNX − µ)/σ ∼
N(0, 1). The Gaussian distribution satisfies
1− Φ(x) =
∫ +∞
x
e−u
2/2 du√
2π
=
∫ +∞
0
e−(u+x)
2/2 du√
2π
6 e−x
2
∫ +∞
0
e−u
2/2 du√
2π
=
e−x
2/2
2
.
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Therefore,
∀x > 0, P
(√
N(PNX − µ)
σ
> x
)
6
e−x
2/2
2
.
This is equivalent to
∀t > 0, P
(
PNX − µ > σ
√
2t
N
)
6
e−t
2
.
Applying this inequality to −Xi yields
∀t > 0, P
(
PNX − µ < −σ
√
2t
N
)
6
e−t
2
.
The result follows therefore from a union bound.
The result on Gaussian distributions naturally extends to any sub-Gaussian
distribution, thanks to Hoeffding’s inequality. Let σ > 0. Recall that a random
variable X is called σ-sub-Gaussian if, for any s > 0,
E[es(X−E[X])] 6 eσ
2s2/2 .
A Gaussian random variable with variance σ2 is σ-sub-Gaussian. Another im-
portant are bounded variables as shown by the following result.
Lemma 3 (Hoeffding’s Lemma). If X ∈ [a, b], then X is (b−a)/2-sub-Gaussian.
Hoeffding’s Lemma is proved in Lemma 24 in the following Chapter.
Deviation properties of Sub-Gaussian random variables are easy to get from
the Chernoff bound. Let X denote a random variable and, for any s for which
it make sense, let ψ(s) = logE[es(X−E[X])]. Chernoff bound is an upper bound
on the deviation of the variable X . Let t > 0, then, by Markov’s inequality, for
any s > 0 such that ψ(s) is well defined,
P(X − E[X ] > t) = P(es(X−E[X]) > est) 6 e−st+ψ(s) . (2.1)
When X is σ-sub-Gaussian, ψ(s) 6 s2σ2/2, for all s > 0, hence,
P(X − E[X ] > t) 6 e−st+s2σ2/2 .
As this holds for any s > 0, one can apply it to s = t/σ2 and we obtain
∀t > 0, P(X − E[X ] > t) 6 e− t
2
2σ2 . (2.2)
The empirical mean of independent sub-Gaussian random variables is sub-
Gaussian, as shown by the following inequality.
Lemma 4. If X1, . . . , Xn are independent random variables and if, for any
i ∈ {1, . . . , n}, Xi is σi-sub-Gaussian, then n−1
∑n
i=1Xi is n
−1√∑n
i=1 σ
2
i -sub-
Gaussian.
Proof. Assume without loss of generality that each E[Xi] = 0. Let s > 0, then
E[e
s
n
∑n
i=1Xi ] =
n∏
i=1
E[esXi ] = e
s2
2n2
∑n
i=1 σ
2
i .
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Together with (2.2), we obtain the following corollary.
Corollary 5. If X1, . . . , Xn are independent random variables and if, for any
i ∈ {1, . . . , n}, Xi is σi-sub-Gaussian, then
∀t > 0, P
(
1
n
n∑
i=1
(Xi − E[Xi]) > t
)
6 e
− n2t2
2
∑n
i=1
σ2
i .
In the particular case of finite valued random variables discussed in Hoeffd-
ing’s lemma, this corollary yields the standard version of Hoeffding’s inequality.
Corollary 6 (Hoeffding’s inequality). If X1, . . . , Xn are independent random
variables and if, for any i ∈ {1, . . . , n}, Xi takes values in [ai, bi], then
∀t > 0, P
(
1
n
n∑
i=1
(Xi − E[Xi]) > t
)
6 e
− 2n2t2∑n
i=1
(bi−ai)
2
.
2.1.3 Sub-Gaussian estimators
All along these notes, we build estimators achieving the same deviation rates as
the empirical mean in the (sub-)Gaussian case, since these rates are somehow
extremal from Proposition 1. Proposition 2 suggests a first definition of “good”
estimators of µP .
Definition 7 (sub-Gaussian estimator [20]). Let A ∈ [0,+∞], B,C > 0. An
estimator µ̂ of µP is called (A,B,C)-sub-Gaussian over P if, for any P ∈ P,
∀t ∈ (0, A), P
(
|µ̂− µP | > BσP
√
1 + t
N
)
6 Ce−t .
Of course, (A,B,C)-sub-Gaussian estimators with A = +∞ are the most
desirable. Proposition 2 shows that the empirical mean is (+∞,√2, 1)-sub-
Gaussian over the class Pgauss = {N(µ, σ2), µ ∈ R, σ2 > 0} and Corollary 5
shows that this result extends to the class of sub-Gaussian distributions. As
the empirical mean is satisfying on Pgauss, we may wonder if it is also the case
on P2. The following proposition proves that this is unfortunately not true and
that Chebyshev’s inequality is sharp in general.
Proposition 8. [14, Proposition 6.2] For any σ2 and t > 0, there exists a
distribution P ∈ P2 with variance σ2P = σ2 (and mean µP = 0) such that the
empirical mean XN = N
−1∑N
i=1Xi satisfies
P
(
XN > t
)
= P
(
XN 6 −t
)
>
σ2
2t2N
(
1− σ
2
t2N2
)N−1
.
Remark 9. Proposition 8 implies in particular that, for any value of N and
t > 1/4, there exists a distribution P = PN,t such that
P
(
XN − µP > σ
√
2t
N
)
>
e−1/(2t)
4t
>
1
4e2t
.
In words, this means that, for any constants B and C, there exists A = f(B,C)
such that the empirical mean is not an (A,B,C) sub-Gaussian estimator.
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Proof. Consider the distribution taking values in {−Nt, 0, Nt} such that
P(Nt) = P(−Nt) = 1− P(0)
2
=
σ2
2N2t2
.
This distribution is centered with variance σ2. As this distribution is symmetric,
P
(
XN > t
)
= P
(
XN 6 −t
)
.
Moreover,
P
(
XN > t
)
> P
(
XN = t
)
> P (∃!i ∈ {1, . . . , N} : Xi = Nt, ∀j 6= i, Xj = 0) .
It is clear that this last event has probability σ
2
2t2N
(
1− σ2t2N2
)N−1
as desired.
2.2 Level-dependent sub-Gaussian estimators
Proposition 8 implies that, for any choice of B and C, there exists a constant
f(B,C) such that, for any N > 1 and any A > f(B,C), the empirical mean
is not an (A,B,C)-sub-Gaussian estimator over P2. The question is therefore
if there exist estimators µ̂, constants B and C and a sequence AN → ∞ such
that, for any N > 1, µ̂ is a (AN , B, C) sub-Gaussian estimator over P2. The
following result shows that, actually, this problem cannot be solved over P2.
Let θ > 0 and let Poθ denote the Poisson distribution such that
Poθ(k) =
θk
k!
e−θ, ∀k ∈ Z+ .
For any θ > 0, the expectation and the variance of Poθ are equal to θ.
Theorem 10. Assume that P contains all Poisson’s distributions. Then, for
any (B,C), there exists A = f(B,C) such that for any N > 1, there does not
exist (A,B,C)-sub-Gaussian estimators over P.
Proof. Let µ̂, A,B,C such that µ̂ is (A,B,C)-sub-Gaussian over P . Let θ1 =√
1/N and θ2 =
√
R/N . Let Pi = Poθ2i , Pi = P
⊗N
i for any i ∈ {1, 2}. The
sub-Gaussian hypothesis on µ̂ implies that
P1
(
|µ̂− θ21| > Bθ1
√
1 + t
N
)
6 Ce−t, ∀t 6 A ,
P2
(
|µ̂− θ22| > Bθ2
√
1 + t
N
)
6 Ce−t, ∀t 6 A .
Denote by Ω = {∑Ni=1Xi = R}. Define h(x) = (x/2) log(x/2). Applying
Stirling’s formula as R → ∞ shows that there exists R0 such that, for any
R > R0,
P1(Ω) = e
−1 1
R!
∼ e
−R logR−2R
√
2πR
> e−h(R) ,
P2(Ω) = e
−RR
R
R!
∼ 1√
2πR
>
1
4
√
R
.
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We deduce from these estimates that
P2
(
µ̂ <
R−B√R(1 + t)
N
|Ω
)
6 4C
√
Re−t .
If A > log(8C
√
R), one can apply this inequality with t = log(8C
√
R) to get
P2
µ̂ < R −B
√
R(1 + log(8C
√
R))
N
|Ω
 6 1
2
.
This is equivalent to
P2
µ̂ > R −B
√
R(1 + log(8C
√
R))
N
|Ω
 > 1
2
.
Now, we apply the following Poisson’s trick
D1
(
X1, . . . , XN
∣∣∣∣ N∑
i=1
Xi = R
)
= D2
(
X1, . . . , XN
∣∣∣∣ N∑
i=1
Xi = R
)
.
In particular,
P1
µ̂ > R −B
√
R(1 + log(8C
√
R))
N
|Ω
 > 1
2
.
Therefore, by the estimate on P2(Ω),
P1
µ̂ > R−B
√
R(1 + log(8C
√
R))
N
 > e−h(R)
2
.
Now, for any R larger than a fixed R0(B,C),
R−B
√
R(1 + log(8C
√
R)) > 1 +B
√
1 +R2/(2B2) .
Pick R > R0(B,C) and A > R
2/(2B2), the sub-Gaussian property of µ̂ applied
with t = R2/(2B2) yields
P1
µ̂ > R−B
√
R(1 + log(8C
√
R))
N
 6 Ce−R2/(2B2) .
In other words, Ce−R
2/(2B2) > e−h(R)/2 which is possible only if R 6 R1(B,C).
In conclusion, the result is possible only ifR 6 R0(B,C)∨R1(B,C) which means
that an (A,B,C) sub-Gaussian µ̂ exists only if A 6 R2/(2B2)∨ log(8C√R), for
some R 6 R0(B,C) ∨R1(B,C).
Theorem 10 shows that the notion of sub-Gaussian estimators is a bit too
constraining to work on P2. Hereafter, the following relaxation of the sub-
Gaussian property will be used extensively.
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Definition 11. Let t ∈ (0, 1). A level-dependent estimator µ̂t of µ is a function
of the data and t: µ̂t = F (DN , t), where F is a measurable map RN+1 → R.
The (level-dependent) estimator µ̂t of µP is called (B,C)-sub-Gaussian at
level t over P if, for any P ∈ P,
P
(
|µ̂t − µP | > BσP
√
1 + t
N
)
6 Ce−t .
The notion of level dependent estimator may seem surprising at first sight.
It is however a key concept in these notes. The first reason is that one can build
level-dependent estimators over the class P2 up to levels t ≍ N as we will see
in the following section.
2.3 Median-Of-Means estimators
This section introduces a basic example of level-dependent sub-Gaussian estima-
tors, called median-of-means estimators (MOM). These estimators date back at
least from the textbook [48] although they have been around before. For exam-
ple, a similar construction also appeared independently in [7]. These estimators
are used systematically in these notes to build robust extensions of ERM.
Let K and b such that N = Kb and let B1, . . . , BK denote a partition of
{1, . . . , N} into subsets of cardinality b. For any k ∈ {1, . . . ,K}, let PBkX =
b−1
∑
i∈Bk Xi. The MOM estimators of µP are defined by
MOMK [X ] ∈ median {PBkX, k ∈ {1, . . . ,K}} .
The following result shows that MOMK [X ] is a level dependent estimator over
P2 for a proper choice of t ≍ K.
Proposition 12. For any K, ǫ > 0 and P ∈ P2,
P (|MOMK [X ]− µP | > ǫ) 6 e−2K(1/2−σ2K/(Nǫ2))2 .
It follows that, for any δ > 0, choosing ǫ = σP
√
(2 + δ)K/N yields
P
(
|MOMK [X ]− µ| > σP
√
(2 + δ)
K
N
)
6 e
− δ2K
2(2+δ)2 .
Choosing δ = 2 yields
P
(
|MOMK [X ]− µ| > 2σP
√
K
N
)
6 e−K/8 .
MOMK [X ] is a (4
√
2, 1)-sub-Gaussian estimator at level K/8.
Proof. Fix ǫ > 0. The first analysis of MOM estimators is based on the remark
that, if there are more than K/2 blocks Bk such that |PBkX − µP | 6 ǫ, then
|MOMK [X ]− µP | 6 ǫ. Formally,
{|MOMK [X ]− µP | 6 ǫ} ⊃
{
|{k ∈ {1, . . . ,K} : |PBkX − µP | 6 ǫ}| >
K
2
}
=
{ ∑
k∈{1,...,K}
1{|PBkX−µP |>ǫ} <
K
2
}
.
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Denote by pǫ = P (|PBkX − µP | > ǫ), Yk = 1{|PBkX−µP |>ǫ} − pǫ. This implies
P (|MOMK [X ]− µP | 6 ǫ) > 1− P
(
K∑
i=1
Yk > K(1/2− pǫ)
)
.
As (Yk)k=1,...,K are independent random variables bounded by 1, by Hoeffding’s
inequality (recalled in (3.13)),
P (|MOMK [X ]− µP | 6 ǫ) > 1− e2(1/2−pǫ)2K .
The proof is concluded since, by Chebishev’s inequality,
pǫ 6
σ2PK
Nǫ2
.
The previous elementary result shows that median-of-means estimators are
level-dependent sub-Gaussian estimators. It is based on a very basic first ar-
gument that easily generalise to other frameworks. However, the result can be
refined using Gaussian approximation and slightly stronger hypotheses. The
following result is due to Minsker and Strawn [46]. It shows that, under slightly
stronger assumptions on P , MOM estimators are also sub-Gaussian estimators
(not level-dependent). Let
Pγ3 = {P ∈ P2 : P [|X |3] <∞ and σ−3E[|X − µ|3] 6 γ} .
Theorem 13. For any P ∈ Pγ3 and any t > 0 such that 0.5γ
√
K/N+
√
t/2K 6
1/3,
P
(
|MOMK [X ]− µP | > σP
(
1.5γ
K
N
+ 3
√
t
2N
))
6 4e−t .
Remark 14. As long as K 6
√
N , this result implies that
∀t .
√
N, P
(
|MOM√N [X ]− µP | > σP
(
(1.5γ + 3)
√
1 + t
2N
))
6 4e−t .
In other words, there exists a constant C(γ) such that the estimator MOM√N [X ]
is (O(
√
N), C(γ), 4)-sub-Gaussian over Pγ3 . Theorem 13 is not in contradiction
with Theorem 10 since Pγ3 does not contain all Poisson’s distributions.
Proof. Denote by
Q
(b)
K (t) =
1
K
K∑
k=1
1{√
b
PBk
X−µ
σP
>t
} .
The goal is to find deterministic quantities t− and t+ such that, the event Ωt−,t+
has large probability, where
Ωt−,t+ =
{
1−Q(b)K (t+) >
1
2
, Q
(b)
K (t−) >
1
2
}
.
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Indeed, on Ωt−,t+ , it holds
median
(√
b
PBkX − µ
σP
, k ∈ {1, . . . ,K}
)
∈ [t−, t+] .
By homogeneity and translation invariance of the median, this implies that, on
Ωt−,t+ ,
σP
t−√
b
6 MOMK [X ]− µP 6 σP t+√
b
. (2.3)
Fix t ∈ R, to bound Q(b)K (t), let us first introduce
Q(b)(t) = P
(√
b
PB1X − µ
σ
> t
)
.
By Hoeffding’s inequality,
∀x > 0, P
(
|Q(b)K (t)−Q(b)(t)| >
√
x
2K
)
6 2e−x . (2.4)
Hence, for any t−, t+ in R such that
Q(b)(t+) 6 1/2−
√
x
2K
, Q(b)(t−) > 1/2 +
√
x
2K
. (2.5)
A union bound in (2.4) shows that
P
(
Ωt−,t+
)
> 1− 4e−x .
Therefore, (2.3) holds for these values of t−, t+ with probability at least 1−4e−x.
To evaluate t−, t+ in (2.5), introduce now
Q(t) = 1− Φ(t) =
∫ +∞
t
e−x
2/2 dx√
2π
.
By Berry-Essen theorem,
∥∥Q(b) −Q∥∥∞ 6 0.5γ
√
K
N
. (2.6)
Therefore, (2.5) is fulfilled if t− and t+ satisfy
Q(t+) 6 1/2−
√
x
2K
− 0.5γ
√
K
N
, Q(t−) > 1/2 +
√
x
2K
+ 0.5γ
√
K
N
.
Using the mean valued theorem, for any t ∈ (0,√log(9/2π)), |Q′(t)| = e−t2/2/√2π >
1/3, therefore
Q(t) 6 Q(0)− t
3
=
1
2
− t
3
.
Therefore, (2.5) is fulfilled if
t+ = 3
√
x
2K
+ 1.5γ
√
K
N
, t− = −t+ .
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Proposition 12 shows that, when K > 8t, MOMK [X ] is a level-dependent
sub-Gaussian estimators at level t. In particular, as K can be equal to N , there
exist level-dependent sub-Gaussian estimators at levels t that might be of order
N . The following result shows that this rate cannot be improved in general.
Let λ ∈ R and let Laλ denote the Laplace distribution with density
fλ(x) =
1
2
e−|x−λ|, ∀x ∈ R .
This distribution has expectation λ and variance 2.
Proposition 15. Assume that P contains all Laplace distributions. Then, for
any B and C there exists a constant f(B,C) such that, for any N > 1, there
does not exists a (B,C) level-dependent sub-Gaussian estimator at level t >
f(B,C)N .
Proof. Proceed by contradiction and let µ̂t denote such an estimator. Let P1 =
La0 and P2 = Laλ and t = Nλ
2/(4B2σ2Pi) = Nλ
2/(8B2). By the triangular
inequality,
f2(x1, . . . , xN ) 6 e
λNf1(x1, . . . , xN ) .
Therefore
P2
(
µ̂t >
λ
2
)
6 eλNP1
(
µ̂t >
λ
2
)
.
Now λ = P2X , so, by the sub-Gaussian property of µ̂t,
P2
(
µ̂t >
λ
2
)
= P2
(
µ̂t − µP2 > BσP2
√
t
N
)
> 1− Ce−t = 1− Ce−Nλ2/(8B2) .
Likewise, the sub-Gaussian property of µ̂t yields
P1
(
µ̂t >
λ
2
)
6 P1
(
|µ̂t − µP1 | < BσP1
√
t
N
)
6 Ce−t = Ce−Nλ
2/(8B2) .
Overall, this yields
1− Ce−Nλ2/(8B2) 6 Ce−Nλ(1−λ)/(8B2) .
Whatever the value of N > 1, this relationship is absurd for any λ > λ0(B,C)
which implies that the existence of µ̂t is absurd for any t > Nλ0(B,C)
2/(8B2).
2.4 M-estimators
This section introduces an alternative to MOM estimators which is extremely
popular in robust statistics. These estimators are known as M -estimators. The
asymptotic of these estimators is well known and an overview of these results
can be found in [30]. Recall that
µ ∈ argminν∈R E[(X − ν)2], PNX ∈ argminν∈R
N∑
i=1
(Xi − ν)2 .
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The principle of M -estimation is to replace the function x 7→ x2 in this formu-
lation by another function Ψ and build
µ̂ ∈ argminν∈R
N∑
i=1
Ψ(Xi − ν) .
The most famous example of M -estimator used to estimate µP is given by
Huber’s function
Ψc(x) =
{
x2
2 if|x| 6 c
c|x| − c22 if|x| > c
.
This function is continuously differentiable, with derivative ψc(x) = x1|x|6c +
csign(x)1|x|>c, Ψc is convex and c-Lipshitz. Huber’s estimators interpolate be-
tween the empirical mean that would be obtained for Ψ = x2 and the empirical
median that would be obtained for Ψ = |x|. In this section, we study the Huber
estimators defined either by
µ̂c ∈ argminν∈R
N∑
i=1
Ψc(Xi − ν) (2.7)
or as a solution of the equation
PNψc(· − ν) = 1
N
N∑
i=1
ψc(Xi − ν) = 0 . (2.8)
Using the formulation (2.8), it is clear that these estimators are particular in-
stances of the following larger family of Z-estimators introduced by [14]. Let
ψ : R→ R denote any continuous and non-decreasing function such that
−C log
(
1− x+ x
2
2
)
6 ψ(x) 6 C log
(
1 + x+
x2
2
)
.
Let α > 0 and define µ̂α as any solution of the equation
N∑
i=1
ψ[α(Xi − µ)] = 0 . (2.9)
The following result establishes the sub-Gaussian behavior of these estimators.
Theorem 16. Pick α = σ−1P
√
t/N , the estimator µ̂α defined in (2.9) satisfies
P
(
|µ̂α − µ| > σP
√
2
1− 2ǫ
t
N
)
6 2e−t ,
for any ǫ ∈ (0, 1/2) such that
α2σ2P
2
+
t
N
=
3t
2N
6 ǫ . (2.10)
Remark 17. As N → ∞, the constant ǫ can be chosen as small as desired in
(2.10), so Catoni’s construction shows that almost optimal constant
√
2 can be
achieved by t-dependent sub-Gaussian estimators up to levels of order N .
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Besides t, Catoni’s estimators are sub-Gaussian if σP is known, that is
it can be used on the classes Pσ2,Lσ22 of distributions P ∈ P2 with variance
σP ∈ [σ2, Lσ2]. It yields optimal constants if L = 1. Otherwise, choosing for
example α =
√
t/N , Catoni’s estimators are weakly sub-Gaussian in the sense
that the variance σP in Definition 7 is replaced by a larger quantity, here 1+σ
2
P .
Proof. All along the proof, denote, for any µ ∈ R, by
Zα(µ) =
1
Nα
N∑
i=1
ψ[α(Xi − µ)] .
First, by independence of Xi, for any s ∈ {−1, 1},
E
[
esαNZα(µ)/C
]
6
N∏
i=1
E
[
esψ[α(Xi−µ)/C
]
.
Second, the definition of ψ implies that, for any s ∈ {−1, 1},
E
[
esαNZα(µ)/C
]
6
N∏
i=1
(
1 + sα(µP − µ) + α
2
2
[σ2P + (µP − µ)2]
)
.
By the inequality 1 + x 6 ex, it follows that, for any s ∈ {−1, 1},
E
[
esαNZα(µ)/C
]
6 eN
[
sα(µP−µ)+α22 [σ2P+(µP−µ)2]
]
. (2.11)
Fix t > 0 and, for any µ ∈ R, let
Uα(µ, t) = C(µP − µ) + αC
2
[
σ2P + (µP − µ)2
]
+
Ct
Nα
,
Lα(µ, t) = C(µP − µ)− αC
2
[
σ2P + (µP − µ)2
]− Ct
Nα
.
Fix t > 0. Then, using the inequality P(sZα(µ) > u) 6 e
−u
E[eNαsZα(µ)] respec-
tively with u = Uα(µ, t), s = 1 and u = Lα(µ, t), s = −1 yields
P (Zα(µ) < Uα(µ, t)) > 1− e−t, P (Zα(µ) > Lα(µ, t)) > 1− e−t . (2.12)
By (2.10), the smallest solution µ+ of the equation Uα(µ, t) = 0 and the
largest solution µ− of Lα(µ, t) = 0 satisfy
µ+ 6 µ+
1√
1− 2ǫ
(
ασ2P
2
+
t
αN
)
,
µ− > µ− 1√
1− 2ǫ
(
ασ2P
2
+
t
αN
)
.
Consider the event
Ω =
{
Lα(µ−, t) < Zα(µ−), Zα(µ+) < Uα(µ+, t)
}
.
By (2.12), P(Ω) > 1 − 2e−t. As the map µ 7→ Zα(µ) is non-increasing, on Ω,
Zα(µ+) < Uα(µ+, t) = 0 = Zα(µ̂), so µ̂ 6 µ+. Likewise µ̂ > µ−. It follows that
P (µ− < µ̂ < µ+) > P(Ω) > 1− 2e−t .
This concludes the proof.
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2.5 Level free sub-Gaussian estimators
Theorem 13 showed that MOM√N [X ] is a level free (AN , B(γ), C)-sub-Gaussian
estimator over Pγ3 with AN of order
√
N . The purpose here is to present a
method to derive level free estimators from level dependent ones, provided, for
example that informations on the variance are available. The central tool is due
to Lepski.
Theorem 18. Assume that, for any K in a finite set K, there exists a confidence
interval ÎK such that
(i) for any K and K ′ in K such that K 6 K ′, |ÎK | 6 |ÎK′ |,
(ii) P
(
µ ∈ ÎK
)
> 1− αK .
Then, if one defines
K̂ = min
{
K ∈ K : ∩J∈K,J>K ÎJ 6= ∅
}
, µ̂ ∈ ÎK̂ ,
we have
∀K ∈ K, P
(
|µ̂− µ| > 2|ÎK |
)
6
∑
J∈K,J>K
αJ .
Proof. For any K ∈ K, denote by KK = {J ∈ K : J > K}. Fix K ∈ K and
consider the event Ω = {µ ∈ ∩J∈KK ÎJ}. A union bound grants that
P(Ω) > 1−
∑
J∈KK
αJ .
On Ω, ∩J∈KK ÎJ 6= ∅, therefore, K̂ 6 K and there exists µ0 ∈ ∩J∈KK̂ ÎJ . As
µ0, µ̂ ∈ ÎK̂ , |µ0 − µ| 6 |ÎK̂ | and as K̂ 6 K, |ÎK̂ | 6 |ÎK |, so |µ0 − µ̂| 6 |ÎK |.
Moreover, as K̂ 6 K and µ0 ∈ ∩J∈K
K̂
ÎJ , µ0 ∈ ∩J∈KK ÎJ and as µ ∈ ∩J∈KK ÎJ ,
|µ0 − µ| 6 |ÎK |. Hence,
|µ̂− µ| 6 |µ̂− µ0|+ |µ0 − µ| 6 2|ÎK | .
We are now in position to prove the result.
Theorem 19. For any σ2 > 0 and L > 1, there exists an ((N/2−1)/8, 8√2L, 9)-
sub-Gaussian estimator on P [σ2,Lσ2]2 .
Proof. For any K = 1, . . . , N/2, let b = ⌊N/K⌋ and let MOMK [X ] denote the
MOM estimators based on X1, . . . , XbK . Define, for any K ∈ {1, . . . , N/2}, the
intervals
ÎK =
[
MOMK [X ]± 2σ
√
L
K
N
]
⊃
[
MOMK [X ]± 2σP
√
K
N
]
.
Proposition 12 shows that the intervals ÎK satisfy Condition (i) of Theorem 18
with |ÎK | = 2σ
√
LK/N and Condition (ii) with αK = e
−K/8. It follows that, if
K̂ = min
{
K ∈ {1, . . . , N/2} : ∩N/2J=K ÎJ 6= ∅
}
, µ̂ = MOMK̂ [X ] ,
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the estimator µ̂ satisfies, for any K ∈ {1, . . . .N/2},
P
(
|µ̂− µP | > 4σ
√
LK
N
)
6
+∞∑
J=K
e−J/8 6
e−K/8
1− e−1/8 .
Fix x ∈ (0, (N/2 − 1)/8) and choose K = ⌊8x⌋ + 1. It follows from this result
that
P
(
|µ̂− µP | > 8σP
√
2L(1 + x)
N
)
6 9e−x .
Chapter 3
Concentration/deviation
inequalities
Concentration inequalities evaluate the probability that random variables devi-
ate from their expectation by more than a given threshold. They are natural
tools to show deviation properties of estimators. They have been widely used
in statistics since the 1990’s and their introduction for model selection by Birge´
and Massart [9]. This chapter presents useful concentration inequalities for the
following chapters. We briefly present the entropy method and recall sufficient
results to establish Bousquet’s version of Talagrand’s concentration inequality
for suprema of empirical processes. All the material of Sections 3.1 and 3.2
is borrowed from [10] that the interested reader is invited to read to learn
much more on concentration inequalities. Section 4.4 presents a PAC-Bayesian
inequality that will be used to analyseM -estimators for multivariate mean esti-
mation. This result is borrowed from [12] where PAC-Bayesian approaches are
developed in various other learning problems. Finally, Section 3.4 presents the
result that will be the most useful in these notes, which is a deviation result
for suprema of MOM processes. This result is obtained using the small ball
approach, following arguments originally introduced in [39].
All along the chapter, X = (X1, . . . , XN ) denotes a vector of independent
random variables taking values in a measurable space X . For any i ∈ {1, . . . , N},
X(i) = (X1, . . . , Xi−1, Xi+1, . . . , XN ) and E(i) denote expectation conditionally
on X(i). The function Φ : x 7→ x log(x) for any x > 0 is extended by continuity
Φ(0) = 0. For any positive random variable Y such that E[Φ(Y )] <∞, the en-
tropy of Y is defined by Ent(Y ) = E[Φ(Y )]−Φ(E[Y ]). The conditional entropies
are defined, for any i ∈ {1, . . . , N} by Ent(i)(Y ) = E(i)[Φ(Y )] − Φ(E(i)[Y ]). f
denotes a measurable map Xn → [0,+∞) and Z = f(X) = f(X1, . . . , XN).
3.1 The entropy method
The entropy method is a series of steps introduced by Ledoux [36] that allows to
establish concentration inequalities for Z = f(X) around its expectation E[Z].
The starting point is the Chernoff bound. Assume that Z 6 1 so, for any s > 0,
the log Laplace-transform ψ(s) = log(E[es(Z−E[Z])]) is well defined. For any
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t > 0, by Markov’s inequality, it holds that
∀s > 0, P(Z − E[Z] > t) = P(es(Z−E[Z]) > est) 6 e−st+ψ(s) .
Introduce the Fenchel-Legendre transform of Z, ψ∗(t) = sups>0{st − ψ(s)}.
Optimizing over s > 0 in the previous bound shows the Chernoff bound
∀t > 0, P(Z − E[Z] > t) 6 e−ψ∗(t) .
Chernoff’s bound shows that one can bound the deviation probabilities of Z −
E[Z] by bounding from bellow the Fenchel-Legendre transform ψ∗(t) of Z, which
can be done by bounding from above the log-Laplace transform ψ(s) of Z. As
important examples, basic analysis allows to check the following result.
Lemma 20. Let σ > 0. The random variable Z is called σ-sub-Gaussian if
ψ(s) 6 s2σ2/2. If Z is σ-sub-Gaussian, ψ∗(t) > t2/(2σ2). In particular,
∀t > 0, P(Z − E[Z] > t) 6 e−t2/(2σ2) .
Let ν > 0, φ(s) = es − 1 − s and h(t) = (1 + t) log(1 + t) − t. The random
variable Z is called ν-sub-Poissonian if ψ(s) 6 νφ(s). If Z is ν-sub-Poissonian,
φ∗(t) > νh(t/ν). In particular,
∀t > 0, P(Z − E[Z] > t) 6 e−νh(t/ν) .
Thanks to Chernoff’s bound, concentration inequalities follow from upper
bounds on ψ(s). The idea of the entropy method is to obtain these bound by
bounding from above the entropy of es(Z−E[Z]). The method can be summarized
in the following lemma.
Lemma 21. The entropy satisfies
Ent(esZ) = E[esZ ](sψ′(s)− ψ(s)) . (3.1)
Therefore, if there exists a function g such that
Ent(esZ) 6 g(s)E[esZ ] , (3.2)
then, the log-Laplace transform of Z satisfies
ψ(s) 6 s
∫ s
0
g(t)
t2
dt . (3.3)
For example, if (3.2) holds with g(s) = σ2s2/2, then ψ(s) 6 s2σ2/2, so Z is
σ-sub-Gaussian.
Proof. Notice that Ent(es(Z−E[Z])) = E[e−sE[Z]] Ent(esZ). Thus, Equation (3.1)
is equivalent to
Ent(es(Z−E[Z])) = E[es(Z−E[Z])](sψ′(s)− ψ(s)) .
As
ψ′(s) =
E
[
(Z − E[Z])es(Z−E[Z])]
E[es(Z−E[Z])]
,
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we have
Ent(es(Z−E[Z])) = E[es(Z−E[Z]) log(es(Z−E[Z]))]− E[es(Z−E[Z])] log(E[es(Z−E[Z])])
= E[es(Z−E[Z])]
(
s
E
[
(Z − E[Z])es(Z−E[Z])]
E[es(Z−E[Z])]
− ψ(s)
)
= E[es(Z−E[Z])](sψ′(s)− ψ(s)) .
This shows Equation (3.1).
The entropy condition (3.2) is equivalent to
Ent(es(Z−E[Z])) 6 g(s)E[es(Z−E[Z])] . (3.4)
Under this condition, the function ψ satisfies the following differential inequality
sψ′(s)− ψ(s) 6 g(s) .
Dividing by s2 on both sides shows that(
ψ(s)
s
)′
6
g(s)
s2
.
As ψ(0) = ψ′(0) = 0, the function u : s 7→ ψ(s)/s can be extended continuously
in 0 by defining u(0) = 0 and the previous inequality implies that
ψ(s) 6 s
∫ s
0
g(t)
t2
dt .
The Entropy lemma is well known in the sub-Gaussian case where it is
referred to as Herbst’s argument, which is both simple and elegant while sur-
prisingly powerful. The entropy method (Lemma 21) shows that bounding the
entropy from above can be useful. The success of the method comes from the
fact that it is actually possible to obtain such upper bounds. An important
reason is the sub-additivity property of the entropy which allows to bound the
entropy of functions depending on only one variable Xi. This property is shown
in the following section.
3.1.1 Sub-additivity of the entropy
To prove the sub-additivity property, we need a first variational formula for the
entropy.
Theorem 22 (Duality formula of entropy). Let Y denote a positive random
variable such that E[Φ(Y )] <∞ and let U denote the set of real valued random
variables U such that E[eU ] = 1. Then
Ent(Y ) = sup
U∈U
E[UY ] . (3.5)
Equivalently, let T denote the set of non negative and integrable random vari-
ables, then
Ent(Y ) = sup
T∈T
E[Y (log(T )− log(E[T ]))] .
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Proof. The second part being a direct consequence of the first one, it is sufficient
to show the first part. Let U ∈ U , then
Ent(Y )− E[UY ] = E[Y e−U log(Y e−U )eU ]− E[Y e−UeU ] log(E[Y e−UeU ])
= E[Φ(Y e−U )eU ]− Φ(E[Y e−UeU ]) .
If P ′ denotes the measure such that P ′(du) = euP (du) (note that this is a
probability measure), then Ent(Y )−E[UY ] is the entropy of Y e−U with respect
to the measure P ′. Hence, Ent(Y )−E[UY ] > 0, so the right-hand side of (3.5)
is smaller than the left-hand side.
Conversely, if U = log(Y )−log(E[Y ]), then E[eU ] = 1 so U ∈ U and E[UY ] =
Ent(Y ). This proves the second inequality in (3.5) and therefore the theorem.
The Duality formula is used to prove the sub-additivity property. The idea
is to bound the entropy Ent(Z) of any function Z = f(X) by the entropies of
“simpler” functions depending on a single variable Xi only. Recall that X
(i) =
(X1, . . . , Xi−1, Xi+1, . . . , XN ), E(i) = E[·|X(i)] and Ent(i)(Z) = E(i)[Φ(Z)] −
Φ(E(i)[Z]). By conditioning on X(i), Ent(i)(Z) is therefore the entropy of Z
with respect to Xi only, while X
(i) is left fixed. The sub-additivity property
bounds the entropy Ent(Z) from above using the simpler entropies Ent(i)(Z).
Theorem 23. [Sub-additivity of entropy] If Z > 0, then
Ent(Z) 6 E
[ N∑
i=1
Ent(i)(Z)
]
.
Proof. Introduce Ei = E[·|X1, . . . , Xi], E0 = E. As EN [Z] = Z, it holds
log(Z)− log(E[Z]) =
N∑
i=1
(log(Ei[Z])− log(Ei−1[Z])) ,
hence
Z(log(Z)− log(E[Z])) =
N∑
i=1
Z(log(Ei[Z])− log(Ei−1[Z])) . (3.6)
Now by independence of Xi and X1, . . . , Xi−1,
E
(i)[Ei[Z]] = Ei−1[Z] . (3.7)
Plugging (3.7) into (3.6) yields
Z(log(Z)− log(E[Z])) =
N∑
i=1
Z(log(Ei[Z])− log(E(i)[Ei[Z]])) . (3.8)
The second duality formula in Theorem 22 applied conditionally on X(i) with
Y = Z and T = Ei[Z] implies that
E
(i)[Z(log(Ei[Z])− log(E(i)[Ei[Z]]))] 6 Ent(i)(Z) . (3.9)
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Therefore, taking expectation in (3.8) and using (3.9) shows that
Ent(Y ) = E
[ N∑
i=1
E
(i)[Z(log(Ei[Z])− log(E(i)[Ei[Z]]))]
]
6 E
[ N∑
i=1
Ent(i)(Z)
]
.
This proves the theorem.
3.1.2 Bounded difference inequality
The entropy method shows that concentration derives from upper bounds on
the entropy. Sub-additivity of the entropy shows that it is sufficient to bound
the entropy of functions depending on one of the Xi only. One can bound the
entropy of a function of one Xi only if the function takes value in a compact
space. This is the purpose of Hoeffding’s lemma.
Lemma 24 (Hoeffding’s lemma). Let X0 denote a random variable taking val-
ues in [a, b] and let ψ(s) = logE[es(X0−E[X0])]. Then
ψ(s) 6
s2(b− a)2
8
, Ent(esX0) 6
s2(b− a)2
8
E[esX0 ] .
Proof. Assume, without loss of generality, that E[X0] = 0. Check that ψ(0) =
ψ′(0) = 0 and that
ψ′′(s) = E
[
X20
esX0
E[esX0 ]
]
−
(
E
[
X0
esX0
E[esX0 ]
])2
. (3.10)
As esX0/E[esX0 ] is non-negative with expectation with respect to the measure
E equal 1, one can consider the measure F such that
dF
dE
(x) =
esx
E[esX0 ]
.
Equation (3.10) shows that
ψ′′(s) = VarF(X0) = VarF
(
X0 − a+ b
2
)
.
As X0 takes value in [a, b] F-a.s., |X0 − (a+ b)/2| 6 (b − a)/2 F-a.s. so
VarF
(
X0 − a+ b
2
)
6
(b− a)2
4
.
Integrating twice shows that
ψ(s) = ψ(s)− ψ(0) =
∫ s
0
ψ′(t)dt =
∫ s
0
(ψ′(t)− ψ′(0))dt =
∫ s
0
∫ t
0
ψ′′(u)dudt
6
∫ s
0
∫ t
0
(b − a)2
4
dudt =
∫ s
0
(b− a)2
4
tdt =
(b − a)2
8
.
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For the second inequality, note that
sψ′(s)− ψ(s) =
∫ s
0
uψ′′(u)du 6
s2(b− a)2
8
.
Plugging this bound into (3.1) gives the second inequality.
The association of the sub-additivity of entropy with Hoeffding’s lemma is
useful when the functions xi 7→ f(x) have bounded range. This property of the
function is known as the bounded difference property of f .
Definition 25 (Bounded difference property). Let c = (c1, . . . , cN ) denote a
vector of positive real numbers. The set B(c) is the set of functions f : XN → R
such that, for any x = (x1, . . . , xN ) and y = (y1, . . . , yN ) in XN ,
|f(x)− f(y)| 6
N∑
i=1
ci1{xi 6=yi} .
The bounded difference property is a Lipschitz property of f with respect to
the Hamming distance. It implies that the functions xi 7→ f(x) have range with
length at most ci. The bounded difference inequality provides the concentration
inequality satisfied by f(X) when f has bounded differences.
Theorem 26 (Bounded Difference Inequality, BDI). Assume that c ∈ RN+ ,
f ∈ B(c) and let σ2 = ‖c‖2/4. Z is σ-sub-Gaussian, in particular,
∀t > 0, P(Z − E[Z] > t) 6 e−t2/(2σ2) .
Proof. By sub-additivity of the entropy,
Ent(esZ) 6 E
[ N∑
i=1
Ent(i)(esZ)
]
.
As f ∈ B(c), conditionally on X(i), Z belongs to a set with range at most ci.
By the second part of Hoeffding’s lemma,
Ent(i)(esZ)
E(i)[esZ ]
6
s2c2i
8
.
Summing up over i ∈ {1, . . . , N} and taking expectation yields
Ent(esZ) 6 E
[ N∑
i=1
Ent(i)(esZ)
]
6 E
[ N∑
i=1
s2c2i
8
E
(i)[esZ ]
]
=
N∑
i=1
s2c2i
8
E[esZ ] =
s2σ2
2
E[esZ ] .
Herbst’s argument, see Lemma 21 in the sub-Gaussian case, concludes the proof.
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The bounded difference inequality is of particular interest when f is the
supremum of bounded empirical processes. Let X = (X1, . . . , XN) denote inde-
pendent X -valued random variables, each xi ∈ X being a vector xi = (xi,t)t∈T .
Assume that
∀t ∈ T, E[Xi,t] = 0, and Xi,t ∈ [ai, bi] .
For any x = (x1, . . . , xN ) ∈ XN , let
f(x) = sup
t∈T
1
N
N∑
i=1
xi,t .
It is clear that f ∈ B(c), with ci = (bi − ai)/N , therefore, the BDI applies
to f and yields the following concentration inequality for suprema of empirical
processes.
∀u > 0, P
(
sup
t∈T
1
N
N∑
i=1
Xi,t > E
[
sup
t∈T
1
N
N∑
i=1
Xi,t
]
+ u
)
6 e
− 2N2u2∑N
i=1
(bi−ai)
2
.
(3.11)
In particular, if each Xi,t ∈ [ai, ai + 1],
∀u > 0, P
(
sup
t∈T
1
N
N∑
i=1
Xi,t > E
[
sup
t∈T
1
N
N∑
i=1
Xi,t
]
+ u
)
6 e−2Nu
2
, (3.12)
or equivalently
∀u > 0, P
(
sup
t∈T
1
N
N∑
i=1
Xi,t > E
[
sup
t∈T
1
N
N∑
i=1
Xi,t
]
+
√
u
2N
)
6 e−u .
Another classical application of (3.11) is when T is reduced to a singleton.
In that case, the result, known as Hoeffding’s inequality, see Corollary 6, states
that, if X1, . . . , XN are independent random variables taking values respectively
in [ai, bi], then
∀u > 0, P
(
1
N
N∑
i=1
(Xi − E[Xi]) > u
)
6 e
− 2N2u2∑N
i=1
(bi−ai)
2
. (3.13)
3.1.3 Gaussian concentration inequality
The second application of the entropy method is the Gaussian concentration in-
equality, whose proof also uses Herbst’s argument but coupled with the Gaussian
logarithmic Sobolev inequality. These inequalities bound the entropy of f2(X)
for regular functions f by some variance-like term. To establish this result, start
with the basic log-Sobolev inequality for Rademacher random variables.
Theorem 27 (Rademacher logarithmic Sobolev inequality). Let X denote a
vector of independent Rademacher random variables. For any i ∈ {1, . . . , N},
let X¯(i) = (X1, . . . , Xi−1,−Xi, Xi+1, . . . , XN) and
E(f) = 1
2
E
[ N∑
i=1
(f(X)− f(X¯(i)))2
]
.
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Then
Ent(f2(X)) 6 E(f) .
Proof. By sub-additivity of the entropy,
Ent(f2(X)) 6 E
[ N∑
i=1
Ent(i)(f2(X))
]
.
Hence, it is sufficient to show that
Ent(i)(f2(X)) 6
1
2
(f(X)− f(X¯(i)))2 .
Given X(i), f(X) can take two values, say a and b, each with probability 1/2,
so it is sufficient to show that, for any a, b,
a2 log a2 + b2 log b2 − (a2 + b2) log
(
a2 + b2
2
)
6 (a− b)2 .
We may assume without loss of generality that a and b are non-negative and
that a > b. Therefore, if
h(a) = a2 log a2 + b2 log b2 − (a2 + b2) log
(
a2 + b2
2
)
− (a− b)2 ,
it is sufficient to show that h(b) = h′(b) = 0, which is obvious and that h is
concave, which follows from basic calculus.
The Rademacher log-Sobolev inequality is sufficient to derive the Gaussian
log-Sobolev inequality. This is then the main tool to prove the Gaussian con-
centration inequality.
Theorem 28 (Gaussian log-Sobolev inequality). Let X ∼ N(0, IN ) and f :
R
N → R be continuously differentiable, then
Ent(f2) 6 2E
[‖∇f(X)‖2] .
Proof. Assume first that N = 1. If E[f ′(X)2] = ∞, the result is trivial so
we can assume that E[f ′(X)2] < ∞. By standard density arguments, one can
assume furthermore that f is twice continuously differentiable with bounded
support. Under this assumption, letK denote the sup-norm of f ′′. Let ε1, . . . , εn
denote i.i.d. Rademacher random variables. Define Sn =
∑n
i=1 εi/
√
n. By the
Rademacher logarithmic Sobolev inequality,
Ent(f2(Sn)) 6
1
2
n∑
j=1
(
f(Sn)− f
(
Sn − 2εj√
n
))2
. (3.14)
As f is uniformly bounded and continuous, by the central limit theorem, the
left-hand side in (3.14) satisfies
lim
n→∞
Ent(f2(Sn)) = Ent(f
2(X)) .
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On the other hand, for any j ∈ {1, . . . , n}, by a Taylor expansion,
|f(Sn − 2εj/
√
n)− f(Sn)| 6 2√
n
|f ′(Sn)|+ 2K
n
.
Thus,
1
4
n∑
j=1
(
f
(
Sn − 2εj√
n
)− f(Sn))2 6 f ′(Sn)2 + 2K√
n
|f ′(Sn)|+ K
2
n
.
By the central limit theorem, it follows that
lim sup
n→∞
1
4
n∑
j=1
(
f
(
Sn − 2εj√
n
)− f(Sn))2 6 E[f ′(X)2] .
Hence, the result for N = 1 follows by taking limits in (3.14). To extend the
results in dimension N > 1, apply sub-additivity of entropy to get
Ent(f2(X)) 6 E
[ N∑
i=1
Ent(i)(f2(X))
]
.
The result for N = 1 shows that
Ent(i)(f2(X)) 6 2E(i)[(∂if(X))
2] .
Hence, Ent(f2(X)) 6 2E[
∑N
i=1(∂if(X))
2] and the proof is concluded since
‖∇f(X)‖2 =∑Ni=1(∂if(X))2.
Together with Herbst’s argument, the Gaussian log-Sobolev inequality shows
the Gaussian concentration inequality which is the main result of this section.
Theorem 29 (Borel’s Gaussian concentration inequality). Assume that f is
L-Lipschitz, that is |f(x) − f(y)| 6 L‖x − y‖ for any x and y in RN . Then
Z = f(X) is L-sub-Gaussian, that is, for any s ∈ R,
log(E[es(f(X)−E[f(X)])]) 6
s2L2
2
.
In particular,
∀u > 0, P(f(X)− E[f(X)] > u) 6 e−u2/(2L2) .
Proof. Using standard density argument, one may assume that f is differentiable
with gradient bounded by L and that E[f(X)] = 0. The Gaussian log-Sobolev
inequality applied with f = esf/2 shows that
Ent(esf ) 6 2E[‖∇esf(X)/2‖2] = s
2
2
E[esf(X)‖∇f(X)‖2] 6 s
2L2
2
E[esf(X)] .
The proof is concluded by Herbst’s argument.
Borel’s inequality can be applied to show concentration for suprema of Gaus-
sian processes.
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Theorem 30 (Concentration for suprema of Gaussian processes). Let (Xt)t∈T
denote a collection of Gaussian random variables N(µt, σ
2
t ) indexed by a sepa-
rable set T . Let σ2 = supt∈T σ
2
t .
∀u > 0, P( sup
t∈T
(Xt − µt) > E[sup
t∈T
(Xt − µt)] + u
)
6 e−u
2/2σ2 .
Proof. Assume that T is finite, the extension to separable sets follows by density
arguments. Denote T = {1, . . . , d}, Y = (Xt − µt)t∈T is a centered Gaussian
vector. Denote by Σ its covariance matrix and A = Σ1/2 a symmetric positive
semi-definite square-root of Σ. Y has the distribution of AX , where X ∼
N(0, Id). Define the function f : R
d → R, x 7→ supi∈{1,...,d}(Ax)i. For any x
and y, it follows that
|f(x) − f(y)| 6 sup
i∈{1,...,d}
(A(x− y))i 6 ‖x− y‖ sup
‖v‖=1
|(Av)i| 6 ‖A‖op‖x− y‖ .
Now ‖A‖op = σ, thus f is σ-Lipschitz and the result follows from Borel’s Gaus-
sian concentration inequality.
Theorem 31. Let X = (X1, . . . , XN) denote i.i.d. Gaussian random vectors in
R
d and let T denote a set of functions t : Rd → R such that, for all t ∈ T , t is
1-Lipshitz. Let Z = supt∈T
1
N
∑N
i=1[t(Xi)−Pt] or supt∈T 1N
∣∣∑N
i=1[t(Xi)−Pt]
∣∣.
Let Σ denote the covariance matrix of X1. Then
∀u > 0, P(Z > E[Z] + u) 6 e−Nu2/2‖Σ‖op .
Proof. Write Xi = µ+AYi with A = Σ
1/2 and Yi standard Gaussian. Let
f : (Rd)n → R, x 7→ sup
t∈T
1
N
N∑
i=1
(t(µ+Axi)− Pt) .
Then, for any x,y ∈ (Rd)n,
f(x)− f(y) 6 sup
t∈T
1
N
N∑
i=1
(t(µ+Axi)− t(µ+Ayi)) 6 1
N
N∑
i=1
A(xi − yi)
6
‖A‖op
N
N∑
i=1
‖xi − yi‖ 6 ‖A‖op√
N
‖x− y‖ .
The result follows from Borel’s Gaussian concentration inequality as ‖A‖2op =
‖Σ‖op.
3.2 Talagrand’s concentration inequality
In this section, fi : XN−1 → R denotes any function and let Zi = fi(X(i)). Let
φ(x) = ex− 1− x. The goal of this section is to establish a concentration result
for suprema of empirical processes. Let X = (X1, . . . , XN) denote independent
X -valued random variables, each x0 ∈ X being a vector x0 = (x0,t)t∈T . Assume
that
∀t ∈ T, ∀i ∈ {1, . . . , N}, E[Xi,t] = 0, Xi,t 6 1, a.s. .
3.2. TALAGRAND’S CONCENTRATION INEQUALITY 35
Talagrand’s concentration inequality shows sub-Poissonian deviations of Z =
supt∈T Xi,t above its expectation E[Z]. It proceeds by bounding from above
the log-Laplace transform ψ(s) of Z, using the entropy Ent(esZ), but in a more
involved way than the Herbst’s argument.
3.2.1 Modified logarithmic Sobolev inequality
The starting point of this analysis is a modified version of log-Sobolev inequality.
To establish this inequality, the following variational formulation of entropy is
useful.
Theorem 32. Let Y denote a nonnegative random variable such that E[Φ(Y )] <
∞. Then
Ent(Y ) = inf
u>0
E[Y (log(Y )− log(u))− (Y − u)] .
Proof. Recall that Φ is convex, so Ent(Y ) > 0 by Jensen’s inequality, and
Ent(Y ) = E[Φ(Y )− Φ(E[Y ])] .
Then, for any u > 0,
E[Φ(Y )− Φ(u)− Φ′(u)(Y − u)] = E[Y log(Y )− u log(u)− (1 + log(u))(Y − u)]
= E[Y (log(Y )− log(u))− (Y − u)] .
Thus
E[Y (log(Y )− log(u))− (Y − u)]− Ent(Y )
= E[Φ(Y )− Φ(u)− Φ′(u)(Y − u)− (Φ(Y )− Φ(E[Y ]))]
= E[Φ(E[Y ])− Φ(u)− Φ′(u)(Y − u)]
= Φ(E[Y ])− Φ(u)− Φ′(u)(E[Y ]− u) .
By convexity of Φ, this last term is always nonnegative and it is clearly null
when u = E[Y ].
The modified log-Sobolev inequality bounds from above the entropy of Z
using the increments Z −Zi via the function φ rather than the square function.
Theorem 33 (Modified log-Sobolev inequality). For any s ∈ R,
Ent(esZ) 6
n∑
i=1
E[esZφ(s(Zi − Z))] .
Proof. Basic algebra shows that
esZφ(s(Zi − Z)) = esZ(es(Zi−Z) − s(Zi − Z)− 1)
= esZi − esZ + sesZ(Z − Zi) .
Applying Theorem 32 conditionally on X(i), to Y = esZ and u = esZi , it follows
that
Ent(i)(esZ) 6 E(i)[esZ(sZ − sZi)− (esZ − esZi)]
= E(i)[esZφ(s(Zi − Z))] .
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Therefore, by sub-additivity of the entropy, see Theorem 23,
Ent(esZ) 6 E
[ N∑
i=1
Ent(i)(esZ)
]
6 E
[ N∑
i=1
E
(i)[esZφ(s(Zi − Z))]
]
=
n∑
i=1
E[esZφ(s(Zi − Z))] .
3.2.2 Bousquet’s version of Talagrand’s inequality
Define σ2 =
∑n
i=1 supt∈T E[X
2
i,t] and ν = 2E[Z] + σ
2. Recall that h(u) =
(1 + u) log(1 + u) − u. Talagrand’s inequality shows that Z = supt∈T Xi,t is
a ν-sub-Poissonian random variables. The following version of this inequality,
with sharp constants, was first established by Bousquet [11].
Theorem 34 (Bousquet’s version of Talagrand’s concentration inequality).
The random variable Z − E[Z] is ν-sub-Poissonian, that is, for any s > 0,
E[es(Z−E[Z])] 6 νφ(s). Moreover,
∀x > 0, P(Z > E[Z] + x) 6 e−νh(t/ν) .
Proof. The proof relies on the following result from calculus.
Lemma 35. For any s > 0 and any x 6 1,
φ(−sx)
φ(−s) 6
x+ (x2/2− x)e−sx
1− e−s/2 .
The proof of the lemma is omitted. Going back to the proof of the theorem,
define
Zi = sup
t∈T
∑
16j6n,j 6=i
Xj,t .
Let also t0 such that Z =
∑
16i6nXi,t0 and ti such that Zi =
∑
16j6n,j 6=iXj,ti .
Remark that Xi,ti 6 Z − Zi 6 Xi,t0 6 1, so E(i)[Z − Zi] > E(i)[Xi,ti ] = 0 and
n∑
i=1
Z − Zi 6 Z .
By the modified logarithmic Sobolev inequality,
Ent(esZ) 6
n∑
i=1
E[esZφ(−s(Z − Zi))] .
Let
g(s) =
φ(−s)
1− e−s/2 =
e−s − 1 + s
1− e−s/2 =
1− es + ses
es − 1/2 =
−φ(s)− s+ ses
es − 1/2 .
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Lemma 35 applied with x = (Z − Zi) implies
esZφ(−s(Z − Zi)) 6 (Z − Zi)e
sZ + ((Z − Zi)2/2− (Z − Zi))esZ−s(Z−Zi)
1− e−s/2 φ(−s)
6 g(s)
(
esZi
[
(Z − Zi)2
2
− (Z − Zi)
]
+ (Z − Zi)esZ
)
.
Now, as Z − Zi −Xi,ti > 0 and Z − Zi +Xi,ti − 2 6 0,
(Z−Zi)2−2(Z−Zi)− [X2i,ti−2Xi,ti ] = (Z−Zi−Xi,ti)(Z−Zi+Xi,ti−2) 6 0 .
It follows that
E
(i)
[
(Z − Zi)2
2
− (Z − Zi)
]
6 E(i)
[
X2i,ti
2
−Xi,ti
]
=
E
(i)[X2i,ti ]
2
.
Therefore,
E
(i)[esZφ(−s(Z − Zi))] 6 g(s)
(
E
(i)[(Z − Zi)esZ ] + 1
2
E
(i)[X2i,ti ]e
sZi
)
6 g(s)
(
E
(i)[(Z − Zi)esZ ] + 1
2
sup
t∈T
E[X2i,t]e
sZi
)
.
As E(i)[Z − Zi] > 0, Zi 6 E(i)[Z] and, by Jensen’s inequality,
esZi 6 esE
(i)[Z] 6 E(i)[esZ ] ,
thus
E
(i)[esZφ(−s(Z − Zi))] 6 g(s)E(i)
[(
Z − Zi + 1
2
sup
t∈T
E[X2i,t]
)
esZ
]
.
Summing up over i and taking the expectation, it follows from
∑n
i=1(Z−Zi) 6 Z
that
Ent(esZ) 6 g(s)E
[(
Z +
σ2
2
)
esZ
]
= g(s)E
[(
Z − E[Z] + ν
2
)
esZ
]
By (3.1), this can be rewritten
(s− g(s))ψ′(s)− ψ(s) 6 g(s)ν
2
. (3.15)
Let ζ(s) = φ(s) + s/2, so ζ′(s) = es − 1 + 1/2 = es − 1/2 and
s−g(s) = s+φ(s) + s− se
s
es − 1/2 =
ses − s/2 + φ(s) + s− ses
es − 1/2 =
φ(s) + s/2
es − 1/2 =
ζ(s)
ζ′(s)
.
In particular thus g(s) = s−ζ(s)/ζ′(s) so, multiplying inequality (3.15) by ζ′(s)
shows
ζ(s)ψ′(s)− ζ′(s)ψ(s) 6 (sζ′(s)− ζ(s))ν
2
.
Dividing by ζ2(s) yields
ζ(s)ψ′(s)− ζ′(s)ψ(s)
ζ2(s)
6
sζ′(s)− ζ(s)
ζ2(s)
ν
2
.
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that is (
ψ(s)
ζ(s)
)′
6 −ν
2
(
s
ζ(s)
)′
.
As ψ(0) = ψ′(0) = 0, the function u : s 7→ ψ(s)/ζ(s) can be continuously
extended in 0 by defining u(0) = 0. Therefore, integrating over s shows that
ψ(s)
ζ(s)
6 −ν
2
(
s
ζ(s)
− lim
s→0
s
ζ(s)
)
= −ν
2
(
s
ζ(s)
− 2
)
.
Finally, multiplying by ζ(s),
ψ(s) 6 −ν
(
s
2
− ζ(s)
)
= νφ(s) .
This shows the first part of the theorem. The second part comes then from the
first part and Lemma 20.
3.3 PAC-Bayesian inequalities
Let X ∈ X denote a random variable and let F denote a measurable space. Let
Γ : F × X → R denote a bounded measurable function. For any measures µ
and ρ on F , let
K(ρ, µ) =
{∫
log
(
dρ
dµ
)
dρ if ρ≪ µ
+∞ otherwise .
Let X1, . . . , XN denote i.i.d. copies of X . The entropy method is not the only
method to show uniform deviation inequalities for empirical processes. A famous
alternative, that has been fruitfully exploited by Catoni for example, see [13], is
known as PAC-Bayesian inequality. The idea is to exploit a variational formula
for the Kullback divergence to obtain this uniformity.
Theorem 36 (PAC-Bayesian inequality). For any probability measure µ on F ,
for any t > 0, with probability 1− e−t, for any probability measure ρ on F ,
PN
[∫
Γfdρ(f)
]
6
∫
logP
[
eΓf
]
dρ(f) +
K(ρ, µ) + t
N
.
Proof. The proof relies on the following variational formula.
log
∫
ehdµ = sup
ρ
∫
hdρ−K(ρ, µ) , (3.16)
where the supremum is taken over all probability measures ρ on F .
Proof of (3.16). Choose ρ such that dρ = ehdµ/
∫
ehdµ. Then,
sup
ρ
∫
hdρ−K(ρ, µ) >
∫
(h− h+ log
∫
ehdµ)dρ = log
∫
ehdµ .
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In words, the left-hand side of (3.16) is smaller than the right-hand side. Con-
versely, by Jensen’s inequality∫ (
h+ log
dµ
dρ
)
dρ =
∫
log
(
eh
dµ
dρ
)
dρ 6 log
∫
ehdµ .
This shows that the right-hand side in (3.16) is also smaller than the left-hand
side, which concludes the proof of this inequality.
Applying (3.16) with h = N(PNΓf − logPeΓf ) yields
E
[
esupρ N
∫
(PNΓf−logPeΓf )dρ−K(ρ,µ)
]
= E
[ ∫
eN(PNΓf−logPe
Γf )dµ
]
=
∫
E
[
eN(PNΓf−logPe
Γf )dµ
]
=
∫ N∏
i=1
P
[
eΓf
PeΓf
]
dµ = 1 .
By the Chernoff bound, any random variable W such that E[eW ] 6 1 satisfies
∀t > 0, P(W > t) 6 e−t+log E[eW ] = e−t .
The result follows by applying this basic inequality to
W = N
∫
(PNΓf − logPeΓf )dρ−K(ρ, µ) .
3.4 Deviation of suprema of median-of-means
processes
To conclude this chapter, we present two deviation results for suprema of MOM
processes. Both show deviations of this process above a term involving the
Rademacher complexity of F . Recall that the Rademacher complexity of a class
F of functions f : X → R is defined by
D(F ) =
(
E
[
sup
f∈F
{
1√
N
N∑
i=1
ǫif(Xi)
}])2
.
The quantity D(F ) can easily be evaluated when F is a set linear functionals.
Let r > 0, ‖ · ‖ denote the Euclidean norm on Rd and rB = {a ∈ Rd : ‖a‖ 6 r}
F = {f : Rd → R : ∃a ∈ rB, f(x) = aTx} .
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Let X0 ∈ Rd be such that PX0 = 0, P‖X0‖2 < ∞ and let ΣP = P [X0XT0 ]. In
this case,
D(F ) =
(
E
[
sup
a∈rB
{
1√
N
N∑
i=1
ǫia
TXi
}])2
= r2
(
E
[
sup
a∈B
{
aT
(
1√
N
N∑
i=1
ǫiXi
)}])2
= r2
(
E
[∥∥∥∥ 1√N
N∑
i=1
ǫiXi
∥∥∥∥])2 .
By Cauchy-Schwarz inequality,
D(F ) 6 r2E
[∥∥∥∥ 1√N
N∑
i=1
ǫiXi
∥∥∥∥2]
=
2r2
N
∑
16i,j6N
E
[
ǫiǫjX
T
i Xj
]
= r2E
[
XT0 X0
]
= r2E
[
Tr
(
X0X
T
0
)]
= r2Tr(Σ) . (3.17)
In particular, when r = 1 and Σ is the identity matrix Σ = Id, D(F ) is the
dimension of the state space D(F ) = d. The first result is a deviation for
suprema of MOM processes above
√
D(F )/N . It is established using the tools
introduced by Lugosi and Mendelson [39].
Theorem 37 (Concentration for suprema of MOM processes). Let F denote a
separable set of functions f : X → R such that supf∈F σ2(f) = σ2 < ∞, where
σ2(f) = Var(f(X)). Then, for any K ∈ {1, . . . , N/2},
P
(
sup
f∈F
|MOMK [f ]− Pf | > 128
√
D(F )
N
∨ 4σ
√
2K
N
)
6 e−K/32 .
Proof. Assume that F is finite, the general case follows by a standard density
argument. The basic idea is that, for any ǫ > 0,
sup
f∈F
|MOMK [f ]− Pf | 6 ǫ if sup
f∈F
K∑
k=1
1{|(PBk−P )f |>ǫ} 6
K
2
.
Introduce φ, a 1-Lipschitz function such that 1x>2 6 φ(x) 6 1x>1. We have
sup
f∈F
K∑
k=1
1{|(PBk−P )f |>ǫ} 6 sup
f∈F
K∑
k=1
φ
(
2|(PBk − P )f |
ǫ
)
6 K sup
f∈F
P
(
|(PB1 − P )f | >
ǫ
2
)
+ sup
f∈F
{ K∑
k=1
φ
(
2|(PBk − P )f |
ǫ
)
− E
[
φ
(
2|(PBk − P )f |
ǫ
)]}
.
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The first term in this upper-bound can be bounded from above using Cheby-
shev’s inequality as follows.
sup
f∈F
P
(
|(PBk − P )f | >
ǫ
2
)
6
4σ2K
ǫ2N
.
Using the bounded difference inequality, the second term is bounded from above,
with probability at least 1− e−2x2/K , by
E
[
sup
f∈F
{ K∑
k=1
φ
(
2|(PBk − P )f |
ǫ
)
− E
[
φ
(
2|(PBk − P )f |
ǫ
)]}]
+ x .
Using the symmetrization trick, the expectation is now bounded from above by
2E
[
sup
f∈F
{ K∑
k=1
ǫkφ
(
2|(PBk − P )f |
ǫ
)}]
.
By Ledoux and Talagrand’s contraction lemma, this term is bounded from above
by
16
ǫ
E
[
sup
f∈F
{ K∑
k=1
ǫk(PBk − P )f
}]
.
By the symmetrization trick, this term is bounded from above by
32K
ǫ
√
D(F )
N
.
Overall, with probability at least 1− e−2x2/K ,
sup
f∈F
K∑
k=1
1{|(PBk−P )f |>ǫ} 6
32K
ǫ
√
D(F )
N
+
4σ2K
ǫ2N
+ x
Choose δ ∈ 1/2, ǫ = 128
√
D(F )
N ∨
√
32σ
2K
N and x = K/8, this shows that, with
probability 1− e−K/32,
sup
f∈F
|MOMK [f ]− Pf | 6 128
√
D(F )
N
∨ 4σ
√
2K
N
.
Some results require the following extension of the previous result whose
proof follows exactly the same arguments and is left to the reader.
Theorem 38 (General concentration bound for suprema of MOM processes).
Let F denote a separable set of functions f : X → R such that supf∈F σ2(f) =
σ2 < ∞, where σ2(f) = Var(f(X)). Let α ∈ (0, 1). There exists a constant cα
such that, for any K > 1/α, with probability at least 1− e−K/cα , there exists at
least (1 − α)K blocks Bk where
∀f ∈ F, |(PBk − P )f | 6 cα
(√
D(F )
N
∨ σ
√
K
N
)
.
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This general result admits the following corollary that was first proved in
[42] and that will be used repeatedly in the following.
Corollary 39. Assume that X1, . . . , XN are i.i.d. random vectors of R
d, with
common distribution P such that P [‖X‖2] < ∞. Let Σ = P [(X − PX)(X −
PX)T ], α ∈ (0, 1) and r > 0. There exists a constant cα such that, for any
K > 1/α, with probability at least 1 − e−K/cα , there exists at least (1 − α)K
blocks Bk where
∀a ∈ Rd : ‖a‖ 6 r, |(PBk − P )[aT ·]| 6 cαr
√
Tr(Σ) ∨ ‖Σ‖opK
N
.
Proof. Apply Theorem 38 to the class F = {aT · : ‖a‖ 6 r}. By (3.17) ,
D(F ) 6 r2Tr(Σ) and, for any a ∈ Rd : ‖a‖ 6 r,
Var(aTX) = aTΣa 6 r2‖Σ‖op .
The result follows.
As for univariate mean estimate, this first analysis can be refined under
stronger moments assumptions using Minsker-Strawn’s approach. Denote by Q
the tail function of a standard Gaussian, n = N/K and
g(n, f) = sup
t∈R
∣∣∣∣P(√n (PB1 − P )fσ(f) > t
)
−Q(t)
∣∣∣∣ .
Recall that if F is a class of functions such that P |f |3 <∞ for any f ∈ F and
supf∈F P [|f − Pf |3]/σ(f)3 = γ <∞, then, Berry-Esseen theorem implies that
sup
f∈F
g(n, f) := g(n) 6
γ√
n
.
The key-point is that one has to use a “smoothed” version of median of means
estimators. Define the function
ρ(t) =

−1 if t 6 −1
t if − 1 6 t 6 1
1 if t > 1
(3.18)
Then, let ∆ > supf∈F σ(f) and let PˆKf be solution of the equation
K∑
k=1
ρ
(√
n
PBkf − z
∆
)
= 0 .
Theorem 40. [Minsker’s deviation bound for suprema of smoothed MOM pro-
cesses] Assume that s and K satisfy
300
(
16
∆
√
D(F )
N
+
√
2s
N
+ 4
g(n)√
n
)
6
√
K
N
,
Then
P
(
sup
f∈F
|PˆKf − Pf | > 300
√
D(F )
N
+ 20∆
(√
2s
N
+ 4
g(n)√
n
))
6 e−s .
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Remark 41. Assume that F is a class of functions such that P |f |3 <∞ for any
f ∈ F and supf∈F P [|f − Pf |3]/σ(f)3 = γ < ∞, then, Berry-Esseen theorem
implies that
sup
f∈F
g(n, f) := g(n) 6
γ√
n
.
Assume moreover that D(F ) ≤ ∆2√N . Let K = C√N , where C is a sufficiently
large absolute constant. Then Theorem 40 implies that, simultaneously for all
s ≤ C′√N , with probability larger than 1− e−s,
sup
f∈F
|PˆKf − Pf | 6 C
(√
D(F )
N
+∆
√
γ2 + s
N
)
.
Proof. Let us first remark that (PˆK − P )f is solution of Q(n)K (f, ·) = 0, where
Q
(n)
K (f, z) :=
1
K
K∑
k=1
ρ
(√
n
(PBk − P )f − z
∆
)
.
The strategy is then to find a deterministic function U(·) such that, for any
z ∈ R, w.h.p., for any f ∈ F ,
Q
(n)
K (f, z) 6 U(z) .
Then, if z+ denotes the smallest solution of U(z) = 0, on the event supf∈F Q
(n)
K (f, z+) 6
U(z+), for any f ∈ F ,
Q
(n)
K (f, z+) 6 U(z+) = 0 = Q
(n)
K (f, (PˆK − P )f) .
As Q
(n)
K (f, ·) is non-increasing, this implies
P
(∀f ∈ F, (PˆK − P )f 6 z+) > P( sup
f∈F
Q
(n)
K (f, z+) 6 U(z+)
)
.
Fix z and bound uniformly from above Q
(n)
K (f, z). Let Gk(f) =
√
n(PBk −
P )f/σ(f), then
Q
(n)
K (f, z) =
1
K
K∑
k=1
ρ
(
σ(f)
∆
Gk(f)−
√
nz
∆
)
.
Therefore
Q
(n)
K (f, z) 6 (Q
(n)
K (f, z)−Q(n)(f, z)) + (Q(n)(f, z)−Q(f, z)) +Q(f, z) ,
where G is a standard Gaussian random variable and
Q(n)(f, z) := E
[
ρ
(
σ(f)
∆
Gk(f)−
√
nz
∆
)]
,
Q(f, z) := E
[
ρ
(
σ(f)
∆
G−
√
nz
∆
)]
.
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Let ψ1(f, z) = Q
(n)
K (f, z)−Q(n)(f, z). As ρ takes values in [−1, 1], the bounded
difference inequality grants that, with probability larger than 1− e−s
sup
f∈F
ψ1(f, z) 6 E
[
sup
f∈F
ψ1(f, z)
]
+
√
2s
K
.
By symmetrization and contraction (ρ(· − x) − ρ(−x)) being 1-Lipshitz,
E
[
sup
f∈F
ψ1(f, z)
]
6 16
√
n
∆
√
D(F )
N
.
For any real numbers α and β and any real valued random variable X with
c.d.f. FX ,
E[ρ(αX − β)] = −FX
(
β − 1
α
)
+ 1− FX
(
β + 1
α
)
+
∫ β+1
α
β−1
α
(αt− β)dFX(t)
= −2FX
(
β − 1
α
)
+ 1− α
∫ β+1
α
β−1
α
FX(t)dt . (3.19)
By definition of g(n), it follows that
sup
f∈F
|Q(n)(f, z)−Q(f, z)| 6 4g(n) .
Now, let f ∈ F , α = σ(f)/∆ and β = √nz/∆,
Q(f, z) = P
(
αG− β > 1)− P(αG− β 6 −1)+ E[(αG− β)1|αG−β|61]
6 αE
[
G1|αG−β|61
]− βP(|αG− β| 6 1)
=
α√
2π
[e−(β−1)
2/2α2 − e−(β+1)2/2α2 ]− βP(|αG− β| 6 1)
6
√
2
π
β
α
e−(β−1)
2/2α2 − βP(|αG− β| 6 1)
= − β
α
√
2π
∫ β+1
β−1
e−x
2/2α2 − e−(β−1)2/2α2dx .
Assume now that β 6 1/16, and, as α 6 1, write∫ β+1
β−1
e−x
2/2α2 − e−(β−1)2/2α2 dx
α
√
2π
>
∫ 1/2
−1/2
e−x
2/2α2(1 − ex2−(β−1)2/2α2) dx
α
√
2π
− 2βe
−(β−1)2/2α2
α
√
2π
> (1− e−161/512α2)P(−1/2 6 G 6 1/2)− e
−225/512α2
8α
√
2π
> (1− e−161/512)P(−1/2 6 G 6 1/2)− e
−1/2
8
√
2π
> 0.06 .
It follows that, if z 6 ∆/16
√
n,
Q(f, z) 6 −0.06√nz/∆ .
Overall, for any z 6 ∆/16
√
n, with probability larger than 1− e−s,
Q
(n)
K (f, z) 6 16
√
n
∆
√
D(F )
N
+
√
2s
K
+ 4g(n)− 0.06
√
nz
∆
.
3.4. DEVIATION OF SUPREMA OF MEDIAN-OF-MEANS PROCESSES45
As a conclusion, one can pick
z+ = 300
√
D(F )
N
+ 20∆
(√
2s
N
+ 4
g(n)√
n
)
,
since, by assumption, this quantity is smaller than ∆/16
√
n.
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Chapter 4
Multivariate mean
estimation
Let ‖ · ‖ denote the Euclidean norm on Rd. Let P2 denote the set of probability
distributions on Rd such that
P [‖X‖2] <∞ .
For any P ∈ P2, denote by
µP = PX ∈ Rd, ΣP = P [(X − µP )(X − µP )T ] ∈ Rd×d .
The goal of the chapter is to build estimators of µP based on an i.i.d. sample
of P , DN = (X1, . . . , XN ), with deviations bounded for all P ∈ P2 by those of
the empirical mean µ̂e = N
−1∑N
i=1Xi when the vectors Xi are Gaussian. To
compute the deviation bounds in the Gaussian case, we need to define the trace
of ΣP , Tr(ΣP ) and its largest eigenvalue ‖ΣP ‖op.
Example: Least-squares density estimation The multivariate mean es-
timation problem is highly connected to a particular instance of unsupervized
learning where one wants to recover, from an i.i.d. sample X1, . . . , XN tak-
ing values in a measurable space X , the distribution P of X . Assume that P
has density f¯ with respect to a known reference measure µ, so recovering P
is equivalent to recover f¯ . Assume that f¯ ∈ L2(µ). To estimate f¯ , choose an
orthonormal basis (ϕi)i∈N of L2(µ). The function f¯ can be decomposed onto
this basis f¯ =
∑
i∈N βiϕi (the convergence of the series being in L
2(µ)-sense).
Moreover, the coefficient βi in this decomposition is the inner product in L
2(µ)
between ϕi and f¯ , βi =
∫
ϕif¯dµ, that is, βi = P [ϕi]. Overall
f¯ =
∑
i∈N
P [ϕi]ϕi .
The projection method proceeds by cutting the sum and estimate the projections
of f¯ onto finite dimensional subspaces:
f¯d =
d∑
i=1
P [ϕi]ϕi .
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Estimating f¯d is then equivalent to estimate the vector
µP = PX, where X =
ϕ1(X)...
ϕd(X)
 ∈ Rd .
The 2-moment assumption is equivalent to the assumption that P [ϕ2i ] < ∞
for all i ∈ {1, . . . , d}. It is a weaker requirement than the connection between
L∞ and L2-norms that is made to analyse the empirical mean estimator of µP ,
∀a ∈ Rd, ‖aTX‖∞ 6 L
√
d‖aTX‖L2(µ), which, as ϕ1, . . . , ϕd is an orthonormal
system in L2(µ) reduces to ‖aTX‖∞ 6 L
√
d‖a‖.
4.1 Deviations of the empirical mean in the Gaus-
sian case
In order to establish a relevant benchmark, start by computing the deviations
of the empirical mean in the Gaussian case.
Theorem 42 (Hanson-Wright). If the dataset DN = (X1, . . . , XN ) is a collec-
tion of i.i.d. Gaussian vectors with common distribution N(µ,Σ), the empirical
mean µ̂e = N
−1∑N
i=1Xi satisfies
∀t > 0, P
(
‖µ̂e − µ‖ >
√
Tr(Σ)
N
+
√
2‖Σ‖opt
N
)
6 e−t .
Proof. Let S = {u ∈ Rd : ‖u‖ = 1} and, for any u ∈ S, let Xu = uT µ̂e. The
random variables Xu are Gaussian with expectation µu = u
Tµ and variance
σ2u = u
TΣu/N . It follows that
σ2 = sup
u∈S
σ2u =
‖Σ‖op
N
. (4.1)
Moreover,
‖µ̂e − µ‖ = sup
u∈S
uT (µ̂e − µ) = sup
u∈S
(Xu − µu) .
It comes from the concentration theorem for suprema of Gaussian processes that
∀t > 0, P
(
‖µ̂e − µ‖ > E[‖µ̂e − µ‖] +
√
2‖Σ‖opt
N
)
6 e−t .
Now, by Cauchy-Schwarz inequality,
E[‖µ̂e − µ‖] 6
√
E
[‖µ̂e − µ‖2] =√ 1
N2
∑
16i,j6N
E[(Xi − µ)T (Xj − µ)]
=
√
1
N
E[(X − µ)T (X − µ)]
=
√
1
N
Tr(E[(X − µ)(X − µ)T ]) =
√
Tr(Σ)
N
.
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4.2 A first glimpse at minmax strategies
Recall that S denotes the unit sphere in Rd: S = {u ∈ Rd : ‖u‖ = 1}. The
proof of Hanson-Wright theorem is based on the following representation of the
risk:
‖µ̂e − µ‖ = sup
u∈S
uT (PNX − µP ) .
As PN is linear, this can be rewritten
‖µ̂e − µ‖ = sup
u∈S
{PN [uTX ]− P [uTX ]} .
The risk bound is then based on the fact the empirical estimators PN [u
TX ] of
the univariate expectations P [uTX ] have uniform deviations over the sphere S.
Therefore, there are three ingredients to prove Hanson-Wright’s inequality:
(i) build estimators P̂ [uTX ] of the univariate expectations P [uTX ],
(ii) bound the deviations of |P̂ [uTX ]−P [uTX ]| uniformly over the unit sphere
S,
(iii) deduce from the collection {P̂ [uTX ], u ∈ S} an estimator of µP .
In Chapter 2, we presented various constructions that can be used to esti-
mate the univariate expectations with sub-Gaussian guarantee when P ∈ P2,
therefore, extending step (i) will not be difficult. In Chapter 3, we showed
uniform deviation bounds for these estimators that will be sufficient to ex-
tend step (ii). Step (iii) is obvious for the empirical mean since, by linearity,
PN [u
TX ] = uTPN [X ]. However, none of the “robust” estimators presented in
Chapter 2 is linear. Therefore, extending step (iii) requires a new idea. A first
idea, that appeared independently in various works such as [12, 42] for example,
is to consider the minmax estimator
µ̂ ∈ argminµ∈Rd sup
u∈S
|uTµ− Pˆ [uTX ]| .
If the minimum is not achieved, then µ̂ in this definition can be replaced by any
µ̂N satisfying
sup
u∈S
|uT µ̂N − Pˆ [uTX ]| 6 inf
µ∈Rd
sup
u∈S
|uTµ− Pˆ [uTX ]|+ 1
N
.
This would not affect the results of this section.
A very nice feature of this construction is that this estimator has a risk
bounded from above by the uniform deviations of P̂ [uTX ] around P [uTX ]. Ac-
tually, using successively the representation of the Euclidean norm as a supre-
mum, the triangle inequality and the definition of µ̂, it holds
‖µ̂− µP ‖ = sup
u∈S
|uT (µ̂− µP )| 6 sup
u∈S
|uT µ̂− Pˆ [uTX ]|+ sup
u∈S
|uTµP − Pˆ [uTX ]|
6 2 sup
u∈S
|uTµP − Pˆ [uTX ]| = 2 sup
u∈S
{|(P − Pˆ )[uTX ]|} .
We deduce from these remarks the following result.
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Lemma 43. For any u ∈ S, let P̂ [uTX ] denote an estimator of the univariate
expectation P [uTX ]. On the event Ωr where these estimators have uniform
deviations bounded from above by r,
Ωr =
{
sup
u∈S
{|(P − Pˆ )[uTX ]|} 6 r
}
, (4.2)
the minmax estimator
µ̂ ∈ argminµ∈Rd sup
u∈S
|uTµ− Pˆ [uTX ]| ,
satisfies ‖µ̂− µP ‖ 6 2r.
Lemma 43 shows that the risk of minmax estimators is bounded from above
by 2r on the event Ωr. To show that the risk of the minmax estimator is bounded
by 2r with high probability, it is therefore sufficient to compute r such that Ωr
has high probability. As a first example, consider the case where Pˆ [uTX ] =
MOMK
[
uTX
]
. The following result is a corollary of the concentration theorem
for suprema of MOM processes given in Theorem 37.
Theorem 44. Let P ∈ P2, K ∈ {1, . . . , N} and
rK = 128
√
Tr(ΣP )
N
∨ 4
√
2‖ΣP‖opK
N
.
Then,
P
(
sup
u∈S
|MOMK
[
uTX
]− P [uTX ]| > rK) 6 e−K/32 . (4.3)
In particular, the minmax MOM estimator
µ̂ ∈ argminµ∈Rd sup
u∈S
|uTµ−MOMK
[
uTX
]|
satisfies
P(‖µ̂− µP ‖ 6 2rK) > 1− e−K/32 .
Proof. The second result comes from (4.3) and Lemma 43. To prove (4.3),
consider the class of functions F = {uT ·, u ∈ S}. By (3.17), this class satisfies
D(F ) 6 Tr(Σ). Moreover, for any u ∈ S,
Var(uTX) = uTΣPu 6 ‖ΣP ‖op . (4.4)
Therefore, Theorem 37 shows (4.3).
As a second application, consider smoothed MOM estimators.
Theorem 45. Assume that there exists a known constant v such that v >√‖ΣP ‖op, let ρ denote the function defined in (3.18) and consider the estimator
PˆK [u
TX ] to be the solution of
K∑
k=1
ρ
(√
N
K
PBk [u
TX ]− z
v
)
= 0 .
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Let
rK,s =
√
Tr(ΣP )
N
+ v
(√
s
N
+ g(N/K)
√
K
N
)
.
Then, there exists an absolute constant C > 0 such that, if
K > C
(
Tr(ΣP )
v2
∨ g(N/K)2
)
,
then, for any s 6 K/C,
P
(
sup
u∈S
|PˆK [uTX ]− P [uTX ]| > CrK,s
)
6 e−s . (4.5)
In particular, the minmax smooth-MOM estimator
µ̂ ∈ argminµ∈Rd sup
u∈S
|uTµ− PˆK [uTX ]|
satisfies, for any s 6 K/C,
P(‖µ̂− µP ‖ 6 2CrK,s) > 1− e−s .
Remark 46. Theorem 45 improves upon Theorem 44 as it shows, for example,
that, when g(N/K) 6 γ
√
K/N , the minmax estimator µ̂ based on smoothed
MOM preliminary estimates with K =
√
N is sub-Gaussian at any level t .√
N . On the other hand, this improvement holds under L3/L2 comparison to
bound g(N/K) and requires the knowledge of an upper bound v on ‖ΣP ‖op.
Proof. The second result comes from (4.5) and Lemma 43. Eq (4.5) comes from
Theorem 40 applied to the class F of linear functionals F = {uT ·, u ∈ S}. For
this class of functions, D(F ) = Tr(ΣP ), see (3.17) and σ
2 = ‖ΣP ‖op 6 v, see
Eq (4.4).
4.3 Working with other norms
Suppose here that one wants to estimate µP and that we measure the risk of
an estimator µ̂ by |µ̂− µP |∗, where | · |∗ denote the dual norm of a norm | · | in
R
d. In this section, denote the sphere of the norm | · | by
S = {u ∈ Rd : |u| = 1} .
Recall that the dual norm | · |∗ is defined, for any v ∈ Rd, by
|v|∗ = sup
u∈S
uTv .
Let S∗ denote the unit sphere for the dual norm S∗ = {v ∈ Rd : |v|∗ = 1}.
The construction of the previous section naturally extends to this framework.
Define the estimator
µ̂ ∈ argminµ∈Rd sup
u∈S
|uTµ− Pˆ [uTX ]| .
52 CHAPTER 4. MULTIVARIATE MEAN ESTIMATION
The triangle inequality and the definition of µ̂ show that
|µ̂− µP |∗ = sup
u∈S
|uT (µ̂− µP )| 6 sup
u∈S
|uT µ̂− Pˆ [uTX ]|+ sup
u∈S
|uTµP − Pˆ [uTX ]|
6 2 sup
u∈S
|uTµP − Pˆ [uTX ]| = 2 sup
u∈S
{|(P − Pˆ )[uTX ]| .
Assume that Pˆ [uTX ] = MOMK
[
uTX
]
for any u ∈ S. We have
sup
u∈S
Var(uTX) = sup
u∈S
uTΣu = ‖Σ‖∗∗ .
Moreover, the Rademacher complexity of the class F of linear functions x 7→
uTx, for all u ∈ S, can be computed as follows
√
D(F ) = E
[
sup
u∈S
1√
N
N∑
i=1
ǫiX
T
i u
]
= E
[∣∣∣∣ 1√N
N∑
i=1
ǫiXi
∣∣∣∣
∗
]
.
Proceeding as in Lemma 43 yields the following result.
Lemma 47. Let | · | denote a norm on Rd, let S denote the unit sphere for | · |
and let | · |∗ denote the dual norm of | · |. The minmax estimator
µ̂ ∈ argminµ∈Rd sup
u∈S
|uTµ−MOMK
[
uTX
]| ,
satisfies, with probability larger than 1− e−K/32,
|µ̂− µP |∗ 6 128E
[∣∣∣∣ 1N
N∑
i=1
ǫiXi
∣∣∣∣
∗
]
∨ 4
√
2‖Σ‖∗∗K
N
Example: error rates in ℓ1-norm Assume that
|u| = ‖u‖∞ = max
i∈{1,...,d}
|ui|
so |u|∗ = ‖u‖1 =
∑d
i=1 |ui|. As the term ‖Σ‖∗∗ = supu:‖u‖∞61 uTΣu would
also appear in the concentration of the empirical mean using Theorem 30, it is
sufficient to bound the main term in Lemma 47. We have
E
[∥∥∥∥ 1N
N∑
i=1
ǫi(Xi − µP )
∥∥∥∥
1
]
=
d∑
j=1
E
[∣∣∣∣ 1N
N∑
i=1
ǫi(Xi,j − µP,j)
∣∣∣∣] .
Applying Cauchy-Schwarz inequality, we get
E
[∣∣∣∣ 1N
N∑
i=1
ǫi(Xi,j − µP,j)
∣∣∣∣] 6
√√√√ 1
N2
N∑
i=1
E[(Xi,j − µP,j)2] =
√
Var(X1,j)
N
.
Hence,
E
[∥∥∥∥ 1N
N∑
i=1
ǫiXi
∥∥∥∥
1
]
6
∑d
j=1
√
Var(Xi,j)√
N
.
This is, up to multiplicative numerical constant the order of E[‖X−µP ‖1] when
X ∼ N(µP ,ΣP /N)
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Example: rates in sup-norm Assume that |u| = ‖u‖1 =
∑d
i=1 |ui| so |u|∗ =
‖u‖∞ = maxi∈{1,...,d} |ui|. For any u ∈ S,
uTΣu 6 max
16i6d
∣∣ d∑
j=1
Σi,juj
∣∣ 6 max
16i,j6d
|Σi,j | .
By Cauchy-Schwarz inequality,
max
16i,j6d
|Σi,j | = max
16i6d
Σi,i .
As this upper bound is achieved for u a vector in the canonical basis, it follows
that
‖Σ‖∗∗ = ‖Σ‖∞ .
The main term
E
[
max
j=1,...,d
∣∣∣∣ 1N
N∑
i=1
ǫiXi,j
∣∣∣∣] ,
can be evaluated using higher moment assumptions on Xi,j . Assume that
E[|Xi,j |p] < ∞, for some p > 2. Then, for any q ∈ {2, . . . , p}, Pisier’s trick
applies and gives
E
[
max
j=1,...,d
∣∣∣∣ 1N
N∑
i=1
ǫiXi,j
∣∣∣∣] 6 (E[ maxj=1,...,d
∣∣∣∣ 1N
N∑
i=1
ǫiXi,j
∣∣∣∣q])1/q
6
1
N
( d∑
j=1
E
[∣∣∣∣ N∑
i=1
ǫiXi,j
∣∣∣∣q])1/q
Now, apply Khinchine’s inequality on moments of order p for sums of indepen-
dent random variables, see for examples [10, Chapter 15]. It shows that(
E
[∣∣∣∣ N∑
i=1
ǫiXi,j
∣∣∣∣q])1/q 6 3√qE[( N∑
i=1
X2i,j
)q/2]1/q
.
Then, by convexity of x 7→ xq/2,( N∑
i=1
X2i,j
)q/2
= N q/2
(
1
N
N∑
i=1
X2i,j
)q/2
6 N q/2−1
N∑
i=1
|Xi,j |q .
Therefore,
E
[
max
j=1,...,d
∣∣∣∣ 1N
N∑
i=1
ǫiXi,j
∣∣∣∣] 6 3√qN1/2+1/q
( d∑
j=1
N∑
i=1
E
[∣∣Xi,j∣∣q])1/q .
As Xi are i.i.d., this bound reduces to
E
[
max
j=1,...,d
∣∣∣∣ 1N
N∑
i=1
ǫiXi,j
∣∣∣∣] 6 3√qN1/2
( d∑
j=1
E
[∣∣X1,j∣∣q])1/q . (4.6)
We have proved the following result:
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Theorem 48. Assume that there exists p > 2 such that E[|Xi,j |p] < ∞ and,
for any q 6 p, let Mq =
(∑d
j=1 E
[∣∣X1,j∣∣q])1/q. Let S1 denote the sphere for the
ℓ1-norm on R
d. The estimator
µ̂ ∈ argminµ∈Rd sup
u∈S1
|uTµ−MOMK
[
uTX
]| ,
satisfies, with probability larger than 1− e−K/32,
‖µ̂− µP ‖∞ 6 384√
N
inf
q6p
(
√
qMq) ∨ 4
√
2‖Σ‖∞K
N
.
Remark 49. Since p > 2, infq6p(
√
qMq) 6
√
2M2 =
√
2Tr(Σ).
If the coordinates X1,j have a finite moment of order p > 2 log d. Denote
by Cd = maxj∈{1,...,d} E[|X1,j |2 log d]1/(2 log d). We have, for any q 6 2 log d,
Mq 6 Cdd
1/q, hence
inf
q6p
(
√
qMq) 6 Cd
√
2 log dd1/(2 log d) = Cd
√
2e log d .
In this case, the optimal sub-Gaussian inequality is therefore recovered only un-
der stronger moment assumption on the vectors Xi.
4.4 PAC-Bayesian analysis
Applying the minmax strategy with MOM (or smoothed MOM) estimators
MOMK
[
uTX
]
of univariate expectations yields estimators µ̂ of PX with sub-
Gaussian tails but the constants involved in the deviation property are a bit loose
compared to the Gaussian case of Hanson-Wright theorem. As for univariate
mean estimation, there exist alternatives with much better performance from
this perspective. The material of this section is borrowed from [12]. Let ψ
denote a function such that
∀t ∈ R, − log(1 − t+ t2/2) 6 ψ(t) 6 log(1 + t+ t2/2) . (4.7)
For example, one can verify that the following function satisfies (4.7),
ψ(t) =

−2√2/3 if t < −√2
t− t3/6 if t ∈ [−√2,√2]
2
√
2/3 if t >
√
2
.
Let λ > 0, β > 0, Id denote the identity matrix in R
d and, for any u ∈ S,
ρu = N(u, βId). Define the estimators of univariate expectations P [u
TX ] as
Pˆλ,β [u
TX ] =
1
Nλ
N∑
i=1
∫
ψ(λvTXi)dρu(v) .
These new estimators are not translation invariant which means that, if b de-
notes a deterministic quantity, one cannot guarantee that Pˆλ,β [u
TX + b] =
Pˆλ,β(u
TX) + b. In particular, Pˆλ,β [u
TX ] − P [uTX ] may not be equal to
Pˆλ,β [u
TX − P [uTX ]]. Therefore, the analysis of these estimators is a bit more
tricky than for MOM. The following result shows the deviation properties of the
minmax estimators based on the preliminary estimates Pˆλ,β [u
TX ].
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Theorem 50. Assume that there exist known constants T and v, v 6 T , such
that the matrix ΣP = P [XX
T ] satisfies
Tr(ΣP ) 6 T, ‖ΣP ‖op 6 v .
Let λ and β denote the following quantities
λ =
√
2 log(δ−1)
Nv
, β =
1
λ
√
NT
=
√
v
2T log(1/δ)
.
Then, with probability at least 1− δ,
sup
u∈S
|Pˆλ,β [uTX ]− P [uTX ]| 6
√
T
N
+
√
2v log(1/δ)
N
. (4.8)
In particular, the minmax estimator
µ̂ ∈ argminµ∈Rd sup
u∈S
|uTµ− Pˆλ,β [uTX ]|
satisfies
P
(
‖µ̂− µP ‖ 6 2
(√
T
N
+
√
2v log(1/δ)
N
))
> 1− δ .
Proof. The second result comes from (4.8) and Lemma 43. Let us focus on
proving (4.8). Fix µ = ρ0. Let Γ : S× Rd → R, (v,x) 7→ Γv(x) = ψ(λvTx), so
PN
[ ∫
Γvdρu(v)
]
= λPˆλ,β [u
TX ] .
Moreover, by definition of ψ, (4.7),∫
logP [eΓv ]dρu(v) =
∫
logP [eψ(λv
TX)]dρu(v)
6
∫
log
(
1 + λP [vTX ] +
λ2
2
P [(vTX)2]
)
dρu(v) .
As log(1 + x) 6 x for any x > −1,∫
log
(
1 + λP [vTX ] +
λ2
2
P [(vTX)2]
)
dρu(v)
6 λP
[∫
vTXdρu(v)
]
+
λ2
2
P
[ ∫
(vTX)2dρu(v)
]
.
Conditionally on X , when v is distributed as ρu, λv
TX is distributed according
to a Gaussian N(λuTX, βλ2‖X‖2). Hence,∫
log
(
1 + λP [vTX ] +
λ2
2
P [(vTX)2]
)
dρu(v)
6 λ
(
P
[
uTX
]
+
λ
2
P
[
(uTX)2 + β‖X‖2])
6 λ
(
P
[
uTX
]
+
λ
2
(
v + βT
))
.
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Moreover, as K(ρu, ρ0) = 1/(2β), it follows from the PAC-Bayesian inequality,
see Theorem 36, that, with probability 1− δ, for any u ∈ S,
Pˆλ,β [u
TX ] 6 P [uTX ] +
λ
2
(
v + βT
)
+
(1/2β) + log(1/δ)
λN
. (4.9)
The choice of parameters now ensures that
λv
2
=
1
2
√
2v log(1/δ)
N
,
λβT
2
=
1
2
√
T
N
,
1
2βλN
=
1
2
√
T
N
,
log(1/δ)
λN
=
1
2
√
2v log(1/δ)
N
.
Plugging these estimates into (4.9) shows that
P
(
sup
u∈S
(Pˆλ,β [u
TX ]− P [uTX ]) 6
√
T
N
+
√
2v log(1/δ)
N
)
> 1− δ .
As S is symmetric, Eq (4.8) is proved and therefore the theorem is established.
The problem with Theorem 50 is that it involves upper bounds on the L2
moments ΣP rather than on the covariance matrix ΣP . Fortunately, there is
a simple trick to deduce from the estimator µ̂ an estimator with sub-Gaussian
deviations based on the actual covariance matrix ΣP .
Theorem 51. Assume that there exist known constants T¯ , v¯ and b such that
Tr(ΣP ) 6 T¯ , ‖ΣP ‖op 6 v¯, ‖µP ‖2 6 b . (4.10)
Fix δ ∈ (0, 1) and let
A := 4
(√
T¯ + b+
√
2(v¯ + b) log(1/δ)
)2
.
For any k ∈ {1, . . . , N − 1}, there exists an estimator µ̂ of µ such that
P
(
‖µ̂− µP ‖ 6 2
(√
T¯ +A/k
N − k +
√
2(v¯ +A/k) log(1/δ)
N − k
))
6 1− 2δ .
Remark 52. If d is fixed and N → ∞, one can choose k ≍ √N to deduce
that, for any ǫ > 0, there exists N0 such that, for any N > N0, there exists an
estimator µ̂ of µ such that
P
(
‖µ̂− µP ‖ 6 (2 + ǫ)
(√
T¯
N
+
√
2v¯ log(1/δ)
N
))
6 1− 2δ .
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Therefore, µ̂ achieves much better constants than the minmax estimator based on
MOM preliminary estimators, see Theorem 44 or on smoothed MOM estimators,
see Theorem 45. Actually, these constants are asymptotically not worse than
twice the optimal constants of the Hanson-Wright theorem. On the other hand,
the knowledge of upper bounds on both Tr(ΣP ) and ‖ΣP‖op is mandatory for
the construction of these estimators.
Proof. Under Assumption (4.10), the constants T and v satisfy the requirements
of Theorem 50, where
T > T¯ + b, v > v¯ + b .
To build an estimator with correct sub-Gaussian deviations, split the sample in
two parts (X1, . . . , Xk) and (Xk+1, . . . , XN). With the first sample X1, . . . , Xk,
build the minmax estimator µ¯ of µP of Theorem 50 with the constants T and
v. According to Theorem 50, P(Ω1) > 1− δ, where
Ω1 =
{
‖µ¯− µP ‖ 6
√
A
k
}
.
The estimator µ̂ will be a minmax estimator of µP based on Theorem 50, using
the sample (Xk+1 − µ¯, . . . , XN − µ¯). To choose appropriate constants T ′ and
v′ in this theorem, one has to bound the L2-moments of the sample (Xk+1 −
µ¯, . . . , XN−µ¯). The idea is to work conditionally on Fk, the σ-algebra generated
by X1, . . . , Xk. It holds
P [(X − µ¯)(X − µ¯)T |Fk] = ΣP + (µ¯− µP )(µ¯− µP )T .
In particular,
Tr[P [(X − µ¯)(X − µ¯)T |Fk]] 6 Tr(ΣP ) + ‖µ¯− µP ‖2 ,
‖P [(X − µ¯)(X − µ¯)T |Fk]‖op 6 ‖ΣP ‖op + ‖µ¯− µP ‖2 .
This bound cannot be used to build µ̂ but it holds
Tr[P [(X − µ¯)(X − µ¯)T |Fk,Ω1]] 6 Tr(ΣP ) + A
k
,
‖P [(X − µ¯)(X − µ¯)T |Fk,Ω1]‖op 6 ‖ΣP ‖op + A
k
.
This suggests to build the minmax estimator using Theorem 50, based on the
sample (Xk+1 − µ¯, . . . , XN − µ¯), with the constants T¯ +A/k and v¯ +A/k. Let
r = 2
(√
T¯ +A/k
N
+
√
2(v¯ + A/k) log(1/δ)
N
)
,
According to these preliminary computations, it holds
P
({
‖µ̂− µP ‖ > 2
(√
T¯ +A/k
N
+
√
2(v¯ +A/k) log(1/δ)
N
)}∣∣∣∣Fk,Ω1) 6 δ .
Therefore,
P
(‖µ̂− µP ‖ > r) 6 1− P(Ω1) + P(Ω1 ∩ {‖µ̂− µP ‖ > r})
6 δ + E
[
P
(
Ω1 ∩
{‖µ̂− µP ‖ > r}∣∣Fk)] 6 2δ .
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4.5 Toward a generic minmax strategy
This section introduces a minmax strategy that can be extended more easily
than the one presented in Section 4.2 to any learning problem where ERM can
be used. The starting point of this generic construction is that the multivari-
ate expectation µP is solution of a minimization problem where the objective
function is a univariate expectation
µP ∈ argminµ∈Rd P [‖X − µ‖2] .
A first “natural” idea to build an estimator from this formulation would be to
consider
µ̂nat ∈ argminµ∈Rd MOMK
[‖X − µ‖2] .
This construction would be similar to that of the empirical mean f̂emp which is
the ERM associated to the loss ‖f − x‖2, i.e. f̂emp ∈ argminf∈F PN [‖X − f‖2].
It turns out that min MOM estimators have suboptimal deviation bounds even
under stronger assumption on F , see for example [35]. The reason is that
the lack of linearity of the median prevents from using localization ideas that
yields optimal deviation rates of the ERM. Instead of simply minimizing MOM,
the idea is to reformulate the problem in order to build an estimator based on
estimators of the expectations of the increments of loss rather than on the losses
themselves. To clarify this idea, remark that, by linearity of P , the target µP
is also solution of the following minmax problem:
µP ∈ argminµ∈Rd sup
ν∈Rd
P [‖X − µ‖2 − ‖X − ν‖2] .
Now, one can obtain an estimator of µP simply by plugging in this formulation
estimators P̂ [‖X−µ‖2−‖X−ν‖2] of the univariate expectations P [‖X−µ‖2−
‖X − ν‖2]. Contrary to the previous minmax strategy that used the specific
form of the risk function, this new construction is completely generic and can be
extended to many learning tasks. In the remaining of this section, we present
as a first example of application an analysis of the minmax MOM estimator
µ̂ ∈ argminµ∈Rd sup
ν∈Rd
MOMK
[‖X − µ‖2 − ‖X − ν‖2] .
The minmax MOM estimator differs from the min MOM since the median is
not linear. In the following chapters, we shall extend the analysis of minmax
MOM estimators to much more general learning tasks and show sub-Gaussian
oracle inequalities in several classical problems.
Theorem 53. Let X1, . . . , XN denote i.i.d. realizations of a distribution P ∈
P2. Let K 6 N and let
µ̂ ∈ argminµ∈Rd sup
ν∈Rd
MOMK
[‖X − µ‖2 − ‖X − ν‖2] .
Then
P
(
‖µ̂− µP ‖ > (
√
2 + 1)
(
128
√
Tr(ΣP )
N
∨ 4
√
‖ΣP ‖opK
N
))
6 e−K/32 .
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Remark 54. Remark that the constants here are slightly worse than for the
first minmax strategy presented in Theorem 44.
Proof. Define for any µ ∈ Rd its score
S(µ) = sup
ν∈Rd
MOMK
[‖X − µ‖2 − ‖X − ν‖2] .
On one hand, we have
S(µ̂) 6 S(µP ) = sup
ν∈Rd
MOMK
[‖X − µP ‖2 − ‖X − ν‖2] .
On the other hand, for any ν ∈ Rd,
S(ν) > MOMK
[‖X − ν‖2 − ‖X − µP ‖2]
= −MOMK
[‖X − µP ‖2 − ‖X − ν‖2] . (4.11)
This suggests to analyse the process
{MOMK
[‖X − µP ‖2 − ‖X − ν‖2], ν ∈ Rd} .
As, for any ν ∈ Rd,
‖X − µP ‖2 − ‖X − ν‖2 = 2(X − µP )T (ν − µP )− ‖ν − µP ‖2 ,
we have
MOMK
[‖X − µP ‖2 − ‖X − ν‖2] = 2‖ν−µP ‖MOMK[(X − µP )T ν − µP‖ν − µP ‖
]
−‖ν−µP‖2 .
(4.12)
Therefore, it is sufficient to analyse the process
{MOMK
[
(X − µP )Tu
]
, u ∈ S}, S = {u ∈ Rd : ‖u‖ = 1} .
Recall that in Theorem 44, we showed that, for
rK = 128
√
Tr(ΣP )
N
∨ 4
√
‖ΣP ‖opK
N
,
then,
P
(
sup
u∈S
|MOMK
[
uTX
]− P [uTX ]| > rK) 6 e−K/32 .
Let Ω = {∀u ∈ S, supu∈SMOMK
[
(X − µP )Tu
]
6 rK}, so P(Ω) > 1− e−K/32.
On Ω, by (4.12),
S(µP ) 6 sup
a∈R
{2arK − a2} 6 r2K .
Therefore, by definition of µ̂, S(µ̂) 6 r2K . On the other hand, on Ω, by (4.11)
and (4.12), for any ν ∈ Rd,
S(ν) > −2‖ν − µP ‖rK + ‖ν − µP ‖2
In particular, therefore, on Ω,
−2‖µ̂− µP ‖rK + ‖µ̂− µP ‖2 6 r2K .
Solving this inequality shows that, on Ω,
‖µ̂− µP ‖ 6 (
√
2 + 1)rK .
This concludes the proof of the theorem.
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4.6 Resistance to outliers
In this section, consider the O ∪ I framework where (Xi)i∈I are independent
random variables such that
∀i ∈ I, E[Xi] = µP , E[(Xi − µ)(Xi − µ)T ] = ΣP .
No assumption is granted on the outliers (Xi)i∈O. Denote by ǫ = |O|/N .
4.6.1 Resistance of MOM estimators
This section investigate minmax MOM estimator in this framework.
Theorem 55. Assume that K > 20Nǫ/9. Denote by f̂K minmax MOM esti-
mator
µ̂K ∈ argminµ∈Rd sup
ν∈Rd
MOMK
[‖X − µ‖2 − ‖X − ν‖2] .
Then there exists an absolute constant C such that, with probability at least
1− e−K/C ,
‖µ̂K − µ‖2 6 C
(
Tr(Σ)
N
∨ ‖Σ‖opK
N
)
.
Proof. The proof uses intensively results obtained in the proof of Theorem 53.
Proceeding as in this proof, denote, for any ξ ∈ Rd, by
S(ξ) = sup
ν∈Rd
MOMK
[‖X − ξ‖2 − ‖X − ν‖2] ,
and recall that S(µ) 6 R2K , where
RK = sup
u∈S
MOMK
[
uT (X − µ)] .
Denote by K the indexes of blocks Bk ⊂ I. It is clear that |K| > K − Nǫ.
Applying the general version of Lugosi and Mendelson concentration bound
for median-of-means processes, with probability at least 1− e−(K−Nǫ)/c∗, there
exists at leat 9(K −Nǫ)/10 > K/2 blocks Bk ⊂ I where
∀u ∈ S, PBk [uT (X − µ)] 6 c∗
(√
20Tr(Σ)
9N
∨
√
‖Σ‖opK
N
)
.
This implies in particular that, with probability at least 1− e−K/2c∗ ,
rK 6 c
∗
(√
20Tr(Σ)
9N
∨
√
‖Σ‖opK
N
)
.
The proof terminates as the one of Theorem 53.
Remark 56. The condition K & Nǫ implies that the convergence rate of the
minmax MOM estimator µ̂K is bounded from above by
C
(
Tr(Σ)
N
∨ ‖Σ‖opK
N
∨ ‖Σ‖opǫ
)
.
In particular, these rates match those obtained on clean datasets in Theorem 53
as long as ǫ . r(Σ)/N , where r(Σ) is the effective rank of Σ, r(Σ) = Tr(Σ)/‖Σ‖op.
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4.6.2 Depth
The purpose of this section is to investigate optimality of the proportion of out-
liers ǫ . r(Σ)/N allowed by MOM estimators by comparing with the Gaussian
case. The material of this section is an adaptation of results obtained in [15].
Assume that inliers have Gaussian distribution PI = N(µ, σ
2Id). Consider the
following Gaussian O ∪ I framework where the dataset DN contains |I| data
(Xi)i∈I i.i.d. with common distribution PI and |O| outliers (Xi)i∈O that can
be anything. Tuckey’s depth (hereafter called depth) of any ν ∈ Rd relatively
to a distribution P on Rd is defined by
D(ν,P) = inf
u∈S
P(uTX 6 uT ν) .
Tuckey’s depth (hereafter called depth) of any ν ∈ Rd relatively to the dataset
DN on Rd is the empirical version of D(ν,P):
D(ν,DN ) = inf
u∈S
1
N
N∑
i=1
1{uTXi6uT ν} .
In other words, D(ν,DN ) is Tuckey’s depth relative to the empirical measure
PN . Tuckey’s median is the deepest point in R
d, that is
µ̂Tuc ∈ argmaxν∈Rd D(ν,DN ) .
The purpose of this section is to establish the following result.
Theorem 57. Denote by µ̂Tuc Tuckey’s median. Assume the Gaussian O ∪ I
framework, denote by ǫ = |O|/N . There exist absolute constants C1, C2 such
that, for any δ ∈ (0, 1) satisfying C1(d+ ǫ2 + log(1/δ))/N < 1,
P
(
‖µ̂Tuc − µ‖2 6 C2
(
d
N
+ ǫ2 +
log(1/δ)
N
))
.
Remark 58. In this example, the covariance matrix Σ of the inliers is the
identity matrix Id, so Tr(Σ) = d, ‖Σ‖op = 1 and the effective rank r(Σ) = d.
It follows that the rates of the convergence of MOM estimators in the clean
case are not downgraded if the proportion of outliers ǫ . d/N . It comes from
Theorem 57 that Tuckey’s median tolerates much outliers since a proportion
ǫ .
√
d/N is allowed here. Of course, the result for Tuckey’s median only holds
when inliers are Gaussian and it provides the optimal sub-Gaussian dependence
on the covariance matrix of X only in the case where this covariance is bounded
from bellow by the identity. These conditions are way more restrictive than those
required for MOM estimators. Moreover, one can show that the dependence ǫ 6
d/N is optimal if we allow inliers with heavier tails than Gaussian. Nevertheless,
this shows that the number of outliers allowed by minmax MOM estimators is not
optimal in general and opens an interesting question: is there some estimator
achieving optimal sub-Gaussian deviation bounds assuming only that P ∈ P2
and whose dependency in the number of outliers is always optimal?
Proof. Assume, without loss of generality, that µ = 0. Define, for any u ∈ S
and any ν ∈ Rd, the half space Hu,ν = {x ∈ Rd : uTx 6 uT ν}. Define
P
(I)
N (Hu,ν) =
1
|I|
∑
i∈I
1{Xi∈Hu,ν} .
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The set of Half spaces Hu,ν is the set of all affine half spaces in R
d, it has
Vapnik-Chervonenkis VC dimension d+ 1. It comes from standard VC theory,
see [58] that there exists an absolute constant C such that, with probability
larger than 1− δ,
sup
u∈S,ν∈Rd
(P
(I)
N − PI)(Hu,ν) 6 C
(√
d
N
+
√
log(1/δ)
N
)
.
This result implies that
sup
u∈S,ν∈Rd
(D(ν, (Xi)i∈I)−D(ν, PI)) 6 C
(√
d
N
+
√
log(1/δ)
N
)
. (4.13)
In particular,
D(µ̂Tuc, PI) > D(µ̂Tuc, (Xi)i∈I)− C
(√
d
N
+
√
log(1/δ)
N
)
.
Now, for any ν ∈ Rd,
D(ν, (Xi)i∈I) = inf
u∈S
1
|I|
∑
i∈I
1{uTXi6uT ν}
>
N
|I|D(ν,DN )−
|O|
|I|
=
N
|I| (D(ν,DN )− ǫ) >
1
1− ǫ (D(ν,DN )− ǫ) .
Hence,
D(µ̂Tuc, PI) >
1
1− ǫ(D(µ̂Tuc,DN )− ǫ)− C
(√
d
N
+
√
log(1/δ)
N
)
.
By definition of µ̂Tuc, this implies that
D(µ̂Tuc, PI) >
1
1− ǫ(D(µ,DN )− ǫ)− C
(√
d
N
+
√
log(1/δ)
N
)
.
As for any ν ∈ Rd, ND(ν,DN ) > |I|D(ν, (Xi)i∈I), this implies D(ν,DN ) >
(1− ǫ)D(ν, (Xi)i∈I), thus
D(µ̂Tuc, PI) > D(µ, (Xi)i∈I)− ǫ
1− ǫ − C
(√
d
N
+
√
log(1/δ)
N
)
.
Applying (4.13) one more time shows that, with probability larger than 1− 2δ,
D(µ̂Tuc, PI) > D(µ, PI)− ǫ
1− ǫ − 2C
(√
d
N
+
√
log(1/δ)
N
)
.
Introduce Φ, the c.d.f of the standard Gaussian distribution on R, N(0, 1). It
holds that, for any ν ∈ Rd,
D(ν, PI) = inf
u∈Rd
PI(u
TX 6 uT ν) = inf
u∈Rd
Φ(uT ν) = 1− Φ(‖ν‖) .
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In particular, as µ = 0, D(µ, PI) = 1/2, so
D(µ̂Tuc, PI) = 1− Φ(‖µ̂Tuc‖) > 1
2
− ǫ
1− ǫ − 2C
(√
d
N
+
√
log(1/δ)
N
)
.
Equivalently, with probability larger than 1− 2δ,
Φ(‖µ̂Tuc‖) 6 1
2
+
ǫ
1− ǫ + 2C
(√
d
N
+
√
log(1/δ)
N
)
.
Now, the proof terminates since there exists an absolute constant c such that
Φ(x) > 1/2 + x/4 for any 0 < x < c.
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Chapter 5
The homogeneity lemma
The homogeneity lemma is one of the most important tools in these notes.
Roughly speaking, it allows to reduce the analysis of minmax estimators to de-
viation bounds of the underlying process on localized classes of functions. It
is an alternative to the peeling argument that has been repeatedly used in the
analysis of the ERM to benefit from localization ideas [31] and prove fast rates of
convergence in statistical learning theory. It is particularly well adapted to prob-
lems where deviation inequalities are only available up to a certain confidence
parameter, as it is the case of MOM processes, see Section 3.4 in Chapter 3. The
version presented here is an extension of the “deterministic argument” presented
in [18] that allows to deal with convex losses as will be done in Chapters 6 and
7 and with the tests of ρ-estimation presented in Chapter 8.
5.1 Learning, ERM, minmax aggregation of tests
Consider the statistical learning framework of Vapnik. Let Z denote a random
variable taking values in a measurable space Z, with distribution P . Let F
denote a set of parameters and let ℓ : F × Z → R, (f, z) 7→ ℓf (z) denote a
function called loss. Assume that there exists f0 ∈ F such that, for any f ∈ F ,
ℓf (·)− ℓf0 (·) ∈ L1(P ). Under this assumption, ℓf − ℓg ∈ L1(P ) for any f, g ∈ F .
We want to estimate
f∗ ∈ argminf∈F P [ℓf − ℓf0 ] . (5.1)
It is clear that, for any g ∈ F , we also have f∗ ∈ argminf∈F P [ℓf − ℓg]. The
arguably most simple example of such problem is multivariate mean estimation
where one wants to estimate the expectation µP of a measure P on R
d. In this
example, let Z = F = Rd, ‖ · ‖ denote the Euclidean norm and ℓ : (f, z) 7→
‖f − z‖2, f0 = 0, then ℓf (z)− ℓf0(z) = ‖f‖2 − 2fT z ∈ L1(P ) when Z ∈ L1(P )
and P [ℓf − ℓf0 ] = ‖f −µP‖2−‖µP ‖2 is obviously minimized when f = µP , that
is f∗ = µP .
To estimate f∗, a dataset Z1, . . . , ZN i.i.d. with common distribution P
is available. Let PN denote the empirical measure of the sample Z1, . . . , ZN
defined for any function g : Z → R by PNg = N−1
∑N
i=1 g(Zi) One way to
handle problem (5.1) is to use Empirical Risk Minimizers defined by
fˆERM ∈ argminf∈F PN [ℓf ] .
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For multivariate mean estimation, this yields for example, the empirical mean
estimator fˆERM = N−1
∑N
i=1 Zi. This estimator is not robust to heavy-tailed
data, or the presence of outliers in the dataset.
To build robust alternative, the empirical mean could be replaced by any
robust estimator seen in Chapter 1 in the mean problem to get a robust estimator
for learning task. As for multivariate mean estimation considered in Chapter 4,
this strategy is suboptimal in general. Instead, following the strategy introduced
in Section 4.5 of Chapter 4, one can rewrite the min problem (5.1) as follows
f∗ ∈ argminf∈F P [ℓf − ℓf0 ] = argminf∈F sup
g∈F
P [ℓf − ℓg] . (5.2)
Then, one can plug into this definition any robust estimator of the increments
P [ℓf − ℓg]. For example, the minmax MOM estimator is defined by
fˆMOMK ∈ argminf∈F sup
g∈F
MOMK [ℓf − ℓg] .
The ERM could also be be obtained this way since
fˆERM ∈ argminf∈F sup
g∈F
PN [ℓf − ℓg] .
Notice also that min MOM and minmax MOM estimators differ in general since
MOM processes are not linear.
The ideas that we develop in this chapter intend to analyse the following
extension of these minmax strategies. The building blocks of the general con-
struction are tests statistics or increment estimators which are random vari-
ables T (f, g) where f and g belong to F . For ERM, T (f, g) = PN [ℓf − ℓg] and
for minmax MOM estimators T (f, g) = MOMK [ℓf − ℓg]. In both examples,
T (f, g) is an estimator of P [ℓf − ℓg]. An other example is presented later in
Section 5.2.4. As this property is satisfied in all examples, it is always assumed
that T (f, g) = −T (g, f) and in particular that T (f, f) = 0 for any f ∈ F . The
heuristic is that T (f, g) > 0 means that g is better than f to estimate f∗. The
estimator we want to analyse is the minmax estimator
fˆ ∈ argminf∈F sup
g∈F
T (f, g) . (5.3)
In the following, E : F → R denotes a real valued function such that, for
any f ∈ F , E(f) evaluates the performance of f as an estimator of f∗. As
this evaluation function is not involved in the definition of fˆ , it may perfectly
depend on the unknown distribution P . In the examples, E will usually denote
the excess risk E(f) = P [ℓf − ℓf∗ ] (which is non negative by definition and
obviously null if f = f∗) or some distance between f and f∗. In any case, large
values of E(f) indicate that f is far from the target f∗, so f is not a desirable
estimator of f∗.
5.2 General results
This section gathers the main results of this chapter. The goal is to reduce
the analysis of minmax estimators to concentration inequalities for suprema of
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test processes supf∈V(f∗) T (f
∗, f) over subsets V(f∗) ⊂ F localized around the
oracle f∗. When applied to the tests T (f, g) = PN [ℓf − ℓg] defining ERM, these
results extend well known localization ideas widely used to prove fast rates of
convergence for this estimator, see for example [31] for an overview on this topic.
5.2.1 Link with multiple testing theory
The first result extracts the idea underlying the proof of the risk bound for
minmax MOM estimator of multivariate expectations in Theorem 53. Interest-
ingly, it establishes a link between learning or estimation from tests, which is
the analysis of estimators built as in (5.3) and multiple testing theory, which is
an extension of the classical theory of tests in statistics where one is interested
in testing several null hypotheses at the same time.
Lemma 59. [Link with Multiple Testing] Let B and r denote positive real num-
bers. On Ω, E(fˆ) 6 r, where Ω denotes the event where the following equations
hold.
sup
g∈F
T (f∗, g) 6 B , (5.4)
sup
g∈F :E(g)>r
T (f∗, g) < −B . (5.5)
Proof. By definition of fˆ , on Ω, by (5.4).
sup
g∈F
T (fˆ , g) 6 sup
g∈F
T (f∗, g) 6 B .
On the other hand, by (5.5), any f such that E(f) > r satisfies
sup
g∈F
T (f, g) > T (f, f∗) > B .
As a consequence, E(fˆ) 6 r on Ω.
Conditions (5.4) and (5.5) are intuitively clear. (5.4) means that the tests
between f∗ and any g ∈ F should not become too large (B = 0 in (5.4) for
the ideal test T (f, g) = P [ℓf − ℓg]). B controls typically the fluctuations of
the process supg∈F T (f
∗, g) which has negative drift. (5.5) means that f∗ is
preferred to any g with large drift with a margin larger than the noise level.
Let us clarify in which sense Lemma 59 makes a link with multiple testing
theory. This link uses the formalism and definitions borrowed from [21]. Let P
denote a class of probability distributions on Z and for any P ∈ P , denote by
F ∗P = argminf∈F P [ℓf − ℓf0 ] ⊂ F .
Define, for any f ∈ F , the hypothesis Hf = {P ∈ P : f ∈ F ∗P } ⊂ P . We want
to test simultaneously all assumptions H = {Hf , f ∈ F}. A multiple test of
H is a random subset R ⊂ H of rejected hypotheses. To evaluate the multiple
testing procedure R, introduce, for any P ∈ P , the sets
F(P ) = {Hf ∈ H : f /∈ F ∗P }, Fr(P ) = {Hf ∈ H : E(f) > r} .
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F(P ) is called the set of false hypotheses and Fr(P ) is the set of assumptions
that are r-separated from the true assumptions T (P ) = H \F(P ). The family-
wise error rate (FWER) of the multiple testing R is defined by
FWER(R) := sup
P∈P
P
(R∩ T (P ) 6= ∅) = 1− inf
P∈P
P (R ⊂ F(P )) .
It is the (maximal) probability to reject at least one true hypothesis. To under-
stand this definition, consider the situation where H is reduced to a singleton
H = {H}. In this case, one can consider a simple test φH of the assumption H
against the complementary Hc = P/H : φH = 1 means that H is rejected and
φ = 0 that H is not rejected. The multiple test associated with the simple test
φH is R = {H : φH = 1}. In words, R = {H} if H is rejected by the simple
test φH and R = ∅ if H is not rejected by φH . In this case, FWER(R) is the
size of the simple test φH . In particular, φH has level α iff FWER(R) 6 α. In
this sense, FWER(R) is an extension of the first type error rate for simple tests.
The family-wise separation rate (FWSR) of the test R is defined by
FWSRβ(R) = inf{r > 0 : inf
P∈P
P (R ⊃ Fr(P )) > 1− β} .
FWSR measures the minimal distance between Hf and T (P ) such that Hf is
rejected with given confidence level. FWSR extends the notion of separation
rates for simple tests, see [5] for a definition of separation rates and [21] for more
details on this extension. FWSR is a measure of the second type error rate for
multiple testing that allows to define a minimax theory for these tests.
Going back to learning from tests, one can use the family of test statistics
T (f, g) to build a multiple testing on H. The idea is to use the score
Eˆ(f) = sup
g∈F
T (f, g)
as a test statistic to build a simple test of the assumption Hf . Small values of
Eˆ(f) indicate that Hf might be true and large values that it seems false. This
suggests to consider, for some threshold B > 0, the multiple testing
RB = {Hf ∈ H : Eˆ(f) > B} .
This test satisfies FWER(RB) 6 α if, for any P ∈ P , RB does not contain any
Hf∗
P
, where f∗P ∈ F ∗P , with P -probability larger than α. In words, to bound the
FWER, we have to bound from bellow the probability that any f∗P ∈ F ∗P is not
rejected, that is the probability of the event
sup
g∈F
T (f∗P , g) 6 B .
Bounding from above the FWER of the multiple testing RB by α is equivalent
to bound from bellow the probability of the event (5.4) by 1− α.
Consider now the FWSR of RB. This FWSR is bounded by r if the prob-
ability that any f ∈ F such that E(f) > r is rejected with probability at least
1 − β. Formally, FWSRβ(R) 6 r if, for any P ∈ P , P (ΩB,r) > 1 − β, where
ΩB,r is the event
∀f ∈ F : E(f) > r, sup
g∈F
T (f, g) > B . (5.6)
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Remark that ΩB,r clearly contains the event Ω
′
B,r defined by
∀f ∈ F : E(f) > r, T (f, f∗) > B .
Therefore, if (5.5) holds with probability 1− β, then the FWSR of the test RB
is bounded from above by r.
It transpires from the proof of Lemma 59 that Assumption (5.6) can re-
place Assumption 5.5 with the same conclusion: E(fˆ) 6 r. Therefore, if
FWER(RB) 6 α and FWSRβ(RB) 6 r, then E(fˆ ) 6 r with probability 1−α−β
for any choice of the probability distribution P ∈ P . However, besides this ap-
plication, we will always use the restricted form of this result given by Lemma 59
which is why we presented this version.
5.2.2 The homogeneity lemma
The following result is the most important of this chapter and one the most
fundamental tool of these lectures. It is called the “homogeneity lemma” and
it shows that risk bounds for minmax estimators follow from concentration of
suprema of test processes over sub-classes V(f∗) ⊂ F localized around the oracle
f∗. This result holds under abstract conditions on the test statistics that can
easily be checked in the applications developed in the following chapters. It will
be at the heart of the proofs of all risk bounds given afterwards. The idea is
to show that conditions (5.4) and (5.5) in Lemma 59 are met if suprema of test
processes over localized classes are controled.
Lemma 60 (homogeneity lemma). Assume that the tests T (f, g) satisfy the
homogeneity property.
(HP): There exists r0 > 0 such that, for any r > r0 and any f ∈ F satisfying
E(f) > r, there exists fr ∈ F such that
E(fr) = r, T (f, f∗) > T (fr, f∗) . (5.7)
Let B : R+ → R+ and d : F 2 → R such that d(f, g) = −d(g, f). Consider,
for any r > 0, the event
Ωr =
{
sup
f∈F :E(f)6r
T (f∗, f)− d(f∗, f) 6 B(r)
}
.
Assume that there exists r1 > r0 such that
B(r1)− inf
f∈F :E(f)=r1
d(f, f∗) 6 0 , (5.8)
Let B > B(r1) + supf :E(f)6r1 d(f∗, f). Assume that there exists r2 > r0 such
that
B(r2)− inf
f∈F :E(f)=r2
d(f, f∗) 6 −B . (5.9)
On the event Ωr1 ∩ Ωr2 , (5.4) and (5.5) hold with B = B and r = r2. In
particular, P(E(fˆ) 6 r2) > P(Ωr1 ∩ Ωr2).
70 CHAPTER 5. THE HOMOGENEITY LEMMA
Proof. On Ωr1 , by definition, for any f ∈ F such that E(f) 6 r1,
T (f∗, f) = d(f∗, f) + (T (f∗, f)− d(f∗, f)) 6 B . (5.10)
Moreover, for any r > r0 and any f ∈ F such that E(f) > r, there exist fr ∈ F
such that E(fr) = r and
T (f∗, f) 6 T (f∗, fr) .
It follows that, for any r > r0 and any f ∈ F such that E(f) > r, on Ωr,
T (f∗, f) 6 −d(fr, f∗) + (T (f∗, fr)− d(f∗, fr))
6 − inf
f∈F :E(f)=r
{d(f, f∗)}+B(r)] .
Hence, on Ωr1 , T (f
∗, f) 6 0 for any f > r1, and by (5.10), (5.4) holds with
B = B. Moreover, on Ωr2 , for any f ∈ F such that E(f) > r2,
T (f∗, f) 6 − inf
f∈F :E(f)=r2
{d(f, f∗)}+B(r2)] 6 −B .
Therefore, (5.5) holds with r = r2.
Remark 61. In some applications, the set F is discrete and the requirement
E(fr) = r may be restrictive. The interested reader can check that a direct
adaptation of the proof allows to relax slightly Condition (HP) into
(HPr) there exist r0 > 0 and an absolute constant c such that, for any
r > r0 and any f ∈ F satisfying E(f) > r, there exists fr ∈ F such that
E(fr) ∈ [cr, r], T (f, f∗) > T (fr, f∗) .
Under this relaxed condition, the conclusion of Lemma 60 holds, with the minor
modification that inff∈F :E(f)=r d(f, f∗) has to be replaced by inff∈F :E(f)∈[cr,r] d(f, f∗)
in the definition of r1 and r2. Remark that Lemma 60 is a particular instance
of this extended result in the ideal case where c = 1.
Remark 62. The function d will be d(f, g) = P [ℓf − ℓg] in learning problems.
This function clearly satisfies the requirements d(f, g) = −d(g, f). Moreover, in
this case, d(f∗, f) 6 0 so B = B(r1).
5.2.3 Convex losses
When working in Vapnik’s learning framework, E(f) will usually denote a dis-
tance between f and f∗ derived from a norm E(f) = ‖f − f∗‖. In this setting,
the concentration inequalities of the previous chapter allow to bound the proba-
bility of the events Ωr. To conclude this section, we show that some assumptions
of the homogeneity lemma are met when T (f, g) = Pˆ [ℓf − ℓg] when the process
Pˆ is positive and homogeneous and when the loss ℓ is convex.
Lemma 63 (convex losses). Assume that F is convex and that
∀z ∈ Z, f 7→ ℓf(z) is convex .
Assume that there exists a norm ‖ · ‖ such that E(f) = ‖f − f∗‖. Assume that
the estimators Pˆ [g] are well defined for any real valued function g and satisfy
the following requirement:
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(i) Pˆ is non-decreasing: for any g 6 g′, Pˆ [g] 6 Pˆ [g′],
(ii) Pˆ is homogeneous: for any a ∈ R, Pˆ [ag] = aPˆ [g],
Then the tests T (f, g) = Pˆ [ℓf−ℓg] satisfy the homogeneity property of Lemma 60
with r0 = 0: for any r > 0 and any f ∈ F satisfying E(f) > r, there exists
fr ∈ F such that
E(fr) = r, T (f, f∗) > T (fr, f∗) .
Proof. Let r > 0 and f ∈ F satisfying E(f) > r. Let α = E(f)/r > 1 and
fr = f
∗ + α−1(f − f∗) = α−1f + (1 − α−1)f∗. By convexity of F , fr ∈ F .
Moreover,
E(fr) = ‖f∗ − fr‖ =
∥∥∥∥f∗ − fα
∥∥∥∥ = ‖f∗ − f‖α = r .
Now, for any z ∈ Z, the function ψ : u 7→ ℓf∗+u(z)− ℓf∗(z) is convex so
ψ(fr − f∗) = ψ(α−1(f − f∗) + (1− α−1)0) 6 α−1ψ(f − f∗) + (1− α−1)ψ(0) .
As ψ(0) = 0, this can be rewritten ℓf(z)− ℓf∗(z) 6 α−1(ℓfr (z)− ℓf∗(z)) or,
ℓf − ℓf∗ > α(ℓfr − ℓf∗) .
It follows that
T (f, f∗) = Pˆ [ℓf − ℓf∗ ] > Pˆ [α(ℓfr − ℓf∗)] = αPˆ [ℓfr − ℓf∗ ] = αT (fr, f∗) .
Examples of operator Pˆ . We will use repeatedly Lemma 63 when Pˆ denotes
the empirical mean PN or the median-of-means operator MOMK [·]. As both em-
pirical means and the median satisfy conditions (i) and (ii) of Lemma 63, these
estimators can actually safely be used when applying this lemma. It is worth
noticing though that neither smoothed median-of-means nor M -estimators in
general satisfy the homogeneity condition (ii).
5.2.4 The tests of ρ-estimation.
ρ-estimators have been introduced in [4] and further extended in [6]. The idea
is to estimate a distribution P ∗ on a measurable space X from an i.i.d. sample
X1, . . . , XN with common distribution P
∗. The risk is measured for any esti-
mator Pˆ by the squared Hellinger distance between P and Pˆ : h2(Pˆ , P ), where,
for all distributions P and Q, for any measure µ such that P ≪ µ, Q ≪ µ,
denoting by p = dP/dµ and q = dP/dµ,
h2(P,Q) =
1
2
∫
(
√
p−√q)2dµ .
It is easy to check that h2(P,Q) is well defined for any P and Q, does not
depend on µ and always satisfy
0 6 h2(P,Q) 6 1 .
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This problem does not directly falls into Vapnik’s learning framework. Never-
theless, the homogeneity lemma may be used in this problem. Let µ denote a
measure on X and let F denote a closed convex set of densities with respect to
µ, that is, for any f ∈ F , f > 0 µ-a.s. and ∫ fdµ = 1. For any f ∈ F , let also
Pf denote the distribution with density f w.r.t. µ. To compare elements f and
g in F , Baraud and Birge´ defined in [6] the following tests:
T (f, g) =
N∑
i=1
ρ
(√
g(Zi)
f(Zi)
)
. (5.11)
Here, the function ρ = (x − 1)/(x + 1) is non-decreasing [0,+∞] → [−1, 1],
2-Lipschitz, it satisfies ρ(1/x) = −ρ(x) for any x ∈ [0,+∞). This last property
implies that
T (f, g) =
N∑
i=1
ρ
(√
g(Zi)
f(Zi)
)
= −
N∑
i=1
ρ
(√
f(Zi)
g(Zi)
)
= −T (g, f) .
Hence, T (f, g) are test statistics in the sense of Section 5.1. To conclude this
chapter, we show that these test statistics satisfy the homogeneity property.
Lemma 64. The ρ-test defined in (5.11) satisfy the homogeneity property of
Lemma 60 with the evaluation function E(f) = h(P ∗, Pf ) and minimal radius
r0 = minf∈F h(P ∗, Pf ).
Proof. Let f∗ ∈ F denote an oracle, that is a function such that r0 = E(f∗).
For any r > r0, any f ∈ F such that E(f) > r and any ǫ ∈ (0, 1), let
fǫ = ǫf
∗ + (1 − ǫ)f .
By convexity of F , fǫ ∈ F . Moreover, if P ∗ is absolutely continuous with respect
to µ (otherwise, one can change µ to µ+ P ∗), and denoting by p∗ its density,
E(fǫ) = 1
2
∫
(
√
p∗ −
√
ǫf∗ + (1− ǫ)f)2dµ .
The map ǫ 7→ E(fǫ) is continuous and takes value E(f) > r when ǫ = 0,
E(f∗) < r when ǫ = 1. Therefore, there exists ǫ ∈ (0, 1) such that E(fǫ) = r.
Elementary calculus shows that, for any a > 0, the functions ηa = (2a)/(a+
√
x)
are convex. Therefore, for any x ∈ X ,
ρ
(√
f∗(x)
fǫ(x)
)
=
√
f∗(x)
fǫ(x)
− 1√
f∗(x)
fǫ(x)
+ 1
=
√
f∗(x) −√fǫ(x)√
f∗(x) +
√
fǫ(x)
=
2
√
f∗(x)√
f∗(x) +
√
fǫ(x)
− 1
= η√
f∗(x)
(ǫf∗(x) + (1− ǫ)f(x))− 1
6 ǫη√
f∗(x)
(f∗(x)) + (1− ǫ)η√
f∗(x)
(f(x)) − 1
= (1− ǫ)(η√
f∗(x)
(f(x)) − 1) = (1− ǫ)ρ
(√
f∗(x)
f(x)
)
.
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It follows that
T (f, f∗) =
N∑
i=1
ρ
(√
f∗(Xi)
f(Xi)
)
>
1
1− ǫ
N∑
i=1
ρ
(√
f∗(Xi)
fǫ(Xi)
)
=
1
1− ǫT (fǫ, f
∗) .
In words, T satisfies Eq (5.7).
5.3 Back to multivariate mean estimation.
As a first example of application of the freshly introduced general methodology,
let us go back to the problem of estimating a multivariate expectation discussed
in Chapter 4.
Recall that ‖·‖ denotes the Euclidean norm on Z = Rd and P2 denote
the set of distributions on Rd such that P [‖X‖2] < ∞. For any P ∈ P2, let
f∗P = PX ∈ Rd and ΣP = P [(X−µP )(X−µP )T ] ∈ Rd×d. Recall that estimating
f∗P is a learning problem that falls into Vapnik’s framework: let F = R
d and
ℓf (z) = ‖z − f‖2. Then, the quadratic loss satisfies the quadratic/multiplier
decomposition:
∀f, g ∈ F, ∀z ∈ Z, ℓf(z)− ℓg(z) = −2(f − g)T (z − g) + ‖f − g‖2 .
In particular,
ℓf(Z)− ℓf∗
P
(Z) = −2(f − f∗P )T (Z − f∗P ) + ‖f − f∗P ‖2, (5.12)
so
P [ℓf − ℓf∗
P
] = ‖f − f∗P ‖2 . (5.13)
Therefore,
{f∗P} = argminf∈F Pℓf .
The loss satisfies the convexity assumption in Lemma 63. Moreover, as discussed
after this lemma, the empirical mean PN or MOM processes MOMK [·] satisfy
conditions (i) and (ii) on the mean estimators Pˆ . It follows that Lemma 63
applies to the tests T (f, g) = Pˆ [ℓf − ℓg]. In particular, these tests satisfy the
homogeneity property in the homogeneity lemma.
To deduce risk bounds for the associated minmax estimators, it remains to
compute the function B for a choice of evaluation function E and pseudo-distance
function d in the homogeneity lemma. By (5.13), d(f, f∗P ) := P [ℓf − ℓf∗P ] =
‖f − f∗P ‖2. Pick E(f) = ‖f − f∗P ‖ so, for any r > 0, inff∈F :E(f)=r d(f, f∗P ) = r2.
It follows therefore from (5.12) that
T (f∗P , f)− d(f, f∗P ) = Pˆ [2(f − f∗P )T (Z − f∗P )− ‖f − f∗P ‖2] + ‖f − f∗P ‖2 .
Therefore by homogeneity and translation invariance of Pˆ : for any function g
and any b ∈ R, Pˆ [g + b] = Pˆ [g] + b,
T (f∗P , f)− d(f, f∗P ) = 2‖f − f∗P ‖Pˆ
[(
f − f∗P
‖f − f∗P ‖
)T
(Z − f∗P )
]
6 2‖f − f∗P ‖R , (5.14)
where
R = sup
u∈S
Pˆ [uT (Z − f∗P )] , (5.15)
where S = {u ∈ Rd : ‖u‖ = 1}.
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5.3.1 ERM in the Gaussian case
Start with an application to the Gaussian case. The purpose here is to show
that one can recover Hanson-Wright result (up to constants) using our general
methodology.
Theorem 65 (ERM). If Z is Gaussian, the ERM fˆERM = N−1
∑N
i=1 Zi sat-
isfies
∀s > 0, P
(
‖fˆERM − f∗P ‖ > (1 +
√
5)
(√
Tr(Σ) +
√
2‖Σ‖ops√
N
))
6 e−s .
Proof. The proof of Theorem 42 shows that, with probability at least 1 − e−s,
the random variable R defined in (5.15) with Pˆ = PN satisfies R 6 rs, where
rs =
√
Tr(ΣP )
N
+
√
2‖ΣP‖ops
N
. (5.16)
On the event Ωgood = {R 6 rs}, it follows from (5.14) that, choosing B(r) =
2rsr, all events {Ωr, r > 0}, where Ωr is defined in Lemma 60 hold simultane-
ously. Recall that the choice of E(f) = ‖f − f∗P ‖ and d(f, g) = P [ℓf − ℓg] imply
that
inf
f :E(f)=r
P [ℓf − ℓf∗
P
] = inf
f :‖f−f∗P ‖=r
‖f − f∗P ‖2 = r2 .
Therefore, Condition (5.8) defining r1 in Lemma 60 is satisfied for r1 the largest
solution of
2rsr − r2 = 0, i.e. for r1 = 2rs .
This givesB(r1) = 4r
2
s , thus, Condition (5.9) defining r2 in Lemma 60 is satisfied
for r2 the largest solution of
2rsr − r2 = −4r2s , i.e. for r2 = (1 +
√
5)rs .
The theorem follows from the homogeneity lemma.
5.3.2 Minmax MOM estimators
This section shows that the general methodology can easily be used to analyse
minmax MOM estimators also. As for Hanson-Wright result, the result obtained
via a direct approach can be recovered from the general principles.
Theorem 66. Assume that P ∈ P2 then the minmax MOM estimator
fˆK ∈ argminf∈Rd sup
g∈Rd
MOMK
[‖X − f‖2 − ‖X − g‖2]
satisfies,
P
(
‖fˆK − f∗P ‖ > (1 +
√
5)
(
128
√
Tr(Σ)
N
∨ 4
√
2‖Σ‖opK
N
))
6 e−K/32 .
Proof. From Eq (4.3) in Theorem 44, with probability 1− e−K/32, the random
variable R defined in Eq (5.15) satisfies R 6 rK , where
rK = 128
√
Tr(ΣP )
N
∨ 4
√
2‖ΣP‖opK
N
.
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On the event Ωgood = {R 6 rK}, it follows from (5.14) that, choosing B(r) =
2rKr, all events {Ωr, r > 0}, where Ωr is defined in Lemma 60 hold simultane-
ously. Recall that the choice of E and d imply that
inf
f :E(f)=r
d(f, f∗P ) = r
2 .
Therefore, Condition (5.8) defining r1 in Lemma 60 is satisfied for r1 solution
of
2rKr − r2 = 0, i.e. for r1 = 2rK .
This gives B(r1) = 4r
2
K , thus, Condition (5.9) defining r2 in Lemma 60 is
satisfied for r2 solution of
2rKr − r2 = −4r2K , i.e. for r2 = (1 +
√
5)rK .
The theorem follows from the homogeneity lemma.
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Chapter 6
Learning from
Lipschitz-convex losses
This chapter presents results that have been proved in [18]. Following [1], we
first investigate the ERM in a general statistical learning setting where the loss
function is assumed to be both convex and Lipschtiz in its first variable, see
Assumption (6.1). This setting include several losses that have been considered
for convex relaxation of the 0 − 1 loss in classification as the hinge loss that is
used in the SVM algorithm and the logistic loss that is used in the Boosting
algorithm. It also includes classical losses in robust regression as the famous
Huber’s loss. This analysis is conducted under sub-Gaussian assumption on the
design X . We also provide an analysis of minmax MOM estimators which holds
under moment conditions only on the design.
6.1 General setting
Consider the supervized learning framework where one observes a dataset DN =
(Z1, . . . , ZN ) of random variables taking values in a measurable space Z. The
space Z is a product space Z = X ×Y and a data z ∈ Z is a couple z = (x, y),
where x, called the input, takes values in a measurable space and y, called the
output, takes value in Y ⊂ R. The goal is to predict the value of the output Y
from the input X when Z = (X,Y ) is drawn from P , independently of DN . The
parameters f ∈ F are functions f : X → R and the loss function ℓf (z) takes
the form ℓf (z) = c(f(x), y) for some cost function c measuring the accuracy of
the prediction of y by f(x).
All along the chapter, the function c is defined on Y¯ × Y, where Y ⊂ Y¯ ⊂ R
is a convex set containing all possible values of f(x) for f ∈ F and x ∈ X , F is
a convex set of functions and the following assumption always holds.
∃L > 0 : ∀y ∈ Y, c(·, y) is convex and L-Lipschitz . (6.1)
6.2 Examples of loss functions
Before analysing estimators based on these losses, we proceed to give a few
examples of problems in machine learning where Condition (6.1) is met.
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Huber regression Let α > 0, the Huber function is defined by
hα(x) =
{
x2
2 if x 6 α ,
α|x| − α22 if x > α .
This function is convex and continuously differentiable, with derivative bounded
by α. It interpolates between quadratic function x 7→ x2/2 and absolute value
x 7→ |x|. In the 1960’s, to build robust alternatives to least-squares minimizers,
Huber proposed to estimate the regression function by
fˆHub,α ∈ argminf∈F
N∑
i=1
hα(f(x)− y) .
This estimator typically interpolates between the (unbiased but non robust)
least-squares estimator that would be obtained for the function h(x) = x2/2 and
the (robust but biased) empirical median that would be obtained for the function
h(x) = |x|. It transpires from this definition that fˆHub,α is the ERM associated
to the loss function ℓf (x, y) = c(f(x), y), with c(u, y) = hα(u− y). In this case,
for any subsets Y ⊂ Y¯ = R, this cost function satisfies Assumption (6.1) with
L = α.
Logistic regression Here Y = {−1, 1}. The most classical loss in classifica-
tion is the 0−1 loss defined by 1{y 6=f(x)}, which is used in the work of Vapnik for
example. The problem with this loss is that the minimization problem defining
the ERM
fˆ ∈ argminf∈F
N∑
i=1
1{Yi 6=f(Xi)}
is at best computationally demanding, and cannot even be solved in most in-
teresting cases. The problem is that neither F nor the function f 7→ PN ℓf are
convex. To bypass this issue, several convex surrogates to the 0 − 1 loss have
been considered. Logistic loss is among the most famous. Define the logistic
function
L(u) = log2(1 + eu) . (6.2)
The logistic function L is convex, non-increasing and L-Lipschitz with L =
1/ log(2). It is used to define the logistic loss ℓf (x, y) = L(−yf(x)). This loss
has the form c(f(x), y), with
c(u, y) = L(−yu) .
It is clear that c(·, y) satisfies Assumption 6.1 with L = 1/ log 2.
Hinge loss As in the previous example Y = {−1, 1}. The hinge loss is another
convex surrogate to the 0 − 1 loss, which is used for example in the SVM
algorithms. Define the hinge function
H(u) = (1 + u)+, where ∀x ∈ R, x+ = max(x, 0) . (6.3)
The hinge function defines the hinge loss ℓf (x, y) = H(−yf(x)). This loss has
the form c(f(x), y) with c(u, y) = H(−uy). It satisfies Assumption (6.1) with
L = 1.
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6.3 Examples of classes of functions
This section presents three classes of functions F .
6.3.1 SVM
Recall the definition of reproducing kernel Hilbert spaces.
Definition 67. Let W denote a Hilbert space of functions f : X → Y¯, with X
separable and endowed with a continuous function K : X 2 → R such that
(i) K is symmetric K(x, x′) = K(x′, x), for any x, x′ ∈ X ,
(ii) for any x ∈ X , K(x, ·) ∈W ,
(iii) for any f ∈ W and any x ∈ X , 〈f,K(x, ·)〉W = f(x).
The space W is called reproducing kernel Hilbert space (RKHS) with kernel K.
Let W denote a RKHS with kernel K, DN = ((X1, Y1), . . . , (XN , YN )) and
F =
{
f ∈W : ‖f‖W 6 θ
}
.
The class F is used in the SVM algorithm. Let ℓf denote the hinge loss: ℓf(z) =
H(−yf(x)) (the function H being defined in (6.3)). The support vector machine
(SVM) estimator is defined as
fˆsvm ∈ argminf∈F PN ℓf . (6.4)
The SVM estimator fˆsvm is an ERM based on a convex and Lipschitz loss.
SVM algorithm (6.4) can be equivalently defined as a solution of the minmax
problem: if Temp(f, g) = PN [ℓf − ℓg] denotes the usual empirical test, then
fˆsvm ∈ argminf∈F PN ℓf = argminf∈F sup
f∈F
Temp(f, g) .
A natural alternative to SVM would therefore be the MOM SVM estimators: if
Tmom(f, g) = MOMK [ℓf − ℓg] denotes the MOM tests,
fˆmsvm ∈ argminf∈F sup
f∈F
Tmom(f, g) . (6.5)
Computational issues To actually compute the SVM estimator, the repre-
senter theorem shows that SVM equivalently solves minf∈F0 PN ℓf , where
F0 =
{
aTK, : aTKa 6 θ2
}
, K(x) =
K(X1, x)...
K(XN , x)
 .
Here, K denotes the (random) N ×N matrix with entries K(Xi, Xj). Likewise,
for computational issues, the representer theorem can be used to show that
fˆmomSVM ∈ argminf∈F0 sup
f∈F0
Tmom(f, g) .
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6.3.2 Boosting
Let f1, . . . , fd denote functions fi : X → Y¯ and let ∆d denote the simplex in
R
d:
∆d =
{
a ∈ Rd+ :
d∑
i=1
ai = 1
}
.
The Boosting estimator is defined as
fˆBoost = â
T
b f, where âb ∈ argmina∈∆d PN ℓa, f(x) =
f1(x)...
fd(x)
 . (6.6)
Here, pick ϕ ∈ {L, H} where the hinge function H and the logistic function L
have been defined respectively in (6.3) and (6.2) and define
ℓa(z) = ϕ(−yaT f(x)) .
Clearly âb is an ERM based on Lipschitz and convex losses ℓa. Alternatively,
one can consider MOM Boosting estimators, simply by considering
fˆmBoost = â
T
mbf, where âmb ∈ argmina∈∆d sup
b∈∆d
Tmom(a,b) . (6.7)
6.4 Non-localized bounds
Start with a lemma extending Vapnik’s bound for ERM. Recall that this ele-
mentary upper bound states that
P [ℓfˆerm − ℓf∗ ] 6 2 sup
f∈F
|(PN − P )ℓf | .
This comes from the following fact.
Lemma 68. Let Pˆ denote any estimator of the operator P and let
fˆ ∈ argminf∈F Pˆ ℓf .
Then,
P [ℓfˆ − ℓf∗ ] 6 2 sup
f∈F
|(Pˆ − P )ℓf | .
Proof.
P [ℓfˆ − ℓf∗ ] = (P − Pˆ )ℓfˆ + (Pˆ − P )ℓf∗ + [Pˆ ℓfˆ − Pˆ ℓf∗ ] .
The third term is non-positive by definition of fˆ while the two first terms are
upper bounded by supf∈F |(Pˆ − P )ℓf |.
The following lemma extends this bound for minmax estimators.
Lemma 69. Let fˆ denote a minmax estimator:
fˆ ∈ argminf∈F sup
g∈F
Pˆ [ℓf − ℓg] .
Then, almost surely,
P [ℓfˆ − ℓf∗ ] 6 2 sup
f∈F
(Pˆ − P )[ℓf∗ − ℓf ] .
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Proof. Start with basics:
P [ℓfˆ − ℓf∗ ] 6 Pˆ [ℓfˆ − ℓf∗ ] + (Pˆ − P )[ℓf∗ − ℓfˆ ]
6 Pˆ [ℓfˆ − ℓf∗ ] + sup
f∈F
(Pˆ − P )[ℓf∗ − ℓf ] .
Then, by definition of fˆ ,
Pˆ [ℓfˆ − ℓf∗ ] 6 sup
g∈F
Pˆ [ℓfˆ − ℓg] 6 sup
g∈F
Pˆ [ℓf∗ − ℓg] .
Finally, by definition of f∗, P [ℓf∗ − ℓg] 6 0 for any g ∈ F , so
Pˆ [ℓfˆ − ℓf∗ ] 6 sup
g∈F
(Pˆ − P )[ℓf∗ − ℓg] .
This concludes the first inequality of Lemma 69. The other result is immediate.
Together with concentration bounds of Chapter 3, Lemma 69 allows to ob-
tain first basic bounds that can be useful in some examples.
Theorem 70. Assume that ℓf (z) = c(f(x), y) where c satisfies Assumption 6.1
and that all f ∈ F have finite L2(P )-moments. Let σ2(F ) = supf∈F Var(f(X)).
Then, the min MOM estimator fˆmom ∈ argminf∈F MOMK [ℓf ] satisfies
P
(
P [ℓfˆmom − ℓf∗ ] 6 8
(
64
√
DN (F )
N
∨
√
2σ2(F )K
N
))
> 1− e−K/32 .
If all f(X) are Gaussian random variables, then, the ERM fˆerm ∈ argminf∈F PN ℓf
satisfies
∀s > 0, P
(
P [ℓfˆ − ℓf∗ ] 6 8L
√
DN(F )
N
+ 2L
√
2σ2(F )s
N
)
> 1− e−s .
Proof. By Lemma 69,
P [ℓfˆmom − ℓf∗ ] 6 2 sup
f∈F
|MOMK [ℓf − Pℓf ]| .
By Theorem 37,
P
(
sup
f∈F
|MOMK [ℓf − Pℓf ]| > 128
√
DN (F )
N
∨ 4
√
2σ2(F )K
N
)
6 e−K/32 .
By Lemma 68,
P [ℓfˆerm − ℓf∗ ] 6 2 sup
f∈F
|(PN − P )[ℓf ]| .
By Assumption 6.1, for any f ∈ F , ℓf(z) = c(f(x), y) is a L-Lipschitz function.
By Theorem 31, it follows that
P
(
sup
f∈F
|(PN − P )[ℓf ]| 6 E[sup
f∈F
|(PN − P )[ℓf ]|] +
√
2σ2(F )s
N
)
> 1− e−s .
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Moreover, by symmetrization,
E[sup
f∈F
|(PN − P )[ℓf ]|] 6 2E
[
sup
f∈F
1
N
N∑
i=1
ǫiℓf (Zi)
]
= 2
√
DN(F )
N
.
For example, Theorem 70 applies to SVM and Boosting and yields the fol-
lowing corollaries.
Corollary 71. Assume that the kernel K is a trace norm operator, which means
that
P [K(X,X)] := k2 6∞ . (6.8)
Let Σ = P [K ⊗K], where K ⊗K :W →W is the random operator defined by
∀f ∈W, K ⊗K(f) = 〈K(X, ·), f〉W K(X, ·) = f(X)K(X, ·) .
Then, the min MOM SVM estimator satisfies
P
(
P [ℓfˆmsvm − ℓf∗ ] 6 16Lθ
(
64
√
Tr(Σ)
N
∨
√
2‖Σ‖opK
N
))
> 1− e−K/32 .
If X is a Gaussian vector in Rd, then, the SVM estimator fˆsvm defined in (6.4)
satisfies
∀s > 0, P
(
P [ℓfˆ − ℓf∗ ] 6 8Lθ
√
Tr(Σ)
N
+ 2Lθ
√
2‖Σ‖ops
N
)
> 1− e−s .
Remark 72. Assumption 6.8 relaxes the boundedness assumption supx∈X K(x, x) :=
k∞ < +∞ usually considered to analyse SVM. The expectation defining Σ is
understood in Bochner sense, see for example [52].
Proof. The result is a combination of Theorem 70 with the following lemma.
Lemma 73. Assume that K is a trace norm operator and let Σ = P [K ⊗K].
Then,
DN (F ) 6 θ
2k2 = θ
2Tr(Σ) ,
σ2(F ) = sup
f∈F
Var(ℓf (Z)) 6 2L
2 sup
f∈F
P [f2(X)] = 2L2θ2‖Σ‖op .
Proof. Start with the variance. Let Z ′ denote an independent copy of Z. By
Jensen’s inequality,
Var(ℓf (Z)) = E[(ℓf (Z)− E[ℓf (Z ′)|Z])2] 6 E[(ℓf (Z)− ℓf (Z ′))2]
6 L2E[(f(X)− f(X ′))2] 6 2L2Var(f(X)) 6 2L2P [f2] .
The operator K ⊗K is a.s. symmetric: for any f, g in W ,
〈K ⊗K(f), g〉W = 〈K(X, ·), f〉W 〈K(X, ·), g〉W = 〈f,K ⊗K(g)〉W .
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Therefore, Σ is symmetric and, as W is separable under the assumptions that
X is separable and K continuous, see for example [52, Lemma 4.33], this im-
plies that there exists an orthonormal basis of W made of eigenvectors of Σ.
Moreover, for any f ∈W ,
P [f2(X)] = P [〈f,K ⊗K(f)〉W ] = 〈f,Σ(f)〉W .
Therefore,
sup
f∈F
P [f2] = θ2‖Σ‖op . (6.9)
Let us now turn to the Rademacher complexity of F . Using successively the
representation property (iii) and Cauchy-Schwarz inequality twice,
DN (F ) =
(
E
[
sup
f∈W :‖f‖W6θ
1√
N
N∑
i=1
ǫif(Xi)
])2
=
(
E
[
sup
f∈W :‖f‖W6θ
〈
f,
1√
N
N∑
i=1
ǫiK(Xi, ·)
〉
W
])2
6 θ2
(
E
[∥∥∥∥ 1√N
N∑
i=1
ǫiK(Xi, ·)
∥∥∥∥
W
])2
= θ2E
[∥∥∥∥ 1√N
N∑
i=1
ǫiK(Xi, ·)
∥∥∥∥2
W
]
.
Moreover, developing the square-norm, using the representation property (iii)
shows that
E
[∥∥∥∥ 1√N
N∑
i=1
ǫiK(Xi, ·)
∥∥∥∥2
W
]
=
1
N
∑
16i,j6N
E
[
ǫiǫj 〈K(Xi, ·),K(Xj , ·)〉W
]
=
1
N
N∑
i=1
E
[ 〈K(Xi, ·),K(Xi, ·)〉W ] = k2 .
Hence,
DN (F ) 6 k2θ
2 .
Finally, the random operator K ⊗K has clearly rank 1 with K(X,X) as single
singular value. By Fubbini-Tonelli theorem, it yields
k2 = P [K(X,X)] = P [Tr(K ⊗K)] = Tr(P [K ⊗K]) = Tr(Σ) .
The trace-norm assumption therefore states that the trace ofK⊗K is finite.
Corollary 74. Consider the boosting class based on a collection of functions
satisfying the following assumptions. Let σ2 = max16i6d P [f
2
i ]. For p = log d,
there exists a constant γ > 0 such that
∀j ∈ {1, . . . , d}, P [fpj ] 6 (γσ)p . (6.10)
The min MOM estimator satisfies
P
(
P [ℓfˆmBoost − ℓf∗ ] 6
16Lσ√
N
(
192eγ
√
log d ∨
√
2K
))
> 1− e−K/32 .
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If X is a Gaussian vector in Rd, then, the Boosting estimator fˆBoost defined in
(6.6) satisfies
∀s > 0, P
(
P [ℓfˆBoost − ℓf∗ ] 6 2L
√
‖Σ‖∞
N
(
12eγ
√
log d+
√
2s
))
> 1− e−s .
Proof. The result is a combination of Theorem 70 with the following result.
Lemma 75. Assume that P [‖f(X)‖2] <∞ and let
Σ = P [f(X)f(X)T ], ‖Σ‖∞ = max
16i,j6d
|Σi,j | .
Then,
sup
a∈∆d
Var(aT f(X)) 6 P [(aT f(X))2] 6 ‖Σ‖∞ .
Moreover, for any p > 2 such that max16j6d P [|fj |p] <∞, if Θp =
∑d
i=1 P [|fj |p],
then
DN(F ) 6 9pΘ
2/p
p . (6.11)
In particular, if (6.10) holds, then
DN (F ) 6 9e
2γ2‖Σ‖∞ log d . (6.12)
Proof. Start with the variance. Let a ∈ ∆d,
P [(aT f(X))2] 6 sup
a∈∆d
aTΣa .
It is not hard not see that, for any a ∈ ∆d,
aTΣa 6 max
i=1,...,d
(Σa)i 6 max
16i,j6d
|Σi,j | = ‖Σ‖∞ .
Hence,
sup
a∈∆d
P [(aT f(X))2] 6 ‖Σ‖∞ .
Regarding the Rademacher complexity.
DN(F ) =
(
E
[
sup
a∈∆d
1√
N
N∑
i=1
ǫia
T f(Xi)
])2
=
(
E
[
sup
a∈∆d
aT
( N∑
i=1
ǫi
f(Xi)√
N
)])2
=
(
E
[
max
16j6d
∣∣∣∣( N∑
i=1
ǫi
f(Xi)√
N
)
j
∣∣∣∣])2 . (6.13)
Under the assumption max16j6d P [|fj |p] <∞, the random variables
Zj =
( N∑
i=1
ǫi
f(Xi)√
N
)
j
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have finite moments of order p. Moreover, by Jensen’s inequality,
E
[
max
16j6d
∣∣Zj∣∣] 6 (E[ max
16j6d
∣∣Zj∣∣p])1/p 6 ( d∑
j=1
E
[∣∣Zj∣∣p])1/p . (6.14)
Now, apply Khinchine’s inequality on moments of order p for sums of indepen-
dent random variables, see for examples [10, Chapter 15]. It shows that
E
[∣∣Zj∣∣p]1/p 6 3
√√√√p N∑
i=1
E
[ |fj(Xi)|p
Np/2
]2/p
= 3
√√√√ p
N
N∑
i=1
E
[|fj(Xi)|p]2/p
= 3
√
pP
[|fj |p]2/p = 3√pP [|fj |p]1/p .
This shows (6.11). By Assumption 6.10, it follows that
E
[∣∣Zj∣∣p]1/p 6 3γ√pP [f2j ] 6 3γ√p‖Σ‖∞ .
Plugging this inequality into (6.14) yields
E
[
max
16j6d
∣∣Zj∣∣] 6 3γ√p‖Σ‖∞d1/p .
As p = log d, this yields
E
[
max
16j6d
∣∣Zj∣∣] 6 3eγ√‖Σ‖∞ log d .
Plugging this bound into (6.13) shows (6.12).
6.5 Localized bounds: preliminary results
Theorem 70 is useless when D(F ) =∞, which happens for example with classes
of linear functions indexed by unbounded subsets of Rd, for example:
F = {fT ·, f ∈ Rd} .
The following sections develop a general strategy that allows to deal with these
examples. Hereafter, assume that X = Rd and F is the set of all linear functions
fT · with f ∈ Rd. Assume also that the distribution P of Z = (X,Y ) has a first
marginal X satisfying P [‖X‖2] < ∞ and Y ⊂ R. Denote by Σ = P [XXT ].
Both the ERM and minmax MOM estimators will be analysed thanks to the
homogeneity lemma, Lemma 60. The convexity of c(·, y) implies the convexity
of ℓf therefore, Lemma 63 applies and shows that the tests
Term(f, g) = PN [ℓf − ℓg], Tmom(f, g) = MOMK [ℓf − ℓg]
satisfy the homogeneity assumption (HP) of the homogeneity lemma, provided
that the evaluation function E derives from a norm. Hereafter, for any f ∈ F ,
let
E(f) =
√
P [(f − f∗)2] .
Finally, as in every learning problem
d(f, g) = P [ℓf − ℓg] ,
so d(f, g) = −d(g, f) and d(f∗, f) 6 0 so B = B(r1) in the homogeneity lemma
(Lemma 60). The homogeneity lemma will be used under a technical assumption
that we introduce and discuss in the following section.
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6.6 Bernstein’s condition
To check (5.8) and (5.9), the following “local” Bernstein condition will be useful:
there exist A > 0 and B > 0 such that
∀f ∈ F : E(f) 6 A, P [ℓf − ℓf∗ ] > BE(f)2 . (6.15)
Relationships between between E(f) and the excess risk P [ℓf − ℓf∗ ] are
usually called Bernstein’s condition. These are convenient to prove “fast rates”
of convergence for ERMwith bounded losses, see for example [53] for a discussion
on fast and slow rates. To the best of our knowledge, this assumption first
appeared in [43, Hyp A2 of Theorem 4.2]. This form of Assumption 6.15 was
first introduced in [18]. The relationship between E(f) and P [ℓf − ℓf∗ ] is only
assumed in a neighborhood of f∗. This is a necessary constraint to deal with
unbounded classes of functions. Actually, by the Lipschitz assumption of c, it
holds, by Cauchy-Schwarz inequality,
P [ℓf − ℓf∗ ] 6 LP |f − f∗| 6 LE(f) .
Hence, the Bernstein’s assumption (6.15) can only be true if
BE(f)2 6 LE(f), that is, if E(f) 6 L
B
.
Let us present some examples where Assumption (6.15) holds. To proceed, we
assume in the remaining of this sections that
f∗ is a minimizer of Pℓf among all measurable functions f : X → Y . (6.16)
This assumption is quite restrictive as it implies that the model F is “exact”.
It is convenient to make explicite computations. Indeed, it ensures that
∀x ∈ X , f∗(x) ∈ argminu∈R E[c(u, Y )|X = x] .
In particular, it allows to show results on f∗ based on assumption on the c.d.f.
of Y conditionally on X = x.
The second assumption that will be done all along the examples is an hy-
pothesis comparing L4(P ) and L2(P ) norms of functions in F . For any p > 1,
for any function f : X → R for which it makes sense, let
‖f‖Lp(P ) =
(
P [|f |p])1/p .
The L4/L2 assumption states that there exists ∆ > 1 such that
∀f ∈ F : ‖f − f∗‖L4(P ) 6 ∆‖f − f∗‖L2(P ) . (6.17)
Let us comment this assumption. First, by Cauchy-Schwarz inequality
‖f − f∗‖L2(P ) 6 ‖f − f∗‖L4(P ) ,
hence, the restriction ∆ > 1 in Assumption (6.17) holds without loss of gen-
erality. The following proposition gives an example where Assumption (6.17)
holds.
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Proposition 76. Assume that X ∈ Rd is a vector with centered, independent
entries Xi, i ∈ {1, . . . , d} with kurtosis bounded by κ, i.e. such that P [X4i ]1/4 6
κP [X2i ]
1/2. Then, any linear function f(·) = fT · satisfies ‖f‖L4(P ) 6 κ‖f‖L2(P ).
Proof. One can assume w.l.o.g. that κ > 1. Using independence of Xi and the
fact that P [Xi] = 0,
‖f‖L2(P ) =
( d∑
i=1
f2iP [X
2
i ]
)1/2
,
‖f‖L4(P ) =
( d∑
i=1
f4iP [X
4
i ] +
∑
16i6=j6d
f2i f
2
jP [X
2
i ]P [Xj ]
2
)1/4
.
Using that P [X4i ] 6 κ
4P [X2i ]
2 and κ > 1, it yields
‖f‖L4(P ) 6 κ
( d∑
i=1
f4iP [X
2
i ]
2 +
∑
16i6=j6d
f2i f
2
jP [X
2
i ]P [Xj ]
2
)1/4
= κ
( ∑
16i,j6d
f2i f
2
jP [X
2
i ]P [Xj ]
2
)1/4
= κ
( d∑
i=1
f2iP [X
2
i ]
)1/2
= κ‖f‖L2(P ) .
The L4/L2 should be used with care as shown by the following example.
Proposition 77. Let X denote a random variables taking values in a measur-
able space X . Let I1, . . . , Id denote a partition of X such that P [Ij ] = 1/d for
any j ∈ {1, . . . , d}. Let X ∈ Rd denote the vector
X =
1{X∈I1}...
1{X∈Id}
 ∈ Rd .
Then, for any f ∈ Rd, P [(fTX)4]1/4 6 d1/4P [(fTX)2]1/2.
Remark 78. In words, any class of linear functions f(·) = fT · satisfies As-
sumption (6.17), but with a parameter ∆ that is not a constant, but depends on
the dimension d.
Proof. For any f ∈ Rd,
P [(fTX)4] =
d∑
j=1
f4iP [Ij ] 6 d
d∑
j=1
f4iP [Ij ]
2 6 d
( d∑
j=1
f2jP [Ij ]
)2
= dP [(fTX)2]2 .
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Huber loss Denote by Fx the conditional c.d.f. of Y given X = x. Assume
that there exists ν > 0 such that
∀(x, y) ∈ X ×Y : |y− f∗(x)| 6 2A∆2, Fx(y+α)−Fx(y−α) > ν . (6.18)
For example, Assumption (6.18) holds if the conditional density fx of Y given
X = x is bounded away from 0 in a neighborhood of f∗(x).
Proposition 79. Assume (6.16), (6.17) and (6.18). Then,
∀f ∈ F : E(f) 6 A, P [ℓf − ℓf∗ ] > ν
4
E(f)2 .
Proof. Let
Hx(u) = E[hα(Y − u)|X = x] =
∫
hα(y − u)dFx(y) .
The function Hx is differentiable, with
H ′x(u) = −
∫
h′α(y − u)Fx(y)
= α
∫ u−α
−∞
dFx(y)−
∫ u+α
u−α
(y − u)dFx(y)− α
∫ +∞
u+α
dFx(y)
= α(Fx(u − α)− 1 + Fx(u+ α)) −
∫ u+α
u−α
(y − u)dFx(y)
= α(Fx(u − α)− 1 + Fx(u+ α)) − [(y − u)Fx(y)]u+αu−α +
∫ u+α
u−α
Fx(y)dy
=
∫ u+α
u−α
Fx(y)dy − α .
In particular, as f∗(x) ∈ argminu∈RHx(u), it follows that H ′x(f∗(x)) = 0.
Moreover,
H ′′x (u) = Fx(u + α)− Fx(u− α) .
Let Xloc = {x ∈ X : |f(x)− f∗(x)| 6 2A∆2}. For any x ∈ Xloc, it follows that
Hx(f(x))−Hx(f∗(x)) =
∫ f(x)
f∗(x)
H ′x(u)du =
∫ f(x)
f∗(x)
(H ′x(u)−H ′x(f∗(x)))du
=
∫ f(x)
f∗(x)
∫ u
f∗(x)
H ′′x (v)dvdu .
For any v in the segment with extremities f∗(x) and u, by Assumption (6.18),
H ′′x (v) = Fx(v + α)− Fx(v − α) > ν .
Therefore, if f(x) > f∗(x),
Hx(f(x)) −Hx(f∗(x)) >
∫ f(x)
f∗(x)
∫ u
f∗(x)
νdvdu
=
∫ f(x)
f∗(x)
ν(u − f∗(x))du
=
ν
2
(f(x)− f∗(x))2 .
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Likewise, if f(x) 6 f∗(x),
Hx(f(x))−Hx(f∗(x)) >
∫ f∗(x)
f(x)
∫ f∗(x)
u
νdvdu
=
∫ f∗(x)
f(x)
ν(f∗(x)− u)du
=
ν
2
(f(x) − f∗(x))2 .
Overall, by definition of f∗(x), Hx(f(x)) −Hx(f∗(x)) > 0 for any x ∈ X and
∀x ∈ Xloc, Hx(f(x))−Hx(f∗(x)) > ν
2
(f(x)− f∗(x))2 .
It follows that
P [ℓf − ℓf∗ ] = E[HX(f(X))−HX(f∗(X))]
> E[{HX(f(X))−HX(f∗(X))}1{X∈Xloc}]
>
ν
2
E[(f(X)− f∗(X))21{X∈Xloc}]
=
ν
2
(E(f)− E[(f(X)− f∗(X))21{X/∈Xloc}]) . (6.19)
By Cauchy-Schwarz,
E[(f(X)− f∗(X))21{X/∈Xloc}] 6 ‖f − f∗‖2L4(P )
√
P(X /∈ Xloc) . (6.20)
By Markov’s inequality,
P(X /∈ Xloc) = P(|f(x)− f∗(x)| > 2A∆2) 6
‖f − f∗‖2L2(P )
4A2∆4
=
E(f)2
4A2∆4
.
If E(f) 6 A, it follows that
P(X /∈ Xloc) 6 1
4∆4
.
Plugging this into (6.20) shows that, for any f ∈ F such that E(f) 6 A.
E[(f(X)− f∗(X))21{X/∈Xloc}] 6
‖f − f∗‖2L4(P )
2∆2
.
Using (6.17), we get
E[(f(X)− f∗(X))21{X/∈Xloc}] 6
‖f − f∗‖2L2(P )
2
=
E(f)2
2
.
Plugging this inequality into (6.19) concludes the proof.
Logistic regression Denote by η : X → Y the regression function satisfying
E[Y ϑ(X)] = P [ηϑ] for any bounded measurable function ϑ. Recall that
log
[
η(x)
1− η(x)
]
∈ argminu∈R E[L(−Y u)|X = x] .
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Assume that there exists ν > 0, such that
P
(
1
1 + eν
6 η(X) 6
1
1 + e−ν
)
> 1− 1
8∆4
. (6.21)
This is equivalent to
P
(
log
[
η(X)
1− η(X)
]
> ν
)
6
1
8∆4
.
Proposition 80. Assume (6.16), (6.17), (6.21). Then, there exists a constant
B = B(A, ν,∆) > 0 such that, for all f ∈ F such that E(f) 6 A, P [ℓf − ℓf∗ ] >
BE(f)2.
Remark 81. A value of the constant B is given in Eq (6.22) in the proof.
Proof. Let f ∈ F such that E(f) 6 A. Let Hx(u) = η(x) log2(1 + e−u) + (1 −
η(x)) log2(1 + e
u). The function Hx is continuously twice differentiable with
H ′x(u) =
η(x)
log(2)
−e−u
1 + e−u
+
1− η(x)
log 2
eu
1 + eu
=
−η(x) + (1− η(x))eu
(log 2)(1 + eu)
.
H ′′x (u) =
(1− η(x))eu(1 + eu)− (−η(x) + (1− η(x))eu)eu
(log 2)(1 + eu)2
=
eu
(log 2)(1 + eu)2
.
Fix ζ > 0 and let Xloc = {x ∈ X : |f∗(x)| 6 ν, |f(x) − f∗(x)| 6
√
8A∆2}. For
any x ∈ Xloc, max{|f(x)|, |f∗(x)|} 6 ν +
√
8A∆2. Therefore, as H ′x(f
∗(x)) = 0,
for any x ∈ X , Hx(f(x))−Hx(f∗(x)) > 0 and
∀x ∈ Xloc, Hx(f(x)) −Hx(f∗(x)) > 2B(f(x)− f∗(x))2 ,
where
B =
e−(ν+
√
8A∆2)
2(log 2)(1 + eν+
√
8A∆2)2
. (6.22)
It follows that
P [ℓf − ℓf∗ ] = E[HX(f(X))−HX(f∗(X))]
> E[{HX(f(X))−HX(f∗(X))}1{X∈Xloc}]
>
ν
2
E[(f(X)− f∗(X))21{X∈Xloc}]
= 2B(E(f)− E[(f(X)− f∗(X))21{X/∈Xloc}]) . (6.23)
By Cauchy-Schwarz,
E[(f(X)− f∗(X))21{X/∈Xloc}] 6 ‖f − f∗‖2L4(P )
√
P(X /∈ Xloc) . (6.24)
6.7. ERM IN THE GAUSSIAN CASE 91
By Markov’s inequality,
P(X /∈ Xloc) 6 P(|f∗(X)| > ν) + P(|f(X)− f∗(X)| >
√
8A∆2)
6
1
8∆4
+
‖f − f∗‖2L2(P )
8A2∆4
=
1
8∆4
+
E(f)2
8A2∆4
.
If E(f) 6 A, it follows that
P(X /∈ Xloc) 6 1
4∆4
.
Plugging this into (6.24) shows that, for any f ∈ F such that E(f) 6 A.
E[(f(X)− f∗(X))21{X/∈Xloc}] 6
‖f − f∗‖2L4(P )
2∆2
.
Using (6.17), we get
E[(f(X)− f∗(X))21{X/∈Xloc}] 6
‖f − f∗‖2L2(P )
2
=
E(f)2
2
.
Plugging this inequality into (6.23) concludes the proof.
Exercise Find conditions sufficient to prove the “local” Bernstein’s condition
for the Hinge loss.
6.7 ERM in the Gaussian case
We consider a cost function c satisfying Assumption (6.1) and study the esti-
mator
fˆ ∈ argminf∈Rd
N∑
i=1
c(fTXi, Yi) . (6.25)
Theorem 82. Assume that X is Gaussian with Σ = P [XXT ] positive definite.
Assume that the Bernstein assumption (6.15) holds for constants A and B such
that
AB
√
N > 2(1 +
√
5)L
√
d .
Then, for any s such that
(1 +
√
5)L(4
√
d+
√
2s) 6 2AB
√
N ,
the empirical risk minimizer (6.25) satisfies
P
(
E(fˆ) 6 1 +
√
5
2
L
B
4
√
d+
√
2s√
N
)
> 1− 2e−s .
Remark 83. This result is “robust” as it does not involve assumptions on the
outputs Yi.
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Proof. Recall that the empirical risk minimizer
fˆ ∈ argminf∈F PN ℓf = argminf∈F sup
g∈F
Temp(f, g) ,
with
Temp(f, g) = PN [ℓf − ℓg] .
As explained in Section 6.5, the test Term(f, g) satisfy Assumption (HP) of the
homogeneity lemma (Lemma 60). Moreover, recall that we want to apply this
lemma with d(f, g) = P [ℓf − ℓg]. It remains to compute the function B in the
homogeneity lemma, and for this, we look for a bound B(r) such that, with
high probability,
sup
f∈F :E(f)6r
(PN − P )[ℓf∗ − ℓf ] 6 B(r) .
Assume to simplify the argument that f∗ = 0. This case can be solved with
the basic Gaussian concentration inequality. The general case involves more
elaborated tools on Gaussian processes, see [1, Lemma 8.1.].
Let Fr = {f ∈ F : E(f) 6 r}. By Theorem 31, with probability larger that
1− e−s,
sup
f∈Fr
(PN − P )[ℓf∗ − ℓf ] 6 EN (Fr) +
√
2σ2(Fr)s
N
.
Here, σ2(Fr) = supf∈Fr Var((ℓf − ℓf∗)(Z)) and
EN (Fr) = E
[
sup
f∈F :‖f−f∗‖6r
(PN − P )[ℓf∗ − ℓf ]
]
.
Let us first bound the variance.
Var((ℓf − ℓf∗)(Z)) 6 P [(ℓf − ℓf∗)2] 6 L2P [(f − f∗)2] = L2E(f)2 .
Hence, σ2(Fr) 6 L
2r2. Using the symmetrization trick,
EN (Fr) 6 2
√
DN(Fr)
N
,
where
DN (Fr) =
(
E
[
sup
f∈Fr
1√
N
N∑
i=1
ǫi(ℓf − ℓf∗)(Zi)
])2
.
By the contraction lemma,
DN(Fr) 6 4L
2
(
E
[
sup
f∈Fr
1√
N
N∑
i=1
ǫi(f − f∗)(Xi)
])2
.
Now, Fr = {f = f∗ + rg, g ∈ B}, with B = {f = fT · : P [(fTX)2] = 1}. Hence,
DN(Fr) 6 4L
2r2
(
E
[
sup
f=fT ·∈B
fT
(
1√
N
N∑
i=1
ǫiXi
)])2
.
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Assume that Σ is positive definite. In this case, one can define a positive definite
square root Σ1/2 of Σ. Therefore, for any a, b in Rd,
aTb = (Σ1/2a)T (Σ−1/2b) 6 (aTΣa)1/2(bTΣ−1b)1/2 .
Defining, for any positive semi-definite matrix M and any vector a ∈ Rd,
‖a‖M = aTMa, it follows that
DN(Fr) 6 4L
2r2
(
E
[∥∥∥∥ 1√N
N∑
i=1
ǫiXi
∥∥∥∥
Σ−1
])2
.
By Cauchy Schwarz inequality,
DN (Fr) 6 4L
2r2E
[∥∥∥∥ 1√N
N∑
i=1
ǫiXi
∥∥∥∥2
Σ−1
]
=
4L2r2
N
∑
16i,j6N
E[ǫiǫjX
T
i Σ
−1Xj ]
= 4L2r2E[XTΣ−1X ] = 4L2r2d .
Hence, with probability larger that 1− e−s,
sup
f∈F :‖f−f∗‖6r
(PN − P )[ℓf∗ − ℓf ] 6 Lr4
√
d+
√
2s√
N
.
This suggests to use in the homogeneity lemma the function
B(r) = Lr
4
√
d+
√
2s√
N
:= rrs .
By the Bernstein Assumption (6.15), (5.8) would hold for r1 solution of the
equation
rrs −Br2 = 0 .
This is possible if
r1 =
rs
B
6 A .
If this assumption is met, then (5.9) would hold for r2 solution of the equation
r2s
B
+ rrs −Br2 = 0 ,
that is for
r2 =
1 +
√
5
2
rs
B
.
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6.8 Minmax MOM estimators
This section extends the previous result to the case where the design is not
assumed to be sub-Gaussian anymore. Indeed, Lipshitz losses are classically
considered in robust statistics. This success, as explained after Theorem 82,
is due to the fact that the ERM can be analysed in this framework without
assumptions on the outputs Y . However, this analysis highly depends on the
sub-Gaussian assumption made on the design. The extension is even more
important to handle possibly corrupted datasets. Indeed, these data are likely
to be corrupted, specially in high dimensional settings.
Consider the minmax MOM estimator
fˆK ∈ argminf∈F sup
g∈F
MOMK [ℓf − ℓg]. (6.26)
The main result here is the following.
Theorem 84. Assume that the Bernstein assumption (6.15) holds for constants
A and B such that
AB
√
N > 128(1 +
√
5)L
√
d .
Then, for any K such that
2(1 +
√
5)L
(
64
√
d ∨
√
2K
)
6 AB
√
N ,
the empirical risk minimizer (6.25) satisfies
P
(
E(fˆK) 6 2(1 +
√
5)
L
B
(
64
√
d ∨ √2K√
N
))
> 1− 2e−K/32 .
Proof. The key is to compute the function B in the homogeneity lemma. Let
r > 0 fixed. Apply the concentration bound for suprema of MOM processes on
the class of functions
Fr = {ℓf∗ − ℓf − P [ℓf∗ − ℓf ], f ∈ B(f∗, r)} .
With probability at least 1− e−K/32,
sup
f∈B(f∗,r)
MOMK [ℓf∗ − ℓf − P [ℓf∗ − ℓf ]] 6 128
√
D(Fr)
N
∨ 4σ(Fr)
√
2
K
N
.
The computations of the previous proof show that D(Fr) 6 4L
2r2d, σ2(Fr) 6
L2r2, hence, with probability at least 1− e−K/32,
sup
f∈B(f∗,r)
MOMK [ℓf∗ − ℓf − P [ℓf∗ − ℓf ]] 6 4Lr
(
64
√
d ∨√2K√
N
)
.
This suggests to use
B(r) = rrK , with rK = 4Lr
(
64
√
d ∨ √2K√
N
)
.
The proof is concluded with the same arguments as the previous one.
Chapter 7
Least-squares regression
This chapter considers the classical least-squares linear regression problem. This
problem has attracted a lot of attention recently in the case where both the in-
puts X and the outputs Y may be heavy-tailed. The first paper proving oracle
inequalities in this setting is [2]. The estimator there was derived from M -
estimators of univariate expectations. Recent articles, in particular the seminal
paper [39], see also [41, 33, 34], also investigate median-of-mean approaches in
both small and large dimension least-squares regression. This analysis is repro-
duced in this chapter in the simplified setting of linear least-squares regression.
The pros and cons of these approaches are the same as in the multivariate mean
estimation problems, see the discussion in Section 4.4. All these results rely on
either a L4/L2 or a L2/L1 comparison between the functions in the hypothesis
class F that should hold uniformly for a constant that should not depend on the
dimension of F . This last restriction typically fails in many important classes
of functions of interest as explained in [51]. Section 7.4 presents two analyses
of minmax MOM estimators, proving the statistical optimality of these estima-
tors in a toy example in small dimension (d 6
√
N) where the uniform L2/L1
comparison fails.
7.1 Setting
Consider the supervized statistical learning framework where the data space Z
is a product Z = X × Y, with X ⊂ Rd and Y ⊂ R, so data z ∈ Z are couples
z = (x, y) and the goal is to predict as best as possible an output Y from an
input X when Z = (X,Y ) is drawn from an unknown distribution P . For any
f ∈ Rd and z ∈ Z, let ℓ denote the square loss
ℓf(z) = (y − xT f)2 .
Hereafter, we assume that P satisfies P [Y 2] < ∞ and P [‖X‖2] < ∞ and mea-
sure the risk of any f ∈ Rd by
Pℓf = P [(Y −XT f)2] .
As usual, f∗ ∈ argminPℓf denotes an oracle. Let Σ = P [XXT ] and assume
that
Σ is positive definite . (7.1)
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Let F ⊂ Rd denote a convex subset of Rd.
This chapter studies both ERM and minmax MOM estimators. As f 7→
ℓf (x, y) is convex for any z = (x, y), Lemma 63 applies and shows that the tests
Temp(f, g) = PN [ℓf − ℓg], Tmom(f, g) = MOMK [ℓf − ℓg] ,
satisfy Assumption (HP) of the homogeneity lemma, see Lemma 60, provided
that the evaluation function E derives from a norm. Hereafter in this section,
for any f and g in Rd, let d(f, g) = P [ℓf − ℓg] which satisfies d(f, g) = −d(g, f)
and d(f∗, f) 6 0, so the functions B and B in Lemma 60 are equal. For the
evaluation function, for any f ∈ F , let
E(f) = ‖f − f∗‖L2(P ) :=
√
P [(XT (f − f∗))2]
=
√
(f − f∗)TΣ(f − f∗) = ‖f − f∗‖Σ ,
where, for any d× d matrix M and any a ∈ Rd, ‖a‖M =
√
aTMa. Developing
the square ((y − xT g) − xT (f − g))2 shows the so called quadratic/multiplier
decomposition of the square loss:
ℓf (x, y)− ℓg(x, y) = [xT (f − g)]2 − 2xT (f − g)(y − xT g) . (7.2)
Let ξ = Y −XTf∗, the process
f 7→ ξXT (f − f∗) ,
is called the multiplier process and
f 7→ (XT (f − f∗))2
the quadratic process. Let t ∈ (0, 1) and f ∈ F . By definition of f∗, as
(1− t)f∗ + tf ∈ F ,
P [(Y −XTf∗)2] 6 P [(Y −XT ((1 − t)f∗ + tf))2]
= P [(ξ − tXT (f − f∗))2]
= P [ξ2]− 2tP [ξXT (f − f∗)] + t2P [(XT (f − f∗))2] .
It follows that, for any t ∈ (0, 1),
P [ξXT (f − f∗)] 6 t
2
P [(XT (f − f∗))2] .
Letting t→ 0 shows that
P [ξXT (f − f∗)] 6 0 . (7.3)
Together with (7.2), this implies in particular that
P [ℓf − ℓf∗ ] = P [(XT (f − f∗))2]− 2P [ξXT (f − f∗)] > ‖f − f∗‖2Σ .
In particular, the following “global” Bernstein condition is satisfied for least-
squares regression:
∀f ∈ F, d(f, f∗) = P [ℓf − ℓf∗ ] > E(f)2 . (7.4)
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7.2 ERM in the Gaussian case
To establish the Benchmark, let us first consider the ERM estimator when
Z = (X,Y ) is a Gaussian vector. Let
Σ = P [(X − P [X ])(X − P [X ])T ], σ2 = P [(Y −XT f∗)2] .
Theorem 85. Assume that F = Rd and Z = (X,Y ) is a Gaussian vector such
that the covariance matrix of X in Rd×d is non-degenerate. Assume moreover
that 64d 6 γN for γ =
√
2/πe. Then, for any s > 0 such that
8
√
d+ 2
√
2s 6
√
γN ,
the empirical risk minimizer fˆ ∈ argminf∈F PN [(Y − fTX)2] satisfies
P
(
E(fˆ) 6 24σ√
γ3N
(
3
√
d+ 4
√
s
))
> 1− 5e−s .
Proof. The key is to compute the function B in the homogeneity lemma. Start
with algebraic computations. Let r > 0 and f ∈ F such that E(f) = ‖f−f∗‖Σ 6
r. Then f = f∗ + rg with g = (f − f∗)/r satisfying ‖g‖Σ 6 1. Then
(PN − P )
[
2ξXT (f − f∗)− [XT (f − f∗)]2]
= 2r(PN − P )
[
ξXT g)
]− r2(PN − P )[(XTg)2] . (7.5)
Let B = {f ∈ Rd : ‖f‖Σ 6 1},
M = sup
f∈B
(PN − P )
[
ξXT f
]
Q = inf
f∈B
(PN − P )
[
(XT f)2
]
.
With these notations, from (7.5),
sup
f∈F :E(f)6r
(PN − P )
[
ℓf − ℓf∗
]
6 2rM − r2Q . (7.6)
Lemma 86. For any s ∈ [0, N ], with probability 1− 4e−s,
P
(
M 6
σ√
N
(
3
√
d+ 4
√
s
))
> 1− 4e−s .
Proof. Let f ∈ B. As Z = (X,Y ) is a Gaussian vector and F = Rd, XT f∗
is the projection of Y onto the linear span of X in L2. Therefore, XT f is,
conditionally on ξ, a Gaussian random variable, with mean P [XT f ] and variance
P [((X−P [X ])T f)2] = fTΣf = ‖f‖2
Σ
6 1. Let FN denote the σ-algebra spanned
by ξ1, . . . , ξN . Conditionally on FN , the random variables Xf = PN [ξXT f ] are
Gaussian random variables centered at PN [ξ]P [X
T f ] with variance
σ2f =
PN [ξ
2]
N
fTΣf 6 V , (7.7)
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where V = N−1PN [ξ2]. By concentration of suprema of Gaussian processes, for
any s > 0,
P
(
sup
f∈B
(Xf−E[Xf |FN ]) 6 E[sup
f∈F
(Xf−E[Xf |FN ])|FN ]+
√
2V s|FN
)
6 1−e−s .
Now,
E[sup
f∈B
(Xf − E[Xf |FN ])|FN ] = E[sup
f∈B
PN [ξ(X − P [X ])T f ]|FN ]
Now, as Σ is non degenerate, ‖·‖Σ is a norm whose dual norm is ‖·‖Σ−1 . Hence,
E[sup
f∈B
(Xf − E[Xf |FN ])|FN ] = E
[∥∥∥∥ 1N
N∑
i=1
ξi(Xi − P [X ])
∥∥∥∥
Σ−1
|FN
]
by Cauchy-Schwarz 6
√√√√
E
[∥∥∥∥ 1N
N∑
i=1
ξi(Xi − P [X ])
∥∥∥∥2
Σ−1
|FN
]
.
Now, developing the square-norm and using the independence between ξ and
X ,
E
[∥∥∥∥ 1N
N∑
i=1
ξi(Xi − P [X ])
∥∥∥∥2
Σ−1
|FN
]
=
1
N2
∑
16i,j6N
ξi(Yj −XTj f∗)E[(Xi − P [X ])TΣ−1(Xj − P [X ])]
=
1
N2
N∑
i=1
ξ2i E[(Xi − P [X ])TΣ−1(Xi − P [X ])]
6
PN [ξ
2]
N
P [XTΣ−1X ] .
Finally,
P [XTΣ−1X ] = P [Tr(XTΣ−1X)] = P [Tr(Σ−1XXT )] = Tr(Id) = d . (7.8)
Therefore,
E
[∥∥∥∥ 1N
N∑
i=1
ξi(Xi − P [X ])
∥∥∥∥2
Σ−1
|FN
]
6
PN [ξ
2]
N
d ,
so
E[sup
f∈B
(Xf − E[Xf |FN ])|FN ] 6
√
V d .
Overall, with probability at least 1− e−s,
M = sup
f∈B
Xf 6 |PN [ξ]|+
√
V
(√
d+
√
2s
)
. (7.9)
Now, with probability 1 − 2e−s, the centered Gaussian random variable PN [ξ]
satisfies
|PN [ξ]| 6 σ
√
2s
N
. (7.10)
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Moreover, ξ ∼ N(0, σ2), so E[ξ2k] = (2k)!σ2k/2kk! and, for any u < 1/2σ2,
E[euξ
2
] = 1 + uσ2 +
∑
k>2
uk(2k)!σ2k
2k(k!)2
6 1 + uσ2 +
∑
k>2
(2uσ2)k
= 1 + uσ2 +
4u2σ4
1− 2uσ2 .
Hence, for any u < N/2σ2,
logE
[
eu(NV−σ
2)
]
6 N log
(
1 +
4(u/N)2σ4
1− 2(u/N)σ2
)
6
u28σ4/N
2(1− u2σ2/N) .
It follows therefore from Bernstein’s inequality that, for any s > 0,
P
(
NV − σ2 > 2σ2
(
2
√
s
N
+
s
N
))
6 e−s .
Plugging this bound and (7.10) into (7.9) shows that, for any s 6 N , with
probability at least 1− 4e−s,
M 6 σ
√
2s
N
+
(√
d
N
+
√
2s
N
)
σ
√
1 + 4
√
s
N
+
2s
N
6 σ
(
3
√
d
N
+ 4
√
s
N
)
.
Let us now bound the quadratic process.
Lemma 87.
∀s > 0, P
(
Q <
γ
2
− 1−
(
4
√
d
N
+
√
2s
N
)2)
6 e−s .
Proof. Elementary calculus shows that, for any real valued Gaussian random
variable Z,
E[|Z|] > γ
√
E[Z2] ,
where γ =
√
2/πe. From this remark follows that the class of linear functions
satisfies the small ball assumption of Mendelson: as XTf is Gaussian for any
f ∈ Rd,
∀f ∈ F, P [|XT f |] > γ
√
P [(XT f)2] = γ‖f‖Σ . (7.11)
By Jensen’s inequality,
PN
[
(XT f)2
]
>
(
PN [|XTf |]
)2
.
Let f ∈ B,
Var(XT f) = fTΣf 6 1 .
Now, by Borel’s concentration inequality, with probability at least 1− e−s,
sup
f∈B
∣∣(PN − P )|XT f |∣∣ 6 E[ sup
f∈B
∣∣(PN − P )|XT f |∣∣]+√2s
N
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By symmetrization and contraction,
sup
f∈B
∣∣(PN − P )|XT f |∣∣ 6 4E[ sup
f∈B
∣∣ 1
N
N∑
i=1
ǫiX
T
i f
∣∣]+√2s
N
= 4E
[
sup
f∈B
∣∣fT( 1
N
N∑
i=1
ǫiXi
)∣∣]+√2s
N
.
Using that ‖ · ‖Σ is a norm with dual norm ‖ · ‖Σ−1 ,
sup
f∈B
∣∣(PN − P )|fTX |∣∣ = 4E[∥∥∥∥ 1N
N∑
i=1
ǫiXi
∥∥∥∥
Σ−1
]
+
√
2s
N
by Cauchy-Schwarz 6 4
√√√√
E
[∥∥∥∥ 1N
N∑
i=1
ǫiXi
∥∥∥∥2
Σ−1
]
+
√
2s
N
.
Developing the square, using independence between the ǫi and Xi and that
E[ǫi] = 0,
sup
f∈B
∣∣(PN − P )|XT f |∣∣ = 4
√√√√ 1
N2
∑
16i,j6N
E
[
ǫiǫjXTi Σ
−1Xj
]
+
√
2s
N
= 4
√
1
N
P
[
XTΣ−1X
]
+
√
2s
N
.
By (7.8), it follows that P(Ωs) > 1− e−s, where
Ωs =
{
sup
f∈B
∣∣(PN − P )|XT f |∣∣ 6 4√ d
N
+
√
2s
N
}
.
On Ωs, for any f ∈ F ,
PN
[
(XTf)2
]
>
(
P [|XTf |]− 4
√
d
N
−
√
2s
N
)2
>
1
2
(P [|XT f |])2 −
(
4
√
d
N
+
√
2s
N
)2
>
γ
2
‖f‖2Σ −
(
4
√
d
N
+
√
2s
N
)2
.
It follows that
(PN − P )
[
(XT f)2
]
>
(
γ
2
− 1
)
‖f‖2Σ −
(
4
√
d
N
+
√
2s
N
)2
.
Therefore, as γ/2− 1 < 0,
∀s > 0, P
(
Q >
γ
2
− 1−
(
4
√
d
N
+
√
2s
N
)2)
> 1− e−s .
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Let
ms =
σ√
N
(
3
√
d+ 4
√
s
)
, qs =
γ
2
−
(
4
√
d
N
+
√
2s
N
)2
.
It follows from Lemmas 86 and 87 that the event Ω = {M 6 ms}∩{Q > qs−1}
has probability larger than 1− 5e−s. Moreover, from (7.6), Ω contains ∩r>0Ωr,
where
Ωr =
{
sup
f∈F :E(f)6r
(PN − P )
[
ℓf − ℓf∗
]
6 B(r)
}
,
with B(r) = 2rms − r2(qs − 1). With this choice of function B, by (7.4), it
follows that (5.8) holds if qs > 0 and
2r1ms − r21qs 6 0, i.e. r1 >
2ms
qs
.
Let
r1 =
2ms
qs
so B(r1) =
4m2s
qs
− 4m
2
s(qs − 1)
q2s
=
4m2s
q2s
.
Then, (5.9) holds if qs > 0 and
4m2s
q2s
+ 2r2ms − r22qs =
4m2s
q2s
+
m2s
qs
− qs(r2 − ms
qs
)2 6 0 ,
that is if
r2 =
2ms
qs
(
1 +
1√
qs
)
.
As (
4
√
d
N
+
√
2s
N
)2
6
γ
4
, qs >
γ
4
.
Therefore,
r2 6
24
γ3/2
ms =
24σ√
γ3N
(
3
√
d+ 4
√
s
)
.
The proof is concluded by Lemma 60.
7.3 Minmax MOM estimators
In the previous section, we used several features of Gaussian distributions to
prove the deviation bound in least-squares regression. The first of these prop-
erties is that, since (X,Y ) was Gaussian, the vector f∗ ∈ argminf∈F P [‖Y −
XT f‖2] satisfies XT f∗ = E[Y |X ] and one can write
Y = XT f∗ + ξ ,
where ξ/σ is a standard Gaussian independent from X . It follows that
∀f ∈ Rd, Var((XT f)ξ) = σ2Var(XT f) = σ2‖f‖2Σ .
Therefore
σ2 > sup
f∈F :‖f‖Σ=1
P
(
ξ2(XT f)2
)
. (7.12)
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The independence between ξ and X also allows to show that
P [ξ2 sup
f∈F :‖f‖Σ61
(XT f)2] = P [ξ2‖X‖2Σ−1] = σ2P [‖X‖2Σ−1 ] = σ2d .
The last inequality comes from (7.8). Hence,
σ2 >
P [ξ2‖X‖2Σ−1 ]
d
. (7.13)
It turns out that independence between the noise ξ and the inputs X can be
removed provided that σ = P [ξ2] is replaced by the adequate quantity in con-
ditions (7.12) and (7.13). Hereafter, denote by σ a positive real number such
that
σ2 > sup
f∈F :‖f‖Σ=1
P
(
ξ2(XT f)2
) ∨ P [ξ2‖X‖2Σ−1 ]
d
. (7.14)
The parameter σ does not appear in the construction of the minmax estimator
and may therefore be unknown from the statistician. Notice that, as ξ and X
may not be independent, it is implicitly assumed that σ < +∞ in the following.
7.3.1 The small ball hypothesis
The second property of Gaussian distributions was the small ball property [32,
45], see Eq (7.11) in the previous proof. To extend the Gaussian case, we will
assume that this property holds for the distribution of the vector X . Formally,
there exists an absolute constant γ > 0 such that
∀f ∈ F, P [|XT f |] > γ
√
P [(XT f)2] = ‖f‖Σ . (7.15)
This assumption is checked in the following example.
Lemma 88. Assume that the random vector X has coordinates (X(i))16i6N
satisfying the following property. There exist constants C1, C2 > 0 such that,
∀1 6 i, j 6 N ,
E[X(i)X(j)] 6 C1E[|X(i)|]E[|X(j)|] , (7.16)
N∑
i=1
|fi|E[|X(i)|] 6 C2P [|XT f |] . (7.17)
Then, (7.15) holds with γ = 1/
√
C1C2.
Proof. Let f ∈ Rd.
‖f‖2Σ =
∑
16i,j6N
fifjE[X
(i)X(j)]
6 C1
( N∑
i=1
|fi|E[|X(i)|]
)2
by (7.16)
6 C1C
2
2 (P [|XT f |])2 by (7.17) .
Therefore, (7.15) holds with γ = 1/
√
C1C2.
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Another example where one can check the small ball property is the following.
Lemma 89. Assume that the L4/L2 comparison holds.
∃C > 0 : ∀f ∈ F, P [(XT f)4] 6 CP [(XT f)2]2 . (7.18)
Then, (7.15) holds with γ =
√
2/8C.
Remark 90. Assumption is discussed in Section 6.6 of the previous chapter.
It was used there to check the Bernstein assumption.
Proof. The proof relies on the following simple Paley-Zigmund argument. Let
f ∈ F ,
P [(XT f)2] = P [(XT f)21|XT f |64CP [|XT f |]] + P [(X
Tf)21|XT f |>4CP [|XT f |]]
by Cauchy-Schwarz 6 16C2P [|XT f |]2 +
√
P [(XT f)4]P
(|XTf | > 4CP [|XTf |])
by Markov 6 16C2P [|XT f |]2 +
√
P [(XT f)4]
4C
by (7.18) 6 16C2P [|XT f |]2 + P [(X
T f)2]
2
.
It follows that
P [(fTX)2] 6 32C2P [|fTX |]2 .
In other words, (7.15) holds with γ =
√
2/8C.
7.3.2 Main results
Recall that we observe (X1, Y1), . . . , (XN , YN ) i.i.d. copies of (X,Y ), a ran-
dom vector taking values in Rd × R, that Σ = P [XXT ], E[Y 2] < ∞, f∗ ∈
argminf∈F Pℓf , where ℓf (x, y) = (y − fTx)2 and ξ = Y −XTf∗.
Theorem 91. Let σ be defined in (7.14) and assume that (7.15) holds. There
exists an absolute constant C such that, if Cd 6 γ2N , then, for any K such
that CK 6 γ2N , the minmax MOM estimator
f̂K ∈ argminf∈F sup
g∈F
MOMK [ℓf − ℓg]
satisfies
P
(
‖f̂K − f∗‖Σ 6 Cσ
γ3
√
N
(√
d ∨
√
K
))
> 1− 4e−K/C .
Proof. The key is to compute the function B in the homogeneity lemma. Let
r > 0 and Fr = {f ∈ F : ‖f − f∗‖Σ 6 r}. By the quadratic/multiplier
decomposition of the quadratic loss (7.2), one wants to bound from above
Mr = sup
f∈Fr
MOMK
[
2ξXT (f − f∗)− (XT (f − f∗))2 + P [(XT (f − f∗))2]] .
As Fr = {f = f∗ + ru, u ∈ B}, with B = {u ∈ Rd : ‖u‖Σ 6 1}, it holds
Mr = sup
u∈B
MOMK
[
2rξ[XTu] + r2(‖u‖2Σ − (XTu)2)
]
.
To bound Mr, the following lemmas will prove useful.
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Lemma 92. There exists an absolute constant c∗ such that, with probability
larger than 1− e−K/c∗ , there exist at least 9K/10 blocks Bk where
sup
u∈B
(PBk − P )[ξXTu] = sup
u∈B
PBk [ξX
Tu] 6
c∗σ√
N
(√
d ∨
√
K
)
.
Proof. Consider the set of functions FM = {(x, y) 7→ (y−xT f∗)(xTu), u ∈ B}.
By definition of σ, see (7.14),
∀u ∈ B, σ2u = P [ξ2(XTu)2] 6 σ2 .
Hence, σ2(FM ) = supf∈FM Var(f(Z)) 6 σ2. Moreover, as ‖ · ‖Σ−1 is the dual
norm of ‖ · ‖Σ, one can bound the Rademacher complexity of FM as follows.
D(FM ) =
(
E
[
sup
u∈B
1√
N
N∑
i=1
ǫiξi(X
T
i u)
])2
=
(
E
[
sup
u∈B
uT
(
1√
N
N∑
i=1
ǫiξiXi
)])2
=
(
E
[∥∥∥∥ 1√N
N∑
i=1
ǫiξiXi
∥∥∥∥
Σ−1
])2
.
By Cauchy-Schwarz,
D(FM ) 6 E
[∥∥∥∥ 1√N
N∑
i=1
ǫiξiXi
∥∥∥∥2
Σ−1
]
.
Developing the square norm and using independence and centering,
D(FM ) 6 E
[∥∥ξX∥∥2
Σ−1
]
= P
[
ξ2
∥∥X∥∥2
Σ−1
]
6 σ2d . (7.19)
The last inequality uses the definition of σ, see (7.14). By the general concen-
tration result for quantile of means processes, see Theorem 38, there exists an
absolute constant c∗ such that, with probability larger than 1 − e−K/c∗ , there
exist at least 9K/10 blocks Bk where
sup
u∈B
(PBk − P )[ξXTu] 6
c∗σ√
N
(√
d ∨
√
K
)
.
Lemma 93. There exists an absolute constant c∗ such that, with probability
larger than 1 − e−K/c∗, there exist at least 9K/10 blocks Bk where, for any
u ∈ B,
PBk [(X
Tu)2] >
(
γ‖u‖Σ − c
∗σ√
N
(√
d ∨
√
K
))2
+
.
Proof. Consider FQ = {x 7→ |xTu|, u ∈ B}.
∀u ∈ B, σ2u = P [(XTu)2] 6 1 .
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Hence, σ2(FQ) = supf∈FQ Var(f(X)) 6 1. Moreover, by the contraction prin-
ciple, the Rademacher complexity of FQ can be upper bounded as follows.
D(FQ) =
(
E
[
sup
u∈B
1√
N
N∑
i=1
ǫi|XTi u|
])2
6 4
(
E
[
sup
u∈B
1√
N
N∑
i=1
ǫiX
T
i u
])2
.
As ‖ · ‖Σ−1 is the dual norm of ‖ · ‖Σ,
D(FQ) 6 4
(
E
[∥∥∥∥ 1√N
N∑
i=1
ǫiXi
∥∥∥∥
Σ−1
])2
6 4E
[∥∥∥∥ 1√N
N∑
i=1
ǫiXi
∥∥∥∥2
Σ−1
]
.
Developing the square and using independence yields
D(FQ) 6 4P [‖X‖2Σ−1] = 4d . (7.20)
The last equality comes from (7.8). By Theorem 38, there exists an absolute
constant c∗ such that, with probability larger than 1 − e−K/c∗ , at least 9K/10
blocks Bk satisfy
sup
u∈B
|(PBk − P )[|XTu|]| 6
c∗√
N
(√
d ∨
√
K
)
.
Moreover, P [|uTX |] > γ‖u‖Σ, therefore, with probability at least 1 − e−K/c∗ ,
for any u ∈ B, there exist at least 9K/10 blocks Bk where
PBk [(X
Tu)2] > (PBk [|XTu|])2 >
(
γ‖u‖Σ − c
∗
√
N
(√
d ∨
√
K
))2
+
.
Denote by c∗ the largest of the absolute constants appearing in Lemmas 92
and 93. Define Ω as the event where, simultaneously, there exist 9K/10 blocks
Bk where
sup
u∈B
PBk [ξX
Tu] 6
c∗σ√
N
(√
d ∨
√
K
)
=: mK ,
and 9K/10 blocks Bk where, for any u ∈ B,
PBk [(X
Tu)2] >
(
γ‖u‖Σ − c
∗
√
N
(√
d ∨
√
K
))2
+
.
By Lemmas 92 and 93, P(Ω) > 1 − 2e−K/c∗ . On Ω, there exist at least 9K/10
blocks where, for any u ∈ B,
‖u‖2Σ − PBk [(XTu)2] 6 ‖u‖2Σ −
(
γ‖u‖Σ − c
∗
√
N
(√
d ∨
√
K
))2
+
.
Assume that
c∗√
N
(√
d ∨
√
K
)
6
γ
2
,
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As the functions u 7→ u2 − (αu − β)2+, for α < 1 are non-decreasing on [0, 1], it
follows that, on Ω, there exist at least 9K/10 blocks where, for any u ∈ B,
‖u‖2Σ − PBk [(XTu)2] 6 ‖u‖2Σ −
(
γ‖u‖Σ − c
∗
√
N
(√
d ∨
√
K
))2
+
6 1−
(
γ − c
∗
√
N
(√
d ∨
√
K
))2
+
6 1− γ
2
4
.
It follows that, on Ω, there exists at least 8K/10 blocks where, simultaneously,
for any u ∈ B,
PBk [ξX
Tu] 6 mK , ‖u‖2Σ − PBk [(XTu)2] 6 1−
γ2
4
.
On these blocks,
∀r > 0, PBk
[
2rξ[XTu] + r2(‖u‖2Σ − (XTu)2)
]
6 2rmK + (1− γ2/4)r2 .
As this relationship holds on more than K/2 blocks, it holds for the median, so
Ω contains ∩r>0Ωr, where
∀r > 0, Ωr = {Mr 6 B(r)}, B(r) = 2rmK +
(
1− γ
2
4
)
r2 .
With this choice of function B, by (7.4), it follows that (5.8) holds if
2r1mK − r21
γ2
4
6 0, i.e. r1 >
8mK
γ2
.
Let
r1 =
8mK
γ2
so B(r1) =
16m2K
γ2
+
(
1− γ
2
4
)
64m2K
γ4
=
64m2K
γ4
.
Then, (5.9) holds if
64m2K
γ4
+ 2r2mK − r22
γ2
4
=
64m2K
γ4
+
4m2K
γ2
− γ
2
4
(
r2 − 4mK
γ2
)2
6 0 ,
that is if
r2 =
8mK
γ2
(
1 +
1
γ
)
6
16mK
γ3
=
16c∗σ
γ3
√
N
(√
d ∨
√
K
)
.
The proof is concluded by Lemma 60.
7.4 Saumard’s problem
This section discusses the problem of least-squares regression in the case where
the (elegant as it only involves L1 and L2 moments) Assumption 7.15 does not
hold uniformly. Let us first get convinced that this problem naturally arises in
important examples. Consider the following toy-model where the observations
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(X˜, Y ) take values in X × Y and denote by I1, . . . , Id a partition of X such
that, for any i ∈ {1, . . . , d}, P [Ii] = 1/d. Let ϕi(x) = 1x∈Ii , for any x ∈ X ,
i ∈ {1, . . . , d}. Let
X =
ϕ1(X˜)...
ϕd(X˜)
 ∈ Rd . (7.21)
Let DN = (Z1, . . . , ZN) denote a dataset of i.i.d. copies of Z = (X˜, Y ) and, for
any i ∈ {1, . . . , N}, let
Xi =
ϕ1(X˜i)...
ϕd(X˜i)
 ∈ Rd .
For any f ∈ Rd, denoting by ‖f‖p its ℓp norm,
P [|XT f |] = P [|
d∑
i=1
fiϕi|] =
d∑
i=1
|fi|Pϕi = ‖f‖1
d
,
P [(XT f)2] = P [(
d∑
i=1
fiϕi)
2] = P [
d∑
i=1
f2i ϕi] =
‖f‖22
d
.
As ‖f‖21 > ‖f‖22 (this bound is tight if f is the first element of the canonical
basis of Rd), Assumption 7.15 holds with γ = 1/
√
d and δ = 1. Therefore,
Theorem 91 does not provide optimal rates of convergence in this example. In
[51], Saumard showed that this problem does not hold only on histogram or
localized basis, but basically on any space generated by functions ϕ1, . . . , ϕd
with reasonable approximation propoerties. The reason is that these spaces are
naturally designed to be able to reproduce many functions, in particular “spiky
ones” for which the L2/L1 comparison does not hold uniformly.
7.4.1 First least-squares analysis of histograms.
The suboptimality in the rates provided in Theorem 91 comes from the anal-
ysis of the quadratic process. Improving these rates require modifications of
Lemma 93 using properties of histogram spaces that will be the subject of this
section. Start with the following rough alternative. The vector X defined in
(7.21) satisfies
Σ = P [XXT ] =
1
d
Id .
Therefore, for any u ∈ Rd, ‖u‖Σ = ‖u‖/
√
d. Let
B = {u ∈ Rd : ‖u‖Σ 6 1} = {u ∈ Rd : ‖u‖ 6
√
d} .
Lemma 94. Consider the design vector X defined in (7.21). There exists an
absolute constant c∗ such that, with probability larger than 1 − e−K/c∗, there
exist at least 9K/10 blocks Bk where, for any u ∈ B,
PBk [(X
Tu)2] > P [(XTu)2]− c
∗σ√
N
(
d ∨
√
dK
)
.
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Proof. Consider FQ = {x 7→ (xTu)2, u ∈ B}. The sup norm of any function in
FQ can be bounded from above as follows:
‖(xTu)2‖∞ = sup
x˜∈X
( d∑
i=1
uiϕi(x˜)
)2
= sup
x˜∈X
d∑
i=1
u2iϕi(x˜) = max
16i6d
u2i .
As u ∈ B, maxi∈{1,...,d} u2i 6 ‖u‖2 6 d. Hence,
∀u ∈ B, σ2u 6 P [(XTu)4] 6 ‖(xTu)2‖∞P [(XTu)2] 6 d .
Hence, σ2(FQ) = supf∈FQ Var(f(X)) 6 d. Moreover, the functions x 7→ xTu
take values in [−√d,√d] and the function x 7→ x2 is 2√d Lipschitz on [−√d,√d].
Therefore, by the contraction principle, the Rademacher complexity of FQ can
be upper bounded as follows.
D(FQ) =
(
E
[
sup
u∈B
1√
N
N∑
i=1
ǫi(X
T
i u)
2
])2
6 8d
(
E
[
sup
u∈B
1√
N
N∑
i=1
ǫiX
T
i u
])2
.
By (7.20), it follows that
D(FQ) 6 32d2 .
By Theorem 38, there exists an absolute constant c∗ such that, with probability
larger than 1− e−K/c∗ , at least 9K/10 blocks Bk satisfy
sup
u∈B
|(PBk − P )[(XTu)2]| 6
c∗√
N
(
d ∨
√
Kd
)
.
Lemma 94 implies the following corollary.
Corollary 95. Consider the design vector X defined in (7.21). There exists an
absolute constant c∗ such that, if
c∗σ
(
d ∨
√
dK
)
6
√
N ,
the minmax MOM estimator f̂K satisfies, with probability larger than 1−2e−K/c∗,
‖f̂K − f∗‖Σ 6 c
∗σ√
N
(√
d ∨
√
K
)
.
Proof. Denote by c∗ the largest of the absolute constants appearing in Lem-
mas 92 and 94. Define Ω as the event where, simultaneously, there exist 9K/10
blocks Bk where
sup
u∈B
PBk [ξX
Tu] 6
c∗σ√
N
(√
d ∨
√
K
)
=: mK ,
and 9K/10 blocks Bk where, for any u ∈ B,
PBk [(X
Tu)2] > P [(XTu)2]− c
∗σ√
N
(
d ∨
√
dK
)
.
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By Lemmas 92 and 94, P(Ω) > 1 − 2e−K/c∗ . On Ω, there exist at least 9K/10
blocks where, for any u ∈ B,
‖u‖2Σ − PBk [(XTu)2] 6
c∗σ√
N
(
d ∨
√
dK
)
.
Assume that
c∗σ√
N
(
d ∨
√
dK
)
6
1
2
.
It follows that, on Ω, there exists at least 8K/10 blocks where, simultaneously,
for any u ∈ B,
PBk [ξX
Tu] 6 mK , ‖u‖2Σ − PBk [(XTu)2] 6
1
2
.
On these blocks,
∀r > 0, PBk
[
2rξ[XTu] + r2(‖u‖2Σ − (XTu)2)
]
6 2rmK +
r2
2
.
As this relationship holds on more than K/2 blocks, it holds for the median, so
Ω contains ∩r>0Ωr, where
∀r > 0, Ωr = {Mr 6 B(r)}, B(r) = 2rmK + r
2
2
.
With this choice of function B, by (7.4), it follows that (5.8) holds if
2r1mK − r
2
1
2
6 0, i.e. r1 > 4mK .
Let
r1 = 4mK so B(r1) = 16m
2
K .
Then, (5.9) holds if
16m2K + 2r2mK −
r22
2
= 18m2K −
1
2
(
r2 − 2mK
)2
6 0 ,
that is if
r2 = 8mK =
8c∗σ√
N
(√
d ∨
√
K
)
.
The proof is concluded by Lemma 60.
7.4.2 An alternative analysis
To conclude this section, let us provide an alternative analysis that can be used
on histograms too. All along this section F = Rd and S = {f ∈ F : ‖f‖Σ = 1}.
Here, the evaluation function E is defined as E(f) = P [ℓf − ℓf∗] = ‖f − f∗‖2Σ in
the linear regression problem. Let γ denote a constant such that
∀f ∈ S, P [[XT f ]4] 6 γ2 . (7.22)
The minmax MOM estimator is studied
f̂K ∈ argminf∈F sup
g∈F
MOMK [ℓf − ℓg] .
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To express the results, the following complexity is used.
CQ(F ) := E
[
sup
f∈S
N∑
i=1
ǫi(X
T
i f)
2
]
. (7.23)
Recall also that
E
[
sup
f∈S
1√
N
N∑
i=1
ǫi(ξX − P [ξX ])T f
]
=
√
DN(S) ,
whereDN(S) is the Rademacher complexity computed in the proof of Lemma 92.
By (7.19), it holds that
E
[
sup
f∈S
N∑
i=1
ǫi(ξX − P [ξX ])T f
]
= σ
√
dN . (7.24)
This shows that that CM (F ) is a measure of complexity that extends the di-
mension used in the previous sections.
Theorem 96. Assume (7.22). There exists an absolute constant c > 0 such
that the following holds. If
cCQ(F ) 6 N and cγ
√
K 6
√
N ,
then, the minmax MOM estimator satisfies
P
(
E(f̂K) 6 cσ2 d ∨K
N
))
> 1− 2e−K/c .
Proof. By (7.24),
E
[
sup
f∈S
1√
N
N∑
i=1
ǫi(ξX − P [ξX ])T f
]
6 σ
√
d .
By Theorem 38, there exists an absolute constant c∗ such that, with probability
larger than 1− e−K/c∗ , there exist at least 9K/10 blocks Bk where
∀f ∈ F, (PBk − P )[ξXT f ] 6 c∗σ
√
d ∨K
N
‖f‖Σ .
By (7.3), for any f ∈ F , P [ξXT (f−f∗)] 6 0. This implies that, with probability
larger than 1 − e−K/c∗ , for any f ∈ F , there exist more than 9K/10 blocks Bk
where
PBk [ξX
T (f − f∗)] 6 c∗σ
√
d ∨K
N
‖f − f∗‖Σ . (7.25)
For any f ∈ S,
Var((XT f)2) 6 γ2 .
Moreover,
E
[
sup
f∈S
N∑
i=1
ǫi(X
T f)2
]
6 C(Q) .
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By Theorem 38, there exists an absolute constant c∗ such that, with probability
larger than 1 − e−K/c∗ , there exist at least 9K/10 blocks Bk where, for any
f ∈ F ,
PBk [(X
T f)2] > ‖f‖2Σ(1− θK), θK = c∗
(C(Q)
N
∨ γ
√
K
N
)
.
Combined with (7.25), this shows that, with probability larger than 1−2e−K/c∗,
there exist at least 9K/10 blocks Bk where
∀f ∈ F : PBk [ξXT f ] 6 ‖f‖ΣmK , where mK = c∗σ
√
d ∨K
N
)
and at least 9K/10 blocks Bk where
PBk [(X
T f)2] > ‖f‖2Σ(1− θK
)
.
Let m′K = mK ∨ C(Q) > C(Q) ∨ C(M). If c in the theorem is chosen such that
θK 6 1/2, on this event, there is at least 8K/10 blocks where, for any f ∈ F
PBk [2ξX
T f − (XT f)2] 6 2‖f‖ΣmK − ‖f‖2Σ(1− θK) 6 2m2K .
It follows that
sup
f∈F
MOMK [ℓf∗ − ℓf ] 6 2m2K .
The proof terminates with the non-localized bound Lemma 69.
A second proof of Corollary 95. In the histogram example, for any vector u ∈
R
d, ‖u‖Σ = ‖u‖/
√
d. Moreover,
P [(XTu)4] = P [(
d∑
i=1
uiϕi(X˜))
4] =
d∑
i=1
u4iPϕi =
1
d
‖u‖44 6
‖u‖4
d
= d‖u‖4Σ .
Hence, (7.22) holds with γ =
√
d. Moreover, for any f ∈ S,
N∑
i=1
ǫi(X
T
i f)
2 =
N∑
i=1
ǫi(
d∑
j=1
ujϕj(X˜i))
2
=
N∑
i=1
ǫi
d∑
j=1
u2jϕj(X˜i)
6 d‖u‖2Σ max
j∈{1,...,d}
∣∣∣∣ N∑
i=1
ǫiϕj(X˜i)
∣∣∣∣ .
Hence,
CQ(F ) 6 dE
[
max
j∈{1,...,d}
∣∣∣∣ N∑
i=1
ǫiϕj(X˜i)
∣∣∣∣] .
By (4.6),
CQ(F ) 6 5d
√
N .
Therefore, the conditions of Theorem 96 reduce to those of Corollary 95. It
follows from Theorem 96 that Corollary 95 holds.
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Chapter 8
Density estimation with
Hellinger loss
This chapter presents basic properties of ρ-estimators that have been introduced
in [3, 4, 6]. The purpose is not to make a complete presentation of this rich
theory, the interested reader is invited to read the mentioned references for this.
Instead, I try to stress some links between robust learning theory and this ex-
tension of Le Cam and Birge´’s works on estimation from robust tests, see [8]
for an account on this theory and references. In particular, one can see that
these estimators are built from the minmax principle presented in Section 5.1
of Chapter 5 and can be analysed with Talagrand’s inequality and the homo-
geneity lemma instead of the peeling argument used in the original proofs of the
main result of this chapter. It provides an example of estimation problem that
does not fall into Vapnik’s theory presented in the introduction where the ho-
mogeneity lemma in its general form is useful. Besides this minor modification,
all the material presented here is borrowed from [6].
8.1 Setting
This chapter deals with a particular instance of unsupervised learning where the
dataset DN = (Z1, . . . , ZN) is a set of i.i.d. random variables taking values in
a measurable space Z, with common distribution P ∗. Let µ denote a measure
on Z. The parameters f ∈ F are real valued functions defined on Z. These
functions are densities with respect to µ and define the measures Pf on Z, Pf
being the distribution with density f with respect to µ. To measure distances
between probability distributions and evaluate the distributions Pf as estimators
of P ∗, we use the Hellinger distance h. Let P and Q denote two probability
measures and let λ denote a measure dominating both P and Q, the Hellinger
distance between P and Q is defined by
h(P,Q) =
1√
2
√∫
(
√
p−√q)2dλ .
It is clear that 0 6 h(P,Q) 6 1 for any probability measures P and Q and that
h(P,Q) does not depend on the dominating measure λ. The evaluation function
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E is defined on F as E(f) = h(Pf , P ∗).
The purpose of this chapter is to analyse ρ-estimators of P ∗ introduced in
[4] and defined by Pf̂ , where
f̂ ∈ argminf∈F sup
g∈F
T (f, g), where T (f, g) =
N∑
i=1
ρ
(√
g(Zi)
f(Zi)
)
. (8.1)
Here, the function ρ = (x − 1)/(x + 1) is non-decreasing [0,+∞] → [−1, 1],
2-Lipschitz, it satisfies ρ(1/x) = −ρ(x) for any x ∈ [0,+∞).
8.2 Preliminary results
This section presents the first results on the tests defining ρ-estimators. The
goal is to understand the intuition behind the construction of these estimators.
The choice of function ρ is justified by the following remarkable property. The
material of this section is borrowed from [6].
Theorem 97. For any f ∈ F , let Pf denote the probability distribution with
density f w.r.t. the measure µ, then∫
ρ
(√
f
g
)
dR 6 4h2(R,Pg)− (3/8)h2(R,Pf ) ,
∫
ρ2
(√
f
g
)
dR 6 3
√
2[h2(R,Pg) + h
2(R,Pf )] .
Remark 98. The strength of this result is that it is valid for any distributions
Pf , Pg and R. It implies in particular that the sign of the expectation E[T (f, g)],
where T (f, g) is defined in (8.1), provides relevant informations regarding which
distribution between Pf and Pg is the closest to P
∗.
Proof. The proof proceeds in two steps.
Lemma 99. Theorem 97 holds for any R absolutely continuous w.r.t. µ.
Proof. The proof is quite technical and not very intuitive. It uses repeatedly the
following relation: for any distributions P , Q and any measure λ dominating P
and Q,
h2(P,Q) =
1
2
∫
(
√
p−√q)2dλ = 1−
∫ √
pqdλ .
Let r denote the density r = δ−2(
√
f +
√
g)2, where
δ2 =
∫
(
√
f +
√
g)2dµ = 4
(
1− h
2(Pf , Pg)
2
)
.
As h2(Pf , Pg) ∈ [0, 1], this implies that
√
2 6 δ 6 2. Moreover, by convexity of
the map ϑ : u 7→ 1/√1− u on (0, 1),
2
δ
= ϑ
(
h2(Pf , Pg)
2
)
> ϑ(0) + ϑ′(0)
h2(Pf , Pg)
2
= 1 +
h2(Pf , Pg)
4
. (8.2)
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Denote by s the density of R with respect to µ. It follows that
h2(R,Pr) = 1−
∫ √
srdµ = 1− 1
δ
(∫ √
sfdµ+
∫ √
sgdµ
)
(8.3)
= 1− 2
δ
+
h2(R,Pf ) + h
2(R,Pg)
δ
6
h2(R,Pf ) + h
2(R,Pg)
δ
− h
2(Pf , Pg)
4
. (8.4)
Elementary calculus shows that∫
ρ2
(√
f
g
)
sdµ =
∫
r>0
(√
f −√g√
f +
√
g
)2
(
√
s−√r +√r)2dµ .
Using the inequality (a+b)2 6 (1+α)a2+(1+α−1)b2, valid for any real numbers
a and b and any α > 0 to a =
√
s−√r and b = √r shows that, for any α > 0,∫
ρ2
(√
f
g
)
sdµ 6 (1 + α)
∫
r>0
(√
f −√g√
f +
√
g
)2
(
√
s−√r)2dµ
+ (1 + α−1)
∫
r>0
(√
f −√g√
f +
√
g
)2(√f +√g
δ
)2
dµ .
In this expression, as
(
(
√
f − √g)(√f +√g))2 6 1, the first item in the right
hand side is bounded from above by 2(1+α)h2(R,Pr). The second item in the
right hand side is equal to (1 + α−1)(2/δ2)h2(Pf , Pg). Combining these upper
bounds yields∫
ρ2
(√
f
g
)
sdµ 6 2(1 + α)h2(R,Pr) +
2(1 + α−1)
δ2
h2(Pf , Pg) .
Then by (8.4),
∫
ρ2
(√
f
g
)
sdµ
6
2(1 + α)
δ
(
h2(R,Pf ) + h
2(R,Pg)
)− δ2(1 + α)− 4(1 + α−1)
2δ2
h2(Pf , Pg) .
If (1 + α)δ2 = 4(1 + α−1), it implies∫
ρ2
(√
f
g
)
sdµ =
2(1 + α)
δ
(
h2(R,Pf ) + h
2(R,Pg)
)
.
Solving the equation (1+α)δ2 = 4(1+α−1) in α gives α = 4/δ2, thus 2(1+α)/δ =
2/δ + 4/δ3 6 3
√
2 since δ >
√
2. This proves the second item of Theorem 97
when R is absolutely continuous with respect to µ.
Moving to the first item, define, for any f ∈ F ,
ρr(R,Pf ) =
1
2
[∫ √
frdµ+
∫ √
f
r
sdµ
]
.
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The increments of ρr(R, ·) are intimately related to the expectation of T : for
any f and g in F ,
ρr(R,Pf )−ρr(R,Pg)
=
1
2
[
1
δ
∫
(
√
f −√g)(
√
f +
√
g)dµ+ δ
∫ √
f −√g√
f +
√
g
sdµ
]
=
δ
2
∫
ρ
(√
f
g
)
sdµ =
δ
2N
E[T (f, g)] . (8.5)
Moreover,∫ √
f
r
sdµ =
∫ √
f
r
(
√
s−√r +√r)2dµ
=
∫ √
f
r
(
√
s−√r)2dµ+
∫ √
frdµ+ 2
∫ √
f(
√
s−√r)dµ
=
∫ √
f
r
(
√
s−√r)2dµ−
∫ √
frdµ+ 2
∫ √
fsdµ .
As f = 0 on the event r = 0, it follows that
ρr(R,Pf ) =
∫ √
fsdµ+
1
2
∫
r>0
√
f
r
(
√
s−√r)2dµ
=
∫ √
fsdµ+
δ
2
∫
r>0
√
f√
f +
√
g
(
√
s−√r)2dµ
Thus (8.5) implies that
δ
2
∫
ρ
(√
f
g
)
sdµ =
∫
(
√
f −√g)√sdµ+ δ
2
∫
r>0
√
f −√g√
f +
√
g
(
√
s−√r)2dµ
=
∫
(
√
f −√g)√sdµ+ δ
2
∫
r>0
ρ
(√
f
g
)
(
√
s−√r)2dµ .
As ρ takes values in [−1, 1],
δ
2
∫
ρ
(√
f
g
)
sdµ 6
∫
(
√
f −√g)√sdµ+ δh2(R,Pr) .
By (8.3),
δ
2
∫
ρ
(√
f
g
)
sdµ 6 δ − 2
∫ √
gsdµ .
By (8.2),∫
ρ
(√
f
g
)
sdµ 6 2
[
1−
∫ √
gsdµ
(
1 +
h2(Pf , Pg)
4
)]
6 2
[
h2(R,Pg)
(
1 +
h2(Pf , Pg)
4
)
− h
2(Pf , Pg)
4
]
6
1
2
[5h2(R,Pg)− h2(Pf , Pg)] .
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By the triangular inequality, h(Pf , Pg) > |h(R,Pg)− h(R,Pf )|, hence,
h2(Pf , Pg) > h
2(R,Pg) + h
2(R,Pf )− 2h(R,Pg)h(R,Pf )
>
3
4
h2(R,Pf )− 3h2(R,Pg) .
Therefore, ∫
ρ
(√
f
g
)
sdµ 6 4h2(R,Pg)− 3
8
h2(R,Pf ) .
The first item of Theorem 97 is established in the case where R is absolutely
continuous with respect to µ. This concludes the proof of Lemma 99.
The second result shows that it is sufficient to show Theorem 97 when R is
absolutely continuous with respect to µ to prove it in general.
Lemma 100. If Theorem 97 holds for any R absolutely continuous with respect
to µ, it holds for any R.
Proof. Write R = δ2R′+(1−δ2)R′′, with R′ absolutely continuous with respect
to µ, R′′ orthogonal to µ and δ ∈ (0, 1). Let µ = R+ Pf which dominates both
R and Pf . As R
′′ is orthogonal to µ, it holds that (dR′′/dµ)(dPf/dµ) = 0.
Therefore, the following fundamental relationship between the Hellinger dis-
tances h2(R,Pf ) and h
2(R′, Pf ) holds,
1− h2(R,Pf ) =
∫ √(
δ2
dR′
dµ
+ (1 − δ2)dR
′′
dµ
)
dPf
dµ
dµ = δ(1− h2(R′, Pf )) .
As this holds for any f ∈ F , in particular,
h2(R,Pf ) = 1− δ + δh2(R′, Pf ) > 1− δ .
h2(R,Pg) = 1− δ + δh2(R′, Pg) > 1− δ . (8.6)
By hypothesis, the second item of Theorem 97 applies to R′ that is absolutely
continuous with respect to µ, so∫
ρ2
(√
f
g
)
dR 6 δ2
∫
ρ2
(√
f
g
)
dR′ + 1− δ2
6 3
√
2δ2[h2(R′, Pg) + h2(R′, Pf )] + 1− δ2 .
Applying the fundamental relations (8.6) yields∫
ρ2
(√
f
g
)
dR 6 3
√
2δ(h2(R,Pg) + h
2(R,Pf )− 2(1− δ)) + (1− δ2)
= 3
√
2(h2(R,Pg) + h
2(R,Pf )) + Rem(δ) ,
where the remainder term satisfies, according to the fundamental relations (8.6),
Rem(δ) = (1− δ2)− 3
√
2(2δ(1− δ) + (1− δ)(h2(R,Pg) + h2(R,Pf )))
6 (1− δ2)− 3
√
2(2δ(1− δ) + 2(1− δ)2)
= (1− δ)(1 + δ − 6
√
2(2 − δ)) 6 (1− δ)(2 − 6
√
2) 6 0 .
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This proves the second item of Theorem 97 for R.
By hypothesis, the first item of Theorem 97 applies to R′ that is absolutely
continuous with respect to µ, so∫
ρ
(√
f
g
)
dR 6 δ2
∫
ρ
(√
f
g
)
dR′ + (1− δ2)
6 δ2(4h2(R′, Pg)− (3/8)h2(R′, Pf )) + (1− δ2)
= δ(4h2(R,Pg)− (3/8)h2(R,Pf )− (29/8)(1− δ)) + (1 − δ2)
= 4h2(R,Pg)− (3/8)h2(R,Pf ) + Rem(δ) ,
where the remainder term
Rem(δ) = (1− δ2)− (29/8)δ(1− δ)− (1− δ)(4h2(R,Pg)− (3/8)h2(R,Pf ))
6 (1− δ)(11/8 + δ − 29/8δ− 4(1− δ))
= (1− δ)(−21/8 + 11/8δ) 6 0 .
This concludes the proof of the first item of Theorem 97. Therefore, Lemma 100
is proved.
Theorem 97 is a direct consequence of Lemmas 99 and 100.
8.3 Main result
The remaining of the chapter is devoted to the proof of the following theorem.
Theorem 101. Let f∗ ∈ argminf∈F h(P ∗, Pf ) and, for any f ∈ F , let Ui,f =
ρ(
√
f(Xi)/f∗(Xi)). Define the complexity of the model F as a fixed point of
the following local Rademacher complexity of F :
D(F ) = 1 ∨N
(
sup
{
r > 0 : E
[
sup
f∈F :E(f)6r
1
N
N∑
i=1
ǫiUi,f
]
>
r2
80
})2
.
There exists an absolute constant C such that any ρ-estimator f̂ defined in (8.1)
satisfies, with probability larger than 1− 2e−t,
h2(P ∗, Pf̂ ) 6 C
(
inf
f∈F
h2(P ∗, Pf ) +
D(F ) + t
N
)
.
Remark 102. Again, the remarkable feature here is that Theorem 101 holds
without assumptions on P ∗ or the set F of densities.
Proof. Recall that the evaluation function is defined in this chapter, for any
f ∈ F , by E(f) = h(P ∗, Pf ) and that f∗ is defined as a density in F such that
∀f ∈ F, E(f∗) 6 E(f) .
Hereafter, define also
∀f, g ∈ F 2, d(f, g) = NEP∗
[
ρ
(√
g
f
)]
.
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Theorem 97 shows in particular that, for any f ∈ F ,
(3/8)E2(f)− 4E2(f∗) 6 d(f, f
∗)
N
6 4E2(f)− 3/8E2(f∗) . (8.7)
Let r0 = E(f∗). By Lemma 64, the test T fulfils Condition (HP) of the ho-
mogeneity lemma (Lemma 60). To bound the Hellinger distance between the
associated minmax estimator and the unknown density P ∗ of the observations,
it remains to compute the function B in the homogeneity Lemma.
Fix r > r0. Recall that Ui,f = ρ(
√
f(Xi)/f∗(Xi)) are independent random
variables, bounded by 1 and that
T (f∗, f) =
N∑
i=1
Ui,f .
Moreover, Theorem 97 shows that, for any f ∈ F such that E(f) 6 r,
Var(Ui,f ) 6 6
√
2Nr2 .
Therefore, it follows from Talagrand’s concentration inequality (Theorem 34)
that, for any t > 0, the random variable Zr = supf∈F :E(f)6r
∑N
i=1(Ui,f −E[Ui,f ]
satisfies
P
(
Zr 6 2E
[
Zr
]
+
N
20
r2 + (2 + 20
√
6)t
)
> 1− e−t .
By the symmetrization trick, E
[
Zr
]
6 2E[Zǫ,r], where
Zǫ,r = sup
f∈F :E(f)6r
N∑
i=1
ǫiUi,f .
Hence, with probability at least 1− e−t,
Zr 6 4E
[
Zǫ,r
]
+
N
20
r2 + (2 + 20
√
6)t 6 4E
[
Zǫ,r
]
+
N
20
r2 + 51t .
By definition of D(F ), for any r >
√
D(F )/N ,
E[Zǫ,r] 6
Nr2
80
.
Hence, for any r > r0 ∨
√
D(F )/N , it follows that, with probability at least
1− e−t,
Zr 6
N
10
r2 + 51t .
As a consequence, for any t > 0 and r >
√
D(F )/N ∨ r0, one can choose
B(r) =
Nr2
10
+ 51t
in the homogeneity lemma and get that the event Ωr in Lemma 60 holds with
probability at least 1− e−t.
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With this value of B(r), from (8.7) that
B(r) − inf
f∈F :E(f)=r
d(f, f∗) 6
Nr2
10
+ 51t− 3N
8
r2 + 4NE2(f∗)
6 51t+ 4NE2(f∗)− N
4
r2 .
From this upper bound, one can choose r1 =
√
204t/N + 16E2(f∗)∨√D(F )/N
in (5.8). Then,
B(r1) = (20.4t+ 1.6NE2(f∗) + 51t) ∨
(
D(F )
10
+ 51Nt
)
6 (2NE2(f∗) + 72t) ∨
(
D(F )
10
+ 51t
)
.
By (8.7), supf∈F d(f
∗, f) 6 4NE(f∗). Hence, one can choose the following
upper bound B in Lemma 60:
B = 6NE2(f∗) + D(F )
10
+ 72t .
Hence, (5.9) holds for any r such that
51t+ 4NE2(f∗)− N
4
r2 6 −
(
6NE2(f∗) + D(F )
10
+ 72t
)
,
i.e. for any
r2 > 40E2(f∗) + 2D(F )
5N
+ 492t .
Chapter 9
Estimators computable in
polynomial time
In the previous chapters, we studied minmax MOM estimators in various con-
texts and showed that they achieved interesting theoretical performance under
weak assumptions on the data.
For example, for multivariate mean estimation, they are proved to satisfy a
sub-Gaussian deviation inequality
P
(
‖µ̂K − µP ‖ > C
√
Tr(Σ) +
√‖Σ‖opK√
N
)
6 e−K/C , (9.1)
where C is some absolute constant, assuming only that P [‖X‖2] <∞.
The first estimator that was shown to achieve this bound was proposed in
[42]. The procedure there was closely related to minmax MOM, several other
procedures achieving similar bounds have been proposed since then. Some of
them are presented in Chapter 4 for example, see also [38] for a proof that a
clever extension of the classical trimmed mean estimator on R has sub-Gaussian
deviations and [40] for a review on the subject. The problem with the minmax
MOM construction or the one based on Le Cam’s aggregation of tests in [42] is
that these estimators cannot be computed in polynomial time.
In this chapter, we consider the problem of building estimators achiev-
ing sub-Gaussian deviations (9.1) that can be computed in polynomial time.
This problem was solved first in [27] using an estimator solving a semidef-
inite program (SDP). Recall that these take the form of finding the mini-
mizer in X ∈ Rd×d of the functional 〈X,C〉 = Tr(XCT ), subject to the con-
straints 〈A1,X〉 > 0, . . . , 〈Ak,X〉 > 0 and X ranges over the symmetric positive
semi-definite matrices X  0. Under mild conditions on C and A1, . . . ,Ak,
semidefinite programs (SDP) can be solved in polynomial time. To find a SDP
whose solution achieves (9.1), [27] uses the sum-of-squares (SoS) method. Let
p, q1, . . . , qm denote multivariate polynomials in R[x1, . . . , xn], the SoS method
produces a SDP relaxation of the problem of finding a minimizer of P (x) under
the constraints q1(x) > 0, . . . , qm(x) > 0. This relaxation depends on an even
integer r > max{deg(p), deg(qi), i = 1, . . . ,m}. The relaxation is solvable in
O((Nm)O(r)) operations and, of course, the quality of the approximation im-
proves with r. The solution in [27] uses r = 8 and produces an algorithm that
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runs in O(N24) operations. While this is actually polynomial time algorithm,
it can still not be used in practice.
Using ideas related to [27], [17] proposed an alternative SDP relaxation that
improved considerably the running time. The method goes as follows. They
first considered the problem P0 of finding the vectors b ∈ {0, 1}K and v ∈ S
such that
∑K
k=1 bk is as large as possible under the constraint that, for all
k = 1, . . .K, bkv
T (PBkX − x) > b2kr. If this problem could be solved, it could
be used to estimate first the distance between x and µP by dx the largest r
such that
∑
bk > (1 − α)K and then an estimation gx of the direction x − µP
by the optimal vector v given for r = dx. Then, using these estimations, one
can build a descent algorithm that moves from x to T (x) = x− γdxgx and that
stops when dT (x) > dx.
They first proved that this descent algorithm produces in O(log ‖µ̂(0)‖/ǫ) an
estimator that is, with probability larger than 1 − e−K/C at distance from µP
bounded from above by
ǫ ∨ C
√
Tr(Σ) +
√‖Σ‖opK√
N
The key is thus to find an approximate solution of the basic problem P0. For
this, they used a SDP relaxation of P0. They looked for a positive semidefinite
matrix X  0 of size K+ d+1 with entries xi,j such that
∑K
k=1 x1,bk is as large
as possible under the constraints that x1,bk = xbk,bk , X1,1 = 1,
∑d
j=1 xvj ,vj = 1
and, for any k = 1, . . . ,K, XTbk,v(PBkX − x) > xbk,bkr. Here, the vectors
Xbk,v =
xbk,v1...
xbk,vd
 .
This SDP can be solved using an interior point method that runs in O(k3.5)
operations. They also proved that a solution of this problem can be used to
build a descent algorithm that, overall, runs in O˜(kd + k3.5) operations. Here
and in the followingm = O˜(f(N, d, k)) mean that there exists absolute constants
c1, c2 such that
m 6 c1f(N, d, k)(log(dN))
c2 .
The method detailed in this chapter comes from [19]. It uses a convex
relaxation of the problem that is closely related to a construction proposed in
[16], to build estimators that are robust to a large number of outliers. The
key technical tool to solve this problem comes from [49], it is reproduced here
without a proof. The main idea in [19] is an extension of Theorem 38 that is
provided in Lemma 105. The material of Lemma 104 is a simplification of the
Geometric-MOM algorithm of [47] also due to J. Depersin and G. Lecue´ that
provides a particularly simple and elegant construction that yields performance
similar to [47], which are sadly slightly sub-optimal. A competitive method, with
similar complexity but using a spectral algorithm instead of a SDP relaxation
was also proposed in [37], it will be included in a future version of these notes.
The main result of the chapter is the following.
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Theorem 103. There exists a numerical constant C and an algorithm that
runs in O˜(uK +Kd) operations and outputs an estimator µ̂ of µP such that
P
(
‖µ̂− µP ‖ 6 C
(√
Tr(Σ)
N
+
√
‖Σ‖opK
N
))
> 1− e−u∧(K/C) .
All along the chapter, we consider the problem of estimating the multivari-
ate expectation µP ∈ Rd of a distribution P from a data-set X1, . . . , XN of
independent random vectors with common expectations µP and common co-
variance matrix Σ = P [(X − µP )(X − µP )T ]. Hereafter, K denotes an integer,
smaller than N . All results can be extended to allow for a proportion γK of
outliers, for some γ ∈ (0, 1/3). These outliers may be adversarial, they may not
be independent nor independent from the inliers, without affecting the results.
9.1 Initialization of the algorithm
Let M = {PBkX, k ∈ {1, . . . ,K}} denote the set of means. For any k ∈
{1, . . . ,K}, let
Ck = median{‖PBkX −m‖,m ∈ M}, k̂ ∈ argmink∈{1,...,K} Ck .
We initialize the algorithm with
µ̂(0) = PB
k̂
X .
Lemma 104. The estimator µ̂(0) is computed in O(K(d+K)) operations and
satisfies
P
(
‖µ̂(0) − µP ‖ 6 12
√
Tr(Σ)K
N
)
> 1− e−K/128 .
Proof. To compute µ̂(0), we need at mostKd operations to compute each PBkX ,
K2 operations to compare all differences ‖PBkX − PBjX‖ and O(K logK) op-
erations to rank the Ck.
We have
P [‖PBkX − µP ‖2] =
1
|Bk|2
∑
(i,j)∈Bk
P [(Xi − µP )T (Xj − µP )] = Tr(Σ)K
N
.
Define rK = Tr(Σ)K/N . By Markov’s inequality, it follows that, for any k ∈
{1, . . . ,K},
∀x > 0, P(‖PBkX − µP ‖ > xrK) 6 1x2 .
By Hoeffding’s inequality,
∀α > 0, P
(
1
K
K∑
i=1
(
1{‖PBkX−µP ‖>xrK} −
1
x2
)
> α
)
6 e−2Kα
2
.
In words, for any x > 0 and α > 0, the probability that there exist at least
(1−α−1/x2)K blocks Bk where ‖PBkX−µP ‖ 6 xrK is larger than 1−e−2Kα
2
.
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Choosing α = 1/16 and x = 4 shows that, with probability at least 1− e−K/128,
|K| > 7K/8, where K is the set of indices k of the blocks Bk such that
‖PBkX − µP ‖ 6 4rK .
For any k in K, by the triangular inequality, for any j ∈ K,
‖PBkX − PBjX‖ 6 8rK .
Therefore, since K > 3, 7K/8− 1 > K/2 and thus, on the event |K| > 7K/8,
∀k ∈ K, Ck 6 8rK .
In particular thus, Ck̂ 6 8rK . Therefore, there is more than K/2 blocks where‖PBkX − PBk̂X‖ 6 8rK , and 7K/8 blocks where ‖PBkX − µP ‖ 6 4rK . As
K > 3, it follows that there is at least one blocks Bk such that both inequalities
hold. Therefore, on the event |K| > 7K/8,
‖µ̂(0) − µP ‖ 6 ‖PBkX − PBk̂X‖+ ‖PBkX − µP ‖ 6 12rK .
9.2 Technical tools
Before going to the iteration step of the algorithm, we need a series of results
that allow to understand the algorithm.
Let S1 denote the set of matrices M ∈ Rd×d which are symmetric positive
semi-definite and satisfy Tr(M) = 1. For any M ∈ S1, denote by M1/2 a
symmetric, positive semi-definite square-root of M. The following result is the
main new insight from [19] that allows to apply the machinery in [16]. It is
a non trivial consequence of the deviation theorem on suprema of median-of-
means processes, in its general version (see Theorem 38).
Lemma 105. For any α ∈ (0, 1), there exists a constant Cα such that, for all
K > 1/α, with probability larger than 1− e−K/Cα , for any M ∈ S1, there exist
more than (1− α)K blocs Bk satisfying
‖M1/2(PBkX − µP )‖ 6 Cα
√
Tr(Σ) +
√‖Σ‖opK√
N
.
Remark 106. Notice that S1 contains all matrices of the form M = vvT , with
v ∈ S, hence Lemma 105 implies that, with probability larger than 1− e−K/Cα ,
for any v ∈ S, there exist more than (1 − α)K blocs Bk satisfying
[vT (PBkX − µP )]2 = ‖M1/2(PBkX − µP )‖2 6 Cα
Tr(Σ) + ‖Σ‖opK
N
.
It is therefore an extension of Corollary 39.
Proof. Let
r = cα
√
Tr(Σ) +
√‖Σ‖opK√
N
.
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Let β ∈ (0,Φ(1)) and let Ω denote the event where, for any v ∈ S, |Kv| >
(1 − βα)K, where Kv denotes the set of indices k such that
|vT (PBkX − µP )| 6 r .
Assume that cα is chosen such that P(Ω) > 1− e−K/cα . This is possible thanks
to Corollary 39.
Fix M ∈ S1, a > 0 and let
AM = {k ∈ {1, . . . ,K} : ‖M1/2(PBkX − µP )‖ > ar} .
Suppose that |AM| > αK. Let b ∈ (1, a), let G denote a Gaussian vector with
covariance matrix M, independent from X1, . . . , XN and let
Z =
∑
k∈{1,...,K}
1{|GT (PBk−µP )|>br} .
For any k ∈ {1, . . . ,K}, conditionally on DN , GT (PBk − µP ) is a Gaussian
random variable, centered, with variance σ2k = ‖M1/2(PBkX−µP )‖2. It follows
that, for any k ∈ AM ,
P(|GT (PBk − µP )| > br|DN ) > P(|N | > b/a) > Φ(1) ,
where N denote a standard Gaussian random variable. Therefore,
E[Z|DN ] > Φ(1)|AM | > Φ(1)αK .
The Paley-Zygmund inequality grants that, for any θ ∈ [0, 1], any non-negative
random variable Y with finite variance satisfies (Exercise: Prove it!)
P(Y > θE[Y ]) > (1− θ)2E[Y ]
2
E[Y 2]
.
As 0 6 Z 6 K almost surely, E[Z2|DN ] 6 K2, so, for θ = β/Φ(1),
P(Z > βαK|DN ) > (1 − θ)2 (αΦ(1))
2K2
E[K2]
=
(
Φ(1)− β)2α2 .
The Gaussian concentration inequality implies also that, with probability larger
than 1− e−x,
‖G‖ 6 E[‖G‖] +
√
2‖M‖opx .
As E[‖G‖] 6 Tr(M) 6 1 and ‖M‖op 6 Tr(M) 6 1, this implies that
P(‖G‖ 6 1 +
√
2x) > 1− e−x .
For any x > −2 log [α(Φ(1)− β)], if |AM| > αK, the event
{Z > βαK} ∩ {(‖G‖ 6 1 +
√
2x} 6= ∅ .
Hence, if |AM| > αK, there exists a vector g such that ‖g‖ = 3 log
[
α
(
Φ(1)−β)]
and βαK blocks such that |gT (PBkX − µP )| > br. Fix b = 3 log
[
α
(
Φ(1)− β)]
and a = 2b, the vector v = g/b ∈ S satisfies |Kv| < (1 − βα)K on |AM| >
αK. Therefore, the event |AM| > αK is by definition contained in Ωc, it has
probability smaller than e−K/cα .
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Fix Cα as in Lemma 105 and in the remaining of this section, fix
r = Cα
√
Tr(Σ) +
√‖Σ‖opK√
N
.
Let Ωα denote the event where there exist more than (1−α)K blocsBk satisfying
sup
M∈S1
‖M1/2(PBkX − µP )‖ 6 r .
The triangular inequality gives the following corollary of Lemma 105.
Corollary 107. On Ωα, for any M ∈ S1, there are more than (1−α)K blocks
such that, for any x ∈ Rd,
‖M1/2(µP − x)‖ − r 6 ‖M1/2(PBkX − x)‖ 6 ‖M1/2(µP − x)‖ + r .
9.3 Toward a convex relaxation
The section introduces an optimization problem whose solutions are proved in
Section 9.4 are used in the iteration step of the algorithm. This problem is
solved in Section 9.5.
For any w ∈ RK and x ∈ Rd, let
M̂w(x) =
K∑
k=1
wk(PBkX − x)(PBkX − x)T .
Let
∆K = {w ∈ [0, 1/[(1− α)K]]K :
K∑
k=1
wk = 1} .
Denote by
OPT(x) = sup
M∈S1
inf
w∈∆K
Tr(MM̂w(x)) .
Let also hx denote the following function.
hx :M 7→ inf
w∈∆K
Tr(MM̂w(x))
Let I ⊂ {1, . . . ,K} denote the set of indices k such that (PBkX−x)TM(PBkX−
x) is one of the (1− α)K smallest values among the ((PBjX − x)TM(PBjX −
x))j∈{1,...,K}. The infimum in the definition of hx(M) is achieved (it is therefore
a minimum) by the vector w such that
wk =
{
1/[(1− α)K] if k ∈ I ,
0 otherwise .
(9.2)
The following lemma bounds OPT(x) when x is far from µP .
Lemma 108. On Ωα, for any x ∈ Rd,
OPT(x) 6 (‖x− µP ‖+ r)2 .
Moreover, for any x ∈ Rd such that ‖x− µP ‖ > r,
OPT(x) >
1− 2α
1− α (‖x− µP ‖ − r)
2 .
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Proof. Fix M ∈ S1 and x ∈ Rd. Let
KM = {k ∈ {1, . . . ,K} : ‖M1/2(PBkX − µP )‖ 6 r} .
On Ωα, |KM| > (1− α)K. By the triangular inequality, for any k ∈ KM,
‖M1/2(µP − x)‖ − r 6 ‖M1/2(PBkX − x)‖ 6 ‖M1/2(µP − x)‖+ r . (9.3)
Define the vector w ∈ RK as follows:
wk =
{
1
|KM| if k ∈ KM ,
0 otherwise .
On Ωα, w ∈ ∆K , so, by definition of hx,
hx(M) 6 Tr(MM̂w(x)) =
K∑
k=1
wk(PBkX − x)TM(PBkX − x)
=
1
|KM|
∑
k∈KM
‖M1/2(PBkX − x)‖2 .
By (9.3), this implies that
hx(M) 6 (‖M1/2(µP − x)‖+ r)2 . (9.4)
Taking the supremum over all M ∈ S1 in this inequality shows that
OPT(x) 6 (‖x− µP ‖+ r)2 .
Let now x ∈ Rd such that ‖x − µP ‖ > r. Fix also M ∈ S1 and define I as in
the definition of the optimal weights w in (9.2). On Ωα, both |I| and |KM| are
larger than (1− α)K, so |I ∩ KM| > (1− 2α)K, so
hx(M) =
1
(1− α)K
∑
k∈I
‖M1/2(PBkX − x)‖2
>
1
(1− α)K
∑
k∈I∩KM
‖M1/2(PBkX − x)‖2 .
By (9.3), this implies that
hx(M) >
1− 2α
1− α (‖M
1/2(µP − x)‖ − r)2 .
Taking the supremum over all M ∈ S1 in this inequality shows that
OPT(x) >
1− 2α
1− α (‖x− µP ‖ − r)
2 .
Lemma 109. Let β ∈ [1/√2, 1]. On Ωα, for any M ∈ S1 such that hx(M) >
(β‖x − µP ‖+ r)2, the (normalized) top eigenvector v of M satisfies∣∣∣∣vT (x− µP )‖x− µP ‖
∣∣∣∣ >√2β2 − 1 .
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Proof. Let M satisfying the assumptions of the lemma. From (9.4),
hx(M) 6 (‖M1/2(µP − x)‖ + r)2 .
Let u = (x− µP )/‖x− µP ‖. This implies that
β‖x− µP ‖ 6 ‖M1/2(µP − x)‖, i.e. ‖M‖op > uTMu > β2 .
Moreover, u− (uTv)v and M[u− (uTv)v] are orthogonal to v, hence,
uTMu = (uTv)2vTMv+ [u− (uTv)v]TM[u− (uTv)v] .
First, vTMv = ‖M‖op 6 1. Second, as u − (uTv)v is orthogonal to v, [u −
(uTv)v]TM[u− (uTv)v] does not exceed the second largest eigenvalue λ of M.
As λ+ ‖M‖op 6 Tr(M) 6 1, it follows that
[u− (uTv)v]TM[u− (uTv)v] 6 1− ‖M‖op 6 1− β2 .
Hence,
β2 6 (uTv)2 + 1− β2 ,
which proves Lemma 109.
9.4 The iteration step
We are now in position to show that a solution of the optimization problem
defined in Section 9.3 can be used to define the iteration step of our algorithm.
Given x ∈ Rd, assume that we are given an approximation M̂x of
M̂∗ ∈ argmaxM∈S1 infw∈∆K Tr(MM̂w(x)) .
This approximation should satisfy the following requirement: There exists an
absolute constant A such that, if ‖x − µP ‖ > Ar, then, there exists β > 0.8
such that
hx(M̂x) > (β‖x− µP ‖+ r)2 .
Let then v̂x ∈ S denote a top eigenvector of M̂x and let
θx = −median(v̂Tx (PBkX − x), k = 1, . . . ,K) .
The algorithm moves at each iteration from x to T (x), where,
T (x) = x− θxv̂x . (9.5)
Remark 110. The vector vx is defined up to its sign. Whatever this sign, the
function T is well defined.
Proposition 111. If α 6 1/2, on Ωα,
‖T (x)− µP ‖2 6 3
4
‖x− µP ‖2 + (A2 + 1)r2 .
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Proof. The idea of the proof is the following decomposition of the distance
between T (x) and µP . Let v = (µP − x)/‖µP − x‖ denote the optimal descent
direction and decompose v = av̂x + bv̂
⊥
x , where v̂
⊥
x ∈ S∩ {v̂x}⊥ and, therefore
a2 + b2 = 1. We have, by Pythagoras relation
‖T (x)− µP ‖2 = ‖x− µP − θxv̂x‖2
= ‖‖µP − x‖(av̂x + bv̂⊥x )− θxv̂x‖2
= ‖(a‖µP − x‖ − θx)v̂x + b‖µP − x‖v̂⊥x ‖2
= (a‖µP − x‖ − θx)2 + b2‖µP − x‖2 .
Since a‖µP − x‖ = (x− µP )T v̂x and b = vT v̂⊥x , this relation can be written
‖T (x)− µP ‖2 = [(x− µP )T v̂x − θx]2 + [vT v̂⊥x ]2‖x− µP ‖2 . (9.6)
We bound separately each term in this decomposition. On Ωα, there are more
than (1− α)K blocks such that
|v̂Tx (PBkX − µP )| 6 r .
On the same blocks
|v̂Tx (PBkX − x)− v̂Tx (µP − x)| 6 r .
Therefore, if α < 1/2, on Ωα,
|θx − v̂Tx (µP − x)| 6 r . (9.7)
If ‖x− µP ‖ > Ar, there exists β > 0.8 such that
hx(M̂x) > (β‖x− µP ‖+ r)2 .
By Lemma 109, this implies that, on Ωα, |vT v̂x| >
√
2β2 − 1, so |a| >
√
2β2 − 1
and b2 = 1− a2 6 2(1−β2) 6 3/4. Plugging this inequality and (9.7) into (9.6)
yields the result when ‖x− µP ‖ > Ar.
If ‖x− µP ‖ 6 Ar, as |vTxv| 6 1, from (9.7) and (9.6),
‖T (x)− µP ‖2 6 (A2 + 1)r2 .
This proves the result when ‖x− µP ‖ 6 Ar.
9.5 Computation of M̂x.
It remains to compute an approximation M̂x of
M̂∗ ∈ argmaxM∈S1 infw∈∆K Tr(MM̂w(x)) = argmaxM∈S1 hx(M) ,
satisfying the requirement that there exists an absolute constant A such that,
if ‖x− µP ‖ > Ar, then, there exists β > 0.8 such that
hx(M̂x) > (β‖x− µP ‖+ r)2 .
130CHAPTER 9. ESTIMATORS COMPUTABLE IN POLYNOMIAL TIME
We proceed in several steps. Section 9.5.1 presents an equivalent convex problem
and Section 9.5.2 presents a convex problem whose solutions approximate those
of the equivalent problem in the desired way. This approximating problem is
solved using the algorithms of [49, 16] in Section 9.5.3.
The approximating depends on a parameter ρ that should be carefully cho-
sen. Section 9.5.4 gathers technical lemmas that are used in Section 9.5.5 to
calibrate ρ so as to ensure that the solution of the approximating satisfies the re-
quirement that there exists an absolute constant A such that, if ‖x−µP ‖ > Ar,
then, there exists β > 0.8 such that
hx(M̂x) > (β‖x− µP ‖+ r)2 .
9.5.1 An equivalent problem
Consider the following convex maximization problem. The set of constraint C is
the set of triplets z > 0, y ∈ RK+ andM ∈ S1 satisfying, for any k ∈ {1, . . . ,K},
(PBkX − µP )TM(PBkX − µP ) + yk > z. The goal is to find (z,y,M) ∈ C
maximizing the objective function
z − ‖y‖1/[(1− α)K] .
The link with M̂∗ is provided by the following lemma.
Lemma 112. Fix M ∈ S1 and define CM, the set of couples z > 0 and y ∈ RK+
such that (z, y,M) ∈ C that is, such that, for any k ∈ {1, . . . ,K}, (PBkX −
µP )
TM(PBkX − µP ) + yk > z. Then
max
(z,y)∈CM
{z − ‖y‖1/[(1− α)K]} = hx(M) .
This maximal value is achieved when z = zM, the (1−α)K largest values among
the set {(PBkX−µP )TM(PBkX−µP ), k = {1, . . . ,K}} and y = yM, where the
coordinates of yM are defined by
yk =
(
zM − (PBkX − µP )TM(PBkX − µP )
)
+
.
Proof. To compute max(z,y)∈CM{z − ‖y‖1/[(1 − α)K]}, each yk > 0 should be
chosen as small as possible, thus the constraints imply that the maximum in y
is achieved, for each given z, by
yk =
(
z − (PBkX − µP )TM(PBkX − µP )
)
+
.
For this value of y, one gets
z − ‖y‖1
(1− α)K = z −
1
(1− α)K
K∑
k=1
(
z − (PBkX − µP )TM(PBkX − µP )
)
+
.
Assume that (PBkX−µP )TM(PBkX−µP ) are arranged in non-decreasing order.
Then, if z ∈ [(PBkX−µP )TM(PBkX−µP ), (PBk+1X−µP )TM(PBk+1X−µP )),
z− ‖y‖1
(1− α)K = z
(
1− k
(1− α)K
)
+
1
(1− α)K
k∑
j=1
(PBjX−µP )TM(PBjX−µP ) .
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This function of k is{
non-decreasing on the interval [0, (PB(1−α)KX − µP )TM(PB(1−α)KX − µP )] ,
non-increasing on [(PB(1−α)KX − µP )TM(PB(1−α)KX − µP ),+∞) .
It maximal value is achieved for z = zM and is equal to
1
(1− α)K
(1−α)K∑
j=1
(PBjX − µP )TM(PBjX − µP ) = hx(M) .
A first consequence of Lemma 112 is that M̂∗ satisfies
(z
M̂∗
,y
M̂∗
, M̂∗) ∈ argmax(z,y,M)∈C{z − ‖y‖1/[(1− α)K]} . (9.8)
9.5.2 An approximating problem.
Consider now the following convex optimization problem. Let ρ > 0 and define
the constraint set Cρ as the set of couples M ∈ RK×K ,y ∈ RK where M  0
and, for any k ∈ {1, . . . ,K},
yk > 0, ρ(PBkX − x)TM(PBkX − x) + (1 − α)Kyk > 1 .
The problem is to find a minimizer on the constraint set Cρ of the objective
function
Tr(M) + ‖y‖1 ,
A useful link between this problem and the one of Section 9.5.1 is provided in
the following lemma.
Lemma 113. If we have built (M, y) ∈ Cρ such that
Tr(M) + ‖y‖1 6 1 ,
then one can build in O(K) operations (z, y′,M′) ∈ C such that
z − ‖y
′‖1
(1− α)K >
1
ρ
.
Conversely, if we have built (z, y′,M′) ∈ C such that
z − ‖y
′‖1
(1− α)K >
1
ρ
,
then one can build in O(1) operations (M, y) ∈ Cρ such that
Tr(M) + ‖y‖1 6 1 .
In both cases, the top eigenvectors of the matrices M and M′ are equal.
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Proof. Suppose that we have built (M,y) ∈ Cρ such that
Tr(M) + ‖y‖1 6 1 .
Then, one can define
M′ =
M
Tr(M)
, y′ =
(1− α)K
ρTr(M)
y .
Then M′ ∈ S1 and, for all k ∈ {1, . . . ,K},
y′k > 0, (PBkX − x)TM′(PBkX − x) + y′k >
1
ρTr(M)
.
Therefore, (z,y′) ∈ CM′ , where z = 1/(ρTr(M)) and
z − ‖y
′‖1
(1− α)K =
1− ‖y‖1
ρTr(M)
>
1
ρ
.
Conversely, if we have found M such that zM − ‖yM‖1/[(1− α)K] > 1/ρ, one
can define
M′ =
1
ρzM
M, y′ =
1
(1− α)KzMyM .
We have M′  0, and, for all k ∈ {1, . . . ,K},
ρ(PBkX − x)T
1
ρzM
M(PBkX − x) + (1− α)K
yk
(1 − α)KzM > 1 ,
that is (M′,y′) ∈ Cρ. Moreover,
Tr(M′) + ‖y′‖1 = 1
ρzM
+
1
(1− α)KzM ‖yM‖1 6
1
ρzM
+
zM − 1/ρ
zM
= 1 .
9.5.3 Solving the approximating problem in nearly linear
time
The following Lemma comes from [49], see also [16, Section 4].
Lemma 114. For every ρ > 0 and η > 0, there exists an algorithm A : (Rd)n×
[0, 1] → Cρ such that, if U is a uniform random variable on [0, 1] independent
of DN and A(DN , U) = (M, y),
P(Tr(M) + ‖y‖1 6 (1 + η)g(ρ)|DN ) > 1− 1
e
.
Moreover, A(DN , U) can be evaluated in O(Kd) operations and a top eigenvector
of M can be computed in O˜(Kd) operations.
A consequence of Lemma 114 is the following result.
Lemma 115. For every ρ > 0, η > 0, R > 0, every positive integer u and every
x in Rd, one can build in O((u + logR)Kd) operations Alg(DN , ρ, η, u, x) =
(M, y) ∈ Cρ such that
P(Tr(M) + ‖y‖1 6 (1 + η)g(ρ)) > 1− e
−u
R
.
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Proof. Let t = u+logR and let U1, . . . , Ut denote independent random variables
with uniform distribution on [0, 1], independent from DN . Let A(DN , U1) =
(M1,y1), . . . ,A(DN , Ut) = (Mt,yt) denote the random variables built with the
algorithm A of Lemma 114 and let tˆ such that Tr(Mtˆ) + ‖ytˆ‖1 is minimal. As
the random variables A(DN , U1), . . . ,A(DN , Ut) are i.i.d. conditionally on DN ,
P(Tr(Mtˆ) + ‖ytˆ‖1 > (1 + η)g(ρ)) = (P(Tr(M1) + ‖y1‖1 > (1 + η)g(ρ)))t .
The result then follows from Lemma 114.
9.5.4 The optimal solution of the approximating problem
For any ρ > 0, let
g(ρ) = min
(M,y)∈Cρ
{Tr(M) + ‖y‖1} .
Lemma 116. For any ρ′ > ρ > 0,
g(ρ) > g(ρ′) >
ρ
ρ′
g(ρ) .
Proof. Clearly, Cρ ⊂ Cρ′ , so g(ρ) > g(ρ′). Moreover, if (M,y) ∈ Cρ′ , and
r = ρ′/ρ, (rM, ry) ∈ Cρ, so g(ρ′) > rg(ρ).
It follows from Lemma 116 that g is non-increasing and continuous. More-
over, from Lemma 113, it satisfies g(ρ) 6 1 iff 1/OPT(x) > ρ, so
g(1/OPT(x)) = 1 .
Lemma 117. On the event Ωα, for all x ∈ Rd such that ‖x− µP ‖ > r,
g(ρ) 6
1
ρOpt(x)
+
9(‖x− µP ‖+ r)2
8(‖x− µP ‖ − r)2 − 1 .
Proof. For any ν > 0, there exists M0 ∈ S1 such that zM0 ,yM0 (as defined in
Lemma 112) satisfy
zM0 −
‖yM0‖1
(1− α)K > sup(z,y,M)∈C
{
z − ‖y‖1
(1− α)K
}
− ν
= sup
M∈S1
sup
(z,y)∈CM
{
z − ‖y‖1
(1 − α)K
}
− ν .
By Lemma 112,
sup
(z,y)∈CM
{
z − ‖y‖1
(1− α)K
}
= hx(M) .
Therefore,
zM0 −
‖yM0‖1
(1− α)K > supM∈S1
hx(M)− ν = OPT(x)− ν .
Since ‖x− µP ‖ > r, from Lemma 108, on Ωα,
OPT(x) >
1− 2α
1− α (‖x− µP ‖ − r)
2 .
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From Lemma 112, zM0 is the (1 − α)K largest value in the set {(PBkX −
µP )
TM(PBkX − µP ), k = {1, . . . ,K}}. It follows from Corollary 107 that, on
Ωα,
zM0 6 (‖M1/20 (x− µP )‖+ r)2 6 (‖x− µP ‖+ r)2 .
Define
M′ =
1
ρzM0
M0, y
′ =
1
(1− α)KzM0
yM0 .
We have proved that
g(ρ) 6 Tr(M′) + ‖y′‖1 = 1
ρzM0
+
zM0 + ν −Opt(x)
zM0
6
1
ρ(Opt(x)− ν) +
ν +Opt(x)
(
(1−α)‖x−µP ‖+r)2
(1−2α)‖x−µP ‖−r)2 − 1
)
Opt(x)− ν .
As the result holds for any ν > 0, this concludes the proof.
9.5.5 Calibration of the approximating algorithm
Assume that ‖x− µP ‖ > Ar. On Ωα, by Lemma 117,
g(ρ) 6
1
ρOpt(x)
+
9(A+ 1)2
8(A− 1)2 − 1 6
1
ρOpt(x)
+ b . (9.9)
Here b = 2α/(1− 2α). The last inequality holds for any A > Aα.
Lemma 118. Fix ǫ ∈ (2α/(1−α), 0.4(1−α)/(1−2α)). Assume that ρ satisfies
g(ρ) > 1 − ǫ + b. There exist constants Aα and β > 0.8 such that, on Ωα, for
any x ∈ Rd satisfying ‖x− µP ‖ > Aαr,
hx(M
′) > (β‖x− µP ‖2 + r)2 .
Proof. For any ρ such that g(ρ) > 1− ǫ+ b, it follows from (9.9) that
1
ρ
> (1− ǫ)Opt(x) .
In this case, by Lemma 113, one can build in O(K) operations (z,y′,M′) ∈ C
such that
z − ‖y
′‖1
(1− α)K >
1
ρ
> (1− ǫ)Opt(x) .
By Lemma 112, the matrix M′ satisfies
hx(M
′) > z − ‖y
′‖1
(1 − α)K > (1 − ǫ)Opt(x) .
By Lemma 108, it follows that, on Ωα,
hx(M
′) > (1− ǫ)1− 2α
1− α (‖x− µP ‖ − r)
2 .
The condition on ǫ implies the result provided that A is large enough.
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It remains to find ρ such that g(ρ) > 1 − ǫ + b. To do this, we fix ǫ >
b, η > 0 and build ρ and u such that the algorithm of Lemma 115 outputs
Alg(DN , ρ, η, u,x) = (M,y) satisfying
(1 + η)(1 − ǫ+ b) 6 Tr(M) + ‖y‖1 6 (1 + η)g(ρ) 6 1 .
As ρ→∞, by Lemma 117, g(ρ)→ b. If α < 1/4, b < 1, so g(ρ) < 1 for any
ρ large enough. Fix
η ∈
(
0,
1− 4α
2α
∧ α
1− α ∧
1
6
)
=
(
0,
(
1
b
− 1
)
∧ α
1− α ∧
1
6
)
.
In particular, 1/(1 + η) > b. Then, there exists ρ0 such that g(ρ0) < 1/(1 + η).
For this value of ρ0, by Lemma 115, the algorithm defined in this lemma outputs
Alg(DN , ρ0, η, u,x) = (M,y) satisfying
P(Tr(M) + ‖y‖1 6 1|DN) > 1− e
−u
R
.
On the other hand, when ρ = 0, the minimal value of Tr(M) + ‖y‖1 is
achieved by the couple (M,y) ∈ C0 such that M = 0 and y is the vector with
all coordinates equal to 1/[(1− α)K]. It follows that g(0) = 1/(1− α) > 1.
Lemma 119. For any fixed constant ν ∈ (6η, 1), it is possible to build in
O(T (u+logR)Kd) operations, where T = O(log(ρ0)), a couple (M, y) satisfying
P(1− ν 6 Tr(M) + ‖y‖1 6 1 ∧ (1 + η)g(η)|DN ) > 1− Te
−u
R
.
If R = τT , this gives that, for any fixed constant ν ∈ (5η, 1), it is possible
to build in O(log(ρ0)(u + log(τ) + log log(ρ0))K) operations, a couple (M, y)
satisfying
P(1− ν 6 Tr(M) + ‖y‖1 6 1 ∧ (1 + η)g(η)|DN ) > 1− e
−u
τ
.
Proof. Fix ν0 and ν1 such that (1− ν0) > (1 + η)(1− ν1) and
2η
1 + η
< ν0 < ν1 <
ν − η + νη
2
.
This is possible since ν > 5η. ν0 < ν1 are chosen such that
1− 2ν1
1 + η
> 1− ν and (1 + η)
(
1− ν0
2
)
6 1 .
Moreover, as (1− ν0) > (1 + η)(1 − ν1), we have, for ρ satisfying g(ρ) = 1− ν1
(which exists by continuity of g, 1−ν1 = g(ρ) 6 (1+η)g(ρ) < 1−ν0. Hence, by
Lemma 115, the algorithm defined in this lemma outputs Alg(DN , ρ, η, u,x) =
(M,y) satisfying
P(1− ν1 6 Tr(M) + ‖y‖1 6 1− ν0|DN ) > 1− e−u/R .
Consider the following recursive algorithm:
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1. Initialize ρ− = 0, ρ+ = ρ0, Alg(DN , (ρ+ + ρ−)/2, η, u,x) = (M,y), V =
Tr(M) + ‖y‖1.
2. if V ∈ [1− ν1, 1− ν0], stop,
3. if V < 1− ν1, update ρ+ = (ρ+ + ρ−)/2,
4. if V > 1− ν0, update ρ− = (ρ+ + ρ−)/2,
5. update Alg(DN , (ρ+ + ρ−)/2, η, u,x) = (M,y), V = Tr(M) + ‖y‖1.
6. Return ρ∗ = (ρ+ + ρ−)/2.
Clearly, on the event where Alg(DN , ρ0, η, u,x) = (M,y) satisfies
Tr(M) + ‖y‖1 6 1 ,
this algorithm outputs ρ∗ such that Alg(DN , ρ∗, η, u,x) = (M∗,y∗) satisfies
Tr(M∗)+ ‖y∗‖1 ∈ [1− ν1, 1− ν0]. Such a value exists, at least on an event with
large probability, by the discussion preceding the algorithm. Let T denote a
number of steps to be defined later. Using a union bound in Lemma 115, with
probability larger than 1−Te−u/R, for all ρ in the set of all (ρ++ ρ−)/2 along
the first T steps of the algorithm, Alg(DN , ρ, η, u,x) = (M,y) satisfies
g(ρ) 6 Tr(M) + ‖y‖1 6 (1 + η)g(ρ) .
Moreover, after k steps of the algorithm,
ρ+ − ρ− = ρ0
2k
.
On this event ρ∗ satisfies g(ρ∗) ∈ [(1 − ν1)/(1 + η), 1− ν0]. Now, by continuity
of g (see Lemma 116), there exists a constant δ > 0 such that, for any ρ ∈
[ρ∗−δ, ρ∗+δ], g(ρ) ∈ [(1−2ν1)/(1+η), 1−ν0/2], so Alg(DN , ρ, η, u,x) = (M,y)
satisfies
1− 2ν1
1 + η
6 g(ρ) 6 Tr(M) + ‖y‖1 6 (1 + η)g(ρ) 6 (1 + η)
(
1− ν0
2
)
.
In particular, after log(ρ0/δ)/ log(2) steps, Alg(DN , ρ, η, u,x) = (M,y) satisfies
1− ν 6 1− 2ν0
1 + η
6 Tr(M) + ‖y‖1 6 (1 + η)
(
1− ν0
2
)
6 1 .
Hence, the algorithm outputs in T = log(ρ0/δ)/ log(2) steps a solution satisfying
the conclusions of Lemma 119.
Let now x0 = µ̂
(0) defined in Lemma 104. This lemma grants that, with
probability larger than 1 − e−K/128, Ω0 holds, where Ω0 = {‖µ̂(0) − µP ‖ 6
12
√
Tr(Σ)K/N}. Consider the event Ω = Ω0 ∩Ωα. We consider two cases. On
Ω, either
‖µ̂(0) − µP ‖ 6 2r or ‖µ̂(0) − µP ‖ > 2r .
By Lemma 108, on Ω,
OPT(µ̂(0)) >
1− 2α
1− α (‖µ̂
(0) − µP ‖ − r)2 .
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If ‖µ̂(0) − µP ‖ > 2r, it follows that
OPT(µ̂(0)) >
1− 2α
1− α r
2 .
By (9.9), if ‖µ̂(0) − µP ‖ > 2r, therefore
g(ρ) 6
(1− α)
(1− 2α)ρr2 + b .
Hence, g(ρ) < 1/(1 + η) if ρ0 = Cα/r
2 6 CαN .
9.5.6 Final algorithm
1. Compute µ̂(0), fix R = logN , τ = log[144K]/ log[3/4], ǫ ∈ (2α/(1 −
α), 0.4(1− α)/(1− 2α)), ν = ǫ− b, B = 0.
2. While t 6 τ and B = 0,
(a) Run the algorithm of Lemma 119 with ρ0 = N and output (M,y)
and ρ∗.
(b) If Tr(M) + ‖y‖1 /∈ [1− ν, 1], then µ̂(κ+1) = µ̂(t), B = 1.
(c) If Tr(M)+ ‖y‖1 ∈ [1− ν, 1], then apply the algorithm of Lemma 113
to output (x,y′,M′) satisfying, for any x such that ‖x−µP ‖ > Aαr,
hx(M
′) > (β‖x− µP ‖+ r)2 .
(d) Update µ̂(t+1) according to (9.5), with x = µ̂(t) and M̂x =M
′.
3. Output µ̂ = µ̂(τ+1).
The algorithm terminates either after τ operations or when µ̂(t) satisfies
Tr(M) + ‖y‖1 /∈ [1 − ν, 1]. Using a union bound in t ∈ {1, . . . , τ}, this last
situation either happen if ‖µ̂(t)−µP ‖ 6 2r or on an event of probability at least
1 − e−u. If the algorithm runs τ steps without stopping, on Ω = Ω0 ∩ Ωα, the
output satisfies, by Proposition 111
‖µ̂− µP ‖2 6 (3/4)τ
(
144
Tr(Σ)K
N
)
+ (A2α + 1)r
2
+∞∑
i=0
(
3
4
)i
6 Cαr
2 .
Overall, choosing for example α = 1/10, we have obtained the following result.
Theorem 120. There exists a numerical constant C and an algorithm that
runs in O˜(uK +Kd) operations and outputs an estimator µ̂ of µP such that
P
(
‖µ̂− µP ‖ 6 C
(√
Tr(Σ)
N
+
√
‖Σ‖opK
N
))
> 1− e−u∧(K/C) .
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