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Abstract
In this paper, a regularization of Wasserstein barycenters for random measures sup-
ported on Rd is introduced via convex penalization. The existence and uniqueness of
such barycenters is first proved for a large class of penalization functions. The Bregman
divergence associated to the penalization term is then considered to obtain a stability
result on penalized barycenters. This allows the comparison of data made of n abso-
lutely continuous probability measures, within the more realistic setting where one only
has access to a dataset of random variables sampled from unknown distributions. The
convergence of the penalized empirical barycenter of a set of n iid random probability
measures towards its population counterpart is finally analyzed. This approach is shown
to be appropriate for the statistical analysis of either discrete or absolutely continuous
random measures. It also allows to construct, from a set of discrete measures, consistent
estimators of population Wasserstein barycenters that are absolutely continuous.
1 Introduction
In this work, we consider the Wasserstein distance W2 associated to the quadratic cost for
the comparison of probability measures (see e.g. [Vil03] for a thorough introduction on the
topic of Wasserstein spaces and optimal transport). Let Ω be a convex subset of Rd and
P2(Ω) be the set of probability measures supported on Ω with finite second order moment.
As introduced in [AC11], an empirical Wasserstein barycenter of set of n probability measures
ν1, . . . , νn (not necessarily random) in P2(Ω) is defined as a minimizer of
µ 7−→ 1
n
n∑
i=1
W 22 (µ, νi), over µ ∈ P2(Ω). (1.1)
The Wasserstein barycenter corresponds to the notion of empirical Fréchet mean [Fré48] that
is an extension of the usual Euclidean barycenter to nonlinear metric spaces.
More generally, by introducing a probability distribution P on the space of probability
measures P2(Ω), we can define a Wasserstein barycenter µP of the distribution P as
µP ∈ argmin
µ∈P2(Ω)
∫
P2(Ω)
W 22 (µ, ν)dP(ν). (1.2)
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For a discrete distribution Pn = 1n
∑
δνi on P2(Ω), one has that µPn corresponds to the empir-
ical Wasserstein barycenter defined in (1.1). In the setting where ν1, . . . ,νn are independent
and identically distributed (iid) random probability measures sampled from a distribution P,
the barycenter µP is referred to as the population counterpart of µPn .
In this work, for the purpose of obtaining a regularized Wasserstein barycenter, we in-
troduce a convex penalty function E in the optimization problem (1.2) by considering the
convex minimization problem
min
µ∈P2(Ω)
∫
W 22 (µ, ν)dP(ν) + γE(µ) (1.3)
where γ > 0 is a penalization parameter and P is any distribution on P2(Ω) (possibly discrete
or not). A first contribution of this paper is then to prove the existence and uniqueness of
the minimizers of (1.3), called penalized (or regularized) Wasserstein barycenters, for a large
class of penalization functions, and to study their stability with respect to the distribution P.
Introducing a penalization term in the definition (1.1) of an empirical Wasserstein barycen-
ter is a way to incorporate some priori knowledge on the behavior of its population counter-
part. In particular, we are interested in the case where the dataset at hand is composed of n
discrete measures νp1, . . . ,νpn obtained from random observations
X = (Xi,j)1≤i≤n; 1≤j≤pi, (1.4)
organized in the form of n experimental units, such that νpi is defined by
νpi =
1
pi
pi∑
j=1
δXi,j . (1.5)
Typically, for each i = 1, . . . , n, the random variables Xi,1, . . . ,X i,pi are iid observations in
Rd generated from an absolutely continuous (a.c.) measure νi (that is also random). In the
paper, absolute continuity is always understood with respect to the Lebesgue measure dx on
Rd.
In this setting, an empirical Wasserstein barycenter of the discrete measures νp1, . . . ,νpn
is generally irregular (and even not unique). Moreover, it poorly represents the Wasserstein
barycenter of the a.c. measures (νi)i=1,...,n (which is unique and smooth as proved in [AC11]).
A second contribution of this paper is then to show that introducing a penalization term
in the computation of Wasserstein barycenters of discrete measures allows to construct a
consistent estimator of an a.c. population barycenter in the asymptotic setting where both n
and min1≤i≤n pi tend to infinity.
Let us underline that we mainly focus on penalization functions E that enforce the min-
imizer of (1.2) to be an a.c. measure with a smooth probability density function (pdf). In
this case, we propose to control the penalized Wasserstein barycenter in term of the Bregman
divergence associated to the penalty function E. Bregman divergences have been proved to be
relevant measures of discrepancy between a.c. probability measures (e.g. in information geom-
etry [AN00]). Their constructions also cover a large range of known divergences for different
penalty functions. It is therefore natural to use Bregman divergences to compare penalized
empirical Wasserstein barycenters of discrete measures with an a.c. population barycenter.
To the best of our knowledge, this has not been considered so far.
2
1.1 Related work in the literature
Statistical inference using optimal transport. The penalized barycenter problem is
motivated by the nonparametric method introduced in [BFS12] for the classical density esti-
mation problem from discrete samples. It is based on a variational regularization approach
involving the Wasserstein distance as a data fidelity term. However, the adaptation of this
work for the penalization of Wasserstein barycenter has not been considered so far.
Consistent estimators of population Wasserstein barycenters. Tools from optimal
transport are used in [PZ16] for the registration of multiple point processes which represent
repeated observations organized in samples from independent subjects or experimental units.
The authors in [PZ16] proposed a consistent estimator of the population Wasserstein barycen-
ter of multiple point processes in the case d = 1, and an extension of their methodology for
d ≥ 2 is considered in [PZ17]. Their method contains two steps. A kernel smoothing is first
applied to the data which leads to a set of a.c. measures from which an empirical Wasserstein
barycenter is computed in a second step. Our approach thus differs from [PZ16, PZ17] since
we directly include the smoothing step in the computation of a Wasserstein barycenter via the
penalty function E in (1.3). Also notice that estimators of population Wasserstein barycenter
are shown to be consistent for the Wasserstein metric W2 in [PZ16, PZ17], whereas we prove
the consistency of our approach for metrics in the space of pdf supported on Rd. Finally, rates
of convergence (for the Wasserstein metricW2) of empirical Wasserstein barycenters computed
from discrete measures, supported on the real line only, are discussed in [PZ16, BGKL18].
Generalized notions of Wasserstein barycenters. A detailed characterization of empir-
ical Wasserstein barycenters in terms of existence, uniqueness and regularity for probability
measures with support in Rd is given in the seminal paper [AC11]. The relation of such
barycenters with the solution of the multi-marginal problem is also studied in both [AC11]
and [Pas13]. The notion of Wasserstein barycenter has been first generalized in [LGL16], by
establishing existence, uniqueness and consistency for random probability measures supported
on a locally compact geodesic space. The more general case of probability measures supported
on Riemannian manifolds has then been studied in [KP17]. Subsequently, trimmed barycen-
ters in the Wasserstein space P2(Rd) have been introduced in [ÁEdBCAM15] for the purpose
of combining informations from different experimental units in a parallelized or distributed
estimation setting. The framework of optimal transport has been recently adapted for non-
negative measures supported on a compact subset in Rd with different masses, independently
by [CPSV18] and [FG10]. However, in all these papers, incorporating regularization into the
computation of Wasserstein barycenters has not been considered, which is of interest when
the data are irregular probability measures.
Penalization of the transport map. Alternatively, regularized barycenters may be ob-
tained by adding a convex regularization on optimal transport plans (that is on π in (2.1))
when computing the Wasserstein distance between probability measures. This approach leads
to the notion of regularized transportation problems and Wasserstein costs. It has recently
gained popularity in the literature of image processing and machine learning and has been con-
sidered to compute smoothed Wasserstein barycenters of discrete measures [FPPA14, CD14].
Such penalizations acting on transport plans nevertheless have an indirect influence on the
regularity of the Wasserstein barycenter.
3
1.2 Contributions and structure of the paper
The results of the paper are organized as follows.
- In Section 2, we introduce the main notations and definitions, and we present a key
result called subgradient’s inequality on which a large part of the developments in the
paper lean.
- In Section 3, we analyze the existence, uniqueness and stability of penalized Wasserstein
barycenters (1.3) for various penalty functions E, any parameter γ > 0 and for either a
discrete distribution Pn supported on P2(Ω) or its population counterpart P. We also
prove a stability result allowing to compare the case of data made of n a.c. probability
measures ν1, . . . , νn, with the more realistic setting where we have only access to a
dataset of random variables as in (1.4).
- In Section 4, we derive convergence properties of empirical penalized barycenters toward
their population counterpart in the asymptotic setting where the number of measures n
tends to infinity. These convergence results are obtained with respect to the Bregman
divergence associated to the penalization function of the minimization problem (1.3).
In this context, we demonstrate that the bias term (as classically referred to in non-
parametric statistics) converges to zero when γ → 0. We also show (for d = 1 and with
additional regularity assumptions for d ≥ 2) that the variance term converges to 0 when
γ = γn is let going to zero and limn→∞ γ2nn = +∞.
- In Section 5, we conclude the paper by a discussion on the consistency of our approach
when the data at hand are discrete measures as in (1.5).
- The proofs of the main results are gathered in Appendix A.
Finally, it should be mentioned that the computational aspects on the numerical approx-
imation of penalized Wasserstein barycenter (as introduced in this work) are the subject of
the companion paper [BCP18], where we also tackle the issue of choosing the regularization
parameter γ in (1.3). In [BCP18], we also discuss the consistency of smooth Wasserstein
barycenters as proposed in [CD14] using entropically regularized optimal transport.
2 Definitions, notation and first results
2.1 Wasserstein distance, Kantorovich’s duality andWasserstein barycenters
For Ω a convex subset of Rd, we denote byM(Ω) the space of bounded Radon measures on Ω
and by P2(Ω) the set of probability measures over (Ω,B(Ω)) with finite second order moment,
where B(Ω) is the σ-algebra of Borel subsets of Ω. In particular, P2(Ω) ⊂M(Ω).
Definition 2.1. The Wasserstein distance W2(µ, ν) is defined for µ, ν ∈ P2(Ω) by
W 22 (µ, ν) = infπ
∫∫
Ω×Ω
|x− y|2dπ(x, y), (2.1)
where the infimum is taken over all probability measures π on the product space Ω×Ω with
respective marginals µ and ν.
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The well known Kantorovich’s duality theorem leads to another formulation of the Wasser-
stein distance.
Theorem 2.2 (Kantorovich’s duality). For any µ, ν ∈ P2(Ω), one has that
W 22 (µ, ν) = sup
(φ,ψ)∈CW
∫
Ω
φ(x)dµ(x) +
∫
Ω
ψ(y)dν(y), (2.2)
where CW is the set of all measurable functions (φ,ψ) ∈ L1(µ)× L1(ν) satisfying
φ(x) + ψ(y) ≤ |x− y|2, (2.3)
for µ-almost every x ∈ Ω and ν-almost every y ∈ Ω.
For a detailed presentation of the Wasserstein distance and Kantorovich’s duality, we refer
to [Vil03, Vil08]. For µ, ν ∈ P2(Ω), we denote by πµ,ν an optimal transport plan, that is a
solution of (2.1) satisfying W 22 (µ, ν) =
∫∫ |x − y|2dπµ,ν(x, y). Likewise a pair (φµ,ν , ψµ,ν) ∈
L1(dµ)×L1(dν) achieving the supremum in (2.2) (under the constraint φµ,ν(x)+ψµ,ν(y) ≤ |x−
y|2) stands for the optimal couple in the Kantorovich duality formulation of the Wasserstein
distance between µ and ν.
2.2 Penalized barycenters of a random measure
Throughout the paper, we use bold symbols ν,X ,f , . . . to denote random objects. A prob-
ability measure ν in P2(Ω) is said to be random if it is sampled from a distribution P on
(P2(Ω),B (P2(Ω)), where B (P2(Ω)) is the Borel σ-algebra generated by the topology induced
by the distance W2. Then, we introduce a Wasserstein distance between distributions of
random measures (see [LGL16] and [ÁEdBCAM15] for similar concepts), and the notion of
Wasserstein barycenter of a random probability measure ν.
Definition 2.3. Let W2(P2(Ω)) be the space of distributions P on P2(Ω) (endowed with the
Wasserstein distance W2) such that for some (thus for every) µ ∈ P2(Ω)
W22 (δµ,P) := EP(W 22 (µ,ν)) =
∫
P2(Ω)
W 22 (µ, ν)dP(ν) < +∞,
where ν ∈ P2(Ω) is a random measure with distribution P and δµ denotes the Dirac measure
at point µ. The Wasserstein barycenter of a random probability measure with distribution
P ∈W2(P2(Ω)) is defined as a minimizer of
µ ∈ P2(Ω) 7→ W22 (δµ,P) =
∫
P2(Ω)
W 22 (µ, ν)dP(ν) over µ ∈ P2(Ω). (2.4)
Thanks to the results in [LGL16], there exists a minimizer of (2.4), and thus the notion of
Wasserstein barycenter of a random probability measure is well defined. As explained before,
our goal is to study a penalized version of this barycenter. Hence, throughout the paper the
following assumptions are made on the penalizing function E.
Assumption 2.1. A penalizing function E : P2(Ω)→ R+ is a proper and lower semicontin-
uous function (for the Wasserstein distance W2) that is strictly convex on its domain
D(E) = {µ ∈ P2(Ω) such that E(µ) < +∞} . (2.5)
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In this paper, we will often rely on the class of relative G-functionals (see Chapter 9,
Section 9.4 of [AGS08]) defined below.
Definition 2.4. The relative G-functional with respect to (w.r.t) a given positive measure
λ ∈M(Ω) is the function E : P2(Ω)→ R+ defined by
E(µ) =


∫
Ω
G
(
dµ
dλ
(x)
)
dλ(x), if µ≪ λ
+∞ otherwise,
(2.6)
where G : [0,+∞) → [0,+∞] is a proper, lower semicontinuous and strictly convex function
with superlinear growth.
Thanks to Lemma 9.4.3 in [AGS08], a relative G-functional is a lower semicontinuous
function for the Wasserstein distance W2, so that it satisfies Assumption 2.1.
When λ is the Lebesgue measure on Ω ∈ Rd, choosing such a penalizing function enforces
the Wasserstein barycenter to be a.c. Hence, a typical example of penalizing function satisfy-
ing Assumption 2.1 is the negative entropy [BFS12] (see e.g. Lemma 1.4.3 in [DE97]) defined
as (assuming e.g. that Ω is compact)
Ee(µ) =


∫
Ω
(f(x)(log(f(x))− 1) + 1)dx, if µ admits a density f with respect
to the Lebesgue measure dx on Ω,
+∞ otherwise.
(2.7)
It is of interest to use the negative entropy as a penalizing function when one has only access
to discrete observations, that is in the setting where each νi is a discrete measure of the
form (1.5). Indeed in this case, the resulting Wasserstein barycenter minimizing (1.1) will
not necessary be a.c. (unless it it penalized) whereas we are interested in recovering a density
from discrete measures.
Penalized Wasserstein barycenters of a random measure ν ∈ P2(Ω) are then defined as
follows.
Definition 2.5. Let E be a penalizing function satisfying Assumption 2.1. For a distribution
P ∈ W2(P2(Ω)) and a penalization parameter γ ≥ 0, the functional JγP : P2(Ω) → R+ is
defined as
JγP (µ) =
∫
P2(Ω)
W 22 (µ, ν)dP(ν) + γE(µ), µ ∈ P2(Ω). (2.8)
If it exists, a minimizer µγP of J
γ
P is called a penalized Wasserstein barycenter of the random
measure ν with distribution P.
In particular, if P is the discrete (resp. empirical) measure defined by P = Pn = 1n
∑n
i=1 δνi
(resp. Pn = 1n
∑n
i=1 δνi) where each νi ∈ P2(Ω) (resp. νi ∈ P2(Ω) random), then JγP becomes
JγPn(µ) =
1
n
n∑
i=1
W 22 (µ, νi) + γE(µ). (2.9)
Note that JγP is strictly convex on D(E) by Assumption 2.1.
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2.3 Subgradient’s inequality
In order to analyze the stability of the minimizers of JγP with respect to the distribution
P, the notion of Bregman divergence related to a sufficiently smooth penalizing function E
will be needed. To simplify the presentation, we shall now restrict our analysis to relative
G-functionals (2.6).
Definition 2.6 (Subgradient). Let J : P2(Ω) → R be a convex, proper and lower semicon-
tinuous function. Any subgradient ξ ∈ ∂J(µ) of J at µ ∈ D(J) satisfies the inequality
J(ν) ≥ J(µ) + 〈ξ, ν − µ〉 for every ν ∈ P2(Ω), (2.10)
and the linear form in the right-hand side of (2.10) is understood as
〈ξ, ν − µ〉 =
∫
Ω
ξ(x)(dν(x)− dµ(x)).
If the function is differentiable, then the subdifferential ∂J(µ) is a singleton, and thus we have
∂J(µ) = {∇J(µ)}, the gradient of J at point µ.
In what follows, we will consider subgradients for two different purposes: (i) to define a
Bregman divergence with respect to E and (ii) to obtain the main result of this section that
involves subgradient of the Wasserstein distance.
Definition 2.7. A penalizing function E is said to be a smooth relative G-func tional if the
function G is differentiable on [0,+∞).
From Definition 2.4, we directly have the following proposition.
Proposition 2.1. Let E be a smooth relative G-functional. We denote by ∇E(µ) the sub-
gradient of E at µ ∈ D(E) taken as
∇E(µ)(x) = ∇G
(
dµ
dλ
(x)
)
, x ∈ Ω.
Definition 2.8 (Bregman divergence). Let E be a smooth relative G-functional. For µ, ν ∈
D(E) ⊂ P2(Ω) the (symmetric) Bregman divergence related to E is defined by
dE(µ, ν) = 〈∇E(µ)−∇E(ν), µ− ν〉. (2.11)
Remark 2.9. More generally, the Bregman divergence between µ and ν related to a convex
functional J : P2(Ω)→ R is defined for two particular subgradients ξ ∈ ∂J(µ) and κ ∈ ∂J(ν)
by
dξ,κJ (µ, ν) = 〈ξ − κ, µ− ν〉.
To illustrate the above definitions, let us assume that λ is the Lebesgue measure dx, and
consider two a.c. measures µ = µf and ν = νg with density f and g. An example of a
smooth relative G-functional is the case where G(u) = u2/2 for which E(µf ) = 12‖f‖2L2(Ω) =
1
2
∫
Ω |f(x)|2dx,
∇E(µf )(x) = f(x), ∇E(νg)(x) = g(x) and dE(µf , νg) =
∫
Ω
(f(x)− g(x))2dx.
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Remark 2.10. It should be noted that the case where E is the negative entropy Ee defined
in (2.7) is critical. Indeed, the negative entropy is obviously a relative G-functional with
G(u) = u(log(u) − 1) + 1 and λ = dx. However, as this function is not differentiable at
u = 0, it does not lead to a smooth relative G-functional. To use such a penalizing function,
it is necessary to restrict the analysis of penalized Wasserstein barycenters to the set of a.c.
measures in P2(Ω) with densities that are uniformly bounded from below by a positive constant
α on the set Ω. In this setting, we have that
∇Ee(µf ) = log(f(x)) and ∇Ee(νg) = log(g(x)), x ∈ Ω,
and the Bregman divergence is the symmetrized Kullback-Leibler divergence
dEe(µf , νg) =
∫
Ω
(f(x)− g(x)) log
(
f(x)
g(x)
)
dx,
where f(x) ≥ α and g(x) ≥ α for all x ∈ Ω.
Then, a key result to study the stability of penalized Wasserstein barycenters with respect
to the distribution P is stated below. It involves a subgradient φ of the Wasserstein distance.
As detailed in the proof given in the Appendix A.1, this subgradient corresponds to the
Kantorovich potential introduced in Theorem 2.2.
Theorem 2.11 (Subgradient’s inequality). Let E be a smooth relative G-functional and thus
satisfying Assumption 2.1. Let ν be a probability measure in P2(Ω), and define the functional
J : µ ∈ P2(Ω) 7→W 22 (µ, ν) + γE(µ)
where γ ≥ 0. If µ ∈ P2(Ω) minimizes J , then there exists a subgradient φµ,ν ∈ L1(µ) of
W 22 (·, ν) at µ and a potential ψ ∈ L1(ν) verifying φµ,ν(x) + ψ(y) ≤ |x − y|2 for all x, y in Ω
such that (φµ,ν , ψ) is an optimal couple of the Kantorovich’s dual problem associated to µ, ν
(Theorem 2.2). Moreover, for all η ∈ P2(Ω),
γ 〈∇E(µ), µ − η〉 ≤ −
∫
φµ,νd(µ− η). (2.12)
3 Existence, uniqueness and stability of penalized barycenters
In this section, we present some properties of the minimizers of the functional JγP defined in
(2.5) in terms of existence, uniqueness and stability.
3.1 Existence and uniqueness
We first sconsider the minimization problem (2.8) in the particular setting where P is a discrete
distribution on P2(Ω). That is, we study the problem
min
µ∈P2(Ω)
JγPn(µ) =
∫
W 22 (µ, ν)dPn(ν) + γE(µ) =
1
n
n∑
i=1
W 22 (µ, νi) + γE(µ) (3.1)
where Pn = 1n
∑n
i=1 δνi ∈W2(P2(Ω)) with ν1, . . . , νn measures in P2(Ω).
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Theorem 3.1. Suppose that Assumption 2.1 holds and that γ > 0. Then, the functional JγPn
defined by (3.1) admits a unique minimizer on P2(Ω) which belongs to the domain D(E) of
the penalizing function E, as defined in (2.5).
The proof of Theorem 3.1 is given in the Appendix A.2. Thanks to this result, one may
impose the penalized Wasserstein barycenter µγPn to be a.c. on Ω by choosing a penalization
function E with value +∞ outside of the space of a.c. distributions. For this choice, (3.1)
becomes a problem of minimization over a set of pdf.
The existence and uniqueness of (2.8) can now be shown in a general case. Since any
probability measure in P ∈ W2(P2(Ω)) can be approximated by a sequence of finitely sup-
ported measures Pn (see Theorem A.3 in Appendix A.2), we can lean on Theorem 3.1 for the
proof of the following result, which is also detailed in the Appendix A.2.
Theorem 3.2. Let P ∈ W2(P2(Ω)). Suppose that Assumption 2.1 holds and that γ > 0.
Then, the functional JγP defined by (2.8) admits a unique minimizer.
3.2 Stability
When γ > 0, we now study the stability of the minimizer of JγP with respect to discrete
distributions P and the symmetric Bregman divergence dE (2.11) associated to a smooth
relative G-functional E. Set ν1, . . . , νn ∈ P2(Ω) and η1, . . . , ηn ∈ P2(Ω). We denote by Pνn
(resp. Pηn) the discrete measure
1
n
∑n
i=1 δνi (resp.
1
n
∑n
i=1 δηi) in W2(P2(Ω)).
Theorem 3.3. Let E be a smooth relative G-functional thus satisfying Assumption 2.1 and
Ω a compact subset of Rd. Let µν , µη ∈ P2(Ω) with µν minimizing JγPνn and µη minimizing
Jγ
P
η
n
defined by (3.1). Then, the symmetric Bregman divergence associated to E can be upper
bounded as follows
dE(µν , µη) ≤ 4 diam(Ω)
γn
inf
σ∈Sn
n∑
i=1
W2(νi, ησ(i)), (3.2)
where Sn is the permutation group of the set {1, . . . , n}, and diam(Ω) stands for the diameter
of Ω.
The proof of Theorem 3.3 is given in Appendix A.3. To better interpret the upper
bound (3.2), we need the notion of Kantorovich transport distance TW2 on the metric space
(P2(Ω),W2), see [Vil03]. For P,Q ∈ W2(P2(Ω)) endowed with the Wasserstein distance W2,
we have that
TW2(P,Q) := inf
Π
∫
P2(Ω)×P2(Ω)
W2(µ, ν)dΠ(µ, ν),
where the minimum is taken over all probability measures Π on the product space P2(Ω) ×
P2(Ω) with marginals P and Q. Since Pνn and Pηn are discrete probability measures supported
on P2(Ω), it follows that the upper bound (3.2) in Theorem 3.3 can also be written as (by
Birkhoff’s theorem for bi-stochastic matrices, see e.g. [Vil03])
dE(µν , µη) ≤ 4 diam(Ω)
γ
TW2(Pνn,Pηn).
Hence the above upper bound means that the Bregman divergence between the penalized
Wasserstein barycenters µν and µη is controlled by the Kantorovich transport distance be-
tween the distributions Pνn and P
η
n.
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3.3 Discussion on the stability Theorem
Theorem 3.3 is of particular interest in the setting where the νi’s and ηi’s are discrete prob-
ability measures on Rd. If we assume that νi = 1p
∑p
j=1 δXi,j and ηi =
1
p
∑p
j=1 δY i,j where
(X i,j)1≤i≤n;1≤j≤p and (Y i,j)1≤i≤n;1≤j≤p are (possibly random) vectors in Rd, then by (3.2),
dE(µν , µη) ≤ 4 diam(Ω)
γn
inf
σ∈Sn
n∑
i=1

 inf
λ∈Sp

1p
p∑
j=1
|Xi,j − Y σ(i),λ(j)|2



1/2
where computing W2 becomes an assignment task through the estimation of permutations σ
and λ.
Theorem 3.3 is also useful to compare the penalized Wasserstein barycenters respectively
obtained from data made of n a.c. probability measures ν1, . . . , νn and from their empirical
counterpart νpi =
1
pi
∑pi
j=1 δXi,j , where (Xi,j)j=1,...,pi are iid and generated from νi. Denoting
as µˆγn,p the random density satisfying
µˆγn,p = argmin
µ∈P2(Ω)
1
n
n∑
i=1
W 22

µ, 1
pi
pi∑
j=1
δXi,j

+ γE(µ),
it follows from inequality (3.2) that
E
(
d2E
(
µγPνn , µˆ
γ
n,p
))
≤ 16 diam(Ω)
γ2n
n∑
i=1
E
(
W 22 (νi,νpi)
)
. (3.3)
This result allows to discuss the rate of convergence (for the squared symmetric Bregman
divergence) of µˆγn,p to µ
γ
Pνn
as a function of the rate of convergence (for the squared Wasserstein
distance) of the empirical measure νpi to νi for each 1 ≤ i ≤ n (in the asymptotic setting
where p = min1≤i≤n pi is let going to infinity).
As an illustrative example, in the one-dimensional case d = 1 and for absolutely continuous
measures, one may use Theorem 5.1 in [BL14], to obtain that
E
(
W 22 (νi,νpi)
)
≤ 2
pi + 1
K(νi), with K(νi) =
∫
Ω
Fi(x)(1 − Fi(x))
fi(x)
dx,
where fi is the pdf of νi, and Fi denotes its cumulative distribution function. Therefore,
provided that K(νi) is finite for each 1 ≤ i ≤ n, one obtains the following rate of convergence
of µˆγn,p to µ
γ
Pνn
for d = 1
E
(
d2E
(
µγPνn , µˆ
γ
n,p
))
≤ 32 diam(Ω)
γ2n
n∑
i=1
K(νi)
pi + 1
≤ 32 diam(Ω)
γ2
(
1
n
n∑
i=1
K(νi)
)
(p+ 1)−1. (3.4)
Rate of convergence in W2 distance between a discrete measure and its empirical counterpart
are also given in one-dimension in [BL14]. When the measures ν1, . . . , νn are supported on Rd
with d ≥ 2, we refer to the discussion in Section 5 which uses the results in [FG15] on the rate
of convergence of an empirical measure in Wasserstein distance to derive rates of convergence
for dE
(
µγPνn , µˆ
γ
n,p
)
.
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4 Convergence properties of penalized empirical barycenters
In this section, we study for Ω ⊂ Rd compact the convergence of the penalized Wasserstein
barycenter of a set ν1, . . . ,νn of independent random measures sampled from a distribution
P towards a minimizer of J0P , i.e. a population Wasserstein barycenter of the probability
distribution P ∈ W2(P2(Ω)). Throughout this section, it is assumed that E is a smooth
relative G-functional so that it satisfies Assumption 2.1. We first introduce and recall some
notations.
Definition 4.1. For ν1, . . . ,νn iid random measures in P2(Ω) sampled from a distribution
P ∈W2(P2(Ω)), we set Pn = 1n
∑n
i=1 δνi . Moreover, we use the notation (with γ > 0)
µ
γ
Pn
= argmin
µ∈P2(Ω)
JγPn(µ) =
∫
W 22 (µ, ν)dPn(ν) + γE(µ) (4.1)
µγP = argmin
µ∈P2(Ω)
JγP (µ) =
∫
W 22 (µ, ν)dP(ν) + γE(µ) (4.2)
µ0P ∈ argmin
µ∈P2(Ω)
J0P(µ) =
∫
W 22 (µ, ν)dP(ν), (4.3)
that will be respectively referred as to the penalized empirical Wasserstein barycenter (4.1),
the penalized populationWasserstein barycenter (4.2) and the populationWasserstein barycen-
ter (4.3).
Remark 4.2. Thanks to Theorem 3.1, one has that the penalized Wasserstein barycenters
µ
γ
Pn
and µγP are well defined in the sense that they are the unique minimizers of J
γ
Pn
and JγP
respectively. By Theorem 2 in [LGL16], there exists a population Wasserstein barycenter µ0P
but it is not necessarily unique. Nevertheless, as argued in [AC17], a sufficient condition for
the uniqueness of µ0P is to assume that the distribution P gives a strictly positive mass to the
set of a.c. measures with respect to the Lebesgue measure. Moreover, if P is supported on
the set of measures P2(Ω) ∩ Lq(Ω) for some q ∈ (1,+∞) (i.e. P2(Ω) measures with Lq(Ω)
densities), it follows that µ0P admits a density in Lq(Ω). This property is also claimed in
[AC17], and proved from displacement convexity arguments of the Lq(Ω) norm (see [AC11]
for the discrete case).
In what follows, we discuss some convergence results on the penalized Wasserstein barycen-
ters µγP as γ tends to 0 and µ
γ
Pn
as n tends to +∞. To this end, we will need tools borrowed
from the empirical process theory (see [VDVW96]).
Definition 4.3. Let F = {f : U 7→ R} be a class of real-valued functions defined on a
given set U , endowed with a norm ‖ · ‖. An envelope function F of F is any function
u 7→ F (u) such that |f(u)| ≤ F (u) for every u ∈ U and f ∈ F . The minimal envelope
function is u 7→ supf |f(u)|. The covering number N(ǫ,F , ‖ · ‖) is the minimum number of
balls {‖g − f‖ < ǫ} of radius ǫ and center g needed to cover the set F . The metric entropy
is the logarithm of the covering number. Finally, we define
I(δ,F) = sup
Q
∫ δ
0
√
1 + logN(ǫ‖F‖L2(Q),F , ‖ · ‖L2(Q))dǫ (4.4)
where the supremum is taken over all discrete probability measures Q supported on U with
‖F‖L2(Q) =
(∫ |F (u)|2dQ(u))1/2 > 0. The term I(δ,F) is essentially the integral of the square
root of the metric entropy along the radius of the covering balls of F .
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The proof of the following theorems are given in Appendix A.4.
4.1 Convergence of µ
γ
P towards µ
0
P
We here present convergence results of the penalized population Wasserstein barycenter µγP
toward µ0P as γ → 0. This is classically referred to as the convergence of the bias term in
nonparametric statistic.
Theorem 4.4. Suppose that Ω is a compact of Rd. Then, every limit of a subsequence of
(µγP)γ in the metric space (P2(Ω),W2) is a population Wasserstein barycenter. If we further
assume that µ0P is unique, then one has that
lim
γ→0
W2(µ
γ
P, µ
0
P) = 0.
Moreover, if µ0P ∈ D(E) and ∇E(µ0P) is a continuous function on Ω then
lim
γ→0
DE(µ
γ
P, µ
0
P) = 0,
where DE is the non-symmetric Bregman divergence defined by
DE(µ
γ
P, µ
0
P) = E(µ
γ
P)− E(µ0P)− 〈∇E(µ0P), µγP − µ0P〉. (4.5)
4.2 Convergence of µ
γ
Pn
towards µ
γ
P
We establish a general result about the convergence to zero of E(d2E(µ
γ
Pn
, µγP)) that is referred
to as the variance term. Complementary results on the rate of convergence of this variance
term are then given. These additional results are shown to be useful to obtain a data-driven
choice for the regularization paper γ as detailed in the companion paper [BCP18] where we
provide numerical experiments illustrating the use of penalized Wasserstein barycenters for
data analysis.
Theorem 4.5. If Ω is a compact of Rd, then, for any γ > 0, one has that
lim
n→∞E(d
2
E(µ
γ
Pn
, µγP)) = 0 (4.6)
We can actually provide a rate of convergence for this variance term which deeply depends
on compactness properties of the space of measures considered in the minimization problem
(3.1). To this end, we introduce the class of functions
H = {hµ : ν ∈ P2(Ω) 7→W 22 (µ, ν) ∈ R for µ ∈ P2(Ω)}.
Theorem 4.6. If Ω is a compact of Rd, then one has that
E(d2E(µ
γ
Pn
, µγP)) ≤
CI(1,H)‖H‖L2(P)
γ2n
(4.7)
where C is a positive constant depending on Ω, H is an envelope function of H and I(1,H)
is defined in (4.4).
To complete this result in a satisfying way, one needs to prove that I(1,H) is bounded,
which depends on the rate of convergence of the metric entropy towards infinity as the radius
ǫ of the covering balls tends to zero.
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The one-dimensional case Studying the metric entropy of the class H boils down to
studying the metric entropy of the space (P2(Ω),W2). By approximating each measure by
discrete ones, this corresponds to the metric entropy of the space of discrete distributions
on Ω, which is of order 1/ǫd where d is the dimension of Ω assumed to be compact (see e.g.
[Ngu13]). The term I(1,H) appearing in (4.7) is thus finite in the one dimensional case.
Theorem 4.7. If Ω is a compact subset of R, then there exists a finite constant C > 0 such
that
E(d2E(µ
γ
Pn
, µγP)) ≤
C
γ2n
.
The d-dimensional case with additional penalization. In the case d ≥ 2, the class
of functions H = {hµ : µ ∈ P2(Ω)} is too large to control the metric entropy and to have a
finite value for I(1,H). To tackle this issue, we impose more smoothness on the penalized
Wasserstein barycenter. More precisely, we assume that Ω is a smooth and uniformly convex
set, and for a smooth relative G-functional with reference measure λ = dx (that we denote
by EG) we choose the penalizing function
E(µ) =
{
EG(µ) + ‖f‖2Hk(Ω) =
∫
ΩG(f(x))dx + ‖f‖2Hk(Ω), if f = dµdx and f ≥ α,
+∞ otherwise. (4.8)
where ‖ · ‖Hk(Ω) denotes the Sobolev norm associated to the L2(Ω) space and α > 0 is
arbitrarily small. Remark that we could choose a linear combination with different weights
for the relative G-functional and the squared Sobolev norm. Then, the following result holds.
Theorem 4.8. Suppose that Ω is a compact and uniformly convex set with a C1 boundary.
Assume that the penalty function E is given by (4.8) for some α > 0 and k > d − 1. Then,
there exists a finite contant C > 0 such that
E
(
d2EG
(
µ
γ
Pn
, µγP
))
≤ E
(
d2E
(
µ
γ
Pn
, µγP
))
≤ C
γ2n
.
5 Discussion
In order to sum up the different results, let us consider the setting of Subsection 3.3. More
precisely, assume that P ∈ W2(P2(Ω)) is a distribution which gives mass one to the set of
a.c. measures (with respect to the Lebesgue measure dx). Hence, thanks to Remark 4.2,
there exists a unique population Wasserstein barycenter µ0P which is an a.c. measure. We also
assume that Ω is a compact and uniformly convex set with a C1 boundary.
Now, let ν1, . . . ,νn be iid random measures sampled from P. For each 1 ≤ i ≤ n, suppose
that, conditionally on νi, we are given a sequence Xi,1, . . . ,X i,pi of iid observations in R
d
sampled from the measure νi. Recall the notation Pνn =
1
n
∑n
i=1 δνi , νpi =
1
pi
∑pi
j=1 δXi,j and
p = min1≤i≤n pi, and consider the regularized Wasserstein barycenter µˆγn,p defined as
µˆγn,p = argmin
µ∈P2(Ω)
1
n
n∑
i=1
W 22 (µ,νpi) + γE(µ),
with the following penalizing functional defined for any arbitrarily small α > 0
E(µ) =
{
1
2
∫
Ω |f(x)|2dx+ ‖f‖2Hk(Ω), if f = dµdx and f ≥ α,
+∞ otherwise. (5.1)
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For two a.c. measures µ = µf and ν = νg with density f and g, it is easily seen that the
symmetric and non-symmetric Bregman divergences related to E satisfy
dE(µf , νg) ≥ ‖f − g‖2L2(Ω) and DE(µf , νg) ≥
1
2
‖f − g‖2L2(Ω).
Let us now discuss the convergence of the measure µˆγn,p towards µ
0
P with respect to the squared
L2(Ω) distance between their respective densities fˆ
γ
n,p and f
0
P, when both n and p tend to
infinity and γ tends to 0. To this end, it is necessary to assume that f0P ≥ α, and we consider
the decomposition
E ‖fˆγn,p − f0P‖2L2(Ω) ≤ 3
√√√√√E d2E
(
µˆγn,p, µ
γ
Pνn
)
︸ ︷︷ ︸
Stability term
+ 3
√√√√√E d2E
(
µγPνn , µ
γ
P
)
︸ ︷︷ ︸
Variance term
+ 6DE
(
µγP, µ
0
P
)
︸ ︷︷ ︸
Bias term
.
Then, we gather the results on the stability Theorem 3.3 combined with Theorem 1 in [FG15],
Theorem 4.6 (convergence of the variance term) and Theorem 4.4 (convergence of the bias
term) to prove the convergence to zero of the three terms in the right-hand side of the above
inequality.
Stability term Recall that by inequality (3.3) one has that
E
(
d2E
(
µˆγn,p, µ
γ
Pνn
))
≤ 16 diam(Ω)
γ2n
n∑
i=1
E
(
W 22 (νi,νpi)
)
.
For each 1 ≤ i ≤ n and conditionally on νi, the convergence to zero of E
(
W 22 (νi,νpi)
)
as pi
tends to infinity can be controlled using the results in [FG15]. For instance, if the measure
νi has a moment of order q > 4 then, by Theorem 1 in [FG15], it follows that there exists a
constant Cq,d > 0 (depending only on q and d) such that
E
(
W 22 (νi,νpi)
)
≤ Cq,dE
(
M2/qq (νi)
)
p
−1/2
i
provided that d < 4, and where Mq(νi) =
∫
Ω |x|qdνi(x). Hence, under such assumptions on
q and d, it follows that
E
(
d2E
(
µˆγn,p, µ
γ
Pνn
))
≤ 4Cq,dE
(
M2/qq (ν1)
) 1
γ2p1/2
. (5.2)
Finer results on the convergence rate of E
(
W 22 (νi,νpi)
)
in dimension 2 can also be found in
[AST18] and [AG18].
Variance term By Theorem 4.6 , one obtains that E
(
d2E
(
µγPνn , µ
γ
P
))
≤ Cγ2n .
Bias term By Theorem 4.4, lim
γ→0
DE(µ
γ
P, µ
0
P) = 0.
Let us finally assume that the distribution P is such that E
(
M
2/q
q (ν1)
)
< +∞. Therefore,
under the various assumptions made in this discussion, and by combining the above results,
the expected squared L2(Ω) error E
(
‖fˆγn,p − f0P‖2L2(Ω)
)
converges to zero provided that γ =
γn,p is a sequence of regularizing parameters converging to zero such that
lim
min(n,p)→∞
γ2n,pn = +∞ and lim
min(n,p)→∞
γ2n,pp
1/2 = +∞.
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A Proofs of the paper
A.1 Proof of the subgradient’s inequality
The proof of Theorem 2.11 is based on the two succeeding lemmas.
Lemma A.1. The two following assertions are equivalent:
1. µ ∈ P2(Ω) minimizes J over P2(Ω),
2. there exists a subgradient φ ∈ ∂J(µ) such that 〈φ, η − µ〉 ≥ 0 for all η ∈ P2(Ω).
Proof of Lemma A.1. 2⇒1. Let φ ∈ ∂J(µ) such that 〈φ, η − µ〉 ≥ 0 for all η ∈ P2(Ω). By
definition of the subgradient, ∀ η ∈ P2(Ω), we have J(η) ≥ J(µ) + 〈φ, η − µ〉 which is greater
than J(µ) by assertion. Hence µ minimizes J .
1⇒2. Take µ ∈ int(dom J) (that is J(µ) < +∞) such that µ is a minimum of J over P2(Ω).
Then the directional derivative of J at the point µ along (η − µ) exists (Proposition 2.22 in
[Cla13]) and satisfies
J ′(µ; η − µ) := lim
t→0
t>0
J(µ+ t(η − µ))− J(µ)
t
≥ 0. (A.1)
Remark that P2(Ω) is a convex set. By Proposition 4.3 of [Cla13], since J is a proper convex
function and µ ∈ dom(J), we obtain the equivalence
φ ∈ ∂J(µ) ⇔ 〈φ,∆〉 ≤ J ′(µ;∆) for all ∆ ∈ P2(Ω).
Moreover, since J is proper convex and lower semi-continuous, so is J ′(f ; ·). Given that
P2(Ω) is a Hausdorff convex space, we get by Theorem 7.6 of [AB06], that for all (η − µ) ∈
P2(Ω), J ′(µ; η − µ) = sup{〈φ, η − µ〉 where φ is such that 〈φ,∆〉 ≤ J ′(µ;∆),∀∆ in P2(Ω)}.
Hence by (A.1) we get sup
φ∈∂J(µ)
〈φ, η − µ〉 ≥ 0. We then define the ball Bǫ = {η + µ ∈
M(Ω) such that ‖η‖TV ≤ ǫ}, where ‖ · ‖TV is the norm of total variation. We still have
inf
η∈Bǫ∩P2(Ω)
sup
φ∈∂J(µ)
〈φ, η − µ〉 ≥ 0.
Note that ∂J(µ) in a convex set. Moreover Bǫ ∩ P2(Ω) is compact, and (φ, η) 7→ 〈φ, η − µ〉
is bilinear. Thus we can switch the infimum and the supremum by the Ky Fan’s theorem
(4.36 in [Cla13]). In that way, there exists φ ∈ ∂J(f) such that inf
η∈Bǫ∩P2(Ω)
〈φ, η − µ〉 ≥ 0.
By convexity of P2(Ω), any ζ ∈ P2(Ω) can be written as t(η − µ) + µ for some t ≥ 0 and
η ∈ Bǫ ∩ P2(Ω). This concludes the proof of the lemma.
We also need the following lemma which follows from Proposition 7.17 in [San15].
Lemma A.2. Let µ ∈ P2(Ω) and φ ∈ L1(µ), then
φ ∈ ∂1W 22 (µ, ν)⇔ ∃ ψ ∈ L1(ν) such that φ(x) + ψ(y) ≤ |x− y|2
and W 22 (µ, ν) =
∫
φdµ +
∫
ψdν where ∂1W
2
2 (µ, ν) denote the subdifferential of the function
W 22 (·, ν) at µ.
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From these lemmas, we directly get the proof of Theorem 2.11.
Proof of Theorem 2.11. Let µ ∈ P2(Ω) be a minimizer of J . From Lemma A.1, we know
that there exists φ a subgradient of J in µ such that 〈φ, η − µ〉 ≥ 0 for all η ∈ P2(Ω).
Since ζ 7→ E(ζ) is convex differentiable, ζ 7→ W 22 (ζ, ν) is a continuous convex function and
µ minimizes J , we have by the subdifferential of the sum (Theorem 4.10 in [Cla13]) that
∂J(µ) = ∂1W 22 (µ, ν) + γ ∇E(µ). This implies that all φ ∈ ∂J(µ) is written φ = φ1 + φ2 with
φ1 = φµ,ν optimal for the couple (µ, ν) (by Lemma A.2) and φ2 = γ∇E(µ). Finally, we have
that 〈φµ,ν+γ∇E(µ), η−µ〉 ≥ 0 for all η ∈ P2(Ω) that is γ 〈∇E(µ), µ−η〉 ≤ −
∫
φµ,νd(µ−η),
∀η ∈ P2(Ω).
A.2 Proof of existence, uniqueness and stability of penalized barycenters
For the sake of completeness, we introduce the functional space Y := {g ∈ C(Ω) : x 7→
g(x)/(1 + |x|2) is bounded} endowed with the norm
‖g‖Y = supx∈Ω |g(x)|/(1 + |x|2) where C(Ω) is the space of continuous functions from Ω to R.
We finally denote as Z the closed subspace of Y given by Z =
{
g ∈ C(Ω) : lim|x|→∞ g(x)/(1 + |x|2) = 0
}
.
The space M(Ω) of bounded Radon measures is identified with the dual of C0(Ω) (space of
continuous functions that vanish at infinity). Finally, we denote by L1(µ) the set of integrable
functions g : Ω→ R with respect to the measure µ.
Proof of Theorem 3.1. Let (µk)k ⊂ P2(Ω) a minimizing sequence of probability measures of
JγPn . Hence, there exists a constant M ≥ 0 such that ∀k, J
γ
Pn
(µk) ≤ M . It follows that for
all k, 1n
∑n
i=1W
2
2 (µ
k, νi) ≤M . By Lemma 2.1 of [AC11] we thus have
1
n
n∑
i=1
W 22 (ν
i, µk) = 2
n∑
i=1
sup
f∈Z
{∫
Ω
fdµk +
∫
Ω
Sf(x)dνi(x)
}
≤M,
where Sf(x) = inf
y∈Ω
{ 12n |x− y|2− f(y)}. Since the function x 7→ |x|α (with 1 < α < 2) belongs
to Z, we have that
∫
Rd |x|αdµk(x) is bounded by a constant L ≥ 0 for all k. We deduce that
(µk)k is tight (for instance, take the compact Kc = {x ∈ Ω such that |x|α > Lǫ }). Since
(µk)k is tight, by Prokhorov’s theorem, there exists a subsequence of (µk)k (still denoted
(µk)k) which weakly converges to a probability measure µ. Moreover, one can prove that
µ ∈ P2(Ω). Indeed for all lower semicontinuous functions bounded from below by f , we have
that lim inf
k→∞
∫
Ω f(x)dµ
k(x) ≥ ∫Ω f(x)dµ(x) by weak convergence. Hence for f : x 7→ |x|2, we
get
∫
Ω |x|2dµ(x) ≤ lim infk→∞
∫
Ω |x|2dµk(x) < +∞, and thus µ ∈ P2(Ω).
Let (πki )1≤i≤n,1≤k be a sequence of optimal transport plans where π
k
i is an optimal trans-
port plan between µk and νi. Since supkW
2
2 (µ
k, νi) = supk
∫∫
Ω×Ω |x − y|2dπki (x, y) < +∞,
we may apply Proposition 7.1.3 of [AGS08]: (πki )k is weakly relatively compact on the prob-
ability space over Ω×Ω and every weak limit πi is an optimal transport plan between µ and
νi with, for all 1 ≤ i ≤ n, W 22 (µ, νi) ≤ lim inf
k→∞
∫
Ω×Ω |x− y|2dπki (x, y) < +∞. Since E is lower
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semicontinuous, we get that
lim inf
k→∞
JγPn(µ
k) = lim inf
k→∞
1
n
n∑
i=1
W 22 (µ
k, νi) + γE(µk)
≥ 1
n
n∑
i=1
W 22 (µ, νi) + γE(µ) = J
γ
Pn
(µ).
Hence JγPn admits at least µ ∈ P2(Ω) as a minimizer. Finally, by the strict convexity of J
γ
Pn
on its domain, the minimizer is unique and it belongs to D(E) as defined in (2.5), which
completes the proof.
Proof of Theorem 3.2. First, let us prove the existence of a minimizer. For that purpose, we
decide to follow the sketch of the proof of the existence of a Wasserstein barycenter given by
Theorem 1 in [LGL16]. We suppose that (Pn)n≥0 ⊆ W2(P2(Ω)) is a sequence of measures,
such that µn ∈ P2(Ω) is a probability measure minimizing JγPn , for all n. Furthermore, we
suppose that there exists P ∈ W2(P2(Ω)) such that W2(P,Pn) −→
n→+∞ 0. We then have to
prove that (µn)n≥1 is precompact and that all limits minimize J
γ
P . We denote µ˜ a random
measure with distribution P and µ˜n a random measure with distribution Pn.
Hence we get
W2(µn, δx) =W2(δµn , δδx) ≤ W2(δµn ,Pn) +W2(Pn, δδx)
= E(W 22 (µ
n, µ˜n))1/2 + E(W 22 (µ˜
n, δx))1/2.
Moreover, E(W 22 (µ
n, µ˜n))1/2 ≤M for a constant M ≥ 0 since µn minimizes JγPn and µ˜n is of
law Pn. Then for x ∈ Ω
W2(µn, δx) ≤M +W2(Pn, δδx) ≤M +W2(Pn,P) +W2(P, δδx) ≤ L
since W2(Pn,P) −→
n→+∞ 0 and P ∈ W2(P2(Ω)) by hypothesis. By Markov inequality, we have
for r > 0
µn(B(x, r)c) = Pµn(|X − x|2 ≥ r2) ≤ Eµ
n(|X − x|2)
r2
=
W 22 (µ
n, δx)
r2
and µn(B(x, r)c) ≤ L2r2 . Hence (µn)n is tight: it is possible to extract a subsequence (still
denoted (µn)) which converges weakly to a measure µ by Prokhorov’s theorem. Let us show
that µ minimizes JγP . Let η ∈ P2(Ω) and ν ∈ P2(Ω) with distribution P.
JγP (η) = EP(W
2
2 (η, ν)) + γE(η)
=W22 (δη ,P) + γE(η)
= lim
n→+∞W
2
2 (δη ,Pn) + γE(η) since by hypothesis W2(Pn,P)→ 0
≥ lim inf
n→+∞ W
2
2 (δµn ,Pn) + γE(µ
n) since µn minimizes JγPn (A.2)
Moreover, we have by the inverse triangle inequality that
lim inf
n→+∞ W2(δµn ,Pn) ≥ lim infn→+∞ (W2(δµn ,P)−W2(P,Pn)).
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First, W2(P,Pn)→ 0 by assumption. Second, we have that
lim inf
n→+∞ W2(δµn ,P) ≥
∫
lim inf
n→+∞ W
2
2 (µn, ν)dP(ν) by Fatou’s Lemma
≥
∫
W 22 (µ, ν)dP(ν) =W22 (δµ,P)
Thus from (A.2) and by lower semicontinuity of E, we conclude that JγP (η) ≥
W22 (δµ,P) + γE(µ) = JγP (µ). Hence µ minimizes JγP . To finish the proof of the existence
of a minimizer, we need the following result whose proof can be found in [LGL16].
Theorem A.3. For all P ∈W2(P2(Ω)), there is a sequence of finitely supported distributions
Pn (that is Pn =
∑K
k=1 λkδκk where
∑K
k=1 λk = 1) such that
W22 (Pn,P) −→n→+∞ 0.
Now, by Theorem A.3 it follows that for a given distribution P, one can find a sequence of
finitely supported distributions Pn such that for all n there exists a unique measure µn ∈ P2(Ω)
minimizing JγPn using Theorem 3.1 and such that W
2
2 (Pn,P) −→n→+∞ 0 thanks to Theorem A.3.
Therefore there is a probability measure µ which minimizes JγP . Let us make sure that µ is
indeed in the space P2(Ω). From Theorem 3.1, we also have that µn ∈ P2(Ω) for all n. Thus
by weak convergence,
∫
Ω |x|2dµ(x) ≤ lim infn→+∞
∫
Ω |x|2dµn(x) < +∞. Finally, the uniqueness of
the minimum is obtained by the strict convexity of the functional µ 7→ EP(W 22 (µ, ν))+γE(µ)
on the domain D(E), which completes the proof.
A.3 Proof of the stability Theorem 3.3
Proof of Theorem 3.3. We denote by µ, ζ ∈ P2(Ω) the probability measures such that µ
minimizes JγPνn and ζ minimizes J
γ
P
η
n
. For each 1 ≤ i ≤ n, one has that θ 7→ 1nW 22 (θ, νi)
is a convex, proper and continuous function. Therefore, Theorem 4.10 in [Cla13], we have
that ∂JPνn(µ) =
1
n
∑n
i=1 ∂1W
2
2 (µ, νi) + γ∇E(µ). Hence by Lemma A.2, any φ ∈ ∂JPνn(µ)
is of the form φ = 1n
∑n
i=1 φi + γ ∇E(µ) where for all i = 1, . . . , n, φi = φµ,νi is optimal
in the sense that (φµ,νi , ψµ,νi) is an optimal couple associated to (µ, νi) in the Kantorovich
formulation of the Wasserstein distance (see Theorem 2.2). Therefore by Lemma A.1, there
exists φ = 1n
∑n
i=1 φ
µ,νi + γ∇E(µ) such that 〈φ, θ − µ〉 ≥ 0 for all θ ∈ P2(Ω). Likewise, there
exists φ˘ = 1n
∑n
i=1 φ
ζ,ηi+γ∇E(ζ) such that 〈φ˘, θ−ζ〉 ≥ 0 for all θ ∈ P2(Ω). Finally, we obtain
γ〈∇E(µ)−∇E(ζ), µ− ζ〉 ≤ −
∫
Ω
(
1
n
n∑
i=1
(φµ,νi − φζ,ηi)
)
d(µ− ζ).
Following the proof of Kantorovich duality’s theorem in [Vil03], we can restrict the supremum
over (φ,ψ) ∈ CW in Kantorovich’s duality Theorem 2.2 to the admissible pairs (φcc, φc) where
φc(y) = infx{|x− y|2 − φ(x)} and φcc(x) = infy{|x− y|2 − φc(y)}. Then, we replace φµ,νi by
(φµ,νi)cc (resp. φζ,ηi by (φζ,ηi)cc ) and ψµ,νi by (φµ,νi)c (resp. ψζ,ηi by (φζ,ηi)c ) and obtain
γ〈∇E(µ)−∇E(ζ), µ− ζ〉 ≤ − 1
n
n∑
i=1
∫
Ω
[
(φµ,νi)cc(x)− (φζ,ηi)cc(x)
]
d(µ− ζ)(x)
= − 1
n
n∑
i=1
∫∫
Ω×Ω
[
(φµ,νi)cc(x)− (φζ,ηi)cc(x)
]
d(πµ,νi − πζ,ηi)(x, y),
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where πµ,νi is an optimal transport plan on Ω×Ω with marginals µ and νi for i ∈ {1, . . . , n}
(and πζ,ηi optimal with marginals ζ and ηi). Developing the right-hand side expression in the
above inequality, we get
γ〈∇E(µ)−∇E(ζ), µ− ζ〉
≤ − 1
n
n∑
i=1
[∫∫
(φµ,νi)cc(x)dπµ,νi(x, y) +
∫∫
(φζ,ηi)cc(x)dπζ,ηi(x, y)
]
+
1
n
n∑
i=1
[∫∫
(φµ,νi)cc(x)dπζ,ηi(x, y) +
∫∫
(φζ,ηi)cc(x)dπµ,νi(x, y)
]
.
From the condition (2.3) in the Kantorovich’s dual problem, we have that
(φµ,νi)cc(x) ≤ |x−y|2−(φµ,νi)c(y) and (φζ,ηi)cc(x) ≤ |x−y|2−(φζ,ηi)c(y) for all i ∈ {1, . . . , n}.
Moreover, we have that (φµ,νi)cc(x)dπµ,νi(x, y) =
(|x− y|2 − (φµ,νi)c(y))
dπµ,νi(x, y) and likewise (φζ,ηi)cc(x)dπζ,ηi(x, y) =
(
|x− y|2 − (φζ,ηi)c(y)
)
dπζ,ηi(x, y). We
therefore deduce that
γ〈∇E(µ)−∇E(ζ), µ− ζ〉 ≤ − 1
n
n∑
i=1
[∫∫ (
|x− y|2 − (φµ,νi)c(y)
)
dπµ,νi(x, y)
+
∫∫ (
|x− y|2 − (φζ,ηi)c(y)
)
dπζ,ηi(x, y)
]
+
1
n
n∑
i=1
[∫∫ (
|x− y|2 − (φµ,νi)c(y)
)
dπζ,ηi(x, y)
+
∫∫ (
|x− y|2 − (φζ,ηi)c(y)
)
dπµ,νi(x, y)
]
=
1
n
n∑
i=1
∫
Ω
[
(φµ,νi)c(y)− (φζ,ηi)c(y)
]
d(νi − ηi)(y).
For all 1 ≤ i ≤ n, we have that (φµ,νi)c and (φζ,ηi)c are 2 diam(Ω)-Lipschitz by definition,
which implies that
[
(φµ,νi)c − (φζ,ηi)c
]
is 4 diam(Ω)-Lipschitz for all 1 ≤ i ≤ n. We then
conclude
γ〈∇E(µ)−∇E(ζ), µ− ζ〉
≤ 4 diam(Ω)
n
n∑
i=1
sup
{∫
φ d(νi − ηi); φ ∈ ∩L1(|νi − ηi|), ‖φ‖Lip ≤ 1
}
=
4diam(Ω)
n
n∑
i=1
W1(νi, ηi) ≤ 4 diam(Ω)
n
n∑
i=1
W2(νi, ηi),
by the Kantorovich-Rubinstein theorem presented in [Vil03], while the last inequality above
comes from Hölder inequality between the distance W2 and the distance W1 defined for θ1, θ2
(probability measures on Ω with moment of order 1) as
W1(θ1, θ2) = inf
π
∫
Ω
∫
Ω
|x− y|dπ(x, y)
where π is a probability measure on Ω × Ω with marginals θ1 and θ2. Since µ and ζ are
independent, we can assign to νi any ησ(i) for σ ∈ Sn the permutation group of {1, . . . , n}
to obtain γ〈∇E(µ) − ∇E(ζ), µ − ζ〉 ≤ 4 diam(Ω)n infσ∈Sn
∑n
i=1W2(νi, ησ(i)), which completes the
proof.
19
A.4 Proof of convergence properties
Convergence of µγP towards µ
0
P
Proof of Theorem 4.4. By Theorem 2.1.(d) in [Bra06], JγP Γ-converges to J
0
P in 2-Wasserstein
metric. Indeed for every sequence (µγ)γ ⊂ P2(Ω) converging to µ ∈ P2(Ω),
J0P(µ) ≤ lim inf
γ→0
JγP (µγ)
by lower semicontinuity of JγP with respect to theW2 metric. Moreover, there exists a sequence
(µγ)γ converging to µ (for instance take (µγ)γ constant and equal to µ) such that lim
γ→0
JγP (µγ) =
lim
γ→0
JγP (µ) = J
0
P(µ). One can also notice that J
γ
P : P2(Ω) → R is equi-coercive: for all t ∈ R,
the set {ν ∈ P2(Ω) such that JγP (ν) ≤ t} is included in a compact Kt since it is closed in the
compact set P2(Ω) (by compactness of Ω). Therefore, we can apply the fundamental theorem
of Γ-convergence (Theorem 2.10 in [Bra06]) in the metric space (P2(Ω),W2) to obtain the
first statement of Theorem 4.4.
Let us now use this result to prove the convergence in non-symmetric Bregman diver-
gence of µγP under the assumption that the population Wasserstein barycenter is unique. By
definition (4.2) of µγP, we get that∫
W 22 (µ
γ
P, ν)dP(ν)−
∫
W 22 (µ
0
P, ν)dP(ν) + γ(E(µ
γ
P)− E(µ0P)) ≤ 0, (A.3)
and by definition (4.3) of µ0P, one has that
∫
W 22 (µ
γ
P, ν)dP(ν)−
∫
W 22 (µ
0
P, ν)dP(ν) ≥ 0. There-
fore, one has that E(µγP) − E(µ0P) ≤ 0 and thus, by definition (4.5) of the non-symmetric
Bregman divergence, it follows that
DE(µ
γ
P, µ
0
P) ≤ 〈∇E(µ0P), µ0P − µγP〉.
Since∇E(µ0P) is assumed to be a continuous function on the compact set Ω, the above inequal-
ity and the fact that lim
γ→0
W2(µ
γ
P, µ
0
P) = 0 implies that limγ→0
DE(µ
γ
P, µ
0
P) = 0 since convergence
of probability measures for the W2 metric implies weak convergence.
Convergence of µ
γ
Pn
towards µγP. In what follows, C denotes a universal constant whose
value may change from line to line.
Proof of Theorem 4.5. We denote by C a universal constant whose value may change from
line to line. From the subgradient’s inequality (2.12) and following the same process used in
the proof of the stability’s Theorem 3.3, we have that, for each νi, i = 1, . . . , n, there exists
φµ
γ
Pn
,νi integrable with respect to µγPn(x)dx such that for all η ∈ P2(Ω):〈
1
n
n∑
i=1
φµ
γ
Pn
,νi + γ∇E(µγPn), η − µ
γ
Pn
〉
≥ 0. (A.4)
By applying once again the subgradient’s inequality, we get
µγP minimizes J
γ
P ⇔ ∃φ ∈ ∂JγP (µγP) s. t. 〈φ, η − µγP〉 ≥ 0 for all η ∈ P2(Ω).
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Let us explicit the form of a subgradient φ ∈ ∂JγP (µγP) using again the Theorem of the
subdifferential of a sum. We have that µ 7→ W 22 (µ, ν) is continuous for all ν ∈ P2(Ω).
Moreover by symmetry, ν 7→ W 22 (µ, ν) is measurable for all µ ∈ P2(Ω) and W 22 (µ, ν) ≤∫∫ |x− y|2dµ(x)dν(y) ≤ 2 ∫ |x|2dµ(x) + 2 ∫ |y|2dν(y) ≤ C is integrable with respect to dP(ν).
Hence, by the Theorem of continuity under integral sign, we deduce that µ 7→ E[W 22 (µ,ν)] is
continuous. Thus we can manage the subdifferential of the following sum and one has that
∂JγP (µ
γ
P) = ∂1[E(W
2
2 (µ
γ
P,ν))]+γ∇E(µγP), where ν is still a random measure with distribution
P. Also the Theorem 23 in [Roc74] implies ∂1E[W 22 (µ
γ
P,ν)] = E[∂1W
2
2 (µ
γ
P,ν)]. We sum up as
µγP minimizes J
γ
P ⇔
〈∫
φµ
γ
P
,νdP(ν) + γ∇E(µγP), η − µγP
〉
≥ 0, ∀ η ∈ P2(Ω). (A.5)
In the sequel, to simplify the notation, we use µ := µγPn and η := µ
γ
P. Therefore thanks
to (A.4) and (A.5)
dE(µ, η) = 〈∇E(µ)−∇E(η),µ − η〉
≤ −1
γ
〈
1
n
n∑
i=1
φµ,νi −
∫
φη,νdP(ν),µ− η
〉
(A.6)
=
1
γ
(
1
n
n∑
i=1
[∫
φµ,νi(x)dη(x) −
∫
φµ,νi(x)dµ(x)
]
+
∫∫
φη,νdP(ν)dµ(x)−
∫∫
φη,νdP(ν)dη(x)
)
.
We would like to switch integrals of the two last terms. In that purpose, we use that∫
W 22 (η, ν)dP(ν) < +∞, since P ∈W2(P2(Ω)).
As 0 ≤ ∫ W 22 (η, ν)dP(ν) = ∫ (∫ φη,ν(x)dη(x) + ∫ ψη,ν(x)dν(y)) dP(ν), we also have that∫∫
φη,ν(x)dη(x)dP(ν) < +∞. Since x 7→ φη,ν(x) and ν 7→ φη,ν(x) are measurables, we obtain
by Fubini’s theorem
∫
Ω
∫
P2(Ω) φ
η,νdP(ν)dη(x) =∫
P2(Ω)
∫
Ω φ
η,νdη(x)dP(ν). By the same tools, since∫
W 22 (µ, ν)dP(ν) =
∫ (∫
φµ,ν(x)dµ(x) +
∫
ψµ,ν(x)dν(y)
)
dP(ν)
≥
∫ (∫
φη,ν(x)dµ(x) +
∫
ψη,ν(x)dν(y)
)
dP(ν),
we get
∫
(
∫
φη,ν(x)dµ(x)) dP(ν) < +∞, so ∫Ω ∫P2(Ω) φη,νdP(ν)dµ(x) =∫
P2(Ω)
∫
Ω φ
η,νdµ(x)dP(ν).
Therefore, by the dual formulation of Kantorovich, we have that
−
∫
φµ,νidµ(x) =
∫
ψµ,νi(y)dν i(y)−
∫∫
|x− y|2dπµ,νi(x, y) (A.7)
−
∫
φη,νdη(x) =
∫
ψη,ν(y)dν(y)−
∫∫
|x− y|2dπη,ν(x, y) (A.8)
where πµ,νi and πη,ν are optimal transport plans for the Wasserstein distance. Also, φµ,νi
and φη,ν verify the Kantorovich condition, that is
φµ,νi(x) ≤ −ψµ,νi(y) + |x− y|2 (A.9)
φη,ν(x) ≤ −ψη,ν(y) + |x− y|2. (A.10)
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Next, the trick is to write
∫
φµ,νi(x)dη(x) =
∫∫
φµ,νi(x)dπη,νi(x, y) and∫
φη,ν(x)dµ(x) =
∫∫
φη,ν(x)dπµ,ν(x, y). Thus, by using the equalities (A.7), (A.8) and the
inequalities (A.9) and (A.10), the result (A.6) becomes
γdE(µ, η) ≤− 1
n
n∑
i=1
∫∫
|x− y|2dπµ,νi(x, y) + 1
n
n∑
i=1
∫∫
|x− y|2dπη,νi(x, y)
+
∫ ∫∫
|x− y|2dπµ,ν(x, y)dP(ν) −
∫ ∫∫
|x− y|2dπη,ν(x, y)dP(ν).
(A.11)
We denote
Snµγ
Pn
:=
∫ ∫∫
|x− y|2dπµγPn ,ν(x, y)dP(ν) − 1
n
n∑
i=1
∫∫
|x− y|2dπµγPn ,νi(x, y) (A.12)
Snµγ
P
:=
1
n
n∑
i=1
∫∫
|x− y|2dπµγP ,νi(x, y)− E
(∫∫
|x− y|2dπµγP ,ν(x, y)
)
, (A.13)
and the previous inequality (A.11) finally writes
γdE(µ
γ
Pn
, µγP) ≤ Snµγ
Pn
+ Snµγ
P
. (A.14)
Taking the expectation with respect to the random measures, (A.14) implies
γ2E(d2E(µ
γ
Pn
, µγP)) ≤ 2E(|Snµγ
Pn
|2) + 2E(|Snµγ
P
|2). (A.15)
The first term related to µγP
n is easy to handle, since for i = 1, . . . , n the random variables∫∫ |x − y|2dπµγP ,νi(x, y) are independent and identically distributed. From the law of large
numbers, we can notice that Sn
µγ
P
−→ 0 almost surely when n → +∞. In particular, we
observe that
E
(
|Snµγ
P
|2
)
=
1
n
Var
(∫∫
|x− y|2dπµγP ,ν(x, y)
)
≤ C
n
. (A.16)
Let us now study E(|Sn
µ
γ
Pn
|2) thanks to the empirical process theory. We recall that the class
of functions H on P2(Ω) is defined as
H = {hµ : ν ∈ P2(Ω) 7→W 22 (µ, ν) ∈ R;µ ∈ P2(Ω)} (A.17)
ant its associated norm is ‖G‖H := suph∈H|G(h)| where G : H → R.
Therefore we obtain
Snµγ
Pn
=
∫
P2(Ω)
hµγ
Pn
(ν)dP(ν)−
∫
P2(Ω)
hµγ
Pn
(ν)dPn(ν) := (P− Pn)(hµγ
Pn
) (A.18)
≤ sup
h∈H
|(P− Pn) (h) |. (A.19)
We define the envelope function of H by
H : ν ∈ P2(Ω) 7→ supµ∈P2(Ω){W2(µ, ν);W 22 (µ, ν)},
22
which is integrable with respect to P by compacity of Ω. Let then HM be the class of
functions h˜µ := hµ1H≤M when hµ ranges over H. By the triangle reverse inequality, we have
for h˜µ, h˜µ′ ∈ HM
‖h˜µ − h˜µ′‖L1(Pn) =
1
n
n∑
i=1
|W2(µ, νi)−W2(µ′, νi)| (W2(µ, νi)−W2(µ′, νi))1H≤M
≤W2(µ, µ′) 2
n
n∑
i=1
H(νi)1H≤M ≤ 2MW2(µ, µ′).
We deduce that N(ε,HM ,L1(Pn)) ≤ N( ε2M ,KM ,W2) where KM = {µ ∈ P2(Ω)} is compact.
Then from Borel-Lebesgue, we deduce that logN(ε,HM ,L1(Pn)) can be bounded from above
by a finite number which does not depend on n. Theorem 2.4.3 in [VDVW96] allows us to
conclude that |Sn
µ
γ
Pn
| tends to 0 almost surely. By the mapping theorem, |Sn
µ
γ
Pn
|2 also tends to
0 a.s. Since it is bounded by a constant dependant only on the diameter of Ω, we have that
it is bounded by an integrable function. By the theorem of dominated convergence, we get
E
(
|Sn
µ
γ
Pn
|2
)
−→
n→∞ 0. Gathering (A.15), (A.16), we get for all γ > 0
E(d2E(µ
γ
Pn
, µγP)) −→n→∞ 0.
Rate of convergence between µ
γ
Pn
and µγP In order to achieve a rate a convergence, we
will need existing results on the notion of bracketing number defined below.
Definition A.4. Given two real-valued functions l and r, the bracket [l, r] is the set of all
functions f with l ≤ f ≤ r. An ǫ-bracket is a bracket [l, r] with ‖l − r‖ < ǫ. The bracketing
number N[](ǫ,F , ‖ · ‖) is the minimum number of ǫ-brackets needed to cover F .
Proof of Theorem 4.6. This proof follows on from the proof of Theorem 4.5. We recall from
(A.15)
γ2E(d2E(µ
γ
Pn
, µγP)) ≤ 2E(|Snµγ
Pn
|2)+2E(|Snµγ
P
|2), for Snµγ
Pn
, Snµγ
P
defined in (A.12), (A.13) (A.20)
where by (A.16), E
(
|Sn
µγ
P
|2
)
≤ Cn and by (A.19) we have for H given in (A.17)
|Snµγ
Pn
| ≤ sup
h∈H
|(P− Pn) (h) |.
Rewritting this term, we get |Sn
µ
γ
Pn
| ≤ 1√
n
‖Gn‖H where Gn(h) =
√
n(Pn − P)(h). We obtain
E
(
|Snµγ
Pn
|2
)
≤ 1
n
E
(
‖Gn‖2H
)
=
1
n
‖ ‖Gn‖H‖2L2(P). (A.21)
We then use the following Theorem 2.14.1. of [VDVW96] to control the last term in (A.21).
Theorem A.5. Let H be a Q-measurable class of measurable functions with measurable
envelope function H. Then for p ≥ 1,
‖ ‖Gn‖H‖Lp(Q) ≤ CI(1,H)‖H‖L2∨p(Q) (A.22)
with C a constant, I(1,H) defined in (4.4) and H an envelope function.
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Gathering the results of (A.15), (A.16), (A.21) and (A.22), we get
E(d2E
(
µ
γ
Pn
, µγP)
)
≤ 1
γ2n
(
C +CI(1,H)‖H‖L2(P)
)
(A.23)
which is completly valid for any Ω compact in Rd. The norm ‖H‖L2(P) is clearly finite since
for all ν ∈ P2(Ω), |hµ(ν)| ≤ 4c2Ω, with c2Ω = sup
x∈Ω
|x|2.
Proof of the Theorem 4.7. We assume here that Ω ⊂ R compact. It remains to study the
term I(1,H) defined in (4.4) for H in (A.17). By the triangle reverse inequality, we have
|hµ(ν)− hµ′(ν)| = |W2(ν, µ)−W2(ν, µ′)| (W2(ν, µ) +W2(ν, µ′)) ≤ W2(µ, µ′) 2H(ν).
Then, from Theorem 2.7.11 in [VDVW96], and since Theorem 4 in [KT59] allows us to bound
the metric entropy by the bracket entropy, we get
logN(ǫ‖H‖L2(Q),H, ‖ · ‖L2(Q)) ≤ logN[](ǫ‖H‖L2(Q),H, ‖ · ‖L2(Q))
≤ logN(ǫ,P2(Ω),W2) ≤ logN[](ǫ,P2(Ω),W2). (A.24)
Also, for d = 1, we have
W2(µ, µ′) =
(∫ 1
0
|F−µ (t)− F−µ′ (t)|2dt
)1/2
= ‖F−µ − F−µ′‖L2([0,1]) (A.25)
where F−µ is the quantile function of the cumulative distribution function Fµ of µ. We denote
by G = {F−µ , µ ∈ P2(Ω)} the class of quantile functions of probability measures µ in P2(Ω),
which are monotonic functions. Moreover, we can observe that F−µ : [0, 1] → [F−µ (0), F−µ (1)] ⊆
Ω, where Ω is a compact included in R. Hence, G is uniformly bounded, say by a constant
M > 0. By Theorem 2.7.5. of [VDVW96] concerning the bracket entropy of the class of
monotonic functions, we obtain that logN[](ǫ,G,L2[0, 1]) ≤ CMǫ , for some constant C > 0.
Finally, from relations (A.24) and (A.25), we can deduce that
I(1,H) = sup
Q
∫ 1
0
√
1 + logN(ǫ‖H‖L2(Q),H,L2(Q))dǫ ≤
∫ 1
0
√
1 +
CM
ǫ
dǫ <∞.
Proof of the Theorem 4.8. We here consider that Ω is a compact of Rd and E is given by
(4.8). Let us begin by underlining that since the norm of a Sobolev space is weakly∗ lower
semicontinuous, E is indeed lower semicontinuous for the Wasserstein metric. Supposing that
Ω has a C1 boundary, we have by the Sobolev embedding theorem that Hk(Ω) is included in
the Hölder space Cm,β(Ω¯) for any integer m and β ∈]0, 1] satisfying m+β = k− d/2. Hence,
the densities of µγPn and µ
γ
P given by (4.1) and (4.2) belong to C
m,β(Ω¯).
From the Theorem 4.6, we will use that:
E(d2E
(
µ
γ
Pn
, µγP)
)
≤ 1
γ2n
(
C + CI(1,H)‖H‖L2(P)
)
.
Arguing similarly, we have ‖H‖L2(Q) < ∞, where H(ν) = sup
µ∈D(E)
{W2(µ, ν);W 22 (µ, ν)} where
D(E) is defined by (2.5). Thus, instead of controlling the metric entropy N(ǫ‖H‖L2(Q),H, ‖ ·
24
‖L2(Q)), it is enough to bound the metric entropy N(ǫ,D(E),W2) thanks to Theorem 2.7.11
in [VDVW96].
To this end, since µ, µ′ ∈ D(E) are a.c. measures, one has that
W2(µ, µ′) ≤
(∫
Ω
|T (x)− T ′(x)|2dx
)1/2
where T#λd = µ and T ′#λd = µ′,
with λd denoting the Lebesgue measure on Ω. Thanks to Theorem 3.3 in [DPF14] on the
regularity of optimal maps (results initally due to Caffarelli, [Caf92] and [Caf96]), the coordi-
nates of T and T ′ are Cm+1,β(Ω¯) functions λd−a.e. Thus, we can boundN(ǫ,D(E),W2) by the
bracket entropy N[](ǫ, Cm+1,β(Ω¯),L2(Ω)) since |T (x) − T ′(x)|2
=
∑d
j=1 |Tj(xj)− T ′j(xj)|2 where Tj , T ′j : Ω→ R. Now, by Corollary 2.7.4 in [VDVW96],
logN[](ǫ, C
m+1,β(Ω¯),L2(Ω)) ≤ K
(
1
ǫ
)V
for any V ≥ d/(m + 1). Hence, as soon as V/2 < 1 (for which the condition k > d − 1 is
sufficient if V = d/(m + 1)), the upper bound in (4.7) is finite for H = {hµ : ν ∈ P2(Ω) 7→
W 22 (µ, ν) ∈ R;µ ∈ D(E)}, which yields the result of Theorem 4.8 by finally following the
arguments in the proof of Theorem 4.7 and since dEG ≤ dE.
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