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ABSTRAK 
Multikolinearitas pada regresi berganda dapat mengakibatkan penduga parameter yang 
bias dan meningkatkan resiko diterimanya hipotesis nol dari model regresi sebagai 
variabel tidak signifikan. Penelitian ini bertujuan untuk mengestimasi interval 
kepercayaan bootstrap pada model regresi komponen utama dan membandingkan 
estimasi titik dan interval kepercayaan klasik pada regresi komponen utama dan metode 
bootstrap. Salah satu metode yang dapat digunakan untuk mengatasi multikolinearitas 
adalah analisis regresi komponen utama. Regresi komponen utama akan menghasilkan 
variabel-variabel baru yang merupakan kombinasi linear dari variabel-variabel bebas asal 
dan antar variabel baru yang bersifat saling bebas. Regresi komponen utama juga 
menghasilkan estimasi titik. Untuk mengukur keakurasian estimasi titik tersebut, maka 
dapat digunakan metode bootstrap, yang menghasilkan interval kepercayaan dengan cara 
resampling data dengan pengembalian. Hasil penelitian ini menunjukkan bahwa estimasi 
titik dan interval kepercayaan klasik pada regresi komponen utama tidak berbeda 
signifikan dengan hasil estimasi rataan dan interval kepercayaan bootstrap. 
Kata kunci : Interval Kepercayaan Bootstrap, Interval Kepercayaan Klasik, 
Multikolinearitas, Regresi Komponen Utama. 
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ABSTRACT 
 
Multicollinearity in multiple regression can lead to biased estimates of parameters and 
increase the risk of acceptance of the null hypothesis of the regression model as the 
variable is not significant. This study aims to estimate the bootstrap confidence intervals 
on the principal component regression models and compares the point estimates and 
confidence intervals classical principal component regression and bootstrap methods. One 
method that can be used to overcome multicollinearity is the principal component 
regression analysis. The principal component regression generate new variables that is a 
linear combination of independent variables between the original and the new variables 
that are independent. The principal component regression also produce estimates point. 
To measure the accuracy of the estimation that point, it can be used the bootstrap method, 
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which generates confidence intervals by resampling the data with replacement. The result 
shows that the point estimate and the confidence intervals classical of principal 
components regression does not differ significantly with the estimated mean and 
bootstrap confidence intervals. 
 
Keywords : Bootstrap Confidence Interval, Classical Confidence Interval, 
Multicollinearity, Principal Component Regression. 
1. Pendahuluan 
 
Dalam analisis regresi berganda, salah satu asumsi yang sering dilanggar adalah 
adanya multikolinearitas. Multikolinearitas terjadi apabila terdapat hubungan linear 
diantara beberapa variabel bebas atau seluruh variabel bebas. Semakin tinggi 
multikolinearitas antara variabel, semakin tinggi galat koefisien regresinya. Galat yang 
tinggi akan menghasilkan penduga parameter yang bias. 
Untuk mengatasi multikolinearitas, salah satu metode yang dapat digunakan 
adalah analisis regresi komponen utama [7]. Analisis regresi ini merupakan teknik 
analisis regresi yang dikombinasikan dengan teknik analisis komponen utama. Melalui 
penggunaan regresi komponen utama akan dihasilkan variabel-variabel baru yang 
merupakan kombinasi linear dari variabel-variabel bebas asal dan antar variabel baru 
yang bersifat saling bebas. Variabel-variabel yang baru ini disebut komponen utama, dan 
selanjutnya diregresikan dengan variabel tak bebas [2]. 
Pada regresi komponen utama akan menghasilkan estimasi titik dengan 
menyederhanakan variabel yang diamati dengan cara mereduksi dimensinya. Selanjutnya 
untuk mengukur akurasi estimasi titik pada komponen utama dapat dilakukan metode 
jackknife dan bootstrap, yang akan menghasilkan interval kepercayaan dengan cara 
meresampling data. Prinsip metode bootstrap yaitu mengambil sampel baru secara acak 
berukuran n dengan teknik pengembalian dari data asal berukuran   [4]. 
Pada penelitian sebelumnya, Ryan Iskandar dkk (2013) mengkaji perbandingan 
metode bootstrap dan jackknife dalam menaksir parameter regresi untuk mengatasi 
multikolinearitas. Hasilnya menunjukkan bahwa metode  bootstrap merupakan metode 
yang paling efisien dibandingkan metode jackknife [1]. Oleh karena itu, dalam penelitian 
ini penulis tertarik akan mengkaji estimasi interval kepercayaan bootstrap pada 
parameter regresi komponen utama. 
 
2. Tinjauan Pustaka 
2.1 Multikolinearitas 
Istilah multikolinearitas atau kolinearitas ganda pertama kali dikenalkan oleh 
Ragner Frish yang berarti, adanya hubungan linear (korelasi) yang sangat tinggi antar 
variabel-variabel bebas dalam model regresi. Multikolinearitas menimbulkan masalah 
dalam model regresi. Korelasi antar variabel bebas yang sangat tinggi menghasilkan 
penduga model regresi yang berbias, tidak stabil, dan mungkin jauh dari nilai prediksinya 
[8].  
Pada analisis regresi, multikoliniearitas dikatakan ada apabila beberapa kondisi 
berikut dipenuhi : 
1. Jika variabel bebas tersebut berkorelasi sempurna yaitu koefisien korelasinya 
mendekati -1 atau 1. 
2. Menggunakan Variation Inflation Factor 
Variation Inflation Factor (VIF) dirumuskan sebagai berikut : 
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Jika nilai VIF lebih besar dari 10 maka dapat diidentifikasikan dalam variabel bebas 
terdapat multikolinearitas pada data [7]. 
 
2.2 Analisis Komponen Utama 
Analisis komponen utama bertujuan untuk menyederhanakan variabel yang 
diamati dengan cara mereduksi dimensinya. Hal ini dilakukan dengan menghilangkan 
korelasi variabel melalui transformasi variabel asal ke variabel baru yang tidak 
berkorelasi [5]. 
 Jika didefinisikan A sebagai matriks konstan berukuran k x k, maka komponen 
utama didefinisikan sebagai variabel baru (F) yang merupakan hasil transformasi dari 
variabel asal yang modelnya dapat ditulis dalam bentuk matriks :  
F = AX . 
 Secara umum, vektor pembobot komponen utama ke-j (j=1,2,…,k) yaitu   
  
ditentukan dengan cara sebagai berikut :  
                               
   , 
   (  )     
     . 
Agar variansi dari komponen utama ke-j maksimum serta antara komponen utama ke-j 
tidak berkorelasi dengan komponen utama ke-i untuk i  , maka vektor pembobot   
  
haruslah dipilih dengan kendala :  
  
      serta   
     , untuk     (i,j=1,2,…,k) . 
Untuk menghitung akar ciri dan vektor ciri pada analisis komponen utama digunakan 
matriks S untuk variabel yang diamati (k buah variabel) yang diukur dalam satuan 
pengukuran yang sama. Jika dari k variabel yang diamati itu tidak semuanya 
menggunakan satuan pengukuran yang sama, maka variabel asal itu perlu dibakukan ke 
dalam variabel baku dengan menentukan komponen utama berdasarkan matriks korelasi 
(   [2]. 
2.2.1 Komponen Utama Berdasarkan Matriks Korelasi  
 Jika variabel yang diamati tidak mempunyai satuan pengukuran yang sama, maka 
variabel tersebut perlu dibakukan sehingga komponen utama ditentukan dari variabel 
baku.  Pembakuan variabel asal X ke dalam variabel baku Z, dirumuskan sebagai berikut : 
     
   ⁄   dimana Z adalah data yang terstandarisasi,    ⁄  adalah invers akar 
kuadrat dari D, D  adalah diagonal matriks berisi variansi sampel dari masing-masing 
variabel. Dengan demikian, komponen–komponen utama dari Z dapat ditentukan dari 
vektor ciri matriks korelasi variabel asal dan matriks korelasi  , dirumuskan sebagai 
berikut : 
      ⁄      ⁄  . 
Secara umum, vektor pembobot komponen utama ke-j (j=1,2,…,k) yaitu   
  
ditentukan dengan cara  :  
(2.1) 
(2.2) 
(2.3) 
(2.4) 
(2.5) 
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   .  
Vektor   
  ditentukan dengan menyelesaikan sistem persamaan ciri berikut:  
(     )     .  
Agar persamaan (2.7) menghasilkan solusi vektor    yang tidak sama dengan nol, maka 
haruslah memenuhi syarat bahwa determinan dari matriks (     ) sama dengan nol, 
atau |     |   . 
Untuk mengukur keeratan hubungan (korelasi) antara variabel asal dan komponen 
utama dapat dilihat melalui besarnya koefisien korelasi antara variabel asal dan 
komponen utama menggunakan persamaan berikut :  
         √   , 
dimana      adalah unsur ke-i dari akar ciri ke-j dan    adalah yang bersesuain dengan 
akar ciri.  
Koefisien korelasi menentukan variabel mana yang akan masuk ke komponen 
utama tertentu, dilakukan dengan membandingkan nilai korelasi variabel asal dengan 
komponen utama tertentu, yaitu komponen yang memiliki koefisien korelasi yang lebih 
besar dari 0.5 [9].  
Untuk meregresikan komponen utama dengan variabel tak bebas, maka perlu 
dihitung skor komponen dari setiap pengamatan. Untuk komponen utama yang berasal 
dari matriks korelasi  , maka skor komponen utama dari unit pengamatan ke-i (i = 
1,2,…,k) ditentukan sebagai berikut : 
      
           
             
    , 
dimana     adalah skor komponen ke-i pada pengamatan ke-n,   
   adalah vektor 
pembobot komponen utama ke-i dan Zn adalah vektor skor baku dari variabel yang 
diamati pada pengamatan ke-n. 
2.2.2 Kontribusi Komponen Utama 
Persentase variansi total yang mampu diterangkan oleh komponen utama ke-j 
yaitu sebesar variansi komponen ke-j dibagi dengan variansi total : 
  
     
  
  
 
 , 
dimana     adalah akar ciri terbesar ke-j dari matriks korelasi R dan       adalah trace 
matriks R yang merupakan jumlah diagonal utama matriks R [2]. 
2.2.3 Kriteria Pemilihan Komponen Utama 
Salah satu tujuan dari analisis komponen utama adalah mereduksi dimensi data 
asal yang semula. Jika terdapat k variabel bebas menjadi p komponen utama (dimana 
p   ). Maka kriteria pemilihan p, yaitu :   
1. Didasarkan pada akar ciri yang lebih besar dari satu.  
2. Proporsi kumulatif variansi data asal yang dijelaskan oleh p komponen utama minimal 
80 %, dan proporsi total variansi populasi bernilai cukup besar [2]. 
 
(2.6) 
(2.7) 
(2.8) 
(2.9) 
(2.10) 
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2.3 Regresi Komponen Utama 
Model regresi komponen utama dapat dinyatakan dalam notasi matriks sebagai 
berikut : 
       , 
Penduga nilai parameter dapat dicari dengan menggunakan Metode Kuadrat 
Terkecil (MKT). Kemudian Interval kepercayaan klasik pada regresi komponen utama 
yang digunakan merupakan interval dengan pendekatan normal (1- )100% untuk 
  diberikan oleh : 
 ̂        ⁄ √ ̂         ̂        ⁄ √ ̂      ,  
dimana     adalah elemen diagonal ke   dari matriks   
     ,  ̂  adalah penduga 
variansi galat [7]. 
2.4 Metode Bootstrap 
 
Bootstrap  diperkenalkan  pertama  kali  oleh Efron  tahun  1979. Prinsip metode 
bootstrap adalah untuk memperkirakan parameter masing-masing sampel bootstrap B 
buah yang merupakan sampel acak berukuran   yang diambil  dengan  pengembalian dari 
data asal berukuran  . Pengamatan ke-                 dari sampel awal mungkin ada 
yang muncul beberapa kali pada sampel bootstrap dengan replikasi ke-               
dan mungkin pula tidak muncul. Model regresi komponen utama pada  metode  bootstrap  
dapat dinyatakan dalam notasi  matriks sebagai berikut : 
 
           
Estimasi parameter bootstrap replikasi ke-   ( ̂ )  dapat dicari dengan 
menggunakan  metode  kuadrat terkecil. Kemudian digunakan interval kepercayaan 
bootstrap dengan pendekatan normal (1- )100% untuk   diberikan oleh [10] : 
 ̂     ⁄   ̂     ̂     ⁄   ̂ . 
 
3. Hasil dan Pembahasan 
3.1 Estimasi Parameter Regresi Komponen Utama 
Estimasi parameter regresi komponen utama diperoleh dengan menggunakan 
Metode Kuadrat Terkecil (MKT).  MKT menduga koefisien regresi klasik dengan cara 
meminimumkan jumlah kuadrat galat sebagai berikut : 
      . 
Untuk meminimumkan jumlah kuadrat galatnya maka diturunkan secara parsial terhadap 
  kemudian disamakan dengan nol, sehingga diperoleh  :  
 ̂             . 
  
(2.11) 
(2.12) 
(2.13) 
(2.14) 
(3.1) 
(3.2) 
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3.2 Estimasi Interval Kepercayaan Bootstrap pada Parameter Regresi Komponen 
Utama 
Parameter bootstrap diestimasi dengan menggunakan MKT yaitu 
meminimumkan jumlah kuadrat galatnya. Oleh karena itu, diperoleh penduga nilai 
parameter bootstrap sebagai berikut :  
 ̂                 . 
Selanjutnya, melakukan resampling dengan cara mengambil sampel secara acak 
berukuran   dengan pengembalian dari data asal berukuran   dan mengestimasi 
parameternya. Kemudian diulangi untuk          , dimana   merupakan banyaknya 
replikasi bootstrap. Oleh karena itu, didapatlah parameter bootstrap  ̂   ̂     ̂ . 
Penduga parameter bootstrap diperoleh dengan mencari rataan nilai penduga parameter 
 ̂  untuk           sebagai berikut :  
 ̂  
 
 
∑  ̂     .  
Adapun penduga variansi dari bootstrap dapat dihitung dengan :  
   ( ̂)  
 
   
∑ ( ̂   ̂)
 
 
    ,           .  
Selanjutnya menentukan interval kepercayaan bootstrap dengan pendekatan normal 
(1- )100% untuk   diberikan oleh : 
 
 ̂     ⁄   ̂     ̂     ⁄   ̂ , 
dimana    ⁄  adalah nilai   tabel dan   ̂  √   ( ̂) . 
3.3 Multikolinearitas 
Data yang akan diterapkan pada model Regresi Komponen Utama dan metode 
Bootstrap adalah data analisis sosial ekonomi industri songkok to Bone di desa Paccing, 
kecamatan Awangpone, kabupaten Bone, provinsi Sulawesi Selatan tahun 2014. 
Berdasarkan hasil yang diperoleh, variabel bebas           dan    memiliki 
korelasi yang sangat tinggi, yaitu 0.945, 0.957, dan 0.995. Untuk nilai Variation Inflation 
Factor (VIF) variabel bebas           dan    lebih besar dari 10, yaitu 13.181, 108.600, 
dan 138.076, maka dapat diidentifikasikan antara variabel bebas dalam data terdapat 
multikolinearitas. 
3.4 Analisis Komponen Utama 
Komponen utama diperoleh dengan menggunakan matriks korelasi R. Sehingga 
diperoleh tujuh buah komponen utama, dengan akar ciri    dan nilai vektor pembobot   
  
dimana  j = 1,2,3,4,5,6, dapat dilihat enam buah komponen utama pada Tabel 1. 
  
(3.3) 
(3.4) 
(3.5) 
(3.6) 
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Tabel 1. Analisis Komponen Utama 
Variabel 
Komponen Utama 
I II III IV V VI 
Z1 0.408 0.268 0.213 0.640 0.078 0.006 
Z2 0.439 0.140 0.096 -0.760 -0.003 -0.018 
Z3 0.091 0.899 -0.131 -0.039 -0.028 -0.003 
Z4 0.458 -0.178 -0.069 0.098 -0.829 -0.086 
Z5 0.457 -0.189 -0.096 0.043 0.460 -0.657 
Z6 0.461 -0.182 -0.092 0.025 0.307 0.749 
Akar Ciri 4.256 1.079 0.513 0.086 0.062 0.004 
Variansi (%) 70.931 17.980 8.549 1.437 1.034 0.069 
Variansi 
Kumulatif (%) 
70.931 88.911 97.460 98.897 99.931 100 
Sumber : Hasil Olah Data 
 
Berdasarkan Tabel 1, menunjukkan bahwa pada data analisis sosial ekonomi 
industri songkok to Bone di desa Paccing, kecamatan Awangpone, kabupaten Bone, 
provinsi Sulawesi Selatan tahun 2014, cukup digunakan dua buah komponen utama, yaitu 
komponen utama pertama dan komponen utama kedua, yang telah mampu menerangkan 
data analisis sosial ekonomi industri songkok to Bone, yaitu sebesar 88.911 %. Dengan 
demikian, untuk analisis selanjutnya hanya digunakan dua buah komponen, sehingga 
dapat dinyatakan dalam persamaan berikut : 
 Komponen utama pertama      
                                                             . 
 Komponen utama kedua      
                                                          . 
 
Selanjutnya mengukur koefisien korelasi dengan menggunakan persamaan (2.8), 
dan diperoleh variabel asal umur      , lama berusaha     , modal      , tenaga kerja 
     , dan jumlah produksi      . Sedangkan komponen utama kedua terdiri dari variabel 
asal tanggungan keluarga      . Selanjutnya untuk memperoleh penduga regresi 
komponen utama, maka perlu dihituung skor dari setiap pengamatan dengan 
menggunakan persamaan (2.9). 
3.5 Regresi Komponen Utama 
Regresi komponen utama ditentukan dengan analisis komponen utama dan 
selanjutnya dibentuk persamaan regresi dari   dengan    dan    melalui skor komponen 
utama    dan   , berikut hasil yang diperoleh : 
 ̂                          
Selanjutnya dalam pengujian hipotesis, untuk uji F diperoleh nilai signifikan 
   dan    yaitu       lebih kecil dari       , atau           , maka    ditolak. 
Jadi dapat disimpulkan bahwa komponen utama pertama dan komponen utama kedua 
secara simultan memiliki pengaruh signifikan terhadap pendapatan industri    . Untuk 
pengujian hipotesis uji t diperoleh nilai signifikan     yaitu 0.000 lebih kecil dari 
      , atau           , maka    ditolak. Untuk nilai signifikan    yaitu       
lebih kecil dari       , atau           , maka    ditolak. Jadi dapat disimpulkan 
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bahwa komponen utama pertama dan komponen utama kedua memiliki pengaruh 
signifikan terhadap pendapatan industri    . Kemudian diperoleh nilai koefisien 
determinasi sebesar 0.938. Hal ini berarti ada kontribusi sebesar 93.8 % dari variabel 
bebas, dalam hal ini komponen utama pertama dan komponen utama kedua dalam 
memprediksi pendapatan industri. 
3.6 Metode Bootstrap 
Menentukan penduga parameter bootstrap  ̂  dengan menggunakan persamaan 
(3.3) dan mengulangi langkahnya untuk setiap replikasi              dan     . Adapun 
software yang digunakan adalah R i386 3.1.1 untuk memudahkan proses bootstrap. 
Selanjutnya mencari penduga parameter bootstrap, yaitu rataan ̂ untuk setiap replikasi 
dengan menggunakan persamaan (3.4), hasil program R i386 3.1.1 dapat dilihat pada 
Tabel 2.  Setelah penduga parameter bootstrap rataan  ̂ diperoleh, kemudian menghitung 
variansi penduga bootstrap dengan menggunakan persamaan (3.5), yang selanjutnya akan 
digunakan untuk menghitung nilai standar deviasi. Adapun hasil yang diperoleh dapat 
dilihat pada Tabel 2.  
Tabel 2. Penduga Rataan dan Standar Deviasi Bootstrap 
  ̂   ̂   ̂  
Regresi 
Komponen 
Utama 
Estimasi Titik                    
Std. Deviasi                   
Replikasi 50 
Rataan                    
Std. Deviasi                   
Replikasi 
100 
Rataan                    
Std. Deviasi                   
Replikasi 
150 
Rataan                    
Std. Deviasi                   
Replikasi 
200 
Rataan                    
Std. Deviasi                   
     Sumber : Hasil Olah Data 
Berdasarkan Tabel 2, tampak bahwa nilai estimasi titik dan standar deviasi 
parameter regresi komponen utama tidak berbeda jauh dengan hasil estimasi rataan dan 
standar deviasi bootstrap yang diperoleh untuk setiap replikasi. 
 Hasil perhitungan bootstrap yang telah dilakukan, selanjutnya akan digunakan 
untuk menghitung interval kepercayaan bootstrap dengan menggunakan persamaan (3.6), 
berikut hasil yang diperoleh pada Tabel 3. 
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Tabel 3.  Regresi Komponen Utama Klasik dan Bootstrap 
Para
meter 
Estimasi 
Titik 
RKU 
Interval 
Kepercayaan 
 95 % RKU 
Repl
ikasi 
Rataan 
Bootstrap 
Interval Kepercayaan  
95 % Bootstrap 
   
 
      
 
               
50                        
100                        
150                       
200                        
   
 
      
 
               
50                        
100                         
150                        
200                       
                           
50                          
100                          
150                          
200                         
Sumber : Hasil Olah Data 
Berdasarkan Tabel 3, tampak bahwa hasil estimasi titik regresi komponen utama 
tidak berbeda jauh dengan hasil rataan bootstrap untuk setiap replikasi              
dan     , dan hasil estimasi interval kepercayaan regresi komponen utama klasik tidak 
berbeda jauh dengan interval kepercayaan bootstrap. Tampak pula bahwa estimasi titik 
regresi komponen utama berada dalam interval kepercayaan regresi komponen utama 
klasik, begitu pula dengan rataan bootstrap berada dalam interval kepercayaan bootstrap, 
dan rataan bootstrap berada dalam interval kepercayaan regresi komponen utama klasik, 
begitu pula dengan hasil estimasi titik regresi komponen utama berada dalam interval 
kepercayaan bootstrap untuk setiap replikasi. Hal ini menunjukkan bahwa penerapan 
regresi komponen utama dan interval kepercayaan bootstrap untuk analisis data sosial 
ekonomi songkok to Bone menunjukkan bahwa semua faktor, dalam hal ini komponen 
utama pertama, yaitu variabel umur      , lama berusaha     , modal      , tenaga kerja 
     , dan jumlah produksi      , dan komponen utama kedua, yaitu variabel tanggungan 
keluarga       signifikan untuk mengukur pendapatan industri     songkok to Bone. 
 
4. Kesimpulan 
Berdasarkan uraian sebelumnya, maka dapat ditarik kesimpulan sebagai berikut : 
1. Estiimasi interval kepercayaan bootstrap dibangun berdasarkan resampling skor 
komponen utama sebagai variabel bebas dan variabel terikat secara berpasangan. 
2. Hasil estimasi titik dan interval kepercayaan klasik yang diterapkan pada regresi 
komponen utama tidak berbeda signifikan dengan hasil estimasi rataan dan interval 
kepercayaan bootstrap, dimana rataan bootstrap berada dalam interval kepercayaan 
regresi komponen utama klasik dan estimasi titik regresi komponen utama berada 
dalam interval kepercayaan bootstrap, hal ini menunjukkan bahwa estimasi titik yang 
dihasilkan regresi komponen utama signifikan untuk mengukur pendapatan industri 
songkok to Bone.  
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