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Robocentric Visual-Inertial Odometry
Zheng Huai and Guoquan Huang
Abstract— In this paper, we propose a novel robocentric
formulation of the visual-inertial navigation system (VINS)
within a sliding-window filtering framework and design an effi-
cient, lightweight, robocentric visual-inertial odometry (R-VIO)
algorithm for consistent motion tracking even in challenging
environments using only a monocular camera and a 6-axis
IMU. The key idea is to deliberately reformulate the VINS with
respect to a moving local frame, rather than a fixed global frame
of reference as in the standard world-centric VINS, in order to
obtain relative motion estimates of higher accuracy for updating
global poses. As an immediate advantage of this robocentric
formulation, the proposed R-VIO can start from an arbitrary
pose, without the need to align the initial orientation with the
global gravitational direction. More importantly, we analytically
show that the linearized robocentric VINS does not undergo the
observability mismatch issue as in the standard world-centric
counterpart which was identified in the literature as the main
cause of estimation inconsistency. Additionally, we investigate
in-depth the special motions that degrade the performance in
the world-centric formulation and show that such degenerate
cases can be easily compensated in the proposed robocentric
formulation, without resorting to additional sensors as in the
world-centric formulation, thus leading to better robustness.
The proposed R-VIO algorithm has been extensively tested
through both Monte Carlo simulations and real-world exper-
iments with different sensor platforms navigating in different
environments, and shown to achieve better (or competitive at
least) performance than the state-of-the-art VINS, in terms of
consistency, accuracy and efficiency.
I. INTRODUCTION
Enabling high-precision, energy-efficient, and robust mo-
tion tracking in 3D on mobile devices and robots with
minimal sensing holds potentially huge implications in many
practical applications, ranging from mobile augmented real-
ity to autonomous driving. To this end, inertial navigation
offers a classical 3D localization solution which utilizes an
inertial measurement unit (IMU) measuring the 3 degree-
of-freedom (DOF) angular velocity and 3 DOF linear ac-
celeration of the sensor platform on which it is rigidly
attached. Typically, IMU works with a high frequency (e.g.,
100Hz∼1000Hz) that enables it to sense highly dynamic
motion, while due to the corrupting sensor noise and bias,
purely integrating IMU measurements may easily result in
unusable motion estimates. This necessitates to utilize the
aiding information from at least a single camera to reduce
the accumulated inertial navigation drifts, which comes into
the well-known visual-inertial navigation system (VINS).
Over the past decade, significant progresses have been
witnessed on the research and application of VINS, including
the visual-inertial simultaneous localization and mapping
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(VI-SLAM) and the visual-inertial odometry (VIO), and
many different VINS algorithms have been proposed (e.g.,
[1], [2], [3], [4], [5], [6], [7], [8] and references therein).
However, almost all these algorithms are based on the
standard world-centric formulation – that is, to estimate
the absolute motion with respect to a fixed global frame
of reference, such as the earth-centered earth-fixed (ECEF)
or the north-east-down (NED) frame. In order to achieve
accurate localization, such world-centric VINS algorithms
usually require a particular initialization procedure to esti-
mate the starting pose in the fixed global frame of reference,
which, however, is hard to guarantee the accuracy in some
cases (e.g., quick start, big sensor latency, or no/poor vi-
sion). While the extended Kalman filter (EKF)-based world-
centric VINS algorithms have the advantage of lower com-
putational cost [1], [4] in comparing to the optimization-
based iterative approaches (in which relinearization incurs
higher computation [5], [6]), it may become inconsistent,
primarily due to the fact that the EKF linearized systems have
different observability properties from the corresponding
underlying nonlinear systems [9], [10], [4]. To address this
issue, the remedies include enforcing the correct observabilty
constraint [4], [11], [12] or employing an invariant error
representation [13]. However, one may ask: Do we have to
formulate VINS in the world-centric form? The answer is
no. Intuitively, considering how we navigate – we might not
remember the starting pose after traveling a long distance
while knowing well the relative motion within a recent, short
time interval; thus we may relax the fixed global frame of the
VINS, instead, choosing a moving local frame as reference to
better estimate relative motion which can be used for global
pose update.
Notice that the usage of sensor-centered formulation for
robot localization can be traced back to the 2D laser-
based robocentric mapping [14], where the global frame is
treated as a “feature” being observed from the moving robot
frame and the odometry measurements are fused with the
laser observations via EKF to estimate the relative motion,
which is then used to update the global pose and shift
the local frame of reference through a composition step
when moving onto the next time step. With a similar idea,
[15] used a camera-centered formulation to illustrate the
potential of fusing visual information with the proprioceptive
information, such as the angular and linear velocity mea-
surements. Both methods have been applied to the EKF-
based SLAM while performing mapping with respect to a
local frame, in this way the global uncertainty is properly
limited thus improving the estimation consistency. It should
also be noted that an EKF-based VINS algorithm with a
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different robocentric formulation and sensor-fusion scheme
was recently introduced by [16], [17]. Especially, its state
vector includes the current IMU states, the observed features,
as well as the sensor spatial calibration parameters, which are
all expressed with respect to the current IMU frame; while
the visual and inertial measurements are fused in a direct
fashion. Moreover, in contrast to [14], [15], this method
directly estimates the absolute motion between the global
frame and the local frame, and thus a standard iterated EKF
is employed without the composition step used to shift the
local frame of reference.
In this paper, we introduce a new robocentric formulation
of VINS with respect to a local IMU frame of reference.
Specifically, in contrast to [14], [15], [16], [17] which keep
the features in the state vector and would inevitably face
the issue of ever-increasing computational cost as more
features are observed and included, we focus on a sliding-
window EKF-based robocentric VIO, akin to the multi-state
constraint Kalman filter (MSCKF) [1]. In the proposed filter,
the stochastic cloning [18] is used for processing hundreds of
features while only keeping a small number of relative robot
poses (from which the features are observed) in the state
vector, hence significantly reducing the computational cost.
More importantly, the proposed robocentric system does not
suffer from the observability mismatch issue as in the world-
centric counterpart, thus having better consistency. In partic-
ular, the main contributions of the paper are summarized as
follows:
• We propose a novel robocentric VINS formulation by
reformulating the system with respect to a local IMU
frame, where both the global frame treated as the only
“feature” and the local gravity (i.e., with respect to the
local frame of reference) are included in the state vector.
The local frame of reference is shifted at every image
time through a composition step, and the relative pose
estimate between two consecutive local frames is used
for updating the global pose estimate.
• We develop an efficient and robust R-VIO algorithm
within a sliding-window filtering framework, where a
constant-size window of relative poses, instead of the
observed features or the global poses, are included in
the filter’s state vector and are estimated by tightly
fusing the camera and IMU measurements in a local
frame of reference. As such, a tailored inverse depth-
based measurement model is developed to fully utilize
such state configuration, where a dense connection is
established between the feature measurements and the
state considering the geometry between the feature and
the poses from which it has been observed. It should be
pointed out that even if motionless, this model can still
fuse the bearing information from the distant features,
which is particularly useful in reality.
• We study in-depth the observability properties of the
proposed R-VIO, and analytically show that it has
constant unobservable subspace, i.e., independent of
the EKF linearization points, under generic motions.
Thus, the resulting EKF-based robocentric VINS does
not experience the observability mismatch that was
identified as the main cause of estimation inconsistency
[9], [4], [11]. More importantly, the proposed R-VIO
system not only has correct unobservable dimensions,
but also the desired unobservable directions. Further-
more, we investigate the unobservable directions under
degenerate motions, such as planar motion, and show
that the possible performance degradation occurred in
the world-centric formulation can be easily mitigated
by the R-VIO without using the information of any
additional sensor.
• We perform extensive tests on both the Monte Carlo
simulations and the real-world experiments that are
running on different sensor platforms from the micro
aerial vehicle (MAV) flying indoor to ground vehicle
driving in dynamic traffic scenarios. All the real-time
results thoroughly validate the superior performance of
the proposed R-VIO algorithm.
II. RELATED WORK
As mentioned earlier, the VINS algorithms generally in-
clude the VI-SLAM [19], [5], [6] and the VIO [1], [4],
[20]. The former jointly estimates the feature positions and
the camera/IMU pose that together form the state vector,
whereas the latter does not include the features in the state
but still utilizes the visual measurements to impose motion
constraints between the camera/IMU poses. In general, by
performing mapping, the VI-SLAM gains the better accuracy
from the feature map and the possible loop closures while
incurring higher computational complexity than the VIO,
although different methods have been proposed to address
this issue (e.g., [6], [5], [7], [8]). While there were also
efforts to integrate VIO and SLAM [21], [22], in this paper
we focus on the design of lightweight VIO that can serve
as an essential building block for large-scale navigation
systems.
There are different schemes available for VINS to fuse
the visual and inertial measurements which can be broadly
categorized into the loosely-coupled and the tightly-coupled.
The former processes the visual and inertial measurements
separately to infer their own motion constraints which are
fused later (e.g., [23], [24], [25]). Although this method is
computationally efficient, the decoupling of visual and iner-
tial constraints results in information loss. By contrast, the
tightly-coupled approach directly fuses the visual and inertial
measurements within a single process and achieves higher
accuracy (e.g., [1], [4], [20], [6], [5]). As the embedded
computing and sensing technologies advance, the tightly-
coupled VINS can now run in real time even on the resource-
constrained sensor platforms such as MAVs and phones, thus
becoming the methodological focus of this paper.
In particular, there are two main approaches for tightly-
coupled state estimation, i.e., the optimization-based and
the EKF-based. Typically, bundle adjustment (BA) [26] is
employed by the former that is to estimate all the states
involved in all of the available measurements by solving
a nonlinear least-squares problem (e.g., [20], [5]). As the
relinearization of nonlinear measurement models is carried
out at each iteration, this would incur higher computational
cost as compared to the EKF-based methods (e.g., [1],
[4]). However, as what was mentioned before, the standard
EKF-based VINS suffers from the estimation inconsistency
primarily caused by the observability mismatch due to EKF
linearization (e.g., [9], [11]). Recently, [16], [17] introduced
an EKF-based VINS solution using a robocentric formu-
lation, which, however, follows the VI-SLAM framework
and employs the iterated EKF update in a direct fashion.
In contrast to that, inspired by the robocentric mapping that
improves the EKF consistency in the 2D SLAM [14], in
this paper we propose a robocentric formulation within the
sliding window filter-based VIO framework and perform the
observability analysis of the EKF-based robocentric VINS
to theoretically support the consistency improvement of the
proposed R-VIO algorithm.
III. ESTIMATOR DESIGN
Consider a mobile platform equipped with an IMU and a
single camera navigating in 3D environments. In contrast to
the standard world-centric VINS using a fixed global frame
of reference, {G}, in the proposed robocentric formulation,
the frame {I} affixed to IMU is set to be the immediate, local
frame of reference for navigation, termed {R}. As a result,
the global frame {G} (or the first local frame of reference,
{R0}) turns into a “moving” feature from the perspective
of {R}; and during navigation, {R} is transformed from
one IMU frame to another. In this section, we deliberately
reformulate the VINS problem with respect to such a moving
local, rather than a fixed global, frame of reference, and
present in detail the proposed R-VIO algorithm within a
sliding-window filtering framework.
A. State vector
The state vector of the proposed robocentric VINS consists
of two parts: (i) the global state that maintains the motion
information of the starting frame {G} (i.e., {R0}), and (ii)
the IMU state that characterizes the motion from the local
frame of reference to the current IMU frame. In particular,
at time-step τ ∈ [tk, tk+1] the state expressed in the local
frame of reference, {Rk}, is given by:1
Rkxτ =
[
Rkx>G
Rkx>Iτ
]>
,
RkxG =
[
k
Gq¯
> Rkp>G
Rkg>
]>
,
RkxIτ =
[
τ
k q¯
> Rkp>Iτ v
>
Iτ
b>gτ b
>
aτ
]> (1)
1Throughout this paper, k, k+1, . . . indicate the image time-steps, while
τ, τ+1, . . . are the IMU time-steps between every two consecutive images.
{I} and {C} denote the IMU frame and camera frame, respectively, {R} is
the robocentric frame of reference which is selected with the corresponding
IMU frame at every image time-step. The subscript `|i refers to the estimate
of a quantity at time-step `, after all measurements up to time-step i have
been processed. xˆ is used to denote the estimate of a random variable x,
while x˜ = x − xˆ is the additive error in this estimate. In and 0n are the
n × n identity and zero matrices, respectively. Finally, the left superscript
denotes the frame of reference with respect to which the vector is expressed.
where kGq¯ is the 4 × 1 unit quaternion [27] describing the
rotation from {G} to {Rk}, RkpG is the position of {G} in
{Rk}, τk q¯ and RkpIτ are the relative rotation and translation
from {Rk} to the current IMU frame, {Iτ}, vIτ is the local
velocity expressed in {Iτ}, and bgτ and baτ denote the
IMU’s gyroscope and accelerometer biases, respectively. It is
important to note that the local gravity, Rkg, is also included
in the state vector. The corresponding error state is then given
by:
Rk x˜τ =
[
Rk x˜>G
Rk x˜>Iτ
]>
,
Rk x˜G =
[
δθ>G
Rk p˜>G
Rk g˜>
]>
,
Rk x˜Iτ =
[
δθ>τ
Rk p˜>Iτ v˜
>
Iτ
b˜>gτ b˜
>
aτ
]> (2)
In particular, the error quaternion is defined by q¯ = δq¯ ⊗ ˆ¯q:
δq¯ '
[
1
2δθ
> 1
]>
, C(δq¯) = I3 − bδθ×c (3)
where ⊗ denotes the quternion multiplication, δq¯ is the error
quaternion associated with the 3DOF error angle δθ, C(·)
denotes a 3 × 3 rotation matrix, and b·×c is the skew-
symmetric operator [28].
At time-step k when the corresponding IMU frame, {Ik},
becomes the frame of reference (i.e., {Rk}) of estimation, a
window of the relative poses between the last N robocentric
frames of reference is included in the state vector, as:
xˆk =
[
Rk xˆ>k wˆ
>
k
]>
,
wˆk =
[
2
1
ˆ¯q> R1 pˆ>R2 . . .
N
N−1 ˆ¯q
> RN−1 pˆ>RN
]> (4)
where ii−1 ˆ¯q and
Ri−1 pˆRi express the relative rotation and
translation from {Ri−1} to {Ri}, i = 2, . . . , N . To keep
the state vector of constant size over time, we manage it
in the sliding-window fashion, i.e., marginalizing the oldest
one when a new relative pose is included in the window.
Accordingly, the augmented error state is given by:
x˜k =
[
Rk x˜>k w˜
>
k
]>
,
w˜k =
[
δθ>2
R1 p˜>R2 . . . δθ
>
N
RN−1 p˜>RN
]> (5)
B. Propagation
We first present the motion model for the robocentric state,
Rkxτ (see (1)), then extend it to the augmented state, xτ (see
(4)). Note that during the time interval [tk, tk+1] the global
frame is static with respect to the local frame of reference,
{Rk}, i.e., Rk ˙˜xG = 09×1. For the IMU state, we introduce
a locally-parameterized kinematic model:
τ
k
˙¯q =
1
2
Ω(ω)τk q¯,
Rk p˙Iτ = C(
τ
k q¯)
>vIτ ,
v˙Iτ =
τa− bω×cvIτ , b˙g = nwg, b˙a = nwa
(6)
where nwg ∼ N (0, σ2wgI3) and nwa ∼ N (0, σ2waI3) are the
zero-mean white Gaussian noise that drive the IMU biases,
and ω and τa are the angular velocity and linear acceleration
expressed in {Iτ}, respectively. And for ω = [ωx, ωy, ωz]>,
we have:
Ω (ω) =
[
−bω×c ω
−ω> 1
]
, bω×c =
 0 −ωz ωyωz 0 −ωx
−ωy ωx 0

Typically, IMU provides the gyroscope and accelerometer
measurements, ωm and am, expressed in the IMU frame:
ωm = ω + bg + ng (7)
am =
Ia + Ig + ba + na (8)
where ng ∼ N (0, σ2gI3) and na ∼ N (0, σ2aI3) are the zero-
mean white Gaussian sensor noise, and Ig characterizes the
gravity effect on the IMU frame.
Linearizing (6) about the current state estimate yields the
following continuous-time IMU state propagation:
τ
k
˙¯ˆq =
1
2
Ω(ωˆ)τk ˆ¯q,
Rk ˙ˆpIτ =
τ
kC
>
ˆ¯q vˆIτ ,
˙ˆvIτ = aˆ− τ gˆ − bωˆ×cvˆIτ , ˙ˆbg = 03×1, ˙ˆba = 03×1
(9)
where for brevity we have denoted ωˆ = ωm − bˆg and aˆ =
am − bˆa, τkC ˆ¯q = C(τk ˆ¯q), and τ gˆ = τkC ˆ¯qRk gˆ. Accordingly,
with both (6) and (9), we have continuous-time robocentric
error-state model in the form of:
Rk ˙˜xτ = F
Rk x˜τ + Gn (10)
where n = [n>g n
>
wg n
>
a n
>
wa]
> is the IMU input noise
vector, F is the robocentric error-state transition matrix, and
G is the noise Jacobian, respectively (see (11)).
For an actual implementation of EKF, the discrete-time
propagation model is needed. First, the IMU state estimate,
Rk xˆIτ , is obtained as follows: (i) by integrating (9) we have:
τ
k
ˆ¯q =
∫ tτ
tk
s
k
˙¯ˆq ds
=
∫ tτ
tk
1
2
Ω(ωˆ)sk ˆ¯q ds
=
∫ tτ
tk
1
2
Ω
(
ωm − bˆg
)
s
k
ˆ¯q ds (12)
which can be solved using zeroth order quaternion integrator
[28]; (ii) Rk pˆIτ and
Rk vˆIτ can be computed respectively
using IMU preintegration, as:
Rk pˆIτ = vˆIk∆t+
∫ tτ
tk
∫ s
tk
µ
kC
>
ˆ¯q
µaˆ dµds
= vˆIk∆t+
∫ tτ
tk
∫ s
tk
µ
kC
>
ˆ¯q
(
µam − bˆa − µgˆ
)
dµds
= vˆIk∆t−
1
2
Rk gˆ∆t2
+
∫ tτ
tk
∫ s
tk
µ
kC
>
ˆ¯q
(
µam − bˆa
)
dµds︸ ︷︷ ︸
∆pk,τ
(13)
Rk vˆIτ = vˆIk +
∫ tτ
tk
s
kC
>
ˆ¯q
saˆ ds
= vˆIk +
∫ tτ
tk
s
kC
>
ˆ¯q
(
sam − bˆa − sgˆ
)
ds
= vˆIk − Rk gˆ∆t+
∫ tτ
tk
s
kC
>
ˆ¯q
(
sam − bˆa
)
ds︸ ︷︷ ︸
∆vk,τ
(14)
where ∆t = tτ − tk. Especially, the preintegrated terms, ∆p
and ∆v, can be recursively computed with all the incoming
IMU measurements [29]. Therefore, the estimate of velocity
in the current IMU frame, vˆIτ , can be obtained as vˆIτ =
τ
kC ˆ¯q
Rk vˆIτ ; (iii) assume the bias estimates are constant over
the time interval [tk, tk+1]: bˆg = bˆgk and bˆa = bˆak for both
(i) and (ii).
Then, for covariance propagation, the discrete-time error-
state transition matrix Φ(tτ+1, tτ ) can be obtained using the
forward Euler method over the time interval [tτ , tτ+1]:
Φ(tτ+1, tτ ) = exp(Fδt) ' I24 + Fδt =: Φτ+1,τ (15)
where δt = tτ+1−tτ . It results in the covariance propagation
starting from Pk (not Pk|k) at time-step k:
Pτ+1|k = Φτ+1,τPτ |kΦ
>
τ+1,τ + GΣG
>δt (16)
where Σ = Diag
[
σ2gI3 σ
2
wgI3 σ
2
aI3 σ
2
waI3
]
denotes
the continuous-time input noise covariance matrix, and the
detailed derivations can be found in our companion technical
report [30].
For the augmented state, xˆk, we consider that the relative
poses in the sliding window are static, i.e., wˆτ = wˆk, and
the corresponding augmented covariance matrix, Pk, can be
partitioned according to the robocentric state and the sliding-
window state (see (4)), as:
Pk =
[
Pxxk Pxwk
P>xwk Pwwk
]
(17)
The propagated covariance at time-step τ + 1 is given by:
Pτ+1|k =
[
Pxxτ+1|k Φτ+1,kPxwk
P>xwkΦ
>
τ+1,k Pwwk
]
(18)
where Pxxτ+1|k can be recursively computed using (16), and
the compound error-state transition matrix is computed as:
Φτ+1,k =
τ∏
`=k
Φ`+δt,` (19)
with initial condition Φk,k = I24.
C. Update
1) Inverse-depth measurement model: We adopt the
inverse depth parameterization [31] for the landmarks ob-
served by a monocular camera, while being tailored for the
proposed R-VIO. Assuming a single landmark, Lj , that has
been observed from a set of nj robocentric frames, Rj , the
measurement of Lj in the set of nj corresponding camera
frames, Cj , is given by the following perspective projection
model with the xyz coordinates (i ∈ Cj):
zj,i =
1
zij
[
xij
yij
]
+ nj,i,
CipLj =
[
xij y
i
j z
i
j
]>
(20)
F =

03 03 03 03 03 03 03 03
03 03 03 03 03 03 03 03
03 03 03 03 03 03 03 03
03 03 03 −bωˆ×c 03 03 −I3 03
03 03 03 −τkC>ˆ¯q bvˆIτ×c 03 τkC>ˆ¯q 03 03
03 03 −τkC ˆ¯q −bτ gˆ×c 03 −bωˆ×c −bvˆIτ×c −I3
03 03 03 03 03 03 03 03
03 03 03 03 03 03 03 03

, G =

03 03 03 03
03 03 03 03
03 03 03 03
−I3 03 03 03
03 03 03 03
−bvˆIτ×c 03 −I3 03
03 I3 03 03
03 03 03 I3

(11)
where nj,i ∼ N (0, σ2imI2) is an additive image noise, and
CipLj denotes the position of Lj in the camera frame {Ci}.
The inverse-depth form for CipLj can be written as:
CipLj =
i
1C¯q¯
C1pLj +
ip¯1 =: fi(φ, ψ, ρ)
C1pLj =
1
ρ
e(φ, ψ), e =
cosφ sinψsinφ
cosφ cosψ
 (21)
where C1pLj is the position of Lj in the first camera frame
of Cj , e is the directional vector with φ and ψ the elevation
and azimuth expressed in {C1}, and ρ is the inverse depth
along e. In particular, the relative poses between {C1} and
{Ci}, i = 2, . . . , nj , are expressed using the camera-to-IMU
calibration parameters, {CI q¯,CpI}, and the sliding-window
state, w, as:
i
1C¯q¯ =
C
I Cq¯
i
1Cq¯
I
CCq¯ (22)
ip¯1 =
C
I Cq¯
i
1Cq¯
IpC +
C
I Cq¯
RipR1 +
CpI (23)
where we have used the following identities (n = 2, . . . , i):
i
1Cq¯ =
i
i−1Cq¯
i−1
i−2Cq¯ . . .
n
n−1Cq¯ . . .
2
1Cq¯ (24)
RipR1 = −
(
i
i−1Cq¯
Ri−1pRi +
i
i−2Cq¯
Ri−2pRi−1 + . . .
+ in−1Cq¯
Rn−1pRn + . . .+
i
1Cq¯
R1pR2
)
(25)
Interestingly, if the landmark is at infinity (i.e., ρ → 0), we
can normalize (21) by premultiplying ρ to avoid potential
numerical issues, as:
ρCipLj =
i
1C¯q¯e(φ, ψ) + ρ
ip¯1
=: hi(w, φ, ψ, ρ) =
hi,1(w, φ, ψ, ρ)hi,2(w, φ, ψ, ρ)
hi,3(w, φ, ψ, ρ)
 (26)
Note that, this equation reserves the perspective geometry of
(21) while encompassing two degenerate cases: (i) observing
the landmarks at infinity (i.e., ρ → 0), and (ii) having low
parallax between two camera poses (i.e., ip¯1 → 0). For both
cases, (26) can be approximated by hi ' i1C¯q¯e(φ, ψ), and
hence the corresponding measurements can still provide the
information about the camera orientation.
Therefore, we introduce the following inverse depth-based
measurement model for the proposed R-VIO:
zj,i =
1
hi,3(w, φ, ψ, ρ)
[
hi,1(w, φ, ψ, ρ)
hi,2(w, φ, ψ, ρ)
]
+ nj,i (27)
Denoting λ = [φ, ψ, ρ]> and linearizing (27) at the current
state estimates, xˆ and λˆ, we have the following measurement
residual equation:
rj,i = zj,i − zˆj,i ' Hxj,i x˜ + Hλj,iλ˜+ nj,i
where
Hxj,i = Hpj,i
[
03×24 . . . Hwj,i . . .
]
,
Hλj,i = Hpj,iHinvj,i ,
Hpj,i =
1
hˆi,3
1 0 − hˆi,1hˆi,3
0 1 − hˆi,2
hˆi,3
 ,
Hinvj,i =
∂hi
∂λ˜
=
[
∂hi
∂[φ˜,ψ˜]>
∂hi
∂ρ˜
]
=
i1C¯ ˆ¯q
− sin φˆ sin ψˆ cos φˆ cos ψˆcos φˆ 0
− sin φˆ cos ψˆ − cos φˆ sin ψˆ
 i ˆ¯p1
 ,
Hwj,i =
∂hi
∂w˜
=
[
∂hi
∂δθ2
∂hi
∂R1 p˜R2
. . . ∂hi∂δθi
∂hi
∂Ri−1 p˜Ri
]
∂hi
∂δθn
= CI Cq¯
i
1C ˆ¯qb
(
I
CCq¯eˆ + ρˆ
IpC − ρˆR1 pˆRn
)×cn1 C>ˆ¯q ,
∂hi
∂Rn−1 p˜Rn
= −ρˆCI Cq¯ in−1C ˆ¯q, n = 2, . . . , i.
(28)
Specifically, Hxj,i and Hλj,i are the Jacobians with respect
to the vectors of state and inverse depth, respectively. Note
that, through the Jacobian Hwj,i each measurements of Lj is
correlated to a sequence of relative poses in w, building up
a dense connection between the measurements and the state,
however, without increasing the computational complexity.
This is also different from [1] where each measurement is
only correlated to the global pose from which it is observed.
Since an estimate of λ is needed for computing zˆj,i and
Hλj,i , a local BA is firstly solved using the measurements,
zj,i, i ∈ Cj , and the relative pose estimates, wˆ (see Appendix
A). After stacking the residuals rj,i, i ∈ Cj , we obtain:
rj ' Hxj x˜ + Hλj λ˜+ nj (29)
Assuming the measurements obtained from different camera
poses are independent, the covariance matrix of nj is hence
Rj = σ
2
imI2nj . As xˆ (precisely, wˆ) is used to compute λˆ,
the inverse-depth error, λ˜, is correlated to x˜. In order to find
a valid residual for EKF update, we project (29) to the left
nullspace of Hλj (i.e., O
>
λj
Hλj = 0, and O
>
λj
Oλj = I):
r¯j = O
>
λjrj ' O>λjHxj x˜ + O>λjnj = H¯xj x˜ + n¯j (30)
In general, Hλj is 2nj×3 matrix with full column rank and
the nullspace of dimension 2nj−3, which can be efficiently
computed, for example, using the Givens rotations [32],
with O(n2j ) complexity. Since Oλj is unitary, the covariance
matrix of n¯j becomes:
R¯j = O
>
λjRjOλj = σ
2
imI2nj−3 (31)
At this point, let us examine some special cases where
Hλj,i (equivalently, Hpj,i or Hinvj,i) becomes rank deficient
(see (28)), which would affect computing the residual (29).
First of all, if Hpj,i becomes rank deficient, then we find
two possible causes about hˆi: (i) hˆi,1 = hˆi,2 = hˆi,3, which
means that the image size should be at least 2f × 2f (f
is the focal length), or (ii) hˆi,1 → 0 and hˆi,2 → 0, which
means that the measurement of Lj is close to the principal
point of camera image. Secondly, if Hinvj,i is rank deficient,
we can also find two possible causes: (iii) cos φˆ→ 0, which
means that we have either infinitely small focal length or
infinitely large image size for the camera so that |φˆ| → pi/2
can happen, or (iv) i ˆ¯p1 → 0, which means a small parallax
between {C1} and {Ci}. Among these causes, (i) is about the
selection of the lens which must be restricted by the camera
image size, and (iii) is too ideal to be realized in the real
world; while (ii) and (iv) are common in the visual navigation
which can be effectively detected by checking the values of
pixel measurements and relative pose estimates, respectively.
Therefore, we can discard the measurements that meet (ii)
when computing the Jacobians. However, in the case (iv)
(e.g., pure rotation or motionless), since the last column of
Hλj,i (and hence Hλj ) approaches zero, we perform the
Givens rotations only for the first two columns of Hλj to
guarantee a valid nullspace projection numerically (see (30)),
and thus the dimension of r¯j increases by one (see (31)).
In addition, before EKF update, the Mahalanobis distance
for each landmark is checked using all the measurements,
serving as the probabilistic outlier rejection:
Dj = r¯>j
(
H¯xjPH¯
>
xj + R¯j
)−1
r¯j ≤ χ2r,1−α (32)
where χ2r,1−α is a threshold obtained from the χ
2 distribution
with r = dim(r¯j), and α the significance level (e.g., 0.05).
If (32) holds, then landmark Lj is accepted as an inlier and
used for EKF update.
2) EKF update: Assuming that at time-step k + 1 we
have the measurements of M landmarks to process, we can
stack the resulting r¯j , j = 1, . . . ,M , to have:
r¯ = H¯xx˜ + n¯ (33)
which is of dimension d =
∑M
j=1(2nj − 3). However, in
practice, d could be a large number even if M is small (e.g.,
d = 170, if 10 landmarks are observed from 10 robot poses).
To reduce the computational complexity, QR decomposition
is applied to (33) to compress the dimension of measurement
model. Note that, H¯x is rank deficient with the zero columns
corresponding to the robocentric state, while the nonzero
columns corresponding to the states of relative poses in the
sliding window are linearly independent. Therefore, to save
the computational cost the QR decomposition can be applied
to the nonzero part of H¯x only, as:
H¯x =
[
0d×24 H¯w
]
=
[
0d×24
[
Q1 Q2
] [ T¯w
0(d−6(N−1))×6(N−1)
]]
=
[
Q1 Q2
] [
0d×24
[
T¯w
0(d−6(N−1))×6(N−1)
]]
where Q1 and Q2 are the unitary matrices of dimension
d× 6(N − 1) and d× (d− 6(N − 1)), respectively, and T¯w
is an upper triangular matrix of dimension 6(N − 1). With
this definition, (33) yields:
r¯ =
[
Q1 Q2
] [0 T¯w
0 0
]
x˜ + n¯⇒[
Q>1
Q>2
]
r¯ =
[
0 T¯w
0 0
]
x˜ +
[
Q>1
Q>2
]
n¯ (34)
for which, we discard the lower d − 6(N − 1) rows which
are only about the measurement noise, but employ the upper
6(N − 1) rows, instead of (33), as the residual for the EKF
update:
r˘ = Q>1 r¯ =
[
0 T¯w
]
x˜ + Q>1 n¯ = H˘xx˜ + n˘ (35)
where n˘ = Q>1 n¯ is the noise vector with covariance matrix
R˘ = Q>1 R¯Q1 = σ
2
imI6(N−1). In particular, when we have
d 6(N −1) these can be done using the Givens rotations,
with O(N2d) complexity. Based on that, the standard EKF
update is performed as follows [33]:
K = PH˘>x
(
H˘xPH˘
>
x + R˘
)−1
xˆk+1|k+1 = xˆk+1|k + Kr˘
Pk+1|k+1 =
(
I−KH˘x
)
Pk+1|k
(
I−KH˘x
)>
+ KR˘K>.
3) State augmentation: To utilize the most accurate
relative motion information for estimation, we employ the
stochastic cloning [18]. In particular, the state augmentation
is performed right after the EKF update, where a copy of the
updated relative pose estimate, {k+1k ˆ¯qk+1|k+1,Rk pˆIk+1|k+1},
is appended to the end of the current sliding-window state,
wˆk+1|k+1. Accordingly, the covariance matrix is augmented
as follows:
Pk+1|k+1 ←
[
I24+6(N−1)
J
]
Pk+1|k+1
[
I24+6(N−1)
J
]>
,
J =
[
03×9 I3 03 03×9 03×6(N−1)
03×9 03 I3 03×9 03×6(N−1)
]
(36)
D. Composition
Note that in the proposed robocentric formulation, every
time when the update is finished, we shift the frame of
reference of estimation. At this point, the IMU frame {Ik+1},
is set as the local frame of reference, i.e., {Rk+1}, to replace
{Rk}. The state vector expressed in {Rk+1} is then obtained
as:
xˆk+1 =
[
Rk+1 xˆk+1
wˆk+1
]
=
[
Rk xˆk+1|k+1  Rk xˆIk+1|k+1
wˆk+1|k+1
]
⇒
k+1
G
ˆ¯q
Rk+1 pˆG
Rk+1 gˆ
k+1
k+1
ˆ¯q
Rk+1 pˆRk+1
vˆRk+1
bˆgk+1
bˆak+1
wˆk+1

=

k+1
k
ˆ¯q ⊗ kG ˆ¯q
k+1
k C ˆ¯q
(
Rk pˆGk+1 − Rk pˆIk+1
)
k+1
k C ˆ¯q
Rk gˆ
q¯0
03×1
vˆIk+1
bˆgk+1
bˆak+1
wˆk+1|k+1

(37)
where q¯0 = [0, 0, 0, 1]>,  denotes the state composition
operator, and for brevity of presentation we have omitted
the subscripts for the robocentric state. Note that, the relative
pose in the IMU state is reset to the origin, while the velocity
and biases in the current IMU frame are not affected by the
change of frame of reference. The corresponding covariance
composition is performed using the Jacobian:
Pk+1 = Uk+1Pk+1|k+1U>k+1 (38)
Uk+1 =
∂x˜k+1
∂x˜k+1|k+1
=
[
Vk+1 024×6N
06N×24 I6N
]
(39)
where Vk+1 is the Jacobian with respect to the robocentric
state (see (40)). Specifically, the corresponding covariance of
the relative pose is also reset to zero, i.e., no uncertainty for
the robocentric frame of reference itself.
E. Initialization
It is important to point out that in the proposed robocentric
formulation, the filter initialization is very simple, because
the states are simply relative to a local frame of reference
and typically start from zero without the need to align the
initial pose with a fixed global frame. In particular, in our
implementation, (i) the initial global pose and IMU relative
pose are both set to {q¯0,03×1}, (ii) the initial local gravity is
the average of first available accelerometer measurement(s)
before moving, and (iii) the initial value of acceleration bias
is obtained by removing the gravity effects while the initial
gyroscope bias is the average of the corresponding stationary
measurements. Similarly, the corresponding uncertainties for
the poses are set to zero, while for the local gravity and biases
are set to be: Σg = ∆Tσ2aI3, Σbg = ∆Tσ
2
wgI3, and Σba =
∆Tσ2waI3, where ∆T is the time length of initialization. In
summary, the main procedures of the proposed R-VIO are
outlined in Algorithm 1.
Algorithm 1 Robocentric Visual-Inertial Odometry
Input: Camera images, and IMU measurements
Output: 6DOF real-time pose estimates
R-VIO: Initialize the state and covariance with respect to
the first local frame of reference, {R0} (i.e., {G}), when
the first available IMU measurement(s) comes in. Then,
every time when a camera image is available, do
• Visual tracking: extract features from the image, then
perform Kanade-Lucas-Tomasi (KLT) tracking and
outlier rejection. Record the inliers’ tracking histories
within the current sliding window.
• Propagation: propagate state and covariance matrix
using preintegration with all the IMU measurements
starting from last image time.
⇒ xk → xk+1|k, and Pk → Pk+1|k.
• Update: for the feature (inlier) whose track is com-
plete (i.e., lost track, or reach the maximum track-
ing length), compute the inverse-depth measurement
model matrices, then
– EKF update: use the features that have passed the
Mahalanobis distance test for an EKF update.
– State augmentation: augment state vector and co-
variance matrix using the updated relative pose esti-
mates (state and covariance).
⇒ xk+1|k → xk+1|k+1, and Pk+1|k → Pk+1|k+1.
• Composition: shift the frame of reference to current
IMU frame, update global state and covariance using
the updated relative pose estimates, then reset the
relative pose (state and covariance).
⇒ xk+1|k+1 → xk+1, and Pk+1|k+1 → Pk+1.
IV. OBSERVABILITY ANALYSIS
Observability of the system reveals whether the informa-
tion provided by the measurements is sufficient to estimate
the state without ambiguities. In this section, we examine the
observability properties of the proposed R-VIO linearized
system in the case of that a single landmark is observed
by a mobile sensor platform performing arbitrary motions,
while the conclusion of analysis can be generalized to the
case of multiple landmarks. Note that, a direct analysis of
the observability properties of R-VIO could be cumbersome
due to the feature marginalization (see (30)), thus we perform
the observability analysis using an EKF-SLAM model which
has the same observability properties as an EKF-VIO model
provided the same linearization points used, which has been
shown as a common practice in the VINS literature (see [4],
[34], [35], [11]).
To this end, the state vector at time-step k includes a single
landmark L:
xk =
[
Rkx>k
Rkp>L
]>
(41)
where RkpL is the position of landmark with respect to the
current local frame of reference, {Rk}. The measurement
model (20) (or the inverse-depth model (27)) is used. The
Vk+1 =
∂Rk+1 x˜k+1
∂Rk x˜k+1|k+1
=

k+1
k C ˆ¯q 03 03 I3 03 03 03 03
03
k+1
k C ˆ¯q 03 bRk+1 pˆG×c −k+1k C ˆ¯q 03 03 03
03 03
k+1
k C ˆ¯q bRk+1 gˆ×c 03 03 03 03
03 03 03 03 03 03 03 03
03 03 03 03 03 03 03 03
03 03 03 03 03 I3 03 03
03 03 03 03 03 03 I3 03
03 03 03 03 03 03 03 I3

k+1|k+1
(40)
observability matrix is computed as [36]:
M =

Hk
...
H`Ψ`,k
...
Hk+mΨk+m,k

(42)
where Ψ`,k is the state transition matrix from time-step k
to `, and H` is the measurement Jacobian corresponding to
the observation(s) at time-step `. Each row is evaluated at
Rk pˆL and Rk xˆi, i = k, . . . , `, . . . , k + m. The nullspace
of M describes the directions of the state space, in which
no information is provided by the measurements, i.e., the
unobservable state subspace. It should be noted that since the
proposed robocentric EKF includes three steps: propagation,
update, and composition, and the composition step changes
the local frame of reference, we analyze the observability
for a complete cycle of: (i) propagation and update, and (ii)
composition. We analytically prove that the proposed R-VIO
linearized system has a constant unobservable subspace, and
dose not undergo the observability mismatch issue that has
been shown to be the main cause of inconsistency [9], [4],
[35], [11], thus improving estimation performance.
1) Analytic error-state transition matrix: For theoreti-
cal analysis, the analytic form error-state transition matrix is
computed:
Ψ(`, k) =
[
Φ(`, k) 024×3
03×24 I3
]
(43)
where, instead of (15), Φ(`, k) is obtained by integrating the
following differential equation over the time interval [tk, t`]:
Φ˙(`, k) = FΦ(`, k) (44)
with initial condition Φ(k, k) = I24. The closed form results
can be found in the following, while the interested readers
are referred to our companion technical report for detailed
derivations [30]:
Φ(`, k) =

I3 03 03 03 03 03 03 03
03 I3 03 03 03 03 03 03
03 03 I3 03 03 03 03 03
03 03 03 Φ44 03 03 Φ47 03
03 03 Φ53 Φ54 I3 Φ56 Φ57 Φ58
03 03 Φ63 Φ64 03 Φ66 Φ67 Φ68
03 03 03 03 03 03 I3 03
03 03 03 03 03 03 03 I3

Φ44(`, k) =
`
kC ˆ¯q (45)
Φ47(`, k) = −`kC ˆ¯q
∫ t`
tk
τ
kC
>
ˆ¯q dτ (46)
Φ53(`, k) = −1
2
I3∆t
2
k,` (47)
Φ54(`, k) = −b
(
Rk pˆI` +
1
2
Rk gˆ∆t2k,`
)×c (48)
Φ56(`, k) = I3∆tk,` (49)
Φ57(`, k) =
∫ t`
tk
bτkC>ˆ¯q vˆIτ×c
∫ τ
tk
µ
kC
>
ˆ¯q dµdτ
+ bRk gˆ×c
∫ t`
tk
∫ τ
tk
∫ µ
tk
λ
kC
>
ˆ¯q dλdµdτ
−
∫ t`
tk
∫ τ
tk
µ
kC
>
ˆ¯q bvˆIµ×c dµdτ (50)
Φ58(`, k) = −
∫ t`
tk
∫ τ
tk
µ
kC
>
ˆ¯q dµdτ (51)
Φ63(`, k) = −`kC ˆ¯q∆tk,` (52)
Φ64(`, k) = −`kC ˆ¯qbRk gˆ×c∆tk,` (53)
Φ66(`, k) = Φ44(`, k) (54)
Φ67(`, k) =
`
kC ˆ¯qbRk gˆ×c
∫ t`
tk
∫ τ
tk
µ
kC
>
ˆ¯q dµdτ
−
∫ t`
tk
`
τC ˆ¯qbvˆIτ×c dτ (55)
Φ68(`, k) = −`kC ˆ¯q
∫ t`
tk
τ
kC
>
ˆ¯q dτ (56)
where ∆tk,` = t` − tk.
2) Measurement Jacobian: At time-step ` ∈ [tk, tk+m],
the position estimate of landmark in {I`} can be expressed
as:
I` pˆL =
`
kC ˆ¯q
(
Rk pˆL − Rk pˆI`
)
(57)
Based on (20), the bearing-only measurement is given by:
z` =
1
z
[
x
y
]
, I`pL =
[
x y z
]>
(58)
Notice that for brevity of presentation, here we assume that
the camera and IMU frames coincide. The corresponding
measurement Jacobian is in the form:
H` = Hp
`
kC ˆ¯q
[
03 03 03 Hθ` −I3 03×9
∣∣ I3]
Hp =
1
zˆ
[
1 0 − xˆzˆ
0 1 − yˆzˆ
]
, Hθ` = b
(
Rk pˆL − Rk pˆI`
)×c`kC>ˆ¯q
(59)
A. Observability of propagation and update
Based on the above equations, we obtain the `-th block
row, M`, of M, as follows (see (43), (45)-(56), and (59)):
M` = H`Ψ`,k
= Π
[
03 03 Γ1 Γ2 −I3 Γ3 Γ4 Γ5
∣∣ I3]
where
Π = Hp
`
kC ˆ¯q (60)
Γ1 = −Φ53 = 1
2
I3∆t
2
k,` (61)
Γ2 = b
(
Rk pˆL − Rk pˆI`
)×c`kC>ˆ¯q Φ44 −Φ54
= bRk pˆL×c+ 1
2
bRk gˆ×c∆t2k,` (62)
Γ3 = −Φ56 = −I3∆tk,` (63)
Γ4 = b
(
Rk pˆL − Rk pˆI`
)×c`kC>ˆ¯q Φ47 −Φ57
= −b(Rk pˆL − Rk pˆI`)×c ∫ t`
tk
τ
kC
>
ˆ¯q dτ −Φ57 (64)
Γ5 = −Φ58 (65)
Note that for generic motion, i.e., ω 6= 03×1 and a 6= 03×1,
the values of Φ57 and Φ58 are time-varying, then Γ4 and
Γ5 are linearly independent. Moreover, the value of ∆tk,` is
varying for different time intervals, then the stacked Γ1, Γ2,
and Γ3 are linearly independent. Thus, the stacked Γ1, Γ2,
Γ3, Γ4, and Γ5 are linearly independent. Based on that, we
perform Gaussian elimination on M` to facilitate the search
for the nullspace:
M` = Π
[
03 03 Γ1 Γ2 −I3 Γ3 Γ4 Γ5
∣∣ I3]
∼ Π
[
03 03 Γ1 Γ2 −I3 Γ3 Γ4 Γ5
∣∣ 03]
from which we can find that M` is rank deficient by 9, and
accordingly the nullspace is of rank 9. Specifically, ∀` ≥ k,
we can find that the nullspace of M consists of the following
nine directions, as:
null(M) = span
col.

I3 03 03
03 I3 03
03 03 03
03 03 03
03 03 I3
03 03 03
03 03 03
03 03 03
03 03 I3

(66)
which may be interpreted as follows:
Remark 1. The first 6 DOF correspond to the orientation
(3) and position (3) of the global frame, while the last
3 DOF belong to the same translation (3) simultaneously
applied to the sensor and landmark(s). This agrees with our
intuition that relative IMU and camera measurements do not
provide any global state information, which is analogous to
the SLAM case [9].
B. Observability with composition
After update at time-step `, the estimates of Rkx` and
RkpL are obtained, we have the following linear model from
time-step k to `, including the composition step, as:
x˜` = Vˇ`Ψ(`, k)x˜k = Ψˇ(`, k)x˜k (67)
where
Vˇ` =
[
V` 024×3
L` N`
]
=
[
V` 024×3
∂x˜`
∂Rk x˜`
∂x˜`
∂Rk p˜L
]
L` =
[
03 03 03 bR` pˆL×c −`kC ˆ¯q 03 03 03
]
,
N` =
`
kC ˆ¯q (68)
For brevity of analysis, only the pertinent entries of Ψˇ(`, k)
(see (69)) are shown in the following:
Ψˇ93 = −`kC ˆ¯qΦ53 (70)
Ψˇ94 = bR` pˆL×cΦ44 − `kC ˆ¯qΦ54 (71)
Ψˇ95 = −`kC ˆ¯q (72)
Ψˇ96 = −`kC ˆ¯qΦ56 (73)
Ψˇ97 = bR` pˆL×cΦ47 − `kC ˆ¯qΦ57 (74)
Ψˇ98 = −`kC ˆ¯qΦ58 (75)
Ψˇ99 =
`
kC ˆ¯q (76)
Note that the measurement model of (58) becomes linear:
z` =
R`pL,
R`pL =
`
kCq¯
(
RkpL − RkpI`
)
(77)
and the measurement Jacobian with respect to x˜` is as:
Hˇ` =
[
03×24
∣∣ I3] (78)
Therefore, after composition we have the block row, M`, of
M in the form of:
M` = Hˇ`Ψˇ`,k
=
[
03 03 Ψˇ93:94 −`kC ˆ¯q Ψˇ96:98
∣∣ `
kC ˆ¯q
]
where for generic motion case, i.e., ω 6= 03×1 and a 6= 03×1,
Ψˇ93, Ψˇ94, Ψˇ96, Ψˇ97, and Ψˇ98 are linearly independent, and
obviously the same nullspace as that of the propagation and
update can be obtained (see (66)).
Remark 2. In the proposed robocentric model, changing
local frame of reference by composition does not alter the
unobservable subspace.
Thus far, we have shown that the proposed robocentric
model has a constant unobservable subspace, i.e., indepen-
dent of the linearization points. This not only guarantees that
the system has correct unobservable dimensions as [9], [4],
[35], [11], but also the desired unobservable directions, thus
being expected to improve estimation consistency.
Ψˇ(`, k) = Vˇ`Ψ(`, k) =

Ψˇ11 03 03 Ψˇ14 03 03 Ψˇ17 03 03
03 Ψˇ22 Ψˇ23 Ψˇ24 Ψˇ25 Ψˇ26 Ψˇ27 Ψˇ28 03
03 03 Ψˇ33 Ψˇ34 03 03 Ψˇ37 03 03
03 03 03 03 03 03 03 03 03
03 03 03 03 03 03 03 03 03
03 03 Ψˇ63 Ψˇ64 03 Ψˇ66 Ψˇ67 Ψˇ68 03
03 03 03 03 03 03 I3 03 03
03 03 03 03 03 03 03 I3 03
03 03 Ψˇ93 Ψˇ94 Ψˇ95 Ψˇ96 Ψˇ97 Ψˇ98 Ψˇ99

(69)
C. Observability under special motions
Depending on the motion undertaken, the system observ-
ability properties might change in some degenerate cases.
Identifying and understanding such special motions is es-
sential for improving the VINS performance, especially in
practice. The most commonly seen case is the planar motion
(where usually the translation is only excited in the x-y
plane, and the rotation is only about the z-axis) and the
recent analysis on world-centric VINS [37] has pointed out
that in this type of motion two more unobservable directions
emerge: (i) the global orientation, and (ii) the scale. Note
that, for the proposed robocentric VINS model the global
orientation has already been shown to be unobservable
(see (66)), thus, in what follows we study in-depth the
observability under special motions by focusing on the scale
(un)observability.
1) Effect of scaling on VINS states: We are first to
understand the implications of an underlying scale factor
applied to the state vector of the proposed robocentric sys-
tem, which will form the basis for identifying the degenerate
motions causing the special unobservable directions.
Lemma 1. For the proposed robocentric system, given the
true state, x, and the underlying state, x′, that are related
through a scale factor, s, there exists the following relation
between the corresponding error states (see (41)):
δθG
Rk p˜G
Rk g˜
δθI
Rk p˜I
v˜I
b˜g
b˜a
Rk p˜L

=

δθ′G
Rk p˜′G
Rk g˜′
δθ′I
Rk p˜′I
v˜′I
b˜′g
b˜′a
Rk p˜′L

+ (s− 1)

03×1
Rk p˜′G
03×1
03×1
Rk p˜′I
v˜′I
03×1
−Ia′
Rk p˜′L

⇒
x˜ = x˜′ + (s− 1)u (79)
Proof. See Appendix B.
2) Special motions for scale unobservability: It be-
comes clear from (79) that if the proposed robocentric VINS
estimation is metrically scaled by a factor of s, then the
error state (and hence the state) would be changed along the
direction of u by a factor of (s − 1). However, as evident
from the proof (see Appendix B), we cannot distinguish this
scale ambiguity from the camera and IMU measurements,
which implies that the direction of scale is unobservable.
The following analysis further identifies the special motions
that can cause this scale unobservability.
Lemma 2. For the proposed robocentric system, there exist
two special motions which can cause scale unobservable: (i)
no rotations, with:
∆tk,`vˆ
′
I`
= −1
2
∆t2k,`
`aˆ′, ∀` ≥ k (80)
and (ii) constant local acceleration, with vˆ′Iτ =
τ aˆ′ ≡ 0,
∀τ ∈ [tk, t`]; that is, the system is stationary.
Proof. See Appendix C.
As a final remark, it is clear from the above lemma that
the scale unobservable direction does exist when: (i) (80)
holds (e.g., during the deceleration phase), or (ii) the sensor
platform remains stationary. However, these two cases can
be easily mitigated in practice. Specifically, in the case of
(i), as it holds true as ∆tk,` → 0, we can simply increase
∆tk,` in practice to avoid the scale change. While in the case
of (ii), we will confront low parallax, but the inverse-depth
measurement model used in the proposed R-VIO (see (27))
will enable it only to exploit the rotation information from the
measurements, thus holding the scale. It should be pointed
out that, in contrast to the world-centric remedy [37] where
the wheel odometry measurements are fused, the proposed R-
VIO does not need an additional sensor to address this scale
issue, thus revealing the better adaptability and robustness.
V. SIMULATION RESULTS
In this section, we present Monte Carlo simulation results
that verify the analysis provided in the preceding sections and
illustrate the performance of the proposed R-VIO algorithm
compared to two world-centric counterparts: (i) the standard
(Std)-MSCKF [1], and (ii) the state-of-the-art state-transition
observability constrained (STOC)-MSCKF [12] that enforces
correct observability to improve consistency. In particular,
two metrics are used for evaluation: (a) the root mean squared
error (RMSE) that provides a concise metric of the filter’s
accuracy, and (b) the normalized estimation error squared
(NEES) which offers a standard criterion for evaluating
the given filter’s consistency [38]. In order to make a
fair comparison, we implemented all filters using the same
parameters, such as the sliding-window size, and processing
Fig. 1: Simulation scenario: a camera/IMU pair moves along
a circular path of radius 5m (black) at an average speed of
1m/s. The camera with 45◦ field of view observes point fea-
tures (pink) randomly distributed on a circumscribing cylin-
der of radius 6m. The standard deviation of image noise is set
to 1.5 pixels. The IMU provides 3DOF angular velocities and
linear accelerations which are generated with actual MEMS
sensor’s quality, i.e., σg = 1.122e−4rad/sec/
√
Hz, σwg =
5.6323e−6rad/sec2/
√
Hz, σa = 5.0119e−4m/sec2/
√
Hz,
and σwa = 3.9811e−5m/sec3/
√
Hz.
Fig. 2: Simulation results: the average NEES and RMSE of
orientation and position over 50 Monte-Carlo trials.
the same data in all 50 Monte Carlo trails that are generated
at real MEMS sensor noise and bias levels (see Figure 1).
The statistical results over 50 Monte Carlo trails are shown
in Figure 2, and Table I provides the average RMSE and
NEES results for all the algorithms compared in this test,
which clearly show that the proposed R-VIO significantly
outperforms the standard MSCKF and the STOC-MSCKF
in terms of both RMSE (accuracy) and NEES (consistency),
attributed to the novel reformulation of the system. Note that,
in Figure 2 the orientation NEES of R-VIO has a jump at
the beginning which is primarily due to the small covariance
we used for initialization, while it can quickly recover and
perform consistently only after a short period of time.
TABLE I: Avg. RMSE and NEES corresponding to Fig. 2.
Orien. Pos. Orien. Pos.
RMSE (deg) RMSE (m) NEES NEES
Std-MSCKF 3.470 0.477 7.048 5.810
STOC-MSCKF 2.523 0.430 4.096 3.793
R-VIO 0.681 0.071 2.414 1.906
VI. EXPERIMENTAL RESULTS
We further experimentally validate the proposed R-VIO
in both indoor and outdoor environments, using both the
public benchmark dataset on micro aerial vehicle (MAV) and
the data collected with our own sensor platforms, including
the hand-held and urban driving datasets. As described in
Algorithm 1, we implemented it with C++ multithread frame-
work. In the front end, the visual tracking thread extracts
features from the image using the Shi-Tomasi corner detec-
tor [39], and tracks them between pairwise images using the
Kanade-Lucas-Tomasi (KLT) algorithm [40]. In particular,
to deal with the varying lighting conditions in practice, a
preprocessing of Gaussian thresholding and box blurring
was applied for each image before doing the KLT tracking.
This effectively mitigates the sharp change of illumination
and outlines the structures of environment even in the dark
areas (see Figure 3), which is particularly helpful for the
feature detection. In addition, to remove the outliers from the
visual tracks, we realized the gyro-aided two-point RANSAC
algorithm [41]. In the end, all the inliers’ tracking histories
are stored in a first-in-first-out (FIFO) data structure which
can be efficiently queried during the estimation.
Once the visual tracking is done, the back end processes
all the visual and inertial measurements using the proposed
robocentric EKF. Especially, for the feature lost track we use
all its measurements within the sliding window for an EKF
update, while for the one reaching the maximum tracking
length (e.g., the sliding-window size) we use its subset (e.g.,
1/2) of measurements and maintain the rest for next update.
All the tests run on a Core i7-4710MQ @ 2.5GHz laptop at
real time.
A. EuRoC dataset
We tested the proposed R-VIO on all of 11 sequences in
EuRoC dataset [42], in which a FireFly hex-rotor helicopter
TABLE II: Estimation accuracy (RMSE) in EuRoC dataset.
OKVIS R-VIO
Length Orien. Pos. Orien. Pos.
(m) (deg) (m) (deg) (m)
V1 01 easy 58.6 2.350 0.142 2.151 0.085
V1 02 medium 75.9 3.363 0.299 0.777 0.156
V1 03 difficult 79.0 3.586 0.265 0.729 0.137
V2 01 easy 36.5 0.651 0.311 1.014 0.216
V2 02 medium 83.2 2.986 0.341 1.214 0.313
V2 03 difficult 86.1 5.912 0.377 1.275 0.441
MH 01 easy 80.6 1.051 0.590 1.236 0.387
MH 02 easy 73.5 1.062 0.698 0.946 0.740
MH 03 medium 130.9 2.336 0.550 1.351 0.358
MH 04 difficult 91.7 0.286 0.431 3.525 1.037
MH 05 difficult 97.6 1.136 0.674 1.392 0.858
(a) EuRoC dataset (Vicon room): V1 03 difficult.
(b) EuRoC dataset (Machine hall): MH 05 difficult.
(c) Urban Driving dataset.
Fig. 3: Visual tracking: the processing results (left column)
and the corresponding raw images (right column). The inliers
(blue) are tracked between pairwise images with the outliers
(red) being rejected by 2-point RANSAC. The performance
of outlier rejection can be illustrated by the tracks of inliers
(the blue lines) showing the trend of camera motion. It is
important to note that the proposed visual tracking method
is able to handle the (a) blurred, (b) dark, and (c) overexposed
scenes of the real world.
(a) V1 01 easy (b) V1 02 medium
(c) V1 03 difficult (d) V2 01 easy
(e) V2 02 medium (f) MH 01 easy
(g) MH 03 medium (h) MH 05 difficult
Fig. 4: Trajectory estimates in EuRoC dataset.
equipped with VI-sensor (an IMU @ 200Hz and dual cam-
eras 752×480 pixels @ 20Hz) was used for data collection.
In this test, only the left camera images were used for vision
inputs, and 200 features were uniformly extracted from each
image. The sliding-window size was set up to 20 (i.e., about
1 second memory of the relative motion). We compared
the proposed R-VIO against the OKVIS2, one state-of-
the-art world-centric keyframe-based visual-inertial SLAM
system [5] performing nonlinear iterative optimization for
estimation. The RMSE results after 6DOF pose alignment
are shown in Table II, and Figure 4 depicts the estimated
trajectories in 8 representative sequences. It is important to
note that the proposed R-VIO does not utilize any kind of
map, while the OKVIS does. Nevertheless, in general, the
2https://github.com/ethz-asl/okvis
R-VIO performs comparably to the OKVIS, and even better
in most sequences (see Table II).
B. Hand-held dataset
We also validated the proposed R-VIO both indoor and
outdoor with one of our own sensor platforms (a MicroStrain
3DM-GX3-35 IMU @ 500Hz and a PointGrey Chameleon3
monocular camera 644×482 pixels @ 30Hz) that was rigidly
mounted onto the laptop. Both daytime and nighttime data
were collected for the indoor test, where we travelled 150m
at an average speed of 0.539m/s, covering two floors in a
building (with white walls, variant illumination, and strong
glare in the hallway, see Figure 5a), then coming back to the
start point; while the outdoor test used the data of a 360m
loop recorded at an average speed of 1.216m/s (with uneven
terrain and opportunistic moving objects, see Figure 5c). Due
to the lack of the ground truth, here in order to illustrate the
performance we overlay the estimated trajectories onto the
floor plan and the map, respectively (see Figure 5b and 5d).
The final position errors are 0.349% (daytime) and 0.615%
(nighttime) over the distance travelled in the indoor test, and
1.173% in the outdoor test.
C. Urban Driving dataset
We further performed a road test using a car equipped with
another sensor platform (an Xsens Mti-G INS/GNSS and a
FLIR Bumblebee2 stereo pair 1024×768 pixels @ 15Hz),
and driving on the streets of Newark, DE. The IMU provided
measurements at 400Hz, while the GPS signal was received
at 4Hz as the (position) ground truth. Similarly, only the left
camera images were used for vision inputs, with 200 features
being uniformly extracted from each image. It is important
to point out that the test is challenging primarily due to: (i)
several traffic lights at which we must stop and wait for 15-25
seconds, (ii) frequent stop/yield signs before which we must
decelerate or stop, (iii) dynamic scenes including the running
vehicles and the pedestrians in vicinity, (iv) strong lens flare
when driving facing the sun, and (v) high speeds of vehicle
when driving in some areas (see Figure 7). Because of these,
the OKVIS was not able to provide reasonable localization
results while the proposed R-VIO still performed well during
the test.
As what we discussed, both (i) and (ii) are the degenerate
scenes which make the scale unobservable for the proposed
VINS model. The usage of inverse-depth based measurement
mode (see (27)) solved the scale drift during the static phase,
while for the deceleration phase we tested three update rates:
high (15Hz), low (7Hz), and adaptive (switching between
high and low). In particular, for the adaptive mode the R-VIO
lowered down the update rate once recognizing deceleration
phase from the changes of speed. The results are summarized
in Table III, and Figure 6 shows the estimated trajectories
for all three update rates. We can find that using high update
rate R-VIO captures high dynamic motion better than using
low update rate, for instance, after the first right turn the
vehicle sped up to 86km/h where the trajectory under high
update rate fitted the ground truth better. While at the second
(a) Snapshots during the indoor test (nighttime).
(b) Indoor trajectory plotted over the floor plan.
(c) Snapshots during the outdoor test (daytime).
(d) Outdoor trajectory plotted over a map.
Fig. 5: Results of Hand-held dataset.
Fig. 6: Trajectory estimates plotted over a map of Newark, DE. The initial position of vehicle is marked by a green triangle.
The black solid line corresponds to the ground truth (GPS), the red dashed line to the result of high update rate, the yellow
dash-dotted line to the result of low update rate, and the blue solid line to the result of adaptive update rate, with the end
positions marked by the squares in the corresponding colors, respectively.
Fig. 7: Snapshots during the urban driving test.
right turn, a series of decelerations occurred due to the busy
traffic at the intersection, as a consequence the scale issue
biased the estimated trajectory afterwards. In contrast to that,
with low update rate the R-VIO compensated the scale drift
which makes entire trajectory closer to the ground truth. As
a result, the proposed adaptive scheme is to take both the
aforementioned advantages. Those performances are further
confirmed by a test for which the difference of translation
between consecutive poses of the estimates, ∆est, and that
of the ground truth, ∆gt, are compared for every 10 seconds.
The results referring to the estimated speeds are presented in
Figure 8, from which we can find that the large differences
(e.g., >5m) only appear when the sharp decelerations occur,
while after the static phases the differences become much
smaller. Among the three cases, the adaptive one performs
the best with the average drift of 5.917m, while 8.274m and
5.992m for the high and low update rates, respectively.
Note that, as the local gravity is jointly estimated, the z-
axis drifts are much smaller than the x-y position errors. The
Fig. 8: Relative translation error results vs. speeds of: high
(red), low (yellow), and adaptive (blue) update rates.
TABLE III: Estimation accuracy (RMSE) in Urban Driving
dataset of: high (]1), low (]2), and adaptive (]3) update rates.
Length / Max. speed Avg. Position RMSE
Duration (km/h) x (m) y (m) z (m)
]1 9.8km / 15min 85.9 30.934 68.561 8.418
]2 - / - - 33.984 15.883 10.426
]3 - / - - 24.222 18.901 7.689
sliding-window size 20 was used in the test, and the average
processing time of pipeline is 59.3 milliseconds per frame,
including the 54.8 milliseconds spent on the visual tracking
and feature management, and the other 4.5 millisecond on
the robocentric EKF. For this challenging driving scenario,
without using any kind of map, the proposed R-VIO achieves
the average position RMSEs of: 0.77% (high update rate),
0.40% (low update rate), and 0.32% (adaptive update rate)
of the total distance travelled.
VII. CONCLUSION AND FUTURE WORK
In this paper, we have reformulated the VINS with re-
spect to a moving local frame and developed a lightweight,
high-precision, robocentric visual-inertial odometry algo-
rithm, termed R-VIO. With this novel reformulation, we
analytically show that with generic motion, the resulting
VINS does not suffer from the observability mismatch issue
encountered in the world-centric counterparts, and even in
the degenerate motion case (planar motion) the observability
issue can be easily compensated without using additional
sensor information, thus offering better consistency, accu-
racy and robustness. Extensive Monte Carlo simulations and
the real-world experiments using different sensor platforms
and navigating in different environments were performed to
thoroughly validate our theoretical analysis and show that
the proposed R-VIO is versatile and robust to different types
of motions and environments, and is capable of providing
long-term, high-precision 3D motion tracking in real time.
In the future, we will integrate efficient loop closure and
online mapping into the current robocentric system in order
to bound localization errors, as well as perform online
calibration of intrinsic and extrinsic sensor parameters to
further improve performance.
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APPENDIX A: BUNDLE ADJUSTMENT USING
INVERSE-DEPTH PARAMETERIZED LANDMARK
Assuming a single landmark, L, which has been observed
from a set of consecutive robocentric frames in the sliding
window, the set of corresponding camera frames is denoted
by C. To compute an inverse-depth estimate of L, i.e., λ =
[φ, ψ, ρ]>, we use the proposed inverse-depth measurement
model (see (27)) (i ∈ C):
zi =
1
hi,3(φ, ψ, ρ)
[
hi,1(φ, ψ, ρ)
hi,2(φ, ψ, ρ)
]
+ ni
= z¯i(φ, ψ, ρ) + ni (81)
where ni ∼ N (0,Λi) is the image noise, while the relative
poses, w, are assumed known. Given the measurements zi =
(uif ,
vi
f ), i ∈ {C\1}, we can formulate a bundle adjustment
problem for solving λ, as:
λ∗ = arg min
λ
∑
i∈{C\1}
∥∥z¯i(λ)− zi∥∥Λi
= arg min
λ
∑
i∈{C\1}
∥∥i(λ)∥∥Λi (82)
where ‖·‖Λ denotes the Λ-weighted energy norm, and we
define i as the residual associated to zi. This problem can
be solved iteratively via Gauss-Newton approximation about
the initial estimate of λˆ, as:
δλ∗ = arg min
δλ
∑
i∈{C\1}
∥∥i(λˆ+ δλ)∥∥Λi
' arg min
δλ
∑
i∈{C\1}
∥∥i(λˆ) + Hiδλ∥∥Λi (83)
For the initial value of λˆ, we obtain [φˆ, ψˆ]> by directly using
the measurement of L, with the following equation:[
φˆ
ψˆ
]
=
arctan
(
v1
f ,
√
(u1f )
2 + 1
)
arctan
(
u1
f , 1
)
 (84)
however, the initial value for ρˆ can be empirically chosen, for
which we choose 0 to put landmark at infinity first, and let it
converge by performing iteration. The Jacobian of residual,
Hi =
∂i(λˆ+δλ)
∂δλ , evaluated at λˆ can be obtained following
the chain rule, as:
Hi =
∂i
∂hi
∂hi
∂λ
∂λ
∂δλ
=
∂i
∂hi
∂hi
∂λ
where
∂i
∂hi
=
1
hˆi,3
1 0 − hˆi,1hˆi,3
0 1 − hˆi,2
hˆi,3
 ,
∂hi
∂λ
=
[
∂hi
∂[φ,ψ]>
∂hi
∂ρ
]
=
i1C¯ ˆ¯q
− sin φˆ sin ψˆ cos φˆ cos ψˆcos φˆ 0
− sin φˆ cos ψˆ − cos φˆ sin ψˆ
 i ˆ¯p1
 (85)
Every iteration we have the optimal inverse-depth correction,
δλ∗, and the estimate, λˆ, in the form of:
δλ∗ =
 ∑
i∈{C\1}
H>i Λ
−1
i Hi
−1 ∑
i∈{C\1}
H>i Λ
−1
i i
 ,
λˆ← λˆ+ δλ∗ (86)
Once δλ∗ gets converged (e.g., less than a threshold), we
find the optimal inverse-depth estimate: λ∗ = λˆ.
APPENDIX B: PROOF OF LEMMA 1
Consider the case where the VINS estimation process is
up to a scale factor, s (that is, to recover the true state, x, the
underlying state, x′, has to be“scaled up” metrically). This
results in the following expressions of VINS states, in which
the relative translation and landmark position with respect to
{Rk} can be written as (see (1)):
RkpG = s
Rkp′G (87)
RkpI = s
Rkp′I (88)
RkpL = s
Rkp′L (89)
where Rkp′G,
Rkp′I and
Rkp′L are the values of underlying
states. Note that the analysis presented in this proof holds
true for any t ∈ [tk, tk+m], hence we omit the time index for
brevity of presentation. The scale change does not affect the
rotation, as the scale s corresponds to the translation only.
Therefore, we have:
ω = ω′ ⇒
k
GCq¯ =
k
GC
′
q¯,
I
kCq¯ =
I
kC
′
q¯ (90)
With those equations, the IMU velocity and acceleration can
be obtained by taking the time derivative of (88), as:
I
kCq¯
RkvI = s
I
kC
′
q¯
Rkv′I ⇒
vI = sv
′
I ,
Ia = sIa′ (91)
In particular, Rkg is a state having known magnitude, thus
is not affected by the scaling, i.e.,
Rkg = Rkg′ (92)
Accordingly, the gravity effect to the IMU frame is estimated
based on the local gravity, as:
I
kCq¯
Rkg = IkC
′
q¯
Rkg⇒
Ig = Ig′ (93)
If such scale change is unobservable, then the measurements
from the camera and IMU should remain the same. First, for
the camera measurement of L (see (58)), we have:xy
z
 = IpL = IkCq¯(RkpL − RkpI)
= sIkC
′
q¯
(
Rkp′L − Rkp′I
)
= sIp′L = s
x′y′
z′
⇒
zI =
1
z
[
x
y
]
=
1
sz′
[
sx′
sy′
]
=
1
z′
[
x′
y′
]
= z′I (94)
where the camera measurement does not change because the
scale is invariant for perspective projection model. Then, for
the IMU measurements we first examine the angular velocity
measured by the gyroscope (see (7)), as:
ωm = ω + bg = ω
′ + b′g ⇒
bg = b
′
g (95)
Similarly, for the linear acceleration measurements from the
accelerometer (see (8)), we have:
am =
Ia + Ig + ba =
Ia′ + Ig′ + b′a ⇒
ba = b
′
a − (s− 1)Ia′ (96)
Note that, ba cannot be simply represented as the multiple
of b′a, because it is a random walk process (see (6)). Thus,
based on (87), (88), (89), (90), (91), (92), (95), and (96), it is
not difficult to validate the corresponding error-state relation
as shown in (79).
APPENDIX C: PROOF OF LEMMA 2
Based on the observability matrix (see (42)), the `-th block
row, M′`, of observability matrix M
′ evaluating at Rk xˆ′` and
Rk pˆ′L, has the following structure:
M′` = Π
′
[
03×6 Γ′1 Γ
′
2 −I3 Γ′3 Γ′4 Γ′5
∣∣ I3]
The direction of scale, u, is unobservable (see (79)), if and
only if M′`u = 0, ∀` ≥ k, thus we have:
Π′
(− Rk pˆ′I` + Γ′3vˆ′I` − Γ′5`aˆ′ + Rk pˆ′L) = 0 (97)
where
Π′
(
Rk pˆ′L − Rk pˆ′I`
)
= H′p
I` pˆ′L = 0
because I` pˆ′L is in the right nullspace of H
′
p (see (58) and
(59)). Then, what is left to show is:
Π′
(
Γ′3vˆ
′
I`
− Γ′5`aˆ′
)
= 0 (98)
where
Γ′3vˆ
′
I`
− Γ′5`aˆ′ = −∆tk,`vˆ′I` −
∫ t`
tk
∫ τ
tk
µ
kC
>
ˆ¯q dµdτ
`aˆ′
To this end, we examine two special cases: (i) if no rotations
(i.e., ω = 0, ∀τ ∈ [tk, t`]), then we have:
Γ′3vˆ
′
I`
− Γ′5`aˆ′ = −∆tk,`vˆ′I` −
∫ t`
tk
∫ τ
tk
I3 dµdτ
`aˆ′
= −∆tk,`vˆ′I` −
1
2
∆t2k,`
`aˆ′ (99)
and (ii) if constant local acceleration (i.e., τa′ ≡ ka′, ∀τ ∈
[tk, t`]), then we have:
Γ′3vˆ
′
I`
− Γ′5`aˆ′ = −∆tk,`vˆ′I` −
∫ t`
tk
∫ τ
tk
µ
kC
>
ˆ¯q
µaˆ′ dµdτ
= −∆tk,`vˆ′I` −
∫ t`
tk
∫ τ
tk
Rk aˆ′(µ) dµdτ
= −∆tk,`vˆ′I` −
∫ t`
tk
(
Rk vˆ′Iτ − Rk vˆ′Ik
)
dτ
= −∆tk,`vˆ′I` − Rk pˆ′I` (100)
To ensure that (98) holds, both (99) and (100) should be
equal to 0, and the conclusion of Lemma 2 is immediate.
