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Resumen
Los Sistemas Argumentativos Basados en
Reglas (SABR) son formalismos de argumenta-
cio´n do´nde el conocimiento de un agente inclu-
ye un conjunto de reglas de inferencia a partir
de las cuales se pueden construir argumentos
a favor o en contra de una afirmacio´n. Estos
sistemas son de particular intere´s en el a´rea
de Inteligencia Artificial (IA) dado que este ti-
po de reglas de inferencia permiten representar
conocimiento de sentido comu´n, y la construc-
cio´n de argumentos puede realizarse de manera
automa´tica.
El objetivo general de esta investigacio´n es
mejorar los SABR con elementos que permitan
aumentar la capacidad de representacio´n del
formalismo pudiendo expresar las restricciones
que puede imponer el contexto para modelar
situaciones en las cuales la contradiccio´n entre
dos conclusiones no esta´ dada por su negacio´n,
sino que se encuentra plasmada en restricciones
que dependen del contexto.
Palabras clave: Sistemas Argumentativos
Basado en Reglas, Inteligencia Artificial, Res-
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Contexto
Esta l´ınea de investigacio´n esta´ inserta en el
marco del desarrollo de una tesis de maestr´ıa
para optar por el t´ıtulo de Magister en Cien-
cias de la Computacio´n del Departamento de
Ciencias de la Computacio´n de la Universi-
dad Nacional del Sur. Se llevara´ a cabo dentro
del a´mbito del Laboratorio de Investigacio´n y
Desarrollo en Inteligencia Artificial (LIDIA), y
esta´ asociada a los siguientes proyectos de in-
vestigacio´n:
“Representacio´n de Conocimiento y Ra-
zonamiento Argumentativo: Herramientas
Inteligentes para la Web y las Bases de
Datos Federadas”. 24/N030, 01/01/11 –
31/12/2014.
“Combinacio´n de Revisio´n de Creencias
y Argumentacio´n para mejorar las capa-
cidades de Razonamiento y modelado de
la Dina´mica de Conocimiento en Sistemas
Multi-agentes, PIP-CONICET (PIP 112-
201101-01000), 01/01/2012 – 31/12/2014.
“Representacio´n de conocimiento, y Ra-
zonamiento argumentativo: Herramien-
tas inteligentes”, 24/N030, 01/01/2011 –
31/12/2014.
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Introduccio´n
La argumentacio´n es una forma de razona-
miento en la cual, para una afirmacio´n deter-
minada, se presta atencio´n expl´ıcita a las jus-
tificaciones presentadas y a la resolucio´n de los
posibles conflictos entre ellas. En este tipo de
razonamiento, una afirmacio´n es aceptada o re-
chazada segu´n el ana´lisis de los argumentos a
su favor y en su contra. La forma en que los ar-
gumentos y las justificacione para una afirma-
cio´n son considerados, permite definir un tipo
de razonamiento automa´tico, en el cual puede
haber informacio´n contradictoria, incompleta e
incierta.
Los Sistemas Basados en Conocimiento
(SBC) son el ejemplo ma´s paradigma´tico de
ma´quinas inteligentes. Estos sistemas son di-
sen˜ados para ayudar a la gente que realiza ta-
reas rodeadas de incertidumbre e imprecisio´n,
y que adema´s requieren de juicio cr´ıtico y co-
nocimientos en el dominio de la tarea. Los SBC
ejecutan tareas dif´ıciles con las prestaciones de
un experto, enfatizan estrategias de solucio´n
de problemas de dominios espec´ıficos, emplean
autoconocimiento para razonar acerca de sus
propios procesos de inferencia y proporcionan
explicaciones o justificaciones para las conclu-
siones obtenidas [1], [7], [4].
Una evolucio´n de estos sistemas son los
Sistemas Argumentativos Basados en Reglas
(SABR), los cuales son formalismos de argu-
mentacio´n en que el conocimiento de un agen-
te incluye un conjunto de reglas de inferencia
a partir de las cuales se pueden construir ar-
gumentos a favor o en contra de una afirma-
cio´n. Estos sistemas son de particular intere´s
en el a´rea de Inteligencia Artificial (IA) dado
que este tipo de reglas de inferencia permiten
representar conocimiento de sentido comu´n, y
la construccio´n de argumentos puede realizarse
de manera automa´tica.
El objetivo general de esta investigacio´n es
incrementar la capacidad de representacio´n de
los SABR con elementos que permitan expre-
sar las restricciones impuestas por el contexto
para modelar situaciones en las cuales la con-
tradiccio´n entre dos conclusiones no esta´ dada
por su negacio´n, sino que se encuentra plasma-
da en restricciones que dependen del contexto.
L´ıneas de investigacio´n y
desarrollo
La presente l´ınea de investigacio´n estu-
diara´ co´mo aumentar la capacidad de repre-
sentacio´n de los sistemas argumentativos basa-
dos en reglas. La motivacio´n surgio´ de modelar
aquellas situaciones en las cuales la contradic-
cio´n entre dos conclusiones no esta dada por
su negacio´n, sino que se encuentra plasmada
en restricciones que dependen del contexto.
La representacio´n del conflicto entre conclusio-
nes es de suma importancia en los sistemas
de representacio´n del conocimiento, por esta
razo´n es necesario aumentar la capacidad de
expresar el mismo, a no solo el uso de la nega-
ciones entre consluciones, sino tambie´n a la re-
presentacio´n de los conflictos dependientes del
contexto.
Sistemas Basados en Conocimientos
Un Sistema Basado en Conocimiento (SBC)
es un sistema computacional que se disen˜a para
ayudar al usuario con tareas rodeadas de im-
precisio´n e incertidumbre y los cuales requie-
ren juicio cr´ıtico y conocimiento experto. Es la
terminolog´ıa utilizada para enfatizar el uso del
conocimiento que contiene el sistema indepen-
dientemente de si este conocimiento constituye
o no experiencia.
Los SBC no son sistemas que puedan nor-
malmente existir aislados de otros sistemas de
tecnolog´ıa ma´s convencional. Es frecuente que
los SBC necesiten informacio´n de partida de
otros sistemas o de Bases de Datos existentes.
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Figura 1: Arquitectura de un SBC
En muchos casos, tambie´n, los resultados de un
SBC tienen que ser exportados a otros sistemas
para su tratamiento. De ah´ı la importancia, a
la hora de disen˜ar un SBC, de contemplar la
necesidad de conexio´n con otros sistemas tales
como Bases de Datos. Por otro lado, tambie´n es
frecuente el almacenamiento de la propia infor-
macio´n del SBC (Base de Conocimiento, Base
de Hechos) en una Base de Datos convencional.
Los SBC ejecutan tareas dificultosas con la
capacidad de un experto, enfatizan estrategias
de solucio´n de problemas en dominios espec´ıfi-
cos, emplean autoconocimiento para razonar
acerca de sus propios procesos de inferencia
y proporcionan explicaciones o justificaciones
para las conclusiones obtenidas [1], [7], [4]. Los
elementos ba´sicos de un SBC (Figura 1) son:
La Base de Conocimiento que contiene cono-
cimiento relativo a la tarea. Los formalismos
de representacio´n de conocimiento se utilizan
para codificar el conocimiento de esta base.
Las actualizaciones que se realizan a la base
de conocimiento permiten modificar el cono-
cimiento (introduciendo nuevo conocimiento,
elimina´ndolo o actualiza´ndolo).
La ma´quina de Inferencia es el medio por el
cual se controla y aplica el conocimiento. Los
mecanismos de inferencia permiten que el sis-
tema razone a partir de datos, novedades o
conocimiento de entrada para producir los re-
sultados de la salida.
La interfaz de entrada/salida permite realizar
consultas a la ma´quina de inferencia y obte-
ner respuestas, recomendaciones y/o explica-
ciones.
Argumentacio´n y Sistemas
Argumentativos Basados en Reglas
En la u´ltima de´cada, la argumentacio´n ha
evolucionado como un atractivo paradigma pa-
ra conceptualizar el razonamiento de sentido
comu´n, donde la informacio´n sobre la que se
basa este razonamiento puede presentar incon-
sistencias y/o ser incierta o au´n incompleta. La
argumentacio´n constituye un a´rea de estudio
de especial intere´s en el a´mbito de la Inteligen-
cia Artificial (ver por ejemplo [10]), principal-
mente, porque permite razonar en entornos so-
bre los que es posible acceder a la informacio´n
de manera parcial o cuando su capacidad de
adquirirla es imprecisa. Estas caracter´ısticas,
junto con la capacidad de tolerar la existencia
de informacio´n contradictoria en la base de co-
nocimiento, hacen particularmente apropiado
para su utilizacio´n en la implementacio´n de los
SBC.
En los sistemas argumentativos basados en
reglas (SABR), existe un conjunto de reglas
de inferencia con las cuales, a partir de cier-
ta informacio´n (antecedente) se puede inferir
de manera tentativa nueva informacio´n (con-
secuente). En este tipo de sistemas, las reglas
son almacenadas en una base de conocimiento,
junto a otra informacio´n en forma de hechos
o presuposiciones, que representan la eviden-
cia que se obtiene de su entorno. A partir de
esta evidencia, se pueden usar las reglas de in-
ferencia para construir argumentos a favor o
en contra de una afirmacio´n. Una vez hecho
esto se evalu´an todos los argumentos construi-
dos, y se determina cua´les de ellos son acepta-
dos, buscando concluir si, a partir de la base
de conocimiento que posee el SBC, esta afir-
macio´n puede aceptarse o no. Estos formalis-
mos son no-mono´tonos dado que la introduc-
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cio´n de nueva informacio´n al sistema puede ge-
nerar nuevos argumentos que resultan contra-
dictorios con algunos de los ya existentes.
En general, en la mayor´ıa de estos formalismos,
argumentos y contra-argumentos son compara-
dos utilizando un criterio de preferencia prede-
terminado permitiendo decidir si un ataque tie-
ne e´xito. En esta situacio´n es posible que cier-
tas conclusiones que antes estaban aceptadas
dejen de estarlo demostrando que la relacio´n
de inferencia as´ı definida exhibe un comporta-
miento no-mono´tono.
Un argumento aceptado representa una ex-
plicacio´n clara de porque´ la conclusio´n que so-
porta es propuesta, y el proceso por el cual el
argumento es aceptado brinda los componen-
tes necesarios para que el experto que recibe
la recomendacio´n comprenda las razones que
avalan la recomendacio´n. En ese mismo proce-
so se introduce tambie´n la posibilidad de ana´li-
sis interactivo en el estudio de los argumentos
y contra-argumentos tenidos en cuenta. En los
u´ltimos an˜os, el campo de aplicacio´n de la ar-
gumentacio´n se ha expandido velozmente, en
gran parte debido a los avances teo´ricos, pero
tambie´n gracias a la demostracio´n exitosa de
su uso pra´ctico en un gran nu´mero de domi-
nios de aplicacio´n, tales como el razonamiento
legal [9], la ingenier´ıa del conocimiento [3], los
sistemas multi-agentes [8, 2], y el e-government
[6], entre muchos otros [10].
Programacio´n Lo´gica Rebatible
y Restricciones del Contexto
La Programacio´n Lo´gica Rebatible (DeLP)
es un formalismo que combina los resultados
de la Programacio´n en Lo´gica y la Argumen-
tacio´n Rebatible. DeLP surge como una ex-
tensio´n de la programacio´n en lo´gica conven-
cional, empleando conceptos de la argumenta-
cio´n rebatible (defeasible argumentation), con
el objeto de capturar aspectos del razonamien-
to de sentido comu´n muy dif´ıciles de expresar
a trave´s de la programacio´n lo´gica convencio-
nal. Los programas lo´gicos rebatibles permiten
expresar informacio´n potencialmente inconsis-
tente o incompleta, pudiendo decidir entre me-
tas contradictorias mediante un determinado
criterio de preferencia [5].
Como resultado de la investigacio´n se detec-
taron situaciones en las cuales las contradiccio-
nes no esta´n expresadas como negaciones, sino
que se encuentran en la informacio´n de la base
de conocimiento como restricciones del contex-
to. Por ejemplo, en un sistema argumentativo
rebatible de patolog´ıas biliares podemos tener
las razones necesarias para concluir que dos en-
fermedades son posibles, pero todas las enfer-
medades son mutuamente excluyentes bajo las
restricciones del contexto.
Objetivos y Resultados
Esperados
En el LIDIA a trave´s de los an˜os se han
llevado a cabo diferentes proyectos sobre Sis-
temas de Argumentacio´n, en particular inves-
tigaciones dedicadas a desarrollar sistemas de
argumentacio´n masiva. Varias trabajos propo-
niendo la creacio´n de mecanismos que pudie-
ran mejorar la complejidad computacional de
los sistemas de argumentacio´n basados en De-
feasible Logic Programming (DeLP) [5] fueron
publicados en conferencias y revistas interna-
cionales.
Esta l´ınea de investigacio´n tiene por objeti-
vo general explorar y analizar la capacidad de
representacio´n de los sistemas argumentativos
basados en reglas, particularmente en DeLP.
Los objetivos espec´ıficos de esta l´ınea de inves-
tigacio´n consisten en:
Extender las capacidades de representa-
cio´n de DeLP para modelar situaciones de
conflicto que no son posible representar a
trave´s de la definicio´n de conflicto cla´sico,
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es decir, en donde el conflicto esta´ dado
por restricciones de contexto.
Tomar el modelo de captura y represen-
tacio´n de conocimiento quiru´rgico exper-
to en patolog´ıas biliares presentado en [11]
y representarlo en la versio´n extendida de
DeLP.
Formacio´n de Recursos
Humanos
Actualmente el equipo de trabajo de esta
l´ınea de investigacio´n se encuentra compuesto
por un estudiante de posgrado de la Universi-
dad Nacional del Sur y su director. Por otra
parte se vincula con un grupo de trabajo sobre
argumentacio´n compuesto por doctorandos e
investigadores formados.
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