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Wie müssen die Samenbäume auf einer Bestandesfläche verteilt sein, um beim
Samenbaumverfahren eine optimale Sämlingsdichte zu erhalten?
Wie müssen die Mischungsform und der Mischungsgrad in einem
Buchen-Fichten-Bestand gewählt werden, um eine günstige Humusform
zu erhalten?
Wie müssen Lücken in einem Bestand ausgeformt und verteilt sein, um
optimale Voraussetzungen für die Etablierung einer Verjüngung zu schaffen?
Diese Fragen sind die Ausgangspunkte der vorliegenden Arbeit. Sie entstammen in
sehr unterschiedlichen Bereichen des Waldbaus und haben doch eine Gemeinsamkeit:
die Suche nach einem optimalen Stammverteilungsplan. Bevor allerdings eine geeignete
forstwissenschaftliche und mathematische Modellierung und anschließende Optimierung
dieser Fragen erfolgt, soll der Gegenstand dieser Optimierung genau erläutert werden. In
diesem ersten Abschnitt sollen deshalb die jeweiligen Grundannahmen dargelegt werden.
Des Weiteren soll herausgearbeitet werden, woran man eine optimale Sämlingsdichte, eine
günstige Humusform oder die optimalen Voraussetzungen für eine Verjüngung erkennt.
1.1.1 Optimale Sämlingsdichte beim Samenbaumverfahren
In der borealen Nadelwaldzone Skandinaviens wird die Pionierbaumart Kiefer häufig über
das Samenbaumverfahren auf Flächen von durchschnittlich 2,1 ha verjüngt (Karlsson, 2000;
Nyland, 2002; Yrjölä, 2002). Bei dieser Hiebsart verbleiben reife Bäume des Vorbestandes
zum Zwecke der Naturverjüngung auf der ansonsten geräumten Bestandesfläche (siehe Abb.
1.1). Die Samenbäume werden beim klassischen Samenbaumverfahren innerhalb von fünf
Jahren nach dem Erntehieb geräumt, können aber auch als Überhalt im Bestand verbleiben.
Die Kombination der Kahlschlagsumgebung mit der Naturverjüngungsoption wird dem
Kahlschlag vorgezogen, weil so die Biodiversität des Folgebestandes erhöht werden kann
(Hussendörfer, 1996) und das Samenbaumverfahren in der Bevölkerung besser akzeptiert
ist (Tönnes et al., 2004). Außerdem bietet der Überhalt die Möglichkeit, mit dem nächsten
Hieb Individuen mit stärkeren Brusthöhendurchmessern (BHD) zu ernten oder Totholz zu
erzeugen, um die Habitatvielfalt zu erhöhen (Vanha-Majamaa und Jalonen, 2001).
Idealerweise werden pro Hektar zwischen 50 und 150 phänotypisch hervorragende
Individuen, die gleichmäßig auf der Bestandesfläche verteilt sind, als Samenbäume
ausgewählt, um eine homogene Samendichte zu gewährleisten. In der Realität kann die
Wahl von phänotypisch hervorragenden Individuen allerdings zu Klumpungen führen.
1
1 Einleitung
Abbildung 1.1: Verlauf des Samenbaumverfahrens (Nyland, 2002)
Neben einer möglichst homogenen Samendichte wird seit Mitte des 20. Jahrhunderts für
die Verjüngung auch eine Minimierung der Altbaumkonkurrenz angestrebt (Baader, 1941;
Heinrich, 1936; Mang, 1956), denn die Positionen der Altbäume auf der Bestandesfläche
haben nicht nur einen Einfluss auf die Verteilung der Samen, sondern auch der
Wasserhaushalt auf der Bestandesfläche, der nach Wittich (1955) ein entscheidender Faktor
für die Etablierung der Sämlinge ist, wird durch die Altbäume verändert. In diesem
Zusammenhang spricht man von der Wurzelkonkurrenz. In Abb. 1.2 kann man den Einfluss
eines Altbaumes auf die Verjüngung in seiner unmittelbaren Umgebung sehr gut erkennen.
Wenn die Samenbäume als Überhalt genutzt werden, beeinflussen sie auch die Höhe der
Naturverjüngung, was ein Merkmal der Qualität der Naturverjüngung ist (Elfving und
Jakobsson, 2006; Ruuska et al., 2008; Siipilehto, 2006). Die genannten Einflüsse konnten
als Einzelbaumeffekte nach Wu et al. (1985) modelliert werden und werden detailliert in
Abschnitt 2.1 vorgestellt.
Mit Hilfe der Einzelbaumeffekte entwickelten Pukkala und Kolström (1992) ein räumlich
explizites Simulationsmodell für die Entwicklung der Naturverjüngung von Pinus sylvestris
in Abhängigkeit von den Altbäumen, den Standorteigenschaften und der vorherigen
Bodenbearbeitung. Die Simulation der zu erwartenden Verjüngung lieferte erste Aussagen
über eine günstige Anzahl und Verteilung der verbleibenden Altbäume. Doch ein
gezieltes Suchen nach der besten Lösung ist mit diesem Verfahren wegen der fehlenden
Optimierung nicht möglich. Ein erster Versuch die Frage „Wie müssen die Samenbäume
auf einer Bestandesfläche verteilt sein, um beim Samenbaumverfahren eine optimale
Sämlingsdichte zu erhalten? “ mit Hilfe der Optimierung zu klären, wurde von Wagner
(2008) unternommen. Das verwendete Optimierungsprogramm konnte zwar nur mit sehr
kleinen Flächen (0,24 ha) arbeiten, doch dieser Artikel lässt vermuten, dass die Verbindung
der Einzelbaumeffekte mit der räumlichen Optimierung zur Entwicklung von waldbaulichen
Handlungsempfehlungen sinnvoll ist. Außerdem scheinen Klumpungen von Samenbäumen
einer optimalen Verteilung der Sämlinge nicht hinderlich zu sein.
Dieser Artikel bildet die Grundlage für das erste Optimierungsproblem. Die dort
getroffenen Annahmen werden wie folgt übernommen: Es wird eine idealisierte, homogene
2
1.1 Waldbauliche Problemstellungen
Abbildung 1.2: Lärchen-Wurzelteller; die Lärchen-Naturverjüngung bleibt am Stammfuß
einer Altlärche stark zurück. (Photo: Sven Wagner, Jahr: 2002, Ort: Waldsassen/Bayern)
Bestandesfläche X = [0, xmax] × [0, ymax] mit Breite xmax und Länge ymax in Metern
betrachtet. Der Einfluss der Nachbarbestände wird vernachlässigt. Außerdem sei die
Anzahl der zu verbleibenden Samenbäume auf der Bestandesfläche gegeben und nur
deren Positionierung auf X sei Gegenstand der Optimierung. Deswegen muss die folgende
Bedingung erfüllt sein: Die Baumpositionen müssen auf X liegen, und gleichzeitig soll
in jedem Punkt auf X ein Samenbaum positioniert werden können, um die Verteilung
der Samenbäume nicht von vornherein einzuschränken. Jedem Samenbaum wird ein BHD
zugeordnet. Die BHD-Werte sollen normalverteilt sein. Die Form und die Ausdehnung der
Baumkronen werden durch Kreisflächen, in Abhängigkeit vom BHD der Bäume, dargestellt.
Dies ist eine stark vereinfachte Darstellung der Baumkronenformen, die auftreten können,
stellt allerdings eine ideale Ausbildung einer Baumkrone ohne störende Einflüsse dar
und wird in dem im Waldbau etablierten Simulationsprogramm BWINPro verwendet
(Döbbeler et al., 2002). Für die Positionierung der Bäume soll des Weiteren gelten, dass
sich die Baumkronen nicht bzw. kaum überlappen dürfen. Diese Bedingung wurde von der
Beobachtung von Karlsson (2000) abgeleitet, dass die Freistellung der Samenbäume 4 – 5
Jahre vor dem Hieb zur fünffachen Samenmenge gegenüber Beständen ohne Freistellung
der Samenbäume führt. Die Sämlingsdichte ist das Ergebnis aus produzierter Samenmenge
in Abhängigkeit vom BHD der Samenbäume, der Verteilung der Samen in Abhängigkeit
von der Entfernung zum Baum und der Altbaumkonkurrenz in Abhängigkeit vom BHD und
der Entfernung zu den Altbäumen. Die Verteilung der Samen und die Altbaumkonkurrenz
wird als isotrop angenommen, demnach wird Wind nicht berücksichtigt, und es wird eine
isotrope Ausbildung der Wurzeln unterstellt. Zum Schluss muss noch die Frage geklärt
werden, was eine optimale Sämlingsdichte auf X auszeichnet, d. h., welches berechenbare
Merkmal in der Optimierung als Zielfunktion verwendet werden soll. Zum einen ist eine
hohe durchschnittliche Sämlingsdichte wünschenswert; diese sagt allerdings nichts über die
Verteilung der Sämlinge aus. Deswegen ist zum anderen auch eine gleichmäßige Verteilung
der Sämlinge, wobei eine Mindestdichte erreicht werden muss, ein Merkmal einer optimalen




1.1.2 Günstige Humusform im Buchen-Fichten-Bestand
Das zweite Optimierungsproblem beschäftigt sich mit der Humusform, die als Indikator
für die Funktionsfähigkeit der Stoffkreisläufe im intensiv durchwurzelten Oberboden von
Waldbeständen gewertet werden kann. Nach Scheffer und Schachtschabel (1979) umfasst
der Begriff Humus die Gesamtheit der toten organischen Substanz eines Bodens und
lässt sich durch den Zustand der Substanz (Humusart) in Humushorizonte gliedern.
Humusformen stellen Kombinationen von Humushorizonten dar, die das Ergebnis der
Einflussfaktoren Streumenge und Streuzusammensetzung und der Wärme-, Wasser-, Luft-
und Nährstoffverhältnisse des Standorts sind. Bei terrestrischen Böden, d. h., wenn eine
Ausbildung der Humusform unter weitgehend aeroben Bedingungen erfolgt, unterscheidet
man zwischen dem Ektohumus des O-Horizonts und dem Endohumus im Mineralboden.
Dabei können von oben nach unten folgende Horizonte auftreten:
• Ol-Horizont: Äußerlich unveränderte, tote Pflanzenorgane wie Blätter, Nadeln oder
Zweige liegen in dieser Auflage als frische Streu vor.
• Of-Horizont: Auflage aus teilzersetzter Streu mit makroskopisch erkennbaren
Pflanzenstrukturen.
• Oh-Horizont: Auflage mit stark zersetzter Streu ohne erkennbare Pflanzenstrukturen.
Diese Auflage wird Moderhumus genannt.
Unter den Auflage-Horizonten befindet sich der humose Ah-Horizont des Mineralbodens.
Je nach Vorkommen und Mächtigkeit der Horizonte kann man nach Scheffer und
Schachtschabel (1979) drei Haupthumusformen und zusätzliche Übergangsformen (Dunger
und Fiedler, 1997) unterscheiden (vgl. Abb. 1.3). Die Humusform Rohhumus wird durch
eine mächtige Humusauflage definiert, die bis zu 30 cm hoch sein kann. Gebräunter, nur
teilweise und grob zerkleinerter Streuhumus dominiert diese Auflage, während ein humoser
A-Horizont fehlt oder gegenüber den Auflagehorizonten nur gering ausgebildet ist. Ein
weites Verhältnis von Kohlenstoff zu Stickstoff (C/N-Verhältnis) von 30 – 40 und niedrige
pH-Werte (3-4) sind charakteristisch für den Rohhumus. Diese Humusform entsteht
vorwiegend bei extrem nährstoffarmen und grobkörnigen Böden und einer Vegetation, die
schwer abbaubare und nährstoffarme Streu liefert.
Der Moder besteht meist aus allen Auflagehorizonten, und der mineralische Ah-Horizont
ist vorhanden. Das C/N-Verhältnis liegt bei 20. Diese Humusform entsteht vorwiegend
unter krautarmen Laub- und Nadelwäldern auf relativ nährstoffarmen Gesteinen oder unter
kühlfeuchten Klimaverhältnissen.
Bei der Humusform Mull verschwindet unter sommergrünen Laubwäldern einige Monate
nach dem Streufall die Humusauflage oder fehlt ganz. Der oft mächtige Ah-Horizont besteht
fast ausschließlich aus braungrauem bis schwarzem, stark mit Tonmineralien versetztem
Feinhumus. Das C/N-Verhältnis liegt bei 10 – 15. Diese Humusform bildet sich in Böden
mit günstigen Wasser- und Luftverhältnissen und relativ hohem Nährstoffgehalt, in denen
die Streu rasch abgebaut wird. Er kann nur bei einer Vegetation entstehen, die eine




Abbildung 1.3: Schematische Darstellung von Humusformen (Dunger und Fiedler, 1997)
Je kleiner das C/N-Verhältnis im Humus ist, umso besser ist die Stickstoffverfügbarkeit
im Boden und damit dessen Fruchtbarkeit. Albers et al. (2004), Berger (2001) und
Bolte und Villanueva (2006) konnten zeigen, dass das C/N-Verhältnis, ausgehend von
reinen Fichtenbeständen über Fichten-Buchen- zu reinen Buchenbeständen, immer geringer
wird. Diese Untersuchungen decken sich mit der Beobachtung von Mardulyn et al.
(1993), dass unter Fichtenbeständen eine Übergangsform zwischen Moder und Rohhumus
mit einer schweren Humusauflage (45t/ha Trockenmasse) vorherrscht, während Moder
mit einer leichteren Humusauflage (15t/ha Trockenmasse) im Buchenbestand gebildet
wird. Wälder et al. (2008) erstellten ein Modell linearer Strukturgleichungen (LISREL1)
um die Mächtigkeit des Of-Horizonts in einem 130-140 Jahre alten Mischbestand aus
Rotbuche (Fagus sylvatica) und Gemeiner Fichte (Picea abies (L). Karst.) anhand der
Einflussfaktoren Strahlung, Niederschlag, Blatt- und Nadelstreu zu erklären. Dabei konnte
kleinstandörtlich ein negativer Effekt der Fichtennadeln und ein positiver Effekt der
Buchenblätter auf die Zersetzungsgeschwindigkeit und somit auf die Humusmächtigkeit
abgeleitet werden. Deswegen ist zu vermuten, dass sich die Humusform bei homogenen
Standortverhältnissen kleinstandörtlich durch den Mischungsgrad und die Mischungsform
im Buchen-Fichten-Mischbestand beeinflussen lassen wird.
Aus diesen Überlegungen erwuchs die Frage: „Wie müssen die Mischungsform und
der Mischungsgrad in einem Buchen-Fichten-Bestand gewählt werde, um eine günstige
Humusform zu erhalten? “ Aus der Beschreibung des ersten Optimierungsproblems wird
Folgendes übernommen: Gegenstand der Optimierung ist eine idealisierte, homogene
Bestandesfläche X = [0, xmax] × [0, ymax], Einflüsse von Nachbarbeständen werden
vernachlässigt, jeder Baum hat einen gegebenen BHD und seine Position muss in
1eng.: linear structural relationship models; entwickelt von Jöreskog (1973)
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X liegen, die Kronen der Bäume werden durch Kreisscheiben approximiert, und eine
Konkurrenz der Bäume untereinander soll vermieden werden. Die letzte Forderung
entsteht aus der waldbaulichen Beobachtung, dass die Individuen eines Endbestandes
keiner zu starken Konkurrenz ausgesetzt werden dürfen, damit sie den gewünschten
Zielbrusthöhendurchmesser erreichen können. Außerdem soll auch die inner- und
zwischenartliche Konkurrenz verschiedener Arten berücksichtigt werden, da im Gegensatz
zum ersten Optimierungsproblem zwei Baumarten betrachtet werden und diese Konkurrenz
Einfluss auf die Holzzuwachsleistung hat (Biber, 1996). Gleichzeitig steigt mit steigender
Konkurrenz auch der Pflegeaufwand und damit die Pflegekosten im Bestand. Deswegen
soll ein etwas größerer Bereich als die Baumkronen, ein sogenannter Einflussbereich, bei
der Konkurrenz der Bäume berücksichtigt werden. Die Individuenanzahl je Baumart wird
nicht fest vorgegeben, um nicht nur die Mischungsform, sondern auch den Mischungsgrad
optimieren zu können. Allerdings sollen gewisse Grenzen für den Mischungsgrad und
die Anzahl der betrachteten Bäume auf X eingehalten werden. Für ähnliche Standorte
mit gleicher Streumenge ist die Mächtigkeit des Of-Horizonts ein guter Indikator für das
C/N-Verhältnis des Bodens und damit für dessen Fruchtbarkeit. Die Mächtigkeit wird, wie
oben schon erwähnt, durch die Einflussfaktoren Streumenge, Streuzusammensetzung und
die Wärme-, Wasser-, Luft- und Nährstoffverhältnisse des Standorts beeinflusst. Da von
einer idealisierten, homogenen Bestandesfläche ausgegangen wird, bei der es sich um einen
geschlossenen Bestand handelt, müssen nur die Faktoren berücksichtigt werden, die durch
die Verteilung und den Mischungsgrad der Bäume auf der Fläche beeinflusst werden. Diese
sind die Streumenge, die Streuzusammensetzung und das Wasserverhältnis, als abhängige
Größe vom Kronenrückhalt der Bäume. Da es sich bei der direkten Strahlung um einen
weitreichenden Einzelbaumeffekt handelt, wird sich die direkte Strahlung und damit die
Wärme am Waldboden von der kleinstandörtlichen Verteilung der beiden Baumarten unter
Einhaltung eines geschlossenen Kronendaches im Bestand nur marginal ändern. Daher
kann dieser Einzelbaumeffekt vernachlässigt werden. Eine günstige Humusform auf einer
Bestandesfläche erhält man demnach, wenn eine gleichbleibend geringe Humusmächtigkeit
gefordert wird. Die Streuverteilung, der Kronenrückhalt und die daraus abgeleitete
Zielfunktion werden in den Abschnitten 2.1.2 und 2.1.3 modelliert.
1.1.3 Optimale Voraussetzungen für die Verjüngung in einer Lücke
Das dritte Optimierungsproblem widmet sich der Ressourcenverfügbarkeit in
Bestandeslücken eines Fichtenreinbestandes als Grundlage für Verjüngungsetablierung
und -wachstum. Der Einfluss des Lichtgenusses und der Wasser- und Nährstoffversorgung
auf die Entwicklung der Verjüngung ist seit längerer Zeit bekannt. Schon Gayer
(1886) nannte das Licht als wichtigsten Standortfaktor für das Wachstum junger
Bäume. Untersuchungen zur Entwicklung einer Buchennaturverjüngung entlang eines
Lichtgradienten (von 50 bis 5 % relativer Beleuchtungsstärke) verdeutlichten, dass
die Sämlingszahl bei Reduzierung des Lichtgenusses kontinuierlich abnimmt (Suner
und Röhrig, 1980). Madsen (1994) zeigte, dass die Bodenfeuchtigkeit einen bisher
unterschätzten Einfluss auf die Verjüngung hat und in enger Wechselwirkung mit dem
Licht als Wachstumsfaktor für die Sämlingsentwicklung steht. Weitere Untersuchungen
konnten eine signifikante Abhängigkeit der Bodenfeuchtigkeit von den Faktoren Licht,
Wasser und Vegetation und damit verbunden eine Korrelation der Mortalität der
Verjüngung mit der Bodenfeuchtigkeit nachweisen (Davis et al., 1999; Topoliantz und
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Ponge, 2000). Aus dem Bestreben, Reinbestände durch Naturverjüngung in Mischbestände
zu überführen, wurde verstärkt der Einfluss der Ausformung von Bestandeslücken auf
die Verjüngung verschiedener Baumarten untersucht (Whitmore, 1989; van der Meer et
al., 1999; Quine, 2001; York et al., 2003; Zhu et al., 2003; Huth und Wagner, 2006).
In diesen Arbeiten konnte eine stetige Veränderung der Höhe und der Dichte der
Verjüngung in Abhängigkeit von der Position in der Lücke und der Lückengröße
beobachtet werden. Diese Wirkung ließ sich durch den Einfluss der Lückenausformung auf
die Ressourcenverfügbarkeit auf der Lücke erklären (Müller, 2004).
Die Saugspannung (auch Wasserspannung genannt) im Boden kann als messbare
Kenngröße für die Verfügbarkeit der Ressourcen auf der Lücke herangezogen werden. Sie
beschreibt die Kraft, die aufgebracht werden muss, um dem Boden das in den Kapillaren
des Bodens enthaltene Wasser zu entziehen (Scheffer und Schachtschabel, 1979). Die
Saugspannung wird entweder als Druck in Hektopascal (hPa) oder durch den pF-Wert, der
der dekadische Logarithmus der Höhe der Wassersäule in Zentimetern ist, angegeben. Die
Abhängigkeit der Saugspannung vom Wassergehalt im Boden und der Körnung des Bodens
ist in Abb. 1.4 dargestellt. Bei Wassersättigung (0 pF) sind 42 bis 53 % des Bodenvolumens
mit Wasser gefüllt. Mit abnehmendem Wassergehalt und durchschnittlicher Porengröße
nimmt die Saugspannung zu. Dabei sind zwei pF-Werte für die Pflanzen von entscheidender
Bedeutung: Der Wassergehalt, der sich nach voller Wassersättigung nach zwei bis drei
Tagen ohne Niederschlag einstellt, wird Feldkapazität genannt und gibt die Wassermenge
an, die nicht versickert, sondern den Pflanzen zur Verfügung steht. Die Feldkapazität stellt
sich meist im Bereich von 1,8 bis 2,5 pF ein. Die zweite Kenngröße ist der Permanente
Abbildung 1.4: Beziehung zwischen Wasserspannung und Wassergehalt (pF-Kurven)
bei einem Sandboden, einem tonigen Schluffboden (Lößboden) und einem Tonboden




Welkepunkt. Er gibt denjenigen Wasseranteil im Boden an, bei dem Pflanzen anfangen zu
welken. Für Kiefern (Pinus silvestris) und Sonnenblumen (Helianthus annuus) wurde dabei
ein pF-Wert von 4,2 gemessen. Durch Niederschläge, Evaporation und die Aufnahme von
Bodenwasser durch die Vegetation über die Feinwurzeln verändert sich der Wassergehalt
und damit die Saugspannung im Boden kleinstandörtlich. Ammer und Wagner (2002)
konnten zeigen, dass die Saugspannung mit der Verteilung der Feinwurzeln im Oberboden
korreliert. Allerdings wurde auch deutlich, dass dies nur einen Teil der Verteilung der
Oberbodenfeuchtigkeit erklärt und der Einfluss der Sonne und die Zufuhr an Wasser
mitberücksichtigt werden muss.
Die Frage „Wie müssen Lücken in einem Bestand ausgeformt und verteilt sein, um
optimale Voraussetzungen für die Etablierung einer Verjüngung zu schaffen? “ kann in
folgendes Optimierungsproblem überführt werden: Es wird ein idealisierter, geschlossener
Reinbestand betrachtet, d. h., die Bäume haben den gleichen BHD, sind gleichmäßig
auf der homogenen Bestandesfläche X = [0, xmax] × [0, ymax] verteilt, und ihre Kronen
überlappen sich kaum. Die Größe der Fläche, die verjüngt werden soll, und damit die
Anzahl der Bäume, die entnommen werden sollen, wird fest vorgegeben. Allerdings werden
Anzahl, Form und Größe der Lücken nicht vorgegeben. Der Indikator einer optimalen
Voraussetzung für die Verjüngung ist die Saugspannung. Sie wird aus den Effekten direkte
Strahlung, Wurzeldichte und Niederschlag modelliert, die selbst vom Schattenwurf, dem
Unterkronenniederschlag und der Altbaumkonkurrenz (Tellerwirkung) des Altbestandes
abhängen (siehe Abschnitt 2.1.4). Da die Schattenbildung ein weitreichender Effekt ist,
muss nicht nur der Einfluss der Bäume auf X, sondern auch von Bäumen aus den
Nachbarbeständen berücksichtigt werden. Verjüngung kann sich etablieren, wenn eine
bestimmte Saugspannung nicht unterschritten wird. Deswegen soll das Überschreiten
eines fixierten Schwellenwertes der Saugspannung auf einer möglichst großen Fläche als
Zielfunktion betrachtet werden.
1.1.4 Allgemeine Problemstellung
Die zuvor beschriebenen waldbaulichen Problemstellungen lassen sich zu einer
Problemstellung verallgemeinern. Es sollen Empfehlungen für die Strukturierung von
Beständen mit einer oder zwei Baumarten in einem Endbestand in Bezug auf eine
Zielstellung gegeben werden. Hierbei werden zeitliche Aspekte wie zum Beispiel das
Wachstum der Bäume oder die Entnahme von Individuen im Zuge der Waldpflege
nicht berücksichtigt. Die Individuen des Mischbestandes sollen auf einer rechteckigen,
homogenen Bestandesfläche X = [0, xmax] × [0, ymax] mit Berücksichtigung benachbarter
Bestände so platziert werden, dass die Zielstellung auf X optimiert wird. Dies entspricht
folgender Fragestellung: „Wenn man die Positionen der Bäume eines Endbestandes auf
einer idealisierten Fläche X unter Einflüssen von anderen Beständen frei wählen könnte:
Wie würde die optimale Strukturierung für die gesetzte Zielstellung aussehen?“ Dieses
Vorgehen hat mehrere Gründe. Erstens sind die meisten Einzelbaumeffekte, die zur
Beschreibung der Zielstellung benötigt werden, an Individuen des Endbestandes ermittelt
worden und können nicht ohne Weiteres auf den Jungbestand übertragen werden. Zweitens
erfolgt die Wertschöpfung erst im Endbestand und drittens kann ein Bestand im Anwuchs




Im Bestand wird jeder Baum durch seine biologische Art, seine Position auf der Fläche X
und seinen BHD charakterisiert. Wenn in einer speziellen Problemstellung nur eine einzige
Baumart betrachtet werden muss, dann wird die Baumanzahl der zweiten Baumart gleich
0 gesetzt. Die Form und die Ausdehnung der Krone eines Baumes werden in Abhängigkeit
von seinem BHD durch eine Kreisfläche dargestellt. Es gibt nur zwei Bedingungen, die
die Positionen der Bäume charakterisieren: Erstens ist jeder Punkt der Bestandesfläche
X eine mögliche Position eines Baumes, da sie eine idealisierte Bestandesfläche ist.
Zweitens soll eine zu starke Konkurrenz der Bäume untereinander vermieden werden, da
dies zum einen das natürliche Verhalten der Bäume wiederspiegelt und zum anderen die
Zielstellung unterstützen kann (Freistellung der Samenbäume, Erreichen eines Ziel-BHD,
Berücksichtigung des Pflegeaufwands bei gemischten Beständen). Dabei gilt: Je enger zwei
Bäume beieinander stehen, umso stärker ist ihre Konkurrenz. Des Weiteren muss noch die
Anzahl der zu betrachtenden Individuen je Baumart bestimmt werden. Dies geht mit der
Überlegung einher, ob man eine feste Anzahl von Individuen vorgeben oder ihre Anzahl als
variable Größe in das Optimierungsproblem einbeziehen soll. Hierbei sollte die horizontale
Waldstruktur eines Altbestandes nachempfunden werden. Hier reichen die Angaben von
90 Bäume (Nüßlein, 1999) bis 200 Bäume (Mayer, 1984) pro Hektar. Diese großen
Unterschiede lassen sich durch unterschiedliche Baumarten und Mischungsverhältnisse
in den betrachteten Beständen erklären, da die Individuen verschiedener Baumarten
unterschiedlich große Kronen ausbilden (vgl. Abb. 1.5). Wenn man die Grundsätze
aus Harper (1994) berücksichtigt, die den Zusammenhang zwischen der Pflanzendichte
und ihrem Volumen beschreiben, dann kann man für ein festes Mischungsverhältnis
zweier ausgewählter Baumarten die zu erwartende Anzahl der Bäume wesentlich genauer
bestimmen (vgl. Abb. 1.6). Diese Gesetzmäßigkeiten spiegeln sich auch in dem von Reineke
(1933) untersuchten Dichtemaß, dem sogenannten „stand density index“ wider. Somit kann
nicht von vornherein festgelegt werden, ob eine fixierte Anzahl an Bäumen angegeben
werden soll oder ob nur Grenzwerte eingehalten werden sollen. Beide Varianten sind
möglich und finden ihre Begründung in den möglichen, speziellen Problemstellungen.
Abbildung 1.5: Abstände der wertbestimmenden Bäume in Mischbeständen im
Haubarkeitsalter (Burschel und Huss, 1997)
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Abbildung 1.6: Anzahl und mittlere Abstände der Auslesebäume bei der
Auslesedurchforstung bei zunehmender Oberhöhe (Mayer, 1984)
Abschließend soll noch auf die Zielstellung eingegangen werden. Es wird angenommen,
dass die Zielstellung eine Kombination der Wirkung von Einzelbaumeffekten aller Bäume
auf X ist. Diese Effekte werden durch stetige, nicht notwendig konvexe und nicht
notwendig differenzierbare Distanzgradienten, die die Wirkungsintensität der Effekte in
Abhängigkeit von der Entfernung zur Position eines Baumes angeben, beschrieben. Die
Verknüpfung der einzelnen Effekte unterscheidet sich je nach Effekt und Zielstellung (vgl.
Abschnitt 2.1). Grundsätzlich kann vorausgesetzt werden, dass die Zielstellung stetig ist.
Für die betrachteten Einzelbaumeffekte auf X kann es notwendig sein, auch Bäume aus
Nachbarbeständen zu berücksichtigen. Deren Positionen sind allerdings nicht Gegenstand
der Optimierung sondern fixiert. Wenn keine Wirkung der Nachbarbestände auf die
Zielstellung erwartet wird, dann können diese Bestände vernachlässigt werden.
1.2 Zielsetzung der Dissertation
In dieser Dissertation werden erstmals Kenntnisse über ökologische Felder von
Einzelbäumen mit Methoden der räumlichen Optimierung dazu genutzt, Empfehlungen
für die Strukturierung von Beständen zu erarbeiten. Bisher gibt es kein Modell, das
die Horizontalstruktur eines Bestandes, basierend auf Einzelbaumeffekten, optimiert.
Stattdessen werden die Erkenntnisse vor allem durch Versuchsanlagen gewonnen. Hierbei
werden zum Beispiel der Einfluss der direkten Sonneneinstrahlung auf die Verjüngung mit
Hilfe von schattenerzeugenden Wänden oder die Abhängigkeit der Oberbodenfeuchtigkeit
von der Exposition einer Bestandeslücke anhand von Messungen auf verschieden
ausgeprägten Bestandeslücken untersucht (Brang et al., 2005; Weinreich, 2000; Müller,
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2004). Ausgangspunkt der Arbeit ist demnach ein rein experimentelles Wissen über
günstige Stammverteilungspläne für die vorgestellten waldbaulichen Problemstellungen.
Somit liegt der erste forstwissenschaftliche Schwerpunkt der Dissertation darin, die
waldbaulichen Problemstellungen in geeignete Zielfunktionen zu überführen, die die
Einflüsse der Einzelbaumeffekte wiedergeben und deren emergente Effekte auf der
Bestandesfläche abbilden. Hierzu wird das Konzept der ökologischen Felder von Wu et al.
(1985) verwendet. Außerdem sollen Eigenschaften der Zielfunktionen, die die Optimierung
der waldbaulichen Problemstellungen beeinflussen können, aufgezeigt werden.
Der zweite Schwerpunkt ist, den Stand der Forschung in der räumlichen Optimierung
aufzuzeigen. Dies soll zum einen verdeutlichen, dass Einzelbaumeffekte und eine
einzelbaumweise, räumliche Optimierung bisher noch nicht miteinander kombiniert
worden sind, und dass die bekannten Modelle der räumlichen Optimierung bisher als
kleinste Einheit häufig eine Teilfläche des Bestandes und nicht den einzelnen Baum
betrachten (vgl. Abschnitt 2.2). Zum anderen soll deutlich werden, dass umgekehrt die
Optimierungsmodelle, die einzelbaumweise operieren, räumlichen Aspekte ignorieren oder
stetige Einzelbaumeffekte nicht berücksichtigen (vgl. Abschnitt 2.2.5).
Aus den forstwissenschaftlichen ergeben sich die mathematischen Schwerpunkte. Zum
einen soll erstmals ein geeignetes räumliches Optimierungsmodell entwickelt werden,
das mit Hilfe stetiger Einzelbaumeffekte waldbauliche Probleme modelliert. Das
Hauptaugenmerk bei den betrachteten waldbaulichen Zielen liegt dabei auf einem
optimalen Stammverteilungsplan unter gegebenen Bedingungen wie zum Beispiel
Baumart, BHD oder Mischungsgrad. Somit sollen Aussagen über den zu bevorzugenden
Kronenschlussgrad, die günstigste Form von Lücken oder bei Mischbeständen die optimale
Mischungsform getroffen werden können. Unter dem Blickwinkel der Optimierung muss
daher jeder mögliche Stammverteilungsplan eine zulässige Lösung des Optimierungsmodells
sein dürfen. Darüber hinaus ist bisher nicht klar, ob ein stetiges oder ein diskretes
Optimierungsmodell die besseren Voraussetzungen für die Optimierung bietet. Auf der
Grundlage des neuen Optimierungsmodells soll ein geeigneter Optimierungsalgorithmus
gefunden bzw. entwickelt werden, um Aufgaben wie die in Abschnitt 1.1 vorgestellten
waldbaulichen Problemstellungen zu lösen. Dabei soll die Rechenzeit nicht das
entscheidende Kriterium für die Qualität des Algorithmus sein, da die möglichen
Optimierungsaufgaben nicht innerhalb kurzer Zeitabstände wiederholt gelöst werden
müssen. Vielmehr sollen das Optimierungsmodell und der Algorithmus als Werkzeuge für
die weitere theoretische forstwissenschaftliche Forschung dienen, um ökosystemorientierte
Nachhaltigkeitsindikatoren in forstlichen Managementmodellen zu bestimmen und einen
Beitrag zur horizontalen Integration verschiedener Waldfunktionen auf Bestandesebene
zu leisten. Die Verifizierung einer global optimalen Lösung war mit Blick auf
die nichtdifferenzierbaren Einzelbaumeffekte und die große Anzahl zu betrachtender
Bäume unwahrscheinlich (Graichen, 2008). Aus diesem Grund wurden deterministische
globale Optimierungsalgorithmen nicht betrachtet. Die Suche nach einem geeigneten
Algorithmus beschränkte sich vielmehr auf lokale Suchverfahren und auf stochastische
Optimierungsalgorithmen, sogenannte Meta- und Hybridheuristiken.
Empfehlungen zur Strukturierung von Beständen nach optimalen Stammverteilungsplänen
und die Herausarbeitung von Einflüssen der Einzelbaumeffekte auf Handlungskonzepte
im Waldbau sollen nicht Gegenstand dieser Dissertation sein. Das heißt, die
11
1 Einleitung
berechneten Lösungen werden mit auf Erfahrung basierenden, durch Experimente oder
Simulationen erworbenen Erkenntnissen verglichen, um die Qualität der Modellierung
und des Optimierungsalgorithmus zu prüfen und Einflüsse der Zielfunktionen auf die
charakteristischen Merkmale von günstigen Stammverteilungsplänen herauszuarbeiten.
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2.1 Einzelbaumeffekte und ökologische Felder
Wenn man eine Empfehlung aussprechen möchte, wie eine optimale Strukturierung von
Endbeständen unter den in Abschnitt 1.1 vorgestellten Zielvorgaben beschaffen sein
muss, dann muss man sich von der Betrachtung von Zellen und zellularen Automaten
(vgl. Abschnitt 2.2) ab- und dem einzelnen Baum zuwenden. Die Einzelbaumforschung
geht diesen Schritt und befasst sich mit der Interaktion von Baumindividuen mit ihrer
Umgebung, um die ökologischen Zusammenhänge in Wäldern besser zu verstehen. Der
Ansatz der Einzelbaumeffekte und die Beschreibung von ökologischen Feldern nach Wu et
al. (1985) sind wesentliche Bestandteile dieser Forschungsrichtung. Mit dem Vorgehen
können Effekte einzelner Individuen auf die Ressourcenverfügbarkeit von beispielsweise
Licht oder Nährstoffen in Beständen modelliert werden. Als Beispiele dafür seien
die Arbeiten von Ferrari und Sugita (1996), Grimm und Railsback (2005), Näther
und Wälder (2003) und Wagner (2005) genannt. Häufig wird dabei eine Korrelation
zwischen der Effektintensität und der Entfernung zum Einzelbaum beobachtet, die durch
kontinuierliche Distanzgradienten beschrieben werden kann. Außerdem lassen sich mit
Hilfe der Einzelbaumeffekte besonders komplexe waldökologische Wechselbeziehungen, die
großen Einfluss auf die waldbaulichen Strategien im Einzelbestand haben, modellieren.
In den Abschnitten 2.1.2 bis 2.1.4 werden die Möglichkeiten, die die Einzelbaumforschung
bietet, anhand der Einzelbaumeffekte, die für die waldbaulichen Problemstellungen aus
Abschnitt 1.1 benötigt werden, vorgestellt. Es wird dabei auf die Herleitung der Effekte
und ihre Umsetzung in mathematische Modelle eingegangen. Des Weiteren werden die
Eigenschaften der Effekte aufgezeigt, die die Optimierung der waldbaulichen Probleme
beeinflussen können. Die verwendeten Einzelbaumeffekte sind entweder der Literatur
entnommen oder wie bei der Saugspannung erstmals in dem Projekt entwickelt worden.
Im ersten Abschnitt wird die geschichtliche Entwicklung der Einzelbaumforschung von
den ersten Beobachtungen bis zum Konzept der ökologischen Felder von Wu et al. (1985)
beschrieben, um die Herleitung von Einzelbaumeffekten zu verdeutlichen.
2.1.1 Geschichtliche Entwicklung
In diesem Abschnitt soll die geschichtliche Entwicklung der Einzelbaumforschung
von dokumentierten Beobachtungen über entwickelte Experimente und statistische
Verfahren hin zur Umsetzung der gewonnen Daten in Einzelbaummodelle und ableitbare
Effekte dargestellt werden. Dabei stellen die zitierten Artikel nicht die einzigen
Forschungsergebnisse in den verschiedenen Entwicklungsstufen dar, sondern wurden
vielmehr als charakteristische Beispiele ausgewählt.
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Die Einzelbaumforschung erwuchs aus der Beobachtung, dass Pflanzen bzgl. Wasser,
Nährstoffen und Licht in direkter Konkurrenz zueinander stehen. Gerade die variierende
Zusammensetzung der Bodenvegetation an Bestandesrändern und in Bestandeslücken und
die Unterschiede beim Höhenwachstum der Verjüngung sind offensichtliche Beispiele für
die sich in Abhängigkeit von der Entfernung zum Altbestand verändernden Einflüsse.
Deswegen beschäftigten sich Baader (1941), Heinrich (1936) und Mang (1956) schon früh
mit der Wirkung der Altbäume auf die Naturverjüngung beim Samenbaumverfahren. Aus
ihren Messungen wurde ersichtlich, dass der einzelne Samenbaum einen starken Einfluss
auf die Verjüngung hat. Dies drückte sich vor allem in der beobachteten Tellerwirkung
der Samenbäume aus. Als mögliche Erklärung wurde die Konkurrenz um Wasser und
Nährstoffe im dicht durchwurzelten Oberboden angeführt. Somit ist dokumentiert worden,
dass der einzelne Baum als Quelle für weitreichende Effekte auf die Ressourcenverfügbarkeit
angesehen werden muss.
Lunt (1934) beschäftigte sich mit der Verteilung der Bodenfeuchtigkeit, da diese ein
limitierender Faktor für das Wachstum ist. Um störende externe Einflüsse soweit wie
möglich auszuschließen und damit den Einfluss des Einzelbaumes auf die Bodenfeuchtigkeit
eindeutig zu belegen, führte er seine Messungen in einer Plantage durch, in der
Topographie, Bodenbeschaffenheit und Baumbestand homogen waren. Außerdem wurden
Bäume ausgewählt, die am Ende von Pflanzreihen standen, um die Veränderung der
Feuchtigkeit vom Baum aus bis hin zur freien Fläche darstellen zu können. Durch
Bohrungen entlang einer Geraden vom Baum weg konnte die in Abb. 2.1 dargestellte
Verteilung der relativen Bodenfeuchtigkeit gemessen werden. Dabei ist deutlich zu sehen,
dass die relative Feuchtigkeit mit der Entfernung vom Baum zunimmt. Des Weiteren konnte
dokumentiert werden, dass die Einflussintensität je nach Baumart variiert. Die Abnahme
der Feuchtigkeit in Baumnähe wurde durch die Zunahme der gemessenen Wurzeldichte
erklärt, aber nicht statistisch bewiesen.
Der Einfluss von Einzelbäumen auf den Humus wurde zum Beispiel durch Zinke (1962)
untersucht. In seinem Artikel beschreibt er die systematische Evaluierung des Effekts
eines einzelnen Baumes auf die Eigenschaften des Humus. Dazu wurde ein separat auf
einer Sanddüne stehender Baum als Quelle des Effekts ausgewählt. Vom Baum aus
Abbildung 2.1: Relative Bodenfeuchtigkeitsverteilung in Prozent unter Pinus resinosa mit
einem Kronenradius von 4 ft (Lunt, 1934)
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Abbildung 2.2: Verteilung des pH-Wertes (links) und des Stickstoffgehaltes in
Prozent (rechts) unter Pinus contorta mit Kronenradius von 6,5 Fuß (Zinke, 1962);
Hauptwindrichtung durch Windrose (links) dargestellt
wurden das Gewicht, der pH-Wert und der Stickstoffanteil des Humus entlang vier
rechtwinklig aufeinanderstehender Transekte untersucht. Die gemessenen Werte (siehe
Abb. 2.2) zeigen mit zunehmender Entfernung zum Baum einen Anstieg des pH-Wertes,
während der Stickstoffgehalt abnimmt. Außerdem ist in Abb. 2.2 gut der starke Einfluss des
Küstenwindes an der Verformung der Isolinien zu erkennen. Zinke nahm an, dass die Effekte
ohne Wind isotrop seien. Die kleinstandörtliche Veränderung der Humuseigenschaften
führte er hauptsächlich auf die räumliche Verteilung von Rindenschuppen, Blattstreu
und Freifläche ohne Streu zurück. Des Weiteren verwies Zinke auf den Einfluss der
anzunehmenden, unterschiedlichen Verteilung von Regenwasser durch Stammabfluss und
Unterkronenniederschlag, was allerdings nicht Gegenstand der Untersuchung war. Weitere
Beispiele für den Einfluss von einzelnen Pflanzen auf den Humus wurden von Jamison
(1942), Fireman und Hayward (1952) und Muller und Muller (1956) berichtet.
In den genannten Beispielen lag das Hauptaugenmerk auf der Dokumentation des Effekts
durch Messungen an existierenden Gegebenheiten in der Natur. Zum Ende des 20.
Jahrhunderts wurden die gewonnenen Erkenntnisse durch weiterführende Experimente und
statistische Tests vertieft. Die Vielzahl der durchgeführten Experimente im Bereich des
Waldfeldbaus1 lieferten dabei tiefe Einblicke in die Wechselbeziehung zwischen einzelnen
Pflanzen. Im Folgenden werden zwei Arbeiten und ihre Ergebnisse näher beschrieben.
Puri und Bangarwa (1992) untersuchten den Einfluss der vier Baumarten Azadirachta
indica, Prosopis cineraria, Dalbergia sissoo und Acacia nilotica auf Getreide. Es wurden
pro Spezies neun Bäume ausgewählt. Von den Stämmen aus wurden entlang der vier
Himmelsrichtungen wurden in gleichmäßigen Abständen Flächen von 1 m× 1 m markiert
und das darin gewachsene Getreide geerntet, getrocknet und gewogen. Das jeweilige
Gewichte wurde in Abhängigkeit von der Entfernung mit der Varianzanalyse und die
Mittelwerte mit dem LSD-Test nach Fisher2 analysiert. Puri und Bangarwa konnten
1engl.: agroforestry
2engl.: least significant difference
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nachweisen, dass die Stärke des negativen Einflusses auf die Erntemenge je nach Art
variiert. Bis in 3 m Entfernung war der Einfluss bei allen Arten nachweisbar, in größerer
Entfernung nur bei Acacia nilotica. Die Verringerung der Erntemenge ging einher mit
einer Verringerung der Pflanzendichte. Des Weiteren waren die Erträge unter den
Baumkronen im Nord geringer als im Süden. Das lässt auf den bedeutsamen Einfluss
des Lichtes schließen und verdeutlicht den anisotropen Einfluss eines Baumes durch den
Schattenwurf seiner Krone. Zusätzlich verzögerte sich der Erntezeitpunkt unter Acacia
nilotica um bis zu 19 Tage, was eine zweite Ernte notwendig machte. Die daraus
abgeleitete Handlungsempfehlung besagt, dass Azadirachta indica vor Prosopis cineraria
und Dalbergia sissoo für den Waldfeldbau verwendet werden sollte und Acacia nilotica
ungeeignet ist. Ähnliche Ergebnisse lieferten auch die Experimente von Khattak et al.
(1981), Sheikh und Haq (1986), Malik und Sharma (1990) und Puri et al. (1992), bei denen
der Einfluss von Eucalyptus camaldulensis, Populus deltoides, Dalbergia sissoo, Acacia
nilotica und Bombax ceiba auf Weizen, Senf und Baumwolle untersucht wurde.
Einen Schritt weiter gingen Yadav et al. (1993). Sie untersuchten den Einfluss von Acacia
nilotica auf Senf auf einem bewässerten und einem unbewässerten Feld, indem sie vom
Baumstamm aus sternförmig in acht Richtungen bis in 22 m Entfernung jeweils neun je
1 m× 1 m große Flächen pro Richtung markierten und die darin wachsenden Senfpflanzen
untersuchten. Auch sie stellten fest, dass der Einfluss mit der Entfernung vom Stamm
abnimmt. Hierbei unterschied sich die Intensität des Einflusses je nach Bewässerungsart.
Ohne Bewässerung wurde kein Ertrag in bis zu 3 m Entfernung und 58,21 % weniger
Ertrag in einer Entfernung von 3 m bis 9 m im Vergleich zur Freifläche gemessen. Durch
die Bewässerung konnte dieser Effekt auf 64,58 % weniger Ertrag im direkten Umkreis
von 4 m und lediglich 2,64 % weniger in einer Entfernung von 4 m bis 12 m verringert
werden. Im nächsten Schritt wurde die Ernte mit der Regressionsanalyse modelliert. Hierbei
ergab sich folgende stückweise lineare Regressionsgerade für die Erntemenge Y in g/m2 in
Abhängigkeit von der Entfernung zum Baumstamm d in Metern:
Y =
{
210,3255 + 235,7249d, d ∈ [0,6]
1864,0002 + 0,4928d, d ∈ [8,21]
mit einem Bestimmtheitsmaß R2 von 0,9958 für das bewässerte Feld und
Y =
{
−85,5505 + 71,7745d, d ∈ [0,8]
1395,541 + 3,08638d, d ∈ [10,21]
für das unbewässerte Feld mit einem Bestimmtheitsmaß R2 von 0,9905. Die Funktionen
sind in Abb. 2.3 dargestellt. Darin wird der Einfluss des Einzelbaumes auf die Ernte sehr
deutlich. Beim bewässerten Feld (links) stieg die Erntemenge bis zum Kronenrand in etwa
7,9m Entfernung stetig an und veränderte sich danach im Vergleich zur Freifläche kaum.
Beim unbewässerten Feld (rechts) hatte der Einzelbaum einen Kronenradius von etwa
5,75 m. Demnach geht der Einfluss des Baumes weit über die Kronenfläche hinaus und
lässt nach etwa 8 m stark nach.
Bei den oben genannten Beispielen wurde nicht der direkte Einfluss des Einzelbaumes
auf einzelne Ressourcen wie Wasseraufnahme oder Schattenwirkung gemessen; stattdessen
wurde die daraus resultierende Verringerung der Ernte in Bezug zum Einzelbaum gebracht.
Außerdem waren aussagekräftige Ergebnisse nur an einzeln stehenden Bäume möglich, weil
mit diesem Zugang die Zuordnung der Einflussintensität zum einzelnen Baum bei mehreren
Einflussquellen nicht möglich war.
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Abbildung 2.3: Stückweise lineare Regressionsgerade für die Ernte in kg/m2 für das
bewässerte Feld (links) und das unbewässerte Feld (rechts) in Abhängigkeit von der
Entfernung zu Acacia nilotica (Yadav et al., 1993)
Die theoretische Grundlage für Versuche im geschlossenen Bestand lieferten Wu et
al. (1985) mit ihrem Konzept der ökologischen Felder. Hierbei werden direkte Effekte
einzelner Pflanzen auf die Ressourcenverfügbarkeit durch Krone, Stamm und Wurzeln
abgebildet und zu einem Einflusspotential kombiniert, das die Einflussintensität der
einzelnen Pflanzen auf ihre Umgebung beschreibt. In Wu et al. (1985) wurde am Beispiel
der Ressourcenverfügbarkeit für die Verjüngung die Modellierung des Einflusspotentials
erklärt. Dem Potential werden Werte zwischen 0 und 1 zugeordnet, wobei 0 keinen
Einfluss und somit die bestmögliche Umgebung für die Verjüngung bedeutet, während
1 die schlechteste Umgebung markiert. Die Gegebenheiten wie geographische Lage,
Klima, Boden usw. erzeugen ohne Einfluss von Nachbarpflanzen ein grundsätzliches
Einflusspotential zwischen 0 und 1. Eine Nachbarpflanze kann dieses Potential in
ihrer Umgebung sowohl negativ als auch positiv für die Verjüngung verändern.
Grundsätzlich werden dabei stetige Effektveränderungen vorausgesetzt. Die Modellierung
des Einflusspotentials vollzieht sich dabei in drei Schritten. Wu et al. (1985) beschrieben
im ersten Schritt die Einflussintensität der Feinwurzeln ξRk(r) mit einer Fermi-Dirac
Verteilung, die der Krone ξCk(r) mit einer 2-dimensionalen Gauß-Verteilung und die des
Stammes ξSk(r) mit einer negativen Exponentialfunktion im Punkt r in Abhängigkeit
von der Position der Pflanze k. Danach konnten in einem zweiten Schritt abgeleitete
Effekte wie die Wasserverfügbarkeit H(r) als Kombination aus Wasseraufnahme durch
die Wurzeln hRξRk(r), Interzeption der Krone hCξCk(r), Einfluss des Stammes hSξSk(r)




((1− hRξRk(r))(1− hCξCk(r))(1 + hSξSk(r)πξC0k/γk))}
modelliert werden. Hierbei sind hR, hC und hS Gewichtungsparameter für den Einfluss
der Wurzeln, der Krone bzw. des Stammes auf die Wasserverfügbarkeit, H0 die
Wasserverfügbarkeit ohne Einfluss von Pflanzen, ξC0k der maximale Kroneneinfluss und
γk ein artenspezifischer Parameter. Des Weiteren wurden bei der Modellierung der
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Wasserverfügbarkeit n Individuen berücksichtigt. Die Lichtverfügbarkeit I(r) und die
Nährstoffverfügbarkeit N(r) wurden in ähnlicher Weise modelliert. Die in der obigen
Formel verwendete multiplikative Verknüpfung der Einflüsse der Pflanze stellt dabei
nur eine Möglichkeit dar. Im dritten Schritt stützten sich Wu et al. auf die von
Olson et al. (1985) und Sharpe et al. (1985) veröffentlichten Zusammenhänge zwischen der
Wachstumsrate einer Pflanze und der Verfügbarkeit von Wasser, Licht und Nährstoffen.
Deswegen wurde das Einflusspotential Φ(r) auf die Verjüngung im Punkt r aus den
abgeleiteten Effekten durch
Φ(r) = 1− B · I(r) ·N(r) ·H(r)
N(r)(λ + H(r) + I(r)(1 + H(r))) + I(r) ·H(r)
modelliert. Hierbei ist B ein Normierungsparameter und der Parameter λ ist aus Sharpe et
al. (1985) übernommen worden. Abb. 2.4 zeigt das Einflusspotential Φ(r) auf die
Naturverjüngung, das durch mehrere verschiedene Pflanzen erzeugt wird. Deutlich zu
sehen ist der sich überlagernde, isotrope Einfluss der Wurzeln, Kronen und Stämme.
Als mögliches Anwendungsgebiet wurde die Ableitung der Verjüngungschancen erläutert.
Wenn angenommen wird, dass eine Verjüngung nur in Bereichen aufkommt, in denen das
Einflusspotential nicht höher als 0,5 ist, dann ist in Abb. 2.4 mit einer Wasserverfügbarkeit
von H0 = 0,9 auf mehr als 50 % der Fläche Naturverjüngung möglich. Wenn die
Wasserverfügbarkeit aber auf H0 = 0,2 herab sinkt, dann wird keine Naturverjüngung
entstehen können (siehe Abb. 2.5).
Mit ihrem theoretischen Artikel über ökologische Felder steckten Wu et al. (1985) einen
Rahmen ab, wie man von Effekten einzelner Pflanzen zu abgeleiteten Effekten mehrerer
Pflanzen verschiedener Arten und Größen gelangen kann. In nachfolgenden Arbeiten
wurde dieser Ansatz verfeinert und auf viele Fragestellungen angewendet. So zeigten
Walker et al. (1989) Möglichkeiten auf, wie die Konkurrenzintensität bzgl. Wasser und
Nährstoffen durch die Überlappung der Einflussbereiche der Pflanzen modelliert werden
kann. Kuuluvainen und Pukkala (1989) leiteten den Einfluss der Samenbäume auf die
Bodenvegetation beim Samenbaumverfahren empirisch her. In Nielsen und Mackenthun
(1991) wurden die Wurzelintensitäten von Fichte und Buche durch ein logistisches Modell
beschrieben. Hierbei wurde die Wurzelintensität in einem Punkt im Oberboden als Summe
aller Wurzelintensitäten der benachbarten Einzelbäume modelliert. Die Dichteverteilung
von Samen wurde von Ribbens et al. (1994) durch die Maximum-Likelihood-Methode
ausgearbeitet. Insgesamt konnten für die Dichteverteilungen von neun Arten, deren
Ausprägungen sehr unterschiedlich waren, signifikante Korrelationen mit den gemessenen
Daten nachgewiesen werden. Weitere Beispiele für Einzelbaumeffekte und daraus
abgeleitete Effekte sind die Arbeiten von Stoyan und Wagner (2001), Wagner et al. (2004)
und Wälder et al. (2009).
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Abbildung 2.4: Konturplot und 3D-Grafik vom Einflusspotential Φ(r) bei einer
Wasserverfügbarkeit von H0 = 0,9, das durch verschiedene Pflanzen erzeugt wird (Wu
et al.,1985); Verjüngung ist auf 50% der Fläche möglich
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Abbildung 2.5: 3D-Grafik vom Einflusspotential Φ(r) bei einer Wasserverfügbarkeit von
H0 = 0,2 (Wu et al., 1985); Verjüngung ist auf der Fläche nicht möglich
2.1.2 Sämlingsdichte
Aus den Ausführungen in Abschnitt 1.1.1 geht hervor, dass bei der optimalen
Sämlingsdichte beim Samenbaumverfahren neben der Verteilung und der Anzahl der
Samen auch die Altbaumkonkurrenz um Ressourcen berücksichtigt werden muss.
Die dazu notwendigen Einzelbaumeffekte wurden bereits im Artikel Wagner et al.
(2010) zusammengetragen und sind im Anhang ab Seite 162 aufgelistet. Bei der
Modellierung der Effekte wird zunächst der Windeinfluss vernachlässigt und demnach eine
isotrope Verteilung der Samen um einen Samenbaum vorausgesetzt. Danach wird eine
Hauptwindrichtung berücksichtigt, die zu einer anisotropen Verteilung der Samen führt.
2.1.2.1 Isotrope Modellierung
Kellomäki et al. (1987) konnten aus den von Guittet und Laberche (1974) gesammelten
Daten eine Beziehung zwischen der Samendichte und der Entfernung zum Samenbaum
entwickeln. Daraus konnte die Verteilungsdichte der Samen im Punkt (i, j) eines Baumes,















(i− xk)2 + (j − yk)2 abgeleitet werden. Wegen ihrer bekannten Eigenschaften
(geschlossene Formeln für Maximum, Erwartungswert, Varianz usw.) wird diese
Dichtefunktion häufig für die Verteilung der Samendichte verwendet (Cremer, 1966;
Augspurger und Hoga, 1983; Greene und Johnson, 1989; Wagner, 1997). Damit keine
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Abbildung 2.6: Samendichte, Intensität der Ressourcenverfügbarkeit und Sämlingsdichte
in Abhängigkeit von der Entfernung zum Samenbaum und vom BHD des Samenbaumes;
Zahlen an den Funktionen geben BHD in Metern an; die Kronenradien nach (A.1) mit
a= 0 sind 2,3m, 2,9m bzw. 3,4m bei einem BHD von 0,3m, 0,4m bzw. 0,5m
Fallunterscheidung bei der Darstellung und bei den Testrechnungen gemacht werden
muss, wird die approximierende Funktion (A.7) mit (A.3) und ε nahe 0 statt SDk(r)
verwendet. Wenn man die Dichtefunktion (A.7) mit der Samenmenge (A.6) multipliziert,
die linear mit steigendem BHD wächst, dann erhält man die Verteilung der Samendichte
(A.8) in der linken Grafik von Abb. 2.6 (Wagner et al., 2010). Gleichzeitig hat ein
Samenbaum in Abhängigkeit von seinem BHD die Eigenschaft, der Verjüngung Wasser
und Nährstoffe zu entziehen. Das Verhalten kann durch die Altbaumkonkurrenz (A.9)
als ein Effekt mit einer Intensität zwischen 0 und 1 modelliert werden. Die Subtraktion
dieses Wertes von 1 beschreibt die Intensität der Ressourcenverfügbarkeit (A.10), die in der
rechten Grafik von Abb. 2.6 dargestellt ist. Wagner et al. modellierten die Sämlingsdichte
(A.11) durch die Multiplikation der Samendichte mit der gewichteten Intensität der
Ressourcenverfügbarkeit, um den Einfluss der Samenbäume auf die Ressourcen zu
berücksichtigen. Hierbei gilt: Je geringer die Ressourcenverfügbarkeit, desto weniger Samen
keimen. Dieser Effekt wird in der Verteilung der Sämlingsdichte (A.11) in der mittleren
Grafik von Abb. 2.6 deutlich. Das Maximum der Sämlingsdichte hat sich im Vergleich zum
Maximum der Samendichte weiter vom Baum entfernt, da der Einfluss des Samenbaumes
in seiner direkten Umgebung sehr stark ist.
In Abb. 2.7 ist die modellierte Verteilung der Sämlinge auf einer Bestandesfläche mit
fünf Samenbäumen dargestellt. Mehrere wichtige Merkmale der Sämlingsdichteverteilung
fallen dabei auf. Erstens entwickelt sich der Großteil der Sämlinge in einem Kreisring
in einiger Entfernung zum Kronenrand eines einzelnen Samenbaumes. Zweitens ist der
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Abbildung 2.7: Modellierte Sämlingsdichte in St/m2 auf X = [0,25] × [0,25], erzeugt
durch fünf Samenbäume; Baumkronen sind im Konturplot (links) durch Kreise dargestellt,
Isolinien von 4 bis 24 St/m2 in 2er Schritten
Einfluss eines Altbaumes in seiner direkten Umgebung am größten (vgl. Abb. 2.6). Daraus
abgeleitet folgt drittens, dass eine Gruppierung von mehreren Bäumen günstig für die
Sämlingsdichte zu sein scheint, weil der Großteil des Samenbaumeinflusses nur auf eine
geringe Menge von Nachbarsamen wirkt. Viertens scheint eine große Entfernung von
benachbarten Samenbäumen bzw. Gruppen von Samenbäumen erstrebenswert, damit die
benachbarten Bäume die Ressourcenverfügbarkeit hauptsächlich in Bereichen außerhalb
des Kreisrings verringern, wo die meisten Sämlinge des Nachbarbaumes sich entwickeln
würden. Fünftens wird noch deutlich, dass Samenbäume am Rand der Bestandesfläche zu
einer Homogenisierung der Sämlingsdichte über die gesamte Fläche beitragen. Allerdings
werden durch diese Positionen auch viele Samen in angrenzende Nachbarbestände verteilt,
sodass sich die Gesamtanzahl an Sämlingen auf der Bestandesfläche verringert.
In Abschnitt 1.1.1 wurde eine optimale Sämlingsdichte durch zwei verschiedene
Merkmale beschrieben. Zum einen soll eine hohe durchschnittliche Sämlingsdichte auf
der Bestandesfläche X erreicht werden, damit eine dichte Naturverjüngung entsteht.
Zum anderen wird allerdings eine gleichmäßige Verteilung der Verjüngung angestrebt,
d. h., es soll eine große Fläche mit einer Mindestsämlingsdichte Z erreicht werden.
Deswegen sind folgende zwei Zielfunktionen denkbar (siehe Wagner et al. (2010) für weitere
Zielfunktionsmöglichkeiten).
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Z 4 6 8 10 12 14 16 18 20 22 24
fS1 371,9 247,9 185,9 148,7 124 106,2 93 82,6 74,4 67,6 62
fS2 195,3 189,5 176,1 162,1 144,4 122,3 86,2 55,2 33,1 17,1 7,1
Tabelle 2.1: Zielfunktionswerte von fS1(x, y) und fS2(x, y) in Abhängigkeit von der
Mindestsämlingsdichte Z für das Beispiel in Abb. 2.7
Hierbei ist S(i, j, x, y) die Sämlingsdichte im Punkt (i, j) auf X in Abhängigkeit von den
Positionen aller Samenbäume (x, y) auf X. Die Menge G ist nach Wagner et al. (2010),
abweichend zu (A.2) im Anhang, wie folgt definiert:
G = {(i, j) : i = 0,1, . . . , bxmaxc, j = 0,1, . . . , bymaxc}.
Wenn fS1(x, y) < 100, dann ist die durchschnittliche Sämlingsdichte kleiner als die
Mindestsämlingsdichte Z auf X. Wenn fS1(x, y) ≥ 100, dann wird Z im Durchschnitt
auf X erreicht bzw. übertroffen. Für die zweite Zielfunktion gilt, dass der Summand in
obiger Formel im Punkt (i, j) Werte nahe 0 annimmt, wenn die Sämlingsdichte S(i, j, x, y)
kleiner als Z ist, und dass er Werte nahe 1 annimmt, wenn S(i, j, x, y) größer als Z
ist. Für das Beispiel in Abb. 2.7 sind in Tab. 2.1 Zielfunktionswerte in Abhängigkeit
von der Mindestsämlingsdichte Z aufgeführt. In der Funktion fS1(x, y) ist Z nur ein
Skalierungsparameter. Dagegen verhält sich die Zielfunktion fS2(x, y) anders. Bei den
extremen Mindestsämlingsdichten Z < 8 und Z > 16 verändert sich der Zielfunktionswert
nur gering, während er für 8 ≥ Z ≥ 16 stark abfällt. Dieses Verhalten tritt zutage, da nur
auf einem kleinen Flächenanteil von X extreme Sämlingsdichten auftreten, während auf
einem Großteil von X die Samendichte zwischen 8 und 16 St/m2 liegt (siehe Abb. 2.7).
2.1.2.2 Anisotrope Modellierung
Am Anfang der Einzelbaumforschung wurden Effekte durch isotrope Funktionen dargestellt
(Kellomäki et al., 1987; Kuuluvainen und Pukkala, 1989). Doch gerade die Verbreitung
von Samen unter Berücksichtigung von Wind legt die Modellierung durch anisotrope
Dichteverteilungen nahe. Erst in den letzten Jahren konnten Modelle und Methoden
für dieses Problem entwickelt werden (Näther und Wälder, 2003; Soubeyrand et al.,
2009; Staelens et al., 2003; Wagner et al., 2004). Im Folgenden soll methodisch der
Übergang von isotroper zu anisotroper Modellierung entwickelt und eine wichtige, aber
meist vernachlässigte Eigenschaft anisotroper Dichtefunktionen aufgezeigt werden.
Ohne die Berücksichtigung von Wind kann die Verteilung von Samen eines Baumes, der
im Punkt (0,0) steht, mit Hilfe von kartesischen Koordinaten und Polarkoordinaten durch





























i2 + j2 = r 6= 0. Wenn
√
i2 + j2 = r = 0 gilt, besitzen beide Dichtefunktionen per
Definition den Wert 0. Hierbei gilt, dass beide Dichtefunktionen nur vom Abstand zum






SDiso(i, j) di dj = 1.
Dieselbe Eigenschaft erhält man auch für die Funktion S̃D
iso
(r, ϕ), wobei hier die
Umrechnungsformeln
i = r cos ϕ
j = r sinϕ
und die daraus entwickelte Funktionaldeterminante
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(r, ϕ) r dr dϕ = 1.
Wenn eine Hauptwindrichtung berücksichtigt werden soll, dann muss sich die Samendichte
zusätzlich in Abhängigkeit vom Winkel verändern. Dabei muss gelten, dass sich Samen mit
der Hauptwindrichtung weiter verbreiten als gegen sie. Dieses Verhalten kann mit Hilfe der
erweiterten von-Mises-Funktion
f(ϕ) = ek cos(ϕ−u+π+v sin(ϕ−u+π))
modelliert werden. Der Parameter k beschreibt die Stärke des Windes und u, v die
Hauptwindrichtung. In der Dichtefunktion (2.1.3) wird der isotrope Abstand r durch
die anisotrope Abstandsfunktion rMises(r, ϕ) = rf(ϕ) ersetzt. Somit entsteht folgende












Der Einfluss der erweiterten von-Mises-Funktion wird in Abb. 2.8 deutlich.
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Abbildung 2.8: Anisotroper Abstand rMises(r, ϕ) mit k = 0,5, u = 0,9 und v = −0,64
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Für die Funktionen SDaniso(i, j) und S̃D
aniso













(r, ϕ) r dr dϕ 6= 1.
Dies widerspricht der wichtigen Eigenschaft einer Dichtefunktion, dass das Integral über
die Gesamtfläche gleich 1 sein muss. Daher muss noch ein Korrekturfaktor F eingeführt
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Wenn man die anisotropen Dichtefunktionen mit dem Korrekturfaktor skaliert
S̃D
aniso


































F (r, ϕ) r dr dϕ = 1. (2.1.11)
Bei der Berechnung des Korrekturfaktors F wird deutlich, dass er unabhängig von der
Definition von f(ϕ) ist. Das heißt, für die anisotropen Dichtefunktionen S̃D
aniso
F (r, ϕ)
und SDanisoF (i, j) kann auch eine andere als die erweiterte von-Mises-Funktion für f(ϕ)
betrachtet werden, solange diese nur vom Winkel ϕ abhängt. Die wichtige Eigenschaft
(2.1.11) wäre mit dem Korrekturfaktor F aus (2.1.8) weiterhin erfüllt. Gerade diese
Eigenschaft wird häufig vernachlässigt bzw. nur unzureichend beachtet (Wälder et al.,
2009). Weiterführende Erläuterungen zu dieser Problematik sind in Herrmann et al. (2011)
veröffentlicht worden.
2.1.3 Humusmächtigkeit
Als Grundlage für die zu modellierende Humusmächtigkeit wird der Artikel von Wälder et
al. (2008) verwendet. In dieser Arbeit wurde das in Abb. 2.9 dargestellte LISREL-Modell
zur Beschreibung der Masse des Of-Horizonts für einen 130-140 Jahre alten Mischbestand
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Abbildung 2.9: Vereinfachte Darstellung des LISREL-Modells der Masse des
Of-Horizonts (Wälder et al., 2008)
aus Rotbuche (Fagus sylvatica) und Gemeiner Fichte (Picea abies (L). Karst.) aufgestellt.
Hierbei stellen die Einflussgrößen Blattstreu (L), Nadelstreu (N), globale Strahlung (GR)
und Unterkronenniederschlag (TF) die gemessenen Indikatoren dar. Als latente Variablen
wurden die Zersetzungsumgebung (DE) und die Zersetzungshemmung (DI) eingeführt,
wobei die Zersetzungsumgebung als exogene3 Variable und die Zersetzungshemmung als
endogene4 Variable in das Modell eingingen. Der Aufbau des Strukturmodells besagt, dass
die Ausprägung der Zersetzungsumgebung durch die Indikatoren L, N, GR und TF deutlich
wird. Des Weiteren wurde eine lineare Beziehung zwischen den latenten Variablen DI und
DE und zwischen DI und der gemessenen Masse des Of-Horizonts (LM) angenommen.
Wälder et al. konnten zeigen, dass ihr Modell etwa 81 % der variierenden Verteilung der
gemessenen Masse LM beschreibt. Hierbei wurde eine signifikante Korrelation der Buchen-
und Fichtenstreu und des Unterkronenniederschlags festgestellt, während der Einfluss
der globalen Strahlung nicht ausreichend nachgewiesen werden konnte. Außerdem wurde
deutlich, dass die Fichtennadeln im Vergleich zu den anderen gemessenen Indikatoren
einen starken negativen Einfluss auf die Humusbildung haben. Mit zunehmender Masse an
Fichtenstreu wird auch die Masse des Of-Horizonts größer. Auf der anderen Seite förderten
die Buchenstreu und der Unterkronenniederschlag die Zersetzung der Streu.
Aus den Beobachtungen von Wälder et al. (2008) wird deutlich, dass man zur
Modellierung der Humusmächtigkeit in einem Buchen-Fichten-Mischbestand zuerst die
Effekte Buchenstreu, Fichtenstreu und den Kronenrückhalt beschreiben muss. Diese
Einzelbaumeffekte wurden durch nichtlineare Regressionsfunktionen modelliert. Für einen
Baum wurde zum einen die Streumenge mit (A.12) in Abhängigkeit vom BHD und zum
anderen die Dichteverteilung der Streu im Punkt (i, j) durch die Dichteverteilung der
Samen (2.1.1) in Abhängigkeit von seiner Position (xk, yk) und von der Art des Baumes
3nicht messbar und unabhängig
4nicht messbar und abhängig
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beschrieben5. Eine genaue Herleitung der Funktionen und der auf Seite 163 aufgeführten
Parameterwerte für die untersuchten Baumarten Fichte und Kiefer wird in Frischbier
(2012) gegeben. Die darin entwickelten isotropen Streufallmodelle bilden die Verteilung
der Streu auf der Versuchsfläche „Solling“ mit einem Korrelationskoeffizient R von 0,945
für Buche und von 0,956 für Fichte ab. Wenn man die Funktionen der Streumenge und
der Dichteverteilung multipliziert und über alle Bäume derselben Baumart aufsummiert,
dann erhält man die Streudichte in (i, j) in Abhängigkeit von den Positionen (x, y) aller
Bäume einer Art (vgl. Streudichten (A.14) und (A.15)). In Abb. 2.10 ist die modellierte
Streudichte von Buche und Fichte in gTM/m2 in den oberen zwei Konturplots dargestellt.
Bei diesem Beispiel wurden auf einer Fläche von [−30,110]× [−30,60] die Bäume wie folgt
verteilt: Im Bereich [−30,28] × [−30,60] wurden nur Buchenreihen, im Bereich [28,55] ×
[−30,60] abwechselnd Buchen- und Fichtenreihen und im Bereich [55,110] × [−30,60] nur
Fichtenreihen positioniert. In der Abb. wird der Ausschnitt X = [0,82]×[0,28] mit allen drei
Verteilungsschemata dargestellt. Dieser Ausschnitt stellt die Verteilung der Effekte auf der
gesamten Fläche ohne Randeffekte exemplarisch dar. Auf der Fläche X sind insgesamt
304,2 kgTM Buchenstreu und 265,5 kgTM Fichtenstreu verteilt. Es fällt auf, dass sich
bei Fichten ein Großteil der Streu nur in unmittelbarer Umgebung der Kronen verteilt,
während die Buchenstreu auch in wesentlich weiterer Entfernung von den Baumpositionen
zu finden ist. Im Rahmen des DFG-geförderten Projektes „Räumliche Optimierung als
Strategie waldbaulicher Bestandesplanung“ konnte der Kronenrückhalt in l/m2 mit der
gestreckten Exponentialfunktion (A.16) für beide Arten aus den Daten von Frischbier
(2012) modelliert werden (Parameter siehe Seite 164). Demnach gelangt bei ähnlichem
Kronendurchmesser unter einer Fichte weniger Wasser auf den Waldboden als bei einer
Buche (siehe vierte Grafik von oben in Abb. 2.10).
Nachdem die Einzelbaumeffekte modelliert worden waren, konnte die Humusmächtigkeit
durch die nichtlineare Regressionsfunktion
HM(i, j, x, y) = b0 + b1SD1(i, j, x, y) + b2(SD2(i, j, x, y))2 + b3KR(i, j, x, y)
für die Humusmächtigkeit in gTM/m2 abgeleitet werden. Hierbei wird die
Humusmächtigkeit im Punkt (i, j) in Abhängigkeit von den Positionen (x, y) der
Bäume durch die Streudichte der Buchen SD1(i, j, x, y), die Streudichte der Fichten
SD2(i, j, x, y) und den Kronenrückhalt beider Arten KR(i, j, x, y) modelliert. Die Werte
für die Parameter b0, b1, b2 und b3 sind auf Seite 164 aufgeführt. Der quadratische
Einfluss der Fichtenstreu auf die Humusmächtigkeit liefert eine Modellgüte von 0,702. In
der unteren Grafik von Abb. 2.10 ist die Verteilung der Humusmächtigkeit in kgTM/m2
dargestellt. Der negative Einfluss der Fichtenstreu wird anhand der hohen Werte im reinen
Fichtenbestand auf [55,82]× [0,28] deutlich, während die geringen und wenig variierenden
Werte im reinen Buchenbestand auf [0,28] × [0,28] auf eine schnellere Zersetzung der
Buchenstreu hinweisen. Des Weiteren sind der Mischbestand auf [28,55] × [0,28], wo
in der mittleren Grafik Streudichten von 300 gTM/m2 überschritten werden, und der
Fichtenbestand mit maximalen Streudichten von 275 gTM/m2 interessant, denn im
Mischbestand ist die Humusmächtigkeit im Kronenbereich der Fichten geringer als im
Kronenbereich der Fichten im reinen Fichtenbestand. Daraus lässt sich ableiten, dass eine
Beimischung von Buche in einen Fichtenbestand die Zersetzung der Streu fördern kann.
5Wie schon im vorherigen Abschnitt wird die Dichtefunktion bei der Darstellung und bei den
Testrechnungen durch die approximierende Funktion (A.13) mit (A.3) und ε nahe 0 verwendet. Die
Herleitung der abgeleiteten Effekte erfolgt analog.
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Abbildung 2.10: Streudichten in gTM/m2, Kronenrückhalt in l/m2 und Humus-
mächtigkeit in kgTM/m2 auf X = [0,82]× [0,28]; Buchenkronen sind durch durchgezogene
Kreise und Fichtenkronen sind durch gestrichelte Kreise dargestellt; im Beispiel wurden
auf [−30,28]× [−30,60] nur Buchenreihen, auf [28,55]× [−30,60] abwechselnd Buchen- und
Fichtenreihen, auf [55,110] × [−30,60] nur Fichtenreihen positioniert; Ausschnitt X stellt
exemplarisch die Verteilung der Effekte ohne Randeffekte dar
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Eine günstige Humusform auf einer Bestandesfläche zeichnet sich nach Abschnitt 1.1.2
durch eine gleichbleibend geringe Humusmächtigkeit des Of-Horizonts aus. Demnach wäre
die Minimierung der größten Humusmächtigkeit in der Menge der Kontrollpunkte G
(Definition von G siehe (A.2) im Anhang)
max
(i,j)∈G
{HM(i, j, x, y)} → min
x,y
in einem Bestand eine mögliche Zielsetzung. Allerdings wird in der untersten Grafik
von Abb. 2.10 deutlich, dass selbst im Mischbestand unter den Kronen der Fichten
wesentlich höhere Werte erreicht werden als in der direkten Umgebung. Deswegen wird
diese Zielfunktion nicht den gewünschten Effekt erzielen. Als zweite Variante können
ein Schwellenwert Z und eine Indikatorfunktion verwendet werden. Dabei steht die
Humusmächtigkeit in einem Kontrollpunkt (i, j) ∈ G für die Humusmächtigkeit der
umgebenden Fläche. Wenn die Humusmächtigkeit kleiner oder gleich Z ist, dann wird
die Fläche mit 1 indiziert, sonst bekommt sie durch die Funktion
IH(i, j, x, y) =
{
1, HM(i, j, x, y) ≤ Z
0, sonst
den Wert 0 zugewiesen. Wenn man alle Flächen mit einer Humusmächtigkeit kleiner oder






IH(i, j, x, y) (2.1.12)
zusammennimmt, erhält man den Flächenanteil von X, auf dem die Humusmächtigkeit
nicht überschritten wird. Ziel ist es, diesen prozentualen Flächenanteil zu maximieren.
Für das Beispiel in Abb. 2.10 sind in Tab. 2.2 die Zielfunktionswerte in Abhängigkeit vom
Schwellenwert Z aufgeführt. Auch bei dieser Zielfunktion wird deutlich, dass durch die
hohen Humusmächtigkeiten unter der Krone der Fichten die Zielfunktion Werte nahe 100 %
nur erreichen kann, wenn der Schwellenwert Z sehr hoch gewählt wird. Wenn allerdings
eine Humusmächtigkeit von 3,5 kgTM/m2 als günstig eingestuft wird, dann wird diese
im Beispiel auf 83,1 % der Fläche erreicht. Somit sollte bei der Frage nach der nötigen
Anzahl der Buchen ein Schwellenwert Z festgelegt werden, der nicht überall, sondern nur
auf einem Großteil der Bestandesfläche erreicht werden soll; denn sonst müssten wesentlich
mehr Buchen in den Bestand hineingebracht werden, um die Fichtenstreu direkt unter den
Fichtenkronen zu kompensieren.
Zum Schluss soll noch einmal darauf hingewiesen werden, dass die entwickelte Funktion zur
Beschreibung der Humusmächtigkeit nur unter den bei der Datenerfassung von Frischbier
(2012) vorgefundenen Voraussetzungen gültig ist, da die Humusbildung stark von den
örtlichen Gegebenheiten (Standort, Bestandesdichte usw.) abhängt.
Z 1,5 2 2,5 3 3,5 4 4,5 5
fH 0 11,93 35,89 68,55 83,1 92,6 96,25 100
Tabelle 2.2: Prozentualer Flächenanteil fH(x, y) mit Humusmächtigkeit kleiner gleich
dem Schwellenwert Z in kgTM/m2 in Abhängigkeit von Z für das Beispiel in Abb. 2.10
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2.1.4 Saugspannung
In der Wasserhaushaltsbilanz müssen nach Landsberg und Gower (1996) folgende
Elemente berücksichtigt werden (siehe Abb. 2.11). Das gesamte Wasser, das in
einem Bestand eingebracht wird, wird als Überkronenniederschlag P bezeichnet. Es
tritt in Form von Regen, Nebel und Schnee auf. Bei einem geschlossenen Bestand
wird dieses Wassers im Kronendach der Bäume aufgefangen und geht entweder als
Unterkronenniederschlag bzw. Stammabfluss in den Bestand ein, oder es verbleibt auf der
Oberfläche der Vegetation und verdunstet (Interzeptionsevaporation I). Die Wassermenge,
die als Unterkronenniederschlag und als Stammabfluss niedergeht, fließt entweder als
Oberflächenwasser qR ab, dringt in den Boden ein oder verdunstet von der Bodenoberfläche
(Evaporation E). Das im Boden befindliche Wasser kann dann entweder von den Wurzeln
aufgenommen werden, bleibt als Haftwasser im Boden oder geht als Sickerwasser qD ins
Grundwasser ein. Das Wasser, das eine Pflanze aufgenommen hat, gibt die Pflanze im
Laufe der Zeit über ihre Blätter bzw. Nadeln wieder ab (Transpiration). Somit stellten
Landsberg und Gower (1996) die Wasserhaushaltsgleichung
P − I − E − qR − qD −∆θ = 0 (2.1.13)
auf, wobei ∆θ die Feuchtigkeitsveränderung im Boden beschreibt. In dieser Gleichung
können der Überkronenniederschlag P , das Sickerwasser qD und der Abfluss qR nicht
direkt von der horizontalen Struktur eines Bestandes beeinflusst werden. Allerdings sind
der Unterkronenniederschlag, der Stammabfluss und die Interzeptionsevaporation von der
Vegetation, die Evaporation vom Boden und die Wasseraufnahme durch die Feinwurzeln
beeinflussbar und verändern somit kleinstandörtlich die Feuchtigkeit im Boden, die
durch die Variation der Saugspannung im Boden dokumentiert werden kann. Um die
Frage „Wie müssen Lücken in einem Fichtenreinbestand ausgeformt und verteilt sein,
um optimale Voraussetzungen für die Etablierung einer Verjüngung zu schaffen? “ zu
klären, wird demnach die Saugspannung im Waldboden aus den Größen Kronenrückhalt,
Feinwurzeldichte und direkte Strahlung modelliert. Aus dem Kronenrückhalt lässt sich der
Unterkronenniederschlag ermitteln. Der Stammabfluss bei Fichten ist nach Peck (2004)
vernachlässigbar gering und wird deswegen auch nicht mitmodelliert. Die Verteilung der
Feinwurzeln stellt einen Indikator für die Wasseraufnahme durch die Wurzeln dar, und die
direkte Strahlung beeinflusst die Interzeption und die Evaporation.
Für alle drei Einzelbaumeffekte wurden im Projekt „Räumliche Optimierung als Strategie
waldbaulicher Bestandesplanung“ Daten in einer Bestandeslücke im Fichtenbestand im
Tharandter Wald erhoben. Die Datenerfassung und Auswertung sowie die Modellierung
der Effekte sind nicht Gegenstand der vorliegenden Dissertation. Es werden stattdessen nur
die Funktionen der Einzelbaumeffekte vorgestellt und deren Eigenschaften untersucht.
Die Feinwurzeldichte wurde, wie in Ammer und Wagner (2002), Haase (2005) und
Müller und Wagner (2003), mit der gestreckten Exponentialfunktion (A.19) modelliert.
Die Werte der verwendeten Parameter sind auf Seite 164 aufgeführt. In Abb. 2.12 ist
in der linken Grafik die modellierte Verteilung der Feinwurzeln einer Fichte mit einem
BHD von 0,4 m dargestellt. Die Fichte steht im Punkt (25,10). Die Feinwurzeln sind
isotrop in einem Umkreis von weniger als 10 m um den Baum verteilt. Die relative
direkte Strahlung (A.21) im Vergleich zur Freifläche wurde nach Wälder et al. (2009)
anisotrop modelliert; allerdings wurde von der darin vorgeschlagenen Rücktransformation
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Abbildung 2.11: Elemente der Wasserhaushaltsbilanz: Überkronenniederschlag,
Unterkronenniederschlag, Stammabfluss, Transpiration und Interzeptionsevaporation
von der Vegetation, Evaporation vom Boden, Wasseraufnahme durch die Wurzeln,
Sickerwasser und Abfluss (Landsberg und Gower, 1996)
abgewichen und eine neue Transformation entwickelt, um in großen Entfernungen vom
Einzelbaum eine relative direkte Strahlung nahe 1 zu erhalten. Die Transformation von
Wälder et al. konvergierte gegen 0,986, wodurch auch Bäume in mehreren hundert Metern
Entfernung noch Einfluss auf die direkte Strahlung hätten. In der rechten Grafik von
Abb. 2.12 ist die modellierte relative direkte Strahlung dargestellt. Es ist eine deutliche
Verschiebung der Schattenwirkung von der Position der Fichte nach Norden erkennbar. Die
ovalen Konturlinien entstehen durch die Veränderung des Sonnenstandes im Laufe eines
Tages und eines Jahres. Der Kronenrückhalt (A.16) wurde isotrop mit der gestreckten
Exponentialfunktion modelliert; die zugehörigen Parameter sind auf Seite 165 aufgeführt.
Aus den drei Einzelbaumeffekten wurden die Effekte des gesamten Bestandes durch die
Gleichungen der relativen direkten Strahlung rDS(i, j, x, y), der relativen Wurzeldichte
rWD(i, j, x, y) und des relativen Kronenrückhalts rKR(i, j, x, y) in Abhängigkeit vom
Kontrollpunkt (i, j) und von den Positionen (x, y) der Fichten im Bestand abgeleitet (siehe
(A.20), (A.22) und (A.23)). Hierbei wurden die Wurzeldichte und der Kronenrückhalt über
alle Bäume aufsummiert (Haase, 2005), während sich die relative direkte Strahlung durch
das Produkt der Effekte aller Bäume ergab (Wälder et al., 2009). Außerdem wurden die
Wurzeldichte und der Kronenrückhalt nach der Theorie der ökologischen Felder von Wu et
al. (1985) auf das Intervall [0,1] normiert.
32
2.1 Einzelbaumeffekte und ökologische Felder
Abbildung 2.12: Feinwurzeldichte in gTM/m2 (links) und relative direkte Strahlung in %
(rechts); das Kreuz markiert die Position der Fichte (BHD 0,4m, Kronenradius 2,776m)
Die Saugspannungsgleichung wurde wie folgt hergeleitet. Die Feuchtigkeitsveränderung
∆θ im Boden ist eine Folge der Wasseraufnahme W durch die Feinwurzeln
und der Veränderung der Haftwassermenge ∆H im Boden. Ausgehend von der
Wasserhaushaltsgleichung (2.1.13) gilt demnach:
P − I − E − qR − qD − (W + ∆H) = 0.
Durch Messdaten der vorher beschriebenen Einzelbaumeffekte und der Saugspannung
können folgende Elemente der obigen Gleichung substituiert werden:
Interzeptionsevaporation I ≡ Kronenrückhalt rKR(i, j, x, y)
Evaporation E ≡ direkte Strahlung rDS(i, j, x, y)
Wasseraufnahme durch Feinwurzeln W ≡ Feinwurzeldichte rWD(i, j, x, y)
Veränderung der Haftwassermenge ∆H ≡ Saugspannung S(i, j, x, y).
Es ergibt sich mit den Einflussparametern a1, a2 und a3 für die Einzelbaumeffekte:
0 = P − a1rKR(i, j, x, y)− a2rDS(i, j, x, y)− qR − qD − (a3rWD(i, j, x, y) + S(i, j, x, y)),
und nach dem Zusammenfassen der nicht beeinflussbaren Elemente der Wasserhaushalts-
gleichung zu a0 die Funktion der Saugspannung in hPa:
S(i, j, x, y) = a0 − a1rKR(i, j, x, y)− a2rDS(i, j, x, y)− a3rWD(i, j, x, y).
Die nichtlineare Regressionsrechnungen wurden für drei Messreihen einer Trockenperiode
durchgeführt. Dabei waren Daten vom Anfang, von der Mitte und vom Ende der
Trockenperiode verwendet worden. Für alle drei Zeitpunkte wurde der Wert 0 für a1
berechnet. Somit konnte kein Einfluss des Kronenrückhalts auf die Saugspannung im Boden
in der Trockenperiode nachgewiesen werden. Im weiteren Verlauf der Arbeit werden die
ermittelten Parameterwerte von Seite 165, die aus den Daten vom Ende der Trockenperiode
abgeleitet worden sind, verwendet. Für diesen Zeitpunkt konnte ein Korrelationskoeffizient
R von 0,654 erreicht werden. In Abb. 2.13 ist links ein vollbestockter Fichtenbestand
mit einer Lücke und rechts die zugehörige, modellierte Verteilung der Saugspannung
in hPa dargestellt. Zum einen ist eine deutliche Verbesserung der Saugspannung in
der Lücke gegenüber dem vollbestockten Bestand zu erkennen. Zum anderen sind eine
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Abbildung 2.13: Stammverteilungsplan eines Fichtenbestandes mit Lücke (links) und
modellierte Saugspannung in hPa (rechts); die Fichten haben einen BHD von 0,4m und
einen Kronenradius von 2,776m; die rote Linie approximiert den Lückenrand
Verschlechterung der Saugspannung im Norden der Lücke im Vergleich zum südlichen
Lückenbereich und ein weiteres Absinken der Spannung am nördlichen Rand der Lücke
im Kronenbereich des Bestandes sichtbar. Daran wird erstens der starke Einfluss des
Altbestandes mittels der Wasseraufnahme über die Feinwurzeln deutlich und zweitens
der Einfluss der direkten Strahlung auf die Wasserverfügbarkeit. Demnach ist der südliche
Bereich der Lücke für eine Verjüngung eher geeignet als der trockenere, nördliche Bereich.
Als Optimierungsziel wurde in Abschnitt 1.1.3 das Überschreiten eines fixierten
Schwellenwertes Z der Saugspannung auf einer möglichst großen Fläche formuliert. Analog
zum vorherigen Abschnitt wird eine Indikatorfunktion
IS(i, j, x, y) =
{
1, S(i, j, x, y) ≥ Z
0, sonst
eingeführt. Die Saugspannung im Kontrollpunkt (i, j) ∈ G steht für die Saugspannung der
umgebenden Fläche. Wenn die Spannung größer oder gleich Z ist, dann wird die Fläche mit
1 indiziert, sonst bekommt sie durch die Funktion IS(i, j, x, y) den Wert 0 zugewiesen. Den
Anteil der Bestandesfläche, auf dem die Saugspannung nicht unterschritten wird, erhält






IS(i, j, x, y).
Ziel ist es wieder, diesen prozentualen Flächenanteil zu maximieren. Für das Beispiel
in Abb. 2.13 sind in Tab. 2.3 Zielfunktionswerte in Abhängigkeit vom Schwellenwert Z
aufgeführt. Wenn Z = −300 gewählt wird, dann wird diese Saugspannung eigentlich im
gesamten Bestand erreicht. Nur am nördlichen Rand der Lücke erzeugen die vorhandene
Wurzeldichte und die direkte Strahlung kleine Gebiete, in denen die Saugspannung unter
–300 hPa liegt. Es wird deutlich, dass durch die sehr niedrige Saugspannung im Bestand
die Zielfunktion Werte nahe 100 % nur erreichen kann, wenn der Schwellenwert Z sehr
niedrig gewählt wird. Des Weiteren beeinflusst die Wahl der zu entnehmenden Bäume
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Z in hPa -300 -275 -250 -225 -200 -175 -150 -125
fSp, gesamter Bestand 99,73 54,61 18,75 17,42 15,47 11,13 7,54 4,08
fSp, [20,80]× [20,60] 99,33 64 46 43,67 40,17 27,17 19 11,17
Tabelle 2.3: Prozentualer Flächenanteil fSp(x, y) mit Saugspannung größer gleich dem
Schwellenwert Z in hPa in Abhängigkeit von Z und der Größe der Bestandesfläche für das
Beispiel in Abb. 2.13
in Bezug auf die Bestandesfläche den Zielfunktionswert stark. Wenn nur der Bestand
in [20,80] × [20,60] betrachtet wird, dann sind die Werte von fSp(x, y) für Z ≥ −250
wesentlich größer, als wenn man den gesamten Bestand berücksichtigt (vgl. die erste und
die zweite Zeile in Tab. 2.3). Eine weitere wichtige Eigenschaft der Saugspannung bzgl.
der Optimierung von fSp(x, y) wird im Gefälle der Werte in der Lücke deutlich. Die
Einzelbaumeffekte, Feinwurzeldichte und direkte Strahlung, haben beide einen negativen
Effekt auf die Saugspannung. Allerdings wirken sich diese Einflüsse gegensätzlich auf die
optimale Bestandesverteilung aus. Während ein vollbestockter Bestand mit einer hohen
Feinwurzeldichte sehr niedrige Saugspannungswerte erzeugt, verringert sich der Einfluss
der direkten Strahlung auf die Saugspannung dort auf ein Minimum. Auf der anderen Seite
wird die Saugspannung auf der Freifläche oder im nördlichen Bereich einer Lücke durch die
direkte Strahlung sehr niedrige Werte aufweisen, während der Einfluss der Feinwurzeldichte
verschwindet. Somit ist für das Überschreiten eines Schwellenwertes Z ein Kompromiss
zwischen der Ausbildung großer Lücken (wegen der Feinwurzeldichte) und der Verringerung
der Lückengröße (wegen der Beschattung der Lückenfläche) notwendig.
Wie schon im vorherigen Abschnitt soll noch einmal darauf hingewiesen werden, dass die
Plausibilität der entwickelten Funktionen zur Beschreibung der Saugspannung nur anhand
der gemessenen Daten des Projektes überprüft worden ist und demnach eine Übertragung
auf andere Standorte und Klimagegebenheiten nicht ohne weiters möglich ist.
2.2 Räumliche Optimierung in der Forstplanung und
-einrichtung
Im Bereich der Forstplanung und -einrichtung sollen im Allgemeinen Pläne, die die
Ernte und Pflege von Waldbeständen innerhalb eines Forstbetriebs über einen gewissen
Zeitraum betreffen, so entwickelt werden, dass die Zielfunktionen in Abhängigkeit
von den zugrundeliegenden Rahmenbedingungen im Betrachtungszeitraum optimiert
werden (von Gadow, 2006). Gerade die Vielzahl der gleichzeitig zu berücksichtigenden
Zielsetzungen und Randbedingungen und die Entwicklung von sehr unterschiedlichen
waldbaulichen Nutzungskonzepten hat die Steuerung der Waldentwicklung besonders
anspruchsvoll werden lassen. Deshalb sind in den letzten drei Jahrzehnten vermehrt
räumliche Optimierungsmethoden eingesetzt worden (von Gadow, 2003). Dabei wurden
auf den drei Entscheidungsebenen – Einzelbaum, Bestand und Forstbetrieb – verschiedene
Ansätze verfolgt. Auf der Ebene des Einzelbaumes ist eine gezielte Auswahl der
Bäume möglich, doch erfordert dies gleichzeitig eine aufwendige Datenerfassung und
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eine genaue Abschätzung der Einflüsse der Bäume untereinander. Die Betrachtung des
Bestandes als Einheit liefert die Möglichkeit, Pflegeprogramme und Nutzungsalternativen
zu optimieren (Degenhardt, 2011). Dabei können nicht nur die Zeitpunkte, sondern auch
Art und Intensität der Eingriffe unter gleichzeitiger Berücksichtigung der Einflüsse der
Eingriffe auf die spätere Bestandesstruktur gewählt werden. Auf Betriebsebene muss das
Problem der Bestandesoption gelöst werden. Dabei gilt es, die räumliche und zeitliche
Anwendung forstlicher Maßnahmen, die die ökonomischen und naturschutzfachlichen
Ziele des Forstbetriebs beeinflussen, über mehrere Bestände zu optimieren. Neben den
ökonomischen Zielen und Bedingungen wie Erntemenge, Mindestmengen an Holzvorräten
oder räumlicher Konzentration (wegen den Kosten des Harvestereinsatzes) spielen auch
ökologische Aspekte eine wichtige Rolle.
Seit den 70er Jahren des 20. Jahrhunderts wurden erste gemischt-ganzzahlige lineare
Optimierungsmodelle mit der Methode Timber RAM gelöst (Navon, 1971). Diese Modelle
optimierten die Eingriffe zur Holzernte über einen längeren Zeithorizont. Die ersten
räumlichen Aspekte wurden in die Modelle integriert, als das Straßennetzwerk für den
Abtransport des Holzes optimiert wurde (Sullivan und Barnes, 1980; Weintraub und
Navon, 1976). Mit FORPLAN konnten zusätzlich Umweltfaktoren wie Bodenerosion und
Naturschutz berücksichtigt werden (Jones et al., 1985). Dabei wurde das Modell durch
weitere lineare Nebenbedingungen erweitert (Murray, 1999).
In den folgenden Abschnitten wird der Stand der Forschung bzgl. der räumlichen
Optimierung in der Forstplanung referiert. Im Wesentlichen beziehen sich die Aussagen
auf die Arbeiten von Baskent und Keles (2005), Shan (2010) und Weintraub et al. (2000).
Vorausgreifend kann man sagen, dass es eine räumliche, einzelbaumweise Optimierung
unter Berücksichtigung von weitreichenden Einzelbaumeffekten wie Samenausbreitung oder
Schattenwurf bisher noch nicht gibt.
2.2.1 Lineare Optimierungsmodelle mit Nachbarschaftsbedingungen
Die erste große Gruppe von Optimierungsmodellen für die Forstplanung berechnet, mit
welchen Pflegeeingriffen die verschiedenen Bestände wann behandelt werden sollten. Sie
gehören zur Klasse der Bestandesoptionenmodelle. Murray (1999) unterschied die zwei
grundlegenden Modelle ARM6 und URM7. Beim URM werden die Bestände als einzelne
Elemente angesehen, für die ein Pflegeeingriff gewählt werden muss, dabei darf in zwei
benachbarten Beständen kein Kahlschlag erfolgen. Hierbei geht man davon aus, dass
die Bestände so groß sind, dass zwei benachbarte Bestände eine (zumeist gesetzlich
vorgeschriebene) maximale Kahlschlagsfläche überschreiten würden. Im Gegensatz dazu
betrachtet man im ARM die gesamte Fläche, also über die Bestandesgrenzen hinaus, als
Einheit. Im Zuge der Optimierung werden dann Bestände ausgewählt, die kahlgeschlagen
werden sollen, wobei eine maximale Flächengröße nicht überschritten werden darf.
Deswegen dürfen im Gegensatz zum URM im ARM benachbarte Bestände gerodet werden.
Dieses Modell ist für Forsteinrichtungen in den USA realistischer, da deren Bestandes-
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ritxit −→ max (2.2.1)
xit + xjt ≤ 1, ∀j ∈ Ni, i = 1, . . . , I, t = 1, . . . , T (2.2.2)
T∑
t=1
xit ≤ 1, i = 1, . . . , I (2.2.3)
xit ∈ {0,1}, i = 1, . . . , I, t = 1, . . . , T. (2.2.4)
Es werden I Bestände über einen Zeitraum von T Zeiteinheiten betrachtet. Der Wert
rit gibt den voraussichtlichen Wert des Holzes im Bestand i zum Zeitpunkt t an.
Die Entscheidungsvariable xit gibt an, ob der Bestand i zum Zeitpunkt t gerodet
wird (xit = 1) oder nicht (xit = 0). In der Menge Ni sind alle Nachbarbestände
von Bestand i enthalten. Die Zielfunktion (2.2.1) maximiert demnach den Barwert des
geschlagenen Holzes. Die Nebenbedingung (2.2.2) wird Nachbarschaftsbedingung8 genannt
und verhindert einen großflächigen Kahlschlag. Diese Nebenbedingung ist wichtig, da ein
Kahlschlag eine Erosion des Bodens und eine starke Trennung von Habitaten verursachen
kann. Zum Schluss wird mit (2.2.3) festgelegt, dass ein Bestand nur höchstens einmal im
gesamten Betrachtungszeitraum gerodet werden darf. Außerdem können mit zusätzlichen
linearen Nebenbedingungen Lösungen erzwungen werden, bei denen es Korridore mit altem
Baumbestand, Grenzen für die Erntemengen pro Zeiteinheit oder Pufferzeiten für das
Anwachsen von Verjüngung, bis ein Nachbarbestand gerodet werden darf, gibt (Carter et
al., 1997; Kurttila, 2001; Murray et al., 2004). In den letzten Jahren wurden zusätzlich
unscharfe Grenzen zwischen den einzelnen Beständen integriert (Wei und Murray, 2012).
Da es sich bei den gerade beschriebenen URM-Modellen um gemischt-ganzzahlige lineare
Optimierungsmodelle handelt, wurden zur Lösung der Probleme bekannte Verfahren wie
den Branch-and-Bound-Algorithmus oder die Lagrange-Relaxation verwendet (McDill und
Braze, 2001; Constantino et al., 2008). Auch kommerzielle Software wie CPLEX wurde
eingesetzt (Manning und McDill, 2012; Murray und Church, 1996; Murray und Weintraub,
2002). Allerdings steigt die Zahl der Nachbarschaftsbedingungen mit steigender Zahl der
Zellen stark an, sodass nur kleine bis mittlere Probleme gelöst werden konnten. Deswegen
wurden Methoden entwickelt, die die Anzahl der Nachbarschaftsbedingungen reduzieren
sollten. Zum einen wurden logische Aggregationsheuristiken entwickelt (Jones et al.,
1991; Torres-Rojo und Brodie, 1990; Yoshimoto und Brodies, 1994). Daneben wurden die
Nachbarschaftsbedingungen auch als Cliquenbedingung modelliert (Barahona et al., 1992;
Murray und Church, 1996). Außerdem war es möglich, Nachbarschaftsbedingung so zu
verschärfen, dass sich der zulässige Bereich verkleinert, ohne dass man optimale Lösungen
verliert (Murray und Church, 1995). Weitere Methoden sind die Spaltengenerierung
(Barahona et al., 1992), die dynamische Programmierung (Hoganson und Borges, 1998)
und sogenannte Straffunktionen (Roise, 1990).
Neben den exakten Methoden wurden auch Heuristiken entwickelt, die auf einer zufälligen
Suche basieren. Hierbei wird eine zufällig gewählte Startzelle als geerntet markiert und alle
Zellen, die die Nachbarschaftsbedingungen verletzen, werden als gesperrt markiert. Dann
wird aus den unmarkierten Zellen eine zufällig ausgewählt und geerntet. Dieses Vorgehen




Wegen der im Vergleich zu den exakten Methoden moderaten Rechenzeit ist diese Methode
vermehrt genutzt worden (Daust und Nelson, 1993; O’Hara et al., 1989; Yoshimoto et al.,
1994). Die guten Ergebnisse der zufälligen Suche führten zur erfolgreichen Anwendung von
Metaheuristiken wie Tabu Search, Simulated Annealing, Threshold Accepting, Raindrop
und Genetischen Algorithmen (Boston und Bettinger, 2002; Crowe und Nelson, 2005;
Heinonen et al., 2007; Liu et al., 2006; Lu und Eriksson, 2000; Neto et al., 2013; Öhman
und Eriksson, 2002; Zeng et al., 2007b; Zhu et al., 2007).
Das ARM wurde zuerst als ein gemischt-ganzzahliges nichtlineares Optimierungsmodell
modelliert (Murray, 1999). McDill et al. (2002) verwendeten die Wegbedingungen (2.2.6)9,





ritxit −→ max (2.2.5)∑
i∈Ck
xit ≤ |Ck| − 1, k = 1, . . . ,K, t = 1, . . . , T (2.2.6)
T∑
t=1
xit ≤ 1, i = 1, . . . , I (2.2.7)
xit ∈ {0,1}, i = 1, . . . , I, t = 1, . . . , T. (2.2.8)
Im Unterschied zum URM werden die Nachbarschaftsbedingungen (2.2.2) durch
die Wegbedingungen (2.2.6) ersetzt. Hierbei ist Ck ⊆ {1, . . . , I} die Menge aller
zusammenhängenden Bestände, deren Gesamtfläche die maximale Kahlschlagsfläche
überschreiten, und es gibt insgesamt K nicht dominierte10, unterschiedliche Mengen. Die
Nebenbedingungen (2.2.6) geben an, dass höchstens |Ck|−1 zusammenhängende Bestände
aus der Menge Ck zum Zeitpunkt t gerodet werden dürfen. Nach der Definition einer
dominierten Menge entstehen dadurch nur Bereiche, deren Flächen kleiner als die maximale
Kahlschlagsfläche sind. Natürlich kann auch dieses Modell um weitere Nebenbedingungen
(Erntemengen, Regenerationszeit usw.) erweitert werden. Das Modell ist zwar linear, aber
das Finden aller Mengen Ck ist sehr aufwendig. McDill et al. (2002) entwickelten einen
Wegealgorithmus, mit dem sie die Bestände systematisch durchsuchten. Sie optimierten den
Behandlungsplan für 50 Bestände mit einer Gesamtfläche von 1.000 ha und einer maximalen
Kahlschlagsfläche von 48,6 ha und der kommerziellen Software CPLEX einmal mit Hilfe
des URM und einmal mit Hilfe des ARM. In Abb. 2.14 ist links die optimale Lösung des
URM mit 20,1 ha gerodeter Fläche und rechts die Lösung des ARM mit 25,1 ha dargestellt.
Die Verbindung benachbarter Flächen im ARM lieferte also einen höheren Ertrag. Zu
ähnlichen Resultaten kamen auch Murray und Weintraub (2002). Diese Ergebnisse sind
nicht verwunderlich, da sich das ARM zum URM reduzieren lässt. Wenn beim ARM die
Bestände so groß gewählt werden, dass die Fläche zweier benachbarter Bestände größer
als die maximale Kahlschlagsfläche ist, dann gilt |Ck| = 2, und jedes Paar benachbarter
Beständen bildet eine Menge Ck. Somit reduziert sich (2.2.6) zu (2.2.2). Im Umkehrschluss
ist das ARM für Bestandesflächen, die wesentlich kleiner sind als die Kahlschlagsfläche,
eine Verallgemeinerung des URM (Murray, 1999).
9engl.: path constraints
10Eine Menge Ck mit einer Gesamtfläche, die größer ist als die maximale Kahlschlagsfläche, ist nicht
dominiert, wenn die Gesamtfläche von Ck \ {i} für alle i ∈ Ck die maximale Kahlschlagsfläche nicht
übersteigt.
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Abbildung 2.14: Behandlungsplan für URM und ARM (McDill et al., 2002); links:
optimale Lösung des URM; rechts: optimale Lösung des ARM; Zahlen in den Beständen
geben deren Größe an; die Lösungen unterscheiden sich in den Behandlungsmaßnahmen
wegen der Modellierung; im linken Behandlungsplan müssen benachbarte Bestände
unterschiedlich behandelt werden, während in der optimalen Lösung des ARM (rechts)
einige benachbarte Bestände in der gleichen Periode gerodet werden; dadurch konnten 5 ha
mehr gerodet werden, ohne die maximale Kahlschlagsfläche zu überschreiten
Martins et al. (2005) verwendeten bei der Modellierung Cluster und Goycoolea et al. (2005)
konnten durch eine maximale Cliquenbedingung das Modell weiter verbessern. Für kleine
bis mittlere Instanzen konnten exakte Methoden und kommerzielle Software verwendet
werden (Crowe et al., 2003; Goycoolea et al., 2005; McDill et al., 2002; Murray und
Weintraub, 2002; Vielma et al., 2007). Dagegen wurden Metaheuristiken wie Simulated
Annealing, Tabu Search oder Genetische Algorithmen für große Probleme eingesetzt
(Barrett und Gilless, 2000; Baskent und Jordan, 2002; Boston und Bettinger, 2001; Caro et
al., 2003; Lockwood und Moore, 1993).
Neben den für die Optimierung des Ertrags durch die geeignete Wahl der
Behandlungsoptionen intensiv untersuchten Modellen URM und ARM sind auch andere
Zielsetzungen durch lineare Modelle beschrieben worden. Im Nachfolgenden werden einige
Beispiele gegeben.
Im Buch von Hof und Bevers (1998) ist eine Zielstellung zum Beispiel, die Gesamtzahl
der Tiere der drei betrachteten Arten durch geeignete Pflegemaßnahmen zu optimieren.
Hierbei wird die gesamte Fläche in Zellen aufgeteilt und für jede Zelle eine Pflegemaßnahme
bestimmt. Nebenbedingungen beschreiben die Anforderungen, die jede Tierart an die
Fläche stellt: Die erste Art benötigt einen alten, zusammenhängenden Baumbestand, die
zweite Art Freifläche und die dritte Art Randbereiche zwischen Freiflächen und altem
Baumbestand. Dabei wurden nicht nur Wechselbeziehungen zwischen benachbarten Zellen,
sondern auch zwischen weiter entfernten Zellen betrachtet; allerdings wurde die Intensität
nicht stetig, sondern stufig, in Abhängigkeit von der Entfernung, modelliert.
Größere lineare Optimierungsprobleme mit Nachbarschaftsbedingungen wurden in dem
Buch von Hof und Bevers (2002) gelöst. Im Artikel von Hof und Bevers (2000) wird
die Ablagerung von Sedimenten im Einzugsgebiet eines Flusses optimiert. Sessions (1992)
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und Williams (1998) lieferten Modellierungsideen für das Korridorproblem, bei dem
zwischen bestehenden Habitaten Bestände so ausgewählt werden sollen, dass sie die
Habitate verbinden und die Kosten minimal sind. Zur Lösung wurde das Problem in
einen Graphen überführt und als Steinerbaumproblem betrachtet. Bertomeu und Romero
(2001) entwickelten ein lineares, diskretes Goal-Programming-Modell, mit dem sie die
Behandlungsoptionen von Beständen so optimierten, dass eine größtmögliche Biodiversität
zwischen den Beständen entsteht. Sie verwendeten die Software IGPSYS und zeigten die
Einflüsse der gegensätzlichen Ziele „maximale Biodiversität“ und „Ertrag der Holzernte“
auf die Behandlungspläne der Bestände auf. Diaz-Balteiro und Romero (2003) verwendeten
dieselbe Modellierungsidee, um mehrere Behandlungsoptionen für einen Wald in Bezug auf
deren Nachhaltigkeit oder den Karboneintrag zu optimieren. In diesen Arbeiten wurden
auch verschiedene Methoden der mehrkriteriellen Optimierung wie Gewichtungsmethode
und lexikographische Ordnung von Zielen angewendet.
2.2.2 Nichtlineare Optimierungsmodelle mit
Nachbarschaftsbeziehungen
Mit linearen Zielfunktionen und Nebenbedingungen, wie sie im vorherigen Abschnitt
beschrieben wurden, konnten nur begrenzt Zielsetzungen der Forstplanung und die
Wechselbeziehungen zwischen einzelnen Beständen nur eingeschränkt dargestellt werden.
Aus diesem Grund wurden auch nichtlineare Modelle entwickelt. In diesem Abschnitt
sollen anhand einiger Beispiele die Möglichkeiten aufgezeigt werden, die nichtlineare
Modellierungen bieten. Allerdings sollte klar sein, dass diese Probleme aufgrund ihrer
Komplexität und Größe nicht optimal gelöst werden können. Stattdessen werden
Heuristiken und Metaheuristiken verwendet, um in akzeptabler Zeit Lösungen zu finden.
Über die Güte der Lösungen kann meist keine Aussage getroffen werden.
Eine umfangreiche Arbeit mit nichtlinearen Modellen für die Forstplanung lieferten
Hof und Bevers (1998). Bei einem ähnlichen Beispiel wie im vorherigen Abschnitt
sollten die Anzahl der Tiere von vier Tierarten durch Behandlungsoptionen optimiert
werden. Allerdings wurden im Gegensatz zum linearen Modell die Habitate kreisförmig
modelliert und nur die Bereiche gerodet, die nicht von den Kreisflächen markiert waren.
Damit waren die Positionen und die Größen der Habitate auf der Bestandesfläche die
Variablen des Modells. Das dazugehörige Modell ist nichtlinear, mit kontinuierlichen
Variablen. Deswegen optimierten Hof und Bevers von mehreren Startlösungen aus und
konnten keine Aussage über die Güte der gewonnenen Lösungen treffen. In Abb. 2.15 ist
eine berechnete Lösung dargestellt. Diese Lösung ist ein Kompromiss zwischen großem
Randbereich, großer Kahlschlagsfläche und Mindestflächengröße der alten Baumbestände,
die von den verschiedenen Tierarten gefordert werden. Im zweiten Teil der Arbeit
von Hof und Bevers (1998) wurden stochastische, räumliche Beziehungen betrachtet,
die sich in stochastischen Autokorrelationen widerspiegeln. Als Beispiel wurde die
Optimierung eines Erntehiebes in einem Bestand betrachtet. Der Bestand wurde in 25
Zellen unterteilt. Es sollte mit möglichst geringen Kosten ein bestimmter Holzertrag
mit einem gegebenen Konfidenzniveau erreicht werden, wobei der Holzertrag auf der
Bestandesfläche durch einen Mittelwert und eine Standardabweichung gegeben ist.
Eine Korrelation zwischen der Holzqualität benachbarter Zellen wird unterstellt. Diese
Zusammenhänge wurden aus der Beobachtung abgeleitet, dass benachbarte Zellen durch
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Abbildung 2.15: Optimierung kreisförmiger Habitat-
flächen aus Hof und Bevers (1998) für vier Tierarten.
Die erste Tierart bevorzugt gerodete Flächen, die zweite
Art Randbereiche zwischen Kahlschlagsflächen und alten
Baumbestand, die dritte eine Mindestfläche an altem
Baumbestand mit umgebendem Kahlschlag und die vierte
alten, zusammenhängenden Baumbestand. Gewichtung der
Tierarten in der Zielfunktion: 8, 10, 10, 1, demnach sind
die Tierarten zwei und drei am wichtigsten, danach Tierart
eins und dann Tierart vier. Die Kreisflächen sind Bestände
mit altem Baumbestand und die Bereiche außerhalb der
Kreisflächen sind gerodet.
Krankheiten, geographische Bedingungen oder andere lokale Einflüsse Bestände mit
ähnlicher Holzqualität ausbilden. Hierbei wurde ein nichtlineares Optimierungsmodell mit
kontinuierlichen Variablen, die Werte zwischen 0 und 1 annehmen konnten, aufgestellt.
Die Variablen gaben dabei an, wie viel Flächenanteil je Zelle gerodet werden sollte.
Chen und von Gadow (2002) modellierten ein Problem mit mehreren Bestandesoptionen.
Dabei konnten, wie beim ARM, benachbarten Zellen gleiche Behandlungsoptionen
zugeordnet werden. Allerdings wurde die Größe einer Kahlschlagsfläche nicht direkt in
einer Nebenbedingung restringiert, sondern als gewichtete Komponente in die Zielfunktion
aufgenommen. Mit Hilfe von Simulated Annealing lösten sie das Problem. Gómez et al.
(2011) verwendeten die Nachbarschaftsbedingungen (2.2.6) des ARM und entwickelten ein
nichtlineares Goal-Programming-Modell für ein Plantagenproblem, in dem über mehrere
Perioden insgesamt sechs Ziele optimiert werden sollten. Die Ziele waren dabei, die
maximale Kahlschlagsfläche und die maximale Erntemenge nicht zu überschreiten, um
nachhaltig zu agieren, Bäume erst ab einem bestimmten Alter zu ernten, am Ende
des Planungshorizonts gleiche Flächenanteile je Altersklasse zu erreichen, schrittweise
den Altbestand zu reduzieren und einen Mindestbarwert der Ernte zu erhalten. Diese
Ziele wurden nicht als Nebenbedingungen modelliert, da sie die Menge der möglichen
Behandlungsoptionen nach Gómez et al. (2011) stark eingeschränkt hätten. Durch die
Goal-Programming-Methode (Ehrgott, 2005) war es stattdessen möglich, eine handhabbare
zulässige Menge zu betrachten und die Ziele durch Annäherung an Zielwerte zu optimieren.
Zur Optimierung wurden nacheinander zwei Metaheuristiken verwendet. Im ersten Schritt
wurden mit Tabu Search Startlösungen erzeugt, die im zweiten Schritt durch Scatter Search
optimiert wurden.
Für Tierarten, die einen alten Baumbestand benötigen, sind die oben beschriebenen
Modelle URM und ARM nicht günstig, da sie über einen langen Zeitraum zu kleinen
und weit voneinander entfernten Flächen mit altem Baumbestand führen. Wenn der
Abstand der Flächen größer ist als die Entfernung, die die Arten zurücklegen, dann
sind diese Flächen isoliert und die Biodiversität verringert sich. Allerdings ist nicht
nur die Größe einer Fläche entscheidend, sondern auch ihre Form. Eine langgestreckte
große Fläche hat im Gegensatz zu einer kreisförmigen Fläche mit gleicher Größe einen
kleineren, inneren Bereich, der nicht von benachbarten Beständen beeinflusst wird
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(Baskent und Jordan, 1995). Deswegen müssen die Größe, die Form und die Lage
von Beständen mit altem Baumbestand in die Optimierung einbezogen werden. Öhman
und Lämås (2005) entwickelten ein Optimierungsmodell, in dem sie den Barwert des
Holzes maximierten und gleichzeitig einen nichtlinearen Formenindex minimierten. Dieser
Index setzte die Flächengröße zum Umfang der Fläche mit altem Baumbestand ins
Verhältnis. Der Index lieferte für nicht-kreisförmige Flächen sehr hohe Werte, während
eine Kreisfläche den Wert 1 ergab. Als Nebenbedingungen wurde eine Mindestgröße
für die Summe aller Altbestandesflächen gefordert, und dass jeder Bestand über den
betrachteten Zeitraum genau einmal behandelt werden sollte. Damit gab es keine
Bedingung, die die Größe einer zusammenhängenden Altbestandesfläche berücksichtigte.
Allein durch die nicht-kreisförmigen Bestände und den Formindex entstanden durch die
Optimierung große kreisförmige Flächen mit altem Baumbestand. Öhman und Lämås
(2005) verwendeten Simulated Annealing und gewichteten beide Ziele, um eine Zielfunktion
zu erhalten. Gleichzeitig wurde die Bedingung, die die Mindestflächengröße des gesamten
Altbestandes forderte, als Straffunktion in die Zielfunktion integriert. Mit Hilfe von
unterschiedlichen Gewichtungen konnten Öhman und Lämås (2005) zeigen, dass das
Ausbilden von größeren, kreisförmigen Altbestandesflächen nur geringe Verluste in der
Holzerntemenge erzeugt. Bettinger et al. (1999) verwendeten für den Olympic-Wapitihirsch
einen nichtlinearen Habitateffektivitätsindex. Dieser bewertete die Flächengröße der
Habitate, die Straßendichte, das Nahrungsangebot und die Schutzmöglichkeiten. Als
Zielfunktion wurde der Habitateffektivitätsindex mit der durch Rodung von Beständen
gewonnenen Holzmenge gewichtet. In einem fiktiven Beispiel wurde eine Fläche mit
400 verschieden alten Beständen über zehn Perioden mit Tabu Search optimiert.
Bettinger et al. zeigten auf, wie die Gewichtung der Ziele die Wahl der Rodungsflächen
beeinflusst. Auch in dieser Arbeit wurden keine Nachbarschaftsbedingungen wie (2.2.2)
oder (2.2.6) verwendet. Die nachbarschaftlichen Beziehungen der Bestände wurden
stattdessen durch den Habitateffektivitätsindex berücksichtigt, der größere Habitatflächen
und nah beieinander liegende Bestände, die Schutz und Nahrung bieten, bevorzugt.
Ein eigenständiges Optimierungsproblem ist die Auswahl von Naturreservatflächen. Ziel ist
es, die Anzahl der Tierarten zu maximieren, wobei Habitateigenschaften und Etatgrenzen
berücksichtigt werden müssen. Fischer und Church (2003), Nalle et al. (2002b) und Nalle et
al. (2002a) modellierten dies durch die Optimierung von Form und Gruppierung von
möglichen Reservatflächen. Zur Optimierung wurden Simulated Annealing, Tabu Search,
Genetische Algorithmen und eine sequentielle Abfolge von Tabu Search und Simulated
Annealing verwendet. Wu et al. (2011) entwickelten ein reelles Maß für die Fragmentierung
von Habitaten. Mit Hilfe der Graphentheorie konnten sie sowohl die Habitatgröße als auch
die Nachbarschaftsbeziehungen zu anderen Reservatflächen modellieren und mit einem
multikriteriellen, evolutionären Algorithmus optimieren. Die Lösungen in den Arbeiten
zeigten eine deutliche Verbesserung der Habitateigenschaften gegenüber existierenden bzw.
auf Erfahrung beruhenden Entscheidungen.
2.2.3 Räumliche Optimierung von Straßen
Eine weitere große Gruppe räumlicher Optimierungsmodelle beschäftigt sich mit der
Planung von Straßen. Dabei sollen Straßen, die zum Transport von geschlagenem Holz
benötigt werden und die gleichzeitig auch Zugang zu den Beständen zur Wiederaufforstung
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und zum Feuerschutz gewähren müssen, kostengünstig angelegt werden. Gleichzeitig
werden durch Straßen Habitatezerteilt und die Bodenverhältnisse verändert. Schon Ende
des 20. Jahrhunderts wurden von Kirby et al. (1986) und von Weintraub und Navon (1976)
erste Modelle für die Optimierung der Transportwege entwickelt. Ein vereinfachtes Modell




























































, ∀ab ∈ E, k = 1, . . . ,K, t = 1, . . . , T (2.2.12)
xti,j ∈ {0,1}, i = 1, . . . , I, j = 1, . . . , J, t = 1, . . . , T (2.2.13)
ytab,k ≥ 0, ∀ab ∈ E, k = 1, . . . ,K, t = 1, . . . , T (2.2.14)
ztab,k ∈ {0,1}, ∀ab ∈ E, k = 1, . . . ,K, t = 1, . . . , T (2.2.15)
mit I Beständen, J Behandlungsoptionen und T Zeiteinheiten. In den Beständen sind
Knotenpunkte b ∈ V gegeben, zwischen denen gerichtete Straßen ab ∈ E ⊆ V ×V verlaufen
können, wobei V die Menge aller Knotenpunkte und E die Menge aller Straßen bezeichnet.
Für jeden Knoten b ∈ V ist L−(b) ⊆ E die Menge aller Knoten a, von denen eine Straße zu b
führen kann, d. h., es gilt ab ∈ E. Analog ist L+(b) die Menge aller Knoten a, für die ba ∈ E
gilt. Jede Straße kann in K Qualitätsstufen gebaut werden. Die Entscheidungsvariable xti,j
gibt an, ob der Bestand i zum Zeitpunkt t mit der Behandlungsoption j behandelt wird
(xti,j = 1) oder nicht (x
t
i,j = 0). Die Variable y
t
ab,k gibt die Transportmenge auf der Straße ab
mit der Qualitätsstufe k zum Zeitpunkt t an. Die Variable ztab,k nimmt den Wert 1 an, wenn
die Straße ab mit der Qualitätsstufe k zum Zeitpunkt t gebaut wird, sonst gilt ztab,k = 0.
Der Parameter rti,j gibt den voraussichtlichen Wert des Holzes im mit Behandlungsoption j
behandelten Bestand i zum Zeitpunkt t an. Die Kosten, die durch den Ausbau der Straße ab
zum Zeitpunkt t mit der Qualitätsstufen k entstehen, sind durch stab,k definiert. Durch w
t
ab,k
sind die Transportkosten und durch ctab,k die Kapazität der Straße vorgegeben. Der Wert
f ti,j,b gibt die Transportmenge an Holz im Knoten b an, die durch die Behandlungsoption j
im Bestand i zum Zeitpunkt t anfällt, und dtb ist die Nachfragemenge an Holz im Knoten b
zum Zeitpunkt t. Die Zielfunktion (2.2.9) maximiert den Erlös unter Berücksichtigung der
anfallenden Kosten des Straßenbaus und des Transports. In der Nebenbedingung (2.2.10)
wird sichergestellt, dass jede Straße höchstens einmal gebaut wird. Demnach verändert
sich der Standard einer einmal gebauten Straße im Laufe der Zeit nicht. Nebenbedingung
(2.2.11) gewährleistet, dass ein Fluss im Straßennetz entsteht. Die Menge an Holz, die in
einem Knoten produziert wird und die auf einer Straße zu diesem Knoten transportiert
wird, ist genauso groß wie die Menge an Holz, die von diesem Knoten wegtransportiert wird
und als Nachfrage in diesem Knoten angegeben ist. Durch die Nebenbedingung (2.2.12)
darf erstens auf einer Straße ab zum Zeitpunkt t nur Holz transportiert werden, wenn
diese Straße zu einem Zeitpunkt t̄ ∈ {1, . . . , t} mit der Qualität k gebaut wurde, und
zweitens darf auf ihr nur so viel Holz transportiert werden, wie die Kapazität der Straße ab
mit der Qualität k zulässt. Das Modell kann um zusätzliche Nebenbedingungen wie zum
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Beispiel den Ausbau der Straßen zu einer besseren Qualitätsstufe oder die Beachtung von
Nachbarschaftsbeziehungen wie in Abschnitt 2.2.1 erweitert werden. Gleichzeitig können
unterschiedliche Holzprodukte betrachtet werden.
Die in der Literatur untersuchten Varianten des oben aufgeführten gemischt-ganzzahligen
linearen Optimierungsproblems beinhalten sehr viele Variablen und Nebenbedingungen.
Deswegen konnten exakte Verfahren nur für kleine bis mittlere Probleme verwendet
werden (Olsson und Lohmander, 2005). Guignard und Spielberg (1992) und
Guignard et al. (1998) verbesserten die Suche nach optimalen Lösungen mit Hilfe des
Branch-and-Bound-Verfahrens durch eine gezielte Wahl der Variablen im Branching-Schritt
des Algorithmus. Für größere Probleme kamen aber nur Heuristiken in Frage. Kirby et al.
(1986) entwickelten eine iterative Heuristik. Das Problem wurde, indem alle Variablen
als reell angesehen und die Kapazitätsgrenzen nicht berücksichtigt wurden, relaxiert.
Variablen, die das Bauen einer Straße angaben und in der optimalen Lösung des relaxierten
Problems Werte nahe 1 annahmen, wurden ausgewählt. Aus diesen Variablen wurden mit
verschiedenen Heuristiken einzelne mit dem Wert 1 fixiert und das relaxierte Problem
erneut gelöst. Dabei wurden die ausgewählten Straßen nach Baukosten, Transportmengen
und -kapazitäten gewichtet. Außerdem wurden die Variablen nur dann fixiert, wenn sie
mit dem bereits existierenden Netz verbunden waren. Dies geschah durch die Einführung
von Nebenbedingungen, die den zulässigen Bereich verkleinerten, ohne optimale Lösungen
zu verlieren (vgl. Abschnitt 2.2.1). Andere Heuristiken veränderten die Qualität der
Straßen in Abhängigkeit von den Transportmengen oder eliminierten Straßen wieder.
Dieses Verfahren lief so lange, bis alle Straßenvariablen fixiert waren. Andalaft et al. (2003)
und Guignard et al. (1993) entwickelten eine Heuristik, die die Lagrange-Relaxation des
eigentlichen Problems optimiert. Dabei wurde das Problem in kleine Teilprobleme zerlegt,
die wesentlich schneller gelöst werden konnten. Wenn das Straßenoptimierungsproblem
mit Nachbarschaftsbedingungen aus Abschnitt 2.2.1 kombiniert wurde, dann wurden
hauptsächlich Metaheuristiken verwendet. So testeten Nelson und Brodie (1990) die
Monte-Carlo-Methode, Sessions und Sessions (1994) nutzen zusätzlich noch einen
Kürzeste-Wege-Algorithmus, Murray und Church (1995) und Richards und Gunn (2003)
wendeten Simulated Annealing und Tabu Search an.
2.2.4 Kombination von räumlicher Optimierung und Simulation
Mit der Umsetzung von Waldwachstumsmodellen in Simulatoren wurde Ende des 20.
Jahrhunderts ein Werkzeug geschaffen, mit dem man die Entwicklung von Beständen
in Abhängigkeit von der Zeit, dem Standort und der Bewirtschaftung abschätzen kann
(Baskent und Keles, 2005). Allerdings erfolgte dabei keine Optimierung der Durchforstung.
Anfang des 21. Jahrhunderts wurden die Simulatoren mit Optimierungsverfahren
verknüpft. Es wurden sowohl Optimierungsprobleme, bei denen räumliche Aspekte in
der Optimierung keine Rolle spielten (Degenhardt, 2006; Degenhardt, 2010; Degenhardt,
2012; Garcia-Gonzalo et al., 2011; Gustafson et al., 2006; Leefers et al., 2003; Miina et
al., 2010; Rempel und Kaufmann, 2003; Yousefpour et al., 2010), als auch Probleme
mit Nachbarschaftsbeziehungen betrachtet (Degenhardt, 2011; Heinonen et al., 2009;
Kurttila et al., 2002; Öhman und Eriksson, 2010; Pukkala, 2004; Stølevik et al., 2007;
Venema et al., 2005; Zeng et al., 2007a).
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Man kann zwischen der häufigen sequentiellen und der selteneren iterativen Abfolge von
Simulation und räumlicher Optimierung unterscheiden. Bei der ersten Abfolge werden mit
dem Simulator Behandlungsoptionen für die Bestände erzeugt und die Veränderung der
Bestände bewertet. Die Kombinationen der Behandlungsoptionen über alle Bestände bilden
dann die zulässige Menge für die anschließende Optimierung (Öhman und Eriksson, 2010).
Bei der iterativen Verknüpfung werden Simulator und Optimierungsalgorithmus immer
wieder hintereinander ausgeführt, wobei der Simulator Werte der Zielfunktion und der
Variablen an den Optimierungsalgorithmus übergibt (Degenhardt, 2011). Der Algorithmus
verändert die Variablenwerte und gibt sie als Parameter an den Simulator zurück.
Je nach Komplexität des Simulators kann ein Simulationslauf einer Behandlungsoption
sehr aufwendig sein. Dann ist eine Vorauswahl von günstigen Behandlungsoptionen
und/oder das zeitweilige Ersetzen des Simulators durch ein vereinfachtes Modell oder
eine Ertragstafel denkbar, um die Rechenzeit zu verkürzen (Stølevik et al., 2007). Im
Folgenden sollen die aufgeführten Artikel einen Einblick in die Anwendungsmöglichkeiten
der Kombination von räumlicher Optimierung und Simulation liefern.
Stølevik et al. (2007) entwickelten für die langfristige Optimierung der Pflegeeingriffe unter
realistischen Bedingungen die Software Ecoplan. Sie forderten über alle Zeiteinheiten und
Bestände, dass ein Bestand erst dann gerodet werden darf, wenn die Baumhöhen der
Nachbarbestände eine Mindesthöhe erreicht haben. Gleichzeitig wurden eine maximale
Kahlschlagsfläche, eine Mindestfläche mit altem Baumbestand, ein Mindesterntevolumen
und ein Mindestertrag berücksichtigt. Als Ziele wurden der Barwert des geernteten Holzes,
die Abweichung vom Zielvolumen und vom Zielertrag und die Altersverteilung optimiert.
Ein Bestandessimulator erzeugte die Werte der Ziele anhand der Behandlungsalternativen,
die mit Tabu Search für die Bestände ausgewählt wurden. Somit erfolgte eine sequentielle
Abfolge von Simulator und Optimierungsalgorithmus.
Venema et al. (2005) simulierten die zunehmende Entwaldung in Kanada. Mit Hilfe von
vier verschiedenen Metriken wurden die Bestände so ausgewählt, dass die Fragmentierung
der Waldflächen als Zeichen für die Biodiversität mit einem Genetischen Algorithmus
minimiert wurde. Öhman und Eriksson (2010) minimierten die Fragmentierung des Waldes
mit altem Baumbestand, indem sie den Umfang von Kahlschlagsflächen minimierten,
während der Barwert des gerodeten Holzes maximiert werden sollte. Gleichzeitig
wurden die Bedingungen, dass eine gleichbleibende Holzmenge je Periode geerntet und
eine Mindestfläche mit altem Baumbestand nicht unterschritten wird, berücksichtigt.
Mit dem Simulator GAIA wurden 25.174 verschiedene Behandlungsoptionen simuliert.
Diese Optionen bildeten die zulässigen Lösungen für den Optimierungsalgorithmus.
Sie verwendeten den in der kommerzielle Software CPLEX implementierten exakten
Algorithmus Branch and Bound. Öhmann und Eriksson konnten das Problem der
Fragmentierung alten Waldbestandes an einem großen Beispiel durch eine neue
Modellierung der Zielfunktion exakt lösen. Außerdem konnten sie den Trade-off zwischen
der Größe der Kahlschlagsfläche und dem Barwert des geernteten Holzes aufzeigen.
Pukkala (1993) entwickelte die Software Monsu. Sie simuliert erst verschiedene
Behandlungsalternativen und übergibt diese als Menge der zulässigen Lösungen
an die Optimierung. In Monsu können neben linearen Optimierungsmodellen und
Goal-Programming-Modellen auch die in der Forstplanung und -einrichtung weitverbrei-
45
2 Forstwissenschaftliche Theorie
teten theoretischen Nutzenmodelle11 verwendet werden. Das theoretische Nutzenmodell
sieht nach Pukkala (2004) wie folgt aus:
I∑
i=1
aiui(qi) −→ max (2.2.16)
qi = Qi(X), i = 1, . . . , I, (2.2.17)
Nn∑
k=1
xkn = 1, n = 1, . . . , N, (2.2.18)
xkn ∈ {0,1}, k = 1, . . . , Nn, n = 1, . . . , N. (2.2.19)
Es werden N Bestände und für jeden Bestand n genau Nn Behandlungsoptionen betrachtet.
Die Elemente xkn der Entscheidungsmatrix X = (xkn) geben an, ob die Behandlungsoption
k auf den Bestand n angewendet wird (xkn = 1) oder nicht (xkn = 0), wobei
wegen der Bedingung (2.2.18) genau eine Behandlungsoption je Bestand ausgewählt
werden muss. Die Nutzenfunktion Qi(X) berechnet in (2.2.17) den absoluten Nutzen
der angewendeten Behandlungsoptionen für Ziel i, und ui(qi) wandelt in (2.2.16) den
absoluten Nutzen in einen relativen Nutzen um. In der Zielfunktion wird der gesamte
relative Nutzen der Behandlungsalternativen maximiert. Dieser ergibt sich aus der Summe
der I relativen Nutzen der Einzelziele, gewichtet mit dem Parameter ai. Die Nutzenfunktion
Qi(X) kann neben ökonomischen Zielen wie dem Barwert des geernteten Holzes oder
einer gleichmäßigen Holzentnahme auch ökologische Ziele wie eine Totholzmenge, alten
Baumbestand oder die Biodiversität bewerten und ist in der Regel nichtlinear. Deswegen
werden in der Optimierungssoftware Monsu keine exakten Optimierungsalgorithmen,
sondern die Heuristiken Random Ascent, Hero, Simulated Annealing, Tabu Search,
Genetischer Algorithmus und eine Kombination von Hero und Simulated Annealing
eingesetzt. Kurttila et al. (2002) verwendeten Monsu, um die räumliche Verteilung von
Habitaten für Elche und Gleithörnchen durch Eignungsindizes der Habitate zu optimieren.
Dies bedeutete, gleichzeitig große Habitatflächen mit einem günstigen Indexwert für
die Gleithörnchen und große Randbereiche der Habitate für die Elche zu erzeugen.
Pukkala und Heinonen (2006) modellierten mit dem theoretischen Nutzenmodell neben der
Erntemenge je Periode, der Kahlschlagsflächengröße und dem Bestockungsgrad am Ende
des Planungshorizonts auch die maximale Habitatgröße der Gleithörnchen, die Einzelgröße
der Habitate und deren Klumpung. Sie optimierten die Parameterwahl von Simulated
Annealing, Threshold Accepting und Tabu Search durch den Pattern-Search-Algorithmus
von Hooke und Jeeves (1961) unter Berücksichtigung der maximalen Rechenzeit in Monsu.
Sie stellten fest, dass die Parameter sehr sensitiv auf die maximal mögliche Rechenzeit und
auf die Problemgröße reagierten. Generell konnten sie aber Tendenzen bei der Wahl der
Parameter ableiten.
Zeng et al. (2007a) optimierten die räumliche und zeitliche Verteilung von
Kahlschlagsflächen bezüglich des Barwertes des Holzes und des Sturmrisikos der
Bestände. Die räumliche Verteilung von Kahlschlagsflächen verändert die lokalen
Windgeschwindigkeiten und die Windbewegungen an den windabgewandten Rändern
der Bestände. Mit dem Simulator SIMA (Kellomäki et al., 1992) wurden verschiedene
Behandlungsalternativen erzeugt und an das mechanische Windschadenmodell HWIND
(Peltola et al., 1999) übergeben. Das Windmodell ermittelte für jede Behandlungs-
11engl.: utility theoretic model
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alternative und jeden Bestand die kritische Windgeschwindigkeit, bei der Bäume
entwurzelt werden oder Baumstämme brechen. Diese Geschwindigkeit ist abhängig von
der Baumart, dem BHD, der Bestandesdichte, der Entfernung zu Kahlschlagsflächen
und der Kahlschlagsgröße. Wenn die kritische Windgeschwindigkeit den Wert von 20 m/s
überschritt, dann galt der Bestand als sturmgefährdet. Mit Hilfe von Simulated Annealing,
Tabu Search und einem Genetischen Algorithmus wurde der Einfluss des Sturmrisikos
auf die Wahl der Behandlungsoptionen gezeigt. Dabei wurde das Sturmrisiko in den
verschiedenen Problemstellungen ohne die bzw. mit der Forderung nach gleichbleibenden
Erntemengen sowohl maximiert als auch minimiert. Die Optimierungsalgorithmen lieferten
ähnliche Ergebnisse, wobei Tabu Search immer die besten Lösungen erzeugte. Des
Weiteren wurde auch deutlich, dass die Gruppierung von Kahlschlagsflächen und von
Beständen mit jungem Baumbestand das Sturmrisiko senken kann. Ähnliche Ergebnisse
lieferten die Untersuchungen von Heinonen et al. (2009). Sie ersetzten die aufwendige
Simulation der kritischen Windgeschwindigkeiten durch Regressionsmodelle. Außerdem
wurden noch die zwei einfacher zu berechnenden Sturmrisikomerkmale – gefährdete Ränder
und Höhenunterschied von benachbarten Beständen – als Zielfunktionen betrachtet. Zuerst
wurde, ausgehend von einer Startlösung, Simulated Annealing angewendet. Wenn ein
Abbruchkriterium erfüllt worden war, dann wurde die beste Lösung an eine lokale Suche
weitergegeben und ein lokales Optimum ermittelt. Um den Einfluss der drei verschiedenen
Sturmrisiken zu zeigen, wurden diese jeweils einmal minimiert, maximiert und unter
Berücksichtigung einer gleichbleibenden Erntemenge minimiert. Die Ergebnisse für einen
2.500 Bestände umfassenden, idealisierten Wald sind in Abb. 2.16 dargestellt. Jeder
Bestand ist 1 ha groß und hexagonal. In der linken Lösung wird deutlich, dass eine
Minimierung des Sturmrisikos durch eine Gruppierung von gleichartigen Beständen und
durch geringe Höhenunterschieden zwischen benachbarten Beständen erreicht werden kann.
Gleichzeitig gibt es nur noch wenige Bestände mit großen Bäumen, da deren Sturmrisiko
größer ist als das von kleineren Bäumen. In der mittleren Lösung ist das Sturmrisiko
sehr hoch, weil es starke Höhenunterschiede zwischen benachbarten Beständen gibt. Die
Berücksichtigung von gleichbleibenden Erntemengen erzeugt einen älteren Baumbestand
(siehe rechte Lösung) als in der linken Lösung in Abb. 2.16. Heinonen et al. (2009) konnten
auch zeigen, dass ihre Regressionsmodelle in kürzerer Zeit ähnliche Ergebnisse wie der
Windsimulator liefern.
2.2.5 Räumliche, einzelbaumweise Optimierung
An den in den vorherigen Abschnitten vorgestellten Arbeiten wird deutlich, dass die
meisten bisher betrachteten räumlichen Optimierungsmodelle und -methoden nicht am
einzelnen Baum ansetzen; stattdessen werden Teilflächen mit ähnlichen Merkmalen zu
einem Bestand zusammengefasst, und anschließend wird über alle Bestände und alle
möglichen Erntezeitpunkte optimiert (vgl. zelluläre Automaten). Nachdem optimale
Behandlungspläne der einzelnen Bestände berechnet wurden, müssen diese wieder auf
den tatsächlichen Baumbestand in jedem einzelnen Bestand übertragen werden. Die
Verfahrensweise der Optimierungsmethoden hat praktische Gründe. Erstens werden
die Methoden auf existierende Waldbestände angewendet, in denen eine exakte
Inventur auf Grund ihrer Größe nicht möglich ist. Zweitens bleibt die Dimension der
Optimierungsprobleme handhabbar, und drittens sollen konkrete Pläne für die weitere
Behandlung der Bestände zur Erfüllung der gewünschten Ziele ermittelt werden. Durch
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Abbildung 2.16: Sturmrisiko (Heinonen et al., 2009); die Grautöne geben die Höhe des
Bestandes von weiß (< 1,5m) bis schwarz (> 30 m) an; in der linken Spalte wurde das
durchschnittliche Sturmrisiko minimiert, in der Mitte wurde es maximiert und rechts unter
Berücksichtigung gleichbleibender Erntemengen minimiert
diese Herangehensweise entstehen aber auch Nachteile. Zum einen werden natürliche
Effekte, die durch stetige Gradienten dargestellt werden können (Wagner et al., 2004),
entweder gar nicht oder nur durch stufige Effektgradienten betrachtet. Hierbei sei das
Hauptaugenmerk auf die Pollen-, die Samen- und die Laubausbreitung gelegt, deren
Reichweite im Verhältnis zur horizontalen Dimension ihrer Quelle besonders groß ist, und
die in den räumlichen Optimierungsmethoden nicht berücksichtigt werden. Zum anderen
können aus den berechneten Plänen keine allgemeinen Empfehlungen für die optimale
Strukturierung von Beständen abgeleitet werden, weil die Methoden von existierenden
Beständen ausgehen und dadurch die Struktur der Bestände im Betrachtungszeitraum nur
eingeschränkt verändert werden kann, und weil außerdem ein Großteil der in den Beständen
existierenden Bäume nicht mit in den Optimierungsprozess einbezogen wird.
Wenn man Optimierungsmodelle in der Forstplanung und -einrichtung sucht, die am
einzelnen Baum ansetzen, dann findet man fast ausschließlich Optimierungsmodelle, die die
Holzerntemenge in einem Bestand über mehrere Perioden über Stärkeklassen optimieren.
Die Entscheidungsvariablen geben an, wann im Bestand geerntet wird und wann nicht.
Zusätzlich gibt es noch reelle Variablen, die definieren, wie viele Bäume je Stärkeklasse
genutzt werden. Pro Periode gibt es des Weiteren noch Übergangswahrscheinlichkeiten
zwischen den Stärkeklassen. Als Beispiel sei die Arbeit von Rojo und Orois (2005)
angeführt. Sie optimierten mit MINOS die Überführung eines Altersklassenwaldes in einen
Wald mit ungleichmäßiger Altersstruktur. Das Ziel war die Maximierung des Gewinns unter
Erzeugung einer Zielbestandesstruktur in der letzten betrachteten Periode. Es erfolgte
eine Optimierung der Entnahme nach der Stärkeklasse und der Anzahl der Bäume.
Allerdings wurden die Positionen der einzelnen Bäume nicht berücksichtigt. Demnach
war nur die Anzahl der vorhandenen und der zu entnehmenden Bäume im Bestand von
Interesse, aber die räumliche Verteilung der Bäume und deren Einflüsse aufeinander wurden
nicht berücksichtigt. Deswegen handelt es sich bei diesen Modellen nicht um räumliche
Optimierungsmodelle.
Arbeiten, in denen die Bäume eines Bestandes einzeln betrachtet und in denen die
Baumarten, die BHD-Werte und die Positionen der Bäume im Bestand direkt oder durch
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einen Simulator berücksichtigt werden, sind selten (Degenhardt, 2011; Degenhardt, 2012;
Rautiainen et al., 2000; Möykkynen et al., 2000). Allerdings verwendeten Rautiainen et
al. (2000) und Möykkynen et al. (2000) Kennzahlen der Durchforstung als Variablen
für die Optimierung, und es wurden Bäume nach einem festen Durchforstungsschema
entnommen. Einzig die Arbeiten von Degenhardt (2011) und Degenhardt (2012) enthielten
für jeden Baum eine diskrete Variable, die angab, wann ein Baum entnommen werden
sollte. Durch diese Variablenwerte wurde ein Behandlungsplan definiert, mit dem der
einzelbaumbasierte Waldwachstumssimulator BWINPro die durchschnittliche jährliche
Wertleistung des Bestandes ermittelte. Dieser Wert wurde als Zielfunktionwert an ein
stochastisches lokales Suchverfahren übergeben. Durch eine iterative Verknüpfung von
Simulator und lokalem Suchverfahren wurde der Behandlungsplan optimiert. Dabei zeigten
sich häufig große Unterschiede zu den in der Praxis beschriebenen Durchforstungsweisen.
Die Optimierung der Wertleistung hatte keinen direkten räumlichen Aspekt in der
Zielfunktion. Allerdings hängt die Berechnung der Wertleistung des Bestandes von den
Positionen der Bäume und den damit verbundenen Konkurrenzen zwischen benachbarten
Bäume ab. Somit stellt die von Degenhardt vorgestellte Optimierung eine räumliche
Optimierung dar. In Abb. 2.17 ist der simulierte Bestandesplan zu bestimmten Zeitpunkten
dargestellt. Eine komplette Freistellung der Z-Bäume scheint nicht vorteilhaft zu sein.
Stattdessen werden die stärksten Bäume trotz gegenseitiger Konkurrenz im Bestand
belassen. Allerdings muss hinzugefügt werden, dass die Verteilung und die Entwicklung
der Bäume am Ende des Betrachtungszeitraums stark vom Ausgangsbestand abhängen
und somit keine allgemeingültigen Aussagen getroffen werden können.
Eine weitere Arbeit in Richtung räumlicher, einzelbaumweiser Optimierung lieferten Hof
und Bevers (2000). Sie betrachteten das Problem der natürlichen Verjüngung durch
Samenbäume in einem Bestand mit N Zellen pro Hektar über mehrere Zeiteinheiten.
Sie beschrieben die Holzmenge in einer Zelle von der Verjüngung bis zum kommerziell
nutzbaren Baum. Es wurde eine Stammdichte pro Hektar für kommerziell nutzbare Bäume
von N angenommen, wodurch in jeder Zelle genau ein Baum mittig stehen sollte. Diese
Bäume dienten als Samenbäume für benachbarte, gerodete Zellen. Ziel war es, den Gewinn

























yijm, t = 1, . . . , T, i = 1, . . . , I, j = 1, . . . , J (2.2.21)
Mij∑
m=1
yijm = 1, i = 1, . . . , I, j = 1, . . . , J (2.2.22)
yijm ∈ {0,1}, i = 1, . . . , I, j = 1, . . . , J, m = 1, . . . ,Mij (2.2.23)
mit N = I · J Zellen in einem Gitter mit I Zeilen und J Spalten, T Zeiteinheiten.
Für jede Zelle ij gibt es Mij Behandlungsoptionen. Die Variable yijm ist 1, wenn
die Behandlungsoption m auf die Zelle ij angewendet wird; sonst ist sie 0. Für jede
Zeiteinheit t wird der abgezinste Preis für eine Einheit Holz mit pt angegeben und die
abgezinsten Kosten für die Behandlungsoption m mit cm. Das geerntete Holzvolumen
zum Zeitpunkt t, das durch die Behandlungsoption m in der Zelle ij entsteht, ist mit
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Abbildung 2.17: Räumliche, einzelbaumweise Optimierung Degenhardt (2011); die
Kreisflächen stellen die Baumkronen dar; die schwarze Kreisfläche ist ein Z-Baum
vijmt definiert. Der Parameter sijmt ist 1, wenn ein Samenbaum in der Zelle ij zum
Zeitpunkt t steht und die Behandlungsoption m durchgeführt wird, sonst ist sie 0.
Die Menge Ωij ist die Menge aller benachbarten Zellen zu Zelle ij, und die Menge θt
beinhaltet alle Behandlungsalternativen m, die eine Rodung zum Zeitpunkt t veranlassen.
Die Zielfunktion (2.2.20) maximiert den Gewinn, der sich aus dem Umsatz vermindert um
die anfallenden Kosten der durchgeführten Behandlungsoptionen in allen Zellen ergibt.
Der Umsatz ergibt sich aus dem abgezinsten Preis, multipliziert mit der geernteten
Holzmenge über alle Zellen, Behandlungsalternativen und Zeitpunkte. In der Ungleichung
(2.2.21) wird gefordert, dass nur Zellen ij gerodet werden können, wenn in benachbarten
Zellen mindestens ein Samenbaum steht. Die Gleichung (2.2.22) fordert, dass genau eine
Behandlungsalternative pro Zelle ij ausgewählt wird. Die letzte Bedingung gewährleistet,
dass die Variable yijm nur die Werte 0 oder 1 annehmen kann. Damit erfolgt eigentlich keine
einzelbaumweise Optimierung, da Zellen betrachtet werden. Allerdings entspricht durch
die feine Skalierung des Gitters eine Zelle einem möglichen Samenbaum. Somit stellten
Hof und Bevers eine Verknüpfung der Zelle mit dem einzelnen Baum her. Sie verwendeten
den Branch-and-Bound-Algorithmus des diskreten Solvers LINDO und konnten zeigen,
dass dieser auch umfangreichere Instanzen mit 3.600 Zellen des Optimierungsmodells
mit einer Abweichung von 4 % vom globalen Maximum lösen konnte. Sie zeigten, dass
die räumliche Altersverteilung der Bäume in der Startlösung die räumliche und zeitliche
Verteilung der Behandlungsalternativen stark beeinflusst, und dass nicht notwendig ein
stabiler Zustand und fixierte Zykluslängen optimal sein müssen. Hof und Bevers räumten
ein, dass ihre Arbeit viele Sachverhalte vereinfacht behandelt. Zum Beispiel werden bei der
Ausbreitung der Naturverjüngung weiter entfernte Samenbäume nicht berücksichtigt, und
die Ausbreitung der Samen wird nicht stetig modelliert. Sie stellten klar, dass intensive




Aus der Beschreibung der allgemeinen waldbaulichen Problemstellung in Abschnitt 1.1.4
können alle drei genannten speziellen Problemstellungen aus den Abschnitten 1.1.1 bis 1.1.3
gleichzeitig modelliert werden. Grundsätzlich müssen während der Modellierung folgende
Fragen geklärt werden:
• Werden die Bäume einer Baumart einzeln oder als Gruppe betrachtet?
• Wird eine feste Anzahl von Bäumen betrachtet?
• Wie können die Positionen der Bäume auf der Bestandesfläche X gewählt werden?
• Wie wird eine starke Konkurrenz der Einflussbereiche der Bäume vermieden?
• Wie wird der Einfluss von Nachbarbeständen berücksichtigt?
Es werden insgesamt vier verschiedene Optimierungsmodelle vorgestellt und deren
Eigenschaften ohne Wertung für die Optimierbarkeit beschrieben. Die Abfolge der Modelle
spiegelt dabei die zeitliche Entwicklungsreihenfolge der Optimierungsmodelle wider. In
Abschnitt 3.1.5 werden die Verbindungen zwischen den einzelnen Optimierungsmodellen
gezeigt. Zum Schluss wird herausgearbeitet, welche Optimierungsmodelle auf Grundlage
der unterschiedlichen Modelleigenschaften am vielversprechendsten sind. Dabei wird die
Umsetzung der waldbaulichen Problemstellungen und die zu erwartende Qualität der
anwendbaren Optimierungsalgorithmen berücksichtigt.
3.1.1 (M1) – Abstandsbedingung und feste Individuenanzahl
Für das erste Optimierungsmodell gelten folgende Annahmen:
• Jeder Baum soll einzeln betrachtet werden. Demnach hat jeder Baum einen eigenen
BHD-Wert und eine eigene Position auf X.
• Die Anzahl der Bäume ist fest vorgegeben.
• Jeder Punkt auf X soll eine mögliche Baumposition sein.
• Die Einflussbereiche der Bäume dürfen sich nicht überschneiden.
• In einem Streifen entlang des Rands von X werden Baumpositionen fest vorgegeben.
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Abbildung 3.1: Idealisierte Bestandesfläche X (weiß), auf der jeder Punkt eine
Baumposition sein kann; ein schwarzer Punkt ist eine Position (xk, yk) mit zugehörigem
Einflussbereich eines Baumes (schwarzer Kreis); die Baumpositionen, die im Einflussgebiet
X̃ (grau) liegen, sind fixiert
Wenn man jeden Baum auf Grund seiner Charakterisierung (Baumart, Position, BHD)
einzeln betrachten will, dann muss man die Bäume explizit angeben können. Daher ist es
sinnvoll, die Bäume zu nummerieren (von 1 bis Nmax = n1,max + n2,max): mit n1,max
Bäume der ersten Baumart und n2,max Bäume der zweiten Baumart. O. B. d. A. wird
vorausgesetzt, dass Baum 1 bis Baum n1,max zur ersten Baumart und die restlichen
Bäume zur zweiten Baumart gehören. Wenn nur eine Baumart betrachtet wird, dann
ist n2,max = 0 und somit Nmax = n1,max. Jedem Baum k, k = 1, . . . , Nmax, wird seine
Position auf der Bestandesfläche X durch den Punkt (xk, yk) und sein BHD-Wert BHDk,
aus dem der Einflussbereich des Baumes mit der stetigen Funktion r(BHDk) berechnet
werden kann (siehe Funktion (A.1) im Anhang), zugeordnet. Wenn jeder Punkt von X eine
mögliche Baumposition darstellen soll, dann muss für alle k = 1, . . . , Nmax die Bedingung
(xk, yk) ∈ X ⊂ R2 gelten. Diese wird im Modell durch die Bedingungen (3.1.6) und (3.1.7)
beschrieben und in Abb. 3.1 verdeutlicht. Um Überschneidungen der Einflussbereiche
der Bäume zu verhindern, muss der Abstand zweier beliebiger Baumpositionen größer
als die Summe der zugehörigen Radien der Einflussbereiche sein (siehe Bedingung
(3.1.4)). Genauso wird mit den Bäumen der Nachbarbestände vorfahren: sie erhalten die
Nummern Nmax + 1, . . . , NX̃ und jeweils einen BHD-Wert. Die Baumpositionen in den
Nachbarbeständen sind mit (x̄k, ȳk) mit k = Nmax + 1, . . . , NX̃ gegeben. Das Gebiet, in
dem die Bäume stehen, wird Einflussgebiet X̃ = [−∆x, xmax+∆x]×[−∆y, ymax+∆y]\X mit
∆x, ∆y ≥ 0 genannt und ist in Abb. 3.1 grau eingezeichnet. Da die Baumpositionen fixiert
sind, ist es nicht von Interesse, ob sich deren Einflussbereiche überschneiden. Allerdings
muss bei der Wahl der Baumpositionen auf X eine Überschneidung der Einflussbereiche
dieser Bäume mit den Bereichen der Bäume, die zum Nachbarbestand gehören, verhindert
werden. Das wird durch Bedingung (3.1.5) erfüllt.
Zum Schluss sollen noch die Ziele und deren Umsetzung im Modell beschrieben werden.
Um die Humusform im Mischbestand oder die Verteilung der Sämlinge zu modellieren,
geht man von den Einzelbaumeffekten aus. Diese Effekte werden wie in Abschnitt 2.1
erläutert durch stetige, nicht notwendig differenzierbare und nicht notwendig konvexe
Funktionen, die die Wirkungsintensität der Effekte in Abhängigkeit von der Entfernung zur
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Baumposition angeben, beschrieben. Für das Optimierungsmodell werden die Funktionen
mit fpk (xk, yk, i, j) bezeichnet, wobei der Effekt p, p = 1, . . . , P , zum Baum k, k =
1, . . . , NX̃ , zugeordnet wird. Die Position des Baumes k ist (xk, yk), und (i, j) steht
für den Punkt auf X, in dem die Wirkungsintensität des Effekts p beschrieben wird.





je nach Art des Effekts eine
Multiplikation, eine Addition, oder eine andere Verknüpfung sein. Somit wird die Wirkung
eines Effekts p der Bäume der ersten Baumart, die auf X stehen, mit der Funktion





k (xk, yk, i, j)
und für die zweite Baumart mit der Funktion




fpk (xk, yk, i, j)
beschrieben. Hierbei seien x = (x1, x2, . . . , xNmax) und y = (y1, y2, . . . , yNmax). Die
einzigen Bedingungen, die
⊙
erfüllen muss, sind die Stetigkeit von fp,1(x, y, i, j) und von
fp,2(x, y, i, j), die aus den bereits beschriebenen Effekten abgeleitet werden. Analog kann





fpk (x̄k, ȳk, i, j)




fpk (x̄k, ȳk, i, j)
definieren. Hierbei sei angenommen, dass die Bäume der ersten Baumart aus dem
Nachbarbestand mit k = Nmax + 1, . . . , n̄1,max nummeriert sind und dass die restlichen
Bäume zur zweiten Baumart gehören. Da x̄k und ȳk fixiert sind, sind sie keine Variablen der
Funktionen f̄p,1(i, j) und f̄p,2(i, j) und werden deswegen nicht als Argumente übergeben.
Beim letzten Modellierungsschritt müssen die Zielsetzungen beachtet werden. Zum
Beispiel wird beim Samenbaumverfahren (siehe Abschnitt 1.1.1) die Maximierung der
durchschnittlichen Sämlingsdichte oder die Maximierung der Flächengröße mit einer
Mindestsämlingsdichte gefordert. Da in diesem Abschnitt nicht auf bestimmte Effekte und
damit Zielsetzungen eingegangen werden soll, wird die Zielfunktion analog zu fp,1(x, y, i, j)







(fp,1(x, y, i, j), fp,2(x, y, i, j), f̄p,1(i, j), f̄p,2(i, j)). (3.1.1)
Dabei muss f(x, y) nicht stetig sein (vgl. Funktion (2.1.12)). Außerdem wird davon
ausgegangen, dass man die Zielsetzungen auf der gesamten Bestandesfläche X und nicht in
einem bestimmten Punkt (i, j) ∈ X betrachtet. Daher enthält der Verknüpfungsoperator⊗
eine Durchschnittsbildung über die Menge der Kontrollpunkte G (siehe Definition (A.2))
bezüglich der Funktionswerte von fp,1(x, y, i, j), fp,2(x, y, i, j), f̄p,1(i, j) und f̄p,2(i, j).
Die Zielfunktion muss somit nur noch in Abhängigkeit von den Baumpositionen auf X
betrachtet werden. Wenn die Verknüpfung von isotropen Einzelbaumeffekten eine isotrope
Zielfunktion erzeugt und G auf der homogenen Bestandesfläche X symmetrisch ist, dann
gelten folgende Gleichungen:
f(x, y) = f(xmax − x, y)
= f(x, ymax − y) (3.1.2)
= f(xmax − x, ymax − y).
53
3 Mathematische Theorie
Die Gleichungen in (3.1.2) sagen aus, dass die Funktionswerte für zwei Anordnungen
der selben Bäume gleich sein müssen, wenn die eine Anordnung durch das Spiegeln der
Baumpositionen an der senkrechten und/oder waagerechten Symmetrieachse von X in die
andere Anordnung überführt werden kann.
Ausgehend von den obigen Ausführungen kann das Modell (M1) mit einer
Abstandsbedingung für eine feste Individuenanzahl wie folgt definiert werden:
f(x, y) −→ min (3.1.3)
r(BHDk) + r(BHDl)−
√
(xk − xl)2 + (yk − yl)2 ≤ 0, k, l = 1, . . . , Nmax, k < l (3.1.4)
r(BHDk) + r(BHDl)−
√
(xk − x̄l)2 + (yk − ȳl)2 ≤ 0, k = 1, . . . , Nmax, (3.1.5)
l = Nmax + 1, . . . , NX̃
0 ≤ xk ≤ xmax, k = 1, . . . , Nmax (3.1.6)
0 ≤ yk ≤ ymax, k = 1, . . . , Nmax (3.1.7)
Eigenschaften
1. Das Optimierungsmodell (M1) ist ein Optimierungsproblem mit 2Nmax reellen
Variablen, konkaven Nebenbedingungen, Box-Constraints und einer Zielfunktion, die
nicht notwendig stetig, differenzierbar oder konvex ist.
2. Die Anzahl der konkaven Bedingungen (3.1.4) und (3.1.5) wächst mit O(NmaxNX̃).
3. Einen Punkt des zulässigen Bereichs M1, beschrieben durch (3.1.4) bis (3.1.7), zu
finden entspricht folgendem Kreispackungsproblem (es sind keine Nachbarbestände
vorhanden):
Finde eine Anordnung von Nmax gegebenen, verschieden großen Kreisen
auf einem fest vorgegebenen Rechteck X so, dass sich die Kreise nicht
überschneiden und sich die Kreismittelpunkte auf X befinden.
4. Der zulässige Bereich M1 ist nicht notwendig zusammenhängend:




2], ein Baum der ersten Baumart (hellgrau)
und ein Baum der zweiten Baumart (dunkelgrau), beide mit Radius 1
des Einflussbereichs. Es wird kein Nachbarbestand berücksichtigt. Alle
zulässigen Lösungen sind in Abb. 3.2 dargestellt.
5. Die einzelnen Komponenten von M1 sind nicht notwendig konvex:
Gegeben sei X = [0, 2] × [0, 2,8], ein Baum der ersten Baumart mit
Einflussbereichsradius 1 (dunkelgrau) und ein Baum der zweiten Baumart
mit Einflussbereichsradius 0,4 (hellgrau). Es wird kein Nachbarbestand
berücksichtigt. In der linken Grafik von Abb. 3.3 stellen die Punkte A
und B zulässige Positionen für den Baum der zweiten Baumart dar, wenn
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der erste Baum im Punkt (1,1) positioniert wird. Die Linie, die A und
B in der linken Abbildung verbindet, verdeutlicht, dass die Punkte A
und B zur gleichen Komponente von M1 gehören, da durch das stetige
Verschieben der Position des zweiten Baumes entlang dieser Linie immer
zulässige Lösungen für (M1) entstehen. In der rechten Abbildung wird
deutlich, dass die Komponente, zu der A und B gehören, nicht konvex ist,
da sonst jeder Punkt auf dieser Verbindungsstrecke auch als eine Position
des zweiten Baumes eine zulässige Lösung ergeben muss. Dabei würde aber
die Bedingung (3.1.4) verletzt werden.
6. Die Bestandesfläche X besitzt mindestens zwei Symmetrieachsen. Daher gibt es,
wenn die Zielfunktion (3.1.3) isotrop und G auf X symmetrisch ist, zu einer zulässigen
Anordnung (x∗, y∗) drei weitere zulässige Anordnungen der Bäume, die durch
Spiegelungen an den Symmetrieachsen entstehen und denselben Zielfunktionswert
besitzen (siehe Abb. 3.2).
7. Wenn Bäume einer Baumart den gleichen BHD haben, dann entsteht aus einer
zulässigen Lösung durch Vertauschen ihrer Positionen eine neue Lösung von (M1).
Diese Lösung besitzt denselben Zielfunktionswert und entspricht keiner neuen
Anordnung der Bäume auf X. Dabei wird vorausgesetzt, dass man die Bäume nicht
durch ihre Nummerierung unterscheidet, sondern nur durch ihren Einflussbereich
und ihre Baumart. Somit werden unter dieser Bedingung mehrere durch Symmetrie
entstehende, gleiche Lösungen betrachtet.
8. Die Werte für BHDk und Nmax können so gewählt werden, dass der zulässige Bereich
M1 leer ist. Als Beispiel werden zwei Bäume mit einem Einflussbereichsradius echt
größer als 1 betrachtet. Diese Bäume können nicht auf einer Fläche [0,1] × [0,1]
platziert werden, ohne dass die Bedingung (3.1.4) verletzt wird.
3.1.2 (M2) – Abstandsbedingung und variable Individuenanzahl
Im Gegensatz zum Optimierungsmodell (M1) soll die Anzahl der Individuen in
diesem Optimierungsmodell variabel modelliert werden. Somit gelten für das zweite
Optimierungsmodell folgende Annahmen:
• Jeder Baum soll einzeln betrachtet werden. Demnach hat jeder Baum einen eigenen
BHD-Wert und eine eigene Position auf X.
Abbildung 3.2: Nichtzusammenhängender zulässiger Bereich M1
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Abbildung 3.3: Nichtkonvexe Komponente von M1
• Die Anzahl der Bäume ist variabel.
• Jeder Punkt auf X soll eine mögliche Baumposition sein.
• Die Einflussbereiche der Bäume dürfen sich nicht überschneiden.
• In einem Streifen entlang des Rands von X werden Baumpositionen fest vorgegeben.
Dabei müssen folgende Überlegungen miteinbezogen werden. Untersuchungen zur
Lückenbildung in naturnahen Wäldern haben gezeigt, dass viele kleine (∼ 100 m2)
und einige wenige große Lücken (∼ 500 m2) auftreten können (siehe Clinton et
al., 1993; Foster und Reiners, 1986). Wenn man hingegen von Endbeständen im
Wirtschaftswald ausgeht, dann treten wesentlich weniger und hauptsächlich kleine Lücken
auf. Des Weiteren gibt es klare Vorstellungen, wie viele Bäume pro Hektar in einem
Endbestand vorhanden sein sollen (Burschel und Huss, 1997). Aus diesem Grund
wäre ein Modell mit variabler Individuenanzahl für Wirtschaftswälder nicht zwingend
notwendig. Um Aussagen für naturnahe Wälder treffen zu können, bietet sich hingegen
eine feste Individuenanzahl nicht an. Dennoch muss gewährleistet sein, dass die Lösungen
des Optimierungsmodells nicht im Widerspruch zu den Beobachtungen tatsächlicher
Waldstrukturen stehen. Wenn man nämlich die Individuenanzahl nicht beschränkt, dann
gibt es Zielsetzungen, die unrealistische Lösungen liefern. Als Beispiel sei hier die Frage nach
einer minimalen Humusmächtigkeit bei einer freien Wahl der Baumanzahl genannt. Die
optimale Lösung dieses Problems positioniert keinen Baum auf X. Diese Verteilung wäre
keine erwünschte Lösung. Um ein angepasstes Bild der Waldstrukturierung während des
Optimierungsprozesses mit variabler Individuenzahl zu erhalten, müssen daher wenigstens
Untergrenzen für die Anzahl der Bäume (n1,min, n2,min Mindestanzahl von Bäumen für
Baumart 1 bzw. 2) und Obergrenzen (n1,max, n2,max Maximalanzahl für Baumart 1 bzw.
2) mit n1,min ≤ n1,max, n2,min ≤ n2,max und n1,max + n2,max = Nmax angegeben werden.
Für die Bäume der Nachbarbestände gilt das nicht, da deren Positionen und damit auch
deren Anzahl fixiert ist.
Ausgehend von der Beschreibung des Optimierungsmodells mit fester Individuenanzahl
(siehe Abschnitt 3.1.1) kann das Optimierungsmodell mit variabler Anzahl der betrachteten
Bäume definiert werden. Dabei müssen zusätzlich zu den Variablen x und y noch Nmax
Binärvariablen zk, k = 1, . . . , Nmax, eingeführt werden, um die Anzahl der Bäume variabel
zu lassen. Die Variable zk nimmt den Wert 0 an, wenn der Baum k nicht betrachtet wird
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und 1, wenn sein Einzelbaumeffekt auf der Waldfläche auftritt. Die Zielstellung in (3.1.1)
wird in





f̃p,1(x, y, i, j, z), f̃p,2(x, y, i, j, z), f̄p,1(i, j), f̄p,2(i, j)
)
mit





k (xk, yk, i, j, zk),




f̃pk (xk, yk, i, j, zk)
und z = (z1, . . . , zNmax) umgewandelt, wobei angenommen wird, dass f̃
p
k (xk, yk, i, j, zk) für
zk = 0 ein Einselement für den Verknüpfungsoperator
⊙
ist, während für zk = 1 gilt:
f̃pk (xk, yk, i, j, zk) = f
p
k (xk, yk, i, j). (3.1.8)




aus Abschnitt 3.1.1 analog
übernommen. Es gelten wieder folgende Gleichungen für eine isotrope Zielfunktion und
eine symmetrische Menge G auf X:
f̃(x, y, z) = f̃(xmax − x, y, z)
= f̃(x, ymax − y, z)
= f̃(xmax − x, ymax − y, z).
Die Abstandsbedingungen (3.1.4) und (3.1.5) sind in die Bedingungen (3.1.10) und
(3.1.11) umgeformt worden, damit der Abstand zweier Bäume nur größer als die Summe
der Einflussbereiche ist, wenn beide Bäume berücksichtigt werden. Für die Bedingung
(3.1.10) gilt: Wenn einer der Bäume nicht betrachtet wird, wenn demnach zk = 0 oder
zl = 0 ist, dann vereinfacht sich die Nebenbedingung zu 0 ≤ 0 und ist somit immer erfüllt.
Die Ungleichungen (3.1.12) und (3.1.13) erfordern, dass mindestens n1,min und höchstens
n1,max Bäume der ersten Baumart und mindestens n2,min und höchstens n2,max Bäume
der zweiten Baumart auf der Waldfläche X verteilt werden. Die Bedingungen (3.1.14) und
(3.1.15) konnten ohne Änderungen aus (M1) übernommen werden, da die Positionen von
nicht betrachteten Bäumen (zk = 0) o. B. d. A. auf (0,0) gesetzt werden können und damit
die Abstandsbedingung (3.1.10) wegen zk = 0 immer erfüllen. Somit ergibt sich folgendes
Optimierungsmodell (M2) mit A =
√
(xk − xl)2 + (yk − yl)2:
f̃(x, y, z) −→ min (3.1.9)
zkzl (r(BHDk) + r(BHDl)−A) ≤ 0, k, l = 1, . . . , Nmax, k < l (3.1.10)
zk (r(BHDk) +r(BHDl)−A) ≤ 0, k = 1, . . . , Nmax, (3.1.11)









0 ≤ xk ≤ xmax, k = 1, . . . , Nmax (3.1.14)
0 ≤ yk ≤ ymax, k = 1, . . . , Nmax (3.1.15)




1. Das Optimierungsmodell (M2) ist ein Optimierungsproblem mit 2Nmax reellen
Variablen, Nmax Binärvariablen, Box-Constraints und einer Zielfunktion, die für
fixiertes z nicht notwendig stetig, differenzierbar oder konvex ist.
2. Die Anzahl der für fixiertes z konkaven Nebenbedingungen (3.1.10) und (3.1.11)
wächst mit O(NmaxNX̃).
3. Einen Punkt des zulässigen Bereiches M2, beschrieben durch die Nebenbedingungen
(3.1.10) bis (3.1.16), zu finden entspricht folgendem Kreispackungsproblem (es sind
keine Nachbarbestände vorhanden):
Finde eine Anordnung von verschieden großen Kreisen zweier Gruppen
auf einem fest vorgegebenen Rechteck X so, dass sich die Kreise nicht
überschneiden und sich die Kreismittelpunkte auf X befinden. Dabei muss
jeweils eine bestimmte Anzahl an Kreisen gepackt werden.
4. Die Eigenschaften (4) – (8) des Optimierungsmodells (M1) gelten bei geeigneter Wahl
von n1,min, n1,max, n2,min und n2,max analog für das Modell (M2).
3.1.3 (M3) – Straffunktion
Die Abstandsbedingungen (3.1.4) und (3.1.5) aus dem Optimierungsmodell (M1)
stellen sehr harte Nebenbedingungen dar. Des Weiteren spiegeln sie die tatsächlichen
Bedingungen in der Natur nicht wider. Deswegen werden folgende Annahmen für das
Optimierungsmodell (M3) getroffen:
• Jeder Baum soll einzeln betrachtet werden. Demnach hat jeder Baum einen eigenen
BHD-Wert und eine eigene Position auf X.
• Die Anzahl der Bäume ist fest vorgegeben.
• Jeder Punkt auf X soll eine mögliche Baumposition sein.
• Die Einflussbereiche der Bäume dürfen sich überschneiden, aber ein Überlappen wird
je nach beteiligten Baumarten bestraft.
• In einem Streifen entlang des Rands von X werden Baumpositionen fest vorgegeben.
Aus diesen Forderungen heraus, kann das Modell (M1) bis auf die Abstandsbedingungen
(3.1.4) und (3.1.5) übernommen werden. Die Bedingung
g(xk, xl, yk, yl) := r(BHDk) + r(BHDl)−
√
(xk − xl)2 + (yk − yl)2 ≤ 0
mit k, l ∈ {1,2, . . . , Nmax} und k < l kann in Anlehnung an den Straffunktionsansatz (siehe
Bazaraa et al., 2006) mit den Strafparametern c1 > 0, c2 > 0 und c12 > 0 zu
hι(xk, xl, yk, yl) := cι ·max{0, g(xk, xl, yk, yl)}
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mit ι ∈ {1,2,12} abgewandelt werden. Hierbei ist c1 > 0 bzw. c2 > 0 der Strafparameter
bei Überlappung der Einflussbereiche von Bäumen der ersten bzw. zweiten Baumart und
c12 > 0 der Strafparameter bei der Überlappungen der Einflussbereiche beider Baumarten.
Das Verhalten von hι(xk, xl, yk, yl) ist in Abb. 3.4 dargestellt. Der Funktionswert von
hι(xk, xl, yk, yl) ist 0, solange sich die Einflussbereiche nicht überschneiden, und wächst
mit zunehmendem Überschneidungsgrad der Einflussbereiche. Genauso kann mit der
Bedingung (3.1.5) für k ∈ {1,2, . . . , Nmax} und l ∈ {Nmax + 1, . . . , NX̃} verfahren werden.
































h2(xk, x̄l, yk, ȳl)
aufsummiert, so erhält man ein Maß für die Überschneidungen aller Einflussbereiche.
Aus der Beschreibung der waldbaulichen Problemstellungen in Abschnitt 1.1 geht
hervor, dass dieses Maß klein sein soll. Daher bietet sich die Definition einer neuen
Zielfunktion, bestehend aus der waldbaulichen Zielstellung und dem Überschneidungsmaß
der Einflussbereiche, an. Somit wird das Modell (M3), ausgehend vom Modell (M1), wie
folgt aufgestellt:
f(x, y) + h(x, y) −→ min (3.1.17)
0 ≤ xk ≤ xmax, k = 1, . . . , Nmax (3.1.18)
0 ≤ yk ≤ ymax, k = 1, . . . , Nmax (3.1.19)
Eigenschaften
1. Das Optimierungsmodell (M3) ist ein Optimierungsproblem mit 2Nmax reellen
Variablen, Box-Constraints und einer Zielfunktion, die nicht konvex und nicht
notwendig stetig oder differenzierbar ist.
2. Der zulässige Bereich M3 von (M3) wird nur durch die Box-Constraints (3.1.18)
und (3.1.19) beschrieben. Da die betrachteten Variablen reell sind, ist der zulässige
Bereich kompakt und konvex.
3. In einer zulässigen Lösung können mehrere Bäume auf derselben Position stehen.




Das Modell (M3) soll nicht als Hilfsmittel zum Lösen von (M1), sondern als eigenständiges
Modell betrachtet werden, da der Straffunktionsansatz nur die Idee zur Berechnung eines
Überschneidungsmaßes der Einflussbereiche lieferte. Des Weiteren kann (M3) auch analog
zum Vorgehen in Abschnitt 3.1.2 in ein Modell mit variabler Individuenzahl überführt
werden. Dabei gehen aber die günstigen Eigenschaften des Modells (M3) wie zum Beispiel
die Kompaktheit und Konvexität von M3 und die Eigenschaft, dass im Modell nur reelle
Variablen enthalten sind, verloren.
3.1.4 (M4) – feste Positionsmöglichkeiten
Das in diesem Abschnitt betrachtete Optimierungsmodell verfolgt einen anderen Ansatz als
die bisher vorgestellten Modelle. Ausgehend von der Idee der zellularen Automaten, die in
der räumlichen Forstplanung vielfach Anwendung findet (Baskent und Keles, 2005; Stange
und Meilby, 1999), kann man eine endliche Anzahl möglicher Baumpositionen auf X
betrachten. Außerdem werden Bäume einer Baumart mit gleichem BHD-Wert in einer
Gruppe zusammengefasst. Eine mögliche Baumposition auf X kann folgende Zustände
annehmen: es steht kein Baum in diesem Punkt, oder es steht ein Baum aus einer
der betrachteten Gruppen dort. Die am Anfang gestellten Modellierungsfragen werden
demnach wie folgt beantwortet:
• Die Bäume einer Baumart mit gleichem BHD-Wert werden als Gruppe betrachtet.
• Für jede Gruppe wird eine untere und obere Grenze für die Baumanzahl angegeben.
• Für die Baumpositionen auf X gibt es nur endlich viele Wahlmöglichkeiten.
• Die Einflussbereiche der Bäume dürfen sich überschneiden, aber ein Überlappen wird
je nach beteiligten Baumarten bestraft.
• In einem Streifen entlang des Rands von X werden Baumpositionen fest vorgegeben.
Abbildung 3.4: Überschneidungsmaß der Einflussbereiche zweier Bäume; links: der Baum
k (dunkelgrau) steht in (3,2), der Baum l (hellgrau) steht in (xl,1) mit xl ∈ [1,4];
beide Bäume haben einen Einflussbereichsradius von 1 (es wird kein Nachbarbestand
berücksichtigt); rechts: Verhalten des Überschneidungsmaßes bzgl. der Einflussbereiche der
Bäume l und k in Abhängigkeit von xl mit dem Strafparameter c = 1
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Zuerst wird die Modellierung der zu positionierenden Bäume auf X erklärt, danach
wird auf die Bäume der Nachbarbestände X̃ eingegangen. Es werden G1 + G2 = G
durchnummerierte Gruppen betrachtet, wobei die ersten G1 Gruppen Bäume der ersten
Baumart enthalten und die restlichen Gruppen Bäume der zweiten Baumart. Jeder Gruppe
k, k = 1, . . . , G, wird ein BHD-Wert BHDk zugeordnet. Des Weiteren sind alle möglichen
Baumpositionen in der diskreten Menge N ⊂ X zusammengefasst, und deren Elemente
sind durch (xl, yl) mit l = 1, . . . , |N | gekennzeichnet. Da die Baumpositionen durch
ihre Verteilung den optimalen Stammverteilungsplan nicht zu stark beeinflussen sollen,
werden die Positionen auf X regelmäßig gewählt. Dabei bietet sich die Verteilung in
einem hexagonalen Gitter an (siehe Abb. 3.5), bei der jede Position von den benachbarten
Positionen genau δ ∈ R Längeneinheiten entfernt ist, da dies zur dichtesten Packung von
Bäumen mit einem Einflussbereichsradius δ/2 bei gleichzeitiger Überschneidungsfreiheit
der Einflussbereiche führt. Damit die Lage der Positionen eindeutig ist, liegt eine mögliche
Baumposition per Definition im Punkt (0,0). Zusätzlich sollten die Größen δ, xmax und
ymax so gewählt werden, dass in allen vier Eckpunkten von X eine mögliche Baumposition
liegt, d. h. xmax sollte ein Vielfaches von δ und ymax sollte ein Vielfaches von
√
3δ sein.
Dadurch ist die Verteilung der Baumpositionen symmetrisch zu den Symmetrieachsen von
X, und der Einfluss des Verteilungsschemas der möglichen Baumpositionen auf einen
optimalen Stammverteilungsplan wird weiter verringert. Es wird eine G × |N | Matrix
Z = (zkl)k=1,...,G, l=1,...,|N | mit zkl ∈ {0,1} eingeführt. Wenn zkl = 1, dann steht ein Baum
der Gruppe k auf der Position l, d. h. auf (xl, yl), und bei zkl = 0 nicht. Damit auf einer




für alle l = 1, . . . , |N | gefordert. Ausgehend von den Überlegungen aus Abschnitt 3.1.2
werden eine untere Grenze nk,min und eine obere Grenze nk,max für die Anzahl der Bäume





für alle k = 1, . . . , G eingeführt. Für die Lösbarkeit des Optimierungsmodells müssen
die Daten
∑G
k=1 nk,min ≤ |N | erfüllen. Für die Bäume der Nachbarbestände ist diese
Modellierung nicht notwendig, da deren Positionen auch in diesem Optimierungsmodell
fixiert sind. Es wird Nmax =
∑G
k=1 nk,max gesetzt um die Modellierung aus (M1) zu
übernehmen. Die Bäume der ersten Baumart im Nachbarbestand erhalten die Nummern
Nmax + 1, . . . , ñmax, die der zweiten Baumart die Nummern ñmax, . . . , NX̃ . Außerdem
werden die Baumpositionen durch (x̄k, ȳk) für k = Nmax + 1, . . . , NX̃ vorgegeben. Es
ist sinnvoll, das hexagonale Gitter der möglichen Baumpositionen auf X auf das Gebiet
X̃ zu erweitern, und die Positionen der Bäume der Nachbarbestände dementsprechend
zu wählen (vgl. Abb. 3.5). Dadurch wird die optimale Lösung nicht zu stark durch
den Überschneidungsgrad der Einflussbereiche der zu positionierenden Bäume mit den
Nachbarbeständen beeinflusst.
Zum Schluss wird noch die Zielfunktion neu definiert. Hierbei werden nur die notwendigen
Anpassungen aus Modell (M1) und (M3) beschrieben. Die Einzelbaumeffekte der Bäume,
die auf X positioniert werden sollen, werden durch die Funktionen f̂pkl(zkl, i, j) dargestellt.
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Abbildung 3.5: Einflussgebiet X̃ (grau) und Bestandesfläche X (weiß) in (M4);
Verteilung der möglichen Baumpositionen (schwarze Punkte) im hexagonalen Gitter auf X;
die Positionen der Bäume der Nachbarbestände sind an das hexagonale Gitter angepasst;
alle Bäume haben denselben Einflussbereichsradius; durch Setzten einiger Binärvariablen
auf 0 bzw. 1 entsteht auf X eine Verteilung der Bäume
Dabei wird die Wirkung des Effekts p, p = 1, . . . , P , in einem Kontrollpunkt (i, j) auf
X von einem Baum der Gruppe k, k = 1, . . . , G, auf der Position l, l = 1, . . . , |N |,
erklärt. Die Wirkung aller auf X positionierten Bäume der ersten Baumart kann durch
den Verknüpfungsoperator
⊙
aus Abschnitt 3.1.1 mit der Funktion





und für die zweite Baumart mit





definiert werden. Die Definition von f̂pkl(zkl, i, j) muss dabei folgende Eigenschaften erfüllen:
Wenn zkl = 1 für (k, l) ∈ G× |N | ist, dann muss
f̂pkl(zkl, i, j) = f
p
k (xl, yl, i, j) (3.1.20)
gelten. Wenn zkl = 0 für (k, l) ∈ G × |N | ist, dann muss f̂pkl(zkl, i, j) ein Einselement für
den Verknüpfungsoperator
⊙
sein. Der Einfluss der Bäume der Nachbarbestände auf einen
Punkt (i, j) von X wird durch die Funktionen f̄p,1(i, j) und f̄p,2(i, j) aus Abschnitt 3.1.1
beschrieben. Analog Abschnitt 3.1.1 wird die Zielfunktion mit dem Verknüpfungsoperator⊗





(f̂p,1(Z, i, j), f̂p,2(Z, i, j), f̄p,1(i, j), f̄p,2(i, j)).
Als Letztes muss noch das Maß für die Überschneidung der Einflussbereiche angepasst
werden. Für jedes Paar l1, l2 ∈ {1, . . . , |N |} mit l1 < l2 der möglichen Baumpositionen
ist der Abstand von Interesse, wenn in beiden Positionen ein Baum steht. Daher wird die
Funktion g(xl1 , xl2 , yl1 , yl2) wie folgt mit A =
√
(xl1 − xl2)2 + (yl1 − yl2)2 abgeändert:
ĝ(zk1l1 , zk2,l2) :=
{




Für das Überschneidungsmaß zwischen einem Baum aus der Gruppe k ∈ {1, . . . , G}
auf der Position l ∈ {1, . . . , |N |} und einem Baum k̄ ∈ {Nmax + 1, . . . , NX̃} aus dem





(xl − x̄k̄)2 + (yl − ȳk̄)2, zkl = 1
0, zkl = 0.
(3.1.22)
Des Weiteren wird hι(xk, xl, yk, yl) aus (M3) durch
ĥι(zk1l1 , zk2,l2) := cι ·max{0, ĝ(zk1l1 , zk2,l2)}
mit den Strafparametern cι > 0, ι ∈ {1,2,12}, und hι(xk, x̄l, yk, ȳl) aus (M3) durch
h̄ι(zkl, k̄) := cι ·max{0, ḡ(zkl, k̄)}















beschrieben. Analog zu h(x, y) wird ι ∈ {1,2,12} entsprechend der platzierten Baumarten
auf den Positionen ausgewählt. Wie in Abschnitt 3.1.1 gilt für eine isotrope Zielfunktion,
dass die Funktionswerte von symmetrisch äquivalenten Anordnungen der Baumpositionen
gleich sind, wenn die Punkte aus N symmetrisch zu den Symmetrieachsen von X gewählt
werden und G symmetrisch auf X ist.
Das Optimierungsmodell (M4) mit festen Positionsmöglichkeiten und variabler
Individuenanzahl kann wie folgt aufgestellt werden:
f̂(Z) + ĥ(Z) −→ min (3.1.23)
G∑
k=1




zkl,≤ nk,max, k = 1, . . . , G (3.1.25)
zkl ∈ {0,1}, k = 1, . . . , G, l = 1, . . . , |N | (3.1.26)
Eigenschaften
1. Das Optimierungsmodell (M4) ist ein diskretes Optimierungsproblem mit G|N |
Binärvariablen und einer Zielfunktion, die für fixiertes Z nicht konvex und nicht
notwendig differenzierbar oder stetig ist.
2. Der zulässige diskrete Bereich M4 von (M4) wird durch die |N | + G linearen
Nebenbedingungen (3.1.24) und (3.1.25) und die Bedingung (3.1.26) beschrieben.
3. Einen Punkt des zulässigen Bereichs M4 zu finden, entspricht folgendem
Zuordnungsproblem (es sind keine Nachbarbestände vorhanden):
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Es gibt G unterschiedliche Arten von Gegenständen. Von jeder Art muss
eine Mindestanzahl an Gegenständen |N | Orten zugeordnet werden. Dabei
darf jedem Ort maximal ein Gegenstand zugeordnet und eine Obergrenze
an Gegenständen pro Art darf nicht überschritten werden.
4. Wenn das hexagonale Gitter der möglichen Baumpositionen symmetrisch zu den
beiden Symmetrieachsen von X gewählt wird und G symmetrisch auf X ist, dann
gibt es für eine isotrope Zielfunktion zu einer zulässigen Anordnung der Bäume
noch drei weitere Anordnungen, die durch Spiegelungen an den Symmetrieachsen
entstehen und den gleichen Zielfunktionswert besitzen (siehe Abb. 3.6; es sind keine
Nachbarbestände vorhanden).
Abbildung 3.6: Symmetrische Lösungen für eine isotrope Zielfunktion; schwarze Punkte
stellen die möglichen Baumpositionen dar
Bemerkung
Für die Optimierung der Lückenform spiegelt dieses Modell das Erzeugen einer
Lücke wieder. Im idealen Reinbestand haben alle Bäume denselben BHD und stehen
dichtestmöglich auf X, ohne dass sich die Einflussbereiche mit Durchmesser δ
überschneiden. Die Verteilung der Bäume wird durch ein hexagonales Gitter mit dem
Abstand zwischen zwei benachbarten Baumpositionen von δ gut abgebildet. Wenn in jeder
Position ein Baum steht, dann wird ein idealisierter, vollbestockter Reinbestand dargestellt.
Ausgehend von diesem Bestand müssen einige der Bäume entnommen werden, damit eine
Lücke im Bestand entsteht. Dabei wird für jeden Baum die Entscheidung getroffen, ob
der Baum stehenbleibt oder ob er gefällt wird. Dies entspricht im Modell der Fixierung
der Binärvariablen auf 1 bzw. 0. Über die Anzahl der gefällten Bäume wird die Größe der
Lücke und über die Wahl der zu fällenden Bäume die Lückenform und -verteilung gesteuert.
Dieses Vorgehen wird in der linken Figur von Abb. 3.7 veranschaulicht.
Wenn man die Ausbildung nur einer Lücke erzwingen möchte, dann kann man sich
folgender Hilfsmittel der Graphentheorie bedienen. Es sei V0(Z) = {l ∈ {1, . . . , |N |} :∑G
k=1 zkl = 0} die Menge aller möglichen Baumpositionen, auf denen kein Baum steht,
und E0(Z) = {(k, l) ∈ V0(Z) × V0(Z) :
√
(xk − xl)2 + (yk − yl)2 = 2r(BHD) + δ} die
Menge aller Kanten zwischen zwei benachbarten, leeren Baumpositionen. Dann stellt der
Graph G0(Z) = (E0(Z), V0(Z)) die Nachbarschaftsbeziehung der leeren Baumpositionen
dar. Wenn man fordert, dass
G0(Z) zusammenhängend sein soll, (3.1.27)
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d. h., wenn es von jedem Knoten v ∈ V0(Z) zu jedem Knoten w ∈ V0(w) einen Weg
gibt, dann kann nur genau eine Lücke entstehen. Zusätzlich kann man fordern, dass kein
Baum auf der Lücke stehen soll. Dafür wird die Menge aller belegten Baumpositionen
V1(Z) = {l ∈ {1, . . . , |N |} :
∑G
k=1 zkl = 1} ∪ {Nmax, Nmax + 1 . . . , NX̃} definiert.
Es wird vorausgesetzt, dass Nmax > |N | ist, sonst müssen die Baumpositionen in
den Nachbarbeständen beginnend mit |N | + 1 neu nummeriert werden. Außerdem sei
E1(Z) = {(k, l) ∈ V1(Z) × V1(Z) :
√
(xk − xl)2 + (yk − yl)2 = 2r(BHD) + δ} die Menge
aller Kanten zwischen zwei benachbarten, belegten Baumpositionen. Der Graph G1(Z) =
(E1(Z), V1(Z)) stellt dann die Nachbarschaftsbeziehung der belegten Baumpositionen auf
X und X̃ dar. Die Forderung
G1(Z) ist zusammenhängend (3.1.28)
unterbindet das Auftreten einzelner Bäumen oder Baumgruppen auf der Lücke. In Abb. 3.7
sind ein möglicher Stammverteilungsplan und die dazugehörigen Nachbarschaftsgraphen
G0(Z) und G1(Z) dargestellt. Cormen et al. (2001) konnten zeigen, dass der Aufwand
O(|V | + |E|) genügt, um mit Hilfe der Tiefensuche zu überprüfen, ob ein Graph G =
(V,E) zusammenhängend ist. Da aus Sicht der waldbaulichen Problemstellungen die
Ausbildung genau einer Lücke nicht zwingend notwendig ist, wird diese Erweiterung des
Optimierungsmodells (M4) allerdings nicht weiter betrachtet.
3.1.5 Beziehungen zwischen den Optimierungsmodellen
In diesem Abschnitt werden die mathematischen Verbindungen zwischen den Optimie-
rungsmodellen herausgearbeitet, um die Beziehung der optimalen Lösungen aufzuzeigen.
(M1) ist ein Spezialfall von (M2)
Wenn man in (M2) n1,min = n1,max und n2,min = n2,max setzt, dann folgt aus den
Bedingungen (3.1.12), (3.1.13) und (3.1.16), dass alle Bäume auf X platziert werden
müssen, d. h. zk = 1 für alle k = 1, . . . , Nmax. Die Binärvariablen zk im Optimierungsmodell
Abbildung 3.7: Mögliche Lückenbildung für das Saugspannungsproblem und zugehörige
Nachbarschaftsgraphen G1(Z) und G0(Z); die Baumpositionen wurden zeilenweise von




(M2) sind in diesem Fall fixiert, und (M2) lässt sich zu Optimierungsmodell (M1)
vereinfachen. Dies gilt, da die Nebenbedingungen (3.1.12), (3.1.13) und (3.1.16) immer
erfüllt sind, die Bedingung (3.1.10) zu Bedingung (3.1.4) und (3.1.11) zu (3.1.5) wird und




zu f(x, y) wird.
Verbindung von (M1) und (M3) über die Straffunktion h(x,y)
Aus der Theorie der Straffunktionsverfahren gilt, dass die Funktion h(x, y) eine
Straffunktion für die Nebenbedingungen (3.1.4) und (3.1.5) mit dem Strafparameter c
darstellt. Somit ist (M3) das sogenannte Strafproblem zum Ausgangsproblem (M1). Wenn
f(x, y) und h(x, y) stetig sind, gilt nach Bazaraa et al. (2006, S. 476) folgende Beziehung:
inf{f(x, y) : (x, y) ∈M1} = lim
c→∞
inf{f(x, y) + h(x, y) : (x, y) ∈M3}.
Für stetige f(x, y) und h(x, y) konvergiert die optimale Lösung von (M3) für c→∞ gegen
die optimale Lösung von (M1).
(M3) ist Relaxation von (M4)
Wenn für alle Gruppen im Optimierungsmodell (M4) nk,min = nk,max gilt und in (M3)
genau nk,max Bäume mit BHDk für alle k = 1, . . . , G betrachtet werden, dann ist (M3)
eine Relaxation von (M4). Dies wird in zwei Schritten gezeigt. Zuerst wird gezeigt, dass
das positionsbezogene Optimierungsmodell (M4) in das nachfolgende baumbezogene
Optimierungsmodell (M4’) überführt werden kann. Danach wird gezeigt, dass (M3) eine
Relaxation von (M4’) ist.
f(x, y) + h(x, y) −→ min (3.1.29)
(xk, yk) 6= (xl, yl), k, l = 1, . . . , Nmax, k < l (3.1.30)
(xk, yk) ∈ N, k = 1, . . . , Nmax (3.1.31)
Für die Variable zij = 1 gilt wegen der Bedingungen (3.1.26) und (3.1.24):
zij = 1⇔ ∃! k ∈ {1, . . . , Nmax} mit BHDk = BHDi und (xk, yk) = (xj , yj) ∈ N.
Daraus folgt mit der Bedingung (3.1.25), dass es genau ni,max verschiedene Indizes j̄ aus
der Menge {1, . . . , |N |} geben muss, für die zij̄ = 1 ist. Somit gilt für alle Gruppen
i = 1, . . . , G, dass jedem der ni,max Bäume aus dem Optimierungsmodell (M4’) genau
eine Position (xj , yj) ∈ N , j ∈ {1, . . . , |N |}, mit zij = 1 zugeordnet wird. Wenn in
(M4’) eine Position (xl, yl) ∈ N existiert, in der kein Baum platziert wird, d. h. wenn
(xk, yk) 6= (xl, yl) für alle k = 1, . . . , Nmax, dann gilt in (M4)
∑G
k=1 zkl = 0. Somit sind
Lösungen von (M4’) bis auf eine Permutation eindeutig in Lösungen von (M4) überführbar.
Zum Schluss folgt aus (3.1.20), (3.1.21) und (3.1.22), dass für zij = 1 der Baum auf
Position j mit BHDi berücksichtigt wird, während für Positionen, auf denen keine Bäume
stehen, das Überschneidungsmaß der Einflussbereiche gleich 0 ist. Durch die Definition des
Verknüpfungsoperators
⊙
haben die leeren Positionen keinen Einfluss auf die Zielfunktion.
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Somit entspricht die Zielfunktion (3.1.23) aus (M4) der Zielfunktion (3.1.29) aus (M4’), und
(M4) kann in (M4’) überführt werden.
Wegen N ⊂ X sind die Nebenbedingungen (3.1.18) und (3.1.19) aus (M3) eine Relaxation
der Bedingung (3.1.31) aus (M4’). Wenn man außerdem die Bedingung (3.1.30), dass keine
zwei Bäume auf derselben Position stehen dürfen, vernachlässigt, dann gelangt man zum
Optimierungsmodell (M3). Somit ist (M3) eine Relaxation von (M4). Daraus folgt, dass
der Zielfunktionswert der global optimalen Lösung (x̂∗, ŷ∗) von (M4) immer größer oder
gleich dem Zielfunktionswert der global optimalen Lösung (x∗, y∗) von (M3) ist. Wenn für
k = 1, . . . , Nmax die Punkte (x∗k, y
∗
k) ∈ N sind und die Bedingung (3.1.30) erfüllt ist, dann
gilt Gleichheit.
Beweis: Es sei (x∗, y∗) eine optimale Lösung von (M3) und (x̂, ŷ) eine optimale Lösung
von (M4’). Aus N ⊂ X und der zusätzlichen Bedingung (3.1.30) von (M4’) folgt, dass
f(x∗, y∗) + h(x∗, y∗) ≤ f(x̂, ŷ) + h(x̂, ŷ) ≤ f(x, y) + h(x, y)
für alle (x, y), die die Bedingungen (3.1.18) und (3.1.19) erfüllen. Gilt außerdem, dass
(x∗k, y
∗
k) ∈ N für k = 1, . . . , Nmax und dass (x∗, y∗) die Bedingung (3.1.30) erfüllt, dann
ist (x∗, y∗) zulässig für (M4’), und es folgt aus obiger Gleichung f(x∗, y∗) + h(x∗, y∗) =
f(x̂, ŷ) + h(x̂, ŷ). Da die Lösungen von (M4’) bis auf eine Permutation eindeutig in
Lösungen von (M4) überführt werden können, gelten die obigen Abschätzungen auch für
die Optimierungsmodelle (M3) und (M4). 2
3.1.6 Vergleich der Optimierungsmodelle
Nachdem in den vorhergehenden Abschnitten verschiedene Modellierungsmöglichkeiten
vorgestellt und deren Beziehungen untereinander erläutert wurden, sollen die
Optimierungsmodelle nun hinsichtlich ihrer Umsetzung der waldbaulichen Problem-
stellungen und der Anwendbarkeit von Optimierungsalgorithmen verglichen werden.
Die Modelle (M1) und (M2) verhindern eine Konkurrenz der Einflussbereiche durch
die strengen Abstandsbedingungen (3.1.4) und (3.1.5) bzw. durch (3.1.10) und (3.1.11).
Diese Nebenbedingungen sind eine einfache Modellierungsvariante. Sie schränkten die
Auswahl an möglichen Optimierungsalgorithmen bzw. deren Effizienz aber stark ein,
da ein Kreispackungsproblem (siehe Eigenschaft (3) von (M1)) gelöst werden muss
und der zulässige Bereich somit weder konvex noch zusammenhängend sein muss
(siehe Eigenschaften (4) und (5) von (M1)). Des Weiteren müsste jedes Mal geklärt
werden, ob es eine zulässige Lösung für den betrachteten Datensatz gibt. Lenstra und
Rinnooy Kan (1978) konnten zeigen, dass das Kreispackungsproblem NP-schwer ist. Aus
Sicht der Problembeschreibung kann diese Modellierung die in der Natur vorkommende
Strukturierung eines Bestandes nicht darstellen, da es auch dort zu „Überschneidungen“
von Einflussbereichen kommt. Eine der Natur angepasste Umsetzung ist das Bestrafen von
Überschneidungen der Einflussbereiche, die in den Optimierungsmodellen (M3) und (M4)
angewendet wird. Das hat für (M3) zur Folge, dass theoretisch alle Bäume auf derselben
Position stehen könnten. Außerdem ist durch den Straffunktionsansatz der zulässige
Bereich konvex, und es existiert immer eine zulässige Lösung für das Optimierungsmodelle
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(M3). Für (M4) gilt wegen der Bedingung (3.1.24), dass jeweils nur ein Baum auf einer
Position stehen darf.
In den Optimierungsmodellen (M1) und (M3) wird eine feste Baumanzahl vorgegeben,
während in (M2) und (M4) die Anzahl variabel ist. Die feste Vorgabe der Baumanzahl
schränkt die Aussagekraft der Lösungen für naturnahe Wälder ein. Eine zu geringe
Anzahl von Bäumen führt unweigerlich zu einer Lückenbildung, während eine zu große
Anzahl eine Lückenbildung verhindern kann. Daher wäre aus forstwissenschaftlicher Sicht
ein Optimierungsmodell mit variabler Baumanzahl zu bevorzugen. Aus mathematischer
Sicht ist das Optimierungsmodell (M1) gegenüber (M2) und das Optimierungsmodell
(M3) gegenüber dessen Erweiterung mit variabler Baumanzahl zu bevorzugen, da die
Einführung von Binärvariablen die Komplexität der Optimierungsmodelle erhöht, die
Wahl der Optimierungsalgorithmen einschränkt und die günstigen Eigenschaften des
zulässigen Bereichs M3 von (M3) wie Kompaktheit und Konvexität aufhebt. Daher muss
abgewogen werden, ob das Lösen der wesentlich komplexeren Optimierungsprobleme
mit variabler Baumanzahl einen erheblichen Gewinn an Information, gegenüber den
Optimierungsproblemen mit sorgfältig gewählter, fester Individuenzahl liefert. Hierbei
würde sich auch ein wiederholtes Lösen mit verschiedenen, aber festen Baumanzahlen
anbieten. Da für Wirtschaftswälder (M2) gegenüber (M1) kaum Vorteile bietet, ist in
diesem Fall das Optimierungsmodell (M1) zu bevorzugen. Als Ausnahme kann Modell (M4)
angesehen werden. Da es sich um ein rein kombinatorisches Optimierungsproblem handelt,
wird durch eine feste Vorgabe der Baumanzahl keine Veränderung der Eigenschaften
eintreten. Trotzdem sollte klar sein, dass das Modell (M4) mit nk,min = nk,max für k =
1, . . . , G (feste Anzahl von Bäumen) ein Spezialfall von (M4) und somit einfacher zu lösen
ist. Für das allgemeine Optimierungsmodell (M4) mit allen möglichen Kombinationen von
Baumanzahlen aus {nk,min, nk,min + 1, . . . , nk,max} für k = 1, . . . , G muss die beste Lösung
ermittelt werden, während bei einer festen Anzahl die Lösung des Optimierungsmodells
nur für genau eine fixierte Kombination zu finden ist.
Als nächstes wird die Umsetzung der freien Wahl der Baumpositionen auf X untersucht. Bei
den Optimierungsmodellen (M1), (M2) und (M3) ist eine uneingeschränkte Wahl möglich.
Im Gegensatz dazu können im Modell (M4) nur Punkte aus der Menge N ausgewählt
werden. Es gilt allerdings: Je mehr Elemente N enthält, umso stärker ähnelt diese
Positionswahl den freien Wahlmöglichkeiten aus den anderen Modellen. Für waldbauliche
Fragestellungen im gesamten Bestand würde die Wahl eines großen Wertes für δ die
Struktur des Stammverteilungsplans vor dem Optimierungsschritt fixieren, und die Frage
nach der Verteilung der Bäume könnte nicht mehr hinreichend geklärt werden. Somit
ist (M4) für kleine δ eine adäquate Umsetzung dieser Problembeschreibungen. Mit δ ≈
2 · r(BHD) stellt (M4) eine geeignete Modellierung eines vollbestockten Reinbestandes
für die Optimierung der Lückenform bzgl. der Saugspannung in der Lücke dar (siehe die
Anmerkung in Abschnitt 3.1.4).
In den Optimierungsmodellen (M1), (M2) und (M3) werden Bäume einzeln betrachtet,
demnach werden jedem Baum eine Nummer k ∈ {1,2, . . . , Nmax}, eine Position (xk, yk)
auf der Bestandesfläche X und ein BHD BHDk, aus dem der Einflussbereichsradius mit
der stetigen Funktion r(BHDk) berechnet werden kann, zugeordnet. Dadurch kann die
Menge aller BHD-Werte eine mögliche Verteilung in einem Endbestand nachbilden. Diese
Modellierung hat aber auch Nachteile. Zum einen treten bei gleichem BHD-Wert von
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mehreren Bäumen einer Baumart Lösungen im zulässigen Bereich auf, die nicht betrachtet
werden müssen (siehe Eigenschaft (7) von (M1)). Dieser Eigenschaft kann durch die
Wahl unterschiedlicher BHD-Werte für sämtliche Bäume einer Baumart entgegengewirkt
werden. Ein weiterer Nachteil isotroper Effekte und symmetrischer Mengen G ist das durch
Symmetrie erzeugte Auftreten von vier Lösungen mit dem gleichen Zielfunktionswert (siehe
Eigenschaft (6) von (M1)). Dieses Verhalten kann durch die Bedingungen x1 ≤ xmax/2 und
y1 ≤ ymax/2 abgeschwächt werden. Die Einschränkung führt dazu, dass der erste Baum nur
noch auf der Fläche [0, xmax/2]× [0, ymax/2] platziert werden darf, während die Positionen
der restlichen Bäume weiterhin auf der gesamten Bestandesfläche X liegen dürfen. Somit
sind nur noch symmetrische Anordnungen im zulässigen Bereich enthalten, bei denen
x1 = xmax/2 und/oder y1 = ymax/2 gilt. Damit verringert sich der zulässige Bereich
erheblich. Trotzdem ist garantiert, dass keine global optimale Lösung durch diese Forderung
verlorengeht, da jede optimale Lösung (x, y) mit (x1, y1) ∈ X \ [0, xmax/2] × [0, ymax/2]
durch Spiegelung an den Symmetrieachsen von X in eine Anordnung der Bäume (x̃, ỹ),
bei der (x̃1, ỹ1) ∈ [0, xmax/2] × [0, ymax/2] gilt, überführt werden kann. Außerdem besitzt
(x̃, ỹ) wegen (3.1.2) denselben Zielfunktionswert wie (x, y). Diese Argumentation kann
analog auch für die Optimierungsmodelle (M2) und (M3) geführt werden. Für anisotrope
Zielsetzungen treten solche symmetrischen Lösungen nicht auf. Im Optimierungsmodell
(M4) werden die Bäume mit gleichem BHD in einer Gruppe zusammengefasst und
nicht einzeln betrachtet. Deswegen tritt das oben beschriebene Problem mit gleichen
BHD-Werten nicht auf.
Für eine waldbauliche Problemstellung in einem Teilgebiet eines Bestandes ist die
Einführung eines Randgebietes X̃ eine gute Modellierung. Hierdurch können weitreichende
Effekte auf X wie zum Beispiel Schattenwurf oder Streuverteilung von Bäumen, die nicht
auf X stehen, berücksichtigt werden. Außerdem kann durch die Wahl von ∆x und ∆y
die Breite des Randgebietes an die Ausbreitungsentfernung der zu berücksichtigenden
Effekte angepasst werden. Zusätzlich ist durch die Wahl von (x̄, ȳ) die Verteilung der
Baumpositionen im Randgebiet variierbar.
Bevor die Optimierungsmodelle in Bezug auf verwendbare Optimierungsalgorithmen
miteinander verglichen werden, muss noch auf die Zielfunktionen eingegangen werden.
Die Berechnung eines Funktionswertes der waldbaulichen Zielsetzungen f(x, y), f̃(x, y, z)
bzw. f̂(Z) dauert für relevante Problemstellungen wegen der Verknüpfung von drei oder
mehr Einzelbaumeffekten von etwa 400 Bäumen und wegen der Durchschnittsbildung
über die etwa 5.700 Kontrollpunkte der Menge G sehr lang. Exemplarisch sei an dieser
Stelle die Rechenzeit für eine Funktionswertberechnung für die Humusmächtigkeit von
6,474 s genannt (siehe Abschnitt 6.2). Genauso steigt die Anzahl der zu vergleichenden
Baumpositionen im Überschneidungsmaß der Einflussbereiche für (M3) mit O(NmaxNX̃)
und für (M4) mit O(|N |2 + |N |NX̃). Dies wirkt sich allerdings nicht so stark auf
die Rechenzeit aus, da das Überschneidungsmaß im Vergleich zu den Zielsetzungen
schnell berechnet werden kann. Bei der Optimierung der Humusmächtigkeit wurden
für etwa 400 Bäume nur 0,031 s benötigt (siehe Abschnitt 6.2). Bei der Wahl der
Optimierungsalgorithmen müssen daher die Berechnungszeiten der Zielsetzungen und des
Überschneidungsmaßes berücksichtigt werden.
Die Zielfunktion aller Optimierungsmodelle ist nicht notwendig stetig, konvex oder
differenzierbar. Des Weiteren bestehen die Optimierungsmodelle (M1) und (M2) aus den
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Box-Constraints für die 2Nmax reellen Variablen. In (M1) und (M2) wächst die Anzahl
der stetigen, konkaven Nebenbedingungen mit O(NmaxNX̃), und (M2) enthält zusätzlich
noch Nmax Binärvariablen. Im Optimierungsmodell (M3) gibt es Box-Constraints für
die 2Nmax reellen Variablen. Im Gegensatz dazu treten im Optimierungsmodell (M4)
G|N | Binärvariablen und G + |N | lineare Nebenbedingungen auf. Da die Modelle (M1)
und (M3) zur Klasse der NLPs gehören, (M2) ein MINLP und (M4) ein diskretes
Optimierungsproblem ist, sind unterschiedliche Algorithmen zu bevorzugen. Für die
Modelle (M1) und (M2) ist die Wahl von Optimierungsalgorithmen zusätzlich stark
durch das enthaltene Kreispackungsproblem eingeschränkt. Die Arbeiten, die sich mit den
existierenden deterministischen globalen Optimierungsmethoden für NLPs mit stetigen
oder Lipschitz-stetigen Funktionen (Pintér, 1996), für differenzierbare NLPs (anwendbar
durch Approximation der nichtdifferenzierbaren Funktionen durch differenzierbare
Funktionen) (Floudas, 2000), für MINLPs (Adjiman et al., 2000; Grossmann, 2002) oder
für diskrete Optimierungsprobleme (Korte und Vygen, 2000; Schrijver, 2003) beschäftigen,
zeigen jedoch einen deutlichen Anstieg der Rechenzeit für großdimensionierte Probleme.
Da die Modelle (M1) und (M2) NP-schwer sind, (M3) das Strafproblem zu (M1) und eine
Relaxation von (M4) ist, können keine deterministischen, globalen Algorithmen verwendet
werden. Es kommen deswegen entweder deterministische, lokale Optimierungsalgorithmen
oder stochastische Algorithmen, sogenannte Meta- und Hybridheuristiken, in Frage.
Für alle oben aufgezählten Optimierungsprobleme sind Metaheuristiken (Dréo et al.,
2006; Glover und Kochenberger, 2003; Sarker et al., 2002) und lokale Suchverfahren (Aarts
und Lenstra, 1997; Kolda et al., 2003; Nelder und Mead, 1965) entwickelt worden, doch auch
bei diesen Algorithmen ist die Komplexität der zugrundeliegenden Modelle entscheidend.
Da alle Modelle das Optimierungsproblem adäquat beschreiben, sollte daher mit denjenigen
Modellen weitergearbeitet werden, deren Komplexität am geringsten ist und die deswegen
effiziente Algorithmen ermöglichen. Aus diesem Grund scheiden die Optimierungsmodelle
(M1) und (M2) aus. Dagegen kann die Wahl zwischen (M3) und (M4) nicht bereits durch
die bloßen Eigenschaften der Modelle entschieden werden, vielmehr sind Testrechnungen
erforderlich. Sowohl NLPs mit Box-Constraints als auch diskrete Optimierungsaufgaben
können mit Metaheuristiken wie zum Beispiel Simulated Annealing (Henderson et al.,
2003; Kirkpatrick et al., 1983), Particle Swarm Optimization (Kennedy et al., 2001),
Tabu Search (Glover und Laguna, 1997), Genetischen Algorithmen (Sarker et al., 2002)
und Variable Neighborhood Search (Hansen und Mladenovic, 2009) optimiert werden.
Da die Berechnung eines Zielfunktionswertes sehr lange dauert, ist die Anwendung von
Metaheuristiken, die auf Lösungspopulationen basieren wie Particle Swarm Optimization
oder Genetischen Algorithmen nicht sinnvoll. Dagegen können Metaheuristiken, die jeweils
nur eine Lösung pro Iteration berechnen, auf die Optimierungsmodelle (M3) und (M4)
angewendet werden. Doch auch bei diesen Algorithmen sind die Erfolgschancen vermutlich
gering, weil Metaheuristiken im Allgemeinen sehr viele Iterationen für das Finden guter
Lösungen benötigen.
Im Gegensatz zu Metaheuristiken, die mit Hilfe ihrer stochastischen Komponenten
gute Lösungen für schwierige Optimierungsprobleme suchen, nutzen deterministische
lokale Suchverfahren gezielt Eigenschaften der Optimierungsmodelle aus. Bei den
Optimierungsmodellen (M3) und (M4) müssen ableitungsfreie Methoden verwendet
werden, da die Zielfunktionen nicht notwendig differenzierbar sind. Die Berechnung von
approximierten Ableitungen der Zielfunktionen scheint wegen der Berechnungsdauer der
Zielfunktionswerte nicht anwendbar zu sein. Somit können nur ableitungsfreie lokale
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Suchverfahren verwendet werden, die wenige Funktionswertberechnungen benötigen.
Für NLPs sind sogenannte Generating-Set-Search-Methoden zu bevorzugen (Kolda et
al., 2003). Für diskrete Optimierungsaufgaben scheint die Modifikation des bekannten
k-opt-Verfahrens vielversprechend zu sein (Lin, 1965). Allerdings kann man für lokale
Optimierungsalgorithmen keine Aussage über die Lösungsgüte in Bezug auf das globale
Optimum treffen. Wegen des Überschneidungsmaßes der Einflussbereiche besitzen die
Optimierungsmodelle (M3) und bei kleinen δ-Werten auch (M4) sehr viele lokale
Optima, wodurch die lokalen Suchverfahren sehr schnell in schlechten lokalen Lösungen
steckenbleiben können.
In den letzten Jahren konnten Kombinationen von Metaheuristiken und lokalen
Suchverfahren, sogenannte Hybridheuristiken, vielversprechende Ergebnisse erzielen. Das
läßt sich zum Teil darauf zurückführen, dass sich der Vorteil der Metaheuristiken, nicht
in lokalen Optima steckenzubleiben, mit der schnellen Konvergenz der lokalen Suche
gegen lokale Optima verbindet (Miettinen et al., 2006; Raidl, 2006; Talbi, 2002; Yiu et
al., 2004). Allerdings wurde durch die sogenannten „No Free Lunch“-Sätze von Wolpert
und Macready (1997) gezeigt, dass aus guten Resultaten einer Metaheuristik bzgl. einer
speziellen Problemklasse nicht ohne Weiteres auf gute Resultate für andere Problemklassen
geschlossen werden kann. Des Weiteren wurde durch die geometrische Betrachtung der „No
Free Lunch“-Sätze hervorgehoben, wie wichtig das Einbeziehen von problemspezifischen
Eigenschaften durch eine geeignete Wahl der Nachbarschaftsdefinition bei der Entwicklung
von effizienten Optimierungsalgorithmen ist.
Bisher konnte nur aufgezeigt werden, dass sich die Optimierungsmodelle (M3) und (M4) zur
Lösung der waldbaulichen Problemstellungen besser eignen als (M1) und (M2). Dagegen
kann aus der Theorie heraus weder entschieden werden, welche Algorithmen verwendet
werden sollen, noch, welches der beiden Optimierungsmodelle zu bevorzugen ist. Dies muss
anhand von Testrechnungen ermittelt werden.
3.2 Lokale Suchverfahren
Die in den Abschnitten 1.1 und 3.1 vorgestellten Optimierungsprobleme sind nicht
nur wegen der engen Beziehung zum Kreispackungsproblem, sondern auch wegen der
nichtlinearen, nicht notwendig differenzierbaren Zielfunktion als schwer lösbar einzustufen.
Für diese Probleme ist die Suche nach einer global optimalen Lösung bei steigender
Variablenanzahl mit zu hohem Rechenaufwand verbunden, wie in Graichen (2008) gezeigt
werden konnte. Diese Eigenschaft weisen auch viele reale Probleme im Bereich der
Logistik und Produktion auf wie zum Beispiel das Rundreiseproblem, die Routenplanung,
das Bin Packing, das Makespan Scheduling und die innerbetriebliche Standortplanung.
Daher wurde in den letzten Jahren wieder intensiv nach Verfahren zur Berechnung
von „möglichst guten“ Lösungen für schwierige Optimierungsaufgaben geforscht. In der
diskreten Optimierung wurden die ersten lokalen Suchverfahren für das NP-schwere
Rundreiseproblem schon in den 50er und 60er Jahren des 20. Jahrhunderts vorgestellt
(Bock, 1958; Croes, 1958; Lin, 1965; Reiter und Sherman, 1965) und später auf
weitere Problemklassen angewendet (Kariv und Hakimi, 1969; Kernighan und Lin, 1970;
Savelsbergh, 1985). Allerdings verschwand das Interesse an lokalen Suchverfahren schnell,
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Abbildung 3.8: Übergang von x zu x̄ durch das Vertauschen zweier Komponenten von x
da sie ausschließlich auf ihren praktischen Nutzen reduziert wurden. In vergleichbarer
Weise wurde die lokale Suche auch für kontinuierliche Optimierungsprobleme erforscht.
Einen guten Überblick über die Entwicklung der lokalen Suche geben Lewis et al.
(2000). Demnach wurden lokale Suchverfahren aus dem praktischen Nutzen und der
einfachen Implementierung heraus schon früh vorgestellt (Hooke und Jeeves, 1961; Nelder
und Mead, 1965; Rosenbrock, 1960; Spendley et al., 1962), doch wegen fehlender
Aussagen zur Konvergenz und wegen ihres heuristischen Charakters schon Anfang
der 70er Jahre wieder vernachlässigt (Swann, 1972). In den letzten Jahren führten
theoretische Konvergenzaussagen und die gestiegene Rechenleistung der Computer zur
erfolgreichen Anwendung lokaler Suchverfahren in Hybridheuristiken für diskrete und für
kontinuierliche Optimierungsprobleme (Jian et al., 2008; Nikolakopoulos und Sarimveis,
2007; M’Hallah, 2007; Yanasse und Limeira, 2006; Kolda et al., 2003). Die Vielzahl
der entwickelten lokalen Suchverfahren spiegelt sich in der Anzahl der betrachteten
Klassen von Optimierungsproblemen wider. Daher kann in diesem Abschnitt nicht der
beste Algorithmus besprochen werden; vielmehr werden das generelle Vorgehen der
lokalen Suche und ihre Eigenschaften erklärt. Anschließend werden für das kontinuierliche
Optimierungsmodell (M3) und das diskrete Optimierungsmodell (M4) ausgewählte lokale
Suchverfahren vorgestellt und ihre Anwendbarkeit untersucht.
3.2.1 Grundbegriffe und generelles Vorgehen der lokalen Suche
Ausgangspunkt ist das Optimierungsproblem
f(x)→ min
x ∈M (3.2.1)
mit einer Zielfunktion f : Rn → R und einem zulässigen Bereich M ⊆ Rn. Da an M
keine weiteren Bedingungen gestellt werden, kann (3.2.1) je nach Definition von M ein
kontinuierliches oder ein diskretes Optimierungsproblem darstellen. Für die Beschreibung
der lokalen Suche werden noch einige Begriffe benötigt.
Angelehnt an die Definitionen von Dréo et al. (2006) ist die Nachbarschaftsabbildung
eine Abbildung N , die jeder zulässigen Lösung x ∈ M eine Menge N (x) ⊆ M
zuordnet, deren Elemente durch eine „lokale“ Veränderung von x entstehen. Die Menge
N (x) heißt Nachbarschaft von x, und jede Lösung x̄ ∈ N (x) heißt Nachbar von x.
Die Nachbarschaft N (x) muss so definiert werden, dass ausgehend von jedem Punkt
x ∈ M die gesamte Nachbarschaft nach einer besseren Lösung durchsucht werden kann.
Die „lokale“ Veränderung von x wird Zug1 genannt und kann zum Beispiel aus einem




Pseudocode 1 Lokale Suche
Eingabe: Zielfunktion f(x), Startlösung x0, Nachbarschaft N (x) von x
Ausgabe: lokal optimale Lösung xk
1: k ← 0
2: repeat
3: Wähle x ∈ N (xk)
4: if f(x) < f(xk) then
5: k ← k + 1
6: xk ← x
7: until Für alle x ∈ N (xk) gilt f(x) ≥ f(xk)
Verändern einer Komponente. Generell hängen Wahl und Ausprägung der Nachbarschaft
vom Optimierungsproblem ab. Der Einfluss der Nachbarschaft auf die lokale Suche wird in
Abschnitt 3.2.2 erläutert. Eine zulässige Lösung x ∈ M heißt lokal optimal bezüglich der
Nachbarschaft N (x) für das Optimierungsproblem (3.2.1), wenn
f(x) ≤ f(x̄) für alle x̄ ∈ N (x) gilt.
Ziel der lokalen Suche ist es, ausgehend von einer zulässigen Startlösung x0 ausschließlich
durch Verbesserungsschritte ein lokales Optimum zu erreichen. Das allgemeine Vorgehen
wird durch den Pseudocode 1 verdeutlicht. Als Eingabe benötigt der Algorithmus die
Zielfunktion f(x), eine zulässige Startlösung x0 ∈M und eine Definition der Nachbarschaft
N (x) für x ∈ M . Für jede Iteration k = 0,1, . . . wird die Nachbarschaft von xk nach
einer Lösung mit einem besseren Zielfunktionswert durchsucht. Wenn eine solche Lösung
x ∈ N (xk) gefunden wurde, wird k um 1 erhöht und die Lösung x in xk gespeichert,
und die Suche beginnt von vorn. Wenn keine Lösung mit einem besseren Funktionswert
gefunden wurde, dann bricht der Algorithmus ab, da f(xk) ein lokales Optimum bzgl. der
Nachbarschaft N (xk) ist.
Das Konzept der lokalen Suche ist sehr allgemein, daher können durch die Definition der
Nachbarschaft und der Wahl von x aus N (xk) in Zeile 3 von Pseudocode 1 unterschiedlich
effiziente Algorithmen entstehen. Generell gibt es für die Wahl von x drei Möglichkeiten.
Die Nachbarschaft N (xk) kann in einer beliebigen, aber festen Reihenfolge durchsucht
werden. Gemäß dem Pseudocode 1 wird dann die erste Lösung, die einen besseren
Zielfunktionswert besitzt, verwendet (ERSTE). Die zweite Möglichkeit ist die Wahl der
Lösung mit dem besten Zielfunktionswert aller Nachbarlösungen (BESTE). ERSTE führt
im Allgemeinen zu kurzen Rechenzeiten und geringen Verbesserungen pro Iteration,
während BESTE auf Kosten der Rechenzeit immer die stärkste Verbesserung je Iteration
auswählt. Ein Mittelweg stellt die Wahl der besten Lösung aus m ≥ 1 gefundenen besseren
Nachbarlösungen dar (BESTE(m)). Dabei wird die Nachbarschaft N (xk) auch nach einer
beliebigen, aber festen Reihenfolge durchsucht, und die Nachbarlösungen mit kleineren
Zielfunktionswerten werden gespeichert. Wenn m Lösungen gefunden wurden, wird die
beste Lösung gleich x gesetzt. Das Verfahren BESTE(1) entspricht dem Vorgehen ERSTE.
Wenn m̄ größer als die Anzahl der besseren Lösungen in N (xk) ist, dann ist BESTE(m̄)
gleich BESTE. Allgemein gilt, dass der Rechenaufwand mit steigendem m wächst.
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Abbildung 3.9: Grafische Darstellung des Optimierungsproblems (3.2.2)
3.2.2 Einfluss der Nachbarschaft
Die zulässigen Lösungen eines Optimierungsproblems kann man häufig auf unterschiedliche
Weise codieren. Folgendes Beispiel soll dies in Anlehnung an Reeves (1997) verdeutlichen
(siehe Abb. 3.9):
f(x) = −x3 + 60x2 − 900x + 4200→ min
x ∈ {0,1, · · · ,31} (3.2.2)
Es existiert genau ein globales Optimum in x = 10 und ein weiteres lokales Optimum in x =
31, wenn eine lokale Suche, die von einer beliebigen Startlösung aus der Menge {0,1, . . . ,31}
durch N (xk) = {xk + 1, xk − 1} und BESTE das Minimum sucht, zugrundegelegt wird.
Zulässige Lösungen, von denen der Algorithmus zum selben lokalen Optimum gelangt,
bilden das sogenannte Einzugsgebiet2. Das globale Optimum X = 10 hat wegen der
vorher definierten lokalen Suche ein großes Einzugsgebiet, während das Einzugsgebiet des
lokalen Optimums x = 31 nur aus den Lösungen 30 und 31 besteht (siehe Abb. 3.10).
Für die Berechnung des globalen Optimums benötigt die lokale Suche im ungünstigsten
Fall 20 Iterationen (Startlösung x = 29). Im Durchschnitt findet der Algorithmus nach
8,9 Iterationen das globale Optimum und berechnet dabei 17,8 Mal den Zielfunktionswert,
wobei nur die Startlösungen 0, . . . ,29 berücksichtigt werden.
Das Optimierungsproblem (3.2.2) kann auch durch
f(x) = −(x1 + 2x2 + 22x3 + 23x4 + 24x5)3 + 60(x1 + 2x2 + 22x3 + 23x4 + 24x5)2
−900(x1 + 2x2 + 22x3 + 23x4 + 24x5) + 4200→ min
x ∈ {0,1}5
(3.2.3)
beschrieben werden. Hier ist x ein Vektor und entspricht der Binärdarstellung der
natürlichen Zahlen zwischen 0 und 31. Dieses Optimierungsproblem wird auch mit einer
lokalen Suche und BESTE optimiert. Allerdings werden Nachbarlösungen durch Verändern
genau einer Komponente von x erzeugt. Diese Nachbarschaftsdefinition heißt im Englischen
„single bit complement“ (SBC) und wird für binäre Vektoren häufig verwendet. Für die
zulässige Lösung x = (0,0,0,0,0) sind die Lösungen (1,0,0,0,0), (0,1,0,0,0), (0,0,1,0,0),
(0,0,0,1,0) und (0,0,0,0,1) bezüglich des SBC-Operators Nachbarn von x. Die lokale Suche
kann je nach Startlösung vier verschiedene lokale Minima ausgeben (siehe Abb. 3.11).
2engl.: basin of attraction
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Für die Berechnung des globalen Optimums benötigt diese lokale Suche im ungünstigsten
Fall sechs Iterationen (Startlösung x = (1,0,1,0,1)) und im Durchschnitt 3,2 Iterationen
mit 16 Zielfunktionswertberechnungen, wobei nur Lösungen aus dem Einzugsbereich des
globalen Optimums als Startlösungen berücksichtigt werden (siehe Abb. 3.11). Demnach
benötigt die Suche mit SBC zwar durchschnittlich weniger Iterationen als die Suche mit
N (xk) = {xk + 1, xk − 1}, aber wegen der größeren Nachbarschaft sind die beiden lokalen
Suchen fast gleich schnell. Wenn bei beiden lokalen Suchen zusätzlich noch ausgenutzt
wird, dass für jedes k = 1,2, . . . der Zielfunktionswert einer Nachbarlösung aus der
Nachbarschaft nicht berechnet werden muss, weil diese Nachbarlösung xk−1 ist, und
deswegen einen schlechteren Zielfunktionswert hat, dann berechnet die lokale Suche mit
SBC den Zielfunktionswert 13,8 Mal, die lokale Suche mit N (xk) = {xk + 1, xk − 1}
hingegen nur 9,9 Mal. Folglich wäre die Suche mit SBC langsamer. Außerdem wird das
globale Optimum mit dem SBC-Operator nur aus 20 statt vorher aus 30 Startlösungen
erreicht (vgl. Abb. 3.10 und 3.11).
Eine andere Nachbarschaftsdefinition für (3.2.3) ist der sogenannte CX-Operator. Bei
diesem Operator ist zu einer Lösung xk die zulässige Lösung x ein Nachbar, wenn
ihre Vektorkomponenten xi, . . . , x5 für i ∈ {1, . . . ,5} komplementär zu xki , . . . , xk5 sind.
Zu (0,0,0,0,0) sind demnach (0,0,0,0,1), (0,0,0,1,1), (0,0,1,1,1), (0,1,1,1,1) und (1,1,1,1,1)
Nachbarlösungen. Die lokale Suche mit CX und BESTE liefert genau ein lokales und damit
das globale Minimum (siehe Abb. 3.12). Für die Berechnung des globalen Optimums
benötigt diese Suche im ungünstigsten Fall ebenfalls 6 Iterationen (Startlösung x =
(1,1,1,1,1)) und im Durchschnitt 3,5 Iterationen mit 17,5 Funktionswertberechnungen.
Somit unterscheiden sich die drei vorgestellten lokalen Suchen bzgl. der Anzahl der
Funktionswertberechnungen kaum, allerdings liefert nur die lokale Suche mit CX und
BESTE immer die globale Lösung.
Dieses Beispiel zeigt, dass die Effizienz eines Optimierungsalgorithmus je nach verwendeter
Nachbarschaftsdefinition und Codierung des Optimierungsproblems variieren kann, da
die Anzahl an lokalen Optima und an benötigten Funktionswertberechnungen bis zum
Erreichen eines lokalen Optimums davon abhängig sind.
3.2.3 Nachbarschaftsdefinitionen für (M4)
Bevor Nachbarschaftsdefinitionen für das Optimierungsmodell (M4) beschrieben werden
können, müssen die Darstellung und die Eigenschaften einer zulässigen Lösung von (M4)
geklärt werden. Dafür werden die Bezeichnungen für die zulässige Menge und die Variablen
von (M4) übernommen. In Bezug auf das Optimierungsproblem (3.2.1) entspricht M4
demnach dem zulässigen Bereich M und Z der Variablen x.
Nach der Definition des zulässigen Bereichs M4 ist Z eine G × |N | Matrix, wobei jede
Komponente entweder 0 oder 1 sein kann. Außerdem darf nach der Bedingung (3.1.24)
in jeder Spalte höchstens eine 1 stehen und in jeder Zeile k müssen nach der Forderung
(3.1.25) mindestens nk,min und es dürfen höchstens nk,max Komponenten mit dem Wert
1 enthalten sein. Jede Matrix, die diesen Bedingungen genügt, ist eine zulässige Lösung




Abbildung 3.10: Einzugsgebiete für das Problem (3.2.2) mit N (xk) = {xk + 1, xk − 1}
und BESTE; Variablenwerte sind ohne Klammern angegeben, Zielfunktionswerte stehen in
Klammern, Verbesserungsschritte sind durch Pfeile und lokale Optima durch dick umrahmte
Kästchen gekennzeichnet
Abbildung 3.11: Einzugsgebiete für das Problem (3.2.3) mit SBC und BESTE;
Variablenwerte sind im Binär- und Dezimalsystem ohne Klammern angegeben
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Abbildung 3.12: Einzugsgebiet für das Problem (3.2.3) mit CX und BESTE;
Variablenwerte sind im Binär- und Dezimalsystem ohne Klammern angegeben,
Zielfunktionswerte stehen in Klammern, Verbesserungsschritte sind durch Pfeile und lokale
Optima durch dick umrahmte Kästchen gekennzeichnet
Beispiel 3.1 Es wird die Fläche X = [0,6]× [0,2
√
3] ohne Nachbarbestand betrachtet. Die
möglichen Baumpositionen sind jeweils 2m voneinander entfernt. Es sollen mindestens 4
und höchstens 6 Bäume der ersten Gruppe und zwischen 3 und 7 Bäumen der zweiten
Gruppe auf X platziert werden. Dabei wird angenommen, dass sich die Gruppen in
ihrer Art unterscheiden und alle Bäume einen Einflussbereich von 1m haben. Es wird
kein Nachbarbestand betrachtet, weil dieser nur in der Zielfunktion einen Einfluss auf
das Optimierungsproblem hat und die Zulässigkeit der Lösungen nicht beeinflusst. Die
Parameter sind in Tab. 3.1 zusammengefasst.
Eine zulässige Lösung des Beispiels 3.1 ist in Abb. 3.13 dargestellt. Eine mögliche
xmax = 6 ∆x = 0 G = 2 n1,min = 4 n1,max = 6
ymax = 2
√
3 ∆y = 0 δ = 2 n2,min = 3 n2,max = 7
Tabelle 3.1: Parameter von Beispiel 3.1
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Nachbarschaftsdefinition muss aus einer solchen Lösung wieder eine zulässige Lösung
erzeugen. Das kann grundsätzlich durch das Entfernen oder das Hinzufügen von Bäumen,
das Vertauschen von Bäumen oder das Umsetzten eines Baumes auf eine noch freie Position
geschehen. Dabei muss allerdings immer gelten, dass auf jeder Position höchstens ein Baum
steht, und dass die Grenzen für die Baumanzahl jeder Gruppen eingehalten werden.
3.2.3.1 Der SBC-Operator
Der SBC-Operator aus Abschnitt 3.2.2 kann auf Z angewendet werden. Er führt entweder
zum Entfernen eines Baumes oder zur Platzierung eines Baumes auf einer noch freien
Position. Der Wechsel der Zugehörigkeit eines Baumes von einer Gruppe zu einer anderen
wird von SBC nicht erzeugt. Dieser Wechsel würde zwei Veränderungen in der Matrix Z
bedeuten, nämlich das Löschen einer 1 in einer Zeile und das Setzen einer 1 in einer anderen
Zeile und somit eine zweifache Ausführung von SBC erfordern. Bei der Anwendung von
SBC muss jede erzeugte Lösung auf ihre Zulässigkeit überprüft werden. Hierzu sind zwei
Tests notwendig. Zum einen muss beim Einfügen eines Baumes geprüft werden, ob auf der
Position, auf der der Baum eingefügt werden soll, schon ein Baum steht. Zum anderen
dürfen die Grenzen für die Baumanzahl jeder Gruppe nicht verletzt werden. Daher sollte
zur Verbesserung der Rechenzeit die Suche nach einer Nachbarlösung so implementiert
werden, dass diese Grenzen automatisch eingehalten werden. Wenn die erste Zeilensumme
der aktuellen Lösung Z zum Beispiel gerade n1,min ist, dann brauchen die nicht-zulässigen
Lösungen, die durch das Löschen einer 1 in der ersten Zeile entstehen, nicht untersucht zu
werden. Für den zweiten Test werden zwei Hilfsvektoren benötigt, in denen alle freien bzw.
belegten Positionen notiert werden. Ein Baum darf nur auf eine freie Position eingefügt
werden. Gleichzeitig entfällt damit auch die Suche nach belegten Positionen, von denen ein
Baum entfernt werden kann. In Abb. 3.14 sind zwei mögliche, zulässige Nachbarlösungen
von Z0 dargestellt, die mit dem SBC-Operator erzeugt worden sind. Insgesamt können
aus Z0 zehn zulässige und vier unzulässige Lösungen erzeugt werden. Wenn für das
Optimierungsproblem allerdings n1,min = n1,max und n2,min = n2,max gilt, dann würde
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Abbildung 3.13: Darstellung der zulässigen Lösung Z0 für das Beispiel 3.1; hellgrau:
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Abbildung 3.14: Zwei durch SBC erzeugte Nachbarlösungen von Z0 aus Abb. 3.13; die
linke Nachbarschaftslösung kann auch durch den CX-Operator erzeugt werden; die zu Z0
veränderten Matrixkomponenten sind fett dargestellt
3.2.3.2 Der CX-Operator
Die Anwendung des CX-Operators bedeutet, dass man von der letzten Position aus startet
und immer genau das Gegenteil des bisherigen Zustands erzeugt. Da im betrachteten
Beispiel 3.1 allerdings drei Zustände für eine Position existieren, nämlich „Baum der
ersten Gruppe“, „Baum der zweiten Gruppe“ oder „kein Baum“, kann dieser Operator
nicht ohne eine Änderung übernommen werden. Eine mögliche Anpassung bestünde darin,
eine Reihenfolge der Zustände vorzugeben und den folgenden Zustand als Gegenteil
des gerade betrachteten Zustands zu definieren. Wenn man die Reihenfolge „Baum der
ersten Gruppe“ – „Baum der zweiten Gruppe“ – „kein Baum“ zugrunde legt, so wäre das
Gegenteil des Zustands für eine Position, auf der ein Baum der ersten Gruppe steht, die
Positionierung eines Baumes der zweiten Gruppe, und das Gegenteil einer leeren Position
wäre ein Baum der ersten Gruppe auf dieser Position. Allerdings ist die Anwendung
dieses Operators auf das Optimierungsproblem nicht sinnvoll, da sich dabei die Anzahl
der Bäume sehr stark ändert und häufig unzulässige Lösungen entstehen. Zum Beispiel
werden aus der Lösung Z0 aus Abb. 3.13 durch den CX-Operator 10 unzulässige Lösungen
und nur eine zulässige Lösung erzeugt. In Abb. 3.14 ist die einzige bei der Anwendung
des CX-Operators mögliche Nachbarlösung von Z0 links dargestellt. Das Problem der
Erzeugung ausschließlich zulässiger Lösungen kann für CX nicht durch eine geeignete
Implementierung wie beim SBC-Operator gelöst werden.
3.2.3.3 Der k-opt-Operator
Ein sehr bekannter Operator für das Rundreiseproblem ist der k-opt-Operator (Croes,
1958). Eine Rundreise wird für diesen Operator als geschlossener Kantenzug in einem
Graphen, in dem die Städte durch Knoten und die Verbindungsstrecken zwischen
den einzelnen Städten durch Kanten darstellen sind, definiert. Um eine Nachbarlösung
zu erzeugen, entfernt der k-opt-Operator k Kanten aus dem Kantenzug und fügt k
neue Kanten so hinzu, dass wieder ein geschlossener Kantenzug entsteht. Für das
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Abbildung 3.15: Zwei durch 3-opt erzeugte Nachbarlösungen von Z0; die zu Z0
veränderten Matrixkomponenten sind fett dargestellt
sehr gute Ergebnisse liefert, während die k-opt-Operatoren mit k > 3 in Bezug auf die
Rechenzeit nicht effektiv sind (Lin, 1965).
In Anlehnung an den k-opt-Operator für das Rundreiseproblem, kann man einen solchen
Operator auch für das Optimierungsmodell (M4) auf verschiedene Arten definieren. Die
erste Möglichkeit ist die beliebige Veränderung von k Positionszuständen, in Anlehnung
an die Veränderung von k Kanten. Dies entspricht einem mehrfachen Ausführen des
SBC-Operators. Hierbei ist ein Wechsel der Gruppenzugehörigkeit eines Baumes in einer
Position genauso möglich wie das Positionieren oder das Entfernen eines Baumes einer
Gruppe. Daher kann sich die Anzahl der Bäume ändern, und die Zulässigkeit der erzeugten
Lösung muss getestet werden. Für das Beispiel 3.1 werden aus Z0 mit dem 3-opt-Operator
insgesamt 595 zulässige Lösungen und 725 unzulässige Lösungen erzeugt. Zwei der
zulässigen Lösungen, die damit Nachbarlösungen von Z0 bezüglich des 3-opt-Operators
sind, sind in Abb. 3.15 dargestellt.
Für Optimierungsprobleme, in denen die Baumanzahl mit n1,min = n1,max und n2,min =
n2,max fest vorgegeben ist, ist die obige Definition des k-opt-Operators nicht sinnvoll. Hier
bietet sich folgende Definition an:
Eine Nachbarlösung von Z entsteht, indem aus der Matrix Z genau k Spalten
mit k ≥ 2 ausgewählt und permutiert werden.
Dieser Operator wird im Folgenden k-opt* genannt. Jede mit dem k-opt*-Operator aus
Z ∈ M4 erzeugte Lösung hat die gleiche Baumanzahl je Gruppe wie Z und ist damit
Element von M4. Gleichzeitig gilt, dass alle Nachbarlösungen bzgl. des k-opt*-Operators
auch durch den (k + 1)-opt*-Operator mit k ≥ 2 erzeugt werden.
In Abb. 3.16 sind zwei mögliche Nachbarlösungen von Z0 bezüglich des 3-opt*-Operators
dargestellt. Mit diesem Operator werden aus Z0 insgesamt 990, aber nur 137 verschiedene
Nachbarlösungen erzeugt. Dieser Effekt tritt auf, weil es nur drei Zustände für die N
Positionen gibt und zum Beispiel 6 identische Lösungen durch die Permutation dreier
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Abbildung 3.16: Zwei durch 3-opt* erzeugte Nachbarlösungen von Z0; die für die
Permutation ausgewählten Spalten der Matrizen sind fett dargestellt
weitestgehend behoben werden. Dazu werden alle Identitäten3 einer aktuellen Lösung
Z nicht berücksichtigt. Außerdem ist es notwendig, das Auftreten ein und der selben
Lösung bei fixierten Spalten zu verhindern. Das ist möglich, wenn Spalten mit identischem
Zustand nicht vertauscht werden dürfen. Dazu werden G + 1 Hilfsvektoren benötigt.
In diesen ist vermerkt, auf welchen Positionen die Bäume der G Gruppen stehen
und welche Positionen frei sind. Eine 2-opt*-Operation wird dann nur zwischen zwei
Positionen mit Bäumen aus unterschiedlichen Gruppen oder zwischen einer leeren und
einer besetzten Position durchgeführt, während ein 3-opt*-Operator nur zwischen drei
Positionen, auf denen drei verschiedene Zustände auftreten, ausgeführt werden kann.
Damit der 3-opt*-Operator die oben genannte Eigenschaft der Nachbarschaft erfüllt, muss
anschließend noch ein 2-opt*-Operator durchgeführt werden. Bei einem 4-opt*-Operator
muss dann sichergestellt werden, dass nur jeweils zwei Positionen den gleichen Zustand
haben und dass diese Positionen nicht permutiert werden. Anschließend muss auch hier
ein 3-opt*-Operator mit enthaltenem 2-opt*-Operator ausgeführt werden. Für k ≥ 5
können analoge Bedingungen aufgestellt werden. Allerdings wird durch die oben genannten
Einschränkungen für k ≥ 3 das Auftreten von identischen Lösungen nicht vollständig
verhindert, da bei unterschiedlicher Wahl der Spalten die identische Lösung erzeugt
werden kann. Zum Beispiel werden mit der gerade beschriebenen Implementierung des
3-opt*-Operators nur noch 455 Lösungen erzeugt. Wie oben schon erwähnt, gibt es aber
nur 136 von Z0 verschiedene Lösungen und die Identität von Z0. Ausschließlich bei der
Implementierung des 2-opt*-Operators werden keine identischen Lösungen erzeugt.
Generell muss berücksichtigt werden, dass mit steigender Zahl der Positionen auch die
Anzahl der mit dem k-opt*-Operator erzeugten Lösungen exponentiell ansteigt. Somit
erscheint wegen der zu erwartenden Rechenzeit nur ein 2-opt*-Operator sinnvoll.
3.2.4 Nachbarschaftsdefinitionen für (M3)
Wie im vorherigen Abschnitt werden zuerst die Eigenschaften einer zulässigen Lösung
für das Optimierungsmodell (M3) erklärt und danach verschiedene Nachbarschaften
3Eine Identität ist das Einselement der Permutation; sie erzeugt eine zu Z identische Matrix.
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Beispiel 3.2 xmax = 6 ∆x = 0 n1,max = 2
ymax = 2
√
3 ∆y = 0 n2,max = 1
Beispiel 3.3 xmax = 6 ∆x = 0 n1,max = 4
ymax = 2
√
3 ∆y = 0 n2,max = 4
Tabelle 3.2: Parameter der Beispiele 3.2 und 3.3
definiert. Es werden die Bezeichnungen von (M3) für die zulässige Menge und die Variable
übernommen. In Bezug auf das Optimierungsproblem (3.2.1) entspricht M3 demnach dem
zulässigen Bereich M und (x, y) der Variablen x.
Ein Vektor (x, y) = (x1, x2, . . . , xNmax , y1, y2, . . . , yNmax) ist zulässig für (M3), wenn xk ∈
[0, xmax] und yk ∈ [0, ymax] für alle k ∈ {1, . . . , Nmax} gilt. Das bedeutet, dass die Nmax
Bäume auf X liegen müssen. Andere Bedingungen werden an (x, y) nicht gestellt. Somit
können Nachbarschaften definiert werden, die durch ein Verschieben oder ein Vertauschen
von Bäumen entstehen. Das Entfernen oder das Hinzufügen eines Baumes kann nicht zur
Definition einer Nachbarschaft verwendet werden, da im Optimierungsmodell (M3) die
Baumanzahl auf X fest vorgegeben ist.
Die nachfolgenden Nachbarschaftsdefinitionen werden anhand der Beispiele 3.2 und 3.3
erklärt. Das erste Beispiel wurde neu gewählt, während das zweite Beispiel an Beispiel 3.1
angelehnt ist. Eine zulässige Lösung des Beispiels 3.2 ist in Abb. 3.17 links dargestellt,
während eine zulässige Lösung des Beispiels 3.3 rechts abgebildet ist.
Beispiel 3.2 Es wird die Fläche X = [0,6] × [0,2
√
3] ohne Nachbarbestand betrachtet.
Es sollen 2 Bäume der ersten Baumart und 1 Baum der zweiten Baumart auf X
platziert werden. Außerdem haben die Bäume unterschiedlich große Einflussbereiche. Es
wird kein Nachbarbestand betrachtet, weil dieser nur in der Zielfunktion einen Einfluss
auf das Optimierungsproblem hat und die Zulässigkeit der Lösungen nicht beeinflusst. Die
Parameter sind in Tab. 3.2 zusammengefasst.
Beispiel 3.3 Es wird die Fläche X = [0,6]× [0,2
√
3] ohne Nachbarbestand betrachtet. Es
sollen 4 Bäume der ersten Baumart und 4 Bäume der zweiten Baumart auf X platziert
werden. Des Weiteren haben die Bäume unterschiedlich große Einflussbereiche. Es wird
kein Nachbarbestand betrachtet, weil dieser nur in der Zielfunktion einen Einfluss auf
das Optimierungsproblem hat und die Zulässigkeit der Lösungen nicht beeinflusst. Die
Parameter sind in Tab. 3.2 zusammengefasst.
3.2.4.1 Compass Search
Compass Search4 ist ein einfaches, schon früh verwendetes, gegen KKT-Punkte
konvergierendes lokales Suchverfahren für kontinuierliche Optimierungsprobleme mit
4Das Verfahren ist auch unter den Namen „alternating directions“, „alternating variable search“, „axial
relaxation“, „coordinate search“, und „local variation“ bekannt.
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Abbildung 3.17: Darstellung der zulässigen Lösung (x0, y0) für Beispiel 3.2 (links)
und der zulässigen Lösung (x1, y1) für Beispiel 3.3 (rechts); hellgrau: Bäume der ersten
Baumart; dunkelgrau: Bäume der zweiten Baumart
ausschließlich Box-Constraints und stetiger Zielfunktion (Kolda et al., 2003). Compass
Search gehört zur Klasse der „Generating Set Search“-Methoden, die erstmals von Kolda et
al. (2003) eingeführt worden ist. Zu dieser Klasse konnten viele bekannte Algorithmen
zusammengefasst werden und Aussagen über ihre Robustheit, die Abhängigkeit der
Rechenzeit von der Problemdimension und ihr Konvergenzverhalten getroffen werden.
Weitere Algorithmen, die zu den „Generating Set Search“-Methoden gehören, sind Pattern
Search von Hooke und Jeeves (1961), Multidirectional Search von Torczon (1991),
Varianten der evolutionären Operatoren5 (Box, 1957), ein Teil der gitternetzbasierenden
Algorithmen6 (Coope und Price, 2000; Coope und Price, 2001), sowie die Algorithmen von
García-Palomares und Rodriguez (2003), Lucidi und Sciandrone (2002) und Wenci (1979).
Da die Zielfunktion des Optimierungsmodells (M3) nicht notwendig stetig ist, können
die Konvergenzaussagen bzgl. des Compass-Search-Verfahrens nicht auf (M3) übertragen
werden. Allerdings wiesen Kolda et al. (2003) darauf hin, dass dieser Algorithmus
robust gegenüber Unstetigkeiten ist und somit bei schwierigen Optimierungsproblemen
angewendet werden kann.
Der Pseudocode der lokalen Suche von Seite 73 wird im Pseudocode 2 erweitert, um
Compass Search darzustellen. Trotzdem gehört das Compass-Search-Verfahren zur Klasse
der lokalen Suchverfahren, da es keine Ableitungen der Zielfunktion berechnet und nur
Verbesserungsschritte zulässt. Compass Search verwendet eine Schrittweite ∆k > 0 und
eine sogenannte generierende Menge7 von Suchrichtungen
D⊕ = {e1, e2, . . . , e2Nmax ,−e1,−e2, . . . ,−e2Nmax}
mit dem k-ten kanonischen Einheitsvektor des R2Nmax ek, um die Nachbarschaft einer
Lösung (xk, yk) in der Iteration k = 0,1, . . . wie folgt zu definieren:






Pseudocode 2 Compass Search
Eingabe: Zielfunktion f(x, y), Startlösung (x0, y0), Nachbarschaft N ((xk, yk),∆k) von
(xk, yk), Mindestschrittweite ∆tol, Anfangsschrittweite ∆0
Ausgabe: lokal optimale Lösung (xk, yk)
1: k ← 0
2: repeat
3: repeat
4: Wähle (x, y) ∈ N ((xk, yk),∆k)
5: if f(x, y) < f(xk, yk) then
6: (xk+1, yk+1)← (x, y)
7: ∆k+1 ← ∆k
8: k ← k + 1
9: until Für alle (x, y) ∈ N ((xk, yk),∆k) gilt f(x, y) ≥ f(xk, yk)
10: (xk+1, yk+1)← (xk, yk)
11: ∆k+1 ← 12∆k
12: k ← k + 1
13: until ∆k < ∆tol
Ausgehend von einer Startlösung (x0, y0) erzeugt Compass Search die Nachbarlösungen
durch systematisches Verändern jeweils einer Komponente um die Anfangsschrittweite
∆0. Wenn eine Lösung mit besserem Zielfunktionswert gefunden wird, beginnt die
systematische Suche im neuen Punkt mit unveränderter Schrittweite von vorn. Wenn
keine bessere Lösung gefunden werden konnte, wird die Schrittweite halbiert und erneut
nach einer besseren Lösung gesucht. Das wird solange wiederholt, bis die Schrittweite
∆k die Mindestschrittweite ∆tol > 0 unterschritten hat. Wie schon in Zeile 3 von
Pseudocode 1 kann auch beim Compass-Search-Verfahren die Wahl der Nachbarlösung
aus der Nachbarschaft in Zeile 4 von Pseudocode 2 nach den Regeln ERSTE, BESTE(m)
mit m ≥ 1 oder nach der Regel BESTE erfolgen.
Bildlich gesprochen verschiebt Compass Search für das Optimierungsproblem (M3) jeweils
einen Baum um die Länge ∆k parallel zu einem Rand von X und prüft dann, ob dadurch
ein besserer Zielfunktionswert entstanden ist. Wenn das der Fall ist, dann bleibt der Baum
dort stehen und Compass Search verschiebt einen anderen Baum um dieselbe Länge.
Wenn für alle Bäume gilt, dass ein Verschieben um die Länge ∆k keine Verbesserung des
Zielfunktionswertes ergibt, wird die Schrittweite ∆k halbiert, und Compass Search sucht
erneut nach einer besseren Lösung. In Abb. 3.18 sind zwei Nachbarlösungen von (x0, y0)
für das Beispiel 3.2 dargestellt. Links wurde die Nachbarlösung mit einer Schrittweite von
2 m erzeugt, während rechts eine Schrittweite von 1 m zugrunde lag.
Mit der generierenden Menge D⊕ können maximal 4Nmax mögliche Nachbarlösungen zu
einer Lösung (xk, yk) entstehen. Allerdings verringert sich die Anzahl der Nachbarlösungen,
wenn der Abstand eines Baumes zum Rand von X kleiner als die aktuelle Schrittweite
ist. Nach dem Verschieben würde dieser Baum nicht mehr auf X stehen. Bei einer
Implementierung von Compass Search sollte demnach erst getestet werden, ob die erzeugte
Lösung zulässig ist, bevor deren Zielfunktionswert berechnet wird.
In Bezug auf das Optimierungsproblem (M3) hat dieses Verfahren eine erhebliche
Schwachstelle, die anhand von Beispiel 3.3 verdeutlicht wird. Zwei mögliche
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Nachbarlösungen der Startlösung (x1, y1) bzgl. Compass Search sind in Abb. 3.19
dargestellt. Wenn man diese Lösungen und (x1, y1) genauer betrachtet, wird deutlich, dass
das Verschieben eines Baumes bei einem dichten und relativ gleichmäßig verteilten Bestand
einen erheblichen Anstieg des Überschneidungsmaßes h(x, y) nach sich zieht. Damit steigt
der Zielfunktionswert von (3.1.17) stark an, da der Strafparameter c so gewählt wurde,
dass das Überlappen von Einflussbereichen vermieden wird. Daraus folgt aber, dass die
Nachbarlösung nicht angenommen wird, da sie einen schlechteren Zielfunktionswert hat.
Somit kommt die Suche wahrscheinlich nicht über die Startlösung hinaus.
Es sei darauf hingewiesen, dass Compass Search immer eine lokal optimale Lösung bzgl.
seiner Nachbarschaftsdefinition findet. Allerdings entstehen bei Optimierungsaufgaben mit
einem nahezu vollbestockten Bestand wegen der gerade erklärten Eigenschaft sehr viele
lokale Optima. Jedes Optimum hat ein sehr kleines Einzugsgebiet, da ein weites Verschieben
einzelner Bäume schlechte Zielfunktionswerte erzeugt und nur ein leichtes Verändern der
Positionen gegenüber der Startlösung akzeptiert wird. Deswegen wird die Lösung, die
Compass Search für solche Probleme generiert, sehr stark von der Startlösung abhängen.
(x, y) = (1,3,4,1,1,3) (x, y) = (1,5,4,1,1,2)
Abbildung 3.18: Darstellung zweier Nachbarlösungen von (x0, y0) beim Compass-
Search-Verfahren für Beispiel 3.2; die zu (x0, y0) veränderten Vektorkomponenten sind fett
dargestellt; Schrittweite links: 2m; Schrittweite rechts: 1m










Abbildung 3.19: Zwei Nachbarlösungen von (x1, y1) beim Compass-Search-Verfahren
für Beispiel 3.3; die zu (x1, y1) veränderten Vektorkomponenten sind fett dargestellt; die




Damit Optimierungsprobleme für einen vollbestockten Mischbestand mit dem
kontinuierlichen Optimierungsmodell (M3) gelöst werden können, muss die
Nachbarschaftsdefinition das Überschneidungsmaß berücksichtigen. Wenn eine Startlösung
vorausgesetzt wird, bei der das Überschneidungsmaß sehr klein ist, dann kann der
k-opt*-Operator aus dem vorherigen Abschnitt angewendet werden. Dabei werden die
Baumpositionen in der relativ gleichmäßig verteilten Startlösung als mögliche Positionen
auf X aufgefasst, und auf jeder dieser Positionen kann entweder ein Baum der ersten
oder der zweiten Baumart stehen. Auf X gibt es demnach keine leeren Positionen.
Der k-opt*-Operator erzeugt eine Nachbarlösung, indem er k Zustände von Positionen
vertauscht. Die Anzahl der Nachbarlösungen wächst mit wachsendem k exponentiell,
wobei für alle k ≥ 2 keine identischen Nachbarlösungen erzeugt werden. In Bezug auf die
Rechenzeit erscheint nur ein 2-opt*-Operator sinnvoll. Zwei mögliche Nachbarlösungen
der Startlösung (x1, y1) bzgl. des 3-opt*-Operators sind in Abb. 3.20 dargestellt. Im
Gegensatz zu den Nachbarlösungen in Abb. 3.19 hat sich das Überschneidungsmaß durch
die unterschiedlich großen Einflussbereiche nur leicht verändert.










Abbildung 3.20: Zwei durch 3-opt* erzeugte Nachbarlösungen von (x1, y1) für das Beispiel
3.3; die zu (x1, y1) veränderten Vektorkomponenten sind fett dargestellt
Wenn man den k-opt*-Operator in der lokalen Suche nach dem Pseudocode 1 anwendet,
dann werden sich die Baumpositionen nicht ändern, wohl aber die Zuordnung der
Bäume zu den Positionen. Damit entspricht diese lokale Suche für das kontinuierliche
Optimierungsmodell (M3) eigentlich einer lokalen Suche mit dem k-opt*-Operator für
das diskrete Optimierungsmodell (M4). Dazu müssen genau 2Nmax Gruppen mit den
entsprechenden BHD-Werten der Bäume des kontinuierlichen Problems betrachtet werden.
Außerdem werden die 2Nmax Baumpositionen der Startlösung als mögliche Positionen für
(M4) definiert. Dann wird die gleiche lokale Suche mit dem k-opt*-Operator im diskreten
und im kontinuierlichen Fall durchgeführt.
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Bei der Betrachtung des in Abb. 3.9 dargestellten Optimierungsproblems (3.2.2) wird
der große Nachteil lokaler Suchverfahren deutlich. Durch die ausschließliche Akzeptanz
von Verbesserungsschritten in Zeile 3 von Pseudocode 1 bleibt die lokale Suche mit der
NachbarschaftsdefinitionN (xk) = {xk+1, xk−1} und BESTE in der schlechten Startlösung
und im lokalen Minimum x0 = 31 mit f(31) = 4169 stecken. Wenn hingegen auch Lösungen
ohne die Bewertung der zugehörigen Zielfunktionswerte akzeptiert werden können, dann
wäre ein Übergang von x0 = 31 zu x1 = 30 in der ersten Iteration und zu x2 = 29 in der
zweiten Iteration möglich. Danach würde die lokale Suche das globale Optimum x∗ = 10
mit f(10) = 200 finden.
Das Problem des „Steckenbleibens“ wird bei sogenannten schwierigen
Optimierungsproblemen noch gravierender. Zu diesen Optimierungsproblemen gehören
zum einen diskrete Probleme, für die kein Algorithmus mit polynomialer Laufzeit bekannt
ist, und zum anderen kontinuierliche Probleme, bei denen die Berechnung einer besten
Lösung zu lange dauert (Dréo et al., 2006). Eine Vielzahl lokaler Optima, „Noise“ oder
Bereiche, in denen sich die Funktionswerte kaum verändern, sind Eigenschaften von
kontinuierlichen Optimierungsproblemen (siehe Abb. 3.21), durch die die Rechenzeit für
globale deterministische Algorithmen negativ beeinflusst werden. Gleichzeitig führen diese
Eigenschaften dazu, dass lokale Suchverfahren häufig unzureichende Ergebnisse liefern.
Abbildung 3.21: Mehrere lokale Optima und „Noise“ zum Beispiel durch Messfehler
(links); großer zulässiger Bereich, in dem sich der Funktionswert kaum verändert (rechts)
Solche Problemstellungen können mit Metaheuristiken effizient gelöst werden. „Effizient“
bedeutet in diesem Fall, dass nach einer begrenzten Zeit eine „gute“, zulässige Lösung
gefunden wird; es geht nicht darum, die global optimale Lösung zu berechnen. Der
Begriff „meta-heuristic“ wurde erstmals von Glover (1986) bei der Beschreibung des
Tabu-Search-Verfahrens verwendet. Aus den beiden dem Griechischen entstammenden
Wörtern „heuristic“ und „meta“ kann man eine erste, einfache Definition herleiten.
Das Wort „heuristic“ bedeutet soviel wie „finden“, während die Vorsilbe „meta“ mit
„übergeordnet“ übersetzt werden kann (Blum und Roli, 2003). Bis heute konnte keine
allgemeingültige Definition für den Begriff Metaheuristik festgelegt werden. Stattdessen




A metaheuristic is formally defined as an iterative generation process which guides
a subordinate heuristic by combining intelligently different concepts for exploring and
exploiting the search space, learning strategies are used to structure information in order
to find efficiently near-optimal solutions. (Osman und Laporte, 1996)
A metaheuristic is an iterative master process that guides and modifies the operations of
subordinate heuristics to efficiently produce high-quality solutions. It may manipulate a
complete (or incomplete) single solution or a collection of solutions at each iteration. The
subordinate heuristics may be high (or low) level procedures, or a simple local search, or
just a construction method. (Voss et al., 1999)
Metaheuristics are typically high-level strategies which guide an underlying, more problem
specific heuristic, to increase their performance. The main goal is to avoid the disadvantages
of iterative improvement and, in particular, multiple descent by allowing the local search to
escape from local optima. This is achieved by either allowing worsening moves or generating
new starting solutions for the local search in a more „intelligent“ way than just providing
random initial solutions. Many of the methods can be interpreted as introducing a bias
such that high quality solutions are produced quickly. This bias can be of various forms
and can be cast as descent bias (based on the objective function), memory bias (based on
previously made decisions) or experience bias (based on prior performance). Many of the
metaheuristic approaches rely on probabilistic decisions made during the search. But, the
main difference to pure random search is that in metaheuristic algorithms randomness is
not used blindly but in an intelligent, biased form. (Stützle, 1999)
In short, we could say that metaheuristics are high level strategies for exploring search
spaces by using different methods. (Blum und Roli, 2003)
Metaheuristics, in their original definition, are solution methods that orchestrate an
interaction between local improvement procedures and higher level strategies to create a
process capable of escaping from local optima and performing a robust search of a solution
space. Over time, these methods have also come to include any procedures that employ
strategies for overcoming the trap of local optimality in complex solution spaces, especially
those procedures that utilize one or more neighborhood structures as a means of defining
admissible moves to transition form one solution to another, or to build or destroy solutions
in constructive and destructive processes. (Glover und Kochenberger, 2003)
Aus diesen Beschreibungen entwickelten Blum und Roli (2003) das folgende,
charakteristische Bild der Klasse der Metaheuristiken:
• Metaheuristiken sind Strategien, bei denen der Suchprozess gelenkt wird.
• Das Ziel einer Metaheuristik ist das effiziente Durchsuchen des zulässigen Bereichs,
um fast optimale Lösungen zu finden.
• Die in den Metaheuristiken enthaltenen Techniken reichen von einfachen lokalen
Suchen bis hin zu komplexen Lernprozessen.
88
3.3 Meta- und Hybridheuristiken
• Metaheuristiken sind nichtdeterministische8 und approximierende Algorithmen.
• Sie enthalten Techniken zum Entkommen aus Regionen des zulässigen Bereichs.
• Das Grundkonzept von Metaheuristiken erlaubt eine abstrakte, problemunabhängige
Beschreibung der Algorithmen.
• Metaheuristiken sind nicht auf eine bestimmte Problemklasse zugeschnitten.
• Allerdings können Metaheuristiken durch die Verwendung von Heuristiken
problemspezifische Eigenschaften ausnutzen.
• Die in letzter Zeit weiterentwickelten Metaheuristiken nutzen gewonnene Er-
kenntnisse aus der bisherigen Suche durch eine Art Gedächtnis aus, um die weiteren
Suchschritte zu lenken.
Damit kann die Einstufung der Metaheuristiken entsprechend Abb. 3.22 erfolgen. Hierbei
wird deutlich, dass Metaheuristiken wie Simulated Annealing, Tabu Search, Iterated Local
Search, Genetische Algorithmen und Path Relinking wegen ihrer problemunabhängigen
Definition sowohl auf diskrete als auch auf kontinuierliche Optimierungsprobleme
angewendet werden können. Des Weiteren sind Metaheuristiken stochastische Algorithmen,
die aus den Einzugsgebieten lokaler Optima entkommen, indem sie von Zeit zu Zeit eine
Zielfunktionswertverschlechterung zulassen. Diese Vorgehensweise unterscheidet sie von
lokalen Suchverfahren, die nur Verbesserungsschritte erlauben. Im Gegensatz zu determi-
nistischen globalen Verfahren durchsuchen Metaheuristiken den zulässigen Bereich nicht
systematisch nach besseren Lösungen, sondern verwenden häufig eine Zufallskomponente.
Im folgenden Abschnitt werden wichtige Begriffe und die allgemeine Vorgehensweise von
Metaheuristiken definiert. In Abschnitt 3.3.2 wird die Beziehung zwischen Meta- und
Hybridheuristiken aufgezeigt; anschließend wird für die in Abschnitt 1.1 vorgestellten
Optimierungsprobleme die Wahl vielversprechender Meta- und Hybridheuristiken
erläutert. Zum Schluss werden die ausgewählten Algorithmen näher beschrieben.
3.3.1 Grundbegriffe und generelle Vorgehensweise von
Metaheuristiken
In diesem Abschnitt werden die Grundbegriffe und das generelle Vorgehen von
Metaheuristiken herausgearbeitet. Zur Vereinfachung wird von einer Metaheuristik
ausgegangen, die zu jedem Zeitpunkt immer nur eine Lösung betrachtet wie zum
Beispiel Threshold Accepting. Eine umfangreiche Einführung in populationsbasierte
Metaheuristiken ist sowohl in Goldberg (1989) als auch in Dréo et al. (2006) gegeben.
Für das Optimierungsproblem (3.2.1) führt eine Metaheuristik iterativ grundsätzlich
8Ein Algorithmus heißt nichtdeterministisch, wenn er unter gleichen Voraussetzungen verschiedene
Lösungen liefern kann. Bei Metaheuristiken wird dieses Verhalten oft durch Zufallskomponenten
erzeugt. (Andere Def.: Komplexitätstheorie)
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Abbildung 3.22: Klassifizierung von Optimierungsalgorithmen (Dreo et al., 2006)
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folgende Schritte durch (adaptiert nach Fonlupt et al. (1999)). Ausgehend von der
aktuell betrachteten Lösung xk ∈ M in der Iteration k ∈ N gelangt eine Metaheuristik
durch eine Nachbarschaft N zu einer vermeintlich besseren Lösung x ∈ N (xk) ⊆ M .
Ein Element x ∈ N (xk) wird wie bei den lokalen Suchverfahren Nachbarlösung der
aktuellen Lösung xk genannt. Um die Güte von zulässigen Lösungen zu bewerten,
wird für jede betrachtete Lösung die sogenannte Fitness berechnet. Die Fitness einer
Lösung ist häufig der tatsächliche Zielfunktionswert der Lösung. Um die Effektivität
einer Metaheuristik für ein bestimmtes Problem zu verbessern, kann die Fitness
nicht nur den Zielfunktionswert, sondern auch noch weitere Eigenschaften der Lösung
bewerten (Dréo et al., 2006). Ob eine Nachbarlösung als aktuelle Lösung der nächsten
Iteration angenommen wird, wird durch die sogeannte Akzeptanzregel festgelegt. Im
Allgemeinen wird eine Lösung, die einen besseren Fitnesswert als die aktuelle Lösung
hat, immer akzeptiert, während eine Lösung mit einer schlechteren Fitness meist nur
unter bestimmten Bedingungen angenommen wird. Dabei enthält die Akzeptanzregel
und/oder die Nachbarschaftsdefinition N eine stochastische Komponente. Nach jeder
Iteration wird überprüft, ob die Metaheuristik beendet wird oder eine weitere Iteration
durchzuführen ist. Bei den ersten entwickelten Metaheuristiken wurde die letzte,
akzeptierte Lösung ausgegeben, wenn ein Abbruchkriterium erfüllt war. Diese Lösung
musste nicht notwendig die beste gefundene Lösung sein. Weil heutzutage der Aufwand
für das Vergleichen von Lösungen und das Speichern der besten Lösung gering ist, wird
am Ende die beste gefundene Lösung ausgegeben. Bevor eine Metaheuristik auf ein
Optimierungsproblem angewendet werden kann, müssen häufig spezielle Parameterwerte
für die Akzeptanzregel, die Nachbarschaftsdefinition und/oder das Abbruchkriterium
angegeben werden. Als Beispiel sei die Starttemperatur beim Simulated Annealing oder
die Größe der Tabuliste beim Tabu-Search-Verfahren genannt. Zusätzlich ist auch nach
jeder Iteration eine Aktualisierung der algorithmusspezifischen Parameter auf Grund der
betrachteten Nachbarlösung denkbar. Die beschriebene Grundstruktur einer Metaheuristik
wird im Pseudocode 3 wiedergegeben.
Pseudocode 3 Metaheuristik
Eingabe: Fitnessfunktion Fitness(·), Startlösung x0, Nachbarschaft N (x) von x,
Parameter festlegen Parameter(·), Abbruchkriterium Abbruch(·), Akzeptanzregel
Akzeptanz(·), Aktualisieren der Parameter Aktualisieren(·)
Ausgabe: beste gefundene Lösung x∗
1: k ← 0
2: x∗ ← x0
3: Parameter(·)
4: repeat
5: Wähle x ∈ N (xk)
6: if Akzeptanz(x,xk,x∗) = true then
7: xk+1 ← x
8: if Fitness(x∗) > Fitness(xk+1) then
9: x∗ ← xk+1
10: else
11: xk+1 ← xk
12: k ← k + 1
13: Aktualisieren(x∗)
14: until Abbruch(·) = true
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Der Begriff des Einzugsbereichs, der in Abschnitt 3.2.2 eingeführt wurde, berücksichtigt
neben der Nachbarschaftsabbildung auch die Wahl der Nachbarlösung. Wenn man
nur die Nachbarschaftsdefinition betrachtet, dann erhält man die Landschaft9 des
Optimierungsproblems. Die zulässigen Lösungen sind Punkte und werden dann
miteinander verbunden, wenn sie Nachbarlösungen voneinander sind. Die Landschaft des
Optimierungsproblems (3.2.2) bzgl. der Nachbarschaftsabbildung N (xk) = {xk +1, xk−1}
entsteht aus Abb. 3.10 durch das Ersetzten der Pfeile durch ungerichtete Kanten und
durch Hinzufügen einer Kante zwischen den Lösungen x = 29 und x = 30. Die
Lösungen x0, x1, . . . , xk, die ein Algorithmus iterativ berechnet, ergeben eine Trajektorie
in der Landschaft des Optimierungsproblems. Bei lokalen Suchverfahren verbessert sich
im Laufe der Optimierung der Zielfunktionswert der Punkte einer Trajektorie permanent,
während bei Metaheuristiken im Verlauf einer Trajektorie auch eine Verschlechterung der
Zielfunktionswerte möglich ist. Bei lokalen Suchverfahren bilden die Trajektorien, die zum
selben lokalen Optimum x∗ führen, das Einzugsgebiet von x∗. Zusätzlich gilt, dass zwei
Trajektorien, die denselben Punkt xk enthalten, von xk zum Punkt xk+1 übergehen. Das
bedeutet: Wenn eine lokale Suche von zwei unterschiedlichen Startlösungen ausgehend
die gleiche Lösung als neue Lösung der nächsten Iteration gewählt hat, dann verläuft die
weitere lokale Suche identisch. In dieser Eigenschaft unterscheidet sich die lokale Suche von
den Metaheuristiken. Wenn man eine Metaheuristik mehrmals von derselben Startlösung
aus startet, können verschiedene Trajektorien entstehen. Diese Eigenschaft wird durch eine
Zufallskomponente, die alle Metaheuristiken enthalten, erzeugt.
Bei den Algorithmen, die in den Abschnitten 3.3.4 und 3.3.5 vorgestellt werden, wird
der Pseudocode 3 zugrundegelegt und es werden die algorithmusspezifischen Funktionen
– Parameter(·), Akzeptanz(·), Aktualisieren(·) und Abbruch(·) – definiert. Allgemeine
Abbruchkriterien, die nicht explizit vom Algorithmus abhängen, werden nicht mit
aufgelistet. Aus Sicht der Praxis kann es sinnvoll sein, nach einer maximalen Anzahl an
Iterationen, an Fitnesswertberechnungen und/oder, wenn nach einer bestimmten Anzahl
von Schritten keine andere Lösung akzeptiert worden ist, den Algorithmus abzubrechen.
Diese Abbruchregeln können in Zeile 14 von Pseudocode 3 überprüft werden.
Zum Schluss wird noch auf zwei wichtige Eigenschaften von Metaheuristiken eingegangen.
Wenn man Metaheuristiken vergleicht, stellt man fest, dass die Algorithmen im
Verlauf der Optimierung intensivierende und diversifizierende Methoden verwenden. Als
Intensivierung10 wird dabei die Fokussierung der Suche auf eine bestimmte, aussichtsreiche
Region des zulässigen Bereichs bezeichnet. Im einfachsten Fall entspricht dies einer
von einer bestimmten Lösung ausgehenden lokalen Suche und somit der Erkundung
des Einzugsgebietes einer lokal optimalen Lösung. Unter der Diversifikation11 wird
hingegen die Ausweitung der Suche auf noch wenig untersuchte Regionen des zulässigen
Bereichs verstanden. Dies kann durch die Modifikation mehrerer Variablenwerte, die
bid zu diesem Zeitpunkt noch kaum verändert worden sind, erfolgen. Diese beiden
Begriffe wurden erstmals von Glover und Laguna (1997) bei der Beschreibung des
Tabu-Search-Verfahrens eingeführt. Die ausgewogene Verwendung dieser beiden einander
entgegengesetzten Methoden ist ein entscheidender Erfolgsfaktor von Metaheuristiken.
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Regionen des zulässigen Bereichs angewendet, kostet sie viel Zeit und liefert nur schlechte
Lösungen. Es stellt sich also immer die Frage, wann eine Lösung massiv verändert werden
sollte, bzw. wann eine Intensivierung der Suche in der Nachbarschaft einer Lösung sinnvoll
ist. Je nach Metaheuristik werden die Intensivierung und die Diversifikation entweder
nacheinander ausgeführt (Iterated Local Search, Tabu Search), die Intensivierungs- und
die Diversifizierungsschritte werden über verschiedene Parameter miteinander gekoppelt
(Schwellenwert beim Threshold Accepting).
3.3.2 Übergang von Meta- zu Hybridheuristiken
Die Entwicklung der Metaheuristiken in den 60er und 70er Jahren des 20. Jahrhunderts
war geprägt von Forschergruppen, die sich stark voneinander abgrenzten. Mit dem Ziel,
den besten Algorithmus unabhängig vom gewählten Problem zu entwickeln, wurden nur
die Paradigmen und die Philosophie der eigenen Forschungsrichtung anerkannt, während
davon abweichende Metaheuristiken nicht berücksichtigt wurden. Erst seit den 80er Jahren
wurden vereinzelt Kombinationen und Erweiterungen von verschiedenen Metaheuristiken
untersucht. Einige Beispiele sind die Arbeiten von Gorges-Schleuter (1989), Mühlenbein et
al. (1988) und Norman und Moscato (1989). Die darin vorgestellten Algorithmen verbanden
Elemente Genetischer Algorithmen mit lokalen Suchverfahren und werden zur Klasse der
Memetischen Algorithmen gezählt. Allerdings erlangten diese Techniken erst in den letzten
Jahren durch die von Wolpert und Macready (1997) veröffentlichten „No Free Lunch“-Sätze
weitgehende Anerkennung (Blum und Roli, 2008). In der genannten Arbeit wird gezeigt,
dass alle Algorithmen über alle Problemklassen betrachtet gleich gut sind und dass ein
Algorithmus nur durch problemspezifische Anpassungen bessere Ergebnisse liefern kann.
Daraufhin wurde von einer algorithmusorientierten zu einer problemorientierten Sichtweise
übergegangen (van Hentenryck und Milano, 2011). Die einzelnen Metaheuristiken wurden
hinsichtlich ihrer Komponenten und Konzepte miteinander verglichen. In Blum und Roli
(2003) wurden zum Beispiel die intensivierenden und die diversifizierenden Methoden
einzelner Metaheuristiken herausgearbeitet und daraus allgemeine Aussagen abgeleitet.
Des Weiteren wurden Gemeinsamkeiten bei der Berücksichtigung von Wissen aus bereits
betrachteten Lösungen gefunden und unter dem Begriff „Adaptive Memory Programming“
zusammengefasst (Taillard et al., 2001). Durch diese Untersuchungen wurden Stärken der
einzelnen Metaheuristiken herausgearbeitet und erste objektorientierte Softwarelösungen
wurden konzipiert (Talbi, 2009). In einem nächsten Schritt war die Kombination von
Elementen verschiedener Metaheuristiken und anderer Verfahren zu Hybridheuristiken
möglich. Durch diese Algorithmen wurden in den letzten Jahren viele der besten Ergebnisse
von Benchmark-Problemen erreicht (El-Abd und Kamel, 2005; Fleszar und Hindi,
2009). Bei diesen Ergebnissen liegt das Hauptaugenmerk auf dem Zielfunktionswert des
Optimierungsproblems oder auf der benötigten Rechenzeit. Als Erfolg wird demnach eine
Verbesserung dieser Werte angesehen. Allerdings ist ein Vergleich der Algorithmen bzgl.
der benötigten Rechenzeit durch die Verwendung von verschiedenen Implementierungen,
Computersystemen usw. nur schwer möglich (Hooker, 1995; Voß, 2009). Hier fehlt es
weiterhin an einem einheitlichen System, wie Algorithmen getestet werden sollen und wie
deren Effektivität nachgewiesen werden kann. Eine erste Möglichkeit wurde von Dréo et
al. (2006) aufgezeigt. Es bleibt abzuwarten, ob sich dieses Verfahren durchsetzen kann.
Das starke Interesse an Hybridheuristiken zeigt sich vor allem an der großen Auswahl
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an getesteten Algorithmen und an den entwickelten Taxonomien. Raidl (2006) fasste die
verschiedenen Taxonomien und Sichtweisen von Blum et al. (2005), Cotta (1998), Cotta et
al. (2005), El-Abd und Kamel (2005), Puchinger und Raidl (2005) und Talbi (2002)
zusammen. Aus Abb. 3.23 geht hervor, dass die Hybridheuristiken nach verschiedenen
Gesichtspunkten klassifiziert worden sind. Eine erste Unterscheidungsmöglichkeit bietet
die Frage, welche Algorithmen miteinander verknüpft werden. Es sind Kombinationen von
verschiedenen Metaheuristiken, von Metaheuristiken und problemspezifischen Algorithmen
oder von Metaheuristiken und Techniken aus den Bereichen des Operations Research oder
der künstlichen Intelligenz möglich. Zu den Techniken des Operations Research und der
künstlichen Intelligenz gehören zum einen exakte Lösungsverfahren wie Branch and Bound
und dynamische Programmierung und zum anderen Heuristiken und Verfahren des Soft
Computing wie Neuronale Netze und Fuzzylogik.
Eine zweite Möglichkeit, Hybridheuristiken zu charakterisieren, besteht darin, den Grad
der Kombination der verschiedenen Algorithmen zu vergleichen. Hierbei unterscheidet
man zwischen einer schwachen (einer sogenannten High-level-) und einer starken
(einer sogenannten Low-level-) Hybridisierung. Bei der „schwachen“ Kombinaten zweier
Algorithmen wird das einzelne Verfahren nicht verändert, sondern es werden beispielsweise
Ergebnisse eines Verfahrens als Startlösung für ein anderes Verfahrens verwendet. Im
Gegensatz dazu werden bei der „starken“ Kombination Funktionen eines Verfahrens durch
Techniken des anderen Verfahrens ersetzt oder erweitert.
Die dritte Charakterisierung erfolgt anhand der Aufrufreihenfolge der verwendeten
Algorithmen. Es wird zwischen sequenziell, verschachtelt und parallel unterschieden. Das
vorgenannte Beispiel der Übergabe der Lösung des einen Verfahrens als Startlösung für
das zweite Verfahren stellt eine sequenzielle Reihenfolge der Algorithmen dar. Wenn die
Verfahren wiederholt zeitlich versetzt aufgerufen werden, dann spricht man von einer
verschachtelten Abfolge der Algorithmen. Das parallele Ausführen verschiedener Verfahren
ist inzwischen ein eigenes Forschungsfeld (Alba, 2005). Die Parallelität kann sich auf die
Architektur, die Auflösung, die Hardware, den Speicher, die Daten- und Aufgabenallokation
oder die Synchronisierung beziehen.
Die letzte Variante, Hybridheuristiken zu klassifizieren, besteht im Vergleich der
Zusammenarbeit der Verfahren. Bei der integrativen Kombination wird ein Verfahren
als Funktion in das andere Verfahren integriert. Dieser Ansatz wird sehr häufig
verwendet (vgl. Memetische Algorithmen, Very Large Scale Neighborhood Search). Bei der
gemeinschaftlichen Zusammenarbeit hingegen tauschen die Verfahren Informationen aus,
während sie weiterhin als eigenständige Verfahren bestehen bleiben. Als Beispiel sei hier
das Inselmodell (Goldberg, 1989) oder die Verwendung asynchroner Teams (Talukdar et
al., 2003) angeführt.
Wenn man diese Klassifikationen mit den auf Seite 88 vorgestellten Definitionen
der Klasse der Metaheuristiken vergleicht, dann wird deutlich, dass es keine klare
Abgrenzung zwischen Metaheuristiken und Hybridheuristiken gibt; denn die Verwendung
von problemspezifischen Verfahren wird als Eigenschaft einer Metaheuristik angesehen,
während es gleichzeitig auch als wichtiges Einteilungskriterium bei den Hybridheuristiken
verwendet wird. Zusätzlich gibt es Algorithmen, die zur Klasse der Metaheuristiken
gezählt werden, aber aufgrund ihrer Struktur eher zur Klasse der Hybridheuristiken
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Abbildung 3.23: Klassifikation von Hybridheuristiken (Raidl, 2006); MH – Metaheuristik
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gehören. Ein Beispiel ist die Iterated Local Search, die lange vor der Einführung des
Terminus „Hybridheuristik“ entwickelt wurde, aber in einer Variation ein Simulated
Annealing mit lokaler Suche darstellt und somit zur Klasse der Hybridheuristiken gezählt
werden kann. Außerdem wird auch der Begriff Hybridheuristik selbst unterschiedlich
definiert. So bezeichnen Dréo et al. (2006) eine Hybridheuristik ausschließlich als die
Kombination einer Metaheuristik mit lokalen, nichtlinearen Methoden für kontinuierliche
Optimierungsprobleme (vgl. Abb. 3.22). In jüngster Zeit findet allerdings die in diesem
Abschnitt beschriebene Klassifizierung von Raidl (2006) vermehrt Anwendung (van
Hentenryck und Milano, 2011).
3.3.3 Einflussfaktoren bei der Wahl von Metaheuristiken
Wenn man ein bestimmtes Optimierungsproblem lösen möchte, dann stellt sich die
Frage, welcher Optimierungsalgorithmus verwendet werden soll. Je nach Art des
Optimierungsmodells lässt sich dabei eine erste grobe Einschätzung treffen. Für die in
Abschnitt 1.1 vorgestellten Optimierungsprobleme mit den in Abschnitt 3.1 entwickelten
Optimierungsmodellen werden globale deterministische Optimierungsalgorithmen wegen
der Nichtkonvexität der Zielfunktion (siehe Abschnitt 2.1) nur für sehr kleine Instanzen
in annehmbarer Zeit global optimale Lösungen liefern (vgl. die Ergebnisse aus der
Diplomarbeit von Graichen (2008)). Deswegen schränkt sich die Suche auf lokale
Optimierungsalgorithmen und Metaheuristiken12 ein. Gerade für Metaheuristiken kann die
Frage nach dem besten Algorithmus für eine bestimmte Problemklasse nur unzureichend
beantwortet werden. Die theoretischen Beweise für einzelne Metaheuristiken besagen,
dass nach unendlich vielen Versuchen das globale Optimum mit der Wahrscheinlichkeit 1
angenommen wird (Althöfer und Koschnick, 1991; Dekkers und Aarts, 1991; Locatelli, 2000;
Rudolph, 1994; Rudolph, 1996). Diese Aussage kann in der Praxis nicht verwendet werden
(Hedar und Fukushima, 2002; Henderson et al., 2003), weswegen andere Auswahlkriterien
herangezogen werden müssen. Im Folgenden werden einzelne Kriterien aufgeführt und deren
Einfluss auf die Wahl der Metaheuristik beschrieben.
Wie schon in Abschnitt 3.2.2 für lokale Suchverfahren erläutert hat die Darstellung
eines Optimierungsproblems großen Einfluss auf die Effektivität von Metaheuristiken.
So schränkt eine nichtzusammenhängende zulässige Menge S des Optimierungsproblems
(3.2.1) die Wahl der Nachbarschaftsdefinition stark ein, da von jeder zulässigen Lösung
aus die Möglichkeit bestehen muss, jede andere Lösung durch wiederholte Anwendung
der Nachbarschaftsdefinition zu erreichen (vgl. Optimierungsmodell (M1)). Ein häufig
verwendeter Ausweg ist der Straffunktionsansatz für Nebenbedingungen. Dabei wird die
Struktur der zulässige Menge S vereinfacht, um effektive Nachbarschaftsdefinitionen zu
verwenden. Dadurch werden aber im Laufe der Optimierung auch unzulässige Lösungen
erzeugt, wenn die relaxierten Nebenbedingungen als scharf aufgefasst werden. Eine
Relaxation weicher Nebenbedingungen kann man hingegen wie im Optimierungsmodell
(M3) als neue Modellierung des Optimierungsproblems verstehen. Dann werden während
der Optimierung nur zulässige Lösungen betrachtet. Die Modellierung eines Problems
12Da in Abschnitt 3.3.2 gezeigt wurde, dass es keine klare Grenze zwischen Meta- und Hybridheuristiken
gibt, wird zur Vereinfachung im weiteren Verlauf nur noch von Metaheuristiken gesprochen. Nur wenn
explizit die Anpassung des Algorithmus an Eigenschaften des Optimierungsproblems hervorgehoben
werden soll, wird der Begriff Hybridheuristik verwendet.
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beeinflusst demnach nicht in erster Linie die Wahl der Metaheuristik sondern vielmehr
die Wahl der Nachbarschaftsabbildung (Reeves, 1997).
Nach Dréo et al. (2006) ist eine geeignete Wahl der Nachbarschaftsdefinition ohne
Testrechnungen nicht möglich, da eine günstige Nachbarschaft für eine Instanz eines
Optimierungsproblems für eine andere Instanz zu sehr schlechten Lösungen führen
kann. Als Beispiel sei die Nachbarschaftsdefinition beim Compass-Search-Verfahren aus
Abschnitt 3.2.4.1 für das Optimierungsmodell (M3) genannt. Wenn auf X wenig Bäumen
betrachtet werden, dann ist der Einfluss des Strafterms auf die Optimierung durch
die geringe Wahrscheinlichkeit, dass sich Einflussbereiche von Bäumen überschneiden,
klein. Demnach liefert Compass Search für solche Instanzen des Optimierungsmodells
(M3) gute Ergebnisse. Wenn hingegen wie beim Optimierungsproblem in Abschnitt
1.1.2 ein geschlossener Bestand betrachtet wird, dann liefert Compass Search für
diese Instanz von (M3) keine verwertbaren Lösungen (siehe Anfangsbemerkung in
Abschnitt 5.2). Des Weiteren kann nicht jede Nachbarschaftsdefinition in jeder
Metaheuristik verwendet werden. Metaheuristiken, die zu jedem Zeitpunkt immer
nur eine Lösung betrachten, wie zum Beispiel Simulated Annealing, benötigen
Nachbarschaftsdefinitionen, bei denen aus einer Lösung mehrere Nachbarlösungen
entstehen können. Die in den Abschnitten 3.2.3 und 3.2.4 vorgestellten Nachbarschaften
gehören zu dieser Klasse. Populationsbasierte Metaheuristiken, bei denen in jeder
Iteration eine Vielzahl von Lösungen (eine so genannte Population) betrachtet wird,
benötigen Nachbarschaftsdefinitionen, in denen aus zwei Lösungen eine oder mehrere
Nachbarlösungen erzeugt werden können. Dieser Vorgang wird „Vererben“ genannt
und erzeugt einen Großteil der Lösungen einer Population. Zusätzlich werden von
einer betrachteten Lösungen noch sogenannte Mutationen gebildet. Hierfür werden
ähnliche Nachbarschaften wie bei nicht-populationsbasierten Metaheuristiken verwendet.
Verschiedene Nachbarschaftsdefinitionen für populationsbasierte Metaheuristiken wurden
von Reeves (2003) und von Sarker et al. (2002) erläutert.
Die genaue Analyse des Optimierungsmodells und die Anpassung der
Nachbarschaftsdefinition sind sehr wichtig für die Effizienz der verwendeten Metaheuristik.
Ein gutes Beispiel ist die Methode von Taillard (1993) für das Tourenplanungsproblem,
die die bis dahin besten Lösungen für eine Vielzahl von Benchmark-Problemen liefern
oder bestehende Lösungen verbessern konnte (Gendreau et al., 1994). Die verwendete
Metaheuristik war eine einfache, bekannte Tabu-Search-Methode. Die einzige neue
Komponente war, das Bewegen von Städten zu bestrafen, die bereits häufig in andere
Touren eingesetzt worden sind. Dadurch konnten viele überflüssige Bewegungen und eine
zu starke Intensivierung der Suche verhindert werden. Gleichzeitig wurden andere Städte
in Touren verschoben und vorerst höhere Kosten in Kauf genommen, um die Suche in
andere Gebiete des zulässigen Bereiches zu lenken.
Nach Dréo et al. (2006) ist die Wahl der Metaheuristik bisher noch nicht aus theoretischen
Grundlagen ableitbar, stattdessen muss wie folgt vorgegangen werden. Zuerst sei die
Entwicklung einer einfachen Nachbarschaftsdefinition notwendig. Wenn möglich, soll dabei
die Nachbarschaft so gewählt werden, dass die Fitness einer Nachbarlösung schnell
berechnet werden kann. Ein Beispiel dafür ist der k-opt-Operator beim Rundreiseproblem
(Lin, 1965). Die Berechnung einer Nachbarlösung benötigt nur 2k Additionen, unabhängig
davon, wie viele Städte die Rundreise umfasst. Im nächsten Schritt ist die Verwendung
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eines lokalen Suchverfahrens ratsam, da diese Verfahren leicht zu implementieren sind und
erste Einblicke in die Struktur von berechneten (lokal optimalen) Lösungen liefern. Wenn
es möglich ist, die gesamte Nachbarschaft effektiv nach der besten Lösung zu durchsuchen,
dann kann Tabu Search in dieser Phase eine gute Wahl sein. Dies lässt sich aus Abb. 7.8
von Dréo et al. (2006) ableiten. Hier wurde eine Probleminstanz mit fünf verschiedenen
Metaheuristiken gelöst. Tabu Search, als einfach zu implementierender Algorithmus,
konnte mit weitaus komplexeren Genetischen Algorithmen mithalten. Allerdings kann
der Vergleich für andere Probleminstanzen und -klassen anders ausfallen. Um diese
Methoden dann weiter zu verbessern, ist die Analyse der Struktur berechneter Lösungen
notwendig. Eine grafische Darstellung der im Verlauf der Optimierung betrachteten
Lösungen kann dabei sehr hilfreich sein. Wenn die Methoden dabei immer nur ein
bestimmtes Gebiet des zulässigen Bereichs untersuchen und Lösungen mit abweichenden
Strukturen selten als mögliche Nachbarlösungen erzeugen, dann müssen entweder neue
Nachbarschaftsdefinitionen oder komplexere Algorithmen getestet werden. Hierzu zählen
vor allem populationsbasierte Algorithmen und Hybridheuristiken. Dabei wird in den
letzen Jahren das Augenmerk auf Methoden des Adaptive Memory Programming
gelegt (Taillard et al., 2001; Voß, 2009). Die Grundidee beruht darauf, während der
Optimierung Strukturen guter Lösungen zu erkennen und die gewonnenen Informationen
mit Hilfe eines Gedächtnisses bei der Erzeugung von Nachbarlösungen zu verwenden.
Diese Verfahren scheinen besonders für Optimierungsprobleme vorteilhaft zu sein, bei
denen entweder die Berechnung des Zielfunktionswertes sehr viel Zeit in Anspruch
nimmt, komplizierte Nachbarschaftsdefinitionen notwendig sind oder nur wenige zulässige
Lösungen existieren.
Nachdem in Abschnitt 3.2 lokale Suchverfahren für die in Abschnitt 1.1 vorgestellten
waldbaulichen Problemstellungen besprochen worden sind, ist folgende Vorgehensweise
sinnvoll. Im ersten Schritt wird als einfache Metaheuristik Threshold Accepting getestet.
Die Verwendung von Tabu Search scheint nicht ratsam, da die Berechnung der Fitness
einer Lösung mehrere Sekunden dauern kann und die Suche nach der besten Nachbarlösung
demnach zu viel Zeit in Anspruch nehmen würde. Aus demselben Grund werden im zweiten
Schritt keine populationsbasierten Algorithmen getestet, denn eine effektive Optimierung
mit diesen Algorithmen setzt wegen den enormen Populationsgrößen immer eine schnelle
Berechnung der Fitness voraus. Stattdessen wird eine Hybridheuristik verwendet, die zu
jedem Zeitpunkt immer nur eine Lösung betrachtet. Wegen den zu erwartenden starken
strukturellen Eigenschaften der lokal optimalen Lösungen wird die Iterated Local Search
getestet. Bei dieser Methode werden Eigenschaften lokal optimaler Lösungen verwendet,
um neue Startlösungen für lokale Suchverfahren zu erzeugen. Dieses Verhalten ist eine
einfache Version des Adaptive Memory Programming.
3.3.4 Threshold Accepting
Dueck und Scheuer (1990) entwickelten das Threshold Accepting und konnten anhand
des von Grötschel (1984) vorgestellten Rundreiseproblems durch 442 Städte zeigen, dass
Threshold Accepting mit der gleichen Anzahl von Rechenschritten im Durchschnitt bessere
Ergebnisse liefert als die bis dato beste Lösung, die Rossier et al. (1986) gefunden
hatten. Weitere Beispiele, bei denen Threshold Accepting erfolgreich verwendet wurde,
sind das Quadratische Zuordnungsproblem (Nissen und Paul, 1995), das Tourenproblem
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Pseudocode 4 Akzeptanzregel Akzeptanz(·) für Threshold Accepting
Eingabe: aktuelle Lösung xk, Nachbarlösung x ∈ N (xk) von xk, Unterschied der
Fitnesswerte ∆(x, xk) = Fitness(x)− Fitness(xk), Schwellenwert c > 0
Ausgabe: true, wenn x als neue Lösung akzeptiert wurde; false, sonst.




mit fest vorgegebenen, verschiedenartigen Fahrzeugen (Tarantilis et al., 2004), die
Portfolio-Optimierung (Dueck und Winker, 1992) und das Scheduling-Probleme (Lin et
al., 1995). Dabei ist Threshold Accepting eine Abwandlung des damals schon bekannten
Simulated Annealing (Kirkpatrick et al., 1983). Ausgangspunkt war die zeitaufwendige
Generierung einer gleichverteilten Zufallszahl für das Metropolis-Akzeptanzkriterium im
Simulated Annealing (Metropolis et al., 1953). Beim Threshold Accepting wird deshalb auf
die stochastische Annahme schlechterer Nachbarlösungen verzichtet. Stattdessen wird eine
solche Lösung immer angenommen, wenn der Unterschied zwischen aktueller Fitness und
der Fitness der schlechteren Lösung nicht größer als ein vorgegebener Schwellenwert13 c ist.
Dieser Schwellenwert konvergiert im Laufe der Anwendung des Algorithmus häufig gegen
0, um eine Konvergenz gegen ein lokales Optimum zu erhalten. Der Ablauf des Algorithmus
entspricht dem Pseudocode 3. Die dort in Zeile 5 benötigte Nachbarschaftsdefinition
wird aus Abschnitt 3.2.3 für das diskrete Optimierungsmodell (M4) übernommen. Für
das kontinuierliche Optimierungsmodell (M3) kann die Nachbarschaftsdefinition des
Compass-Search-Verfahrens übernommen werden. Genauso ist die zufällige Wahl einer
neuen Position für einen Baum auf X möglich. Der Hauptunterschied zwischen lokalen
Suchverfahren und Metaheuristiken liegt demnach nicht in der Wahl der Nachbarschaft,
sondern in der Akzeptanz von Nachbarlösungen. Nachfolgend werden die im Pseudocode 3
verwendeten algorithmusspezifischen Funktionen für Threshold Accepting beschrieben.
Akzeptanzregel – Akzeptanz(·)
In Zeile 6 von Pseudocode 3 wird mit der Akzeptanzregel überprüft, ob die Nachbarlösung
x als neue Lösung der Metaheuristik angenommen wird. Beim Threshold Accepting wird
sie immer dann angenommen, wenn die Differenz ∆(x, xk) = Fitness(x) − Fitness(xk)
kleiner als ein Schwellenwert c ≥ 0 ist (siehe Zeilen 1 und 2 von Pseudocode 4). Wenn dies
nicht der Fall ist, dann wird die Nachbarlösung x nicht als neue Lösung akzeptiert. Somit
wird bei einem hohen Schwellenwert eine Diversifikation der Suche bevorzugt, während ein
kleiner Schwellenwert zur Intensivierung der Suche führt.
Aktualisieren der Parameter – Aktualisieren(·)
Um eine Konvergenz gegen ein lokales Optimum zu erzwingen, wird der Schwellenwert
häufig nach L Iterationen verringert. Hierbei ist sowohl die lineare Reduzierung um eine





möglich, als auch die geometrische Reduzierung mit einer Konstanten δ ∈ (0,1) durch
c← δc.
Letztere Variante entspricht der klassischen Methode bei der Temperaturverringerung beim
Simulated Annealing. Somit wird am Anfang eine Diversifikation der Suche bevorzugt,
während im späteren Verlauf eine Intensivierung bis hin zur lokalen Suche möglich ist.
Abbruchkriterium – Abbruch(·)
Bei der linearen Reduzierung des Schwellenwertes c sollte der Algorithmus abgebrochen
werden, wenn c < cmin mit cmin > 0 gilt. Für c = cmin = 0 wären nur noch
Verbesserungsschritte möglich. Wenn es in der Nachbarschaft von xk keine solchen
Lösungen gibt, dann würde der Algorithmus ohne das Abbruchkriterium nicht wie bei der
lokalen Suche abbrechen, sondern immer weiter Nachbarlösungen erzeugen und diese mit
xk vergleichen. Beim geometrischen Reduzieren von c muss der Algorithmus abgebrochen
werden, wenn der Schwellenwert c unter einen vorher definierten Grenzwert cmin > 0 fällt.
cmin > 0 ist notwendig, da c nur gegen 0 konvergiert, aber niemals 0 wird.
Parameter festlegen – Parameter(·)
Zu Beginn des Threshold Accepting sollte der Schwellenwert c so gewählt werden, dass eine
große Anzahl zulässiger Lösungen akzeptiert wird. Der Wert für c wird häufig „nach Gefühl“
ausgewählt. Eine von Dekkers und Aarts (1991) für Simulated Annealing abgeleitete
Variante ist die Vorgabe eines Startakzeptanzradius χ ∈ (0,1). Dabei seien die Differenzen
∆(xi, x0) = Fitness(xi)− Fitness(x0) für m0 zufällig erzeugte Lösungen xi, i = 1, . . . ,m0,
nach nichtfallenden Werten sortiert. Dann wird der Schwellenwert c = ∆(xi, x0) mit
i ∈ {1, . . . ,m0} und |{x1, . . . , xi}| = dχm0e gesetzt. Wenn c = ∆(xi, x0) ≤ 0 gilt,
dann sind die Funktionswerte von mehr als dχm0e zufälligen Lösungen besser als der
Startfunktionswert. In diesem Fall wird ein fester Schwellenwert c = c̄ angenommen.
Für den Standardlängenparameter L, der bei der Aktualisierung des Schwellenwertes
benötigt wird, gibt es verschiedene Varianten. Sowohl die Variante L = 1 (Verringern des
Schwellenwertes nach jeder Iteration) als auch die Wahl von L als einem Vielfachen des
Freiheitsgrades des Optimierungsproblems wurde verwendet (Dueck und Scheuer, 1990).
Außerdem muss noch ein Wert für den Parameter δ ∈ (0,1) vorgegeben werden. Dabei
gilt für die geometrische Reduzierung: Je kleiner δ, umso schneller fällt der Schwellenwert
c. Deswegen wird häufig ein Wert nahe 1 gewählt. Bei der linearen Reduzierung sollte δ
nahe 0 gewählt werden, um ein langsames Verringern des Schwellenwertes zu erzeugen und
dadurch den Übergang von einer Suche im gesamten zulässigen Bereich zur Intensivierung
Pseudocode 5 Abbruchkriterium Abbruch(·) für Threshold Accepting
Eingabe: Schwellenwert c, Abbruchparameter cmin
Ausgabe: true, wenn Algorithmus abgebrochen werden soll; false, sonst.
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der Suche in einem kleinen begrenzten Gebiet des zulässigen Bereichs nicht zu schnell zu
vollziehen. Für den Grenzwert cmin gibt es beim Threshold Accepting keine einheitlichen
Richtlinien. Oftmals wird ein Wert nahe 0 gewählt, um eine Konvergenz gegen ein lokales
Optimum zu forcieren.
3.3.5 Iterated Local Search
Eine weitere Möglichkeit, aus lokalen Optima zu entkommen, ist die partielle Veränderung
einer lokal optimalen Lösung und eine anschließende lokale Suche, ausgehend von der
veränderten Lösung. Dieses Verfahren wird Iterated Local Search genannt (Lourenço et
al., 2003) und ist in Abb. 3.24 dargestellt. Varianten der Iterated Local Search und
Erweiterungen zu Hybridheuristiken wurden von vielen Wissenschaftlern unabhängig
voneinander entwickelt. Baum (1986) stellte die Iterated Descent-Methode vor. Weitere
Varianten wurden unter den Bezeichnungen Large Step Markov Chains (Martin et al.,
1992), Iterated Lin-Kernighan (Johnson, 1990) und Chained Local Optimization (Martin
und Otto, 1996) bekannt.
Die zwei wichtigsten Prinzipien der Iterated Local Search sind die lokale Suche, die in
Abschnitt 3.2 vorgestellt worden ist, und die Störung der Lösung der lokalen Suche (Blum
und Roli, 2008). Dabei beginnt die Iterated Local Search in der ersten Iteration in einer
Startlösung x0 mit der lokalen Suche. Das Ergebnis der lokalen Suche sei x. Danach wird
ein Akzeptanzkriterium überprüft. Beim Akzeptanzkriterium BETTER wird das Ergebnis
der lokalen Suche akzeptiert, wenn die Fitness von x besser ist als x0 (das gilt in der ersten
Abbildung 3.24: Iterated Local Search; die lokal optimale Lösung x∗ wird gestört,
anschließend beginnt ausgehend von der veränderten Lösung eine neue lokale Suche; nach
Martin und Otto (1996)
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Iteration fast immer). Die neue Lösung x wird in x1 gespeichert. Nun kommt das zweite
Prinzip zum Tragen. Die Lösung x1 wird gestört, d. h., eine oder mehrere Komponenten der
Lösung werden verändert, und die Iterated Local Search beginnt in der zweiten Iteration
mit der lokalen Suche von der gestörten Lösung aus. Es sei x das neue Ergebnis der
lokalen Suche. Beim Akzeptanzkriterium BETTER wird x akzeptiert, in x2 gespeichert
und anschließend gestört, wenn Fitness(x) kleiner ist als Fitness(x1), und der Algorithmus
beginnt mit der dritten Iteration. Wenn die Fitness von x schlechter ist, dann wird wieder
die bessere Lösung x1 ausgewählt, in x2 gespeichert und gestört. Somit erfolgt mit diesem
Akzeptanzkriterium iterativ der Wechsel zwischen lokaler Suche und der Störung der bisher
besten Lösung.
Um das Grundprinzip der Iterated Local Search anhand von Pseudocode 3 erklären
zu können, wird folgende Nachbarschaftsdefinition benötigt. Es sei xk die Lösung der
lokalen Suche in der k-ten Iteration der Iterated Local Search. Dann erzeugt die
Funktion Störung(xk) eine gestörte Lösung aus xk und gibt diese gestörte Lösung zurück.
Außerdem wird die lokale Suche ausgehend von einer Startlösung x mit LokaleSuche(x)
aufgerufen. Dann kann die in der Iterated Local Search eingebettete lokale Suche von
einer gestörten Lösung durch LokaleSuche(Störung(xk)) aufgerufen werden. Als Ausgabe
erhält man die Lösung x der lokalen Suche, d. h. x = LokaleSuche(Störung(xk)). Diese
Lösung kann entweder eine lokal optimale Lösung sein oder die bisher beste gefundene
Lösung, bevor die lokale Suche wegen überschrittener Rechenzeit, erreichter Anzahl an
Funktionswertberechnungen oder Ähnlichem abgebrochen wurde. Generell können die
vorgestellten lokalen Suchen mit den besprochenen Abbruchkriterien aus Abschnitt 3.2
verwendet werden. Dann ist
N (xk) = {x : x = LokaleSuche(Störung(xk))}
die verwendete Nachbarschaftsdefinition in Zeile 5 von Pseudocode 3. Somit ist für die
Iterated Local Search eine Lösung x Nachbarlösung von xk, wenn sie das Ergebnis der
lokalen Suche LokaleSuche(Störung(xk)) mit der gestörten Startlösung Störung(xk) ist.
Einzig in der ersten Iteration muss die Startlösung x0 nicht gestört werden, da es sich bei
dieser Lösung nicht um eine Lösung der lokalen Suche handelt.
Bei der Störung der Lösung xk wird mindestens eine Komponente von xk verändert. Es sei
x̄k die gestörte Lösung von xk. Dann sollte gelten, dass xk 6= LokaleSuche(x̄k), damit die
Störung nicht durch die lokale Suche wieder rückgängig gemacht werden kann. Dies kann
man durch die Wahl von Störung und lokaler Suche meist nicht ganz ausschließen, aber
zumindest die Wahrscheinlichkeit erhöhen, dass die lokale Suche von der gestörten Lösung
x̄k nicht wieder die lokale Lösung xk berechnet. Ein Beispiel ist das zufällige Verschieben
eines Baumes durch die Störung, während Compass Search (als lokale Suche) einen Baum
nur um eine feste Einheit in eine Richtung verschieben kann. Wenn die lokale Suche einen
k-opt*-Operator enthält, dann bietet sich für die Störung ein k̄-opt*-Operator mit k̄ > k
an. Zum Beispiel verwendeten Martin et al. (1991) für das Rundreiseproblem bei der lokalen
Suche einen 2-opt- und einen 3-opt-Operator, während die Störung ein 4-opt-Operator war.
Häufig enthalten gute lokale Optima Fragmente eines globalen Optimums (Lourenço et al.,
2003). Dies wird bei der Iterated Local Search durch die Störung ausgenutzt. Ein Teil der
Komponenten der Lösung xk bleibt in der von Störung(xk) erzeugten Lösung enthalten,
während gleichzeitig die gestörte Lösung zu einem Einzugsgebiet einer wahrscheinlich von
xk verschiedenen lokal optimalen Lösung gehört.
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Pseudocode 6 Akzeptanzregel Akzeptanz(·) für Iterated Local Search
Eingabe: Nachbarlösung x ∈ N (xk) von Lösung xk, bisher beste Lösung x∗
Ausgabe: true, wenn x als neue Lösung akzeptiert wurde; false, sonst.





Bei der Iterated Local Search gibt es drei klassische Akzeptanzkriterien (Lourenço et al.,
2003). Dabei ist das Schema der Akzeptanzabfrage für alle Kriterien das gleiche und
wird im Pseudocode 6 beschrieben. Einzig das Entscheidungskriterium, das in Zeile 1
abgefragt wird, unterscheidet die Kriterien voneinander. Deswegen wurde im Pseudocode
6 an dieser Stelle der Platzhalter „wahresKriterium“ verwendet. Im Folgenden werden
die verschiedenen Entscheidungskriterien beschrieben und der Code, der anstelle des
Platzhalters verwendet werden muss, angegeben.
• Das in der Einführung beschriebene Akzeptanzkriterium BETTER besagt, dass das
Ergebnis x der lokalen Suche nur dann akzeptiert wird, wenn es eine bessere Fitness
als die Lösung xk aufweist. Der zugehörige Code lautet:
Fitness(x)− Fitness(xk) < 0
Dieses Kriterium bevorzugt statt einer Diversifikation eine Intensivierung der Suche.
• Das Akzeptanzkriterium RW14 ist das genaue Gegenteil von BETTER. Bei diesem
Kriterium wird jede neue Lösung x akzeptiert, unabhängig von ihrer Fitness. Somit
entfallen die Zeilen 1, 3 und 4 von Pseudocode 6, und die Funktion Akzeptanz(·) gibt
immer „true“ zurück. Dieses Kriterium führt zu einer Diversifikation der Suche.
• Das Akzeptanzkriterium LSMC15 ist aus dem Simulated Annealing übernommen
worden. Wenn die Fitness von x besser ist als die Fitness von xk, wird x immer
akzeptiert, ansonsten wird x gemäß dem Metropolis-Akzeptanzkriterium ausgewählt.
Hierbei ist wieder ein Temperaturparameter c > 0 notwendig, dessen Wert im
Laufe des Algorithmus verringert wird. Es sei random[0,1) eine Zufallszahl aus [0,1)






Bei sehr hohen Temperaturen c verhält sich LSMC wie RW, während bei sehr
niedrigen Temperaturen fast ausschließlich bessere Lösungen akzeptiert werden.
Somit ist ein Wechsel von der Diversifikation zur Intensivierung der Suche mit Hilfe
des Temperaturparameters c möglich.
• Das Akzeptanzkriterium des Threshold Accepting (TA) kann ebenfalls übernommen
werden. In diesem Fall wird x angenommen, wenn die Differenz ∆(x, xk) =
14„RW“ steht für random walk
15„LSMC“ steht für Large Step Markov Chains (Martin et al., 1992)
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Fitness(x) − Fitness(xk) kleiner als ein Schwellenwert c ≥ 0 ist (siehe Zeilen 1 und
2 von Pseudocode 4). Wenn dies nicht der Fall ist, dann wird die Nachbarlösung x
nicht als neue Lösung akzeptiert. Es gelten dieselben Aussagen wie beim Threshold
Accepting zu Diversifikation und Intensivierung der Suche.
Aktualisieren der Parameter – Aktualisieren(·)
• Die Iterated Local Search mit den Akzeptanzkriterien BETTER und RW verwendet
Parameter, die sich im Laufe der Optimierung nicht verändern.
• Beim Akzeptanzkriterium LSMC gibt es einen Temperaturparameter c, dessen Wert
im Laufe der Optimierung verringert wird. Hierfür gibt es verschiedene Möglichkeiten:
– Eine klassische Methode, die Temperatur zu verringern, ist das schrittweise
geometrische Abkühlen mit einer Konstanten δ ∈ (0,1), die für ein langsames
Abkühlen fast 1 sein sollte (Kirkpatrick et al., 1983). Die Temperatur wird
dabei jeweils L Iterationen lang konstant gelassen und dann mit dem Faktor δ
multipliziert (Pirlot, 1996).
c← δc








Hierbei wird für die Anwendung die Idee einer homogenen Markovkette
adaptiert. L ist die Länge der Markovkette, xk mit k = 1, . . . , L sind die






k=1(Fitness(xk)− µ)2 ist die Standardabweichung der letzten
L Fitnesswerte, µ = 1L
∑L
k=1 Fitness(x
k) der Mittelwert der letzten L
Fitnesswerte. Bei dieser Variante wird berücksichtigt, wie stark sich die
Fitnesswerte der letzten L Nachbarlösungen voneinander unterscheiden. Bei
großen Abweichungen wird die Temperatur um sehr geringe Beträge verkleinert,
während bei kleinen Abweichungen davon ausgegangen werden kann, dass man
sich in der Nähe eines globalen Optimums befindet und somit die Temperatur
schneller verringert wird.
– Locatelli (2000) stellten die folgende Temperaturberechnung vor:
c← α(Fitness(xk)− (Fitness(x∗)− tk))g.
Dabei sind α, g positive Konstanten, Fitness(x∗) ist die bisher beste gefundene
Lösung und {tk}k≥0 eine nichtwachsende Folge von reellen Zahlen, die gegen 0
konvergiert. Die zugrundeliegende Idee ist, dass die Differenz Fitness(x∗)−tk den
Funktionswert des globalen Optimums approximiert und somit die Temperatur
in Abhängigkeit vom Abstand der aktuellen Lösung zum globalen Optimum
verändert wird. Man spricht in diesem Zusammenhang von einem adaptiven
Cooling Schedule. Dabei wird die Temperatur in jeder Iteration aktualisiert.
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– Inzwischen sind auch Methoden entwickelt worden, bei denen die Temperatur
nicht notwendig kontinuierlich verringert wird, um einen Wechsel zwischen
intensivierenden und diversifizierenden Suchschritten zu ermöglichen. Solche
adaptiven Methoden wurden zum Beispiel von Kolonko (1999), Osman (1993),
Taheri und Zomaya (2007) und Triki et al. (2005) verwendet.
• Beim Akzeptanzkriterium TA gibt es einen Schwellenwert c, dessen Wert im Laufe
der Optimierung verringert wird. Hierbei können dieselben Techniken angewendet
werden wie beim Threshold Annealing.
• Eine mögliche Variante, zwischen Diversifikation und Intensivierung zu wechseln, ist
das Neustarten der Iterated Local Search von einer zufällig gewählten Startlösung
aus, wenn die Intensivierung der lokalen Suche mit BETTER offenbar ineffektiv
geworden ist. Es sei kr die Anzahl an Iterationen, nach der die Iterated Local Search
neu gestartet werden soll, wenn in den letzten kr Iterationen keine bessere Lösung
gefunden wurde. Des Weiteren sei klast die letzte Iteration, in der eine Verbesserung
möglich war, und k die aktuelle Iteration. Dann zwingt der Pseudocode 7 die Iterated
Local Search zu einem Start in einer zufällig erzeugten Lösung x̄ nach kr erfolglosen
Suchen. Dieses Verfahren wird häufig auch als Akzeptanzkriterium formuliert und
trägt dann den Namen RESTART (Lourenço et al., 2003).
Abbruchkriterium – Abbruch(·)
Die Iterated Local Search wird nach einer bestimmten Anzahl an Iterationen, d. h. nach
einer bestimmten Anzahl von lokalen Suchen, abgebrochen. Weitere Abbruchkriterien sind,
eine erreichte Anzahl an Funktionswertberechnungen, überschrittene Rechenzeit und/oder
eine erreichte Anzahl an Iterationen ohne Verbesserung. Beim Akzeptanzkriterium
LSMC wird auch das Abbruchkriterium des Simulated Annealing angewendet. Dabei
wird der Algorithmus abgebrochen, wenn die Temperatur c kleiner als ein vorher
definierter Grenzwert cmin > 0 ist. Dies ist notwendig, da c wegen der oben
vorgestellten Abkühlmethoden nur gegen 0 konvergiert, aber niemals 0 wird. Wenn
das Akzeptanzkriterium TA verwendet wird, dann wird auch das Abbruchkriterium des
Threshold Accepting angewendet.
Parameter festlegen – Parameter(·)
• Im Gegensatz zu den anderen vorgestellten Metaheuristiken müssen bei den
Akzeptanzkriterien BETTER und RW für das Abbruchkriterium nur die Anzahl
der zu durchlaufenden Iterationen angegeben werden.
Pseudocode 7 Parameteraktualisierung Aktualisieren(·) für Iterated Local Search
Eingabe: Lösung xk, zufällig erzeugte Lösung x̄, aktuelle Iteration k, letzte Iteration mit
Fitnessverbesserung klast, maximale Anzahl an Iterationen ohne Verbesserung kr
1: if k − klast > kr then
2: xk ← x̄
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• Für das Akzeptanzkriterium LSMC sind zusätzlich der Startwert der Temperatur c
und eine Abbruchtemperatur cmin zu bestimmen.
– Der Startwert der Temperatur soll es ermöglichen, von der Startlösung x0,
zu fast allen anderen Lösungen zu gelangen, d. h., der Akzeptanzradius der
Startlösung soll nahe 1 sein. Hierfür gibt es folgende Möglichkeiten:
In dem von Kirkpatrick et al. (1983) vorgestellten Algorithmus wurde die
Starttemperatur „nach Gefühl“ sehr hoch gewählt, um fast alle anderen
zulässigen Lösungen akzeptieren zu können.
In Dekkers und Aarts (1991) wird ein Startakzeptanzradius χ ∈ (0,1) nahe
1 gewählt. Dann wird für m0 zufällig ausgewählte, zulässige Lösungen x der
Fitnesswert Fitness(x) berechnet und m1 = |{x : Fitness(x) ≤ Fitness(x0)}|,
m2 = |{x : Fitness(x) > Fitness(x0)}| und Fitness+ als Durchschnitt über
alle positiven Werte von Fitness(x)−Fitness(x0) gesetzt. Daraus lässt sich eine
Starttemperatur, die einen Akzeptanzradius von χ erzeugt, wie folgt berechnen:




m2χ + (1− χ)m1
)−1
– Für die Abbruchtemperatur cmin gibt es keine einheitlichen Richtlinien. Sinnvoll
ist ein Wert nahe 0, da bei diesen Temperaturen anzunehmen ist, dass die Lösung
in der Nähe eines lokalen Optimums liegt.
– Nachfolgend sind weitere Parameter in der Reihenfolge ihres Auftretens
aufgelistet, deren Werte beim Start des Algorithmus angegeben werden müssen:
Sowohl bei der geometrischen Abkühlung als auch bei Dekkers und Aarts (1991)
wird ein Standardlängenparameter L benötigt, der die Anzahl der Iterationen
angibt, nach welcher die Temperatur c abgekühlt werden muss. Dabei sollte L
nach Dekkers und Aarts (1991) und nach Dréo et al. (2006) ein Vielfaches der
Freiheitsgrade des Optimierungsproblems sein.
Im Allgemeinen wird ein Parameter δ ∈ (0,1) definiert, der die
Abkühlungsgeschwindigkeit der Temperatur steuert. Je kleiner δ ist, umso
schneller fällt die Temperatur c (Kirkpatrick et al., 1983). Häufig wird daher ein
Wert nahe 1 gewählt. Bei dem Abkühlungschema von Dekkers und Aarts (1991)
muss δ sehr klein gewählt werden, um ein langsames Abkühlen zu gewährleisten.
• Für das Akzeptanzkriterium TA sind zusätzlich der erste Schwellenwert und
ein Abbruchschwellenwert zu bestimmen. In diesem Zusammenhang wird auf die
Ausführungen zum Threshold Accepting in Abschnitt 3.3.4 verwiesen.
• Wenn BETTER und der Pseudocode 7 Anwendung finden, dann muss die maximale
Anzahl an Iterationen ohne Verbesserung kr festgelegt werden. Hierfür gibt es keine
festen Vorgaben; jedoch sollte bedacht werden: Je kleiner kr gewählt wird, umso
stärker wird eine Diversifikation der Suche bevorzugt, während bei sehr großem kr
eine intensive Suche in einem Gebiet favorisiert wird.
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Anmerkung
In Abschnitt 3.3.2 wird auf die unklaren Grenzen zwischen Meta- und Hybridheuristiken
hingewiesen. Die Iterated Local Search ist dafür ein gutes Beispiel. Wenn man eines
der Akzeptanzkriterien BETTER oder RW verwendet, dann kann die Iterated Local
Search zur Klasse der Metaheuristiken gezählt werden. Wenn man das Akzeptanzkriterium
LSMC benutzt, dann entspricht die Iterated Local Search eigentlich einer Hybridheuristik;
denn die Metaheuristik Simulated Annealing wird nicht mehr über zufällig erzeugte
Lösungen durchgeführt, sondern nur noch über lokal optimale Lösungen. Somit ist sie
eine Verknüpfung einer Metaheuristik mit einer exakten Methode. Ähnlich verhält es
sich mit dem Akzeptanzkriterium RESTART; denn die Auswahl der besten Lösung aus
einer Menge zufällig erzeugter Lösungen stellt ebenfalls eine einfache Metaheuristik dar.
Wenn man von den zufällig erzeugten Lösungen ausgehend dann jedes Mal eine Iterated
Local Search mit BETTER durchführt, dann kann man den Algorithmus zur Klasse
der Hybridheuristiken zählen. Allerdings wurde dabei nur die Iterated Local Search
mit RESTART betrachtet. Auch eine Kombination von Threshold Accepting mit der






Um die Konsistenz mit Abschnitt 2.1 zu erhalten und wegen des besseren Verständnisses
wird im Folgenden davon ausgegangen, dass f(·) + h(·), als die Summe aus Ziel f(·)
und Überschneidungsmaß h(·), maximiert wird. Die Aussagen zur Modellierung und zur
Optimierung werden durch die Minimierung von −f(·)− h(·) analog übernommen.
4.1 Sämlingsdichte
Das Problem der Sämlingsdichte wurde bereits von Wagner et al. (2010) mit Hilfe des
deterministischen Algorithmus DONLP2 bearbeitet. Um die in Kapitel 3 vorgestellten
Optimierungsmethoden mit DONLP2 zu vergleichen, wurden die Werte aus den
Testrechnungen dieser Untersuchungen verwendet.
Auf einer gegebenen homogenen Fläche X = [0,64]×[0,100] sollen 44 Kiefern mit gegebenen
BHD als Samenbäume so platziert werden, dass eine große und homogene Sämlingsdichte
auf X erreicht wird. Dabei müssen die Positionen der Bäume folgende Bedingungen erfüllen:
Sie müssen in X liegen und die Einflussbereiche dürfen sich nur geringfügig überschneiden.
Nachbarbestände werden nicht berücksichtigt. Abschnitt 3.1 zufolge kann dieses Problem
durch die Modelle (M3) und (M4) berechnet werden. Als Funktionen für die Güte der
Sämlingsdichte auf X werden gemäß Abschnitt 2.1 die Funktionen fS1(x, y) und fS2(x, y)
verwendet. In Tab. C.1 im Anhang sind alle benötigten Daten zusammengetragen. Die BHD
der Bäume im kontinuierlichen Problem sind normalverteilt mit einem Erwartungswert von
0,356 m und einer Standardabweichung von 0,021 m. Für (M4) wurde nur eine Gruppe von
Bäumen mit einem BHD von 0,356 m betrachtet.
Die Algorithmen DONLP2, Compass Search (CS), Threshold Accepting (TA) und
Iterated Local Search (ILS) wurden in Anlehnung an Wagner et al. (2010) jeweils
500 Mal auf das kontinuierliche Optimierungsproblem (M3) angewendet. Das diskrete
Optimierungsproblem (M4) wurde mit 2-opt*, 4-opt*, TA und ILS ebenfalls jeweils 500
Mal gelöst. Bei allen lokalen Suchverfahren wurde die zu testende Nachbarlösung mit
ERSTE ausgewählt. Dabei wurden die Bäume bzw. Positionen in einer festen Reihenfolge
betrachtet und die Bäume bzw. Positionen, die zuerst verändert werden sollten, zufällig
gewählt. Somit konnten aus einer Startlösung mehrere Lösungen berechnet werden, die
einen Einblick in die Güte der lokalen Suchverfahren lieferten. Für das kontinuierliche
und für das diskrete Problem wurde dieselbe Startlösung verwendet (siehe Tab. C.2 im
Anhang). Lediglich bei DONLP2 mussten 500 verschiedene, zufällige Startlösungen erzeugt
werden, da dieser Algorithmus zur Klasse der deterministischen Algorithmen gehört und
somit für eine Startlösung immer die gleiche Lösung berechnet. Ein Vergleich der Güte
der Startlösungen ist in Tab. 4.1 wiedergegeben. Der unterschiedliche Zielfunktionswert
für (M3) und (M4) bei gleicher Wahl der Baumpositionen entstand einerseits durch die
verschiedenen BHD der Bäume und den daraus resultierenden Überschneidungsmaß von
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Startlösung DONLP2 für (M3) für (M4)
Ø fS1(x, y) + h(x, y) 95,06 92,63 96,32
Min fS1(x, y) + h(x, y) 87,27 – –
Max fS1(x, y) + h(x, y) 100,73 – –
Ø fS2(x, y) + h(x, y) 86,40 85,92 89,67
Min fS2(x, y) + h(x, y) 59,94 – –
Max fS2(x, y) + h(x, y) 103,48 – –
Tabelle 4.1: Vergleich der Güte der Startlösungen bezüglich fS1(x, y) und fS2(x, y) für
DONLP2, das kontinuierliche Modell (M3) und das diskrete Modell (M4)
3,1801 für (M3) und von 0 für (M4) und andererseits durch die vom BHD abhängigen
Funktion der Samenmenge (A.6) und der abhängigen Dichteverteilung (A.7).
4.2 Humusmächtigkeit
Um die vorgestellten Algorithmen für (M3) und (M4) vergleichen zu können, wird
das Optimierungsziel leicht abgewandelt. Der Mischungsgrad und damit die Anzahl
der Bäume je Baumart wird fest vorgegeben. Somit wird durch die Optimierung von
fH(x, y) aus Abschnitt 2.1 ausschließlich nach der optimalen Mischungsform gesucht, bei
gleichzeitiger Minimierung der Konkurrenz der Bäume. Es wird also die Zielfunktion für
die Optimierungsmodelle (M3) und (M4) durch
λfH(x, y)− (1− λ)
h(x, y) · 100
hmax
→ max
mit dem Gewichtungsparameter λ ersetzt, um die Optimierung beider Ziele mit Hilfe der
Gewichtungsmethode der Vektoroptimierung zu ermöglichen (Ehrgott, 2005). Beispiele
für weitere Methoden, die in der Mehrzieloptimierung im Waldbau angewendet werden
können, sind in Tecle et al. (1998), Kangas et al. (2000), Pukkala und Kurttila (2005)
und Graichen (2008) aufgeführt. Die Konkurrenz zwischen den Bäumen wird dabei durch
hmax = 706,6441 auf Werte zwischen 0 und 100 normiert, da fH(x, y) bei den im Folgenden
erklärten Parametern des Optimierungsproblems für das diskrete Optimierungsmodell nur
Werte aus diesem Bereich annehmen kann. Für die Testrechnungen werden für λ die Werte
0, 0,5 und 1 betrachtet, um den Einfluss der unterschiedlichen Ziele auf die Verteilung der
Buchen und der Fichten deutlich zu machen. Für λ = 1 wurden keine Testrechnungen
mit (M3) durchgeführt, weil in diesem Fall keine Bestrafung der Überschneidung der
Baumkronen mehr erfolgt und somit ein Positionieren von mehreren Bäumen auf derselben
Stelle möglich ist. Die BHD der Buchen bzw. der Fichten im kontinuierlichen Problem
sind normalverteilt, mit einem Erwartungswert von 0,395 m bzw. von 0,633 m und einer
Standardabweichung von 0,023 m bzw. von 0,037 m. Im diskreten Optimierungsproblem
wurde jeweils nur eine Gruppe von Bäumen mit BHD von 0,395 m bzw. von 0,633 m
betrachtet. Da die Bäume einen durchschnittlichen Kronenradius von etwa 4 m haben,
wurde der Abstand der Bäume im hexagonalen Gitter von (M4) auf 8,5 m gesetzt, um
einen geschlossenen Bestand zu erhalten. Um die Konkurrenz der Bäume untereinander
abzubilden, wird der Einflussbereich jedes Baumes mit a = 0,5 um 0,5 m größer gewählt
110
4.3 Saugspannung
Startlösung Optimierungsmodell (M3) Optimierungsmodell (M4)
fH(x, y) 53,4574 53,2292
h(x, y)100\hmax 88,4855 94,0534
λ = 0 -88,4855 -94,0534
λ = 0,5 -17,5141 -20,4121
λ = 1 – 53,2292
Tabelle 4.2: Vergleich der Güte der Startlösungen bezüglich fH(x, y), h(x, y) und
λfH(x, y)− (1− λ)h(x, y)100\hmax mit λ = 0, λ = 0,5 und λ = 1
als sein Kronenradius. In Biber (1996) sind auf Seite 98 sind Kennwerte aufgeführt, die
den Effekt eines Baumes auf seinen Nachbarbaum in Abhängigkeit von den Baumarten
angeben. In Relation zueinander gesetzt, ergeben diese Werte für die Überschneidung
der Einflussbereiche von Buche untereinander und von Fichte untereinander für die
Strafparameter c1 und c2 den Wert 1. Für die Konkurrenz zwischen Buche und Fichte ergibt
sich demnach c12 = 1,3433, was den erhöhten Pflegebedarf gegenüber einem Reinbestand
widerspiegelt. Unter Berücksichtigung der Tatsache, dass die Einzelbaumeffekte bis zu 50 m
weit reichen und das außerdem die Eckpunkte von X Punkte des hexagonalen Gitters der
Baumpositionen sein sollen, wird die homogene Fläche X = [0,153]× [0, 147,25] betrachtet.
Es werden also auf X mit dem hexagonalen Gitter 389 Baumpositionen erzeugt, die alle
besetzt sein sollen. Die Zahl der Buchen auf X wird auf 30 % der Baumpositionen, das
sind 117 Stück, festgesetzt. Der Rest, 272 Bäumen, sind Fichten. In Tab. C.3 im Anhang
sind alle Daten zusammengetragen.
Die Algorithmen CS, TA und ILS wurden jeweils 100 Mal auf das kontinuierliche
Optimierungsproblem (M3) angewendet. Das diskrete Optimierungsproblem (M4) wurde
mit den Algorithmen 2-opt*, 4-opt*, TA und ILS ebenfalls jeweils 100 Mal gelöst. Bei
allen Algorithmen wurde die zu testende Nachbarlösung mit ERSTE gewählt. Wie bereits
im vorherigen Abschnitt beschrieben wurden die Bäume bzw. die Positionen in einer
festen Reihenfolge betrachtet und die Bäume bzw. die Positionen, die zuerst verändert
werden sollten, zufällig gewählt. Somit konnten aus einer Startlösung mehrere Lösungen
berechnet werden, die einen Einblick in die Güte der lokalen Suchalgorithmen liefern. Für
alle Testrechnungen wurde eine zufällig nach (M4) erzeugte Startlösung verwendet (siehe
C.4 im Anhang). Die Güte der Startlösung ist in Tab. 4.2 wiedergegeben. Wegen der
Standardverteilung der BHD der Bäume im kontinuierlichen Problem unterscheiden sich
die Zielfunktionswerte für das kontinuierliche und für das diskrete Problem ein wenig.
4.3 Saugspannung
Es wird ein homogener Fichtenbestand auf einer Gesamtfläche von X∪X̃ = 156×143,54m2
betrachtet. Der mittig platzierte Bereich X, auf dem Lücken entstehen können, hat eine
Fläche von 96×93,54m2. Für das diskrete Optimierungsmodell (M4) besitzen alle Fichten
einen BHD von 0,4 m und stehen im hexagonalen Gitter in Abständen von 6 m. Zur
Ausbildung von Lücken sollen von den 314 möglichen Positionen nur 267 besetzt bleiben. Es
werden also aus dem geschlossenen Bestand 47 Bäume gefällt, um Platz für die Verjüngung
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4 Testrechnungen
Startlösung Optimierungsmodell (M3) Optimierungsmodell (M4)
fSp(x, y), Z = −150hPa 0,648962 0,620567
fSp(x, y), Z = −200hPa 5,81297 5,87323
fSp(x, y), Z = −250hPa 15,4983 15,3369
Tabelle 4.3: Vergleich der Güte der Startlösungen bezüglich fSp(x, y) mit Z = −150 hPa,
Z = −200 hPa und Z = −250 hPa
zu schaffen. Der Fichtenbestand im Einflussbereich X̃ ist vollbestockt, und die Fichten
stehen ebenfalls im hexagonalen Gitter mit jeweiligen Abständen von 6 m. Demnach
werden bei der Berechnung der Saugspannung weitere 402 Fichten berücksichtigt. Für das
kontinuierliche Optimierungsmodell werden die Positionen der Bäume im Einflussgebiet X̃
und deren BHD von 0,4 m übernommen. Die BHD-Werte der 267 Fichten im Lückenbereich
X sind normalverteilt, mit einem Erwartungswert von 0,4 m und einer Standardabweichung
von 0,02 m. Für beide Modelle wurde bezüglich der Grenzsaugspannungen Z = −150hPa,
Z = −200hPa und Z = −250hPa die Verteilung der Lücken und ihre Form optimiert. In
Tab. C.5 im Anhang sind alle Daten zusammengetragen.
Die Algorithmen CS, TA und ILS wurden jeweils 100 Mal auf (M3) angewendet und
(M4) wurde mit den Algorithmen 2-opt*, 4-opt*, TA und ILS ebenfalls jeweils 100 Mal
gelöst. Wieder wurde bei allen Algorithmen die zu testende Nachbarlösung mit ERSTE
gewählt. Das Vorgehen entspricht dem in den vorherigen Abschnitten beschriebenen
Verfahren. Sowohl für das kontinuierliche als auch für das diskrete Problem wurde für
die drei Grenzsaugspannungen eine zufällig erzeugte Startlösung nach (M4) verwendet
(siehe Tab. C.6 im Anhang). Die Güte der Startlösung ist in Tab. 4.3 wiedergegeben.
Wie schon im vorherigen Abschnitt erklärt unterscheiden sich die Zielfunktionswerte
für das kontinuierliche und für das diskrete Problem wegen der Standardverteilung der
BHD der Bäume. Beim kontinuierlichen Problem ist der Wert des Überschneidungsmaßes
bei der Startlösung 0,253495, während er beim diskreten Problem für jeden möglichen
Stammverteilungsplan 0 ist.
4.4 Parameter der Algorithmen
Für die in Kapitel 3 aufgeführten Algorithmen wurden mehrere mögliche Varianten
vorgestellt. Für die Testrechnungen wurde jeweils eine Variante je Algorithmus in C++
programmiert. Deren Pseudocodes sind in Anhang B aufgeführt. Zusätzlich sind dort
die verwendeten Nachbarschaftsdefinitionen und algorithmusspezifischen Schritte und
Funktionen beschrieben.
Samenbaumverfahren
Der DONLP2-Solver berechnete bei der Optimierung von der Zielfunktion fS1(x, y) +
h(x, y) im Durchschnitt 942 Zeilfunktionswerte und bei der Optimierung der Zielfunktion
fS2(x, y) + h(x, y) durchschnittlich 1.456 Werte. Daher wurden die lokalen Suchverfahren
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bei Funktion fS1(x, y) nach 1.000 Funktionswertberechnungen (FWB) und bei Funktion
fS2(x, y) nach 1.500 FWB abgebrochen. Da zu erwarten gewesen war, dass die lokalen
Suchverfahren keine lokalen Optima finden würden, wurde die Anzahl an zulässigen
FWB bei einer Testrechnung auf 500.000 erhöht. Das Ziel dabei war, dass die lokalen
Suchverfahren abbrechen sollten, sobald sie eine lokal optimale Lösung gefunden haben. Um
die Leistung der Meta- und Hybridheuristiken mit der von DONLP2 vergleichen zu können,
wurden diese ebenfalls nach 1.000 bzw. 1.500 FWB abgebrochen. Außerdem wurden für
eine Testrechnung die Heuristiken gleichfalls erst nach 500.000 FWB abgebrochen. Die
Testrechnungen mit maximal 1.000 bzw. 1.500 FWB werden im weiteren Verlauf als „Erster
Test“ bezeichnet, und die Testrechnung mit maximal 500.000 FWB als „Zweiter Test“.
Für 2-opt* und 4-opt* mussten keine sonstigen Parameterwerte festgelegt werden. Die
gewählten Parameterwerte für die Testrechnungen mit maximal 1.000 FWB der anderen
Algorithmen sind in Tab. 4.4 angegeben. In Tab. 4.5 sind die im Vergleich zu Tab. 4.4
geänderten Parameter für die Testrechnungen mit maximal 500.000 FWB aufgelistet.
Humusmächtigkeit und Saugspannung
Die lokalen Suchverfahren wurden nach 2.500 FWB abgebrochen. Um die Leistung
der Heuristiken damit vergleichen zu können, wurden diese ebenfalls nach 2.500 FWB
abgebrochen. Außerdem wurde jeweils eine Testrechnung durchgeführt, bei der die
Algorithmen erst nach 500.000 FWB abgebrochen wurden.
Für 2-opt* und 4-opt* mussten keine sonstigen Parameterwerte festgelegt werden. Die für
die Optimierung der Humusmächtigkeit und der Saugspannung gewählten Parameterwerte
für die Testrechnungen mit maximal 2.500 FWB der anderen Algorithmen sind in Tab.
4.6 angegeben. In Tab. 4.7 sind die im Vergleich zu Tab. 4.6 geänderten Parameter für die
Testrechnungen mit maximal 500.000 FWB aufgelistet.
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Optimierungsalgorithmen CS TA, k ILS, k TA, d ILS, d
Anfangsschrittweite 10 – 10 – –
Abbruchschrittweite 0,25 – 0,25 – –
Abbruchschwellenwert – 0,01 0,01 0,01 0,01
Abkühlparameter – 0,8 0,8 0,9 0,9
Startakzeptanzradius – 0,8 0,8 0,8 0,8
Startschwellenwert – 25 25 25 25
Markovkettenlänge – 25 1 25 1
FA lokale Suche – – 25 – 25
Anzahl gestörter Bäume – – 10 – 10
Tabelle 4.4: Gewählte Parameterwerte der Algorithmen für die Optimierung der
Kiefernsämlingsdichte mit maximal 1.000 FWB im ersten Test; FA – maximale Anzahl
an FWB
Optimierungsalgorithmen CS TA, k ILS, k TA, d ILS, d
Markovkettenlänge – 5.000 1 5.000 1
FA lokale Suche – – 5.000 – 5.000
Tabelle 4.5: Veränderte Parameterwerte der Algorithmen für die Optimierung der
Kiefernsämlingsdichte mit maximal 500.000 FWB; FA – maximale Anzahl an FWB
Optimierungsalgorithmen CS TA, k ILS, k TA, d ILS, d
Anfangsschrittweite 10 – 10 – –
Abbruchschrittweite 0,25 – 0,25 – –
Abbruchschwellenwert – 0,01 0,01 0,01 0,01
Abkühlparameter – 0,8 0,8 0,9 0,9
Startakzeptanzradius – 0,8 0,8 0,8 0,8
Startschwellenwert – 25 25 25 25
Markovkettenlänge – 100 1 100 1
FA lokale Suche – – 100 – 100
Anzahl gestörter Bäume – – 20 – 20
Tabelle 4.6: Gewählte Parameterwerte der Algorithmen für die Optimierung der
Humusmächtigkeit und der Saugspannung mit maximal 2.500 FWB; FA – maximale Anzahl
an FWB
Optimierungsalgorithmen CS TA, k ILS, k TA, d ILS, d
Markovkettenlänge – 7.500 1 7.500 1
FA lokale Suche – – 7.500 – 7.500
Tabelle 4.7: Veränderte Parameterwerte der Algorithmen für die Optimierung der





Die Verteilung der 500 mit 1.000 FWB errechneten Lösungen zur Maximierung der
Sämlingsdichte fS1 ist im Boxplot in Abb. 5.1 dargestellt. Die Länge der Antennen
kann maximal das 1,5-fache des Interquartilsabstands betragen. Ausreißer sind mit
Punkten gekennzeichnet. Des Weiteren sind die Ergebnisse des DONLP2 aus Wagner et
al. (2010) aufgeführt, die mit maximal 500.000 FWB berechneten Lösungen sind mit
einem Stern gekennzeichnet. Mit dem Wilcoxon-Rangsummentest (Wilcoxon, 1945) für
nicht-normalverteilte, unverbundene Stichproben konnten die offensichtlichen Unterschiede
in der Lösungsgüte der Algorithmen mit einem Signifikanzniveau α von 5 % verifiziert
werden. Die folgende Reihenfolge ergab sich vom besten zum schlechtesten Algorithmus:





 > 4-opt, d > ILS, k.
Demnach liefert Threshold Accepting für das diskrete Problem (M4) das beste Ergebnis,
danach folgen Compass Search und Threshold Accepting für das kontinuierliche
Optimierungsproblem (M3). Bei den Algorithmen 2-opt und ILS für (M4) und DONLP2 für
(M3) konnten keine signifikanten Unterschiede in der Lösungsgüte nachgewiesen werden.
Am schlechtesten waren die Ergebnisse vom 4-opt-Verfahren für (M4), gefolgt von der
Iterated Local Search für (M3). Wenn man die Lösungen der Algorithmen mit maximal
500.000 FWB aus Tab. 5.1 miteinander vergleicht, dann ergibt sich die Reihenfolge
2-opt, d > TA, d > ILS, k> ILS, d > CS, k > TA, k> 4-opt, d.
Allerdings schwankt die Anzahl an benötigten FWB sehr stark. Die beste Lösung
wurde mit 110.580 FWB ermittelt, während für die zweitbeste Lösung fast der dreifache
Rechenaufwand notwendig war. Dagegen wurde die drittbeste Lösung mit lediglich 25.000
FWB gefunden.
Zum Vergleich ist die Verteilung der 500 mit 1.500 FWB errechneten Lösungen zur
Maximierung der Fläche mit einer Mindestsämlingsdichte fS2 im Boxplot in Abb. 5.2
fS1 2-opt, d TA, d ILS, k ILS, d CS, k TA, k 4-opt, d
ZF 106,02 105,97 105,71 105,66 105,59 105,21 104,68
A 110,58 305 213,803 300 4,647 230 500
R 0,8112 0,8112 0,7917 0,8566 0,7975 0,9529 0,9877
Tabelle 5.1: Zielfunktionswert (ZF), Anzahl (A) an verwendeten FWB in Tausend
und Aggregationsindex R von Clark und Evans (1954) der mit maximal 500.000 FWB
errechneten Lösung bzgl. fS1
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Abbildung 5.1: Von links nach rechts: Verteilung der 500 mit 1.000 FWB errechneten
Lösungen bzgl. fS1 für das kontinuierliche Problem mit dem exakten Verfahren
DONLP2 (Wagner et al., 2010), dem lokalen Suchverfahren Compass Search (CS), den
Metaheuristiken Threshold Accepting (TA) und Iterated Local Search (ILS) sowie für das
diskrete Problem mit den lokalen Suchen 2-opt und 4-opt und den Metaheuristiken TA und
ILS; die Zielfunktionswerte der mit maximal 500.000 FWB errechneten Lösungen sind mit
einem Stern gekennzeichnet
dargestellt. Auch bei diesen Testrechnungen konnten die Unterschiede in der Lösungsgüte
mit dem Wilcoxon-Rangsummentest verifiziert werden. Hierbei ergab sich vom besten zum
schlechtesten Algorithmus folgende Reihenfolge:
CS, k > TA, d > DONLP2, k> TA, k> 2-opt, d > ILS, d >4-opt, d > ILS, k.
Die Reihenfolge hat sich leicht verändert. Der beste Algorithmus war Compass Search für
(M3), danach folgen Threshold Accepting für (M4), DONLP2 und Threshold Accepting
für (M3), 2-opt und ILS für (M4). Am schlechtesten waren wieder die Ergebnisse
des 4-opt-Verfahrens für (M4), gefolgt von der Iterated Local Search für (M3). Diese
Reihenfolge ändert sich stark, wenn man die mit maximal 500.000 FWB erhaltenen
Lösungen der Algorithmen aus Tabelle 5.2 betrachtet; dort ist die Reihenfolge
TA, d > ILS, k> 2-opt, d > TA, k> CS, k > ILS, d > 4-opt, d.
Es zeigen sich wieder sehr große Unterschiede in der Anzahl an benötigten FWB. Die
beste Lösung wurde von Threshold Accepting für (M4) mit 360.000 FWB ermittelt,
während für die drittbeste Lösung nur 57.719 FWB notwendig waren. Dagegen lieferte
4-opt nach den maximal möglichen 500.000 FWB die schlechteste Lösung. Aus den
Wilcoxon-Rangsummentests und aus Abb. 5.1 wird für den ersten Test eine Dreiteilung
der Algorithmen für fS1 und fS2 ersichtlich. Compass Search und Threshold Accepting
für (M3) und (M4) lieferten die besten Lösungen mit der geringsten Streuung. Auch das
2-opt-Verfahren und die Iterated Local Search für (M4) konnten gute Lösungen ermitteln,
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Abbildung 5.2: Von links nach rechts: Verteilung der 500 mit 1.500 FWB errechneten
Lösungen bzgl. fS2 für das kontinuierliche Problem mit DONLP2, CS, TA und ILS sowie
für das diskrete Problem mit 2-opt, 4-opt, TA und ILS; die Funktionswerte der mit maximal
500.000 FWB errechneten Lösungen sind mit einem Stern gekennzeichnet
wobei deren Streuung eineinhalb bis zwei Mal so groß war. Die schlechtesten Ergebnisse
lieferten das 4-opt-Verfahren und die Iterated Local Search für (M3).
In Abb. 5.3 sind die Stammverteilungspläne der mit maximal 500.000 FWB errechneten
Lösungen für die Maximierung der Sämlingsdichte fS1 je Algorithmus dargestellt. Die
zugehörige Verteilung der Sämlingsdichte ist in Abb. 5.4 zu sehen. Für gute Lösungen
des kontinuierlichen Optimierungsproblems scheinen demnach hauptsächlich Reihen
von Bäumen charakteristisch zu sein, während beim diskreten Optimierungsproblem
offensichtlich überwiegend Gruppen von drei bis vier Bäumen günstig sind. Insgesamt
sind ein deutlicher Abstand der Baumpositionen vom Rand der Fläche und eine
Klumpung der Bäume zu erkennen, während einzeln stehende Bäume nicht bevorzugt
werden. Der Aggregationsindex R von Clark und Evans (1954) quantifiziert das
horizontale Baumverteilungsmuster in einem Bestand (Pretzsch, 1996). Die realen mittleren
Abstände zwischen einem Baum und seinen nächsten Nachbarn werden dabei zu den zu
fS2 TA, d ILS, k 2-opt, d TA, k CS, k ILS, d 4-opt, d
ZF 121,49 120,99 120,61 119,41 118,19 116,41 113,35
A 360 314,678 57,719 315 6,111 355 500
R 0,8971 1,1698 0,9913 1,1179 1,2977 1,045 1,1885
Tabelle 5.2: Zielfunktionswert (ZF), Anzahl (A) an verwendeten FWB in Tausend
und Aggregationsindex R von Clark und Evans (1954) der mit maximal 500.000 FWB


































































































































































































































































































































































erwartenden Abständen, die bei einer zufälligen Verteilung der Bäume auftreten würden,
ins Verhältnis gesetzt. R nimmt bei einer starken Klumpung Werte nahe 0 und bei
regelmäßigen hexagonalen Verteilungen der Bäume Werte bis 2,1491 an. Je mehr die
Verteilung von den beiden Extremfällen abweicht, umso näher wird ein Wert nahe 1
(zufällige Verteilung) errechnet. In Tab. 5.1 ist der Aggregationsindex für die Maximierung
der Sämlingsdichte angegeben. Es fällt auf, dass R von der besten zur schlechtesten Lösung
für (M4) von 0,8112 auf 0,9877 und für (M3) von 0,7917 auf 0,9529 ansteigt; das bedeutet,
dass für eine Maximierung der durchschnittlichen Sämlingsdichte eine Klumpung der
Bäume einer zufälligen Verteilung vorzuziehen ist. Wenn man hingegen die Fläche mit
einer Mindestsämlingsdichte maximieren will, dann ist nach dem Aggregationsindex R aus
Tab. 5.2 eine zufällige Verteilung der Bäume gegenüber einer gleichmäßigen Anordnung
besser; das spiegelt sich im aufsteigenden Trend des Aggregationsindex R für (M3) und
(M4) wider.
Abb. 5.5 zeigt die Stammverteilungspläne der mit maximal 500.000 FWB errechneten
Lösungen für die Maximierung der Fläche mit einer Mindestsämlingsdichte fS2. In Abb. 5.6
ist die zugehörige Verteilung der Sämlingsdichte dargestellt. Für beide Modellierungsarten
scheint die Positionierung der meisten Bäume entlang des Rands der Fläche und einer
kleinen Menge von Bäumen in der Mitte der Fläche vorteilhaft zu sein. Auffällig
dabei ist, dass sich die Baumkronen beim kontinuierlichen Optimierungsproblem kaum
berühren und trotzdem große Gruppen gebildet werden; dagegen werden beim diskreten
Optimierungsproblem überwiegend Gruppen von drei bis vier Bäumen gebildet.
Die Abb. D.1 bis D.9 im Anhang zeigen jeweils in der linken Spalte das Verhalten der
Algorithmen für die 500 mit 1.000 FWB durchgeführten Testrechnungen und in der rechten
Spalte für die mit maximal 500.000 FWB durchgeführte Testrechnung für die Maximierung
der Sämlingsdichte fS1. In den Abb. D.10 bis D.18 sind die entsprechenden Diagramme für
die Maximierung der Fläche der Sämlingsdichte fS2 aufgeführt. Alle Algorithmen brachen
bei den 500 Testrechnungen nach 1.000 FWB für fS1 und nach 1.500 für fS2 ab, sodass
die Lösungen der lokalen Suchverfahren Compass Search, 2-opt und 4-opt keine lokalen
Optima lieferten. Für die Metaheuristiken ist generell keine Aussage zur Optimalität der
Lösungen möglich. Allerdings gilt, dass die Wahrscheinlichkeit geringer ist, in der Nähe
eines lokalen Optimums zu liegen als bei der mit maximal 500.000 FWB durchgeführten
Testrechnung, denn beim zweiten Test brachen alle Metaheuristiken für fS1 und fS2 wegen
Unterschreitung des Mindestschwellenwertes ab (siehe Abb. D.2 bis D.5 und D.8 bis D.9 für
fS1, D.11 bis D.14 und D.17 bis D.18 für fS2). Die Lösung des Compass-Search-Verfahrens
ist ein lokales Optimum bzgl. der Nachbarschaft und der Mindestschrittweite beim zweiten
Test (Abb. D.1 und D.10). Auch 2-opt ermittelte eine lokal optimale Lösung (Abb. D.6
und D.15). Dagegen reichten die 500.000 FWB nicht aus, um mit 4-opt eine lokal optimale
Lösung zu finden (Abb. D.7 und D.16).
Im Folgenden soll noch auf das Verhalten der einzelnen Algorithmen eingegangen werden,
zuerst für das kontinuierliche und dann für das diskrete Optimierungsproblem . Da sich das
Verhalten der einzelnen Algorithmen bezüglich fS1 und fS2 nur geringfügig voneinander
unterscheidet, werden ausschließlich die Ergebnisse für fS1 besprochen.
Beim ersten Test lieferte das Compass-Search-Verfahren anfangs sehr hohe Verbesserungs-
raten des Zielfunktionswertes; diese nahmen im Laufe der Optimierung ab (Abb. D.1).
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Derselbe Verlauf entstand auch nach den Schrittweitenverkleinerungen beim zweiten Test,
allerdings wird die Ausprägung mit sinkender Schrittweite geringer.
Das Verhalten des Threshold Accepting beim ersten Test unterteilte sich in zwei
Phasen: Bis etwa zur 400. FWB wurden Lösungen mit hohem Strafterm und niedrigem
Zielfunktionswert angenommen (Abb. D.3); hierbei fielen die großen Startschwellenwerte,
die zwischen 200 und 350 lagen, auf etwa 10. Nach der 400. FWB nahm der Wert des
Strafterms immer weiter ab, und eine Verbesserung der besten Lösung setzte ein (Abb.
D.2). Dasselbe Verhalten ergab sich bezüglich der Grenze zwischen den beiden Phasen
auch beim zweiten Test; dort lag sie bei 50.000 FWB.
Das Verhalten der Iterated Local Search änderte sich vom ersten zum zweiten Test
bezüglich der aktuellen Lösungen stark. Beim ersten Test wurden in den ersten 1000 FWB
immer wieder Lösungen mit hohem Strafterm berechnet (Abb. D.5); gleichzeitig konnte die
Startlösung gar nicht bzw. nur maximal fünf Mal verbessert werden. Das führte zu einer
großen Streuung der Zielfunktionswerte der besten Lösungen. Beim zweiten Test war das
Verhalten genau umgekehrt. Hier trat eine starke Verbesserung der Startlösung schon nach
der ersten lokalen Suche ein; im weiteren Verlauf hatten alle aktuellen Lösungen am Ende
der lokalen Suchen einen Strafterm von 0.
Beim 2-opt-Verfahren für (M4) fällt auf, dass es eine große Streuung der Ergebnisgüte
beim ersten Test gab, und dass es immer wieder lange Phasen gab, während denen sich
der bisher beste Zielfunktionswert nicht veränderte (Abb. D.6). Beim zweiten Test zeigte
sich eine starke Verbesserung des Zielfunktionswertes in den ersten 10.000 FWB. Danach
waren nur noch geringe Verbesserungen möglich, bis ein lokales Optimum gefunden und
verifiziert wurde.
Das 4-opt-Verfahren zeigte dasselbe Verhalten wie das 2-opt-Verfahren, aber in stärkerer
Ausprägung (Abb. D.7), d. h., die Phasen zwischen Verbesserungen von Lösungen waren
noch größer, allerdings fand der Algorithmus im zweiten Test kein lokales Optimum.
Das Verhalten des Threshold Accepting beim ersten Test unterteilte sich auch bei
(M4) in zwei Phasen: Bis etwa zur 500. FWB wurden Lösungen mit schlechteren
Zielfunktionswerten angenommen (Abb. D.8) und es wurden selten bessere Lösungen als
die Startlösung gefunden. Nach 500 FWB beim ersten Test und nach 100.000 FWB beim
zweiten Test wurden kaum noch schlechtere Lösungen angenommen und eine Verbesserung
der bisher besten Lösung setzte ein.
Beim ersten Test wurden bei der Iterated Local Search immer wieder Lösungen mit
wesentlich schlechteren Zielfunktionswerten als die Startlösung (D.9) akzeptiert. Beim
zweiten Test trat dagegen eine starke Verbesserung der Startlösung schon nach der ersten
lokalen Suche ein. Im weiteren Verlauf wurden am Ende der lokalen Suchen zwar aktuelle
Lösungen mit schlechteren Zielfunktionswerten berechnet, allerdings waren die Werte
immer in der Nähe der besten Lösung und wesentlich größer als bei der Startlösung.
5.2 Humusmächtigkeit
Zuerst wird das Verhalten der Algorithmen für das kontinuierliche Optimierungsproblem
beschrieben. Für die Gewichtungen λ = 0 und λ = 0,5 gab es beim Compass-
Search-Verfahren, ausgehend von der Startlösung und einer Startschrittweite von 10 m,
keine Nachbarlösung, deren Funktionswert kleiner war als die Startlösung. Um das zu
testen, mussten insgesamt 1556 Funktionswerte berechnet werden. Daraufhin halbierte
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Compass Search die Schrittweite auf 5 m. Nach weiteren 944 FWB brach Compass Search
die Suche mit der verkürzten Schrittweite wegen der erreichten Obergrenze von 2.500
berechneten Funktionswerten ab, ohne eine bessere Lösung gefunden zu haben. Deswegen
wurde der Algorithmus erneut gestartet, diesmal mit einer Startschrittweite von 5 m.
Auch bei diesem Versuch halbierte Compass Search die Schrittweite nach 1556 FWB.
Erst mit einer Schrittweite von 2,5 m konnten bessere Nachbarlösungen gefunden werden;
allerdings unterschieden sich die Zielfunktionswerte nur geringfügig von der Startlösung.
Bei den Metaheuristiken Threshold Accepting und Iterated Local Search war das Verhalten
noch extremer. Diese Algorithmen fanden auch nach 2.500 FWB keine bessere Lösung als
die Startlösung. Für λ = 1 wurden keine Testrechnungen durchgeführt (siehe Abschnitt
4.2). Aus diesen Gründen wurden die Ergebnisse der Algorithmen für das kontinuierliche
Optimierungsproblem nicht weiter betrachtet, stattdessen wird nachfolgend ausschließlich
das Verhalten der Algorithmen für (M4) beschrieben.
Die Verteilung der 100 mit 2.500 FWB berechneten Lösungen zur Optimierung der
Humusmächtigkeit unter Berücksichtigung der Baumartenkonkurrenz wird im Boxplot in
Abb. 5.7 für die Gewichtungen λ = 0 (links), λ = 0,5 (Mitte) und λ = 1 (rechts) dargestellt.
Die nach maximal 500.000 FWB gefundenen Lösungen sind zum Vergleich mit einem Stern
eingetragen. Die Reihenfolge
TA > 2-opt > ILS > 4-opt
hat sich für die 100 Lösungen je Algorithmus für alle Gewichtungen ergeben. Dieses
Resultat kann auch mit dem Wilcoxon-Rangsummentest verifiziert werden. Bemerkenswert
dabei ist der große Unterschied der Lösungen vom besten Algorithmus, Threshold
Accepting bei λ = 0,5 und bei λ = 1, zu den anderen, schlechteren Algorithmen. Wenn man
die mit maximal 500.000 FWB errechneten Ergebnisse betrachtet, dann lieferten 2-opt und
Threshold Accepting ähnliche Ergebnisse und waren immer besser als das 4-opt-Verfahren
und die Iterated Local Search (Tab. 5.3). Daher gilt auch hier für alle Gewichtungen die
oben genannte Reihenfolge. Threshold Accepting und die Iterated Local Search benötigten
knapp 300.000 FWB; nur 4-opt benötigte die maximal möglichen 500.000 FWB und lieferte
immer die schlechteste Lösung.
Die Stammverteilungspläne der mit maximal 500.000 FWB errechneten Lösungen
sind für λ = 0 in Abb. 5.8, für λ = 0,5 in Abb. 5.9 und für λ = 1 in Abb. 5.10
TA 2-opt ILS 4-opt
λ = 0 ZF -83,70 -84,16 -86,91 -88,95
A 292,5 298,819 292,5 500
λ = 0,5 ZF -11,78 -11,86 -12,57 -14,77
A 285 270,54 285 500
λ = 1 ZF 74,57 73,46 71,94 66,02
A 285 179,757 285 500
Tabelle 5.3: Zielfunktionswert (ZF) und Anzahl (A) an verwendeten FWB in Tausend
der mit maximal 500.000 FWB errechneten Lösung bzgl. der Gewichtungen λ = 0, λ = 0,5























































































































































































































































































































































































































































































































































































































































































































































































































































jeweils oben dargestellt. In denselben Abbildungen sind die zugehörigen Verteilungen der
Humusmächtigkeit unten abgebildet. Für die Minimierung der Baumartenkonkurrenz mit
λ = 0 erwies sich eine Aufteilung des Bestandes in einen reinen Buchen- und einen reinen
Fichtenbestand als optimal. Hierbei entstand nur im Buchenbestand eine Humusmasse,
die kleiner als die Grenzmasse von 4 kgTM/m2 war. Für die Gewichtungen λ = 0,5
und λ = 1 wurden Buche und Fichte vermischt. Der einzige Unterschied war, dass bei
λ = 1 die Buchen einzelbaumweise eingemischt wurden und fast ausschließlich Fichten
als direkte Nachbarbäume hatten, während bei λ = 0,5 eine Buche meist zwei Buchen
als Nachbarn hatte. Dadurch entstand bei λ = 0,5 eine größere Fichtengruppe, unter
der die Humusmächtigkeit die Grenzmasse überschritt. Ansonsten bildete sich bei beiden
kleinstandörtlichen Mischungen von Buche in Fichte auf einem Großteil der Bestandesfläche
X eine Humusmächtigkeit aus, die kleiner als 4 kgTM/m2 war.
Die Verteilung der beiden Baumarten kann man durch den Segregationstest von
Lotwick und Silverman (1982) unter der Nullhypothese, dass die Baumarten unabhängig
voneinander auf der Bestandesfläche verteilt sind, bewerten. Wenn die Nullhypothese
erfüllt ist, dann nimmt die Funktion L12(r) den Wert 0 an. Positive Funktionswerte
deuten auf eine bevorzugte Wahl der anderen Baumart und negative Werte auf eine
bevorzugte Wahl der eigenen Baumart im Abstand von r Metern hin. In Abb. 5.11 ist
L12(r) für die Ergebnisse des Threshold Accepting für alle drei Gewichtungen angegeben.
Die Funktion L12(r) wurde mit einer Schrittweite von 8,5 m ermittelt, da der Abstand
zweier benachbarter Bäume 8,5m betrug. Der Verlauf der Funktion ist bei den mit
maximal 500.000 FWB errechneten Lösungen dem der anderen Algorithmen ähnlich. Bei
der Optimierung der Baumartenkonkurrenz (λ = 0) war eine signifikante Separation
der Baumarten von den direkten Nachbarbäumen bis in eine Entfernung von 70m zu
erkennen. Bei den Gewichtungen λ = 0,5 und λ = 1 unterschied sich der Verlauf
von L12(r) nicht stark. Ab 60 m war eine Bevorzugung der anderen Baumart für beide
Gewichtungen zu erkennen. Bis in eine Entfernung von 60m nahm L12(r) Werte nahe 0
an, was eine voneinander unabhängige Verteilung der Baumarten beschreibt. Allerdings
kann man aus dem Verlauf von L12(r) Tendenzen ablesen. Bei λ = 0,5 zeigte sich, dass als
unmittelbare Nachbarbäume etwas häufiger Bäume der eigenen Art bevorzugt wurden, in
17 m Entfernung Bäume der anderen Art und danach wieder Bäume der eigenen Art. Für
die Optimierung der Humusmächtigkeit (λ = 1) war der Verlauf umgekehrt. Zuerst wurde
die andere Baumart bevorzugt, danach die eigene und dann wieder die andere Baumart.
Das unterstützt die oben angeführte Beobachtung, dass für λ = 0,5 und λ = 1 eine
kleinstandörtliche Mischung von Buche in Fichte vorlag.
In den Abb. D.19 bis D.32 im Anhang ist das Verhalten der Algorithmen für die 100 mit
2.500 FWB durchgeführten Testrechnungen des ersten Tests jeweils in der linken Spalte
und für die eine mit maximal 500.000 FWB durchgeführte Testrechnung des zweiten Tests
in der rechten Spalte aufgeführt. Alle Algorithmen brachen beim ersten Test nach 2.500
FWB ab. Damit berechneten die lokalen Suchverfahren keine lokal optimalen Lösungen. Die
Metaheuristiken brachen beim zweiten Test für alle Gewichtungen wegen Unterschreitung
des Mindestschwellenwertes ab. Das 2-opt-Verfahren ermittelte eine lokal optimale Lösung,
während 4-opt nach 500.000 FWB keine lokales Optimum finden konnte.
Da sich das Verhalten der einzelnen Algorithmen bezüglich λ = 0,5 und λ = 1 kaum






Abbildung 5.11: Segregationstest nach Lotwick und Silverman (1982) für die mit maximal
500.000 FWB berechneten Ergebnisse des Threshold Accepting für λ = 0 (oben), λ = 0,5
(Mitte) und λ = 1 (unten); L12(r) ist bezogen auf den Abstand r in Metern mit einer
durchgezogenen Linie dargestellt; die Grenzen des Konfidenzintervalls mit α = 5% werden
durch die gestrichelten Linien markiert; die gepunktete Linie steht für eine voneinander
unabhängige Verteilung der Baumarten
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ausführlich besprochen und bzgl. λ = 1 nur Abweichungen aufgeführt.
Beim 2-opt-Verfahren fällt auf, dass der bisher beste Zielfunktionswert über lange Strecken
nicht verbessert werden konnte (Abb. D.19). Für λ = 0 stiegen die Zielfunktionswerte
linear an, während bei den beiden anderen Gewichtungen die Zielfunktionswerte in den
ersten 500 FWB stark anstiegen und danach kaum Verbesserungen eintraten (Abb. D.23
und D.29). Beim zweiten Test war bei allen Gewichtungen die starke Verbesserung des
Zielfunktionswertes in den ersten FWB erkennbar. Nachdem noch geringe Verbesserungen
möglich waren, wurden die gefundenen lokalen Optima verifiziert.
Die Abstände zwischen einzelnen Verbesserungen von Lösungen waren beim
4-opt-Verfahren größer als beim 2-opt-Verfahren (Abb. D.20). Ansonsten war der
Verlauf beim 4-opt-Verfahren ähnlich wie der des 2-opt-Verfahrens.
Beim Threshold Accepting schwankten die Startschwellenwerte für λ = 0,5 zwischen
nahe 0 und 0,6. Für λ = 0 dagegen wurden nur Startschwellenwerte zwischen 0,5 und
1 gewählt. Deswegen unterschied sich auch das Verhalten des Threshold Accepting
zwischen den Gewichtungen beim ersten Test ein wenig. Für λ = 0 konnte mit den
ersten 1.700 FWB kaum eine Verbesserung des Zielfunktionswertes gefunden werden.
Erst bei einem Schwellenwert von 0,15 trat eine Verbesserung ein (Abb. D.21). Für
die anderen Gewichtungen war dasselbe Verhalten für hohe Startschwellenwerte zu
sehen (Abb. D.25 und D.31). Wenn der Schwellenwert auf 0,15 gesunken war, wurde
der Zielfunktionswert kontinuierlich verbessert, und es wurden kaum noch Lösungen
mit schlechteren Zielfunktionswerten betrachtet. Allerdings trat zum Schluss der
Testrechnungen bei Annäherung des Schwellenwertes gegen 0 eine Phase auf, bei der die
Verbesserungsrate immer schneller abnahm und nur noch geringfügige Verbesserungen
eintraten. Beim zweiten Test zeigten die Testrechnungen ein ähnliches Verhalten wie für
λ = 0,5 beim ersten Test.
Die Iterated Local Search lieferte im ersten Test für λ = 0 kaum Verbesserungen der
Startlösung, gleichzeitig wurden bei der Suche immer wieder Lösungen betrachtet, die
einen schlechteren Zielfunktionswert als die Startlösung hatten. Im Gegensatz dazu wurde
bei λ = 0,5 die Startlösung mit den ersten 500 FWB sehr stark verbessert und danach
nur noch geringfügig. Beim zweiten Test zeigten dagegen alle Gewichtungen das gleiche
Verhalten. Während der 7.500 FWB der ersten lokalen Suche erfolgte eine sehr starke
Verbesserung des Zielfunktionswertes. Danach nahm die Verbesserungsrate stark ab, und
die aktuell betrachteten Lösungen pendelten sich auf einem hohen Niveau ein.
5.3 Saugspannung
Für die Optimierung der Humusmächtigkeit konnten die Metaheuristiken Threshold
Accepting und Iterated Local Search mit dem kontinuierlichen Optimierungsmodell (M3)
gar keine Verbesserungen berechnen (siehe Abschnitt 5.2). Dasselbe Verhalten trat bei
der Optimierung der Saugspannung auf. Einzig beim Compass-Search-Verfahren zeigten
sich geringe Verbesserungen. Diese waren aber immer geringer als bei den Lösungen der
Algorithmen für das diskrete Optimierungsmodell (M4). Daher werden in diesem Abschnitt
nur die Ergebnisse für (M4) erläutert.
Die Verteilung der 100 mit 2.500 FWB berechneten Lösungen zur Optimierung der
Saugspannung fSp sind im Boxplot in Abb. 5.12 für die Grenzsaugspannungen Z =
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−150hPA (links), Z = −200hPA (Mitte) und Z = −250hPA (rechts) dargestellt. Zum
Vergleich sind die mit maximal 500.000 FWB berechneten Lösungen mit einem Stern
eingetragen. Bei den 100 berechneten Lösungen ist für alle Grenzsaugspannungen eine
deutliche Reihenfolge erkennbar. Dies verifiziert auch der Wilcoxon-Rangsummentest mit
TA > 2-opt > ILS > 4-opt.
Somit lieferten 2-opt, 4-opt und die Iterated Local Search immer schlechtere Lösungen als
das Threshold-Accepting-Verfahren.
Vergleicht man die mit maximal 500.000 FWB berechneten Lösungen, die in Tab. 5.4
aufgeführt sind, dann ergibt sich für Z = −150hPA und Z = −250hPA die Reihenfolge
TA > ILS > 2-opt> 4-opt
und für Z = −200hPA die veränderte Reihenfolge
TA > 2-opt > ILS > 4-opt.
Es zeigte sich, dass Threshold Accepting wieder die besten Lösungen für alle
Grenzsaugspannungen errechnete. An zweiter Stelle folgten entweder die Iterated Local
Search oder 2-opt. Allerdings benötigte Threshold Accepting mit 172.500 oder 285.000
FWB einen ähnlich hohen Rechenaufwand wie die Iterated Local Search, während 2-opt
bereits nach etwas mehr als 50.000 FWB eine lokal optimale Lösung fand. Wie schon
bei der Optimierung der Sämlingsdichte und der Humusmächtigkeit lieferte auch hier das
4-opt-Verfahren mit den maximal möglichen 500.000 FWB die schlechtesten Lösungen.
Abb. 5.13, 5.14 und 5.15 zeigen oben die Stammverteilungspläne der mit maximal
500.000 FWB berechneten Lösungen für die Optimierung der Saugspannung fSp mit Z =
−150hPa, Z = −200hPa und Z = −250hPa und unten die zugehörigen Verteilungen der
Saugspannung. Für die Grenzsaugspannung Z = −150hPa schienen große Lücken günstig
zu sein. Die Lücken hatten eine Nord-Süd-Ausrichtung. Zusätzlich schien die Verbreiterung
der Lücke in Richtung Norden von Vorteil zu sein. Flächen mit höherer Saugspannung
als der Grenzsaugspannung Z = −150hPa wurden in einem gewissen Abstand vom
Kronenrand der Lücke ausgebildet. Bei der Grenzsaugspannung Z = −200hPa bildeten
sich Lücken, in deren Mitte Bäume platziert waren. Durch diese Grenzsaugspannung
wurde auf dem gesamten unbeschirmten Lückenbereich eine höhere Saugspannung als
Z = −200hPa angenommen. Auch hier schien eine Nord-Süd-Ausrichtung der Lücken
vorteilhaft zu sein. Allerdings war die Tendenz nicht so eindeutig wie bei Z = −150hPa.
Eine großflächige Auflockerung des Bestandes wurde bei Z = −250hPa bevorzugt, denn
durch die geringe Grenzsaugspannung entstand auf den aufgelockerten Flächen bis unter
die Kronendächer der angrenzenden Bäume Flächen mit höherer Saugspannung. Eine
bestimmte Ausrichtung der aufgelockerten Flächen schien keinen Vorteil zu bringen.
Die Abb. D.33 bis D.36 zeigen das Verhalten der Algorithmen für die mit 2.500 FWB
durchgeführten 100 Testrechnungen jeweils in der linken Spalte (erster Test) und für die mit
maximal 500.000 FWB durchgeführte Testrechnung in der rechten Spalte (zweiter Test)
für die Optimierung der Saugspannung mit dem Grenzwert Z = −150hPa. In den Abb.
D.37 bis D.40 und D.41 bis D.44 sind die entsprechenden Diagramme für Z = −200hPa




















































































































































































































































































































































































































































































































































































































































































































TA ILS 2-opt 4-opt
Z = −150hPa ZF 6,12 5,59 5,34 4,57
A 172,5 187,5 55,083 500
Z = −200hPa ZF 10,02 9,62 9,66 8,62
A 285 285 53,939 500
Z = −250hPa ZF 22,45 21,81 21,63 19,61
A 285 285 56,687 500
Tabelle 5.4: Zielfunktionswert (ZF) und Anzahl (A) an verwendeten FWB in Tausend
der mit maximal 500.000 FWB errechneten Lösung bzgl. Z = −150 hPa, Z = −200 hPa
und Z = −250 hPa
Iterated Local Search brachen beim ersten Test nach 2.500 FWB ab, sodass die Lösungen
der lokalen Suchverfahren keine lokal optimalen Lösungen lieferten. Beim zweiten Test
brachen alle Metaheuristiken wegen Unterschreitung des Mindestschwellenwertes ab. Das
2-opt-Verfahren ermittelte eine lokal optimale Lösung. Dagegen reichten die 500.000 FWB
nicht aus, um mit 4-opt eine lokal optimale Lösung zu finden.
Das Verhalten der einzelnen Algorithmen unterschied sich bezüglich Z = −150hPa,
Z = −200hPa und Z = −250hPa kaum voneinander, deswegen werden nur die Ergebnisse
für Z = −150hPa ausführlich besprochen und bzgl. Z = −200hPa und Z = −250hPa
nur die Abweichungen aufgeführt.
Beim 2-opt-Verfahren ist auffällig, dass es eine große Streuung der Ergebnisgüte beim
ersten Test gab, und dass es immer wieder lange Phasen gab, in denen sich der vorläufig
beste Zielfunktionswert nicht veränderte (Abb. D.33). Für Z = −150hPa zeichnete sich
ein linearer Verlauf der berechneten Funktionswerte ab, während bei den beiden anderen
Grenzsaugspannungen die Zielfunktionswerte mit den ersten 500 FWB stark anstiegen und
dann nur noch geringfügige Verbesserungen möglich waren (Abb. D.37 und D.41). Beim
zweiten Test zeigte sich die starke Verbesserung des Zielfunktionswertes in den ersten 5.000
FWB bei allen Grenzsaugspannungen. Danach waren nur noch geringe Verbesserungen
möglich bis ein lokales Optimum gefunden und verifiziert wurde.
Beim 4-opt-Verfahren waren die Abstände zwischen Verbesserungen von Lösungen noch
größer als beim 2-opt-Verfahren (Abb. D.34), ansonsten ähnelte der Verlauf beim
4-opt-Verfahren dem des 2-opt-Verfahrens.
Beim Threshold Accepting gab es bei allen Grenzsaugspannungen Testrechnungen, deren
Startschwellenwert auf 0,5 gesetzt wurde, weil bei der Berechnung des Startschwellenwertes
fast ausschließlich bessere Lösungen ermittelt worden waren. Bei allen anderen
Testrechnungen wurden zwar häufig schlechtere Lösungen als die Startlösung gefunden,
aber der Unterschied zur Startlösung war so gering, dass der Startschwellenwert dieser
Testrechnungen nicht größer als 0,3 war. Deswegen müssen die Testrechnungen bzgl.
ihres Startschwellenwertes unterschieden werden. Das Verhalten des Threshold Accepting
beim ersten Test teilte sich für Testrechnungen mit einem Startschwellenwert von 0,5 in
zwei Phasen auf. In den ersten 1.200 FWB wurden häufig Lösungen mit schlechterem
Zielfunktionswert als der Startwert angenommen (Abb. D.35) und selten bessere Lösungen
als die Startlösung gefunden. Danach betrug der Schwellenwert etwa 0,15, es wurden
kaum noch schlechtere Lösungen angenommen, und es setzte eine stärkere Verbesserung
der besten Lösung ein. Für Testrechnungen mit einem Schwellenwert kleiner gleich
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0,3 wurde der Zielfunktionswert in den ersten 500 FWB stark und danach nur noch
geringfügig verbessert. Beim zweiten Test zeigten die Testrechnungen dasselbe Verhalten.
Für Z = −150hPa wurde ein Startschwellenwert von 0,11 angenommen, demnach wurde
der Zielfunktionswert am Anfang stark und dann kaum noch verbessert, während für
−200hPa und −250hPa Startschwellenwerte von 0,5 berechnet wurden (Abb. D.39 und
D.43). Demnach erfolgte eine wesentliche Verbesserung der Lösung in den ersten 100 FWB
und dann erst wieder nach 120.000 FWB, als der Schwellenwert auf 0,15 gesunken war.
Beim ersten Test wurden bei der Iterated Local Search immer wieder Lösungen
mit wesentlich schlechterem Zielfunktionswert als die beste Lösung berechnet (D.36).
Gleichzeitig wurde die vorläufig beste gefundene Lösung in den ersten 500 FWB häufig
verbessert, danach wurde sie höchstens noch geringfügig verbessert. Auch bei der Iterated
Local Search wurden bei einigen Testrechnungen die Startschwellenwerte auf 0,5 festgelegt,
weil bei der Berechnung des Startschwellenwertes sehr viele bessere Lösungen gefunden
worden waren. Das wirkte sich aber bei keiner der Testrechnungen aus. Beim zweiten
Test tritt eine starke Verbesserung der Startlösung schon nach der ersten lokalen Suche
ein. Im weiteren Verlauf werden am Ende der lokalen Suchen zwar aktuelle Lösungen mit
schlechteren Zielfunktionswerten berechnet, allerdings lagen die Werte immer in der Nähe
der besten Lösung und waren wesentlich größer als bei der Startlösung.
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Die eigentlich obligatorische Diskussion der Ergebnisse anhand von Literaturquellen
ist nicht möglich, da die Anwendung von Methoden der räumlichen, einzelbaumweisen
Optimierung und von Kenntnissen über ökologische Felder von Einzelbäumen zur
Optimierung von abgeleiteten Effekten bisher noch nicht untersucht worden sind.
Stattdessen werden in diesem Kapitel die Eigenschaften der Lösungen und das
Verhalten der Algorithmen erklärt, ihre Plausibilität überprüft und Stärken und
Schwächen herausgearbeitet. Dabei wird zunächst die Modellierungsqualität der
Optimierungsmodelle und der Ziele fS1, fS2, fH und fSp bewertet. Im Anschluss
werden die berechneten Lösungen in Verbindung mit der Bewertung der Ziele nach
charakteristischen Eigenschaften, die durch die Modellierung entstehen, analysiert. Danach
erfolgt die Beurteilung der einzelnen Optimierungsalgorithmen. Anschließend wird das
Zusammenspiel der Problemstellungen, Modellierungen und Algorithmen ausgewertet, und
es werden Empfehlungen für die räumliche, einzelbaumweise Optimierung herausgearbeitet.
Den Abschluss bildet ein Ausblick auf weiterführende Forschungsmöglichkeiten.
6.1 Modellierung
6.1.1 Optimierungsmodelle
Das kontinuierliche Optimierungsmodell (M3) und das diskrete Optimierungsmodell
(M4) liefern keine exakte Umsetzung der Problembeschreibung, da beim (M3) mehrere
Bäume auf ein und derselben Position stehen dürfen und beim (M4) nur endlich
viele Stammverteilungspläne betrachtet werden (siehe Abschnitt 3.1.6). Bei geeigneter
Wahl von δ allerdings, wie sie in allen drei Problemstellungen getroffen wurden,
betrachtet (M4), ausgehend von einem idealisierten, vollbestockten Bestand, nur mögliche,
realistische Stammverteilungspläne, bei denen sich die Baumkronen kaum oder gar
nicht berühren. Bei (M3) hängt der Anteil unrealistischer Stammverteilungsplänen an
allen zulässigen Stammverteilungsplänen direkt von der Anzahl der zu betrachtenden
Bäume auf X ab. Stammverteilungspläne werden dann unrealistisch genannt, wenn
sich die Einflussbereiche der Bäume stark überschneiden oder wenn Bäume auf
der gleichen Position stehen. Unrealistischen Stammverteilungsplänen werden durch
den Straffunktionsansatz mit geeigneten Strafparametern niedrige Zielfunktionswerte
zugeordnet. Die Wahrscheinlichkeit, eine realistische Lösung zu finden, ist aber
für einen Metaheuristik, die in ihrer Nachbarschaftsdefinition zufällig eine Lösung
aus der Menge der zulässigen Lösungen von (M3) auswählt und testet, bei
einem Optimierungsprobleme mit hohem Kronenschlussgrad sehr gering. Deswegen
erzeugen beide Optimierungsmodelle mit den verwendeten Algorithmen nur für das
Samenbaumproblem realistische Stammverteilungspläne (siehe Abb. 5.3 und 5.5). Bei
der Optimierung der Humusmächtigkeit und der Saugspannung werden mit (M4)
weiterhin realistische Stammverteilungspläne erzeugt (siehe Abb. 5.8, 5.9 und 5.10).
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Die Algorithmen können stattdessen für (M3) keine oder nur geringfügig bessere
Lösungen finden, da sie hauptsächlich die Baumartenkonkurrenz optimieren (siehe
Anfangsbemerkung in Abschnitt 5.2 und 5.3). Deshalb ist das Optimierungsmodell (M3)
nur für Problemstellungen mit geringem Baumbestand auf X verwendbar. Bei einem
hohen Kronenschlussgrad kann nur das Optimierungsmodell (M4) mit den betrachteten
Algorithmen eingesetzt werden. Allerdings ist auch hier die Wahl des Baumabstands δ
wichtig; er sollte in etwa dem Durchmesser der Baumkronen entsprechen.
6.1.2 Waldbauliche Zielsetzungen und charakteristische Lösungen
Wenn man eine idealisierte Bestandesfläche, d. h. eine homogene, unendlich große
Bestandesfläche ohne Randeffekte, betrachtet und wenn außerdem die Anzahl der Bäume
variabel ist, dann wären optimale Lösungen der waldbaulichen Problemstellungen räumlich
symmetrisch. Das lässt sich aus den verwendeten, symmetrischen Einzelbaumeffekten
und aus der idealisierten Bestandesfläche herleiten. Gleichzeitig würden wiederkehrende
Verteilungsmuster auftreten. Bei den betrachteten waldbaulichen Problemstellungen und
den Testrechnungen wurden hingegen Bestandesflächen mit Randeffekten betrachtet, und
die Anzahl der Bäume war ebenfalls vorgegeben. Daher waren hier keine symmetrischen
Stammverteilungspläne als global optimale Lösungen zu erwarten. Dennoch enthalten die
berechneten Lösungen charakteristische Merkmale, die im folgenden Abschnitt aufgezeigt
und erklärt werden.
Beim Samenbaumverfahren ist das Ziel eine hohe, gleichmäßig verteilte Sämlingsdichte.
Durch die Summierung aller Sämlingsdichten in der Funktion fS1 werden die Bäume in
einem gewissen Abstand vom Rand von X positioniert, um wenig Samen zu verlieren.
Dies führt zu Sämlingsdichten über 200 St/m2 im Innern von X, während entlang des
Rands kaum Sämlinge ankommen (siehe Abb. 5.4). Im Gegensatz dazu nehmen die
Summanden in fS2 schnell Werte nahe 0 an, wenn die Mindestdichte im Punkt (i, j)
unterschritten wird, und Werte von annähernd 200 bei einer höheren Sämlingsdichte als
der Mindestdichte. Somit werden Bereiche mit sehr hoher Sämlingsdichte gleich bewertet,
egal wie stark die Mindestsämlingsdichte überschritten wird. Analoges gilt für die Bereiche
mit einer sehr niedrigen Sämlingsdichte. Deswegen wurden durch fS2 Lösungen, in denen
die Sämlingsdichte auf X nahezu überall und sehr gleichmäßig verteilt zwischen der
Mindestdichte von 100 St/m2 und 120 St/m2 liegt, mit den Algorithmen berechnet (siehe
Abb. 5.6). Durch den Einfluss der Samenbäume auf die für die Sämlinge verfügbaren
Ressourcen ist bei den Funktionen fS1 und fS2 sowohl eine Gruppierung von drei bis
vier Bäumen als auch ein Einhalten eines Mindestabstands zwischen den Baumgruppen
zu erkennen. Die Ergebnisse der Optimierungen mit den Funktionen fS1 und fS2 stehen
bedingt im Widerspruch zu der üblichen Auswahl von Samenbäumen, bei der eine
regelmäßige Verteilung einzeln stehender Samenbäume auf der gesamten Bestandesfläche
bevorzugt wird (Nyland, 2002). Wenn die Mindestsämlingsdichte für fS2 ausreichend hoch
gewählt wird, dann ist fS2 für das Samenbaumproblem besser geeignet als fS1, weil fS2 eine
großflächige und gleichmäßige Verteilung von Sämlingen auf der Bestandesfläche erzeugt.
Die Funktion fS1 platziert die Samenbäume so, dass auf einer kleinen Fläche in der Mitte




Die konträren Ziele bei der Optimierung der Humusmächtigkeit sind zum einen ein
Gewicht des Of-Horizonts von weniger als 4 kgTM/m2 (λ = 1) und zum anderen
eine geringe Konkurrenz benachbarter Baumarten auf der Fläche X (λ = 0). Wie zu
erwarten war, entsteht eine günstige Humusmächtigkeit für λ = 1 bei kleinstandörtlicher
Durchmischung von Buche und Fichte (siehe Abb. 5.8). Die quadratisch in Berechnung
der Humusmächtigkeit eingehende, weil schwer zersetzbare Fichtenstreu wird in diesen
Lösungen auf der gesamten Fläche von X verteilt. Für λ = 0 werden hingegen die
Baumarten räumlich voneinander getrennt (siehe Abb. 5.10), wobei die global optimale
Lösung in Abb. 6.1 von den Algorithmen nicht gefunden wird. Eine Gewichtung beider
Ziele mit λ ∈ (0,1) muss demnach Lösungen erzeugen, bei denen die kleinstandörtliche
Durchmischung von Buche und Fichte für λ = 1 abgeschwächt wird, um die
Baumartenkonkurrenz zu reduzieren. Die besten Lösungen in Abb. 5.9 verdeutlichen,
dass dies mit einer gleichzeitigen Ausbildung einer großen Fichtengruppe einhergeht.
In dieser Fichtengruppe wird die Grenzhumusmächtigkeit überschritten, während unter
den Fichtenkronen im durchmischten Bestand nur noch direkt am Fichtenstamm ein
zu hoher Of-Horizont entsteht. Die Beobachtung, dass die Mächtigkeit des Of-Horizonts
von einem Buchenreinbestand hin zu einem Fichtenreinbestand steigt, ist auch in den
Arbeiten von Fabiánek et al. (2009) und Lücke und Schmidt (1997) zu finden. Allerdings
konnte die Varianz der Humusmächtigkeit in Abhängigkeit von der kleinstandörtlichen
Durchmischung der Baumarten mit Hilfe der Arbeit von Wälder et al. (2008) erstmals
in der vorliegenden Arbeit modelliert und optimiert werden. Es zeigt sich darüber
hinaus, dass die Gewichtung ein geeignetes Mittel zur Berücksichtigung verschiedenartiger
Ziele im Waldbau ist. Allerdings sind das Modellieren und das Normieren der Ziele
bzgl. einer aussagekräftigen Skala sehr schwierig und beides beeinflusst die berechneten
Lösungen erheblich. Beim Humusproblem wurde ein prozentuales Flächenmaß mit einem
einheitslosen Konkurrenzmaß gewichtet. Da bei der Formulierung der beiden Ziele nicht
dasselbe Maß verwendet wird, kann aus λ = 0,5 nicht geschlussfolgert werden, dass
beide Ziele gleichberechtigt berücksichtigt werden. Außerdem können Veränderungen in
der Skalierung der einzelnen Einheiten zu großen strukturellen Veränderungen in den
optimalen Lösungen führen. Bei der Optimierung der Humusmächtigkeit wird das Gewicht
des Of-Horizonts in gTM/m2 berechnet. Wenn stattdessen das Gewicht in kgTM/m2
ermittelt werden soll, müsste man, um dieselben Ergebnisse wie in Abb. 5.9 zu erhalten,
λ = 0,999 wählen. Generell treten solche Probleme in der mehrkriteriellen Optimierung
immer dann auf, wenn mehrere Ziele in verschiedenen Maßen und Maßeinheiten formuliert
sind. Andererseits ist auch eine Optimierung mit verschiedenen Gewichtungsfaktoren
möglich, um die Pareto-Menge zu approximieren. Dadurch kann der Einfluss der Ziele auf
die Positionierung der Bäume auf der Bestandesfläche abgeschätzt und bewertet werden.
Allerdings ist damit ein wiederholtes Lösen der Optimierungsaufgabe verbunden.
Bei dem dritten Optimierungsproblem, der Maximierung der Fläche mit einer
Mindestsaugspannung, muss sowohl ein isotroper als auch ein anisotroper Effekt
berücksichtigt werden. Die Aufnahme von Wasser durch die isotrop verteilten Feinwurzeln
der Altbäume ist ein limitierender Faktor für das Ankommen der Verjüngung. Für die
Verjüngung notwendige Saugspannungen zwischen −150hPa und −250hPa stellen sich
nur auf Lücken ein (siehe Abb. 5.15). Der Einfluss der anisotropen direkten Strahlung,
die vermehrt auf den Waldboden trifft, wenn Bäume entfernt werden und die eine
negative Saugspannung durch die Steigerung der Evapotranspiration tendenziell noch
verringert, ist hingegen schwächer, aber weitreichender. Deswegen ist bei großen Lücken
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Abbildung 6.1: Global optimaler Stammverteilungsplan (links) mit einem
Zielfunktionswert von −83,69 für λ = 0 bzgl. der Optimierung der Baumartenkonkurrenz
und Konturplot der zugehörigen Verteilungen der Humusmächtigkeit (rechts); die
Humusmächtigkeit steigt von dunkel nach hell an; die dicke Isolinie markiert eine
Humusmächtigkeit von 4 kgTM/m2; die anderen Isolinien markieren 1er-Schritte
und demnach intensiver ankommender direkter Strahlung die Ausrichtung der Lücken
deutlicher in den berechneten Lösungen für Z = −150hPa zu erkennen (siehe Abb.
5.13) als bei der Auflockerung des Bestandes für Z = −250hPa (siehe Abb. 5.15).
Testrechnungen mit unterschiedlichen Stammverteilungsplänen zeigten aber, dass für alle
Grenzsaugspannungen eine Nord-Süd-Ausrichtung bei vergleichbarer Lückenform bessere
Zielfunktionswerte liefert. In den Stammverteilungsplänen für Z = −150hPa aus Abb.
5.13 ist von der schlechtesten bis zur besten Lösung ein Trend zu großen, schmalen, ovalen
Lücken mit Nord-Süd-Ausrichtung zu erkennen. Das lässt sich wie folgt begründen: Wenn
man nur den Feinwurzeleinfluss berücksichtigt, dann bekommt man bei einer festen Anzahl
zu entnehmender Bäume die größte Fläche ohne Feinwurzeleinfluss durch eine kreisrunde
Lücke. Allerdings wird durch die direkte Strahlung die Saugspannung in der Mitte und im
Norden der Lücke wesentlich stärker verringert als in den anderen Bereichen, sodass eine
Verformung der Lücke einen höheren Zielfunktionswert ergeben muss. Auf einer elliptischen
Lücke mit Ost-West-Ausrichtung würde ein Großteil der direkten Strahlung, die durch das
Fehlen der Bäume auf den Boden trifft, den nördlichen Lückenbereich erreichen (siehe
Abb. 2.12). Dagegen gelangt bei einer Nord-Süd-Ausrichtung der Lücke nur ein Teil in
die Lücke. Die Lücke muss also so schmal gewählt werden, dass die Saugspannung in der
Mitte der Lücke noch über der Grenzsaugspannung liegt. Bei der Grenzsaugspannung von
−200hPa werden schmale Lücken mit einzelnen Bäumen auf der Lücke bevorzugt, da
die Saugspannung nur unter deren Kronendach unter die Grenzsaugspannung fällt (siehe
Abb. 5.14). Das ist der Unterschied zu den Lösungen für Z = −150hPa, bei denen die
Grenzsaugspannung schon auf der Lücke unterschritten wird. Für Z = −250hPa reicht
der Bereich, bei dem die Saugspannung über −250hPa liegt, bei aufgelockerten Flächen
bis weit unter das Kronendach. Daher ist in Abb. 5.15 von der schlechtesten zur besten
Lösung ein Trend zu einer gerichteten Gruppenschirmstellung zu erkennen.
Zusammenfassend kann man sagen, dass man mit steigender Grenzsaugspannung von
aufgelockerten Beständen zu schmalen Lücken übergehen muss. Diese Beobachtung
machten auch Czajkowski et al. (2005) in ihren Untersuchungen in Buchenbeständen,
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wo der Trockenstress bei Überschirmung im Vergleich zu Lochhieben zunimmt, je
weniger Bodenwasser der Verjüngung zur Verfügung steht. Lüscher (1990) kommt für
die subalpine Stufe im Gebirgswald zu demselben Schluss. In seiner Arbeit ergeben sich
optimale Bedingungen für die Fichtennaturverjüngung nicht bei einer femelschlagartigen
Gruppenschirmstellung zu Beginn der Überführung, sondern bei einer geklumpten,
schlitzförmigen Kronendachöffnung von 2 bis 10 Bäumen mit Nord-Süd-Ausrichtung. In der
montanen Stufe sollten die Lücken dagegen geklumpt und ungerichtet angelegt werden.
6.2 Algorithmen
In diesem Abschnitt wird das Verhalten der einzelnen Algorithmen bewertet. Hierbei wird
neben dem Zielfunktionswert nicht wie üblich die Rechenzeit, sondern die Anzahl der
FWB als Kennzahl für die Güte der Algorithmen verwendet. Dieses Verfahren wird von
Dréo et al. (2006) beim Vergleichen von Heuristiken empfohlen, da die Rechenzeit eines
Algorithmus von der verwendeten Hardware und der verwendeten Programmiersprache
abhängig ist und demnach nur als ein relatives Maß angesehen werden kann. Man benötigt
aber ein absolutes Maß, das von derartigen Einflüssen unabhängig ist. Bei Metaheuristiken
ist die Berechnung einer Nachbarlösung am aufwendigsten (Dréo et al., 2006). Für die
in dieser Arbeit betrachteten Algorithmen und Optimierungsprobleme kann man diese
Aussage präzisieren. Im Gegensatz zu allen anderen Operationen, die zur Ermittlung
einer Nachbarlösung wiederholt durchgeführt werden müssen, ist die Berechnung des
Zielfunktionswertes am zeitintensivsten. Auf einem Intel Core i7 Q 720 mit 1,60 GHz und
4 GB RAM benötigten die Algorithmen für eine FWB 0,92 s für das Samenbaumproblem,
3,401 s für das Saugspannungsproblem und 6,505 s für das Humusproblem. Daher wurde das
Verhalten der Algorithmen in Abschnitt D des Anhangs in Abhängigkeit von der Anzahl
der FWB angegeben.
6.2.1 Compass Search
Bei der Optimierung der Sämlingsdichte mit dem Compass-Search-Verfahren tritt der
für eine lokale Suche typische Optimierungsverlauf für jede einzelne Schrittweite auf.
Die Häufigkeit, mit der bessere Lösungen gefunden werden, nimmt immer weiter ab, bis
ein lokales Optimum gefunden wird. Beim Compass-Search-Verfahren ist dieses lokale
Optimum bezüglich der Nachbarschaft mit fixierter Schrittweite lokal optimal und es
müssen, durch Verschieben jedes Baumes in alle vier Suchrichtungen, genau 176 FWB
zur Verifikation der Optimalität durchgeführt werden. Danach wird die Schrittweite
verkleinert, und die bisher beste Lösung ist für die neue Nachbarschaft nicht notwendig
lokal optimal. Die Verbesserungsrate der Zielfunktionswerte nimmt nicht mehr so stark
zu wie bei den ersten Iterationen mit der größeren Schrittweite, weil die Bäume nur noch
mit einer kleineren Schrittweite auf X verschoben werden und sich der Einflussbereich der
räumlich weitreichenden, stetigen Einzelbaumeffekte demzufolge weniger stark verändert
als vorher.
143
6 Erläuterung und Diskussion
6.2.2 2-opt und 4-opt
Auch die lokalen Suchen 2-opt und 4-opt für (M4) zeigen bei allen hier untersuchten
waldbaulichen Problemstellungen den für eine lokale Suche typischen Verlauf auf.
Vor den Testrechnungen konnte man nicht abschätzen, welches der beiden Verfahren
bessere Lösungen finden wird. Es war unbestreitbar, dass die Nachbarschaft einer
Lösung beim 2-opt-Verfahren wesentlich kleiner sein wird als beim 4-opt-Verfahren.
Beim Samenbaumproblem zum Beispiel enthält die Nachbarschaft einer Lösung
beim 2-opt-Verfahren 10.736 Lösungen, während beim 4-opt-Verfahren eine Lösung
56.100.968 Nachbarlösungen hat. Für die Optimierung der Humusmächtigkeit umfasst
die Nachbarschaft beim 2-opt-Verfahren 31.824 Lösungen, beim 4-opt-Verfahren dagegen
500.241.456. Allerdings war nicht abzusehen, wie sich die Einzugsgebiete und die Anzahl
der lokalen Optima verändern werden. Es stellte sich heraus, dass das 4-opt-Verfahren
häufiger größere Verbesserungen der aktuellen Lösung ermittelt als das 2-opt-Verfahren.
Allerdings benötigt 2-opt wesentlich weniger FWB, um eine Verbesserung der aktuellen
Lösung zu finden. Daher lieferte 2-opt bei allen waldbaulichen Problemstellungen bessere
Lösungen mit weniger FWB als das 4-opt-Verfahren.
6.2.3 Threshold Accepting
Das Verhalten des Threshold Accepting ist bei den diskreten und den kontinuierlichen
Optimierungsproblemen des Samenbaumproblems grundsätzlich gleich. So erfolgt erst eine
Diversifikation und danach eine Intensivierung der Suche. Einzig die möglichen hohen
Werte für das Überschneidungsmaß der Bäume beim kontinuierlichen Modell verändern
das Verhalten etwas, da beim diskreten Modell das Überschneidungsmaß im Gegensatz
dazu 0 beträgt. Bei der Berechnung des Startschwellenwertes wird dies deutlich. Selbst bei
den wenigen Bäumen auf X werden bei einer zufälligen Verteilung der Baumpositionen
häufig Lösungen mit hohem Überschneidungsmaß für (M3) erzeugt. Deswegen werden
sehr hohe Startschwellenwerte ermittelt, da, ausgehend von der guten Startlösung mit
einem Überschneidungsmaß von 3,18101, fast alle anderen Lösungen akzeptiert werden
sollen. Bei (M4) hingegen unterscheiden sich die zufälligen Lösungen von der Startlösung
kaum, so dass der Startschwellenwert sehr niedrig gewählt wird. Deswegen liegen auch die
Zielfunktionswerte der aktuellen Lösungen in der Diversifikationsphase nah beieinander,
während bei (M3) der hohe Startschwellenwert ausgenutzt wird und Lösungen mit
sehr hohem Überschneidungsmaß angenommen werden. Sowohl bei (M3) als auch bei
(M4) werden in der Diversifikationsphase nur selten bessere Lösungen gefunden, was für
(M3) durch die gute Startlösung zu erklären ist. Bei (M4) hingegen deutet es auf eine
Vielzahl von Lösungen mit einem ähnlichen Zielfunktionswert wie die Startlösung und auf
wenige sehr gute Lösungen hin. Gleichzeitig wird auch deutlich, dass die guten Lösungen
charakteristische Verteilungsmuster aufweisen, da diese erst in der Intensivierungsphase
herausgearbeitet und nicht zufällig gefunden worden sind. Die geringe Streuung der
Lösungen für beide Modelle ist auf den geringen Abbruchschwellenwert zurück zuführen,
wodurch die Intensivierungsphase immer stärker einem lokalen Suchverfahren ähnelt.
Bei der Optimierung der Humusmächtigkeit und der Saugspannung mit (M4) verhält sich
Threshold Accepting anders. Das liegt vor allem an den gewählten Startlösungen, die
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im Vergleich zu den zufälligen Lösungen während der Startschwellenwertberechnung sehr
schlechte Zielfunktionswerte aufweisen. Deswegen werden Startschwellenwerte zwischen
0 und 1 berechnet. Bei einigen Testrechnungen war es sogar so stark ausgeprägt,
dass bei der Berechnung des Startschwellenwertes über 80 % der zufällig gewählten
Lösungen einen besseren Funktionswert als die Startlösung hatten und demnach der
fixierte Startschwellenwert von 0,5 angenommen werden musste. Trotzdem erfolgt bei
den beiden Optimierungsproblemen eine wesentliche Verbesserung der Startlösung erst
bei einem Schwellenwert von 0,2. Die Diversifikationsphase läuft hier bis zu einem sehr
geringen Schwellenwert, was auf das Vorhandensein sehr vieler gleich schlechter Lösungen
zurückzuführen ist. In der sich anschließenden Intensivierungsphase kann die bisher beste
Lösung trotzdem wesentlich verbessert werden. Dieses Verhalten lässt sich durch die
wenigen, stark strukturierten guten Lösungen der Optimierungsprobleme erklären (vgl.
Abb. 5.8 und 5.13), die nur durch eine fast lokale Suche gefunden werden können.
6.2.4 Iterated Local Search
Bei der Iterated Local Search ist es wichtig, dass der Umfang der Störung mit der
Dauer der anschließenden lokalen Suche harmoniert. Im ersten Test ist dies für das
Samenbaumproblem bei beiden Modellierungen nicht der Fall. Bei der Störung werden 10
Bäume zufällig versetzt. Dadurch werden meist schlechte Lösungen erzeugt, die für (M3)
sogar fast immer ein hohes Überschneidungsmaß haben. Danach erfolgt eine lokale Suche,
in der 25 FWB durchgeführt werden dürfen; bei (M3) mit Compass Search, bei (M4) mit
2-opt. Das ist allerdings zuwenig, um von den schlechten Lösungen auf sehr gute Lösungen
zu kommen. Somit ist auch kaum ein Trend zur Verbesserung der Lösungen erkennbar, und
das Verringern des Schwellenwertes hat höchstens bei (M4) einen kleinen Einfluss auf die
Verbesserung der besten gefundenen Lösung. Im zweiten Test werden ebenfalls 10 Bäume
bei der Störung versetzt, allerdings erfolgt die lokale Suche über maximal 5.000 FWB.
Dieses Verhältnis ist für das Modell (M3) wesentlich besser, da bei der kontinuierlichen
Modellierung bei insgesamt 46 durchgeführten lokalen Suchen mit Compass Search 28 lokal
optimale Lösungen für fS1 und bei 63 lokalen Suchen 2 lokale Optima für fS2 gefunden
werden. Dagegen kann 2-opt für (M4) bei 60 durchgeführten lokalen Suchen für fS1 und 71
für fS2 keine einzige lokal optimale Lösung berechnen. Das erklärt zum einen die geringere
Streuung der aktuellen Lösungen bei der Iterated Local Search für (M3) gegenüber (M4),
und zum anderen, warum die Iterated Local Search für (M3) bessere Ergebnisse liefert als
für (M4). Ein anderes wichtiges Verhältnis bei der Iterated Local Search ist das Verhältnis
der gestörten Variablen zu allen Variablen. Beim Samenbaumproblem liegt es bei 10 zu 44
Samenbäumen und ist demnach sehr groß. Das führt dazu, dass gefundene charakteristische
Lösungsmerkmale durch die zufällige Wahl der 10 zu versetzenden Bäume leicht zerstört
werden können. Das spiegelt sich auch in den aktuellen und besten Lösungen beim zweiten
Test wider. Hier gibt es zwar einzelne Bäume, die während der lokalen Suche nicht verändert
werden, allerdings weisen diese Baumpositionen kaum charakteristische Merkmale auf.
Das gerade aufgeführte Verhältnis zwischen freien und gestörten Variablen ist bei den
beiden anderen waldbaulichen Zielsetzungen für (M4) besser gewählt. Bei der Optimierung
der Humusmächtigkeit werden 5 % und bei der Optimierung der Saugspannung 7,5 % der
Baumpositionen gestört. Somit können insbesondere beim zweiten Test charakteristische
Lösungsmerkmale über die Störungen hinweg beibehalten und während der anschließenden
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lokalen Suchen ausgebaut werden. Deswegen werden auch die bereits sehr guten Lösungen,
die die erste lokale Suche gefunden hat, im weiteren Verlauf noch verbessert. Allerdings
sind die Lösungen der lokalen Suche beim zweiten Test wieder nicht lokal optimal. Beim
ersten Test ergeben sich dieselben Probleme wie bei der Optimierung der Sämlingsdichte.
Bei 20 gestörten Positionen reichen 100 FWB bei der lokalen Suche nur in den ersten fünf
Iterationen aus, um den Zielfunktionswert der Startlösung zu verbessern. Danach werden
kaum bessere Lösungen gefunden, da die wenigen charakteristischen besseren Lösungen,
ausgehend von den gestörten Lösungen, nur mit wesentlich mehr als 100 FWB zu erreichen
sind. Somit haben sowohl die Wahl des Umfangs der Störung als auch die Wahl der Dauer
der lokalen Suche einen erheblichen Einfluss auf das Verhalten und die Lösungsgüte der
Iterated Local Search.
Der Startschwellenwert berechnet sich genauso wie beim Threshold Accepting. Daher
kann aus den obengenannten Erklärungen zum Threshold Accepting geschlussfolgert
werden, dass der Schwellenwert eine untergeordnete Rolle spielt. Zum einen findet
innerhalb der ersten Iterationen bis zu einem Schwellenwert von 0,2 keine Diversifikation
sondern eine starke Verbesserung der Startlösung statt. Zum anderen erfolgt danach keine
Intensivierungsphase sondern keine oder nur kleine Verbesserungen der Lösungen. Die
Störung und die lokale Suche überlagern den Einfluss des Schwellenwertes.
6.3 Zusammenspiel der Problemstellungen, Modellierungen
und Algorithmen
Nachdem das Verhalten der Algorithmen einzeln ausgewertet wurde, wird die
unterschiedliche Lösungsgüte der Algorithmen zueinander sowie zu den Modellierungen und
den drei waldbaulichen Problemstellungen in Beziehung gesetzt. Zum besseren Verständnis
werden noch einmal kurz wichtige Unterschiede und Gemeinsamkeiten zwischen den
Algorithmen erklärt.
Für das Optimierungsmodell (M3) sucht die lokale Suche Compass Search
systematisch nach besseren Lösungen, indem sie die Baumpositionen entlang der
vier „Himmelsrichtungen“ verschiebt. Außerdem werden nur Verbesserungsschritte
angenommen. Die Metaheuristik Threshold Accepting hingegen wählt und platziert
die Bäume zufällig auf der Bestandesfläche und lässt bis zu einem Schwellenwert
Verschlechterungsschritte zu. Nach jeweils L FWB wird der Schwellenwert verringert.
Diese beiden Algorithmen wurden durch Verwendung des Compass-Search-Verfahrens
bei der Nachbarschaftsdefinition des Threshold Accepting zur Hybridheuristik Iterated
Local Search kombiniert. Die Bäume werden hierbei nicht mehr zufällig ausgewählt und
platziert, sondern es wird mit Compass Search mit maximal L FWB eine Nachbarlösung
ermittelt, und der Schwellenwert wird nach jeder lokalen Suche verringert. Zusätzlich wird
die Ausgangslösung zufällig leicht verändert, bevor die lokale Suche beginnt.
Für das Optimierungsmodell (M4) wurde die lokale Suche k-opt verwendet, die
nur Verbesserungsschritte zulässt. Bei k = 2 werden dabei systematisch zwei
Positionen verändert und bei k = 4 dem entsprechend vier Positionen. Analog zum
Optimierungsmodell (M3) gelten für (M4) ebenfalls die Beziehungen zwischen der lokalen
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Suche, dem Threshold Accepting und der Iterated Local Search; allerdings wird beim
Threshold Accepting auch ein 2-opt-Operator ausgeführt, weswegen 2-opt mit Threshold
Accepting für (M4) in engerer Verbindung steht als Compass Search mit Threshold
Accepting für (M3).
Zum Schluss wird noch eine Verbindung zwischen (M3) und (M4) aufgezeigt.
Das 2-opt-Verfahren für (M4) entspricht beim Samenbaumproblem und beim
Saugspannungsproblem einem optischen Verschieben eines Baumes in viele verschiedene
Richtungen. Diese Suchrichtungen können als generierende Menge aufgefasst
werden und beinhalten wesentlich mehr Elemente als die generierende Menge des
Compass-Search-Verfahrens für (M3).
Alle Algorithmen konnten die Startlösung wesentlich verbessern, solange wenige Bäume
auf der Bestandesfläche verteilt werden sollten, wie es beim Samenbaumproblem
der Fall ist. Das liegt vor allem an den verwendeten Nachbarschaftsdefinitionen
der Algorithmen und dem daraus resultierenden Verhältnis von realistischen und
unrealistischen Stammverteilungsplänen (vgl. Abschnitt 6.1.1). Die Verteilung der
Lösungsgüte der Algorithmen in Abb. 5.1 für fS1 und in Abb. 5.2 für fS2 im
ersten Test lässt sich gut aus den oben aufgeführten Erklärungen zum Verhalten der
einzelnen Algorithmen ableiten. Compass Search ist besser als 2-opt, weil die generierende
Menge beim Compass-Search-Verfahren kleiner ist als beim 2-opt-Verfahren. Somit
konnten mit dem Compass-Search-Verfahren rasch gute Lösungen gefunden werden,
während die systematische Suche beim 2-opt-Verfahren viele Lösungen mit schlechterem
Zielfunktionswert überprüfen muss. Aus demselben Grund ist auch die lokale Suche 4-opt
wesentlich schlechter als 2-opt (vgl. Abschnitt 6.2.2). Wenn man Threshold Accepting für
(M3) und (M4) mit 2-opt vergleicht, dann liefert die lokale Suche nur solange gleich gute
oder bessere Lösungen, bis Threshold Accepting, bedingt durch niedrige Schwellenwerte,
von der Diversifikations- in die Intensivierungsphase wechselt. Danach ist ein deutlicher
Vorteil des Threshold Accepting gegenüber 2-opt zu erkennen (vgl. zum Beispiel Abb.
D.2 und D.8 mit D.6). Daraus kann man folgern, dass bei der fast lokalen Suche des
Threshold Accepting die zufällige Wahl und Positionierung von Bäumen besser sind als
die systematische Suche des 2-opt-Verfahrens. Beim Vergleich der Optimierungsmodelle
(M3) und (M4) wird deutlich, dass Threshold Accepting für (M4) bessere Ergebnisse
liefert, weil die Anzahl der unrealistischen Stammverteilungspläne und damit der zulässigen
Lösungen mit schlechtem Funktionswert in der Nachbarschaft einer aktuellen Lösung für
(M3) wesentlich größer ist als für (M4) (vgl. Abschnitt 6.2.3). Dieselbe Begründung gilt
auch bei der Iterated Local Search für (M3) und (M4) (vgl. Abschnitt 6.2.4). Einen
aussagekräftigen Vergleich zwischen dem Verhalten der Iterated Local Search und den
anderen Algorithmen zu ziehen ist allerdings nicht möglich, da das schlechte Verhältnis
zwischen Störung und lokaler Suche das Verhalten der Iterated Local Search beim ersten
Test zu stark beeinflusst hat. Beim zweiten Test für das Samenbaumproblem lagen die
Zielfunktionswerte der errechneten Lösungen enger beieinander. Allerdings unterscheidet
sich die Anzahl der dafür benötigten FWB erheblich. Compass Search benötigte von
allen lokalen Suchen am wenigsten FWB, um ein lokales Optimum zu finden, weil
die betrachteten Nachbarschaften wesentlich kleiner sind als beim 2-opt- und beim
4-opt-Verfahren. Aus demselben Grund sind die Lösungen im Vergleich zu 2-opt aber
auch schlechter. Die riesigen zu durchsuchenden Nachbarschaften beim 4-opt-Verfahren
führen dazu, dass dieser Algorithmus trotz der größeren Anzahl verwendeter FWB immer
die schlechtesten Lösungen liefert. Im Gegensatz zu (M4) zeigt sich für (M3), dass die
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Kombination von Compass Search und Threshold Accepting zur Iterated Local Search
erfolgreich ist. Das lässt sich auf die Anzahl der berechneten lokalen Optima zurückführen
(vgl. Abschnitt 6.2.4). Da die lokalen Suchen bei beiden Modellierungen gleich viele
FWB durchführen dürfen, gibt hier der im direkten Vergleich beim ersten Test schnellere
Algorithmus, Compass Search, den Ausschlag. Für das Modell (M4) konnte die Iterated
Local Search keine besseren Lösungen als Threshold Accepting und 2-opt finden. Das liegt
zum einen daran, dass 2-opt wesentlich mehr FWB benötigt, um ein lokales Optima zu
finden (vgl. Tab. 5.1 und 5.2). Zum anderen führt der Umfang der Störung dazu, dass der
in die Iterated Local Search eingebettete Algorithmus 2-opt immer wieder mit einer neuen
Startlösung mit fast zufällig verteilten Samenbäumen beginnt. Daher kann 2-opt während
der Iterated Local Search nie lokale Optima finden. Generell ist zu beachten, dass die
Aussagen zum zweiten Test nicht wie beim ersten Test auf 500 Testrechnungen, sondern
nur auf jeweils einer Testrechnung je Algorithmus beruht.
Zum Schluss werden für das Samenbaumproblem noch die Testrechnungen der Algorithmen
mit den Ergebnissen aus Wagner et al. (2010) verglichen. Der dort verwendete
deterministische Algorithmus DONLP2 ist eine Variante der Sequentiellen Quadratischen
Programmierung (Spellucci, 1998). Im Durchschnitt startete DONLP2 von besseren
Startlösungen als die in dieser Arbeit getesteten Algorithmen (vgl. Tab. 4.1). Trotzdem
ist die Lösungsgüte von Compass Search und von Threshold Accepting nach dem
Wilcoxon-Rangsummentest ohne die Verwendung von Ableitungen besser als die von
DONLP2 (siehe Abschnitt 5.1). Gleichzeitig ist von allen Algorithmen die Varianz der
berechneten Lösungen bei DONLP2 am größten (vgl. Abb. 5.1 und 5.2).
Bei der Optimierung der Humusmächtigkeit und der Saugspannung müssen sehr
viele Bäume auf X platziert werden. Folglich ist die Wahrscheinlichkeit für
Überschneidungen von Einflussbereichen von Bäumen sehr hoch, wenn Bäume in den
angewendeten Nachbarschaftsdefinitionen von (M3) verschoben werden. Somit optimieren
die Algorithmen hauptsächlich das Überschneidungsmaß und nicht die Humusmächtigkeit
bzw. die Saugspannung. Deswegen werden mit der kontinuierlichen Modellierung nur
wenige oder gar keine Verbesserungen der Startlösungen gefunden (vgl. Abschnitt 6.1.1).
Dagegen verändert sich das Überschneidungsmaß bei der Modellierung mit (M4) beim
Humusproblem nur geringfügig (siehe Abbildungen D.19 bis D.32). Bei der Optimierung der
Saugspannung wird sogar durchgängig ein Strafterm von 0 angenommen (siehe Abschnitt
4.3). Die oben aufgeführten Erklärungen für (M4) zum Samenbaumproblem sind auch
für die Optimierung der Humusmächtigkeit und der Saugspannung gültig. Demnach
liefern die Wilcoxon-Rangsummentests für alle Testrechnungen des ersten Tests mit dem
Optimierungsmodell (M4) die Reihenfolge
TA > 2-opt > ILS > 4-opt.
Dabei sind die Differenzen zwischen den Algorithmen meistens sehr deutlich. Beim
zweiten Test ergibt sich viermal dieselbe Reihenfolge, während die Iterated Local Search
für die Saugspannungsprobleme Z = −150hPa und Z = −250hPa besser und für
Z = −200hPa nur geringfügig schlechter ist als 2-opt. Hier zeigt sich, dass ein
besseres Verhältnis von gestörten zu ungestörten Positionen und von FWB zu gestörten
Positionen bei der Iterated Local Search zu besseren Lösungen führen kann als beim
2-opt-Verfahren. Wenn man beim 2-opt-Verfahren den Verlauf der besten berechneten
Lösungen für das Saugspannungsproblem in den Abb. D.33, D.37 und D.41 betrachtet,
dann erkennt man, dass nach den ersten 10.000 FWB kaum noch Verbesserungen
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gefunden werden. Beim Humusproblem ist dies erst nach 50.000 FWB der Fall (vgl.
Abb. D.19, D.23 und D.29). Weil bei der Iterated Local Search maximal 7.500 FWB
pro lokaler Suche zur Verfügung stehen, kann sie beim Saugspannungsproblem ähnlich
gute und bessere Ergebnisse liefern wie 2-opt. Beim Humusproblem reicht dagegen die
Anzahl an FWB der lokalen Suche bei der Iterated Local Search nicht aus, um bessere
Lösungen als das 2-opt-Verfahren zu berechnen. Hier sind außerdem die Lösungen des
2-opt-Verfahrens nur unwesentlich schlechter als die des Threshold Accepting, während
beim Saugspannungsproblem Threshold Accepting wesentlich bessere Lösungen liefert.
Das ist aufgrund der Größe der Nachbarschaften verwunderlich. Beim Humusproblem
besitzt jede Lösung 31.824 Nachbarlösungen, die jedes Mal systematisch durchsucht
werden müssen, beim Saugspannungsproblem aber nur 12.549. Deswegen wären ähnliche
gute Lösungen von 2-opt und Threshold Accepting eher beim Saugspannungsproblem
als beim Humusproblem zu erwarten gewesen. Es zeigte sich aber, dass 2-opt
beim Humusproblem wesentlich mehr Verbesserungschritte durchführen kann als beim
Saugspannungsproblem. Das deutet darauf hin, dass die durch 2-opt erzeugte Landschaft
beim Saugspannungsproblem flacher ist und weniger aufsteigende Trajektorien aufweist als
beim Humusproblem.
Zusammenfassend kann man sagen, dass einfache Suchmethoden mit kleinen
Nachbarschaften wie beispielsweise Compass Search ausgehend von einer Startlösung zwar
relativ schnell bessere Lösungen finden, im späteren Verlauf aber selten sehr gute Lösungen
liefern. Dagegen finden lokale Suchen mit größeren Nachbarschaften wie zum Beispiel 2-opt
am Anfang meist langsamer bessere Lösungen, können diese jedoch im Laufe der Suche
stärker verbessern. Die Metaheuristik Threshold Accepting hat für (M4), hauptsächlich
durch die zufällige Wahl der Nachbarlösung, schneller bessere Lösungen gefunden als
2-opt. Demnach sind Threshold Accepting für (M3) und (M4) und Compass Search die
besten Algorithmen, wenn wenige FWB verwendet werden sollen bzw. wenn rasch gute
Lösungen gefunden werden sollen. Wenn hingegen die maximale Anzahl an FWB sehr groß
gewählt werden kann, dann ist Threshold Accepting zu bevorzugen. Durch die schlechte
Parameterwahl lieferte die Iterated Local Search im Rahmen der vorliegenden Arbeit meist
schlechte Ergebnisse. Für das mit (M3) modellierte Samenbaumproblem konnten mit dieser
Hybridheuristik allerdings sehr gute Ergebnisse erzielt werden.
Demnach gelten folgende Empfehlungen:
1. Die diskrete Modellierung (M4) sollte dann verwendet werden, wenn auf der
Bestandesfläche mehr Bäume betrachtet werden als beim Samenbaumproblem. Der
Baumabstand δ sollte dabei etwa dem Durchmesser der Baumkronen entsprechen.
2. Die kontinuierliche Modellierung (M3) sollte nur bei Problemen mit ähnlicher
Bestandesdichte wie beim Samenbaumproblem verwendet werden.
3. 4-opt ist für (M4) ungeeignet.
4. Threshold Accepting ist für (M4) sowohl zum schnellen Berechnen guter Lösungen als
auch zum Finden sehr guter Lösungen mit vielen FWB geeignet. Hierbei müssen die
Parameter des Threshold Accepting entsprechend angepasst werden (siehe Tabellen
4.4 bis 4.7).
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5. Für (M4) ist 2-opt meistens schlechter als Threshold Accepting.
6. Die Iterated Local Search kann mit geeigneten Parameterwerten für (M4) sehr
gute Lösungen liefern. Die Wahl günstiger Parameter ist wichtig und schwierig. Als
Anhaltspunkt scheint folgendes Vorgehen sinnvoll zu sein: Der Umfang der Störung
sollte höchstens 5 % betragen. An der durch eine Testrechnung mit 2-opt ermittelten
Kurve der bisher besten gefundenen Lösungen sollte die maximale Anzahl der FWB
dort abgelesen werden, wo 2-opt nur noch selten Verbesserungen findet.
7. Wenn (M3) verwendet wird, sind für eine schnelle und gute Lösung 2-opt und
Threshold Accepting mit geringem Startschwellenwert empfehlenswert. Wenn viele
FWB durchgeführt werden können, dann sind Threshold Accepting und die Iterated
Local Search geeignet. Die obigen Bemerkungen zur Parameterwahl bei der Iterated
Local Search können für die lokale Suche Compass Search bei (M3) analog
übernommen werden.
6.4 Ausblick
Die in dieser Dissertation erarbeiteten Werkzeuge zur Lösung der drei vorgestellten
Optimierungsprobleme können auf weitere waldbauliche Problemstellungen angewendet
werden. Vor allem die diskrete Modellierung als auch die Algorithmen 2-opt und
Threshold Accepting sind derart robust und effektiv in ihrer Handhabe, dass ein
erster Fokus auf die Ausarbeitung und Modellierung neuer Optimierungsprobleme in
der forstwissenschaftlichen Forschung gelegt werden kann. Das könnte zum Beispiel
die Minimierung der Windgefährdung eines Bestandes während des Ankommens von
Verjüngung durch Optimierung der Lückenformen sein. Die Verteilung von Totholz oder
anderen sogenannten Keystones zur Optimierung der Biodiversität könnte gleichfalls
Gegenstand weiterer Forschung sein. Zuerst müssen dabei die vom einzelnen Baum
ausgehenden Effektgradienten durch kontinuierliche Modelle abgebildet werden. Die von
den Einzelbaumeffekten abgeleiteten Effekte sind in analoger Weise zu modellieren und
durch geeignete Messreihen zu verifizieren. Der nächste, in seiner Tragweite nicht zu
unterschätzende Schritt ist die Überführung der Zielsetzungen in mess- und vergleichbare
Zielfunktionen. Gerade die Ergebnisse des Samenbaumproblems in den Abb. 5.3 und 5.5
zeigen deutlich, dass die Wahl der Zielfunktion die Verteilung der Samenbäume auf der
Bestandesfläche stark beeinflusst. Beim Humusproblem wird wiederum deutlich, dass bei
der mehrkriteriellen Optimierung Lösungen nur schwer zu interpretieren sind, wenn die
Ziele verschiedene Maßeinheiten haben (vgl. Abschnitt 6.1.2).
An diesem Punkt kann und sollte ein zweiter Forschungsschwerpunkt ansetzen. Die
mehrkriterielle Optimierung in der waldbaulichen Forschung beruht bisher hauptsächlich
auf gewichteten Zielfunktionen oder Goal-Programming-Modellen (Bertomeu und Romero,
2001; Gómez et al., 2011; Pukkala, 2004). In der mathematischen – nicht speziell
waldbaulichen – Forschung zur mehrkriteriellen Optimierung werden hingegen vermehrt
Anstrengungen unternommen, die Pareto-Menge zu approximieren, anstatt nur eine
pareto-optimale Lösung zu berechnen (Deshpande et al., 2013; Sosa Hernández et al.,
2013; Trautmann et al., 2013). Die Vorteile liegen darin, dass die Ziele nicht mehr in
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vergleichbaren Maßeinheiten dargestellt werden müssen und dass die Pareto-Menge die
Auswirkungen der oftmals konträren Ziele darstellen kann. Gerade die waldbaulichen
Zielsetzungen wie Ästhetik, Erholungsfunktion oder Biodiversität bräuchten dadurch nicht
auf eine gemeinsame Maßeinheit reduziert zu werden.
Die Rechenzeit für eine Zielfunktionswertberechnung ist sehr hoch, was an den komplexen
Einzelbaumeffekten, den vielen Variablen und der großen Anzahl an Kontrollpunkten liegt.
Gleichzeitig wurden aber zum Beispiel beim 2-opt-Operator nur zwei Variablen verändert.
Dadurch änderte sich nur der Einfluss dieser beiden Baumpositionen, während alle von den
anderen Baumpositionen ausgehenden Einzelbaumeffekte gleich blieben. Daher könnte die
Rechenzeit während der Optimierung gesenkt werden, wenn jeder Einzelbaumeffekt für
jede Baumposition in jedem Kontrollpunkt aus einer Lookup-Tabelle abgefragt werden
und nicht jedes Mal neu berechnet würden (Xu et al., 2013; Lin et al., 2005). Dies
kann zu einem signifikanten Zeitgewinn führen, wenn die benötigten Speicherzugriffe
und die einmalige Erzeugung der Lookup-Tabelle schneller ausgeführt werden können als
die wiederholten Berechnungen der Einzelbaumeffekte. Des Weiteren könnte auch eine
mögliche Parallelisierung der Algorithmen die Rechenzeit stark verkürzen (Cao und Sun,
2012; Delévacq et al., 2013; Luong et al., 2012).
Das schlechte Abschneiden der Iterated Local Search konnte auf die ungeeignete
Parameterwahl zurückgeführt werden. Dieser Umstand verdeutlicht ein Hauptproblem bei
parameterintensiven Meta- und Hybridheuristiken: Ohne ausführliche und zeitaufwendige
Testrechnungen ist eine geeignete Parameterwahl in der Regel nicht möglich. Im
übertragenen Sinne kann die Suche nach guten Parameterwerten als ein eigenständiges
Optimierungsproblem angesehen werden. Eine adaptive Parameterwahl, wie sie beim
Adaptive Simulated Annealing von Ingber (2012) entwickelt wurde, sollte in die Iterated
Local Search implementiert werden, da diese Hybridheuristik durch die stark strukturellen
Lösungen der waldbaulichen Problemstellungen eigentlich sehr gute Lösungen liefern
müsste. Außerdem scheint es auch sinnvoll zu sein, andere Algorithmen aus der Klasse
des Adaptive Memory Programming zu berücksichtigen (Taillard et al., 2001). Neben den
betrachteten Algorithmen kommen zur Optimierung der waldbaulichen Problemstellungen
natürlich auch noch andere Metaheuristiken und daraus abgeleitete Hybridheuristiken in
Frage. Im Vorhinein kann allerdings nicht abgeschätzt werden, welcher der Algorithmen
idealerweise verwendet werden müsste. Das kann man nur wie in Abschnitt 3.3.3 aufgezeigt
durch Testrechnungen ermitteln.
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7 Zusammenfassung
In dieser Dissertation werden erstmals Kenntnisse über ökologische Felder von
Einzelbäumen mit Methoden der räumlichen Optimierung kombiniert, um ein Werkzeug
zu schaffen, mit dem Empfehlungen für die Strukturierung von Beständen erarbeiten
werden können. Dabei waren die folgenden drei waldbaulichen Problemstellungen die
Ausgangspunkte der Arbeit.
Wie müssen die Samenbäume auf einer Bestandesfläche verteilt sein, um beim
Samenbaumverfahren eine optimale Sämlingsdichte zu erhalten?
Wie müssen die Mischungsform und der Mischungsgrad in einem
Buchen-Fichten-Bestand gewählt werden, um eine günstige Humusform
zu erhalten?
Wie müssen Lücken in einem Bestand ausgeformt und verteilt sein, um
optimale Voraussetzungen für die Etablierung einer Verjüngung zu schaffen?
Trotz der unterschiedlichen Gegenstände der Optimierung vereint die zugrundeliegende
Suche nach einem optimalen Stammverteilungsplan die drei Probleme. Allerdings waren
einige Einzelbaumeffekte und davon abgeleitete Effekte, die zur Beschreibung der
obigen waldbaulichen Problemstellungen notwendig waren, noch nicht durch stochastische
Cluster-Punkt-Prozesse nach Stoyan und Wagner (2001) modelliert worden. Deswegen
fand zuerst eine ausführliche Beschreibung der obigen Problemstellungen statt, um
Grundannahmen zu definieren und die Zielgrößen Sämlingsdichte, Humusmächtigkeit und
Saugspannung im Sinne einer optimalen Sämlingsdichte, einer günstigen Humusform
sowie für eine Verjüngung optimaler Bedingungen bezüglich der Saugspannung verbal
herauszuarbeiten. Daraus wurde eine allgemeine Problemstellung abgeleitet, die als
Grundlage für die später entwickelten Optimierungsmodelle diente.
Der erste Schwerpunkt war die mathematische Herleitung der Zielgrößen und deren
Überführung in geeignete Zielfunktionen. Hierbei wurde die Idee der Einzelbaumeffekte
und das Konzept der ökologischen Felder von Wu et al. (1985) verwendet, um aus den
Einzelbaumeffekten die Zielgrößen zu entwickeln. Es wurden dabei die Eigenschaften der
Zielfunktionen und deren Einfluss auf die Optimierung herausgearbeitet.
Der zweite Schwerpunkt bestand in der Suche nach einem geeigneten Optimierungsmodell,
mit dem die Horizontalstruktur eines Bestandes, basierend auf Einzelbaumeffekten,
räumlich optimiert werden konnte. Hierzu wurde ein Überblick über den Stand der
Forschung in der Forstwissenschaft bzgl. der räumlichen Optimierung gegeben. Es
wurde dargelegt, dass die Optimierungsmodelle in der räumlichen Optimierung in
den Forstwissenschaften als kleinste Einheit eine Teilfläche des Bestandes und nicht
einen einzelnen Baum betrachten. Dadurch konnten die von den Bäumen ausgehenden,
stetigen Effekte nur durch stufige Effektgradienten berücksichtigt werden. Auf der
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anderen Seite existierte eine Optimierung, die am einzelnen Baum ansetzt, aber nicht
das räumliche Verteilungsschema der Bäume berücksichtigte. Des Weiteren konnten
die vorhandenen Optimierungsmodelle bisher nicht zu einem Modell kombiniert oder
abgewandelt werden, mit dem eine räumliche, einzelbaumweise Optimierung unter
Berücksichtigung weitreichender, stetiger Einzelbaumeffekte möglich ist.
Aufgrund dessen wurden drei kontinuierliche Optimierungsmodelle und ein diskretes
Optimierungsmodell entwickelt und deren Eigenschaften und mathematische Verbindungen
untereinander erarbeitet. Wegen der engen Beziehung zweier kontinuierlicher Opti-
mierungsmodelle zum Kreispackungsproblem wurden diese Modelle im weiteren Verlauf
der Arbeit nicht mehr betrachtet. Der zulässige Bereich des dritten kontinuierlichen
Optimierungsmodells wird durch Box-Constraints für die Positionen der Bäume definiert,
und die Zielfunktion besteht aus den oben erwähnten Zielfunktionen, gewichtet mit einem
Überschneidungsmaß für die Einflussbereiche der Bäume. Dagegen werden im diskreten
Optimierungsmodell nur endlich viele mögliche Baumpositionen betrachtet, denen die
Bäume zugeordnet werden. Im Gegensatz zu den ersten beiden Optimierungsmodellen
konnten weder für das dritte kontinuierliche Optimierungsmodell noch für das diskrete
Optimierungsmodell Ausschlusskriterien gefunden werden, sodass mit beiden Modellen im
nächsten Schwerpunkt der Dissertation weitergearbeitet wurde.
Bei der anschließenden Auswahl geeigneter Algorithmen wurden die Optimierungsprobleme
wegen den nichtlinearen, nicht notwendig differenzierbaren Zielfunktionen als schwer
lösbar eingestuft. Somit war die Berechnung einer global optimalen Lösung für
realistische Problemgrößen nicht möglich (Graichen, 2008). Stattdessen wurde mit
Hilfe von lokalen Suchverfahren und mit Meta- und Hybridheuristiken nach „möglichst
guten“ Lösungen gesucht. Als Grundlage wurden wichtige Begriffe und das allgemeine
Vorgehen lokaler Suchverfahren und Metaheuristiken erklärt. Der große Einfluss der
Nachbarschaftsdefinition auf die lokale Suche wurde an einem Beispiel erläutert. Danach
wurden verschiedene Nachbarschaftsdefinitionen vorgestellt und deren Anwendbarkeit
für die beiden Optimierungsmodelle geprüft. Hierbei stellte sich heraus, dass k-opt
für das diskrete Optimierungsmodell und Compass Search für das kontinuierliche
Optimierungsmodell geeignet sind. Außerdem wurde zum einen gezeigt, dass es keine
klare Abgrenzung zwischen Meta- und Hybridheuristiken gibt, und zum anderen, dass die
Wahl eines geeigneten Algorithmus für die drei waldbaulichen Problemstellungen von vielen
Faktoren beeinflusst wird. Entsprechend den Ausführungen von Dréo et al. (2006) wurden
deswegen neben den lokalen Suchen die einfache Metaheuristik Threshold Accepting und
die Hybridheuristik Iterated Local Search ausgewählt und verschiedene Varianten dieser
Algorithmen für beide Optimierungsmodelle vorgestellt.
Eine Optimierungssoftware wurde in C++ implementiert, die die waldbaulichen
Problemstellungen in die beiden Optimierungsmodelle überführt und mit den Algorithmen
Compass Search, 2-opt, 4-opt, Threshold Accepting und Iterated Local Search löst. Für alle
drei Optimierungsprobleme wurden mit den Algorithmen jeweils zwei Tests durchgeführt.
Beim ersten Test sollten in kurzer Zeit wiederholt gute Lösungen berechnet werden,
während im zweiten Test wesentlich mehr Funktionswertberechnungen zur Verfügung
standen, um eine sehr gute Lösung zu erhalten. Die Auswertung der Testrechnungen lieferte
folgende Ergebnisse:
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1. Das diskrete Optimierungsmodell war dem kontinuierlichen Modell fast immer
überlegen. Nur bei einem geringen Bestockungsgrad des Bestandes konnten
die getesteten Algorithmen mit dem kontinuierlichen Optimierungsmodell gute
Ergebnisse erzielen.
2. Die Definition der Zielfunktionen hat einen wesentlichen Einfluss auf die Lösungen.
Deswegen muss die Richtigkeit der Definition wiederholt mit Hilfe der berechneten
Lösungen und im Hinblick auf die eigentlichen forstwissenschaftlichen Ziele genau
überprüft werden. Das ist vor allem dann notwendig, wenn mehrere, gegenläufige
Ziele optimiert werden sollen.
3. Sehr gute Lösungen weisen charakteristische Verteilungsschemata der
Baumpositionen auf, die nur durch eine Optimierung und nicht durch das
wiederholte, zufällige Verteilen von Bäumen gefunden werden können.
4. Der zeitaufwendigste Bestandteil der Algorithmen ist die Berechnung der
Zielfunktionswerte. Hier muss weitere Forschungsarbeit geleistet werden.
5. Für das diskrete Optimierungsmodell zeigte sich in der Lösungsgüte fast immer
die Reihenfolge: Threshold Accepting > 2-opt > Iterated Local Search > 4-opt. Das
4-opt-Verfahren war dabei immer deutlich schlechter als alle anderen Algorithmen.
6. Die Wahl von günstigen Parametern für die Iterated Local Search ist schwierig und
ist in den Testrechnungen nicht gut gelungen. Trotzdem gibt es Hinweise darauf, dass
die Iterated Local Search mit geeigneten Parameterwerten sehr gute Lösungen für
das diskrete Optimierungsmodell liefern kann.
7. Threshold Accepting berechnet sowohl sehr schnell gute Lösungen als auch die besten
Lösungen, wenn eine intensive Suche mit sehr vielen Funktionswertberechnungen
möglich ist.
Im abschließenden Ausblick wurden weiterführende Forschungsideen aufgezeigt.
Diese befassen sich mit der Umsetzung weiterer waldbaulicher Problemstellungen,
der Entwicklung geeigneter Zielfunktionen und der Anwendung mehrkriterieller
Optimierungsmethoden. Ein weiterer wichtiger Punkt ist es auch, durch Parallelisierung
und durch die Verwendung von Lookup-Tabellen eine Verkürzung der Rechenzeit
zu erreichen. Die Anwendung anderer Algorithmen, insbesondere aus der Klasse des
Adaptiven Memory Programming, scheint durch die charakteristischen Merkmale der sehr





In this thesis, ecological field knowledge of single trees is combined for the first time with
methods of spatial optimization, in order to create a tool to help develop recommendations
for the structuring of stands. The following three silvicultural problems were the basis for
the work.
How should seed-trees be distributed in a stand area to obtain an optimal seedling
density during seed-tree cuttings?
How should spruce and beech in mixed spruce-beech stands be spacially
distributed to achieve a favorable humus form?
How should gaps be formed and distributed in a stand in order to create optimal
conditions for regeneration?
Despite varying aspects of optimization, the underlying search for an optimal stem map
unifies the three problems. However, some single-tree effects and derived effects which
were necessary for the description of the above mentioned silvicultural problems have
not yet been modeled by stochastic cluster point processes (Stoyan und Wagner, 2001).
Therefore, an initial detailed description of the problems was developed both to define
basic assumptions and to determine the objectives seedling density, humus mass and soil
moisture tension. Hence, a generalized problem has been derived, which served as the basis
for the optimization models developed later.
The first focus was the mathematical derivation of the objectives and their translation to
suitable objective functions. Here, the idea of single-tree effects and the concept of ecological
fields according to Wu et al. (1985) was used to develop the objectives from the single-tree
effects. Properties of the objective functions and their impact on the optimization of the
silvicultural problems were developed.
The second focus involved the development of an appropriate optimization model with
which the horizontal structure of a stand could be spatially optimized, based on single-tree
effects. An overview of the state of the art regarding the spatial optimization in forestry
has been provided. It became clear that the optimization models for spatial optimization
consider a partial area of a stand as the smallest unit as opposed to an individual tree.
Thus, the continuous effects of the trees could only be considered by step functions. On
the other hand, there exists an optimization that considers the single-tree, but doesn’t
include the spatial pattern of the trees. The existing optimization models could not be
combined or modified into a model with which a spatial, single-tree based optimization
under longrange, continuous single-tree effects is possible.
To address this dilemma, three continuous optimization models and a discrete optimization
model were developed, and their attributes and mathematical interconnections determined.
Two continuous optimization models were eliminated for consideration at this point, due
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to their close relationship to the circle packing problem. The feasible range of the third
continuous optimization model is defined by box constraints for the tree positions, and
the objective function is composed of the above-mentioned objectives, weighted with
an overlapping degree for the influence areas of the trees. In contrast, in the discrete
optimization model only a finite number of possible tree positions to which the trees can
be allocated was considered. Unlike the first two optimization models, exclusion criteria
were not found either for the third continuous optimization model or for the discrete model,
so the thesis focuses on these two optimization models in the next chapter.
In the following selection of suitable algorithms, the optimization problems were challenging
to solve due to the non-linear, not necessarily differentiable objective functions. The
computation of a globally optimal solution for realistic problem sizes was impossible
(Graichen, 2008). Instead, the search was redefined for “best possible” solutions using local
searches, metaheuristics, and hybrid heuristics. Important terms and the general procedure
of local searches and metaheuristics composed the basis for the research. The significant
influence of the neighborhood definition on the local search has been explained using
an example. Several neighborhood definitions were then presented and their applicability
tested for the discrete and the continuous optimization model. It was determined that k-opt
was suitable for the discrete optimization model, and Compass Search for the continuous
optimization model. Furthermore, it has been shown that there is no clear distinction
between metaheuristics and hybrid heuristics, and that the choice of a suitable algorithm
for the three silvicultural problems is influenced by many additional factors. In accordance
with the work of Dréo et al. (2006), the metaheuristic Threshold Accepting and the hybrid
heuristic Iterative Local Search were selected in addition to the simple local search, and
variants of these algorithms were presented for both optimization models.
An optimization software was implemented in C++ that converts the silvicultural problems
into both the discrete and continuous optimization models, with the algorithms Compass
Search, 2-opt, 4-opt, Threshold Accepting, and Iterative Local Search. Two tests were
carried out with the algorithms on all three optimization problems. In the first test
good solutions were to be be calculated repeatedly and quickly, while in the second test
many more function value calculations were available to obtain a very good solution. The
evaluation of the test calculations produced the following results:
1. The discrete optimization model was preferable to the continuous optimization
model. The algorithms tested were able to achieve good results with the continuous
optimization model only at a low stand density.
2. The definition of the objective functions had significant influence on the solutions.
Therefore, the accuracy of the definition must be repeatedly and carefully analyzed
using the calculated solutions and the actual silvicultural objects. This is especially
necessary when optimization involves several conflicting objectives.
3. Very good solutions showed characteristic distribution patterns of tree positions that
could only be found through an optimization and not by repeated and random
selection of the tree positions.
4. The most time-consuming aspect of the algorithms was the calculation of the
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objective function values. Additional research is necessary.
5. In nearly every test the following order of the algorithms relating to the
solution quality was found for the discrete optimization model: Threshold
Accepting > 2-opt> Iterative Local Search > 4-opt. The algorithm 4-opt was always
considerably worse than the other algorithms.
6. The choice of reasonable parameters for the Iterative Local Search is difficult and
was less than effective in the performed tests. Nevertheless, there are indications
that the Iterative Local Search can provide very good solutions for the continuous
optimization model with appropriate parameter values.
7. Threshold Accepting provides very fast good solutions as well as the best solutions
when an intensive search with a lot of function value calculations was possible.
In the outlook further research ideas have been identified. These deal with the analysis
of other silvicultural problems, the development of appropriate objective functions and
the application of multi-objective optimization methods. Another important point is the
reduction of computation time made possible by parallelizing and the use of lookup tables.
Applying other algorithms, especially in the class of Adaptive Memory Programming, seems





A Funktionen und Parameterwerte der Einzelbaumeffekte
Allgemein
• Einflussbereich eines Baumes k in Metern in Abhängigkeit von seinem BHD in
Metern, abgeleitet von der Kronenradiusberechnung (a = 0) aus Döbbeler et al.
(2002); Parameter a gibt an, um wie viel Meter sich der Radius des Einflussbereichs
eines Baumes von seinem Kronenradius unterscheidet










Baumart b0 b1 b2 b3
Buche 2,0837 0,1500 5,7292 1,3341
Fichte 1,2644 0,1072 0,000001 1,0
Kiefer 1,2783 0,11388 8,705220 1,33944
• Gitter der Kontrollpunkte in Abhängigkeit von der Entfernung Λ > 0 in Metern mit
B




2 Λ ≤ ymax ≤
L+1
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• Modifizierte Abstandsfunktion des Punktes (i,j) zum Baum k in Metern mit ε ≥ 0
d(i, j, xk, yk) =
√
(i− xk)2 + (j − yk)2 + ε (A.3)
• Winkelberechnung zwischen Baum k mit Position (xk, yk) und dem Punkt (i, j)
α(i, j, xk, yk) =

arctan( j−yki−kk ), i− xk > 0
arctan( j−yki−kk ) + π, i− xk < 0
π
2 , i− xk = 0 und j − yk > 0
3π
2 , sonst
• Anisotrope Abstandsfunktion zwischen (i, j) und einem Baum k in Metern, aus
Wagner et al. (2004)














Die Werte der Parameter K und u entsprechen jenen der Tabelle für die anisotrope
Abstandsfunktion (A.4).
• Elliptischer Abstand von (i, j) zur Position von Baum k, aus Wälder et al. (2009)
mit h1 = b20 + b21 · b22 und h() = 2 ·d() ·
(
b0 · cos(α()− u) + b21 · b2 · sin(α()− u)
)
(statt
(i, j, xk, yk) wird nur () geschrieben)
d3() =
√
h1 − h() + d()2 · cos2(α()− u) + d()2 · b21 · sin2(α()− u)
Baumart b0 b1 b2 u
Fichte 7 0,5 0 1,56
Sämlingsdichte







Baumart N BHDref β b0
Kiefer 100.000 0,3 1 68.000
• Dichteverteilung der Samen eines Baumes k, abgewandelt von Kellomäki et al. (1987)




2 σd(i, j, xk, yk)2
e
−




• Samendichte in (i, j) unter Berücksichtigung aller Bäume, aus Wagner et al. (2010)
SD(i, j, x, y) =
NX̃∑
k=1
SM(k)SDk(i, j, xk, yk) (A.8)
• Altbaumkonkurrenz eines Baumes k, nach Kuuluvainen und Pukkala (1989)





d(i, j, xk, yk)2
b0 BHDk · 100 (A.9)
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Baumart BHDref b0
Kiefer 0,6 0,4
• Ressourcenverfügbarkeit in (i, j) unter Berücksichtigung des Baumes k, aus
Kuuluvainen und Pukkala (1989)
RPk(i, j, xk, yk) = 1− TE(i, j, xk, yk) (A.10)
• Ressourcenverfügbarkeit in (i, j) unter Berücksichtigung aller Bäume, aus
Kuuluvainen und Pukkala (1989)
RP (i, j, x, y) =
NX̃∏
k=1
RPk(i, j, xk, yk)
• Sämlingsdichte in (i, j) unter Berücksichtigung aller Bäume, aus Wagner et al. (2010)




• Streumenge eines Baumes k nach Frischbier (2012, Daten: Solling); die
Gesamtstreumenge m für eine Fichte mit einem BHD von 0,45 m wurde aus
den Daten der ermittelten Herbststreumenge der Versuchsfläche Solling und den







Baumart BHDref β m
Buche 0,45 3 21.430
Fichte 0,45 1 14.000
• Dichteverteilung der Streu eines Baumes k nach Frischbier (2012, Daten: Solling)




2 σd(i, j, xk, yk)2
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• Streudichte in (i, j) unter Berücksichtigung aller Bäume der ersten Baumart nach
Frischbier (2012)
SD1(i, j, x, y) =
n1,max∑
k=1
SN(k)SDk(i, j, xk, yk) +
n̄1,max∑
k=Nmax+1
SN(k)SDk(i, j, xk, yk)
(A.14)
• Streudichte in (i, j) unter Berücksichtigung aller Bäume der zweiten Baumart nach
Frischbier (2012)
SD2(i, j, x, y) =
Nmax∑
k=n1,max+1
SN(k)SDk(i, j, xk, yk) +
NX̃∑
k=n̄1,max+1
SN(k)SDk(i, j, xk, yk)
(A.15)
• Isotroper Kronenrückhalt eines Baumes k bzgl. des Punktes (i, j) mit c = θD
(2/θ)
Γ(2/θ)
nach Wagner (persönliche Mitteilung, Daten: Frischbier (2012))





· m · c
2π
· e−D(d(i, j, xk, yk))
θ
(A.16)
Baumart BHDref β m c θ D
Buche 0,45 1,25 955 0,231607 1,22 0,34
Fichte 0,45 1,25 686 0,222308 1,58 0,196
• Kronenrückhalt in (i, j) unter Berücksichtigung aller Bäume nach Wagner
(persönliche Mitteilung)
KR(i, j, x, y) =
NX̃∑
k=1
KRk(i, j, xk, yk) (A.17)
• Humusmächtigkeit in (i, j) unter Berücksichtigung aller Bäume nach Wagner
(persönliche Mitteilung)
HM(i, j, x, y) = b0 + b1SD1(i, j, x, y)+ b2(SD2(i, j, x, y))2 + b3KR(i, j, x, y) (A.18)
Mischbestand b0 b1 b2 b3
Buche-Fichte -502,4 11,71 0,069 23,87
Saugspannung
• Wurzeldichte in (i, j) unter Berücksichtigung des Baumes k mit c = θD
(2/θ)
Γ(2/θ) nach
Haase (2005) und Parameterwerte nach Wagner (persönliche Mitteilung)





· m · c
2π
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Baumart BHDref β m c D θ
Fichte 0,4 1 5.767 0,126955 0,0842 1,824
• Relative Wurzeldichte in (i, j) unter Berücksichtigung aller Bäume, aus Haase (2005)





WDk(i, j, xk, yk) (A.20)
Baumart WDmax
Fichte 600
• Relative direkte Strahlung in (i, j) unter Berücksichtigung des Baumes k mit
c = θD
(2/θ)
Γ(2/θ) , adaptiert nach Wälder et al. (2009); Parameterwerte nach Wagner
(persönliche Mitteilung)






· m · c
100 · 2π





Baumart BHDref β m c D θ
Fichte 0,4 1 73.735 0,0117107 0,0136 1,7
• Relative direkte Strahlung in (i, j) unter Berücksichtigung aller Bäume, aus Wälder et
al. (2009)
rDS(i, j, x, y) =
NX̃∏
k=1
DSk(i, j, xk, yk) (A.22)
• Isotroper Kronenrückhalt eines Baumes k bzgl. des Punktes (i, j) (siehe (A.16)), nach
Wagner (persönliche Mitteilung, Daten Bestandeslücke)
Baumart BHDref β m c D θ
Fichte 0,4 1,5 142 0,1396 0,0017 4,582
• Relativer Kronenrückhalt in (i, j) unter Berücksichtigung aller Bäume nach Wagner
(persönliche Mitteilung)





KRk(i, j, xk, yk) (A.23)
Baumart KRmax
Fichte 106
• Saugspannung mit Einheit -hPa nach Wagner (persönliche Mitteilung, Daten
Bestandeslücke 02.07.2010)
S(i, j, x, y) = a0−a1 ·rKR(i, j, x, y)−a2 ·rWD(i, j, x, y)−a3 ·rDS(i, j, x, y) (A.24)
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Baumart a0 a1 a2 a3
Fichte -74,3 0 623,8 176,9
B Optimierungsalgorithmen
Die Pseudocodes der für die Testrechnungen verwendeten Algorithmen sind im
Folgenden aufgeführt. Des Weiteren sind die verwendeten Nachbarschaftsdefinitionen und
algorithmusspezifischen Schritte und Funktionen beschrieben, für die in Kapitel 3 mehrere
Möglichkeiten zur Auswahl standen.
Compass Search für (M3)
Die Nachbarschaftsdefinition
N ((xk, yk),∆k) = {(x, y) ∈M3 : (x, y) = (xk, yk) + ∆kd mit d ∈ D⊕}
verwendet die generierenden Menge
D⊕ = {e1, e2, . . . , e2Nmax ,−e1,−e2, . . . ,−e2Nmax},
dem k-ten kanonischen Einheitsvektor des R2Nmax ek und der Schrittweite ∆k > 0.
In Zeile 4 von Pseudocode 8 wurde für eine Lösung (xk, yk) der Baum i ∈ {1,2, . . . , Nmax},
der als erstes verschoben werden soll, und anschließend die Himmelsrichtung „Nord“, „Ost“,
„Süd“ oder „West“ (eNmax+i, ei,−eNmax+i,−ei), in die er zuerst verschoben werden soll,
zufällig ausgesucht. Danach wurden mit ERSTE für jeden Baum i die vier möglichen
Verschiebungen getestet. Wenn sich keine bessere Lösung ergeben hat, dann wurden für den
nächsten Baum i + 1 alle möglichen Verschiebungen getestet usw. Wenn das Verschieben
des Baumes i = Nmax keine Verbesserung brachte, dann wurde i = 1 gesetzt und die
Suche ging so lange weiter, bis alle Bäume getestet waren. Zusätzliche wurde das folgende
Abbruchkriterium eingeführt:
(A) Anzahl an Zielfunktionswertberechnungen ≤MAX.
Lokale Suche mit 2-opt* und 4-opt* für (M4)
Eine Nachbarlösung Z ∈ N (Zi) zur Matrix Zi entsteht, indem aus Zi k > 2 Spalten
ausgewählt und permutiert werden. Da Spalten mit gleichen Einträgen gleiche Belegungen
der Positionen darstellen (eine Spalte mit ausschließlich Nullen ist eine leere Position usw.),
wurden nur k-Tupel von Spalten mit k = 2 bzw. k = 4 betrachtet, deren Permutation
eine von Zi verschiedene Matrix Z lieferte (siehe Erläuterungen in Abschnitt 3.2.3.3). Die
Reihenfolge dieser k-Tupel wurde nach jeder Zielfunktionswertverbesserung in zufälliger
Weise verändert. In Zeile 3 von Pseudocode 9 wurde mit ERSTE ein Starttupel zufällig
ausgewählt, und entsprechend der Reihenfolge der Tupel wurden für jeden Tupel sämtliche
Permutationen bis auf die Identität auf einen besseren Zielfunktionswert hin getestet. Als
zusätzliches Abbruchkriterium wurde (A) eingeführt.
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Pseudocode 8 Compass Search für (M3)
Eingabe: Zielfunktion f(x, y), Startlösung (x0, y0), Nachbarschaft N ((xk, yk),∆k) von
(xk, yk), Mindestschrittweite ∆tol > 0, Anfangsschrittweite ∆0 > 0, maximale Anzahl
an Funktionswertberechnungen MAX > 0
Ausgabe: lokal optimale Lösung (xk, yk)
1: k ← 0
2: repeat
3: repeat
4: Wähle (x, y) ∈ N ((xk, yk),∆k)
5: if f(x, y) < f(xk, yk) then
6: (xk+1, yk+1)← (x, y)
7: ∆k+1 ← ∆k
8: k ← k + 1
9: until Für alle (x, y) ∈ N ((xk, yk),∆k) gilt f(x, y) ≥ f(xk, yk)
10: (xk+1, yk+1)← (xk, yk)
11: ∆k+1 ← 12∆k
12: k ← k + 1
13: until ∆k < ∆tol or (A)
Threshold Accepting für (M3) und (M4)
Für die Berechnung des Startschwellenwertes c in Zeile 3 von Pseudocode 10 wurde ein
zu erreichender Startakzeptanzradius χ ∈ [0,1] vorgegeben. Des Weiteren wurden für m0
zufällig erzeugte Lösungen xj , j = 1, . . . ,m0, die Differenzen ∆(xj , x0) = Fitness(xj) −
Fitness(x0) nach nichtfallenden Werten sortiert. Dann wurde der Schwellenwert c =
∆(x̄, x0) mit x̄ = xj , j ∈ {1, . . . ,m0} und |{x1, . . . , xj}| = dχm0e gesetzt. Wenn für den
Schwellenwert c ≥ 0 galt, dann wurde c = 0,5 gesetzt. Als zusätzliches Abbruchkriterium
wurde (A) eingeführt.
Da der Pseudocode 10 für die Optimierungsmodelle (M3) und (M4) gilt, war bei der
Beschreibung eine allgemeine Variable x verwendet worden. Für (M3) entsprach die
Variable dem Vektor der Baumpositionen (x, y), für (M4) der Matrix Z. In Zeile 5 von
Pseudocode 10 wurde für das kontinuierliche Optimierungsmodell (M3) die Nachbarlösung
(x, y) von (xk, yk) durch Verändern der Position eines zufällig ausgewählten Baumes
j ∈ {1, . . . , Nmax} erzeugt. Dabei wurde die neue Position des Baumes (xj , yj) zufällig
Pseudocode 9 2-opt und 4-opt für (M4)
Eingabe: Zielfunktion f(Z), Startlösung Z0, Nachbarschaft N (Z) von Z, maximale
Anzahl an Funktionswertberechnungen MAX > 0
Ausgabe: lokal optimale Lösung Zk
1: k ← 0
2: repeat
3: Wähle Z ∈ N (Zk)
4: if f(Z) < f(Zk) then
5: k ← k + 1
6: Zk ← Z
7: until Für alle Z ∈ N (Zk) gilt f(Z) ≥ f(Zk) or (A)
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Pseudocode 10 Threshold Accepting für (M3) und (M4)
Eingabe: Fitnessfunktion Fitness(), Startlösung x0, Nachbarschaft N (x) von x,
Unterschied der Fitness ∆(x, xk) = Fitness(x) − Fitness(xk), Schwellenwert c > 0,
Parameter δ ∈ (0,1), Startakzeptanzradius χ ∈ (0,1), Standardlängenparameter
L > 0, Abbruchparameter cmin > 0, maximale Anzahl an Funktionswertberechnungen
MAX > 0
Ausgabe: beste gefundene Lösung x∗
1: k ← 0
2: x∗ ← x0
3: c← ∆(x̄, x0)
4: repeat
5: Wähle x ∈ N (xk)
6: if ∆(x, xk) < c then
7: xk+1 ← x
8: if Fitness(x∗) > Fitness(xk+1) then
9: x∗ ← xk+1
10: else
11: xk+1 ← xk
12: k ← k + 1
13: if k mod L = 0 then
14: c← δc
15: until c < cmin or (A)
aus X gewählt, d. h. (xj , yj) ∈ X. Für das Optimierungsmodell (M4) wurde in Zeile 5 eine
2*-opt Operation, wie sie im vorherigen Abschnitt beschrieben ist, durchgeführt. Dabei
wurde das 2-Tupel zufällig gewählt.
Iterated Local Search für (M3) und (M4)
Durch die Verwendung des Akzeptanzkriteriums TA ließ sich die Iterated Local Search
als Hybridheuristik von Threshold Accepting und den lokalen Suchverfahren für (M3)
und (M4) darstellen. Hierbei konnte der Pseudocode 10 vom Threshold Accepting mit
einer Änderung übernommen werden. Der äußere Algorithmus Threshold Accepting wurde
über berechnete Lösungen der lokalen Suchverfahren, die von gestörten Lösungen aus
starteten, durchgeführt (vgl. Zeile 5 von Pseudocode 10 und Pseudocode 11). Alle anderen
algorithmusspezifischen Funktionen und Parameter wurden aus Threshold Accepting
übernommen. Als lokale Suchverfahren LokaleSuche() wurden für das kontinuierliche
Problem Compass Search und für das diskrete Problem der 2-opt-Operator verwendet. Wie
schon vorher angemerkt, galt der Pseudocode 11 gleichzeitig für die Optimierungsmodelle
(M3) und (M4). Deswegen ist eine allgemeine Variable x bei der Beschreibung verwendet
worden. Für (M3) entsprach die Variable dem Vektor der Baumpositionen (x, y), für
(M4) der Matrix Z. Der Störalgorithmus Störung() störte die Position von i Bäumen.
Dabei wurde für das kontinuierliche Optimierungsmodell (M3) die gestörte Lösung von
(xk, yk) durch Verändern der Position von i zufällig ausgewählten, verschiedenen Bäumen
j ∈ {1, . . . , Nmax} erzeugt. Dabei wurde die neue Position der Bäume (xj , yj) zufällig aus X
gewählt, d. h. (xj , yj) ∈ X. Für das Optimierungsmodell (M4) wurde eine i*-opt Operation
durchgeführt. Dabei wurde ein i-Tupel von Positionen und dessen Permutationen zufällig
gewählt, wobei mindestens i/2 Positionen ausgewählt wurden, auf denen ein Baum stand.
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Pseudocode 11 Iterated Local Search für (M3) und (M4)
Eingabe: Fitnessfunktion Fitness(), Startlösung x0, lokales Suchverfahren LokaleSuche(),
Störalgorithmus Störung(), Unterschied der Fitness ∆(x, xk) = Fitness(x) −
Fitness(xk), Schwellenwert c > 0, Parameter δ ∈ (0,1), Startakzeptanzradius χ ∈ (0,1),
Standardlängenparameter L > 0, Abbruchparameter cmin > 0, maximale Anzahl an
Funktionswertberechnungen MAX > 0
Ausgabe: beste gefundene Lösung x∗
1: k ← 0
2: x∗ ← x0
3: c← ∆(x̄, x0)
4: repeat
5: x = LokaleSuche(Störung(xk))
6: if ∆(x, xk) < c then
7: xk+1 ← x
8: if Fitness(x∗) > Fitness(xk+1) then
9: x∗ ← xk+1
10: else
11: xk+1 ← xk
12: k ← k + 1
13: if k mod L = 0 then
14: c← δc





xmax 64 Nmax 44 c1 10 Λ 1 a 0
ymax 110 NX̃ 44 ε 0,01 Z 20 Baumart Kiefer
Daten für diskretes Optimierungsproblem
G1 1 n1,min 44 δ 5,5 BHD1 0,356
G2 0 n1,max 44 |N | 288
Daten für kontinuierliches Optimierungsproblem
BHDk 0,346 0,360 0,353 0,327 0,355 0,334 0,338 0,366
0,345 0,349 0,379 0,326 0,348 0,349 0,379 0,364
0,350 0,355 0,383 0,331 0,358 0,371 0,332 0,384
0,316 0,361 0,368 0,367 0,358 0,326 0,385 0,329
0,397 0,353 0,342 0,336 0,379 0,391 0,371 0,347
0,356 0,387 0,350 0,356 0,381 0,344 0,355 0,338
0,349 0,343 0,363 0,349 0,331 0,381 0,343 0,354
0,343 0,350 0,352 0,375
Tabelle C.1: Daten für die Optimierung der Sämlingsdichte auf X nach fS1(x, y) und fS2(x, y)
B P xk yk B P xk yk B P xk yk
1 128 38,5 47,6314 16 50 5,5 19,0526 31 83 55 28,5788
2 163 35,75 61,9208 17 185 24,75 71,4471 32 257 24,75 100,026
3 56 38,5 19,0526 18 121 0 47,6314 33 24 63,25 4,76314
4 120 63,25 42,8683 19 244 16,5 95,2628 34 155 55 57,1577
5 40 19,25 14,2894 20 106 49,5 38,1051 35 131 55 47,6314
6 135 13,75 52,3945 21 113 24,75 42,8683 36 65 24,75 23,8157
7 48 63,25 14,2894 22 111 13,75 42,8683 37 62 8,25 23,8157
8 181 2,75 71,4471 23 38 8,25 14,2894 38 203 55 76,2102
9 47 57,75 14,2894 24 127 33 47,6314 39 71 57,75 23,8157
10 93 46,75 33,342 25 140 41,25 52,3945 40 188 41,25 71,4471
11 29 22 9,52628 26 218 5,5 85,7365 41 4 16,5 0
12 201 44 76,2102 27 103 33 38,1051 42 204 60,5 76,2102
13 57 44 19,0526 28 200 38,5 76,2102 43 19 35,75 4,76314
14 129 44 47,6314 29 126 27,5 47,6314 44 215 57,75 80,9734
15 92 41,25 33,342 30 159 13,75 61,9208
Tabelle C.2: Startlösung für (M3) und (M4) für die Kiefernsämlingsdichte; B:




xmax 153 Nmax 389 1. Baumart Buche n1,max 117 c1 1
ymax 147,25 NX̃ 389 2. Baumart Fichte n2,max 272 c2 1
Λ 2 ε 0,01 Z 4.000 a 0.5 c12 1,3433
Daten für diskretes Optimierungsproblem
G1 1 BHD1 0,395 δ 8,5 n1,min 117
G2 1 BHD2 0,633 |N | 389 n2,min 272
Daten für kontinuierliches Optimierungsproblem
BHDk Buche
0,4062 0,4042 0,3792 0,4157 0,3702 0,4036 0,3964 0,4111 0,4074 0,3541
0,3667 0,3847 0,3724 0,3717 0,4183 0,4207 0,3956 0,3586 0,4060 0,4097
0,4112 0,4458 0,3966 0,3636 0,3812 0,4242 0,3850 0,3900 0,4393 0,3700
0,3803 0,4258 0,3659 0,3711 0,3780 0,3654 0,3821 0,3789 0,3993 0,4285
0,3622 0,3846 0,3947 0,3622 0,4105 0,4404 0,3950 0,4176 0,3887 0,3737
0,4151 0,3706 0,3497 0,3890 0,3717 0,4033 0,3919 0,3984 0,3661 0,4015
0,3599 0,3740 0,4111 0,4084 0,3970 0,4058 0,3722 0,3692 0,4006 0,4410
0,3709 0,4083 0,4205 0,4036 0,4022 0,3659 0,3731 0,3886 0,4112 0,3513
0,3895 0,3825 0,3809 0,3510 0,3587 0,3932 0,4054 0,3994 0,3973 0,3846
0,3640 0,3821 0,3859 0,4166 0,3577 0,3665 0,4064 0,3859 0,4153 0,3719
0,4022 0,4066 0,3893 0,4084 0,4124 0,3681 0,3729 0,3899 0,3924 0,3505
0,4062 0,4042 0,3792 0,4157 0,3702 0,4036 0,3964
BHDk Fichte
0,6263 0,6359 0,6880 0,6419 0,5687 0,6522 0,6352 0,6961 0,6798 0,6188
0,6330 0,6041 0,6459 0,6588 0,6418 0,5853 0,6499 0,6156 0,5399 0,6902
0,5981 0,6728 0,6494 0,6967 0,6516 0,6732 0,6289 0,6120 0,5723 0,6079
0,6376 0,6466 0,6496 0,5995 0,6958 0,6918 0,6644 0,6431 0,6452 0,6925
0,6601 0,6514 0,6891 0,6583 0,6025 0,5770 0,6599 0,7079 0,6674 0,6973
0,6091 0,5914 0,6417 0,5478 0,5546 0,6939 0,6434 0,6791 0,6049 0,6788
0,5621 0,6488 0,6149 0,5379 0,6188 0,6327 0,6943 0,6353 0,5603 0,6166
0,6280 0,6437 0,6590 0,6411 0,5940 0,6620 0,6314 0,6055 0,6999 0,5997
0,5711 0,5299 0,6409 0,5975 0,5997 0,7020 0,6267 0,7189 0,6586 0,6324
0,6053 0,6409 0,6449 0,6330 0,6387 0,5843 0,6490 0,6347 0,5796 0,6027
0,6751 0,6071 0,6415 0,6482 0,5933 0,6802 0,6436 0,6193 0,6754 0,6360
0,6379 0,5884 0,6463 0,5943 0,6240 0,6081 0,6186 0,5996 0,5730 0,5956
0,6380 0,6345 0,6122 0,5552 0,6009 0,6048 0,6350 0,6720 0,6709 0,6982
0,5787 0,6598 0,5941 0,6495 0,6458 0,6463 0,5740 0,5893 0,6396 0,5292
0,6017 0,6679 0,6217 0,6532 0,6365 0,6812 0,6302 0,6009 0,6350 0,6703
0,5873 0,6556 0,6307 0,6946 0,6648 0,6320 0,6159 0,6171 0,6641 0,6146
0,6562 0,6965 0,6445 0,5904 0,6091 0,5846 0,5837 0,6579 0,6328 0,5814
0,6309 0,6654 0,6682 0,5844 0,6407 0,6813 0,6469 0,6220 0,5961 0,6857
0,5548 0,6561 0,5939 0,6180 0,6429 0,6832 0,5844 0,6331 0,6083 0,6222
0,6418 0,6347 0,6004 0,5722 0,7058 0,7066 0,5869 0,6642 0,6444 0,6663
0,6432 0,6585 0,6412 0,5615 0,6489 0,6627 0,5840 0,5979 0,6315 0,5751
0,6361 0,6092 0,6222 0,6399 0,6292 0,6060 0,6454 0,5810 0,6703 0,6779
0,6365 0,6722 0,6514 0,6337 0,5882 0,6662 0,6039 0,5765 0,6956 0,6486
0,6082 0,6112 0,6510 0,6382 0,6427 0,6097 0,6347 0,6974 0,5838 0,6441
0,6533 0,5957 0,6270 0,6104 0,6296 0,5789 0,5579 0,6030 0,6142 0,5982
0,5966 0,6407 0,6508 0,6541 0,6672 0,7342 0,5682 0,6474 0,6263 0,6359
0,6880 0,6419 0,5687 0,6522 0,6352 0,6961 0,6798 0,6188 0,6330 0,6041
0,6459 0,6588
Tabelle C.3: Daten für die Optimierung der Humusmächtigkeit auf X nach fH(x, y)
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B P xk yk B P xk yk B P xk yk
1 1 0 0 40 136 46,75 51,5285 79 283 38,25 110,418
2 5 34 0 41 140 80,75 51,5285 80 288 80,75 110,418
3 7 51 0 42 157 68 58,8897 81 296 148,75 110,418
4 8 59,5 0 43 160 93,5 58,8897 82 298 8,5 117,779
5 12 93,5 0 44 161 102 58,8897 83 302 42,5 117,779
6 13 102 0 45 165 136 58,8897 84 303 51 117,779
7 14 110,5 0 46 167 153 58,8897 85 308 93,5 117,779
8 15 119 0 47 176 72,25 66,2509 86 312 127,5 117,779
9 16 127,5 0 48 178 89,25 66,2509 87 313 136 117,779
10 21 12,75 7,36122 49 179 97,75 66,2509 88 314 144,5 117,779
11 22 21,25 7,36122 50 181 114,75 66,2509 89 316 4,25 125,141
12 27 63,75 7,36122 51 184 140,25 66,2509 90 319 29,75 125,141
13 28 72,25 7,36122 52 185 148,75 66,2509 91 321 46,75 125,141
14 35 131,75 7,36122 53 186 0 73,6122 92 326 89,25 125,141
15 40 17 14,7224 54 198 102 73,6122 93 329 114,75 125,141
16 44 51 14,7224 55 202 136 73,6122 94 330 123,25 125,141
17 51 110,5 14,7224 56 207 21,25 80,9734 95 331 131,75 125,141
18 55 144,5 14,7224 57 209 38,25 80,9734 96 332 140,25 125,141
19 57 4,25 22,0836 58 215 89,25 80,9734 97 333 148,75 125,141
20 60 29,75 22,0836 59 219 123,25 80,9734 98 334 0 132,502
21 65 72,25 22,0836 60 221 140,25 80,9734 99 338 34 132,502
22 68 97,75 22,0836 61 227 34 88,3346 100 339 42,5 132,502
23 73 140,25 22,0836 62 239 136 88,3346 101 343 76,5 132,502
24 74 148,75 22,0836 63 242 4,25 95,6958 102 345 93,5 132,502
25 76 8,5 29,4449 64 243 12,75 95,6958 103 346 102 132,502
26 78 25,5 29,4449 65 244 21,25 95,6958 104 349 127,5 132,502
27 79 34 29,4449 66 249 63,75 95,6958 105 351 144,5 132,502
28 90 127,5 29,4449 67 250 72,25 95,6958 106 352 153 132,502
29 94 4,25 36,8061 68 252 89,25 95,6958 107 356 29,75 139,863
30 95 12,75 36,8061 69 253 97,75 95,6958 108 357 38,25 139,863
31 97 29,75 36,8061 70 254 106,25 95,6958 109 359 55,25 139,863
32 102 72,25 36,8061 71 255 114,75 95,6958 110 364 97,75 139,863
33 105 97,75 36,8061 72 258 140,25 95,6958 111 368 131,75 139,863
34 110 140,25 36,8061 73 260 0 103,057 112 369 140,25 139,863
35 113 8,5 44,1673 74 267 59,5 103,057 113 371 0 147,224
36 118 51 44,1673 75 272 102 103,057 114 379 68 147,224
37 122 85 44,1673 76 276 136 103,057 115 380 76,5 147,224
38 131 4,25 51,5285 77 279 4,25 110,418 116 385 119 147,224
39 132 12,75 51,5285 78 282 29,75 110,418 117 386 127,5 147,224
Tabelle C.4: Startlösung für (M3) und (M4) für die Optimierung der Humusmächtigkeit;
B: Baumnummer für (M3); P: Nummer der besetzten Position für (M4); es sind nur die
Positionen angegeben, auf denen Buchen stehen, auf allen nicht aufgeführten Positionen




xmax 96 ∆x 30 Nmax 267 c1 10 Baumart Fichte
ymax 93,54 ∆y 25 NX̃ 669 ε 0,01 a 0
Λ 2
Daten für diskretes Optimierungsproblem
G1 1 n1,min 267 δ 6 BHD1 0,4
G2 0 n1,max 267 |N | 314
Daten für kontinuierliches Optimierungsproblem
BHDk 0,3930 0,4181 0,4304 0,3964 0,4088 0,4270 0,3969 0,4204
0,3791 0,3977 0,3986 0,3713 0,3650 0,4138 0,4205 0,3869
0,4148 0,3778 0,4164 0,4062 0,3767 0,3680 0,4009 0,3885
0,3947 0,3880 0,4038 0,4124 0,3908 0,4118 0,3650 0,4018
0,3952 0,3959 0,4041 0,3916 0,3963 0,3863 0,3508 0,3724
0,3969 0,4000 0,3896 0,4388 0,3938 0,4182 0,3857 0,3930
0,4058 0,4104 0,4086 0,4159 0,4001 0,3693 0,3826 0,3917
0,4364 0,3841 0,3967 0,3966 0,3913 0,3450 0,3612 0,3849
0,4080 0,4167 0,3886 0,4002 0,4132 0,4071 0,3672 0,4168
0,4260 0,3723 0,4109 0,3881 0,3930 0,4091 0,4059 0,4138
0,3783 0,4051 0,3916 0,3775 0,3988 0,4273 0,4082 0,4004
0,4146 0,3739 0,4202 0,3863 0,3885 0,3836 0,4312 0,4374
0,4394 0,4204 0,3849 0,4159 0,3948 0,4047 0,3849 0,4117
0,4076 0,4049 0,4190 0,3944 0,4368 0,4401 0,3970 0,3985
0,4113 0,4322 0,3892 0,4072 0,3985 0,3933 0,4062 0,3629
0,4094 0,4221 0,3956 0,3918 0,3881 0,3767 0,3811 0,4216
0,4119 0,3553 0,4084 0,4236 0,4146 0,3977 0,3773 0,3781
0,4291 0,4070 0,4043 0,4226 0,4123 0,3903 0,4047 0,3957
0,3860 0,4042 0,3844 0,3727 0,3872 0,4157 0,4146 0,4256
0,3948 0,4009 0,3831 0,4266 0,3933 0,3828 0,3970 0,3982
0,4076 0,4086 0,3968 0,3752 0,4251 0,3962 0,4094 0,3818
0,4267 0,4389 0,4167 0,4280 0,3759 0,4035 0,4150 0,3858
0,3797 0,4158 0,4265 0,4448 0,4303 0,4423 0,3961 0,3917
0,3957 0,4088 0,4023 0,3651 0,3916 0,3563 0,3469 0,4104
0,4162 0,4158 0,4148 0,4302 0,3727 0,3948 0,4323 0,4187
0,4022 0,3832 0,4086 0,3917 0,4237 0,4188 0,3588 0,4049
0,4094 0,4131 0,3746 0,3658 0,4224 0,3964 0,3598 0,4278
0,4271 0,3741 0,4147 0,4046 0,4220 0,3901 0,3648 0,3815
0,4065 0,3969 0,3889 0,3921 0,3893 0,4182 0,3912 0,4139
0,4244 0,4021 0,3911 0,4053 0,4238 0,4036 0,3946 0,3897
0,4026 0,4023 0,3828 0,4336 0,3810 0,3902 0,4461 0,4167
0,4646 0,4004 0,4021 0,4186 0,3967 0,3738 0,4004 0,4298
0,3875 0,3926 0,4374 0,3671 0,3858 0,3800 0,3754 0,4171
0,3936 0,4236 0,3727
Tabelle C.5: Daten für die Optimierung der Saugspannung auf X nach fS(x, y)
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B P xk yk B P xk yk B P xk yk
1 2 6 0 90 103 18 31,1769 179 206 42 62,3538
2 3 12 0 91 104 24 31,1769 180 208 54 62,3538
3 5 24 0 92 105 30 31,1769 181 209 60 62,3538
4 7 36 0 93 106 36 31,1769 182 210 66 62,3538
5 8 42 0 94 108 48 31,1769 183 211 72 62,3538
6 9 48 0 95 109 54 31,1769 184 212 78 62,3538
7 10 54 0 96 111 66 31,1769 185 213 84 62,3538
8 11 60 0 97 112 72 31,1769 186 214 90 62,3538
9 12 66 0 98 113 78 31,1769 187 215 96 62,3538
10 13 72 0 99 114 84 31,1769 188 216 3 67,55
11 15 84 0 100 115 90 31,1769 189 217 9 67,55
12 16 90 0 101 116 96 31,1769 190 218 15 67,55
13 18 3 5,19615 102 117 3 36,3731 191 219 21 67,55
14 19 9 5,19615 103 118 9 36,3731 192 221 33 67,55
15 20 15 5,19615 104 119 15 36,3731 193 222 39 67,55
16 21 21 5,19615 105 120 21 36,3731 194 223 45 67,55
17 22 27 5,19615 106 122 33 36,3731 195 224 51 67,55
18 23 33 5,19615 107 123 39 36,3731 196 225 57 67,55
19 24 39 5,19615 108 124 45 36,3731 197 226 63 67,55
20 25 45 5,19615 109 125 51 36,3731 198 227 69 67,55
21 27 57 5,19615 110 126 57 36,3731 199 228 75 67,55
22 29 69 5,19615 111 127 63 36,3731 200 229 81 67,55
23 30 75 5,19615 112 128 69 36,3731 201 230 87 67,55
24 31 81 5,19615 113 129 75 36,3731 202 232 0 72,7461
25 33 93 5,19615 114 130 81 36,3731 203 233 6 72,7461
26 34 0 10,3923 115 131 87 36,3731 204 234 12 72,7461
27 35 6 10,3923 116 132 93 36,3731 205 236 24 72,7461
28 36 12 10,3923 117 133 0 41,5692 206 237 30 72,7461
29 37 18 10,3923 118 134 6 41,5692 207 238 36 72,7461
30 38 24 10,3923 119 135 12 41,5692 208 239 42 72,7461
31 39 30 10,3923 120 136 18 41,5692 209 240 48 72,7461
32 40 36 10,3923 121 137 24 41,5692 210 241 54 72,7461
33 41 42 10,3923 122 138 30 41,5692 211 242 60 72,7461
34 42 48 10,3923 123 139 36 41,5692 212 245 78 72,7461
35 43 54 10,3923 124 140 42 41,5692 213 246 84 72,7461
36 45 66 10,3923 125 142 54 41,5692 214 247 90 72,7461
37 46 72 10,3923 126 143 60 41,5692 215 248 96 72,7461
38 47 78 10,3923 127 146 78 41,5692 216 249 3 77,9423
39 48 84 10,3923 128 147 84 41,5692 217 251 15 77,9423
40 49 90 10,3923 129 148 90 41,5692 218 252 21 77,9423
41 50 96 10,3923 130 149 96 41,5692 219 253 27 77,9423
42 52 9 15,5885 131 150 3 46,7654 220 254 33 77,9423
43 53 15 15,5885 132 151 9 46,7654 221 255 39 77,9423
44 54 21 15,5885 133 152 15 46,7654 222 259 63 77,9423
45 55 27 15,5885 134 154 27 46,7654 223 260 69 77,9423
46 56 33 15,5885 135 155 33 46,7654 224 261 75 77,9423
47 57 39 15,5885 136 156 39 46,7654 225 262 81 77,9423
48 58 45 15,5885 137 157 45 46,7654 226 263 87 77,9423
49 59 51 15,5885 138 158 51 46,7654 227 264 93 77,9423
50 60 57 15,5885 139 159 57 46,7654 228 265 0 83,1384
Tabelle C.6: Startlösung für (M3) und (M4) für das Saugspannungsproblem (wird fortgesetzt)
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C Testrechnungen
B P xk yk B P xk yk B P xk yk
51 61 63 15,5885 140 160 63 46,7654 229 266 6 83,1384
52 62 69 15,5885 141 161 69 46,7654 230 267 12 83,1384
53 63 75 15,5885 142 162 75 46,7654 231 268 18 83,1384
54 64 81 15,5885 143 163 81 46,7654 232 269 24 83,1384
55 65 87 15,5885 144 164 87 46,7654 233 270 30 83,1384
56 66 93 15,5885 145 165 93 46,7654 234 271 36 83,1384
57 67 0 20,7846 146 166 0 51,9615 235 272 42 83,1384
58 68 6 20,7846 147 167 6 51,9615 236 273 48 83,1384
59 69 12 20,7846 148 168 12 51,9615 237 275 60 83,1384
60 71 24 20,7846 149 169 18 51,9615 238 277 72 83,1384
61 73 36 20,7846 150 170 24 51,9615 239 278 78 83,1384
62 74 42 20,7846 151 171 30 51,9615 240 280 90 83,1384
63 75 48 20,7846 152 172 36 51,9615 241 282 3 88,3346
64 76 54 20,7846 153 174 48 51,9615 242 283 9 88,3346
65 77 60 20,7846 154 175 54 51,9615 243 284 15 88,3346
66 78 66 20,7846 155 177 66 51,9615 244 285 21 88,3346
67 79 72 20,7846 156 179 78 51,9615 245 286 27 88,3346
68 80 78 20,7846 157 180 84 51,9615 246 287 33 88,3346
69 81 84 20,7846 158 181 90 51,9615 247 288 39 88,3346
70 82 90 20,7846 159 182 96 51,9615 248 289 45 88,3346
71 83 96 20,7846 160 183 3 57,1577 249 292 63 88,3346
72 84 3 25,9808 161 184 9 57,1577 250 293 69 88,3346
73 85 9 25,9808 162 185 15 57,1577 251 294 75 88,3346
74 86 15 25,9808 163 186 21 57,1577 252 295 81 88,3346
75 87 21 25,9808 164 187 27 57,1577 253 297 93 88,3346
76 88 27 25,9808 165 188 33 57,1577 254 299 6 93,5307
77 90 39 25,9808 166 189 39 57,1577 255 300 12 93,5307
78 91 45 25,9808 167 190 45 57,1577 256 301 18 93,5307
79 92 51 25,9808 168 192 57 57,1577 257 302 24 93,5307
80 93 57 25,9808 169 194 69 57,1577 258 303 30 93,5307
81 94 63 25,9808 170 195 75 57,1577 259 304 36 93,5307
82 95 69 25,9808 171 197 87 57,1577 260 305 42 93,5307
83 96 75 25,9808 172 198 93 57,1577 261 306 48 93,5307
84 97 81 25,9808 173 200 6 62,3538 262 307 54 93,5307
85 98 87 25,9808 174 201 12 62,3538 263 310 72 93,5307
86 99 93 25,9808 175 202 18 62,3538 264 311 78 93,5307
87 100 0 31,1769 176 203 24 62,3538 265 312 84 93,5307
88 101 6 31,1769 177 204 30 62,3538 266 313 90 93,5307
89 102 12 31,1769 178 205 36 62,3538 267 314 96 93,5307
Tabelle C.6: Startlösung für (M3) und (M4) für die Optimierung der Saugspannung; B:







Abbildung D.1: Verhalten von Compass Search für die Zielfunktion fS1 mit (M3) während





Abbildung D.2: Verhalten von Threshold Accepting für die Zielfunktion fS1 mit (M3)
während der 1.000 FWB (links) und während der maximal 500.000 FWB (rechts); FWB




Abbildung D.3: Verhalten von Threshold Accepting für die Zielfunktion fS1 mit (M3)
während der 1.000 FWB (links) und während der maximal 500.000 FWB (rechts); FWB
sind rechts in Tausend angegeben (Teil 2)
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D Ergebnisse
Iterated Local Search, kontinuierlich
Abbildung D.4: Verhalten der Iterated Local Search für die Zielfunktion fS1 mit (M3)
während der 1.000 FWB (links) und während der maximal 500.000 FWB (rechts); FWB
sind rechts in Tausend angegeben (Teil 1)
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Anhang
Iterated Local Search, kontinuierlich
Abbildung D.5: Verhalten der Iterated Local Search für die Zielfunktion fS1 mit (M3)
während der 1.000 FWB (links) und während der maximal 500.000 FWB (rechts); FWB
sind rechts in Tausend angegeben (Teil 2)
2-opt, diskret
Abbildung D.6: Verhalten von 2-opt für die Zielfunktion fS1 mit (M4) während der 1.000





Abbildung D.7: Verhalten von 4-opt für die Zielfunktion fS1 mit (M4) während der 1.000
FWB (links) und während der maximal 500.000 FWB (rechts); FWB sind rechts in Tausend
angegeben
Threshold Accepting, diskret
Abbildung D.8: Verhalten von Threshold Accepting für die Zielfunktion fS1 mit (M4)




Iterated Local Search, diskret
Abbildung D.9: Verhalten der Iterated Local Search für die Zielfunktion fS1 mit (M4)






Abbildung D.10: Verhalten von Compass Search für die Zielfunktion fS2 mit (M3)
während der 1.500 FWB (links) und während der maximal 500.000 FWB (rechts); FWB




Abbildung D.11: Verhalten von Threshold Accepting für die Zielfunktion fS2 mit (M3)
während der 1.500 FWB (links) und der maximal 500.000 FWB (rechts); FWB sind rechts




Abbildung D.12: Verhalten von Threshold Accepting für die Zielfunktion fS2 mit (M3)
während der 1.500 FWB (links) und der maximal 500.000 FWB (rechts); FWB sind rechts
in Tausend angegeben; Teil 2
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Iterated Local Search, kontinuierlich
Abbildung D.13: Verhalten der Iterated Local Search für die Zielfunktion fS2 mit (M3)
während der 1.500 FWB (links) und während der maximal 500.000 FWB (rechts); FWB
sind rechts in Tausend angegeben (Teil 1)
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D Ergebnisse
Iterated Local Search, kontinuierlich
Abbildung D.14: Verhalten der Iterated Local Search für die Zielfunktion fS2 mit (M3)
während der 1.500 FWB (links) und während der maximal 500.000 FWB (rechts); FWB
sind rechts in Tausend angegeben (Teil 2)
2-opt, diskret
Abbildung D.15: Verhalten von 2-opt für die Zielfunktion fS2 mit (M4) während der





Abbildung D.16: Verhalten von 4-opt für die Zielfunktion fS2 mit (M4) während der
1.500 FWB (links) und während der maximal 500.000 FWB (rechts); FWB sind rechts in
Tausend angegeben
Threshold Accepting, diskret
Abbildung D.17: Verhalten von Threshold Accepting für die Zielfunktion fS2 mit (M4)




Iterated Local Search, diskret
Abbildung D.18: Verhalten der Iterated Local Search für die Zielfunktion fS2 mit (M4)





D.2.1 λ = 0
Für λ = 0 gilt wegen 0 · fH(x, y)− (1− 0) · h(x,y)·100hmax = −
h(x,y)·100
hmax
, dass der Zielfunktions-
wert dem negativen Strafterm entspricht. Deswegen wird nur der Verlauf der Zielfunk-
tionswerte dargestellt.
2-opt, diskret
Abbildung D.19: Verhalten von 2-opt für λ = 0 während der 2.500 FWB (links) und
während der maximal 500.000 FWB (rechts); FWB sind rechts in Tausend angegeben
4-opt, diskret
Abbildung D.20: Verhalten von 4-opt für λ = 0 während der 2.500 FWB (links) und




Abbildung D.21: Verhalten von Threshold Accepting für λ = 0 während der 2.500 FWB
(links) und der maximal 500.000 FWB (rechts); FWB sind rechts in Tausend angegeben
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Iterated Local Search, diskret
Abbildung D.22: Verhalten der Iterated Local Search für λ = 0 während der 2.500 FWB




D.2.2 λ = 0,5
2-opt, diskret
Abbildung D.23: Verhalten von 2-opt für λ = 0,5 während der 2.500 FWB (links) und




Abbildung D.24: Verhalten von 4-opt für λ = 0,5 während der 2.500 FWB (links) und




Abbildung D.25: Verhalten von Threshold Accepting für λ = 0,5 während der 2.500 FWB





Abbildung D.26: Verhalten von Threshold Accepting für λ = 0,5 während der 2.500 FWB




Iterated Local Search, diskret
Abbildung D.27: Verhalten der Iterated Local Search für λ = 0,5 während der 2.500 FWB




Iterated Local Search, diskret
Abbildung D.28: Verhalten der Iterated Local Search für λ = 0,5 während der 2.500 FWB




D.2.3 λ = 1
Für λ = 1 gilt wegen 1 · fH(x, y)− (1− 1) · h(x,y)·100hmax = fH(x, y), dass der Zielfunktions-
wert dem Funktionswert fH(x, y) entspricht. Deswegen stellt der Verlauf der Zielfunk-
tionswerte auch den Verlauf der Funktionswerte dar.
2-opt, diskret
Abbildung D.29: Verhalten von 2-opt für λ = 1 während der 2.500 FWB (links) und
während der maximal 500.000 FWB (rechts); FWB sind rechts in Tausend angegeben
4-opt, diskret
Abbildung D.30: Verhalten von 4-opt für λ = 1 während der 2.500 FWB (links) und




Abbildung D.31: Verhalten von Threshold Accepting für λ = 1 während der 2.500 FWB
(links) und der maximal 500.000 FWB (rechts); FWB sind rechts in Tausend angegeben
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Iterated Local Search, diskret
Abbildung D.32: Verhalten der Iterated Local Search für λ = 1 während der 2.500 FWB





D.3.1 Z = −150 hPa
2-opt, diskret
Abbildung D.33: Verhalten von 2-opt für Z = −150 hPa während der 2.500 FWB (links)
und der maximal 500.000 FWB (rechts); FWB sind rechts in Tausend angegeben
4-opt, diskret
Abbildung D.34: Verhalten von 4-opt für Z = −150 hPa während der 2.500 FWB (links)




Abbildung D.35: Verhalten von Threshold Accepting für Z = −150 hPa während der
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Abbildung D.36: Verhalten der Iterated Local Search für Z = −150 hPa während der




D.3.2 Z = −200 hPa
2-opt, diskret
Abbildung D.37: Verhalten von 2-opt für Z = −200 hPa während der 2.500 FWB (links)
und der maximal 500.000 FWB (rechts); FWB sind rechts in Tausend angegeben
4-opt, diskret
Abbildung D.38: Verhalten von 4-opt für Z = −200 hPa mit während der 2.500 FWB
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Abbildung D.40: Verhalten der Iterated Local Search für Z = −200 hPa während der
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2-opt, diskret
Abbildung D.41: Verhalten von 2-opt für Z = −250 hPa während der 2.500 FWB (links)
und der maximal 500.000 FWB (rechts); FWB sind rechts in Tausend angegeben
4-opt, diskret
Abbildung D.42: Verhalten von 4-opt für Z = −250 hPa während der 2.500 FWB (links)
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and mixed commercial stand on humus conditions of forest soils. Journal of
Forestry Science 55, Nr. 3, 119 – 126.
Ferrari, J. B. und Sugita, S. (1996): A spatially explicit model of leaf litter fall in
hemlockhardwood forests. Canadian Journal of Forest Research 26, Nr. 11,
1905 – 1913.
Fireman, M. und Hayward, H. E. (1952): Indicator Significance of Some Shrubs in the
Escalante Desert, Utah. Botanical Gazette 114, Nr. 2, 143 – 155.
Fischer, D. und Church, R. (2003): Clustering and Compactness in Reserve Site
Selection: An Extension of the Biodiversity Management Area Selection Model.
Forest Science 49, Nr. 4, 555 – 565.
Fleszar, K. und Hindi, K. S. (2009): Fast, effective heuristics for the 0 – 1
multi-dimensional knapsack problem. Computers & Operations Research 36, Nr. 5,
1602 – 1607.
Floudas, C. A. (2000): Deterministic global optimization: Theory, methods and




Fonlupt, C., Robilliard, D., Preux, P. und Talbi, E.-G. (1999): Kap. Fitness Landscapes
And Performance Of Meta-Heuristics In Meta-Heuristics: Advances and Trends in
Local Search Paradigms for Optimization. Kluwer Academic Publishers, 257 – 268.
Foster, J. und Reiners, W. (1986): Size distribution and expansion of canopy gaps in a
northern Appalachian spruce-fir forest. Vegetatio 68, 109 – 114.
Frischbier, N. (2012): Untersuchungen zur einzelbaumverursachten kleinräumigen
Variabilität und regenhöhenbasierten Dynamik des Bestandesniederschlages am
Beispiel zweier Buchen-Fichten-Mischbestände. Dissertation, Technische Universität
Dresden.
Gadow, K. von; Göttingen, U. (Hrsg.) (2006): Forsteinrichtung: Adaptive Steuerung und
Mehrpfadprinzip. Universitätsverlag Göttingen, 163.
Gadow, K. von (2003): Design and Analysis of Forest Development.
Forstwissenschaftliches Centralblatt 122, Nr. 4, 258 – 272.
Garcia-Gonzalo, J., Pukkala, T. und Borges, J. (2011): Integrating fire risk in stand
management scheduling. An application to Maritime pine stands in Portugal.
Annals of Operations Research online first, 1 – 17.
García-Palomares, U. und Rodriguez, J. (2003): New sequential and parallel
derivative-free algorithms for unconstrained minimization. SIAM Journal on
optimization 13, Nr. 1, 79 – 96.
Gayer, J. (1886): Der gemischte Wald, seine Begründung und Pflege, inbesondere durch
Horst-und Gruppenwirtschaft. Parey, 176.
Gendreau, M., Hertz, A. und Laporte, G. (1994): A Tabu Search Heuristic for the Vehicle
Routing Problem. Management Science 40, Nr. 10, 1276 – 1290.
Glover, F. (1986): Future paths for integer programming and links to artificial
intelligence. Computers & Operations Research 13, Nr. 5, 533 – 549.
Glover, F. und Kochenberger, G. A. (2003): Handbook of Metaheuristics. Band 57,
International Series in Operations Research & Management Science. Springer, New
York, 557.
Glover, F. und Laguna, M. (1997): Tabu Search. Kluwer Academic Publishers, 382.
Gómez, T., Hernández, M., Molina, J., León, M., Aldana, E. und Caballero, R. (2011): A
multiobjective model for forest planning with adjacency constraints. Annals of
Operations Research 190, 75 – 92.
Goldberg, D. E. (1989): Genetic Algorithms in Search, Optimization, and Machine
Learning. 1. Auflage. Addison-Wesley Professional, 432.
Gorges-Schleuter, M. (1989): ASPARAGOS. An Asynchronous Parallel Genetic
Optimization Strategy. In Proceedings of the 3rd International Conference on
Genetic Algorithms. San Francisco, CA, USA: Morgan Kaufmann Publishers Inc.,
422 – 427.
Goycoolea, M., Murray, A., Barahona, F., Epstein, R. und Weintraub, A. (2005): Harvest
scheduling subject to maximum area restrictions: exploring exact approaches.
Operations Research 53, Nr. 3, 490 – 500.
Graichen, I. (2008): Standortoptimierung in der Forstwirtschaft. Diplomarbeit,
Technische Universität Bergakademie Freiberg.
Greene, D. F. und Johnson, E. A. (1989): A Model of Wind Dispersal of Winged or
Plumed Seeds. Ecology 70, Nr. 2, 339 – 347.
221
Literaturverzeichnis
Grimm, V. und Railsback, S. F. (2005): Individual-based modeling and ecology. Princeton
University Press, Princeton, Princeton series in theoretical and computational
biology, 448.
Grossmann, I. E. (2002): Review of Nonlinear Mixed-Integer and Disjunctive
Programming Techniques. Optimization and Engineering 3, 227 – 252.
Grötschel, M. (1984): Polyedrische Kombinatorik und Schnittebenenverfahren.
Forschungszentrum Graz,Österreich (231). – Bericht der Mathematisch-Statistischen
Sektion der Forschungsgesellschaft Joanneum
Guignard, M., Chajakis, E. und Ryu, C. (1993): Lagrangean bounds and heuristics for
integrated resource planning in forestry. In Paredes, G. L. (Hrsg.): Proceedings
International Symposium on System Analysis and Management Decisions in
Forestry. Forest Management Institute, Universidad Austral of Chile, 350 – 361.
Guignard, M. und Spielberg, K. (1992): Double contraction and branch and bound for the
IRPM forestry problem. Decision Sciences Department, the Wharton School,
University of Pennsylvania – Working paper 92 – 11 – 04
Guignard, M., Ryu, C. und Spielberg, K. (1998): Model tightening for integrated timber
harvest and transportation planning. European Journal of Operational Research
111, Nr. 3, 448 – 460.
Guittet, J. und Laberche, J.-C. (1974): L’implantation naturelle du pin sylvestre sur
pelouse xérophile en forêt de Fontainebleau. II. Démographie des graines et des
plantules au voisinage des plantules au voininage des vieux arbres. Oecologia
Plantarum 9, 111 – 130.
Gustafson, E. J., Roberts, L. J. und Leefers, L. A. (2006): Linking linear programming
and spatial simulation models to predict landscape effects of forest management
alternatives. Journal of Environmental Management 81, Nr. 4, 339 – 350.
Haase, J. (2005): Untersuchungen zur horizontalen Feinwurzelverteilung von
Fichten-Schirmbäumen auf einem trockenen Porphyrstandort im Tharandter Wald.
Diplomarbeit, Technische Universität Dresden.
Hansen, P. und Mladenovic, N.; Floudas, C. A. und Pardalos, P. M. (Hrsg.) (2009): Kap.
Variable Neighborhood Search Methods In Encyclopedia of Optimization. Springer
US, 3975 – 3989.
Harper, J. L. (1994): Population Biology of Plants. 9. Auflage. Academic Press, 906.
Hedar, A.-R. und Fukushima, M. (2002): Hybrid Simulated Annealing and Direct Search
Method for Nonlinear Unconstrained Global Optimization. Optimization Methods
and Software 17, 891 – 912.
Heinonen, T., Pukkala, T., Ikonen, V.-P., Peltola, H., Venäläinen, A. und Dupont,
S. (2009): Integrating the risk of wind damage into forest planning. Forest Ecology
and Management 258, Nr. 7, 1567 – 1577.
Heinonen, T., Kurttila, M. und Pukkala, T. (2007): Possibilities to aggregate raster cells
through spatial optimization in forest planning. Silva Fennica 41, 89 – 103.
Heinrich, F. (1936): Wasserfaktor und Kiefernwirtschaft auf diluvialen Sandböden
Norddeutschlands. Zeitschrift für Forst- und Jagdwesen, 246 – 390.
Henderson, D., Jacobson, S. H. und Johnson, A. W.; Glover, F. und Kochenberger, G. A.
(Hrsg.) (2003): Kap. The Theory and Practice of Simulated Annealing, In
International Series in Operations Research & Management Science. Band 57,
Handbook of Metaheuristics. Springer, New York, 287 – 319.
222
Literaturverzeichnis
Hentenryck, P. van und Milano, M. (Hrsg.) (2011): Hybrid Optimization – The Ten Years
of CPAIOR. Band 45, Springer Optimization and Its Applications. Springer, New
York, 570.
Herrmann, I., Herrmann, T. und Wagner, S. (2011): Improvements in anisotropic models
of single tree effects in Cartesian coordinates. Ecological Modelling 222, Nr. 7,
1333 – 1336.
Öhman, K. und Eriksson, L. (2010): Aggregating harvest activities in long term forest
planning by minimizing harvest area perimeters. Silva Fennica 44, Nr. 1, 77 – 89.
Öhman, K. und Eriksson, L. O. (2002): Allowing for spatial consideration in long-term
forest planning by linking linear programming with simulated annealing. Forest
Ecology and Management 161, 221 – 230.
Öhman, K. und Lämås, T. (2005): Reducing forest fragmentation in long-term forest
planning by using the shape index. Forest Ecology and Management 212, Nr. 1 – 3,
346 – 357.
Hof, J. und Bevers, M.; Allen, T. F. H. und Roberts, D. W. (Hrsg.) (1998): Spatial
optimization for managed ecosystems. Bishen Singh Mahendra Pal Singh, Dehra
Dun, India, Complexity in Ecological Systems, 320.
Hof, J. und Bevers, M. (2000): Optimal timber harvest scheduling with spatially defined
sediment objectives. Canadian Journal of Forest Research 30, Nr. 9, 1494 – 1500.
Hof, J. und Bevers, M.; Allen, T. F. H. und Roberts, D. W. (Hrsg.) (2002): Spatial
optimization in ecological applications. Columbia University Press, New York,
Complexity in Ecological Systems, 257.
Hoganson, H. M. und Borges, J. G. (1998): Using Dynamic Programming and
Overlapping Subproblems to Address Adjacency in Large Harvest Scheduling
Problems. Forest Science 44, Nr. 4, 526 – 538.
Hooke, R. und Jeeves, T. A. (1961): "Direct Search” Solution of Numerical and
Statistical Problems. Journal of the ACM 8, Nr. 2, 212 – 229.
Hooker, J. (1995): Testing heuristics: We have it all wrong. Journal of Heuristics 1,
33 – 42.
Hussendörfer, E.; Müller-Starck, G. (Hrsg.) (1996): Kap. Wird "Biodiversität"durch eine
künstliche Bestandesbegründung beeinflusst? In Biodiversität und nachhaltige
Forstwirtschaft. Ecomed Verlagsgesellschaft Landsberg a. L., 160 – 176.
Huth, F. und Wagner, S. (2006): Gap structure and establishment of Silver birch
regeneration (Betula pendula Roth.) in Norway spruce stands (Picea abies L.
Karst.). Forest Ecology and Management 229, Nr. 1 – 3, 314 – 324.
Ingber, L. (2012): Adaptive Simulated Annealing. In Stochastic Global Optimization and
Its Applications with Fuzzy Adaptive Simulated Annealing. Band 35, Springer Berlin
Heidelberg, 33 – 62.
Jamison, V. C. (1942): The slow reversible drying of sandy surface soils beneath citrus
trees in cetral Florida. Proceedings - Soil Science Society of America 7, 36 – 41.
Jian, L., Peng, C. und Zhiming, L. (2008): Solving Traveling Salesman Problems by
Genetic Differential Evolution with Local Search. In Power Electronics and
Intelligent Transportation System, 2008. PEITS’08. IEEE, 454 – 457.
Johnson, D. (1990): Local optimization and the Traveling Salesman Problem. In
Paterson, M. (Hrsg.): Automata, Languages and Programming. Band 443, Springer
Berlin / Heidelberg, 446 – 461.
223
Literaturverzeichnis
Jones, J. G., Hyde, J. F. C. und Meacham, M. L. (1985): Four analytical approaches for
integrating land management and transportation planning on forest lands.
Intermountain Research Station (Ogden, Utah) – Technischer Bericht
Jones, J. G., Meneghin, B. J. und Kirby, M. W. (1991): Formulating Adjacency
Constraints in Linear Optimization Models for Scheduling Projects in Tactical
Planning. Forest Science 37, Nr. 5, 1283 – 1297.
Jöreskog, K.; Goldberger, A. S. und Duncan, O. D. (Hrsg.) (1973): Kap. A general model
for estimating a linear structural equation system In Structural Equation Models in
The Social Sciences. New York, London: Seminar Press, 85 – 112.
Kangas, J., Store, R., Leskinen, P. und Mehtätalo, L. (2000): Improving the quality of
landscape ecological forest planning by utilising advanced decision-support tools.
Forest Ecology and Management 132, Nr. 2 – 3, 157 – 171.
Kariv, O. und Hakimi, S. L. (1969): An algorithmic approach to network location
problems; Part 2. The p-medians. SIAM Journal on Applied Mathematics 37,
539 – 560.
Karlsson, C. (2000): Seed production of Pinus sylvestris after release cutting. Canadian
Journal of Forest Research 30, 982 – 989.
Kellomäki, S., Hänninen, H., Kolström, T., Kotisaari, A. und Pukkala, T. (1987): A
tentative model for describing the effects of some regenerative processes on the
properties of natural seedling stands. Silva Fennica 21, Nr. 1, 1 – 10.
Kellomäki, S., Väisänen, H., Hänninen, H., Kolström, T., Lauhanen, R., Mattila, U. und
Pajari, B. (1992): SIMA: a model for forest succession based on the carbon and
nitrogen cycles with application to silvicultural management of the forest
ecosystem. Silva Carelica 22, 1 – 91.
Kennedy, J., Eberhart, R. C. und Shi, Y. (2001): Swarm Intelligence. Morgan Kaufmann
Publisher San Francisco, 512.
Kernighan, B. W. und Lin, S. (1970): An efficient heuristic procedure for partitioning
graphs. Bell System Technical Journal. 49, 291 – 307.
Khattak, G. M., Sheikh, M. I. und Khaliq, A. (1981): Growing trees with agricultural
crops. Pakistan journal of forestry 31, 95 – 97.
Kirby, M., Hager, W. und Wong, P. (1986): Simultaneous Planning of Wildland
Transportation Alternatives. TIMS Studies in the Management Sciences 21,
371 – 387.
Kirkpatrick, S., Gelatt, C. D. und Vecchi, M. P. (1983): Optimization by simulated
annealing. Science 220, 671 – 680.
Kolda, T. G., Lewis, R. M. und Torczon, V. (2003): Optimization by direct search: New
perspectives on some classical and modern methods. SIAM Review 45, 385 – 482.
Kolonko, M. (1999): Some new results on simulated annealing applied to the job shop
scheduling problem. European Journal of Operational Research 113, Nr. 1, 123 – 136.
Korte, B. und Vygen, J. (2000): Combinatorial Optimization - Theory and Algorithms.
Band 21, Algorithms and Combinatorics. Springer Verlag, 597.
Kurttila, M. (2001): The spatial structure of forests in the optimization calculations of
forest planning - a landscape ecological perspective. Forest Ecology and
Management 142, 129 – 142.
Kurttila, M., Pukkala, T. und Loikkanen, J. (2002): The performance of alternative
spatial objective types in forest planning calculations: a case for flying squirrel and
moose. Forest Ecology and Management 166, Nr. 1 – 3, 245 – 260.
224
Literaturverzeichnis
Kuuluvainen, T. und Pukkala, T. (1989): Effect of Scots pine seed trees on the density of
ground vegetation and tree seedlings. Silva Fennica, 23, Nr. 2, 159 – 167.
Landsberg, J. J. und Gower, S. T.; Mooney, H. A. (Hrsg.) (1996): Applications of
Physiological Ecology to Forest Management. Academic Press, 354.
Lücke, K. und Schmidt, W. (1997): Vegetation und Standortsverhältnisse in
Buchen-Fichten-Mischbeständen des Solling. Forstarchiv 68, 135 – 143.
Leefers, L. A., Gustafson, E. J. und Freeman, P.; Arthaud, G. J. und Barrett, T. M.
(Hrsg.) (2003): Kap. Linking temporal optimization and spatial simulation models
for forest planning In Systems Analysis in Forest Resources: Proceedings of the 8th
Symposium; Snowmass Village. Dordrecht, The Netherlands, Kluwer Academic
Publishers, 165 – 173.
Lenstra, J. K. und Rinnooy Kan, A. H. G. (1978): Complexity of Scheduling under
Precedence Constraints. Operations Research 26, Nr. 1, 22 – 35.
Lewis, R. M., Torczon, V. und Trosset, M. W. (2000): Direct search methods: then and
now. Journal of Computational and Applied Mathematics 124, Nr. 1 – 2, 191 – 207.
Lin, C., Haley, K. B. und Sparks, C. (1995): A comparative study of both standard and
adaptive versions of threshold accepting and simulated annealing algorithms in
three scheduling problems. European Journal of Operational Research 83, Nr. 2,
330 – 346.
Lin, H.-J., Yang, F.-W. und Kao, Y.-T. (2005): An efficient GA-based clustering
technique. Tamkang Journal of Science and Engineering 8, Nr. 2, 113.
Lin, S. (1965): Computer solutions of the traveling salesman problem. The Bell System
Technical Journal , 2245 – 2269.
Liu, G., Han, S., Zhao, X., Nelson, J. D., Wang, H. und Wang, W. (2006): Optimisation
algorithms for spatially constrained forest planning. Ecological Modelling 194, Nr. 4,
421 – 428.
Locatelli, M. (2000): Convergence of a Simulated Annealing Algorithm for Continuous
Global Optimization. Journal of Global Optimization 18, Nr. 3, 219 – 233.
Lockwood, C. und Moore, T. (1993): Harvest scheduling with spatial constraints: a
simulated annealing approach. Canadian Journal of Forest Research 23, Nr. 3,
468 – 478.
Lotwick, H. und Silverman, B. (1982): Methods for analysing spatial processes of several
types of points. Journal of the Royal Statistical Society. Series B (Methodological),
406 – 413.
Lourenço, H., Martin, O. und Stützle, T.; Glover, F. und Kochenberger, G.
(Hrsg.) (2003): Kap. Iterated Local Search In International Series in Operations
Research &amp; Management Science. Band 57, Handbook of Metaheuristics.
Springer New York, 320 – 353.
Lüscher, F. (1990): Untersuchungen zur Höhenentwicklung der Fichtennaturverjüngung
im inneralpinen Gebirgswald. Dissertation, Eidgenössische Technische Hochschule
Zürich.
Lu, F. und Eriksson, L. O. (2000): Formation of harvest units with genetic algorithms.
Forest Ecology and Management 130, 57 – 67.
Lucidi, S. und Sciandrone, M. (2002): On the global convergence of derivative-free




Lunt, H. A. (1934): Distribution of soil moisture under isolated forest trees. Journal of
Agricultural Research 49, 695 – 703.
Luong, T., Taillard, E., Melab, N. und Talbi, E.-G. (2012): Parallelization Strategies for
Hybrid Metaheuristics Using a Single GPU and Multi-core Resources. In Coello, C.,
Cutello, V., Deb, K., Forrest, S., Nicosia, G. und Pavone, M. (Hrsg.): Parallel
Problem Solving from Nature - PPSN XII. Band 7492, Springer Berlin Heidelberg,
368 – 377.
Madsen, P. (1994): Growth and survival of Fagus sylvatica seedlings in relation to light
intensity and soil water content. Scandinavian Journal of Forest Research 9, Nr. 1,
316 – 322.
Malik, R. und Sharma, S. (1990): Moisture extraction and crop yield as a function of
distance from a row of Eucalyptus tereticornis. Agroforestry Systems 12, 187 – 195.
Mang, K. (1956): Der Föhren-Überhaltbetrieb im Forstamt Lindau. Allgemeine
Forstzeitschrift 11, 473 – 475.
Manning, P. J. und McDill, M. E. (2012): Optimal parameter settings for solving harvest
scheduling models with adjacency constraints. Mathematical and Computational
Forestry & Natural-Resource Sciences 4, Nr. 1, 16 – 26.
Mardulyn, P., Godden, B., Echezarreta, P., Penninckx, M., Gruber, W. und Herbauts,
J. (1993): Changes in humus microbiological activity induced by the substitution of
the natural beech forest by Norway spruce in the Belgian Ardennes. Forest Ecology
and Management 59, Nr. 1 – 2, 15 – 27.
Martin, O., Otto, S. W. und Felten, E. W. (1991): Large-Step Markov Chains for the
Traveling Salesman Problem. Complex Systems 5, 299 – 326.
Martin, O., Otto, S. W. und Felten, E. W. (1992): Large-Step Markov Chains for the TSP
Incorporating Local Search Heuristics. Operations Research Letters 11, 219 – 224.
Martin, O. C. und Otto, S. W. (1996): Combining simulated annealing with local search
heuristics. Annals of Operations Research 63, Nr. 1, 57 – 75.
Martins, I., Constantino, M. und Borges, J. G. (2005): A column generation approach for
solving a non-temporal forest harvest model with spatial structure constraints.
European Journal of Operational Research 161, Nr. 2, 478 – 498.
Mayer, H. (1984): Waldbau auf soziologisch-ökologischer Grundlage. Gustav Fischer
Verlag, Stuttgart, New York, 522.
McDill, M. E., Rebain, S. A. und Braze, J. (2002): Harvest Scheduling with Area-Based
Adjacency Constraints. Forest Science 48, Nr. 4, 631 – 642.
McDill, M. und Braze, J. (2001): Using the Branch and Bound Algorithm to Solve Forest
Planning Problems with Adjacency Constraints. Forest Science 47, Nr. 3, 403 – 418.
Meer, P. J. van der, Dignan, P. und Saveneh, A. G. (1999): Effect of gap size on seedling
establishment, growth and survival at three years in mountain ash (Eucalyptus
regnans F. Muell.) forest in Victoria, Australia. Forest Ecology and Management
117, Nr. 1 – 3, 33 – 42.
Metropolis, N., Rosenbluth, A. W., Rosenbluth, M. N., Teller, A. H. und Teller,
E. (1953): Equation of State Calculations by Fast Computing Machines. The
Journal of Chemical Physics 21, Nr. 6, 1087 – 1092.
M’Hallah, R. (2007): Minimizing total earliness and tardiness on a single machine using a
hybrid heuristic. Computers & Operations Research 34, Nr. 10, 3126 – 3142.
Mühlenbein, H., Gorges-Schleuter, M. und Krämer, O. (1988): Evolution algorithms in
combinatorial optimization. Parallel Computing 7, Nr. 1, 65 – 85.
226
Literaturverzeichnis
Miettinen, K., Mäkelä, M. M. und Maaranen, H. (2006): Efficient hybrid methods for
global continuous optimization based on simulated annealing. Computers &
Operations Research 33, Nr. 4, 1102 – 1116.
Miina, J., Pukkala, T., Hotanen, J.-P. und Salo, K. (2010): Optimizing the joint
production of timber and bilberries. Forest Ecology and Management 259, Nr. 10,
2065 – 2071.
Müller, K. H. (2004): Lückendynamik in Fichtenreinbeständen des Erzgebirges -
Bestandesreaktion, Ressourcenverfügbarkeit und Empfehlungen zum Waldumbau.
Band 18, Forstwissenschaftliche Beiträge Tharandt / Contributions to Forest
Sciences. Ulmer, 230.
Müller, K. und Wagner, S. (2003): Fine root dynamics in gaps of Norway spruce stands
in the German Ore Mountains. Forestry 76, Nr. 2, 149 – 158.
Muller, W. H. und Muller, C. H. (1956): Association Patterns Involving Desert Plants
that Contain Toxic Products. American Journal of Botany 43, Nr. 5, 354 – 361.
Murray, A. T. (1999): Spatial Restrictions in Harvest Scheduling. Forest Science 45,
Nr. 1, 45 – 52.
Murray, A. T. und Church, R. L. (1995): Heuristic solution approaches to operational
forest planning problems. Operations-Research-Spektrum 17, 193 – 203.
Murray, A. T. und Church, R. L. (1996): Analyzing Cliques for Imposing Adjacency
Restrictions in Forest Models. Forest Science 42, Nr. 2, 166 – 175.
Murray, A., Goycoolea, M. und Weintraub, A. (2004): Incorporating average and
maximum area restrictions in harvest scheduling models. Canadian Journal of
Forest Research 34, Nr. 2, 456 – 464.
Murray, A. und Weintraub, A. (2002): Scale and Unit Specification Influences in Harvest
Scheduling with Maximum Area Restrictions. Forest Science 48, Nr. 4, 779 – 789.
Möykkynen, T., Miina, J. und Pukkala, T. (2000): Optimizing the management of a
Picea abies stand under risk of butt rot. Forest Pathology 30, Nr. 2, 65 – 76.
Nalle, D. J., Arthur, J. L., Montgomery, C. A. und Sessions, J. (2002a): Economic and
Spatial Impacts of an Existing Reserve Network on Future Augmentation.
Environmental Modeling & Assessment 7, 99 – 105.
Nalle, D., Arthur, J. und Sessions, J. (2002b): Designing Compact and Contiguous
Reserve Networks with a Hybrid Heuristic Algorithm. Forest Science 48, Nr. 1,
59 – 68.
Navon, D. I. (1971): Timber Ram... a long-range planning method for commercial timber
lands under multiple-use management. Albany, CA: Pacific Southwest Research
Station, Forest Service, U.S. Department of Agriculture – Technischer Bericht
Nelder, J. A. und Mead, R. (1965): A Simplex Method for Function Minimization. The
Computer Journal 7, Nr. 4, 308 – 313.
Nelson, J. und Brodie, J. D. (1990): Comparison of a random search algorithm and mixed
integer programming for solving area-based forest plans. Canadian Journal of
Forest Research 20, Nr. 7, 934 – 942.
Neto, T., Constantino, M., Martins, I. und Pedroso, J. (2013): A branch-and-bound
procedure for forest harvest scheduling problems addressing aspects of habitat
availability. International Transactions in Operational Research 20, Nr. 5, 689 – 709.
Nielsen, C. und Mackenthun, G. (1991): Die horizontale Variation der
Feinwurzelintensität in Waldböden in Abhängigkeit von der Bestockungsdichte.
Allgemeine Forst- und Jagdzeitung 162, 112 – 119.
227
Literaturverzeichnis
Nikolakopoulos, A. und Sarimveis, H. (2007): A threshold accepting heuristic with intense
local search for the solution of special instances of the traveling salesman problem.
European Journal of Operational Research 177, Nr. 3, 1911 – 1929.
Nissen, V. und Paul, H. (1995): A modification of threshold accepting and its application
to the quadratic assignment problem. Operations-Research-Spektrum 17, 205 – 210.
Nüßlein, S. (1999): Zielorientierte Pflege der Edellaubbäume. Allgemeine Forst Zeitschrift
für Wald und Forstwirtschaft 54, 617 – 619.
Norman, M. und Moscato, P. (1989): A competitive and cooperative approach to complex
combinatorial search. California Institute of Technology, Pasadena, California, USA
– Technischer Bericht
Näther, W. und Wälder, K. (2003): Experimental Design and Statistical Inference for
Cluster Point Processes - with Applications to the Fruit Dispersion of
Anemochorous Forest Trees. Biometrical Journal 45, Nr. 8, 1006 – 1022.
Nyland, R. D. (2002): Silviculture. Mc Craw Hill, Bosten, Massachusetts, 682.
O’Hara, A. J., Faaland, B. H. und Bare, B. B. (1989): Spatially constrained timber
harvest scheduling. Canadian Journal of Forest Research 19, Nr. 6, 715 – 724.
Olson, R. L., Sharpe, P. J. und Wu, H.-I. (1985): Whole-plant modelling: A
continuous-time Markov (CTM) approach. Ecological Modelling 29, Nr. 1 – 4,
171 – 187.
Olsson, L. und Lohmander, P. (2005): Optimal forest transportation with respect to road
investments. Forest Policy and Economics 7, Nr. 3, 369 – 379.
Osman, I. und Laporte, G. (1996): Metaheuristics: A bibliography. Annals of Operations
Research 63, 511 – 623.
Osman, I. H. (1993): Metastrategy simulated annealing and tabu search algorithms for
the vehicle routing problem. Annals of Operations Research 41, 421 – 451.
Peck, A. K. (2004): Hydrometeorologische und mikroklimatische Kennzeichen von
Buchenwäldern. Dissertation, Meteorologisches Institut der Universität Freiburg.
Peltola, H., Kellomäki, S., Väisänen, H. und Ikonen, V. (1999): A mechanistic model for
assessing the risk of wind and snow damage to single trees and stands of Scots pine,
Norway spruce, and birch. Canadian Journal of Forest Research 29, 647 – 661.
Pintér, J. D.; Pardalos, P. und Horst, R. (Hrsg.) (1996): Global Optimization in Action -
Continuous and Lipschitz Optimization: Algorithms, Implementations and
Applications. Band 6, Nonconvex Optimization and Its Applications. Kluwer
Academic Publishers, 479.
Pirlot, M. (1996): General local search methods. European Journal of Operational
Research 92, Nr. 3, 493 – 511.
Pretzsch, H. (1996): Strukturvielfalt als Ergebnis waldbaulichen Handelns. Allgemeine
Forst- und Jagdzeitung 167, Nr. 11, 213 – 221.
Puchinger, J. und Raidl, G. R. (2005): Kap. Combining Metaheuristics and Exact
Algorithms in Combinatorial Optimization: A Survey and Classification In Lecture
Notes in Computer Science. Springer, 41 – 53.
Pukkala, T. und Kolström, T. (1992): A stochastic spatial regeneration model for Pinus
sylvestris. Scandinavian Journal of Forest Research 7, 377 – 385.
Pukkala, T. (1993): Monikäytön suunnitteluohjelmisto MONSU (Multiple-use planning
pacpack MONSU. In Finnisch. University of Joensuu – Technischer Bericht
Pukkala, T. (2004): Dealing with Ecological Objectives in the Monsu Planning System.
Silva Lusitana 12, 1 – 15.
228
Literaturverzeichnis
Pukkala, T. und Heinonen, T. (2006): Optimizing heuristic search in forest planning.
Nonlinear Analysis: Real World Applications 7, Nr. 5, 1284 – 1297.
Pukkala, T. und Kurttila, M. (2005): Examining the Performance of Six Heuristic
Optimisation Techniques in Different Forest Planning Problems. Silva Fennica 39,
67 – 80.
Puri, S. und Bangarwa, K. S. (1992): Effects of trees on the yield of irrigated wheat crop
in semi-arid regions. Agroforestry Systems 20, 229 – 241.
Puri, S., Singh, S. und Khara, A. (1992): Effect of windbreak on the yield of cotton crop
in semiarid regions of Haryana. Agroforestry Systems 18, 183 – 195.
Quine, C. P. (2001): A preliminary survey of regeneration of Sitka spruce in wind-formed
gaps in British planted forests. Forest Ecology and Management 151, Nr. 1 – 3,
37 – 42.
Raidl, G. R. (2006): Kap. A Unified View on Hybrid Metaheuristics In Hybrid
Metaheuristics. Springer, Lecture Notes in Computer Science, 1 – 12.
Rautiainen, O., Pukkala, T. und Miina, J. (2000): Optimising the management of
even-aged Shorea robusta stands in southern Nepal using individual tree growth
models. Forest Ecology and Management 126, Nr. 3, 417 – 429.
Reeves, C. (2003): Genetic Algorithms. In Glover, F. und Kochenberger, G. (Hrsg.):
Handbook of Metaheuristics. Band 57, Springer New York, 55 – 82.
Reeves, C. R. (1997): Landscapes, Operators and Heuristic Search. Annals of Operations
Research 86, 473 – 490.
Reineke, L. H. (1933): Perfecting a stand-density index for even-aged forests. Journal of
Agricultural Research 46, 627 – 638.
Reiter, S. und Sherman, G. (1965): Discrete optimizing. SIAM Journal on Applied
Mathematics 13, 864 – 889.
Rempel, R. S. und Kaufmann, C. K. (2003): Spatial Modeling of Harvest Constraints on
Wood Supply Versus Wildlife Habitat Objectives. Environmental Management 32,
646 – 659.
Ribbens, E., Silander, J. A. und Pacala, S. W. (1994): Seedling Recruitment in Forests:
Calibrating Models to Predict Patterns of Tree Seedling Dispersion. Ecology 75,
Nr. 6, 1794 – 1806.
Richards, E. W. und Gunn, E. A. (2003): Tabu search design for difficult forest
management optimization problems. Canadian Journal of Forest Research 33,
Nr. 6, 1126 – 1133.
Roise, J. P. (1990): Multicriteria Nonlinear Programming for Optimal Spatial Allocation
of Stands. Forest Science 36, Nr. 3, 487 – 501.
Rojo, J. M. T. und Orois, S. S. (2005): A decision support system for optimizing the
conversion of rotation forest stands to continuous cover forest stands. Forest
Ecology and Management 207, Nr. 1 – 2, 109 – 120.
Rosenbrock, H. H. (1960): An Automatic Method for Finding the Greatest or Least
Value of a Function. The Computer Journal 3, 175 – 184.
Rossier, Y., Troyon, M. und Liebling, T. M. (1986): Probabilistic exchange algorithms and
Euclidean traveling salesman problems. Operations-Research-Spektrum 8, 151 – 164.
Rudolph, G. (1994): Convergence Analysis of Canonical Genetic Algorithms. IEEE
Transactions on Neural Networks 5, 96 – 101.
229
Literaturverzeichnis
Rudolph, G. (1996): Convergence of Evolutionary Algorithms in General Search Spaces.
In In Proceedings of the Third IEEE Conference on Evolutionary Computation.
IEEE Press, Piscataway (NJ), 50 – 54.
Ruuska, J., Siipilehto, J. und Valkonen, S. (2008): Effect of edge stands on the
development of young Pinus sylvestris stands in southern Finland. Scandinavian
Journal of Forest Research 23, Nr. 3, 214 – 226.
Sarker, R., Mohammadian, M. und Yao, X. (2002): Evolutionary Optimization. Band 48,
International Series in Operations Research & Management Science. Springer New
York, 432.
Savelsbergh, M. W. P. (1985): Local search in routing problems with time windows.
Annals of Operations Research 4, 285 – 305.
Scheffer, F. und Schachtschabel, P. (1979): Lehrbuch der Bodenkunde. Ferdinand Enke
Verlag Stuttgart, 10. Aufl., 394.
Schrijver, A. (2003): Combinatorial Optimization - Polyhedra and Efficiency. Band 24,
Algorithms and Combinatorics. Springer Verlag, 1881.
Sessions, J. und Sessions, J. (1994): Scheduling and network analysis program (SNAP II):
user’s guide. Oregon State University Press, Corvallis, 130.
Sessions, J. (1992): Solving for Habitat Connections as a Steiner Network Problem.
Forest Science 38, Nr. 1, 203 – 207.
Shan, Y. (2010): Examining the potential of particle swarm optimization for spatial forest
planning and developing a solution quality index for heuristic techniques.
Dissertation, University of Georgia.
Sharpe, P. J., Walker, J., Penridge, L. K. und Wu, H.-I. (1985): A physiologically based
continuous-time Markov approach to plant growth modelling in semi-arid
woodlands. Ecological Modelling 29, Nr. 1 – 4, 189 – 213.
Sheikh, M. I. und Haq, R. (1986): Study of size, placement and composition of windbreaks
for optimum production of annual crops and wood. PFI, Peshawar, Pakistan –
Technischer Bericht
Siipilehto, J. (2006): Height Distributions of Scots Pine Sapling Stands Affected by
Retained Tree and Edge Stand Competition. Silva Fennica 40, Nr. 3, 473 – 486.
Sosa Hernández, V. A., Schütze, O., Rudolph, G. und Trautmann, H. (2013): The
Directed Search Method for Pareto Front Approximations with Maximum
Dominated Hypervolume. In Emmerich, M., Deutz, A., Schuetze, O., Bäck, T.,
Tantar, E., Tantar, A.-A., Moral, P. D., Legrand, P., Bouvry, P. und Coello, C. A.
(Hrsg.): EVOLVE - A Bridge between Probability, Set Oriented Numerics, and
Evolutionary Computation IV. Band 227, Springer International Publishing,
189 – 205.
Soubeyrand, S., Enjalbert, J., Kretzschmar, A. und Sache, I. (2009): Building anisotropic
sampling schemes for the estimation of anisotropic dispersal. Annals of Applied
Biology 154, Nr. 3, 399 – 411.
Spellucci, P. (1998): An SQP method for general nonlinear programs using only equality
constrained subproblems. Mathematical Programming 82, Nr. 3, 413 – 448.
Spendley, W., Hext, G. R. und Himsworth, F. R. (1962): Sequential application of




Staelens, J., Nachtergale, L., Luyssaert, S. und Lust, N. (2003): A model of
wind-influenced leaf litterfall in a mixed hardwood forest. Canadian Journal of
Forest Research 33, 201 – 209.
Stange, N. und Meilby, H.; Helles, F., Holten-Andersen, P. und Wichmann, L.
(Hrsg.) (1999): Kap. A cellular automaton approach to optimising the choice of tree
species In Multiple use of forests and other natural resources. Band Volume 61 of
Forestry Sciences, Kluwer Academic Publishers, Dordrecht, Boston, London,
205 – 216.
Stølevik, M., Hasle, G. und Kloster, O. (2007): Solving the Long-Term Forest Treatment
Scheduling Problem., 437 – 473.
Stoyan, D. und Wagner, S. (2001): Estimating the fruit dispersion of anemochorous forest
trees. Ecological Modelling 145, Nr. 1, 35 – 47.
Stützle, T. (1999): Local search algorithms for combinatorial problems: analysis,
algorithms, and new applications. Dissertation, Technische Universität Darmstadt.
Sullivan, E. und Barnes, B. (1980): Timber transport model, version 2.0 edition.
University of California, Berkeley – Technischer Bericht
Suner, A. und Röhrig, E. (1980): Die Entwicklung des Buchennaturverjüngung in
Abhängigkeit von des Auflichtung des Altbestandes. Forstarchiv 51, 145 – 149.
Swann, W. H.; Murray, W. (Hrsg.) (1972): Kap. Direct search methods In Numerical
Methods for Unconstrained Optimization. Academic Press, New York, 13 – 28.
Taheri, J. und Zomaya, A. Y. (2007): A Simulated Annealing approach for mobile
location management. Computer Communications 30, Nr. 4, 714 – 730.
Taillard, E. (1993): Parallel iterative search methods for vehicle routing problems.
Networks 23, Nr. 8, 661 – 673.
Taillard, E. D., Gambardella, L. M., Gendreau, M. und Potvin, J.-Y. (2001): Adaptive
memory programming: A unified view of metaheuristics. European Journal of
Operational Research 135, Nr. 1, 1 – 16.
Talbi, E.-G. (2002): A Taxonomy of Hybrid Metaheuristics. Journal of Heuristics 8,
Nr. 5, 541 – 564.
Talbi, E.-G. (2009): Metaheuristics - from design to implementation. Wiley, 624.
Talukdar, S., Murthy, S. und Akkiraju, R. (2003): Asynchronous Teams. In Glover, F.,
Kochenberger, G. und Hillier, F. S. (Hrsg.): Handbook of Metaheuristics. Band 57,
Springer New York, 537 – 556.
Tarantilis, C. D., Kiranoudis, C. T. und Vassiliadis, V. S. (2004): A threshold accepting
metaheuristic for the heterogeneous fixed fleet vehicle routing problem. European
Journal of Operational Research 152, Nr. 1, 148 – 158.
Tecle, A., Shrestha, B. P. und Duckstein, L. (1998): A multiobjective decision support
system for multiresource forest management. Group Decision and Negotiation 7,
23 – 40.
Tönnes, S., Karjalainen, E., Löfström, I. und Neuvonen, M. (2004): Scenic impacts of
retention trees in clear-cutting areas. Scandinavian Journal of Forest Research 19,
Nr. 4, 348 – 357.
Topoliantz, S. und Ponge, J. (2000): Influence of site conditions on the survival of Fagus
sylvatica seedlings in an old-growth beech forest. Journal of Vegetation Science 11,
Nr. 3, 369 – 374.
Torczon, V. (1991): On the convergence of the multidirectional search algorithm. SIAM
Journal on Optimization 1, 1 – 23.
231
Literaturverzeichnis
Torres-Rojo, J. M. und Brodie, J. D. (1990): Adjacency constraints in harvest scheduling:
an aggregation heuristic. Canadian Journal of Forest Research 20, Nr. 7, 978 – 986.
Trautmann, H., Rudolph, G., Dominguez-Medina, C. und Schütze, O. (2013): Finding
Evenly Spaced Pareto Fronts for Three-Objective Optimization Problems. In
Schütze, O., Coello Coello, C. A., Tantar, A.-A., Tantar, E., Bouvry, P., Del Moral,
P. und Legrand, P. (Hrsg.): EVOLVE - A Bridge between Probability, Set Oriented
Numerics, and Evolutionary Computation II. Band 175, Springer Berlin Heidelberg,
89 – 105.
Triki, E., Collette, Y. und Siarry, P. (2005): A theoretical study on the behavior of
simulated annealing leading to a new cooling schedule. European Journal of
Operational Research 166, Nr. 1, 77 – 92
Vanha-Majamaa, I. und Jalonen, J. (2001): Green tree retention in Fennoscandian
forestry. Scandinavian Journal of Forest Research 16, 79 – 90.
Venema, H. D., Calamai, P. H. und Fieguth, P. (2005): Forest structure optimization
using evolutionary programming and landscape ecology metrics. European Journal
of Operational Research 164, Nr. 2, 423 – 439.
Vielma, J. P., Murray, A. T., Ryan, D. M. und Weintraub, A. (2007): Improving
computational capabilities for addressing volume constraints in forest harvest
scheduling problems. European Journal of Operational Research 176, Nr. 2,
1246 – 1264.
Voß, S. (2009): Metaheuristics. In Floudas, C. A. und Pardalos, P. M. (Hrsg.):
Encyclopedia of Optimization. Springer US, 2061 – 2075.
Voss, S., Osman, I. H. und Roucairol, C. (Hrsg.) (1999): Meta-Heuristics: Advances and
Trends in Local Search Paradigms for Optimization. Norwell, MA, USA: Kluwer
Academic Publishers, 511.
Wagner, S., Herrmann, I. und Dempe, S. (2010): Spatial optimization for dispersion of
remnant trees in seed-tree cuttings and retention-tree stands of Scots pine.
Scandinavian Journal of Forest Research 25, Nr. 5, 432 – 445.
Wagner, S. (1997): Ein Modell zur Fruchtausbreitung der Esche (Fraxinus excelsior L.)
unter Berücksichtigung von Richtungseffekten. Allgemeine Forst- und Jagdzeitung
168, 149 – 155.
Wagner, S. (2005): Einzelbaumeffekte - eine Methode zur ökologischen Forschung in
Mischbeständen. In Bauhus, J. und Csapek, G. (Hrsg.): Berichte Freiburger
Forstliche Forschung. Band 60, Freiburg, 127 – 139.
Wagner, S. (2008): Zur räumlichen Optimierung der Altbestandsstellung im Rahmen
schlagweiser Verfahren der Kiefernnaturverjüngung. Forst und Holz 4, Nr. 63.
Jahrgang, 29 – 33.
Wagner, S., Wälder, K., Ribbens, E. und Zeibig, A. (2004): Directionality in fruit
dispersal models for anemochorous forest trees. Ecological Modelling 179, Nr. 4,
487 – 498.
Walker, J., Sharpe, P. J. H., Penridge, L. K. und Wu, H. (1989): Ecological Field Theory:
the concept and field tests. Plant Ecology 83, 81 – 95.
Wei, R. und Murray, A. (2012): Spatial uncertainty in harvest scheduling. Annals of
Operations Research, 1 – 15.




Weintraub, A., Church, R., Murray, A. und Guignard, M. (2000): Forest management
models and combinatorial algorithms: analysis of state of the art. Annals of
Operations Research 96, 271 – 285.
Weintraub, A. und Navon, D. (1976): A Forest Management Planning Model Integrating
Silvicultural and Transportation Activities. Management Science 22, Nr. 12,
1299 – 1309.
Wenci, Y. (1979): Positive basis and a class of direct search techniques. Scientia Sinica,
Special Issue of Mathematics 1, 53 – 67.
Whitmore, T. (1989): Canopy gaps and the two major groups of forest trees. Ecology 70,
Nr. 3, 536 – 538.
Wilcoxon, F. (1945): Individual comparisons by ranking methods. Biometrics Bulletin 1,
Nr. 6, 80 – 83.
Williams, J. (1998): Delineating protected wildlife corridors with multi-objective
programming. Environmental Modeling & Assessment 3, 77 – 86.
Wittich, W. (1955): Die standörtlichen Bedingungen für die natürliche Verjüngung der
Kiefer und für ihre Erziehung unter Schirm. Allgemeine Forst- und Jagdzeitung 126,
109 – 117.
Wälder, K., Frischbier, N., Bredemeier, M., Näther, W. und Wagner, S. (2008): Analysis
of OF-layer humus mass variation in a mixed stand of European beech and Norway
spruce: An application of structural equation modelling. Ecological Modelling 213,
Nr. 3 – 4, 319 – 330.
Wälder, K., Näther, W. und Wagner, S. (2009): Improving inverse model fitting in
trees –Anisotropy, multiplicative effects, and Bayes estimation. Ecological Modelling
220, Nr. 8, 1044 – 1053.
Wolpert, D. H. und Macready, W. G. (1997): No free lunch theorems for optimization.
IEEE Transactions on Evolutionary Computation 1, Nr. 1, 67 – 82.
Wu, H.-I., Sharpe, P. J., Walker, J. und Penridge, L. K. (1985): Ecological field theory: A
spatial analysis of resource interference among plants. Ecological Modelling 29,
215 – 243.
Wu, X., Murray, A. und Xiao, N. (2011): A multiobjective evolutionary algorithm for
optimizing spatial contiguity in reserve network design. Landscape Ecology 26,
425 – 437.
Xu, Q., Lassabe, F., Mabed, H. und Caminada, A. (2013): Fitness Landscape Analysis
for Scalable Multicast {RRM} Problem in Cellular Network. Electronic Notes in
Discrete Mathematics 41, Nr. 0, 407 – 414.
Yadav, J. P., Sharma, K. K. und Khanna, P. (1993): Effect of Acacia nilotica on mustard
crop. Agroforestry Systems 21, 91 – 98.
Yanasse, H. H. und Limeira, M. S. (2006): A hybrid heuristic to reduce the number of
different patterns in cutting stock problems. Computers & Operations Research 33,
Nr. 9, 2744 – 2756.
Yiu, K., Liu, Y. und Teo, K. (2004): A Hybrid Descend Method for Global Optimization.
Journal of Global Optimization 28, 229 – 238.
York, R. A., Battles, J. J. und Heald, R. C. (2003): Edge effects in mixed conifer group
selection openings: tree height response to resource gradients. Forest Ecology and
Management 179, Nr. 1 – 3, 107 – 121.
Yoshimoto, A. und Brodies, J. D. (1994): Comparative analysis of algorithms to generate
adjacency constraints. Canadian Journal of Forest Research 24, 1277 – 1288.
233
Literaturverzeichnis
Yoshimoto, A., Brodie, J. D. und Sessions, J. (1994): A New Heuristic To Solve Spatially
Constrained Long-Term Harvest Scheduling Problems. Forest Science 40, Nr. 3,
365 – 396.
Yousefpour, R., Hanewinkel, M. und Le Moguédec, G. (2010): Evaluation of biodiversity
for multi-purpose forest management using a non-linear optimization approach.
Applied Ecology and Environmental Research 8, Nr. 3, 241 – 260.
Yrjölä, T. (2002): Forest management guidelines and practices in Finland, Sweden and
Norway. European Forest Institute, Joensum, Finland, European Forest Institute
internal report 11, 46.
Zeng, H., Pukkala, T. und Peltola, H. (2007a): The use of heuristic optimization in risk
management of wind damage in forest planning. Forest Ecology and Management
241, Nr. 1 – 3, 189 – 199.
Zeng, H., Pukkala, T., Peltola, H. und Kellomäki, S. (2007b): Application of ant colony
optimization for the risk management of wind damage in forest planning. Silva
Fennica 41, 315 – 332.
Zhu, J., Bettinger, P. und Li, R. (2007): Additional insight into the performance of a new
heuristic for solving spatially constrained forest planning problems. Silva Fennica
41, 687 – 698.
Zhu, J.-j., Matsuzaki, T., Lee, F.-q. und Gonda, Y. (2003): Effect of gap size created by
thinning on seedling emergency, survival and establishment in a coastal pine forest.
Forest Ecology and Management 182, Nr. 1 – 3, 339 – 354.
Zinke, P. J. (1962): The pattern of influence of individual forest trees on soil properties.
Ecology 43, 130 – 133.
234
Erklärung:
Hiermit versichere ich, dass ich die vorliegende Arbeit ohne unzulässige Hilfe Dritter und ohne
Benutzung anderer als der angegebenen Hilfsmittel angefertigt habe; die aus fremden Quellen
direkt oder indirekt übernommenen Gedanken sind als diese kenntlich gemacht worden. Bei der
Auswahl und Auswertung des Materials sowie bei der Herstellung des Manuskripts habe ich





Weitere Personen waren an der geistigen Herstellung der vorliegenden Arbeit nicht beteiligt.
Insbesondere habe ich nicht die Hilfe eines Promotionsberaters in Anspruch genommen. Dritte
haben von mir weder unmittelbar noch mittelbar geldwerte Leistungen für Arbeiten erhalten,
die im Zusammenhang mit dem Inhalt der vorgelegten Dissertation stehen.
Die Arbeit wurde bisher weder im Inland noch im Ausland in gleicher oder ähnlicher Form
einer anderen Prüfungsbehörde zum Zwecke der Promotion vorgelegt und ist auch noch nicht
veröffentlicht worden.
Ich bestätige, dass ich die Promotionsordnung der Fakultät Umweltwissenschaften der TU Dres-
den anerkenne.
München, den 31.10.2013 ....................................................
Unterschrift
