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Continuing the lines developed in Han (2010) [20], in this paper we study nonhomoge-
neous wavelet systems in high dimensions. It is of interest to study a wavelet system
with a minimum number of generators. It has been shown in Dai et al. (1997) [9] that
for any d × d real-valued expansive matrix M, a homogeneous orthonormal M-wavelet
basis can be generated by a single wavelet function. On the other hand, it has been
demonstrated in Han (2010) [20] that nonhomogeneous wavelet systems, though much
less studied in the literature, play a fundamental role in wavelet analysis and naturally
link many aspects of wavelet analysis together. In this paper, we are interested in
nonhomogeneous wavelet systems in high dimensions with a minimum number of
generators. As we shall see in this paper, a nonhomogeneous wavelet system naturally
leads to a homogeneous wavelet system with almost all properties preserved. We also
show that a nonredundant nonhomogeneous wavelet system is naturally connected to
reﬁnable structures and has a ﬁxed number of wavelet generators. Consequently, it is often
impossible for a nonhomogeneous orthonormal wavelet basis to have a single wavelet
generator. However, for redundant nonhomogeneous wavelet systems, we show that for
any d × d real-valued expansive matrix M, we can always construct a nonhomogeneous
smooth tight M-wavelet frame in L2(Rd) with a single wavelet generator whose Fourier
transform is a compactly supported C∞ function. Moreover, such nonhomogeneous tight
wavelet frames are associated with ﬁlter banks and can be easily modiﬁed to achieve
directionality in high dimensions. As an illustration, we present a bivariate directional tight
2I2-wavelet frame, which has an underlying tight framelet ﬁlter bank and can be eﬃciently
implemented. Our analysis of nonhomogeneous wavelet systems employs a notion of
frequency-based nonhomogeneous (or more generally, nonstationary) dual wavelet frames
in the distribution space. Such a notion allows us to completely separate the perfect
reconstruction property of a wavelet system from its stability in various function spaces.
We provide a complete characterization of frequency-based nonstationary dual wavelet
frames in the distribution space.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction and motivations
For a function f : Rd → C and a d×d real-valued invertible matrix U , throughout the paper we shall adopt the following
notation:
fU ;k,n(x) := |detU |1/2e−in·Ux f (Ux− k) and fU ;k := fU ;k,0, x, k,n ∈ Rd, (1.1)
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to the discretization of a continuous wavelet transform. Let M be a d×d real-valued invertible matrix and let Ψ be a subset
of square-integrable functions in L2(Rd). The following homogeneous M-wavelet system
WS(Ψ ) := {ψM j;k: j ∈ Z, k ∈ Zd, ψ ∈ Ψ } (1.2)
has been extensively studied in the function space L2(Rd) in wavelet analysis, often with M being an integer expansive
matrix. Here we say that M is an expansive matrix if all its eigenvalues have modulus greater than one. The elements in Ψ
of (1.2) are called wavelet functions or wavelet generators. It is important to point out here that the elements in a set Ψ
of generators in this paper are not necessarily distinct and Ψ may be an inﬁnite set. The notation ψ ∈ Ψ in a summation
means that ψ visits every element (with multiplicity) in Ψ once and only once. For a set Ψ , we shall use #Ψ to denote
its cardinality counting multiplicity. For example, for Ψ = {ψ1, . . . ,ψ s} with s ∈ N ∪ {0,+∞} (if s = 0, then Ψ is the empty
set; if s = +∞, then Ψ is an inﬁnite countable set), its cardinality #Ψ is s, all the functions ψ1, . . . ,ψ s are not necessarily
distinct, and ψ ∈ Ψ in (1.2) simply means ψ = ψ1, . . . ,ψ s . For some references on homogeneous wavelet systems, see
[1–32].
It is of interest to study a homogeneous wavelet system with a minimum number of generators. It has been shown in
the interesting paper of Dai et al. [9, Corollary 1] that for any real-valued expansive matrix M, there exists a (Lebesgue)
measurable subset E of Rd such that the homogeneous M-wavelet system WS({ψ}) is an orthonormal basis in L2(Rd),
where ψˆ = χE , the characteristic function of E . Such a measurable set E is called a dilation-M wavelet set in [9]. Also
see [15, Corollary 3.6] and [16, Theorem 4.1] for discussion on orthonormal wavelet bases WS(Ψ ) such that the Fourier
transforms of elements in Ψ are characteristic functions of measurable sets. Since an orthonormal wavelet basis is a special
case of a tight (or Parseval) wavelet frame, such wavelet sets are automatically framelet sets which yield homogeneous
tight wavelet frames in L2(Rd) with a single wavelet generator. For M = 2Id where Id denotes the d × d identity matrix,
it has been shown in Han [16, Theorem 3.8] and [15, Theorem 3.5] that one can always construct a homogeneous smooth
tight M-wavelet frame WS({ψ}) with a single generator such that ψˆ is a compactly supported function in C∞(Rd). The
Fourier transform used in this paper for f ∈ L1(Rd) is deﬁned to be fˆ (ξ) =
∫
Rd
f (x)e−ix·ξ dx, ξ ∈ Rd and can be naturally
extended to square-integrable functions and tempered distributions. Through the study of fast wavelet transforms and their
underlying wavelet systems, it has been recently noticed in [20] that a nonhomogeneous wavelet system, though much less
studied in the literature, plays a fundamental role in understanding many aspects of wavelet analysis and its applications. In
this paper, we shall continue the lines developed in [20] for dimension one to investigate nonhomogeneous wavelet systems
in high dimensions. Let Φ and Ψ be subsets of L2(Rd). A nonhomogeneous M-wavelet system is deﬁned to be
WS J (Φ;Ψ ) :=
{
φM J ;k: k ∈ Zd, φ ∈ Φ
}∪ {ψM j;k: j  J , k ∈ Zd, ψ ∈ Ψ }, (1.3)
where J is an integer representing the coarsest scale level. In this paper, we are particularly interested in nonhomogeneous
wavelet systems with a minimum number of generators, that is, the smallest possible cardinalities #Φ and #Ψ of generators
in (1.3). In contrast to homogeneous wavelet systems, we shall see in this paper that there is an intrinsic difference between
nonredundant and redundant nonhomogeneous wavelet systems. To have some rough ideas about our results in this paper,
let us present here two results on nonredundant and redundant nonhomogeneous wavelet systems with a minimum number
of generators.
For nonhomogeneous orthonormal wavelet bases, we have the following result, which is a special case of Theorem 7.
Theorem 1. Let M be a d × d integer invertible matrix. Let Φ = {φ1, . . . , φr} and Ψ = {ψ1, . . . ,ψ s} be subsets of L2(Rd) with
r, s ∈ N∪{0}. Suppose that the nonhomogeneous M-wavelet systemWS J (Φ;Ψ ) is an orthonormal basis of L2(Rd) for some integer J .
Then s = r(|detM|−1) and there exist an r× r matrix a and an s× r matrix b of 2πZd-periodic measurable functions in L2(Td) such
that
φˆ
(
MTξ
)= a(ξ)φˆ(ξ) and ψˆ(MTξ)= b(ξ)φˆ(ξ), a.e. ξ ∈ Rd, (1.4)
where φ := [φ1, . . . , φr]T and ψ := [ψ1, . . . ,ψ s]T . If in addition M is an expansive matrix, then the homogeneous M-wavelet system
WS(Ψ ) is an orthonormal basis of L2(Rd).
By Theorem 1, for a nonhomogeneous orthonormal M-wavelet basis in L2(Rd), the smallest possible numbers of genera-
tors are #Φ = 1 and #Ψ = 1, for which the integer matrix M must satisfy |detM| = 2.
In contrast to nonredundant nonhomogeneous wavelet systems in Theorem 1, for redundant nonhomogeneous wavelet
systems such as tight wavelet frames (and consequently dual wavelet frames), we have the following result, whose proof
and construction are given in Section 4.
Theorem 2. Let M be a d × d real-valued expansive matrix. Then there exist two real-valued functions φ,ψ in the Schwarz class such
that
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‖ f ‖2
L2(Rd)
=
∑
k∈Zd
∣∣〈 f , φM J ;k〉∣∣2 + ∞∑
j= J
∑
k∈Zd
∣∣〈 f ,ψM j;k〉∣∣2, ∀ f ∈ L2(Rd); (1.5)
(ii) φˆ and ψˆ are compactly supported C∞ even functions;
(iii) ψˆ vanishes in a neighborhood of the origin, i.e., ψ has arbitrarily high vanishing moments;
(iv) there exist 2πZd-periodic measurable functions ak,bk, k ∈ Zd in C∞(Td) such that
e−ik·MTξ φˆ
(
MTξ
)= ak(ξ)φˆ(ξ) and e−ik·MTξ ψˆ(MTξ)= bk(ξ)φˆ(ξ), ξ ∈ Rd, k ∈ Zd. (1.6)
Moreover, WS({ψ}) is a homogeneous tight M-wavelet frame in L2(Rd) satisfying
‖ f ‖2
L2(Rd)
=
∑
j∈Z
∑
k∈Zd
∣∣〈 f ,ψM j;k〉∣∣2, ∀ f ∈ L2(Rd). (1.7)
The property in (1.6) is called the reﬁnable structure of φ and ψ in this paper. We shall see in Section 4 that the
nonhomogeneous tight M-wavelet frames in Theorem 2 can be easily modiﬁed to achieve directionality in high dimensions
by using nonstationary tight wavelet frames.
The structure of the paper is as follows. In Section 2, we shall explore the connections between nonhomogeneous and
homogeneous wavelet systems in L2(Rd). We shall see in Section 2 that any given nonhomogeneous wavelet system will
yield a homogeneous wavelet system and a sequence of nonhomogeneous wavelet systems with almost all properties pre-
served. For a nonredundant nonhomogeneous wavelet system, we shall see in Section 2 that it has a natural connection to
reﬁnable structures. In Section 3, we shall introduce and characterize a pair of frequency-based nonhomogeneous (and more
generally, nonstationary) dual wavelet frames in the distribution space. We shall see in Section 3 that this notion allows us
to completely separate the perfect reconstruction property of a wavelet system from its stability in various function spaces.
As an application, for any d × d real-valued invertible matrix M, we obtain a complete characterization of a pair of nonho-
mogeneous (as well as nonstationary) dual wavelet frames in L2(Rd). This also yields a characterization of nonstationary
tight wavelet frames in L2(Rd). Based on the results in Section 3, we shall prove Theorem 2 in Section 4. Moreover, we
shall show that such nonhomogeneous tight wavelet frames in Theorem 2 are associated with ﬁlter banks and can be easily
modiﬁed to achieve directionality in high dimensions. The applications of the constructed directional tight wavelet frames
with associated ﬁlter banks to image processing and numerical algorithms are currently under investigation. Some remarks
will be provided in Section 5 for several possible generalizations of the results in this paper.
2. Nonhomogeneous and homogeneous wavelet systems in L2(Rd)
In this section, we shall study the connections of a nonhomogeneous wavelet system in L2(Rd) to a homogeneous
wavelet system in L2(Rd). To do so, we need the following auxiliary result.
Lemma 3. Let M be a d × d real-valued expansive matrix and Φ be a (not necessarily ﬁnite) subset of L2(Rd) such that∑
φ∈Φ ‖φ‖2L2(Rd) < ∞. Suppose that there exists a positive constant C such that∑
φ∈Φ
∑
k∈Zd
∣∣〈 f , φ(· − k)〉∣∣2  C‖ f ‖2
L2(Rd)
, ∀ f ∈ L2
(
Rd
)
. (2.1)
Then
lim
j→−∞
∑
φ∈Φ
∑
k∈Zd
∣∣〈 f , φM j;k〉∣∣2 = 0, ∀ f ∈ L2(Rd). (2.2)
Proof. We use a similar argument as in [20, Lemma 3]. We ﬁrst prove that (2.2) holds for f = χE , the characteristic function
of a bounded measurable set E . By calculation, for f = χE , we have
∣∣〈 f , φM j;k〉∣∣2 = |detM| j∣∣∣∣∫
E
φ
(
M jx− k)dx∣∣∣∣2  |detM|− j( ∫
M j E−k
∣∣φ(x)∣∣dx)2  |E| ∫
M j E−k
∣∣φ(x)∣∣2 dx,
where |E| denotes the Lebesgue measure of E and we used Cauchy–Schwarz inequality in the last inequality. Since E is
bounded and M is an expansive matrix, we see that M j E − k, k ∈ Zd are mutually disjoint as j → −∞. Therefore, we have
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φ∈Φ
∑
k∈Zd
∣∣〈 f , φM j;k〉∣∣2  |E|∑
φ∈Φ
∑
k∈Zd
∫
M j E−k
∣∣φ(x)∣∣2 dx = |E| ∫⋃
k∈Zd (M j E−k)
h(x)dx,
where h(x) :=∑φ∈Φ |φ(x)|2. By our assumption on Φ , we have h ∈ L1(Rd). Since h ∈ L1(Rd), for arbitrary ε > 0, there
exist positive constants N and c such that
∫
{y∈Rd: |y|N} h(x)dx < ε and
∫
K h(x)dx < ε for every measurable set K with
|K | < c. Since M is an expansive matrix, there exists an integer J such that for all j  J , the Lebesgue measure of the set
KN := {y ∈ Rd: |y| N} ∩ (⋃k∈Zd (M j E − k)) is less than c. Consequently, we deduce that∑
φ∈Φ
∑
k∈Zd
∣∣〈 f , φM j;k〉∣∣2  |E| ∫⋃
k∈Zd (M j E−k)
h(x)dx |E|
∫
KN
h(x)dx+ |E|
∫
{y∈Rd: |y|N}
h(x)dx 2|E|ε
for all j  J . Therefore, we see that (2.2) holds for f = χE . Consequently, (2.2) holds for any function f which is a ﬁnite
linear combination of characteristic functions of some bounded measurable sets.
Deﬁne operators P j : L2(Rd) → l2(Zd × Φ) by P j f := {〈 f , φM j;k〉}k∈Zd, φ∈Φ . Since 〈 f , φM j;k〉 = 〈 fM− j;0, φ(· − k)〉, by (2.1),
we can easily deduce that
‖P j f ‖2 :=
∑
φ∈Φ
∑
k∈Zd
∣∣〈 f , φM j;k〉∣∣2 = ∑
φ∈Φ
∑
k∈Zd
∣∣〈 fM− j;0, φ(· − k)〉∣∣2  C‖ fM− j;0‖2L2(Rd) = C‖ f ‖2L2(Rd)
for all j ∈ Z. For any f ∈ L2(Rd) and arbitrary ε > 0, there exists a function g , which is a ﬁnite linear combination of
characteristic functions of bounded measurable sets, such that ‖ f − g‖L2(Rd)  ε. Since we proved that lim j→−∞ ‖P j g‖ = 0,
there exists J ∈ Z such that ‖P j g‖ ε for all j  J . Consequently, we have
‖P j f ‖ ‖P j g‖ +
∥∥P j( f − g)∥∥ ε + √C‖ f − g‖L2(Rd)  ε(1+ √C ), ∀ j  J .
Therefore, we conclude that lim j→−∞ ‖P j f ‖ = 0. That is, (2.2) holds. 
We mention that (2.2) in Lemma 3 holds for a more general d × d real-valued (not necessarily expansive) matrix. For
example, by a slightly modiﬁed proof of Lemma 3, (2.2) holds if M is a d × d real-valued matrix such that
|detM| > 1 and limsup
j→−∞
sup
‖x‖1
∥∥M jx∥∥< ∞. (2.3)
Without requiring that M be an expansive matrix, all the results in this section still hold provided that (2.2) holds even
with lim in (2.2) being replaced by lim inf.
In the following we present a suﬃcient condition for (2.1) to hold. By Plancherel Theorem, we have 〈 f , φ(· − k)〉 =
(2π)−d〈 fˆ , φˆId;0,k〉. By a known argument and using Lemma 10, we deduce that
∑
k∈Zd
∣∣〈 f , φ(· − k)〉∣∣2 = (2π)−2d ∑
k∈Zd
∣∣〈 fˆ , φˆId;0,k〉∣∣2 = (2π)−d ∫
[−π,π)d
∣∣∣∣∑
k∈Zd
fˆ (ξ + 2πk)φˆ(ξ + 2πk)
∣∣∣∣2 dξ
 (2π)−d
∫
[−π,π)d
(∑
k∈Zd
∣∣ fˆ (ξ + 2πk)∣∣2)(∑
k∈Zd
∣∣φˆ(ξ + 2πk)∣∣2)dξ.
Consequently, we see that
∑
φ∈Φ
∑
k∈Zd
∣∣〈 f , φ(· − k)〉∣∣2  (2π)−d ∫
[−π,π)d
(∑
k∈Zd
∣∣ fˆ (ξ + 2πk)∣∣2)(∑
φ∈Φ
∑
k∈Zd
∣∣φˆ(ξ + 2πk)∣∣2)dξ.
Noting that ‖ f ‖2
L2(Rd)
= (2π)−d ∫[−π,π)d ∑k∈Zd | fˆ (ξ + 2πk)|2 dξ , we see that (2.1) is satisﬁed with
C =
∥∥∥∥∑
φ∈Φ
∑
k∈Zd
∣∣φˆ(· + 2πk)∣∣2∥∥∥∥
L∞(Rd)
.
Now we are ready to study the relations between nonhomogeneous and homogeneous wavelet systems in the square-
integrable function space L2(Rd).
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nonhomogeneous M-wavelet frame in L2(Rd) for some integer J , that is, there exist positive constants C1 and C2 such that
C1‖ f ‖2L2(Rd) 
∑
φ∈Φ
∑
k∈Zd
∣∣〈 f , φM J ;k〉∣∣2 + ∞∑
j= J
∑
ψ∈Ψ
∑
k∈Zd
∣∣〈 f ,ψM j;k〉∣∣2  C2‖ f ‖2L2(Rd), ∀ f ∈ L2(Rd). (2.4)
Then (2.4) holds for all integers J , in other words, WS J (Φ;Ψ ) is a nonhomogeneous M-wavelet frame with the same lower and upper
frame bounds for all integers J . If in addition M is an expansive matrix and
∑
φ∈Φ ‖φ‖2L2(Rd) < ∞, then the homogeneous M-wavelet
system WS(Ψ ) is also a frame in L2(Rd) with the same lower and upper frame bounds:
C1‖ f ‖2L2(Rd) 
∑
j∈Z
∑
ψ∈Ψ
∑
k∈Zd
∣∣〈 f ,ψM j;k〉∣∣2  C2‖ f ‖2L2(Rd), ∀ f ∈ L2(Rd). (2.5)
Proof. By the following simple fact that for f , g ∈ L2(Rd) and invertible d × d matrices U and V ,
〈 fU ;k,n, gU ;k,n〉 = 〈 f , g〉 and 〈 f V ;0,0,ψU ;k,n〉 = 〈 f ,ψUV−1;k,n〉, k,n ∈ Zd, (2.6)
it is straightforward to see that if (2.4) holds for one integer J , then (2.4) holds for all integers J .
Next we prove that (2.5) holds. Since (2.4) holds for all integers J , it is easy to see that
∞∑
j= J
∑
ψ∈Ψ
∑
k∈Zd
∣∣〈 f ,ψM j;k〉∣∣2  C2‖ f ‖2L2(Rd)
and
C1‖ f ‖2L2(Rd) −
∑
φ∈Φ
∑
k∈Zd
∣∣〈 f , φM J ;k〉∣∣2 ∑
j∈Z
∑
ψ∈Ψ
∑
k∈Zd
∣∣〈 f ,ψM j;k〉∣∣2
for all integers J ∈ Z and f ∈ L2(Rd). Taking J → −∞ in the above two inequalities and using (2.2) of Lemma 3 for the
second inequality, we deduce that (2.5) holds. 
The best possible constants C1 and C2 in (2.4) are called the lower frame bound and the upper frame bound of
WS J (Φ;Ψ ), respectively.
Let M be a d × d real-valued invertible matrix. Let
Φ = {φ1, . . . , φr}, Ψ = {ψ1, . . . ,ψ s} and Φ˜ = {φ˜1, . . . , φ˜r}, Ψ˜ = {ψ˜1, . . . , ψ˜ s} (2.7)
be subsets of L2(Rd), where r, s ∈ N∪ {0,+∞}. Let WS J (Φ;Ψ ) be deﬁned in (1.3) and WS J (Φ˜; Ψ˜ ) be deﬁned similarly. We
say that the pair (WS J (Φ;Ψ ),WS J (Φ˜; Ψ˜ )) is a pair of nonhomogeneous dual M-wavelet frames in L2(Rd) if each of WS J (Φ;Ψ )
and WS J (Φ˜; Ψ˜ ) is a nonhomogeneous M-wavelet frame in L2(Rd) and the following identity holds
〈 f , g〉 =
r∑

=1
∑
k∈Zd
〈
f , φ
M J ;k
〉〈
φ˜
M J ;k, g
〉+ ∞∑
j= J
s∑

=1
∑
k∈Zd
〈
f ,ψ
M j;k
〉〈
ψ˜
M j;k, g
〉
, ∀ f , g ∈ L2
(
Rd
)
. (2.8)
For pairs of nonhomogeneous dual wavelet frames in L2(Rd), we have the following result.
Proposition 5. Let M be a d × d real-valued invertible matrix. Let Φ,Ψ, Φ˜, Ψ˜ in (2.7) be subsets of L2(Rd). Suppose that
(WS J (Φ;Ψ ),WS J (Φ˜; Ψ˜ )) is a pair of nonhomogeneous dual M-wavelet frames in L2(Rd) for some integer J . Then it is a pair of non-
homogeneous dual M-wavelet frames in L2(Rd) for all integers J . If in addition M is an expansive matrix and
∑
φ∈Φ ‖φ‖2L2(Rd) < ∞,
then the pair (WS(Ψ ),WS(Ψ˜ )) is a pair of homogeneous dual M-wavelet frames in L2(Rd), that is, each of WS(Ψ ) and WS(Ψ˜ ) is a
frame in L2(Rd) and the following identity holds:
〈 f , g〉 =
∑
j∈Z
s∑

=1
∑
k∈Zd
〈
f ,ψ
M j;k
〉〈
ψ˜
M j;k, g
〉
, ∀ f , g ∈ L2
(
Rd
)
. (2.9)
Proof. By (2.6), we see that (2.8) holds for all integers J . By Proposition 4, (WS J (Φ;Ψ ),WS J (Φ˜; Ψ˜ )) is a pair of nonhomo-
geneous dual M-wavelet frames in L2(Rd) for all integers J . For a real-valued expansive matrix M, by Proposition 4 again,
each of WS(Ψ ) and WS(Ψ˜ ) is a frame in L2(Rd). By Lemma 3, the identity in (2.9) can be proved similarly as in the proof
of Proposition 4. 
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WS J (Φ;Ψ ) is a nonhomogeneous Riesz M-wavelet basis in L2(Rd) if the linear span of WS J (Φ;Ψ ) is dense in L2(Rd) and
there exist two positive constants C3 and C4 such that
C3
(∑
φ∈Φ
∑
k∈Zd
|vk,φ |2 +
∞∑
j= J
∑
ψ∈Ψ
∑
k∈Zd
|w j;k,ψ |2
)

∥∥∥∥∥∑
φ∈Φ
∑
k∈Zd
vk,φφM J ;k +
∞∑
j= J
∑
ψ∈Ψ
∑
k∈Zd
w j;k,ψψM j;k
∥∥∥∥∥
2
L2(Rd)
 C4
(∑
φ∈Φ
∑
k∈Zd
|vk,φ |2 +
∞∑
j= J
∑
ψ∈Ψ
∑
k∈Zd
|w j;k,ψ |2
)
(2.10)
for all ﬁnitely supported sequences {vk,φ}k∈Zd,φ∈Φ and {w j;k,ψ } j J ,k∈Zd,ψ∈Ψ , where the best possible constants C3 and C4
are called the lower Riesz bound and the upper Riesz bound of WS J (Φ;Ψ ), respectively. It is well known that WS J (Φ;Ψ )
is a Riesz basis of L2(Rd) if and only if it is a frame of L2(Rd) and it is l2-linearly independent, that is, if∑
φ∈Φ
∑
k∈Zd
vk,φφM J ;k +
∞∑
j= J
∑
ψ∈Ψ
∑
k∈Zd
w j;k,ψψM j;k = 0 (2.11)
in L2(Rd) for square summable sequences {vk,φ}k∈Zd,φ∈Φ and {w j;k,ψ } j J ,k∈Zd,ψ∈Ψ , then vk,φ = 0 and w j;k,ψ = 0 for all
j  J , k ∈ Zd and φ ∈ Φ , ψ ∈ Ψ . In fact, deﬁne W : l2(Zd × Φ) × l2((Z ∩ [ J ,+∞)) × Zd × Ψ ) → L2(Rd) such that W maps
({vk,φ}k∈Zd,φ∈Φ, {w j;k,ψ } j J ,k∈Zd,ψ∈Ψ ) to the function on the left-hand side of (2.11). Then WS J (Φ;Ψ ) is a Riesz basis in
L2(Rd) if and only if W is a well-deﬁned bounded and invertible operator. Also, WS J (Φ;Ψ ) is a frame in L2(Rd) if and
only if W is a well-deﬁned bounded onto operator with the range of its adjoint operator W∗ being closed. Now it is
straightforward to see that WS J (Φ;Ψ ) is a Riesz basis of L2(Rd) if and only if it is a frame of L2(Rd) and it is l2-linearly
independent. Thus, a nonhomogeneous Riesz M-wavelet basis is nonredundant. Note that a nonhomogeneous orthonormal
M-wavelet basis is a particular case of a nonhomogeneous Riesz M-wavelet basis. See [7,17,18,20,22,25,27] and references
therein on (homogeneous) Riesz wavelets.
For nonhomogeneous Riesz wavelet bases in L2(Rd), we have the following result.
Theorem 6. Let M be a d × d real-valued invertible matrix. Let Φ and Ψ be subsets of L2(Rd). Suppose that WS J (Φ;Ψ ) is a nonho-
mogeneous Riesz M-wavelet basis in L2(Rd) satisfying (2.10) for some integer J . Then (2.10) holds for all integers J and WS J (Φ;Ψ )
is a nonhomogeneous Riesz M-wavelet basis in L2(Rd) with the same lower and upper Riesz bounds for all integers J . If in addition M
is a d × d real-valued expansive matrix and∑φ∈Φ ‖φ‖2L2(Rd) < ∞, then WS(Ψ ) is a homogeneous Riesz M-wavelet basis in L2(Rd)
with the same lower and upper Riesz bounds, that is, the linear span of WS(Ψ ) is dense in L2(Rd) and
C3
∑
j∈Z
∑
ψ∈Ψ
∑
k∈Zd
|w j;k,ψ |2 
∥∥∥∥∑
j∈Z
∑
ψ∈Ψ
∑
k∈Zd
w j;k,ψψM j;k
∥∥∥∥2
L2(Rd)
 C4
∑
j∈Z
∑
ψ∈Ψ
∑
k∈Zd
|w j;k,ψ |2 (2.12)
for all ﬁnitely supported sequences {w j;k,ψ } j∈Z, k∈Zd,ψ∈Ψ .
Proof. Since (2.10) holds, by (ψM j;k)Mn;0 = ψM j+n;k and ‖ fM j ;0‖2L2(Rd) = ‖ f ‖
2
L2(Rd)
, it is easy to verify that (2.10) holds for
all integers J . Note that WS J+n(Φ;Ψ ) = { fMn;0: f ∈ WS J (Φ;Ψ )} for all integers J and n. It is also easy to deduce that
if the linear span of WS J (Φ;Ψ ) is dense in L2(Rd) for one integer J , then it is also dense in L2(Rd) for all integers J .
Consequently, WS J (Φ;Ψ ) is a nonhomogeneous Riesz M-wavelet basis in L2(Rd) for all integers J with the same lower and
upper Riesz bounds.
Since (2.10) holds for all integers J , setting vk,φ = 0 in (2.10), we can easily deduce that (2.12) holds for all ﬁnitely
supported sequences {w j;k,ψ } j∈Z, k∈Zd,ψ∈Ψ . Since WS J (Φ;Ψ ) is a Riesz basis in L2(Rd), we see that WS J (Φ;Ψ ) must be a
frame in L2(Rd). Since M is an expansive matrix and
∑
φ∈Φ ‖φ‖2L2(Rd) < ∞, by Proposition 4, WS(Ψ ) is a frame in L2(R
d).
Therefore, by (2.5), we see that f ⊥ WS(Ψ ) implies f = 0. Thus, we conclude that the linear span of WS(Ψ ) is dense in
L2(Rd). Therefore, WS(Ψ ) is a Riesz basis of L2(Rd). 
Let δ denote the Dirac sequence such that δ(0) = 1 and δ(k) = 0 for all k = 0. Let Φ , Ψ , Φ˜ , Ψ˜ in (2.7) be subsets of L2(Rd).
We say that the pair (WS J (Φ;Ψ ),WS J (Φ˜; Ψ˜ )) is a pair of nonhomogeneous biorthogonal M-wavelet bases in L2(Rd) if each
of WS J (Φ;Ψ ) and WS J (Φ˜; Ψ˜ ) is a nonhomogeneous Riesz M-wavelet basis in L2(Rd) and the following biorthogonality
relations hold:〈
φ
M J ;k, φ˜

′
M J ;k′
〉= δ(k − k′)δ(
− 
′), 〈ψnM j;k, φ˜
′M J ;k′ 〉= 0, 〈φ
M J ;k, ψ˜n′M j′ ;k′ 〉= 0, (2.13)〈
ψn j , ψ˜
n′
j′ ′
〉= δ(k − k′)δ(n − n′)δ( j − j′), (2.14)M ;k M ;k
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, 
′ = 1, . . . , r, and n,n′ = 1, . . . , s.
It is a standard result, which can be easily proved by the same argument stated after (2.11), that a pair (WS J (Φ;Ψ ),
WS J (Φ˜; Ψ˜ )) is a pair of nonhomogeneous biorthogonal M-wavelet bases in L2(Rd), if and only if, it is a pair of nonho-
mogeneous dual M-wavelet frames in L2(Rd) and the biorthogonality conditions in (2.13) and (2.14) are satisﬁed. For pairs
of nonhomogeneous biorthogonal M-wavelet bases in L2(Rd), we have the following result which includes Theorem 1 as a
special case:
Theorem 7. Let M be a d × d real-valued invertible matrix. Let Φ , Ψ , Φ˜ , Ψ˜ in (2.7) be ﬁnite subsets of L2(Rd). Suppose that the pair
(WS J (Φ;Ψ ),WS J (Φ˜; Ψ˜ )) is a pair of nonhomogeneous biorthogonal M-wavelet bases in L2(Rd) for some integer J . Then it is a pair
of nonhomogeneous biorthogonal M-wavelet bases in L2(Rd) for all integers J . Moreover, there exist r × r matrices ak, a˜k and s × r
matrices bk, b˜k, k ∈ Zd of 2πZd-periodic measurable functions in L2(Td) such that
e−ik·MTξ φˆ
(
MTξ
)= ak(ξ)φˆ(ξ) and e−ik·MTξ ψˆ(MTξ)= bk(ξ)φˆ(ξ), a.e. ξ ∈ Rd, k ∈ Zd, (2.15)
e−ik·MTξ ˆ˜φ(MTξ)= a˜k(ξ) ˆ˜φ(ξ) and e−ik·MTξ ˆ˜ψ(MTξ)= b˜k(ξ) ˆ˜φ(ξ), a.e. ξ ∈ Rd, k ∈ Zd, (2.16)
where
φ := [φ1, . . . , φr]T, ψ := [ψ1, . . . ,ψ s]T, φ˜ := [φ˜1, . . . , φ˜r]T, ψ˜ := [ψ˜1, . . . , ψ˜ s]T. (2.17)
If M is a d × d integer invertible matrix with dM := |detM|, then s = r(dM − 1) and
P[a˜0,b˜0](ξ)
TP[a0,b0](ξ) = IrdM , a.e. ξ ∈ Rd, (2.18)
where IrdM denotes the (rdM)× (rdM) identity matrix and
P[a0,b0](ξ) :=
[
a0(ξ + 2πω0) a0(ξ + 2πω1) · · · a0(ξ + 2πωdM−1)
b0(ξ + 2πω0) b0(ξ + 2πω1) · · · b0(ξ + 2πωdM−1)
]
(2.19)
with {ω0, . . . ,ωdM−1} := [(MT)−1Zd] ∩ [0,1)d. If M is a d × d real-valued expansive matrix, then (WS(Ψ ),WS(Ψ˜ )) is a pair of
homogeneous biorthogonal M-wavelet bases in L2(Rd), that is, each of WS(Ψ ) and WS(Ψ˜ ) is a homogeneous Riesz M-wavelet basis
in L2(Rd) and (2.14) holds for all k, k′ ∈ Zd, j, j′ ∈ Z, and n,n′ = 1, . . . , s.
Proof. By Theorem 6, each of WS J (Φ;Ψ ) and WS J (Φ˜; Ψ˜ ) is a nonhomogeneous Riesz M-wavelet basis in L2(Rd) for all
integers J . By (2.6), we see that (2.13) and (2.14) must hold for all integers J . Thus, (WS J (Φ;Ψ ),WS J (Φ˜; Ψ˜ )) is a pair of
nonhomogeneous biorthogonal M-wavelet bases in L2(Rd) for all integers J .
To prove (2.15) and (2.16), let us consider the representations of φ
M−1;k,ψ
n
M−1;k, k ∈ Zd , 
 = 1, . . . , r and n = 1, . . . , s under
the Riesz basis WS0(Φ;Ψ ). Noting that (2.13) and (2.14) hold for all integers J , we deduce that
φ
M−1;k =
r∑

′=1
∑
m∈Zd
〈
φ
M−1;k, φ˜

′
Id;m
〉
φ

′
Id;m and ψ
n
M−1;k =
r∑

′=1
∑
m∈Zd
〈
ψnM−1;k, φ˜

′
Id;m
〉
φ

′
Id;m (2.20)
with all the coeﬃcient sequences being square summable and the series in (2.20) converging in L2(Rd). For k ∈ Zd , we
deﬁne[
ak(ξ)
]

,
′ := |detM|−1/2
∑
m∈Zd
〈
φ
M−1;k, φ˜

′
Id;m
〉
e−im·ξ ,
[
bk(ξ)
]
n,
′ := |detM|−1/2
∑
m∈Zd
〈
ψnM−1;k, φ˜

′
Id;m
〉
e−im·ξ , (2.21)
where [ak]
,
′ denotes the (
, 
′)-entry of the matrix ak . It is evident that both ak and bk are matrices of 2πZd-periodic
measurable functions in L2(Td). Taking Fourier transform on both sides of the equations in (2.20) and noting φ̂
M−1;k(ξ) =
|detM|1/2e−ik·MTξ φˆ(MTξ), we conclude that (2.15) holds. Using the same argument by switching the roles of φ,ψ with φ˜, ψ˜ ,
we see that (2.16) holds with[
a˜k(ξ)
]

,
′ := |detM|−1/2
∑
m∈Zd
〈
φ˜
M−1;k, φ

′
Id;m
〉
e−im·ξ ,
[
b˜k(ξ)
]
n,
′ := |detM|−1/2
∑
d
〈
ψ˜nM−1;k, φ

′
Id;m
〉
e−im·ξ . (2.22)m∈Z
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is a complete set of representatives of the distinct cosets in the quotient group Zd/(MZd). For a0(ξ) =∑k∈Zd a0(k)e−ik·ξ , we
have a0(ξ) =∑dM−1n=0 a0,γn (MTξ)e−iγn ·ξ with a0,γn (ξ) :=∑k∈Zd a0(Mk + γn)e−ik·ξ . Now it is easy to check that[
a0(ξ + 2πω0), . . . ,a0(ξ + 2πωdM−1)
]= [a0,γ0(MTξ), . . . ,a0,γdM−1(MTξ)]U(ξ), (2.23)
where
U(ξ) := (e−i(ξ+2πωm)·γn Ir)0m,ndM−1 and U(ξ)U(ξ)T = dM IrdM .
Denote
h := [φ1, . . . , φr,ψ1, . . . ,ψ s]T and η := [φ1M;γ0 , . . . , φrM,γ0 , . . . , φ1M;γdM−1 , . . . , φrM,γdM−1]T.
Noting that φ̂
M;γn (ξ) = d
−1/2
M e
−iγn·Nξ φ̂
(Nξ) with N := (MT)−1, we deduce from (2.20) and (2.23) that
hˆ(ξ) = d1/2M P[a0,b0](Nξ)U−1(Nξ)ηˆ(ξ). (2.24)
Representing the entries in the vector η under the Riesz basis WS0(Φ;Ψ ), we have
φ
M;γn =
r∑

′=1
∑
k∈Zd
〈
φ
M;γn , φ˜

′
Id;−k
〉
φ

′
Id;−k +
s∑
n′=1
∑
k∈Zd
〈
φ
M;γn , ψ˜
n′
Id;−k
〉
ψn
′
Id;−k. (2.25)
Using (2.22) and (2.25), by 〈φ
M;γn , φ˜

′
Id;−k〉 = 〈φ
M;Mk+γn , φ˜

′ 〉, we deduce that
ηˆ(ξ) = d1/2M U−1(Nξ)TP[a˜0,b˜0](Nξ)Thˆ(ξ) = d
−1/2
M U(Nξ)P[a˜0,b˜0](Nξ)
Thˆ(ξ). (2.26)
Note that the entries in both h(·− k), k ∈ Zd and η(·− k), k ∈ Zd form two Riesz bases for the same subspace. Now it follows
from (2.24) and (2.26) that
P[a0,b0](Nξ)P[a˜0,b˜0](Nξ)
T = Ir+s and P[a˜0,b˜0](Nξ)TP[a0,b0](Nξ) = IrdM .
The above identities hold if and only if r + s = rdM (that is, s = r(dM − 1)) and (2.18) holds.
For a real-valued expansive matrix M, by Theorem 6, each of WS(Ψ ) and WS(Ψ˜ ) is a Riesz basis in L2(Rd). Since (2.14)
holds for all integers j and j′ , we conclude that (WS(Ψ ),WS(Ψ˜ )) is a pair of homogeneous biorthogonal M-wavelet bases
in L2(Rd). 
Using an argument in [17, Lemma 1], we explore in the following result the connections between nonhomogeneous Riesz
wavelet bases and reﬁnable structure.
Theorem 8. Let M be a d× d integer invertible matrix. Let Φ and Ψ in (2.7) be ﬁnite subsets of L2(Rd). Suppose thatWS J (Φ;Ψ ) is a
nonhomogeneous Riesz M-wavelet basis in L2(Rd) for some integer J . Then the following statements are equivalent to each other:
(i) there exist subsets Φ˜ and Ψ˜ in (2.7) of L2(Rd) such that the pair (WS J (Φ;Ψ ),WS J (Φ˜; Ψ˜ )) is a pair of nonhomogeneous
biorthogonal M-wavelet bases in L2(Rd);
(ii) there exist an r × r matrix a and an s× r matrix b of 2πZd-periodic measurable functions in L2(Td) such that (1.4) holds with φ
and ψ being deﬁned in (2.17).
Proof. (i) ⇒ (ii) is a direct consequence of Theorem 7. We now prove (ii) ⇒ (i). Since WS J (Φ;Ψ ) is a Riesz basis in L2(Rd),
it has a unique dual Riesz basis {φ
′; J ,k′ : k′ ∈ Zd, 
′ = 1, . . . , r} ∪ {ψ˜n′; j′,k′ : k′ ∈ Zd, j′  J , n′ = 1, . . . , s} such that (2.13)
and (2.14) hold with φ˜

′
M J ;k′ and ψ˜
n′
M j′ ;k′ being replaced by φ˜

′; J ,k′ and ψ˜n′; j′,k′ , respectively. Deﬁne
φ˜

′ := φ˜
′; J ,0M− J ;0, 
′ = 1, . . . , r and ψ˜n
′ := ψ˜n′; J ,0M− J ;0, n′ = 1, . . . , s. (2.27)
Now we prove that (2.13) and (2.14) must hold. In fact, by the deﬁnition in (2.27), we have〈
φ
M J ;k, φ˜

′
M J ;k′
〉= 〈φ
M J ;k−k′ , φ˜
′M J ;0〉= 〈φ
M J ;k−k′ , φ˜
′; J ,0〉= δ(
− 
′)δ(k − k′)
and for j  J , noting that M j− JZd ⊆ Zd , we have〈
ψn j , φ˜

′
J ′
〉= 〈ψn j j− J ′ , φ˜
′ J 〉= 〈ψn j j− J ′ , φ˜
′; J ,0〉= 0.M ;k M ;k M ;k−M k M ;0 M ;k−M k
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φ
M J ;k, ψ˜
n′
M J ;k′
〉= 〈φ
M J ;k−k′ , ψ˜n′M J ;0〉= 〈φ
M J ;k−k′ , ψ˜n′; J ,0〉= 0. (2.28)
We now prove the rest of (2.13) and (2.14) by a similar argument as in [17, Lemma 1]. For j′ > J , by (1.4), we see that
φ
M J ;k is an l2-linear combination of φ
L
M j′ ;m , m ∈ Zd and L = 1, . . . , r. By (2.28), we have 〈φLM j′ ;m, ψ˜n
′
M j′ ;k′ 〉 = 〈φLM J ;m, ψ˜n
′
M J ;k′ 〉 = 0.
Therefore, 〈φ
M J ;k, ψ˜n
′
M j′ ;k′ 〉 = 0. Hence, (2.13) is veriﬁed.
To prove (2.14), we consider two cases. If j  j′  J , then〈
ψnM j;k, ψ˜
n′
M j′ ;k′
〉= 〈ψnM j− j′+ J ;k, ψ˜n′M J ;k′ 〉= 〈ψnM j− j′+ J ;k−M j− j′ k′ , ψ˜n′M J ;0〉
= 〈ψnM j− j′+ J ;k−M j− j′ k′ , ψ˜n′; J ,0〉= δ( j − j′)δ(k − k′).
If j′ > j  J , then by (1.4), ψnM j;k is an l2-linear combination of φ
L
M j′ ;m , m ∈ Zd and L = 1, . . . , r. By (2.28), we have
〈φL
M j′ ;m, ψ˜
n′
M j′ ;k′ 〉 = 〈φLM J ;m, ψ˜n
′
M J ;k′ 〉 = 0. Therefore, 〈ψnM j;k, ψ˜n
′
M j′ ;k′ 〉 = 0. Hence, (2.14) is veriﬁed.
In conclusion, by the uniqueness of a dual Riesz basis to WS J (Φ;Ψ ), we proved that φ˜
′M J ;k′ = φ˜

′; J ,k′ and ψ˜n′M j;k′ = ψ˜n
′; j,k′
for all j′  J , k′ ∈ Zd and 
′ = 1, . . . , r, n′ = 1, . . . , s. Therefore, the pair (WS J (Φ;Ψ ),WS J (Φ˜; Ψ˜ )) is a pair of nonhomoge-
neous biorthogonal M-wavelet bases in L2(Rd). This completes the proof of (ii) ⇒ (i). 
We conclude this section by some remarks. Firstly, by the results in this section, we see that a nonhomogeneous wavelet
system WS J (Φ;Ψ ) in L2(Rd) for a given integer J (that is, at the coarsest scale level J ) naturally leads to a sequence
of nonhomogeneous wavelet systems WS j(Φ;Ψ ) for all integers j ∈ Z while preserving almost all the properties of the
system at j = J . This is a fundamental property in wavelet analysis. In fact, a one-level fast wavelet transform is just a
transform between the two sets of wavelet coeﬃcients of a given function represented under two nonhomogeneous wavelet
systems at two consecutive scale levels. Naturally, for a multi-level wavelet transform, there is an underlying sequence of
wavelet systems at every scale level, instead of just one single wavelet system. For a given nonhomogeneous (stationary)
wavelet system, since it naturally produces a sequence of nonhomogeneous wavelet systems, this allows us to study only
one nonhomogeneous wavelet system instead of a sequence of nonhomogeneous wavelet systems. This desirable property of
nonhomogeneous wavelet systems is not shared by homogeneous wavelet systems. Secondly, by the results in this section,
for any d × d real-valued expansive matrix M, we see that a nonhomogeneous wavelet system WS J (Φ;Ψ ) in L2(Rd) for a
given integer J naturally leads to a homogeneous wavelet system WS(Ψ ). Therefore, a homogeneous wavelet system WS(Ψ )
can be regarded as the limit of a sequence of nonhomogeneous wavelet systems WS j(Φ;Ψ ) as j → −∞. Due to Theorem 7,
we see that a nonhomogeneous orthonormal wavelet basis has natural connections to reﬁnable structures. This motivates
us to introduce the notion of a homogeneous wavelet system with the quasi-reﬁnable structure. For a given homogeneous
wavelet system WS(Ψ ) being a frame or a Riesz basis in L2(Rd), we say that the homogeneous wavelet system WS(Ψ ) has
the quasi-reﬁnable structure, if there exists a subset Φ of L2(Rd) such that the nonhomogeneous wavelet system WS0(Φ;Ψ )
is a frame or a Riesz basis in L2(Rd) so that the homogeneous wavelet system WS(Ψ ) is its limit system. Thirdly, we point
out that the frame approximation order (see [12]) of a pair (WS J (Φ;Ψ ),WS J (Φ˜; Ψ˜ )) of nonhomogeneous dual M-wavelet
frames in L2(Rd) is completely determined by Φ and Φ˜ , and has nothing to do with Ψ and Ψ˜ . See Theorem 13 for more
detail. Lastly, we mention that results in this section for nonhomogeneous wavelet systems in L2(Rd) can be generalized to
more general function spaces such as Sobolev spaces and Besov spaces. See [20, Theorem 7] and [25] for the case of Sobolev
spaces and see Section 5 for further remarks.
3. Frequency-based nonstationary wavelet systems in the distribution space
To characterize nonhomogeneous dual or tight wavelet frames in L2(Rd), we shall take a frequency-based approach by
studying frequency-based nonstationary wavelet systems in the distribution space. More precisely, we shall introduce and
characterize a pair of frequency-based nonstationary dual wavelet frames in the distribution space. As pointed out in [20]
for dimension one, such a notion allows us to completely separate the perfect reconstruction property of a wavelet system
from its stability in various function spaces. Results in this section will serve as our basis to study nonhomogeneous and
directional nonstationary tight wavelet frames in L2(Rd) in the next section.
Following the standard notation, we denote by D(Rd) the linear space of all compactly supported C∞ (test) functions
with the usual topology, and D ′(Rd) the linear space of all distributions, that is, D ′(Rd) is the dual space of D(Rd). By
duality, it is easy to see that translation, dilation and modulation in (1.1) can be naturally extended to distributions in
D ′(Rd). For a tempered distribution f , by the deﬁnition of the notation fU ;k,n in (1.1), we have
f̂U ;k,n = e−ik·n fˆ(UT)−1;−n,k and f̂U ;k = fˆ(UT)−1;0,k. (3.1)
In this paper, we shall use boldface letters to denote functions/distributions or sets of functions/distributions in the fre-
quency domain.
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d) we denote the linear space of all measurable functions f such that
∫
K | f (x)|p dx < ∞ for every compact
subset K of Rd with the usual modiﬁcation for p = ∞. Note that Lloc1 (Rd) is just the set of all locally integrable functions
that can be globally identiﬁed as distributions, that is, Lloc1 (R
d) ⊆D ′(Rd). For f ∈D(Rd) and ψ ∈ Lloc1 (Rd), we shall use the
following paring
〈f,ψ〉 :=
∫
Rd
f(ξ)ψ(ξ)dξ and 〈ψ, f〉 := 〈f,ψ〉 =
∫
Rd
ψ(ξ)f(ξ)dξ. (3.2)
When f ∈D(Rd) and ψ ∈D ′(Rd), the duality pairings 〈f,ψ〉 and 〈ψ, f〉 are understood similarly as 〈f,ψ〉 := 〈ψ, f〉 := ψ( f ).
Let J be an integer and N j, j  J be d×d real-valued invertible matrices. Let Φ and Ψ j , j  J be subsets of distributions.
A frequency-based nonstationary wavelet system is deﬁned to be
FWS J
(
Φ; {Ψ j}∞j= J
) := {ϕN J ;0,k: k ∈ Zd, ϕ ∈ Φ}∪ ∞⋃
j= J
{
ψN j;0,k: k ∈ Zd,ψ ∈ Ψ j
}
. (3.3)
For the particular case N j = N j and Ψ j = Ψ for all j  J , a frequency-based nonstationary wavelet system in (3.3) becomes
a frequency-based nonhomogeneous (stationary) N-wavelet system:
FWS J (Φ;Ψ ) =
{
ϕN J ;0,k: k ∈ Zd,ϕ ∈ Φ
}∪ {ψN j;0,k: j  J , k ∈ Zd,ψ ∈ Ψ }. (3.4)
For a nonhomogeneous M-wavelet system WS J (Φ;Ψ ) such that all the generators in Φ and Ψ are tempered distributions,
by (3.1), the image of the nonhomogeneous M-wavelet system WS J (Φ;Ψ ) under the Fourier transform simply becomes the
frequency-based nonhomogeneous (MT)−1-wavelet system FWS J (Φ;Ψ ), where
Φ = {φˆ: φ ∈ Φ}, Ψ = {ψˆ: ψ ∈ Ψ }. (3.5)
For analysis of wavelets and framelets, as argued in [20] for dimension one, it is often easier to work with frequency-based
wavelet systems FWS J (Φ;Ψ ) instead of space/time-based wavelet systems WS J (Φ;Ψ ), though both are equivalent to each
other within the framework of tempered distributions. Since we consider frequency-based wavelets and framelets in the
distribution space D ′(Rd), it is natural for us to consider FWS J (Φ;Ψ ) ⊆D ′(Rd).
Let N j, j  J be d × d real-valued invertible matrices. Let
Φ = {ϕ1, . . . ,ϕr} and Φ˜ = {ϕ˜1, . . . , ϕ˜r} (3.6)
and
Ψ j =
{
ψ j,1, . . . ,ψ j,s j
}
and Ψ˜ j =
{
ψ˜
j,1
, . . . , ψ˜
j,s j} (3.7)
be subsets of D ′(Rd) for all integers j  J , where r, s ∈ N ∪ {0,+∞}. Let FWS J (Φ; {Ψ j}∞j= J ) be deﬁned in (3.4) and
FWS J (Φ˜; {Ψ˜ j}∞j= J ) be deﬁned similarly. Generalizing the notion in [20] from dimension one to high dimensions, we say
that the pair(
FWS J
(
Φ; {Ψ j}∞j= J
)
,FWS J
(
Φ˜; {Ψ˜ j}∞j= J
))
(3.8)
is a pair of frequency-based nonstationary dual wavelet frames in the distribution spaceD ′(Rd) if the following identity holds
r∑

=1
∑
k∈Zd
〈
f,ϕ
N J ;0,k
〉〈
ϕ˜
N J ;0,k,g
〉+ ∞∑
j= J
s j∑

=1
∑
k∈Zd
〈
f,ψ j,
N j;0,k
〉〈
ψ˜
j,

N j;0,k,g
〉= (2π)d〈f,g〉 (3.9)
for all f,g ∈D(Rd), where the inﬁnite series in (3.9) converge in the following sense:
(i) for every f,g ∈D(Rd), all the series
r∑

=1
∑
k∈Zd
〈
f,ϕ
N J ;0,k
〉〈
ϕ˜
N J ;0,k,g
〉
and
s j∑

=1
∑
k∈Zd
〈
f,ψ j,
N j;0,k
〉〈
ψ˜
j,

N j;0,k,g
〉
(3.10)
converge absolutely for all integers j  J ;
(ii) for every f,g ∈D(Rd), the following limit exists and
lim
J ′→+∞
(
r∑

=1
∑
k∈Zd
〈
f,ϕ
N J ;0,k
〉〈
ϕ˜
N J ;0,k,g
〉+ J ′−1∑
j= J
s j∑

=1
∑
k∈Zd
〈
f,ψ j,
N j;0,k
〉〈
ψ˜
j,

N j;0,k,g
〉)= (2π)d〈f,g〉. (3.11)
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in the two systems of the pair belong to L2(Rd), (ii) each system in the pair is a frame in L2(Rd), and (iii) (3.9)
holds for all f,g ∈ L2(Rd) with the series converging absolutely. It is straightforward to see that a space/time-based pair
(WS J (Φ;Ψ ),WS J (Φ˜; Ψ˜ )) is a pair of nonhomogeneous dual M-wavelet frames in L2(Rd) if and only if the frequency-
based pair (FWS J (Φ;Ψ ), FWS J (Φ˜; Ψ˜ )) is a pair of frequency-based nonhomogeneous dual (MT)−1-wavelet frames in L2(Rd),
where Φ,Ψ are deﬁned in (3.5) and
Φ˜ = { ˆ˜φ: φ˜ ∈ Φ˜}, Ψ˜ = { ˆ˜ψ: ψ˜ ∈ Ψ˜ }. (3.12)
Before we study and characterize a pair of frequency-based nonstationary dual wavelet frames in the distribution space
D ′(Rd), by the following result, we see that the above notion allows us to completely separate the perfect reconstruction
property of a wavelet system from its stability in the function space L2(Rd).
Theorem 9. Let N j , j  J be d× d real-valued invertible matrices. Let Φ , Φ˜ and Ψ j , Ψ˜ j be at most countable subsets of distributions
on Rd for all integers j  J . Then the pair in (3.8) is a pair of frequency-based nonstationary dual wavelet frames in L2(Rd) if and
only if
(i) there exists a positive constant C such that
∑
ϕ∈Φ
∑
k∈Zd
∣∣〈f,ϕN J ;0,k〉∣∣2 + ∞∑
j= J
∑
ψ∈Ψ j
∑
k∈Zd
∣∣〈f,ψN j;0,k〉∣∣2  C‖f‖2L2(Rd), ∀f ∈D(Rd), (3.13)
∑
ϕ˜∈Φ˜
∑
k∈Zd
∣∣〈g, ϕ˜N J ;0,k〉∣∣2 + ∞∑
j= J
∑
ψ˜∈Ψ˜ j
∑
k∈Zd
∣∣〈g, ψ˜N j;0,k〉∣∣2  C‖g‖2L2(Rd), ∀g ∈D(Rd); (3.14)
(ii) the pair in (3.8) is a pair of frequency-based nonstationary dual wavelet frames in the distribution spaceD ′(Rd).
Proof. The necessity part is trivial, since D(Rd) ⊆ L2(Rd). It suﬃces to prove the suﬃciency part. By (3.13), we have
|〈f,ϕN J ;0,0〉|2  C‖f‖2L2(Rd) for all f ∈D(R
d). Therefore, we see that 〈·,ϕN J ;0,0〉 can be extended into a bounded linear func-
tional on L2(Rd), from which we conclude that ϕN J ;0,0 can be identiﬁed with a function in L2(R
d). Since N J is invertible,
we have ϕ ∈ L2(Rd) for all ϕ ∈ Φ . By the same argument, we see that both systems in (3.8) have all their elements in
L2(Rd). Consequently, since D(Rd) is dense in L2(Rd) and both systems are countable sets, by a standard argument using
density, we see that (3.13) and (3.14) hold for all f,g ∈ L2(Rd). By item (ii), (3.9) holds for f,g ∈D(Rd). Since (3.13) and
(3.14) hold for all f,g ∈ L2(Rd), using Cauchy–Schwarz inequality, we see that (3.9) holds for all f,g ∈ L2(Rd) with the series
converging absolutely. Now by (3.9) and using Cauchy–Schwarz inequality, it follows from (3.13) and (3.14) that the left-
hand sides of the inequalities in (3.13) and (3.14) are no less than (2π)dC−1‖f‖2
L2(Rd)
and (2π)dC−1‖g‖2
L2(Rd)
, respectively.
This completes the proof of the suﬃciency part. 
A pair of frequency-based (or space/time-based) nonstationary dual wavelet frames can be generalized from the function
space L2(Rd) to a pair of dual function spaces (B,B′), where B is a Banach function space contained in D ′(Rd) and B′
is its dual space. For example, B can be a Sobolev or Besov space. The result in Theorem 9 holds for such more general
function spaces by replacing item (i) with suitable stability condition, more precisely, the boundedness of the primal system
in the function space B and the boundedness of the dual system in the function space B′ . That many classical function
spaces can often be characterized by the wavelet coeﬃcient sequences largely lies in the fact that we have the perfect
reconstruction property in item (ii) while the two wavelet systems are often bounded in many function spaces. For the case
of Sobolev spaces, see [20, Theorem 7] and [25] for more details on pairs of dual wavelet frames in function spaces other
than L2(Rd). See the survey article [21, Section 4] for detailed discussions on wavelets and framelets in a general pair of
dual function spaces (B,B′).
To characterize a pair of frequency-based nonstationary dual wavelet frames in the distribution space, let us ﬁrst look at
the absolute convergence of the series in (3.10). By the following result which generalizes [20, Lemma 3], we see that the
absolute convergence of the series in (3.10) holds under a very mild condition.
Lemma 10. Let U be a d × d real-valued invertible matrix and ψ, ψ˜ ∈ Lloc2 (Rd). Then for all f,g ∈D(Rd),∑
k∈Zd
〈f,ψU ;0,k〉〈ψ˜U ;0,k,g〉 = (2π)d
∫
Rd
∑
k∈Zd
f(ξ)g
(
ξ + 2πU−1k)ψ(Uξ)ψ˜(Uξ + 2πk)dξ (3.15)
with the series on the left-hand side converging absolutely. Note that the inﬁnite sum on the right-hand side of (3.15) is in fact ﬁnite.
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h(ξ) :=
∑
n∈Zd
f
(
U−1(ξ + 2πn))ψ(ξ + 2πn) and h˜(ξ) := ∑
n∈Zd
g
(
U−1(ξ + 2πn))ψ˜(ξ + 2πn). (3.16)
Since f,g ∈D(Rd), the inﬁnite sums in (3.16) are in fact ﬁnite for ξ ∈ [−π,π ]d . Moreover, by ψ, ψ˜ ∈ Lloc2 (Rd), we deduce
that h, h˜ ∈ L2(Td). By calculation, we have∫
[−π,π)d
h(ξ)eik·ξdξ = |detU |1/2〈f,ψU ;0,k〉 and
∫
[−π,π)d
h˜(ξ)eik·ξdξ = |detU |1/2〈g, ψ˜U ;0,k〉.
Now by Parsevel identity for periodic functions in L2(Td), one can easily deduce that the left-hand side of (3.15) is equal to
(2π)d|detU |−1
∫
[−π,π)d
h(ξ)h˜(ξ)dξ = (2π)d|detU |−1
∫
Rd
f
(
U−1ξ
)
ψ(ξ)h˜(ξ)dξ
= (2π)d
∫
Rd
f(ξ)ψ(Uξ)h˜(Uξ)dξ,
from which we see that (3.15) holds. Since f,g are compactly supported and U is invertible, we see that f(ξ)g(ξ + 2πU−1k)
= 0 for all ξ ∈ Rd provided that ‖k‖ is large enough. Hence, the inﬁnite sum on the right-hand side of (3.15) is in fact
ﬁnite. 
If Ψ is a (not necessarily ﬁnite) subset of Lloc2 (R
d) such that
∑
ψ∈Ψ |ψ(·)|2 ∈ Lloc1 (Rd), then by Lemma 10, for any f,g ∈
D(Rd),∑
ψ∈Ψ
∑
k∈Zd
∣∣〈f,ψU ;0,k〉∣∣2 = (2π)d ∫
Rd
∑
k∈Zd
f(ξ)f
(
ξ + 2πU−1k) ∑
ψ∈Ψ
ψ(Uξ)ψ(Uξ + 2πk)dξ (3.17)
with the series on the left-hand side converging absolutely. Note that the inﬁnite sum over k ∈ Zd on the right-hand side of
(3.17) is in fact ﬁnite. Due to the assumption
∑
ψ∈Ψ |ψ(·)|2 ∈ Lloc1 (Rd), the sum over ψ ∈ Ψ on the right-hand side of (3.17)
is absolutely convergent for almost every ξ ∈ Rd . The assumption of membership in Lloc2 (Rd) is only used in this paper to
guarantee (3.15) and (3.17) with the series on the left-hand sides of (3.15) and (3.17) converging absolutely.
The following result characterizes a pair of frequency-based nonstationary dual wavelet frames in the distribution space.
Theorem 11. Let J be an integer. Let N j, j  J be d × d real-valued invertible matrices such that
Λ :=
∞⋃
j= J
[
N−1j Z
d] has no accumulation point (3.18)
and {
j ∈ Z ∣∣ j  J , N jk ∈ Zd} is a ﬁnite set for every k ∈ Λ \ {0}. (3.19)
Let Φ, Φ˜ in (3.6) and Ψ j, Ψ˜ j, j  J in (3.7) be (not necessarily ﬁnite) subsets of Lloc2 (R) satisfying∑
ϕ∈Φ
∣∣ϕ(·)∣∣2 ∈ Lloc1 (Rd), ∑
ϕ˜∈Φ˜
∣∣ϕ˜(·)∣∣2 ∈ Lloc1 (Rd), ∑
ψ∈Ψ j
∣∣ψ(·)∣∣2 ∈ Lloc1 (Rd), ∑
ψ˜∈Ψ˜ j
∣∣ψ˜(·)∣∣2 ∈ Lloc1 (Rd), (3.20)
for all j  J . Then the pair in (3.8) is a pair of frequency-based nonstationary dual wavelet frames in the distribution spaceD ′(Rd) if
and only if
lim
J ′→+∞
〈
I0Φ(N J ·)+
J ′−1∑
j= J
I0Ψ j (N j ·),h
〉
= 〈1,h〉, ∀h ∈D(Rd) (3.21)
and
IN J kΦ (N J ξ)+
∞∑
IN jkΨ j (N jξ) = 0, a.e. ξ ∈ Rd, k ∈ Λ \ {0}, (3.22)
j= J
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IkΦ(ξ) :=
r∑

=1
ϕ
(ξ)ϕ˜
(ξ + 2πk), k ∈ Zd and IkΦ(ξ) := 0, k ∈ Rd \ Zd, (3.23)
IkΨ j (ξ) :=
s j∑

=1
ψ j,
(ξ)ψ˜
j,

(ξ + 2πk), k ∈ Zd and IkΨ j (ξ) := 0, k ∈ Rd \ Zd. (3.24)
Proof. By our assumption in (3.20), both IkΦ and IkΨ j are well-deﬁned functions in Lloc1 (Rd), and the series in (3.23) and
(3.24) are absolutely convergent for almost every ξ ∈ Rd . For f,g ∈D(Rd), denote
S J
′
J (f,g) :=
r∑

=1
∑
k∈Zd
〈
f,ϕ
N J ;0,k
〉〈
ϕ˜
N J ;0,k,g
〉+ J ′−1∑
j= J
s j∑

=1
∑
k∈Zd
〈
f,ψ j,
N j;0,k
〉〈
ψ˜
j,

N j;0,k,g
〉
. (3.25)
By Lemma 10 and the remark after Lemma 10, the series in (3.25) is absolutely convergent and we have
S J
′
J (f,g) = (2π)d
∫
Rd
∑
k∈Λ
f(ξ)g(ξ + 2πk)
(
IN J kΦ (N J ξ)+
J ′−1∑
j= J
IN jkΨ j (N jξ)
)
dξ. (3.26)
On the one hand, since f and g are compactly supported, there exists a positive constant c such that f(ξ)g(ξ + 2πk) = 0 for
all ξ ∈ Rd and |k| c. On the other hand, by our assumption in (3.18), {k ∈ Λ | |k| < c} is a ﬁnite set. Therefore, by (3.19),
there exists a positive integer J ′′ such that N jk /∈ Zd for all j  J ′′ and k ∈ Λ\ {0} with |k| < c. That is, under the assumption
in (3.18) and (3.19), for all J ′  J ′′ , (3.26) becomes
S J
′
J (f,g) = (2π)d
∫
Rd
f(ξ)g(ξ)
(
I0Φ(N J ξ)+
J ′−1∑
j= J
I0Ψ j (N jξ)
)
dξ
+ (2π)d
∫
Rd
∑
k∈Λ\{0}
f(ξ)g(ξ + 2πk)
(
IN J kΦ (N J ξ)+
∞∑
j= J
IN jkΨ j (N jξ)
)
dξ. (3.27)
If (3.22) holds, then we deduce from (3.27) that
S J
′
J (f,g) = (2π)d
∫
Rd
f(ξ)g(ξ)
(
I0Φ(N J ξ)+
J ′−1∑
j= J
I0Ψ j (N jξ)
)
dξ. (3.28)
Now it follows from (3.21) that
lim
J ′→+∞
S J
′
J (f,g) = (2π)d〈f,g〉, f,g ∈D
(
Rd
)
. (3.29)
Therefore, the pair in (3.8) is a pair of frequency-based nonstationary dual wavelet frames in the distribution space D ′(Rd).
Conversely, (3.29) holds. By our assumption in (3.18) and (3.19), (3.27) holds for all J ′  J ′′ . Note that the set Λ is
discrete and closed, that is, for any k ∈ Λ, εk := infy∈Λ\{k} ‖y − k‖/2 > 0. For any k ∈ Λ \ {0} and ξ0 ∈ Rd , we deduce from
(3.27) and (3.29) that for J ′  J ′′ ,
(2π)d
∫
Rd
f(ξ)g(ξ + 2πk)
(
IN J kΦ (N J ξ)+
∞∑
j= J
IN jkΨ j (N jξ)
)
dξ = S J ′J (f,g) = (2π)d〈f,g〉 = 0 (3.30)
for all f,g ∈D(Rd) such that supp f ⊆ Bεk (ξ0) and suppg ⊆ Bεk (ξ0 − 2πk), where Bεk (ξ0) := {ξ ∈ Rd | ‖ξ − ξ0‖ εk} is the
ball with center ξ0 and radius εk . Now we can easily deduce from the above relation in (3.30) that identity in (3.22) holds
for almost every ξ ∈ Bεk (ξ0). Since ξ0 is arbitrary, we conclude that (3.22) holds. By (3.22) and (3.27), we see that (3.28)
holds, from which we see that (3.21) holds. 
As we shall see in Lemma 15, the conditions in (3.18) and (3.19) are automatically satisﬁed if N j = N j for all j  J and
all the eigenvalues of N are less than one in modulus.
The following result is a direct consequence of Theorems 9 and 11.
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following statements are equivalent to each other:
(i) FWS J (Φ; {Ψ j}∞j= J ) is a frequency-based nonstationary tight wavelet frame in L2(Rd), that is, Φ,Ψ j ⊆ L2(Rd) for all j  J and∑
ϕ∈Φ
∑
k∈Zd
∣∣〈f,ϕN J ;0,k〉∣∣2 + ∞∑
j= J
∑
ψ∈Ψ j
∑
k∈Zd
∣∣〈f,ψN j;0,k〉∣∣2 = (2π)d‖f‖2L2(Rd), ∀f ∈ L2(Rd); (3.31)
(ii) (FWS J (Φ; {Ψ j}∞j= J ), FWS J (Φ; {Ψ j}∞j= J )) is a pair of frequency-based nonstationary dual wavelet frames in the distribution
spaceD ′(Rd).
If in addition (3.18) and (3.19) are satisﬁed, and if all Φ,Ψ j, j  J are subsets of Lloc2 (Rd) satisfying (3.20), then any of the above
statements (i) and (ii) is also equivalent to
(iii) (3.21) and (3.22) are satisﬁed with Φ˜ = Φ and Ψ˜ j = Ψ j for all integers j  J .
Proof. By Theorem 9, (i) ⇒ (ii). To see (ii) ⇒ (i), since (FWS J (Φ; {Ψ j}∞j= J ), FWS J (Φ; {Ψ j}∞j= J )) is a pair of frequency-based
nonstationary dual wavelet frames in the distribution space, by deﬁnition, we can easily deduce that (3.13) must hold with
C = (2π)d . Now by Theorem 9, (ii) ⇒ (i). The equivalence between items (ii) and (iii) follows directly from Theorem 11. 
We have the following result on a sequence of pairs of frequency-based nonstationary dual wavelet frames in the distri-
bution space.
Theorem 13. Let J0 be an integer. Let N j, j  J0 be d × d real-valued invertible matrices. Let
Φ j =
{
ϕ j,1, . . . ,ϕ j,r j
}
, Φ˜ j =
{
ϕ˜ j,1, . . . , ϕ˜ j,r j
}
(3.32)
and Ψ j, Ψ˜ j in (3.7) be subsets ofD ′(Rd) for j  J0 . Then the following statements are equivalent:
(i) the pair (FWS J (Φ J ; {Ψ j}∞j= J ), FWS J (Φ˜ J ; {Ψ˜ j}∞j= J )) is a pair of frequency-based nonstationary dual wavelet frames in the dis-
tribution spaceD ′(Rd) for every integer J  J0;
(ii) the following identities hold:
lim
j→+∞
r j∑

=1
∑
k∈Zd
〈
f,ϕ j,
N j;0,k
〉〈
ϕ˜ j,
N j;0,k,g
〉= (2π)d〈f,g〉, ∀f,g ∈D(Rd) (3.33)
and
r j∑

=1
∑
k∈Zd
〈
f,ϕ j,
N j;0,k
〉〈
ϕ˜ j,
N j;0,k,g
〉+ s j∑

=1
∑
k∈Zd
〈
f,ψ j,
N j;0,k
〉〈
ψ˜
j,

N j;0,k,g
〉
=
r j+1∑

=1
∑
k∈Zd
〈
f,ϕ j+1,
N j+1;0,k
〉〈
ϕ˜ j+1,
N j+1;0,k,g
〉
, ∀f,g ∈D(Rd), j  J0 (3.34)
with all the series converging absolutely.
Assume that{
j ∈ Z ∣∣ j  J0, [N j Bc(0)]∩ Zd = {0}} is a ﬁnite set for every c ∈ [1,∞), (3.35)
where Bc(0) := {ξ ∈ Rd | ‖ξ‖ c}. If all Φ j, Φ˜ j,Ψ j, Ψ˜ j, j  J0 are subsets of Lloc2 (Rd) satisfying∑
ϕ∈Φ j
∣∣ϕ(·)∣∣2 ∈ Lloc1 (Rd), ∑
ϕ˜∈Φ˜ j
∣∣ϕ˜(·)∣∣2 ∈ Lloc1 (Rd), ∀ j  J0 (3.36)
and ∑
ψ∈Ψ j
∣∣ψ(·)∣∣2 ∈ Lloc1 (Rd), ∑
ψ˜∈Ψ˜ j
∣∣ψ˜(·)∣∣2 ∈ Lloc1 (Rd), ∀ j  J0, (3.37)
then any of the above statements (i) and (ii) is also equivalent to
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lim
j→+∞
〈 r j∑

=1
ϕ j,
(N j ·)ϕ˜ j,
(N j ·),h
〉
= 〈1,h〉, ∀h ∈D(Rd) (3.38)
and for all integers j  J0 ,
IN jkΦ j (N jξ)+ I
N jk
Ψ j
(N jξ) = IN j+1kΦ j+1 (N j+1ξ), a.e. ξ ∈ Rd, k ∈
[
N−1j Z
d]∪ [N−1j+1Zd], (3.39)
where IkΨ j , k ∈ Rd are deﬁned in (3.24) and
IkΦ j (ξ) :=
r j∑

=1
ϕ j,
(ξ)ϕ˜ j,
(ξ + 2πk), k ∈ Zd and IkΦ j (ξ) := 0, k ∈ Rd \ Zd. (3.40)
Proof. (i) ⇒ (ii). Considering the difference between two pairs at consecutive levels j and j + 1, from (3.11) we see that
(3.34) holds. Now by (3.34), it is straightforward to see that
r J∑

=1
∑
k∈Zd
〈
f,ϕ J ,
N J ;0,k
〉〈
ϕ˜ J ,
N J ;0,k,g
〉+ J ′−1∑
j= J
s j∑

=1
∑
k∈Zd
〈
f,ψ j,
N j;0,k
〉〈
ψ˜
j,

N j;0,k,g
〉
=
r J ′∑

=1
∑
k∈Zd
〈
f,ϕ J
′,

N J ′ ;0,k
〉〈
ϕ˜ J
′,

N J ′ ;0,k,g
〉
, f,g ∈D(Rd), J ′  J . (3.41)
Therefore, (3.33) holds. This proves (i) ⇒ (ii).
(ii) ⇒ (i). Since all the series in (3.34) converge absolutely, all the series in (3.10) converge absolutely. To see item (i), by
(3.34), we deduce that (3.41) holds. Now (3.11) with Φ = Φ J and Φ˜ = Φ˜ J follows directly from (3.33) and (3.41). Hence,
(ii)⇒(i).
(ii) ⇔ (iii). By Lemma 10, we see that (3.34) is equivalent to∫
Rd
∑
k∈Λ j
f(ξ)g(ξ + 2πk)(IN jkΦ j (N jξ)+ IN jkΨ j (N jξ)− IN j+1kΦ j+1 (N j+1ξ))dξ = 0, (3.42)
where Λ j := [N−1j Zd] ∪ [N−1j+1Zd]. Since Λ j is discrete, by the same argument as in Theorem 11, we see that (3.42) is
equivalent to (3.39).
By Lemma 10, we see that (3.33) is equivalent to
lim
j→+∞
∫
Rd
∑
k∈[N−1j Zd]
f(ξ)g(ξ + 2πk)IN jkΦ j (N jξ)dξ = 〈f,g〉, f,g ∈D
(
Rd
)
. (3.43)
Since f,g ∈ D(Rd) are compactly supported, there exists c > 0 such that f(ξ)g(ξ + 2πk) = 0 for all ξ ∈ Rd and |k|  c.
By our assumption in (3.35) and the deﬁnition of I
N jk
Φ j
, there exists J ′′  J0 such that f(ξ)g(ξ + 2πk)IN jkΦ j (N jξ) = 0 for all
ξ ∈ Rd , k ∈ [N−1j Zd] \ {0} and j  J ′′ . Consequently, for j  J ′′ , (3.43) becomes
lim
j→+∞
∫
Rd
f(ξ)g(ξ)I0Φ j (N jξ)dξ =
∫
Rd
f(ξ)g(ξ)dξ, f,g ∈D(Rd),
which is equivalent to (3.38). 
We shall see in Lemma 15 that the conditions in (3.18) and (3.19) together imply (3.35). We point out that (3.39) can be
equivalently rewritten as
IkΦ j (ξ)+ IkΨ j (ξ) = I
N j+1N−1j k
Φ j+1
(
N j+1N−1j ξ
)
, a.e. ξ ∈ Rd, k ∈ Zd ∪ [(N j+1N−1j )−1Zd]. (3.44)
Due to its similarity to MRA (multiresolution analysis) structure ([3,10,29,30]), the relations in (3.34) (or more general,
(3.41)) could be called the quasi-MRA structure. One important property of dual wavelet frames is its frame approximation
order (see [12]). Due to (3.41), we observe that the frame approximation order associated with the pair in Theorem 13 is
completely determined by the generators Φ j , Φ˜ j , j  J0 and it has nothing to do with Ψ j , Ψ˜ j , j  J0.
The following simple result on matrices will be needed later.
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|λ1| |λ2| · · · |λd|. Deﬁne λmin := |λ1| and λmax := |λd|. Then for any ε > 0, there is a norm ‖ · ‖M on Rd such that
(λmin − ε)‖x‖M  ‖Mx‖M  (λmax + ε)‖x‖M, ∀x ∈ Rd. (3.45)
Moreover, if every eigenvalue λ of M satisfying |λ| = λmin has the same algebraic and geometric multiplicity, then λmin − ε on the
left-hand side of (3.45) can be replaced by λmin . Similarly, if every eigenvalue λ of M satisfying |λ| = λmax has the same algebraic and
geometric multiplicity, then λmax − ε on the right-hand side of (3.45) can be replaced by λmax . In particular, if M is isotropic (that is,
M is similar to a diagonal matrix with all the diagonal entries having the same modulus), then ‖Mx‖M = |detM|1/d‖x‖M for all x ∈ Rd.
(Conversely, this identity implies that M is isotropic.)
Proof. There exists a d × d complex-valued invertible matrix E such that EME−1 is the Jordan canonical form of M. Denote
F =
⎡⎢⎢⎣
0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
0 0 · · · 0
⎤⎥⎥⎦ .
Let λIr + F be a Jordan block in the Jordan canonical form EME−1 of M. For any ε = 0, we have diag(1, ε−1, ε−2, . . . , ε1−r)×
(λIr + F )diag(1, ε, ε2, . . . , εr−1) = λIr + εF . Therefore, λIr + F is similar to λIr + εF . Consequently, there exists a d × d
complex-valued matrix G such that GMG−1 is a diagonal block matrix with each block being the form of λI + εF . Deﬁne a
norm ‖ · ‖M on Cd by ‖x‖2M := ‖Gx‖2 := x¯TGTGx. Restricting the norm ‖ · ‖M on Rd , now we can easily deduce that (3.45)
holds. 
We now connect the conditions in (3.18) and (3.19) with (3.35) as follows.
Lemma 15. The conditions in (3.18) and (3.19) together imply (3.35) with J0 being replaced by J . Moreover, if N j = N j , j  J for
some d× d real-valued invertible matrix N such that all the eigenvalues of N are less than one in modulus, then (3.18) and (3.19)must
be satisﬁed.
Proof. By (3.18), for any c > 0, we see that {k ∈ Λ | |k|  c} is a ﬁnite set. By the deﬁnition of Λ, we observe that k /∈ Λ
implies N jk /∈ Zd for all j  J . Consequently,{
j ∈ Z ∣∣ j  J , [N j Bc(0)]∩ Zd = {0}}= { j ∈ Z | j  J , Bc(0)∩ [N−1j Zd] = {0}}
= { j ∈ Z ∣∣ j  J , k ∈ N−1j Zd for some 0< |k| c}
= { j ∈ Z ∣∣ j  J , N jk ∈ Zd for some 0< |k| c}
=
⋃
k∈{n∈Λ\{0} | ‖ξ‖c}
{
j ∈ Z ∣∣ j  J , N jk ∈ Zd},
which is a ﬁnite set. Therefore, (3.18) and (3.19) together imply (3.35).
Since N j = N j and all the eigenvalues of N are less than one in modulus, by Lemma 14, it is trivial to conclude that
lim j→∞ ‖N j x‖ = 0 for all x ∈ Rd . Therefore, (3.19) holds. By Lemma 14 again, it is also trivial to see that the set Λ =⋃∞
j= J [N− jZd] is discrete. So, the conditions in (3.18) and (3.19) are satisﬁed. 
As a direct consequence of Theorem 13, we have the following result on a pair of frequency-based nonhomogeneous
dual wavelet frames in the distribution space.
Corollary 16. Let M be a d × d real-valued invertible matrix and deﬁne N := (MT)−1 . Let Φ, Φ˜ in (3.6) and
Ψ = {ψ1, . . . ,ψ s} and Ψ˜ = {ψ˜1, . . . , ψ˜ s} (3.46)
be subsets ofD ′(Rd) with s ∈ N ∪ {0,+∞}. Then the following statements are equivalent:
(i) (FWS J (Φ;Ψ ), FWS J (Φ˜; Ψ˜ )) is a pair of frequency-based nonhomogeneous dual N-wavelet frames in the distribution space
D ′(Rd) for some integer J ;
(ii) (FWS J (Φ;Ψ ), FWS J (Φ˜; Ψ˜ )) is a pair of frequency-based nonhomogeneous dual N-wavelet frames in the distribution space
D ′(Rd) for all integers J ∈ Z;
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lim
j→+∞
r∑

=1
∑
k∈Zd
〈
f,ϕ
N j;0,k
〉〈
ϕ˜
N j;0,k,g
〉= (2π)d〈f,g〉 (3.47)
and
r∑

=1
∑
k∈Zd
〈
f,ϕ
Id;0,k
〉〈
ϕ˜
Id;0,k,g
〉+ s∑

=1
∑
k∈Zd
〈
f,ψ
Id;0,k
〉〈
ψ˜


Id;0,k,g
〉= r∑

=1
∑
k∈Zd
〈
f,ϕ
N;0,k
〉〈
ϕ˜
N;0,k,g
〉
(3.48)
with all the series converging absolutely.
If in addition M is expansive and Φ, Φ˜,Ψ , Ψ˜ are subsets of Lloc2 (R
d) satisfying∑
ϕ∈Φ
∣∣ϕ(·)∣∣2 ∈ Lloc1 (Rd), ∑
ϕ˜∈Φ˜
∣∣ϕ˜(·)∣∣2 ∈ Lloc1 (Rd), ∑
ψ∈Ψ
∣∣ψ(·)∣∣2 ∈ Lloc1 (Rd), ∑
ψ˜∈Ψ˜
∣∣ψ˜(·)∣∣2 ∈ Lloc1 (Rd), (3.49)
then any of the above statements (i), (ii), and (iii) is also equivalent to
(iv) lim j→+∞
∑r

=1ϕ
(N j ·)ϕ˜
(N j ·) = 1 in the sense of distributions and
IkΦ(ξ)+ IkΨ (ξ) = INkΦ (Nξ), a.e. ξ ∈ Rd, k ∈ Zd ∪
[
N−1Zd
]
, (3.50)
where IkΦ is deﬁned in (3.23) and
IkΨ (ξ) :=
s∑

=1
ψ
(ξ)ψ˜


(ξ + 2πk), k ∈ Zd and IkΨ (ξ) := 0, k ∈ Rd \ Zd. (3.51)
Proof. By Lemma 15, we see that (3.18) and (3.19) are satisﬁed. Now all the claims in Corollary 16 follow directly from
Theorem 13. 
As another application of the notion of a pair of frequency-based nonstationary dual wavelet frames in the distribution
space, we have the following result which naturally connects a nonstationary ﬁlter bank with wavelets and framelets in the
distribution space.
Theorem 17. Let {M j}∞j=0 be a sequence of d × d integer invertible matrices with M0 = Id. Deﬁne N0 := Id and N j := (MT1 · · ·MTj )−1
for all j ∈ N. Assume that the following condition holds:
∞⋂
j=1
[
MT1 · · ·MTjZd
]= {0}. (3.52)
Let a j and a˜ j , j ∈ N be 2πZd-periodic measurable functions such that there exist positive numbers ε, ε˜, C j , C˜ j , j ∈ N satisfying∣∣1− a j(N jξ)∣∣ C j‖ξ‖ε, ∣∣1− a˜ j(N jξ)∣∣ C˜ j‖ξ‖ε˜ , a.e. ξ ∈ Rd, j ∈ N (3.53)
and
∞∑
j=1
C j < ∞ and
∞∑
j=1
C˜ j < ∞. (3.54)
For all j ∈ N ∪ {0}, deﬁne
ϕ j(ξ) :=
∞∏
n=1
a j+n
(
N j+nN−1j ξ
)
and ϕ˜ j(ξ) :=
∞∏
n=1
a˜ j+n
(
N j+nN−1j ξ
)
, ξ ∈ Rd. (3.55)
Then all ϕ j , ϕ˜ j, j ∈ N ∪ {0} are well-deﬁned functions in Lloc∞ (Rd) satisfying
ϕ j−1
(
MTj ξ
)= a j(ξ)ϕ j(ξ) and ϕ˜ j−1(MTj ξ)= a˜ j(ξ)ϕ˜ j(ξ), a.e. ξ ∈ Rd, j ∈ N. (3.56)
Let θ j,1, . . . , θ j,r j−1 , b j,1, . . . ,b j,s j−1 and θ˜ j,1, . . . , θ˜ j,r j−1 , b˜ j,1, . . . , b˜ j,s j−1 , with r j−1, s j−1 ∈ N ∪ {0} and j ∈ N, be 2πZd-periodic
measurable functions in Lloc(Rd). For j ∈ N, deﬁne2
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(ξ) := θ j,
(ξ)ϕ j−1(ξ) and ϕ˜ j−1,
(ξ) := θ˜ j,
(ξ)ϕ˜ j−1(ξ), 
 = 1, . . . , r j−1, (3.57)
ψ j−1,

(
MTj ξ
) := b j,
(ξ)ϕ j(ξ) and ψ˜ j−1,
(MTj ξ) := b˜ j,
(ξ)ϕ˜ j(ξ), 
 = 1, . . . , s j−1. (3.58)
Then Φ j, Φ˜ j in (3.32) and Ψ j, Ψ˜ j in (3.7) are subsets of Lloc2 (R) for all j ∈ N ∪ {0}. Moreover, the pair(
FWS J
(
Φ J ; {Ψ j}∞j= J
)
,FWS J
(
Φ˜ J ; {Ψ˜ j}∞j= J
))
(3.59)
is a pair of frequency-based nonstationary dual wavelet frames in the distribution spaceD ′(R) for all integers J  0, if and only if, for
all j ∈ N,
Θ j
(
MTj ξ
)
a j(ξ)a˜ j(ξ)+
s j−1∑

=1
b j,
(ξ)b˜ j,
(ξ) = Θ j+1(ξ), a.e. ξ ∈ σϕ j ∩ σϕ˜ j , (3.60)
Θ j
(
MTj ξ
)
a j(ξ)a˜ j(ξ + 2πω)+
s j−1∑

=1
b j,
(ξ)b˜ j,
(ξ + 2πω) = 0, a.e. ξ ∈ σϕ j ∩ (σϕ˜ j − 2πω) (3.61)
for all ω ∈ ΩM j \ {0} with ΩM j := [(MTj )−1Zd] ∩ [0,1)d, and
lim
j→+∞
Θ j+1(N j ·) = 1 in the sense of distributions, (3.62)
where
σϕ j :=
{
ξ ∈ Rd
∣∣∣ ∑
k∈Zd
∣∣ϕ j(ξ + 2πk)∣∣ = 0}, σϕ˜ j := {ξ ∈ Rd ∣∣∣ ∑
k∈Zd
∣∣ϕ˜ j(ξ + 2πk)∣∣ = 0} (3.63)
and
Θ j(ξ) :=
r j−1∑

=1
θ j,
(ξ)θ˜ j,
(ξ), j ∈ N. (3.64)
Proof. We ﬁrst prove that (3.52) implies (3.35) with J0 = 0. Suppose that (3.35) is not true with J0 = 0. Then there exists
c ∈ [1,∞) such that { j ∈ Z | j  0, [N j Bc(0)] ∩ Zd = {0}} is an inﬁnite set. That is, there are positive integers jn,n ∈ N such
that Bc(0)∩ [N−1jn Zd] = {0} and limn→∞ jn = +∞. By N jn = (MT1 · · ·MTjn )−1, we have
Bc(0)∩
[
MT1 · · ·MTjnZd
]= Bc(0)∩ [N−1jn Zd] = {0}.
Because all M j are integer matrices and Bc(0) ∩ Zd is a ﬁnite set, there exist 0 = k ∈ Bc(0) ∩ Zd and a subsequence jnm ,
m ∈ N such that k ∈ Bc(0)∩ [MT1 · · ·MTjnm Zd] for all m ∈ N. By the obvious property MT1 · · ·MTjZd ⊆ MT1 · · ·MTj−1Zd for all j ∈ N,
we conclude that 0 = k ∈⋂∞j=1[MT1 · · ·MTjZd], which is a contradiction to our assumption in (3.52). Therefore, (3.52) must
imply (3.35). In fact, we can further show that (3.52) is equivalent to (3.35), provided that N j = (MT1 · · ·MTj )−1 and all M j are
integer invertible matrices.
Using the inequality |z| e|1−z| for all z ∈ C, by (3.53), we deduce that∣∣∣∣∣
m2∏
n=m1
a j+n(N j+nξ)
∣∣∣∣∣ e∑m2n=m1 |1−a j+n(N j+nξ)|  e‖ξ‖ε∑m2n=m1 C j+n  eC‖ξ‖ε (3.65)
for all m1,m2 ∈ N with m1 <m2, where C :=∑∞j=1 C j < ∞. On the other hand, we have the following identity
1−
m2∏
n=m1
a j+n(N j+nξ) =
m2∑
m=m1
(
1− a j+m(N j+mξ)
)( m2∏
n=m+1
a j+n(N j+nξ)
)
,
where we used the convention
∏m2
n=m2+1 := 1. Therefore, by (3.53) and (3.65), we have∣∣∣∣∣1−
m2∏
n=m1
a j+n(N j+nξ)
∣∣∣∣∣ eC‖ξ‖ε
m2∑
m=m1
∣∣1− a j+m(N j+mξ)∣∣ eC‖ξ‖ε‖ξ‖ε m2∑
m=m1
C j+m. (3.66)
Since C =∑∞j=1 C j < ∞, the above inequality implies the convergence in Lloc∞ (Rd) of the inﬁnite product ∏∞n=1 a j+n(N j+nξ).
Since ϕ j(N jξ) =
∏∞
n=1 a j+n(N j+nξ), it follows from (3.65) that ϕ j ∈ Lloc∞ (Rd). Since all θ j,
,b j,
 ∈ Lloc2 (Rd), it is evident that
all ϕ j,
,ψ j,
 are elements in Lloc(Rd). Similarly, we can prove that ϕ˜ j ∈ Lloc∞ (Rd) and all ϕ˜ j,
, ψ˜
j,

are elements in Lloc(Rd).2 2
B. Han / Appl. Comput. Harmon. Anal. 32 (2012) 169–196 187By (3.55), we have ϕ j−1(N j−1ξ) = a j(N jξ)ϕ j(N jξ), from which we can easily deduce that (3.56) holds. Since MTj N j =
N j−1 and M j is an integer matrix, we see that (3.39) with j being replaced by j − 1 is equivalent to
r j−1∑

=1
ϕ j−1,

(
MTj ξ
)
ϕ˜ j−1,

(
MTj (ξ + 2πk + 2πω)
)+ s j−1∑

=1
ψ j−1,

(
MTj ξ
)
ψ˜
j−1,
(
MTj (ξ + 2πk + 2πω)
)
= δ(ω)
r j∑

=1
ϕ j,
(ξ)ϕ˜ j,
(ξ + 2πk + 2πω) (3.67)
for almost every ξ ∈ Rd and for all k ∈ Zd and ω ∈ ΩM j , where δ(0) = 1 and δ(ω) = 0 for all ω = 0. Now by (3.57) and
(3.58), it is easy to deduce that (3.67) is equivalent to (3.60) and (3.61).
By (3.66), we deduce that
∣∣1−ϕ j(N jξ)∣∣ eC‖ξ‖ε‖ξ‖ε ∞∑
m= j+1
Cm and
∣∣1− ϕ˜ j(N jξ)∣∣ eC˜‖ξ‖ε˜‖ξ‖ε˜ ∞∑
m= j+1
C˜m, (3.68)
where C˜ :=∑∞j=1 C˜ j < ∞. By (3.54), the above inequalities imply that for any bounded set K , there exists a positive integer
J K such that
1
2

∣∣ϕ j(N jξ)∣∣ 32 , 12  ∣∣ϕ˜ j(N jξ)∣∣ 32 , a.e. ξ ∈ K , j  J K . (3.69)
It follows from (3.57) that
r j∑

=1
ϕ j,
(N jξ)ϕ˜ j,
(N jξ) = Θ j+1(N jξ)ϕ j(N jξ)ϕ˜ j(N jξ).
By (3.68), (3.69) and the above identity, using Lebesgue dominated convergence theorem, we conclude that
lim j→∞
∑r j

=1ϕ j,
(N j ·)ϕ˜ j,
(N j ·) = 1 in the sense of distributions if and only if (3.62) holds. The proof is now completed by
Theorem 13. 
The conditions in (3.60) and (3.61) in Theorem 17 generalize the well-known Oblique Extension Principle (OEP) in [4,11,
12] from homogeneous wavelet systems to nonhomogeneous and nonstationary wavelet systems. Let M be a d × d integer
expansive matrix and N := (MT)−1. In Theorem 17, if M j = M,a j = a, a˜ j = a˜ for all j ∈ N and if there exist positive numbers
ε, ε˜, C , C˜ such that∣∣1− a(ξ)∣∣ C‖ξ‖ε and ∣∣1− a˜(ξ)∣∣ C‖ξ‖ε˜ , a.e. ξ ∈ Rd, (3.70)
by Lemma 14, then it is easy to see that (3.52), (3.53), and (3.54) are satisﬁed.
4. Nonhomogeneous and directional nonstationary tight framelets in L2(Rd)
In this section, we shall study and construct nonhomogeneous (stationary) tight wavelet frames with a minimum number
of generators by proving Theorem 2. By modifying the construction in Theorem 2, we also show that we can easily construct
directional nonstationary (more precisely, nonhomogeneous quasi-stationary) tight wavelet frames in L2(Rd). Moreover,
both constructed systems are associated with ﬁlter banks and can be derived by Theorem 17 with such ﬁlter banks if the
underlying dilation matrix is an integer expansive matrix.
As a direct consequence of Corollary 12 and Theorem 13, we have the following result.
Corollary 18. Let M be a d × d real-valued expansive matrix and deﬁne N := (MT)−1 . Let J0 be an integer. Let Φ in (3.6) and Ψ j
in (3.7) be ﬁnite subsets of Lloc2 (R
d) for all j  J0 . Then FWS J (Φ; {Ψ j}∞j= J ) is a frequency-based nonstationary tight wavelet frame in
L2(Rd) for every integer J  J0 , that is, Φ,Ψ j ⊆ L2(Rd) for all j  J0 and
r∑

=1
∑
k∈Zd
∣∣〈f,ϕ
N J ;0,k〉∣∣2 + ∞∑
j= J
s j∑

=1
∑
k∈Zd
∣∣〈f,ψ j,
N j;0,k〉∣∣2 = (2π)d‖f‖2L2(Rd), ∀f ∈ L2(Rd), J  J0, (4.1)
if and only if,
lim
j→+∞
r∑∣∣ϕ
(N j ·)∣∣2 = 1 in the sense of distributions (4.2)

=1
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r∑

=1
ϕ
(ξ)ϕ
(ξ + 2πk)+
s j∑

=1
ψ j,
(ξ)ψ j,
(ξ + 2πk)
=
r∑

=1
ϕ
(Nξ)ϕ

(
N(ξ + 2πk)), a.e. ξ ∈ Rd, k ∈ Zd ∩ [N−1Zd], (4.3)
r∑

=1
ϕ
(ξ)ϕ
(ξ + 2πk)+
s j∑

=1
ψ j,
(ξ)ψ j,
(ξ + 2πk) = 0, a.e. ξ ∈ Rd, k ∈ Zd \ [N−1Zd], (4.4)
r∑

=1
ϕ
(Nξ)ϕ

(
N(ξ + 2πk))= 0, a.e. ξ ∈ Rd, k ∈ [N−1Zd] \ Zd. (4.5)
Moreover, if the following property holds:
h(ξ)h(ξ + 2πk) = 0 a.e. ξ ∈ Rd, k ∈ Zd \ {0},h ∈ Φ ∪
( ∞⋃
j= J0
Ψ j
)
, (4.6)
then all the conditions in (4.3), (4.4), and (4.5) are reduced to the following simple condition
r∑

=1
∣∣ϕ
(ξ)∣∣2 + s j∑

=1
∣∣ψ j,
(ξ)∣∣2 = r∑

=1
∣∣ϕ
(Nξ)∣∣2, a.e. ξ ∈ Rd, j  J0. (4.7)
Proof. By Lemma 15, the condition in (3.35) is satisﬁed. It is trivial to check that (3.39) with Φ j := Φ˜ j := Φ and Ψ˜ j := Ψ j
is equivalent to all the conditions in (4.3), (4.4), and (4.5). Note that the assumption in (4.6) simply means IkΦ(ξ) = 0
and IkΨ j (ξ) = 0 for almost every ξ ∈ Rd and for all k ∈ Rd \ {0}, and j  J0. Now it is easy to see that all the con-
ditions in (4.3), (4.4), and (4.5) are reduced to the simple condition in (4.7). Since Φ j = Φ˜ j = Φ and r j = r, we have∑r j

=1ϕ j,
(N jξ)ϕ˜
j,

(N jξ) =∑r
=1 |ϕ
(N jξ)|2. Now it is straightforward to see that (3.38) is equivalent to (4.2). The proof is
completed by Theorem 13 and Corollary 12. 
The sequence of systems FWS J (Φ; {Ψ j}∞j= J ), J  J0 in Corollary 18 is of particular interest in applications. The only
difference between these systems in Corollary 18 and nonhomogeneous wavelet systems lies in that the sets Ψ j of wavelet
generators depend on the scale level j and therefore, the wavelet generators are not stationary. However, Φ j = Φ are still
independent of j and the dilation matrices N j = N j are used as in a stationary system. This freedom of using different
sets Ψ j at different scales allows us to have different ways of time-frequency partitions at different resolution scales and
therefore such a freedom is of importance in certain applications. Since these systems in Corollary 18 are between non-
homogeneous stationary wavelet systems and (fully) nonstationary wavelet systems, we shall call them (nonhomogeneous)
quasi-stationary wavelet systems.
Now we are ready to prove Theorem 2 in Section 1.
Proof of Theorem 2. Let λmin be the absolute value of the smallest eigenvalue of M in modulus. Note that λmin > 1. Deﬁne
Bc(0) := {ξ ∈ Rd | ‖ξ‖MT < c}, where ‖ · ‖MT is the norm in Lemma 14 with M being replaced by MT and with an ε > 0
satisfying λ := λmin − ε > 1. By (3.45), we see that Bc(0) ⊆ Bλc(0) ⊆ MTBc(0). Choose λ0 such that 0 < λ0 < 1. For small
enough c, we have
Bc(0) ⊆ Bλc(0) ⊆ MTBc(0) ⊆ (−λ0π,λ0π)d and
(
MT
)2
Bc(0) ⊆ (−λ0π,λ0π)d. (4.8)
For any ρ > 0, there is an even function hρ in C∞(R) such that hρ takes value one on (−ρ/2,ρ/2), is positive on (−ρ,ρ),
and vanishes on R \ (−ρ,ρ). Such a function hρ can be easily constructed, for example, see [16, Section 4]. For suﬃciently
small ρ > 0, we deﬁne
ϕ := χB(1+λ)c/2(0) ∗ hρ(‖ · ‖)[χB(1+λ)c/2(0) ∗ hρ(‖ · ‖)](0)
. (4.9)
For suﬃciently small ρ > 0, it is evident that ϕ is an even function in C∞(Rd), 0 ϕ(ξ) 1 for all ξ ∈ Rd , and
ϕ(ξ) = 1, ∀ξ ∈ Bc(0) and ϕ(ξ) = 0, ∀ξ ∈ Rd \
(
MTBc(0)
)
. (4.10)
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ψ(ξ) :=√η(ξ) with η(ξ) := (ϕ(Nξ))2 − (ϕ(ξ))2, ξ ∈ Rd, (4.11)
where N := (MT)−1. By (4.8) and (4.10), we see that η vanishes on Bc(0) and is supported inside (MT)2Bc(0) ⊆
(−λ0π,λ0π)d .
Since ϕ ∈ C∞(Rd), it is obvious that η ∈ C∞(Rd). Since 0 ϕ  1 and by (4.10),
ϕ(Nξ) = 1 whenever ϕ(ξ) = 0. (4.12)
We deduce from (4.12) that 0 η(ξ) (ϕ(Nξ))2. Therefore, ψ is well deﬁned and
0ψ
(
MTξ
)
 ϕ(ξ) 1, ξ ∈ Rd and ψ(MTξ)= ϕ(ξ), ξ ∈ Rd \ Bc(0). (4.13)
To prove that ψ ∈ C∞(Rd), we ﬁrst show that if ϕ(ξ0) = 0 or 1, then all the derivatives of ϕ at ξ0 must vanish. In fact, if
ϕ(ξ0) = 0, then by the deﬁnition of ϕ in (4.9) we see that the supports of hρ(‖ · ‖) and χB(1+λ)c/2(0)(ξ0 − ·) are essentially
disjoint. Consequently, it follows from (4.9) that all the derivatives of ϕ must vanish at ξ0. Similarly, if ϕ(ξ0) = 1, then by
(4.9) we see that the support of hρ(‖ · ‖) is essentially contained inside the support of χB(1+λ)c/2(0)(ξ0 − ·). Consequently, it
follows from (4.9) that all the derivatives of ϕ must vanish at ξ0.
Now we show that ψ ∈ C∞(Rd). In fact, if η(ξ0) = 0, since η ∈ C∞ , then it is trivial to see that ψ = √η is inﬁnitely
differentiable at ξ0. If η(ξ0) = 0, by (4.11) and (4.12), we must have either ϕ(ξ0) = ϕ(Nξ0) = 0 or ϕ(ξ0) = ϕ(Nξ0) = 1.
By what has been proved, we see that all the derivatives of η must vanish at ξ0. Using the Taylor expansion of η in a
neighborhood of ξ0, now it is easy to see that ψ = √η must be inﬁnitely differentiable at ξ0 with all its derivatives at ξ0
being zero. Therefore, ψ ∈ C∞(Rd).
Hence, we constructed two functions ϕ,ψ ∈ C∞(Rd) vanishing outside [−π,π ]d and∣∣ϕ(ξ)∣∣2 + ∣∣ψ(ξ)∣∣2 = ∣∣ϕ(Nξ)∣∣2, ∀ξ ∈ Rd. (4.14)
Deﬁne φ and ψ via φˆ := ϕ and ψˆ := ψ . By Corollary 18, all items (i)–(iii) of Theorem 2 hold.
Now we deﬁne 2πZd-periodic functions ak , k ∈ Zd by
ak(ξ) := e−ik·MTξϕ
(
MTξ
)
, ξ ∈ [−π,π)d, k ∈ Zd. (4.15)
By (4.12), ϕ(ξ) = 1 whenever ϕ(MTξ) = 0. Since ϕ(MT·) vanishes outside Bc(0) ⊆ (−λ0π,λ0π)d , now it is straightforward
to see that ak ∈ C∞(Td) and ak(ξ)ϕ(ξ) = e−ik·MTξϕ(MTξ) for all ξ ∈ Rd .
Let hλ0 be a C
∞ function such that hλ0 = 1 on [−λ0π,λ0π ]d and hλ0 = 0 on [−π,−π)d \ [−(λ0 + ε0)π, (λ0 + ε0)π ]d ,
where 0 < ε0 < 1 − λ0. Such a function hλ0 can be easily constructed using tensor product (see [16, Section 4]). Now we
deﬁne 2πZd-periodic functions bk, k ∈ Zd by
bk(ξ) :=
⎧⎨⎩ e−ik·M
Tξhλ0(ξ)
ψ(MTξ)
ϕ(ξ) , ϕ(ξ) = 0 and ξ ∈ [−π,π)d,
e−ik·MTξhλ0(ξ), ϕ(ξ) = 0 and ξ ∈ [−π,π)d.
(4.16)
By (4.13), it is trivial to see that e−ik·MTξψ(MTξ) = bk(ξ)ϕ(ξ) for all ξ ∈ Rd . Now we show that bk ∈ C∞(Td). Note that
bk is inﬁnitely differentiable at ξ for all ξ ∈ [−π,π)d such that ϕ(ξ) = 0. By the fact that hλ0 vanishes outside [−(λ0 +
ε0)π, (λ0 + ε0)π ]d and λ0 + ε0 < 1, by (4.13), we conclude that bk ∈ C∞(Td). Therefore, item (iv) holds.
Note that (1.7) is a direct consequence of Proposition 4. This completes the proof. 
When M in Theorem 2 is a d × d integer expansive matrix, the nonhomogeneous tight wavelet frames in Theorem 2 can
be obtained via Theorem 17 from its ﬁlter bank (a0,b0) with
r j = 1, s j = 1 and a j = a˜ j = a0, b j,1 = b˜ j,1 = b0, θ j,1 = θ˜ j,1 = 1, j ∈ N,
where a0 , b0 are constructed in (4.15) and (4.16) with k = 0, while a j, a˜ j,b j,1, b˜ j,1 refer to the ﬁlters in Theorem 17.
One potential shortcoming of the construction in Theorem 2 is that the support of ψˆ has a ring structure and ψ behaves
like a radial basis function. In fact, the functions φˆ and ψˆ can be constructed to be radial basis functions for special dilation
matrices such as M = 2Id , see [15,16] for more details and see Fig. 1 for the graphs of the radial basis functions φ and
ψ . However, as pointed out in [2], for high-dimensional problems, directionality of a transform is an important feature.
All stationary wavelets and framelets have the isotropic structure and cannot capture very well singularities other than the
point singularity in high dimensions.
In the rest of this section, going from frequency-based nonhomogeneous tight wavelet frames to frequency-based non-
homogeneous quasi-stationary tight wavelet frames, we shall see that directionality can be easily achieved by modifying the
construction in Theorem 2 and using a simple splitting technique in [15,16]. The key lies in that ϕ has a very small support
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nonhomogeneous tight 2I2-wavelet frame in L2(R2) for every integer J ∈ Z.
and ψ is linked to ϕ via the relation in (4.14). By (4.7) in Corollary 18, the single generator ψ in (4.14) at every scale level
can be easily split into many generators ψ j,1, . . . ,ψ j,s j with directionality so that
s j∑

=1
∣∣ψ j,
(ξ)∣∣2 = ∣∣ψ(ξ)∣∣2, a.e. ξ ∈ Rd. (4.17)
In the following, we describe the idea of the splitting technique by increasing angle resolution. For each integer j, pick a
positive integer s j and construct C∞ functions β j,1, . . . , β j,s j on the unit sphere of Rd such that
s j∑

=1
∣∣β j,
(ξ)∣∣2 = 1, ∀ξ ∈ Rd with ‖ξ‖ = 1. (4.18)
To capture various types of singularities, preferably the signiﬁcant energy part of each β j,
 concentrates near a point or an
n-dimensional manifold on the unit sphere with 0 n< d. Let ϕ and ψ be constructed as in the proof of Theorem 2. Now,
we can split ψ by deﬁning
ψ j,
(ξ) := ψ(ξ)β j,

(
ξ
‖ξ‖
)
, 
 = 1, . . . , s j and j ∈ Z. (4.19)
Since ψ vanishes in a neighborhood of the origin, all ψ j,
 ∈ C∞(Rd) and (4.17) is obviously true. Consequently, for all j ∈ Z,
∣∣ϕ(ξ)∣∣2 + s j∑

=1
∣∣ψ j,
(ξ)∣∣2 = ∣∣ϕ(Nξ)∣∣2, ξ ∈ Rd. (4.20)
Deﬁne Ψ j := {ψ j,1, . . . ,ψ j,s j }. Now by Corollary 18 and Theorem 2, FWS J ({ϕ}; {Ψ j}∞j= J ) is a frequency-based nonhomoge-
neous quasi-stationary tight wavelet frame in L2(Rd) for all integers J .
We mention that the main idea of the construction in Theorem 2 and the above splitting technique already appeared
in [15, Theorem 3.5 and Corollary 3.6] and [16, Proposition 3.8 and Section 4] for homogeneous tight wavelet frames in
L2(Rd).
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structed. To illustrate the above general procedure, using tensor product in the polar coordinates, we discuss the special
case d = 2 and M = 2I2. In the following discussion, note that r and θ are used for polar coordinates and a complex number
reiθ is identiﬁed with the point (r cos θ, r sin θ), that is, R2 is identiﬁed with the complex plane C.
Let ϕ˚ and ψ˚ be constructed in the proof of Theorem 2 with d = 1 and M = 2. More precisely, by [16, Lemma 4.2 or (4.2)]
or [15], we can easily construct two real-valued even functions ϕ˚ and ψ˚ in C∞(R) such that their supports are contained
inside [−π,π ], ϕ takes value one in a neighborhood of 0, (4.14) holds with N = 1/2 and d = 1, and there exist 2π -periodic
even functions a˚ and b˚ in C∞(T) such that
ϕ˚(2ξ) = a˚(ξ)ϕ˚(ξ) and ψ˚(2ξ) = b˚(ξ)ϕ˚(ξ), ξ ∈ R. (4.21)
Now we deﬁne two bivariate functions ϕ,ψ as follows:
ϕ
(
reiθ
)= ϕ˚(r) and ψ(reiθ )= ψ˚(r), r 0, θ ∈ [−π,π). (4.22)
Then it is evident that (4.14) holds with N = 2−1 I2, and
ϕ(2ξ) = a(ξ)ϕ(ξ), ψ(2ξ) = b(ξ)ϕ(ξ), ξ ∈ R2, (4.23)
where a,b ∈ C∞(T2) are 2πZ2-periodic functions deﬁned by
a
(
reiθ
)= { a˚(r), if 0 r π,θ ∈ [−π,π),
0, if reiθ ∈ [−π,π)2 with r >π (4.24)
and
b
(
reiθ
)= { b˚(r), if 0 r π, θ ∈ [−π,π),
0, if reiθ ∈ [−π,π)2 with r >π. (4.25)
For any positive integer n, we now construct compactly supported functions ηn,
 ∈ C∞(R2), 
 = 0, . . . ,n − 1 such that
n−1∑

=0
∣∣ηn,
(ξ)∣∣2 = ∣∣ψ(ξ)∣∣2, ξ ∈ R2. (4.26)
For 0< ε  π2n , by [16, Lemma 4.2 or (4.2)], we can construct a 2π -periodic one-dimensional function αn,ε in C∞(T) such
that
αn,ε(ξ) = 1, ξ ∈
[
− π
2n
+ ε, π
2n
− ε
]
and αn,ε(ξ) = 0, ξ ∈ [−π,π)
∖[
− π
2n
− ε, π
2n
+ ε
]
(4.27)
and
2n−1∑

=0
∣∣∣∣αn,ε(ξ + π
n
)∣∣∣∣2 = 1, ξ ∈ R. (4.28)
More precisely, we can ﬁrst construct a 2π -periodic function α ∈ C∞(T) such that∣∣α(ξ)∣∣2 + ∣∣α(ξ +π)∣∣2 = 1, ξ ∈ R and α(ζ ) = 0, ζ ∈ [−π,π)∖[−π
2
− ε, π
2
+ ε
]
. (4.29)
Next, we deﬁne 2π -periodic functions αn,ε ∈ C∞(T) by a simple scaling as follows:
αn,ε(ξ) :=
{
α(nξ), if ξ ∈ [−π/n,π/n),
0, if ξ ∈ [−π,π) \ [−π/n,π/n), n ∈ N. (4.30)
Then (4.28) holds. Now we deﬁne η1,0 := ψ and for n 2,
ηn,

(
reiθ
) := ψ˚(r)(αn,ε(θ + π

n
)
+ αn,ε
(
θ + π

n
+π
))
, r 0, θ ∈ [−π,π), 
 = 0, . . . ,n − 1. (4.31)
For n 2, noting that αn,ε(θ)αn,ε(θ +π) = 0 for all θ , we have∣∣ηn,
(reiθ )∣∣2 = ∣∣ψ˚(r)∣∣2(∣∣∣∣αn,ε(θ + π
n
)∣∣∣∣2 + ∣∣∣∣αn,ε(θ + π
n +π
)∣∣∣∣2).
Thus, it follows from (4.28) and the above relation that (4.26) must hold.
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 through the Fourier transform as follows:
φˆ(ξ) := ϕ(ξ), ψˆ(ξ) := ψ(ξ), η̂n,
(ξ) := ηn,
(ξ), ξ ∈ R2. (4.32)
Then it is evident that all φ,ψ,ηn,
 are Schwarz functions. Moreover, all ηn,
 have the reﬁnable structure and are obtained
from ηn,0 by simple rotations:
ηn,
(ξ) = ηn,0(ξe−iπ
/n) and η̂n,
(2ξ) = bn,
(ξ)φˆ(ξ), ξ ∈ R2, 
 = 0, . . . ,n − 1, (4.33)
where bn,
 are 2πZ2-periodic functions in C∞(T2) deﬁned by
bn,

(
reiθ
) := { b˚(r)(αn,ε(θ + π
n )+ αn,ε(θ + π
n +π)), if 0 r π and θ ∈ [−π,π),
0, if reiθ ∈ [−π,π)2 with r >π.
(4.34)
Now we have the following result on directional tight framelets with the dilation matrix M = 2I2 in dimension two:
Theorem 19. Let φ,ψ,ηn,
,n ∈ N, 
 = 0, . . . ,n − 1 be the Schwarz functions deﬁned in (4.32). Then for any sequence {s j}∞j=0 with
s j ∈ N and for any nonnegative integer J , WS J ({φ}; {Ψ j}∞j= J ) is a nonhomogeneous quasi-stationary tight wavelet frame in L2(R2)
with Ψ j := {ψ j,
 | 
 = 1, . . . , s j}, that is,
∑
k∈Z2
∣∣〈 f , φ2 J I2;k〉∣∣2 + ∞∑
j= J
s j∑

=1
∑
k∈Z2
∣∣〈 f ,ψ j,

2 j I2;k
〉∣∣2 = ‖ f ‖2L2(R2), ∀ f ∈ L2(R2), J ∈ N ∪ {0}, (4.35)
where
ψ j,
 := ηs j ,
−1, j ∈ N ∪ {0}, 
 = 1, . . . , s j . (4.36)
Moreover, the support of
̂
ψ
j,0
2 j I2;k has two parts given by
supp
̂
ψ
j,0
2 j I2;k = suppη
s j ,0
(
2− j·)= {reiθ ,−reiθ ∣∣ 2− jr ∈ supp ψ˚, θ ∈ suppαs j ,ε}. (4.37)
Consequently, for any given 0 < ρ  1, if there exist two positive constants C1 and C2 such that 2 j(1−ρ)C1  s j  2 j(1−ρ)C2 for
all j ∈ N ∪ {0}, then the support of ̂ψ j,0
2 j I2;k has two parts which are symmetric about the origin and each part obeys the relation
width≈ lengthρ . Consequently, the width and length of the support of ψ j,0
2 j I2;k are approximately 2
− j and 2− jρ , respectively.
Proof. By the construction of ψ j,
 , it follows directly from (4.26) that
∑s j

=1 |ψ̂ j,
(ξ)|2 = |ψ(ξ)|2. Therefore, (4.17) is satisﬁed
with ψ j,
 = ψ̂ j,
 . Note that all the supports of ψ̂ j,
 are contained inside [−π,π ]2. By the construction of ϕ˚ , it is trivial that
lim j→∞ |ϕ(2− j ·)|2 = 1 in the sense of distributions. By Corollary 18, we conclude that (4.35) holds.
The relation in (4.37) can be easily checked. Note that supp ψ˚ = [−r2,−r1] ∪ [r1, r2] for some 0 < r1 < r2 < ∞, and
suppα|[−π,π) = [−π2 −ε, π2 +ε] (that is, α, when restricted on the interval [−π,π), has support [−π2 −ε, π2 +ε]). Therefore,
by (4.30),
suppαs j ,ε|[−π,π) =
1
s j
[
−π
2
− ε, π
2
+ ε
]
.
In other words, we have
supp
̂
ψ
j,0
2 j I2;k = suppη
s j ,0
(
2− j·)= {reiθ ,−reiθ ∣∣∣ 2 jr1  r 2 jr2, θ ∈ 1
s j
[
−π
2
− ε, π
2
+ ε
]}
.
Hence, the width and length of one branch of supp
̂
ψ
j,0
2 j I2;k are
2 j r2
s j
(π + 2ε) and 2 j(r2 − r1). Now it is straightforward to see
that width ≈ lengthρ if s j ≈ 2 j(1−ρ) for all j ∈ N ∪ {0}. 
See Fig. 1 for the graphs of the radial basis functions φ and ψ deﬁned in (4.32). See Figs. 2 and 3 for the grey scale
images of ηn,
 in the above constructed directional tight 2I2-wavelet frame in Theorem 19.
We make a few remarks on Theorem 19. First of all, it is very important to point out that the tight wavelet frames
constructed in both Theorems 2 and 19 have underlying tight framelet ﬁlter banks and both can be obtained via Theorem 17
with r = 1 and θ1 = 1 if M is an integer expansive matrix. Consequently, the wavelet transform employing such underlying
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Fig. 3. The grey scale images of the functions η8,
 , 
 = 0, . . . ,7 in Theorem 19. Note that η8,
 is obtained by rotating η8,0 by π
/8 in radian degree
counterclockwise.
ﬁlter banks can be eﬃciently implemented in the frequency domain by using the fast Fourier transform. This makes the
results in Theorems 2 and 19 very appealing for the application and implementation of the constructed isotropic tight
wavelet frames in Theorem 2 and the directional tight wavelet frames in Theorem 19.
Secondly, all the wavelet functions ψ j,
 in Theorem 19 are in fact obtained from the single function η2,0 by scaling
and rotation, due to (4.30) and (4.31). Note that all the ﬁlters bn,
 are scaled and rotated versions of b2,0. Contrary to the
complicated approximate implementation of curvelets in the frequency domain in [2], rotation operations in Theorem 19 do
not cause any diﬃculty when implemented in the frequency domain. In fact, for an N × N image, only the values of a ﬁlter
b ∈ C∞(T2) at the points ( 2π jN , 2πkN ) for all integers 0 j,k < N are needed in the implementation of a tight framelet ﬁlter
bank in the frequency domain. Therefore, the computational complexity for implementing the directional tight framelet
ﬁlter bank in Theorem 19 is equivalent to that of the fast Fourier transform.
Thirdly, the directionality in Theorem 19 can be made adaptively by selecting s j , which is the number of directions at
the scale level j, and/or by using a more general partition in (4.18) instead of the evenly spaced partition in (4.28). The
ﬂexibility and adaptivity in the construction of the directional tight wavelet frames in Theorem 19 are very much desired
in many applications such as image denoising.
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directional elements with increasing directions are needed in a directional system. In this paper, we achieve directionality
by allowing the generating set Ψ j at scale level j to be nonstationary (that is, dependent on j) so that more directional
elements in Ψ j are possible when the scale level j increases. Directionality can be also achieved by allowing the use of
scale-dependent dilation matrices N j at the scale level j. Moreover, the lattice Zd can be also dependent on the scale level j
(this freedom is essentially a special case of the use of scale-dependent generating sets Ψ j). Consequently, as special cases
of the nonstationary systems discussed and studied in Section 3, both curvelets in [2] and shearlets in [14] discussed in
the literature can be understood and analyzed by Theorem 11 in Section 3. However, to take advantages of fast algorithms
and quasi-MRA structure, one must have a sequence of “nested” systems, instead of a single system. This desirable property
is lacking for both curvelets and shearlets, as well as many other known directional systems in the literature. The main
advantage of our constructed directional tight wavelet frames lies in that directionality is achieved while keeping most
features of traditional wavelets and framelets such as fast wavelet algorithms, ﬁlter banks, and reﬁnable structures. We also
mention that the results in this paper will also allow us to construct compactly supported tight wavelet frames with better
directionality and directional compactly supported dual wavelet frames which are nearly tight frames. We shall address such
issues and the applications of the constructed directional tight wavelet frames elsewhere.
5. Some remarks
We ﬁnish this paper by discussing several possibilities for extending the results in this paper. Both nonhomogeneous
and homogeneous wavelet systems are completely built on the two basic operations: translation and dilation, which are the
special properties of the Euclidean space Rd and the function space L2(Rd). Although all the results in this paper are largely
built on the properties of translation and dilation, many results in this paper indeed can be generalized, at least in spirit,
to much wider settings. For this purpose, we need to remove our dependence on translation and dilation, as well as the
particular domain Rd and the particular function space L2(Rd). To do so, we discuss a general system in a general function
space.
Let (B,‖ · ‖B) be a general (Banach) function space and (B′,‖ · ‖B′ ) be its dual function space. Let Φ,Ψ,Ψ j, j  J be
subsets of B and Φ˜, Ψ˜ , Ψ˜ j, j  J be subsets of B′ . We shall consider a general system (Φ; {Ψ j}∞j= J ) (without any particular
structure) instead of a structured nonstationary wavelet system WS J (Φ; {Ψ j}∞j= J ), which is generated using translation and
dilation to generating sets of functions.
We consider an abstract “dilation” operator DB :B→B, which is a bounded, onto, and invertible linear mapping with
DB′ :B′ →B′ being its adjoint operator satisfying 〈DB f , g〉 = 〈 f ,DB′ g〉 for f ∈B and g ∈B′ . For example,
DB f = |detM|1/2 f (M·), where M is a d × d real-valued invertible matrix, (5.1)
is a standard dilation operator. We can similarly deﬁne a family of abstract “translation” operators T kB :B→B, k ∈ Zd
such that all T kB are bounded and invertible linear operators and T kBT nB = T k+nB for all k,n ∈ Zd . Comparing with a
dilation operation, the translation operation plays a less important role in this paper, since translation is mainly used for us
to take the frequency-based approach in Sections 3 and 4. Therefore, in the following discussion we shall completely ignore
the translation operation.
For the results in Section 2 to hold for the function space L2(Rd), there are two key ingredients: norm preserving under
the dilation operation and Lemma 3. For a general function space B equipped with a nontrivial dilation operator DB , for
subsets Φ,Ψ ∈B and subsets Φ˜, Ψ˜ ∈B′ , we can similarly deﬁne a “nonhomogeneous” system by
Φ j :=
{D jBφ ∣∣ φ ∈ Φ} and Ψ j := {D jBψ ∣∣ψ ∈ Ψ }, j ∈ Z.
Similarly, we deﬁne
Φ˜ j :=
{D− jB′ φ˜ ∣∣ φ˜ ∈ Φ˜} and Ψ˜ j := {D− jB′ ψ˜ ∣∣ ψ˜ ∈ Ψ˜ }, j ∈ Z.
Then we have a sequence of systems (Φ J ; {Ψ j}∞j= J ) and (Φ˜ J ; {Ψ˜ j}∞j= J ) for J ∈ Z. If the nontrivial dilation operator DB
satisﬁes
‖DB′ f ‖B′ = ‖ f ‖B′ , ∀ f ∈B′ and ‖DBg‖B = ‖g‖B, ∀g ∈B (5.2)
and
lim
j→−∞
∑
φ∈Φ j
∣∣〈 f , φ〉∣∣2 = 0, ∀ f ∈B′ lim
j→−∞
∑
φ˜∈Φ˜ j
∣∣〈φ˜, g〉∣∣2 = 0, ∀g ∈B, (5.3)
(see [21] for more general conditions replacing (5.2) and (5.3)) then all the results in Section 2 can be generalized to the
general pair of dual function spaces (B,B′). Due to the lack of translation operation, the reﬁnable structures in (2.15) (as
well as (2.16)) should be replaced correspondingly by: every element in Φ j−1 and Ψ j−1 is a linear combination of elements
in Φ j for j ∈ Z.
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measure zero. Let E be a measurable subset of Rd such that MTE = E a.e. (that is, both [MTE] \ E and E \ [MTE] have
measure zero). The ﬁrst example of B is
FL2(E) :=
{
f ∈ L2
(
Rd
) ∣∣ supp fˆ ⊆ E a.e.}.
Then it is evident that (5.2) is true and by Lemma 3, (5.3) holds for B =B′ = FL2(E). In fact, since the space FL2(E) is
invariant under both the translation and dilation operations, as a subspace of L2(Rd), most of the results in this paper can
be accordingly generalized to the function space FL2(E). For detailed discussions of wavelets and framelets in the function
space FL2(E), see [15,16].
Another example is L2(Ω), where Ω is a measurable subset of Rd such that MΩ = Ω a.e. For this case B=B′ = L2(Ω),
(5.2) is obviously true and (5.3) often holds under some appropriate conditions on Φ and Φ˜ .
However, many function spaces B don’t have any nontrivial meaningful dilation operators, for example, B = L2(Ω),
where Ω is a bounded open subset of Rd . For such function spaces, it may not be meaningful to introduce homogeneous
systems with the scale level j → −∞. Nevertheless, we can still study nonhomogeneous systems in such function spaces.
The key to understand a sequence of pairs of general dual systems((
Φ J ; {Ψ j}∞j= J
)
,
(
Φ˜ J ; {Ψ˜ j}∞j= J
))
, J  J0,
where
Φ j =
{
φ j,1, . . . , φ j,r j
}
, Ψ j =
{
ψ j,1, . . . ,ψ j,s j
}
are subsets of B, and
Φ˜ j =
{
φ˜ j,1, . . . , φ˜ j,r j
}
, Ψ˜ j =
{
ψ˜ j,1, . . . , ψ˜ j,s j
}
are subsets of B′ , for all j  J0, is the quasi-MRA structure in (3.33) and (3.34). More precisely,
lim
j→∞
r j∑

=1
〈
f , φ j,

〉〈
φ˜ j,
, g
〉= 〈 f , g〉, ∀ f ∈ B˚′, g ∈ B˚
and
r j∑

=1
〈
f , φ j,

〉〈
φ˜ j,
, g
〉+ s j∑

=1
〈
f ,ψ j,

〉〈
ψ˜ j,
, g
〉= r j+1∑

=1
〈
f , φ j+1,

〉〈
φ˜ j+1,
, g
〉
, ∀ f ∈ B˚′, g ∈ B˚, j  J0,
where B˚ and B˚′ are some suitable dense subspaces of B and B′ , respectively.
Detailed discussions on all the above possible extensions of the results in this paper are out of the scope of this paper.
We shall report progresses on these topics elsewhere.
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