In this paper we propose Look Up Table ( LUT) based methods for inverse halftoning of images.
Introduction
In this paper we introduce Look Up Table ( LUT) methods for inverse halftoning of images. 2 Inverse halftoning is the reconstruction of a continuous tone image from its halftoned version. Since there can be more than one continuous tone image giving rise to a particular halftone image, there is no unique inverse halftone of a given halftoned image. Thus, extra properties of images are needed in order to do inverse halftoning. The basic assumption in all inverse halftoning algorithms is that the "natural" images have "mostly lowpass" characteristics. Simple low pass filtering can remove most of the halftoning noise but it also removes the edge information. Besides lowpass filtering, there are more sophisticated approaches for inverse halftoning. The method of projection onto convex sets (POCS) has been used by Analoui and Allebach [5] for halftone images produced by ordered dithering. For error diffused halftones, Hein and Zakhor [6] have successfully used the POCS approach. A different method called logical filtering has been used by Fan [7] for ordered dither images. Wong [8] has used an iterative filtering method for inverse halftoning of error diffused images. The method of overcomplete wavelet expansions has been used in [9] to produce inverse halftones with good quality for error diffused images by separating the halftoning noise from the original image through edge detection. Another method for inverse halftoning of error diffused images was introduced by Kite et al. in [10] . This method is not only fast but also yields images of very good quality. The method uses space varying filtering based on gradients obtained from the image.
The LUT method was first used by Netravali et al. to display dithered images [11] . However, in that work the authors assumed that the dither matrix and the registration of halftoned image with the dither matrix are known. Notice that, this information may not be known for a particular halftone image. In another paper, Ting and Riskin used LUT method in halftone compression to get a temporary contone image [12] . However, obtaining high quality contone image was not the aim in that work.
Our LUT inverse halftoning method does not involve any linear filtering at all and it does not explicitly assume any image model. 3 To determine the inverse halftone value at a point, the algorithm looks at the pixel's neighborhood and depending upon the distribution of pixels in the neighborhood, it assigns a contone value from a precomputed LUT. The number of pixels used in the neighborhood is relatively small, typically sixteen. For a sixteen pixel neighborhood we need 2 16 = 64K bytes of LUT, and for a nineteen pixel neighborhood we need 2 19 = 512K bytes of LUT. 4 The method is completely parallel and it does not require any computation because it is an LUT based algorithm. This makes it faster than the previously known methods. Moreover, the method provides very good image quality, often even better than the method in [10] as we shall demonstrate.
Since inverse halftoning cannot be done without using extra properties of images, we use sample images for training the LUT. In the training phase, sample images and corresponding halftone versions are used to obtain the LUT. The training phase is simple, and should be done once for 3 When this paper was under review it came to our attention, that a similar approach was independently developed by another group [13] . 4 These storage requirements are calculated for 1 byte/pel contone images. 
LUT Inverse Halftoning
In the inverse halftoning method, we want to predict the contone value of a pixel from its surrounding neighbors. The idea we propose here has only superficial similarity to traditional linear filtering. In traditional filtering, the inverse halftone value of a pixel is a linear combination of the surrounding halftone pixels. But in the LUT method the estimated value is a nonlinear function of these pixels. In our method we have to keep the neighborhood to be used in the prediction relatively small. Otherwise, the size of the LUT will be extremely large.
The first step is to choose the neighborhood or template (a collection of pixels) for the pixels to be used in the prediction. We have used different templates as shown in Tables 1 and 2 . In Table   1 , a rectangular template is shown, and this template is abbreviated as "Rect" in comparison tables later. "O" denotes the estimated pixel. All of the pixels are used in the prediction. In Table 2 another template is shown. This pattern consists of a symmetric part and some additional pixels. In the 16 pixel pattern the "a" pixels and the "O" pixel are used in the prediction of the contone value of pixel "O". This template is denoted as "16pels" in comparison tables. Another example of a template is obtained by adding "b" pixels to the "16pels" template and this template is referred to as "19pels" template.
Let us assume that there are N pixels (including the pixel being estimated) in the neighborhood and that they are ordered in a specific way. Let us also call the pixel values as p 0 ,p 1 ,...,p N −1 .
Note that there are 2 N different patterns since p i ∈ {0, 1} for i = 0, 1, ..., N − 1. Assuming that a a a a a a a a a a O a a a a a 
During the inverse halftoning phase, the pixels in the region of support will be arranged in a specific order, and the contone value will be obtained from the LUT.
Design of LUT
We first obtain the expected contone value for each template pattern. Then this contone value will be assigned to the corresponding LUT position for that pattern. 
. 
2.Hamming distance:
In the sample halftone images, the existing pattern closest to the nonexistent pattern in hamming distance sense is searched. Then, the contone value corresponding to this existing pattern is assigned as the value for the nonexistent pattern. 
and LUT vector b with elements
Consider the overdetermined set of equations
. . .
The best linear estimator will be the least squares solution to x and is given by
, we obtain the contone value,
Experimental Results on LUT Inverse Halftoning
Image Examples: In order to illustrate the performance of our method, we will use Lena and mandrill images in our experiments. The error diffused halftones of these images can be seen in figures 1 and 2. For visual comparison we now show the inverse halftone images for mandrill in confirms that the LUT method performs as well as the "fastiht2' method. 5 We now explain how the inverse halftone quality is affected by various factors. This includes the handling of nonexistent patterns, the content of the training set, and template selection. These effects on inverse halftone quality are summarized in Tables 4 and 5 , and will be explained in detail below. 6 The entries in these tables are the PSNR values (with respect to the original contone images). In all the tables, the row denoted as "Nonex" indicates the method used for handling the nonexistent patterns (Sec. 2.1). The last columns in Tables 4 and 5 show the performance of "fastiht2" method. 5 More examples of images can be found at [15] . 6 In this section halftone images were obtained from original images by using the Floyd-Steinberg error diffusion. halftones used in the training, nonexistent patterns rarely occur. From the above percentage of nonexistent patterns, we can also conclude that in ordered dither and clustered dither halftones, the patterns are more restricted compared to patterns in error diffused halftones.
Effect of the Training Set:
The second and third columns in Table 4 show results from our LUT methods. The difference between these two columns lies in the training set used for creating the LUT. The images used in the training set for the second column are Lena, Peppers, Goldhill, and Boat images, as indicated by the "x" symbols (mostly smooth images). Similarly the images in the training set for the third column are indicated by "x", and these are the images with more high frequency content (e.g., hairy cheeks in Mandrill, stripes on Barbara's clothing, etc.). The numbers in the table clearly show the importance of the training set. The inverse halftone quality of the LUT method is always better than that of the "fastiht2" method for images with high frequency content (mandrill, Barbara) even when these images are outside the training set. In fact, if these images are in the training set, the LUT method is distinctly better for these images. If the training set has only smooth images then as shown by column 3, the LUT method is still better than "fastiht2" for these smooth images. Note that the airplane image is not in either of the two training sets we have used. Nevertheless the inverse halftone quality is better than that of the "fastiht2"method if the training set is smooth (col. 2). This is because the airplane image is smooth. Thus a good training set should have enough images representing both smooth and nonsmooth images.
Effect of Template Selection: In Table 5 we investigate the effect of template selection on the quality of the inverse halftone. The training set includes 30 images and test set includes another 30 images. In these sets we have included smooth and non-smooth images and these images can be found at [15] . Between two templates having 16 pixels, "Rect" template gives better results than "16pels" when these templates are used to LUT inverse halftone the test images. If we add more pixels into the template, the quality of inverse halftone gets better as can be seen from the third column of the same table. But adding more pixels to the template makes the LUT bigger. Notice that LUT inverse halftoning even with "16pels" outperforms 'fastiht2" method. We have observed that for "19pels" the PSNR values of reconstructed non-smooth images are higher than the PSNR values of corresponding "fastiht2" reconstructed images and the PSNR values of reconstructed smooth images are close to the PSNR values of corresponding "fastiht2" reconstructed images.
Template Selection
We have shown how to design the LUT for a given template. The next question is how we can choose the best template for inverse halftoning. 7 In the past, the selection of a suitable template has been discussed in the context of halftone compression [16] . In the latter problem, the halftone value of the current pixel should be estimated from a causal template as closely as possible. The correlation of halftone pixels with the current pixel is calculated and the highly correlated pixels are included in the template. On the other hand, in inverse halftoning we want to predict the contone value of the current pixel from a template which need not be causal.
Assume that the number of pixels to be used in the template is fixed. Our aim will be to choose the best template of size M . We will simplify the template selection problem by restricting the pixels to be in a fixed neighborhood, i.e., a rectangular (L + 1) × (L + 1) neighborhood. We will define our neighborhood as
the pixel whose contone value is being estimated as the current pixel.
Here we give a recursive algorithm to choose the template. Let us denote a template having a pixels as T a . Assume that we have P images which have sizes x 1 × y 1 , x 2 × y 2 , ..., x P × y P in our training set. We will have both continuous tone images D l (n 1 , n 2 ) and halftone images H l (n 1 , n 2 )
for l = 1, 2, ..., P in our training set where (n 1 , n 2 ) denotes the pixel location in the images. Now 7 The "Rect" and "16pels" templates are found by trial and error, but they are nearly as good as the optimal templates having 16 pixels as we will see at the end of this section. let us define the mean square error between two image sets {D l } and {F l } as follows: 8 
Err(D, F ) =
We can summarize our template selection algorithm in five steps:
Step 0. Let a = 0 and T a = ∅.
Step 1. Increment a by 1. Let us define T a,i,j as T a,i,j = T a−1 + (i, j). For each (i, j) ∈ N L design an LUT using the template T a,i,j to estimate contone value of a pixel from the pixels in the template T a,i,j as explained in Sec. 2.1. Use this LUT to estimate the contone images {D l } from halftone images {H l }. Let us call the estimate images as { D a,i,j,l }.
Step 2. Calculate Err(D, D a, 
Include the pixel in the template:
Step 3. If T a does not have M elements go to step 1. Otherwise stop.
In step 1, we obtain the estimated images using the pixels in the previous template and one more candidate pixel in N L . In step 2, we choose one pixel from the candidate pixels such that when that pixel is added to the previous template in LUT inverse halftoning, the estimated images are closest to their corresponding contone images. Even though the template selection algorithm is a greedy algorithm, it does not find the globally optimum template. However, as we will demonstrate with the examples, it gives good results.
Designing better template selection algorithms is a topic for further research. Notice that, finding the globally optimum template of size M and its pixels constrained to N L neighborhood
LUT's and testing these LUT's. 9 Hence, a sub-optimum algorithm is necessary for template selection. The algorithm given above minimizes the mean square error between inverse halftoned and corresponding contone images when an additional pixel is added to the template. In [2] we proposed another template selection method which exploits the correlation between the halftone values of pixels in the neighborhood and the contone value of the current pixel in the template selection process. Even though, that method gave good results, it was based on the correlation between halftone and contone values rather than the error between inverse halftoned and corresponding contone images. 
Experimental Results on Template Selection
In this section, the training set contains different 30 images and the test set contains another different 30 images. Smooth and non-smooth images exist in both sets. These images can be found at [15] .
Error Diffusion Example: We used our template selection algorithm to find the best template for error diffused images. The template is shown in Table 6 . In the table '0' denotes the current pixel, and the numbers denote the order in which the pixel is added to the template. Thus if a smaller template of size K is needed, the first K pixels can be taken into the template. 10 In Sec. 2 we showed two templates "Rect" and "16pels". These templates have 16 pixels and they are found by trial and error. Now, let us compare these two different templates which have 16 pixels with the template ("16opt ") found using the optimization algorithm. The average PSNRs of LUT inverse halftoned images are shown in the second, third and fourth columns of Table 7 . Notice that, the average PSNR value is an average of inverse halftoned images which are not included in the training set. Hence even though the optimal templates achieve bigger average PSNR values inside the training set, this does not directly imply better performances of these optimal templates in the test set. However, for a bigger training set and a bigger test set we would expect that both training and test sets give almost the same results. As it is seen from the table, the average PSNR values are close to each other for the 16 pixel templates. The average PSNR value of LUT inverse halftoned images with "19opt" template is better than the average PSNR value of LUT inverse halftoned images with "19pels" template. The performances of these two templates can be compared from the last two columns of templates are found after extensive experiments, whereas template selection algorithm gives the optimum templates without any human interaction.
Clustered Dither Example:
We have applied our LUT inverse halftoning algorithm on 3 × 6 clustered dither halftones [17] . The template designed is shown in Table 8 . Notice that the order in which the pixels are added to the template is different than the one for error diffused images.
Even though the PSNR values are high, the inverse halftoned images have a periodic frequency content which corresponds to the screen frequency as can be seen from Fig. 7 . Increasing the number of pixels in a template up to 21 did not help to suppress the periodic frequency content fully even though the PSNR values of the inverse halftoned images increase. This is due to the fact that small templates cannot contain one full cycle of the lowest screen frequency. Increasing the template size to capture these low frequency content makes storage requirements infeasible. For comparison, the LUT inverse halftoned clustered dither image is shown in Fig. 7 . Also, the PSNR values for different templates are shown in Table 9 .
Our method works well on stochastic halftones (error diffusion, DBS, etc.) efficiently because stochastic halftones only introduce blue noise. For clustered and ordered dither halftones we use a median filtering step after LUT inverse halftoning. We have chosen the median filter as the postprocessor because a median filter smooths the image without smearing the edges. Thus, we get rid of the low screen-frequency content in the image.
We have experimented 3×3 and 5×5 median filters [18] as post processors. The 3×3 median filter was not big enough to suppress the periodic structures in the halftones, whereas 5 × 5 median filter was sufficient to suppress the periodic structures. In order to reduce the number of comparisons needed to implement the median filter we used a 5 × 5 separable median filter which requires only 18 comparisons per pixel. The result of two-step LUT inverse halftoning on clustered dither boat images is shown in Fig. 8 Table 10 : Performance of two-step LUT inverse halftoning algorithm for Clustered Dither Halftones.
LUT inverse halftones (Table 9) , we see that median filtering does not increase the PSNR values, in fact it decreases them a bit. However the image quality improves, since the periodic structures are suppressed. (These are not noticible here, but please see our website [15] .) As a comparison we show the inverse halftoned images with algorithm II in [17] in Fig. 9 (PSNR=25.86dB) . If this is compared with the image in Fig. 8 , we can conclude that the former is more smoothed than the latter.
Another alternative post processing strategy would be to apply a notch filter to filter the screen frequency. But this means that we have to estimate the screen frequency and design the notch filter for different dither halftone methods. Also, we need to make the filter length quite large to get good performance. Hence we have chosen median filter as our post processing algorithm.
Notice that we cannot apply median filtering directly on halftone images, because median filtering of halftone images means majority voting inside the median filter support and the output image is still a binary image.
Ordered Dither Example:
The optimal template designed for ordered dither halftones using the method described in this section is shown in Table 11 . In the halftoning process the 8 × 8
Bayer dither matrix [3] is used. We again used the two step LUT inverse halftoning algorithm.
Experimentally we found out that it is a bit harder to inverse halftone ordered dither images. The two-step LUT inverse halftoning with 16 pixel template is not enough to suppress the periodic structures. With the 19 pixel template and 5 × 5 median filtering the periodic structures are mostly suppressed, but if closely examined some defects can be seen in the inverse halftoned image. This is due to the fact that the periodicity of 8 × 8 Bayer dither screen is longer than the periodicity of 3×6 clustered dither screen. Thus our two-step LUT inverse halftoning method will work for dither screens which are small enough so that our two step LUT algorithm can annihilate the periodic patterns in the halftones. We have verified this claim by inverse halftoning 4 × 4 Bayer dithered images: The periodic structures were absent in the inverse halftone images.
Remark: If the images are mostly smooth images, the inverse halftone quality of error diffused halftones can be improved by applying a simple smoothing algorithm on the LUT inverse halftoned image. Here we apply a small median filter (a 3 × 3 separable median filter which requires only 6 comparisons per pixel) on the LUT inverse halftone result to get even smoother, high PSNR inverse halftone images. The Lena image LUT inverse halftoned with 'Rect' template (third column in Table 7 ) and then 3 × 3 median filtered is shown in Fig. 10 (PSNR=31.50dB) .
Color Inverse Halftoning
In this section we will extend the LUT method for color halftones. In color inverse halftoning we will try to exploit the correlation between the color components of an image. Experimental results of template selection and color inverse halftoning will be presented in Sec. 4.2.
Template selection for Color Halftones
The simple extension of LUT inverse halftoning algorithm to color halftones is to treat the color planes separately. For each plane first choose the template and then design the LUT is a correlation between the color planes, there is correlation between the halftone values of any color plane and the contone value of a specific color plane. During the LUT creation phase, if we carefully include the pixels from different color planes to predict the contone value of a particular color plane, this means that we are exploiting the correlation between the color planes.
If we decide to include pixels to our template from other color planes, we have to decide exactly which pixels from which color planes to add to our template. The template selection for color halftones can be made by simply changing the search space of the template selection algorithm.
Let us denote the pixel locations in (R,G,B) planes as (R, p, r),
We will define a fixed neighborhood around the current pixel to include pixels from its own color plane as well as other color planes. Let us define N color,L to be
Then, the template selection algorithm given in Sec. 3 can be modified by changing N L to N color,L .
The templates designed in this manner will be shown in Sec. 4.2.
Experimental Results and Conclusions on Color Inverse Halftoning
Our training and test set include different 30 color images. These images can be found at [15] .
We first apply Floyd-Steinberg error diffusion separately to red, green and blue planes to get the color halftone. Other types of halftoning methods can also be applied to these images. In Table   12 we show the average PSNR 11 values of the inverse halftoned images. In column 2 of Table 12 we show the average PSNR value of LUT inverse halftones obtained with "Rect" template applied separately to color planes. Similarly in column 3 of Table 12 we show the average PSNR value of LUT inverse halftones obtained with "19pels" template applied separately to color planes.
We have applied template selection algorithm to our training set. In Tables 13, 14, and 15, we have shown the optimized templates which are used to estimate R, G, and B plane values respectively. In all these tables, there are 3 grids for each color plane. In these grids the middle cells denote the current pixel in different color planes and the 'k'th pixel denotes the order in which 11 Here the PSNR value is obtained by averaging the PSNR values in the three color planes. the pixel is added to the template. If the 'k'th pixel is in the (left most/middle, right most ) grid, then 'k'th pixel added to the template is added from the (red, green, blue) plane. Since the tables are constructed recursively, any size n LUT can be obtained from the tables by keeping the first n pixels from the corresponding column. We have taken the first 19 pixels for each color plane to get "19optc" template. In the fourth column of Table 12 we have shown the average PSNR value of LUT inverse halftones obtained with the optimized "19optc" template. As expected, the inverse halftone quality for "19optc" template is better than "19pels" template. Notice that, since we allowed pixels from different color planes to be in the template for a color plane, two pixels from different color planes are used in the prediction of a specific color plane. In order to demonstrate the performance of color LUT inverse halftoning algorithm, we have shown the LUT inverse halftoned Lena image in Fig. 13 . Color LUT inverse halftoned mandrill image is also shown in Fig. 14 (also see our website [15] In another experiment we optimized the templates when only the mandrill image is used during the template selection algorithm. In the optimized templates (which are not shown here), there are a lot pixels from other color planes are also used in the prediction of a particular color plane. Notice that, Mandrill has rapidly changing colors whereas most of the images in the training set have big color patches (almost constant color areas). This also explains why there are a lot of pixels from other color planes in the template when only mandrill is used in the template selection algorithm.
Thus, if there are big color patches in the training images, there will be fewer pixels from other color planes in the prediction of a particular color plane, and we can separately inverse halftone the color planes without compromising the image quality. However, if we have rapidly changing colors in the training image, correlation between planes becomes more important.
Conclusion
In this paper we have introduced a fast method for inverse halftoning which produces images of very good quality. We also proposed a recursive template selection algorithm which minimizes the mean square error between the inverse halftoned and original images. For coarse halftones like clustered dither halftones, a two-step LUT inverse halftoning algorithm was also introduced.
Finally, the LUT inverse halftoning and template selection algorithm were extended for inverse halftoning of color halftones. Our inverse halftoning method uses a training mode whereby a look up table (LUT) is created from samples of halftone images in a particular training set. These training sets are obtained for each halftoning method separately. However, our LUT method works for any halftoning algorithm (error diffusion, screening [3] , optimized dot diffusion [19] , blue noise mask [20] , DBS [4] etc.). With a properly chosen training set we demonstrated that the quality of the inverse halftones are at least as good as the best known methods. Note that, the inverse halftone quality depends on the starting halftone, i.e., the inverse halftone quality will be better for better halftones.
The LUT method is very fast compared to other known methods because it does not require any computations, and is based entirely on memory access. However, our algorithm assumes bilevel halftones as input, thus it does not extend to scanned halftones yet and this topic is under investigation.
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