Boundary Control for a Kind of Coupled PDE-ODE System by Yuanting Wang et al.
Research Article
Boundary Control for a Kind of Coupled PDE-ODE System
Yuanting Wang, Fucheng Liao, Yonglong Liao, and Zhengwei Shen
School of Mathematics and Physics, University of Science and Technology Beijing, Beijing 100083, China
Correspondence should be addressed to Fucheng Liao; fcliao@ustb.edu.cn
Received 22 March 2014; Accepted 17 June 2014; Published 14 September 2014
Academic Editor: Kalyana C. Veluvolu
Copyright © 2014 Yuanting Wang et al.This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
A coupled system of an ordinary differential equation (ODE) and a heat partial differential equation (PDE) with spatially varying
coefficients is discussed. By using the PDE backstepping method, the state-feedback stabilizing controller is explicitly constructed
with the assumptions 𝜆(𝑥) ∈ 𝑃[𝑥]
𝑛
and 𝜆(𝑥) ∈ 𝐶∞
[0, 𝑙]
, respectively. The closed-loop system is proved to be exponentially stable by
this controller. A simulation example is presented to illustrate the effectiveness of the proposed method.
1. Introduction
Predictor-feedback control design [1, 2] has been an active
area of research for PDE or PDE-ODE coupled control
systems [3–5] with actuator and sensor delays that have
rich physical backgrounds such as coupled electromagnetic,
coupled mechanical, and coupled chemical reactions. The
input delays to the ODE system ?̇?(𝑡) = 𝐴𝑋(𝑡) +𝐵𝑈(𝑡− 𝑙) can
be modeled with the first-order hyperbolic PDE (transport
PDE) 𝑢
𝑡
(𝑥, 𝑡) = 𝑢
𝑥
(𝑥, 𝑡) and the boundary condition 𝑢(𝑙, 𝑡) =
𝑈(𝑡). Thus, the original ODE system with input delay can be
represented as the following ODE-PDE coupled system (1)
that is driven by the input 𝑈 from the boundary of the PDE:
?̇? (𝑡) = 𝐴𝑋 (𝑡) + 𝐵𝑢 (0, 𝑡)
𝑢
𝑡
(𝑥, 𝑡) = 𝑢
𝑥
(𝑥, 𝑡)
𝑢 (𝑙, 𝑡) = 𝑈 (𝑡) .
(1)
Control design of coupled PDE-ODE systemswas considered
in [6–10]. The controller design based on the backstepping
method for the coupled system (1) was designed in [9, 10].
More recently in [11], a heat diffusion PDE-ODE coupled
systemwas considered, and awave PDE-ODEcoupled system
was considered in [12]. The control system with interaction
for this system coupled between the ODE and the PDE was
considered in [13]:
?̇? (𝑡) = 𝐴𝑋 (𝑡) + 𝐵𝑢 (0, 𝑡)
𝑢
𝑡
(𝑥, 𝑡) = 𝑢
𝑥𝑥
(𝑥, 𝑡) + 𝐶𝑋 (𝑡)
𝑢
𝑥
(0, 𝑡) = 0
𝑢 (𝑙, 𝑡) = 𝑈 (𝑡) .
(2)
In this system, the ODE acts back on the PDE by the
state𝑋(𝑡) of the ODE; meanwhile, the PDE acts on the ODE,
which models the solid-gas interaction of heat diffusion and
chemical reaction.
In this paper, we replace the spatially constant coefficient
𝐶 of the PDE subsystem in (2) by the spatially varying
coefficient 𝜆(𝑥); that is, 𝑢
𝑡
(𝑥, 𝑡) = 𝑢
𝑥𝑥
(𝑥, 𝑡) + 𝜆(𝑥)𝑋(𝑡), which
implies that the effects from the ODE subsystem to the PDE
subsystem are varying with the location 𝑥. In fact, control
of the coupled systems is an important subject in control
theory since this type of system arises frequently in control
engineering.
The objective of this paper is to convert a PDE-ODE
coupled system into a closed-loop target system that is








2, with a designed stable state-feedback controller
by using the backstepping-based predictor design method.
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Under the assumptions 𝜆(𝑥) ∈ 𝑃[𝑥]
𝑛
and 𝜆(𝑥) ∈ 𝐶∞
[0,𝑙]
,
respectively, we further obtain the explicit expressions of the
kernel function of the backstepping transformation.
This paper is organized as follows. In Section 2, we
propose the interaction of PDE-ODE coupled control sys-
tem. In Section 3, a state-feedback boundary controller is
designed for this system by the backstepping-based method.
In Section 4, we prove the exponential stability for the
designed closed-loop system, and Section 5 is a simulation
example. In Section 6, some comments are made on the
coupled PDE-ODE systems.
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Consider a coupled interaction system of an ODE and a heat
PDE with 𝜆(𝑥) times𝑋(𝑡):
?̇? (𝑡) = 𝐴𝑋 (𝑡) + 𝐵𝑢 (0, 𝑡)
𝑢
𝑡
(𝑥, 𝑡) = 𝑢
𝑥𝑥
(𝑥, 𝑡) + 𝜆 (𝑥)𝑋 (𝑡) , 𝑥 ∈ (0, 𝑙)
𝑢
𝑥
(0, 𝑡) = 0
𝑢 (𝑙, 𝑡) = 𝑈 (𝑡)
𝑋 (0) = 𝑋
0




where 𝑋(𝑡) ∈ 𝑅𝑛×1 and 𝑢(𝑥, 𝑡) are the vector state and scalar
state of the ODE subsystem, 𝑋(0) = 𝑋
0
and 𝑢(𝑥, 0) =
𝑢
0
(𝑥) are the initial values to the PDE subsystem, respectively,
𝐴 ∈ 𝑅
𝑛×𝑛, 𝐵 ∈ 𝑅𝑛×1, and the pair (𝐴, 𝐵) are assumed to be
stabilization, and 𝜆(𝑥) ∈ 𝐶∞
[0,𝑙]
is a known spatially varying
parameter with [0, 𝑙] (𝑙 > 0) which is the length of the PDE
domain.
From formulation (4), it can be seen that the output𝑢(0, 𝑡)
of the PDE subsystem acts as the input of theODE subsystem;
meanwhile, the output𝑋(𝑡) of the ODE subsystem affects the
PDE along the domain [0, 𝑙] times by 𝜆(𝑥), which implies that
the effects of the ODE subsystem on the PDE subsystem are
varying with the location. To design the state-feedback con-
troller for system (4), an infinite-dimensional backstepping
method is adopted, which provides an invertible integral
transformation (𝑋, 𝑢) 󳨃→ (𝑋, 𝜔) as follows:
𝜔 (𝑥, 𝑡) = 𝑢 (𝑥, 𝑡) − ∫
𝑥
0
𝑘 (𝑥, 𝑦) 𝑢 (𝑦, 𝑡) 𝑑𝑦 − Φ (𝑥)𝑋 (𝑡) .
(5)
This transformation converts the plant (4) into the following
target system:
?̇? (𝑡) = (𝐴 + 𝐵𝐾)𝑋 (𝑡) + 𝐵𝜔 (0, 𝑡)
𝜔
𝑡





(0, 𝑡) = 0
𝜔 (𝑙, 𝑡) = 0
𝑋 (0) = 𝑋
0




where 𝐾 ∈ 𝑅1×𝑛 satisfying 𝐴 + 𝐵𝐾 is Hurwitz. It should
be pointed that it is nontrivial to obtain the kernel function
𝑘(𝑥, 𝑦) by the method in the literature [13] as it is related
to 𝜆(𝑥). But if we impose some constraints on 𝜆(𝑥), then
the kernel can be obtained explicitly, as shown in the next
section. Once transformation (5) is obtained (namely, 𝑘(𝑥, 𝑦)
and Φ(𝑥) are obtained), then the controller subject to the
boundary condition 𝜔(𝑙, 𝑡) = 0 in (6) is given in the form
𝑢 (𝑙, 𝑡) = 𝑈 (𝑡) = ∫
𝑙
0
𝑘 (𝑙, 𝑦) 𝑢 (𝑦, 𝑡) 𝑑𝑦 + Φ (𝑙)𝑋 (𝑡) . (7)
3. The Design of the State-Feedback Controller
In this section, we will design the predictor-feedback con-
troller𝑈(𝑡) for the system (4) using the backsteppingmethod.
The key point to this design is to determine the function
𝑘(𝑥, 𝑦) and Φ(𝑥) of transformation (5). In the following
procedure, we find that the kernel function 𝑘(𝑥, 𝑦) can be
expressed by Φ(𝑥), while the function Φ(𝑥) is related to the
spatially varying parameter 𝜆(𝑥).
3.1. Preliminary. In order to obtain the explicit solution of
𝑘(𝑥, 𝑦) and Φ(𝑥), we will firstly solve the following equation
of Φ(𝑥) with assumptions 𝜆(𝑥) ∈ 𝑃[𝑥]
𝑛












Φ (𝑧) 𝐵𝑑𝑧𝜆 (𝑦) 𝑑𝑦 + 𝜆 (𝑥) = 0





Lemma 1. let Φ(𝑥) ∈ 𝑅1×𝑛, 𝜆(𝑥) ∈ 𝑅1×𝑛, 𝐴 ∈ 𝑅𝑛×𝑛, and 𝐵 ∈
𝑅
𝑛×1, let 𝜆(𝑥) ∈ 𝑃[𝑥]
𝑛
, and then (8) aboutΦ(𝑥) has the unique
solution.
Proof. It follows easily from (8) that
Φ
󸀠󸀠






Φ (𝑧) 𝐵𝑑𝑧𝜆 (𝑦) 𝑑𝑦.
(9)
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By taking the derivative on both sides about 𝑥 and applying














Φ(𝑦) 𝐵𝜆 (𝑥 − 𝑦) 𝑑𝑦.
(10)





(𝑥) 𝐴 = Φ
(𝑛)
(𝑥) 𝐵𝜆 (0)


































and with the initial values of (8), we have following initial
values:





















(0) 𝐴 + Φ
(𝑛−1)
(0) 𝐵𝜆 (0)




Then the solution to the ODEs (12) with the above initial
values can be expressed as follows:
Φ (𝑥) = Γ (0) 𝑒
𝐷𝑥
𝐸 (14)
with Γ(0) = (𝐾 0 Φ󸀠󸀠(0) ⋅ ⋅ ⋅ Φ(𝑛+2)(0) Φ(𝑛+3)(0))
1×[𝑛(𝑛+4)]
,
where the initial values of higher-order derivatives of Φ in




































































Lemma 2. Let Φ(𝑥) ∈ 𝑅1×𝑛, 𝜆(𝑥) ∈ 𝑅1×𝑛, 𝐴 ∈ 𝑅𝑛×𝑛, 𝐵 ∈
𝑅
𝑛×1, and 𝜆(𝑥) ∈ 𝐶∞
[0,𝑙]











































(𝑧) 𝐵𝑑𝑧)𝜆 (𝑦) 𝑑𝑦]}𝑑𝜉 𝑑𝜏.
(17)
4 Journal of Control Science and Engineering


















Then, integrating again on both sides of (18) over [0, 𝑥] with
initial valueΦ(0) = 𝐾 of (8), we conclude
Φ (𝑥) = ΔΦ
0
(𝑥) + 𝐹 [Φ] (𝑥) , (19)























(𝑥) + 𝐹 [Φ
𝑛
] (𝑥) , 𝑛 = 0, 1, 2, . . . , (20)
it suffices to show that if series {Φ𝑛(𝑥)}was convergence, then










] (𝑥) − 𝐹 [Φ
𝑛−1
















where 𝜆 = max
𝑥∈[0,𝑙]
|𝜆(𝑥)| is denoted as above and 𝑙 is the













































































The series on the right-hand side of (25) converges. Hence
by Weierstrass’s Discriminance, the series defined by (16)
converges absolutely and uniformly on 0 ≤ 𝑥 ≤ 𝑙. Then
the existence of the solution to (8) is concluded. To show the
uniqueness of the solution (16) to (8), we assume that Φ and
Φ̃ are two different solutions of (8). Substituting these two
solutions and after some direct calculation, we have
𝛿Φ (𝑥) = Φ − Φ̃ = 𝐹 [𝛿Φ] (𝑥) . (26)
From (25), we know that |Φ(𝑥)| ≤ 𝑀𝑒𝑙√𝑁, which means
|𝛿Φ(𝑥)| ≤ 2𝑀𝑒
𝑙√𝑁. Next, we will estimate 𝛿Φ by induction.
After some direct calculation, we have
𝛿Φ
𝑛+1
(𝑥) = 𝐹 [𝛿Φ
𝑛
] (𝑥) . (27)


















































which implies the trueness of |𝛿Φ𝑛(𝑥)| ≤ 2𝑀𝑒𝑙√𝑁𝑁𝑛
(𝑙
2𝑛









(2𝑛)!) = 0, 𝛿Φ(𝑥) ≡ 0 is easily concluded. Then Φ = Φ̃, and
(16) is the unique solution to (18).
3.2. Design of the State-Feedback Controller with Backstepping
Method. Next, we will obtain the backstepping transforma-
tion (5). Let 𝑥 = 0 in (5), and we have
𝜔 (0, 𝑡) = 𝑢 (0, 𝑡) − Φ (0)𝑋 (𝑡) , (29)
and Φ(0) = 𝐾 by comparing (4) and (6). The partial
derivatives of 𝜔(𝑥, 𝑡) in (5) with respect to 𝑥 are given by
𝜔
𝑥
(𝑥, 𝑡) = 𝑢
𝑥












(𝑥, 𝑡) = 𝑢
𝑥𝑥






𝑘 (𝑥, 𝑥)) 𝑢 (𝑥, 𝑡) − 𝑘
𝑥
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The derivative of 𝜔(𝑥, 𝑡) with respect to 𝑡 is
𝜔
𝑡
(𝑥, 𝑡) = 𝑢
𝑥𝑥
(𝑥, 𝑡) + 𝜆 (𝑥)𝑋 (𝑡) − 𝑘 (𝑥, 𝑥) 𝑢
𝑥
(𝑥, 𝑡)
+ 𝑘 (𝑥, 0) 𝑢
𝑥
(0, 𝑡) + 𝑘
𝑦
(𝑥, 𝑥) 𝑢 (𝑥, 𝑡)
− 𝑘
𝑦









𝑘 (𝑥, 𝑦) 𝜆 (𝑦)𝑋 (𝑡) 𝑑𝑦
− Φ (𝑥) (𝐴𝑋 (𝑡) + 𝐵𝑢 (0, 𝑡)) .
(32)
By the target system (6), (31), and (32), we have
𝜔
𝑡
(𝑥, 𝑡) − 𝜔
𝑥𝑥
(𝑥, 𝑡) = 2 (
𝑑
𝑑𝑥
𝑘 (𝑥, 𝑥)) 𝑢 (𝑥, 𝑡)
+ (𝜆 (𝑥) − ∫
𝑥
0
𝑘 (𝑥, 𝑦) 𝜆 (𝑦) 𝑑𝑦








(𝑥, 𝑦) − 𝑘
𝑦𝑦
(𝑥, 𝑦))
× 𝑢 (𝑦, 𝑡) 𝑑𝑦
+ (−𝑘
𝑦
(𝑥, 0) − Φ (𝑥) 𝐵) 𝑢 (0, 𝑡) = 0.
(33)
This equation should be valid for all 𝑢 and 𝑋, so we have
the following four equations:
𝑑
𝑑𝑥
𝑘 (𝑥, 𝑥) = 0
𝜆 (𝑥) − ∫
𝑥
0





(𝑥, 𝑦) − 𝑘
𝑦𝑦




𝑘 (𝑥, 0) − Φ (𝑥) 𝐵 = 0.
(34)
Let 𝑥 = 0 in (30), which gives
𝜔
𝑥
(0, 𝑡) = −𝑘 (0, 0) 𝑢 (0, 𝑡) − Φ
󸀠
(0)𝑋 (𝑡) . (35)
Substituting this expression into the boundary condition in
(6), we have
−𝑘 (0, 0) 𝑢 (0, 𝑡) − Φ
󸀠
(0)𝑋 (𝑡) = 0. (36)
This equation should be valid for all 𝑢 and𝑋, so we have two
conditions that 𝑘(0, 0) = 0 and Φ󸀠(0) = 0. In order to satisfy
the conditions of the target system (6), the 𝑘(𝑥, 𝑦) and Φ(𝑥)
in (5) should satisfy
𝑘
𝑥𝑥





(𝑥, 0) = −Φ (𝑥) 𝐵
𝑑
𝑑𝑥
𝑘 (𝑥, 𝑥) = 0
𝑘 (0, 0) = 0,
(37)
𝜆 (𝑥) − ∫
𝑥
0
𝑘 (𝑥, 𝑦) 𝜆 (𝑦) 𝑑𝑦 − Φ (𝑥)𝐴 + Φ
󸀠󸀠
(𝑥) = 0





Note that (37) is a second-order hyperbolic PDE about
𝑘(𝑥, 𝑦) and the boundary condition is related to Φ(𝑥), and
(38) is a second-order integral-differential equation about
Φ(𝑥) associated with 𝜆(𝑥) and 𝑘(𝑥, 𝑦). Next, we will obtain
𝑘(𝑥, 𝑦) from (37) and Φ(𝑥) from (38).
Suppose 𝑘(𝑥, 𝑦) = Θ(𝑥 − 𝑦) + Υ(𝑥 + 𝑦); it can be easily
obtained by (37) that
𝑘 (𝑥, 𝑦) = ∫
𝑥−𝑦
0
Φ (𝑧) 𝐵 𝑑𝑧. (39)
Substituting this expression into (38), we get






Φ (𝑧) 𝐵𝑑𝑧𝜆 (𝑦) 𝑑𝑦 − Φ (𝑥)𝐴 + Φ
󸀠󸀠
(𝑥) = 0





For 𝜆(𝑥) ∈ 𝑃[𝑥]
𝑛
, by Lemma 1, (40) has a unique solution as
follows:
Φ (𝑥) = Γ (0) 𝑒
𝐷𝑥
𝐸, (41)
and thus the kernel function 𝑘(𝑥, 𝑦) can be expressed as
follows by (39):






For 𝜆(𝑥) ∈ 𝐶∞
[0,𝐷]









and thus the kernel function 𝑘(𝑥, 𝑦) can be expressed as
follows by (39):








(𝑥) 𝐵 𝑑𝑧. (44)
6 Journal of Control Science and Engineering
Next, we will obtain the inverse transformation of (5) by
using a process similar to the one we used above in obtaining
the kernels 𝑘(𝑥, 𝑦) and Φ(𝑥). Actually, the inverse of the
transformation (𝑋, 𝜔) 󳨃→ (𝑋, 𝑢) can be found as follows:
𝑢 (𝑥, 𝑡) = 𝜔 (𝑥, 𝑡) + ∫
𝑥
0
𝜄 (𝑥, 𝑦) 𝜔 (𝑦, 𝑡) 𝑑𝑦 + Ψ (𝑥)𝑋 (𝑡) .
(45)
The kernel functions 𝜄(𝑥, 𝑦) and Ψ(𝑥) can be easily obtained
by a method similar to that above



































Evaluating (5) at 𝑥 = 𝑙, and by the boundary condition of
(4) and (6), a controller is obtained as follows:
𝑈 (𝑡) = ∫
𝑙
0
𝑘 (𝑙, 𝑦) 𝑢 (𝑦, 𝑡) 𝑑𝑦 + Φ (𝑙)𝑋 (𝑡) . (47)
Furthermore, the explicit solution to the closed-loop system
(6) under the controller (47) can also be obtained if the initial
state (𝑋(0), 𝑢(𝑥, 0)) is known. The solution in (6) is







𝐵𝜔 (0, 𝜏) 𝑑𝜏


























and the initial condition𝜔
0
(𝑥) is calculated by the initial state
(𝑋(0), 𝑢(𝑥, 0)) through (5).
4. Exponential Stability of the Coupled
PDE-ODE System
Now we will prove the exponential stability of the proposed
coupled PDE-ODE system.
Theorem 3. Let 𝑢(𝑥, 0) be a square integrable in 𝑥 and
compatible with the control law (47) (i.e., 𝑢(𝑙, 0) = 𝑈(0)),
𝑋(0) ∈ 𝑅
𝑛×1, and 𝑢(⋅, 0) ∈ 𝐻1(0, 𝑙), and then the closed-
loop system consisting of the plant (4) with the control law
(47) has a unique solution (𝑋(𝑡), 𝑢(𝑥, 𝑡)) ∈ Ω([0,∞)) and is
exponentially stable in the sense of the norm (3).















where the matrix 𝑃 = 𝑃𝑇 > 0 is the solution to the Lyapunov
equation 𝑃(𝐴 + 𝐵𝐾) + (𝐴 + 𝐵𝐾)𝑇𝑃 = −𝑄 for some 𝑄 =
𝑄
𝑇
> 0 and 𝑎 > 0 is a parameter chosen later. By the Cauchy






























































































































Combining (50) with (52), we obtain





























































































































































Journal of Control Science and Engineering 7
























Taking a derivative of the Lyapunov function along with the





















































































Applying Poincare’s inequality and Ammon’s inequality with
𝑤
𝑥
(0, 𝑡) = 0 and 𝑤(𝑙, 𝑡) = 0, we have
𝜔
2









































































(𝑥, 𝑡) 𝑑𝑥) .
(61)






?̇? ≤ −𝛾𝑉, (62)
where
















































for all 𝑡 ≥ 0, where 𝛿 = 𝛿/𝛿. This completes the proof.
5. A Simulation Example
In this section, an example is given to verify the effectiveness
of theoretical results for the following simple system:
?̇? (𝑡) = 𝑋 (𝑡) + 𝑢 (0, 𝑡)
𝑢
𝑡
(𝑥, 𝑡) = 𝑢
𝑥𝑥
(𝑥, 𝑡) + 2𝑥𝑋 (𝑡)
𝑢
𝑥
(0, 𝑡) = 0
𝑢 (𝑙, 𝑡) = 𝑈 (𝑡)
𝑢 (𝑥, 0) = 𝑥 + 1
𝑋 (0) = 1,
(65)
where 𝑋(𝑡) ∈ 𝑅, 0 ≤ 𝑙 ≤ 0.1, and 𝑡 ≥ 0. In order to
show the transient performance of the closed-loop system,
a numerical simulation is executed in Matlab. By using the
explicit forward Euler method with 1-step discretization in
space, simulation Figures 1 and 2 show that both the states
𝑋(𝑡) and 𝑢(𝑥, 𝑡) converge to zero, which indicates that the
closed-loop system is exponentially stable.
The convergence rate to zero for the closed-loop system
is determined by the eigenvalues of the PDE-ODE system
(6). These eigenvalues are the union of the eigenvalues of
𝐴+𝐵𝐾, which are placed at desirable locations by the control
vector 𝐾 and of the eigenvalues of the heat equation with a
Neumann boundary condition on one end and a Dirichlet
boundary condition on the other end. While exponentially
stable, the heat equation PDE need not necessarily have fast
decay. Fortunately, the compensated actuator dynamics, that
is, the w-dynamics in [6], can be sped up arbitrarily by a
modified controller [11, 14].
6. Conclusions
In this paper we have developed an explicit controller for
a coupled PDE-ODE system with Dirichlet interconnection
𝐵𝑢(0, 𝑡), extending the results in [2, 3]. Many open problems
8 Journal of Control Science and Engineering
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Trajectory of state u(x, t)
Figure 2: Trajectory of the state 𝑢(𝑥, 𝑡).
in PDE-ODE systems remain. For example, in the system
with Neumann interconnection 𝐵𝑢
𝑥
(0, 𝑡)





(𝑥, 𝑡) = 𝑢
𝑥𝑥
(𝑥, 𝑡) + 𝜆 (𝑥)𝑋 (𝑡) , 𝑥 ∈ (0, 𝑙)
𝑢 (0, 𝑡) = 0
𝑢 (𝑙, 𝑡) = 𝑈 (𝑡)
𝑋 (0) = 𝑋
0
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