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Abstract. We prove by means of a renormalization group method that in
weakly interacting many-electron systems at half-filling on a periodic hyper-
cubic lattice, the free energy density uniformly converges to an analytic func-
tion of the coupling constants in the infinite-volume, zero-temperature limit if
the external magnetic field has a chessboard-like flux configuration. The spa-
tial dimension is allowed to be any number larger than 1. The system covers
the Hubbard model with a nearest-neighbor hopping term, on-site interac-
tions, exponentially decaying density-density interactions and exponentially
decaying spin-spin interactions. The magnetic field must be included in the ki-
netic term by the Peierls substitution. The flux configuration and the sign of
the nearest-neighbor density-density/spin-spin interactions can be adjusted
so that the free energy density is minimum among all the flux configura-
tions. Consequently, the minimum free energy density is proved to converge
to an analytic function of the coupling constants in the infinite-volume, zero-
temperature limit. These are extension of the results on a square lattice in
the preceding work ([Kashima, Y., “The special issue for the 20th anniver-
sary”, J. Math. Sci. Univ. Tokyo. 23 (2016), 1–288]). We refer to lemmas
proved in the reference in order to complete the proof of the main results of
this paper. So this work is a continuation of the preceding work.
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1. Many-electron systems and the main results
1.1. Introduction. Rigorous construction of many-electron systems in
low temperature is a frontier of mathematical physics. Especially reach-
ing the infinite-volume, zero-temperature limit from a formulation in
finite volume and positive temperature appears to be a mathematical
challenge. As considered as the simplest possible model of interact-
ing electrons, the Hubbard models have been the central objectives
in the constructive theories based on multi-scale Grassmann integra-
tion. Among them, substantial progress has been made in the zero-
temperature construction of the 1-dimensional models. See [5], [6] for
the latest results. As for the 2-dimensional Hubbard models, there have
been attempts to develop low-temperature theories since the 2000s (see
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[26], [2], [3], [4], [25]). There was also a thorough construction of 2-
dimensional Fermion systems in spatial continuum at zero temperature
by Feldman, Kno¨rrer and Trubowitz [10], [11]. As yet we have seen few
examples of reaching the zero-temperature limit in the concrete lattice
models in spatial dimension ≥ 2. One pioneering example of taking
the zero-temperature limit in 2 dimension was reported by Giuliani and
Mastropietro in [13] where the half-filled Hubbard model on the honey-
comb lattice was specifically considered. Beneath the model-dependent
details, the work of Giuliani and Mastropietro seems to suggest an ef-
fective remedy for the temperature-dependency of the constructive the-
ories. The hint from [13] was explored and another example of the
2-dimensional Hubbard model which admits the infinite-volume, zero-
temperature limit was given in our previous work [19]. In more detail
the model studied in [19] was the half-filled Hubbard model on a square
lattice, containing an external magnetic field whose flux is π (mod 2π)
per plaquette and 0 (mod 2π) through the large circles around the peri-
odic lattice. Recently, Giuliani and Jauslin reported a zero-temperature
construction of the free energy density and the two-point Schwinger
function of an interacting Fermion model on a bilayer honeycomb lat-
tice in [12].
Since the focus of [19] was on presenting a pile of lemmas leading to
the zero-temperature limit in a self-contained manner, possibility of ap-
plying its framework to other models was not fully investigated there.
As a continuation of [19], here we focus on providing other examples of
many-electron systems where the analyticity at zero-temperature can be
proven essentially within the same framework. The main results of this
paper can be seen as a generalization of the results of [19]. We will estab-
lish a theorem stating that the free energy density of a weakly interacting
many-electron system at half-filling uniformly converges with respect to
the amplitude of interaction in the infinite-volume, zero-temperature
limit. Here we allow the spatial dimension to be any number larger
than 1. The system is defined on a periodic hyper-cubic lattice. The
kinetic term of the Hamiltonian is determined by the nearest-neighbor
hopping of electrons and contains an external magnetic field by means
of the Peierls substitution. The magnetic flux is assumed to change its
sign at plaquette alternately like a chessboard. The flux π (mod 2π)
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per plaquette is a special case of such configurations. The magnetic flux
through the large circles winding around the periodic lattice is assumed
to be either uniformly 0 (mod 2π) or uniformly π (mod 2π). The inter-
acting part of the Hamiltonian has a general form satisfying a number
of invariant properties and a decay property which is faster than any
polynomial order and slower than an exponential order. The interac-
tion covers on-site interactions, exponentially decaying density-density
interactions and exponentially decaying spin-spin interactions as special
cases. The whole Hamiltonian has a symmetry which ensures that the
system is at half-filling. The magnetic flux and the interacting term
can be chosen so that the free energy density of the system is minimum
among all flux configurations, according to Lieb’s result on the flux phase
problem ([20]). Thus, it follows that the minimum free energy density in
the flux phase problem on a hyper-cubic lattice uniformly converges in
the infinite-volume, zero-temperature limit. We will explain how these
results generalize the main results of [19] in Remark 1.8 after officially
stating the main theorem and its corollary in Subsection 1.4.
The key strategy of our construction is to view the hyper-cubic lattice
as a composition of some sparser hyper-cubic lattices. The original one-
band Hamiltonian is accordingly formulated into a multi-band Hamil-
tonian. More precisely, we transform the one-band Hamiltonian on a
d-dimensional hyper-cubic lattice into a 2d-band Hamiltonian. This pro-
cedure is a generalization of the formulation in [19] where the one-band
Hamiltonian on a square lattice was formulated into a 4-band Hamilton-
ian. The multi-band formulation makes it feasible to study symmetric
properties and spectral properties of the hopping matrix. We prove that
the modulus of the band spectrum of the hopping matrix is bounded
from below by a non-negative function of momentum variable vanish-
ing at a single point. In fact the hopping matrix in momentum space
fails to be invertible only at the point. Therefore, this point times zero
time-momentum is the only singular point of the free covariance in the
zero-temperature limit. The Hamiltonian has sufficient symmetries to
guarantee that the singular point of the free covariance remains to be
the singular point of the effective covariance during infrared (IR) inte-
gration. Therefore, the same renormalization technique as in [19], which
was motivated by [13], applies to this model as well. The power-counting
4
in the IR integration depends on the spatial dimension quantitatively.
The power in the norm estimation of Grassmann polynomials contains
the spatial dimension d as a parameter. By substituting d = 2 we can
recover the same power-counting as in the IR integration process [19,
Section 7]. However, our multi-scale integration is qualitatively unaf-
fected by the generalization of the spatial dimension in the sense that
Grassmann monomials of degree ≥ 4 are irrelevant at every iteration of
the IR integration if the spatial dimension is larger than 1. We follow
steps, which are seen essentially parallel to the stories of [19] in the eyes
of abstraction, to complete the proof of the main theorem. We will refer
to the relevant parts of [19] from time to time to fill the proofs of nec-
essary lemmas. For this reason this work should be strictly considered
as a continuation of [19].
Nonetheless the generalization of the spatial dimension and the gen-
eralization of the interaction cause some technical details to be different
from the previous construction in [19]. The generalization in terms of the
spatial dimension requires the multi-band formulation to be constructed
inductively. This part is explained in Subsection 2.1. In addition to the
new 2d-band formulation procedure in Subsection 2.1, we will present
other sections which are largely affected by the generalization of the in-
teraction without significant omission. These are the symmetric Grass-
mann integral formulation in Subsection 2.2, the Matsubara ultra-violet
(UV) integration in Section 3 and the time-continuum, infinite-volume
limit of the truncated Grassmann integral formulation in Appendix C.
Moreover, in the belief that the inductive arguments in [19, Section 7]
are not seen trivial at present, we make this occasion to present a more
organized version of the IR integration process than [19, Section 7] in
order to convince the readers of the true validity of the mathematical
renormalization group method.
As for a relevance to the contemporary physical research, one can find
the Fermionic Hamiltonian with magnetic flux in a mean-field theory of
the Heisenberg-Hubbard model simulating the high-Tc superconduct-
ing materials ([1]). More recently, the half-filled Hubbard model with
flux π per plaquette together with the half-filled Hubbard model on the
honeycomb lattice tends to be studied by means of numerical compu-
tation in order to describe the metal-insulator transition driven by the
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electron-electron interaction ([23], [8], [15], [28], [9], [24] and so on).
These numerical studies commonly start with a speculation that in the
π-flux Hubbard model at half-filling, unlike in the 0-flux Hubbard model
at half-filling, the semi-metal phase remains in a weak-coupling region
so that the metal-insulator transition is detectable in a middle (not the
edge) of the phase diagram with the horizontal axis of the coupling
strength. The main result of this paper suggests that there is no phase
transition caused by the weak electron interaction not only in the π-flux
Hubbard model but also in a class of electron models with staggered flux.
This should provide a theoretical support for numerical studies into the
metal-insulator transition away from the edge of the phase diagram in
these models yet to appear in physical literature.
The contents of this paper are outlined as follows. In the rest of this
section we define the Hamiltonian operators, see what kind of interaction
is actually covered by our general definition and state the main results of
this paper. In Section 2 we transform the one-band Hamiltonian into a
multi-band Hamiltonian and formulate the multi-band Hamiltonian by
means of finite-dimensional Grassmann integration. In Section 3 we con-
struct the Matsubara UV integration both at a fixed temperature and
at 2 different temperatures. In Section 4 we carry out the IR integration
and complete the proof of the main theorem. In Appendix A we provide
a lemma concerning reordering in a non-commutative C-algebra, which
is conveniently used in the proof that our many-electron system is at
half-filling in Subsection 1.2. In Appendix B we restate Lieb’s result on
a d-dimensional flux phase problem in order to facilitate the derivation
of the corollary about the minimum free energy density from the main
theorem. Finally in Appendix C we prove that each truncation of the
Taylor series of the Grassmann integral formulation of the free energy
density converges in the time-continuum, infinite-volume limit. A flow
chart of our construction showing the dependency between the sections
of this paper and the lemmas of the previous work [19] is given in Figure
1. We also attach a list of notations for sake of the readers in the end.
However, this list only contains notations which were not used in [19]
or were used in [19] with different meanings and thus need additional
remarks. The readers should refer to the more comprehensive list in [19]
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❄Section 1
✲
✛ Appendix A
❍❍
❍❍
❍❨
✡
✡
✡
✡
✡
✡
✡✡✢
Appendix B
✻
[19]
{
Lemma A.2, Lemma A.4,
Theorem A.5.
❄
Section 2
✲
✛ [19]
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Lemma 2.1, Lemma 2.2,
Lemma 2.4, Lemma 2.8,
Lemma 2.10, Lemma B.1,
Lemma B.2, Lemma B.3.
✛
❄
Section 3 [19]


Lemma 3.1, Lemma 3.8,
Lemma 3.9, Lemma 4.1,
Lemma 4.6, Lemma 5.1,
Lemma 5.3, Lemma 6.1,
Lemma 6.2, Lemma 6.3.
✡
✡
✡
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✡
✡
✡✡✢
Appendix C
Section 4
✟✟✟✟✟✙
[19]


Lemma 3.9, Proposition 5.6,
Proposition 5.9, Proposition 6.4 (2),(3),
Lemma 7.4, Lemma 7.5,
Lemma 7.6 (1),(2), Lemma 7.13 (3),(4),
Lemma 7.18 (3), Proof of Theorem 1.1,
Lemma C.3, Lemma E.1,
Lemma E.2.
Figure 1. Flow chart of our construction, where the arrows mean ma-
jor dependency.
for notations which are not contained in the supplementary list of this
paper.
1.2. Hamiltonians. We let the number d (≥ 2) denote the spatial di-
mension throughout this paper. For L ∈ N we define the d-dimensional
spatial lattice Γ(L) by Γ(L) := {0, 1, · · · , L − 1}d. In this subsec-
tion we introduce a class of Hamiltonians on the Fermionic Fock space
Ff(L
2(Γ(2L)×{↑, ↓})). For a technical reason we define the Hamiltoni-
ans in the spatial lattice of even length 2L. Our Hamiltonians contain
an external magnetic field by means of the Peierls substitution. The
phase θL : Z
d × Zd → R is assumed to satisfy that
θL(x,y) = −θL(y,x) (mod 2π),(1.1)
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θL
(
x+ 2L
d∑
j=1
mjej,y
)
= θL(x,y) (mod 2π),
(∀x,y ∈ Zd, mj ∈ Z (j = 1, 2, · · · , d)).
Here ej is the vector of Z
d whose j-th entry is 1 and the other entries are
0. The free energy of the system with the periodic boundary condition
is known to be dependent on the magnetic field only by the flux per
plaquette and the flux through large circles winding around the periodic
lattice. Thus, it is important to specify these fluxes in advance. Let
θj,k ∈ R, εLl ∈ {0, 1} for j, k, l ∈ {1, 2, · · · , d} with j < k. We allow
εLl to change its value depending on L and assume that ε
1
l = 0 (∀l ∈{1, 2, · · · , d}). We assume that
θL(x+ ej,x) + θL(x+ ej + ek,x+ ej)
+ θL(x+ ek,x+ ej + ek) + θL(x,x+ ek) = (−1)xj+xkθj,k (mod 2π),
(1.2)
2L−1∑
m=0
θL(x+ (m+ 1)el,x+mel) = ε
L
l π (mod 2π),
(1.3)
(∀x = (x1, x2, · · · , xd) ∈ Zd, j, k, l ∈ {1, 2, · · · , d} with j < k).
The condition (1.2) determines the flux per plaquette. When d = 2,
the condition (1.2) requires the flux per plaquette to be arranged like a
chessboard as pictured in Figure 2. The condition (1.3) states that the
flux through the closed contour parallel to el is ε
L
l π (mod 2π) for any
l ∈ {1, 2, · · · , d}.
Our analysis will be made on the quantitative assumption that
1
2
max
m∈{1,2,··· ,d}
(
m−1∑
j=1
|1 + eiθj,m|+
d∑
j=m+1
|1 + eiθm,j |
)
< 1.(1.4)
Let tj ∈ R>0 (j = 1, 2, · · · , d) be the hopping amplitudes. The free
Hamiltonian H0 is defined by
H0 :=
∑
x,y∈Γ(2L)
∑
σ∈{↑,↓}
1∃j∈{1,2,··· ,d} s.t. x−y=ej or −ej in (Z/2LZ)dtje
iθL(x,y)ψ∗xσψyσ,
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Figure 2. The chessboard-like flux configuration.
where ψxσ is the annihilation operator and ψ
∗
xσ is its adjoint operator
called creation operator. The function 1P returns 1 if a proposition P
is true, 0 otherwise. For any x ∈ Zd we define ψxσ, ψ∗xσ by identifying
x with the site x′ of Γ(2L) satisfying that x′ = x in (Z/2LZ)d. The
condition (1.1) ensures that H0 is self-adjoint.
To define the interacting part, we introduce the kernel functions.
For any set A,B let Map(A,B) denote the set of maps from A to B.
Take nv ∈ N, Nv ∈ N≥2. We assume that V L0 ∈ Map(Cnv ,C), V Lm ∈
Map(Cnv ,Map((Zd × {↑, ↓})m × (Zd × {↑, ↓})m,C)) (m = 1, 2, · · · , Nv)
satisfy the following conditions.
(i)
U 7→ V L0 (U) : Cnv → C,
U 7→ V Lm (U) : Cnv → Map((Zd × {↑, ↓})m × (Zd × {↑, ↓})m,C)
are linear.
(ii)
V Lm (U)((X1, X2, · · · , Xm), (Y1, Y2, · · · , Ym))(1.5)
= sgn(η) sgn(ξ)
· V Lm (U)((Xη(1), Xη(2), · · · , Xη(m)), (Yξ(1), Yξ(2), · · · , Yξ(m))),
(∀Xj, Yj ∈ Zd × {↑, ↓} (j = 1, 2, · · · , m),U ∈ Cnv , η, ξ ∈ Sm),
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where Sm is the set of all permutations over {1, 2, · · · , m}.
(iii)
V Lm (U)(((x1, σ1), · · · , (xm, σm)), ((y1, τ1), · · · , (ym, τm)))(1.6)
= (−1)
∑m
j=1(1σj=↑+1τj=↑)
· V Lm (U)(((x1, σ1), · · · , (xm, σm)), ((y1, τ1), · · · , (ym, τm))),
(∀(xj, σj), (yj, τj) ∈ Zd × {↑, ↓} (j = 1, 2, · · · , m),U ∈ Cnv).
(iv)
V Lm (U)(((x1, σ1), · · · , (xm, σm)), ((y1, τ1), · · · , (ym, τm)))
(1.7)
= V Lm (U)(((x1,−σ1), · · · , (xm,−σm)), ((y1,−τ1), · · · , (ym,−τm))),
(∀(xj, σj), (yj, τj) ∈ Zd × {↑, ↓} (j = 1, 2, · · · , m),U ∈ Cnv).
(v)
V Lm (U)(((x
1
1, σ1), · · · , (x1m, σm)), ((y11, τ1), · · · , (y1m, τm)))(1.8)
= V Lm (U)(((x
2
1, σ1), · · · , (x2m, σm)), ((y21, τ1), · · · , (y2m, τm))),
(∀x1j ,x2j ,y1j ,y2j ∈ Zd satisfying x1j = x2j ,y1j = y2j in (Z/2LZ)d,
σj, τj ∈ {↑, ↓} (j = 1, 2, · · · , m),U ∈ Cnv).
(vi)
V Lm (U)(((x1 + 2z, σ1), · · · , (xm + 2z, σm)),
(1.9)
((y1 + 2z, τ1), · · · , (ym + 2z, τm)))
= V Lm (U)(((x1, σ1), · · · , (xm, σm)), ((y1, τ1), · · · , (ym, τm))),
(∀(xj, σj), (yj, τj) ∈ Zd × {↑, ↓} (j = 1, 2, · · · , m), z ∈ Zd,U ∈ Cnv).
(vii)
V Lm (U)(((x1, σ1), · · · , (xm, σm)), ((y1, τ1), · · · , (ym, τm)))
(1.10)
= V Lm (U)(((−x1, σ1), · · · , (−xm, σm)), ((−y1, τ1), · · · , (−ym, τm))),
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(∀(xj, σj), (yj, τj) ∈ Zd × {↑, ↓} (j = 1, 2, · · · , m),U ∈ Cnv).
(viii) For any θ ∈ Map(Zd,R) satisfying that θ(x) = θ(y) (∀x,y ∈ Zd
with x = y in (Z/2LZ)d),
V Lm (U)(((x1, σ1), · · · , (xm, σm)), ((y1, τ1), · · · , (ym, τm)))(1.11)
= ei(
∑m
j=1 θ(xj)−
∑m
j=1 θ(yj))
· V Lm (U)(((x1, σ1), · · · , (xm, σm)), ((y1, τ1), · · · , (ym, τm))),
(∀(xj, σj), (yj, τj) ∈ Zd × {↑, ↓} (j = 1, 2, · · · , m),U ∈ Cnv).
(ix)
V L0 (U) = V
L
0 (U), V
L
m (U)(X,Y) = V
L
m (U)(Y,X),(1.12)
(∀X,Y ∈ (Zd × {↑, ↓})m,U ∈ Cnv).
(x)
V Lm (U)(X,Y) = (−1)m
Nv−m∑
l=0
(
m+ l
l
)2
l!
∑
(zj ,ηj)∈Γ(2L)×{↑,↓}
(j=1,2,··· ,l)
(1.13)
· V Lm+l(U)((X, ((z1, η1), (z2, η2), · · · , (zl, ηl))),
(((zl, ηl), (zl−1, ηl−1), · · · , (z1, η1)),Y)),
(∀X,Y ∈ (Zd × {↑, ↓})m,U ∈ Cnv).
(xi) For any j ∈ {1, 2, · · · , nv}, X,Y ∈ (Zd × {↑, ↓})m,
lim
L→∞
L∈N
1
Ld
∂
∂Uj
V L0 (U), limL→∞
L∈N
∂
∂Uj
V Lm (U)(X,Y)
converge.
(xii) For any c ∈ R≥0,
sup
L∈N
sup
U∈Cnv with |Uj |≤1
(j=1,2,··· ,nv)
sup
p,q∈{1,2,··· ,2m−1}
k∈{1,2,··· ,d}
sup
(x,σ)∈Γ(2L)×{↑,↓}
∑
(xj ,σj)∈Γ(2L)×{↑,↓}
(j=1,2,··· ,2m−1)
(1.14)
·
(
L
π
|ei piL 〈x−xq,ek〉 − 1|+ 1
)
e
∑d
j=1(c
L
pi |e
i pi
L
〈x−xp,ej〉−1|)1/2
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· |V Lm (U)(((x, σ), (x1, σ1), · · · , (xm−1, σm−1)),
((xm, σm), (xm+1, σm+1), · · · , (x2m−1, σ2m−1)))| <∞,
where 〈·, ·〉 is the standard inner product.
For U ∈ Rnv we define the interacting part of the Hamiltonian by
V :=
Nv∑
m=0
∑
(xj,σj),(yj ,τj)∈Γ(2L)×{↑,↓}
(j=1,2,··· ,m)
(1.15)
· V Lm (U)(((x1, σ1), · · · , (xm, σm)), ((y1, τ1), · · · , (ym, τm)))
· ψ∗x1σ1 · · ·ψ∗xmσmψy1τ1 · · ·ψymτm.
By the property (1.12) the operator V is self-adjoint. The Hamiltonian
H is defined by H := H0 + V. Note that H is a self-adjoint operator in
the Fermionic Fock space Ff(L
2(Γ(2L)× {↑, ↓})).
The main results of this paper concern analyticity and convergent
properties of the free energy density
− 1
β(2L)d
log(Tr e−βH),
where β ∈ R>0 is the inverse temperature. Since the phase is an im-
portant parameter, we sometimes write H0(θL), H(θL) in place of H0,
H respectively. The many-electron system is half-filled in the following
sense.
Lemma 1.1. For any (x, σ) ∈ Γ(2L)× {↑, ↓},
Tr(e−βHψ∗xσψxσ)
Tr e−βH
=
1
2
.
Proof. Let Ω2L denote the vacuum of the Fock space Ff(L
2(Γ(2L) ×
{↑, ↓})). Define the transform A on Ff(L2(Γ(2L)× {↑, ↓})) by
AΩ2L :=
∏
x∈Γ(2L)
(ψ∗x↑ψ
∗
x↓)Ω2L,
A(ψ∗x1σ1 · · ·ψ∗xnσnΩ2L)
:= (−1)
∑n
j=1
∑d
k=1 〈xj ,ek〉ψx1σ1 · · ·ψxnσn
∏
x∈Γ(2L)
(ψ∗x↑ψ
∗
x↓)Ω2L
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for any (xj, σj) ∈ Γ(2L)× {↑, ↓} (j = 1, 2, · · · , n), and by linearity. We
can see that A is a unitary transform and AH0(θL)A
∗ = H0(−θL). More-
over, by using the properties (1.11), (1.13), (1.12), (1.5) and Lemma A.1
proved in Appendix A in this order,
AVA∗
=
Nv∑
m=0
∑
(xj ,σj),(yj,τj)∈Γ(2L)×{↑,↓}
(j=1,2,··· ,m)
(−1)
∑m
j=1
∑d
k=1 〈xj+yj ,ek〉
· V Lm (U)(((x1, σ1), · · · , (xm, σm)), ((y1, τ1), · · · , (ym, τm)))
· ψx1σ1 · · ·ψxmσmψ∗y1τ1 · · ·ψ∗ymτm
=
Nv∑
m=0
Nv−m∑
l=0
∑
(xj,σj),(yj ,τj)∈Γ(2L)×{↑,↓}
(j=1,2,··· ,m)
∑
(zj ,ηj)∈Γ(2L)×{↑,↓}
(j=1,2,··· ,l)
(−1)m
(
m+ l
l
)2
l!
· V Lm+l(U)((((x1, σ1), · · · , (xm, σm)), ((z1, η1), · · · , (zl, ηl))),
(((zl, ηl), · · · , (z1, η1)), ((y1, τ1), · · · , (ym, τm))))
· ψx1σ1 · · ·ψxmσmψ∗y1τ1 · · ·ψ∗ymτm
=
Nv∑
m=0
m∑
l=0
∑
(xj,σj),(yj ,τj)∈Γ(2L)×{↑,↓}
(j=1,2,··· ,m−l)
∑
(zj ,ηj)∈Γ(2L)×{↑,↓}
(j=1,2,··· ,l)
(−1)m−l
(
m
l
)2
l!
· V Lm (U)((((y1, τ1), · · · , (ym−l, τm−l)), ((z1, η1), · · · , (zl, ηl))),
(((zl, ηl), · · · , (z1, η1)), ((x1, σ1), · · · , (xm−l, σm−l))))
· ψx1σ1 · · ·ψxm−lσm−lψ∗y1τ1 · · ·ψ∗ym−lτm−l
= V,
where we set
V :=
Nv∑
m=0
∑
(xj ,σj),(yj,τj)∈Γ(2L)×{↑,↓}
(j=1,2,··· ,m)
· V Lm (U)((((x1, σ1), · · · , (xm, σm)), ((y1, τ1), · · · , (ym, τm)))
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· ψ∗x1σ1 · · ·ψ∗xmσmψy1τ1 · · ·ψymτm.
Thus, we have for any (x, σ) ∈ Γ(2L)× {↑, ↓} that
Tr(e−βHψ∗xσψxσ)
Tr e−βH
=
Tr(e−β(H0(−θL)+V)Aψ∗xσψxσA
∗)
Tr e−β(H0(−θL)+V)
= 1− Tr(e
−β(H0(−θL)+V)ψ∗xσψxσ)
Tr e−β(H0(−θL)+V)
.
Then, by considering that
Tr e−β(H0(−θL)+V) = Tr e−βH = Tr e−βH,
Tr(e−β(H0(−θL)+V)ψ∗xσψxσ) = Tr(e
−βHψ∗xσψxσ) = Tr(e
−βHψ∗xσψxσ),
we obtain the claimed equality. 
Remark 1.2. There was unfortunately a flaw in the definition of the
unitary transform in [19, Remark 1.4] which was intended to demon-
strate a proof of the same claim as the above lemma. By using the
unitary transform A we can correct [19, Remark 1.4]. It is simpler to
confirm the equalities AH0(θL)A
∗ = H0(−θL), AVA∗ = V for the free
Hamiltonian H0(θL) and the on-site interaction V of [19]. Then, the
conclusion of [19, Remark 1.4] follows from the same argument as the
last part of the above proof.
1.3. Examples. Let us see that the interaction V covers some relevant
models of interacting electrons. To shorten formulas, let vm(c) denote
the left-hand side of the inequality (1.14) for m ∈ {1, 2, · · · , Nv} and
c ∈ R≥0. Moreover, set
v0 := sup
L∈N
sup
U∈Cnv with
|Uj |≤1(j=1,2,··· ,nv)
1
Ld
|V L0 (U)|.
Example 1.3 (The on-site interaction). Let g ∈ Map({1,−1}d, {1, 2,
3, · · · , 2d}). With the coupling constants Uo = (Uo(1), Uo(2), Uo(3), · · · ,
Uo(2
d)) the on-site interaction Vo is defined by
Vo :=
14
∑
x∈Γ(2L)
Uo(g((−1)x1, (−1)x2, · · · , (−1)xd))
(
ψ∗x↑ψx↑ −
1
2
)(
ψ∗x↓ψx↓ −
1
2
)
.
The operator Vo is equivalently written as follows.
Vo =
∑
Xj,Yj∈Γ(2L)×{↑,↓}
(j=1,2)
V Lo,2(Uo)((X1, X2), (Y1, Y2))ψ
∗
X1
ψ∗X2ψY1ψY2
+
∑
X,Y ∈Γ(2L)×{↑,↓}
V Lo,1(Uo)(X, Y )ψ
∗
XψY + V
L
o,0(Uo)
with
V Lo,2(Uo)(((x1, σ1), (x2, σ2)), ((y1, τ1), (y2, τ2)))
:=
1
4
Uo(g((−1)x1,1, (−1)x1,2, · · · , (−1)x1,d))1x1=x2=y1=y2 in (Z/2LZ)d
· (1(σ1,σ2)=(↑,↓) − 1(σ1,σ2)=(↓,↑))(1(τ1,τ2)=(↓,↑) − 1(τ1,τ2)=(↑,↓)),
V Lo,1(Uo)((x, σ), (y, τ))
:= −1
2
Uo(g((−1)x1, (−1)x2, · · · , (−1)xd))1(x,σ)=(y,τ ) in (Z/2LZ)d×{↑,↓},
V Lo,0(Uo) :=
Ld
4
∑
x∈{1,−1}d
Uo(g(x)).
We can check that the kernels V Lo,j (j = 0, 1, 2) satisfy the conditions (i),
(ii), · · · , (xi) with Nv = 2, nv = 2d. We can estimate the factors v0,
vm(c) (m = 1, 2) for this interaction as follows.
v2(c) ≤ 1
2
, v1(c) ≤ 1
2
, v0 ≤ 2d−2.
The operator Vo− V Lo,0(Uo) is also one example of the interaction V and
it is equal to the interaction treated in [19] when d = 2 and g is bijective.
Example 1.4 (The density-density interaction). Let fd be a real-valued
continuous function on Rd satisfying that
fd(0) = 0, |fd(x)| ≤ c1e−c2
∑d
j=1 |xj |, (∀x ∈ Rd),
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where c1, c2 ∈ R>0 are fixed constants. We define the periodic function
fLd on R
d by
fLd (x) := fd
(
L
π
|ei piLx1 − 1|, L
π
|ei piLx2 − 1|, · · · , L
π
|ei piLxd − 1|
)
and the density-density interaction Vd by
Vd := Ud
∑
x,y∈Γ(2L)
fLd (x− y)(ψ∗x↑ψx↑ + ψ∗x↓ψx↓ − 1)(ψ∗y↑ψy↑ + ψ∗y↓ψy↓ − 1),
where Ud is the coupling constant. We can write as follow.
Vd =
∑
Xj,Yj∈Γ(2L)×{↑,↓}
(j=1,2)
V Ld,2(Ud)((X1, X2), (Y1, Y2))ψ
∗
X1
ψ∗X2ψY1ψY2
+
∑
X,Y ∈Γ(2L)×{↑,↓}
V Ld,1(Ud)(X, Y )ψ
∗
XψY + V
L
d,0(Ud)
with the bi-anti-symmetric kernels V Ld,j (j = 0, 1, 2) defined by
V Ld,2(Ud)(((x1, σ1), (x2, σ2)), ((y1, τ1), (y2, τ2)))
:=
1
4
Udf
L
d (x1 − x2)
∑
η,ξ∈S2
sgn(η) sgn(ξ)1(xη(1),ση(1))=(yξ(2),τξ(2)) in (Z/2LZ)d×{↑,↓}
· 1(xη(2),ση(2))=(yξ(1),τξ(1)) in (Z/2LZ)d×{↑,↓},
V Ld,1(Ud)((x, σ), (y, τ)) := −2Ud1(x,σ)=(y,τ ) in (Z/2LZ)d×{↑,↓}
∑
z∈Γ(2L)
fLd (z),
V Ld,0(Ud) := (2L)
dUd
∑
z∈Γ(2L)
fLd (z).
The kernels V Ld,j (j = 0, 1, 2) satisfy the conditions (i), (ii), · · · , (xi) with
Nv = 2, nv = 1. The factors v0, vm(c) (m = 1, 2) can be estimated as
follows.
v2(c) ≤ 2 sup
L∈N
sup
j′∈{1,2,··· ,d}
∑
x∈Γ(2L)
·
(
L
π
|ei piLxj′ − 1|+ 1
)
e
∑d
j=1(c
L
pi |e
i pi
L
xj−1|)1/2|fLd (x)|
16
≤ 2c1
(∑
x∈Z
(|x|+ 1)e(c|x|)1/2−c2 2pi |x|
)d
,
v1(c) ≤ 2
∑
z∈Γ(2L)
|fLd (z)| ≤ 2c1
(∑
x∈Z
e−c2
2
pi |x|
)d
,
v0 ≤ 2dc1
(∑
x∈Z
e−c2
2
pi |x|
)d
.
The density-density interaction only between nearest-neighbor sites has
particular importance for the flux phase problem, since it can be dealt
within the framework of repeated reflection. Such a model is one special
case of the interactions introduced above. To see this, let us choose a
continuous function f on [0,∞) satisfying that
f(x) ∈ [0, 1] (∀x ∈ [0,∞)),(1.16)
f(x) =
{
1 if x ∈ [ 2
pi
, 1],
0 if x ∈ {0} ∪ [ 4
pi
,∞)
and set
fd(x) := f
(
d∑
j=1
|xj|
)
, (x ∈ Zd).
It follows that
fd(0) = 0, |fd(x)| ≤ e 4pie−
∑d
j=1 |xj |, (∀x ∈ Zd).(1.17)
Moreover, for any x ∈ Zd,
fLd (x) =
{
1 if ∃j ∈ {1, 2, · · · , d} s.t. x = ej or − ej in (Z/2LZ)d,
0 otherwise
and thus,
Vd = Ud
∑
x,y∈Γ(2L)
1∃j∈{1,2,··· ,d} s.t. x−y=ej or −ej in (Z/2LZ)d
· (ψ∗x↑ψx↑ + ψ∗x↓ψx↓ − 1)(ψ∗y↑ψy↑ + ψ∗y↓ψy↓ − 1).
In this case the above estimation of v2(c), v1(c), v0 holds with c1 = e
4
pi ,
c2 = 1.
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Example 1.5 (The spin-spin interaction). Let us choose real-valued
continuous functions fs,j (j = 1, 2, 3) on R
d satisfying that
fs,j(0) = 0, |fs,j(x)| ≤ c1e−c2
∑d
k=1 |xk|, (∀x ∈ Rd),
with constants c1, c2 ∈ R>0. Then, set
fLs,j(x) := fs,j
(
L
π
|ei piLx1 − 1|, L
π
|ei piLx2 − 1|, · · · , L
π
|ei piLxd − 1|
)
for x ∈ Rd. With the Pauli matrices
P (1) =
(
0 1
1 0
)
, P (2) =
(
0 −i
i 0
)
, P (3) =
(
1 0
0 −1
)
and the coupling constants Us,j (j = 1, 2, 3), the spin-spin interaction Vs
is defined as follows.
Vs :=
3∑
j=1
Vs,j,
Vs,j := Us,j
∑
x,y∈Γ(2L)
∑
σ,τ,µ,λ∈{↑,↓}
fLs,j(x− y)(ψ∗xσP (j)σ,τψxτ)(ψ∗yµP (j)µ,λψyλ),
(1.18)
(j = 1, 2, 3).
The operators Vs,j (j = 1, 2, 3) can be rewritten as
Vs,j =
∑
Xk,Yk∈Γ(2L)×{↑,↓}
(k=1,2)
V Ls,j,2(Us,j)((X1, X2), (Y1, Y2))ψ
∗
X1
ψ∗X2ψY1ψY2
with the kernels V Ls,j,2 (j = 1, 2, 3) defined by
V Ls,j,2(Us,j)(((x1, σ1), (x2, σ2)), ((y1, τ1), (y2, τ2)))
:=
1
4
Us,jf
L
s,j(x1 − x2)
·
∑
η,ξ∈S2
sgn(η) sgn(ξ)1xη(1)=yξ(2) in (Z/2LZ)d1xη(2)=yξ(1) in (Z/2LZ)d
· P (j)ση(1),τξ(2)P (j)ση(2),τξ(1).
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The kernel V Ls,j,2 satisfies (i), (ii), · · · , (xi) with Nv = 2, nv = 1 and so
does the whole kernel V Ls,2 =
∑3
j=1 V
L
s,j,2 with Nv = 2, nv = 3. For V
L
s,2 an
upper bound on v2(c) is obtained as follows.
v2(c)
≤ 6 sup
L∈N
sup
j′∈{1,··· ,d}
k∈{1,2,3}
∑
x∈Γ(2L)
(
L
π
|ei piLxj′ − 1|+ 1
)
e
∑d
j=1(c
L
pi |ei
pi
Lxj−1|)1/2|fLs,k(x)|
≤ 6c1
(∑
x∈Z
(|x|+ 1)e(c|x|)
1
2−c2 2pi |x|
)d
.
Again by using a continuous non-negative function f on [0,∞) satisfy-
ing (1.16) we can formulate the spin-spin interaction between nearest-
neighbor sites. By setting
fs,j(x) = f
(
d∑
k=1
|xk|
)
,
fLs,j(x) = fs,j
(
L
π
|ei piLx1 − 1|, L
π
|ei piLx2 − 1|, · · · , L
π
|ei piLxd − 1|
)
(j = 1, 2, 3),
the operator Vs,j defined in (1.18) reads
Vs,j =Us,j
∑
x,y∈Γ(2L)
∑
σ,τ,µ,λ∈{↑,↓}
1∃k∈{1,2,··· ,d} s.t. x−y=ek or −ek in (Z/2LZ)d
· (ψ∗xσP (j)σ,τψxτ)(ψ∗yµP (j)µ,λψyλ).
Moreover, the upper bound on v2(c) derived above holds with c1 = e
4
pi ,
c2 = 1 since fs,j satisfies (1.17) in this case.
In summary, the operator Vo+Vd+Vs is one example of the interactions
treated in this paper.
1.4. The main results. For c ∈ R>0 let D(c) denote the disk {z ∈
C | |z| < c}. Recall that for m ∈ {1, 2, · · · , Nv}, vm(c) denotes the left-
hand side of the inequality (1.14). For any non-empty compact set K of
Cnv , C(K;C) denotes the Banach space of all complex-valued continuous
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functions on K, equipped with the uniform norm. Remind us that the
norm of f ∈ C(K;C) is equal to supz∈K |f(z)|. The following theorem
is the main result of this paper.
Theorem 1.6. There exists a constant c(d,Nv) ∈ R>0 depending only on
d and Nv such that the following statements hold true with the quantity
R defined by
R :=
(
Nv∑
l=1
c(d,Nv)
lvl(c(d,Nv))
)−1
·
(
1− 1
2
max
m∈{1,2,··· ,d}
(
m−1∑
j=1
|1 + eiθj,m|+
d∑
j=m+1
|1 + eiθm,j |
))Nvd
2
·
(
min
j∈{1,2,··· ,d}
tj
)Nvd (
max
j∈{1,2,··· ,d}
tj
)1−Nvd
.
(1) There exists F (β, L) ∈ C(D(R)nv ;C) parameterized by β ∈ R>0
and L ∈ N satisfying L ≥ max{t1, t2, · · · , td}β such that F (β, L)
is analytic in D(R)nv and
F (β, L)(U) = − 1
β(2L)d
log(Tr e−βH),
(∀U ∈ D(R)nv ∩ Rnv , β ∈ R>0,
L ∈ N satisfying L ≥ max{t1, t2, · · · , td}β).
(2) There exists F (β) ∈ C(D(R)nv ;C) parameterized by β ∈ R>0 such
that
lim
L→∞,L∈N
with L≥max{t1,t2,··· ,td}β
F (β, L) = F (β) in C(D(R)
nv
;C).
(3) There exists F ∈ C(D(R)nv ;C) such that
lim
β→∞,β∈R>0
F (β) = F in C(D(R)
nv
;C).
If we restrict the interaction V to have a special form and choose the
phase θL to satisfy a certain condition, the free energy density considered
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in Theorem 1.6 becomes the minimum free energy in the flux phase
problem. More precisely, we assume that
V =Uo
∑
x∈Γ(2L)
(
ψ∗x↑ψx↑ −
1
2
)(
ψ∗x↓ψx↓ −
1
2
)(1.19)
+ Ud
∑
x,y∈Γ(2L)
1∃k∈{1,2,··· ,d} s.t. x−y=ek or −ek in (Z/2LZ)d
· (ψ∗x↑ψx↑ + ψ∗x↓ψx↓ − 1)(ψ∗y↑ψy↑ + ψ∗y↓ψy↓ − 1)
+
3∑
j=1
Us,j
∑
x,y∈Γ(2L)
∑
σ,τ,µ,λ∈{↑,↓}
1∃k∈{1,2,··· ,d} s.t. x−y=ek or −ek in (Z/2LZ)d
· (ψ∗xσP (j)σ,τψxτ)(ψ∗yµP (j)µ,λψyλ)
with the Pauli matrices P (j) (j = 1, 2, 3) and Uo ∈ R, Ud, Us,j ∈ R≥0
(j = 1, 2, 3). The interaction V has a form to which the reflection
positivity lemma [20, Lemma] is applicable. As studied in the previous
subsection, the factors v0, v1(c), v2(c) for this interaction are bounded
from above by a constant depending only on c and d.
Recall that for a phase ϕ : Zd × Zd → R satisfying (1.1) we set
H0(ϕ) =
∑
x,y∈Γ(2L)
∑
σ∈{↑,↓}
1∃j∈{1,2,··· ,d} s.t. x−y=ej or −ej in (Z/2LZ)dtje
iϕ(x,y)ψ∗xσψyσ,
(1.20)
and H(ϕ) = H0(ϕ) + V. The flux phase problem is to find a phase ϕ
which minimizes the free energy −(1/β) log(Tr e−βH(ϕ)). Theorem B.4,
which is a simple extension of Lieb’s theorem [20], stated in Appendix
B implies that if the phase θL satisfies (1.1), (1.2) with θj,k = π for
all j, k ∈ {1, 2, · · · , d} with j < k and (1.3) with εLl = 1L∈2Z for all
l ∈ {1, 2, · · · , d}, then
− 1
β
log(Tr e−βH(θL))
= min
{
−1
β
log(Tr e−βH(ϕ))
∣∣∣ ϕ : Zd × Zd → R satisfying (1.1)} .
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Combined with Theorem 1.6, we obtain the following corollary.
Corollary 1.7. There exists a constant c(d) ∈ R>0 depending only on d
such that the following statements hold with the quantity R defined by
R := c(d)
(
min
j∈{1,2,··· ,d}
tj
)2d (
max
j∈{1,2,··· ,d}
tj
)1−2d
.
(1) There exists F (β, L) ∈ C(D(R)5;C) parameterized by β ∈ R>0
and L ∈ N satisfying L ≥ max{t1, t2, · · · , td}β such that F (β, L)
is analytic in D(R)5 and
F (β, L)(Uo, Ud, Us,1, Us,2, Us,3)
= min
{
− 1
β(2L)d
log(Tr e−βH(ϕ))
∣∣∣ ϕ : Zd × Zd → R satisfying (1.1)} ,
(∀Uo ∈ D(R) ∩ R, (Ud, Us,1, Us,2, Us,3) ∈ D(R)
4 ∩ R4≥0,
β ∈ R>0, L ∈ N satisfying L ≥ max{t1, t2, · · · , td}β).
(2) There exists F (β) ∈ C(D(R)5;C) parameterized by β ∈ R>0 such
that
lim
L→∞,L∈N
with L≥max{t1,t2,··· ,td}β
F (β, L) = F (β) in C(D(R)
5
;C).
(3) There exists F ∈ C(D(R)5;C) such that
lim
β→∞,β∈R>0
F (β) = F in C(D(R)
5
;C).
Remark 1.8. Let us explain how Theorem 1.6 and Corollary 1.7 gener-
alize [19, Theorem 1.1, Corollary 1.2]. Both in Theorem 1.6 and Corol-
lary 1.7 the spatial dimension d is any number larger than 1, while it
was fixed to be 2 in [19, Theorem 1.1, Corollary 1.2]. In Theorem 1.6
we assume the flux conditions (1.2), (1.3), which are more general than
the conditions [19, (1,2)] requiring that the flux per plaquette is π (mod
2π) and the flux through the large circles around the periodic square
lattice is 0 (mod 2π). As we saw in Example 1.3, the interaction V covers
the on-site interaction considered in [19, Theorem 1.1] as a special case.
Concerning the spatial dimension and the flux configuration, therefore,
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Theorem 1.6 is more general than [19, Theorem 1.1]. However, here the
hopping amplitude depends only on the direction and thus the whole
hopping amplitudes are described by the d parameters t1, t2, · · · , td,
while in [19, Theorem 1.1] the hopping amplitude is constant in each
direction and is allowed to vary alternately and thus the whole hopping
amplitudes are described by the 4 parameters “th,e, th,o, tv,e, tv,o” as it was
2-dimensional. See [19, Figure 2] for the configuration of the hopping
amplitudes. Theorem 1.6 is less general than [19, Theorem 1.1] only in
this sense. In this paper we do not stick to the generalization of the
hopping amplitudes in the interest of simplicity. If we assume that the
hopping amplitude depends only on the direction in [19, Theorem 1.1],
then the factor “f 2t ” determining the possible magnitude of the coupling
in [19, Theorem 1.1] becomes the factor (min{t1, t2})4(max{t1, t2})−3 in-
cluded in R in Theorem 1.6. In this setting, therefore, Theorem 1.6
naturally extends [19, Theorem 1.1]. As for Corollary 1.7, the apparent
generality is that the interaction includes not only the on-site interaction
but also the density-density interaction and the spin-spin interaction as
defined in (1.19). Moreover, the number L can be both odd and even,
while it was restricted to be odd in [19, Corollary 1.2]. This general-
ization is due to the fact that here the magnetic flux through the large
circles around the lattice can be uniformly 0 (mod 2π) or uniformly π
(mod 2π) depending on the parity of L and thus the free energy density
in Theorem 1.6 can be the minimum in the flux phase problem in both
cases, according to the known sufficient condition restated in Theorem
B.4.
Remark 1.9. It is not trivial to make explicit the dependency of the
constants c(d,Nv), c(d) on d,Nv. We can see from our construction that
it would require a wide range of additional calculations to do so. Not
to lengthen the paper further, we decide not to tackle this clarification.
Remark 1.10. The condition (1.4) requires the flux per plaquette θj,k
not to vanish for any j, k ∈ {1, 2, · · · , d} with j < k. In 2-dimensional
case the constraint (1.4) is fulfilled if θ1,2 6= 0 (mod 2π). This means that
the infinite-volume, zero-temperature limit of the free energy density can
be taken if the system contains an arbitrarily thin magnetic field having
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a chessboard-like flux pattern over the square lattice and the interaction
is accordingly weak.
Remark 1.11. The exponent 1/2 in (1.14) stems from the fact that we
use a Gevrey-class cut-off function φ satisfying that
sup
x∈R
|φ(n)(x)| ≤ 2n(n!)2, (∀n ∈ N ∪ {0})
(see the beginning of Subsection 3.1). We can prove the similar results
for the interactions satisfying (1.14) with the exponent r ∈ (0, 1) in
place of 1/2 by using a cut-off function φ satisfying that
sup
x∈R
|φ(n)(x)| ≤ constn(n!) 1r , (∀n ∈ N ∪ {0}).
However, this generalization will bring the extra parameter r into the
major part of the construction since other parameters need to be tuned
depending on r. In this paper we choose not to pursue this generalization
for simplicity.
2. Multi-band formulation
In this section we introduce a 2d-band Hamiltonian operator whose
free energy density is equal to that governed by the 1-band Hamiltonian
H. Then, we will focus on the 2d-band model and derive the finite-
dimensional Grassmann integral formulation of the partition function.
The Grassmann integral formulation of the 2d-band model will be the
major objective of our multi-scale analysis in the following sections.
2.1. Multi-band Hamiltonian. We will define the hopping matrix of
the multi-band Hamiltonian by induction with respect to the spatial di-
mension. To this end, we need some notations. For n ∈ N let Mat(n,C)
denote the set of all n×n complex matrices and let In denote the n×n
unit matrix. Set
Γn(L) := {0, 1, · · · , L− 1}n, Bn := {1, 2, 3, · · · , 2n}.
Note that for any ρ ∈ Bn there uniquely exists (ρ1, ρ2, · · · , ρn) ∈ {0, 1}n
such that ρ =
∑n−1
j=0 ρj+12
j+1. Thus, we can define bn ∈ Map(Bn, {0, 1}n)
by bn(ρ) := (ρ1, ρ2, · · · , ρn). The map bn is bijective. We will suppress
the index n of Γn(L), Bn, bn after fixing n to be the spatial dimension
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d. We keep showing the dependency on n while we argue inductively
with respect to n. For n ∈ N and (ξj)1≤j≤n ∈ Rn we define the matrix
Un((ξj)1≤j≤n) ∈ Mat(2n,C) parameterized by (ξj)1≤j≤n as follows. Set
U1(ξ1) :=
(
1 0
0 eiξ1
)
.
Assume that we have defined Um((ξj)1≤j≤m) ∈ Mat(2m,C). Then, define
Um+1((ξj)1≤j≤m+1) ∈ Mat(2m+1,C) by
Um+1((ξj)1≤j≤m+1) :=
(
Um((ξj)1≤j≤m) O
O eiξm+1Um((ξj)1≤j≤m)
)
.
Lemma 2.1. For any n ∈ N,
Un((ξj)1≤j≤n)(ρ, η) = e
i
∑n
j=1 bn(ρ)(j)ξjδρ,η, (∀ρ, η ∈ Bn).
Proof. The claim holds for n = 1 by definition. Assume that it holds
for some n ∈ N. Let ρ, η ∈ Bn+1. If bn+1(ρ)(n + 1) 6= bn+1(η)(n + 1),
Un+1((ξj)1≤j≤n+1)(ρ, η) = 0 by definition. If bn+1(ρ)(n+1) = bn+1(η)(n+
1) = 0, by the hypothesis of induction,
Un+1((ξj)1≤j≤n+1)(ρ, η) = Un((ξj)1≤j≤n)(ρ, η) = e
i
∑n
j=1 bn(ρ)(j)ξjδρ,η
= ei
∑n+1
j=1 bn+1(ρ)(j)ξjδρ,η.
If bn+1(ρ)(n+ 1) = bn+1(η)(n+ 1) = 1, by the hypothesis of induction,
Un+1((ξj)1≤j≤n+1)(ρ, η) = e
iξn+1Un((ξj)1≤j≤n)(ρ− 2n, η − 2n)
= ei
∑n
j=1 bn(ρ−2n)(j)ξj+iξn+1δρ−2n,η−2n
= ei
∑n+1
j=1 bn+1(ρ)(j)ξjδρ,η.
Thus, the result holds for n + 1. By induction, the claim holds for any
n ∈ N. 
Let γj,k ∈ R for j, k ∈ {1, 2, · · · , n} with j < k. Then, let (γj,k)1≤j<k≤n
denote the vector
(γ1,2, γ1,3, γ2,3, γ1,4, γ2,4, γ3,4, · · · , γn−1,n) ∈ R
n(n−1)
2 .
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For n ∈ N we define Mn((aj)1≤j≤n, (γj,k)1≤j<k≤n) ∈ Mat(2n,C) parame-
terized by (aj)1≤j≤n ∈ Cn, (γj,k)1≤j<k≤n ∈ Rn(n−1)2 as follows.
M1(a1) :=
(
0 a1
a1 0
)
.
Assume that we have definedMm((aj)1≤j≤m, (γj,k)1≤j<k≤m) ∈ Mat(2m,C).
Then, define Mm+1((aj)1≤j≤m+1, (γj,k)1≤j<k≤m+1) ∈ Mat(2m+1,C) by
Mm+1((aj)1≤j≤m+1, (γj,k)1≤j<k≤m+1)
:=
(
Mm((aj)1≤j≤m, (γj,k)1≤j<k≤m) am+1Um((γj,m+1)1≤j≤m)
am+1Um((γj,m+1)1≤j≤m)∗ Mm((aj)1≤j≤m, (γj,k)1≤j<k≤m)
)
.
We can see from the definition that Mn((aj)1≤j≤n, (γj,k)1≤j<k≤n) is her-
mitian. The matrix Mn((aj)1≤j≤n, (γj,k)1≤j<k≤n) is meant to be a gen-
eralization of the hopping matrix in momentum space. Before substi-
tuting the physical parameters, let us summarize its general proper-
ties. For any M ∈ Mat(n,C) let ‖M‖n×n denote its operator norm
supv∈Cn with ‖v‖Cn=1 ‖Mv‖Cn.
Lemma 2.2. (1) For any ρ, η ∈ Bn,
Mn((aj)1≤j≤n, (γj,k)1≤j<k≤n)(ρ, η)(2.1)
= 1∃j∈{1,2,··· ,n} s.t. bn(ρ)(j)<bn(η)(j)
∧
bn(ρ)(k)=bn(η)(k) (∀k∈{1,2,··· ,n}\{j})
· ei1j≥2
∑j−1
l=1 bn(ρ)(l)γl,jaj
+ 1∃j∈{1,2,··· ,n} s.t. bn(ρ)(j)>bn(η)(j)
∧
bn(ρ)(k)=bn(η)(k) (∀k∈{1,2,··· ,n}\{j})
· e−i1j≥2
∑j−1
l=1 bn(η)(l)γl,jaj.
(2) For any (ξj)1≤j≤n ∈ Rn,
Un((ξj)1≤j≤n)Mn((aj)1≤j≤n, (γj,k)1≤j<k≤n)Un((ξj)1≤j≤n)
∗
=Mn((e
−iξjaj)1≤j≤n, (γj,k)1≤j<k≤n).
(3)
‖Mn((aj)1≤j≤n, (γj,k)1≤j<k≤n)‖2n×2n ≤
n∑
j=1
|aj|.
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(4)
inf
v∈C2n with
‖v‖
C2
n=1
‖Mn((aj)1≤j≤n, (γj,k)1≤j<k≤n)v‖2C2n
≥
(
1− 1n≥21
2
max
m∈{1,2,··· ,n}
(
m−1∑
j=1
|1 + eiγj,m|+
n∑
j=m+1
|1 + eiγm,j |
))
n∑
j=1
|aj|2.
Proof. (1): Assume that the result is true for ρ, η ∈ Bn with ρ ≤ η. Then,
the result for ρ, η ∈ Bn with ρ > η follows from the hermiticity of Mn.
Thus, it suffices to prove the equality for ρ, η ∈ Bn with ρ ≤ η. It holds
for n = 1 by definition. Assume that it is true for some n ∈ N. Take
ρ, η ∈ Bn+1 satisfying ρ ≤ η. It follows that bn+1(ρ)(n+1) ≤ bn+1(η)(n+
1). If bn+1(ρ)(n+ 1) = bn+1(η)(n+ 1), by setting m := bn+1(ρ)(n+ 1)2
n
we see that
Mn+1((aj)1≤j≤n+1, (γj,k)1≤j<k≤n+1)(ρ, η)
=Mn((aj)1≤j≤n, (γj,k)1≤j<k≤n)(ρ−m, η −m)
= 1∃j∈{1,2,··· ,n} s.t. bn(ρ−m)(j)<bn(η−m)(j)
∧
bn(ρ−m)(k)=bn(η−m)(k) (∀k∈{1,2,··· ,n}\{j})
· ei1j≥2
∑j−1
l=1 bn(ρ−m)(l)γl,jaj
= 1∃j∈{1,2,··· ,n+1} s.t. bn+1(ρ)(j)<bn+1(η)(j)
∧
bn+1(ρ)(k)=bn+1(η)(k) (∀k∈{1,2,··· ,n+1}\{j})
· ei1j≥2
∑j−1
l=1 bn+1(ρ)(l)γl,jaj
= (the right-hand side of (2.1)).
If bn+1(ρ)(n+ 1) < bn+1(η)(n+ 1), by Lemma 2.1,
Mn+1((aj)1≤j≤n+1, (γj,k)1≤j<k≤n+1)(ρ, η)
= an+1Un((γj,n+1)1≤j≤n)(ρ, η − bn+1(η)(n+ 1)2n)
= ei
∑n
l=1 bn(ρ)(l)γl,n+1δρ,η−bn+1(η)(n+1)2nan+1
= 1bn+1(ρ)(k)=bn+1(η)(k) (∀k∈{1,2,··· ,n})e
i
∑n
l=1 bn(ρ)(l)γl,n+1an+1
= (the right-hand side of (2.1)).
Thus, the results hold for n+1. The induction with n proves the claim
for any n ∈ N.
(2): The equality for n = 1 can be confirmed by a direct calculation.
Assume that it is true for some n ∈ N. By the definition and the
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hypothesis of induction,
Un+1((ξj)1≤j≤n+1)Mn+1((aj)1≤j≤n+1, (γj,k)1≤j<k≤n+1)Un+1((ξj)1≤j≤n+1)
∗
=
(
Un((ξj)1≤j≤n)Mn((aj)1≤j≤n, (γj,k)1≤j<k≤n)Un((ξj)1≤j≤n)∗
eiξn+1an+1Un((γj,n+1)1≤j≤n)∗
e−iξn+1an+1Un((γj,n+1)1≤j≤n)
Un((ξj)1≤j≤n)Mn((aj)1≤j≤n, (γj,k)1≤j<k≤n)Un((ξj)1≤j≤n)∗
)
= Mn+1((e
−iξjaj)1≤j≤n+1, (γj,k)1≤j<k≤n+1).
Thus, by induction the equality holds for any n ∈ N.
(3): We can see from the definition that the inequality holds for n = 1.
Assume that it holds for some n ∈ N. By the unitary property of
Un((γj,n+1)1≤j≤n) and the claim (2) we have that
Mn+1((aj)1≤j≤n+1, (γj,k)1≤j<k≤n+1)
2 =(
Mn((aj)1≤j≤n, (γj,k)1≤j<k≤n)2 + |an+1|2I2n
an+1Un((γj,n+1)1≤j≤n)∗Mn(((1 + e−iγj,n+1)aj)1≤j≤n, (γj,k)1≤j<k≤n)
an+1Mn(((1 + e
−iγj,n+1)aj)1≤j≤n, (γj,k)1≤j<k≤n)Un((γj,n+1)1≤j≤n)
Mn((aj)1≤j≤n, (γj,k)1≤j<k≤n)2 + |an+1|2I2n
)
.
Thus, for any v1,v2 ∈ C2n,
∥∥∥∥Mn+1((aj)1≤j≤n+1, (γj,k)1≤j<k≤n+1)( v1v2
)∥∥∥∥2
C2
n+1
=
(2.2)
2∑
l=1
〈vl,Mn((aj)1≤j≤n, (γj,k)1≤j<k≤n)2vl + |an+1|2vl〉C2n
+ 2Re 〈v1,
an+1Mn(((1 + e
−iγj,n+1)aj)1≤j≤n, (γj,k)1≤j<k≤n)Un((γj,n+1)1≤j≤n)v2〉C2n .
It follows from (2.2) and the hypothesis of induction that
‖Mn+1((aj)1≤j≤n+1, (γj,k)1≤j<k≤n+1)‖22n+1×2n+1
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≤ ‖Mn((aj)1≤j≤n, (γj,k)1≤j<k≤n)‖22n×2n + |an+1|2
+ 2|an+1|‖Mn(((1 + e−iγj,n+1)aj)1≤j≤n, (γj,k)1≤j<k≤n)‖2n×2n
· sup
v1,v2∈C2
n
with
‖v1‖2
C2
n+‖v2‖2
C2
n=1
‖v1‖C2n‖v2‖C2n
≤ ‖Mn((aj)1≤j≤n, (γj,k)1≤j<k≤n)‖22n×2n + |an+1|2
+ |an+1|‖Mn(((1 + e−iγj,n+1)aj)1≤j≤n, (γj,k)1≤j<k≤n)‖2n×2n
≤
(
n∑
j=1
|aj|
)2
+ |an+1|2 + |an+1|
n∑
j=1
|1 + eiγj,n+1||aj|
≤
(
n+1∑
j=1
|aj|
)2
.
Thus, the inequality holds for n+ 1. The induction with n ensures the
result.
(4): First let us prove that
inf
v∈C2n with
‖v‖
C2
n=1
‖Mn((aj)1≤j≤n, (γj,k)1≤j<k≤n)v‖2C2n(2.3)
≥
n∑
j=1
|aj|2 − 1n≥2
n∑
m=2
|am|
m−1∑
j=1
|1 + eiγj,m||aj|.
We can check that the inequality (2.3) holds for n = 1. Assume that it
holds for some n ∈ N. By (2.2), the induction hypothesis and the claim
(3),
inf
v∈C2n+1 with
‖v‖
C2
n+1=1
‖Mn+1((aj)1≤j≤n+1, (γj,k)1≤j<k≤n+1)v‖2C2n+1
≥ inf
v∈C2n with
‖v‖
C2
n=1
‖Mn((aj)1≤j≤n, (γj,k)1≤j<k≤n)v‖2C2n
+ |an+1|2 − |an+1|‖Mn(((1 + e−iγj,n+1)aj)1≤j≤n, (γj,k)1≤j<k≤n)‖2n×2n
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≥
n∑
j=1
|aj|2 − 1n≥2
n∑
m=2
|am|
m−1∑
j=1
|1 + eiγj,m||aj|
+ |an+1|2 − |an+1|
n∑
j=1
|1 + eiγj,n+1||aj|
=
n+1∑
j=1
|aj|2 −
n+1∑
m=2
|am|
m−1∑
j=1
|1 + eiγj,m||aj|.
Thus, the inequality (2.3) holds for n+1. By induction it holds true for
any n ∈ N.
Define S ∈ Mat(n,C) by
S(j, k) :=

1
2
|1 + eiγj,k | if j < k,
1
2
|1 + eiγk,j | if j > k,
0 if j = k.
It follows from the inequality (2.3) that
inf
v∈C2n with
‖v‖
C2
n=1
‖Mn((aj)1≤j≤n, (γj,k)1≤j<k≤n)v‖2C2n
≥
n∑
j=1
|aj|2 − 1n≥2
n∑
j=1
n∑
k=1
S(j, k)|aj||ak| ≥ (1− 1n≥2‖S‖n×n)
n∑
j=1
|aj|2.
It remains to prove that
‖S‖n×n ≤ 1
2
max
m∈{1,2,··· ,n}
(
m−1∑
j=1
|1 + eiγj,m|+
n∑
j=m+1
|1 + eiγm,j |
)
.(2.4)
Though the inequality of this form is well-known (see e.g.
[7, Lemma 3.1.1]), we give the proof for completeness. Let α ∈ R be
an eigen value of S such that |α| = ‖S‖n×n. Let v = (v1, · · · , vn)t ∈ Cn
be its eigen vector. We can choose l ∈ {1, 2, · · · , n} so that |vl| =
maxj∈{1,2,··· ,n} |vj|. Then,
‖S‖n×n =
∣∣∣∣∣ 1vl
n∑
j=1
S(l, j)vj
∣∣∣∣∣ ≤
n∑
j=1
|S(l, j)| ≤ max
m∈{1,2,··· ,n}
n∑
j=1
|S(m, j)|,
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which is (2.4). 
Now we fix d ∈ N≥2 and use the notations Γ(L), B, b instead of
Γd(L), Bd, bd respectively. Here we formulate the hopping matrix of
our multi-band model. Set pi := (π, π, · · · , π) ∈ Rd. For parameters
ε = (εj)1≤j≤d ∈ Rd, γ = (γj,k)1≤j<k≤d ∈ Rd(d−1)/2 we define E(ε,γ) ∈
Map(Rd,Mat(2d,C)) by
E(ε,γ)(k) :=Md
(tj(1 + ei piLεj−ikj)(1
2
)1L=1)
1≤j≤d
,−γ
 , (k ∈ Rd).
We will see that E(ε,γ) is equal to the hopping matrix of our multi-
band Hamiltonian in momentum space if we replace ε,γ by the actual
parameters. The next lemma follows from Lemma 2.2 and the definition
of E(ε,γ).
Lemma 2.3. The following statements hold for any k ∈ Rd, ε ∈ Rd,
γ ∈ Rd(d−1)/2.
(1)
Ud(pi)E(ε,γ)(k)Ud(pi)
∗ = −E(ε,γ)(k).
(2)
Ud
(
−π
L
ε
)
Ud(k)E(ε,γ)
(
−k+ 2π
L
ε
)
Ud(k)
∗Ud
(
−π
L
ε
)∗
= E(ε,γ)(k).
(3)
‖E(ε,γ)(k)‖2d×2d ≤ 2
d∑
j=1
tj.
(4)∥∥∥∥( ∂∂kj
)m
E(ε,γ)(k)
∥∥∥∥
2d×2d
≤ tj, (∀j ∈ {1, 2, · · · , d}, m ∈ N≥1).
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(5)
inf
v∈C2d with
‖v‖
C2
d=1
‖E(ε,γ)(k)v‖
C2
d
≥
(
1− 1
2
max
m∈{1,2,··· ,d}
(
m−1∑
j=1
|1 + eiγj,m|+
d∑
j=m+1
|1 + eiγm,j |
)) 1
2
· 1
2
min
j∈{1,2,··· ,d}
tj ·
(
d∑
l=1
|1 + ei piLεl−ikl|2
) 1
2
.
We define ν ∈ Map(B × Γ(L),Γ(2L)) by ν((ρ,x)) := 2x+ b(ρ). Note
that ν is bijective. The momentum lattice Γ(L)∗, dual to Γ(L), is defined
by
Γ(L)∗ :=
{
0,
2π
L
, · · · , 2π
L
(L− 1)
}d
.
With the physical parameters εLl ∈ {0, 1}, θj,k ∈ R (l, j, k ∈ {1, 2, · · · , d}
with j < k) introduced in Subsection 1.2, we set εL := (εLj )1≤j≤d,
θ := (θj,k)1≤j<k≤d. Then, we define F (εL, θ) ∈ Map((B × Γ(L))2,C),
G(εL, θ) ∈ Map(Γ(2L)2,C), which formulate the hopping matrices, as
follows.
F (εL, θ)((ρ,x), (η,y)) :=
1
Ld
∑
k∈Γ(L)∗
ei〈x−y,k〉E(εL, θ)(k)(ρ, η),
(∀(ρ,x), (η,y) ∈ B × Γ(L)),
G(εL, θ)(x,y) := F (εL, θ)(ν−1(x), ν−1(y)), (∀x,y ∈ Γ(2L)).
Moreover, we define ϕ ∈ Map(Zd × Zd,R) by
ϕ(x,y) :=

(−1)xj+11j≥2
∑j−1
l=1 1xl∈2Z+1θl,j + 1xj∈2Z
pi
L
εLj
if ∃j ∈ {1, 2, · · · , d} s.t. x− y = ej in (Z/2LZ)d,
(−1)xj+11j≥2∑j−1l=1 1xl∈2Z+1θl,j − 1xj∈2Z+1 piLεLj
if ∃j ∈ {1, 2, · · · , d} s.t. x− y = −ej in (Z/2LZ)d,
0 otherwise.
Note that ϕ satisfies (1.1).
32
Lemma 2.4. (1)
G(εL, θ)(x,y) = |G(εL, θ)(x,y)|eiϕ(x,y), (∀x,y ∈ Γ(2L)).
(2)
|G(εL, θ)(x,y)|
=
{
tj if ∃j ∈ {1, 2, · · · , d} s.t. x− y = ej or − ej in (Z/2LZ)d,
0 otherwise,
(∀x,y ∈ Γ(2L)).
(3)
ϕ(x+ ej,x) + ϕ(x+ ej + ek,x+ ej) + ϕ(x+ ek,x+ ej + ek)
+ ϕ(x,x+ ek)
= (−1)xj+xkθj,k, (∀x ∈ Zd, j, k ∈ {1, 2, · · · , d} with j < k).
(4)
2L−1∑
m=0
ϕ(x+ (m+ 1)ej,x+mej) = ε
L
j π, (∀x ∈ Zd, j ∈ {1, 2, · · · , d}).
Proof. (1), (2): Take x,y ∈ Γ(2L). Let (ρ, xˆ), (η, yˆ) (∈ B × Γ(L))
be such that (ρ, xˆ) = ν−1(x), (η, yˆ) = ν−1(y). Moreover, let b(ρ) =
(ρ1, ρ2, · · · , ρd), b(η) = (η1, η2, · · · , ηd). By Lemma 2.2 (1) and the as-
sumption that ε1l = 0 (∀l ∈ {1, 2, · · · , d}),
G(εL, θ)(x,y)
=
1
Ld
∑
k∈Γ(L)∗
ei〈xˆ−yˆ,k〉
(
1∃j∈{1,2,··· ,d} s.t. ρj<ηj
∧
ρm=ηm (∀m∈{1,2,··· ,d}\{j})
· e−i1j≥2
∑j−1
l=1 ρlθl,jtj(1 + e
i piLε
L
j −ikj)
(
1
2
)1L=1
+ 1∃j∈{1,2,··· ,d} s.t. ρj>ηj
∧
ρm=ηm (∀m∈{1,2,··· ,d}\{j})
· ei1j≥2
∑j−1
l=1 ηlθl,jtj(1 + e
−i piLεLj +ikj)
(
1
2
)1L=1 )
= 1∃j∈{1,2,··· ,d} s.t. ρj<ηj
∧
ρm=ηm (∀m∈{1,2,··· ,d}\{j})
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· e−i1j≥2
∑j−1
l=1 ρlθl,jtj
(
1xˆj=yˆj + e
i piLε
L
j 1xˆj=yˆj+1 (modL)
)(1
2
)1L=1 d∏
m=1
m 6=j
1xˆm=yˆm
+ 1∃j∈{1,2,··· ,d} s.t. ρj>ηj
∧
ρm=ηm (∀m∈{1,2,··· ,d}\{j})
· ei1j≥2
∑j−1
l=1 ηlθl,jtj
(
1xˆj=yˆj + e
−i piLεLj 1xˆj=yˆj−1 (modL)
)(1
2
)1L=1 d∏
m=1
m 6=j
1xˆm=yˆm
= 1∃j∈{1,2,··· ,d} s.t. x−y=ej or −ej in (Z/2LZ)d
∧
xj∈2Ze
−i1j≥2
∑j−1
l=1 1xl∈2Z+1θl,jtj
·
(
1x−y=−ej in (Z/2LZ)d + 1x−y=ej in (Z/2LZ)de
i piLε
L
j
)(1
2
)1L=1
+ 1∃j∈{1,2,··· ,d} s.t. x−y=ej or −ej in (Z/2LZ)d
∧
xj∈2Z+1e
i1j≥2
∑j−1
l=1 1xl∈2Z+1θl,jtj
·
(
1x−y=ej in (Z/2LZ)d + 1x−y=−ej in (Z/2LZ)de
−i piLεLj
)(1
2
)1L=1
= 1L=11∃j∈{1,2,··· ,d} s.t. x−y=ej in (Z/2LZ)de
i(−1)xj+11j≥2
∑j−1
l=1 1xl∈2Z+1θl,jtj
+ 1L≥2
(
1∃j∈{1,2,··· ,d} s.t. x−y=ej in (Z/2LZ)d
· ei(−1)xj+11j≥2
∑j−1
l=1 1xl∈2Z+1θl,j+i1xj∈2Z
pi
Lε
L
j tj
+ 1∃j∈{1,2,··· ,d} s.t. x−y=−ej in (Z/2LZ)d
· ei(−1)xj+11j≥2
∑j−1
l=1 1xl∈2Z+1θl,j−i1xj∈2Z+1 piLε
L
j tj
)
.
This implies the claims (1), (2).
(3): Take j, k ∈ {1, 2, · · · , d} with j < k and x ∈ Zd. By definition,
ϕ(x+ ej,x) + ϕ(x+ ej + ek,x+ ej) + ϕ(x+ ek,x+ ej + ek)
+ ϕ(x,x+ ek)
= (−1)xj+21j≥2
j−1∑
l=1
1xl∈2Z+1θl,j + 1xj+1∈2Z
π
L
εLj
+ (−1)xk+2
 j−1∑
l=1
1xl∈2Z+1θl,k + 1xj+1∈2Z+1θj,k +
k−1∑
l=j+1
1xl∈2Z+1θl,k

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+ 1xk+1∈2Z
π
L
εLk + (−1)xj+11j≥2
j−1∑
l=1
1xl∈2Z+1θl,j − 1xj∈2Z+1
π
L
εLj
+ (−1)xk+1
k−1∑
l=1
1xl∈2Z+1θl,k − 1xk∈2Z+1
π
L
εLk
= (−1)xk+21xj+1∈2Z+1θj,k + (−1)xk+11xj∈2Z+1θj,k
= (−1)xj+xkθj,k.
Thus, the claim (3) holds.
(4): The equality follows from the definition of ϕ. 
Since we have constructed the hopping matrix, we can readily define
the 2d-band Hamiltonian. Using the creation, annihilation operators on
the Fermionic Fock space Ff(L
2(B × Γ(L)× {↑, ↓})), we set
H0 :=
∑
(ρ,x),(η,y)∈B×Γ(L)
∑
σ∈{↑,↓}
F (εL, θ)((ρ,x), (η,y))ψ∗ρxσψηyσ,
V :=
Nv∑
m=0
∑
(ρj ,xj,σj),(ηj,yj,τj)∈B×Γ(L)×{↑,↓}
(j=1,2,··· ,m)
· V Lm (U)((ν(ρ1,x1)σ1, · · · , ν(ρm,xm)σm), (ν(η1,y1)τ1, · · · , ν(ηm,ym)τm))
· ψ∗ρ1x1σ1 · · ·ψ∗ρmxmσmψη1y1τ1 · · ·ψηmymτm,
H := H0 + V
for U ∈ Rnv . The operator H is defined in Ff(L2(B × Γ(L) × {↑, ↓}))
and self-adjoint. The following lemma suggests that we can focus on the
free energy density governed by the Hamiltonian H in order to prove
Theorem 1.6.
Lemma 2.5.
Tr e−βH = Tr e−βH .
Proof. Let us define the operators H′0, H
′ on Ff(L2(Γ(2L)× {↑, ↓})) by
H
′
0 :=
∑
x,y∈Γ(2L)
∑
σ∈{↑,↓}
G(εL, θ)(x,y)ψ∗xσψyσ,
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H
′ := H′0 + V.
Moreover, define the map W from Ff(L
2(B × Γ(L)× {↑, ↓})) to
Ff(L
2(Γ(2L)× {↑, ↓})) by
W (ΩL) := Ω2L,
W (ψ∗ρ1x1σ1 · · ·ψ∗ρnxnσnΩL) := ψ∗ν(ρ1x1)σ1 · · ·ψ∗ν(ρnxn)σnΩ2L
and by linearity. Here ΩL denotes the vacuum of Ff(L
2(B × Γ(L) ×
{↑, ↓})). We can see thatW is unitary,WHW ∗ = H′ and thus Tr e−βH′ =
Tr e−βH. Since the phases θL, ϕ satisfy (1.1), (1.2) and (1.3), Lemma
B.3 in Appendix B ensures that Tr e−βH = Tr e−βH
′
. Thus, we obtain the
claimed equality. 
From here until the proof of Theorem 1.6 in Subsection 4.2 we mainly
study Tr e−βH instead of Tr e−βH.
2.2. Grassmann integral formulation. In this subsection we de-
rive finite-dimensional Grassmann integral formulations of the quantity
log(Tr e−βH/Tr e−βH0). Most of the lemmas in this subsection are based
on the same ideas as in [19, Subsection 2.2, 2.3, 2.4, 2.5]. To avoid un-
necessary repetition, we only provide parts of the proofs which need to
be clarified.
With the parameter h ∈ (2/β)N the index set I of the basis of Grass-
mann algebra is defined by
I := B × Γ(L)× {↑, ↓} × [0, β)h × {1,−1},
where [0, β)h := {0, 1/h, 2/h, · · · , β − 1/h}, a discrete version of the
interval [0, β). Let N denote 2d+2Ldβh, the cardinality of I. Let V
be the complex vector space spanned by the abstract basis {ψX}X∈I .
Then, let
∧V denote the direct sum of anti-symmetric tensor products
of V . We call ∧V Grassmann algebra generated by {ψX}X∈I . Apart
from minor differences between the index sets, the basic description
of finite-dimensional Grassmann integral in [19, Subsection 2.2] applies
in this paper as well. We follow the same notational rules concerning
Grassmann polynomials set in [19, Subsection 2.2]. The Grassmann
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polynomial V (ψ), the analogue of the interaction V in
∧V is defined by
V (ψ) :=
(2.5)
Nv∑
m=0
∑
(ρj,xj ,σj),(ηj,yj,τj)∈B×Γ(L)×{↑,↓}
(j=1,2,··· ,m)
1
h
∑
s∈[0,β)h
· V Lm (U)((ν(ρ1,x1)σ1, · · · , ν(ρm,xm)σm), (ν(η1,y1)τ1, · · · , ν(ηm,ym)τm))
· ψρ1x1σ1s · · ·ψρmxmσmsψη1y1τ1s · · ·ψηmymτms
with U ∈ Cnv . We can expand a Grassmann polynomial f(ψ) ∈ ∧V
by using the anti-symmetric kernels fm : I
m → C (m = 1, 2, · · · , N) as
follows.
f(ψ) = f0 +
N∑
m=1
(
1
h
)m ∑
X∈Im
fm(X)ψX,
where f0 ∈ C, ψX := ψX1ψX2 · · ·ψXm for X = (X1, X2, · · · , Xm) ∈ Im.
For any function g on Im its L1-norm ‖g‖L1 is defined by
‖g‖L1 :=
(
1
h
)m ∑
X∈Im
|g(X)|.
It will be convenient to let ‖g0‖L1 denote |g0| for g0 ∈ C as well. Set
Umax := maxj∈{1,2,··· ,nv} |Uj|. The anti-symmetric kernels of V (ψ) can be
estimated as follows.
Lemma 2.6.
|V0| ≤ βLdUmaxv0,
‖V2m‖L1 ≤ 2d+1βLdUmaxvm(0), (∀m ∈ {1, 2, · · · , Nv}),
‖Vm‖L1 = 0, (∀m ∈ {1, 2, · · · , N}\{2, 4, · · · , 2Nv}).
Proof. The bounds on |V0|, ‖Vm‖L1 (m ∈ {1, 2, · · · , N}\{2, 4, · · · , 2Nv})
follow from definition. Let m ∈ {1, 2, · · · , Nv}. By [19, Lemma B.1],
the bijectivity of ν and the definition of vm(0) we have that
‖V2m‖L1
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≤ β
∑
(xj ,σj),(yj,τj)∈Γ(2L)×{↑,↓}
(j=1,2,··· ,m)
|V Lm (U)((x1σ1, · · · ,xmσm), (y1τ1, · · · ,ymτm))|
≤ 2d+1βLdUmaxvm(0).

The free covarianceC is defined as follows. For (ρ,x, σ, x), (η,y, τ, y) ∈
B × Γ(L)× {↑, ↓} × [0, β),
C(ρxσx, ηyτy) :=
Tr(e−βH0(1x≥yψ∗ρxσ(x)ψηyτ(y)− 1x<yψηyτ(y)ψ∗ρxσ(x)))
Tr e−βH0
,
(2.6)
where ψ(∗)ρxσ(x) := e
xH0ψ(∗)ρxσe
−xH0. LetM denote the set of the Matsubara
frequency (π/β)(2Z+ 1). We introduce the finite subset Mh of M by
Mh := {ω ∈M | |ω| < πh}.
If we restrict the time variables to the discrete set [0, β)h, the covariance
can be written as a sum over Mh × Γ(L)∗. Set
I0 := B × Γ(L)× {↑, ↓} × [0, β)h.
For (ρ,x, σ, x), (η,y, τ, y) ∈ I0,
C(ρxσx, ηyτy)(2.7)
=
δσ,τ
βLd
∑
(ω,k)∈Mh×Γ(L)∗
ei〈x−y,k〉+i(x−y)ωh−1(I2d − e−iωh I2d+ 1hE(k))−1(ρ, η),
where E ∈ Map(Rd,Mat(2d,C)) is defined by
E(k) := E(−εL,−θ)(k).
Let us briefly explain how to derive (2.7). It is implied by [19, Lemma 2.1]
that
C(ρxσx, ηyτy)
=
δσ,τ
βLd
∑
(ω,k)∈Mh×Γ(L)∗
e−i〈x−y,k〉+i(x−y)ωh−1
(
I2d − e−iωh I2d+ 1hE(εL,θ)(k)
)−1
(ρ, η).
Then, by using that E(εL, θ)(k) = E(−εL,−θ)(−k) we obtain (2.7).
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The next lemma states that the quantity log(Tr e−βH/Tr e−βH0) is
equal to the time-continuum limit of the Grassmann Gaussian integral
with the covariance C. Despite the generalization of the interaction,
its proof is parallel to [19, Lemma 2.2], which was built upon the idea
that the discretization of the integrals over [0, β) inside the perturba-
tive expansion of Tr e−βH/Tr e−βH0 converges well as the step size is sent
to zero. For any z ∈ C\R≤0 we define log z ∈ C by the principal value
log |z|+iθ with θ ∈ (−π, π) satisfying z = |z|eiθ. See [19, Subsection 2.2]
for the definition of the Grassmann Gaussian integral
∫ ·dµC(ψ).
Lemma 2.7. (1) For any r ∈ R>0 there exists h0 ∈ R>0 such that
Re
∫
e−V (ψ)dµC(ψ) > 0,
(∀U ∈ D(r)nv ∩ Rnv , h ∈ (2/β)N with h ≥ h0).
(2) For any r ∈ R>0,
lim
h→∞
h∈(2/β)N
sup
U∈D(r)nv∩Rnv
∣∣∣∣∣log
(
Tr e−βH
Tr e−βH0
)
− log
(∫
e−V (ψ)dµC(ψ)
)∣∣∣∣∣ = 0.
Next we connect the above formulation to another Grassmann integral
formulation which has better symmetric properties from a technical view
point of infrared integration process. The general estimation in [19,
Appendix B] underlies the analysis in the rest of this section. Let χ be
a compactly supported smooth function on R satisfying that χ(x) ∈ [0, 1]
(∀x ∈ R). This section proceeds without imposing more conditions on
χ. The function χ will be specified after this section. Using χ as a
cut-off function, we introduce the covariances C+≤0, C
+
>0, C
∞
≤0, C
−
>0, C
+(h)
>0 ,
I ∈ Map(I20 ,C) as follows. For (ρ,x, σ, x), (η,y, τ, y) ∈ I0,
C+≤0(ρxσx, ηyτy) :=
δσ,τ
βLd
∑
(ω,k)∈Mh×Γ(L)∗
ei〈x−y,k〉+i(x−y)ω
· χ(h|1− eiωh |)h−1(I2d − e−iωh I2d+ 1hE(k))−1(ρ, η),
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C+>0(ρxσx, ηyτy) :=
δσ,τ
βLd
∑
(ω,k)∈Mh×Γ(L)∗
ei〈x−y,k〉+i(x−y)ω
(2.8)
· (1− χ(h|1− eiωh |))h−1(I2d − e−iωh I2d+ 1hE(k))−1(ρ, η),
C∞≤0(ρxσx, ηyτy) :=
δσ,τ
βLd
∑
(ω,k)∈Mh×Γ(L)∗
ei〈x−y,k〉+i(x−y)ω
· χ(|ω|)(iωI2d − E(k))−1(ρ, η),
C−>0(ρxσx, ηyτy) :=
δσ,τ
βLd
∑
(ω,k)∈Mh×Γ(L)∗
ei〈x−y,k〉+i(x−y)ω
(2.9)
· (1− χ(h|1− eiωh |))h−1(eiωh I2d− 1hE(k) − I2d)−1(ρ, η),
C
+(h)
>0 (ρxσx, ηyτy) := C
+
>0(ρxσx, ηyτy)
+
1(ρ,x,σ)=(η,y,τ )
βh
∑
ω∈Mh
ei(x−y)ωχ(h|1− eiωh |),
I(ρxσx, ηyτy) := 1(ρ,x,σ,x)=(η,y,τ,y).
One can derive from the definitions that
C
+(h)
>0 (ρxσx, ηyτy) = C
−
>0(ρxσx, ηyτy) + I(ρxσx, ηyτy),(2.10)
(∀(ρ,x, σ, x), (η,y, τ, y) ∈ I0).
The next lemma can be proved by applying Gram’s inequality and the
Cauchy-Binet formula in the same way as in the proof of [19, Lemma 2.4].
Lemma 2.8. There exist (β, L, d, χ, E)-dependent, h-independent con-
stants h0, c1 ∈ R>0 such that the following inequalities hold for any
h ∈ (2/β)N with h ≥ h0.
| det(Co(Xi, Yj))1≤i,j≤n| ≤ cn1 ,
| det(C+(h)>0 (Xi, Yj)− C+>0(Xi, Yj))1≤i,j≤n| ≤
1
h
cn1 ,
| det(C+≤0(Xi, Yj)− C∞≤0(Xi, Yj))1≤i,j≤n| ≤
1
h
cn1 ,
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(∀n ∈ N, Xj, Yj ∈ I0 (j = 1, 2, · · · , n))
for Co = C, C
+
≤0, C
+
>0, C
∞
≤0, C
−
>0, C
+(h)
>0 .
In the following we assume that h ≥ h0 so that the results of Lemma
2.8 are available. Define the Grassmann polynomials V +(ψ), V −(ψ),
S+(ψ), S−(ψ), S0(ψ) ∈ ∧V by
V +(ψ) := V (ψ),
(2.11)
V −(ψ) :=
Nv∑
m=0
∑
(ρj ,xj,σj),(ηj,yj,τj)∈B×Γ(L)×{↑,↓}
(j=1,2,··· ,m)
1
h
∑
s∈[0,β)h
(−1)m
· V Lm ((ν(ρ1,x1)σ1, · · · , ν(ρm,xm)σm), (ν(η1,y1)τ1, · · · , ν(ηm,ym)τm))
· ψρ1x1σ1s · · ·ψρmxmσmsψη1y1τ1s · · ·ψηmymτms,
Sδ(ψ) :=
∫
e−V
δ(ψ+ψ1)dµCδ>0(ψ
1), (δ ∈ {+,−}),
S0(ψ) :=
∫
e−V
+(ψ+ψ1)dµ
C
+(h)
>0
(ψ1).
For conciseness let g(α) denote
βLdv0 + 2
d+1βLd
Nv∑
m=1
(α+ 1)2mcm1 vm(0)
for α ∈ R≥0, where c1 is the constant appearing in Lemma 2.8.
Lemma 2.9. (1)
|Sδ0 − e−V0| ≤ eUmaxg(0) − eUmaxβL
dv0, (∀δ ∈ {+,−, 0}).
(2)
N∑
m=0
αmc
m
2
1 ‖Sδm‖L1 ≤ eUmaxg(α), (∀α ∈ R≥0, δ ∈ {+,−, 0}).
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(3)
N∑
m=0
αmc
m
2
1 ‖S+m − S0m‖L1 ≤
1
h
(eUmaxg(α+1) − eUmaxβLdv0), (∀α ∈ R≥0).
(4)
N∑
m=0
αmc
m
2
1 ‖S−m − S0m‖L1 ≤
1
βh
(Umaxg(α)− UmaxβLdv0)2eUmaxg(α),
(∀α ∈ R≥0).
Proof. Combination of Lemma 2.6, Lemma 2.8 and
[19, Lemma B.2 (1),(2),(4)] yields the inequalities in (1), (2), (3).
Let us prove the inequality in (4), which is a generalization of [19,
Lemma 2.6]. Define the functions W δm (δ = +,−, m = 1, 2, · · · , Nv) on
(B × Γ(L)× {↑, ↓})m × (B × Γ(L)× {↑, ↓})m by
W δm(((ρ1,x1, σ1), · · · , (ρm,xm, σm)), ((η1,y1, τ1), · · · , (ηm,ym, τm)))
:= (1δ=+ + 1δ=−(−1)m)
· V Lm ((ν(ρ1,x1)σ1, · · · , ν(ρm,xm)σm), (ν(η1,y1)τ1, · · · , ν(ηm,ym)τm)),
(∀(ρj,xj, σj), (ηj,yj, τj) ∈ B × Γ(L)× {↑, ↓} (j = 1, 2, · · · , m)).
For any s ∈ [0, β)h, X = (X1, X2, · · · , Xm) ∈ (B × Γ(L) × {↑, ↓})m we
abbreviate (Xm, Xm−1, · · · , X1), ((X1, s), (X2, s), · · · , (Xm, s)), ψX1sψX2s
· · ·ψXms, ψX1sψX2s · · ·ψXms to X˜, Xs, ψXs, ψXs respectively. For s ∈
[0, β)h we define W
δ
s (ψ) ∈
∧V (δ = +,−) by
W δs (ψ) :=
Nv∑
m=1
∑
X,Y∈(B×Γ(L)×{↑,↓})m
W δm(X,Y)ψXsψYs.
Take s1, s2, · · · , sn ∈ [0, β)h satisfying sj 6= sk (∀j, k ∈ {1, 2, · · · , n} with
j 6= k). By the invariance (1.13), the equality (2.10) and anti-symmetry,
∫ n∏
j=1
W+sj (ψ + ψ
1)dµ
C
+(h)
>0
(ψ1)
(2.12)
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=∫ n∏
j=1
W+sj (ψ + ψ
1 + ψ2)dµI(ψ
2)dµC−>0(ψ
1)
=
∫ n∏
j=1
(
Nv∑
mj=1
mj∑
lj=0
∑
Xj ,Yj∈(B×Γ(L)×{↑,↓})
mj−lj
Wj∈(B×Γ(L)×{↑,↓})
lj
(
mj
lj
)2
lj!
·W+mj((Xj,Wj), (W˜j,Yj))(ψ + ψ
1
)Xjsj(ψ + ψ
1)Yjsjψ
2
Wjsj
ψ2
W˜jsj
)
· dµI(ψ2)dµC−>0(ψ1)
=
∫ n∏
j=1
(
Nv∑
mj=1
mj∑
lj=0
∑
Xj ,Yj∈(B×Γ(L)×{↑,↓})
mj−lj
Wj∈(B×Γ(L)×{↑,↓})
lj
(
mj
lj
)2
lj!
·W+mj((Xj,Wj), (W˜j,Yj))(ψ + ψ
1
)Xjsj(ψ + ψ
1)Yjsj
)
dµC−>0(ψ
1)
=
∫ n∏
j=1
W−sj (ψ + ψ
1)dµC−>0(ψ
1).
Define Qδ(ψ) ∈ ∧V (δ = +,−) by
Qδ(ψ) := e−V0 + e−V0
N∑
n=1
(−1)n
n!
n∏
j=1
1
h
∑
sj∈[0,β)h

· 1∀j∀k∈{1,2,··· ,n}(j 6=k→sj 6=sk)
n∏
j=1
W δsj(ψ).
Then, the equality (2.12) implies that∫
Q+(ψ + ψ1)dµ
C
+(h)
>0
(ψ1) =
∫
Q−(ψ + ψ1)dµC−>0(ψ
1).
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Therefore,
S0(ψ)− S−(ψ) =
∫
(e−V
+(ψ+ψ1) −Q+(ψ + ψ1))dµ
C
+(h)
>0
(ψ1)(2.13)
−
∫
(e−V
−(ψ+ψ1) −Q−(ψ + ψ1))dµC−>0(ψ1).
Let us set
S˜0(ψ) :=
∫
(e−V
+(ψ+ψ1) −Q+(ψ + ψ1))dµ
C
+(h)
>0
(ψ1).
For any m ∈ {0, 1, · · · , N} we can characterize S˜0m(ψ), the m-th order
part of S˜0(ψ) as follows.
S˜0m(ψ) =e
−V0
N∑
n=2
(−1)n
n!
n∏
j=1
(
1
h
∑
sj∈[0,β)h
Nv∑
mj=1
mj∑
kj=0
mj∑
lj=0
(
mj
kj
)(
mj
lj
)
·
∑
Xj∈(B×Γ(L)×{↑,↓})
mj−kj ,X′j∈(B×Γ(L)×{↑,↓})
kj
Yj∈(B×Γ(L)×{↑,↓})
mj−lj ,Y′j∈(B×Γ(L)×{↑,↓})
lj
W+mj((Xj,X
′
j), (Yj,Y
′
j))
)
· 1∃j∃k∈{1,2,··· ,n}(j 6=k∧sj=sk)1∑nj=1 kj=∑nj=1 lj=m2 ε±
·
∫
ψ
1
X1s1
ψ1Y1s1ψ
1
X2s2
ψ1Y2s2 · · ·ψ
1
Xnsn
ψ1YnsndµC+(h)>0
(ψ1)
· ψX′1s1ψY′1s1ψX′2s2ψY′2s2 · · ·ψX′nsnψY′nsn,
where the factor ε± ∈ {1,−1} depends only on mj, kj, lj (j = 1, 2, · · · ,
n). From this equality, Lemma 2.8, [19, Lemma B.1] and the inequality
that
n∏
j=1
1
h
∑
sj∈[0,β)h
 1∃j∃k∈{1,2,··· ,n}(j 6=k∧sj=sk) ≤ ( n2
)
βn−1
h
, (∀n ∈ N≥2),
we can deduce that
‖S˜0m‖L1 ≤ e|V0|
N∑
n=2
1
n!
(
n
2
)
βn−1
h
n∏
j=1
(
Nv∑
mj=1
mj∑
kj=0
mj∑
lj=0
(
mj
kj
)(
mj
lj
)
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·
∑
X,Y∈(Γ(2L)×{↑,↓})mj
|V Lmj(X,Y)|c
mj
1
)
c
−m2
1 1
∑n
j=1 kj=
∑n
j=1 lj=
m
2
.
Thus, for any α ∈ R≥0,
N∑
m=0
αmc
m
2
1 ‖S˜0m‖L1 =
N/2∑
m=0
α2mcm1 ‖S˜02m‖L1
≤ 1
2βh
eUmaxβL
dv0
∞∑
n=2
1
(n− 2)!(Umaxg(α)− UmaxβL
dv0)
n
=
1
2βh
(Umaxg(α)− UmaxβLdv0)2eUmaxg(α).
The Grassmann polynomial∫
(e−V
−(ψ+ψ1) −Q−(ψ + ψ1))dµC−>0(ψ1)
can be estimated in the same way as above. By combining these bounds
with the equality (2.13) we can derive the claimed inequality. 
Lemma 2.10. Let α ∈ R≥0 and ε ∈ (0, 1). Assume that
Umaxg(α) ≤ log
(
2(ε+ 1)
ε+ 2
)
.
Then, the following inequalities hold.
(1)
|Sδ0 − e−V0| ≤
ε
ε+ 2
, (∀δ ∈ {+,−, 0}).
(2)
sup
δ∈{+,−,0}
N∑
m=1
αmc
m
2
1 ‖Sδm‖L1 ≤ ε inf
δ∈{+,−,0}
|Sδ0|.
Proof. (1): It follows from Lemma 2.9 (1) and the assumption that for
δ ∈ {+,−, 0},
|Sδ0 − e−V0| ≤ eUmaxg(0) − 1 ≤
ε
ε+ 2
.
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(2): The assumption implies that
eUmaxg(α) ≤ (ε+ 1)(2− eUmaxg(α)).(2.14)
Moreover, by Lemma 2.9 (1) and the inequality that
|e−V0 − 1| ≤ eUmaxβLdv0 − 1
we see that
|Sδ0 − 1| ≤ |Sδ0 − e−V0|+ |e−V0 − 1| ≤ eUmaxg(0) − 1(2.15)
for any δ ∈ {+,−, 0}. Thus,
2− eUmaxg(α) ≤ inf
δ∈{+,−,0}
|Sδ0 |.(2.16)
Using Lemma 2.9 (2), (2.14) and (2.16), we have that
sup
δ∈{+,−,0}
N∑
m=1
αmc
m
2
1 ‖Sδm‖L1 ≤ eUmaxg(α) − inf
δ∈{+,−,0}
|Sδ0 | ≤ ε inf
δ∈{+,−,0}
|Sδ0|.

Lemma 2.11. Let α ∈ R≥0, ε ∈ (0, 1). Assume that
Umaxg(α+ 1) ≤ log
(
2(ε+ 1)
ε+ 2
)
.
Set Rδ(ψ) := logSδ(ψ), (δ ∈ {+,−, 0}). Then, the following inequalities
hold for any h ∈ (2/β)N satisfying h > max{1/2, 2/β, h0}.
(1)
|Rδ0| ≤ log
(
ε+ 2
2
)
, (∀δ ∈ {+,−, 0}).
(2)
N∑
m=1
αmc
m
2
1 ‖Rδm‖L1 ≤ − log(1− ε), (∀δ ∈ {+,−, 0}).
(3)
|Rδ0 −R00| ≤ − log
(
1−max
{
1,
4
β
}
1
2h
)
, (∀δ ∈ {+,−}).
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(4)
N∑
m=1
αmc
m
2
1 ‖Rδm − R0m‖L1 ≤ max
{
1,
4
β
}
1
2(1− ε)h, (∀δ ∈ {+,−}).
Proof. It follows from (2.15) and the assumption that
|Sδ0 − 1| ≤
ε
ε+ 2
< 1, (∀δ ∈ {+,−, 0}).
This means that the assumption of [19, Lemma B.3] is satisfied and thus
we can apply it. The claims can be proved in a way close to the proof of
[19, Lemma 2.8]. We only explain which lemmas are necessary to prove
each claim. We use the assumption, (2.15) and [19, Lemma B.3 (1)]
to prove the claim (1). The assumption and Lemma 2.10 (2) enable
us to apply [19, Lemma B.3 (2)] to prove the claim (2). We use the
assumption, Lemma 2.9 (3),(4), (2.16) and [19, Lemma B.3 (3)] to prove
the claim (3). By combining the assumption, Lemma 2.9 (3),(4), Lemma
2.10 (2) and (2.16) with [19, Lemma B.3 (4)] we can deduce the claim
(4). 
Here we reach the lemma stating that the Grassmann integral formu-
lation in Lemma 2.7 can be approximated by another formulation which
will turn out to have a desirable symmetry later in Section 4. We will
mainly deal with this formulation in the infrared multi-scale analysis in
Section 4.
Lemma 2.12. There exist (β, L, d, g(2), χ, E)-dependent, h-independent
constants h0, c2, c3 ∈ R>0 such that the following statements hold for
any h ∈ (2/β)N satisfying h ≥ h0 and U ∈ Cnv satisfying |Uj| ≤ c2
(∀j ∈ {1, 2, · · · , nv}).
(1)
Re
∫
e−V (ψ)dµC(ψ) > 0,
Re
∫
e
1
2 (R
+(ψ)+R−(ψ))dµC∞≤0(ψ) > 0.
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(2)∣∣∣∣log(∫ e−V (ψ)dµC(ψ))− log(∫ e12 (R+(ψ)+R−(ψ))dµC∞≤0(ψ))
∣∣∣∣ ≤ 1hc3.
Proof. Take ε ∈ (0, 2/5). Assume that
Umax ≤ g(3)−1 log
(
2(ε+ 1)
ε+ 2
)
.
Then, all the inequalities claimed in Lemma 2.11 hold with α = 2 and
h ∈ (2/β)N satisfying h > max{1/2, 2/β, h0}. Note that the inequalities
proved in Lemma 2.11 have exactly the same form as those proved in [19,
Lemma 2.8]. Based on these inequalities and [19, Lemma B.2], we only
need to follow the same argument as in the proof of [19, Lemma 2.10]
to obtain the results. 
3. The Matsubara ultra-violet integration
In this section we carry out a multi-scale integration over the large
Matsubara frequency. In the first subsection we summarize properties
of the covariances with the Matsubara UV cut-off. Most of these prop-
erties have already been proved in [19, Lemma 6.2, Lemma 6.3]. We
only provide proofs for claims which are not directly implied by [19,
Lemma 6.2, Lemma 6.3]. Using these results, we will establish upper
bounds on Grassmann polynomials produced by the Matsubara UV in-
tegration in Subsection 3.2 and Subsection 3.3. Though these subsec-
tions are aimed at achieving the same goal as in
[19, Subsection 5.1, Subsection 5.2, Section 6], the generalization of the
interaction creates different aspects which cannot be skipped without
proof. We will provide the full construction of the Matsubara UV inte-
gration.
3.1. Covariances with the Matsubara ultra-violet cut-off. From
now till the proof of Theorem 1.6 in Subsection 4.2 we assume that
max
j∈{1,2,··· ,d}
tj = 1.(3.1)
Theorem 1.6, the main theorem of this paper, can be deduced from that
proved under this condition. It follows from Lemma 2.3 (3),(4) and (3.1)
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that
sup
j∈{1,2,··· ,d}
sup
k∈Rd
∥∥∥∥( ∂∂kj
)n
E(k)
∥∥∥∥
2d×2d
≤ 2d, (∀n ∈ N ∪ {0}).(3.2)
In [19, Lemma 6.1], which was based on [14, Theorem 1.3.5], we intro-
duced a function φ ∈ C∞(R) satisfying that
φ(x) = 1, (∀x ∈ (−∞, π2/6]),
φ(x) = 0, (∀x ∈ [π2/3,∞)),
d
dx
φ(x) ≤ 0, (∀x ∈ R),∣∣∣∣∣
(
d
dx
)k
φ(x)
∣∣∣∣∣ ≤ 2k(k!)2, (∀x ∈ R, k ∈ N ∪ {0}).
We keep using this function to construct cut-off functions in this paper
as well.
The inequality (3.2) suggests that the general results in
[19, Subsection 6.1] hold with “E1 = 2d”, “E2 = 1” for our covari-
ances if we define the cut-off functions in the same manner as in [19,
Subsection 6.1]. Let us do so for simplicity. With M ∈ R>1, set
MUV :=
2
√
6
π
(2d+ 1),
Nh := max
{⌊
log
(
2h
(
pi2
6
)−1/2
M−1UV
)
logM
⌋
+ 1, 1
}
.
Here ⌊x⌋ denotes the largest integer not exceeding x for x ∈ R. It follows
that
φ(M−2UVM
−2Nhh2|1− eiωh |2) = 1, (∀ω ∈ R).
We define the cut-off function χh,l : R→ R≥0 (l = 0, 1, · · · , Nh) by
χh,0(ω) := φ(M
−2
UV h
2|1− eiωh |2),
χh,l(ω) := φ(M
−2
UVM
−2lh2|1− eiωh |2)− φ(M−2UVM−2(l−1)h2|1− ei
ω
h |2),
(ω ∈ R, l ∈ {1, 2, · · · , Nh}).
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These functions have the properties described in [19, (6.3), (6.4)]. Using
these functions, we define the covariances with the Matsubara UV cut-
off C+l , C
−
l : I
2
0 → C (l = 0, 1, · · · , Nh) as follows.
C+l (ρxσx, ηyτy)
:=
δσ,τ
βLd
∑
(ω,k)∈Mh×Γ(L)∗
ei〈x−y,k〉+i(x−y)ωχh,l(ω)h
−1(I2d − e−iωh I2d+ 1hE(k))−1(ρ, η),
C−l (ρxσx, ηyτy)
:=
δσ,τ
βLd
∑
(ω,k)∈Mh×Γ(L)∗
ei〈x−y,k〉+i(x−y)ωχh,l(ω)h
−1(ei
ω
h I2d− 1hE(k) − I2d)−1(ρ, η),
((ρ,x, σ, x), (η,y, τ, y) ∈ I0).
Here let us introduce some notations which will be used to study the
decay properties of the covariances in this section and for many other
purposes in the rest of this paper. For any (ρ,x, σ, x, θ), (η,y, τ, y, ξ) ∈ I,
j ∈ {0, 1, · · · , d}, set
dj((ρ,x, σ, x, θ), (η,y, τ, y, ξ))
:=
{
β
2pi
|ei2piβ x − ei2piβ y| if j = 0,
L
2pi
|ei2piL 〈x,ej〉 − ei2piL 〈y,ej〉| if j ∈ {1, 2, · · · , d}.
For any x ∈ (1/h)Z let rβ(x) ∈ [0, β)h, nβ(x) ∈ Z be such that x =
nβ(x)β + rβ(x). This defines the maps rβ : (1/h)Z → [0, β)h, nβ :
(1/h)Z→ Z. We will assume that
β1, β2 ∈ N, β1 ≤ β2, h ∈ 4N,(3.3)
when we need to estimate differences between anti-symmetric functions
defined at 2 different temperatures. Here β1, β2 are meant to be the 2
different inverse-temperatures. Though the inverse temperature origi-
nally belongs to R>0, we will later see that the convergence property of
the free energy density as β → ∞ (β ∈ R>0) can be deduced from the
convergent property as β →∞ (β ∈ N). On the assumption (3.3), set[
−β1
4
,
β1
4
)
h
:=
{
−β1
4
,−β1
4
+
1
h
,−β1
4
+
2
h
, · · · , β1
4
− 1
h
}
.
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Note that 0 ∈ [−β1/4, β1/4)h. We define the index sets Iˆ0, Iˆ, I00 , I0 by
Iˆ0 := B × Γ(L)× {↑, ↓} ×
[
−β1
4
,
β1
4
)
h
, Iˆ := Iˆ0 × {1,−1},
I00 := B × Γ(L)× {↑, ↓} × {0}, I0 := I00 × {1,−1}.
For any (ρ,x, σ, x, θ), (η,y, τ, y, ξ) ∈ Iˆ, j ∈ {0, 1, · · · , d}, set
dˆj((ρ,x, σ, x, θ), (η,y, τ, y, ξ))
:=
{ |x− y| if j = 0,
L
2pi
|ei2piL 〈x,ej〉 − ei2piL 〈y,ej〉| if j ∈ {1, 2, · · · , d}.
In fact these notations were used in [19]. We add the notation (β) to
the right side of a temperature-dependent object when we want to show
its temperature dependency explicitly. For example we sometimes write
I0(β) instead of I0 and C
+
l (β) : I0(β)
2 → C instead of C+l : I20 → C.
Lemma 3.1. Assume that h ≥ e4d. There exists a constant c0 ∈ R≥1,
which depends only on d, M , and a constant cw ∈ (0, 1] independent
of any parameter such that the following statements hold for any δ ∈
{+,−}, l ∈ {1, 2, · · · , Nh}.
(1)
| det(〈pi,qj〉CmCδl (Xi, Yj))1≤i,j≤n| ≤ cn0 ,(3.4)
(∀m, n ∈ N,pi,qi ∈ Cm with ‖pi‖Cm, ‖qi‖Cm ≤ 1,
Xi, Yi ∈ I0 (i = 1, 2, · · · , n)).
(2)
| det(〈pi,qj〉CmCδl ((Xi, s), (Yj, s)))1≤i,j≤n| ≤ (M−l +M l−Nh)cn0 ,(3.5)
(∀m, n ∈ N,pi,qi ∈ Cm with ‖pi‖Cm, ‖qi‖Cm ≤ 1,
Xi, Yi ∈ B × Γ(L)× {↑, ↓} (i = 1, 2, · · · , n), s ∈ [0, β)h).
(3)
sup
j′∈{0,1,··· ,d}
sup
X∈I
1
h
∑
Y ∈I
(dj′(X, Y ) + 1)e
∑d
j=0(cw(d+1)
−2M−2dj(X,Y ))1/2|C˜δl (X, Y )|
(3.6)
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≤M−lc0.
(4) On the assumption (3.3),
| det(〈pi,qj〉CmCδl (β1)(ρixiσirβ1(xi), ηjyjτjrβ1(yj)))1≤i,j≤n(3.7)
− det(〈pi,qj〉CmCδl (β2)(ρixiσirβ2(xi), ηjyjτjrβ2(yj)))1≤i,j≤n|
≤ β− 121 M−
l
2cn0 ,
(∀m, n ∈ N,pi,qi ∈ Cm with ‖pi‖Cm, ‖qi‖Cm ≤ 1,
(ρi,xi, σi, xi), (ηi,yi, τi, yi) ∈ Iˆ0 (i = 1, 2, · · · , n)).
(5) On the assumption (3.3),
sup
X∈I0
1
h
∑
(η,y,τ,y,ξ)∈Iˆ
e
∑d
j=0(
1
pi cw(d+1)
−2M−2dˆj(X,(η,y,τ,y,ξ)))1/2(3.8)
· |C˜δl (β1)(X, ηyτrβ1(y)ξ)− C˜δl (β2)(X, ηyτrβ2(y)ξ)|
≤ β− 121 M−lc0.
In (3), (5), C˜δl : I
2 → C denotes the anti-symmetric extension of Cδl
defined by
C˜δl ((X, θ), (Y, ξ)) :=
1
2
(1(θ,ξ)=(1,−1)C
δ
l (X, Y )− 1(θ,ξ)=(−1,1)Cδl (Y,X)),
(3.9)
(∀X, Y ∈ I0, θ, ξ ∈ {1,−1}).
Remark 3.2. There are unfortunately insufficiencies in the estimation
of the difference between the determinants defined at β1, β2 in the proofs
of [19, Lemma 6.3, Lemma 7.14], though the results themselves hold
true. Here we prove (3.7) in a way that it recovers the insufficient parts
of the proofs of the related inequalities in [19, Lemma 6.3, Lemma 7.14].
Proof of Lemma 3.1. First of all, let us note that the condition “h ≥
e2E1” required in [19, Lemma 6.2, Lemma 6.3] is equal to h ≥ e4d in
this case because of (3.2). Thus, we can refer to these lemmas in the
following.
(1): This was proved in [19, Lemma 6.2].
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(2): Let us confirm that there exists a constant c(d,M) ∈ R>0 de-
pending only on d and M such that
|Cδl (ρxσs, ηyτs)| ≤ c(d,M)(M l−Nh +M−l),(3.10)
(∀(ρ,x, σ), (η,y, τ) ∈ B × Γ(L)× {↑, ↓}, s ∈ [0, β)h).
By periodicity, for any j ∈ {1, 2, · · · , d},
L
2π
(e−i
2pi
L 〈x−y,ej〉 − 1)C+l (·xσx, ·yτy)
=
δσ,τ
βLd
∑
(ω,k)∈Mh×Γ(L)∗
ei〈x−y,k〉+i(x−y)ωχh,l(ω)
L
2π
∫ 2pi/L
0
dp
· ∂
∂p
h−1(I2d − e−iωh I2d+ 1hE(k+pej))−1
=
δσ,τ
βLd
∑
(ω,k)∈Mh×Γ(L)∗
ei〈x−y,k〉+i(x−y)ωχh,l(ω)
L
2π
∫ 2pi/L
0
dp
· h−1(I2d − e−iωh I2d+ 1hE(k+pej))−1
(
∂
∂p
h(e−i
ω
h I2d+
1
hE(k+pej) − I2d)
)
· h−1(I2d − e−iωh I2d+ 1hE(k+pej))−1.
Using the inequalities [19, (6.7), (6.10), (6.14)], we can derive from the
above equality that∥∥∥∥ L2π (e−i2piL 〈x−y,ej〉 − 1)C+l (·xσx, ·yτy)
∥∥∥∥
2d×2d
≤ c(d,M)M−l.
This inequality implies that
|C+l (ρxσx, ηyτy)| ≤ c(d,M)M−l,(3.11)
(∀(ρ,x, σ, x), (η,y, τ, y) ∈ I0 with x 6= y).
In the final part of the proof of [19, Lemma 6.2] we proved that
‖C+l (·0σ0, ·0σ0)‖2d×2d ≤ c(M)(M l−Nh +M−l)(3.12)
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with a constant c(M) ∈ R>0 depending only on M . The inequalities
(3.11), (3.12) imply (3.10) for δ = +. The proof for δ = − is paral-
lel. The determinant bound (3.5) can be obtained by combining the
determinant bound (3.4) with (3.10).
(3),(5): These were essentially proved in [19, Lemma 6.2, Lemma 6.3].
Recall that the weight “w(0)” was given by
cw(d+ 1)
−2min{MUV , (E2 + 1)−1}M−2
with a constant cw ∈ (0, 1] independent of any parameter in
[19, Lemma 6.2]. Since E2 = 1 in the present case, min{MUV , (E2 +
1)−1} = 1/2. We can replace (1/2)cw in the weight “w(0)” in
[19, Lemma 6.2, Lemma 6.3] by cw to obtain the weight cw(d+1)
−2M−2
with some cw ∈ (0, 1] and thus (3.6) and (3.8) follow.
(4): The inequality [19, (6.27)] implies that
|C+l (β1)(ρxσrβ1(x), ηyτrβ1(y))− C+l (β2)(ρxσrβ2(x), ηyτrβ2(y))|(3.13)
≤ c(d,M)β− 121 M−
l
2 , (∀(ρ,x, σ, x), (η,y, τ, y) ∈ Iˆ0).
Take any (ρi,xi, σi, xi), (ηi,yi, τi, yi) ∈ Iˆ0 and pi,qi ∈ Cm satisfying
‖pi‖Cm, ‖qi‖Cm ≤ 1 (i = 1, 2, · · · , n). Define C1, C2 ∈ Mat(n,C) by
Ca := (〈pi,qj〉CmC+l (βa)(ρixiσirβa(xi), ηjyjτjrβa(yj)))1≤i,j≤n, (a = 1, 2).
Since
C1 − C2 = ( C1 In )
(
In
−C2
)
,
the Cauchy-Binet formula yields that
det(C1 − C2) =
∑
γ:{1,2,··· ,n}→{1,2,··· ,2n}
with γ(1)<γ(2)<···<γ(n)
det (( C1 In ) (i, γ(j)))1≤i,j≤n
· det
((
In
−C2
)
(γ(i), j)
)
1≤i,j≤n
.
By using (3.4) and assuming that γ(0) = n, γ(n + 1) = n + 1 we see
that
| det(C1 − C2)| ≤
n∑
m=0
∑
γ:{1,2,··· ,n}→{1,2,··· ,2n}
with γ(1)<γ(2)<···<γ(n)
1γ(m)≤n<γ(m+1)c
m
0 c
n−m
0(3.14)
54
=
n∑
m=0
(
n
m
)(
n
n−m
)
cn0 ≤ 22ncn0 .
By expanding along the 1st column and using (3.13), (3.14) we have
| det(C1 − C2)| ≤ c(d,M)β−
1
2
1 M
− l2
n∑
s=1
∣∣∣det((C1 − C2)(i, j)) 1≤i,j≤n
i6=s,j 6=1
∣∣∣
(3.15)
≤ c(d,M)β− 121 M−
l
2n22(n−1)cn−10 .
By applying the Cauchy-Binet formula once more and substituting (3.4),
(3.15),
| detC1 − detC2|
=
∣∣∣∣∣ ∑
γ:{1,2,··· ,n}→{1,2,··· ,2n}
with γ(1)<γ(2)<···<γ(n), r(1)≤n
· det (( C1 − C2 In ) (i, γ(j)))1≤i,j≤n det
((
In
C2
)
(γ(i), j)
)
1≤i,j≤n
∣∣∣∣∣
≤
n∑
m=1
∑
γ:{1,2,··· ,n}→{1,2,··· ,2n}
with γ(1)<γ(2)<···<γ(n)
1γ(m)≤n<γ(m+1)c(d,M)β
− 12M−
l
2m22(m−1)cm−10 c
n−m
0
≤ β− 12M− l2 (c(d,M)c0)n.
Thus, we obtained the determinant bound of the form (3.7) for δ = +.
The bound for δ = − can be proved in the same way. 
3.2. Isothermal bounds. Our multi-scale analysis at fixed temper-
ature is built on estimation of kernels of Grassmann polynomials with
respect to scale-dependent (semi-)norms. Let us define the (semi-)norms
at this point. Set
w(0) := cw(d+ 1)
−2M−2
with the constant cw ∈ (0, 1] appearing in Lemma 3.1. For l ∈ Z≤0, set
w(l) := w(0)M l. For an anti-symmetric function f on Im (m ≥ 2) we
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define ‖f‖l,0, ‖f‖l,1 by
‖f‖l,0 := sup
X∈I
(
1
h
)m−1 ∑
Y=(Y1,Y2,··· ,Ym−1)∈Im−1
e
∑d
j=0(w(l)dj(X,Y1))
1/2|f(X,Y)|,
(3.16)
‖f‖l,1
:= sup
j′∈{0,1,··· ,d}
sup
q∈{1,2,··· ,m−1}
sup
X∈I
·
(
1
h
)m−1 ∑
Y=(Y1,Y2,··· ,Ym−1)∈Im−1
dj′(X, Yq)e
∑d
j=0(w(l)dj(X,Y1))
1/2|f(X,Y)|.
In our Matsubara UV integration, anti-symmetric kernels are measured
by ‖ · ‖0,t (t = 0, 1). The measurement with ‖ · ‖l,t (l < 0, t = 0, 1)
will be necessary in the infrared integration in Section 4. From now we
assume that
h ≥ e4d
so that the results of Lemma 3.1 are available. The inequality (3.6)
implies that
‖C˜δl ‖0,t ≤ c0M−l, (∀l ∈ {1, 2, · · · , Nh}, δ ∈ {+,−}, t ∈ {0, 1}).(3.17)
Fix δ ∈ {+,−} and set
FNh(ψ) := −
Nv∑
m=1
1
h
∑
s∈[0,β)h
∑
(ρj ,xj,σj),(ηj,yj,τj)∈B×Γ(L)×{↑,↓}
(j=1,2,··· ,m)
(1δ=+ + 1δ=−(−1)m)
· V Lm (U)((ν(ρ1,x1)σ1, · · · , ν(ρm,xm)σm), (ν(η1,y1)τ1, · · · , ν(ηm,ym)τm))
· ψρ1x1σ1s · · ·ψρmxmσmsψη1y1τ1s · · ·ψηmymτms,
TNh(ψ) := 0,
JNh(ψ) := FNh(ψ)
with U ∈ Cnv . We input JNv(ψ) into the Matsubara UV integration
process as the initial data. We define F l(ψ), T l(ψ), J l(ψ) ∈ ∧V (l =
0, 1, · · · , Nh− 1) inductively as follows. Assume that we have J l+1(ψ) ∈
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∧V for some l ∈ {0, 1, · · · , Nh − 1}. Set
F l(ψ) :=
∫
J l+1(ψ + ψ1)dµCδl+1(ψ
1),
T l,(n)(ψ) :=
1
n!
(
∂
∂z
)n∣∣∣∣
z=0
log
(∫
ezJ
l+1(ψ+ψ1)dµCδl+1(ψ
1)
)
for n ∈ N≥2. Then, set
T l(ψ) :=
∞∑
n=2
T l,(n)(ψ), J l(ψ) := F l(ψ) + T l(ψ)
on the assumption that
∑∞
n=2 T
l,(n)(ψ) converges. See [19, Subsection 2.2]
for the notion of convergence and differentiation of Grassmann poly-
nomials. Note that FNh(ψ) = −V +(ψ) + βV L0 if δ = +, FNh(ψ) =
−V −(ψ) + βV L0 if δ = −. Also, an inductive argument based on [19,
Lemma 3.9 (1)], parallel to the proof of [19, Lemma 5.1] ensures that if∑∞
n=2 T
l,(n)(ψ) converges for any l ∈ {0, 1, · · · , Nh − 1},
T l,(n)m (ψ) = F
l
m(ψ) = 0,
(∀l ∈ {0, 1, · · · , Nh}, m ∈ {0, 1, · · · , N} ∩ (2N+ 1), n ∈ N≥2).
Lemma 3.3.
‖FNh2m ‖0,t ≤ max
k∈{1,2,··· ,nv}
|Uk|edw(0)1/2vm(w(0)),
(∀m ∈ {1, 2, · · · , Nv}, t ∈ {0, 1}).
Proof. By the uniqueness of the anti-symmetric kernel we have that for
any (ρj,xj, σj, sj, θj) ∈ I (j = 1, 2, · · · , 2m),
FNh2m (ρ1x1σ1s1θ1, · · · , ρ2mx2mσ2ms2mθ2m)
=
−1
(2m)!
(1δ=+ + 1δ=−(−1)m)
·
∑
ξ∈S2m
sgn(ξ)V Lm(ν(ρξ(1),xξ(1))σξ(1), · · · , ν(ρξ(2m),xξ(2m))σξ(2m))
· h2m−11s1=···=s2m1(θξ(1),··· ,θξ(2m))=(1,··· ,1,−1,··· ,−1).
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If xˆ, yˆ ∈ Γ(2L), (ρ,x), (η,y) ∈ B×Γ(L) satisfy xˆ = ν(ρ,x), yˆ = ν(η,y),
then
L
2π
|ei2piL 〈x−y,ej〉 − 1| ≤ L
π
|ei piL 〈xˆ−yˆ,ej〉 − 1|+ 1, (∀j ∈ {1, 2, · · · , d}).
Using this inequality and the invariances (1.5), (1.12), we observe that
for t ∈ {0, 1},
‖FNh2m ‖0,t
≤ max
k∈{1,2,··· ,nv}
|Uk| sup
U∈D(1)nv
sup
p,q∈{1,2,··· ,2m−1}
j′∈{1,2,··· ,d}
sup
(ρ,x,σ)∈B×Γ(L)×{↑,↓}
·
∑
(ρj,xj ,σj)∈B×Γ(L)×{↑,↓}
(j=1,2,··· ,2m−1)
(
L
2π
|ei2piL 〈x−xq,ej′〉 − 1|
)t
e
∑d
j=1(w(0)
L
2pi |e
i 2pi
L
〈x−xp,ej〉−1|)1/2
· |V Lm (U)((ν(ρ,x)σ, ν(ρ1,x1)σ1, · · · , ν(ρm−1,xm−1)σm−1),
(ν(ρm,xm)σm, ν(ρm+1,xm+1)σm+1, · · · , ν(ρ2m−1,x2m−1)σ2m−1))|
≤ max
k∈{1,2,··· ,nv}
|Uk|edw(0)1/2vm(w(0)).

The main purpose of this subsection is to prove the following lemma.
We will refer to [19, Lemma 3.8] as the main tool in the proof.
Lemma 3.4. Let α ∈ R≥1 and let c0 be the constant appearing in Lemma
3.1. There exists a constant c ∈ R>0 independent of any parameter such
that if
M ≥ cN2v , α ≥ cM 12(3.18)
and
max
j∈{1,2,··· ,nv}
|Uj|edw(0)1/2
Nv∑
m=1
cm0 α
2mvm(w(0)) ≤ 1
2
,(3.19)
the following inequalities hold for any l ∈ {0, 1, · · · , Nh}, t ∈ {0, 1}.
h
N
(|F l0|+ |T l0|) ≤ α−1,(3.20)
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2Nv∑
m=1
c
m
2
0 α
m(‖F lm‖0,t + ‖T lm‖0,t) ≤ 1,(3.21)
M−
Nv
Nv−1 l
N∑
m=1
c
m
2
0 α
mM
l
2Nv−2m(‖F lm‖0,t + ‖T lm‖0,t) ≤ 1.(3.22)
Moreover, for any l ∈ {0, 1, · · · , Nh − 1}, m ∈ {1, 2, · · · , N},
∞∑
n=2
sup
U∈Cnv with
|Uj |≤Umax(α,M) (j=1,··· ,nv)
|T l,(n)0 (U)| <∞,(3.23)
∞∑
n=2
sup
U∈Cnv with
|Uj |≤Umax(α,M) (j=1,··· ,nv)
‖T l,(n)m (U)‖0,0 <∞,(3.24)
where
Umax(α,M) :=
(
2edw(0)
1/2
Nv∑
m=1
cm0 α
2mvm(w(0))
)−1
.
Remark 3.5. We claim (3.23), (3.24) in order to emphasize the uniform
convergent property of
∑∞
n=2 T
l,(n)(ψ) with respect to the coupling con-
stants. We should have explicitly claimed the uniform convergent prop-
erties of the infinite series of the Grassmann polynomials produced by
the tree expansions in [19, Proposition 5.2, Proposition 5.6, Proposition 6.4],
though these properties are obvious from the proofs. Strictly speaking,
the previous deduction of the regularity with the coupling constants
[19, Proposition 6.4 (2)] from the point-wise convergent properties [19,
Proposition 6.4 (1)] is incomplete. The claim [19, Proposition 6.4 (2)]
is rigorously proved by additionally remarking the uniform convergent
properties such as (3.23), (3.24) in [19, Proposition 6.4 (1)]. With the
aim of convincing the readers of the validity of the construction, in this
paper we intend to make clear the deduction of the regularity with the
coupling constants from the uniform convergent properties. The clar-
ification will be specifically made in the proof of Lemma 4.9 (1) and
Lemma 4.10.
Proof of Lemma 3.4. During the proof the symbol c denotes a generic
constant independent of any parameter. We replace c by a larger generic
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constant denoted by the same symbol from time to time without any
comment. However, such replacements do not affect the conclusions
of the proof. We prove the claimed inequalities by induction with l ∈
{0, 1, · · · , Nh}. By assumption and Lemma 3.3,
h
N
(|FNh0 |+ |TNh0 |) = 0,(3.25)
2Nv∑
m=1
c
m
2
0 α
m(‖FNhm ‖0,t + ‖TNhm ‖0,t) ≤
1
2
,
M−
Nv
Nv−1Nh
N∑
m=1
c
m
2
0 α
mM
Nh
2Nv−2m(‖FNhm ‖0,t + ‖TNhm ‖0,t)
≤
2Nv∑
m=1
c
m
2
0 α
m‖FNhm ‖0,t ≤
1
2
, (∀t ∈ {0, 1}).
Thus, the inequalities (3.20), (3.21), (3.22) hold for l = Nh.
Assume that l ∈ {0, 1, · · · , Nh−1} and for any j ∈ {l+1, l+2, · · · , Nh},
t ∈ {0, 1} the inequalities (3.21), (3.22) hold.
Let us prepare a couple of inequalities. By the hypothesis of induction,
for any t ∈ {0, 1},
N∑
m=2
23mc
m
2
0 α
m‖J l+1m ‖0,t
(3.26)
≤ cNv
2Nv∑
m=2
c
m
2
0 α
m‖J l+1m ‖0,t + cNvM−
Nv+1
Nv−1 (l+1)
N∑
m=2Nv+2
c
m
2
0 α
mM
l+1
2Nv−2m‖J l+1m ‖0,t
≤ cNv ,
N∑
m=2
22mc
m
2
0 α
mM
l
2Nv−2m‖J l+1m ‖0,t
(3.27)
≤ cM− 1Nv−1
N∑
m=2
c
m
2
0 α
mM
l+1
2Nv−2m‖J l+1m ‖0,t ≤ cM−
1
Nv−1+
Nv
Nv−1 (l+1),
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where we especially used the condition that M ≥ cNv .
By combining (3.4), (3.17), (3.26) with [19, Lemma 3.8 (1)] we obtain
that for any n ∈ N≥2,
|T l,(n)0 | ≤
N
h
c−n+10 (c0M
−l−1)n−1
(
N∑
m=2
22mc
m
2
0 ‖J l+1m ‖0,0
)n
≤ N
h
M l+1(cNvM−l−1α−2)n.
Thus, on the assumption M ≥ cNv , (3.23) holds and
h
N
|T l0| ≤ cNvM−l−1α−4.(3.28)
By (3.4), (3.17) and [19, Lemma 3.8 (2)], for any m ∈ {2, 3, · · · , N},
t ∈ {0, 1}, n ∈ N≥2,
‖T l,(n)m ‖0,t ≤ 2−2mc−
m
2 −n+1
0
n∏
i=1
(
1∑
qi=0
)
n∏
j=2
 1∑
rj=0
 1∑n
i=1 qi+
∑n
j=2 rj=t
(3.29)
· (c0M−l−1)n−1
n∏
k=1
(
N∑
mk=2
23mkc
mk
2
0 ‖J l+1mk ‖0,qk
)
1∑n
j=1mj−2n+2≥m.
Moreover, by substituting (3.26),
N∑
m=2
c
m
2
0 α
m‖T l,(n)m ‖0,t
≤ 24n−4M−(l+1)(n−1)α−2n+2
n∏
i=1
(
1∑
qi=0
)
n∏
j=2
 1∑
rj=0
 1∑n
i=1 qi+
∑n
j=2 rj=t
·
n∏
k=1
(
N∑
mk=2
2mkc
mk
2
0 α
mk‖J l+1mk ‖0,qk
)
≤M l+1α2(cNvM−l−1α−2)n,
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which implies on the assumption M ≥ cNv that (3.24) holds and
N∑
m=2
c
m
2
0 α
m‖T lm‖0,t ≤ cNvM−l−1α−2, (∀t ∈ {0, 1}).(3.30)
Also, by (3.29) and (3.27),
M−
Nv
Nv−1 l
N∑
m=2
c
m
2
0 α
mM
l
2Nv−2m‖T l,(n)m ‖0,t
≤ cnM− NvNv−1 l−(l+1+ lNv−1 )(n−1)α−2n+2
n∏
i=1
(
1∑
qi=0
)
n∏
j=2
 1∑
rj=0
 1∑n
i=1 qi+
∑n
j=2 rj=t
·
n∏
k=1
(
N∑
mk=2
2mkc
mk
2
0 α
mkM
l
2Nv−2mk‖J l+1mk ‖0,qk
)
≤M 1−(l+1+ lNv−1 )nα−2n+2(cM− 1Nv−1+ NvNv−1 (l+1))n
=Mα2(cα−2)n.
Thus, on the assumption α ≥ c,
M−
Nv
Nv−1 l
N∑
m=2
c
m
2
0 α
mM
l
2Nv−2m‖T lm‖0,t ≤ cMα−2, (∀t ∈ {0, 1}).(3.31)
To establish upper bounds on the free part F l(ψ), we introduce the
Grassmann polynomials Fˆ j(ψ) (j = l, l + 1, · · · , Nh) inductively as fol-
lows. Set FˆNh(ψ) := 0. Assume that l′ ∈ {l, l + 1, · · · , Nh − 1} and we
have Fˆ j(ψ) (j = l′ + 1, l′ + 2, · · · , Nh). For any m ∈ {0, 2Nv + 1, 2Nv +
2, · · · , N}, Fˆ l′m(ψ) := 0. For any m ∈ {1, 2, · · · , 2Nv},
Fˆ l
′
m(ψ) :=F
l′
m(ψ)− FNhm (ψ)
(3.32)
−
Nh∑
j=l′+1
Pm
2Nv∑
n=m+2
∫
(F jn(ψ + ψ
1)− Fˆ jn(ψ + ψ1))dµCδj (ψ1),
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where Pm : ∧V → ∧m V is the standard projection. It follows that for
any l′ ∈ {l, l + 1, · · · , Nh}, m ∈ {1, 2, · · · , 2Nv}, (ρj,xj, σj, sj, θj) ∈ I
(j = 1, 2, · · · , m),
1∃j∃k∈{1,2,··· ,m}(j 6=k∧sj 6=sk)(F
l′
m(ρ1x1σ1s1θ1, · · · , ρmxmσmsmθm)
(3.33)
− Fˆ l′m(ρ1x1σ1s1θ1, · · · , ρmxmσmsmθm)) = 0.
In fact, the equality (3.33) is true for l′ = Nh by definition. Assume
that it holds true for any j ∈ {l′ + 1, l′ + 2, · · · , Nh}. Since
F l
′
m(X)− Fˆ l
′
m(X) = F
Nh
m (X) +
Nh∑
j=l′+1
2Nv∑
n=m+2
(
n
m
)(
1
h
)n−m ∑
Y∈In−m
(3.34)
· (F jn(X,Y)− Fˆ jn(X,Y))
∫
ψ1YdµCδj (ψ
1),
(∀m ∈ {1, 2, · · · , 2Nv},X ∈ Im),
the equality (3.33) holds for l′ as well. Thus, by induction the equality
(3.33) is true for any l′ ∈ {l, l + 1, · · · , Nh}.
Let us prove that for any l′ ∈ {l, l+ 1, · · · , Nh}, t ∈ {0, 1},
2Nv∑
m=2
c
m
2
0 α
m‖Fˆ l′m‖0,t ≤ α−2M−
l′
Nv−1 .(3.35)
This inequality is true for l′ = Nh by definition. Assume that l′ ∈
{l, l+1, · · · , Nh−1} and (3.35) holds for any j ∈ {l′+1, l′+2, · · · , Nh}.
Note that for any m ∈ {2, 3, · · · , 2Nv},
F l
′
m(ψ) = F
l′+1
m (ψ) + T
l′+1
m (ψ) + Pm
2Nv∑
n=m+2
∫
F l
′+1
n (ψ + ψ
1)dµCδ
l′+1
(ψ1)
+ Pm
2Nv∑
n=m+2
∫
T l
′+1
n (ψ + ψ
1)dµCδ
l′+1
(ψ1)
+ Pm
N∑
n=2Nv+2
∫
J l
′+1
n (ψ + ψ
1)dµCδ
l′+1
(ψ1),
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and thus,
Fˆ l
′
m(ψ) = Fˆ
l′+1
m (ψ) + T
l′+1
m (ψ) + Pm
2Nv∑
n=m+2
∫
Fˆ l
′+1
n (ψ + ψ
1)dµCδ
l′+1
(ψ1)
(3.36)
+ Pm
2Nv∑
n=m+2
∫
T l
′+1
n (ψ + ψ
1)dµCδ
l′+1
(ψ1)
+ Pm
N∑
n=2Nv+2
∫
J l
′+1
n (ψ + ψ
1)dµCδ
l′+1
(ψ1).
It follows from this equality and an estimation similar to [19, Lemma 3.1]
that
‖Fˆ l′m‖0,t ≤
2Nv∑
n=m
2nc
n−m
2
0 ‖Fˆ l
′+1
n ‖0,t
+
2Nv∑
n=m
2nc
n−m
2
0 ‖T l
′+1
n ‖0,t +
N∑
n=2Nv+2
2nc
n−m
2
0 ‖J l
′+1
n ‖0,t.
Using (3.22), (3.30), (3.35) for l′+1 and the conditions α ≥ c, M ≥ cN2v ,
we have that
2Nv∑
m=2
c
m
2
0 α
m‖Fˆ l′m‖0,t
≤
2Nv∑
m=2
2m
2Nv∑
n=m
c
n
2
0 α
n‖Fˆ l′+1n ‖0,t +
2Nv∑
m=2
2m
2Nv∑
n=m
c
n
2
0 α
n‖T l′+1n ‖0,t
+
2Nv∑
m=2
22Nv+2αm−2Nv−2M−
l′+1
Nv−1 (Nv+1)
N∑
n=2Nv+2
c
n
2
0 α
nM
l′+1
2Nv−2n‖J l′+1n ‖0,t
≤ cNvα−2M− l
′+1
Nv−1 ≤ α−2M− l
′
Nv−1 .
Thus, the inequality (3.35) for l′ holds. By induction, (3.35) holds for
all l′ ∈ {l, l+ 1, · · · , Nh}.
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By (3.5), (3.33) and (3.34), for any m ∈ {2, 3, · · · , 2Nv}, t ∈ {0, 1},
‖F lm‖0,t ≤‖Fˆ lm‖0,t + ‖FNhm ‖0,t
+
Nh∑
j=l+1
2Nv∑
n=m+2
2n(M−j +M j−Nh)c
n−m
2
0 (‖F jn‖0,t + ‖Fˆ jn‖0,t).
Moreover, by (3.21) for l′ ∈ {l + 1, l + 2, · · · , Nh}, (3.25), (3.35) for
l′ ∈ {l, l + 1, · · · , Nh} and the assumption that α ≥ 2, M ≥ 2,
2Nv∑
m=2
c
m
2
0 α
m‖F lm‖0,t
(3.37)
≤
2Nv∑
m=2
c
m
2
0 α
m‖Fˆ lm‖0,t +
2Nv∑
m=2
c
m
2
0 α
m‖FNhm ‖0,t
+
2Nv∑
m=2
Nh∑
j=l+1
2m+2α−2(M−j +M j−Nh)
2Nv∑
n=m+2
c
n
2
0 α
n(‖F jn‖0,t + ‖Fˆ jn‖0,t)
≤ 1
2
+ cNvα−2.
This also yields that
M−
Nv
Nv−1 l
2Nv∑
m=2
c
m
2
0 α
mM
l
2Nv−2m‖F lm‖0,t ≤
1
2
+ cNvα−2.(3.38)
On the other hand, for m ∈ {2Nv + 2, 2Nv + 3, · · · , N},
F lm(ψ) = J
l+1
m (ψ) + Pm
N∑
n=m+2
∫
J l+1n (ψ + ψ
1)dµCδl+1(ψ
1)
and thus by (3.4),
‖F lm‖0,t ≤
N∑
n=m
2nc
n−m
2
0 ‖J l+1n ‖0,t.
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Moreover, by (3.22) for l + 1 and the condition M ≥ cNv ,
N∑
m=2Nv+2
c
m
2
0 α
mM
l
2Nv−2m‖F lm‖0,t
≤
N∑
n=2Nv+2
n∑
m=2Nv+2
αmM
l
2Nv−2m2nc
n
2
0 ‖J l+1n ‖0,t
≤ c
N∑
n=2Nv+2
2nc
n
2
0 α
nM
l
2Nv−2n‖J l+1n ‖0,t
≤ cNvM−Nv+1Nv−1
N∑
n=2Nv+2
c
n
2
0 α
nM
l+1
2Nv−2n‖J l+1n ‖0,t
≤ cNvM−Nv+1Nv−1+ NvNv−1(l+1),
or
M−
Nv
Nv−1 l
N∑
m=2Nv+2
c
m
2
0 α
mM
l
2Nv−2m‖F lm‖0,t ≤ cNvM−
1
Nv−1 .(3.39)
It remains to deal with F l0. Note that
F l0 = F
l+1
0 + T
l+1
0 +
2Nv∑
m=2
∫
Fˆ l+1m (ψ)dµCδl+1(ψ)
+
2Nv∑
m=2
∫
(F l+1m (ψ)− Fˆ l+1m (ψ))dµCδl+1(ψ) +
2Nv∑
m=2
∫
T l+1m (ψ)dµCδl+1(ψ)
+
N∑
m=2Nv+2
∫
J l+1m (ψ)dµCδl+1(ψ).
Then, by (3.4), (3.5), (3.21), (3.22), (3.28), (3.30), (3.35) for l′ ∈ {l +
1, l + 2, · · · , Nh} and (3.33),
|F l0| ≤ |F l+10 |+ |T l+10 |+
N
h
2Nv∑
m=2
c
m
2
0 ‖Fˆ l+1m ‖0,0(3.40)
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+
N
h
2Nv∑
m=2
(M−l−1 +M l+1−Nh)c
m
2
0 (‖Fˆ l+1m ‖0,0 + ‖F l+1m ‖0,0)
+
N
h
2Nv∑
m=2
c
m
2
0 ‖T l+1m ‖0,0 +
N
h
N∑
m=2Nv+2
c
m
2
0 ‖J l+1m ‖0,0
≤ |F l+10 |+
N
h
cNvα−2(M−l−1 +M l+1−Nh +M−
l+1
Nv−1 )
≤ N
h
cNvα−2
Nh−1∑
j=l
(M−j−1 +M j+1−Nh +M−
j+1
Nv−1 )
≤ N
h
cNvα−2.
Finally we sum up (3.28), (3.30), (3.31), (3.37), (3.38), (3.39) and
(3.40) to deduce that for any t ∈ {0, 1},
h
N
(|F l0|+ |T l0|) ≤ cNvα−2,
2Nv∑
m=1
c
m
2
0 α
m(‖F lm‖0,t + ‖T lm‖0,t) ≤
1
2
+ cNvα−2,
M−
Nv
Nv−1 l
N∑
m=1
c
m
2
0 α
mM
l
2Nv−2m(‖F lm‖0,t + ‖T lm‖0,t)
≤ 1
2
+ cNvα−2 + cMα−2 + cNvM−
1
Nv−1 .
Recall that so far we have used the conditions α ≥ c, M ≥ cN2v and
(3.19). Now we can see that under the conditions (3.18) with a suf-
ficiently large generic constant c the inequalities above imply (3.20),
(3.21), (3.22) for l. Therefore, by induction these inequalities hold true
for all l ∈ {0, 1, · · · , Nh}, t ∈ {0, 1} on the conditions (3.18), (3.19). 
3.3. Anisothermal bounds. Our result concerning the existence of
the zero-temperature limit of the free energy density is made out of
a series of estimates on the differences between Grassmann polynomi-
als defined at 2 different temperatures. As one part of these analysis,
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here we focus on establishing temperature-dependent upper bounds on
Grassmann polynomials produced by the Matsubara UV integration. In
addition to the notations already introduced in Subsection 3.1 and Sub-
section 3.2, let us define some notations necessary for our anisothermal
measurements. These notations are essentially same as those introduced
in the beginning of [19, Section 4].
For any X = ((ρ1,x1, σ1, s1), (ρ2,x2, σ2, s2), · · · , (ρm,xm, σm, sm))
∈ (B × Γ(L)× {↑, ↓}× (1/h)Z)m, we define Rβ(X) ∈ Im0 , Nβ(X) ∈ Z by
Rβ(X) := ((ρ1,x1, σ1, rβ(s1)), · · · , (ρm,xm, σm, rβ(sm))),
Nβ(X) :=
m∑
j=1
nβ(sj).
Though this is admittedly abuse of notation, we let Rβ(X), Nβ(X) de-
note
((ρ1,x1, σ1, rβ(s1), θ1), · · · , (ρm,xm, σm, rβ(sm), θm)) (∈ Im),
m∑
j=1
nβ(sj) (∈ Z)
respectively, for X = ((ρ1,x1, σ1, s1, θ1), · · · , (ρm,xm, σm, sm, θm))
∈ (B × Γ(L)× {↑, ↓} × (1/h)Z× {1,−1})m as well.
For X = ((ρ1,x1, σ1, s1, θ1), · · · , (ρm,xm, σm, sm, θm))
∈ (B × Γ(L) × {↑, ↓} × (1/h)Z × {1,−1})m, s ∈ (1/h)Z, we let X + s
denote
((ρ1,x1, σ1, s1 + s, θ1), · · · , (ρm,xm, σm, sm + s, θm))
in order to shorten formulas.
In the rest of this subsection we always assume (3.3). Set[
β1
4
, βa − β1
4
)
h
:=
{
β1
4
,
β1
4
+
1
h
, · · · , βa − β1
4
− 1
h
}
, (a = 1, 2).
We measure the difference between anti-symmetric functions f(βa) :
I(βa)
m → C (a = 1, 2, m ∈ N≥2) by the quantify |f(β1)− f(β2)|l, which
is defined by
|f(β1)− f(β2)|l
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:= sup
X∈I0
(
1
h
)m−1 ∑
(Y1,Y2,··· ,Ym−1)∈Iˆm−1
e
∑d
j=0(
1
piw(l)dˆj(X,Y1))
1/2
· |f(β1)(Rβ1(X, Y1, · · · , Ym−1))− f(β2)(Rβ2(X, Y1, · · · , Ym−1))|.
In this subsection we estimate Grassmann polynomials by using | ·− · |0.
The infrared analysis in Section 4 will largely use | · − · |l with l ∈ Z<0.
With these notations we have for any l ∈ {1, 2, · · · , Nh}, δ ∈ {+,−}
that
C˜δl (βa)(X) = (−1)Nβa(X+s)C˜δl (βa)(Rβa(X+ s)),(3.41)
(∀X ∈ I(βa)2, s ∈ (1/h)Z, a ∈ {1, 2}),
|C˜δl (β1)− C˜δl (β2)|0 ≤ β−
1
2
1 M
−lc0.(3.42)
The inequality (3.42) is due to (3.8).
Fix δ ∈ {+,−} and for a = 1, 2 let F l(βa)(ψ), T l(βa)(ψ), J l(βa)(ψ) ∈∧V(βa) (l = 0, 1, · · · , Nh) be the Grassmann polynomials defined in the
beginning of the previous subsection at the inverse temperature βa.
By anti-symmetry, for any f(β1)(ψ) ∈ ∧V(β1) and m ∈ {N(β1) +
1, N(β1) + 2, · · · , N(β2)}, fm(β1)(ψ) = 0. Keeping this fact in mind, we
can write that f(β1)(ψ) =
∑N(β2)
m=0 fm(β1)(ψ).
Lemma 3.6.
F lm(βa)(X) = (−1)Nβa(X+s)F lm(βa)(Rβa(X+ s)),
T l,(n)m (βa)(X) = (−1)Nβa(X+s)T l,(n)m (βa)(Rβa(X+ s)),
(∀l ∈ {0, 1, · · · , Nh}, n ∈ N≥2, a ∈ {1, 2}, m ∈ {1, 2, · · · , N(β2)},
X ∈ I(βa)m, s ∈ (1/h)Z).
Proof. We can see from the definition that the claimed equalities hold
for l = Nh. Then, by (3.41) the same inductive argument based on [19,
Lemma 3.9 (1)] as in the proof of [19, Lemma 5.3] ensures the results.

The invariant property summarized in Lemma 3.6 is one of the ba-
sic assumptions in the general theory [19, Section 4]. The rest of the
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assumptions in [19, Section 4] are the bound properties of the covari-
ances which we prepared in Lemma 3.1. Thus, we can apply [19,
Lemma 4.1, Lemma 4.6] in the proof of the following lemma.
Lemma 3.7. Let α ∈ R≥1 and let c0 be the constant appearing in Lemma
3.1. There exists a constant c ∈ R>0 independent of any parameter such
that if (3.18) holds with c and (3.19) holds, the following inequalities
hold for any l ∈ {0, 1, · · · , Nh}.
∣∣∣∣ hN(β1)F l0(β1)− hN(β2)F l0(β2)
∣∣∣∣+ ∣∣∣∣ hN(β1)T l0(β1)− hN(β2)T l0(β2)
∣∣∣∣
(3.43)
≤ β− 121 α−1,
2Nv∑
m=2
c
m
2
0 α
m(|F lm(β1)− F lm(β2)|0 + |T lm(β1)− T lm(β2)|0) ≤ β−
1
2
1 ,
(3.44)
M−
Nv
Nv−1 l
N(β2)∑
m=2
c
m
2
0 α
mM
l
2Nv−2m(|F lm(β1)− F lm(β2)|0 + |T lm(β1)− T lm(β2)|0)
(3.45)
≤ β− 121 .
Proof. We assume the conditions (3.18), (3.19) with a constant c′ ∈ R>0
so that the results of Lemma 3.4 hold for β1 and β2. Let us make clear
the logic. During the proof we do not touch the initial constant c′. In
the end of the proof we will see that all the estimations are justified
if the initial constant c′ is sufficiently large. In the following we use
the symbol c to express a generic positive constant independent of any
parameter and will replace it by a larger constant denoted by the same
symbol from time to time. This notational convention helps to simplify
the arguments. Not to confuse, we should stress that a constant denoted
by c does not depend on c′, either.
We prove the claims by induction with l ∈ {0, 1, · · · , Nh}. By defi-
nition the left-hand sides of the claimed inequalities for l = Nh vanish.
Thus, the results hold for l = Nh.
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Assume that l ∈ {0, 1, · · · , Nh−1} and for any j ∈ {l+1, l+2, · · · , Nh}
the inequalities (3.44), (3.45) hold. In the same way as in the derivation
of (3.26), (3.27) we can derive from the hypothesis of induction that
N(β2)∑
m=2
23mc
m
2
0 α
m|J l+1m (β1)− J l+1m (β2)|0 ≤ cNvβ−
1
2
1 ,
(3.46)
N(β2)∑
m=2
22mc
m
2
0 α
mM
l
2Nv−2m|J l+1m (β1)− J l+1m (β2)|0 ≤ cM−
1
Nv−1+
Nv
Nv−1 (l+1)β
− 12
1 ,
(3.47)
on the assumption that M ≥ cNv .
Substitution of (3.4), (3.7), (3.17), (3.26), (3.42), (3.46) into the in-
equality in [19, Lemma 4.6 (1)] yields that for any n ∈ N≥2,∣∣∣∣ hN(β1)T l,(n)0 (β1)− hN(β2)T l,(n)0 (β2)
∣∣∣∣
≤ cnM−(l+1)(n−1)
N(β2)∑
m=2
23mc
m
2
0
2∑
a=1
‖J l+1m (βa)‖0,0
n−1
·
N(β2)∑
m=2
23mc
m
2
0
(
β
− 12
1
2∑
b=1
1∑
t=0
‖J l+1m (βb)‖0,t + |J l+1m (β1)− J l+1m (β2)|0
)
≤ β− 121 M l+1(cNvM−l−1α−2)n.
Moreover, on the assumption that M ≥ cNv ,∣∣∣∣ hN(β1)T l0(β1)− hN(β2)T l0(β2)
∣∣∣∣ ≤ cNvβ− 121 M−l−1α−4.(3.48)
By (3.4), (3.7), (3.17), (3.42) and [19, Lemma 4.6 (2)] we have for any
m ∈ {2, 3, · · · , N(β2)}, n ∈ N≥2 that
|T l,(n)m (β1)− T l,(n)m (β2)|0
(3.49)
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≤ cn · 2−2mc−m20 M−(l+1)(n−1)
n∏
j=2
N(β2)∑
mj=2
24mjc
mj
2
0
2∑
a=1
‖J l+1mj (βa)‖0,0

·
N(β2)∑
m1=2
24m1c
m1
2
0
(
β
− 12
1
2∑
b=1
1∑
t=0
‖J l+1m1 (βb)‖0,t + |J l+1m1 (β1)− J l+1m1 (β2)|0
)
· 1∑n
j=1mj−2n+2≥m.
Then, by (3.26) and (3.46),
2Nv∑
m=2
c
m
2
0 α
m|T l,(n)m (β1)− T l,(n)m (β2)|0
≤ cnM−(l+1)(n−1)α−2n+2
N(β2)∑
m=2
22mc
m
2
0 α
m
2∑
a=1
‖J l+1m (βa)‖0,0
n−1
·
N(β2)∑
m=2
22mc
m
2
0 α
m
(
β
− 12
1
2∑
b=1
1∑
t=0
‖J l+1m (βb)‖0,t + |J l+1m (β1)− J l+1m (β2)|0
)
≤ β− 121 M l+1α2(cNvM−l−1α−2)n.
Thus, on the assumption M ≥ cNv we have that
2Nv∑
m=2
c
m
2
0 α
m|T lm(β1)− T lm(β2)|0 ≤ β−
1
2
1 c
NvM−l−1α−2.(3.50)
Also, it follows from (3.49) and (3.27), (3.47) that
M−
Nv
Nv−1 l
N(β2)∑
m=2
c
m
2
0 α
mM
l
2Nv−2m|T l,(n)m (β1)− T l,(n)m (β2)|0
≤ cnM− NvNv−1 l−(l+1+ lNv−1 )(n−1)α−2n+2
·
N(β2)∑
m=2
22mαmc
m
2
0 M
l
2Nv−2m
2∑
a=1
‖J l+1m (βa)‖0,0
n−1
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·
N(β2)∑
m=2
22mc
m
2
0 α
mM
l
2Nv−2m
·
(
β
− 12
1
2∑
b=1
1∑
t=0
‖J l+1m (βb)‖0,t + |J l+1m (β1)− J l+1m (β2)|0
)
≤ β− 121 M 1−(l+1+
l
Nv−1 )nα−2n+2(cM−
1
Nv−1+
Nv
Nv−1 (l+1))n
= β
− 12
1 Mα
2(cα−2)n.
Thus, by the assumption α ≥ c,
M−
Nv
Nv−1 l
N(β2)∑
m=2
c
m
2
0 α
mM
l
2Nv−2m|T lm(β1)− T lm(β2)|0 ≤ cβ−
1
2
1 Mα
−2.(3.51)
In order to find upper bounds on the difference between F l(β1)(ψ) and
F l(β2)(ψ), we need to establish upper bounds on the difference between
Fˆ l(β1)(ψ) and Fˆ
l(β2)(ψ). To this end, first we need to confirm that
Fˆ l
′
m(βa)(X) = (−1)Nβa(X+s)Fˆ l
′
m(βa)(Rβa(X+ s)),(3.52)
(∀l′ ∈ {l, l + 1, · · · , Nh}, a ∈ {1, 2}, m ∈ {1, 2, · · · , 2Nv},
X ∈ I(βa)m, s ∈ (1/h)Z),
where Fˆ l
′
m(βa)(X) (m = 1, 2, · · · , 2Nv) are the kernels of Fˆ l
′
(βa)(ψ) ∈∧V(βa) defined in (3.32). By definition, (3.52) holds for l′ = Nh.
Assume that l′ ∈ {l, l + 1, · · · , Nh − 1} and (3.52) is true for j ∈
{l′ + 1, l′ + 2, · · · , Nh}. Take any s ∈ (1/h)Z. It follows from (3.41)
that for any a ∈ {1, 2}, n ∈ N, Y ∈ I(βa)n, j ∈ {l′ + 1, l′ + 2, · · · , Nh},∫
ψRβa (Y+s)dµCδj (βa)(ψ) = (−1)Nβa(Y+s)
∫
ψYdµCδj (βa)(ψ).(3.53)
By using this equality, Lemma 3.6, (3.34) and the induction hypothesis
we have that for any X ∈ I(βa)m,
(−1)Nβa(X+s)Fˆ l′m(βa)(Rβa(X+ s))
= F l
′
m(βa)(X)− FNhm (βa)(X)
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−
Nh∑
j=l′+1
2Nv∑
n=m+2
(
n
m
)(
1
h
)n−m ∑
Y∈I(βa)n−m
(−1)Nβa(X+s)
· (F jn(βa)(Rβa(X+ s),Y)− Fˆ jn(βa)(Rβa(X+ s),Y))
·
∫
ψ1YdµCδj (βa)(ψ
1)
= F l
′
m(βa)(X)− FNhm (βa)(X)
−
Nh∑
j=l′+1
2Nv∑
n=m+2
(
n
m
)(
1
h
)n−m ∑
Y∈I(βa)n−m
(−1)Nβa(X+s)+Nβa(Y+s)
· (F jn(βa)(Rβa(X+ s), Rβa(Y + s))
− Fˆ jn(βa)(Rβa(X+ s), Rβa(Y + s)))
·
∫
ψ1YdµCδj (βa)(ψ
1)
= Fˆ l
′
m(βa)(X).
Thus, by induction the equality (3.52) holds for all l′ ∈ {l, l+1, · · · , Nh}.
Let us prove that for any l′ ∈ {l, l+ 1, · · · , Nh},
2Nv∑
m=2
c
m
2
0 α
m|Fˆ l′m(β1)− Fˆ l
′
m(β2)|0 ≤ β−
1
2
1 α
−2M−
l′
Nv−1 .(3.54)
For l′ = Nh the inequality (3.54) holds since its left-hand side is zero.
Assume that l′ ∈ {l, l + 1, · · · , Nh − 1} and (3.54) holds for all j ∈
{l′+1, l′+2, · · · , Nh}. By (3.4), (3.7), (3.36) and the estimation parallel
to [19, Lemma 4.1 (2)],
|Fˆ l′m(β1)− Fˆ l
′
m(β2)|0
≤ |Fˆ l′+1m (β1)− Fˆ l
′+1
m (β2)|0 + |T l
′+1
m (β1)− T l
′+1
m (β2)|0
+ c
2Nv∑
n=m+2
22nc
n−m
2
0
(
|Fˆ l′+1n (β1)− Fˆ l
′+1
n (β2)|0
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+ β
− 12
1
1∑
t=0
2∑
a=1
‖Fˆ l′+1n (βa)‖0,t + |T l
′+1
n (β1)− T l
′+1
n (β2)|0
+ β
− 12
1
1∑
t=0
2∑
a=1
‖T l′+1n (βa)‖0,t
)
+ c
N(β2)∑
n=2Nv+2
22nc
n−m
2
0
(
|J l′+1n (β1)− J l
′+1
n (β2)|0
+ β
− 12
1
1∑
t=0
2∑
a=1
‖J l′+1n (βa)‖0,t
)
.
On the assumption α ≥ c, M ≥ cN2v , insertion of (3.22), (3.30), (3.35),
(3.45), (3.50), (3.54) for l′ + 1 yields that
2Nv∑
m=2
c
m
2
0 α
m|Fˆ l′m(β1)− Fˆ l
′
m(β2)|0
≤ c
2Nv∑
m=2
22m
2Nv∑
n=m
c
n
2
0 α
n
(
|Fˆ l′+1n (β1)− Fˆ l
′+1
n (β2)|0 + |T l
′+1
n (β1)− T l
′+1
n (β2)|0
+ β
− 12
1
1∑
t=0
2∑
a=1
‖Fˆ l′+1n (βa)‖0,t + β−
1
2
1
1∑
t=0
2∑
a=1
‖T l′+1n (βa)‖0,t
)
+ c
2Nv∑
m=2
24Nv+4αm−2Nv−2M−
l′+1
Nv−1 (Nv+1)
N(β2)∑
n=2Nv+2
c
n
2
0 α
nM
l′+1
2Nv−2n
·
(
|J l′+1n (β1)− J l
′+1
n (β2)|0 + β−
1
2
1
1∑
t=0
2∑
a=1
‖J l′+1n (βa)‖0,t
)
≤ cNvβ− 121 α−2M−
l′+1
Nv−1 ≤ β− 121 α−2M−
l′
Nv−1 .
Therefore, the induction concludes that (3.54) holds for all l′ ∈ {l, l +
1, · · · , Nh}.
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We can see from (3.33) and (3.34) that for any X0 ∈ I0, X ∈ Iˆm−1,
a ∈ {1, 2}, m ∈ {2, 3, · · · , 2Nv},
F lm(βa)(X0, Rβa(X))
= Fˆ lm(βa)(X0, Rβa(X)) + F
Nh
m (βa)(X0, Rβa(X))
+
Nh∑
j=l+1
2Nv∑
n=m+2
(
n
m
)(
1
h
)n−m ∑
Y∈(I0)n−m
· (F jn(βa)(X0, Rβa(X,Y))− Fˆ jn(βa)(X0, Rβa(X,Y)))
·
∫
ψ1YdµCδj (βa)(ψ
1).
Then, by (3.5), (3.7),
|F lm(β1)(X0, Rβ1(X))− F lm(β2)(X0, Rβ2(X))|
≤ |Fˆ lm(β1)(X0, Rβ1(X))− Fˆ lm(β2)(X0, Rβ2(X))|
+
Nh∑
j=l+1
2Nv∑
n=m+2
(
n
m
)(
1
h
)n−m ∑
Y∈(I0)n−m
· (|F jn(β1)(X0, Rβ1(X,Y))− F jn(β2)(X0, Rβ2(X,Y))|
+ |Fˆ jn(β1)(X0, Rβ1(X,Y))− Fˆ jn(β2)(X0, Rβ2(X,Y))|)
· (M−j +M j−Nh)cn−m20
+
Nh∑
j=l+1
2Nv∑
n=m+2
(
n
m
)(
1
h
)n−m ∑
Y∈(I0)n−m
· (|F jn(β2)(X0, Rβ2(X,Y))|+ |Fˆ jn(β2)(X0, Rβ2(X,Y))|)
· β− 121 M−
j
2c
n−m
2
0 .
Thus,
|F lm(β1)− F lm(β2)|0
≤ |Fˆ lm(β1)− Fˆ lm(β2)|0
76
+
Nh∑
j=l+1
(M−j +M j−Nh)
·
2Nv∑
n=m+2
2nc
n−m
2
0 (|F jn(β1)− F jn(β2)|0 + |Fˆ jn(β1)− Fˆ jn(β2)|0)
+ β
− 12
1
Nh∑
j=l+1
M−
j
2
2Nv∑
n=m+2
2nc
n−m
2
0 (‖F jn(β2)‖0,0 + ‖Fˆ jn(β2)‖0,0).
Moreover, by substituting (3.21), (3.35), (3.44) for j ∈ {l + 1, l +
2, · · · , Nh}, (3.54) for j ∈ {l, l + 1, · · · , Nh} and using the condition
α ≥ c we deduce that
2Nv∑
m=2
c
m
2
0 α
m|F lm(β1)− F lm(β2)|0
(3.55)
≤
2Nv∑
m=2
c
m
2
0 α
m|Fˆ lm(β1)− Fˆ lm(β2)|0
+
2Nv∑
m=2
Nh∑
j=l+1
2m+2α−2(M−j +M j−Nh)
·
2Nv∑
n=m+2
c
n
2
0 α
n(|F jn(β1)− F jn(β2)|0 + |Fˆ jn(β1)− Fˆ jn(β2)|0)
+ β
− 12
1
2Nv∑
m=2
Nh∑
j=l+1
2m+2α−2M−
j
2
2Nv∑
n=m+2
c
n
2
0 α
n(‖F jn(β2)‖0,0 + ‖Fˆ jn(β2)‖0,0)
≤ β− 121 cNvα−2,
which also implies that
M−
Nv
Nv−1 l
2Nv∑
m=2
c
m
2
0 α
mM
l
2Nv−2m|F lm(β1)− F lm(β2)|0 ≤ β−
1
2
1 c
Nvα−2.(3.56)
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It follows from (3.4), (3.7) and [19, Lemma 4.1 (2)] that for m ∈
{2Nv + 2, 2Nv + 3, · · · , N(β2)},
|F lm(β1)− F lm(β2)|0
≤ |J l+1m (β1)− J l+1m (β2)|0
+ c
N(β2)∑
n=m+2
22nc
n−m
2
0
(
|J l+1n (β1)− J l+1n (β2)|0 + β−
1
2
1
2∑
a=1
1∑
t=0
‖J l+1n (βa)‖0,t
)
.
Then, by (3.22), (3.45) for l + 1 and the conditions M ≥ cNv , α ≥ c,
N(β2)∑
m=2Nv+2
c
m
2
0 α
mM
l
2Nv−2m|F lm(β1)− F lm(β2)|0
≤ c
N(β2)∑
n=2Nv+2
n∑
m=2Nv+2
22nc
n
2
0 α
mM
l
2Nv−2m
·
(
|J l+1n (β1)− J l+1n (β2)|0 + β−
1
2
1
2∑
a=1
1∑
t=0
‖J l+1n (βa)‖0,t
)
≤ c
N(β2)∑
n=2Nv+2
22nc
n
2
0 α
nM
l
2Nv−2n
·
(
|J l+1n (β1)− J l+1n (β2)|0 + β−
1
2
1
2∑
a=1
1∑
t=0
‖J l+1n (βa)‖0,t
)
≤ cNvM−Nv+1Nv−1+ NvNv−1 (l+1)β− 121 ,
and thus
M−
Nv
Nv−1 l
N(β2)∑
m=2Nv+2
c
m
2
0 α
mM
l
2Nv−2m|F lm(β1)− F lm(β2)|0 ≤ cNvM−
1
Nv−1β
− 12
1 .
(3.57)
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Finally, let us estimate the difference between F l0(β1) and F
l
0(β2). Note
that
F l0(βa)
(3.58)
= F l+10 (βa) + T
l+1
0 (βa) +
2Nv∑
m=2
∫
(F l+1m (βa)(ψ)− Fˆ l+1m (βa)(ψ))dµCδl+1(βa)(ψ)
+
2Nv∑
m=2
∫
Fˆ l+1m (βa)(ψ)dµCδl+1(βa)(ψ) +
2Nv∑
m=2
∫
T l+1m (βa)(ψ)dµCδl+1(βa)(ψ)
+
N(β2)∑
m=2Nv+2
∫
J l+1m (βa)(ψ)dµCδl+1(βa)(ψ).
By (3.33), Lemma 3.6, (3.52), (3.53),∫
(F l+1m (βa)(ψ)− Fˆ l+1m (βa)(ψ))dµCδl+1(βa)(ψ)
=
(
1
h
)m ∑
s∈[0,βa)h
∑
X∈I0
∑
Y∈I(βa)m−1
(F l+1m (βa)(X,Rβa(Y − s))
− Fˆ l+1m (βa)(X,Rβa(Y − s)))
∫
ψXψRβa(Y−s)dµCδl+1(βa)(ψ)
= βa
(
1
h
)m−1 ∑
X∈I0
∑
Y∈(I0)m−1
(F l+1m (βa)(X,Y)− Fˆ l+1m (βa)(X,Y))
·
∫
ψXψYdµCδl+1(βa)(ψ).
Combined with (3.5) and (3.7), this equality implies that∣∣∣∣∣ hN(β1)
∫
(F l+1m (β1)(ψ)− Fˆ l+1m (β1)(ψ))dµCδl+1(β1)(ψ)(3.59)
− h
N(β2)
∫
(F l+1m (β2)(ψ)− Fˆ l+1m (β2)(ψ))dµCδl+1(β2)(ψ)
∣∣∣∣∣
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≤ (|F l+1m (β1)− F l+1m (β2)|0 + |Fˆ l+1m (β1)− Fˆ l+1m (β2)|0)
· (M−l−1 +M l+1−Nh)cm20
+ (‖F l+1m (β2)‖0,0 + ‖Fˆ l+1m (β2)‖0,0)M−
l+1
2 β
− 12
1 c
m
2
0 .
By applying the same estimation as [19, Lemma 4.1 (1)] to (3.58) and
using (3.4), (3.7), (3.21), (3.22), (3.30), (3.35), (3.44), (3.45), (3.48),
(3.50), (3.54), (3.59) for l′ ∈ {l + 1, l + 2, · · · , Nh} we observe that
∣∣∣∣ hN(β1)F l0(β1)− hN(β2)F l0(β2)
∣∣∣∣
(3.60)
≤
∣∣∣∣ hN(β1)F l+10 (β1)− hN(β2)F l+10 (β2)
∣∣∣∣
+
∣∣∣∣ hN(β1)T l+10 (β1)− hN(β2)T l+10 (β2)
∣∣∣∣
+
2Nv∑
m=2
(M−l−1 +M l+1−Nh)c
m
2
0
· (|F l+1m (β1)− F l+1m (β2)|0 + |Fˆ l+1m (β1)− Fˆ l+1m (β2)|0)
+
2Nv∑
m=2
M−
l+1
2 β
− 12
1 c
m
2
0 (‖Fˆ l+1m (β2)‖0,0 + ‖F l+1m (β2)‖0,0)
+ c
2Nv∑
m=2
2mc
m
2
0
(
|Fˆ l+1m (β1)− Fˆ l+1m (β2)|0 + β−
1
2
1
2∑
a=1
1∑
t=0
‖Fˆ l+1m (βa)‖0,t
+ |T l+1m (β1)− T l+1m (β2)|0 + β−
1
2
1
2∑
a=1
1∑
t=0
‖T l+1m (βa)‖0,t
)
+ c
N(β2)∑
m=2Nv+2
2mc
m
2
0
(
|J l+1m (β1)− J l+1m (β2)|0 + β−
1
2
1
2∑
a=1
1∑
t=0
‖J l+1m (βa)‖0,t
)
≤
∣∣∣∣ hN(β1)F l+10 (β1)− hN(β2)F l+10 (β2)
∣∣∣∣
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+ cNvβ
− 12
1 α
−2(M−
l+1
2 +M−
l+1
Nv−1 +M l+1−Nh)
≤ cNvβ− 121 α−2
Nh−1∑
j=l
(M−
j+1
2 +M−
j+1
Nv−1 +M j+1−Nh)
≤ cNvβ− 121 α−2.
By putting (3.48), (3.50), (3.51), (3.55), (3.56), (3.57), (3.60) together
we obtain that
∣∣∣∣ hN(β1)F l0(β1)− hN(β2)F l0(β2)
∣∣∣∣+ ∣∣∣∣ hN(β1)T l0(β1)− hN(β2)T l0(β2)
∣∣∣∣
(3.61)
≤ cNvα−2β− 121 ,
2Nv∑
m=2
c
m
2
0 α
m(|F lm(β1)− F lm(β2)|0 + |T lm(β1)− T lm(β2)|0) ≤ cNvα−2β−
1
2
1 ,
(3.62)
M−
Nv
Nv−1 l
N(β2)∑
m=2
c
m
2
0 α
mM
l
2Nv−2m(|F lm(β1)− F lm(β2)|0 + |T lm(β1)− T lm(β2)|0)
(3.63)
≤ (cNvα−2 + cMα−2 + cNvM− 1Nv−1 )β− 121 .
Recall that in the derivation of the above inequalities we assumed the
conditions α ≥ c, M ≥ cN2v with a constant c ∈ R>0 independent of
any parameter including c′. If we start by the conditions (3.18) and
(3.19) with a sufficiently large constant c′, then the conditions α ≥ c,
M ≥ cN2v are satisfied, the right-hand side of (3.61) is less than β−1/21 α−1
and the right-hand sides of (3.62), (3.63) are less than β
−1/2
1 . Therefore,
we obtain (3.43), (3.44), (3.45) for l on the assumptions (3.18), (3.19)
with a generic constant c′, which does not depend on any parameter.
The induction with l ∈ {0, 1, · · · , Nh} now concludes the proof. 
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4. The infrared integration
In this section we perform the multi-scale analysis around the sin-
gular point of the covariance in momentum space, namely the infrared
analysis. The output of the Matsubara ultra-violet integration is sub-
stituted into the infrared integration as the initial data. So the infrared
integration is the second step of the whole multi-scale integration pro-
cess. Conservation of symmetries is essential to validate the iteration of
the integration. We have to keep track of the preserved symmetries as
well as analyticity and scale-dependent bound properties of Grassmann
polynomials during the iteration. For this purpose it is convenient to
organize sets of Grassmann polynomials having the relevant properties
and define maps between these sets resembling the real renormalization
group maps in advance. We plan to do so in the first subsection. In the
second subsection we will complete the proof of Theorem 1.6 by mak-
ing use of the tools developed in the preceding subsection. We should
remark that in principle one can reach our main result by combining
the materials prepared so far in this paper with calculations parallel
to those presented in [19, Section 7]. Apart from proving the theorem
itself, this section is aimed at providing a more organized construction
of the infrared integration than the previous version [19, Section 7] so
that the readers can confirm the validity of the infrared integration more
clearly.
Throughout this section we assume that
M ≥ 2, h ≥ e4d, L ≥ β,
unless stated otherwise.
4.1. General lemmas. Let n ∈ N and let D be a bounded domain of
Cn satisfying that z ∈ D for any z ∈ D, where D denotes the closure of
D. Set
C
(
D;
∧
V
)
:=
{
J ∈ Map
(
D,
∧
V
) ∣∣ U 7→ J(U)(ψ) is continuous in D} ,
Cω
(
D;
∧
V
)
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:=
{
J ∈ Map
(
D,
∧
V
) ∣∣ U 7→ J(U)(ψ) is analytic in D} .
See [19, Subsection 2.2] for the meaning of continuity and analytic-
ity of Grassmann polynomials. We are going to define a subset of
C(D;
∧V) ∩ Cω(D;∧V) to which Grassmann polynomials dealt in our
infrared analysis belong. To describe symmetric properties of Grass-
mann polynomials, let us fix some notational conventions. Let S be a
bijective map from I to I and Q be a map from I to R. The maps
Sm : I
m → Im, Qm : Im → R (m ∈ N) are defined by
Sm(X1, X2, · · · , Xm) := (S(X1), S(X2), · · · , S(Xm)),
Qm(X1, X2, · · · , Xm) :=
m∑
j=1
Q(Xj).
For f(ψ) =
∑N
m=0(
1
h
)m
∑
X∈Im fm(X)ψX ∈
∧V , define f(Rψ), f(ψ) ∈∧V by
f(Rψ) :=
N∑
m=0
(
1
h
)m ∑
X∈Im
fm(X)e
iQm(Sm(X))ψSm(X),
f(ψ) :=
N∑
m=0
(
1
h
)m ∑
X∈Im
fm(X)ψX.
In fact these notational rules have been introduced in [19, Subsection 3.3].
In addition, for x ∈ Zd we let rL(x) denote a site of Γ(L) satisfying
x = rL(x) in (Z/LZ)
d.
Now, for parameters c0, α ∈ R≥1, M ∈ R≥2, l ∈ Z≤0 we define the
subset S(D, c0, α,M)(l) of C(D;
∧V) ∩ Cω(D;∧V) as follows. J ∈
C(D;
∧V) ∩Cω(D;∧V) belongs to S(D, c0, α,M)(l) if and only if J
satisfies the following properties.
(i)
h
N
|J0(U)| ≤M (d+ 32 )lα−1,(4.1)
M−(d+
3
2 )l+tl
N∑
m=2
c
m
2
0 α
mM
d
2 lm‖Jm(U)‖l,t ≤ 1, (∀U ∈ D, t ∈ {0, 1}).(4.2)
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(ii)
J(U)(ψ) = J(U)(Rψ), (∀U ∈ D),
for each S : I → I and Q : I → R defined as follows.
S((ρ,x, σ, x, θ)) := (ρ,x, σ, x, θ),(4.3)
Q((ρ,x, σ, x, θ)) :=
π
2
θ, (∀(ρ,x, σ, x, θ) ∈ I).
S((ρ,x, σ, x, θ)) := (ρ,x, σ, x, θ),(4.4)
Q((ρ,x, σ, x, θ)) := π1σ=↑, (∀(ρ,x, σ, x, θ) ∈ I).
S((ρ,x, σ, x, θ)) := (ρ,x,−σ, x, θ),(4.5)
Q((ρ,x, σ, x, θ)) := 0, (∀(ρ,x, σ, x, θ) ∈ I).
S((ρ,x, σ, x, θ)) := (ρ, rL(x+ z), σ, rβ(x+ s), θ),(4.6)
Q((ρ,x, σ, x, θ)) := πnβ(rβ(x− s) + s), (∀(ρ,x, σ, x, θ) ∈ I),
where z ∈ Zd and s ∈ (1/h)Z are arbitrarily taken and fixed.
S((ρ,x, σ, x, θ)) := (ρ, rL(−x− b(ρ)), σ, x, θ),(4.7)
Q((ρ,x, σ, x, θ)) := θ〈x, (2π/L)εL〉+ θ〈b(ρ), (π/L)εL〉,
(∀(ρ,x, σ, x, θ) ∈ I).
(iii)
J(U)(ψ) = J(U)(Rψ), (∀U ∈ D),
for each S : I → I and Q : I → R defined as follows.
S((ρ,x, σ, x, θ)) := (ρ,x, σ, rβ(−x),−θ),(4.8)
Q((ρ,x, σ, x, θ)) := π(1θ=1 + 1x 6=0), (∀(ρ,x, σ, x, θ) ∈ I).
S((ρ,x, σ, x, θ)) := (ρ,x, σ, x,−θ),(4.9)
Q((ρ,x, σ, x, θ)) := 〈b(ρ),pi〉, (∀(ρ,x, σ, x, θ) ∈ I).
Moreover, on the assumption (3.3) we define the subset Sˆ(D, c0, α,M)(l)
of S(D, c0, α,M)(l)(β1)×S(D, c0, α,M)(l)(β2) as follows. (J(β1), J(β2))
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∈ S(D, c0, α,M)(l)(β1)×S(D, c0, α,M)(l)(β2) belongs to Sˆ(D, c0, α,M)(l)
if and only if
∣∣∣∣ hN(β1)J0(β1)(U)− hN(β2)J0(β2)(U)
∣∣∣∣ ≤ β− 121 M (d+ 12 )lα−1,
(4.10)
M−(d+
1
2 )l
N(β2)∑
m=2
c
m
2
0 α
mM
d
2 lm|Jm(β1)(U)− Jm(β2)(U)|l ≤ β−
1
2
1 , (∀U ∈ D).
(4.11)
We will later define a set designed to contain kernels of quadratic
Grassmann polynomials belonging to S(D, c0, α,M)(l). Since one crite-
rion to be an element of the set involves cut-off functions for the infrared
integration, let us define the cut-off functions at this stage. Set
ft :=
1
4
min
p∈{1,2,··· ,d}
t2p
(
1− 1
2
max
m∈{1,2,··· ,d}
(
m−1∑
j=1
|1 + eiθj,m|+
d∑
j=m+1
|1 + eiθm,j |
))
,
MIR :=
√
6
π
(
π2
3
M 2UV + d
)1
2
,
Nβ := min
{⌊
log
(
pi
β
(
pi√
3
MIR
)−1)
logM
⌋
, 0
}
.
By the assumption (3.1), ft ≤ 1/4. Using the function φ introduced in
Subsection 3.1, we define the functions χl : R
d+1 → R (l ∈ Z) by
χl(ω,k)
:= φ(M−2UVω
2)
(
φ
(
M−2IRM
−2(l+1)
(
ω2 + ft
d∑
j=1
|1 + ei piLεLj +ikj |2
))
− φ
(
M−2IRM
−2l
(
ω2 + ft
d∑
j=1
|1 + ei piLεLj +ikj |2
)))
.
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We can check that
φ
(
M−2IRM
−2
(
ω2 + ft
d∑
j=1
|1 + ei piLεLj +ikj |2
))
= 1,
(∀ω ∈ R with φ(M−2UV ω2) 6= 0,k ∈ Rd),
φ
(
M−2IRM
−2Nβ
(
ω2 + ft
d∑
j=1
|1 + ei piLεLj +ikj |2
))
= 0,(4.12)
(∀ω ∈ R with |ω| ≥ π/β,k ∈ Rd).
These equalities imply that
Nβ∑
l=0
χl(ω,k) = φ(M
−2
UVω
2), (∀ω ∈M,k ∈ Rd).
The support property of χl is described as follows.
χl(ω,k)

= 0, if
(
ω2 + ft
∑d
j=1 |1 + ei
pi
Lε
L
j +ikj |2
) 1
2 ≤ pi√
6
MIRM
l,
∈ [0, 1], if pi√
6
MIRM
l <
(
ω2 + ft
∑d
j=1 |1 + ei
pi
Lε
L
j +ikj |2
) 1
2
< pi√
3
MIRM
l+1,
= 0, if
(
ω2 + ft
∑d
j=1 |1 + ei
pi
Lε
L
j +ikj |2
) 1
2 ≥ pi√
3
MIRM
l+1.
(4.13)
We define the functions χ≤l : Rd+1 → R (l ∈ Z with l ≥ Nβ), χˆ≤m :
Rd+1 → R (m ∈ Z) by
χ≤l(ω,k) :=
Nβ∑
j=l
χj(ω,k),
χˆ≤m(ω,k)
:= φ(M−2UV ω
2)φ
(
M−2IRM
−2(m+1)
(
ω2 + ft
d∑
j=1
|1 + ei piLεLj +ikj |2
))
,
(∀(ω,k) ∈ Rd+1).
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Here let us list properties of these cut-off functions for later use. For
simplicity we write ∂/∂k0 in place of the differential operator ∂/∂ω in
the following. Note that the condition L ≥ β is necessary in the proof
of the item (5) of the next lemma.
Lemma 4.1. (1) Assume that 0 < β1 ≤ β2. Then,
χ≤l(β1)(ω,k) = χ≤l(β2)(ω,k) = χˆ≤l(ω,k),
(∀(ω,k) ∈ Rd+1 with |ω| ≥ π/β1, l ∈ Z with l ≥ Nβ1).
(2)
χˆ≤l(ω,k) = 0, (∀(ω,k) ∈ Rd+1 with |ω| ≥ πh, l ∈ Z).
(3) There exists a constant cχ ∈ R>0 independent of any parameter
such that∣∣∣∣( ∂∂kj
)n
χˆ≤l(ω,k)
∣∣∣∣ , ∣∣∣∣( ∂∂kj
)n
χl(ω,k)
∣∣∣∣ ≤ (cχw(l)−1)n(n!)2,
(∀(ω,k) ∈ Rd+1, n ∈ N ∪ {0}, j ∈ {0, 1, · · · , d}, l ∈ {0,−1, · · · , Nβ}).
(4) If there exists (ω,k) ∈ Rd+1 with |ω| ≥ π/β such that χˆ≤0(ω,k) 6=
0, then
1
β
≤MIRMNβ+1.
(5) Assume that 1/β ≤ MIRMNβ+1. Then, there exists a constant
c(M, d) ∈ R>0 depending only on M , d such that the following
inequalities hold for any l ∈ Z with l ≥ Nβ, (ω′,k′) ∈ Rd+1.
1
βLd
∑
(ω,k)∈M×Γ(L)∗
1χˆ≤l(ω+ω′,k+k′) 6=0 ≤ c(M, d)f−
d
2
t M
(d+1)l,
∫ ∞
−∞
dω
1
Ld
∑
k∈Γ(L)∗
1χˆ≤l(ω,k+k′) 6=0 ≤ c(M, d)f−
d
2
t M
(d+1)l,
1
Ld
∑
k∈Γ(L)∗
1χˆ≤l(ω′,k+k′) 6=0 ≤ c(M, d)f−
d
2
t M
dl.
Proof. (1): The claim follows from (4.12).
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(2): The assumption h ≥ e4d and the support property of φ(M−2UVω2)
imply that result.
(3): The proof for this claim is essentially same as the proof for [19,
Lemma 7.4]. Here we especially need to use the fact ft ≤ 1.
(4): This was essentially proved in [19, Lemma 7.5].
(5): We can derive the claimed inequalities from the support property
of χˆ≤l and the assumptions 1/β ≤MIRMNβ+1, L ≥ β. 
Set
C∞(Rd+1;Mat(2d,C))
:= {f : Rd+1 → Mat(2d,C) | f(·)(ρ, η) ∈ C∞(Rd+1;C) (∀ρ, η ∈ B)}.
Here we define the subsetK(D,α,M)(l) of Map(D,C∞(Rd+1;Mat(2d,C)))
which is designed to contain kernels of relevant quadratic Grassmann
polynomials. Let l ∈ Z≤0 and cχ be the constant appearing in Lemma
4.1 (3). W ∈ Map(D,C∞(Rd+1;Mat(2d,C))) belongs to K(D,α,M)(l)
if and only if W satisfies the following conditions.
(i) U 7→ W (U)(ω,k)(ρ, η) is continuous in D, analytic in D for any
(ω,k) ∈ Rd+1, ρ, η ∈ B.
(ii)
W (U)(ω,k) = W (U)(ω,p),
(∀U ∈ D,ω ∈ R,k,p ∈ Rd with k = p in (R/2πZ)d).
(iii)
W (U)(ω,k) =W (U)(−ω,k)∗,
(∀U ∈ D, (ω,k) ∈M× ((2π/L)Z)d).
(iv)
Ud(pi)W (U)(ω,k)Ud(pi)
∗ = −W (U)(ω,k)∗,
(∀U ∈ D, (ω,k) ∈M× ((2π/L)Z)d).
(v)
Ud
(
π
L
εL
)
Ud(k)W (U)
(
ω,−k− 2π
L
εL
)
Ud(k)
∗Ud
(
π
L
εL
)∗
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=W (U)(ω,k), (∀U ∈ D, (ω,k) ∈M× ((2π/L)Z)d).
(vi)
d∏
j=0
 ∞∑
nj=0
(
1
2cχ + π
)nj w(l)nj
(2nj)!
 ∣∣∣∣∣
d∏
p=0
(
∂
∂kp
)np
W (U)(ω,k)(ρ, η)
∣∣∣∣∣(4.14)
· 1∑d
q=0 nq>0
≤ α−2M l, (∀U ∈ D, (ω,k) ∈ Rd+1, ρ, η ∈ B).
(vii)
|1χˆ≤j(ω,k) 6=0W (U)(ω,k)(ρ, η)| ≤ α−2M j,(4.15)
(∀U ∈ D, (ω,k) ∈ Rd+1, ρ, η ∈ B, j ∈ Z with j ≥ Nβ).
On the assumption (3.3) we define the subset Kˆ(D,α,M)(l) of
K(D,α,M)(l)(β1) × K(D,α,M)(l)(β2) as follows. (W (β1),W (β2)) ∈
K(D,α,M)(l)(β1)×K(D,α,M)(l)(β2) belongs to Kˆ(D,α,M)(l) if and
only if
d∏
j=0
 ∞∑
nj=0
(
1
2cχ + π2
)nj w(l)nj
(2nj)!

(4.16)
·
∣∣∣∣∣
d∏
p=0
(
∂
∂kp
)np
(W (β1)(U)(ω,k)(ρ, η)−W (β2)(U)(ω,k)(ρ, η))
∣∣∣∣∣
≤ β− 121 α−2, (∀U ∈ D, (ω,k) ∈ Rd+1, ρ, η ∈ B).
Let us make an inequality which will enable us to substitute an element
of K(D,α,M)(l) into the denominator of the free covariance.
Lemma 4.2. There exists a constant c(d) ∈ R>0 depending only on
d such that if α ≥ c(d), the following inequality holds for any W ∈
K(D,α,M)(l).
‖(iωI2d − E(k)−W (U)(ω,k))−1‖2d×2d ≤M−l′,
(∀l′ ∈ Z with l′ ≥ Nβ, (ω,k) ∈ Rd+1 satisfying χl′(ω,k) 6= 0,U ∈ D).
89
Proof. By Lemma 2.3 (5) and (4.13),
‖(iωI2d − E(k))−1‖2d×2d ≤
(
ω2 + ft
d∑
j=1
|1 + ei piLεLj +ikj |2
)− 12
≤
√
6
π
M−1IRM
−l′.
Thus, by (4.15),
‖(iωI2d − E(k)−W (U)(ω,k))−1‖2d×2d
≤ ‖(iωI2d − E(k))−1‖2d×2d
∞∑
n=0
‖(iωI2d − E(k))−1W (U)(ω,k)‖n2d×2d
≤
√
6
π
M−1IRM
−l′
∞∑
n=0
(c(d)α−2)n ≤ M−l′.
In order to derive the last inequality, we used the condition α ≥ c(d). 
At every step of the iterative IR integration we receive a Grassmann
polynomial from the preceding IR integration and substitute the kernel
of its quadratic term into the covariance. Our aim here is to construct
lemmas which justify this process. Let us define the maps r′β : [0, β)→
[−β/2, β/2), sL : [0, L)→ [−L/2, L/2), r′L : [0, L)d → [−L/2, L/2)d by
r′β(x) :=
{
x if x ∈ [0, β
2
)
,
x− β if x ∈ [β
2
, β
)
,
sL(x) :=
{
x if x ∈ [0, L
2
)
,
x− L if x ∈ [L
2
, L
)
,
r′L(x) := (sL(x1), sL(x2), · · · , sL(xd)).
Let l ∈ {0,−1, · · · , Nβ} and (J0, J−1, · · · , J l) ∈
∏l
j=0 S(D, c0, α,M)(j).
For U ∈ D, (ω,k) ∈ Rd+1, ρ, η ∈ B, set
W j(U)(ω,k)(ρ, η) :=
2
h
∑
(x,s)∈Γ(L)×[0,β)h
e−i〈k,r
′
L(x)〉−iωr′β(s)(−1)nβ(r′β(s))
(4.17)
· J j2(U)((ρ,x, ↑, s,−1), (η, 0, ↑, 0, 1)),
(j = 0,−1, · · · , l),
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El(U)(ω,k)(ρ, η) := 1 1
β≤MIRM
Nβ+1
l∑
j=0
χˆ≤j(ω,k)W
j(U)(ω,k)(ρ, η).
(4.18)
In fact J j mimics the output of the infrared integration at one scale.
The kernel of its quadratic part is characterized as in (4.17) and sub-
stituted into the covariance. The covariance at scale l contains a col-
lection of the kernels of the form (4.18). We are going to prove that
El ∈ K(D,α,M)(l) and (El(β1), El(β2)) ∈ Kˆ(D,α,M)(l) on the as-
sumption (3.3), which is important information for the validity of the
process. We need the next lemma.
Lemma 4.3. (1)
d∏
j=0
 ∞∑
nj=0
(
2
π
)nj w(l)nj
(2nj)!
 ∣∣∣∣∣
d∏
p=0
(
∂
∂kp
)np
W l(U)(ω,k)(ρ, η)
∣∣∣∣∣
≤ 2‖J l2(U)‖l,0, (∀U ∈ D, (ω,k) ∈ Rd+1, ρ, η ∈ B).
(2) Assume that (3.3) holds. Then,
d∏
j=0
 ∞∑
nj=0
(
2
π2
)nj w(l)nj
(2nj)!

·
∣∣∣∣∣
d∏
p=0
(
∂
∂kp
)np
(W l(β1)(U)(ω,k)(ρ, η)−W l(β2)(U)(ω,k)(ρ, η))
∣∣∣∣∣
≤ 2|J l2(β1)(U)− J l2(β2)(U)|l +
4π
β1
2∑
a=1
‖J l2(βa)(U)‖l,1,
(∀U ∈ D, (ω,k) ∈ Rd+1, ρ, η ∈ B).
Proof. (1): Note that
d∏
j=0
((
2
π
)nj w(l)nj
(2nj)!
) ∣∣∣∣∣
d∏
p=0
(
∂
∂kp
)np
W l(U)(ω,k)(ρ, η)
∣∣∣∣∣
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≤ 2
h
∑
(x,s)∈Γ(L)×[0,β)h
d∏
j=0
(
w(l)nj
(2nj)!
dj((ρ,x, ↑, s,−1), (η, 0, ↑, 0, 1))nj
)
· |J l2(U)((ρ,x, ↑, s,−1), (η, 0, ↑, 0, 1))|.
This inequality leads to the result.
(2):
d∏
j=0
((
2
π2
)nj w(l)nj
(2nj)!
)
·
∣∣∣∣∣
d∏
p=0
(
∂
∂kp
)np
(W l(β1)(U)(ω,k)(ρ, η)−W l(β2)(U)(ω,k)(ρ, η))
∣∣∣∣∣
≤ 2
h
∑
(x,s)∈Γ(L)×[−β1/4,β1/4)h
·
d∏
j=0
(
1
(2nj)!
(
w(l)
π
)nj
dˆj((ρ,x, ↑, s,−1), (η, 0, ↑, 0, 1))nj
)
· |J l2(β1)(U)(Rβ1((ρ,x, ↑, s,−1), (η, 0, ↑, 0, 1)))
− J l2(β2)(U)(Rβ2((ρ,x, ↑, s,−1), (η, 0, ↑, 0, 1)))|
+
2
h
2∑
a=1
∑
(x,s)∈Γ(L)×[0,βa)h
(
2
π
)n0
·
(
1
s∈[β14 ,βa2 )
|s|n0
(βa
2pi
|ei 2piβa s − 1|)n0+1
+ 1
s∈[βa2 ,βa−
β1
4 )
|s− βa|n0
(βa
2pi
|ei 2piβa s − 1|)n0+1
)
· |d0(βa)((ρ,x, ↑, s,−1), (η, 0, ↑, 0, 1))|
·
d∏
j=0
(
w(l)nj
(2nj)!
dj(βa)((ρ,x, ↑, s,−1), (η, 0, ↑, 0, 1))nj
)
· |J l2(βa)(U)((ρ,x, ↑, s,−1), (η, 0, ↑, 0, 1))|.
The result follows from the above inequality. 
In the following cχ is the constant appearing in Lemma 4.1 (3).
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Lemma 4.4. There exists a constant c(d,M, cw, cχ) ∈ R>0 depending
only on d,M, cw, cχ such that if c0 ≥ c(d,M, cw, cχ)f−
1
2
t , the following
statements hold.
(1)
El ∈ K(D,α,M)(l).
(2) Assume that (3.3) holds, l ∈ {0,−1, · · · , Nβ1} and (J j(β1), J j(β2))
∈ Sˆ(D, c0, α,M)(j) (j = 0,−1, · · · , l). Then,
(El(β1), El(β2)) ∈ Kˆ(D,α,M)(l).
Proof. (1): It suffices to consider the case that 1/β ≤ MIRMNβ+1. The
continuity and analyticity with U is clear. Let us prove the invariant
properties. The periodicity claimed in (ii) follows from the definition.
Since
χˆ≤j(ω,k) = χˆ≤j(−ω,k) = χˆ≤j
(
ω,−k− 2π
L
εL
)
, (∀(ω,k) ∈ Rd+1),
it is sufficient to confirm the invariances of W j (j ∈ {0,−1, · · · , l}) to
prove the invariances of El. The proof for the invariance of W
j claimed
in (iii), (iv), (v) is parallel to the proof for
[19, Lemma 7.6 (2), (7.25), (7.26), (7.27)] respectively. Here we only
provide the sketch of the proof. The invariance in (iii) is proved by
combining the anti-symmetry of J j2(U)(·), the invariance J j2(U)(ψ) =
J j2(U)(Rψ) for S : I → I, Q : I → R defined in (4.6) and the invariance
J j2(U)(ψ) = J
j
2(U)(Rψ) for S : I → I, Q : I → R defined in (4.8).
The invariance in (iv) follows from the anti-symmetry of J j2(U)(·), the
invariance J j2(U)(ψ) = J
j
2(U)(Rψ) for S : I → I, Q : I → R defined
in (4.6) and the invariance J j2(U)(ψ) = J
j
2(U)(Rψ) for S : I → I,
Q : I → R defined in (4.9). The invariance in (v) is due to the invariance
J j2(U)(ψ) = J
j
2(U)(Rψ) for S : I → I, Q : I → R defined in (4.6) and
(4.7).
Next let us show the bound property (vi). Take n0, n1, · · · , nd ∈ N ∪
{0} satisfying∑dj=0 nj > 0. Using (4.2), Lemma 4.1 (3) and Lemma 4.3
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(1), we can derive that for any (ω,k) ∈ Rd+1,
∣∣∣∣∣
d∏
j=0
(
w(l)nj
(2nj)!
(
∂
∂kj
)nj)
El(ω,k)(ρ, η)
∣∣∣∣∣
(4.19)
≤M l
l∑
p=0
M−p
d∏
j=0
(
w(p)nj
(2nj)!
) d∏
q=0
 nq∑
mq=0
(
nq
mq
)
·
∣∣∣∣∣
d∏
r=0
(
∂
∂kr
)mr
χˆ≤p(ω,k)
∣∣∣∣∣
∣∣∣∣∣
d∏
s=0
(
∂
∂ks
)ns−ms
W p(ω,k)(ρ, η)
∣∣∣∣∣
≤M l
l∑
p=0
M−p
d∏
j=0
(
w(p)nj
(2nj)!
) d∏
q=0
 nq∑
mq=0
(
nq
mq
)
·
∣∣∣∣∣
d∏
r=0
(cχw(p)
−1)mr(mr!)
2
∣∣∣∣∣
∣∣∣∣∣
d∏
s=0
(
π
2
w(p)−1
)ns−ms
(2(ns −ms))!
∣∣∣∣∣ 2‖Jp2‖p,0
≤ 2M l
l∑
p=0
M−p‖Jp2‖p,0
d∏
j=0
 nj∑
mj=0
(
nj
mj
)
cmjχ
(
π
2
)nj−mj
≤ 2
1−M− 12
(
cχ +
π
2
)∑d
j=0 nj
c−10 α
−2M l,
which implies that
d∏
j=0
 ∞∑
nj=0
(
1
2cχ + π
)nj w(l)nj
(2nj)!
∣∣∣∣∣
d∏
p=0
(
∂
∂kp
)np
El(U)(ω,k)(ρ, η)
∣∣∣∣∣
· 1∑d
q=0 nq>0
≤ 2
d+1
1−M− 12 c
−1
0 α
−2M l ≤ 2
d+1
1− 2− 12 c
−1
0 α
−2M l,
(∀U ∈ D, (ω,k) ∈ Rd+1, ρ, η ∈ B),
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where we used the condition M ≥ 2. Thus, if c0 ≥ 2d+2/(1 − 2− 12 ), El
satisfies the inequality in (vi).
It remains to prove the bound property (vii). Take ρ, η ∈ B. If
ei〈b(ρ)−b(η),pi〉 = 1, the invariances (iii), (iv) imply that
El(U)(ω,k)(ρ, η) = −El(U)(−ω,k)(ρ, η),
(∀U ∈ D, (ω,k) ∈M× ((2π/L)Z)d).
Thus, by (4.19),
|El(ω,k)(ρ, η)|
(4.20)
≤ 1
2
∣∣∣∣El(ω,k)(ρ, η)− El(πβ ,k
)
(ρ, η)
∣∣∣∣
+
1
2
∣∣∣∣El(ω,k)(ρ, η)− El (−πβ ,k
)
(ρ, η)
∣∣∣∣
≤ c(d,M, cχ, cw)
(
|ω| + 1
β
)
c−10 α
−2, (∀(ω,k) ∈M× ((2π/L)Z)d),
where c(d,M, cχ, cw) ∈ R>0 is a constant depending only on d,M, cχ, cw.
If ei〈b(ρ)−b(η),pi〉 = −1, the invariance (v) and the periodicity (ii) yield
that
El(U)(ω,pi)(ρ, η) = −ei〈b(ρ)−b(η), piLεL〉El(U)
(
ω,pi − 2π
L
εL
)
(ρ, η),
(∀U ∈ D,ω ∈M).
Thus, by using the bound (4.2), Lemma 4.3 (1) and (4.19) we have that
|El(ω,k)(ρ, η)| ≤ 1
2
|El(ω,k)(ρ, η)− El(ω,pi)(ρ, η)|(4.21)
+
1
2
∣∣∣∣El(ω,k)(ρ, η)− El (ω,pi − 2πL εL
)
(ρ, η)
∣∣∣∣
+
c(d)
L
∣∣∣∣El (ω,pi − 2πL εL
)
(ρ, η)
∣∣∣∣
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≤ c(d,M, cχ, cw)
(
d∑
j=1
|kj − π|+ 1
L
)
c−10 α
−2,
(∀(ω,k) ∈M× ((2π/L)Z)d).
By coupling (4.20) with (4.21) we obtain
|El(ω,k)(ρ, η)| ≤ c(d,M, cχ, cw)
(
|ω|+
d∑
j=1
|kj − π| + 1
β
+
1
L
)
c−10 α
−2,
(∀(ω,k) ∈M× ((2π/L)Z)d, ρ, η ∈ B).
For any (ω,k) ∈ Rd+1 there exists (ωˆ, kˆ) ∈ M× ((2π/L)Z)d such that
|ω − ωˆ| ≤ π/β, ‖k − kˆ‖Rd ≤
√
dπ/L. By taking into account this fact,
we can deduce from the above inequality for (ωˆ, kˆ) and (4.19) that
|El(ω,k)(ρ, η)| ≤ c(d,M, cχ, cw)
(
|ω|+
d∑
j=1
|kj − π| + 1
β
+
1
L
)
c−10 α
−2,
(∀(ω,k) ∈ Rd+1, ρ, η ∈ B).
Then, by using the periodicity of El(ω,k) with k, the support property
of χˆ≤j, the assumption 1/L ≤ 1/β ≤ MIRMNβ+1 and the fact ft ≤ 1 we
reach the inequality that
|El(U)(ω,k)(ρ, η)| ≤ c(d,M, cχ, cw)f−
1
2
t c
−1
0 α
−2M j,
(∀U ∈ D, j ∈ Z with j ≥ Nβ,
(ω,k) ∈ Rd+1 satisfying χˆ≤j(ω,k) 6= 0, ρ, η ∈ B).
Thus, El satisfies the property (vii) under the assumption that c0 ≥
c(d,M, cχ, cw)f
− 12
t .
(2): Take n0, n1, · · · , nd ∈ N ∪ {0}. By (4.2), (4.11), Lemma 4.1 (3),
Lemma 4.3 (2) and the assumption M ≥ 2,∣∣∣∣∣
d∏
j=0
(
w(l)nj
(2nj)!
(
∂
∂kj
)nj)
(El(β1)(ω,k)(ρ, η)− El(β2)(ω,k)(ρ, η))
∣∣∣∣∣
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≤
l∑
p=0
d∏
j=0
w(l)nj
(2nj)!
nj∑
mj=0
(
nj
mj
)∣∣∣∣∣
d∏
q=0
(
∂
∂kq
)mq
χˆ≤p(ω,k)
∣∣∣∣∣
·
∣∣∣∣∣
d∏
r=0
(
∂
∂kr
)nr−mr
(W p(β1)(ω,k)(ρ, η)−W p(β2)(ω,k)(ρ, η))
∣∣∣∣∣
≤
l∑
p=0
d∏
j=0
 nj∑
mj=0
(
nj
mj
)
cmjχ
(
π2
2
)nj−mj
·
(
2|Jp2 (β1)− Jp2 (β2)|p +
4π
β1
2∑
a=1
‖Jp2 (βa)‖p,1
)
≤
(
cχ +
π2
2
)∑d
j=0 nj l∑
p=0
(2β
− 12
1 c
−1
0 α
−2M
p
2 + 4πβ−11 c
−1
0 α
−2M
p
2 )
≤
(
cχ +
π2
2
)∑d
j=0 nj 2 + 4π
1− 2− 12 c
−1
0 α
−2β
− 12
1 .
This inequality implies that
d∏
j=0
 ∞∑
nj=0
(
1
2cχ + π2
)nj w(l)nj
(2nj)!

·
∣∣∣∣∣
d∏
p=0
(
∂
∂kj
)np
(El(β1)(U)(ω,k)(ρ, η)− El(β2)(U)(ω,k)(ρ, η))
∣∣∣∣∣
≤ 2
d+1(2 + 4π)
1− 2− 12 c
−1
0 α
−2β
− 12
1 , (∀U ∈ D, ρ, η ∈ B, (ω,k) ∈ Rd+1).
Thus, the claim holds true if c0 ≥ 2d+1(2 + 4π)/(1− 2− 12 ). 
In the next lemma we summarize properties of a function of U ∈ D
which resembles the final output of the infrared integration. In the
following Cω(D;C) denotes the set of analytic functions in D.
Lemma 4.5. Assume that l ∈ {0,−1, · · · , Nβ}, Gl ∈ K(D,α,M)(l),
Gl+1 ∈ K(D,α,M)(l + 1) if l ≤ −1, Gl+1 = 0 if l = 0. Moreover,
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assume that
Gl(U)(ω,k)−Gl+1(U)(ω,k) = O,
(∀U ∈ D, (ω,k) ∈ Rd+1 with χˆ≤l(ω,k) = 0).
Define the function Hl : D → C by
Hl(U)
:=
1
βLd
∑
(ω,k)∈M×Γ(L)∗
log(det(I2d − (iωI2d − E(k)−Gl+1(U)(ω,k))−1
· (Gl(U)(ω,k)−Gl+1(U)(ω,k)))).
Then, there exist a constant c(d) ∈ R>0 depending only on d and a
constant c(d,M, cw, cχ) ∈ R>0 depending only on d,M, cw, cχ such that
the following statements hold true if α ≥ c(d).
(1)
Hl ∈ C(D;C) ∩ Cω(D;C).
(2)
|Hl(U)| ≤ c(d,M, cw, cχ)f−
d
2
t M
(d+1)lα−2, (∀U ∈ D).
(3) In addition, assume that (3.3) holds, l ∈ {0,−1, · · · , Nβ1},
(Gl(β1), Gl(β2)) ∈ Kˆ(D,α,M)(l) and
(Gl+1(β1), Gl+1(β2)) ∈ Kˆ(D,α,M)(l + 1) if l ≤ −1. Then,
|Hl(β1)(U)−Hl(β2)(U)| ≤ c(d,M, cw, cχ)β−
1
2
1 f
−d2
t M
dlα−2, (∀U ∈ D).
Proof. (1), (2): Take j ∈ {l, l − 1, · · · , Nβ}. It follows from Lemma 4.2
and (4.15) that for any (ω,k) ∈ Rd+1 satisfying χj(ω,k) 6= 0,
‖(iωI2d − E(ω,k)−Gl+1(ω,k))−1‖2d×2d ≤ M−j,(4.22)
‖Gl(ω,k)−Gl+1(ω,k)‖2d×2d ≤ c(d)α−2M j,(4.23)
on the assumption that α is larger than a positive constant depending
only on d. By using the above inequalities and Lemma 4.1 (1),(4),(5)
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we see that
|Hl(U)| ≤ 1
βLd
∑
(ω,k)∈M×Γ(L)∗
Nβ∑
j=l
1χj(ω,k) 6=0
(4.24)
·
∞∑
n=1
| det(I2d − (iωI2d − E(k)−Gl+1(U)(ω,k))−1
· (Gl(U)(ω,k)−Gl+1(U)(ω,k)))− 1|n
≤ 1
βLd
∑
(ω,k)∈M×Γ(L)∗
Nβ∑
j=l
1χj(ω,k) 6=0
∞∑
n=1
(c(d)α−2)n
≤ c(d,M)f−d2t M (d+1)lα−2, (∀U ∈ D).
This implies (2). Take j ∈ {l, l−1, · · · , Nβ} and (ω,k) ∈ Rd+1 satisfying
χj(ω,k) 6= 0. Since
(iωI2d − E(k)−Gl+1(U)(ω,k))−1(4.25)
=
∞∑
n=0
((iωI2d − E(k))−1Gl+1(U)(ω,k))n(iωI2d − E(k))−1
and this series converges uniformly with U,
(iωI2d − E(k)−Gl+1(·)(ω,k))−1(ρ, η) ∈ C(D;C) ∩ Cω(D;C),
(∀ρ, η ∈ B).
Thus,
det(I2d − (iωI2d − E(k)−Gl+1(·)(ω,k))−1(Gl(·)(ω,k)−Gl+1(·)(ω,k)))
∈ C(D;C) ∩ Cω(D;C).
Moreover, an estimation similar to (4.24) implies that the series
∞∑
n=1
(−1)n−1
n
(det(I2d−(iωI2d − E(k)−Gl+1(U)(ω,k))−1
· (Gl(U)(ω,k)−Gl+1(U)(ω,k)))− 1)n
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converges uniformly with U and thus
log(det(I2d − (iωI2d − E(k)−Gl+1(·)(ω,k))−1
· (Gl(·)(ω,k)−Gl+1(·)(ω,k))))
∈ C(D;C) ∩ Cω(D;C).
Therefore, the claim (1) holds true.
(3): Let us prepare a couple of necessary inequalities. By (4.14),
∥∥∥∥ ∂∂ω (iωI2d − E(k)−Gl+1(βa)(U)(ω,k))
∥∥∥∥
2d×2d
≤ c(d,M, cw, cχ),
(4.26)
∥∥∥∥ ∂∂ω (Gl(βa)(U)(ω,k)−Gl+1(βa)(U)(ω,k))
∥∥∥∥
2d×2d
≤ c(d,M, cw, cχ)α−2,
(4.27)
(∀U ∈ D, (ω,k) ∈ Rd+1, a ∈ {1, 2}).
Then, define the functions Hˆl(βa) : D → C (a = 1, 2) by
Hˆl(βa)(U) :=
1
2πLd
∑
k∈Γ(L)∗
(∫ − piβa
−pih
dω +
∫ pih
pi
βa
dω
)
· log(det(I2d − (iωI2d − E(k)−Gl+1(βa)(U)(ω,k))−1
· (Gl(βa)(U)(ω,k)−Gl+1(βa)(U)(ω,k)))).
By using Lemma 4.1 (1),(2),(4),(5), (4.22), (4.23), (4.26) and (4.27) we
deduce that
|Hl(βa)(U)− Hˆl(βa)(U)|
(4.28)
≤ 1
2πLd
∑
k∈Γ(L)∗
βah
2 −1∑
m=0
·
(∫ pi
βa
+ 2piβa (m+1)
pi
βa
+ 2piβam
dω
∫ ω
pi
βa
+ 2piβam
dη +
∫ − piβa− 2piβam
− piβa−
2pi
βa
(m+1)
dω
∫ − piβa− 2piβam
ω
dη
)
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·
∣∣∣∣∣ ∂∂η log(det(I2d − (iηI2d − E(k)−Gl+1(βa)(η,k))−1
· (Gl(βa)(η,k)−Gl+1(βa)(η,k))))
∣∣∣∣∣
≤ 1
β1Ld
∑
k∈Γ(L)∗
Nβa∑
j=l
(∫ pih
pi
βa
dω +
∫ − piβa
−pih
dω
)
1χj(ω,k) 6=0
·
∣∣∣∣∣ ∂∂ω log(det(I2d − (iωI2d − E(k)−Gl+1(βa)(ω,k))−1
· (Gl(βa)(ω,k)−Gl+1(βa)(ω,k))))
∣∣∣∣∣
≤ 1
β1Ld
∑
k∈Γ(L)∗
Nβa∑
j=l
(∫ pih
pi
βa
dω +
∫ − piβa
−pih
dω
)
1χj(ω,k) 6=0
· c(d)
∥∥∥ ∂
∂ω
((iωI2d − E(k)−Gl+1(βa)(ω,k))−1
· (Gl(βa)(ω,k)−Gl+1(βa)(ω,k)))
∥∥∥
2d×2d
≤ 1
β1Ld
∑
k∈Γ(L)∗
Nβa∑
j=l
(∫ pih
pi
βa
dω +
∫ − piβa
−pih
dω
)
1χj(ω,k) 6=0
·
(
c(d)‖(iωI2d − E(k)−Gl+1(βa)(ω,k))−1‖22d×2d
·
∥∥∥ ∂
∂ω
(iωI2d − E(k)−Gl+1(βa)(ω,k))
∥∥∥
2d×2d
· ‖Gl(βa)(ω,k)−Gl+1(βa)(ω,k)‖2d×2d
+ c(d)‖(iωI2d − E(k)−Gl+1(βa)(ω,k))−1‖2d×2d
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·
∥∥∥ ∂
∂ω
(Gl(βa)(ω,k)−Gl+1(βa)(ω,k))
∥∥∥
2d×2d
)
≤ c(d,M, cw, cχ)β−11 f−
d
2
t α
−2
Nβa∑
j=l
Mdj
≤ c(d,M, cw, cχ)β−11 f−
d
2
t α
−2Mdl.
Take j ∈ {l, l − 1, · · · , Nβ1} and (ω,k) ∈ Rd+1 with χj(ω,k) 6= 0.
Note that for any a, b ∈ C\R≤0 with |a − 1| ≤ 1/2, |b − 1| ≤ 1/2,
| log a− log b| ≤ 2|a− b|. Using this inequality, (4.16), (4.22), (4.23) as
well as the assumption α ≥ c(d), we can justify the following calculation.
| log(det(I2d − (iωI2d − E(k)−Gl+1(β1)(ω,k))−1
· (Gl(β1)(ω,k)−Gl+1(β1)(ω,k))))
− log(det(I2d − (iωI2d − E(k)−Gl+1(β2)(ω,k))−1
· (Gl(β2)(ω,k)−Gl+1(β2)(ω,k))))|
≤ 2| det(I2d − (iωI2d − E(k)−Gl+1(β1)(ω,k))−1
· (Gl(β1)(ω,k)−Gl+1(β1)(ω,k)))
− det(I2d − (iωI2d − E(k)−Gl+1(β2)(ω,k))−1
· (Gl(β2)(ω,k)−Gl+1(β2)(ω,k)))|
≤ c(d)‖(iωI2d − E(k)−Gl+1(β1)(ω,k))−1
· (Gl(β1)(ω,k)−Gl+1(β1)(ω,k))
− (iωI2d − E(k)−Gl+1(β2)(ω,k))−1
· (Gl(β2)(ω,k)−Gl+1(β2)(ω,k))‖2d×2d
≤ c(d)‖(iωI2d − E(k)−Gl+1(β1)(ω,k))−1‖2d×2d
· ‖(iωI2d − E(k)−Gl+1(β2)(ω,k))−1‖2d×2d
· ‖Gl+1(β1)(ω,k)−Gl+1(β2)(ω,k)‖2d×2d
· ‖Gl(β1)(ω,k)−Gl+1(β1)(ω,k)‖2d×2d
+ c(d)‖(iωI2d − E(k)−Gl+1(β2)(ω,k))−1‖2d×2d
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· (‖Gl(β1)(ω,k)−Gl(β2)(ω,k)‖2d×2d
+ ‖Gl+1(β1)(ω,k)−Gl+1(β2)(ω,k)‖2d×2d)
≤ c(d)M−jβ− 121 α−2.
It follows from this inequality, Lemma 4.1 (1),(4),(5), (4.22) and (4.23)
that
|Hˆl(β1)(U)− Hˆl(β2)(U)|
(4.29)
≤ 1
2πLd
∑
k∈Γ(L)∗
(∫ − piβ1
−pih
dω +
∫ pih
pi
β1
dω
) Nβ1∑
j=l
1χj(ω,k) 6=0
· | log(det(I2d − (iωI2d − E(k)−Gl+1(β1)(ω,k))−1
· (Gl(β1)(ω,k)−Gl+1(β1)(ω,k))))
− log(det(I2d − (iωI2d − E(k)−Gl+1(β2)(ω,k))−1
· (Gl(β2)(ω,k)−Gl+1(β2)(ω,k))))|
+
1
2πLd
∑
k∈Γ(L)∗
(∫ − piβ2
− piβ1
dω +
∫ pi
β1
pi
β2
dω
) Nβ2∑
j=l
1χj(ω,k) 6=0
· | log(det(I2d − (iωI2d − E(k)−Gl+1(β2)(ω,k))−1
· (Gl(β2)(ω,k)−Gl+1(β2)(ω,k))))|
≤ 1
2πLd
∑
k∈Γ(L)∗
(∫ − piβ1
−pih
dω +
∫ pih
pi
β1
dω
) Nβ1∑
j=l
1χj(ω,k) 6=0c(d)M
−jβ
− 12
1 α
−2
+
1
2πLd
∑
k∈Γ(L)∗
(∫ − piβ2
− piβ1
dω +
∫ pi
β1
pi
β2
dω
) Nβ2∑
j=l
1χj(ω,k) 6=0c(d)α
−2
≤ c(d,M)β− 121 f−
d
2
t α
−2Mdl.
By coupling (4.28) with (4.29) we obtain the claimed inequality. 
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Here we introduce sets of covariances. In the next subsection we
will see that the actual covariances in the infrared integration belong
to these sets. For l ∈ Z≤0 we define the subset R(D, c0,M)(l) of
Map(D,Map(I20 ,C)) as follows. C ∈ Map(D,Map(I20 ,C)) belongs toR(D, c0,M)(l) if and only if the following statements hold.
(i) C(·)(X) ∈ C(D;C) ∩ Cω(D;C), (∀X ∈ I20).
(ii)
| det(〈pi,qj〉CmC(U)(Xi, Yj))1≤i,j≤n| ≤ (c0Mdl)n,(4.30)
(∀m, n ∈ N,pi,qi ∈ Cm with ‖pi‖Cm, ‖qi‖Cm ≤ 1,
Xi, Yi ∈ I0 (i = 1, 2, · · · , n),U ∈ D).
(iii)
‖C˜(U)‖l−1,t ≤ c0M−l−tl, (∀t ∈ {0, 1},U ∈ D),(4.31)
where C˜(U) : I2 → C is the anti-symmetric extension of C(U)
defined as in (3.9).
(iv)
C˜(U)(X) = eiQ2(S2(X))C˜(U)(S2(X)), (∀X ∈ I2,U ∈ D),
for each S : I → I, Q : I → R defined in (4.3), (4.4), (4.5), (4.6),
(4.7).
(v)
C˜(U)(X) = e−iQ2(S2(X))C˜(U)(S2(X)), (∀X ∈ I2,U ∈ D),
for each S : I → I, Q : I → R defined in (4.8), (4.9).
It will be important to measure the difference between the covari-
ances defined at different temperatures. For this purpose we introduce
the subset Rˆ(D, c0,M)(l) of R(β1)(D, c0,M)(l)×R(β2)(D, c0,M)(l) on
the assumption (3.3) as follows. (C(β1), C(β2)) ∈ R(β1)(D, c0,M)(l)×
R(β2)(D, c0,M)(l) belongs to Rˆ(D, c0,M)(l) if and only if the following
statements hold true.
(i)
| det(〈pi,qj〉CmC(β1)(U)(Rβ1(Xi, Yj)))1≤i,j≤n(4.32)
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− det(〈pi,qj〉CmC(β2)(U)(Rβ2(Xi, Yj)))1≤i,j≤n|
≤ β− 121 M−l(c0Mdl)n,
(∀m, n ∈ N,pi,qi ∈ Cm with ‖pi‖Cm, ‖qi‖Cm ≤ 1,
Xi, Yi ∈ Iˆ0 (i = 1, 2, · · · , n),U ∈ D).
(ii)
|C˜(β1)(U)− C˜(β2)(U)|l−1 ≤ β−
1
2
1 c0M
−2l, (∀U ∈ D).(4.33)
Take any l ∈ {0,−1, · · · , Nβ} and Gl ∈ K(D,α,M)(l). The same
estimation as in Lemma 4.2 ensures that we can define Cl ∈ Map(D,
Map(I20 ,C)) by
Cl(U)(ρxσx, ηyτy) :=
δσ,τ
βLd
∑
(ω,k)∈M×Γ(L)∗
ei〈x−y,k〉+i(x−y)ωχl(ω,k)(4.34)
· (iωI2d − E(k)−Gl(U)(ω,k))−1(ρ, η).
In fact Cl is intended to be a generalization of the actual covariance
appearing in the infrared integration process which we perform in the
next subsection. Let us summarize properties of Cl.
Lemma 4.6. Assume that
M ≥ 8(d+ 1)2(cχ + (1 +
√
2)2(8cχ + 4π)).(4.35)
Then, there exist a constant c(d,M, cw, cχ) ∈ R>0 depending only on d,
M , cw, cχ and a constant c(d) ∈ R>0 depending only on d such that the
following statements hold if c0 ≥ c(d,M, cw, cχ)f−
d
2
t and α ≥ c(d).
(1)
Cl ∈ R(D, c0,M)(l).
(2) Assume in addition that (3.3) holds, l ∈ {0,−1, · · · , Nβ1} and
(Gl(β1), Gl(β2)) ∈ Kˆ(D,α,M)(l). Then,
(Cl(β1), Cl(β2)) ∈ Rˆ(D, c0,M)(l).
Remark 4.7. To guarantee thatCl, (Cl(β1), Cl(β2)) satisfy (4.31), (4.33)
respectively, we use the condition (4.35). The bound properties (4.31),
(4.33) are crucially important for changing the measurement with the
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scale l to that with the next scale l − 1 at every step of the infrared
integration. We prefer to make explicit a sufficient condition for M to
justify the crux of our RG regime. Also, recall that the only condition
of M apart from the basic condition M ≥ 2 so far is M ≥ cN2v for some
generic constant c ∈ R>0 in (3.18). The inequality (4.35) is the second
nontrivial condition imposed on M .
The next lemma will be useful in the proof of Lemma 4.6.
Lemma 4.8. Let Aj,B,C ∈ R≥0 (j = 0, 1, · · · , d), D ∈ R>0 and assume
that AnjB ≤ CDn(n!)2, (∀j ∈ {0, 1, · · · , d}, n ∈ N ∪ {0}). Then,
B ≤ 4Ce−
∑d
j=0
(
Aj
(d+1)2D
)1/2
.
Proof. By assumption,
1
n!
(
Aj
4D
)n
2
B
1
2 ≤ C 12
(
1
2
)n
, (∀j ∈ {0, 1, · · · , d}, n ∈ N ∪ {0}).
By summing both sides over n ∈ N ∪ {0} and squaring them we obtain
e
(
Aj
D
)1/2
B ≤ 4C, (∀j ∈ {0, 1, · · · , d}),
which leads to the result. 
Proof of Lemma 4.6. (1): The expansion of the integrand of Cl as in
(4.25) converges uniformly with respect to U ∈ D. This implies that
Cl satisfies the property (i) of R(D, c0,M)(l). Let us check that Cl
satisfies the invariant properties. The invariance with S : I → I, Q :
I → R defined in (4.3), (4.4), (4.5) is clear. The invariance with S, Q
defined in (4.6) straightforwardly follows from the definitions. We can
refer to the proof of the same invariance in [19, Lemma 7.13 (3)]. For
(ρ,x, σ, x), (η,y, τ, y) ∈ I0, U ∈ D,
Cl(U)((ρ, rL(−x− b(ρ)), σ, x), (η, rL(−y − b(η)), τ, y))
· ei〈−x−b(ρ),2piL εL〉+i〈b(ρ), piLεL〉e−i〈−y−b(η),2piL εL〉−i〈b(η), piLεL〉
=
δσ,τ
βLd
∑
(ω,k)∈M×Γ(L)∗
ei〈x−y,k〉+i(x−y)ωχl
(
ω,−k− 2π
L
εL
)
Ud
(
π
L
εL
)
Ud(k)
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·
(
iωI2d − E
(
−k− 2π
L
εL
)
−Gl(U)
(
ω,−k− 2π
L
εL
))−1
· Ud(k)∗Ud
(
π
L
εL
)∗
(ρ, η)
= Cl(U)((ρ,x, σ, x), (η,y, τ, y)),
where we used the facts χl(ω,−k − (2π/L)εL) = χl(ω,k), E(k) =
E(−εL,−θ)(k), Lemma 2.3 (2) and the invariance (v) of K(D,α,M)(l).
The above equality implies the invariance with S : I → I, Q : I → R
defined in (4.7). Thus, we have checked that all the invariances in the
item (iv) of R(D, c0,M)(l) hold.
An argument based on the invariances E(k) = E(k)∗, Gl(U)(ω,k) =
Gl(U)(−ω,k)∗ (∀U ∈ D, (ω,k) ∈M×((2π/L)Z)d), parallel to the proof
of [19, Lemma 7.13 (4)] shows the invariance
C˜l(U)(X) = e
−iQ2(S2(X))C˜l(U)(S2(X))
with S, Q defined in (4.8).
For (ρ,x, σ, x), (η,y, τ, y) ∈ I0,
ei〈b(ρ),pi〉+i〈b(η),pi〉Cl(U)(ρxσx, ηyτy)
=
δσ,τ
βLd
∑
(ω,k)∈M×Γ(L)∗
ei〈y−x,k〉+i(y−x)ωχl(ω,k)
· ei〈b(ρ),pi〉+i〈b(η),pi〉(−iωI2d − E(k)−Gl(U)(ω,k)∗)−1(η, ρ)
= −Cl(U)(ηyτy, ρxσx),
where we used Lemma 2.3 (1) and the invariance in (iv) ofK(D,α,M)(l).
This equality leads to the invariance with S : I → I, Q : I → R de-
fined in (4.9). Thus, Cl satisfies the invariances stated in the item (v)
of R(D, c0,M)(l).
By combining Lemma 4.1 (4),(5), Lemma 4.2 with the standard ap-
plication of Gram’s inequality we can show that
| det(〈pi,qj〉CmCl(U)(Xi, Yj))1≤i,j≤n| ≤ (c(d,M)f−
d
2
t M
dl)n,(4.36)
(∀m, n ∈ N,pi,qi ∈ Cm with ‖pi‖Cm, ‖qi‖Cm ≤ 1,
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Xi, Yi ∈ I0 (i = 1, 2, · · · , n),U ∈ D).
This means that Cl satisfies the determinant bound (4.30) for any c0 ≥
c(d,M)f
−d2
t .
It remains to prove (4.31). Take j ∈ {0, 1, · · · , d}. By Lemma 2.3 (4),
(4.14), the facts that ‖A‖2d×2d ≤ 2dmaxρ,η∈B |A(ρ, η)| (∀A ∈ Mat(2d,C)),
(2n)! ≤ 22n(n!)2 (∀n ∈ N), w(0) ≤ 1 and the condition α2 ≥ 2d we have∥∥∥∥( ∂∂kj
)n
(iωI2d − E(k)−Gl(ω,k))
∥∥∥∥
2d×2d
(4.37)
≤ 1 + 2dα−2M l(2cχ + π)nw(l)−n(2n)!
≤ 2M l(8cχ + 4π)nw(l)−n(n!)2, (∀n ∈ N≥1, (ω,k) ∈ Rd+1).
Take any (ω,k) ∈ Rd+1 satisfying χl(ω,k) 6= 0. By (4.37) and Lemma
4.2 we can apply [19, Lemma C.3 (2)] with s = M−l, q = 2M l, r =
(8cχ + 4π)w(l)
−1, t = 2 to deduce that
∥∥∥∥( ∂∂kj
)n
(iωI2d − E(k)−Gl(ω,k))−1
∥∥∥∥
2d×2d
(4.38)
≤ M
−2l · 2M l
(1 + (M−l · 2M l) 12 )2
(
(8cχ + 4π)w(l)
−1(1 + (M−l · 2M l) 12 )2)n(n!)2
≤M−l((1 +√2)2(8cχ + 4π)w(l)−1)n(n!)2, (∀n ∈ N ∪ {0}).
Moreover, by Lemma 4.1 (3),∥∥∥∥( ∂∂kj
)n
χl(ω,k)(iωI2d − E(k)−Gl(ω,k))−1
∥∥∥∥
2d×2d
(4.39)
≤ M−l((cχ + (1 +√2)2(8cχ + 4π))w(l)−1)n(n!)2,
(∀n ∈ N ∪ {0}, (ω,k) ∈ Rd+1).
By using the above inequality and Lemma 4.1 (4),(5) we can estimate
as follows.∥∥∥∥( β2π
)n
(e−i(x−y)
2pi
β − 1)nCl(·xσx, ·yτy)
∥∥∥∥
2d×2d
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≤ 1
βLd
∑
(ω,k)∈M×Γ(L)∗
1 1
β≤MIRM
Nβ+1
n∏
j=1
(
β
2π
∫ 2pi
β
0
dωj
)
·
∥∥∥∥( ∂∂ω′
)n
χl(ω
′,k)(iω′I2d − E(k)−Gl(ω′,k))−1
∥∥∥∥
2d×2d
∣∣∣∣∣
ω′=ω+
∑n
j=1 ωj
≤M−l((cχ + (1 +√2)2(8cχ + 4π))w(l)−1)n(n!)2
·
n∏
j=1
(
β
2π
∫ 2pi
β
0
dwj
)
1
βLd
∑
(ω,k)∈M×Γ(L)∗
1 1
β≤MIRM
Nβ+11χl(ω+
∑n
j=1 ωj ,k) 6=0
≤ c(M, d)f−d2t Mdl
(
(cχ + (1 +
√
2)2(8cχ + 4π))w(l)
−1)n(n!)2.
By repeating the same procedure as above we have that
|dj(X)nC˜l(X)|
≤ c(M, d)f−d2t Mdl
(
(cχ + (1 +
√
2)2(8cχ + 4π))w(l)
−1)n(n!)2,
(∀j ∈ {0, 1, · · · , d}, n ∈ N ∪ {0},X ∈ I2).
Here we can apply Lemma 4.8 to derive that
|C˜l(X)| ≤ c(M, d)f−
d
2
t M
dle
−∑dj=0
(
w(l)dj(X)
(d+1)2(cχ+(1+
√
2)2(8cχ+4pi))
)1/2
, (∀X ∈ I2).
(4.40)
Moreover, on the assumption (4.35),
|C˜l(X)| ≤ c(M, d)f−
d
2
t M
dle−2
√
2
∑d
j=0(w(l−1)dj(X))1/2, (∀X ∈ I2).
which implies that
‖C˜l(U)‖l−1,t ≤ c(M, d, cw)f−
d
2
t M
−l−tl, (∀t ∈ {0, 1},U ∈ D).
Thus, if c0 ≥ c(M, d, cw)f−
d
2
t , the covariance Cl satisfies the inequality
(4.31).
(2): First note that the assumption βa ≥ 1 implies that 1/βa ≤
MIRM
Nβa+1 (a = 1, 2) and thus the results of Lemma 4.1 (5) for β1,
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β2 are available. For l ∈ {0,−1, · · · , Nβa}, a ∈ {1, 2}, define Cont,l(βa) ∈
Map(D,Map(Iˆ20 ,C)) by
Cont,l(βa)(U)(ρxσx, ηyτy)
:= (−1)nβa(x)+nβa(y) δσ,τ
2πLd
∑
k∈Γ(L)∗
∫ pih
−pih
dωei〈x−y,k〉+i(x−y)ωχl(ω,k)
· (iωI2d − E(k)−Gl(βa)(U)(ω,k))−1(ρ, η).
By taking into account Lemma 4.1 (2) we can justify the following trans-
formation. For any (x, σ, x), (y, τ, y) ∈ Γ(L)× {↑, ↓} × [−β1/4, β1/4)h,
Cont,l(βa)(·xσx, ·yτy)− Cl(βa)(·xσrβa(x), ·yτrβa(y))
= (−1)nβa(x)+nβa(y) δσ,τ
2πLd
∑
k∈Γ(L)∗
ei〈x−y,k〉
βah∑
m=0
∫ −pih− piβa+ 2piβa (m+1)
−pih− piβa+
2pi
βa
m
dω
·
∫ ω
−pih− piβa+
2pi
βa
m
du
∂
∂u
(ei(x−y)uχl(u,k)(iuI2d − E(k)−Gl(βa)(u,k))−1).
Then, by Lemma 4.1 (5) and (4.39),
‖Cont,l(βa)(·xσx, ·yτy)− Cl(βa)(·xσrβa(x), ·yτrβa(y))‖2d×2d(4.41)
≤ c(d,M, cw, cχ)β−11 f−
d
2
t M
dl(|x− y|+M−l).
Calculation parallel to that leading to (4.40) yields that
|C˜ont,l(βa)(X)| ≤ c(M, d)f−
d
2
t M
dle
−∑dj=0
(
w(l)dˆj(X)
(d+1)2(cχ+(1+
√
2)2(8cχ+4pi))
)1/2
,(4.42)
(∀X ∈ Iˆ2).
By using the inequality dj(Rβa(X)) ≥ (2/π)dˆj(X) (∀X ∈ Iˆ2) we can
derive from (4.40) that
|C˜l(βa)(Rβa(X))|(4.43)
≤ c(M, d)f−d2t Mdle
−∑dj=0
(
2w(l)dˆj(X)
pi(d+1)2(cχ+(1+
√
2)2(8cχ+4pi))
)1/2
, (∀X ∈ Iˆ2).
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By putting (4.41), (4.42), (4.43) together,
|C˜ont,l(βa)(X)− C˜l(βa)(Rβa(X))|(4.44)
≤ c(d,M, cw, cχ)β−
1
2
1 f
−d2
t M
dl(dˆ0(X)
1
2 +M−
l
2 )
· e−
∑d
j=0
(
w(l)dˆj(X)
2pi(d+1)2(cχ+(1+
√
2)2(8cχ+4pi))
)1/2
≤ c(d,M, cw, cχ)β−
1
2
1 f
−d2
t M
(d− 12 )le
−∑dj=0
(
w(l)dˆj(X)
4pi(d+1)2(cχ+(1+
√
2)2(8cχ+4pi))
)1/2
,
(∀X ∈ Iˆ2, a ∈ {1, 2}).
We need to establish a decay bound on Cont,l(β1)−Cont,l(β2). Remark
that
Cont,l(β1)(·xσx, ·yτy)− Cont,l(β2)(·xσx, ·yτy)
= (−1)1x<0+1y<0 δσ,τ
2πLd
∑
k∈Γ(L)∗
∫ pih
−pih
dωei〈x−y,k〉+i(x−y)ωχl(ω,k)
· (iωI2d − E(k)−Gl(β1)(ω,k))−1(Gl(β1)(ω,k)−Gl(β2)(ω,k))
· (iωI2d − E(k)−Gl(β2)(ω,k))−1.
Then, by Lemma 4.1 (5), (4.16), (4.38), (4.39) and the fact (n!)2 ≤
(2n)! ≤ 22n(n!)2 we have that for j ∈ {0, 1, · · · , d}, X ∈ Iˆ2,
dˆj(X)
n|C˜ont,l(β1)(X)− C˜ont,l(β2)(X)|
≤ c(M, d)f−d2t M (d−1)lβ−
1
2
1 α
−2
·
n∑
m1=0
(
n
m1
)(
(cχ + (1 +
√
2)2(8cχ + 4π))w(l)
−1)m1(m1!)2
·
n−m1∑
m2=0
(
n−m1
m2
)
((2cχ + π
2)w(l)−1)m2(2m2)!
· ((1 +
√
2)2(8cχ + 4π)w(l)
−1)n−m1−m2((n−m1 −m2)!)2
≤ c(M, d)f−d2t M (d−1)lβ−
1
2
1 α
−2(2n)!
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· ((cχ + (1 +√2)2(8cχ + 4π))w(l)−1 + (2cχ + π2)w(l)−1
+ (1 +
√
2)2(8cχ + 4π)w(l)
−1)n
≤ c(M, d)f−d2t M (d−1)lβ−
1
2
1 α
−2(n!)2
· (4π(cχ + (1 +
√
2)2(8cχ + 4π))w(l)
−1)n,
which combined with Lemma 4.8 implies that
|C˜ont,l(β1)(X)− C˜ont,l(β2)(X)|(4.45)
≤ c(M, d)f−d2t M (d−1)lβ−
1
2
1 α
−2e
−∑dj=0
(
w(l)dˆj(X)
4pi(d+1)2(cχ+(1+
√
2)2(8cχ+4pi))
)1/2
.
On the assumption (4.35), the inequalities (4.44), (4.45) yield that
|C˜l(β1)(U)(Rβ1(X))− C˜l(β2)(U)(Rβ2(X))|(4.46)
≤ c(d,M, cw, cχ)β−
1
2
1 f
−d2
t M
(d−1)le−
√
2
∑d
j=0( 1piw(l−1)dˆj(X))
1/2
,
(∀X ∈ Iˆ2,U ∈ D),
and thus,
|C˜l(β1)(U)− C˜l(β2)(U)|l−1 ≤ c(d,M, cw, cχ)f−
d
2
t β
− 12
1 M
−2l, (∀U ∈ D).
Therefore, the inequality (4.33) holds for c0 ≥ c(d,M, cw, cχ)f−
d
2
t . By us-
ing (4.36), (4.46) and applying the Cauchy-Binet formula as in the proof
of Lemma 3.1 (4) we can prove that (4.32) holds for c0 ≥ c(d,M, cw, cχ)
f
−d2
t . 
We conclude this subsection by describing the recursive structure of
the infrared integration in terms of the scale-dependent sets of Grass-
mann polynomials and covariances introduced so far. The proof of
the following lemma is essentially based on the general results [19,
Lemma 3.9, Proposition 5.6, Proposition 5.9]. See [19, Subsection 2.2]
for the meaning of uniform convergence of a sequence of Grassmann
polynomials.
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Lemma 4.9. There exists a constant c ∈ R>0 independent of any pa-
rameter such that if
Md−
3
2 ≥ c, α ≥ cMd+ 32 ,(4.47)
the following statements hold true.
(1) If l ∈ Z<0,
J l+1 ∈ S(D, c0, α,M)(l + 1), Cl+1 ∈ R(D, c0,M)(l + 1),
then,
∞∑
n=0
1
n!
(
d
dz
)n ∣∣∣
z=0
log
(∫
ez
∑N
m=4 J
l+1
m (U)(ψ+ψ
1)dµCl+1(U)(ψ
1)
)
uniformly converges with U ∈ D. Let J l denote it. Then,
J l ∈ S(D, c0, α,M)(l).
(2) In addition, assume that (3.3) holds and
(J l+1(β1), J
l+1(β2)) ∈ Sˆ(D, c0, α,M)(l + 1),
(Cl+1(β1), Cl+1(β2)) ∈ Rˆ(D, c0,M)(l + 1).
Then,
(J l(β1), J
l(β2)) ∈ Sˆ(D, c0, α,M)(l).
Proof. (1): Let us define F l, T l,(n) ∈ Map(D,∧V) (n ∈ N≥2) by
F l(U)(ψ) :=
d
dz
∣∣∣
z=0
log
(∫
ez
∑N
m=4 J
l+1
m (U)(ψ+ψ
1)dµCl+1(U)(ψ
1)
)
,
T l,(n)(U)(ψ) :=
1
n!
(
d
dz
)n ∣∣∣
z=0
log
(∫
ez
∑N
m=4 J
l+1
m (U)(ψ+ψ
1)dµCl+1(U)(ψ
1)
)
.
It is implied by [19, Proposition 5.6] with a1 = d, a2 = 1, a3 = 1,
a4 = 1/2 that on the assumption (4.47)
h
N
(
|F l0(U)|+
∞∑
n=2
|T l,(n)0 (U)|
)
≤M (d+ 32 )lα−1,
M−(d+
3
2 )l+tl
N∑
m=2
c
m
2
0 α
mM
d
2 lm
(
‖F lm(U)‖l,t +
∞∑
n=2
‖T l,(n)m (U)‖l,t
)
≤ 1,
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(∀U ∈ D, t ∈ {0, 1}).
Moreover, it is clear from the derivation of the inequalities “(5.63)”,
“(5.66)” in the proof of [19, Proposition 5.6] that
∞∑
n=2
sup
U∈D
(
|T l,(n)0 (U)|+
N∑
m=2
‖T l,(n)m (U)‖l,0
)
<∞.
Thus, F l +
∑∞
n=2 T
l,(n) uniformly converges with respect to U ∈ D. By
the definition of the free integration and the tree formula (see, e.g. [27,
Theorem 3]), F l, T l,(n) (n ∈ N≥2) consist of finite sums and products of
J l+1, Cl+1. Thus, F
l, T l,(n) ∈ C(D;∧V)∩Cω(D;∧V) (∀n ∈ N≥2). There-
fore, the uniform convergent property ensures that J l ∈ C(D;∧V) ∩
Cω(D;
∧V). The above inequalities imply the bound properties (4.1),
(4.2). We can apply [19, Lemma 3.9] to prove that J l inherits the invari-
ant properties claimed in the items (ii), (iii) of S(D, c0, α,M)(l) from
J l+1 and Cl+1. Therefore, J
l ∈ S(D, c0, α,M)(l).
(2): On the assumption (4.47) the claim follows from
[19, Proposition 5.9] with a1 = d, a2 = 1, a3 = 1, a4 = 1/2. 
4.2. Completion of the infrared integration. Here we implement
the infrared integration scheme to prove Theorem 1.6. Most of the
necessary tools for justifying the multi-scale integration have already
been prepared in the preceding sections. By putting together these
lemmas and a lemma separately made in Appendix C we will reach the
proof of Theorem 1.6. First of all let us describe properties of the output
of the Matsubara UV integration in terms of the sets S(D, c0, α,M)(0),
Sˆ(D, c0, α,M)(0). In the following Cδ>0 : I20 → C (δ = +,−) are the
covariances defined in (2.8), (2.9) with the cut-off function φ(M−2UV h
2|1−
eiω/h|2) in place of χ(h|1− eiω/h|).
Lemma 4.10. There exist a constant c ∈ R>0 independent of any pa-
rameter and a constant c(M, d) ∈ R≥1 depending only on M , d such that
if (3.18) holds with c, the following statements hold for any c0 ≥ c(M, d)
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and r ∈ R>0 satisfying
redw(0)
1/2
Nv∑
m=1
cm0 α
2mvm(w(0)) ≤ 1
2
.(4.48)
(1) There exist r(β, L) ∈ R>0 dependent on β, L, independent of h
and J0 ∈ S(D(r)nv , c0, α,M)(0) such that
J0(U)(ψ) =
1
2
∑
δ∈{+,−}
log
(∫
e−V
δ(U)(ψ+ψ1)dµCδ>0(ψ
1)
)
+ βV L0 (U),
(4.49)
(∀U ∈ D(r(β, L))nv).
(2) On the assumption (3.3),
(J0(β1), J
0(β2)) ∈ Sˆ(D(r)nv , c0, α,M)(0).
Proof. There exists a constant c(M, d) ∈ R≥1 depending only on M ,
d such that the conclusions of Lemma 3.1 hold for any c0 ≥ c(M, d).
Fix such c0. Let F
Nh,δ(ψ), TNh,δ(ψ), JNh,δ(ψ), F l,δ(ψ), T l,δ,(n)(ψ), J l,δ(ψ)
(∈ ∧V) (δ ∈ {+,−}, l ∈ {0, 1, · · · , Nh−1}, n ∈ N≥2) be defined as in the
beginning of Subsection 3.2. Here we explicitly show the dependency on
the parameter δ, while we concealed it in Subsection 3.2 and Subsection
3.3. Then, set J0(ψ) := (J0,+(ψ) + J0,−(ψ))/2. By Lemma 3.4 and
Lemma 3.7 there exists a constant c ∈ R>0 independent of any parameter
such that if (3.18) holds with c, the following bounds hold with any
r ∈ R>0 satisfying (4.48).
h
N
|J00 (U)| ≤ α−1,
N∑
m=2
c
m
2
0 α
m‖J0m(U)‖0,t ≤ 1, (∀t ∈ {0, 1},U ∈ D(r)
nv
).
On the assumption (3.3),∣∣∣∣ hN(β1)J00 (β1)(U)− hN(β2)J00 (β2)(U)
∣∣∣∣ ≤ β− 121 α−1,
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N(β2)∑
m=2
c
m
2
0 α
m|J0m(β1)(U)− J0m(β2)(U)|0 ≤ β−
1
2
1 , (∀U ∈ D(r)
nv
).
Moreover, by Lemma 3.4
∞∑
n=2
sup
U∈D(r)nv
∑
δ∈{+,−}
(
|T l,δ,(n)0 (U)|+
N∑
m=2
‖T l,δ,(n)m (U)‖0,0
)
<∞,(4.50)
(∀l ∈ {0, 1, · · · , Nh − 1}).
Let us prove that
J l,δ ∈ C
(
D(r)
nv
;
∧
V
)
∩ Cω
(
D(r)nv ;
∧
V
)
(∀δ ∈ {+,−})(4.51)
for any l ∈ {0, 1, · · · , Nh}. It is clear from the definition that (4.51)
holds for l = Nh. Assume that (4.51) holds for l + 1. Then, by defini-
tion F l,δ, T l,δ,(n) ∈ C(D(r)nv ;∧V) ∩ Cω(D(r)nv ;∧V) (∀δ ∈ {+,−}, n ∈
N≥2). The bound property (4.50) implies that
∑∞
n=2 T
l,δ,(n) uniformly
converges. Thus (4.51) holds for l. By induction, (4.51) holds for any
l ∈ {0, 1, · · · , Nh}. We especially have that J0 ∈ C(D(r)
nv
;
∧V) ∩
Cω(D(r)nv ;
∧V).
By the same argument as in the proof of [19, Proposition 6.4 (3)] we
can conclude that there exists r(β, L) ∈ R>0 depending on β, L and
independent of h such that
J0(U)(ψ) =
1
2
∑
δ∈{+,−}
log
(∫
e−V
δ(U)(ψ+ψ1)+βV L0 (U)dµCδ>0(ψ
1)
)
,(4.52)
(∀U ∈ D(r(β, L))nv).
We can see from the properties of V δ(U)(ψ), V L0 (U) and the definition of
logarithm of Grassmann polynomial (see, e.g. [19, Subsection 2.2]) that
the right-hand side of (4.52) is equal to that of (4.49) if maxj∈{1,2,··· ,nv} |Uj|
is sufficiently small. The inequality (2.15) implies that there exists
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r(β, L)′ ∈ R>0 dependent on β, L, independent of h such that the right-
hand side of (4.49) is analytic with U in D(r(β, L)′)nv . Thus, by us-
ing the identity theorem and continuity and taking r(β, L) smaller in-
dependently of h if necessary we obtain the equality (4.49) for U ∈
D(r(β, L))
nv
.
It remains to check that J0 satisfies the invariant properties. Recall
the definitions (2.5), (2.11). The invariance
− V δ(U)(Rψ) + βV L0 (U) = −V δ(U)(ψ) + βV L0 (U),(4.53)
(∀U ∈ D(r)nv , δ ∈ {+,−})
for S : I → I, Q : I → R defined in (4.3), (4.4), (4.5), (4.6) follows
from the definition of V δ, (1.6), (1.7), (1.8) and (1.9) respectively. The
properties (1.8), (1.10) and (1.11) imply (4.53) for S,Q defined in (4.7)
as well. Moreover, the property (1.12) ensures that
− V δ(U)(Rψ) + βV L0 (U) = −V δ(U)(ψ) + βV L0 (U),(4.54)
(∀U ∈ D(r)nv , δ ∈ {+,−})
for S : I → I, Q : I → R defined in (4.8). It also follows from the
definition of V δ(ψ), (1.11) and (1.12) that
− V δ(U)(Rψ) + βV L0 (U) = −V −δ(U)(ψ) + βV L0 (U),(4.55)
(∀U ∈ D(r)nv , δ ∈ {+,−})
for S : I → I, Q : I → R defined in (4.9).
Next let us confirm some invariances involving the covariances C+>0,
C−>0. Let S : I → I, Q : I → R be one of those defined in (4.3), (4.4),
(4.5), (4.6), (4.7). It is the same procedure as in the proof of Lemma
4.6 (1) to prove that
eiQ2(S2(X))C˜δ>0(S2(X)) = C˜
δ
>0(X), (∀X ∈ I2, δ ∈ {+,−}).
Moreover, we can see that for any X ∈ Im, δ ∈ {+,−},
∫
ψXdµCδ>0(ψ) = e
−∑
Y∈I2 C˜
δ
>0(Y)
∂
∂ψYψX
∣∣∣
ψ=0
(4.56)
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= e
−∑
Y∈I2 e
−iQ2(S2(Y))C˜δ>0(Y)
∂
∂ψS2(Y) eiQm(Sm(X))ψSm(X)
∣∣∣
ψ=0
= e−
∑
Y∈I2 C˜
δ
>0(Y)
∂
∂ψY (Rψ)X
∣∣∣
ψ=0
=
∫
(Rψ)XdµCδ>0(ψ).
Let S : I → I, Q : I → R be defined in (4.8). By repeating the argument
parallel to the proof of [19, Lemma 7.13 (4)] we obtain that
e−iQ2(S2(X))C˜δ>0(S2(X)) = C˜
δ
>0(X), (∀X ∈ I2, δ ∈ {+,−}).
Moreover, for any X ∈ Im, δ ∈ {+,−},∫
ψXdµCδ>0(ψ) = e
−∑
Y∈I2 e
iQ2(S2(Y))C˜δ>0(Y)
∂
∂ψS2(Y) e−iQm(Sm(X))ψSm(X)
∣∣∣
ψ=0
= e−
∑
Y∈I2 C˜
δ
>0(Y)
∂
∂ψY e−iQm(Sm(X))ψSm(X)
∣∣∣
ψ=0
=
∫
e−iQm(Sm(X))ψSm(X)dµCδ>0
(ψ),
or ∫
ψXdµCδ>0
(ψ) =
∫
(Rψ)XdµCδ>0(ψ).(4.57)
For S, Q defined in (4.9) and (ρ,x, σ, x, θ), (η,y, τ, y, ξ) ∈ I,
e−iQ2(S2(ρxσxθ,ηyτyξ))C˜δ>0(S2(ρxσxθ, ηyτyξ))(4.58)
= −1
2
ei〈b(ρ),pi〉+i〈b(η),pi〉
· (1(θ,ξ)=(1,−1)Cδ>0(ηyτy, ρxσx)− 1(θ,ξ)=(−1,1)Cδ>0(ρxσx, ηyτy)).
Moreover, by Lemma 2.3 (1),
ei〈b(ρ),pi〉+i〈b(η),pi〉C+>0(ρxσx, ηyτy)
=
δσ,τ
βLd
∑
(ω,k)∈Mh×Γ(L)∗
ei〈y−x,k〉+i(y−x)ω(1− χh,0(ω))
· ei〈b(ρ),pi〉+i〈b(η),pi〉h−1(I2d − eiωh I2d+E(k))−1(η, ρ)
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=
δσ,τ
βLd
∑
(ω,k)∈Mh×Γ(L)∗
ei〈y−x,k〉+i(y−x)ω(1− χh,0(ω))h−1
· Ud(pi)(I2d − eiωh I2d+E(k))−1Ud(pi)∗(η, ρ)
= −C−>0(ηyτy, ρxσx).
This implies that for δ ∈ {+,−},
ei〈b(ρ),pi〉+i〈b(η),pi〉Cδ>0(ρxσx, ηyτy) = −C−δ>0(ηyτy, ρxσx).
By substituting this equality into (4.58) we obtain
e−iQ2(S2(X))C˜δ>0(S2(X)) = C˜
−δ
>0(X), (∀X ∈ I2, δ ∈ {+,−}).
Furthermore, based on this equality, transformations parallel to the
derivation of (4.57) yield∫
ψXdµCδ>0
(ψ) =
∫
(Rψ)XdµC−δ>0(ψ), (∀X ∈ I
m, δ ∈ {+,−}).(4.59)
Fix U ∈ D(r(β, L))nv . Let S, Q be one of those defined in (4.3), (4.4),
(4.5), (4.6), (4.7). By (4.52), (4.53) and (4.56),
J0(U)(Rψ) = 1
2
∑
δ∈{+,−}
log
(∫
e−V
δ(U)(Rψ+Rψ1)+βV L0 (U)dµCδ>0(ψ
1)
)
= J0(U)(ψ).
Let S, Q be defined by (4.8). By (4.52), (4.54) and (4.57),
J0(U)(Rψ) = 1
2
∑
δ∈{+,−}
log
(∫
e−V
δ(U)(Rψ+Rψ1)+βV L0 (U)dµCδ>0(ψ
1)
)
= J0(U)(ψ).
Finally, let S, Q be defined by (4.9). By (4.52), (4.55) and (4.59),
J0(U)(Rψ) = 1
2
∑
δ∈{+,−}
log
(∫
e−V
δ(U)(Rψ+Rψ1)+βV L0 (U)dµC−δ>0(ψ
1)
)
= J0(U)(ψ).
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Since U 7→ J0(U)(ψ), U 7→ J0(U)(Rψ), U 7→ J0(U)(Rψ) are contin-
uous in D(r)
nv
and analytic in D(r)nv , the identity theorem and the
continuity ensure the claimed invariances for any U ∈ D(r)nv . 
Note that we can choose a constant c(d) ∈ R>0 depending only on d,
a constant c(d, cχ, Nv) ∈ R>0 depending only on d, cχ, Nv so that if
h ≥ e4d, L ≥ β, M ≥ c(d, cχ, Nv), α ≥ c(d)Md+ 32 ,
all the assumptions imposed on h, L, β, α, M in Lemma 4.4, Lemma
4.5, Lemma 4.6, Lemma 4.9, Lemma 4.10 are satisfied. Then, there
exists a constant c(d,M, cw, cχ) ∈ R>0 depending only on d, M , cw, cχ
such that the conclusions of Lemma 4.4, Lemma 4.6, Lemma 4.10 hold
for c0 := c(d,M, cw, cχ)f
−d2
t . With this c0, set
rmax :=
1
2
(
edw(0)
1/2
Nv∑
m=1
cm0 α
2mvm(w(0))
)−1
.
To make clear, let us sum up these assumptions. From now we assume
that
h ≥ e4d, L ≥ β, M ≥ c(d, cχ, Nv), α ≥ c(d)Md+ 32 ,
(4.60)
c0 = c(d,M, cw, cχ)f
−d2
t , rmax =
1
2
(
edw(0)
1/2
Nv∑
m=1
cm0 α
2mvm(w(0))
)−1
.
Recall that in Lemma 2.12 we derived the Grassmann integral formu-
lation
log
(∫
e
1
2 (R
+(ψ)+R−(ψ))dµC∞≤0(ψ)
)
assuming that the coupling constants are sufficiently small, where
Rδ(ψ) = log
(∫
e−V
δ(ψ+ψ1)dµCδ>0(ψ
1)
)
(δ = +,−).
Here we consider the cut-off functions χ(h|1− eiω/h|), χ(|ω|) inside Cδ>0,
C∞≤0 as φ(M
−2
UV h
2|1 − eiω/h|2), φ(M−2UV ω2) respectively. The next lemma
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shows how we can analytically continue this Grassmann integral formu-
lation by means of the iterative infrared multi-scale integration or the
renormalization group method.
Lemma 4.11. The following statements hold true.
(1) There exist
J l0 ∈ S(D(rmax)nv , c0, α,M)(l) ∩ C(D(rmax)
nv
;C)
(l = 0,−1, · · · , Nβ − 1),
El ∈ K(D(rmax)nv , α,M)(l) (l = 0,−1, · · · , Nβ)
and r(β, L) ∈ R>0 depending on β, L, independent of h such that
El(U)(ω,k)− El+1(U)(ω,k) = O,(4.61)
(∀l ∈ {0,−1, · · · , Nβ},U ∈ D(rmax)
nv
,
(ω,k) ∈ Rd+1 with χˆ≤l(ω,k) = 0),
− 1
βLd
log
(∫
e
1
2 (R
+(U)(ψ)+R−(U)(ψ))dµC∞≤0(ψ)
)
(4.62)
= − 1
βLd
Nβ−1∑
l=0
J l0(U)
−
Nβ∑
l=0
2
βLd
∑
(ω,k)∈M×Γ(L)∗
· log(det(I2d − (iωI2d − E(k)− El+1(U)(ω,k))−1
· (El(U)(ω,k)− El+1(U)(ω,k))))
+
1
Ld
V L0 (U), (∀U ∈ D(r(β, L))
nv
),
where we set E1 := 0.
(2) In addition, assume (3.3). Then, J l0(βa), El(βa) introduced in (1)
for a = 1, 2 satisfy that
(J l0(β1), J
l
0(β2))
∈ Sˆ(D(rmax)nv , c0, α,M)(l) ∩ (C(D(rmax)
nv
;C)× C(D(rmax)
nv
;C)),
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(∀l ∈ {0,−1, · · · , Nβ1 − 1}),
(El(β1), El(β2)) ∈ Kˆ(D(rmax)nv , α,M)(l), (∀l ∈ {0,−1, · · · , Nβ1}).
Proof. (1): By Lemma 4.10 (1) there exist J0 ∈ S(D(rmax)nv , c0, α,M)(0)
and r(β, L) ∈ R>0 depending on β, L, independent of h such that (4.49)
holds. Let l ∈ {0,−1, · · · , Nβ} and assume that we have
(J0, J−1, · · · , J l) ∈ ∏lj=0 S(D(rmax)nv , c0, α,M)(j). Define W j, El ∈
Map(D(rmax)
nv
,Map(Rd+1,Mat(2d,C))) (j = 0,−1, · · · , l) by (4.17),
(4.18) respectively. By Lemma 4.4 (1), El ∈ K(D(rmax)nv , α,M)(l). De-
fine Cl ∈ Map(D(rmax)
nv
,Map(I20 ,C)) by (4.34) with El in place of Gl.
We can apply Lemma 4.6 (1) to conclude thatCl ∈ R(D(rmax)nv , c0,M)(l).
Define J l−1 ∈ Map(D(rmax)
nv
,
∧V) by
J l−1(U)(ψ) :=
∞∑
n=0
1
n!
(
d
dz
)n ∣∣∣
z=0
log
(∫
ez
∑N
m=4 J
l
m(U)(ψ+ψ
1)dµCl(U)(ψ
1)
)
.
By Lemma 4.9 (1), J l−1 ∈ S(D(rmax)nv , c0, α,M)(l − 1). Thus, we have
inductively created J l ∈ S(D(rmax)nv , c0, α,M)(l) (l = 0,−1, · · · , Nβ −
1), El ∈ K(D(rmax)nv , α,M)(l) (l = 0,−1, · · · , Nβ). It is clear from
the definition (4.18) that El satisfies (4.61). Note that by (4.49) and
taking r(β, L) smaller independently of h if necessary the left-hand side
of (4.62) is equal to
− 1
βLd
log
(∫
eJ
0(U)(ψ)dµC∞≤0(ψ)
)
+
1
Ld
V L0 (U)
for any U ∈ D(r(β, L))nv . Then, we can expand the first term in the
same way as in the proof of [19, Lemma 7.18 (3)] by taking r(β, L)
smaller if necessary again and obtain the equality (4.62).
(2): By Lemma 4.10 (2), (J0(β1), J
0(β2)) ∈ Sˆ(D(rmax)nv , c0, α,M)(0).
Assume that l ∈ {0,−1, · · · , Nβ1} and (J j(β1), J j(β2)) ∈
Sˆ(D(rmax)nv , c0, α,M)(j) for all j ∈ {0,−1, · · · , l}. By Lemma 4.4
(2), (El(β1), El(β2)) ∈ Kˆ(D(rmax)nv , α,M)(l). Then, by Lemma 4.6
(2), (Cl(β1), Cl(β2)) ∈ Rˆ(D(rmax)nv , c0,M)(l). Then, by Lemma 4.9 (2)
(J l−1(β1), J l−1(β2)) ∈ Sˆ(D(rmax)nv , c0, α,M)(l − 1). The induction with
l ensures that the result holds true. 
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Remark 4.12. In fact the derivation of (4.62) well describes how to
update the covariance and integrate the Grassmann polynomial by using
the updated covariance at every step of the IR integration. Despite its
conceptional importance, here we only refer to the corresponding part of
[19, Lemma 7.18 (3)] without reproducing it, since this paper is intended
to be a continuation of [19]. However, we should remark that we need
to use the relation
J l2(U)(ψ) =
1
h2
∑
(ρ,x,σ,x),(η,y,τ,y)∈I0
δσ,τ
βLd
∑
(ω,k)∈Mh×Γ(L)∗
ei〈k,x−y〉+iω(x−y)
·W l(U)(ω,k)(ρ, η)ψρxσxψηyτy,
(U ∈ D(rmax)
nv
)
to update the covariance by substitutingW l. To derive this equality, we
use the invariance J l2(U)(ψ) = J
l
2(U)(Rψ) with S : I → I, Q : I → R
defined in (4.3), (4.4), (4.5), (4.6), embodied in S(D(rmax)nv , c0, α,M)(l).
See [19, Lemma 7.6 (1)] for the derivation of the same relation.
Define Jend ∈ Map(D(rmax)
nv
,C) by the right-hand side of (4.62). An-
alyticity and convergent properties of the free energy density follow from
the properties of Jend. Let us summarize them in the next two lemmas.
Lemma 4.13. There exists a constant c′(d,M, cw, cχ) ∈ R>0 depending
only on d, M , cw, cχ such that the following statements hold true.
(1)
Jend ∈ C(D(rmax)
nv
;C) ∩ Cω(D(rmax)nv ;C).
(2)
|Jend(U)| ≤ c′(d,M, cw, cχ)f−
d
2
t α
−1 + v0rmax, (∀U ∈ D(rmax)
nv
).
(3) In addition, assume (3.3). Then,
|Jend(β1)(U)− Jend(β2)(U)| ≤ c′(d,M, cw, cχ)β−
1
2
1 f
−d2
t α
−1,
(∀U ∈ D(rmax)
nv
).
Remark 4.14. Since we have fixed the (d,M, cw, cχ)-dependent con-
stant c(d,M, cw, cχ) in (4.60), we use the different notation c
′(d,M, cw, cχ)
to express a positive constant depending only on d,M, cw, cχ.
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Proof of Lemma 4.13. Since (4.61) holds, Lemma 4.5 (1) implies the
claim (1). Moreover, by (4.1) and Lemma 4.5 (2),
|Jend(U)|
≤ c(d)
Nβ−1∑
l=0
M (d+
3
2 )lα−1 + c′(d,M, cw, cχ)
Nβ∑
l=0
f
−d2
t M
(d+1)lα−2 + v0rmax
≤ c′(d,M, cw, cχ)f−
d
2
t α
−1 + v0rmax, (∀U ∈ D(rmax)
nv
).
Thus, the claim (2) is true.
To prove the claim (3), assume (3.3). By (4.1), (4.10) and Lemma 4.5
(2),(3),
|Jend(β1)(U)− Jend(β2)(U)|
≤
∣∣∣∣∣∣ 1β1Ld
Nβ1−1∑
l=0
J l0(β1)(U)−
1
β2Ld
Nβ1−1∑
l=0
J l0(β2)(U)
∣∣∣∣∣∣
+
1
β2Ld
Nβ2∑
l=Nβ1−2
|J l0(β2)(U)|
+ c′(d,M, cw, cχ)β
− 12
1 f
−d2
t
Nβ1∑
l=0
Mdlα−2
+ c′(d,M, cw, cχ)f
−d2
t
Nβ2∑
l=Nβ1−1
M (d+1)lα−2
≤ c′(d,M, cw, cχ)β−
1
2
1 f
−d2
t α
−1, (∀U ∈ D(rmax)
nv
).

Lemma 4.15. Let K be a non-empty compact set of Cnv satisfying K ⊂
D(rmax)
nv . Then, the following statements hold.
(1) For any β ∈ R>0, L ∈ N with L ≥ β, Jend(β, L, h) converges in
C(K;C) as h→∞(h ∈ (2/β)N).
(2) Set J(β, L) := limh→∞,h∈(2/β)N Jend(β, L, h). Then, for any β ∈
R>0, J(β, L) converges in C(K;C) as L→∞(L ∈ N).
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(3) Set J(β) := limL→∞,L∈N J(β, L). Then, J(β) converges in C(K;C)
as β →∞(β ∈ N).
Proof. Though the proof is parallel to the proof of [19, Lemma 7.20],
we present it for completeness. Take r0 ∈ (0, rmax) and ε ∈ (0, r0).
Since Jend ∈ Cω(D(rmax)nv ;C) by Lemma 4.13 (1), we have that for any
U ∈ D(r0 − ε)
nv
,
Jend(β, L, h)(U) =
∞∑
n=0
1
n!
(
∂
∂z
)n
Jend(β, L, h)(zU)
∣∣∣
z=0
.(4.63)
By Lemma 4.13 (2),
sup
U∈D(r0−ε)
nv
∣∣∣∣ 1n!
(
∂
∂z
)n
Jend(β, L, h)(zU)
∣∣∣
z=0
∣∣∣∣
(4.64)
= sup
U∈D(r0−ε)nv
∣∣∣∣ 12πi
∮
|z|=r0/(r0−ε)
dz
Jend(β, L, h)(zU)
zn+1
∣∣∣∣
≤
(
r0 − ε
r0
)n
(c′(d,M, cw, cχ)f
−d2
t α
−1 + v0rmax), (∀n ∈ N ∪ {0}).
By Lemma 2.12 (1) and Lemma 4.11 (1) there exist h-independent con-
stants h0, c1 ∈ R>0 such that for any h ∈ (2/β)N with h ≥ h0 and
U ∈ D(r0 − ε)
nv
,
1
n!
(
∂
∂z
)n
Jend(β, L, h)(zU)
∣∣∣
z=0
(4.65)
=
1
2πi
∮
|z|=c1
dz
1
zn+1
(
− 1
βLd
log
(∫
e
1
2 (R
+(zU)(ψ)+R−(zU)(ψ))dµC∞≤0(ψ)
)
+
1
βLd
log
(∫
e−V (zU)(ψ)dµC(ψ)
))
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− 1
βLdn!
(
∂
∂z
)n
log
(∫
e−zV (U)(ψ)dµC(ψ)
)∣∣∣∣∣
z=0
.
Here we used that V (U)(ψ) is linear with U. By Lemma 2.12 (2) the
first term of the right-hand side of (4.65) uniformly converges to 0 with
respect to U ∈ D(r0 − ε)
nv
as h → ∞. By Lemma C.3 proved in
Appendix C the second term of the right-hand side of (4.65) uniformly
converges with U ∈ D(r0 − ε)
nv
as we send h → ∞ and then send
L→∞. Therefore,
lim
h→∞
h∈(2/β)N
1
n!
(
∂
∂z
)n
Jend(β, L, h)(z·)
∣∣∣
z=0
,
lim
L→∞
L∈N
lim
h→∞
h∈(2/β)N
1
n!
(
∂
∂z
)n
Jend(β, L, h)(z·)
∣∣∣
z=0
converge in C(D(r0 − ε)
nv
;C). Since the right-hand side of (4.64) is
summable over n ∈ N ∪ {0}, we can apply the dominated convergence
theorem in l1(N ∪ {0};C(D(r0− ε)
nv
;C)) to the expansion (4.63) and
conclude that
lim
h→∞
h∈(2/β)N
Jend(β, L, h), lim
L→∞
L∈N
lim
h→∞
h∈(2/β)N
Jend(β, L, h)
converge in C(D(r0 − ε)
nv
;C). Set
J(β) := lim
L→∞
L∈N
lim
h→∞
h∈(2/β)N
Jend(β, L, h).
By taking the limits in the inequality obtained in Lemma 4.13 (3) we
see that (J(β))β∈N is a Cauchy sequence in C(D(r0 − ε)
nv
;C). Thus,
limβ→∞,β∈N J(β) converges in this Banach space. For any compact set
K of Cnv satisfying K ⊂ D(rmax)nv we can choose r0 ∈ (0, rmax) and
ε ∈ (0, r0) so that K ⊂ D(r0 − ε)
nv
. Thus, the claimed convergence
results in C(K;C) follow from the above arguments. 
Before proceeding to the proof of Theorem 1.6 we state a couple of
necessary lemmas, which are close to [19, Lemma E.2, Lemma E.3]. In
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the proofs of these lemmas ‖·‖B(Ff ) denotes the operator norm for linear
operators on Ff(L
2(B × Γ(L)× {↑, ↓})).
Lemma 4.16. For any β ∈ R≥1,∣∣∣∣∣ 1βLd log
(
Tr e−βH
Tr e−βH0
)
− 1⌊β⌋Ld log
(
Tr e−⌊β⌋H
Tr e−⌊β⌋H0
)∣∣∣∣∣
≤
∫ β
⌊β⌋
dγ
1
γ2Ld
∣∣∣∣log(Tr e−γHTr e−γH0
)∣∣∣∣
+
(
v0 max
l∈{1,2,··· ,nv}
|Ul|+ 2d+1
Nv∑
j=1
vj(0) max
l∈{1,2,··· ,nv}
|Ul|
+ 2d+2 sup
k∈Rd
‖E(εL, θ)(k)‖2d×2d
)
log
(
β
⌊β⌋
)
.
Proof. Since ‖ψ∗X‖B(Ff ) = ‖ψX‖B(Ff ) = 1 (∀X ∈ B × Γ(L)× {↑, ↓}),
‖V ‖B(Ff ) ≤ Ldv0 max
l∈{1,2,··· ,nv}
|Ul|+ 2d+1Ld
Nv∑
j=1
vj(0) max
l∈{1,2,··· ,nv}
|Ul|.
By using this inequality in place of the inequality “(E.3)” and straight-
forwardly following the proof of [19, Lemma E.2], we can derive the
claimed inequality. 
We may consider U inside the operator H as complex variables.
Lemma 4.17. For any r ∈ R>0 there exists a domain O of C such that
(−r, r) ⊂ O and log(Tr e−βH) is analytic with respect to U in Onv .
Proof. Take any r ∈ R>0, a ∈ [−1, 1]nv, U ∈ [−r, r]nv and δ ∈ [0, 1].
Note that
|Tr e−β(H0+V (U+iδa)) − Tr e−β(H0+V (U))| ≤
∫ δ
0
dε
∣∣∣∣ ddε Tr e−β(H0+V (U)+iεV (a))
∣∣∣∣
≤ δβ22d+1Ld‖V (a)‖B(Ff )eβ(‖H0‖B(Ff )+‖V (U)‖B(Ff )+‖V (a)‖B(Ff )),
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where we used the linearity of V with respect to the coupling constants.
Thus,
ReTr e−β(H0+V (U+iδa))
≥ Tr e−β(H0+V (U))
− δβ22d+1Ld‖V (a)‖B(Ff )eβ(‖H0‖B(Ff )+‖V (U)‖B(Ff )+‖V (a)‖B(Ff ))
≥ e−βLdrv0
− δβ22d+1Ld sup
z∈[−r,r]nv
b∈[−1,1]nv
(‖V (b)‖B(Ff )eβ(‖H0‖B(Ff )+‖V (z)‖B(Ff )+‖V (b)‖B(Ff )))
> 0, (∀U ∈ [−r, r]nv, a ∈ [−1, 1]nv),
if δ is sufficiently small. Therefore, there exists δ ∈ R>0 such that
log(Tr e−βH) is analytic with respect to U in the domain {x + iy | x ∈
(−r, r), y ∈ (−δ, δ)}nv . 
Here we can give the proof of Theorem 1.6.
Proof of Theorem 1.6. Assume that the condition (4.60) holds. By
Lemma 4.15 there exist
J(β, L), J(β), J ∈ C(D(rmax/2)
nv
;C) ∩ Cω(D(rmax/2)nv;C)
such that
lim
h→∞
h∈(2/β)N
Jend(β, L, h) = J(β, L), (∀β ∈ R>0, L ∈ N with L ≥ β),(4.66)
lim
L→∞
L∈N
J(β, L) = J(β), (∀β ∈ R>0),(4.67)
lim
β→∞
β∈N
J(β) = J(4.68)
in C(D(rmax/2)
nv
;C). By Lemma 2.7 (2), Lemma 2.12 (2), Lemma 4.11
(1) and (4.66) there exists a constant c1 ∈ R>0 independent of h such
that for any U ∈ D(c1)
nv ∩ Rnv ,
J(β, L)(U) = lim
h→∞
h∈(2/β)N
(
− 1
βLd
log
(∫
e
1
2 (R
+(U)(ψ)+R−(U)(ψ))dµC∞≤0(ψ)
)(4.69)
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+
1
βLd
log
(∫
e−V (U)(ψ)dµC(ψ)
))
− lim
h→∞
h∈(2/β)N
1
βLd
log
(∫
e−V (U)(ψ)dµC(ψ)
)
= − 1
βLd
log
(
Tr e−βH
Tr e−βH0
)
.
By Lemma 4.17 there exists a domain O ⊂ Cnv such that D(rmax/2)
nv ∩
Rnv ⊂ O and the right-hand side of (4.69) is analytic withU in O. Thus,
by the identity theorem and continuity the equality (4.69) holds for any
U ∈ D(rmax/2)
nv ∩ Rnv , β ∈ R>0, L ∈ N with L ≥ β. Then, by Lemma
2.3 (3), Lemma 4.13 (2) and Lemma 4.16,∣∣∣∣∣ 1βLd log
(
Tr e−βH
Tr e−βH0
)
− 1⌊β⌋Ld log
(
Tr e−⌊β⌋H
Tr e−⌊β⌋H0
)∣∣∣∣∣(4.70)
≤
∫ β
⌊β⌋
dγ
1
γ
(
c′(d,M, cw, cχ)f
−d2
t α
−1 +
v0
2
rmax
)
+
(
v0
2
rmax + 2
d
Nv∑
j=1
vj(0)rmax + 2
d+3d
)
log
(
β
⌊β⌋
)
≤
(
c′(d,M, cw, cχ)f
−d2
t α
−1 + v0rmax + 2
d
Nv∑
j=1
vj(0)rmax + 2
d+3d
)
· log
(
β
⌊β⌋
)
,
for any U ∈ D(rmax/2)
nv ∩ Rnv , β ∈ R≥1, L ∈ N with L ≥ β.
Let αLρ (k) (ρ ∈ B) denote the eigen values of E(εL, θ)(k) for k ∈ Γ(L)∗.
Then, by [19, Lemma E.1],
− 1
β(2L)d
log(Tr e−βH0) = − 2
β(2L)d
∑
ρ∈B
∑
k∈Γ(L)∗
log(1 + e−βα
L
ρ (k))
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= − 2
β(2L)d
∑
k∈Γ(L)∗
log det(I2d + e
−βE(εL,θ)(k)).
We can deduce from the definition that limL→∞,L∈NE(εL, θ)(k)(ρ, η) con-
verges for any k ∈ Rd, ρ, η ∈ B and if we set E(θ)(k) := limL→∞,L∈N
E(εL, θ)(k), E(θ)(k)∗ = E(θ)(k) (∀k ∈ Rd). Let αρ(k) (ρ ∈ B) be
the eigen values of E(θ)(k) for k ∈ Rd. Then, by Lemma 2.3 (3),
|αρ(k)| ≤ 2d (∀ρ ∈ B,k ∈ Rd). By considering these facts we can apply
the dominated convergence theorem to prove that
lim
L→∞
L∈N
(
− 1
β(2L)d
log(Tr e−βH0)
)(4.71)
= − 2
β(4π)d
∫
[0,2pi]d
dk log det(I2d + e
−βE(θ)(k))
= − 2
β(4π)d
∫
[0,2pi]d
dk
∑
ρ∈B
log(1 + e−βαρ(k)),
lim
β→∞
β∈R>0
lim
L→∞
L∈N
(
− 1
β(2L)d
log(Tr e−βH0)
)
=
2
(4π)d
∫
[0,2pi]d
dk
∑
ρ∈B
1αρ(k)<0αρ(k).
Let us define F (β, L), F (β), F ∈ C(D(rmax/2)
nv
;C)∩
Cω(D(rmax/2)
nv;C) (β ∈ R>0, L ∈ N with L ≥ β) by
F (β, L) := 2−dJ(β, L)− 1
β(2L)d
log(Tr e−βH0),
F (β) := lim
L→∞
L∈N
F (β, L),
F := lim
β→∞
β∈N
F (β).
By (4.67), (4.68), (4.70) and the fact that (4.69) holds for any U ∈
D(rmax/2)
nv ∩ Rnv , β ∈ R≥1, L ∈ N with L ≥ β we see that
|F (β)(U)− F (U)|
≤ 2−d|J(β)(U)− J(⌊β⌋)(U)|+ 2−d|J(⌊β⌋)(U)− J(U)|
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+∣∣∣∣∣∣ limL→∞L∈N 1β(2L)d log(Tr e−βH0)− limβ→∞β∈R>0 limL→∞L∈N
1
β(2L)d
log(Tr e−βH0)
∣∣∣∣∣∣
≤
(
c′(M, d, cw, cχ)2
−df
−d2
t α
−1 + 2−dv0rmax +
Nv∑
j=1
vj(0)rmax + 2
3d
)
· log
(
β
⌊β⌋
)
+ 2−d|J(⌊β⌋)(U)− J(U)|
+
∣∣∣∣∣∣ limL→∞L∈N 1β(2L)d log(Tr e−βH0)− limβ→∞β∈R>0 limL→∞L∈N
1
β(2L)d
log(Tr e−βH0)
∣∣∣∣∣∣ ,
(∀U ∈ D(rmax/2)
nv ∩ Rnv , β ∈ R≥1).
Then, (4.68) and (4.71) imply that limβ→∞,β∈R>0 F (β) = F in
C(D(rmax/2)
nv ∩ Rnv ;C). By the same basic argument as the final part
of [19, Proof of Theorem 1.1, Section 7] we can deduce from the above
convergence property that limβ→∞,β∈R>0 F (β) = F in C(D(rmax/2)
nv
;C).
To conclude the proof of the theorem under the assumption (3.1), we
may conceal the dependency on the artificial parameters α, M , cw, cχ in
(4.60). Then, we can read from the conditions (4.60) and 4ft ≤ 1 that
there exists a constant c(d,Nv) ∈ R>0 depending only on d, Nv such that(
Nv∑
m=1
c(d,Nv)
mvm(c(d,Nv))
)−1
(4ft)
dNv
2 ≤ rmax
2
.
The left-hand side of the above inequality is equal to R set in Theo-
rem 1.6 if (3.1) holds. By recalling Lemma 2.5 we see that the above
arguments have proved the theorem under the assumption (3.1).
Let us show that the theorem in the general case follows from the the-
orem proved under (3.1). Let us temporarily write Rt in place of R. Set
tmax := maxj∈{1,2,··· ,d} tj. By the theorem for the Hamiltonian
1
tmax
H0+V,
there exist F (β, L), F (β), F ∈ C(D(Rt/tmax)
nv
;C) ∩ Cω(D(Rt/tmax)nv ;C)
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such that
F (β, L)(U) = − 1
β(2L)d
log(Tr e−β(
1
tmax
H0+V)),
(∀U ∈ D(Rt/tmax)
nv ∩ Rnv , β ∈ R>0, L ∈ N with L ≥ β),
lim
L→∞
L∈N
F (β, L) = F (β) in C(D(Rt/tmax)
nv
;C),
lim
β→∞
β∈R>0
F (β) = F in C(D(Rt/tmax)
nv
;C).
Then, by the linearity of V Lm (U)(·) with U,
F (tmaxβ, L)
(
1
tmax
U
)
= − 1
tmaxβ(2L)d
log(Tr e−βH),
(∀U ∈ (tmaxD(Rt/tmax))
nv ∩ Rnv , β ∈ R>0, L ∈ N with L ≥ tmaxβ).
Since tmaxD(Rt/tmax) = D(Rt),
tmaxF (tmaxβ, L)
(
1
tmax
·
)
∈ C(D(Rt)
nv
;C) ∩ Cω(D(Rt)nv ;C)
and
lim
L→∞
L∈N
tmaxF (tmaxβ, L)
(
1
tmax
·
)
= tmaxF (tmaxβ)
(
1
tmax
·
)
,
lim
β→∞
β∈R>0
tmaxF (tmaxβ)
(
1
tmax
·
)
= tmaxF
(
1
tmax
·
)
in C(D(Rt)
nv
;C).
Thus, the theorem has been proved. 
Appendix A. Reordering in a non-commutative C-algebra
Here we prove a lemma which is used in the proof of Lemma 1.1.
Though the actual problem involves the Fermionic creation/annihilation
operators, we set up the problem in a non-commutative C-algebra for
simplicity. Let n ∈ N. Let A be a C-algebra spanned by products of the
elements a1, a2, · · · , an, a∗1, a∗2, · · · , a∗n satisfying the relation
a∗jak + aka
∗
j = δj,k, ajak + akaj = 0,(A.1)
a∗ja
∗
k + a
∗
ka
∗
j = 0. (∀j, k ∈ {1, 2, · · · , n}).
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Set S := {1, 2, · · · , n}. We call a function fm : Sm × Sm → C bi-anti-
symmetric if
fm((xσ(1), xσ(2), · · · , xσ(m)), (yτ (1), yτ (2), · · · , yτ (m)))
= sgn(σ) sgn(τ)fm((x1, x2, · · · , xm), (y1, y2, · · · , ym)),
(∀σ, τ ∈ Sm, (x1, x2, · · · , xm), (y1, y2, · · · , ym) ∈ Sm).
For X = (x1, x2, · · · , xm) ∈ Sm let aX, a∗X denote ax1ax2 · · · axm,
a∗x1a
∗
x2
· · · a∗xm respectively. Moreover, let X˜ denote (xm, xm−1, · · · , x1).
Lemma A.1. For any bi-anti-symmetric function fm : S
m × Sm → C,∑
X,Y∈Sm
fm(X,Y)a
∗
XaY
=
m∑
l=0
∑
X,Y∈Sm−l
Z∈Sl
(−1)m−l
(
m
l
)2
l!fm((X,Z), (Z˜,Y))aYa
∗
X.
Proof. We prove the claim by induction with m. The equality for m = 1
follows from the relation (A.1). Assume that the claim is true for some
m ∈ N. Let fm+1 : Sm+1 × Sm+1 → C be a bi-anti-symmetric function.
By the hypothesis of induction,∑
X,Y∈Sm+1
fm+1(X,Y)a
∗
XaY
=
∑
x,y∈S
m∑
l=0
∑
X,Y∈Sm−l
Z∈Sl
(−1)m−l
(
m
l
)2
l!fm+1((x,X,Z), (Z˜,Y, y))a
∗
xaYa
∗
Xay.
Moreover, by (A.1) and the bi-anti-symmetric property of fm+1,∑
X,Y∈Sm+1
fm+1(X,Y)a
∗
XaY
=
m∑
l=0
∑
X,Y∈Sm+1−l
Z∈Sl
(−1)m−l
(
m
l
)2
l!fm+1((X,Z), (Z˜,Y))
· a∗x1ay1 · · · aym−la∗x2 · · · a∗xm−l+1aym−l+1
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=
m∑
l=0
∑
X,Y∈Sm−l
Z∈Sl+1
(
m
l
)2
l!fm+1((X,Z), (Z˜,Y))ay1 · · · aym−l−1a∗Xaym−l
+
m∑
l=0
∑
X,Y∈Sm+1−l
Z∈Sl
(−1)m−l+1
(
m
l
)2
l!fm+1((X,Z), (Z˜,Y))
· ay1a∗x1ay2 · · · aym−la∗x2 · · · a∗xm−l+1aym−l+1
= 2
m∑
l=0
∑
X,Y∈Sm−l
Z∈Sl+1
(
m
l
)2
l!fm+1((X,Z), (Z˜,Y))ay1 · · · aym−l−1a∗Xaym−l
+
m∑
l=0
∑
X,Y∈Sm+1−l
Z∈Sl
(−1)m−l+2
(
m
l
)2
l!fm+1((X,Z), (Z˜,Y))
· ay1ay2a∗x1ay3 · · · aym−la∗x2 · · · a∗xm−l+1aym−l+1
=
m∑
l=0
∑
X,Y∈Sm−l
Z∈Sl+1
(
m
l
)2
l!(m− l)fm+1((X,Z), (Z˜,Y))
· ay1 · · · aym−l−1a∗Xaym−l
+
m∑
l=0
∑
X,Y∈Sm+1−l
Z∈Sl
(
m
l
)2
l!fm+1((X,Z), (Z˜,Y))ay1 · · · aym−la∗Xaym−l+1
=
m+1∑
l=0
∑
X,Y∈Sm+1−l
Z∈Sl
(
1l≥1
(
m
l − 1
)2
(l − 1)!(m+ 1− l) + 1l≤m
(
m
l
)2
l!
)
· fm+1((X,Z), (Z˜,Y))ay1 · · · aym−la∗Xaym−l+1.
Set
D(l, m) := 1l≥1
(
m
l − 1
)2
(l − 1)!(m+ 1− l) + 1l≤m
(
m
l
)2
l!.
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Then, by considering that D(m+ 1, m) = 0,∑
X,Y∈Sm+1
fm+1(X,Y)a
∗
XaY
=
m∑
l=0
∑
X,Y∈Sm+1−l
Z∈Sl
D(l, m)fm+1((X,Z), (Z˜,Y))ay1 · · · aym−la∗Xaym−l+1
=
m∑
l=0
∑
X,Y∈Sm−l
Z∈Sl+1
(−1)m−lD(l, m)fm+1((X,Z), (Z˜,Y))aYa∗X
+
m∑
l=0
∑
X,Y∈Sm+1−l
Z∈Sl
(−1)D(l, m)fm+1((X,Z), (Z˜,Y))
· ay1 · · · aym−la∗x1 · · · a∗xm−l−1a∗xm−laym−l+1a∗xm−l+1
=
m∑
l=0
∑
X,Y∈Sm−l
Z∈Sl+1
(−1)m−l(m− l + 1)D(l, m)fm+1((X,Z), (Z˜,Y))aYa∗X
+
m∑
l=0
∑
X,Y∈Sm+1−l
Z∈Sl
(−1)m−l+1D(l, m)fm+1((X,Z), (Z˜,Y))aYa∗X
=
m+1∑
l=0
∑
X,Y∈Sm+1−l
Z∈Sl
(1l≥1(−1)m+1−l(m+ 2− l)D(l − 1, m)
+ (−1)m+1−lD(l, m))fm+1((X,Z), (Z˜,Y))aYa∗X.
By calculation we can derive that
1l≥1(−1)m+1−l(m+ 2− l)D(l − 1, m) + (−1)m+1−lD(l, m)
= (−1)m+1−l
(
m+ 1
l
)2
l!,
which implies the claimed equality for m + 1. The induction with m
concludes the proof. 
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Appendix B. The flux phase problem on a periodic
hyper-cubic lattice
In order to deduce Corollary 1.7 from Theorem 1.6, we need to know
when the free energy density is minimum in the flux phase problem on
the hyper-cubic lattice Γ(2L) with the periodic boundary condition. A
sufficient condition was essentially proved by Lieb in [20]. It was also
claimed by Macris and Nachtergaele in [22]. In [19, Appendix A] we
restated Lieb’s theorem on a periodic square lattice with supplemen-
tary arguments which were not explicit in the letter [20]. In order to
assist the readers in deriving Corollary 1.7 from Theorem 1.6, here we
restate Lieb’s theorem on the flux phase problem on the periodic hyper-
cubic lattice with explanations of how to extend the arguments in [19,
Appendix A] into the d-dimensional case. Not to confuse the problem,
we should make clear the dependency between the original article [20],
the preceding section [19, Appendix A] and this section. In this section
we admit the basic lemmas [19, Lemma A.2, Lemma A.4] and the con-
tents of the proof of [19, Theorem A.5] which was based on the original
key lemma [20, Lemma]. For those who know how to apply the reflec-
tion positivity lemma [20, Lemma] well, there is no need to follow the
proof of Theorem B.4 below. However, we should remark that Lemma
B.3 claimed below itself is necessary to prove not only Theorem B.4 but
also Theorem 1.6. In fact Lemma B.3 is referred in the proof of Lemma
2.5 in Section 2.
First let us extend [19, Lemma A.2] into the d-dimensional case. As-
sume that phases ϕ1, ϕ2 : Z
d × Zd → R satisfy (1.1) and
ϕ1(x+ ej,x) + ϕ1(x+ ej + ek,x+ ej)
+ ϕ1(x+ ek,x+ ej + ek) + ϕ1(x,x+ ek)
= ϕ2(x+ ej,x) + ϕ2(x+ ej + ek,x+ ej)
+ ϕ2(x+ ek,x+ ej + ek) + ϕ2(x,x+ ek) (mod 2π),
2L−1∑
m=0
ϕ1(x+ (m+ 1)ej,x+mej) =
2L−1∑
m=0
ϕ2(x+ (m+ 1)ej,x+mej)
(mod 2π), (∀x ∈ Zd, j, k ∈ {1, 2, · · · , d}).
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For x,y ∈ Zd we simply write (ϕ1 − ϕ2)(x,y) in place of ϕ1(x,y) −
ϕ2(x,y).
Lemma B.1. Assume that n ≥ 2, x1,x2, · · · ,xn ∈ Γ(2L) and for any
j ∈ {1, 2, · · · , n} there exists p ∈ {1, 2, · · · , d} such that xj − xj+1 = ep
or −ep in (Z/2LZ)d, where xn+1 := x1. Then,
n∑
j=1
(ϕ1 − ϕ2)(xj+1,xj) = 0 (mod 2π).(B.1)
Proof. It follows from [19, Lemma A.2] that if there are p, q ∈ {1, 2, · · · ,
d} such that for any j ∈ {1, 2, · · · , n} xj − xj+1 is equal to one of ep,
−ep, eq, −eq in (Z/2LZ)d, then (B.1) holds. Let us call this property
(⋆).
As hypothesis of induction, let us assume that there exists l ∈ {1, 2,
· · · , d − 1} such that if for any j ∈ {1, 2, · · · , n} xj − xj+1 is equal to
one of e1, −e1, e2, −e2, · · · , el, −el in (Z/2LZ)d, then (B.1) holds. Let
x1,x2, · · · ,xn ∈ Γ(2L) satisfy that for any j ∈ {1, 2, · · · , n}, xj − xj+1
is equal to one of e1, −e1, e2, −e2, · · · , el+1, −el+1 in (Z/2LZ)d. Let us
prove (B.1) for x1,x2, · · · ,xn. If xj − xj+1 is equal to el+1 or −el+1 in
(Z/2LZ)d for any j ∈ {1, 2, · · · , n}, then (B.1) follows from (⋆). Assume
that there exist k1, k2, · · · , km ∈ {1, 2, · · · , n} such that
k1 < k2 < · · · < km,
xkp − xkp+1 6= el+1,−el+1 in (Z/2LZ)d (∀p ∈ {1, 2, · · · , m}),
xj − xj+1 = el+1 or − el+1 in (Z/2LZ)d
(∀j ∈ {1, 2, · · · , n}\{k1, k2, · · · , km}).
If m = 1, again (B.1) follows from (⋆). Assume that m ≥ 2. Define the
map P : Γ(2L)→ Γ(2L) by
P (x) := (x(1), · · · ,x(l),x1(l + 1),x(l+ 2), · · · ,x(d)).
For any j ∈ {1, 2, · · · , m− 1} we can choose yj,1,yj,2, · · · ,yj,qj ∈ Γ(2L)
so that yj,1 = xkj+1, yj,qj = P (xkj+1), yj,p − yj,p+1 = el+1 or −el+1 in
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(Z/2LZ)d (∀p ∈ {1, 2, · · · , qj − 1}). By (⋆),
(ϕ1 − ϕ2)(P (xk1+1),x1)
(B.2)
=
k1∑
r=1
(ϕ1 − ϕ2)(xr+1,xr) +
q1−1∑
p=1
(ϕ1 − ϕ2)(y1,p+1,y1,p) (mod 2π).
Moreover, by (⋆), for any j ∈ {1, 2, · · · , m− 2},
(ϕ1 − ϕ2)(P (xkj+1+1), P (xkj+1))
(B.3)
= −
qj−1∑
p=1
(ϕ1 − ϕ2)(yj,p+1,yj,p) +
kj+1∑
r=kj+1
(ϕ1 − ϕ2)(xr+1,xr)
+
qj+1−1∑
p=1
(ϕ1 − ϕ2)(yj+1,p+1,yj+1,p) (mod 2π),
(ϕ1 − ϕ2)(xn+1, P (xkm−1+1))
(B.4)
= −
qm−1−1∑
p=1
(ϕ1 − ϕ2)(ym−1,p+1,ym−1,p) +
n∑
r=km−1+1
(ϕ1 − ϕ2)(xr+1,xr)
(mod 2π).
By adding (B.2), (B.3), (B.4) together,
(ϕ1 − ϕ2)(P (xk1+1),x1) +
m−2∑
j=1
(ϕ1 − ϕ2)(P (xkj+1+1), P (xkj+1))
(B.5)
+ (ϕ1 − ϕ2)(xn+1, P (xkm−1+1)) =
n∑
r=1
(ϕ1 − ϕ2)(xr+1,xr) (mod 2π).
By the hypothesis of induction the left-hand side of (B.5) is 0 (mod 2π)
and thus (B.1) holds.
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The induction with l ∈ {1, 2, · · · , d} concludes the proof. 
The next lemma is the d-dimensional version of [19, Lemma A.3].
However, the content is essentially same as [21, Lemma 2.1].
Lemma B.2. ([21, Lemma 2.1]) There exists a function θ : Γ(2L)→ R
such that for any x,y ∈ Γ(2L) satisfying that x − y is equal to one of
e1, −e1, e2, −e2, · · · , ed, −ed in (Z/2LZ)d,
ϕ1(x,y) = ϕ2(x,y) + θ(x)− θ(y) (mod 2π).
Proof. Define θ : Γ(2L)→ R by
θ((x1, x2, · · · , xd))
:= 1x1≥1
x1−1∑
j=0
(ϕ1 − ϕ2)((j + 1, 0, · · · , 0), (j, 0, · · · , 0))
+ 1x2≥1
x2−1∑
j=0
(ϕ1 − ϕ2)((x1, j + 1, 0, · · · , 0), (x1, j, 0, · · · , 0)) + · · ·
+ 1xd≥1
xd−1∑
j=0
(ϕ1 − ϕ2)((x1, · · · , xd−1, j + 1), (x1, · · · , xd−1, j)).
Then, Lemma B.1 implies that for any x, y ∈ Γ(2L) satisfying that
x− y is equal to one of e1, −e1, e2, −e2, · · · , ed, −ed in (Z/2LZ)d,
θ(x) + (ϕ1 − ϕ2)(y,x)− θ(y) = 0 (mod 2π).

With a phase ϕ : Zd×Zd → R satisfying (1.1) we define the free Hamil-
tonian H0(ϕ) by (1.20) and set H(ϕ) = H0(ϕ) + V with the generalized
interaction V defined in (1.15).
Lemma B.3.
Tr e−βH(ϕ1) = Tr e−βH(ϕ2).
Proof. By using the function θ introduced in Lemma B.2 and following
the proof of [19, Lemma A.4] we can construct the unitary transform B
on Ff(L
2(Γ(2L)×{↑, ↓})) so that BH(ϕ2)B∗ = H(ϕ1). Here we need the
invariance (1.11) to ensure that BVB∗ = V. This implies the result. 
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Here we can state the sufficient condition to be a minimizer of the flux
phase problem. In the following we restrict the interaction V to have
the reflection positive form (1.19).
Theorem B.4. ([20]) Assume that the phase θL satisfies (1.1), (1.2)
with θj,k = π for any j, k ∈ {1, 2, · · · , d} with j < k and (1.3) with
εLl = 1L∈2Z for any l ∈ {1, 2, · · · , d}. Then,
− 1
β
log(Tr e−βH(θL))
= min
{
−1
β
log(Tr e−βH(ϕ))
∣∣∣ ϕ : Zd × Zd → R satisfying (1.1)} .
Proof. By Lemma B.3 it is sufficient to prove the existence of a phase
with the claimed properties minimizing the free energy. For any j, k ∈
{1, 2, · · · , d}, x ∈ Zd, s ∈ Z and η : Zd × Zd → R, set
fj,k(η)(x) := η(x+ ej,x) + η(x+ ej + ek,x+ ej)
+ η(x+ ek,x+ ej + ek) + η(x,x+ ek),
fj(η)(x) :=
2L−1∑
m=0
η(x+ (m+ 1)ej,x+mej),
Hj(s) :=
{(
y1, · · · , yj−1, s+ 1
2
, yj+1, · · · , yd
)
∈ Rd∣∣∣ y1, · · · , yj−1, yj+1, · · · , yd ∈ R}.
Since the interaction V is assumed to satisfy the positivity conven-
tion, we can apply the reflection positivity lemma [20, Lemma] with
respect to the cutting hyper-plane Hj(s). Recall that in the proof of
[19, Theorem A.5] first we did the reflection with the horizontal line
{(x, 1/2) ∈ R2 | x ∈ R} and secondly we did the reflections with the
vertical lines {(s + 1/2, y) ∈ R2 | y ∈ R} (s = 0, 1, · · · , L − 1). The
argument involving the reflections with the hyper-planes H2(0), H1(s)
(s = 0, 1, · · · , L− 1), parallel to the proof of [19, Theorem A.5], proves
that there exists a phase ϕ satisfying (1.1),
f1,2(ϕ)(x) = π, f1(ϕ)(x) = f2(ϕ)(x) = 1L∈2Nπ (mod 2π), (∀x ∈ Zd)
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and minimizing the free energy. This concludes the proof in the case
d = 2. Let us consider the case that d ≥ 3. As hypothesis of induction,
assume that l ∈ {2, 3, · · · , d − 1} and there exists a phase ϕ satisfying
(1.1),
fj,k(ϕ)(x) = π, fm(ϕ)(x) = 1L∈2Nπ (mod 2π),(B.6)
(∀x ∈ Zd, j, k,m ∈ {1, 2, · · · , l} with j < k)
and minimizing the free energy. For s ∈ {0, 1, · · · , L − 1} let us define
the map Refs : Z
d → Zd by
Refs(x) := (x1, · · · , xl, 2s+ 1− xl+1, xl+2, · · · , xd).
Then, define the transform Rs on Map(Z
d × Zd,R) by
Rs(η)(x,y)
:=
 η(Refs(x),Refs(y)) + π if ∃j, k ∈ {s+ 1, s+ 2, · · · , s+ L} s.t.x(l + 1) = j, y(l + 1) = k (mod 2L),η(x,y) otherwise,
(x,y ∈ Zd).
Also, for any function θ : Zd → R satisfying that θ(x) = θ(y) for
any x,y ∈ Zd with x = y in (Z/2LZ)d we define the transform Gθ on
Map(Zd × Zd,R) by
Gθ(η)(x,y) := η(x,y) + θ(x)− θ(y), (x,y ∈ Zd).
Note that if η ∈ Map(Zd × Zd,R) satisfies (1.1) and (B.6), so do Rs(η),
Gθ(η). We reform Tr e
−βH(ϕ) by repeating the reflection with respect
to the hyper-planes Hl+1(s) (s = 0, 1, · · · , L − 1) and the gauge trans-
formations. This procedure is parallel to the part of the proof of [19,
Theorem A.5] demonstrating the reflections with respect to the vertical
lines {(s+ 1/2, y) ∈ R2 | y ∈ R} (s = 0, 1, · · · , L− 1). Here we consider
the l + 1-th coordinate, the k-th coordinate (k ∈ {1, 2, · · · , l}) as the
first coordinate, the second coordinate respectively in the part of the
proof of [19, Theorem A.5] after the first reflection with the horizontal
line {(x, 1/2) ∈ R2 | x ∈ R}. By replacing e1, e2 by el+1, ek respectively
there we can see that there exists a phase ϕ′ ∈ Map(Zd×Zd,R) satisfying
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(1.1),
fk,l+1(ϕ
′)(x) = π, fl+1(ϕ
′)(x) = 1L∈2Nπ (mod 2π),
(∀x ∈ Zd, k ∈ {1, 2, · · · , l})
and minimizing the free energy. In fact the phase ϕ′ is derived by
repeatedly applying the transforms Rs, Gθ with s ∈ {0, 1, · · · , L − 1}
and some periodic functions θ : Zd → R to the phase ϕ given by the
induction hypothesis. As remarked above, the phase ϕ′ still satisfies
(B.6). The induction with l concludes the existence of a phase with the
claimed properties. 
Appendix C. Lemmas for the time-continuum,
infinite-volume limit
Here we prove that each term of the Taylor expansion of the free energy
density with respect to the amplitude of the interaction converges in
the time-continuum, infinite-volume limit. This fact is used to prove
that the free energy itself converges in these limits in Subsection 4.2.
Basic ideas of this section are not essentially different from those in [17,
Appendix B], [18, Appendix D], [19, Appendix D]. Since we introduced
a class of interactions, which are different from the interactions in the
preceding papers and some properties of our interactions are necessary
to prove the fact of concern, we should again demonstrate the major
part of the proof.
For n ∈ N ∪ {0} set
an(L, h)(U) := − 1
βLdn!
(
∂
∂z
)n
log
(∫
e−zV (U)(ψ)dµC(ψ)
) ∣∣∣
z=0
,
where the Grassmann Gaussian integral is same as that considered in
Lemma 2.7. Our aim here is to prove the uniform convergence prop-
erty of an(L, h)(U) with the coupling U as h, L → ∞. The covariance
C : (B × Γ(L) × {↑, ↓} × [0, β))2 → C was originally defined in (2.6).
We can periodically extend the domain of C into (B × Zd × {↑, ↓} ×
[0, β))2. Then, by taking into account Lemma 2.3 (3),(4) we can see
that the same procedure as in the derivation of the inequalities [19,
(D.3), (D.4), Appendix D] yields the following results.
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Lemma C.1. There exists a constant c(β, d, (tj)1≤j≤d) ∈ R>0 depending
only on β, d, (tj)1≤j≤d such that the following inequalities hold.
|C(ρxσx, ηyτy)| ≤ c(β, d, (tj)1≤j≤d)
1 +
∑d
j=1
∣∣∣ L
2pi
(
ei
2pi
L 〈x−y,ej〉 − 1)∣∣∣d+1 ,(C.1)
(∀(ρ,x, σ, x), (η,y, τ, y) ∈ B × Zd × {↑, ↓} × [0, β)),
|C(ρxσx, ηyτy)| ≤ c(β, d, (tj)1≤j≤d)
1 +
(
2
pi
)d+1∑d
j=1 |〈x− y, ej〉|d+1
(C.2)
(∀(ρ,x, σ, x), (η,y, τ, y) ∈ B × Zd × {↑, ↓} × [0, β)
with |〈x− y, ej〉| ≤ L/2 (∀j ∈ {1, 2, · · · , d})).
For conciseness we set
J := B × Γ(L)× {↑, ↓} × {1,−1},
Jc := B ×
[
−L
2
,
L
2
)
× {↑, ↓} × {1,−1},
J0 := B × {0} × {↑, ↓} × {1,−1}, J∞ := B × Zd × {↑, ↓} × {1,−1}.
Using the original kernels V Lm (m = 0, 1, · · · , Nv) of the interaction, we
define V 00 ∈ Map(Cnv ,C), V 02m ∈ Map(Cnv ,Map(J2m∞ ,C)) (m = 1, 2, · · · , Nv)
by
V 00 (U) := V
L
0 (U),
V 02m(U)((ρ1,x1, σ1, θ1), · · · , (ρ2m,x2m, σ2m, θ2m))
:=
1
(2m)!
∑
ξ∈S2m
sgn(ξ)1(θξ(1),··· ,θξ(m))=(1,··· ,1),(θξ(m+1),··· ,θξ(2m))=(−1,··· ,−1)
· V Lm (U)(((2xξ(1) + b(ρξ(1)), σξ(1)), · · · , (2xξ(m) + b(ρξ(m)), σξ(m))),
((2xξ(m+1) + b(ρξ(m+1)), σξ(m+1)), · · · , (2xξ(2m) + b(ρξ(2m)), σξ(2m)))).
The next lemma summarizes some properties of V 00 , V
0
2m which we will
use later.
143
Lemma C.2. For any r ∈ R>0, m ∈ {1, 2, · · · , Nv} the following state-
ments hold.
sup
U∈D(r)nv
|V 02m(U)(ρ10σ1θ1, ρ2x2σ2θ2, · · · , ρ2mx2mσ2mθ2m)|(C.3)
≤ redvm(1)e− 12m−1
∑2m
p=2
∑d
j=1(
2
pi |〈xp,ej〉|)1/2,
(∀(ρ1, σ1, θ1) ∈ B × {↑, ↓} × {1,−1},
(ρj,xj, σj, θj) ∈ J∞ ∩ Jc (j = 2, 3, · · · , 2m)).
1
Ld
V 00 , V
0
2m(X) converge in C(D(r)
nv
;C) as L→∞(L ∈ N)
for any X ∈ J2m∞ .
Proof. Take any U ∈ D(r)nv , (ρj,xj, σj, θj) ∈ J∞∩Jc (j = 1, 2, · · · , 2m),
p ∈ {2, 3, · · · , 2m}. Note that
e
∑d
j=1(
L
2pi |ei
2pi
L 〈x1−xp,ej〉−1|)1/2 ≤ e
∑d
j=1(
L
pi |ei
pi
L 〈2x1+b(ρ1)−2xp−b(ρp),ej〉−1|)1/2+d.
By this inequality, the linearity with U, (1.5), (1.12) and (1.14),
e
∑d
j=1(
L
2pi |e
i 2pi
L
〈x1−xp,ej〉−1|)1/2|V 02m(U)(ρ1x1σ1θ1, · · · , ρ2mx2mσ2mθ2m)|
≤ redvm(1).
Thus,
sup
U∈D(r)nv
|V 02m(U)(ρ1x1σ1θ1, · · · , ρ2mx2mσ2mθ2m)|
≤ redvm(1)e− 12m−1
∑2m
p=2
∑d
j=1(
L
2pi |ei
2pi
L 〈x1−xp,ej〉−1|)1/2.
The above inequality implies (C.3). The claimed convergence proper-
ties follow from that U 7→ V L0 (U), U 7→ V Lm (U)(X) are linear and
1
Ld
∂
∂Uj
V L0 (U),
∂
∂Uj
V Lm (U)(X) converge as L→∞. 
For convenience in the proof of the next lemma we introduce some
more notations. Define the transform P0 on J
m
∞ by
P0(((ρ1,x1, σ1, θ1), · · · , (ρm,xm, σm, θm)))
= ((ρ1, 0, σ1, θ1), · · · , (ρm, 0, σm, θm)).
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Define the map Ps from J∞ to Zd by Ps((ρ,x, σ, θ)) := x. Moreover,
define the map PL from J
m
∞ to J
m by
PL(((ρ1,x1, σ1, θ1), · · · , (ρm,xm, σm, θm)))
= ((ρ1,x
′
1, σ1, θ1), · · · , (ρm,x′m, σm, θm)),
where x′j ∈ Γ(L) and xj = x′j in (Z/LZ)d (j = 1, 2, · · · , m). We
also define a map from (B × Zd × {↑, ↓} × [0, β) × {1,−1})m to (B ×
Γ(L) × {↑, ↓} × [0, β) × {1,−1})m in the same way as above and let
PL denote the map, though this is abuse of notation. For any X =
((ρ1,x1, σ1, θ1), · · · , (ρm,xm, σm, θm)) ∈ Jm∞, s ∈ [0, β) we define (X|s) ∈
(B × Zd × {↑, ↓} × [0, β)× {1,−1})m by
(X|s) := ((ρ1,x1, σ1, s, θ1), · · · , (ρm,xm, σm, s, θm)).
Furthermore, for any X = ((ρ1,x1, σ1, s1, θ1), · · · , (ρm,xm, σm, sm, θm)) ∈
(B × Zd × {↑, ↓} × [0, β) × {1,−1})m and x ∈ Zd we define X + x ∈
(B × Zd × {↑, ↓} × [0, β)× {1,−1})m by
X+ x := ((ρ1,x1 + x, σ1, s1, θ1), · · · , (ρm,xm + x, σm, sm, θm)).
For any Y ∈ Jm∞ and x ∈ Zd we also define Y+x ∈ Jm∞ in the same way.
We use the same notational rules for different power m for simplicity.
We should make clear that the notations introduced above are used only
in the rest of this section, not used anywhere else in this paper.
Here let us note that
V (ψ) = βV 00 +
1
h
∑
s∈[0,β)h
Nv∑
m=1
∑
X∈J2m
V 02m(X)ψ(X|s).
Lemma C.3. For any r ∈ R>0, n ∈ N ∪ {0} the following statements
hold true.
(1) an(L, h) converges in C(D(r)
nv
;C) as h→∞(h ∈ (2/β)N).
(2) Set an(L) := limh→∞,h∈(2/β)N an(L, h). Then, an(L) converges in
C(D(r)
nv
;C) as L→∞(L ∈ N).
Proof. Since a0(L, h) = 0, the claims are trivial for n = 0. First let us
prove the claims for n = 1. By the translation invariance (1.9) and the
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periodicity (1.8),
a1(L, h) =
1
βLd
∫
V (ψ)dµC(ψ)
=
1
Ld
V 00 +
1
Ld
Nv∑
m=1
∑
X∈J2m
V 02m(X)
∫
ψ(X|0)dµC(ψ)
=
1
Ld
V 00 +
1
Ld
Nv∑
m=1
∑
X∈J2m
V 02m(X− Ps(X1))
·
∫
ψPL((X|0)−Ps(X1))dµC(ψ)
=
1
Ld
V 00 +
Nv∑
m=1
∑
X∈J0
∑
X∈J2m−1
V 02m(X,X)
∫
ψ((X,X)|0)dµC(ψ)
=
1
Ld
V 00 +
Nv∑
m=1
∑
X∈J0
∑
X∈J2m−1∞
1X∈J2m−1c V
0
2m(X,X)
·
∫
ψPL(((X,X)|0))dµC(ψ).
Set
F ′m(U)(X,X) := 1X∈J2m−1c V
0
2m(U)(X,X)
∫
ψPL(((X,X)|0))dµC(ψ).
Note that F ′m is independent of h. Then, it follows from (C.1), the
convergence property of C as L→∞ and Lemma C.2 that
sup
U∈D(r)nv
|F ′m(U)(X,X)|
≤ m!c(β, d, (tj)1≤j≤d)mredvm(1)e− 12m−1
∑2m−1
p=1
∑d
j=1(
2
pi |〈Ps(Xp),ej〉|)1/2
and limL→∞,L∈N F ′m(·)(X,X) converges in C(D(r)
nv
;C) for anym ∈ {1, 2,
· · · , Nv}, X ∈ J0, X ∈ J2m−1∞ . Therefore, by the dominated convergence
theorem in L1(J0 × J2m−1∞ , C(D(r)
nv
;C)) and the convergence property
of (1/Ld)V 00 we see that a1(L, h) has the claimed convergence properties.
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Let n ≥ 2. Here we need to recall the tree formula for an(L, h). We
adopt a version of the tree formula [27, Theorem 3], which states that
an(L, h)
=
(−1)n+1
n!βLd
∑
T∈Tn
∏
{p,q}∈T
(∆p,q(C) + ∆q,p(C))ope(T, C)
n∏
j=1
V (ψj)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
,
where Tn is the set of all trees over the vertices {1, 2, · · · , n},
∆r,s(C) := −
∑
X,Y ∈I0
C(X, Y )
∂
∂ψ
r
X
∂
∂ψsY
, (∀r, s ∈ {1, 2, · · · , n})
with the Grassmann left derivatives ∂/∂ψ
r
X , ∂/∂ψ
r
X, and
ope(T, C) :=
∫
[0,1]n−1
ds
∑
ξ∈Sn(T )
ϕ(T, ξ, s)e
∑n
r,s=1M(T,ξ,s)(r,s)∆r,s(C),
with a T -dependent subset Sn(T ) of Sn, a (T, ξ)-dependent function
ϕ(T, ξ, ·) ∈ C([0, 1]n−1;R≥0) satisfying∫
[0,1]n−1
ds
∑
ξ∈Sn(T )
ϕ(T, ξ, s) = 1, (∀T ∈ Tn),(C.4)
and a (T, ξ)-dependent matrix-valued function M(T, ξ, ·) ∈
C([0, 1]n−1;Mat(n,R)) satisfying
|M(T, ξ, s)(r, s)| ≤ 1,(C.5)
(∀T ∈ Tn, ξ ∈ Sn(T ), s ∈ [0, 1]n−1, r, s ∈ {1, 2, · · · , n}).
The important bound property of the operator ope(T, C) is that∣∣∣∣∣ope(T, C)ψ1X1ψ2X2 · · ·ψnXn∣∣∣ ψj=0
(∀j∈{1,2,··· ,n})
∣∣∣∣∣(C.6)
≤
⌊
1
2
n∑
k=1
mk
⌋
!c(β, d, (tj)1≤j≤d)
1
2
∑n
k=1mk,
(∀mj ∈ N ∪ {0},Xj ∈ Imj (j = 1, 2, · · · , n)),
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which follows from (C.1), (C.4) and (C.5). The proof of [16, Lemma 4.5]
essentially shows how to derive (C.6).
Define the anti-symmetric function C˜ : (B × Zd × {↑, ↓} × [0, β) ×
{1,−1})2 → C by
C˜((X, θ), (Y, ξ)) :=
1
2
(1(θ,ξ)=(1,−1)C(X, Y )− 1(θ,ξ)=(−1,1)C(Y,X)),
(∀X, Y ∈ B × Zd × {↑, ↓} × [0, β), θ, ξ ∈ {1,−1}).
Then, we have that
∆p,q(C) + ∆q,p(C) = −2
∑
X∈I2
C˜(X)
∂
∂ψpX1
∂
∂ψqX2
.
The term an(L, h) can be expanded as follows.
an(L, h)
=
2n−1
n!β
∑
T∈Tn
n∏
j=1
 2Nv∑
mj=2
 1
Ld
ope(T, C)
∏
{p,q}∈T
(∑
Y∈I2
C˜(Y)
∂
∂ψpY1
∂
∂ψqY2
)
·
n∏
k=1
(1
h
)mk ∑
Xk∈Imk
Vmk(Xk)ψ
k
Xk
 ∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
.
For T ∈ Tn and j ∈ {1, 2, · · · , n} let dj(T ) denote the degree of the
vertex j in T . Fix mj ∈ {2, 4, · · · , 2Nv} (j = 1, 2, · · · , n). If dj(T ) is
larger than mj for some j, the derivatives along the lines of T erase
the Grassmann polynomials completely and thus such a tree does not
contribute to the result. Take any T ∈ Tn satisfying dj(T ) ≤ mj (∀j ∈
{1, 2, · · · , n}). Then, set
a′n(L, h) :=
1
Ld
ope(T, C)
∏
{p,q}∈T
(∑
Y∈I2
C˜(Y)
∂
∂ψpY1
∂
∂ψqY2
)
·
n∏
k=1
(1
h
)mk ∑
Xk∈Imk
Vmk(Xk)ψ
k
Xk
 ∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
.
148
It suffices to prove the convergence properties of a′n(L, h) instead of
an(L, h). By changing the numbering if necessary, we may assume that
if {p, q} ∈ T and p < q the length of the shortest path between 1 and p in
T is shorter than that between 1 and q. Then, we can define the map f :
{2, 3, · · · , n} → {1, 2, · · · , n− 1} by f(q) := p with p ∈ {1, 2, · · · , q− 1}
satisfying {p, q} ∈ T .
To shorten formulas, we use the notational convention that for integers
l, l + 1, · · · , l +m and objects wl, wl+1, · · · , wl+m,
l+m∏
j=l
order
wj,
l∏
j=l+m
order
wj
denote
wlwl+1 · · ·wl+m, wl+mwl+m−1 · · ·wl
respectively. Also, it will be convenient to write X ⊂ Y for X ∈ J ,
Y ∈ Jn if there exists j ∈ {1, 2, · · · , n} such that X = Yj. By using the
notations introduced so far, anti-symmetry, translation invariance and
periodicity from part to part we can transform as follows.
a′n(L, h)
=
1
Ld
ope(T, C)
n∏
j=1
1
h
∑
sj∈[0,β)h

·
2∏
q=n
order
 ∑
Y,Zq∈J
C˜((Y |sf(q)), (Zq|sq)) ∂
∂ψf(q)(Y |sf(q))
 ∑
X1∈Jm1
V 0m1(X1)ψ
1
(X1|s1)
·
n∏
k=2
order
mk ∑
Xk∈Jmk−1
V 0mk(Zk,Xk)ψ
k
(Xk|sk)
 ∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
=
1
Ld
n∏
j=1
1
h
∑
sj∈[0,β)h
 ∑
X0∈J
X1∈Jm1−1
V 0m1(X0,X1 + Ps(X0))
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·
n∏
q=2
(
mq
∑
Yq,Zq∈J
Xq∈Jmq−1
C˜((Yq|sf(q)) + Ps(X0), (Zq|sq) + Ps(X0))
· V 0mq(Zq + Ps(X0),Xq + Ps(X0))
)
· ope(T, C)
2∏
k=n
order
 ∂
∂ψ
f(k)
PL((Yk+Ps(X0)|sf(k)))

· ψ1(X0|s1)ψ1PL((X1+Ps(X0)|s1))
n∏
l=2
order
ψlPL((Xl+Ps(X0)|sl))
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
=
n∏
j=1
1
h
∑
sj∈[0,β)h
 ∑
X0∈J0
X1∈Jm1−1
V 0m1(X0,X1)
·
n∏
q=2
(
mq
∑
Yq,Zq∈J
Xq∈Jmq−1
C˜((Yq|sf(q)), (Zq|sq))V 0mq(Zq,Xq)
)
· ope(T, C)
2∏
k=n
order
 ∂
∂ψ
f(k)
(Yk|sf(k))
ψ1(X0|s1)ψ1(X1|s1) n∏
l=2
order
ψl(Xl|sl)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
=
n∏
j=1
1
h
∑
sj∈[0,β)h
 ∑
X0∈J0
X1∈Jm1−1
V 0m1(X0,X1)
·
n∏
q=2
(
mq
∑
Yq,Zq∈J
Xq∈Jmq−1
C˜((Yq|sf(q)), (Zq|sq))V 0mq(Zq,Xq + Ps(Zq))
)
· ope(T, C)
2∏
k=n
order
 ∂
∂ψ
f(k)
(Yk|sf(k))

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· ψ1(X0|s1)ψ1(X1|s1)
n∏
l=2
order
ψlPL((Xl+Ps(Zl)|sl))
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
=
n∏
j=1
1
h
∑
sj∈[0,β)h
 ∑
X0∈J0
X1∈Jm1−1
V 0m1(X0,X1)
·
n∏
q=2
(
mq
∑
Yq,Zq∈J
Xq∈Jmq−1
C˜((Yq|sf(q)), (Zq|sq))V 0mq(P0(Zq),Xq)
)
· ope(T, C)
2∏
k=n
order
 ∂
∂ψ
f(k)
(Yk|sf(k))

· ψ1(X0|s1)ψ1(X1|s1)
n∏
l=2
order
ψlPL((Xl+Ps(Zl)|sl))
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
=
n∏
j=1
1
h
∑
sj∈[0,β)h
 ∑
X0∈J0
X1∈Jm1−1
V 0m1(X0,X1)
·
n∏
q=2
(
mq
∑
Yq,Zq∈J
Xq∈Jmq−1
C˜((Yq|sf(q)), (Zq + Ps(Yq)|sq))V 0mq(P0(Zq),Xq)
)
· ope(T, C)
2∏
k=n
order
 ∂
∂ψ
f(k)
(Yk|sf(k))

· ψ1(X0|s1)ψ1(X1|s1)
n∏
l=2
order
ψlPL((Xl+Ps(Zl)+Ps(Yl)|sl))
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
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=
n∏
j=1
1
h
∑
sj∈[0,β)h
 ∑
X0∈J0
X1∈Jm1−1
V 0m1(X0,X1)
·
n∏
q=2
( ∑
Yq∈J0,Zq∈J
Xq∈Jmq−1
C˜((Yq|sf(q)), (Zq|sq))V 0mq(P0(Zq),Xq)
)
· F ((sj)nj=1, X0,X1, (Xj)nj=2, (Yj)nj=2, (Zj)nj=2),
where F is the function on
[0, β)nh × J0 × Jm1−1∞ ×
n∏
j=2
Jmj−1∞ × Jn−10 × Jn−1∞
defined by
F ((sj)
n
j=1, X0,X1, (Xj)
n
j=2, (Yj)
n
j=2, (Zj)
n
j=2)
:=
n∏
q=2
(
mq
∑
yq∈Γ(L)
)
ope(T, C)
2∏
k=n
order
 ∂
∂ψ
f(k)
(Yk+yk|sf(k))

· ψ1(X0|s1)ψ1PL((X1|s1))
n∏
l=2
order
ψlPL((Xl+Ps(Zl)+yl|sl))
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
.
Note that
F ((sj)
n
j=1, X0,X1, (Xj)
n
j=2, (Yj)
n
j=2, (Zj)
n
j=2)
=
n∏
j=2
mj
∏
r∈f−1(1)
( ∑
yr∈Γ(L)
1Yr+yr⊂PL((X0,X1))
)
·
n−1∏
q=2
order
( ∏
p∈f−1(q)
( ∑
yp∈Γ(L)
1Yp+yp⊂PL(Xq+Ps(Zq)+yq)
))
· ope(T, C)
2∏
k=n
order
 ∂
∂ψ
f(k)
(Yk+yk|sf(k))

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· ψ1(X0|s1)ψ1PL((X1|s1))
n∏
l=2
order
ψlPL((Xl+Ps(Zl)+yl|sl))
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
,
and thus by (C.6),
|F ((sj)nj=1, X0,X1, (Xj)nj=2, (Yj)nj=2, (Zj)nj=2)|(C.7)
≤
n∏
j=2
mj
∏
r∈f−1(1)
m1
n−1∏
q=2
∏
p∈f−1(q)
(mq − 1)
(
1
2
n∑
l=1
ml − n+ 1
)
!
· c(β, d, (tj)1≤j≤d) 12
∑n
l=1ml−n+1
≤
n∏
j=1
m
dT (j)
j
(
1
2
n∑
l=1
ml − n+ 1
)
!c(β, d, (tj)1≤j≤d)
1
2
∑n
l=1ml−n+1,
(∀((sj)nj=1, X0,X1, (Xj)nj=2, (Yj)nj=2, (Zj)nj=2) ∈ [0, β)nh × J∞).
Here we set
J∞ := J0 × Jm1−1∞ ×
n∏
j=2
Jmj−1∞ × Jn−10 × Jn−1∞ .
For any s ∈ [0, β) we let sˆ denote an element of [0, β)h satisfying
s ∈ [sˆ, sˆ+ 1/h). By periodicity we can rewrite a′n(L, h) as follows.
a′n(L, h) =
n∏
j=1
(∫ β
0
dsj
) ∑
X0∈J0
X1∈J
m1−1∞
V 0m1(X0,X1)
·
n∏
q=2
( ∑
Yq∈J0,Zq∈J∞
Xq∈Jmq−1∞
C˜((Yq|sˆf(q)), (Zq|sˆq))V 0mq(P0(Zq),Xq)
)
· 1
((Xj)
n
j=1,(Zj)
n
j=2)∈
∏n
j=1 J
mj−1
c ×Jn−1c
· F ((sˆj)nj=1, X0,X1, (Xj)nj=2, (Yj)nj=2, (Zj)nj=2).
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By (C.2), (C.3) and (C.7),
sup
U∈D(r)nv
∣∣∣∣∣V 0m1(U)(X0,X1)
n∏
q=2
(C˜((Yq|sˆf(q)), (Zq|sˆq))V 0mq(U)(P0(Zq),Xq))
(C.8)
· 1
((Xj)
n
j=1,(Zj)
n
j=2)∈
∏n
j=1 J
mj−1
c ×Jn−1c
· F ((sˆj)nj=1, X0,X1, (Xj)nj=2, (Yj)nj=2, (Zj)nj=2)
∣∣∣∣∣
≤
(
1
2
n∑
l=1
ml − n+ 1
)
!
n∏
q=1
(
redvmq/2(1)c(β, d, (tj)1≤j≤d)
mq/2mdT (q)q
1 + 1q 6=1(
2
pi
)d+1
∑d
j=1 |〈Ps(Zq), ej〉|d+1
· e− 1mq−1
∑mq−1
l=1
∑d
j=1(
2
pi |〈Ps(Xq,l),ej〉|)1/2
)
,
(∀((sj)nj=1, X0,X1, (Xj)nj=2, (Yj)nj=2, (Zj)nj=2) ∈ [0, β)n × J∞).
The right-hand side of (C.8) is integrable with respect to
((sj)
n
j=1, X0,X1, (Xj)
n
j=2, (Yj)
n
j=2, (Zj)
n
j=2)
over [0, β)n × J∞.
Since F becomes a finite sum of products of the covariance C after
applying all the Grassmann derivatives to the monomial, the domain
of F can be naturally extended into [0, β)n × J∞. Moreover, we can
see that the function F : [0, β)n × J∞ → C is independent of h. Since
(s, t) 7→ C˜((X|s), (Y |t)) is continuous a.e. in [0, β)2 for any X, Y ∈ J∞,
so is s 7→ F (s, Z) a.e. in [0, β)n for any Z ∈ J∞. Thus, for any X, Y ∈
J∞, Z ∈ J∞,
lim
h→∞
h∈(2/β)N
C˜((X|sˆ), (Y |tˆ)) = C˜((X|s), (Y |t)) a.e. (s, t) ∈ [0, β)2,
lim
h→∞
h∈(2/β)N
F ((sˆj)
n
j=1, Z) = F ((sj)
n
j=1, Z) a.e. (sj)
n
j=1 ∈ [0, β)n.
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Furthermore, by using the fact that limL→∞,L∈NC(X) converges for any
X ∈ (B × Zd × {↑, ↓} × [0, β))2 we can check that limL→∞,L∈N F (s, Z)
converges for any (s, Z) ∈ [0, β)n × J∞.
Now we can apply the dominated convergence theorem in
L1([0, β)n× J∞, C(D(r)
nv
;C)) to prove that a′n(L, h) converges in
C(D(r)
nv
;C) as h→∞(h ∈ (2/β)N) and
lim
h→∞
h∈(2/β)N
a′n(L, h) =
n∏
j=1
(∫ β
0
dsj
) ∑
X0∈J0
X1∈J
m1−1∞
V 0m1(X0,X1)
(C.9)
·
n∏
q=2
( ∑
Yq∈J0,Zq∈J∞
Xq∈Jmq−1∞
C˜((Yq|sf(q)), (Zq|sq))V 0mq(P0(Zq),Xq)
)
· 1
((Xj)
n
j=1,(Zj)
n
j=2)∈
∏n
j=1 J
mj−1
c ×Jn−1c
· F ((sj)nj=1, X0,X1, (Xj)nj=2, (Yj)nj=2, (Zj)nj=2).
Set a′n(L) := limh→∞,h∈(2/β)N a
′
n(L, h). By sending h→∞ we obtain the
inequality (C.8) with a.e. (sj)
n
j=1 ∈ [0, β)n in place of (sˆj)nj=1 in the left-
hand side. Then, by the convergence property of V 02m proved in Lemma
C.2, the convergence properties of F and C˜ in the limit L → ∞ and
that
lim
L→∞
L∈N
1
((Xj)
n
j=1,(Zj)
n
j=2)∈
∏n
j=1 J
mj−1
c ×Jn−1c
= 1,(
∀((Xj)nj=1, (Zj)nj=2) ∈
n∏
j=1
Jmj−1∞ × Jn−1∞
)
,
we can again apply the dominated convergence theorem in L1([0, β)n×
J∞, C(D(r)
nv
;C)) to deduce from (C.9) that a′n(L) converges in
C(D(r)
nv
;C) as L→∞(L ∈ N). 
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Supplementary list of notations
Parameters and constants.
Notation Description Reference
θj,k flux per plaquette Subsection 1.2
(1 ≤ j < k ≤ d)
εLj flux per large circles around Subsection 1.2
(j = 1, 2, · · · , d) periodic lattice
tj hopping amplitude Subsection 1.2
(j = 1, 2, · · · , d)
nv number of coupling constants Subsection 1.2
Nv maximal degree of interacting part
of Hamiltonian
Subsection 1.2
v0, vm(c) integral of kernels of interaction beginning of
(m = 1, · · · , Nv) Subsection 1.3
pi (π, π, · · · , π) ∈ Rd Subsection 2.1
εL (εLj )1≤j≤d Subsection 2.1
θ (θj,k)1≤j<k≤d Subsection 2.1
N 2d+2Ldβh, cardinality of the index
set I
Subsection 2.2
MUV
2
√
6
pi
(2d+ 1) Subsection 3.1
w(0) cw(d+ 1)
−2M−2 Subsection 3.2
ft parameter depending only on
(tj)1≤j≤d, (θj,k)1≤j<k≤d
Subsection 4.1
cχ constant appearing in an upper
bound on derivatives of cut-off
functions
Lemma 4.1 (3)
Sets and spaces.
Notation Description Reference
Γ(L) {0, 1, · · · , L− 1}d Subsection 1.2
Map(A,B) set of maps from A to B Subsection 1.2
D(c) {z ∈ C | |z| < c} Subsection 1.4
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C(D;C) set of continuous functions on D Subsection 1.4
Mat(n,C) set of n× n complex matrices Subsection 2.1
B {1, 2, 3, · · · , 2d} Subsection 2.1
Γ(L)∗ {0, 2pi
L
, · · · , 2pi
L
(L− 1)}d Subsection 2.1
C(D;
∧V) set of Grassmann polynomials con-
tinuous with z ∈ D
Subsection 4.1
Cω(D;
∧V) set of Grassmann polynomials an-
alytic with z ∈ D
Subsection 4.1
S(D, c0, α,M) (l) subset of C(D;∧V) ∩ Cω(D;∧V) Subsection 4.1
Sˆ(D, c0, α,M) (l) subset of S(D, c0, α,M)(l)(β1)×
S(D, c0, α,M)(l)(β2)
Subsection 4.1
K(D,α,M)(l) subset of Subsection 4.1
Map(D,C∞(Rd+1;Mat(2d,C)))
Kˆ(D,α,M)(l) subset of K(D,α,M)(l)(β1) ×
K(D,α,M)(l)(β2)
Subsection 4.1
Cω(D;C) set of analytic functions in D Subsection 4.1
R(D, c0,M)(l) subset of Map(D,Map(I20 ,C)) Subsection 4.1
Rˆ(D, c0,M)(l) subset of R(D, c0,M)(l)(β1) ×
R(D, c0,M)(l)(β2)
Subsection 4.1
Functions and maps.
Notation Description Reference
H 1-band Hamiltonian Subsection 1.2
H0 kinetic part of H Subsection 1.2
V interacting part of H Subsection 1.2
b bijection from B to {0, 1}d Subsection 2.1
Ud((ξ)1≤j≤d) 2d × 2d diagonal unitary matrix Subsection 2.1
ν bijection from B × Γ(L) to Γ(2L) Subsection 2.1
H 2d-band Hamiltonian Subsection 2.1
H0 kinetic part of H Subsection 2.1
V interacting part of H Subsection 2.1
E 2d × 2d-matrix-valued function Subsection 2.2
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Other notations.
Notation Description Reference
ej standard basis of R
d Subsection 1.2
(j = 1, 2, · · · , d)
‖ · ‖n×n operator norm for n× n-matrices Subsection 2.1
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