Abstract Harmonics pose a great threat to safe and economical operation of power grids. Therefore, it is critical to detect harmonic parameters accurately to design harmonic compensation equipment. The fast Fourier transform (FFT) is widely used for electrical popular power harmonics analysis. However, the barrier effect produced by the algorithm itself and spectrum leakage caused by asynchronous sampling often affects the harmonic analysis accuracy. This paper examines a new approach for harmonic analysis based on deducing the modifier formulas of frequency, phase angle, and amplitude, utilizing the Nuttall-Kaiser window double spectrum line interpolation method, which overcomes the shortcomings in traditional FFT harmonic calculations. The proposed approach is verified numerically and experimentally to be accurate and reliable.
Introduction
The rapid development of smart grid technologies, large applications of different kinds of nonlinear power loads and power electronic devices affect stable operation of the power grid, and the requirements of electric power measurement have continuously improved [1] . For example, a rectifier connected to the system draws a current that is not necessarily sinusoidal, and it is essential to detect, analyze, and restrain system harmonics. FFT is one of the most popular power harmonics analysis methods and can decompose the current waveform into a series of simple sinusoids. Wide area measurement systems (WAMS) are becoming more utilized in real-time measurement of network parameters, and synchronized phasor measurement unit (PMU) data can be used to support high accuracy harmonic analysis of power grids [2, 3] . However, PMUs generally measure the data asynchronously for a variety of reasons. Hence, using FFT to analyze these harmonic signals can result in large frequency, amplitude, and phase angle errors, from spectral leakage, caused by time domain truncation, and the picket fence effect, caused by frequency domain discretization. Thus, new methods must be developed to ensure correct harmonic compensation.
Polynomial windows are widely utilized to solve FFT harmonic analysis problems. Modifying and optimizing the coefficients of polynomial windows in the time domain allows the frequency responses to be easily changed [4, 5] , while taking advantage of their relatively low computational complexity. They are particularly suitable for practical DSP and FPGA applications. The most widely used windows for FFT applications are Hamming, BlackmanHarris, Nuttall, Kaiser and convolution [6] [7] [8] [9] . Rapuano and Harris researched FFT principles and characteristics, such as minimum resolution bandwidth and scalloping loss of some window functions, and discussed the reasons for of spectral leakage and FFT-related issues when estimating spectra of digitized signals [10] . Based on four-item cosine windowing using Blackman-Harris, Rife-Vincent (I), and Rife-Vincent (III) windows, an interpolated windowed FFT algorithm to improve analysis accuracy was proposed by Qian et al [11] . To minimize the impact of asynchronous sampling and reduce the computation load, Zeng, Teng, Cai, et al proposed a reliable method based on smoothing sampled data by windowing the signal with the four-term fifth derivative Nuttall (FFDN) window [12] . For some windowing methods, if one of the data acquisition instruments fails to remove system noise, high accuracy harmonic analysis cannot be obtained since the noise produces a stronger response for high dynamic range windows than with high resolution windows. Duda [13] investigated systematic errors and noise sensitivity for analytic interpolation formulas and proposed an FFT interpolation algorithm with optimal Kaiser-Bessel or Dolph-Chebyshev windowing. Kaiser windows can define a set of adjustable window functions where the proportion between the width of the main lobe and the height of the side lobe can be freely chosen and provides superior performance for multi-tone detection along with high noise immunity [14] . While Nuttall widows, have better side lobe behaviour, Kaiser windowing is able to detect critical parameters, such as phase angles, precisely [15] [16] [17] . Consequently, depending on the required accuracy, different FFT window combination methods should be employed for power system harmonic measurement and analysis [18] .
Considering the side lobe characteristics of Nuttall and Kaiser windows, this paper investigates a Nuttall-Kaiser combination window function, making use of their different advantages, and proposes an improved FFT harmonic analysis method. The proposed method can successfully analyze a synchronous harmonic sampled data with high accuracy and efficiently eliminate spectral leakage and picket fence effects caused by signal processing. The performance and efficiency of the proposed harmonic analysis method were verified by simulation and experiment. This paper provides a brief review of FFT spectral leakage due to asynchronous sampling, analyses of the spectral characteristics of Nuttall and Kaiser windows, proposes the Nuttall-Kaiser window double spectrum line interpolation method, and investigates its application to harmonic analysis and assesses the proposed method performance by simulation and experiment.
FFT Harmonic analysis problem
The time domain representation of a sampled signal may be expressed as
where f 0 is the fundamental frequency, A is the amplitude, θ is the initial phase angle, f s is the sampling frequency, and n = 0, 1, 2, . . . , N − 1 . N is the number of sampling points. Applying a window function, w(n) , and continuous Fourier transform, the discrete approximation sequences of the sampled signal in frequency domain X(f ) can be obtained
Ignoring the side lobe impact of the peak of negative frequency, −f 0 , the continuous spectrum function near the positive frequency, f 0 , can be expressed as
which may be discretely sampled, giving the discrete Fourier transform
where k = 0, 1, 2, . . . , N − 1 , ∆f = fs N , N is the length of data truncation, W is the frequency function of w(n), and k is the coefficient of the frequency of interest f .
Phase angle is a very import parameter in power systems, both theoretically and practically, and it is critical to measure phase angle to high precision. If ∆f is the frequency resolution, ie , the frequency deviation rate is ∆λ = ∆f /f 0 , then the static phase angle error caused by asynchronous sampling using discrete Fourier transform (DFT) is
and the dynamic phase angle error is
In most situations ∆f is very small, and N > 10 , so (6) can be simplified to
Thus, phase angle static error in asynchronous conditions is proportional to the frequency deviation rate ∆λ and can be easily determined. However, phase angle dynamic error is not only related to ∆λ, but also to the initial phase angle, hence the calculation is complex and an accurate estimate is difficult. Figure 1 shows the total error of phase angle for fundamental frequency 50 Hz, in black and the dynamic error in blue.
The frequency spectrum for synchronous and asynchronous sampling based on the above analysis is shown in Fig. 2 . Figure 2 (a) shows that, for synchronous sampling, the spectrum peak of discrete points can accurately reflect the frequency and amplitude of the original signal. However, asynchronously sampling the signal, Fig. 2(b) , causes the spectrum peak of discrete points to deviate from the actual values, in Fig. 2(b) , the frequency deviation is 0.2 Hz, and amplitude deviation is 0.0627 V.
With asynchronous sampling, the signal energy is not focused at the spectrum peak spectrum, and spectral leakage will occur for FFT calculation. Thus, FFT processing is inaccurate and must be revised.
Proposed Nuttall-Kaiser interpolated FFT method

Spectral characteristics of Nuttall and Kaiser windows
The Nuttall window is a cosine combination window, and the discrete time domain Nuttall window can be expressed as [19] 
where N is the total number of samples; M is the number of terms of the window function; n = 0, 1, 2, . . . , N −1 and b m are the window coefficients, which satisfy
Applying the discrete Fourier transform to (8) , the spectrum functional expression of the Nuttall window can be expressed as
where ω is the angular frequency,
Window function coefficients have been widely researched and discussed to achieve faster decaying sidelobes and guarantee a given width of the main lobe [20, 21] , and common Nuttall window functions are minimum 3-term, first order 4-term, third order 4-term, and minimum 4-term, with coefficients as listed in Table 1 . Figure 3 shows the normalized magnitude frequency response curves of the above Nuttall window functions, and some characteristic parameters are also listed in Table 1 .
In Fig. 3 the highest side lobe level (HSLL) for the minimum 4-term Nuttall window is 95.89 dB, with side lobe decaying rate 6 dB/oct. The HSLL for the first order 4-term window is less than the minimum 4-term (93.34 dB), but has superior side lobe decaying rate (18 dB/oct). The third order 4-term Nuttall window has HSLL = 82.73 dB, with side lobe decaying rate 30 dB/oct. Thus, the third order 4-term Nuttall window has the best side lobe characteristics, and was adopted to develop a method to suppress spectral leakage errors in harmonic analysis.
The Kaiser window can customize a set of adjustable window functions to provide superior performance for multi-tonal detection, especially for harmonic analysis, and its time domain representation can be expressed as [22] 
where β is the shape parameter of window function, and I 0 (β) is the first class modified Bessel function. After Fourier transform, the frequency domain functional expression of the Kaiser window can be expressed written as
Applying the same (N −1)/2 translation as in the Nuttall window, the range satisfies [0, N − 1], and Figure 4 shows the normalized logarithmic spectrum of the Kaiser window for β = 0 , 4, 8, and 11. As β increases, the side lobe peaks of the Kaiser window reduce, and the decay rate increases. When β = 11 , the side lobe peak is 82.59 dB, and decay rate is = 18 dB/oct. If continued to increase, the side lobe peaks would continue to decline, but the main lobe would widen, which would reduce the frequency resolution.
Nuttall-Kaiser window for interpolated FFT
Suppose a signal x(t) contains harmonic components, with fundamental frequency, amplitude, and phase angle f 1 , A 1 , and θ 1 , respectively. Using sampling frequency f s to obtain uniform sampling, the discrete time signal is
where i is the harmonic order. When i = 1 , A i and θ i represent the harmonic amplitude and phase angle of the i -th harmonic, respectively. A combination NuttallKaiser window function method is proposed to deal with signals such as equation (13),
where χ, γ are the scale factors of the Nuttall and Kaiser windows, respectively. The discrete Fourier expression of the sampling signal is
Usually, a narrow window main lobe is desired to reduce the noise effect, but the benefit of reducing the side lobe peak is larger than the cost of the loss of frequency resolution [23] . Based on many simulations and experiments, this paper proposes utilizing the Kaiser window with β = 25 , combined with the third order 4-term Nuttall window with χ, γ = 0.5 , to meet the accuracy requirement of power system harmonic analysis.
The angular frequency ω can be described as ω = 2πk/N , then
When sampling asynchronously, the peak frequency is f i = k i ∆f , where k is the actual peak point corresponding to the line. Suppose the maximum spectrum line is k i1 , with the second largest line 
Since N is generally very large, let k = −α ± 0.5 , and equation (16) becomes
where the frequency modifier formula is
Thus, the amplitude correction is
where A i1 is the amplitude of k i1 , A i2 is the amplitude of k i2 . As above, N is usually large, so using the polynomial fitting approximation, the simplified amplitude value is
and the phase angle correction for the combination window is • Kaiser window (β = 25 ) α = 0.2883590681β 5 + 0.6405439881β 3 + 5.2774745762β , g(α) = 0.0661584096α 4 + 0.7247717487α 2 + 4.2082828094 .
• Combination Nuttall-Kaiser window α = 1.2618269186β 5 + 1.0368877011β 3 + 3.6499846828β g(α) = 0.1068160200α 4 + 0.8628506225α 2 + 3.6418169592 . Figure 5 shows normalized logarithmic spectra of Nuttall, Kaiser (β = 25 ), and proposed Nuttall-Kaiser combination windows. Windows with a narrow main lobe have better noise immunity, and the proposed combination window has better noise immunity than the Kaiser window, but also improved side lobe features than the Nuttall window. Thus, the proposed window will provide good accuracy for most power system harmonic analysis conditions.
Simulations and Experiments
Simulation Case Analysis
To verify the performance of the proposed NuttallKaiser combination window interpolated FFT method, a 9-th harmonic signal model was used for simulations, From the GB/T 15945-2008 standard of China, the frequency deviation limit for power systems is ±0.2 Hz under normal operating conditions, so this paper considers the extreme condition, 50.2 Hz, as the fundamental frequency f 1 . The sampling frequency was 1000 Hz, data length of the truncated signal N = 1024 , and f i , A i and θ i represent harmonic frequency, amplitude, and phase angle, respectively. The fundamental and harmonic components of the simulated signal are shown in Table 2 .
Nuttall, Kaiser, and the proposed Nuttall-Kaiser combination windows were used to process the simulation signal, with the results shown in Table 3 and Fig. 6 . The amplitude error of the Nuttall window is larger than the Kaiser and Nuttall-Kaiser combination windows, although the phase angle error is smaller. The Nuttall window has minimum phase angle error and the Kaiser window has minimum amplitude error, so it follows that the proposed Nuttall-Kaiser combination window integrates their advantages, providing good amplitude as well as good phase angle estimations.
For the same simulated signal, all three window systems provide good frequency estimates. For example, the relative error of the fundamental wave frequency provided by the proposed Nuttall-Kaiser combination window is lower than 0.8141 × 10 −6 %. The 4th harmonic produces the largest relative error, but it is still lower than 20.3625 × 10 −6 %. To show the effects further, comparisons between different windows as Hamming, Blackman-Harris, Minimum sidelobe of Nuttall, Rife-Vincent 4-I, and the NuttallKaiser combination window have also been made in Fig. 7 and Table 4 . From the figure and table, although RifeVincent 4-I window exhibits the highest sidelobe decay rate among all cosine windows, it can be concluded that when it is taken amplitude and phase angle together the proposed Nuttall-Kaiser combination window has better performance than others [24] .
Real measurements are always corrupted by noise. always noise signals doping the actual signals, which interferes with the measurement results. Therefore, to inves-tigate systematic errors and noise sensitivity, we added white Gaussian noise with 45 dB of signal to noise ratio was added to the simulation signal model in Table 2 and tested the performance of the proposed Nuttall-Kaiser combination window interpolation FFT method was evaluated. Table 5 shows the relative errors.
The proposed method still provides high accuracy and good performance in this noisy environment, with reliable accuracy at 3, 5, and 7th harmonics. 
Experiment and discussion
To verify the proposed Nuttall-Kaiser combination window double spectrum line interpolation FFT harmonic analysis method, harmonic signals were obtained from a Chinese grid, as where the fundamental frequency is 50 Hz and the standard voltage is 220 V. The power detection hardware which is utilized to detect the power signal is described in Fig. 8 . In this device, in order to obtained high accuracy, a synchronous clock module is added to the hardware system. The proposed algorithm flowchart is shown in Fig. 9 . After obtaining the power data, the algorithm initializes the parameters, including system parameters and window functions' parameters, such as sampling points N , sampling frequency f s , coefficients of Nuttall window b 0 , b 1 , b 2 , b 3 , and the shape parameter of Kaiser window β . Before using FFT to calculate the discrete spectrum W 2π N k , the discrete power data X(f ) was be truncated by the proposed Nuttall-Kaiser combination window function.
The following steps show how to use the double spectrum line method to obtain the optimal parameters of the proposed algorithm. When the maximum spectrum line k i1 and the second largest line k i2 are found at arbitrary integer harmonics in real-time detection, their amplitudes can be calculated as y 1 , y 2 . By (17) , parameter δ is gotten, then α and g(α) can be obtained by polynomial fitting. Utilizing equation (19) , (21), and (22), the harmonic frequency f i , amplitude A i and phase angle θ i will be calculated. After a series of iterations, the optimal solutions of harmonic analysis will be reached. The key issue of the proposed algorithm is to get α and g(α) in the iterations. Figure 10 shows that for traditional FFT spectrum analysis, since the harmonic signal is complex and includes many different types of noise, only frequencies near 50 Hz and 150 Hz can be analysed clearly because of the low harmonic amplitude. The proposed Nuttall-Kaiser combination window interpolation FFT harmonic analysis method provides superior amplitude, frequency, and phase angle estimates than the traditional FFT harmonic analysis method. Table 5 shows the frequency analysis for the traditional and proposed methods. The actual harmonic signal includes mainly the fundamental, 3, 5, and 7th harmonics. The relative fundamental frequency error by traditional FFT is 0.02 %, whereas for the proposed method it is 0.0022 %. The same analysis for the 5th harmonic results in an error of 0.8% for the traditional method and 0.1489% for the proposed method. Thus, the proposed method provides superior estimate accuracy than the traditional FFT harmonic analysis method.
Conclusions
This paper analyzed features of Nuttall and Kaiser windows, and showed they have good resistance to spectrum leakage caused by asynchronous non-integer discretization. The Nuttall window has higher phase angle precision with lower amplitude precision compared to the Kaiser window model. Therefore, this paper proposed a combination windowing model, combining the Nuttall and Kaiser window advantages to obtain more reliable estimates of harmonic amplitude and phase angle. Experimental results verified the proposed method has better stability and reliability. For non-integer discretization, the relative error of the fundamental frequency is lower than 0.815 × 10 −6 %, while the amplitude error of the 9th harmonic is lower than 0.051 %, and phase angle error is lower than 0.123 %. Future research work will focus on how to improve the combination window resolution in complex power environments.
