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Barbasch and Vogan gave a beautiful rule for restricting and inducing Kazhdan
Lusztig representations of Weyl groups. In this paper we show that this rule implies
and generalizes the LittlewoodRichardson rule for decomposing outer products of
representations of the symmetric groups. A new recursive rule for computing characters
of arbitrary Coxeter groups follows. Another application is a generalization of Garsia
Remmel’s algorithm for decomposing certain tensor products of symmetric groups
representations.  1998 Academic Press
1. INTRODUCTION
1.1. In [Ro] we give a recursive rule for computing KazhdanLusztig
characters of Hecke algebras. The proofs in [Ro] were obtained via direct
calculations of actions on the KazhdanLusztig basis. This paper presents
an alternative approach. By considering a LittlewoodRichardson type rule
for KazhdanLusztig representations we obtain a far reaching genera-
lization of the main result of [Ro]. Unfortunately, the new approach does
not suggest an analogue to the explicit coefficients, which were calculated
in [Ro, Theorem 2].
1.2. The LittlewoodRichardson rule gives a combinatorial procedure
to decompose the outer products of representations of the symmetric groups.
Schu tzenberger [Sc] suggested a new version to the LittlewoodRichardson
rule, using the language of Knuth equivalence classes.
The Knuth equivalence classes are the KazhdanLusztig cells of the
symmetric groups. This gives rise to the question whether it is possible to
generalize Schu tzenberger’s results to arbitrary Coxeter groups. A positive
answer to this question is given in this paper.
1.3 The MurnaghanNakayama rule is an efficient recursive rule for
computing characters of the symmetric groups (cf. [JK, 2.4]). Our goal is
finding a general recursive rule for characters of arbitrary Coxeter groups.
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The occurrence of a recursion for the symmetric groups characters may be
observed as a result of the LittlewoodRichardson rule [J, Chap. 21]. In
this paper we show that a generalized LittlewoodRichardson rule implies
a recursion theorem for the KazhdanLusztig characters of arbitrary Coxeter
groups. This result explains and generalizes the recursion, which was found
by direct calculations in [Ro, Theorem 1].
1.4 In [BV] Barbasch and Vogan proved a beautiful property of
the KazhdanLusztig basis of Weyl groups. They show that this basis is
compatible with restriction and induction of representations in the following
sense.
Proposition 1 [BV2, Prop. 3.11]. Let H be a parabolic subgroup of a
Weyl group W. Let R be the set of representatives of minimal length of the
right cosets of H in W. Let C be a KazhdanLusztig left cell of W, and let
\C be the KazhdanLusztig representation of W associated with C. Then C
is a disjoint union of sets of the form Dr, where r # R and D is a Kazhdan
Lusztig left cell of H. The direct sum of the associated KazhdanLusztig left
representations of H, D \D, corresponds to the decomposition of the
restricted representation \C a WH .
The following theorem is complementary.
Theorem 2 [BV2, Prop. 3.15]. Let H be a parabolic subgroup of a
Weyl group W. Let C a KazhdanLusztig left cell of H and let \C be its
associated KazhdanLusztig representation of H.
Let L be the set of all representatives of minimal length of the left cosets
of H in W.
Then LC is a union of KazhdanLusztig left cells. The associated Kazhdan
Lusztig representation \LC is isomorphic to the induced representation \C A WH .
1.5. Theorem 2 implies the LittlewoodRichardson rule for symmetric
groups as a special case (Corollary 4.3). See also [Sr].
It is easy to verify that proposition 1 may be generalized to arbitrary Coxeter
groups (Theorem 5.2). The proof of this generalization implies the following
recursive rule for computing characters.
Let W be an arbitrary Coxeter group, and let Hq(W) be its correspond-
ing Hecke algebra. For w # W, let Tw be the corresponding element in Hq(W)
and let Cw # Hq(W) be the corresponding KazhdanLusztig element. For
any T # Hq(W) denote by TCw(v) the coefficient of Cv in TCw , where v
and w are elements in W and TCw is expressed as a linear combination of
KazhdanLusztig elements.
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Theorem 3. Let W1 and W2 be two commuting parabolic subgroups of an
arbitrary Coxeter group W. I.e. for every pair z1 # W1 and z2 # W2 , z1z2=z2z1 .
Let w1 # W1 and w2 # W2 . For any v # W let v1 # W1 , v2 # W2 and r be a
shortest representative of a right coset of W1_W2 in W, so that v=v1v2 r.
Then
Tw1w2 Cv(v)=Tw1 Cv(v) } Tw2Cv(v)=Tw1 Cv1(v1) } Tw2 Cv2(v2).
This theorem generalizes the recursive part of [Ro, Theorem 1]. The
following corollary is immediate.
Corollary 4. With the above notations let C be a finite Kazhdan
Lusztig left cell of W, and let /C be its associated character. Then
/C(Tw1 w2)= :
v # C
Tw1 Cv(v) } Tw2 Cv(v).
1.6. Garsia and Remmel [GR] apply Schu tzenberger’s version of
the LittlewoodRichardson rule to obtain a combinatorial procedure for
decomposing tensor products of symmetric groups representations. An
immediate consequence of BarbaschVogan rules is a generalization of this
work to other Weyl groups.
Let W be a Weyl group with S the set of simple reflections. Let T be a
subset of S, and let (T) be the parabolic subgroup generated by T.
Let R (T ) the set of all elements in W whose set of right descents is
contained in S"T. Namely, R (T)=[w # W | _% s # T, l(ws)<l(w)]. It follows
from Theorem 2 that R (T ) is a union of KazhdanLusztig left cells in W
(see Section 6). Denote the KazhdanLusztig left representation associated
with R (T ) by \R (T ).
Let C be a KazhdanLusztig left cell in W, and let \C be the cell
representation associated with C. By BarbaschVogan rule C is a union of
subsets of the form Dr, where D is a KazhdanLusztig left cell of (T), and
r is a shortest representative of a right coset of (T) . Denote by CT the
union of these D cells.
Proposition 5. The set R (T ) CT is a union of KazhdanLusztig cells
in W. This union is associated (in KazhdanLusztig sense) with a representation
isomorphic to \R (T) \C.
Proposition 5 implies GarsiaRemmel’s result [GR K Rule V] as a special
case.
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2. PRELIMINARIES
2.1. Schu tzenberger’s Version of the LittlewoodRichardson rule
The LittlewoodRichardson rule gives a procedure to decompose the outer
products of representations of the symmetric groups. Schu tzenberger’s
version of this rule interprets the multiplicities of the irreducible representa-
tions in terms of shuffles of Knuth equivalence classes.
Let Q be Standard tableaux of shape *. We denote sh(Q)=*.
The RobinsonSchensted correspondence defines a bijection between
permutations w # Sn and pairs of standard tableaux of same shape (P(w), Q(w)).
We say that the permutations w1 and w2 are left (right) Knuth equivalent
if P(w1)=P(w2) (Q(w1)=Q(w2)) and denote it by tL (tR).
Denote sh(P(w)) by sh(w).
For two permutations ?, _ let A?, _ be the collection of all shuffles of ?
and _, where ? and _ are interpreted as permutations in disjoint and
consequent sets of digits.
For example, ?=231 and _=21. Then we interpret _ as 54 and
A231, 21=[23154, 23514, 25314, 52314, 23541, 25341,
52341, 25431, 52431, 54231].
Let C?, _ be the set wtL ?, vtL _ Aw, v .
The following is Schu tzenberger’s version of the LittlewoodRichardson
rule (see [Sc] and [GR]).
Theorem 2.1. Let + be a partition of n, & be a partition of m, and * be
a partition of n+m. Let S +, S& and S * be the corresponding Specht modules.
Denote the multiplicity of S* in S +S & A Sn+mSm_Sn by c
*
+, & . Let ? be a permuta-
tion in Sm with sh(?)=+, and let _ be a permutation in Sn with sh(_)=&.
Then c*+, & equals to the number of Knuth equivalence classes in C?, _ of
shape *.
Corollary 2.2. C?, _ is a union of Knuth equivalence classes.
It should be noted that Theorem 2.1 is equivalent to the classical
LittlewoodRichardson rule [FG].
2.2. Basics in KazhdanLusztig Theory
Let W be a Coxeter group W whose set of simple reflections is S. We
denote this Coxeter system by (W, S). Let l(w) be the length function of
an element w # W with respect to S.
A parabolic subgroup of W is a subgroup generated by a subset of
simple reflections S1 S. We say that two parabolic subgroups (W1 , S1)
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and (W2 , S2) are commuting if S1 & S2=<, and for any pair s # S1 and
t # S2 , st=ts.
Let \ be a representation of W1 and , be a representation of W2 . The
outer product of these representations is the representation of W induced
from the tensor product \,. Denote \ ,=\, A WW1_W2 .
The rest of this subsection follows the fundamental paper of [KL].
In their paper Kazhdan and Lusztig present a canonical basis to the
regular representation of the q Hecke algebra of W, Hq(W). This basis is
indexed by the elements of W. For any w # W denote the corresponding
KazhdanLusztig basis element by Cw .
Denote the strong Bruhat order by . Let x # w be two elements in W.
The KazhdanLusztig polynomials Px, w are certain polynomials in Z[q]
indexed by such pairs. For a precise definition of these polynomials
see [KL] and [Hu 7.9]. The standard convention is that Px, w=0 when
x w. It is shown in [KL] that the degree of Px, w does not exceed
1
2 (l(w)&l(x)&1). Let +(x, w) be the coefficient of q
12(l(w)&l(x)&1) in Px, w .
The following theorem describes the action of a generator Ts on a basis
element Cw .
Theorem 2.3 [KL, (2.3.a)(2.3.c)]. Let s # S, w # W.
(a) If l(sw)<l(w), then TsCw=&Cw .
(b) If l(w)<l(sw), then TsCw=qCw+q12Csw+q12  +(z, w) Cz ,
where the sum is taken over all z # W for which l(sz)<l(z).
Kazhdan and Lusztig define a transitive preorder on the Coxeter group
W, P L . We say that u L v if Cu appears in the expansion of TsCv in the
KazhdanLusztig basis, for some simple reflection s # W. The Kazhdan
Lusztig preorder P L is the transitive closure of L. The KazhdanLusztig
left cells are the equivalence classes under P L.
Let C be a union of left cells. Define IC to be the subspace of the regular
representation of H spanned by the elements Cx , which satisfy xP L w for
some w # C. Let JC be the subspace spanned by the elements Cx , which
satisfy xP L w for some w # C but x  C. Then the quotient IC JC is a left
representation denoted by \C. We say that C is associated with this represen-
tation. If C is a KazhdanLusztig left cell we call this representation the
KazhdanLusztig cell representation associated with C.
It is worth mentioning that there is a simple duality between the left handed
version and the right handed version of the KazhdanLusztig theory. So,
all left handed statements mentioned in the paper hold also in the right
handed version and vice versa.
The Knuth relation plays an important role in KazhdanLusztig theory.
In the symmetric group case the KazhdanLusztig left cells form all left
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irreducible representations [KL Prop. 4.1]. It turns out that the Kazhdan
Lusztig cells are the Knuth equivalence classes. See [KL, Prop. 4.1],
[Sh 1.7.2], [BV] and [GM].
Theorem 2.4. A subset of the KazhdanLusztig basis of the symmetric
group indexed by an equivalence class under left (right) Knuth relation constructs
a left (right) cell representation of Sn , which is isomorphic to the Specht module
of the corresponding shape.
2.3. Recursion for KazhdanLusztig Characters
The MurnaghanNakayama rule is a most useful recursive rule for
computing characters of the symmetric groups [JK 2.4]. In [Ro] we prove
and generalize this rule via KazhdanLusztig theory.
Let (W, S) be a Coxeter system and let Hq(W) be its resulting q Hecke
algebra. For v # W let Tv be the corresponding element in Hq(W). Let w be
an element in W and let Cw # Hq(W) be the corresponding KazhdanLusztig
element. Denote by TvCw(z) the coefficient of Cz in TvCw , where TvCw is
expressed as a linear combination of KazhdanLusztig elements. The following
theorems evaluate the diagonal coefficients under the action of certain elements
of parabolic subgroups.
Theorem 2.5 [Ro, Theorem 2]. Let W be a Coxeter group, and let
s1 , ..., sk be a subset of simple reflections, so that for 1i<k (si si+1)3=1;
and for 1i<k and 1< j si si+ j=si+ j si . Then for every w # W
(&1)k&i0 qi0 _i0 , si wow for 1ii0 and
Ts1 s2 } } } sk Cw(w)={ siwOw for i0<ik0 otherwise
where O is the strong Bruhat order.
The second theorem gives a recursive rule.
Theorem 2.6 [Ro, Theorem 1]. Let s1 , s2 , ..., sk be a subset of simple
reflections in a Coxeter group W with relations as in the above theorem. Let
I be a subset of S, so that for every 1ik and every s # I si s=ssi . Let z
be an element in the subgroup generated by I.
Then for every w # W
Ts1s2 } } } sk TzCw(w)=Ts1s2 } } } sk Cw(w) } TzCw(w).
A MurnaghanNakayama type rule for characters follows.
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Corollary 2.7 [Ro, Corollary 3]. Let W be a Coxeter group and
Hq(W) be its q Hecke algebra. Let C be a finite KazhdanLusztig left cell
in W and let /Cq be the character of the representation of Hq(W) associated
with C.
Let W1 , W2 , ..., Wt be parabolic subgroups of W isomorphic to symmetric
groups, so that si sj=sj si for all pairs of simple reflections [(si , sj) | si # Wi ,
sj # Wj , i{ j]. Let [si1 , si2 , ..., sik]S be the simple reflections of Wi ,
indexed so that (sij si, j+1)3=1, and let di=>kj=1 sij .
Define the following functions hiq
(&1)k& j0 q j0 _j0 , sijwow for 1 j j0 and
hiq(w)={ sijwOw for j0< jk0 otherwise
Then
/Cq (Td1 } d2 } } } dt)=:
w
‘
t
i=1
hiq(w)
where the sum runs over all w # C.
The last corollary suggests a new combinatorial interpretation to the
irreducible characters for Hecke algebras of type A [Ro Corollary 4].
This interpretation implies the classical MurnaghanNakayama rule for
characters of the symmetric groups [Ro Theorem 6]. See also [Ra1],
[Ra2] and [HLR].
2.4. BarbaschVogan Rules
In their seminal paper [BV2] Barbasch and Vogan gave beautiful rules
for decomposing KazhdanLusztig cells representations. The following theorem
is quoted in [Lu 5.26.1]. It was first formulated in a slightly different
language in [BV2 Prop. 3.15]
Theorem 2.8 (BarbaschVogan Rule for Induction). Let H be a parabolic
subgroup of a Weyl group W. Let C a KazhdanLusztig left cell of H and
let \C be its associated KazhdanLusztig representation of H.
Let L be the set of all representatives of minimal length of the left cosets
of H in W.
Then the set LC=[rv | r # L, v # C] is a union of KazhdanLusztig left
cells. The associated KazhdanLusztig representation \LC is isomorphic to
the induced representation \C A WH .
The following theorem is complementary.
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Theorem 2.9 (BarbaschVogan Rule for Restriction [BV2, Prop. 3.11]).
Let H be a parabolic subgroup of a Weyl group W. Let R be the set of repre-
sentatives of minimal length of the right cosets of H in W. Let C be a Kazhdan
Lusztig left cell of W, and \C the representation of W associated with C.
Then C is a disjoint union of sets of the form Dr, where r # R and D is a
KazhdanLusztig left cell of H. The direct sum of the associated Kazhdan
Lusztig left representations of H, D \D, corresponds to the decomposition
of the restricted representation \C a WH .
It should be noted that related compatibility properties are discussed
in [DK].
3. ELEMENTARY PROPERTIES OF KAZHDANLUSZTIG
POLYNOMIALS
For any pair xw in W there is a polynomial Rx, w , which is defined as
the normalized coefficient of Tx in (Tw&1)&1 [KL]. Namely,
(Tw&1)&1=(&q&1)l(w) :
xw
(&1)l(x) Rx, w(q) Tx .
The KazhdanLusztig polynomial Px, w is the normalized coefficient of
Tx in the KazhdanLusztig element Cw , where the latter is expanded in the
regular basis. Namely,
Cw=(&q12)l(w) :
xw
(&q&1)l(x) Px, w(q&1) Tx . (1)
The connection between the R polynomials and the KazhdanLusztig
polynomials Px, y is described by the following recursive formula of [KL].
See also [Hu 7.10 (21)].
q12(l(w)&l(w))Px, w(q&1)&q&12(l(w)&l(x))Px, w(q)
=q&12(l(w)&l(x)) :
x< yw
Rx, y(q) Py, w(q). (2)
The following recursive formula for R polynomials is given in [Hu].
If x<w and sx<x then Rx, w=Rsx, sw . (3)
Formula (3) together with formula (2) and the initial conditions Rx, x=
Px, x=1 for every x # W imply the following property.
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Lemma 3.1. Let H be a parabolic subgroup of a Coxeter group W. If
x<w are elements in H and r is a representative of minimal length of a right
coset of H then
Pxr, wr=Px, w .
The following lemma is an immediate consequence of (2).
Lemma 3.2. Let W1 , W2 be two Coxeter groups, let x1 , w1 be elements
in W1 , and x2 , w2 be elements in W2 . Let Px1x2 , w1w2 , Px1 , w1 , and Px2 , w2 be
the corresponding KazhdanLusztig polynomials in W1_W2 . Then the
following equality holds
Px1x2 , w1 w2=Px1 , w1 Px2 , w2 .
Proof. First, note that for the R-polynomials such a formula holds by
definition. Induction on l(w1w2)&l(x1x2), the fact that for any x # W,
Rx, x=Px, x=1 and (2) complete the proof. K
Corollary 3.3. Let W1 , W2 be two commuting parabolic subgroups in
a Coxeter group W. Let x{ y be elements in W1 , and u{v be elements in W2 .
Then +(xu, yv)=0.
Proof. The degree of Psu, yv equals to the sum of the degrees of Px, y
and Pu, v . Hence, not more than ((l( y)&l(x)&1)2)+((l(v)&l(u)&1)2).
So, not maximal. K
4. A GENERALIZED LITTLEWOODRICHARDSON RULE
Let (W, S) be a Coxeter group and let Hq(W) be its q Hecke algebra.
For x # W let Cx be its corresponding KazhdanLusztig element in Hq(W).
Lemma 4.1. Let W1 and W2 be two commuting parabolic subgroups in a
Coxeter group W. For any x # W1 and v # W2 , Tx Cv(w){0 if and only if
w= yv where yx in W1 .
Proof. This lemma may be proved by induction. Let S1 be the set of
simple reflections of W1 . Let sx be a reduced expression of x, where s # S1 .
By the induction hypothesis if Tx Cv(w){0 then w= yv where yx . On
the other hand, by Theorem 2.3 if sy< y then syv<sy and TsCyv=&Cyv .
If sy> y then syv>sy and
TsCyv=q12Csyv+qCyv+ :
sz<z
+(z, yv) Cz .
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By Corollary 3.3 +(z, yv){0 implies z= yv where v <v, or z= y v where
y < y. But sz<z while syv > yv . So, z{ yv . This shows that the indices of
all summands have the form yv for some yx and the proof is completed.
K
The following corollary is immediate.
Corollary 4.2. Let W1 and W2 be two commuting parabolic subgroups
in a Coxeter group W, and let u # W1 and v # W2 . Then
CuCv=Cuv .
Proof. It follows from (1) that if Cu Cv(w){0 then TxCv(w){0 for
some xu. By Lemma 4.1 w= y1v, where y1xu. By symmetricity w
also equals to uy2 for some y2v. We conclude that w=uv. K
Theorem 2.8 together with the above lemmas imply the following genera-
lization of the LittlewoodRichardson rule.
Corollary 4.3. Let W be a Weyl group, let W1 , W2 be two commuting
parabolic subgroups of W. Let C1 and C2 be KazhdanLusztig left cells of W1
and W2 respectively. For i=1, 2 let \Ci be the KazhdanLusztig representa-
tion of Wi associated with Ci .
Let L be the set of all representatives of minimal length of the left cosets
of W1_W2 in G.
Then the set LC1C2=[rv1v2 | r # L, v1 # C1 , v2 # C2] is associated with a
KazhdanLusztig left representation isomorphic to the outer product \C1  \C2.
Proof. It follows from Lemma 4.1 that all KazhdanLusztig left cells of
W1_W2 have the form C1C2 , where C1 and C2 are KazhdanLusztig left
cells of W1 and W2 respectively, and \C1C2 is isomorphic to \C1 \C2. Com-
bining this fact with Theorem 2.8 completes the proof. K
Corollary 4.4. With the above notations LC1C2 is a union of Kazhdan
Lusztig left cells of W.
Remark. Classical results from the representation theory of the symmetric
groups may be obtained as special cases of the above results.
1. Corollary 4.3 implies Schu tzenberger’s version of the Littlewood
Richardson rule (Theorem 2.1. See [Sc] and [GR]).
2. Corollary 4.4 generalizes the similar assertion for Knuth equivalence
classes proved by Schu tzenberger (Corollary 2.2. see [Sc]).
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5. A RECURSIVE RULE FOR CHARACTERS
BarbaschVogan rule for restriction (Theorem 2.9) may be easily generalized
to all Coxeter groups. We begin with the following lemma.
Lemma 5.1. Let (W1 , S1) be a parabolic subgroup of a Coxeter group
(W, S). Let x, v and w be elements in W1 , and let r be a representative of
minimal length of a right coset of W1 . Then
TxCv(w)=TxCvr(wr).
Proof. It follows from the proof of Theorem 5.2 that it suffices to prove
this lemma for a simple reflection x # S1 . By Theorem 2.3 it suffices to show
that +(v, w)=+(vr, wr). But the last equality follows from lemma 3.1. K
Theorem 5.2. Let W be an arbitrary Coxeter group, and let H be a
parabolic subgroup of W. Let R be the set of representatives of minimal
length of the right cosets of H in W. Let C be a KazhdanLusztig left cell
of W, and \C the representation of W associated with C.
Then C is a disjoint union of sets of the form Dr, where r # R and D is a
KazhdanLusztig left cell of H. The direct sum of the associated Kazhdan
Lusztig left representations of H, D \D, corresponds to the decomposition
of the restricted representation \C a WH .
Proof. The left cell representations of Hq(H) are embedded in the
Hecke algebra Hq(W) in the following natural way.
Consider the KazhdanLusztig preorder in W generated by the simple
reflections of H. Let uH/WL v denotes the covering relation defined as
follows: uH/WL v if and only if Cu appears in the expansion of Ts Cv in the
KazhdanLusztig basis, for some simple reflection s # H. The transitive
closure of HWL defines the preorder P
HW
L . The equivalence classes
under PHWL are associated with left representations of Hq(H).
Let u, v # H and r, t # R. It follows from Theorem 2.3 that if urH/WL vt
and l(ur)>l(vt) then r=t (where H/WL is the covering relation). Hence,
if r{t then ur and vt are not equivalent under the transitive closure
PHWL . Lemma 3.1 implies that for u, v # H and r # R, +(ur, vr)=+(u, v).
Hence, urPH/WL vr if and only if uPHL v. This completes the proof of
Theorem 5.2. K
We conjecture that Theorem 2.8 may also be generalized to arbitrary
Coxeter groups.
The following recursive rule follows from Lemma 5.1.
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Theorem 3. Let W be an arbitrary Coxeter group, and let W1 and W2
be two commuting parabolic subgroups of W. Let w1 # W1 , w2 # W2 . Let
v=v1 v2 r # W, where v1 # W1 , v2 # W2 and r is a shortest representative of a
right coset of W1_W2 in W. Then
Tw1w2 Cv(v)=Tw1 Cv(v) } Tw2Cv(v)=Tw1 Cv1(v1) } Tw2 Cv2(v2).
Proof. Lemma 5.1 implies that
Tw1w2Cv(v)=Tw1w2 Cv1 v2r(v1v2r)=Tw2w2 Cv1v2(v1v2)=Tw1Tw2Cv1 v2(v1v2)
= :
z # W
Tw2 Cv1v2(z) } Tw1 Cz(v1v2).
By Lemma 4.2 if Tw2 Cv1v2(z){0 then Tw2 Cv2 Cv1(z){0. It follows from (1)
that Tw2 Ty2 Cv1(z){0 for some y2v2 . By Lemma 4.1 if Tw2 Ty2Cv1(z){0
then z=v1x2 for some x2 # W2 . Similarly we obtain that if Tw1 Cz(u)=
Tw1 Cv1x2(u){0 then u=x1x2 for some x1 # W1 . So, if Tw1 Tw2Cv1 v2(u){0
for u=v1v2 then x1=v1 , x2=v2 and z=v1 v2 . We have shown that
Tw2 Tw1 Cv1v2(v1v2)=Tw1Cv1v2(v1 v2) } Tw2 Cv1v2(v1v2).
Now consider W1 as a parabolic subgroup of W1 _W2 , and v2 as a
representative of minimal length of a right coset of W1 in W1_W2 .
Applying Lemma 5.1 we obtain
Tw1 Cv1v2(v1v2)=Tw1 Cv1(v1).
Similarly,
Tw2 Cv1v2(v1v2)=Tw2 Cv2(v2). K
Theorem 3 generalizes Theorem 2.6. In particular it generalizes the
recursive part of the MurnaghanNakayama rule as the following corollary
shows.
Corollary 4. With the above notations let C be a finite KazhdanLusztig
left cell of W, and let /C be its associated character. Then
/C(Tw1w2)= :
v # C
Tw1 Cv(v) } Tw2Cv(v)
= :
v1 v2 r # C
Tw1 Cv1(v1) } Tw2Cv2(v2).
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where the sum runs over all elements v=v1v2r # C. Here v1 # W1 , v2 # W2
and r is a representative of minimal length of a right coset of W1_W2 in W.
6. KRONECKER PRODUCTS
Finding efficient methods for decomposing tensor products of representa-
tions of the symmetric groups is a well known open problem. Garsia and
Remmel [GR] developed an algorithm for decomposing S&M *, where
S& is the representation corresponding to a skew shape & and M* is the
monomial representation corresponding to a partition *. See also [Ge]
and [La]. In this section we generalize GarsiaRemmel’s algorithm to
other Weyl groups.
Let W be a Weyl group with S the set of simple reflections. Let T be a
subset of S, and let (T) be the subgroup generated by T.
Let 1T be the trivial representation of (T). It is well known that the
trivial representation is a KazhdanLusztig cell representation, associated
with the identity. Let R (T ) the set of all elements in W whose set of right
descents is contained in S"T. Namely, R (T)=[w # W | _3 # T, l(ws)<l(w)].
It is easy to see that R (T ) is the set of all shortest representatives of the left
cosets of (T) in W. BarbaschVogan rule for induction implies that \R (T )
&1T A
W. We conclude that R (T ) is a union of KazhdanLusztig left cells.
So, the notation \R (T ) for the KazhdanLusztig representation associated
with R (T ) is permissible.
Let C be a KazhdanLusztig left cell in W, and let \C be the cell
representation associated with C. By Proposition 1 C is a disjoint union of
sets of the form Dr, where D is a KazhdanLusztig left cell of (T), and
r is a shortest representative of a right coset of (T) . Denote by CT the
union of these D cells.
Corollary 6.1. The set R (T )CT is a union of KazhdanLusztig cells
in W. This union is associated with a representation isomorphic to \R (T )\C.
Proof. Let H be a subgroup of a group G. Let , be a representation
of H, and let  be a representation of G. The following reciprocity is
elementary [Se 3.3 ex. 5]
, AG& (, a H) AG.
It follows that
\R (T) \C&1T AW \C& (1T \C a(T)) AW&\C a(T) AW.
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Applying BarbaschVogan rules to the right hand side we obtain
\R (T) \C&\R (T ) CT. K
Corollary 6.1 implies GarsiaRemmel’s result for the symmetric groups
[GR K Rule V] as a special case.
Finally, we would like to note that the above reciprocity was already
used in similar contexts. cf. [T].
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