In our investigation into the effects of the degree of polarization in modulation of partially polarized light we assume general settings of the interferometry of partially polarized lightwaves and perform theoretical analysis of the Uhlmann and the interferometric phases. We introduce the relative Uhlmann phase determined by the Uhlmann holonomies of interfering beams and show that the interferometric phase generalized to the case of nonunitary evolution can, similar to the Uhlmann phase, be cast into the holonomy defined form. By using the technique based on a two-arm Mach-Zehnder interferometer, two different dynamical regimes of light modulation are experimentally studied: (a) modulation of the input light by the rotating quarter-wave plate (QWP); and (b) modulation of the testing beam by a birefringent plate with electrically controlled anisotropy represented by the deformed-helix ferroelectric liquid crystal (DHFLC) cell. In the setup with the rotating QWP, the interferometric phase is found to be equal to the relative Uhlmann phase. Experimental and theoretical results being in excellent agreement both show that this phase is an oscillating function of the QWP angle and increases with the degree of polarization. For modulation by the DHFLC cell, the data derived from our electro-optic measurements are fitted using the theory of the orientational Kerr effect in FLCs. This theory in combination with the results of fitting is used to evaluate electric field dependencies of the interferometric and the Uhlmann phases.
I. INTRODUCTION
The notion of the phase of a lightwave field is essential to the understanding of all interference and diffraction phenomena in optics where it plays a central role as one of the determining factors that, in particular, govern certain topological properties of waves. Topological aspects related to phases of optical fields are among the most fascinating and intensely studied subjects that have a long history dating back to the original paper by Pancharatnam [1] (see also a collection of important papers [2] and reviews [3] [4] [5] ). The Panchratnam phase can naturally be defined as the phase acquired by a light wave as it evolves along a path in the space of polarization states. As it was originally discussed in Ref. [6] , general concepts and approaches formulated by Pancharatnam are closely related to the famous adiabatic quantal phase (the Berry phase) introduced by Berry in the well-known paper [7] .
Berry [7] analyzed the problem of a quantum mechanical state developing adiabatically in time with a slowly varying parameter dependent Hamiltonian. He has shown that when the parameters return to their initial values after traversing a closed path, the wavefunction acquires a "geometric" phase factor, dependent on the path, in addition to the well-known "dynamical" phase factor. Aharonov and Anandan [8] removed the adiabatic restriction and replaced the notion of parameter space by the notion of projective space of rays * Email address: alexei.d.kiselev@gmail.com † Email address: vladimir.kesaev@gmail.com in Hilbert space. Samuel and Bhandari [9] extended the ideas of Pancharatnam to the cases of non-cyclic and nonunitary evolutions. A unifying kinematic approach that can be applied to these cases was developed by Mukunda and Simon [10] . The kinematic method was recently applied to analyze geometric phases associated with polarizing processes of a monochromatic light wave [11] . The geometric phase for non-cyclic polarization changes was also studied experimentally in [12] . In optics, the geometric phase is also known as the Pancharatnam-Berry (PB) and can roughly be regarded as a phase retardation that is exclusively determined by the geometry of transformations imposed on light by the medium. Optical devices -the so-called PB optical elements -exploit the medium anisotropy to introduce spatially dependent modulation of the polarization state of light across the plane transverse to propagation. In particular, such modulation results in a spatially inhomogeneous PB phase giving rise to a reshaped optical wavefront [13] . PB optical elements has already been implemented using various architectures such as patterned subwavelength gratings [14] , liquid crystals [15] and metasurfaces [16] .
A problem which is of key importance for both fundamental and technological reasons concerns an extension of the well-established results for the geometric phases of pure states to a more general case of mixed states. Such states are described by mixed state density matrices characterizing open physical systems that are not perfectly isolated from their environment. For optical wavefields, mixed polarization states of partially polarized waves provide an important well-known example.
Geometric phase for mixed states generalized to the realm of density matrices was first introduced by Uhlmann [17, 18] (a review of the results of Ulhmann's approach can also be found in [19] ). Uhlmann's method deals with the gauge structure arising from redundancy in the representation of density matrices by pure (purified) states in a larger system extended with additional ancilla degrees of freedom. Such a representation of a density matrix ρ is known as the purification and is mathematically equivalent to putting the matrix into the factorized form: ρ = ww † , so that the purifications are defined as the Hilbert-Shmidt operators w (the so-called amplitudes).
The Uhlmann geometric phase being the subject of numerous mathematical studies [20] [21] [22] [23] [24] [25] has been extensively used as a theoretical tool to characterize thermal topological order in a variety of condensed matter systems such as topological insulators and topological superconductors [26] [27] [28] [29] [30] [31] . Despite some progress [32, 33] , reliable measurements of the Uhlmann phase still remain a challenging problem. As far as photonics is concerned, this phase has not yet been explored in any detail.
In contrast to mathematically motivated concepts behind the Uhlmann phase, an alternative approach to geometric phases of mixed states put forward in Ref. [34] is from outset built upon the interferometry based construction leading to the so-called interferometric phase. Measurements of this phase were performed using a variety of experimental techniques such as the single photon interferometry [35] , the NMR technique [32, 36, 37] and the polarimetric method [38] . As opposed to the Uhlmann phase, the above interferometric approach requires additional analysis when applied to physical systems with dissipative (nonunitary) dynamics [39, 40] .
In this paper, the Uhlmann and interferometric phases of mixed polarization states within general settings of the interferometry of partially polarized light fields will be our primary concern. Our theoretical considerations leading to the relative geometric phases behind the interference patterns provide the results in a unified form applicable to both unitary (lossless) and nonunitary (dissipative) dynamics. Specifically, we introduce the relative Uhlmann phase for interfering beams and show how the relative interferometric phase can be generalized to the case of nonunitary dynamics.
In our experiments based on a Mach-Zehnder two-arm interferometer, we investigate into the effects of the degree of polarization in modulation of partially polarized light. We study two different dynamical regimes of modulation which are governed by a rotating quarter-wave plate (QWP) and an electrically driven ferroelectric liquid crystal cell. Theoretical results applied to interpret the experimental data, in particular, show that, by contrast to the liquid crystal modulator, for the rotating QWP, the relative Uhlmann phase appears to be conicident with the experimentally measured interferometric phase.
The paper is organized as follows. In Sec. II A we introduce necessary notations along with algebraic relations and outline interferometry based considerations that underline the Pancharatnam phase and the Pancharatnam function.
In Sec. II B we discuss how to define the relative Uhlmann phase for partially polarized waves that acquired different Uhlmann phases in the course of their evolution. We find that such a gauge invariant phase requires additional assumptions to make it uniquely determined. This is demonstrated introducing two different relative Uhlmann phases.
An alternative line of reasoning leading to the interferometric phase is presented in Sec. II C. Our analysis will show how to deal with difficulties that arise from the complicated structure underlying nonunitary evolution. We find that the modified expression for the interferometric phase can be written in the form similar to the Uhlmann phase and can be regarded as a generalization of the phase to the case of nonunitary evolution.
The key common elements of our experimental setup are described in Sec. III A. In Sec. III B we present the experiments, where the partially polarized light passes through the rotating quarter-wave plate before being divided into two beams (they will be referred to as the reference and testing beams), along with the results and theoretical analysis.
In Sec. III C we briefly discuss the orientational Kerr effect in deformed-helix liquid crystal (DHFLC) cells and describe the experiments with the partially polarized testing beam propagating through the DHFLC cell. The parameters extracted from fitting the exaperimetal data are used to evaluate both the interferometric and Uhlmann phases.
Finally, in Sec. IV we draw the results together and make some concluding remarks. Mathematical details on computing the Uhlmann connection and the geometric phases for absorbing (nonunitary) DHFLC cells are relegated to Appendices A and B, respectively. In this subsection, we introduce notations and briefly discuss the general theoretical structure describing interferometric measurements.
In a typical experimental setup (see, e.g., Fig. 1 ) based on a Mach-Zehnder two-beam interferometer, a beam splitter divides a collimated laser light into two beams. These beams -the so-called the reference and the testing (sample) beams -evolve propagating in the corresponding arm and, after reflection at the mirrors, are recombined at the semireflecting surface of the beam splitter. Then the interfering beams emerging from the interferometer are projected by the lens on to a screen with a pinhole.
where an asterisk will indicate complex conjugation and |± denote the vectors of the circular orthonormal basiŝ e ± that meets the orthogonality conditions: µ|ν = δ µν (δ µν is the Kronecker delta).
We assume that the waves are linearly related to the input beam E 0 ≡ |ψ 0 through the transmission matrices, T 1 and T 2 , as follows
where the relative phase Φ 0 -the so-called U(1) phase -can be observed in the output signal of the interferometer producing the interference oscillations (the interfence fringes) as the phase varies. An important point is that the transmission matrices depend on the governing parameter, 0 ≤ τ ≤ s, and determine the dynamics (evolution) of the wavestates:
. These matrices will generally be regarded as the evolution operators with the waves exiting the interferometer taken at the final point τ = s. When the dynamics is lossless, the operators T i are unitary: T † i T i = I, where the dagger denotes Hermitian conjugation and I is the indentity operator (matrix). This is the case known as the unitary evolution. Another important case occurs when the wave |ψ 1 representing the reference beam is characterized by the transmission matrix T 1 (τ ) = T 1 (0) which is independent of the governing parameter.
We consider the general case of a partially polarized input beam with the degree of polarization equal to P 0 that undergoes either unitary (lossless) or nonunitary (dissipative) evolution as the governing parameter, τ , varies from τ = 0 to τ = s. This beam is characterized by the 2 × 2 equal-time coherence matrix [41, 42] :
where I 0 = E 0 · E * 0 = TrM 0 is the intensity of the incident wave and ρ 0 is the normalized coherency matrix (Trρ 0 = 1). This matrix is known to play the role of the density matrix describing the mixed polarization state and will be referred to as the polarization density matrix. It can generally be expressed in terms of the eigenstates as follows
where the eigenpolarization vectors, |p 
is proportional to the normalized unit Stokes vector
characterizing the polarized part of the input wave. Now we recast the initial density matrix ρ 0 into the explicit matrix form:
where
3 σ 3 and σ i with i ∈ {1, 2, 3} are the Pauli matrices given by
The components of the vectors |p 
where the angle 0 ≤ 2φ 0 ≤ 2π (0 ≤ 2θ 0 ≤ π) is the azimuthal (polar) angle of the normalized Stokes vector (6) . The angles φ 0 and θ 0 define the polarization ellipse parameters for the wave with the eigenpolarization vector |p
+ : φ 0 is the polarization azimuth and ell = tan χ is the ellipticity, where −π/4 ≤ χ = π/4 − θ 0 ≤ π/4 is the ellipticity angle.
Note that the right-hand side of Eq. (7) is an immediate consequence of the following algebraic identities for the rotation matrix of the Wigner D functions (9) and the Pauli matrices:
3 σ 3 and the unit vectorŝ The density matrix of the output wavefield (the beam emerging from the interferometer) at τ = s is given by
The total intensity of the beams exiting the interferometer
gives the intensity of the interference pattern and, in addition to the contributions coming from the density matrices of the reference and testing beams (I 1 = I 0 Trρ 1 and I 2 = I 0 Trρ 2 , respectively), contains the interference part I 12 , determined by the interference terms of the density matrix (14) . The latter is the only part of the intensity that depends on the phase shift Φ 0 . This part can be written in the form:
where F P is the averaged product of transmission matrices T = T † 1 T 2 which is given by
Formula (16) introduces the total relative Pancharatnam phase, Φ P , and the visibility of the interference pattern, V , through the averaged transition matrix T = T † 1 (s)T 2 (s) that will be referred to as the Pancharatnam function.
B. Amplitudes and Uhlmann phase
The geometric phases of the interefering beams generally determine the part of the Pancharatnam phase (17) which is solely dictated by the geometry of the paths: τ → ρ i (τ ) with 0 ≤ τ ≤ s. These paths are governed by the dynamics of the density matrices:
, and represent the trajectories in the space of density matrices. In this subsection, we discuss the general approach to geometric phases of mixed states originally developed by Uhlmann in Refs. [17] [18] [19] 45] . This approach naturally leads to the geometric phase -the so-called Uhlmann phase -that generalizes the PB phase to the case of mixed polarization states. This phase rarely discussed in the context of optics and we briefly outline the basics of Uhlmann's approach presenting the results in the form suitable for our subsequent considerations. Our primary goal is to define the relative Uhlmann phase for interfering beams.
First we show that the Pancharatman phase can be reexpressed in terms of the so-called amplitudes (the Hilbert-Schmidt operators) w i (τ ) that represent the density matrices ρ i (τ ) in the "squared amplitude" form:
Alternatively, these amplitudes can be viewed as purifications where the density matrix is represented as a pure (purified) state of a larger system. This extended system has additional degrees of freedom describing an ancilla and the density matrix is obtained by averaging the purified state over the ancilla. The Hilbert-Schmidt space of the operator amplitudes is equipped with the inner product
The Pancharatnam function (17) then can be cast into the form of the inner product as follows (20) and the relation
with
gives the total relative Panchratman phase expressed in terms of the inner product of the amplitudes (22) characterizing the density matrices of the interefering waves:
For a pure state, √ ρ 0 is the projector |ψ ψ| and this relation gives the well-known Pancharatman phase defined through the inner product of the vector amplitudes: T 1 ψ|T 2 ψ . An important point is that the amplitudes introduced by the relation (18) is not uniquely defined and the gauge transformation:
where V g is a unitary operator, leaves the density matrix unchanged: ww † = w g w g † = ρ. In particular, this implies that any amplitude w(τ ) can be written in the form: ρ(τ )V(τ ).
In the geometry based Uhlmann approach [17] [18] [19] 45] , the amplitude w(τ ) is parallel transported when it moves along the path with the shortest possible length defined by the inner product (19) 
It can be shown that this requires the tangent vector ∂ τ w to be horizontal and meet the condition
where ∂ τ stands for the derivative with respect to τ . This condition called the Uhlmann parallel transport (UPT) condition can be used to find the parallel transported amplitudes. The procedure in its standard form assumes using the UPT condition for the amplitudesw = ρ(τ )V(τ ) to yield the unitary (the so-called Uhlmann holonomy),Ṽ U , and obtain the parallel transported amplitude:w U = ρ(τ )Ṽ U (τ ). This amplitude then gives the gauge invariant phase known as the Uhlmann phase:
is the Uhlmann function. Note that the above terminology originates from differential geometry of fiber bundles that provides natural mathematical structures for understanding geometric phases [46] [47] [48] .
For our purposes, it is more convenient to deal with the amplitudes of the form: w = T(τ ) ρ(τ )V(τ ). For these amplitudes, we briefly discuss how to find the Uhlmann holonomy V U and the parallel transported amplitude
First we define the operator
which is Hermitian: H U † = H U and is known as the Uhlmann connection, and substitute Eq. (25) into the UPT condition (24) to deduce the equation for H U in the form:
where [A, B] + = AB + BA stands for anticommutator. Given the Uhlmann connection, the Uhlmann holonomy can be computed by solving the initial value problem
The Uhlmann phase for the amplitude (25) at τ = s can now be evaluated as follows
This phase defined as the phase between the initial amplitude, w(0) = w U (0), and the parallel-transported amplitude w U (s) [see Eq. (25)] is gauge invariant. More specifically, gauge invariance means that, when the amplitude w is changed to w g = wV g , the Ulhmann connection transforms into the operator:
, so that the operators w † (0)w(s)V U (s) and
are identical. It immediately follows that the Uhlmann function F U and the Uhlmann phase Φ U are both gauge invariant.
Interestingly, the Uhlmann function F U can be written as the inner product of the following form:
This relation implies that the Uhlmann phase can be measured as the Pancharatnam phase (21) provided the evolution of the amplitude w 1 is tuned to be governed by the Uhlmann operator
. Since this operator is generally nonunitary, such a measurement would require specifically tailored nonunitary dynamics.
We can now define the relative Uhlmann phase between the two parallel-transported amplitudes, w (1) U and w (2) U :
where i ∈ {1, 2}. A natural generalization of the Uhlmann phase (30) can, similarly to the Pancharatnam phase (20) , be formulated in terms of the inner product of the amplitudes, w
U , as follows
where arg F Note that there is an alternative method to introduce the relative Uhlmann phase. In this method, we use a different form of the parallel-transported amplitudes:
U , where the relations
Following the line of reasoning presented above Eqs. (30)- (32), we arrive at similar formulas given byΦ
where 
C. Interferometric phase
In this section, we concentrate on the approach that was suggested in Refs [34, 39] . This approach is based on an alternative representation of the Pancharatnam function (17) and gives the so-called interferometric phase, Φ I . We find that, for nonunitary dynamics, this representation has complicated structure and use a generalized version of the interferometric parallel transport (IPT) conditions to obtain the interferometric phase expressed in terms of the interferometric holonomies.
In order to express the Pancharatnam function (17) in terms of eigenstates, we begin with the singular value decomposion (see, e.g., the textbook [49] ) for the amplitudes (22) given by
where |p 
. By substituting the singular value decomposition for the amplitudes given by Eq. (41) into formula (21), we derive the representation for the Pancharatnam phase: (43) where the Pancharatnam function is written as a superposition of contributions coming from the eigenstates: |p As we have already discussed in the previous subsection, the geometric phase is a gauge invariant part of the Pancharatnam (total) phase which is solely determined by the path traced out by the polarization density matrix in the space of mixed states. This phase can generally be obtained using the parallel transport conditions to eliminate the dynamical contributions. For a pure state, |ψ , the standard parallel transport prescription requires the tangent vector ∂ τ |ψ to be horizontal leading to the wellknown PT condition: ψ|∂ τ |ψ = 0 that determines the dynamical phase.
The Pancharatnam function expressed in terms of the eigenpolarization states is the starting point of the interferometry based approach [34, 39] . This approach deals with the gauge transformation changing the phases of the eigenstates: (44) and uses the PT condition for pure states to obtain the dynamical phases.
This strategy can be applied to the generalized representation of the Pancharatnam phase (43) . We shall employ a straightforward generalization of the IPT conditions suggested in Refs [34, 39] which can be written as follows
These conditions can now be combined with formulas for V i [see Eq. (41)] to deduce the PT relations
So, the transformation eliminating the dynamical contributions reads
where the dynamical phases, φ 
The parameter independent phases, φ 
gauge invariant at s = 0. We can now write down the expressions for the dynamical phase that enters the geometric phase (49) . The result is
and 51) give the resulting expression for the interferometric phase that is invariant under the transformations (44) and Φ I (0) = 0.
In order to put the result into the form suitable for a comparison with the Uhlmann phase, we define the unitary operators
and notice that the transformation of the eigenstates (47) is equivalent to the transformation of the amplitudes:
We can now express the interferometric phase in terms of the transformed amplitudes as follows
Formulas (52)- (57) combined with the expressions for the dynamical phases (50)- (51) is our key theoretical result for the interferometric phase.
Interestingly, for mixed polarization states characterized by the regular initial density matrix, the expressions for the dynamical phase difference φ µ can be further simplified using the relation
linking the eigenstates of the density matrix, ρ i (τ ) = w i (τ )w † i (τ ), and the operator:ρ i (τ ) = w † i (τ )w i (τ ). After a rather straightforward algebra, we have
where a dot over the letter will indicate the derivative with respect to τ , so that the phase difference in the simplified form is given by
A (38)- (40)] shows that, the operators (53) play the role similar to the Uhlmann holonomies and might be called the interferometric holonomies. The difference between these holonomies is determined by the difference in the underlying gauge structures and thus in the PT conditions. It manifests itself in quantitatively non-equivalent predictions for the geometric phases [24, 50, 51] . Note that there are different unifying approaches to the geometric phases put forward in Refs. [52, 53] . Now we briefly comment on some special cases. We begin with the case of unitary evolution, where T 1 and T 2 are both unitary. In this case, the operatorsρ i (s) are equal to the initial density matrix:ρ i (s) = ρ 0 and the eigenstates |r 
µ . At T 1 = I, the eigenstates of the reference beam are the eigenpolarization vectors of the initial density matrix ρ 0 = ρ 1 (s) =ρ 1 (s): |p
= |p µ (0) and formula (61) recovers the interferometric phase obtained in Ref. [34] .
For nonunitary evolution with T 1 = I, our formulas [see Eq. (43) and Eq. (49)] and the expressions given in Ref. [39] are identical only if r ν (s)|p µ (0) = δ µν (for the moment, the index indicating the testing beam is dropped). The latter occurs when ρ 0 andρ are commuting operators: [ρ(s), ρ 0 ] = 0, so that |r ν (s) = |p ν (0) . But, for absorbing media, the operator T † (s)T(s) and the density matrix ρ 0 generally does not commute.
In conclusion, we consider the case of a pure state with P 0 = 1 and ρ 0 = √ ρ 0 = |ψ ψ|. In this case, we have |r 1 = |r 2 = |ψ and the density matrices are given by
The phases can now be easily computed giving the results in the following well-known form:
where Φ d (s) is the dynamical phase given by
III. EXPERIMENTS AND RESULTS
In this section, we describe our experiments performed using the experimental setup based on a Mach-Zehnder two-arm interferometer and the results of our general theoretical analysis will be used to interpret the experimental data. In these experiments, the input beam in both arms is partially polarized and effects of the degree of polarization will be of our primary concern.
We consider two different types of dynamics represented by the two experimental configurations: (a) the polarization state of partially polarized input waves is modulated by rotation of a quarter-wave plate (QWP); and (b) the testing (sample) beam passes through the cell filled with a ferroelectric liquid crystal (FLC) used as an electrically driven light modulator governed by the orientational Kerr effect [54] . In the next subsection we first discuss the common elements of our setup shared by both of these configurations. 
A. Experimental setup
In our setup shown in Fig. 1 , a helium-neon laser (the wavelength is 632.8 nm) with all polarizing elements removed from the resonator was used as a source of unpolarized light. This light was then converted into a partially polarized wave with the prescribed value of the degree of polarization, P 0 , by means of a stacked plate polarizer combined with a series of dichroic polaroids of variable degree of dichroic dye degradation. The polarized part of this wave was linearly polarized along the x axis. Note that each installation of polarizing elements is followed by measurement of the degree of polarization, P 0 , using a combination of a rotating analyzer and a light detector.
Referring to Fig. 1 , a beam splitter divides a partially polarized light into two beams, the reference and the testing (sample) beams, which, after reflection at the mirrors M 1 and M 2 , are recombined at the semireflecting surface of the beam splitter. The interfering beams emerging from the interferometer are projected by the lens onto a screen with a pinhole (the diameter was 150 µm). After passing the pinhole, light is collected by a photodiode (PD1) (the silicon photodiode OTP101 from Texas Instruments) and the signal is then transmitted to a 12-bit data acquisition system (DAQ).
The interferometer was adjusted to obtain the fringes of equal thickness. Owing to the elongated geometry of the interferometer, all the directions of incidence were close to the normal (deviations from the normal were less than 2
• ) thus making the polarizing effects of Fresnel reflections negligibly small. The period of the interference pattern was at least 100 times larger than the pinhole diameter. Hence errors arising from pinhole induced disortions of the intensity profile of interference pattern were below 10 −3 . General accuracy of our measurements of the light intensity was affected by errors resulting from mechanical instability and noises of light source, photodiodes and DAQ. This accuracy is estimated to be below 3.0%.
B. Interferometer with rotating quarter-wave plate
Experimental procedure
In this setup, the quarter-wave plate (QWP) is placed before the beamsplitter at the input of the interferometer. This plate is rotated about its normal (the frequency was fixed at about 5 Hz) and orientation of its in-plane optical axis specified by the azimuthal angle, φ p , continuously changes leading to modulation of the polarization state of the partially polarized wave.
In order to get the results that do not rely on the assumption of uniformly rotating QWP, the azimuthal angle φ p was measured using a crossed polarizers probing scheme [see Fig. 1 ]. In this scheme, the nearly-normal incident probing wave passes through the QWP placed between the crossed polarizer and the analyzer and the intensity of the transmitted beam is registered by the photodiode (PD2). Since this intensity is known to be proportional to sin 2 (2φ p ), for our 12-bit DAQ system, the azimuthal angle of the QWP optical axis was measured with excessively high accuracy limited by the noise.
As is illustrated in Fig. 1 , by contrast to the reference Figure 2 : The interference fringes observed in the experimental setup shown in Fig. 1 . For nearly-unpolarized light with P 0 = 0.023, the pattern is independent of φ p . For partially polarized light with P 0 = 0.658, the fringes at φ p = ±π/4 are shifted.
beam, the testing beam passes through the optically active quartz rotator that rotates the plane of polarization by 45
• . The beams are recombined at the beamsplitter to produce the interference pattern. An example of this pattern projected onto the screen is shown in Fig. 2 . In general, the contrast and location of the fringes both depend on the QWP azimuthal angle and the degree of polarization, P 0 .
In order to register small shifts of the interference pattern for nearly-unpolarized waves, we need to maximize sensitivity of the measurements. For this purpose, the pinhole is placed at the center of the interval separating adjacent maxima and minima of the pattern. After all preparations, the QW plate was rotated and signals from the photodiodes, PD1 and PD2, were registered and digitized in parallel by the DAQ (CH1 and CH2). 
Results
An important point to start from is that, for these experiments, the azimuthal angle of the QWP optical axis (the QWP angle) plays the role of the governing parameter: φ p = s. In this subsection, we present theoretical analysis of the experiments along with the experimentally measured data.
By assuming that transmission of light through a birefringent plate is governed by the unitary matrix of the general form:
where 2η p = ∆Φ p is the phase retardation; φ p is the azimuthal angle of the in-plane principal axes andm p = (cos(2φ p ), sin(2φ p ), 0), we can describe how the quarterwave plate (QWP) with ∆Φ p = π/2 modulates the initial polarization state (7) withŝ 0 =x and obtain the density matrix of light passed through the plate
where θ p = π/4 − φ p and we have used the algebraic result (A3) presented in Appendix A. The effect of QWP rotation can be visualized as the trajectory of the normalized Stokes vectorŝ p (s) given by Eq. (69) with θ p = π/4 − s and φ p = s on the Poincaré sphere. As is shown in Fig. 3 , this trajectory is figure eight shaped and passes through the poles representing the states of circular polarization.
The density matrix ρ p with the Stokes unit vector given by Eq. (69) characterizes the reference beam, ρ p = ρ 1 , and can be recast into the following form:
The components of the eigenpolarization vectors of the reference beam |p
(1) µ are given by the columns of the matrix D p (s) = D 1 (s). In order to make these vectors well-defined at the poles, we have introduced the phase factors for the eigenstates with γ p = −φ p (γ p = φ p ) for the upper (lower) half of the Poincar'e sphere.
The testing beam is additionally transmitted through the rotator described by the transmission matrix:
The rotator results in rotation of polarization ellipse axes by the angle ∆Φ R thus producing the difference between the reference beam with the density matrix ρ 1 (s) and the testing lightwave which is characterized by the density matrix
and the matrix of eigenpolarization vectors
The Pancharatnam function (17) can now be readily computed as follows
where cos(2θ p ) = sin(2s). We can now insert this formula into Eqs. (15)- (17) and calculate the angular dependent part of the output wavefield intensity. This is the intensity which is measured experimentally as described in the previous section and is presented in Fig. 4 . Clearly, the theoretical curves shown in Fig. 4 are in excelent agreement with the experimental data.
For unitary evolution, where A i = T † i T i = I andρ i = ρ 0 , the Pancharatnam function (76) can also be expressed in terms of the eigenstates
where and the interferometric phase is given by Eq. (61). For the dynamical phases, we have
Equation (75) shows that the egenpolarization vectors of the waves are related through the unitary U R . Since this unitary is independent of the evolution parameter s,
formulas for these operators are given in Eq. (A7) of Appendix A] are identical and the difference between the dynamical phases φ (1) µ and φ (2) µ vanishes. So, the resulting expression for the interferometric phase is
Now we discuss the relative Uhlmann phase given by Eq. (35) . For this purpose, we shall apply the results of Appendix A to our case, where T 1 = T p and T 2 = U R T 1 . After substituting η = π/4 and ψ = 2s into the relation (A5), we have (2s), cos(2s), 1) .
Atŝ 0 =x and h = h p , formulas (A16)-(A17) for the Ulhmann connection take the form:
From these results it is clear that the Uhlmann holonomies, V
U and V 
Clearly, it means that the Uhlmann phase (85) is equal to the interferometric phase (81): Φ
U (s) = Φ I (s). This is, however, no longer the case for the relative Uhlmann phase,Φ In Fig. 5 , we present dependence of the relative geometric phase on the QWP azimuthal angle computed from Eq. (81) at various values of the degree of polarization. As it can be seen from Fig. 5 , this dependence is perfectly harmonic and the geometric phase is maximal at φ p ≡ s = π/4. Figure 6 shows that the maximum value of the geometric phase is an increasing function of the degree of polarization. Referring to Fig. 6 , this dependence becomes more pronounced as the rotator angle ∆Φ R approaches π/2. Though such rotator will suffer from nearly-zero contrast of the fringes.
C. Interferometer with DHFLC cell
In our previous studies [55, 56] , we have employed the experimental setup based on a Mach-Zehnder interferometer to study electro-optic response of planar aligned deformed-helix ferroelectric liquid crystals (DHFLC) with subwavelength helix pitch. In such ferrolectric liquid crystals (FLCs), the equilibrium orientational structure forms a helical twisting pattern where FLC molecules align on average along a local unit directord = cos θĥ + sin θĉ, where θ is the smectic tilt angle;ĥ =x is the twisting axis normal to the smectic layers andĉ ⊥ĥ is the c-director. The FLC director lies on the smectic cone and rotates in a helical fashion about a uniform twisting axisĥ forming the FLC helix. The smectic layers are normal to the substrates and the electric field E = Eẑ is applied across the DHFLC cell.
According to Refs. [54, 55, 57, 58] , optical properties of such cells can be described by the effective dielectric tensor of a homogenized DHFLC helical structure. The zerofield (E = 0) dielectric tensor is uniaxially anisotropic with the optical axis directed along the twisting axiŝ h =x. The zero-field effective refractive indices of extraordinary (ordinary) waves, n h (n p ), generally depend on the smectic tilt angle θ and the optical dielectric constants characterizing the FLC material (see, e.g., equation (56) in Ref. [54] giving the expressions for h = n 2 h and p = n 2 p ). The electric-field-induced anisotropy is generally biaxial so that the dielectric tensor is characterized by the three generally different principal values: ± = n 2 ± and z = n 2 z (see, e.g., equations (60)-(63) in Ref. [54] ). The in-plane principal optical axes,d + = cos ψ dx + sin ψ dŷ andd − =ẑ ×d + , are rotated about the vector of electric field, E ẑ, by the azimuthal angle ψ d (see, e.g., equation (64) in Ref. [54] ). This is the so-called orientational Kerr effect which is caused by the electrically induced distortions of the helical structure and is governed by the effective dielectric tensor of a nanostructured chiral smectic liquid crystal defined through averaging over the FLC orientational structure [54, 57, 59 , 60].
Experimental procedure
Our experimental setup with the DHFLC cell placed in the testing arm is depicted in Fig. 7 . Orientation of the cell was adjusted so as to have the zero-field optical axis parallel to the x axis (the polarized part of incident lightwave is also linearly polarized along the x axis). The mirrors were fine tuned so as to position the pinhole at the center of a dark fringe in the field-free interference pattern.
Measurements were performed for triangular waveform of driving voltage with the frequency f = 100 Hz (alternating triangular pulses with a duty cycle 4/6 (− ∧ −∨)). For this purpose, the signal registered by the photodiode (PD1) was recorded and digitized in parallel with the signal from the generator using the same DAQ (by CH1 and CH2).
Electric field dependence of the light intensity measured at different values of the degree of polarization are presented in Fig. 8 . In these experiments we have used the FLC mixture FLC-587F7 (from P.N. Lebedev Physical Institute of Russian Academy of Sciences) as a FLC material for the DHFLC cell (a similar mixture was detailed in Ref. • is the smectic tilt angle, and r 2 ≈ 1.05 is the biaxiality ratio.
Results
In the setup shown in Fig. 7 , the testing beam propagates through the DHFLC cell which can be regarded as an electrically driven birefringent plate with the unitary transmission matrix T given by
where C d = C(π/4, ψ d ) and Φ ± = n ± τ ; Φ = (Φ + + Φ − )/2 is the averaged phase shift; 2∆Φ = (n + − n − )τ is the difference in optical path of the ordinary and extraordinary waves known as the phase retardation; ψ d is the azimuthal angle of the in-plane optical axis and
. In contrast to the previous section, the governing parameter now is the thickness parameter of the DHFLC cell, 0 ≤ τ ≤ h ≡ k vac D, where k vac = ω/c is the free-space wave number and D is the cell thickness. Thus we have the simple case of unitary evolution with T 1 = T(0) = I and the Pancharatnam function is given by
where |p µ (h) = T(h)|p µ (0) is the eigenpolarization vector of the density matrix ρ 2 (h) = T(h)ρ 0 T † (h). We can now combine the Pancharatnam function (87) with the known analytical results for Φ ± proportional to the effective refractive indices n ± and the azimuthal angle ψ d describing orientation of the in-plane optical axis (see, e.g., Refs. [54] [55] [56] ) to evaluate the intensity of the output field (15) and to fit the experimental data on electric field dependence of the light intensity. Figure 8 presents the experimental results measured by the photodiode at different values of the degree of polarization, P 0 , for the DHFLC cell of thickness D ≈ 52 µm filled with the FLC mixture FLC-587F7.
The parameters of the mixture used in the fitting procedure are: n ⊥ = √ ⊥ ≈ 1.47 is the ordinary refractive index, n ≈ 1.69 is the extraordinary refractive index and θ ≈ 33.5
• is the smectic tilt angle. Then the fitting gives the values of two ratios regarded as the fitting parameters: the ratio of the ferroelectric polarization and the dielectric susceptibility of the Goldstone mode P s /χ E ≈ 5.43 V/µm and the biaxiality ratio r 2 = 2 / ⊥ ≈ 1.05, where 2 is the principal value of the dielectric tensor along the FLC polarization vector In Fig. 8 , the theoretical curves are shown as solid lines.
Geometric phases
Now we proceed with the geometric phases. Our task is to compute the phases as a function of the applied We begin with calculation of the interferometric phase. For this purpose, we compute the inner products
and the dynamical phases
where we have used the identity: −iT †Ṫ = H =Φ σ 0 + ∆Φ ŝ d · σ for the transmission matrix (86), that enter the interferometric function
After substituting formulas (88) and (89) into Eq. (90), we obtain the interferometric phase in the following form:
The phases (89) can also be used to evaluate the interferometric holonomy (57) at V 
, and the corresponding Uhlmann holonomy
so that the Uhlmann phase is given by
As is evident from a comparison between formulas (93) and (96), the holonomies become identical in the limiting case of pure states with P 0 = 1. It is also clear that, by contrast to the interferometric holonomy (93), the Uhlmann holonomy (96) depends on the degree of polarization and does not commute with the density matrix ρ 0 . Figure 9 shows how the Pancharatnam and interferometric phases depend on the electric field applied across the DHFLC cell. The curves presented in Fig. 9 are computed from Eq. (87) and Eq. (91) using the parameters of the DHFLC cell that was derived by fitting the experimental results [see Fig. 8 ]. As can be seen from Fig. 9 , the electrically induced parts of the phases are close to each other and the difference between the curves descreases with the degree of polarization.
The results for the Uhlmann and the interferometric phases are shown in Fig. 10 . By contrast to the interferometric phase, the Uhlmann phase is negligibly small when the incident wave is nearly-unpolarized with P 0 = 0.023. As it has already been mentioned, the phases are coincident in the limiting case of fully polarized waves with P 0 = 1 and, as is shown in Fig. 10 , there is little difference between the curves at P 0 = 0.981.
Ellipticity of the polarized part of the input wave, ell = tan(π/4 − θ 0 ), is determined by the polar angle, θ 0 , of the Stokes vector (6). Figures 11 and 12 demonstrate what happen to the phases at non-vanishing ellipticity. Referring to Fig. 11 , in contrast to the case of linear polarization, the curves for the Pancharatnam and the interferometric phases are no longer close to each other. From similar curves for the Uhlmann phase shown in Fig. 12 it might be concluded that Φ I is the phase most sensitive to variations in the ellipticity as compared to the Pancharatnman and Uhlmann phases.
In closing this subsection, note that, in Appendix B, we discuss how to take into account the effects of dissipation in birefringent plates and derive the analytical results for the Uhlmann and interferometric phases.
IV. DISCUSSION AND CONCLUSIONS
In this paper, we have studied the Uhlmann and interferometric phases of mixed polarization states within the framework of the interferometry of partially polarized waves. This interferomery based approach assumes that the partially polarized beams independently evolve and, depending on their dynamics (evolution), acquire both dynamical and geometric phases. These beams brought togerther emerge from the interferometer producing the interference pattern where loci of fringes are determined by the Pancharatnam phase expressed in terms of the Pancharatnam function (17) .
Recasting this function into the form of inner product of the amplitudes (purifications) gives the relation (21) linking the Uhlmann approach and the interference pattern. The relative Uhlmann phase (33) defined in terms of the parallel-transported amplitudes (34) then appears as a natural consequence of this relation.
Alternatively, the Panchratnam function can be written as a superposition of inner products of the eigenstates (43) . We have found that the structure of this superposition is complicated in the presence of dissipation (nonunitary evolution). A simpler form of this superposition (see, e.g., Eq. (87)) was used as a starting point of the method giving the interferometric phase for both types of evolution [34, 39] . Following this method, we have eliminated the dynamical phases of the eigenstates and derived the interferometric phase (55) In our experimental investigation into the effects of the degree of polarization in modulation of partially polarized light we have employed the well-known technique based a Mach-Zehnder two-arm interferometer. Two different dynamical regimes of light modulation are studied: (a) modulation of the input wave by the rotating quarter-wave plate (see Fig. 1 ); and (b) modulation of the testing beam by the deformed-helix ferroelectric liquid crystal cell that can be viewed as a birefringent plate with electrically controlled anisotropy (see Fig. 8 ).
In the setup using the rotating QWP, modulation dynamics is governed by the azimuthal angle of the QWP transmission axis φ p which is regarded as the governing parameter and the normalized Stokes vector describing the polarized part of the input wave (see Eq. (69)) moves along the figure eight shaped trajectory on the Poincaré shpere as the QWP angle varies (see Fig. 3 ). The test-ing beam additionally passes through the rotator made of quartz that rotates the plane of polarization by the angle ∆Φ R = π/4. The interference pattern is found to be determined by the Pancharatnam function (77) which is used to perform computations giving the output in excellent agreement with the experimental data. Our analysis led to the conclusion that the interferometric and the relative Uhlmann phases are equal and the geometric phase is the phase extracted from the results of our measurements using the Pancharatnam function (77). Figures 5 and 6 show how the geometric phase depends on the QWP angle and the degree of polarization, respectively.
In our experiments where the partially polarized testing light is modulated by the DHFLC cell light modulation takes place due to the orientational Kerr effect in ferroelectric liquid crystals. The DHFLC cell regarded as an optical device represents a birefringent plate with electrically controlled anisotropy and the physics of the orientational Kerr effect defines how the phase shifts (Φ ± in Eq. (86)) and orientation of the optical axes (the azimuthal angle ψ d in Eq. (86)) depend on the applied electric field.
The results of a comprehensive theoretical treatment of this effect performed in Ref. [54] are reviewed in Ref. [58] . Similarly to Ref. [55] , where electro-optic response of DHFLC was studied for unpolarized light, we have used these results to fit the experimental data (see Fig. 8 ) and to evaluate electric field dependencies of the geometric phases using the parameters obtained from the fitting procedure (see Figs. 9-12) .
Referring to Fig. 9 , the interferometric phase appears to be close to the Panchratnam phase when the polarized part of the input wave is linearly polarized. From a comparison between the Uhlmann and interferometric phases plotted in Fig. 10 , it can be inferred that a considerable difference between the phases at relatively low degrees of polarization vanishes in the limit of pure state (fully polarized wave) with P 0 → 1. Figures 11 and 12 demonstrate sensitivity of the interferometric phase to the ellipticity of the incident light as compared to the Panchartnam and the Uhlmann phases.
Our concluding remark concerns the interferometric phase in the regime of nonunitary dynamics. From formula (60), the dynamical phases that determine the interferometric holonomies can, similar to the case of unitary evolution, be expressed solely in terms of the eigenpolarization states of the density matrix. Analytical results presented in Appendix B describe how the phases of the electrically controlled birefringent plate are affected by the dissipation (nonunitarity) effects such as absorption or Fresnel reflections. A more comprehensive analysis and experimental studies of such effects are now in progress.
D
† σD =m 1 σ 1 +m 2 σ 2 +m 3 σ 3 , 
In the basis of eigenstates of the density matrix ρ 0 we have C † 0 HC 0 = q ·ŝ 1 σ 1 + q ·ŝ 2 σ 2 + q ·ŝ 0 σ 3 (A13)
(1 − P 2 0 ) 1/2 ( q ·ŝ 1 σ 1 + q ·ŝ 2 σ 2 ) + 2 q ·ŝ 0 σ 3 ρ 0 = − (q 1 σ 1 +q 2 σ 2 ) − 2q 3 σ 3 ρ 0 ,
where 2σ 3 ρ 0 = P 0 σ 0 + σ 3 and equation (A15) is derived from Eq. (A12). It is not difficult to find the components of the operator (A14):q 1,2 = −(1 − P 2 0 ) 1/2 h ·ŝ 1,2 and q 3 = − h ·ŝ 0 . Turning back to the circular basis can be performed by replacing σ i with ŝ i · σ . The resulting expression for the Uhlmann connection reads
q U = −(1 − P 
