Introduction
Let X be a random variable having probability distribution ), / X ( P θ Θ ∈ θ . It is desired to test We consider first the case where 0 Θ consists of a single element, 0 θ and its complement 1 Θ also has a single element 1 θ . We want to test the simple hypothesis 
compared to all other critical regions satisfying (1).
If such a critical region exists it is called the most powerful critical region of level α. Thus for a good test it is required that the two error probabilities α and β should depend on the sample size n and both should tend to zero as n ∞ → .
We describe below test procedures which are optimum in the sense that they minimize the sum of the two error probabilities as compared to any other test. Note that
Thus an optimum test maximises the difference of power and size as compared to any other test.
Definition 1 : A critical region W 0 will be called optimum if
for every other critical region W.
Lemma 1:
For testing H 0 :
, by subtracting the integrals over the common region W 0 I W.
≥ 0 since the integrand of first integral is positive and the integrand under second integral is negative.
Hence (3) is satisfied and W 0 is an optimum critical region.
Example 1 :
It is desired to test H 0 : 
Locally Optimum Tests:
Let the random variable X have probability distribution 
To prove (*):
We have ⁄ ⁄ 1 for every region R.
Differentiating we have
In (*), take = and the relation is proved. Hence Power -Size of locally optimum test is greater than Power -size of the usual test.
Locally Optimum Unbiased Test:
Let the random variable X follows the probability distribution ⁄ . Suppose it is
for all other regions W satisfying (5). 
