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Abstract
Neurons in higher cortical areas, such as the prefrontal cortex, are known to be tuned to a
variety of sensory and motor variables. The resulting diversity of neural tuning often obscures the
represented information. Here we introduce a novel dimensionality reduction technique, demixed
principal component analysis (dPCA), which automatically discovers and highlights the essential
features in complex population activities. We reanalyze population data from the prefrontal areas of
rats and monkeys performing a variety of working memory and decision-making tasks. In each case,
dPCA summarizes the relevant features of the population response in a single figure. The population
activity is decomposed into a few demixed components that capture most of the variance in the data
and that highlight dynamic tuning of the population to various task parameters, such as stimuli,
decisions, rewards, etc. Moreover, dPCA reveals strong, condition-independent components of the
population activity that remain unnoticed with conventional approaches.
Introduction
In many state of the art experiments, a subject, such as a rat or a monkey, performs a behavioral task
while the activity of tens to hundreds of neurons in the animal’s brain is monitored using electrophysio-
logical or imaging techniques. The common goal of these studies is to relate the external task parameters,
such as stimuli, rewards, or the animal’s actions, to the internal neural activity, and to then draw conclu-
sions about brain function. This approach has typically relied on the analysis of single neuron recordings.
However, as soon as hundreds of neurons are taken into account, the complexity of the recorded data
poses a fundamental challenge in itself. This problem has been particularly severe in higher-order areas
such as the prefrontal cortex, where neural responses display a baffling heterogeneity, even if animals are
carrying out rather simple tasks (Brody et al., 2003; Machens, 2010; Mante et al., 2013; Cunningham
and Yu, 2014).
Traditionally, this heterogeneity has often been ignored. In neurophysiological studies, it is common
practice to pre-select cells based on particular criteria, such as responsiveness to the same stimulus, and
to then average the firing rates of the pre-selected cells. This practice eliminates much of the richness
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of single-cell activities, similar to imaging techniques with low spatial resolution, such as MEG, EEG,
or fMRI. While population averages can identify the information that higher-order areas process, they
ignore how exactly that information is represented on the neuronal level (Wohrer et al., 2013). Indeed,
most neurons in higher cortical areas will typically encode several task parameters simultaneously, and
therefore display what has been termed “mixed selectivity” (Rigotti et al., 2013).
Instead of looking at single neurons and selecting from or averaging over a population of neurons,
neural population recordings can be analyzed using dimensionality reduction methods (for a review,
see Cunningham and Yu, 2014). In recent years, several such methods have been developed that are
specifically targeted to electrophysiological data, taking into account the binary nature of spike trains
(Yu et al., 2009; Pfau et al., 2013), or the dynamical properties of the population response (Buesing et al.,
2012; Churchland et al., 2012). However, these approaches reduce the dimensionality of the data without
taking task parameters, i.e., sensory and motor variables controlled or monitored by the experimenter,
into account. Consequently, mixed selectivity remains in the data even after the dimensionality reduction
step, impeding interpretation of the results.
A few recent studies have sought to solve these problems by developing methods that reduce the
dimensionality of the data in a way that is informed by the task parameters (Machens, 2010; Machens
et al., 2010; Brendel et al., 2011; Mante et al., 2013). One possibility is to adopt a parametric approach,
i.e. to assume a specific (e.g. linear) dependency of the firing rates on the task parameters, and then
use regression to construct variables that demix the task components (Mante et al., 2013). While this
method can help to sort out the mixed selectivities, it still runs the risk of missing important structures
in the data if the neural activities do not conform to the dependency assumptions (e.g. because of
nonlinearities).
Here, we follow an alternative route by developing an unbiased dimensionality reduction technique
that fulfills two constraints. It aims to find a decomposition of the data into latent components that
(a) are easily interpretable with respect to the experimentally controlled and monitored task parame-
ters; and (b) preserve the original data as much as possible, ensuring that no valuable information is
thrown away. Our method, which we term demixed principal component analysis (dPCA), improves our
earlier methodological work (Machens, 2010; Machens et al., 2010; Brendel et al., 2011) by eliminating
unnecessary orthogonality constraints on the decomposition. In contrast to several recently suggested
algorithms for decomposing firing rates of individual neurons into demixed parts (Pagan and Rust, 2014;
Park et al., 2014), our focus is on dimensionality reduction.
There is no a priori guarantee that neural population activities can be linearly demixed into latent
variables that reflect individual task parameters. Nevertheless, we applied dPCA to spike train recordings
from monkey prefrontal cortex (PFC) (Romo et al., 1999; Qi et al., 2011) and from rat orbitofrontal
cortex (OFC) (Feierstein et al., 2006; Kepecs et al., 2008), and obtained remarkably successful demixing.
In each case, dPCA automatically summarizes all the important, previously described features of the
population activity in a single figure. Importantly, our method provides an easy visual comparison
of complex population data across different tasks and brain areas, which allows us to highlight both
similarities and differences in the neural activities. Demixed PCA also reveals several hitherto largely
ignored features of population data: (1) most of the activity in these datasets is not related to any of
the controlled task parameters, but depends only on time (“condition-independent activity”); (2) all
measured task parameters can be extracted with essentially orthogonal linear readouts; and (3) task-
relevant information is shifted around in the neural population space, moving from one component to
another during the course of the trial.
Results
Demixed Principal Component Analysis (dPCA)
We illustrate our method with a toy example (Figure 1). Consider a standard experimental paradigm
in which a subject is first presented with a stimulus and then reports a binary decision. The firing rates
of two simulated neurons are shown in Figure 1A. The first neuron’s firing rate changes with time, with
stimulus (at the beginning of the trial), and with the animal’s decision (at the end of the trial). The
second neuron’s firing rate also changes with time, but only depends on the subject’s decision (not on the
stimulus). As time progresses within a trial, the joint activity of the two neurons traces out a trajectory
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Figure 1. Standard and demixed principal component analyses. (A) Time-varying firing rates of two neurons
in a simple stimulus-decision task. Each subplot shows one neuron. Each line shows one condition, with colour
coding the stimulus and solid/dashed line coding the binary decision. (B) Sketch of the population firing rate. At
any given moment in time, the population firing rate of N neurons is represented by a point in an N -dimensional
space; here N = 2. Each trial is represented by a trajectory in this space. Different experimental conditions (e.g.
different stimuli) lead to different average trajectories. Here, colours indicate the different stimuli and dot sizes
represent the time points. The decision period is not shown for visual clarity. (C) Principal component analysis
(PCA). The firing rates of the neurons are linearly transformed (with a “decoder”) into a few latent variables
(known as principal components). A second linear transformation (“encoder”) can reconstruct the original
firing rates from these principal components. PCA finds the decoder/encoder transformations that minimize the
reconstruction error. Shades of grey inside each neuron/component show the proportion of variance due to the
various task parameters (e.g. stimulus, decision, and time), illustrating the “mixed selectivity” of both, neurons
and principal components. Variance terms due to parameter interactions are omitted for clarity. (D) Geometric
intuition behind PCA. Same set of points as in (B). The lines show the first two principal axes, the longer one
corresponds to the principal component explaining more variance (the first PC). These two axes form both the
decoder and the encoder, which in case of PCA are identical. (E) Demixed principal component analysis (dPCA).
As in PCA, the firing rates are compressed and decompressed through two linear transformations. However, here
the transformations are found by both minimizing the reconstruction error and enforcing a demixing constraint
on the latent variables. (F) Geometric intuition behind dPCA. Same set of points as in (B,D), now labeled with
two parameters: stimulus (colour), and time (dot size); decision is ignored for simplicity. The dashed lines show
the decoding axes, i.e., the axes on which points are projected such that the task-parameter dependencies are
demixed. Solid lines show the encoding axes, i.e., the axes along which the demixed principal components need
to be re-expanded in order to reconstruct the original data.
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in the space of firing rates (Figure 1B; decision not shown for visual clarity). More generally, firing rates
of a population of N neurons at any moment in time is represented by a point in an N -dimensional
space.
One of the standard approaches to reduce the dimensionality of complex, high-dimensional datasets
is principal component analysis (PCA). In PCA, the original data (here, firing rates of the neurons) are
linearly transformed into several latent variables, called principal components. Each principal component
is therefore a linear combination, or weighted average, of the actual neurons. We interpret these principal
components as linear “read-outs” from the full population (Figure 1C, “decoder” D). This transformation
can be viewed as a compression step, as the number of informative latent variables is usually much smaller
than the original dimensionality. The resulting principal components can then be de-compressed with
another linear mapping (“encoder” F), approximately reconstructing the original data. Geometrically,
when applied to a cloud of data points (Figure 1D), PCA constructs a set of directions (principal axes)
that consecutively maximize the variance of the projections; these axes form both the decoder and the
encoder.
More precisely, given a data matrix X, in which each row contains the firing rates of one neuron for
all task conditions, PCA finds decoder and encoder that minimize the loss function
LPCA = ‖X− FDX‖2
under the constraint that the principal axes are normalized and orthogonal, and therefore D = F>
(Hastie et al., 2009, section 14.5). However, applying PCA to a neural dataset like the one sketched
in Figure 1A generally results in principal components exhibiting mixed selectivity: many components
will vary with time, stimulus, and decision (see examples below). Indeed, information about the task
parameters does not enter the loss function.
To circumvent this problem, we sought to develop a new method by introducing an additional con-
straint: the latent variables should not only compress the data optimally, but also demix the selectivities
(Figure 1E). As in PCA, compression is achieved with a linear mapping D and decompression with a
linear mapping F. Unlike PCA, the decoding axes are not constrained to be orthogonal to each other and
may have to be non-orthogonal, in order to comply with demixing. The geometrical intuition is presented
in Figure 1F. Here, the same cloud of data points as in Figures 1B and 1D has labels corresponding to
time and stimulus. When we project the data onto the time-decoding axis, information about time is
preserved while information about stimulus is lost, and vice versa for the stimulus-decoding axis. Hence,
projections on the decoding axes demix the selectivities. Since the data have been projected onto a non-
orthogonal (affine) coordinate system, the optimal reconstruction of the data requires a de-compression
along a different set of axes, the encoding axes (which implies that D ≈ F+, the pseudo-inverse of F,
see Methods).
Given the novel demixing constraint, we term our method demixed PCA (dPCA), and provide a
detailed mathematical account in the Methods. Briefly, in the toy example of Figure 1, dPCA first splits
the data matrix into a stimulus-varying part Xs and a time-varying part Xt, so that X ≈ Xt + Xs, and
then finds separate decoder and encoder matrices for stimulus and time by minimizing the loss function
LdPCA = ‖Xs − FsDsX‖2 + ‖Xt − FtDtX‖2.
See Methods for a more general case.
Somatosensory working memory task in monkey PFC
We first applied dPCA to recordings from the PFC of monkeys performing a somatosensory working
memory task (Romo et al., 1999; Brody et al., 2003). In this task, monkeys were required to discriminate
two vibratory stimuli presented to the fingertip. The stimuli were separated by a 3 s delay, and the
monkeys had to report which stimulus had a higher frequency by pressing one of two available buttons
(Figure 2A). Here, we focus on the activity of 832 prefrontal neurons from two animals, see Methods.
For each neuron, we obtained the average time-dependent firing rate (also known as peri-stimulus time
histogram, PSTH) in 12 conditions: 6 values of stimulus frequency F1, each paired with 2 possible
decisions of the monkey. We only analyzed correct trials, so that the decision of the monkey always
coincided with the actual trial type (F2>F1 or F1>F2).
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Figure 2. Demixed PCA applied to recordings from monkey PFC during a somatosensory working memory
task (Romo et al., 1999). (A) Cartoon of the paradigm, adapted from (Romo and Salinas, 2003). (B) Demixed
principal components. Top row: first three condition-independent components; second row: first three stimulus
components; third row: first three decision components; last row: first stimulus/decision interaction component.
In each subplot there are 12 lines corresponding to 12 conditions (see legend). Thick black lines show time
intervals during which the respective task parameters can be reliably extracted from single-trial activity (see
Methods). Note that the vertical scale differs across rows. (C) Cumulative signal variance explained by PCA
(black) and dPCA (red). Demixed PCA explains almost the same amount of variance as standard PCA. (D)
Variance of the individual demixed principal components. Each bar shows the proportion of total variance,
and is composed out of four stacked bars of different colour: gray for condition-independent variance, blue for
stimulus variance, red for decision variance, and purple for variance due to stimulus-decision interactions. Each
bar appears to be single-colored, which signifies nearly perfect demixing. Pie chart shows how the total signal
variance is split between parameters. (E) Upper-right triangle shows dot products between all pairs of the first 15
demixed principal axes. Stars mark the pairs that are significantly and robustly non-orthogonal (see Methods).
Bottom-left triangle shows correlations between all pairs of the first 15 demixed principal components. Most of
the correlations are close to zero.
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As is typical for PFC, each neuron has a distinct response pattern and many neurons show mixed
selectivity (Figure S1). Several previous studies have sought to make sense of these heterogeneous
response patterns by separately analyzing different task periods, such as the stimulation and delay
periods (Romo et al., 1999; Brody et al., 2003; Machens et al., 2010; Barak et al., 2010), the decision
period (Jun et al., 2010), or both (Herna´ndez et al., 2010). With dPCA, however, we can summarize the
main features of the neural activity across the whole trial in a single figure (Figure 2B). Just as in PCA,
we can think of these demixed principal components as the “building blocks” of the observed neural
activity, in that the activity of each single neuron is a linear combination (weighted average) of these
components. These building blocks come in four distinct categories: some are condition-independent
(Figure 2B, top row); some depend only on stimulus F1 (second row); some depend only on decision
(third row); and some depend on stimulus and decision together (bottom row). The components in the
first three categories demix the parameter dependencies, which is exactly what dPCA aimed for. We
stress that applying standard PCA to the same dataset leads to components that strongly exhibit mixed
selectivity (Figure S2; see Methods for quantification).
What can we learn about the population activity from the dPCA decomposition? First, we find
that information about the stimulus and the decision can be fully demixed at the population level, even
though it is mixed at the level of individual neurons. Importantly, the demixing procedure is linear, so
that all components could in principle be retrieved by the nervous system through synaptic weighting and
dendritic integration of the neurons’ firing rates. Note that our ability to linearly demix these different
types of information is a non-trivial feature of the data.
Second, we see that most of the variance of the neural activity is captured by the condition-
independent components (Figure 2B, top row) that together amount to ∼90% of the signal variance
(see the pie chart in Figure 2D and Methods). These components capture the temporal modulations of
the neural activity throughout the trial, irrespective of the task condition. Their striking dominance in
the data may come as a surprise, as such condition-independent components are usually not analyzed
or shown. Previously, single-cell activity in the delay period related to these components has often been
dubbed “ramping activity” or “climbing activity” (Durstewitz, 2004; Rainer et al., 1999; Komura et al.,
2001; Brody et al., 2003; Janssen and Shadlen, 2005; Machens et al., 2010); however, analysis of the full
trial here shows that the temporal modulations of the neural activity are far more complex and varied.
Indeed, they spread out over many components. The origin of these components can only be conjectured,
see Discussion.
Third, our analysis also captures the major findings previously obtained with these data: the per-
sistence of the F1 tuning during the delay period — component #6 (Romo et al., 1999; Machens et al.,
2005), the temporal dynamics of short-term memory — components ##6, 10, 11 (Brody et al., 2003;
Machens et al., 2010; Barak et al., 2010), the ramping activities in the delay period — components
##1–3, 6 (Singh and Eliasmith, 2006; Machens et al., 2010); and pronounced decision-related activities
— component #5 (Jun et al., 2010). We note that the decision components resemble derivatives of each
other; these higher-order derivatives likely arise due to slight variations in the timing of responses across
neurons (Figure S3).
Fourth, we observe that the three stimulus components show the same monotonic (“rainbow”) tuning
but occupy three distinct time periods: one is active during the S1 period (#10), one during the delay
period (#6), and one during the S2 period (#11). Information about the stimulus is therefore shifted
around in the high-dimensional firing rate space. Indeed, if the stimulus were always encoded in the
same subspace, there would only be a single stimulus component. In other words, if we perform dPCA
analysis in a short sliding time window, then the main stimulus axis will rotate with time instead of
remaining constant.
We furthermore note several important technical points. First, the overall variance explained by
the dPCA components (Figure 2C, red line) is very close to the overall variance captured by the PCA
components (Figure 2C, black line). This means that by imposing the demixing constraint we did not
lose much of the variance, and so the population activity is accurately represented by the obtained
dPCA components (Figure 2B). Second, as noted above, the demixed principal axes are not constrained
to be orthogonal. Nonetheless, most of them are quite close to orthogonal (Figure 2E, upper-right
triangle). There are a few notable exceptions, which we revisit in the Discussion section. Third, pairwise
correlations between components are all close to zero (Figure 2E, lower-left triangle), as should be
expected as the components are considered to represent independent signals.
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Figure 3. Demixed PCA applied to recordings from monkey PFC during a visuospatial working memory task
(Qi et al., 2011). Same format as Figure 2. (A) Cartoon of the paradigm, adapted from (Romo and Salinas,
2003). (B) Demixed principal components. In each subplot there are 10 lines corresponding to 10 conditions
(see legend). Colour corresponds to the position of the last shown stimulus (first stimulus for t < 2 s, second
stimulus for t > 2 s). In non-match conditions (dashed lines) the colour changes at t = 2 s. Solid lines correspond
to match conditions and do not change colours. (C) Cumulative signal variance explained by PCA and dPCA
components. (D) Variance of the individual demixed principal components. Pie chart shows how the total signal
variance is split between parameters. (E) Upper-right triangle shows dot products between all pairs of the first 15
demixed principal axes, bottom-left triangle shows correlations between all pairs of the first 15 demixed principal
components.
Visuospatial working memory task in monkey PFC
We next applied dPCA to recordings from the PFC of monkeys performing a visuospatial working
memory task (Qi et al., 2011; Meyer et al., 2011; Qi et al., 2012). In this task, monkeys first fixated at
a small white square at the centre of a screen, when a square S1 appeared in one of the eight locations
around the centre (Figure 3A). After a 1.5 s delay, a second square S2 appeared in either the same
(“match”) or the opposite (“non-match”) location. Following another 1.5 s delay, a green and a blue
choice targets appeared in locations orthogonal to the earlier presented stimuli. Monkeys had to saccade
to the green target to report a match condition, and to the blue one to report a non-match.
We analyzed the activity of 956 neurons recorded in the lateral PFC of two monkeys performing this
task. Proceeding exactly as before, we obtained the average time-dependent firing rate of each neuron
for each condition. Following the original studies, we eliminated the trivial rotational symmetry of the
task by collapsing the eight possible stimulus locations into five locations that are defined with respect
to the preferred direction of each neuron (0◦, 45◦, 90◦, 135◦, or 180◦ away from the preferred direction,
see Methods). As a consequence, we obtained 10 conditions: 5 possible stimulus locations, each paired
with 2 possible decisions of the monkey. We again only analyzed correct trials, so that the decision of
the monkey always coincided with the actual trial type.
The dPCA results are shown in Figure 3. Just as before, the components fall into four categories:
they can be condition-independent (Figure 3B, top row); dependent only on stimulus location (second
row); only on decision (third row); or dependent on stimulus-decision interactions (bottom row).
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We note several similarities to the somatosensory working memory task. First, stimulus and decision
can be separated at the population level just as easily as before, despite being intermingled at the single-
neuron level. Second, most of the variance in the neural activity is again captured by the condition-
independent components (Figure 3B, top row, and 3D, pie chart). Third, all stimulus components are
active in different time periods, and the same is true for the decision, indicating rotation of the stimulus
and decision representations in the firing rate space. Fourth, and maybe most surprisingly, we find that
the overall structure of population activity up to the second stimulus (S2) is almost identical to that
found in the somatosensory task. In both cases, the leading condition-independent components are quite
similar (compare Figure 2B with Figure 3B). Furthermore, in both tasks we find a stimulus component
with strong activity during the F1/S1 period, a stimulus component with persistent activity during the
delay period, and a decision component with activity during the F2/S2 period.
One notable difference between Figures 2 and 3 is the presence of strong interaction components in
Figure 3B. However, interaction components in Figure 3B are in fact stimulus components in disguise.
In match trials, S2 and S1 appear at the same location, and in non-match trials at opposite locations.
Information about S2 is therefore given by a non-linear function of stimulus S1 and the trial type (i.e.
decision), which is here captured by the interaction components.
The differences in the population activity between these two tasks seem to stem mostly from the
specifics of the tasks, such as the existence of a second delay period in the visuospatial working memory
task. There are also differences in the overall amount of power allocated to different components, with
the stimulus (and interaction) components dominating in the visuospatial working memory task, whereas
stimulus and decision components are more equally represented in the somatosensory task. However, the
overall structure of the data is surprisingly similar.
Here again, our analysis summarizes previous findings obtained with this dataset. For instance, the
first and the second decision components show tuning to the match/non-match decision in the delay
period between S2 and the cue (first component) and during the S2 period (second component). Using
these components as fixed linear decoders, we achieve cross-validated single-trial classification accuracy of
match vs. non-match of ∼75% for t > 2 (Figure S4), which is approximately equal to the state-of-the-art
classification performance reported previously (Meyers et al., 2012).
Constantinidis et al. have also recorded population activity in PFC before starting the training (both
S1 and S2 stimuli were presented exactly as above, but there were no cues displayed and no decision
required). When analyzing this pre-training population activity with dPCA, the first stimulus and the
first interaction components come out close to the ones shown on Figure 3, but there are no decision
and no “memory” components present (Figure S5), in line with previous findings (Meyers et al., 2012).
These task-specific components appear in the population activity only after extensive training.
Olfactory discrimination task in rat OFC
Next, we applied dPCA to recordings from the OFC of rats performing an odour discrimination task
(Feierstein et al., 2006). This behavioral task differs in two crucial aspects from the previously considered
tasks: it requires no active storage of a stimulus, and it is self-paced. To start a trial, rats entered an
odour port, which triggered delivery of an odour with a random delay of 0.2–0.5 s. Each odour was
uniquely associated with one of the two available water ports, located to the left and to the right from
the odour port (Figure 4A). Rats could sample the odour for as long as they wanted up to 1 s, and
then had to move to one of the water ports. If they chose the correct water port, reward was delivered
following an anticipation period of random length (0.2–0.5 s).
We analyzed the activity of 437 neurons recorded in five rats in 4 conditions: 2 stimuli (left and right)
each paired with 2 decisions (left and right). Two of these conditions correspond to correct (rewarded)
trials, and two correspond to error (unrewarded) trials. Since the task was self-paced, each trial had a
different length; in order to align events across trials, we restretched the firing rates in each trial (see
Methods). Alignment methods without restretching led to similar results (Figure S6).
Just as neurons from monkey PFC, neurons in rat OFC exhibit diverse firing patterns and mixed
selectivity (Feierstein et al., 2006). Nonetheless, dPCA is able to demix the population activity, resulting
in the condition-independent, stimulus, decision, and interaction components (Figure 4). In this dataset,
interaction components separate rewarded and unrewarded conditions (thick and thin lines on Figure
4B, bottom row), i.e., correspond to neurons tuned either to reward, or to the absence of reward.
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Figure 4. Demixed PCA applied to recordings from rat OFC during an olfactory discrimination task (Feierstein
et al., 2006). Same format as Figure 2. (A) Cartoon of the paradigm, adapted from (Wang et al., 2013).
(B) Each subplot shows one demixed principal component. In each subplot there are 4 lines corresponding
to 4 conditions (see legend). Two out of these four conditions were rewarded and are shown by thick lines.
(C) Cumulative variance explained by PCA and dPCA components. (D) Variance of the individual demixed
principal components. Pie chart shows how the total signal variance is split between parameters. (E) Upper-right
triangle shows dot products between all pairs of the first 15 demixed principal axes, bottom-left triangle shows
correlations between all pairs of the first 15 demixed principal components.
We note several similarities to the monkey PFC data. The largest part of the total variance is again
due to the condition-independent components (over 60% of the total variance falls into the first three
components). Also, for both stimulus and decision, the main components are localized in distinct time
periods, meaning that information about the respective parameters is shifted around in firing rate space.
The overall pattern of neural tuning across task epochs that we present here agrees with the findings
of the original study (Feierstein et al., 2006). Interaction components are by far the most prominent
among all the condition-dependent components, corresponding to the observation that many neurons
are tuned to presence/absence of reward. Decision components come next, with a caveat that decision
information may also reflect the rat’s movement direction and/or position, as was pointed out previously
(Feierstein et al., 2006). Stimulus components are less prominent, but nevertheless show clear stimulus
tuning, demonstrating that even in error trials there is reliable information about stimulus identity in
the population activity.
Finally, we note that the first interaction component (#4) shows significant tuning to reward already
in the anticipation period. In other words, neurons tuned to presence/absence of reward start firing
before the reward delivery (or, on error trials, before the reward could have been delivered). We return
to this observation in the next section.
Olfactory categorization task in rat OFC
Kepecs et al. (2008) extended the experiment of Feierstein et al. (2006) by using odour mixtures instead
of pure odours, thereby varying the difficulty of each trial (Uchida and Mainen, 2003; Kepecs et al.,
2008). In each trial, rats experienced mixtures of two fixed odours with different proportions (Figure
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Figure 5. Demixed PCA applied to recordings from rat OFC during an olfactory categorization task (Kepecs
et al., 2008). Same format as Figure 2. (A) Cartoon of the paradigm, adapted from (Wang et al., 2013). (B)
Each subplot shows one demixed principal component. In each subplot there are 10 lines corresponding to 10
conditions (see legend). Six out of these 10 conditions were rewarded and are shown with thick lines; note that
the pure left (red) and the pure right (blue) odours did not have error trials. Inset shows mean rate of the second
interaction component during the anticipation period. (C) Cumulative variance explained by PCA and dPCA
components. (D) Variance of the individual demixed principal components. Pie chart shows how the total signal
variance is split between parameters. (E) Upper-right triangle shows dot products between all pairs of the first 15
demixed principal axes, bottom-left triangle shows correlations between all pairs of the first 15 demixed principal
components.
5A). Left choices were rewarded if the proportion of the “left” odour was above 50%, and right choices
otherwise. Furthermore, the waiting time until reward delivery (anticipation period) was increased to
0.3–2 s.
We analyzed the activity of 214 OFC neurons from three rats recorded in 8 conditions, corresponding
to 4 odour mixtures, each paired with 2 decisions (left and right). During the presentation of pure odours
(100% right and 100% left) rats made essentially no mistakes, and so we had to exclude these data from
the dPCA computations (which require that all parameter combinations are present, see Methods).
Nevertheless, we displayed these additional 2 conditions in Figure 5.
The dPCA components shown in Figure 5B are similar to those presented above in Figure 4B.
The condition-independent components capture most of the total variance; the interaction components
(corresponding to the reward) are most prominent among the condition-dependent ones; the decision
components are somewhat weaker and show tuning to the rat’s decision, starting from the odour port
exit and throughout the rest of the trial; and the stimulus components are even weaker, but again reliable.
Here again, some of the interaction components (especially the second one, #6) show strong tuning
already during the anticipation period, i.e. before the actual reward delivery. The inset in Figure 5B
shows the mean value of the component #6 during the anticipation period, separating correct (green)
and incorrect (red) trials for each stimulus. The characteristic U-shape for the error trials and the
inverted U-shape for the correct trials agrees well with the predicted value of the rat’s uncertainty in
each condition (Kepecs et al., 2008). Accordingly, this component can be interpreted as corresponding
to the rat’s uncertainty or confidence about its own choice, confirming the results of Kepecs et al. (2008).
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In summary, both the main features of this dataset, as well as some of the subtleties that have been
pointed out before (Kepecs et al., 2008) are picked up and reproduced by dPCA.
Distribution of components in the neural population
All dPCA components in each of the data sets are distributed across the whole neural population. For
each component and each neuron, the corresponding encoder weight shows how much this particular
component is exhibited by this particular neuron. For each component, the distribution of weights is
strongly unimodal and centred at zero (Figure 6). In other words, there are no distinct sub-populations
of neurons predominantly expressing a particular component; rather, each individual neuron can be
visualized as a random linear combination of these components. We confirmed this observation by
applying a recently developed clustering algorithm (Rodriguez and Laio, 2014) to the population of
neurons in the 15-dimensional space of dPC weights. In all cases, the algorithm found only one cluster
(Figure S7; see Figure S8 for an analysis with Gaussian mixture models).
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Figure 6. Distribution of encoder weights for the leading dPCA components in the neural population. Each
subplot shows 15 probability density curves, one curve per component (bin width 0.005).
Discussion
The complexity of responses in higher-order areas such as the prefrontal or orbitofrontal cortices has
plagued researchers for quite some time. Here we have introduced a new dimensionality reduction method
(demixed PCA) that is specifically targeted to resolve these difficulties. Our method summarizes the data
by extracting a set of latent components from the single-cell activities. The critical advantage of dPCA,
compared to standard methods such as PCA or factor analysis (FA), is that individual components do not
show mixed selectivity, but are instead “demixed”. This demixing can greatly simplify exploration and
interpretation of neural data. Indeed, in all cases presented here, all the major aspects of the population
activity that had previously been reported are directly visible on the dPCA summary figure.
In the following discussion we first compare dPCA with various alternative approaches to the analysis
of high-dimensional neural datasets, and then recapitulate what dPCA teaches us about neural activity
in higher-order areas.
Demixed PCA in comparison with other statistical methods
I. Percentage of significantly responding neurons
The most conventional and wide-spread method of analysis is to count the number of neurons that show
significant response to a particular parameter of interest in a particular time period, and to then report
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the resulting percentage. This method was used in all of the original publications whose data we re-
analyzed here: Romo et al. (1999) showed that 65% of the neurons (from those showing any task-related
responses) exhibited monotonic tuning to the stimulation frequency during the delay period. Meyer et al.
(2011) reported that the percentage of neurons with increased firing rate in the delay period increased
after training from 15–21% to 27%, and the percentage of neurons tuned to match/non-match difference
increased from 11% to 21%. Feierstein et al. (2006) found that 29% of the neurons were significantly
tuned to reward, and 41% to the rat’s decision. Similarly, Kepecs et al. (2008) found that 42% of the
neurons were significantly tuned to reward and observed that in the anticipation period these neurons
demonstrated tuning to the expected uncertainty level. Note that in all of these cases our conclusions
based on the dPCA analysis qualitatively agree with these previous findings.
Even though the conventional approach is perfectly sound, it does have several important limitations
that dPCA is free of:
1. The conventional analysis focuses on a particular time bin (or on the average firing rate over a
particular time period) and therefore provides no information about the time course of neural
tuning. In contrast, dPCA results in time-dependent components, which highlight the time course
of neural tuning.
2. If a parameter has more than two possible values, such as the vibratory frequencies in the so-
matosensory working memory task, then reporting a percentage of neurons with significant tuning
disregards the shape of the tuning curve. On the other hand, a vertical slice through any stimulus-
dependent dPCA component results in a tuning curve. In the case of “rainbow-like” stimulus
components (Figure 2B, 3B, or 5B), these tuning curves are easy to imagine.
3. To count significantly tuned neurons, one chooses an arbitrary p-value cutoff (e.g. p < 0.05).
This can potentially create a false impression that neurons are separated into two distinct sub-
populations: those tuned to a given parameter (e.g. stimulus) and those that are not tuned.
This, however, is not the case in any of the datasets considered here: each demixed component is
expressed in the whole population, albeit with varying strength (Figure 6).
4. If neural tuning to several parameters is analyzed separately (e.g. with several t-tests or several one-
way ANOVAs instead of one multi-way ANOVA), then the results of the tests can get confounded
due to different number of trials in different conditions (“unbalanced” experimental design). In
case of dPCA, all parameters are analyzed together, and the issue of confounding does not arise.
An extended version of this approach uses multi-way ANOVA to test for firing rate modulation due
to several parameters of interest, and repeats the test in a sliding time window to obtain the time course
of neural tuning (see e.g. Sul et al., 2010, 2011). This avoids the first and the fourth limitations listed
above, but the other two limitations still remain.
II. Population averages
In many studies, the time-varying firing rates, or PSTHs, of individual neurons are simply averaged over
a subset of the neurons that were found to be significantly tuned to a particular parameter of interest
(e.g. Rainer et al., 1999; Kepecs et al., 2008). While this approach can highlight some of the dynamics
of the population response, it ignores the full complexity and heterogeneity of the data (Figure S1),
which is largely averaged out. The approach thereby fails to faithfully represent the neural activities,
and may lead to the false impression pointed out in the third issue above, namely that there are distinct
subpopulations of neurons with distinct response patterns.
III. Demixing approach based on multiple regression
Mante et al. (2013), have recently introduced a demixing approach based on multiple regression. The
authors first performed a linear regression of neural firing rates to several parameters of interest, and
then took the vectors of regression coefficients as demixing axes. While this method proved sufficient for
the purposes of that study, it does not aim to faithfully capture all of the data, which leads to several
disadvantages. Specifically, the approach (a) ignores the condition-independent components, (b) assumes
that all neural tuning is linear, (c) finds only a single demixed component for each parameter, and (d)
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cannot achieve demixing when the axes for different parameters are far from orthogonal. To illustrate
these disadvantages, we applied this method to all our datasets and show the results in Figure S9.
A significant advantage of the approach by Mante et al. (2013), is that it can deal with missing data
or continuous task parameters, which dPCA currently can not. Future extensions of dPCA may therefore
consider replacing the non-parametric dependencies of firing rates on task parameters with a parametric
model, which would combine the advantages of both methods.
IV. Decoding approach
Another multivariate approach relies on linear classifiers that predict the parameter of interest from the
population firing rates. The strength of neural tuning can then be reported as the cross-validated classi-
fication accuracy. For example, Meyers et al. (2012), built linear classifiers for stimulus and match/non-
match condition for the visuospatial working memory task analyzed above. Separate classifiers were
used in each time bin, resulting in a time-dependent classification accuracy. The shape of the accuracy
curve for the match/non-match condition follows the combined shapes of our decision components (and
the same is true for stimulus). While the time-dependent classification accuracy provides an important
and easily understandable summary of the population activity, it is far removed from the firing rates of
individual neurons and is not directly representative of the neural tuning. The dPCA approach is more
direct.
V. Linear discriminant analysis
Linear classifiers can also be used to inform the dimensionality reduction. For instance, linear discrim-
inant analysis (LDA) reduces the dimensionality of a dataset while taking class labels into account.
Whereas PCA looks for linear projections that maximize total variance (and ignores class labels), LDA
looks for linear projections that maximize class separation, i.e. with maximal between-class and minimal
within-class variance. Consequently, LDA is related to dPCA. However, LDA is a one-way technique
(i.e. it considers only one parameter) and is not concerned with reconstruction of the original data,
which makes it ill-suited for our purposes. See Supplementary Materials for an extended discussion on
the differences between dPCA and LDA.
Insights obtained from applying dPCA to the four datasets
One interesting outcome of the analysis concerns the strength of the condition-independent components.
These components capture 70–90% of the total, task-locked variance of neural firing rates. They are
likely explained in part by an overall firing rate increase during certain task periods (e.g. during stimulus
presentation). More speculatively, they could also be influenced by residual sensory or motor variables
that vary rhythmically with the task, but are not controlled or monitored (Renart and Machens, 2014).
The attentional or motivational state of animals, for instance, often correlates with breathing (Huijbers
et al., 2014), pupil dilation (Eldar et al., 2013), body movements (Gouveˆa et al., 2014), etc.
The second important observation is that parameter tuning “moves” during the trial from one compo-
nent to another. To visualize these movements, we set up the dPCA algorithm such that it preferentially
returns projections occupying only localized periods in time (see Methods). As a result, there are e.g.
three separate stimulus components on Figure 2: one is active during the S1 period, one during the delay
period, and one during the S2 period. The same can be observed in all other data sets as well: consider
stimulus components in Figure 3 or decision components in Figures 4–5. The possibility to separate
such components means that a neural subspace carrying information about a particular task parameter,
changes (rotates) with time during the trial.
Our third finding is that most encoding axes turn out to be almost orthogonal to each other (only
22 out of 420 pairs are marked with stars on Figures 2–5E), even though dPCA, unlike PCA, does not
enforce orthogonality. Non-orthogonality between two axes means that neurons expressing one of the
components tend also to express the other one. Most examples of non-orthogonal pairs fall into the
following three categories:
1. Non-orthogonality between a condition-dependent component and a condition-independent one (9
pairs), e.g. the first interaction (#4) and the second condition-independent (#2) components in
13
Figure 4. This means that the neurons that are tuned to the presence/absence of reward will tend
to have a specific time course of firing rate modulation, corresponding to component #2. Note
that the same effect is observed in Figure 5.
2. Non-orthogonality between components describing one parameter (10 pairs), e.g. stimulus compo-
nents in Figure 2. As many neurons express all three components, their axes end up being strongly
non-orthogonal.
3. A special example is given by Figure 3, where the first stimulus component (#7) and the first
interaction component (#10) are strongly non-orthogonal. As the interaction components in that
particular data set are actually tuned to stimulus S2, this example can be seen a special case of
the previous category.
Only two pairs do not fall into any of the categories listed above (first stimulus and first decision
components in both olfactory datasets). In all other cases, the condition-dependent components turn out
to be almost orthogonal to each other. In other words, task parameters are represented independently of
each other. Indeed, if latent components are independently, i.e. randomly mapped to a space of neurons,
then the encoding axes will be nearly orthogonal to each other, because in a high-dimensional space any
two random vectors are close to being orthogonal (unlike 2D or 3D cases). Substantial deviations from
orthogonality can only occur if different parameters are encoded in a population in a non-independent
way. Our results indicate that this is mostly not the case. In addition to that, orthogonal readouts
are arguably the most effective, as they maximize signal-to-noise ratio, ensuring successful demixing in
downstream brain areas.
Limitations
One limitation of dPCA is that it works only with discrete parameters (and all possible parameter com-
binations must be present in the data) and would need to be extended to be able to treat continuous
parameters as well. Another is that the number of neurons needs to be high enough: we found that at
least ∼100 neurons are usually needed to achieve satisfactory demixing in the data considered here. Fur-
thermore, here we worked with trial-averaged PSTHs and ignored trial-to-trial variability. The datasets
presented here could not have been analyzed differently, because the neurons were recorded across mul-
tiple sessions, and noise correlations between neurons were therefore not known. Demixed PCA could in
principle also be used for simultaneous recordings of sufficient dimensionality. However, dPCA does not
specifically address the question of how to properly treat trial-to-trial variability, and this problem may
require further extensions in the future.
Outlook
Here we argued that dPCA is an exploratory data analysis technique that is well suited for neural data,
as it provides a succinct and immediately accessible overview of the population activity. It is important
to stress its exploratory nature: dPCA enables a researcher to have a look at the full data, ask further
questions and perform follow-up analyses and statistical tests. It should therefore be a beginning, not
the end of the analysis.
The dPCA code for Matlab and Python is available at https://github.com/wielandbrendel/dPCA.
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Materials and Methods
Experimental data
Brief descriptions of experimental paradigms are provided in the Results section and readers are referred
to the original publications for all further details. Here we describe the selection of animals, sessions,
and trials for the present manuscript. In all experiments neural recordings were obtained in multiple
sessions, so most of the neurons were not recorded simultaneously.
1. Somatosensory working memory task in monkeys (Romo et al., 1999; Brody et al., 2003). We
used the data from two monkeys (code names RR14 and RR15) that were trained with the same
frequency set, and selected only the sessions where all six frequencies {10, 14, 18, 26, 30, 34} Hz
were used for the first stimulation (other sessions were excluded). Monkeys made few mistakes
(overall error rate was 6%), and here we analyzed only correct trials. Monkey RR15 had additional
3 s delay after the end of the second stimulation before it was cued to provide the response. Using
the data from monkey RR13 (that experienced different frequency set) led to very similar dPCA
components (data not shown).
2. Visuospatial working memory task in monkeys (Qi et al., 2011; Meyer et al., 2011; Qi et al., 2012).
We used the data from two monkeys (code names AD and EL) that were trained with the same
spatial task. Monkeys made few mistakes (overall error rate was 8%), and here we analysed only
correct trials. The first visual stimulus was presented at 9 possible spatial locations arranged in a
3×3 grid (Figure 3A); here we excluded all the trials where the first stimulus was presented in the
centre position.
3. Olfactory discrimination task in rats (Feierstein et al., 2006). We used the data from all five
rats (code names N1, P9, P5, T5, and W1). Some rats were trained with two distinct odours,
some with four, some with six, and one rat experienced mixtures of two fixed odours in varying
proportions. In all cases each odour was uniquely associated with one of the two available water
ports (left/right). Following the original analysis (Feierstein et al., 2006), we grouped all odours
associated with the left/right reward together as a “left/right odour”. For most rats, caproic acid
and 1-hexanol (shown on Figures 4–5A) were used as the left/right odour. We excluded from the
analysis all trials that were aborted by rats before reward delivery (or before waiting 0.2 s at the
reward port for the error trials).
4. Olfactory categorization task in rats (Kepecs et al., 2008). We used the data from all three rats
(code names N1, N48, and N49). Note that recordings from one of the rats (N1) were included
in both this and previous datasets; when we excluded if from either of the datasets, the results
stayed qualitatively the same (data not shown). We excluded from the analysis all trials that were
aborted by rats before reward delivery (or before waiting 0.3 s at the reward port for the error
trials).
Neural recordings
In each of the datasets each trial can be labeled with two parameters: “stimulus” and “decision”. Note
that a “reward” label is not needed, because its value can be deduced from the other two due to the
deterministic reward protocols in all tasks. For our analysis it is important to have recordings of each
neuron in each possible condition (combination of parameters). Additionally, we required that in each
condition there were at least Emin > 1 trials, to reduce the standard error of the mean when averaging
over trials, and also for cross-validation purposes. The cutoff was set to Emin = 5 for both working
memory datasets, and to Emin = 2 for both olfactory datasets (due to less neurons available).
We have further excluded very few neurons with mean firing rate over 50 Hz, as neurons with very
high firing rate can bias the variance-based analysis. Firing rates above 50 Hz were atypical in all datasets
(number of excluded neurons for each dataset: 5 / 2 / 1 / 0). This exclusion had a minor positive effect
on the components. We did not apply any variance-stabilizing transformations, but if the square-root
transformation was applied, the results stayed qualitatively the same (data not shown).
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No other pre-selection of neurons was used. This procedure left 832 neurons (230 / 602 for individual
animals, order as above) in the somatosensory working memory dataset, 956 neurons (182 / 774) in the
visuospatial working memory dataset, 437 neurons in the olfactory discrimination dataset (166 / 30 / 9
/ 106 / 126), and 214 neurons in the olfactory categorization dataset (67 / 38 / 109).
Preprocessing
Spike trains were filtered with a Gaussian kernel (σ = 50 ms) and averaged over all trials in each condition
to obtain smoothed average peri-stimulus time histograms (PSTHs) for each neuron in each condition.
In the visuospatial working memory dataset we identified the preferred direction of each neuron as
the location that evoked maximum mean firing rate in the 500 ms time period while the first stimulus
was shown. The directional tuning was shown before to have a symmetric bell shape (Qi et al., 2011;
Meyer et al., 2011), with each neuron having its own preferred direction. We then re-sorted the trials
(separately for each neuron) such that only 5 distinct stimuli were left: preferred direction, 45◦, 90◦,
135◦, and 180◦ away from the preferred direction.
In both olfactory datasets trials were self-paced. This means that trials could have very different
length, making averaging of firing rates over trials impossible. We used the following re-stretching
procedure (separately in each dataset) to equalize the length of all trials and to align several events of
interest (see Figure S10 for the illustration). We defined five alignment events: odour poke in, odour
poke out, water poke in, reward delivery, and water poke out. First, we aligned all trials on odour poke
in (T1 = 0) and computed median times of four other events Ti, i = 2 . . . 5 (for the time of reward
delivery we took the median over all correct trials). Second, we set ∆T to be the minimal waiting time
between water port entry and reward delivery across the whole experiment (∆T = 0.2 s for the olfactory
discrimination task and ∆T = 0.3 s for the olfactory categorization task). Finally, for each trial we
computed the PSTH r(t) as described above, set ti, i = 1 . . . 5, to be the times of alignment events on
this particular trial (for error trials we took t4 = t3 + ∆T ), and stretched r(t) along the time axis in a
piecewise-linear manner to align each ti with the corresponding Ti.
We made sure that this procedure did not introduce any artifacts by considering an alternative pro-
cedure, where short (±450ms) time intervals around each ti were cut out of each trial and concatenated
together; this procedure is similar to the pooling of neural data performed in the original studies (Feier-
stein et al., 2006; Kepecs et al., 2008). The dPCA analysis revealed qualitatively similar components
(Figure S6).
dPCA: marginalization
For each neuron n (out of N), stimulus s (out of S), and decision d (out of Q) we have a collection of
E ≥ Emin trials. For each trial we have a filtered spike train r(t) sampled at T time points. The number
of trials E can vary with n, s, and d, and so we denote it by Ensd. For each neuron, stimulus, and
decision we average over these Ensd trials to compute the mean firing rate Rnsd(t). These data can be
thought of as C = SQ time-dependent neural trajectories (one for each condition) in a N -dimensional
space RN (Figure 1A). The number of distinct data points in this N -dimensional space is SQT . We
collect them in one matrix X with dimensions N × SQT (i.e. N rows, SQT columns).
Let X be centred, i.e. the mean response of any single neuron over all times and conditions is zero.
As we previously showed in (Brendel et al., 2011), X can be decomposed into independent parts that we
call “marginalizations” (Figure S11):
X = Xt + Xst + Xdt + Xsdt =
∑
Xφ.
Here Xt denotes the time-varying, but stimulus- and decision-invariant part of X, which can be obtained
by averaging X over all stimuli and decisions (i.e. over all conditions), i.e. Xt = 〈X〉sd (where the
angle brackets denote the average over the subscripted parameters). The stimulus-dependent part Xst =
〈X−Xt〉d is an average over all decisions of the part that is not explained by Xt. Similarly, the decision-
dependent part Xdt = 〈X − Xt〉s is an average of the same remaining part over all stimuli. Finally,
the higher-order, or “interaction”, term is calculated by subtracting all simpler terms, i.e. Xsdt =
X−Xt−Xst−Xdt. As a matrix, each marginalization has exactly the same dimensions as X (e.g. Xt is
not a N ×T -dimensional matrix, but a N ×SQT matrix with SQ identical values for every time point).
16
In this manuscript we are not interested in separating neural activity that varies only with stimulus
(but not with time) from neural activity that varies due to interaction of stimulus with time. More
generally, however, we can treat all parameters on an equal footing. In this case, data labeled by M pa-
rameters can be marginalized into 2M marginalization terms. For M = 3 the most general decomposition
is given by
X = X0 + Xs + Xd + Xt + Xsd + Xdt + Xst + Xsdt.
See Supplementary Materials for more details.
dPCA: separating time periods
We have additionally separated stimulus, decision, and interaction components into those having variance
in different time periods of the trial. Consider the somatosensory working memory task (Figure 2). Each
trial can be reasonably split into three distinct periods: up until the end of S1 stimulation, delay
period, and after beginning of S2 stimulation. We aimed at separating the components into those having
variance in only one of these periods. For this, we further split e.g. Xst into X
(1)
st , X
(2)
st , X
(3)
st such
that Xst = X
(1)
st + X
(2)
st + X
(3)
st and each of the parts X
(i)
st equals zero outside of the corresponding
time interval. This was done with stimulus, decision, and interaction marginalizations (but not with the
condition-independent one).
As a result, three stimulus components shown on Figure 2B have very distinct time course. Note,
however, that the angles between corresponding projection axes are far from orthogonal (Figure 2E).
This means that most of the neurons expressing one of these components express other two as well, and
so if the splitting had not been enforced, these components would largely have joined together (Figure
S11).
For the visuospatial working memory dataset we split trials into four parts: before the end of S1,
delay period, S2 period, second delay period. For both olfactory datasets we split trials into two parts
on water poke in.
Importantly, we made sure that this procedure did not lead to any noticeable loss of explained
variance, as compared to dPCA without time period separation (Figure S12). On the other hand, it
often makes individual components easier to interpret (e.g. second stimulus components on Figures 2
and 3 are only active during the delay periods and so are clear “memory” components), and highlights
the fact that parameter (e.g. stimulus) representations tend to rotate with time in the firing rate space.
dPCA: algorithm
Given a decomposition X =
∑
Xφ, dPCA aims at finding directions in RN that capture as much variance
as possible, with an additional restriction that the variance in each direction should come from only one
of Xφ. Let us assume that we want the algorithm to find q directions for each marginalization (i.e. 4q
directions in total). The cost function for dPCA is
L =
∑
φ
Lφ =
∑
φ
(‖Xφ − FφDφX‖2 + λ‖Dφ‖2) ,
where Fφ is an encoder matrix with q columns and Dφ is a decoder matrix with q rows. Here and below
matrix norm signifies Frobenius norm, i.e. ‖X‖2 = ∑i∑j X2ij . Without loss of generality we assume
that Fφ has orthonormal columns and that components are ordered such that their variance (row variance
of DφX) is decreasing. The term λ‖Dφ‖ regularizes the solution to avoid overfitting (Figure S13).
For λ = 0 the optimization problem can be understood as a reduced rank regression problem (Izen-
man, 1975; Reinsel and Velu, 1998): minimize ‖Xφ −AqX‖ with Aq = FφDφ and rank(Aq) ≤ q. The
minimum can be found in three steps:
1. Compute the standard regression solution A = XφX
+ to the unconstrained problem of minimizing
‖Xφ −AX‖;
2. Project A on the q-dimensional subspace Uq with highest variance to incorporate the rank con-
straint, i.e. Aq = UqU
>
q A, where Uq is a matrix of q leading singular vectors of AX;
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3. Factorize Aq = FφDφ with Fφ = Uq and Dφ = U
>
q A to recover the encoder and decoder.
Finally, notice that the regularized problem λ 6= 0 can be reduced to the unregularized case by replacing
Xφ → [Xφ |0] and X → [X |λI] where 0 and I are N ×N zero and unit matrices. See Supplementary
Materials for a more detailed mathematical treatment.
We found that a very good approximation to the optimal solution can be achieved in a simpler way
that can provide some further intuition. Let Fφ be equal to a matrix of the first J principal axes (singular
vectors) of Xφ, join all Fφ together horizontally to form one N×4J matrix F, and take D = F+, pseudo-
inverse of F. This works well, provided that J is chosen to capture most of the signal variance of Xφ,
but not larger. Choosing J too small results in poor demixing, and choosing J too large results in
overfitting. We found that J = 10 provides a good trade-off in all datasets considered here. However,
the general method described above is a preferred approach, as it does not depend on the choice of J ,
provides a more accurate regularization and is derived from an explicit objective (hence avoids hidden
assumptions).
This approximate solution highlights the conditions under which dPCA will work, i.e. will result
in well-demixed components (components having variance in only one marginalization) that together
capture most of the variance of the data. For this to work, the main principal axes of different marginal-
izations Xφ should be non-collinear, or in other words, principal subspaces of different marginalizations
should not overlap.
dPCA: regularization
We used cross-validation to find the optimal regularization parameter λ for each dataset. To separate
the data into training and testing sets, we held out one random trial for each neuron in each condition as
a set of C = SQ test “pseudo-trials” Xtest (as the neurons were not recorded simultaneously, we do not
have recordings of all N neurons in any actual trial). Remaining trials were averaged to form a training
set Xtrain. Note that Xtest and Xtrain have the same dimensions. We then performed dPCA on Xtrain
for various values of λ, selected 10 components in each marginalization (i.e. 40 components in total) to
obtain Fφ(λ) and Dφ(λ), and computed
R(λ) =
∑
φ ‖Xtrain, φ − Fφ(λ)Dφ(λ)Xtest‖2
‖Xtrain‖2
as a fraction of variance not explained by the held-out data. We repeated this procedure 10 times for
different train-test splittings and averaged the resulting functions R(λ). In all cases the average function
R(λ) had a clear minimum (Figure S14) that we selected as the optimal λ. An alternative formula for
R(λ) using only Xtest yielded the same results, see Supplementary Information.
The values used for each dataset were 3.8 · 10−6 / 1.3 · 10−5 / 1.9 · 10−5 / 1.9 · 10−5 times the total
variance ‖X‖2 of the corresponding dataset.
dPCA: intuition on decoder and encoder
It can be argued that only the decoding axes are of interest (and not the encoding axes). In the
toy example shown on Figure 1F, decoding axes roughly correspond to discriminant axes that linear
discriminant analysis (LDA) would find when trying to decode stimulus and time. This remains true
in the case of real data as well (see Supplementary Materials). However, without encoding axes there
is no way to reconstruct the original dataset and therefore no way in assigning “explained variance” to
principal components.
On the other hand, it can be argued that only the encoding axes are of interest. Indeed, in the same
toy example shown on Figure 1F, encoding axes roughly correspond to principal axes of the stimulus
and time marginalizations. In other words, they show directions along which stimulus and time are
varying the most. Correspondingly, instead of performing dPCA, one can perform standard PCA in each
marginalization and analyze resulting components inside each marginalization (they will, by definition,
be perfectly demixed). However, this makes a transformation data→ dPC complex and involving a series
of multi-trial averages. The brain has arguably to rely on standard linear projections to do any kind
of trial-by-trial inference, and so to gain insight into the utility of the population code for a biological
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system, we prefer the method involving only linear projections of the full data. This is achieved with a
decoder.
We believe therefore that both encoder and decoder are essential for our method and treat them on
equal footing, in line with the schematic shown on Figure 1E.
Variance calculations
The marginalization procedure ensures that the total N ×N covariance matrix C is equal to a sum of
covariance matrices from each marginalization:
C = C(t) + C(st) + C(dt) + C(sdt).
This means that the the variance of X in each direction d can be decomposed into a sum of variances due
to to time, stimulus, decision, and stimulus-decision interaction. This fact was used to produce bar plots
shown on Figures 2–5D. Namely, consider a dPC with a decoding vector d (that does not necessarily
have a unit length). Total variance of this dPC is S = ‖d>X‖2 and it is equal to the sum of marginalized
variances Sφ = ‖d>Xφ‖2.
This allows us to define a “demixing index” of each component as δ = max{Sφ}/S. This index can
range from 0.25 to 1, and the closer it is to 1, the better demixed the component is. As an example, for the
somatosensory working memory dataset, the average demixing index over the first 15 PCA components
is 0.76±0.16 (mean±SD), and over the first 15 dPCA components is 0.97±0.02, which means that dPCA
achieves much better demixing (p = 0.00016, Mann-Whitney-Wilcoxon ranksum test). For comparison,
the average demixing index of individual neurons in this dataset is 0.55±0.18. In other datasets these
numbers are similar.
To compute the cumulative variance explained by the first q components, we cannot simply add
up individual variances, as the demixing axes are not orthogonal. Instead, on Figures 2–5C we show
“explained variance”, computed as follows: Let the decoding vectors for these axes be stacked as rows
in a matrix Dq and encoding vectors as columns in a matrix Fq. Then the proportion of total explained
variance is given by
‖X‖2 − ‖X− FqDqX‖2
‖X‖2 .
Note that for the standard PCA when Fq = D
>
q = Upca, the standard explained variance (sum of the
first q eigenvalues of the covariance matrix over the sum of all eigenvalues) can be given by an analogous
formula:
‖X‖2 − ‖X−UpcaU>pcaX‖2
‖X‖2 =
‖U>pcaX‖2
‖X‖2 .
Following (Machens et al., 2010), in Figures 2–5C we applied a correction to show the amount of
explained “signal variance”. Assuming that each PSTH r(t) consists of some trial-independent signal
s(t) and some random noise (t), r(t) = s(t) + (t), the average PSTH Rnsd(t) will be equal to Rnsd(t) =
s(t) +E
−1/2
nsd (t). If the number of trials Ensd is not very large, some of the resulting variance will be due
to the noise term. To estimate this variance for each neuron in each condition, we took two random trials
ra1(t) and r2(t) and considered Θnsd(t) = (2Ensd)
−1/2(r1(t)− r2(t)). These data form a data matrix Θ
of the same dimensions as X, which has no signal but approximately the same amount of noise as X.
The following text assumes that Θ is centred.
Singular values of Θ provide an approximate upper bound of the amount of noise variance in each
successive PCA or dPCA component. Therefore, the cumulative amount of signal variance for PCA is
given by ∑q
i=1 µ
2
i −
∑q
i=1 η
2
i
‖X‖2 − ‖Θ‖2 ,
where µi and ηi are singular values of X and Θ respectively. For dPCA, the formula becomes
‖X‖2 − ‖X− FqDqX‖2 −
∑q
i=1 η
2
i
‖X‖2 − ‖Θ‖2 .
Pie charts in Figures 2–5D show the amount of signal variance in each marginalization. To compute
it, we marginalize Θ, obtain a set of Θφ, and then compute signal variance in marginalization φ as
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‖Xφ‖2 − ‖Θφ‖2. The sum over all marginalizations is equal to the total amount of signal variance
‖X‖2 − ‖Θ‖2.
Angles between dPCs
On Figures 2–5E stars mark the pairs of components whose encoding axes f1 and f2 are significantly
and robustly non-orthogonal. These were identified as follows: In Euclidean space of N dimensions, two
random unit vectors (from a uniform distribution on the unit sphere SN−1) have dot product (cosine of
the angle between them) distributed with mean zero and standard deviation N−1/2. For large N the
distribution is approximately Gaussian. Therefore, if |f1 · f2| > 3.3 · N−1/2, we say that the axes are
significantly non-orthogonal (p < 0.001).
Coordinates of f1 quantify how much this component contributes to the activity of each neuron.
Hence, if cells exhibiting one component also tend to exhibit another, the dot product between the axes
f1 · f2 > 0 is positive (note that f1 · f2 is approximately equal to the correlation between the coordinates
of f1 and f2). Sometimes, however, the dot product has large absolute value only due to several outlying
cells. To ease interpretation, we marked with stars only those pairs of axes for which the absolute value
of Spearman (robust) correlation was above 0.2 with p < 0.001 (in addition to the above criterion on
f1 · f2).
Decoding Accuracy and Cross-Validation
We used decoding axis d of each dPC in stimulus, decision, and interaction marginalizations as a linear
classifier to decode stimulus, decision, or condition respectively. Black lines on Figures 2–5B show time
periods of significant classification. A more detailed description follows below.
We used 100 iterations of stratified Monte Carlo leave-group-out cross-validation, where on each
iteration we held out one trial for each neuron in each condition as a set of C = SQ test “pseudo-
trials” Xtest and averaged over remaining trials to form a training set Xtrain (see above). After running
dPCA on Xtrain, we used decoding axes of the first three stimulus/decision/interaction dPCs as a linear
classifier to decode stimulus/decision/condition respectively. Consider e.g. the first stimulus dPC: first,
for each stimulus, we computed the mean value of this dPC separately for every time-point. Then
we projected each test trial on the corresponding decoding axis and classified it at each time-point
according to the closest class mean. Proportion of test trials (out of C) classified correctly resulted in
a time-dependent classification accuracy, which we averaged over 100 cross-validation iterations. Note
that this is a stratified procedure: even though in reality some conditions have much fewer trials than
others, here we classify exactly the same number of “pseudo-trials” per condition. At the same time,
as the coordinates of individual data points in each pseudo-trial are pooled from different sessions, the
influence of noise correlations on the classification accuracies is neglected, similar to Meyers et al. (2012).
We then used 100 shuffles to compute Monte Carlo distribution of classification accuracies expected by
chance. On each iteration for each neuron we shuffled all available trials between conditions, respecting
the number of trials per condition (i.e. all
∑
sdEnsd trials were shuffled and then randomly assigned to the
conditions such that all values Ensd stayed the same). Then exactly the same classification procedure as
above (with 100 cross-validation iterations) was applied to the shuffled dataset to find mean classification
accuracy for the first stimulus, decision, and interaction components. All 100 shuffling iterations resulted
in a set of 100 time-dependent accuracies expected by chance.
The time periods when actual classification accuracy exceeded all 100 shuffled decoding accuracies
in at least 10 consecutive time bins are marked by black lines on Figures 2–5. Components without
any periods of significant classification are not shown. See Figure S4 for classification accuracies in each
dataset. Monte Carlo computations took ∼24 hours for each of the larger datasets on a 6 core 3.2 Ghz
Intel i7-3930K processor.
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Figure S1. Heterogeneity of single neuron responses. Fourty randomly chosen neurons from the so-
matosensory working memory task in monkeys with average firing rates between 20 Hz and 40 Hz. Note large
number of neurons showing mixed selectivity.
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Figure S2. Standard PCA of neural data. First twelve principal components (standard PCA) in the
somatosensory working memory task in monkeys. Legend equivalent to Figure S1. Note that some components
strongly exhibit mixed selectivity. To quantify this effect, we can consider a “demixing index” of each component
(see Methods for definition). For the first 15 PCA components, the average demixing index is 0.76 ± 0.16
(mean±SD). For comparison, for the first 15 dPCA components (Figure 2) the average demixing ratio is 0.97±0.02.
The difference is highly significant (p = 0.00016, Mann-Whitney-Wilcoxon ranksum test).
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Figure S3. Fourier-like artifacts in PCA. (Left) In this toy example, single neuron responses are generated
from the same underlying Gaussian but are randomly shifted in time. Such a situation can easily occur in real
data either because different neurons have slightly different response latencies, or because they were recorded in
different sessions. (Right) First three PCA components of the population data. While the leading component
resembles the true signal, higher order components look like higher Fourier harmonics. They are artifacts of the
jitter in time. See also section S2.5.
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Figure S4. Classification accuracies. For each data set (rows) we performed cross-validation to quantify the
classification accuracy of a linear classifier (black lines) given by the first three stimulus/decision/interaction dPCs
(columns). Shaded gray regions show distribution of classification accuracies expected by chance (as estimated
by 100 iterations of shuffling procedure). See Materials and Methods in the main text for the details.
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Figure S5. Visuospatial working memory task in monkeys before training. Demixed PCA analysis of
the visuospatial working memory task in monkeys before training. Compare with Figure 3 of the main text and
see the caption there. This analysis was done with 673 neurons from the same two monkeys as in the main text
(number of neurons per monkey: 105 / 568; one neuron was excluded due to mean firing rate exceeding 50 Hz, see
Methods). Note that many components come out very much non-orthogonal, with angles between them as small
as 27 degrees: this is true for stimulus and interaction components (note that interaction components are tuned to
the S2 stimulus, see main text), and also for stimulus components themselves (due to time period separating, see
Methods). We could get clearer results, with much more orthogonal and also much more de-correlated components,
if we do not enforce time period separation and do not demix stimulus from stimulus-decision interaction. In this
case the leading dPCA component is the first stimulus component with a pronounced “sensory” activity in both
S1 and S2 periods. However, here we show the analysis that can be directly compared to Figure 3.
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Figure S6. dPCA of olfactory discrimination task in rats without re-stretching Here, using data from
the olfactory discrimination task in rats, we demonstrate that applying dPCA to the non-re-stretched data leads
to qualitatively the same results as applying it to the re-stretched data as was done in the main text, see Figure
4. The purpose of re-stretching was to average over trials while aligning on five events of interest: odour port
enter, odour port exit, reward port enter, reward delivery, and reward port exit (see Methods). Here we average
over trials by cutting out a ±450 ms time interval around each event of interest and concatenating these cuts
together (so that each trial results in a 450 · 2 · 5 = 4500 ms long “piecewise” PSTH). Then we apply the same
dPCA procedure (the optimal value of regularization parameter λ for these data, when normalized by the total
variance, was 1.3 ·10−5, close to that for the re-stretched data). See Figure 4 in the main text for the full caption.
Vertical gray lines on all subplots in (b) show alignment events, as on Figure 4. Dashed black lines show time
points of cuts, e.g. mark discontinueties in time.
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Figure S7. Clustering of encoding weights by density peaks. Each subplot shows one data set. In each
case we performed dPCA, took first 15 components, and ran the recently developed clustering algorithm from
(Rodriguez and Laio, 2014) to cluster the neurons in the 15-dimensional space of with coordinates given by the
rows of encoder matrix F. The clustering algorithm works in two steps: first, we compute local density for each
point (i.e. for each neuron), using Gaussian kernel with σ = 0.1. Second, for each point we find the minimal
distance to a point with higher local density (if there is no such point, then take the distance to the furthest
point). Each subplot shows local density plotted against distance to the next point with higher density for each
of the N neurons. Cluster centres should be outliers in the upper-right corner. In each case, there is only one
such outlier, indicating a single cluster.
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Figure S8. Clustering of encoding weights with Gaussian Mixture Models. Each row shows one data
set. In each case we performed dPCA, took 10 components in each marginalization (40 columns in total), and
attempted to cluster N points (one for each neuron) in the 40-dimensional space with coordinates given by the
rows of encoder matrix F. We fitted Gaussian Mixture Model (GMM) with K Gaussians and diagonal covariance
matrices Σk. First column: Bayesian Information Criterion (BIC) as a function of the number of clusters. In each
case BIC indicated that 2–3 clusters provide the optimal fit to the data. We argue, however, that this outcome
is misleading in the sense that there are no separate clusters at all (so the optimal K is in fact equal to 1), see
below. Second column: the number of neurons per cluster (red dots denote clusters with only a single neuron).
Third column: we fitted GMM with two clusters, projected the data on the subspace with strongest separation of
two clusters (obtained using linear discriminant analysis, LDA), and show distributions of values in each cluster.
Note that “clusters” are hardly separated. Fourth and fifth column: equivalent to the third column but for GMM
fitted with three and four clusters respectively, and data projected onto two-dimensional LDA subspace. Note
again that the clusters are hardly separated; instead there is one cloud of points that is not perfectly Gaussian
and so GMM chooses to fit it with several “clusters”.
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Figure S9. Demixing approach of Mante et al. We applied the demixing approach from (Mante et al.,
2013) to all data sets considered in this manuscript. Briefly, the algorithm of Mante et al. is as follows. (1)
Perform PCA of the trial-average neural data (as in our manuscript, see Figure S2) and define “denoising”
matrix K as a linear projector on the space spanned by the first 12 principal axes: K = U12U
>
12. (2) For
each neuron i, regress its firing rate at each time point t on stimulus, decision, and interaction between them:
xi(t) = β
o
i (t)+β
s
i (t)s+β
d
i (t)d+β
sd
i (t)sd+, where d is any suitable parametrization of decision, e.g. d ∈ [−1,+1],
and s is stimulus value (e.g. actual stimulation frequency in the somatosensory working memory task in monkeys).
(3) Take N values of βsi (t) as defining a vector β
s(t) ∈ RN , and analogously define βd(t) and βsd(t). (4) Project
each βφ(t) onto the space spanned by the first 12 PCA axes: βφ(t) → Kβφ(t). (5) For each of the three
parameters select one vector βφ∗ = β
φ(tφmax) where t
φ
max is the time point at which the norm of β
φ(t) is maximal.
(6) Finally, stack three obtained vectors to form a matrix B = [βs∗,β
d
∗,β
sd
∗ ] and perform a QR decomposition
B = QR with Q orthonormal and R upper triangular to find a set of three orthogonal demixing axes. If βs∗, β
d
∗,
and βsd∗ are far from orthogonal, then the resulting axes will strongly depend on the order of stacking them into
the matrix B. We found that we obtain best results if we select this order ad hoc for each data set; the orders
we used to produce this figure were stimulus→decision→interaction for the somatosensory working memory task,
stimulus→interaction→decision for the visuospatial working memory task, and interaction→decision→stimulus
for both olfactory tasks.
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Figure S10. Restretching procedure. When analyzing the self-paced olfactory datasets, we used the following
re-stretching procedure to equalize the length of all trials and to align several events of interest. We defined several
alignment events (such as odour poke in, odour poke out, etc.) and for each trial found the times ti of these
events. After aligning all trials on t1 = 0 (left) we computed median times Ti for all other events. Then for
each trial the firing rate we re-stretched on each interval [ti, ti+1] to align it with [Ti, Ti+1] (right). After such
restretching, all events are aligned and the trials corresponding to one condition can be averaged.
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Figure S11. Marginalization procedure. PSTHs of three exemplary neurons from the somatosensory working
memory task decomposed into marginalizations. See section S2.1 for details.
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Figure S12. Time period separation in dPCA. On the top: first four stimulus components in the so-
matosensory working memory task, as obtained with dPCA without time period separation. On the bottom: first
four stimulus components in the same dataset, with the additional time period separation constraint (see Methods
for description). Components on the bottom are identical to the ones shown on Figure 2. The encoding axes for
the components on the top are all mutually orthogonal, because they come from the same marginalization (see
Methods), the stimulus one. However, the encoding axes for the components in the bottom are far from being
orthogonal (angles are shown for various pairs of components). This is because now the algorithm effectively splits
stimulus marginalization into three different ones (see Methods), corresponding to the three pre-defined time pe-
riods. Components shown here are arranged according to these time periods: first component has most of the
variance in the S1 period, second and fourth — in the delay period, third – in the S2 period. Notice that the two
components describing the delay period are exactly orthogonal, by construction. Proportion of variance of each
projection is shown in each subplot in bold. It might seem that the components below account for substantially
less variance than the components on the top, however the amount of explained variance (see Methods) by the
first four components is very similar in both cases: 5.8% (top) and 5.4% (bottom).
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Figure S13. Overfitting in dPCA. Demixed principal components in the olfactory discrimination task in
rats without re-stretching (two in each marginalization) in the standard regularized case (left) and without
regularization, λ = 0 (right). The cross-validation error for un-regularized case is large, see Figure S14. See
also section S2.3 for more details. The components on the left are the same ones presented in the main text in
Figure 4.
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Figure S14. Cross-validation errors depending on the regularization parameter λ. Top left: mean
(solid lines) and min/max (boundaries of shaded regions) of the relative cross-validation errors over all marginal-
izations for 10 repetitions. Different colors refer to different datasets, the minimum is marked by a dot. Other
subplots: the same for each dataset, with different marginalizations showed separately. In each dataset the mini-
mum cross-validation error is roughly the same across marginalizations, therefore we chose to use the same value
of λ in all marginalizations. See also section S2.3 for more details.
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S2 Supplementary notes
S2.1 Marginalized averages
S2.1.1 Intuition
In order to identify components that depend only
on a small number of parameters, it is necessary to
rigorously quantify the dependence of a component
on the set of parameters or labels. For illustra-
tive purposes, consider a function x(t, s) that de-
pends on time t (ranging from 1 to T) and stimulus
s (ranging from 1 to S), Figure S15. We aim to
segregate this function into contributions that are
solely due to variations in either time or stimulus
and contributions that are due to interactions of
both parameters,
x(t, s) = µ+ z(t) + z(s) + z(t, s). (1)
There are many ways to perform this segregation.
We pose, however, that the scalar µ should be the
“best guess” about the value of x(t, s) if neither
time nor stimulus are determined. In other words,
µ should simply be the mean of x,
µ =
1
TS
∑
t,s
x(t, s) = 〈x(t, s)〉t,s (2)
where 〈.〉 denotes the average over all subscripted
parameters. The time-dependent term z(t), on the
other hand, should be the best estimate of the re-
mainder x(t, s)−µ if the stimulus is undetermined.
For a given time-point t this is again just the aver-
age over all undetermined parameters,
z(t) = 〈x(t, s)− µ〉s . (3)
A similar reasoning applies to the stimulus compo-
nent,
z(s) = 〈x(t, s)− µ〉t . (4)
Finally, the interaction component z(t, s) is simply
the remainder,
z(t, s) = x(t, s)− µ− z(t)− z(s). (5)
We call each term of this specific segregation a
marginalized average and note a range of useful pro-
prerties: (1) Most trivially, the segregation is com-
plete, i.e. we don’t loose any information about the
original function. (2) Averaging any marginalized
average over one of its parameters gives zero, i.e.
〈z(t)〉t = 0, 〈z(s)〉s = 0, (6)
〈z(t, s)〉t = 0, 〈z(t, s)〉s = 0. (7)
This property is useful to see that, (3), the different
terms are independent, i.e their covariance is zero,
e.g.
〈z(t)z(s)〉t,s = 0 (8)
or
〈z(t)z(t, s)〉t,s = 0. (9)
In this case the variance of x(t, s) can be written as
the sum of the marginalized variance,
Var(x(t, s)) = Var(z(t)) + Var(z(s)) + Var(z(t, s)).
(10)
This property finally allows a well-grounded state-
ment on how the variance of x(t, s) can be at-
tributed to its parameters. We will make extensive
use of this property when we define the objective
for our demixing procedure. Before we generalize
the notion of marginalized averages to vector-valued
functions and more parameters, we clarify the rela-
tionship to a well-known statistical method.
S2.1.2 Analysis of Variance
The marginalization procedure we introduced above
turns out to be exactly equivalent to a linear model
with categorical predictors used in ANOVA (analy-
sis of variance) tests1.
ANOVA (in this case, two-way ANOVA) is often
applied as a statistical procedure to test whether a
function like x(t, s) varies with time, with stimulus,
or with their interaction. In ANOVA terminology,
time and stimulus are called factors and their indi-
vidual values are called levels. If firing rate signifi-
cantly varies with time, then we talk about signifi-
cant main effect of time; the same goes for stimulus.
If the effect of time is different for different stimu-
lus values (or vice versa), then there is significant
interaction effect between time and stimulus.
Usually ANOVA is applied when there are mul-
tiple measurements for each parameter combina-
tion. In our case there is exactly one value for each
parameter combination (because we average over
trials as a pre-processing step; this has to be done,
1See e.g. Christensen R, 2011, Plane answers to complex questions: the theory of linear models (Springer) or Rutherford
A, 2001, Introducing ANOVA and ANCOVA: a GLM approach (Sage).
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Figure S15. An illustrative segregation of a simple time- and stimulus-dependent function x(t, s) into functions
z(t), z(s), z(t, s)
because different neurons come from different ses-
sions with different numbers of trials). In such a
case ANOVA would have no or very little power to
test for statistical significance of individual effects,
but the underlying linear model still makes sense
and is equivalent to our marginalization procedure,
as we show below.
To formulate the linear model, we introduce cat-
egorical (dummy) variables xτ , xσ and xτσ,
xτ =
{
1, if t = τ
0, otherwise.
(11)
xσ =
{
1, if s = σ
0, otherwise.
(12)
xτσ =
{
1, if t = τ and s = σ
0, otherwise.
(13)
and consider the regression problem
x(t, s) = µ+
∑
τ
zτxτ+
∑
σ
zσxσ+
∑
τ,σ
zτσxτσ. (14)
This regression problem is under-determined since
there are more unknown parameters (1+T+S+TS)
than data points (TS). A standard set of con-
straints is therefore introduced in ANOVA as fol-
lows: ∑
τ
zτ = 0, (15)∑
σ
zσ = 0, (16)
∀τ :
∑
σ
zτσ = 0, (17)
∀σ :
∑
τ
zτσ = 0. (18)
The solution to this regression problem is ex-
actly equivalent to the marginalized averages zτ ≡
x¯(τ), zσ ≡ x¯(σ) and zτσ ≡ x¯(τ, σ), see section S2.6,
lemma 6.
S2.1.3 Generalization
We seek to generalize the definition of marginal-
ized averages along two lines: first, to more than
one dependent variable and second, to more than
two parameters. The first generalization is straight-
forward: We apply the marginalization procedure
to every single dependent variable. This amounts
to replacing all scalar variables in (1-5) with vector-
valued quantities.
To generalize the procedure to more than two
parameters we need to introduce a slightly more
cumbersome notation. Instead of explicitly refer-
encing every parameter (like time and stimulus), we
only reference the set of parameters S. In the two-
parameter case above, the set would be S = {t, s}.
More generally, the number of parameters is |S| and
f(S) denotes a function that depends on all param-
eters in S. Similarly, a function f(φ) depends only
on a subset φ ⊆ S of parameters. This notation
makes it possible to generalize the splitting (1) as
x(S) =
∑
φ⊆S
z(φ) (19)
where the sum goes over all possible subsets of pa-
rameters in S. In the two-parameter case the set
of subsets is given by {∅, {t} , {s} , {t, s}} and we
equated z(∅) with the mean µ of the data. The
corresponding marginalized averages are,
x¯(φ) = 〈x(S)〉S\φ −
∑
τ⊂φ
x¯(τ), (20)
where 〈x(S)〉S\φ denotes the averaging of x(S) over
all parameters y ∈ S that are not also elements of
y /∈ φ.
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We already noted a range of useful properties of
marginalized averages, all of which have a straight-
forward generalization (see section S2.6 for proofs):
1. The average of x¯(φ) over any parameter y ∈ φ
is zero:
〈x¯(φ)〉y = 0 for y ∈ φ. (21)
In other words, it is not possible to split the
marginalized averages z(φ) into a sum of func-
tions with reduced parameter dependence in
any meaningful way.
2. They are independent, i.e. their covariance is
zero:
〈x¯(φ)x¯(φ′)〉S = 0. (22)
This, in turn, allows to segregate the data
covariance matrix C =
〈
x(S)x(S)>
〉
S
into
a sum of marginalized covariances Cφ =〈
x¯(φ)x¯(φ)>
〉
S
,
C =
∑
φ
Cφ. (23)
3. There is an explicit formula for marginalized
averages that does not rely on the hierarchical
computation from small to larger numbers of
parameters (i.e. is independent of the order
of evaluation),
x¯(φ) =
∑
τ⊆φ
(−1)|τ | 〈x〉(S/φ)∪τ . (24)
S2.2 dPCA optimization
Let X be a multidimensional data-matrix such that
the first index refers to the observable (e.g. cell
identity) whereas all subsequent indices refer to dif-
ferent parameters. As an example, Xnts refers to
the mean response of neuron n at time t and s. For
matrix products Z = UX we use the usual general-
ization,
Zkts =
∑
n
UknXnts. (25)
Similarly for the L2-norm,
‖X‖22 =
∑
n,t,s
X2nts. (26)
Note that for algorithmic implementations it is
straight-forward to simply collapse all but the first
coordinate into one axis, thereby embedding the
multi-dimensional data-matrix into the standard
two-dimensional matrix space.
The marginalized data is denoted by Xφ. Note
that we assume that Xφ has the same shape as the
original data; parameters that have been averaged
out during the marginalization are inserted back as
replications (e.g. Xt varies only along the temporal
axis but is constant in stimulus).
We can now define the objective for dPCA as a
matrix equation,
LdPCA =
∑
φ⊆S
‖Xφ − FφDφX‖22 . (27)
The objective is defined such that we project the
full data X by means of Dφ (the decoder) on a low-
dimensional latent space (the dPCs) and then aim
to reconstruct the marginalized data by means of a
projection matrix Fφ (the encoder). In this way we
favour variance in a specified marginalization φ and
punish variance from other marginalizations.
Note that we do not necessarily sum over all
marginalizations but instead often pool marginal-
izations that cannot be independent. As an ex-
ample, consider a behavioural parameter like de-
cision that usually carries variance only at the end
of a trial. Inevitably, there is no way that decision
can be independent of time and so we add decision
and decision-time together and consider them one
“marginalization” (Xd + Xtd → Xtd).
One might be worried that the dPCA objective
(27) is too biased towards demixed directions and
might neglect directions with mixed variance even if
these directions carry high amounts of variance. For
this reason it is tempting to trade demixing against
the total explained variance of the data,
∥∥∥∥∥∥X−
∑
φ
FφDφX
∥∥∥∥∥∥
2
2
. (28)
It turns out, however, that in all neural datasets
we analysed we never found that demixing alone
leads to a strong decrease of the explained variance.
Hence, all the data analysis in the subsequent sec-
tions will be based on dPCA objective (27) alone.
Minimizing objective (27) is straight-forward.
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Replacing Mφ = FφDφ we can rewrite (27) as
Mφ = arg min
M
‖Xφ −MX‖22 ,
s.t. r(M) ≤ sφ.
(29)
where r(M) is the rank of M and sφ is the number
of components desired in marginalization φ. With-
out a rank constraint the solution to this regression
problem is simply given by M∗φ = XφX
+ where X+
denotes the pseudo-inverse. The rank-constrained
problem (“reduced rank regression”) is then solved
by those sφ projections that carry the most variance
(see Reinsel et al. 1998 or Izenman 1975), i.e.
Mφ = UφU
>
φM
∗
φ = UφU
>
φXφX
+ (30)
where Uφ are the first sφ left singular vectors of
M∗φX. Correspondingly, the encoder Fφ = Uφ is
given by the left singular vectors whereas the de-
coder is given by Dφ = U
>
φXφX
+.
S2.3 Regularization
Unfortunately, without any further constraints we
run into serious over-fitting problems, see Figure
S13. More precisely, if the number of neurons is
on the same order as the number of independent
data points (which is true for all datasets analysed
here), then the distribution of eigenvalues of the
data covariance matrix will peak at zero. In high-
dimensional spaces, the space of eigenvectors with
very small eigenvalues (the “kernel”) will likely par-
tially overlap with the leading PCs in individual
marginalizations.
Without regularization, the decoder directions
will end up lying within the kernel such that
they overlap with the leading PC directions in
one marginalization but are orthogonal to all other
sources of variance. These directions will have very
small variance, and the norms of decoder columns
will be very large to compensate for that. With
only slight instabilities of the kernel subspace, how-
ever, the same decoder will strongly amplify noise
on a validation set, thereby leading to large cross-
validation errors (see Figure S14).
A common approach to avoid such overfitting
is to add a suitable regularization term. As we ex-
plained above, strong overfitting results in the large
L2-norm of the decoder. For that reason we add a
regularization term to (29),
Mφ = arg min
M
‖Xφ −MX‖22 + λ ‖M‖22 , (31)
subject to r(M) ≤ sφ, where λ is a regularization
parameter. Note that ‖M‖ = ‖D‖, because
‖M‖2 = ‖FD‖ = Tr(FDD>F>) (32)
= Tr(F>FDD>) = Tr(DD>) (33)
= ‖D‖2 , (34)
where we used orthogonality of F.
We can rewrite this optimization problem in a
more compact form that allows an analytic solu-
tion. Let M ∈ RN×N . We then stack X with the
N×N -dimensional identity matrix IN and Xφ with
the N × N -dimensional zero matrix 0N along the
column index. As an example, if Xφ ∈ RN×K , then
the elements of the stacking are
[Xφ,0N ]ij =
{
[Xφ]ij if j ≤ K,
[0N ]i(j−K) else.
(35)
In this way we can rewrite the regularized objective
(31) as
Mφ = arg min
M
‖Xφ −MX‖22 + λ ‖M‖22 , (36)
= arg min
M
‖[Xφ,0N ]−M[X, λIN ]‖22 . (37)
subject to r(M) ≤ sφ. This formulation adheres to
the same treatment as (29).
Cross-validation to select λ
We performed cross-validation in order to select the
optimal value of the regularization parameter λ. To
separate the data into training and testing sets, we
held out one random trial for each neuron in each
condition as a set of test “pseudo-trials” Xtest (as
the neurons were not recorded simultaneously, we
do not have recordings of all N neurons in any ac-
tual trial). Remaining trials were averaged to form
a training set Xtrain. Note that Xtest and Xtrain
have the same dimensions.
We then performed dPCA on Xtrain for vari-
ous values of λ, selected 10 components in each
marginalization (i.e. 40 components in total) to ob-
tain F(λ) and D(λ), and computed reconstruction
error R(λ) for λ between 10−7·‖X‖2 and 10−3·‖X‖2
(on a logarithmic grid). We repeated this procedure
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10 times for different train-test splittings and aver-
aged the resulting functions R(λ). In all cases the
average function R(λ) had a clear minimum (Figure
S13) that we selected as the optimal λ.
We used two approaches to compute R(λ). The
first approach uses Xtest to predict Xtrain:
R1(λ) =
∑
φ ‖Xtrain,φ − FφDφXtest‖2
‖Xtrain‖2 , (38)
where we wrote F(λ) and D(λ) as F and D for
compactness. This is a fraction of training-set vari-
ance not explained by the test data. Note that it
would not make sense to change Xtest and Xtrain
places here: the decoder and encoder are fitted to
the training data, and should only be applied to the
test data for the purposes of cross-validation.
The second approach uses Xtest only. A naive
implementation∑
φ ‖Xtest,φ − FφDφXtest‖2
‖Xtest‖2 (39)
is incorrect: here we use Xtest both for prediction
and for evaluating this prediction, which is inac-
ceptable (even though in practice often leads to very
similar results). An alternative method predicts one
dimension (i.e. one neuron) of Xtest at a time, using
all other dimensions:∑
φ
∑N
n=1 ‖[Xtest,φ]n − [Fφ[Dφ]−n[Xtest]−n]n ‖2
‖Xtest‖2 ,
where [·]n stands for n-th coordinate and [·]−n for
all coordinates except of the n-th one. The inner
sum in this expression can be computed analyti-
cally, resulting in
R2(λ) =∑
φ ‖Xtest,φ − (FφDφ − diag{FφDφ}) Xtest‖2
‖Xtest‖2 ,
(40)
We verified that using R1(λ) and R2(λ) yielded
the same optimal λ in our data sets.
S2.4 Relation to Linear Discrimi-
nant Analysis
A common dimensionality reduction technique re-
lated to dPCA is linear discriminant analysis
(LDA). In this section we will argue that while LDA
can be applied to neural data for the purposes of
demixing, it is less suited than dPCA.
In the LDA ansatz, every data point y belongs
to a class k ∈ {1, . . . ,K}. Data points within each
class k have a mean (centroid) µk and covariance
Σk. LDA assumes that all classes have the same
covariance, estimated2 as ΣW =
∑
k Σk/K and
called within-class covariance. On the other hand,
the centroids of all classes form the between-class
covariance
ΣB =
1
K
K∑
k=1
(µk − µ)(µk − µ)> (41)
where µ =
∑
k µk/K.
LDA aims at finding directions (discriminant
axes) maximizing between-class and minimizing
within-class variances. For the case of one axis w,
LDA maximizes the following function:
LLDA =
w>ΣBw
w>ΣWw
. (42)
The general LDA solution is to take eigenvectors
of Σ−1W ΣB as discriminant axes (they will gener-
ally not be mutually orthogonal, but projections on
them will have zero correlation).
Note that LDA is a one-way technique: there is
only one parameter, or label, associated with each
data point — namely, its class k. Also, LDA is tra-
ditionally applied in situations with only few classes
and a large number of data points in each class. It
is therefore neither straightforward, nor customary
to apply LDA to a neural data set as the ones con-
sidered in this manuscript to find demixing projec-
tions. Nevertheless, it is possible to do, using the
same marginalization approach developed here for
dPCA.
Consider a data set with time t, stimulus s
and decision d as labels of the data points (with
total number of different labels being T , S, and
Q respectively). To find discriminant axes asso-
ciated with e.g. stimulus, we can split the data
into stimulus marginalization and everything else:
X = Xst+X(rest). We can then treat all SQT data
points as belonging to one of the ST classes (with
2Note that these formulas are given for the case when all classes have the same number of points; in case of non-balanced
classes one has to use weighted averages.
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centroids Xst) and Q points in each class. Conse-
quently, Cst can be taken as between-class covari-
ance matrix and C−Cst as the within-class one.
For the case of e.g. the somatosensory working
memory task (T = 501, S = 6, Q = 2) this would
correspond to 3006 classes with 2 points per class.
This is an unusual setting for LDA, but one can
nevertheless proceed with applying LDA to find a
set of discriminant axes. There is, however, by far
not enough data points to reliably estimate within-
class covariance matrix in the N = 832-dimensional
space, and as LDA requires inverting this covariance
matrix, it will result in severe over-fitting. A stan-
dard approach in such a case is to use regularized
LDA (rLDA) by replacing ΣW with a “shrinkage”
estimator (1 − λ)ΣW + λI. We found that by us-
ing this approach and fine-tuning the regularization
parameter λ, we can obtain components that are
similar to the dPCA components (data not shown).
Indeed, the objective functions of dPCA and
LDA (as introduced above) can be shown to be sim-
ilar to each other. In the case of a single decoder d
and encoder p the dPCA objective (27) becomes
∥∥∥Xφ − pd>X∥∥∥2
2
=
∥∥∥∥∥Xφ − pd>∑
τ
Xτ
∥∥∥∥∥
2
2
(43)
= ‖Xφ‖22 − 2p>XφX>φ d +
∑
τ
d>XτX>τ d, (44)
= ‖Xφ‖22 + (d− 2p)>ΣBd + d>ΣWd, (45)
where we used that the covariance between differ-
ent marginalizations is zero (section S2.6, lemma
3) and we defined between- and within-class covari-
ance matrices following the discussion above:
ΣB = XφX
>
φ , (46)
ΣW =
∑
τ 6=φ
XτX
>
τ . (47)
To first order the encoder is equivalent to the first
PC of ΣB while the decoder d ≈ p + w can be
split such that w ensures the orthogonality to other
sources of variance. Then p>ΣBd ≈ d>ΣBd and
the dPCA objective function can be written as,
LdPCA ≈ d>ΣBd− d>ΣWd, (48)
which corresponds to the LDA objective function
given above (42) in that it aims at maximizing
between-class and minimizing within-class variance.
Even though LDA approach as outlined above
can result in components close to the ones found
by dPCA, we consider dPCA a more principled
and systematic approach to the demixing problem.
In particular, LDA looks only for decoding axes
(discriminant axes) and ignores the encoding axes.
Therefore, unlike dPCA, it does not aim at repre-
senting the original data set, does not provide any
useful measures of explained variance, etc.
There is a multi-way, or factorial, extension of
LDA known as MANOVA (multivariate ANOVA).
In MANOVA, each data point is labeled with sev-
eral parameters, i.e. all points are split into classes
in several different ways. Whereas LDA is usu-
ally understood as either a dimensionality reduc-
tion or classification technique, MANOVA is usu-
ally understood as a statistical test; however, the
underlying mathematics is very similar. To use the
same neural example, MANOVA asks if the neu-
ral population activity differs with time, stimulus,
decision, or some interactions between these param-
eters (ANOVA asks exactly the same about a sin-
gle neuron). To answer this question, MANOVA
considers within-class covariance matrix ΣW as a
shared covariance matrix of all the smallest sub-
classes, e.g. groups of points with fixed time, stim-
ulus, and decision values; it then proceeds to com-
pute various between-class covariance matrices ΣB
for various parameters and to analyze Σ−1W ΣB in or-
der to perform the statistical test (compare it with
ANOVA that looks at the ratio of between-class and
within-class variances, B/W , as the statisic of inter-
est). Note, however, that in all cases considered in
this manuscript the number of points with a given
(t, s, d) combination is exactly 1, so MANOVA can-
not be applied. And even if it could be applied, it
would not address the demixing: as we saw above,
ΣW should be defined differently for that purpose.
S2.5 Fourier-like components from
temporal variations
Consider the decision components in the somatosen-
sory working memory task, Figure 2. Here the sec-
ond and the third components are closely resem-
bling the first and second temporal derivatives of
the leading decision component. To illustrate why
these components are likely to be artifacts of the un-
derlying sampling process, consider a highly simpli-
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fied example in which a population of N neurons is
encoding a one-dimensional bell-shaped signal z(t)
in the population vector a, i.e the population re-
sponse is given by x(t) = az(t). In this case the
population response lies in the one-dimensional sub-
space spanned by a and covariance matrix has rank
one:
C =
∑
t
x(t)x>(t) = aa>
∑
t
z(t)2. (49)
Now consider the case in which the neurons are
not recorded simultaneously but are pooled from
different sessions. In behavioural experiments it is
unavoidable that the onset of neural responses will
vary by tenths or hundreds of milliseconds. Hence,
the individual response yi(t) of neuron i will expe-
rience a small time-shift τi:
xi(t) = aiz(t+ τi), (50)
see Figure S3 for an illustrative example with Gaus-
sian tuning curves.
If τi is small we can do a Taylor expansion
around t:
yi(t) = aiz(t) + aiτiz
′(t) +O(τ2i ). (51)
Note that for pedagogical purposes we neglect
higher-order corrections, but the extension is
straight-forward. Let τ be the vector of time-shifts
of the neurons and let b = a◦τ be the element-wise
vector product of a and τ , i.e. [a◦τ ]i = aiτi. Then
the population response can be written as
x(t) ≈ az(t) + bz′(t). (52)
Hence, the covariance matrix is approximately,
C ≈
∑
t
aa>z2(t) + bb>z′2(t) (53)
where we assumed for simplicity that a ⊥ b. In
other words, time-shifts between observations will
result in additional PCA components that roughly
resemble the temporal derivatives of the source
component.
S2.6 Mathematical proofs
Lemma 1 (Completeness). The segregation of x(S)
into the marginals x¯(φ) is complete, i.e.
x(S) =
∑
φ⊆S
x¯(φ). (54)
The proof follows directly from the definition
(20). In addition to being complete, the individual
marginalized averages are not linearly dependent in
any parameter,
Lemma 2 (Linear parameter independence). The
average of x¯(φ) over any parameter x ∈ φ is zero,
〈x¯(φ)〉x = 0 for x ∈ φ. (55)
Proof. Proof by induction: For y ∈ S the average
over y is zero,
〈x¯(x)〉y = 〈x(S)〉S − µ = 0. (56)
Let (55) be shown for all φ ⊂ S with ‖φ‖ ≤ N .
Then, for ‖φ‖ = N + 1 and y ∈ φ,
〈x¯(φ)〉y = 〈x(S)〉S\(φ\y) −
∑
τ⊂φ
〈x¯(τ)〉y , (57)
= 〈x(S)〉S\(φ\y) −
∑
τ⊆(φ\y)
x¯(τ) (58)
= 〈x(S)〉S\(φ\y) −
∑
τ⊂(φ\y)
x¯(τ)− x¯(φ \ y),
(59)
= 0. (60)
The last equation follows from the definition of
x¯(φ \ y).
From lemma 1 and lemma 2 we can directly de-
rive the independence of two marginalized averages.
Lemma 3 (Independence). Different marginalized
averages are independent, i.e.
〈x¯(φ)x¯(φ′)〉S = 0. (61)
Proof. W.l.o.g. let φ ≥ φ′. For ξ = φ/φ′ =
∅ ⇒ φ = φ′ so there is nothing to show. For
ξ = φ/φ′ 6= ∅ we use the linearity of the average
and property (55),
〈x¯(φ)x¯(φ′)〉S =
〈
〈x¯(φ)x¯(φ′)〉ξ
〉
S/ξ
=
〈
〈x¯(φ)〉ξ x¯(φ′)
〉
S/ξ
= 0.
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From the last lemma, together with (54), we can
obtain an identity for the sum of covariance matri-
ces.
Lemma 4 (Covariance splitting). The covariance
matrices of the marginalized averages sum up to the
full covariance matrix,
C =
∑
φ⊆S
Cφ (62)
for Cφ =
〈
x¯(φ)x¯>(φ)
〉
.
Finally, we introduce an equivalent definition of
the marginalized averages that only relies on cer-
tain averages of x and is independent of the order
of evaluation.
Lemma 5 (Reformulation). For a given function
x(S) the set of marginalized averages
x¯(φ) =
∑
τ⊆φ
(−1)|τ | 〈x〉(S/φ)∪τ . (63)
is equivalent to (20).
The proof of this lemma is not straight-forward.
We first prove that any splitting with property (54)
and (55) is unique.
Lemma 6. Any segregation {x¯(φ)|φ ⊆ S} of x(S)
that obeys the properties (54) and (55) is unique.
Proof. Let there be two sets {x¯} 6= {x¯′} that obey
(54) and (55). Then,∑
φ⊆S
x¯(φ) =
∑
φ⊆S
x¯′(φ). (64)
Using (55) we can average over S/y with y ∈ S to
find
x¯(y) = x¯′(y). (65)
Averaging over S/ {y, z} leads to
x¯(y) + x¯(z) + x¯(y, z) = x¯′(y) + x¯′(z) + x¯′(y, z),
(66)
⇔ x¯(y, z) = x¯′(y, z). (67)
More generally, averaging over S \ξ with ξ ⊆ S and
y ∈ S \ ξ yields∑
φ⊆S\ξ
x¯(φ) + x¯(φ ∪ {y}) =
∑
φ⊆S\ξ
x¯′(φ) + x¯′(φ ∪ {y}),
(68)
⇔ x¯(ξ ∪ {y}) = x¯′(ξ ∪ {y}), (69)
by induction. Hence, {x¯} = {x¯′}.
This lemma considerably simplifies the proof of
the closed-form definition of the marginalized aver-
ages, lemma 5.
Proof. According to lemma 6 we only need to show
that the marginalized averages (63) have the prop-
erty (54) and (55). Regarding completeness, we
rewrite x(S),
x(S) =
∑
φ⊆S
x¯(φ) (70)
=
∑
φ⊆S
∑
τ⊆φ
(−1)|τ | 〈x〉(S\φ)∪τ (71)
=
∑
φ⊆S
∑
τ⊆φ
(−1)|τ | 〈x〉(S\(φ/τ)) (72)
=
∑
ξ⊆S
∑
τ⊆S\ξ
(−1)|τ | 〈x〉(S\ξ) (73)
=
∑
ξ⊆S
〈x〉(S\ξ)
 ∑
τ⊆S\ξ
(−1)|τ |
 (74)
From the binomial theorem we can compute the
weighted sum over subsets,
=
∑
ξ⊆S
〈x〉(S\ξ) (1− 1)|S\ξ| (75)
= x(S). (76)
To proof the linear parameter independence (55),
note that, for any y ∈ φ, we can rewrite (63) as
x¯(φ) =
∑
τ⊆φ/y
(−1)|τ |
(
〈x〉(S\(φ\τ)) − 〈x〉(S\(φ\τ))∪y
)
.
(77)
Averaging over y cancels all terms on the right and
hence 〈x¯(φ)〉y = 0.
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