Good public policy needs to be evidence based. However, the evidence base is thin for many policy issues. How can policy makers best respond to such thin areas of research that are also quite likely to change over time? Our survey investigates the evolution of the econometric evidence base for 101 economic issues, drawing upon 42,578 effect sizes (mainly elasticities and correlations) from 4,300 econometric studies. We evaluate the performance of six approaches to early research assessment: the simple unweighted mean; the median; the Paldam, "divide by 2" rule of thumb; the unrestricted weighted least squares (WLS) weighted average; the PET-PEESE meta-regression correction for publication bias; the weighted average of the adequately powered (WAAP); and WAAP-WLS. Lowest prediction errors are found in the Paldam rule of thumb and WLS. WLS typically reduces the initial exaggeration of thin evidence by half.
To assess the importance of thin evidence, we survey 101 areas of economics research containing 42,578 estimated effects from 4,300 econometric studies. Our survey finds that all summary estimates from thin evidence poorly predict how a mature research base evolves.
However, we also find that a simple rule, divide by two, and a simple weighted least squares (WLS) weighted average do much to reduce the bias and exaggeration of early research studies.
We believe that this is the first empirical study of thin evidence, but several Monte Carlo simulations studies exist (Moreno et Stanley, 2017) . These simulation studies investigate conventional statistical properties such as: bias, mean squared error (MSE), and coverage of meta-analysis estimators for as few as 5 or 10 research estimates. However, they also caution against relying on meta-analysis when so little research is available.
The paper is set out as follows. Section 2 outlines the issues at stake. Section 3 presents the meta-analysis methods used in this survey. Section 4 discusses the data. Section 5 presents and discusses the results for predictive accuracy, while Section 6 presents and discusses the results for research exaggeration. Section 7 concludes the paper.
Skating on thin evidence
The problem of a thin evidence base is highlighted in Table 1 , which reports the median number of years it takes for empirical economics to produce 5, 10, 20, 40, and 80 studies on a given topic. 4 On average, it takes 7 years for a literature to produce and publish 5 empirical studies and 15 years for 20 studies to be made available. It then takes more than two decades, on average, for a literature to report 40 empirical studies. In the meantime, decisions must be made. Do policy makers need to wait for research to mature, or can useful inferences be made even when the evidence base is thin? Table 1 Median number of years for empirical studies to be publicly available Source: Authors' calculations based on the 101 research literatures listed in Appendix A.
The problem upon which this paper focuses is illustrated by the literature on the effect of development aid on economic growth-see Figure 1 . The first three panels illustrate the distribution of reported estimates for the first 5, 10, and 20 studies, respectively. The last panel uses all reported data as of 2015. As research deepens over time, the average correlation of aid effectiveness falls from 0.28 in the first 5 studies to 0.07 after all 143 studies are conducted.
As a second example, Figure 2 illustrates the evolution of the Rose effect -the trade effect of a currency union -literature. The inference from the first 5 studies is that there is a large currency effect, with the mean value of gamma value of 1.07. 5 However, the mean value of gamma falls to 0.51 as the literature matures. 5 The trade effects of a currency union are typically estimated by regressing the logarithm of trade between nations on a range of variables, one of which is a dummy variable taking the value of 1 if trading partners are in a currency union. Gamma is the estimated coefficient on this dummy variable. The mean values in Figure 2 are unweighted and not corrected for publication bias. Source: Constructed from data reported by Doucouliagos and Paldam (2015) . N is the number of estimates, k is the number of papers. Source: Constructed from data reported by Havranek (2010) . Note that N = 1 in all studies.
Over time the evidence base grows when there is sufficient interest in a topic, or it stagnates if there are insufficient incentives for researchers to supply new parameter estimates in a given area. The problem for policy makers is that the reported parameter estimates may change over time. These changes can reflect one of four scenarios. First, there may be genuine changes in the underlying 'true' effect. That is, the 'true' effect might be time-varying.
Second, with a thin evidence base, there is a higher risk that one study might bear an undue influence on the inferences that a literature appears to be drawing. With only a handful of studies, it is possible that one or two studies capitalize on sampling error or some random bias.
Consequently, these studies can exert undue influence or leverage on an emerging area of research. However, if there is a persistent pattern of exaggeration across many areas of research, then something more than sampling error or random bias is at play. Third, researchers and/or journals may prefer to publish inflated effects. This has been associated with the winner's curse, where "the more extreme, spectacular results (the largest treatment effects, the strongest associations, . . .) may be preferentially published" (Young et al., 2008, p. 1418).
Perhaps initially, competition for publication reinforces such exaggeration that might lessen over time. Fourth, it has been suggested that most extreme and contradictory results might be published very early rather the later. This is known as the 'Proteus phenomenon', whereby the earlier literature has excessive variation that moderates over time (Ioannidis and Trikalinos, 2005) . These effects may give the appearance of policy effectiveness larger than they really are.
Though publication bias in the form of exaggeration of results seems to be common (Ioannidis et al., 2017) , it is unclear if it decreases or increases over time. First, data typically grows over time, both because many organizations make data more accessible and because time periods accumulate. This may reduce the need to exaggerate as higher statistical power is more likely to reveal statistically significant effects. In addition, it decreases the variability of results. Second, greater computer power and user-friendliness of statistical packages reduces the costs of running regressions. This increases the pool of results that can be searched and reduces the effort required to do so, potentially exaggerating findings further (Paldam, 2017) .
In this paper, we are interested in the ability to draw reliable inferences from the first few studies, e.g. from the first 5 or 10 studies. What methods should policy makers adopt to summarize the parameter estimates from a thin evidence base? Or, is it ever wise to base policy on thin evidence? Can meta-analysis offer tools for drawing better inferences from a thin evidence base?
In one sense, meta-analysis was designed to tackle the problem of thin evidence. By pooling estimates from different studies, weak and underpowered empirical studies are combined and this thereby increases statistical power. However, little is known about the relative performance of meta-regression methods when studies are rare and evidence is thin.
Hence, a second motivation for this paper is to assess the performance of recently developed meta-regression methods as a research base evolves. for the underlying 'true' effect.
Meta-analysis methods

Estimators
We compare the performance of six meta-analysis averages in tracking the evolution of a literature.
(a) Unweighted mean: is the simple average of the first 5, 10, 20, …, studies. No correction is made for publication selection bias nor are the better, more precise, estimates given greater weight.
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(b) Median: is the 50% percentile and is quite robust to outliers. The median is also not corrected for publication bias nor is it weighted.
(c) Paldam rule of thumb: divides the unweighted mean by two. 7 No further corrections are made. 6 Many government departments carry out literature reviews of the evidence base and merely calculate simple unweighted averages. There are exceptions however. For example, the U.S. EPA uses weighted averages derived from meta-regression analysis when reviewing parameters such as the value of a statistical life (Viscusi and Aldy, 2003) . 7 The Paldam rule of thumb is attributed to Martin Paldam. It emerged from observations of the results of a number of meta-studies. Martin Paldam suggested that whenever anyone did not know much about a specific empirical literature, a simple approach would be to just divide authors' estimated coefficients by 2. The idea behind this is that authors often seem to exaggerate their results, making them appear to be 'too good' to be true.
(d) WLS:
is an unrestricted weighted least squares weighted average that has recently been shown to possess superior properties (smaller bias and mean squared error) relative to conventional random-effects meta-analysis when there is publication bias (Stanley and Doucouliagos, 2015; 2017). 8 There is no explicit correction for publication selection but WLS will passively reduce publication bias when it is present at no practical cost if it is not.
WLS uses the same inverse variance weights and gives the exact same point estimate as does conventional fixed-effect meta-analysis. However, WLS does not assume a fixed effect and automatically accommodates any heterogeneity found in the research record. (f) WAAP-WLS: is the WLS weighted average calculated on only those estimates that have adequate statistical power (Ioannidis et al., 2017) . 10 When there are no estimates with sufficient statistical power, WAAP cannot be calculated and WLS estimate is used in its place . WAAP cannot be used for many of the research literatures in 8 In meta-analysis, the terms fixed-and random-effects denote the specific weights used to pool estimates from various studies and not to the panel structure of the data; for details see Stanley and Doucouliagos (2012) . 9 This involves a test of the null hypothesis that the mean effect is zero. Because multiple estimates per study are quite common, we correct the standard errors of the meta-regressions for clustering of estimates within studies. 10 Following (Cohen, 1988) and Ioannidis et al. (2017) , an estimate has adequate power if its standard error is small enough to ensure that there is a 80% probability of finding a true effect equal to the WLS estimate. This requires the standard error to be smaller than the absolute value of the unrestricted weighted least squares weighted average divided by 2.8. 2.8 is the sum of the conventional critical value, 1.96, and the 80% threshold for the cumulative normal distribution (0.84) that defines the conventional 80% power requirement (Cohen, 1988 all the available estimates in the research base. The difference between the estimators discussed in 3.1 above and these proxies for 'true' effect is that the former use the data from only the first 5, 10, or 20 studies, whereas the later use all relevant research studies.
Here, we do not allow the 'true' effect to evolve over space (e.g. countries) or time. We assume that the mean 'true' effect is fixed over time and that it is best approximated using all available research. This assumption is a limitation of our survey. However, it is not clear whether observed declines in effect sizes reflect genuine changes in the underlying 'true' effect, or whether they are artefacts of research design, changes in research practices or publication bias (Ioannidis and Trikalinos, 2005) . No matter how rigorous our methods may become, there will remain some ambiguity about whether the underlying phenomenon is truly declining over time or whether it is econometric methods and measures that identify smaller effects. For the purposes of practical policy, it is largely immaterial whether the 'true' effectiveness of a particular policy effect is declining or whether our best research is saying that it is decreasing.
In either case, policy makers are likely to find the consequences of their chosen policy intervention is less than what they had hoped for when planning this intervention, years before.
To recap, the WLS involves running the following WLS regression that uses inverse variance weights (1/ SE 2 ):
where ij r denotes a measure of the effect size (e.g., partial correlation or elasticity), i and j index the ith estimate from study j, and the are random errors.
PET-PEESE involves first running the FAT-PET regression:
where SE denotes the standard error of the effect size. If Eqn. (2) suggests that there is a genuine effect net of publication selection bias (i.e. 0 is statistically significant), then the PET-PEESE regression is run:
where SE 2 denotes the standard error squared. All of these regression need to use a WLS routine with weights (1/ SE 2 ). 
WAAP-WLS involves running
Performance
We use two general criteria to assess the performance of each of the above six estimators relative to the four estimates of the 'true' effect: predictive accuracy and research inflation or exaggeration. 
The benefit of MAPE is that it is scale independent and can be compared across the different datasets in our survey. However, MAPE may be biased in some situations. Hence, as part of robustness, we also consider the symmetric mean absolute percentage error (SMAPE).
This involves a slight adjustment to the MAPE that uses the sum of the absolute values of the estimate and the 'true' effect in the denominator.
Our second performance measure is 'research inflation' or 'research exaggeration'. 
Data
The data used in this survey are drawn primarily from the meta-data used in a recent survey of power and bias in economics (Ioannidis et al., 2017) . In addition, we have included six studies not included in Ioannidis et al. (2017) . In total, we use data from 101 meta-analyses that have documented the population of comparable empirical studies on a particular topic. We use the data collected by each of the 101 meta-analysis. That is, we apply the alternate estimators and estimates of the 'true' effect to the data used by the 101 meta-analysis. 11 Assuming that these 4,300 studies and 42,578 estimates are representative, we can explore the evolution of empirical economics. Most of these 4,300 studies report multiple estimates, rather than a single Using data from prior meta-analyses has several advantages. Meta-analyses provide a feasible population of comparable parameter estimates on a specific research issue. This means that we do not have to read and code thousands of research papers; a herculean and prohibitive task. Having other researchers collect and code the relevant studies means that we can rely on experts on these specific topics, who better understand the nuances of a given research field.
We make no claim that the data are representative of empirical economics. The data are, however, representative of meta-analyses in economics. That is, they are a sample of typical areas of research that have been reviewed using the tools of meta-analysis. There are, obviously, many other areas that policy makers are interested in and which have either not been assessed using meta-analysis or where meta-analysis has been conducted but the data were not available to us.
First, we use the data as supplied by authors to estimate meta-averages. Second, we remove outliers from the data, even if the authors used data with outliers in their analysis. This involves running a FAT-PET regression on all observations and then identifying any observations with a standardized residual greater than 3.5 (in absolute value). This allows the removal of possible outliers from the data that might actually be errors in coding, either from the primary authors or somehow introduced by the meta-analysts. As noted in the introduction, we are concerned about time variation in effect sizes. Table 3 reports the number of fields for which the estimated effect is falling (rising) and the median decline (rise) over time. The effect is falling for the great majority, 74%, of the literatures. Table 3 compares the change in the unweighted average between the value when all observations are used and when only 5 studies are available. The median decline in the effect size from inception of a research agenda to the time the meta-analysis was conducted is -39%. 
Row 2 of
Is research growing faster?
The earliest research literature in our survey commenced in 1940 and the most recent began in 2008. Table 4 compares the growth in the younger literatures against the older literatures in terms of growth rates, splitting the data according to the average starting year, 1984. There appears to be a shift over time with newer literatures growing faster, perhaps due to the great expansion in the number of journals, and greater availability of data and increased computational power over recent decades. Nevertheless, even in the newer literatures it takes about 9 years to establish 10 empirical studies, which remains a rather long period. Table 4 Median number of years for studies to be publicly available 
Predictive accuracy
For our analysis, we first sort the data in chronological order to represent the historical evolution of each research area. Next, as discussed above, we identify and remove outliers.
Finally, we calculate bias, research inflation, and MAPE (and SMAPE), using the different estimators and alternate measure of the 'true' effect. Table 5 are essentially equivalent and the best, closely followed by WAAP-WLS. Table 6 Summarizing and comparing MAPE and SMAPE medians reported as a percent Note: the detailed results for SMAPE parallel to Table 5 is presented in Appendix B. Bold highlights lowest MAPE and SMAPE. Table 6 summarizes the median MAPE and SMAPE for each of the six estimators and across the evolution of research from: 5 studies, 10, and 20 studies. The last column reports the median of the medians. The Paldam rule and WAAP-WLS have the lowest median of medians by the MAPE, but this honor goes to WLS if SMAPE is used as the measure of predictive accuracy. Because we can never know exactly the 'true' effect, the Paldam rule presents a nice and simple first approximation to the 'truth', one that is hard to beat by any criterion.
Similarly, it seems clear from past simulation studies and these predictive accuracy results that WLS and WAAP are the best proxies of 'true' effect and that PET-PEESE is too unstable to provide a reliable benchmark (Stanley, 2017; . One problem with WAAP is that cannot be used in many cases where statistical power is low or effects are small. However, using the conditional WAAP-WLS estimator, which combines these two approaches, gets around this limitation . relative to WAAP. In our context, research inflation measures the degree to which the earlier studies exaggerate the estimate of the 'true' effect. In some cases, the early research record will understate the 'true' effect.
We focus on the first 5 studies, which is the most challenging stage given the dearth of data. The degree of research inflation/deflation is presented in Table 7 . Panel A analyzes all meta-studies. We find that nearly 70 percent exhibit exaggeration when the simple mean is . Research exaggeration appears to be greater among these newer literatures. Table 7 Research inflation/exaggeration, first 5 studies Table 7 collaborates Ioannidis et al. (2017) that the majority of the initial findings are highly inflated, but this is not true for a notable minority of areas of research. Under-or overstatement of results can emerge from several factors. For example, this development might merely reflect some bias in the early literature that is corrected by the subsequent research record. It may be due to random heterogeneity, or it might reflect genuine heterogeneity whereby the effect gets larger or smaller over time.
Column (4) reports the percentage of areas in which the initial findings get the sign of the effect wrong. It appears that there is about a 14% chance that the early literature gets the sign of the effect wrong. Needless to say, this could be a very costly error for evidence-based policy.
Discussion and conclusions
"Economists have the least influence on policy where they know the most and are most agreed; they have the most influence on policy where they know the least and disagree most vehemently." - Blinder (1987: 1) Empirical studies take time to develop and become publicly available. The time delays can be long. For example, on average, it takes about 10 years for a literature to report 10 empirical studies. This is a long time for policy makers to wait, and research consensus will take much longer to emerge. In the meantime, pressing policy decisions have to be made. Is it prudent to wait? Is it the best 'policy' to wait until the research record is settled or at least mature?
Fortunately, our survey shows that methods are available that can inform policy even when the evidence base is thin. The results presented in this survey are also of interest for meta-analysis in general.
The median number of studies in our survey is only 20. This suggests that the evidence base for most empirical economics is rather limited. While this may indeed reflect the final size of a research literature, it is entirely possible that when a meta-analysis is conducted, it occurs at a time when the literature is still unfolding. However, meta-analysts often ignore that they are taking a snapshot of the past, which may or may not be indicative of the future. Our survey confirms that effect sizes in most areas in economics are declining. That is, there is a good chance that meta-analyses (or any other review) may be reporting inflated effect sizes. Indeed, many authors of meta-analysis have observed that effect sizes are falling.
As an anonymous reviewer observed, broad meta-analysis surveys such as this one may be viewed as contributions to the history of thought or the philosophy of science. However, instead of using a priori logical or normative criteria, as the logical positivists and naïve falsificationists did decades ago, meta-analysis offers an empirical assessment of economics research using the same tools, more or less, as those employed in economics research. We believe that meta-analysis provides a 'naturalistic' philosophical perspective on economic science which is a "turn away from a priori philosophy and towards a philosophical vision that is informed by contemporary scientific practice" (Hands, 2001: 129) . "A well-conducted MRA may also serve as the basis for an internal philosophical appraisal of the scientific progress . . . and it is unlikely that the research base will be sufficiently informative as to allow metaanalysis to identify and remove all biases reliably. The findings in this paper suggests that limitations of early research may be more serious than previously recognized. Our survey highlights the need for reviewers and meta-analysts to focus more attention on parameter stability. 
