This work proposes a new methodology for automatically validating the internal lighting system of an automotive, i.e., assessing the visual quality of an instrument cluster (IC) from the point of view of the user. Although the evaluation of the visual quality of a component is a subjective matter, it is highly influenced by some photometric features of the component, such as the light intensity distribution. The methodology proposed here uses this last photometric feature to classify regions in images of instrument cluster components as homogenous or not, while also taking into account the user subjective evaluation. In order to achieve that, we acquired a set of 107 IC component images, and preprocessed them. These same components were evaluated by a user to identify their non-homogenous regions. Then, for each component region, we extracted a set of homogeneity descriptors. These descriptors were associated with the results of the user evaluation, and given to two machine learning algorithms. These algorithms were trained to identify a region as homogenous or not, and showed that the proposed methodology obtains precision above 95%.
INTRODUCTION
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Instrument Clusters (IC) have became one of the most complex electronic embedded control systems in modern vehicles [5] , providing the user with a diverse range of information varying from driving conditions, messages, and prediagnostics to powerful infotainment systems [2] . In order to provide all these data, the numbers of instruments included into a single dashboard increased considerably.
These modern ICs, besides being an essential electronic interface with the user [15] , also represent a strong stylish element to the consumer. They have a great influence in the internal aspect of the vehicle, and transmit different kinds of sensations to the user, such as modernity, sportiveness, futuristic, classical, etc. (see Figure 1 ). However, in addition to the attractive graphic design of the ICs, it is essential that they present an appropriate visual quality. Visual quality is a highly subjective concept that depends on the user perception, but is also influenced by photometric features such as color (i.e., saturation and hue combination) and intensity. In this work, we consider that the visual quality of an IC is determined by a uniform distribution of the light intensity. Visual systems like ICs can present several problems regarding light intensity, which can cause visual discomfort to the vehicle user. Figure 2 illustrates some of these problems. As observed, in Figure 2 (a) the light intensity concentrates in the middle of the ideogram, while in Figure 2 (b) some regions are brighter or darker than the others. In Figure 2 (c) the light intensity is higher on one side or corner than the others.
Aiming to avoid these problems with light intensity, manufacturies usually employ a validation methodology to assess the visual quality of an IC. Most of the current methodologies used in industry are based on human visual inspection, which is highly subjective, or semiautomatic methods. An example of a semiautomatic method is the use of a spectrophotometer, i.e., an expensive and specialized equipment used to measure light intensity. The main problem in the use of a spectrophotometer is that its measurements are very time-consuming. For instance, the validation of a vehicle IC, which usually contains in average 400 possible measurement points, can take almost 3 hours of work. In addition, this type of analysis does not include any scientific criterion for determining acceptable intensity homogeneity levels based on human perception. In this direction, the first attempts to introduce human perception into the validation process of visual interactive systems concerned the automatic identification of Mura on monitors and displays using images analysis [8, 11] . Mura is a Japanese word that describes a non-uniform variation of the local intensity in a region that does not present a defined contour, and is noticeable as a visual unpleasant sensation.
Although the methodologies proposed so far are suitable for validating a unique region (surface), they are not recommended for problems as the one tackled in this work. This is because an IC represents a set of basic components (see Figure 3 (a)), such as the speedometer, the fuel and temperature gauges, or the tachometer. Each component is formed by a set of connected regions (see Figure 3(b) ), which can be segmented and labeled, as shown in Figure 3 (c). Hence, we need a methodology that considers both the (local) brightness homogeneity in a single component region, as well as the impact each small region has in the global visualization of the component.
In this direction, the main goal of this work is to develop a methodology based on both digital image analysis and the human visual perception (user evaluation) to validate ICs 1 . By validate we mean to evaluate if an IC presents a good, a critical or a poor visual quality to a user. Note that this work focuses on a single component of the IC (e.g., the speedometer) instead of a set of components, i.e., the IC.
The proposed methodology preprocesses and extracts intensity homogeneity descriptors from a set of acquired component images. At the same time, a user evaluates the components and identifies their non-homogeneous regions. The user perceptions are then combined with the intensity homogeneity descriptors, and later given to two machine learning algorithms. These algorithms learn to identify homogenous regions and, given a new component image, validate it as a good, critical or poor visual quality component. This methodology will contribute in an effective way to the industrial development process of IC components, reducing the time of analysis of a component significantly. The remainder of this work is organized as follows. Section 2 describes the calibration and acquisition procedures of the images used in this work. The proposed methodology is presented in Section 3. In Section 4, the machine algorithms used to learn how to identify non-homogeneous regions are briefly presented. Section 5 presents the experiments performed to validate the proposed methodology. Finally, conclusions and future works are pointed out in Section 6.
PHOTOMETRIC CALIBRATION AND IMAGE ACQUISITION
The methodology proposed in this work is highly dependent on the quality of the acquired images. As we are analyzing the images according to their light intensity, we need them to reproduce as faithfully as possible the patterns of light distribution of a component. In photography, parameters such as the Shutter Speed (s) and the Diaphragm Opening (f−stop) have great influence in the image exposure [6] . Figure 4 shows the effects of varying these parameters for image acquisition.
In order to obtain the best parameter values for s and f −stop, we selected two ICs of different colors and used a spectrophotometer to measure their "real" light intensities in a set of 52 points, as showed in Figure 5 . We chose to use the spectrophotometer due to its very accurate measurements. After that, we acquired images for these two ICs using a professional digital camera with six s variations (1/5"; 1/8"; 1/10"; 1/13"; 1/15", and 1/20"), letting the f −stop fixed to 2.7. The f−stop was fixed because there is a reciprocity law between shutter speed and diaphragm opening, i.e., s and f −stop hold a direct relation between them [6] .
Having the set of acquired images, we selected, for each of them, the pixel values corresponding to each of the 52 points previously measured by the spectrophotometer in the "real" IC (see Figure 5 ). The pixel values of the image were taken from the V (value/intensity) channel of the HSV color system [7] . We wanted to compare the values measured by the spectrophotometer with the ones found in the images. In order to do that, we first normalized both values following the max-min rule [9] , i.e.,
The values obtained are showed in Figure 6 . From these normalized values, we calculated the Mean Square Error (MSE) between the spectrophotometer reading and the corresponding pixel value in the image, i.e.,
The results obtained are reported in Table 1 . The figures in Table 1 show that the camera setup that best represents the measurement of the spectrophotometer is the one with shutter speed s = 1/15". Therefore, all images used in this work were acquired with a digital camera with f−stop = 2.7 and s = 1/15".
METHODOLOGY
After acquiring the images, the methodology for IC components validation proposed in this work preprocesses and extracts intensity homogeneity descriptors from these images, as described in Sections 3.1 and 3.2, respectively. After that, a user visually evaluates the images and identifies their non-homogeneous regions, as explained in Section 3.3. This information is later combined with the intensity homogeneity descriptors introduced in Section 3.2, and given to two machine learning algorithms, as detailed in Section 4.
Image preprocessing
As previously explained, each IC component is represented by several connected regions. The image preprocessing step has as its main goal to identify these regions. In order to achieve that, the original image was submitted to the following procedures, as illustrated in Figure 7: • Image conversion from the RGB (Red, Green and Blue) to the HSV (Hue, Saturation and Value) color space. The HSV color space was chosen because it represents the colors in a more intuitive manner. The V channel (Value/Intensity/Brightness) is taken as the lighting intensity representative [7] .
• Image Thresholding [7] . This process sets pixel values above some threshold to 1 (white) and below this threshold to 0 (black).
• Image Erosion. The erosion is a morphologic operation [7] used to eliminate irrelevant details from an object, starting from pixels in the borders. The reason for using erosion in this work was to eliminate undesirable border pixels that appeared due to camera resolution.
• Labeling of connected components. Labeling is an effective technique for binary image segmentation [13] . It examines the connectivity of the pixels with their neighbors and labels connected sets. This method was used to extract and identify the regions present in a component.
Homogeneity descriptors
After identifying the regions of an image, we wanted to choose a set of descriptors that represent the light homogeneity in each region of the component. Our goal is to later associate these descriptors with a category defined by the user. This category says whether the region is homogenous or not according to the user sensations.
Several metrics have already been proposed in the literature to compute the light homogeneity of a region [6, 3] . In [11] , for example, the authors define the Lighting Uniformity metric, i.e.,
where Rmax and Rmin represent the maximum and minimum intensity values of a region R, respectively. In [7] and [1] , the intensity distribution is defined by using statistical moments of the levels of the histogram of a region. Let I be a random variable denoting levels of the regions and let p(Ii), i = 0, 1, 2, ..., L − 1, be the corresponding histogram, where L is the number of distinct levels. Then, the nth moment of I is defined as:
and
where m stands for the average level. From these equations, other statistical moments, namely the 3rd moment (Eq. 6), uniformity (Eq. 7), entropy (Eq. 8), smoothness (Eq. 9), and standard deviation (Eq. 10) can be estimated as
(a) (b) Figure 8 : The evaluation setup: (a) the IC; (b) the drawing given to the user.
The descriptors presented in Equations 3, 6, 7, 8, 9 and 10 were extracted from each of the component regions. Furthermore, we are also interested in the impact each region has in the global uniformity (GU) of the entire component. Hence, we propose a new descriptor that considers both the local region and global component intensities, defined as Local Uniformity, i.e.,
where mL(R) and mG stand for the average intensity of a region R and the average intensity of the whole component (or instrument) I in analysis, respectively.
Subjective user evaluation
Having extracted a set of homogeneity descriptors from each region, our next step is to have the user to associate a category (homogenous or not) with each region . This characterization will allow us to automatically identify nonhomogeneous regions in a component in analysis, taking into account the human perception.
An industrial specialist was chosen to perform the analysis of the components. No special instructions were given to him, since he is a reference in the industry. All the evaluations were performed in a dark chamber, with all environment lights off, emulating a real driving condition at night.
The IC was fixed in a bench test (see Figure 8 (a)), respecting the position and average inclination it would have in a vehicle in relation to the driver. For each IC, a schematic drawing was given to the user (Figure 8(b) ), who marked in this drawing the regions where he judged there was a "lack" of homogeneity.
After that, the regions in the acquired images the user identified as non-homogenous were marked as so. At the end of this process, we had a dataset of descriptors associated with a category (homogeneous or not), which was given as input to the machine learning algorithms described in the next section.
MACHINE LEARNING
Machine learning refers to a set of methods that can learn from data [10, 4] . Given a set of examples, described by a set of attributes (descriptors), machine learning algorithms can perform two types of learning: supervised or non-supervised. In this work, the learner will deal with supervised learning, as the categories the examples belong to (homogeneous or not) are known. The learner works by finding relationships between the attributes that describe an example and the category it is associated with.
There are many types of machine learning algorithms that could be used to solve the problem tackled in this paper. We chose to use two state-of-the-art classification machine learning algorithms: Support Vector Machine (SVM) and Artificial Neural Networking (ANN).
Support Vector Machines (SVMs) [12] are methods that build classifiers by constructing hyper-planes in a n-dimensional space, i.e., by drawing "lines" in the ndimensional space which are able to separate examples from different classes. When faced with non-linear problems, SVMs create a mapping between a set of input values (examples) and a feature space, where these initially non-linear class boundaries are made linearly separable via a transformation (or mapping) of the feature space. This mapping is done by a set of mathematical functions called kernels. After performing this mapping, SVMs use an iterative training algorithm to minimize an error function.
Artificial Neural Networks are computational systems inspired by the way the nervous system and the human brain process information. They have become popular due to their capabilities to deal with irregularities, work with uncertain, incomplete and/or insufficient data, and have proved to be powerful tools to find patterns in data including non-linear relationships.
Here we used both the SVM and ANN MatLab implementations. The standard Matlab SVM algorithm was modified to use a polynomial kernel function of order 3, as we are dealing with non-linear data.
The ANN chosen is a Multi-Layer Perceptron (MLP) feedforward back propagation, trained with a Levenberg Marquardt function. The network architecture had one hidden layer, and 2/3 of the neurons were in the input layer. All the neurons transfer functions (activation function) were setup as the inverse transcendental tangent function. The training stop criterion was a MSE smaller than 10 −2 , or 500 epochs.
EXPERIMENTAL RESULTS
This section presents and discusses experimental results obtained by classifying the image regions in homogenous or not. This represents the first step to achieve our final goal: to validate the whole component, and not only its region, as will be discussed later.
The system was fully implemented in Matlab [14] . We used 107 images of different components: 29 speedometers, 24 tachometers, 25 fuel indicators, and 29 temperature gauges. From these 107 images, we extracted 2365 connected regions (each image has in average 22 connected regions, with a mininum of 8 and a maximum of 75). For each region, the 7 descriptors presented in Section III-C were extracted. The experiments were performed using a leave-N -out validation strategy, i.e., in each run we separated one component (image, which has to be identified as having good, critical or poor visual quality) for test, which corresponds to Nregions. It is important to note that the number N of test regions changes every run, because the number of regions varies from one component to another. For the ANN, the remaining data was divided into two parts, corresponding to 70% and 30%, and used as training and validation sets, respectively. For the SVM, 100% of the remaining data was used for training. One question that came up during the first experiments was the usefulness of each descriptor to the classifier. We wanted to perform a feature selection study to see if all of them were necessary or a subset of them could be enough to classify the regions. Due the low dimensionality of feature vector (i.e., we had 7 attributes), an exhaustive search was employed to test all the possible combinations of descriptors i.e., 2 7 − 1 = 127, instead of the use of a PCA analysis [4] on the feature vector. We performed this experiment, and the best SVM and ANN configurations were stored, and then applied to the unknown test data, in order to report the accuracy of our methodology. Tables II and III show the confusion matrices obtained for the classification of the regions. Recall that a confusion matrix reports the number of true positives (NH x NH, nonhomogenous regions corrected classified), false positives (NH x H, non-homogenous regions misclassified as homogenous), false negatives (H x NH, homogenous regions misclassified as non-homogenous) and true negatives (H x H, homogenous regions corrected classified). Remark that the high values of standard deviation in the confusion matrices are explained by the high variation in the number of regions of a component. While speedometers and tachometers usually have more than 50 regions, fuel indicators and temperature gauges are composed by less than 10 regions.
Note that these results are an average of the 107 leave-Nout procedure, and represent an average over all the confusion matrices obtained for each image, in absolute numbers. Analyzing the data in these tables, we observe that the ANN precision is 97.19%±6.6% for the non-homogeneous regions, and the SVM accuracy is 96.75% ± 6.58%. According to a 2-tailed t-test, these results are statistically the same.
The experiments also showed that the descriptors that Having classified the regions of a component, our last goal is to classify the whole component according to its visual quality. This was done in the same way the human expert does: if there is less than 5% of non-homogenous regions in a component, it is considered to have good visual quality. If the number of non-homogenous components is between 5% and 10%, the quality is critical, and a warning is giving to the manufacturer. If more than 10% of the components are non-homogenous, the component is considered of poor quality.
This analysis showed us that, although the ANN and the SVM misclassify 9 and 8 components, respectively, as the system has FPs and FNs, their impact in the whole component classification is minimal. This is because the system identifies a few critical images as good ones, only ignoring a warning to the manufacturer. At the same time, it refuses only two components of good quality components.
CONCLUSIONS
In this work, we proposed an automatic methodology to define and identify non-homogeneous regions in interactive vehicular visual systems based on user evaluations. We focused our attention to the components of the automotive instrument clusters, which were divided in a set of connected regions. For each region, a set of descriptors were used to represent the degree of homogeneity noticed by the users.
A human specialist classified each of the extracted regions as homogenous or not, and this information plus the set of descriptors was given to two machine learning algorithms, namely the SVM and an ANN. Both the SVM and the ANN obtained precisions higher than 95% when classifying the regions. When taking into account the visual quality of the whole component, the ANN and SVM misclassify only eight and nine out of 107 images, respectively. This corresponding to a precision of more than 90%.
Recall that all the data analyzed in this work was analyzed by an industry specialist. As future works, we intend to have more specialists analyzing the images. We also want to further study which descriptor set best represents the human perception for this problem.
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