Studies of natural selection, followed by functional validation, are shedding light on understanding of genetic mechanisms underlying human evolution and adaptation. Classic methods for detecting selection, such as the integrated haplotype score (iHS) and Fay&Wu's H statistic, are useful for candidate gene searching underlying positive selection. These methods, however, have limited capability to localize causal variants in selection target regions. In the present study, we developed a novel method based on conditional coalescent tree to detect recent positive selection by counting unbalanced mutations on coalescent gene genealogies. Extensive simulation studies revealed that our method is more robust than many other approaches against biases due to various demographic effects, including population bottleneck, expansion, or stratification, while not sacrificing its power. Furthermore, our method demonstrated its superiority in localizing causal variants from massive linked genetic variants. The rate of successful localization was about 20 to 40% higher than that of other state of the art methods on simulated data sets. On empirical data, validated functional causal variants of four well-known positive selected genes were all successfully localized by our method, such as ADH1B, MCM6, APOL1, and HBB. Finally, the computational efficiency of this new method was much higher than that of iHS implementations, i.e. 24 to 66 times faster than the REHH package, and more than 10,000 times faster than the original iHS implementation. These magnitudes make our method suitable for applying on large sequencing datasets. Software can be downloaded from https://github.com/wavefancy/scct.
4 methods can be supported by simulation studies of empirical parameters. Essential genetic signatures of positive selection, such as an imbalance of EHH, strong linkage disequilibrium (LD) in the flanking regions of the selectively favored allele and high divergence of genetic loci between populations are considered in these methods (Voight et al. 2006; Wang et al. 2006; Sabeti et al. 2007; Tang et al. 2007; Grossman et al. 2010; Li 2010; Bhatia et al. 2011) .
Although empirical methods can handle complicated genetic scenarios, however it is unlikely that "real" population genetic history can be confidently replayed in computer simulations (Teshima et al. 2006) . Therefore, methods that are robust to demographic changes are desirable for more accurate and successful discovery of positive selections.
Positive selection significantly reduces the number of genetic variants near beneficial alleles of selected loci (Pawar 2005; Wakeley 2009 ). Therefore, a good alternative approach to effectively identify positive selection is to directly detect differences between the numbers of genetic variants linked to different alleles of a site. Statistical properties of mutation events linked to given alleles were first demonstrated in 1999 by Wiuf and Donnelly (Wiuf and Donnelly 1999) , who studied the age of genetic variants in the theory of conditional coalescent tree. They defined a conditional coalescent tree as genealogy of a sample of haplotypes, some carrying the ascertained mutant allele and others carrying corresponding ancestral allele (Wiuf and Donnelly 1999) . The conditional coalescent tree approach gives us a natural way to identify positive selection by detecting the imbalance of genetic variants near a potential candidate.
In this study, we developed a novel approach to detect recent positive selection in human genome by searching for the imbalance of genetic variants conditioning on allele frequencies of candidate loci. Our findings indicated that the conditional-coalescent-tree method could outperform Tajima's D (Tajima 1989 ) , Fay&Wu's H (Fay and Wu 2000; Zeng et al. 2006), 5 and iHS (Voight et al. 2006) methods. First, our method is much more powerful than Tajima's D (Tajima 1989 ) and Fay&Wu's H (Fay and Wu 2000; Zeng et al. 2006) methods. Second, our method pinpoints the causal variants more accurately than all of the aforementioned methods. Third, our method produces fewer false positive results, when real genetic history departs from assumed scenarios. Fourth, our method has much higher computing efficiency than any iHS implementations. Finally, when we applied all of these methods to deep sequencing data of the Malay population (Wong et al. 2013) , the gene regions identified by our method showed better overlap with those detected by other methods.
The model
Since a recent positive selection acts on a specific genetic allele, length of lineages which carry the selectively favored allele can be greatly shorter than that was expected (Kreitman 2000; Nielsen 2005; Pennings and Hermisson 2006a; McVean 2007; Hancock and Rienzo 2008) . Identifying a significant length reduction can be used to directly detect positive selection and also to localize possible causal variants in candidate regions. We therefore developed a method to search for the genetic variant in which a lineage group defined by its ancestral or derived allele had the unexpected lineage-length reduction. The novel method was built on a theory of conditional coalescent tree.
Introduction of conditional coalescent tree
Conditional coalescent tree, developed by Wiuf and Donnelly (1999) , is a natural way to model a coalescent process of two lineage groups (Wiuf and Donnelly 1999) . When a sample of n haplotypes is considered from a panmictic population, the haplotypes can be further partitioned into two subgroups D and C, according to the allele states at a particular locus, with sizes of i and k=n-i, respectively (Figure 1) . We assume that all of the haplotypes of subgroup D carry the derived allele at that particular locus, while haplotypes in subgroup C 6 carry the ancestral allele. The coalescence of a sample of haplotypes conditioning on this particular mutation (the derived allele of the locus in which we are interested) is referred as conditional coalescent process (Wiuf and Donnelly 1999) , while the coalescent history of all the haplotypes can be described by a tree termed as conditional coalescent tree. In this conditional coalescent model, if without genetic recombination, all of the haplotypes in D share a common ancestor before any of them shares a common ancestor with any haplotype from C, we call this as event E. After this event, a mutation event M, which gives rise to the mutation of interest, occurred on the ancestral lineage common to all the haplotypes in D between the time of the most recent common ancestor of haplotypes in D and the time at which the most recent common ancestor of D shares an ancestor with a haplotype from C (Wiuf and Donnelly 1999) .
Detecting recent positive selection using conditional coalescent tree
Lineages of a conditional coalescent tree can be partitioned into two groups. One group for the lineages of D denoted by H that carries derived allele at a pre-specified site A; the other for the lineages of C that carries ancestral allele at site A and the ancestral lineage of the common ancestor of D, denoted by K.
The total numbers of observed mutation events on H and K were the estimations of the total lineage lengths of H or K, because conditioning on the total lineage length of a lineage group, the number of mutations occurred in that group follows a Poisson distribution (Wakeley 2009 ). Given h M and k M as amounts of observed mutation events on H and K respectively, we proposed a statistic S to detect recent positive selection by comparing the total lineage length of H with that of K,
where α i is the ratio of expected total lineage lengths of H and K in neutral circumstances. L h and L k represent the total lineage lengths of H and K respectively.
Conditioning on i haplotypes carrying the derived allele in a sample of size n , the ratio α i can be obtained by theoretical derivation under the assumption of neutral evolution of a constant size population or be estimated empirically using genome-wide data (see below for details).
Statistic S approaches zero in neutral scenarios. Therefore, a significant departure of statistic S from zero can be considered as a possible signature of positive selection. After standardization, S would approximate a standard normal distribution (see Materials and
Methods for details).
In the presence of genetic recombination, observed mutations could be judged to occur on lineages of haplotype group D or C by LD (Hedrick 2009 the flanking mutation originated in group C; if LD=0, then origin of the mutation could not be determined (Hedrick 2009) . LD between genetically distant sites may not be strong enough to support a fair judgment regarding the origin of a mutation. We therefore controlled the size of the flanking region to optimize the performance of our method ( Figure S1 ).
Calculating ratio α i
If we jointly trace all coalescent events in the subsamples of D and C, when there are m 8 and n ancestors in D and C respectively, Q (j,l) is used to present the state of haplotype configurations, j=m and l=n at this time. The jump process of the coalescent model can be modeled as a continuous-time Markov chain, which initially starts from state Q (i,k=n-i) (Wiuf and Donnelly 1999) . If we look at this process in backward time, Q (j,l) can only transit to Q (j-1,l) or Q (j, l-1) , which corresponds to a coalescent event in D or C, respectively. The transition probability R is given by Wiuf and Donnelly (Equation3, Wiuf and Donnelly 1999) 
,
where j and l represent the number of ancestors in D and C respectively, with j>1 and l>1.
The transition probabilities are asymmetric in j and l because of the coalescent event E.
Samples in D must find a common ancestor before coalescing with any lineage from C, but there is no such constraint for samples in C (Wiuf and Donnelly 1999) . In other words, conditioning on coalescent event E, Q must get through the state Q (1,s) with
For state Q (j,l) , we define T (j,l) as the expected waiting time for the next coalescent event, whether or not the next state of the coalescent process is Q (j-1,l) or Q (j,l-1) (Wiuf and Donnelly 1999) . Ratio α i can be obtained for haplotype samples (size n=k+i) with i derived alleles
from Q (j,l) will contribute j lineages with length T (j,l) for group D and l lineages with length T (j,l) for group C, respectively. However, after the coalescent process reaches state Q (1,s) where 
Results
Beginning with simulation data, we examined the performance of the SCCT method and three other representative methods, Tajima's D (Tajima 1989), Fay&Wu's H (Fay and Wu 2000; Zeng et al. 2006) , and iHS method (Voight et al. 2006) in detecting recent positive selection. The rates of both false discovery and statistical power were compared among all these methods in multiple genetic scenarios with population bottleneck, expansion or stratification. We subsequently inspected the capabilities of localizing causal variants in candidate regions for the SCCT, iHS, and ∆DAF (absolute difference of derived allele frequency between two populations) methods (Grossman et al. 2010) . Finally, all of these methods were applied to deep sequencing data of the Malay population from the Singapore 10 Sequencing Malay Project (Wong et al. 2013) to further demonstrate the advantages of the SCCT method.
Robustness to impact of demographic variables
To evaluate the robustness of our method with other commonly used methods to the impact of demographic variables, we introduced demographic events in simulations, including recent population bottleneck, expansion, or population substructure, against the African best-fit model suggested by Schaffner et al. (Schaffner et al. 2005 ). We applied the aforementioned methods on simulated data from the modified models using empirical rejection criteria of the standard best-fit model. In this study, a false positive discovery was declared when a simulated locus had empirical p-value of 0.05 or less. This evaluation was critical for practical purposes because the empirical p-value could be biased due to differences between a presumed demographic scenario with the true population history (Teshima et al. 2006 ).
The results showed that the false positive rate (FPR) of all four methods were affected by population bottleneck, in which the effective population size (N e ) was shrunk to its 0.5-, 0.1-, or 0.01-fold during 2500 to 3500 generations before present ( Figure 3A ). The FPRs of Tajima's D and iHS methods were as high as 75% to 85% when the bottleneck was strong, i.e. the bottleneck N e was shrunk to 0.01-fold of its original size. A recent bottleneck could seriously disturb the LD pattern and therefore might lead to an increase in the FPR of the iHS method (McVean 2002). Fay&Wu's H method was much more robust than any of the other methods, which has been supported by a previous investigation (Li 2010) . The SCCT method was moderately affected by a bottleneck event. The influence of the bottleneck, however, was acceptable because the FPR of the SCCT method was less than 11.5% even in the worst cases.
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To investigate the impact of population expansion, we introduced recent expansion to the African best-fit model where N e was increased to its 10-, 50-, or 100-fold during 0 to 1000 generations before present. Tajima's D method showed an increased FPR to around 20%, but all of the other methods controlled the FPR fairly well ( Figure 3B ). Fay&Wu's H and the SCCT methods were somewhat conservative in the population expansion scenarios ( Figure   3B ). Furthermore, we investigated the impact of population stratification by splitting a single population into 4 subpopulations in period of 0 to 1000 generations before present with a scaled migration rate 4N e m = 0, 10, or 100. Population stratification had only minor effects on the FPRs of all of the methods ( Figure 3C ). The SCCT method was the most robust one.
The FPR of the SCCT method was lower than that of others in all of the population stratification scenarios, with a value of no more than 0.05 in all cases.
We also investigated the model of population stratification with expansion. After the divergence of population, one of the four subpopulations immediately experienced a population expansion during 0-1000 generations before present, its effective population size was enlarged to its 10, 100 or 1000 fold that of its original size ( Figure 3D ). The SCCT and Fay&Wu's H methods were more robust than Tajima's D and iHS methods in these scenarios.
The FPRs of the SCCT and Fay&Wu's H methods were no more than 0.05.
Statistical power in selection detection
We investigated the power of the aforementioned methods and the ∆DAF (absolute difference of derived allele frequency between two populations) statistic in scenarios in which the demographic parameters were adopted from the best-fit model of an African population (Schaffner et al. 2005 ). Various selection coefficients, different initial frequencies 12 of selectively favored alleles and different sample sizes were considered to give a full presentation of the methods' performance. Moreover, their performances were examined under various mutation or recombination rates.
The power of all of the methods increased monotonically with an increase in the selection coefficients in the hard sweep model where the initial frequency of the selection favored allele was 0.00001, corresponding to selection from a de novo mutation ( Figure 4A ).
In those circumstances, where natural selection had a strong hitchhiking effect on genetic variants that linked to the selectively favored allele (Pritchard et al. 2010) , the SCCT and iHS methods were much more powerful than Tajima's D (Tajima 1989) , Fay & Wu's H (Fay and Wu 2000; Zeng et al. 2006 ) and ∆DAF (Grossman et al. 2010) approaches. In most of the circumstances, the powers of the SCCT and iHS methods were nearly the same, although the SCCT method was slightly poorer than the iHS method when selection was extremely strong ( Figure 4A ). In contrast to the other methods, the power of the SCCT method can be slightly improved by increasing sample size ( Figure 4B ).
Positive selection acting on standing variants also provoked increasing interests recently (Hermisson and Pennings 2005; Przeworski et al. 2005; Pennings and Hermisson 2006a; Pennings and Hermisson 2006b; Pritchard et al. 2010; Olson-Manning et al. 2012 ). In such scenarios, nearby genetic variants were affected by a "soft sweep". The power of all the aforementioned methods decreased monotonically with an increase of the initial frequency of the selectively favored allele ( Figure 4C ). However, both the SCCT and iHS methods outperformed Tajima's D, Fay&Wu's H and ∆DAF approaches. Furthermore, the power of the SCCT method was slightly higher than that of iHS method in most of the cases ( Figure   4C ).
We further investigated whether variations of mutation rate or recombination rate would 13 affect the power of these methods, because both of the rates are not uniform in different human genome regions (Webber and Ponting 2005; Coop et al. 2008; Berg et al. 2010; Conrad et al. 2011 ). In the scenarios with different mutation rates, all of these methods showed a trend of power increase along with increase of mutation rate ( Figure 5A ). In the scenarios with different recombination rates, most of the methods were not significantly influenced by rate variations, except empirical SCCT method where ~20% increase in statistical power had been observed as the recombination rate decreased from 1.5-fold to 0.5-fold that of the default. The power of SCCT method increased from 82% to 99.7% ( Figure 5B ).
Capability to localize causal variants
The capability of the SCCT, ∆DAF and iHS methods to localize causal variants was investigated in both simulated and empirical scenarios. The latter two methods stand out for identifying causal variants in published comparisons with Fst, XP-EHH, and ∆iHH (Grossman et al. 2010) . In present study, we declared a successful identification as a simulated causal variant was suggested as one of the top 3 or 5 candidates in 51 closely linked variants (see Materials and Methods for details). When the top 5 candidates were considered, the maximum successful identification rate was observed as high as ~90% for the SCCT method ( Figure 6 ). The maximum success rate of the SCCT method dropped slightly to ~80% when only the top 3 candidates were considered ( Figure S2 ). During these investigations with different selection coefficients, however, the success rate of SCCT method was ~25% higher than that of the iHS method. The performance of the SCCT method was better in scenarios of modest selection ( Figure 6 and Figure S2 ). The ∆DAF approach outperformed the SCCT method when the selection was extremely powerful (Figure 6 and Figure S2 ), but the performance of this method for identifying candidate region was very limited (Figure 4) . Apart from the above assessments with simulated data, four well-known positively selected genes with functional validated causal variants, rs1229984 of ADH1B (Li et al. 2007; Seitz and Stickel 2007) , rs4988235 and rs182549 of MCM6 (Enattah et al. 2002; Bersaglieri et al. 2004 ), rs73885319 and rs60910145 of APOL1 (Genovese et al. 2010) , and rs334 of HBB (Kwiatkowski 2005; Gouagna et al. 2010; Hedrick 2011) , were enrolled, as examples, to further demonstrate the performance of these methods in identifying causal variants from sequencing data. By applying the SCCT method, all of the reported causal variants were successfully identified, while the ∆DAF method failed in all four tasks and the iHS method failed in three of four tasks (Figure 7 ). It's noteworthy that the SCCT method successfully identified two causal variants in both of the MCM6 and APOL1 regions. EDAR (Kamberov et al. 2013 ) and some other well-known positively selected genes (Lachance and Tishkoff 2012) were not included in this demonstration because their selectively favored alleles were nearly fixed and/or the causal variants were not covered in the current data set that we used. Our simulation results suggested that the ∆DAF method would be a good choice only in those cases of extremely powerful selection ( Figure 6 and Figure S2 ).
Overlap of candidate genes detected by different methods
Understanding the correlations among results from different approaches is crucial for method comparison (Biswas and Akey 2006; Teshima et al. 2006; Pickrell et al. 2009 ).
Taijma's D, Fay&Wu's H, iHS, and SCCT methods were applied on autosomal sequencing data of 98 unrelated individuals from the Singapore Sequencing Malay Project (Wong et al. 2013) . We compared the top-500 gene sets (~2.57% of 19,430 protein coding genes) from the different approaches. The outputs of the SCCT and iHS methods had the best concordance (Figure 8) , consistent with the fact that these two methods are inherently connected. Despite showing the best overlap, however, no more than 30% of the top-500 genes overlapped with each other. The output of Tajima's D method had the poorest concordance with iHS and SCCT methods (Figure 8 ). This could be a consequence of the relatively poorer statistical power and more false positive results of Tajima's D method, as well as the fact that the genetic mechanism behind this method is quite different from that of iHS or SCCT method.
Computational efficiency
As iHS and SCCT methods performed better than other methods, hence we compared the time cost of the two prominent methods for detecting selection. Both the original iHS implementation and an alternative, an R package named REHH, were included in this investigation (Gautier and Vitalis 2012) . Table 1 showed the details of the comparison. Our Java implementation of the SCCT method was the fastest algorithm, about 24~66 times faster than REHH package and 13,000~27,000 times faster than the original iHS implementation.
The superiority of our method was more prominent as the length of the haplotype increased.
It's noteworthy that the time cost of the original iHS implementation was estimated from only one run because of its extremely slow efficiency.
Discussion
One principle in statistical testing is that false positive result (type I error) should be cautiously controlled. More false positive discoveries may result in more inconsistencies among results of comparable studies. In recent years, a few gene lists of selection candidates have been suggested in different investigations Voight et al. 2006; Wang et al. 2006; Sabeti et al. 2007; Tang et al. 2007; Grossman et al. 2010) . The contents of the lists, however, differ considerably and only a few gene regions are well-supported by two or more studies (Teshima et al. 2006; Pickrell et al. 2009 ). This inconsistency might be due in part to presence of false positive results (Mallick et al. 2009 ). Our study suggests that the 16 SCCT method was robust to unexpected bottleneck in contrast to some of the other investigated methods ( Figure 3A) . The size of the founders was generally limited for non-African populations (Amos and Hoffman 2010; Mcevoy et al. 2011) . Therefore, it is worth evaluating the published candidate loci using the SCCT method to confirm the previous findings. Our SCCT method can be applied to forthcoming high-coverage sequencing data to further verify published discoveries and even find out additional potential selection causal variants.
Merely locating candidate genes is not enough to reveal the genetic mechanisms of human adaptation. More extensive and deeper researches, such as studies using molecular biology or even transgenic animal model approaches, are usually necessary and have recently invoked great interests (Grossman et al. 2013; Kamberov et al. 2013) . Extensive exploration requires exact information about the causal sites of selection, but the existing methods are not sufficient to tackle this problem (Grossman et al. 2010 (Teshima et al. 2006) . In the present study, we also checked the overlap of gene sets by comparing the top 500 genes detected as selection candidates by several methods. Although the overlap among gene sets was fairly modest, our SCCT method provided better overlapping compare to other approaches as mentioned in above results. This also implies that further studies should be performed to determine the reason why the overlap between candidate gene lists is so poor.
Regarding details of our model, we proposed a theoretical estimation of the ratio α i for a scenario with a constant N e . In practice, when the dynamics of N e are complicated, it will be difficult to estimate the ratio α i theoretically. Alternatively, ratio α i can be conveniently estimated by simulations using coalescence implementations, such as ms (Hudson 2002) or msms (Ewing and Hermisson 2010) . We, however, preferred to directly estimate ratio α i from the sequencing data. We implemented both the theoretical and empirical estimates in our investigation ( Figure 3 , 4, 5, 6, S1 and S2). The empirical estimate worked as well as the theoretical estimate. In some cases, the performance of the empirical estimate was even slightly better than that of the theoretical one ( Figure 3 , 4 and 5), because more complicated demographic effects can be taken into account. Therefore, for convenience and performance, we could directly estimate ratio α i from sequencing data. This feature has also been implemented in our downloadable program.
In summary, we developed a novel method that leveraging the unbalanced distribution of mutations on coalescent tree to detect recent positive selection in deep sequencing data.
Simulation studies demonstrated this method was robust against demographic effects and powerful for detecting recent selection events. Furthermore, this efficient approach exhibited the prominent capability for identifying the position of causal variants in candidate gene regions. Once more deep sequencing data are available for diverse populations, our SCCT method will be great helpful for revealing more sophisticated genetic mechanisms of human adaptation when combining with findings from other studies, such as transgenic animal models, biochemistry, and molecular biology.
Materials and Methods

Simulation overview for performance assessments
The base demographic model was according to the African best-fit model of Schaffner et al. (Schaffner et al. 2005) . In haplotype simulations, demographic parameters without additional notes were kept the same as the best-fit model. To examine the robustness of the SCCT method, population bottleneck, expansion or stratification was simulated by modifying the base model. Selective sweep was modeled with various selection coefficients, different sample size and initial frequencies of the selected alleles (to simulate hard or soft sweep), and further various mutation or recombination rates. In all the simulations, we used the current effective population size N e = 100,000 to scale all the parameters. For each simulation scenario, 300 independent replicates were simulated with haplotype length of 3 mega bases.
In simulations of selective sweep, selective causal site was modeled to be located at the most-central position of a haplotype. In each replicate, 120 haplotypes were simulated when there was no further specific note. The default mutation and recombination rates were 1.5×10 -8 per generation per site and 1.35×10 -8 per generation per site, respectively. All simulations were performed using the msms software (version 3.2rc Build:82) (Ewing and Hermisson 2010) .
Simulation for various demographic models
By altering or adding some parameters to the African best-fit model, we simulated 1)
Population bottleneck occurred in the period of 2500-3500 generations before present. During the bottleneck event, the population had reduced its effective population size to be 0.01, 0.1 or 0.5-fold that of the best-fit model. 2) Population expansion happened during 0-1000 generations before present. In the expansion, the effective population size was enlarged to 10-, 50-or 100-fold that of the base model. 3) Population stratification maintained in the period of 0-1000 generations before present. We split the simulated population into 4 subpopulations with equal size (a quarter of the original size) and assigned a scaled migration rate of 0, 10 or 100 among them. 4) Population stratification with population expansion. One of the four subpopulations experienced sudden expansion during 0-1000 generations before present.
Population size was enlarged to 10-, 100-or 1000-fold that of its original size, and population stratification happened at 1000 generations before present.
Simulation in scenarios of selective sweep
Based on the African best-fit model, we simulated both hard and soft selective sweeps In hard sweeps with initial selective allele frequency 0.00001 and scaled selection coefficient S AA = 1300 (S Aa = 650), we also investigated the effects of other factors on the included methods, such as sample size, mutation and recombination rates. To assess impacts of various sample sizes, simulated haplotypes were generated in both neutral and selective scenarios with sample sizes in the range from 60 to 360 haplotypes (in a step of 60). In order to evaluate the effects of various mutation or recombination rates, we simulated haplotypes with altering mutation or recombination rate of 0.5-, 0.8-, 1.2-or 1.5-fold that of the default.
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Summaries of the Tajima's D and Fay&Wu's H methods
In neutral model, we computed these two statistics in non-overlapping SNP windows.
Each window contained 51 successive SNPs. In the alternative models, we only computed these two statistics for the center-most 51-SNP window. Positive selection will lead to smaller scores of Tajima's D (Tajima 1989 ) and Fay&Wu's H (Fay and Wu 2000; Zeng et al. 2006) .
Therefore, when a score of Tajima's D or Fay&Wu's H in an alternative scenario was smaller than the left-side 95% critical value of the neutral best-fit model, this value was assumed to be significant. Both tests were one-sided tests.
Summaries of the iHS method
The iHS scores were calculated using the R package REHH (Gautier and Vitalis 2012) .
The process of identifying selective candidate region was the same as that described by Voight et al. (Voight et al. 2006) . The iHS score of each SNP with minor allele frequency (MAF) ≥0.05 was calculated. Because of the hitchhiking effects (Smith and Haigh 1974) of recent positive selection, the vicinity sites of a selection favored allele would also have an extreme iHS score. We denoted I as the number of sites in a successive 51-SNP window whose |iHS|≥2. Then, the distribution of statistic I in the neutral base model was calculated using a non-overlap sliding window approach with a window size of 51 SNPs. In the presence of positive selection, statistic I would become larger. Therefore, when the statistic I in the alternative model was larger than the right-side 95% critical value in the neutral scenario, the statistic I was declared to be significant. In the alternative models, the statistic I was computed only for the center-most 51-SNP window.
Summaries of the ∆DAF method
In the assessment of ∆DAF method (Grossman et al. 2010) , we simulated both African
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and European population simultaneously using the best-fit model of Schaffner et al. (Schaffner et al. 2005) . The ∆DAF values between these two populations were then computed for all of the SNPs in the neutral model and the center-most 51 SNPs in the alternative selection model. Positive selection would cause an extreme ∆DAF value of the selection causal site and its vicinity sites. Therefore, the criterion to declare significance of a window was based on statistic I as that mentioned above. In this scenario, statistic I was denoted as the number of sites in a successive 51-SNP window whose ∆DAF scores were larger than the right-side 95% critical value of the neutral model.
Summaries of the SCCT method
At first, we computed the SCCT score for every SNP with MAF≥0.05, while computation of the SCCT score used all available SNPs, including the SNPs with MAF < 0.05. Next, all the SNPs with SCCT scores were clustered into 100 bins according to their derived allele frequencies. Subsequently, these SCCT scores were standardized in each bin by subtracting its mean and then dividing by its standard deviation. Standardized SCCT scores would approximate a standard normal distribution ( Figure S3 ). Declaration of the significant selective window was based on statistic I, similar with the aforementioned iHS method, but I was denoted as the number of sites in a successive 51-SNP window whose standardized |SCCT|≥2. Algorithm of the SCCT method was implemented in Java, which is available on GitHub (https://github.com/wavefancy/scct). In addition, all the scripts used in this study are also hosted on GitHub for free download.
The ability to localize selective causal variants
We compared the ability of iHS, ∆DAF and SCCT methods to localize selective causal variants. For the hard sweep model of the African population, the ability to successfully 22 localize the selective causal variants was measured by the fraction of working windows in which the causal variants were ranked to be the top 3 (~6%) or 5(~10%) candidates in each 51-SNP window. The rank of each variant was determined by its absolute score of these three statistics in each selection target window, respectively. For the 300 replicates in each scenario, we only tested the center-most window because simulated selection occurred at the center of the 3 Mb sequences. The protocol to declare a sequence window to be a selection target region was the same as that of aforementioned investigation of statistical power.
With regard comparison using empirical data, all these three methods were also applied on sequencing data of real-world populations included a Malay population (Wong et al. 2013 I, denoted by the number of sites in a 51-SNP window with a value smaller than the left-side 99% critical value, was calculated using a sliding window approach with a window of 51
SNPs and a step length of 5 SNPs for Tajima's D and Fay&Wu's H method, respectively.
Both of the methods were implemented as one-sided test. For iHS and SCCT methods, statistic I was calculated by counting the number of sites whose absolute score was equal to or larger than 2 for every sliding window of 51 SNPs and a step length of 5 SNPs. After that, based on statistic I, the top 1% windows from each method were declared as selection candidate regions. The overlapping regions were merged together, and then annotated by the genes located in these regions. If there was no gene in a region, then the region was annotated by the nearest gene. Gene annotation information was downloaded from Ensembl BioMart (Flicek et al. 2013) . Finally, all the protein-coding genes in the top 1% window were marked by the rank of its corresponding region, and regions were further ranked by proportion of significant sites therein. After that the top-500 genes (constituting ~2.5% of protein coding genes) from each method were selected to evaluate overlap of the selected genes between methods.
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Figure legends 
