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Abstract
Inferring interactions from multi-agent trajectories has broad applications in
physics, vision and robotics. Neural relational inference [26] (NRI) is a deep
generative model that can reason about relations in complex dynamics without
supervision. In this paper, we take a careful look at this approach for relational
inference in multi-agent trajectories. First, we discover that NRI can be fundamen-
tally limited without sufficient long-term observations. Its ability to accurately infer
interactions degrades drastically for short output sequences. Next, we consider a
more general setting of relational inference when interactions are changing over
time. We propose an extension of NRI, which we call the DYnamic multi-Agent
Relational Inference (DYARI) model that can reason about dynamic relations. We
conduct exhaustive experiments to study the effect of model architecture, under-
lying dynamics and training scheme on the performance of dynamic relational
inference using a simulated physics system. We also showcase the usage of our
model on real-world multi-agent basketball trajectories.
1 Introduction
Particles, friends, teams, and alliances are multi-agent relations at different scales. Learning the
relations among multiple agents deepens our understanding of the structures and dynamics underlying
many systems. Practical examples include understanding social dynamics among pedestrians [1],
learning communication protocols in traffic [42, 35] and predicting complex physical interactions
of particles [36, 32, 38]. Graph neural networks (GNNs), e.g. [4, 16] are common deep learning
frameworks for encoding relational information. However, GNNs assumes that the graph is given
as observed relations. For multi-agent trajectories, the relations are typically hidden and thus need
to be inferred from data. While one could impose a prior graph structure, it is difficult to find an
appropriate one as the space of all structures is very large [14]. The search task is computationally
expensive and the resulting model can potentially suffer from the model misspecification issue [28].
Relational inference aims to discover latent interaction structures from data and has been studied
for decades in machine learning. Statistical relational learning are based on probabilistic graphical
models such as probabilistic relational model [22, 11, 27, 40]. However, these methods may require
significant feature engineering and high computational costs. Recently, [39] propose to reason about
relations using neural networks but requires supervision. [26] propose Neural Relational Inference
(NRI), a flexible deep generative model that can infer potential relations in an unsupervised fashion.
NRI simultaneously learns the dynamics from multi-agent trajectories and infers their relations. In
particular, NRI builds upon variational auto-encoder (VAE) [25] and introduces latent variables to
represent the hidden relations. Despite its flexibility, NRI is still rather limited as it assumes the
relations among the agents are static throughout the trajectories. Two agents are either interacting or
not interacting regardless of their states at different time steps.
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In this paper, we first ask the question: whether neural relational inference is always possible?
Through exhaustive experiments using simulated dynamics physics systems, we discover that the
performance of NRI is highly dependent on the length of the output sequence. Our findings highlight
the importance of having sufficient temporal observations in decoding to infer the correct relations.
Given these findings, we further investigate a more general setting, dynamic relational inference,
where the relations among agents are time-varying. This lead to an extension of the NRI model, which
we call DYnamic multi-Agent Relational Inference (DYARI). Our model is particularly suited to
infer dynamic latent interactions that occurs in the real world. For example, in game play, agents can
coordinate and compete in various ways depending on the strategy. In physics, moving particles can
demonstrate weak or strong interactions depending on the distance.
We demonstrate our findings using a simulated physics dynamics system. We perform extensive
experiments to validate the performance of dynamic relational inference with respect to model
architecture, underlying dynamics and training schemes. We also showcase the usage of our DYARI
model on real-world basketball trajectories. In summary, our contributions include:
• We discover pathological cases of neural relational inference [26] (NRI) which relate to the
length of the output trajectories.
• We generalize static relational inference to dynamic setting and develop an extension of NRI
to handle time-varying interactions.
• We demonstrate the effectiveness our method on both the simulated physics dynamics and
real-world basketball game play datasets.
2 Related work
Deep sequence models The rise of deep learning has led to development in both deterministic
sequence models [47, 1, 44, 31] and stochastic sequence models [9, 10, 29, 37, 8, 19, 48]. For
stochastic models, there are roughly three types of framework: GAN [12], VAE [25], and normalizing
flow [24]. GAN-like models, [48] combine adversarial training and a supervised learning objective for
time series forecasting. [34] propose a non-autoregressive model for sequence generation. Compared
with GAN, VAE-type models can provide explicit inference and are preferable for our purpose.
For instance, [9] introduces stochastic layers in recurrent neural networks to model speech and
hand-writing. [37] parameterizes a linear state-space model for probabilistic time series forecasting.
[8, 19] combine normalizing flows with autoregressive models. However, all existing stochastic
sequence models can only infer the temporal latent states for individual sequence rather than the
relations among them.
Relational inference Interaction-based networks or graph networks (GNs) seek to learn representa-
tions over relational data, see several recent surveys on GNs and the references therein [7, 49, 46, 13].
Unfortunately, most existing work assume the graph structure is observed while relational inference
aims to discover the latent interactions from data. For relational reasoning, earlier work [22, 11, 27]
uses probabilistic graphical model to infer the relations, but requires significant feature engineering
and the inference is computationally intensive. [39] propose to use neural networks to reason in
dynamic physical system but their model requires supervision signals. The seminal work of NRI
performs unsupervised learning for relational inference where the graph structure is estimated from
trajectories. [3] reformulates the problem in NRI as meta-learning and proposes simulated annealing
to search for graph structures. However, both [26] and [3] are limited to static relations whereas our
innovation is mainly on the dynamic relations.
Multi-agent learning Multi-agent trajectories arises frequently in reinforcement learning (RL) and
imitation learning (IL) [33, 2, 20]. Modeling agent interactions given dynamic observations from the
environment remains a central topic. In the RL setting, for example, [42] models the control policy
in a fullly cooperative multi-agent setting and applies a GN to represent the communications. [30]
models the agents coordination as a latent variable for imitation learning. [41] generalizes generative
adversarial imitation learning [18] to multi-agent setting through a shared generator. However,
these coordination models only capture the global interactions implicitly without the explicit graph
structure. [43] combines GN with a forward dynamics model to model multi-agent coordination
but also requires supervised training. [15] directly models the episodes of interaction data with
GNNs for learning multi-agent policies. Our method instantiates the multi-agent imitation learning
framework, but focuses on unsupervised reasoning about relations from trajectories. Our approach is
also applicable to dynamic modeling in model-based RL.
2
3 Dynamic Multi-Agent Relational Inference
Given a collection of multi-agent trajectories, we aim to reason about their hidden relations given
information only about their dynamics. First we describe the multi-agent relational inference problem
in its most general form. Then we consider unsupervised learning with deep generative models.
3.1 Probabilistic inference formulation
We formally describe the relational inference problem using the language of Markov games [33].
Consider a total of N agents i ∈ {1, · · · , N}, each of which has a separate state space S(i) and
action space A(i). A policy pi(i) represents a mapping from states to actions: pi(i) : S → A. At every
time step t, an agent executes an action a(i)t ∈ A(i) at state s(i)t ∈ S(i) according to its policy. A
trajectory τ = (x1, x2, · · · , xT ) is thus a sequence of state-action pairs that is sampled from such a
stochastic policy, where xt = (st, at).
Figure 1: Probabilistic graphical
model representation of dynamic
multi-agent relational inference.
Shaded nodes are observed and
unshaded nodes are latent variables.
Given a collection of multi-agent trajectories {τ (i)}Ni=1, we
aim to infer the pairwise interactions at every time step. We
can interpret the interaction as cooperative or competitive
relations that can be highly dynamic. The joint distribution
of multi-agent trajectories under the policy pi := {pi(i)}Ni=1
can be written as:
ppi(τ
(1), · · · , τ (N)) =
T∏
t=1
p(xt+1|xt, · · · ,x1) (1)
where p(xt+1|xt, · · · ,x1) represents the underlying dy-
namics and the policy. We use the bold form xt :=
(x
(1)
t , · · · , x(N)t ) to denote the concatenation of all agents
observations.
In relational inference, we introduce latent variables z(ij)t to
denote the interactions between agent i and j at time t. To make the problem tractable, we restrict
z
(ij)
t to be categorical, representing discrete interactions such as coordination or competition. We
assume the dynamics model can be decomposed into the individual dynamics, in conjunction with the
pairwise interaction. This substantially reduces the dimensionality of the distribution and simplifies
learning. Therefore, we can rewrite the transition probability as:
p(xt+1|xt, · · · ,x1) ≈
∫
z
N∏
i=1
p(x
(i)
t+1|x(i)t )
N∏
i=1
N∏
j=1,j 6=i
p(z
(ij)
t |x(i)t , x(j)t )dz (2)
Here each p(x(i)t+1|x(i)t ) captures the dynamics of individual agent. The distribution p(z(ij)t |x(i)t , x(j)t )
expresses the latent relations between a pair of agents. Figure 1 visualizes the graphical model
representation for three agents. The shaded nodes represent observed variables and the unshaded
nodes are latent variables.
3.2 Neural relational inference
In Neural Relational Inference (NRI) [26], the relations are assumed to be static, that is z(ij)1 · · · = z(ij)t
for all time steps t. NRI uses a variational auto-encoder (VAE) framework with a GNN encoder and
decoder. The encoder is a graph neural network that takes an embedding of multi-agent trajectories
and encodes them into hidden representations. For each pair of agents, the encoder generates a
distribution over possible relations, which are then reparametrized using the Gumbel softmax to
obtain the interaction graph. The decoder propagates the hidden representations given the interaction
graph to generate future predictions in an auto-regressive fashion.
Pathological cases of NRI It is known that latent variable models suffer from the problem of
identifiability [28], which means certain parameters, in principle, cannot be estimated consistently.
Even though identification is not statistical inference in a strict sense, it can cause difficulty in learning
the correct relations. Therefore, we question the learning setup of NRI and ask: whether neural
relational inference is always possible.
3
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Abstract
Interacting systems are prevalent in nature, from
dynamical systems in physics to complex societal
dynamics. The interplay of components can give
rise to complex behavior, which can often be ex-
plained using a simple model of the system’s con-
stituent parts. In this work, we introduce the neu-
ral relational inference (NRI) model: an unsuper-
vised model that learns to infer interactions while
simultaneously learning the dynamics purely from
observational data. Our model takes the form of
a variational auto-encoder, in which the latent
code represents the underlying interaction graph
and the reconstruction is based on graph neural
networks. In experiments on simulated physical
systems, we show that our NRI model can ac-
curately recover ground-truth interactions in an
unsupervised manner. We further demonstrate
that we can find an interpretable structure and pre-
dict complex dynamics in real motion capture and
sports tracking data.
1. Introduction
A wide range of dynamical systems in physics, biology,
sports, and other areas can be seen as groups of interacting
components, giving rise to complex dynamics at the level of
individual constituents and in the system as a whole. Mod-
eling these type of dynamics is challenging: often, we only
have access to individual trajectories, without knowledge of
the underlying interactions or dynamical model.
As a motivating example, let us take the movement of bas-
ketball players on the court. It is clear that the dynamics
of a single basketball player are influenced by the other
players, and observing these dynamics as a human, we are
*Equal contribution 1University of Amsterdam, Amsterdam,
The Netherlands 2University of Toronto, Toronto, Canada 3Vector
Institute, Toronto, Canada 4Canadian Institute for Advanced Re-
search, Toronto, Canada. Correspondence to: Thomas Kipf
<t.n.kipf@uva.nl>.
Proceedings of the 35 th International Conference on Machine
Learning, Stockholm, Sweden, PMLR 80, 2018. Copyright 2018
by the author(s).
Observed dynamics Interaction graph
Figure 1. Physical simulation of 2D particles coupled by invisible
springs (left) according to a latent interaction graph (right). In this
example, solid lines between two particle nodes denote connections
via springs whereas dashed lines denote the absence of a coupling.
In general, multiple, directed edge types – each with a different
associated relation – are possible.
able to reason about the different types of interactions that
might arise, e.g. defending a player or setting a screen for a
teammate. It might be feasible, though tedious, to manually
annotate certain interactions given a task of interest. It is
more promising to learn the underlying interactions, perhaps
shared across many tasks, in an unsupervised fashion.
Recently there has been a considerable amount of work
on learning the dynamical model of interacting systems
using implicit interaction models (Sukhbaatar et al., 2016;
Guttenberg et al., 2016; Santoro et al., 2017; Watters et al.,
2017; Hoshen, 2017; van Steenkiste et al., 2018). These
models can be seen as graph neural networks (GNNs) that
send messages over the fully-connected graph, where the
interactions are modeled implicitly by the message passing
function (Sukhbaatar et al., 2016; Guttenberg et al., 2016;
Santoro et al., 2017; Watters et al., 2017) or with the help
of an attention mechanism (Hoshen, 2017; van Steenkiste
et al., 2018).
In this work, we address the problem of inferring an explicit
interaction structure while simultaneously learning the dy-
namical model of the interacting system in an unsupervised
way. Our neural relational inference (NRI) model learns the
dynamics with a GNN over a discrete latent graph, and we
perform inference over these latent variables. The inferred
edge types correspond to a clustering of the interactions.
Using a probabilistic model allows us to incorporate prior
beliefs about the graph structure, such as sparsity, in a prin-
cipled manner.
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Figure 2: Inferring interaction graph
from trajectories ith neural relational
inferenc . Picture tak n from [26]
To answer this question, we use the interacting particles
simulation in NRI. As shown in Figure 2, given trajecto-
ries of 5 particles connected by springs, we aim to learn
the dynamics and interactions by inferring the underlying
interaction graph. As the interactions are known (springs),
we report the accuracy of unsupervised interaction discov-
ery compare with ground truth. All the experiments follow
the exact same setting as NRI and the decoder is trained
using teacher forcing [45]. Note that the target interaction
graph here is static.
We evaluate the relational inference performance of NRI
in a variety of scenarios by varying the length of input and
output trajectories. Specifically, each sample sequence consists of trajectories from 5 particles of
50 time s eps. Table 1 summarizes the unsupervised relational inference accuracy with different
combination of trajectory length in encoder nd decoder. We can see that the inference accuracy
decreases significantly with shorter outputs. This phenomena is consistent across different input
lengths. For relational inference with 40 time step encoding and 10 step decoding, the accuracy drops
to as low as 53%, which signals that NRI is incapable of learning the interaction graph correctly.
Table 1: Inference accuracy (%) of NRI trained with different input/output trajectory lengths. Note
that the performance deteriorates significantly when the output length decreases.
Output Trajectory length
Input length 10 20 30 40 50
40 53.4± 0.4 64.2± 0.2 83.5± 0.1 98.4± 0.1 99.9± 0.0
50 54.2± 0.3 66.8± 0.5 85.6± 0.1 98.6± 0.0 99.9± 0.0
The pathological cases for NRI highlight the importance of having long output sequences for relational
inference: without sufficient time steps in the output sequences to decode, NRI can fail miserably.
This phenomena poses a great barrier to more general dynamic relational inference. In particular, we
consider the scenario where the interaction can appear and disappear. An edge may change in the
interaction graph only after a short period of time. There may not exist long enough output sequences
to properly learn the interactions. With this in mind, we describe our ext nsion of the NRI model to
the dynamic relational inference problem.
3.3 Dynamic Multiagent Relational Inference (DYARI)
NRI assumes the interaction graph is static, which is rather restrictive for practical applications. We
propose Dynamic multi-Agent Relational Inference (DYARI), to capture dynamic relations.
Generation model Given the latent interaction variables, the generative model assumes the predic-
tion at each time step follows a Gaussian distribution:
p(x
(i)
t+1|z(ij)t ) = N (x(i)t+1|h(i)t+1, σ2xI) (3)
hit+1 = fgnn+rnn(
∑
j 6=i
∑
k z
(ij)
t (k)u(k); θ), u(k) = f
k
mlp(h
(ij)
t ) (4)
where x(i)t+1 is reparameterized using a Gaussian distribution with mean h
(i)
t+1 and standard deviation
σ2x. The hidden states h
(i)
t+1 of agent i is computed by aggregating the hidden states of all other agents.
The latent variable z(ij)t is categorical where we use the index k to indicate the k-th binary entry. To
generate long-term predictions using the model in Eqn. (4), we can also incorporate the predictions
from the previous time step: hit+1 = fdec(
∑
j 6=i z
(ij)
t h
(ij)
t , x
i
t; θ)
Inference model We assume discrete interactions such as coordination or competition, hence z(ij)t
follows a categorical distribution. Using the standard formulation of VAE, we can write down the
inference model as follows:
qφ(z
(ij)
t |x(i)t , x(j)t ) = Cat(hijt ), h(ij)t = fenc(h(i)t , h(j)t ;φ) (5)
4
…Encoder
Trajectory Encoding
Interaction Encoding
…
Relational Inference
Gumbel 
Softmax
Decoder
Pooling layer
Interpolate layer
Residual blocks
Conv1d
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Concat layer
Figure 3: Visualization of the DYARI model. It infers pairwise relations at different time steps given
trajectories. The bottom diagram shows the details of the encoder and the decoder is the same as NRI.
where Cat(·) is the categorical distribution. Using the Gumbel-Max trick [21], we can reparameterize
the categorical distribution as: z(ij)t = Softmax(h
(ij)
t + g
(ij)
t ). Here h
(ij)
t is the mean vector of the
interactions and g(ij)t is a random Gumbel vector. The encoder fenc infer the interactions based on
the hidden states. To model the dynamics, we assume the hidden states of agent i at the next time
step hit+1 is a function of the interactions from all the other agents. The hidden states are propagated
using the following equations:
h
(i)
t = fgnn(
∑
j 6=i
h
(ij)
t , x
(i)
t ), h
(j)
t = fgnn(
∑
i6=j
h
(ij)
t , x
(j)
t ), fcnn(h
(i)
1 , · · · , h(i)t ) (6)
This is analogous to message passing in a graph where the node state is updated as an aggregation of
messages from its neighbours. Note that a key difference between the model in Eqn. (4) and (5) and
NRI is that the latent variable z(ij)t is time-dependent, capturing dynamic interactions. We can train
the generative model by maximizing the ELBO.
Model architecture We use the same decoder architecture as in NRI. For encoder, we propose
several modifications to make it compatible with dynamic relation inference. Specifically, we adopt a
temporal CNN architecture as it is well suited to extract rich dynamic features from sub-sequences,
which is crucial for our task. Figure 3 visualizes the overall pipeline of our model which encodes
multi-agent trajectories into interactions encoding. Based on the interactions encoding, the model
infers the dynamic relations and reconstructs the sequences as a decoding process. The bottom cut-out
diagram shows the architecture of our modified encoder. In particular, we use an architecture similar
to ResNet [17] to increase its expressive capacity. The encoder of DYARI consists of several residual
blocks to extract sub-sequences representations at multiple resolutions, and we use interpolation
layers to reshape the hidden representations to the desired prediction length.
4 Experiments
In this section, we conduct extensive experiments on the simulated physics system to validate the
performance of our method. We further apply the DYARI model to a real-world competitive basketball
trajectory dataset for unsupervised learning of hidden interactions.
4.1 Physics Simulations
The majority of our experiments is conducted using the simulation environment of particles connected
by springs (Spring) Dataset [26]. This is ideal for model verification and ablative study because the
ground truth interactions are known. By working with various simulation settings, we can diagnose
the complexity of the dynamical system and obtain quantitative measures for model performance.
5
dynamic period
inference period
z(i,j)t
̂z(i,j)t
Figure 4: Left: example trajectories of two particles. There
are two state changes in the example (corresponding to 0→
1 → 0). The trajectories start from the end with lighter
color and gradually become darker. Right: visualization of
dynamic period in black and inference period in red.
Dataset Generation Specifically,
the Spring dataset simulates move-
ments of a group of particles in a
box. A spring connects each pair
of particles with certain probability.
Formally, let z(i,j)t be the binary
random variable which indicates
whether there is a spring between
particle i, j at time t.
To simulate the dynamic inference
setting, we generate the trajectories
using z(i,j)t that changes over time.
To simplify the problem, we assume
the change to be periodic and define
the number of time steps between the
change of interactions as dynamic period, denoted by a. For binary interactions, we have
z
(i,j)
t+a = ¬z(i,j)t . The smaller the dynamic period is, the more dynamic the system interactions
become, hence more difficult to perform inference. Figure 4 left plot visualizes sample trajectories
of two particles with a spring appears and disappears. Notice that the two particle trajectories start as
straight lines and bend in the middle due to the force of the spring, and go back to straight lines after
the removal of the spring.
Experimental Setup We simulate 5 particles trajectories with 50k training sequence, 10k validation
and testing sequences, each of length 40. At every time step t, we infer a different z(i,j)t to capture
the dynamic relations among particles using our proposed encoder architecture. We assume pθ(z) to
be a uniform distribution and use ELBO as the optimization objective:
LELBO = E[log pθ(x|z)]− βdKL[qφ(z|x)||pθ(z)]] (7)
= −
∑
i
T∑
t=1
(µˆit − xit)2
2σ2
+ β
∑
i,j
T∑
t=1
H(qφ(z
(i,j)
t |x)) + constant
where β is applied to control the scale of two parts of the losses. Unless noted explicitly, all the
models are trained using the Adam [23] optimizer with learning rate 0.0005, weight decay 0.0001
for 300 epochs by default.
In practice, we do not know the dynamic period of the trajectories beforehand. Therefore, how often
we infer the interactions reflects our inductive bias of the relational dynamics: rare predictions would
miss the interaction changes while predicting too frequently could introduce more latent variables and
complicate the inference. To investigate this trade-off, we define inference period for the number of
time steps between two predictions zˆ(i,j)t , as shown in Figure 4 right plot.
4.1.1 Inference model architecture comparison
We compare the performance of different model architectures. NRI is designed to infer a static graph,
and we use DYARI to perform dynamic relational inference. We compare two variations of our model:
DYARI-S for the simple model and DYARI-C for a more complex architecture. DYARI-C has more
skip connections in the residual blocks, which also means it has around twice as many parameters
as DYARI-S. All the models are trained to predict the sequence in an auto-regressive fashion: the
prediction of current time step is fed as the input to the next time step.
We first vary the dynamic period from 40 to 5 to simulate different dynamics with increasing frequency.
The inference period is set to be the same as the dynamic period. All decoding sequences are of
length 40. The quantitative results of trajectory prediction mean square error (MSE) and interaction
inference accuracy are presented in the Table. 2.
We can see that all methods can achieve almost perfect reconstruction of the trajectories with very low
MSE. However, NRI is incapable of learning dynamic interactions while ours succeeds. By increasing
the model capacity, DYARI is able to reach higher accuracy. Thus one of effective way to learn the
dynamic relations is to increase model capacity. However, when the dynamic period is small (5),
increasing model capacity does not help with the dynamic relational inference even with very small
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Table 2: Qualitative results for different encoder. Accuracy improves by increasing the model capacity.
In the training, The inference period of the two DYARI match with the dynamic period.
MSE Accuracy
Dynamic Period 40(static) 20 10 5 40(static) 20 10 5
NRI(learned) 2.7e-5 9.2e-5 5.9e-5 2.5e-6 0.99 0.51 0.50 0.50
DYARI-S 2.6e-5 7.3e-5 5.7e-5 2.6e-6 0.99 0.83 0.55 0.51
DYARI-C 2.6e-5 4.1e-5 1.2e-5 2.1e-6 0.99 0.92 0.87 0.53
Figure 5: Sampled learning curve of DYARI-C for different learning schemes in decoder. The
inference period matches the dynamic period for the training. hybrid scheme refers to train with
teacher forcing at the beginning 30 time steps and auto-regressive in the later 10 time steps.
reconstruction error. It suggests that neural relational inference methods are still limited in learning
the correct interactions with frequent changes in the dynamics.
4.1.2 Trade-off in dynamic and inference period
Table 3: Inference accuracy for different dynamic periods
and inference periods with DYARI-C. When the inference
period matches the dynamic period, the relation inference
accuracy is the best.
Dynamic Period 40 20 10 5
Inference
Period
40(static) 0.99 0.50 0.50 0.50
20 0.95 0.92 0.50 0.50
10 0.62 0.70 0.87 0.50
5 0.58 0.60 0.55 0.53
There exists a nuanced trade-off between
dynamics period and inference period:
rare predictions would miss the interac-
tion changes (low accuracy) while pre-
dicting too frequently could introduce
more latent variables (high stochasticity).
To demonstrate this trade-off, we repeat
the experiments by varying both the dy-
namic period and inference period from
40 to 5 time steps.
In Table 3, we observe that dynamic re-
lational inference reaches the highest ac-
curacy when the inference period perfectly matches the dynamic period. However, if the inference
period is smaller than the dynamic period, the model fails to learn the correct hidden relations. If
the inference period is larger than the dynamic period, the model is still able to make reasonable
predictions but suffers from low accuracy.
We identify three key observations for dynamic relational inference (1) When the dynamic period
decreases, the system dynamics become more complex and hence the performance deteriorates; (2)
To obtain the best performances, it is desirable to have matching periods for the underlying dynamics
and the inference algorithm. But this is difficulty as the dynamic period is unknown in most cases;
(3) Simply decreasing the inference period is also not enough. When the inference period is very
small, the stochasticity introduced by the inference task also affects the predictions.
4.1.3 Decoder training scheme
A fundamental challenge in sequence prediction is covariate shift [6] – a mismatch between distribu-
tion in training and testing – due to sequential dependency. Common solutions to mitigate covariate
shift include teacher forcing [45] and scheduled sampling [5]. However, all these work are focused
the prediction of observed sequence while our sequence predictions are on the latent variables. It is
not evident that covariate shift exists in this setting. We demonstrate the empirical evidence for the
effect of different training schemes on the accuracy of relational inference.
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Figure 6: Visualization of the basketball players trajectories with inference period = 10. The top row
visualizes the inferred dynamic interactions from the same team (coordination) and the bottom row
visualizes the inferred interactions from different teams (competition). Different columns represent
different time steps. (Additional inferred relations visualized in the Appendix.)
We found that one significant factor that affects dynamic relations learning is using teacher forcing.
Figure. 5 summarizes the difference in learning curve between using teacher forcing and auto-
regressive for different dynamic periods. We also include a combined scheme (hybrid): the first 30
time-steps are trained with teacher forcing and then auto-regressive is used in the last 10 time-steps.
We observe that while teacher forcing converges faster, it also leads to lower accuracy. Such an
observation is consistent across different dynamic periods.
4.2 Real-World Basketball Data Experiments
We apply DYARI to a real world basketball trajectory dataset. The basketball dataset contains
trajectories for 10 players in a game, which include 50,000 training samples, 10,000 validations
samples and 10,000 test samples. Since the ground-truth of the interactions are unknown, we report
the MSE loss and negative ELBO as in-direct measures for the relational inference performance. We
set the number of interaction types to be 2 to represent coordination and competition. All the data are
normalized into range [0, 1] and trained with auto-regressive. The model is trained with batch size 64
and the same training strategy used in the physics simulation experiments.
Inference Period 40 20 10 5
MSE
NRI 2.3e-3 - - -
DYARI-S 2.1e-3 1.3e-3 8.9e-4 7.8e-4
DYARI-C 2.2e-3 8.4e-4 7.5e-4 6.4e-4
NELBO
NRI 13.71 - - -
DYARI-S 11.98 8.21 7.02 4.77
DYARI-C 12.65 6.16 4.38 3.67
Table 4: MSE loss and negative ELBO on basketball dataset.
All the models are trained with auto-regressive.
MSE and negative ELBO values are
reported in Table. 4. With smaller
inference period, we observe lower
MSE loss and negative ELBO. In-
tuitively, the interactions in the real
world may change constantly, thus it
would be helpful to use smaller infer-
ence period to model such dynamics.
Fig. 7 visualizes a sample trajectory
of 10 basketball players with inferred
relations from DYARI-C over differ-
ent time steps. We separate coordination and competition interactions in different rows. We can see
clear attentions drawn to specific players through out the play.
5 Conclusion
We investigate neural relational inference (NRI) for unsupervised learning of dynamic interaction
in multi-agent trajectories. We discover pathological cases where NRI can fail when the trajectories
do not have enough length to decode. We further generalize NRI to infer dynamic interactions,
leading to a novel deep generative model: Dynamic multi-Agent Relational Inference (DYARI). We
perform extensive experiments to study the performance of DYARI in handling dynamic relations.
We demonstrate the effectiveness of our model using simulated physics systems and a real-world
multi-agent basketball trajectories dataset.
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Broader Impact
Coordination, cooperation and competition are ubiquitous in both the physical and natural human
world. From a group of interacting particles to a team of basketball players coordinating in a game,
the scale and scope of multi-agent relations is fundamental to the structures and dynamics of a wide
range of systems. However, reasoning about the hidden multi-agent relations given observations only
from their motion is a fundamental challenge for multi-agent learning. At the core of this challenge is
the inherent ambiguity of the relations as they are often dynamic. Our research cuts into the core of
multi-agent learning, unfolding the limitations of existing neural inference solutions, and generalizing
to capture dynamic relations. Our research shed lights on the socially aware AI systems to learn
the cooperation patterns of human partners. The potential risk is the mis-use of our technology for
disruptive military purposes to infer enemy and alliances relations.
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Figure 7: Visualization of the basketball players trajectories with inference period = 10. The top row
visualizes the inferred interactions from the same team (coordination) and the bottom row visualizes
the inferred interactions from different teams (competition). Different columns represent different
time steps.
Appendix
6 Visualization of the other edge type in the Basketball Dataset
In Sec 4.2, we visualized one of the two inferred edge types. And the other edge type is visualized here. Notice
that the first edge type captures focus on the rightmost red player while the second edge type captures focus on
the leftmost red player.
7 Model Details
In this section, we include some details about the model implementation, especially the encoder part. Our
encoder is analogical to common CNNs [17] used in the field of image recognition, where the task can be
abstracted to be a classification problem on 1D dimension. Meanwhile, inspired by [50], we add additional 2
global feature extractors to combine the whole-sequence (global) features and the sub-sequence (local) features.
for DYARI-C, Each residual block shown in Fig. 3 consists of 4 skip connections structure and for DYARI-s,
each residual block contains 2 skip connections.
8 Dataset Details
Particle dataset details In general, we use the same pre-processing in NRI. Each raw simulated trajectory
has length of 5000 and we sample with frequency of 100 so that each sample has length of 50 in our dataset.
Correspondingly, the value of dynamic period/inference period matches the length of sample in our dataset. For
instance, dynamic period = 10 means that the in the raw trajectory, the state of a node changes every 1000 time
steps. In addition, The value of trajectories are all normalized to range of [0, 1] and the evaluation is done on the
same range as well.
Basketball dataset details The basketball dataset consists of trajectory from 30 teams. The raw trajectory
is captured with frequency of 25 ms. For our experiment, we sample the trajectory with frequency of 50 ms for
more evident change of coordinates of players. Meanwhile, the values of the trajectories are normalized to range
[0,1] as well and inference period matches the length of sample as well. For instance, inference period = 10
means that our model produce prediction every 500 ms.
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