Recently, a radar data quality control algorithm has been devised to discriminate between 5 weather echoes and echoes due to non-meteorological contaminants such as bioscatter, instru-6 ment artifacts and ground clutter (Lakshmanan et al. 2013) using the values of polarimetric 7 moments at and around a range gate. Because the algorithm was created in a data-driven 8 manner, statistical methods can be employed to examine the importance of the different vari-9 ables in the context of discriminating between weather and no-weather echoes. The same 10 statistical framework can be used to study the impact of calibration errors in variables such 11 as Zdr. Among the variables studied for their impact on the quality control of radar data, 12 the most important were the variance of Zdr, the reflectivity structure of the virtual volume 13 scan and the range derivative of PhiDP (Kdp). Effects of Zdr calibration errors were found 14 to be negligible. 
than 3 km and elevation angle greater than 1 o are preclassified as being meteorological. For 80 the purpose of the study described in this paper, no other preclassification was carried out.
81
The set of computed features at a range gate are presented to a neural network whose 82 architecture is such that the probability that a range gate has meteorological echo, hereafter 83 termed the "pixelwise probability" is computed from the features, x i s, using:
85
where S is the sigmoid or logistic function S(x) = 1/(1 + e −x ) and tanh is the hyperbolic Table 1 (this table is either retained or censored depending on whether the average probability of precipitation is 93 greater than or less than 0.5. vi. Height of 0 dBZ ("htgood") and of -14 dBZ ("height")
129
Because the simple classifier is defined as the number of criteria met where the first criterion 130 is that RhoHV is greater than 0.9, the second that |Zdr| is less than 2.3 dB and the third that 131 the reflectivity is greater than 3 dBZ, the high correlation between the simple classifier and have high values of both these variables and shallow systems have low values of both of them.
136
The fact that the values are closely related seems to imply that any one of these features 137 might be enough. On the other hand, it might simply be the case that the high correlation bioscatter (where both are high) and of precipitation (where both are low). Again, perhaps 141 using just one of the variables carries enough information that the other is redundant.
142
Using PCA ranking to assess variable importance suffers from non-specificity. It is pos-143 sible to determine which variables contribute the most to the information content of the 144 dataset, but not to determine whether the information content of those variables is relevant 145 to a particular problem. For example, knowing that "zdrvar" ranks highly in terms of PCA
146
does not signify whether that variable contributes to the discrimination of weather echoes 147 from non-weather ones. After all, adding a column of white noise will result in a column 148 that contributes heavily to the variance of a dataset while not contributing at all to any-149 thing meaningful. The correlation and relationship between variables that is shown in the 150 correlogram of Figure 1 is useful, however, to determine how unique a particular variable is.
One way to assess variable relevance to a classification problem is to examine the class-
153
conditional distributions P (X = x|Y = y) where X is the variable in question and Y the 154 labels (weather or no-weather) associated with the pixel that the X value corresponds to.
155
If P (X = x|Y = 0) and P (X = x|Y = 1) are extremely similar, then the variable does not 156 possess any discrimination power by itself. Note that because we are not considering pairs 157 of variables, looking at the class-conditional distributions of the variable does not provide 158 information on whether a combination of variables possesses high discrimination skill.
159
To measure the divergence between two probability distributions, one can use the sym- 
163
When the two probability distributions are identical over the full range of x, it is easy to 164 see that J i = 0, whereas if the distributions are fully divergent, the measure tends towards 165 infinity.
166
The probabilities were approximated by computing class-conditional histograms of the 
173
(2013)) are highly relevant to the problem of discriminating between weather and no-weather 174 echoes. As will be seen later in the paper, though, these variables are not the most important.
175
To understand the difference between variable relevance and variable importance, it might 176 help to note that because the J-measure is a measure of how separate the probability distri- Given that the neural network is optimized from the training dataset, the importance example, rather than using Zdr and |Zdr|, it might be better to employ |Zdr| and sign(Zdr) as the two input variables.
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At the other end of the scale, the most important variables all have to do with the virtual 231 volume of reflectivity: dbz3km, height of 0 dBZ ("htgood") and height of -14 dBZ ("height") 232 turn out to be the three most important variables. Because the training dataset consists of 233 range gates remaining after preclassifying echoes with dbz3km above 11 dBZ to be good, the 234 importance of dbz3km is being understated here. The most important polarimetric variables 235 are Kdp and the variance of Zdr.
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The fact that the zdrvar is more important than rhohvvar (with which it is highly corre- The variables ranked by order of importance as assessed by the permutation test is shown by the speed at which one can permute features within a training dataset and evaluate its 261 skill -the graph in Figure 5 was created in about an hour. Thus, the permutation method 262 is an accurate, computationally efficient way to study variable importance. greatest loss in skill carries the k + 1th rank.
272
If one has N variables, then this process requires that N (N + 1)/2 permutations be carried 273 out.
274
The most important variable was obtained by permuting all the columns one-by-one and 275 finding the one that resulted in the greatest loss in skill (see Figure 5) . We obtained the The variable importance framework described above may be used to explore the sensi- shown in Figure 7 . 
348
The impact of improving the Kdp computation is shown in Figure 8 . The HSS, at 0.74,
349
is approximately the same as the HSS achieved with a simple range derivative of PhiDP.
350
Counterintuitively, a smoother Kdp calculation leads to the Kdp variable becoming much less high-importance inputs and where only one variable of highly correlated pairs were retained.
363
The new set of input features at each range gate were: (1) 
where σ 2 is the variance, ρ hv is RhoHV, M the number of radar samples in a dwell time period 399 and σ vn the normalized spectrum width given by 4W T /λ where W is the spectrum width,
400
T the dwell time and λ the radar wavelength. However, the equation above is valid only in 401 areas of high signal-to-noise (SNR) and the relationship holds only in homogeneous media.
402
If the medium is not statistically homogeneous (e.g., in the presence of ground clutter), Zdr algorithm, but the fringes of the storm, any outflow boundaries and nearby insects are not.
429
In these areas of weaker signal, RhoHV has a known tendency to be biased upward due to 
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While not the main focus of this paper, it was realized that the variable importance 479 framework introduced in this paper can be used to study the impact of Zdr calibration weather/no-weather echo discrimination was found to be relatively negligible. Less important variables were pruned and a neural network trained on a re-575 duced feature set. The resulting neural network has a slightly worse perfor- 
