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Abstract
In this work, the semi-inverse method has been used to derive the
Lagrangian of the Korteweg-de Vries (KdV) equation. Then, the time
operator of the Lagrangian of the KdV equation has been transformed
into fractional domain in terms of the left-Riemann-Liouville fractional
differential operator. The variational of the functional of this Lagrangian
leads neatly to Euler-Lagrange equation. Via Agrawal’s method, one can
easily derive the time-fractional KdV equation from this Euler-Lagrange
equation. Remarkably, the time-fractional term in the resulting KdV
equation is obtained in Riesz fractional derivative in a direct manner. As a
second step, the derived time-fractional KdV equation is solved using He’s
variational-iteration method. The calculations are carried out using initial
condition depends on the nonlinear and dispersion coefficients of the KdV
equation. We remark that more pronounced effects and deeper insight into
the formation and properties of the resulting solitary wave by additionally
considering the fractional order derivative beside the nonlinearity and
dispersion terms.
Keywords : Riemann-Liouvulle fractional differential operator; Euler-
Lagrange equation; Riesz fractional derivative; fractional KdV equa-
tion; He’s variational-iteration method; solitary wave.
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1 Introduction
Most methods of classical mechanics deal with conservative systems, while al-
most of the processes observed in the physical real world are non-conservative.
So, if the Lagrangian of the system is constructed using fractional derivatives,
the resulting equations of motion can be non-conservative [1, 2]. Therefore in
many cases, the real physical processes could be modeled in a realable manner
using fractional differential equations rather integer-order equations [3]. Bate-
man [4] used a Lagrangian, which leaded to an Euler-Lagrange equation that is,
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in some sense, equivalent to the desired equation of motion. As a further step,
Riewe [1, 2] formulated a version of the Euler-Lagrange equation for problems
of calculus of variation with fractional derivatives. Recently, further studies
concerning the fractional Euler-Lagrange equations can be found in the works
of Agrawal and coworkers [5-8], Baleanu and coworkers [9-15], Tarasov and Za-
slavsky [16, 17] and others [18-22].
In last decades, much interest was devoted to apply fractional calculus to al-
most every field of science, engineering and mathematics [5-22]. The awareness
of the importance of this type of equation has grown continuously include for vis-
coelasticity and rheology, image processing, mechanics, mechatronics, physics,
and control theory, see for instance [23-25].
On the other hand, the Korteweg-de Vries (KdV) equation has been used to
describe a wide range of physics phenomena as a model for the evolution and
interaction of nonlinear waves. It was first derived as an evolution equation that
governing a one dimensional, small amplitude, long surface gravity waves prop-
agating in a shallow channel of water [26]. Subsequently the KdV equation has
arisen in a number of other physical contexts as collision-free hydro-magnetic
waves, stratified internal waves, ion-acoustic waves, plasma physics, lattice dy-
namics, etc [27]. Certain theoretical physics phenomena in the quantum me-
chanics domain are explained by means of a KdV model. It is used in fluid
dynamics, aerodynamics, and continuum mechanics as a model for shock wave
formation, solitons, turbulence, boundary layer behavior, and mass transport.
All of the physical phenomena may be considered as non-conservative, so they
can be described using fractional differential equations. Therefore, in this work,
our motive mainly devoted to formulate a time-fractional KdV equation version
using the Euler-Lagrange equation via what is called variational method [5-7].
It was mention that several methods have been used to solve fractional dif-
ferential equations such as for example: Laplace transformation method [28,
29], Fourier transformation method [28, 29], the iteration method [30], and the
operational method [31]. However, most of these methods are suitable for spe-
cial types of fractional differential equations, namely the linear with constant
coefficients. However, recently there are some papers deal with the existence
and multiplicity of solution of nonlinear fractional differential equation using
techniques of nonlinear analysis such as fixed-point theorems, Leray–Shauder
theory, Adomian decomposition method and variational-iteration method [32-
38]. In this paper, the obtained fractional KdV equation will be solved using
the variational-iteration method (VIM), firstly used by He [39-41]. In addition,
we will give the estimates of the role of fractional derivative to the nonlinear
and dispersion terms in the fractional KdV equation.
This paper is organized as follows: Section 2 is devoted to describe the
formulation of the time-fractional KdV (TFKdV) equation using the variational
Euler-Lagrange method. In section 3, the resultant TFKdV equation is solved
approximately using VIM. Section 4 contains the results and discussion of this
work.
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2 The time-fractional KdV equation
The regular KdV equation in (1+1) dimensions is given by [26]
∂
∂t
u(x, t) +A u(x, t)
∂
∂x
u(x, t) +B
∂3
∂x3
u(x, t) = 0, (1)
where u(x, t) is a field variable, x ∈ R is a space coordinate in the propagation
direction of the field and t ∈ T (= [0, T0]) is the time variable and A and B are
known coefficients.
Using a potential function v(x, t), where u(x, t) = vx(x, t), gives the potential
equation of the regular KdV equation (1) in the form
vxt(x, t) +A vx(x, t)vxx(x, t) +B vxxxx(x, t) = 0, (2)
The subscripts denote the partial differentiation of the function with respect to
the parameter. The Lagrangian of this regular KdV equation (1) can be defined
using the semi-inverse method [42, 43] as follows:
The functional of the potential equation (2) can be represented by
J(v) =
∫
R
dx
∫
T
dt{v(x, t)[c1vxt(x, t) + c2Avx(x, t)vxx(x, t) + c3Bvxxxx(x, t)]},
(3)
where c1, c2 and c3 are constants to be determined. Integrating by parts and
taking vt|R = vx|R = vx|T = 0 lead to
J(v) =
∫
R
dx
∫
T
dt{v(x, t)[−c1vx(x, t)vt(x, t) −
1
2
c2Av
3
x(x, t) + c3Bv
2
xx(x, t)]}.
(4)
The unknown constants ci (i = 1, 2, 3) can be determined by taking the
variation of the functional (4) to make it optimal. By applying the variation
of this functional and integrating each term by parts making use the variation
optimum condition to give the following relation
2c1vxt(x, t) + 3c2Avx(x, t)vxx(x, t) + 2c3Bvxxxx(x, t) = 0. (5)
As well known, above equation (5) is equivalent to equation (2), so the
unknown constants becomes
c1 = 1/2, c2 = 1/3 and c3 = 1/2. (6)
In addition, the functional relation given by (4) yields directly the La-
grangian form of the regular KdV equation
L(vt, vx, vxx) = −
1
2
vx(x, t)vt(x, t)−
1
6
Av3x(x, t) +
1
2
Bv2xx(x, t). (7)
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Similar to this form, the Lagrangian of the time-fractional version of the
KdV equation can be written in the form
F (0D
α
t v, vx, vxx) = −
1
2
[0D
α
t v(x, t)]vx(x, t)−
1
6
Av3x(x, t) +
1
2
Bv2xx(x, t),
0 ≤ α < 1, (8)
In (8), the fractional derivative is represented in terms of the left Riemann-
Liouville fractional derivative definition [28-30]
aD
α
t f(t) =
1
Γ(k − α)
dk
dtk
[
∫ t
a
dτ (t− τ )k−α−1f(τ)], k− 1 ≤ α ≤ k, t ∈ [a, b]. (9)
Thus, the functional of the TFKdV equation will take the following form
J(v) =
∫
R
dx
∫
T
dt F (0D
α
t v, vx, vxx), (10)
where the time-fractional Lagrangian F (0D
α
t v, vx, vxx) is defined by (8).
Following Agrawal’s method [5-8], the variation of functional (10) with re-
spect to v(x, t) leads to
δJ(v) =
∫
R
dx
∫
T
dt {
∂F
∂0Dαt v
δ0D
α
t v +
∂F
∂vx
δvx +
∂F
∂vxx
δvxx}. (11)
As is well known, the fractional integration by parts is given by the rule
[28-30]
∫ b
a
dtf(t)aD
α
t g(t) =
∫ t
a
dtg(t)tD
α
b f(t), f(t), g(t) ∈ [a, b]. (12)
where tD
α
b , the right Riemann-Liouville fractional derivative defined by [30]
tD
α
b f(t) =
(−1)k
Γ(k − α)
dk
dtk
[
∫ b
t
dτ (τ−t)k−α−1f(τ)], k−1 ≤ α ≤ k, t ∈ [a, b]. (13)
Integrating the right-hand side of (11) by parts using formula (12) leads to
δJ(v) =
∫
R
dx
∫
T
dt [tD
α
T0
(
∂F
∂0Dαt v
)−
∂
∂x
(
∂F
∂vx
) +
∂2
∂x2
(
∂F
∂vxx
)]δv, (14)
noting that δv|T = δv|R = δvx|R = 0.
Optimizing this variation of the functional J(v), i. e; δJ(v) = 0, gives the
Euler-Lagrange equation for the TFKdV equation in the form
tD
α
T0
(
∂F
∂0Dαt v
)−
∂
∂x
(
∂F
∂vx
) +
∂2
∂x2
(
∂F
∂vxx
) = 0. (15)
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Substituting the Lagrangian of the TFKdV equation (8) into this Euler-
Lagrange formula (15) gives
−
1
2
tD
α
T0
vx(x, t)+
1
2
0D
α
t vx(x, t) +Avx(x, t)vxx(x, t) +Bvxxxx(x, t) = 0. (16)
Once again, substituting for the potential function, vx(x, t) = u(x, t), gives
the TFKdV equation for the state function u(x, t) in the form
1
2
[0D
α
t u(x, t)−t D
α
T0
u(x, t)] +A u(x, t) ux(x, t) +B uxxx(x, t) = 0, (17)
where the fractional derivatives 0D
α
t and tD
α
T0
are, respectively the left and
right Riemann-Liouville fractional derivatives and are defined by (9) and (13).
The TFKdV equation represented in (17) can be rewritten by the formula
1
2
R
0 D
α
t u(x, t) +A u(x, t) ux(x, t) +B uxxx(x, t) = 0, (18)
where the fractional operator R0 D
α
t is called Riesz fractional derivative and can
be represented by [28-30]
R
0 D
α
t f(t) =
1
2
[0D
α
t f(t) + (−1)
k
tD
α
T0
f(t)]
=
1
2
1
Γ(k − α)
dk
dtk
[
∫ t
a
dτ |t− τ |k−α−1f(τ )],
k − 1 < α ≤ k, t ∈ [a, b]. (19)
In this work, for the sake of completeness, we will use the variational-
iteration method (VIM) [39-41] to solve the TFKdV equation that obtained
using Euler-Lagrange variational technique.
3 Variational-Iteration Method
Variational-iteration method [39-41] has been used successfully to solve different
types of integer nonlinear differential equations, e. g; [40, 41]. Also, VIM is
used to solve linear and nonlinear fractional differential equations, e. g; [36-38].
Therefore, we extend this method to solve the TFKdV-type equation.
The basic features of the VIM outlined as follows. Considering a nonlinear
partial differential equation consists of a linear part LˆU(x, t), nonlinear part
NˆU(x, t) and a free term f(x, t) represented as
LˆU(x, t) + NˆU(x, t) = f(x, t), (20)
where Lˆ is the linear operator and Nˆ is the nonlinear operator. According to the
VIM, the (n + 1)th approximation solution of (20) can be read using iteration
correction functional as [40, 41]
Un+1(x, t) = Un(x, t)+
∫ t
0
dτλ(τ )[LˆUn(x, τ )+Nˆ U˜n(x, τ )−f(x, τ )], n ≥ 0, (21)
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where λ(τ ) is a Lagrangian multiplier and U˜n(x, τ ) is considered as a restricted
variation function [40, 41], i. e; δU˜n(x, τ ) = 0. Extreming the variation of the
correction functional (21) leads to the Lagrangian multiplier λ(τ ). The initial
iteration can be used as the solution of the linear part of (20) or the initial value
U(x, 0). As n tends to infinity, the iteration leads to the exact solution of (20),
i. e;
U(x, t) = lim
n→∞
Un(x, t). (22)
4 Time-fractional KdV equation Solution
In this section, we will explain in some details how one can use the VIM to solve
the TFKdV equation represented by (18).
Acting from left by the fractional operator R0 D
α−1
t on (18) gives us
∂
∂t
u(x, t)− R0 D
α−1
t u(x, t)|t=0
tα−2
Γ(α − 1)
+ R0 D
1−α
t [A u(x, t)
∂
∂x
u(x, t) +B
∂3
∂x3
u(x, t)] = 0,
0 ≤ α < 1, t ∈ [0, T0], (23)
Taking into account the following fractional derivative property [28-30]
R
aD
α
b [
R
aD
β
b f(t)] =
R
aD
α+β
b f(t)−
k∑
j=1
R
aD
β−j
b f(t)|t=a
(t− a)−α−j
Γ(1− α− j)
,
k − 1 ≤ β < k. (24)
Then, the iterative correction functional of equation (23) becomes
un+1(x, t) = un(x, t) +
∫ t
0
dτλ(τ ){
∂
∂τ
un(x, τ )
− R0 I
1−α
τ un(x, τ )|τ=0
τα−2
Γ(α− 1)
+ R0 D
1−α
τ [A u˜n(x, τ )
∂
∂x
u˜n(x, τ ) +B
∂3
∂x3
u˜n(x, τ )]},
n ≥ 0, (25)
where the function u˜n(x, t) is considered as a restricted variation function, i.
e; δu˜n(x, t) = 0. The extreme of the variation of (25) subject to the restricted
variation function straightforwardly gives us
δun+1(x, t) = δun(x, t) +
∫ t
0
dτλ(τ ) δ
∂
∂τ
un(x, τ )
= δun(x, t) + λ(τ ) δun(x, t)−
∫ t
0
dτ
∂
∂τ
λ(τ ) δun(x, τ ) = 0.
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This relation leads to the stationary conditions 1 + λ(t) = 0 and ∂
∂τ
λ(τ ) = 0,
which leads to the Lagrangian multiplier as λ(τ ) = −1.
Therefore, the correction functional (25) takes the following form
un+1(x, t) = un(x, t)−
∫ t
0
dτ{
∂
∂τ
un(x, τ )
− R0 I
1−α
τ un(x, τ )|τ=0
τα−2
Γ(α− 1)
+ R0 D
1−α
τ [A un(x, τ )
∂
∂x
un(x, τ ) +B
∂3
∂x3
un(x, τ )]},
n ≥ 0. (26)
As α < 1, the operator R0 D
α−1
τ reduced to integral one. It means that, one can
express the fractional operator as the Riesz fractional integral R0 I
1−α
τ [28-30]
R
0 I
α
t f(t) =
1
2
[0I
α
t f(t) + tI
α
b f(t)] =
1
2
1
Γ(α)
∫ b
a
dτ |t−τ |α−1f(τ), α > 0. (27)
Noting that 0I
α
t f(t) and tI
α
b f(t) are defined as the left and right Riemann-
Liouvulle fractional integrals, respectively
In Physics, if t denotes the time-variable, the right Riemann-Liouville frac-
tional derivative is interpreted as a future state of the process. For this reason,
the right-derivative is usually neglected in applications, when the present state
of the process does not depend on the results of the future development [5].
Therefore, the right-derivative is used equal to zero in the following calcula-
tions.
The zero order correction of the solution can be taken as the initial value of
the state variable, which is taken in this case as
u0(x, t) = u(x, 0) = A0 sec h
2(cx). (28)
where A0 and c are constants.
Substituting this zero order approximation into (27) and using the definition
of the fractional derivative (19) lead to the first order approximation as
u1(x, t) = A0 sec h
2(cx)
+2A0c sinh(cx) sec h
3(cx)[4c2B
+(A0A− 12c
2B) sec h2(cx)]
t α
Γ(α+ 1)
. (29)
Substituting this zero order approximation into (26) and using the definition
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of the fractional derivative (19) lead to the first order approximation as
u2(x, t) = A0 sec h
2(cx)
+A0c sinh(cx) sec h
3(cx)
∗[4c2B + (A0A− 12c
2B) sec h2(cx)]
tα
Γ(α+ 1)
+A0c
2 sec h2(cx)
∗[16c4B2 + 8c2B(5A0A− 63c
2B) sec h2(cx)
+(3A20A
2 − 176A0c
2AB + 168c4B2) sec h4(cx)
−
7
2
(A20A
2 − 42A0c
2AB + 360c4B2) sec h6(cx)]
t2α
Γ(2α+ 1)
+A20c
3 sinh(cx) sec h5(cx)
∗{4c2B[4c2B + 3(A0A− 14c
2B) sec h2(cx)]
+2(A20A
2 − 32A0c
2AB + 240c4B2) sec h4(cx)
−
5
2
(A20A
2 − 24A0c
2AB + 144c4B2) sec h6(cx)}
∗
Γ(2α+ 1)
[Γ(α+ 1)]2
t3α
Γ(3α+ 1)
. (30)
The higher order approximations can be calculated using the Maple or the
Mathematica package to the appropriate order where the infinite approximation
leads to the exact solution.
5 Results and Discussion
It is well-known that the nonlinear partial differential equations known as evo-
lution equations possess a special type of elementary solution. These solutions
known as solitons have the form of localized waves that conserve their proper-
ties even after interaction among them, and then act somewhat like particles.
And although the balancing scenario between nonlinearity and dispersion is one
of the most common ways for solitary waves to occur, they can also arise as a
consequence of other balancing acts. Thus our motive in this work is to study,
in some details, the effects of fractional order derivative on the structure and
propagation of the resulting solitary waves obtained from TFKdV.
In order to achieve this target, the semi-inverse method [42, 43] is used
to derive the Lagrangian of the regular KdV equation. The Lagrangian of the
TFKdV equation is then taken in a similar form with the left-Riemann-Liouville
derivative [28-30] for the time-fractional operator. This Lagrangain form is our
roadmap to find the Euler-Lagrange equation via the variational method [5-10]
that is finally applied to derive the TFKdV equation. Surprisingly, our resulting
TFKdV equation is expressed directly in terms of Riesz differential form [28-
30]. Further, the VIM suggested by He [39-41] is employed to solve the obtained
TFKdV equation.
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Actually, with the adding of the Maple, we continue our calculations till the
forth order iteration of the VIM. Therefore, our approximate calculations are
carried out concerning the solution of the TFKdV equation taking into account
the values of the coefficients of nonlinearity (A = −6) and dispersion (B = 1).
Noting that, the initial value that assumed for the solution of all cases is taken as
A0 sech
2(cx) where the amplitude A0 to be unity and the constant (c) assumed
as B/(4A) = −1/24. Because our main objective of the present paper is to
explore the effect of the fractional order derivative, therefore our solution is
calculated for some interesting values namely α = 1, 3/4, 1/2, 1/3, and 1/4.
In addition, 3-dimensional representation of the solution of the TFKdV equa-
tion with space and time for different values of the fractional order (α) is de-
picted in Fig (1). Interestingly, the solution u(x.t) is still a single soliton solution
for all values of the fractional parameter. This means that, the balancing sce-
nario between nonlinearity and dispersion is still valid. However, the structure
(amplitude and width) of the soliton has been changed.
Figure (2) gives a good impression about the change of amplitude and width
of the soliton due to the variation of the fractional power order. Remarkably,
both 2- and 3-dimensional graphs depicted the behavior of the solution u(x.t)
against the space x at time t corresponding to different values of the fractional
order α. The behavior shows that the increasing of the fractional parameter α
increasing both the height and the width of the solitary wave solution. This
means that, the fractional parameter can be used to modify the shape of the
solitary wave without change of the nonlinearity and the dispersion effects in
the medium.
Figure (3) devoted to study the relation between the amplitude of the soliton
and the fractional order α at different time values. These figures show that,
at the same time, the increasing of the fractional parameter α increases the
amplitude of the solitary wave to some value of then the amplitude decreases
with increasing of α, i. e; with values very close to unit.
These results show that the fractional order of the TFKdV equation can be
used to estimate the effect of the higher order of the dispersion of the regular
KdV equation to increase the amplitude of the soliton. Also, the results could
be modified in obvious manner if the fractional order has been applied also to
the space differentiation.
References
[1] Riewe, F.: Nonconservative Lagrangian and Hamiltonian mechanics, Phys-
ical Review E 53(2), 1890-1899 (1996).
[2] Riewe, F.: Mechanics with fractional derivatives, Physical Review E 55(3),
3581-3592 (1997).
[3] Tavazoei, M. S., Haeri, M., Describing function based methods for pre-
dicting chaos in a class of fractional order differential equations, Nonlinear
Dynamics 57(3), 363-373 (2009).
9
[4] Bateman, H.: On Dissipative Systems and Related Variational Principles,
Physical Review 38(4), 815 - 819 (1931).
[5] Agrawal, O. P.: Formulation of Euler-Lagrange equations for fractional
variational problems, J. Mathematical Analysis and Applications 272(1),
368-379 (2002).
[6] Agrawal, O. P.: A general Formulation and Solution Scheme for Fractional
Optimal Control Problems, Nonlinear Dynamics 38(4), 323-337 (2004).
[7] Agrawal, O. P.: Fractional variational calculus and the transversality con-
ditions J. Physics A: Mathematical and General 39, 10375 (2006).
[8] Agrawal, O. P.: Fractional variational calculus in terms of Riesz fractional
derivatives J. Physics A: Mathematical and Theoretical 40, 6287 (2007).
[9] Baleanu, D. and Avkar, T.: Lagrangians with linear velocities within
Riemann-Liouville fractional derivatives, Nuovo Cimento B 119, 73-79
(2004).
[10] Baleanu, D. and Muslih, S. I.: Lagrangian formulation of classical fields
within Riemann-Liouville fractional derivatives, Physica Scripta 72, 119-
123 (2005).
[11] Muslih, S. I., Baleanu, D. and Rabei, E.: Hamiltonian formulation of clas-
sical fields within Riemann-Liouville fractional derivatives, Physica Scripta
73, 436-438 (2006).
[12] Rabei, E. M., Altarazi, I. M. A., Muslih, S. I., Baleanu, D.: Fractional
WKB approximation, Nonlinear Dynamics 57(1-2), 171–175 (2009).
[13] Baleanu, D.: Fractional variational principles in action, Physica Scripta
T136, 014006 (2009).
[14] Herzallah, M. A. E., Baleanu, D.: Fractional-order Euler–Lagrange equa-
tions and formulation of Hamiltonian equations, Nonlinear Dynamics 58(1-
2), 385–391 (2009).
[15] Baleanu, D., Trujillo, J. I.: A new method of finding the fractional Euler–
Lagrange and Hamilton equations within Caputo fractional derivatives,
Communication of Nonlinear Science & Numerical Simulation 15(5), 1111–
1115 (2010).
[16] Tarasov, V. E. and Zaslavsky, G. M.: Fractional Ginzburg-Landau equation
for fractal media, Physica A: Statistical Mechanics and Its Applications 354,
249-261 (2005).
[17] Tarasov, V. E. and Zaslavsky, G. M.: Nonholonomic constraints with frac-
tional derivatives, J. Physics A: Mathematical and General 39(31), 9797-
9815 (2006).
10
[18] Heymans, N.: Fractional Calculus Description of Non-Linear Viscoelastic
Behaviour of Polymers, Nonlinear Dynamics 38(1-2), 221–231 (2004).
[19] Frederico, G. S. F., Torres, D. F. M.: Fractional conservation laws in opti-
mal control theory, Nonlinear Dynamics 53(3), 215–222 (2008).
[20] Mendes, R. V.: A fractional calculus interpretation of the fractional volatil-
ity model, Nonlinear Dynamics 55(4), 395–399 (2009).
[21] Tenreiro Machado, J. A.: Calculation of fractional derivatives of noisy data
with genetic algorithms, Nonlinear Dynamics 57(1-2), 253–260 (2009).
[22] Attari M., Haeri, M., Tavazoei, M. S.: Analysis of a fractional order Van
der Pol-like oscillator via describing function method, Nonlinear Dynamics
61(1-2), 265-274 (2010).
[23] Agrawal, O. P., Tenreiro Machado, J. A., Sabatier, J. (Guest Editors):
Special issue on “Fractional Derivatives and their Applications”, Nonlinear
Dynamics 38(4), (2004).
[24] Sabatier, J., Agrawal, O. P., Tenreiro Machado, J. A. (editors): Advances
in Fractional Calculus, Springer, Dordrecht, The Netherlands, (2007).
[25] Baleanu, D., Tenreiro Machado, J. A. (Guest Editors), Special issue on
“Fractional Differentiation and its Applications (FDA08)”, Physica Scripta
T136, (2009).
[26] Korteweg, D. J., de Vries, G.: On the change of form of long waves ad-
vancing in a rectangular canal and on a new type of long stationary waves,
Philosophical Magazine 39(5), 422 (1895).
[27] Fung, M. K.: KdV Equation as an Euler-Poincare’ Equation, Chinese J.
Physics 35(6), 789 (1997).
[28] Kilbas, A. A., Srivastava, H. M., Trujillo, J. J.: Theory and applications
of fractional differential equations, Elsevier, Amsterdam, (2006).
[29] Podlubny, I.: Fractional Differential Equations, Academic Press, San
Diego, (1999).
[30] Samko, S. G., Kilbas, A. A., Marichev, O. I.: Fractional Integrals and
Derivatives: Theory and applications, Gordon and Breach, New York,
(1998).
[31] Luchko, Y., Srivastava, H. M.: The exact solution of certain differential
equations of fractional order by using operational calculus, Computers and
Mathematics with Applications 29, 73–85 (1995).
[32] Babakhani, A., Gejji, V. D.: Existence of positive solutions of nonlinear
fractional differential equations, J. Mathematical Analysis & Applications
278, 434–442 (2003).
11
[33] Delbosco, D.: Fractional calculus and function spaces, J. Fractal Calculus
6, 45–53 (1996).
[34] Zhang, S. Q.: Existence of positive solution for some class of nonlinear
fractional differential equations, J. Mathematical Analysis & Applications
278, 136–148 (2003).
[35] Saha Ray, S., Bera, R. K.: An approximate solution of a nonlinear frac-
tional differential equation by Adomian decomposition method, Applied
Mathematics & Computation 167, 561–571 (2005).
[36] He, J-H.: Approximate analytical solution for seepage flow with fractional
derivatives in porous media, Computer Methods in Applied Mechanics &
Engineering 167, 57-68 (1998).
[37] Momani, S., Odibat, Z., Alawnah, A.: Variational iteration method for
solving the space- and time-fractional KdV equation, Numerical Methods
for Partial Differential Equations 24(1) 261-271 (2008).
[38] Molliq R, Y., Noorani, M. S. M., Hashim, I.: Variational iteration method
for fractional heat- and wave-like equations, Nonlinear Analysis: Real
World Applications 10, 1854–1869 (2009).
[39] Inokuti M., Sekine H., Mura T.: General use of the Lagrange multiplier in
non-linear mathematical physics, in: Nemat-Nasser S, editor, Variational
method in the mechanics of solids, Pergamon Press, Oxford, (1978).
[40] He, J.-H.: A new approach to nonlinear partial differential equations,
Communication Nonlinear Science & Numerical Simulation 2(4), 230-235
(1997).
[41] He, J.-H.: Variational-iteration–a kind of nonlinear analytical technique:
some examples, Int. J. Nonlinear Mechanics 34, 699 (1999).
[42] He, J.-H.: Semi-inverse method of establishing generalized variational prin-
ciples for fluid mechanics with emphasis on turbo-machinery aerodynamics,
Int. J. Turbo Jet-Engines 14(1), 23-28 (1997).
[43] He, J.-H.: Variational principles for some nonlinear partial differential
equations with variable coefficients, Chaos, Solitons & Fractals 19, 847-
851 (2004).
Figure Captions
Fig. 1: The distribution function u(x, t) as a 3-dimensions graph for different
values of the fractional order (α).
Fig. 2: The distribution function u(x, t) as a function of space x at time t
for different values of the fractional order (α): (a) 3-dimensions graph and (b)
2-dimensions graph.
Fig. 3: The amplitude of the distribution function u(0, t) as a function of
the fractional order (α) at different time values: (a) 3-dimensions graph and (b)
2-dimensions graph.
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