Multi-dimensional classification (MDC) deals with the problem where one instance is associated with multiple class variables, each of which specifies its class membership w.r.t. one specific class space. Existing approaches learn from MD-C examples by focusing on modeling dependencies among class variables, while the potential usefulness of manipulating feature space hasn't been investigated. In this paper, a first attempt towards feature manipulation for MDC is proposed which enriches the original feature space with kNNaugmented features. Specifically, simple counting statistics on the class membership of neighboring MDC examples are used to generate augmented feature vector. In this way, discriminative information from class space is encoded into the feature space to help train the multi-dimensional classification model. To validate the effectiveness of the proposed feature augmentation techniques, extensive experiments over eleven benchmark data sets as well as four state-of-the-art MDC approaches are conducted. Experimental results clearly show that, compared to the original feature space, classification performance of existing MDC approaches can be significantly improved by incorporating kNN-augmented features.
Introduction
Multi-dimensional classification aims at modeling realworld objects with rich semantics, which assumes a number of class spaces to characterize the object's semantics from different dimensions. Here, an MDC example is associated with multiple class variables with each of them specifying its class membership w.r.t. one specific class space. Specifically, the need of learning from MDC examples naturally arises in many scenarios (Theeramunkong and Lertnattee 2002; Rodríguez et al. 2012; Borchani et al. 2013; Sagarna et al. 2014; Hernández-González, Inza, and Lozano 2015; Serafino et al. 2015) . For example, the semantics of a natural scene image can be characterized from the season dimension (with possible classes spring, summer, autumn, and winter), and from the landscape dimension (with possible classes mountain, grassland, lake, etc.). For another example, the semantics of a piece of music can be characterized from the genre dimension (with possible classes rock, popular, classical, etc.) , from the instrument dimension (with possible classes piano, violin, guitar, etc.) , and from the language dimension (with possible classes English, Chinese, Spanish, etc.) .
Formally, let X = R d denote the d-dimensional input (feature) space and Y = C 1 ×C 2 ×· · ·×C q denote the output space which corresponds to the Cartesian product of q class spaces. Here, each class space C j (1 ≤ j ≤ q) consists of K j possible classes, i.e. C j = {c 
. , y iq ]
⊤ ∈ Y is the associated class vector with each component class variable y ij assuming one possible value in C j , the task of multidimensional classification is to learn a predictive function f : X → Y from D which can assign a proper class vector f (x) ∈ Y for unseen instance x.
To learn from MDC examples, an intuitive solution is to decompose the multi-dimensional classification problem into a number of independent multi-class classification problems, one per class space. Nonetheless, dependencies among class spaces are ignored in this case which would impact the generalization performance of induced predictive model. Therefore, existing MDC approaches work by modeling dependencies among class variables from different dimensions in various ways, such as capturing pairwise interactions between class variables (Arias et al. 2016) , specifying chaining order over class variables (Zaragoza et al. 2011; Read, Martino, and Luengo 2014) , assuming directed acyclic graph (DAG) structure over class variables (Bielza, Li, and Larrañaga 2011; Batal, Hong, and Hauskrecht 2013; Zhu, Liu, and Jiang 2016; Bolt and van der Gaag 2017; Benjumeda, Bielza, and Larrañaga 2018) , and partitioning class variables into groups (Read, Bielza, and Larrañaga 2014) , etc.
Other than modeling dependencies among class variables in the output space, we show the potential usefulness of manipulating feature space for multi-dimensional classification. In this paper, a simple yet effective approach named KRAM, i.e. kNN featuRe Augmentation for Multidimensional classification, is proposed. KRAM manipulates the feature space of MDC examples by making use of the popular kNN techniques, where specific counting statistics on the class membership of neighboring MDC examples are employed to enrich the original feature space. In this way, Figure 1 : Relationships among multi-dimensional classification, multi-label classification, and multi-class classification. discriminative information from class space is encoded into the feature space to facilitate subsequent induction of MDC predictive model. Extensive experiments clearly validate the effectiveness of KRAM in improving predictive performance of existing MDC approaches with kNN-augmented features.
The rest of this paper is organized as follows. Firstly, related works on multi-dimensional classification are briefly discussed. Secondly, technical details of the proposed approach are introduced. Thirdly, experimental results of comparative studies are reported. Finally, we conclude this paper.
Related Work
In multi-dimensional classification each instance is associated with multiple class variables, whose most related learning frameworks include traditional multi-class classification and multi-label classification (MLC) (Zhang and Zhou 2014; Gibaja and Ventura 2015) .
As shown in Figure 1 , MDC corresponds to a set of joint multi-class classification problems while MLC corresponds to a set of joint binary classification problems. Nonetheless, the major differences between MDC and MLC do not just lie in whether the joint problem to be solved is multi-class or binary class. Conceptually speaking, MDC usually assumes heterogenous semantic spaces where each class variable corresponds to one possible class space, while MLC assumes homogeneous semantic space where each label specifies the relevancy of one concept in the class space. Formally speaking, MLC can be regarded as a degenerated version of MDC by restricting binary-valued class variable in each dimension.
MDC can be decomposed into multiple traditional multiclass classification problems, i.e. training an independent multi-class classifier w.r.t. each class space. However, this intuitive strategy doesn't consider possible dependencies among class spaces and may lead to suboptimal MDC solution. Therefore, modeling dependencies among class spaces is one of the core goals when designing MDC learning approaches.
Pairwise interactions between class spaces can be encoded using a collection of base classifiers, where predictions from base classifiers are combined via Markov random field for subsequent multi-dimensional inference (Arias et al. 2016) . Following the idea of classifier chain (CC) for MLC (Read et al. 2011) , the MDC problem can be transformed into a chain of multi-class classification problems where the chaining order over class variables are specified in random manner (Read, Martino, and Luengo 2014) or deterministic manner (Zaragoza et al. 2011) .
Moreover, dependencies among class spaces can be explicitly modeled with directed acyclic graph (DAG) with different families of DAG structures (Bielza, Li, and Larrañaga 2011; Batal, Hong, and Hauskrecht 2013; Zhu, Liu, and Jiang 2016; Bolt and van der Gaag 2017; Benjumeda, Bielza, and Larrañaga 2018) . Class powerset (CP) models dependencies by transforming the MDC problem into a single multi-class classification problem, where each possible combination of class variables y ∈ Y is treated as a new class in the transformed problem. In light of the huge class space (with ∏ q j=1 K j classes after CP transformation), it is helpful to partition MDC class variables into groups so as to expedite subsequent MDC model induction (Read, Bielza, and Larrañaga 2014) .
The KRAM Approach
Although modeling dependencies among class spaces plays a crucial role in learning from MDC examples, the importance of manipulating feature space for model induction hasn't been well studied for MDC researches. In this section, we present technical details of the KRAM approach which aims to improve the generalization ability of learned MD-C models by enriching the original feature space with kNN techniques.
Following the same notations given in previous section,
⊤ ∈ Y corresponds to the class vector associated with x i . For each instance x, let N (x) = {i r | 1 ≤ r ≤ k} denote the set of indices for the k nearest neighbors of x identified in D. Then, the following counting statistics δ
⊤ can be defined for the j-th class space by considering the class membership of neighboring MDC examples:
Here, 
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Therefore, a total of q counting statistics δ x j (1 ≤ j ≤ q) each containing K j elements can be generated by traversing all class spaces. By concatenating all counting statistics, an augmented feature vector ∆ x for x is defined as follows:
Then, the original MDC training set D is transformed into:
Here, each instancex i belongs to the augmented feature space X which is the Cartesian product between X and a (
For unseen instance x * , its class vector y * can be predicted by feeding the augmented instancex * into f . In summary, Table 1 presents the complete procedure of KRAM. Firstly, the original feature space is enriched by kNN feature augmentation based on simple counting statistics derived from neighboring MDC examples (steps 1-10). After that, an MDC predictive function is induced by learning from the transformed MDC training set (steps 11-12). Finally, the class vector for unseen instance is predicted based on the augmented features as well (steps 13-15). It is worth noting that the proposed KRAM approach should be regarded as a meta-strategy to learn from MDC examples, where any off-the-shelf MDC training algorithm L can be utilized to instantiate KRAM. Moreover, the kNNbased techniques proposed in this paper only represent as a first attempt towards MDC feature augmentation, which is not meant to be the best possible practice among other feasible choices. Nevertheless, experimental studies reported in the next section clearly validate the effectiveness of KRAM in improving the generalization performance of multi-dimensional classification.
Experiments Experimental Setup
Data Sets To evaluate the effectiveness of KRAM in improving the generalization performance of MDC predictive model, a number of MDC data sets have been employed for experimental studies. The first seven data sets in Table 2 are collected from different real-world MDC tasks: 1 • Edm deals with the task of predicting control operations during electrical discharge machining process (Karalič and Bratko 1997) , where the 2 class spaces correspond to two controlling parameters gap and flow.
• Flare1 deals with the task of predicting the number of times certain types of solar flare occurred within 24 hours period (Dheeru and Karra Taniskidou 2017) , where the 3 class spaces correspond to common, moderate, and severe solar flares. • Song deals with the task of predicting properties of songs which are collected and annotated by ourselves, where the 3 class spaces correspond to the emotion, genre and scenarios of one song.
• Water Quality deals with the task of predicting plant and animal species in Slovenian rivers (Džeroski, Demšar, and Grbović 2000) , where the 14 class spaces correspond to relative representation of different species. By focusing on the 7 class spaces on plant or the 7 class spaces on animal, we have the WQplants and WQanimals data sets respectively (Kocev et al. 2007 ).
• Thyroid deals with the task of estimating types of thyroid problems based on patient information (Dheeru and Karra Taniskidou 2017) , where the 7 class spaces correspond to diagnosis of seven different conditions.
The last four data sets in Table 2 are collected from benchmark multi-label learning tasks including audio classification: Music (Read, Bielza, and Larrañaga 2014), image classification: Image, Scene (Zhang and Zhou 2007; Boutell et al. 2004) , and gene functional analysis: Yeast (Elisseeff and Weston 2002) . Here, each class space corresponds to a binary-valued class variable which specifies whether one concept is relevant to the example or not. 
Evaluation Metrics
⊤ is the predicted class vector for x i .
For each MDC test example (x i , y i ), let r (i) = ∑ q j=1 y ij =ŷ ij denote the number of class spaces on which f makes correct classification. Then, the following three metrics are utilized in this paper to measure the generalization performance of MDC approaches:
• Hamming Score:
The hamming score measures the average fraction of class spaces which have been correctly classified by the MDC predictor. 
The exact match measures the proportion of test examples on which the MDC predictor makes correct classification over all class spaces. Conceptually, exact match serves as a strict metric whose value might be rather low for MDC tasks with large number of class spaces.
• Sub-Exact Match:
The sub-exact match corresponds to a relaxed version of exact match, which measures the proportion of test examples on which the MDC predictor makes at most one incorrect classification over all class spaces.
Comparing Approaches KRAM is a meta-strategy to learn from MDC examples, which can be coupled with any off-the-shelf MDC learning algorithm (i.e. L in Table 1 ) to improve its generalization performance. In this paper, four well-established MDC approaches (Read, Bielza, and Larrañaga 2014) are used to instantiate KRAM:
• Binary Relevance (BR): This approach decomposes the multi-dimensional classification problem into a number of independent multi-class classification problems, one per class space.
• Ensembles of Classifier Chains (ECC): This approach transforms the multi-dimensional classification problem into a chain of multi-class classification problems, where subsequent classifiers in the chain are built by treating predictions of preceding ones as extra features. Specifically, an ensemble of classifier chains are built with different random chaining orders.
• Ensembles of Class Powerset (ECP): This approach transforms the multi-dimensional classification problem into one multi-class classification problem, where each distinct combination of MDC class variables is treated as a new class. Specifically, an ensemble of class powerset models are built by randomly sampling the MDC training set. (Read, Bielza, and Larrañaga 2014) , a random cut of 67% examples from the original MDC training set is used to generate the base MDC model and the number of base classifiers is set to be 10 for ensemble approaches ECC, ECP and ESC. Furthermore, predictions of base MDC models are combined via majority voting.
For each MDC approach A (A ∈{BR, ECC, ECP, ESC}), we use KRAM-A to denote the instantiation of KRAM with A. In this paper, support vector machine (SVM) (Chang and Lin 2011) and Naïve Bayes (NB) are used as the multi-class classifier to implement each MDC approach. Specifically, Libsvm with linear kernel and NB with Gaussian pdf for continuous feature are used. As shown in Table 1 , the only parameter k (number of nearest neighbors considered) is set to be 8 for KRAM.
To show the effectiveness of KRAM, we aim to compare the performance of KRAM-A against A. On each data set, ten-fold cross-validation is performed where the mean metric value as well as standard deviation are recorded for the comparing approaches.
Experimental Results
Tables 3 to 5 report the detailed experimental results of each MDC approach and its KRAM counterpart in terms of hamming score, exact match, and sub-exact match respectively. For each data set and multi-class classifier (SVM or NB), pairwise t-test based on ten-fold cross-validation (at 0.05 significance level) is conducted to show whether the performance of KRAM counterpart is significantly different to the MDC approach. Accordingly, Table 6 summarizes the resulting win/tie/loss counts over 11 data sets and 3 evaluation metrics. Based on the reported experimental results, it is interesting to observe that:
• Across all the 264 configurations (11 data sets × 3 metrics × 4 MDC approaches × 2 multi-class classifiers), the KRAM counterpart achieves superior or at least comparable performance against original MDC approach in 250 configurations.
• BR learns from MDC examples by independent decomposition, where dependencies among class spaces have not been considered in this approach. The prominent advantage of KRAM-BR over BR (with only one loss on HScore with SVM) indicates that the kNN-augmented features generated by KRAM do bring helpful discriminative information in feature space. Specifically, those discriminative information brought into feature space can be regarded as a potential source for dependency modeling when learning the mapping from feature space to output space.
• Both ECC and ESC learn from MDC examples by considering dependencies among class spaces, which are fulfilled by assuming random chaining order over class spaces or partitioning the class spaces into groups. It is impressive to notice that for MDC approaches with inherent dependency modeling mechanism, KRAM can also help improve their generalization ability significantly with kNN-augmented features.
• ECP learns from MDC examples by modeling full-order dependencies, where all possible combinations of class spaces (i.e. class powerset) have been considered in the learning process. ECP generally benefits from the kNN augmented features, while there are 11 cases where the performance of KRAM-ECP is inferior to ECP. Most of the under-performing cases (8 out of 11) for KRAM-ECP occur for WaterQuality (including its two divisions WQplants and WQanimals), where the possible number of CP combinations is high (i.e. 4 14 ).
As shown in Table 1 , the only parameter to be set for KRAM is k, which is the number of nearest neighbors considered for generating kNN-augmented features. Figure 2 illustrates how the performance of KRAM (with MDC approach BR) changes as k increases from 5 to 10. In terms of each evaluation metric, KRAM achieves relatively stable performance with varying values of k. Parameter insensitivity is a desirable property for practical use of KRAM, and the value of k is fixed to be 8 in this paper.
Conclusion
The major contributions of our work are two-fold: 1) A new strategy aiming at manipulating feature space for multidimensional classification is proposed, which suggests an alternative solution to learn from MDC examples; 2) A simple yet effective approach based on kNN-augmented features is designed to justify the proposed strategy, whose effectiveness is thoroughly validated based on extensive comparative studies. In the future, it is interesting to explore other ways for MDC feature space manipulation. Furthermore, designing feature augmentation techniques customized for specific MDC approach is also worth further investigation.
