In this paper, we present a semantic summarization algorithm that interfaces with the metadata and that works in compressed domain. in particular MF'EG-I and MPEG-2 videos. In enabling a summarization algorithm through high-level semantic content, we try to address two major problems: First, we present the facility provided in the DVA system that allows the semiautomatic creation of this metadata. Second, we address the main point of this system which is the utilization of this metadata to filter out the frames, creating an abstract of a video based on a Boolean condition set by the user. Our video s u m m q quality survey indicates that the proposed method performs satisfactorily.
INTRODUCTION
One impnant utility that sprouted from the field of digital video processing is the concept of video summarization. A video abstract, as the name suggests, "may be defined as a sequence of a still or moving images presenting the content of a video in such a way that the respective target groups is rapidly provided with concise infomation about the content while the essential message of the original is preserved' [4] .
Most of the past research effons focus on utilizing low-level features as summarization criteria.
However, more recent research deal with higher level of inference such as in 121, where higher-level contents mainly action, close-up, crowd, and setting are inferred by processing low-level information particularly skin color, motion intensity, and texture. Others such as CMU lnformedia 171 use sophisticated tools to extract semantic information and use this data to produce automated video summaries. Despite these advancements, there are cenain drawbacks with these systems since it does not provide functionality for customization. These systems simply output video summaries based on heuristics and assumptions, and may not be suited for the user needs. The semantic summarization algorithm in this paper proposes another approach by considering a two-step process: the highlevel stage to identify the relevant frames based on a userspecified condition and funher processing will involve using low-level processing to meet the desired length.
The summarization is done in compressed domain since the processing technique is comparable to the uncompressed domain and yet holds an advantage because of high speed.
In this paper we hegin by giving an overview of the system as well as the low-level feature extraction and processing adapted in the system. Anerwards, the semantic summarization algorithm and results of the experiments will be expatiated.
DIGITAL VIDEO ALBUM
The Digital Video Album (DVA) project aims to develop techniques for content-based indexing, intuitive access and retrieval of digital images and video. DVA also a i m to develop methods to index, mine, summarize and access digital video sources such as digital TV. It consists of 6 modules and 3 of which are tools providing data as shown in figure 1 Figure 1: DVA System Architecture The object and face tracker are automatic annotation tools that detect and track objects and faces in the video and store this information in the XML metadata, the metadata editor allows manual input to the XML Metadata. and finally the XML metadata provides the data needed by the semantic summarizer. Access to the database is made possible by the query engine.
It is imponant to note that the metadata is an integral pan of the DVA system because it serves as the database and coordinates the information of the whole system. Thus the user is not required lo manually annotate every frame with respect to an object or person, but rather the DVA has the capability to expedite the creation of such metadata. The video summarization simply takes advantage of the fact that the system already has a metadata. For more information on DVA, please refer to [91
EXTENDED BOOLEAN ALGEBRA [5]
In identifying the frames that will he included in the video summary, we adapted the extended Boolean Algebra model since it has combined the advantages of different models, the structuredness of Boolean Algebra conditions and the ability to rank documents in probabilistic and vector-processing models.
The Extended Boolean Algebra considers two (or more) term-queries either (A or B) or (A and B). The nnd operation aims to satisfy both terms whereas the or operation avoids a This similarity function is then adapted to our algorithm, and we modify it by considering frames as documents since each frame has certain information attached to it and the video as the collections of all the documents. To elaborate, given that our Video V = frame {I, 2, 3.4). and A and B are objects or people identified in the system. The table below gives the panicular semantic value for each frame.
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In addition to the and and or operators, we also have to consider the unary operator not. The nor operation is evaluated as follows as not (A) = 1 -dA. Thus frames which have values of I and .70 will have 0 and .30 respectively after the not operation.
LOW-LEVEL PROCESSING
The semantic summarization algorithm involves a two-step process where semantic contents are used in the first stage of processing and low-level features are used for further processing. In this section, we will be discussing the different strategies and techniques utilized in the algorithm for extracting and handling low-level features.
Feature Extraction -Color Information
I n extracting color information in compressed domain, a feature known as DC image is used [SI. The DC image provides a good indication of the information of the compressed video however due to the storage problem as well as the inefficiency of the computations of DC Image, a DC histogram is used to save the feature of the frames of the specified video. For the sake of efficiency and reduced dimensionality, we will only consider luminance blocks when forming the DC image. This is because the eye is sensitive to small changes in luminance, but not in chrominance. Thus we can discard the chrominance information without affecting the quality of the extracted DC image much. In this paper, we will simply refer to luminance as the calor information.
The histogram will be divided into 64 bins and each bin will account for 4 luminance values. Since luminance values ranges from 0 (black) to 127 (gray) lo 255 (white), it can be assumed that this range is linear and thus values close together are similar. To calculate the difference between two histograms. the sum of the absolute bin-to-bin difference is taken.
Feature Extraction -Motion Information
In calculating motion vectors, we consider the difference in inferring P,.B, and I frames of the MF' EG video. I frames' values are set to 0 since they are inlra-coded. 'The P frames have a straightfonvard solution. However, in B frame, a consideration of the two motion vectors must be taken into account. Therefore 
Color Similarity Expansion
The color similarity expansion utilizes the color information of each frame to include frames based on how similar the frame is to the accepted frames adjacent to it. Accepted frames are frames which have already been identified as frames to be included in the video summary. The algorithm is shown below: 
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is computed from the first and last frame of the unit. It is imponant to note here that the unit change may be based from the low-level content features such as color and motion. The unit changes forms an array of length K= rNNL-I) 7and are arranged in ascending order. The initialized parameter r, specified by the user, categorizes the clusters into two categories: small-change and large-change clusrers. The small-change clusters are those in K*r of the array, and frames in these are all removed except for the first and last frames of each unit. After the deletion process, K*r*(L-2) are deleted.
Given that the number of frames left is N", if N" <= N' then the desired result is achieved. On the other hand, if not, then the frames retained are then regrouped and the clustering algorithm is then repeated. The iteration continues until the desired number of frames is achieved. The frames that are not discarded are considered the representative frames (R-frames).
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I m e t e L-2 h a m s mom earn unt in me mall-I I F i g u r e 2: Content-Based Adaptive Clustering Algorithm Figure 3 illustrates the semantic summarization algorithm. The first stage involves a computation of the semantic values of the system wherein the input is a user-specified Boolean condition specified. This is where our system mainly differs from other video summarizers since it allows customization by allowing users to specify which particular object, people, or video sequences is most important and should be included in the video summary The system provides two interfaces for specifying a condition: A simple interface that provides list of objects. names, and other information, 3nd allows user to click and add terms to the condition; and an advanced interface where user has to specify the Boolean condition himself. A computation of the semantic values by evaluating the Boolean condition thN the Extended Boolean Model is made and the values are assigned to their respective frames. A frame count is then done to determine how many frames fully (dx = I) or partially (d, < I and dx > 0) satisfy the given condition and based on these, three possible situations are observed. Consider S as the number of frames partially or fully satisfying the condition and N ' as number of frames desired. The three cases are S = N', S < N', and S > N'.
SEMANTIC SUMMARIZATION

Figure 3: Semantic Summarization Algorithm
When Desired Length is achieved
The first case is when the number of frames satisfying the condition is equal to the number of frames desired for s u m q (S = N ' ) . In this situation, the system simply discards the frames that does not satisfy the condition. This is a straightfonvard solutions and thereby does not involve further processing.
When Desired Length is greater than the Number of Non-zero Valued Frames
There are two resolutions possible when S < N': one is to make certain assumption of needs of the user and automatically include frames; and the other is to allow a user feedback option.
Our system combines both methodologies by first asking the user for feedback known as the Query Expansion Srage and if further processing is still needed, then an automatic low-level processing is done, The Query Expansion Stage involves asking the user to add more terms in the condition and adding it to the original condition with an or operator. A simple example is when a N = 100 and N' = 80. If the given condition "John and Jane" returns only 40 frames then the system prompts the user to expand the condition to meet the desired length and may expand it as "John and Jane or Burning House or Cutting of Cake."
Afterwards, frames are re-computed and new values are assigned to the frames. If the output is still S < N', another approach. either summarization by color difference or color similarity processing, is considered. If the number of frames retrieved based on query expansion is zero then ordinary summarization of CBAC (see section 4.4) using color information is used, however if it is more than zero then the current retrieved frames is expanded using color similarity I11 -331 expansion. This is based on the assumption that adjacent frames are usually part of the video sequence, and thus frames to be included should be similar to the already chosen frames.
when Desired Length is less than the Number of Nonzero Valued Frames
In the case of S > N', there are two possible solutions similar to 5.2: feedback or automatic processing. Our system adapted a faster solution that uses the motion intensity criterion IO reduce the number of frames. Thus, in our system, we first sort out the frames and frames identified as border-valued frames will undergo CBAC (see section 4.4) using motion intensity. To illustrate the concept of border-valued frames: given N' = 3 and V = ( I F = I, 2, =.EO, 3F = . 5 , 4, = .5, jF = . I , 6 F = 2 1 , where IF = I is Frame 1 with weight or value of 1. In this case, 3 and 4 Fare border-valued frames. Table 4 Results of Usability Survey
EXPERIMENTS AND RESULTS
I
We have conducted a quality and usability assessment survey involving 20 participants, mostly students and using three types of videos shown in table 2. We have three video sets and created predefined video summaries as well as allowed the user to create their own video summaries and rate the results on their perception of how the video should he summarized based on the semantic condition set. The quality of the video summaries is determined by Clarity, Conciseness, and Coherence. It can be inferred as shown in table 3 that the participants perceive the summary produced by the system as adequate in capturing the essential information of the video since generally the videos get a rating of more than 4, which a good average for a range of 1 to 7, with 7 as the highest rating. As for the Usability survey, we have adapted the Questionnaire for User Interface (QUIS) [I] .
There are five categories, which can be rated from 1 to 9, with 9 being the highest. Based on the results shown below in table 4, it may be inferred that the participants find ihe system userfriendly and usable. For more details, please refer to [SI.
CONCLUSION
The DVA system is an integration of various systems such as the face recognizer, object tracker, and metadata module that serves as annotation tools of the video. The DVA semantic summarizer uses the information produced by these tools in determining the semantic values of the frames and Extended Boolean Algebra is used to evaluate the condition. Funher processing of the summaries are made through low-level processing such as the Content-Based Adaptive Clustering and the Color Similarity Expansion to meet the desired length for the video s u "~. Experiments conducted show that the !system produces reasonable video summaries. However, it is still evident that there's a limitation to the current system since the video summarizer is dependent on the metadata. Therefore. the quality of the summarization depends mainly on the richness of the metadata of the video.
Future work would involve giving weights to each term specified in condition and providing richer metadata by involving more sophisticated annotation tools.
