Abstract. In this paper we prove a uniform controllability result for a fourth order parabolic partial differential equation which includes a transport term, when the coefficients of higher order terms vanish. We prove the null controllability of the system with a single boundary control, and also it is obtained that the cost of the control decreases to zero, under the hypothesis of the control time being large enough. Moreover, we prove that, if the control time is small enough, the cost of controllability increases to infinity.
Introduction
The controllability of parabolic second order partial differential equations has deserved a lot of attention in the literature. The boundary null controllability for the heat equation was proved by Fattorini and Russell in [6] using the moment method. Afterward, the distributed null controllability of the heat equation in higher dimensions was proved by Lebeau and Robbiano [14] and Fursikov and Imanuvilov [7] . Since these seminal results, a large number of articles have been devoted to those subjects.
Fourth-order parabolic equations have also been studied recently. In [2] the boundary controllability for the one-dimensional case is proved using the moment method and [3] is devoted to the boundary controllability of a nonlinear fourth order parabolic equation using global Carleman estimates. We mention also [9] , [13] and [17] for results in higher dimensions.
The problem we deal with in this paper consists in the estimation of the cost of null controllability of a fourth order parabolic partial differential equation when the coefficients of the higher order terms vanish. An analogous problem for second order equations has been considered in several works: For the heat equation with vanishing viscosity coefficient, we can cite [4] , [10] , where are used Carleman estimates and energy estimates. These results were improved in [5] , [8] , [15] and [16] , using different techniques, mainly the moment method. In particular, in [8] some complex-analytic methods are used in order to obtain uniform controllability.
Concerning the cost of controllability for fourth order equations, as far as we know, the only reference is [1] , where it is studied a parabolic equation posed in (0, L) × (0, T ), and composed by a transport term with constant velocity M and a fourth order term with vanishing viscosity. It is proved that, under the hypothesis T ≥ 40L/|M | and using two boundary controls, the cost of controllability remains uniformly bounded with respect to the diffusion coefficient. The main tools used in that article are Carleman estimates and diffusion estimates.
The objective of this work consists in adapting the approach introduced in [8] , in order to obtain uniform controllability of a fourth order parabolic system, using a single boundary control.
More precisely, given ε > 0, we consider the system The precise value of δ in the system above allow us to obtain an explicit sequence of eigenfunctions of the adjoint system (see equation (32) below).
In the next result we state the null-controllability of the system for each ε > 0.
Theorem 1.
Given any M ∈ R * = R\{0}, and for each L, T, ε > 0, system (1) is null-controllable in L 2 (0, L). This is, for each y 0 ∈ L 2 (0, L) there exists a control u ∈ L 2 (0, T ) such that the corresponding solution y of (1) satisfies y(T, ·) = 0.
0, T ) such that the corresponding solutions y of system (1) satisfy y(T, ·) = 0. From Theorem 1 we have that this set is nonempty. Then we define the cost of the null controllability of system (1) as
Notice that scaling arguments yield the relations
for every ε, L, T, a > 0 and M ∈ R * .
We recall that a transport equation is controllable if and only if T > L/|M |. Due to the presence of the transport term in equation (1), we directly obtain, if T does not satisfy the above inequality, an estimate for the asymptotic cost of the control when ε vanishes, as the following result shows. See Remark 10 below regarding the factor 1 √ ε , and Remark 14 for the connection with the transport equation.
we have that
On the other hand, for large T , we can expect that the cost of the control remains bounded when ε → 0. This is the main question we intend to answer in this work, and the following is the main results in that direction.
Theorem 3. Let L, T > 0 be such that
Then there exist c, C > 0 such that
for each ε ∈ (0, 1).
Theorem 3 implies the uniform null controllability of system (1) provided that (7) holds. In particular, we get that
+ . Moreover, we are able to give a precise lower bound for the cost K for some particular small times. Theorem 4. Let L, T > 0 be such that
The rest of the article is organized as follows. In Section 2, we prove the wellposedness of the proposed system by establishing a transposition scheme. Also, in that section we state the characterization of the controllability results, and we prove Proposition 2. In Section 3 we prove that the differential operator of the adjoint equation is diagonalizable, and we introduce an entire function with simple zeros at those eigenvalues. In Section 4 it is proved the observability inequality which corresponds to the uniform controllability result stated in Theorem 3, the main result of this work. Finally, in Section 5 we prove Theorem 4, by showing the existence of lower bounds for the null control.
2. Well-Posedness and characterizations 2.1. Well posedness. In order to define the solution by transposition of the control system (1), we consider the adjoint equation given by
where B * ϕ = εϕ xx − (δ/2)ϕ x . After a change of variable in t, we get the equivalent system
We have the following well-posedness framework for system (12) (and then of system (11) as well).
Proof. Assuming enough regularity, we multiply the first equation of system (12) by ϕ and we integrate in space. Taking into account the boundary conditions satisfied by ϕ, we obtain
for each t ∈ (0, T ). Hence, Gronwall inequality implies that
for each t ∈ (0, T ). Integrating (14) in (0, T ) we deduce that
From (15) and (16) we obtain inequalities (13) for regular solutions. Using an standard density argument, we get the desired result.
Using a trace regularity result, we obtain the following estimate for the trace corresponding to the observation of the control system. Corollary 6. There exists a constant C > 0 independent of ε such that
, where ϕ is the solution of system (12).
Next, we state the definition of solutions of the control system by means of a transposition scheme.
, where ϕ is the solution of system (11) posed in (0, t)×(0, L) with ϕ(t, ·) = ϕ 0 and g = 0.
is linear and continuous. The Riesz representation theorem implies that there exists a unique y(t, ·) ∈ L 2 (0, L) satisfying (17). Moreover, from (13) and Corollary 6, we have that
, and hence we obtain the desired result.
Remark 9. In particular, if y is the solution of system (1) with control u and initial condition y 0 , from Duhamel principle we get that
, where ϕ is the solution of system (11).
Remark 10. The parameter ε does not appear explicitly in (17) because we have set By(·, 0) = u in system (1). However, we recall that the trace operator By depends on ε, and other choices for the control are posible. For instance we can define the controlũ ∈ L 2 (0, T ) acting in system (1) by the boundary condition
In that case, the corresponding solution would satisfies, instead of (18), that
and then the coefficient
on Proposition 2 would not appear. However, we have chosen the boundary condition in this way for the sake of simplicity of the duality condition. Also, we recall that the exponential cost appearing in (8) implies that taking this choice (or another power of ε) would not affect the result stated in Theorem 3.
2.2.
Controllability. Given the previous framework of well-posedness, we establish the notion of null controllability.
, where ϕ is the solution of system (11) with g = 0.
With the previous definition in mind, the following characterization of null controllability is a direct consequence of a classical result of functional analysis.
, where ϕ is the solution of system (11) with g = 0. Furthermore, we have the relation
In Section 4 we will prove inequality (23) with precise estimations of the constant C, obtaining as a consequence corresponding bounds for K(ε, T, L, M ).
Remark 13.
A natural related problem is to consider the control in the zero-order boundary condition. This is, the system
It can be directly proved that System (25) is null-controllable if and only if there exists C > 0 such that
for all solutions of system (11), in suitable spaces X, Y . This problem can also be studied with the methods of this work.
2.3.
Convergence of the solutions. Following, we prove Proposition 2: for small times, the cost of the control (we recall definition (4)) has the behavior given by (6) when ε → 0 + . The proof follows directly from the duality with the adjoint equation and the basic properties of the transport equation.
Proof of Proposition 2. We deal only with the case M > 0, the proof is analogous for M < 0. We suppose (6) is not true, that is, there exists a sequence ε n → 0 + such that for any y 0 ∈ L 2 (0, L) with y 0 ≤ 1 there exists a null-control u n ∈ L 2 (0, T ) for equation (1) with ε = ε n and initial condition y 0 , such that
is uniformly bounded. We denote by y n the corresponding solution of the system. Then y n (T, ·) = 0, and from (18), we have that
Hence there exists a subsequence {y n k } with
On the other hand, let
Letting k → ∞ in (28), taking into account (27) and the fact that ε n k , δ n k → 0, we get
we get ϕ(0, ·) ≡ 0. From this contradiction we deduce that (6) is true. Remark 14. From the proof of Proposition 2 is deduced that the weak limit y satisfies the transport equation
with initial condition y 0 , but no information for boundary conditions is retrieved when passing to the limit in system (1). In particular, we have that, in the subdomain
, the solution of the equation only depends on the initial condition, and it is explicitly given by y(t, x) = y 0 (x − tM ).
Diagonalization and construction of the multiplier.
The value of δ was chosen such that the spatial differential operator P defined by equation (12),
In fact, its eigenvectors are given by
with k ∈ N, being the corresponding eigenvalues
We notice that
Clearly, there exists a constant C > 0 such that
In order to study the controllability of our system, we will explicitly construct a biorthogonal family {ψ k } of the exponentials {exp(−λ k (T − t))}.
With that objective in mind, we define a function Φ ε having simple zeros exactly at {−iλ k : k ∈ N} by
We fix
with α, τ positive numbers independent of ε to be chosen later.
We set
Using that
we get that
The function s(t) is increasing for
and s(B) = 0 for
We set dν(t) as the restriction of the measure ds(t) to the interval [B, ∞) and we introduce the holomorphic function on C\R given by
and for z ∈ C we consider the harmonic function
As usual, [·] stands for the integer part function, so we set
and for z ∈ C we define
and we also consider
Clearly,
is an entire function. We will use the multiplier defined by
From now on, ℑz stands for the imaginary part of any z ∈ C.
Lemma 15. The function U (z) is continuous on ℑz ≤ 0. Moreover, U (x) is an even continuous function on R such that
and there exists a constant C 1 > 0 such that
for all x ∈ R. In fact,
(47)
Proof. By using (38) we obtain that
then we make the change of variable t → t/B to see that
For x > 0 we have
For x > 0 large enough we have
so there exist constants c, R > 0 such that
it follows that U (x) < 0 for x > R, 0 < ε < ε 0 with ε 0 > 0 small enough. This implies (45).
Lemma 16. For ℑz < 0, we have
Proof. We set F (z) = exp g(−z) for z ∈ H := {z ∈ C : ℑz > 0}. Clearly F is a holomorphic function on H, continuous on H and having no zeros in H. Moreover, the identities (55), (56) imply that
Condition (45) implies that we can consider the Poisson transform V (z), z ∈ H, of the function log + (exp(U (x))).
By integrating by parts and using the dominated convergence theorem we obtain The theorem in [12, page 38] yields
The theorem in [12, page 41] implies that there exist a constant α ≥ 0 and a positive measure µ(t), with
The key point is that U (z) is continuous on ℑz ≤ 0, so the measure dµ(t) satisfies (see [12, page 47]) log
Thus,
We use the last equality to compute lim sup y→∞ U (iy)/y, and (49) implies that α = 0.
The following result can be found in [11, page 162 ].
Lemma 17. For any increasing function ν(t) with ν(t) = O(t) for t > 0, we have
.
where z = x + iy, y = 0.
Lemma 18. For x ∈ R we have
Proof. From (46) and (48) we obtain
Straightforward computations show that
From (50) we have
Lemma 19. We set
Then,
Proof. We have the following identities (55)
For instance, to get the second one we integrate by parts, thus
To obtain the equality (57) we just make the change of variable t → t/B.
For any y ∈ R * fixed, the function ∂ t log 1 + y 2 /t 2 is negative, so we integrate by parts and we use that s(B) = 0 to obtain
which implies
The result follows from the identities (55), (56) and (57).
Remark 20. We claim the function exp(h(z)) is an entire function of exponential type πa = (T − τ )/2. To see that we obtain a representation for U as in (48) for z ∈ C\R, then we apply (52) together some straightforward computations. Hence f (z) = exp(h(z − i)) is an entire function of exponential type (T − τ )/2.
Observability inequality
In this section we prove the main results of the paper. We will construct a biorthogonal family {ψ k } of the family of exponentials {exp(−λ k (T −t))}. Then we obtain estimates for the norms ψ k L 2 (0,T ) and we deduce the desired observability inequalities.
For k ∈ N we introduce the following entire function An easy computation shows that
With the previous results, we are able to obtain estimates of the functions J ε k . We will establish two estimates, a first one for all T > 0, and a second one more precise and valid only for T large enough.
Proposition 21. There exists small enough ε 0 > 0 such that (1) For each T > 0 and 0 < ε < ε 0 , there exists a constant C T,ε > 0 such that
where C 1 is given in (47), and
Proof. By (36) we have that
by using (51) we get
Since U (iy) is a decreasing function on R − and using (54) we get
Assuming that α > max 1, 2
Using (37) we have
and then, as G is a decreasing function we get
for all k ∈ N and ε > 0 small enough. From (58), (60)-(62) we get
, from where we deduce item (1). On the other hand, if |M |T /L > 4 then |M |(T − τ )/ L > 4 for small enough positive numbers ε, τ ; thus
From (58), (60)-(62), we get
The last result allow us to prove Theorem 1.
Proof of Theorem 1. By Proposition 12, it is enough to prove the observability inequality (23) for some constant C = C(T, ε). In order to do this, we take ϕ 0 ∈ L 2 (0, L). Without loss of generality we can assume that
so the corresponding solution of equation (11) is given by
By (59) 
which is the analytic extension of the Fourier transform of
Finally we set ψ k (t) := η k (T − t), therefore
From (63) we have
and then
Moreover, the Plancherel theorem, (33) and (59) imply that
When M > 0, we use (33) and (34) to obtain
The case M < 0 is proved similarly.
Once we know that system is controllable, in the next result we will establish more accurate estimates in order to prove the stated results about the cost of controllability.
Proposition 22. There exists a constant τ > 0 such that
Proof. 1.-We choose τ > 0 small enough in such a way
which is equivalent to prove that
where
+ the last inequality holds. 2.-We choose τ > 0 small enough in such a way T − τ > c − L/M and proceeding as before we must have
Using the previous results we can prove Theorem 3.
Proof of Theorem 3. Case 1. Let M > 0. We proceed as in the proof of Theorem 1 to get
From the estimates
and the first part of Proposition 22 it follows that
where C is a positive constant.
Lε −1/3 for all k ≥ 1. Thus, from the second part of Proposition 22 we obtain
Lower bounds for the null optimal control
In this section we prove the existence of lower bounds for the null control.
Proof of Theorem 4. We set
and we consider the null optimal control u(t) ∈ L 2 (0, T ) for y 0 . Therefore,
where K = K(ε, M, L, T ) is the null optimal control constant.
An easy computation shows that
for each solution of the adjoint system (11) .
In particular, we can consider the solution of (11) given by
from which we obtain
for all k ≥ 1. Now we introduce the entire function
From (65) it follows that
Moreover, the Holder inequality and (64) imply
From (67) we have 
where (a ℓ ) ℓ is the sequence of zeros of f in C + , each zero repeated many times as its multiplicity, and σ is a real number satisfying
By using (69) we have
By the other hand,
Integrating by parts and using the residue theorem we get 2 + 1 (x 4 + x 2 + 5/9)(x 2 + 1) dx = 3π 5γ 3/2 3(3 + 2 √ 5) − 3 .
We set s = b 1 in (70), and using (68) By the other hand, We set δ = 2ε 1/3 πL −1 , γ = 3 2 M 2/3 , h(x) = 2x 2 + γ (x 4 + γx 2 + 5γ 2 /18)(x 2 + γ) .
Integrating by parts and using the residue theorem we get J = L ε 1/3 π δ ln 1 + 5γ 2 /18 δ 4 + γδ 2 − 
