Attribute reduction is one of the most important topics in rough set theory. Heuristic attribute reduction algorithms have been presented to solve the attribute reduction problem. It is generally known that fitness functions play a key role in developing heuristic attribute reduction algorithms. The monotonicity of fitness functions can guarantee the validity of heuristic attribute reduction algorithms. In probabilistic rough set model, distribution reducts can ensure the decision rules derived from the reducts are compatible with those derived from the original decision table. However, there are few studies on developing heuristic attribute reduction algorithms for finding distribution reducts. This is partly due to the fact that there are no monotonic fitness functions that are used to design heuristic attribute reduction algorithms in probabilistic rough set model. The main objective of this paper is to develop heuristic attribute reduction algorithms for finding distribution reducts in probabilistic rough set model. For one thing, two monotonic fitness functions are constructed, from which equivalence definitions of distribution reducts can be obtained. For another, two modified monotonic fitness functions are proposed to evaluate the significance of attributes more effectively. On this basis, two heuristic attribute reduction algorithms for finding distribution reducts are developed based on addition-deletion method and deletion method. In particular, the monotonicity of fitness functions guarantees the rationality of the proposed heuristic attribute reduction algorithms. Results of experimental analysis are included to quantify the effectiveness of the proposed fitness functions and distribution reducts.
Introduction
Rough set theory, introduced by Pawlak [37] , is a valid mathematical theory that deals well with imprecise, vague and uncertain information, and it has become an area of active research spreading throughout many fields, such as machine learning, data mining, knowledge discovery, intelligent data analyzing [5, 10, 11, 24, 40, 44] . In rough set theory, attribute reduction is a popular task to select the essential attributes that preserve or improve a certain classification property as the entire set of available attributes. Hence, an attribute reduct can be defined as a minimal attribute set that can preserve or improve specific classification criterion of a given information system. Attribute reduction is often helpful to reduce the computational cost, save storage space, improve learning performance and prevent over-fitting [48] . Studies on attribute reduction in rough set theory can be mainly divided into two categories. The first category concentrates on the study of definition of attribute reduct. The second category focuses on the study of attribute reduction algorithm.
For definition of attribute reduct, one mainly emphasizes on selecting what kinds of properties of a given information system to keep unchanged or to improve [15, 33, 34] . For example, Pawlak [38] defined a relative reduct that keeps the quality of classification or classification positive region unchanged. Miao et al. [31] constructed the mutual information based reducts to extract relevant attribute sets that preserve the mutual information of a given decision table. Kryszkiewicz [18, 19] investigated and compared the relationships among possible reduct, approximate reduct, µ-reduct, µ-decision reduct and generalized decision reduct. Zhang et al. [58] introduced the maximum distribution reduct, which preserves all maximum decision rules in a decision table. Deng et al. [7] proposed the notions of conditional knowledge granularity to reflect the relationship between conditional attributes and decision attribute, and defined an attribute reduct based on conditional knowledge granularity. Jiang et al. [17] proposed a new model of relative decision entropy by combining roughness with the degree of dependency, and used it as the reduction criterion.
For attribute reduction algorithm, one mainly focuses on designing the effective reduct construction methods for finding a specific type of reduct [45, 47, 62] . According to the different methods, research efforts on attribute reduction algorithm can be divided into three categories. The first class of methods is based on discernibility matrix. Miao et al. [32] discussed the structures of discernibility matrices for three different reducts, including region preservation reduct, decision preservation reduct and relationship preservation reduct. Yao and Zhao [55] introduced a reduct construction method based on discernibility matrix simplification. The second class of methods is based on heuristics. Qian et al. [42] proposed the concept of positive approximation for accelerating heuristic attribute reduction algorithms. Parthalain et al. [35, 36] proposed a distance measure-based attribute reduction algorithm by considering the proximity of objects in the boundary region to those in the lower approximation. The third class of methods is based on stochastic optimization. Chen et al. [4] proposed a novel attribute reduction algorithm based on ant colony optimization for finding a reduct that keeps the mutual information unchanged. Ye et al. [57] introduced a novel fitness function for designing the particle swarm optimization-based and genetic-based attribute reduction algorithms.
In particular, the studies mentioned above are mainly focused on attribute reduction in classical rough set model. Relative to the classical rough set model, probabilistic rough set model allows certain acceptable levels of errors by using the threshold parameters [8, 26, 28, 49] . Hence, the probabilistic rough set model can effectively deal with data sets which have the noisy and uncertain data. By setting the different threshold parameters, one can derive many existing probabilistic rough set models, such as 0.5 probabilistic rough set model [39] , decision-theoretic rough set model [52] , variable precision rough set model [63] , Bayesian rough set model [46] and game rough set model [12] . Although attribute reduction in probabilistic rough set model has gained considerable attention in recently, these works generally focus on the study of definition of attribute reduct [13, 14, 21, 30, 50, 54, 59, 61, 63] . For attribute reduction algorithm, the research efforts mainly concentrate on the discernibility matrix based methods [13, 30, 51, 61] and stochastic optimization based methods [16, 27, 43] . Few attempts have been made to study the heuristic attribute reduction algorithms in probabilistic rough set model. This is partly because the attribute reduction in probabilistic rough set model becomes more complex after introducing the threshold parameters.
This paper concentrates on constructing heuristic attribute reduction algorithms for finding low and upper distribution reducts in probabilistic rough set model, which are defined by Mi et al. in [30] . Generally speaking, the most common heuristic attribute reduction algorithms are the addition-deletion method and the deletion method [56] . The addition-deletion method starts from an empty set or the core, then it adds attributes one by one on the basis of the significance of attributes until a stopping criterion is reached. On the contrary, the deletion method starts with a set containing all the attributes, then it delete the attributes one by one according to the significance of attributes. In fact, the heuristic attribute reduction algorithms mainly included two aspects: the stopping criterion and the significance measures of attributes. The stopping criterion is implemented by checking the jointly sufficient condition in the definition of attribute reduct, and the significance measures of attributes is used to rank the attributes. As we known, the fitness functions play a non-trivial role in designing stopping criteria and constructing significance measures of attributes. Furthermore, the monotonicity of fitness functions is very important to guarantee the validity of heuristic attribute reduction algorithms. However, very little work have considered the monotonicity of fitness functions in attribute reduction of probabilistic rough set model. In this paper, we first construct two monotonic fitness functions in probabilistic rough set model. The equivalent definitions of the low and upper distribution reducts are obtained based on the constructed monotonic fitness functions. Then we use them to design the stopping criterion of heuristic attribute reduction algorithms. The monotonicity of fitness functions guarantees the validity of heuristic attribute reduction algorithms. In addition, we propose two modified monotonic fitness functions to evaluate the significance of attributes more effectively. On this basis, we develop two heuristic attribute reduction algorithms for finding the low and upper distribution reducts based on addition-deletion method and deletion method. In the end, some experimental analyses are covered to validate the effectiveness of the proposed fitness functions and distribution reducts.
The remaining sections of this paper are organized as follows. Section 2 briefly reviews some basic notions related to the definition of distribution reducts and heuristic attribute reduction algorithms. Section 3 develops two heuristic attribute reduction algorithms for finding the low and upper distribution reducts in probabilistic rough set model by constructing the monotonic fitness functions. Several experiments are given to illustrate the effectiveness of the constructed fitness functions and distribution reducts in Section 4. Section 5 concludes and offers suggestions for future research.
Preliminary knowledge
In this section, we recall the basic notions related to attribute reduction on rough set theory. [25, 52] .
The definition of distribution reducts
An information system is a four-tuple IS = (U, A, V, f ), where U is a finite nonempty set of objects called universe, A is a nonempty finite set of attributes, V = a∈A V a , where V a is a nonempty set of values of attribute a ∈ A, called the domain of a, f : U × A → V is a mapping that maps an object in U to exactly one value in V a such that ∀a ∈ A, x ∈ U , f (x, a) ∈ V a . For brevity, IS = (U, A, V, f ) can be written as IS = (U, A).
For any subset of attributes R ⊆ A, an indiscernibility relation IN D(R) on U is defined as:
It can be easily shown that IN D(R) is an equivalence relation on U . For R ⊆ A, the equivalence relation IN D(R) partitions U into some equivalence classes denoted by U/IN D(R) = {[x] R |u ∈ U }, for simplicity, U/IN D(R) will be replaced by U/R, where [x] R is an equivalence class determined by x with respect to R, i.e., [x 
To describe a concept, rough set theory introduces a pair of lower approximation and upper approximation as follows. Definition 1. Given an information system IS = (U, A), R ⊆ A and X ⊆ U , the lower approximation and upper approximation of X with respect to R are defined as:
The lower approximation of X is a set of objects that belong to X with certainty, and the upper approximation of X is a set of objects that possibly belong to X.
Given an information system IS = (U, A), P, Q ⊆ A, one can define a partial relation ≺ on 2
A as follows [6] :
If P ≺Q, Q is said to be coarser than P (or P is finer than Q). If P ≺Q and P = Q, Q is said to be strictly coarser than P or P is strictly finer than Q, denoted by P ≺ Q. In fact, P ≺ Q ⇔ ∀x ∈ U , we have that
, where C is condition attribute set, D is decision attribute set, and
. . , Y M } is a classification of the universe U . The positive region of U/D with respect to R is defined as follows:
Pawlak rough set model does not allow any tolerance of errors. The probabilistic rough set model, which is a main extension of Pawlak rough set model, shows certain levels of tolerance for errors. Definition 3. Given an information system IS = (U, A), for any 0 ≤ β < α ≤ 1, R ⊆ A and X ⊆ U . The probabilistic lower approximation and probabilistic upper approximation of X with respect to R are defined as follows:
The probabilistic positive region of U/D with respect to R is defined as follows:
Attribute reduction is one of the most important topics in rough set theory. An attribute reduct is defined as a subset of attributes that are jointly sufficient and individually necessary for preserving or improving a particular property of the given information system [54] . A general definition of an attribute reduct is given as follows.
Definition 5.
[60] Given an information system IS = (U, A), R ⊆ A and consider a certain property P, which can be represented by an evaluation function e : 2 A → (L, ≺), of IS. An attribute set R is called a reduct of IS if it satisfies the following two conditions:
(1) Jointly sufficient condition: e(A)≺e(R), (2) Individually necessary condition: for any R ′ ⊂ R, ¬(e(A)≺e(R)).
An evaluation or fitness function, e : 2 A → (L, ≺), maps an attribute set to an element of a poset L equipped with the partial order relation ≺ i.e., ≺ is reflexive, anti-symmetric and transitive. For a certain property P, various fitness functions can be used to evaluate the degree of satisfiability of the property by an attribute set. Generally, the fitness function is not unique. The jointly sufficient condition guarantees that the evaluation of the reduct R with respect to e is the same or superior to e(A), and it has e(R) = e(A) in many cases. The individually necessary condition guarantees that the reduct is minimal, namely, there is no redundant or superfluous attribute in the reduct R.
According to the different properties P of an information system, the different reducts can be defined. There are a huge amount of known properties, such as a description of an object relation [37] , partitions of an information system [60] , a classification of a set of concepts [38] , where the classification of a set of concepts is the most common property in rough set theory.
In classical rough set model, the classification of a set of concepts can be evaluated by using the positive region of the classification (Definition 2). In probabilistic rough set model, the classification of a set of concepts can be evaluated by using the probabilistic positive region of the classification (Definition 4). However, the decision rules derived from the reduct preserving probabilistic positive region maybe in conflict with those derived from the original decision table because of non-monotonicity of probabilistic positive region with respect to the set inclusion of attribute sets [30] .
To derive the conflict free decision rules, Mi et al. [30] presented the concepts of distribution reducts based on variable precision rough set model which is a typical probabilistic rough set model.
. . , Y M } is a classification of the universe U . The (α, β) lower and upper approximation distribution functions with respect to R are defined as:
The (α, β) lower or upper approximation distribution functions can be seen as fitness functions for evaluating the classification of a set of concepts in probabilistic rough set model. By the (α, β) lower and upper approximation distribution functions, the (α, β) lower and upper approximation distribution reducts based on probabilistic rough set model are defined as follows. for all R ′ ⊂ R, then R is referred to as an (α, β) lower distribution reduct of DT .
(2) If apr
, R is referred to as an (α, β) upper distribution consistent set of DT ; if apr
An (α, β) lower (upper) distribution reduct is a minimal subset of attribute set that preserves the (α, β) lower (upper) approximations of all decision classes. For the sake of the simplicity, the (α, β) lower and upper distribution reducts are collectively called distribution reducts in the rest of this paper.
It is important to note that the monotonicity property of the fitness function used in the definition of attribute reduct with respect to the set inclusion of attribute sets should receive enough attention when we design the heuristic attribute reduction algorithms. If the fitness function is monotonic regarding the set inclusion of attribute sets, individually necessary condition only need to consider the subsets R − {a} for all a ∈ R to guarantee a reduct R is minimal. If the fitness function is not monotonic regarding the set inclusion of attribute sets, individually necessary condition must consider all subsets of a reduct R to make sure it is a minimal set [14, 61] .
In Definition 7, individually necessary conditions must consider all subsets of the reduct R because the (α, β) lower and upper approximation distribution functions are not monotonic regarding the set inclusion of attribute sets, which will complicate the algorithm design.
Typical heuristic attribute reduction algorithms
So far, Yao et al. [56] have summarized three groups of heuristic attribute reduction algorithms based on the addition-deletion method, the deletion method and the addition method, where the addition-deletion method based algorithm and the deletion method based algorithm are two most widely used heuristic attribute reduction algorithms by the rough set community. Hence, we mainly discuss the first two methods based heuristic attribute reduction algorithms in this subsection.
The addition-deletion method based algorithm and the deletion method based algorithm are displayed in Algorithm 1 and Algorithm 2, respectively.
Algorithm 1 starts with an empty set or the core, and consequently adds attributes to the subset of selected attributes until a candidate reduct satisfies the jointly sufficient condition in the definition of attribute reduct. Each selected attribute maximizes the increment of fitness values of the current attribute subset. One needs the deleting process to delete the superfluous attributes in the candidate reduct one by one after the addition process because the addition process may add the superfluous attributes. Compute fitness values of all the attributes in CA regarding the property P using a fitness function σ
5:
Select an attribute c according to its fitness, let CA = CA − {c} 6: Let R = R ∪ {c} 7: end while 8: // Deletion 9: Let CD = R 10: while CD = ∅ do
11:
Compute fitness values of all the attributes in CD regarding the property P using a fitness function δ
12:
Select an attribute a according to its fitness, let CD = CD − {a} 13: if R − {a} is jointly sufficient then Compute fitness values of all the attributes in CD regarding the property P using a fitness function δ
5:
Select an attribute a according to its fitness, let CD = CD − {a} 6: if R − {a} is jointly sufficient then 7:
end if 9: end while 10: Return R Algorithm 2 takes the entire condition attributes as a candidate reduct, then selects the attributes for deleting one by one according to the fitness values. If the subset of the remaining attributes satisfies the jointly sufficient condition in the definition of attribute reduct after deleting the selected attribute, then the attribute is the superfluous attribute and can be deleted. A reduct is obtained if and only if each attribute has been checked once.
Algorithm 1 and Algorithm 2 mainly consist of two key steps: checking the jointly sufficient condition and evaluating the significance of attributes. Checking the jointly sufficient condition is to ensure that the candidate reduct R meet jointly sufficient condition in the definition of attribute reduct. Evaluating the significance of attributes is to sort attributes and provide the heuristic information for searching a reduct, and the step can be implemented by designing the effective fitness functions. Different fitness functions may get the different orders of attributes, that may obtain the different reducts.
It is worth pointing out that the monotonicity of the fitness function in Definition 5 with respect to the set inclusion of attribute sets is very important for the completeness of Algorithm 1 and Algorithm 2 [29] . If the fitness function is monotonic regarding the set inclusion of attribute sets, Algorithm 1 and Algorithm 2 must obtain a reduct, namely, Algorithm 1 and Algorithm 2 are complete. If the fitness function is not monotonic regarding the set inclusion of attribute sets, Algorithm 1 and Algorithm 2 may obtain a super reduct that includes redundancy attributes, namely, Algorithm 1 and Algorithm 2 are incomplete. Moreover, the fitness functions for evaluating the significance of attributes should also satisfy the monotonicity with respect to the set inclusion of attribute sets and provide enough precision to sort the attributes more effectively [17, 20] .
Heuristic algorithms to find distribution reducts in probabilistic rough set model
Checking the jointly sufficient condition and evaluating the significance of attributes are two key steps in heuristic attribute reduction algorithms based on the addition-deletion strategy and the deletion strategy. Furthermore, the monotonicity of the fitness functions for checking the jointly sufficient condition and evaluating the significance of attributes is very important for the validity of the heuristic attribute reduction algorithms. To obtain the distribution reducts with heuristic attribute reduction algorithms, in this section, we first construct two monotonic fitness functions. Then we give the equivalent definition of distribution reducts based on the monotonic fitness functions constructed. After that, we further proposed two significance measures of attributes by multiplying measures of granularity of partitions by the monotonic fitness functions constructed. Moreover, the core and core computation algorithm for distribution reducts are also presented. On this basis, two heuristic attribute reduction algorithms to find distribution reducts are developed based on addition-deletion method and deletion method. Finally, an illustrative example to the heuristic attribute reduction algorithms proposed is provided step by step.
The equivalent definition of distribution reducts with monotonic fitness
functions For a certain property in the definition of attribution reduct, the different fitness functions can be used as its indicator. The monotonicity of the fitness functions is very important to guarantee the completeness of heuristic attribute reduction algorithms. To develop the complete heuristic attribute reduction algorithms to obtain distribution reducts, we construct two monotonic fitness functions in this subsection. The equivalent definition of distribution reducts are further given based on the monotonic fitness functions constructed. Now, let us first give two monotonic fitness functions as follow.
are denoted by η and µ respectively if there is no confusion arisen.
It is easy to see from above that η Theorem 1. Given a decision table DT = (U, C ∪ D), for any 0 ≤ β < α ≤ 1 and P, Q ⊆ C, we have
On the one hand, for ∀x ∈ apr Q (apr
In the other hand, for ∀x ∈ apr P (apr
It follows that apr P (apr
As a result, we have
Thus,
Hence,
This completes the proof. The proof of (2) is similar to that of (1).
By Theorem 1 we immediately get the following corollary.
Corollary 1. Given a decision table DT = (U, C ∪ D), for any 0 ≤ β < α ≤ 1 and P, Q ⊆ C, we have
Theorem 1 and Corollary 1 show that the fitness function η (α,β) R increases and the fitness function µ (α,β) R decreases as the equivalence classes become smaller through finer partitioning, which means that adding a new attribute into the existing subset of condition attributes at least does not decrease η
, and that deleting an attribute from the existing subset of condition attributes at least does not increases η
. The property is very important for constructing heuristic attribute reduction algorithms.
In the following, the performance of Theorem 1 is shown through an illustrative example. Table 1 , where U = {x 1 , x 2 , · · · , x 12 }, and C = {a 1 , a 2 , a 3 , a 4 , a 5 , a 6 }. Suppose that α = 0.60 and β = 0.40, P, Q ⊆ C, where P = {a 1 , a 2 , a 3 } and Q = {a 1 , a 2 }. As we can see, P ⊇ Q, which means P ≺Q. 
By calculating, one can have
Hence, we have
It can be easily calculated that
Obviously, P ≺ Q.
According to Definition 8, we have Theorem 2. Given a decision table DT = (U, C ∪ D), for any 0 ≤ β < α ≤ 1 and R ⊆ C, we have
(1) " ⇒ " Since R is an (α, β) lower distribution consistent set, we have apr
It conflicts with condition η
It conflicts with condition apr R (apr
As a result x ∈ apr
On the other hand, if x ∈ apr
Since apr R (apr
Thus we conclude that apr
The proof of (2) is similar to that of (1).
Theorem 3. Given a decision table DT = (U, C ∪ D), for any 0 ≤ β < α ≤ 1 and R ⊆ C, we have
(1) An attribute a ∈ R is dispensable in R with respect to apr
By Theorem 3 we immediately get the following corollary.
Corollary 2. Given a decision table DT = (U, C ∪ D), for any 0 ≤ β < α ≤ 1 and R ⊆ C, we have (1) An attribute a ∈ R is indispensable in R with respect to apr
An attribute a ∈ R is indispensable in R with respect to apr
Theorem 2 and Corollary 2 yield the following theorem.
Theorem 4 gives the equivalent definition of distribution reducts.Compared with Definition 7, individually necessary conditions only need to check the subsets R − {a} for all a ∈ R, not all subsets of R because the fitness functions η In fact, Theorem 4 provides concrete methods to design heuristic algorithms for obtaining the distribution reducts, and guarantees the completeness of heuristic attribute reduction algorithms.
The significance measures of attributes
Evaluating the significance of attributes is one of the most important problem to design the efficient heuristic attribute reduction algorithms. In this subsection, we construct the significance measures of attributes on the basis of the monotonic fitness functions proposed in order to provide the heuristic information that can guide search to distribution reducts.
For the significance measures of attributes, the monotonicity of measures are very important. The monotonicity can guarantee the rationality of the measures to evaluate the significance of attributes. Hence, we can use the fitness functions η (α,β) R and µ (α,β) R as the significance measures of attributes for searching the (α, β) lower and upper distribution reducts to a certain degree, respectively.
The corresponding significance measures of attributes are defined as follows.
Definition 9. Given a decision table DT = (U, C ∪ D), for any 0 ≤ β < α ≤ 1, R ⊂ C and ∀a ∈ C − R, the significance measures of attribute a in R with respect to apr (1) SIG η (a, R, apr
R∪{a} .
Definition 9 can be used to provide heuristics to guide the mechanism of searching an attribute. SIG η (a, Table 2 , where U = {x 1 , x 2 , · · · , x 12 }, and C = {a 1 , a 2 , a 3 , a 4 , a 5 , a 6 }. Suppose that α = 0.60 and β = 0.40, P, Q ⊆ C, where P = {a 1 , a 2 , a 3 , a 4 } and Q = {a 1 , a 2 , a 3 }. As we can see, P ⊇ Q, which means P ≺Q. 
Example 2. Given a decision table
By calculating, one can have As a result, we have η .
From Example 2, we can see that there is a partial relation between P and Q. However, we obtained the same values of the fitness functions. It indicates that the fitness functions in Definition 8 can not discern the attribute subsets P and Q clearly. The main reason is because they do not take into full account the granularity of partitions. Hence, it is easy to obtain that the significance of some attributes is zero by using the fitness functions in Definition 8. Therefore, it is necessary to introduce more effective fitness functions to evaluate the significance of attributes.
In what follows, we introduce more effective fitness functions based on the measures of granularity of partitions. We review several existing measures of granularity of partitions before introducing the more efficient fitness functions.
Given a partition, there are many methods that can be used to measure the granularity of a partition. Currently, Yao and Zhao [53] provided a unified framework for measures of granularity of partitions by considering the expected granularity of blocks in a partition.
First, let us recall the measure of granularity of a set.
Definition 10.
[53] Suppose U is finite and nonempty universe. A function m : 2 U → R is called a measure of granularity of a set if it satisfies the following conditions: for all X, Y ∈ 2 U .
(1) (nonnegativity) m(X) ≥ 0,
where the binary relation ≡ s is defined by: A≡ s B if there exists a bijection from A to B.
The measure of granularity of a partition is defined as follows based on the measure of granularity of a set.
Definition 11.
[53] Suppose π = {X 1 , X 2 , . . . , X K } is a partition of a finite nonempty universe U and m : 2 U → R is a measure of granularity of subsets of U , satisfies (1) − (3) of Definition 10. The expected granularity of blocks of π is defined as:
where
|XK | |U|
is the probability distribution defined by π and E Pπ (·) is the mathematical expectation with respect to distribution P π .
Let Π be the set of all partitions of U . The expected granularity EG m (π) reaches the minimum value if and only if π = Π 0 = {{x}|x ∈ U } which is the finest partition in Π, and it reaches the maximum value if and only if π = Π 1 = {U } which is the coarsest partition in Π. In general, we have
The expected granularity EG m (π) is a class of measures of granularity of partitions. The different measures of granularity of partitions can be derived from the expected granularity by considering various classes of measures of granularity of sets. Hence, many existing measures of granularity of partitions are instances of the expected granularity. The three most widely used measures of granularity of partitions are co-entropy, knowledge granularity and combination granularity in all existing measures of granularity of partitions. The corresponding definitions are as follows.
Definition 12. [2, 3, 22]
Given an information system IS = (U, A), R ⊆ A and U/R = {X 1 , X 2 , . . . , X K }. The co-entropy of U/R is defined as follows:
Obviously, one has that 0 ≤ CE(U/R) ≤ log 2 |U |.
Definition 13. [22, 23] Given an information system IS = (U, A), R ⊆ A and U/R = {X 1 , X 2 , . . . , X K }. The knowledge granulation of U/R is defined as follows:
Obviously, one has that 1/|U | ≤ GK(U/R) ≤ 1.
Definition 14. [41]
Given an information system IS = (U, A), R ⊆ A and U/R = {X 1 , X 2 , . . . , X K }. The combination granulation of U/R is defined as follows:
Obviously, one has that 0 ≤ CG(U/R) ≤ 1.
In the following, we modified the fitness functions η in Definition 8 based on the expected granularity to evaluate the significance of attributes more effectively. Moreover, an example is provided to show that the modified fitness functions are more effective and suitable for evaluating the significance of attributes.
Definition 15. Given a decision table DT = (U, C ∪D), for any 0 ≤ β < α ≤ 1, R ⊆ C and U/D = {Y 1 , Y 2 , . . . , Y M } is a classification of the universe U , we denote
and Gµ (α,β) R are denoted by Gη and Gµ respectively if there is no confusion arisen.
Clearly, Gη
(α,β) R and Gµ (α,β) R take into account the granularity of the partition.
Theorem 5. Given a decision table DT = (U, C ∪ D), for any 0 ≤ β < α ≤ 1 and P, Q ⊆ C, we have
Proof. It can be easily proved according to Theorem 1, Definition 10 and Definition 11.
By Theorem 5 we immediately get the following corollary.
Corollary 3. Given a decision table DT = (U, C ∪ D), for any 0 ≤ β < α ≤ 1 and P, Q ⊆ C, we have , and that deleting an attribute from the existing subset of condition attributes at least does not increases Gη
Theorem 5 and Corollary 3 show that the modified fitness function Gη
(α,β) R or decreases Gµ (α,β) R .
Example 3. Continued from Example 2.
We take the co-entropy (Definition 12) as an example of the expected granularity (Definition 11).
According to Definition 12, we have and Gµ (α,β) R are more powerful for evaluating the attribute subsets in some cases. Hence, we use them as the significance measures of attributes for guiding search to the (α, β) lower and upper distribution reducts, respectively.
Definition 16. Given a decision table DT = (U, C ∪D), for any 0 ≤ β < α ≤ 1, R ⊂ C and ∀a ∈ C −R, the significance measures of attribute a in R with respect to apr (α,β) C and apr (α,β) C are defined as follows:
(1) SIG Gη (a, R, apr
Similar to Definition 9, for convenience, the corresponding significance measures of attributes are also denoted as SIG Gη (a, apr
{a} for any singleton attribute a ∈ C.
The attribute core
Attribute core plays important role in heuristic attribute reduction algorithms. The attribute core is the set of all indispensable attributes. In other words, the attribute core is included in all reducts. Hence, it is often selected as the starting point in heuristic attribute reduction algorithms to narrow the search space of attributes. Moreover, the different attribute cores can be defined according to the different definitions of attribute reducts. In this subsection, we define the attribute cores for distribution reducts and provide the method for calculating the attribute cores.
Definition 17. Given a decision table DT = (U, C ∪D), for any 0 ≤ β < α ≤ 1, the attribute cores for the (α, β) lower and upper distribution reducts are defined as follows:
where, RED apr (α,β) (C) and RED apr (α,β) (C) denote the set of all (α, β) lower and (α, β) upper distribution reducts, respectively.
Theorem 2 and Definition 17 yield the following theorem.
Theorem 6. Given a decision table DT = (U, C ∪ D), for any 0 ≤ β < α ≤ 1 and c ∈ C, we have
. c is dispensable in C according to Theorem 3. It conflicts with condition c ∈ CORE apr (α,β) (C), so we have
, then c is indispensable in C according to Corollary 2. Hence, c must appear in all (α, β) lower distribution reducts of DT . Thus, c ∈ ∩RED apr (α,β) (C), i.e., c ∈ CORE apr (α,β) (C).
(2) The proof is similar to that of (1).
Theorem 6 and Definition 17 yield the following definition.
Definition 18. Given a decision table DT = (U, C ∪ D), for any 0≤β<α≤ 1, the attribute cores for the (α, β) lower and upper distribution reducts are defined as follows:
Definition 18 states the calculation method of the attribute cores for the (α, β) lower and upper distribution reducts.
An algorithm for calculating the attribute cores for the (α, β) lower and upper distribution reducts is displayed in Algorithm 3. 
end if 7: end for 8: Return CORE T (α,β) (C)
Attribute reduction algorithms
In this subsection, we proposed two heuristic attribute reduction algorithms based on the addition-deletion method (Algorithm 1) and the deletion method (Algorithm 2) to obtain the distribution reducts in probabilistic rough set model. Two algorithm details are shown in Algorithm 4 and Algorithm 5.
Algorithm 4
The addition-deletion method for computing the distribution reducts of DT Input:
go to Step 28 6: end if
for Each a ∈ CA do
10:
Calculate SIG G∆ (a, R, T Calculate SIG G∆ (a, T ) 20: end for 21: Sort attributes in CD according to SIG G∆ (a, T ) in a ascending order 22: while CD = ∅ do Calculate SIG G∆ (a, T ) 5: end for 6: Sort attributes in CD according to SIG G∆ (a, T ) in a ascending order 7: while CD = ∅ do 
end if 12: end while 13: Return R
An illustrative example
We have developed two heuristic attribute reduction algorithms to obtain distribution reducts. In this subsection, we present an example to show the validity of the proposed algorithms. Table 1 shown in Example 1, we take the (0.6, 0.4) low distribution reduct as an example. Moreover, the co-entropy (Definition 12) is used as an example of the expected granularity (Definition 11). We can calculate the (0.60, 0.40) low distribution reduct by Algorithm 4.
By computing, we can obtain η is maximum, we select a 6 . Let R = R ∪ {a 6 } = {a 1 , a 3 , a 6 }, then η ≈ 2.14.
Because Gη is maximum, we select a 5 . Let R = R ∪ {a 6 } = {a 1 , a 3 , a 6 }, then η It can be easily calculated that apr Similar to the computation of the (0.60, 0.40) low distribution reduct, it is not difficult to find that {a 1 , a 3 , a 4 , a 6 } is a (0.60, 0.40)upper distribution reduct.
By Algorithm 5 we can obtain {a 1 , a 3 , a 4 , a 6 } is a (0.60, 0.40) low distribution reduct and {a 1 , a 2 , a 3 , a 5 } is a (0.60, 0.40) upper distribution reduct.
Experimental results
In this section, a series of experiments were designed to demonstrate that our methods proposed are effective and applicable. Ten benchmark real-world data sets were chosen for experimental evaluation. All the data sets were obtained from the UCI Repository of Machine Learning databases [1] . These data sets have been widely used in literatures. The general information about the selected UCI data sets is summarized in Table 3 , where |U | and |C| denote the number of objects and the condition attributes, respectively. |V d | denotes the number of decision classes.
Since the data sets may contain missing values or continuous attributes, they would be handled in advance prior to attribute reduction. Missing values were filled with mean values for continuous attributes and mode values for nominal attributes. Continuous attributes were discretized using equal-frequency discretization method. All preprocessing methods were implemented by using WEKA filters [9] .
The monotonicity experiments
In this subsection, several experiments were performed to verify the effectiveness of the proposed fitness functions in Section 3. In the experiments, we took the co-entropy (CE,Definition 12), knowledge granulation (KG,Definition 13) and combination granulation (CG,Definition 14) as examples of the expected granularity. Hence, both of fitness functions Gη and Gµ (Definition 15) can adopt three types of implementations based on CE, KG and CG. The threshold parameters α and β are set to 0.6 and 0.4 respectively. Figures 1 -10 present the experimental results of the proposed fitness functions on ten data sets. In each of figures, the X-axis represents the size of condition attribute subset. The condition attribute subset is increased from one attribute to all attributes during the experiments. The Y-axis pertains to values of fitness functions. Furthermore, each figure has two subfigures. The subfigure (a) shows that the experimental results of the fitness functions η, Gη − CE, Gη − KG and Gη − CG, where Gη − CE, Gη − KG and Gη − CG represent the CE-based, KG-based and CG-based implementations of Gη respectively. The subfigure (b) shows that the experimental results of the fitness functions µ, Gµ − CE, Gµ − KG and Gµ − CG, where Gµ − CE, Gµ − KG and Gµ − CG represent the CE-based, KG-based and CG-based implementations of Gµ respectively. Moreover, we rescaled the values of them to the [0, 1] range in order to better visualize the data because the values of the fitness functions Gη − CE and Gµ − CE may be greater than 1.
It can be seen from these figures that the values of the fitness functions η, Gη−CE, Gη−KG and Gη−CG increase with the number of selected attributes becoming bigger, and the values of the fitness functions µ, Gµ − CE, Gµ − KG and Gµ − CG decrease with the number of selected attributes becoming bigger. It indicates that the proposed fitness functions are monotonic with respect to the set inclusion of attributes. The results are consistent with Corollary 1 and Corollary 3. However, it is easy to see that the values of the fitness function η are the same when the number of attributes increased from 1 to 2 on all the data sets except Zoo. Similarly, there is no change in the results of the fitness function µ as the number of attributes increases from 1 to 2 on some data sets, such as Horse-colic, Voting and Kr-vs-kp. In these cases, the fitness functions η and µ can not evaluate the significance of attributes effectively. For the same situation, the values of the fitness functions Gη−CE, Gη−KG and Gη−CG get bigger, while the values of the fitness functions Gµ−CE, Gµ−KG and Gµ−CG get smaller when the number of attributes increased from 1 to 2. It shows that the fitness functions Gη and Gµ can evaluate the significance of attributes more accurately. The results show that the fitness functions Gη and Gµ can provide more information for evaluating the significance of attributes. In other words, the fitness functions Gη and Gµ have a better discrimination power than the fitness functions η and µ. Hence, we can evaluate the significance of attributes more effectively by using the fitness functions Gη and Gµ.
Significance of single attributes
Evaluating single attributes and ranking them are an important step in Algorithms 4 and 5. Hence, in this subsection, we compared the effectiveness of the proposed fitness functions in evaluating the significance of single attributes. Two data sets Vehicle and Credit Approval were used in experiments. There are 18 attributes in Vehicle and 15 attributes in Credit Approval. The experimental results of the fitness functions η, Gη − CE, Gη − KG and Gη − CG on two data sets are shown Figures 11 and 13 respectively. The experimental results of the fitness functions µ, Gµ − CE, Gµ − KG and Gµ − CG on two data sets are shown Figures 12 and 14 respectively. Similar to the monotonicity experiments, the values of the fitness functions Gη − CE and Gµ − CE were rescaled to the [0, 1] range.
As to data set Vehicle, for each single attribute, the values of the fitness function η are equal to zero. It indicates that the fitness function η can not evaluate the single attributes effectively. In this situation, we can not rank attributes by the fitness function η. In comparison, the fitness functions Gη − CE, Gη − KG and Gη − CG can differentiate the different single attributes effectively. In other words, we can rank attributes effectively by the fitness function Gη. Similarly, for the most single attributes, the values of the fitness function µ are equal to 1. Hence, we can not rank attributes by the fitness function µ, but we can rank attributes by the fitness functions Gµ − CE, Gµ − KG and Gµ − CG. As to data set Credit Approval, we can obtain a similar result. The above experimental results show that the fitness functions η and µ are not appropriate to evaluate the single attributes and rank them sometimes, and the fitness functions Gη and Gµ can evaluate the single attributes and rank them effectively.
The classification accuracy experiments
In this subsection, we took the (α, β) low distribute reduct as an example of the distribute reducts. Then we compared the classification accuracy of the (α, β) low distribution reduct with three traditional definitions of attribute reduct, including the qualitative positive region-preserved reduct (QLPRP) [61] , the quantitative positive region-preserved reduct (QNPRP) [61] and the positive region extension reduct (EXDPR) [21] , in probabilistic rough set model. For each definition, the corresponding reducts are obtained by the addition-deletion method and the deletion method. For the (α, β) low distribution reduct, in Algorithms 4 and 5, we considered three different implementations of Gη by taking CE, KG and CG as the examples of the expected granularity. In addition, for Algorithm 4 and 5, the (α, β) low distribution reducts obtained by three different implementations are denoted as LDRCE, LDRKG and LDRCG respectively.
In the experiments, two well-known used classifiers including BayesNet and linear SVM (SMO) were selected to evaluate the different definitions of attribute reduct. 10-fold cross-validation scheme was used to assess the performance of the classifiers. All approaches were implemented based on the WEKA data mining software package [9] , where the classifiers were implemented with default settings.
To make a fair comparison, we took the value of α from 0.1 to 1.0 with step 0.1. For each data set, the corresponding attribute reducts can be got according to the different α. Then we computed the classification accuracies of all attribute reducts using BayesNet and SMO based on 10-fold cross-validation. The average value and standard deviation were recorded as the final classification accuracies. Tables 4 -7 show the experimental results of classification accuracies. In each table, the average maximum classification accuracies are depicted in bold. The classification accuracies are performed on the raw data sets also.
It is observed from Tables 4 -7 LDRKG and LDRCG exhibited the best average classification accuracy based on BayesNet in most cases. In detail, LDRCE and LDRCG achieved the highest average classification accuracy on six data sets, and LDRKG achieved the highest average classification accuracy on seven data sets. It should be emphasized that LDRCE, LDRKG and LDRCG jointly achieved the highest average classification accuracy on five data sets. Moveover, EXDPR got the maximum average classification accuracy on data set Hypothyroid. Compared with the classification accuracy of raw data, LDRCE, LDRKG and LDRCG obtained better classification performance on all the data sets except the data sets Credit Approval and German. In most cases, QLPRPR, QNPRPR and PRER decrease the classification accuracies of raw data to some extent. In addition, the classification accuracies of LDRCE, LDRKG and LDRCG was found to be similar Tables 4 -7 , we can clearly notice that the standard deviations of classification accuracies derived from LDRCE, LDRKG and LDRCG equal to zero on all the data sets. It implies Algorithms 4 and 5 are insensitive to threshold parameters. This can be explained because the (α, β) low distribution reduct has a more stringent reduction condition that preserves the (α, β) low approximation of all decision classes. In fact, the (α, β) low distribution reduct is equivalent to reduct that keeps Pawlak positive region (Definition 2) unchanged when decision table is consistent (P OS R (D) = U ). It means that for the consistent decision talbe, the classification accuracies derived from LDRCE, LDRKG and LDRCG are the same for all threshold parameters. What's more, for inconsistent decision table (P OS R (D) = U ), Algorithms 4 and 5 are also insensitive to threshold parameters when each decision class contains too few inconsistent objects because the (α, β) low distribution reduct must keep the (α, β) low approximation of all decision classes unchanged. Table 8 and 9 outlined the average length of the derived reduct based on the addition-deletion method and the deletion method. From Table 8 and 9, it can be seen that the numbers of attributes obtained by QLPRPR, QNPRPR and PRER are less than those obtained by LDRCE, LDRKG and LDRCG. The reason should be attributed to the fact that the (α, β) low distribution reduct have more stringent reduction condition than three other definitions of attribute redcut. For length of the derived reduct, the standard deviations of LDRCE, LDRKG and LDRCG also equal to zero on all the data sets. It further indicates Algorithms 4 and 5 are insensitive to threshold parameters. In addition, for QLPRPR, QNPRPR and PRER, the relatively high standard deviations of reduct length also show that QLPRPR, QNPRPR and PRER obtained by the addition-deletion method and the deletion method are sensitive to threshold parameters. From the experimental results, we can draw a conclusion that the distribution reducts are relatively the better choices in probabilistic rough set model, as attributes they selected have the higher classification accuracy.
Comparison of distribution reducts with ranking based attribute reduction methods
In this subsection, we compared the classification accuracy of the distribution reducts with ranking based attribute reduction methods (RBAR). RBAR is a classic attribute reduction algorithm. In RBAR, the attributes are globally ranked based on the significance of single attributes, and the first k best attributes are selected. In our experiments, the significance of single attributes was evaluated by using the fitness functions Gη − CE, Gη − KG and Gη − CG, and the different values of k were specified based on the subset size of the corresponding (α, β) low distribution reducts, which are obtained by the size of LDRCE, LDRKG and LDRCG, to compare the distribution reducts with ID RBARCE RBARKG RBARCG 1 0.7745 ± 0.0000 0.7147 ± 0.0000 0.7147 ± 0.0000 2 0.4720 ± 0.0000 0.4720 ± 0.0000 0.4720 ± 0.0000 3 0.4504 ± 0.0000 0.4504 ± 0.0000 0.4504 ± 0.0000 4 0.8943 ± 0.0000 0.8943 ± 0.0000 0.8943 ± 0.0000 5 0.9307 ± 0.0000 0.8416 ± 0.0000 0.8416 ± 0.0000 6 0.8652 ± 0.0000 0.8652 ± 0.0000 0.8652 ± 0.0000 7 0.8260 ± 0.0000 0.8312 ± 0.0000 0.8212 ± 0.0000 8 0.8767 ± 0.0000 0.8767 ± 0.0000 0.8767 ± 0.0000 9 0.9178 ± 0.0000 0.9178 ± 0.0000 0.9223 ± 0.0000 10 0.7430 ± 0.0000 0.7420 ± 0.0000 0.7420 ± 0.0000 ranking based attribute reduction methods. The classification accuracies were obtained by adopting the same experimental settings and methods that were used in subsection 4.3.
Tables 10-13 present experimental results of RBAR on ten data sets using BayesNet and SMO, where RBARCE, RBARKG and RBARCG represent the attribute reducts obtained by using Gη−CE, Gη−KG and Gη−CG to evaluate the significance of single attributes, respectively. Compare with Tables 4 -7, it is easy to see that, for the (α, β) low distribution reducts obtained by the additiondeletion method, LDRCE and LDRCG outperform RBARCE and RBARCG on seven data sets respectively, and LDRKG outperform RBARKG on eight data sets according to BayesNet. Note that LDRCE, LDRKG and LDRCG get the same average classification accuracy on data set Primary-tumor with RBARCE, RBARKG and RBARCG respectively. This is because the (α, β) low distribution reducts obtained by the addition-deletion method and reducts obtained by ranking method are the same. As to SMO, the results is similar to that of BayesNet. For the (α, β) low distribution reducts obtained by the deletion method, we can obtain the similar results also.
Nevertheless, from Table 8 and 9, we can easily find that the standard deviations of classification accuracies derived from RBARCE, RBARKG and RBARCG equal to zero on all the data sets. This is because, for given 10 different values of α, we always obtain the same ranking of attributes according to the fitness function Gη, and the subset size of the (α, β) low distribution reduct obtained by the addition-deletion method or deletion method is same every time. It further indicates that Algorithms 4 and 5 are insensitive to threshold parameters.
The above experimental results show that the distribution reducts are effective. ID RBARCE RBARKG RBARCG 1 0.7391 ± 0.0000 0.7147 ± 0.0000 0.7147 ± 0.0000 2 0.4720 ± 0.0000 0.4720 ± 0.0000 0.4720 ± 0.0000 3 0.6040 ± 0.0000 0.6040 ± 0.0000 0.6040 ± 0.0000 4 0.9563 ± 0.0000 0.9563 ± 0.0000 0.9563 ± 0.0000 5 0.9307 ± 0.0000 0.8416 ± 0.0000 0.8416 ± 0.0000 6 0.8551 ± 0.0000 0.8551 ± 0.0000 0.8551 ± 0.0000 7 0.9216 ± 0.0000 0.9203 ± 0.0000 0.9048 ± 0.0000 8 0.9528 ± 0.0000 0.9528 ± 0.0000 0.9528 ± 0.0000 9 0.9236 ± 0.0000 0.9236 ± 0.0000 0.9229 ± 0.0000 10 0.7490 ± 0.0000 0.7520 ± 0.0000 0.7520 ± 0.0000 Table 12 : Classification accuracies based on BayesNet by ranking method(subset size obtained by deletion method) ID RBARCE RBARKG RBARCG 1 0.7663 ± 0.0000 0.7092 ± 0.0000 0.7147 ± 0.0000 2 0.4720 ± 0.0000 0.4720 ± 0.0000 0.4720 ± 0.0000 3 0.4504 ± 0.0000 0.4504 ± 0.0000 0.4504 ± 0.0000 4 0.8943 ± 0.0000 0.8943 ± 0.0000 0.8943 ± 0.0000 5 0.8416 ± 0.0000 0.8416 ± 0.0000 0.8416 ± 0.0000 6 0.8652 ± 0.0000 0.8652 ± 0.0000 0.8652 ± 0.0000 7 0.8312 ± 0.0000 0.8312 ± 0.0000 0.8087 ± 0.0000 8 0.8767 ± 0.0000 0.8767 ± 0.0000 0.8767 ± 0.0000 9 0.9178 ± 0.0000 0.9178 ± 0.0000 0.9223 ± 0.0000 10 0.7430 ± 0.0000 0.7420 ± 0.0000 0.7420 ± 0.0000
Conclusion
The addition-deletion method based and deletion method based attribute reduction algorithms are two representative heuristic attribute reduction algorithms in rough set theory. The fitness functions play a crucial role in designing heuristic attribute reduction algorithms. The monotonicity of fitness functions is very important to guarantee the validity of heuristic attribute reduction algorithms. This paper aims at developing heuristic attribute reduction algorithms for finding distribution reducts in probabilistic rough set model. To begin with, we proposed two monotonic fitness functions η . The equivalence definitions of two distribution reducts can be use to design the stopping criteria of heuristic attribute ID RBARCE RBARKG RBARCG 1 0.7527 ± 0.0000 0.6902 ± 0.0000 0.7147 ± 0.0000 2 0.4720 ± 0.0000 0.4720 ± 0.0000 0.4720 ± 0.0000 3 0.6040 ± 0.0000 0.6040 ± 0.0000 0.6040 ± 0.0000 4 0.9563 ± 0.0000 0.9563 ± 0.0000 0.9563 ± 0.0000 5 0.8416 ± 0.0000 0.8416 ± 0.0000 0.8416 ± 0.0000 6 0.8551 ± 0.0000 0.8551 ± 0.0000 0.8551 ± 0.0000 7 0.9203 ± 0.0000 0.9203 ± 0.0000 0.9078 ± 0.0000 8 0.9528 ± 0.0000 0.9528 ± 0.0000 0.9528 ± 0.0000 9 0.9236 ± 0.0000 0.9236 ± 0.0000 0.9229 ± 0.0000 10 0.7490 ± 0.0000 0.7520 ± 0.0000 0.7520 ± 0.0000 reduction algorithms. Additionally, we presented two modified fitness functions Gη to evaluate the significance of attributes more effectively. On this basis, we developed two heuristic attribute reduction algorithms to find distribution reducts based on the addition-deletion method and deletion method. The monotonicity of fitness functions proposed guarantees that the reduction result is right as well. Finally, experiments on several real-life data sets are conducted to test the effectiveness of the proposed fitness functions and distribution reducts. The experimental results show that Gη for evaluating the significance of attributes. The experimental results also indicate that distribution reducts can achieve better performance in probabilistic rough set model and outperforms ranking based attribute reduction methods.
This investigation provides a new insight into the distribution reducts in probabilistic rough set model. In the future, the study work will be focused on designing heuristic attribute reduction algorithms to find other definitions of attribute reduct in probabilistic rough set model by studying monotonic fitness functions.
