This work is devoted to the study of integration with respect to binomial measures. We develop interpolation quadrature rules and study their properties. Applying a local error estimate based on null rules, we test two automatic integrators with local quadrature rules that generalize the five points Newton Cotes formula.
Introduction
In this paper we develop quadrature formulae for the numerical integration with respect to a binomial measure. The binomial measure µ α , where 0 < α < 1 is a parameter, is a probability measure on an interval of the real line, say [a, b] , that is characterized by the following (self-similar) property: let I a dyadic subinterval of [a, b] and bisect I in the left and right parts I = I L ∪ I R ; then µ α (I R ) = αµ α (I) .
When α = 1/2 we trivially obtain the probability measure proportional to the Lebesgue measure on [a, b] . Some important properties of µ α are:
• {µ α } α is a family of pairwise orthogonal Borel measures:
• µ α is a continuous measure, i.e. µ α ({x}) = 0 ∀x ∈ [a, b];
• µ α and µ 1−α are connected by the following property of symmetry:
The family of binomial measures naturally appears in different problems, such as, for example:
• Given the property (1) µ α are the simplest examples of the so called multifractals (for simple introductions we refer to [10, 20] ). The study of multifractals developed very much in recent years, see ad example [16] , and produced several applications, ad example in data transmission [1, 4, 7, 15] .
• Binomial measures are related to the probability theory of sequences of independent trials, and in particular to the so called Bernoulli process 1 . Let θ be the linear application that maps I onto [0, 1[, i.e.
θ(x) = x − a b − a , and let I k = j 2 k , j + 1 2 k ⊂ [0, 1[, where j, k ∈ N. Then µ α (θ −1 (I k )) is exactly the probability that in the first k trials of the Bernoulli process we have a number of successes equal to the number of 1s in the binary expansion 2 of j.
In this framework, the µ α are often referred as Bernoulli or Besicovitch measures.
• The binomial measures are widely studied in symbolic dynamics in the theory of dynamical systems. Such measures are examples of Gibbs (or equilibrium) measures with respect to the Bernoulli shift ( [18, 17] ).
Integration with respect to these measures can be an interesting feature for applications, but, to our experience, the analysis of quadrature methods has not yet been developed. The existing works are devoted to the cases of weighted integrals, although part of the theory developed is concerned with general finite measures (for a complete survey see [12] ).
In this paper we analyze how polynomials can be integrated on dyadic intervals and introduce interpolation based integration rules. Also some properties of automatic integration are explored.
The work is organized as follows. In the second section we report some analytical background and write some useful technical identities. In the third section we introduce quadrature with respect to the measures µ α . The fourth section is devoted to the automatic integration: we develop an adaptive algorithm that works for every α and shows in all cases almost the same efficiency and reliability of the best available routines in the case of the Lebesgue measure. In the fifth section we present some numerical simulations on a battery of tests. Finally, we list some remarks and possible future work.
Preliminary Results
For the sake of completeness we list some results that we will often apply in the sequel. 
Proof: Set λ to be:
We have that: min
Now, due to continuity of φ(x), we can state that ∃ξ ∈ [c, d] : φ(ξ) = λ, as requested.
For sake of clearness, and without loosing of generality, we will restrict ourself to the case of the interval of integration to be I ≡ [0, 1]. An important role will be played by dyadic intervals
We will call k the order of the interval. Let µ α,k be the probability measure with constant density on dyadic intervals of order k given by:
where: n(j) = #{1s of the binary expansion of j} .
Two useful relations involving this measure are summarized in the following lemma.
Lemma 2.2. Given h, k ∈ N, the following hold true:
Proof: The first relation is immediate, while the second is easily proved noticing that, due to the fact that since i runs from 0 . . . 2 h − 1 : We can now prove the convergence for fixed α of the sequence of measures {µ α,k } k .
Proposition 2.3. The sequence of measures {µ α,k } k converge in the weakstar sense (see definition 1.58 in [2] ).
Proof: Since the set of probability measures is weak-star compact, we only need to prove existence of the limit of the sequence:
We will prove that this is a Cauchy sequence. Given ǫ > 0, since φ is uniformly continuous, there exists k 0 ∈ N such that:
Now, take k 2 , k 1 ≥ k 0 and consider:
where we have applied the mean value theorem (ξ 1,j , ξ 2,j are points in X k 0 j ) and the first statement in lemma 1. The sequence, thus, converges pointwise, as requested.
Definition 2.4 (Binomial measures µ α ). Fixed α ∈ (0, 1), we will call binomial measure µ α the weak-star limit measure of the sequence {µ α,k } k .
We will denote, as usual, with L p µα the space of the p−integrable functions with respect to µ α . We state now a "change of variable" type result for measures µ α .
µα . Then, for each dyadic interval X k j we have that:
Proof: Let us first consider the case where the integrand f is the characteristic function χ E of a measurable set E ⊂ [0, 1]. By lemma 1 the formula is true if E is a dyadic interval, and by summation for a finite union of such sets. Taking the supremum of such kind of functions we can obtain the formula for characteristic function of open sets; moreover taking once again the infimum we can get the formula for any χ E and by linear combination for any simple function. Let us now take f ∈ L 1 µα , f ≥ 0 (in the general case we can write f = f + −f − where f + and f − are respectively the positive and negative parts). Since f is the pointwise limit of a monotonic sequence of simple functions (see theorem 1.17 on [21] ) we obtain the result.
Note that lemma 2.5 cannot be extended to any affine change of variables, i.e. in general
Now let us see how to integrate the polynomials. Take s ∈ N, we apply lemma 2.5 to write:
Now, we can notice that:
applying another time Lemma 2.5:
applying the relation (2) in the parenthesis:
Summarizing, we have that:
Now, substituting in the second term of (3) the relation seen in (2) we have that: 
We will use piecewise s-polynomial interpolation in the next chapters. For this reason we explicitly calculate the integrals of polynomials in the dyadic intervals X k j applying lemma 2.5:
Quadrature rules
In this section we want to introduce the numerical integration rules. We will call integration rule a choice of p + 1 distinct points ζ q ∈ [0, 1] (called nodes) and of values β q (called weights). We denote by:
We will call degree of exactness of the formula lI p with respect to µ α the greatest positive integer r such that:
On the interval we can consider the function to be approximated with a polynomial and we can integrate this in an exact manner, by means of the seen formulae for monomials, proposition 2.6. If the polynomial is chosen as the one interpolating the function in the nodes, this leads to the so called interpolation-based integration rules. For this rules, fixed the nodes, the weights can be calculated integrating the so called Lagrange fundamental polynomials, see equation (9.2) in [19] . A well known theorem, valid for general positive measures (see [13] ), states that this rules can give degree of exactness up to r = 2p + 1. It is also well known that, fixed the nodes ζ q , q = 0 . . . p there exists an unique choice of weights that leads to a formula of degree r ≥ p, and this rule is necessarily interpolation-based. Optimal rules (from the degree of exactness point of view) are usually referred as Gauss-Christoffel, see [12] . The first two of them with respect to 
the measure µ α are summarized in table 1, denoted by G p . It can be seen how already G 1 is quite laborious to describe 3 for these measures.
If we consider p + 1 equi-spaced points the corresponding interpolationbased quadrature rules that we obtain are called Newton-Cotes formulae.
The first of these rules are summarized as E p in table 2. We can notice that the weights in this case can become negative at the end-points. Ad example, in the case of E 2 the weights are positive in the case of α ∈ (1/4, 3/4), while if α < 1/4 the last weight is negative and in the case of α > 3/4 the first is negative. Moreover, these formulae are of degree of exactness 4 p, that is, obviously, the lowest for interpolation-based rules. We can moreover fix some parameters and use nonlinear relations (4) to construct the highest degree interpolation formula satisfying these constraints. As example, we can construct a formula with two equal weights and of degree of exactness 2, see rule W 1 in table 1. This formula, although, is meaningful only if α ∈ [1/4, 3/4] (otherwise nodes are outside of the integration interval) and coincides with G 1 in the case α = 1/2 (for shortness in the sequel we will refer to the case α = 1/2 as the Lebesgue case). Another useful example of three point interpolation-based rule is in table 2, denoted by H 2 . This formula is obtained fixing the two extreme nodes and considering the only rule of degree of exactness 3 with three nodes. Notice that for this formula the weights are always positive and that in the Lebesgue case H 2 ≡ E 2 . 
A-priori error estimate with interpolation errors
In this section we develop a-priori error estimates for interpolation-based rules that relay on the corresponding formulae for interpolation errors. Recall that if Π p f (x) is the (unique) p-polynomial interpolating function f (x) at the nodes ζ q , q = 0, . . . , p and f is sufficiently regular, we have that (see [19] 
.
Applying this estimate we obtain:
In the particular case that f is a polynomial of degree p+k with 1 ≤ k ≤ p+1 then f − Π p can be factorized as ω p (x)q(x) where q(x) is a polynomial of degree k − 1. Therefore if ω p is L µα orthogonal to all polynomials of degree up to k − 1 we obtain that the rule has degree of exactness p + k, that is a well known result, see theorem 2.1 in [13] . Let us write a simple formula for the error estimate involving both the derivatives of order p + 1 and
In (5a) we have applied proposition 1 because
can be regarded as a continuous function on [0, 1] . Note that in the same way we could put in evidence K − α instead of K + α equation (5c) obtaining an analogous estimate.
Later on we will introduce an other a-priori estimate, based on the Taylor expansion of the integrand function, see (7)-(8). We conclude this paragraph with two examples on how to apply these estimates (5)-(5d), the three point Newton-Cotes rule E 2 (where the estimate is quite pessimistic) and the formula H 2 (where we obtain a good estimate). Both of this estimates relay on the knowledge of some derivative of the function, in the following we will see how to treat this feature.
Remark 3.2 (Error Estimate 1: E 2 ). In the case of the rule with 3 equispaced points we can calculate the constants in (5d) simply noticing that:
Taking the absolute value we obtain 5 :
Notice that this error estimate in the Lebesgue case is pessimistic because we have 
where the functions λ q ( 
see [19] ¶8.4. This leads, for the error in the H 2 case, to:
From this, explicit calculation gives:
where we have applied proposition 1 to the function f ′′′′ (ξ x ) as in (5a).
Composite rules
An usual strategy to improve quadrature rules is to introduce a partition of the initial interval and to consider composite rules. In this paragraph we will see how to do this in the framework of integration with respect to binomial measures. We introduce a partition of the initial interval in N subintervals
We know how to calculate the measure of dyadic intervals and for this reason we consider the next definition.
Definition 3.4 (Dyadic-regular Partitions). We will say that the partition {J i } i=0...N −1 is dyadic-regular if ∀i ∃j * and k * s.t. J i = X k * j * . We will say, in particular, that it is dyadic-proper if N = 2 k and
On each subinterval we consider the function to be approximated with a p-polynomial. As seen in the previous chapter, we can use different choices of interpolating polynomials; we will consider that in each subinterval we apply the same integration rule, called local quadrature rule. In our notation lI N p will indicate that we are applying the local quadrature rule lI p on N subintervals. When we will write lI 2 k p we will consider the dyadic-proper case. In order to write local quadrature rules we modify nodes and weights seen in tables 1-2. In particular it is easily seen, by lemma 2.5, that if the the p + 1 nodes ζ i q , q = 1 . . . p + 1 on J i ≡ X k * j * are taken simply by rescaling them in the interval ζ i q = j * + ζ q 2 k * , the corresponding weights β i q can be taken as β i q = β q µ α (J i ). When we apply the formula only on one dyadic interval we will use the notation lI p (f, J i ). Note that the estimate (5d) can be written on a dyadic subinterval by the following:
By (6), taking into account that an analogous equation is true for K − α , we obtain, for suitable η 1 , η 2 ∈ X k j :
Remark 3.5 (Extrapolation). We have already noticed that both the E 2 and H 2 reduce to the 3 points Newton-Cotes formula in the Lebesgue case. In this case (α = 1/2) we have that the 5 points formula can be written as:
13 
Note that the first five nodes are in increasing order, while the last ζ 5 coincides with the midpoint in the Lebesgue case and is between ζ 1 and ζ 2 if α < 1/2 and between ζ 2 and ζ 3 in the other case.
The first composite algorithm that we consider applies the rules seen in the previous section on dyadic proper partitions. We can consider the following iterative procedure:
Non-Adaptive Composite Algorithm
Initialization : put k = 0 Cycle Control : while STOP CRITERION Local Quadrature Application :
Routine utilized: one local quadrature rule lI
We have written the scheme thinking at a procedure that calculates an error estimate and iterates until the result is considered satisfactory: the stopping criterion has to be chosen to complete the scheme. Usually it is considered in order to satisfy an error requirement:
14 It can also be chosen to avoid too many numerical computations.
For this algorithm we are interested in convergence properties. We will say that the composite rule converges of order γ if
Applying the Taylor expansion of the function with Peano's remainder we obtain that the formula has order of convergence at least equal to the degree of exactness. This is a well known result that we report with a simple proof in order to obtain an error estimate valid in our case of binomial measures. Proposition 3.6. Let lI be of degree of exactness r and consider f to be r + 1 times derivable. Then lI has order of convergence at least r.
Proof: Consider the Taylor expansion of the function up to the power r in the pointx = j/2 k :
x (x) where:
Take now the error of the formula lI:
Thus:
Now, summing all the subintervals: [9, 3, 14] ), is to estimate the maximum of the derivative considering the information known from equation (8) at level k and k + 1. Starting from relation (7) on a single interval X k j we can write that:
and
If we consider f (r+1) almost constant in X k j to the value K r+1 j,k we can consider to approximate this value with:
With these positions we can consider as stopping criterion in the non-adaptive composite algorithm:
where [·] + denotes the integer part. Notice that k min is considered to force the algorithm to do the first computations (ad example in the case of peaked functions) and k max to avoid too many computations.
Automatic Integration
In this section we address the problem of finding an approximation of the integral of a given function up to a prescribed relative tolerance in an efficient and reliable manner [11] . In the previous chapter we have seen the simplest case of stopping criterion for composite rule, using the convergence properties of integration on dyadic proper partitions, and it implies that the calculation has been made for all the bisected intervals, leading to an expensive algorithm. Moreover, in that case the error estimate relays only on the absolute value of the difference between two quadrature approximations, and can become very unreliable. Here we will consider the generation of general dyadic regular partitions, for the so called adaptive algorithms. The usual strategy is to adapt the calculation considering a local error index and derive some global error estimate. Following [3, 8] we will describe how to construct the so called null rules for the calculation of local error estimates. Null rules seem to be the best choice of local error estimate and for this reason we will generalize the analysis of this method when considering quadrature with respect to the binomial measure. For a complete analysis of such method in the Lebesgue case we refer at the cited works.
Local error estimate with the null rules
Our aim is to estimate
, the error that we make when we apply the rule lI. We will call null rule N on the nodes {ζ i } i=0...N a choice of coefficients {u i } i=0...N such that:
We will call degree of precision of the null rule the maximum integer d such that:
We will apply this rules at a general function f , as in the case of the integration rules:
Fixed a choice of N +1 distinct points, existence of null rules is guaranteed up to the degree of exactness N − 1, see theorem 3 in [3] . We will refer to these null rules as N 1 , . . . , N N of degree of exactness, respectively, N − 1, . . . , 0. Call, now, E j = |N j (f )|. We have that, if we apply the null rules on a dyadic interval X k j to a function f sufficiently regular, it is known the asymptotic behavior for the quantities E i :
see theorem 4 in [3] . Remember that, in the same hypotheses, if the rule lI is of degree of exactness r, we have asymptotically E lI 0 = O(2 −(r+1)k ), compare with equations (8) and (6b), and thus:
Define, now, λ i = E i /E i+1 ∀i = 1, . . . , N − 1. We will have that asymptotically, λ i = O(2 −k ). With this considerations, it is proposed to use the following estimate:
where we have called λ = max i λ i . Notice that we have considered E 2 due to possible phase factor effects on the error estimate, see [8] .
With the aim to make this estimate efficient and reliable we will consider, following [8] ,Ê(X k j ) that is calculated in three different manners with respect to the calculated λ:
We will refer to the first case as non-asymptotic, to the second as weakasymptotic and to the third as strong-asymptotic. It can be included a control on the validity of the test: if E 1 , E 2 < ǫ ,Ê = 0, where ǫ denotes the machine epsilon.
Adaptive algorithm
We are interested in the description of a general procedure of automatic integration that we will apply to the case of the two formulae that generalize the five points Newton Cotes rule. First we describe the algorithm and then how the implementation has been carried on. The ideas are taken from the coteglob code presented in [8] and modified to integrate with respect to the binomial measures.
Adaptive Algorithm with Local Error Estimate
Initialization : Fix a dyadic regular partition of level k Calculate the integrals I i and error estimates E i Set imax = 2 k , I = I i and E = E i Cycle Control : while E > tol · I Selection :
Bisect interval h, imax = imax + 1, delete line h Put bisected intervals in index imax − 1 and imax Calculate integrals I imax−1 , I imax and errors E imax−1 , E imax Update : I = I i and E = E i end while
Output: estimated integral I and estimated error E Routine utilized: local quadrature rule, local error estimator We want to apply this algorithm with H 4 and E 4 as local quadrature rules and the error estimate (10) . For this reason we need to calculate the null rules. For efficiency, we will consider the null rules that use only points considered by the local quadrature rules. In the equispaced case, following [8] we can consider:
In the points coming from the extrapolated Hermite case, we want to obtain something that coincides with the equispaced case when α = 1/2. Moreover, in order to keep the points well separate, we will not take in account the last node, the one that degenerates in the mid point in the Lebesgue case. Therefore we consider an orto-normalization of the following:
Notice that in this case the coefficients depend on α because the points depend on it. Notice also that it is not possible to construct neither symmetric nor anti symmetric rules (for definitions see [3] ). Due to the fact that if we multiply by a constant the null rules are of the same order, we will normalize each rule (in both cases) to have L ∞ norm equal to the L ∞ norm of the vector of weights of the quadrature rule.
Results of some tests
In this section, we want to test the two adaptive algorithms on a battery of problems in order to compare reliability and efficiency. Test problems are adapted from references [22, 8] and summarized in table 5. Roughly speaking, we can say that test functions 1-10 are regular, 11-16 oscillating 17-24 peaked, 25-28 discontinuous. We consider five choices of the parameter α = [0.1, 0.3, 0.45, 0.7, 0.9] and ten of the tolerance tol = 10 −i , i = 1 . . . 10. We fix in the error estimate λ crit = 0.5 and K = 64 in the non-asymptotic and in the weak-asymptotic cases and take K = 64 * max{λ/λ crit , | 1 0 ω(x) dµ α | / max α | 1 0 ω(x) dµ α |} in the strong-asymptotic case. This is made to take in account the dependence from α of the estimate, see (6b). Moreover we impose to stop the calculation (even if the tolerance is not met) when 10 5 intervals are simultaneously considered or when the maximum of the calculated errors is lower than the machine epsilon. The first problem we have to consider is to calculate a reference solution. If α = 1/2 we cannot describe exact solutions using an analogous of the fundamental theorem of the integral calculus; we could try to calculate the integral by means of Taylor expansion of the functions, but this will give a simple approximation only in few cases. For this reason we have considered to construct our reference solution applying our E 4 formula in a composite manner on a partition with this features:
• each subinterval is dyadic of level at least 16;
• each subinterval has µ α -measure lower than 10 −4 but length not lower than 100 · ǫ (that corresponds to the level 46 in our architecture).
In the case of α = 0.1, 0.9 this construction leads to 91931 subintervals, and 47 of these do not satisfy the requirement on the measure 6 . In the case α = 0.3, 0.7 we have 70558 subintervals, and in the case α = 0.45 exactly 2 16 = 65536. Even with this shrewdness in some cases the reference solution is not good enough. In particular, for functions 2,15,18,19,23 and the discontinuous 25-28 we have constructed "better" solutions applying lemma 2.5, i.e. we calculate the integral in the difficult parts considering the expanded function to all the interval and calculating the value of the integral applying the composite formula with the same partition. In order to summarize the results of this battery test we have calculated the order of the relative error, the number of function evaluations and of subintervals considered, both for the E 4 and the H 4 cases. In table 3 we give, for each function and value of α, the following information:
6 Note that 2 − log 0.9 (10 −5 ) ≈ 10 −33 . • A blank position indicates that for all the ten accuracies we have success, that means that the relative error has an order that is greater then or equal to the one of the prescribed tolerance.
• An integer gives the number of cases out of ten tested accuracies where we have a failure. In parenthesis the number of this cases where the order difference is greater than one.
Clearly, if the order number of the function does not appear in the table, this means that there are no failures for such function.
In table 4 we give the following information:
• A plus with an integer in square parentheses indicates the number of cases in which the algorithm meets the maximum number of intervals.
• A minus with an integer in square parenthesis indicates the number of cases in which the algorithm forces the stop because the maximum of the errors is lower than the epsilon machine.
Notice that failures are exactly the same for the two formulae except that in the case of function 15: reliability, thus, is the same. Notice also that some reported failures could be not real ones, i.e. the reference solution could be not good enough. This seems to be suggested by the fact that all the errors, except for the ones in function 15, are made at the lower tolerances. In fact our algorithm can compute subintervals of length up to the minimum representable number and this can be very useful in the case of peaked or discontinuous functions. The case of H 4 turns out to be always the most efficient in terms of intervals constructed, but in none of the cases this corresponds to a real efficiency. Indeed, function evaluations are always more because the computation is made in a way that at each bisection we need to calculate 6 new function evaluations, while in the E 4 case only 4 evaluations are needed. Observe also that the cases where the formulae work better with respect to α (near 1/2 for E 4 and near 0 and 1 for H 4 ) are those where the constant in the critical case are modified to a smaller value through the integral of the nodal polynomial. We set the constant in the error estimate to 64 following [8] . We anyway checked that if we decrease such constant to 32 table 3 will be (very slightly) modified, while if we increase it to 128 table 3 would not change. We can notice also that, except for very few cases (i.e. when there is a peak or a discontinuity near the endpoints of the interval), the number function evaluations is not significatively influenced by the parameter α.
Final Remarks
We conclude with some remarks and conclusions. We develop quadrature formulae for the family of binomial measures. Composite rules are considered but in this case lead to expensive calculations, as it can be seen also comparing the difficulties described for the calculation of the reference solutions in the last section. Moreover error estimates, based both on interpolation errors and on Taylor expansion with Peano's remainder, for such formulae have been established. We then developed an adaptive algorithm in witch the local error estimate depends both on the established formulae and on the so called null rules. These are mainly used to distinguish among different cases corresponding to different regularity of the integrand function f . Tables 3-4 seem to confirm that such algorithm is both efficient and reliable. We eventually list some possible future developments.
1. Some improvements of the algorithm can be possible, in particular performing a better analysis of the dependance of the error estimate on α or in general taking into account doubly adaptive rules.
2. To explicitly develop some significant application.
3. To extend the analysis to more general classes of measures, with special attenction to measures given from experimental data. 
