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This central limit result, together with related results indicating how additive 
functionals of the Markov processes generate additive functionals of the fields, and, 
indeed, how the entire Fock space or Wiener chaos structure of the L 2 space of a 
Gaussian field can be identified with additive functionals of Markov processes, yield 
considerable insight into properties of generalized Gaussian processes such as 
Markovianess, self-similarity, "locality" or functionals, etc. 
RKHS for Gaussian Measures on Metric Vector Spaces 
Anna T. Lawniczak, University of Toronto, Canada 
The RKHS for Gaussian measures on complete separable metric vector spaces 
which are not necessarily locally convex are constructed. 
Let (X, B,/x) denote a complete separable metric vector space with the Borel 
o--algebra B completed in a symmetric Gaussian measure/x. Let (R, B(R)) denote 
the real line and B(R) its Borel o-algebra. A measurable map F from (X, B) into 
(R, B(R)) is called a quasi-additive measurable functional (q.m.f.) if 
F(x + y) = F(x) + F(y) /.t x/x a.e., 
F( -x )=-F(x)  /x a.e. 
Let X*  (the space of all q.m.f.) generate B (mod/z) then the RKHS of the 
measure/x coincides with the set of all admissible translates of the measure/z. 
Important examples of spaces of this kind which are not locally convex vector 
spaces are: the space L0 = L0[0, 1] of all measurable functions defined on the unit 
interval with convergence in measure or more generally some Orlicz spaces Lr. 
As an application of our result we obtain that every Gaussian measure defined 
on a separable, complete metric vector space such that there are sufficiently many 
measurable linear functionals is an extension of the canonical cylindrical Gaussian 
measure on the RKHS. 
Von Mises Statistics for Strongly Dependent Random Variables 
Murad S. Taqqu, Boston University, Boston, MA, USA 
Let (X i ) i~ be a stationary, mean-zero Gaussian process with covariances f(k)= 
EXk+~X1 satisfying r (0)= 1 and r(k)= k-°L(k) where D is small. Consider the 
two-parameter mpirical process, for G(Xi), 
FN(X,t)=---~ l{G(Xi)<~x};-oo<x<+~,O~t<~l 
where G is any measurable function. Non-central limit theorems are obtained for 
FN (x, t) and they are used to derive the asymptotic behavior of suitably normalized 
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Von Mises statistics 
~, h(G(Xi~), G(Xi2),..., G(X~k)) 
l~ i  I . . . . .  ik<~lNtl 
where h has bounded total variation. Similar results hold for the U-statistics, where 
the summation excludes hyperdiagonals. 
2.8. General theory of stochastic processes 
Stochastic Processes with Linear Conditional Structure 
Wlodzimierz Bryc, University of Cincinnati, OH, USA 
Let T be a set interpreted as "time" (finite, countable or continuum). 
Consider a class of integrable stochastic processes (X,),~r with the following 
property. For each t~ T and each finite set Fc  T, there are numbers b, {aj}j~F 
(which depend on t, F and the finite dimensional distributions of the process (Xt)) 
such that 
E(X, lXs: s~ F) =f+Y.  asXs. (1) 
s 
For the purpose of this talk, we shall say that such processes have "linear conditional 
structure". (This definition is motivated by random fields rather than stochastic 
processesuwe do not use any ordering of T. A parallel version with T ordered and 
F c T finite such that s <~ t Vs ~ F is also of considerable interest, but will be omitted 
here.) This class contains many interesting examples, ome of them well known--l ike 
Gaussian processes, or more generally, processes with elliptically contoured finite 
dimensional distributions; others rather unexpected--l ike Kingman's example of 
discrete time martingale, which forms martingale difference systems, when the time 
is reversed. The talk will review up-to-date results. 
The interest will be in the properties determined by "higher order conditional 
structure," typically by 
E(X2[Xs" s~F), where Fc  T is finite. (2) 
Finiteness of second moments alone is known to be a severe restriction on the 
possible values of coefficients {as} in (1), and in many situations knowing the form 
of second-order structure (2) provides surprisingly accurate information about the 
process (X~),~ r. 
Space-Time Stochastic Processes 
Dudley Paul Johnson, University of Calgary, Canada 
In conducing a scientific experiment, one gets a sequence of measurements 
[X(n),  T(x)] where X(n) is a random variable representing the nth measured 
