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Norm attaining operators and pseudospectrum
S. Shkarin
Abstract
It is shown that if 1 < p < ∞ and X is a subspace or a quotient of an ℓp-direct sum of finite
dimensional Banach spaces, then for any compact operator T on X such that ‖I + T‖ > 1, the
operator I + T attains its norm. A reflexive Banach space X and a bounded rank one operator T on
X are constructed such that ‖I + T‖ > 1 and I + T does not attain its norm.
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1 Introduction
All vector spaces in this paper are assumed to be over the field K, being either the field C of complex
numbers or the field R of real numbers. As usual, N is the set of positive integers and R+ is the set of
non-negative real numbers. The Banach space of all bounded linear operators from a Banach space X to
a Banach space Y is denoted by L(X,Y ) and K(X,Y ) stands for the space of compact linear operators
T : X → Y . We write L(X) instead of L(X,X), K(X) instead of K(X,X) and X∗ instead of L(X,K).
We say that T ∈ L(X,Y ) attains its norm on x ∈ X if ‖x‖ = 1 and ‖Tx‖ = ‖T ‖. It is said that T
attains its norm if there is an x ∈ X with ‖x‖ = 1 such that T attains its norm on x. We would like
to mention a few classical results on the norm attaining property. The James theorem [10] says that a
Banach space X is reflexive if and only if any f ∈ X∗ attains its norm. As a corollary of the James
theorem, we have that X is reflexive if and only if any T ∈ K(X) attains its norm. Indeed, if X is non-
reflexive, then the James theorem provides a bounded rank one operator which does not attain its norm.
On the other hand, if X is reflexive and T ∈ K(X), then the function x 7→ ‖Tx‖ is weakly sequentially
continuous and the closed unit ball of X is weakly sequentially compact and therefore the above function
attains its maximum on the unit ball. Below it is shown that the situation with attaining of the norm for
operators I + T with compact T is quite different. For further results on the norm attaining operators
we refer to [1, 2, 3, 4, 5, 12, 14, 18, 19] and references therein.
The norm attaining property of operators is related to the concept of the pseudospectrum. Let X be
a complex Banach space. For ε > 0 and T ∈ L(X), the ε-pseudospectrum of T is usually defined as
σε(T ) = {λ ∈ C : ‖(T − λI)−1‖ > ε−1} (1.1)
or as
Σε(T ) = {λ ∈ C : ‖(T − λI)−1‖ > ε−1}, (1.2)
where ‖(T − λI)−1‖ is assumed to be infinite if λ belongs to the spectrum σ(T ) of T , see, for instance,
[7, 8, 9, 13, 16, 17, 21, 22]. Recently Shargorodsky [21] demonstrated that the level set
Σε(T ) \ σε(T ) = {λ ∈ C : ‖(T − λI)−1‖ = ε−1} (1.3)
can have non-empty interior in general, while its interior is empty when the space X or the dual space
X∗ is complex uniformly convex. It is well-known that
σε(T ) =
⋃
‖A‖<ε
σ(T +A), (1.4)
see, for instance, [9, 11]. This equality is one of the main reasons why many authors prefer (1.1) rather
than (1.2) as the definition of pseudospectrum. We study the question whether the similar equality holds
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in the case of non-strict inequalities:
Σε(T ) = Σ
0
ε(T ), where Σ
0
ε(T ) =
⋃
‖A‖6ε
σ(T +A). (1.5)
It is worth noting that the inclusion
Σ0ε(T ) ⊆ Σε(T ) (1.6)
holds for any bounded operator T on any Banach space [9, 13]. It is proved by Finck and Ehrhardt, see
[15], that the equality (1.5) holds if X is a Hilbert space. Shargorodsky [22] constructed a bounded linear
operator T on the reflexive space X = ℓp × ℓq with 1 < p < q <∞ and the norm ‖(x, y)‖ = ‖x‖p + ‖y‖q
for which (1.5) fails. He also constructed T ∈ K(ℓ1) for which (1.5) fails. These examples naturally lead
to the following question, raised in [22].
Question 1.1. Is it true that (1.5) holds for any compact operator on a reflexive complex Banach space?
We show that, in general, the answer to Question 1.1 is negative and demonstrate that if 1 < p <∞
and X is an ℓp-direct sum of finite dimensional Banach spaces, then (1.5) holds for each bounded operator
T on X . In particular, it holds when X = ℓp with 1 < p <∞. It turns out that the validity of (1.5) for
any compact operator T on a Banach space X is closely related to the norm-attaining property.
Proposition 1.2. Let X be a complex Banach space, T ∈ K(X), ε > 0 and z ∈ Σε(T ). Then the
following conditions are equivalent:
(1.2.1) z ∈ Σ0ε(T );
(1.2.2) if ‖(T − zI)−1‖ = ε−1 > |z|−1, then (T − zI)−1 attains its norm.
We use the above proposition in order to prove the following result.
Proposition 1.3. Let X be a complex Banach space. Then the following conditions are equivalent:
(1.3.1) the equality (1.5) holds for any ε > 0 and any T ∈ K(X);
(1.3.2) for any T ∈ K(X) such that I + T is invertible and ‖I + T ‖ > 1, the operator I + T attains its
norm.
The above proposition motivates the introduction of the following class of Banach spaces.
Definition 1. We say that a Banach space X belongs to the classW if for each T ∈ K(X) such that
‖I + T ‖ > 1, I + T attains its norm.
From Proposition 1.3 it follows that for any X ∈ W and any compact operator T on X , the equality
(1.5) holds. It is also worth noting that the restriction ‖I + T ‖ > 1 is natural. Indeed, the diagonal
operator D on ℓ2 with the diagonal entries {1 − 2−n}n∈N has norm 1 which is not attained and D is
the sum of the identity operator and a compact operator. The following proposition provides a sufficient
condition for a Banach space to belong to W .
Definition 2. Let 1 < p <∞. We say that a Banach space X is a p-space if X is reflexive and for
any x ∈ X and any weakly convergent to zero sequence {un}n∈N in X ,
lim
n→∞
(‖x+ un‖ − (‖x‖p + ‖un‖p)1/p) = 0. (1.7)
It is easy to see that any Hilbert space is a 2-space and that any finite dimensional Banach space is
a p-space for any p. Note that an infinite dimensional Banach space cannot be a p-space and a q-space
for p 6= q. Recall that if 1 6 p <∞ and {Xα}α∈Λ is a family of Banach spaces, then their ℓp-direct sum
is the space
X =
{
x ∈
∏
α∈Λ
Xα :
∑
α∈Λ
‖xα‖p <∞
}
endowed with the norm
‖x‖ =
(∑
α∈Λ
‖xα‖p
)1/p
.
When the family consists of just 2 spaces X and Y we denote its ℓp-direct sum by X ⊕p Y . We also
denote X × Y with the norm ‖(x, y)‖ = max{‖x‖, ‖y‖} by the symbol X ⊕∞ Y .
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Proposition 1.4. Let 1 < p <∞. Then any closed linear subspace of an ℓp-direct sum of any family of
finite dimensional Banach spaces is a p-space.
The following two theorems provide, in particular, a partial affirmative answer to Question 1.1. The
next one extends the validity of (1.5) for any bounded operator T from just Hilbert spaces to a wider
class of Banach spaces.
Theorem 1.5. Let 1 < p < ∞ and X be an ℓp-direct sum of a family of complex finite dimensional
Banach spaces. Then (1.5) holds for any T ∈ L(X).
In the case of compact operators, we can extend the last theorem.
Theorem 1.6. Let 1 < p 6 q <∞, X be a p-space and Y be a q-space. Then for any J ∈ L(X,Y ) and
T ∈ K(X,Y ) such that ‖J + T ‖ > ‖J‖, the operator J + T attains its norm. In particular, any p-space
belongs to W.
Theorem 1.6 and Proposition 1.3 imply the following corollary.
Corollary 1.7. Let 1 < p <∞ and X be a complex p-space. Then (1.5) holds for any T ∈ K(X).
Even a slight perturbation of the norm destroys the above results. The following theorem provides a
negative answer to Question 1.1.
Theorem 1.8. Let 1 < p < ∞, 1 6 q 6 ∞, q 6= p and X = K ⊕q ℓp. Then there exists a compact
operator T on X such that I + T is invertible, ‖I + T ‖ > 1 and I + T does not attain its norm.
Proposition 1.3 and Theorem 1.8 imply that for 1 < p <∞ and 1 6 q 6∞, q 6= p there are ε > 0 and
T ∈ K(C⊕q ℓp) such that (1.5) fails. Since K⊕q ℓp is isomorphic to ℓp, we see that belonging to W and
validity of (1.5) are renorming sensitive properties. In particular, K ⊕p ℓ2 is isomorphic to the Hilbert
space ℓ2 for any 1 6 p 6∞ and belongs to W if and only if p = 2. However, for the spaces K⊕p ℓ2 the
situation improves if we consider finite rank operators instead of compact ones.
Proposition 1.9. Let 1 6 p 6∞, Y be a finite dimensional Banach space and X = Y ⊕p ℓ2. Then for
any bounded finite rank operator T on X, the operator I + T attains its norm.
The last proposition suggests that the answer to Question 1.1 might be affirmative if we replace the
compactness condition by the stronger one of T having finite rank. Unfortunately this is not the case.
Proposition 1.10. There exists a norm ‖ · ‖ on ℓ2, equivalent to the original norm ‖ · ‖2, and a rank
one operator T on ℓ2 such that T
2 = 0, ‖I + T ‖ = 2 (with respect to the norm ‖ · ‖ on ℓ2) and the norm
of I + T is not attained.
The equality T 2 = 0 for the operator from the above proposition ensures invertibility of T − I and
the equality I +T = −(T − I)−1. Thus (T − I)−1 does not attain its norm and ‖(T − I)−1‖ = 2 > 1. By
Proposition 1.2, −1 ∈ Σ1/2(T ) \ Σ01/2(T ) and (1.5) fails for T with ε = 1/2.
2 Proof of Propositions 1.2 and 1.3
The following lemma is a known fact [9, 13]. For convenience of the reader we reproduce its short proof.
Lemma 2.1. Let X be a complex Banach space ε > 0 and T ∈ L(X). Assume also that z ∈ Σε(T )\σ(T )
and (T − zI)−1 attains its norm. Then there is A ∈ L(X) such that ‖A‖ 6 ε and z ∈ σ(T +A).
Proof. Since (T − zI)−1 attains its norm, there exist x, y ∈ X such that ‖y‖ = ‖x‖ = 1 and (T −
zI)−1x = cy, where c = ‖(T − zI)−1‖. Using the Hahn–Banach theorem, we can pick f ∈ X∗ for which
‖f‖ = f(y) = 1. Consider the operator
A ∈ L(X), Au = −c−1f(u)x.
Clearly ‖A‖ 6 c−1. Since z ∈ Σε(T ), we have c−1 6 ε. Thus ‖A‖ 6 ε. Moreover, Ay = −c−1x. From the
equality (T − zI)−1x = cy it follows that Ty = zy + c−1x. Hence (T +A)y = zy and z ∈ σ(T +A).
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2.1 Proof of Proposition 1.2
If X is finite dimensional, then any S ∈ L(X) attains its norm and according to Lemma 2.1, both (1.2.1)
and (1.2.2) are satisfied. Thus for the rest of the proof, we can assume that X is infinite dimensional.
Assume that (1.2.2) is satisfied. SinceX is infinite dimensional and T is compact, ‖(T−zI)−1‖ > |z|−1.
If the relation ‖(T − zI)−1‖ = ε−1 > |z|−1 fails, then either ‖(T − zI)−1‖ > ε−1 or ‖(T − zI)−1‖ = ε−1 =
|z|−1. If ‖(T − zI)−1‖ > ε−1, then z ∈ σε(T ) and, according to (1.4), z ∈ Σ0ε(T ). If ‖(T − zI)−1‖ =
ε−1 = |z|−1, then ‖A‖ = ε, where A = zI. Since X is infinite dimensional and T is compact, we have
0 ∈ σ(T ). Hence z ∈ σ(T + zI) = σ(T + A). Thus z ∈ Σ0ε(T ). It remains to consider the case when
‖(T − zI)−1‖ = ε−1 > |z|−1 and (T − zI)−1 attains its norm. In this case, from Lemma 2.1 it follows
that z ∈ Σ0ε(T ). The implication (1.2.2) =⇒ (1.2.1) is verified.
Assume now that (1.2.1) is satisfied. That is, there exists A ∈ L(X) such that ‖A‖ 6 ε and z ∈
σ(T + A). Hence 0 ∈ σ(T − zI + A). Suppose that (1.2.2) fails. Then ‖(T − zI)−1‖ = ε−1 > |z|−1
and the norm of (T − zI)−1 is not attained. Since ‖A‖ 6 ε and |z| > ε, the operator −zI + A is
invertible. Then T − zI +A is a Fredholm operator of index zero as a sum of a compact operator T and
an invertible operator −zI + A. Since 0 ∈ σ(T − zI + A), T − zI + A is non-invertible and therefore,
being a Fredholm operator of index zero, it has non-trivial kernel. Thus we can pick x ∈ X such that
‖x‖ = 1 and (T − zI + A)x = 0. It follows that −Ax = (T − zI)x and therefore x = −(T − zI)−1Ax.
Using the relations ‖(T − zI)−1‖ = ε−1 and ‖A‖ 6 ε, we obtain
1 = ‖x‖ = ‖ − (T − zI)−1Ax‖ 6 ε−1‖Ax‖ 6 ε−1‖A‖‖x‖ 6 ‖x‖ = 1.
Obviously, all inequalities in the above display should be equalities which can only happen if ‖A‖ =
‖Ax‖ = ε. Then ‖y‖ = 1, where y = −ε−1Ax. Since −(T −zI)−1Ax = x, we obtain (T −zI)−1y = ε−1x.
Thus ‖(T −zI)−1y‖ = ε−1 = ‖(T −zI)−1‖. That is, (T −zI)−1 attains its norm on y. This contradiction
completes the proof of the implication (1.2.1) =⇒ (1.2.2) and that of Proposition 1.2.
2.2 Proof of Proposition 1.3
First, assume that (1.3.2) is satisfied. Let also T ∈ K(X), ε > 0 and z ∈ Σε(T ). According to (1.6), it
suffices to show that z ∈ Σ0ε(T ). By Proposition 1.2, the latter happens if and only if (1.2.2) is satisfied.
Assume that it is not the case. Then ‖(T − zI)−1‖ = ε−1 > |z|−1 and the norm of (T − zI)−1 is not
attained. On the other hand, (T − zI)−1 = −z−1(I + S), where S = −z(T − zI)−1 − I is compact.
Moreover ‖I + S‖ > 1 since ‖(T − zI)−1‖ > |z|−1. By (1.3.2), I + S attains its norm and therefore so
does (T − zI)−1. This contradiction proves the implication (1.3.2) =⇒ (1.3.1).
Next, assume that (1.3.1) is satisfied, T ∈ K(X), I + T is invertible and c = ‖I + T ‖ > 1. Let
S = (I + T )−1 − I. Clearly S is compact and I + T = (S + I)−1. Let ε = c−1. Since ‖(S + I)−1‖ =
‖I + T ‖ = ε−1 > 1, we have −1 ∈ Σε(S). According to (1.3.2), −1 ∈ Σ0ε(S). Proposition 1.2 implies now
that (S + I)−1 = I + T attains its norm. This completes the proof of the implication (1.3.1) =⇒ (1.3.2)
and that of Proposition 1.3.
3 ℓp-direct sums of finite dimensional Banach spaces
Throughout this section 1 < p < ∞ and X is the ℓp-direct sum of a family {Xα : α ∈ Λ} of finite
dimensional Banach spaces. For x ∈ X , the support of x is the set
supp(x) = {α ∈ Λ : xα 6= 0}.
From the definition of the ℓp-direct sum it follows that the support of any element of X is at most
countable. For a subset B of Λ, we consider PB ∈ L(X) defined by the formula
(PBx)α =
{
xα if α ∈ B,
0 if α /∈ B. (3.1)
Clearly PB is a linear projection and ‖PB‖ = ‖I − PB‖ = 1 if B is non-empty and B 6= Λ.
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Lemma 3.1. Let {xn}n∈N be a sequence in X weakly convergent to zero and {εk}k∈N be a sequence
of positive numbers. Then there exist a strictly increasing sequence {nk}k∈N of positive numbers and a
sequence {uk}k∈N of elements of X such that ‖xnk − uk‖ < εk for each k ∈ N and the sets supp(uk) are
finite and pairwise disjoint.
Proof. We construct the required sequences inductively. On the first step we take n1 = 1, pick a finite
subset B of Λ such that ‖x1 − PBx1‖ < ε1 and put u1 = PBx1.
Assume now that k > 2, n1 < . . . < nk−1, u1, . . . , uk−1 are vectors in X with pairwise disjoint
finite supports such that ‖xnj − uj‖ < εj for 1 6 j 6 k − 1. Let now C be the union of supp(uj) for
1 6 j 6 k − 1. Since C is finite, PC is a compact operator and therefore ‖PCxn‖ → 0 as n → ∞. Thus
we can pick nk > nk−1 such that ‖PCxnk‖ < εk/2. Next, choose a finite subset A of Λ such that C ⊆ A
and ‖xnk − PAxnk‖ < εk/2 and put uk = PAxnk − PCxnk . Clearly supp(uk) ⊆ A \ C and therefore uk
has finite support and the supports of u1, . . . , uk are pairwise disjoint. Finally,
‖xnk − uk‖ = ‖PCxnk + (xnk − PAxnk)‖ 6 ‖xnk − PAxnk‖+ ‖PCxnk‖ < εk/2 + εk/2 = εk.
The description of the inductive construction of sequences {nk} and {uk} is now complete.
Lemma 3.2. X is a p-space.
Proof. Since 1 < p < ∞, X is reflexive as an ℓp-direct sum of reflexive Banach spaces. Let x ∈ X and
{un}n∈N be a sequence in X weakly convergent to 0. Let also ε > 0. Pick a finite subset B of Λ such that
‖x− PBx‖ < ε. Since PB is a compact operator and {un} converges weakly to 0, we have ‖PBun‖ → 0
as n → ∞. Let xn = un − PBun. Then ‖xn − un‖ → 0 as k → ∞ and supports of xn do not meet B.
Since the support of PBx is contained in B, the supports of xn do not intersect the support of PBx and
from the definition of the norm on X it follows that
‖PBx+ xn‖ = (‖PBx‖p + ‖xn‖p)1/p.
Since ‖x− PBx‖ < ε and ‖xn − un‖ → 0 as n→∞, we see that
|‖PBx+ xn‖ − ‖x+ un‖| < ε and
∣∣(‖x‖p + ‖un‖p)1/p − (‖PBx‖p + ‖xn‖p)1/p∣∣ < ε
for all sufficiently large n. From the last two displays it follows that
‖x+ un‖ − (‖x‖p + ‖un‖p)1/p < 2ε
for all sufficiently large n. Since ε > 0 is arbitrary, the equality (1.7) follows.
3.1 Proof of Proposition 1.4
By Lemma 3.2, the class of p-spaces contains ℓp-direct sums of finite dimensional Banach spaces. From
the definition it immediately follows that (closed linear) subspaces of p-spaces are p-spaces. Hence closed
linear subspaces of ℓp-direct sums of finite dimensional Banach spaces are p-spaces.
3.2 Operators on p-spaces
Lemma 3.3. Let 1 < p 6 q < ∞, Y be a p-space, Z be a q-space, T ∈ L(Y, Z), {xn}n∈N be a sequence
in Y such that ‖xn‖ → 1 and ‖Txn‖ → ‖T ‖ as n → ∞ and {xn} is weakly convergent to x ∈ X. Then
‖Tx‖ = ‖T ‖‖x‖.
Proof. Let un = xn − x. Then {un} is weakly convergent to 0. Since T is linear and bounded, T is also
continuous with respect to the weak topology and therefore {Tun} is weakly convergent to 0. For brevity
denote c = ‖T ‖. Since Y is a p-space and Z is a q-space, we have
1 = lim
n→∞
‖xn‖ = lim
n→∞
‖x+ un‖ = lim
n→∞
(‖x‖p + ‖un‖p)1/p, (3.2)
c = lim
n→∞
‖Txn‖ = lim
n→∞
‖Tx+ Tun‖ = lim
n→∞
(‖Tx‖q + ‖Tun‖q)1/q. (3.3)
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Clearly ‖Tun‖ 6 c‖un‖ for each n ∈ N. Assume that ‖Tx‖ 6= c‖x‖. Then ‖Tx‖ < c‖x‖. Using these
inequalities together with (3.2) and (3.3) and taking into account that p 6 q, we obtain
c = lim
n→∞
(‖Tx‖q + ‖Tun‖q)1/q < lim
n→∞
(cq‖x‖q + cq‖un‖q)1/q 6 c lim
n→∞
(‖x‖p + ‖un‖p)1/p = c.
This contradiction proves the equality ‖Tx‖ = c‖x‖.
Recall that X is the ℓp-direct sum of the family {Xα : α ∈ Λ} of finite dimensional Banach spaces.
Lemma 3.4. Let T ∈ L(X) be such that
inf
‖x‖=1
‖Tx‖ = c > 0. (3.4)
Then there exists S ∈ L(X) such that ‖S‖ = c and
inf
‖x‖=1
‖(T + S)x‖ = 0. (3.5)
Proof. Pick a sequence {xn}n∈N in X such that ‖xn‖ → 1 and ‖Txn‖ → c as n→∞. Since X is reflexive,
we can choose such a sequence {xn} being weakly convergent to x ∈ X . Clearly ‖x‖ 6 1.
Case x = 0. That is, {xn} weakly converges to 0. By Lemma 3.1, we can find a strictly increasing
sequence {nk}k∈N of positive integers and a sequence {yk}k∈N of elements of X0 such that the supports
of yk are pairwise disjoint and
‖xnk − yk‖ < 2−k for any k ∈ N. (3.6)
Since the sequence {xnk} weakly converges to 0, formula (3.6) implies that {yk} also weakly converges
to 0. Since T ∈ L(X), the sequence {Tyk} weakly converges to 0. Using Lemma 3.1 once again, we see
that there exist a strictly increasing sequence {km}m∈N of positive integers and a sequence {wm}m∈N in
X0 such that the supports of wm are pairwise disjoint and
‖Tykm − wm‖ < 2−m for any m ∈ N. (3.7)
From (3.6) it follows that ‖Txnk −Tyk‖ 6 2−k‖T ‖ for any k ∈ N. Since ‖Txnk‖ → c as k →∞, we have
‖Tyk‖ → c as k →∞. Now by (3.7) and (3.6) we obtain
lim
m→∞ ‖ykm‖ = 1 and limm→∞ ‖wm‖ = c. (3.8)
For each m ∈ N let Am = supp(ykm), Pm = PAm and Xm = Pm(X). By Hahn–Banach theorem, for
any m ∈ N, we can find ϕm ∈ X∗m such that ‖ϕm‖ = 1 and ϕm(ykm) = ‖ykm‖. Consider the operator
S ∈ L(X) defined by the formula
Su = −c
∞∑
m=1
ϕm(Pmu)
‖wm‖ wm.
From the equalities ‖ϕm‖ = 1, pairwise disjointness of Am and pairwise disjointness of supp(wm) it
immediately follows that ‖S‖ = c. On the other hand, by the definition of S
Sykm = −
c‖ykm‖
‖wm‖ wm for any m ∈ N.
According to (3.8) we have ‖Sykm +wm‖ → 0 as m→∞. Thus by (3.7), ‖(T + S)ykm‖ → 0 as m→∞.
From (3.8) it follows that ‖ykm‖ → 1 as m→∞. Hence (3.5) is satisfied.
Case x 6= 0. Let Y = T (X). According to (3.4), Y is a closed linear subspace of X and T : X → Y
is invertible. Consider R ∈ L(Y,X) being the inverse of T : X → Y . From (3.4) it follows that
‖R‖ = c−1. It is also clear that the sequence un = c−1Txn is weakly convergent to c−1Tx and ‖un‖ → 1
as n → ∞. Moreover Run = c−1xn for any n ∈ N and therefore Run weakly converges to c−1x and
‖Run‖ → c−1 = ‖R‖ as n → ∞. By Proposition 1.4, X and Y are p-spaces. Hence, according to
Lemma 3.3, ‖R‖‖c−1Tx‖ = ‖c−1RTx‖. Taking into account that RTx = x and ‖R‖ = c−1, we have
‖Tx‖ = c‖x‖. By Hahn–Banach theorem, we can find ϕ ∈ X∗ such that ‖ϕ‖ = 1 and ϕ(x) = ‖x‖. Let now
S ∈ L(X), Su = −‖x‖−1ϕ(u)Tx. Since ‖Tx‖ = c‖x‖, we have ‖S‖ 6 c. Moreover (T+S)x = Tx−Tx = 0
and therefore T + S has non-trivial kernel. Hence (3.5) is satisfied.
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3.3 Proof of Theorem 1.5
Let T ∈ L(X), ε > 0 and z ∈ Σε(T ). In view of (1.6), it suffices to show that z ∈ Σ0ε(T ). Since z ∈ Σε(T ),
we have ‖(T − zI)−1‖ > ε−1. If ‖(T − zI)−1‖ > ε−1, the inclusion z ∈ Σ0ε(T ) follows from (1.4). It
remains to consider the case ‖(T − zI)−1‖ = ε−1. In this case
ε = inf
‖x‖=1
‖(T − zI)x‖.
By Lemma 3.4, we can find S ∈ L(X) such that ‖S‖ 6 ε and
0 = inf
‖x‖=1
‖(T − zI + S)x‖.
The last display implies that T +S− zI is not invertible. Hence z ∈ σ(T +S). Since ‖S‖ 6 ε, we obtain
the required inclusion z ∈ Σ0ε(T ).
3.4 Proof of Theorem 1.6
Lemma 3.5. Let Y and Z be Banach spaces, J ∈ L(Y, Z) and T ∈ K(Y, Z) be such that ‖J +T ‖ > ‖J‖.
Assume also that {xn}n∈N is a sequence of vectors in Y weakly convergent to x ∈ Y for which ‖xn‖ → 1
and ‖(J + T )xn‖ → ‖J + T ‖ as n→∞. Then x 6= 0.
Proof. Since T is compact, ‖Txn − Tx‖ → 0 as n → ∞. Hence lim
n→∞ ‖Jxn + Tx‖ = ‖J + T ‖. On the
other hand, lim
n→∞
‖Jxn‖ 6 ‖J‖. Thus using the triangle inequality, we obtain ‖Tx‖ > ‖J + T ‖ − ‖J‖. It
follows that ‖x‖‖T ‖ > ‖Tx‖ > ‖J + T ‖ − ‖J‖ > 0. Hence, x 6= 0.
We are ready to prove Theorem 1.6. Pick a sequence {xn}n∈N of elements of X such that ‖xn‖ = 1
for any n ∈ N and ‖(J +T )xn‖ → ‖J +T ‖ as n→∞. Since X is reflexive, we, passing to a subsequence,
if necessary, may assume that {xn} weakly converges to x ∈ X . By Lemma 3.5 x 6= 0. According to
Lemma 3.3, ‖Jx+ Tx‖ = ‖x‖‖J + T ‖. Hence J + T attains its norm on the vector x/‖x‖.
4 Operators on K⊕q ℓp
We start by a series of elementary observations.
Lemma 4.1. Let X and Y be Banach spaces and T ∈ L(X,Y ) be an operator attaining its norm. Then
the dual operator T ∗ ∈ L(Y ∗, X∗) attains its norm.
Proof. Since T attains its norm, there exists x ∈ X such that ‖x‖ = 1 and ‖Tx‖ = ‖T ‖. By Hahn–Banach
theorem, we can pick ϕ ∈ Y ∗ such that ‖ϕ‖ = 1 and ϕ(Tx) = ‖Tx‖. Since ϕ(Tx) = (T ∗ϕ)(x), we have
ϕ(Tx) 6 ‖T ∗ϕ‖‖x‖ = ‖T ∗ϕ‖. Since ‖Tx‖ = ‖T ‖ = ‖T ∗‖, we see that ‖T ∗ϕ‖ > ‖T ∗‖ and ‖ϕ‖ = 1. Thus
‖T ∗ϕ‖ = ‖T ∗‖ and therefore T ∗ attains its norm at ϕ.
The above lemma immediately implies the following corollary.
Corollary 4.2. Let X be a reflexive Banach space and T ∈ L(X). Then T attains its norm if and only
if T ∗ attains its norm.
In particular, using the facts that an operator is compact if and only if its dual is compact and an
operator is invertible if and only if its dual is invertible, we have the following result.
Corollary 4.3. Let X be a reflexive Banach space. Then X ∈ W if and only if X∗ ∈ W. Moreover, the
following two statements are equivalent:
(4.3.1) there is a compact operator T on X such that I + T is invertible, ‖I + T ‖ > 1 and I + T does not
attain its norm;
(4.3.2) there is a compact operator S on X∗ such that I + S is invertible, ‖I + S‖ > 1 and I + S does not
attain its norm.
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4.1 Proof of Theorem 1.8
Let 1 < p < ∞, 1 6 q 6 ∞, p 6= q and X = K ⊕q ℓp. Clearly X is reflexive and X∗ is naturally
isometrically isomorphic to K ⊕q′ ℓp′ , where 1p + 1p′ = 1q + 1q′ = 1. It is also easy to see that p′ > q′ if
p < q and p′ < q′ if p > q. According to Corollary 4.3, it is enough to prove Theorem 1.8 in the case
p < q. Thus from now on, we assume that p < q.
We naturally interpret X as a space of sequences x = {xn}n>0, where x0 and {xn}n∈N correspond to
the K-component and the ℓp-component in the decomposition X = K⊕q ℓp respectively. For any x ∈ X ,
we denote
α(x) = |x0|, β(x) = |x1| and γ(x) =
( ∞∑
n=2
|xn|p
)1/p
. (4.1)
Clearly, for x ∈ X ,
‖x‖ = f(α(x), β(x), γ(x)), where (4.2)
f(α, β, γ) =
{ (
αq + (βp + γp)q/p
)1/q
if q <∞,
max
{
α, (βp + γp)1/p
}
if q =∞. (4.3)
Consider the operator S ∈ L(X) defined by the formula (Sx)0 = x1, (Sx)1 = x0 and (Sx)n = nxnn+1 if
n > 2. That is,
Sx =
(
x1, x0,
2x2
3
,
3x3
4
, . . .
)
.
Clearly T = S − I is compact. Thus in order to verify that T satisfies the required conditions, it suffices
to show that S = I+T is invertible, ‖S‖ > 1 and S does not attain its norm. Invertibility of S is obvious.
Indeed, the operator R ∈ L(X) defined as Rx = (x1, x0, 3x2/2, 4x3/3, . . . ) is the inverse of S. Next, let
x ∈ X be such that ‖x‖ = 1 and let α(x), β(x) and γ(x) be the numbers defined in (4.1). It is clear that
α(Sx) = β(x), β(Sx) = α(x), γ(Sx) 6 γ(x). Moreover, γ(Sx) < γ(x) if γ(x) > 0. Thus according to
(4.2),
f(α(x), β(x), γ(x)) = 1 and ‖Sx‖ = f(β(x), α(x), γ(Sx)) 6 f(β(x), α(x), γ(x)). (4.4)
Moreover, since γ(Sx) < γ(x) when γ(x) > 0, we have
‖Sx‖ < f(β(x), α(x), γ(x)) if q <∞ and γ(x) > 0
and if q =∞, γ(x) > 0 and β(x) < (α(x)p + γ(x)p)1/p. (4.5)
According to (4.4), ‖Sx‖ 6 C, where
C = sup{f(β, α, γ) : (α, β, γ) ∈ K} and K = {(α, β, γ) ∈ R3+ : f(α, β, γ) = 1}.
Since K is compact and f is continuous, the supremum in the definition of C is attained. Using, for
instance, the Lagrange multipliers technique, one can easily see that the function (α, β, γ) 7→ f(β, α, γ)
from K to R+ attains its maximal value C = 2
1
p
− 1
q in exactly one point being (2−1/q, 0, 2−1/q). From
(4.5) it now follows that
‖Sx‖ < C = 2 1p− 1q whenever ‖x‖ = 1. (4.6)
Now consider the sequence xn = 2
−1/qe0 + 2−1/qen, n ∈ N, where {ek} is the canonical basis in the
sequence space X . Clearly ‖xn‖ = 1 for each n ∈ N. On the other hand, for any n > 2, Sxn =
2−1/q
(
e1 +
n
n+1en
)
and therefore
‖Sxn‖ = 2−1/q
(
1 +
( n
n+ 1
)p)1/p
→ 2 1p− 1q as n→∞. (4.7)
From (4.6) and (4.7) it follows that ‖S‖ = 2 1p− 1q > 1 and the norm of S is not attained. The proof of
Theorem 1.8 is now complete.
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5 Proper extensions of Hilbert spaces and finite rank operators
In this section we prove a theorem slightly stronger then Proposition 1.9. We need some preparation.
Throughout this section H is a Hilbert space and n ∈ N. We say that X = Kn ×H is a proper extension
of H if X is endowed with a norm such that
‖(t, x)‖ = ϕ(t, ‖x‖) for any t ∈ Kn, x ∈ H, (5.1)
where ϕ : Kn × R+ → R+ is a function and ϕ(0, 1) = 1. The fact that (t, x) 7→ ϕ(t, ‖x‖) is a norm
on X implies immediately that ϕ is Lipschitzian, convex, ϕ(t, a) > 0, whenever (t, a) 6= (0, 0) and
ϕ(st, sa) = sϕ(t, a) for any s, a ∈ R+ and t ∈ Kn. The normalization condition ϕ(0, 1) = 1 implies that
‖(0, x)‖ = ‖x‖H for any x ∈ H. Thus H is naturally isometrically embedded into X . Since H has finite
codimension in X , we see that X is a Banach space and admits an equivalent norm which turns it into
a Hilbert space. In particular, X is reflexive.
Theorem 5.1. Let X = Kn×H be a proper extension of a Hilbert space H. Then for any bounded finite
rank operator T on X, I + T attains its norm.
Proof. Let ϕ : Kn × R+ → R+ be a function defining the norm on X according to (5.1). If H is finite
dimensional, the result becomes trivial. Thus we can assume that H is infinite dimensional. Pick a
sequence {ξk = (tk, xk)}k∈N of elements of X such that ‖ξk‖ → 1 and ‖(I + T )ξk‖ → c as k → ∞.
Since X is reflexive, we can, passing to a subsequence, if necessary, assume that {ξk} converges weakly
to ξ = (t, x) ∈ X . Since T has finite rank, {Tξk} is norm convergent to Tξ = (s, y). Next, since weak
and norm convergences on a finite dimensional Banach space coincide, we see that {tk} converges to t in
Cn. Passing to a subsequence again, if necessary, we can assume that ‖xk − x‖ → α ∈ R+.
Since xk − x is weakly convergent to zero in the Hilbert space H and any Hilbert space is a 2-space,
we see that
lim
k→∞
‖xk‖ = (‖x‖2 + α2)1/2 and lim
k→∞
‖xk + y‖ = (‖x+ y‖2 + α2)1/2. (5.2)
Since ‖ξk‖ → 1, ‖(I + T )ξk‖ → c, tk → t and ‖Tξk − (s, y)‖ → 0, we have
1 = lim
k→∞
‖ξk‖ = lim
k→∞
‖(tk, xk)‖ = lim
k→∞
‖(t, xk)‖,
c = lim
k→∞
‖(I + T )ξk‖ = lim
k→∞
‖ξk + (s, y)‖ = lim
k→∞
‖(tk + s, xk + y)‖ = lim
k→∞
‖(t+ s, xk + y)‖.
Using (5.1), (5.2) and continuity of ϕ, we obtain
ϕ(t, (‖x‖2 + α2)1/2) = 1 and ϕ(t+ s, (‖x+ y‖2 + α2)1/2) = c. (5.3)
Since H is infinite dimensional and T has finite rank, the linear subspace
L = {v ∈ H : T (0, v) = 0, 〈u, x〉 = 〈u, y〉 = 0}
has finite codimension and therefore is non-trivial. Hence we can pick u ∈ L such that ‖u‖ = α. Since u
is orthogonal to both x and y, we see that ‖x+u‖ = (‖x‖2+α2)1/2 and ‖x+y+u‖ = (‖x+y‖2+α2)1/2.
Hence, according to (5.1) and (5.3)
‖(t, x+ u)‖ = ϕ(t, ‖x+ u‖) = 1 and ‖(t+ s, x+ y + u)‖ = ϕ(t, ‖x+ y + u‖) = c.
Finally, since T (0, u) = 0, we have T (t, x+ u) = T (t, x) = (s, y). Hence
(I + T )(t, x+ u) = (t+ s, x+ y + u).
Since c = ‖I + T ‖, from the last two displays it follows that I + T attains its norm on the vector
(t, x+ u).
Theorem 1.9 follows from Theorem 5.1 since Y ⊕p ℓ2 for a finite dimensional Banach space Y is a
particular case of a proper extension.
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6 Examples with rank one operators
As was already mentioned in the introduction, Shargorodsky [22] constructed T ∈ K(ℓ1) such that (1.5)
fails for T for one prescribed ε > 0. We shall demonstrate that for X = ℓ1 and X = c0 one can find a
rank 1 operator T for which (1.5) fails for any ε > 0. As usual, we denote the canonical basis in c0 or ℓ1
by {en}n>0.
Example 6.1. Let T ∈ L(c0),
Tx =
( ∞∑
n=1
2−nxn
)
e0.
Then T has rank 1, T 2 = 0 and for any z ∈ K, ‖T + zI‖ = 1 + |z| and the operator T + zI does not
attain its norm.
Proof. Obviously, T has rank 1, ‖T ‖ = 1 and T 2 = 0. Let z ∈ K and r = |z|. Since ‖T ‖ = 1, we have
‖T + zI‖ 6 1 + r. For n ∈ N, consider xn = (r/z)e0 + e1 + e2 + . . . + en. Clearly ‖xn‖ = 1 and the
e0-coefficient of (T + zI)xn equals r + 1 − 2−n. Hence ‖T + zI‖ > r + 1 − 2−n for any n ∈ N. Thus
‖T + zI‖ > 1 + r. Since the opposite inequality is also true, ‖T + zI‖ = 1 + r. It remains to show that
T + zI does not attain its norm. Assume the contrary. Then there exists x ∈ c0 such that ‖x‖ = 1 and
‖y‖ = 1+ r, where y = zx+ Tx. Since Tx is a scalar multiple of e0, we have yn = zxn for n ∈ N. Hence
|yn| 6 r for n ∈ N. Thus 1 + r = ‖y‖ = |y0|. Using the definition of T we obtain y0 = zx0 +
∞∑
n=1
2−nxn.
Hence
1 + r = |y0| 6 |z||x0|+
∞∑
n=1
2−n|xn| 6 r +
∞∑
n=1
2−n = 1 + r.
The latter is possible only if |xj | = 1 for any j which contradicts the inclusion x ∈ c0.
Example 6.2. Let T ∈ L(ℓ1),
Tx =
( ∞∑
n=1
(1− 2−n)xn
)
e0.
Then T has rank 1, T 2 = 0 and for any z ∈ C, ‖T +zI‖ = 1+ |z| and the operator T +zI does not attain
its norm.
Proof. Obviously, T has rank 1, ‖T ‖ = 1 and T 2 = 0. Let z ∈ K and r = |z|. For n ∈ N, we have
(T + zI)en = (1 − 2n)e0 + zen. Hence ‖(T + zI)en‖ = 1 + r − 2−n. Since ‖en‖ = 1, we see that
‖T + zI‖ > 1 + r. Since the opposite inequality is also true, ‖T + zI‖ = 1 + r. It remains to show that
T + zI does not attain its norm. Assume the contrary. Then there exists x ∈ ℓ1 such that ‖x‖ = 1 and
‖y‖ = 1 + r, where y = zx+ Tx. By definition of T ,
1 + r = ‖y‖ =
∣∣∣∣zx0 +
∞∑
n=1
(1 − 2−n)xn
∣∣∣∣+r
∞∑
n=1
|xn| 6 r|x0|+
∞∑
n=1
(1 + r − 2−n)|xn| < (1 + r)‖x‖ = 1 + r.
The latter inequality is due to the fact that the coefficients r and 1+ r− 2−n in the last sum are strictly
less than 1 + r. This contradiction completes the proof.
The following Proposition clarifies the situation with the above two operators and formula (1.5).
Proposition 6.3. Let T be the operator from either Example 6.1 or Example 6.2 in the case K = C.
Then for any ε > 0, Σ0ε(T ) = σε(T ) 6= Σε(T ).
Proof. Since T 2 = 0, σ(T ) = {0} and for any z ∈ C\{0}, (T −zI)−1 = (−z−2)(T +zI). Thus (T −zI)−1
attains its norm if and only if so does T + zI and ‖(T − zI)−1‖ = |z|−2‖T + zI‖ = |z|−1 + |z|−2 > |z|−1.
Since T + zI never attains its norm, we, applying Proposition 1.2, see that
Σ0ε(T ) = σε(T ) = {z ∈ C : |z|−1 + |z|−2 > ε−1} = {z : |z| < ε+
√
4ε+ ε2} for any ε > 0.
On the other hand,
Σε(T ) = {z ∈ C : |z|−1 + |z|−2 > ε−1} = {z : |z| 6 ε+
√
4ε+ ε2} for any ε > 0.
Clearly Σ0ε(T ) 6= Σε(T ) for each ε > 0.
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6.1 Proof of Proposition 1.10
Recall that a subset A of a vector space X is called balanced if λx ∈ A whenever x ∈ A, λ ∈ K and
|λ| 6 1. A set is called absolutely convex if it is convex and balanced. By aconv(A) we denote the
absolutely convex hull of A, being the minimal absolutely convex set containing A. Clearly
aconv(A) =
{ n∑
j=1
λjxj : n ∈ N, x1, . . . , xn ∈ A, λ1, . . . , λn ∈ K,
n∑
j=1
|λj | 6 1
}
. (6.1)
For a subset A of a topological vector space X , aconv(A) stands for the closure of aconv(A). We recall
two elementary properties of absolutely convex hulls. The proof of the first one can be found in virtually
any book on topological vector spaces, see, for instance, [20]. The second one is proved in [6]. For a
different proof see [24].
Lemma 6.4. Let n ∈ N and K1, . . . ,Kn be compact convex subsets of a Hausdorff topological vector
space X. Then
aconv
( n⋃
j=1
Kj
)
= aconv
( n⋃
j=1
Kj
)
=
{ n∑
j=1
λjxj : λj ∈ K, xj ∈ Kj ,
n∑
j=1
|λj | 6 1
}
.
Moreover, the above set is compact.
Lemma 6.5. Let {xn}n∈N be a sequence of elements of a sequentially complete locally convex Hausdorff
topological vector space X, converging to x ∈ X as n→∞. Then
aconv(A) =
{
α0x+
∞∑
n=1
αnxn : α ∈ ℓ1, ‖α‖1 6 1
}
, where A = {xn : n ∈ N}.
Moreover, aconv(A) is metrizable and compact.
From now on in this section, by ‖ · ‖2 we denote the canonical norm on ℓ2. We use the same symbol
to denote the standard Euclidean norm on K2:
‖(t, s)‖2 = (|t|2 + |s|2)1/2.
Let also {en}n∈N be the canonical orthonormal basis in ℓ2. For x ∈ ℓ2 we denote
x′ = x− x1e1 − x2e2.
That is, x′ is the orthogonal projection of x onto the closed linear span of the vectors e3, e4, . . . . Fix a
sequence {qn}n∈N of positive numbers such that 1/2 < qn < 1/
√
2 for each n ∈ N and lim
n→∞ qn = 1/2.
Consider the set B ⊂ ℓ2,
B =
{
x+
∞∑
n=1
(αn(e2 + en+2) + βnqn(e1 + e2 + en+2)) : ‖x′‖2 + ‖(x1, x2)‖2 + ‖α‖1 + ‖β‖1 6 1
}
, (6.2)
where x ∈ ℓ2, α, β ∈ ℓ1 and ‖ · ‖1 is the canonical norm in ℓ1. Obviously, B is absolutely convex. Taking
into account that ‖e2 + en+2‖2 =
√
2 and ‖qn(e1 + e2 + en+2)‖2 = qn
√
3 6
√
3/2, we see that
‖u‖2 6
√
2 for any u ∈ B. (6.3)
Now if ‖u‖2 6 1/2, then ‖u′‖22+ |u1|2+ |u2|2 6 1/4. An elementary application of the Cauchy inequality
gives ‖u′‖2 + ‖(u1, u2)‖2 6 1. Taking α = β = 0 and x = u, we see then that u ∈ B. Thus
u ∈ B if ‖u‖2 6 1/2. (6.4)
We consider the norm ‖ · ‖ on ℓ2 being the Minkowski functional of the set B. Formulae (6.3) and
(6.4) imply that it is indeed a norm and that it is equivalent to the Hilbert space norm ‖ · ‖2:
2−1/2‖u‖2 6 ‖u‖ 6 2‖u‖2 for all u ∈ ℓ2.
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In particular, ℓ2 endowed with the norm ‖ · ‖ is a reflexive Banach space. Using the definition of the
Minkowski functional, we have that for u ∈ ℓ2,
‖u‖ = inf
{
‖x′‖2+‖(x1, x2)‖2+‖α‖1+‖β‖1 : u = x+
∞∑
n=1
(αn(e2+en+2)+βnqn(e1+e2+en+2))
}
. (6.5)
We shall show that B coincides with the closed unit ball with respect to the norm ‖ · ‖. Since B is
bounded and absolutely convex, it suffices to show that B is closed in ℓ2. First, note that the set
B1 = {x ∈ ℓ2 : ‖x′‖2 + ‖(x1, x2)‖2 6 1} (6.6)
is weakly compact and B1 ⊆ B. Next, let B2 = aconv{e2 + en+2 : n ∈ N}. Since the sequence e2 + en+2
converges weakly to e2, Lemma 6.5 implies that B2 is weakly compact and
B2 =
{
se2 +
∞∑
n=1
αn(e2 + en+2) : |s|+ ‖α‖1 6 1
}
. (6.7)
It follows that B2 ⊆ B. Indeed, for u = se2 +
∞∑
n=1
αn(e2 + en+2) ∈ B2, one has just to take x = se2 and
β = 0 to see that u ∈ B. Similarly, let B3 = aconv{qn(e1 + e2 + en+2) : n ∈ N}. Since the sequence
qn(e1 + e2 + en+2) converges weakly to (e1 + e2)/2, Lemma 6.5 implies that B3 is weakly compact and
B3 =
{
t
2
(e1 + e2) +
∞∑
n=1
βnqn(e1 + e2 + en+2) : |t|+ ‖β‖1 6 1
}
. (6.8)
As above, it is clear that B3 ⊆ B. Since B is absolutely convex, we have
B0 = aconv(B1 ∪B2 ∪B3) ⊆ B.
By Lemma 6.4, B0 is weakly compact and
B0 = {ax+ by + cw : x ∈ B1, y ∈ B2, w ∈ B3, |a|+ |b|+ |c| 6 1}. (6.9)
From formulae (6.6–6.9) and (6.2) it follows that B ⊆ B0. Hence B = B0 and therefore B is weakly
compact. Thus B is closed in ℓ2 which ensures that B is the closed unit ball for the norm (6.5). It follows
that the infimum in (6.5) is always attained and that we can write
‖u‖ = min
{
‖x′‖2+‖(x1, x2)‖2+‖α‖1+‖β‖1 : u = x+
∞∑
n=1
(αn(e2+en+2)+βnqn(e1+e2+en+2))
}
. (6.10)
Lemma 6.6. The norm on ℓ2 defined by (6.5) satisfies the following conditions:
(6.6.1) ‖e2 + en+2‖ = 1 for any n ∈ N;
(6.6.2) qn‖e1 + e2 + en+2‖ = 1 for any n ∈ N.
Proof. Taking x = 0, β = 0 and α = en, we see that e2 + en+2 ∈ B. Hence ‖e2 + en+2‖ 6 1. Assume
that ‖e2 + en+2‖ < 1. Then there exist x ∈ ℓ2 and α, β ∈ ℓ1 such that
‖x′‖2 + ‖(x1, x2)‖2 + ‖α‖1 + ‖β‖1 < 1 (6.11)
and
e2 + en+2 = x+
∞∑
k=1
(αk(e2 + ek+2) + βkqk(e1 + e2 + ek+2)).
Taking the inner product of both sides of the above equality with e2, we obtain
1 = x2 +
∞∑
k=1
(αk + qkβk).
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Hence
|x2|+
∞∑
k=1
(|αk|+ qk|βk|) > 1,
which contradicts (6.11). This contradiction proves (6.6.1).
Taking x = 0, α = 0 and β = en, we see that qn(e1 + e2 + en+2) ∈ B. Hence qn‖e1 + e2 + en+2‖ 6 1.
Assume that qn‖e1 + e2 + en+2‖ < 1. Then there exist x ∈ ℓ2 and α, β ∈ ℓ1 such that
qn(e1 + e2 + en+2) = x+
∞∑
k=1
(αk(e2 + ek+2) + βkqk(e1 + e2 + ek+2)).
and (6.11) is satisfied. Taking the inner product of both sides of the above equality with en+2, e1 and e2
we obtain the following equality in K3:
qn(1− βn)(1, 1, 1) = (xn+2, x1, x2) + αn(1, 0, 1) +
∑
k 6=n
(αk(0, 0, 1) + βkqk(0, 1, 1)) =
= (xn+2, τ, σ) + αn(1, 0, 1), where (τ, σ) = (x1, x2) +
∑
k 6=n
(αk(0, 1) + βkqk(1, 1)). (6.12)
Note that ‖(0, 1)‖2 = 1 and ‖qk(1, 1)‖2 6 1 since qk 6 1/
√
2. Using (6.12) and the triangle inequality,
we obtain
‖(τ, σ)‖2 6 ‖(x1, x2)‖2 +
∑
k 6=n
(|αk|+ |βk|).
From the last display together with (6.11) and (6.12), it follows that
qn(1− βn)(1, 1, 1) = ((xn+2 + αn)en+2, τ, σ + αn), where |xn+2|+ |αn|+ |βn|+ ‖(τ, σ)‖2 < 1.
Dividing by 1−βn and denoting y = xn+2/(1−βn), a = αn/(1−βn), r = τ/(1−βn) and p = σ/(1−βn)
we see arrive to the following equality in K3:
(qn, qn, qn) = (y + a, r, p+ a), where |y|+ |a|+
√
|r|2 + |p|2 < 1.
Hence r = qn, p = y = qn − a and
|a|+ |qn − a|+
√
|qn|2 + |qn − a|2 < 1. (6.13)
On the other hand, qn > 1/2 and therefore |a|+ |qn − a| > qn > 1/2 and
√
|qn|2 + |qn − a|2 > qn > 1/2.
Hence |a|+ |qn − a|+
√
|qn|2 + |qn − a|2 > 1 which contradicts (6.13). This contradiction completes the
proof of (6.6.2).
Remark. In a similar way one can show that ‖u‖ = ‖u‖2 if either u1 = u2 = 0 or u belongs to the
linear span of e1 and e2
Now we consider the operator S ∈ L(ℓ2) defined by the formula Su = u+ u2e1. Clearly S is the sum
of the identity operator and a bounded rank 1 operator Tu = u2e1. Obviously, T
2 = 0. Proposition 1.10
will be proved if we verify that ‖S‖ = 2 and S does not attain its norm.
Lemma 6.7. For any non-zero u ∈ ℓ2, ‖Su‖ < 2‖u‖.
Proof. Let u ∈ ℓ2 be such that ‖u‖ = 1. It suffices to show that ‖Su‖ < 2. Since ‖u‖ = 1, from (6.10) it
follows that there are x ∈ ℓ2 and α, β ∈ ℓ1 such that
u = x+
∞∑
n=1
(αn(e2 + en+2) + βnqn(e1 + e2 + en+2)), (6.14)
‖x′‖2 + ‖(x1, x2)‖2 + ‖α‖1 + ‖β‖1 = 1. (6.15)
13
Next, from (6.14) and the definition of S, we obtain that
Su = x+ τe1 +
∞∑
n=1
qn(βn + q
−1
n αn)(e1 + e2 + en+2), where τ = x2 +
∞∑
n=1
qnβn.
Using (6.5), we see that
‖Su‖ 6 ‖x′‖2 + ‖(x1 + τ, x2)‖2 +
∞∑
n=1
|βn + q−1n αn|.
From the definition of τ it follows that
‖Su‖ 6 ‖x′‖2 + ‖(x1 + x2, x2)‖2 +
∞∑
n=1
((1 + qn)|βn|+ q−1n |αn|).
Taking into account that the norm of the operator with the matrix
(
1 1
0 1
)
acting on the 2-dimensional
Hilbert space K2 equals
(
3+
√
5
2
)1/2
< 5
3
, we have ‖(x1 + x2, x2)‖2 6 53‖(x1, x2)‖2. Substituting this into
the last display and taking into account that 1 + qn 6 1 + 2
−1/2 < 7
4
, we obtain
‖Su‖ 6 ‖x′‖2 + 5
3
‖(x1, x2)‖2 + 7
4
‖β‖1 +
∞∑
n=1
q−1n |αn|.
Since the coefficients in the above display in front of ‖x′‖2, ‖(x1, x2)‖2, ‖β‖1 and each |αn| are all strictly
less than 2, formula (6.15) implies that ‖Su‖ < 2.
Now, observe that S(e2+en+2) = e1+e2+en+2. By Lemma 6.6, ‖e2+en+2‖ = 1 and ‖e1+e2+en+2‖ =
q−1n . Hence ‖S‖ > q−1n for any n ∈ N. Since q−1n → 2 as n→∞, we have ‖S‖ > 2. Thus from Lemma 6.7
it follows that ‖S‖ = 2 and S does not attain its norm. This completes the proof of Proposition 1.10.
7 Concluding remarks
1. A more general approach to study the class W is to consider the following property.
Definition 3. We say that a Banach space X is tame if for any y ∈ X , x ∈ X \{0} and any sequence
{un}n∈N in X weakly convergent to zero,
lim
n→∞
‖y + un‖
‖x+ un‖ 6 max
{
1,
‖y‖
‖x‖
}
. (7.1)
It is easy to see that p-spaces for 1 < p <∞ are tame.
Proposition 7.1. Let X be a reflexive Banach space such that either X or X∗ is tame. Then X ∈ W.
Proof. According to Corollary 4.3, it is sufficient to consider the case, when X is tame. Let T ∈ K(X)
and ‖I + T ‖ = c > 1. Since X is reflexive, we can pick a sequence {xn}n∈N of elements of X such that
‖xn‖ → 1, ‖(I + T )xn‖ → c and {xn} is weakly convergent to x ∈ X . By Lemma 3.5, x 6= 0. Since the
sequence un = xn−x is weakly convergent to 0 and T is compact, Txn is norm-convergent to Tx. Hence
‖x+ Tx+ un‖ = ‖xn + Tx‖ → c. Since X is tame, we have
c = lim
n→∞
‖x+ Tx+ un‖
‖x+ un‖ 6 max
{
1,
‖x+ Tx‖
‖x‖
}
.
The inequality c > 1 and the last display imply that ‖x + Tx‖ > c‖x‖. Taking into account that
c = ‖I + T ‖, we see that I + T attains its norm on x/‖x‖.
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Unfortunately, it seems there are no known examples of tame Banach spaces which are not p-spaces.
This naturally leads to the problem of characterizing the tame spaces.
2. Analyzing the proof of Theorem 1.6, one can easily see that if 1 < p < ∞, X is a p-space and
T ∈ K(X) is such that ‖I + K‖ > 1, then whenever {xn}n∈N is a sequence of elements of X weakly
converging to x ∈ X and satisfying ‖xn‖ → 1, ‖(I + T )xn‖ → ‖I + T ‖ as n → ∞, then {xn} is norm
convergent to x and I + T attains its norm on x.
3. In a recent paper [23] Shargorodsky and the author constructed a strictly convex reflexive Banach
space X and S ∈ L(X) such that for some ε > 0, the level set Σε(S) \σε(S) has non-empty interior. The
space X constructed in [23] is an ℓ2-direct sum of a countable family of finite dimensional Banach spaces.
Thus by Theorem 1.5, (1.5) holds for any T ∈ L(X). This observation shows that there is no relation
between validity of (1.5) and meagreness of the level sets of the norm of the resolvent.
4. Let 1 < p <∞. As it follows from Proposition 1.4 and Theorem 1.6, any subspace of an ℓp-direct sum
X of a family of finite dimensional Banach spaces belongs to W . Applying Corollary 4.3, one can easily
see that same holds true for quotients of X as well. Indeed, X∗ is naturally isometrically isomorphic to
an ℓp′-direct sum of a family of finite dimensional Banach spaces, where
1
p +
1
p′ = 1. Moreover, for any
closed linear subspace Y of X , (X/Y )∗ is naturally isometrically isomorphic to a subspace of X∗.
5. It would be interesting to figure out which classical Banach spaces do belong to the class W . A good
starting point would be to address the spaces Lp[0, 1] for 1 < p <∞. There is a strong indication against
their membership in W for p 6= 2. Namely, it is easy to show that Lp[0, 1] for p 6= 2 is not tame.
6. The compactness condition in Propositions 1.3 and 1.2 can be replaced by the weaker condition of T
being strictly singular. The proofs work without any changes.
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