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ABSTRACT 
An automatic computational procedure for scaling a D’Yakanov-Gunn iteration 
for nonseparable elliptic equations is described. Tbis method is used in conjunction 
with a preconditioned conjugate gradient iteration employing a nearby separable 
approximation of the scaled nonseparable matrix. This results in an operation count 
of O(r?log(n/k)log(l/e)) to reduce the initial error by a factor of E. 
1. INTRODUCTION 
In this work we consider the solution of second order nonseparable 
elliptic partial differential equations posed on rectangular regions using 
5-point finite difference schemes. The method we propose is a precondi- 
tioned conjugate gradient iteration, using as a preconditioning matrix a 
separable approximation of the scaled nonseparable finite difference matrix. 
The idea of using fast direct methods with scaling in an iterative fashion 
to solve nonseparable equations was studied in the early 1970s by Concus 
and Golub [ll], and later by Concus, Golub and O’Leary [12] and by Bank 
[6]. Schemes using the same sorts of ideas have been proposed by Axelsson 
[3, 41, Douglas and DuPont [14], D’Yakanov [16] and Gunn [19] among 
others. 
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We shall take as our prototype problem the Dirichlet problem 
Lu=f in fi = (091) X (0, l), 
U=g on ai2, 0.1) 
where 
and a, and a, are positive and sufficiently smooth for (x, y) E Q. 
Discretizing (l.l)-(1.2) using standard centered finite differences on a 
uniformnXngrid,witbh= l/(fl + l), leads to a linear system of equations 
MU= F. (1.3) 
Here M is a positive definite symmetric n2 X n2 block tridiagonal matrix of 
the form 
T,+A, -B, 
-B, T,+A, -B, 
M= (1.4 
-B,-1 
-g,-, T,+G, 
We often use the shorthand notation M= [ - Bi_ Ir Ti + Ai, - BJ to denote 
(block) tridiagonal matrices. The matrices A, and Bi are diagonal with 
Bi=Diag[ alii], O<i<n, 
A,= Bi_l+ Bi, l<i<n, 
0.5) 
where alii = al((i + $)h, jh). The matrices Ti are tridiagonal with 
Ti= [ -"2if-17a2ii-1+U2ij9 -U2ii], l<i<n, (1.6) 
where uzii=u2(ih,(i+i)h). 
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When ar(x,y)ra,(x) and %(x,y)=ua( y), then (1.1)-(1.2) is sepumb~ 
and 
Bi = piI, O<i<n, 
f$=(pi+#Bi-_l)z=Lyiz, l<i<n, (1.7) 
q=T=[ ---~~._~,y~, -uJ, l<i<n, 
with &=ul((i+$)h), c~~=+,((j+$)h) and yi=ui_l+uj. In this case M has a 
tensor product form, and the system of equations (1.3) can be solved using 
fast direct methods [5-9, 26-281. In our present study, we will be consider- 
ing the generalized marching algorithm for separable equations [6], which 
requires 0(f1210g(n/k)) (k th e “marching parameter”) operations to solve 
(1.3) when M is separable. When M is not separable, methods usually 
considered in the class of fast direct methods are presently inapplicable. 
The fastest presently known “slow direct methods”’ for (1.3) employ 
some form of numerical LU decomposition and require at least 0(n3) 
operations for computing the factorization [5, 17, 23-251. However, the cost 
of solving the problem once the decomposition is known is competitive with 
fast direct methods. 
In [6], we proposed solving (1.3) in the nonseparable case by solving a 
sequence of separable problems. This iteration closely resembles the scheme 
of Concus and Golub [ll], who used constant coefficient rather than general 
separable approximations. In [6], we proved that the rate of convergence of 
this scheme is bounded (less than one) independent of h, so that only 
O(log l/e) iterations are required to reduce the initial error by a factor of E. 
Thus a total of only 0(n210g(n/k)log(l/a)) operations are required. 
Although the approximation of M by a separable positive definite finite 
difference matrix M, satisfying otherwise weak hypotheses on its coefficients, 
leads to the results cited above, the rate of convergence can be slow even 
though it is bounded independent of h. Usually one can do significantly 
better by scaling the linear system (1.3) using a positive diagonal matrix S: 
(S-‘MS-‘)(SU)=(S-‘F). (1.8) 
The block tridiagonal matrix S -lMS - ’ is then approximated by a nearby 
separable matrix M(S). 
In [ll], Concus and Golub considered the case a, = a2 and approximated 
S -‘MS - ’ by a nearby Helmholtz matrix. In this situation, one scaled M so 
‘Terminology due to S. Eisenstat. 
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that the nonseparability of the partial differential equation was transferred 
from the second order terms to a zeroth order term. In [S] we considered the 
case where a, and us were not necessarily equal and attempted to approxi- 
mate S -‘iUS - ’ by a separable matrix. Here the choice of a scaling matrix 
was less evident, but good results could be obtained by intuition and 
heuristics based on the coefficients of the partial differential equation; 
however, the necessity of having a method of obtaining good, if not optimal, 
scalings via some automatic computational procedure was clear. 
In this work we present such a procedure. In Sec. 2, we derive a 
mathematical formulation of the scaling problem leading to two min-max 
problems to be solved to obtain the scaling matrix. In Sec. 3 we describe a 
simple algorithm, related to the Diliberto-Straus algorithm [13], for solving 
the min-max problems and demonstrate its convergence. In Sec. 4, we 
examine the approximation of zeroth order terms, and in Sec. 5 we present 
some numerical results. 
2. THE SEPARABLE APPROXIMATION 
Consider the following iterative scheme for solving (1.3): 
G(tJ ck+l)- tP)=w(F-MW), k=0,1,2 )... . (2.1) 
Here o is a scalar relaxation parameter, U(O) is an initial guess, and 2 is a 
separable block tridiagonal matrix, 
~=[-P,_lZ,T+cU,Z,-P,z], T= [ -Uj-l,Yp -q]* 
with 
min ani < pi < max aiii, 
i 
O<i<n, 
1 
(2.2) 
mjn usii < ui < rn,w aaii, O<j<n, 
yi=ui+ui_l, lbj<n. 
Clearly &? is positive definite, since M is. The rate of convergence of the 
iteration (2.1) is governed by 
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THEOREM 1. Let M and fi be symmetric and positive definite. Let p1 
and ~1~ be, positive real numbers such that, fbr all x#O, we have p1 < 
xTMx/xTMx<h. Then for 0<0<2/& the iteration (2.1) converges. For 
w = 2/( pI + /I-J, the M-rwrm of the error, given by 11 e/L = e TMe, is reduced 
by a factor of at least (x -1)/(x + 1) where x = &yl. 
Theorem 1 is proved in [15], among others. 
The bound on the rate of conv_ergence is monotonic in X, a bound on 
the condition number of iG - ‘12MM - ‘12. It is straightforward to verify that 
if A? satisfies (2.2), then X can be bounded independent of the mesh size h. 
As an example, if we choose pi and ri using 
oi=f{ m~a,ii+mjn~2ii}, 
and set 
then one can show 
(2.3) 
and for w = 1 the bound on the rate of convergence is (x - l)/( % + 1). If we 
accelerate (2.1) using the conjugate gradient acceleration procedure [3-4, 
12, 141, we get a rate of convergence bounded by (fl - l)/(fl + 1). 
From (2.4), it is evident that if a,(~, y) is a widely varying function of y or 
if a,(~, y) is a widely varying function of x, then X can be large, and the rate 
of convergence, even with conjugate gradient acceleration, can be slow [S]. 
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To improve the rate of convergence (or at least the bound on the rate of 
c_onve_rgence) we consider scaling the original problem as in (1.8) and choose 
A4 = M( S ) to be a separable approximation of S - ‘MS - ‘. We then solve (1.3) 
using the iteration 
(SQS)( Uk+l)- U(k))=w(F-MU(k)), 
for a given initial guess U(O). 
k-0,1,2 ,..., (2.6) 
_ Since S is diagonal and A? is separable, solving linear systems involving 
SMS is no more difficult, and only slightly more- costly in arithmetic 
operations, than solving linear systems involving only M. The difficulty arises 
in choosing a scaling matrix S. The algorithm which we will describe finds an 
S of tensor product, block diagonal form, i.e., 
S=Diag[p,D], D=Diag[ vi]. (2.7) 
Within this restricted class of tensor product scalings, our algorithm pro- 
duces a quasioptimal scaling, in the sense that it minimizes, to within 0(h2) 
terms, a bound on the condition number of 
fi - 1/2S - ‘MS - ‘$ -l/2< 
Supposing we have some scaling of the form (2.7), we compute the 
scalars c+, pi, yi and ui using a generalization of (2.2)-(2.3): 
pi= --L 
i 
alij alii 
2PiPi+l 
max-+min- , 
i Vi” i VF 1 
Ly,= Pi-IPi-l+PiPi+l 
2 
Pi ’ (2.8) 
1 
Of= 2vi”l+l ( 
a2ij azji 
rn~~+rnm~ , 
Pi Pi 1 
We then take fi=[-&,Z,‘?+aiZ, -&Z], ~=[-ui_r,yj,-eJ9 as before. 
We now seek bounds on p1 and I_LZ satisfying 
pl < x TMx/x TSihx < p2, xzo. (2.9) 
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By partitioning or as x r = [x,‘, XT,. . . , q,T], xi’= [xdl, xiz, . . . ,x,1, it is straight- 
forward to verify, using summation by parts, that (2.9) can be written as 
where x~=x,+~~=x~~=x~~+~=O. Defining 
and using (2.8)-(2.10), one can verify 
P2Lz( &+0(h2), 
Pl> & + W2)Y 
(2.11) 
(2.12) 
where “O(h2)” terms involve second undivided differences of pi and vj. 
Thus we can approximately minimize our bound on the condition num- 
ber X by choosing vi to minimize ?X, and pi to minimize &. 
Let Bi, O<i <n, be the diagonal matrices of (1.5), and let o=Diag[vj]. 
Then the problem of minimizing Xr with respect to uj can be formulated in 
matrix terms as follows: Find a positive diagonal matrix IJ which solves the 
min-max problem 
min maxCond(D-IBiD-‘), 
D>O i 
(2.13) 
where Cond(A) is the condition number of A. In the next section, we 
describe an algorithm closely related to the Diliberto-Straus algorithm [13], 
for solving the min-max problem (2.13). 
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3. SOLVING THE MIN-MAX PROBLEM 
We seek constants vi which solve the min-max problem (2.13), or in scalar 
form 
min m+x 
’ “I ’ (34 
Our proposed algorithm for finding a (nonunique) solution of (3.1) is as 
follows: Let 
b!?) + Czlii’ 
‘1 O<i<n, l<j<n, 
p!O’ = ($0) = 1 
1 1 , O<i<n, 
q!O’= 1 d.‘O’= 
1 
1 ’ l<i<n. 
Then, for k = 1,2,. . . 
P,!k’ = 
1 
mm b&!-l’ min b(k-‘) i j ‘1 1 1’2 2 
q!k’= 
bp 1) 
'1 
I max - min - P(k) i t 
d/k) = di’k - 1+/d, 
bp- 1) 
b,(f)= .-!!-- 
pjk’q(k’ * 
1 
We shall see below that 
lim pjk) = L$m 4:) = 1, 
k+cc 
lim dy) = u;, 
k-m 
P-2) 
(3.3) 
lim C!k) = 
k-cc 
I 
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To establish (3.3), we relate the algorithm (3.2) to the Dihberto-Straus 
algorithm [13] f or solving the following min-max problem: Let Bii, 0 <i Qn, 
1 < 1 <n, be a grid function. We seek a grid function of the form Cj + Di 
satisfying 
The Diliberto-Straus algorithm for finding a (nonunique) solution of (3.4) is 
qjo) = Bii, O<i<n, l<j<n, 
p = ci(o) = 0, O<i Gn, (3.5) 
Q,(O) = D.(o) = 0 
I I ’ l<j<n. 
Then, for k=1,2 ,,.,, 
pJk) = f ( ma B/~~-‘) + min Bjik-‘) I 
i i 1 , 
c/k) = c/k- 1) + q(k), 
Qick)=f( m,ax(B/F-‘)--P,(L))+ mp(B$-‘)-p/k))), 
Dl(k) = Di’k - 1) + Q/k), 
&jk) = Bijk- l) - pi(k) - Qi(k). 
Under the transformation 
Bj(k) = log E$‘, 
Pi(k) = logpjk', 
0” = logcp, * 
Qi(k) = log s.i’k’, 
Dl(k) = log di(k), 
(3.6) 
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we see that the algorithms (3.2) and (3.5) are equivalent. Our plan of attack 
then is to establish an equivalence between the min-max problems (3.1) and 
(3.4), since the convergence properties of the Diliberto-Straus algorithm have 
been more widely studied [l, 2, 10, 13, 18, 20, 291. Setting 
I$ = loga,ii, I$ = log Vi”, (3.7) 
the min-max problem (3.1) can be restated as 
m- (mp[ mju(Z$-Di)- my(B,,-D,)]). (3.8) 
I 
Both problems (3.4) and (3.8) are L, problems and could be solved by a 
variety of general algorithms [21, 221. It is known that the solution is not in 
general unique, but that the set of minimizing grid functions is convex [21]. 
To establish the equivalence of (3.4) and (3.8), we consider the dual of 
each, and appeal to several notions of graph theory [24]. Let u,~, 0 <i <n, 
1 < i < n, denote the knots of an (n + 1) X n undirected rectangular grid 
graph C. The edges in the graph consist of the sets { (4, uki )}, 0 < i <n, 
O<k<n,i<k, l<j<n, and {(uii,uil)}, O<i<n, l<j<n, l<Z<n, j#l. We 
define a cycle of length k > 3 in G as an ordered set of distinct knots 
{i)lJIJJ,*i*V*) Us,} such that (Q,,u~+~~+~) is an edge in G, and u~_~+, is 
interpreted as Q,. Because G is a rectangular grid graph, all cycles are of 
even length. Also, for every cycle, we can assume without loss of generality 
that i, = is. 
THEOREM 2. Zf n > 1, a necessay and sufficient condition for C, ad D, 
to be a solution of the min-max problem (3.4) is that there exists a cycle of 
length k such that 
B,,i,-Ci,-Dj,=(-l)z-l(Bii-C,-D& l<l<k, 
(3.9) 
IBi,i,-Ci,-D.,I=mi~IB,j-Ci-D,I. 
This theorem is proved in a slightly different form by Diliberto and 
Straus [13] and in a more general form by Leunberger [21]. In a similar vein, 
we have 
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THEOREM 3. If n > 1, a necessary and sufficient condition for Di to be a 
solution of (3.8) is that there exists a cycle of length k (with i,=i,) such 
that 
I( Bi, il - Dj,) - ( Bi, j2 - Dj,)/ = rn? ( my ( Bii - Di) - mrjn ( Bii - Dj) ) . (3.10) 
To establish the equivalence between (3.4) and (3.8), note that if q and 
Di satisfy (3.9) for some cycle of length k (with i, = Q, then the D. also 
satisfy (3.10) for the same cycle. Hence any solution of (3.4) is also a so ution i 
of (3.8). Conversely, suppose we have Dj satisfying (3.10) for some cycle of 
length k. Then since i, = i,, we have izl_ 1 = izl, 1 < 1 <k/2. We define 
%-, ~~{BizI-l~pI-l~Dj21_,+Bi2,~21~Dj21}~ 1GzGk/2y 
ci=o, 
* . ; 1 W) 
t#z,,i, ,..., 2 _ . 
Then (3.9) will be satisfied by Di satisfying (3.10) and Ci defined as in (3.11); 
thus from any solution of (3.8), a solution of (3.4) is immediately apparent. 
(See also [25].) 
THEOREM 4. The Dilibetio-Strau.s algorithm (3.5) converges to a solution 
of the min-max problem (3.4), i.e., 
bm pjk) = tin-j Qjk) =O, 
k-am k-am 
lim Dik) = D 
k+oo 
i* lim cp = ci. 
k+m 
Furthermore 
rn~~(Z$-C,-Dj)+ mjn ( Bij - Ci - Dj) = 0, 
my(Bij-C,-D,)+mjn(B,-Ci-Dj)=O, 
(3.12a) 
(3.12b) 
l<j<n, 
(3.13) 
O<i <n. 
Proofs of Theorem 4 are given in [2, lo] ((3.12a) is proved by Diliberto 
and Straus [13]). A function satisfying (3.13) is defined to be “level” by 
Diliberto and Straus. It is trivial to verify that any leveled function has a 
cycle of the form described in Theorem 2. 
28 RANDOLPH E. BANK 
Empirically, it is observed that the Diliberto-Straus algorithm always 
converges geometrically, i.e., 
where ]A] < 1 and k is sufficiently large. The equations (3.14) can be proved 
under a slightly strengthened hypothesis (which are evidently not necessary 
except for the technicalities of the particular method of proof). 
COROLLARY. The algorithm (3.2) converges to a solution of the min-max 
probzem (3.1). 
The corollary is an immediate consequence of Theorem 4 and the 
equivalence between the aIgorithms (3.2) and (3.5) and the problems (3.1) 
and (3.4). 
In our application it is unnecessary to carry out (3.2) until the quantities 
have converged to machine accuracy. The initial rate of convergence is 
always vey fast [29, Theorems 2.2, 2.31, and we are only interested in 
obtaining a good scaling for the iteration (3.5); thus only two or three digits 
of accuracy would seem necessary. In practice, it appears that a very small 
number of iterations (always less than 10) is sufficient. 
4. ZEROTH ORDER TERMS 
Let the original partial differential equation have a zeroth order term, 
i.e., 
Lu+b(x,y)u=f in at, 
u=g on aG2, 
(4.1) 
where L is defined by (1.2). Then th e matrix resulting from the application 
of centered 5-point finite differences to (4.1) is of the form A4 + N, where A4 
is defined in (1.4)-( 1.6) and N is the diagonal matrix 
N=diag[ h%(ih,jh)]. (4.2) 
Our problem is to approximate S -‘(M+ N)S -I by a separable matrix. 
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Our present procedure is to choose S and k as in Sets. 2 and 3, ignoring 
the presence of N. We then approximate S - ‘NS - ’ by the sum of two 
separable tensor product diagonal matrices; that is, we seek constants & and 
Oj which solve the min-max problem 
(4.3) 
The matrix fi- diag[& + dj] is then added to 2 to obtain the approximation 
to S-‘(M+N)S-‘. 
The problem (4.3) is solved via the Diliberto-Straus algorithm (3.5). As in 
the case of (3.2), only a small number of iterations are necessary for our 
purposes. 
The procedure described above is presently not as well understood as the 
case in which the zeroth order term is not present. The problem stems from 
the fact that N may not be nonnegative even if S -‘NS -’ itself is. As an 
example, let n = 2, and let S - ‘NS - ’ be given by 
The Diliberto-Straus algorithm will yield the separable approximation 
It is therefore possible that this scheme could yield matrices 6 + G which 
are not positive definite. This does not appear to be a serious problem in 
pra$ice,but to be safe one can numerically compute the smallest eigenvalue 
of M+ N to one significant digit (a relatively cheap computation) and then 
add an appropriate multiple of the identity to the separable approximation if 
it is not positive. 
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One_ could, of course, reformulate (4.3) with additional constraints to 
insure N will be positive, but the potential benefits appear to be outweighed 
by the additional complexity. 
5. NUMERICAL EXPERIMENTS 
In this section we report on several numerical experiments using the 
scaling algorithm (3.2). The preconditioned conjugate gradient iteration was 
organized along the lines suggested by Concus, Golub and O’Leary in [12]: 
for k=0,1,2 ,..., 
( Si&)Z(k) =F- MU(k) > U(O) given; (5.la) 
hk= Z(k)~S~SZ(k)/Z(k-‘)~S~SZ(L-l), b,=O; (5.lb) 
pW=ZW+b pW-1) 
k 9 PC- ‘) arbitrary; 
ak = Z(k)TS~SZ(k)/p(k)TMp(k);, 
U(k+ 1) = U(k) + ,kpP). 
(5.lc) 
(5.ld) 
(5.le) 
The initial guess U(O) was always zero. As (5.1) suggests, for convenience, the 
nonseparable matrix M was never physically multiplied by S -l; thus two 
multiplications by S - ’ are required in each conjugate gradient iteration. 
The generalized marching algorithm for _separable equations was used, to 
solve linear systems involving the matrix M. The marching parameter was 
taken as 2 for all tests. 
The overall computation naturally separates into two phases-pre- 
processing and actual solution. In the preprocessing phase, the scaling matrix 
S was c%mputed; a maximum of ten iterations was used. Also, the separable 
matrix M was computed using (2.8), and preprocessing calculations relevant 
to the generalized marching algorithm were carried out. Since the marching 
parameter was 2, the computational cost of this phase was 0(n210gn) 
operations. In the solution phase, the preconditioned conjugate gradient 
iteration was actually carried out; the computational cost was O(n210gn) 
operations per iteration. The overall storage for the nonseparable matrix M, 
the right hand side F, the solution U, and the workspace for the conjugate 
gradient iteration was 7n2 + nlogn + O(n). All problems were solved for 
n=15,31 and 63. 
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To generate right hand sides for which the exact solution was known, a 
true solution, composed of pseudorandom numbers on [ - l,l], was gener- 
ated and substituted into the difference equations. The number of significant 
digits in the solution, computed using the preconditioned conjugate gradient 
iteration, was measured using the relative error in the M-norm: 
digits = -log,, ( “;;J;‘M), (5.2) 
where U, (U,) is the exact (computed) solution. For problems l-5, five test 
cases were run for each value of n, with different right hand sides, and the 
average number of digits for the five runs recorded. For problem 6, in which 
a, and a2 were grid functions with randomly generated coefficients on 
[l, 1666], the average was taken over 15 problems, with a different random 
matrix and right hand side for each run. 
All computations were carried out in single precision on the CDC 6666 
at the University of Texas at Austin, using the MNF compiler. The results of 
the experiments are recorded in Table 1. 
TABLE 1 
The D’Yakanov-Gum Conjugate Gradient Iteration 
Problem Iterations Digits 
n=15 n=31 n=63 
(1) o,=[l+(x+y)Z]z 
~=[l+sid(x+y)2]2 
I 
10 5.77 5.54 5.44 
(2) ll,=l 
exp(5f 5y2) 
10 10.93 
a2 = 1 
10.87 10.85 
+ + 
(3) al=a,=[l+(r4+y4)/2]2 8 13.22 12.67 12.39 
(4) q-c+= 1000, r>; 2 14.40 14.31 14.28 
1 otherwise 
(5) al=Qz= 1 :” x,y>+ 
I 
10 2.25 2.28 2.33 
otherwise 
(6) a,=Fh(l, 1000) 
a2 = Fbn( 1,lOOO) I 
10 2.44 2.04 1.93 
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For problems l-3 the scaling procedure works quite well; in problem 4, 
M can be factored exactly as Sl&, and thus the iteration converges in one 
step, although an extra step was required by this particular program to 
determine convergence. In problems 5 and 6, the hardest in this test group, 
the rate of convergence is not as good; still the error is reduced by a factor of 
order 0.6 in each iteration. Finally, note that the rate of convergence is fairly 
insensitive to the choice of n, as predicted by the theory. 
I would like to thank Dr. E. Ward Cheney of the University of Texas at 
Austin for introducing me to the wurk of Diliberto and Straus. 
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