The accuracy of telling time via oscillatory signals by Monti, Michele & Wolde, Pieter Rein ten
The accuracy of telling time via oscillatory signals
Michele Monti1, ∗ and Pieter Rein ten Wolde1, †
1FOM Institute AMOLF, Science Park 104, 1098 XG Amsterdam, The Netherlands
(Dated: September 12, 2018)
Circadian clocks are the central timekeepers of life, allowing cells to anticipate changes between
day and night. Experiments in recent years have revealed that circadian clocks can be highly stable,
raising the question how reliably they can be read out. Here, we combine mathematical modeling
with information theory to address the question how accurately a cell can infer the time from an
ensemble of protein oscillations, which are driven by a circadian clock. We show that the precision
increases with the number of oscillations and their amplitude relative to their noise. Our analysis
also reveals that their exists an optimal phase relation that minimizes the error in the estimate of
time, which depends on the relative noise levels of the protein oscillations. Lastly, our work shows
that cross-correlations in the noise of the protein oscillations can enhance the mutual information,
which suggests that cross-regulatory interactions between the proteins that read out the clock can
be beneficial for temporal information transmission.
PACS numbers: 87.10.Vg, 87.16.Xa, 87.18.Tt
Introduction
Among the most fascinating timing devices in biology
are circadian clocks, which are found in organisms rang-
ing from cyanobacteria and fungi, to plants, insects and
animals. Circadian clocks are biochemical oscillators that
allow organisms to coordinate their behavior with the 24-
hour cycle of day and night. Remarkably, these clocks
can maintain stable rhythms for months or even years
in the absence of any daily cue from the environment,
such as light/dark or temperature cycles [1]. In multi-
cellular organisms, the robustness can be explained by
intercellular interactions [2, 3], but it is now known that
even unicellular organisms can have very stable rhythms.
An excellent example is provided by the clock of the bac-
terium Synechococcus elongatus, which is one of the most
studied and best characterized model systems [1]. This
clock has a correlation time of several months [4], even
though the clocks of the different cells in the population
do not seem to interact with one another [4]. Clearly,
the clock is designed in such a way that it has become
resilient against the intrinsic stochasticity of the chemical
reactions that constitute the clock [5, 6]. The observa-
tion that clocks can be very stable, suggests that they
are also read out reliably. Yet, how cells could do so is a
wide open question [7].
In this manuscript we combine information theory with
mathematical modeling to study how accurately cells can
infer time from cellular oscillators. While our analysis is
general, it is inspired by the circadian clock of S. elonga-
tus. The central clock component of S. elongatus is KaiC,
which forms a hexamer [8]. KaiC has two phosphoryla-
tion sites per monomer, which are phosphorylated and
dephosphorylated in a well-defined temporal order, yield-
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ing a protein-phosphorylation cycle (PPC) with a 24 hour
period [9, 10]. This PPC is coupled to a transcription-
translation cycle (TTC) of KaiC [11], which is a protein
synthesis cycle with a 24 hr rhythm, via the response reg-
ulator RpaA. KaiC in the phosphorylation phase of the
PPC activates the histidine kinase SasA, which in turn
activates RpaA via phosphorylation [12–15]. In contrast,
KaiC that is in the dephosphorylation phase of the PPC
and bound to KaiB, activates the phosphatase CikA,
which dephosphorylates and deactivates RpaA [14, 15].
Active, phosphorylated RpaA drives genome-wide tran-
scriptional rhythms, which include the expression of the
clock components [16].
Intriguingly, while time could be uniquely encoded in
the modification state of the two phosphorylation sites
of KaiC, cells do not seem to employ this mechanism
[15, 16]. RpaA, the central node between the clock and
the downstream genes, has only one phosphorylation site
[15, 16]. This makes the question how accurately the
cell can infer time a very pertinent one, because a sin-
gle readout—the phoshorylation level of RpaA—leads to
an inherent ambiguity in the mapping between time and
clock output: a given level of active RpaA corresponds to
two possible times (see Fig. 1). On the other hand, it is
known that RpaA controls the expression of many down-
stream genes [16]. While their expression levels cannot
contain more information about time than that which is
available in the time trace of RpaA, it is possible that,
collectively, their expression levels do contain more infor-
mation about time than that present in the instantaneous
level of RpaA.
In this manuscript, we study how the accuracy of
telling time depends on the number of genes that read
out a clock, their phase difference, the level of biochem-
ical noise, and the cross-correlations between the gene
expression levels. In the next section, we first describe
the set up of our analysis, and then the measures that
we employ to quantify information transmision. We then
show that there exists an optimal phase difference that
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FIG. 1: Cells can infer time from an ensemble of protein
oscillations. The day-night rhythm entrains a circadian clock,
a biochemical oscillator with a 24 hr period, which in turn
drives the oscillatory expression of a number of readout genes.
The precision of the estimate of time depends on the number
of readout proteins, the amplitude of the oscillations, their
noise level, their phase difference, and the cross-correlations
in the fluctuations.
maximizes information transmission. Interestingly, the
optimal phase difference depends on the amplitude of the
noise in the expression of the readout genes, and on the
cross-correlations between them, akin to what has been
observed in neuronal coding [17] and in the gap-gene ex-
pression system of Drosophila [18, 19].
I. METHODS
A. Model
The analysis we present below applies to any readout
system that obeys Gaussian statistics. Yet, to set the
stage, and to introduce the key quantities that we will
study, it is instructive to consider a concrete system. To
this end, imagine an oscillatory clock protein, like RpaA,
that drives the expression of a set of downstream genes.
Assuming that the system can be linearized, the dynam-
ics of the system is given by
dx(t)
dt
= fs(t) +Bx(t) + ξ(t). (1)
Here x(t) is a vector with components xi(t), which de-
note the concentration xi of protein Xi, s(t) is the con-
centration of the clock protein, f is a vector with compo-
nents fi, which describe how the downstream protein Xi
is driven by s(t), B is the matrix that describes the reg-
ulatory interactions between the downstream proteins,
and ξ(t) is a vector with components ξi(t) that describe
the noise in the expression of Xi. In what follows, we
imagine that the clock protein osscilates according to
s(t) = As sin(ωt) + rs + ξs, where As sets the ampli-
tude of the oscillations, rs its mean, and ξs describes the
noise in the input signal.
This linear system can be solved analytically. For ex-
ample, if the downstream genes do not interact with each
other and protein Xi decays with rate µi, then each pro-
tein oscillates as
xi(t) = Ai sin(ωt+ φi) + ri + ηi(t), (2)
where
ηi(t) =
∫ t
−∞
dt′e−µi(t−t
′) [ξi(t
′) + fiξs(t′)] , (3)
Ai =
fiAs√
µ2i + ω
2
, (4)
φi = arcsin(
−ω√
µ2i + ω
2
), (5)
ri =
firs
µi
. (6)
Importantly, even in this simple system, the difference in
the phase φ between the expression of the downstream
genes can be modulated, namely by changing the protein
degradation rate µi. Also the amplitude Ai can be ad-
justed; it can be set independently from the phase via
the synthesis rate fi. Both quantities affect the precision
by which the system can estimate the time.
Another key quantity is the noise in the expression
of the downstream genes. Following the linear-noise ap-
proximation, we assume that the noise in the concentra-
tion xi is Gaussian, such that
P (ηi) = P (xi|t∗) = 1√
2piσ2i
e
− (xi−x¯i(t∗))2
2σ2
i (7)
where x¯i(t
∗) is the mean concentration of protein Xi at
time t∗, σ2i = σ
2
i (t
∗) is the variance of xi around its mean
x¯i, and t
∗ is the given time. The noise σ2i (t) has a ex-
trinsic contribution coming from the noise in the input
signal, an intrinsic contribution from the noise in the ex-
pression of Xi, and a contribution from the regulatory
interactions. Our analysis does not depend on the ori-
gins of these noise contributions: in the analysis below,
we specify the variance σ2i (t) and the co-variance of the
fluctuations in xi and xj , and then study how this af-
fects the precision of telling time. In general, we expect,
however, that σ2i (t) depends on the mean x¯i(t), and a rea-
sonable assumption is that the variance equals the mean,
σ2i (t) = x¯i(t), as in gene expression via simple Poissonian
birth-death statistics [20]. However, if the mean ri of the
protein oscillations is large compared to their amplitude
Ai, then we may assume that σ
2
i (t) is constant in time,
3σ2i (t) = σ
2
i = ri. As will become clear in the next sec-
tion, the importance of noise depends on the amplitude of
the oscillations: the key control parameter is the relative
noise strength σ˜i ≡ Ai/σi. This ratio can be varied inde-
pendently from gene to gene, Ai/σi 6= Aj/σj in general,
and below we will study how this affects the precision. If
there is no noise in the input s(t) and if the downstream
proteins do not interact with each other (as in the exam-
ple considered here), then the cross-correlation between
the fluctuations of the concentrations of the downstream
proteins is zero: 〈ηiηj〉 = 〈η2i 〉δij = σ2i , where δij is the
Kronecker delta. However, in general, the noise in the
expression of the downstream genes will be correlated,
which, as we will show, can either enhance or reduce
the accuracy by which the downstream proteins can in-
fer time.
Below, we will consider how the accuracy of telling
time depends on the cross-correlations between the ex-
pression of the downstream genes, their phase difference,
and on σ˜i, and how this varies from gene to gene.
B. Reliability measures
The central idea of our analysis is that the
system infers the time from the collective ex-
pression of the N downstream proteins, {xi} ≡
{x1(t), x2(t), . . . , xN−1(t), xN (t)}. Following work on po-
sitional information in Drosophila [19], we use two ap-
proaches to quantify the accuracy on telling time. The
first is based on the error in the estimate of a given time t,
σt(t); a related approach has been widely used to derive
the fundamental limits on the accuracy of sensing [21–36].
The second approach is based on the mutual information,
which in recent years has been used extensively to quan-
tify cellular information transmission [17–19, 35, 37–50].
1. The error in estimating time
To determine the error in estimating the time, we start
from the generalization of Eq. 7 to multiple downstream
genes:
P ({xi}|t) = 1√
2pi|C| exp
−1
2
N∑
i,j
δxiC
−1
ij δxj
 . (8)
Here δxi(t) = xi(t)− x¯i, C is the covariance matrix with
elements Cij , |C| is its determinant and C−1 is its in-
verse.
The idea is now to invert the problem, and ask what is
the distribution of possible times t, given that the expres-
sion levels are {xi}. This can be obtained from Bayes’
rule:
P (t|{xi}) = P (t)P ({xi}|t)
P ({xi}) (9)
where P (t) = 1T is the uniform prior probability of having
a certain time and P ({xi}) is the joint distribution of the
expression levels of the downstream genes. If the noise
η is small compared to the mean, then P (t|{xi}) will be
a Gaussian distribution that is peaked around t∗({xi}),
which is the best estimate of the time given the expression
levels [19, 51]:
P (t|{xi}) ' 1√
2piσ2t
exp
[
− (t− t
∗({xi}))2
2σ2t
]
. (10)
Here σ2t = σ
2
t (t∗) is the variance in the estimate of the
time, and it is given by [19]
σ−2t '
N∑
i,j
[
dx¯i(t)
dt
C−1ij
dx¯j(t)
dt
]∣∣∣∣
t=t∗({xk})
(11)
We first consider the scenario in which the noise in the
expression of the downstream genes, ηi, is uncorrelated
from one gene to the next. In this case C is a diagonal
matrix where the diagonal elements are the variances of
the respective protein concentrations: Cii = σ
2
i . Substi-
tuting Cii and Eq 2 in Eq 11 we find that
σ−2t (t) = ω
2
N∑
i=1
(Ai/σi)
2 cos2(ωt+ φi). (12)
Clearly, the accuracy of telling time depends on the rela-
tive noise strength, i.e. the standard deviation σi divided
by the amplitude Ai, of the respective genes, the fre-
quency ω of the oscillations, and the phase difference be-
tween the different oscillations. It also depends on time,
which means that the precision with which the time can
be determined, depends on the moment of the day. The
average error in the estimate, σt(t) averaged over the os-
cillation period T , is
〈σt〉 =
∫ T
0
P (t)σt(t)dt (13)
=
1
T
∫
dt

√√√√ω2 N∑
i
(Ai/σi)2 cos2(ωt+ φi)
−1(14)
It is not possible to solve this analytically, and below we
have optimized 〈σt〉 numerically. It is also of interest to
know how much the error is constant as a function of
time. To this end, we compute
(δσt)
2 =
∫ T
0
P (t)(σt(t)− 〈σt〉)2dt (15)
With cross-correlations in the expressions of the down-
stream genes, the off-diagonal terms of C will be non
zero, which leads to additional terms in the expression for
σ2t . Rather than giving the generic expression, we show
the more informative expression for N = 2, with x1(t) =
x(t) = Ax sin(ωt) and x2(t) = y(t) = Ay sin(ωt+φ). The
4covariance matrix, which is symmetric and semi-definite
positive, is defined as
C =
(
σ2x covxy
covxy σ
2
y
)
(16)
which yields for its inverse
C−1 =
1
|C|
(
σ2y −covxy
−covxy σ2x
)
, (17)
where the determinant is |C| = (σ2xσ2y− cov2xy). Combin-
ing this with Eq. 11 yields:
σ−2t (t) =
1
|C|
[
σ2yA
2
x cos
2(ωt)
−2covxyAxAy cos(ωt+ φ) cos(ωt)
+σ2xA
2
y cos
2(ωt+ φ)
]
. (18)
This expression reduces to that of Eq. 12 when the co-
variance is zero. However, in general, the error on telling
time depends on the co-variance of the fluctuations in the
expression of gene x and gene y.
The quantity σt(t) is a local quantity in that it provides
the error in estimating the time as a function of the time
of the day. This quantity can be useful when certain
moments of the day have to be determined with higher
precision than others. In the next section, we discuss
another quantity, the mutual information, which makes
it possible to determine how many distinct moments in
time can be specified.
2. Mutual Information
The mutual information quantifies how many different
input states can be propagated uniquely [52]. In this
context, it is defined as
I({xi}; t) =
∫
dxdtP ({xi}, t) log P ({xi}, t)
P ({xi})P (t) . (19)
The mutual information measures the reduction in uncer-
tainty about t upon measuring {xi}, or vice versa. The
quantity is indeed symmetric in {xi} and t:
I(x, y; t) = H(x, y)− 〈H(x, y|t)〉t (20)
= H(t)− 〈H(t|x, y)〉x,y (21)
where H(a) = − ∫ daP (a) lnP (a), with P (a) the prob-
ability distribution of a, is the entropy of variable a;
H(a, b|c) = − ∫ da ∫ dbP (a, b|c) lnP (a, b|c) is the infor-
mation entropy of a, b given c, with P (a, b|c) the con-
ditional probability distribution of a and b given c, and
〈f(c)〉c denotes an average of f(c) over the distribution
P (c). In our context, Eq. 21 is perhaps the most natural
expression, since it quantifies how accurately the cell can
infer the time of the day t from the expression of x and
y.
The mutual information is a global quantity, which in
contrast to σt(t), does not make it possible to quantify
how accurately a given moment in time can be speci-
fied. The latter could be useful when the system needs to
change, e.g., its metabolic program at a well-defined mo-
ment in time. On the other hand, the mutual information
does allow us to quantify how many different moments in
time can be specified, and thus how many temporal de-
cisions the organism could make. As Eq. 20 shows, the
magnitude of the mutual information depends on both
H(x, y) and 〈H(x, y|t〉t. As we will show below, cross
correlations between the expression of the downstream
genes x and y will modify P (x, y), reducing its entropy;
this tends to reduce information transmission. Yet, cross-
correlations can also decrease 〈H(x, y|t)〉t, meaning that,
on average, the distribution of expression levels x and y
for a given time t is more narrow—a given time t then
maps more uniquely onto an expression pattern x, y; this
tends to increase the mutual informaiton. The balance
between these two opposing factors determines the cross
correlations that maximize information transmission.
II. RESULTS
A. No Cross-correlations
In this section, we consider the scenario in which there
are no cross correlations between the noise in the expres-
sion of the downstream genes. We first study the case
in which the relative noise strength, σ˜i ≡ σi/Ai = σ˜x, is
the same for all genes i; in this scenario, we use the sub-
script x to remind ourselves that we are considering the
standard deviation in x and not in the estimate of time.
We will also first assume that σx(t) = σx is constant in
time, depending only on the mean of x, i.e rx, but not its
mean instantaneous level x¯(t). The latter is reasonable
when the amplitude of the oscillations is small compared
to the mean.
To determine the optimal phase relation that mi-
minizes the average error in telling time, given by Eq.
14, we solve
d〈σt〉
d∆φi
= 0 i = 1...N, (22)
where ∆φi = φi − φ1. Setting the phase of the first
oscillation to zero, i.e. φ1 = 0, we find that the optimal
phase relation that minimizes the average error is given
by
∆φi = (i− 1) pi
N
i = 1...N. (23)
Clearly, in the optimal system the phases of the down-
stream oscillations are evenly spaced when σ˜x is the same
for all genes, and σx is constant in time.
The next question is what is the phase relation that
minimizes the variance of σt(t) over the oscillation period
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FIG. 2: Estimating time via N = 2 protein oscillations, which have the same relative noise strength σ˜x = σx/A. Here A is the
amplitude of the oscillations and σx is the noise in the oscillations, which is here assumed to be constant in time, and given
by the mean of the oscillations, r, taken to be the same for both oscillations; there are also no cross correlations. (A) The
error in the estimate of time σt(t) as a function of time t, for different phase differences ∆φ between the two oscillations. Note
that for ∆φ = pi/2, the error σt(t) is constant in time. (B) The variance (δσt)
2 in the estimate of time as a function of ∆φ,
for different relative noise strengths σ˜x. As expected from panel A, (δσt)
2 = 0 for ∆φ = pi/2. (C) The mean error 〈σt〉 as a
function of ∆φ, for different relative noise strengths σ˜x. The error is proportional to σ˜x, in accordance with Eq. 24. Note also
that the mean error is minimized at ∆φ = pi/2, although the dependence on ∆φ near the optimum is weak. (D) The mutual
information I(x, y; t) between the two protein oscillations x(t), y(t) and time t, for different relative noise strengths σ˜x. The
mutual information increases with decreasing σ˜x, and is optimized at ∆φ = pi/2. Note also that the dependence of I(x, y; t) on
∆φ is stronger than that of 〈σt〉 (panel C).
T , i.e. minimizes Eq. 15. In the appendix we show
that the solution is also given by Eq. 23. Hence, the
phase relation that minimizes the average error on telling
time, 〈σt〉, is also the phase relation that minimizes the
variance of σt(t). Thus, in the optimal system, the phases
are evenly spaced; this not only minimizes the average
error in telling time, but it also yields the same accuracy
for all times t. Moreover, for this optimal system, the
average error, obtained from Eq. 12, is given by
〈σt〉 = σ˜xT
2pi
√
2
N
(24)
This shows that the average error is proportional to the
relative noise strength σ˜x = σx/A and inversely propor-
tional to the square root of the number of readout genes,
N .
These results are illustrated in Figs. 2A-C, for N = 2.
Panel A shows σt(t) as a function of t, for different phase
relations ∆φ ≡ φ2 − φ1. It is seen that, in general, σt(t),
6depends on t. However, when ∆φ = pi/2, then σt(t)
is independent of t. Panel B shows that for this phase
relation, the variance (δσt)
2 is indeed zero, while panel C
shows that in this case also the average error is minimal,
in accordance with the theoretical analysis.
Lastly, Fig. 2D shows the mutual information
I(x, y; t), obtained numerically, as a function of the phase
shift, for different noise levels. As expected, the mutual
information increases as the relative noise strength σ˜x
decreases. Moreover, the phase relation that minimizes
the average error, 〈σt〉, is also the phase relation that
maximizes the mutual information.
When the noise amplitude σx depends on the mean
instantaneous copy number x¯(t) (rather than its mean
averaged over the oscillation period), the noise in the
output σx(t) varies in time. We will assume that σx(t) '√
x¯(t), and consider as above the case that the amplitude
and the mean of the oscillations are the same for all genes,
respectively: Ai = Aj = · · · = A and ri = rj = · · · =
rx. Our analysis described in the appendix reveals that
the optimal phase relation that maximizes the mutual
information and minimizes both the variance (δσt)
2 and
the mean 〈σt〉 of the error, is again given by Eq. 23.
However, the minimal variance, obtained for the optimal
phase relation, only reduces to zero in the limit that r →
∞; in this limit, the noise σx(t) becomes constant in time
and we recover the case discussed above. Interestingly,
the average error 〈σt〉 is larger than that in the case of
constant relative noise strength, even when the average
relative noise strength is the same.
When N = 2 yet the relative noise strength is not
the same for both genes, σ˜x 6= σ˜y, the optimal phase
shift that minimizes the error and maximizes the mutual
information is again ∆φxy = pi/2; indeed, this result,
for N = 2, does not depend on whether σ˜ is the same
for both genes. Also the variance (δσt)
2 is zero for this
optimal phase shift, as before.
These results change markedly when the relative noise
strength is not the same for all genes and N > 2. Then
the optimal phase shift depends in a non-trivial man-
ner on {σ˜i}. The principle is that the oscillations that
contain more information about time because they are
less noisy, should be spaced further apart. More specifi-
cally, the spacing between them should be closer to that
which maximizes the mutual information between them
and time. This principle is illustrated in Fig. 3A-B for
three genes, where σ˜x = σ˜y ≡ σ˜x,y < σ˜z. Clearly, the
oscillations of proteins X and Y contain more informa-
tion about time than the oscillation of protein Z. As a
consequence, the phase difference between x(t) and y(t),
∆φxy = φy − φx, is more important in accurately telling
time than that between the two other pairs of oscilla-
tions. The phase difference ∆φxy is therefore closer to
pi/2, the phase difference that maximizes I(x, y; t), than
those of the other pairs of genes. Indeed, the extent to
which ∆φxy approaches pi/2 depends on σ˜x,y/σ˜z, as Fig.
3B shows: when σ˜x,y = σ˜z, all oscillations are equally
informative and hence the oscillations are evenly spaced,
yielding ∆φxy = ∆φyz = ∆φzx = pi/3. In contrast, when
σ˜x,y/σ˜z = 0, ∆φxy = pi/2, the same result that would
have been obtained if these two genes were the only ones
present. In this limit, σ˜z is infinite, and z carries no
information on time, making its phase irrelevant.
Fig. 3C gives the mean error 〈σt〉 and Fig. 3D the
mutual information I(x, y, z; t) for the optimal phase re-
lation shown in panel B, as a function of σ˜xy/σ˜z. Here,
in varying σ˜xy/σ˜z, σ˜xy is kept constant while σ˜z is var-
ied between σ˜xy and infinity. These panels thus show
the gain in employing an additional readout protein in
accurately telling time, as a function of its noise level.
The results interpolate between those for N = 2 equally
informative genes when σ˜xy/σ˜z = 0, and those for N = 3
equally informative genes when σ˜xy/σ˜z = 1.
B. The importance of cross-correlations
So far we have assumed that the noise in the expres-
sion of the downstream genes is uncorrelated. However,
in general, we expect their noise to be correlated. Direct
or indirect regulatory interactions between the genes can
lead to correlations or anti-correlations in the fluctua-
tions of the protein concentrations [18]. And also noise
in the input signal can lead to correlated gene expres-
sion. In fact, the extrinsic contribution to the noise in
gene expression is often larger than the intrinsic one [53],
which can induce pronounced correlations between the
expression of the downstream genes. Intuitively, we may
think that if we need to infer an input variable t from two
output variables x and y, then cross-correlations between
x and y reduce the accuracy of the estimate—asking two
persons x and y a question about t seems to give more in-
formation when x and y give independent answers. How-
ever, this intuition is not always correct, as will become
clear. Indeed, in this section we study how correlations
between the expression of downstream genes affect the
precision by which cells can tell time.
In order to dissect the effect of cross-correlations, we
study two downstream genes, N = 2, and take both the
amplitudes of their oscillations and their expression noise
to be equal: Ax = Ay = A, σx = σy = σx,y, respectively.
Using the latter, we can renormalize the covariance ma-
trix Eq. 16:
C =
(
σx covxy
covxy σy
)
= σx,y
(
1 b
b 1
)
, (25)
where b is the correlation coefficient, denoting the cross-
correlation strength: b = 1 implies that the noise in the
expression of X and Y is fully correlated, while b = −1
implies full anti-correlation. We computed numerically
how I(x, y; t), 〈σt〉t and (δt)2 depend on the phase shift
∆φ = φy −φx, the relative noise strength σ˜x,y = σx,y/A,
and the correlation coeffient b.
Fig. 4 shows the mutual information I(x, y; t) as a
function of ∆φ and b, both for low noise, with σ˜x,y = 0.03
(panels top row), and high noise, with σ˜x,y = 0.4 (panels
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FIG. 3: Estimating time via N = 3 protein oscillations, where the relative noise strength σ˜i ≡ σi/Ai of two oscillations is the
same, σ˜x = σ˜y ≡ σ˜x,y, and different from that of the third oscillation, σ˜z. The noise σi is assumed to be constant in time,
and there are no cross correlations in the noise. (A) Sketch of the set up, with two reliable oscillations x(t) and y(t) and
a third, more noisy oscillation z(t). (B) The optimal phase relation that maximizes the mutual information I(x, y, z; t) and
minimizes the mean error 〈σt〉, as a function of σ˜x,y/σ˜z; here σ˜x,y is kept constant while σ˜z is varied. When σ˜x,y/σ˜z = 0, the
third gene z(t) carries no information, and the optimal phase difference ∆φxy = φy − φx between the oscillations of x and y
is ∆φxy = pi/2, the result for N = 2 oscillations; in this limit, the phase of z is irrelevant. As σ˜x,y/σ˜z increases, the third
oscillation z(t) becomes more important. The phase difference ∆φxy between x(t) and y(t) decreases, while the phase difference
∆φyz between y(t) and z(t) increases. When σ˜x,y/σ˜z = 1, all genes are equally informative and ∆φxy = ∆φyz = ∆φzx = pi/3.
(C) The mean error 〈σt〉 as a function σ˜x,y/σ˜z. It decreases as the third gene becomes more informative. (D) The mutual
I(x, y, z; t) increases with σ˜x,y/σ˜z.
bottom row). The following points are worthy of note.
First, as expected, I(x, y; t) is symmetric with respect to
∆φ and b: I(x, y; t)∆φ,b = I(x, y; t)2pi−∆φ,−b. Secondly,
depending on the phase shift ∆φ, correlations (b > 0) or
anti-correlations (b < 0) can enhance the mutual infor-
mation, especially when the relative noise strength σ˜x,y is
low (top panel). Concomittantly, the optimal phase shift
∆φ that maximizes the mutual information depends on
the cross correlation b. At low noise, the mutual infor-
mation is maximized either at 0 < ∆φ∗ < pi/2 and b ≈ 1
or at pi −∆φ∗ and b ≈ −1. At high noise, cross correla-
tions no longers help to improve the mutual information
(bottom panel). Moreover, the optimal phase shift is at
∆φ∗ ≈ pi/2. We now discuss the origin of these observa-
tions.
To elucidate these observations, we start from the def-
inition of the mutual information (see Eq. 21):
I(x, y; t) = H(t)− 〈H(t|x, y)〉x,y (26)
Here, H(t) is the entropy of the input signal, with
P (t) = 1/T . It does not depend on the design of the
downstream readout system. In contrast, the second
term, 〈H(t|x, y)〉x,y, does depend on it. We now describe
how changing ∆φ and b affects this term, using the scat-
ter plots and distributions in the middle and right column
of Fig. 4.
The middle panel shows for different combinations of b
and ∆φ, corresponding to the points A,B,C,D in the heat
map of I(x, y; t) (left panel), scatter plots of x(t) and y(t).
The overall shape of each scatter plot is determined by
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FIG. 4: The importance of cross correlations between the fluctuations in the oscillations of the readout proteins, illustrated here
for N = 2 readout proteins. The top row shows results for the scenario in which the relative noise strength σ˜i ≡ σi/Ai is low,
while the bottom panel displays the results for when it is large. In all cases, the relative noise strength of the two oscillations
is taken to be the same, σ˜x = σ˜y = σ˜x,y. The panels in the left column show a heat map of the mutual information I(x, y; t)
as a function of the phase difference ∆φ = φy − φx between the two oscillations, and the correlation coefficient b. Due to the
symmetry of the problem the mutual information is symmetric: I(x, y; t)∆φ,b = I(x, y; t)pi−∆φ,−b. The top-left panel shows
that when the relative noise strength is low, the mutual information is maximized for |b| → 1 and ∆φ 6= pi/2. Cross correlations
thus change the optimal phase difference, and more, importantly, they can enhance the mutual information. However, when
the relative noise is large, the cross correlations become less important and the optimal phase difference approaches ∆φ = pi/2
(bottom left panel). The middle panels elucidate how cross correlations can affect the mutual information. Shown are, for
different points in the heat map on the left, the average trajectory that x(t) and y(t) trace out during a 24 hr period (green
solid line), with superimposed, for different times of the day, scatter points of x(t) and y(t), originating from gene expression
noise. The main axis of the contour x¯(t), y¯(t) is determined by the phase difference ∆φ, while the main axis of the noise
(scatter points) is determined by the correlation coefficient b. There are moments of the day where cross correlations cause the
distributions P (x, y|t) of neighboring times t to overlap less, thus increasing mutual information, but also moments where they
increase the overlap, decreasing the mutual information. The net benefit depends on how these contributions are weighted.
The system spends more time near the extrema of x¯(t), y¯(t), as illustrated in the right panels. Consequently, when ∆φ < pi/2,
positive correlations b > 0 enhance the mutual information, especially when the relative noise strength σ˜x is low (point B top
row). At higher noise (bottom row), cross correlations are less effective in reducing the overlap in P (x, y|t) and the phase
difference ∆φ becomes the dominant control parameter.
the phase difference ∆φ. When ∆φ = pi/2 (points C and
D), the average expression levels x¯(t) and y¯(t) trace out
a circle in state space during a 24 hr period, while when
∆φ = pi/4 (points A and B), they carve out an ellipsoidal
path; these mean paths are indicated by thin solid green
lines in the scatter plots. For each moment of the day,
however, x and y will exhibit a distribution of expression
levels, due to gene expression noise. This distribution
P (x, y|t) is shown as scatter points (x, y) for different
yet evenly spaced times t in the respective subpanels.
When the main axis of P (x, y|t) is perpendicular to the
local tangent of the mean path of x¯(t), y¯(t), then cross
correlations reduce H(t|x, y) for that period of the day:
the cross correlations cause the distributions P (x, y|t) for
neighboring times t to overlap less, meaning that a given
point (x, y) maps more uniquely onto a given time t. This
tends to increase the mutual information. However, as
the middle panel illustrates, there are not only moments
of the day when the main axis of the scatter points is
perpendicular to the local tangent of the mean path, but
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FIG. 5: Importance of cross correlations in reducing the error in estimating the time, as estimated from N = 2 protein
oscillations. Heat maps of the the variance in the error (δσt)
2 (A) and the mean error 〈σt〉 (B), as a function of the phase
difference ∆φ between the two oscillations and the correlation coefficient b of the fluctuations in the oscillations. The relative
noise strength σ˜x is the same for both oscillations, and equal to that of the low-noise scenario in Fig. 4, σ˜x = 0.03. It is
seen that cross correlations can reduce the mean error. Comparing against the top-left panel of Fig. 4 shows, however, that
the positions of the optima are different for the two quantities, the mean error 〈σt〉 and the mutual information I(x, y; t) ,
respectively. This is because the quantities σt(t) (Eq. 14) and H(t|x, y) (Eq. 26) are averaged over different distributions, the
uniform distribution P (t) and the non-uniform distribution P (x, y), respectively.
also times when they are parallel, in which case cross cor-
relations are detrimental. Whether the net result of cross
correlations is beneficial, depends on how these different
contributions are weighted: H(t|x, y) has to be averaged
over P (x, y), see Eq. 26. When ∆φ = pi/2, the mean
path x¯(t), y¯(t) is circular, yet the net effect of correla-
tions on the mutual information is already positive (left
panel), and independent of the sign of b. For ∆φ 6= pi/2,
the effect depends on the sign of b. Moreover, the effect is
also stronger, because the system spends more time near
the extrema of x¯(t), y¯(t), as the right panel illustrates.
When ∆φ < pi/2, positive correlations in the expression
of x and y (b > 0) cause the main axis of P (x, y|t) to be
perpendicular to the local tangent of x¯(t), y¯(t) near the
extrema (point B), thus increasing the mutual informa-
tion, while anti-correlations (b < 0) cause P (x, y|t) to be
parallel to it (point A), decreasing the mutual informa-
tion. For ∆φ→ ∆φ−pi/2 precisely the oppositive behav-
ior is observed, because the mean path of x¯(t), y¯(t) (the
ellipse) is flipped vertically. The principal observation is
thus that cross-correlations can enhance the mutual in-
formation by allowing for a less overlapping tiling of state
space, and hence a less redundant mapping between the
input t and output (x, y).
For higher noise (panels in lower row of Fig. 4), each
P (x, y|t) becomes wider, which means that the benefit of
introducing cross correlations in reducing the overlap be-
tween different P (x, y|t) (corresponding to different times
t), decreases. Indeed, at higher noise, the mutual infor-
mation depends much more weakly on the magnitude
of the cross correlations (left panel bottom row). The
key control parameter is now the phase shift ∆φ. For
∆φ = pi/2, the distributions P (x, y|t) are most evenly
spaced. This minimizes the overlap between them and
maximizes the mutual information.
Fig. 5 shows the the variance in the error, (δt)2, and
the average error in telling time, 〈σt〉, as a function of
∆φ and b, for σ˜ = 0.03 (as in the top row of Fig. 4).
It is seen that increasing correlations |b| can reduce the
average error. Surprisingly, however, for |b| ≈ 1, the
average error 〈σt〉 is minimized at a phase shift that does
not maximize the mutual information, as a comparison
with Fig. 4 shows. This is because of how the respective
quantities are averaged. The quantity σt(t) is averaged
over P (t), which is uniform in time, while H(t|x, y) is
averaged over P (x, y), which gives more weight to those
points (x, y) that are more probable.
III. DISCUSSION
Cells can increase the transmission of temporal infor-
mation by increasing the number of oscillatory signals N
used to infer the time. In the analysis presented here,
it is assumed that the system is linear and obeys Gaus-
sian statistics, yet, especially at high noise, it might be
beneficial to use non-linear input-output relations to en-
hance information transmission [48]. Nonetheless, our
linear model highlights that this is a rich problem. The
precision of telling time depends on the relative noise
σ˜i = σi/Ai of the oscillatory signals, their phase shift,
and the cross-correlations between them. When the rela-
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tive noise σ˜i is the same for all genes, the optimal phase
relation that maximizes the mutual information and min-
imizes the error is one in which the phases are spaced
evenly. Under this condition, the error in telling time
is also uniform in time, provided that the noise σi(t) is
constant in time, which, to a good approximation, is the
case when the amplitude of the oscillations is large com-
pared to the mean. This is akin to what has been ob-
served for the fruitfly Drosophila, where the expression
pattern of the gap genes allows the nuclei to specificy
their position with nearly uniform precision along the
anterior-posterior axis [19]. When the relative noise am-
plitudes σ˜i are not the same for all signals, then the de-
sign principle for maximizing information transmission
is that the oscillatory signals which are more reliable,
should be spaced more evenly. Lastly, we have addressed
the role of cross correlations between the fluctuations in
the oscillatory signals. When the relative noise is large,
cross-correlations do not significantly affect information
transmission. However, the situation changes markedly
in the low-noise regime. In this regime, cross-correlations
change the optimal phase shift that maximizes informa-
tion transmission. More strikingly, they can increase the
mutual information. At low noise, cross correlations can
thus reduce the error in telling time and enhance the
transmission of temporal information. This phenomenon
is similar to what has been observed for neural net-
works [17] and spatial gene expression patterns during
embryonic development, where cross-regulatory interac-
tions between genes can enhance the precision by which
cells or nuclei determine their spatial position within the
developing embryo [18, 19, 40]. In all these cases the prin-
ciple is that cross-correlations make it possible to tile the
output space more efficiently, thus allowing for a less re-
dundant input-output mapping. This is particularly im-
portant when the noise is low, and noise averaging is not
important, but efficient tiling of state space is [18, 40].
The question that remains is how cells can optimize
the relative noise of the oscillatory signals, their phase
difference and their cross-correlations. Fluctuations in
the input will lead to correlated fluctuations in the os-
cillations of the output components. Our analysis shows
that these correlations can be beneficial. Moreover, they
can be tailored via cross-regulatory interactions between
the target genes downstream, as in the gap-gene system
of Drosophila [18, 19, 40]. Here, it should be realized that
in our analysis we assume that the noise is uncorrelated
from the signal; indeed, the mean trajectory (x¯(t), y¯(t))
does not depend on the noise. Cross-regulatory interac-
tions will, however, not only affect the noise and hence
P (x, y|t), but also the mean trajectory (x¯(t), y¯(t)). This
will not change the principle that noise correlations can
enhance the input-ouput mapping, but it will influence
the magnitude of the effect. On the other hand, extrin-
sic noise sources such as the availability of ribosomes,
may lead to correlated fluctuations in the expression of
x(t) and y(t), while leaving their mean unchanged, as as-
sumed here. Experiments will have to tell whether cells
use noise correlations to enhance the precision of telling
time. The cyanobacterium S. elongatus is arguably the
best model system to test these ideas. It will certainly
be of interest to investigate whether S. elongatus exploits
cross-regulatory interactions between the genes down-
stream from RpaA to enhance its information on time.
The relative noise of the oscillations depends on the
noise σi and the amplitude Ai of the oscillations. The
contribution from the intrinsic noise is expected to scale
with the copy number X as σin,i ∼
√
Xi, which, if the
amplitude is small compared to the mean ri, means that
σin,i ∼ √ri. The relative intrinsic noise thus goes as
σ˜in,i ∼ √ri/Ai. For the model presented in section I A,
it is given by
σ˜in,i ' √ri/Ai (27)
=
√
rs/fi
√
(µ2i + ω
2)/µi/As. (28)
Clearly, the relative noise strength σ˜in,i decreases with
As: the amplitude of the oscillations of the readout is pro-
portional to that of the input. The relative noise strength
decreases with the square root of fi, because the gain fi
increases not only the amplitude of the output oscilla-
tions, Ai ∝ fi, but also their mean ri and thereby the
noise, σin,i ∝ √ri ∝
√
fi. It increases with the mean rs of
the input oscillations, because that increases the mean ri
of the output oscillations and thereby the noise σin,i, but
not their amplitude, thus decreasing the relative noise
strength σin,i/Ai. Finally, there exists an optimal pro-
tein decay rate µopt = ω that minimizes the relative noise
strength and hence maximizes information transmission.
This optimum arises from a trade-off between the am-
plitude of the signal and the intrinsic noise: for µ  ω,
increasing µ reduces the gain and hence the amplitude
Ai as Ai ∝ 1/µ (Eq. 4) while the noise decreases more
slowly as
√
ri ∝ 1/√µ, thus increasing the relative noise
strength σ˜in,i; in contrast, for µ  ω, the amplitude Ai
becomes independent of µi (Eq. 4) while the noise con-
tinues to rise as µi decreases, thus again increasing the
relative noise strength.
For the transmission of a fluctuating input signal, a
similar trade-off between the gain and the intrinsic noise
has been observed in [41] and a related trade-off between
mechanistic error arising from the intrinsic noise and dy-
namical error due to the distortion of the input signal has
been described in [46]. A seemingly similar but distinct
trade-off, also leading to an optimal decay rate of the out-
put component, has been reported in [50]: in that study
the optimal decay rate arises from the trade-off between
tracking the input signal and integrating out the noise in
the input signal. Indeed, in our discussion here, we have
so far ignored the extrinsic noise in the input signal, and
only focused on the intrinsic noise. However, the decay
rate µi does not only affect the output copy number and
thereby the intrinsic noise, it also determines how effec-
tively fluctuations in the input signal can be integrated
out. More specifically, if the noise in the input ξs (Eq. 3)
is independent from the input signal, has amplitude σs
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and decays exponentially with correlation time λ, then
we expect that the extrinsic contribution to the output
noise is σ2ex,i = g
2
i µi/(µi + λ)σ
2
s [20, 54], where the gain
is gi = fi/µi. Hence, the relative extrinsic noise is
σex,i/Ai = 1/µi
√
(µ2i + ω
2)µi/(µi + λ)σs. (29)
We first note that, in contrast to the relative contribu-
tion of the intrinsic noise, σin,i/Ai, the relative extrin-
sic noise does not depend on fi: increasing fi raises
not only the amplitude of the signal, but also that
of the noise; increasing fi is thus only useful in rais-
ing the signal above the intrinsic noise. Secondly, for
µi  ω, λ, σex,i/Ai ' σs, because the time integration
factor µi/(µi+λ) becomes constant (independent of µi),
and both the amplitude of the signal, Ai, and the am-
plification of the input noise, gi decrease as µ
−1
i . For
µi  ω, λ, σex,i/Ai ' ωσs/
√
µiλ, because the amplitude
Ai becomes independent of µi, while the extrinsic contri-
bution σex,i rises with decreasing µi as 1/
√
µi. In fact,
the relative strength of the extrinsic noise σ2ex,/Ai has a
minimum at µoptex = (ω
2/λ)(1 +
√
1 + (λ/ω)2). We thus
conclude that both the relative strength of the intrinsic
and extrinsic noise exhibit a minimum as function of µi,
meaning that there is an optimal protein lifetime that
maximizes information transmission.
Lastly, how could cells optimize the phase relation be-
tween the oscillations of the readout proteins? In the
simple model of I A there is only one control variable,
namely the protein degradation rate (Eq. 5). Clearly,
it is not possible, in general, to simultaneously set the
decay rate such that the relative noise strength is min-
imized, as described above, and the phase difference is
optimized. However, the simple model of I A ignores that
gene expression is, in fact, a multi-step process leading to
a delay, and it is possible that nature has tuned this delay
so as to optimize the phase relation between the output
oscillations. In addition, cells could use gene expression
cascades to adjust the delay. Whether cells employ these
mechanisms to optimize the phase relation is an interest-
ing question for future work.
Appendix A: The optimal phase relation in the
absence of cross correlations
We would like to compute the phase relation that min-
imizes the variance of the error, (δσt)
2, as given by Eq.
15, in the absence of cross correlations. However, the
problem is that Eq. 11 is an expression for σ−2t (t), not
σt(t). Hence, while it is fairly straightforward to derive
the variance of σ−2t , i.e. 〈(σ−2t )2〉 − 〈σ−2t 〉2, it is impossi-
ble, in general, to derive analytically the variance of the
quantity we are interested in, (δσt)
2 = 〈σ2t 〉−〈σt〉2. How-
ever, we know that if the variance of a function g(t) is
zero, σ2g =
∫ T
0
dtP (t)(g(t)−〈g(t)〉)2 = 0, and g(t) is thus a
constant (independent of time), that then a) 〈f(g(t))〉 =
f(〈g(t)〉) and b) the variance of f(t) = f(g(t)) is zero,
σ2f = 〈f2〉 − 〈f〉2 = 0. We now apply this logic with
the identification g(t) = σt(t) and f(t) = g
−2(t). The
trick that we thus employ is to establish that the vari-
ance which we can compute, σ2f = 〈(σ−2t )2〉 − 〈σ−2t 〉2, is
zero. If this is true, then we know that a) the variance
of the quantity that we are interested in, σ2g = (δσt)
2,
must be zero as well. Moreover, we then also know that
b) 〈σt〉 = σt = 1/
√
〈σ−2t (t)〉.
There are two points worthy of note. First, as men-
tioned, above, when σ2f = 〈(σ−2t (t))2〉 − 〈σ−2t (t)〉2 = 0,
then (δσt)
2 = 0. In this case, the phase relation that min-
imizes σ2f is the phase relation that minizes δσ
2
t (making
it zero indeed). However, when σ2f 6= 0, then the phase
relation that minimizes σ2f is not necessarily the phase
relation that minimzes δσ2t . Secondly, the phase relation
that minimizes (δσt)
2, is not necessarily the phase rela-
tion that minimizes σt, even when (δσt)
2 = 0. We need
to check either numerically or, if possible, by analytically
minizing 〈σt〉 whether this is true or not. The same holds
for the mutual information: the phase relation that min-
imizes (δσt)
2, is not necessarily the phase relation that
maximizes the mutual information.
1. The phase relation that minimizes (δσt)
2 when
the relative noise strengths are the same
As explained above, to obtain the optimal phase re-
lation that makes (δσt)
2 = 0, we aim to find the phase
distribution for which:
σ2f = 〈(σ−2t (t))2〉 − 〈σ−2t (t)〉2 = 0. (A1)
When the cross correlations are zero, σ−2t (t) is given
by Eq. 12. The second term in the expression above,
〈σ−2t (t)〉2, is then, for the case that the noise and the
ampltidues are the same for all genes, given by
〈σ−2t (t)〉 =
(
2piA
σxT
)2
N
2
. (A2)
The first term in Eq. A1 can be obtained recursively, and
is given by
〈(σ−2t (t))2〉 =
K
N(2N + 1)
8
+
1
4
N∑
i<j
cos(2(φi − φj))
 (A3)
where K is a constant, K =
(
2piA
σxT
)4
. As expected this
quantity depends on the phase relation.
Instead of finding the phase relation that makes the
difference between the two terms of σ2f in Eq. A1 zero, we
now want to find the relation that makes the ratio of the
two terms unity, which is equivalent, but mathematically
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more convenient. This yields
2
N
N∑
i≤j
cos(2(φi − φj)) = −1. (A4)
By solving this as a function of N , we can recognize
a pattern, which reveals that the optimal phase relation
that minimizes (δσt)
2 is given by
φi − φj = pi
N
(i− j). (A5)
This means that the i-th signal has a phase ∆φi = (i −
1) piN , as found for the phase relation that minimizes 〈σt〉,
given by Eq 23. So in the case where the correlations are
zero, the optimal phase shift minimizes both 〈σt〉 and its
variance. Moreover, the mean error 〈σt〉 can then directly
be obtained from Eq. A2.
2. The phase relation that minimizes (δσt)
2 when
the noise σx is not constant in time
We now consider the case that σi '
√
x¯i(t), which
means that dσi/dt 6= 0. In order to highlight the role
of the time-varying noise, we keep Ai = Aj = · · · = A,
ri = rj = · · · = r. The variance of σ−2(t) is given by:
σ2f = 〈(σ−2t (t))2〉 − 〈σ−2t (t)〉2
=
(
A3(2pi)2
16T 2
)2
{N + 2N(N + 1)r2 +
N∑
i≤j
[
cos(φi − φj) + 4r2 cos[2(φi − φj)
]
+
4r2 cos(φi − φj)
]} − (NA3r(2pi)2
2T 2
)2
(A6)
We note that this expression, in contrast to that for
the case in which σi is constant in time, depends on
the mean expression level of x, r. We find numerically
that the phase relation that minimizes σ2f is the same
as that for the scenario in which σi is constant in time,
Eq. A5. However, σ2f and hence (δσt)
2 are only zero,
when r → ∞. We also find numerically that the phase
relation that minimizes σ2f equals the phase relation that
minimizes the mean error 〈σt〉 and maximizes the mutual
information.
3. The phase relation that minimizes (δσt)
2 when
the relative noise strengths are not the same
To assess the importance of differences in the relative
noise strength, we will assume again that σi(t) = σi is
constant in time. Defining the relative noise amplitude
A˜i ≡ σ˜−1i ≡ Ai/σi, the variance of σ−2(t) is given by:
σ2f = 〈(σ−2t (t))2〉 − 〈σ−2t (t)〉2
=
1
8
(
2pi
T
)4  N∑
i=1
3A˜2i +
N∑
i≤j
([
4 + 2 cos[2(φi − φj)]A˜iA˜j
])
−
(
1
2
(
2pi
T
)2 N∑
i=1
A˜i
)2
(A7)
It can be verified that this reduces to Eq. A1 when σi/Ai
is the same for all genes. Following the logic applied for
that scenario, we find that the optimal phase relation
that makes σ2f = 0 is given by
N∑
i≤j
cos
[
2(φi − φj)A˜iA˜j
]
A˜2i A˜j =
N∑
i,j=1
A˜iA˜j − 1
2
N∑
i=1
3A˜2i − 2
N∑
i≤j
A˜iA˜j (A8)
This expression reduces to Eq. A4 when σi/Ai is the
same for all genes. It can be verified numerically that
the phase relation that makes σ2f and hence (δσt)
2 zero,
is also the phase relation that minimizes the mean error
〈σt〉 and maximizes the mutual information.
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