Abstract-Carrier trapping via tunneling into the gate oxide was implemented into a partial differential equation -based semiconductor device simulator to analyze the -like noise in silicon MOSFETs. Local noise sources are calculated using the carrier tunneling rates between trap centers in the oxide and those at the interface. Using the Green's transfer function approach, noise contributions from each node in the oxide mesh to the overall noise at the specified contact terminals are simulated. Unlike traditional noise analyses in MOSFETs, the simulator is capable of simulating noise for a wide range of bias voltages and device structures. The simulation results show that for an uniformly doped channel, the region in the oxide above the pinch-off point in saturation is most critical for low frequency noise generation while for a graded channel device the source side of the gate oxide region becomes important. By comparing the simulation results with the measured noise data, the oxide defect density in the noise producing regions can be profiled.
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I. INTRODUCTION

T
HE
-like noise in silicon devices has been studied extensively in the past. Most evidence has shown that its sources are located at or near Si/SiO interfaces. This partially explains the fact that -like noise is more dominant in MOS devices than in bipolar transistors, due to MOS structures having larger surface areas in critical device regions. According to McWhorter and others [1] - [5] , -like noise is the superposition of different Lorentzian spectra of which the corner frequencies spread across the low-frequency spectral window. The corresponding characteristic time of each Lorentzian spectrum, calculated from its corner frequency, gives information on the tunneling between defect centers in the oxide and at the interface. Even though the carrier tunneling mechanism between the traps in the oxide and at the interface is the source of -like noise, only its macroscopic effect, represented by a characteristic time , is used in analytical derivations. Typically, deriving the -like noise spectral density from carrier tunneling equations and microscopic generation-recombination noise sources in actual devices operating under bias is difficult due to the complexity of the problem. In recent years, device noise simulation packages have been implemented successfully into partial differential equation (PDE) -based device simulators. Utilizing the vector and scalar Green's functions calculated by the simulators, the noise at device terminals from each local noise source can be calculated. Simulations of diffusion, Hooge , and bulk noise have shown that none of these mechanisms can produce -like noise in MOS devices [6] . The focus of this paper is on surface noise, or so-called oxide trapping noise, simulations. The difficulty with the simulation of carrier tunneling mechanisms and oxide trapping noise is that carrier tunneling is not just dependent on variables at local grid points and adjacent points, but also depends on variables at grid points that are distant. The noise simulator needs to generate and use a database to keep track of the link between each oxide point and its corresponding interface point. FLOODS (FLorida Object-Oriented Device Simulator) [7] , [8] was used as a platform for our simulation studies.
II. THEORY AND IMPLEMENTATION
As stated previously, McWhorter's theory has been used frequently to explain the noise in MOS devices. Christensson [2] and others proposed a "Tunneling and Capture" model, in which (i) the carriers first tunnel to a distance from the continuum states at the interface into the oxide, and then (ii) are captured by traps that have the same energy as . This model is illustrated in Fig. 1 . The validity of this model was later questioned, since measurement data did not support energy dissipation in the oxide [9] . The "Capture and Tunneling" model was proposed by Fu and Sah [4] as an alternative to the previous 0018-9383/03$17.00 © 2003 IEEE proposed model. In the latter, the carriers first get trapped by fast defect centers at the interface through a Shockley-Read-Hall (SRH) process, indicated as processes a, b, c and d in Fig. 1 , and then tunnel into the traps in the oxide, illustrated as processes e and f. Thus the carriers do not dissipate energy in the oxide. A continuous trap energy distribution over the bandgap at the interface is required for this process to be effective, the presence of which is generally accepted for the SiO Si interface system. Fu and Sah's "Capture and Tunneling" model is used as the basis for the oxide trapping mechanism implemented in our simulation study. . Since the trap centers at the interface and in the oxide are distributed in energy and space, discretization in both variables is needed. Measured data in the past [10] generally describes the trap distribution per unit of energy and volume as U-shaped in energy. Thus, it may be modeled as [5] , [11] (1)
A. "Capture and Tunneling" Model
The term is the intrinsic energy level, a fitting parameter, and the trap density at midgap. Discretization in small energy intervals would require a large number of trap electron continuity equations to be specified to the system. Thus carefully choosing the discretization scheme for noise simulation is critical. According to noise theory, the power spectral density due to a fluctuation in the density of trapped carriers in a differential volume is [2] , [5] , [12] ( 2) where is the trapping time constant and is the Fermi-Dirac distribution function. Plotting the function , which is a strong function of energy , will display the critical energy levels where the contributions of the noise are predominantly coming from. As shown in Fig. 1 , this function is most significant at the electron quasi-Fermi level at the interface . This allows us to focus on the trap levels at only with an effective trap volume density . For the effective trap levels at , the Shockley densities are equal to
The rate equations characterizing the processes a, b, c, and d in (8) respectively. The basic equations for the discretized energy level at the interface become (9) (10) (11) (12) where , , and are the Langevin noise terms describing random transition rate fluctuations at the interface, and is the Langevin noise term associated with transition rate fluctuations in carrier tunneling. The terms and are the tunneling rates illustrated as processes e and f in Fig. 1 , respectively. These tunneling rates are functions of the tunneling coefficient , the trapped carrier density of the defect centers in the oxide , and the trapped carrier density of the defect centers at the corresponding interface node (13) (14) Notice that these rate equations do not only dependent on the local variables at the oxide node, but also dependent on the variables at the interface. In addition, the tunneling coefficient in units of cm s varies with the distance between each pair of nodes that the carriers tunnel between.
For each oxide node the Poisson and trap electron continuity equations need to be included as (15) (16) 
B. Modeling of the Defect Density in the Oxide
Knowledge of the defect density distribution in the oxide is critical for understanding the operation of a MOSFET, since defects play an important role in the gate leakage current and act as the sources of low frequency noise. Any model for the oxide defect density can be applied to the simulator and by comparing simulated with measured data, an optimal defect density profile can be obtained via reverse engineering. Past research [10] shows that varies in position and energy. Celik and Hsiang [11] observed from n-channel MOSFETs operating in strong inversion, (17) where is the trap density at midgap in the oxide, represents distance into the oxide, and is a fitting parameter that describes the curvature of a U-shaped distribution of the defect density in energy. The first term in the exponent is from (1). The absolute sign is no longer required since the Fermi level and thus the level of interest is greater than the intrinsic level in our simulation of n-channel devices. Equation (17) assumes the same U-shaped distribution in energy at the interface and in the oxide, but shifted by band bending as modeled by the second term in the exponent where is the oxide thickness and and are the voltage at the gate terminal and in the channel, respectively, and is a fitting parameter. The parameter accounts for a possible exponential variation in defect density near the interface. From noise measurements on MOS devices, Celik and Hsiang extracted cm eV , eV , eV , and cm . Ideally, the shift of the U-shape distribution at an oxide node located at should equal the exact amount of the band bending at . That is, can be written as , where and are the barrier heights at the interface and at the oxide node located at , respectively, and is the amount of the band bending at . Equation (17) thus becomes (18) The effect of for noise at low frequencies is negligible. The value of can be obtained independently from various defect density extraction techniques. Thus, the only parameter that needs to be modeled or extracted is in the oxide. For the remainder of this paper, the parameter values used in the simulations are eV and .
C. Modeling of the Carrier Tunneling Rate
In general, the carrier tunneling rate is given by [2] , [4] , [9] , [11] , [13] ( 19) where the attenuation constant of the wave function depends on the shape of the barrier. It also depends on the effective mass of the carrier in the oxide , and the barrier height at the interface . As derived by Fu and Sah [4] , the tunneling rate is related to the trapping characteristic time by for interface traps at . Thus, the tunneling coefficient is approximately equal to , where is of the order of 10 s. [5] and varies along the channel. There are two models that can be used to characterize carrier tunneling. The simplest one is the square barrier tunneling (SBT) model. As the name implies, the model assumes that the carrier sees a square potential barrier before tunneling. Of course this is only true under flat-band condition. Due to the simplicity of the SBT model, it is widely used as an approximation for calculating the tunneling characteristic time constant in analytical derivations of noise spectral densities. In this model, the attenuation constant is defined as (20)
Setting
as obtained from BSIM's parameter set [14] , is then equal to 1.303 10 cm with eV. In the actual simulation will not be a constant, since it is a function of the barrier height which depends on the position of the Fermi level. In the second model the tunneling barrier is assumed to be trapezoidal [15] , [16] , a situation found in MOSFETs. To calculate , both the barrier heights at the interface and at the trap location in the oxide are required, as stated in the following expression:
As approach zero, the value of in (21) approaches the one in (20). As mentioned previously, the tunneling rate equations specified in (13) and (14) rely on nonlocal variables. Carrier tunneling rates are highly dependent on the tunneling probability, which is an decreasing exponential function of distance. We therefore assume that the traps at an oxide node are most likely to interact with traps at their closest interface node. Thus a table was generated to inform the simulator which interface nodes and oxide nodes were linked for tunneling. The components of the Jacobian matrix can then be modified as follows:
. . . . . .
III. COMPARISON WITH ANALYTICAL PREDICTIONS
To illustrate the oxide trapping noise simulation package implemented in FLOODS, a 0.4 m n-channel MOSFET structure with a gate oxide thickness of 89 was chosen for testing. As a first step the noise simulation is compared with the analytical expression for noise in MOSFETs to determine the accuracy of the simulation tool. In FLOODS, the oxide defect density can be specified in the form of (17) or (18) . Thus, if the FLOODS input parameters for noise simulation are properly adjusted to include only the physics that was considered in Celik and Hsiang's [5] derivation, comparisons between the FLOODS simulation outcome and their analytical predictions can be made. With the assumption of an oxide defect density and a square barrier tunneling model to characterize the transition of carriers between the traps at the interface and in the oxide, the current noise spectral density at the drain terminal for the linear regime of operation can be expressed as [5] (23) where , , and is the surface electron concentration at the source. Equation (23) and simulation results are plotted in Fig. 2 as a function of and excellent agreement is obtained for the data in the linear regime. The noise can be calculated analytically for the MOS device operating in the linear mode of operation only since the analytical transfer function for coupling the noise from each local noise source to the drain terminal was derived using the gradual channel approximation (GCA) and a one-dimensional description. Also, strong inversion is assumed. Therefore, the analytical noise formulation breaks down in saturation and in subthreshold operating regions. This is not the case when it is simulated in the PDE-based simulator, where the proper transfer function can be computed numerically at each grid point, in either the subthreshold, linear, or saturation modes of operation. At low drain bias, noise simulations were performed as a function of frequency. The results are plotted in Fig. 3 . As expected, the oxide-trapping noise with the oxide trap density modeled by (17) shows pure noise with a corner frequency in the MHz range.
Taking a cross-section of the distributed current noise spectral densities of the oxide trapping noise at a point half way between the drain and source regions, data obtained at each frequency point, a decade apart, is plotted in Fig. 4 as a function of depth into the oxide. This figure shows that the distributed noise contributions at the lowest frequency (1 Hz), represented by the first line from the left, peaks around 22 away from the interface. At the next frequency (10 Hz), the overall magnitude of the current noise spectral density decreases and the peak moves closer to the interface. From this figure, one can identify the critical noise region at any specific frequency and determine how far it is away from the interface.
As stated previously, a square-barrier tunneling model with a defect density distribution independent of spatial position is used for comparison. In this model the tunneling rates and the corresponding characteristic times depend only on distance. Thus, the critical distance depends uniquely on the frequency of the spectral component under study. From the example in Fig. 4 , Hz . The distributed current noise spectral density stemming from sources in the oxide and calculated at the drain terminal (for the entire gate oxide region) is plotted in Fig. 5 , to illustrate that the noise contributions for a specific frequency 1 Hz maximize at the distance 22 away from the interface along the channel. To observe the changes in oxide trapping noise in different regimes of device operation, the cross-section of the distributed current noise spectral density parallel to the channel, taken at the critical distance away from the interface, is plotted under different drain bias conditions in Fig. 6 . In the linear mode of operation, noise contributions of each oxide section parallel to the channel increase as increases. As the drain bias increases beyond , the peak of the ridge shifts toward the source, the same way the channel pinch off region relocates. Yet the area under the curve, which is a measure for the total noise observed at the contacts, remains nearly the same when compared with the curve corresponding to . As the electrons travel from the source and move toward the drain, the perpendicular field in the channel reduces approaching the pinch-off region. Since the density of electrons toward the pinch-off region is low when compared with the rest of the channel, the relative importance of number fluctuations increases resulting in higher noise contributions from the end of the channel as depicted. Both the Green's function and the local noise strength decrease as the electrons move beyond the pinch-off point, since the carriers move away from the interface, deeper into the substrate, thus reducing the probability of the carriers interacting with the traps in the oxide.
Simulation has shown that no significant difference in noise performance was found by switching the tunneling mechanism from the square barrier tunneling model to the trapezoidal tunneling model. The reason for this is that for the device under study with a gate oxide thickness of 89 , the effect of band bending at the locations where low frequency noise is generated is quite small.
The interface noise source, stemming from the carrier density fluctuations in the interface traps only, is negligible when compared with the velocity fluctuation or the oxide trapping noise. Thus the interface parameters, such as the interface capture coefficients and and the interface defect density , cannot be extracted from noise measurement data. The interface trap centers serve only as stepping-stones for the carriers in the channel to reach the trap centers in the oxide. The carrier transitions are limited by the carrier tunneling rates and defined in (13) and (14) . Thus, the values of the interface parameters and and do not affect the simulated oxide trapping noise outcome, as long as those parameters ensure that the carrier transition rates , , , and are higher than the tunneling rates and . In the example shown in this section, we used 10 cm s and 10 cm eV for the interface capture coefficients and the interface defect density, respectively.
IV. NOISE SPECTROSCOPY
Motorola provided measured data of a production BiCMOS technology with an effective channel length of 0.25 m [17] . A graded n-channel MOS (GCNMOS) transistor [18] with a geometric channel length of 0.45 m was analyzed for this paper. This device has a gate oxide thickness of 50 , and a boron implant is present near the source region, as shown in Fig. 7 . Both the device structure (such as the nonplaner oxide thickness) and the doping profile were calibrated through reverse engineering [19] of the measured -and -data. A prerequisite for accurate oxide trapping noise simulation is to have a dense grid point distribution in the oxide near the interface, since the characteristics of the noise components vary strongly with position. As mentioned previously, the interface parameters do not affect the oxide trapping noise outcome, as long as the interface carrier transition rates are faster than the carrier tunneling rates. Thus, for the GCMOS transistor under study the interface parameters for simulating the oxide trapping noise are set to default values of cm s and cm eV . The defect density in the oxide is modeled according to (18) , where the parameters are set to eV and . For the carrier-tunneling rate, the attenuation constant is modeled by (21) instead of (20) for higher accuracy. The measured noise is plotted as dotted lines in Fig. 8 . The data was taken at constant V and sweeping from 0.4 to 0.9 V. Since the threshold voltage , extracted from both the measured and simulated -data, is 0.57 V, the measurements cover both the subthreshold and strong inversion modes of operation. To analyze the excess noise, each set of data for a specific gate bias voltage is decomposed into two parts: the background noise component, and the visible Lorentzian spectra. To analyze the background component, simulations were carried out to find the value of that produces the best fit to the measured data. We discovered that for this device, the critical noise region is not located in the gate oxide above the center or near the drain region of the channel like in the example shown in Section III, but is located in the smile oxide directly above the graded channel boron implant near the source region, as the distributed current noise spectral density plotted in Fig. 9 illustrates. Even though the peak of the distributed noise moves horizontally (parallel to the axis) with changing drain bias voltage and moves vertically (parallel to the axis) for different frequency, the peak is always confined to the oxide area above the graded channel doping, indicated in Fig. 7 . This phenomenon can be explained from a locally strong scalar Green's function coupling this particular noise region to the drain contact. The results of the simulations, presented as solid lines in Fig. 8 , could only be generated by assuming a -coordinate dependence of the parameter as shown in Fig. 10 . Apparently the defect density required to generate the measured noise is higher where the smile oxide is thicker, as illustrated in Fig. 11 . One possible explanation is that as the smile oxide gets thicker, increasing stress on the oxide generates more defect centers for the carriers to tunnel to from the interface. Another possible explanation maybe that in the formation of the graded channel by ion implantation through the poly gate and the smile oxide at a tilted angle, the oxide lattice structure in the smile oxide region is damaged creating the defect centers that produce the observed oxide trapping noise. The Lorentzian spectra visible above the background noise may stem from pronounced defect distributions or single defects in the oxide. To test this hypothesis, a single defect is placed in the nodal volume at the grid point where the scalar Green's function shows a maximum at a frequency of 75 Hz, under the bias condition V and V. Note the good agreement between the simulation and the measured data shown in Fig. 12 .
V. SUMMARY
The implementation of oxide and interface trapping noise into a PDE-based simulator allows one to study the distribution of -like noise sources in a MOSFET. Comparing measured and simulated noise data, the noise producing oxide defect densities can be determined. The oxide trapping noise simulator correctly predicts -like noise spectral densities for MOS devices operating in subthreshold and strong inversion in saturation, regimes not accessible with analytical tools due to the two-dimensional complexity of the channel layout and carrier flow patterns.
