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Abstract
A system of biorthogonal polynomials with respect to a complex valued measure supported
on the unit circle is considered and all the terms with bounds are explicitly given for the
remainder of an asymptotic formula given by R. Askey for this system. An electrostatic
interpretation for the zeros of a class of para-orthogonal polynomials associated with the
biorthogonal system is also considered.
1 Introduction and statement of the results
R. Askey in [2] introduced the following system {Pn, Qn} of polynomials
Pn(z;α, β) = 2F1(−n, α+ β + 1; 2α+ 1; 1− z) (1)
Qn(z;α, β) = Pn(z;α,−β),
which is biorthogonal with respect to the complex valued weight ω(θ) = (1−eıθ)α+β(1−e−ıθ)α−β =
(2− 2 cos θ)α(−eıθ)β , θ ∈ [−pi, pi],ℜ(α) > − 12 , that is
1
2pi
∫ pi
−pi
Pn(e
ıθ;α, β)Qm(e
−ıθ;α, β)ω(θ)dθ =
Γ(2α+ 1)
Γ(α+ β + 1)Γ(α− β + 1)
n!
(2α+ 1)n
δn,m, (2)
where Γ denotes the Euler Gamma function. The biorthogonality (2) was stated in [2] in a slightly
different form and a formal proof was given later in [3, pp. 16–17]. Other proofs of the biorthogo-
nality have been given by several authors, please see [12] for some historical considerations.
In [3, pp. 17] Askey obtains the formula (also obtained previously by Basor in [4] for a more
general class of weights)
Pn(e
ıθ
n ;α, β) ∼ 1F1(α+ β + 1; 2α+ 1; ıθ), as n→∞, (3)
1
which is analogous to the one for Jacobi polynomials P
(α,β)
n
n−αP (α,β)n (cos θ/n) ∼
(
θ
2
)−α
Jα(θ), as n→∞.
Askey remarked that it is interesting to understand the effect of the zeros of the weight function
on the asymptotic behavior of the orthogonal polynomials and this raises the question, which will
be referred to in the present manuscript as Askey’s problem, of how to obtain the first term or
preferably, more terms for the remainder in the asymptotic formula (3) as well as bounds for the
remainder.
Temme in [12] proved that, for z and (α, β) varying in compact subsets of C \ {0} and Ω =
{(α, β) ∈ C2 : ℜ(α+ β) > −1,ℜ(α− β) ≥ 0} respectively, it holds that
Pn(z;α, β) ∼
Γ(2α+ 1)
Γ(α+ β + 1)
zα−β−1
(
ln z
z − 1
)2α
×(
ϕ0
∞∑
k=0
Ak
(n+ 1)k
+ ϕ1
∞∑
k=0
Bk
(n+ 1)k
+Rp
)
, asn→∞,
where ϕ0 =
Γ(α+β+1)
Γ(2α+1) 1F1(α+ β+1, 2α+1; (n+1) ln z), ϕ1 =
Γ(α+β+2)
Γ(2α+2) 1F1(α+ β +2, 2α+2; (n+
1) ln z) and Ak, Bk are coefficients defined by the recursion relations [12, (2.13)]. Moreover, a
bound for the remainder Rp for this asymptotic expansion defined as
Pn(z;α, β) =
Γ(2α+ 1)
Γ(α+ β + 1)
zα−β−1
(
ln z
z − 1
)2α
×(
ϕ0
p−1∑
k=0
Ak
(n+ 1)k
+ ϕ1
p−1∑
k=0
Bk
(n+ 1)k
+Rp
)
, n, p ∈ N,
is given by
|Rp| ≤
Mp
(n+ 1)p
∣∣∣∣Γ(α+ β + 1)Γ(2α+ 1)
∣∣∣∣ |1F1(α+ β + 1; 2α+ 1; (n+ 1)ℜ ln z)| ,
where Mp is some positive constant depending only on p. Temme remarked that the evaluation of
the coefficients Ak, Bk is difficult, especially near or at unity. This asymptotic expansion gives, for
z = e
ıθ
n as a particular case, an answer to Askey’s problem, provided that (α, β) varies in compact
subsets of Ω.
In the present manuscript an explicit expression of all the terms of the asymptotic formula (3)
is presented. Bounds for the remainder for this expansion, which turns out to be convergent are
also considered.
Denote by D the open unit disk {z : |z| < 1}. For z, α ∈ C, we choose −pi < arg z ≤ pi. We
define the functions zα and ln z according to the branch of arg z.
B
(α)
n (x) the generalized Bernoulli polynomials are defined using the generating function [9, Sec.
2.8] (
z
ez − 1
)α
exz =
∞∑
n=0
B(α)n (x)
zn
n!
, |z| < 2pi; x, α ∈ C.
The asymptotic expansion reads as:
2
Theorem 1. Assume that (α, β) ∈ Ω, then
Pn
(
e
ıθ
n ;α, β
)
= 1F1(α+ β + 1; 2α+ 1; ıθ)+
k∑
j=1
∑
|i|=j
B
(−α−β)
i1
(α − β)
i1!
B
(−α+β+1)
i2
(0)
i2!
B
(2α)
i3
(0)
i3!
×
(α+ β + 1)i1(α− β)i2
(2α+ 1)i1+i2
1F1(1 + α+ β + i1; 1 + 2α+ i1 + i2; ıθ)
(
ıθ
n
)j
+Rk,n(θ),
θ ∈ [−pi, pi), n ∈ N,
where |i| = i1 + i2 + i3, i1, i2, i3 ∈ N ∪ {0} and
|Rk,n(θ)| ≤
Γ(ℜ(α+ β + 1)Γ(ℜ(α− β))
|Γ(α+ β + 1)Γ(α− β)|
∣∣∣∣∣ 11− 2θ3pin
∣∣∣∣∣
∣∣∣∣ 2θ3pin
∣∣∣∣
k+1
C(α, β),
C(α, β) = max
|z|= 3pi
2
∣∣∣∣∣ez(α−β)
(
z
ez − 1
)−α−β∣∣∣∣∣ max|z|= 3pi
2
∣∣∣∣∣
(
z
ez − 1
)−α+β+1∣∣∣∣∣ max|z|= 3pi
2
∣∣∣∣∣
(
z
ez − 1
)2α∣∣∣∣∣ .
An electrostatic model for a class of para–orthogonal polynomials
Asymptotic properties and electrostatic interpretation of the zeros of orthogonal polynomials, are
both commonly studied themes in the theory of orthogonal polynomials and mathematical physics.
Here it is also shown that the zeros of a class of para–orthogonal polynomials associated to
the biorthogonal system (1) have an electrostatic interpretation in the unit circle very much in
the classical sense of Stieltjes. Similar electrostatic models exist for the zeros of other families
of orthogonal polynomials with respect to measures supported on the real line. Gru¨nbaum in [5]
described an electrostatic model for the zeros of the Koornwinder polynomials, and Ismail in [7]
gave another model for the zeros of orthogonal polynomials with respect to a measure satisfying
certain integrability conditions with an absolutely continuous part and a finite discrete part.
It is well known that, for a positive definite functional, the zeros of the Szego˝ polynomials all
lie in D. In order to develop quadrature rules on the unit circle, it is useful to have orthogonal
polynomials with respect to a linear functional whose zeros lie on ∂D. Motivated by this fact Jones,
Nj˚astad, and Thron in [8, pp. 130] defined a sequence {Xn}
∞
n=0 of para–orthogonal polynomials
with respect to a quasi-definite linear functional µ, if for each n ≥ 0, Xn is a polynomial of degree
n satisfying
〈Xn, 1〉 6= 0, 〈Xn, z
m〉 = 0 for 1 ≤ m ≤ n− 1, and 〈Xn, z
n〉 6= 0,
where 〈X,Y 〉 = µ(X(z)Y (1/z));X,Y ∈ Λ, Λ being the space of all Laurent polynomials. According
to these authors, if Φn is the n–th monic polynomial with respect to a linear functional µ, the
polynomial
Bn(z; c) = Φn(z) + cΦ
∗
n(z), |c| = 1,
where Φ∗n is the reciprocal polynomial, is para-orthogonal polynomial of degree n. From [8, Th.
6.2], if µ is a positive definite functional, the n zeros of the para-orthogonal polynomials are simple
and lie on ∂D.
3
The zeros of a class of para–orthogonal polynomials described in [10] associated with a posi-
tive definite functional defined using the weight function of the biorthogonal system (1) obey an
electrostatic model.
Consider the moment functional
µ(X) =
|Γ(α+ β + 1)|2
2piΓ(2α+ 1)
∫ pi
−pi
X(eıθ)ω(θ)dθ.
Notice that µ is positive definite if and only if the weight ω is positive. From the expression for
ω, this happens when α ∈ R, α > − 12 and ıβ ∈ R. It will be assumed in this section that α and β
satisfy these conditions. Notice that for this case ω(θ) = 22αe(pi−θ)ℑ(β) sin2α( θ2 ).
Ranga, in [10] studied the sequence
{
(2α+ 1)n
(α+ β + 1)n
Pn(z;α, β)
}∞
n=0
of monic orthogonal poly-
nomials with respect to µ, and the author obtained that the polynomial
Bn
(
z;
(α− β)n+1
(α+ β)n+1
)
=
(2α)n
(α+ β)n
2F1(−n, α+ β; 2α; 1− z), α 6= 0,
is the n–th para–orthogonal monic polynomial with respect to the positive definite linear functional
µ.
The electrostatic model for the zeros of Bn can be formulated as the solution of the following
problem:
Problem 1. Let p, q be two given real numbers, p 6= 0. If n unit masses, n ≥ 2 at the variable
points
{
eıθ1 , . . . , eıθn
}
in the unit circumference, and one fixed mass point p at +1 is considered,
for what position of the points
{
eıθ1 , . . . , eıθn
}
does the expression
E(θ1, . . . , θn) =
∑
k 6=j
ln
1
|eıθk − eıθj |
+ p
n∑
j=1
ln
1
|1− eıθj |
+ q
n∑
j=1
θj , θj ∈ (0, 2pi), (4)
become a minimum?
The solution of the above problem is given in the following theorem:
Theorem 2. Let p, q be two real numbers, p 6= 0 and let {θ∗1 , . . . , θ
∗
n}, θ
∗
1 < · · · < θ
∗
n be a system of
values such that {eıθ
∗
1 , . . . , eıθ
∗
n} are the zeros of the para-orthogonal polynomial Bn with parameters
α = p and β = 2ıq, then ∇θE(θ
∗
1 , . . . , θ
∗
n) = 0. Moreover, E attains its global minimum at the
point (θ∗1 , . . . , θ
∗
n) if and only if p > 0.
2 Askey’s problem
For the proof of Theorem 1, the following integral representation for Pn(z;α, β), with (α, β) ∈ Ω
and z ∈ C \ {0} is used, which is straightforward from [12, Sect. 2 Eqs. (2.1)–(2.4)],
Pn(z;α, β) =
Γ(2α+ 1)
Γ(α+ β + 1)Γ(α− β)
∫ 1
0
(
zu − 1
z − 1
)α+β (
z − zu
z − 1
)α−β−1
enu ln zzu
z − 1
ln zdu. (5)
The proof of the theorem is now given.
4
Proof. (Of Theorem 1)
From (5)
Pn(e
ı θ
n ;α, β) =
Γ(2α+ 1)
Γ(α + β + 1)Γ(α− β)
×
∫ 1
0
(
e
ıθu
n − 1
e
ıθ
n − 1
)α+β (
e
ıθ
n − e
ıθu
n
e
ıθ
n − 1
)α−β−1
e
ıuθ
n
ıθ
n
e
ıθ
n − 1
eıuθdu. (6)
Notice that if 0 ≤ x, y ≤ pi then
0 ≤ arg
(
eıx − 1
ıx
)
≤
pi
2
, −
pi
2
≤ arg
(
ıy
eıy − 1
)
≤ 0. (7)
In a similar way, if −pi < x, y ≤ 0 then
−
pi
2
< arg
(
eıx − 1
ix
)
≤ 0, 0 ≤ arg
(
ıy
eıy − 1
)
<
pi
2
. (8)
Relations (7) and (8) give, for 0 ≤ x, y ≤ pi or −pi < x, y ≤ 0,
−
pi
2
≤ arg
(
eıx − 1
ıx
)
+ arg
(
ıy
eıy − 1
)
≤
pi
2
. (9)
It is well know that, if z1, z2, γ ∈ C, then
(z1z2)
γ = e2kpiγızγ1 z
γ
2 , (10)
where k =
⌊
arg(z1z2)− arg z1 − arg z2
2pi
⌋
, here ⌊a⌋ stands for the floor function of a ∈ R.
From (9) and (10), if θn =
ıθ
n
, θ ∈ [−pi, pi), n ∈ N and u ∈ [0, 1]
(
eθnu − 1
eθn − 1
)α+β
= uα+β
(
eθnu − 1
θnu
)α+β (
θn
eθn − 1
)α+β
, (11)
(
eθn − eθnu
eθn − 1
)α−β−1
= (1− u)α−β−1euθn(α−β−1)
(
e(1−u)θn − 1
(1− u)θn
)α−β−1(
θn
eθn − 1
)α−β−1
. (12)
Substituting (11) and (12) in (6)
Pn(e
θn ;α, β) =
Γ(2α+ 1)
Γ(α+ β + 1)Γ(α− β)
∫ 1
0
uα+β(1− u)α−β−1×
euθn(α−β)
(
uθn
euθn − 1
)−α−β (
θn(1− u)
eθn(1−u) − 1
)−α+β+1(
θn
eθn − 1
)2α
enθnudu. (13)
5
From the generating functions for the generalized Bernoulli polynomials [9, Sec. 2.8],
euθn(α−β)
(
uθn
euθn − 1
)−α−β
=
∞∑
j=0
B
(−α−β)
j (α− β)
(uθn)
j
j!
,
(
θn(1− u)
eθn(1−u) − 1
)−α+β+1
=
∞∑
j=0
B
(−α+β+1)
j (0)
(1 − u)jθjn
j!
,
(
θn
eθn − 1
)2α
=
∞∑
j=0
B
(2α)
j (0)
θjn
j!
.
Substituting these relations in (13)
Pn(e
θn ;α, β) =
Γ(2α+ 1)
Γ(α+ β + 1)Γ(α− β)
∫ 1
0
uα+β(1− u)α−β−1
∞∑
j=0
B
(−α−β)
j (α− β)
ujθjn
j!
×
∞∑
j=0
B
(−α+β+1)
j (0)
(1 − u)jθjn
j!
∞∑
j=0
B
(2α)
j (0)
θjn
j!
enθnudu
=
Γ(2α+ 1)
Γ(α+ β + 1)Γ(α− β)
∫ 1
0
uα+β(1− u)α−β−1
∞∑
j=0
bj(u)θ
j
ne
nθnudu, (14)
where bj(u) =
∑
i1+i2+i3=j
i1,i2,i3∈N∪{0}
B
(−α−β)
i1
(α− β)
i1!
B
(−α+β+1)
i2
(0)
i2!
B
(2α)
i3
(0)
i3!
ui1(1−u)i2 are the coefficients
of the Taylor development about v = 0 of the function
euv(α−β)
(
uv
euv − 1
)−α−β (
v(1− u)
ev(1−u) − 1
)−α+β+1(
v
ev − 1
)2α
.
As the series of the last equality in (14) converges uniformly in [0, 1],
Pn(e
ı θ
n ;α, β) =
Γ(2α+ 1)
Γ(α + β + 1)Γ(α− β)
∞∑
j=0

∑
|i|=j
B
(−α−β)
i1
(α− β)
i1!
B
(−α+β+1)
i2
(0)
i2!
B
(2α)
i3
(0)
i3!
×
∫ 1
0
uα+β+i1(1− u)α−β−1+i2eıθudu
)(
ıθ
n
)j
=
∞∑
j=0
∑
|i|=j
B
(−α−β)
i1
(α − β)
i1!
B
(−α+β+1)
i2
(0)
i2!
B
(2α)
i3
(0)
i3!
×
(α+ β + 1)i1(α− β)i2
(2α+ 1)i1+i2
1F1(1 + α+ β + i1; 1 + 2α+ i1 + i2; ıθ)
(
ıθ
n
)j
, (15)
where |i| = i1 + i2 + i3, i1, i2, i3 ∈ N ∪ {0}. Consider now the remainder Rk,n defined as
6
Pn(e
ı θ
n ;α, β) =
k∑
j=0
∑
|i|=j
B
(−α−β)
i1
(α− β)
i1!
B
(−α+β+1)
i2
(0)
i2!
B
(2α)
i3
(0)
i3!
×
(α + β + 1)i1(α− β)i2
(2α+ 1)i1+i2
1F1(1 + α+ β + i1; 1 + 2α+ i1 + i2; ıθ)
(
ıθ
n
)j
+Rk,n(θ). (16)
From (14)
Pn(e
ı θ
n ;α, β) =
Γ(2α+ 1)
Γ(α + β + 1)Γ(α− β)
×
 k∑
j=0
+
∞∑
j=k+1

(∫ 1
0
uα+β(1 − u)α−β−1bj(u)e
ıθudu
)(
ıθ
n
)j
. (17)
From (16) and (17) it can be deduced
Rk,n(θ) =
Γ(2α+ 1)
Γ(α+ β + 1)Γ(α− β)
∞∑
j=k+1
(∫ 1
0
uα+β(1− u)α−β−1bj(u)e
ıθudu
)(
ıθ
n
)j
. (18)
From Cauchy’s estimate [1, (25) pp. 122],
|bj(u)| ≤M(r)r
−j , 0 < r < 2pi, (19)
where
M(r) = max
|v|=r
∣∣∣∣∣euv(α−β)
(
uv
euv − 1
)−α−β (
v(1− u)
ev(1−u) − 1
)−α+β+1(
v
ev − 1
)2α∣∣∣∣∣ ≤
max
|v|=r
∣∣∣∣∣euv(α−β)
(
uv
euv − 1
)−α−β∣∣∣∣∣max|v|=r
∣∣∣∣∣
(
v(1− u)
ev(1−u) − 1
)−α+β+1∣∣∣∣∣max|v|=r
∣∣∣∣∣
(
v
ev − 1
)2α∣∣∣∣∣ .
The change of variables z1 = v(1− u), z2 = uv and the fact that u ∈ [0, 1] give,
M(r) ≤ max
|z2|=r
∣∣∣∣∣ez2(α−β)
(
z2
ez2 − 1
)−α−β∣∣∣∣∣ max|z1|=r
∣∣∣∣∣
(
z1
ez1 − 1
)−α+β+1∣∣∣∣∣max|v|=r
∣∣∣∣∣
(
v
ev − 1
)2α∣∣∣∣∣ ,
therefore, from (19)
|bj(u)| ≤(
2
3pi
)j
max
|z|= 3pi
2
∣∣∣∣∣ez(α−β)
(
z
ez − 1
)−α−β∣∣∣∣∣ max|z|= 3pi
2
∣∣∣∣∣
(
z
ez − 1
)−α+β+1∣∣∣∣∣ max|z|= 3pi
2
∣∣∣∣∣
(
z
ez − 1
)2α∣∣∣∣∣ . (20)
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From the expression for the remainder (18) and from (20), one obtains
|Rk,n(θ)| ≤
Γ(ℜ(α+ β + 1)Γ(ℜ(α− β))
|Γ(α+ β + 1)Γ(α− β)|
C(α, β)
∞∑
j=k+1
∣∣∣∣ 2θ3pin
∣∣∣∣
j
≤
Γ(ℜ(α+ β + 1)Γ(ℜ(α− β))
|Γ(α+ β + 1)Γ(α− β)|
C(α, β)
∣∣∣∣∣ 11− 2θ3pin
∣∣∣∣∣
∣∣∣∣ 2θ3pin
∣∣∣∣
k+1
,
where
C(α, β) = max
|z|= 3pi
2
∣∣∣∣∣ez(α−β)
(
z
ez − 1
)−α−β∣∣∣∣∣ max|z|= 3pi
2
∣∣∣∣∣
(
z
ez − 1
)−α+β+1∣∣∣∣∣ max|z|= 3pi
2
∣∣∣∣∣
(
z
ez − 1
)2α∣∣∣∣∣ .
3 An electrostatic model for zeros of a class of para-orthogonal
polynomials
Proof. (Of Theorem 2)
From the relation
∂
∂θj
ln
1
|eıθk − eıθj |
= ℑ
(
eıθj
eıθj − eıθk
)
,
it can be deduced that the partial derivatives of E can be expressed as
∂E
∂θj
=
∑
k 6=j
ℑ
(
eıθj
eıθj − eıθk
)
−ℑ
((
p
1− eıθj
+
n+p−1
2 − ıq
eıθj
)
eıθj
)
.
Notice that the auxiliary term
n+ p− 1
2
is introduced into the above expression. This term,
as will be seen below, completes the expression for the differential equation that defines the para–
orthogonal polynomial.
By introducing the polynomial f(z) =
n∏
j=1
(
z − eıθj
)
, a straightforward calculation shows that
the equation ∇θE(θ1, . . . , θn) = 0 can be expressed as
∂E
∂θj
= ℑ
(
zj
1
2
f ′′(zj)
f ′(zj)
−
(
p
1− zj
+
n+p−1
2 − ıq
zj
)
zj
)
=
ℑ
(
zj(1− zj)f
′′(zj)− (n+ p− 1− 2ıq − (n− p− 1− 2ıq)zj)f
′(zj)
2f ′(zj)(1 − zj)
)
= 0,
where zj = e
ıθj . If p = α and 2ıq = β, this last equation gives
∂E
∂θj
= ℑ
(
zj(1− zj)f
′′(zj)− (n+ α− 1− β − (n− α− β − 1)zj)f
′(zj)
f ′(zj)(1− zj)
)
= 0. (21)
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Let us write (21) as
∂E
∂θj
=
1
|gn(zj)|2
ℑ
(
Πn(zj)gn(zj)
)
= 0, (22)
where Πn(z) = z(1− z)f
′′(z)− (n+ α− 1− β − (n− α− β − 1)z)f ′(z) and gn(z) = f
′(z)(1− z).
Notice that if Πn(e
ıθ) = κnf(e
ıθ), for some adequate constant κn ∈ C, then (22) also holds.
By comparing the coefficient zn in
κnf(z) = z(1− z)f
′′(z)− (n+ α− 1− β − (n− α− β − 1)z)f ′(z),
one can deduce that κn = −n(α+β) and from the fact that the hypergeometric differential equation
z(1− z)y′′ − (α+ n− β − 1− (n− α− β − 1)z)y′ + n(α+ β)y = 0,
has a unique monic polynomial solution
Bn
(
z;
(α− β)n+1
(α+ β)n+1
)
=
(2α)n
(α+ β)n
2F1(−n, α+ β; 2α; 1− z),
it can be deduced that if {eıθ
∗
1 , . . . , eıθ
∗
n} are the zeros of the para–orthogonal polynomial Bn, then
∇θE(θ
∗
1 , . . . , θ
∗
n) = 0.
Consider now p > 0, and the need to prove that the energy function E attains its global
minimum at the point (θ∗1 , . . . , θ
∗
n). Define the set Θ0 = {(θ1, . . . , θn) ∈ [0, 2pi]
n : θ1 < . . . <
θj < . . . < θn}. Notice that as (θ1, . . . , θn) approaches to the boundary of the set Θ0, E → +∞,
therefore the solution set Θ1 of the problem
min
(θ1,...,θn)∈Θ0
E(θ1, . . . , θn), (23)
belongs to the interior of the set Θ0. It follows from the theory of constrained optimization [13,
pp. 327–328] that the first–order optimality conditions (or the Karush–Kuhn–Tucker conditions,
more precisely) reduce to the equation ∇θE = 0.
In order to see if the local extremum (θ∗1 , . . . , θ
∗
n) is a global minimum, one can check that
the Hessian matrix is positive definite in the interior of Θ0. Indeed, a straightforward calculation
shows that the Hessian matrix H
H = (hj,k), hj,k =
∂2E
∂θj∂θk
,
reduces to
hj,k =


1
2

 p
1− cos θk
+
n∑
i=1
i6=k
1
1− cos(θk − θi)

 , j = k,
−
1
2
(
1
1− cos(θk − θj)
)
, j 6= k.
The above calculation shows that H is real, symmetric, strictly diagonally dominant (see please
[6, Def. 6.1.9]), and its diagonal entries are positive, from which it can be deduced that H is
positive definite in the interior of Θ0, cf. [6, Th. 6.1.10 (c)], therefore, the local extremum is a
global minimum, provided that p > 0.
If one assumes p < 0, evidently there is no global minimum for the energy function and this
proves the theorem.
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This section ends with some final remarks. The sign of α strongly influences the sign of the
Hessian matrix. Considering − 12 < α < 0, the zeros of the para–orthogonal polynomial define a
stationary point for the energy function. In this case the stationary point is a saddle point for the
Hessian and, as could be seen in the proof of the theorem, the energy function remains unbounded
from below so that there is no global minimizer. This is the case of a negative electric charge fixed
at +1 and n free positive charges varying at the boundary of the unit circle. This particular case
is interesting since the zeros of the para–orthogonal polynomials define a stationary point of the
energy function. However they do not define a global minimum of the energy as in α > 0.
Recently, in [11], the author provided a constructive method to find an electrostatic model
in some sense for zeros of para–orthogonal polynomials, by finding a differential equation with
rational coefficients for the para–orthogonal polynomials. In the case presented here, the a prior
knowledge that a hypergeometric differential equation already existed is used, which makes the
model very similar to the classical one given by Stieltjes for the Jacobi polynomials.
It would be an interesting problem to determine if the stationary point defined by the zeros of
the n–th para–orthogonal polynomial for the case − 12 < α < 0 is a local minimum, in other words,
if one puts n ≥ 2 unit masses at the zeros of the n–th para–orthogonal polynomial associated to the
measure ω(θ;α, β), and one additional mass point with value − 12 < α < 0 fixed at +1 and lets the
system interact with the energy function defined by (4), what can be said if a small perturbation
over the masses is done?
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