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Abstract
The aim of this project is to prove the two fundamental theorems of the theory of Lévy
Processes: the Lévy-Khintchine Theorem and the Lévy-Itô Decomposition. We can inter-
pret this two theorems as a description and classification of infinite divisible probability
measures and Lévy processes, respectively. The importance of this type of probability
measures and processes is that they appear in the modeling of random phenomena under
certain reasonable hypothesis.
Resum
L’objectiu del treball és demostrar els dos teoremes fonamentals de la teoria de processos
de Lévy: el Teorema de Lévy-Khintchine i la Descomposició de Lévy-Itô. Aquests dos
teoremes els podem interpretar com una descripció i classificació de les lleis infinitaments
divisibles i dels processos de Lévy, respectivament. La importància d’aquestes lleis i
processos és que en la modelització de fenomens aleatoris apareixen de manera natural
sota certes hipòtesis raonables.
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0 Introducció
En aquesta introducció s’explica una possible motivació del Teorema de Lévy-Khintchine
i de la Descomposició de Lévy-Itô.
Sigui S = {S(t), t ≥ 0} un procés estocàstic tal que S(t) és el preu d’un determinat bé a
l’instant t. En molts contextos simples podem considerar les següents hipòtesis:
1. Els increments relatius de S en intervals de temps que no se solapin són indepen-
dents.
2. La llei d’un increment relatiu de S en un interval de temps només depèn de la
duració d’aquest interval.







són independents i idènticament distribuides. Notem que llavors també són independents







log (S(t2))− log (S(t1)) i log (S(t3))− log (S(t2)) .
Podem aconseguir una expressió més adient dels increments relatius usant que:




, |x| < 1.

















= log (S(t2))− log (S(t1)) .
Això ens motiva a definir el procés de preus logaŕıtmics X := {X(t), t ≥ 0} on
X(t) := log (S(t))− log (S(0)) .
Notem que llavors si 0 ≤ s ≤ t, l’increment relatiu de S en l’interval [s, t] és, aproximada-
ment, l’increment absolut de X en l’interval [s, t]. Aleshores, les hipòtesis (1) i (2) sobre
S es tradueixen a les següents hipòtesis sobre X:
1. Els increments de X en intervals de temps que no se solapin són independents.
2. La llei d’un increment de X en un interval de temps només depèn de la duració
d’aquest interval.
Direm que X és un procés amb increments independents i estacionaris.
Fixem ara T ≥ 0. Notem que l’increment de X en [0, T ] és la suma dels increments de X
iv
en qualsevol partició de [0, T ]. En particular, per tot n ≥ 1, dividint l’interval [0, T ] en n





























. Per les hipòtesis que hem pres, les variables Yn(i)
són independents i idènticament distribuides ja que corresponen a increments de X en
intervals de temps que no se solapen i de la mateixa longitud. Per tant, a la conclusió
a la que hem arribat és que per tot n ≥ 1, existeixen variables aleatòries independents
idènticament distribuides Yn(i), tals que:
PX(T ) = PYn(1)+...+Yn(n) .
Direm que la llei PX(T ) és infinitament divisible. Preguntes naturals que ens podem fer
són:
• Com expressar PYn(1)+...+Yn(n) en funció de les PYn(i)? Veurem més en general que
si X(1), ..., X(n) són variables independents aleshores:
PX(1)+...+X(n) = PX(1) ∗ ... ∗ PX(n) ,
on * és la convolució, una operació sobre el conjunt de probabilitats.
• Quines lleis satisfan la propietat de ser infinitament divisible? Veurem que la llei
normal, la llei de Poisson i la llei de Poisson composta en són exemples.
• Com de forta és la condició de ser infinitament divisible? Veurem que pel Teorema de












Direm que µ és mesura de Lévy.
Aix́ı doncs, el Teorema de Lévy-Khintchine el podem pensar com una classificació de les
probabilitats infinitament divisibles.
Fins aqúı hem estudiat la variable aleatòria X(T ) però també ens interessa estudiar el
procés X globalment. Per fer-ho farem una altre hipòtesi raonable:
3. Fixat t ≥ 0, amb probabilitat 1, no es produiran salts en el procés S en l’instant t i
per tant, tampoc en X.
Direm que X és un procés continu en probabilitat. Notem a més que X(0) = 0. Un
procés que satisfaci les tres hipòtesis i aquesta última propietat direm que és un procés
de Lévy. Preguntes naturals que ens podem fer són:
• Quins processos són de Lévy? Veurem que el moviment Brownià, el procés de
Poisson i el procés de Poisson compost en són exemples.
v
• Quina llei segueixen els salts d’un procés de Lévy? Veurem que el procés que compta
el nombre de salts (d’un tamany prou lluny de 0) prodüıts fins a un cert instant de
temps és un procés de Poisson.
• Com de forta és la condició de ser procés de Lévy? Veurem que la llei d’un procés de




on a ∈ R, σ2 ≥ 0,
i µ és mesura de Lévy. I finalment demostrarem la Descomposició de Lévy-Itô que,
a grans trets, afirma que tot procés de Lévy es descomposa en un part determinsta,
en una part Browniana corresponent a la part cont́ınua del procés i en una part de
Poisson associada als salts del procés.
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1 Teorema de Lévy-Khintchine
En aquest primer caṕıtol es demostra el Teorema de Lévy-Khintchine. Usarem resultats
de la teoria de mesura, de funcions caracteŕıstiques, de convergència de variables aletòries
i d’anàlisi complexa, que per raons d’espai, estan escrits en l’annex en la secció de Preli-
minars Caṕıtol 1.
Fixem la notació que utilitzarem al llarg del treball:
Notació 1. Sigui (Ω,F , µ) un espai de mesura. Escriurem:
• L0 (Ω,F) := { X : (Ω,F)→ (R,B (R)) : X funció mesurable }
• Lp (Ω,F , µ) :=
{





on p ≥ 1.
• S+ (Ω,F) :=
{
X ∈ L0 (Ω,F) : X =
∑m
i=1 ai11Bi amb ai ≥ 0 i Bi ∈ F
}
• S (Ω,F) :=
{
X ∈ L0 (Ω,F) : X =
∑m
i=1 ai11Bi amb ai ∈ R i Bi ∈ F
}
• M (Ω,F) := { µ : µ mesura σ-additiva en (Ω,F) }
• Mf (Ω,F) := { µ ∈M (Ω,F) : µ mesura finita }
• M1 (Ω,F) := { µ ∈M (Ω,F) : µ probabilitat }.
• Bb (R) := {f : R→ R Borel mesurables i acotades }
Per comoditat si F = B (R) escriuremM (R) :=M (R,B (R)),Mf (R) :=Mf (R,B (R))
i M1 (R) :=M1 (R,B (R)).
Al llarg del treball (Ω,F ,P) serà un espai de probabilitat fixat.
1.1 Convolució
Siguin X,Y ∈ L0 (Ω,F) independents. Ens interessa descriure la llei de X + Y en funció
de les lleis de X i de Y . És a dir, ens preguntem com podem relacionar PX+Y en termes
de PX i PY . Aleshores si B ∈ B (R), s : R2 → R és l’aplicació s(x, y) = x + y , usant la
independència de X i Y i el Teorema de Fubini (Teorema 3.10):













11s−1(B)d(PX ⊗ PY ) = (PX ⊗ PY )(s−1(B)) . (1.1)
Això ens motiva a definir una operació sobre M1 (R) que anomenarem convolució de la
següent forma:
Definició 1.1. Siguin P,Q ∈ M1 (R). Definim la convolució de P i Q com l’aplicació
P ∗Q : B (R)→ [0, 1]:











i s : R2 → R és
l’aplicació definida per s(x, y) = x+ y.
1








per ser s cont́ınua.
Seguidament es demostren propietats bàsiques de la convolució, com per exemple que la
convolució de dues probabilitats és una probabilitat i com expressar la funció caracteŕıstica
de la convolució de probabilitats en termes de les seves funcions caracteŕıstiques. Acabem
veient com podem expressar la llei d’una suma de variables aleatòries independents en
termes de les seves lleis.
Observació 1.2. Siguin P,Q ∈M1 (R) i B ∈ B (R). Aleshores pel Teorema de Fubini:











Q(B − x)P (dx) ,
on B − x = {y ∈ R : y + x ∈ B}. Simètricament:








P (B − y)Q(dy) .
Proposició 1.3. Siguin P,Q ∈M1 (R). Aleshores P ∗Q ∈M1 (R).
Demostració. Hem de veure:




= (P ⊗Q) (∅) = 0.




























(P ∗Q) (Bi) .










són disjunts dos a
dos per ser els Bi disjunts dos a dos.
•
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Per tant, P ∗Q ∈M1 (R). 
Proposició 1.4. (M1 (R) , ∗) és un monoide abel·lià.
Demostració. Siguin P,Q,R, δa ∈ M1 (R) i B ∈ B (R), on δa és la delta de Dirac amb
a ∈ R.
• Per la Proposició 1.3 P ∗Q ∈M1 (R).
• Per l’Observació 1.2 és clar que P ∗Q = Q ∗ P . Per tant, * és commutativa.
• Volem veure que * és associativa. Usant l’Observació 1.2 i el Teorema de Fubini:
((P ∗Q) ∗R) (B) =
∫
R














(P ∗R) (B − y)Q(dy) = ((P ∗R) ∗Q) (B) .
Per tant, (P ∗Q) ∗R = (P ∗R) ∗Q. Aleshores:
P ∗ (Q ∗R) = (Q ∗R) ∗ P = (Q ∗ P ) ∗R = (P ∗Q) ∗R .
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• En general es té:
(P ∗ δa) (B) =
∫
R
δa (B − x)P (dx) =
∫
R




11B−a (x)P (dx) = P (B − a) .
Per tant, per a = 0 tenim P ∗ δ0 = P . És a dir δ0 és l’element neutre. 







f(x+ y)P (dx)Q(dy) .
Demostració. Notem per ser f acotada les dues integrals estan ben definides.
1. Si f = 11B, amb B ∈ B (R), es dedueix de la definició de convolució. Notem que:



















11s−1(B)d(P ⊗Q) = (P ⊗Q)(s−1(B)) = (P ∗Q)(B) .
2. Si f ∈ S+ (R,B (R)) per linealitat de la integral obtenim el resultat.
3. Si f ≥ 0 usant la Proposició 3.1 sabem que existeix {Sn}∞n=1 ⊆ S+ (R,B (R)) tal
que lim
n→∞
Sn = f amb Sn ≤ Sn+1. Llavors, aplicant el Teorema de convergència
monòtona (Teorema 3.5) un cop per treure el ĺımit de la integral i dos cops per






































f(x+ y)P (dx)Q(dy) .
4. Si f ∈ Bb (R) qualsevol, separem entre part positiva i part negativa f = f+ − f−:
f+ := f ∨ 0 i f− := (−f) ∨ 0 .
Com que f+, f− ≥ 0, usant l’apartat 3 i la linealitat de la integral obtenim el
resultat. 
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Corol·lari 1.6. Siguin P,Q ∈M1 (R), aleshores ϕP∗Q = ϕPϕQ.
Demostració. Si f(u) := cos(tu), g(u) := sin(tu), on t, u ∈ R aleshores f, g ∈ Bb (R) i






































eityQ(dy) = ϕP (t)ϕQ(t) .

Corol·lari 1.7. Siguin P1, ..., Pn ∈M1 (R), aleshores ϕP1∗...∗Pn = ϕP1 · ... · ϕPn.
Demostració. Conseqüència d’aplicar repetidament el Corol·lari 1.6. 
Proposició 1.8. Siguin X,Y ∈ L0 (Ω,F) independents. Aleshores:
PX+Y = PX ∗ PY .
Demostració. Sigui B ∈ B (R), aleshores per l’equació (1.1):
PX+Y (B) = (PX ⊗ PY )(s−1(B)) = (PX ∗ PY )(B) .

Corol·lari 1.9. Siguin X(1), ..., X(n) ∈ L0 (Ω,F) independents. Aleshores:
PX(1)+...+X(n) = PX(1) ∗ ... ∗ PX(n) .
Demostració. Ho demostrem per inducció. El cas n = 2 s’ha demostrat en la Proposició
1.8. Suposem cert per n− 1 i veiem per n:
PX(1)+...+X(n) = P(X(1)+...+X(n−1))+X(n) = PX(1)+...+X(n−1) ∗ PX(n)
= PX(1) ∗ ... ∗ PX(n−1) ∗ PX(n) .
Usem que si X(1), ..., X(n) són independents, aleshores X(1)+ ...+X(n−1) i X(n) també
ho són ja que usant la Proposició 3.13(5) i 3.13(6):








= ϕ(X(1),...,X(n−1),X(n))(t, ..., t, tn)
= ϕX(1)(t) · ... · ϕX(n−1)(t)ϕX(n)(tn) = ϕX(1)+...+X(n−1)(t)ϕX(n)(tn) .

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1.2 Lleis infinitament divisibles
En aquesta secció definim la propietat ja introdüıda de que una variable aleatòria sigui
infinitament divisible i veiem condicions equivalents.
Notació 2. Sigui P ∈M1 (R). Aleshores escriurem:P ∗n :=
n︷ ︸︸ ︷
P ∗ ... ∗ P si n ≥ 1
P ∗0 := δ0 si n = 0
Definició 1.10. Sigui X ∈ L0 (Ω,F). Diem que X és infinitament divisible si per tot
n ≥ 1 existeixen Yn(1), ..., Yn(n) ∈ L0 (Ω,F) independents i idènticament distribuides tals
que:
PX = PYn(1)+...+Yn(n) .
Proposició 1.11. Sigui X ∈ L0 (Ω,F). Són equivalents:
1. X és infinitament divisible.
2. Per tot n ≥ 1, ∃ Yn ∈ L0 (Ω,F) tal que (PYn)∗n = PX .
3. Per tot n ≥ 1, ∃ Yn ∈ L0 (Ω,F) tal que (ϕYn)n = ϕX .
Demostració.
(1)⇒ (2) Sigui n ≥ 1, per definició existeixen Yn(1), ..., Yn(n) ∈ L0 (Ω,F) independents i
idènticament distribuides tals que PX = PYn(1)+...+Yn(n). Pel Corol·lari 1.9 tenim:





(2) ⇒ (3) Sigui n ≥ 1 i Yn ∈ L0 (Ω,F) tal que (PYn)∗n = PX . Aplicant el Corol·lari 1.7
obtenim ϕX = (ϕYn)
n.
(3) ⇒ (1) Sigui n ≥ 1 i Yn ∈ L0 (Ω,F) tal que ϕX = (ϕY )n. Escollim Yn(1), ..., Yn(n) ∈
L0 (Ω,F) còpies de Yn independents. Aleshores usant la Proposició 3.13(7):
ϕX(t) = (ϕYn(t))
n = E(exp(itYn))n = E (exp (itYn(1))) · ... · E (exp (itYn(n)))
= E (exp (it(Yn(1) + ...+ Yn(n)))) = ϕYn(1)+...+Yn(n)(t)⇒ PX = PYn(1)+...+Yn(n) .

Notem que la Proposició 1.11(2) ens motiva a definir de forma més general la propi-
etat de ser infinitament divisible per probabilitats. Veurem una condició equivalent per
les funcions caracteŕıstiques i que la convolució manté la propietat de ser infinitament
divisible. Finalment veurem exemples d’aquest tipus de probabilitats.
Definició 1.12. Sigui P ∈M1 (R). Diem que P és infinitament divisible si per tot n ≥ 1
existeix Qn ∈M1 (R) tal que (Qn)∗n = P .
Proposició 1.13. Sigui P ∈M1 (R). Aleshores:
P és infinitament divisible ⇔ Existeix Qn ∈M1 (R) tal que ϕP = (ϕQn)n .
5
Demostració. Per definició P és infinitament divisible si i només si existeix Qn ∈M1 (R)
tal que (Qn)
∗n = P . Llavors usant el Corol·lari 1.7:
(Qn)
∗n = P ⇔ ϕ(Qn)∗n = ϕP ⇔ (ϕQn)
n = ϕP .

Proposició 1.14. Siguin P,Q ∈ M1 (R) infinitament divisibles. Aleshores P ∗ Q és
també infinitament divisible.
Demostració. Per hipòtesi, per tot n ≥ 1 existeixen Qn, Rn ∈M1 (R) tals que (Qn)∗n = P
i (Rn)
∗n = Q. Aleshores, (Qn ∗ Rn)∗n = (Qn)∗n ∗ (Rn)∗n = P ∗ Q, per tant, P ∗ Q és
infinitament divisible. 


























Per tant, usant la Proposició 1.13 la llei normal és infinitament divisible.
























Per tant, usant la Proposició 1.13 la llei de Poisson és infinitament divisible.
Exemple 1.17. Si P = δb amb b ∈ R, llavors per tot n ≥ 1 si Qn = δb/n es té:










Per tant, usant la Proposició 1.13 la delta de Dirac és infinitament divisible.
1.2.1 Llei de Poisson composta
Per enunciar i demostrar el Teorema de Lévy-Khintchine, hem d’introduir les lleis de
Poisson compostes, les mesures de Lévy i les lleis de Poisson compostes respecte mesures
de Lévy. Veurem que les lleis de Poisson compostes i les lleis de Poisson compostes
respecte mesures de Lévy són també probabilitats infinitament divisibles.
Definició 1.18. Siguin {X(n), n ≥ 1} ⊆ L0 (Ω,F) variables independents idènticament
distribuides, còpies de X ∈ L0 (Ω,F), amb llei PX = µ ∈ M1 (R), i sigui N ∈ L0 (Ω,F)
independent de les variables X(n) amb llei Poisson de paràmetre λ > 0. Aleshores,
definim la llei de Poisson composta Poiss(λ, µ) com:
Poiss(λ, µ) := PZ = PX(1)+...+X(N) .








































= e−λeλϕX(t) = exp [λ (ϕX(t)− 1)] .
Observació 1.19. Sigui µ ∈ M1 (R) i λ > 0 definim ϕ(t) := exp [λ (ϕµ(t)− 1)]. Ens
podem preguntar si ϕ és la funció caracteŕıstica d’una certa probabilitat P ∈ M1 (R).
Usant la correspondència de Schoenberg (Teorema 3.15), obtenim que si ψ(t) := ϕµ(t)−1
és hermı́tica i condicionalment definida positiva aleshores ϕ és definida positiva. Veiem-ho:
ψ(−t) = ϕµ(−t)− 1 = ϕµ(t)− 1 = ϕµ(t)− 1 = ψ(t) .
Sigui n ≥ 1, t1, ..., tn ∈ R, z1, ..., zn ∈ C tal que
∑n
































zizjϕµ(ti − tj) ≥ 0 .
Hem usat que ϕµ és definida positiva. Per tant, ϕ és definida positiva. A més:
ϕ(0) = exp [λ (ϕµ(0)− 1)] = exp [λ (1− 1)] = 1 ,
i per ser ϕµ uniformement cont́ınua a R, ϕ és cont́ınua a l’origen. Aix́ı doncs, usant el
Teorema de Bochner (Teorema 3.14) obtenim que existeix P ∈ M1 (R) tal que ϕP = ϕ.
Definim Poiss(λ, µ) := P . Notem que aquesta definició extén la que hem fet anteriorment.
En la següent observació calculem la funció caracteŕıstica d’una classe de lleis de Poisson
compostes que apareixeran al llarg del treball:
Observació 1.20. Sigui µ ∈ Mf (R) mesura finita, µ 6= 0. Aleshores si λ := µ(R) > 0,

























































Per tant, usant la Proposició 1.13 la llei de Poisson composta és infinitament divisible.
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1.3 Mesures de Lévy















1 · µ(dx) = µ (R) <∞ .
Proposició 1.24. Sigui µ ∈M (R) mesura de Lévy. Aleshores ∀ε > 0 , µ ([−ε, ε]c) <∞.

























µ(dx) = µ ([−ε, ε]c) <∞ .

1.3.1 Llei de Poisson composta respecte una mesura de Lévy
Per introduir la llei de Poisson composta respecte una mesura de Lévy hem de fer unes
definicions prèvies. Sigui µ ∈M (R) mesura de Lévy, µ 6= 0 i n ≥ 1. Definim:
µn := µ|[− 1n , 1n ]




Per la Proposició 1.24 tenim µn ∈Mf (R). A més Cn <∞ ja que usant la desigualtat de


























Notem que per n prou gran es té que µn 6= 0 ja que en cas contrari si µn = 0 per tot
n ≥ 1 es tindria que µ = 0 ja que:






















Aix́ı doncs, per n prou gran, podem definir Pn := δ−Cn ∗Poiss (λn, νn) on λn = µn(R) > 0
i νn =
µn
µn(R) ∈ M1 (R). Calculem la funció caracteŕıstica de Pn usant el Corol·lari 1.6 i
l’Observació 1.20:
































































eitx − 1− itx11{|x|≤1}
}
= eitx − 1− itx11{|x|≤1} .
D’altra banda, usant la Proposició 3.23 existeix θ ∈ C amb |θ| ≤ 1 tal que:
11{ 1n<|x|}
∣∣eitx − 1− itx11{|x|≤1}∣∣ = ∣∣eitx − 1− itx∣∣ 11{ 1n<|x|≤1} + ∣∣eitx − 1∣∣ 11{|x|>1}
≤
∣∣∣∣θ2 t2x2
∣∣∣∣ 11{|x|≤1} + ∣∣eitx − 1∣∣ 11{|x|>1} ≤ 12 t2x211{|x|≤1} + 211{|x|>1} .









































Observació 1.26. φ és cont́ınua.
Demostració. Notem que:




eitx − 1− itx11{|x|≤1}
)
µ(dx) cont́ınua
Si f(x, t) := eitx−1− itx11{|x|≤1}, és clar que per x fixat, f(x, ·) és cont́ınua i que f(·, t) és
integrable respecte la mesura de Lévy µ per tot t ≥ 0 per l’observació anterior. Aleshores
aplicant el Teorema 3.7(1) obtenim que φ és cont́ınua. 
Pel Teorema de continüıtat de Lévy (Teorema 3.19), obtenim que existeix P ∈M1 (R)
tal que ϕP = φ. Notem que si µ = 0, aleshores φ(t) = 1 per tot t ∈ R i, per tant, φ = ϕδ0 .
Aquests resultats ens motiven la següent definició.
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Definició 1.27. Sigui µ ∈ M (R) mesura de Lévy tal que µ 6= 0. Anomenem llei de
Poisson composta respecte a la mesura de Lévy µ i l’escrivim com c − Poiss(µ) a la
probabilitat P ∈ M1 (R) tal que ϕP = φ on φ és la funció definida en l’Observació 1.25.
Si µ = 0, definim c− Poiss(µ) := δ0.
Exemple 1.28. Sigui µ ∈ M (R) mesura de Lévy, si P = c − Poiss(µ), llavors per tot


























Per tant, usant la Proposició 1.13 la llei de Poisson composta respecte una mesura de
Lévy és infinitament divisible.
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1.4 Teorema de Lévy-Khintchine
Necessitarem uns resultats importants de les lleis infinitament divisibles: les seves funcions
caracteŕıstiques mai s’anul·len i es poden aproximar per lleis de Poisson compostes.
Lema 1.29. Sigui P ∈ M1 (R). Definim P̃ (B) = P (−B) amb B ∈ B (R) i −B =
{ −x : x ∈ B}. Aleshores P̃ ∈M1 (R) i ϕP̃ (t) = ϕP (−t).









e−itxP (dx) = ϕP (−t) .

Proposició 1.30. Sigui P ∈M1 (R) infinitament divisible. Aleshores: ϕP (t) 6= 0 ∀t ∈ R.
Demostració. Per tot n ≥ 1 existeix Qn ∈M1 (R) tal que:
ϕP (t) = (ϕQn(t))
n ⇒ |ϕP (t)| = |ϕQn(t)|
n ⇒ |ϕQn(t)| = |ϕP (t)|
1/n .
Veiem que existeix Rn ∈M1 (R) tal que ϕRn(t) = |ϕQn(t)|
2:
|ϕQn(t)|
2 = ϕQn(t)ϕQn(t) = ϕQn(t)ϕQn(−t) = ϕQn(t)ϕQ̃n(t) = ϕQn∗Q̃n(t) .








|ϕP (t)|2/n = 1 {ϕP (t)6=0} =
{
1 si ϕP (t) 6= 0
0 si ϕP (t) = 0
Veiem ara que ϕ és cont́ınua en el 0. Sabem que ϕP (0) = 1 i que ϕP és uniformement
cont́ınua a R. Per tant, en un entorn del 0, ϕP (t) 6= 0 i , llavors, ϕ és cont́ınua en el 0.
Pel Teorema de continüıtat de Lévy obtenim que ϕ és funció caracteŕıstica. En particular
és uniformement cont́ınua en R, llavors necessàriament ha de ser:
ϕ(t) = 1 ∀t ∈ R⇒ ϕP (t) 6= 0 .

Observació 1.31. Sigui P ∈ M1 (R) infinitament divisible. Sabem que ϕP és una
funció uniformement cont́ınua, que ϕP (0) = 1 i per la Proposició 1.30 que no s’anul·la
mai. Estem en les hipòtesis de la Proposició 3.24 i per tant, d’ara en endavant, podrem
prendre logaritme i arrel n-èssima, en el sentit que es detalla en la Proposició 3.24, de
funcions caracteŕıstiques de probabilitats infinitament divisibles .
Proposició 1.32. Sigui P ∈ M1 (R) infinitament divisible. Aleshores existeix una suc-




Demostració. Per tot n ≥ 1 existeix Qn ∈ M1 (R) tal que ϕP (t) = (ϕQn(t))
n. Com que
a més ϕQn(0) = 1 i ϕQn és cont́ınua, usant la unicitat de l’arrel n-èssima (Proposició
3.24(2)), es té que:











































Com que n ≥ 1, per tot k ≥ 2 es té n ≤ nk−1 i, per tant, 1
nk−1






































= exp [log(ϕP (t))] = ϕP (t) .




Usarem un seguit de funcions que definim a continuació. Enunciem les propietats
d’aquestes funcions que necessitarem i per raons d’espai les demostrarem en l’annex.
Notació 3. Siguin t ∈ R i P ∈M1 (R) infinitament divisible. Definim:
• h : R→ R com h(x) = 1− sin(x)x si x 6= 0 i h(0) = 0.
• gt : R→ C com gt(x) = eitx − 1− itx11{|x|≤1}
• ft : R→ C com ft(x) = gt(x)h(x) si x 6= 0 i ft(0) = −3t
2
• φP (t) := log (ϕP (t))




1. h(x) ≥ 0 ∀x ∈ R i h(x) = 0⇔ x = 0.
2. h és cont́ınua i acotada. Per tant, és integrable respecte una mesura finita.
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3. gt és integrable respecte una mesura de Lévy.
4. Sigui P ∈M1 (R) i k > 0. Definim Q(dx) := kh(x)11{x 6=0}P (dx).
Aleshores Q ∈M (R) i és mesura de Lévy.
5. ft és cont́ınua i acotada. Per tant, és integrable respecte una mesura finita.
Demostració. Veure annex, pàgina 57, Lema 3.27. 
Finalment, necessitem tres lemes per demostrar el Teorema de Lévy-Khintchine. En el
primer lema veiem que la convergència feble de probabilitats infinitament divisibles cap
a una probabilitat infinitament divisible també implica la convergència uniforme en com-
pactes del logaritme de les seves funcions caracteŕıstiques. En el segon lema demostrarem
una caracterització de la delta de Dirac, que usarem en l’últim lema.
Lema 1.34. Siguin {Pn}∞n=1 ⊂M1 (R) infinitament divisibles, P ∈M1 (R) infinitament




1. φPn convergeix uniformement en compactes a φP .
2. lim
n→∞
φ̃Pn(t) = φ̃P (t) per tot t ∈ R.
Demostració.
(1) Pel Teorema de continüıtat de Lévy, sabem que ϕPn convergeix uniformement en
compactes a ϕP i per ser Pn i P infinitament divisibles podem aplicar la Proposició 3.25,
i obtenim que φPn convergeix uniformement en compactes a φP .
(2) Sigui t ∈ R, escollim l’interval compacte K := [t− 1, t+ 1]. Per l’observació anterior,










φ̃Pn(t) = φ̃P (t) .

Lema 1.35. Sigui P ∈M1 (R). Aleshores:
P = δ0 ⇔ ϕP (t) = 1 ∀t ∈ [−1, 1] .
Demostració.
(⇒) És clar que ϕδ0(t) = 1 per tot t ∈ R.
(⇐) Si veiem que ϕP (t) = 1 per tot t ∈ R ja hem acabat. Usant la desigualtat de la
Proposició 3.13(9):
• s = 1 i t ∈ [0, 2] ⇒ |ϕP (t)− 1|2 ≤ 0 = 2 [1− Re (φP (t− 1))] ⇒ ϕP (t) = 1 per
t ∈ [−1, 2].
• s = 2 i t ∈ [1, 4] ⇒ |ϕP (t)− 1|2 ≤ 0 = 2 [1− Re (φP (t− 2))] ⇒ ϕP (t) = 1 per
t ∈ [−1, 4].
Repetint l’argument per valors adients de s i t obtenim que ϕP (t) = 1 per tot t ∈ R i,
per tant, P = δ0. 
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Lema 1.36. Sigui P ∈M1 (R) infinitament divisible. Aleshores:
1. φ̃P (0) ≥ 0.
2. φ̃P (0) = 0⇒ P = δa per algun a ∈ R.
Demostració.
(1) Veiem primer que Im (φP (t)) és una funció senar. Sigui t ∈ R, aleshores:
eφP (−t) = ϕP (−t) = ϕP (t) = eφP (t) = eφP (t) ⇒ φP (−t) = φP (t) + 2k(t)πi .
On k(t) ∈ Z. En particular, per t = 0, es té φP (0) = 0, per tant, k(0) = 0. Com que φP
és una funció cont́ınua, s’ha de tenir k(t) = 0 per tot t ∈ R. Aix́ı doncs:
ϕP (−t) = ϕP (t)⇒ Im (φP (−t)) = − Im (φP (t)) .
Per tant, Im (φP (t)) és una funció senar. Veiem ara que Re (φP (t)) ≤ 0 ∀t ∈ R:
eφP (t) = ϕP (t)⇒ eRe(φP (t)) =
∣∣∣eφP (t)∣∣∣ = |ϕP (t)| ≤ 1⇒ Re (φP (t)) ≤ 0 .
Finalment per veure que φ̃P (0) ≥ 0, usant que φP (0) = 0, que Im (φP (t)) és una funció

























Re (φP (s)) ds ≥ 0 .
(2) Suposem que φ̃P (0) = 0. Volem veure que existeix a ∈ R tal que P = δa. Notem que:
φ̃P (0) = 0⇒
∫ 1
−1
Re (φP (s)) ds = 0⇒ Re (φP (s)) = 0 ∀s ∈ [−1, 1]
⇒ ϕP (s) = ei Im(φP (s)) ∀s ∈ [−1, 1]⇒ |ϕP (s)| = 1 ∀s ∈ [−1, 1] .
Considerem la funció caracteŕıstica de la probabilitat P ∗ P̃ :
ϕ
P∗P̃ (t) = ϕP (t)ϕP̃ (t) = ϕP (t)ϕP (−t) = ϕP (t)ϕP (t) = |ϕP (t)|
2 .
Per tant, ϕ
P∗P̃ (t) = 1 per tot t ∈ [−1, 1] i usant el Lema 1.35 obtenim que P ∗ P̃ = δ0.







P ((−x,+∞)) P̃ (dx) +
∫
[−b,+∞)
P ((−x,+∞)) P̃ (dx)
≥ 0 + P ((b,+∞)) P̃ ([−b,+∞)) = p · P ((−∞, b]) = p(1− p) > 0 .
Fet que contradiu que P ∗ P̃ = δ0. Aix́ı doncs per tot b ∈ R es té P ((b,+∞)) ∈ {0, 1}.
A més, existeixen c, d ∈ R, c < d tals que P ((c,+∞)) = 1 i P ((d,+∞)) = 0. En cas
contrari si:








P ((−n,+∞)) = 0 ,
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o








P ((−∞, n]) = 0
obt́ındriem contraddicions.
Per tant, P = δa on a := sup {b ∈ R : P ((b,+∞)) = 1} ∈ R. 
Teorema 1.37. Teorema de Lévy-Khintchine Sigui P ∈M1 (R). Aleshores:
P és infinitament divisible⇔ ∃ a ∈ R, σ2 ≥ 0 , µ ∈M (R) mesura de Lévy tal que:
P = N(a, σ2) ∗ c− Poiss(µ) .
Equivalentment:
P és infinitament divisible⇔ ∃ a ∈ R, σ2 ≥ 0 , µ ∈M (R) mesura de Lévy tal que:















(⇐) Pels exemples 1.15 i 1.28 les lleis normals i lleis de Poisson compostes respecte una
mesura de Lévy són lleis infinitament divisibles. Per la Proposició 1.14 la convolució de
lleis infinitament divisibles és infinitament divisible. Per tant, P és infinitament divisible.
(⇒) Sigui P ∈M1 (R) infinitament divisible. Pel Lema 1.36 sabem que φ̃P (0) ≥ 0.
Si φ̃P (0) = 0 ja hem acabat ja que P = δa per algun a ∈ R i llavors escollim: a, σ2 := 0 i
µ := 0.
Suposem doncs que φ̃P (0) > 0. Per la Proposició 1.32 existeix una successió {Qn}∞n=1 ⊆
M1 (R) tal que Poiss(n,Qn)
ω−−−→
n→∞









= log [exp (n (ϕQn(t)− 1))] .
L’objectiu és reescriure les funcions φn i φ̃n en termes de an, gt i h. Notem que an < ∞







1 · 11{|x|≤1}µn(dx) ≤
∫
R
µn(dx) = n <∞ .
Pel Lema 1.33(3) gt és integrable respecte les mesures µn. Per rescriure φn(t), notem que
f(t) := n (ϕQn(t)− 1) és cont́ınua i satisfà que f(0) = 0, que ef(t) = ϕPoiss(n,Qn)(t). Per
tant, usant la unicitat del logaritme (Proposició 3.24(1)), s’ha de tenir:

































gt(x)µn(dx) + itan . (1.2)
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Per reescriure φ̃n(t) ens interessa calcular l’expressió
∫ t+1






























µn(dx) = 4n <∞ .





















































































El següent objectiu és construir unes mesures de probabilitat a partir de les µn que
convergeixin a una certa probabilitat. Com que φ̃P (0) > 0, pel Lema 1.34(2) existeix






















h(x)µn(dx) = 1 .
Notem que la integral
∫
R h(x)µn(dx) només podria ser igual a 0 si Qn = δ0 ja que h(x) = 0
només per x = 0 i per x 6= 0, h(x) > 0. Però en aquest cas, tindŕıem per l’argument de la
Proposició 1.32 que P = δ0, cas que ja hem estudiat. A més, la integral és finita ja que h
és acotada i µn és finita.
Volem veure que les mesures µ̃n convergeixen feblement cap a una probabilitat µ̃. Per
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Hem usat que lim
n→∞
φ̃n(t) = φ̃P (t) per tot t ∈ R i (1.4).
Com que φ̃P (t)
φ̃P (0)
és una funció cont́ınua en el 0 pel Teorema de continüıtat de Lévy obtenim
que existeix µ̃ ∈M1 (R) tal que µ̃n
ω−−−→
n→∞
















Pel Lema 1.33(4) µ ∈M (R) és mesura de Lévy. Usant que Poiss(n,Qn) ω−−−→
n→∞
P i (1.2):









Volem reescriure la integral respecte µn per una que sigui respecte µ̃n i poder aix́ı usar la











Pel Lema 1.33(5) ft és cont́ınua i acotada. Com que µ̃n
ω−−−→
n→∞
























2 := 6φ̃P (0)µ̃ (0) ≥ 0 . (1.8)
L’últim pas és reescriure φP (t) en termes de a, σ
2, gt i la mesura de Lévy µ utilitzant
(1.7) i (1.8):























σ2t2 + iat .
Aix́ı doncs, obtenim:


























Observació 1.38. Es pot demostrar que:
P és infinitament divisible⇔ ∃! a ∈ R, σ2 ≥ 0 , µ ∈M (R) mesura de Lévy tal que
P = N(a, σ2) ∗ c− Poiss(µ) .
Veure [3], pàgina 335, Teorema 16.17.
Com a conseqüència del Teorema de Lévy-Khintchine, introdüım aquestes dues defi-
nicions.
Definició 1.39. Sigui P ∈M1 (R) infinitament divisible. Definim la terna caracteŕıstica




, on a ∈ R , σ2 ≥ 0 i µ és mesura de Lévy tal que:
P = N(a, σ2) ∗ c− Poiss(µ) .
Definició 1.40. Sigui P ∈ M1 (R) infinitament divisible. Definim el śımbol de Lévy de
P com l’aplicació η : R→ C definida per:







eitx − 1− itx11{|x|≤1}
)
µ(dx) .
Corol·lari 1.41. Sigui P ∈M1 (R) infinitament divisible. Aleshores:
• η és cont́ınua.
• η(0) = 0.
• ϕP (t) = eη(t).
Per tant, η(t) = φP (t) = log (ϕP (t)) i en particular Re (η(t)) ≤ 0 ∀t ∈ R.





eitx − 1− itx11{|x|≤1}
)
µ(dx) ,
la qual s’ha demostrat en l’Observació 1.26. Les altres dues propietats són evidents i per
la unicitat del logaritme (Proposició 3.24(1)) obtenim que η(t) = φP (t) = log (ϕP (t)) i
tal com hem vist en el Lema 1.36(1) es té Re (η(t)) ≤ 0 ∀t ∈ R. 
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2 Descomposició de Lévy-Itô
En aquest segon caṕıtol es demostra la Descomposició de Lévy-Itô. En la primera secció
de preliminars es presenten definicions i proposicions que usarem en aquest caṕıtol sobre
processos estocàstics, funcions càdlàg, instants d’aturada, espais de martingales i de va-
riacions de funcions.
En aquest caṕıtol hi ha demostracions que no es fan ja que escapen dels objectius del




Definició 2.1. Sigui X = {X(t), t ≥ 0} un procés estocàstic. Diem que:
1. X és centrat si E (X(t)) = 0 ∀t ≥ 0.




<∞ ∀t ≥ 0.
3. X té trajectòries cont́ınues si existeix Ω
′ ∈ F tal que P(Ω′) = 1 i les trajectòries
X(·)(ω) : [0,+∞)→ R són funcions cont́ınues per tot ω ∈ Ω′.
Definició 2.2. Siguin X = {X(t), t ≥ 0} i Y = {Y (t), t ≥ 0} processos estocàstics. Diem
que Y és una modificació de X si per tot t ≥ 0:
P ({ω ∈ Ω : X(t)(ω) 6= Y (t)(ω)}) = 0 .
2.1.2 Funcions càdlàg
Definició 2.3. Una funció f : [0, b] → R és càdlàg si és cont́ınua per la dreta en [0, b) i
existeix el ĺımit per l’esquerra en (0, b]. Definim el salt en 0 com ∆f(0) := 0. Si t ∈ (0, b]
escriurem f(t−) := lim
t→s−
f(t), i definim el salt en t com:
∆f(t) := f(t)− f(t−) .
f : [0,+∞)→ R és càdlàg si per tot b > 0, f | [0,b] és càdlàg.
Proposició 2.4. Sigui f : I = [0,+∞) ⊆ R→ R una funció càdlàg. Aleshores:
1. ∀ε > 0, el conjunt Sε := {t ∈ I : |∆f(t)| ≥ ε} és finit.
2. El conjunt S := {t ∈ I : ∆f(t) 6= 0} és numerable.
Demostració. Veure [1], pàgina 140, Teorema 2.9.2. 
Definició 2.5. Sigui X = {X(t), t ≥ 0} un procés estocàstic. Diem que X és càdlàg si
existeix Ω0 ∈ F tal que P(Ω0) = 1 i les trajectòries X(·)(ω) : [0,+∞) → R són funcions
càdlàg per tot ω ∈ Ω0 .
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2.1.3 Instants d’aturada
Definició 2.6. Sigui X = {X(t), t ≥ 0} un procés estocàstic. Definim la filtració natural
de X com FX =
{
FXt , t ≥ 0
}
on FXt := σ {X(s), 0 ≤ s ≤ t}.
Definició 2.7. Sigui T : Ω → [0,+∞] variable aleatòria i F = {Ft, t ≥ 0} una filtració.
Aleshores:
T és instant d’aturada
def⇐⇒ {ω ∈ Ω : T (ω) ≤ t} ∈ Ft per tot t ≥ 0.
Definició 2.8. Sigui X = {X(t), t ≥ 0} un procés adaptat, T un instant d’aturada i
F = {Ft, t ≥ 0} una filtració.
Definim la variable aleàtòria aturada X(T ) com
X(T )(ω) := X(T (ω))(ω) .
Definim la σ-àlgebra aturada FT com:
FT := {B ∈ F : B ∩ {ω ∈ Ω : T (ω) ≤ t} ∈ Ft, ∀t ≥ 0} .
Definim un nou procés estocàstic XT = {XT (t), t ≥ 0} on:
XT (t) := X(T + t)−X(T ) .
2.1.4 Espais de martingales
En el conjunt de totes les martingales respecte una filtració donada F = {Ft, t ≥ 0}
definim la relació d’equivalència:
M1 ∼M2
def⇐⇒M1 és modificació de M2 .
Aleshores considerem l’espai vectorial M := {[M ] : M martingala de quadrat integrable }.







M(t) ∀t ≥ 0 .
El resultat que usarem per estudiar la convergència d’una successió de martingales és el
següent:
Proposició 2.9. M és un espai complet.
Demostració. Veure [1], pàgina 91, Lema 2.1.11. 
2.1.5 Variació d’una funció
Definició 2.10. Sigui g : [0, b]→ R una funció càdlàg i P partició de l’interval [0, b]
P = {0 = t1 < t2 < ... < tn = b} .
Definim la norma de la partició com
δ := max
1≤i≤n−1
|ti+1 − ti| .
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Definim la variació total de g com
Vg := sup
P partició de [0,b]
varP(g) .
Definim Vg(t) com la variació total de g|[0,t], on 0 < t < b.
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2.2 Processos de Lévy
En aquesta secció definim el concepte ja introdüıt de procés de Lévy i veiem resultats
importants d’aquests tipus de processos: cada variable aleatòria del procés és infinitament
divisible i tot el procés queda determinat per la terna caracteŕıstica d’una única variable
aleatòria del procés, la corresponent a t = 1.
Definició 2.11. Sigui X = {X(t), t ≥ 0} un procés estocàstic. Diem que és un procés de
Lévy si:
1. X(0) = 0 q.s .
2. X té incremenents independents, això és: ∀n ≥ 1 i ∀ 0 ≤ t1 < t2 < ... < tn les
variables X(t2)−X(t1), X(t3)−X(t2), ..., X(tn)−X(tn−1) són independents.
3. X té increments estacionaris, això és ∀ 0 ≤ t1 < t2, PX(t2)−X(t1) = PX(t2−t1)−X(0).
4. X és continu en probabilitat, això és ∀ε > 0 i ∀s ≥ 0:
lim
t→s
P (|X(t)−X(s)| > ε) = 0 .
Al llarg del treball per comprovar que un procés X = {X(t), t ≥ 0} que satisfà les
propietats (1) i (3) de la Definició 2.11 és continu en probabilitat utilitzarem la següent
proposició.
Proposició 2.12. Sigui X = {X(t), t ≥ 0} un procés estocàstic amb increments estacio-
naris i amb X(0) = 0 q.s. Aleshores:
∀ε > 0 i ∀s ≥ 0 lim
t→s
P (|X(t)−X(s)| > ε) = 0⇔ ∀ε > 0 lim
t→0+
P (|X(t)| > ε) = 0 .
Demostració.
(⇒) Prenem s = 0 i utilitzem que X(0) = 0 q.s.
(⇐) Sigui ε > 0 i s > 0. Aleshores usant que X té increments estacionaris:
lim
t→s+
P (|X(t)−X(s)| > ε) = lim
t→s+
P (|X(t− s)| > ε) = lim
u→0+
P (|X(u)| > ε) = 0 .
lim
t→s−
P (|X(t)−X(s)| > ε) = lim
t→s−
P (|X(s)−X(t)| > ε) = lim
u→0+
P (|X(u)| > ε) = 0 .
Per tant, per a tot s ≥ 0 lim
t→s
P (|X(t)−X(s)| > ε) = 0 com voĺıem veure. 
Proposició 2.13. Sigui X = {X(t), t ≥ 0} un procés de Lévy. Aleshores X(t) és infini-
tament divisible ∀t ≥ 0.
Demostració. Si t = 0 escollim per n ≥ 1, Y (n) ∈ L0 (Ω,F) tals que Y (n) = 0. Aleshores:
ϕX(0)(t) = 1 = (1)
n = (ϕY (n)(t))
n .
Usant la Proposició 1.11(3), obtenim que X(0) és infinitament divisible.
Si t > 0, per a qualsevol n ≥ 1 escollim la partició tj = jt/n on j = 0, ..., n. Aleshores
per ser procés de Lévy, les variables X(t1), X(t2)−X(t1), ..., X(tn)−X(tn−1) són variables
independents idènticament distribuides. Ara:
PX(t) = PX(tn) = P[X(tn)−X(tn−1)]+[X(tn−1)−X(tn−2)]+...+[X(t2)−X(t1)]+X(t1) .
Per tant, X(t) és infinitament divisible. 
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Lema 2.14. Sigui X = {X(t), t ≥ 0} un procés estocàstic continu en probabilitat, llavors
l’aplicació ψu : R+ → C definida per ψu(t) := ϕX(t)(u) és uniformement cont́ınua per
cada u ∈ R.
Demostració. Per s, t ≥ 0, s 6= t, escrivim X(s, t) := X(t)−X(s). Fixem u ∈ R i ε > 0.
Com que l’aplicació y 7→ eiuy és cont́ınua a l’origen, existeix δ1 > 0 tal que
sup
0≤|y|<δ1
∣∣eiuy − 1∣∣ < ε
2
.
Per ser el procés continu en probabilitat, existeix δ2 > 0 tal que si 0 < |t− s| < δ2,
aleshores P (|X(s, t)| ≥ δ1) < ε4 . Llavors per tot 0 < |t− s| < δ2, es té:
|ψu(t)− ψu(s)| =



























· P(|X(s, t)| < δ1) + 2 · P(|X(s, t)| ≥ δ1) ≤
ε
2
· 1 + 2 · ε
4
= ε .
Per tant, l’aplicació ψu és uniformement cont́ınua per cada u ∈ R. 
Proposició 2.15. Sigui X = {X(t), t ≥ 0} un procés de Lévy. Aleshores si η(t, ·) és el
śımbol de Lévy de X(t) es té η(t, u) = tη(1, u).
Demostració. Per tenir X increments independents i estacionaris es té:






























= E(1) = 1 .
Pel Lema 2.14, ψu és una aplicació cont́ınua per cada u ∈ R. Llavors, l’aplicació ψu és de
la forma ψu(t) = e
tα(u) on α : R → C és una aplicació cont́ınua (veure [5] pàgines 4-6).
Sabem que X(1) és infinitament divisible i per tant:
eα(u) = ψu(1) = ϕX(1)(u) = e
η(1,u) ⇒ η(1, u) = α(u) + 2k(u)πi , k(u) ∈ Z .
Com que η(1, ·) i α(·) són aplicacions cont́ınues s’ha de tenir k(u) = k ∈ Z ∀u ∈ R. A
més es té α(0) = 0 perquè:
etα(0) = ψ0(t) = ϕX(t)(0) = 1 ∀t ≥ 0⇒ α(0) = 0 .
Si fos α(0) 6= 0, llavors escollint t ≥ 0 tal que tα(0) 6= 2kπi, amb k ∈ Z tindŕıem una
contradicció. Com que també η(1, 0) = 0 de η(1, 0) = α(0) + 2kπi dedüım que k = 0 i,
per tant, η(1, u) = α(u). Queda veure que η(t, u) = tη(1, u). Fixem u ∈ R. Tenim:
ψu(t) = ϕX(t)(u)⇒ etη(1,u) = eη(t,u) ⇒ tη(1, u) = η(t, u) + 2k(t)πi . (2.1)
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Com que ψu(t) = e
η(t,u) és cont́ınua, llavors η(·, u) és cont́ınua. S’ha de tenir k(t) = k ∈ Z
∀t ≥ 0. Ara η(0, 0) = 0 per ser η(0, ·) śımbol de Lévy de X(0), com que ϕX(0)(u) = 1 =
eη(0,u) ∀u ∈ R, i al ser η(0, ·) cont́ınua, ha de ser η(0, u) = 0 per tot u ∈ R. Substitüınt
t = 0 en (2.1) obtenim que k(t) = k = 0 i per tant:
η(t, u) = tη(1, u) .

Corol·lari 2.16. Sigui X = {X(t), t ≥ 0} un procés de Lévy tal que E (|X(t)|) < ∞ per
tot t ≥ 0. Aleshores per tot t ≥ 0:
E (X(t)) = t · E (X(1)) .
Demostració. Usant la Proposició 2.15, sabem que ϕX(t)(u) = e
tη(u) on η(·) és el śımbol
























= t · E (X(1)) .

Definició 2.17. Sigui X = {X(t), t ≥ 0} un procés de Lévy. Definim la terna carac-
teŕıstica i el śımbol de Lévy de X com la terna caracteŕıstica i el śımbol de Lévy de X(1).
Observació 2.18. Sigui X = {X(t), t ≥ 0} un procés de Lévy. Hem vist que X(t) és
infinitament divisible per tot t ≥ 0 i que si η(t, ·) és el śımbol de Lévy de X(t), aleshores
η(t, u) = tη(1, u). És a dir, un procés de Lévy queda totalment determinat pel śımbol de

















Seguidament veurem com de robusta és la propietat de ser procés de Lévy: es manté
per successions de processos de Lévy que convergeixin en probabilitat cap un procés i es
manté per modificacions. Aquests dos resultats ens seran de gran utilitat per demostrar
que un determinat procés és de Lévy i per treballar amb una modificació adient d’un
procés de Lévy.
Teorema 2.19. Sigui X = {X(t), t ≥ 0} un procés estocàstic, {Xn}∞n=1 una successió de
processos de Lévy tals que per cada t ≥ 0 Xn(t)
P−−−→
n→∞





P (|Xn(t)−X(t)| > ε) = 0 .
Aleshores, X és un procés de Lévy.
Demostració. Veure annex, pàgina 59, Teorema 3.29. 
Proposició 2.20. Sigui X = {X(t), t ≥ 0} un procés de Lévy i Y una modificació de X.
Aleshores Y és un procés de Lévy amb la mateixa terna caracteŕıstica que X.
Demostració. Veure annex, pàgina 61, Teorema 3.30. 
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2.3 Processos de Lévy càdlàg
En aquesta secció veurem que donat un procés de Lévy existeix una modificació d’aquest
tal que el procés és càdlàg. Aquest fet ens serà de gran ajuda per estudiar els salts
d’un procés de Lévy, ja que treballarem directament en la modificació càdlàg d’aquest,
simplificant aix́ı l’estudi dels seus salts.
Teorema 2.21. Sigui X = {X(t), t ≥ 0} un procés de Lévy. Aleshores existeix una
modificació Y = {Y (t), t ≥ 0} de X tal que Y és càdlàg.
Demostració. Veure [1], pàgina 87, Teorema 2.1.8. 
Observació 2.22. D’ara en endavant suposarem que tot procés de LévyX = {X(t), t ≥ 0}
és càdlàg i escriurem Ω0 com en la Definició 2.5:
Ω0 = {ω ∈ Ω : X(·)(ω) : [0,+∞)→ R és càdlàg } .
Pel Teorema 2.21 P(Ω0) = 1.
2.3.1 Instants d’aturada
Al llarg del treball ens serà útil considerar diferents instants d’aturada associats al procés
de Lévy X. Per comprovar que en efecte ho són i poder treballar amb ells necesitarem els
dos teoremes següents: la Propietat forta de Markov i un criteri per deduir que en efecte
una variable aleatòria és instant d’aturada.
Teorema 2.23. Propietat forta de Markov. Sigui X = {X(t), t ≥ 0} un procés de
Lévy, T instant d’aturada tal que T <∞ q.s. Aleshores:
1. XT és un procés de Lévy independent de FT .
2. Per cada t ≥ 0, PXT (t) = PX(t).
3. XT és càdlàg i XT (t) és FT+t-mesurable.
Demostració. Veure [1], pàgina 97, Teorema 2.2.11. 
Teorema 2.24. Sigui X = {X(t), t ≥ 0} un procés adaptat i càdlàg i sigui B ∈ B (R).
Aleshores:
T := inf {t > 0 : X(t) ∈ B}
és un instant d’aturada.
Demostració. Veure [4], pàgina 5, Teoremes 3 i 4. 
Observació 2.25. Treballarem amb successions d’instants d’aturada {Tn}∞n=0 que essen-
cialment prendran la següent forma:
T0 = 0 , Tn := inf {t > Tn−1 : X(t)−X(Tn−1) ∈ B} n ≥ 1 ,
on B ∈ B (R). Notem que podem escriure per n ≥ 1:
Tn = inf {t > 0 : X(t+ Tn−1)−X(Tn−1) ∈ B} = inf
{




Veiem per inducció que els Tn són instants d’aturada. T0 és clar que és instant d’aturada.
Suposem que Tn−1 ho és i veiem-ho per Tn. Per la Propietat forta de Markov, XTn−1 és
càdlàg i XTn−1(t) és FT+t-mesurable, per tant, podem aplicar el Teorema 2.24 i obtenim
que Tn és instant d’aturada.
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2.4 Exemples de processos de Lévy
En aquesta secció presentem exemples de processos de Lévy i caracteritzacions d’aquests
exemples que usarem per identificar els diferents processos que ens aniran apareixent al
llarg del treball.
2.4.1 Moviment Brownià
Exemple 2.26. Un moviment Brownià és un procés de Lévy B = {B(t), t ≥ 0} tal que
PB(t) = N(0, t) ∀t ≥ 0 .
Lema 2.27. Sigui X = {X(t), t ≥ 0} un procés de Lévy i c > 0. Aleshores el procés
Y := {Y (t), t ≥ 0} definit per Y (t) := X(t) + ct és també un procés de Lévy.
Demostració. És clar que Y (0) = 0 q.s, que té increments estacionaris i independents. A
més per tot ε > 0 i t ≤ ε2c , usant la desigualtat del Lema 3.28:
















Aleshores prenent ĺımit i usant la Proposició 2.12 ja que X és procés de Lévy:
0 ≤ lim inf
t→0+
P (|Y (t)| > ε) ≤ lim sup
t→0+










P (|Y (t)| > ε) = 0 i per la Proposició 2.12 Y és procés de Lévy. 
Exemple 2.28. Un moviment Brownià amb deriva és un procés C = {C(t), t ≥ 0} tal
que C(t) = bt + σB(t), on B = {B(t), t ≥ 0} és un moviment Brownià i b ∈ R, σ > 0.
Aleshores pel Lema 2.27, el moviment Brownià amb deriva és procés de Lévy i compleix
que PC(t) = N(bt, σ
2t). Quan b = 0, escriurem Bσ2(t) := C(t) i l’anomenarem moviment
Brownià amb variància σ2.
Proposició 2.29. Sigui X = {X(t), t ≥ 0} un procés de Lévy adaptat centrat amb tra-
jectòries cont́ınues i tal que E (X(t)X(s)) = σ2(t ∧ s) per tot t, s ≥ 0 amb σ2 > 0.
Aleshores:
X moviment Brownià amb variància σ2 ⇔ ϕX(t)(u) = e−σ
2tu2/2 ∀t ≥ 0, u ∈ R .
Demostració. Veure [1], pàgina 95, Corol·lari 2.2.8. 
2.4.2 Procés de Poisson
Exemple 2.30. Un procés de Poisson de paràmetre λ > 0 és un procés de Lévy N =
{N(t), t ≥ 0} tal que
PN(t) = Poiss(λt) ∀t ≥ 0 .
Donat un procés de Poisson N = {N(t), t ≥ 0} li associem els instants d’aturada
següents:
T0 := 0 , Tn := inf {t > 0 : N(t) = n} n > 1 .
Proposició 2.31. Sigui N = {N(t), t ≥ 0} un procés de Lévy tal que N(t) ∈ N i tal que
{∆N(t), t ≥ 0} pren valors en {0, 1}. Aleshores N és un procés de Poisson.
Demostració. Veure annex, pàgina 62, Proposició 3.31. 
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2.4.3 Procés de Poisson compost
Definició 2.32. Siguin {X(n), n ≥ 1} ⊆ L0 (Ω,F) independents idènticament distribui-
des, còpies de X ∈ L0 (Ω,F), amb llei PX = µ ∈M1(R) i sigui N = {N(t), t ≥ 0} procés
de Poisson de paràmere λ > 0 que és independent del procés {X(n), n ≥ 1}. Aleshores el




X(i) = X(1) + ...+X(N(t)) .
Proposició 2.33. Sigui X ∈ L0 (Ω,F) amb llei PX = µ, λ > 0 i Y = {Y (t), t ≥ 0}
procés de Poisson compost de paràmetre λ > 0 i llei µ. Aleshores:
1. Y és procés de Lévy.
2. PY (t) = Poisson(λt, µ).
Demostració. Veure annex, pàgina 64, Proposició 3.32. 
28
2.5 Salts de processos de Lévy
Donat un procés de Lévy X = {X(t), t ≥ 0}, li associem el procés de salts ∆X :=
{∆X(t), t ≥ 0} on
∆X(0) = 0 i ∆X(t) = X(t)−X(t−) per t > 0 .
Com a conseqüència de que X és continu en probabilitat i és càdlàg, demostrarem que,
com un espera, la probabilitat que hi hagi un salt de X en un instant de temps fixat és 0.
Lema 2.34. Sigui X = {X(t), t ≥ 0} procés de Lévy, aleshores per tot t ≥ 0:
∆X(t) = 0 q.s .
Demostració. Sigui {tn}∞n=1 ⊆ [0,+∞) tal que tn ≤ tn+1 ∀n ≥ 1 i limn→∞ tn = t. Per ser X
continu en probabilitat i usant la Proposició 3.22(4) tenim que:
∀ε > 0 lim
n→∞










⇒ ∃N ∈ F tal que P(N) = 0 i lim
k→∞
X(tnk)(ω) = X(t)(ω) ∀ω ∈ Ω \N .





X(tnk)(ω) = X(t)(ω)⇒ ∆X(t) = 0 q.s .

Volem estudiar els salts de X, per fer-ho, comptarem el nombre de salts que es produ-
eixen fins a un cert temps. Això ens motiva la següent definició.
Definició 2.35. Sigui X = {X(t), t ≥ 0} un procés de Lévy, t ≥ 0 i B ∈ B (R) definim:
N(t, B)(ω) :=
{
# {0 ≤ s ≤ t : ∆X(s)(ω) ∈ B \ {0}} si ω ∈ Ω0
0 si ω ∈ Ωc0
Observació 2.36.
1. Fixat t ≥ 0 i B ∈ B (R), N(t, B) ∈ L0 (R,B (R)) és una variable aleatòria que
retorna el nombre de vegades que hi ha hagut un salt de longitud pertanyent a B
en l’interval de temps [0, t].
2. Fixat t ≥ 0 i ω ∈ Ω, N(t, ·)(ω) ∈M (R) ja que N(t,∅)(ω) = 0 i si {Bi}∞i=1 ⊆ B (R)
són disjunts i ω ∈ Ω0:{










{0 ≤ s ≤ t : ∆X(s)(ω) ∈ Bi \ {0}} .
Usant que # és σ-additiva obtenim que N(t, ·)(ω) és σ-additiva.
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3. Fixat t ≥ 0 i B ∈ B (R) si definim νt(B) := E(N(t, B)) , aleshores νt ∈ M (R) ja
que si {Bi}∞i=1 ⊆ B (R) són disjunts:







































Definició 2.37. Sigui X = {X(t), t ≥ 0} un procés de Lévy i B ∈ B (R).
1. Definim la mesura d’intensitat de X com µ ∈M (R):
µ(·) := ν1(·) = E(N(1, ·)) .
2. Definim la restricció de µ a B com µB ∈M (R):
µB(C) := µ (C ∩B) on C ∈ B (R) .
La Proposició 2.4 (1) ens motiva a estudiar els salts de X de tamany més gran que un
cert ε > 0, ja que aleshores n’hi ha un nombre finit. Això justifica la següent definició:
Definició 2.38. Definim la següent classe de subconjunts:
B̃ := {B ∈ B (R) : ∃ ε > 0 tal que B ⊆ (−∞,−ε] ∪ [ε,+∞)} .
Com a resultat important d’aquesta secció veurem que N(·, B) és un procés de Poisson
de paràmetre µ(B).
Lema 2.39. Sigui X = {X(t), t ≥ 0} un procés de Lévy i B ∈ B̃. Aleshores:
N(t, B) <∞ ∀t ≥ 0 .
Demostració. Sigui ε > 0 tal que B ⊆ (−∞,−ε] ∪ [ε,+∞).
Si ω ∈ Ωc0 el resultat és clar ja que N(t, B)(ω) = 0.
Si ω ∈ Ω0, per la Proposició 2.4(1), es té que Sε és finit, i per tant N(t, B)(ω) <∞. 
Teorema 2.40. Sigui X = {X(t), t ≥ 0} un procés de Lévy. Aleshores:
1. Sigui B ∈ B (R), llavors {N(t, B), t ≥ 0} és procés de Lévy.
2. Sigui B ∈ B̃, llavors:
(a) µ(B) = 0⇒ N(t, B) = 0 per tot t ≥ 0.
(b) µ(B) > 0⇒ {N(t, B), t ≥ 0} és un procés de Poisson de paràmetre µ(B).
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3. Siguin B1, ..., Bm ∈ B̃, disjunts dos a dos i tals que µ(Bj) > 0 per j = 1, ..,m.
Aleshores les variables aleatòries
N(t, B1), ..., N(t, Bm)
són independents per qualsevol t ≥ 0.
Demostració.
(1) Siguin 0 ≤ s < t , definim primer la σ-àlgebra:
Fs,t := σ (X(u)−X(v), s ≤ u < v ≤ t) .
Clarament N(0, B) = 0. Per veure que té increments independents veiem que N(t, B)−
N(s,B) és Fs,t-mesurable. Sigui n ≥ 1, aleshores:
N(t, B)−N(s,B) ≥ n⇔ ∃ s < t1 < ... < tn ≤ t tals que ∆X(tj) ∈ B per 1 ≤ j ≤ n .
A més si u ≥ 0:
∆X(u) ∈ B ⇔ ∃ b ∈ B tal que lim
v→u−
X(u)−X(v) = b
⇔ ∃ b ∈ B ∀ε > 0 ∃ δ > 0 tal que si 0 < u− v < δ ⇒ |X(u)−X(v)− b| < ε .
Per tant, hem vist que si n ≥ 1 aleshores {N(t, B)−N(s,B) ≥ n} ∈ Fs,t. Sigui ara
C ∈ B (R), aleshores:
{N(t, B)−N(s,B) ∈ C} =
⋃
n∈C∩N
{N(t, B)−N(s,B) = n} .
Per n ≥ 1:
{N(t, B)−N(s,B) = n} = {N(t, B)−N(s,B) ≥ n}\{N(t, B)−N(s,B) ≥ n+ 1} ∈ Fs,t .
El cas n = 0 el podem escriure com:
{N(t, B)−N(s,B) = 0} =
∞⋂
n=1
{N(t, B)−N(s,B) = n}c ∈ Fs,t .
Per tant, {N(t, B)−N(s,B) ∈ C} ∈ Fs,t com voĺıem veure. Siguin 0 ≤ t1 < t2 < ... < tm,
aleshores usant que X té increments independents, es té per j = 2, ...,m:
N(tj , B)−N(tj−1, B) és Ftj−1,tj -mesurable
Ftj−1,tj són independents
}
⇒ N(tj , B)−N(tj−1, B) són independents.
Siguin 0 ≤ t1 < t2, usant que X té increments estacionaris es té:
N(t2, B)−N(t1, B) és Ft1,t2-mesurable
N(t2 − t1, B) és F0,t2−t1-mesurable
PX(u)−X(v) = PX(u−v) per tots t1 ≤ v < u ≤ t2
⇒ PN(t2,B)−N(t1,B) = PN(t2−t1,B) .
Per tant, N(·, B) té increments estacionaris i independents.
Per veure que N(·, B) és continu en probabiltiat veurem que:
lim
t→0+
P (N(t, B) 6= 0) = 0 .
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Usant que si N(t, B) = 0 per algun t > 0, aleshores N(s,B) = 0 per tot 0 ≤ s < t, i que
N(·, B) té increments estacionaris i independents obtenim que per tot n ≥ 1:


































Usant que elevar a n ≥ 1 és una funció creixent en [0, 1] dedüım que:
lim sup
t→0+













































P (N (t, B))
]n
.
Es poden donar dues situacions:
1. lim sup
t→0+
P (N(t, B) = 0) = lim inf
t→0+
P (N(t, B) = 0)⇒ lim
t→0+
P (N(t, B) = 0) =: L
2. lim sup
t→0+
P (N(t, B) = 0) 6= lim inf
t→0+
P (N(t, B) = 0)
En el cas (1) notem que a més L satisfà L = lim
n→∞
Ln. Per tant, L ∈ {0, 1}. Suposem que
L = 0, llavors
lim
t→0+
P (N(t, B) 6= 0) = 1 .
Siguin B1, B2 ∈ B̃ i disjunts, aleshores:
P (N (t, B1 ∪B2) 6= 0) = P ({N (t, B1) 6= 0} ∪ {(N (t, B2) 6= 0})




P (N (t, B1 ∪B2) 6= 0) = lim
t→0+
[P (N (t, B1) 6= 0) + P (N (t, B2) 6= 0)] = 2 .
Obtenint aix́ı una contradicció. Per tant, L = 1 i llavors
lim
t→0+
P (N(t, B) 6= 0) = 0 .
En el cas (2) s’ha de tenir:
lim inf
t→0+
P (N(t, B) = 0) = 0 i lim sup
t→0+
P (N(t, B) = 0) = 1 .
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Notem que si t ≤ s, llavors P (N(s,B) = 0) ≤ P (N(t, B) = 0). Aleshores per s ≥ 0 es
compleix:
P (N(s,B) = 0) = δ ≥ 0⇒ lim inf
t→0+




P (N(t, B) = 0) = 0⇒ P (N(t, B) = 0) = 0 ∀t ≥ 0⇒ lim sup
t→0+
P (N(t, B) = 0) = 0 .
Obtenint aix́ı una contradicció. Aix́ı doncs lim
t→0+
P (N(t, B) 6= 0) = 0, això implica que
per tot ε > 0 es té
lim
t→0+
P (N(t, B) > ε) = 0 ,
ja que usant que P (N(t, B) > ε) ≤ P (N(t, B) 6= 0):
0 ≤ lim inf
t→0+
P (N(t, B) > ε) ≤ lim sup
t→0+
P (N(t, B) > ε)
≤ lim sup
t→0+
P (N(t, B) 6= 0) = lim
t→0+
P (N(t, B) 6= 0) = 0 .
Per tant, usant la Proposició 2.12 N(·, B) és procés de Lévy.
(2)(a) Notem que:
µ(B) = 0⇒ E (N(1, B)) = 0⇒ N(1, B) = 0 q.s .
Com que N(·, B) és procés de Lévy, per tot t ∈ N, t ≥ 1 es té:
PN(t,B)−N(t−1,B) = PN(1,B) ⇒ N(t, B)−N(t− 1, B) = 0 q.s .
Usant que N(1, B) = 0 q.s obtenim que per tot t ∈ N, t ≥ 1 es té N(t, B) = 0 q.s. Com
que N(·, B) és un procés creixent ha de ser N(t, B) = 0 per tot t ≥ 0.
(2)(b) Com que B ∈ B̃ pel Lema 2.39 es té N(t, B) ∈ N i que {∆N(t, B), t ≥ 0} pren
valors en {0, 1} ja que ∆N(t, B) = 1 si ∆X(t) ∈ B i ∆N(t, B) = 0 en cas contrari. Com
que {N(t, B), t ≥ 0} és un procés de Lévy, usant la Proposició 2.31 obtenim que és un
procés de Poisson de paràmetre λ = E (N(1, B)) = µ(B) > 0.
(3) Veure [1], pàgines 268-269, Secció Poisson random measures revisited. 
Corol·lari 2.41. Sigui X = {X(t), t ≥ 0} un procés de Lévy, i B ∈ B̃. Aleshores µ(B) <
∞ i, per tant, µB ∈Mf (R).
Demostració. Conseqüència de que N(·, B) és procés de Poisson de paràmetre µ(B). 
2.5.1 Processos de Lévy amb salts acotats
Per motivar la integral de Poisson, veiem primer que els processos de Lévy amb salts
acotats compleixen una propietat forta: existeixen els moments de qualsevol ordre de
totes les variables del procés.
Definició 2.42. Sigui X = {X(t), t ≥ 0} un procés de Lévy, diem que té salts acotats si
existeix C > 0 tal que:
sup
0≤t<∞
|∆X(t)| < C .
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Teorema 2.43. Sigui X = {X(t), t ≥ 0} un procés de Lévy amb salts acotats, aleshores
es té E (|X(t)|p) <∞ per tot p ≥ 1.
Demostració. Veure annex, pàgina 65, Teorema 3.33. 
2.5.2 Integral de Poisson
Ens interessa construir un nou procés de Lévy a partir del procés de Lévy X el qual tingui
salts acotats i poder aplicar el Teorema 2.43.
Fixem ω ∈ Ω0 i no l’escrivim per estalviar notació. Hem d’eliminar els salts de X més
grans que un cert tamany a > 0. Definim B := [−a, a]c ∈ B̃. Siguin {Tn}∞n=0 els instants
d’arribada associats al procés de Poisson N(·, B) que es corresponen als instants en que
X té salts de tamany més gran que a. Analitzem com hem de construir el nou procés,
que anomenarem Wa:
• Si t ∈ [0, T1), X no té salts de tamany més gran que a, i per tant:
Wa(t) := X(t) .
• Si t = T1, volem eliminar el salt que s’ha prodüıt. Per tant, el restem:
Wa(T1) := X(T1)−∆X(T1) = X(T1)−X(T1) +X(T1−) = X(T1−) .
• Si t ∈ (T1, T2), X no té salts de tamany més gran que a, llavors per mantenir
l’eliminació del salt en T1 definim:
Wa(t) := X(t)−∆X(T1) .
• Si t = T2, volem eliminar el salt que s’ha prodüıt. Per tant, el restem de la definició
anterior Wa:
Wa(T2) := X(t)−∆X(T1)−∆X(T2) .
• Si t ∈ (T2, T3), X no té salts de tamany més gran que a, llavors per mantenir
l’eliminació dels salts en T1 i T2 definim:
Wa(t) := X(t)−∆X(T1)−∆X(T2) .





L’estudi del procés Wa es farà en la Secció 2.5.3 ja que abans necessitem estudiar la suma
dels salts que apareix en la definició anterior. Usant que N(t, ·)(ω) ∈M (R), la suma dels











Aix́ı doncs, la suma dels salts de tamany més gran que a prodüıts a l’interval [0, t] es pot
escriure com la integral de f(x) = x respecte la mesura N(t, ·)(ω). Més en general, podem
considerar integrals de qualsevol funció f ∈ L0 (R,B(R)) respecte aquesta mesura. Això
motiva la definició d’integral de Poisson.
34
Definició 2.44. Sigui X = {X(t), t ≥ 0} un procés de Lévy, f ∈ L0 (R,B(R)), B ∈ B̃.








f(x)N (t, {x}) (ω) . (2.2)
Observació 2.45. Notem que la suma de la dreta de (2.2) està ben definida i és finita,
ja que per ser B ∈ B̃, existeix ε > 0 tal que B ⊆ (−∞, ε] ∪ [ε,+∞) i usant la Proposició
2.4(1) es té que Sε és finit. Aleshores N (t, {x}) 6= 0 només per un nombre finit de x ∈ B.
Per estalviar notació, d’ara en endavant en el sub́ındex de la suma de la dreta de (2.2)
només escriurem x ∈ B.







f (∆X(u)) 1B(∆X(u)) . (2.3)
Tornem a notar que pel mateix argument de l’observació anterior la suma de la dreta en
(2.3) està ben definida i és finita. Per estalviar notació, d’ara en endavant en el sub́ındex
de la suma de la dreta només escriurem 0 ≤ u ≤ t.
Un cop definit Yf,B, volem estudiar quin tipus de procés és. Hem vist en el Teorema
2.40 que:
µ(B) = 0⇒ N(t, B) = 0 per tot t ≥ 0⇒ Yf,B(t) = 0 per tot t ≥ 0 .
Per tant, ens podem restringir al cas en que µ(B) > 0. Com que ens interessarà considerar
el procés centrat Ŷf,B, necessitarem conèixer l’esperança de Yf,B(t). En el següent teorema
veiem que Yf,B(t) té llei de Poisson composta i derivant la seva funció caracteŕıstica
obtindrem la seva esperança i variància.
Teorema 2.47. Sigui X = {X(t), t ≥ 0} un procés de Lévy, B ∈ B̃ tal que µ(B) > 0 i
f ∈ L1 (R,B(R), µB). Aleshores:






on µf,B ∈Mf (R) és la mesura finita definida
per µf,B(C) := µ
(
B ∩ f−1 (C)
)
on C ∈ B (R).
2. E (Yf,B(t)) = t
∫
R f(x)µB(dx).









. Aleshores, com que
µB ∈Mf (R) pel Corol·lari 2.41, és clar que també µf,B ∈Mf (R).
Suposem primer que f =
∑n
















cjN(t, Bj ∩B) .
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Podem suposar que µ(Bj ∩B) > 0 ja que en cas contrari:
µ(Bj ∩B) = 0⇒ N(t, Bj ∩B) = 0 per tot t ≥ 0 .
I aleshores cj no apareixiria en la integral de Poisson.
Usant el Teorema 2.40 sabem que PN(t,Bj∩B) = Poisson(tµB(Bj)) i que les variables































































Sigui ara f ∈ L1 (R,B(R), µB) qualsevol. Per la Proposició 3.21, existeix {fn}∞n=1 ⊆
























∣∣eiuYfn,B(t)∣∣ ≤ 1 i ∣∣eiufn(x) − 1∣∣ ≤ 2, podem usar dues vegades el Teorema de



































































(2) Volem aplicar el Teorema 3.16, per fer-ho veiem que ϕYf,B(t)(u) és derivable. Definim
h(u, x) := eiuf(x) − 1, aleshores:




Pel Teorema 3.7(2): ∫
R
∣∣∣∣∂h(u, x)∂u
∣∣∣∣µB(dx) <∞⇒ g derivable
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(3) Volem aplicar el Teorema 3.16, per fer-ho veiem que ϕYf,B(t)(u) és dos cops derivable.
Aleshores:
ϕYf,B(t) dos cops derivable ⇔ g(·) =
∫
R




∣∣∣∣µB(dx) <∞⇒ g dos cops derivable










































− E (Yf,B(t))2 obtenim:





Al llarg del treball usarem que Yf,B és un procés de Lévy i ho demostrem en el següent
teorema. A més, enunciem sense demostrar que, com un espera del teorema anterior, Yf,B
és un procés de Poisson compost.
Teorema 2.48. Sigui X = {X(t), t ≥ 0} un procés de Lévy, B ∈ B̃ tal que µ(B) > 0 i
f ∈ L1 (R,B(R), µB). Aleshores:
1. {Yf,B(t), t ≥ 0} és un procés de Lévy.





(1) Clarament Yf,B(0) = 0 ja que N(0, B) = 0.























x [N(tj , {x})−N(tj−1, {x})] .
Aleshores:
Yf,B(tj)− Yf,B(tj−1) són Ftj−1,tj -mesurables
Ftj−1,tj són independents
}
⇒ Yf,B té increments independents.
Com que N(·, {x}) té increments estacionaris, per la igualtat obtinguda anteriorment es
té que Yf,B té també increments estacionaris.
Finalment per veure la continüıtat en probabilitat, sigui ε > 0:
P (|Yf,B(t)| > ε) =
∞∑
k=0
P (|Yf,B(t)| > ε|N(t, B) = k)P (N(t, B) = k)
Aleshores usant que N(·, B) és procés de Poisson de paràmetre µ(B) i que el cas k = 0 el
podem excloure ja que llavors Yf,B(t) = 0:
lim sup
t→0+
P (|Yf,B(t)| > ε) ≤
∞∑
k=1







0 = 0 .
Aix́ı doncs, per la Proposició 2.12 Yf,B és un procés de Lévy ja que:
0 ≤ lim inf
t→0+
P (|Yf,B(t)| > ε) ≤ lim sup
t→0+
P (|Yf,B(t)| > ε) = 0⇒ lim
t→0+
P (|Yf,B(t)| > ε) = 0 .
(2) Veure [1], pàgina 108, Teorema 2.3.9.
2.5.3 Eliminació de salts no acotats d’un procés de Lévy
Estudiat el procés Yf,B, ja podem estudiar el procés Wa introdüıt en la Secció 2.5.2.
Veurem que Wa hereda la propietat de ser Lévy de X i que compleix l’objectiu pel qual
l’hem constrüıt: té salts acotats. Veurem també que ens interessa construir el procés
centrat Ŵa, ja que a part de ser també procés de Lévy amb salts acotats, és martingala.
Definició 2.49. Sigui X = {X(t), t ≥ 0} un procés de Lévy, a > 0, definim els processos
estocàstics Wa = {Wa(t), t ≥ 0} i Ŵa =
{






xN(t, dx) i Ŵa(t) := Wa(t)− E (Wa(t)) .
Per comoditat direm W := W1 i Ŵ := Ŵ1.
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Teorema 2.50. Sigui X = {X(t), t ≥ 0} un procés de Lévy i a > 0. Aleshores:
1. Wa és procés de Lévy.
2. Existeixen els moments de qualsevol ordre de Wa i E (Wa(t)) = t · E (Wa(1)).
3. Ŵa és procés de Lévy.
4. Existeixen els moments de qualsevol ordre de Ŵa i Ŵa és un procés centrat.










obtenim que Wa(0) = 0 ja que X(0) = 0 i N(0, {x}) = 0.






x [N(tj , {x})−N(tj−1, {x})] .
Aleshores:
X(tj)−X(tj−1) són Ftj−1,tj -mesurables
N(tj , {x})−N(tj−1, {x}) són Ftj−1,tj -mesurables
Ftj−1,tj són independents
⇒Wa té increments independents.
Siguin 0 ≤ t1 < t2, usant que X té increments estacionaris es té:
Wa(t2)−Wa(t1) és Ft1,t2-mesurable
Wa(t2 − t1) és F0,t2−t1-mesurable
PX(u)−X(v) = PX(u−v) per tots t1 ≤ v < u ≤ t2
⇒ PWa(t2−Wa(t1) = PWa(t2−t1) .
Per tant, Wa té increments estacionaris. Finalment volem veure que Wa és continu en
probabilitat. Usant la desigualtat del Lema 3.28 i usant que tant X com
∫
|x|≥a xN(t, dx)
són processos de Lévy pel Teorema 2.48(1):













Prenent ĺımits obtenim que Wa és procés de Lévy usant la Proposició 2.12.
(2) Per la construcció de Wa en la Secció 2.5.2, es té que qualsevol salt de X de tamany
més gran que a serà compensat pel fet de restar la suma dels salts. Més concretament,





xN(Tn, dx) = ∆X(Tn)−∆X(Tn) · 1 = 0 .
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Qualsevol altre salt de X serà acotat per a, i no hi haurà salt en la suma dels salts de
tamany més gran que a de X. Aix́ı doncs, Wa té salts acotats. Per tant, pel Teorema
2.43 existeixen els moments de Wa(t) de qualsevol ordre per tot t ≥ 0. En particular,
podem aplicar el Corol·lari 2.16 obtenint que
E (Wa(t)) = t · E (Wa(1)) .
(3) Notem que Wa és un procés de Lévy i Ŵa(t) = Wa(t) − t · E (Wa(1)). Apliquem el
Lema 2.27 i obtenim que Ŵa és procés de Lévy.
(4) Com que els salts de Ŵa són els mateixos que els salts de Wa el mateix raonament
usat en (2) és vàlid. És clar que Ŵa és centrat.
(5) És clar que Ŵa és adaptat a FX i és integrable. Llavors, si 0 ≤ s < t usant que:
• Ŵa(t) − Ŵa(s) és independent de FXs per ser Fs,t-mesurable i X tenir increments
independents,























+ Ŵa(s) = Ŵa(s) .
Per tant, Ŵa és martingala respecte FX . 
2.5.4 Integral de Poisson compensada
De la mateixa manera que hem introdüıt en la secció anterior la versió centrada de Wa,
ens interessa també introduir la versió centrada Ŷf,B de la integral de Poisson Yf,B. La
motivació per fer-ho és que apart de mantenir la propietat de ser procés de Lévy, Ŷf,B és
martingala, fet que ens serà útil més endavant.
Definició 2.51. Sigui X = {X(t), t ≥ 0} un procés de Lévy, B ∈ B̃ i f ∈ L1 (R,B(R), µB),
aleshores definim per t ≥ 0 la integral de Poisson compensada com:∫
B














Ŷf,B(t), t ≥ 0
}
és procés de Lévy centrat.











3. Ŷf,B és martingala respecte FX .
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<∞ per tot t ≥ 0.
5. Ŷf,B és de quadrat integrable.
Demostració.
(1) Ŷf,B és procés de Lévy perquè Yf,B ho és i pel Lema 2.27.









































(3) És clar que Ŷf,B és adaptat a FX i és integrable. Llavors, si 0 ≤ s < t usant que:
• Ŷf,B(t)− Ŷf,B(s) és independent de FXs per ser Fs,t-mesurable i X tenir increments
independents,























+ Ŷf,B(s) = Ŷf,B(s) .
Per tant, Ŷf,B és martingala respecte FX .




VŶf,B (t) ≤ VYf,B (t) + Vg(t) .

















|f (∆X(u))| 11B (∆X(u)) =
∑
0≤u≤t
|f (∆X(u))| 11B (∆X(u)) = Y|f |,B(t) .
Per l’Observació 2.45, sabem que Y|f |,B(t) <∞, per tant:
VYf,B (t) = sup
P partició de [0,t]






















Aix́ı doncs com que f ∈ L2 (R,B(R), µB), pel Teorema 2.47(3) Y|f |,B és de quadrat inte-
grable i llavors:























2.6 Descomposició de Lévy-Itô
Estudiats els processos Yf,B, Wa i les seves versions centrades notem que podem escriure
el procés X com:
X(t) = Ŵ (t)+
∫
|x|≥1
xN(t, dx)+E (W (t)) = Ŵ (t)+
∫
|x|≥1
xN(t, dx)+t·E (W (1)) , (2.5)
on sabem que
∫
|x|≥1 xN(·, dx) és un procés de Poisson compost corresponent a la suma
dels salts de X de tamany més gran que 1.
Recordem que W és el procés que resulta d’eliminar a X els salts de tamany més gran que
1, i Ŵ la seva versió centrada. Intüıtivament, Ŵ es descomposa en la part compensada
dels salts de tamany més petit que 1, la qual anomenarem Wd, i en la part restant Wc
que serà cont́ınua, i de fet veurem, que serà un moviment Brownià amb variància.
Per estudiar els salts de X de tamany més petit que 1, voldrem donar sentit a l’expressió:∫
|x|<1
xN̂(t, dx) . (2.6)
Com que (−1, 1) /∈ B̃, no podem fer-ho directament aplicant els resultats obtinguts.
Aproxirarem la integral anterior per integrals sobre conjunts de B̃.
Sigui {εn}∞n=1 ⊆ R, successió tal que:
• ε1 = 1,




D’ara en endavant, definim per m,n ≥ 1:
Bm := {x ∈ R : εm+1 ≤ |x| < εm} i An :=
n⋃
m=1
Bm = {x ∈ R : εn+1 ≤ |x| < 1} . (2.7)












2 µBn(dx) <∞. Aleshores podem aplicar la Proposició 2.52 i
en particular per tot n ≥ 1 , ŶId,An ∈M (veure Secció 2.1.4). Llavors, la suma compensada
dels salts de tamany més petit que 1, serà, en certa manera, el ĺımit de ŶId,An en l’espai M.
Abans d’estudiar la convergència d’aquest procés, presentem dos resultats que usarem.
Proposició 2.53. Siguin M1 i M2 dues martingales càdlàg centrades tals que Mj(0) = 0












Demostració. Veure [1], pàgina 112, Proposició 2.4.1 
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Corol·lari 2.54. Sigui X = {X(t), t ≥ 0} un procés de Lévy, B1, B2 ∈ B̃ i disjunts,

















∆Ŷf,Bj (s) 6= 0⇔ ∆Yf,Bj (s) 6= 0⇔ ∆X(s) ∈ Bj .
Per tant, al ser B1 i B2 disjunts es té:






 = 0⇒ E(Ŷf,B1(t)Ŷg,B2(t)) = 0 .

Teorema 2.55. Sigui X = {X(t), t ≥ 0} un procés de Lévy. Aleshores:





convergeix en l’espai M a un procés Wd.
2. Wd és un procés de Lévy centrat.
3. Wc := Ŵ −Wd és un procés de Lévy centrat.
Demostració.
(1) Per veure que la successió convergeix en l’espai M, veurem que és de Cauchy i usarem
la completitud de M (Proposició 2.9).
Per tot t ≥ 0, les variables ŶId,Bm són mutuament ortogonals ja que aplicant el Corol·lari













































Es pot demostrar que per n ≥ 1, Ŵ − ŶId,An(·) i ŶId,An(·) són processos independents














Usant que Ŵ és un procés de Lévy centrat i amb salts acotats, que les variables ŶId,An(t)


























és creixent i acotada per dalt, i, per tant, és convergent.
Siguin ara 1 ≤ k ≤ j, llavors es comprova fàcilment que:




Per tant, usant que ŶId,Bm són mutuament ortogonals:
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de Cauchy en M
Com que M és complet obtenim que la successió és convergent. Escriurem el seu limit




Wd(t) per tot t ≥ 0 .
(2) Per veure que Wd és procés de Lévy usarem el Teorema 2.19. Primer observem que








Sigui ε > 0, usant la desigualtat del Lema 3.28 tenim:
P
(∣∣∣Wd(t) + (−ŶId,An(t))∣∣∣ > ε) ≤ P(|Wd(t)| > ε2)+ P(∣∣∣ŶId,An(t)∣∣∣ > ε2) .
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(∣∣∣ŶId,An(t)∣∣∣ > ε2) = 0 .
















































Aplicant el Teorema de convergència dominada per entrar el ĺımit i usant que amb pro-






































E(0) = 0 .




(∣∣∣Wd(t)− ŶId,An∣∣∣ > ε) = 0 .
Per tant, pel Teorema 2.19 Wd és procés de Lévy. A més Wd és un procés centrat per la
Proposició 3.22(1) i 3.22(3).
(3) Per veure que Wc = Ŵ −Wd és procés de Lévy usarem el Teorema 2.19. Notem que
aplicant la Proposició 2.9:




Wc(t) per tot t ≥ 0
⇒Wc ∈M .
Notem que per tot n ≥ 1, Ŵ − ŶId,An és procés de Lévy. Per veure-ho:
Ŵ (t)− ŶId,An(t) = X(t)−
∫
|x|≥1







xN(t, dx)− t · E (W1(t))−
∫
An












= Wεn+1(t) + tK .
On K :=
∫
R xµAn(dx) − E (W1(1)) ∈ R. Aleshores pel Teorema 2.50(1) Wεn+1 és procés
de Lévy i pel Lema 2.27 Wεn+1(·)+(·)K també. Aix́ı doncs Ŵ − ŶId,An és procés de Lévy.









Sigui ε > 0, usant la desigualtat del Lema 3.28 tenim:
P
(∣∣∣Wc(t) + (−Ŵ (t) + ŶId,An(t))∣∣∣ > ε) ≤ P(|Wc(t)| > ε2)+P(∣∣∣Ŵ (t)− ŶId,An(t)∣∣∣ > ε2) .




(∣∣∣Ŵ (t)− ŶId,An(t)∣∣∣ > ε2) = 0 .


















































Aplicant el Teorema de convergència dominada per entrar el ĺımit i usant que amb pro-






































E(0) = 0 .




(∣∣∣Wc(t) + (−Ŵ (t) + ŶId,An)∣∣∣ > ε) = 0 .
Per tant, pel Teorema 2.19 Wc és procés de Lévy. A més Wd és un procés centrat per la
Proposició 3.22(1) i 3.22(3). 
Corol·lari 2.56. Sigui X = {X(t), t ≥ 0} un procés de Lévy. Aleshores µ ∈ M (R) és
una mesura de Lévy.
Demostració. Notem que:
µ ({0}) = E (N(1, {0})) = E (0) = 0 .
Pel Corol·lari 2.41 sabem que si B ∈ B̃ aleshores µ(B) <∞. En particular:∫
(−1,1)c
1µ(dx) = µ ((−1, 1)c) <∞ .
Finalment usant el Teorema de convergència monotòna, el Teorema 2.52(5), 3.23(3) i que


























Aix́ı doncs µ és mesura de Lévy. 
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Corol·lari 2.57. Sigui X = {X(t), t ≥ 0} un procés de Lévy. Aleshores, la funció carac-




















Usant el Teorema de continüıtat de Lévy i argumentant com en l’Observació 1.25 podem








































Com a conseqüència d’aquest teorema tenim una expressió per la suma compensada
dels salts de X de tamany més petit que 1, per tant, podem donar sentit a la integral de
(2.6). Això motiva la següent definició.
Definició 2.58. Sigui X = {X(t), t ≥ 0} un procés de Lévy. Definim∫
|x|<1
xN̂(t, dx) := Wd(t) .
Arribats aquest punt, notem que l’equació de (2.5) la podem escriure de la següent
forma:






xN(t, dx) + t · E (W (1)) , (2.9)
Per poder demostrar la Descomposició de Lévy-Itô només ens queda veure que Wc és un
moviment Brownià amb variància. Per fer-ho veurem que estem en les hipòtesis de la
Proposició 2.29.
Teorema 2.59. Sigui X = {X(t), t ≥ 0} un procés de Lévy. Aleshores Wc té trajectòries
cont́ınues.
Demostració. Veure annex, pàgina 67, Teorema 3.34. 
Teorema 2.60. Sigui X = {X(t), t ≥ 0} un procés de Lévy. Aleshores:
1. O bé Wc(t) = 0 q.s per tot t ≥ 0.
2. O bé Wc és un moviment Brownià amb variància.
Demostració. Veure annex, pàgina 70, Teorema 3.36. 
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Finalment podem enunciar i demostrar la desitjada Descomposició de Lévy-Itô.
Teorema 2.61. Descomposició de Lévy-Itô. Sigui X = {X(t), t ≥ 0} un procés de
Lévy. Aleshores existeixen:
• b ∈ R,
• σ2 ≥ 0 tal que:
– Si σ2 = 0 llavors Bσ2(t) := 0 per tot t ≥ 0.
– Si σ2 > 0 llavors Bσ2 = {Bσ2(t), t ≥ 0} és un moviment Brownià amb va-
riància σ2.




correspon a la suma de salts de X de tamany més gran o igual que 1 en l’interval
[0, t]. A més si B := (−∞,−1] ∪ [1,+∞) es té que:
– Si µ (B) = E (N(1, B)) = 0, X no té salts de tamany més gran o igual que 1.
– Si µ (B) = E (N(1, B)) > 0, el procés (2.10) és un procés de Poisson compost
de paràmetre µ(B) i llei µBµB(R) .
• Wd = {Wd(t); t ≥ 0} procés de Lévy tal que Wd(t) és la suma compensada de salts

























Demostració. Conseqüència d’aplicar els resultats obtinguts en aquest caṕıtol. Podem
reescriure l’equació de (2.9) com:



























3.1 Preliminars Caṕıtol 1
3.1.1 Teoria de la mesura
Proposició 3.1. Sigui X ∈ L0 (Ω,F), X ≥ 0, aleshores existeix {Xn}∞n=1 ⊆ S+ (Ω,F)
tal que Xn ≤ Xn+1 i X = lim
n→∞
Xn.
Demostració. Veure [6], pàgina 32, Proposició 6.4. 
Teorema 3.2. Teorema de la mesura imatge. Sigui X ∈ L0 (Ω,F) , g : R → R
funció Borel-mesurable i µ ∈M (Ω,F). Definim la llei de X com:
µX(B) := µ(X
−1(B)) on B ∈ B (R) .












Demostració. Veure [6], pàgina 41, Proposició 6.9 




X(w)µ(dw) on B ∈ B (R) .
Aleshores, ν ∈M (Ω,F) i escriurem ν(dw) = X(w)µ(dw) ja que si Y ∈ L0 (Ω,F) es té:∫
Ω










Demostració. Veure [6], pàgina 41, Secció 6.3.2. 
Proposició 3.4. Desigualtat de Txebixev. Siguin:
• X ∈ L0 (Ω,F), X ≥ 0,
• f : [0,+∞)→ [0,+∞) creixent,
• a ≥ 0 tal que f(a) > 0 i E (f(X)) < +∞.
Aleshores:




Demostració. Veure [3], pàgina 108, Teorema 5.11. 
Teorema 3.5. Teorema de convergència monòtona. Siguin {Xn}∞n=1 ⊆ L0 (Ω,F) i
X ∈ L0 (Ω,F) tals que:
• X1 ≥ 0 q.s,
• Xn ≤ Xn+1 q.s,
• X = lim
n→∞
Xn q.s
Aleshores E (X) = lim
n→∞
E (Xn).
Demostració. Veure [1], pàgina 8, Teorema 1.1.2. 
Teorema 3.6. Teorema de convergència dominada. Siguin {Xn}∞n=1 ⊆ L0 (Ω,F) ,
X ∈ L0 (Ω,F) i Y ∈ L1 (Ω,F ,P) tals que
• X = lim
n→∞
Xn q.s
• |Xn| ≤ Y q.s
Aleshores X ∈ L1 (Ω,F ,P) i E (X) = lim
n→∞
E (Xn).
Demostració. Veure [1], pàgina 8, Teorema 1.1.14. 
Proposició 3.7. Continüıtat i derivació sota el signe d’integral. Sigui I ⊆ R
interval obert i:
• f : Ω× I → R tal que f(·, t) ∈ L1 (Ω,F , µ) per tot t ∈ I
• g ∈ L1 (Ω,F , µ), g ≥ 0.






1. Si f(x, ·) és cont́ınua en t0 ∈ I i |f(x, t)| ≤ g(x) ∀x ∈ Ω, ∀t ∈ I, aleshores φ és
cont́ınua en t0.
2. Si ∀x ∈ Ω, f(x, ·) és derivable en I i
∣∣∣∂f(x,t)∂t ∣∣∣ ≤ g(x) ∀x ∈ Ω, ∀t ∈ I. Aleshores φ









Demostració. Veure [3], pàgines 140-141, Teoremes 6.27 i 6.28. 
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Proposició 3.8. Desigualtat de Holder. Siguin X,Y ∈ L0 (Ω,F), X,Y ≥ 0 q.s,
µ ∈M (Ω,F) i siguin p i q tals que 1 ≤ p ≤ ∞ i 1p +
1














Demostració. Veure [3], pàgina 150, Teorema 7.16. 
Proposició 3.9. Desigualtat de Holder discreta. Siguin a1, ..., an ∈ R i p i q tals
que 1 < p i 1p +
1










Demostració. Aplicació de la Desigualtat de Holder amb la mesura de comptar. 
Teorema 3.10. Teorema de Fubini. Siguin (Ωi,Fi, µi) espais de mesura σ-finits per
i = 1, 2. Sigui f ∈ L0 (Ω1 × Ω2,F1 ⊗F2) amb f ≥ 0 o f ∈ L1 (Ω1 × Ω2,F1 ⊗F2, µ1 ⊗ µ2).
Aleshores: ∫
Ω1×Ω2













f (ω1, ω2)µ1 (dω1)
)
µ2 (dω2) .
Demostració. Veure [3], pàgina 276, Teorema 14.16. 
3.1.2 Funció caracteŕıstica
Definició 3.11. Sigui ψ : R→ C una funció. Aleshores:
1. ψ és hermı́tica si per tot t ∈ R, ψ(t) = ψ(−t).






zizjψ(ti − tj) ≥ 0 .
3. ψ és condicionalment definida positiva si per tot n ≥ 1, per tot t1, ..., tn ∈ R i per
tot z1, ..., zn ∈ C complint
∑n





zizjψ(ti − tj) ≥ 0 .
Definició 3.12. Funció caracteŕıstica. Sigui P ∈ M1 (R) es defineix la seva funció






Si X ∈ L0 (Ω,F) es defineix la funció caracteŕıstica de X com:











on t = (t1, ..., tn) ∈ Rn i 〈t,X〉 =
∑n
j=1 tjXj.
Proposició 3.13. Propietats de la funció caracteŕıstica. Siguin P,Q ∈ M1 (R) i
siguin X1, ..., Xn ∈ L0 (Ω,F) aleshores:
1. ϕP (0) = 1.
2. |ϕP (t)| ≤ 1 ∀t ∈ R.
3. ϕP és hermı́tica.
4. ϕP és uniformement cont́ınua a R.
5. X1, ..., Xn independents ⇒ ϕX1+...+Xn =
∏n
j=1 ϕXj .
6. Si X = (X1, ..., Xn). Aleshores:
X1, ..., Xn independents ⇔ ϕX(t1, ..., tn) =
n∏
j=1
ϕXj (tj) per tot t = (t1, ..., tn) ∈ Rn.
7. ϕP = ϕQ ⇔ P = Q.
8. ϕP és definida positiva.
9. |ϕP (t)− ϕP (s)|2 ≤ 2 [1− Re (ϕP (t− s))] ∀s, t ∈ R.
Demostració. Veure [6], pàgines 110-113, Secció 12.1 propietats (1),(2),(3),(6),(8) i (9).
Veure [1], pàgina 17, Lema 1.1.11 (1). Veure [3], pàgina 307, Lema 15.19. 
Teorema 3.14. Teorema de Bochner . Sigui ϕ : R→ C que satisfà:
1. ϕ és definida positiva.
2. ϕ(0) = 1.
3. ϕ és cont́ınua a l’origen.
Aleshores existeix P ∈M1 (R) tal que ϕP = ϕ.
Demostració. Veure [1], pàgina 17, Teorema 1.1.12. 
Teorema 3.15. Correspondència de Schoenberg . Una funció ψ : R → C és
hermı́tica i condicionalment definida positiva si i només si etψ és definida positiva per
tot t > 0.
Demostració. Veure [1], pàgina 17, Teorema 1.1.13. 
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m P (dx) < +∞. Aleshores ϕP és m cops derivable i en conseqüència:∫
R
xkP (dx) = i−kϕ(k)(0) per 1 ≤ k ≤ m .
Demostració. Veure [6], pàgina 114, Teorema 12.2. 
3.1.3 Convergència de probabilitats i de variables aleatòries







FPn(x) = FP (x) per tot punt x punt de continüıtat de FP .
Direm que les mesures de probabilitat Pn convergeixen feblement cap a P .
Proposició 3.18. Siguin {Pn}∞n=1 ⊆M1 (R), P ∈M1 (R), són equivalents:
1. lim
n→∞
FPn(x) = FP (x) ∀x ∈ R punt de continüıtat de FP .






Demostració. Veure [6], pàgina 100, Definició 11.1 i Teorema 11.2. 
Teorema 3.19. Teorema de continüıtat de Lévy. Siguin {Pn}∞n=1 ⊆ M1 (R),




P ⇒ ϕPn convergeix uniformement en compactes a ϕP , això és, per tot





|ϕPn(t)− ϕP (t)| = 0 .
2. Si existeix ϕ tal que lim
n→∞
ϕPn(t) = ϕ(t) ∀t ∈ R i ϕ és cont́ınua en el 0. Aleshores




Demostració. Veure [3], pàgina 309, Teorema 15.23. 
Definició 3.20. Convergència de variables aleatòries. Siguin {Xn}∞n=1 ⊆ L0 (Ω,F)i






def⇐⇒ ∃N ∈ F tal que P(N) = 0 i lim
n→∞
Xn(ω) = X(ω) ∀ω ∈ Ω \N .





def⇐⇒ ∀ε > 0 lim
n→∞
P (|Xn −X| > ε) = 0 .
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• Convergència en mitjana d’ordre p, p ≥ 1. Suposem que {Xn}∞n=1 ⊆ Lp (Ω,F ,P) i







E (|Xn −X|p) = 0 .






Demostració. Veure [1], pàgina 9. 
Proposició 3.22. Relació entre els diferents tipus de convergència.
Siguin {Xn}∞n=1 , {Yn}
∞
n=1 ⊆ L0 (Ω,F), X,Y ∈ L0 (Ω,F) i a, b ∈ R. Aleshores:







X per p ≥ q ≥ 1 .








































⇒ aXn + bYn P−−−→n→∞ aX + bY .






3.1.4 Preliminars d’anàlisi complexa










Demostració. Veure [2], pàgina 40, Lema 8.6. 
Proposició 3.24. Sigui ϕ : R → C funció cont́ınua tal que ϕ(0) = 1 i ϕ(t) 6= 0 per tot
t ∈ R. Aleshores:
1. Existeix una única funció cont́ınua f : R→ C tal que f(0) = 0 i ef(t) = ϕ(t).
2. Per tot n ≥ 1, existeix una única funció cont́ınua gn : R → C tal que gn(0) = 1 i
gn(t)
n = ϕ(t).
A més per tot n ≥ 1, es té gn(t) = ef(t)/n. Escriurem log(ϕ(t)) := f(t) i ϕ(t)1/n := gn(t).
Demostració. Veure [2], pàgina 33, Lema 7.6. 
Proposició 3.25. Siguin ϕ,ϕn : R → C funcions cont́ınues per n ≥ 1 tals que ϕ(0) =
ϕn(0) = 1 i ϕ(t) 6= 0 i ϕn(t) 6= 0 per tot t ∈ R. Aleshores:
ϕn convergeix uniformement en compactes a ϕ
⇒ log(ϕn) convergeix uniformement en compactes a log(ϕ) .
Demostració. Veure [2], pàgina 34, Lema 7.7 
Proposició 3.26. Sigui I ⊆ R interval compacte, fn : I → C funcions Riemann-
integrables que convergeixen uniformement a f : I → C. Aleshores:
1. f és Riemann-integrable.
2.
∫






3.2 Demostracions Caṕıtol 1
Recordem que per t ∈ R i P ∈M1 (R) infinitament divisible hem definit:
• h : R→ R com h(x) = 1− sin(x)x si x 6= 0 i h(0) = 0.
• gt : R→ C com gt(x) = eitx − 1− itx11{|x|≤1}
• ft : R→ C com ft(x) = gt(x)h(x) si x 6= 0 i ft(0) = −3t
2
• φP (t) := log (ϕP (t))




1. h(x) ≥ 0 ∀x ∈ R i h(x) = 0⇔ x = 0.
2. h és cont́ınua i acotada. Per tant, és integrable respecte una mesura finita.
3. gt és integrable respecte una mesura de Lévy.
4. Sigui P ∈M1 (R) i k > 0. Definim Q(dx) := kh(x)11{x 6=0}P (dx).
Aleshores Q ∈M (R) i és mesura de Lévy.
5. ft és cont́ınua i acotada. Per tant, és integrable respecte una mesura finita.
Demostració.
(1) Veiem que si x 6= 0, aleshores h(x) > 0:




sin(x) ≤ x per x ≥ 0
sin(x) ≥ x per x ≤ 0
on la condició de la dreta es pot comprovar que és certa. Per tant, h(x) ≥ 0 per tot x ∈ R.
A més si x 6= 0, es té:
h(x) = 0⇔ x = sin(x)⇔ x = 0 .
Per tant, h(x) = 0⇔ x = 0 com voĺıem veure.
(2) L’únic problema de continüıtat pot ser en x = 0. Però:
lim
x→0




= 1− 1 = 0 = h(0) .
Per tant, h és cont́ınua. A més h(x) ≤ 2 per tot x ∈ R ja que:






sin(x) ≥ −x per x ≥ 0
sin(x) ≤ −x per x ≤ 0
on la condició de la dreta es pot comprovar que es compleix.
(3) Argument similar al de l’Observació 1.25.
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(4) Que Q ∈ M (R) és conseqüència de que h ≥ 0 i de la Proposició 3.3. Per veure que
















Es pot comprovar que lim
x→0
x2




h(x) si x ≥ 0
6 si x = 0
obtenim una funció cont́ınua ja que h només s’anul·la en l’origen. En conseqüència h̃ està







h̃(x)P (dx) <∞ .




P (dx) ≤ 7
∫
R\[−1,1]
P (dx) ≤ 7
∫
R
P (dx) = 7 <∞ .
Per tant, Q és mesura de Lévy.
(5) L’únic problema de continüıtat pot ser en x = 0 però es pot comprovar que
lim
x→0
ft(x) = −3t2 ,
i per tant, ft és cont́ınua. Per veure que és acotada distingim dos casos:
• Si x ∈ [−1, 1] aleshores |ft| és una funció cont́ınua que en un compacte està acotada.
• Si x ∈ R \ [−1, 1] aleshores |ft| =
∣∣∣ eitx−1h(x) ∣∣∣ ≤ 27 i, per tant, també està acotada. 
58
3.3 Demostracions Caṕıtol 2
3.3.1 Processos de Lévy
Lema 3.28. Siguin X,Y ∈ L0 (Ω,F) i c > 0. Aleshores:











Demostració. La desigualtat es dedueix de la inclusió següent:
{ω ∈ Ω : |X(ω) + Y (ω)| > c} ⊆
{









La qual és certa ja que si ω ∈ Ω és tal que |X(ω) + Y (ω)| > c, necessàriament ha de ser
|X(ω)| > c2 o |Y (ω)| >
c
2 ja que en cas contrari seria |X(ω)| ≤
c
2 i |Y (ω)| ≤
c
2 i llavors
|X(ω) + Y (ω)| ≤ |X(ω)|+ |Y (ω)| ≤ c2 +
c
2 = c que seria contradicció. 
Teorema 3.29. Sigui X = {X(t), t ≥ 0} un procés estocàstic, {Xn}∞n=1 una successió de
processos de Lévy tals que per cada t ≥ 0 Xn(t)
P−−−→
n→∞





P (|Xn(t)−X(t)| > ε) = 0 .
Aleshores, X és un procés de Lévy.
Demostració. Veiem les 4 propietats per ser procés de Lévy. Volem veure que X(0) = 0
q.s. És a dir que:
P (M) = 0 on M := {ω ∈ Ω : X(0)(ω) 6= 0} ∈ F .










⇒ ∃N ∈ F tal que P(N) = 0 i lim
n→∞
Xnk(0)(ω) = X(0)(ω) ∀ω ∈ Ω \N .
Com que per tot n ≥ 1, Xn és procés de Lévy es té:














Per tant, M ⊆ N ∪
⋃∞
k=1Mnk i finalment:
P(M) ≤ P(N) +
∞∑
k=1
P (Mnk) = 0 +
∞∑
k=1
0 = 0 .
Aix́ı doncs X(0) = 0 q.s com voĺıem veure.
Sigui m ≥ 1 i 0 ≤ t1 < t2 < ... < tm, volem veure que les variables X(tj) −X(tj−1) són
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independents per j = 2, ...,m. Notem que per la Proposició 3.22(6) per tot a1, ..., am ∈ R
es té:
a1Xn(t1) + ...+ amXn(tm)
P−−−→
n→∞
a1X(t1) + ...+ amX(tm) (3.1)
Aleshores usant el Teorema de continüıtat de Lévy, que Xn és procés de Lévy i (3.1):
ϕ(X(t2)−X(t1),...,X(tm)−X(tm−1))(u2, ..., um) =
= E (exp [i [u2 (X(t2)−X(t1)) + ...+ um (X(tm)−X(tm−1))]])
= lim
n→∞
E (exp [i [u2 (Xn(t2)−Xn(t1)) + ...+ um (Xn(tm)−Xn(tm−1))]])
= lim
n→∞
ϕ(Xn(t2)−Xn(t1),...,Xn(tm)−Xn(tm−1))(u2, ..., um) =
lim
n→∞
ϕXn(t2)−Xn(t1)(u2) · .... · ϕXn(tm)−Xn(tm−1)(um)
= ϕX(t2)−X(t1)(u2) · ... · ϕX(tm)−X(tm−1)(um) .
Per tant, les variables X(t2) −X(t1), ..., X(tm) −X(tm−1) són independents per la Pro-
posició 3.13(6).




ϕXn(t2−t1) = ϕX(t2−t1) .
Llavors PX(t2)−X(t1) = PX(t2−t1)−X(0) i, per tant, X té increments estacionaris.
Queda per veure que X és continu en probabilitat. Sigui ε > 0, t ≥ 0, n ≥ 1. Aleshores
usant la desigualtat del Lema 3.28 per a X(t)−Xn(t) i per a Xn(t) :































































I usant la hipòtesis del teorema tenim:
lim sup
t→0+

















0 ≤ lim inf
t→0+
P (|X(t)| > ε) ≤ lim sup
t→0+
P (|X(t)| > ε) = 0⇒ lim
t→0+
P (|X(t)| > ε) = 0 .
Per tant, per la Proposició 2.12 X és un procés de Lévy com voĺıem veure. 
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Proposició 3.30. Sigui X = {X(t), t ≥ 0} un procés de Lévy i Y una modificació de X.
Aleshores Y és un procés de Lévy amb la mateixa terna caracteŕıstica que X.
Demostració. Veiem les 4 propietats per ser procés de Lévy. Volem veure que Y (0) = 0
q.s. Notem que:
{Y (0) 6= 0} = ({X(0) = Y (0)} ∩ {Y (0) 6= 0}) ∪ ({X(0) 6= Y (0)} ∩ {Y (0) 6= 0}) .
Llavors usant que X és un procés de Lévy i Y una modificació de X:
P ({Y (0) 6= 0}) ≤ P ({X(0) 6= 0}) + P ({X(0) 6= Y (0)}) = 0 + 0 = 0 .
Per tant, Y (0) = 0 q.s com voĺıem veure.
Definim els següents esdeveniments per n ≥ 1 i s1, ..., sn ≥ 0:
N (s1, ..., sn) :=
n⋂
j=1
{ω ∈ Ω : X(sj)(ω) = Y (sj)(ω)} .
Per ser Y modificació de X es té que P (N (s1, ..., sn)) = 1.













X(tj)−X(tj−1) ∈ Bj ,N (t1, ..., tn)
 = n∏
j=2




P (Y (tj)− Y (tj−1) ∈ Bj ,N (t1, ..., tn)) =
n∏
j=2
P (Y (tj)− Y (tj−1) ∈ Bj)
Per tant, obtenim que Y té increments independents.
Siguin 0 ≤ t1 < t2 i B ∈ B (R), aleshores:
P (Y (t2)− Y (t1) ∈ B) = P (Y (t2)− Y (t1) ∈ B,N (t1, t2))
= P (X(t2)−X(t1) ∈ B,N (t1, t2)) = P (X(t2 − t1) ∈ B,N (t1, t2))
= P (Y (t2 − t1) ∈ B,N (t1, t2)) = P (Y (t2 − t1) ∈ B) .
Per tant, Y té increments estacionaris.
Queda per veure que Y és continu en probabilitat. Sigui ε > 0, t ≥ 0, aleshores:
P (|Y (t)| > ε) = P (|Y (t)| > ε,N (t)) = P (|X(t)| > ε,N (t)) = P (|X(t)| > ε) .
Llavors usant que X és procés de Lévy i la Proposició 2.12:
0 ≤ lim inf
t→0+
P (|Y (t)| > ε) ≤ lim sup
t→0+
P (|Y (t)| > ε) = lim sup
t→0+




P (|Y (t)| > ε) = lim sup
t→0+
P (|Y (t)| > ε) = lim
t→0+
P (|Y (t)| > ε) = 0 .
Aix́ı doncs, per la Proposició 2.12 Y és un procés de Lévy i té les mateixa terna carac-
teŕıstica que X ja que:
PY (1) = PY (1)−Y (0) = PX(1)−X(0) = PX(1) .

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3.3.2 Exemples de processos de Lévy
Proposició 3.31. Sigui N = {N(t), t ≥ 0} un procés de Lévy tal que N(t) ∈ N i tal que
{∆N(t), t ≥ 0} pren valors en {0, 1}. Aleshores N és un procés de Poisson.
Demostració. Definim la següent successió d’instants d’aturada {Tn}∞n=0 :
T0 = 0 , Tn := inf {t > Tn−1 : N(t)−N(Tn−1) 6= 0} n > 1 .
Aleshores per n ≥ 1, escrivint Tn = inf {t > 0 : N(t+ Tn−1)−N(Tn−1) 6= 0} + Tn−1 es
té:
Tn − Tn−1 = inf {t > 0 : N(t+ Tn−1)−N(Tn−1) 6= 0} = inf
{
t > 0 : NTn−1(t) 6= 0
}
.
Per la Propietat forta de Markov (Teorema 2.23) es té que PNTn−1 (t) = PN(t), per tant,
les variables {Tj − Tj−1}∞j=1 són idènticament distribuides. També per la Propietat forta
de Markov, sabem que
NTn−1 és independent de FTn−1 ⇒ Tn − Tn−1 és independent de FTn−1 .















Tjn − Tjn−1 ∈ Bn
)
,
on hem usat que:
• Tjn − Tjn−1 és independent de FTjn−1 .
• Per i = 1, ..., n−1, Tji−Tji−1 és FTjn−1-mesurable ja que FTji ⊆ FTjn−1 i Tji−Tji−1
és FTji -mesurable.
Repetint l’argument obtenim que les variables {Tj − Tj−1}∞j=1 són independents.
Per a tot s, t ≥ 0 es té:
{T1 > s+ t} ∩ Ω0 = {N(s) = 0, N(t+ s) = 0} ∩ Ω0 . (3.2)
La inclusió (⊆) és clara. La inclusió (⊇) a priori només implicaria que T1 ≥ s+ t. Però el
cas T1 = s+t el podem descartar ja que voldria dir que N(u) = 1 per u ∈ (t+ s, t+ s+ δ)
per un cert δ > 0. Però això contradiu el fet de que N és cont́ınua per la dreta en s + t
en Ω0. Aix́ı doncs:
P (T1 > s+ t) = P (N(s) = 0, N(t+ s)−N(s) = 0)
= P (N(s) = 0)P (N(t+ s)−N(s) = 0) = P (N(s) = 0)P (N(t) = 0)
= P (T1 > s)P (T1 > t) .
Hem usat que N té increments independents i estacionaris i la igualtat (3.2) per s = 0 i
t = 0.
Definim la funció σ : [0,+∞)→ [0, 1] com σ(t) := P (T1 > t). Notem que
• σ és decreixent: 0 ≤ s ≤ t⇒ P (T1 > t) ≤ P (T1 > s).
• σ(0) = P(T1 > 0) = 1, ja que en Ω0, T1 > 0 ja que si fos T1 = 0 contradiria el fet de
ser N cont́ınua per la dreta en t = 0.
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P(T1 > t) = lim
t→0+
P(N(t) = 0) = 1 .
Aleshores existeix λ > 0 tal que σ(t) = P(T1 > t) = e−λt (veure [5] pàgines 4-6). Per
tant, PT1 = Exp(λ) i per a tot t ≥ 0:
P (N(t) = 0) = P (T1 > t) = e−λt .
Per veure que N és un procés de Poisson volem demostrar que per tot n ≥ 0 es té




Ho fem per inducció, per n = 0, ja ho hem vist. Suposem cert per n i veiem que ho és
per n+ 1:
P (N(t) = n+ 1) = P (Tn+2 > t, Tn+1 ≤ t)
= P (Tn+2 > t) + P (Tn+1 ≤ t)− P (Tn+2 > t o Tn+1 ≤ t) .
Per calcular P (Tn+2 > t o Tn+1 ≤ t) notem que si Tn+2 ≤ t aleshores Tn+1 ≤ t ja que
Tn+1 ≤ Tn+2. Aix́ı doncs:
P (N(t) = n+ 1) = P (Tn+2 > t) + 1− P (Tn+1 > t)− P (Tn+2 > t o Tn+1 ≤ t)
= P (Tn+2 > t) + 1− P (Tn+1 > t)− 1 = P (Tn+2 > t)− P (Tn+1 > t) .
Usant que Tn+1 = T1 +(T2 − T1)+ ...+(Tn+1 − Tn) obtenim que Tn+1 és la suma de n+1
variables aleatòries independents indènticament distribuides amb llei Exp(λ), per tant,
PTn+1 = Gamma(n+ 1, λ). Aleshores:

























Fent integració per parts amb u = λs
n+1
n+1 − s
n i v = −e
−λs
λ obtenim:
P (N(t) = n+ 1) =
λn+1
n!


















Usant la hipòtesi d’inducció P (N(t) = n) = e−λt (λt)
n
n! i l’equació de (3.3) pel cas n obtenim


























Substitüınt en (3.4), obtenim:

























Per tant, N és un procés de Poisson. 
63
Proposició 3.32. Sigui X ∈ L0 (Ω,F) amb llei PX = µ, λ > 0 i Y = {Y (t), t ≥ 0}
procés de Poisson compost de paràmetre λ > 0 i llei µ. Aleshores:
1. Y és procés de Lévy.
2. PY (t) = Poisson(λt, µ).
Demostració.
(1) Clarament Y (0) = 0 q.s. Siguin primer 0 ≤ s < t i B ∈ B (R) aleshores:


















P (N(t)−N(s) = k)
] ∞∑
l=0










P (N(t− s) = k) . (3.5)



























































P (N(tj)−N(tj−1) = kj) = n∏
j=2
P (Y (tj)− Y (tj−1) ∈ Bj) ,
on hem usat l’equació de (3.5) en la última igualtat. Per tant, Y té increments indepen-
dents. Siguin 0 ≤ s < t i B ∈ B (R), aleshores:









P (N(t− s) ∈ B) = P (Y (t)− Y (s) ∈ B) ,
on hem tornat a usar l’equació de (3.5). Per tant, Y té increments estacionaris. Finalment
sigui ε > 0, aleshores:
































1 · 0 = 0 .
Per tant:
0 ≤ lim inf
t→0+
P (|Y (t)| > ε) ≤ lim sup
t→0+
P (|Y (t)| > ε) = 0⇒ lim
t→0+
P (|Y (t)| > ε) = 0 .
Per tant, per la Proposició 2.12 Y és un procés de Lévy.
(2) Usem que PN(t) = Poisson(λt). 
3.3.3 Processos de Lévy amb salts acotats
Teorema 3.33. Sigui X = {X(t), t ≥ 0} procés de Lévy amb salts acotats, aleshores es
té E (|X(t)|p) <∞ per tot p ≥ 1.
Demostració. Sigui C > 0 tal que sup
0≤t<∞
|∆X(t)| < C. Definim la successió d’instants
d’aturada {Tn}∞n=1 de la següent manera:
T1 := inf {t ≥ 0 : |X(t)| > C} , Tn := inf {t ≥ Tn−1 : |X(t)−X(Tn−1)| > C} n > 1 .
Escrivint per n ≥ 1, Tn = inf {t ≥ 0 : |X(t+ Tn−1)−X(Tn−1)}+ Tn−1 es té:
Tn+1 − Tn = inf {t ≥ 0 : |X(t+ Tn)−X(Tn)| > C} = inf {t ≥ 0 : |XTn(t)| > C} .
Suposem primer que T1 <∞ q.s. L’objectiu es veure que per tot n ≥ 1 es té
sup
0≤s<∞
|X(s ∧ Tn)| ≤ 2nC . (3.6)
Veiem-ho per inducció. Per n = 1.
sup
0≤s<∞
|X(s ∧ T1)| = |X(T1)| ∨ sup
0≤s<T1
|X(s)| .
Usant que |X(T1−)| ≤ C ja que en cas contrari exisitiria s > 0 satisfent |X(T1 − s)| > C,
obtenim:
|X(T1)| = |∆X(T1)−X(T1−)| ≤ |∆X(T1)|+ |X(T1−)| ≤ C + C = 2C .
|X(s)| ≤ C ≤ 2C per ser 0 ≤ s < T1 .
Suposem ara cert per n i veiem-ho per n+ 1.
sup
0≤s<∞
|X(s ∧ Tn+1)| = sup
0≤s<Tn
|X(s ∧ Tn+1)| ∨ sup
Tn≤s≤Tn+1
|X(s)| .
Per hipòtesi d’inducció tenim sup
0≤s<Tn
|X(s ∧ Tn+1)| = sup
0≤s<Tn





|X(s)−X(Tn)|+ |X(Tn)| ≤ |X(Tn+1)−X(Tn)|+ 2nC
≤ |X(Tn+1)−X(Tn+1−)|+ |X(Tn+1−)−X(Tn)|+ 2nC ≤ C + C + 2nC = 2(n+ 1)C .
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Hem usat que X té salts acotats i la definició dels Tn. Demostrem ara que:
∃ 0 < a < 1 tal que per tot n ≥ 1 es té E(e−Tn) = an .
Usant la Propietat forta de Markov, per n ≥ 1, les variables Tn+1 − Tn són independents
de FTn ja que XTn(t) és independent de FTn . A més com que PXTn (t) = PX(t) , es té
PTn+1−Tn = PT1 . Demostrem primer per inducció que per tot n ≥ 1 es té:
E
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Suposem cert per n i veiem-ho per n+ 1. Usem la hipòtesi d’inducció i que:
• FTj ⊆ FTn+1 per j = 1, ...n + 1 ja que Tj ≤ Tn+1 ⇒T1, T2 − T1, ..., Tn+1 − Tn són
FTn+1-mesurables.
• Tn+2 − Tn+1 és independent de FTn+1 .
E
(























Finalment com que T1 > 0 amb probabilitat 1, ja que si fos 0 contradiria el fet de ser














= 0⇒ 1− e−T1 = 0 q.s ⇒ T1 = 0 q.s ,
fet que seria contradicció. Per tant:
E(e−Tn) = E
(









Per (2.5) es té que
{t ≤ Tn} ⊆ {|X(t)| ≤ 2nC} ⇒ {2nC < |X(t)|} ⊆ {t > Tn} .
Llavors usant la desigualtat de Txebivex amb la funció identitat:




















2p(r + 1)pCpP (2rC < |X(t)| ≤ 2(r + 1)C) = 2pCpet
∞∑
r=n
(r + 1)par <∞ .
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Hem usat que P (2rC < |X(t)| ≤ 2(r + 1)C) ≤ P (2rC < |X(t)|) ≤ etar i el criteri del
quocient per veure que la sèrie és convergent:
lim
r→∞
∣∣∣∣(r + 2)p ar+1(r + 1)p ar









≤ 2pnpCp · 1 +
∫
|x|>2nC
|x|p PX(t)(dx) <∞ .
En cas de que no es compleixi T1 <∞ q.s tindrem:
E (|X(t)|p 11T1=∞) ≤ CpP (T1 =∞) ≤ Cp ∀t ≥ 0 .
E (|X(t)|p) = E (|X(t)|p 11T1<∞) + E (|X(t)|
p 11T1=∞) <∞ .

3.3.4 Descomposició de Lévy-Itô
Teorema 3.34. Sigui X = {X(t), t ≥ 0} un procés de Lévy. Aleshores Wc té trajectòries
cont́ınues.
Demostració. Volem veure que:
P (N) = 0 on N := {ω ∈ Ω : Wc(·)(ω) no és cont́ınua } .
Suposem que P(N) > 0 i arribarem a una contradicció. Aleshores:
∃ c > b > 0 i un instant d’aturada T tal que P (|∆Wc(T )| ∈ (b, c)) > 0 .





la integral de Poisson compensada pel procés de Lévy Wc i An els conjunts definits en la









= 0 . (3.7)
Podem aplicar la Proposició 2.53 ja que:
• En el Teorema 2.55(3) hem vist que Ŵ − ŶId,An ∈ M, és a dir, és martingala i de
quadrat integrable. I també hem vist que Ŵ (t) − ŶId,An(t) = Wεn+1(t) + tK i, en
conseqüència, és procés de Lévy. És clar que és centrat.































∣∣∣∆Ŷ WcId,B(s)∣∣∣ < c ·NWc(t, B) .














εn+1 · c ·NWc(t, B)
)
= 0 .






























Podem aplicar el Teorema de convergència dominada ja que aplicant la desigualtat de
Holder, el Teorema 2.50(2) i la Proposició 2.52(5):
E
(∣∣∣(Wεn+1(t) + tK) Ŷ WcId,B(t)∣∣∣) ≤ E((Wεn+1(t) + tK)2)1/2 E((Ŷ WcId,B(t))2)1/2 <∞ .
































> 0 . (3.9)
Abans veiem que existeix t0 ≥ 0 tal que P (T ≤ t0) > 0. En cas contrari si:














P (T ≤ n) = 1⇒ P (T =∞) = 1⇒ P (N) = 0 .
Podem aplicar la Proposició 2.53 ja que Wc ∈ M i és procés de Lévy centrat. Aleshores



















 > 0 .
ja que la suma contindrà almenys el terme ∆Wc (T (ω))
2 > b2 > 0 i hem suposat que
aquest salt succeeix amb probabilitat estrictament positiva. Aix́ı doncs, ajuntant els
















Obtenim aix́ı una contradicció i per tant, el procés Wc té trajectòries cont́ınues com voĺıem
veure. 
Lema 3.35. Sigui X = {X(t), t ≥ 0} un procés de Lévy i siguin 0 ≤ s < t. Aleshores

























= c(t− s) + d(t− s)2 .
Demostració. Pel Teorema 3.34 Wc és un procés de Lévy amb trajectòries continues, ales-
hores pel Teorema 3.33 tots els moments de Wc existeixen. Per tant, com que ϕWc(t)(u) =
etη(u), per la Proposició 3.16 es té η ∈ C∞(R) i a més E (Wc(t)m) = i−mϕ(m)Wc(t)(0). Com






E (Wc(t)) = 0⇒ ϕ
′
Wc(t)
(0) = 0⇒ etη(0)tη′(0) = 0⇒ et·0tη′(0) = 0⇒ η′(0) = 0 .




















































, obtenim les tres primeres
igualtats.
Notem que a, c, d ≥ 0 per ser Wc(t)2 ≥ 0 i Wc(t)4 ≥ 0.



















= c(t− s) + d(t− s)2 .

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Teorema 3.36. Sigui X = {X(t), t ≥ 0} un procés de Lévy. Aleshores:
1. O bé Wc(t) = 0 q.s per tot t ≥ 0.
2. O bé Wc és un moviment Brownià amb variància a
1/2.
Demostració.





= at i que a ≥ 0. Si a = 0 és clar que estem en
el cas (1).
(2) Suposem ara que a > 0. Volem aplicar la Proposició 2.29. Notem que ja hem vist
que Wc és procés de Lévy adaptat centrat i és martingala en el Teorema 2.55(3) i que té
trajectòries cont́ınues en el Teorema 3.34. Llavors si 0 ≤ s < t:
E (Wc(t)Wc(s)) = E ([Wc(t)−Wc(s) +Wc(s)]Wc(s))




























Sigui P := {0 = t0 < t1 < ... < tn = t} partició de [0, t] i δ la seva norma. Només per
aquesta demostració escriurem ∆Wc(tj) := Wc(tj+1)−Wc(tj) per 0 ≤ j ≤ n−1. Aleshores:














Llavors, aplicant el Lema 3.23 obtenim que existeix θj ∈ C, |θ| ≤ 1 tal que:
































Usant que Wc té increments independents i és centrat i el Lema 3.35 obtenim:


































ϕWc(tj)(u) (tj+1 − tj) .
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Per estudiar I3(t) definim per cada α > 0 l’esdeveniment Bα ∈ F com:
Bα :=
{













Aplicant la desigualtat de Holder i la desigualtat de Holder discreta (Proposició 3.9) per
p = 43 i q = 4 i el Lema 3.35:


























































1/4 n1/4 (ct+ dδt)3/4 .
Per l’altra banda, usant el Lema 3.35:









































δn = 0, on δn és la norma de la partició Pn i Pn ⊆ Pn+1. Per cada n ≥ 1,
escribim I
(n)
k (t) per k = 1, 2, 3 i B
(n)
α . Usant que:



















Pn ⊆ Pn+1 ⇒ B(n)α ⊆ B(n+1)α ⇒ B(n+1)α c ⊆ B(n)α c .
Dedüım que donat α > 0:






Com que també δn tendeix a 0, es té:
lim sup
n→∞
∣∣∣E(I(n)3 (t))∣∣∣ ≤ lim sup
n→∞





















Com que l’argument és cert per tot α > 0 es té:
lim sup
n→∞
∣∣∣E(I(n)3 (t))∣∣∣ = 0⇒ limn→∞ ∣∣∣E(I(n)3 (t))∣∣∣ = 0⇒ limn→∞E(I(n)3 (t)) = 0 .



























































































Substitüınt que ϕWc(t)(u) = e
tη(u), obtenim que si η(u) 6= 0 per tot t ≥ 0 :











Escollint t ≥ 0 tal que tη(u) 6= 2kπi amb k ∈ Z, obtenim que etη(u) − 1 6= 0 i, per tant,










Si η(u) = 0, aleshores l’equació (3.11) queda per tot t ≥ 0 :





es·0ds⇔ 0 = −au
2
2
t⇒ u = 0 .
Per tant, en qualsevol cas η(u) = −au
2
2 i ϕWc(t)(u) = e
−tau2/2 com voĺıem veure. És a dir,
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