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Das Onlinebanking ist fu¨r die Banken eine wichtige Komponente zur Abwicklung ihrer
Gescha¨ftsprozesse. Die Entwicklung einer Software zur Umsetzung des Onlinebankings
ist sehr komplex und stellt hohe Anforderungen an die Entwickler der Software. Im Rah-
men der Projektgruppe PG555 ist ein Bankensystem mit Online-Funktionalita¨t von den
Projektteilnehmern zu entwerfen. Das vorliegende Dokument beinhaltet den Endbericht
des Projekts zur Entwicklung des Bankensystems.
0.1. Problembeschreibung
Die Aufgabe der Projektgruppe PG555 ist die Konzeption und Entwicklung eines siche-
ren Cloud-basierten Internetbanking-Systems mit anschließender Sicherheitsanalyse auf
Basis von Business Process Mining. Die Durchfu¨hrung des Projekts la¨sst sich in zwei
zeitliche Phasen unterteilen.
In der ersten Phase ist im Rahmen der Konzeption eine Spezifikation der Funktionen des
Bankensystems zu entwerfen, die im Pflichtenheft [32] definiert ist und die Umsetzung
der Anforderungen an das System widerspiegelt. Die Anforderungen sind in dem von
dem Kunden der Projektgruppe verfassten Lastenheft [36] beschrieben. Neben der Spe-
zifikation der reinen Funktionalita¨t beinhaltet die Konzeption die Beru¨cksichtigung von
Themen, die im Kontext der Entwicklung eines Cloud-basierten Bankensystems relevant
sind. Relevante Themen sind unter anderem die Compliance-Anforderungen der Bank,
die Auswahl einer geeigneten Cloud-Umgebung und die Planung der IT-Sicherheit fu¨r
das System.
Die zweite Phase hat das Ziel das Bankensystem zu entwickeln. Dazu sind die in der
Spezifikation definierten Funktionen als Web-Applikation zu entwerfen und zu testen.
Wichtige Aufgaben sind hierbei die Integration eines geeigneten Datenbanksystems zur
Speicherung von Daten, die Implementierung der Gescha¨ftsprozessverwaltung und der
Systemschnittstellen, sowie die Erstellung von Webseiten fu¨r die Benutzeroberfla¨che. Das
Testen der Funktionen dient der Qualita¨tssicherung.
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0.2. Aufbau des Dokuments
Der Endbericht besteht aus drei Teilen. Im ersten Teil ist die technische Dokumentati-
on des Bankensystems und die Umsetzung der Compliance-Anforderungen beschrieben.
Im zweiten Teil wird auf die Unterschiede der Funktionen des Systems in Bezug zu
den Funktionen, die im Pflichtenheft [32] definiert sind, eingegangen. Der dritte Teil
entha¨lt die Beschreibung der Maßnahmen des Managements und die Erfahrungen der
Projektteilnehmer wa¨hrend des Projekts. Im Anhang befindet sich schließlich eine An-
wenderdokumentation, in der die Nutzung des Bankensystems vorgestellt wird.
Im ersten Teil umfasst die technische Dokumentation die Beschreibung der Cloud, der
Datenbank, des Servers, der Komponenten des Bankensystems und der Sicherheit. Der
Abschnitt u¨ber die Cloud stellt die verwendete Technologie, die Banking-Umgebung und
die Anwendung der Cloud vor. In der Dokumentation der Datenbank wird nach einer
Vorbetrachtung, der Zugriff zu der Datenbank und ihr Aufbau vorgestellt. Im Abschnitt
u¨ber den Server wird auf die Datenbankschnittstelle und eine sicherheitsspezifische Ein-
richtung des Servers eingegangen. Im Abschnitt u¨ber die Komponenten des Systems wird
die Architektur und der Aufbau des Bankensystems beschrieben. Der Abschnitt u¨ber die
Sicherheit stellt die Umsetzung der Sicherheit im System vor. In der Beschreibung der
Compliance wird auf die Gesetze und die Security Policy eingegangen. Im Unterabschnitt
u¨ber die Gesetze werden die fu¨r das Bankensystem relevanten Gesetze und die sich dar-
aus ergebenden Anforderungen an das System vorgestellt. Der Unterabschnitt u¨ber die
Security Policy fasst die Dokumente u¨ber die Security Policy des Bankensystems zusam-
men, die wa¨hrend des Projekts erarbeitet wurden.
Die Beschreibung der Unterschiede der Funktionen im zweiten Teil beginnt mit ei-
nem Abschnitt u¨ber die Kommunikationsschnittstellen des Systems. Daraufhin folgen
Abschnitte, die zu je einer Rolle des Systems Bezug nehmen. Der Abschnitt u¨ber die
Kommunikationsschnittstellen beschreibt die Unterschiede der Funktionen bezu¨glich der
Interbank, der Schufa, der Bo¨rse und der BaFin. Jeder der rollenspezifischen Abschnitte
beinhaltet eine Auflistung der im Pflichtenheft definierten und nach der Spezifikation
implementierten Funktionen. Außerdem beinhalten diese Abschnitte eine Auflistung der
Funktionen, die implementiert wurden und Abweichungen zu der Spezifikation aufwei-
sen. Schließlich wird auf die Funktionen eingegangen, die im Pflichtenheft definiert und
nicht implementiert wurden.
Der dritte Teil beinhaltet zum einen die Dokumentation der Maßnahmen des Manage-
ments und zum anderen Erfahrungsberichte der Projektmitglieder. Im Abschnitt u¨ber die
Maßnahmen werden die im Projektplan [33] definierten Maßnahmen und ihre Umsetzung
wa¨hrend des Projekts beschrieben. Die Maßnahmen beziehen sich auf das Projektmana-
gement, das Teammanagement, das Qualita¨tsmanagement und das Risikomanagement
fu¨r die Projektgruppe. Die Erfahrungsberichte fassen die wa¨hrend des gesamten Projekts










Die Cloud wurde als eine Private Cloud mit der Open-Source Cloud Computing Soft-
ware Eucalyptus Community Cloud1 (ECC) in der Version 2.0.3 realisiert. Dies ist eine
Infrastructure as a Service-Cloud (IaaS) und bietet fu¨r den Anwender einen Zugriff auf
das System ab der Betriebsystemebene. Das bedeutet, dass der Anwender beliebig virtu-
elle Server starten kann auf denen ein Betriebsystem la¨uft, auf welches er vollen Zugriff
hat. Die ECC besteht aus den folgenden Komponenten:
• Cloud Controller (CLC)
• Walrus
• Storage Controller (SC)
• Cluster Controller (CC)
• Node Controller (NC)
Der Cloud Controller ist fu¨r die Verwaltung der Ressourcen zusta¨ndig und kontrolliert
die gesamte Cloud. Es gibt deshalb genau einen CLC in einer ECC. Die Cloud kann
aus mehreren Clustern bestehen, die sich an verschiedenen Standorten befinden um
eine ho¨here Verfu¨gbarkeit zu gewa¨hrleisten. Ein Cluster wiederum besteht aus mehre-
ren Knoten (Nodes), die u¨ber ein lokales Netzwerk verbunden sind. Auf jedem Knoten
ist ein Node-Controller und ein Hypervisor installiert. Der Node-Controller steuert den
Hypervisor mit dessen Hilfe virtuelle Maschinen auf einem Knoten gestartet werden
ko¨nnen. Fu¨r diese virtuellen Maschinen muss ein Image erstellt werden, von dem geboo-
tet werden kann. Dieses Image besteht aus drei Teilen: Dem Betriebsystemkernel, der
Ramdisk und dem Eucalyptus Machine Image (EMI), das aus der System-Partition einer
Betriebssystem-Installation besteht. U¨ber den Objekt-Speicher Walrus, welches Objek-
te in sogenannten Buckets speichert, mu¨ssen diese drei Teile in die Cloud geladen und
dann beim CLC registriert werden. Danach kann der Benutzer u¨ber den CLC Instanzen
eines virtuellen Servers starten, der diese dann auf die vorhandenen Cluster verteilt.
1http://open.eucalyptus.com/
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Abbildung 1.1.: Eucalyptus Architektur [20]
Dazu sendet jeder NC Informationen u¨ber seine freien Ressourcen an seinen CC, der
diese dann an den CLC weiterreicht. Um Daten persistent zu speichern, wird ein Elastic
Block Storage (EBS) verwendet, das einer Instanz dynamisch zugeordnet werden kann
und welches vom Storage Controller verwaltet wird. Ein EBS kann wie eine Festplatte
in einer Instanz verwendet werden, indem auf ihm ein Dateisystem erzeugt wird um es
dann in der virtuellen Maschine einzubinden. Außerdem ist es mo¨glich den aktuellen
Zustand eines EBS zu sichern, indem von ihm ein sogenannter Snapshot erstellt wird.
Dieser Snapshot kann dann wieder als eigenes EBS verwendet und zu einer beliebigen
Instanz hinzugefu¨gt werden.
1.1.2. Banking-Umgebung
Die Hardware fu¨r die Cloud-Umgebung besteht aus drei Servern auf denen ein Standard
Debian-Linux 2 (Version 6) sowie die ECC-Software installiert ist. Einer der Server dient
als Cloud- sowie als Cluster-Controller. Da nur ein Cluster verwendet wird, ist es nicht
notwendig, einen separaten Server als Cluster Controller einzusetzten. Auf diesem Server
laufen ebenso die Walrus-Komponente und der Storage Controller. Die beiden anderen
Rechner werden als Node-Controller verwendet. Als EMI wird ein Ubuntu-Server Image
eingesetzt, da fu¨r dieses regelma¨ßig Sicherheitsupdates erscheinen.
Die Banking-Software und die dazugeho¨rigen Komponenten wurden auf einem EBS in-
stalliert, so dass auch alle Einstellungen und Daten, die bei der Ausfu¨hrung entstehen,
2http://www.debian.org/
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auf das EBS geschrieben werden. Dies hat den Grund, dass die Daten einer Instanz
bei ihrer Terminierung oder bei einem Absturz verloren gehen. Das EBS existiert aber
unabha¨nging von der Instanz weiter und somit auch die Daten der Banking-Software.
Außerdem hat es den Vorteil, dass die cloudeigene Backup-Funktion fu¨r die Sicherung
des EBS genutzt werden kann. Dazu wird automatisch ta¨glich ein Snapshot des EBS
erstellt. Es besteht aber auch die Mo¨glichkeit ein Backup manuell anzustoßen, dies kann
u¨ber den Cloud-Controller sowie u¨ber das Banking-System geschehen.
Abbildung 1.2.: Konkrete Umsetzung der Banksystemumgebung
1.1.3. Anwendung
Um mit der Cloud zu interagieren wurden die Euca2ools[19] eingesetzt. Dies ist eine
Sammlung von Komandozeilenwerkzeugen, die vom Eucalyptus Team angeboten werden.
Fu¨r den Zugriff auf die Cloud, ist eine Registrierung beim Cloud-Controller notwendig.
Dazu besucht man die URL des Cloudservers (https://129.217.47.70:8443/) und klickt
auf “Apply for Account” und gibt seine Daten ein. Daraufhin erha¨lt der Administrator
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eine Meldung und kann den Benutzer freischalten, welcher sich dann in der Webober-
fla¨che einloggen kann. Danach kann unter dem Punkt “Credentials” ein Zertifikat fu¨r
den Benutzer heruntergeladen werden, das von den Euca2ools verwendet wird, um sich
bei der Cloud zu authorisieren und u¨ber eine verschlu¨sselte Verbindung mit ihr zu kom-
munizieren. Die Euca2ools ko¨nnen dann verwendet werden um Ressourcen abzufragen
und Instanzen hochzuladen und laufen zu lassen.
1.1.3.1. Informationen abfragen
Mit den folgenden Befehlen lassen sich Informationen u¨ber laufende Instanzen, verfu¨gbare
Images, verfu¨gbare Ressourcen und vorhandene Backups abfragen:
• euca-describe-instances: Zeigt Informationen wie Instanz-ID, IP-Adressen und Sta-
tus an.
• euca-describe-images: Zeigt verfu¨gbare Images, Image-IDs, Bucket- und Objektna-
men an.
• euca-describe-availabitlity-zones: Zeigt die verfu¨gbaren Cluster und deren freie Res-
sourcen an.
• euca-describe-snapshots: Zeigt die vorhandenen Backups, sowie deren IDs, Erstel-
lungszeitpunkt und Status an.
1.1.3.2. Instanzen verwalten
Mit den folgenden Befehlen werden Instanzen gestartet, gestoppt und Adressen reserviert
und zugeteilt:
• euca-run-instances: Startet eine Instanz eines Images bei der Parameter wie Gro¨ße,
Cluster, IP-Adresse, Kernel und Ramdisk spezifiziert werden ko¨nnen.
• euca-terminate-instance: Stoppt laufende Instanzen.
• euca-allocate-address: Reserviert eine o¨ffentliche IP-Adresse fu¨r den Benutzer.
• euca-associate-address: Weist einer Instanz eine IP-Adresse zu.
1.1.3.3. Images verwalten
Mit den folgenden Befehle werden Images in die Cloud hochgeladen und beim Cloud-
Controller registriert:
• euca-bundle-image: Verbindet ein Image mit einem Benutzet und einem Zertifikat.
• euca-upload-bundle: La¨dt ein gebu¨ndeltes Image in die Cloud.
• euca-register: Registriert ein gebu¨ndeltes Image bei der Cloud.
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1.1.3.4. EBS verwalten
Mit den folgenden Befehlen wird ein EBS-Volume erstellt, gelo¨scht, einer Instanz zug-
wiesen und entfernt sowie Backups davon erstellt und gelo¨scht:
• euca-create-volume: Erstellt ein EBS-Volume in dem spezifizierten Cluster.
• euca-delete-volume: Lo¨scht ein EBS-Volume.
• euca-attach-volume: Bindet ein EBS-Volume in einer Instanz ein.
• euca-detach-volume: Entfernt ein EBS-Volume aus einer Instanz.
• euca-create-snapshot: Erstellt einen Snapshot eines Volumes.
• euca-delete-snapshot: Lo¨scht einen Snapshot.
Weitere Kommandos und Informationen zur Verwendung der Eucalyptus-Cloud finden





In einer Cloud-Umgebung ist die Verfu¨gbarkeit eines Systems nicht vollsta¨ndig gewa¨hr-
leistet. Fa¨llt das System aus, so muss sichergestellt sein, dass alle vor dem Ausfall
existierende Informationen gespeichert wurden und durchgefu¨hrte Aktionen nachvoll-
zogen werden ko¨nnen. Bei dem entwickelten Internetbanking System liegt zusa¨tzlich das
Problem vor, dass bei einem Datenverlust oder bei einer Dateninkonsistenz ein finan-
zieller Nachteil entstehen kann. Aus diesen Gru¨nden ist eine persistente Datenhaltung
unerla¨sslich und wurde durch eine relationale Datenbank realisiert. Die Wahl eines re-
lationalen Datenbankmanagementsystems (DBMS) fiel auf das MySQL-DBMS, da es
unter einer GPL-Lizenz verbreitet wird und dazu deshalb sehr viele frei verfu¨gbare Do-
kumentationen und Anleitungen existieren.
1.2.1.1. Begriffe
In diesem Unterabschnitt sollen die wichtigsten Begriffe zu der verwendeten Datenbank
vorgestellt werden, um das Versta¨ndnis des Abschnitts zu fo¨rdern. Es sei angemerkt,
dass einige Begriffe sich mit denen in weiteren Kapiteln u¨berschneiden , aber eine un-
terschiedliche Bedeutung besitzen ko¨nnen [35].
Datenbank Eine Ansammlung von Tabellen und Views, die miteinander in Beziehungen
stehen.
Datensatz Daten einer Tabelle, die zusammen eine Einheit bilden.
Fremdschlu¨ssel Eine Referenz von einer Tabelle auf einen Datensatz einer anderen Ta-
belle mit dem Ziel eine Beziehung zwischen den Tabellen sicherzustellen.
Normalisierung Methoden, die auf eine Datenbank und ihre Tabellen angewendet wer-
den, um eine einfache Handhabung zu gewa¨hrleisten. So ko¨nnen z.B. doppelte
Eintra¨ge ausgeschlossen werden.
Prima¨rschlu¨ssel Eine Menge von Feldern, die den Datensatz eindeutig identifiziert.
Tabelle Eine Ansammlung von Daten, die gleich aufgebaut sind und zeilenweise ange-
ordnet werden.
Transaktion Eine atomare Aktion innerhalb der Datenbank, die aus mehreren Anfragen
bestehen kann.
Schema Die Festlegung, welche Form die Daten in einer Datenbank haben mu¨ssen und
welche Beziehungen zwischen den Daten bestehen.
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Sicht oder View Eine Sammlung von Datensa¨tzen bezu¨glich einer bestimmten Anfrage,
die gespeichert und wie in einer Tabelle eingesehen werden kann. Der Zweck ist die
Wiederverwendung von Anfragen und die Einsparung ha¨ufiger Datenbankzugriffe.
1.2.1.2. Einordnung ins System
Fu¨r das System wurden zwei Datenbankschemas vorgesehen, die zwei unterschiedlichen
Zwecken dienen sollen. Die erste Datenbank (banksystem) ist ein wichtiger Teil des Sys-
tems. Alle Aktionen, die durch Benutzer des Systems durchgefu¨hrt werden, spiegeln sich
in der Datenbank wider. Das Datenmodell des Systems wird dabei auf die Tabellen abge-
bildet. Die zweite Datenbank (stammdaten) dient ausschließlich der Kommunikation zu
der BaFin und BZSt. Diese sollen u¨ber eine sichere SQL-Schnittstelle auf die Datenbank
zugreifen und so unbemerkt bestimmte Daten einsehen [32]. Beide Datenbanken befinden
sich auf einem Datenbankserver, wobei durch geeignete Authentifizierungs- und Auto-
risierungsmaßnahmen (siehe Abschnitt 1.2.2) die einzelnen Datenbanken voneinander
getrennt werden. Diese Vorgehensweise hat den entscheidenden Vorteil, dass zwei phy-
sikalisch isolierte Datenbankserver die doppelte Speicherkapazita¨t beno¨tigen wu¨rden.
Außerdem wird die Wartung der Server erschwert, was gleichzeitig zu Inkonsistenzen









Abbildung 1.3.: Einordnung der Datenbank innerhalb des Cloud-Systems
Abbildung 1.3 stellt das Cloud-System abstrakt dar. Man erkennt, dass innerhalb der
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Cloud die Anwendung ausgefu¨hrt wird, wobei diese auf zwei voneinander unabha¨ngige
Ebenen verteilt wird, die von zwei logischen Servern verwaltet werden, dem Webser-
ver (siehe Abschnitt 1.3) und auf den MySQL-Server bzw. Datenbankserver. Die beiden
Datenbanken banksystem und stammdaten wurden auf dem MySQL-Server aufgesetzt
und ko¨nnen u¨ber eine Schnittstelle sowohl vom System, als auch von außen zugegriffen
werden. An dieser Stelle wird der Datenbankserver mit den vorhandenen Datenbanken
betrachtet und auf ihre Eigenschaften na¨her eingegangen.
1.2.2. Zugriff auf die Datenbank
Dieser Unterabschnitt behandelt die wesentlichen Vorbedingungen, um mit der Daten-
bank arbeiten zu ko¨nnen. Dazu za¨hlt die Verbindung zur Datenbank, die Authentifizie-
rung anhand von Rollen und die Autorisierung der einzelnen Rollen. Aus Sicherheits-
gru¨nden werden keine Passwo¨rter angegeben. Diese mu¨ssen bei den Mitarbeitern der
PG555 angefragt und u¨ber einen sicheren Kanal u¨bertragen werden.
1.2.2.1. Verbindung zur Datenbank
Wie in Abbildung 1.3 dargestellt, existieren eine Mo¨glichkeit der Verbindung zur Da-
tenbank von außen. Dies ist vor allem fu¨r den Datenbankadministrator notwendig, da
dieser unabha¨ngig vom Internetbankingsystem verschiedene Arbeiten durchfu¨hren soll.




Als graphische Werkzeuge fu¨r die Verwaltung der Datenbank von außen haben sich
MySQL Workbench [25] und MySQL GUI Tools [23] als geeignet erwiesen. Es kann aber
auch eine Konsolen-Verbindung u¨ber MySQL-Client hergestellt werden.
1.2.2.2. Rollen in der Datenbank
Es existieren insgesamt drei Rollen, die auf die Datenbank zugreifen ko¨nnen, um mit
dieser zu interagieren. Diese sind:
• BaFin und BZSt
• Banksystem
• Datenbank-Administrator
BaFin und BZSt beno¨tigen einen Zugriff auf die Kundenstammdaten der Bank [32]
in stammdaten u¨ber eine SQL-Schnittstelle. Der Zugriff soll fu¨r den Kunden unbemerkt
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sein und passiert außerhalb des Internetbankingsystems direkt auf den Datenbankserver.
Die Authentifizierung erfolgt passwortbasiert, muss aber fu¨r einen sichere Verbindung
zertifikatbasiert sein.
Das Banksystem befindet sich auf einem Webserver Glassfish (siehe Abschnitt 1.3).
Dieser stellt eine sichere Verbindung zu der Datenbank her und authentifiziert sich mit
Hilfe eines Benutzernamens und eines Passworts (siehe Abschnitt 1.3.1). Dabei muss das
System sowohl auf die Datenbank stammdaten, als auch auf banksystem einen Zugriff
erhalten, um die Daten aktuell und konsistent zu halten. Die Rolle Banksystem ist also
vor allem fu¨r die Verwaltung der Daten innerhalb der Datenbanken zusta¨ndig.
Datenbank-Administrator hat die Aufgabe die Wartung durchzufu¨hren und damit
die Verwaltung des gesamten Datenbankservers zu u¨bernehmen. Dazu geho¨rt nicht nur
Benutzerverwaltung und Rechtevergabe, sondern auch das Anlegen neuer Tabellen oder
Datenbanken, falls diese im weiteren Betrieb des Systems beno¨tigt werden. Dazu ver-
bindet er sich von außen direkt auf den Datenbank-Server und kann die Aufgaben un-
abha¨ngig vom Banksystem erledigen.
Tabelle 1.1 stellt die Rollen in einer U¨bersicht dar, indem die Benuzter innerhalb von
MySQL-DMBS und ihre Authentifizierungsart aufgelistet werden. Aus Vertraulichkeits-
gru¨nden wird bei passwortbasierter Authentifizierung das dazugeho¨rige Passwort nicht
angegeben. Diese werden den Parteien u¨ber einen sicheren Kanal u¨bermittelt.
Tabelle 1.1.: U¨bersicht u¨ber die Rollen und die Authentifizierungsart
Benutzer Rolle Authentifizierung
bafinbzst BaFin und BZSt passwortbasiert
system Banksystem passwortbasiert
root Datenbank-Administrator passwortbasiert
1.2.2.3. Rechte der Benutzer
Sind die Benutzer authentifiziert, erfolgt die Autorisierung nach einem rollenbasierten
Verfahren. Tabelle 1.2 stellt dazu die Benutzer mit ihren Rechten dar. Die Rechte richten
sich nach den SQL-Anfragen, die der jeweilige Benutzer ausfu¨hren darf. Es gilt zudem
das Prinzip, dass alle Aktionen, die nicht explizit erlaubt, verboten sind.
Der Benutzer bafinbzst darf demzufolge auf die Daten in der Datenbank stammdaten
nur lesend zugreifen, system erha¨lt Schreib- und Leserechte an stammdaten und banksystem,
wa¨hrend root einen Vollzugriff auf den Datenbankserver bekommt und alle verfu¨gbaren
Aktionen auf allen Datenbanken (auch Verwaltungsdatenbanken) bearbeiten darf.
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system stammdaten, banksystem SELECT, INSERT, UPDATE, DELETE
root alle alle
An dieser Stelle soll erwa¨hnt sein, dass obwohl der Datenbank-Administrator (root)
alle Rechte hat, dennoch das BDSG und LDSG gilt [9][5]. Der Administrator unterliegt
einer Schweigepflicht nach §5 BDSG und muss im Falle einer Aufragsdatenverarbeitung
nach §11 BDSG einem schriftlichen Vertrag zustimmen (siehe Kapitel 2).
1.2.3. Aufbau
Im Folgenden wird der Aufbau der beiden Datenbanken banksystem und stammdaten
beschrieben. Dazu wurden bestehende Tabellen der Datenbanken in ein Diagramm ein-
gefu¨gt und die Beziehungen durch Referenzierung der Schlu¨ssel hergestellt. Die Diagram-
me wurden aus dem MySQL Workbench [25] exportiert und haben die folgende Syntax.
Eine Tabelle bzw. Entita¨t, die Datenfelder,
Prima¨rschlu¨ssel oder Fremdschlu¨ssel entha¨lt.
id_A Datenfeld, das als Prima¨rschlu¨ssel oder als Teil des
Prima¨rschlu¨ssels dient.
(FK) Fremdschlu¨ssel, der nicht Teil des Prima¨rschlu¨ssels
ist.
Beziehung zwischen Tabelle A und Tabelle B. Fremd-
schlu¨ssel aus A referenziert den Prima¨rschlu¨ssel
oder Index der Tabelle B, ist aber kein Teil des
Prima¨rschlu¨ssels in Tabelle A.
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Beziehung zwischen Tabelle A und Tabelle B. Fremd-
schlu¨ssel aus A referenziert den Prima¨rschlu¨ssel
oder Index der Tabelle B und ist ein Teil des
Prima¨rschlu¨ssels in Tabelle A.
1.2.3.1. Datenbank: banksystem
Die Datenbank banksystem bietet die Grundlage fu¨r das gesamte System. Darin wer-
den alle Daten des Systems abgelegt, die persistent gehalten werden mu¨ssen, um diese
bei einem Systemabsturz wiederherstellen zu ko¨nnen. Die Tabellen basieren auf dem
verwendeten Modell, so dass eine Abbildung der Objekte im Programm unkompliziert
auf die Tabellen durchgefu¨hrt werden kann. Da es sich um relationale Datenbanken[59]
handelt, wurden die Tabellen einer Normalisierung bis zur dritten Normalform unterzo-
gen. Im Folgenden werden einige fu¨r wichtig erachtete Ausschnitte aus der Datenbank
banksystem vorgestellt.
1
Abbildung 1.4.: Tabellenstruktur fu¨r die Akteure der Bank
In Abbildung 1.4 werden die Akteure der Bank betrachtet. Um einen Akteur im System
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darstellen zu ko¨nnen, beno¨tigt man perso¨nliche Daten, die in der Tabelle person stehen.
Um eine Person eindeutig zu identifizieren, wurde ein zusammengesetzter Schlu¨ssel aus
vier Attributen name, vorname, geburtsdatum und geburtsort prototypisch festgelegt.
Da eine Person mehrere Adressen haben kann, wurde eine n:m-Beziehung zwischen der
Tabelle person und der Tabelle adresse angenommen, die wiederum eine besondere Ta-
belle persadr beno¨tigt, um die Personen mit den Adressen zu verknu¨pfen. Man beachte,
dass in diesem Fall eindeutige Indizes id person und id adresse als Fremdschlu¨ssel ver-
wendet werden und nicht die Prima¨rschlu¨ssel selbst. Zusa¨tzlich zu perso¨nlichen Daten,
muss sich ein Akteur im System anmelden ko¨nnen. Dazu beno¨tigt er einen Benutzerna-
men, einen Passwort und eine Gruppenzugeho¨rigkeit, wonach die Autorisierung erfolgt.
Der Benutzername und das Passworthash wird in der Datenbank benutzer abgelegt,
wa¨hrend sich die Gruppen eines Benutzers in der Tabelle gruppe befinden. Fu¨r die
Abbildung 1.5.: Tabellenstruktur fu¨r die Konten der Bank
Identifikation eines Akteurs beno¨tigt man also seine perso¨nlichen Daten und den Benut-
zernamen. Dies liegt vor allem daran, dass die Mitarbeiter der Bank ebenfalls Kunden
der Bank sein ko¨nnen und man gern eine Isolierung zwischen Kunden und Mitarbeitern
ha¨tte. Da Kunden zusa¨tzlich noch eine Kundennummer in der Bank erhalten sollen,
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wurde die Tabelle kunde angelegt, die alle Akteure aus der Tabelle akteur mit der
Gruppe Kunde auf eine eindeutige Kundennummer abbildet. Um die Akteure der Bank
mit wenigen Datenbankanfragen auslesen zu ko¨nnen, wurden die Views view_kunde und
view_akteur angelegt.
Abbildung 1.5 stellt die Kontokomponente des Systems dar. Dabei ist das Hauptele-
ment die Tabelle konto dieses ist vor allem dafu¨r zusta¨ndig die wichtigsten Merkmale
eines Kontos zu erfassen. Da sowohl interne, als auch externe Konten verarbeitet werden,
unterscheidet man diese in der Datenbank, indem die Tabelle internkonto verwendet
wird. Darin werden detaillierte Informationen zu Konten innerhalb der Bank gesammelt,
wa¨hrend Konten anderer Banken in der Tabelle konto gespeichert werden. Insbesondere
unterscheidet man bei internen Konten das Giro-, das Tagesgeld-, das Festgeld-, das
Kreditkonto und das Sparbuch. Da diese verschiedene Eigenschaften aufweisen wird je
eine Spezialisierungstabelle fu¨r diese Kontoarten angelegt z.B. Tabelle sparbuch. Dabei
verweist der Prima¨rschlu¨ssel jeder dieser Spezialisierungstabelle auf den Prima¨rschlu¨ssel
von internkonto id internkonto.
Fu¨r den Geldtransfer von einem Konto auf ein anderes Konto sind die Tabellen in Ab-
bildung 1.6 zusta¨ndig. Dabei wird die Tabelle transaktion betrachtet, die alle gemein-
samen Eigenschaften von allen Geldtransaktionen umfasst. Dazu za¨hlen das Zielkonto,
das Quellkonto, der Betrag, der Verwendungszweck und das Datum einer Geldtransakti-
on. Diese Attribute bilden auch den Prima¨rschlu¨ssel und identifizieren eine Transaktion,
wobei das Datum mit der sekundengenauen Uhrzeit abgelegt wird. Zu den Geldtransak-
tionen geho¨ren U¨berweisungen, Lastschriften, Dauerauftra¨ge und Barzahlungen, die je
eine Spezialisierungstabellen besitzen. Zwischen Dauerauftrag und U¨berweisung existiert
eine n:m-Beziehung und die zusta¨ndige Tabelle dauerauftragzuueberweisung entha¨lt
alle U¨berweisungen zu einem Dauerauftrag.
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Abbildung 1.6.: Tabellenstruktur fu¨r die Geldtransaktionen der Bank
1.2.3.2. Datenbank: stammdaten
Die Datenbank fu¨r BaFin und BZSt wurde bereits von dem Auftraggeber vorgegeben
und ist so auch im System hinzugefu¨gt worden. Es werden dabei nur Stamminformatio-
nen der Konten in dieser Datenbank gespeichert, wobei nach dem Schließen eines Kontos
die Daten noch drei Jahre in dieser Datenbank gespeichert bleiben bis sie gelo¨scht wer-
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den mu¨ssen.
Abbildung 1.7.: Tabellenstruktur fu¨r die Datenbank stammdaten
Abbildung 1.7 zeigt die Tabellen der Datenbank stammdaten. In jeder Tabelle wird
das Eintragsdatum und das Lo¨schdatum des zugeho¨rigen Wertes gespeichert. Die Per-
son wird dabei durch einen Prima¨rschlu¨ssel PersonId identifiziert, der auch als Fremd-
schlu¨ssel in den Tabellen persongebdat und personadress gespeichert wird. Eine be-
sondere Unterscheidung gibt es zwischen einem wirtschaftlich Berechtigten und einem
Verfu¨gungsberechtigten eines Kontos, wobei die erste Gruppe den Inhaber und alle Per-
sonen beinhalten, die u¨ber das Konto verfu¨gen ko¨nnen.





Bei der an dieser Stelle vorgestellten Internetbanking Software handelt es sich um ei-
ne Java Enterprise Edition (J2EE)-Anwendung. Jede solche Anwendung beno¨tigt einen
Anwendungsserver (engl. Application Server), auf dem diese ausgefu¨hrt wird. Dieser hat
außerdem den Vorteil, dass er bereits einige Schnittstellen anbietet, die zum Beispiel den
Datenbankzugriff oder die Sicherheit vereinfachen. Der hier verwendete Anwendungsser-
ver ist Glassfish [42], wobei es sich um einen Open Source Server handelt, der bereits
innerhalb der Entwicklungsumgebung NetBeans [26] integriert ist. Im weiteren Verlauf
wird auf die Konfiguration des Servers eingegangen.
Um Glassfish konfigurieren zu ko¨nnen, muss dieser gestartet und die Administrati-
onskonsole aufgerufen werden, die unter folgender Adresse im Browser zu erreichen
ist:
http://129.217.47.73:4848
Die Konsole ist passwortgeschu¨tzt und die Zugangsdaten ko¨nnen bei dem zusta¨ndigen
Administrator angefragt werden.
Die durchzufu¨hrenden Konfigurationen beziehen sich auf den Datenbankzugriff und Si-
cherheitsmechanismen, die angeboten werden.
1.3.1. Java Database Connectivity(JDBC)
Im Abschnitt 1.2 wurden Datenbanken auf einem MySQL-Server erstellt. Allerdings
muss die Datenbank dem Webserver bekannt sein, um darauf zugreifen zu ko¨nnen. Java
Database Connectivity (JDBC) ist eine Schnittstelle zwischen der SQL-Datenbank und
der Anwendung, die sie benutzen mo¨chte [52]. MySQL-Datenbank bietet bereits einen
JDBC-Treiber, der auf der Herstellerseite heruntergeladen werden kann [24] und der ins
Glassfish-Bibliotheksverzeichnis kopiert werden muss.
1.3.1.1. Verbindungspool erstellen
Zusa¨tzlich dazu muss die Datenbank-Verbindung in der Administrationskonsole von
Glassfish konfiguriert werden. Dazu o¨ffnet man die Konsole und wa¨hlt in der Navigati-
onsleiste links Ressourcen→ JDBC→ JDBC-Verbindungspool aus. Anschließend
werden alle vorhandenen Pools im Hauptfenster aufgelistet. Falls der zu konfigurierende
Pool noch nicht vorhanden ist, wa¨hlt man die Option Neu mit folgenden Daten aus :




Im Fenster, das nach dem Auswa¨hlen von Weiter folgt, mu¨ssen folgende Eigenschaften





Password Aus Sicherheitsgru¨nden entfernt
Url jdbc:mysql://129.217.47.73:3306/banksystem
URL jdbc:mysql://129.217.47.73:3306/banksystem
Sind alle Eigenschaften eingetragen, kann zusa¨tzlich die Datenbankverbindung mit ei-
nem Ping getestet werden.
Zusa¨tzlich muss die obere Prozedur fu¨r die weiteren, vorhandenen Datenbanken durch-
gefu¨hrt werden. Bevor man aber auf diese Datenbanken in der Anwendung zugreifen
kann, muss je eine Datenquelle (engl. Datasource) angelegt und im System bekannt
gemacht werden.
1.3.1.2. Datasource erstellen
In der Administrationskonsole von Glassfish wa¨hlt man Ressourcen → JDBC → Da-
tasource aus. Bei der Auflistung im Hauptfenster legt man eine neue Datasource an
mit folgenden Eigenschaften:
JNDI-Name jdbc/MySQLDataSource
Poolname MySQLPool (Name des Verbindungspools unter 1.3.1.1)
Aktiviert Ha¨kchen setzen
Fu¨r jeden Pool muss eine eigene Datasource angelegt werden und unterschiedliche JNDI-
Namen vergeben werden, um diese im System ansprechen zu ko¨nnen.
Zusa¨tzlich zur Administrationskonsole mu¨ssen die Datasourcen im Deployment Descrip-
tor web.xml des Projekts bekannt gemacht werden. Dazu fu¨gt man die folgenden Zeilen











Außerdem muss der Server-Deployment Descriptor glassfish-web.xml um die folgen-







Nun kann auf die Datasource innerhalb der Glassfish-Anwendung zugegriffen werden.
1.3.2. Sicherheitsrealm
Einer der Vorteile an den Webservern bzw. Web-Containern wie Glassfish ist, dass diese
bereits mit einigen Sicherheitsmechanismen ausgestattet sind, die zertifiziert sind und
deshalb keine Verifikation beno¨tigen.
Diese Mechanismen wurden innerhalb der Projekts dazu verwendet, den Login in das
System zu ermo¨glichen. Als die Authentifizierungsart wurde das passwortbasierte Ver-
fahren angewendet, in dem ein Benutzername und Passwort eingegeben werden, um
in das Internetbanking-System einloggen zu ko¨nnen. Die Authorisierung kann ebenfalls
durch eine Sicherheitsfunktion durchgefu¨hrt werden. Die Login-Informationen werden
dabei u¨ber die Datenbank banksystem verifiziert. Dazu werden in der Datenbank zwei
Tabellen beno¨tigt, die Tabelle benutzer und die Tabelle gruppe. Sie speichern die Be-
nutzerdaten, wie den Benutzernamen, den Passworthash und die Gruppenzugeho¨rigkeit.
Auf diese Tabellen greift Glassfish u¨ber einen sogenannten Sicherheitsrealm wa¨hrend
des Login-Vorgangs zu und pru¨ft die U¨bereinstimmung der eingegebenen mit der ge-
speicherten Anmeldedaten. An dieser Stelle wird nicht na¨her auf die Funktionsweise des
Sicherheitsrealms eingegangen, sondern nur die Konfiguration dessen vorgestellt. Inter-
essierter Leser wird auf das Buch Java EE 5 development using GlassFish Application
Server [42] verwiesen.
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Die Konfiguration des Sicherheitsrealms erfolgt in der Administrationskonsole von Glass-
fish. Hier wa¨hlt man in der Navigationsleiste Konfigurationen → server-config →
Sicherheit → Bereiche aus. An dieser Stelle muss ein neuer Realm angelegt werden.












Damit ist die Konfiguration des Sicherheitsrealms abgeschlossen. Die Authentifizierung
und Authorisierung erfolgt u¨ber die Deployment Deskriptoren web.xml und glassfish-web.xml





In Abbildung 1.3 wurde das Internetbanking-System innerhalb des Cloud-Systems in
zwei Schichten dargestellt, die Internetbanking-Schicht auf dem Webserver und die Da-
tenbankschicht. Die Benutzer greifen u¨ber einen Browser auf den Webserver zu, der
die fu¨r den Benutzer wichtige Daten anzeigt. Es handelt sich also um eine Client-
Server-Interaktion, weshalb sich als Architekturmodell das Client-Server-Modell anbie-






Abbildung 1.8.: Banksystem in einer Client-Server Architektur mit mehreren Schichten
bei die Server-Anwendung in Schichten aufgebaut ist. Die Clients greifen u¨ber den Brow-
ser auf die Pra¨sentationsschicht und fu¨hren verschiedene Aktionen aus. Diese Aktionen
werden von der Controller- und Containerschicht verarbeitet und falls notwendig in die
Datenbank u¨ber die Datenzugriffsschicht gespeichert. Die Einzelnen Schichten werden
im Folgenden genauer betrachtet und deren Umsetzung vorgestellt.
24
1.4.1.1. Pra¨sentationsschicht
Bei der Pra¨sentationsschicht handelt es sich um einen Teil des Entwurfsmusters Model-
View-Controller(MVC) [53], wobei es sich um die View handelt [38]. Diese besteht aus
zwei Teilen, den JavaServer Faces und den ManagedBeans [55].
JavaServer Faces
JavaServer Faces(JSF) sind ein Teil der J2EE [60] und werden fu¨r die Pra¨sentation
verwendet. Die fru¨her benutzte Kombination aus Servlets und JavaServer Pages(JSP)
wurde dabei erweitert und als eine u¨bergeordnete Schicht die JSF eingefu¨hrt. JSF bietet
viele Komponenten an, um die Benutzerschnittstelle zu erstellen, aber auch die Einga-
ben des Benutzers zu validieren oder in ein bestimmtes Format zu konvertieren ohne sich
mit Java-Klassen zu bescha¨ftigen. Die Implementierung von JSF erfolgt mit Hilfe von
XHTML-Dateien, wobei es eigene Tags fu¨r JSF-Befehle existieren, die zur Darstellung
von GUI-Elementen dienen. Außerdem wird eine Expression Language (EL) verwendet,
die unter anderem dafu¨r sorgt, dass Werte angezeigt, Methoden ausgefu¨hrt oder Berech-
nungen durchgefu¨hrt werden ko¨nnen. JavaServer Faces stehen in enger Verbindung mit
den ManagedBeans, die vor allem fu¨r die Navigation unter den JSF-Seiten und fu¨r die
Datenhaltung zusta¨ndig sind.
ManagedBeans
ManagedBeans sind normale Java-Klassen, die mit der Annotation @ManagedBean ver-
sehen werden. Damit du¨rfen alle JSF-Seiten auf die Methoden und Attribute der Bean
zugreifen. Allerdings ist der Zugriff auf die Attribute nur u¨ber Getter- bzw. Setter-
Methoden erlaubt, so dass eine Kapselung der Attribute mo¨glich ist.
Innerhalb des Projekts wurde das PresentationModel- bzw. das ViewHelper-Muster an-
gewandt [22], das eine Trennung von Daten, die innerhalb der View angezeigt werden
und dem eigentlichen Modell (Containerklassen) fordert. Das PresentationModel (PM)












Als Beispiel soll die Klasse EingabeHandler betrachtet werden, dessen Methoden die
komplexe Validierung der Eingabedaten u¨bernehmen, die nicht innerhalb von JSF durch-
gefu¨hrt werden kann. Die Methode validatePasswort pru¨ft zum Beispiel beim An-
legen eines Kunden oder eines Benutzers, ob das Passwort und seine Wiederholung
u¨bereinstimmen und die Mindestla¨nge von acht Zeichen besitzen.
1.4.1.2. Controllerschicht und Containerschicht
Die zweite Schicht beinhaltet die Controller und die Container des Systems, die gewo¨hnliche
Java-Klassen sind, aber unterschiedliche Aufgaben haben. Beide dieser Klassenarten
ko¨nnen sowohl mit der Pra¨sentations-, als auch mit der Datenzugriffsschicht kommuni-
zieren und sind deshalb auf der gleichen Ebene angesiedelt im Paket de.modell.
Controller
Das System besteht aus mehreren Controllern, die alle eine bestimmte Aufgabe haben.
Der GeldtransferController zum Beispiel, der die Aufgabe hat aller Geldtransaktionen








Alle Anwendungsfa¨lle, die das System enthalten muss [32], sind auf diese Controller
verteilt und werden u¨ber die GUI und das PresentationModel ausgefu¨hrt.
Container
Die Container entsprechen dem Modell in dem MVC-Muster und dienen der Daten-
haltung. Sie enthalten keine Programmlogik, sondern kapseln nur die Informationen zu
verschiedenen Objekten im System. So stehen alle Daten eines Kunden in der Container-
klasse Kunde. Muss ein Kunde eine Aktion ausfu¨hren, wird eine Instanz der Klasse mit




Die Datenzugriffsschicht hat die Aufgabe eine Verbindung zur Datenbank aufzubau-
en und die notwendigen Informationen zu speichern oder auszulesen. Dabei wurde das
DataAccessObject-Muster (DAO-Muster) verwendet [22], das die Datenbankanfragen in
den entsprechenden DataAccess-Objekten umhu¨llt und eine Trennung zwischen der spe-
zifischen Datenbankanfrage und dem System erreicht. Als Zugriff auf die DAOs wird eine
MySQLDAOFabrik verwendet, die als Singleton [38] implementiert wurde. Die einzelnen
DAOs sind keine Singleton-Objekte und ko¨nnen deshalb mehrmals im System vorkom-








Da das System nicht komplett implementiert werden konnte, handelt es sich um eine




1.5.1. Aufbau der Dokumentation
Die folgenden Abschnitte beinhalten die technische Dokumentation des Themas Sicher-
heit im Projekt. Die Verletzung von Sicherheitsinteressen wird dabei als Sicherheitsvor-
fall bezeichnet [39]. Es wird zuna¨chst eine Zusammenfassung der Planung vorgestellt,
die in dem Projektplan entwickelt wurde [33]. Es werden dazu die fu¨r das Bankensys-
tem relevanten Sicherheitsinteressen, die identifizierten Risiken fu¨r Sicherheitsvorfa¨lle
und die Sicherheitsmaßnahmen zur Vermeidung dieser vorgestellt. Daraufhin wird die
Umsetzung der Planung wa¨hrend des Projektes vorgestellt. Fu¨r jedes einzelne Sicher-
heitsinteresse werden die implementierten Maßnahmen beschrieben. Im Anschluss daran
folgt ein Abschnitt u¨ber die technische Umsetzung der RSA-Schlu¨sselverwaltung [30], die
fu¨r die Verwaltung der Sicherheitsmaßnahmen digitale Signierung und Verschlu¨sselung
beno¨tigt wird.
1.5.2. Planung der Sicherheit
Wa¨hrend der Planungsphase des Projektes wurden die folgenden Sicherheitsinteressen








Des weiteren wurden die folgenden Risiken fu¨r die Verletztung der Sicherheitsinteressen
ermittelt:
• Die Anonymita¨t kann durch die Weitergabe von personenbezogenen Daten (kurz:
Weitergabe) verletzt werden
• Die Authentizita¨t kann durch Vorta¨uschung einer falschen Identita¨t (kurz:
Vorta¨uschung) verletzt werden
• Die Integrita¨t kann durch eine fehlerhafte U¨bertragung von Daten oder durch
Manipulation dieser (kurz: Manipulation) verletzt werden
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• Die Nachweisbarkeit kann durch den Verlust von Daten zum Nachhalten von feh-
lerhaften und spezifizierten Ereignissen (kurz: Verlust der Nachvollziehbarkeit) ver-
letzt werden
• Die Verfu¨gbarkeit kann durch den Ausfall von Funktionen des Systems oder des
gesamten Systems (kurz: Ausfall) verletzt werden
• Die Vertraulichkeit kann durch das bereits erwa¨hnte Risiko der Weitergabe perso-
nenbezogener Daten verletzt werden
• Das Risiko eines nicht-spezifizierten Verhaltens des Systems (kurz: Nicht-spezifizier-
tes Verhalten) hat nicht absehbare Folgen, weshalb die Betroffenheit aller Sicher-
heitsanforderungen bis auf die Nachweisbarkeit nicht ausgeschlossen werden kann
Wa¨hrend der Modellierung der Gescha¨ftsprozesse des Bankensystems wurde auf die
Modellierungsnotation EPK [50] zuru¨ckgegriffen, da dort die Modellierung von Risiken
mo¨glich ist. Durch eine Abbildung von den Sicherheitsanforderungen auf die Risiken, die
in der U¨bergangsmatrix in Abbildung 1.9 zu sehen ist, konnten die Anforderungen impli-
zit in die Prozessmodellierung integriert werden. Die Matrix beinhaltet gro¨ßtenteils eine
Eins-zu-Eins-Beziehung zwischen Sicherheitsanforderung und Risiko, so dass die Anfor-
derungen direkt in die Prozessmodellierung einfließen konnten. Zwei Ausnahmen bilden
die Risiken Weitergabe und Nicht-spezifiziertes Verhalten. Nach Erkennung der potenti-
Abbildung 1.9.: U¨bergangsmatrix
ellen Risiken fu¨r Sicherheitsvorfa¨lle, wurden die Sicherheitsmechanismen zur Vermeidung
dieser ermittelt. Die Sicherheitsmechanismen wurden in die U¨bergangsmatrix integriert.
Die betrachteten Mechanismen sind digitale Signierung, Verschlu¨sselung, Erstellung von
Backups, Rechtevergabe, Event-Logging und Business Process Mining, deren Referen-
zierung im Projektplan zu finden ist [33].
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1.5.3. Implementierung der Sicherheitsmaßnahmen
In diesem Abschnitt wird die Implementierung der Sicherheitsmechanismen beschrieben.
Die Beschreibung ist nach den Sicherheitsinteressen untergegliedert. Es werden somit die
Sicherheitsmechanismen zu je einem Sicherheitsinteresse genannt. Im Anschluss der Be-
schreibung der Maßnahmen der einzelnen Sicherheitsinteressen wird die Vermeidung des
Risikos Nicht-spezifiziertes Verhalten beschrieben, welches eine Sonderstellung einnimmt,
da das Risiko fast alle Sicherheitsinteressen betreffen kann.
1.5.3.1. Wahrung der Anonymita¨t
Die Notwendigkeit der Anonymita¨t resultiert aus der Verarbeitung personenbezogener
Daten durch das Bankensystem. Im Fokus stehen hierbei zum Beispiel die personen-
bezogenen Daten der Kunden der Bank. Die Compliance der Bank fordert aufgrund
des Bundesdatenschutzgesetzes [9], dass personenbezogene Daten nicht an Unberechtig-
te weitergegeben werden ko¨nnen. Es wird somit gefordert, dass die Kunden in Bezug zu
unberechtigten Personen anonym bleiben. Die Anonymita¨t muss sowohl fu¨r die Daten
gelten, die von einem Client zum Server-System geleitet werden, als auch fu¨r die im Sys-
tem persistent gehaltenen Daten. So soll es nicht mo¨glich sein, dass die Informationen
der personenbezogenen Daten, die u¨ber das Internet geschickt werden und somit durch
beliebige Rechner verarbeitet werden ko¨nnen, Unberechtigten zuga¨nglich gemacht wer-
den. Die Personen, auf die sich die Daten beziehen, sollen also Unberechtigten gegenu¨ber
anonym bleiben. Außerdem soll das unberechtigte Lesen der persistent gehaltenen Daten
in der Datenbank des Systems vermieden werden. Auch hier gilt die Forderung nach der
Anonymita¨t der Personen auf die sich die Daten beziehen. So ist es beispielsweise not-
wendig, dass ein Kunde, der das Bankensystem nutzt, gegenu¨ber weiteren Akteuren des
Systems unbekannt ist, sofern dies nicht explizit erlaubt ist. Die Person soll also nicht
aus den persistent gehaltenen Daten ermittelbar sein.
Die Anonymita¨t stellt ein Sicherheitsinteresse dar, welches u¨ber das Sicherheitsinter-
esse der Vertraulichkeit von Daten abgedeckt wird. Aus diesem Grund entsprechen die
fu¨r die Wahrung der Anonymita¨t genutzten Sicherheitsmechanismen den Sicherheitsme-
chanismen fu¨r die Wahrung der Vertraulichkeit. Diese Sicherheitsmechanismen werden
im Abschnitt 1.5.3.7 beschrieben, worin die Wahrung der Vertraulichkeit erla¨utert ist.
1.5.3.2. Wahrung der Authentizita¨t
Die Authentizita¨t wird fu¨r das Bankensystem gefordert, da zum einen die Benutzer des
Systems korrekt identifiziert werden mu¨ssen. Das bedeutet, dass fu¨r das System eine
korrekte Zuordnung des Benutzers zu einer Person notwendig ist. Zum anderen ist es
fu¨r die Akteure des Systems notwendig, dass der Zugang zum System u¨ber eine bereit-
gestellte Verbindung authentisch ist. Hierbei muss erstens sichergestellt werden, dass
eine von einem Benutzer aufgerufene Internetseite u¨ber dem Webbrowser dem Banken-
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system zugeordnet werden kann. Zweitens muss eine zum Bankensystem hergestellte
Verbindung durch ein weiteres externes System dem Bankensystem zugeordnet werden
ko¨nnen. Die Verbindung zu dem externen System muss ebenfalls authentisch sein. Die
korrekte Identifizierung der Benutzer wird fu¨r die Autorisierung beno¨tigt. Ein Beispiel
ist, dass ein Kunde nicht die gleichen Rechte eines anderen Kunden besitzt, da ihm des-
sen Daten im Allgemeinen nicht zuga¨nglich gemacht werden sollen. Somit mu¨ssen sich
die Kunden authentifizieren, um den Zugang zu ihren Daten zu erlangen. Die Authenti-
fizierung der zum Bankensystem geho¨hrenden Internetseiten ist hingegen notwendig, da
die Mo¨glichkeit besteht, dass vertrauliche Daten in die Eingabefenster der Internetsei-
ten durch die Benutzer eingegeben werden ko¨nnen. Diese Daten du¨rfen nur von dem
Bankensystem weiterverarbeitet werden. Da nun die Mo¨glichkeit besteht, dass die In-
ternetseiten des Bankensystems mit anderen Internetseiten verwechselt werden ko¨nnen,
wird eine Authentifizierung dieser Seiten beno¨tigt. Die Authentifizierung der Verbindung
zum Bankensystem ist notwendig, da ein externes System ebenfalls personenbezogene
Daten besitzen kann, die zum Bankensystem gesendet werden mu¨ssen. Dies gilt auch fu¨r
die Authentifizierung der Verbindung zu den externen Systemen von dem Bankensystem
aus.
Zur Wahrung der Authentizita¨t des Systems gegenu¨ber den Akteuren, wird die digitale
Signierung einer SSL-Verbindung eingesetzt [56]. Diese dient ebenfalls zur Authentifi-
zierung der externen Systeme. Die SSL-Verbindung wird serverseitig durch den Con-
tainer Glassfish [42] bereitgestellt. Dazu muss die fu¨r Glassfish vorhandene XML-Datei
web.xml bearbeitet werden [57]. In dieser Datei muss ein transport-guarantee-Tag mit
dem Wert CONFIDENTIAL eingetragen werden, der in dem Tag user-data-constraint
geschachtelt ist. Dieser ist wiederum in einem Security Constraint-Tag zu schachteln.
Die Authentifizierung wird nun dadurch ermo¨glicht, dass Dateien u¨ber eine asymme-
trische Verschlu¨sselung [30] derart u¨bertragen werden, dass eine eindeutige Zuordnung
einer verschlu¨sselten Datei zu dem Sender der Datei gegeben ist. Dazu wird fu¨r die
Empfa¨nger der Datei ein o¨ffentlicher Schlu¨ssel beno¨tigt, der wiederum eine Signatur mit
der Information u¨ber den Urheber des o¨ffentlichen Schlu¨ssels entha¨lt. Als asymmetrische
Verschlu¨sselung wurde das RSA-Verfahren eingesetzt [30]. Die Signatur wurde in dem
X.509 -Standard erstellt [34].
Die Authentifizierung der Benutzer des Systems erfolgt u¨ber eine Benutzeranmeldung.
Hierbei werden den Benutzern des Systems u¨ber einen sicheren Kommunikationsweg
ein Benutzername und ein Passwort zugeteilt. Durch den ausschließlichen Zugang zu
dem System u¨ber ein Anmeldefenster ko¨nnen die Benutzer authentifiziert werden. Dazu
werden die Eingaben eines Benutzers mit den in der Datenbank gespeicherten Daten
verglichen. Zur Unterstu¨tzung der Anmeldung wurde in der web.xml -Datei von Glass-
fish ein login-config-Tag spezifiziert [63]. Der login-config-Tag ermo¨glicht unter anderem
die Definition der Authentifizierungsmethode. Es wurde die Authentifizierungsmethode
FORM ausgewa¨hlt, die festlegt, dass eine Authentifizierung u¨ber ein Formular, also ein
Anmeldefenster, erfolgt. In Verbindung mit einem HttpServletRequest-Objekt wurde nun
der login-config-Tag dazu verwendet, um die Benutzereingaben mit der Datenbank au-
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tomatisch zu validieren [49]. Nach der Validierung erfolgt entweder eine Weiterleitung zu
einer benutzerspezifischen Webseite des Systems oder zu einer Webseite mit dem Hinweis
einer fehlgeschlagenen Authentifizierung.
Eine zusa¨tzliche, kundenspezifische Authentifizierung ist im Bankenwesen bei Durchfu¨h-
rung von Transaktionen durch Kunden u¨ber das Onlinebanking gegeben. In diesem spe-
ziellen Fall wird eine zusa¨tzliche Authentifizierung mit Transaktionsnummern [61] ge-
fordert, damit die Durchfu¨hrung einer beabsichtigten Transaktion zusa¨tzlich besta¨tigt
wird. So soll die Durchfu¨hrung von Transaktionen ohne Einwilligung des Kunden weniger
wahrscheinlich sein. Im Bankensystem wurde das iTAN -Verfahren zur Authentifizierung
der Transaktionen von Kunden eingesetzt [61]. Dazu wird jedem Kunden eine Liste von
50 Transaktionsnummern mit einer La¨nge von jeweils 5 Ziffern generiert. Die Generie-
rung erfolgt mit Hilfe eines Objekts der Klasse SecureRandom des Frameworks JCA und
dem Algorithmus SHA-1 [64]. SecureRandom ist ein Pseudo-Zufallszahlengenerator, der
Zufallszahlen kryptographisch sicher erzeugt. Diese Zufallszahlen sind fu¨r die krypto-
graphische Nutzung geeignet [64]. Nach der Generierung der Zufallszahlen wurden zur
Berechnung der Transaktionsnummern der Rest der Division der Zufallszahlen durch
100000 bestimmt. Somit konnten fu¨nfstellige Zufallszahlen erzeugt werden, die krypto-
graphischen Anspru¨chen genu¨gen. Zur Authentifizierung von Transaktionen wurde nun
die Abfrage der Transaktionsnummern nach dem iTAN -Verfahren implementiert.
1.5.3.3. Wahrung der Autorisierung
Die Autorisierung ist notwendig, um den Benutzern des Bankensystems nach einer er-
folgreichen Authentifizierung die beno¨tigten Rechte zur Nutzung der Funktionen des
Systems zu vergeben. Dazu wird in der Spezifikation zuna¨chst eine Einschra¨nkung der
Mo¨glichkeiten zur Nutzung der Funktionen definiert. Dies ist notwendig da mehrere Be-
nutzer mit unterschiedlichen Berechtigungen Zugang zum Bankensystem haben. Ziel der
Einschra¨nkung der Rechte ist es also, dass die Benutzer keine Funktionen nutzen ko¨nnen
zu denen sie nicht berechtigt sind. Es ist außerdem notwendig, dass in der Spezifikation
Rollen definiert sind, die bestimmte Funktionen durchfu¨hren ko¨nnen. Eine Rolle defi-
niert fu¨r einen Benutzer die Menge der zugelassenen Funktionen des Systems. Bei der
Erstellung eines Nutzers wird diesem dann eine der spezifizierten Rollen zugewiesen.
Wenn sich der Benutzer authentifiziert, ist es dem System dann mo¨glich dem Benutzer
die bei der Erstellung zugewiesene Rolle zu vergeben. Ein Beispiel fu¨r die Notwendigkeit
der Autorisierung, also auch der Einschra¨nkung der Rechte, ist, dass es zwei Benutzer
gibt, die in der Bank unterschiedlichen Ta¨tigkeiten nachgehen. So kann ein Benutzer ein
Eigenha¨ndler der Bank sein und ein anderer Benutzer kann der Systemadministrator der
Bank sein. Es ist hierbei offensichtlich, dass dem Eigenha¨ndler nicht die gleichen Rechte
zur Verfu¨gung gestellt werden sollen wie dem Systemadministrator. In diesem speziellen
Fall dient die Einschra¨nkung der Rechte des Eigenha¨ndlers beispielsweise dazu, dass kei-
ne falschen, beabsichtigten oder nicht beabsichtigten Einstellungen des Systems gemacht
werden.
32
Die Wahrung der Autorisierung wurde im Bankensystem durch eine rollenbasierte Zu-
griffskontrolle auf die Webseiten des Systems umgesetzt. Da die Webseiten die Benutzero-
berfla¨che und damit den einzigen Zugang eines Benutzers zu den Funktionen des System
darstellen, ko¨nnen die einzelnen Funktionen zum Zwecke der Einschra¨nkung der Funk-
tionen auf die Webseiten verteilt werden. Somit kann eine Einschra¨nkung des Zugriffs auf
die Webseiten gleichzeitig die Mo¨glichkeiten zur Nutzung von Funktionen einschra¨nken,
da der Zugang zu den Webseiten die Voraussetzung zur Nutzung der Funktionen ist.
Um nun die Zugriffskontrolle umzusetzen, wurden in der web.xml -Datei von Glassfish
security-role-Tags definiert, mit denen Rollen mit eingeschra¨nkter Zugriffskontrolle de-
klariert werden ko¨nnen [63]. Um nun den Zugriff einer Rolle auf bestimmte Webseiten
zu beschra¨nken, wurden security-constraint-Tags fu¨r jede deklarierte Rolle definiert [63].
In jedem dieser Tags wurden die fu¨r eine Rolle zuga¨nglichen Webseiten aufgelistet. Die
Auflistung der erlaubten Zugriffe ist gegenu¨ber einer alternativen Auflistung der nicht er-
laubten Zugriffe vorteilhaft, da fu¨r den Fall, dass die erlaubten Zugriffe nicht vollsta¨ndig
aufgelistet wurden, keine Sicherheitslu¨cke entstehen kann. Durch eine Zugriffskontrolle
auf die Webseiten des Bankensystems wurde implizit die Vergabe von Rechten fu¨r die
Benutzer und somit die Wahrung der Autorisierung zur Nutzung der Funktionen im
System umgesetzt.
Zur konkreten Vergabe der Nutzerrechte wurde ein Anlegen von Benutzern fu¨r das Ban-
kensystem implementiert. Das Anlegen erfolgt dabei mit einer wiederholten Eingabe
eines Passworts fu¨r die korrekte Authentifizierung. Ein Mangel dieser Funktionalita¨t ist,
dass der Abgleich der beiden Passwo¨rter nicht immer korrekt funktioniert. So kann es
passieren, dass die gleiche Eingabe des Passwortes nicht erkannt wird. Dieser Mangel
konnte aus zeitlichen Gru¨nden nicht behoben werden. Aufgrund eines weiteren Fehl-
verhaltens des implementierten Bankensystems existieren nicht spezifizierte Zugriffsbe-
schra¨nkungen fu¨r die Rolle Kunde. Dieses Fehlverhalten konnte aufgrund von Zeitmangel
nicht behoben werden. Ein zusa¨tzlicher Mangel des Systems bezu¨glich der Rechteverga-
be besteht darin, dass viele Seiten rollenu¨bergreifend genutzt werden, obwohl nicht alle
Rollen die gleichen Rechte bezu¨glich der durch die Seiten zuga¨nglichen Funktionen besit-
zen. Dies fu¨hrt dazu, dass ein Benutzer, der sich mit einer bestimmten Rolle anmelden
kann, Kenntnis u¨ber das Vorhandensein von Funktionen gewinnt, die er nicht nutzen
kann. Dieser Mangel ist entstanden, da die Erstellung von rollenspezifischen Seiten, in
denen ausschließlich die fu¨r eine Rolle spezifizierten Funktionen beinhaltet sind, einen
erho¨hten Arbeitsaufwand erfordert. Dieser konnte wiederum aus Zeitgru¨nden nicht auf-
gebracht werden.
1.5.3.4. Wahrung der Integrita¨t
Die Wahrung der Integrita¨t der Daten wird zum Schutz vor Manipulation der Daten
gefordert. Dadurch sollen die Prozesse des Bankensystems nach der Spezifikation ent-
sprechend umgesetzt werden, die in dem Pflichtenheft definiert [32] ist. Grundsa¨tzlich
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ko¨nnen zwei verschiedene Arten der Manipulation der systembezogenen Daten genannt
werden. Zum einen ko¨nnen die Daten, die fu¨r die Verarbeitung an das System gesendet
werden, manipuliert werden. Zum anderen ko¨nnen die Daten in dem System manipuliert
werden. Ein Beispiel fu¨r die Notwendigkeit der Wahrung der Integrita¨t beim Senden von
Daten ist, dass die Durchfu¨hrung einer U¨berweisung, die von einem Kunden mittels eines
Client-Systems ausgelo¨st wurde, in der vom Kunden vorgesehenen Form durchgefu¨hrt
werden soll. Es sollen dazu die vom Kunden eingegebenen Daten, wie das Quell-, das
Zielkonto, der Verwendungszweck, sowie der zu u¨berweisende Betrag unvera¨ndert zum
Server-System, also zum Bankensystem, u¨bertragen werden. Bei diesem Vorgang ist zu
beachten, dass aufgrund der U¨bertragung der Daten u¨ber das Internet, die Daten durch
beliebige Rechner zur Weiterleitung vom Client zum Server verarbeitet werden ko¨nnen.
Somit besteht potentiell die Gefahr, dass die Daten an diesen Rechnern manipuliert wer-
den. Zur Wahrung der Integrita¨t sollen die Daten in der vorgesehen Form verarbeitet
werden. Dies bedeutet, dass die bei der Eingabe spezifizierten Konten durch den einge-
gebenen Betrag aktualisiert werden und der Vorgang in der Datenbank gespeichert wird.
Ein Beispiel zur Wahrung der Integrita¨t bezu¨glich der Daten des Systems ist, dass der
Kontostand eines Kunden, der in der Datenbank gespeichert ist, nicht auf unberechtigte
Weise vera¨ndert werden soll.
Die Wahrung der Integrita¨t gesendeter Daten wurde mittels der digitalen Signierung
der SSL-Verbindung [56] umgesetzt. Die digitale Signierung kann die Manipulation von
Daten bei der U¨bertragung u¨ber das Internet erkennbar machen. Die Wahrung der Inte-
grita¨t kann nun dadurch hergestellt werden, dass bei der U¨bertragung gefa¨lschte Daten
fu¨r die Weiterverarbeitung an einem Rechner nicht genutzt, sondern verworfen werden.
Ein erneutes Senden der Daten wird daraufhin angefordert. Zur Erkennung der Integrita¨t
wird ein Hash-Wert der u¨bertragenen Daten bestimmt. Hierbei gilt, dass zwei verschie-
dene Daten immer zwei verschiedene Hash-Werte besitzen. Der Sender einer Nachricht
schickt die Daten mit dem berechneten Hash-Wert an den Empfa¨nger. Der Empfa¨nger
kann den Hash-Wert aus der Nachricht berechnen und dann mit dem u¨bersendeten Hash-
Wert vergleichen. Zur Berechnung des Hash-Wertes muss ein Algorithmus verwendet
werden, der eine Hash-Funktion realisiert. In der SSL-Verbindung des Bankensystems
wird dazu der Algorithmus SHA-256 [54] verwendet.
Zur Wahrung der Integrita¨t bezu¨glich der Daten des Systems muss die Mo¨glichkeit der
Manipulation der Daten des Bankensystems durch einen SQL-Injection-Angriff [51] be-
trachtet werden. Bei einem SQL-Injection-Angriff werden SQL-Befehle u¨ber ein Client-
System in die Benutzeroberfla¨che des Server-Systems eingegeben, die an die Kommunika-
tionsschnittstelle des Server-Systems mit der Datenbank weitergegeben werden. Mit den
SQL-Befehlen ko¨nnen so Datenbankeintra¨ge in einer nicht vorgesehenen Form vera¨ndert
werden. Die Verwaltung der Datenbank in dem Bankensystem wurde mit dem Java-
Framework JDBC [43] umgesetzt. Um sich vor den SQL-Injection-Angriffen zu schu¨tzen,
werden die SQL-Befehle ausschließlich mit einem PrepareStatement-Befehl [51] des JDBC-
Frameworks durchgefu¨hrt. Bei diesem Befehl werden die von Benutzern eingegebenen
Daten nicht direkt an die Datenbank weitergeleitet und dort als SQL-Befehl interpre-
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tiert. Ein Prepare-Statement-Befehl hat stattdessen Platzhalter fu¨r die Benutzereingabe
und die Interpretation des Befehls erfolgt mit den Platzhaltern. Die Ausfu¨hrung des
Befehls erfolgt im Nachhinein mit den Benutzereingaben. Dies verhindert, dass Benut-
zereingaben als SQL-Befehle interpretiert werden ko¨nnen [51].
Eine weitere Mo¨glichkeit der Manipulation der Daten des Bankensystems ist es die
Benutzeroberfla¨che des Systems durch Cross Site Scripting-Angriffe [41] zu vera¨ndern.
Hierbei werden in den Webseiten JavaScript-Befehle [37] eingegeben und gespeichert,
sodass dadurch die Syntax der Webseite vera¨ndert wird. Um sich auch vor dieser Art
der Manipulation zu schu¨tzen, wurde das Framework Java Server Faces [29] zur Erstel-
lung der Webseiten des Bankensystems verwendet. Mit Hilfe von Java Server Faces la¨sst
sich die Anzeige von Inhalten in Webseiten mittels einem Output-Tag realisieren. Unter
Nutzung dieses Tags werden HTML-Befehle bei der Anzeige ignoriert [29]. Die Anzeige
von Inhalten, die von Benutzern eingegeben werden ko¨nnen, wurden ausschliesslich mit
dem Output-Tag realisiert. Dadurch werden Cross Site Scripting-Angriffe verhindert.
1.5.3.5. Wahrung der Nachweisbarkeit
Die Nachweisbarkeit wird beno¨tigt, um alle durchgefu¨hrten Aktionen des Systems und
der Benutzer aufzeichnen und u¨berpru¨fen zu ko¨nnen. Dies bedeutet, dass es fu¨r berech-
tigte Personen mo¨glich gemacht werden muss, dass Aufzeichnungen der Aktionen des
Systems und der Benutzer eingesehen werden ko¨nnen. So ist es beispielsweise notwen-
dig, die Aktionen eines Benutzers einzusehen, wenn sich herausgestellt hat, dass das
Verhalten des Benutzers nicht der vorgesehenen Form entsprochen hat. Ein Beispiel ist,
dass ein Benutzer eine Straftat begangen haben kann. Der Zweck des Einsehens wa¨re
in diesem Fall die Nachweisbarkeit der Straftat. Eine weitere Mo¨glichkeit fu¨r die Not-
wendigkeit der Nachweisbarkeit ist nach einem unerwarteten und nicht-spezifizierten
Verhalten des Systems, wie zum Beispiel einem Absturz, gegeben. In diesem Fall ist es
fu¨r die Personen, die fu¨r die Wartung des Systems zusta¨ndig sind, wichtig zu erfahren
aus welchem Grund das nicht-spezifizierte Verhalten aufgetreten ist. Die Einsicht auf die
Dokumentation der Aktionen stellt die Mo¨glichkeit bereit, die Aktionen nachzuvollzie-
hen.
Die Wahrung der Nachweisbarkeit kann mittels dem Loggen von Aktionen realisiert wer-
den. Dies bedeutet, dass alle Aktionen aufgezeichnet werden. Hierzu wurde eine Logging-
Funktionalita¨t implementiert, die das Framework OpenXES verwendet [62].
Die Einsicht der erstellten Log-Dateien in der Benutzeroberfla¨che konnte allerdings aus
zeitlichen Gru¨nden nicht der Spezifikation entsprechend umgesetzt werden. Beispielswei-
se konnte fu¨r die Rolle Gescha¨ftsfu¨hrer die Einsicht der Log-Daten nicht implementiert
werden.
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1.5.3.6. Wahrung der Verfu¨gbarkeit
Verfu¨gbarkeit bedeutet, dass das Bankensystem zu den spezifizierten Zeiten fu¨r die Be-
nutzer genutzt werden kann. Die Nutzung bezieht sich auf die Funktionen des Systems,
weshalb die Verfu¨gbarkeit fordert, dass die Funktionen ausgefu¨hrt werden ko¨nnen und
dass diese der Spezifikation entsprechend umgesetzt werden ko¨nnen. Die Funktionen
mu¨ssen also nicht nur ausfu¨hrbar sein, sondern mu¨ssen zudem korrekte Ergebnisse lie-
fern. Fu¨r das Bankensystem ist die Verfu¨gbarkeit ein sehr wichtiges Interesse, da die
Gescha¨fte einer Bank ha¨ufig u¨ber das Internet geta¨tigt werden. Fallen die Funktionen
des Systems aus, so fallen auch potentielle Einnahmen aus Gescha¨ften fu¨r die Bank weg.
Außerdem kann durch den Ausfall der Funktionen die Reputation der Bank gescha¨digt
werden, weshalb auch hier mit negativen finanziellen Folgen zu rechnen ist.
Die Wahrung der Verfu¨gbarkeit des Systems wurde in dem Bankensystem mit Hilfe der
Erstellung von Backups realisiert. Die Erstellung von Backups ermo¨glicht die Aufnahme
des Zustandes des Bankensystems zu einem bestimmten Zeitpunkt. Somit kann der Aus-
fall des Systems, beziehungsweise einzelner Funktionen des Systems, durch das Einspielen
des erstellten Backups ru¨ckga¨ngig gemacht werden. Dies verhindert, dass das System fu¨r
einen langen Zeitraum nicht zur Verfu¨gung steht. Das Einspielen fu¨hrt dazu, dass die
Funktionen, wie sie zu dem Zeitpunkt der Erstellung verfu¨gbar waren, wiederhergestellt
werden. Dazu wurde die Mo¨glichkeit geschaffen, dass der Systemadministrator der Bank
die Backups manuell erstellen kann. Außerdem wurde eine automatische Erstellung der
Backups implementiert. Das automatische Erstellen erfolgt einmal pro Stunde. Die Da-
ten werden dann fu¨r insgesamt 10 Tage gespeichert. Das Erstellen der Backups erfolgt
mit Hilfe der Ausfu¨hrung eines Shell-Scripts [58] auf dem Betriebssystem der Cloud.
1.5.3.7. Wahrung der Vertraulichkeit
Vertraulichkeit bedeutet, dass Informationen nur einem begrenzten Kreis von Personen
zuga¨nglich gemacht werden. Die Wahrung der Vertraulichkeit ist notwendig, da in dem
Bankensystem personenbezogene Daten verarbeitet werden. Ein Beispiel fu¨r die Notwen-
digkeit der Vertraulichkeit ist, dass die Daten eines Kunden, wie die Kontonummer oder
der Kontostand eines Kontos des Kunden, nur dem Kunden und seinem Kundenberater
zur Verfu¨gung gestellt werden. Es soll somit verhindert werden, dass nicht berechtigte
Personen, wie ein anderer Kunde, Zugang zu den Daten des Kunden haben. Da die Da-
ten sowohl im Bankensystem gespeichert werden, als auch u¨ber das Internet u¨bertragen
werden ko¨nnen, ist es notwendig den Zugang zu den persistent gehaltenen Daten und
die U¨bertragung der Daten zu kontrollieren.
Die Gewa¨hrleistung der Vertraulichkeit wa¨hrend der U¨bertragung der Daten erfolgt mit
Hilfe einer Verschlu¨sselung der Daten in der bereits im Abschnitt 1.5.3.2 beschriebenen
SSL-Verbindung [56]. Hierbei wird die symmetrische und asymmetrische Verschlu¨sselung
in der hybriden Verschlu¨sselung kombiniert. Zur asymmetrischen Verschlu¨sselung wurde
36
der RSA-Algorithmus verwendet [30]. Die Schlu¨ssella¨nge wurde auf 2048 Bits festge-
legt. Die Verschlu¨sselung kann die Vertraulichkeit wa¨hrend der U¨bertragung der Daten
im Internet gewa¨hrleisten. Eine verschlu¨sselte Datei wirkt wie die zufa¨llige Anordnung
von Zeichen ohne Mo¨glichkeit auf eine Interpretation der Zeichen. Wenn der Zugang
zum Entschlu¨sselungsschlu¨ssel nicht gegeben ist, ko¨nnen somit die Informationen der
u¨bertragenen Dateien nicht ermittelt werden.
Zur Wahrung der Vertraulichkeit fu¨r die persistent gehaltenen Daten, wurde die in Ab-
schnitt 1.5.3.3 beschriebene rollenbezogene Rechtevergabe eingesetzt. Somit la¨sst sich die
Einsicht der Daten derart kontrollieren, dass nur berechtigte Personen Zugang zu die-
sen Daten haben. Eine weitere Maßnahme zur Wahrung der Vertraulichkeit betrifft den
im Abschnitt 1.5.3.4 beschriebenen SQL-Injection-Angriff. Da ein SQL-Injection-Angriff
nicht nur die Daten des Systems manipulieren, sondern auch den unberechtigten Zugang
zu den Daten ermo¨glichen kann, ist die im Abschnitt 1.5.3.4 beschriebene Maßnahme
zum Schutz vor SQL-Injection-Angriffen auch fu¨r die Wahrung der Vertraulichkeit re-
levant. Die nicht berechtigte Einsicht der Daten wird deshalb mo¨glich, weil bei einem
Angriff nicht nur SQL-Befehle zum Schreiben, sondern auch zum Lesen von Daten ein-
gegeben werden ko¨nnen.
1.5.3.8. Vermeidung von nicht-spezfiziertem Verhalten
Nicht-spezifiziertes Verhalten der Funktionen des Bankensystems kann auftreten, wenn
ein Fehler bei der Berechnung der Daten auftritt, oder ein Angreifer versucht, das Sys-
tem anzugreifen. In der Planungsphase wurde das Testen des Bankensystems zur Ver-
meidung von nicht-spezifiziertem Verhalten, sowie die U¨berwachung der Prozessabla¨ufe
mittels Business Process Mining (kurz: BPM ) [62] zur Erkennung von nicht-spezifiertem
Verhalten geplant.
Nicht-spezifiziertes Verhalten kann vermieden werden, wenn das System ausreichend
getestet wird. Zweck des Testens ist die Erkennung von Fehlverhalten, die aufgrund von
fehlerhafter Implementierung entstehen. Somit werden Fehler bereits in der Implemen-
tierungsphase erkannt und behoben. Das Testen der Software wurde mit dem Framework
J-Unit umgesetzt [45].
Mit Hilfe von BPM kann das Verhalten des Systems, das durch Log-Dateien aufgezeich-
net wird, mit einem spezifizierten Verhalten verglichen werden. Das Verhalten entspricht
dem Prozessablauf des Systems. Wird eine Abweichung des aktuell durchgefu¨hrten Pro-
zessablaufs zu dem spezifizierten Prozessablauf festgestellt, ko¨nnen Log-Dateien mit Ein-
tra¨gen u¨ber die aufgetretenen Anomalien erstellt werden. Das Business Process Mining
wurde mit Hilfe der Software ProM [62] umgesetzt. In ProM ko¨nnen Petri-Netze [33]
aus Log-Dateien durch Importieren dieser in ProM erzeugt werden. Außerdem ko¨nnen
die erstellten Petri-Netze mit weiteren Petri-Netzen zur Erkennung der Anomalien ver-
glichen werden. Zur Erstellung der Log-Daten wurde, wie bereits im Abschnitt u¨ber die
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Nachweisbarkeit erwa¨hnt, die OpenXES Library verwendet. Die Log-Daten werden bei
Aufruf jeder Methode des Systems erstellt. Anschließend werden sie in ProM importiert
und das daraus erstellte Petri-Netz wird mit dem gespeicherten Petri-Netz verglichen,
das im Voraus erstellt wurde und dem spezifizierten Verhalten entspricht. Somit konn-
te die Erkennung von nicht-spezifiziertem Verhalten umgesetzt werden. Die Erkennung
kann im weiteren zur Vermeidung darauffolgender, nicht-spezifizierter Prozessabla¨ufe
genutzt werden.
1.5.4. Verwaltung der RSA-Schlu¨ssel
Im Folgenden wird die Verwaltung der RSA-Schlu¨ssel beschrieben, die fu¨r die Verwal-
tung der in Abschnitt 1.5.3 beschriebenen Sicherheitsmaßnahmen digitale Signierung
und Verschlu¨sselung notwendig ist. Da der RSA-Algorithmus fu¨r beide Maßnahmen ver-
wendet wird, werden in beiden Maßnahmen RSA-Schlu¨ssel eingesetzt.
Die SSL-Verschlu¨sselung setzt ein Schlu¨sselpaar fu¨r die asymmetrische RSA-Verschlu¨sse-
lung ein. Nach einer gewissen Zeit kann das Schlu¨sselpaar als nicht mehr sicher angesehen
werden, da beispielsweise Schlu¨ssel mit einer gro¨ßeren Anzahl an Bits zur sicheren Kom-
munikation beno¨tigt werden. Aufgrund dessen wurde die Verwaltung der RSA-Schlu¨ssel
implementiert. Die Verwaltung ermo¨glicht das Einsehen der vorhandenen Schlu¨ssel, das
Generieren von neuen Schlu¨sseln, das Lo¨schen vorhandener Schlu¨ssel, sowie das Ersetzen
des aktuell genutzten Schlu¨ssels fu¨r die SSL-Verbindung. Zur Ersetzung des genutzten
Schlu¨ssels muss der Glassfish-Server neu gestartet werden. Der Glassfish-Server nutzt zur
Speicherung der Schlu¨ssel die Datei keystore.jks [48]. Ein Objekt der Klasse Keystore
des Frameworks JCA [64] kann nun dazu genutzt werden, um zur Laufzeit Zugang zu der
keystore.jks-Datei zu erlangen und die zuvor beschriebenen Funktionen durchzufu¨hren.
Durch die Nutzung der Klasse Keystore konnte somit die Verwaltung der Schlu¨ssel des
Bankensystems implementiert werden.
Damit eine Verbindung von Clients zum Bankensystem aufgebaut werden kann, muss das
bei der Authentifizierung ausgetauschte Zertifikat fu¨r beide Seiten vertrauenswu¨rdig sein.
Ein Client kann hierbei ein externes System, wie die Interbank, sein. Unter der Annah-
me, dass die Zertifikate u¨ber einen sicheren Kommunikationsweg ausgetauscht wurden,
muss es mo¨glich sein, dass das Zertifikat der Gegenstelle fu¨r den Glassfish-Server be-
kannt gemacht wird. Durch das Bekanntmachen wird ein Zertifikat als vertrauenswu¨rdig
eingestuft. Die vertrauenswu¨rdigen Zertifikate werden fu¨r den Glassfish-Server in der
truststore.jks-Datei [48] gespeichert. Sobald also ein Zertifikat in dieser Datei gespei-
chert ist, wird die Verbindung zum Client ermo¨glicht. Zur Verwaltung der Eintra¨ge der
truststore.jks-Datei wurde wieder ein Objekt der Klasse Keystore genutzt. Es wurden
mit Hilfe dieser Klasse die Funktionen zum Auslesen der vertrauenswu¨rdigen Zertifikate,
zum Hinzufu¨gen neuer Zertifikate und zum Lo¨schen vorhandener Zertifikate implemen-
tiert.
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1.6. GUI Testen durch Selenium
Autor: CW
1.6.1. Einfu¨hrung
Unser Projekt basiert auf dem JSF-Framework[55], welches ein Bestandteil von JavaEE
ist. Dadurch, dass es bei dieser Technik hauptsa¨chlich um die Erstellung von Web-
pra¨senzen geht, muss die Oberfla¨che dieser entsprechend getestet werden. Es gibt ne-
ben dem Selenium-Framework[7] noch einige weitere Frameworks zum Testen solchen
Oberfla¨chen. Auf diese musste jedoch aufgrund der Inkompatibilita¨t mit Glassfish ver-
zichtet werden. Selenium[55][7] ist ein Testwerkzeug fu¨r Webanwendung und unterstu¨tzt
die Programmier-/Skriptsprachen C#, Python, Javascript, JSP, JSF. Mit diesem Frame-
work ist es mo¨glich Aktionen im Brwoser aufzuzeichnen und spa¨ter zum Testen wieder
abzuspielen (Dies wird auch Benutzeroberfla¨chetest genannt).
1.6.2. Selenium IDE
Selenium IDE (siehe Abbildung 1.10) ist ein Plugin fu¨r den Webbrowser. Mit diesem
ko¨nnen Bewegungen und Klicks auf der GUI-Anwendung nachverfolgt werden. Die Ober-
fla¨che ist intuitiv und sieht aus wie ein Video-Rekorder. In der Base URL Zeile wird
die URL der zu testenden Seite eingegeben. Danach werden die nachfolgenden Benut-
zeraktionen im Browser automatisiert aufgezeichnet. Es ist mo¨glich , die aufgezeichneten
Aktionen durch dieses Tool abzuspielen. Als Alternative dazu, kann Selenium auch mit
JUnit3 zusammenarbeiten. Mit Hilfe der Selenium IDE kann die Suche nach mo¨glichen
Programmfehler erfolgen.
1.6.3. Selenium RC
Mit Hilfe von Selenium RC(Remote Control Server) kann auch ein Test auf einer ent-
fernten Maschine erfolgen. Die Architektur der Anwendung Selenium RCs ist in Abb.
1.11 dargestellt. Um die Oberfla¨che zu testen muss ein bestimmter Selenium-Core in den
Browser eingebunden werden.
1.6.4. Problem mit SSL-Zertifikate
Bei den Tests mit Selenium kamen unerwartete NULL-POINTER-Exceptionen vor. Das
wesentliche Problem lag darin, dass unser Server eine verschlu¨sselte Verbindung auf-
baut. Dadurch, dass das verwendete Zertifikat in unserer Anwendung nicht zertifiziert
3siehe den Abschnitt 1.6.5
39
Abbildung 1.10.: Selenium RC
war, zeigte der Browser eine entsprechende Fehlermeldung. Diese fu¨hrte letztlich dazu,
dass der Test mit Selenium abgebrochen wurde[8]. Um dieses Problem zu lo¨sen, musste
innerhalb von Firefox das verwendete Browserprofil gea¨ndert oder ein Neues erstellt wer-
den. Im Folgenden wurde immer die Kombination aus Selenium und Firefox verwendet.
1.6.4.1. Einstellungsvorgang
Durch den Befehl “firefox.exe -ProfileManager“ ist ein neues Firefoxprofil in einem be-
stimmten Verzeichnis anzulegen, so dass beim na¨chste Mal der Selenium-Test mit dem
neuen Profil gestartet wird. Dafu¨r ist es no¨tig mit diesen Befehlen aus der Selenium API
das neue Firefox-Profil zu konfigurieren[8]:
“java -jar selenium-server-2.19.0.jar -trustAllSSLCertificates -firefoxProfileTemplate [Pro-
filspeicherpfad]“
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Abbildung 1.11.: Selenium RC[7]
Das Argument “-trustAllSSLCertificates“ spielt dabei eine große Rolle. Mit diesem At-
tribut wird auch der Zugang zu Webseiten ohne gu¨ltiges Zertifikat erlaubt.
1.6.5. Selenium Testen in Form von JUnit
Der Test der GUI der Webanwendung kann auch ohne die Selenium IDE durchgefu¨hrt
werden. Dazu muss die entsprechende Library (Selenium-JAVA-API) im Projekt aufge-
nommen werden. Anschließend ko¨nnen die JUnit-Codes auch manuell erstellt werden.
Dieser Code besteht aus drei Teilen, die mit der Annotation @ gekennzeichnet werden:
@Before Zuerst werden alle fu¨r den Test no¨tigen Vorbereitungen getroffen werden. Dar-
unter fa¨llt z.B. die Instanziierung des Browser, sowie die Eingabe der Ziel-URL.
@Test Hierin befindet sich der eigentliche Test. In diesem Teil werden die aufzurufenden
GUI-Seiten sowie Klicks programmiert.
@After Im After-Teil findet die Verifiktation des Tests statt. Darunter fa¨llt z.B. die
Pru¨fung, ob die korrekte Seite aufgerufen wurde, oder ob Layout-Fehler wa¨hrend
des Test aufgetreten sind (siehe Abbildung 1.13). Tritt ein solcher Fehler auf, wird
der laufenden Test unterbrochen und die entsprechende Fehlermeldung wird in der
Konsole ausgegeben. Tritt kein Fehler auf, la¨uft der Test bis zum Ende durch (siehe
Abbildung 1.12).
41
Abbildung 1.12.: Selenium Testen mit JUnit
Abbildung 1.13.: fehlschla¨gtes Testen
1.7. Log-System mit Log4J
Autor: YD
Log4j ist ein Loggingtool in Java, dass es auf einfache und komfortable Art ermo¨glicht,
Meldungen auf verschiedenste Art auszugeben.[6]
Log4j wird im Bankensystem dazu genutzt, um Log-Dateien im Hintergrund des Sys-
tems zu generieren und in der Benutzeroberfla¨che anzuzeigen. Durch die Anzeige der
Log-Dateien ko¨nnen die Mitarbeiter den Zustand des Systems einsehen. Es ist unter
anderem mo¨glich eine Ausgabe von Log-Dateien mit Informationen u¨ber den abgear-




In Log4j gibt es die drei Hauptkomponenten Logger, Layout und Appender. Um die
Komponenten benutzen zu ko¨nnen, wird die Library org.apache.log4j beno¨tigt. In den
folgenden Abschnitten werden die Komponenten beschrieben. Die Log-Dateien werden
im Folgenden als Meldungen bezeichnet.
1.7.1.1. Logger
Logger ermo¨glicht die Ausgabe der erstellten Log-Dateien. Die Meldungen ko¨nnen nach
5 Stufen priorisiert werden. Die einzelnen Stufen sind DEBUG, INFO, WARN, ERROR
und FATAL. Jede Meldung muss einem der Stufen zugeordnet werden. Durch die Prio-
risierung kann der Benutzer erkennen, wie schwerwiegend eine generierte Meldung ist.
Falls beispielsweise eine Meldung der Stufe FATAL zugeordnet wird, handelt es sich sehr
wahrscheinlich um eine wichtige Meldung [6].
Beipiel-Code:




l.warn("Du solltest langsam aufstehen!");
l.error("Es ist ein unerwarteter Fehler aufgetreten!");
l.fatal("Das war’s. Du kommst zu spaet zur Arbeit!");
In dem oben vorgestellten Beispiel-Code wird eine Meldung mit den 5 genannten Stufen
zur Priorisierung definiert. Die Meldung in der Stufe DEBUG bezeichnet die niedrigste
Priorita¨t, wa¨hrend die Meldung mit FATAL ho¨chste Priorita¨t hat.
1.7.1.2. Appender
Appender ermo¨glicht die Ausgabe der Meldungen auf verschiedene Arten. Beispielsweise
kann definiert werden, dass die Meldungen in der Konsole der Entwicklungsumgebung
oder in Log-Daten ausgegeben werden. An einen Logger ko¨nnen mehrere Appender an-
geha¨ngt werden, um verschiedene Situationen zu unterscheiden. Ein Beispiel ist, dass drei
Appender mit den folgenden Funktionen verfasst werden. Der erste Appender ist fu¨r die
Ausgabe einer Meldung mit niedriger Priorita¨t in der Benutzeroberfla¨che zusta¨ndig. Der
zweite Appender ermo¨glicht das Schreiben von Meldungen in Log-Daten, die Informa-
tioenn u¨ber die Datenbank beinhalten und mit ho¨herer Priorita¨t eingestuft wurden. Der
dritte Appender ermo¨glicht hingegen die Ausgabe von Meldungen in der Konsole der








log4j.appender.myapp.layout.ConversionPattern=\%5p | \%d | \%F:\%L | \%m\%n
log4j.appender.A1=org.apache.log4j.ConsoleAppender
log4j.appender.A1.layout=org.apache.log4j.PatternLayout
log4j.appender.A1.layout.ConversionPattern=\%5p | \%d | \%F:\%L | \%m\%n
In dem zuvor dargelegten Beispiel-Code ko¨nnen die Meldungen in einer Log-Datei ge-
schrieben werden. Dazu wird eine Log-Datei mit Namen Logfile.log generiert. Eine detail-
lierte Beschreibung von Log-Dateien ist in Abschnitt 1.7.3.1 zu finden. Es wird festgelegt,
dass die Meldungen auf der Konsole der Entwicklungsumgebung angezeigt werden. Wei-
terhin wird festgelegt, dass die Log-Datei maximal 10 MB groß sein kann. Außerdem
wird die Anzahl der Meldungen auf ho¨chstens 10 Stu¨ck begrenzt. Zusa¨tzlich wird die
Anzeige von Informationen u¨ber den Quellcode definiert. Die Informationen beziehen
sich auf den Quellcode-Abschnitt, der die Erstellung der Meldung auslo¨st. In dem Bei-
spiel werden dazu der Methodenname, das Objekt, sowie die Zeit in der die betroffene
Methode aufgerufen wurde, angezeigt und in die Log-Datei geschrieben.
1.7.1.3. Layouts
Die Komponente Layout bestimmt die Form der zu erstellenden Meldungen. Dazu wird
vor Anzeige der Meldungen durch den Appender die Form dieser durch eine Layout-
Komponente zugeordnet. Die Zuordnung wird in Konfigurationsdateien definiert. Bei-
spiele:
% -5p linksbu¨ndig mit fu¨nf Zeichen die Priorita¨t der Meldung ausgegeben.
[ % t ] Ausgeben von welchem Thread aufgerufen ist.
( % F:% L ) Name und Zeilenummer der Methode.
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1.7.1.4. log4j.properties
In jedem Projekt, in dem Log4j verwenden werden soll, muss zuerst eine properties-Datei
erstellt werden. Diese ist fu¨r die Einstellungen von Log4j notwendig. Die properties-Datei
definiert unter anderem die Komponenten, die von Log4j verwendet werden sollen, und
wie die Meldungen anzuzeigen sind (1.7.1.2, 1.7.1.3).
1.7.2. Besondere Konfiguration mit JSF und Spring unter Glassfish
Ein wichtiger Punkt ist die Kombination von Log4j mit JSF [29] und Spring unter Glass-
fish [42]. Da Log4j wenig in der Praxis mit JSF und Spring unter Glassfish verwendet
wird, existiert lediglich wenig Literatur zu diesem Thema. Zur Erkennung von Log4j in
einem Projekt mit JSF mu¨ssen einige Schlu¨sselwo¨rter in der properties-Datei angege-









Die Meldungen, die von Log4j fu¨r das System erstellt werden, ko¨nnen sowohl in der Kon-
sole der Entwicklungsumgebung angezeigt werden als auch in einer erstellten Log-Datei
geschrieben werden. Die Einstellungen diesbezu¨glich werden ebenfalls in der properties-
Datei 1.7.1.4 definiert.
1.7.3.1. LogDatei.log
Die Datei LogDatei.log wird standardma¨ßig unter Linux-Systemen im Ordner
/home/LogDatei.log und unter Windows-System unter C:\home\LogDatei.log angelegt.
Im Folgenden werden beispielhaft zwei Meldungen angezeigt. Eine Meldung zeigt in
diesem Beispiel die Stufe der Priorisierung, die Zeit der Erstellung der Meldung, die
Klasse des Quellcodes, die die Erstellung der Meldung angestoßen hat und die Meldung
selbst. Die Meldung hat hierbei ein bestimmtes Protokoll, welches zuvor festgelegt wurde.
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DEBUG | 2012-02-22 14:27:28,637 | NavigationRollen.java:62
| Benutzer: testperson hat sich eingeloggt
DEBUG | 2012-03-13 13:48:14,105 | NavigationRollen.java:57
| Benutzer: admin hat sich eingeloggt
1.7.3.2. Log-Datei in Konsole
Ein Beispiel fu¨r Meldungen, die in der Konsole der Entwicklungsumgebung angezeigt
werden, ist in Abbildung 1.14 dargestellt.





Um die korrekte Abbildung und vollsta¨ndige Erhaltung der Compliance im Projekt zu
gewa¨hrleisten, wurde inspiriert durch [28] und [46] ein Verfahren entwickelt und angewe-
det. Zuerst wird im Unterabschnitt 2.1.1 das urspru¨nglich geplante Verfahren vorgestellt,
danach wird in den Unterabschnitten 2.1.3 und 2.1.4 das Vorgehen nach diesem Verfah-
ren erla¨utert und Abweichungen aufgezeigt.
2.1.1. Behandlung der Gesetze nach dem Projektplan
Das urpru¨ngliche Vorgehen war folgendermaßen geplant:
1. Extraktion der wichtigsten Artikel mit Bezug zum Online-Banking-System aus
diesen Texten.
2. Strukturierung der Gesetze nach Rechten, Pflichten und Verboten, und Bestim-
mung des handelnden Akteurs, der Aktion, des von der Aktion betroffene Objekt
und zusa¨tzlicher passiver Personen fu¨r jeden Artikel.
3. Modellierung der Rechte und Pflichten mit Secure Tropos [33].
4. Ermitteln der Anforderungen aus den Gesetzen, Extraktion der Rollen fu¨r die
jeweilige Anforderung und Modellierung der Aktivita¨ten im System, die sich fu¨r
jede Rolle ergeben, durch Anwendungsfalldiagramme in Secure Tropos.
5. Erga¨nzung der Anwendungsfalldiagramme durch zusa¨tzliche Metainformationen in
Form von Tabellen (eine je Anwendungsfall).
6. Zusammenfu¨hrung der Aktivita¨ten mit den funktionalen Aktivita¨ten des Systems.
7. Um die geltenden Gesetze im System zuru¨ckverfolgen zu ko¨nnen, wurde eine No-
tation der Gesetzesanforderungen fu¨r jeden modellierten Prozess festgelegt. Dann




In Anbetracht der sehr begrenzten Zeit wurden BDSG [9] und MaRisk [11] ausfu¨hrlich
analysiert und aus allen u¨brigen Gesetzen die wichtigsten Artikel beru¨cksichtigt.









2.1.3. Analyse und Dokumentation der Gesetze
Wa¨hrend der Anforderungsanalyse wurden die zuvor aufgelisteten Gesetzestexte unter-
sucht. Die relevanten Paragrafen wurden in Form einer Tabelle aufgelistet. Die Notati-
onselemente [P], [V] und [R] wurden den Paragrafen hinzugefu¨gt, um die Strukturierung
in Pflichten, Verbote und Rechte umzusetzen. Außerdem wurden Paragrafen, die Begriffe
definieren, in die Auflistung mit aufgenommen (Notationselement [D]). Die Erga¨nzung
der Definitionen wurde festgelegt, da eine Beschreibung wichtiger Begriffe als sinnvoll
angesehen wurde. Die im Projektplan definierten Eigenschaften, die fu¨r jeden Paragra-
fen angegeben werden sollten, wurden als Spaltenelemente in die Tabelle eingefu¨gt. Die
Eigenschaften unterscheiden sich hierbei zum Teil von den Eigenschaften, die im Pro-
jektplan definiert wurden. Die Eigenschaften sind:
• Gesetz (entspricht dem Ku¨rzel des jeweiligen Paragrafen)
• Was (entspricht dem betroffenen Objekt)
• Wer (entspricht dem handelnden Akteur)
• Anforderung (entspricht den zusa¨tzlichen Anforderungen an das System)
• Gesetzestext (Kurze Zusammenfassung des Paragrafen)
Ebenfalls abweichend vom Projektplan wurde auf die Notation mit SecureTropos ver-
zichtet, da keine brauchbare Entwicklungsumgebung gefunden werden konnte.
Parallel zur Erstellung der Tabelle wurde das Pflichtenheft erstellt. Dort sind die An-
wendungsfalldiagramme [17] fu¨r die Rollen des Systems modelliert. Fu¨r jeden Anwen-
dungsfall wurde eine zusa¨tzliche Tabelle erstellt, die unter anderem die Zeile “Gesetze“
48
beinhaltet. In dieser Zeile sind die relevanten Gesetze und Paragrafen fu¨r den jeweils
betrachteten Anwendungsfall aufgelistet. Somit konnte eine Referenzierung der Gesetze
und Paragrafen in die tabellarischen Anwendungsfallbeschreibungen integriert werden.
Zu der tabellarischen Beschreibung wurde im Pflichtenheft die Prozessmodellierung
erga¨nzt, sodass ein Prozess pro Anwendungsfall vorhanden ist. Mit Hilfe der Referenzie-
rung auf die relevanten Gesetze in der Anwendungsfallbeschreibung ist also zusa¨tzlich
eine Referenzierung in der Prozessmodellierung vorhanden.
2.1.4. Anforderungen durch Gesetze
Durch einige Gesetze ergaben sich zusa¨tzliche Anforderungen an das System.
So fordert das HGB bestimmte Aufbewahrungsfristen fu¨r Unterlagen, die bestimmte
Vorga¨nge oder deren Zustandekommen dokumentieren.
Das BDSG fordert, dass personenbezogene Daten wie Name, Adresse, Geburtsdatum
und Bankverbindungen nur erhoben werden du¨rfen, wenn ein Grund dafu¨r vorliegt und
auch nur solange gespeichert werden du¨rfen, wie dieser Grund besteht.
Durch das TMG wurden insbesondere Anforderungen an die Sicherheit der Datenu¨bertragung
und die Lagerung von Daten definiert.
Die MaRisk fordern das erstellen einer Security Policy, sowie im Zusammenspiel mit dem
KWG einen Zugang fu¨r BaFin und BZSt.
WpHG und AO definieren bestimmte Meldepflichten fu¨r Abwickelungen von Gescha¨ften
und Gesetzesversto¨ße, wobei das eher WpHG auf den Wertpapiere im Sinne von Aktien
und die AO eher auf (insbesondere steuerlich relevante) Finanztransaktionen ausgelegt
sind. Aus diesen Texten resultiert u.a. die Pru¨fung auf Verda¨chtigkeit bei U¨berweisungen
und Wertpapiertransaktionen.
AktG und KonTraG richten sich auf die Struktur von Aktiengesellschaften aus und
hatten somit keine Auswirkungen auf unser System.
2.2. Security Policy
Der Projektplan sah vor, dass eine Security Policy fu¨r das Online-Banking-System er-
stellt werden sollte, um den richtigen Umgang mit dem System zu fo¨rdern. Die Security
Policy sollte nach dem BSI-Standard [13] entworfen werden.
Dazu war vorgesehen sie in drei Schichten zu entwerfen:
1. Die erste Schicht (BSI 100-1) sollte Management-Prinzipien, Ressourcen, Mitar-
beiter und den Sicherheitsprozess beinhalten.
2. In der zweiten Schicht (BSI 100-2) sollte die Vorgehensweise fu¨r den Betrieb der
Software beschrieben werden.
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3. Die dritte Schicht (BSI 100-3) sollte aus den Handbu¨chern fu¨r die vorgesehenen
Nutzer des Systems bestehen.
In den folgenden Unterabschnitten werden die Ergebnisse zusammengefasst. Die Doku-
mente der Security Policy sind diesem Dokument im Anhang beigefu¨gt.
2.2.1. IT-Sicherheitsleitlinie (Security Policy Schicht 1, BSI 100-1)
Die IT-Sicherheitsleitlinie (Anhang C.1) beschreibt, wie im Allgemeinen sichergestellt
werden soll, dass im Betrieb alle no¨tigen Gesetze und Standards eingehalten werden. Sie
behandelt unter anderem die Themen:
1. Allgemeine Ziele
2. Geltungsbereich
3. Verantwortlichkeiten und Zusta¨ndigkeiten
4. Sicherheitsmanagement
5. Sicherheitsmaßnahmen
6. Richtlinien fu¨r Mindeststandards
In dem Abschnitt Allgemeine Ziele werden die grundlegenden Ziele der Sicherheitslei-
tlinie beschrieben, wa¨hrend im Abschnitt Geltungsbereich die Gu¨ltigkeit der Leitlinie
fu¨r alle Mitarbeiter der Bank definiert wird. Im darauffolgenden Abschnitt werden die
verantwortlichen Rollen Datenschutzbeauftragter, IT-Sicherheitsbeauftragter und Ver-
treter der Rechtsabteilung genannt, um die Zusta¨ndigkeiten fu¨r den Datenschutz, die
Informationssicherheit und die Leitlinie zu beschreiben. Fu¨r das Sicherheitsmanagement
wurden unter anderem die Einrichtung einer Sicherheitsorganisation und die Nennung
eines Sicherheitsbeauftragten genannt. Die Sicherheitsmaßnahmen bestimmen unter an-
derem Verantwortlichkeiten fu¨r alle Verfahren, Informationen, IT-Anwendungen und
IT-Systeme. Die Richtlinien gelten fu¨r die Themen Internet- und E-Mail-Nutzung, IT-
Nutzung, Outsourcing, Archivierung, Datensicherung und Notfallvorsorge.
2.2.2. BSI-Grundschutz (Security Policy Schicht 2, BSI 100-2)
Die zweite Schicht der Security Policy (Anhang C.2) beinhaltet Bausteine, Gefa¨hrdungen
und Maßnahmen des BSI-Grundschutzkataloges zugeschnitten auf die Magnus Moneta-
rus Bank. Hierbei werden fu¨r jeden Baustein die Gefa¨hrdungen und zu jeder Gefa¨hrdung
die zugeho¨rigen Maßnahmen aufgelistet.







Die u¨bergreifenden Aspekte behandeln unter anderem Gefa¨hrdungen und Maßnahmen fu¨r
das Sicherheitsmanagement, die Organisation, das Datensicherungskonzept, den Daten-
schutz und Outsourcing. Die Infrastruktur bescha¨ftigt sich mit dem Geba¨ude, dem Ser-
verraum und dem Rechenzentrum. Das Thema Netze bescha¨ftigt sich mit dem Netzma-
nagement, wa¨hrend Anwendungen Bausteine fu¨r das Sicherheitsmanagement beschreibt.
2.2.3. Handbu¨cher (Security Policy Schicht 3, BSI 100-3)
Das Ziel der dritten Schicht der Security Policy ist, den Benutzern rollenbezogene Be-
schreibungen des Umgangs mit dem System zu bieten. Diese Handbu¨cher sollen die
Einarbeitung der Mitarbeiter in das System erleichtern und Fehler im Umgang mit dem
System verhindern indem Abla¨ufe ausfu¨hrlich beschrieben werden.
Insbesondere soll die dritte Schicht der Security Policy solchem Fehlverhalten vorbeugen,
das zu Sicherheitslu¨cken oder Gesetzeswidrigkeiten fu¨hrt. Die Handbu¨cher sind deshalb
so ausgelegt, dass sie auch als Nachschlagewerk dienen ko¨nnen.







3. Abweichungen vom Pflichtenheft
Autor: AV, MW, DS
In diesem Kapitel geht es um die Abweichungen zwischen dem implementierten System
und den Zielen, die sich die PG555 in dem Pflichtenheft vorgenommen hat. Es wird er-
kla¨rt, was bis jetzt erreicht wurde. Die Rollen, die im Pflichtenheft beschrieben wurden,
werden lediglich mit deren Funktionalita¨ten aufgelistet. Insbesondere werden wir darauf
eingehen, welche Unterschiede es zwischen der Spezifikation und der Implementierung
gibt, mit Begru¨ndung, warum es zu diesen Abweichungen gekommen ist. Schließlich
werden die Funktionalita¨ten aufgelistet, die nicht implementiert worden sind. Anschlie-
ßend werden auch die automatisierten Prozesse dargestellt und zwar die, die nicht als
Anwendungsfall bei den Rollen vorgekommen und erkla¨rt worden sind.
Ein Grund dafu¨r, dass wir manche Funktionen nicht implementieren konnten, ist, dass
sehr viel Zeit in der Entwurfsphase aufgewendet werden musste. Weiterer Zeitverzug
entstand dadurch, dass viel Zeit in die Einarbeitung in verschiedene Technologien ge-
braucht wurde. Diverse externe Absprachen aufgrund verschiedener Probleme, wie z.b.
Interbank-Kommunikation und Schufa haben auch die PG im massiven Zeitverzug ge-
bracht. Die somit verlorene Zeit konnte auch nicht durch Gegenmaßnahmen, wie sie in
Kapitel 4.4 erla¨utert wurden, kompensiert werden. Aufgrund dessen konnten diverse,
nachfolgend erla¨uterte Funktionen, nicht bis zum Abschluss des Projektes umgesetzt
werden.
3.1. Kommunikationsschnittstellen
3.1.1. Kommunikation mit der Schufa
Die Anbindung an die Schufa wurde im Laufe der ersten Phase spezifiziert und konzipiert.
Leider konnte aufgrund juristischer Probleme eine Anbindung an den Schufa-Testserver
nicht erfolgen. Aufgrund dessen wurde, in Absprache mit den Kunden, zu einer Alterna-
tivlo¨sung gegriffen. Diese Alternativlo¨sung sieht vor, dass lediglich eine Dummy-Klasse
implementiert wurde. Diese Dummy-Klasse bildet zufa¨llige Antworten, die vorsehen, dass
95 % aller Anfragen positiv beantwortet werden.
Die Schnittstellen, seitens des von uns entworfenen Systems, sind fu¨r eine Verbindung
mit der realen Schufa-Auskunft u¨ber die entsprechenden Server vorbereitet. Somit wa¨re
eine nachtra¨gliche Anbindung an diese jederzeit mo¨glich.
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3.1.2. Bo¨rse und Bafin
Diese Komponente wurde in der Entwurfsphase komplett geplant. Allerdings konnte sie
aufgrund der oben genannten Gru¨nde nicht mehr implementiert werden.
3.1.3. Interbank
Die Kommunikation mit der Interbank, also das Versenden von U¨berweisungen und
Lastschriften an andere Banken, wurde in der ersten Phase der PG geplant. Die Spezifi-
kationen der Schnittstelle [40] wurden erst zu Beginn der zweiten Phase der PG bekannt
gegeben. Danach wurden bis Ende Januar die Spezifikationen in Zusammenarbeit mit
den Betreuern auf die Anforderungen des Pflichtenhefts reduziert und angepasst.
Die Spezifikationen und die urspru¨ngliche Planung waren leider widerspru¨chlich, so dass
erneute Planung notwendig wurde, zudem ging der Interbank-Server, der vom Lehr-
stuhl bereitgestellt werden sollte, erst in der Mitte der zweiten Phase in Betrieb. Es
gab zudem Probleme den Cloud der PG555 aufzusetzen, da durch lange Verzo¨gerung
die urspru¨nglich ausgewa¨hlte IRB fu¨r die Bereitstellung der Server (Hardware) nicht
mehr in Frage kam, wurden die Server (Hardware) vom Lehrstuhl bereitgestellt. Hieraus
entstanden große Verzo¨gerungen in der Implementierung der Interbank-Komponente.
Der letzte Stand der Interbank-Kommunikation ist, dass die EBICS-Nachrichten [40] mit
den abgesprochenen Zustands-Tags gelesen und erstellt werden ko¨nnen. Das Versenden
und Empfangen der Nachrichten ist auch implementiert, jedoch traten immer wieder
Probleme mit den Zertifikaten auf, die nicht behoben werden konnten.
Die Interbank-Nachrichten fu¨r Lastschriften (FIToFICstmrDrctDbt), U¨berweisungen (FITo-
FICstmrCdtTrf), Retouru¨berweisungen und Ru¨cklastschriften (PmtRtr) sowie Status-
reports (FIToFIPmtStsRpt)[47] ko¨nnen in vereinfachter Form auch gelesen, evaluiert,
verarbeitet und versendet werden.
3.2. Rollen und deren Funktionalita¨ten
3.2.1. Kundenberater
Autor: MW
In diesem Unterkapitel werden alle Funktionen, die einem Kundenberater erlaubt sind,
mit den im Pflichtenheft spezifizierten Funktionen verglichen. Wenn es eine Funktion
gibt, die sowohl von Kundenberater als auch von anderen Akteuren benutzt werden
kann, wird so eine Funktion nur in dem Unterkapitel beschrieben.
Dieses Unterkapitel besteht aus drei Teilen. Im ersten Teil werden die Funktionen auf-
gelistet, die entsprechend der Beschreibung im Pflichtenheft implementiert wurden.
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Im zweiten Teil werden die Funktionen erla¨utert, die von der Spezifikation abweichen. In
diesem Teil wird es auch begru¨ndet, wie diese Abweichungen zustande gekommen sind.
Im letzten Teil werden Funktionen aufgelistet, die aus den oben genannten Gru¨nden
nicht implementiert werden ko¨nnen.
• Bereits implementierte Funktionen ohne Abweichung:






















• Bereits implementierte Funktionenen mit Abweichung:
– Buchungen einsehen:
Der Akteur kann alle verfu¨gbaren Buchungen einsehen, aber hat keine Mo¨glichkeit
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Buchungen aus einem bestimmten Zeitraum abzurufen.
– Kontostand einsehen:
Kontostand weicht von der Beschreibung im Pflichtenheft ab, indem nach dem
Einloggen kein Kontostand im Startfenster angezeigt wird. Der Grund dafu¨r
ist, dass ein Kunde mehrere Konten besitzen kann. Deswegen kann der Akteur
den Kontostand einsehen, wenn ein bestimmtes Konto ausgewa¨hlt wurde.
• Nicht implementierte Funktionen – Banking:
– Internationale U¨berweisung ta¨tigen:
Da es noch keine Mo¨glichkeit gibt, eine Transaktion mit einer internationalen
Bank auszufu¨hren, wird diese Funktion nicht implementiert.
– Konto sperren:
Kundenberater als Akteur kann diese Funktion ausfu¨hren, aber das System
nicht.
– Karte beantragen:
Da dieses System nur prototypisch implementiert ist und es keine Mo¨glichkeit
Karte einzusetzen gibt, wurde diese Funktion nicht implementiert.
– Karte sperren:
Da keine Karte angelegt wird, wird diese Funktion auch nicht implementiert.











Laut Pflichtenheft gibt es eine Spezialisierung unter den Akteuren, die bewirkt, dass der
spezielle Akteur (Kundenberater) alle Anwendungsfa¨lle ausfu¨hren kann, die der generelle
Akteur (Kunde) auch ausfu¨hren kann. Zusa¨tzlich gibt es zwei Anwendungsfa¨lle, die der
Kunde ausfu¨hren kann. [32]






Im Folgenden wird auf die Funktionen, die ein Gescha¨ftsfu¨hrer bedienen darf, eingegan-
gen. Wie es im Pflichtenheft definiert ist, u¨bernimmt ein Gescha¨ftsfu¨hrer alle Funktionen,
die auch von einem Kundenberater, Jurist, Eigenha¨ndler, Controlling-Mitarbeiter oder
Produktentwickler ausgefu¨hrt werden. Deswegen werden die Anwendungsfa¨lle, die bereits
bei der Rolle Kundenberater (siehe Kapitel 3.2.1) betrachtet werden, nicht beru¨cksichtigt,
da sie genau so fu¨r die Rolle Gescha¨ftsfu¨hrer funktionieren. Es gibt einen Anwendungs-
fall, der nur von einem Gescha¨ftsfu¨hrer ausgefu¨hrt werden darf.




Die folgenden Anwendungsfa¨lle – Ausloggen, Einloggen, Nachrichten lesen und Nach-
richten verschicken – sind im Abschnitt 3.2.1 beschrieben und funktionieren genau so
auch fu¨r die Rolle Produktentwickler. Demnach werden diese hier nicht beschrieben.
Außerdem darf laut Pflichtenheft ein Produktentwickler:
• Nicht implementierte Funktionen
– Anonymisierte Daten einsehen
3.2.5. Controlling-Mitarbeiter
Autor: AV
Die folgenden Anwendungsfa¨lle – Aufgaben im Workflowsystem bearbeiten, Ausloggen,
Einloggen, Kontostand einsehen, Nachrichten lesen, Nachrichten verschicken und De-
potinformationen einsehen – sind im Abschnitt 3.2.1 beschrieben und funktionieren
identisch wie fu¨r den Controlling-Mitarbeiter. Aus diesem Grund wird an dieser Stelle
auf dieser Funktionen nicht eingegangen. Folgende Anwendungsfa¨lle du¨rfen von einem
Controlling-Mitarbeiter ausgefu¨hrt werden:
• Bereits implementierte Funktionen ohne Abweichung:
– Logs einsehen
59
• Bereits implementierte Funktionen mit Abweichung:
– Fachabteilung stellt Daten bereit:
Die Daten, die von dem Jurist angefragt wurden, werden ausgewa¨hlt, extra-
hiert und per Post an den Juristen geschickt.
• Nicht implementierte Funktionen:
– Liste mit verda¨chtigen Finanzinstrumentstransaktionen pru¨fen
3.2.6. Kassierer
Autor: AV
Laut Pflichtenheft darf ein Kassierer sich einloggen und ausloggen, Geld auszahlen, Geld
einzahlen und den Kontostand einsehen. Diese Anwendungsfa¨lle werden bereits im Ab-
schnitt 3.2.1 beru¨cksichtigt und funktionieren ohne einen Unterschied. Aufgrund dessen
werden sie in diesem Abschnitt nicht weiterverfolgt.
3.2.7. Jurist
Autor: DS
Die Anwendungsfa¨lle Nachrichten lesen und Nachrichten verschicken funktionieren ge-
nauso wie sie bei dem Kundenberater, Kapitel 3.2.1, beschrieben worden sind. Weiter
folgt eine Auflistung der
• bereits implementierten Funktionen ohne Abweichung:
– Kontosperrung beantragen
– Konto entsperren
– Titel mit Pfa¨ndung und Vollstreckung eintragen
– Liste mit verda¨chtigen U¨berweisungen pru¨fen
– Antrag auf Entsperrung besta¨tigen bzw. ablehnen
– Aufgaben im Workflowsystem bearbeiten
• bereits implementierten Funktionen mit Abweichung:
– Bonita¨t des Kunden von der Schufa einholen
Hierfu¨r wurde eine Dummy-Klasse erstellt, die mit einer Wahrscheinlichkeit
von 99 % eine positive Auskunft liefert.
– Informationen u¨ber große Kredite erhalten (siehe Bonita¨t)
• nicht implementierten Funktionen:
– Kontodatenliste beantragen
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Dieser Anwendungsfall wurde durch die Aufgaben im Workflowsystem gelo¨st.
Ein Jurist darf nur dann die fu¨r ihn relevanten Kunden- und Kontendaten
einsehen, wenn er vorher eine Aufgabe erstellt hat und diese von einem Kun-
den genehmigt wurde.
Der andere Fall ist, wenn vom Kundenberater eine Aufgabe, wie z.B. Bo-
nita¨t pru¨fen, erstellt wurde. Im diesem Fall werden die Daten des Kunden
mitgeschickt und dem Jurist zur Einsicht freigegeben.
3.2.8. System
Autor: DS
In diesem Unterkapitel werden die von System automatisiert ausgefu¨hrten, bereits im-
plementieren, Funktionen aufgelistet, bzw. die Funktionen die laut Spezifikation auto-
matisiert ausgefu¨hrt werden sollten, nur as Gru¨nde, die in der Einleitung (vgl. Kapitel
3) angegeben wurden, nicht oder mit kleinen Abweichungen, umgesetzt worden sind.
• Bereits implementierte Funktionen ohne Abweichung:
– Logs erstellen
– U¨berweisung auf Gu¨ltigkeit pru¨fen
• Bereits implementierte Funktionen mit Abweichung:
– Block von Lastschrift erhalten
– Block von Lastschrift verschicken
– Block von U¨berweisung erhalten
– Block von U¨berweisung verschicken
– Internationale U¨berweisung auf Gu¨ltigkeit pru¨fen
– Lastschrift pru¨fen
Zu den oberen sechs Anwendungesfa¨llen siehe Kapitel 3.1.3
– Zinsen buchen
Zinsen werden einmal pro Tag berechnet aber nicht abgebucht. Grund dafu¨r
ist, dass es kein Dispou¨berziehung gepru¨ft wird.
• Nicht implementierte Funktionen:
(vgl. Kapitel 3 und 3.1.2)









Bei dem Systemadministrator gibt es nur bei zwei der fu¨r ihn verfu¨gbaren Funktionen
kleine Abweichungen vom Pflichtenheft. Als erstes werden die Funktionen aufgelistet,
bei denen es keine Unterschiede zu der Spezifikation gibt.
• Bereits implementierte Funktionen ohne Abweichung:
– Konfiguration des Systems
– Starten
– Nutzerrechte/Nutzer anlegen, lo¨schen, vergeben
– RSA Schlu¨ssel a¨ndern
– Backup einspielen
– Aktuellen Systemstatus einsehen
– Logs einsehen
– Backup erstellen
• Bereits implementierte Funktionen mit Abweichung:
– Logs auswerten:
Bei dieser Funktionalita¨t findet eine Abweichung von Pflichtenheft statt. Das
Auswerten der Logdateien geschieht nicht automatisch sondern manuell. Die-




Diese Rolle besitzt die Funktionen, die der Kundenberater auch hat (vgl. Kapitel 3.2.1).
Deswegen werden sie hier nicht detailliert beschrieben.
Die Funktionen Einloggen und Ausloggen sowie Nachrichten lesen und Nachrichten ver-
schicken sind implementiert und es kann einen Nutzer mit der Rolle Eigenha¨ndler ange-
legt werden, der diese Funktionen ta¨tigen darf. Da aber die Hauptfunktionalita¨ten aus
der Bo¨rse-Komponente (vgl. Kapitel 3.1.2) nicht vorhanden sind, gibt es in der Endver-




Bei dieser Rolle kommen Anwendungsfa¨lle – Einloggen, Ausloggen, Aufgaben in Work-
flowsystem bearbeiten, Nachrichten lesen, Nachrichten verschicken – die in Abschnitt
3.2.1 schon beschrieben wurden. Zusa¨tzlich gibt es einen Anwendungsfall – Anonymi-
sierte Daten einsehen – der im Kapitel 3.2.4 erkl¨rt wird.




Bei den bankinternen Prozesse gibt es eine Abweichungen. Diese werden automatisch
durch das System ausgefu¨hrt. Das System fu¨hrt die entsprechenden Aktionen durch
und informiert die involvierten Akteure u¨ber die Vorga¨nge. So erfolgt beispielsweise
das U¨berpru¨fen von U¨berweisungen auf Validita¨t automatisch, wenn diese geta¨tigt oder
empfangen werden. Wenn sich hierbei die U¨berweisung als verda¨chtig herausstellt, erfolgt
eine Benachrichtigung der Rechtsabteilung.
Die bankinternen automatisierten Prozesse sind:
• bereits implementierte Funktionen ohne Abweichung:
– Retouru¨berweisung eintragen
– Stornogebu¨hren abbuchen
– Zinsen und Kontofu¨hrungsgebu¨hren verbuchen
• bereits implementierte Funktionen mit Abweichung:
– System Testen:
Anfangs war es so gedacht, dass der Anwendungsfall System testen mo¨glichst
automatisiert ablaufen soll. Das bedeutet, dass die erstellten Logs dazu ge-
nutzt werden sollten, um mit Business Process Mining (BPM) die Abla¨ufe der
Bank automatisch zu analysieren und bei Abweichungen vom spezifizierten
Verhalten Anomaliemeldungen an den Systemadministrator zu senden. Die
bisherige Vorgehensweise der Mitarbeiter Fehler im Ablauf manuell zu finden
wa¨re somit durch diesen automatischen Test unterstu¨tzt. Das ist uns leider
nicht gelungen. Der Grund dazu war, dass wir kein passendes und gut doku-
mentiertes Tool gefunden haben, dass uns bei dieser Aufgabe helfen konnte.
So ein Tool oder Plug-In in der fu¨r dieser PG geplanten Zeit selber zu entwi-







4. Maßnahmen des Managements
Autor: RH
4.1. Projektmanagement
Dieses Kapitel befasst sich mit allgemeinen Problemen in einem Projekt. Entsprechende
Lo¨sungen, die wa¨hrend des Projektes ausgearbeitet wurden, werden vorgestellt.
4.1.1. Zusammenfassung des Projektmanagements im Projektplan
Im Projektplan werden zwei Phasen des Projektes beschrieben, wobei sich die Phasen
an die Semester anordnen, in denen das Projekt stattfand. Die erste Phase betrifft die
Planung des zu erstellenden Banksystems, wa¨hrend die zweite Phase dessen Umsetzung,
also Implementierung, Test und Dokumentation beru¨cksichtigt. Die erste Phase wurde









Die Vorgehensweise in der zweiten Phase unterscheidet sich von der Vorgehensweise in
der ersten Phase dadurch, dass die Methode Extreme Programming(XP) [27] verwendet
wurde, wobei nicht alle Praktiken davon vollsta¨ndig durchgefu¨hrt wurden. Dies liegt
daran, dass die Mo¨glichkeit einer ra¨umlichen Na¨he fehlte und fachliche Qualifikationen
nicht hinreichend vorhanden waren. Deshalb wurde vor allem auf die Praktiken Ra¨umlich
Zusammensitzen und Komplettes Team verzichtet und die Praktik Wochenzyklus etwas
abgewandelt (siehe Kapitel 4.3).
Die Vorteile von Extreme Programming liegen vor allem in der inkrementellen und in
der testgetriebenen Entwicklung, die die Qualita¨t des Systems steigern sollen. Außer-
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dem wird dadurch im Gegensatz zu anderen Entwicklungsmodellen, wie zum Beispiel
dem Spiralmodell [31], mehr Zeit eingespart. Die Mitglieder suchen sich die Aufgaben
selbststa¨ndig aus, so dass das Zuteilen von Aufgaben nicht notwendig ist. Im Falle, dass
ein Mitglied keine Aufgaben bearbeitet, wird ihm eine der vorhandenen Aufgaben zuge-
teilt. Falls es mehr Aufgaben als Mitglieder geben sollte, werden Priorita¨ten festgelegt
bzw. nach Mo¨glichkeit Aufgaben gruppiert, so dass die Schwierigkeit der einzelnen Auf-
gaben auf einem a¨hnlich hohen Niveau ist [33].
4.1.2. Vorgehen in der zweiten Projektphase
Da die zweite Phase mithilfe einer agilen Methode durchgefu¨hrt werden sollte, musste
diese ebenfalls geplant werden. Extreme Programming wurde als geeignetes Entwick-
lungsmodell ausgewa¨hlt (siehe Abschnitt 4.1.1) und die Implementierungsphase in Teil-
phasen aufgeteilt, in denen das System schrittweise erweitert wurde. Zusa¨tzlich zu den
einzelnen Implementierungsarbeiten wurden Tests und Dokumentationen angelegt, um






In dieser Teilphase wurde nach dem Top-Down Vorgehen implementiert. Hierbei stel-
le man sich das System in einem 3-Schichten-Modell vor. Die obere Schicht dient der
Pra¨sentation und der Ausgabe, die Mittlere der Gescha¨ftslogik und die Untere der In-
frastruktur. Die Pra¨sentation dient der Interaktion mit dem Benutzer des System und
hat deshalb als Hauptbestandteil die GUI. Die Gescha¨ftslogik beinhaltet die ablaufenden
Prozesse und damit auch das Programmskelett in Form von Klassen. Die Infrastruktur-
schicht soll hauptsa¨chlich die Persistenz der Daten sicherstellen und die Kommunikation
mit externen Diensten bewerkstelligen. Fu¨r die Top-Down Implementierung hatte dies
zur Folge, dass die GUI am Anfang erstellt wurde. Danach wurde das Programmskelett
mit den einzelnen Klassen und Beziehungen angelegt, wobei diese noch nicht vollsta¨ndig
sein mussten und auch keine Funktionalita¨t boten. Abschließend wurde bei der Teilpha-
se eine Datenbank erstellt und die Schnittstellen zu externen Kommunikationspartnern
angelegt. Dies konnte parallel stattfinden, da sich diese Schritte nicht gegenseitig beein-
flussen.
Nach der Fertigstellung der ersten Teilphase wurde folglich ein vollsta¨ndiges Geru¨st des




2.1 Authentifikation und Authorisierung
2.2 Kontodatenkomponente
2.3 Kundendatenkomponente
In der zweiten Teilphase wurden die zentralen Komponenten des Systems integriert. Un-
ter Authentifikation und Authorisierung sollte nicht nur die Seite des Benutzers, sondern
auch die Seite der Bank betrachtet werden. Beide Seiten mu¨ssen sich gegenseitig authen-
tifizieren. Dazu muss der Nutzer sich u¨ber eine Passworteingabe beim Onlinebanking-
System anmelden. Um sicherzustellen, dass es sich wirklich um das Onlinebanking-
System der Bank handelt, stellt dieses ein Zertifikat bereit, mit dem sich dies pru¨fen
la¨sst. Zusa¨tzlich wurde die Nutzerverwaltung eingefu¨hrt, die alle Akteure des Systems
betrifft und das Anlegen ihrer Rechte und Eigenschaften erlaubt.
Kontodatenkomponente beinhaltet die Implementierung der Kontoverwaltung. Dazu
geho¨ren die unterschiedlichen Kontoarten und ihr Zusammenspiel. Die Kundendaten-
komponente ist das Gegenstu¨ck zur Kontodatenkomponente und verwaltet die Kunden-
daten. Hierzu geho¨rt zum Beispiel das Anlegen eines neuen Kunden, die A¨nderung der
perso¨nlichen Informationen oder der Zugriff durch den Kunden auf das System. Durch
die fru¨he Integration dieser wichtigen Komponenten wurde sichergestellt, dass diese in





Die dritte Phase beinhaltet die Integration der einzelnen Komponenten fu¨r den Geldtrans-
fer. Dazu geho¨rt die Transaktionskomponente, mit allen im System vorhandenen Geldtrans-
aktionen, wie zum Beispiel U¨berweisungen, Lastschriften, Ein- und Auszahlungen oder
Dauerauftra¨gen. Des Weiteren wurde in dieser Teilphase weitere Konto- und Kunden-
funktionen integriert, die in der zweiten Teilphase nicht vollsta¨ndig fertiggestellt werden
konnten. Dazu za¨hlt zum Beispiel das Verwalten von Buchungen zu jedem Konto oder
das Speichern und Verwalten der Empfa¨nger der jeweiligen Transaktion.
Die Zinskomponente hat die Aufgabe die Zinsen von den einzelnen Konten zu berechnen
und zu buchen. Dies soll zu bestimmten Zeiten und bestimmten Intervallen geschehen
und wird von einem Prozess angestoßen und durchgefu¨hrt.
69
Bei der Kreditkomponente handelt es sich um die Verwaltung der Kredite, die als Konto
im System angelegt werden. Hierbei pru¨ft das System die Kreditkonten auf die Ein-




Bei der vierten Teilphase wird die Bo¨rsenkomponente erstellt. Hierbei handelt es sich um
die Funktionen, die den Handel und die Verwaltung von Finanzinstrumenten betreffen.
Dazu geho¨rt auch das Einsehen von aktuellen Kursen eines Finanzinstrumentes oder das
Anlegen einer automatischen Order, die beim Erreichen eines bestimmten Kurses eine





Die fu¨nfte Teilphase beinhaltet die Komponente, die fu¨r das Backup des Systems verant-
wortlich ist. Dazu za¨hlt sowohl das Erstellen, als auch das Einspielen des Backups auf
den Spiegelserver [32]. Der Replikationsserver, der Kontostammdaten fu¨r die BaFin und
BZSt bereitstellt wird ebenfalls in dieser Teilphase erstellt und vor allem das U¨bertragen
der Kontostammdaten auf diesen Server verwaltet.
4.1.2.6. 6. Teilphase
6.1 Systemangelegenheiten
Unter Systemangelegenheiten fallen vor allem die Funktionen, die der Systemadminis-
trator erledigt. Außerdem beinhaltet die Teilphase das Einbinden von Business Process
Mining [32] und das automatische Erkennen von Anomalien im System.
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4.2. Teammanagement
Im Folgenden wird auf das Thema Teammanagement wa¨hrend der gesamten Projekts
eingegangen. Hierzu werden die im Projektplan ([33]) genannten Maßnahmen erwa¨hnt,
die im Projekt durchgefu¨hrten Maßnahmen vorgestellt und schließlich einen Ru¨ckblick,
der den Erfolg der Methoden bewertet.
4.2.1. Zusammenfassung des Teammanagements im Projektplan
Im Projektplan wurde fu¨r das Teammanagement ein Konfliktmanagement innerhalb der
Gruppe geplant. Dieses beinhaltet die Maßnahmen Konflikte rechtzeitig zu erkennen,
richtig zu analysieren und konstruktiv zu bearbeiten. Ziel dieser Maßnahme ist vor allem
das Arbeitsklima zu verbessern und die Zufriedenheit innerhalb der Gruppe zu erhalten.
Außerdem wurde im Projektplan eine Maßnahme zum strukturierten Diskutieren bei
Meinungsverschiedenheiten bestimmt. Fu¨r die Diskussion wird hierbei angenommen,
dass zwei verschiedene Meinungen u¨ber einen Sachverhalt bezu¨glich des Projekts in-
nerhalb der Gruppe vorhanden sind. Die Maßnahme legt nun fest, dass bei Meinungs-
verschiedenheiten zwei gleichgroße Gruppen, deren Zusammensetzung zufa¨llig gewa¨hlt
ist, gebildet werden. Die Gruppen u¨berlegen sich innerhalb von festgelegten Zeiten, Ar-
gumente u¨ber den Sachverhalt, stellen diese der anderen Gruppe vor und nehmen zu
den Argumenten der Gegengruppe jeweils Stellung. Ein Moderator des Treffens achtet
auf Einhaltung von Zeiten und weiteren Regeln. Zur Lo¨sung der Meinungsverschieden-
heit dient daraufhin ein Mehrheitsentscheid. Falls bei der Abstimmung keine Mehrheit
zustande kommt, entscheidet der Projektleiter u¨ber den Sachverhalt.
Eine weitere Maßnahme wurde im Projektplan bezu¨glich des Gesamtkontexts des Pro-
jekts definiert. Die Maßnahme sieht vor, dass der Projektmanager und der Moderator
bei jedem Treffen den Zusammenhang der einzelne Arbeitsphasen betrachten und auf
Unstimmigkeiten u¨berpru¨fen. Eine Unstimmigkeit kann zum Beispiel Zeitverzug sein.
Ein anderes Beispiel ist, dass die Auslastung innerhalb einer Arbeitsgruppe zu hoch ist.
Im Falle eines Zeitverzuges wird versucht die Parallelita¨t des Arbeitens zu maximieren.
Dies ist jedoch nur Mo¨glich, wenn dies die Abha¨ngigkeiten der AP’s zulassen. Im Fal-
le der u¨berho¨hten Auslastung ist die Gegenmaßnahme die Aufgabe durch zusa¨tzliche
Teammitglieder bearbeiten zu lassen.
Der Projektplan sah weiterhin Konflikttypen bezu¨glich eines mo¨glichen Vergehens einzel-
ner Projektmitglieder vor, um mo¨gliche Konsequenzen zu ermitteln. Die Konflikttypen
sind:
1. Leichte Vergehen (z.B. Verspa¨tungen zu Treffen) ohne weitere Konsequenzen, außer
bei wiederholten Vergehen mit der Konsequenz einer zusa¨tzlichen Arbeitszuteilung
2. Mittlere Vergehen (z.B. Arbeitsverweigerung) mit der Konsequenz einer Abmah-
nung, wobei drei Abmahnungen einem schweren Vergehen entsprechen
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3. Schwere Vergehen (z.B. bei dauerhafter Arbeitsverweigerung) mit der Konsequenz,
dass ein Ausschluss der Person aus der PG angestrebt wird
Um die Kommunikation innerhalb der Gruppe zu verwalten, wurde im Projektplan die
Unterstu¨tzungsplattform Redmine ([16]) ausgesucht, um das dort vorhandene Wiki als
Wissensverwaltung zu nutzen. Das Wiki ermo¨glicht das Lesen und Schreiben von Tex-
ten auf einer Webseite. Außerdem wurde im Projektplan ein strukturiertes Vorgehen bei
den regelma¨ßigen Treffen der Gruppe festgelegt, um die Treffen fu¨r eine mo¨glichst op-
timale Absprache unter den Teammitgliedern zu nutzen. Zuna¨chst wurde dazu geplant,
ein Protokoll des Treffens durch eine Person aus der Gruppe schreiben zu lassen. Der
Protokollant wechselt beim darauffolgenden Treffen und der vorherige Protokollant wird
zum Moderator des Treffens. Dieser plant und leitet das Treffen. Beim Treffen werden
die bis zum Treffen zu bearbeitenden Aufgaben, deren aktueller Stand und die Aufgaben
fu¨r das darauffolgende Treffen besprochen.
4.3. Qualita¨tsmanagement
Qualita¨tsmanagement sollte in der gesamten Laufzeit des Projekts angewandt werden,
um so nicht nur die Qualita¨t des zu erstellenden Systems, sondern auch die Qualita¨t der
herangezogenen Prozesse sicherzustellen.
4.3.1. Zusammenfassung des Qualita¨tsmanagements im Projektplan
Innerhalb des Projektplans[33] ist ein Qualita¨tsplan einbezogen, der vor allem Qua-
lita¨tsziele und -mechanismen beinhaltet. Zusa¨tzlich sollte der Qualita¨tsplan Konventio-
nen und Standards enthalten. Allerdings wurden diese nicht in den Projektplan aufge-
nommen, da sie im Laufe des Projekts erstellt bzw. erga¨nzt wurden. Der zentrale Aspekt
ist dabei, dass die genauen Anforderungen wa¨hrend der Erstellung des Projektplans
noch nicht vorlagen und mehrere Entscheidungen bezu¨glich Technologien und Architek-
tur noch bevorstanden. Der im Projektplan enthaltene Qualita¨tsplan ist eine generische
Zusammenfassung von Qualita¨tszielen zu jedem Arbeitspaket und von mo¨glichen, zu
verwendenden Qualita¨tsmechanismen.
4.3.1.1. Qualita¨tsziele
Die Qualita¨tsziele sollen fu¨r jedes Arbeitspaket (AP) die Zeitpunkte festmachen, an
denen eine erfolgreiche Erreichung des Ziels vom Paket erkennbar ist. Es wurden folgende
Qualita¨tsziele bezu¨glich der Arbeitspakete festgelegt [33]:
1. AP Projektplan: Vollsta¨ndigkeit; Korrektheit
2. AP Anforderungsanalyse: Vollsta¨ndigkeit; Einhaltung der Compliance; Betrach-
tung aller Sicherheitsrisiken
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3. AP Spezifikation: Vollsta¨ndigkeit; Korrektheit der Diagramme; Einhaltung der Com-
pliance
4. AP Prozessmodellierung: Vollsta¨ndigkeit; Korrektheit der Diagramme; Schutz der
Daten; Schutz der Personen
5. AP GUI erstellen: Benutzbarkeit der GUI; Vollsta¨ndigkeit; Korrektheit; Robust-
heit
6. AP Technologieauswahl: Vollsta¨ndigkeit; Notwendigkeit; Konsistenz; Einfachheit
7. AP Architekturentwurf: Vollsta¨ndigkeit; Korrektheit; Robustheit; Zuverla¨ssigkeit;
Schutz
8. AP Zwischenbericht: Vollsta¨ndigkeit; Korrektheit
9. AP Implementierung und Test:Vollsta¨ndigkeit der Tests, der Komponenten, der
Dokumentation; Korrektheit; Versta¨ndlichkeit des Codes; Zuverla¨ssigkeit; Schutz;
Effizienz; Robustheit gegen Angriffe; Robustheit unter Last
10. AP Endbericht: Vollsta¨ndigkeit des Endberichts; Korrektheit
In jedem Arbeitspaket wird das Qualita¨tsziel Vollsta¨ndigkeit gepru¨ft, wobei dieses Ziel
fu¨r jedes Paket einzeln definiert werden musste, indem man einen Sollwert vorgibt. Dieser
Sollwert wird beim Messen mit dem gemessenen Istwert verglichen, um den Grad der
Vollsta¨ndigkeit zu ermitteln.
4.3.1.2. Qualita¨tsmechanismen
Als Qualita¨tsmechanismen zur Sicherstellung und U¨berpru¨fung der Qualita¨tsziele wur-
den folgende Verfahren herausgestellt [33] [44]:
• Review: Eine visuelle Pru¨fung eines Dokuments oder eines Diagramms mit dem Ziel
Fehler und Unstimmigkeiten zu erkennen. Wird von mehreren, meist unabha¨ngigen
Personen getrennt durchgefu¨hrt und die Anmerkungen an den Autor in Form von
Verbesserungsvorschla¨gen oder Fragen weitergeleitet.
• Inspektion: Eine Weiterentwicklung des Reviews. Dabei versammeln sich die Re-
viewer, der Autor und ein Moderator, um die Fehler innerhalb des Dokuments mit
Hilfe einer gemeinsamen Pru¨fung zu unterziehen. Fragen und Unklarheiten ko¨nnen
sofort gekla¨rt werden. Allerdings bedeutet dieser Schritt mehr Zeitaufwand als bei
einem Review.
• Goal-Question-Metric-Ansatz: Anhand von Qualita¨tszielen, werden Fragen heraus-
gearbeitet, die an die jeweilige Phase gestellt werden, um schließlich daraus Me-
triken abzuleiten und zu messen. Der Vorteil liegt in der Messung nur sinnvoller
Metriken und soll Zeit und Kosten sparen.
• Statische Codeanalyse: Ein Programmcode wird mit Hilfe eines automatischen
Tools einer Pru¨fung unterzogen, in der vor allem syntaktische Fehler gefunden
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werden. Außerdem werden Merkmale gefunden, die ha¨ufig einen Fehler verursachen
oder die Versta¨ndlichkeit des Codes beeintra¨chtigen.
• Test: Ein Test pru¨ft das System dynamisch auf die Einhaltung der Anforderungen.
Dabei werden zu verschiedenen Eingaben Soll-Ausgabewerte vorgegeben und die
Ist-Werte mit diesen verglichen. Man unterscheidet den Unit-, Integrations- und
Systemtest. Zusa¨tzlich wird der Penetrationstest ausgefu¨hrt, der das System auf
seine Sicherheit u¨berpru¨ft.
• Style Check: Ein Style Checker soll die Versta¨ndlichkeit des Programmcodes ver-
bessern, indem die fu¨r das Projekt definierten Konventionen auf ihre Einhaltung
gepru¨ft werden.
4.3.2. Vorgehensweise im Qualita¨tsmanagement wa¨hrend des Projektes
In der ersten Phase der Entwicklung, die alle Arbeitspakete vor der Implementierung
entha¨lt, wurden drei Qualita¨tsmechanismen Review, Inspektion und Goal-Question-
Metric-Ansatz(GQM) angewandt.
4.3.2.1. AP Projektplan
Bei der Erstellung des Projektplans wurde in Gruppen von bis zu drei Personen gearbei-
tet, die jeweils einen Teilbereich des Plans bearbeitet haben. Diese Gruppen behielten
wir auch bei den Reviews, wobei jede Gruppe den Text einer anderen Gruppe korri-
giert hat. Somit waren die Autoren und die Reviewer unabha¨ngig voneinander. Der
GQM-Ansatz wurde in diesem Paket nicht angewendet, da unserer Ansicht nach bei Do-
kumenten Reviews mit anschließender Fehlerkorrektur ausreichen, um die Qualita¨tsziele
sicherzustellen.
Die Vollsta¨ndigkeit des Projektplans wurde allerdings nicht erreicht, da die angenomme-
nen Sollwerte falsch waren, was dazu fu¨hrte, dass der Projektplan dreimal u¨berarbeitet
werden musste.
4.3.2.2. AP Anforderungsanalyse
Bei der Anforderungsanalyse gab es die Schwierigkeit, dass die Vollsta¨ndigkeit und auch
die Korrektheit der herausgestellten Anforderungen nicht klar u¨berpru¨ft werden konnten.
Dies liegt vor allem daran, dass es wesentlich von der Eigeninterpretation abha¨ngt.
Die durchgefu¨hrten Reviews richteten sich nach dem Lastenheft und es wurde bezu¨glich
folgender Qualita¨tsziele der GQM-Ansatz verwendet. Allerdings ist es fragwu¨rdig, ob bei
der Anforderungsanalyse sinnvoll zum Einsatz gekommen ist.
Qualita¨tsziel: Vollsta¨ndigkeit
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Frage 1: Gibt es Unklarheiten, die im Lastenheft auftauchen?
Metrik 1: Anzahl Unklarheiten pro Anforderung
Falls Unklarheiten bei einer gefundenen Anforderung existieren, bedeutet das, dass eine
Anforderung mo¨glicherweise unvollsta¨ndig ist. Dies hat zur Folge, dass Fragen an den
Kunden formuliert werden mu¨ssen.
Qualita¨tsziel: Korrektheit
Frage 1: Sind die extrahierten Anforderungen auch so im Lastenheft vorhanden?
Metrik 1: Anzahl u¨berflu¨ssiger Anforderungen
Geht eine Anforderung weder aus dem Lastenheft, noch aus den Antworten des Kunden
hervor, kann es sein, dass diese u¨berflu¨ssig ist. Die Anzahl der u¨berflu¨ssigen Anforde-
rungen liefert den Grad der Korrektheit der Anforderungsanalyse.
Frage 2: Sind Anforderungen in sich stimmig? Gibt es keine Konflikte?
Metrik 1: Anzahl Anforderungen insgesamt
Metrik 2: Anzahl Inkonsistenzen zwischen den Anforderungen
Bei diesen Metriken war das Ziel die Konsistenz zu messen. Wurde mindestens eine
Inkonsistenz gefunden, so mussten die Anforderungen u¨berarbeitet und einem erneuten
Inkonsistenzcheck unterzogen werden.
4.3.2.3. AP Spezifikation
Die Spezifikation beinhaltete vor allem die Erstellung des Pflichtenheftes, das aus mehre-
ren Teilen besteht. Zum einen mussten Use-Case-Diagramme [18] zu den Anforderungen
erstellt, die Spezifikationstabellen zu jedem Use-Case angelegt und die Prozesse dazu mo-
delliert werden. Zusa¨tzlich mussten Texte, wie Beschreibungen der Diagramme und der
Tabellen oder Begriffsdefinitionen geschrieben werden. Da innerhalb der PG555 mehr als
die Ha¨lfte der Teilnehmer einen Migrationshintergrund aufweisen, konnten diese Reviews
nur von wenigen Personen durchgefu¨hrt werden.
Wegen Zeitmangel konnte das GQM-Verfahren nicht durchgefu¨hrt werden, was auch an
der Qualita¨t des Pflichtenheftes bemerkbar war. Die Qualita¨tsziele Vollsta¨ndigkeit und
Korrektheit konnten beim Pflichtenheft erst nach mehreren Review- und Inspektions-
durchla¨ufen sichergestellt werden.
4.3.2.4. AP GUI-Entwurf
Beim GUI-Entwurf wurden mehrere Reviews durchgefu¨hrt und somit versucht die Qua-
lita¨t der GUI, vor allem im Hinblick auf die Benutzbarkeit zu optimieren. GQM-Ansatz
konnte bei diesem Qualita¨tsziel sinnvoll zum Einsatz gebracht werden, indem die Ele-
mente und ihre Anordnung betrachtet wurden. Dabei wurden Sollwerte fu¨r die Anzahl
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von Elementen angenommen oder einheitliche Regelungen fu¨r die Anordnung von Ele-
menten festgelegt. So kann eine sinnvoller Sollwert fu¨r die Anzahl der Elemente auf 5
festgelegt werden. Somit du¨rften zum Erhalt der U¨bersicht nicht mehr als 5 Elemente
auf einer Teilseite zu sehen sein. Wurden diese Werte u¨berschritten, musste die GUI
u¨berarbeitet und u¨berflu¨ssige Elemente verschoben oder weggelassen werden.
Qualita¨tsziel: Benutzbarkeit
Frage 1: Ist die GUI intuitiv zu bedienen?
Metrik 1: Anzahl Buttons pro Seite
Metrik 2: Anzahl Textfelder pro Seite
Metrik 3: Anzahl Menu¨eintra¨ge in der Navigation
Metrik 4: Anzahl Beschreibungen pro Seite
Bei diesem Qualita¨tsziel gab es die Idee, dass zu viele Elemente auf einer Seite den Be-
nutzer u¨berfordern wu¨rden. Um dies zu verhindern messen die Metriken die Anzahl der
Elemente pro Seite. Die Schwellen fu¨r die Anzahl an Elementen weichen bei unterschied-
lichen Seiten von einander ab.
4.3.2.5. AP Zwischenbericht
Beim Zwischenbericht wurden Reviews von mindestens drei unabha¨ngigen Personen
durchgefu¨hrt, um so die Vollsta¨ndigkeit und Korrektheit gewa¨hrleisten zu ko¨nnen. In
besonders schwierigen Fa¨llen, wie z.B. wenn ein Teiltext durch jemanden mit Migrati-
onshintergrund geschrieben wurde, erfolgte meist ein weiteres Review durch eine weitere
Person. Diese stand dann entsprechend auch bei Fragen zur deutschen Sprache bereit.
Da auch die Abgabe des Zwischenberichtes erst nach mehrmaligen hin und her schicken
zwischen Projektgruppe und Betreuer erfolgen konnte, wurden die Anmerkungen seitens
der Betreuer protokolliert und korrigiert. Bei den darauffolgenden erneuten Reviews
wurde insbesondere auf die Einhaltung der Korrekturwu¨nsche der Betreuer geachtet,
um eine mo¨glichst zufriedenstellende Version des Zwischenbericht abzugeben.
4.3.2.6. Qualita¨tssicherung wa¨hrend der Entwicklung
Die zweite Phase wurde nach dem Vorgehensmodell eXtreme Programming (XP) [27]
organisiert, wobei sie die Implementierung, die Dokumentation und den Test des Sys-
tems beinhaltet. Da nach XP der Ansatz Test First [27] vorgeschlagen wird, wurden
die BlackBox-Tests [33],die u¨ber Schnittstellen die Anforderungen testen, vor dem Code
erstellt. Zusa¨tzlich wurden Reviews durch das vier-Augen Prinzip durchgefu¨hrt. Dabei
wurden die Paare, die eine Programmieraufgabe zusammen bearbeiteten, am Anfang ei-
nes Programmierabschnitts festgelegt. So ko¨nnte z.B. eine Person den Test erstellen und
die Andere die Implementierung. Allerdings wurden die Reviews gegenseitig ganz nach
dem Motto check before check-in durchgefu¨hrt, was bedeutet, dass die gro¨bsten Fehler
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beseitigt wurden, bevor eine Integration ins Hauptsystem erfolgte. Eine Abwandlung ist,
dass die Iterationen nicht in einem Wochenzyklus angesetzt sind, da eine Woche fu¨r die
meisten Iterationen zu kurz zu sein schien. Stattdessen wurden zwei- oder dreiwo¨chige
Iterationen durchgefu¨hrt.
Nach dem lokalen Check des Programmcodes, konnte ein zentraler Integrationstest durch-
gefu¨hrt werden, wobei fu¨r noch unfertige Komponenten Mock-Up-Objekte erstellt wur-
den. Dabei dienten diese Objekte als Stellvertreter fu¨r unfertige Klassen und boten nur
sehr begrenzte Funktionalita¨t, so dass das System immer lauffa¨hig blieb und so eine
Continuous Integration[27] durchgefu¨hrt werden konnte.
4.4. Risikomanagement
Bei Gruppen, die neu zusammengesetzt werden, wie bei einer Projektgruppe, kann es
zu sehr vielen unvorhergesehenen Ereignissen kommen, die ein Risiko fu¨r die Erreichung
des festgelegten Ziels darstellen. Diese Risiken zu erkennen und Strategien fu¨r die Be-
herrschung dieser zu entwickeln, ist das Ziel des Risikomanagements.
4.4.1. Zusammenfassung des Risikomanagements im Projektplan






Diese einzelnen Phasen sollen im Weiteren Verlauf genauer betrachtet werden.
4.4.1.1. Risikoerkennung
Bei der Risikoerkennung ist die hauptsa¨chliche Aufgabe, mo¨gliche Risiken vor dem Ein-
treten zugeho¨riger Sto¨rungen zu erkennen. Im Projektplan wurden folgende Risiken als
relevant fu¨r die Projektgruppe identifiziert.
• Personalausfall
• Konflikte zwischen den Mitgliedern
• Schlechte Moral bei den Mitgliedern
• Sprachliche Barrieren
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Tabelle 4.1.: Risikoanalyse: Je nach Schaden, den der Eintritt eines Risikos mit sich
bringt und dessen Eintrittswahrscheinlichkeit, wird die Gefahr des Risikos




Bei der Risikoanalyse werden die im ersten Schritt identifizierten Risiken bezu¨glich ihrer
Eintrittswahrscheinlichkeit und bezu¨glich des Schadens, der durch eine risikobasierte
Sto¨rung entsteht, bewertet. Dabei zog man Tabelle 4.1 heran, die ein Ampelsystem
verwendet, um die Bedeutung der Risiken fu¨r den Projekterfolg zu veranschaulichen
[33].
Die gescha¨tzte Eintrittswahrscheinlichkeit eines Risikos wird in eins der drei dargestell-
ten Intervalle (wenig wahrscheinlich, wahrscheinlich, sehr wahrscheinlich) eingeordnet.
Der Schaden wird parallel dazu betrachtet und in drei Stufen (tolerierbar, ernst, kata-
strophal) eingeordnet, wobei diese Einordnung vom Risiko abha¨ngt. Die Eintrittswahr-
scheinlichkeit und der mo¨gliche Schaden eines Risikos liefern anhand der Tabelle 4.1
dessen Bewertung fu¨r das Projekt. Zusa¨tzlich werden die Eintrittswahrscheinlichkeiten
und die Scha¨den jeweils mit den Ziffern 1-3 kategorisiert.
4.4.1.3. Risikoplanung
Bei der Risikoplanung ist das Ziel die erkannten und analysierten Risiken, so zu be-
handeln, dass die Eintrittswahrscheinlichkeit und auch die Schwere des Schadens beim
Eintritt reduziert wird. Es mussten im Voraus Risikobehandlungsmaßnahmen[33] getrof-
fen werden. Diese Maßnahmen sind:
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• Risikovermeidung: Ein bestimmtes Projektrisiko beseitigen.
• Risikoverminderung: Die Eintrittswahrscheinlichkeit eines Risikos verringern.
• Risikobegrenzung: Den Schaden eines Risikos verringern.
• Risikoverlagerung: Projektrisiken auf Dritte u¨bertragen.
• Risikoakzeptanz: Projektrisiko in Kauf nehmen und keine Maßnahmen ergreifen.
4.4.1.4. Risikou¨berwachung
Zusa¨tzlich zu den drei vorherigen Schritten wurde eine sta¨ndige U¨berwachung des Risikos
durchgefu¨hrt und bei Vera¨nderungen eine weitere Analyse- und Planungsphase angesto-
ßen. So konnte immer schnell auf ein neues Risiko reagiert werden um entsprechende
Gegenmaßnamen einzuleiten. Allerdings war es nur selten notwendig auf ein neues Ri-
siko zu reagieren, da wir die meisten bereits bei den U¨berlegungen beachtet hatten.
Andererseits gab es Risiken, die anfangs bedacht wurden, aber nie aufgetreten sind.
4.5. Bewertung der Maßnahmen
4.5.1. Projektmanagement
Prinzipiell war die Einteilung in kleinere Teilphasen ein gutes Vorgehen. Auf diese
Art und Weise wurden einmal am Anfang der Planung die Abha¨ngigkeiten zwischen
den einzelnen Teilphasen bestimmt und so die AP‘s aufgeteilt. Befu¨rchtungen, dass es
Abha¨ngigkeiten gibt ,die nicht betrachtet wurden und so spa¨ter zu Problemen fu¨hren
ko¨nnten, bewahrheiteten sich nicht. Letztlich konnten leider nicht alle Arbeitspakete ab-
gearbeitet werden. Was von den oben genannten Arbeitspaketen realisiert wurde, kann
aus Teil II Abweichungen vom Pflichtenheft entnommen werden.
4.5.2. Teammanagement
Wa¨hrend der gesamten Zeit des Projektes wurden grundsa¨tzlich in jedem Treffen offe-
ne Diskussion gefu¨hrt. Dadurch, dass schnell klar wurde, dass kein Mitglied der Pro-
jektgruppe ein Problem damit hat Probleme offen anzusprechen, konnte ein durchweg
positives Arbeitsklima erhalten werden. Alternative Maßnahmen, wie z.B. eine anony-
me Bewertung der anderen Mitglieder durch jeden einzelnen, waren durch die offene
Kommunikation untereinander nicht notwendig und wurden daher in Hinblick auf den
zeitlichen Aspekt nicht angewandt.
Auf das strukturierte Diskutieren mit der Bildung von zwei Gruppen wurde bei Mei-
nungsverschiedenheiten verzichtet, da sich die Diskussionen immer in einem zeitlich ak-
zeptablen Rahmen bewegten. Als einziger Punkt der Maßnahme zum strukturierten
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Diskutieren aus dem Projektplan wurde der Mehrheitsentscheid angewandt, da es sich
als eine gute Entscheidungshilfe nach einer offen gefu¨hrten Diskussion herausgestellt hat.
Durch die vo¨llige Akzeptanz durch die Mitglieder wurden aufwendigere Verfahren zur
Abstimmung und Diskussionsfu¨hrung nicht angewandt.
Die Maßnahme zum U¨berblicken des Gesamtkontexts des Projekts wurde wa¨hrend der
Treffen durch die Mitglieder praktiziert. So konnte die erste Phase des Projekts in den ge-
planten Arbeitspaketen abgearbeitet werden, auch wenn A¨nderungen der Arbeitspakete
nicht verhindert werden konnten.
Auch in der zweiten Phase wurden Arbeitspakete gebildet. Zusa¨tzlich wurden diese durch
Redmine in Form eines Gantt-Diagramms visualisiert. Diese Visualisierung erwies sich als
durchaus nu¨tzlich um den Gesamtkontext des Projektes abzuscha¨tzen. Dennoch mussten
wir feststellen, dass wir unsere zeitliche Planung immer wieder anpassen mussten.
Diese Anpassungen resultierten im Wesentlichen daraus, dass wir einerseits keinerlei
Erfahrung hatten, um solche Abscha¨tzungen realistisch zu erstellen und andererseits
daraus, dass wir immer wieder auf Probleme gestoßen waren, die nicht vorhergesehen
werden konnten. Zu diesem Problemen za¨hlen z.B. dass mit Techniken gearbeitet wurde,
die keiner der Mitglieder der Projektgruppe kannte bzw. mit denen in der Vergangenheit
keiner gearbeitet hatte. Hinzu kamen diverse Verzo¨gerungen, die nicht durch die Pro-
jektgruppe bedingt waren. So kam es ha¨ufig vor, dass Informationen durch die Betreuer
erfragt wurden, jedoch leider die Antworten ha¨ufig nicht zufriedenstellend waren, da sie
Beispielsweise zu ungenau waren. Dies fu¨hrte wiederum zu ha¨ufigem Schriftwechsel und
verschlimmerte so den Zeitverzug. Worin genau der Ursprung dieses Problem lag, konnte
nicht ermittelt werden und soll auch nicht weiter Bestandteil dieses Endbericht sein.
Die Anwendung der Konflikttypen hat wa¨hrend der ersten Phase eine klare Vorgabe
zum Einhalten von Regeln gegeben. Die Anwendung von Konsequenzen wurde allerdings
nicht no¨tig, da sich die Vergehen, wie Verspa¨tungen zu Treffen, in einem vertretbaren
Rahmen bewegten. Auch innerhalb der zweiten Projektphase musste nie einer der Kon-
flikttypen angewandt werden. Wenn Probleme wie z.B. Verspa¨tungen auftraten lo¨ste sich
das Problem automatisch dadurch, dass die Akzeptanz der betreffenden Person drastisch
innerhalb der Projektgruppe sank. Dies fu¨hrte wiederum zu mehr Anstrengung dieser
Person. Somit haben sich kleinere Probleme selbststa¨ndig reguliert.
Die Unterstu¨tzungsplattform Redmine wurde in der ersten Phase sehr ha¨ufig genutzt,
wobei sich vor allem das Wiki als geeignetes Werkzeug zum Zusammentragen von Ergeb-
nissen herausgestellt hat. Dies zeigte sich beispielsweise in der Phase der Anforderungs-
analyse. Dort wurden Ergebnisse von Reviews von Anwendungsfa¨llen in das Wiki ein-
getragen, um die Qualita¨tssicherung gruppenintern zu verwalten. Außerdem wurde das
Wiki dazu genutzt, um Ausfa¨lle von Mitgliedern wa¨hrend Klausurphasen, Urlaub oder
anderen Vorfa¨llen terminlich festzuhalten. So hatte die Gruppe immer einen U¨berblick
u¨ber den bevorstehenden Ausfall von Mitgliedern.
Die Maßnahme zur Strukturierung der regelma¨ßigen Treffen wurde vom Projektplan an-
gewandt. Es hat sich dabei herausgestellt, dass durch die Strukturierung eine effiziente
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Absprache zur weiteren Bearbeitung von Aufgaben ermo¨glicht wurde. Das Protokollie-
ren von Treffen war ebenfalls sehr hilfreich, um in der Gruppe gemachte Beschlu¨sse zu
dokumentieren und im Nachhinein nachzuschlagen.
Innerhalb der zweiten Phase stellte sich heraus, dass die Protokollierung durch das bisher
angewandte Verfahren keinen großen Nutzen mehr hatte. U¨ber die Zeit der Entwurfs-
phase wurden in jedem Treffen Protokolle erstellt, die festhielt, was beschlossen wurde,
und wie welche Arbeiten verteilt wurden. Dies brachte in der Phase der Implementie-
rung nur wenig, da sich jeder selbst Aufgaben aus einem Aufgabenpool nahm und diese
bearbeitete. Somit wandelten sich die Anspru¨che an die Protokolle, denn es mussten
auch eine technische Dokumentation erfolgen. Aus diesem Grund wurde diverse andere
Protokollierungsverfahren angewandt und die bisherigen Protokolle lediglich bei Treffen
mit den Betreuern weitergefu¨hrt.
4.5.3. Qualtia¨tsmanagement
Im Verlauf des Projektes stellte sich heraus, dass es an einigen Stellen durchaus sinnvoll
sein kann, ein gutes und gewissenhaftes Qualtia¨tsmanagement anzuwenden. Dagegen
gab es allerdings auch Punkte an denen sich herausstellte, dass ein u¨berma¨ßiges Qual-
tia¨tsmanagement sto¨rend und zeitraubend wirken kann. So wurde insbesondere bei den
Dokumenten, die im Verlauf der Projektgruppe erstellt werden mussten, eine hohe Qua-
lita¨t durch das mehrmalige zuru¨ckschicken durch die Betreuer erzwungen. Dies wirkte
sich sehr zeitraubend aus und zersto¨rte jegliche zeitliche Planung, die zuvor erstellt wur-
de. Es gibt sicherlich geteilte Meinungen daru¨ber, ob ein von vornherein besseres Qua-
lita¨tsmanagement einen zeitlichen Vorteil bewirkt ha¨tte. Das genaue Gegenteil stellt ein
gutes Qualita¨tsmanagement in der Implementierungsphase dar. Ausfu¨hrliche Tests, so-
wie eine ausfu¨hrliche Dokumentation kann sehr viel Aufwand einsparen. Die Erstellung
der Tests war fu¨r die meisten Mitglieder der Projektgruppe eine eher sto¨rend wirkende
Sache, aber letztlich hat es auch seine Vorteile gehabt. Dagegen wurden beispielsweise die
Metriken zum Erhalt der Benutzerfreundlichkeit (z.B. durch Begrenzung der Anzahl der
Buttons auf einer Seite) als eher nutzlos erachtet. Das wesentliche Problem bestand vor
allem darin, dass sich z.B. eine sinnvolle Anzahl an Buttons nicht fu¨r alle Seiten gleich
festsetzen ließ. Dadurch musste diese Metrik fu¨r nahezu jede Seite angepasst werden und
verlor somit auch an Bedeutung und Nutzen.
4.5.4. Risikomanagement
Das Risikomanagement erwies sich als eine der schwierigsten Aufgaben, die in einem
Projektalltag durchgefu¨hrt werden mu¨ssen. Dies lag vor allem daran, dass keiner von
den Teilnehmern der Projektgruppe jemals damit Erfahrungen gemacht hat.
Die Risiken wurden zwar, soweit es geht, erkannt, die Analyse und die Planung der
Behandlungsmaßnahmen waren aber eine ziemlich große Herausforderung. Im Folgenden
sollen die einzelnen Risiken und ihre Behandlung vorgestellt werden.
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4.5.4.1. Personalausfall
Auf der Grundlage von Anwesenheitslisten, konnte die Eintrittswahrscheinlichkeit in-
nerhalb des Semesters auf etwa 20% gescha¨tzt werden. Je nachdem welche Teilnehmer
ausfallen, ist der Schaden vom Personalausfall als ernst einzustufen. Nach Tabelle 4.1 war
damit der Personalausfall innerhalb des Semesters im gru¨nen Bereich. Die U¨berwachung
des Risikos ergab auch, dass die Ausfa¨lle sich in Grenzen hielten bis die Pru¨fungsphase
am Ende der vorlesungsfreien Zeit anfing. Hier ha¨uften sich die Ausfa¨lle, so dass die
gescha¨tzte Ausfallwahrscheinlichkeit auf etwa 50% angestiegen ist. Da der Schaden durch
die Ausfa¨lle bei ernst geblieben ist, stieg die Gefahr des Risikos in den gelben Bereich.
Dazu wurde als Behandlungsmaßnahme die Risikoverminderung angewandt, indem ein-
zelne Personen ihre Pru¨fungstermine und Urlaub, im Rahmen des Mo¨glichen angepasst
haben, so dass in der zweiten Ha¨lfte der vorlesungsfreien Zeit die Ausfa¨lle sich wieder un-
ter 25% fingen. Auch wa¨hrend des zweiten Semesters lag die Eintrittswahrscheinlichkeit
bei etwa 20%.
4.5.4.2. Konflikte zwischen den Mitgliedern
Bei Konflikten zwischen den Mitgliedern sehen wir uns im gru¨nen Bereich. Da es bis-
her auch nur wenige Konflikte gab, ist die Eintrittswahrscheinlichkeit auf unter 10%
gescha¨tzt worden. Als Risikoverminderung werden gemeinsame Aktivita¨ten und Diskus-
sionsrunden durchgefu¨hrt.
4.5.4.3. Sprachliche Barrieren
Da von den zehn Teilnehmern der Projektgruppe, sieben einen Migrationshintergrund
aufweisen und fu¨nf davon sprachliche Probleme haben, ist die Wahrscheinlichkeit von
sprachlichen Schwierigkeiten in der Kommunikation und Erstellung von Dokumenten bei
etwa 50%. Der Schaden, der dadurch entsteht ist bezu¨glich Tabelle 4.1 katastrophal, was
auch direkte Auswirkungen auf den Zeitverzug hat. Deshalb wird dieses Risiko im roten
Bereich eingescha¨tzt. Die einzige Mo¨glichkeit, die wir sehen ist eine Risikoverlagerung
durchzufu¨hren, wobei sprachintensive Aufgaben, wie z.B. das Verfassen von Texten, von
den u¨brigen Teilnehmern erledigt werden.
4.5.4.4. Zeitverzug
Auch bei diesem Risiko sehen wir uns im roten Bereich. Dies fu¨hrt dazu, dass wichtige
Dokumente meistens mit Wochen Verspa¨tung abgegeben werden. Die Risikobegrenzung
82
war die Nutzung der vorlesungsfreien Zeit als Puffer und die Einfu¨hrung von Powertagen,
an denen die Gruppe sich ganzta¨gig trifft. Damit wird Zeit eingespart, was daran liegt,
dass Fragen in der Gruppe perso¨nlich gekla¨rt wurden und langwieriger E-Mail-Austausch






Ich habe wa¨hrend der Projektgruppe gelernt, dass die Konzeption und Entwicklung ei-
nes sicheren cloudbasierten Onlinebanking-Systems sehr komplex ist. Die Komplexita¨t
ergab sich aus den vielen Themengebieten, die bei der Entwicklung eines Onlinebanking-
Systems detailliert zu beru¨cksichtigen sind. Wa¨hrend der ersten Phase des Projekts, in
der die Konzeption des Onlinebanking-Systems umgesetzt wurde, habe ich festgestellt,
dass die Koordination der Projektteilnehmer entscheidend ist, um die geforderten Auf-
gaben termingerecht zu bearbeiten. Eine Maßnahme, die sich hierbei als sehr effektiv
erwiesen hat, ist die Zusammenarbeit der Teilnehmer in ra¨umlicher Na¨he. Eine weitere,
wichtige Maßnahme fu¨r die Koordination war das Wissensmanagement, welches jedoch
aus mangelnder Erfahrung der Teilnehmer nicht reibungslos funktionierte. Wa¨hrend der
zweiten Phase des Projekts, in der die Implementierung des Onlinebanking-Systems um-
gesetzt werden sollte, konnte ich viele Erfahrungen mit dem Einsatz der fu¨r das System
notwendigen Techniken sammeln. In der Implementierung der Techniken kamen jedoch
viele Probleme auf, da zu Beginn der Implementierung die Erfahrungen im Umgang mit
den Techniken oft gering oder gar nicht vorhanden waren. Dies fu¨hrte dazu, dass eine
Einarbeitung in die Techniken notwendig wurde und dadurch zeitliche Verzo¨gerungen
bezu¨glich der einzuhaltenden Termine entstanden sind.
Autor: CW
Als Student mit ausla¨ndischer Herkunft durfte ich mich nicht nur damit auseinanderset-
zen, wie ein sicheres cloudbasiertes Onlinebanking-System auf technischer Ebene erstellt
wird, sondern ich durfte auch neue Kommilitonen und neue internationale Kulturen
kennenlernen. Das hat mir sehr viel Spaß gemacht. Ich werde nun meine Erfahrungen,
die ich innerhalb der Projektgruppe gesammelt habe, kurz zusammenfassen. Durch die
PG habe ich einen Eindruck davon gewonnen, wie ein kompletter Softwareentwicklungs-
vorgang abla¨uft und was alles dazugeho¨rt. Dabei konnte ich viele neue technische und
organisatorische Kenntnisse gewinnen, wie z.B. die Bedeutung der Compliance fu¨r die
Softwareentwicklung und wie Sicherheitsmaßnahmen in der Realita¨t angewendet werden
ko¨nnen. Auf technischer Ebene ist das zu erstellende System, aus meiner Sicht, nicht
leicht zu implementieren gewesen, da die technologischen Anforderungen auf Software-
und Hardware-Ebene komplex ist und alles voneinander abha¨ngt. In der zweiten Phase
habe ich vieles u¨ber unterschiedliche Frameworks gelernt und ich denke die Erfahrungen
sind hilfreich fu¨r meine Zukunft. Im Bezug auf die Organisation, habe ich, als eher un-
erfahrene Person, gelernt, dass es sehr wichtig ist einen entsprechenden Arbeitsplan zu
verfassen. Deshalb haben wir uns an “XP Programming“ orientiert, damit wir unsere
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Arbeit mo¨glichst flexibel halten zu ko¨nnen. Trotz unserer Bemu¨hungen, konnten wir den
zeitlichen Problemen nicht aus dem Weg gehen. Aber trotz Zeitverzug waren wir stets
bemu¨ht unseren Zeitplan einzuhalten. Dazu sind einige Maßnahmen wie z.B. Powertage
oder das Ticketsystem eingefu¨hrt worden. Unser gro¨ßtes Problem lag jedoch in der man-
gelnden Erfahrung, da sich unser Thema auf einem sehr umfangreichen Gebiet befindet.
Die Auswahl der relevanten Informationen war daher schwer zu treffen und der daraus
resultierende Aufwand ließ sich nicht abscha¨tzen. Auch der Erfolg der herangezogenen
Techniken war aufgrund der mangelnden Erfahrung unklar. Neben den Problemen, die
aus unsere mangelnden Erfahrung resultierte, gab es zu einigen Techniken kaum oder
keine Informationen, die beispielsweise bei Problemlo¨sungen ha¨tten helfen ko¨nnen. Dies
fu¨hrte zu weiteren Problemen beim Systementwurf, der Implementierung und der Er-
stellung der Compliance.
Autor: RH
Durch die Projektgruppe konnte ich meine Erfahrungen in vielen Bereichen weiter aus-
bauen. Darunter fallen z.B. Erfahrungen in der Entwicklung einer cloudbasierten Softwa-
re inklusive der dazugeho¨rigen Techniken. Die fu¨r mich wertvollste Erfahrung war jedoch
ein Team zu leiten. Daraus ergaben sich Aufgaben, die fu¨r mich vollkommenes Neuland
waren. Unter diese Aufgaben fiel nicht nur die Koordinierung der Gruppe sondern auch
den U¨berblick u¨ber das gesamte Projekt zu behalten. Auch der Erhalt der Motivation
innerhalb der Gruppe und das ergreifen von Mitteln gegen Risiken geho¨rte klar zu mei-
nen Aufgaben. All diese Erfahrungen sind sicherlich nu¨tzlich im weiteren Verlauf meines
Berufslebens. Daher kann ich durchaus sagen, dass diese Projektgruppe mir, auch wenn
nicht alles immer nach Plan lief, neue Erkenntnisse beschert hat.
Autor: TS
Wa¨hrend der Arbeit an dem umfangreichen Projekt, ein cloudbasiertes Internetbankin-
system zu planen und zu implementieren, habe ich fu¨r einiges zur langfristigen Arbeit
innerhalb einer Gruppe feststellen ko¨nnen. Besonders auffa¨llig war in diesem Projekt
die Planung, da hiermit noch niemand Erfahrungen gesammelt hatte und sie die Ha¨lfte
des Aufwandes fu¨r das Projekt ausmachte. Es kam immer wieder die Situation auf, dass
etwas modelliert werden musste, von dem zu dem Zeitpunkt niemand so wirklich wuss-
te was es war, so wurde z.B. die Struktur der Konto- und Transaktions-Klassen stark
vera¨ndert, nachdem bekannt wurde, wie die Transaktionen u¨bermittelt werden mu¨ssen.
Oder dass etwas ausgewa¨hlt werden musste, das trotz hohem Zeitaufwand nicht aus-
reichend gestestet werden konnte. Einige der Tools, die allen unbekannt waren stellten
sich als nicht oder zumindest nicht fu¨r Arbeit im Team brauchbar heraus und muss-
ten durch andere Tools oder geschickte Organisation ersetzt werden. Insbesondere das
Einarbeiten in die Gesetzestexte und die Modellierung der Gesetze war sehr aufwendig,
da wir zur Extraktion wichtiger Passagen keine Hilfsmittel oder fu¨r uns versta¨ndliche
Vorgehensweisen finden konnten und fu¨r deren Darstellung keine fu¨r die Bearbeitung in
einer Gruppe geeignete Software vorhanden war.
Eine zweite große Problematik innerhalb der Planung bestand aus der Kommunikation
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und Aufgabenverteilung, die sich leicht bewa¨ltigen lassen, wenn alle im gleichen Raum
sind. Doch gerade in der Vorlesungszeit war diese Zeit recht knapp und es hat sich
bewa¨hrt Besprechungsinhalte schriftlich festzuhalten (z.B. Protokolle oder Wiki). Aller-
dings bedurfte auch dies einer Gewo¨hnungsphase. Und wir mussten feststellen, dass eine
grobe Scha¨tzung fu¨r eine Aufgabe so gut wie unmo¨glich ist, wenn die Einarbeitung noch
stattfinden muss.
In der Implementierungsphase, die die zweite Ha¨lfte des Projekts ausmachte, habe ich viel
u¨ber das Programmieren an sich und den Einsatz von Frameworks gelernt. Das Lernen
und Einarbeiten kostete viel Zeit, da zu den meisten Anforderungen und Frameworks
wenig oder kein Vorwissen vorhanden war.
Autor: JK
Die Erfahrungen, die ich in diesem Projekt gesammelt habe, sind sehr unterschiedlich.
In meinen Augen habe ich sehr viele neue Technologien kennengelernt und damit Erfah-
rungen gesammelt, was ich als sehr wertvoll fu¨r die praktische Ta¨tigkeit im spa¨teren Job
empfinde. Vor allem die Arbeit mit der Cloud und dem Application Server im J2EE hat
mir sehr viel Spass gemacht. Dennoch mussten wir sehr viele Ru¨ckschla¨ge hinnehmen,
da wir dabei auf uns allein gestellt waren. So kam es, dass man erst nach mehrta¨gigen
Recherche ein Fehler beheben konnte.
Als Problem hat sich das verteilte Arbeiten herausgestellt. Das und die Komplexita¨t des
Systems stellte sich als eine große Hu¨rde im Verlauf der Projektgruppe. Die ra¨umliche
Na¨he war deshalb sehr wichtig, um Lo¨sungen schnell ausdiskutieren zu ko¨nnen und Fra-
gen in der Gruppe zu kla¨ren. Fu¨r mich hat sich herausgestellt, dass fu¨r verteiltes Arbeiten
man ein sehr großes Vertrauen in die Fa¨higkeiten und Zuverla¨ssigkeit der Teilnehmer
beno¨tigt, was bei einer wild zusammengewu¨rfelten Gruppe nicht mo¨glich ist.
Nach den Erfahrungen in der Projektgruppe bin ich zum Entschluss gekommen, dass eine
lockerer und respektvoller Umgangston sehr wichtig fu¨r die Produktivita¨t ist. Zusa¨tzlich
spielt die Erfahrung eine wichtige Rolle, denn theoretisches Wissen reicht oft nicht aus,
da die Praxis oft ganz anders aussieht.
Autor: VS
In der PG habe ich viel u¨ber die Projektplanung und das Zeitmanagement gelernt. Cir-
ca die Ha¨lfte der gesamten Projektzeit wurde fu¨r die Planung und Vorbereitung aufge-
wendet, was ich zuerst fu¨r u¨bertrieben hielt. Im nachhinein denke ich aber, dass eine Pla-
nungsphase sehr wichtig ist, vor allem weil bei dem Projekt viele Bereiche beru¨cksichtigt
werden mussten, in denen alle PG-Teilnehmer noch keine Erfahrungen hatten, wie z.B.
Compliance und Gesetzte in Bezug auf Cloud-Systeme und Online-Banking. Es fand
zwar am Anfang des Projektes eine Seminarphase statt, in der solche Themen vorge-
stellt wurden, aber hier wurde nur ein U¨berblick gegeben und nicht zu sehr ins Detail
gegangen. Deswegen waren lange Einarbeitungen in neue Gebiete wa¨hrend des Projektes
immer wieder no¨tig, durch die ein Zeitverzug entstanden ist. Auch bei der Bearbeitung
von Aufgaben sind Probleme entstanden, da ha¨ufig Fragen aufgetaucht sind, die trotz
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der langen Planungsphase nicht beru¨cksichtigt worden sind und die erst in der Gruppe
gekla¨rkt werden mussten. Aus diese Grund haben wir uns dazu entschlossen uns re-
gelma¨ßig zu treffen und in ra¨umlicher Na¨he zu arbeiten, so dass eine direkte Absprache
mo¨glich ist. Dies hat den Arbeitsablauf merklich beschleunigt.
Autor: YD
Mein Erfahrungsbericht besteht aus zwei Teilen, dem Wintersemester (1. Semester der
PG) und dem Sommersemester (2. Semester der PG). Im ersten Semester der PG ha-
be ich meine ersten Eindru¨cke u¨ber ein richtiges Projekt erfahren du¨rften. Wie sich
herausstellte war dieses Projekt viel komplexer, als das, welches man aus dem Soft-
warepraktikum kennt. Aus den Bereichen Entwurf, Compliance, Projektbeschreibung,
Anforderungen-Analyse, Projekt-Management besonders auch Teamarbeit usw. konnte
ich viel lernen und fachliches Wissen zugewinnen. Dies wird mir spa¨ter sicher in realen
Projekten im Berufsleben weiterhelfen.
In dem zweiten PG-Semester hatte unsere Arbeit meistens mit diversen Technologien zu
tun. In diesem Semester habe ich gelernt, wie ein cloudbasiertes Projekt eingerichtet wird
und in wie weit die Aspekte Sicherheit, Compliance, Konstruktion usw. beru¨cksichtigt
werden mu¨ssen, damit es zu keinen Problemen kommt. Besonders viele Erfahrungen
habe ich mit dem Logsystem und dem Oberfla¨chentest gesammelt. Besonders problema-
tisch war die Implementierung des Logsystem unter der Verwendung von Techniken wie
JSF, Richfaces und einer Cloud-Umgebung. Das Problem war, dass es kaum Literatur
oder Informationen gab, die uns bei diesem Problem ha¨tten helfen ko¨nnen. Letztlich
wurde das Problem damit gelo¨st, dass Keywords verwendet wurden. Dies unterscheidet
sich zu den Techniken Java SD und JSP. Außerdem haben wir die aktullen free-Tools
fu¨r Oberfla¨chentests gestestet und das beste davon ausgewa¨hlt. Auch dabei gab es im-
mer wieder Probleme zwischen dem Test-Tool und der Sicherheitskofiguration unseres
Projektes. Dieses Problem haben wir jedoch spa¨ter behoben.
Als wichtigsten Punkt sehe ich die Teamarbeit. Ich habe viel Unterstu¨tzung durch un-
sere Betreuer und Kommilitonen bekommen. So habe ich rechtzeitige Antworten von
Kommilitonen und Betreuer bekommen und die Kommunikation war stets positiv.
Autor: MW
Im Sommersemester 2011 und Wintersemester 2011/2012 habe ich mit Projektgruppe
bescha¨ftigt. Die Konzeption und Entwicklung eines Cloud basierten Onlinebanking Sys-
tems hat mich nicht leicht aufgefallen. Es wu¨rde in zwei Phasen gearbeitet. Wa¨hrend der
Konzeption habe ich gelernt, dass die Koordination und Planung bei eine Gruppe, der so
gross ist, sehr wichtig ist. Am Anfang der Semester haben wir uns zwei mal die Woche
in der Vorlesung zeit getroffen, das hat aber nicht gereicht, und haben wir in der Vor-
lesung freie zeit Powertage gefu¨hrt. Powertage haben unsere problem mit Koordination
und Planug sehr gut geholfen, und in der zeit ko¨nnten wir mit Betreuern auch ha¨ufig
kontaktieren. Ich habe gelernt, dass bei jeder Phase Kommunikation mit Betreuern sehr
wichtig ist, und bevor man was tut, sollte man auch die Betreuern fragen, damit jeder
die gleiche Meinung hat, und spart man auch doppelte Arbeit. Es kann aber auch zur
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noch mehr zeitliche Verzo¨gerung fu¨hren. In der Entwicklungsphase habe wir sehr viel mit
neue Technologien zu tun gehabt. Es hat viel beigebracht aber hat auch zur Verzo¨gerung
gefu¨hrt. Ohne irgendwelche Erfahrung mit jeweilige Technologien eine System wie dieses
zu Implementieren ist sehr aufwa¨dig gewesen, aber auf der Stand, wo wir jetzt bezu¨glich
Implementierung als Gruppe sind, ist meiner Meinung nach sehr gut.
Autor: AV
Im Rahmen der Projektgruppe 555 hatte ich die Mo¨glichkeit, viel u¨ber Teamarbeit und
Projektplanung zu lernen. Bereits am Anfang habe ich festgestellt, dass ein gutes Zeit-
management sehr wichtig ist, damit ein Projekt rechtzeitig und erfolgreich abgeschlossen
werden kann. Das Problem des Zeitmanagements stellte innerhalb unserer Projektgrup-
pe mit das gro¨ßte Problem dar. Sowohl wa¨hrend de der ersten, als auch wa¨hrend der
zweiten Phase des Projekts hatte wir Probleme mit der Zeitplanung. Ein Grund dafu¨r
waren vor allem die fehlenden technischen Erfahrungen und die mangelnde Koordination
des Projektes, was mit vielen Recherche-Arbeiten und Einarbeitung verbunden war.
Die Recherchen sowie den Einarbeitungsaufwand sehe ich perso¨nlich dennoch nicht als
Nachteil, da auf diese Weise ich die Mo¨glichkeit hatte, neue Technologien kennenzulernen,
praktische Erfahrung zu sammeln und zu lernen, wie eine Projektgruppe funktioniert,
wo Risiken auftreten ko¨nnen und was dagegen unternommen werden kann.
Autor: DS
Arbeiten in einer Gruppe ist meistens eine sehr große Herausforderung, da man mit
vielen, in der Regel, unterschiedlichen Personentypen mit unterschiedlichen Erfahrungen,
zusammen ein Projekt erfolgreich abschließen mo¨chte. Wa¨hrend dieser Projektgruppe
(PG) war dies einer der Hu¨rden, die uns ab und an ins Schwierigkeiten gebracht hatte.
Aber nichtsdestotrotz war dieses vergangene Jahr eine scho¨ne und reichliche Erfahrung
und Vorbereitung fu¨rs Berufsleben.
Wa¨hrend dieser PG, hatte man, neben der obebgenannten nicht technischen Erfahrung,
auch mit reichlich vielen technischen Neuigkeiten zu tun gehabt, die man sicherlich mit
ins Berufsleben mitnehmen ko¨nnte. Puncto Sicherheit in einer Cloud z.B. und das auf-
setzen dieser oder aber auch die Vielzahl an Gesetzen, die man sich in der Planungsphase
aneignen musste.
Diese erste Phase, die ein wesentlicher Teil unserer fu¨r die PG verbrauchte Zeit ausmach-
te, wurde meiner Meinung nach, sehr ausfu¨hrlich seitens meiner Kommilitonen verfasst
und erkla¨rt. Ich kann mich nur ihrer Meinung anschließen.
Wa¨hrend der Implementierungsphase ko¨nnte man zwar die Fehler, die man in der ersten
Phase, aufgrund mangelnder Erfahrung, gemacht hatte, vermeiden, aber gegen die Zeit
konnten wir leider nicht ka¨mpfen und deshalb waren nicht in der Lage manche Sachen
so umzusetzen, wie sie Anfangs geplant waren.
Schließlich waren die Organisation, die Koordination und die Kommunikation und die
Schwierigkeit mit zehn Personen sie zu beherrschen und die Ruhe dabei zu bewahren,











In den folgenden Kapiteln wird fu¨r die einzelnen Rollen beschrieben, welche Vorga¨nge
das System unterstu¨tzt und wie der Nutzer mit unserem System arbeiten soll.
A.2. Vorausetzungen zur Nutzung
Die Online-Banking-Software ist im Internet unter der folgenden Adresse verfu¨gbar: htt-
ps://129.217.47.73:8181/OnlineBankingNeu/faces/login.xhtml. Um das System zu nut-
zen, beno¨tigen Sie einen Internet-Browser, der JAVA, JavaScript und SSL unterstu¨tzt.
Im Prinzip sollen alle modernen Browser, z.B. Microsoft Internet Explorer oder Mozil-
la Firefox, die genannten Anforderungen erfu¨llen. Um die Sicherheit zu erhalten, ist es
notwendig den Browser durch regelma¨ßige Updates immer auf dem aktuellen Stand zu
halten.
A.3. Benutzeroberfla¨che
Die Benutzeroberfla¨che, die man nach dem Login erreicht, ist in drei Teile unterteilt:
1. Rollenbereich: der rechte Teil der Seite zeigt die aktuell ausgewa¨hlte Rolle und
bietet die Mo¨glichkeit die Rolle zu wechseln. Ausserdem befindet sich der Logout-
Link im Rollenbereich.
2. Navigationsbereich: die linke Teil der Seite beinhaltet ein Menu¨, mit dessen Hilfe
man die unterschiedlichen Funktionen und Ansichten des Online-Banking-Systems
erreichen kann. Das Menu¨ im Navigationsbereich ist abha¨ngig von der ausgewa¨hlten
Rolle. Innerhalb des Navigationsbereichs sind die Funktionen und Ansichten nach
Themen gruppiert.
3. Hauptbereich: der mittlere Teil der Seite zeigt wichtige Informationen und Funk-




In diesem Abschnitt werden die Funktionen des Systems aufgefu¨hrt, die alle Nutzer
ausfu¨hren ko¨nnen.
A.4.1. Ein- und Ausloggen
Nachdem Sie die Adresse des Online-Banking-Systems aufgerufen haben, kommen Sie auf
die Login-Seite (s. Abb. A.2). Geben Sie Ihr Password und Ihren Benutzernamen in die
dafu¨r vorgesehenen Felder ein und besta¨tigen Sie Ihre Eingabe mit dem Login-Button.
Durch das Einloggen gelangen Sie in den gesicherten Bereich unseres Internet-Bankings
und ko¨nnen Ihre Bankgescha¨fte starten. Vergessen Sie nach der Nutzung des Online-
Banking-Systems nicht, sich auszuloggen, damit Ihr Account nicht von Dritten unbe-
rechtigt genutzt wird. Das Ausloggen erfolgt durch Klick auf Logout in Abb. A.1, dann
lenke die Webseite wieder zur Einloggenseite. In den folgenden Abschnitten werden die





Unser System ist rollenbasiert, das heißt, dass es mehrere Rollen gibt, die jeweils be-
stimmte Funktionalita¨ten nutzen ko¨nnen.
Nachdem Sie sich eingeloggt haben, mu¨ssen Sie zuerst eine Rolle auswa¨hlen, um die ihr
zugeordneten Funktionen ausfu¨hren zu ko¨nnen. Insgesamt sind zehn verschiedene Rollen
wie folgt klassifiziert [32].
1. Kunde: Kunde der Bank
2. Kundenberater: Mitarbeiter der Bank, die als Kundenbetreuer in einer Filiale ar-
beiten
3. Controlling-Mitarbeiter: Mitarbeiter der Bank, die in der Controllingabteilung ar-
beiten
4. Eigenha¨ndler: Mitarbeiter der Bank, die in der Eigenhandelsabteilung arbeiten
5. Gescha¨ftsfu¨hrer: Der Gescha¨tsfu¨hrer der Bank.
6. Jurist: Mitarbeiter der Bank, die in der Rechtsabteilung arbeiten.
7. Kassierer: Mitarbeiter der Bank, die Dienste der Kasse fu¨r Kunden anbieten.
8. Marketing-Mitarbeiter: Mitarbeiter der Bank, die in der Marketingabteilung ar-
beiten.
9. Produktentwickler: Mitarbeiter der Bank, die neue Produkte erstellen.
10. Systemadministrator: Mitarbeiter der Bank, der als Systemadministrator arbeitet.
Das Rolle-Wechseln erfolgt durch Klick auf das Rollenmenu¨ in der oberen rechten Ecke
der Seite in Abb. A.3.
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Abbildung A.3.: Rolle wechseln
A.4.3. Nachrichtenverkehr
Das Banking-System bietet die Mo¨glichkeit zwischen Mitarbeitern oder zwischen Mitar-
beiter und Kunde Nachrichten zu verschicken.
Klicken Sie den Button Nachrichten, werden wie in Abb. A.4 zwei Optionen Nachrich-
ten lesen, Nachrichten verschicken angezeigt. Wa¨hlen Sie Nachricht lesen, ko¨nnen Sie
empfangene Nachrichten anzeigen lassen und auf die angezeigte Nachricht direkt antwor-
ten. Wa¨hlen Sie Nachricht verschicken ko¨nnen Sie Nachrichten verfassen und versenden.
Hierbei ko¨nnen Kunden wie in Abb. A.5 nur Nachrichten an ihre Kundenberater versen-
den, Mitarbeiter ko¨nnen wie in Abb. A.6 andere Mitarbeiter oder Kunden auswa¨hlen,
an die sie ihre Nachricht verschicken.
Abbildung A.4.: Nachrichten im Navigationsbereich und Nachricht lesen
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Abbildung A.5.: Nachricht verschicken fu¨r den Kunden
A.5. Kunde
Autor: CW
Als Kunde sehen Sie nach dem Einloggen Ihre Benutzeroberfla¨che wie in Abb. A.7. Der





















Die Unterpunkte in der Aufza¨hlung sind die Unterpunkte der entsprechenden Eintra¨ge
im Navigationsbereich.
Im folgenden werden die Funktionen an die Navigation angelehnt beschrieben.
A.5.1. Banking
In den folgenden Unterabschnitten werden alle Funktionen beschrieben, die unter Ban-
king eingeordnet sind.
A.5.1.1. U¨berweisung
U¨ber den Menu¨punkt U¨berweisung gelangen Sie zur Ansicht U¨berweisung ta¨tigen (s.
Abb. A.8).
Die Felder dieser Ansicht haben die folgenden Funktionen:
1. Empfa¨ngername: Hier tragen Sie den Namen des Empfa¨ngers ein.
2. Empfa¨nger speichern: Wenn Sie hier das Ha¨kchen setzen, wird der Empfa¨nger fu¨r
Ihren Account gespeichert.
3. Zielkonto/IBAN: Hier tragen Sie die IBAN des Zielkontos ein oder die Kontonum-
mer fu¨r Inlandsu¨berweisungen.
4. BLZ/SWIFT: Hier tragen Sie die SWIFT zur IBAN oder die BLZ zur Kontonum-
mer ein.
5. Verwendungszweck: Hier tragen Sie den Verwendungszweck ein.
6. Betrag: Hier tragen Sie den Betrag in EUR ein.
7. Zu belastendes Konto: Hier wa¨hlen Sie das Konto, von dem aus Sie u¨berweisen
wollen, aus.
A.5.1.2. Lastschrift
U¨ber den Menu¨punkt Lastschrift gelangen Sie zur Ansicht Lastschrift ta¨tigen (s. Abb.
A.9).
Die Felder dieser Ansicht haben folgende Funktionen:
1. Zahlungspflichtiger: Name des Zahlungspflichtigen
2. Zahlungspflichtigen speichern: Wenn Sie hier das Ha¨kchen setzen, wird der Zah-
lungspflichtige fu¨r Ihren Account gespeichert.




4. BLZ/SWIFT: Hier tragen Sie die SWIFT zur IBAN oder die BLZ zur Kontonum-
mer ein.
5. Verwendungszweck: Hier tragen Sie den Verwendungszweck ein.
6. Betrag: Hier tragen Sie den Betrag in EUR ein.





U¨ber den Menu¨punkt Dauerauftrag gelangen Sie zur Ansicht Dauerauftrag (s. Abb.
A.10).
Die Felder dieser Ansicht haben die folgenden Funktionen:
1. Empfa¨ngername: Hier tragen Sie den Namen des Empfa¨ngers ein.
2. Empfa¨nger speichern: Wenn Sie hier das Ha¨kchen setzen, wird der Empfa¨nger fu¨r
Ihren Account gespeichert.
3. Zielkonto/IBAN: Hier tragen Sie die IBAN des Zielkontos ein oder die Kontonum-
mer fu¨r Inlandsu¨berweisungen.
4. BLZ/SWIFT: Hier tragen Sie die SWIFT zur IBAN oder die BLZ zur Kontonum-
mer ein.
5. Verwendungszweck: Hier tragen Sie den Verwendungszweck ein.
6. Betrag: Hier tragen Sie den Betrag in EUR ein.
7. Zu belastendes Konto: Hier wa¨hlen Sie das Konto, von dem aus Sie u¨berweisen
wollen, aus.
8. Gu¨ltig bis: hier ko¨nnen Sie ein Enddatum auswa¨hlen. Ist ein Enddatum gesetzt,
werden nach dem U¨berschreiten des Enddatums keine U¨berweisungen mehr von
diesem Dauerauftrag erstellt. Wenn Sie kein Enddatum auswa¨hlen, mu¨ss der Dau-
erauftrag bei Bedarf von Ihrem Kundenberater abgebrochen werden.
9. Startzeitpunkt: Der Startzeitpunkt ist das erste Datum an dem eine Buchung des
Dauerauftrags erfolgt.
10. Ausfu¨hrungsintervall: Das Ausfu¨hrungsintervall legt fest in welchen Absta¨nden der
Dauerauftrag gebucht wird.
A.5.1.4. Kontostand
U¨ber den Menu¨punkt Kontostand gelangen Sie zur Ansicht Kontostand einsehen (s.
Abb. A.11).
Ihnen werden im oberen Teil der Ansicht Ihre Konten in tabellarischer Form angezeigt.
In der Tabelle gibt es die Spalten Kontonummer, Ero¨ffnungsdatum, Gesperrt und Kon-
tostand. In der Spalte Gesperrt ist ein Wahrheitswert eingetragen (true fu¨r wahr, das
Konto ist gesperrt oder false fu¨r falsch, das Konto ist nicht gesperrt).
Indem Sie in der Tabelle ein Konto auswa¨hlen und danach auf den Button Kontostand




Abbildung A.11.: Kontostand informieren
A.5.1.5. Buchungen einsehen
U¨ber den Menu¨punkt Buchungen einsehen gelangen Sie zur Ansicht Buchungen (s. Abb.
A.12).
Ihnen werden im oberen Teil der Ansicht Ihre Konten in tabellarischer Form angezeigt.
In der Tabelle gibt es die Spalten Kontoinhaber, Kontonummer und Kontostand.
Indem Sie in der Tabelle ein Konto auswa¨hlen und danach auf den Button Konto
ausa¨hlen klicken, werden in einer Tabelle im unteren Teil der Ansicht die zum aus-
gewa¨hlten Konto geho¨rigen Buchungen angezeigt.
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Abbildung A.12.: Buchungen informieren
A.5.2. Bo¨rse
A.5.2.1. Finanzinstrument handeln
U¨ber den Menu¨punkt Finanzinstrument handeln gelangen Sie zur Ansicht Finanzinstru-
ment handeln (s. Abb. A.13).
Die Felder dieser Ansicht haben die folgenden Funktionen:
1. Konto: Hier wa¨hlen Sie das Konto aus, auf dem der Handel verbucht werden soll.
2. WKN/ISIN: .
3. Name: Hier wird der Name des Finanzinstruments angezeigt.
4. Kurswert: Hier wird der Kurswert des Finanzinstruments angezeigt.
5. Anzahl: Hier tragen Sie Anzahl der Einheiten ein, die Sie handeln mo¨chten.
6. Orderzusatz: .
7. Limit: .
8. Gu¨ltig bis: Hier ko¨nnen Sie bestimmen, bis wann die Order bestehen soll.
9. Transaktionsart: Hier wa¨hlen Sie die Transaktionsart, also Verkauf oder Kauf.
Mit Beta¨tigen des Besta¨tigen Buttons wird das Angebot an die Bo¨rse weitergeleitet. Um
eine besta¨tigte Order zu stornieren lesen Sie im Abschnitt A.5.2.3 nach.
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Abbildung A.13.: Finanzinstrument handeln
A.5.2.2. Depotinformationen einsehen
U¨ber den Menu¨punkt Depotinformationen einsehen gelangen Sie zur Ansicht Depotin-
formationen einsehen (s. Abb. A.14).
Im oberen Teil der Ansicht werden in einer Tabelle Ihre Finanzinstrumente aufgelistet.
Durch das Auswa¨hlen eines Finanzinstruments und anschließender Beta¨tigung des Han-
deln Buttons gelangen Sie zur Ansicht Finanzinstrument handeln (s. Abschnitt A.5.2.1).
Abbildung A.14.: Depot einsehen
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A.5.2.3. Orderbuch
U¨ber den Menu¨punkt Orderbuch gelangen Sie zur Ansicht Orderbuch (s. Abb. A.15).
Im oberen Teil der Ansicht werden Ihre aktuellen, offenen Order in einer Tabelle ange-
zeigt.
Durch das Auswa¨hlen einer Order und anschließendes Beta¨tigen des Stornieren Buttons
ko¨nnen Sie eine Order stornieren.
Abbildung A.15.: Orderverwaltung
A.5.3. Perso¨nliche Daten ansehen
U¨ber den Menu¨punkt Perso¨nliche Daten ansehen gelangen Sie zur Ansicht Kontaktdaten
anzeigen (s. Abb. A.16).
In dieser Ansicht werden Ihre Kundennummer, Ihr Vorname, Nachname, Geburtsdatum,
Geburtsort und Ihre Adresse mit Straße, Hausnummer, Postleitzahl und Ort angezeigt.
Mit Beta¨tigung des A¨ndern Buttons erhalten Sie in der Ansicht Kontaktdaten a¨ndern
die Mo¨glichkeit ihre Adresse zu a¨ndern (s. Abschnitt A.5.3.1).
A.5.3.1. Kontaktdaten a¨ndern
In der Ansicht Kontaktdaten a¨ndern befinden sich die Felder Vorname, Nachname, Stras-
se, Hausnummer, PLZ und Ort (s. Abb. A.17). Indem Sie die Eintra¨ge der Felder bear-
beiten, a¨ndern Sie die Kontaktdaten. Durch Beta¨tigen des Buttons Besta¨tigen werden
die A¨nderungen u¨bernommen und gespeichert.
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Abbildung A.16.: Anzeige von perso¨nlichen Daten
Abbildung A.17.: Perso¨nlichedaten aendern
A.5.4. Nachrichten
Der Menu¨punkt Nachrichten ist im Abschnitt A.4.3 beschrieben.
A.5.5. Kurse
U¨ber den Menu¨punkt Kurse im Navigationsbereich und den Unterpunkt Kurse einsehen
gelangen Sie zur Ansicht Kurse einsehen (s. Abb. A.18).
In dieser Ansicht ko¨nnen Sie in dem Feld WKN/ISIN die WKN/ISIN eines Finanzinstru-
ments eingeben. Daraufhin wird Ihnen der Name, der Typ, der aktuelle Kurswert, der
mittlere Kurswert sowie die Durchschnittswerte der letzten Woche, des letzten Monats,
des letzten Jahres und der durchschnittliche Wert seit dem ersten Kauf angezeigt.
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U¨ber den Handeln Button gelangen Sie zur Ansicht Finanzinstrument handeln, die in
Abschnitt A.5.2.1 beschrieben ist.
Abbildung A.18.: Kurse einsehen
A.6. Kundenberater
Autor: YD
Als Kundenberater sehen Sie nach dem Einloggen Ihre Benutzeroberfla¨che wie in Abb.








Die Unterpunkte in der Aufza¨hlung sind die Unterpunkte der entsprechenden Eintra¨ge
im Navigationsbereich.
Im folgenden werden die Funktionen an die Navigation angelehnt beschrieben.
Abbildung A.19.: Kundenberaterportal
A.6.1. Aufgaben
U¨ber den Menu¨punkt Aufgaben im Navigationsbereich gelangen Sie zur Ansicht Aufgaben-
U¨bersicht (s. Abb. A.20).
Im oberen Teil der Ansicht werden unter Im Auftrag gegebene Aufgaben, in einer Tabelle
die Aufgaben aufgelistet, die der Kundenberater erzeugt hat (z.B. die U¨berpru¨fung einer
Person beim Ero¨ffnen eines Kontos).
In der Im Auftrag gegebene Aufgaben-Tabelle ko¨nnen Aufgaben ausgewa¨hlt werden.
Durch anschließendes beta¨tigen des Details Buttons werden Ihnen die Details (Name, Be-
schreibung, Weitere Daten, Status, Ersteller, Abteilung und Bearbeiter) der ausgewa¨hlten
Aufgabe in der Ansicht Aufgaben-Details (s. Abb. A.21) angezeigt. Durch beta¨tigen
des Lo¨schen Buttons wird die ausgewa¨hlte Aufgabe gelo¨scht. Die gelo¨schten Aufgaben
ko¨nnen in der Tabelle Gelo¨schte Aufgaben eingesehen werden.
A.6.2. Kundenverwaltung
U¨ber den Menu¨punkt Kundenverwaltung im Navigationsbereich gelangen Sie zur Ansicht
Kundenverwaltung U¨bersicht (s. Abb. A.22).
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Abbildung A.20.: Aufgaben U¨bersicht
Abbildung A.21.: Aufgaben Details U¨bersicht
Im oberen Teil der Ansicht befinden sich die Felder Kontonummer, Kundennummer,
Name und Vorname sowie der Filtern Button, dessen Funktion im Abschnitt A.6.2.1
beschrieben wird.
Im unteren Teil der Ansicht befindet sich eine Tabelle, in der die Kunden der Magnus
Monetarus Bankaufgelistet sind und die Buttons A¨ndern (s. Abschnitt A.5.3.1) und
Details anzeigen (s. Abschnitt A.6.2.4) in jeder Zeile und Details anzeigen (s. Abschnitt





Im unteren Teil der Ansicht Kundenverwaltung U¨bersicht befindet sich eine Tabelle, in
der die Kunden der Magnus Monetarus Bankaufgelistet sind. Im oberen Teil der Ansicht
ko¨nnen Sie die Eintra¨ge in der Tabelle filtern, indem Sie in den Feldern Kontonummer,
Kundennummer, Name und Vorname die gewu¨nschten Kriterien eingeben und auf den
Filtern Button klicken. So ko¨nnen Sie beispielsweise mit den Eintra¨gen 10000 im Feld
Kundennummer nur die Kunden anzeigen lassen, deren Kundennummer 10000 entha¨lt
(Ergebnis: s. Abb. A.23).




Wenn Sie in der Ansicht Kundenverwaltung U¨bersicht den Button Kunde anlegen beta¨tigt
haben, gelangen Sie zur Ansicht Kunden anlegen (s. Abb. A.24).
Hier tragen Sie in die entsprechenden Felder Vorname, Nachname, Titel, Geburtsdatum,
Geburtsort, Straße, Hausnummer, PLZ, Ort und zweimal das Passwort des Kunden ein
und legen dann den Kunden mit Beta¨tigen des Besta¨tigen Buttons an.
Abbildung A.24.: Beispiel: kundenanlegen
A.6.2.3. Bonita¨t pru¨fen
Wenn Sie in der Ansicht Kundenverwaltung U¨bersicht einen Kunden ausgewa¨hlt haben
und anschließend den Button Bonita¨t pru¨fen lassen beta¨tigt haben, gelangen Sie zur
Ansicht Bonita¨t pru¨fen (s. Abb. A.25).
Um eine Bonita¨tspru¨fung des im oberen Teil der Ansicht angezeigten Kunden zu veran-
lassen, mu¨ssen Sie die folgenden Felder ausfu¨llen:
• Beschreibung: eine kurze Beschreibung des Grundes der Pru¨fung
• Dringlichkeit: die Dringlichkeit der Pru¨fung ist mit einem der vorgegebenen Werte
Niedrig, Mittel, Hoch oder Sehrhoch anzugeben. Ist die Dringlichkeit Sehrhoch,
wird die Pru¨fung dieses Kunden bei Mo¨glichkeit bevorzugt.
• Frist: der spa¨teste Zeitpunkt, an dem das Pru¨fungsergebniss vorliegen muss
• Weitere Informationen: sollten zu den vorangegangenen Punkten zusa¨tzliche In-
formationen relevant sein, ko¨nnen und mu¨ssen diese unter Weitere Informationen
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eingetragen werden.
Durch beta¨tigen des Buttons Absenden wird die Aufgabe erstellt und an die juristische
Abteilung gesendet.
Abbildung A.25.: Beispiel: bonita¨tpruefen
A.6.2.4. Kundendetail-Ansicht
Wenn Sie in der Tabelle im unteren Teil der Ansicht Kundenverwaltung U¨bersicht einen
Kunden auswa¨hlen und anschließend auf den Button Details anzeigen in der gleichen
Zeile oder den gleichnamigen Button unterhalb der Tabelle beta¨tigen, gelangen Sie in
die Ansicht Kundendetail-Ansicht.
In der Kundentetail-Ansicht werden im oberen Teil der Ansicht die perso¨nlichen Daten
und die Kundennummer des Kunden angezeigt. Unter den perso¨nlichen Daten befindet
sich eine Tabelle mit den Konten des Kunden bei der Magnus Monetarus Bank. Durch
das Auswa¨hlen eines Kontos in der Tabelle und das beta¨tigen des Buttons Details in der
gleichen Zeile oder des gleichnamigen Buttons unterhalb der Tabelle gelangen Sie zur
Konto Detailansicht (s. Abschnitt A.6.2.5).
Weiter befinden sich folgende Buttons unterhalb der Konto-Tabelle:
• Durch das Beta¨tigen des Buttons Kontosperrung beantragen wird eine Aufgabe
erstellt und an die juristische Abteilung gesendet.
• U¨ber den Button Nachricht schicken gelangen Sie zur Ansicht Nachricht verschi-
cken, die im Abschnitt A.4.3 beschrieben wird.
• U¨ber den Button Konto ero¨ffnen gelangen Sie zur Ansicht Konto ero¨ffnen, in der
Sie die, fu¨r die Ero¨ffnung eines Kontos notwendigen Daten eintragen und ein neues
Konto fu¨r den Kunden ero¨ffnen ko¨nnen.
• U¨ber den Button Kredit gewa¨hren gelangen Sie zur Ansicht Kredit anlegen, in der
Sie dem Kunden einen Kredit in einer bestimmten Ho¨he und u¨ber eine bestimmte
Laufzeit mit festgelegten Raten gewa¨hren ko¨nnen.
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• Durch das Beta¨tigen des Buttons Bonita¨tspru¨fung gelangen Sie zur Ansicht Bonita¨t
pru¨fen, die im Abschnitt A.6.2.3 beschrieben wird.
• Der Button PuV ist fu¨r den Kundenberater deaktiviert.
• U¨ber den Button Perso¨nliche Daten a¨ndern gelangen Sie zur Ansicht Kontaktdaten
a¨ndern, die im Abschnitt A.5.3.1 beschrieben wird.
• Durch beta¨tigen des Buttons Kunde lo¨schen wird der Kunde aus dem System
gelo¨scht. Dies geschieht jedoch nur, wenn alle Konten des Kunden ausgeglichen
sind.
• U¨ber den Button Buchungen einsehen gelangen Sie zur Ansicht Buchungen, die
im Abschnitt A.5.1.5 beschrieben wird.
• U¨ber den Button Dauerauftra¨ge einsehen gelangen Sie zur Ansicht Dauerauftra¨ge
einsehen, die im Abschnitt A.6.2.9 beschrieben wird.
• U¨ber den Button U¨berweisung ta¨tigen gelangen Sie zur Ansicht U¨berweisung ta¨tigen,
die im Abschnitt A.5.1.1 beschrieben wird.
• U¨ber den Button Lastschrift ta¨tigen gelangen Sie zur Ansicht Lastschrift ta¨tigen,
die im Abschnitt A.5.1.2 beschrieben wird.
• U¨ber den Button Dauerauftrag ta¨tigen gelangen Sie zur Ansicht Dauerauftrag, die
im Abschnitt A.5.1.3 beschrieben wird.
Abbildung A.26.: Beispiel: kundendetailsanzeigen
A.6.2.5. Konto Detailsansicht
Zur Konto Detailansicht gelangen Sie wie Abschnitt A.6.2.4 beschrieben.
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Die der obere Teil der Konto Detailansicht besteht aus den zwei Unteransichten Kun-
dendaten und Zinsen. Die Ansichten sind u¨ber die Reiter im oberen Teil der Ansicht
durch Ancklicken der Reiter erreichbar (s. Abb. A.28).
In der Unteransicht Kundendaten werden Ihnen Vorname, Nachname und Kundennum-
mer des Kunden und Kontonummer, Bankleitzahl, Kontotyp und Kontostand des Kontos
angezeigt (s. Abb. A.27).
Abbildung A.27.: kundendatenansicht
In der Unteransicht Zinsen werden Ihnen die Zinsen bei positivem Kontostand, die Zinsen
innerhalb des Dispokredits, die Dispogrenze und die Harte Grenze angezeigt (s. Abb.
A.28). Die Dispogrenze ist der niedrigste Kontostand, fu¨r den der Dispokredit gewa¨hrt
wird. Die Harte Grenze ist der niedrigste Kontostand, der dem Kunden zugestanden
wird, bevor das Konto gesperrt wird.
Abbildung A.28.: Zinsen-ansicht
Im unteren Teil der Konto Detailansicht befindet sich eine Tabelle, die mit Karten
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u¨berschrieben ist. In dieser Tabelle werden die Karten mit Kartennummer, dem Gu¨ltigkeitsdatum
Gu¨ltig bis und dem Wahrheitswert Gesperrt aufgelistet, die dem Kunden fu¨r das Konto
ausgestellt wurden.
Unter der Tabelle befinden sich die folgenden Buttons:
• Kontoparameter a¨ndern: U¨ber den Button Kontoparameter a¨ndern gelangen Sie
zur Ansicht Kontoparameter a¨ndern, die in Abschnitt A.6.2.6 beschrieben wird.
• Karte beantragen: U¨ber den Button Karte beantragen wird eine Aufgabe erstellt,
die fu¨r das Konto das Beantragen der Produktion einer Karte ansto¨ßt.
• Karte sperren: Durch das Auswa¨hlen einer nicht gesperrten Karte in der Tabelle
und das anschließende beta¨tigen des Buttons Karte sperren wird die ausgewa¨hlte
Karte gesperrt.
• Kontosperrung beantragen: U¨ber den Button Kontosperrung beantragen wird eine
Aufgabe erstellt, und an die juristische Abteilung u¨bermittelt.
• Konto sperren: Wurde durch die juristische Abteilung das Sperren des Kontos
autorisiert, kann durch beta¨tigen des Buttons Konto sperren das Konto gesperrt
werden.
• Konto schließen: Wenn das Konto ausgeglichen ist, kann es durch Beta¨tigen des
Buttons Konto schließen geschlossen werden.
• Geld einzahlen: U¨ber den Button Geld einzahlen gelangen Sie zur Ansicht Geld
einzahlen, die in Abschnitt A.6.2.7 beschrieben wird.
• Geld auszahlen:U¨ber den Button Geld auszahlen gelangen Sie zur Ansicht Geld
auszahlen, die in Abschnitt A.6.2.8 beschrieben wird.
A.6.2.6. Kontoparameter a¨ndern
In der Ansicht Kontoparameter a¨ndern ko¨nnen Sie das im oberen Teil der Ansicht mit
den Feldern Nachname, Vorname, Kontonummer, Kundennummer und Art des Kontos
beschriebene Konto vera¨ndern, indem Sie die Kontoparameter, die in Abschnitt A.6.2.5
erla¨utert werden, in den gleichbenannten Feldern neu setzten und die Eingaben mit dem
Button Besta¨tigen besta¨tigen (s. Abb. A.29).
A.6.2.7. Geld einzahlen
In der Ansicht Geld einzahlen (s. Abb. A.30) ko¨nnen Sie einen Betrag in Euro in das Feld
Betrag eingeben. Der Betrag muss zwischen 0 und 10000 Euro liegen. Durch beta¨tigen




Abbildung A.30.: Beispiel: U¨berschreitung des Maxmums von dem Seite geldeinzahlen
A.6.2.8. Geld auszahlen
In der Ansicht Geld auszahlen (s. Abb. A.31) ko¨nnen Sie im Feld Konto ein Konto
auswa¨hlen und einen Betrag in Euro in das Feld Betrag eingeben. Der Betrag muss
zwischen 0 und 10000 Euro liegen. Durch beta¨tigen des Buttons Besta¨tigen wird der
eingegebene Betrag von dem im Feld Konto angezeigten Konto abgehoben.
Abbildung A.31.: Geld auszahlen
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A.6.2.9. Dauerauftra¨ge einsehen
In der Ansicht Dauerauftra¨ge einsehen befindet sich eine tabellarische Aufza¨hlung der
Dauerauftra¨ge des vorher ausgewa¨hlten Kunden und die Buttons Bearbeiten und Lo¨schen
(s. Abb. A.32).
Wenn Sie einen Dauerauftrag in der Tabelle auswa¨hlen und anschließend den Button Be-
arbeiten beta¨tigen, gelangen Sie in die Ansicht Dauerauftrag bearbeiten, die in Abschnitt
A.6.2.10 beschrieben wird.
Wenn Sie einen Dauerauftrag in der Tabelle auswa¨hlen und anschließend den Button
Lo¨schen beta¨tigen, wird der ausgewa¨hlte Dauerauftrag gelo¨scht.
Abbildung A.32.: Dauerauftra¨g einsehen
A.6.2.10. Dauerauftrag bearbeiten
In der Ansicht Dauerauftrag bearbeiten ko¨nnen Sie den im oberen Teil der Ansicht Dau-
erauftrag bearbeiten den ausgewa¨hlten Dauerauftrag vera¨ndern.
A.6.3. Nachrichten
Der Menu¨punkt Nachrichten entspricht Abschnitt A.4.3 fu¨r Mitarbeiter.
A.6.4. Kurse
In der Ansicht Kurse ko¨nnen die aktuellen Kurssta¨nde eingesehen werden (s. Abb. A.33).
Im oberen Teil der Ansicht ko¨nnen Sie in dem Feld WKN/ISIN die WKN (Wertpapier-
kennnummer ) oder ISIN (International Securities Identifications Number) eingeben,
woraufhin Ihnen Details zu dem entsprechenden Wertpapier angezeigt werden. Wenn sie
den Button Handeln beta¨tigen, gelangen sie zur Ansicht Finanzinstrument handeln (s.
Abschnitt A.5.2.1).
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Als Kassierer sehen Sie nach dem Einloggen befindet sich im Navigationsmenu¨ nur der
Eintrag Kundenverwaltung (s. Abb. A.34), der in Abschnitt A.6.2 beschrieben wird.
Jedoch ist die Ansicht des Kassierers auf die Funktionen Filtern (s. Abschnitt A.6.2.1)
und Details anzeigen (s. Abschnitt A.6.2.4) eingeschra¨nkt.
Die Ansicht Kundendetail-Ansicht ist fu¨r den Kassierer auf die Funktion der Buttons,
die mit Details beschrieben sind und zur Konto Detailansicht (s. Abschnitt A.6.2.5)
fu¨hren.
Die Konto Detailansicht ist auf die Funktionen Geld einzahlen (s. Abschnitt A.6.2.7)





Als Produktentwickler und Marketing-Mitarbeiter sehen Sie nach dem Einloggen Ihre







Die Ansicht Aufgaben des Produktentwicklers und des Marketing-Mitarbeiters sind iden-
tisch mit der Ansicht Aufgaben des Kundenberaters (s. Abschnitt A.6.1).
A.8.2. Statistiche Daten
U¨ber den Menu¨punkt statistische Daten im Navigationsmenu¨ gelangen Sie zur Ansicht
Statistische Daten (s. Abb. A.36). Hier ko¨nnen Sie eine Aufgabe auswa¨hlen, die Sie
reserviert haben und die geforderte Anfrage u¨bertragen. Das Ergebnis ko¨nnen Sie durch
beta¨tigen des Buttons Nachricht verschicken an den Anfragenden schicken oder durch
beta¨tigen des Buttons Extrahieren als PDF-Datei aus dem System extrahieren.
A.8.3. Nachrichten
Die Funktionen unter dem Menu¨punkt Nachrichten in der Navigationsleiste fu¨r Pro-




Alle Funktionen, die Ihnen als Marketing-Mitarbeiter zur Verfu¨gung stehen, entsprechen
den Funktionen, die im Kapitel A.8 Produktentwickler beschrieben werden.
A.10. Controlling-Mitarbeiter
Autor: YD
Als Controlling-Mitarbeiter sehen Sie nach dem Einloggen Ihre Benutzeroberfla¨che wie






Controlling-Mitarbeit: Mitarbeiter der Bank, die in der Controllingabteilung arbeiten.
[32][Pflichtenheft]
Unter der Rolle Controlling-Mitarbeiter bietet das System folgende Service an, Aufgaben,
Kundenverwaltung, logs einsehen, Nachrichten lesen und kurse einsehen (s. Abb. A.37).
A.10.1. Aufgaben
Das Aufgabe-Workflow unter Controlling-Mitarbeiter sind identisch wie das Aufgabe-




Die Kundenverwaltung unter Controlling-Mitarbeiter sind identisch wie die Kundenver-
waltung unter Kundenberater. (siehe Abschnitt Kundenberater A.6.2)
A.10.3. Logs einsehen
Im System werden alle Ereignisse und das Fehlverhalten des Systems geloggt. Diese
Logdateien kann sich der Akteur einsehen und analysieren.[32][Pflichtenheft]
Wenn der Akteur auf dem Menu¨leiste
”
Logs einsehen “dru¨ckt, wird Logs angezeigt,
die nach dem Datum, Uhrzeit und Aktivita¨t sortiert sind. Da die Logs nach langer Zeit




Das Nachrichtensystem unter Controlling-Mitarbeiter sind identisch wie Nachrichtensys-





Kurse einsehen “unter Controlling-Mitarbeiter sind identisch wie Nach-












Der Jurist-Mitarbeiter befasst sich mit der U¨berbru¨ckungsfunktion zwischen Bank und
staatlichen Beho¨rden wie Bafin und BZST bei Anfrage von Kontodaten. Daru¨ber hinaus
la¨sst sich die Kundenverwaltung anhand der Sachverhalten durchfu¨hren oder mit den
anderen Abteilungen(Controlling, Kundenberater) zusammenarbeiten.
Abbildung A.39.: Portal fu¨r Jurist-Mitarbeiter
A.11.1. Aufgaben einsehen
Der Jurist-Mitarbeiter kann sich durch Klick des Aufgaben Buttons sofort u¨ber juristische
Aufgaben wie in Abb. A.40 informieren (siehe auch Abschnitt A.6.1).
A.11.2. Kundenverwaltung
Um juristisch relevante Aufgaben zu erledigen, braucht der Jurist-Mitarbeiter auch die
Funktionen von Kundenverwaltung. Sie bietet die Mo¨glichkeiten, eine U¨bersicht u¨ber
Kunden bzw. Konten zu anzuzeigen. Wenn es no¨tig ist, ko¨nnen die kunden- oder konto-
bezogene Daten ebenfalls verarbeitet werden. Die Kundenverwaltung fu¨r die juristische
Abteilung ist gleich wie beim Kundenberater in Abschnitt A.6.2.
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Abbildung A.40.: Anzeige der juristischen Aufgaben
A.11.3. Kontodatenliste beantragen
Solange der Jurist-Mitarbeiter von Bafin oder BZSt eine Anfrage zu kundenbezogenen
Information von gewissen Konten bekommt, erha¨lt er dabei eine Vorgangsnummer, um
die nachfolgende Aktion Kundendatenliste beantragen zu besta¨tigen und identifizieren.
Es gibt zwei Mo¨glichkeiten die Kontodatenliste zu erstellen. Entweder auf gewisse (z.B.
zeitliche, zahlungsma¨ßige ) Bedingungen gerichtet die Buchungen eines Kontos auszusor-
tieren oder direkt anhand der geforderten Kontonummer abzufragen und eine dement-
sprechende Kontodatenliste zu erstellen.
Abbildung A.41.: Kontodatenliste beantragen
A.11.4. Nachrichtenverkehr




Fu¨r Gescha¨ftsfu¨hrer hat das Online System auch die dafu¨r beno¨tigten Funktionen be-
reitgestellt. Die Ansicht von dem Gescha¨ftsfu¨hrer Portal ist wie in Abb. A.42 gezeigt.













Abbildung A.42.: Start Seite fu¨r Gescha¨ftsfu¨hrer
A.12.1. Limits setzen
Limitsystem dient dazu, die potenziellen Widerrechtlichkeiten aus dem Eigenhandel
zu vermeiden. In Bezug auf das Limitsystem sollen die in Abb. A.43 aufgelisteten
Parameter(Overnight-, Intraday-, Stop-Loss-, Volumen-Limit und Maximale Verlust) in
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zwei Arten (weiche und harte Grenze) ausgefu¨llt werden. Das U¨berschreiten der wei-
chen Grenze erzeugt eine Warnung, das U¨berschreiten der harten Grenze wird durch das
System verhindert.
Abbildung A.43.: Limits setzen
A.12.2. Kundenverwaltung
Sehen Sie bitte den Abschnitt A.6.2
A.12.3. Log einsehen
Sehen Sie bitte den Abschnitt A.14.3
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A.12.4. Kontodatenliste beantragen
Sehen Sie bitte den Abschnitt A.11.3
A.12.5. Statistische Daten
Sehen Sie bitte den Abschnitt A.8.2
A.12.6. Einstellung der Verda¨chtigkeitspru¨fung fu¨r U¨berweisung
Diese Einstellung hilft unser System bei der Verda¨chtigkeitspru¨fung fu¨r U¨berweisung, in-
dem ein Grenzwert wie in Abb. A.44 eingetragen wird. Dies erlaubt, die Verda¨chtigkeitspru¨fung
fu¨r U¨berweisung automatisiert durchzufu¨hren.
Abbildung A.44.: Parametrisierte Einstellung der U¨berweisungsverda¨chtigkeit
A.12.7. Nachrichtenverkehr
Sehen Sie bitte den Abschnitt A.4.3
A.12.8. Kurse einsehen
Sehen Sie bitte den Abschnitt A.5.5
A.13. Eigenha¨ndler
Autor: CW
Als Eigenha¨ndler ko¨nnen Sie Ihre Finanzinstrumente online an- oder verkaufen. Zusa¨tzlich
dazusind die Funktionen fu¨r Eigenhandel in Zusammenhang mit Kundenangelegenhei-
ten verfu¨gbar, um die aktuellen Zusta¨nde von Finanzinstrumenten oder den aktuellen
Kontostand nachzufragen . In Abb. A.45 wird die Start Seite fu¨r den Eigenha¨ndler nach












Abbildung A.45.: Start Seite fu¨r Eigenha¨ndler
A.13.1. Bo¨rseangelegenheit
Sehen Sie bitte den Abschnitt A.5.2.
A.13.2. Kontostand einsehen
Sehen Sie bitte den Abschnitt A.5.1.4.
A.13.3. Nachrichtenverkehr
Sehen Sie bitte den Abschnitt A.4.3.
A.14. Systemadministrator
Autor: CW
Als Kundenberater sehen Sie nach dem Einloggen Ihre Benutzeroberfla¨che wie in Abb.












Abbildung A.46.: Start Seite fu¨r Systemadministrator
A.14.1. Systemstatus einsehen
Klicken Sie den Button Systemstatus, so wird der aktuelle Systemstatus, der die Infor-
mationen u¨ber Laufzeit Speicher/CPU-Auslastung des Cloudservers entha¨lt, wie in Abb.
A.47 angezeigt wird.
A.14.2. Mitarbeiterverwaltung
Die Mitarbeiterverwaltung ist von Systemadministrator zu u¨bernehmen. Die Ansicht
Mitarbeiterverwaltung (s. Abb. A.48) ist a¨hnlich wie Kundenverwaltung. In der Ansicht
Mitarbeiterverwaltung befindet sich eine Tabelle, in der alle aktuellen Mitarbeiter mit ih-
ren Namen, Benutzernamen und Rollen eingetragen sind. Wa¨hlen Sie einen bestimmten
davon aus, gelangen Sie durch anschließendes Beta¨tigen des Buttons Nutzer bearbeiten
gelangen Sie zur Ansicht Nutzerrechte, die in Abb. A.49 gezeigt wird. In dieser Ansicht
ko¨nnen Sie die perso¨nlichen Daten und Nutzerrechte des ausgewa¨hlten Mitarbeiters be-
arbeiten.
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Abbildung A.47.: aktueller Serverstatus anzeigen
Abbildung A.48.: Mitarbeiterverwaltung
A.14.3. Log einsehen
Um Systemanomalien rechtzeitig zu informieren bzw. die Systemlogs anzuschauen ist da-
zu beno¨tigt. Die Logdaten, welche unter einem vordefinierten Verzeichnis abgelegt sind,
werden aufgelistet. Wa¨hlen Sie einer von denen aus. Dann durch Klick des “Detailansicht“
Buttons wird dies Logfile auf der Benutzeroberfla¨che tabellarisch angezeigt. Wenn Sie
den Button “Export“ dru¨cken, wird die ausgewa¨hlten Logs in File-Format ausgegeben.
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Abbildung A.49.: Persondaten von Mitarbeiter editieren
A.14.4. Log auswerten
Diese Funktion dient dazu, Systemlogs bei Bedarf katalogisch sortiert darzustellen (s.
Abb. A.51). Hier haben Sie die Mo¨glichkeit sich die Logs aus einem Bestimmten Zeitraum
in verku¨rzter Form anzeigen zu lassen. Der Button Exportieren ermo¨glicht es Ihnen die
aktuell angezeigten Logs in eine separate Log-Datei zu exportieren. Durch Auswa¨hlen
eines Log-Eintrags und Beta¨tigen des Buttons Details anzeigen wird der gesamte Log-
Eintrag angezeigt.
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Abbildung A.50.: Systemlog einsehen
Abbildung A.51.: Logs auswerten
A.14.5. Backup erstellen
Durch Beta¨tigen des Menu¨eintrags Backup erstellen wird ein Backup des Systems er-
stellt. Das Erstellen eines Backups beno¨tigt Ressourcen und kann dadurch das System
verlangsamen.
A.14.6. RSA Schlu¨ssel verwalten
In der Ansicht RSA Schlu¨ssel verwalten ko¨nnen Sie den RSA Schlu¨ssel 1.5.4 des Banking-
Systems a¨ndern und neue RSA Schlu¨ssel generieren (s. Abb. A.53) oder fremde Zertifi-
kate importieren, denen die Magnus Monetarus Bankvertraut (s. Abb. A.54).
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Abbildung A.52.: Backup erstellen
Abbildung A.53.: RSA-Schlu¨ssel verwalten
Abbildung A.54.: RSA-Schlu¨ssel verwalten
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A.14.7. Nachrichtenverkehr
Sehen Sie bitte den Abschnitt A.4.3.
A.14.8. Runterfahren




Folgende Tabellen werden in den beiden Datenbanken banksystem und stammdaten
verwendet. Der U¨bersicht halber wurden sie nach unterschiedlichen Bereichen aufgeteilt,
wobei einige Tabellen in mehreren Bereichen vorhanden sind und als Schnittstelle zwi-
schen diesen Bereichen dienen sollen.
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Pra¨ambel
Informationen und die zu ihrer U¨bertragung und Verarbeitung eingesetzten Prozesse
und IT-Systeme stellen grundlegende Werte fu¨r die Magnus Monetarus Bank dar. Al-
le wesentlichen strategischen und operativen Funktionen und Aufgaben werden durch
Informationstechnologie (IT) maßgeblich unterstu¨tzt. Die Informationssicherheit ist ein
zunehmend wichtiger Faktor geworden, weshalb insbesondere das Sicherheitsbewusstsein
hinsichtlich der vorhandenen Informationen einer der entscheidenden Erfolgsfaktoren fu¨r
die Bank ist.
Der Schutz dieser Werte vor Verlust, unberechtigtem Zugriff und vor unerlaubter A¨nde-
rung ist unverzichtbar, um die Leistungsfa¨higkeit und Wettbewerbspositionen des Un-
ternehmens, sowie das Vertrauen bei Gescha¨ftspartnern und Kunden zu erhalten und zu
verbessern.
1. Ziele
1.1 Das oberste Ziel der IT-Sicherheitsleitlinie der Magnus Monetarus Bank ist es, die
Verfu¨gbarkeit, Vertraulichkeit und Integrita¨t der eigenen und der ihr von Kunden und
Gescha¨ftspartnern anvertrauten Informationen und Ressourcen zu schu¨tzen. Dabei ist
die Nachvollziehbarkeit, Verbindlichkeit und Ordnungsma¨ßigkeit von Prozessen zu ga-
rantieren, um das Erreichen der Unternehmensziele zu gewa¨hrleisten und Schaden durch
den Eintritt unerwu¨nschter Ereignisse zu verhindern oder zu begrenzen.
1.2 Ein weiteres Ziel der Security Policy ist es, die Zertifizierbarkeit der Sicherheit der
Systeme nach den Sicherheitskriterien des BSI zu ermo¨glichen. Aufgrund dessen wird die
Security Policy nach der IT-Grundschutz-Vorgehensweise des BSI-Standards 100 erstellt.
Das IT-Grundschutz-Zertifikat stellt einen anerkannten Standard fu¨r IT-Sicherheit dar
[1].
1.3 Verspa¨tete oder fehlerhafte Managemententscheidungen ko¨nnen weitreichende Fol-
gen nach sich ziehen. Daher ist fu¨r das Management bei wichtigen Entscheidungen der
Zugriff auf aktuelle Steuerungsdaten wichtig. Fu¨r diese Informationen ist ein hohes Si-
cherheitsniveau in Bezug auf Verfu¨gbarkeit und Integrita¨t sicherzustellen.
1.4 Die Aktualita¨t der Bo¨rsendaten ist fu¨r die Eigenha¨ndler essentiell. Es muss folg-
lich sichergestellt werden, dass der Zugriff auf die Bo¨rsendaten schnell und zuverla¨ssig
verfu¨gbar ist.
1.5 Die Verfu¨gbarkeit der Kommunikation mit anderen Banken ist fu¨r die Ausu¨bung der
Gescha¨fte von ho¨chster Bedeutung und ist in jedem Fall sicher zu stellen.
1.6 Der Zugriff auf das Internetbanking-System muss fu¨r den Kunden zu jeder Zeit
mo¨glich sein. Dies liegt im Interesse der Magnus Monetarus Bank, da dies fu¨r das Kern-
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gescha¨ft notwendig ist.
1.7 Ein Ausfall des Nachrichtensystems oder des Workflowsystems kann zu Verzo¨gerun-
gen im Arbeitsablauf fu¨hren, daher ist die Verfu¨gbarkeit des Nachrichtensystems und
des Workflowsystems sicherzustellen. Im Falle eines Ausfalls muss der Betrieb der Kern-
gescha¨fte weiterhin mo¨glich sein.
1.8 Die Datenschutzgesetze und die Interessen unserer Mitarbeiter verlangen eine Sicher-
stellung der Vertraulichkeit der Mitarbeiterdaten. Die Daten und die IT-Anwendungen
der Personalabteilung werden daher einem hohen Vertraulichkeitsschutz unterzogen.
Gleiches gilt fu¨r die Daten unserer Kunden und Gescha¨ftspartner.
1.9 Die Nutzung des Internets zur Informationsbeschaffung und zur Kommunikation
ist fu¨r uns selbstversta¨ndlich. E-Mail dient als Ersatz oder als Erga¨nzung von anderen
Bu¨rokommunikationswegen. Durch entsprechende Maßnahmen wird sichergestellt, dass
die Risiken der Internetnutzung mo¨glichst gering bleiben.
2. Adressatenkreis
Diese Sicherheitsleitlinie gilt fu¨r die Magnus Moneraturs Bank sowie fu¨r ihre sa¨mtlichen
Mitarbeiter. Außerdem muss die Leitlinie fu¨r alle Gescha¨ftsprozesse, die durch das Ban-
kingsystem durchgefu¨hrt und unterstu¨tzt werden, umgesetzt werden.
3. Verantwortlichkeiten und Zusta¨ndigkeiten
Verantwortlich fu¨r die Einhaltung dieser Sicherheitsleitlinie und damit fu¨r die Informa-
tionssicherheit ist neben der Gescha¨ftsleitung jede Abteilung und jeder Mitarbeiter der
Magnus Monetarus Bank. Jede Abteilung und jeder Mitarbeiter ist insbesondere fu¨r
die Sicherheit und einen angemessenen Schutz ihrer/seiner Informationen entsprechend
ihres Wertes und des Risikos fu¨r das betreffende Gescha¨fts- und technische Umfeld ver-
antwortlich.
Vor diesem Hintergrund muss es fu¨r alle Informationen einen benannten Verantwortli-
chen geben. Insbesondere mu¨ssen folgende Verantwortliche benannt werden:
• Datenschutzbeauftragter
Verantwortlich fu¨r die Einhaltung des Datenschutzes und die Weiterentwicklung
der Datenschutzrichtlinie
• IT-Sicherheitsbeauftragter
Verantwortlich fu¨r das Erreichen und die Einhaltung der Informationssicherheit,
sowie die Erstellung und Weiterentwicklung der IT-Sicherheitsleitlinie
• Vertreter der Rechtsabteilung
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Bera¨t das Unternehmen bei der Erstellung und Weiterentwicklung von Sicherheits-
und Datenschutzleitlinien.
4. Verantwortlichkeit Dritter
Sofern IT-Dienstleistungen an externe Stellen ausgelagert werden, werden von uns kon-
krete Sicherheitsanforderungen in den Service Level Agreements vorgegeben. Das Recht
auf Kontrolle wird festgelegt. Fu¨r umfangreiche oder komplexe Outsourcing-Vorhaben
erstellen wir ein detailliertes Sicherheitskonzept mit konkreten Maßnahmenvorgaben.
5. Sicherheitsmanagement
5.1 Zur Erreichung der Informationssicherheitsziele wurde eine Sicherheitsorganisation
eingerichtet. Es ist ein IT-Sicherheitsbeauftragter benannt worden. Der IT-Sicherheitsbe-
auftragte berichtet in seiner Funktion direkt an den IT-Direktor, der Mitglied der Ge-
scha¨ftsfu¨hrung ist.
5.2 Dem IT-Sicherheitsbeauftragten und den Administratoren werden von der Leitung
ausreichende finanzielle und zeitliche Ressourcen zur Verfu¨gung gestellt, um sich re-
gelma¨ßig weiter zu bilden und zu informieren und die vom Management festgelegten
Informationssicherheitsziele zu erreichen.
5.3 Die Administratoren und der IT-Sicherheitsbeauftragte sind durch die IT-Benutzer
ausreichend in ihrer Arbeit zu unterstu¨tzen.
5.4 Der IT-Sicherheitsbeauftragte ist fru¨hzeitig in alle Projekte einzubinden, um schon
in der Planungsphase sicherheitsrelevante Aspekte zu beru¨cksichtigen. Sofern personen-
bezogene Daten betroffen sind, gilt Gleiches fu¨r den Datenschutzbeauftragten.
5.5 Die IT-Benutzer haben sich in sicherheitsrelevanten Fragestellungen an die Anwei-
sungen des IT Sicherheitsbeauftragten zu halten.
5.6 Es wurde ein Datenschutzbeauftragter bestellt. Der Datenschutzbeauftragte hat ein
ausreichend bemessenes Zeitbudget fu¨r die Erfu¨llung seiner Pflichten zur Verfu¨gung. Der
Datenschutzbeauftragte ist angehalten, sich regelma¨ßig weiterzubilden.
6. Sicherheitsmaßnahmen
6.1 Fu¨r alle Verfahren, Informationen, IT-Anwendungen und IT-Systeme wird eine ver-
antwortliche Person benannt, die den jeweiligen Schutzbedarf bestimmt und Zugriffsbe-
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rechtigungen vergibt.
6.2 Fu¨r alle verantwortlichen Funktionen sind Vertretungen einzurichten. Es muss durch
Unterweisungen und ausreichende Dokumentationen sichergestellt werden, dass Vertre-
ter in der Lage sind, ihre Aufgaben zu erfu¨llen.
6.3Geba¨ude und Ra¨umlichkeiten werden durch ausreichende Zutrittskontrollen geschu¨tzt.
Der Zugang zu IT-Systemen wird durch angemessene Zugangskontrollen und der Zugriff
auf die Daten durch ein restriktives Berechtigungskonzept geschu¨tzt.
6.4 Datenverluste ko¨nnen nie vollkommen ausgeschlossen werden. Durch eine umfassen-
de Datensicherung wird daher gewa¨hrleistet, dass der IT-Betrieb kurzfristig wiederauf-
genommen werden kann, wenn Teile des operativen Datenbestandes verloren gehen oder
offensichtlich fehlerhaft sind. Informationen werden einheitlich gekennzeichnet und so
aufbewahrt, dass sie schnell auffindbar sind.
6.5 Um gro¨ßere Scha¨den in Folge von Notfa¨llen zu begrenzen bzw. diesen vorzubeugen,
muss auf Sicherheitsvorfa¨lle zu¨gig und konsequent reagiert werden. Maßnahmen fu¨r den
Notfall werden in einem separaten Notfallvorsorgekonzept zusammengestellt. Unser Ziel
ist, auch bei einem Systemausfall kritische Gescha¨ftsprozesse aufrecht zu erhalten und
die Verfu¨gbarkeit der ausgefallenen Systeme innerhalb einer tolerierbaren Zeitspanne
wiederherzustellen.
7. Richtlinien fu¨r Mindeststandards
7.1 Die Grundsa¨tze der IT-Sicherheit der Magnus Monetarus Bank werden in Richtlinien
zur IT-Sicherheit und entsprechenden Standards und Anweisungen detailliert, konkre-
tisiert und auf die Anforderungen der Prozesse, Informationen, Systeme und organi-
satorischen Einheiten des Unternehmens zugeschnitten. Durch die Aufstellung, Umset-
zung und Einhaltung von Mindeststandards wird bei der Magnus Monetarus Bank eine
Grundsicherheit hergestellt, auf deren Basis ein vertrauensvolles Arbeiten im Unterneh-
men und mit dem Kunden und dessen Gu¨tern sichergestellt wird. Richtlinien [2] fu¨r
Mindeststandards existieren fu¨r die folgenden Themengebiete:






7.2 Alle aus den Sicherheitsgrundsa¨tzen abgeleiteten Regelwerke und Anweisungen wer-
den in regelma¨ßigen Absta¨nden auf ihre Aktualita¨t, Korrektheit, Angemessenheit und
Umsetzbarkeit u¨berpru¨ft und bei Bedarf angepasst oder durch Folgedokumente ersetzt.
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Fu¨r die Koordination dieser U¨berpru¨fungen ist das Sicherheitsmanangement verantwort-
lich.
8. Schulung und Sensibilisierung
IT-Benutzer nehmen regelma¨ßig an Schulungen zur korrekten Nutzung der IT-Dienste
und den hiermit verbundenen Sicherheitsmaßnahmen und ihrer Anwendung teil. Auch
erfahrene IT-Benutzer nehmen an den Schulungen teil, um ihr Wissen aufzufrischen und
zu erga¨nzen. Mitarbeiter, die neu eingestellt oder denen eine neue Aufgabe zugewie-
sen wurden, werden gru¨ndlich eingearbeitet und ausgebildet. Die Unternehmensleitung
unterstu¨tzt dabei die bedarfsgerechte Fort- und Weiterbildung.
9. Pru¨fung
Die IT-Sicherheitsleitlinie sowie die auf ihr beruhenden Richtlinien werden durch das
Sicherheitsmanagement sta¨ndig aktualisiert und regelma¨ßig auf ihre Wirksamkeit und
Einhaltung u¨berpru¨ft. Die auf diesen Regelungen beruhenden Maßnahmen werden re-
gelma¨ßig daraufhin untersucht, ob sie den betroffenen Mitarbeitern bekannt sind, ob sie
(noch) umsetzbar und in den (aktuellen) Betriebsablauf integrierbar sind.
Die Leitung unterstu¨tzt die sta¨ndige Verbesserung des Sicherheitsniveaus. Mitarbeiter
sind angehalten, mo¨gliche Verbesserungen oder Schwachstellen an die entsprechenden
Stellen weiterzugeben.
Durch eine kontinuierliche Revision der Regelungen und deren Einhaltung wird das an-
gestrebte Sicherheits- und Datenschutzniveau sichergestellt. Abweichungen werden mit
dem Ziel analysiert, die Sicherheitssituation zu verbessern und sta¨ndig auf dem aktuellen
Stand der IT-Sicherheitstechnik zu halten.
10. Gesetze und Vorschriften
Beim Einsatz der IT sind einschla¨gige Gesetze, Vorschriften sowie vertragliche und auf-
sichtsrechtliche Verpflichtungen und Regelungen einzuhalten.
11. Versto¨ße und Sanktionierung
11.1 Als Versto¨ße werden Handlungen gegen das Regelwerk der IT-Sicherheit verstan-
den. Dazu za¨hlen insbesondere:
• die Kompromittierung der Sicherheit von Informationen,
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• der unberechtigte Zugriff auf Informationen,
• die unberechtigte A¨nderung, Nutzung und/oder Vero¨ffentlichung von Informatio-
nen.
11.2 Versto¨ße gegen die IT-Sicherheit werden nach den geltenden Regelungen und ge-
setzlichen Bestimmungen geahndet.
12. Inkrafttreten
Diese Richtlinie wird von der Unternehmensleitung der Magnus Monetarus Bank ver-
abschiedet. Sie tritt am Tag nach ihrer Bekanntmachung durch den IT-Sicherheits-
beauftragten in Kraft.
A. Glossar
• Administrator: Ein Administrator ist zusta¨ndig fu¨r Einrichtung, Betrieb, U¨ber-
wachung und Wartung eines IT-Systems.
• Datenschutzbeauftragter: Ein Datenschutzbeauftragter ist eine von der Unter-
nehmensleitung bestellte Person, die fu¨r den datenschutzrechtlich korrekten bzw.
gesetzeskonformen Umgang mit personenbezogenen Daten im Unternehmen ver-
antwortlich ist.
• IT-Anwendung: Software, die angewendet wird, um eine nu¨tzliche oder gewu¨nschte
Funktionalita¨t zu erfu¨llen
• IT-Direktor: Mitglied der Gescha¨ftsfu¨hrung, das fu¨r die Organisation der IT-
Systeme verwantwortlich ist
• IT-Sicherheitsbeauftragter: Ein IT-Sicherheitsbeauftragter ist eine von der Un-
ternehmensleitung ernannte Person, die im Auftrag der Leitungsebene die Aufgabe
Informationssicherheit koordiniert und innerhalb des Unternehmens vorantreibt.
• IT-System: Jegliche Art informationsverarbeitender elektronischer Systeme, z.B.:
Computer, Serversysteme, Datenbanksysteme
• Outsourcing: Abgabe von Unternehmensaufgaben und -strukturen an Drittun-
ternehmen
• Service Level Agreement (SLA): Bezeichnet einen Vertrag bzw. die Schnitt-
stelle, zwischen Auftraggeber und Dienstleistung fu¨r wiederkehrende Dienstleis-
tungen
• Sicherheitsmanagement: Bezeichnet die Planung, Steuerung und Kontrolle der
Sicherheit in einem Unternehmen
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• Verfu¨gbarkeit: Eigenschaft, die die korrekte Nutzung einer Funktion des Systems
garantiert
• Verla¨sslichkeit: Eigenschaft einer Funktion, die die korrekte Ausfu¨hrung garan-
tiert
• Vertraulichkeit: Eigenschaft, die die kontrollierte Nutzung (Erhebung / Bear-
beitung) einer Datei des Systems durch vorgesehene Akteure garantiert. Dies im-
pliziert auch die Nicht-Nutzung durch unberechtigte Akteure
• Vertreter der Rechtsabteilung: Berater des Unternehmens bei der Erstellung
und Weiterentwicklung von Sicherheits- und Datenschutzrichtlinien
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Das Dokument entha¨lt die fu¨r die Bausteine des BSI-Grundschutzkataloges [1] Gefa¨hrdungen
und Maßnahmen, die fu¨r den Betrieb und die Weiterentwicklung der Bankingsoftware
relevant sind. Alle vom BSI aufgefu¨hrten Bausteine werden hier in einem Dokument
zusammengefasst.
Ziel des Dokuments
Das Dokument fu¨hrt die Gefa¨hrdungen und Maßnahmen auf, die fu¨r den Betrieb und die
Weiterentwicklung der Bankingsoftware relevant sind, um die IT-Sicherheitsleitlinie zu
vervollsta¨ndigen. Weiter soll durch dieses Dokument die Zertifizierung der Bankingsoft-
ware mit dem BSI-Grundschutz-Zertifikat (BS 7799-2) vorbereiten, die eine Zertifizie-
rung nach ISO 27001 einschließt.
Fu¨r die Bausteine, deren Gefa¨hrdungslage durch die PG555 nicht festgestellt werden
kann, werden in dieser Version (0.2) keine Gefahren und auch keine Maßnahmen auf-
gefu¨hrt.
1
1 Bausteine fu¨r U¨bergreifende Aspekte
1.1 Sicherheitsmanagement (B 1.0)
1.1.1 Beschreibung
Die sichere Verarbeitung von Informationen ist heutzutage fu¨r nahezu alle Unternehmen
und Beho¨rden von existenzieller Bedeutung. Dabei ko¨nnen Informationen sowohl auf Pa-
pier, in Rechnern oder auch in Ko¨pfen gespeichert sein. Fu¨r den Schutz der Informationen
reicht es nicht aus, nur technische Sicherheitslo¨sungen einzusetzen. Ein angemessenes Si-
cherheitsniveau kann nur durch geplantes und organisiertes Vorgehen aller Beteiligten
erreicht und aufrechterhalten werden. Voraussetzung fu¨r die sinnvolle Umsetzung und
Erfolgskontrolle von Sicherheitsmaßnahmen ist eine systematische Vorgehensweise. Diese
Planungs-, Lenkungs- und Kontrollaufgabe wird als Informationssicherheitsmanagement
oder auch kurz als IS-Management bezeichnet.
Der Begriff Informationssicherheit ist umfassender als der Begriff IT-Sicherheit und wird
aufgrund dessen zunehmend verwendet. Da aber in der Literatur noch u¨berwiegend der
Begriff IT-Sicherheit zu finden ist, wird er auch in dieser sowie in anderen Publikatio-
nen des IT-Grundschutzes weiterhin verwendet, allerdings werden die Texte sukzessive
sta¨rker auf die Betrachtung von Informationssicherheit ausgerichtet.
Ein funktionierendes Sicherheitsmanagement muss in die existierenden Management-
strukturen einer jeden Institution eingebettet werden. Daher ist es praktisch nicht mo¨glich,
eine fu¨r jede Institution unmittelbar anwendbare Organisationsstruktur fu¨r das Sicher-
heitsmanagement anzugeben. Vielmehr werden ha¨ufig Anpassungen an spezifische Ge-
gebenheiten erforderlich sein.
Dieser Baustein soll aufzeigen, wie ein funktionierendes Informationssicherheitsmanage-
ment eingerichtet und im laufenden Betrieb weiterentwickelt werden kann. Er beschreibt
dazu sinnvolle Schritte eines systematischen Sicherheitsprozesses und gibt Anleitungen
zur Erstellung eines umfassenden Sicherheitskonzeptes. Der Baustein baut auf dem BSI-
Standard 100-1 Managementsysteme fu¨r Informationssicherheit und BSI-Standard 100-2
Vorgehensweise nach IT-Grundschutz auf und fasst die wichtigsten Aspekte zum Sicher-
heitsmanagement hieraus zusammen.
1.1.2 Gefa¨hrdungslage
Gefa¨hrdungen im Umfeld des Sicherheitsmanagements ko¨nnen vielfa¨ltiger Natur sein.
Stellvertretend fu¨r diese Vielzahl der Gefa¨hrdungen werden in diesem Baustein die fol-
genden typischen Gefa¨hrdungen betrachtet:
Organisatorische Ma¨ngel
G 2.66 Unzureichendes Sicherheitsmanagement
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G 2.105
Verstoß gegen gesetzliche Regelungen und vertragliche Verein-
barungen
G 2.106
Sto¨rung der Gescha¨ftsabla¨ufe aufgrund von Sicherheits-
vorfa¨llen
G 2.107
Unwirtschaftlicher Umgang mit Ressourcen durch unzurei-
chendes Sicherheitsmanagement
1.1.3 Maßnahmen
Im Rahmen des Sicherheitsmanagements sind eine Reihe von Maßnahmen umzusetzen,
beginnend mit der Konzeption u¨ber den Aufbau geeigneter Organisationsstrukturen bis
hin zur regelma¨ßigen Revision. Die Schritte, die dabei zu durchlaufen sind, sowie die
Maßnahmen, die in den jeweiligen Schritten beachtet werden sollten, sind im Folgenden
aufgefu¨hrt. Einer der Grundpfeiler zur Erreichung eines angemessenen Sicherheitsnive-
aus ist, dass die Leitungsebene hinter den Sicherheitszielen steht und sich ihrer Ver-
antwortung fu¨r Informationssicherheit bewusst ist. Die Leitungsebene muss den Sicher-
heitsprozess initiieren, steuern und kontrollieren, damit dieser in der Institution auch in
allen Bereichen umgesetzt wird (siehe M 2.336 U¨bernahme der Gesamtverantwortung
fu¨r Informationssicherheit durch die Leitungsebene ).
Informationssicherheit muss in allen Bereichen der Institution gelebt werden (siehe M
2.337 Integration der Informationssicherheit in organisationsweite Abla¨ufe und Prozesse
). Dazu geho¨rt neben der Erarbeitung eines Sicherheitskonzepts (siehe M 2.195 Erstel-
lung eines Sicherheitskonzepts ) auch die Integration der Mitarbeiter in den Sicherheits-
prozess (siehe M 2.197 Integration der Mitarbeiter in den Sicherheitsprozess ) sowie die
Erstellung von zielgruppengerechten Sicherheitsrichtlinien (siehe M 2.338 Erstellung von
zielgruppengerechten Sicherheitsrichtlinien ).
Nachfolgend wird das Maßnahmenbu¨ndel fu¨r den Bereich Sicherheitsmanagement vor-
gestellt.
Planung und Konzeption
M 2.192 (A) Erstellung einer Leitlinie zur Informationssicherheit
M 2.335 (A) Festlegung der Sicherheitsziele und -strategie
M 2.336 (A)
U¨bernahme der Gesamtverantwortung fu¨r Informationssicher-
heit durch die Leitungsebene
Umsetzung
M 2.193 (A)
Aufbau einer geeigneten Organisationsstruktur fu¨r Informati-
onssicherheit
M 2.195 (A) Erstellung eines Sicherheitskonzepts
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M 2.197 (A) Integration der Mitarbeiter in den Sicherheitsprozess
M 2.337 (A)
Integration der Informationssicherheit in organisationsweite
Abla¨ufe und Prozesse
M 2.338 (Z) Erstellung von zielgruppengerechten Sicherheitsrichtlinien
M 2.339 (Z)
Wirtschaftlicher Einsatz von Ressourcen fu¨r Informationssi-
cherheit
Betrieb
M 2.199 (A) Aufrechterhaltung der Informationssicherheit
M 2.200 (C) Management-Berichte zur Informationssicherheit
M 2.201 (C) Dokumentation des Sicherheitsprozesses
Notfallvorsorge
M 6.16 (Z) Abschließen von Versicherungen
1.2 Organisation (B 1.1)
1.2.1 Beschreibung
In diesem Baustein werden allgemeine und u¨bergreifende Maßnahmen im Organisati-
onsbereich aufgefu¨hrt, die als organisatorische Standardmaßnahmen zur Erreichung ei-
nes Mindestschutzniveaus erforderlich sind. Spezielle Maßnahmen organisatorischer Art,
die in unmittelbarem Zusammenhang mit anderen Maßnahmen stehen (z. B. LAN-
Administration), werden in den entsprechenden Bausteinen aufgefu¨hrt.
1.2.2 Gefa¨hrdungslage
In diesem Baustein werden fu¨r den IT-Grundschutz die folgenden typischen Gefa¨hrdungen
betrachtet:
Organisatorische Ma¨ngel
G 2.1 Fehlende oder unzureichende Regelungen
G 2.2 Unzureichende Kenntnis u¨ber Regelungen
G 2.3 Fehlende, ungeeignete, inkompatible Betriebsmittel
G 2.5 Fehlende oder unzureichende Wartung
G 2.6 Unbefugter Zutritt zu schutzbedu¨rftigen Ra¨umen
G 2.7 Unerlaubte Ausu¨bung von Rechten
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G 2.8 Unkontrollierter Einsatz von Betriebsmitteln
Menschliche Fehlhandlungen
G 3.6 Gefa¨hrdung durch Reinigungs- oder Fremdpersonal
Vorsa¨tzliche Handlungen
G 5.1 Manipulation oder Zersto¨rung von Gera¨ten oder Zubeho¨r
G 5.2 Manipulation an Informationen oder Software




G 5.16 Manipulation bei Wartungsarbeiten
G 5.68 Unberechtigter Zugang zu den aktiven Netzkomponenten
G 5.102 Sabotage
1.2.3 Maßnahmen
Ein Mindestschutzniveau kann in einer Institution nur erreicht werden, wenn u¨bergreifende
Regelungen zur Informationssicherheit verbindlich festgelegt werden. Hierzu sind eine
Reihe von Maßnahmen umzusetzen, beginnend mit Festlegung und Zuweisung von ver-
antwortlichen Personen fu¨r einzelne Objekte (z. B. Informationen, Gescha¨ftsprozesse,
Anwendungen, IT-Komponenten) u¨ber entsprechende organisatorische Handlungsanwei-
sungen bis hin zur Behandlung von schu¨tzenswerten Betriebsmitteln. Die Schritte, die
dabei im Sinne eines kontinuierlichen Informationssicherheitsprozesses durchlaufen wer-
den sollten, sowie die Maßnahmen, die in den jeweiligen Schritten beachtet werden soll-
ten, sind im Folgenden aufgefu¨hrt.
Planung und Konzeption
M 2.1 (A) Festlegung von Verantwortlichkeiten und Regelungen
M 2.2 (C) Betriebsmittelverwaltung
M 2.4 (B) Regelungen fu¨r Wartungs- und Reparaturarbeiten
M 2.5 (A) Aufgabenverteilung und Funktionstrennung
M 2.40 (A) Rechtzeitige Beteiligung des Personal-/Betriebsrates
M 2.225 (B)
Zuweisung der Verantwortung fu¨r Informationen, Anwendun-
gen und IT-Komponenten
M 2.393 (A) Regelung des Informationsaustausches
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Betrieb
M 2.6 (A) Vergabe von Zutrittsberechtigungen
M 2.7 (A) Vergabe von Zugangsberechtigungen
M 2.8 (A) Vergabe von Zugriffsrechten
M 2.16 (B) Beaufsichtigung oder Begleitung von Fremdpersonen
M 2.18 (Z) Kontrollga¨nge
M 2.37 (C) Der aufgera¨umte Arbeitsplatz
M 2.39 (B) Reaktion auf Verletzungen der Sicherheitsvorgaben
M 2.177 (Z) Sicherheit bei Umzu¨gen
M 5.33 (B) Absicherung von Fernwartung
Aussonderung
M 2.13 (A)
Ordnungsgema¨ße Entsorgung von schu¨tzenswerten Betriebs-
mitteln
1.3 Personal (B 1.2)
1.3.1 Beschreibung
In diesem Baustein werden die u¨bergeordneten IT-Grundschutz-Maßnahmen erla¨utert,
die im Bereich Personalwesen standardma¨ßig durchgefu¨hrt werden sollten. Beginnend
mit der Einstellung von Mitarbeitern bis hin zu deren Weggang ist eine Vielzahl von
Maßnahmen erforderlich. Auch fu¨r den Umgang mit Externen, wie z. B. Besuchern
oder Wartungstechnikern, mu¨ssen angemessene Sicherheitsmaßnahmen vorhanden sein.
Personelle Empfehlungen, die an eine bestimmte Funktion gebunden sind, wie z. B. die
Ernennung des Systemadministrators eines LAN, werden in den Bausteinen angefu¨hrt,
die sich mit dem jeweiligen Themengebiet bescha¨ftigen.
1.3.2 Gefa¨hrdungslage




G 1.2 Ausfall von IT-Systemen
Organisatorische Ma¨ngel
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G 2.2 Unzureichende Kenntnis u¨ber Regelungen
G 2.7 Unerlaubte Ausu¨bung von Rechten
Menschliche Fehlhandlungen
G 3.1
Vertraulichkeits- oder Integrita¨tsverlust von Daten durch
Fehlverhalten
G 3.2 Fahrla¨ssige Zersto¨rung von Gera¨t oder Daten
G 3.3 Nichtbeachtung von Sicherheitsmaßnahmen
G 3.8 Fehlerhafte Nutzung von IT-Systemen
G 3.9 Fehlerhafte Administration von IT-Systemen
G 3.36 Fehlinterpretation von Ereignissen
G 3.37 Unproduktive Suchzeiten
G 3.43 Ungeeigneter Umgang mit Passwo¨rtern
G 3.44 Sorglosigkeit im Umgang mit Informationen
Vorsa¨tzliche Handlungen
G 5.1 Manipulation oder Zersto¨rung von Gera¨ten oder Zubeho¨r
G 5.2 Manipulation an Informationen oder Software
G 5.20 Missbrauch von Administratorrechten
G 5.23 Schadprogramme
G 5.42 Social Engineering
G 5.80 Hoax
G 5.104 Ausspa¨hen von Informationen
1.3.3 Maßnahmen
Fu¨r das in einem Unternehmen oder einer Beho¨rde ta¨tige Personal sind eine Reihe von
Maßnahmen umzusetzen, beginnend mit einer geregelten Einarbeitung neuer Mitarbei-
ter, u¨ber Schulungen, bis hin zu einem geregelten Ausscheiden eines Mitarbeiters. Die
Schritte, die dabei durchlaufen werden sollten, sowie die Maßnahmen, die in den jewei-
ligen Schritten beachtet werden sollten, sind im Folgenden aufgefu¨hrt.
Planung und Konzeption
M 2.226 (A) Regelungen fu¨r den Einsatz von Fremdpersonal
M 3.51 (Z) Geeignetes Konzept fu¨r Personaleinsatz und -qualifizierung
Beschaffung
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M 3.50 (Z) Auswahl von Personal
Umsetzung
M 3.1 (A) Geregelte Einarbeitung/Einweisung neuer Mitarbeiter
M 3.10 (A)
Auswahl eines vertrauenswu¨rdigen Administrators und Ver-
treters
M 3.33 (Z) Sicherheitsu¨berpru¨fung von Mitarbeitern
M 3.55 (C) Vertraulichkeitsvereinbarungen
Betrieb
M 3.3 (A) Vertretungsregelungen
M 3.4 (A) Schulung vor Programmnutzung
M 3.5 (A) Schulung zu Sicherheitsmaßnahmen
M 3.7 (Z) Anlaufstelle bei perso¨nlichen Problemen
M 3.8 (Z) Vermeidung von Sto¨rungen des Betriebsklimas
M 3.11 (A) Schulung des Wartungs- und Administrationspersonals
Aussonderung
M 3.6 (A)
Geregelte Verfahrensweise beim Ausscheiden von Mitarbei-
tern
1.4 Notfallmanagement (B 1.3)
Keine ausreichende Einscha¨tzung mo¨glich.
1.5 Datensicherungskonzept (B 1.4)
1.5.1 Beschreibung
Durch technisches Versagen, versehentliches Lo¨schen oder durch Manipulation ko¨nnen
gespeicherte Daten unbrauchbar werden bzw. verloren gehen. Eine Datensicherung soll
gewa¨hrleisten, dass durch einen redundanten Datenbestand der IT-Betrieb kurzfristig
wiederaufgenommen werden kann, wenn Teile des operativen Datenbestandes verloren
gehen.
Die Konzeption einer angemessenen und funktionstu¨chtigen Datensicherung bedarf aller-
dings aufgrund der Komplexita¨t einer geordneten Vorgehensweise. In diesem Baustein
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wird ein Weg beschrieben, wie fu¨r ein IT-System ein Datensicherungskonzept erstellt
werden kann.
1.5.2 Gefa¨hrdungslage
Fu¨r die mittels eines Datensicherungskonzepts zu schu¨tzenden Daten wird fu¨r den IT-
Grundschutz folgende typische Gefa¨hrdung angenommen:
Technisches Versagen
G 4.13 Verlust gespeicherter Daten
1.5.3 Maßnahmen
Um eine effektive Datensicherung einzurichten, sind eine Reihe von Schritten zu durch-
laufen. Diese sind in der Maßnahme M 6.33 Entwicklung eines Datensicherungskonzepts
beschrieben und werden durch die dort aufgefu¨hrten Maßnahmen erla¨utert. Daher sollte
mit der Umsetzung der Maßnahme M 6.33 begonnen werden.
Nachfolgend wird das Maßnahmenbu¨ndel fu¨r den Bereich ”Datensicherungskonzept”vorgestellt,
das vor allem fu¨r gro¨ßere IT-Systeme oder IT-Systeme mit großem Datenvolumen sinn-
voll ist. Die Bearbeitung der Maßnahmen sollte in der angegebenen Reihenfolge gesche-
hen, um systematisch ein Datensicherungskonzept zu erarbeiten.
Planung und Konzeption
M 6.33 (B) Entwicklung eines Datensicherungskonzepts
M 6.34 (B) Erhebung der Einflussfaktoren der Datensicherung
M 6.35 (B) Festlegung der Verfahrensweise fu¨r die Datensicherung
M 6.36 (A) Festlegung des Minimaldatensicherungskonzeptes
Beschaffung
M 2.137 (A) Beschaffung eines geeigneten Datensicherungssystems
Umsetzung
M 2.41 (A) Verpflichtung der Mitarbeiter zur Datensicherung
M 6.21 (C) Sicherungskopie der eingesetzten Software
M 6.37 (A) Dokumentation der Datensicherung
Betrieb
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M 6.20 (A) Geeignete Aufbewahrung der Backup-Datentra¨ger
M 6.22 (A)
Sporadische U¨berpru¨fung auf Wiederherstellbarkeit von Da-
tensicherungen
M 6.32 (A) Regelma¨ßige Datensicherung
Notfallvorsorge
M 6.41 (A) U¨bungen zur Datenrekonstruktion
1.6 Datenschutz (B 1.5)
1.6.1 Beschreibung
Aufgabe des Datenschutzes ist es, den Einzelnen davor zu schu¨tzen, dass er durch den
Umgang mit seinen personenbezogenen Daten in seinem Recht beeintra¨chtigt wird, selbst
u¨ber die Preisgabe und Verwendung seiner Daten zu bestimmen (informationelles Selbst-
bestimmungsrecht).
Aufgrund der engen Verflechtung von Datenschutz und IT-Sicherheit werden in diesem
IT-Grundschutz-Baustein zum Thema Datenschutz einerseits die Rahmenbedingungen
fu¨r den Datenschutz praxisgerecht aufbereitet und andererseits die Verbindung zur IT-
Sicherheit im IT-Grundschutz aufgezeigt.
Der IT-Grundschutz-Baustein ”Datenschutz”wurde vom Bundesbeauftragten fu¨r den
Datenschutz und Informationsfreiheit gemeinsam mit dem Arbeitskreis Technik der
Datenschutzbeauftragten des Bundes und der La¨nder sowie den Datenschutzaufsichts-
beho¨rden der La¨nder erstellt. Er richtet sich an die privaten und o¨ffentlichen Anwender
fu¨r den IT-Grundschutz in Deutschland.
1.6.2 Gefa¨hrdungslage
G 6.1
Fehlende Zula¨ssigkeit der Verarbeitung personenbezogener
Daten
G 6.2
Nichteinhaltung der Zweckbindung bei der Verarbeitung
personen-bezogener Daten
G 6.3
U¨berschreitung des Erforderlichkeitsgrundsatzes bei der Ver-
arbeitung personenbezogener Daten
G 6.4
Fehlende oder unzureichende Datenvermeidung und Daten-
sparsamkeit bei der Verarbeitung personenbezogener Daten
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G 6.5
Verletzung des Datengeheimnisses bei der Verarbeitung per-
sonenbezogener Daten
G 6.6 Fehlende oder nicht ausreichende Vorabkontrolle
G 6.7
Gefa¨hrdung der Rechte Betroffener bei der Verarbeitung per-
sonenbezogener Daten
G 6.8
Fehlende oder unzureichende Absicherung der Datenverarbei-
tung im Auftrag bei der Verarbeitung personenbezogener Da-
ten
G 6.9
Fehlende Transparenz fu¨r den Betroffenen und die
Datenschutz-Kontrollinstanzen
G 6.10
Gefa¨hrdung vorgegebener Kontrollziele bei der Verarbeitung
personenbezogener Daten
G 6.11
Fehlende oder unzureichende Absicherung der Verarbeitung
personenbezogener Daten im Ausland
G 6.12
Unzula¨ssige automatisierten Einzelfallentscheidungen oder
Abrufe bei der Verarbeitung personenbezogener Daten
G 6.13 Fehlende oder unzureichende Datenschutzkontrolle
1.6.3 Maßnahmen
M 2.110 Datenschutzaspekte bei der Protokollierung
M 7.1 Datenschutzmanagement
M 7.2 Regelung der Verantwortlichkeiten im Bereich Datenschutz
M 7.3 Aspekte eines Datenschutzkonzeptes
M 7.4
Pru¨fung rechtlicher Rahmenbedingungen und Vorabkontrolle
bei der Verarbeitung personenbezogener Daten
M 7.5
Festlegung von technisch-organisatorischen Maßnahmen ent-
sprechend dem Stand der Technik bei der Verarbeitung per-
sonenbezogener Daten
M 7.6
Verpflichtung/Unterrichtung der Mitarbeiter bei der Verar-
beitung personenbezogener Daten
M 7.7
Organisatorische Verfahren zur Sicherstellung der Rechte der
Betroffenen bei der Verarbeitung personenbezogener Daten
M 7.8
Fu¨hrung von Verfahrensverzeichnissen und Erfu¨llung der Mel-
depflichten bei der Verarbeitung personenbezogener Daten
M 7.9 Datenschutzrechtliche Freigabe
M 7.10




Regelung der Auftragsdatenverarbeitung bei der Verarbeitung
personenbezogener Daten
M 7.12
Regelung der Verknu¨pfung und Verwendung von Daten bei
der Verarbeitung personenbezogener Daten
M 7.13 Dokumentation der datenschutzrechtlichen Zula¨ssigkeit
M 7.14 Aufrechterhaltung des Datenschutzes im laufenden Betrieb
M 7.15 Datenschutzgerechte Lo¨schung/Vernichtung
1.7 Schutz vor Schadprogrammen (B 1.6)
1.7.1 Beschreibung
Jede Institution sollte geeignete vorbeugende Maßnahmen gegen Schadprogramme zu-
sammenstellen sowie das Vorgehen im Fall einer Infektion mit Schadprogrammen regeln.
Unter Schadprogrammen werden neben den klassischen Computer-Viren auch Trojani-
sche Pferde, Computer-Wu¨rmer und weitere Schaden verursachende Software verstan-
den. Als Grundlage, um das Eindringen von Schadprogrammen in IT-Systeme zu ver-
hindern, sollte ein Sicherheitskonzept gegen Schadprogramme entwickelt werden. Eine
hundertprozentige Sicherheit ist auch beim Schutz vor Schadprogrammen nicht mo¨glich.
Im Bewusstsein des Restrisikos mu¨ssen Maßnahmen ergriffen werden, einem Eindrin-
gen von Schadprogrammen vorzubeugen. Ist eine vorbeugende Abwehr nicht gelungen,
soll das Eindringen von Schadprogrammen zumindest aber so fru¨h wie mo¨glich ent-
deckt werden. Daru¨ber hinaus werden in diesem Baustein Maßnahmen benannt, die der
Schadensminderung dienen, wenn ein Schadprogramm nicht rechtzeitig entdeckt werden
konnte. Wesentlich ist die konsequente Anwendung der Maßnahmen und die sta¨ndige
Aktualisierung der eingesetzten technischen Methoden. Diese Forderung begru¨ndet sich
durch die ta¨glich neu auftretenden Schadprogramme bzw. durch sta¨ndig neue Variatio-
nen schon bekannter Schadprogramme. Durch die Weiterentwicklung von Betriebssys-
temen, Programmiersprachen und Anwendungsprogrammen entstehen regelma¨ßig neue
Angriffspotentiale fu¨r Schadprogramme, so dass rechtzeitig geeignete Gegenmaßnahmen
eingeleitet werden mu¨ssen.
Um fu¨r eine Gesamtorganisation einen effektiven Schutz gegen Schadprogramme zu errei-
chen, wird in diesem Baustein die Vorgehensweise zur Erstellung und Realisierung eines
entsprechenden Sicherheitskonzeptes erla¨utert. Konkrete Maßnahmenempfehlungen zum
Schutz vor Schadprogrammen fu¨r einzelne IT-Systeme finden sich in den systemspezifi-
schen Bausteinen.
1.7.2 Gefa¨hrdungslage




G 2.1 Fehlende oder unzureichende Regelungen
G 2.2 Unzureichende Kenntnis u¨ber Regelungen
G 2.3 Fehlende, ungeeignete, inkompatible Betriebsmittel
G 2.4 Unzureichende Kontrolle der Sicherheitsmaßnahmen
G 2.8 Unkontrollierter Einsatz von Betriebsmitteln
G 2.9 Mangelhafte Anpassung an Vera¨nderungen beim IT-Einsatz
G 2.136 Fehlende U¨bersicht u¨ber den Informationsverbund
Technisches Versagen
G 4.13 Verlust gespeicherter Daten
G 4.22 Software-Schwachstellen oder -Fehler
Vorsa¨tzliche Handlungen
G 5.2 Manipulation an Informationen oder Software
G 5.23 Schadprogramme
G 5.28 Verhinderung von Diensten
G 5.42 Social Engineering
G 5.71 Vertraulichkeitsverlust schu¨tzenswerter Informationen
G 5.85 Integrita¨tsverlust schu¨tzenswerter Informationen
G 5.142 Verbreitung von Schadprogrammen u¨ber mobile Datentra¨ger
1.7.3 Maßnahmen
Bei der Erstellung eines Sicherheitskonzeptes gegen Schadprogramme (siehe M 2.154
Erstellung eines Sicherheitskonzeptes gegen Schadprogramme ) muss zuna¨chst ermit-
telt werden, welche der vorhandenen oder geplanten IT-Systeme in das Sicherheitskon-
zept einzubeziehen sind. Fu¨r diese IT-Systeme mu¨ssen die fu¨r die Umsetzung von Si-
cherheitsmaßnahmen relevanten Einflussfaktoren betrachtet werden. Darauf aufbauend
ko¨nnen dann die technischen und organisatorischen Maßnahmen ausgewa¨hlt werden.
Hierzu ist insbesondere die Auswahl geeigneter technischer Gegenmaßnahmen wie der
Einsatz von Viren-Schutzprogrammen zu beachten (siehe M 2.157 Auswahl eines ge-
eigneten Viren-Schutzprogramms ). Neben der Einrichtung eines Meldewesens (siehe M
2.158 Meldung von Schadprogramm-Infektionen ) und einer Koordinierung der Aktua-
lisierung eingesetzter Schutzprodukte (siehe M 2.159 Aktualisierung der eingesetzten
Viren-Schutzprogramme und Signaturen ) sind fu¨r die Umsetzung des Konzeptes eine
Reihe von Regelungen zu vereinbaren.
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Die wichtigsten vorbeugenden Maßnahmen gegen Scha¨den durch Schadsoftware sind der
Einsatz von Viren-Schutzprogrammen sowie regelma¨ßige Datensicherungen (siehe M 6.32
Regelma¨ßige Datensicherung ).




Erstellung eines Sicherheitskonzeptes gegen Schadprogramme
M 2.160 (A) Regelungen zum Schutz vor Schadprogrammen
M 3.69 (W) Einfu¨hrung in die Bedrohung durch Schadprogramme
Beschaffung
M 2.157 (A) Auswahl eines geeigneten Viren-Schutzprogramms
Umsetzung
M 4.84 (A) Nutzung der BIOS-Sicherheitsmechanismen
Betrieb
M 2.34 (A)
Dokumentation der Vera¨nderungen an einem bestehenden
System
M 2.158 (A) Meldung von Schadprogramm-Infektionen
M 2.159 (A)
Aktualisierung der eingesetzten Viren-Schutzprogramme und
Signaturen
M 2.224 (A) Vorbeugung gegen Schadprogramme
M 4.3 (A) Einsatz von Viren-Schutzprogrammen
Notfallvorsorge
M 6.23 (A) Verhaltensregeln bei Auftreten von Schadprogrammen
M 6.24 (A) Erstellen eines Notfall-Bootmediums
M 6.32 (A) Regelma¨ßige Datensicherung
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1.8 Kryptokonzept (B 1.7)
1.8.1 Beschreibung
Dieser Baustein beschreibt eine Vorgehensweise, wie in einer heterogenen Umgebung
sowohl die lokal gespeicherten Daten als auch die zu u¨bertragenen Daten wirkungs-
voll durch kryptographische Verfahren und Techniken geschu¨tzt werden ko¨nnen. Dazu
wird beschrieben, wie und wo in einer heterogenen Umgebung kryptographische Verfah-
ren und die entsprechenden Komponenten eingesetzt werden ko¨nnen. Da beim Einsatz
kryptographischer Verfahren sehr viele komplexe Einflussfaktoren zu betrachten sind,
sollte hierfu¨r ein Kryptokonzept erstellt werden.
In diesem Baustein wird daher beschrieben, wie ein Kryptokonzept erstellt werden kann.
Beginnend mit der Bedarfsermittlung und der Erhebung der Einflussfaktoren geht es
u¨ber die Auswahl geeigneter kryptographischer Lo¨sungen und Produkte bis hin zur Sen-
sibilisierung und Schulung der Anwender und zur Krypto-Notfallvorsorge.
Fu¨r die Umsetzung dieses Bausteins sollte ein elementares Versta¨ndnis der grundlegen-
den kryptographischen Mechanismen vorhanden sein. Ein U¨berblick u¨ber kryptographi-
sche Grundbegriffe findet sich in M 3.23 Einfu¨hrung in kryptographische Grundbegriffe
.
1.8.2 Gefa¨hrdungslage





Daher werden fu¨r den IT-Grundschutz prima¨r die folgenden Gefa¨hrdungen fu¨r krypto-
graphische Verfahren betrachtet:
Organisatorische Ma¨ngel
G 2.1 Fehlende oder unzureichende Regelungen
G 2.2 Unzureichende Kenntnis u¨ber Regelungen
G 2.4 Unzureichende Kontrolle der Sicherheitsmaßnahmen
G 2.19 Unzureichendes Schlu¨sselmanagement bei Verschlu¨sselung
Menschliche Fehlhandlungen
G 3.1




Verstoß gegen rechtliche Rahmenbedingungen beim Einsatz
von kryptographischen Verfahren
G 3.33 Fehlbedienung von Kryptomodulen
Technisches Versagen
G 4.22 Software-Schwachstellen oder -Fehler
G 4.33 Schlechte oder fehlende Authentikation
G 4.34 Ausfall eines Kryptomoduls
G 4.35 Unsichere kryptographische Algorithmen
G 4.36 Fehler in verschlu¨sselten Daten
Vorsa¨tzliche Handlungen
G 5.27 Nichtanerkennung einer Nachricht
G 5.71 Vertraulichkeitsverlust schu¨tzenswerter Informationen
G 5.81 Unautorisierte Benutzung eines Kryptomoduls
G 5.82 Manipulation eines Kryptomoduls
G 5.83 Kompromittierung kryptographischer Schlu¨ssel
G 5.84 Gefa¨lschte Zertifikate
G 5.85 Integrita¨tsverlust schu¨tzenswerter Informationen
1.8.3 Maßnahmen
Entwicklung eines Kryptokonzepts (siehe M 2.161 Entwicklung eines Kryptokonzepts )
Der Einsatz kryptographischer Verfahren wird von einer großen Zahl von Einflussfakto-
ren bestimmt. Das IT-System, das Datenvolumen, das angestrebte Sicherheitsniveau und
die Verfu¨gbarkeitsanforderungen sind einige dieser Faktoren. Daher sollte zuna¨chst ein
Konzept entwickelt werden, in dem alle Einflussgro¨ßen und Entscheidungskriterien fu¨r
die Wahl eines konkreten kryptographischen Verfahrens und der entsprechenden Produk-
te beru¨cksichtigt werden und das gleichzeitig unter Kostengesichtspunkten wirtschaftlich
vertretbar ist.
Ermittlung der Anforderungen an die kryptographischen Verfahren Es muss ein Anforde-
rungskatalog erstellt werden, in dem die Einflussgro¨ßen und die Entscheidungskriterien
beschrieben werden, die einem Einsatz von kryptographischen Verfahren zugrunde liegen
(siehe M 2.162 Bedarfserhebung fu¨r den Einsatz kryptographischer Verfahren und Pro-
dukte und M 2.163 Erhebung der Einflussfaktoren fu¨r kryptographische Verfahren und
Produkte ). Kryptographische Verfahren ko¨nnen auf den verschiedenen Schichten des
ISO/OSI-Schichtenmodells eingesetzt werden. Je nach den festgestellten Anforderungen
oder Gefa¨hrdungen ist der Einsatz auf bestimmten Schichten zu empfehlen (siehe auch
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M 4.90 Einsatz von kryptographischen Verfahren auf den verschiedenen Schichten des
ISO/OSI-Referenzmodells .
Auswahl geeigneter kryptographischer Verfahren (siehe M 2.164 Auswahl eines geeigne-
ten kryptographischen Verfahrens ) Bei der Auswahl von kryptographischen Verfahren
steht zuna¨chst die Frage, ob symmetrische, asymmetrische oder hybride Algorithmen
geeignet sind, im Vordergrund und dann die Mechanismensta¨rke. Anschließend sind ge-
eignete Produkte zu bestimmen.
Auswahl eines geeigneten kryptographischen Produktes (siehe M 2.165 Auswahl eines
geeigneten kryptographischen Produktes ) Nachdem alle Rahmenbedingungen bestimmt
worden sind, muss ein Produkt ausgewa¨hlt werden, das die im Kryptokonzept dargelegte
Sicherheitsfunktionalita¨t bietet. Ein solches Produkt, im folgenden kurz Kryptomodul
genannt, kann dabei aus Hardware, Software, Firmware oder aus einer diesbezu¨glichen
Kombination sowie der zur Durchfu¨hrung der Kryptoprozesse notwendigen Bauteilen wie
Speicher, Prozessoren, Busse, Stromversorgung etc. bestehen. Ein Kryptomodul kann
zum Schutz von sensiblen Daten bzw. Informationen in unterschiedlichsten Rechner-
oder Telekommunikationssystemen Verwendung finden.
Geeigneter Einsatz der Kryptomodule (siehe M 2.166 Regelung des Einsatzes von Kryp-
tomodulen ) Auch im laufenden Betrieb mu¨ssen eine Reihe von Sicherheitsanforderungen
an ein Kryptomodul gestellt werden. Neben der Sicherheit der durch das Kryptomodul
zu schu¨tzenden Daten geht es schwerpunktma¨ßig auch darum, das Kryptomodul selbst
gegen unmittelbare Angriffe und Fremdeinwirkung zu schu¨tzen.
Notfallvorsorge, hierzu geho¨ren die Datensicherung bei Einsatz kryptographischer Ver-
fahren (siehe M 6.56 Datensicherung bei Einsatz kryptographischer Verfahren ), also
die Sicherung der Schlu¨ssel, der Konfigurationsdaten der eingesetzten Produkte, der
verschlu¨sselten Daten, die Informationsbeschaffung u¨ber sowie die Reaktion auf Sicher-
heitslu¨cken.
Nachfolgend wird das Maßnahmenbu¨ndel fu¨r den Bereich ”Kryptokonzept”vorgestellt.
Auf eine Wiederholung von Maßnahmen anderer Bausteine wird hier verzichtet.
Planung und Konzeption
M 2.161 (A) Entwicklung eines Kryptokonzepts
M 2.162 (A)
Bedarfserhebung fu¨r den Einsatz kryptographischer Verfahren
und Produkte
M 2.163 (A)
Erhebung der Einflussfaktoren fu¨r kryptographische Verfah-
ren und Produkte
M 2.164 (A) Auswahl eines geeigneten kryptographischen Verfahrens
M 2.166 (A) Regelung des Einsatzes von Kryptomodulen
M 3.23 (A) Einfu¨hrung in kryptographische Grundbegriffe
M 4.90 (A)
Einsatz von kryptographischen Verfahren auf den verschiede-
nen Schichten des ISO/OSI-Referenzmodells
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Beschaffung
M 2.165 (A) Auswahl eines geeigneten kryptographischen Produktes
M 4.85 (Z) Geeignetes Schnittstellendesign bei Kryptomodulen
M 4.88 (A)
Anforderungen an die Betriebssystem-Sicherheit beim Einsatz
von Kryptomodulen
Umsetzung
M 2.46 (A) Geeignetes Schlu¨sselmanagement
M 4.86 (A) Sichere Rollenteilung und Konfiguration der Kryptomodule
M 4.87 (Z) Physikalische Sicherheit von Kryptomodulen
M 4.89 (Z) Abstrahlsicherheit
Notfallvorsorge
M 6.56 (A) Datensicherung bei Einsatz kryptographischer Verfahren
1.9 Behandlung von Sicherheitsvorfa¨llen (B 1.8)
Keine ausreichende Einscha¨tzung mo¨glich.
1.10 Hard- und Software-Management (B 1.9)
Keine ausreichende Einscha¨tzung mo¨glich.
1.11 Standardsoftware (B 1.10)
Keine ausreichende Einscha¨tzung mo¨glich.
1.12 Outsourcing (B 1.11)
1.12.1 Beschreibung
Beim Outsourcing werden Arbeits- oder Gescha¨ftsprozesse einer Organisation ganz oder
teilweise zu externen Dienstleistern ausgelagert. Outsourcing kann sowohl Nutzung und
Betrieb von Hardware und Software, aber auch Dienstleistungen betreffen. Dabei ist es
unerheblich, ob die Leistung in den Ra¨umlichkeiten des Auftraggebers oder in einer ex-
ternen Betriebssta¨tte des Outsourcing-Dienstleisters erbracht wird. Typische Beispiele
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sind der Betrieb eines Rechenzentrums, einer Applikation, einer Webseite oder des Wach-
dienstes. Outsourcing ist ein Oberbegriff, der oftmals durch weitere Begriffe erga¨nzt wird:
Tasksourcing bezeichnet das Auslagern von Teilbereichen. Werden Dienstleistungen mit
Bezug zur IT-Sicherheit ausgelagert, wird von Security Outsourcing oder Managed Se-
curity Services gesprochen. Beispiele sind die Auslagerung des Firewall-Betriebs, die
U¨berwachung des Netzes, Virenschutz oder der Betrieb eines Virtual Private Networks
(VPN). Unter Application Service Provider (ASP) versteht man einen Dienstleister, der
auf seinen eigenen Systemen einzelne Anwendungen oder Software fu¨r seine Kunden be-
treibt (E-Mail, SAP-Anwendungen, Archivierung, Web-Shops, Beschaffung). Auftragge-
ber und Dienstleister sind dabei u¨ber das Internet oder ein VPN miteinander verbunden.
Beim Application Hosting ist ebenfalls der Betrieb von Anwendungen an einen Dienst-
leister ausgelagert, jedoch geho¨ren im Gegensatz zum ASP-Modell die Anwendungen
noch dem jeweiligen Kunden. Da die Grenzen zwischen klassischem Outsourcing und
reinem ASP in der Praxis zunehmend verschwimmen, wird im Folgenden nur noch der
Oberbegriff Outsourcing verwendet.
Das Auslagern von Gescha¨fts- und Produktionsprozessen ist ein etablierter Bestandteil
heutiger Organisationsstrategien. Speziell in den letzten beiden Jahrzehnten hat sich
der Trend zum Outsourcing enorm versta¨rkt, und dieser scheint auch fu¨r die na¨chste
Zukunft ungebrochen. Es gibt aber inzwischen auch publizierte Beispiele fu¨r gescheiterte
Outsourcing-Projekte, wo der Auftraggeber den Outsourcing-Vertrag geku¨ndigt hat und
die ausgelagerten Gescha¨ftsprozesse wieder in Eigenregie betreibt (Insourcing).
Die Gru¨nde fu¨r Outsourcing sind vielfa¨ltig: die Konzentration einer Organisation auf ihre
Kernkompetenzen, die Mo¨glichkeit einer Kostenersparnis (z. B. keine Anschaffungs- oder
Betriebskosten fu¨r IT-Systeme), der Zugriff auf spezialisierte Kenntnisse und Ressourcen,
die Freisetzung interner Ressourcen fu¨r andere Aufgaben, die Straffung der internen
Verwaltung, die verbesserte Skalierbarkeit der Gescha¨fts- und Produktionsprozesse, die
Erho¨hung der Flexibilita¨t sowie der Wettbewerbsfa¨higkeit einer Organisation sind nur
einige Beispiele.
Beim Auslagern von IT-gestu¨tzten Organisationsprozessen werden die IT-Systeme und
Netze der auslagernden Organisation und ihres Outsourcing-Dienstleisters in der Regel
eng miteinander verbunden, so dass Teile von internen Gescha¨ftsprozessen unter Leitung
und Kontrolle eines externen Dienstleisters ablaufen. Ebenso findet auf personeller Ebene
ein intensiver Kontakt statt.
Durch die enge Verbindung zum Dienstleister und die entstehende Abha¨ngigkeit von
der Dienstleistungsqualita¨t ergeben sich Risiken fu¨r den Auftraggeber, durch die im
schlimmsten Fall sogar die Gescha¨ftsgrundlage des Unternehmens oder der Beho¨rde vital
gefa¨hrdet werden ko¨nnen. (Beispielsweise ko¨nnten sensitive Organisationsinformationen
gewollt oder ungewollt nach außen preisgegeben werden.) Der Betrachtung von Sicher-
heitsaspekten und der Gestaltung vertraglicher Regelungen zwischen Auftraggeber und
Outsourcing-Dienstleister kommt im Rahmen eines Outsourcing-Vorhabens somit eine
zentrale Rolle zu.
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Den Schwerpunkt dieses Bausteins bilden daher Maßnahmen, die sich mit IT-Sicherheitsaspekten
des Outsourcing bescha¨ftigen. Dazu za¨hlen ebenfalls geeignete Maßnahmen zur Kontrolle
der vertraglich vereinbarten Ziele und Leistungen sowie der IT-Sicherheitsmaßnahmen.
1.12.2 Gefa¨hrdungslage
Die Gefa¨hrdungslage eines Outsourcing-Vorhabens ist ausgesprochen vielschichtig. Die
Entscheidung u¨ber das Auslagern einer speziellen Aktivita¨t beeinflusst nachhaltig die
strategische Ausrichtung der Organisation, die Definition ihrer Kernkompetenzen, die
Ausgestaltung der Wertscho¨pfungskette und betrifft viele weitere wesentliche Belange
eines Organisationsmanagements. Es sollten daher alle Anstrengungen unternommen
werden, um Fehlentwicklungen des Unternehmens oder der Beho¨rde fru¨hzeitig zu erken-
nen und zu verhindern.
Die Gefa¨hrdungen ko¨nnen parallel auf physikalischer, technischer und auch menschli-
cher Ebene existieren und sind nachfolgend in den einzelnen Gefa¨hrdungskatalogen auf-
gefu¨hrt. Um die jeweils existierenden Risiken quantitativ bewerten zu ko¨nnen, mu¨ssen
zuvor die organisationseigenen Werte und Informationen entsprechend ihrer strategi-
schen Bedeutung fu¨r die Organisation beurteilt und klassifiziert werden.
Ho¨here Gewalt
G 1.10 Ausfall eines Weitverkehrsnetzes
Organisatorische Ma¨ngel
G 2.1 Fehlende oder unzureichende Regelungen
G 2.7 Unerlaubte Ausu¨bung von Rechten
G 2.26 Fehlendes oder unzureichendes Test- und Freigabeverfahren
G 2.47 Ungesicherter Akten- und Datentra¨gertransport
G 2.66 Unzureichendes Sicherheitsmanagement
G 2.67 Ungeeignete Verwaltung von Zugangs- und Zugriffsrechten
G 2.83 Fehlerhafte Outsourcing-Strategie
G 2.84
Unzula¨ngliche vertragliche Regelungen mit einem externen
Dienstleister
G 2.85
Unzureichende Regelungen fu¨r das Ende des Outsourcing-
Vorhabens
G 2.86 Abha¨ngigkeit von einem Outsourcing-Dienstleister
G 2.88 Sto¨rung des Betriebsklimas durch ein Outsourcing-Vorhaben
G 2.89
Mangelhafte IT-Sicherheit in der Outsourcing-
Einfu¨hrungsphase
G 2.90
Schwachstellen bei der Anbindung an einen Outsourcing-
Dienstleister
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G 2.93 Unzureichendes Notfallvorsorgekonzept beim Outsourcing
Menschliche Fehlhandlungen
G 3.1
Vertraulichkeits- oder Integrita¨tsverlust von Daten durch
Fehlverhalten
Technisches Versagen
G 4.33 Schlechte oder fehlende Authentikation
G 4.34 Ausfall eines Kryptomoduls
G 4.48 Ausfall der Systeme eines Outsourcing-Dienstleisters
Vorsa¨tzliche Handlungen
G 5.10 Missbrauch von Fernwartungszuga¨ngen
G 5.20 Missbrauch von Administratorrechten
G 5.42 Social Engineering
G 5.71 Vertraulichkeitsverlust schu¨tzenswerter Informationen
G 5.85 Integrita¨tsverlust schu¨tzenswerter Informationen
G 5.107
Weitergabe von Daten an Dritte durch den Outsourcing-
Dienstleister
1.12.3 Maßnahmen
Ein ausgelagerter IT-Verbund kann sowohl aus Komponenten bestehen, die sich aus-
schließlich im Einflussbereich des Outsourcing-Dienstleisters befinden, als auch aus Kom-
ponenten beim Auftraggeber. In der Regel gibt es in diesem Fall Schnittstellen zur Ver-
bindung der Systeme. Fu¨r jedes Teilsystem und fu¨r die Schnittstellenfunktionen muss
IT-Grundschutz gewa¨hrleistet sein.
Planung und Konzeption
M 2.40 (A) Rechtzeitige Beteiligung des Personal-/Betriebsrates
M 2.42 (B) Festlegung der mo¨glichen Kommunikationspartner
M 2.221 (A) A¨nderungsmanagement
M 2.226 (A) Regelungen fu¨r den Einsatz von Fremdpersonal
M 2.250 (A) Festlegung einer Outsourcing-Strategie
M 2.251 (A)




Erstellung eines IT-Sicherheitskonzepts fu¨r das Outsourcing-
Vorhaben
Beschaffung
M 2.252 (A) Wahl eines geeigneten Outsourcing-Dienstleisters
Umsetzung
M 2.253 (A) Vertragsgestaltung mit dem Outsourcing-Dienstleister
M 2.255 (A) Sichere Migration bei Outsourcing-Vorhaben
M 3.33 (Z) Sicherheitsu¨berpru¨fung von Mitarbeitern
M 5.87 (C) Vereinbarung u¨ber die Anbindung an Netze Dritter
M 5.88 (C) Vereinbarung u¨ber Datenaustausch mit Dritten
Betrieb
M 2.256 (A)




Geordnete Beendigung eines Outsourcing-
Dienstleistungsverha¨ltnisses
Notfallvorsorge
M 6.83 (A) Notfallvorsorge beim Outsourcing
M 6.109 (A) Notfallplan fu¨r den Ausfall eines VPNs
1.13 Archivierung (B 1.12)
1.13.1 Beschreibung
ie Abbildung von Gescha¨ftsprozessen und -unterlagen in elektronische Dokumente erfor-
dert eine geeignete Ablage der entstehenden Daten fu¨r die spa¨tere Verwendung, deren
Wiederfinden und Aufbereitung. Dies betrifft sowohl Datensa¨tze als auch elektronische
Repra¨sentationen papierner Gescha¨ftsdokumente und Belege. Die dauerhafte und un-
vera¨nderbare Speicherung von elektronischen Dokumenten und anderen Daten wird als
Archivierung bezeichnet.
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Die Archivierung ist als Teil eines Dokumentenmanagement-Prozesses zu sehen. Neben
der Erzeugung, Bearbeitung und Verwaltung elektronischer Dokumente spielt die dau-
erhafte Speicherung (Archivierung) eine besondere Rolle, denn es wird u¨blicherweise
erwartet, dass einerseits die Dokumente bis zum Ablauf einer vorgegebenen Aufbewah-
rungsfrist verfu¨gbar sind und andererseits deren Vertraulichkeit- und Integrita¨t gewahrt
bleibt. Unter Umsta¨nden sollen elektronische Dokumente zeitlich unbegrenzt verfu¨gbar
sein.
Die Spannweite der Realisierungsmo¨glichkeiten eines solchen Archivsystems umfasst:
• kleine Archivsysteme, z. B. bestehend aus einen Archivserver mit angeschlossenem
Massenspeicher (wie Festplatte oder Jukebox), bis hin zu
• komplexen, gegebenenfalls weltweit verteilten Archivsystemen zur organisations-
weiten Archivierung von relevanten Gescha¨ftsdaten, bestehend aus:
• zentralen Archivserver-Komponenten mit RAID-Systemen, Jukeboxen oder der
Anbindung an Storage Area Networks (SAN) fu¨r das zentrale Speichern von Da-
teien,
• WORM-Medien fu¨r die revisionssichere, unvera¨nderbare Speicherung von Daten,
• Komponenten zur Indizierung von Dateien, Recherche und zur Umwandlung von
Speicherformaten (Rendition),
• dezentralen Cache-Servern fu¨r den schnellen Zugriff auf ha¨ufig beno¨tigte Daten,
• Client-Software, die einen direkten Zugriff auf Daten des Archivs erlaubt (z. B.
auch aus Office-Anwendungen heraus).
Es ist zweckma¨ßig, elektronische Archive gegenu¨ber Systemen zur Datensicherung abzu-
grenzen. Bei einer Datensicherung werden Kopien der System- und Nutzdaten angelegt.
Die gesicherten Daten werden hierbei physikalisch vom IT-System getrennt und gefah-
rengeschu¨tzt gelagert. Elektronische Archive dagegen sind regelma¨ßig in den laufenden
Systembetrieb eingebunden. Dabei werden u¨blicherweise große Mengen von Nutzdaten
(elektronischen Dokumenten) abgelegt, die aus dem elektronischen Archivsystem heraus
jederzeit abgerufen werden ko¨nnen. Bei besonderem Aufbau (z. B. die redundante Aus-
legung der Speicherkomponenten und eine entsprechende ra¨umliche Anordnung) ko¨nnen
gro¨ßere Archivsysteme teilweise die Funktionalita¨t der Datensicherung (der Nutzdaten)
u¨bernehmen.
In diesem Baustein soll ein systematischer Weg aufgezeigt werden, wie ein Konzept zur
elektronischen Archivierung erstellt und wie der Aufbau eines Archivsystems und des-
sen Einbettung innerhalb eines Unternehmens bzw. einer Beho¨rde sichergestellt werden
kann. Der Aufwand zur Erstellung und Umsetzung eines solchen Konzepts ist nicht ge-
ring. Dieser Baustein sollte immer dann angewandt werden, wenn die zu archivierenden
Daten langfristig fu¨r die Beho¨rde bzw. das Unternehmen relevant sind.
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1.13.2 Gefa¨hrdungslage
Fu¨r die bei der elektronischen Archivierung zu betrachtenden Archivsysteme sowie die
zugeho¨rigen Organisationsprozesse werden im Rahmen des IT-Grundschutzes die folgen-
den typischen Gefa¨hrdungen angenommen:
Ho¨here Gewalt
G 1.2 Ausfall von IT-Systemen
G 1.7 Unzula¨ssige Temperatur und Luftfeuchte
G 1.9 Datenverlust durch starke Magnetfelder
G 1.14 Datenverlust durch starkes Licht
Organisatorische Ma¨ngel
G 2.7 Unerlaubte Ausu¨bung von Rechten
G 2.72 Unzureichende Migration von Archivsystemen
G 2.73 Fehlende Revisionsmo¨glichkeit von Archivsystemen
G 2.74 Unzureichende Ordnungskriterien fu¨r Archive
G 2.75 Mangelnde Kapazita¨t von Archivdatentra¨gern
G 2.76 Unzureichende Dokumentation von Archivzugriffen
G 2.77 Unzula¨ngliche U¨bertragung von Papierdaten in elektronische
Archive
G 2.78
Unzula¨ngliche Auffrischung von Datenbesta¨nden bei der Ar-
chivierung
G 2.79
Unzureichende Erneuerung von digitalen Signaturen bei der
Archivierung
G 2.80
Unzureichende Durchfu¨hrung von Revisionen bei der Archi-
vierung
G 2.81
Unzureichende Vernichtung von Datentra¨gern bei der Archi-
vierung
G 2.82




Vertraulichkeits- oder Integrita¨tsverlust von Daten durch
Fehlverhalten
G 3.16
Fehlerhafte Administration von Zugangs- und Zugriffsrechten
G 3.35 Server im laufenden Betrieb ausschalten
G 3.54 Verwendung ungeeigneter Datentra¨ger bei der Archivierung
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G 3.55
Verstoß gegen rechtliche Rahmenbedingungen beim Einsatz
von Archivsystemen
Technisches Versagen
G 4.7 Defekte Datentra¨ger
G 4.13 Verlust gespeicherter Daten
G 4.20 Datenverlust bei erscho¨pftem Speichermedium
G 4.26 Ausfall einer Datenbank
G 4.30 Verlust der Datenbankintegrita¨t/-konsistenz
G 4.31 Ausfall oder Sto¨rung von Netzkomponenten
G 4.45 Verzo¨gerte Archivauskunft
G 4.46
Fehlerhafte Synchronisierung von Indexdaten bei der Archi-
vierung
G 4.47 Veralten von Kryptoverfahren
Vorsa¨tzliche Handlungen
G 5.2 Manipulation an Informationen oder Software
G 5.6 Anschlag
G 5.29 Unberechtigtes Kopieren der Datentra¨ger
G 5.82 Manipulation eines Kryptomoduls
G 5.83 Kompromittierung kryptographischer Schlu¨ssel
G 5.85 Integrita¨tsverlust schu¨tzenswerter Informationen
G 5.102 Sabotage
G 5.105 Verhinderung der Dienste von Archivsystemen
G 5.106 Unberechtigtes U¨berschreiben oder Lo¨schen von Archivmedi-
en
1.13.3 Maßnahmen
Die im Folgenden beschriebene Vorgehensweise fu¨r die Einfu¨hrung und den Betrieb
von elektronischen Archivsystemen werden empfohlen. Bereits bei der Planung ist zu
beru¨cksichtigen, dass die eingesetzten Archivsysteme und -medien im Lauf der Zeit tech-
nologisch und physikalisch veralten werden. Daher schließt sich an eine Planungs- und
Einfu¨hrungs-/Betriebsphase eine Migrationsphase an, in der das bestehende Archivsys-
tem oder Teile davon durch neue Technologien und Komponenten ersetzt werden. Die
Migrationsphase umfasst auch die U¨bertragung der archivierten Daten und Dokumente
in zuku¨nftig verwendete Datenformate.
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Planung und Konzeption
M 2.242 (A) Zielsetzung der elektronischen Archivierung
M 2.243 (A) Entwicklung des Archivierungskonzepts
M 2.244 (A)
Ermittlung der technischen Einflussfaktoren fu¨r die elektroni-
sche Archivierung
M 2.245 (A)
Ermittlung der rechtlichen Einflussfaktoren fu¨r die elektroni-
sche Archivierung
M 2.246 (A)
Ermittlung der organisatorischen Einflussfaktoren fu¨r die elek-
tronische Archivierung
M 2.259 (Z) Einfu¨hrung eines u¨bergeordneten Dokumentenmanagements
M 2.262 (A) Regelung der Nutzung von Archivsystemen
M 2.265 (Z) Geeigneter Einsatz digitaler Signaturen bei der Archivierung
Beschaffung
M 4.168 (A) Auswahl eines geeigneten Archivsystems
M 4.169 (A) Verwendung geeigneter Archivmedien
M 4.170 (A)
Auswahl geeigneter Datenformate fu¨r die Archivierung von
Dokumenten
Umsetzung
M 1.59 (A) Geeignete Aufstellung von Speicher- und Archivsystemen
M 2.266 (C)
Regelma¨ßige Erneuerung technischer Archivsystem-
Komponenten
M 3.34 (A) Einweisung in die Administration des Archivsystems
M 3.35 (A)
Einweisung der Benutzer in die Bedienung des Archivsystems
Betrieb
M 1.60 (A) Geeignete Lagerung von Archivmedien
M 2.257 (C) U¨berwachung der Speicherressourcen von Archivmedien
M 2.258 (A)
Konsistente Indizierung von Dokumenten bei der Archivie-
rung
M 2.260 (B) Regelma¨ßige Revision des Archivierungsprozesses
M 2.261 (B) Regelma¨ßige Marktbeobachtung von Archivsystemen
M 2.263 (A) Regelma¨ßige Aufbereitung von archivierten Datenbesta¨nden
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M 2.264 (B)
Regelma¨ßige Aufbereitung von verschlu¨sselten Daten bei der
Archivierung
M 4.171 (A)
Schutz der Integrita¨t der Index-Datenbank von Archivsyste-
men
M 4.172 (C) Protokollierung der Archivzugriffe
M 4.173 (B)
Regelma¨ßige Funktions- und Recoverytests bei der Archivie-
rung
Notfallvorsorge
M 6.84 (A) Regelma¨ßige Datensicherung der System- und Archivdaten
1.14 Sensibilisierung und Schulung zur Informationssicherheit (B
1.13)
Keine ausreichende Einscha¨tzung mo¨glich.
1.15 Patch- und A¨nderungsmanagement (B 1.14)
Keine ausreichende Einscha¨tzung mo¨glich.
1.16 Lo¨schen und Vernichten von Daten (B 1.15)
Keine ausreichende Einscha¨tzung mo¨glich.
1.17 Anforderungsmanagement (B 1.16)
Keine ausreichende Einscha¨tzung mo¨glich.
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2 Bausteine fu¨r Infrastruktur
2.1 Geba¨ude (B 2.1)
2.1.1 Beschreibung
Geba¨ude bilden den a¨ußeren Rahmen, um Gescha¨ftsprozesse durchfu¨hren zu ko¨nnen.
Ein Geba¨ude umgibt die stationa¨ren Arbeitspla¨tze, die verarbeiteten Informationen so-
wie die aufgestellte Informationstechnik und gewa¨hrleistet fu¨r diese somit einen a¨ußeren
Schutz. Weiterhin ermo¨glichen die Infrastruktureinrichtungen eines Geba¨udes ha¨ufig erst
die Durchfu¨hrung von Gescha¨ftsprozessen und den IT-Betrieb. Daher ist einerseits das
Bauwerk, also Wa¨nde, Decken, Bo¨den, Dach, Fenster und Tu¨ren zu betrachten und
andererseits alle geba¨udeweiten Versorgungseinrichtungen wie Strom, Wasser, Gas, Hei-
zung, Rohrpost etc. Spezielle Ra¨umlichkeiten wie Serverra¨ume werden in den jeweiligen
Bausteinen der Schicht 2 betrachtet.
2.1.2 Gefa¨hrdungslage







G 2.1 Fehlende oder unzureichende Regelungen
G 2.6 Unbefugter Zutritt zu schutzbedu¨rftigen Ra¨umen
Menschliche Fehlhandlungen
G 3.85 Verletzung von Brandschottungen
Technisches Versagen
G 4.1 Ausfall der Stromversorgung
G 4.2 Ausfall interner Versorgungsnetze
G 4.3 Ausfall vorhandener Sicherungseinrichtungen
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Vorsa¨tzliche Handlungen





Bei der Nutzung von Geba¨uden fu¨r den Gescha¨ftsbetrieb von Beho¨rden oder Unter-
nehmen sind hinsichtlich der Informationssicherheit bei bestimmten Maßnahmen un-
terschiedliche Vorgehensweisen zu verfolgen. Bei einem Neubau ko¨nnen erforderliche
Maßnahmen zu einem großen Teil schon in der Planungsphase durchgefu¨hrt werden.
Wenn es sich dagegen um eine Anmietung oder die Nutzung eines bestehenden Geba¨udes
handelt, was eventuell mit Erweiterungs- bzw. Umbaumaßnahmen verbunden sein kann,
sind die Mo¨glichkeiten zur Realisierung einer ada¨quaten Informationssicherheit oft viel
sta¨rker eingeschra¨nkt.
Planung und Konzeption
M 1.3 (A) Angepasste Aufteilung der Stromkreise
M 1.4 (B) Blitzschutzeinrichtungen
M 1.5 (Z) Galvanische Trennung von Außenleitungen
M 1.7 (A) Handfeuerlo¨scher
M 1.8 (A) Raumbelegung unter Beru¨cksichtigung von Brandlasten
M 1.10 (Z) Verwendung von Sicherheitstu¨ren und -fenstern
M 1.11 (A) Lagepla¨ne der Versorgungsleitungen
M 1.12 (A)
Vermeidung von Lagehinweisen auf schu¨tzenswerte
Geba¨udeteile
M 1.13 (Z) Anordnung schu¨tzenswerter Geba¨udeteile
M 1.14 (Z) Selbstta¨tige Entwa¨sserung
M 1.16 (Z) Geeignete Standortauswahl
M 1.18 (Z) Gefahrenmeldeanlage
M 1.19 (Z) Einbruchsschutz
M 2.334 (Z) Auswahl eines geeigneten Geba¨udes
Umsetzung
M 1.1 (A) Einhaltung einschla¨giger DIN-Normen/VDE-Vorschriften
M 1.2 (A) Regelungen fu¨r Zutritt zu Verteilern
M 1.6 (A) Einhaltung von Brandschutzvorschriften
29
M 1.17 (Z) Pfo¨rtnerdienst
M 1.51 (A) Brandlastreduzierung
M 2.17 (A) Zutrittsregelung und -kontrolle
Betrieb
M 1.15 (A) Geschlossene Fenster und Tu¨ren
M 2.14 (A) Schlu¨sselverwaltung
M 2.15 (B) Brandschutzbegehungen
M 2.391 (B) Fru¨hzeitige Information des Brandschutzbeauftragten
Aussonderung
M 2.308 (Z) Auszug aus Geba¨uden
Notfallvorsorge
M 6.17 (A) Alarmierungsplan und Brandschutzu¨bungen
2.2 Serverraum (B 2.4)
2.2.1 Beschreibung
Der Serverraum dient in erster Linie zur Unterbringung von Servern, z. B. eines LAN-
Servers, eines Unix-Zentralrechners oder eines Servers fu¨r eine TK-Anlage. Daru¨ber hin-
aus ko¨nnen dort serverspezifische Unterlagen, Datentra¨ger in kleinem Umfang oder wei-
tere Hardware (Sternkoppler, Protokolldrucker, Klimatechnik) vorhanden sein.
In einem Serverraum ist kein sta¨ndig besetzter Arbeitsplatz eingerichtet, er wird nur
sporadisch und zu kurzfristigen Arbeiten betreten. Zu beachten ist jedoch, dass im Ser-
verraum aufgrund der Konzentration von IT-Gera¨ten und Daten ein deutlich ho¨herer
Schaden eintreten kann als zum Beispiel in einem Bu¨roraum.
2.2.2 Gefa¨hrdungslage






G 1.7 Unzula¨ssige Temperatur und Luftfeuchte
G 1.16 Ausfall von Patchfeldern durch Brand
Organisatorische Ma¨ngel
G 2.1 Fehlende oder unzureichende Regelungen
G 2.6 Unbefugter Zutritt zu schutzbedu¨rftigen Ra¨umen
Technisches Versagen
G 4.1 Ausfall der Stromversorgung
G 4.2 Ausfall interner Versorgungsnetze
G 4.6 Spannungsschwankungen/U¨berspannung/Unterspannung
Vorsa¨tzliche Handlungen
G 5.1 Manipulation oder Zersto¨rung von Gera¨ten oder Zubeho¨r
G 5.2 Manipulation an Informationen oder Software




Um den betrachteten IT-Verbund abzusichern, mu¨ssen zusa¨tzlich zu diesem Baustein
noch weitere Bausteine umgesetzt werden, gema¨ß den Ergebnissen der Modellierung
nach IT-Grundschutz.
Bei der Auswahl und Gestaltung eines Serverraums sind eine Reihe infrastruktureller
und organisatorischer Maßnahmen umzusetzen, die in M 1.58 Technische und orga-
nisatorische Vorgaben fu¨r Serverra¨ume beschrieben sind. Dabei sind bei bestimmten
Maßnahmen unterschiedliche Vorgehensweisen zu verfolgen, je nachdem, ob ein Server-
raum in einem neu zu errichtenden Geba¨ude eingerichtet werden soll oder ob es sich
um eine Anmietung oder die Nutzung eines bestehenden Geba¨udes handelt. In diesem
zweiten Fall sind die Mo¨glichkeiten zur Realisierung einer ada¨quaten IT-Sicherheit oft
viel sta¨rker eingeschra¨nkt. Die Schritte, die bei der Gestaltung eines Serverraums durch-
laufen werden sollten, sowie die Maßnahmen, die in den jeweiligen Schritten beachtet
werden sollten, sind im folgenden aufgefu¨hrt.
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Planung und Konzeption
M 1.3 (A) Angepasste Aufteilung der Stromkreise
M 1.7 (A) Handfeuerlo¨scher
M 1.10 (C) Verwendung von Sicherheitstu¨ren und -fenstern
M 1.18 (Z) Gefahrenmeldeanlage
M 1.24 (C) Vermeidung von wasserfu¨hrenden Leitungen
M 1.26 (W) Not-Aus-Schalter
M 1.27 (B) Klimatisierung
M 1.28 (B) Lokale unterbrechungsfreie Stromversorgung
M 1.31 (Z) Fernanzeige von Sto¨rungen
M 1.52 (Z)
Redundanz, Modularita¨t und Skalierbarkeit in der technischen
Infrastruktur
M 1.58 (A) Technische und organisatorische Vorgaben fu¨r Serverra¨ume
M 1.62 (C) Brandschutz von Patchfeldern
Umsetzung
M 2.17 (A) Zutrittsregelung und -kontrolle
M 2.21 (A) Rauchverbot
Betrieb
M 1.15 (A) Geschlossene Fenster und Tu¨ren
M 1.23 (A) Abgeschlossene Tu¨ren
2.3 Rechenzentrum (B 2.9)
2.3.1 Beschreibung
In den meisten Institutionen werden alle wesentlichen strategischen und operativen Funk-
tionen und Aufgaben durch Informationstechnik (IT) maßgeblich unterstu¨tzt oder sind
sogar ohne IT nicht auszufu¨hren. Die IT-Systeme der Institution selbst und auch deren
Anbindung an externe Netze mu¨ssen in einer angemessenen Umgebung und Infrastruk-
tur betrieben werden. Nur so la¨sst sich die no¨tige Verfu¨gbarkeit der IT sicherstellen. Die
Anforderungen an die Leistungsfa¨higkeit dieser Systeme und der Netzumgebung steigen
stetig an. Um diesem Leistungsbedarf gerecht zu werden, um entsprechende Reserven
vorzuhalten und um die IT auch wirtschaftlich betreiben zu ko¨nnen, haben Beho¨rden
und Unternehmen jeglicher Gro¨ße ihre IT-Landschaft in Rechenzentren konzentriert.
Als Rechenzentrum werden die fu¨r den Betrieb von komplexen IT-Infrastrukturen (Server-
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und Speichersysteme, Systeme zur Datensicherung, aktive Netzkomponenten und TK-
Systeme, zentrale Drucksysteme usw.) erforderlichen Einrichtungen (Klimatechnik, Elek-
troversorgung, u¨berwachende und alarmierende Technik) und Ra¨umlichkeiten (z. B.
Rechnersaal, Ra¨ume fu¨r die aktiven Netzkomponenten, Technikra¨ume, Archiv, Lager,
Aufenthaltsraum usw.) bezeichnet. Die Abgrenzung vom Rechenzentrum zum Server-
raum besteht vor allem darin, dass in einem Rechenzentrum eine ra¨umliche Trennung
der IT-Systeme und der unterstu¨tzenden Infrastruktur (Elektroversorgung, Klimatech-
nik usw.) obligatorisch ist. Ein Rechenzentrum sollte insgesamt einen Sicherheitsbereich
bilden, der in sich noch mindestens in die organisatorisch und physisch getrennten Sicher-
heitsbereiche “Infrastruktur“ und “IT“ aufgeteilt wird. Ein Rechenzentrum ist entweder
sta¨ndig personell besetzt (Schichtdienst) oder es existiert in bedienerlosen Zeiten eine
Rufbereitschaft (mit oder ohne Fernadministrationsmo¨glichkeit). In einem Rechenzen-
trum kann aufgrund der Konzentration von IT-Gera¨ten und Daten ein deutlich ho¨herer
Schaden eintreten als bei dezentraler Datenverarbeitung. In jedem Fall ist beim Einsatz
einer Großrechenanlage der Baustein Rechenzentrum anzuwenden.
Gegenstand dieses Bausteins ist ein Rechenzentrum mittlerer Art und Gu¨te. Die Sicher-
heitsanforderungen liegen zwischen denen eines Serverraums oder “Serverparks“ und
denen von Hochsicherheitsrechenzentren, wie sie beispielsweise im Bankenbereich ein-
gesetzt werden. Neben den hier aufgefu¨hrten Standard-Sicherheitsmaßnahmen, die sich
in der Praxis bewa¨hrt haben, sind in den meisten Fa¨llen jedoch weitere, individuelle
Sicherheitsmaßnahmen erforderlich, die die konkreten Anforderungen und das jeweili-
ge Umfeld beru¨cksichtigen (hierzu kann beispielsweise die Risikoanalyse basierend auf
IT-Grundschutz verwendet werden). Gefa¨hrdungen aus den Bereichen Terrorismus oder
ho¨here Gewalt werden durch die hier beschriebenen Standard-Sicherheitsmaßnahmen
nur begrenzt Rechnung getragen.
Der Baustein richtet sich einerseits an Anwender, die ein Rechenzentrum betreiben und
im Rahmen einer Revision pru¨fen mo¨chten, ob sie geeignete Standard-Sicherheitsmaßnahmen
umgesetzt haben. Auf der anderen Seite kann der Baustein Rechenzentrum auch dazu
verwendet werden, u¨berblicksartig die Sicherheitsmaßnahmen abzuscha¨tzen, die bei ei-
ner Zentralisierung der IT in einem mittleren Rechenzentrum fu¨r einen sicheren Betrieb
umgesetzt werden mu¨ssen. Um den Baustein u¨berschaubar zu halten, wurde bewusst auf
technische Details und planerische Gro¨ßen verzichtet. Der Neubau eines Rechenzentrums
sollte auch von großen IT-Abteilungen nicht ohne Hilfe eines erfahrenen Planungsstabes
bzw. einer versierten Planungs- und Beratungsfirma in Betracht gezogen werden. Beim
Outsourcing von Rechenzentrumsleistungen kann dieser Baustein dazu benutzt werden,
die angebotenen Leistungen im Hinblick auf deren Sicherheitsniveau zu pru¨fen.
Im Gegensatz zum Schutzbedarf eines Serverraums (siehe dort) sind viele Sicherheits-
maßnahmen fu¨r ein Rechenzentrum nicht optional, sondern obligatorisch. Dazu geho¨ren
beispielsweise eine angemessene Gefahrenmeldeanlage und eine alternative Stromversor-
gung. U¨blich und bewa¨hrt fu¨r einen sicheren IT-Betrieb ist eine Brandfru¨hesterkennung
in Raum und Doppelboden von Rechnersaal und Technikra¨umen und gegebenenfalls
auch eine automatische Lo¨schanlage.
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2.3.2 Gefa¨hrdungslage
Fu¨r den IT-Grundschutz eines Rechenzentrums werden folgende typische Gefa¨hrdungen
angenommen:
Ho¨here Gewalt





G 1.7 Unzula¨ssige Temperatur und Luftfeuchte
G 1.8 Staub, Verschmutzung
G 1.11 Technische Katastrophen im Umfeld
G 1.12 Beeintra¨chtigung durch Großveranstaltungen
G 1.13 Sturm
G 1.16 Ausfall von Patchfeldern durch Brand
Organisatorische Ma¨ngel
G 2.1 Fehlende oder unzureichende Regelungen
G 2.2 Unzureichende Kenntnis u¨ber Regelungen
G 2.4 Unzureichende Kontrolle der Sicherheitsmaßnahmen
G 2.6 Unbefugter Zutritt zu schutzbedu¨rftigen Ra¨umen
G 2.11 Unzureichende Trassendimensionierung
G 2.12 Unzureichende Dokumentation der Verkabelung
Technisches Versagen
G 4.1 Ausfall der Stromversorgung
G 4.2 Ausfall interner Versorgungsnetze
G 4.3 Ausfall vorhandener Sicherungseinrichtungen
Vorsa¨tzliche Handlungen




G 5.16 Manipulation bei Wartungsarbeiten
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G 5.68 Unberechtigter Zugang zu den aktiven Netzkomponenten
G 5.102 Sabotage
2.3.3 Maßnahmen
Bei der Auswahl und Gestaltung eines Rechenzentrums sind eine Reihe infrastruktureller
und organisatorischer Maßnahmen umzusetzen, die in M 1.49 Technische und organisa-
torische Vorgaben fu¨r das Rechenzentrum beschrieben sind. Dabei sind bei bestimmten
Maßnahmen unterschiedliche Vorgehensweisen zu verfolgen, je nachdem, ob ein Rechen-
zentrum in einem neu zu errichtenden Geba¨ude eingerichtet werden soll oder ob es sich
um eine Anmietung oder die Nutzung eines bestehenden Geba¨udes handelt. In diesem
zweiten Fall sind die Mo¨glichkeiten zur Realisierung einer ada¨quaten Informationssicher-
heit oft viel sta¨rker eingeschra¨nkt. Die Schritte, die bei der Gestaltung eines Rechenzen-
trums durchlaufen werden sollten, sowie die Maßnahmen, die in den jeweiligen Schritten
beachtet werden sollten, sind im Folgenden aufgefu¨hrt.
Planung und Konzeption
M 1.3 (A) Angepasste Aufteilung der Stromkreise
M 1.7 (A) Handfeuerlo¨scher
M 1.10 (C) Verwendung von Sicherheitstu¨ren und -fenstern
M 1.12 (A)
Vermeidung von Lagehinweisen auf schu¨tzenswerte
Geba¨udeteile
M 1.13 (Z) Anordnung schu¨tzenswerter Geba¨udeteile
M 1.18 (B) Gefahrenmeldeanlage
M 1.24 (C) Vermeidung von wasserfu¨hrenden Leitungen
M 1.25 (B) U¨berspannungsschutz
M 1.26 (W) Not-Aus-Schalter
M 1.27 (B) Klimatisierung
M 1.31 (Z) Fernanzeige von Sto¨rungen
M 1.47 (B) Eigener Brandabschnitt
M 1.48 (B) Brandmeldeanlage
M 1.49 (A)
Technische und organisatorische Vorgaben fu¨r das Rechenzen-
trum
M 1.50 (C) Rauchschutz
M 1.52 (W)
Redundanz, Modularita¨t und Skalierbarkeit in der technischen
Infrastruktur
M 1.53 (Z) Videou¨berwachung
M 1.54 (Z) Brandfru¨hesterkennung / Lo¨schtechnik
M 1.55 (Z) Perimeterschutz
35
M 1.56 (A) Netzersatzanlage
M 1.62 (C) Brandschutz von Patchfeldern
M 1.70 (A) Zentrale unterbrechungsfreie Stromversorgung
Umsetzung
M 1.57 (A) Aktuelle Infrastruktur- und Baupla¨ne
M 2.21 (A) Rauchverbot
M 2.212 (B) Organisatorische Vorgaben fu¨r die Geba¨udereinigung
M 2.213 (A) Inspektion und Wartung der technischen Infrastruktur
Betrieb
M 1.15 (A) Geschlossene Fenster und Tu¨ren
M 1.23 (A) Abgeschlossene Tu¨ren
M 1.71 (C) Funktionstests der technischen Infrastruktur
M 1.72 (Z) Baumaßnahmen wa¨hrend des laufenden Betriebs
M 1.73 (A) Schutz eines Rechenzentrums gegen unbefugten Zutritt
Notfallvorsorge
M 6.17 (A) Alarmierungsplan und Brandschutzu¨bungen
M 6.74 (Z) Notfallarchiv
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3 Bausteine fu¨r IT-Systeme
3.1 Allgemeiner Server (B 3.101)
3.1.1 Beschreibung
Server sind IT-Systeme, die Dienste (Services) fu¨r andere IT-Systeme (Clients) im Netz
anbieten. Sie werden typischerweise in zentralen, besonders gesicherten Ra¨umlichkeiten
betrieben, beispielsweise in einem Serverraum oder einem Rechenzentrum, und nicht
als Arbeitsplatzrechner genutzt. Fu¨r Server stehen unterschiedliche Betriebssysteme zur
Verfu¨gung, unter anderem Unix bzw. Linux, Microsoft Windows und Novell Netware.
Dieser Baustein betrachtet Sicherheitsaspekte, die unabha¨ngig vom eingesetzten Be-
triebssystem fu¨r Server relevant sind. Fu¨r betriebssystemspezifische Sicherheitsaspekte
existieren in den IT-Grundschutz-Katalogen eigensta¨ndige Bausteine, die zusa¨tzlich auf
die jeweils betroffenen Server anzuwenden sind. Die netzspezifischen Aspekte des Ser-
vereinsatzes werden im Baustein B 4.1 Heterogene Netze behandelt.
3.1.2 Gefa¨hrdungslage
Wie jedes IT-System ist auch ein Server vielfa¨ltigen Gefahren ausgesetzt. Generell gilt,
dass die Gefa¨hrdungslage einzelner Rechner immer auch vom Einsatzszenario, beispiels-
weise der Nutzung als Dateiserver, Terminalserver bzw. Authentisierungsserver, abha¨ngt
und diese Einzelgefa¨hrdungen auch in die Gefa¨hrdung des Gesamtsystems eingehen.




G 1.2 Ausfall von IT-Systemen
Organisatorische Ma¨ngel
G 2.7 Unerlaubte Ausu¨bung von Rechten
G 2.9 Mangelhafte Anpassung an Vera¨nderungen beim IT-Einsatz
G 2.36 Ungeeignete Einschra¨nkung der Benutzerumgebung
Menschliche Fehlhandlungen
G 3.2 Fahrla¨ssige Zersto¨rung von Gera¨t oder Daten
G 3.3 Nichtbeachtung von Sicherheitsmaßnahmen
G 3.5 Unbeabsichtigte Leitungsbescha¨digung
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G 3.6 Gefa¨hrdung durch Reinigungs- oder Fremdpersonal
G 3.8 Fehlerhafte Nutzung von IT-Systemen
G 3.9 Fehlerhafte Administration von IT-Systemen
Technisches Versagen
G 4.1 Ausfall der Stromversorgung
G 4.6 Spannungsschwankungen/U¨berspannung/Unterspannung
G 4.7 Defekte Datentra¨ger
G 4.10
Komplexita¨t der Zugangsmo¨glichkeiten zu vernetzten IT-
Systemen
G 4.13 Verlust gespeicherter Daten
G 4.20 Datenverlust bei erscho¨pftem Speichermedium
G 4.22 Software-Schwachstellen oder -Fehler
G 4.39 Software-Konzeptionsfehler
Vorsa¨tzliche Handlungen
G 5.1 Manipulation oder Zersto¨rung von Gera¨ten oder Zubeho¨r
G 5.2 Manipulation an Informationen oder Software
G 5.7 Abho¨ren von Leitungen
G 5.9 Unberechtigte IT-Nutzung
G 5.15 Neugierige Mitarbeiter
G 5.18 Systematisches Ausprobieren von Passwo¨rtern
G 5.19 Missbrauch von Benutzerrechten
G 5.20 Missbrauch von Administratorrechten
G 5.21 Trojanische Pferde
G 5.23 Schadprogramme
G 5.26 Analyse des Nachrichtenflusses
G 5.40 Abho¨ren von Ra¨umen mittels Rechner mit Mikrofon
G 5.71 Vertraulichkeitsverlust schu¨tzenswerter Informationen
G 5.75 U¨berlastung durch eingehende E-Mails
G 5.85 Integrita¨tsverlust schu¨tzenswerter Informationen
3.1.3 Maßnahmen
Um den betrachteten Informationsverbund abzusichern, mu¨ssen zusa¨tzlich zu diesem
Baustein noch weitere Bausteine umgesetzt werden, gema¨ß den Ergebnissen der Model-
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lierung nach IT-Grundschutz.
Fu¨r den erfolgreichen Aufbau eines Servers sind eine Reihe von Maßnahmen umzusetzen,
beginnend mit der Konzeption u¨ber die Installation bis zum Betrieb. Ein besonderes
Gewicht ist dabei auf die konzeptionellen Planungsmaßnahmen zu legen, wenn der Server
im Rahmen des Aufbaus eines neuen servergestu¨tzten Netzes installiert wird. Sofern die
Installation dagegen als Ausbau eines schon existierenden Netzes erfolgt, ko¨nnen sich die
Planungsmaßnahmen ha¨ufig darauf beschra¨nken, auf die Konformita¨t des neuen Servers
mit den schon vorhandenen Strukturen zu achten. Die Maßnahmen zur Beschaffung und
zum Betrieb des Servers sind dagegen in jedem Fall umzusetzen. Die Schritte, die zum
Schutz eines Servers zu durchlaufen sind, sowie die Maßnahmen, die in den jeweiligen
Schritten beachtet werden sollten, sind im Folgenden aufgefu¨hrt.
Planung und Konzeption
M 1.28 (B) Lokale unterbrechungsfreie Stromversorgung
M 2.314 (Z) Verwendung von hochverfu¨gbaren Architekturen fu¨r Server
M 2.315 (A) Planung des Servereinsatzes
M 2.316 (A)
Festlegen einer Sicherheitsrichtlinie fu¨r einen allgemeinen Ser-
ver
M 4.250 (Z)
Auswahl eines zentralen, netzbasierten Authentisierungs-
dienstes
M 5.10 (A) Restriktive Rechtevergabe
M 1.138 (Z) Einsatz von RADIUS-Servern
Beschaffung
M 2.317 (C) Beschaffungskriterien fu¨r einen Server
Umsetzung
M 2.32 (Z) Einrichtung einer eingeschra¨nkten Benutzerumgebung
M 2.204 (A) Verhinderung ungesicherter Netzzuga¨nge
M 2.318 (A) Sichere Installation eines Servers
M 4.7 (A) A¨nderung voreingestellter Passwo¨rter
M 4.15 (A) Gesichertes Login
M 4.16 (A) Zugangsbeschra¨nkungen fu¨r Accounts und / oder Terminals
M 4.17 (A)
Sperren und Lo¨schen nicht beno¨tigter Accounts und Terminals
M 4.40 (C)
Verhinderung der unautorisierten Nutzung des Rechnermikro-
fons
M 4.237 (A) Sichere Grundkonfiguration eines IT-Systems
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M 4.305 (B) Einsatz von Speicherbeschra¨nkungen (Quotas)
Betrieb
M 2.22 (A) Hinterlegen des Passwortes
M 2.273 (A)
Zeitnahes Einspielen sicherheitsrelevanter Patches und Upda-
tes
M 4.24 (A) Sicherstellung einer konsistenten Systemverwaltung
M 4.93 (Z) Regelma¨ßige Integrita¨tspru¨fung
M 4.238 (A) Einsatz eines lokalen Paketfilters
M 4.239 (A) Sicherer Betrieb eines Servers
M 4.240 (Z) Einrichten einer Testumgebung fu¨r einen Server
M 5.8 (B) Regelma¨ßiger Sicherheitscheck des Netzes
M 5.9 (B) Protokollierung am Server
Aussonderung
M 2.319 (C) Migration eines Servers
M 2.320 (A) Geregelte Außerbetriebnahme eines Servers
Notfallvorsorge
M 6.24 (A) Erstellen eines Notfall-Bootmediums
M 6.96 (A) Notfallvorsorge fu¨r einen Server
3.2 Server unter Unix (B 3.102)
3.2.1 Beschreibung
Unix-Server sind Rechner mit dem Betriebssystem Unix, die in einem Netz Dienste
anbieten, die von anderen IT-Systemen in Anspruch genommen werden ko¨nnen. Das
erste Unix-System wurde Anfang der 1970er Jahre entwickelt. Mittlerweile gibt es eine
Vielzahl von Betriebssystemen, die der Unix-Familie zugeordnet werden. Hierbei wird
zwischen
• klassischen Unix-Systemen oder Unix-Derivaten,
• zertifizierten UNIX-Systemen (UNIX ist ein Warenzeichen der Open Group, das
nur zertifizierte Systeme tragen du¨rfen, die die entsprechende Spezifikation erfu¨llen)
und
• funktionellen Unix-Systemen oder unix-a¨hnlichen Systemen.
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Beispiele fu¨r klassische Unix-Systeme sind die BSD-Reihe (FreeBSD, OpenBSD und
NetBSD), Solaris und AIX. Linux ist kein klassisches Unix (der Kernel basiert nicht auf
dem urspru¨nglichen Quelltext, aus dem sich die verschiedenen Unix-Derivate entwickelt
haben), sondern ein funktionelles Unix-System. In diesem Baustein werden alle Betriebs-
systeme der Unix-Familie betrachtet, also auch Linux als funktionelles Unix-System.
In diesem Baustein werden ausschließlich die fu¨r einen Unix-Server spezifischen Gefa¨hrdungen
und Maßnahmen beschrieben, daher sind zusa¨tzlich noch diejenigen fu¨r allgemeine Server
aus Baustein B 3.101 zu betrachten.
3.2.2 Gefa¨hrdungslage




Vertraulichkeitsverlust schutzbedu¨rftiger Daten im Unix-
System
G 2.36 Ungeeignete Einschra¨nkung der Benutzerumgebung
Menschliche Fehlhandlungen
G 3.10 Falsches Exportieren von Dateisystemen unter Unix
G 3.11 Fehlerhafte Konfiguration von sendmail
Technisches Versagen
G 4.11
Fehlende Authentisierungsmo¨glichkeit zwischen NIS-Server
und NIS-Client
G 4.12




Mißbra¨uchliche Nutzung eines Unix-Systems mit Hilfe von
uucp
G 5.89 Hijacking von Netz-Verbindungen
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3.2.3 Maßnahmen
Um den betrachteten Informationsverbund abzusichern, mu¨ssen zusa¨tzlich zu diesem
Baustein noch weitere Bausteine umgesetzt werden, gema¨ß den Ergebnissen der Model-
lierung nach IT-Grundschutz.
Fu¨r den erfolgreichen Aufbau eines Servers unter Unix sind eine Reihe von Maßnahmen
umzusetzen, beginnend mit der Konzeption u¨ber die Beschaffung bis zum Betrieb dieses
Servers. Die Schritte, die dabei durchlaufen werden sollten, sowie die Maßnahmen, die
in den jeweiligen Schritten beachtet werden sollten, sind im folgenden aufgefu¨hrt.
Planung und Konzeption
M 2.33 (Z) Aufteilung der Administrationsta¨tigkeiten unter Unix
M 4.13 (A) Sorgfa¨ltige Vergabe von IDs
M 4.18 (A)
Administrative und technische Absicherung des Zugangs zum
Monitor- und Single-User-Modus
M 5.16 (B) U¨bersicht u¨ber Netzdienste
M 5.34 (Z) Einsatz von Einmalpasswo¨rtern
M 5.64 (Z) Secure Shell
M 5.83 (Z)
Sichere Anbindung eines externen Netzes mit Linux
FreeS/WAN
Umsetzung
M 4.9 (A) Einsatz der Sicherheitsmechanismen von X-Window
M 4.14 (A) Obligatorischer Passwortschutz unter Unix
M 4.19 (A)
Restriktive Attributvergabe bei Unix-Systemdateien und -
verzeichnissen
M 4.20 (B)
Restriktive Attributvergabe bei Unix-Benutzerdateien und -
verzeichnissen
M 4.21 (A)
Verhinderung des unautorisierten Erlangens von Administra-
torrechten
M 4.22 (Z)
Verhinderung des Vertraulichkeitsverlusts schutzbedu¨rftiger
Daten im Unix-System
M 4.23 (B) Sicherer Aufruf ausfu¨hrbarer Dateien
M 4.105 (A) Erste Maßnahmen nach einer Unix-Standardinstallation
M 4.106 (A) Aktivieren der Systemprotokollierung
M 5.17 (A) Einsatz der Sicherheitsmechanismen von NFS
M 5.18 (A) Einsatz der Sicherheitsmechanismen von NIS
M 5.19 (A) Einsatz der Sicherheitsmechanismen von sendmail
M 5.20 (A) Einsatz der Sicherheitsmechanismen von rlogin, rsh und rcp
M 5.21 (A) Sicherer Einsatz von telnet, ftp, tftp und rexec
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M 5.35 (A) Einsatz der Sicherheitsmechanismen von UUCP
M 5.72 (A) Deaktivieren nicht beno¨tigter Netzdienste
Betrieb
M 4.25 (A) Einsatz der Protokollierung im Unix-System
M 4.26 (C) Regelma¨ßiger Sicherheitscheck des Unix-Systems
Notfallvorsorge
M 6.31 (A) Verhaltensregeln nach Verlust der Systemintegrita¨t
3.3 Sicherheitsgateway (Firewall) (B 3.301)
3.3.1 Beschreibung
Ein Sicherheitsgateway (oft auch Firewall genannt) ist ein System aus soft- und hard-
waretechnischen Komponenten, um IP-Netze sicher zu koppeln. Dazu wird die technisch
mo¨gliche auf die in einer IT-Sicherheitsleitlinie ordnungsgema¨ß definierte Kommunika-
tion eingeschra¨nkt. Sicherheit bei der Netzkopplung bedeutet hierbei die ausschließliche
Zulassung erwu¨nschter Zugriffe oder Datenstro¨me zwischen verschiedenen Netzen.
Sicherheitsgateways werden am zentralen U¨bergang zwischen zwei unterschiedlich ver-
trauenswu¨rdigen Netzen eingesetzt. Unterschiedlich vertrauenswu¨rdige Netze stellen da-
bei nicht unbedingt nur die Kombination Internet-Intranet dar. Vielmehr ko¨nnen auch
zwei organisationsinterne Netze unterschiedlich hohen Schutzbedarf besitzen, z. B. bei
der Trennung des Bu¨rokommunikationsnetzes vom Netz der Personalabteilung, in dem
besonders schutzwu¨rdige, personenbezogene Daten u¨bertragen werden.
Die Verwendung des Begriffs Sicherheitsgateway anstatt des u¨blicherweise verwendeten
Begriffs
”
Firewall“ soll verdeutlichen, dass zur Absicherung von Netzu¨berga¨ngen heute
oft nicht mehr ein einzelnes Gera¨t verwendet wird, sondern eine ganze Reihe von IT-
Systemen, die unterschiedliche Aufgaben u¨bernehmen, z. B. Paketfilterung, Schutz vor
Viren oder die U¨berwachung des Netzverkehrs (
”
Intrusion Detection“).
In diesem Baustein werden ausschließlich die fu¨r ein Sicherheitsgateway spezifischen
Gefa¨hrdungen und Maßnahmen beschrieben. Zusa¨tzlich sind noch die Gefa¨hrdungen
und Maßnahmen zu betrachten, die fu¨r das IT-System, mit dem das Sicherheitsgateway
realisiert wird, spezifisch sind. Oftmals werden Komponenten von Sicherheitsgateways
auf einem Unix-System implementiert. In diesem Fall sind zusa¨tzlich zu den im Folgenden








Vertraulichkeitsverlust schutzbedu¨rftiger Daten des zu
schu¨tzenden Netzes
G 2.101 Unzureichende Notfallvorsorge bei einem Sicherheitsgateway
Menschliche Fehlhandlungen
G 3.3 Nichtbeachtung von Sicherheitsmaßnahmen
G 3.9 Fehlerhafte Administration von IT-Systemen
G 3.38 Konfigurations- und Bedienungsfehler
Technisches Versagen
G 4.8 Bekanntwerden von Softwareschwachstellen
G 4.10
Komplexita¨t der Zugangsmo¨glichkeiten zu vernetzten IT-
Systemen
G 4.11
Fehlende Authentisierungsmo¨glichkeit zwischen NIS-Server
und NIS-Client
G 4.12
Fehlende Authentisierungsmo¨glichkeit zwischen X-Server und
X-Client
G 4.20 Datenverlust bei erscho¨pftem Speichermedium
G 4.22 Software-Schwachstellen oder -Fehler
G 4.39 Software-Konzeptionsfehler
Vorsa¨tzliche Handlungen
G 5.2 Manipulation an Informationen oder Software
G 5.9 Unberechtigte IT-Nutzung
G 5.18 Systematisches Ausprobieren von Passwo¨rtern
G 5.24 Wiedereinspielen von Nachrichten
G 5.25 Maskerade
G 5.28 Verhinderung von Diensten
G 5.39 Eindringen in Rechnersysteme u¨ber Kommunikationskarten
G 5.48 IP-Spoofing
G 5.49 Missbrauch des Source-Routing
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G 5.50 Missbrauch des ICMP-Protokolls
G 5.51 Missbrauch der Routing-Protokolle
G 5.78 DNS-Spoofing und Pharming
G 5.143 Man-in-the-Middle-Angriff
3.3.3 Maßnahmen
Um den betrachteten Informationsverbund abzusichern, mu¨ssen zusa¨tzlich zu diesem
Baustein noch weitere Bausteine umgesetzt werden, gema¨ß den Ergebnissen der Model-
lierung nach IT-Grundschutz.
Ein Sicherheitsgateway schu¨tzt nicht vor Angriffen, die innerhalb des internen Netzes
erfolgen. Um das interne Netz gegen Angriffe von Innenta¨tern zu schu¨tzen, mu¨ssen auch
beim Einsatz eines Sicherheitsgateways alle erforderlichen Sicherheitsmaßnahmen umge-
setzt sein. Wenn es sich bei dem internen Netz beispielsweise um ein Unix- bzw. PC-Netz
handelt, sind die in den jeweiligen Bausteinen beschriebenen Sicherheitsmaßnahmen um-
zusetzen.
Das Sicherheitsgateway sollte in einem separaten Serverraum aufgestellt werden. Hier-
bei zu realisierende Maßnahmen sind in Baustein B 2.4 Serverraum beschrieben. Wenn
kein Serverraum zur Verfu¨gung steht, kann das Sicherheitsgateway alternativ in einem
Serverschrank aufgestellt werden (siehe Baustein B 2.7 Schutzschra¨nke ). Soll das Si-
cherheitsgateway nicht in Eigenregie, sondern von einem Dienstleister betrieben werden,
so ist der Baustein B 1.11 Outsourcing anzuwenden. Insbesondere sollten die Empfeh-
lungen in M 5.116 Integration eines E-Mailservers in ein Sicherheitsgateway beachtet
werden.
Planung und Konzeption
M 2.70 (A) Entwicklung eines Konzepts fu¨r Sicherheitsgateways
M 2.71 (A) Festlegung einer Policy fu¨r ein Sicherheitsgateway
M 2.301 (Z) Outsourcing des Sicherheitsgateway
Beschaffung
M 2.73 (A)
Auswahl geeigneter Grundstrukturen fu¨r Sicherheitsgateways
M 2.74 (A) Geeignete Auswahl eines Paketfilters
M 2.75 (A) Geeignete Auswahl eines Application-Level-Gateways
M 2.299 (A)




M 2.76 (A) Auswahl und Einrichtung geeigneter Filterregeln
M 2.77 (A) Integration von Servern in das Sicherheitsgateway
M 3.43 (C) Schulung der Administratoren des Sicherheitsgateways
M 4.224 (Z)
Integration von VPN-Komponenten in ein Sicherheitsgateway
Betrieb
M 2.78 (A) Sicherer Betrieb eines Sicherheitsgateways
M 2.302 (Z) Sicherheitsgateways und Hochverfu¨gbarkeit
M 4.47 (A) Protokollierung der Sicherheitsgateway-Aktivita¨ten
M 4.100 (C) Sicherheitsgateways und aktive Inhalte
M 4.101 (C) Sicherheitsgateways und Verschlu¨sselung
M 4.222 (B) Festlegung geeigneter Einstellungen von Sicherheitsproxies
M 4.223 (B) Integration von Proxy-Servern in das Sicherheitsgateway
M 4.225 (Z)
Einsatz eines Protokollierungsservers in einem Sicherheitsga-
teway
M 4.226 (Z) Integration von Virenscannern in ein Sicherheitsgateway
M 4.227 (C) Einsatz eines lokalen NTP-Servers zur Zeitsynchronisation
M 5.39 (A) Sicherer Einsatz der Protokolle und Dienste
M 5.46 (A)
Einsatz von Stand-alone-Systemen zur Nutzung des Internets
M 5.59 (A) Schutz vor DNS-Spoofing
M 5.70 (A) Adressumsetzung - NAT (Network Address Translation)
M 5.71 (Z) Intrusion Detection und Intrusion Response Systeme
M 5.115 (Z) Integration eines Webservers in ein Sicherheitsgateway
M 5.116 (Z) Integration eines E-Mailservers in ein Sicherheitsgateway
M 5.117 (Z)
Integration eines Datenbank-Servers in ein Sicherheitsgateway
M 5.118 (Z) Integration eines DNS-Servers in ein Sicherheitsgateway
M 5.119 (Z)
Integration einer Web-Anwendung mit Web-, Applikations-
und Datenbank-Server in ein Sicherheitsgateway
M 5.120 (A) Behandlung von ICMP am Sicherheitsgateway
Aussonderung
M 2.300 (C)




M 6.94 (C) Notfallvorsorge bei Sicherheitsgateways
3.4 Router und Switches (B 3.302)
3.4.1 Beschreibung
Netze spielen eine immer wichtigere Rolle als Teile der IT-Infrastruktur, weil Anwendun-
gen heutzutage vermehrt u¨ber lokale Netze oder Weitverkehrsnetze betrieben werden.
Die Verfu¨gbarkeit, Integrita¨t und Vertraulichkeit der Netze muss sichergestellt sein und
mindestens den Anforderungen der Anwendungen an den Schutz dieser drei Grundwerte
der IT-Sicherheit entsprechen.
Ein Netz besteht aus aktiver und passiver Netztechnik. Als passive Netztechnik wird
in erster Linie die strukturierte Verkabelung verstanden. Hierzu geho¨ren Patch-Felder
(u¨ber Steckfelder konfigurierbare Kabelverteiler), Schutzschra¨nke und Anschlussdosen
am Arbeitsplatz. Zur aktiven Netztechnik geho¨ren beispielsweise Hubs, Bridges, Swit-
ches und Router. In modernen Netzen ersetzen Switches heutzutage vielfach Hubs sowie
Bridges. Ein Ausfall einer oder mehrerer Komponenten der aktiven Netztechnik (Router
und Switches) kann zum kompletten Stillstand der gesamten IT-Infrastruktur fu¨hren.
Da diese Komponenten die Basis und das Ru¨ckgrat der IT-Infrastruktur bilden, mu¨ssen
Router und Switches vor unerlaubten Zugriffen und Manipulationen geschu¨tzt werden.
3.4.2 Gefa¨hrdungslage
Neben den Gefa¨hrdungen, die generell fu¨r den Großteil der IT-Systeme gelten, existieren
fu¨r aktive Netzkomponenten eine Reihe spezieller Gefa¨hrdungen.
Diese Gefa¨hrdungen basieren oft auf bekannten Schwachstellen in den verwendeten Pro-
tokollen, wie TCP, UDP, IP oder ICMP. Durch Schwachstellen in dynamischen Routing-
Protokollen ko¨nnen beispielsweise Routing-Tabellen auf Routern modifiziert werden. Die
oft fehlende oder unzureichende Mo¨glichkeit zur Authentisierung auf aktiven Netzkom-
ponenten ist als weitere Gefa¨hrdung anzufu¨gen.
Aktive Netzkomponenten werden oft mit einer unsicheren Default-Konfiguration ausge-
liefert (siehe G 4.49 Unsichere Default-Einstellungen auf Routern und Switches), die bei
der Inbetriebnahme der Gera¨te gepru¨ft werden sollte. Fu¨r die sichere Trennung von Teil-
netzen mit unterschiedlichem Schutzbedarf wird gelegentlich die Nutzung von virtuellen
Netzen (VLANs) vorgeschlagen. Es sind jedoch einige Angriffsmethoden bekannt, die es
ermo¨glichen, die Grenzen zwischen VLANs zu u¨berwinden und unberechtigt auf andere
VLANs zuzugreifen (siehe G 5.115 U¨berwindung der Grenzen zwischen VLANs).
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Nachfolgend ist die Gefa¨hrdungslage beim Einsatz von Routern und Switches als U¨bersicht
dargestellt:
Organisatorische Ma¨ngel
G 2.1 Fehlende oder unzureichende Regelungen
G 2.3 Fehlende, ungeeignete, inkompatible Betriebsmittel
G 2.4 Unzureichende Kontrolle der Sicherheitsmaßnahmen
G 2.22 Fehlende Auswertung von Protokolldaten
G 2.27 Fehlende oder unzureichende Dokumentation
G 2.44 Inkompatible aktive und passive Netzkomponenten
G 2.54 Vertraulichkeitsverlust durch Restinformationen
G 2.98
Fehlerhafte Planung und Konzeption des Einsatzes von Rou-
tern und Switches
Menschliche Fehlhandlungen
G 3.64 Fehlerhafte Konfiguration von Routern und Switches
G 3.65 Fehlerhafte Administration von Routern und Switches
Technisches Versagen
G 4.8 Bekanntwerden von Softwareschwachstellen
G 4.49 Unsichere Default-Einstellungen auf Routern und Switches
Vorsa¨tzliche Handlungen
G 5.4 Diebstahl
G 5.51 Missbrauch der Routing-Protokolle
G 5.66 Unberechtigter Anschluss von IT-Systemen an ein Netz
G 5.112 Manipulation von ARP-Tabellen
G 5.113 MAC-Spoofing
G 5.114 Missbrauch von Spanning Tree
G 5.115 U¨berwindung der Grenzen zwischen VLANs
3.4.3 Maßnahmen
Die diesem Baustein zugeordneten Sicherheitsmaßnahmen orientieren sich an dem Le-
benszyklus der aktiven Netzkomponenten.
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Planung und Konzeption
M 2.276 (Z) Funktionsweise eines Routers
M 2.277 (Z) Funktionsweise eines Switches
M 2.278 (Z) Typische Einsatzszenarien von Routern und Switches
M 2.279 (A)
Erstellung einer Sicherheitsrichtlinie fu¨r Router und Switches
Beschaffung
M 2.280 (C)
Kriterien fu¨r die Beschaffung und geeignete Auswahl von Rou-
tern und Switches
Umsetzung
M 1.43 (A) Gesicherte Aufstellung aktiver Netzkomponenten
M 3.38 (B) Administratorenschulung fu¨r Router und Switches
M 4.201 (A)
Sichere lokale Grundkonfiguration von Routern und Switches
M 4.202 (A) Sichere Netz-Grundkonfiguration von Routern und Switches
M 4.203 (A) Konfigurations-Checkliste fu¨r Router und Switches
M 5.111 (C) Einrichtung von Access Control Lists auf Routern
Betrieb
M 2.281 (A)
Dokumentation der Systemkonfiguration von Routern und
Switches
M 2.282 (A) Regelma¨ßige Kontrolle von Routern und Switches
M 2.283 (B) Software-Pflege auf Routern und Switches
M 4.204 (C) Sichere Administration von Routern und Switches
M 4.205 (C) Protokollierung bei Routern und Switches
M 4.206 (C) Sicherung von Switch-Ports
M 5.112 (C) Sicherheitsaspekte von Routing-Protokollen
Aussonderung
M 2.284 (C) Sichere Außerbetriebnahme von Routern und Switches
Notfallvorsorge
M 6.91 (C) Datensicherung und Recovery bei Routern und Switches
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M 6.92 (C) Notfallvorsorge bei Routern und Switches
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4 Bausteine fu¨r Netze
4.1 Heterogene Netze (B 4.1)
4.1.1 Beschreibung
Ein lokales Netz setzt sich aus der Verkabelung (d. h. den passiven Netzkomponenten
Kabel und den Verbindungselementen) sowie den aktiven Netzkomponenten zur Netz-
kopplung zusammen. Generell ko¨nnen dabei unterschiedliche Verkabelungstypen wie
auch unterschiedliche aktive Netzkomponenten in ein LAN integriert werden. Als ak-
tive Netzkomponenten werden alle Netzkomponenten bezeichnet, die eine eigene (Netz-)
Stromversorgung beno¨tigen. Dazu geho¨ren unter anderem Repeater, Bru¨cken, Switches,
Router, Gateways. Als passive Netzkomponenten werden alle Netzkomponenten betrach-
tet, die keine eigene Netzstrom-Versorgung beno¨tigen. Dazu geho¨ren z. B. Kabel, Ver-
teilerschra¨nke, Patchfelder, Steckverbinder.
4.1.2 Gefa¨hrdungslage
Fu¨r den IT-Grundschutz eines heterogenen Netzes werden die folgenden Gefa¨hrdungen
angenommen:
Ho¨here Gewalt




G 1.7 Unzula¨ssige Temperatur und Luftfeuchte
G 1.8 Staub, Verschmutzung
Organisatorische Ma¨ngel
G 2.7 Unerlaubte Ausu¨bung von Rechten
G 2.9 Mangelhafte Anpassung an Vera¨nderungen beim IT-Einsatz
G 2.22 Fehlende Auswertung von Protokolldaten
G 2.27 Fehlende oder unzureichende Dokumentation
G 2.32 Unzureichende Leitungskapazita¨ten
G 2.44 Inkompatible aktive und passive Netzkomponenten
G 2.45 Konzeptionelle Schwa¨chen des Netzes
G 2.46




G 3.2 Fahrla¨ssige Zersto¨rung von Gera¨t oder Daten
G 3.3 Nichtbeachtung von Sicherheitsmaßnahmen
G 3.5 Unbeabsichtigte Leitungsbescha¨digung
G 3.6 Gefa¨hrdung durch Reinigungs- oder Fremdpersonal
G 3.8 Fehlerhafte Nutzung von IT-Systemen
G 3.9 Fehlerhafte Administration von IT-Systemen
G 3.28 Ungeeignete Konfiguration der aktiven Netzkomponenten
G 3.29 Fehlende oder ungeeignete Segmentierung
Technisches Versagen
G 4.1 Ausfall der Stromversorgung
G 4.10
Komplexita¨t der Zugangsmo¨glichkeiten zu vernetzten IT-
Systemen
G 4.31 Ausfall oder Sto¨rung von Netzkomponenten
Vorsa¨tzliche Handlungen
G 5.1 Manipulation oder Zersto¨rung von Gera¨ten oder Zubeho¨r




G 5.7 Abho¨ren von Leitungen
G 5.8 Manipulation an Leitungen
G 5.9 Unberechtigte IT-Nutzung
G 5.18 Systematisches Ausprobieren von Passwo¨rtern
G 5.20 Missbrauch von Administratorrechten
G 5.28 Verhinderung von Diensten
G 5.66 Unberechtigter Anschluss von IT-Systemen an ein Netz
G 5.67
Unberechtigte Ausfu¨hrung von Netzmanagement-Funktionen




M 2.139 (A) Ist-Aufnahme der aktuellen Netzsituation
M 2.140 (Z) Analyse der aktuellen Netzsituation
M 2.141 (B) Entwicklung eines Netzkonzeptes
M 2.142 (B) Entwicklung eines Netz-Realisierungsplans
M 4.79 (A) Sichere Zugriffsmechanismen bei lokaler Administration
M 5.2 (A) Auswahl einer geeigneten Netz-Topologie
M 5.13 (A) Geeigneter Einsatz von Elementen zur Netzkopplung
M 5.60 (A) Auswahl einer geeigneten Backbone-Technologie
M 5.61 (A) Geeignete physikalische Segmentierung
M 5.62 (Z) Geeignete logische Segmentierung
M 5.77 (Z) Bildung von Teilnetzen
Umsetzung
M 4.7 (A) A¨nderung voreingestellter Passwo¨rter
M 4.80 (B) Sichere Zugriffsmechanismen bei Fernadministration
M 4.82 (A) Sichere Konfiguration der aktiven Netzkomponenten
M 5.7 (A) Netzverwaltung
Betrieb
M 4.81 (B) Audit und Protokollierung der Aktivita¨ten im Netz
M 4.83 (C) Update/Upgrade von Soft- und Hardware im Netzbereich
Notfallvorsorge
M 6.52 (A)
Regelma¨ßige Sicherung der Konfigurationsdaten aktiver Netz-
komponenten
M 6.53 (Z) Redundante Auslegung der Netzkomponenten
M 6.54 (B) Verhaltensregeln nach Verlust der Netzintegrita¨t
M 6.75 (Z) Redundante Kommunikationsverbindungen
4.2 Netz- und Systemmanagement (B 4.2)
4.2.1 Beschreibung
Ein Managementsystem fu¨r ein im Allgemeinen lokales Rechnernetz (LAN, VLAN) dient
dazu, mo¨glichst alle im lokale Netz angesiedelten Hard- und Software-Komponenten
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zentral zu verwalten. Ein solches System soll den Systemverwalter maximal in seiner
ta¨glichen Arbeit unterstu¨tzen. Grundsa¨tzlich kann zwischen Netzmanagement und Sy-
stemmanagement unterschieden werden. Die Unterschiede ergeben sich durch die jeweils
verwalteten Komponenten.
Netzmanagement umfasst die Gesamtheit der Vorkehrungen und Aktivita¨ten zur Sicher-
stellung des effektiven Einsatzes eines Netzes. Hierzu geho¨rt beispielsweise die U¨berwachung
der Netzkomponenten auf ihre korrekte Funktion, das Monitoring der Netzperforman-
ce und die zentrale Konfiguration der Netzkomponenten. Netzmanagement ist in erster
Linie eine organisatorische Problemstellung, deren Lo¨sung lediglich mit technischen Mit-
teln, einem Netzmanagementsystem, unterstu¨tzt werden kann.
Systemmanagement befasst sich in erster Linie mit dem Management verteilter IT-
Systeme. Hierzu geho¨ren beispielsweise eine zentrale Verwaltung der Benutzer, Softwa-
reverteilung, Management der Anwendungen usw. In einigen Bereichen, wie z. B. dem
Konfigurationsmanagement (dem U¨berwachen und Konsolidieren von Konfigurationen
eines Systems oder einer Netzkomponente), sind Netz- und Systemmanagement nicht
klar zu trennen.
4.2.2 Gefa¨hrdungslage




G 1.2 Ausfall von IT-Systemen
Organisatorische Ma¨ngel
G 2.27 Fehlende oder unzureichende Dokumentation
G 2.32 Unzureichende Leitungskapazita¨ten
G 2.59 Betreiben von nicht angemeldeten Komponenten
G 2.60
Fehlende oder unzureichende Strategie fu¨r das Netz- und Sy-
stemmanagement
G 2.61 Unberechtigte Sammlung personenbezogener Daten
Menschliche Fehlhandlungen
G 3.9 Fehlerhafte Administration von IT-Systemen
G 3.28 Ungeeignete Konfiguration der aktiven Netzkomponenten
G 3.34 Ungeeignete Konfiguration des Managementsystems
G 3.35 Server im laufenden Betrieb ausschalten
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G 3.36 Fehlinterpretation von Ereignissen
Technisches Versagen
G 4.31 Ausfall oder Sto¨rung von Netzkomponenten
G 4.38
Ausfall von Komponenten eines Netz- und Systemmanage-
mentsystems
Vorsa¨tzliche Handlungen
G 5.2 Manipulation an Informationen oder Software
G 5.8 Manipulation an Leitungen
G 5.9 Unberechtigte IT-Nutzung
G 5.18 Systematisches Ausprobieren von Passwo¨rtern
G 5.28 Verhinderung von Diensten
G 5.66 Unberechtigter Anschluss von IT-Systemen an ein Netz
G 5.67
Unberechtigte Ausfu¨hrung von Netzmanagement-Funktionen
G 5.86 Manipulation von Managementparametern
4.2.3 Maßnahmen
Um den betrachteten IT-Verbund abzusichern, mu¨ssen zusa¨tzlich zu diesem Baustein
noch weitere Bausteine umgesetzt werden, gema¨ß den Ergebnissen der Modellierung
nach IT-Grundschutz.
Das zu verwaltende System besteht aus einzelnen Rechnern, Netzkoppelelementen und
dem physikalischen Netz. Jede dieser Komponenten ist ein potentielles Sicherheitsrisiko
fu¨r das Gesamtsystem. Diese Risiken ko¨nnen im allgemeinen alleine durch die Einfu¨hrung
von Managementsoftware nicht vollsta¨ndig beseitigt werden. Dies gilt schon deshalb, weil
in der Regel nicht alle Systeme in gleichem Maße durch ein Managementsystem erfasst
werden. Grundvoraussetzung fu¨r die Systemsicherheit ist hier einerseits die Definition
und andererseits die Realisierung einer organisationsweiten Sicherheitsrichtlinie, die sich
im betrachteten Fall insbesondere in der Konfiguration von Hard- und Software nieder-
schlagen muss. Aus diesem Grund sollten insbesondere die Maßnahmen der Bausteine
der Schicht 3 (IT-Systeme) betrachtet werden. Als Ausgangsbaustein kann der Baustein
B 4.1 Heterogene Netze dienen.
Da Managementsysteme von einem zentralistischen Ansatz ausgehen, kommt der zentra-
len Managementstation eine besondere Bedeutung unter Sicherheitsgesichtspunkten zu
und ist daher besonders zu schu¨tzen. Zentrale Komponenten eines Managementsystems
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sollten daher in Ra¨umen aufgestellt werden, die den Anforderungen an einen Serverraum
(vergleiche Baustein B 2.4 Serverraum ) entsprechen.
Planung und Konzeption
M 2.143 (A) Entwicklung eines Netzmanagementkonzeptes
M 2.144 (A) Geeignete Auswahl eines Netzmanagement-Protokolls
M 2.168 (A)
IT-System-Analyse vor Einfu¨hrung eines Systemmanagement-
systems
M 2.169 (A) Entwickeln einer Systemmanagementstrategie
Beschaffung
M 2.145 (B) Anforderungen an ein Netzmanagement-Tool
M 2.170 (A) Anforderungen an ein Systemmanagementsystem
M 2.171 (A) Geeignete Auswahl eines Systemmanagement-Produktes
Umsetzung
M 4.91 (A) Sichere Installation eines Systemmanagementsystems
Betrieb
M 2.146 (A) Sicherer Betrieb eines Netzmanagementsystems
M 4.92 (A) Sicherer Betrieb eines Systemmanagementsystems
Notfallvorsorge
M 6.57 (C)
Erstellen eines Notfallplans fu¨r den Ausfall des Management-
systems
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5 Bausteine fu¨r Anwendungen
5.1 Webserver (B 5.4)
5.1.1 Beschreibung
Das Internet ist eines der zentralen Medien der heutigen Informationsgesellschaft. Die
Informationsangebote im Internet werden von Servern bereitgestellt, die Daten, meist
Dokumente in Form von HTML-Seiten, an entsprechende Clientprogramme ausliefern.
Dies erfolgt typischerweise u¨ber die Protokolle HTTP (Hypertext Transfer Protocol) oder
HTTPS (HTTP u¨ber SSL bzw. TLS, d. h. HTTP geschu¨tzt durch eine verschlu¨sselte
Verbindung). Neben dem Einsatz im Internet werden Webserver auch in zunehmendem
Maße fu¨r interne Informationen und Anwendungen in Firmennetzen (Intranet) einge-
setzt. Ein Grund dafu¨r ist, dass sie eine einfache und standardisierte Schnittstelle zwi-
schen Server-Anwendungen und Benutzern bieten und entsprechende Client-Software
(Webbrowser) fu¨r praktisch jede Betriebssystemumgebung kostenlos verfu¨gbar ist.
Die Bezeichnung Webserver (oder auch WWW-Server) wird meist sowohl fu¨r das Pro-
gramm benutzt, welches die HTTP-Anfragen beantwortet, als auch fu¨r den Rechner,
auf dem dieses Programm la¨uft. Bei Webservern sind verschiedene Sicherheitsaspekte zu
beachten.
Da ein Webserver ein o¨ffentlich zuga¨ngliches System darstellt, sind eine sorgfa¨ltige Pla-
nung vor dem Aufbau eines Webservers und die sichere Installation und Konfiguration
des Systems und seiner Netzumgebung von großer Bedeutung. Das Thema Sicherheit
umfasst bei Webservern auch deswegen eine relativ große Anzahl von Gebieten, weil auf
einem Webserver meist neben der reinen Webserver-Anwendung noch weitere Serveran-
wendungen vorhanden sind, die zum Betrieb des Webservers erforderlich sind und deren
sicherer Betrieb ebenfalls gewa¨hrleistet sein muss. Beispielsweise werden die Daten meist
u¨ber das Netz (etwa per ftp oder scp) auf den Server u¨bertragen oder es wird Zugriff
auf eine Datenbank beno¨tigt.
5.1.2 Gefa¨hrdungslage
Fu¨r den IT-Grundschutz werden bezu¨glich Schadprogramme die folgenden typischen
Gefa¨hrdungen betrachtet:
Organisatorische Ma¨ngel
G 2.1 Fehlende oder unzureichende Regelungen
G 2.4 Unzureichende Kontrolle der Sicherheitsmaßnahmen
G 2.7 Unerlaubte Ausu¨bung von Rechten
G 2.9 Mangelhafte Anpassung an Vera¨nderungen beim IT-Einsatz
G 2.28 Versto¨ße gegen das Urheberrecht
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G 2.32 Unzureichende Leitungskapazita¨ten
G 2.37 Unkontrollierter Aufbau von Kommunikationsverbindungen
G 2.96 Veraltete oder falsche Informationen in einem Webangebot
G 2.100




Vertraulichkeits- oder Integrita¨tsverlust von Daten durch
Fehlverhalten
G 3.37 Unproduktive Suchzeiten
G 3.38 Konfigurations- und Bedienungsfehler
Technisches Versagen
G 4.10
Komplexita¨t der Zugangsmo¨glichkeiten zu vernetzten IT-
Systemen
G 4.22 Software-Schwachstellen oder -Fehler
G 4.39 Software-Konzeptionsfehler
Vorsa¨tzliche Handlungen
G 5.2 Manipulation an Informationen oder Software
G 5.19 Missbrauch von Benutzerrechten
G 5.20 Missbrauch von Administratorrechten
G 5.21 Trojanische Pferde
G 5.23 Schadprogramme
G 5.28 Verhinderung von Diensten
G 5.43 Makro-Viren
G 5.48 IP-Spoofing
G 5.78 DNS-Spoofing und Pharming
G 5.87 Web-Spoofing
G 5.88 Missbrauch aktiver Inhalte
5.1.3 Maßnahmen
Um den betrachteten Informationsverbund abzusichern, mu¨ssen zusa¨tzlich zu diesem
Baustein noch weitere Bausteine umgesetzt werden, gema¨ß den Ergebnissen der Model-
lierung nach IT-Grundschutz.
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In diesem Baustein werden die fu¨r einen Webserver spezifischen Gefa¨hrdungen und Maß-
nahmen beschrieben. Daru¨ber hinaus muss fu¨r die Sicherheit des verwendeten Servers
der Baustein B 3.101 Allgemeiner Server umgesetzt werden, sowie der Baustein B 3.102
Server unter Unix. Falls das Webangebot Inhalte entha¨lt, die von einer Webanwendung
dynamisch aus einer Datenbank erzeugt werden, ist auch der Baustein B 5.7 Daten-
banken zu beru¨cksichtigen. Insbesondere dann, wenn der Webserver aus dem Internet
heraus angesprochen werden kann, sollte auch Baustein B 1.8 Behandlung von Sicher-
heitsvorfa¨llen beachtet werden.
Fu¨r die sichere Anbindung eines Webservers an o¨ffentliche Netze (z. B. das Internet)
ist Baustein B 3.301 Sicherheitsgateway (Firewall) zu betrachten, ebenso wie fu¨r den
Zusammenschluss mehrerer Intranets zu einem u¨bergreifenden Intranet.
Ein Webserver sollte in einem separaten Serverraum aufgestellt werden. Hierbei zu rea-
lisierende Maßnahmen sind in Baustein B 2.4 Serverraum beschrieben.
Planung und Konzeption
M 2.172 (A) Entwicklung eines Konzeptes fu¨r die Web-Nutzung
M 2.173 (A) Festlegung einer Web-Sicherheitsstrategie
M 2.175 (A) Aufbau eines Webservers
M 2.271 (A) Festlegung einer Sicherheitsstrategie fu¨r den WWW-Zugang
M 2.272 (A) Einrichtung eines WWW-Redaktionsteams
M 2.298 (Z) Verwaltung von Internet-Domainnamen
M 4.34 (Z)
Einsatz von Verschlu¨sselung, Checksummen oder Digitalen Si-
gnaturen
M 4.176 (B) Auswahl einer Authentisierungsmethode fu¨r Webangebote
M 5.64 (Z) Secure Shell
M 5.66 (B) Verwendung von TLS/SSL
M 5.69 (A) Schutz vor aktiven Inhalten
Beschaffung
M 2.176 (B) Geeignete Auswahl eines Internet Service Providers
Umsetzung
M 4.94 (A) Schutz der WWW-Dateien
M 4.95 (A) Minimales Betriebssystem
M 4.96 (Z) Abschaltung von DNS
M 4.98 (A) Kommunikation durch Paketfilter auf Minimum beschra¨nken
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Betrieb
M 2.174 (A) Sicherer Betrieb eines Webservers
M 2.273 (A)
Zeitnahes Einspielen sicherheitsrelevanter Patches und Upda-
tes
M 4.33 (A)
Einsatz eines Viren-Suchprogramms bei Daten-
tra¨geraustausch und Datenu¨bertragung
M 4.64 (C)
Verifizieren der zu u¨bertragenden Daten vor Weitergabe / Be-
seitigung von Restinformationen
M 4.78 (A) Sorgfa¨ltige Durchfu¨hrung von Konfigurationsa¨nderungen
M 4.177 (B)
Sicherstellung der Integrita¨t und Authentizita¨t von Software-
paketen
M 5.59 (A) Schutz vor DNS-Spoofing
Notfallvorsorge
M 6.88 (B) Erstellen eines Notfallplans fu¨r den Webserver
5.2 Datenbanken (B 5.7)
5.2.1 Beschreibung
Datenbanksysteme (DBS ) sind ein weithin genutztes Hilfsmittel zur rechnergestu¨tzten
Organisation, Erzeugung, Vera¨nderung und Verwaltung großer Datensammlungen und
stellen in vielen Unternehmen und Organisationen die zentrale Informationsbasis zu ihrer
Aufgabenerfu¨llung bereit. Ein DBS besteht aus dem so genannten Datenbankmanagement-
System (DBMS ) und einer oder mehrerer Datenbanken.
Eine Datenbank ist eine Zusammenstellung von Daten samt ihrer Beschreibung (Meta-
daten), die persistent im DBS abgelegt werden.
Das DBMS bildet die Schnittstelle zwischen den Datenbanken und dient den Benutzern
zur Daten-Verwaltung und Vera¨nderung. Die zentralen Aufgaben eines DBMS sind im
Wesentlichen die Bereitstellung verschiedener Sichten auf die Daten (Views), die Konsis-
tenzpru¨fung der Daten (Integrita¨tssicherung), die Autorisationspru¨fung, die Behandlung
gleichzeitiger Zugriffe verschiedener Benutzer (Synchronisation) und das Bereitstellen




Neben den grundlegenden Gefa¨hrdungen, die prinzipiell fu¨r IT-Systeme gelten, existieren
Gefa¨hrdungen, die speziell die Verfu¨gbarkeit von Datenbanken sowie die Vertraulichkeit
oder die Integrita¨t der gespeicherten Daten bedrohen.
Generell steht die Gefa¨hrdungslage in Abha¨ngigkeit vom Einsatzszenario und berechtig-
ten Benutzerkreis. Beispielsweise ergibt sich eine erho¨hte Gefa¨hrdungslage, wenn, anders
als gegenu¨ber identifizierbaren Benutzerkreisen innerhalb des Unternehmens, Zugriffe
anonymer Benutzern ( z. B. Internet-Zugriffe) erlaubt werden.
Ein weiterer Aspekt ergibt sich aus der steigenden Komplexita¨t des DBMS, der sich
unter anderem auch in o¨rtlich weit voneinander getrennter Datenhaltung und den damit
einhergehenden Anforderungen an sichere Kommunikationswege und konsistente Daten-
Synchronisation begru¨ndet.
Fu¨r den IT-Grundschutz von Datenbanken werden die folgenden Gefa¨hrdungen ange-
nommen:
Organisatorische Ma¨ngel
G 2.22 Fehlende Auswertung von Protokolldaten
G 2.26 Fehlendes oder unzureichendes Test- und Freigabeverfahren
G 2.38
Fehlende oder unzureichende Aktivierung von Datenbank-
Sicherheitsmechanismen
G 2.39 Mangelhafte Konzeption eines DBMS
G 2.40 Mangelhafte Konzeption des Datenbankzugriffs
G 2.41
Mangelhafte Organisation des Wechsels von Datenbank-
Benutzern
G 2.57 Nicht ausreichende Speichermedien fu¨r den Notfall
G 2.110
Mangelhafte Organisation bei Versionswechsel und Migration
von Datenbanken
Menschliche Fehlhandlungen
G 3.6 Gefa¨hrdung durch Reinigungs- oder Fremdpersonal
G 3.16
Fehlerhafte Administration von Zugangs- und Zugriffsrechten
G 3.23 Fehlerhafte Administration eines DBMS
G 3.24 Unbeabsichtigte Datenmanipulation
G 3.80 Fehler bei der Synchronisation von Datenbanken
Technisches Versagen
G 4.26 Ausfall einer Datenbank
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G 4.27 Unterlaufen von Zugriffskontrollen u¨ber ODBC
G 4.28 Verlust von Daten einer Datenbank
G 4.30 Verlust der Datenbankintegrita¨t/-konsistenz
Vorsa¨tzliche Handlungen
G 5.9 Unberechtigte IT-Nutzung
G 5.10 Missbrauch von Fernwartungszuga¨ngen
G 5.18 Systematisches Ausprobieren von Passwo¨rtern
G 5.64
Manipulation an Daten oder Software bei Datenbanksystemen
G 5.65 Verhinderung der Dienste eines Datenbanksystems
G 5.131 SQL-Injection
5.2.3 Maßnahmen
Um den betrachteten IT-Verbund abzusichern, mu¨ssen zusa¨tzlich zu diesem Baustein
noch weitere Bausteine umgesetzt werden, gema¨ß den Ergebnissen der Modellierung
nach IT-Grundschutz.
Als zentraler Informationsspeicher einer Beho¨rde oder eines Unternehmens empfiehlt
es sich, den Datenbank-Server in einem separaten Serverraum aufzustellen oder in ei-
nem zentralen Rechenzentrum unterzubringen. Zu realisierende Maßnahmen sind in den
Bausteinen B 2.4 Serverraum und B 2.9 Rechenzentrum beschrieben.
Planung und Konzeption
M 2.80 (A) Erstellung eines Anforderungskatalogs fu¨r Standardsoftware
M 2.126 (A) Erstellung eines Datenbanksicherheitskonzeptes
M 2.132 (A)
Regelung fu¨r die Einrichtung von Datenbankbenutzern/-
benutzergruppen
M 2.134 (B) Richtlinien fu¨r Datenbank-Anfragen
M 2.363 (B) Schutz gegen SQL-Injection
M 5.58 (B)
Auswahl und Installation von Datenbankschnittstellen-
Treibern
Beschaffung
M 2.124 (A) Geeignete Auswahl einer Datenbank-Software
Umsetzung
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M 2.125 (A) Installation und Konfiguration einer Datenbank
M 2.135 (C) Gesicherte Datenu¨bernahme in eine Datenbank
M 4.7 (A) A¨nderung voreingestellter Passwo¨rter
M 4.71 (C) Restriktive Handhabung von Datenbank-Links
M 4.73 (C) Festlegung von Obergrenzen fu¨r selektierbare Datensa¨tze
Betrieb
M 2.31 (A) Dokumentation der zugelassenen Benutzer und Rechteprofile
M 2.34 (A)
Dokumentation der Vera¨nderungen an einem bestehenden
System
M 2.65 (B)
Kontrolle der Wirksamkeit der Benutzer-Trennung am IT-
System
M 2.127 (B) Inferenzpra¨vention
M 2.128 (A) Zugangskontrolle einer Datenbank
M 2.129 (A) Zugriffskontrolle einer Datenbank
M 2.130 (A) Gewa¨hrleistung der Datenbankintegrita¨t
M 2.131 (C)
Aufteilung von Administrationsta¨tigkeiten bei Datenbanksys-
temen
M 2.133 (A) Kontrolle der Protokolldateien eines Datenbanksystems
M 3.18 (A)
Verpflichtung der Benutzer zum Abmelden nach Aufgaben-
erfu¨llung
M 4.67 (B) Sperren und Lo¨schen nicht beno¨tigter Datenbank-Accounts
M 4.68 (A) Sicherstellung einer konsistenten Datenbankverwaltung
M 4.69 (B) Regelma¨ßiger Sicherheitscheck der Datenbank
M 4.70 (C) Durchfu¨hrung einer Datenbanku¨berwachung
M 4.72 (Z) Datenbank-Verschlu¨sselung
M 5.117 (Z)
Integration eines Datenbank-Servers in ein Sicherheitsgateway
Notfallvorsorge
M 6.48 (A) Verhaltensregeln nach Verlust der Datenbankintegrita¨t
M 6.49 (A) Datensicherung einer Datenbank
M 6.50 (Z) Archivierung von Datenbesta¨nden
M 6.51 (B) Wiederherstellung einer Datenbank
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1
1 Ziele
Dieses Dokument beschreibt die Technologieauswahl der PG555 zur Umsetzung einer
Internetbanking-Lo¨sung fu¨r die Magnus Monetarus Bank.
Bei der Auswahl der Technologien wurde im Wesentlichen auf zwei Dinge geachtet.
Zum einen sollten die verwendeten Technologien absolut sicher sein, da dies besonders
im Rahmen von Bank-Angelegenheiten oberste Priorita¨t hat. Zum anderen sollte mit
den ausgewa¨hlten Technologien die Entwicklung einer Internetbanking-Lo¨sung mo¨glichst
einfach und komfortabel sein. Bei der Priorisierung dieser beiden Aspekte soll darauf
hingewiesen werden, dass die Sicherheit grundsa¨tzlich dem Komfort u¨bergeordnet ist.
Das Dokument ist wie folgt unterteilt. Zuna¨chst wird auf die verwendete Cloud-Software
eingegangen. Anschließend geht es um die verwendete Programmiersprache fu¨r das Server-
Backend. Weiter wird auf die verwendete Technologie fu¨r das Frontend eingegangen.
Abschließend geht es um die verwendeten Technologien zur Kommunikation unter den
Servern und um die Kommunikation mit externen Services u¨ber diverse Schnittstellen.
2
2 Cloud-Umgebung
Fu¨r die Auswahl der Cloud-Software standen nach ausfu¨hrlicher Recherche der PG555
drei Lo¨sungen zur Auswahl:
• Eucalyptus (2.0.3) 1 , 2
• OpenNebula (3.0) 3 , 4









Updates mehrmals pro Jahr unregelma¨ßig mehrmals pro Jahr
Community sehr gut sehr gut gut
kommerzielle
Version
verfu¨gbar nicht verfu¨gbar nicht verfu¨gbar
Tabelle 2: Vergleich der Cloud-Software
Es existieren neben den hier genannten Lo¨sungen eine Menge weiterer Lo¨sungen, die we-
niger bekannt und weniger verbreitet sind. Diese werden hier nicht weiter betrachtet, da
ein wesentlicher Aspekt, der der Kompatibilita¨t zu externen Cloud-Anbietern, im Vor-
dergrund steht. Durch diese Kompatibilita¨t wa¨re es mo¨glich, ohne große A¨nderungen
der Software von einer private-Cloud zu einer public-Cloud zu wechseln. Eine solche
zusa¨tzliche Option liegt sicher im Interesse des Kunden. Neben der Kompatibilita¨t spielt
auch die Regelma¨ßigkeit von Updates eine wesentliche Rolle. Auch Cloud-Software kann,
wie jede andere Software auch, nicht als vollkommen fehlerfrei angenommen werden.
Daher spielen, insbesondere fu¨r sicherheitskritische Systeme, regelma¨ßige Updates eine
wesentliche Rolle. Wie in Tabelle 2 zu sehen ist, werden sowohl Eucalytus, als auch
OpenNebula ha¨ufig mit Updates versorgt. OpenStack scheint nur in unregelma¨ßigen
Absta¨nden mit Updates versorgt zu werden. Da auch in Betracht gezogen wird, dass
die Magnus Monetarus Bank die private-Cloud selbst wartet, ist dies sicherlich ein we-
sentlicher Vorteil gegenu¨ber anderen Cloud-Systemen. In dem Kontext spielt auch die
Unterstu¨tzung durch eine Community eine Rolle. Insbesondere bei Problemen kann eine
starke und aktive Community eine erste solide Hilfestellung bilden. Fu¨r Eucalyptus steht









Aufgrund der hervorragenden Community, regelma¨ßigen Updates und die
Kompatibilita¨t zu den großen Public-Cloud-Anbietern ist Eucalyptus die
beste, und daher die von der PG555 gewa¨hlte, Cloud-Umgebung.
4
3 Model-View-Control Prinzip
Das Model-View-Control (MVC) Prinzip 7 ist ein bereits bewa¨hrtes Architekturmuster
in der Softwareentwicklung. Im Wesentlichen wird die Software in 3 Betandteile mit
unterschiedlichen Aufgaben zerlegt:
• Model
Das Model stellt das Datenmodell bereit. In den Klassen der Model-Komponente
werden lediglich Daten gehalten und verwaltet. Entsprechend ha¨ngt diese Kompo-
nente von der Steuerung (Control) und der Ansicht (View) ab.
• View
Die View-Komponente entha¨lt lediglich das Frontend, also die Benutzeroberfla¨che,
die der Nutzer beim endgu¨ltigen Produkt sieht und bedient. In dem Fall der durch
die PG555 zu entwickelnden Software stellt die Weboberfla¨che des Systemes die
View-Komponente dar. Sowohl die Kunden, als auch die Mitarbeiter wer-
den sich u¨ber diese Weboberfla¨che einloggen.
• Control
Der Controller ist zusta¨ndig fu¨r sa¨mtliche Logik und Steuerung der Abla¨ufe und
Prozesse innerhalb der Software. Er wird unter anderem durch die GUI (View-
Komponente) dazu instruiert diverse Abla¨ufe zu steuern.
Das MVC Prinzip bietet einige Vorteile gegenu¨ber anderen Architekturmustern.8 Bei-
spielsweise kann Software, die nach diesem Prinzip entworfen wurde, schneller angepasst
werden. Zum Beispiel ko¨nnte die grafische Oberfla¨che einfach durch eine andere ersetzt
werden, ohne dass die Model- oder Control-Komponente davon betroffen wa¨re. Ebenso
lassen sich A¨nderungen am Datenmodell leichter integrieren.
7na¨here Informationen sind nachzulesen unter: Praxisbuch Objektorientierung: Prinzipien, Design,
Umsetzung: OOP mit C++, Java, Ruby und C#, inkl. Aspektorientierung, (Barnhard Lahres, Gre-
gor Rayman, Galileo Computing Verlag, 2006)
8Die Vor- und Nachteile dieser Architekturmuster hier na¨her zu beleuchten, wu¨rde den Rahmen dieses
Dokumentes sprengen. Daher wird an dieser Stelle darauf verzichtet.
5
4 Server-Software (Backend)
Die Server, die innerhalb der Cloud laufen, werden vor Angriffen sicher geschu¨tzt. Die
Wahl der Programmiersprache zur Implementierung der Serversoftware spielt hier eine
wesentliche Rolle.
Um diese absolute Sicherheit zu gewa¨hrleisten, wird fu¨r die Entwicklung der
Server-Software Java (7.0.1) als Programmiersprache zum Einsatz kommen.
Diese bietet gegenu¨ber anderen Programmiersprachen, wie z.B. C++, den wesentlichen
Vorteil, dass der kompilierte Code innerhalb einer eigenen Virtual Machine la¨uft. Au-
ßerdem kann es keine sicherheitskritischen Programmierfehler geben, die z.B. durch Un-
achtsamkeiten mit dem Umgang von Zeigern entstehen ko¨nnen, da es diese erst gar nicht
in Java gibt. Ein weiterer Vorteil, der sich durch die Nutzung von Java ergibt, sind die
verfu¨gbaren Erweiterungen in puncto Sicherheit:
• Die Java Cryptography Extension (JCE) definiert Programmierschnittstellen fu¨r
diverse Verschlu¨sselungsverfahren.
• Der Java Authentication and Authorization Service (JAAS) definiert Program-
mierschnittstellen fu¨r die sichere Feststellung der Identita¨t eines Anwenders.
• Die Java Secure Socket Extension (JSSE) ermo¨glicht sichere Kommunikation u¨ber
SSL.
Um die Daten sinnvoll und effizient verwalten zu ko¨nnen, wird auf den Servern eine Da-
tenbank beno¨tigt. Bei der Auswahl wurden lediglich kostenlose Open-Source Lo¨sungen
betrachtet, um keine unno¨tigen Kostenstellen zu ero¨ffnen. Diese stehen kommerziellen
Datenbank-Lo¨sungen in nichts nach. Im Wesentlichen gibt es hier die großen und be-
kannten Datenbanken, die zur Wahl stehen:
• MySQL (5.5.19) 9
• PostgreSQL (9.1.2) 10
Hauptsa¨chlich sticht MySQL durch einen erheblichen Geschwindigkeitsvorteil gegenu¨ber
PostgreSQL hervor. MySQL weicht zwar sta¨rker vom SQL-Standard ab, ist dafu¨r aber
mit einer erheblich sta¨rkeren Community und einer wesentlich besseren Verfu¨gbarkeit
bei externen Anbietern vertreten. (siehe 3) Da bei der zu entwickelnden Internetbanking-
Software mit einem stetigen Wachstum der Kunden gerechnet werden muss, ist dies ein
nicht zu vernachla¨ssigender Vorteil. Um die Daten des Internetbanking-Servers





























Tabelle 3: Vergleich der Datenbank-Systeme
5 Entwicklung und Darstellung des Frontend
Eine Internetbanking-Anwendung verfu¨gt neben der Server-Software auch
u¨ber eine Weboberfla¨che, u¨ber die sich sowohl die Kunden einloggen ko¨nnen,
als auch die Mitarbeiter ihrer Ta¨tigkeit nachgehen ko¨nnen. Um eine reibungs-
lose Anbindung an die Java-Server-Software zu gewa¨hrleisten, wird hier als Technologie
das JavaServer Faces (JSF) Framework 11 verwendet. Mit Hilfe dieses Frameworks wer-
den wiederum JavaServer Pages erzeugt, die zur dynamischen Generierung von HTML
und XML Daten verwendet werden. Diese erzeugten Daten laufen als Java Bytecode
innerhalb eines Servlets. Somit ist auch hier wieder eine hohe Sicherheit gewa¨hrleistet.
Um der Weboberfla¨che ein interessantes Design zu geben, werden u¨bliche Techniken zum
Design einer Webseite, wie z.B. CSS 12 verwendet. Dies dient lediglich zur Darstellung




6 Sichere Kommunikation unter Servern und zu
externen Services
Ein wesentliches Sicherheitsrisiko stellt die Kommunikation unter den Servern unterein-
ander und mit externen Services, wie z.B. der Schufa dar. Entsprechend werden alle Ver-
bindungen, gegen Angriffe von Dritten, durch den Einsatz von hybrider Verschlu¨sselung,
geschu¨tzt.
Abbildung 1: U¨bersicht u¨ber die externen Schnittstellen
In der Grafik (Abb. 1) ist eine U¨bersicht der Schnittstellen zu externen Services zu se-
hen. An den Kanten stehen jeweils die Verschlu¨sselungsverfahren, die genutzt werden,
um eine sichere Kommunikation zu gewa¨hrleisten. Im Folgenden soll auf diese Kommu-
nikationsmethoden na¨her eingegangen werden:
• SSL (TLS)
SSL ist ein hybrides Verschlu¨sselungsprotokoll und basiert somit auf einem asym-
metrischen und symmetrischen Verschlu¨sselungsverfahren. Seit der Version 3.0
wird SSL unter dem Namen Transport Layer Security (TLS) weiter entwickelt. Un-
ter dem Aspekt der Sicherheit, stellt TLS das sicherste hybride Verschlu¨sselungs-
verfahren dar, das gegenwa¨rtig verfu¨gbar ist.
• HTTPS
HTTPS ist die verschlu¨sselte Variante des HTTP-Protokolls. Das TLS-Verschlu¨sse-
lungsprotokoll ist im TCP/IP-Modell oberhalb der Transportschicht und unterhalb
der Anwendungsprotokolle, wie z.B. HTTP, angesiedelt (HTTP over SSL/TLS).
HTTPS ist somit die zusammengefasste/kombinierte Version von HTTP und SSL/TLS.
8
Um die Verschlu¨sselung anzudeuten wird der Name HTTPS verwendet. Durch
diese Verschlu¨sselung wird der Datenverkehr, der z.B. zwischen Kunde und In-
ternetbanking-Server stattfindet, vor Angriffen (z.B. Abho¨ren der Netzwerkdaten)
Dritter geschu¨tzt.
• IPSec
IPSec dient zur sicheren Kommunikation unter Gewa¨hrleistung von Vertraulich-
keit, Authentizita¨t und Integrita¨t. Im Gegensatz zu SSL/TLS arbeitet IPSec direkt
auf der Vermittlungsschicht der TCP/IP-Modells.
• FinTS
Financial Transaction Services (FinTS) ist der Nachfolger des verbreiteten HBCI-
Standards zur Kommunikation mit Banken.
FinTS ist als Baukasten-System aufgebaut und unterstu¨tzt beispielsweise Ver-
fahren, wie das PIN/TAN-Verfahren und die SECCOS-HBCI-Signaturkarte als
mo¨gliches einheitliches Sicherheitsmedium.
• EBICS
EBICS steht fu¨r Electronic Banking Internet Communication Standard und ist ein
Standard zur U¨bertragung von Zahlungsverkehrsdaten im Internet. Das Verfahren
ist nach aktuellem Stand der Technik sicher, da die Daten in einem XML-Container
u¨ber HTTP mit einer TLS-Verschlu¨sselung versendet werden.
9
7 Frameworks und Extensions
Zur Entwicklung des Bankingsystems werden mehrere Frameworks verwendet. Diese
bieten den Vorteil, dass auf diverse bereits implementierte Funktionen zuru¨ckgegriffen
werden kann. Abha¨ngig davon, welches Framework man fu¨r einen bestimmten Zweck
einsetzt, sind die enthaltenen Funktionen sehr weit entwickelt und mehrfach erprobt. Im
Folgenden werden die von der PG555 verwendeten Frameworks vorgestellt:
• Spring (3.0.6) 13
Spring ist ein Framework fu¨r die Java-Plattform und bietet fu¨r diverse Problem-
stellungen, die wa¨hrend der Entwicklung von Software in Java auftreten ko¨nnen,
Lo¨sungen. Im Vordergrund steht hierbei die Vereinfachung der Entwicklung. Durch
eine breit gefa¨cherte Auswahl von Erweiterungen fu¨r das Spring Framework gibt
es auch die Mo¨glichkeit das Framework in Verbindung mit JavaServer Faces zur
Entwicklung von Webapplikationen einzusetzen.
• Java Cryptography Extension (JCE)14
Die JCE ist, wie der Name schon sagt, eine Extension fu¨r Java, welche diver-
se kryptographische Implementierungen beinhaltet. Im Wesentlichen bietet die
JCE Lo¨sungen fu¨r Aufgaben aus den Bereichen Verschlu¨sselung, Kommunikations-
Authentifizierung und Schlu¨sselverwaltung. Genauer bietet die JCE folgende Diens-
te, die fu¨r die Entwicklung von sicherheitskritischen Systemen relevant sind:
– Cypher
Cypher bietet sowohl symmetrische, als auch asymmetrische kryptographische
Algorithmen zur Verschlu¨sselung an.
– Key Management
Key Management bietet Lo¨sungen fu¨r die Schlu¨sselgenerierung zum sicheren
Aushandeln von Schlu¨sseln und zum Zerlegen der Schlu¨ssel in ihre Bestand-
teile.
– Message Authentication Codes





8 Business Process Mining
Um den sicheren Ablauf des Systems zu gewa¨hrleisten, werden sa¨mtliche Vorga¨nge und
Prozesse protokolliert. Um die Prozesse innerhalb des Onlinebanking-System auf An-
omalien zu pru¨fen, mu¨ssen die erhobenen Daten mit einem Referenzmodell verglichen
werden.
Leider ist das Angebot an kostenlosen oder zumindest gu¨nstigen Lo¨sungen zur Durchfu¨hrung
von Business Process Mining sehr begrenzt. Somit fa¨llt beispielsweise die ARIS-Familie
der Software AG aufgrund des hohen Kostenaufwands heraus. Als einzige anwendbare
Lo¨sung blieb lediglich ProM (Version 6.1) der TU Eindhoven. Mit Hilfe dieser Software
kann aus Event-Log Daten ein Modell erstellt werden. In unserem Fall wird aus den
Event-Logs ein Petri-Netz erzeugt. Um dieses erzeugte Petri-Netz auf Anomalien zu
pru¨fen, muss es mit einem Referenz-Petri-Netz verglichen werden.
Dieses Referenz Petri-Netz kann sowohl manuell erstellt werden, als auch automatisch
aus einem Event-Log aus korrekten Prozessen erzeugt werden.
Damit ProM die protokollierten Daten verarbeiten kann, mu¨ssen diese in dem XML




Das Testen der Software stellt einen wesentlichen Bestandteil des Entwicklungszyklus
dar. Somit ist es unverzichtbar und insbesondere im Rahmen einer cloudbasierten Inter-
netbankinglo¨sung ein Aspekt mit sehr hoher Priorita¨t.
Je nach Anwendungsdoma¨ne werden unterschiedliche Testumgebungen und Werkzeuge
beno¨tigt:
• Tests auf Korrektheit
Grundlegend eignet sich JUnit (4.10) 15 als Testumgebung fu¨r Java Projekte, in
denen man Komponenten- und Integrationstests durchfu¨hrt. Da wir zusa¨tzlich
Bestandteile von Java EE durch JSF verwenden, wird zusa¨tzlich das Tool Cactus
(1.8.1) eingesetzt. Bei Cactus 16 handelt es sich um eine speziell angepasste Version
von JUnit fu¨r Java EE. Da auch die Oberfla¨che auf Korrektheit gepru¨ft werden
soll, kommt zusa¨tzlich Selenium (2.11.0) 17 zum Einsatz. Selenium bietet z.B. die
Mo¨glichkeit das Durchklicken der Oberfla¨che (z.B. um die Korrektheit dieser zu
pru¨fen) zu automatisieren.
• Tests auf Sicherheit
Sicherheitstests sind sehr vielseitig. Daher werden auch eine Vielzahl von Werkzeu-
gen eingesetzt, um eine bestehende Sicherheit zu garantieren und nachzuweisen.
– Application Vulnerabilty Scanner
Einen ha¨ufigen Schwachpunkt bei Webservices stellen Sicherheitslu¨cken in
der verwendeten Server-Software dar. Um mo¨gliche Sicherheitslu¨cken im von
der PG555 erstellten System, ausfindig zu machen, werden Werkzeuge ein-
gesetzt, mit denen Software auf bereits bekannte Sicherheitslu¨cken gepru¨ft
werden kann. Das wohl bekannteste und von uns eingesetzte Werkzeug ist
das Metasploit-Framework (4.1). 18
– Web Vulnerability Scanner
Sensible Daten wie z.B. Kundendaten mu¨ssen optimal geschu¨tzt sein. Da-
mit Dritte nicht unbefugt u¨ber Schwachstellen innerhalb der Webseite auf
Datenbanken z.B. u¨ber SQL-Injection 19 zugreifen ko¨nnen, wird das Web-







20w3af ist solch eine Tool: http://w3af.sourceforge.net/
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10 Entwicklungsumgebung
Zur Entwicklung des Projektes wird die integrierte Entwicklungsumgebung (IDE) Eclip-
se (3.7) 21 verwendet. Der wesentliche Vorteil ist, dass diese Entwicklungsumgebung
hauptsa¨chlich zur Entwicklung von Java-Anwendungen entworfen wurde (inzwischen
unterstu¨tzt diese diverse andere Programmiersprachen) und sie sich durch eine Vielzahl
von Plugins erga¨nzen la¨sst. Im Wesentlichen soll die Entwicklungsumgebung folgende
Punkte gewa¨hrleisten:
• Maximale Unterstu¨tzung des Entwicklers
Dies wird bei Eclipse unter anderem durch die automatische Code-Vervollsta¨ndigung
geleistet. Eine weitere Erleichterung ist, dass Projekte direkt aus der IDE kompi-
liert und getestet werden ko¨nnen.
• Anbindung an eine Versionsverwaltung
Durch diverse Plugins kann eine Anbindung an das SVN 22 der PG555 erfolgen.
Somit werden aktuelle Entwicklungsfortschritte zentral gespeichert und dem Rest
des Teams zuga¨nglich gemacht. Dies bietet gleich mehrere Vorteile, wie die Funk-
tion eines Backups oder des Wiederherstellens von a¨lteren Versionen einer Datei.
Daru¨ber hinaus kann jederzeit nachvollzogen werden, was, wann, von wem gea¨ndert
wurde.
• Qualita¨tskontrolle
Um eine fu¨r alle Teammitglieder akzeptable Qualita¨t des geschriebenen Quell-
codes zu gewa¨hrleisten, ist eine Konvention erstellt worden, die beschreibt, wie
geschriebener Quellcode auszusehen hat. Dies bringt diverse Vorteile, wie z.B. eine
erho¨hte Lesbarkeit und Wartbarkeit des Quellcodes, was das Arbeiten fu¨r andere
Teammitglieder erheblich erleichtert. Auch dies kann durch ein Plugin fu¨r Eclipse
sichergestellt werden. Sollte die Konvention nicht eingehalten worden sein, kann
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