Introduction and Preliminaries
Let A be the class of functions analytic in the open unit disk U := {z : z ∈ C and |z| < 1}, normalized by the condition f (0) = 0, f ′ (0) = 1 and has the Taylor-Maclaurin series of the form:
Let S be the subclass of A consisting of univalent functions. Suppose that f and g are in A. We say that f is subordinate to g, (or g is superordinate to f ), write as
if there exists a function ω ∈ A, satisfying the conditions of the Schwarz lemma ( i.e. ω(0) = 0 and |ω(z)| < 1) such that f (z) = g(ω(z)) (z ∈ U).
It follows that
f (z) ≺ g(z) (z ∈ U) =⇒ f (0) = g(0) and f (U) ⊂ g(U).
In particular, if g is univalent in U, then the reverse implication also holds (cf. [28] ). Denote P, the class of functions φ which is analytic in U and is of the form
with φ(0) = 1 and ℜ(φ(z)) > 0.
If f and g are functions in A and given by the power series f (z) = z + ∞ n=2 a n z n and g(z)
then the Hadamard product (or Convolution) of f and g denoted by f * g, is defined by (f * g)(z) = z + ∞ n=2 a n b n z n = (g * f )(z) (z ∈ U).
Note that f * g ∈ A.
For the complex parameters a, b and c with c = 0, −1, −2, −3, · · · , the Gauss hypergeometric function denoted by 2 F 1 (a, b, c; z) and is defined by In terms of Gauss hypergeometric function and convolution, Hohlov (cf. [12] , [13] ) introduced and studied a linear operator denoted by I , the well known Bernardi integral operator (cf. [4] , also see [47] ). (4) I 2−α 2,1 := Ω α z , the fractional differential operator (cf. [39] ), also renamed as OwaSrivastava fractional differential operator (cf. [29] [30] [31] ).
(5) I n+1 2,1 := I n , the Noor integral operator (cf. [38] , also see [32] ). (6) I λ+1 µ,1 := I λ,µ , the well known Choi-Saigo-Srivastava operator (cf. [8] ). (7) I 3 1,2 := L, is the Libera integral operator (see [47] ). 
dt is its inverse transform (see [10] ).
By using Hohlov operator, we now defined a new subclass of A as follows: Definition 1.1. A function f ∈ A is said to be in the class R takes all values to the bounded region by the right half plane of the lemniscate of Bernoulli given by,
In terms of subordination, we have f ∈ R c a,b if it satisfies 
The family R 1 2,1 is recently studied by Sahoo and Patel [45] which is close-to-convex and hence univalent. 
Note that, the family R [5] , [9] , [17] [18] [19] [20] [21] , [30] , [33] , etc. For a systematic survey on Fekete-Szegö problem of classical subclasses of S we refer [46] . In [46] , Srivastava et al. held that the inequality was sharp, however recently Peng (cf. [41] ) showed that the extremal function given there for the case of µ ∈ (2/3, 1] is not sharp. Cho et al. [7] obtained Fekete-Szegö inequalities for close-to-convex function with respect to a certain convex function which improve the bound studied in [46] . Another way to investigate the sharp bound for the non linear functional is by using Hankel or Toeplitz determinant. Recalling the q th Hankel determinant of f for q ≥ 1 and n ≥ 1 which is introduced and studied by Noonan and Thomas [36] as
This determinant has been studied by several authors including Noor [37] with the subject of inquiry ranging from the rate of growth of H q (n) (as n → ∞) to the determinant of precise bounds with specific values of n and q for certain subclasses of analytic functions in the unit disk U. For q = 2, n = 1, a 1 = 1, then the Hankel determinant simplifies to
Hankel determinant H 2 (1) was considered by Fekete and Szegö [10] and refer to H 2 (2) as the second Hankel determinant. It is known (cf. [11] ) that if f is univalent in U then the sharp upper inequality H 2 (1) =| a 3 − a 2 2 |≤ 1 holds. In [15] , Janteng et al. obtained sharp bounds for the functional H 2 (2) for the function f in the subclass RT of S, consisting of functions whose derivative has a positive real part introduced by Mac Gregor [27] . They shown that for every f ∈ RT , H 2 (2) =| a 2 a 4 − a 2 3 |≤ 4/9. They also found the sharp second Hankel determinant for the classical subclass of S, namely, the class of starlike and convex functions respectively denoted by S * and K (cf. [16] 
> p cos α. Similar coefficient bounds are obtained for various other subclasses of analytic functions which is defined by using suitable linear operators (see [1] , [22] , [34] , [35] , [48] , [49] , etc). We also consider the Hankel determinant in the case of q = 3 and n = 1, denoted by H 3 (1), given
2 ). Clearly,
In [2] , Babalola showed that all the functional on right hand side of (1.6) is sharp for function belongs to the class RT , S * and K. Recently Bansal et. al. [3] and Raza and
Malik [42] obtained the bound |H 3 (1)| for certain subclasses of analytic univalent functions.
In our present investigation, following the techniques adopted by Libera and Zlotkiewicz (cf. [24] , [25] ), for functions belongs to the family R c a,b , the Fekete-Szegö problem is completely solved for both real and complex parameter. All the extremal functions are presented in terms of Gauss Hypergeometric functions and convolution. Secondly, using the techniques of Hankel determinant, the sharp upper bound for the non linear functional |a 2 a 4 − a 2 3 | is derived. Motivated by the work of Babalola [2] we found the sharp upper bound to the |H 3 (1)| for the function belonging to the class R c a,b related with lemniscate of Bernoulli. Sufficient condition for functions to be in R c a,b is also presented. To establish our main results, we need the following lemmas: Lemma 1.5. (cf. [10] , [24] [25] [26] ) Let the function φ ∈ P, given by (1.2). Then
for some complex numbers x, z satisfying |x| ≤ 1 and |z| ≤ 1. The estimates in (1.7) and (1.8) are sharp for the functions given by
Lemma 1.6. (cf. [26] ) Let φ ∈ P and of the form (1.2), then Moreover, when 0 < ν < 1, although the above upper bound is sharp, it can also be improved as follows:
and
Main Results
Unless otherwise mentioned, throughout this sequel we assume that both a, b ≥ c > 0.
We begin with the proof of Fekete-Szegö problem for the class R 
The estimate (2.1) is sharp. 
So now using (2.2) and definition of subordination that satisfies, the relation
where w is analytic in U and satisfies the conditions of Schwarz lemma w(0) = 0 and | w(z) |< 1. Setting
implies that φ ∈ P. From the above expression, we get
Which upon simplification and comparing the co-efficient of z, z 2 , z 3 both side of (2.4) yields.
(2.5) 
The estimate (2.1) is sharp for the function f ∈ A defined in U by
This completes the proof of Theorem 2.1.
For µ = 1, the bound |H 2 (1)| directly follows from Theorem 2.1. given by
. . The estimate for | a 2 | is sharp when f is defined by
and the estimate for | a 3 | is sharp for the function g defined by
We will proceed this Theorem in the case of µ ∈ R. 
The estimate is sharp for the functions f defined in U by
Proof. Since from (2.8), we have
The result follows upon applications of Lemma 1.6 in (2.8). This completes the proof of Theorem 2.8.
Remark 2.9. Putting b = 1 in the Theorem 2.8, we obtained the recent result, due to Patel and Sahoo (cf. [40] , Corollary 5).
In the following theorem, we find sharp upper bound to the second Hankel determinant for the class R 
The estimate in (2.9) is sharp for the functions g, given by
Proof. Let the function f ∈ R c a,b . From (2.5), (2.6) and (2.7), we get (2.10)
.
Since the function φ(z) ∈ P. We assume that p 1 > 0 and p 1 = p (0 ≤ p ≤ 2). Now by using (1.9) and (1.10) in (2.10), we get
for some x (| x |≤ 1) and for some z (| z |≤ 1). Applying the triangle inequality in (2.11) and replacing | x | by y in the equation , we get 
Differentiating (2.13) partially w.r.t. p and equating to zero yields,
which implies that either p = 0 or
.
Further, we have F ′′ (0) < 0. Thus the maximum value of F is attained at p = 0. Therefore, the upper bound in (2.12) corresponds to p = 0 and y = 1 becames
This completes the proof of Theorem 2.10. 
The estimate (2.14) is sharp.
Proof. Using (1.10) in (2.7), we assume that p 1 > 0 and write p 1 = p (0 ≤ p ≤ 2), then we deduce that
for some x (| x |≤ 1) and for some z (| z |≤ 1). Applying the triangle inequality and replace
We next maximize the function G(p, y) on the closed
for 0 < p < 2 and 0 < y < 1; it follows that G(p, y) can't have a maximum value in the
where
We further note that,
for p = 0 or p = 32/3. Since
the function F attains maximum value at p = 0. Thus, the upper bound of the function G corresponding to p = y = 0. Therefore, putting p = y = 0 in (2.16), we get
The estimate in (2.18) is sharp for the function f defined by,
This completes the proof of Theorem 2.12. × (3c(a + 2) + 9a(c + 2)) + 15(c) 4 (c) 2 3072(a) 2 (a) 4 .
Finally, we have following sufficient condition for a function in A to be in the class R 
