Inverse problems of recovering the coefficients of discontinuous Sturm-Liouville problems with the eigenvalue parameter linearly contained in one of the boundary conditions are studied:
Introduction
We consider the Sturm-Liouville problem (1.1) With the eigenparameter dependent boundary conditions: 
Where ( ) ( ) is a real-valued function, and For simplicity we use the notation ( ( ) ) for the problem ( ) ( ) Boundary value problems with discontinuities inside the interval often appear in Mathematics, mechanics, physics, geophysics and other branches of natural sciences. As a rule, such problems are connected with discontinuous material properties. The inverse problem of reconstructing the material properties of a medium from data collected outside of the medium is of central importance in disciplines ranging from engineering to the geosciences. The inverse problem of recovering higher-order differential operators from the Weyl functions has been studied in [17] . In [1] the Sturm-Liouville problem with discontinuities in the case when an eigenparameter linearly appears not only in the differential equation but it also appears in both of the boundary conditions is investigated. Paper [14] is devoted to the study of inverse problems by (i) one spectrum and a sequence of norming constants; (ii) two spectra. We will first start in section 2 to obtain the spectral properties of L and study the asymptotic behavior of eigenvalues, eigenfunction and norming constants with discontinuity in an interior point on ( ) In section 3 we study the inverse problem of recovering the pair ( ( ) ) of the from ( ) ( ) from the given Weyl function ( ). For this purpose we will use the method of spectral mappings for SturmLiouville operators on interval ( ) ( ) and using the solution of the main equation, we provide algorithm 3.1 for the solution of the inverse problem. In section 4 we construction Sturm-Liouville equation with spectra data by algorithm ( )
We refer to the somewhat complementary surveys in [1, 14, 3, 4, 8, 9, 11, 14, 15, 18] and [20] for further aspects of this field. For general background on inverse Sturm-Liouville problems we refer (e.g.) to the monographs [7, 10, 12, 17, 19] and [21] .
Properties of the spectrum
Let ( ) and ( ) be the solutions of ( ) satisfying the initial conditions
From the linear differential equations we obtain the Wronskian
Is constant on ( ) ( )for two solutions satisfying the transmission conditions ( ). Moreover, we set
Then ( ) is an entire function whose roots coincide with the eigenvalues of . Let the inner product in the Hilbert space ( ) be define by
) and
We define the operator T acting in such that
It is easy to see that the set of functions are orthogonal function, i.e.
〈 〉
By attaching a subscript 1 or 2 to the functions and , we mean to refer to the first subinterval [0, a) or to the second subinterval ( ] Therefore we see that
Therefore, we define norming constants by
Where ( ) and ( ) are defined in Theorem 2.2.
Remark 2.1
The numbers are called the spectral data of the problem
Theorem 2.2
The following asymptotic forms hold
Proof By using the similar proof of [17] we obtain
From ( ) and ( ) ( ) we get
Where is sufficiently small and are the zeros of ( ) except 0 . Since, ( 
Reconstruction by Weyl M-function
Using properties of the spectrum the Weyl m-function [13] , we can write
Also asymptotic expansion have been obtained
Let ( ) be a solution of ( ) subject to the initial conditions ( ) ( ) and the jump conditions ( ) The function ( ) can be represented as
Where the functions ( ) and ( ) are called the Weyl solution and the Weyl function for the boundary value problem . Now, we prove the uniqueness theorem for the solution of the inverse problem. We agree together a boundary value problem ̃ of the same form but with different
Proof. Let us define the matrix ( ) [ ( )]
by the formula
Using ( ) and ( ) we have, 
and similarly ( ̃( ) ̃( )) , we have ( ) . So from ( ) we obtain, ( ) ̃( ) and ( ) ̃( ) for all and . Consequently, ̃ Now we construct the solution of the inverse problem. For this work first we denote In the following figure we have the contour where is a bounded closed contour encircling the set ( ) and is the two-sided cut along the arc Theorem 3. 3 The following relations hold (3.14)
The relation ( ) is called the main equation of the inverse problem.
Proof. For , 
By virtue of ( ) and ( )
Taking ( ) into account we get
In view of ( ) this yields ( ). According to ( ) and the proof of Lemma (1.6.3, in [6] ) we arrive at
In view of ( ) and ( ) this yields ( ) 
Also we obtain analogously ̃ ( ) ( ) Thus,
Where E is the identity operator, Hence the operator ̃ has a bounded inverse operator, and the main equation ( ) is uniquely solvable for each fixed Analogously For relation ( ) is uniquely solvable.
Theorem 3.5
The following relations hold
Proof. By ( ) ( ) and ( ) we get
In ( ) we replace the second derivatives by using equation( ) and so we replace ( ) using (3.14).This yields 
Reconstruction by spectral data
Let two sequences of real numbers and ( ) with the following Properties be given 
The following relation holds
Proof By virtue of ( ) we have
Denote ̃ From ( ) and ( ) we have Substituting into ( ) we obtain
Taking ( ) into account we calculate
Or, in view of ( ) 
by the formulae
we also define the block matrix
By the formulae
Analogously we define ̃( ) ̃ ( ) by replacing in the previous definitions ( ) by ̃ ( ) and ( ) by ̃ ( ) also we have (4.14) ( 
Now, we get the following algorithm for the solution of the inverse problem of recovering from the given spectral data 
