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A bstract
In this thesis, most commonly encountered video compression techniques and international 
coding standards are studied. The study leads to the idea of a reconfigurable codec 
which can adapt itself to the specific requirements of diverse applications so as to achieve 
improved performance.
Firstly, we propose a multiple layer affine motion compensated codec which acts as a 
basic building block of the reconfigurable multiple tool video codec. A detailed investiga­
tion of the properties of the proposed codec is carried out. The experimental results reveal 
that the gain in coding efficiency from improved motion prediction and segmentation is 
proportional to the spatial complexity of the sequence being encoded.
Secondly, a framework for the reconfigurable multiple tool video codec is developed 
and its key parts are discussed in detail. Two important concepts virtual codec and virtual 
tool are introduced. A prototype of the proposed reconfigurable multiple tool video codec 
is implemented. The codec structure and the constituent tools of the codec included in 
the prototype are extensively tested and evaluated to prove the concept. The results con­
firm that different applications require different codec configurations to achieve optimum 
performance.
Thirdly, a knowledge based tool selection system for the reconfigurable codec is pro­
posed and developed. Human knowledge as well as sequence properties are taken into 
account in the tool selection procedure. It is shown that the proposed tool selection 
mechanism gives promising results.
Finally, concluding remarks are offered and future research directions are suggested.
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C hapter 1
Introduction
1.1 T h e P rob lem  o f D ig ita l O b esity
W ith the fast development of telecommunication and entertainment industry in multime­
dia environment, many new services, such as video-telephone, video-mobile phone, video 
compact disc (CD), Internet Television (TV), video on demand, etc., require efficient 
visual signal transmission and storage in digital form. Simply digitising traditional video 
signal such as analogue TV or using directly the output of digital cameras can only meet 
the requirements of a very small spectrum of applications as the excessive amount of 
data created by digital video would quickly saturate the media resources. Here are two 
examples:
Example 1: Digitisation of standard colour TV broadcasting signal. Suppose that the 
bandwidth of TV signal is 6.5 megahertz (MHz), using 8 bit analogue to digital (A/D) 
converter, the minimum bit rate will be 104 megabits-per-second (Mbps) as shown in 
Table 1.1.
Example 2: Digital image sequences at 25 frame/second using 4:2:0 colour space. The 
bit rate for the quarter common intermediate format (QCIF), common intermediate format 
(CIF) and (CCIR) 601 size image sequences are shown in Table 1.2.
As we can see, the bit rates of digitised video signals range from 7.6 to over 120 Mbps. 
On the other hand, the available channel capacity is about 28.8 kbps in today’s Public
Bandwidth 6.5 MHz
Sample Rate 13 MHz
A/D Precision 8 bits
Bit Rate 104 Mbps
Table 1.1: Digital colour TV broadcasting signal
1.2: Possible Solutions
Image size QCIF CIF CCIR
Luminance Dimension 176x144 352x288 704x576
Chrominance Dimension 88x72 176x144 352x288
Components Depth 8 bits 8 bits 8 bits
Bit Rate 7.603Mbps 30.413 Mbps 121.651 Mbps
Table 1.2: Bit rate of digital image sequences
Switching Telephone Network (PSTM) using a modem. Even in an Integrated Service 
Digital Network (ISDN), the channe capacity for a single telephone is 64 kbps. In other 
words, even at its lower bound, one leeds 264 PSTN or 119 ISDN telephone channels to 
transm it a single digitised TV video i ignal. It is obvious that such a high bit rate signal is 
far beyond any practical use of the ciannel resources. The solution is to use compression 
techniques to reduce the bit rate. According to a report in Business Week, Feb. 14, 1994, 
’’The biggest obstacle to the vaunted multimedia revolution is digital obesity. T hat’s 
the bloat that occurs when pictures, sound and video are converted from their natural 
analogue form into computer language for manipulation or transmission. ... Compression, 
a rapidly developing branch of mathematics, is putting digital on a diet. ... Its popularity 
is rooted in economics: compression lowers the cost of storage and transmission by packing 
data into a smaller space. Many new electronic products and services simply couldn’t exist 
without it.”
In the following section, we will give an overview of the possible solutions to the 
digital obesity problem for video signals (1.2). A brief review of current international 
standards for video coding is given in section 1.3. Advantages and disadvantages as well 
as application ranges of the current video coding standards are also discussed. Finally, an 
overview of this thesis is given in section 1.4.
1.2 P ossib le S olutions
Video compression technology, one of the most active research areas, provides possible 
solutions to the digital obesity problem for video signals. Past research from psychophysics 
tells us that the bandwidth of the human visual system is not greater than 100 bits per 
second (bps). A statistical analysis of video signal also indicates that there is a very 
strong correlation in both spatial domain and temporal domain. This means that very 
large redundancy exists in the video signal. Theoretically, such a signal can be compressed 
to a very high degree without a significant loss of its quality.
One of the possible solutions is to use statistical dependency or deterministic self­
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similarity to achieve compression. As the waveform of the signal is preserved, in the 
compression process, this kind of approaches are called waveform based compression. In 
Chapter 2, we will examine some waveform based compression techniques.
Another possible solution is to build a generation model for the signal and use a set 
of parameters (which usually require a fewer bits to transmit) to regenerate the signal at 
the receiver side. This approach is called model based compression or analysis-synthesis 
compression. It does not necessarily have to generate exactly the same or very close 
waveform to the original signal, but the final receiver (human) should be able to interpret 
the signal correctly without difficulty.
The third one is a mixture of waveform and model-based compression methods. It takes 
advantage of the high compression ratio offered by model based methods and retains the 
natural feel of waveform based methods.
In image sequence compression, model based methods are still in a very preliminary 
stage of development and do not appear usable in any real-time communications. The cur­
rent efforts still focus on the waveform based approaches. Several international standards 
have been set up for waveform based approaches to facilitate the information exchange 
between different hardware/ software vendors. In the next section, we will briefly review 
the current video coding standards and the upcoming MPEG-4.
1.3 C oding Standards
The current video coding standards are drafted by the International Standardisation Or­
ganisation (ISO) Motion Picture Expert Group (MPEG) and International Telecommu­
nication Union (ITU) (H.261 and H.263). These standards strictly define the bit-stream 
structure being used by encoder and decoder so that the compressed information between 
the hardware/software products of different vendors can be interchanged. The standards 
also define the compression techniques and the codec structure. However, the implement­
ation details are left to developers and manufacturers.
1 .3 .1  M P E G -1
MPEG-1 was optimised for CD-ROM or applications at about 1.5 Mbps. Video was 
strictly non- interlaced (i.e. progressive). It starts with a relatively low resolution video 
sequence (possibly decimated from the original) of about 352 by 240 pixels by 30 frames/s 
(US standard, different numbers for Europe), but includes the original high quality audio. 
The images are in colour, but converted to the YUV space, and the two chrominance
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channels (U and V) are decimated further to 176 by 120 pixels.
The basic scheme of MPEG-1 is to predict motion from frame to frame in the temporal 
domain, and then to use discrete cosine transform (DCT) to reduce the redundancy in 
the spatial domain. The DCT is performed on 8x8 blocks, and the motion prediction 
is based on 16x16 blocks of pixels of the luminance (Y) channel. The DCT coefficients 
(of either the actual data, or the prediction errors) are quantised, and as a result many 
of the coefficients will then end up being zero. The quantisation can change for every 
macroblock (a macroblock is 16x16 pixels of Y and the corresponding blocks of 8x8 pixels 
in both U and V). The results of the process, which includes the DCT coefficients, the 
motion vectors, and the quantisation parameters, is Huffman coded using fixed tables. 
The DCT coefficients have a special Huffman table that is two-dimensional in which one 
code specifies a run-length of zeros and the non-zero value that ended the run. Also, the 
motion vectors and the DC components of DCT are coded by Differential Pulse Code 
Modulation(DPCM).
1 .3 .2  M P E G -2
Conceptually MPEC-2 is similar to MPEC-1, but includes extensions to cover a wider 
range of applications. The primary application targeted during the MPEC-2 definition 
process was the all-digital transmission of broadcast TV quality video at coded bit rates 
between 4 and 9 Mbps. However, the MPEC-2 syntax has been found to be efficient for 
other applications such as those at higher bit rates and sample rates (e.g. High definition 
television (HDTV)). The most significant enhancement over MPEC-1 is the addition of 
syntax for efficient coding of interlaced video.
1 .3 .3  M P E G -3
MPEC-3 was targeted for HDTV applications with sampling dimensions up to 1920 x 
1080 X 30 Hz and coded bit rates between 20 and 40 Mbps. It was later discovered that 
with some (compatible) fine tuning, MPEC-2 and MPEC-1 syntax worked very well for 
HDTV video. The key was to maintain an optimal balance between the sample rate and 
coded bit rate.
HDTV is now part of the MPEC-2 High-1440 Level and High Level toolkit. Therefore, 
the effort on MPEC-3 is now terminated.
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1 .3 .4  H .261
H.261 targets video-conference applications at the rate of P x 64 kilobits per second (kbps) 
which is a multiple of the basic Pulse Code Modulation(PCM) digital telephone channel 
(known as B channel). It uses a macroblock structure to combine the luminance signal 
and chrominance signal into a single colour space as in MPEG. A fixed quantisation table 
is shared by all macroblocks for DOT coefficients.
H.261 is intended for teleconferencing applications where motion is naturally more lim­
ited. Motion vectors are restricted to a range of 4-/- 15 pixels. The accuracy is reduced 
since H.261 motion vectors are restricted to integer-pixel accuracy. Other syntactic differ­
ences as compared with MPEG video include: no bidirectional interpolated picture type 
(B pictures), a different quantisation method.
1 .3 .5  H .263
H.263 is targeted for low bit rate video communication. The basic configuration reflects 
the H.261 video codec with enhanced features for more efficient compression of video data. 
The codec can operate on five standardised picture formats: sub-QCIF (128 x 96), QCIF 
(176 X 144), GIF (352 x 288), 4CIF (704 x 576) and 16CIF (1408 x 1152).
As in H.261, a hybrid of inter-picture prediction to utilise the temporal redundancy 
and transform coding of the remaining signal to reduce the spatial redundancy is adopted. 
Motion is compensated to half-pixel accuracy as opposed to H.261 where full-pixel accuracy 
and a loop-fllter are used. The symbols to be transmitted are encoded using variable length 
coding. Apart from the basic configuration, four negotiable coding options are included 
further to improve the coding efficiency. They are:
• U n re s tr ic te d  M otio n  V ecto r (U M V ) m ode In this mode motion vectors are 
allowed to point outside the picture. The edge pixels are used as prediction for 
the " not existing” pixels. W ith this mode a significant gain is achieved if there is 
movement along the edge of the pictures, especially for the smaller picture formats. 
Additionally, this mode includes an extension of the motion vector range so that 
larger motion vectors can be used. This is especially useful in the case of camera 
movement.
• S yn tax -b ased  A rith m e tic  C oding  m ode Arithmetic coding is used instead of 
Huffman coding to encode symbols. The Peak Signal to Noise Ratio (PSNR) and 
reconstructed frames will be the same, but fewer bits will be produced (about 5 to 
15 % reduction).
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• A dvanced  P re d ic tio n  m ode This option means that overlapped block motion 
compensation (OBMC) is used for the Predicted pictures(P-pictures). Four 8x8 
vectors instead of one 16x16 vector are used for some of the macroblocks in the 
picture, and motion vectors are allowed to point outside the picture as in the UMV 
mode above. The encoder has to decide which type of vectors to use. Four vectors 
use more bits, but give better prediction. The use of this mode generally gives a 
considerable improvement, especially subjectively because OBMC results in reduced 
blocking artifacts.
•  P B -fram e  m ode A PB-frame consists of two pictures being coded as one unit. The 
name PB comes from the name of picture types in MPEG where there are P-picture 
and Bidirectional-interpolated-pictures (B-picture). Thus a PB-frame consists of 
one P-picture which is predicted from the last decoded P-picture and one B-picture 
which is predicted from both the last decoded P-picture and the P-picture currently 
being decoded. This last picture is called a B-picture, because parts of it may be 
bidirectionally predicted from the past and future P-pictures. For relatively simple 
sequences, the frame rate can be doubled with this mode without increasing the 
bitrate substantially. For sequences with a lot of motion, PB-frames do not work 
as well as B-pictures in MPEG. This is because there are no separate bidirectional 
vectors in H.263. The forward vectors for the P-picture are scaled and added to 
a small delta-vector. The advantage over MPEG is much less overhead for the B- 
picture part, which is really useful for the low bitrates and relatively simple sequences 
most often generated by video-phones.
H.263 is now used as the anchor algorithm in MPEG-4 development for very low bitrate 
video coding. It can deliver a reasonably good image quality at 10kbps for video-conference 
type sequences.
1 .3 .6  M P E G -4
MPEG-4 aims to establish universal, efficient coding of different forms of audio-visual 
data, called audio-visual objects. Conceptually, it is quite different from the previous 
MPEG standards. In fact, MPEG-4 intends to provide a universal codec which not only 
covers all previous coding standards but also provides a much wider application range. 
The audio-visual objects can be of natural or synthetic origin. To achieve the goal, two 
basic elements are defined:
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• A set of coding tools for audio-visual objects capable of providing support to different 
functionalities such as object based interactivity and scalability, and error robustness, 
in addition to efficient compression.
• A syntactic description of coded audio-visual objects, providing a formal method for 
describing the coded representation of these objects and the methods used to encode 
them.
The coding tools will be defined in such a way that users can put several standard 
MPEG-4 tools together to satisfy specific user requirements. The syntactic description 
will be used to convey to a decoder the choice of tools made by the encoder. It can also 
be used to describe new algorithms which is an organised collection of tools and download 
their configuration to the decoding processor for execution.
The bitrate range of MPEG-4 video covers: below 64kbps (low), 64-384 kbps (interme­
diate) and 384 kbps - 1.8 Mbps (high). As far as real time communication is concerned, 
the MPEG-4 video is about to support QSIF/QCIF video at below 24 kbps with quality 
equivalent to, or better than that achievable with H.263 (same bit rate with all options 
enabled). This work will require the development of fundamentally new algorithmic tech­
niques. When completed, the MPEG-4 standard will enable a whole spectrum of new 
applications, including interactive mobile multimedia communication, video-phone, mo­
bile audio-visual communication, multimedia electronic mail, remote sensing, electronic 
newspapers, interactive multimedia databases, multimedia video-text, games, interactive 
computer imagery, sign language captioning.
Since the primary target for these applications is bit rate of up to 64 kbps at good 
quality, it is anticipated that new coding techniques allowing higher compression than tra­
ditional techniques may be necessary. Morphology, fractals, vector quantisation, wavelet, 
variable block size coding, model based coding are all in the offering. MPEG-4 will adopt 
an open policy towards any new tools and algorithms(Please note that the initial version 
of MPEG-4 video still uses DOT as its core compression technique with the ability to use 
wavelet for still image compression).
1.3.7 Discussion
From the above discussion, one can see that different standard coding algorithms are 
designed for different applications. They all use block based image partition, DOT spatial 
compression tool and hybrid prediction codec structure. Two important concepts in the 
coding standard are the definition of macroblock and the hybrid prediction structure. The
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former enables efficient coding of colour image sequences and the latter enables efficient 
reduction of temporal redundancy. The pictures in standard codecs are coded as luminance
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Figure 1.1: Positioning of luminance and chrominance samples
and two colour difference components {Y, C{, and Cr). The chrominance components are 
decimated by a factor of two. The position of luminance and chrominance samples are 
shown in Figure 1.1. A macroblock relates to a 16 x 16 pixels area of Y  component and the 
spatially corresponding 8x8 pixels area of the two chrominance components {Cb and Cr). 
Further, a macroblock consists of four luminance blocks and two spatially corresponding 
chrominance blocks as shown in Figure 1.2. Each luminance or chrominance block relates 
to an area of 8x8 pixels. The temporal redundancy is removed by motion compensated
Cb Cr
Figure 1.2: Elements of Macroblock
prediction and the encoding of prediction error. A typical hybrid codec (H.263) is shown 
in Figure 1.3.
The current state of the art video compression standard for low bit rate communic­
ations is H.263. However, as a single track coding standard, one cannot expect it to
1.4: Thesis Overview
Video
cc
To video 
multiplex 
coder
T Transform 
Q Quantizer
P Picture memory with motion compensated variable delay 
CC Coding control 
p Flag for INTRA/INTER
t Flag for transmitted or not 
qz Quantizer indication 
q Quantizer index for transform coefficients 
V Motion vector
Figure 1.3: Hybrid Codec Structure
fulfill the broad requirement in today’s multimedia communications. On the other hand, 
MPEG-4 as an open, application dependent coding standard, provides more space for 
researchers to develop new compression methods to plug into the MPEG-4 system.
1.4 T h esis O verview
In this thesis, we will mainly focus on very low bit rate video coding techniques for visual 
communication in multimedia environments. This requirement restricts us to develop a 
low delay, low complexity codec with sufficient flexibility.
In Chapter 2, widely used compression tools and their performance are reviewed. We 
examine:
• block based motion compensation, triangle warp motion compensation and over­
lapped motion compensation for motion compensated prediction tools;
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• Huffman coding and arithmetic coding for lossless compression tools;
• DOT, wavelet/subband, vector quantisation and fractal compression for spatial com­
pression tools;
• fix-block size and variable block codec for structural tools.
In Chapter 3, an instance of hybrid structure video codec (MACC) is introduced and 
its performance is studied. We show that improved motion estimation and the use of 
complex motion model give improved image quality for all tested sequences. But a bit 
rate reduction relatively to H.263 is achieved only in those sequences containing large and 
complex motion.
In Chapter 4, a reconfigurable video codec is proposed, motivated by the observation 
that different sequences require different coding techniques to achieve optimal coding res­
ults. It is also beneficial to have a codec which can be operated in different modes in order 
to facilitate communication with systems employing different coding standards.
In Chapter 5, the design of a prototype reconfigurable multiple tool(RMT) codec is 
presented. The focus of this chapter is concentrated on the practical side of the RMT 
codec. The compatibility with current coding standards such as H.261 and H.263 is taken 
into account in the design. The tools developed in our research and available in public 
domain are integrated and tested. The experimental results prove that the RMT codec is 
capable of delivering better performance for various sequences with the right combination 
of coding tools.
In Chapter 6, a knowledge base concerning the capability of the various coding tools 
available in the codec and their performance as a function of image sequence statistics 
is built and applied to control the reconfigurable video codec. Two knowledge models 
are proposed. The first one is the knowledge injection model, in which human knowledge 
compiled by means of a questionnaire is incorporated into the codec. The second one is 
a self learning model, in which the performance, the tool combination and the statistical 
properties of each sequence are archived and analysed. The experimental results show 
that the proposed knowledge model can be used to select a good tool combination for the 
RMT codec to achieve an above average performance.
In the last chapter, we draw some concluding remarks on the thesis and directions for 
future research are proposed.
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1.5 Scientific C ontributions
In the thesis, the following scientific contributions have been made:
• The study of widely used compression techniques revealed that some compression 
techniques outperform others for certain types of applications and vice versa.
• A multiple layer codec structure has been proposed.
• A probabilistic background/ foreground segmentation method with heuristic 
thresholding which gives satisfactory results for separating the foreground objects 
from their background has been developed.
• A background memory reference updating scheme used for improving the coding 
efficiency of uncovered background regions has been devised.
• An extended quadtree decomposition procedure supporting the use of background 
motion compensation, dual motion inner block segmentation and background 
memory reference updating has been proposed.
• A pseudo-Huffman code which improves the coding efficiency of adjacent block po­
sitions has been developed.
• Two methods for inner block motion boundary coding (straight line approximation 
and fixed pattern partition) have been devised and investigated.
• A bit rate control method capable of regulating the first INTRA frame coding by 
using Non-Zero Quantised Alternative-current Coefficients(NZQAC) measurements 
has been conceived and implemented.
• A framework for a reconfigurable multiple tool video codec has been proposed and 
designed. The concept of virtual codec and virtual tool is the major innovative 
contribution behind the development of the reconfigurable multiple tool codec.
• An expandable variable length code has been developed for encoding the tool update 
data field. The code combines efficiency with flexibility. The expandability of the 
code guarantees the maximum flexibility of the system.
• A prototype codec realising the idea of reconfigurable multiple tool codec has been 
implemented to demonstrate its practical potential.
• A knowledge based tool selection system has been studied and developed.
11
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• A questionnaire based knowledge injection mechanism has been developed with a 
graphical interface to the reconfigurable codec prototype.
1.6 C onclusion
In this chapter, we first explored the digital obesity and possible solutions to reduce 
such obesity in video communications.We then briefly reviewed existing and upcoming 
international standards. We have argued that although different standards target different 
applications, the basic compression techniques used by various standards remain largely 
unchanged. Finally, we gave an overview of the thesis and a list of scientific contributions 
presented in the thesis.
12
C hapter 2
C om pression Tools for W aveform  
B ased C om pression
The commonly used tools for waveform based video compression can be classified into 3 
categories:
• Spatial compression tools: to reduce the spatial redundancy in the original image or 
prediction error image.
• Temporal compression tools: to reduce the temporal redundancy between video 
frames.
• Lossless compression tools: to reduce the symbol redundancy when converting sym­
bols previously generated by spatial and/or temporal compression tools into bit 
streams;
In the following sections, some commonly used techniques and their performance are re­
viewed.
2.1 Spatia l C om pression  Tools
2 .1 .1  T ransform  C od in g
One of the most powerful tools to reduce the spatial redundancy is to use a linear transform 
to change the distribution of the signal so that most of the signal energy is concentrated 
in a few components. The transform technique alone cannot provide any compression to 
the input signal. The compression is achieved by discarding or coarsely quantising the less 
important components. The most widely used transform techniques in video compression 
are Discrete Cosine Transform and Wavelet Transform.
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2.1.1.1 D iscrete Cosine Transform (DOT)
For natural images, discrete cosine transform [1] is known to provide a good approximation 
to the Karhunen - Loeve Transform (KLT) which is optimal in terms of minimum signal 
representation error. Many image compression methods, including the JPEG, MPEG, and
H.261 standards, are based on the discrete cosine transform. DOT used in the standard 
methods (JPEG, MPEG and H.261) is a separable two-dimensional discrete cosine trans­
form of size 8 by 8. The transform and the inverse transform are defined by the following 
equations:
1 7 7
F{u,v) ~  - C ( i i ) C ( u ) ^ ^ / ( j ,  j)cos[(2i +  1 ) u 7t/  16]cos[{2j -f- 1 )u 7 t /1 6 ]
i=0 j=0
1 ^/ ( b i )  =  TX^X^C(u)C(u)F(u,'y)cos[(2î +  l)ii7r/16]cos[(2j +  l)'y7r/16] (2.1)
ÎX=:0U = 0
where i, j are pixel coordinates in the spatial domain; 
u,v are coordinates in the transform domain.
C{u) = l/V ^ , for u =  0, otherwise 1;
C{v) — l /y/2  for v =  0, otherwise 1.
DOT can be calculated from discrete Fourier transform[89]. This makes it possible to 
use an FFT like technique to calculate DOT efficiently. Various fast DOT algorithms have 
been proposed by Chen et al. [20], Vetterli[91], Loeffier et al. [55], Kamangar and Rao[44], 
Giro et al. [21], etc. Hung and Meng had compared various fast DOT algorithms in [35]. 
A more detailed discussion about DOT can be found in [72] [13].
2.1.1.2 W avelet and Sub-band Coding
Wavelets are a mathematical tool for decomposing functions hierarchically. A given signal, 
/(æ), can be represented as a weighted sum of simple building bloclcs, called basis functions:
=  (2 .2)
i
where $^(ru) are basis functions and ci are coefficients, or weights. Since the basis func­
tions are known, the coefficients contain all the information about the signal. Choosing 
sinusoids as the basis functions yields a Fourier representation in which the coefficients 
reveal the frequency domain behaviour of the signal. DOT is another example of such a 
representation.
If we constrain all the basis functions in to be scaled and translated versions of 
the same prototype function Ÿ which satisfies two conditions:
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• it must be oscillatory (waves),
• its amplitude quickly decays to zero in both the positive and negative directions,
we will have a set of wavelet basis functions. $  is called mother wavelet If the scaling is 
accomplished by multiplying x  by some scale factor which is chosen to be a power of 2, 
yielding ^(2'^æ) where v is an integer, the cascaded octave bandpass filter structure will 
be obtained. Because ^  has a finite support, it will need to be translated along the time 
axis in order to cover the entire signal. This translation is accomplished by considering 
all the integer shifts of
Ÿ(2' 'æ-A),A;eZ (2.3)
This will give us a wavelet decomposition of the signal,
f{x )  — (2.4)
ufinite k f inite
where
-  k) (2.5)
(the multiplication by is needed to make the bases orthonormal). The coefficients
are computed by the wavelet transform, which is the inner product of the signal f{x )  with 
the basis function ^i,k{x).
The use of wavelet theory in image processing can be traced back to the pyramid 
decomposition[17] of images which operates on discrete image data. In [58], Mallat related 
wavelet theory to the pyramid decomposition. Vaidyanathan related a multiresolution
transform to multirate filtering banks in [88]. The connection between wavelet and sub­
band coding[93] was exposed by Vetterli et al. [90] [74]. For video coding, there are two kinds 
of approaches. The first one uses wavelet decomposition as a spatial domain compressor 
and motion compensated prediction to reduced the temporal redundancy [8] [65]. The other 
one uses a 3-D transform technique to avoid the difficulty of motion estimation[45] [24].
2 .1 .2  V ecto r  Q u an tisa tion
A quantiser, denoted by Q, maps its input value x I  onto a finite set of output values
X y , x  e  I , y  e  O  =  { y j } , 0  G I  (2.6)
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where I  is called the input space; O is a subset of I, called the output space. To transmit 
the quantised value, y is mapped on to a symbol s G {sj}  through the codec C
y 4 -^  s ,y  E 0 , s  E {sj} (2.7)
where is a set of symbols which can be optimised for transmission( through Huffman 
or arithmetic coding). Note that mapping C  is invertible, i.e. the equation 2.6 and 2.7 
can be rewritten as
X s ,x  e  I , s  e  {sj} (2.8)
s A  y , s e  {sj}, y e  {yj} (2.9)
where E  is called encoder, D  is called decoder. If we extend the above equations to a 
multidimensional space, then
X s ,x  e  I , s  Ç: {Sj} (2.10)
s A  y , s e  {5j}, y e  {%} (2.11)
where x — {xq, x i , ...,x n },ÏI = are vectors in an N dimensional space.
Equation 2.10 defines the process of vector quantisation(VQ) which maps input vector x 
on to a symbol s by finding the minimum distance codeword in a codebook which is defined 
by 2.11.
The advantage of using vector quantisation is that the dependence between individual 
values can be taken into account to obtain a compact representation of the input signal. 
A typical example is a colour map: a colour picture can be represented by a 2D array 
of triplets (RGB values). In most pictures those triplets do not cover the whole RGB 
space but tend to concentrate in certain areas. For example, the picture of a forest will
typically have a lot of green. One can select a relatively small subset (typically 256
elements) of representative colours, i.e RGB triplets, and then approximate each triplet 
by the representative of that small set. In the case of 256 colours one can use 1 byte 
instead of 3 for each pixel.
For a scalar quantiser, if the probability density function (pdf) Ps{x) of the input is 
known, an optimal quantiser which minimises the mean-square error can be designed by 
the Lloyd method[54]
= = - 1, (2 .12) 
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and
^ =  =  (2.13)St;_,Ps(x)dx
where { t i , ..., W - i}  are decision levels, {h,. .. ,1m}  are quantisation levels. Equation 2.12 
and 2.13 can be iteratively solved for quantisation levels and decision levels for any prob­
ability density function P s { x ) .
Linde, Buzo and Gray extended Lloyd’s method to design a vector quantiser[53]. Their 
method, known as the LBG algorithm, designs an optimal vector quantiser for a training 
sequence of unknown distribution using the mean-square error distortion measure. The 
training is achieved by the following steps:
Step 1
• Set iteration counter m G- 0; distortion threshold e > 0
• Choose a set of initial codebook vectors li{m),i =  0,..., L — 1 for a given training 
sequence =  \ , . . . ,N .
Step 2
Given codebook li{m),i = 0,. . .,L — 1, find the minimum distortion partition 
Ci{m),i = 0, .. .,L  — 1 of the training sequence: € Ci{m), if d{tn,h{7n)) <
d(tji, Ij(rn)) for j  = 0,..., L  1, j  ^  i.
Calculate the average distortion D{m)  for the given codebook li{m) and partition 
Ci{m),i = 0, . ..,L — 1
L
N2= 1
where Mi is the number of training vectors in Ci{m), Di(m)  is the average distortion 
in cell Ci{m) given by
A (m ) =  ^  d{tj,k{m))
 ^ tjeCi{m)
Step 3
• if the stop criterion
D{m  — 1) — D{m)
D[m  -  1) ^  ^
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is satisfied, stop the iteration with =  0, ...,L  — 1 as the final codebook; otherwise
continue.
Step 4
• Set m 4 -  m +  1;
• Find the optimal codebook for partition Ci{m),i = 0, ...,L  — 1 by computing the 
centroids of the training vectors in each partition Ci{m), i =  l , . . . ,L  — l a s  the new 
codebook vector
~  W- ^  ^  ’
where M{ is the number of training vectors in Ci{m).
• Goto step 2.
Vector quantisation has gained its popularity in image coding community since it was 
introduced in 1980. It was used both in still image compression and image sequence 
compression. The early works include mean/shape VQ proposed by Baker and Gray[6], 
classified VQ proposed by Ramamurthi et al.[70][71], codebook replenishment VQ pro­
posed by Goldberg and Sun[84][28], finite state VQ proposed by Aravind et al. [5] and 
Baker et al.[7], etc. Because VQ is a general form quantiser, it can be used in the trans­
form domain as well. The vector quantisation had been used with DCT[79], sub-band 
coding[92], wavelet transform[27], etc.
Because the efficiency of the VQ increases when the dimensionality of the vectors 
increases, the problem of high dimensional vector quantisation was studied by several re­
searchers. The major difficulty of using high dimensional VQ is that the computational 
and storage requirement increase exponentially with the product of the number of dimen­
sions and bit rate. Residual VQ(RVQ) or multi-stage VQ proposed by Juang and Gray 
[43] appears to be the only solution to the memory problem. However, the original RVQ 
proposed by Juang can only be used in two stages due to its codebook design method. 
Kossentini et al. proposed an improved codebook design method which uses multiple 
search and global optimisation to generate an RVQ codebook[49][48]. Their results in 
very low bit rate image coding using a variable rate codebook and non-uniform codebook 
size are comparable with other approaches.
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2 .1 .3  F ra c ta l  C o m p re ss io n
The rediscovery of fractal geometry is usually traced back to the IBM mathematician, 
Benoit B. Mandelbrot and his seminal book The Fractal Geometry of Aatwre[59]. The 
book put forth a powerful thesis: traditional geometry with its straight lines and smooth 
surfaces does not resemble the geometry of trees and clouds and mountains. Fractal 
geometry, with its convoluted coastlines and detail ad infinitum, does.
The use of fractals in image compression was first proposed by Barnsley[10] [9]. The 
mathematical theories of Iterated Function System (IFS) and Recurrent Iterated Function 
Systems [11], along with the important College Theorem, constitute the foundations of 
fractal image compression. However, these theories alone do not provide any constructive 
procedure for the “encoding” of a grey tone image in an automatic way. Going from a 
given image to an Iterated Function System(IFS) that can generate the original (or at 
least closely resemble it), known as the inverse problem, remains unsolved(although, with 
the so called Graduate Student Algorithm it might be possible to find an IFS for a given 
image with the assistance of a man).
Jacquin was the first person to propose a Fractal Block Coding system[40][39] that 
enables automated encoding of a natural grey tone image. The algorithm is based on a 
general theory of iterated contractive transformation in metric spaces of images introduced 
in [10] [9][11]. Since then, a number of extensions and improvements to Jacquin’s algorithm 
have been proposed by various researchers[38] [62] [61] [66] [85]. These extensions address 
the following issues:
• influence of the type of image partition, pool of block transformations, and optim­
isation of the parameters defining these transformations.
• reduction of the computational complexity of the encoding process.
• relationship between fractal block coding and other block based image coding tech­
nique such as DOT, wavelet transform and vector quantisation, etc.
• applicability of the theory to the three-dimensional case for fractal block coding of 
video.
Fractal image compression appears to be a promising new technology. It gives a new 
way to capture and exploit the redundancy in images, which are not used by more tra-r 
ditional image coding techniques. Fractal compression has many similarities to vector 
quantisation - both are lossy, take large amount of computation in encoder and very low 
complexity in decoder. However, there are notable difference between the two:
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(a). In VQ the range blocks and domain blocks are of the same size; in an IPS the domain 
blocks are always larger.
(b). In VQ the domain blocks are copied directly; in an IFS each domain block undergoes 
a luminance scaling and offset.
(c). In VQ the codebook is stored apart from the image being coded; in an IFS the 
codebook is not explicitly stored. It is comprised of portions of the attractor as it 
emerges during iteration. For that reason it is called a ” virtual codebook.” It does 
not exist independently of the affine transformations that define an IFS.
(d). In VQ the codebook is shared among many images; in an IFS the virtual codebook 
is specific to each image.
The compression ratios of fractal coding typically range from 4:1 to 100:1. For colour 
images, higher compression ratios can be obtained as in other image compression methods. 
As compared with standard methods, for the same compression ratio (especially in very 
low bit rate coding), the fractal compression presents a more acceptable image quality. It 
is also on the hot list for the MPEG-4 coding standard.
2.2 T em poral C om pression  Tools
In an image sequence, most of the redundancy comes from the temporal domain. To 
reduce such a redundancy, one can treat the time axis as the third dimension and use the 
above spatial compression tools to compress the sequence. This is so called 3-D coding 
or volume based compression [2, 97]. However, to take the full advantage of 3-D coding, 
several frames are required to form the third dimension and this inevitably increases the 
delay of the codec. Therefore, this approach is not suitable for use in an interactive 
communication environment.
A more popular approach is to adopt a hybrid structure codec which uses a prediction 
technique to reduce the temporal redundancy. In the following discussion, we will only 
deal with prediction based compression tools in temporal domain.
2 .2 .1  L inear P re d ic tio n
A widely used technique in image coding (including still image and image sequence) is the 
differential pulse-code modulation (DPCM). The simplest DP CM system is the one with 
only a unit delay in the predictor block which is used in standard algorithms. The output 
of such a system can be expressed by:
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e =  s(n) -  s '(n  — 1) (2.14)
where s(n) is the input signal, s '(n  — 1) is quantised input signal with unit delay and e 
is the differential signal to be quantised. Because s{n) and s'{n — 1) are highly correlated 
for image signals, the variance of e is far less than that of s. That means fewer bits are 
needed to code e than to code s if the error expectation is the same.
2 .2 .2  M o tio n  C o m p en sa ted  P re d ic tio n
For image sequence, very strong correlations exist between adjacent frames. Such strong 
correlations can be used to reduce the redundancy in the image sequences. Motion com­
pensation has become a very important technique in video coding. It allows one to improve 
the accuracy of prediction in the temporal domain so that more efficient compression can 
be achieved while maintaining good picture quality.
One of the most difficult tasks in motion compensated prediction is to extract motion 
parameters from the projection of a 3-D moving object on the 2-D image plane. The 
difficulty is two fold. Firstly, for a given image there is no prior knowledge of the motion 
pattern, i.e., motion model unknown. Secondly, for a given motion model, to obtain the 
model parameter involves a large amount of computation and the results may be affected 
by the presence of noise, multiple motions in the region of interest, etc. In the following 
discussion, we will briefly review the motion model used in image sequence coding and 
some of the commonly used parameter estimation methods.
2.2.2.1 M otio n  M odels
For a given region, suppose that only a single rigid moving object exists and the motion 
vector field can be described by a continuous function Vx{x, y) for the x component and 
Vy{x,y) for the y component. Using the Taylor expansion, they can be expressed as
= M^o.Vo)  +  ~[(æ -  æ o )^  -f (y -  yo)^]vx{xo,yo)
+^[(®  -  +  (y -  2/o)^]^î^æ(æo,yo) +  ...
~ ~  yo)ô^rvx{xo,yo)  4 - . . .
— "^yi^Oyyo) +  “  3:o)—  +  (y ~  yo)g^]vy{xQ,yQ)
+  ^ [ (^  -  + { y -  yo ) -~ ] \ { x o ,y o )  4-...
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+;^[(® “  2/0 ) +  ••• (2.15)
If {x — æ o )  and (y — yo) are close to zero (this means the region is small enough) or 
the motion field changes slowly (small derivatives), then all the derivative terms can be 
neglected and the equation becomes
^æ(^) 2/ )  ~  % ( ^ 0 ) 2 / 0 )  ~  I'x
"^yiXiV) — Vy{xQ,yQ) = ty (2.16)
( t x , t y )  is the displacement vector for translational motion. Equation 2.16 is the widely 
used translational motion model. It can be seen that this motion model only works on a 
small region with a smooth motion field.
If the object moves with a constant acceleration, none of the first order derivatives is 
zero but the higher order derivatives can be omitted, and the equation 2.15 becomes
Vx{x,y) — ' y æ ( i C o , 2 / o )  +  ^ [ ( 2 ?  —  æ o ) ^  +  ( 2 / ~  2 / o ) ^ ] ^ æ ( a î o , 2 / o )
dvx{xo,yo) dvx{xo,yo) dvx{xo,yo) dvx{xo,yo) = W^o,!/o)-xo—  yo gy ] + x +!/-----^
=  ao +  ûiæ 4- U2y
Vy{x,y) =  Vy{xQ,yo) + ^ [ { x - x o ) - ^ - { - { y - y o ) - ^ ] v y { x o , y o )
r /  \  d v y { x o , y o )  dvy { xo , yo) ^  , ^ d v y { x o , y o )  ,  ^ d v y { x o , y o )=  M ^ o , w ) - x o — ^ -yo— ^ — 1 + * — —  + y — 9y—
=  bo + bix + b2y (2.17)
This is so called affine motion model. Thus an affine motion model can cope with any 
motion with constant acceleration, which is typical of the motion encountered in real scene 
sequences.
A more sophisticate motion model can be obtained by retaining up to nth order deriv­
atives to describe the motion field. This is so called polynomial motion model which can 
be expressed as
n
Vx{ x , y )  =
i,k=0
Vy{x,y) = bi^k^^y^ (2.18)
i , /s = 0
Because of the computational complexity, only the use of a second order polynomial motion 
model has been reported in video coding [19].
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2.2.2.2 E s tim a tio n  o f M o tio n  P a ra m e te rs
In 1979, Netravali and Robbins [3] published a first recursive m o tio n  e s tim a tio n  al­
g o rith m  to improve the estimation accuracy and to increase the measuring range of the 
displacement. In recursive motion estimation algorithms, the current local estimate of the 
motion vector field Vi is used to produce a new improved estimate according to
Vi+i = Vi '^Ui  (2.19)
where Ui is the so-called update term at iteration i. The iteration can be computed 
either for a single pixel at consecutive pixels along a scanning line, from line to line, or 
from frame to frame. Accordingly, these techniques are called pe l-recu rsive  e s tim a tio n  
a lg o rith m s with horizontal, vertical, or temporal recursion. Given Vi = dy*]\ a
function of the displaced frame difference DPD
DFD{x,  y, Vi) -  Sk{x, y) -  Sfc_i(æ -  dxi, y -  dyi) (2.20)
can be used as a criterion for calculating the update In [3], the authors propose to 
minimise the square value of the DPD recursively using the gradient method as
Vi+i = V i -  \ ( .V^ .{DFD{x,y ,Vi ) f  (2.21)
where is the gradient operator with respect to Vi and e is a positive constant. In this 
method, the convergence speed and accuracy depends on the value of e. A large e will 
yield a quick but less accurate convergence whereas a small e leads to a more accurate 
but slow convergence. Apart from e, the initial guess Vq also affects the convergence. 
To overcome the speed and accuracy dilemma, improvements over the basic pel-recursive 
algorithm have been suggested in [30, 18] to speed up the convergence while maintaining 
a good accuracy.
The pel-recursive algorithm is based on the assumption that DPD is a single peak 
continuous function of displacement vector V.  This may not be the case in real scene 
sequences and the algorithms may not converge to the correct correlation peak or even 
may not converge at all. In the early 80’s, a non-recursive estimation algorithm called 
B lock M atch in g  A lg o rith m  was proposed [42, 86]. The basic idea of block matching is 
to shift the position of the block in a search area so that a predefined error criterion can be 
minimised. The most frequently used error criterion to measure the merit of displacement 
by vector {i,j)  are the mean square error MSE
1  M  iV
= - ~ Y Z  Y^[skim,n) -  S k - i {m - \ - i ,n - i - j ) f  (2.22)
m - l n = l
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and mean absolute frame difference MAD
.  M  N
M A D {i , j )  = J —  Y  -  Sk- i im + i ,n  + j)\ (2.23)
m=ln=l
Prom experiments it has been found that the matching criterion has no significant influence 
on the search [83]. Therefore, MAD criterion is more widely used since it has a lower 
computational load and is more robust to noise.
The computational load of the block matching is proportional to the area M xN and 
the sciuare of the possible search range. Several methods to reduce the computational 
complexity have been proposed [42, 86, 95, 83, 23, 47] but inevitably at the price of a 
sub-optimal performance. Until now, it is still the most frequently used method in video 
coding.
The use of block matching implies that all pixels within the block undergo coherent 
motion. When multiple motion exists, the estimated motion vectors will be biased. When 
the block size increases, the chances of having multiple moving objects inside the block 
also increase. Using a small block size may overcome this problem but the possibility of 
converging to a false peak caused by the turbulence of the luminance is increased. To 
overcome this problem, s ta tis tic a l based  es tim a tio n  a lg o rith m s have been proposed 
[14, 15, 31]. In this kind of algorithms, the motion parameters are firstly estimated for 
small regions (even single pixels) inside the region of interest. Then the histogram of the 
estimated motion vectors is calculated and the peak is chosen to be the estimated motion 
vector for the region. The pixels which do not move coherently with the majority of the 
pixels are marked as outliers.
2.2.2.3 M otio n  C o m pensa tion
The basic motion compensation scheme compensates the same region as that used for 
estimating the motion parameters. It is simple and efficient. However, the major disad­
vantage of this scheme is that it produces blocking artifacts caused by different motion 
vectors among adjacent blocks. Two improvements over the basic motion compensation 
scheme is to use overlapped block motion prediction [37] and triangular mesh based warp­
ing prediction [56].
O v erlapped  m o tion  com pensa tion  for lum inance Each pixel in an 8*8 luminance 
prediction block is a weighted sum of three prediction values, divided by the total weight 
sum of 8 (with rounding). In order to obtain the three prediction values, three motion
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vectors are used: the motion vector of the current luminance block, and two out of the 
four "remote” vectors:
the motion vector of the block at the left or right side of the current luminance block; 
the motion vector of the block above or below the current luminance block.
Remote motion vectors from other group of blocks (GOB) are used in the same way 
as remote motion vectors inside the current GOB.
For each pixel, the remote motion vectors of the blocks at the two nearest block borders 
are used. This means that for the upper half of the block the motion vector corresponding 
to the block above the current block is used, while for the lower half of the block the 
motion vector corresponding to the block below the current block is used (see Table 2.2). 
Similarly, for the left half of the block the motion vector corresponding to the block at 
the left side of the current block is used, while for the right half of the block the motion 
vector corresponding to the block at the right side of the current block is used (see Table 
2.3).
If one of the surrounding blocks was not coded or was coded in the INTRA mode, 
the corresponding remote motion vector is set to zero. However, in the Prediction and 
Bidirectional-interpolation (PB) frame mode a candidate motion vector predictor is not 
set to zero if the corresponding macroblock was coded in the INTRA mode. If the current 
block is at the border of the picture and therefore a surrounding block is not present, the 
corresponding remote motion vector is replaced by the current motion vector. In addition, 
if the current block is at the bottom of the macroblock (for block number 3 or 4, see Figure
1.2), the remote motion vector corresponding to an 8*8 luminance block in the macroblock 
below the current macroblock is replaced by the motion vector of the current block.
The weighting values for the prediction are given in Table 2.1, Table 2.2 and Table
2.3.
4 5 5 5 5 5 5 4
5 5 5 5 5 5 5 5
5 5 6 6 6 6 5 5
5 5 6 6 6 6 5 5
5 5 6 6 6 6 5 5
5 5 6 6 6 6 5 5
5 5 5 5 5 5 5 5
4 5 5 5 5 5 5 4
Table 2.1: Weighting values for prediction with motion vectors of the current luminance 
block
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2 2 2 2 2 2 2 2
1 1 2 2 2 2 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 2 2 2 2 1 1
2 2 2 2 2 2 2 2
Table 2.2: Weighting values for prediction with motion vectors of the luminance blocks at 
the top or bottom of the current luminance block
2 1 1 1 1 1 1 2
2 2 1 1 1 1 2 2
2 2 1 1 1 1 2 2
2 2 1 1 1 1 2 2
2 2 1 1 1 1 2 2
2 2 1 1 1 1 2 2
2 2 1 1 1 1 2 2
2 1 1 1 1 1 1 2
Table 2.3: Weighting values for prediction with motion vectors of the luminance blocks to 
the left or right of the current luminance block
T rian g u la r m esh  based  w arp ing  p red ic tio n  Warping prediction is a kind of geo­
metric transform for motion compensated interframe prediction (MC). Input images are 
divided into triangular patches, and each patch is predicted with a warping transform. The 
prediction errors are encoded via an orthogonal transform. Because no blocking artifacts 
appear in the prediction image, high compression performance can be achieved without 
serious degradation of subjective video quality.
In contrast with traditional block based prediction, warping prediction removes block­
ing artifacts [1,2]. Figure 2.1 illustrates how warping prediction works. Grid points are 
located in the current picture, and motion vectors are encoded only on the grid points. 
We refer to the area enclosed by the lines connecting the grid points as a patch. MC 
prediction for each pixel in a patch is implemented with an affine transform defined as
tt2
fl5 y J  \06 (2.24)
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Here, denotes a pixel position in a current picture, and {x'y') is the MC predicted 
position of the pixel in a reference picture. The values of affine parameters ai to ug are 
found from the three vertices of a patch in the current picture j  and the reference
picture ( ) by solving the equation 2.25:
y'l V2
x's
y's
«1 0>2 
U4 as
az
ttQ \
Xl X2 Xz \  
y i  2/2 2/3
I l l y
(2.25)
The parameters are obtained with a fractional precision. Because the MC prediction 
image is produced continuously over the patch borders by the interpolation, blocking 
artifacts do not appear in the image. Moreover, complex motion such as rotation and 
zooming can be represented by the prediction.
Previous Grid
Current Grid
Grid Point
Patch
Figure 2.1: Warping Prediction
2.3 L ossless C om pression  Tools
Entropy was originally introduced as a measure of the degree of disorder of a molecular 
system in thermodynamics. In information theory, it is the measure of information which
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was first used by Shannon[80]. The amount of information I  transfered in coding a symbol 
of probability p is given by:
I  = Ioq2{~} (2.26)
The entropy iT of a message is defined as the average information per symbol. It can
be expressed by the sum of information contributed by each symbol, s, weighted by the
probability p(s) of that symbol:
H  =  Y ^ p ( s ) l o g 2 ( ^ )  (2.27)
Because lop2 is the base-2 logarithm, the information I  is expressed in bits. Therefore, 
unless the probabilities of symbols are integer powers of 1/2, the ideal code length will not 
be an integer. To construct an efficient coding system in which the average code length 
approaches the entropy, various techniques were proposed. Among them, two commonly 
used methods in image compression are Huffman coding and arithmetic coding.
2 .3 .1  H uffm an C odin g
Huffman coding [33] is a statistical data compression technique which gives a reduction 
in the average code length used to represent the symbols of an alphabet. The Huffman 
code is an example of a code which is optimal in the case where all symbol probabilities 
are integral powers of 1/2. A Huffman code can be built in the following manner:
• Rank all symbols in the order of probability of occurrence.
• Successively combine the two symbols of the lowest probability to form a new com­
posite symbol; eventually a binary tree where each node is the probability of all 
nodes beneath it can be built.
• Trace a path to each leaf, noting the direction at each node.
For a given frequency distribution, there are many possible Huffman codes, but the total 
compressed length will be the same. It is possible to define a canonical Huffman tree, that 
is, pick one of these alternative trees. Such a canonical tree can then be represented very 
compactly, by transmitting only the bit length of each code.
2 .3 .2  A r ith m etic  C odin g
The Huffman coder is optimal when and only when the symbol probabilities are in­
teger powers of 1/2, which is usually not the case. The technique of arithmetic coding
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[75] [77] [76] [51] does not have this restriction: It achieves the same effect as treating the 
message as one single unit, and thus attains the theoretical entropy bound to compression 
efficiency for any source.
Arithmetic coding works by representing a symbol by an interval of real numbers which 
usually corresponds to the probability of the symbol appearance between 0 and 1. To code 
the symbol, the arithmetic coder creates a code stream that is a binary fraction pointing to 
the interval for the symbol being coded. To code additional symbols, the interval created 
by previous symbol(s) is further sub-divided. As the message becomes longer, the interval 
needed to represent it becomes smaller and smaller, and the number of bits needed to 
specify that interval increases. Successive symbols in the message reduce this interval 
in accordance with the probability of that symbol. The more likely symbols reduce the 
range by less, and thus add fewer bits to the message. If the message is long enough, the 
efficiency of the coder approaches 100%[41]
The key technique of using arithmetic coding is to build a suitable model for the source. 
The simplest model is a fixed one, for example a table of standard letter frequencies for 
English text which we can then use to get letter probabilities. The arithmetic coder used 
in JPEG /JB IG  is called QM-Coder. It is a descendent of the Q-coder[68] with significant 
improvements in the interval subdivision [26] and probability estimation.
2.4 D iscussion
DOT and related coding methods are still among the most popular algorithms for image 
and video compression because of their compaction property and relative ease of imple­
mentation. However, when they are used in a very low bit rate codec, the block artifacts 
due to coarse quantisation of the coefficients become visible and deteriorate the image 
quality.
Wavelet and sub-band based approaches do not have such a drawback when used for 
very low bit rate compression. The wavelet transforms have a speed comparable to DCT’s, 
and usually achieve better image quality when used at the same low bit rate. A problem 
(and advantage) of wavelet transforms is that the most appropriate choice of mother 
wavelet is largely dependent on the source data. This property of the wavelet transform 
makes it impossible to develop a general transform that would be suitable for all images. 
W ith a carefully designed mother wavelet for the signal being coded, wavelet transforms 
are capable of achieving a high compression ratio with good reproduction quality.
Unlike transform based compression technique (DOT, wavelet) which changes the en­
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ergy distribution of the signal in the transform domain so that the signal can be represented 
by a few coefficients, VQ is a highly efficient quantisation method that can be used alone 
as a compression tool or combined with other compression techniques to enhance their 
strength. The major obstacle of using VQ is that it requires a large amount of computa­
tional power and memory storage. Recent developments in multi-stage VQ[48] and pruned 
tree search [69] have made it possible for VQ to achieve high compression ratios with good 
reproduction quality.
Fractal compression can be regarded as a special VQ with a virtual codebook. It does 
not explicitly have a codebook like in VQ. Instead, in IFS the “codebook” is comprised of 
portions of the attractor as it emerges during iteration. The codebook in VQ is usually 
shared by all images but the virtual codebook in IFS is specific to each image. Therefore, 
fractal compression is in fact a more refined version of VQ. For this reason, it is expected 
to achieve a better compression than VQ. Some experiments show that the fractal com­
pression is capable of producing better image quality than JPEG when compression ratio 
is greater than 40:1.
In Figure 2.2 to Figure 2.4 a set of rate-distortion curves are given for a DCT based 
algorithm (JPEG, IJPG), Wavelet based algorithm (SARB) and fractal based algorithm 
(TRNA, TRNB) for grey level images “Barb”, “Boat” and “Lena” from: 
“ftp://links.uwaterloo.ca/pub/BragZone/GreySet2/Barb/_Results” .
The algorithms under tests are:
• JPEG baseline JPEG, Images Incorporated, version 3.1
• IJPG  improved JPEG, Independent JPEG Group, version 5b
• SARB treecode/treedecd Wavelet, Said & Pearlman, version 7.01
• TRNA Fractal based, Fisher, 3-level quadtree, version 0.03
• TRNB Fractal based, Fisher, 4-level quadtree, version 0.03 
From Figure 2,2 to Figure 2.4, it can be seen that:
(a). Tree encode/decode wavelet compression gives better results at all compression ra­
tios.
(b). Fractal based compression performs worse than other compression methods at low 
compression ratio. But it has a slower declining rate than other compression meth­
ods. Therefore, it outperforms the DCT based compression algorithm at high com-
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pression ratio and has the potential to outperform wavelet based compression meth­
ods at very high compression ratio.
(c). DCT and wavelet based compression methods show the same trend in rate distortion. 
However, it would appear that the wavelet based compression has a more stable 
performance than the DCT based compression at high compression ratios.
(d). Implementation details may affect the performance of an algorithm dramatically.
Compression of Barb
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Figure 2.2: Rate-Distortion curves of spatial compression tools for “Barb”
In the temporal domain, motion compensated prediction plays an important role in 
hybrid structure codecs. Three issues have to be addressed: choice of motion model, 
estimation of motion parameters and motion compensation techniques.
Traditionally, only translational motion model, BMA based estimation and a simple 
block based compensation are used. FVom the discussion, it is clear that the translational 
motion model should only be used in small regions where the motion field is smooth. 
BMA should be used on blocks with single coherent motion and a simple block based 
compensation should be used in a smooth motion field. As these conditions cannot be 
met in real scene sequences normally, it would be beneficial to use a more complex motion 
model, and more sophisticated estimation and compensation techniques.
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Figure 2.3: Rate-Distortion curves of spatial compression tools for “Boat”
Compression of Lena
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Figure 2.4: Rate-Distortion curves of spatial compression tools for “Lena”
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The affine motion model and second order polynomial motion model are the most 
frequently used complex motion models. The former can deal with motion fields with 
constant accelerations such as scaling, rotation, shearing and translation. Apart from 
those motion patterns, the latter can cover an even broader range of motion like planar 
surface motion under perspective projection [67]. Statistical methods such as the Robust 
Hough Transform (RHT) can correctly estimate the predominant motion within a region 
of interest. It is also possible to estimate multiple motions using the same scheme. They 
can be used with other motion estimation methods to improve the estimate when large 
regions are involved. Table 2.4 gives the results of an experimental comparison of three 
different types of sequences (Akiyo, Hall and Weather) for BMA and RHT based motion 
estimation algorithms.
Sequence PSNR (dB) Bit Rate (kbps)
BMA RHT BMA RHT
Akiyo 37.83 37.73 36.49 37.25
Hall 37.88 36.07 82.28 74.80
Weather 33.37 33.94 122.42 112.55
Table 2.4; Coding results of BMA and RHT based motion estimation
The overlapped block motion compensation and triangle warping motion compensation 
take into account adjacent motions. The block artifacts caused by motion compensation 
are therefore greatly reduced. They also give a better prediction when only translational 
parameters are estimated. Prom the literature, it appears that triangle warping gives 
an even better performance[57]. Figure 2.5 gives comparative results for sequence “Con­
tainer Ship” . The VM4 corresponds to an overlapped-block motion compensation method 
whereas P6 corresponds to the triangle warping method, where “no filter” indicates that 
the deblocking filtering is turned off.
In the lossless compression, there is no doubt that arithmetic coding outperforms 
Huffman coding as in the latter the symbol probabilities can only be the power of 2. By 
simply replacing the Huffman coding with arithmetic coding, one can expect 3 to 10 % 
bit rate reduction. Table 2.5 gives comparative coding results for these two approaches 
for sequences “Coastguard” and “Container” in CIF format.
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Figure 2.5: Rate-distortion characteristics for sequence ’’Container Ship”
Sequence Huffman Arithmetic
Coastguard 505.8kbps 474.1kbps
Container Ship 155.3 kbps 142.5kbps
Table 2.5: Bit rate comparison of Huffman and arithmetic coding
2.5 C onclusions
From the above discussion, it can be concluded that for spatial compression, DCT based 
algorithms are still the most suitable tools to apply in low compression ratio applications. 
When higher compression ratios are required, wavelet and sub-band, VQ, fractal and their 
combinations may provide better performance than DCT. So far as temporal compression 
tools are concerned, complex motion model, statistical based parameter estimation, the 
use of overlapped block as well as triangle warping motion compensation techniques should 
be included in the short list of measures to improve the performance of existing standards. 
For the lossless compression tools, arithmetic coding should be chosen whenever possible.
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C hapter 3
M ultip le Layer Affine M otion  
C om pensated Codec
3.1 In trod u ction
In a low bit rate video codec, block based approaches still play an important role because of 
their simplicity and relatively easy implementation in real time. Variable block size coding 
[29, 46, 96] which adaptively changes the block size according to different motion patterns 
and the use of the shape of moving objects could deliver a better performance in terms 
of PSNR and bit rate than that achievable with a fixed block size codec. However, the 
artifacts present in the decoded sequence especially around motion boundaries, are more 
apparent and annoying in a variable block size codec because of the use of larger blocks. 
To improve the coding quality in such regions, various motion segmentation methods have 
been proposed[50, 60, 102]. For example, the algorithm presented by Lai et al.[50] is based 
on the assumption that regions moving independently have different grey-levels, and can 
be segmented by grey-level thresholding. Such an approach is very efficient since motion 
boundary can be recovered from the reconstructed frame on the receiver side and there is 
no bit-rate overhead for the coding of the boundary. But it would fail in highly textured 
regions or in low contrast regions. Moccagatta et al. [60] proposed a method, where the 
motion segmentation was accomplished by an exhaustive search for the motion boundary 
and object motions with the objective to minimise the prediction error energy (equivalent 
to MSE). However, their approach is computationally demanding and does not appear 
to be amenable to real-time implementation. Moreover, only translational motion model 
was used in the above approaches which could result in large prediction errors when a 
complex motion is involved in a large block or region. This may eventually force the block 
or region to be split into smaller blocks or regions even if they undergo a coherent motion.
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Consequently, this leads to a decline in coding efficiency.
The other important issue in very low bit rate video coding is how to deal with the 
global motion caused by a moving camera. Such motion will usually involve a large 
background area and affine or perspective projection transformation.
The desire to improve the coding efficiency and the quality of a variable block size codec 
lead naturally to the use of more complex motion models. Various studies investigating the 
benefits of using more complex motion models in motion compensated prediction have been 
reported[16, 63, 31]. However, the problem of reliable estimation of complex (eg. affine) 
motion parameters from an image sequence is a very difficult task. The main reason is 
that objects moving independently may bias the estimation of the global motion. Another 
complication is due to the fact that estimation of a complex motion requires a search in a 
high dimensional space which is computationally expensive. Here, we employ a statistical 
motion estimation algorithm which utilises a Hough Transform based technique for parallel 
motion estimation and segmentation [102] to estimate the affine motion parameters. To 
improve the efficiency of the motion compensation stage, we propose a video codec using 
a layered structure, inner block segmentation and affine motion compensated prediction 
to get high quality reconstruction of image sequences at low bit rates. The codec takes 
advantage of the simplicity of the block based algorithms while maintaining a better coding 
efficiency of segmentation based algorithms. Experimental results confirm the improved 
performance when compared to existing techniques and standards.
3.2 M otion  M od el and C oding Efficiency
Prom the discussions in the previous chapter, it follows that the translational motion model 
is valid only when the region involved is small or the motion field is very smooth. This 
condition cannot be met in the majority of real scene sequences. Therefore, a spatial com­
pression for the motion compensated error is required. This simple motion model+error 
coding scheme works well in low bit rate coding for video conference type sequences. 
However, when very low bit rate coding is required for other types of sequences, such a 
scheme cannot give satisfactory results because the coding of large regions with coherent 
motion is inefficient. To improve the efficiency of motion compensated prediction, a larger 
region size and more complex motion model such as an affine motion model and a poly­
nomial motion model have to be used. Here, we propose to use the affine motion model 
as a candidate for complex motion compensated prediction.
Note that the six parameter affine motion model needs more bits to encode motion
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parameters than the two parameter translational motion model. This overhead may some­
times offset the benefit of a better motion prediction. In [31], it has been reported that the 
affine motion model does not perform particularly well in local motion prediction involving 
slow moving scenes.
Generally speaking, a complex motion model is more suitable for use on large regions, 
whereas a simple translational motion model is sufficient for small regions. Based on these 
observations, we propose an approach which uses different motion models on different size 
regions. This approach makes a compromise between motion compensation and spatial 
compression and thus a more efficient codec can be expected.
3.3 M u ltip le  Layer C odec S tructure
As we pointed out in the previous section, the optimal performance of a video codec may 
be achieved if the motion model can match the motion field in the scene. To balance 
the bit overhead in encoding motion parameters and motion compensated error image, 
we propose a multiple layer codec structure which uses a complex motion model for large 
regions while maintaining a low bit overhead for motion parameters on small regions.
In our early approach [102, 101], a variable block size structure and straight line seg­
mentation were used to partition the image frame into regions. The translational motion 
model was used in these approaches. Recently, we have extended our earlier approach 
into a multiple layer affine motion compensated codec [100, 98] in which the affine motion 
prediction is applied to large regions to get better motion prediction and the translational 
motion prediction is applied to small regions to reduce the bit overhead. The proposed 
codec consists of 4 layers:
(a). Frame level: 6-parameter affine motion estimation and compensation is applied. 
This gives accurate and bit efficient compensation for global motion in scenes where 
camera is not stationary. A more accurate motion parameter quantiser is also used 
here.
(b). Superblock level: The superblock consists of 2 x 2 macroblocks. A simplified 4 
parameter affine model which is able to cope with translational and rotational motion 
is applied for coding at the group of blocks level. We have found that for 32 x 32 
regions, this simplified model gives satisfactory results.
(c). Macroblock level: only translational model is used. Because the region involved 
is small, the translational model can reduce the bit rate and deliver a reasonable
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performance.
(d). Basic block level: when a motion boundary is present inside a macroblock, trans­
lational motion parameters are estimated for each region (based on the luminance 
component). The motion parameters for chrominance blocks are estimated from 
luminance parameters.
For the last three layers, an inner block segmentation may be applied if a motion bound­
ary happens to be inside the block. For a given sequence, the first frame is encoded 
using a spatial compression technique (DCT+entropy coding). The consecutive frames 
are compressed using temporal and spatial compression techniques. Firstly, global motion 
compensation and foreground/background segmentation are applied at frame level. The 
background region is stored in a background memory. Affine motion model is used at this 
level. For foreground regions, an extended quadtree decomposition is used to encode the 
remaining three layers. This scheme differs from traditional quadtree decomposition in 
two respects:
(a). Different motion models are used at different block sizes.
(b). A motion based inner block segmentation is used when a dual motion is detected 
within a block.
The codec also has an improved rate control mechanism which can change the quantisation 
step on both spatial compressor and temporal compressor. It also allows variable resolution 
in both spatial and temporal domains. Finally, a distributed deblur intra coding and 
motion compensation counter (section 3.3.7) are used to maintain the sharpness of the 
image.
In the following subsections, we will discuss some implementation details of the codec.
3 .3 .1  G lobal M o tio n  E stim a tio n  and  C o m p en sa tio n
Motion estimation and motion compensation as one of the vital parts in a hybrid structure 
codec are the key to efficiently reducing temporal'redundancy. The motion estimation is 
normally based on the previous reconstructed frame and the current processed (original) 
frame so that the quantisation errors of motion parameters can be compensated. Such 
a scheme also introduces some gray-level noise (corresponding to the reconstruction er­
rors) into the motion estimation procedure. Such noise can sometimes seriously bias the 
estimation of true displacement vectors. Moreover, often more than one moving object 
exist within a region of interest. Such coexistence of multiple moving objects inside the
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0.5K ernel Function Kernel Function  Influence Function  
W eigh ts FunctionW eigh ts Function
(a) Quadratic Kernel (SSD) (b) Tukey Biweight Kernel
Figure 3.1: Quadratic and Robust Redescending Kernels
region may cause biased estimation of the true displacement vector if not handled prop­
erly. Biased estimation of motion may have a little impact when only small regions are 
involved. However, when large regions or the whole frame are involved, any bias in the 
motion estimate may result in poor performance of the codec as excessive number of bits 
may be needed to encode the motion compensation error. Therefore, a better motion 
estimator is required which should not only be robust in the presence of noise, but also 
be capable of coping with multiple motions within a region. Commonly used estimation 
techniques such as block matching, which minimise mean-square-error (MSE) or sum-of- 
absolute-diiference (SAD) between motion compensated blocks, give biased estimates for 
blocks with multiple motion or for those degraded by the presence of significant noise. To 
obtain an unbiased estimate of the motion parameters, a statistical estimation approach 
conceptually based on the Hough Transform and Robust Statistics[14] is used here. Rather 
than minimising the MSB error, we maximise the support measure H  defined by a robust 
redescending kernel p:
^  p{lQ{x +  dx,y +  d y ) - h { x , y ) )
x,yERegion
(3.1)
where I q and Ii are the intensity in the reference and consecutive frames respectively and 
d =  {dx,dy) is the motion parameter vector to be estimated. In our experiments, Tukey 
redescending kernel was used. Figure 3.1 shows the shapes of: (a) standard quadratic 
kernel used in block matching and (b) Tukey redescending kernel.
The main idea behind this approach is that during iterative estimation of the motion 
parameters of one moving object, outliers (e.g. pixels belonging to other moving objects or
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for which noise is significant) are ignored. Consequently we not only obtain a more accurate 
motion estimate, but also perform motion segmentation in parallel with estimation.
3 .3 .2  B a ck grou n d /F oregrou n d  S eg m en ta tio n
Segmentation into Foreground/Background regions can be achieved using an algorithm as 
that one would use for identifying motion/stationary regions in sequences with stationary 
background in [101]. For sequences with a stationary background, a simple change detec­
tion based segmentation may work well. For sequences with moving background, an exten­
ded change detection which involves the computation of the global motion compensated 
frame difference is needed to take the background motion into account. For a well motion 
compensated frame difference, a Gaussian distribution will provide a good approximation 
to the residual pixel value distribution. In order to segment foreground/background re- i
gions, we assume that the grey level of a background pixel Xgrey which is well motion |
compensated falls into the interval [—<5, with a probability P{S):
P(5) — — 7=  / e 2cr2 dx 
2 r  -Æi.: /  e 2(^2 dæ (3.2)Joa ^ / ^ J o
Therefore, we can choose a threshold = d so that P{Td) is greater than or equal to a
certain value. To calculate F (% ), we first estimate the probability distribution p(æ^) of
grey level values Xi by its histogram H{xi):
P{xi) = -^H{x i )  (3.3)
where M  = rows * columns is the size of the image. Then P{Td) can be calculated by 
accumulating p{xi): Td
P(T^) = (3.4)
We can find Td that satisfies the specified constraint on P{Td) and use it as the threshold 
for change detection. After the change detection, we obtain a binary image on which 
morphological open-close operations are performed to eliminate isolated small segments. 
Finally, a contour link is applied to pixels marked as foreground pixels to form the final 
foreground/background segmentation. Figure 3.2 illustrates this process by showing re­
spectively the original image, the frame difference image between frame 0 and frame 4, 
the binary image after change detection, and the foreground/background segmentation 
superimposed on the original image.
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3.3: Multiple Layer Codec Structure 41
(a) Original image (b) Frame difference image between 
frame 0 and frame 4
(c) Binary image after change detec- (d) Foreground/background segment- 
tion ation superimposed on original image
Figure 3.2: Foreground/Background segmentation
For video conference sequences, a heuristic threshold map is used further to improve 
the segmentation result (Figure 3.3). When such a map is used, the probability for zone 
0 is used as a basis to calculate the threshold for other zones.
Po =  P{Tdo)
Pi =  l - ( l - P i _ i ) / 2 , t  =  1,2,3 (3.5)
The corresponding threshold T^i can then be calculated using Equation 3.4 by substituting 
P{Td) with P{Tdi) = Pi. For comparison, results estimated using the heuristic zone 
threshold and uniform threshold are shown in Figure 3.4. It can be seen that the use of 
the heuristic zone threshold significantly reduces the noise on top of the difference image 
while maintaining good sensitivity to changes caused by the object movement.
41
3.3: Multiple Layer Codec Structure 42
Zone 0 
Zone 1 
Zone 2 
Zone 3
Figure 3.3: Heuristic threshold map
(a) W ithout heuristic zone threshold­
ing
(b) W ith heuristic zone thresholding
Figure 3.4: Comparison of heuristic thresholding
3 .3 .3  B ackground  M em ory
The background memory is used to improve the coding efficiency on sequences with sta­
tionary background. The use of the facility is controlled by the output of the global 
motion estimator. If the global motion estimation indicates that the sequence is of sta­
tionary background, the background memory is turned on. It can also be controlled by 
external flags.
When the background memory is turned on, the zero motion search will use the back­
ground memory as reference instead of previous frame. The advantage of using background
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memory as a reference frame is that previously registered background can be used when 
a previously occluded background region reemerges in consequence of the motion of fore­
ground objects. Therefore, no intra coding will be necessary for such kind of reappearing 
regions. Figure 3.5 shows how background memory can help encoding occluded back­
ground regions. In Figure 3.5 (c), the reappearing region can be directly copied from 
background memory instead of using spatial coding so that a better coding efficiency can 
be achieved. If the object moves back and forth in a limited distance (such as a speaker’s 
head), the background memory can save a considerable number of bits that would other­
wise be needed to encode the repeatedly reappearing background regions.
Uncoveredo y —^  Background
Covered Background
(a) Initial position of the object (b) Object moving up-left
Reappearing Background Uncovered Background
Covered Background Covered Background
(c) Object moving down-right (d) Object moving down-right further
Figure 3.5: Object motion and the background memory
The background memory must be the same at both transmitter and receiver side of 
the codec. Here, we use the reconstructed image from the bit stream to create such a
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background memory. The update procedure consists of three steps:
(a). When a first intra frame or a scene change frame appears, the whole background 
memory is flushed with that frame. A confidence matrix in which each element 
corresponds to an 8x8 area in the background memory is created and initialised to 
1.
(b). For successive frames, if the motion vector for an 8x8 region is zero, the correspond­
ing confidence element is increased by 1. The background for that region will not be 
updated.
(c). If the motion vector for a certain 8x8 region is non-zero, the following rules will be 
used to update the background memory:
• If the neighbouring blocks all have non-zero motion vectors, the block is in the 
centre of a moving object. No background memory update is performed. The 
corresponding confidence element is set to zero.
• If the block appears to be an edge block identified by a discontinuous motion 
field, the direction of the motion vector is used to identify whether there is an 
occlusion. If the block moves towards the regions with zero motion, no occlusion 
is present. In this case, the background memory will not be updated but the 
confidence element will be set to zero. If the block moves away from the region 
with zero motion, it means an occluded region is present.
• Occluded regions are firstly compared with the background memory to see 
whether the content has been stored in the background memory. If an occluded 
region is not in the background memory, the region has to be spatially encoded 
and the background memory is updated. The corresponding confidence element 
will be set to 1. Otherwise, the confidence element will be increased by 1.
In the motion estimation procedure, the zero motion will only be checked against back­
ground memory with a non-zero confidence element. For blocks with the corresponding 
zero confidence elements, the zero motion will be checked against the previous frame. In 
this way, a small motion in a large uniform region may be dealt with as a zero motion. 
Therefore, a better coding efficiency can be expected.
3 .3 .4  E x ten d ed  Q u ad tree D eco m p o sitio n
From the description of the multiple layer codec, it can be seen that the last three layers 
are in fact a variable block size codec structure with quadtree decomposition. To cope with
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multiple motion within a block and to take advantage of foreground/background segment­
ation, the standard quadtree decomposition is modified to accommodate new elements 
introduced. Although more than two moving objects could be considered, in the following 
discussion we confine ourselves to at most two different motions per block. After global 
motion compensation and foreground/background segmentation, the image is divided into 
equal size blocks with a maximum block size of iC x AT pixels. Then each of the blocks is 
processed by the decomposition procedure shown in Figure 3.6.
Take a block
In background region? ^  '
N MC using BG Moüon 
Parameters
ME and MC
e = MC Error
e = MC Error
e < E t ?
Compress MC errorCompress MC errorOutlier>Ot and ^
not in dual motio
Dual Motion All coeff. = 0?
Split Block
MP + MC error 
CodingMP only
All coeff, =  0? \  N
J y
No transmission BG motion + MC Error Coding
Abbreviations:
B G -B ackground 
MC - Motion Compensation 
M P - Motion Parameters 
M E - Motion Estimation
Figure 3.6: Extended Quadtree Decomposition 
Please note that in the decomposition procedure, motion estimation only applies to
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Sequence Name Zero motion blocks (%)
Miss America 42.4
Salesman 92.1
Claire 72.3
Mother and Daughter 83.7
Table 3.1: Number of zero motion blocks
blocks in the foreground region. Thus the computational load is reduced as the motion 
estimation procedure is one of the most time consuming parts of the algorithm. It can 
also be noted that the foreground/background segmentation does not need to be very 
accurate because any wrongly positioned block will create a relatively large global motion 
compensation error and has to be processed in the foreground processing branch.
The blocks falling into the background region take about 40% to 90% of the total 
number of blocks (Table 3.1). For these blocks, a run-length coding technique is applied 
to efficiently encode the block status. For the foreground blocks, an inter-block prediction 
and differential coding technique is used to encode the motion parameters. If a bloclc 
under consideration, say has exactly the same velocity as one of its neighbouring 
blocks, there is no need to transmit the velocity. It is sufficient to indicate which of the 
neighbours moves with the same motion. We process blocks from left to right, and from 
top to bottom, so only neighbouring blocks located above and to the left are considered. 
The main difficulty is that blocks may have different sizes. To overcome this problem, all 
velocities are mapped onto the finest grid, called the basic grid, corresponding to the image 
divided into blocks of the minimal size (basic blocks). Each of the basic blocks is indexed, 
relatively to the block under consideration. The total number of basic neighbouring blocks 
is:
.  LcN bc (3.6)
where Lmin is the side length of the basic block in pixels, while Lc denotes the size of the 
block under consideration Be- The procedure selects the basic neighbouring block with an 
index k G [1, iV^c] that minimises the error criterion e for the block Be’
^ { B c B s k )  <  ^ ( B c B s j y y k J  e  [ 1 ,N b c ] (3.7)
Figure 3.7 shows possible examples of relations between block Be and its neighbouring 
blocks.
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Block Be Neighbouring
Blocks
Non-relevant
Block
Figure 3.7: The relation between the block Be and its neighbouring blocks
To encode the index of basic blocks, we use a pseudo-Huffman code which is based 
on the fact that the decomposition structure of the blocks at the top and to the left of 
the current block is known on the receiver side. We use the following rules to create the 
pseudo-Huffman code:
• In a pair of blocks, the top one is assigned 0 and the bottom one is assigned 1; the
left one is assigned 1 and the right one is assigned 0.
• If two basic blocks belong to the same level decomposition, they should have the
same code.
Figure 3.8 gives two examples of pseudo-Huffman-code with a given neighbouring block 
decomposition. In Figure 3.8 (a), the pseudo-Huffman codes for the basic blocks are:
I,1,1,1 (left)
011,010,00,00 (top)
In Figure 3.8 (b), the pseudo-Huffman codes for the basic blocks are:
II,10 (left)
0,0 (top)
It can be seen that if the size of the block at the top and to the left of the block being 
processed is equal or greater than the size of the block being processed, only one bit is 
needed to encode the neighbouring index. In the worst case, the scheme uses the same 
number of bits as the fix length coding.
In the event that the above procedure fails to find the same motion velocity from the
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0
1
0
1 0
1
0
1 0
1
(a) (b)
Figure 3.8: Examples of pseudo-Huffman code
neighbouring blocks, a differential coding is used to reduce the redundancy. The reference 
velocity takes the median of the velocity of the first basic block on the left, the velocity 
of the first basic block at the top and the velocity of the first basic block at the top-right 
corner. The velocity difference is encoded using variable length coding.
3.3.5 M otion Boundary Coding
In the above procedure, when dual motion mode is detected, one needs to encode motion 
boundaries within the block. There are several ways to encode the object boundaries. 
The most commonly used one is the chain-code. It is able to describe accurately the 
shape of any area. However, the bit rate required for chain code is high. For the four-link 
chain-code, under certain constraint, the theoretical lower bound is
Ioq2{1 -b V^) — 1.27 (3.8)
per node[25] (after arithmetic coding). To increase the coding efficiency of boundary 
coding, some approximation has to be made. Here, we propose two coding schemes which 
are able to encode boundaries efficiently while maintaining a low overhead of bit rate.
3.3.5.1 Straight Line Approxim ation
The straight line approximation was first proposed in [102, 101].
In order to have a compact description of the boundary, we assume that it can be 
approximated by a straight line. This assumption works well in practice, and its main
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Xo
Figure 3.9; Line approximation of motion boundary
advantage is that the algorithm has a degree of freedom and can split large blocks into 
small ones, to improve line fitting. Figure 3.9 shows the representation of the motion 
boundary within a block. A straight line is used to describe the motion boundary within 
a block. Two parameters are needed to encode the line representing an object boundary: 
the intersection point A q and the line direction 0  (e.g., the angle between the line and the 
base of the block). Calculation shows that it is more economical (in terms of bit rate) to 
encode a boundary than to split the block and to code the motion parameters of each sub­
block. Furthermore, such an approach also gives a better approximation of the real motion 
boundary, thus a better reconstruction can be obtained. As an example. Figure 3.10 shows 
a region around the head of the ’’salesman” (a) and correspondent motion segmentation 
(b). Note that this approach works equally well for motion boundaries that do not coincide 
with intensity edges, as opposed to methods based on gray-level segmentation, however 
this is at the expense of extra bits used for the coding of the boundary line.
Such an approximation requires 5 bits to encode the angle of the line and 2 bits to 
indicate which side of the block is intersected, and 3-5 bits (depending on the size of the 
block) to encode the intersection point. For a 32x32 block, the straight line approximation 
requires a total of 12 bits (which corresponds to a 0.0117 bits/pixel overhead) to encode 
the line. For 16x16 blocks, the overhead increases to 0.043 bits/pixel. Such overhead is 
comparable to the average bit rate for some head and shoulder type sequences (e.g. akiyo 
in CIF format, 0.0572bits/pixel). Therefore, a more compact presentation of the object 
boundary is needed.
3.3.5.2 F ixed Pattern  Partition
In experiments, we have found that the overhead for spatially encoding a well motion- 
compensated block is quite small. This allows us to use an even coarser representation of
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(a) Region around the head (b) Segmentation
Figure 3.10: Segmentation around the head of Salesman
the motion boundary. In [99], a fix-pattern segmentation method to encode the motion 
boundary within the block was proposed.
Firstly, a set of basic patterns is created which can partition a block into to halves. The 
basic set of patterns consists of four partition maps as shown in Figure 3.11. Prom these
( a ) (b)
Figure 3.11: Basic Partition Patterns
four basic patterns, we can derive another 8 secondary patterns as shown in Figure 3.12. 
Because of the symmetry, we can assume that the probability of the four basic partition 
patterns is the same and the probability of the eight derived partition patterns is also 
the same. Therefore, a simple variable length coding table (Table 3.2) can be obtained. 
When a motion boundary is found within a block, one of the partition patterns is selected 
as the best-matching pattern. Compared to line segmentation, the average code length 
used to encode the motion boundary is reduced from 10-12 bits to 3.6 bits per block.
3 .3 .6  R a te  C ontro l
One of the most commonly used rate control methods is to use the buffer content as the 
criterion. This approach is exemplified by the TMN-5 rate control [87]. The control of the
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(a) (b) (c) (d)
(e)
Figure 3.12: Derived Partition Patterns
Partition Pattern VLC Code
Basic (a) 100
Basic (b) 101
Basic (c) 110
Basic (d) 111
Derived (a) 0111
Derived (b) 0110
Derived (c) 0101
Derived (d) 0100
Derived (e) 0011
Derived (f) 0010
Derived (g) 0001
Derived (h) 0000
Table 3.2: Variable Length Coding Table
bit generating components which normally involves changing both the quantisation step on 
the quantiser and the temporal sub-sampling rate, so that a target bit rate can be achieved. 
This method does not take into account the statistical properties of the image frame and 
therefore it cannot achieve optimal rate control results while maintaining perceptually 
good image quality.
Here we propose a new rate control scheme which uses both the buffer content and 
spatial complexity to obtain a bit creation model so that a more accurate rate control can 
be achieved. The proposed rate control mechanism controls the following parameters in 
the bit generating procedure:
• Temporal resolution
• Spatial resolution
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• Quantiser for spatial compression tools
to achieve the desired bit rate. There are two stages of rate control - a global rate control 
and a local rate control. In the global rate control, all three components mentioned above 
can be controlled by using predefined preference and/or negotiable preference. In the 
local rate control, only the quantiser associated with the spatial compression tools can be 
controlled. The preference is given to the global rate control for two reasons:
(a). Human visual system is more sensitive to spatial discrepancy than to temporal dis­
crepancy.
(b). Extra bit overhead is needed to encode a local adjustment of the spatial compression 
quantiser.
3.3.6.1 Intra frame bit generation m odel
When DCT based intra frame coding scheme is used, the average number of bits created 
for each intra block is
B  = B ^ +  * QP  (3.9)
where Bdc is the average number of bits used for the DC component, N Z Q A C qp is the 
average number of non-zero quantised AC coefficients obtained with quantisation step QP, 
Q is the quantisation step to be used and C  is the average number of bits used for each AC 
coefficient to encode the block. Through Equation 3.9, the total number of bits required 
for the whole frame is
rows * columns * 6 /o-,n\  (3-10)
where rows and columns denote the horizontal and vertical size of the image frame, 16 x 16 
is the size of a macroblock. In Equation 3.10, the only variable is B.  Therefore, B  is the 
key to intra frame bit rate prediction. In Equation 3.9, the first item of the equation 
contributes to the bits required for the DC components. The second item represents the 
bits required for coding the AC components. Under H.261/H.263 syntax, B^c equals 8 for 
intra block coding. QP  and Q are known parameters. N Z Q A C qp can be calculated from 
the input image. The only unknown is the average code length to encode the non-zero AC 
coefficient C which needs to be decided by experiment. Table 3.3 gives the experimental 
results for various CIF sequences and Table 3.4 gives the experimental results for various 
QCIF sequences.
From Table 3.3 and Table 3.4, it can be seen that:
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Sequence Bits required NZQAC*QP C (N^QACg) C (NZQACie)
QP=8 QP=16 QP=8 QP=16 QP=8 QP=16 Q P=8 QP=16
Akiyo 59584 39000 18.35 17.76 7.44 7.34 7.68 7.58
Bream 73784 45104 26.37 25.34 6.99 6.66 7.27 6.93
Bus 136504 72320 60.06 53.53 6.58 5.97 7.38 6.69
Calendar 240808 120448 119.59 112.29 6.24 5.71 6.65 6.08
Children 122728 68352 50.92 51.36 6.19 6.52 6.14 6.46
Coastguard 103184 55248 42.00 32.62 6.75 5.81 8.68 7.48
Container 97896 57880 36.54 36.76 7.27 7.16 7.22 7.12
Foreman 75320 44992 26.60 24.21 7.12 6.57 7.83 7.22
Hall 80656 52128 26.14 28.37 7.94 8.53 7.31 7.86
Mad 51208 33688 14.76 11.93 7.34 6.69 9.08 8.28
News 90680 55152 32.42 34.03 7.44 7.51 7.09 7.15
Silent 82560 44000 32.12 22.91 6.66 5.24 9.34 7.34
Td 44248 30648 11.41 8.89 7.44 6.86 9.55 8.82
Weather 207112 116944 85.91 96.16 7.37 7.67 6.58 6.85
Average 7.055 6.73 7.7 7.27
CTc 0.489 0.848 1.03 0.689
Table 3.3: Prediction constant for CIF image sequences
• For the same image, the average code length C is rather consistent when N Z Q A C
and the bits spend for intra frame coding are calculated using the same quantisation 
step.
• For different images, the average code length C  is rather close. For all C  calculated 
using the same quantisation step for intra bits and NZQAC^  the minimum is 6.08 
and the maximum is 8.82.
• The average value of C  is slightly smaller when N Z Q A C  is calculated using quant­
isation step 8 as compared to N Z Q A C  calculated using quantisation step 16.
• The standard deviation of C is also smaller when calculated using QP = 8.
Based on the above observations, we can assume that:
• The average value of C is proportional to quantisation step QP.
• The deviation of C  is also proportional to quantisation step QP,
As the difference of average value of C, denoted as C, and the deviation of C, denoted as (Tc, 
using different quantisation steps Q P  is relatively small, we can use a linear approximation
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Sequence Bits required NZQAC*QP C (W^QACg) C {N Z Q A C xq)
QP=8 QP=16 QP=8 QP=16 QP=8 QP=16 QP=8 QP=16
Akiyo 22008 12880 32.82 31.19 7.08 6.67 7.45 7.02
Bream 22712 13072 37.07 33.10 6.52 6.04 7.31 6.77
Carphone 26256 14920 39.57 38.14 7.31 6.92 7.59 7.18
Children 48080 24960 87.74 86.95 6.65 6.20 6.71 6.26
Claire 18776 12000 23.34 23.38 8.09 8.36 8.08 8.35
Coastguard 26336 13576 41.19 30.59 7.06 5.77 9.5 7.77
Container 30040 17280 48.61 48.08 7.01 6.94 7.08 7.02
Foreman 28088 15664 44.80 42.18 7.02 6.56 7.45 6.97
Grandma 19688 10824 30.78 23.35 6.54 5.31 8.61 7
Hall 27832 16552 42.66 44.47 7.29 7.45 6.99 7.15
Mad 18056 10592 25.14 20.84 7.13 6.26 8.6 7.55
Missa 12512 8424 14.81 12.44 7.06 6.68 8.4 7.95
News 33104 18664 54.37 55.91 7.02 6.89 6.83 6.7
Salesman 28040 14400 48.44 37.38 6.47 5.36 8.39 6.95
Silent 25808 13744 42.55 35.17 6.66 5.69 8.06 6.89
Suzie 16896 9904 23.97 19.63 6.82 5.79 8.33 7.07
Td 14080 8712 17.15 13.01 7.33 6.22 9.66 8.2
Trevor 29264 15592 50.58 44.41 6.53 5.77 7.43 6.57
Weather 76232 42104 136.43 151.83 7.06 7.37 6.34 6.63
Average 6.98 6.43 7.83 7.15
Oc 0.378 0.761 0.884 0.546
Table 3.4: Prediction constant for QCIF image sequences
to calculate C and a  for a given QP. Using the data in Table 3.3 we can derive the following 
equations for CIF image sequences:
C = 6.84 -f 0.026875 * QP (3.11)
cTc =  0.289 +  0.025 * QP  (3.12)
Similarly, we can derive the relationships for QCIF image sequences from Table 3.4:
C = 6.81 +  0.02125 * QP (3.13)
(Tc =  0.21 +  0.021 * QP (3.14)
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3.3.6.2 Intra frame buffer regulation
In practical applications, the rate control algorithm normally requires that after the first 
frame coding, the buffer contents should be about constant. This is so called initial buffer 
regulation problem. It is normally achieved by two means:
(a). Optimal selection of quantisation step Q.
(b). Adjusting the frame rate to drain the excessive bits.
As we pointed out in introduction, the selection of initial quantisation step Q is purely 
heuristic. 16 is chosen in TMN-5 and 20 is recommended in VM-5. Those numbers do not 
take into account any of the application requirements and therefore, the coding delay and 
image quality cannot be guaranteed.
W ith the knowledge of average code length C  and NZQAC^  we can predict and control 
the bits generated for the first frame. Using the above bit generation model, the optimal 
quantisation step can be estimated by the following iterative calculation procedure:
(a). Calculate the initial quantisation step Qq by
rows*columns*6
(b). Set i= l;
(c). Calculate using either Equation (3.11) or Equation (3.13) according to image 
size.
(d). Estimate the ith iteration quantisation step Qi using Cq._i
rows*columns*6
(e). Restrict the range of Qi to [1,31]
=  M iW (31,Qi)
Qi == .&fjUr(l,(2i) (3.17)
(f). If Qi = Qi~i then stop else goto step b.
This procedure normally converges in just 1 or 2 iterations. Therefore, it is a very practical 
way to get the optimal quantisation step for buffer regulation.
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3.3.6.3 M ACC rate control algorithm
The rate control strategy is as follows:
(a). Define control parameters
• Target Bit Rate: R]
• Buffer size: Bs\
• Buffer content pointer: Bp]
• Buffer full position: Bf]
• Buffer empty position: B^]
• Frame rate of input sequence: FRi\
• Buffer draining rate per frame: Bpp]
• Target frame rate: FRtarget\
• Buffer draining rate under the target frame rate: Bft]
• Frame increment number: N\
• Target number of bits for the next frame: T.
(b). Initialisation of the rate controller.
• Bs = R /2  (corresponding to 0.5 sec. delay for communication applications) or 
Bs = lOOR (for other type applications);
•  Bp = 0]
•  B f  = O.SBg]
•  B e = ^ M I N { 0 . 2 B s , 0 . 1 R ) ]
• Bpp =  R/FRi]
• ^ f t  ~  BfFRtarget]
•  ^  =  FRtffget  ’
• The bits budget for the first intra frame sets the buffer contents to the middle 
of the buffer after the buffer draining or half of the required bit rate, whichever 
is smaller:
Bfirst = MIN{0.bBs  +  Bf t ,Rj2)]
(c). Selecting QP for the first frame:
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• Use equations 3.15, 3.16 and 3.17 to calculate the optimal quantisation step 
QPfirst for the first frame.
• Estimate minimum and maximum bits generated by using QPfirst- Using equa­
tion 3.11 and 3.12 for GIF image or equation 3.13 and 3.14 for QCIF image, 
calculate C  and Gc for QPfirst- We use C — 2ac for Cmin and C 2 a c  for Cmax- 
Using equation 3.9 and 3.10 we can obtain Blmin and Blmax as follows:
• while (Blmin ~  Bf t  < Be) {
if >  1) {
Q R - - ;
recalculate Blmin]
}
else
stuffing bits;
}
• while {Blmax -  B f t  > B f )  {
if <  31) {
QR4- + ;
recalculate Blmax]
}
else
use lower spatial resolution;
}
• if lower spatial resolution has to be used, recalculate N Z Q A C  and C  for the 
given resolution and repeat the above procedure until a satisfactory buffer con­
tent is reached. To avoid a buffer overflow, the following condition must be met 
at all time:
Blmax Bpp ^  Bs
(d). Select the control parameters for the first inter frame following the first intra frame. 
The same spatial resolution as that of the first intra frame is used. After encoding 
the first frame using the selected Q P f i r s t  and the spatial resolution, the total number 
of bits generated is B  first-
• Target bits and temporal resolution calculation:
57
3.3: Multiple Layer Codec Structure 58
— Fixed frame rate:
Bp — Bfirst Bft 
T  = M A X{ B f t , O AR - Bp )
— Variable frame rate:
Bp = B f i r s t  -  B f t
i f  (Bp > B f ) N == IV 4-(j9p -  a/)/jBpp;
i f  (Bp < Be)N = N  ~  { B e - Bp ) j Bp p \
N = M A X { 1, N )
N = M I N { S , N )
Bp ~  B f i r s t  N  ^ Bpp]
P  P t a r g e t = FRi / N]
Bf t — R/F  R t a r g e t  j
T = M A X { B f t , O A R - B p ) ]
• Initial quantisation level:
Q P q — Q P i n t r a
• Start encoding using QPq. T o  reduce the overhead of sending side information, 
a local adjustment is carried out for every 9th macroblock:
imb rn\MB-^ /IQPimb =  Q P o [ l  +  1 2 ^ ® ' ” ‘ \
QPimb =  M A X { 1 , Q P i m b ) ]
QPimb =  M I N { Z l^ Q P im b ) ]
A q p —  QPimb QPimb—9]
^ Q P — M A X { —2 , A q p )]
^ Q P =  M I N { 2 , A q p )]
QPimb =  Q Pim b-9  +  A q p ;
where Bimb is the number of bits generated until current macroblock.
(e). Control strategy for the remaining inter frames. The number of bits generated by 
the previous inter frame is where n is the total number of inter frames coded.
58
3.3: Multiple Layer Codec Structure 59
• Target bits and temporal resolution calculation for the current frame:
— Fixed frame rate:
Bp =  B p -  B f t
T  =  M A X { B f t , O A R - B p )
— Variable frame rate:
B p  =  B p -  B f t
=== AT-- (B, --Rp)/JSpp;
N  =  M A X { 1 , N )
N  =  M I N { S , N )
B p  ■ B p  -  N  *■ Bp p ]
F  R t a r g e t  =  F R i / N ]
B f t  =  R j  F  Rt arge t ]
T  =  M A X { B f t , O A R - B p ) ]
• Calculate the average quantisation step in the previous inter frame:
1QRn — QBimb
imb—1
• Predict bits for the current frame using the previously encoded inter frames:
Bpren+i — ^ Q p  ^ ^ Q F i ^ B i  (3.18)
where QPi is the average quantisation step for previous ith frame, Bi is the 
number of bits spent on the previous ith frame, n is the number of inter frames 
encoded previously. To facilitate the computation, the above equation can be 
rewritten as:
Bpren+i ~  +  Q Pn  * Rfi)n
+  - B n
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therefore, Rpre„+i can be calculated iteratively from previous estimation of 
Bpre- However, it is known that the correlation between adjacent frames is 
much stronger than frames far apart. In equation 3.19, when n  is very large, 
the impact of the last inter frame will become very small. To overcome this 
problem, we restrict the maximum value n to a predefined number n* (normally 
in the range 5 to 20). The equation 3.19 can then be rewritten as:
a  =  1 -  k)  + , r i < n t
I  -  i )  + , n > n t
Calculate initial quantisation step
Q P q =  Q ï n [ l  + {B prC n+ l R )  ■2T
• Decide spatial resolution:
“  if Rp < 0.3Rg and Q P q < 16 and the spatial resolution is not the highest 
resolution, the spatial resolution is enhanced by one level. The bits pre­
dicted by equation 3.20 should be rescaled by the following equation:
B p rsn + I  3 R p re „ + i
Recalculate Q P q using the new Rpre„+i •
— if Rp > 0.7Rs and Q P q > 24 and the spatial resolution is not the lowest 
resolution, the spatial resolution should be reduced by one level. The bits 
predicted by equation 3.20 should be rescaled by the following equation:
B p rsn + I '^B p rc n + i
Recalculate Q P q using the new Rpre„+i-
• Start encoding using Q P q. If local adjustment is enabled, then for every 9th 
macroblock do an adjustment:
T)  ,Q P i m b =  Q P „ [ 1  +  '
Q P i m b —  M A X { 1 ,  Q P i m b ) ]
Q P i m b =  M I N { ^ 1 ,  Q P i m b ) ]
^ Q P —  Q P i m b  Q P i m b —9]
^ Q P =  M A X ( — 2 ,  A q p ) ;
^ Q P =  M Z W ( 2 , A Q p ) ;
Q P i m b —  Q P i m b —9 d" A q p ]
+  12 - R
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where Bimb is the number of bits generated until the current macroblock.
As compared to other rate control strategies such as TMN-5, the proposed method has 
the following advantage:
• The proposed method does not require the initial quantisation step to be selected 
by external means which is crucial for a successful rate control algorithm.
• It uses both spatial and temporal rescaling to help stabilising the buffer content 
whereas TMN-5 only uses temporal rescaling.
• More accurate control is achieved by using the bits prediction model.
• It supports both online control and off-line control by initialising the buffer size 
differently.
• It uses a similar macroblock level control as TMN-5, but with different target bits 
and predicted bits estimation method.
3 .3 .7  D eb lu r  In tra  C od in g
Because of the low-pass filtering effect of sub-pixel accuracy motion compensation, the 
sharpness of the image is lost in the process of repetitive application of motion compensa­
tion. To remedy this problem, intra coding has to be applied after certain number of inter 
codings. There are three different approaches to apply the intra coding.
• Apply intra coding to the whole frame at regular intervals. This approach not only 
restores the sharpness of the image but also recovers any block which has been 
erroneously motion compensated due to transmission errors or for any other reason. 
Its drawback is that the bit-rate overhead is high which may contribute to the buffer 
overflow. Consequently a larger buffer is required to accommodate the bursts in the 
bit stream.
• Apply intra coding to the regions which have been motion compensated at regular 
intervals. For sequences with stationary background, this approach significantly 
reduces the bit overhead in sending intra coded regions. However, for sequences 
with non-stationary background, there is no difference between this approach and 
the previous one.
• Only regions that have been motion compensated a certain number of times will be 
intra coded. Any intra coding during the coding progress will reset the counter so
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that unnecessary intra coding is avoided. A motion compensation counter is required 
for each smallest block in this scheme. Whenever the value of the counter is greater 
than a given threshold, an intra coding is forced for that block. Because usually 
only a small percentage of blocks is motion compensated repeatedly many times, 
the overall overhead for extra intra coding is reduced. The only disadvantage is a 
potential loss of robustness to transmission errors and therefore a channel coding 
may be required to increase error resilience.
In our approach, we opt for the third approach which is more suitable for very low bit 
rate coding. It also has the advantage that a more evenly distributed bit stream will be 
created as compared to the other two schemes.
3.4 E xp erim en tal R esu lts
The effectiveness of affine motion compensation was tested using a set of MPEG-4 GIF 
test sequences. Figure 3,13 (a) and Figure 3.13 (b) show the average PSNR and average 
bit rate(7.5 Hz frame rate) using the proposed algorithm, the algorithm presented in 
[101](VSBM), and H.261 [36, 34] respectively.
VSBM presented in [101] has almost the same structure as the algorithm presented in 
this thesis except that it uses translational motion model on all block layers and there is 
no global motion estimation and segmentation stage to stabilised the background motion. 
Results of H.261 were obtained by p x 64 implementation as presented in [34].
From Figure 3.13 (b), we notice that for sequences with global motion and large local 
motion such as “bream”, “coastguard” and “foreman” the proposed method gains most 
in bit rate due to improved motion compensated prediction and multiple layer structure. 
For sequences with stationary background but exhibiting large and complex motion such 
as “children”, “mother and daughter” , “news” , “silent” and “weather” , the proposed al­
gorithm also gains in bit rate from the use of the affine motion model. However, for 
sequences with stationary background and small motion like “akiyo” , “container” and 
“hall” , the bit rate is slightly higher than VSBM which uses only translational motion 
model. This is caused by a small bit overhead introduced by the additional motion para­
meters used by the affine motion model. Overall, the bit rate (on average) is reduced by 
40% as compared to H.261 and by 9.2% as compared to VSBM. The average overall PSNR 
of the proposed algorithm is slightly lower than that of VSBM and H.261(0.026 dB and 
0.057dB respectively). An interesting phenomenon is that for sequences with stationary 
background and small motion, the proposed algorithm gives higher PSNR than VSBM
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Average PSNR for Tested Sequences
□ PSNR - Proposed 
■  PSNR-VS8M
□ PSNR-H.261
(a)
Average Bit Rate for Tested Sequences
□ Bit Rale • Proposed 
■ BR Rate-VSBM
□ Bit Rale • H.261
(b)
Figure 3.13: Average results for tested sequences (a) PSNR (b) Bit rate
and H.261. This may imply that the codec still benefits from the use of complex motion 
model by improved motion prediction and thus achieves a higher PSNR. (The bit rate is 
slightly higher than for VSBM, but still lower than for H.261).
Figure 3.14 shows a comparison of the PSNR and bit rate for the proposed algorithm 
and H.261 using the “akiyo” sequence without the bit-rate control. The PSNR in Figure
3.14 (a) shows that the proposed algorithm has a less turbulent PSNR than that of the
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PSNR Comparison
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Figure 3.14: Comparative results for the “Akiyo” sequence (a) PSNR (b) Bit rate
H.261 which has two peaks when the intra frame coding is applied to an entire frame (with 
the rate control, there will be two valleys around this point). Because of the use of MC 
counter and distributed de-blurring intra mode, the proposed algorithm has a more stable 
bit rate than H.261 which also has two peaks around the de-blurring intra point (Figure
3.14 (b)).
In order to evaluate the benefits of the motion segmentation we compare the algorithm
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Sequence PSNR (dB) Bit Rate (kbps)
proposed No Seg. proposed No Seg.
Akiyo 36.05 35.91 15.75 16.66
Bream 34.45 34.03 102.48 110.22
Carphone 34.05 33.93 53.83 53.16
Children 32.22 32.04 126.31 138.83
Coastguard 32.03 31.89 108.16 111.51
Container 33.98 33.84 30.28 31.22
Foreman 33.46 32.75 90.64 91.77
Hall 35.09 34^6 28.64 30.83
Mad 35.52 3&31 25.98 24.58
News 34.14 33.97 45.39 47.83
Salesman 33.16 33.05 24.35 25.93
Silent 33.64 3&52 44.46 43.30
Suzie 35.54 35.23 46.33 42.18
Td 35.02 34.76 8&31 89.25
Weather 32.35 32.18 52.67 61.05
Average 34.05 33.82 60.65 6&84
Table 3.5: Average PSNR and bit rate for tested sequence
with its variant in which motion segmentation is inhibited (one motion mode per block). 
MPEG-4 QCIF test sequences were used and the rate control was disabled. In Table 3.5 
we give the average PSNR and bit rates for all 15 tested sequences. It can be seen that the 
proposed algorithm gives higher PSNR on all 15 tested sequences and lower bit rate on 11 
sequences. On average, the proposed algorithm gives a 0.2dB higher PSNR and 2.2kbps 
lower bit rate.
To measure the effectiveness of the motion compensation (MC), the total number of 
bits spent on encoding motion compensated errors (DCT-P Bits) and the total number 
of blocks to be spatially coded (SPCB) were calculated. It is known that for a well 
motion compensated frame, the number of bits spent on MC errors is small. If multiple 
motions exist within a block, one normally needs more bits to encode the MC errors or 
sometimes the block has to be spatially encoded. The comparison of results is shown in 
Table 3.6. Prom Table 3.6, it can be seen that the proposed algorithm always gives better 
motion compensation in terms of DCT-P bits and SPCB. On the other hand, a better 
prediction does not necessarily mean a lower bit rate. The bit rates for the “earphone” , 
“mad” , “silent” and “suzie” sequences are higher than the bit rates achieved by a variant 
of the algorithm with motion segmentation disabled. Further investigation showed that 
the increased overhead to encode the partition parameters (the line) and the extra motion
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Sequence DCT-P Bits SPCB
proposed No Seg. proposed No Seg.
Akiyo 98692 124512 0 9
Bream 869627 1114346 4 63
Carphone 531890 667634 27 179
Children 1242046 1479153 0 61
Coastguard 902410 1095300 0 104
Container 221026 247931 0 22
Foreman 560295 823161 20 150
Hall 217075 278053 1 2
Mad 123681 170353 6 29
News 341390 441591 24 56
Salesman 249507 333490 0 32
Silent 269663 372868 12 94
Suzie 110855 154934 5 29
Td 659397 840949 302 518
Weather 442232 583644 0 22
Table 3.6: Total number of DCT-P bits and SPCB
parameters can sometimes eliminate the benefits from better motion prediction. Table 3.7 
gives the comparison of the total number of bits spent on motion related parameters (MC 
bits, including partition parameters, motion model, and motion parameters) and the gain 
from improved motion compensation (MC Gain). The gain is calculated by subtracting 
the total number of bits (MC -f DCT_P) used by the proposed technique from the number 
of bits used by the version without motion segmentation.
M C c a in  — { M C  +  DCT-P)proposed  
- { M C - V D C T J > ) N o S e g . (3.21)
Prom Table 3.5 and Table 3.7, it can be seen that for those sequences with a higher bit 
rate the gain from motion is negative. However, the gain does not take into account that 
improved MC reduces the number of bits used for intra block coding. In the sequence “Td”, 
the negative gain is compensated by the reduced number of intra coded blocks. The overall 
bit rate for this sequence is still improved. We also notice that the proposed algorithm 
performs very well with hybrid natural and synthetic sequences (class E ) such as “Bream”, 
“Children” and “Weather”. Most of the sequences in this group involve highly-textured 
background, with dominant high spatial frequency contents. Such textured regions are 
very sensitive to any failure in motion compensation.
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Sequence MC Bits MC Gain (bits)
proposed No Seg.
Akiyo 29902 14072 9990
Bream 234465 80720 90974
Carphone 285639 91328 -58567
Children 153358 44191 127940
Coastguard 258549 94634 28975
Container 59240 35141 2806
Foreman 377800 118335 3401
Hall 54037 22885 29826
Mad 104571 42602 -15297
News 105491 34843 29553
Salesman 88811 31323 26495
Silent 168212 47267 -17740
Suzie 106819 40903 -21837
Td 256881 70837 -4492
Weather 66537 20717 95592
Table 3.7: Total number of bits spent on motion related parameters and gains from motion 
prediction
3,5 C onclusion
In this chapter, we presented an algorithm which combines robust motion segmentation 
and motion prediction with a variable size block coding. The algorithm introduces a 
new way to solve the motion boundary segmentation problem and exploits an inter-block 
prediction and pseudo-Huffman coding scheme which can effectively reduce the bit-rate 
without sacrificing the image quality.
The experimental results are encouraging: under the same PSNR constraint, the pro­
posed algorithm can achieve a lower bit rate than the standard variable block size codec in 
which only translational motion model is used. The algorithm can also achieve significantly 
lower bit rate than H.261. The gain from better motion prediction and motion segmenta­
tion is also evaluated. The results suggest that for the majority of the sequences, improved 
motion prediction and segmentation means improved image quality (higher PSNR) and 
improved coding efficiency (lower bit rate). However, the gain in coding efficiency could be 
negative for some sequences because of the overhead to encode extra motion parameters 
and partition parameters. The experiment reveals that the gain in coding efficiency from 
improved motion prediction and segmentation is proportional to the spatial complexity of 
the sequence being encoded. Consequently, a sequence classifier could be useful to ensure
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the best result for all sequences.
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C hapter 4
R econfigurable M ultip le Tool 
V ideo Codec
4.1 In trodu ction
In the current multimedia environment, multiple coding standards exist in parallel as the 
result of various application requirements. It is known that to date there is no universal 
coding technique which is able to cover the entire range of applications. It is also known 
that there are coding techniques which are optimised for certain type of applications. 
Communication in a multimedia environment requires the codec to cover a much wider 
range of applications than those currently available. Even for the same application range, 
some approaches may be more suitable than others for certain image sequences. The 
experimental results in the previous chapter and our research [100, 99] also indicate that 
the proposed codec structure (MACC) may sometimes give a worse performance than a 
simpler codec structure for a certain type of sequences. Therefore, a codec, which can 
be configured according to specific application requirements and to be reconfigured to 
accommodate changes, can be expected to give a better performance.
One of the possible solutions to this problem is to put several codecs together and 
to apply the most suitable one for the application at hand. One only needs to develop 
an interface to various standard codecs. The advantage of this approach is that many 
mature codecs developed according to the international standards can be used and their 
performance can well be predicted as a function of different applications. There are two 
disadvantages of this loose integration of multiple codecs. Firstly, the solution cannot meet 
the requirement to operate in a time varying multimedia environment such as Internet. 
Switching between different codecs requires an extra overhead such as head information, 
intra frame coding etc. Consequently, it may result in a lower coding efl&ciency. Secondly,
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the use of multiple codecs would increase the system complexity unnecessarily. Prom our 
earlier discussion, we have concluded that many parts of various coding standards are 
common such as Huffman coding, motion estimation and motion compensation, DOT etc. 
Reusing of those common components will reduce the complexity and cost of the codec. 
Such an idea leads to another possible solution.
As we know, the major difference among different coding standards lies in the bitstream 
syntax and coding control strategy. The basic compression techniques are almost the 
same. If we put those common compression techniques for public use and implement 
a different codec structure which complies with certain coding standards, we can have a 
codec which can be configured to multiple standards by using different codec structures and 
bitstream syntax. Such a codec can enjoy the advantages of the first approach but with a 
reduced complexity, achieved by reusing common compression components. Furthermore, 
new codecs may be created by combining different compression techniques. The close 
integration of multiple codec structures will mean that no intra frame coding is needed 
when changing from one codec structure to another. Thus a better coding efficiency than 
that afforded by the first approach can be achieved.
Taking the idea of the second approach further, the compression tools and the codec 
structures can be generalised to a few tool boxes so that any compression tool and codec 
structure may be combined together to form a real codec. Based on this idea, we propose a 
reconfigurable multiple tool (RMT) video codec which uses generalised compression tools 
and codec structure to satisfy the broad requirements set by multimedia communications. 
The codec also has an open structure to ensure an easy addition of new compression 
techniques. The bitstream syntax of the codec guarantees backward compatibility with 
the current coding standards. The bitstream created by standard codecs can either be 
encapsulated in the RMT bitstream or sent out as a stand alone codec so that it can 
facilitate communication with terminals other than RMT. W ith some modification, the 
syntax of RMT can be fully compatible with the top level of the upcoming MPEG-4[64] 
video standard.
In this chapter, a framework for reconfigurable multiple tool codec (RMT) is proposed. 
The bitstream syntax, system integration and compatibility with existing coding standards 
are discussed in section 4.2. In section 4.3, the communication unit of the RMT codec 
is described. The tool configuration unit of the RMT codec is discussed in section 4.4 
where a theoretical tool selection method based on constrained optimisation theory is 
also presented to show that the optimal performance of the codec can be achieved. The 
possibility of using human assistance and heuristics in the tool selection procedure is also
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discussed and a query based system is proposed. Finally, the tool archiving unit of the 
RMT codec is described in 4.5 and a brief summary is given in 4.6.
4.2 R M T  Codec: A  S ystem  D escrip tion
We have already mentioned in the introduction that no coding technique alone can serve 
the entire range of applications but each technique is more suitable to one particular task. 
We also pointed out that a simple combination of multiple codecs not only wastes hardware 
and software resources but also results in lower coding efficiency in a time varying coding 
environment. The RMT codec, which consists of a combination of multiple compression 
tools and codec structures, is a very promising solution to serve very wide application 
requirements.
4 .2 .1  G eneral stru ctu re
In general, an RMT codec should satisfy a few criteria so that it can remain competitive 
and compatible with the corresponding stand alone codecs:
(a). It should be able to provide the same functionalities as loosely integrated multiple 
codecs. It should provide the same bitstream syntax as integrated standards and 
have an equal or better performance.
(b). It should allow new compression techniques to be easily added to the codec’s tool 
boxes.
(c). It should allow new codec structures to be easily added to the codec’s structure 
library.
(d). The configuration of a selected tool set should be easily changed and reconfigured 
during the coding procedure (on the fly reconfiguration) without reinitialising the 
codec.
(e). The tool set and codec structure should be embedded in the bitstream so that a 
decoder can reconstruct the image directly from bitstream without any a priori 
knowledge of the encoder.
To satisfy the above criteria, the proposed RMT codec consists of three major parts; a 
com m unica tion  u n it, a to o l configu ra tion  u n it, and a too l a rch iv ing  un it. The 
kernel of the codec is a reconfigurable virtual RMT codec which can be initialised using a 
codec structure and tools from the tool archiving unit. The selection and initialisation of
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the codec structure and coding tools are carried out in the tool configuration unit, in which 
the application requirements are translated to the choice of a specific codec structure and 
tool set so that the application requirements can be satisfied. The selected codec structure 
and tool set are then initialised to form a working codec. The image and data input/output 
are performed in the communication unit which also provides a user interface to the codec. 
A simple illustration of the operation of the RMT codec is shown in Figure 4.1.
Video
I/O
Bits
I/O
User
Communication Unit
Tool Archiving Unit
Image I/O
AR Inteipreter
User Interface
Tool Initializer
Data I/O
Tool Selector
Tool Box Shelf
Codec Structure 
Library
RMT Codec
Tool Configuration Unit
Figure 4.1: Basic Structure of the RMT Codec
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4 .2 .2  B its tr e a m  sy n ta x
The bitstream syntax of RMT should both satisfy the coding standard involved and the 
RMT requirements. Therefore, the bitstream syntax of RMT consists of two layers: a 
discardable RMT head layer and a codec layer. The RMT head layer can be removed 
(in duplex communication with standard based terminals) or filtered out (in data storage) 
when the RMT codec communicates with standard based codecs. The syntax diagram of 
the RMT codec is illustrated in Figure 4.2 where the picture layer and the RMT header 
layer are shown.
Picture Layer
RMT Header Layer
RTF RSTUFRSC TUD
Codec DataRMT Header
Figure 4.2: Syntax diagram for RMT codec
4.2.2.1 P ic tu re  layer
As shown in Figure 4.2, the picture layer consists of a discardable RMT header layer and 
a codec layer. When a predefined codec structure is chosen, the picture layer can either 
start from the RMT header layer or the picture layer of the codec. Whether or not to 
use the RMT header in a predefined codec structure is normally determined by external 
means.
4.2.2.2 R M T  h ead e r layer
The RMT header itself is byte aligned. It consists of a 32-bit starting code(RSC), a 16-bit 
flag field(RTF) and a byte aligned variable length tool update data field(TUD).
R SC  R M T  s ta r t in g  code (32 b its) RSC is a 32-bit word. The value of RSC is 0000 
0000 0000 1000 0000 1000 0000 1000 .
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RTF R M T  Tool Flag field (16 bits) A 16-bit word RTF immediately following RSC 
is used to indicate the presence of tool update words. From the most significant bit (Bit 
0) to the least significant bit (Bit 15), the definition of each bit is shown as follows:
• BitO PCS (Predefined codec structure) Set to 1 for the use of a predefined codec 
structure, 0 for the use of the RMT codec structure;
• B itl CS Codec structure update;
• Bit2 SPCI Spatial compression tool for intra coding update;
•  B i t s  SPCP Spatial compression tool for inter coding update;
• Bit4 MC Motion compensation tool update;
•  B i t s  VLC Variable length coding update;
• B i t s  QM Quantisation method update;
• Bit7 RCTL Rate control tool update;
•  B i t s  ARF Artifacts removal filtering tool update;
• B it9-B itll Reserved. Always 000;
• B itl2 - B itl5 User defined coding tool update. Up to 4 user defined tool boxes can 
be added to the RMT tool shelf.
The above Bit2 - BitS and Bit 12 - Bit 15 are set to 1 when a tool update is required 
otherwise they will be set to 0. To avoid simulation of the starting code in the codec 
layer, an exclusive/or operation with word 0101 0101 0101 0101 is applied to RTF before 
transmission. At the receiver side, the same exclusive/or operation is applied again to 
restore the value of RTF.
T U D  Tool U pdate D ata field (variable length, m inim um  length 0 b its) As
discussed above, a value 1 in the RTF flag indicates a requirement for a tool update of 
the corresponding tool box. A variable length word is used to indicate which tool is used 
in that tool box for current picture coding. Table 4.1 gives the definition of the variable 
length code used in the tool update data field. In theory, the number of tools in a tool box 
is not limited in such a coding system. In reality, it is rarely required that more than 20 
tools be used in a single tool box in the RMT codec and thus 8 bits are sufficient. After a
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Tool index Number of bits Code
0 2 00
1 2 01
2 2 10
3 4 1100
4 4 1101
5 4 1110
6 8 1111 0000
7 8 1111 0001
8 8 n i l  0 0 1 0
9 8 n i l  0 0 1 1
10 8 n i l  0 1 0 0
11 8 n i l  0 1 0 1
12 8 n i l  0 1 1 0
13 8 n i l  0 1 1 1
14 8 n i l  1 0 0 0
15 8 n i l  1 0 0 1
16 8 n i l  1 0 1 0
17 8 n i l  1 0 1 1
18 8 n i l  1 1 0 0
19 8 n i l  1 1 0 1
20 8 n i l  1 1 1 0
21 16 n i l  n i l  0 0 0 0  o o o o
275 16 n i l  n i l  n i l  i i i o
276 32 n i l  n i l  n i l  n i i  o o o o  o o o o  o o o o  o o o o
fe • •
65800 32 n i l  n i l  n i l  n i i  n i i  n i i  n i i  i i i o
Table 4.1: VLC table for encoding tool index
careful selection and optimisation, the number of tools in a tool box can be reduced to 6, 
or even 3 where only 2 or 4 bits are needed for each tool box. To avoid simulation of the 
starting code in the codec layer and to ensure a byte alignment for the tool update date 
field, a 2-bit RSTUF stuffing word 10 is used. Whenever 12 successive zeros are detected 
in the tool update data field, 2 stuffing words will be inserted to avoid a starting code 
simulation. On the receiver side, the first 1010 after 12 successive zeros will be skipped. 
At the end of the tool update data field, 0 to 3 stuffing words may be inserted to obtain a 
byte alignment. In this way, the RMT header can be safely added to the bitstream of any 
predefined codec structure and will be filtered out when communicating with a standard
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codec. However, the RMT header can be switched off using external means to improve 
the coding efficiency.
4.2.2.3 C odec layer
As various codec structures may be used in the RMT codec, it is not possible to define 
a universal syntax for various codec structures. Moreover, when predefined codec struc­
tures are used, the bitstream syntax must strictly abide by the syntax defined by the 
corresponding coding standard. Therefore, the bitstream syntax at the codec layer will be 
discussed in later sections where individual codec structures will be studied.
4.3 C om m unication  U nit
The communication unit is the interface between the RMT codec and the outside world. 
It consists of three interfaces: u ser in terface, im age I /O  in terface , and d a ta  I /O  
in terface.
4 .3 .1  U se r  In te r fa c e
The application requirements and the codec performance are interchanged through the 
user interface. The interface also provides a means for the user to intervene in the coding 
process and to override some of the codec configurations. The user should be able explicitly 
to configure the codec according to previous experience.
The user interface also provides access to the codec performance output for analysis 
and comparison. One of the special features in the RMT codec is that the performance 
data and codec configuration can be exported to a database (e.g. Microsoft Access) or 
spread sheet (e.g. Excel) for archiving and a further analysis.
4 .3 .2  Im a g e  I / O  In te r fa c e
The image I/O  interface provides a means to input the image signal to the encoder and 
to output image signals from the decoder. It currently supports all five 4:2:0 YUV source 
formats (Sub-QCIF, QCIF, CIF, CIFx4, C IFxl6) used in the H.263 standard
4 .3 .3  D a ta  I / O  In te r fa c e
The bitstream from the data channel is made accessible in the data I/O  interface. Func­
tionalities provided by the interface include data input/output, a synchronisation check 
and codec header recognition.
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4.4  T ool C onfiguration  U n it
The performance of the RMT codec depends on the correct selection of the tool set. For 
a specific application, an experienced researcher may be able to select a good set of tools 
and a codec structure to get a good codec performance using his/her previous experience. 
However, such a role may not be expected from an ordinary user. An automated tool 
selection procedure or human aided semi-automatic tool selection procedure should be an 
integrated part of the RMT codec,
4 .4 .1  P r o b le m  S ta tem en t
To satisfy the requirements of various applications, the RMT codec tool selector should 
meet a few criteria.
(a). It should be able to identify the communication requirements set by the terminal it 
communicates with and to select a corresponding codec structure.
(b). The application requirements for the given input sequence should be met if at all 
possible. In the event that not all the requirements(bit rate, picture quality and 
coding delay etc.) can be met simultaneously, a user defined preference should be 
respected to achieve a compromise. The selected tool should be able to give the best 
performance to meet the application requirements for a given input sequence.
The first criterion can easily be met by identifying the PSC code in the incoming 
bit stream or by detecting external signals. The second criterion leads to a conditional 
optimisation problem. It can be stated as follows:
For a given application requirement with a bit rate constraint Ba, picture distortion 
constraint Day coding delay constraint To and image sequence S', a codec structure C S  
and a tool set T L c s  should be chosen so that
B(CS'(TTcg)) < Bo (4.1)
D(CS'(TTc^)) < Do (4.2)
T(CS'(TTcg)) < T. (4.3)
For a given sequence, there may be more than one C S{T Lcs)  that can satisfy the above 
conditions. The optimal codec structure and tool set will depend on the application type.
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For real time communication, the optimisation problem would be formulated as: 
minimise
MDV(D(CS'(TLc.g))) (4.4)
subject to
C l:  B(CS'(TLcg))<Bo 
C2: T (C B(TLcg))<2:,
For data storage applications, coding delay Ta is not important and no constant bit rate 
is required. Therefore, one would choose an acceptable level of distortion and optimise B:
M7W(B(CB(TLcg))) (4.5)
subject to
C : D(CB(TLcg)) < D«
The user may define other factor(s) to optimise, but the above two are the most commonly 
used application types in the RMT tool selection procedure.
4 .4 .2  O p tim a l to o l se lec tio n
The above optimisation problem has been well studied in mathematics under the name 
optimisation of constrained functions. Consider a general form of the minimisation prob­
lem:
M 7 W ( / ( x ) )
subject to
gi{x) < 0 ,i  = 1,2, ...,m
where
X  — (sJl, 3^2) •••) ® n )
is a vector in n dimensional space. There are two mathematical solutions to the above 
problem. The basic idea is to modify the objective function to convert the constrained 
optimisation problem to an unconstrained problem.
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Lagrangian m ultiplier m ethod [4] One way to convert the constrained optimisation 
problem to an unconstrained one is to use Lagrange multipliers. Let / ,  g'i, 1 <  ^ <  m, have 
continuous partial derivatives in an open set containing x*. If x* minimises / ( x )  subject 
to the constraints (/i(x) <  0, 1 < i <  m, which satisfy the linear independence constraint 
qualification condition, then there exists nonnegative Lagrange multipliers Ai,...,Am, such 
that
m
/ ( x * )  +  X;AjVffi(x*) =  0
i = l
m
Y^ Xigi{-x*) = 0 
i = l
Xi >0,1 < i  < m
Defining the Lagrangian function by
# ( x ,A )  =  / ( x ) +  <  A,g(x) >
where
A — (A i , ..., Am)^
and
g(x) = bl(x),^2(x),...,prn(x)]^ 
the Kuhn-Tucker theorem can be stated concisely as
V ^ $ ( x * , A ) = 0  
< A , V A $ K , A )  > = 0
where denotes the gradient with respect to x  and is the gradient with respect to 
A.
As pointed out in [12], the Lagrangian function $  may not be search-able by purely 
numerical methods to locate all local minima. The conditions to use Lagrangian multipliers 
require that g is strictly convex and /  is strictly convex or concave for minimisation and 
maximisation, respectively. Those conditions are not always possible to verify in real 
applications.
Penalty  functions m ethod Another way to convert constrained optimisation problems 
into unconstrained problems is to modify the objective functions with some functions of
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constrained equations. One such form of modified function is
m
F(x, k) =  /(x )  +  ^  h g i i x f  
i = l
where ki are large positive-valued constants if /  is to be minimised and large negative 
quantities for those /  which are to be maximised. The problem should now be treated as 
an unconstrained one, and as ki are increased, gi are forced to zero at the optimum. The 
choice of ki is critical and it should be progressively increased during the course of the 
search.
Back to tool selection problems stated above, they lead to typical constrained min­
imisation problems. The use of the Lagrangian multiplier method in optimal coding of 
image sequences has been reported in [73]. The optimisation objective is set to minimise 
the bit rate R  while keeping distortion D  constant, i.e.,
$(A,x) =  R{x.) +  AD(x)
where x  € 5, 5" is the set of possible tool combinations. For a given A, the minimisation of 
the cost function #  results in a solution x*(A), an associated rate iî*(A) and a distortion 
D*{\). It has been demonstrated [81] that, for positive A, the pairs {R*{X), D*{X)) trace 
out the optimal rate distortion curve. In [73], the optimisation is carried out on A, i.e., 
the goal of the optimisation is to find a Ac and the corresponding minimised cost function 
<[>(Ac) so that D*{Xc) — Da- Such an optimisation procedure can guarantee that the 
optimal solution will be found if it exists. However, it can not guarantee a solution as 
it might not exist. Besides, it is very time consuming as for each given A the whole set 
of X  has to be searched to find the minimum cost function $(A). The process may be 
accelerated by pruning unrealistic tool combinations from S  and using a convex search to 
find Ac-
The penalty function method has the same computational load as the Lagrangian 
multiplier method when it is applied to the tool selection problem in video coding. The 
acceleration of the algorithm will be the key to successful tool optimisation. One of 
the possible solutions is to prune the set of candidate tool combinations into a subset 
which only contains the most likely tool combinations for a given situation. In the next 
subsection, we will discuss other possible approaches which exploit human assistance and 
heuristics.
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4.4.3 Human Assistance and Heuristics
As we discussed above, the optimal tool selection may be achieved in theory but is almost 
impossible in reality. Considering the computational requirement, only a small set of 
tool combinations can be explored in the optimisation. Fortunately, in video coding, 
many tool combinations can be safely pruned out. One example is that global motion 
compensation tool will be useless for sequences with stationary background. If we can 
detect all such conditions, the tool combination set may be pruned to a tool set of very 
small size. However, many seemingly simple problems for humans are in fact very difficult 
for machines to solve. One example is that a human can easily tell what is moving in the 
scene but a huge amount of effort is needed for a machine to reach the same conclusion. 
Therefore, with the knowledge and assistance of an expert, some tasks may be greatly 
simplified.
Here, we propose a questionnaire based human assistance system for the RMT codec 
tool selector. When the codec is switched on, a few questions will be asked by the codec 
in the form of a multiple choice question and a numerical confidence level ranging from 
0 to 10, in which 0 is the least confident (not know at all) and 10 is the most confident 
(certain). For answers with confidence lower than 5, its value may be overridden by the 
codec.
The following is a sample set of questions that may be asked by the codec:
• Presence of camera motion: Yes or no; if “Yes”
— Camera motion pattern: surveillance, other type
• Subject type: human, car, boat, other moving objects;
• Scene composition: head and shoulder, general
• Background type: natural, synthetic
• Badcground texture: low, medium, high
Depending on a previous response, further questions may be asked. Some of the tools will 
be chosen according to the answers to the questionnaire. For example, if we get a set of 
answers like the following:
• Presence of camera motion: no;
• Subject type: human;
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• Scene composition: head and shoulder;
• Background type: natural;
• Background texture: low;
we can expect that the sequence will be easy to encode and no global motion tool should 
be used. As the scene is a head and shoulder type, the region of interest enhancement tool 
and face tracking tool may by used to enhance the subject quality, etc. On the other hand, 
if the background is synthetic, a graphic-oriented coding method may be used to encode 
the background instead of a transform or vector quantisation based spatial compression 
technique.
4.5 Tool A rchiving U n it
All codecs and tools come from the tool archiving unit which can be divided into two 
areas: a codec s tru c tu re  lib ra ry  and a to o l shelf. In the codec structure library, two 
categories of codec structures are archived: p redefined  codec s tru c tu re s  and R M T  
codec s tru c tu re s . The former guarantees that the RMT codec is fully compatible with 
known coding standards and algorithms. The latter provides a more flexible environment 
to configure the codec for a specific application so that a better performance can be 
achieved. A universal codec structure called v ir tu a l codec s tru c tu re  is provided in 
the codec structure library as an abstract codec for use with the codec initialiser. The 
compression techniques used in a given codec structure are from the tool shelf in which 
various to o l boxes are provided to carry out certain compression tasks. In each tool box, 
an abstract prototype tool called v ir tu a l too l is provided to list all possible operations 
and functionalities for the tool box. The virtual tool can be substituted by a rea l to o l 
from the tool box in the configuration and reconfiguration procedure. The real tool may or 
may not provide all the operations and functionalities listed in the virtual tool. Prom the 
above discussion, we can see that the codec structure library is in fact a special tool box 
with codec structures as tools. Because the codec structure and the compression tool are 
working at different levels, we have separated the codec structure from the tool box shelf 
and put it as a stand alone entry. The hierarchy of the tool archiving unit is indicated 
below
• Codec structure library
— Virtual codec structures
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— Predefined codec structures
* Predefined codec 1
* Predefined codec 2 
. . . . . .
— RMT codec structures
* RMT codec 1
* RMT codec 2
* ......
• Tool box shelf
— Tool box 1
* Virtual tool 1
* real tool 1-1
* real tool 1-2
* ......
— Tool box 2
* Virtual tool 2
* real tool 2-1
* real tool 2-2
4.6 Sum m ary
A systematic framework for a reconfigurable multiple tool codec is presented in this 
chapter. The various parts of the codec have been discussed in detail. A mathemat­
ical tool selector is developed using constrained optimisation methodology. The codec 
structure not only provides an efiicient means for multimedia visual communications. It 
also provides a friendly environment for researchers and developers. The extendibility of 
the structure of the codec also gives the user some confidence in the ability to exploit 
new tools and techniques that continuously become available in this fast evolving tech­
nology area. Finally, we proposed a possible implementation scheme for the RMT codec. 
A specific implementation of a prototype of the RMT codec will be studied in the next 
chapter.
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C hapter 5
T he D esign o f A  P rototype R M T  
Codec
5.1 S ystem  D escrip tion
In this chapter, we design a prototype RMT codec to put the ideas in the previous chapter 
into reality. Two major concerns in the design of a prototype are compatibility and recon­
figurability. In order to achieve reconfigurability, the RMT codec is divided into two layers: 
codec structure and coding tools. In the codec structure layer, two popular international 
standards (H.261 and H.263) as well as the MACC codec were implemented as predefined 
codecs. To make the full use of the available coding tools, a fully reconfigurable codec 
structure was developed (Baseline codec). In the coding tool layer, apart from wrapping 
tools extracted from H.261/H.263 and MACC, some non-standard tools which may give 
better performance under certain conditions such as wavelet and vector quantisation were 
developed. A simple tool selector and sequence classifier based on statistical measures 
derived from the image sequence are also developed. A detailed list of the coding tools 
used in the prototype codec can be found in Table 5.1.
In the following sections, we focus on various codec structures and coding tools and 
their roles in the RMT prototype codec.
5.2 P redefined  C odec Structures
The backward compatibility requires that the codec be capable of communicating with 
terminals using current and upcoming international coding standards. Such functionality 
is implemented through predefined codec structures in which a predefined combination of 
tools is used to provide the required functionalities. The reconfigurability in a predefined 
codec structure is limited to the specification of the coding standards used. As RMT
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Tool Name Implemented Tools
SPGI DGT, Wavelet, ZTW, ZTVQ
SPGP DGT, Wavelet, ZTW
VLG Avlc, Hvlc2d, Hvlc3d
ME RHT, BMA, MBMA
GME RHT
MG Basic, Adv
Quant H26P, MPEG
Rate Gontrol MRGTL, TMN-5, TMN Offline
ARE VM5
Go dec Structure H.261, H.263, MAGG, Baseline, HSOB
Table 5.1: Implemented Tools in RMT Prototype
is intended to support visual communication, currently the predefined algorithms only 
include M A C C , H .261 and H .263.
5 .2 .1  H .261
ITU-T Recommendation H.261 is an international standard aimed to provide a "video 
codec for audiovisual services at px64 kbits/second”. It has been implemented by many 
vendors and has been widely used in video-conference applications. The ability to com­
municate with H.261 terminals is an essential requirement for any video codec.
5.2.1.1 A pp lica tio n  R ange
B it R a te  As defined in the Recommendation, the bit rate range for video transmission 
is between 40kbps and 2Mbps.
Source F o rm at The source coder operates on non-interlaced pictures occurring 30 
000/1001 (approximately 29.97) times per second. The operation is based on common 
intermediate format (GIF) pictures in which the luminance component has 352 pixels per 
line, 288 lines per picture. The two chrominance components have 176 pixels per line, 144 
lines per picture each. The source coder can also operate on Quarter-GIF (QGIF) format 
pictures in which the number of pixels per line and the number of lines per picture are 
half of those in the GIF format.
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5.2.1.2 C odec S tru c tu re
The diagram of the H.261 source coder is shown in Figure 5.1. It uses a macroblock based 
picture partition with motion compensated prediction and 2-D spatial prediction.
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Figure 5.1: Source coder of H.261
M otio n  com pensa tion  Motion compensation is macroblock based. It uses a single 
motion vector for each macroblock. Both horizontal and vertical components of the motion 
vector have integer values not exceeding ±15. The vector is used for all four luminance 
blocks in the macroblock. The motion vector for both colour difference blocks is derived 
by halving the component values of the macroblock vector and truncating the magnitude 
parts towards zero to yield integer components.
Loop F ilte r  The prediction process may be modified by a two-dimensional spatial filter 
(FIL) which operates on pixels within a predicted 8 by 8 block. The filter is separable into
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one-dimensional horizontal and vertical functions. Both are non-recursive with coefficients 
of 1/4, 1/2, 1/4 except at block edges where one of the taps would fall outside the block. 
In such cases the 1-D filter is changed to have coefficients 0, 1, 0. Pull arithmetic precision 
is retained with rounding to 8 bit integer values at the 2-D filter output. Values whose 
fractional part is one half are rounded up. The filter is switched on/off for all six blocks 
in a macroblock according to the macroblock type.
T ran sfo rm er A separable two-dimensional discrete cosine transform of size 8x8 is used. 
A detailed discussion of such transform can be found in section 2.1.1.1.
G ro u p  o f blocks (G O B ) A GOB defined in H.261 relates to 176 pixels by 48 lines of Y  
and the spatially corresponding 88 pixels and 24 lines of each Cb and (7^ . The arrangement 
of GOBs in a picture is shown in Figure 5.2.
1 2
3 4
5 6
7 8
9 10
11 12
QCIF
GIF
Figure 5.2: GOB arrangement of H.261
B its tre a m  S y n tax  The bit stream of an H.261 coder under the RMT codec is shown in 
Figure 5.3. The bit stream consists of a disposable RMT head and the H.261 compatible 
bitstream. The full description of the H.261 bitstream syntax can be found in ITU-T 
Recommendation H.261 [36].
S ta r tin g  C ode The starting codes used in H.261 include P ic tu re  S ta r tin g  C ode 
(P S C ), G ro u p  o f B lock S ta r tin g  C ode (G B SC ) and G roup  N u m b e r (G N ). They 
are defined below:
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RMT Head H.261 Bitstream
Figure 5.3: Bit stream syntax of RMT H.261 codec
• Picture starting code (PSC) (20 bits), 0000 0000 0000 0001 0000.
• Group of blocks starting code (G BSC)(16 bits), 0000 0000 0000 0001.
• Group number (GN)(4 bits). Four bits represent a Group number in Figure 5.2. 
Group numbers 13, 14 and 15 are reserved for future use. Group number 0 is used 
in the PSC.
Neither PSC nor GBSC+GN should be simulated to ensure correct decoding of the bit­
stream.
5.2.1.3 Tool configuration
The following is the list of tools configured for H.261 codec (see Appendix B for acronyms):
• PCS: enabled
• CS: H.261
• SPGI: DOT
• SPGP: DGT
• MG: Basic
• VLG: Huffman
• QM: H.261/H.263
• RGTL: TMN-5, TMN offline
• ARF: None
• ME: BMA, MBMA, RHT (Integer accuracy)
The reconfigurable tools in H.261 codec only include motion estimation tools and rate 
control tools as they are not defined in the Recommendation. The selection of RGTL
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and ME tools is made through external means. At the system level, the RMT head 
can be disabled so that the bitstream fully complies with the specification of the H.261 
Recommendation.
5 .2 .2  H .263
To accommodate the requirements for low bit rate video coding, ITU-T study group 15 
drafted Recommendation H.263. The basic configuration of the video source coder is based 
on the ITU-T Recommendation H.261. The source coder in H.263 also uses a hybrid of 
inter-picture prediction to utilise the temporal redundancy and transform coding of the 
prediction error to reduce spatial redundancy. To improve the coding efficiency, it uses 
half-pixel accuracy motion compensated prediction and four negotiable options to further 
improve the performance. The four negotiable options are: unrestricted motion vectors, 
arithmetic coding, advanced prediction mode and PB frames.
5.2.2.1 A p p lica tion  R ange
B it R a te  No bit rate constrains on the video bit rate are given in the Recommendation. 
The constraints will be given by the terminals or the network.
S ource F o rm at The source coder operates on non-interlaced pictures occurring 30 
000/1001 (approximately 29.97) times per second. Five standardised picture formats can 
be used with the source coder: Sub-QCIF, QCIF, GIF, 4GIF and 16GIF. For each of these 
picture formats, the luminance sampling structure is dx pixels per line, dy lines per picture 
in an orthogonal arrangement. Sampling of each of the two colour difference components 
is at dx/2 pixels per line, dy/2  lines per picture, orthogonal. The values of dx, dy, dx/2  
and dy/2  are given in Table 5.2 for each of the picture formats.
Picture Format dx dy dx/2 dy/2
sub-QGIF 128 96 64 48
QGIF 176 144 88 72
GIF 352 288 176 144
4GIF 704 576 352 288
16GIF 1408 1152 704 576
Table 5.2: Number of pixels per line and number of lines for each of the H.263 picture 
formats
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5.2.2.2 C odec S tru c tu re
The diagram of the H.263 source coder is illustrated in Figure 5.4. Comparing Figure 5.1 
and Figure 5.4, one can see that the two codecs are very similar except that no loop filter 
is present in H.263 source coder.
Video
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To video 
multiplex 
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T Transform 
Q Quantizer
P Picture memory with motion compensated variable delay 
CC Coding control 
p Flag for INTRA/INTER
t Flag for transmitted or not
qz Quantizer indication 
q Quantizer index for transform coefficients 
V Motion vector
Figure 5.4: Source coder of H.263
M otio n  C o m p en sa tio n  Motion compensated prediction in H.263 is also macroblock 
based. The decoder will accept one vector per macroblock or if the Advanced Prediction 
mode of H.263 is used one or four vectors per macroblock. If the PB-frame mode is used, 
an additional delta vector can be transmitted per macroblock for adaptation of the forward 
motion vector for prediction of the B-macroblock.
Both horizontal and vertical components of the motion vectors have integer or half 
integer values. In the default prediction mode, these values are restricted to the range 
[-16,15.5] (this is also valid for the forward and backward motion vector components for
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B-pictures). In the Unrestricted Motion Vector mode however, the maximum range for 
vector components is [-31.5,31.5], with the restriction that only values that are within the 
range of [-16,15.5] around the predictor for each motion vector component can be reached 
if the predictor is in the range [-15.5,16]. If the predictor is outside [-15.5,16], all values 
within the range [-31.5,31.5] with the same sign as the predictor, plus the zero value, can 
be reached.
A positive value of the horizontal or vertical component of the motion vector signifies 
that the prediction is formed from pixels in the referenced picture which are spatially to 
the right or below the pixels being predicted. Motion vectors are restricted such that all 
pixels referenced by them are within the coded picture area, except when the Unrestricted 
Motion Vector mode and/or the Advanced Prediction mode is used.
T ran sfo rm er The same separable two-dimensional discrete cosine transform of size 8x8 
as the one used in H.261 is used.
G ro u p  o f blocks (G O B ) Each picture is divided into groups of blocks (GOBs). A 
group of blocks (GOB) comprises k*16 lines, depending on the picture format (k =  1 
for sub-QCIF, QGIF and GIF; k =  2 for 4GIF; k =  4 for 16GIF). The number of GOBs 
per picture is 6 for sub-QGIF, 9 for QGIF, and 18 for GIF, 4GIF and 16GIF. The GOB 
numbering is done by means of a vertical scan of the GOBs, starting with the upper GOB 
(number 0) and ending with the lower GOB. An example of the arrangement of GOBs in 
a picture for the GIF picture format is given in Figure 5.5. Data for each GOB consists 
of a GOB header (may be empty) followed by data for macroblocks. Data for GOBs is 
transm itted per GOB in the order of an increasing GOB number. A GOB comprises one 
macroblock row for sub-QGIF, QGIF and GIF, two macroblock rows for 4GIF and four 
macroblock rows for 16GIF.
B its tre a m  S yn tax  The bitstream syntax of the RMT H.263 codec is very similar to 
that of RMT H.261 (Figure 5.3) except that a H.263 compatible bitstream is following the 
disposable RMT head. The full description of the H.263 bitstream syntax can be found 
in ITU-T Recommendation H.263 [37].
S ta r t in g  C ode The starting codes used in H.263 include P ic tu re  S ta r tin g  C ode 
(P S C ), G roup  o f B lock S ta r tin g  C ode (G B SC ), G roup  N u m b er (G N ) and E n d  
O f Sequence (EO S) as defined below:
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Figure 5.5: GOB arrangement of H.263 in a GIF picture
• P ic tu re  s ta r t in g  code (P S C ) (22 bits+0-7 stuffing bits), 0000 0000 0000 0000 1 
00000. All PSGs must be byte aligned.
• G ro u p  o f blocks s ta r t in g  code (G BSC )(17 bits), 0000 0000 0000 0000 1. GBSG 
may be byte aligned by inserting a GSTUFF code of 0 to 8 zeros before GBSG.
• G roup  n u m b er (G N )(5 bits). A fixed length codeword of 5 bits. The bits are 
the binary representation of the number of the Group of Blocks. For the GOB with 
number 0, the GOB header is empty; group number 0 is used in the PSG. Group 
number 31 is used in the EOS and the values from 18 to 30 are reserved for future 
use by the ITU.
• E n d  O f Sequence (EO S) (22 bits+0-7 stuffing bits), 0000 0000 0000 0000 1 11111. 
It is up to the encoder to insert this codeword or not. EOS may be byte aligned. 
This can be achieved by inserting ESTUF before the start code such that the first 
bit of the start code is the first (most significant) bit of a byte.
From the above discussion, it can be seen that although the diagram of H.261 source 
coder and H.263 source coder are very similar, the implementation details of the two codecs 
are quite different. The H.263 uses a different GOB structure, half pixel accuracy motion 
compensation and four negotiable options to achieve a higher coding efficiency and a wider
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application range. The H.263 can be used from a very low bit rate video coding to HDTV 
applications. The application range of H.261 should be covered by H.263. Therefore, 
unless the terminal RMT codec is communicating with a H.261 terminal, H.263 codec 
should be used to achieve a higher performance.
5.2.2.3 Tool configuration
The following is a list of the tools configured for H.263 codec:
PCS: enabled 
CS: H.263 
SPGI: DGT 
SPGP: DGT
MG: Basic, Overlapped block 
VLG: Huffman, Arithmetic 
QM; H.261/H.263 
RGTL: TMN-5, TMN offline 
ARF: None
ME; BMA, MBMA, RHT (Half pixel accuracy)
The reconfigurable tools in the H.263 codec include motion compensation tools, variable 
length coding tools, motion estimation tools and rate control tools. The selection of MG 
and VLG tools depends on the use of negotiable options, namely Advanced Prediction mode 
and Syntax-based Arithmetic Coding mode. Along with other negotiable options, they will 
be registered in the Picture Type information word in the picture header of H.263. This 
arrangement is to ensure that the RMT header can be safely discarded without affecting 
decoder initialisation. The selection of the ME and RGTL tools is achieved by external 
means.
5.2.3 M ultiple-layer Affine C om pensated  Codec (M A C C )
The MAGG algorithm was discussed in detail in Ghapter 3. Here we only highlight the 
most important parts relevant to its use in the RMT environment.
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5.2.3.1 A pp lica tio n  R ange
B it R a te  The bit rate constraints in the MACC codec will be given by the terminals or 
the network.
Source F o rm at MACC takes the same input source format as H.263 which has been 
discussed above.
5.2.3.2 C odec S tru c tu re
The codec structure of the MACC codec can be found in 3.3.
M o tio n  C om p en sa tio n  MACC uses unconstrained motion vectors and Global motion 
compensation using afhne motion models. A variable sub-pixel accuracy motion compens­
ation is used. This is the most significant difference as compared to the H.261/H.263 
codec.
T ran sfo rm er The same separable two-dimensional discrete cosine transform of size 8x8 
as the one used in H.261/H.263 is used.
G ro u p  o f blocks (G O B ) No Group of blocks level is defined in MACC. Instead, MACC 
uses a multiple layer structure.
B its tre a m  S yn tax  The full description of bitstream syntax can be found in 3.3.8.
S ta r tin g  C ode The starting code used in MACC only includes 24 bits P ic tu re  S ta r t­
ing C ode (P S C ) which has a value of 0000 0000 1111 0000 0000 1000. The PSC should 
be byte aligned by inserting 0 to 7 zeros before PSC.
5.2.3.3 Tool configura tion
The following is a list of tools configured for MACC codec:
• PCS: enabled
• CS: MACC
• SPGI: DGT
• SPGP: DGT
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• MC: Basic, Overlapped block
• VLG: Huffman, Arithmetic
• QM: H.261/H.263
• RGTL: TMN-5, TMN offline, MAGG
• ARF: None
• ME: BMA, MBMA, RHT
The reconfigurable tools in the MAGG codec include motion compensation tools, variable 
length coding tools, motion estimation tools, rate control tools and quantisation methods. 
All other reconfigurable tools are selected by external means.
5.3 R M T  C odec S tructures
The key to the easy construction and reconfiguration of RMT lies in the use of virtual tools 
and virtual codec. As we have mentioned above, each tool group has a virtual tool which 
lists all possible operations provided by the actual tools in that group. This feature enables 
us to construct a codec without consideration of the actual tools used so that the codec 
can easily be reconfigured by substituting virtual tools with the actual tools. We define 
such a codec as a virtual codec in which a combination of virtual tools is structurally put 
together so that certain functionalities can be fulfilled. Normally, a virtual codec should 
provide a codec structure, coding control mechanism and a statistical report. The virtual 
codec also determines the possible application range and those actual coding tools that 
are usable.
In the prototype, we have developed a virtual codec called Baseline codec which is 
based on H.263 source coder with extensions to use a wider range of compression tools 
provided in the RMT tool archiving unit. The Baseline codec supports the full range 
of tools provided in the RMT prototype tool shelf. Its structure also supports the use 
of Global motion compensation, 2 level spatial scalability and region of interest based 
multiresolution spatial compression. It has a similar application range as the H.263 with 
a possibly better performance on low bit rate applications with camera movement.
5.3.1 A pplication  R ange
The bit rate constraint of the Baseline codec is given by the terminals or the network. 
The source coder operates on non-interlaced video signal at frame rate between 25 to 30
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Hz. In addition to the five standard image formats as specified in H.263, the source coder 
also supports rectangular pictures of arbitrary size up to 2048x2048 pixels.
5 .3 .2  C od ec S tru ctu re
It uses the same codec structure as H.263 source coder. However, it differs from H.263 in 
the following aspects:
• Motion compensation
• Spatial compression
• Rate control
• Artifacts removal filtering
• Quantisation method for DOT coefficients
• Bitstream syntax and starting codes
M o tio n  C o m p en sa tio n  Quarter-pixel accuracy and integer-pixel accuracy may be used 
in quantising the motion vectors. Global motion compensation may be used (unrestricted 
motion vector mode must be enabled) with affine or perspective motion model.
S p a tia l com pression  too ls Non-DCT, non-block based spatial compression tools may 
be used to replace the DGT. In the Baseline codec, SPGI and SPGP can use different tools 
to achieve the best possible performance.
R a te  C o n tro l MAGG rate control may be used to enable both temporal and spatial 
rescalability. A rectangular R egion O f In te re s t (R O I) may be defined in the source 
coder so that different spatial resolutions may be used in different regions of the picture.
A rtifac ts  rem oval filtering  VM-5 ARF tool may be used to remove the block artifacts 
caused by coarse quantisation at low bit rate.
Q u an tisa tio n  M e th o d  Apart from H.261/H.263 quantisation method, MPEG quant­
isation method may be used.
B its tre a m  S yn tax  an d  S ta r tin g  C odes A diagram of the bitstream syntax of the 
Baseline codec is shown in Figure 5.6. The abbreviations and semantics are explained in 
the following paragraphs.
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Picture Layer
EOS
DBQUANT
GOB Layer SCE
PQUANT
ROI
TR
ROIPTRB
CPM
GMCVGMC
PLCIPTYPERMT Head
GOB Layer
MOB Layer
Fixed Length
Variable Length
COD MVCBPC
DMV
GQUANT
MV2-MV4
GBSC MOB LayerELGN
SPC
CBPY DQUANT
Figure 5.6: Bitstream Syntax of Baseline codec
P ic tu re  L ayer The data for each picture consists of a picture header followed by data 
of Group of Blocks and Spatial compression of prediction error, eventually followed by an 
end-of-sequence code and stuffing bits. The structure is shown in Figure 5.7. ROIP is only 
present if indicated by ROI. GMV is only present if indicated by GMC. TR, PQUANT, 
CPM, PLCI, TRB, DBQUANT etc. have the same meaning as defined in H.263 and will 
not be discussed here. EOS may not be present, while STUF may be present only if EOS 
is present.
RMT Head TR PTYPE PQUANT CPM PLCI
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TRB BDQUANT ROI ROIP GMC GMCV GOB Layer SPG EOS
Figure 5.7: Structure of picture layer
• RMT Head (Variable length). The RMT head has been defined in the previous 
chapter (4.2.2.2).
• PTYPE (llb its) The first 8 bits of PTYPE is the same as PTY PE defined in H.263. 
The 9th bit is used to indicate a different spatial resolution where 1 indicates that 
the enhanced level (original image size) is used and 0 indicates that the base level 
(a quarter of original image size) is used. Bits 10 and 11 are used to indicate picture 
coding type: 00 - Intra, 01 - Inter, 10 - B frame, 11 - PB frame.
• ROI (1 bit) Indicates the status of ROI. 0 disabled, 1 enabled. ROI should be 
macroblock aligned.
• ROIP (32 bits) When ROI is enabled, the following four 8 bit words are used to state 
the position of ROI. The up-left and bottom-right vertices of the ROI rectangle are 
used. The coordinates of the up-left vertex are divided by 16 before transmission. 
The coordinates of the bottom-right is increased by 1 then divided by 16 before 
transmission.
• GMC (2 bit) Global motion compensation status. 2 bits are used to indicate motion 
model used in global motion compensation. 00 - no GMC; 01 - GMC using 2 para­
meter translational model; 10 - GMC using 6 parameter affine model; 11 - GMC 
using 8 parameter perspective motion model. When GMC is not 00, the following 
field will be GMV.
• GMV (variable length). According to GMC, 0 to 4 trajectory points are used to 
encode the motion parameters.
• GOBs of base or enhanced level
• SCE Spatial compression of MC error image for non-block based spatial compression 
techniques (Wavelet/subband).
• EOS (24 bits) A 24 bit word of value of 0001 0000 0000 0000 1111 1111 may be used 
to indicate the end of sequence.
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G ro u p  of B lock L ayer The Baseline codec uses a similar group of blocks structure 
as the H.263. The GOB layer consists of a GOB head and data for macroblocks. A GOB 
may not be transmitted if all MBs are not coded (CO D=l). Figure 5.8 shows the structure 
of the GOB layer. GSTUFF, GN and GQUANT in Baseline codec has the same definition 
as those in H.263 and will not be discussed here.
• GBSC (18 bits) the value is 0001 0000 0000 0000 11.
• GN (5 bits) to indicate the GOB number.
EL (1 bit) to indicate whether GOB belongs to the base layer (EL—0) or the enhanced 
layer (EL=1). The EL bits will only be valid when ROI is enabled. When ROI is 
disabled, EL will always be set to 1.
GBSC GN EL GQUANT MOB Layer
Figure 5.8; Structure of GOB layer
The enhanced level GOBs only exist when ROI is enabled. The number of MOBs 
in the enhanced level GOBs varies with the horizontal size of ROI. The composition of 
the enhanced level GOBs takes k MOB lines where k = l for sub-QCIF, QCIF,CIF format 
and image size up to 512x512, k=2 for 4CXF format and image size between 512x512 
and 1024x1024, k=4 for 16CIF format pictures and image size between 1024x1024 and 
2048x2048. The type of enhanced level GOBs has a simple relationship to spatially 
corresponding base level GOBs as shown in Table 5.3
Base layer Enhanced layer
I-GOB P-GOB
P-GOB B-GOB
B-GOB prohibited
Table 5.3: Relationship between base level GOBs and enhanced level GOBs
M acrob lock  L ayer The MOB layer consists of a MOB head, a MV data field and 
a spatial compression data field. The MOB head consists of COD, CBPC, CBPY, and 
DQUANT. The MV data field consists of a MV, M Vi to MVg if INTER.4V mode is
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selected, or D M V  if B bidirectional prediction is selected. The SPC data field may or 
may not be present depending on the coding mode and the compression tool used.
5 .3 .3  T oo l con figuration
The following is a list of tools configured for the Baseline codec:
PCS: disabled 
CS: Baseline
SPCI: DCT, Wavelet, ZTVQ, ZTW 
SPCP: DCT, Wavelet, ZTVQ, ZTW 
MC: Basic, Overlapped block 
VLC: Huffman, Arithmetic 
QM: H.261/H.263, MPEG 
RGTL: TMN-5, TMN offline, MACC 
ARF: None, VM-5 
ME: BMA, MBMA, RHT 
All reconfigurable tools are selected by external means.
5.4 Tool D evelopm en t
The success of the RMT codec largely depends on the availability of a set of powerful 
compression tools and an efficient use of those tools. The backward compatibility requires 
that the compression tools used in constructing standard coding algorithms should be 
included. As the first step, the majority of tools included in the prototype codec are based 
on our own and public domain software. They have been wrapped with a suitable interface 
for reconfigurability.
According to the tools’ functionality, the tool set can be classified as follows:
• Spatial compression tools
• Motion estimation tools
• Motion compensation tools
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• Lossless compression tools
• Rate control tools
• Codec structure and algorithmic tools
In each tool set, one virtual tool and several real tools are included. In the codec structure 
tool, virtual tools from other sets are used to construct the virtual codec. The actual 
algorithm and tools used to encode a sequence is chosen either through external means or 
through the tool selection mechanism. In the decoder, the virtual decoder is configured by 
the information contained in the bit stream (visual object). Therefore, once the decoder 
has the correct tools, it can decode the bit stream by initialising the corresponding tool 
set.
5.4 .1  S p atia l C om p ression  T ools
Spatial compression tools provide means to reduce the signal redundancy in the spatial 
domain. They can be applied both to the original signal and the motion compensated 
prediction error signal. The tools used in RMT include both block based as well as non­
block based approaches. The following tools are currently integrated in the RMT spatial 
compression tool set:
5.4.1.1 D C T
The DCT used in the RMT is the same as the one used in the H.261/H.263/MPEG 
video compression standards. It is the primary spatial compression tool used both in 
constructing predefined standardised coding algorithms and the RMT codec.
5.4.1.2 Zero Tree V ector Q uantisation
Zero Tree VQ used in the RMT codec is developed by Cieplinski [22]. It uses a multi­
resolution codebook to achieve a high compression ratio. The experimental results show 
that ZTVQ performs best with highly textured images. It is used as a non-block based 
spatial compression tool in RMT.
5.4.1.3 W avelet/Subband
The Wavelet/Subband tool uses a non-block based approach so that fewer block artifacts 
can be expected when used at very low bit rates. Two versions of the wavelet compression 
tools are integrated into RMT spatial compression tool set. One is the traditional approach
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using Huffman coding developed by Xue[94]; the other is the zero tree based approach 
originally developed by Said and Pearlman[78] and modified by Cieplinski[52] to use with 
the RMT codec.
5.4.2 M otion  E stim ation  Tools
In the virtual MB tool, complex motion models are supported up to second order polyno­
mial models. The actual tools may not support all motion models but all of them should 
support the translational motion model up to 1/4 sub-pixel accuracy. The current ME 
tools include:
5.4.2.1 Block M atching A lgorithm
Block matching algorithm(BMA) is one of the most commonly used ME method in video 
coding. The one available in the RMT codec is based on the Telenor tmn-1.6. It only 
supports the translational motion model.
5.4.2.2 R obust H ough Transform
Robust Hough Transform(RHT) based motion estimation algorithm is a statistic based 
method. The method developed by Bober [15] had also been used in MACC and our 
earlier approach. RHT supports translational, simplified affine (rotation-f-translation and 
scaling) and the full affine motion model.
5.4.2.3 M ultiresolution Block M atching Algorithm
Until now, block matching has been the most commonly used motion estimation method in 
video coding. However, exhaustive search block matching algorithm(ESBMA) has a high 
computational load. The number of calculations required is proportional to the size of 
the block and the square of the search range. Several acceleration methods for BMA were 
proposed in the past such as a logarithm search and a three point search. In these methods, 
it is assumed that the error norm will increase when the search direction is away from the 
true motion vector and the error norm will decrease when the search direction is towards 
the true motion vector. Such an assumption will not be applicable in textured regions. 
The high frequency components will create false peaks and valleys and consequently the 
search may end up in a local minimum. To overcome such problems, a low-pass pre­
filtering is normally required before such search approaches can be applied but even this 
solution can not guarantee that the global minimum will be found. For this reason, the 
exhaustive search is still widely used. Here we propose a multi-resolution search block
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matching algorithm (MBMA) which can significantly reduce both the computational load 
as compared to exhaustive search and false matches caused by high frequency components. 
The method has a sub-pixel accuracy of 1/4 of pixels.
Quad resolution
Half resolutio:
Original
Twice resolution
4 times resolution
Figure 5.9: Multi-resolution pyramid
The first step in MBMA is to build a five level multi-resolution pyramid of the input 
reference image as shown in Figure 5.9. The lowest resolution is  ^ of the original reference 
image and the highest resolution is 4 times the original reference image. When a lower 
resolution image is built, we take the average of 4 neighbourhood pixels to form the new 
pixel:
= (0(2t,2j) + 0(2t 4- l,2j) -b 0(22,2; -b 1) -b 0(22 -b 1,2; -b l))/4
where L{i^ j )  is a pixel in the lower resolution image and 0 (2 , ;') is a pixel in the original 
resolution image. For a higher resolution image, 4 new pixels are created as follows:
H{2i ,2j )  = 0 ( i , j )
H{2i  + l , 2 j )  = {0{ i , j )  + 0{ i  + l , j ) ) / 2
H{2i ,2 j  + 1) = (0(i,j) + 0(i,j + l))/2
H{2i  + l , 2 j  + l ) = {0{ i , j )  + 0{ i  + l , j )  + 0 { i , j  + l) + 0 ( i  + l , j  + l ) ) / 4
where is a pixel in the higher resolution image and 0 (2 , ; )  is a pixel in the
original resolution image. In this way, we first build images of half and twice the resol­
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ution. Repeating the above procedure on the 0.5 and 2 times resolution images, we can 
build 0.25 and 4 times resolution images as well. Once the multi-resolution pyramid has 
been constructed, we can apply normal ESBMA on various resolutions to find motion 
parameters.
In normal ESBMA, a spiral search and partial error comparison is used to accelerate 
the search. It normally starts from (0,0) and the search range is increased gradually. In 
such a scheme, if two peaks happen to have the same value, the one close to (0 ,0 ) will 
be picked up. More importantly, if partial error exceeds the minimum recorded error, the 
error accumulation will be terminated and a new point will be searched so that unneces­
sary computation is reduced. In MBMA, the normal ESBMA is executed at the lowest 
resolution level. The estimated vector (xl,yl) is used as the starting point for ESBMA 
in the next higher resolution level. A small search range is used in the higher resolution 
level so that the computational load is reduced and a more steady motion field can be 
expected. Because of the low pass filtering effect in creating the lower resolution image 
and the use of ESBMA in the lowest resolution level, the false match caused by high 
frequency components is greatly reduced. As an estimate obtained at a lower resolution 
is a very good approximation in a higher resolution level, a small search area around the 
point estimated at the lower resolution level should give the optimal result. If we suppose 
that the estimation in lower resolution has an error of ± 1  pixel, a 2 x 2  search area around 
the estimated vector at the higher resolution is sufficient. We can repeat such a small 
range ESBMA search through each resolution level until the maximum resolution level is 
reached. The gain in computational load is apparent. Table 5.4 gives a comparison of the 
computational load between ESBMA and MBMA.
ESTIMATION ACCURACY ESBMA MBMA
Integer pixel 256 24
half pixel 1024 28
quarter pixel 4096 32
Table 5.4: Search number for ±16 search range
It can be seen that with increased sub-pixel accuracy, the total number of search in­
creases exponentially for ESBMA while the number of search increases linearly for MBMA. 
Moreover, the total number of search steps is greatly reduced.
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5.4.3 M otion  C om pensation  Tool B ox
As motion compensated frame difference has to be calculated by the motion estimation 
tools, the motion compensation tool is embedded in the virtual motion estimation tool. 
The built in MC tool within the virtual ME tool is a block based motion compensation 
method which supports all motion models and various block sizes supported by the virtual 
ME tool. This tool can be substituted by independent MC tools which may not support 
all motion models:
5.4.3.1 Block based m otion com pensation
This is the basic motion compensation mode used in the motion estimation procedure to 
calculate transformed frame difference. It is supported by all codec structures.
5.4.3.2 Overlapped block based m otion com pensation
This is the one used in H.263 option F. The current implementation only supports 8 x 8  
blocks and the translational motion model so that it is fully compatible with H.263.
5.4.4 Lossless C om pression Tool B ox
As is well known, arithmetic coding is always better than or equal to the Huffman coding, 
it is normally recommended to use arithmetic coding. However, Huffman coding is also 
needed when a predefined algorithm is used.
5.4.4.1 Huffman Coding
The fixed table Huffman coding adopted is a modified variant of the one used in Hung’s 
p64 CO dec [34]. Two different variable length coding tables are exploited to accommodate 
the requirements set by H.261 and H.263 coding standards.
5.4.4.2 A rithm etic Coding
The syntax based arithmetic coding (SAC) improves the coding efficiency for lossless 
symbol coding as compared to Huffman coding. However, the fixed coding table used by 
SAC is based on the statistics of a large quantity of image data which may not be the 
optimum one for a specific sequence. To overcome this problem, one can create a specific 
table for the sequence being encoded and transmit the table to the receiver. The drawback 
of this method is that the overhead of transmitting the coding table may exceed the gain 
from efficient coding. Here, we propose a way of getting the coding table from coded 
symbols at the receiver side so that no extra overhead is required.
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The codec is initialised using the SAC coding table. The symbols of the first frame 
are encoded using the standard SAC codec. Both on the transm itter and receiver side, 
the frequencies of encoded symbols are calculated. As the calculation is carried out from 
the output bit stream, this method is called Feedback Arithmetic Coding (FAC). When 
the next frame is being encoded (indicated by the presence of frame header), the following 
update calculation is carried out both on the transmitter and receiver side:
PQnew =  WoldPQold +  (1 “  Wold)FQfb (5.1)
where FQnew is the new frequency to be used in the next frame arithmetic coding; Woid is 
a weighting factor applied to the old frequency in the range of 0.7 to 0.9; FQoid is the old 
frequency used in SAC table and FQfb is the frequency calculated from the bit stream. 
The value of the weighting factor influences the speed of convergence to its optimum 
performance and the stability of its performance. Larger values of Woid give a more stable 
performance but slow convergence to the optimum performance whereas a smaller value 
just the opposite. If Woid is set at 0.8, the influence of the original frequency decreases 
to 1 0 % after 1 0  frames and the influence of the original frequency table will become 1 % 
after 20 frames. In practical coding, this procedure only takes a few seconds to converge.
5.4.5 R ate Control Tools
The rate control tools used in the prototype codec include TMN5 rate control algorithm, 
the Telenor MPEG-4 Anchor rate control algorithm and MACC rate control algorithm.
5.4.5.1 TM N -5 R ate Control (TM N 5)
TMN-5 rate control algorithm uses a buffer regulation mechanism to simulate a codec 
with a limited buffer and coding delay. It uses the following parameters to regulate the 
quantisation step of the DCT coefficients quantiser to achieve buffer regulation:
• Target bit rate
• Average quantisation step in the previous frame
• The number of bits spent for the previous picture
• The target number of bits for the current picture
The frame rate
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For TMN5 rate control, it is assumed that the process of encoding is temporarily stopped 
when the buffer is nearly full. This means that a buffer overflow and forced switching 
to flxed blocks will not occur. However, this also means that no minimum frame rate 
and delay can be guaranteed. A detailed description of the algorithm can be found in 
Appendix A.I.
5.4.5.2 M PE G -4 Anchor R ate Control (OFFLINE)
The OFFLINE rate control in the tmn-2.0 codec is used to create MPEG-4 Anchor bit 
stream. This rate control does not skip any extra pictures after the flrst frame, and it 
uses a flxed frame rate. The purpose of the rate control algorithm is to achieve the target 
bitrate as a mean bitrate for the whole sequence. In other words, it is a rate control 
method optimised for offline compression. However, the target rate may not be achieved 
under one or more of the following conditions :
(a), too high frame rate
(b). too low start value for the quantisation parameter
(c). the rate control is started too late
(d). the sequence encoded is too short
As the successful application of the OFFLINE rate control depends on the manual ad­
justm ent of several parameters, it is only useful for demonstration purposes. A detailed 
description of the the OFFLINE rate control algorithm is given in Appendix A.2.
5.4.5.5 M ACC R ate Control (M RCTL)
The MRCTL has been discussed in detail in Chapter 3. As in the other two schemes, 
the local adjustment of the parameters of the rate control scheme is also linked to the 
DCT spatial compression tool. However, as the global adjustment mechanism of MRCTL 
only relates to temporal and spatial resolution, it can be used with any other spatial 
compression tools as well. Because of the use of spatial scalability, the minimum frame 
rate can be guaranteed at the price of sacrificing the spatial resolution.
5.5 E xp erim en ta l R esu lts
The RMT prototype codec has been tested using both CIF and QCIF format sequences 
for the predefined codecs and the RMT codec. Various tool configurations for the RMT 
codec have been tested.
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5.5 .1  P re-d efin ed  cod ec  stru ctu re
We first tested the predefined codec structure. Figure 5.10 gives comparative results 
for the H.263 implementation. The compressed file size and average PSNR are used as 
criteria. The comparison is between RMT H.263 and Telenor tmn-2.0 [87]. The sending of
Î
(a) Compressed file size (b) PSNR (Y)
i; I  I  I I
(c) PSNR (U) (d) PSNR (V)
Figure 5.10: Test results of RMT H.263 and TMN-2.0 H.263
RMT header was disabled during this test. The test results show that for the predefined 
algorithm, the RMT codec produces similar results to those obtained by tmn-2.0, with 
small variations in performance when alternative motion estimation tools are used.
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5.5.2 B aseline codec
The experiments with the baseline codec are focused on the performance comparison of 
different tool combinations. Among them, the spatial compression tool, motion estimation 
tool and variable length coding tool are tested.
5.5 .2 . 1  S p a tia l com pression  too ls
W ith all other parameters kept unchanged, we use different spatial compression tools to 
encode sequences (For still image, a comparison can be found in 2.4). Table 5.5 gives the 
results of the comparative study of intra frame coding for 16 CIF sequences.
Sequence PSNR (dB) Bitrate (bit/pixel)
DCT DCT-A ZTVQ ZTW DCT DCT-A ZTVQ ZTW
akiyo 31.80 32.47 32.89 35.34 0.2932 0.2932 0.2576 0.2846
bream 30.40 30.76 31.62 31.92 0.3199 0.3199 0.2854 0.2846
bus 26.36 26.64 28.46 26.30 0.4376 0.4376 0.5606 0.4388
calendar 23.73 23.91 25.17 23.46 0.6499 0.6499 0.8312 0.6024
children 28.20 28.81 30.36 30.46 0.4426 0.4426 0.5543 0.4823
coastguard 27.46 27.75 29.63 27.97 0.3383 0.3383 0.4663 0.3224
container 28.59 28.83 28.40 28.73 0.3918 0.3918 0.3671 0.3714
firel 32.72 33.42 34.01 36.16 0.2441 0.2441 0.1705 0.2423
foreman 29.60 30.26 30.75 31.85 0.3150 0.3150 0.3135 0.3022
hall 30.12 30.58 29.83 30.57 0.3731 0.3731 0.3394 0.3453
mad 31,99 32.63 33.55 35.27 0.2601 0.2601 0.2219 0.2690
news 29.47 29.92 28.67 30.49 0.3817 0.3817 0.3889 0.3716
ratna 29 A8 29.86 26.88 31.48 0.4050 0.4050 0.4031 0.4023
silent 2&89 29 A3 30.88 30.39 0.3038 0.3038 0.3810 0.3024
td 32.97 33.47 34.12 36.43 0.2414 0.2414 0.1617 0.2552
weather 26.67 27.02 28.28 27.35 0.7245 0.7245 0.7150 0.6880
A verage 29.28 29.73 30.21 30.88 0.3826 0.3826 0.4011 0.3728
Table 5.5: Intra Frame Coding Results
5.5.2.2 M o tio n  e s tim a tio n  and  m o tion  com pensa tion  too ls
Three different motion estimation algorithms (block matching algorithm (BMA), Mul­
tiresolution block matching algorithm (MBMA) and robust Hough Transform based mo­
tion estimation algorithm (MEZRHT)) have been tested using 14 CIF sequences and 16 
QCIF sequences. The tests were carried out using the Baseline codec. The results are
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shown in Figure 5.11 and Figure 5.12. The global motion compensation was disabled for 
all sequences. The test results show that the Robust Hough Transform based algorithm 
gives the highest PSNR on average while the multiresolution block matching gives the 
lowest PSNR on average. However, the difference is very small and does not affect the 
visual quality of the reconstructed image. From the coding efficiency point of view, the 
MBMA performs the best while the robust Hough Transform based algorithm performs 
the worst. The computational load of the different algorithms is also compared. The
PSNR comparison
r
PPSN R (Y )-B M A  
PSNR (Y) - MBMA 
□  PSNR (Y)-MEZRHT
y  f  ^
S equence
Figure 5.11: PSNR comparison of different motion algorithms
results are obtained using a Sun Sparc 20. In Figure 5.13, the required CPU time is given. 
It can be seen that the multiresolution block matching has the lowest average computing 
time whereas the block matching has the highest one. We also note that the time re­
quirement for the robust Hough Transform based algorithm does not change significantly 
among different sequences.
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Bitrate comparison
□  Bitrate (kbps) - BMA 
■  Bitrate (kbps) - MBMA
□  Bitrate (kbps) - MEZRHT
Sequence
Figure 5.12: Bit rate comparison of different motion algorithms
5.5.2.3 V ariab le  len g th  coding too ls
The variable length coding tools were tested using 14 CIF sequences. The test results 
are given in Table 5.6. Three coding tools are tested. The results show that arithmetic 
coding (AVLC) gives better results on all tested sequences compared to the two Huffman 
coding methods. Between two Huffman coding methods, the level-run-last 3-D coding 
method (HVLC3D) which is used both in the H.263 and MPEG-4 verification model 
(VM) outperforms the level-run plus end-of-block (EOB) signal 2-D method (HVLC2D) 
which is used in the H.261 coding standard on average. However, in 5 out 14 cases, the 
HVLC3D performs worse than HVLC2D. This indicate that the HVLC3D method still 
needs some refinement.
5.6 D iscussion
In this chapter, we designed a prototype RMT codec according to the ideas proposed in 
the previous chapter. The design incorporates the tools developed in our earlier research
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Computing time comparison
a;» '&
V  2000
□  Computing Time (seconds) - MEZRHT 
■Computing Time (seconds) - MBMA
□  Computing Time (seconds) - BMA
* * ^
Sequence name
Figure 5.13: Computational time comparison of different motion algorithms
Sequence HVLC2D HVLC3D AVLC
akiyo 46.70 45.10 42.94
bream 236.30 236.33 229.23
bus 693.33 698.81 676.41
calendar 716.52 697.85 676.29
children 295.41 298.60 290.29
coastguard 369.63 365.18 350.95
container 104.14 99.22 95.24
foreman 229.72 227.00 217.83
hall 8 6 . 8 8 86.49 83.19
mad 59.70 59.15 56.23
news 114.85 113.66 109.23
silent 102.58 103.29 98.12
td 150.00 152.21 147.01
weather 134.78 133.64 127.91
Average 238.67 236.89 228.63
Table 5.6: Bitrate comparison of different VLC tools
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and some public domain software. The two key techniques for the successful integration 
of various tools are the virtual codecs and virtual tools. We also developed a coding 
system which has the ability to expand its capacity without a limit while maintaining 
high efficiency for the most frequently accessed tools.
Through the extensive tests carried out in the previous section, a set of optimal tool 
combinations for the tested sequences are derived. The comparison with the tmn-2.0 H.263 
reveals that the prototype (baseline) codec is capable of delivering a higher performance 
on all types of sequences in terms of PSNR and bit rate.
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C hapter 6
K now ledge B ased Im age Sequence 
C om pression
6.1 In trodu ction
In the previous chapter, we studied a reconfigurable multiple tool video codec. The ex­
perimental results demonstrated that a proper combination of tools can achieve better 
performance than that of a fixed tool codec. However, the optimal tool combination is 
sequence and application dependent. An optimisation procedure known as Lagrangian 
Multiplier Method(see Chapter 4) may be used to obtain the optimal tool combination. 
Unfortunately, this method requires a very large amount of computing power even with a 
moderate tool set size. It also requires an extra delay to ensure that a selected tool set 
performs consistently for the whole sequence. Furthermore, unless the whole sequence is 
used in the optimisation procedure, the optimal performance can not be guaranteed.
As it is not feasible to find the best (optimal) tool set combination for a given applic­
ation, we would like to find a “good” solution to the problem at a reasonable cost. Let 
us consider a human researcher who is doing research in image sequence compression. He 
will carry out many experiments on various coding tools. Through experiments, he will 
accumulate some experience and will know that for a given application some tool combin­
ations will perform well and some combinations will perform poorly. When he is given a 
new sequence within a certain application requirement, he may be able to choose a “good” 
tool set to fulfill the job if he has met a similar situation before. He may sometimes make 
a bad decision, but he will learn from the failure and will not repeat the same mistake if 
he remembers what was wrong with that decision. Through sufficient experiments with 
success and failure, the researcher may eventually become a very experienced decision 
maker about the tool selection. He will choose a good tool combination for almost any
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given application requirements and any sequence. This procedure is known as learning 
and it relies to a great extent on a priori knowledge. In this chapter, we will study the 
possibility of incorporating a learning capability (machine knowledge) and the ability to 
exploit human experiences (human knowledge) into an RMT codec so that it can choose 
a good (may not be the best) tool set for a given application. As a priori knowledge is 
being used in the codec, the approach is referred to as knowledge based image sequence 
coding(KISC).
The knowledge based image sequence coding is a simple combination of the RMT codec 
and a knowledge based decision making system as shown in Figure 6.1. The knowledge 
based decision making mechanism consists of a knowledge base, a learning procedure 
(knowledge base update mechanism), a decision making engine and a tool library as shown 
in Figure 6.2.
I----------------------------------
Knowledge based
RMT Codec ^ ^ Decision Making
Engine
Knowledge Based Image Sequence Codec
Figure 6.1: Simple knowledge based image sequence codec
The discussion will start with the structure of the knowledge base in section 6.2. The 
extraction and archiving of machine knowledge is studied in section 6.3. The injection of 
human knowledge into the knowledge base is discussed in section 6.4. Then, a knowledge 
assisted tool selection scheme is proposed in section 6.5. Finally, experimental results and 
a brief summary will be presented in section 6 . 6  and 6.7 respectively.
6.2 T he structure o f th e  know ledge base
One of the key elements of the KISC codec is the knowledge base in which past coding per­
formance and associated tool selection and sequence classification are archived so that the
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Learning
Mechanism
Input
Knowledge Base
OutputDecision Making 
Engine
Tools Library
Figure 6.2: Knowledge based decision making engine
information can be used later to choose a better tool combination for a given application. 
The basic structure of the knowledge base consists of two parts: a coding performance 
database and a general knowledge database. In the coding performance database, the in­
formation entries consist of three parts: sequence classification, coding performance data, 
and tool configuration data. In the general knowledge database, the information entries 
consist of two parts: scene component and scene description.
6.2.1 Coding performance database
6.2.1.1 Sequence classification
We use texture detail and motion activity information as the key for sequence indexation. 
Both foreground and background areas are used. The information is described by fuzzy 
descriptors so that human knowledge can easily be integrated. The descriptors are listed
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below:
• Texture detail: low, medium, high
• Motion activity: low, medium, high
• Presence of global motion: yes,no
Therefore, the total number of descriptor combinations is 18. For every key, more than 
one performance data and tool configuration records are allowed.
6.2.1.2 Perform ance data and tool configuration data records
One of the difiiculties in comparing different coding tool performances is the fact that a 
different coding tool may give a different PSNR and bitrate for the same subject. Such 
difference may sometimes appear in the form of improvement of one measurement and 
deterioration of another. In such circumstances, it is hard to judge which tool is superior 
to its counterparts. Here, we propose to use a unified measurement Unit Bitrate PSNR, 
noted as UBP, which is defined as:
We have to point out that UBP is not a universal measurement of the coding performance. 
It is only valid for comparing difierent coding tools while the discrepancy of bitrate and 
PSNR is relatively small. Therefore, it is only a complementary measurement to the 
standard PSNR and bitrate.
The data entry in the coding performance database consists of the following fields:
• Average PSNR (Y)
• Average PSNR (U)
• Average PSNR (V)
• Average bitrate
• Unit Bitrate PSNR(UBP)
• Frame rate
• Deviation of PSNR
• Deviation of bitrate
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• Tool configuration data
To facilitate the data analysis, the performance data are sorted according to the bit rate 
used to encode the sequence.
6.2.2 General knowledge database
The purpose of the general knowledge database is to archive known knowledge about 
scene components which include foreground objects and background. The description of 
the scene component uses a multiple-entry-multiple-layer form as illustrated below:
• Active motion objects
— Life form
* Human 
close up
head and shoulder 
half body 
full length 
from distance
* Other Life Form
• Close Up
• Normal
• Long Shot
— Motorised vehicle
* Close Up
* Normal
* Long Shot
Passive motion objects
— Rigid objects
* Close Up
* Normal
* Long Shot
— Non-rigid objects
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* Close Up
* Normal
* Long Shot
For each object description, two associated data fields (texture details and motion status) 
are attached. Because of the nature of the knowledge, an even greater ambiguity about 
the data is allowed. For example, one can use low to high to describe the texture details 
and/or motion activities of an object. Apart from texture details and motion status, 
motion restriction information like the maximum movement extent, the acceleration rate 
etc. may also be used so that the proper parameters in the tool selection can be set up.
Knowledge injection: Before or during the process of encoding, known knowledge can 
be injected into the codec such as: the subject is human, camera has a fixed support with 
a panning head and a zoom lens, the focus of the lens can be changed from 24mm to 
70mm etc. W ith such knowledge, the codec can be configured optimally according to its 
environment and the application requirement.
6.3 C on struction  o f th e  cod in g  perform ance database
Once we have decided the structure of the knowledge base, the next step is to create 
the required database and collect data. For a machine knowledge database, the coding 
performance data can easily be obtained at the end of each coding session. However, 
the sequence classification needs to be manipulated so that the data can be entered into 
the right place. Such classification can be assisted by a human operator as discussed in 
the next section. As it was mentioned in the previous section, the foreground and back­
ground texture details and motion activities are used for classifying different sequences. 
A sequence may be classified either manually or automatically. We also noted that fuzzy 
descriptors are used to denote the texture details and motion activities. Here, we propose 
a method for an automatic sequence classification.
6.3.1 D etection of texture details
It is known that the texture detail is quantifiable by many statistical features such as 
standard deviation, variance etc. Many researchers have used those features to measure 
the texture detail of the image and use this information in their coding practice[82, 32]. 
However, our research showed that the correlation between simple statistical features and 
the texture detail was relatively weak. A typical result of relating texture detail to variance 
is shown in Figure 6.3 which plots the standard deviation and variance vs. bit rate for
119
6.3: Construction of the coding performance database 120
15 cif images. It should be noted that the deviation curve has been rescaled for display 
purpose.
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Figure 6.3: Statistical Features and Bit Rate
3.0
Here we propose a novel approach to characterise image properties based on frequency 
domain features of the image. It is known that the energy of alternating current component 
(ACE) of an image is closely related to its texture detail. The higher the AC energy, the 
harder it is to compress the image. We also know that the distribution of AC components 
is related to the compressibility of the image. Here, we use A C B  and the number of 
non-zero quantised AC components (NZQAC) which was introduced in Chapter 3 as the 
measmements representing the texture detail of an image.
To calculate ACE and NZQAC, the image is firstly partitioned into 8 x 8  blocks and the 
DCT transform is applied to the partitioned blocks. The ACE is defined as the average 
squared AC coefficients of the entire picture:
 ^  ^ l< 63
a c e  = coe/A H  * coeffk[i] (6 .2 )
k=l i=l
where coeffk[z] is the ith AC component of the DCT transform of the kth block(coe//fe[0]
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is the DC component), K is the total number of 8 x 8  blocks. The NZQACq  is defined 
as the number of non-zero AC coefficients after quantisation using quantisation step q 
(q—1,2,..,31):
1 K  63
N Z Q A C ,  =  -  J2T ,}^Z {g ,ooe ffk [ i \) (6.3)
k = l  «=1
where NZ(qyCoeffk[z]) is a threshold function defined as
""I
Table 6.1 gives ACB, NZQACs, and N Z Q A C iq and the corresponding bit rate calculated
Sequence Bit Rate ACE AfZQACg N Z Q A C iq
Akiyo 0.54 155.684 2.29377 1.11027
Bream 0.67 200.037 3.2963 1.58418
Bus 1.23 553.125 7.50758 3.34596
Calendar 2.15 769.191 14.9499 7.01852
Children 1.08 480.376 6.3649 3.21002
Coastguard 0.95 247.239 5.25042 2.03914
Container 0 . 8 6 405.11 4.56776 2.29756
Foreman 0 . 6 8 270.362 3.32492 1.51305
Hall 0.71 345.233 3.2681 1.77315
Mad 0.46 95.3204 1.84554 0.745791
News 0 . 8 416.328 4.05261 2.1271
Silent 0.75 220.274 4.01557 1.43182
Td 0.42 51.1019 1.42677 0.555556
Weather 1 . 8 1370.59 10.7386 6 . 0 1 0 1
Table 6.1: Texture Detail Measurements and Bit Rate
using DCT with quantisation step ^ =  8  for 14 CIF format images. Prom the definition, 
one can see that NZQACq  represents the average code number required to encode AC 
components within a block and A C E  is the average AC energy per pixel. Figure 6.4 
visualises the results shown in Table 6.1. The curves of NZQAC% and N Z Q A C iq have 
been rescaled for display purposes. From Figure 6.4 one can see that
• Both A C E  and NZQACq  are proportional to the bits required to compress the 
image;
• NZQACq  gives almost a linear relationship with the required bit rate to compress 
the image at the same quantisation step;
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A C E  and N Z Q A C q appear to be complimentary to each other.
Sequence Bit Rate JVZQACiG
Akiyo 0.384706 1.11027
Bream 0.444918 1.58418
Bus 0.713384 3.34596
Calendar 1.18813 7.01852
Children 0.674242 3.21002
Coastguard 0.544902 2.03914
Container 0.570944 2.29756
Foreman 0.443813 1.51305
Hall 0.514205 1.77315
Mad 0.332307 0.745791
News 0.544034 2.1271
Silent 0.434028 1.43182
Td 0.302241 0.555556
Weather 1.15357 6 . 0 1 0 1
Table 6 .2 : N Z Q A C iq and Bit Rate at quantisation step 16
Further experiments show that N Z Q A C iq also has a very close linear relationship with 
bit rate calculated using quantisation step q =  IQ (see Table 6.2). Therefore, we can 
assume that NZQACq  has a linear relationship with the bit rate requirements of DCT 
compressed image at the same quantisation step q. Furthermore, we discover that the 
value of NZQACq  for a given image is inversely proportional to the quantisation step q. 
Here, we propose to use NZQACq  *gas  the premier spatial complexity measurement and 
A C E  as the secondary texture detail measurement.
The texture detail (SC) of the image is defined as a fuzzy set { lo w,  m e d i u m ,  high} .  
The relationships between the texture detail, SC, the measurement of spatial complexity, 
M S C  =  N Z Q A C q ^ q ,  and ACE is defined through a fuzzy membership function as shown 
in the following equations.
Fuzzy membership function for MSC:
FM F{M SC)io^
1
M SC15
M S C  < =  15 
15 < M S C  < 30 
M S C  > =  30
(6.5)
1 2 2
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Figure 6.4; Texture Detail Measurement and Bit Rate
F M F { M  S C )  medi um =
0
M SC  _  2 
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4 - M SC15
F M F { M S C ) h i g h  = M SC15
Fuzzy membership function for ACE: 
FMF{ACE)io^ =  < 2
1
A CE
100
F  M F { A C E )  med i um  =  ^
ACE
100
0 
1 
1
A CE
200
0
F M F { A G E ) h i g h  =  \  ^ # - 2
M S C  < =  15 
15 < M S C  < 30 
30 < =  M S C  < 45 
45 = <  M S C  < 60 
> 60
M S C  < =  45 
45 = <  M S C  < 60 
M S C  > =  60
A C E  <= 100 
100 < A C E  < 200 
A C E  > =  200
A C E  <= 100 
100 < A C E  < 200 
200 < =  A C E  < 400 
400 = <  A C E  < 600 
A C E  > 600
A C E  <= 400 
400 = <  A C E  < 600 
A C E  > =  600
(6 .6)
(6.7)
(6 .8)
(6.9)
(6 .10)
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To calculated the texture detail for a given sequence, we use MSC and its associated fuzzy
membership fmictions{F M  F  {MSC)iowi F  ^  F  (M SC) medium, FMF{MSC)high) as the 
primary measurement. If one of the membership functions has a value greater than 0.75, 
the corresponding texture detail content is evaluated. If none of the membership functions 
has a value greater than 0.75, the secondary measurement ACE and its associated fuzzy 
membership îunctions{F M F  {AC E)iow, F  M F{AC E) medium, FMF{ACE)high) are used. 
A fuzzy OR  operation is performed to obtain the corresponding membership function, i.e., 
the final set of complexity can be expressed as
P M W  = /  F M F {M S C ) l  , i f  F M F ( M S C ) l > = 0 . 7 5
^  I FMF{MSC)l .OR.FMF{ACE)i ,  , o t h e r w is e
_  , F M F {M SC ) m  , i f  F M F {M S C ) m > =  0.75
r m i -M  \ F M F(M SG )m .OR.FMF(AGE)m  , otherwise
PMF^  =  /  FM F(M SG )h , i f  F M F(M SG )h  > =  0.75 ,f i v i f H  j  FM F(M SG )h .OR.FMF(ACE)h , otherwise '■ ’
The largest membership function F M F  and the corresponding texture detail will be chosen 
as the representative of the texture detail for the given image.
6 .3 .2  D escr ip tio n  o f  m o tio n  a c tiv ity
The motion activity of a sequence is measured according to the complexity of the motion 
and the difficulty to utilise the motion compensated prediction efficiently. The following 
features are talcen into account:
• Severity of both global and local motion
• Smoothness of the motion field
The motion activity is rated as a fuzzy set {high, medium and low}. In order to quantify 
the complexity, we first measure the following features:
• Average absolute displacement (AAD);
• Deviations of displacement vectors (DDV).
The motion activity measurement and bits required to encode the motion vectors and 
motion compensation errors for 14 MPEG CIF test sequences are shown in Table 6.3. It 
can be noted that the number of bits required to encode motion vector (Bm v ) correlates
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Sequence AAD DDV B m v Hgrr
Akiyo 0.058 0.056 1626 242
Bream 3.69 22.51 2023 1707
Bus 13.69 255.56 2445 12911
Calendar 1.48 6.62 1624 16805
Children 0.83 8.76 1685 6798
Coastguard 2.77 15.96 2 1 0 1 6440
Container 0.64 4.98 1516 958
Foreman 6.63 128.15 2818 2398
Hall 1.33 17.34 1863 238
Mad 3.05 57.79 2217 94
News 0.40 4.93 1434 1141
Silent 0.15 0.35 1563 109
Td 3.68 85.81 2894 2731
Weather 0.082 0.088 6 9 4 j 358
Table 6.3: Motion activity measurement and bits required to encode motion related in­
formation
with, the values of AA D  and DDV.  However, there is no linear relationship between B m v  
and A A D  as well as D D V.  Furthermore, the number of bits required to encode motion 
compensated error {Berr) not only depends on the motion activity but it depends on the 
texture detail of the image as well. Here, we use two sets of fuzzy membership functions 
to roughly define the motion activity using AAD  and DDV.
Fuzzy membership functions for AAD:
FMFic
1
AAD
1.5
AAD  <= 1.5 
1.5 < AAD  < 3.0 
AAD  > =  3.0
(6.14)
F M F m e d iu m  —  ^
0
AAD
11.5
4 - AAD
AAD  <= 1.5 
1.5 < AAD  < 3.0
3.0 < =  AAD  < 6.0
6.0 = <  AAD  <  8.0 
AAD  > 8.0
(6.15)
FMFfiigh AAD
Fuzzy membership functions for DDV:
F  M  Flow = <
1
D D V
AA D  <= 6.0 
6.0 = <  AAD  < 12.0 
AA D  >= 12.0
D D V  <= 2.0 
2 . 0  <  D D V  < 4.0 
D D V  >= 4.0
(6.16)
(6.17)
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F  M F medium — ^
0
^ - 1
1
2 - D D V8.0
D D V  < =  2.0
2.0 < D D V  < 4.0
4.0 < =  D D V  < 8.0
8.0 = <  D D V  < 16.0 
D D V  > 16.0
(6.18)
FMFhigh —
0
D D V  1 
3 124.0
D D V  < =  8 . 0  
8.0 = <  D D V  < 32.0 
D D V  >=  32.0
(6.19)
The motion activity measurement TCM is defined as a fuzzy logical function of fuzzy 
sets F  AAD and Fddv
T C M  = F a a d  * F d d v (6.20)
where * is a fuzzy AND operation. Using Minimax rule in fuzzy logic, Equation 6.20 can 
be rewritten as
T C M  = min{FAAD, F ^ d v )
6 .3 .3  D e te c t io n  o f  th e  p resen ce  o f  a g lobal m o tio n
(6 .21)
The presence of a global motion caused by a camera movement is detected by utilising a 
global motion estimator. The global motion estimator, which is also used in the coding 
procedure, is based on block matching and Taylor expansion equations.
Here, we use six parameter affine motion model for global motion estimation:
u,(æ, y) — ao + a\x  +  «22/ 
v{x,y) =  « 3  +  a^x +  «5 ^ (6 .22)
The motion estimation is based on a block matching algorithm (BMA) using the sum 
of absolute differences (SAD) as the distortion measurement. A set of sparsely sampled 
points is used to calculate the best matching displacement (p, g). The distortion measure 
is calculated at the displaced samples and their surrounding 3x3 neighbours. In our 
experiment, 81 points are selected for CIF image sequences and the samples are evenly 
distributed. Using the Taylor expansion, the local energy function at a block position 
{i,j)  can be expressed by
+ (6.23)
dudv
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Let S be a vector of the 3x3 SAD values surrounding the best matched displacement 
(p,q), i.e.,
S =  (e(p -  1, g -  1), e(p -  1, q), e{p --1, g +  1), e(p, g -  1), e{p, q), e(p, q +  1), (6.24)
e{p +  1 , g -  1 ), e(p +  1 , g), e(p +  1 , g +  1 ))^
where e() denotes SAD value. Using a differential operator, the partial derivatives can be
expressed as:
F{p, q) = 9 (“ Ij 2, —1,2,5,2, —1,2, —1)S 
= è(-l, 0,1, -1,0,1, -1,0,1)S 
Su = 0,0,1,1,1)S , .
=  1(1, - 2 ,1 ,1 ,  - 2 ,1 ,1 ,  - 2 , 1)S ( ' )
= 1 (1 .1.1. -2 .  - 2 ,  - 2 , 1.1,1)S ^^feîl = l(l,0,-1.0,0,0,-l,0,l)S
To facilitate a later discussion, we rewrite Equation 6.22 in a matrix form as:
M  =  P (x i , )a  (6,26)
where
 ^ ( 0 0 0 1 J
a  — (no, «1, «2 ) ng, «4 > ng )
If we substitute (u, v) in Equation 6.23 by Equation 6.26, the affine motion parameters 
can be obtained by minimising
Fj ,.i (P  {x-n ) a) (6.27)
iJ
where denotes the centre position of the block (i,i) . This leads to the Eular equation
da.
which is equivalent to
0 (6.28)
9a -  °
Prom (6.23), (6.26) and (6.29), the partial derivative for «o is
=  0
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Similarly, the partial derivatives for a\ to « 5  can be written as
=  0  (6-31)
"'("Sf+"%^ ) +«-'%') = ° («-'')
and therefore
A a — b =  0 (6.36)
where
A =  EhJ
^ U ( x u) ^ U ( :
ü) ^ U C
[  1 Xi j Vi j
— \  ^ i j
[ Vij ^ i j V i j  Vi j
and
/  d E i j  , d ^ E u  I 9^Ei, ,
By solving Equation 6.36, we obtain the affine coefficients as
a =  A -^b  (6.37)
To ensure the robustness of global motion estimation, we use a robust regression pro­
cedure to eliminate the local motion influence. The procedure consists of the following 
steps;
(a). Sparsely sample the image to obtain evenly distributed M points as the centres for 
block matching. Mark all M points as inliers and set the iteration counter to N.
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(b). Estimate global motion parameters using only inliers;
(c). Calculate the motion compensation error energy for each point using Equation (6.23) 
and (6.26).
(d). Calculate the average Eaverage and the standard deviation Dev of the error energy 
for all inliers;
(e). Calculate the upper threshold and lower threshold using
Flipper “  F/average T  CupperBsV
Flower ~  Fjoverage T  ClowerBeV
where Cupper and Ciower are constants. Each constant corresponds to a threshold 
defining an area under the tail of a standard Normal distribution. In our implement­
ation, Cupper = 1.96 and Ciower = 0.36. The values of Cupper and Ciower correspond 
to probabilities of 97.5% and 64% respectively.
(f). If an inlier’s error energy is greater than the upper threshold, it is marked as an 
outher.
(g). If an outlier’s error energy is less than the lower threshold, it is marked as an inlier.
(h). Decrease the iteration counter by one; if the iteration counter is greater than zero, 
then goto step 2 ; otherwise return the estimated parameters.
The robust regression procedure significantly improves the accuracy of the global motion 
estimation when local motion is present. However, the computational load is much higher 
due to the iteration procedure.
6.4 C on stru ction  o f general know ledge database
One of the features of the KISC is its ability to use human knowledge and experience for 
tool selection and parameter setting. Such a feature is achieved through the use of a general 
knowledge database in which human knowledge is archived. The knowledge is expressed 
in a coding related manner. Entries in the database consist of an object description and 
associated features such as texture detail, motion activity, movement restriction and etc.
The experimental database only consists of a few entries which are listed below:
• Active motion objects
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— Life form
* Human
• Close up: Texture detail - low to medium; Motion activity - low to 
high; Motion restriction - non-rigid motion.
• Head and shoulder: Texture detail - low to high; Motion activity - low 
to high; Motion restriction - non-rigid motion.
• Half body: Texture detail - low to high; Motion activity - low to high; 
Motion restriction - non-rigid motion.
• Pull length: Texture detail - low to high; Motion activity - low to 
medium; Motion restriction - non-rigid motion.
• Long shot: Texture detail - low to high; Motion activity - low to me­
dium; Motion restriction - can be treated as rigid motion object.
* Other Life Form
■ Close up: Texture detail - low to high; Motion activity - low to high; 
Motion restriction - non-rigid motion.
• Normal: Texture detail - low to high; Motion activity - low to medium; 
Motion restriction - non-rigid motion.
• Long shot: Texture detail - low to high; Motion activity - low to me­
dium; Motion restriction - can be treated as rigid motion object.
— Motorised vehicle
* close up: Texture detail - low to medium; Motion activity -low or high; 
Motion restriction - rigid motion.
* Normal: Texture detail - low to medium; Motion activity - low to high; 
Motion restriction - rigid motion.
* Long shot: Texture detail - low to high; Motion activity - low to medium; 
Motion restriction - rigid motion object.
• Passive motion objects
— Rigid objects: Texture detail - low to high; Motion activity -low to high; Motion 
restriction - motion continuity, smooth acceleration.
— None rigid objects: Texture detail - low to high; Motion activity -low to high; 
Motion restriction - local motion continuity may exist.
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It can be seen that the knowledge is expressed in a quite ambiguous way. It may 
only be used in conjunction with the coding performance database. However, the general 
knowledge can be extended to include more specific entries with less ambiguity. It may even 
put more complex information such as shape mask for human body, motion restrictions 
imposed on parts of the human body. The potential use of such a database is endless.
6.5 K now ledge assisted  to o l se lection
As we have pointed out in the introduction, it is not feasible to use an optimisation 
procedure in tool selection due to the computational load and permissible coding delay. 
We also noted that it is possible to choose a good tool combination so that the codec can 
perform well for a given sequence. The experience for a human researcher in tool selection 
is accumulated through a large number of experiments with success and failure. In this 
section, we propose a knowledge assisted tool selection mechanism which can interact 
with the user in a tool selection process. The knowledge assisted tool selection procedure 
consists of three steps: information gathering, database searching, and decision making.
As the first step, the information about the sequence being coded is retrieved through 
an interactive procedure. Firstly, the user is requested to supply all the possible known 
information to the codec through a questionnaire. The questionnaire consists of a multiple 
choice sheet and the user is only required to select one answer for every question. The 
purpose of the questionnaire is to supply some simple facts about the sequence such as 
lighting conditions, the scene composition, the camera movement etc. to the sequence 
classifier so that a better classification may be achieved. A typical questionnaire form 
is given in figure 6.5. The answers in the questionnaire are fed into the general know­
ledge base search engine so that statistical properties of the objects and the scene can 
be extracted. Second, data quantifying the texture detail, the motion activity and the 
presence of a global motion is computed. The data is compared with the current content 
of the general knowledge database and any disagreement is highlighted so that the user 
can decide whether to accept the classification made by the codec. Finally, the application 
requirement is entered by the user so that all the necessary information is gathered.
Using rules based on the past performance, the system will recommend a tool set 
combination for the user. The user can then accept or modify the choice made by the 
system. After the user has made any changes to the system recommendation, the tool 
combination and options are passed to the codec to start the coding procedure. The user 
can opt to bypass the above knowledge computation procedure to start the codec directly
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KiSC Questionnaire
1.Subject j  Active Moving Objects j |  Passive Moving Objects
j  Human j  Other Ufeform j  Motorised Vehicle 
2 Scene Com position j  ao se  up j  Head and Shoulder j  Half Body j  Full Length j  Long Shot 
3. Cam era S upport _j Rxed j  Hand Held j  On The Vehicle 
4. Camera Motion J  Panning j  Tilting _j ZOomIng j  Stationary 
5. Lighting Condition j  Natural j  Artificial 
6. B ackground Complexity j  Low j  Medium j  High j  Water 
OK I Cancel |
Figure 6.5: Questionnaire form
if desired. Whether the knowledge based tool selection assistance is used or not, the coding 
results will be archived in the coding performance database for future reference.
6.6 E xperim en tal results
Various parts of the KISC codec have been tested using GIF image sequences. In this 
section, we will demonstrate the performance of the sequence classifier and the tool selector 
based on the coding results obtained by using the tool selection process.
6.6 .1  S eq u en ce C lassification
Firstly, the texture classifier is tested using GIF format sequences. The test results are 
given in Table 6.4. In Table 6.4, T X  represents the texture classification using the adopted 
measurements; F M F  represents the fuzzy membership function value associated with the 
classification.
The motion activity of the above sequences is also tested. The test results are shown 
in Table 6.5.
Combining the results given in Table 6.4 and Table 6.5, we can obtain the sequence 
classification. A comparison with the original MPEG sequence class is given in Table 6.6.
Table 6.6 shows that 9 out of 13 sequences are classified correctly. For all incorrectly 
classified sequences, one level higher classes are assigned. However, a comparison based 
on the compressed file size clearly shows that the file sizes for the Container and Hall 
sequences are significantly higher than other class A sequences and close to some of the
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Sequence T X m s c F M F m s c T X a c e F  M  F a c e Texture
Akiyo low 0.77 medium 0.55 low
Bream medium 0.76 medium 1 medium
Bus high 1 high 0.765 high
Calendar high 1 high 1 high
Children medium 0.61 medium 0.6 medium
Coastguard medium 1 medium 1 medium
Container medium 1 medium 0.97 medium
Foreman medium 0.77 medium 1 medium
Hall medium 0.74 medium 1 medium
Mad low 1 low 1 low
News medium 1 medium 0.92 medium
Silent medium 1 medium 1 medium
Td low 1 low 1 low
Weather high 1 high 1 high
Table 6.4: Texture detail of GIF images
Sequence M V  A a a d F M F a a d M V  A d d v F M F d d v Motion Activity
Akiyo low 1 low 1 low
Bream medium 1 high 0.60 medium
Bus high 1 high 1 high
Calendar low 1 medium 1 medium
Children low 1 medium 0.91 low
Coastguard medium 0.84 high 0.33 medium
Container low 1 medium 1 medium
Foreman medium 0.68 high 1 high
Hall low 1 high 0.39 low
Mad medium 1 high 1 high
News low 1 medium 1 medium
Silent low 1 low 1 low
Td medium 1 high 1 high
Weather low 1 low 1 low
Table 6.5: Motion activities of GIF images
class B sequences. On average, the file size of the Foreman sequence is much higher 
than that of the News and Silent sequences. This indicates that our classifier estimates 
the sequence complexity quite well. On the other hand, all hybrid natural and synthetic 
sequences (class E) are classified as class B sequences where their compression complexity 
is close to class G sequences. One of the possible reasons is that the classifier only looks
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Sequence Texture Motion Activity Classification MPEG Class
Akiyo low low A A
Bream medium medium B E
Bus high high C C
Calendar high medium C C
Children medium low B E
Coastguard medium medium B B
Container medium medium B A
Foreman medium high C B
Hall medium low B A
Mad low high B A
News medium medium B B
Silent medium low B B
Weather high low B E
Table 6.6: Sequence classification
into the first two frames for motion activities which may be misleading in this particular 
type of sequences.
The performance results for the global motion detector are given in Table 6.7. The
Sequence Detected Global Motion Real Global Motion
Akiyo No No
Bream Yes Yes
Bus Yes Yes
Calendar No Yes
Children No No
Coastguard Yes Yes
Container No No
Foreman Yes Yes
Hall No No
Mad No No
News No No
Silent No No
Weather No No
Table 6.7: Global Motion Detection
detector has given an erroneous indication for sequence “Calendar”. The investigation 
shows that the scene consists of a large inconsistent local motion which leads to mis- 
classification. For the rest of the sequences, the detector gives the correct classification of
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the global motion status.
The user classification extracted from the questionnaire is given in Table 6.8. The 
human knowledge based classification can only be used as a guide to accurate machine 
classification (Currently, any mismatch will be highlighted and the user can choose which 
way to correct).
Sequence Texture Motion Activity
Akiyo low to high low to high
Bream low to high low to high
Bus low to medium low to high
Calendar low to high low to high
Children low to high low to medium
Coastguard medium medium
Container low to high low to medium
Foreman low to medium low to high
Hall low to high low to medium
Mad low to high low to high
News low to high low to high
Silent low to high low to high
Weather low to high low to medium
6 .6.2 
6.6.2.1
Table 6.8: Sequence classification by questionnaire answers
T ool S e lectio n  
Coding results comparison using different tools
Prom the test results in Chapter 5, some of the tools in the tool box can easily be identified 
as the preferred tools . For example, arithmetic coding delivers the best performance for 
all tested sequences. In this particular case, the PSNRs are identical and only bit rates 
are different. However, for other tools, both PSNR and bit rates are changing. Here, 
we use the unit bitrate PSNR (UBP) as the measurement. In Table 6.9, the INTRA 
frame coding results using different spatial compression tools are given using UBP (the 
data were converted using the data in Table 5.5). The results show that for low texture 
sequences with the value of UBP over 100, ZTVQ gives the best results. For medium and 
high texture sequences, ZTW performs better with a few exceptions. For the sequence 
“container” , ZTVQ is marginally better than ZTW. For “bus” and “children”, both have 
UBP values in the range between 60 and 65. DCT with deblocking filtering gives the best 
performance.
135
6.6: Experimental results 136
Sequence DCT DCT-A ZTVQ ZTW
akiyo 108.5 110.7 127.7 124.2
bream 95.0 96.2 110.8 112.2
bus 60.2 60.9 50.8 59.93
calendar 36.5 3ff8 30.28 38.9
children 63.7 65.1 54.8 63.2
coastguard 81.2 82.0 63.5 86.8
container 73.0 73.6 77.4 77.4
foreman 93.9 96.1 98.1 105.4
hall 80.7 81.9 87.9 88.5
mad 123.0 125.5 151.2 131.1
news 77.2 78.4 73.7 82.1
silent 93.6 96.9 81.0 100.5
td 136.6 13&6 211.0 142.8
weather 36.8 37.3 39.6 39.8
Average 82.85 84.29 89.84 89.49
Table 6.9: INTRA frame coding results using different spatial compression tools
The UBP is also used to measure the performance of motion estimation algorithms. 
Table 6.11 presents the results of a comparison of different motion estimation techniques. 
The results show that multi-resolution search blocking matching(MBMA) gives a better 
performance in 12 out of 14 sequences whereas block matching(BMA) performs better 
on the “bus” and “coastguard” sequences. Both block matching methods give a bet­
ter performance than the robust Hough transform(MEZRHT) based method on average. 
The performance margin between the two block matching methods is not significant. 
However, on some sequences, MEZRHT does outperform BMA but the overall perform­
ance of MEZRHT is disappointing. Considering the low computational load of MBMA 
(see Figure 5.13), we can conclude that MBMA is the best of the tested motion estimation 
methods.
6.6.2.2 Knowledge based tool selection
From the above experimental results, there is no need for motion estimation tools to 
use the tool selection procedure as MBMA gives the best performance for majority of 
sequences in terms UBP. Similar rules can be applied to variable length coding tools in 
which arithmetic coding is the preferred tool. Here, we only test the selection of spatial 
coding tools using the rule based (knowledge based) method. Using the results in Table 
6.9, the rules used for determining spatial coding tools for INTRA frame only coding are
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Sequence UBP-DCTA UBP-ZTVQ UBP-ZTW
akiyo 860.51 847.31 875.38
bream 152.17 152.28 152.40
bus 150 62.66 62.85 62.81
calendar 39.57 39.66 39.57
children 111.85 111.66 111.90
coastguard 85.77 85.76 85.89
container 310.77 306.66 309.73
foreman 150.65 150.63 151.07
hall 391.08 384.60 391.41
mad 647.93 643.39 652.12
news 320.83 317.71 318.42
silent 32&03 327.22 328.67
td 210.17 216.19 212.45
weather 261.33 261.61 257.88
Average 280.95 279.11 282.12
Table 6.10: Sequence coding results using different INTRA frame spatial compression tools
as follows:
• If texture is low, ZTVQ is used;
• If texture is medium or high, ZTW is used.
• If block based method is required, DCT-A is used regardless of the picture texture
complexity.
When the whole sequence is involved, however, the rule should be different because of 
the interaction between the INTRA frame coding and motion compensated INTER frame 
coding. Using Table 6.10, the following rules are derived for the sequence coding:
• If texture is high, ZTVQ is used;
• If texture is low or medium, ZTW is used.
• If block based method is required, DCT-A is used regardless of the picture texture
complexity.
The coding results using the tool selection based on the above rules are given in Table 
6.12. The results show that the use of the knowledge based tool selection procedure can 
produce above average results for individual tools.
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Sequence UBP-BMA UBP-MBMA UBP-MEZRHT
akiyo 596.1 606.1 591.9
bream 108.8 112.0 86.7
busl50 35.3 35.2 29.0
calendar 33.5 33.7 31.9
children 85.5 86.1 81.2
coastguard 67.9 67.6 50.4
container 232.0 251.8 242.1
foreman 112.6 114.0 92.3
hall 261.8 286.4 274.1
mad 373.6 418.8 377.9
news 231.9 234.9 221.4
silent 237.9 242.6 231.8
td 170.9 177.1 168.5
weather 190.3 191.5 180.3
Average 108.7 110.2 95.8
Table 6.11: Sequence coding results using different motion estimation algorithms
6.7 Sum m ary
In this chapter, we discussed a knowledge based image sequence codec which consists 
of a reconfigurable multiple tool (RMT) codec and a knowledge assisted tool selection 
system. The tool selection system should be able to use statistical data of the sequence 
and the associated tool performance to give a near optimal tool configuration. The key 
element of the system is the sequence classifier. A fuzzy logic reasoning system and a 
statistical feature based texture and motion activity classifiers have been developed. We 
also developed a global motion detector based on a global motion estimation algorithm 
which uses block matching and the Taylor expansion to derive affine motion parameters. 
The performance of the classifier on our test sequences proved to be satisfactory. The 
ability to archive the coding performance data and associated tool configuration of the 
codec is also a valuable and powerful means for future research and development.
In order to use the data in the coding performance database, we propose to use a 
unified bit rate and PSNR measurement called unit bitrate PSNR (UBT). The use of 
UBT successfully solved difficulty of evaluating different coding tools giving different PSNR 
and bit rates. Using the available resources, we have created a sample knowledge assisted 
tool selection system. The experimental results prove that the idea is realistic and the 
performance of the codec using the knowledge assisted tool selection is above average.
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Sequence UBP-SEL-INTRA UBP-SEL-INTER
akiyo 127.7 875.38
bream 112.2 152.40
busl50 59.93 62.85
calendar 38.9 39.66
children 63.2 111.9
coastguard 86.8 85.89
container 77.4 309.73
foreman 105.4 151.07
hall 88.5 391.41
mad 151.2 652.12
news 82.1 318.42
silent 100.5 328.67
td 142.8 212.45
weather 39.8 261.61
Average 91.17 282.40
Table 6.12: Coding results using tool selection
However, due to the limited number of tools available for experiments, the strength 
of the knowledge assisted tool selection can not be fully exploited. W ith the development 
of video coding techniques, we believe that more and more new coding tools and codec 
structures will be made available to suit the growing demand for better and more efficient 
visual communications. This will provide suflacient room for KISC to improve itself.
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Conclusions
In this thesis, we firstly reviewed the recent rapid development of digital visual telecom­
munications and the associated data explosion problem. Possible solutions based either 
on video coding standards or on non-standard data compression techniques were then 
discussed. The advantages and disadvantages as well as the application potential of the 
current video coding standards were evaluated.
Prom the study of the coding standards, a handful of common techniques used by all 
coding standards were extracted. We concluded that the two most important concepts 
used by all coding standards are the macroblock structure and the hybrid prediction codec 
structure. A numerical evaluation of various waveform based compression tools revealed 
that different compression tools perform best in different applications. The observation 
prompted the idea of a reconfigurable codec which can adapt itself to specific application 
requirements.
First of all, a multiple layer affine motion compensated codec was proposed and adopted 
as a basic building block of the reconfigurable multiple tool video codec. A detailed 
investigation of the properties of the multiple layer affine motion compensated codec was 
carried out. We then developed a framework for the reconfigurable multiple tool video 
codec. The framework was realised in terms of a prototype into which the various coding 
tools developed in our earlier research were integrated. The test results showed that it 
outperformed one of the H.263 implementations (tmn-2.0) available in the public domain.
To solve the problem of optimising the codec configuration for any given sequence, 
we proposed to use a knowledge based approach. Human knowledge inferred by means 
of a questionnaire was injected into the codec. The coding performance of the various 
coding tools was archived and analysed so that a set of rules guiding the tool selection 
could be derived. The experimental results showed that the use of a knowledge-assisted 
tool selection procedure can achieve an above average performance as compared with
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individual fixed set tools.
7.1 C ontributions
In the thesis, the following contributions to knowledge based image sequence coding have 
been made:
• By reviewing the current video coding standards it has been established tha t the 
differences between them are very small. The analysis has shown that it should 
be possible to develop a codec to cover the whole range of applications by a close 
integration of the elements of the coding standards.
• The study of widely used compression techniques revealed that some compression 
techniques outperform others for certain types of applications and vice versa.
• A multiple layer codec structure has been proposed. It is capable of using an inner 
block segmentation technique to achieve a better coding efiiciency for motion vector 
coding.
• A probabilistic background/ foreground segmentation method with heuristic 
thresholding which gives satisfactory results for separating the foreground objects 
from their background has been developed.
• A background memory reference updating scheme used for improving the coding 
efiiciency of uncovered background regions has been devised.
• An extended quadtree decomposition procedure supporting the use of background 
motion compensation, dual motion inner block segmentation and background 
memory reference updating has been proposed.
• A pseudo-Huffman code which improves the coding efficiency of adjacent block po­
sitions has been developed.
• Two methods for inner block motion boundary coding (straight line approximation 
and fixed pattern partition) have been devised and investigated.
• A bit rate control method capable of regulating the first INTRA frame coding by 
using NZQAC measurements has been conceived and implemented. We discovered 
that the average code length used for the INTRA DCT coefficients coding did not 
change much among different sequences and it varied with the quantisation step. A
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set of equations encapsulating the relationship between the average code length and 
quantisation step has been derived from experimental results.
• A framework for a reconfigurable multiple tool video codec has been proposed and 
designed. The bit stream syntax and the codec structure make the proposed codec 
capable of using various codec structures and coding tools while maintaining the 
compatibility with the existing coding standards.
• The concept of virtual codec and virtual tool are the major innovative contributions 
behind the development of the reconfigurable multiple tool codec. The use of a 
virtual codec makes it possible to reconfigure the codec structure on the fly whereas 
the use of virtual tools makes it possible to switch between coding tools during the 
coding process.
• An expandable variable length code is developed for encoding the tool update data 
field. The code combines efficiency with flexibility. The expandability of the code 
guarantees the maximum flexibility of the system.
• A prototype codec realising the idea of reconfigurable multiple tool codec has been 
implemented to demonstrate its practical potential. Several codec structures have 
been integrated into the prototype codec. The experimental results showed that the 
prototype codec is as efficient as a dedicated codec when only standard DCT based 
techniques are used. W ith the use of some specialised coding tools on certain types 
of sequences, the prototype codec outperformed the standard codec (H.263).
• A knowledge based tool selection system has been studied and developed. During its 
development, a sequence texture classifier, a motion classifier, and a global motion 
detector has been designed. The rule based tool selection system that uses the output 
of the above classifier is illustrated to give above average performance.
• A questionnaire based knowledge injection mechanism has been developed with a 
graphical interface to the reconfigurable codec prototype.
7.2 Future W ork
The proposed reconfigurable video codec framework and the development of the prototype 
codec provide a good basis for a further development. Here we give a list of possible 
extensions to the current work.
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7 .2 .1  D ev e lo p m en t o f  n ew  cod in g  to o ls
Due to the limited time and human resources, the tool set of the current codec is far from 
complete. Many new ideas and algorithms could be incorporated as new coding tools or 
codec structures. The following is a possible list of the candidates:
• Fractal compression
• New motion estimation algorithms
• New motion compensation methods
• Codec structure to support the H.263+ coding standard
• Codec structure to support segmentation based coding
• Codec structure to support 3-D motion compensation
7 .2 .2  T ool se lec tio n  and k n ow led ge in jection
Further experiments are need to establish a more complete and robust knowledge database 
for tool selection. For the knowledge injection, a more complex model could be developed 
to take full advantage of the knowledge concerning moving objects and their surrounding 
environment.
7 .2 .3  P o te n tia l w eb  ap p lica tion s
The fundamental structure of the reconfigurable codec makes it a good alternative for 
video retrieving through world wide web. A Java based decoder would be ideal to serve 
this purpose.
7 .2 .4  S tan d ard isa tion  effort
The flexibility and expandability of the reconfigurable codec make it an ideal candidate for 
the next generation video compression standards. The ability to use multiple compression 
tools and multiple codec structures will enable more sophisticated compression techniques 
to be used in codecs which may have to meet contradictory requirements.
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T M N  R ate Control A lgorithm s
Two types of rate control algorithms are utilised in the TMN H.263 codec. The first one 
is used for real-time adjustment and online rate control. It is suitable for use in real time 
communication. The second one is used for offline rate control and is suitable for use in 
file compression. The details of both rate control algorithms are discussed in the following.
A .l  T M N -5  R ate  C ontrol (T M N 5)
For realistic simulations with a limited buffer and coding delay, a buffer regulation is 
needed. Mechanisms for regulating the output bitrate are;
• Changing the step size at the macroblock level.
• Buffer regulation:
— The first intra picture is coded with quantiser parameter Q P= 16. After the 
first picture the buffer content is set to:
^  + s A  (A.1)
f t a r  g e t  F R
and
=  B  (A.2)
For the following pictures the quantiser parameter is updated at the beginning 
of each new macroblock line. The formula for calculating the new quantiser 
parameter is:
Q P n e w  =  Q - P i - l [ l  +  +  1 2 - ^ ] ,
A ib =  B i - i  — B,
A 2B =  B im b  —
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where:
Q P i - i  is the mean quantiser parameter for the previous picture,
B i- i  denotes the number of bits spent for the previous picture,
È  is the target number of bits per picture, 
mb indicates the present macroblock number,
M B  is the number of macroblocks in a picture,
Bimb is the cumulative number of bits spent,
R  is the bitrate,
F R  is the frame rate of the source material(typically 25 or 30 Hz), 
f t a r g e t  is the target frame rate and
/o is a parameter relating f t a r g e t  and QP^-i (Default value =  10).
The first two terms of this formula are constant for all macroblocks within a 
picture. The third term adjusts the quantiser parameter during the coding of 
the picture. The frame rate f t a r g e t  and new Ë  are calculated at the start of 
each frame: f t a r g e t  = f o  ~  4 < f t a r g e t  < 10
B  = Rf t a r g e t
The calculated Q P n e w  must be adjusted so that the difference does not exceed 
the definition range. The buffer content is updated after each complete frame 
in the following way:
R  RB u f  fer-content =  -------- h 3-—  (A.4)
f t a r g e t  ^  R
For each of the remaining frames:
B u f  fer-content = B u f  fer-content H- Ptofai 
w hile{B uf fer-content > 3 ;^ ){
B u f  fer-content — B u f  fer-content — 
fram e-incr  4- 
}
The variable fram e-incr  indicates the number of frames to be skipped.
For TMN5 rate control, it is assumed that the process of encoding is temporarily stopped 
when the buffer is nearly full. This means that buffer overfiow will not occur. However, 
this also means that no minimum frame rate and delay can be guaranteed.
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A .2 M P E G -4  A nchor R ate C ontrol (Offline)
The Offline rate control in tmn-2.0 codec is used to create MPEG-4 Anchor bit stream. 
This rate control does not skip any extra pictures after the first frame, and it uses a
fixed frame rate. It is possible to start the rate control after a certain percentage of the
sequence has been encoded with a fixed quantisation parameter. Its purpose is to achieve 
the target bitrate as a mean bitrate for the whole sequence. In other words, it is a rate 
control method optimised for offline compression.
The offline control starts with the following known parameters:
• The total number of seconds of video signal Sec
• The number of frames left to be encoded Frameieft
• The target bitrate B
• Quantisation step used for previous frame QP
•  The total number of bits used B u f
• The number of bits used for previous frame bitspre
W ith the knowledge of the above parameters, the offline rate control can be stated as:
(a). Set New Q P = QP
(b). Calculate the bits left for rest of the sequence
B u f  rest = Sec* B  — B u f
(c). If Frameieft = 0 then stop; else the bits for each frame left is calculated
B i t Srestofpicture ~  BufrestlP'^^'^^left
(d). The possible adjustment of quantisation step is calculated using
A Q P =  MAX(1, Q P * 0.1)
(e). The adjustment decision is based on the bits used for the previous frame:
IF {bitSpre > BitSrestofpicture * 115) NewQ P  =  M IN {S1, QP  -j- AQ P) IF 
{bitSpre <  BitSrestofpicture/'^''^^) New Q P — M A X {1, QP -  AQ P)
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If one uses the offline rate control, one will risk not achieving the target rate under
one or more of the following conditions :
(a), too high frame rate
(b). too low start value for the quantisation parameter
(c). the rate control is started too late
(d). the sequence encoded is too short
As the successful application of Offline rate control depends on the manual adjustment of
several parameters, it is only useful for demonstration purpose.
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G lossary
A C E  Alternative current energy 
A R P  Artifact removal filtering
B
B M A  Block matching algorithm
c
C C IR  The International Radiocommunication Consultative Committee (Now known as 
ITU-R)
CD  Compact disc
C IF  Common intermediate format, it has 352 columns and 288 lines per picture and a 
frame rate of 30 000/1001 frames/second.
CS Codec structure
D
D C T  Discrete cosine transform 
D FD  Displaced frame difference 
D P  C M  Differential pulse-code modulation
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E
E O B  End of block 
EO S End of sequence
E S B M A  Exhaustive search block matching algorithm
G
G O B  Group of blocks 
G B SC  GOB starting code 
G N  Group number
H
H D T V  High definition television
IP S  Iterated Function System 
IS D N  Integrated service digital network 
ISO  International Standardisation Organisation 
IT U  International Telecommunication Union
J P E G  Joint Picture Expert Group
K
K ISC  Knowledge based image sequence coding 
K LT Karhunen - Loeve Transform
M
M A C C  Multiple layer affine motion compensated codec 
M A D  Mean absolute frame difference 
M B M A  Multiresolution search block matching algorithm 
M C  Motion compensation
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M E  Motion estimation 
M O B  Macro block
M P E G  Moving Picture Expert Group 
M SE  Mean square error
N
N Z Q A C  Non-zero quantised alternative current coefficient
P C S  Predefined codec structure 
P S C  Picture starting code 
P S N R  Peak signal to noise ration 
P S T N  Public switching telephone network
Q
Q C IF  Quarter common intermediate format 
Q SIF  Quarter standard interchange format 
Q M  Quantisation method
R
R C T L  Rate control
R H T  Robust Hough Transform
R M T  Reconfigurable multiple tools
R S C  RMT starting code
R T F  RMT tool flag field
RVQ Residual vector quantization
SAC Syntax based arithmetic coding 
SAD Sum of absolute difference
SIF  Standard interchange format. It is a format for exchanging video images of 240 lines 
with 352 pixels each for NTSC, and 288 lines by 352 pixels for PAL and SEC AM. At the
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nominal field rates of 60 and 50 fields/s, the two formats have the same data rate.
S P C I Spatial compression for INTRA frame coding 
S P C P  Spatial compression for INTER frame coding
T
T M N  Test model near term
u
U B P  Unit bitrate PSNR
V
V LC  Variable length coding
V Q  Vector quantization
V SB M  Variable size block matching
z
ZTV Q  Zero-tree vector quantization 
Z T W  Zero-tree wavelet coding
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