1. Introduction. In numerical analysis artificial random numbers are generated by recurrence formulas of the type (1) Xn+i = {Nxn + 0} (n = 0, 1, 2, •••).
Here {y\ = y -[y] = the fractional part of y. The number N is an integer >1. The number x0 is a given initial value such that 0 ^ Xo < 1. The number 0 is fixed. Some early references to numerical work with sequences of the type (1) are given by 0. Taussky and J. Todd in [1] . Regarding the sequence x" as a function of Xo, I proved in [2] that for almost all x0 the sequence x" is equidistributed modulo 1, i.e.,
lim i E 1 = 6 -a fc-*a> k a£xn<b;n=0r
• ■ ,k-1 whenever 0 ^ a < 6 ^ 1. The purpose of this paper is to generalize the preceding result to vector-matrix recurrence formulas All the vectors x" lie in C<¡. The main result of the paper is: A sufficient condition that xn be equidistributed for almost all x is that the matrix A be nonsingular and have no eigenvalue which is a root of unity; ifb = 0, so that xn+1 = {Ax"\, the condition is necessary as well as sufficient. This result has applications to numerical analysis and to the theory of numbers. In [3] the one-dimensional sequences (1) were analyzed at length. It was shown there that for d > 1 the successive d-tuples (5) (xo, ■ ■ ■ , xd-i), (xa , ■ ■ ■ , x2d-i), (x2d , ■ • • , Xid-i), ■ ■ ■ cannot be equidistributed in Cd ■ In other words, the proportion of these vectors, taken sequentially, which lie in a subregion R of Cd cannot generally be expected to approach the ratio (volume of ñ)/(volume of Cd) = volume of R. However, as the result stated in the last paragraph shows, if A = diag(A^, N, ■ ■ ■ , N), where iV = integer >1, the vectors defined by (3) are equidistributed for almost all choices of the d components of the initial vector x . For example, if d = 3 and 6 = 0, we find that the vectors xn = (un , v" , wn) (n = 0, 1, • • • ) defined by (6) u"+i = {Nun\, vn = {Nvn+i}, wn = {Nwn+i} are equidistributed in the unit cube C3 for almost all initial values Uo, v0, Wo ■ In the theory of numbers we obtain the following sort of result: For almost all real initial values fo ,f\, the Fibonacci sequence defined by
is equidistributed by twos modulo one, i.e.,
whenever 0 ^ ax < 61 ^ 1 and 0 ¿ a¡ < e¡ S 1. Setting a2 = 0, 62 = 1, we obtain the weaker result that almost all Fibonacci sequences are equidistributed modulo one.
2. The Theorems of Weyl and Riesz. A sequence of rf-dimensional, real vectors
is said to be equidistributed modulo one if We shall also need the ergodic theorem of F. Riesz; see [5] and [2]: Theorem. Let a measurable set Q be given, of finite or infinite measure, the corresponding measure and integral being defined according to Lebesgue, or more generally, by means of a distribution of positive masses. That being the case, let us designate by T a point-transformation which is single-valued (but not necessarily one-to-one) from Q onto itself; and let us suppose that T conserves measure in the sense that, E being a measurable set, TE its transform, and E the set of points P whose images appear in TE, the sets E and TE have the same measure. Then, iffi(P) is an integrable function andfk(P) = fi(T ~ P), the arithmetic mean of the functions /1, f2, ■ ■ ■ , /" converges almost everywhere, as n -» =0, to an integrable function (¡>(P) which is invariant (almost everywhere) under T. If Ü is of finite measure, (4) f *(P) = [ SAP)- In the rest of the paper we shall suppose that A has all components equal to integers.
Theorem. 7/ aü the components oS A are integers, the congruence y = Ax + 6 (mod 1) is measure-preserving iS and only iS det A ^ 0.
ProoS-This result follows immediately from the lemma. Since A has integer components, if det A = 0 there is a vector k 6 K such that A*k = 0, which is not in Ki. If det A ^ 0, all vectors 4 k are nonzero vectors with integer components when k € K, so that 4*fc £ K £ Ki. Conversely, if B has a zero eigenvalue, since B has integer components, there is an eigenvector k in K such that 0 = Bk = B k = ■ • • , a bounded sequence. If B has an eigenvalue which is a gth root of unity, then B" has 1 as an eigenvalue. Then there is an eigenvector k in K such that Bgk = k, and the sequence B'k is periodic, hence bounded. Theorem. Let A be a nonsingular d X d matrix with integer components, and let bbe a d-dimensional column-vector with real components. Then the measure-preserving congruence y = Ax + 6 (mod 1) t's ergodic iS A has no eigenvalue which is a root oS unity. The congruence y = Ax (mod 1) is ergodic iS and only iS A has no eigenvalue which is a root oS unity.
ProoS-Let Tx = Ax + 6 (mod 1), where 6 is a vector with real components, and A is a nonsingular matrix with integer components and with no eigenvalue equal to a root of unity. Then B = transpose of A = A* has no eigenvalue which is zero or a root of unity. According to the lemma, B'k is unbounded as j -■> oo for every k in K.
Let 4>(x) be any measurable function satisfying (1). Since T is measure-preserving, (2) <t> ( Therefore,
Since P3fc is unbounded for each fc in K, the integrals (6) tend to zero for some subsequence of/ tending to oo. But the left-hand side of (6) has modulus \a(k) \ for all /. Therefore, a(k) = 0 for all k £ K. Then the Fourier series for <¡>(x) consists only of the constant term a(0). Therefore, <i>(x) equals this constant almost everywhere. If Tx = Ax (mod 1), i.e., if 6 = 0, we can show that the transformation is ergodic only if A has no eigenvalue which is a root of unity. Suppose that A, and therefore B, have eigenvalues which are çth roots of unity. Then Bqk = k for some (6) "Z.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use k in K. Let p be the smallest positive integer such that Bpk = fc. Since A, and therefore B, is nonsingular, no two of the vectors, k, Bk, • • • , 5p_1fc are equal. Therefore, the function p-i (7) <t>(x) = E exp (2rik*A'x) 3=0 is nonconstant. But <b(x) = 4>(Tx), since k*Ap = (BFk)* = k*. Therefore, T is not ergodic. This completes the proof of the theorem. If 6 5= 0, the transformation Tx = Ax + 6 (mod 1) may be ergodic even if A has an eigenvalue which is a root of unity. For example, the transformation Tx = x + 6 is ergodic if and only if the components of 6 are rationally independent, i.e., (3) we have the result, for almost all x, that the sequence xü) is equidistributed in Cd ■ For 6 = 0 we must prove the "only if" part of the theorem. First suppose that A has an eigenvalue equal to zero. Then A fc = 0 for some fc in K. Let (5) Six) = exp 2«'fc x.
Since Six) is Riemann-integrable, we must have (6) lim -£ Sixll)) = Í Six) dx ti->co n 3=0 Jcd if x{'} is equidistributed; for a proof of this result see Koksma [6] . From (5) we have (7) f(xU)) = exr32mk*Aix =1 (/ ^ 1).
Therefore, the limit on the left-hand side of (6) equals one. Since the integral of S(x) equals zero, equation (6) is false; and the sequence xü) cannot be equidistributed.
Finally, for 6 = 0 suppose that A is nonsingular but that A has an eigenvalue which is a root of unity. Construct the nonconstant, Riemann-integrable function (b(x) defined in formula (7) of Section 4. Since <¡>(x) = <t>(Tx),we have is equidistributed modulo one, as defined in Section 2. This concept was considered at length in [3] . The theorem now follows directly from the result in Section 5.
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