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DÉDICACE
Dédicace
À tous ceux qui comptent pour moi...
I
REMERCIEMENT
Remerciement
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RÉSUMÉ
Résumé
Les réseaux MANET, grâce aux avancées technologiques ont vécu une évolution très
importante. La mobilité continue et imprévue des nœuds dans ces réseaux crée un change-
ment dynamique de topologie. Ce déplacement a bien évidemment un impact sur la qualité
de service (QdS) du réseau. Dans cette situation, fournir une bonne QdS demeure un défi
réel. Les systèmes publier/souscrire, grâce au découplage tridimensionnel, ont été proposés
et ont assuré la connectivité entre les parties communicantes dans le réseau mobile.
L’objectif de cette thèse est la gestion de la QdS des systèmes publier/souscrire sur
MANET. Ceci provoque un maintien permanent de la connectivité entre les parties com-
municantes du système.
Plus précisément, les contributions de cette thèse, sont organisées autour de deux grands
axes relatifs aux modules de monitoring et d’analyse de la QdS de ces systèmes dans un
contexte ad-hoc. Ceci englobe les étapes de collecte des paramètres de QdS au cours du
fonctionnement du système, et de détection des dégradations pouvant l’affecter.
Contrairement à ce qui existe dans la littérature, notre module d’analyse, basé sur des
méthodes statistiques, se base sur des seuils adaptatifs qui tiennent en comptes de la dy-
namicité du réseau et des changements affectant le contexte ad-hoc. En outre, le module
d’analyse proposé offre à l’utilisateur une variété de choix entre une analyse réactive, proac-
tive et hybride. Notre module permet aussi une localisation des pannes une fois détectées
ou prédites. Des expérimentations menées à l’aide du simulateur Jist/Swans ont montré
l’efficacité des modules développés. De plus, une mesure des paramètres de performance du
système avant et après introduction des modules développés a montré leur efficacité. Fina-
lement, une étude de la complexité spatiale et temporelle du module analytique proposé a
été réalisée.
III
ABSTRACT
Abstract
Mobile ad-hoc networks (MANET) is a set of nodes, communicating meaning wireless
channel without any centralized control. The main characteristic of MANET is the frequent
mobility of its nodes leading to some dynamic changes of topology. Nodes mobility in such
networks introduces possible disconnections between adjacent nodes, and more generally
quality of service (QoS) degradation issues that do not fit well with QoS requirements of
QoS sensitive applications.
Publish/subscribe communicating system has been proposed at the middleware layer in
order to communicate mobile entities in MANET. Such system is a decoupled interaction
between publishers (or producers) and receivers (or consumers).
Our goal in this thesis is to provide a QoS management for publish/subscribe systems
when deployed on MANET while assuming a best effort flux at the routing layer.
This thesis proposes an analytical model for latency aware publish/subscribe systems on
mobile ad-hoc networks. The proposed approach combines both proactive and reactive sta-
tistical analysis.
On the one hand, the reactive analysis, suitable for multimedia applications, detects fai-
lures by approximating latency series with Gumbel distribution. On the other hand, the
proactive analysis, suitable for crisis management applications, forecasts failures occurrence
relying on Auto Regression or Auto Regressive Integrated Moving Average Formulas. Fi-
nally, a hybrid analysis was proposed by dynamically switching from reactive to predictive
forms of analysis whenever quality of service violations are noticed.
In order to extract failure cause, we refer to the correlation method once failure was detec-
ted or predicted. Simulations done, using Jist/Swans simulator, under different scenarios
proved the efficiency and accuracy of the proposed scheme.
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1.2.1 Définition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
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3.3.2.2 Phase à régime permanent . . . . . . . . . . . . . . . . . . 89
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1.12 Avant déplacement des nœuds . . . . . . . . . . . . . . . . . . . . . . . . . 26
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2.4 Opération de réparation dans Hermes . . . . . . . . . . . . . . . . . . . . . 39
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3.4 Phase à régime permanent . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
3.5 Relation entre le temps actuel et le temps de prédiction . . . . . . . . . . . 88
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INTRODUCTION GÉNÉRALE
Introduction générale
L’évolution de la technologie dans le domaine des communications sans fil, a permis
aux utilisateurs, munis d’un équipement mobile tel qu’un PDA ou un portable, d’accéder
continuellement à l’information indépendamment des deux facteurs : temps et lieu.
L’environnement mobile ainsi crée, en particulier le réseau mobile ad-hoc, offre une grande
flexibilité d’emploi. En effet, l’utilisateur n’est plus restreint à une localisation fixe, mais
il bénéfice d’une libre mobilité tout en restant connecté au réseau. Ceci a poussé les
développeurs à mettre en place des applications distribuées bénéficiant de ces nouvelles
technologies à la pointe. Cependant, la nature dynamique de ces réseaux mobiles et de
ses ressources limitées représentent un défi pour ces applications. Ceci inclut les capacités
limitées des nœuds du point de vue batterie et mémoire ainsi que les variations fréquentes
des ressources du réseau et de la connectivité des liens.
Afin d’assurer la communication entre les entités mobiles d’une manière efficace, dy-
namique et flexible, les systèmes publier/souscrire ont répondu à ces exigences et ont pu
remédier aux limites des modèles de communications traditionnels. En effet, le modèle
client/serveur et le modèle push/pull ne sont pas suffisamment prometteurs pour la nou-
velle génération d’applications distribuées à large échelle. En effet, ces deux modèles exigent
un couplage fort entre les entités communicantes ce qui s’oppose à la scalabilité et empêche
le développement des applications distribuées à large échelle. En outre, les modèles tradi-
tionnels précités souffrent d’un manque d’extensibilité du fait qu’il est pénible d’ajouter ou
de supprimer des entités à la communication. Les systèmes publier/souscrire sont apparus
donc pour adresser les problèmes de scalabilité et d’extensibilité des applications à large
échelle.
D’ailleurs, ces systèmes appelés aussi systèmes basés évènements forment un support
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de communication totalement asynchrone. Ils offrent un découplage tridimensionnel, à
savoir un découplage dans le temps, dans l’espace et un découplage de synchronisation.
Cette caractéristique présente une motivation très importante pour déployer les systèmes
publier/souscrire sur les réseaux mobiles ad-hoc (MANET). Toutefois, ceci présente un défi
en plein essor.
En effet, adapter ces systèmes sur des réseaux mobiles ad-hoc engendre des problèmes liés
à la qualité de service. Ces problèmes sont dus essentiellement à la mobilité fréquente et
imprédictible des nœuds engendrant une rupture continue des liens de communication.
En effet, un lien entre deux nœuds logiques (appelés brokers), initialement court, peut
devenir assez long à cause de la mobilité d’un ou des deux entités. Encore plus pire, un des
deux brokers peut se trouver hors de la portée de ses voisins, ce qui engendre la rupture
totale de la communication.
Les couches basses, plus précisément la couche réseau, vise à assurer une stratégie qui
garantit, la connexion entre n’importe quelle paire de nœuds faisant partie du réseau. La
stratégie de routage prend en considération les changements de la topologie ainsi que les
autres caractéristiques du réseau ad-hoc pour assurer la communication entre les entités.
Par contre, il n’y a pas de garantie de trouver la route, et même si elle a été trouvée, il se
peut que cette route ne satisfait pas les exigences des applications en termes de qualité de
service.
À cet issu, la couche middleware doit fournir des solutions efficaces à ces problèmes et
doit réagir afin d’assurer la qualité de service des applications en vue des mobilité des
nœuds. L’objectif de cette thèse est donc d’introduire une solution au niveau middleware
permettant d’assurer la qualité de service des systèmes publier/souscrire sur MANET.
L’approche générale proposée s’inscrit dans le cadre des systèmes autonomes qui sont
capables de s’auto-contrôler et de réagir façe aux problèmes sans intervention humaine.
Ce processus, selon IBM, met en œuvre quatre étapes à savoir : monitoring, analyse,
planification et exécution.
Notre travail cible exactement les deux premières phases du processus d’auto-adaptation
et propose un modèle analytique permettant au système de se contrôler au cours de son
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exécution et de détecter, voire prédire, les dégradations de QdS pouvant l’affecter.
Une étude exhaustive de l’existant a montré que les systèmes publier/souscrire adressent
le problème de la gestion de la QdS dans chacune des phases du processus d’auto-
adaptation. En effet, au niveau de la phase d’exécution, deux catégories de systèmes visent
à remédier aux défaillances subies par le système.
Les systèmes appartenant à la première catégorie [CP06, DSM07, PEKS07] apportent des
actions de reconfiguration, essentiellement des actions de substitution de liens, dans le but
de réparer le système et rétablir son fonctionnement.
Ayant le même but que ces systèmes, le système [MB08] appartenant à la deuxième
catégorie, offre des méthodes optimisées de routage au niveau logique vis à vis de la fia-
bilité des liens afin d’utiliser les routes les plus fiables et échapper des pannes pouvant se
produire.
Les actions de reconfiguration introduites par ces systèmes présentent quelques insuffi-
sances vu qu’elles sont bloquantes et qu’elles engendrent la perte de messages au cours de
la réparation.
D’autres systèmes publier/souscrire ont adressé la gestion de la QdS au niveau des
phases de monitoring et d’analyse.
Une étude détaillée de ces travaux nous a amené à identifier les techniques de monitoring
et d’analyse proposées par ces systèmes.
D’une part, certains de ces systèmes adoptant une stratégie réactive [MMH04], utilisent
des messages spécifiques de type Ping ou Heartbeat afin de calculer les paramètres de
QdS traités ou afin de détecter les pannes dans le système. Ceci apporte une surcharge
au système et crée un trafic supplémentaire qui n’est pas adéquat surtout dans un réseau
ad-hoc à ressources limitées.
D’autres systèmes [JFF07], se basent sur des comparaisons des paramètres de QdS, une
fois identifiés, par rapport à des seuils fixes et figés. Cependant, le recours à des seuils fixes
pourrait être une source de manque de précision dans l’analyse de l’état du système.
En effet, les performances du système varient en fonction de la dynamicité du réseau et
des fluctuations pouvant toucher ses performances.
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D’autre part, les systèmes [CS05, MA05, KKY+10], adoptent une analyse préventive afin
de prédire les défaillances en comparant les valeurs réelles de QdS par rapport à des valeurs
estimées. Ceci a pour objectif d’anticiper les pannes et de prédire leurs occurrences afin de
prendre les mesures correctives nécessaires.
Notre contribution dans cette thèse, cible les deux premières phases du processus d’auto-
adaptation à savoir monitoring et analyse, et propose un module analytique orienté QdS.
Ainsi, nous proposons de mettre en place une stratégie innovante permettant de mesu-
rer instantanément la QdS et de détecter, voire prédire, les pannes imminentes au sein du
système publier/souscrire.
Pour ce faire, notre approche se base sur une architecture distribuée qui supervise et en-
registre la latence comme paramètre de QdS en utilisant les messages propres au système
publier/souscrire, dans une première étape, et analyse ces paramètres afin de caractériser
l’état du système tout en faisant recours à des seuils dynamiques qui s’adaptent aux varia-
tions caractérisant le contexte ad-hoc.
Le module d’analyse proposé n’impose pas une forme d’analyse bien précise (réactive ou
proactive). Par contre, il offre au développeur une variété de choix :
⋄ une analyse réactive : l’approche proposée dans ce cadre vise à détecter les
dégradations de QdS par comparaison des valeurs de latence avec des seuils adaptatifs.
Le calcul des seuils débute par une approximation de la série formée par les valeurs de
latence à des distributions empiriques à savoir la loi de Gumbel. Ensuite, à l’aide de la
formule de la Moyenne Mobile Exponentielle, la valeur du seuil initialement calculée est
mise à jour dynamiquement.
L’analyse réactive se base aussi sur des chroniques temporelles permettant de surveiller
l’évolution des valeurs de latence pour éviter de considérer les violations transitoires de
QdS. Donc, une dégradation de QdS est détectée après M dépassements successifs des
valeurs de latence.
Afin de calculer une valeur pertinente de M, nous avons utilisé le fait que la probabilité
de panne doit être inférieure ou égale à une certaine valeur spécifiée par l’utilisateur et qui
représente le risque toléré par l’utilisateur.
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⋄ une analyse proactive : cette forme d’analyse a pour finalité de prédire les pannes
pouvant affecter le système. Elle s’appuie sur une estimation de la valeur de la latence à
l’aide de la Méthode d’ Auto Regression Linéaire et sur une estimation de la valeur du
seuil. La comparaison de ces deux valeurs estimées permet de prédire les pannes affectant
éventuellement le système.
Afin d’améliorer la précision du prédicteur proposé, nous avons eu recours, dans une
deuxième étape, à la méthode ARIMA (Auto Regressive Integrated Moving Average For-
mula) qui permet de calculer les termes d’erreurs finement dans le but de minimiser les
erreurs de prédictions.
⋄ une analyse hybride : cette analyse est dite hybride du coup qu’elle combine les deux
formes d’analyse pré-décrites. Le système déclenche d’abord une analyse réactive durant
laquelle il s’auto contrôle. S’il note une violation de la contrainte spécifiée par l’utilisateur,
le système déclenche une analyse proactive. Une fois que le système se stabilise, il revient
de nouveau vers l’analyse réactive et le cycle se répète.
Ce processus se poursuit par l’identification de la source de la dégradation. Le diagnostic
est déclenché une fois que le module d’analyse a détecté ou a prédit une dégradation. Dans
ce cadre, nous avons commencé par énumérer les causes possibles de la dégradation. Nous
avons identifié deux catégories de causes possibles à savoir la mobilité qui se traduit par
une variation du nombre de sauts, et la charge du lien logique. Afin d’identifier la cause
réelle de la dégradation, nous avons eu recours à la méthode de la corrélation qui permet
de mesurer l’intensité de la liaison entre la variation de la latence d’une part et la variation
au niveau du nombre de sauts ou la charge d’autre part.
Des expérimentations menées à l’aide du simulateur Jist/Swans, sous différentes condi-
tions, ont montré l’efficacité des modules développés. De plus, une mesure des paramètres
de performance du système avant et après l’introduction des modules développés a montré
leur efficacité. Finalement, une étude de la complexité spatiale et temporelle du module
analytique proposé a été réalisée .
Le rapport se compose de quatre chapitres : dans le premier chapitre, nous commençons
par introduire les notions de bases relatives aux systèmes publier/souscrire et aux réseaux
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mobiles ad-hoc. Ensuite, nous détaillons les problèmes de qualité de service des systèmes
publier/souscrire déployés sur les réseaux MANET. Par la suite, nous passons en revue des
systèmes publier/souscrire traitant la problématique mentionnée.
Dans le deuxième chapitre, nous étudions les systèmes publier/souscrire adressant la
gestion de la QdS dans chacune des phases de monitoring, d’analyse et d’exécution. Nous
détaillons ensuite les techniques de monitoring et d’analyse utilisées par ces systèmes.
Nous introduisons, dans le troisième chapitre, notre modèle analytique d’assurance de
la QdS des systèmes publier/souscrire déployés sur MANET. Nous présentons ainsi toutes
les fonctionnalités offertes par notre modèle. Puis, nous détaillons le module de monito-
ring, d’analyse et les méthodes statistiques dont ils reposent. Finalement, nous détaillons
l’approche de diagnostic proposée.
Dans le quatrième chapitre, nous illustrons notre approche par deux études de cas. La
première représente une application de gestion de crise, alors que la deuxième représente une
application multimédia. Les résultats de simulations menées à large échelle sont présentés
et analysés dans chacune de ces études de cas.
Nous clôturons ce document par une conclusion générale tout en rappelant les contributions
majeures de la thèse. Ces contributions aboutissent à d’autres axes de développement
intéressants présentant les perspectives de cette thèse.
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CHAPITRE 1. Prérequis et problématique
1.1 Introduction
Le déploiement croissant d’applications mobiles, suite aux avancées technologiques a
facilité la création des réseaux sans fil notamment le réseau MANET [CM99]. La topologie
de ces réseaux ne bénéficie d’aucune infrastructure préexistante.
L’approvisionnement en termes de qualité de service (QdS) est l’une des problématiques
majeures confrontées dans les MANET. En effet, l’impact de la mobilité engendre par
excellence un changement fréquent de la topologie du réseau. Ce qui influe sur la qualité de
transmission des données entre sources et destinations. Ajoutons à tout cela les ressources
limitées des nœuds qui peuvent engendrer des déconnexions imprévues.
Le paradigme publier/souscrire, caractérisé par un découplage tridimensionnel, a fait
ses preuves comme étant un moyen de communication sur les réseaux en particulier les
MANET[CB12]. Notre étude se focalise donc sur les problèmes de QdS affectant les
systèmes publier/souscrire sur un réseau MANET dus principalement aux caractéristiques
de ces réseaux. En effet, les problèmes critiques liés à la mobilité fréquente des nœuds,
notamment lors de la transmission de messages à travers le réseau ont inévitablement un
impact sur la qualité de service.
Ce chapitre introduit dans une première partie les réseaux mobiles ad-hoc (MANET)
ainsi que les problèmes de QdS confrontés par ces réseaux. Nous clôturons cette première
partie par une étude sur les différents niveaux de gestion de la QdS dans les MANET.
La deuxième partie de ce chapitre est consacrée à présenter les systèmes publier/souscrire,
leurs caractéristiques, ainsi que les différents types de topologies formées par ces systèmes.
Finalement, nous nous focalisons sur une description de la problématique étudiée à travers
cette thèse, et nous illustrons nos idées par une étude de cas.
1.2 Contexte : Réseau mobile ad-hoc (MANET)
Dans cette section, nous introduisons les réseaux mobile ad-hoc, leurs caractéristiques
primordiales, ainsi que les problèmes de QdS survenant dans ce type de réseau.
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1.2.1 Définition
Un réseau mobile ad-hoc (MANET) 1, est formé d’équipements mobiles qui s’intercon-
nectent moyennant une technologie sans fil dans le but de former un réseau temporaire
sans aucune infrastructure fixe.
Le groupe MANET de l’IETF 2 fournit une définition précise en introduction de la
RFC [CM99] : « Un réseau mobile ad-hoc est constitué de plates-formes, actuellement
appelées nœuds, qui sont libres de se déplacer arbitrairement. Un réseau mobile ad-hoc
est donc un système autonome de nœuds mobiles. Ce système peut fonctionner soit d’une
manière isolée, soit en s’interfaçant à des réseaux fixes à l’aide de passerelles. »
Devenant de plus en plus populaires, les réseaux MANET incitent de plus l’attention des
chercheurs. Leurs usages augmentent continuellement grâce à la rapidité et à la simplicité de
leurs déploiements. Initialement utilisés dans des applications militaires, ils ont rapidement
gagné de nouveaux champs d’application où l’infrastructure de communication n’est plus
disponible tels que les opérations tactiques, les missions d’exploration, les opérations de
secours, etc [RT99].
La Figure 1.1 illustre la structure d’un réseau MANET.
Fig. 1.1 – Réseau mobile ad-hoc
Cette Figure présente un réseau mobile ad-hoc formé de 7 nœuds. Le nœud 2 peut
1Mobile Ad-hoc NETWORK
2Internet Engineering Task Force
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communiquer directement avec les nœuds 1 et 3. Pour atteindre d’autres destinations,
par exemple le nœud numéro 5, le nœud 2 doit s’appuyer sur un ensemble de nœuds
intermédiaires qui vont, eux mêmes, relayer les messages de proche en proche jusqu’à
aboutir à la destination (nœud 5).
Contrairement aux réseaux sans fil à infrastructure, la où le maintien de la connectivité
est assurée à travers des équipements spécifiques, dans les réseaux MANET, chaque nœud
devra identifier et calculer les routes pour aboutir aux destinations qu’il souhaite atteindre.
Dans la partie suivante, nous présentons les caractéristiques des MANET les distinguant
des autres réseaux.
1.2.2 Caractéristiques
Selon [Mer05], les caractéristiques principales des réseaux MANET sont :
– Absence d’infrastructure : Une caractéristique majeure qui distingue les réseaux
ad-hoc des autres réseaux mobiles est l’absence d’infrastructure préexistante. Par
ailleurs, les hôtes en se déplaçant, sont responsables d’établir et de maintenir la
connectivité du réseau de manière continue. Ainsi, chaque nœud agit en tant que
routeur constituant ainsi un relai de communication [KTKS09].
– Mobilité des nœuds : La mobilité continue des nœuds engendre un changement
fréquent et dynamique de la topologie. En effet, un nœud peut rejoindre le réseau, se
déplacer ou même se détacher du réseau à tout moment. Par conséquent, la topologie
du réseau peut changer à des instants imprévisibles.
– Contraintes d’énergie : Dans un réseau ad-hoc, les nœuds mobiles fonctionnent prin-
cipalement à l’aide de batteries. Ceci restreint la durée de vie d’un nœud à la capacité
de sa batterie.
– Bande passante limitée : Le réseau MANET repose sur un médium de communica-
tion partagé entre les différents nœuds faisant partie du réseau. Ceci rend la bande
passante associée à chaque nœud faible et modeste.
– Hétérogénéité des nœuds : Un nœud dans un réseau ad-hoc peut être équipé d’une
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ou plusieurs interfaces radio ayant des capacités de transmissions diverses. En outre,
les nœuds formant le réseau MANET sont inéquivalents du point de vue capacité de
traitement, taille, mobilité . . ..
– Sécurité limitée : Les réseaux ad-hoc sont sensibles aux problèmes de sécurité. En
effet, un nœud malicieux peut s’insérer dans le réseau et pourra intercepter tout ce
qui se passe dans le médium physique ce qui s’oppose fortement à la sécurité.
Outre les déconnexions fréquentes et accidentelles causées par la portée limitée et par
l’instabilité des liaisons sans-fil, les nœuds du réseau MANET peuvent à tout instant quit-
ter ou rejoindre le réseau. Les conséquences combinées de tous ces comportements et de
la mobilité des nœuds se traduisent par des changements fréquents de la topologie. Ces
derniers ont un impact sur la qualité de service (QdS) offerte par ces réseaux.
1.2.3 Applications des MANET et besoin en QdS
Divers types d’applications peuvent s’exécuter sur des réseaux MANET. Cependant,
ces applications imposent des contraintes et des exigences en termes de QdS que le réseau
doit satisfaire.
1.2.3.1 Applications des MANET
Les réseaux ad-hoc étaient dédiés au départ au domaine militaire. Cependant, suites
aux avancées considérables des recherches dans le domaine des réseaux et à l’émergence
des technologies sans fil, d’autres types d’applications civiles sont apparues telles que :
– Les services d’urgence : ceux-ci incluent les opérations de secours des personnes suite
à des catastrophes naturelles tels que les tremblements de terre, les incendies, les
inondations, etc.
– Les applications collaboratives : dans le cadre d’une conférence ou d’une réunion
de travail par exemple, les participants peuvent échanger des informations et des
messages via des communications au sein du réseau MANET.
– Les réseaux de capteurs : dans des situations environnementales, telle que les activités
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de la terre, il est possible de faire recours à ces réseaux en exploitant des dispositifs
appelés capteurs.
Cette large émergence des réseaux MANET et des applications temps réel, nous incite
à bien réfléchir à résoudre les problèmes de QdS affectant ce type de réseau tels que la
prolongation du délai d’acheminement des messages ou même leurs pertes.
1.2.3.2 Notion de QdS
La qualité de service est un concept de gestion ayant pour objectif d’optimiser les
ressources d’un réseau ou d’un processus et de garantir de bonnes performances aux appli-
cations. Particulièrement, au niveau réseau, la QdS est la capacité de véhiculer un trafic
donné dans de bonnes conditions, notamment en termes de disponibilité, débit, délai de
transmission, gigue, taux de perte de paquets, etc.
Selon la recommandation ITU-X.902 3, la QdS est définie comme « un ensemble d’exi-
gences dans le comportement collectif d’un ou de plusieurs objets ».
Selon l’IETF 4, la QdS est « un ensemble de besoins à satisfaire par le réseau afin
de transmettre des informations de l’expéditeur vers le destinataire ». La QdS est donc
l’aptitude d’un service à répondre convenablement à des exigences, visant à satisfaire ses
usagers.
La RFC 2386 [CNRS98] définit aussi la QdS comme étant « l’ensemble des besoins à
assurer par le réseau pour le transport d’un trafic d’une source vers une destination ».
1.2.3.3 Paramètres de QdS dans les MANET
Pour supporter la QdS, il existe un certain nombre de paramètres usuels bien spécifiques
pour les réseaux MANET. En effet, toute application se déroulant sur MANET désire avoir
des garanties en termes de gigue, de débit de transmission, de débit, de bande passante,
de taux de perte etc. Dans ce qui suit, nous définissons les paramètres de QdS dans les
3The International Telecommunication Union (ITU) standard X.902, Information technology - Open
distributed processing - Reference Model
4Internet Engineering Task Force
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MANET.
∗ Le délai : selon (RFC 2679) [AKZ99] le délai est le temps séparant l’envoi du pre-
mier bit d’un paquet et le temps de réception du dernier bit de ce même paquet par la
destination. Si le paquet n’était pas reçu au moment de l’expiration du temporisateur, le
paramètre délai sera infini. Dans ce cas, il y aura une perte de connectivité.
∗ La gigue : est définie comme la variation du délai de réception des paquets. Du coté
de l’émetteur, les paquets sont envoyés en flot tout en respectant une période de temps
fixe. Dans ce cas, la gigue est nulle. A cause de la congestion survenant dans le réseau,
ce flot de paquets peut subir des perturbations et le délai entre les paquets devient non
constant.
∗ La bande passante disponible entre deux entités mobiles : est le débit maximal pou-
vant être émis entre deux nœuds (source et destination) sans causer aucune dégradation
des flux sur le réseau.
La passante disponible = capacité de la bande passante - bande passante utilisée.
avec :
– La capacité de la bande passante : est la quantité maximale de données par unité de
temps pouvant être supportée par un lien.
– La bande passante utilisée : est la capacité globale consommée à un instant sur un
lien ou un chemin.
∗ Le taux de perte : sur le réseau, un paquet qui n’arrive pas à la destination sera
considéré perdu. De ce fait, le taux de perte des paquets (RFC 2680)[SFV+08] sur un lien
est considéré nul si tous les paquets émis par la source sont reçus par la destination dans
le temps approprié.
Afin de prendre en compte ces paramètres et de remédier au problème de QdS, di-
vers travaux de recherche sur les réseaux ad-hoc se sont intensifiés depuis des années. En
effet, les applications déployées sur un réseau, plus particulièrement MANET, spécifient
des contraintes et des exigences que le réseau doit satisfaire pour que leurs exécutions
correspondent à un niveau de qualité bien défini. Du point de vue réseau, ces critères se
traduisent souvent en termes de paramètres de QdS. La prise en compte de ces paramètres
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peut s’effectuer dans différents niveaux du modèle OSI 5. Nous présentons dans ce qui suit,
deux niveaux de gestion de la QdS dans les MANET.
1.2.3.4 Niveaux de gestion de la QdS dans les MANET
Différentes solutions sur des niveaux différents du modèle OSI ont étés proposées afin
de remédier au problème de QdS dans les réseaux MANET.
– 1. Gestion de la QdS au niveau routage
Au niveau routage (niveau 3 du modèle OSI), divers protocoles de routage traitant
la QdS conçus comme étant des extensions optionnelles des protocoles appelés best-
effort, ont été proposés [MKSM08, HT07]. En tenant compte d’un ou de plusieurs
paramètres de QdS, ces protocoles cherchent à trouver la meilleure route qui pourrait
transférer les données entre sources et destinations. De ce fait, les nouvelles recherches
travaillent sur l’extension des protocoles de routage existants afin de permettre la
recherche de chemins en tenant compte de plusieurs paramètres de QdS à la fois
[Pet11].
Les protocoles de routage se subdivisent principalement en trois grandes catégories :
– Routage proactif : les protocoles de routage proactif essaient de préparer et de
maintenir l’ensemble des meilleurs chemins existants vers toutes les destinations
possibles. Ces routes seront sauvegardées d’une façon permanente à l’aide d’un
échange permanent des messages de mise à jour des chemins. Le protocole OLSR
[MK12] est l’exemple le plus connu de ces protocoles.
– Routage réactif : les protocoles de routage réactif déclenchent une procédure de
recherche de route à chaque fois que le besoin se présente. Les protocoles de routage
appartenant à cette classe maintiennent les routes à la demande. A chaque fois que
le réseau a besoin d’une route, une procédure de découverte globale de routes est
lancée. AODV [LYW13] est un exemple de protocole réactif.
– Routage hybride : cette classe est une combinaison entre les deux classes
5Open System Interconnection model
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prédécrites : les routes vers les nœuds relativement proches sont obtenues par un
schéma proactif, alors que celles vers les nœuds lointains sont calculées par schéma
réactif. ZRP [MK12] est un exemple de protocole hybride.
Ces familles de protocoles ont été augmentées avec des contraintes de QdS, tels que
la bande passante, le délai de transfert, le coût, la batterie. Les protocoles de routage
avec QdS sont appelés donc à fournir, non seulement les routes disponibles entre
source et destination, mais aussi celles qui satisfont les contraintes de QdS souhaitées.
Par exemple, le protocole QoS-AODV [Pin09], apparu comme extension du protocole
AODV, a eu comme objectif de choisir les routes qui offrent un délai minimum pour
transmettre une information d’une source vers une destination tout en garantissant
un minimum de bande passante. Les tables de routage ont été donc étendues par les
sources qui demandent des garanties de délai avec celles exigeant des garanties de
bande passante.
Le protocole Cedar [SSB99] est aussi un exemple de protocole de routage réactif qui
assure la QdS des liens en termes de bande passante.
– 2. Gestion de la QdS au niveau middleware
Toutefois la gestion de la QdS dans les MANET se limite au niveau routage, quelques
applications ont introduit une nouvelle couche (couche middleware) au dessus de celle du
routage pour remédier à des situations non gérables par telle couche.
Au niveau de cette couche, divers paradigmes de communication ont été proposés [Col14]
tels que les modèles remote procedure calls, tuple spaces et publish/subscribe.
Le découplage entre les parties communiquantes est une caractéristique primordiale qui ser-
virait à déterminer si ces paradigmes pourraient être adoptés sur un réseau mobile ad-hoc.
En effet, si le paradigme offre un découplage temporel, c’est que les deux parties commu-
nicantes n’ont pas besoin d’être connectées en même temps. De ce fait, le paradigme de
communication utilisé pourrait tolérer les déconnexions et les changements de topologie qui
surviennent fréquemment dans le réseau MANET et il sera capable d’envoyer les messages
aux destinations dès qu’ils seront disponibles.
Le paradigme remote procedure calls est caractérisé par un couplage temporel du coup
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que les méthodes invoquées doivent être disponibles au moment de l’appel par la machine
distante. Au contraire, les deux paradigmes tuple spaces et publish/subscribe permettent
un découplage temporel.
Une étude comparative [CB12] entre ces modèles de communication a montré que les
systèmes publier/souscrire ont fait leur preuve quant à divers paramètres de performance.
Les systèmes publier/souscrire ont été donc bien évalués comme étant une façon efficace
de connecter les entités constituant le réseau MANET et de remédier à certains problèmes
de QdS.
Dans cette optique, certains travaux se sont focalisés sur les systèmes publier/souscrire sur
MANET et ont essayé de résoudre les problèmes liés à la prolongation des délais d’ache-
minement des messages au niveau middleware.
Il semble donc intéressant d’étudier ces systèmes et dans quelle mesure ils pourraient as-
surer la connectivité entre les parties communicantes dans un réseau MANET.
1.3 Systèmes publier/souscrire
Dans ce qui suit, nous présentons les systèmes publier/souscrire, leurs architectures
ainsi que leurs caractéristiques.
1.3.1 Définition et architecture
Les systèmes publier/souscrire, ou encore systèmes basés évènements, représentent un
nouveau paradigme de communication offrant aux fournisseurs de l’information (les pro-
ducteurs) la possibilité d’envoyer des notifications aux récepteurs de l’information (les
consommateurs) dans un réseau à large échelle suite à des souscriptions exprimées à priori
par ces derniers.
Les systèmes publier/souscrire sont structurés autour d’un réseau distribué de serveurs
appelés service d’évènements comportant des brokers jouant le rôle d’intermédiaires entre
les producteurs et les consommateurs. Le service d’évènement est donc responsable de faire
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la correspondance entre les souscriptions des consommateurs d’une part et des évènements
publiés par les producteurs d’autre part. La Figure 1.2 présente la structure d’un système
publier/souscrire.
Producteur 
Consommateur
Consommateur
Consommateur
publier
Producteur 
Producteur 
souscrire
brokers
Service d’évènements
Fig. 1.2 – Système publier/souscrire
Un système publier/souscrire met en place principalement un ensemble d’opérations
décrites ci-dessous :
– l’opération publier : déclenchée par le producteur d’évènements pour rendre dispo-
nible sur le service d’évènements l’information qu’il possède.
– l’opération souscrire : utilisée par le consommateur pour exprimer ses demandes
auprès du réseau de brokers.
– l’opération notifier : exécutée au niveau des brokers faisant partie du service
d’évènements dès qu’il existe une correspondance entre la souscription du consom-
mateur et l’évènement du producteur. Cette opération est clôturée par la livraison
des notifications vers le consommateur adéquat.
1.3.2 Caractéristiques des systèmes publier/souscrire
Le modèle publier/souscrire offre un découplage tridimensionnel, à savoir un découplage
dans le temps, dans l’espace et de synchronisation.
17
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1.3.2.1 Découplage dans le temps
Les producteurs et les consommateurs n’ont pas besoin d’être connectés en même
temps. En effet, comme le montre la Figure 1.3, les producteurs peuvent produire des
évènements pendant que les consommateurs soient déconnectés. Inversement, les consom-
mateurs peuvent être notifiés même si les producteurs ne sont pas attachés au système.
Producteur Consommateur
Service 
d’évènements
publier
Producteur Consommateur
Service 
d’évènements
not ifier
T1
T2
Fig. 1.3 – Découplage dans le temps [EFGK03]
1.3.2.2 Découplage dans l’espace
Les consommateurs et les producteurs n’ont pas intérêt à se reconnâıtre les uns les
autres (Figure 1.4). En effet, les consommateurs accèdent au service d’évènements afin de
consommer les messages sans connâıtre ni la source de ces évènements (les producteurs),
ni le nombre de producteurs. Ces derniers, de leurs parts produisent des évènements sans
connâıtre ni les récepteurs de ces messages, ni le nombre des consommateurs intéressés. On
parle donc d’une communication anonyme (Figure 1.4).
Producteur 
Consommateur
Consommateur
Consommateur
Service 
d’évènements
publier not ifier
Fig. 1.4 – Découplage dans l’espace [EFGK03]
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1.3.2.3 Découplage de synchronisation
La communication entre clients est complètement asynchrone (Figure 1.5). En effet, les
consommateurs peuvent recevoir des notifications dans le temps où les producteurs publient
d’autres évènements. De leurs parts, les producteurs peuvent fournir leurs évènements dans
le temps où les consommateurs expriment les demandes sous forme de souscriptions.
Producteur Consommateur
Service 
d’évènements
Fig. 1.5 – Découplage de synchronisation [EFGK03]
Ce découplage tridimensionnel offre aux consommateurs et aux producteurs une flexi-
bilité et une grande facilité de communication. Cette caractéristique rend par excellence le
paradigme publier/souscrire un moyen de communication adéquat pour les réseaux MA-
NET.
Prenons l’exemple d’une application militaire pour illustrer cette constatation. Dans
telle application, plusieurs soldats sont éparpillés sur le champ formant le réseau MANET.
De nouveaux agents peuvent s’ajouter à tout moment sur le terrain de bataille. Les agents
et les soldats collaborent ensemble afin de défendre contre l’ennemie.
Diverses contraintes s’imposent dans cette application afin d’assurer la communication
entre différentes entités formant cette application :
– Les agents ne connaissent pas les uns les autres.
– Les soldats doivent être capables de communiquer en mode asynchrone pour faciliter
la communication.
– De plus, les attaques subies par ces soldats introduisent des changements fréquents
de leurs localisations. Mais ça doit en aucun sens inhiber leurs communications.
Tous ces facteurs mettent en relief le découplage tridimensionnel et motivent le recours
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au paradigme publier/souscrire pour assurer la communication dans cette application sur
un réseau MANET.
1.3.3 Classification des systèmes publier/souscrire
Les systèmes publier/souscrire pourraient être classés selon deux critères : selon le
langage de souscription ou selon la topologie suivant laquelle les brokers sont connectés.
1.3.3.1 Le langage de souscription
Différentes techniques sont exploitées par les consommateurs afin d’exprimer leurs
intérêts pour un évènement donné. En d’autres termes, ces techniques spécifient la manière
avec laquelle les souscriptions sont exprimées. Ceci donne naissance à trois types de
systèmes : des systèmes basés sujet, basés contenu et d’autres basés type.
– 1. Systèmes basés sujet
Les consommateurs spécifient leur intérêt sous forme de thèmes ou aussi sujets. De ce
fait, chaque souscrit est associé à un thème, il reçoit par la suite toutes les notifications
liées à ce sujet.
Par exemple, les consommateurs intéressés au thème ”sport” expriment leurs demandes
sous la forme suivante : topic =”sport”. Comme réponse, ces clients vont recevoir à partir
du service d’évènements tous les évènements ayant le mot clef sport dans leurs sujets.
Parmi les systèmes basés sujet, nous citons : Scribe [CDK02] et Mabcross [DSM07].
– 2. Systèmes basés type
Dans ces systèmes, la classification des évènements est fondé sur la structure des
évènements plutôt que sur leurs sujets. Ces systèmes [Pat07] utilisent un filtrage de
l’évènement selon son type. De ce fait, le filtrage spécifie le type de l’évènement s’il s’agit
d’un type simple et identifie sa classe s’il s’agit d’un objet.
Parmi les systèmes publier/souscrire basés type, nous citons : Indiqos [CAR05] et
Q [MA05].
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– 3. Systèmes basés contenu
Les systèmes publier/souscrire basés contenu sont apparus pour pallier au problème
d’expressivité posés par les systèmes basés type et basés sujet. Le système basé contenu
offre un filtrage basé sur le contenu réel de l’évènement.
En fait, un filtre est composé par un ensemble d’attributs auxquels correspond un ensemble
de contraintes ayant la forme suivante : (type, nom, valeur, opérateur). Différents opérateurs
peuvent être utilisés tels que (>, <, =, ?,> ∗,< ∗,etc.).
Une souscription d’attribut a = (typea , noma , valeura) vérifie une notification d’attribut
b = (typeb , nomb , valeurb , operateurb) si et seulement si
– typea = typeb
– noma = nomb
– operateurb (valeura ,valeurb) retourne vrai.
Dans ce cas, on peut affirmer que la souscription d’attribut a lie une notification d’attribut
b (ou bien la notification d’attribut b couvre la notification d’attribut a).
Plus concrètement, un souscrit délivrant au sein du système une souscription de la forme
”price > 40”, aura comme notifications tous les évènements qui ont une valeur du champ
”price” supérieure à 40.
Parmi les systèmes basés contenus, nous citons : Elvin [SAB+00] et Siena [CRW01].
1.3.3.2 La topologie
Les brokers, connectés les uns aux autres au sein du service d’évènements, forment
une topologie bien déterminée. Réellement, il existe quatre types de topologies [CRW01]
mettant en relief la façon avec laquelle les brokers sont connectés.
– 1. Topologie client/serveur hiérarchique
Suivant cette topologie, chaque broker est responsable d’un ensemble de clients. De ce
fait, tous les messages vont être envoyés vers le broker, supérieur hiérarchique, ou encore
master. Dans cette topologie, l’ensemble des brokers et des clients forment un graphe
asymétrique.
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serveurs
clients
H H
H
protocole 
client/serveur
H
H
Fig. 1.6 – Topologie hiérarchique [CRW01]
Il est à noter ici qu’une panne affectant un nœud de la hiérarchie cause la panne de
tous les nœuds situés au dessous de lui dans la hiérarchie.
– 2. Topologie pair à pair acyclique
A
A A
protocole 
A A
client/serveur
protocole 
serveur/serveur
Fig. 1.7 – Topologie pair à pair acyclique [CRW01]
Dans cette topologie [CRW01], la communication entre les brokers se fait dans les deux
sens (représentée sur le graphe par des arcs non orientés). L’ensemble des brokers forme
un graphe acyclique. Suivant cette topologie, il existe un seul chemin entre chaque paire
de brokers ce qui évite la formation de cycle.
Il est à noter que la panne d’un broker dans la hiérarchie cause l’échec de tous les nœuds
connectés à lui.
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– 3. Topologie pair à pair générique
G
G G
protocole 
protocole 
serveur/serveur
G G
client/serveur
Fig. 1.8 – Topologie pair à pair générique [CRW01]
La topologie pair à pair générique [CRW01] permet aux brokers une sorte de communication
bidirectionnelle. Selon cette topologie, il peut y exister un ou plusieurs chemins entre chaque
paire de brokers, ce qui induit à une redondance de chemins dans le système. Ceci facilite
la communication entre les parties constituant l’arbre logique (Figure 1.10).
– 4. Topologie hybride
Cette topologie combine les deux concepts prédéfinis, celui de la topologie pair à pair et de
la topologie hiérarchique. Il existe deux types de topologies hybrides : une formée par une
combinaison entre la topologie pair à pair générique et hiérarchique alors que la deuxième
est une combinaison de la topologie pair à pair acyclique avec la topologie hiérarchique.
G
H
H
G
G
G
H
H H
H H
H H
HH
H
H H
clusters
Fig. 1.9 – Topologie hybride [CRW01]
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Par exemple, sur la Figure 1.9, les brokers du même groupe ou cluser sont connectés
à travers une topologie hiérarchique, alors que celle entre les différents groupes est pair à
pair générale.
1.4 Problématique et positionnement
Indépendamment de la classe à laquelle appartient un système publier/souscrire, ce
concept reste convenable pour assurer la connectivité entre les parties régissantes dans
n’importe quelle application. Ce paradigme présente un outil de communication prometteur
pour les applications distribuées. En fait, le découplage tridimensionnel le caractérisant fait
que ce type de système s’adapte parfaitement à des applications distribuées déployées sur
MANET. Bien qu’ils paraissent dédiés, au départ, aux applications militaires, les systèmes
publier/souscrire peuvent être déployés à bon escient dans des situations d’urgence, telles
que les missions de secours : les incendies, les catastrophes naturelles (inondations, trem-
blements de terre, etc.). Néanmoins, divers défis en termes de QdS peuvent affecter les
systèmes publier/souscrire sur MANET.
Le scénario suivant, représentant une application militaire, l’explique.
Le réseau, représenté par la Figure 1.10, est formé par des robots, des agents militaires,
des hélicoptères... Toutes ces entités disposent de communication sans fil et sont éparpillées
sur le terrain. Afin d’assurer la communication entre ces entités mobiles, il est judicieux
d’y déployer des brokers et de mettre en place un système publier/souscrire.
Fig. 1.10 – Application militaire
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Ce déploiement met en place deux niveaux (Figure 1.11) :
– un niveau physique composé par l’ensemble des nœuds physiques ou dispositifs
hétérogènes formant le réseau MANET.
– un niveau logique ou encore appelé niveau middleware composé par les nœuds lo-
giques formant le système publier/souscrire. Ces nœuds sont de type producteur,
consommateur et broker.
Niveau logique :
Système publier/ souscrire 
Niveau physique:
Réseau M ANET
Fig. 1.11 – Déploiement d’un système publier/souscrire sur MANET.
La communication débute donc lorsqu’un agent produit une information qui indique
la présence d’un risque qu’il l’a détecté à l’aide de son caméscope. Cette information sera
véhiculée au sein du service d’évènements vers tous les hélicoptères et les autres agents
chargés de défendre. Ces derniers comme étant connectés via le service d’évènements à
travers des souscriptions, sont à l’écoute de notifications. Le défi majeur de ces agents est
de défendre et de faire face à toutes les menaces qui pourraient se produire dans le champ
d’attaque.
Au système publier/souscrire déployé sur le réseau MANET, s’ajoutent de nouvelles
problématiques liées aux spécificités d’un tel environnement. En effet, aux défaillances
possibles des entités formant notre système viennent se greffer les déconnexions de ces
entités dues principalement à leur mobilité. Par ailleurs, un agent militaire peut se trouver
loin de ses voisins ce qui nuit à la qualité de la liaison avec ces derniers et pourrait même
menacer tout le champ de bataille.
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Dans l’exemple de la Figure 1.12, les deux agents a et b mettent en place une liaison
physique formée d’un seul saut. Ceci assure une qualité de communication acceptable.
Après déplacement de l’agent a, le chemin entre les deux devient formé de 6 sauts (Figure
1.13). Ceci engendre bien évidemment une augmentation du temps d’acheminement et nuit
aux performances du système.
Pour faire face à cette dynamicité, la couche réseau cherche bien évidemment une solution
connectant cet agent à son voisin, mais le chemin trouvé pourrait être assez long, ce qui
provoquera une prolongation du délai d’acheminement des messages entre les entités en
question. Ceci entrâınera certainement une violation des contraintes de l’application en
termes de QdS.
a b
Fig. 1.12 – Avant déplacement des nœuds
a b
Fig. 1.13 – Après déplacement des nœuds
Ces problèmes ne cessent de s’aggraver par le fait que l’agent mobile a peut quitter
complètement la zone de couverture de ses voisins. Dans ce cas, la liaison entre a et b est
interrompue et le délai d’acheminement des messages est infini. Face à ces perturbations, la
couche réseau se trouvera donc incapable d’établir la liaison entre les nœuds communicants.
Dés lors, il est légitime de chercher à fournir à l’application des garanties sur le délai, appelé
au niveau middleware la latence, afin de répondre aux fortes contraintes de ces applications.
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Afin de pallier à ces problèmes, il est envisageable de fournir et de maintenir un support
de qualité de service de ces systèmes. Ainsi, l’introduction d’une nouvelle solution au niveau
de la couche middleware pour prendre en charge la notion de QdS s’avère nécessaire. Cette
constatation a été démontrée via une publication [LJ11].
Dans le cadre de cette thèse, nous cherchons à fournir une gestion de la QdS au niveau de
la couche middleware tout en supposant un flux best effort au niveau routage.
Au niveau de la couche middleware, divers travaux ont été proposés. Tous ces travaux
partent d’un point commun qui suppose que le maintien de la QdS peut être réalisé grâce
à un placement dynamique des brokers. Ayant le même point de départ, nous considérons
que le placement des brokers sur le réseau est guidé par la QdS (dans notre cas la la-
tence) observé entre les nœuds physiques hébergeant les brokers dans le chemin transférant
les évènements. Ceci pourrait être achevé soit par la mobilité de ces nœuds, soit par
leur surcharges. De ce fait, quand la mobilité d’un nœud augmente, on considère qu’une
dégradation de QdS a affecté le lien entre le broker en question et ses voisins. Ceci indique
un risque de dégradation de la QdS, et nous incite à revoir la distribution des brokers sur
les nœuds.
Pour remédier à ces dégradations, des actions de reconfiguration doivent être introduites
en réponse à chaque cause de panne afin d’assurer la survivabilité du système. Par exemple,
façe à la mobilité, une action d’adaptation pourrait être accomplie en migrant un broker
non stable vers un autre nœud du réseau offrant une meilleure QdS [LMJ09]. D’autres
actions de reconfiguration pourraient être envisagées pour diminuer la charge d’un nœud
broker en répartissant sa charge sur deux brokers.
Dans notre étude, cette approche générale est accomplie selon le processus des systèmes
autonomes défini par IBM.
Par définition, un système autonome est capable de s’apercevoir qu’il est en état de dis-
fonctionnement et de prendre les mesures nécessaires afin de restituer son état normal sans
intervention humaine.
La solution proposée par IBM en 2001 met en place, au sein des systèmes autonomes, un
processus d’auto-adaptation comportant quatre phases, à savoir (Figure 1.14).
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M onitoring
Planificat ion
Exécut ion Analyse
Base de 
connaissances
Fig. 1.14 – Processus d’auto-adaptation
– Monitoring : Cette phase se base sur l’observation et le stockage des valeurs des
paramètres de QdS dans le but de les exploiter par les phases suivantes dans le
processus d’auto-adaptation. Les paramètres de performance collectés reflètent l’état
du système.
– Analyse : Cette étape présente la phase d’exploitation des mesures de QdS issues de
la phase précédente. La phase d’analyse repose sur le suivi des mesures extraites afin
de pouvoir caractériser l’état du système. Cette phase a pour finalité de détecter les
dégradations de QoS considérées comme symptôme d’une panne affectant le système.
La phase d’analyse est clôturée par l’identification de la cause de la dégradation ce
qu’on appellera plus tard diagnostic.
– Planification : Dans le cas d’une dégradation de QdS identifiée par la phase d’analyse,
la phase de planification se charge d’examiner les rapports de diagnostic afin de
prendre des décisions de reconfiguration nécessaires et réparer le système. La phase
de planification propose donc pour chaque source de panne une action corrective
adéquate. Ceci pourrait être modélisé par des règles de type (if-then).
– Exécution : La phase d’exécution constitue la dernière étape dans le processus d’auto-
adaptation. Elle consiste à exécuter les décisions prises lors de la phase de planification
pour maintenir et rétablir une QdS acceptable fournie par le système.
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Notre contribution par le biais de cette thèse cible les étapes de monitoring et d’analyse
du processus d’auto-adaptation. Dans un premier temps, le monitoring consiste à calculer
la latence, comme paramètre de QdS, entre les brokers voisins sur le chemin transférant les
évènements. Ensuite, l’analyse consiste tout d’abord à prédire ou à détecter les dégradations
de QdS, puis à chercher la cause derrière la dégradation. Cette dernière étape est appelée
diagnostic.
Les solutions proposées actuellement pour la gestion de la qualité de service des systèmes
publier/souscrire sur MANET, dans les phases de monitoring, d’analyse et d’exécution du
processus d’auto-adaptation, sont détaillées dans le chapitre suivant.
Nous présentons donc un état de l’art autour de ces systèmes et plus particulièrement sur
les méthodes adoptées pour le monitoring et l’analyse de la QdS tout en mettant en relief
des critères de comparaison et d’évaluation de ces approches. Finalement, nous énumérons
l’apport de notre approche vis à vis de ces travaux.
1.5 Conclusion
Dans ce chapitre, nous avons présenté le contexte dans lequel se situe ce sujet de thèse.
Pour ce faire, nous avons d’abord commencé par décrire les réseaux mobile ad-hoc. Nous
avons également étudié les caractéristiques primordiales de ces réseaux. Particulièrement,
nous avons abordé le problème de QdS qui confronte ces réseaux à cause de la mobilité
fréquente des nœuds.
Dans la deuxième partie de ce chapitre, nous avons donné un aperçu sur les systèmes
publier/souscrire assurant la communication entre les différentes parties communicantes.
Ensuite, nous avons énuméré les problèmes de QdS de ces systèmes sur les réseaux MANET.
Ceci nous a amené à détailler la problématique découlée du déploiement des systèmes
publier/souscrire sur MANET.
L’approche générale que nous proposons s’inscrit dans le cadre des systèmes autonomes,
qui s’auto-contrôlent et s’auto-adaptent pour remédier aux problèmes rencontrés.
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Le chapitre suivant expose un état de l’art autour des systèmes publier/souscrire qui
ont traité le problème de la gestion de la QdS dans chacune des phases du processus
d’auto-adaptation.
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2.1 Introduction
La mobilité continue et imprévue des nœuds du réseau MANET crée un changement
dynamique de topologie. Par ailleurs, un nœud peut joindre le réseau, changer sa position
voire même quitter le réseau. Ce déplacement a bien évidemment un impact sur la morpho-
logie du réseau et pourrait changer le comportement du canal de communication. Ajoutons
à tout cela les ressources limitées des nœuds qui peuvent engendrer des déconnexions
imprévues.
Dans cette situation, fournir une bonne QdS demeure un défi réel. Les systèmes pu-
blier/souscrire, grâce au découplage tridimensionnel, ont été proposés afin d’assurer la
connectivité entre les parties communicantes dans le réseau mobile.
L’objectif de cette thèse est d’assurer un niveau de QdS acceptable qui provoque un
maintien permanent de la connectivité des systèmes publier/souscrire sur MANET. Plus
précisément, les contributions de cette thèse, sont organisées autour de deux grands axes
relatifs aux modules de monitoring et d’analyse de la QdS de ces systèmes dans un contexte
ad-hoc. Ceci englobe les étapes de collecte des paramètres de QdS au cours du fonction-
nement du système, et de détection des dégradations pouvant l’affecter. Ces dégradations
peuvent être réparées grâce à diverses actions de réparation qui pourraient être déclenchées
lors de la phase d’exécution.
Dans ce chapitre, nous présentons un état de l’art autour des systèmes publier/souscrire
adressant le problème de gestion de la QdS sur les réseaux MANET. Plus particulièrement,
nous passons en revue ces systèmes dans les phases de monitoring, d’analyse et d’exécution
du processus d’auto-adaptation.
Dans un premier temps, nous focalisons notre étude sur les systèmes publier/souscrire
proposant des actions de reconfiguration ou de réparation du système. Puis, nous présentons
les méthodes de monitoring et d’analyse proposés par les systèmes en question tout en
mettant en évidence les critères de comparaison les plus importants entre les approches
étudiées.
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Une synthèse des travaux présentés nous a permis d’identifier les problèmes posés par ces
systèmes et d’apporter des éléments de réponse à ces problèmes au sein de l’approche
proposée.
2.2 Systèmes publier/souscrire adressant le problème
de gestion de la QdS au niveau de la phase
d’exécution
Une étude exhaustive sur les travaux existants dans la littérature, ayant pour fina-
lité l’assurance de la QdS des systèmes publier/souscrire, montre que les systèmes en
question proposent des actions de réparation des pannes affectant les brokers ou les liens
[CP06, DSM09, KJ09, MCP11, ECR12, MBCK12, ZW13, PB14, HMS09].
Des techniques de routage au niveau logique ont été aussi proposées afin d’anticiper les
pannes et d’empêcher leur production. Ceci a montré la présence de deux catégories de
systèmes. Dans la première catégorie, les systèmes réagissent après la production de pannes
par l’introduction de diverses actions de reconfiguration. Ayant le même but que la première
catégorie, les systèmes appartenant à la deuxième suivent une approche préventive et
cherchent à améliorer d’une façon proactive leurs performances à travers des techniques de
routage optimisées au niveau logique.
2.2.1 Première catégorie : reconfiguration réactive
La première catégorie regroupe les systèmes publier/souscrire qui agissent au niveau
middleware en réparant les pannes se produisant dans le système par l’apport de différentes
actions de reconfiguration.
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2.2.1.1 Le système Reds
Reds [CP06] est l’abréviation de REconfigurable Dispatching System. C’est le premier
système basé évènement qui agit au niveau de l’arbre logique formé par l’ensemble des
brokers afin de réparer le système. Le système ainsi formé s’auto-organise face aux chan-
gements dynamiques affectant la topologie.
En se basant sur les principes du protocole de routage MAODV, Reds construit et met à
jour l’arbre logique formé par les brokers. Ce mécanisme commence par une sorte d’initia-
lisation des niveaux des nœuds dans l’arbre. L’arbre est ainsi formé par un nœud racine
ayant le niveau 0. Chaque nœud racine a un ensemble de nœuds fils regroupés sous forme de
groupe multicast ayant des niveaux variés. Après avoir bâti un arbre logique représentant
le système publier/souscrire, Reds traite le problème de repartitionnement de son arbre.
A cause d’une rupture au niveau du lien logique dicté soit par la mobilité des nœuds du
réseau physique, soit par leurs défaillances, l’arbre est repartitionné en deux ou plusieurs
sous arbres indépendants.
Pour remédier à ce problème, Reds initie un processus de réparation et de rétablissement
des liaisons en appliquant les principes du protocole MAODV. Dans l’exemple de la Figure
2.1, la liaison (A-B) est interrompue, le nœud B comme étant le nœud le plus loin de la
racine, cherche un nœud possédant un niveau inférieur à celui de B. Le nœud D répond
bien à cette contrainte. De ce fait, la nouvelle liaison (B-D) est établie et la mise à jour
des profondeurs des nœuds est effectuée.
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Fig. 2.1 – Exemple d’échec d’une liaison dans Reds
X Synthèse
Le système Reds maintient la connectivité de l’arbre tout en introduisant des actions de
reconfiguration au système. Néanmoins, il présente quelques limites. En effet, la procédure
de recherche de liaisons en remplacement de celle défaillante n’est pas garantie. Dans
l’exemple de la Figure 2.1, le nœud B pourrait ne pas trouver le nœud qui répond à
l’exigence imposée par le protocole MAODV. Dans ce cas, l’arbre demeure partitionné et
le système échoue à rétablir la connexion.
De plus, Reds présente un problème au niveau des points d’accès. En effet, un client
consommateur connecté à un point d’accès ne reçoit pas l’évènement répondant à ses
besoins si le point d’accès auquel il est connecté tombe en panne. En fait, sa souscription
n’est enregistrée qu’au niveau du point d’accès auquel il est rattaché. Encore plus grave, si le
point d’accès tombe en panne, la souscription du client auquel il est lié, sera complètement
perdue puisqu’elle ne figure que sur ce nœud.
Au niveau de l’opération de réparation, Reds souffre d’un blocage lors de cette opération.
En effet, elle engendre un temps d’attente qui fait buffériser les messages et engendre bien
évidemment l’augmentation au niveau du temps d’acheminement de l’information.
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2.2.1.2 Le système Mabcross
Mabcross [DSM07] est l’abréviation de A Mobility-Aware and Cross-layer Based Midd-
leware for Mobile Ad-Hoc Networks. Ce système publier/souscrire utilise la notion des
annonces afin de détecter les échecs survenues dans le système et de les réparer. L’appui
sur ces messages au niveau de la réparation a pour but de réduire le nombre de messages
spécifiques (de contrôle) et aussi minimiser la surcharge de ces messages.
Une annonce ou encore ”advertisment” en anglais, est un message émis par les pro-
ducteurs et transmis de près en près par les brokers au sein du service d’évènements afin
d’indiquer la nature des publications qu’ils pourraient émettre. Lorsqu’un client consom-
mateur émet une souscription à travers un point d’accès, sa souscription sera véhiculée
seulement vers les brokers contenant une annonce correspondante. Finalement, quand le
producteur émet son évènement, cette notification sera routée via le chemin activé par les
souscriptions.
Une annonce est composée de :
– un numéro de séquence,
– l’identifiant du producteur noté ID,
– le sujet de l’évènement,
– les identifiants de tous les brokers qui appartiennent à la même route.
Envoyant périodiquement une annonce, chaque producteur dans Mabcross pourrait se
rendre compte des déconnexions et des défaillances pouvant affecter le système. L’exemple
présenté dans les Figures 2.2 et 2.3 détaille cette stratégie.
Comme hypothèse, on peut partir du fait que D1 cherche un évènement qui va être
publié par P1 (Figures 2.2 et 2.3). La communication commence lorsque P1 publie une
annonce vers D1. Ce dernier, ayant reçu précédemment une souscription qui vise à récupérer
l’évènement de la part de P1, met à jour l’annonce en insérant l’ID du broker D1 dans la
liste des souscrits. Ayant reçu l’annonce, D1 change l’ID du producteur par son propre ID,
et diffuse ce message en multicast.
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Fig. 2.2 – Tolopogie initiale
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Fig. 2.3 – Topologie après la réaction de Mabcross
Supposons que D7 se déconnecte et que D8 vient de joindre le réseau. Ce dernier reçoit
donc l’annonce envoyée périodiquement par le producteur. Il met à jour le champ ID et finit
par l’envoyer au consommateur. A son tour, le consommateur reçoit l’annonce et compare
le couple (ID- sujet) par celle reçue précédemment avant la déconnexion de D7. Il note une
incohérence au niveau des champs ID, de ce fait il envoie une désouscription à D7 et bâtie
une liaison avec D8.
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X Synthèse
En cas d’absence d’un nœud substituant le nœud partant, les consommateurs risquent
de ne pas être notifiés. De plus, la stratégie adoptée dans ce système est basée sur l’envoi
périodique d’annonces. Donc, un échec de liaison ou de broker n’est détecté qu’après la
diffusion des annonces. Ceci augmente le risque de perte de messages si jamais une panne se
produit avant l’envoi de ces messages. En outre, le problème des points d’accès mentionné
dans Reds reste aussi persistant dans Mabcross.
2.2.1.3 Le système Hermes
Hermes [PEKS07] est un système publier/souscrire basé type. Il est bâti sur un réseau
pair à pair de brokers. Selon [PEKS07], tous les brokers formant hermes portent connais-
sance de l’état de tous les brokers voisins et des informations de routage au niveau logique.
Hermes utilise la notion de nœuds Rendez vous qui sont des brokers spécifiques servant à
lier les annonces aux souscriptions. Ainsi, pour chaque type d’évènement, un nœud Rendez
vous est crée.
Afin de garantir la non défaillance du nœud Rendez vous, hermes crée des duplications de
ces derniers sur le réseau logique de brokers.
En cas d’échec d’un lien, Hermes introduit des opérations de reconfiguration au niveau
logique visant à rétablir le lien défaillant. De plus, Hermes fait recours à diverses tech-
niques qui visent à assurer la consistance de l’information en cours d’adaptation.
Pour ce faire, le réseau logique essaie de trouver des primitives remplaçant les routes
défaillantes. Ceci pourrait causer un changement dans le chemin actif transférant les an-
nonces et les souscriptions.
Lors de l’échec d’un broker, les messages de type souscriptions et annonces expirent bien
évidemment et seront éliminés de la table de routage logique.
Afin de recouvrir cette défaillance, le nœud broker qui a détecté la défaillance est appelé à
renvoyer les messages précédemment véhiculés au nœud défaillant vers le nœud rendez-vous
via un nouveau lien. Cette information sera diffusée sur le réseau logique causant une mise
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à jour de la table de routage logique de tous les brokers.
L’exemple de la Figure 2.4 montre l’opération de réparation dans Hermes en cas d’échec
d’un nœud broker.
B1
B4 B5
B2
B3
R
P1
S1
S1
S1
S1a1
a1
a1
a1
S1
S1
S1
Fig. 2.4 – Opération de réparation dans Hermes
Le broker B1 détecte la défaillance de B2. Pour cela, il envoie l’annonce a1 qui a été
précédemment propagée vers le nœud Rendez-vous R. De sa part, le réseau logique, fait
face à l’échec de B2 en mettant à jour la table de routage logique de B1 par élimination
du lien B1 − B2 et l’ajout du lien B1 − B4. Le même mécanisme est exécuté au niveau du
broker B5 en propageant la souscription S1 vers le nœud Rendez-vous. Ce dernier se charge
de faire la correspondance entre l’annonce a1 et la souscription S1 et finit par acheminer la
publication de P1 vers le consommateur souscrit sur le chemin (R-B5-S1).
X Synthèse
Le modèle de tolérance aux pannes dans Hermes est basé sur l’utilisation des nœuds
Rendez vous. Utiliser ces nœuds ainsi que les réplications de ces derniers pourrait ajouter
un trafic supplémentaire sur le réseau logique et causer même sa saturation.
2.2.1.4 Récapitulation
Bien que les systèmes de la première catégorie offrent des solutions de réparation de
l’arbre logique à travers une technique de substitution de nœud ou de lien , ils partent d’une
hypothèse forte qui suppose que la topologie des brokers pourrait être toujours représentée
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sous forme d’un arbre. Chose qui impose des restrictions et rend ces approches exploitables
que pour les systèmes à topologie pair à pair cyclique. De plus, les actions de réparation
engendrent un blocage du système et peuvent mener vers un dysfonctionnement du système
jusqu’à la fin de la réparation. Finalement, l’inconvénient majeur de ces systèmes est la
production de pannes vu leurs effets néfastes sur le système.
2.2.2 Deuxième catégorie : planification proactive des routes
Outre les systèmes décrits dans la première catégorie, il existe d’autres systèmes qui
réagissent avant la production de pannes par l’introduction d’opérations périodiques d’op-
timisation.
2.2.2.1 Le système Relrout
Le système Relrout [MB08] propose un routage au niveau logique qui permet de réduire
au maximum l’échec de livraison des notifications vers les consommateurs adéquats. Pour
ce faire, le système part d’une hypothèse qui suppose qu’il existe plusieurs chemins entre
chaque source et destination avec différents niveaux de fiabilité.
Afin d’acheminer l’information, le système calcule d’abord une estimation de la fiabilité de
chaque route reliant une source à une destination. Egalement, le système propose un algo-
rithme de mise à jour de ces fiabilités estimées en réponse aux changements de topologie.
Ensuite, il envoie le message aussi bien sur le chemin ayant la fiabilité la plus élevée, et sur
d’autres chemins ayant différents niveaux de fiabilités.
Moyennant cette stratégie, Relrout introduit une opération d’optimisation proactive des
routes logiques entre chaque paire de clients et garantit une livraison fiable des messages.
X Synthèse
L’approche proposée dans [MB08] réduit l’occurrence de pannes dans le système. Rel-
Rout prédit la panne des liens en adoptant les meilleures routes en termes de fiabilité.
Cependant, le système considère uniquement la panne des liens, ainsi, il ne traite pas la
panne des nœuds ou leur dynamicité. En outre, le système reste incapable de récupérer les
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notifications perdues.
2.2.3 Synthèse
En vue de répondre aux exigences des applications en termes de QdS, les opérations
de réparation deviennent de plus en plus importantes. Toutefois, quelques actions de
réparation peuvent engendrer des problèmes de blocage et de perte de messages. Ce qui
provoquera le dysfonctionnement du système pendant la reconfiguration.
Le tableau 2.1 récapitule l’étude présentée dans la section précédante et présente une
comparaison de ces approches cherchant à maintenir la connectivité au sein des systèmes
publier/souscrire sur MANET.
Tab. 2.1 – Synthèse
Systèmes Langage de
souscription
Topologie Type du
réseau
QdS Techniques d’adap-
tation
Reds [CP06] basé contenu pair
à pair
acyclique
ad-hoc - reconfiguration
réactive
Mabcross
[DSM07]
basé sujet pair
à pair
cyclique
ad-hoc - reconfiguration
réactive
Hermes
[PEKS07]
basé type pair
à pair
cyclique
ad-hoc - reconfiguration
réactive
Relrout
[MB08]
basé type pair
à pair
cyclique
ad-hoc fiabilité planification proac-
tive des routes
Les différentes approches détaillées ci-dessus traitent le problème de QdS dans les
systèmes publier/souscrire sur MANET. [CP06] et [DSM07], [PEKS07] réagissent après
pannes et introduisent des techniques de substitution des liens logiques. En contre partie,
[MB08] réagit avant la panne par construction dynamique du réseau de brokers d’une façon
optimisée en termes de fiabilité des liens. Ceci a pour effet d’échapper de la production des
pannes.
D’une façon générale, toutes les approches étudiées visant à introduire des actions
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correctives dans le système d’une façon réactive ou préventive, partent d’une hypothèse
qui suppose que la gestion de la QdS pourrait être traitée grâce à un placement dynamique
des brokers sur les nœuds physiques.
Notre point de départ est similaire, et considère que le placement des brokers est régie par
la latence comme paramètre de QdS. Notre vision corrective s’inscrit donc dans le même
cadre que ces travaux, et opte pour un maintien permanent de la QdS au sein du système
à travers l’élaboration des deux premières phases du processus d’auto-adaptation.
Dans la section suivante, nous présentons notre étude autour des systèmes pu-
blier/souscrire adressant la gestion de la QdS au niveau des étapes de monitoring et
d’analyse.
2.3 Systèmes publier/souscrire adressant la gestion
de la QdS au niveau des phases de monitoring
et d’analyse
Au niveau des phases de monitoring et d’analyse du processus d’auto-adaptation,
quelques systèmes adressent la gestion de la QdS. Notre travail cible exactement ces deux
étapes et propose de nouvelles démarches théoriques et techniques.
Une étude exhaustive de ces travaux nous a permis de les classer suivant la méthode
adoptée pour le monitoring ou pour l’analyse. L’analyse, comme étant composée de deux
étapes fortement indépendantes, sera présentée en deux parties : la première présente les
méthodes de détection des dégradations, alors que la deuxième résume les méthodes de
localisation des pannes ou de diagnostic.
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2.3.1 Paramètres de QdS traités dans les systèmes pu-
blier/souscrire
Divers systèmes publier/souscrire ont eu comme objectif la gestion de la QdS. Dans la
littérature, les approches traitant la QdS ont ciblé différents paramètres [MKB07] (Figure
2.5).
Qualité de Service
Latence de bout  
en bout
Bande passanteFiabilité Ordre des 
messages
Aléatoire
Priorité
Lifo
Fifo
Par consommateur par type 
d’évènement
Par le système ent ier
Par  tous les consommateurs 
pour un type d’évènement
Par consommateur
pour les types  d’évènements
Fig. 2.5 – Paramètres de QdS dans les systèmes publier/souscrire [MKB07]
1/ Bande passante : représente les ressources disponibles sur un chemin transférant un
message.
Au niveau de la couche middleware, la bande passante représente le nombre
d’évènements véhiculés entre les consommateurs et les producteurs par unité de temps.
2/ Ordre des messages : représente la façon dont les messages sont transmis. Les
systèmes publier/souscrire identifient cinq classes, à savoir : un ordre aléatoire, un ordre
FIFO, un ordre LIFO, et un ordre personnalisé spécifié par le producteur.
3/ Fiabilité : qualifie l’opération d’envoi et de réception des messages.
La fiabilité représente le rapport entre le nombre de notifications qui ont été reçues par un
consommateur « c » noté n(eτ ) pour un évènement particulier et le nombre de publications
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relatives à cet évènement et produites par le producteur p(eτ ).
La fiabilité R atteinte par un consommateur « c » est donc exprimée à l’aide de la
formule suivante :
R[eτ ] =
n(eτ )
p(eτ )
(2.1)
4/ Latence : c’est le temps qui sépare l’instant de production d’un évènement par un
producteur et l’instant de réception de cet évènement par le consommateur correspondant.
La latence sur un chemin est la somme des délais de propagation dans tous les nœuds
brokers appartenant au chemin avec le délai de transmission et de bufférisation dans chacun
des nœuds brokers appartenant au chemin considéré.
L(eµ) = b ∗ (Pd) +
y−1
∑
i=1
(Td [i ] + Qd [i ]) (2.2)
où :
– L(eµ) est la latence prise par une notification pour un évènement de type µ entre un
producteur et un consommateur.
– Td est le délai de transmission,
– Pd est le délai de propagation (valeur constante sur le réseau),
– Qd est le délai de bufférisation,
– e est un évènement correspondant à un type µ,
– b est le nombre total de nœuds appartenant au chemin considéré,
– y est le nombre de nœuds brokers appartenant au chemin considéré.
2.3.2 Méthodes de monitoring et d’analyse
Une étude exhaustive de l’existant a montré que les méthodes de monitoring et d’ana-
lyse se subdivisent en deux grands axes. Le premier concerne les méthodes réactives qui
visent à détecter les pannes et à identifier les défaillances une fois subies par le système.
Alors que le deuxième axe englobe les méthodes proactives qui ont pour objectif la
prévention des pannes avant leurs occurences.
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Ces deux méthodes identifiées à travers une étude bibliographique seront détaillées ci-
dessous.
2.3.2.1 Monitoring et analyse réactive : méthodes de détection de pannes
basées sur des messages spécifiques
Divers travaux ont pour but de détecter la panne des nœuds dans les réseaux de com-
munication en se basant sur des messages spécifiques de type Ping ou Heartbeat.
– 1. Architectures Ping
Un message Ping est un message envoyé par le nœud source vers le nœud destination dans
le but de lui poser la question suivante : ”Es tu vivant ?”. Dès réception, le nœud récepteur
répond par un acquittement ”Oui, je suis vivant”. La détection de défaillance peut donc
se faire suivant deux stratégies différentes :
– un nœud est considéré en panne s’il ne répond pas à un nombre de messages bien
déterminé de type Ping.
– un nœud est défaillant s’il sera incapable de produire des acquittements durant un
temps prédéfini.
Dans [MMH04], Musolesi et al. ont proposé le système publier/souscrire EMMA1
comme extension du système JMS sur les réseaux mobiles ad-hoc. Le système fait recours
aux algorithmes épidémiques dans le but d’assurer la livraison de messages. Le système se
base sur le fait que chaque message est répliqué. De ce fait, des copies de chaque messages
sont éparpillés dans tous les nœuds du système.
Afin de détecter les pannes dans ce système, Musolesi et al. utilisent des détecteurs actifs
qui se basent sur l’échange de messages spécifiques de type Ping. Ainsi, si un nœud broker
n’a pas reçu un acquittement du message ”Es tu vivant ?” pendant une période de temps
fixe, ce nœud est considéré défaillant et une panne est identifiée dans le système.
1Epidemic Messaging Middleware for Ad-hoc networks
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X Synthèse
En s’appuyant sur des détecteurs de pannes actifs et moyennant des messages Ping,
Emma permet de détecter la panne des brokers sur un réseau mobile. Cependant, ce
système n’offre pas une support de détection de la panne des liens fréquemment rencontrés
dans des réseaux dynamiques.
En outre, le recours aux acquittements pour vérifier la vivacité d’un nœud, cause un gas-
pillage en termes de bande passante et d’enérgie dans un réseau à ressources limités.
Finalement, le recours à une borne fixe pour la réception de l’acquittement s’oppose aux
caractéristiques des réseaux dynamiques et pourrait probablement mener vers des fausses
détections de pannes.
La Figure 2.6 illustre un exemple de ce problème.
A
C
FE
B
p
A
p’
D Es tu encore vivant?
Je suis encore vivant
Zone de couverture de « B »
Fig. 2.6 – Problème posé par les messages Ping
En se basant sur le principe expliqué précédemment, le nœud A envoie un message Ping
vers son voisin B . Une requête est donc envoyée de A vers B à l’instant t = te .
Vu la dynamicité du réseau, le nœud A change de position pendant que le nœud B est
entrain de lui envoyer l’acquittement ”Je suis vivant”. A est devenu hors de la porté de B
et ne recevra pas la réponse dans la période de temps tolérée. En conséquence, le nœud A
conclue que le nœud B est défaillant et génère une fausse alarme via à vis de son voisin B .
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– 2. Architectures heartbeat
La technique heartbeat présente une amélioration des techniques Ping par élimination des
acquittements. Selon cette technique (voir Figure 2.7), le nœud A envoie périodiquement
une pulsation ”Je suis vivant” vers le ou les nœuds destinations. Si le nœud destinataire ne
reçoit pas ce message au bout d’une période fixe ∆t0 , le nœud A est considéré défaillant.
A
B
Δj Δj Δj
Δt0
Δt0
Δt0
Je suis vivant
Fig. 2.7 – Principe de l’architecture heartbeat
Dans la littérature, diverses stratégies peuvent être adoptées dans l’utilisation des mes-
sages heartbeat. Les systèmes publier/souscrire décrits ci dessus le témoignent.
– 2.1 Architectures ”tous à tous”
Dans cette classe, tout détecteur de panne incorporé au sein de chaque nœud du réseau
émet périodiquement des messages de type heartbeat vers tous les nœuds du réseau, ce qui
explique l’appélation ”Tous à Tous”.
De ce fait, si un nœud récepteur nommé B ne reçoit pas un message de son voisin A au
bout d’une certaine durée de temps préfixée, le détecteur de panne de B assume que le
nœud A est devenu défaillant.
Un parmi les systèmes qui utilisent cette architecture est Hermes [PB02]. C’est un
système publier/souscrire basé type tolérant aux pannes. Il met en place, au sein de chaque
broker, un détecteur de panne actif qui prend en compte la détection de la panne des brokers
et des liens. De ce fait, chaque broker dans Hermes envoie périodiquement des messages
de type heartbeat à ses voisins. Si un nœud sera incapable d’interagir avec ses voisins, il
sera considéré en panne.
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X Synthèse
Hermes offre un module de détection de pannes se basant sur l’architecture heartbeat.
En revanche, Hermes adopte un contexte statique qui ne tient pas compte de la dynamicité,
caractéristique primordiale des réseaux mobiles. En outre, l’envoie de messages heartbeat
vers tous les nœuds voisins requière une bande passante plus importante.
– 2.2 Architectures en anneau
Dans cette classe, les nœuds sont interconnectés entre eux formant un anneau. Les
messages heartbeat sont donc envoyés d’un nœud vers son successeur dans l’anneau. Pour
détecter les pannes, la même principe de détection de pannes expliquée précédemment, est
adoptée.
Le système [JMV08] faisant recours à cette architecture, est un système basé contenu qui
intègre un module d’analyse responsable de détecter la panne des nœuds en se basant,
essentiellement, sur l’échange de messages de type heartbeat.
Le système est organisé sous forme de groupes (clusters) et d’anneaux comme le montre
la Figure 2.8.
1
2
3
5
4 6
7
9 8
Fig. 2.8 – Architecture du système [JMV08]
Dans ce système, Jafarpour et al. se basent sur une hypothèse forte qui suppose que tous
les liens sont fiables. C’est ainsi qu’ils détectent uniquement la panne des brokers par perte
de messages heartbeat.
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– 2.3 Architecture en clusters
Dans cette catégorie, le réseau est organisé sous forme de groupes (clusters). Tout
cluster est surveillé par un maitre. La détection de pannes dans une telle classe se base
sur l’usage des messages heartbeat dans le même groupe et entre les maitres associées aux
différents groupes (clusters).
L’approche proposée par Ben Khedher et al. [KGD07] se basant sur le principe de
l’architecture en clusters, vise à détecter les problèmes de panne des nœuds et de perte de
messages. Afin de satisfaire leurs objectifs, Ben Khedher et al. organisent le réseau en un
ensemble de couches comme le montre la Figure 2.9.
Les détecteurs 
de pannes
nœuds
niveau 
logique
niveau
physique
Fig. 2.9 – Architecture du réseau dans l’approche de Ben Khedher et al.
Selon cette Figure, les détecteurs de pannes occupent la couche supérieure. Chaque
détecteur est responsable de détecter la panne d’un ensemble de nœuds brokers qui lui
sont accordés. Pour ce faire, les détecteurs se basent sur les messages heartbeat comme le
montre la Figure 2.10.
Ainsi, chaque nœud broker envoie périodiquement des messages de type heartbeat au
détecteur qui lui est attaché. Si une période de temps s’est écoulée sans que le mâıtre du
groupe ou le détecteur reçoit ce message, il véhicule un message de type Warning vers
le nœud émetteur. Si ce dernier est encore vivant, il notifie le détecteur par un message
correct. A défaut, le détecteur admet que le nœud est devenu défaillant.
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Nœud A
Détecteur M
Je suis vivant
bien reçu
Message Heartbeat
Message Warning
Message correct
Fig. 2.10 – Principe de détection dans l’approche de Ben Khedher et al.
Pour détecter l’échec du détecteur, chaque paire de détecteurs envoie périodiquement
des messages heartbeat. De ce fait, si un détecteur M1 ne reçoit pas un heartbeat venant
d’un autre détecteur M2 sur un laps de temps pré-établie, M1 véhicule un message warning
vers tous les détecteurs. De ce fait, si M2 est encore vivant, il diffuse un message correct
vers tous les détecteurs. A défaut, M2 est considéré défaillant si M1 ne reçoit de sa part ni
des messages heartbeat ni des messages correct.
X Synthèse
Bien qu’elle a apporté des améliorations par rapport à l’architecture Ping, l’architecture
Hearbeat présente aussi des inconvénients. En effet, comme le montre l’exemple de la Figure
2.11, le nœud A émet périodiquement un message ”Je suis encore vivant” à son voisin B .
A
C
F
D
E
B
B
Je suis encore vivant
Zone de couverture de « A »
Fig. 2.11 – Problème posé par les architectures heartbeat
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Entre temps, B peut changer de localité et devenir hors de la zone de couverture de son
voisin A. Après une période de temps fixe, B conclut que A est défaillant. Cette synthèse
erronée pourrait déclencher des fausses détections au sein du système.
– 3. Récapitulation
Le monitoring et l’analyse basée sur un échange de messages de types Ping et Hearbeat
risque de causer un gaspillage en termes de bande passante et d’énergie.
De plus, l’utilisation d’un intervalle de temps fixe pour la réception d’acquittement n’est
pas adéquate au contexte dynamique et peut engendrer, par la suite, des fausses alarmes.
En outre, dans un réseau MANET caractérisé par une forte dynamicité, un nœud désirant
envoyer un message peut changer de localité pendant que le nœud récepteur est entrain de
lui envoyer l’acquittement.
Par conséquent, l’acquittement ne sera pas reçu correctement par le nœud émetteur pen-
dant la durée de temps ∆t . De ce fait, le nœud émetteur considère que le nœud récepteur
est défaillant, ce qui n’est pas le cas. Ceci peut engendrer bien évidemment des fausses
détections.
2.3.2.2 Monitoring et analyse réactive : méthodes de détection de pannes se
basant sur la comparaison par rapport à un seuil
Cette catégorie se base sur la comparaison des paramètres de performances du système
par rapport à une valeur seuil dans le but d’identifier les dégradations de QdS et les pannes
survenant dans le système.
Dans ce qui suit, nous énumérons les systèmes publier/souscrire utilisant cette technique.
– 1. Jerzak et al. [JFF07]
Jerzak et al. ont proposé un middleware qui tient compte du délai comme paramètre
de QdS appelé fail-aware. Le délai est calculé en utilisant des messages spécifiques de type
Ping. Le système utilise une marge de valeurs de seuils allant d’une borne inférieure à une
borne supérieure sur le délai de transmission d’un évènement.
La méthode d’analyse incorporée au sein de ce système vise à décider si un évènement
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satisfait les contraintes ou les bornes temporelles spécifiées dés le départ. Pour ce faire,
Jerzak et al. ont recours à la formule suivante.
td(m) ≤ ub(m) (2.3)
Ceci fait que, si le temps de transmission td(m) d’un évènement est inférieur à la borne
supérieure ub(m), le système est dans un état acceptable. Sinon, le système souffre d’une
violation. Chaque message véhiculé au sein du système devra donc obéir aux contraintes
temporelles imposées par le système.
X Synthèse
Bien que le système impose des contraintes liées au délai d’acheminement des messages,
il présente quelques insuffisances. En Effet, le système se base sur l’usage de bornes ou de
seuils fixes. Une valeur seuil fixée à un instant t peut devenir non valable après un certain
temps vu la dynamicité du réseau. Par conséquent, il s’avère inadéquat de faire référence
à des seuils fixes dans un contexte mobile vu que leurs valeurs fixes peuvent devenir non
valables quand le réseau change de topologie ou de contexte.
2.3.2.3 Récapitulation
Les méthodes de monitoring et d’analyse utilisant des messages spécifiques ainsi que
celles qui comparent les valeurs de QdS par rapport à des seuils fixes se rejoignent pour
assurer la QdS des systèmes publier/souscrire sur MANET. Ces approches permettent de
détecter les pannes dans de tels systèmes mais elles présentent quelques limites.
Par ailleurs, les messages spécifiques, que ce soit de type Ping ou Heartbeat, introduisent
des flux supplémentaires sur le réseau. Cependant, ces flux sont inappréciables dans des
réseaux mobile ad-hoc caractérisés par des ressources limitées.
Dans la même directive, d’autres approches d’analyse se basant sur la comparaison par
rapport à un seuil ont été proposées. Ces approches font recours à des seuils figés qui
contredisent le contexte dynamique. En effet, un seuil préfixé à un instant t peut devenir
inadéquat après un certain temps puisque le réseau subit fréquemment des changements .
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Le tableau récapitulatif suivant (Tab 2.2) résume ces approches tout en mettant en
relief les éléments de comparaison les plus pertinants.
Tab. 2.2 – Synthèse des travaux étudiés
Travaux Réseau Langage
de sous-
cription
Type
de
pannes
Source de
pannes
Architecture
du
détecteur
Technique
Hermes
[PB02]
statique basé type nœuds mobilité distribuée heartbeat
Emma
[MMH04]
ad-hoc Basé sujet nœuds mobilité distribuée Ping
Fail-aware
[JFF07]
statique basé
contenu
- - distribuée comparaison par
rapport à un seuil
fixe
Jafarpour
et
al.[JMV08]
statique basé
contenu
nœuds connexion
et
déconnexion
distribuée heartbeat
Ben Khed-
her et al.
[KGD07]
ad-hoc hybride nœuds mobilité hybride heartbeat
2.3.2.4 Monitoring et analyse préventive
Dans la littérature, d’autres systèmes publier/souscrire adoptant une analyse préventive
visent à anticiper l’occurrence des pannes et inhiber leurs productions. Dans ce qui suit,
nous présentons ces systèmes tout en mettant l’accent sur les méthodes de monitoring et
d’analyse exploitées.
– 1. Le système Opportunistic Overlays [CS05]
Ce système [CS05] est bâti sur le système basé évènement Jecho [ZSEC01]. Il résout les
problèmes de changement fréquent de topologie rencontrés dans les réseaux dynamiques
par une mise à jour périodique de l’arbre logique. En effet, le système consulte d’une façon
permanente les routes logiques. S’il s’aperçoit qu’il existe une route plus courte que celle
active, il reconstruit le réseau logique en adoptant la meilleure variante en termes de nombre
de sauts logiques.
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Chaque broker maintient une connaissance de la topologie de tout le réseau logique
dans une table de topologie notée T. Périodiquement, chaque broker reçoit les tables de
topologie de ses voisins, met à jour sa table, et propage toutes les modifications de topologie
si elles existent.
La reconstruction de l’arbre logique passe par les quatre étapes suivantes :
– Découverte des brokers voisins : Chaque broker met à jour périodiquement sa table
en utilisant une méthode de découverte de routes appelée ”Expanding Ring Search”.
Si un nœud se déplace très loin de ses voisins, le lien initial entre ce nœud et son
voisin broker sera éliminée de l’arbre initial. En contre partie, si un nœud se déplace
dans la zone de couverture d’un autre voisin broker, une nouvelle liaison est ajoutée
entre ces deux nœuds.
– Propagation de la topologie de l’arbre logique : A chaque fois qu’un broker met à
jour sa table de voisins brokers, il envoie à ses voisins toutes les nouvelles données.
Un numéro de séquence est attribué à chaque mise à jour.
– Quand un broker reçoit une information de mise à jour, il compare le numéro de
séquence du message contenu dans l’information venante avec celui contenu dans sa
table. Il marque le message s’il a un numéro de séquence plus grand.
– Reconstruction de la table de voisins brokers : La table des voisins brokers T change
si une mise à jour est efféctuée dans le voisinage par le broker ou lors de la reception
d’une information de mise à jour des voisins brokers.
Pour réaliser ceci, le système exploite quatre tables maintenues au niveau de chaque
broker à travers un composant appelé broker manager contenant quatre tables :
– La première table appelée ”Broker Neighbor Table”(BNT ) sert à stocker toutes les
informations relatives aux brokers voisins avec leurs noms ainsi que la distance en
termes de sauts physiques le séparant de ses voisins. A chaque modification se pro-
duisant au niveau des routes, le broker met à jour cette table.
– La deuxième table appelé ”Broker Information Table” contient l’adresse IP du broker,
sa position actuelle ainsi que la capacité de la mémoire disponible.
– La troisième table appelée ”Broker Network Topology Table” (BTT ) sauvegarde la
54
CHAPITRE 2. Etat de l’art
topologie du réseau logique tout en précisant la distance entre brokers.
– La quatrième table ”Broker Routing Table”(BRT ) contient les routes les plus courtes
menant vers tous les brokers du réseau.
Dans le but de reconstruire l’arbre logique à chaque changement de topologie, ces tables
sont mises à jour périodiquement. En effet, chaque broker détecte périodiquement son
voisinage et propage en conséquence la topologie du réseau à tous ces voisins noté SD .
Chaque mise à jour de la table sera donc accompagnée par une attribution d’un numéro
de séquence. Ceci lance bien évidemment une mise à jour au niveau des tables BNT et
BTT des voisins SD dans le cas ou le numéro de séquence des messages reçus par D est
plus grand que celui existant dans les tables appartenant à SD . Finalement, la table BRT
est mise à jour en recalculant la route la plus courte menant vers les voisins.
Les Figures 2.12 et 2.13 montrent le processus de construction dynamique du réseau
logique (de brokers) dans le réseau MANET. Sur ces Figures, la table BNT est présentée
par une matrice qui décrit le nombre de sauts logiques entre les brokers.
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nœud physique
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lien physique
Réseau logique
D3
Fig. 2.12 – Topologie initiale
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Fig. 2.13 – Topologie après le déplacement du nœud 2
Partant de la topologie initiale ou les quatre brokers ont le même arbre logique (A-B,
B-C et B-D), le réseau subit des changements par mobilité du nœud 2. Ceci engendre la
rupture des deux liaisons 2-B et 2-1 et l’établissement d’un nouveau lien 2-C. Le nœud C,
étant le premier qui a commencé la procédure de mise à jour, s’aperçoit que le nœud D
devient son voisin. Pour cela, il ajoute le lien C-D à sa table BNT, et propage ce changement
à ses voisins B et D. Ces derniers mettent à jour leurs tables tout en ajoutant le lien C-D.
Ensuite, les brokers B, C et D reconstruisent leurs tables BRT tout en se basnat sur la
topologie actuelle du réseau logique composé comme suit : (A-B, B-C, B-D, et C-D). En
conséquence, la route qui sera considérée afin d’acheminer les évènements entre C vers
D est :C−→ 2 −→ 3 −→ D. Cette route est différente à celle de l’approche statique qui
correspond à : C−→ 5 −→ B −→ 5 −→ C −→ 2 −→ 3 −→ D.
X Synthèse
Le système décrit précédemment propose un mécanisme d’optimisation périodique des
routes tout en considérant celles les plus courtes moyennant une reconstruction dynamique
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de l’arbre logique. Cependant, ce système est bâti sur une hypothèse forte qui suppose que
le chemin le plus performant est toujours le plus court.
Par contre, le système n’utilise aucun mécanisme de surveillance de l’état des liens.
En effet, lorsqu’un broker s’éloigne de ses voisins brokers, une dégradation de la qualité
d’un ou de plusieurs liens avec ses voisins pourrait se produire. Cette dégradation n’est pas
perceptible par le système et ne sera pas traitée.
C
B
A
D lien physique
C
Réseau physique
broker
nœud physique 
route actuelle 
 
Fig. 2.14 – Problèmes posés par [CS05]
L’exemple de la Figure 2.14 fait que si le broker C s’éloigne de ses voisins, une
dégradation de la latence du lien B-C se produit. Sur le réseau, aucune autre route plus
courte n’est disponible. Face à ce problème, le système ne pourrait pas réagir et sera obligé
d’adopter la route B-C même avec des performances moyennes ou médiocres en termes de
latence.
– 2. Le système Harmony
Harmony [KKY+10, YKK+09] est un système publier/souscrire qui gère la mobilité des
nœuds brokers en adoptant une étape d’analyse proactive. Harmony assure une gestion de
la QdS en termes de latence et taux de perte. Pour achever ceci, chaque broker contient un
agent responsable de collecter des mesures de latence et de taux de perte. Périodiquement,
Harmony cherche proactivement la route optimale. Il compare la latence relative à la route
actuelle avec celle assurée par le meilleur chemin. Le système échange donc de route si
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la différence entre les deux mesures de latence est inférieure à un seuil prédéfini par l’ap-
plication. Le seuil utilisé dans cette étape est fixé par l’application et associé à un sujet
donné.
X Synthèse
Le système Harmony assure une satisfaction des exigences de l’application en termes
de QdS notamment au niveau de la latence. Néanmoins, le système utilise des seuils figés
et spécifiques à un sujet bien déterminé. De ce fait, les techniques utilisées ne pourraient
pas être appliquées pour un système basé contenu. De plus, l’envoi sur les routes multiples
peut causer la saturation du réseau. Finalement, l’étape de sélection de routes multiples
restreint son utilisation aux topologies cycliques.
– 3. Le système Q
Le système Q [MA05] est un système basé évènement qui maintient un niveau de qualité
de service acceptable moyennant des optimisations périodiques au niveau des liens logiques.
Q s’adapte aux changements de la topologie moyennant une interaction cross layer. Cette
interaction se résume à travers une communication établie entre le niveau logique avec le
niveau réseau afin d’obtenir l’information concernant la topologie du réseau. Equipé de
cette information, le système introduit des opérations de reconfiguration afin de garantir
une efficacité de communication.
À travers cette communication cross-layer, une comparaison est affectée entre la dis-
tance logique (nombre de brokers intermédiaires) séparent deux nœuds avec la distance
physique entre les mêmes nœuds en termes de nombre de sauts physiques. Donc, si le
résultat de comparaison indique qu’il existe un chemin physique plus court (en termes de
nombre de sauts) que celui du chemin logique adopté, le système procède à une substitution
de ces deux liens. De cette manière, Q adopte toujours les liens logiques les plus courts.
La technique de détermination des longueurs des chemins logiques est achevée moyen-
nant des messages de type Ping entre les producteurs et les consommateurs. Dans le
système Q, un producteur émet périodiquement un message de type Ping. A la réception
d’un message de type Ping, chaque broker, inclut son identifiant dans l’entête du message.
Ce message est transmis de près en près vers les brokers voisins. De cette façon, chaque
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broker sera capable à travers les messages Ping de déterminer son niveau dans l’arbre
logique. Cette valeur offre donc au broker la possibilité de déterminer le nombre de sauts
logiques le séparant de ses voisins. Comparée avec le nombre de sauts physiques entre les
mêmes nœuds, cette valeur pourrait être un indicateur d’une optimisation possible pour le
système Q. En fait, si le broker se rend compte à travers cette comparaison qu’une meilleure
solution existe, il déclenche une opération de reconfiguration. L’exemple de la Figure 2.15
décrit cette opération.
C1
1
1 2
1 2 5
1 2 6
D1
D5
D4
D2 D6
P1
1 2 3 4
1 2 3
C2
DPD4-D1=1 saut
DLD4-D1=3 sauts (D4-D3-D2-D1)
D3
broker 
producteur 
consommateur
niveau physique
niveau logique
message PING 
C3
Fig. 2.15 – Optimisation des routes par cross layer dans Q
Sur cet exemple, le producteur P envoie périodiquement des messages de type Ping vers
ses voisins. Ce message est transmis de près en près (via le lien P − D1 − D2 − D4 − S2)
vers le consommateur S2.
Ce dernier D1 en consultant les identifiants figurant sur le message reçu, s’aperçoit qu’il
est à trois sauts de D1. En consultant sa table de routage, il note qu’il est à un seul saut de
D1. S2 émet donc une désouscription de D4 et se souscrit sur D1. Cette stratégie offre au
système Q la possibilité d’améliorer les routes d’une façon périodique et donc d’économiser
la latence prise par les évènements en adoptant toujours les routes présentant un minimum
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de distance entre les nœuds logiques.
X Synthèse
Le système Q opère à travers une reconfiguration préventive afin d’adopter les routes
les plus courtes du réseau. Ceci pourrait minimiser la latence d’une part, et engendrer la
dégradation d’autres paramètres de QdS, d’autre part.
C1
1
1 2
1 2 5
1 2 6D1
D5
D3
D2
D6
P1
C2
DPD3-D1=1 saut
DLD3-D1=2 sauts (D3-D2-D1)
1 2 3 broker 
producteur 
consommateur
niveau physique
niveau logique
message PING 
Fig. 2.16 – Limite du système Q
Dans la Figure 2.16, le broker D3 se détache de son voisin D2 et joint D1.
Cette opération pourrait être inutile si la latence sur le chemin (D1-D2- D3) est inférieure
à celle trouvée par celle de la nouvelle route résultante de l’opération d’optimisation. On
peut donc déduire que le système ne contient pas un module de supervision du système et
considère que le seul facteur influant sur la latence est le nombre de sauts.
– 4. Le système dynamic publish/subscribe [TKKR09]
Dans [TKKR09], les auteurs offrent une démarche probabiliste qui permet de satisfaire
les contraintes exigées par les souscrits en termes de latence. Pour ce faire, chaque client
consommateur spécifie des bornes concernant la latence requise pour son besoin sur le
chemin lui séparant du producteur. D’autre part, chaque consommateur maintient une
connaissance sur les valeurs de latence sur chacun des liens le reliant avec ses voisins dans
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le réseau logique de brokers. Ceci est déterminé grâce à des interactions inter-couches
(cross layer) au sein du système. Une comparaison entre ces deux valeurs de latence (celle
exigée et celle fournie par le système) mène le consommateur à calculer la probabilité
de satisfaction de ses contraintes sur le chemin de bout en bout partant du producteur.
L’analyse présentée dans ce travail est préventive du coup qu’elle permet au consommateur
d’avoir une idée à l’avance sur le service qui pourrait être fourni par le système afin de
prendre les mesures correctives nécessaires pour la satisfaction de ses contraintes.
2.3.3 Synthèse
Les méthodes de monitoring et d’analyse présentées proposent, d’une part, une collecte
des mesures de QdS à travers des messages spécifiques de type Ping qui apportent un
trafic supplémentaire au système. D’autre part, l’analyse pourrait suivre soit une approche
réactive, soit une approche proactive. La première met en place des détecteurs de pannes
actifs à l’aide des messages Ping et Heartbeat. De plus, l’analyse réactive fait appel à des
seuils fixes qui ne tiennent pas compte des changements de l’environnement. L’approche
proactive part du même objectif que l’analyse réactive, et propose des traitements préventifs
qui calculent des valeurs estimées de certains paramètres de QdS dans le but d’anticiper
les pannes.
Face aux problèmes de QdS, sans cesse grandissante, des systèmes publier/souscrire sur
MANET, nous proposons une gestion de la QdS qui combine les deux aspects proactif et
réactif de l’approche d’analyse.
Notre approche, contrairement à ce qui existe dans la littérature, fait recours aux messages
propres du système publier/souscrire afin de collecter les mesures de QdS.
En outre, notre approche n’ impose pas une forme prédéfinie d’analyse. Au contraire, nous
offrons au développeur la possibilité de choisir la forme d’analyse la plus adéquate aux
exigences de son application en termes de QdS.
Du point de vue langage de souscription, notre approche n’est pas restreinte à un système
publier/souscrire bien déterminé, d’ailleurs, elle est générique et supporte tout type de
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langage de souscription. Finalement, notre approche se base sur des seuils adaptatifs, au
lieu des seuils fixes, qui tiennent en compte du contexte ad-hoc et des variations fréquentes
en termes de QdS affectant ce type de réseau.
D’autres solutions dans la littérature adressent une gestion de la QdS aux niveaux des
phases de monitoring et d’analyse à travers un équilibrage de charge.
Ces systèmes utilisent, de même que les travaux cités, des techniques de comparaison par
rapport à des seuils fixes afin de détecter les dégradations de charge.
Dans ce qui suit, nous donnons un aperçu sur quelques systèmes publier/souscrire traitant
la charge comme paramètre de QdS dans les réseaux MANET.
– 1. Le système Padres
Dans [YHA10], Jacobson et al. ont mis en place un système appelé Padres. C’est
un système publier/souscrire basé contenu développé par le groupe de recherche sur les
systèmes ”Middleware” de l’Université de Toronto [FJLM05]. Ce système prend en charge
différentes fonctionnalités. En effet, PADRES comporte des algorithmes de détection de
pannes capables de gérer différentes classes d’échecs et de garantir le fonctionnement
continu du système. Outre, ce système offre un mécanisme d’équilibrage de charge dans le
réseau assurant qu’une charge excessive est également répartie entre les différents brokers
dans le but d’améliorer la disponibilité et la robustesse du système.
En général, le composant responsable de l’équilibrage détecte non seulement la sur-
charge des nœuds brokers mais aussi le déséquilibre entre ces différents nœuds. Cette
détection est assurée en passant obligatoirement par une phase de monitoring. Cette
dernière est élaborée en ayant recours à des messages spécifiques PIE2 transmis afin d’ob-
tenir des informations concernant les paramètres de performances. Ces paramètres se-
ront utilisés par la suite par les algorithmes de décharge dans le but d’établir la session
d’équilibrage. Parmi ces paramètres, nous distinguons le taux d’utilisation des messages en
entrée Ir . En fait, ce paramètre reflète le temps de traitement ainsi que le taux d’utilisation
CPU3 mais aussi la durée de temps pendant laquelle les messages entrants restent dans la
2Padres Information Exchange
3Central Processing Unit
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file d’attente du broker.
Ir =
ir
mr
(2.4)
avec Ir représente le taux des publications (en nombre de messages par secondes) et mr
présente le nombre de messages traités par seconde. A partir de là, si Ir dépasse une
valeur seuil prédéfinie qui vaut 1, une panne est notifiée et une session d’équilibrage est
immédiatement déclenchée.
X Synthèse
Padres offre un mécanisme d’équilibrage de charge intégré dans chaque broker incorpo-
rant un composant de monitoring ainsi qu’un détecteur de pannes visant à assurer un état
meilleur pour tout le système. Outre, il traite aussi bien la congestion des nœuds que la
saturation des liens. Néanmoins, ce système Publier/Souscrire n’est pas appliqué dans des
contextes dynamiques comme les réseaux ad-hoc. De plus, Padres ne tient pas compte de
la charge provenant des publications, en effet, le mécanisme d’équilibrage agit seulement
sur les souscrits en les migrant d’un broker saturé à un broker moins chargé. D’autre part,
Padres considère des paramètres statiques intervenant dans les calculs des métriques de
performances. Ceci s’oppose à la dynamicité des réseaux ad-hoc.
– 2. Le système HyperSub
Dans [YZH07], Yang et al. ont proposé un système publier/souscrire basé contenu
appelé HyperSub. Ce système offre la possibilité d’assurer un équilibrage de charge entre
les brokers dans le réseau. De ce fait, le paramètre à surveiller dans ce système est la
charge d’un broker qui est déterminée en fonction du nombre de souscriptions que le broker
maintient dans sa table. Pour ce faire, le monitoring dans HyperSub s’effectue en se basant
sur l’échange de messages spécifiques. Ainsi, pour obtenir l’information concernant la charge
de ses voisins, un broker B1 envoie un message contenant sa charge à l’ensemble des voisins
situés à un saut ainsi que ceux situés à deux sauts de B1. Par la suite, le nœud B1 est
désormais chargé ou saturé si sa charge dépasse une valeur seuil définie par :
S = L × (1 + δn) (2.5)
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avec L dénote la moyenne des charges des voisins à un sauts et à deux sauts de B1. Confronté
avec ce problème de surcharge, le nœud B1 choisit un ensemble de nœuds voisins non chargés
auxquels il migre sa charge.
X Synthèse
Bien que HyperSub offre un mécanisme d’équilibrage de charges entre l’ensemble des
brokers dans le réseau, la technique de monitoring qu’il utilise se base sur l’échange de
messages spécifiques. Cet échange risque de causer un trafic supplémentaire ce qui peut
engendrer la congestion du réseau. D’autre part, la technique d’analyse mise en œuvre se
base essentiellement sur la comparaison par rapport à une valeur seuil fixe. Ceci reste non
convenable dans des contextes dynamiques dans lesquels les métriques de performances
subissent des fluctuations continues.
2.3.4 Localisation des pannes
Le module d’analyse intègre aussi un sous module de diagnostic qui cherche à localiser
la panne une fois identifiée afin de remédier à la défaillance et empêcher tout échec du
système.
2.3.4.1 Définition de la panne
Selon [SLM10], une panne est un évènement qui se produit dans le système et qui cause
une déviation du service offert par le système par rapport au service correct. Cet évènement
cause aussi une ou plusieurs performances non désirées du comportement du système. Une
panne peut se produire d’une façon soudaine ou peut se produire lentement (par étapes).
Dans notre contexte, une panne est une augmentation progressive des valeurs de latence
sur les liens logiques transférant les évènements.
2.3.4.2 Types de pannes dans les systèmes publier/souscrire
Une étude de l’existant nous a amené à identifier les catégories de pannes prises en
compte par les systèmes publier/souscrire [CER13]. Cependant, ces systèmes ne précisent
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pas la technique utilisée pour la localisation des pannes.
Trois catégories de pannes peuvent se produire dans ces systèmes (Figure 2.17).
Types de pannes
Perte de messagesInterrupt ionsPannes du réseau 
délai 
imprévu des 
messages
désordre des 
messages
au niveau 
des liens
au niveau 
des nœuds
Fig. 2.17 – Types de pannes pouvant affecter les systèmes publier/souscrire
– Pannes provenant du réseau : un comportement anormal du réseau peut engendrer
des pannes au sein du système publier/souscrire. Cette anomalie peut être causée
par :
– a) un délai imprévu des messages : le temps nécessaire pour échanger des
évènements sur le réseau pourrait être plus grand que celui offert par le lien. Ceci
pourrait survenir à cause d’une congestion ou une surcharge des nœuds ou des
liens.
– b) un désordre au niveau des messages : les messages peuvent être reçus suivant
un ordre différent de celui qui été utilisé lors de l’envoi par les producteurs. En
effet, les messages arrivent aux souscrits selon différents chemins. De ce fait, les
messages ayant traversés les plus court chemins arrivent aux destinations avant les
autres.
– Interruptions des liens ou des nœuds : les pannes matérielles ou logicielles peuvent
affecter les nœuds causant ainsi un mal fonctionnement du système. De même, les
liens peuvent devenir inadéquats lors de la perte de connectivité.
– Perte de messages : les évènements peuvent être perdus, soit au moment de l’envoi
d’un message, de la réception d’un message ou sur le canal transférant le mesage
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entre la source et la destination.
2.3.4.3 Méthodes de diagnostic
D’après la littérature, il n’existe pas de méthodes de diagnostic spécifiques pour les
systèmes basés évènements. Par contre, ces méthodes ont fait preuve de leur efficacité dans
d’autres domaines. Les méthodes de diagnostic ou de localisation des pannes peuvent être
classées comme suit.
– 1. Diagnostic basé règles
Les techniques de diagnostic à base de règles [SPKG12, WD09] se basent sur les systèmes
experts fondés sur un ensemble de règles prédéfinies par un expert du domaine. La for-
mulation des règles se basent sur des normes et prennent la forme (si-alors). De ce fait,
chaque règle est composée d’une première partie (la partie si) appelée prémisse, et d’une
deuxième partie (partie alors) appelé conclusion. Par exemple, la règle suivante :
”Si le taux d’utilisation de la charge CPU dépasse la valeur 90 alors le nœud est chargé.”
indique que : dès que la valeur de CPU devient supérieure à 90, le système détecte une
surcharge qui provient exactement de la charge CPU.
La mise en place de plusieurs règles fait appel à des méthodes d’inférence qui permettent
leurs combinaisons afin de déduire la ou les causes de pannes.
X Synthèse
Bien que ces règles sont construites et interprétées par des experts, elles ne peuvent
pas identifier des pannes imprévues ou utiliser des règles qui n’étaient pas spécifiées dans
la base de règles. De ce fait, le rôle du diagnostic à base de règles reste limité, vu qu’il ne
peut pas couvrir toutes les pannes possibles.
– 2. Diagnostic basé sur des méthodes statistiques
Ces méthodes de diagnostic [SPKG12, WD09] exploitent des méthodes statistiques
telles que la corrélation, la comparaison des histogrammes, les théories de probabilités,
etc. Les techniques de corrélation, fréquemment utilisées dans ce contexte, analysent des
données historiques afin de découvrir automatiquement les relations qui existent entre
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chaque paire de métriques. Plus précisément, la corrélation permet de déduire les relations
de causalité qui pourraient exister entre les symptômes de pannes et les causes.
X Synthèse
Les méthodes statistiques doivent être utilisées avec précision. En effet, une erreur peut
engendrer des fausses localisations de pannes. Par exemple, si une série de données était
faussement estimée à une série normale, ceci peut engendrer des taux élevés d’erreurs de
précision.
– 3. Diagnostic basé sur des machines d’apprentissage
Les machines d’apprentissage [SPKG12, WD09] se basent sur une première phase d’ap-
prentissage et une deuxième phase de validation ou de test qui tire des résultats en se
basant sur le modèle d’apprentissage. Ces techniques font recours à diverses techniques
statistiques afin de localiser les pannes. En effet, afin de réaliser l’apprentissage, le système
utilise des données connues de l’état de bon fonctionnement et d’échec du système, dans
le but d’apprendre quelles sont les métriques les plus corrélées avec les états d’échec. Ceci
permet, donc, de former une base d’apprentissage contenant les métriques ou les compo-
sants du système les plus responsables de l’occurrence de pannes. De ce fait, le système
sera guidé plus tard à localiser finement les pannes affectant le système.
X Synthèse
Les techniques d’apprentissage permettent une localisation des pannes en identifiant
les composants du systèmes ou les métriques les plus corrélés avec les états de défaillance.
Cependant, ces techniques peuvent devenir non précises quand le nombre de métriques ou
de symptômes devient important.
De plus, un réapprentissage est toujours requis dans la cas ou le comportement du
système varie fréquemment. A défaut, le diagnostic sera erroné. De ce fait, ce type de diag-
nostic ne pourra pas être appliqué dans les situations ou le système change fréquemment
de comportement et subit toujours des perturbations et des dégradations.
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2.3.4.4 Récapitulation
Notre étude effectuée autour des méthodes de diagnostic a identifié trois classes prin-
cipales : des méthodes basées sur des règles, d’autres basées sur l’apprentissage, et des
méthodes basées sur des lois statistiques.
Adopter les méthodes basées règles ou celles basées sur des machines d’apprentissage dans
notre contexte pourrait donner des résultats erronées dans certaines conditions. Par ailleurs,
une règle qui est définie dans un contexte d’utilisation demeure inadéquate quand le réseau
change d’environnement. Egalement, un apprentissage effectué à un instant t pourrait don-
ner des résultats invalides à l’instant t + ∆t vu la dynamicité du réseau.
Par conséquent, il serait presque impossible d’établir un modèle de référence ou d’appliquer
les méthodes basés règles ou celles basées sur l’apprentissage dans un contexte caractérisé
par la dynamicité et le changement fréquent de l’état du système.
Nous avons donc opté pour les méthodes statistiques afin de localiser les pannes dans notre
système. Plus particulièrement, nous avons adopté la méthode de corrélation afin de mesu-
rer l’intensité de la liaison entre la variation de la latence d’une part et les causes possibles
de cette variation.
2.4 Conclusion
Dans ce chapitre, nous avons fourni un état d’art concernant les méthodes de monitoring
et d’analyse existantes ainsi que les systèmes publier/souscrire adoptant ces méthodes.
Quant au monitoring, nous avons décidé de faire recours aux messages propres du
système publier/souscrire pour échapper de la surcharge engendrée par les messages
spécifiques tels que les messages ping et hearbeat cités dans la littérature.
De plus, la nature dynamique du réseau MANET nous a incités à adopter une méthode
d’analyse qui se base sur la comparaison des paramètres de QdS par rapport à une valeur
seuil. Contrairement à ce qui existe dans le littérature, cette valeur devra être dynamique
pour répondre à la mobilité fréquente et au changement d’état qui pourrait affecter le
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réseau ad-hoc.
Quant aux méthodes de diagnostic, une étude approfondie nous a incités à adopter les
modèles de diagnostic qui font pas référence à un modèle préétabli telles que les méthodes
à base de règles ou d’apprentissage vu la dynamicité du réseau MANET. Plus parti-
culièrement, nous avons adopté une méthode statistique dans l’élaboration de notre module
de diagnostic mesurant la dépendance et les relations de causalité entre les symptômes et
les causes.
Dans le chapitre suivant, nous présentons les modules de monitoring et d’analyse en-
globés dans le modèle analytique orienté QdS proposé.
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3.1 Introduction
Face à ses topologies dynamiques, ses capacités limités, les réseaux MANET requièrent
des contraintes additionnelles par rapport aux réseaux filaires. Combinés avec l’accroisse-
ment des applications multimédias ainsi qu’une large gamme d’applications mobiles, le fort
besoin de garantir la qualité de service nous a mené à proposer notre modèle analytique
orienté QdS. Le modèle analytique orienté QdS est proposé comme solution aux problèmes
de (QdS) des MANET et ses contraintes particulières.
L’objectif fondamental du modèle proposé est de permettre au système de se superviser
et d’analyser son état afin de détecter, voire prédire, les pannes pouvant l’affecter.
Dans notre contexte, une panne est une dégradation continue de QdS qui touche les liens
logiques du système. Elle représente les situations dans lesquelles les valeurs de latence
dépassent d’une façon continue le seuil.
Notre modèle analytique orienté QdS [LJC15] intègre au sein de chaque broker deux
modules interdépendants. Le premier module se charge d’exécuter la phase de monito-
ring, alors que le deuxième est responsable de la phase d’analyse visant à analyser les
dégradations affectant les liens logiques séparant les brokers voisins au niveau middleware.
Le module d’analyse comporte aussi une étape de diagnostic cherchant à identifier la cause
de la dégradation.
Ce chapitre présente l’aspect théorique de nos contributions dans le cadre de cette thèse.
Dans une première partie, nous exposons le module de monitoring proposé. En seconde
partie, nous détaillons le module d’analyse avec les trois volets d’utilisation possibles à
savoir l’analyse réactive, proactive et hybride.
3.2 Approche de monitoring proposée
En raison de la mobilité fréquente dans les réseaux MANET, le contrôle de la topologie
joue un rôle primordial dans le fonctionnement du système. Ce poids accordé à la mobilité
se traduit par une supervision permanente de l’état des liens à travers le calcul de la latence
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comme paramètre de performance de la qualité des liens.
De ce fait, nous visons dans le cadre de cette thèse, à maintenir une connectivité permanente
tout en supervisant la qualité des liens du réseau. Le but est, donc, d’atteindre un ensemble
d’objectifs tels que : assurer une connectivité permanente du réseau, offrir un support de
QdS acceptable pour les applications et augmenter la durée de vie du système.
Ainsi l’approche de monitoring que nous proposons est une approche distribuée, qui met
en place au sein de chaque broker un composant nommé ’moniteur’. Le moniteur proposé
utilise le trafic du système publier/souscrire pour mesurer les paramètres de performance
du système. De ce fait, il n’ajoute pas un trafic supplémentaire de type Ping ou Hearbeat.
La latence, considérée comme un paramètre de QdS pour la surveillance de la qualité
des liens, correspond au temps que requière un évènement pour transiter dans le réseau
d’une source à une destination.
L’approche que nous adoptons se base donc sur des calculs locaux (càd au sein de
chaque nœud broker) de la latence pour garantir un état meilleur du système.
La latence considérée est celle prise par un évènement pour transiter entre deux brokers
voisins au sein du service d’évènements. Ainsi, quand un évènement E1 transite d’un broker
B1 vers son voisin B2, la latence est calculée par le broker récepteur B2 à l’aide de la formule
suivante :
Latence = tr éception − tenvoi ± offset (3.1)
Où :
– tr éception : est le temps de réception du message par le broker B2.
– tenvoi : est le temps d’envoi du message par le broker B1.
– offset : désigne la différence entre les temps indiqués par les horloges des deux brokers.
Dans le but de calculer l’offset [SBK05], le nœud B2 envoie un message
synchronisation pulse à B1 contenant la valeur de T1. Le broker B1 reçoit ce message
à l’instant T2, il envoie un message d’acquittement vers B2, contenant T1, T2 et T3. B2
reçoit cet acquittement à l’instant T4. En supposant que le délai de propagation et le
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décalage horaire sont constants pendant une durée de temps faible, B2 calcule le décalage
d’horloge qui le sépare de B1 moyennant l’equation 3.2 :
offset =
(T2 − T1) − (T4 − T3)
2
(3.2)
Sur la Figure 3.1, T1 et T4 présentent les temps mesurés par l’horloge de B2. De même,
T2 et T3 présentent les temps mesurés par l’horloge de B1.
T1 T4
T2 T3
Broker B2
Broker B1
Fig. 3.1 – Synchronisation des horloges
En l’absence d’un trafic dans le système publier/souscrire, le module de monitoring
envoie spécialement des messages vides (qui ne contiennent pas de notifications) servant à
mesurer la latence éventuelle entre brokers voisins et à superviser le système.
A la fin de la phase du monitoring, chaque broker dispose d’un fichier Log contenant l’ID
du broker récepteur de l’évènement, l’évènement, sa taille, le nombre de sauts physiques
séparant les deux brokers (celui qui a envoyé le message et celui qui l’a reçu) et la latence
mesurée.
3.3 Approche d’analyse proposée
Le module d’analyse développé dans le cadre de cette thèse exploite les valeurs de
latence issues du module de monitoring afin de décider concernant l’état du système. Il
permet au système de s’auto-contrôler afin de détecter les dégradations de QdS.
Chaque dégradation ou anomalie détectée sera traduite dans le cas échéant par des alarmes.
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L’analyse comporte aussi une étape de diagnostic qui vise à localiser la panne une fois
identifiée.
Bien que les applications cibles aient des contraintes variées en termes de QdS, notre modèle
traite toutes ces applications et offre une solution particulière pour chacune. Nous ciblons
ainsi toutes les applications allant des plus critiques ayant des exigences dures en QdS vers
celles les plus tolérantes en QdS.
L’approche proposée offre donc au développeur une variante de fonctionnalités et lui
permet un choix varié entre trois formes d’analyse.
– une analyse réactive [LKJ12] : destinée pour les applications les moins sensibles aux
pannes telles que les applications multimédias, ou le vidéo-streaming. En effet, sans
qualité de service, les flux vidéos se dégradent, l’image devient saccadée, la voix et le
vidéo deviennent désynchronisées. Ceci fait que ces applications requirent aussi de la
QdS et présentent des besoins de QdS afin d’assurer une livraison fiable des données
multimédia.
– une analyse proactive [LGJC12, LMC12] : cette approche préventive est destinée
surtout pour les applications les plus sensibles aux pannes telles que les applications
de gestion de crise. Ces applications requièrent des garanties strictes en termes de
qualité de service et présentent des contraintes qui mettent l’accent sur le délai ou
encore la latence. En effet, la panne causée par un retard d’acheminement des données
dans de telles situations engendre des dégâts et même des catastrophes.
– une analyse hybride [LJDC15] : c’est une combinaison entre les deux formes d’ana-
lyse précitées. Cette forme d’analyse est une variante d’amélioration de l’analyse
réactive. Elle pourrait être utilisée quand le système présente des dégradations même
en présence de l’analyse réactive. La solution est donc de migrer vers l’analyse proac-
tive afin d’anticiper les pannes et stabiliser le système.
La Figure 3.2 illustre le module d’analyse proposé.
74
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M odule d’analyse
Analyse réact ive Analyse proact ive
Analyse hybride
Applicat ion de
gest ion de crise..
Applicat ion 
mult imédia..
Fig. 3.2 – Module d’analyse proposé
Dans ce qui suit, nous détaillons ces trois formes d’analyse chacune à part.
3.3.1 Analyse réactive
Les applications multimédias, comme étant des applications de traitement de l’infor-
mation de tout type (vidéo, texte, son...) présentent des contraintes en termes de QdS. Ces
contraintes mettent l’accent sur le délai. En effet, un flux vidéo dont la voix et le son ne
sont pas synchronisés est jugé de mauvaise qualité. De plus, une vidéo dont le mouvement
apparâıt lent entrainera la désatisfaction des clients.
Afin de remédier à ces insuffisances, nous proposons au sein de notre approche un
module d’analyse réactive destiné pour cette gamme d’applications.
Nous proposons ainsi un module d’analyse réactive dont l’objectif est de détecter les
dégradations de QdS affectant le système. Le détecteur de panne ainsi proposé cible les
situations où les valeurs de QdS plus précisément les valeurs de latence dépassent d’une
façon continue le seuil des valeurs acceptables. Ceci nous mène à utiliser les chroniques
temporelles qui empêchent de considérer les violations transitoires de QdS.
L’analyse réactive proposée se base donc sur une comparaison des valeurs de latence
issues à partir du module de monitoring par rapport à une valeur seuil adaptative. Cette
valeur évolue dynamiquement au cours du temps en fonction des variations du contexte
ad-hoc.
A ce stade, il est légitime de se poser la question : Comment déterminer le seuil des
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valeurs de latence ?
La façon traditionnelle la plus simple est de calculer les valeurs du seuil est d’utiliser
un seuil égal à la moyenne des valeurs de latence augmentés par un intervalle de confiance.
Cependant, ces calculs demeurent incohérents vu que les valeurs de la latence subissent sou-
vent des fluctuations transitoires associées à la mobilité fréquente des nœuds déclenchant
par la suite un processus de recherche de routes.
La considération de ces violations et de ces valeurs non stables de latence produisent des
calculs biaisés du seuil (Figure 3.3).
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Fig. 3.3 – Fluctuations observées des valeurs de latence
L’idée donc derrière le détecteur de panne proposé est de considérer séparément les va-
leurs maximales de la série pour former le seuil. Ces valeurs maximales présentent une
frontière infranchissable par les mesures de latence. C’est ainsi qu’apparait le besoin d’ap-
pliquer le Théorème des Valeurs Extrêmes (TVE) dans le but de produire une modélisation
particulière des valeurs extrêmes de la série temporelle formée par les valeurs de latence.
Le Théorème des Valeurs Extrêmes permet d’étudier d’une façon quantitative les
enlèvements et les baisses associées à la série et représentant les valeurs extrêmes d’une
distribution [Lon95]. Suivant cette théorie, une nouvelle série représentant les valeurs maxi-
males de la distribution est formée.
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Cette nouvelle série formée des valeurs maximales de latence, pourrait être modélisée à
l’aide d’une des trois distributions suivantes :Gumbel, Fréchet et Weibull [KN00] appelées
respectivement valeur extrème type I, II, et III. Ces modèles ont été largement utilisés dans
les domaines de finance, d’économie, de télécommunications, ...
Il est important de noter que les lois de Gumbel et Fréchet servent à modéliser les va-
leurs extrèmes les plus larges (valeurs maximales), tandis que la loi de Weibull est reliée
aux valeurs minimales d’une série donnée. Ainsi, les lois qui peuvent modéliser les valeurs
maximales de latence sont la loi Gumbel et la loi de Fréshet.
La représentation graphique de la variable réduite en fonction de la série des valeurs maxi-
males est un bon indicateur de la loi adéquate (voir Section 3.3.1.1). En effet, si les points
représentant les valeurs maximales de la distribution sont approximativement alignées,
alors ces valeurs peuvent être modélisées à l’aide de la loi de Gumbel. Si en revanche, les
valeurs maximales ont tendance à se disperser vers le haut, les données sont vraisembla-
blement issues d’une loi de Fréchet.
Après ajustement de la série des valeurs maximales à la loi de correspondante, nous pou-
vons calculer la valeur initiale du seuil à travers des formules mathématiques liées à la loi.
Une fois obtenue, cette valeur initiale du seuil est mise à jour dynamiquement moyennant
la formule de la Moyenne Mobile Exponentielle. Nous formons ainsi une série de seuils que
nous appelons le seuil des valeurs maximales.
Toutes ces opérations mettent en place deux phases : une phase à régime transitoire et une
phase à régime permanent.
3.3.1.1 Phase à régime transitoire
Cette phase a pour finalité de déterminer la loi correspondante à la série des valeurs
maximales afin de calculer la valeur initiale du seuil. La longueur de cette phase représente
le nombre d’échantillons nécessaires afin de démontrer l’adéquation de la série des valeurs
maximales de latence à la loi.
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1. Extraction de la série des valeurs maximales
Notons par Latency(t) la série formée par les mesures de latence, issues du module de
monitoring. Tout d’abord, nous décomposons la série originale des valeurs de latence en
un ensemble de périodes de longueurs égales, noté T. Chaque période contient un nombre
N d’échantillons, fixé à base d’expérimentations. L’extraction de la série des valeurs maxi-
males de latence à partir de la série originale des mesures de latence est achevée à l’aide
de la formule suivante :
(QdSmax )i = max
k
latency(i ,k) (3.3)
avec k dans [1..N], et sachant que :
– (QdSmax )i est la valeur maximale de la latence extraite sur chaque période i. (i varie
entre 1 et le nombre de périodes dans la série des valeurs de latence.)
– latency(i ,k) est la valeur mesurée de la latence.
2. Détermination de la loi correspondante à la série des valeurs maximales :
la loi de Gumbel
Le but de cette étape est de déterminer la loi correspondante à la série des valeurs maxi-
males de latence et de s’en servir pour calculer la valeur seuil initiale.
Afin de déterminer la loi correspondante à la série des valeurs maximales de latence ; il
fallait d’abord trier les valeurs maximales de la latence récupérées sur chaque période T
suivant un ordre croissant.
Ensuite, nous attribuons un rang r à chaque valeur de la série. Finalement, on calcule,
pour chaque valeur de rang, une fréquence empirique moyennant la formule suivante :
Fe =
r − 0.5
ń
(3.4)
Avec :
– r est le rang attribué à chaque valeur maximale de latence.
– ń est le nombre d’échantillons formant la série des valeurs maximales.
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Ceci nous mènera à calculer la variable réduite U définie par :
U = ln(− ln(Fe))) (3.5)
A la fin de cette étape, nous modélisons les couples (U ,QdSmax ) par une représentation
graphique. Cette modélisation est très importante dans l’étape de détermination de la loi
des maximums. En effet, si les points du graphique sont approximativement alignés, alors
la serie des valeurs maximales correspond à la loi de Gumbel. Au contraire, si les points
du graphique ont tendance à se disperser vers le haut, alors la série des valeurs maximales
pourrait être modélisée à l’aide de la loi de Fréshet.
La droite obtenue dans notre cas, modélisant le couple (U ,QdSmax ), est un bon indi-
cateur de l’adéquation de la série des valeurs maximales à la loi de Gumbel. Cette doite
s’ecrit sous la forme suivante :
QdSmax = S ∗ U + x0 (3.6)
Le gradex S et le paramètre de position [bib] x0 représentent les deux paramètres de la loi.
Ces deux paramètres sont utiles pour le calcul de la valeur initiale du seuil.
Sur un graphique de Gumbel, nous pouvons retrouver les paramètres de la loi comme suit :
– pour U = 0 : on a QdSmax = x0.
– la pente de la droite est égale au gradex S .
Le calcul des paramètres de la loi de Gumbel est aussi possible à l’aide de la méthode des
moments qui consiste à confondre les moments des échantillons avec ceux théoriques de la
loi.
A l’aide de la méthode des moments, les paramètres x0 et S seront exprimés à l’aide
des formules suivantes :
x0 = µ−Sγ (3.7)
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S =
√
6
π
σ (3.8)
avec :
– σ est l’écart type des valeurs composant l’échantillon des valeurs maximales de la-
tence.
– µ est la moyenne de l’échantillon des valeurs maximales de latence.
– γ = 0.5772 est la constante de l’Euler.
Une fois calculés soit à l’aide de la méthode graphique ou à l’aide de la méthode
des moments, ces paramètres nous serviront à déduire les valeurs seuils initiales de la 
distribution de Gumbel étudiée. De ce fait, la valeur du seuil associée à cette distribution 
formée par les valeurs maximales est exprimée par l’Equation suivante  [GN08] :
SQdSmax = x0 − S ln[ln(
1
p
)] (3.9)
Où p est la probabilité de non dépassement du seuil.
En conclusion, la phase à régime transitoire est clôturée par le calcul de la valeur initiale
du seuil correspondant à la distribution formée par les valeurs de latence.
Cette valeur servira dans la phase à régime permanent pour tirer les valeurs du seuil à
chaque instant.
Le recours à une phase à régime transitoire nécessite aussi la mise en œuvre d’un mécanisme
de détection de panne pendant cette phase. Le modèle utilisé se base sur un seuil égal à
la moyenne des valeurs de latence augmentée par un intervalle de confiance. Ceci nécessite
que la série des valeurs moyennes extraites à partir de la série des valeurs de latence suivrait
la loi Gaussienne.
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3. Test d’adéquation de la série des valeurs moyennes à la loi de Gauss
Nous procédons d’abord à une extraction des valeurs moyennes de la série formée par les
valeurs de latence à l’aide de la formule suivante :
QdSmoy i =
1
N
N
∑
k=1
latencyi ,k (3.10)
avec k dans [1..N], et sachant que :
– QdSmoy i est la valeur moyenne de la latence extraite sur chaque période i. (i varie
entre 1 et le nombre de périodes dans la série des valeurs de latence.)
– latencyi ,k est la valeur mesurée de la latence.
– N est le nombre d’échantillons par période.
Ensuite, nous rangeons ces valeurs moyennes dans l’ordre croissant, nous obtenons ainsi une
nouvelle série notée QdSmoytriés . La moyenne de la série ainsi formée est calculée moyennant
la formule suivante :
QdSmoytriés =
1
ń
ń
∑
k=1
QdSmoy i (3.11)
Où ń est le nombre d’échantillons formant la série des valeurs moyennes.
Dans le but de réaliser le test de normalité de la série des valeurs moyennes, nous nous
sommes basés d’abord sur le test de Chapiro et Wilk. Ce test se base sur la comparaison
d’une valeur W avec une valeur Wcrit extraite de la table de Chapiro et Wilk (Table 2
(Annexe .1)) tout en adoptant un risque compris entre 1% et 5%. Par conséquent, si W
est supérieur à Wcrit , l’hypothèse de normalité sera valide. Sinon, l’hypothèse de normalité
sera rejetée.
Le nombre W, utilisé dans le test de Chapiro et Wilk, est calculé à l’aide de la formule
suivante :
W =
∑q
j=1(aj × dj )2
Z
(3.12)
sachant que :
– q est la partie entière du rapport ń/2, avec ń est le nombre d’échantillons des valeurs
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CHAPITRE 3. Modèle analytique orienté QdS
moyennes.
– les valeurs aj sont extraites de la Table 1 de l’annexe .1.
– Z est calculé à l’aide de la formule :
Z =
ń
∑
j=1
(QdSmoyj − QdSmoytriés )2 (3.13)
– dj est calculé comme suit :
d1 = QdSmoyń − QdSmoy1
d2 = QdSmoyń−1 − QdSmoy2
...
dj = QdSmoyń+1−j − QdSmoyj
(3.14)
Ces différences sont calculées avec 1 ≤ j ≤ q et
Le test de normalité est achevé sur les cinq premiers échantillons. Le même processus
est déroulé sur les échantillons qui suivent. En s’appuyant sur le théorème de la limite
centrale [Jol07], on pourrait affirmer que le reste de la distribution formée par les valeurs
moyennes pourrait être ajusté à la loi de Gauss de paramètres :
– µ : moyenne calculée comme suit :
µQdSmoy =
1
ń
ń
∑
i=1
QdS moyi (3.15)
– σ : valeur d’écart type calculé à l’aide de la formule suivante :
σQdSmoy =
√
√
√
√
1
ń
ń
∑
i=1
(QdS moyi − µQdSmoy )
2 (3.16)
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4. Détermination de la valeur du seuil correspondant à la distribution Gaus-
sienne
Après avoir montré l’adéquation de la distribution formée par l’ensemble des valeurs
moyennes à l’instant ti à la loi de Gauss de moyenne µQdSmoy et d’écart type σQdSmoy , reste
à calculer l’intervalle de confiance associé comme présenté dans la formule 3.17 :
intervalle confiance(ti) = [µQdSmoy (ti) − tα ×
σQdSmoy (ti)√
g
, µQdSmoy (ti) + tα ×
σQdSmoy (ti)√
g
]
(3.17)
Avec
– σQdSmoy (ti) et µQdSmoy (ti) sont respectivement l’écart type et la moyenne de l’ensemble
des échantillons formant l’historique de l’instant ti .
– g est le nombre d’échantillons formant l’historique de l’instant ti
– tα est la constante extraite de la table de Student (Voir Annexe .2)
En conclusion, nous obtenons le seuil à l’instant ti calculé en sommant la moyenne et
l’intervalle de confiance associés à l’instant considéré.
Seuil(ti) = µQdSmoy (ti) + intervalle confiance(ti) (3.18)
5. Détection de pannes dans la phase à régime transitoire
La détection de pannes durant la phase à régime transitoire est achevée en comparant
la valeur de la latence avec la valeur du seuil déterminé à l’aide de la Formule 3.18.
De ce fait, si la valeur de la latence à l’instant ti est inférieure au seuil, le système est
dans un bon état. Sinon, le système signale la présence d’une violation.
Un cumul de violations pourrait déclencher une alarme dans le système signalant la présence
de pannes durant la période de traitement. Le nombre de violations tolérés est fixé par
expérimentation.
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3.3.1.2 Phase à régime permanent
Dans cette phase à régime permanent, la détection des dégradations de QdS affectant
la série des valeurs de latence est réalisée en comparant les valeurs réelles de latence avec
celle du seuil. Nous rappelons que nous avons procédé au calcul de la valeur initiale du
seuil durant la phase à régime transitoire.
La détection est effectuée sur des périodes de temps. Durant chaque période, nous faisons
l’extraction de la série des valeurs maximales afin de calculer la valeur du seuil relative à
chaque période. Une fois calculée, nous comparons la valeur du seuil avec les valeurs de la
latence de la même période.
La phase à régime permanent est illustrée par la Figure 3.4 :
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Fig. 3.4 – Phase à régime permanent
Durant cette phase, nous avons utilisé des seuils adaptatifs qui prennent en compte des
dernières valeurs réelles de la latence. Ceci a pour objectif d’avoir plus de précision dans
les détections de pannes et d’éviter de considérer des seuils fixes qui pourraient devenir
inadéquats après une période de temps dans un contexte fréquemment mobile.
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Le recours à un seuil adaptatif durant la phase à régime permanent nous a incité à
utiliser la technique de la Moyenne Mobile Exponentielle pondérée EWMA1 qui met à jour
la valeur du seuil sur chaque période de temps T . Cette technique permet de déduire la
valeur seuil à l’instant t en tenant compte des valeurs précédentes [LS90] :
Seuilmaxi = λ
i−1
∑
j=0
(1 − λ)jQdSmax i−j + (1 − λ)iSQdSmax (3.19)
Avec :
– Seuilmaxi est la valeur du seuil correspondante à la période i .
– i est l’indice de la période.
– QdSmax i−j est la valeur maximale de latence obtenue sur la période i − j .
– SQdSmax est la valeur du seuil initial définie par la formule 3.9.
– λ est le poids qui permet de pondérer soit la valeur initiale du seuil soit les valeurs
précédantes du seuil. λ est compris entre 0 et 1.
Donc à la fin de chaque période T , nous procédons à une comparaison des valeurs de
latence relatives à chaque instant avec la valeur du seuil associée à la même période.
Dans le but d’éviter les fausses détections, nous avons recours à la notion de chroniques
temporelles. De ce fait, nous considérons que M dépassements successifs de la valeur du
seuil maximal est un signe d’une panne affectant les liens logiques entre les brokers voisins
au sein du système.
Afin de calculer une valeur pertinente de M, nous avons utilisé le fait que la probabilité
d’avoir M mesures de latence en état de violations doit être inférieure ou égale à une valeur
de risque spécifiée par l’utilisateur [HGDJ08].
P [MsuccLV ] ≤ Risk (3.20)
Soit :
– M : le nombre de violations successives menant à une détection de la dégradation de
1Exponentially Weighted Moving Average
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QdS.
– LV : correspond à la latence mesurée supérieure au seuil.
– LOK : corresponds à la valeur mesurée au dessous du seuil.
– Risk est la probabilité de défaillance spécifiée par l’utilisateur.
La probabilité que le message suivant soit en état de violation noté LV , est égale à la
probabilité d’être dans un état acceptable LOK multiplié par la probabilité de transition
de l’état LV , plus la probabilité d’être à l’état LV multiplié par la probabilité d’être dans
le même état à l’instant prochain.
P [anystate → LV ] = P [LOK ] ∗ P [LOK → LV ] + P [LV ] ∗ P [LV → LV ] (3.21)
De plus :
P [MsuccLV ] = P [anystate → LV ] ∗ P [LV → LV ]M−1 (3.22)
En remplaçant P [Msucc → LV ] dans la première equation, nous obtenons l’expression
donnant la plus petite valeur de N :
P [anystate → LV ] ∗ P [LV → LV ]M−1 ≤ (Risk) (3.23)
D’ou, nous déduisons : M ≥ λ avec
λ = 1 +
ln Risk
P [anystate→LV ]
ln(P [LV → LV ]) (3.24)
En choisissant une valeur de M supérieure à la plus petite valeur trouvée, nous obtenons
une précision de la détection.
3.3.1.3 Synthèse
L’analyse réactive proposée dans le cadre de cette thèse se base sur la comparaison de
la série temporelle formée par les valeurs de latence avec les valeurs du seuil des valeurs
maximales dans le but de détecter les dégradations de QdS pouvant affecter le système.
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Le seuil est calculé en se basant sur le Théorème des Valeurs Extrêmes et mis à jour
dynamiquement à l’aide de la Formule de la Moyenne Mobile Exponentielle.
Donc, si les valeurs de latence dépassent successivement le seuil, le module d’analyse signale
une alarme présentant une dégradation de QdS affectant le lien logique en question. Les
chroniques temporelles utilisés permettent une détection plus précise et éliminent les fausses
détections.
3.3.2 Analyse proactive
Certaines applications, telles que les applications de gestion de crise, sont sensibles aux
pannes et leurs productions pourraient mener le système à des situations graves voire même
catastrophiques. Dans ce contexte, notre approche propose un module d’analyse proactive
qui servira à prédire les pannes et empêcher leur production dans un système présentant
des risques importants.
L’analyse ainsi proposée est préventive du coup qu’elle se base sur une comparaison de la
valeur de la latence estimée avec la valeur du seuil estimée à un instant futur.
Une étude de l’existant [CHA, SLM10] a montré qu’il existe plusieurs méthodes statistiques
de prévision. Ces méthodes ont fait leurs preuve dans d’autres domaines et peuvent être
classées sous deux grands axes :
– Méthodes qualitatives [LTJ12] : ces méthodes font appel à une méthodologie non
mathématique. Elles utilisent des données provenant de l’expérience pour former une
base de connaissance utile pour réaliser des prévisions.
– Méthodes quantitatives [Wal12] : ces méthodes utilisent les observations du passé de
la variable pour prévoir son futur. Elles sont principalement utilisées pour réaliser
des prévisions à court terme. Parmi ces méthodes : la régression linéaire [Nau15], la
modélisation ARIMA [Tsa08].
Afin d’estimer les valeurs de latence, nous avons eu recours à des techniques de
prévisions quantitatives. En effet, la mobilité, comme étant la caractéristique majeure du
réseau ad-hoc, introduit des changements fréquent du comportement du système. Ce qui
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rend impossible l’utilisation des méthodes qualitatives.
En particulier, nous avons utilisé la méthode d’Auto Régression linéaire, dans un premier
lieu, et la méthode ARIMA (Integrated Weigted Moving Average Formula) [Tsa08], dans
un second lieu. L’utilisation de ces méthodes d’estimation nécessite le recours à une fenêtre
d’historique formée par les valeurs de latence à des instants précédents sur un intervalle de
temps noté ∆td .
temps
Δtd Δtp
t t+1
fenêtre d’observation
Fig. 3.5 – Relation entre le temps actuel et le temps de prédiction
Le module d’analyse proactive intégré dans notre modèle analytique orienté QdS est
responsable de calculer la valeur de la latence à l’instant futur t + 1 à partir de celle à
l’instant présent t et de comparer cette valeur avec le seuil correspondant au même instant.
Pour ce faire, nous avons utilisé des seuils adaptatifs qui s’ajustent dynamiquement en
réponse à la dynamicité du réseau. Pour cela, nous avons utilisé la Méthode de la Moyenne
Mobile Exponentielle. Cette dernière s’appuie sur les valeurs de la latence stockées dans
le fichier log ainsi que les valeurs du seuil calculées précédemment afin de déterminer la
valeur du seuil à l’instant t + 1.
Doté des valeurs estimées, le module d’analyse se charge de comparer ces deux valeurs
pour déduire l’état futur du lien logique et par conséquent prévenir sa défaillance. L’ap-
proche ainsi développée a pour but d’anticiper les pannes et garantir le bon fonctionnement
du système.
L’analyse proactive met en place deux phases : une phase à régime transitoire, là où nous
collectons les valeurs de la latence pour former une base capable d’effectuer les estimations,
et une phase à régime permanent durant laquelle nous effectuons les estimations et les
prédictions.
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3.3.2.1 Phase à régime transitoire
L’estimation des valeurs de la latence ne peut s’effectuer qu’après le stockage des valeurs
de latence pour former une base d’estimation. Donc le but de cette phase est de collecter
suffisamment de valeurs de latence afin d’effectuer les prédictions.
Durant cette phase, le système peut subir des fluctuations des valeurs de latence engen-
drant des dégradations de la qualité du lien entre les brokers. Ceci nous a incité à proposer
une méthode de détection de pannes afin de réagir face aux dégradations de QdS. Pour ce
faire, nous nous sommes basés sur le même principe de la méthode de détection utilisée
dans la phase à régime transitoire de l’analyse réactive expliquée précédemment.
Notre objectif dans cette étape est de s’assurer de l’adéquation de la série des valeurs
moyennes de la latence à la loi Gaussienne. Une fois que nous obtenons les 5 premières
valeurs de la moyenne des valeurs de latence, le test de normalité est entamé à l’aide du
test de chapiro et Wilk. Le calcul du seuil est donc possible à partir de la cinquième valeur
de latence. A l’aide du théorème de la limite centrale, nous affirmons que la série considérée
est ajustée à la loi Gaussienne. Dés lors, il est possible de comparer les valeurs de latence
par rapport à la valeur du seuil calculé à l’aide de la formule (3.18).
3.3.2.2 Phase à régime permanent
Comme expliqué précédemment, l’analyse proactive s’appuie sur des méthodes statis-
tiques afin d’estimer les valeurs de latence, ainsi que celle du seuil, et finit par comparer
ces deux valeurs afin de prédire une panne éventuelle.
Le digramme présenté à la Figure 3.6 montre les étapes constituant cette phase.
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Extract ion des valeurs de la 
latence à part ir du fichier log
Est imat ion de la valeur de la 
latence latencyt+1
Est imat ion de la valeur du 
seuil St+1
Latencyt+1
<= St+1
Incrémentat ion du nombre 
de violat ions (LV++)
LV<= 
M succLV
Déclenchement  d’alarme
Réinit ialisat ion du nombre de 
violat ions (LV=0)
Passage à l’échant illon 
suivant
[oui]
[oui]
[non]
[non]
Fig. 3.6 – Phase à régime permanent
1. Estimation de la valeur de la latence
– 1.Estimation basée sur l’Auto-Régression Linéaire
L’Auto-Régression [eBR06] linéaire est une méthode statistique qui permet de prédire
la valeur prochaine d’une variable tout en se basant sur une série temporelle de données.
En appliquant la formule d’Auto-Régression linéaire sur la valeur de la latence mesurée
entre deux brokers noté latencyt , nous pouvons calculer la valeur future de la latence qui
s’écrit comme suit :
̂latencyt+1 = b0 +
c
∑
i=1
bi × latencyt + e(t + 1) (3.25)
avec :
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– bi sont les coefficients d’Auto-Régression,
– c est l’ordre de l’Auto-Régression représentant le nombre d’observations à considérer,
– e(t + 1) est un termes d’erreur.
e(t + 1) = latencyt − ̂latencyt (3.26)
– latencyt est la latence à l’instant t − i .
Afin d’estimer la prochaine valeur de la latence noté ̂latencyt+1, nous nous sommes
basées sur une fenêtre d’observations glissante dans l’axe du temps dans le but de te-
nir compte des dernières valeurs de latence. La taille de cette fenêtre est fixée par
expérimentation.
L’étape de détermination de l’ordre c de l’Auto-Régression est importante vu qu’elle
permet d’identifier la dimension temporelle offrant le moyen d’obtenir de bonnes estima-
tions sur les valeurs prochaines. Une étude faite nous a permis de choisir le critère Akaike
Information Criterion AIC [Kni89] pour l’estimation du bon ordre c de l’Auto-Régression.
Ce critère permet d’estimer l’ordre c qui se base sur le choix des minimum des AIC.
Ainsi, selon ce critère, c vérifie :
c = arg minAICc (3.27)
Les AIC de chaque ordre variant entre 1 et 10 sont calculés à l’aide de la formule :
AICc = −2I [ln(σ̂c)2] + 2c (3.28)
Où
– I est la période d’observation càd le nombre d’échantillons considérés pour réaliser
les estimations.
– σ̂c est calculé comme suit :
91
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σ̂c
2 = (I − c − 1)−1
I
∑
t=c
et
2 (3.29)
L’application de l’équation 3.28, nous permet d’obtenir les valeurs adéquates à chaque
ordre. Nous choisissons donc la valeur minimale des AIC afin de préciser le bon ordre.
Cette première étape est clôturée par la détermination de l’ordre c, nous passons ensuite
à la deuxième étape permettant de déterminer les coefficients de l’Auto-Régression linéaire.
◦ Calcul des coefficients de l’Auto-Régression
Les coefficients d’Auto-Régression faisant la forme d’un vecteur b dans l’équation 3.25,
sont calculés à l’aide de la méthode des moindres carrés [Ber86] basée essentiellement sur
les équations de Yule-Walker.
Afin de déterminer le vecteur b, nous avons exploité l’estimateur des moindres carrées
représenté par l’équation 3.30.
b = (X IX )−1X IL (3.30)
Avec
– L : est un vecteur formé par les valeurs mesurées de latence de c + 1 à n (n
est le nombre d’échantillons formant la fenêtre d’observations. n = 50 dans notre
expérimentation).
– X : est une matrice s’écrivant comme suit :
X =








1 latencyc latencyc−1 . . . latency1
1 latencyc+1 latencyc . . . latency2
...
...
...
...
...
1 latencyn−1 latencyn−2 . . . latencyn−c








Finalement, moyennant l’équation 3.30, nous pouvons déduire les coefficients de l’Auto-
Régression linéaire.
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Dotée de tous les paramètres de l’équation 3.25, cette partie est clôturée par le calcul
des valeurs estimées de la latence à l’aide de la méthode d’Auto-Régression linéaire.
– 2.Estimation basée sur la méthode ARIMA
La méthode ARIMA est l’abréviation de Auto-Régression à Moyenne Mobile Intégrée.
C’est une méthode de prédiction statistique qui a pour but de calculer finement les erreurs
de prédictions afin de produire des prédictions plus précises.
ARIMA représente un cas particulier de la méthode d’Auto-Régression à Moyenne
Mobile (ARMA (f,r)) qui a la forme suivante :
(1 −
f
∑
i=1
(ϕiH
i))latencyt = (1 +
r
∑
i=1
θiH
i)εt (3.31)
avec :
– ϕi sont les coefficients de la partie AR (Auto-Régression).
– θi sont les coefficients de la partie MA (Moyenne Mobile).
– εt est un termes d’erreur.
– H est appelé opérateur de retard défini comme suit :
H i latencyt = latencyt−i (3.32)
avec
H 0 = 1 (3.33)
Un modèle ARIMA(c,d,r) est étiqueté des trois paramètres :
– f : le nombre de termes auto-régressifs.
– r : le nombre de moyennes mobiles.
– d : le nombre de différenciations.
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Dans notre étude, nous avons considéré un niveau de différentiation égal à 1. D’ou,
ARIMA (f,1,r) est équivalent à :
latencyt = µ +latencyt−1 +
f
∑
i=1
(ϕi)∗ (latencyt−i − latencyt−i−1)+εt +
r
∑
i=1
(Θi ∗εt−i) (3.34)
avec :
– la constante µ est un facteur défini par la formule suivante :
µ = Mean ∗ (1 −
f
∑
i=1
(AR(f )) (3.35)
Où :
Mean = (1/I − 1)
I−1
∑
i=1
(latencyi − latencyi−1) (3.36)
avec I est le nombre d’échantillons considérés pour réaliser les estimations.
Finalement, en appliquant la formule 3.34, nous obtenons les valeurs de latence estimées
à l’instant futur à l’aide de la Méthode ARIMA.
– 3.Estimation de la valeur du seuil
Afin de suivre les variations dynamiques de l’environnement, nous avons recours à
des seuils adaptatifs. Cette adaptation fait appel, à la Méthode de la Moyenne Mobile
Exponentielle EWMA [LS90]. Par définition, la méthode EWMA calcule les valeurs futures
du seuil en partant d’une combinaison entre la dernière valeur réelle d’observation avec la
dernière valeur prédite du seuil calculée à l’instant t-1.
A l’aide d’une moyenne pondérée de ces valeurs, EWMA calcule la valeur prochaine du
seuil St+1 :
St+1 = αlatencyt + (1 − α)St (3.37)
Où
– α : constante souvent comprise entre 0 et 1. α permet de pondérer soit la valeur de
la latence, soit la valeur du seuil. (dans notre cas, α est égale à 0,25).
– latencyt : la valeur mesurée de la latence à l’instant t.
– St : la valeur du seuil à l’instant t.
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3. Prédiction de pannes
Une fois calculée, la valeur prédite du seuil est comparée avec la valeur du seuil correspon-
dante au même instant.
Pour déclencher une alarme signalant la présence d’un risque éventuel, nous avons utilisé
la notion de chroniques temporelles. Considérons donc qu’une panne ne résulte qu’après M
dépassements successifs du seuil. Afin d’avoir une valeur précise de M, nous avons utilisé
l’inégalité suivante :
P [MsuccLV ] ≤ (1 − accurancy) (3.38)
La valeur de la précision notée accurancy est fixée par expérimentation. En effectuant le
même calcul que celui fait par les équations 3.21, 3.22, 3.23, nous obtenons :
M ≥ λ avec
λ = 1 +
ln accurancy
P [anystate→LV ]
ln(P [LV → LV ]) (3.39)
En atteignant la valeur M de violations permises, le module d’analyse proactive
déclenche une alarme signalant qu’une panne va éventuellement affecter le système.
3.3.2.3 Synthèse
Le module d’analyse proactive intégré au sein de l’approche proposée permet de réaliser
des prédictions des pannes dérivantes des fluctuations des valeurs de latence. Par ailleurs,
nous avons fourni dans ce module deux méthodes statistiques qui permettent de calculer
les valeurs estimées de la latence. En outre, les valeurs des seuils sont calculées et mises à
jour à l’aide de la méthode de la Moyenne Mobile Exponentielle EWMA. Des chroniques
temporelles sont utilisées dans le but d’effectuer des prévisions plus précises.
3.3.3 Analyse hybride
Le modèle analytique orienté QdS intègre aussi un module d’analyse hybride qui com-
bine les deux formes d’analyse pré-décrites. Cette analyse pourrait être appliquée si le
besoin à une analyse réactive se présente et que la contrainte de risque spécifiée par l’uti-
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lisateur n’est pas vraiment garantie. Dans ce cas, l’introduction de l’analyse préventive
pourrait stabiliser le système et aider à la satisfaction de l’utilisateur.
Le fonctionnement du système serait donc comme suit : le système déclenche d’abord
une analyse réactive durant laquelle il s’auto-contrôle en vérifiant la contrainte spécifiée
par l’utilisateur (Formule (3.20)). S’il note une violation de cette contrainte, le système
migre vers une analyse proactive.
Une fois que le système se stabilise, il revient de nouveau vers l’analyse réactive et le
cycle se répète. Le module d’analyse forme donc un cycle qui varie entre analyse réactive
et proactive.
Ceci a pour but de satisfaire toujours les contraintes spécifiées par l’utilisateur et d’assurer
un état acceptable du système.
Analyse 
proact ive
Analyse 
réact ive
Fig. 3.7 – Analyse hybride
3.3.4 Approche de diagnostic
Outre les modules d’analyse, le modèle analytique proposé dans le cadre de cette thèse,
introduit un module de diagnostic qui a pour but de chercher la cause de la dégradation
de QdS, une fois prédite ou détectée [LAJ+12].
Selon notre étude, l’élévation de la valeur de la latence, entre deux brokers voisins
B1 et B2 par exemple, est due soit à un déplacement de l’un des nœuds participant à la
communication, soit au chargement du lien qui les relie.
Ceci nous permet donc de classer les pannes selon trois catégories comme le montre le
tableau suivant.
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Tab. 3.1 – Sources de pannes
Catégories de pannes Source de pannes
mobilité B1 se déplace loin de B2
B2 se déplace loin de B1
B1 et B2 se déplacent
charge charge du système publier/souscrire
charge d’une application extérieure
autres obstacle, bruit
L’étude élaborée et présentée dans (Section 2.3.4) nous a permis de décider concernant
la méthode utilisée pour identifier finement la cause des pannes. Ainsi, afin d’étudier la
dépendance entre la variation de la latence d’une part et la variation des facteurs la causant,
nous avons eu recours à l’auto-corrélation[cor].
Mathématiquement, la corrélation sert à étudier l’intensité de la liaison qui peut exister
entre deux variables.
La corrélation s’articule autour de deux étapes principales :
3.3.4.1 Calcul du coefficient de Pearson
Le coefficient de corrélation de Pearson PCC mesure le degré de liaison et de dépendance
entre deux variables quantitatives X 1 et X 2. Ce coefficient est décrit à l’aide de la formule
suivante :
PCC =
cov(X 1,X 2)
√
var(X 1) − var(X 2)
. (3.40)
3.3.4.2 Test de significativité du coefficient de Pearson
La phase de test du coefficient de corrélation requière les étapes suivantes :
– Considérer l’hypothèse H0 : il n’existe pas de relations entre les deux distributions
X 1 et X 2.
– Préciser un risque d’erreur pour le rejet de H0.
– Procéder au calcul de la valeur absolue du coefficient de corrélation.
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– Trouver la valeur théorique, notée Valth, issue de la table des valeurs critiques du
coefficient de corrélation de Pearson.
– Tester H0 : l’hypothèse est vraie si Valth >| PCC |.
– Accepter ou rejeter H0.
Selon le test de significativité du coefficient de Pearson prédécrit, deux situations
peuvent en résulter :
– Si Valth >| PCC |, nous acceptons l’hypothèse H0 et nous affirmons que les deux
distributions X 1 et X 2 sont indépendantes.
– Sinon, si PCC est négatif, alors nous jugeons que X 1 et X 2 sont négativement
corrélées. Par contre, si PCC est positif, nous déclarons que X 1 et X 2 sont positive-
ment et significativement corrélées.
Notre module de diagnostic intégré au sein de notre approche, illustré dans la Figure
3.8, exécute en parallèle deux algorithmes. Le premier algorithme consiste à mesurer la
corrélation entre la variation de la latence et celle du nombre de sauts.
Alors que le deuxième traite la corrélation entre la variation de la latence et celle de la
charge. Selon la significativité des coefficients de corrélations calculés entre ces différentes
distributions, nous nous trouvons face à trois scénarios différents.
– Si la latence et le nombre de sauts sont significativement et positivement corrélés,
nous pouvons donc déduire que la variation du nombre de sauts est un parmi les
facteurs qui ont engendré la dégradation. D’ou, nous pouvons déduire que la catégorie
de panne est la mobilité. Reste à déterminer la cause exacte de la dégradation en
vérifiant les positions des nœuds et leur vitesses.
Nous passons donc à déterminer lequel des deux brokers est entrain de se déplacer en
examinant la variation de leurs positions en fonction du temps. Pour ce faire, nous
étudions la corrélation qui existe entre la variation de la distance de déplacement du
broker et la variation de sa vitesse de déplacement.
– Si la latence est la charge sont significativement et positivement corrélées, cela veut
dire que la charge est un parmi les facteurs qui ont causé la dégradation.
– Si la latence entre les paramètres n’est pas significative, cela implique que la
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CHAPITRE 3. Modèle analytique orienté QdS
dégradation est causée par une source extérieure qui pourrait inclure un bruit, un
obstacle...
Extraction de la variation de la latence, du nombre de sauts et de la charge
Corrélation entre la variation
de la latence avec la
variation du nombre de sauts
Corrélation entre la variation
de la latence avec la variation
de la charge
Significativement
et positivement
corrélés ?
Significativement
et positivement
corrélés? 
Oui Non OuiNon
Une dégradation au niveau 
de la latence est 
détéctée/prédite
Catégorie de panne:charge
Autres causes:
obstacle, bruit
Catégorie de panne:  
mobilité
Fig. 3.8 – Approche de diagnostic
3.3.4.3 Synthèse
Le module de diagnostic proposé a pour but de localiser les pannes et d’identifier leurs
sources. Ceci permet de planifier les actions correctives adéquates durant les phases de
planification et d’exécution du processus d’auto-adaptation.
La corrélation, utilisée au sein du diagnostic, nous a permis de mesurer l’intensité de la
liaison entre la variation de la latence et les sources de pannes correspondantes.
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3.4 Conclusion
Dans ce chapitre, nous avons proposé un modèle analytique orienté QdS. Ce modèle
est incorporé au sein de chaque nœud du service d’évènements. En se basant sur des
méthodes statistiques, notre approche assure une supervision continue du système et une
détection/prédiction des pannes affectant les liens logiques au niveau middleware. L’ap-
proche ainsi proposée permet aussi d’identifier la cause de la dégradation et de reconnaitre
la source exacte de la panne.
Dans le chapitre suivant, nous présentons les scénarios d’expérimentations réalisés afin de
valider notre approche.
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4.1 Introduction
La démarche scientifique adoptée dans le cadre de cette thèse, part de la proposi-
tion d’un modèle analytique qui sert à contrôler le système et à détecter voire prédire
les dégradations de QdS pouvant l’affecter. Le modèle ainsi proposé n’impose pas de res-
trictions au développeur, par contre, il lui offre la possibilité de choisir le type d’analyse
adéquat à son application.
En effet, d’après notre étude, les applications les plus sensibles aux pannes, nécessitent
un module d’analyse proactive, afin de prédire l’occurrence des pannes et préserver le bon
fonctionnement du système.
D’autres applications devraient aussi faire recours au module d’analyse réactive et hybride
afin d’assurer un transfert non dégradé des flux multimédias par exemple.
Les expérimentations élaborées dans ce chapitre visent à valider la démarche théorique
proposée.
Nous présentons dans un premier temps, le contexte d’expérimentation adopté, puis
nous passons à décrire les cas d’études considérés pour la validation du module proposé.
Ainsi, nous visualisons les résultats des modules de monitoring et d’analyse reflétant l’état
du système. Ensuite, nous comparons les performances du système sans et avec l’introduc-
tion du module proposé.
Une étude de la complexité spatiale et temporelle du module analytique proposée a été
aussi menée au sein de cette partie.
4.2 Contexte d’expérimentation
La partie expérimentale du module proposé se base sur le simulateur Jist/Swans qui est
un simulateur de réseaux mobiles ad-hoc. Sur ce simulateur, nous avons mis en œuvre le
système Siena, comme étant un système basé évènements opérant au niveau middleware.
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4.2.1 Le Simulateur Jist/Swans
Jist est un simulateur à évènements discrets auquel est associé le module Swans afin
de simuler des réseaux mobiles ad-hoc supportant un grand nombre de nœuds.
Le simulateur Jist/Swans a fait ses preuves en comparaison avec d’autres simulateurs tels
que NS, GlomoSim 1. En effet, Jist/Swans est reconnu par la scalabilité qu’il offre. En plus,
il n’exige pas un langage de programmation bien particulier tel que GlomoSim. Ce dernier
impose la réécriture du code ce qui peut gêner l’utilisateur du simulateur. Par ailleurs,
Jist/Swans exploite le langage Java.
De plus, il a montré son efficacité du point de vue temps d’exécution en comparaison avec
les autres simulateurs réseaux tel que NS.
Jist/Swans [BHvR] est formé d’une pile qui met en œuvre les différents constituants
du simulateur ( Figure 4.1).
Application
SWANS
JiST
Machine virtuelle Java
Fig. 4.1 – Pile de simulation
⋄ ’JVM’ : La machine virtuelle Java est localisée en bas de la pile. C’est le lieu ou se
déroulent toutes les simulations.
⋄ JiST [BHvR05] : localisé juste au dessus de la machine virtuelle Java. Il présente le
moteur de simulation des évènements discrets.
⋄ SWANS [BHR05] : construit juste au dessus de la plate-forme JiST, Swans présente
un simulateur de réseaux sans fil. Grace à Swans, il est possible de simuler des réseaux
mobiles ad-hoc supportant un nombre important de nœuds. Ceci met en relief son aspect
1Global Mobile Simulator
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de scalabilité.
⋄ Application : juste en haut de la pile, se trouve l’application de l’utilisateur, qui
pourrait fonctionner sur chacun des nœuds simulés.
Du point de vue code, l’ensemble des classes de Swans est organisé comme l’illustre la
Figure suivante :
JiST/SWANS
driver
jist.runtime
jist.minisim
field
radio
mac
route
jist.swans
net
trans
app
Fig. 4.2 – Arborescence du simulateur Jist/Swans
Les classes du simulateur Swans sont organisées sous forme de packages et sont bien
ordonnées afin de former les différentes couches du modèle OSI.
◦ La couche physique : représentée par le package jist.swans.field et jist.swans.radio.
Elle représente la propagation du signal qui pourrait venir de divers équipements
radio.
◦ La couche liaison de données : modélisée par le package jist.swans.mac. Elle met en
œuvre les protocoles d’accès au médium.
◦ La couche routage : définie par la package jist.swans.route. Elle englobe les protocoles
de routage adoptés par le simulateur tels que AODV , ZRP , DSR.
◦ La couche transport : présentée par la package jist .swans .trans et met en œuvre les
protocoles de transport (TCP et UDP).
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◦ La couche application : présentée par le package jist .swans .app et définit l’ensemble
des applications à simuler.
Pour simuler un ensemble de nœuds sur un réseau ad-hoc, le simulateur procède à la
création de ces nœuds et à la mise en place des différentes couches précitées dans chacun
des nœuds simulés (Figure 4.3).
Application
Réseau
Transport
MAC
Routage
N
œ
u
d
N
œ
u
d
N
œ
u
d
N
œ
u
d
N
œ
u
d
……
Radio Mobilité
Champ
Fig. 4.3 – Architecture interne d’un nœud simulé
4.2.2 Le Système publier/souscrire Siena
Siena est un système publier/souscrire basé contenu. C’est un projet de recherche Open
Source. Il présente l’avantage d’être scalable. La version disponible de Siena, écrite en Java,
supporte la topologie hiérarchique.
Nous avons d’abord étendu cette version pour qu’elle supporte la topologie pair à pair
acyclique. Ensuite, nous avons étendu Siena moyennant le module proposé. Finalement,
nous avons intégré et déployé Siena sur le simulateur Jist/Swans.
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4.3 Application de gestion de crise
Cette application nous a permis de valider l’analyse proactive proposée. Dans ce qui
suit, nous présentons un aperçu de l’application, ainsi que les résultats d’expérimentation
obtenus.
4.3.1 Description de l’application
Les applications de gestion de crise (CMS) peuvent être utilisées dans des situations
d’urgence et de catastrophes naturelles.
Fig. 4.4 – Application de gestion de crise
Comme le montre la Figure 4.4, l’application (CMS) inclut des groupes de robots et de
personnels militaires qui coopèrent ensemble afin de réaliser une mission commune.
Parmi ces participants, nous distinguons des entités de type contrôleur, coordinateur
et investigateur.
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– Le contrôleur supervise l’application. Il collecte les rapports de la part des coordina-
teurs.
– Le coordinateur gère un groupe d’investigateurs en distribuant des tâches à exécuter.
Il synthétise les informations de la part des investigateurs. De ce fait, le coordinateur
est appelé à envoyer les informations au contrôleur.
– Les investigateurs observent, analysent et soumettent des rapports décrivant la si-
tuation au coordinateur assigné.
Dans la suite, nous nous intéressons à un groupe ou une section d’investigateurs mobiles
formant ainsi le réseau mobile ad-hoc.
Dans le but d’assurer la communication entre les investigateurs mobiles, nous avons mis
en place un système publier/souscrire. Nous nous intéressons, particulièrement, à la com-
munication entre deux investigateurs incorporant des brokers notés B1 et B2.
Le degré de risque ou d’urgence de cette application nécessite le recours à une analyse
proactive.
Nous adoptons ainsi une stratégie de prévention de pannes faisant référence aux
méthodes statistiques proposées.
4.3.2 Paramètres de simulation
Le tableau 4.1 récapitule les données adoptées dans nos simulations.
Tab. 4.1 – Paramètres de simulation
Paramètres de simulation Valeur
champ de simulation 2000*3000m
nombre de nœuds 200
modèle de mobilité Continuous Random Walk
temps de pause 30s
vitesse maximale 30m/s
portée de transmission 300m
couche liaison de données 802.11 b
couche transport UDP
taille du message 120 octets
durée de simulation 4000s
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Dans les scénarios de test réalisés, nous considérons que tous les nœuds se déplacent
selon le modèle de mobilité Continuous Random Walk avec une vitesse maximale égale
à 30m/s. Dans ce modèle de mobilité, chaque nœud choisit aléatoirement un angle de
direction et une vitesse aléatoire entre [Vmin ,Vmax ]. Lorsque ce nœud atteint le nœud des-
tination, il reste en repos pour un certain temps (temps de pause=30s) avant de commencer
le mouvement suivant.
Dans les expérimentations faites, nous nous intéressons à la liaison entre les brokers voisins
B1 et B2. Dans ce qui suit, nous présentons deux scénarios de test dans lesquels, nous
affectons la qualité des liens en déplaçant l’un des deux brokers.
Les résultats présentés correspondent à une trace de vitesse moyenne égale à 5m/s .
Au delà du réseau physique, un réseau logique est bâti. Ce réseau est composé de 30
brokers placés d’une façon aléatoire sur les nœuds physiques et connectés via une topologie
pair à pair acyclique. Le réseau logique contient aussi 10 producteurs et 10 consommateurs.
Un producteur P publie périodiquement des messages (chaque 30s) vers le point d’accès
auquel il est connecté, dans notre cas B1. Ce dernier transmet l’évènement vers son voisin
B2. Ce message est transmis entre les brokers du service d’évènements jusqu’à aboutir au
consommateur adéquat.
Au départ, les deux brokers B1 et B2 étaient séparés par un seul saut sur le réseau
physique. Cependant, après déplacement des nœuds, ces deux brokers deviennent éloignées
l’un par rapport à l’autre, ce qui augmente le nombre de sauts à l’intermédiaire.
4.3.3 Détections de pannes dans la phase à régime transitoire
Parallèlement au stockage des valeurs de la latence, nous procédons à un contrôle de
la QdS en comparant la valeur enregistrée de la latence avec celle du seuil. Le seuil est
calculé après avoir prouver l’adéquation de la série formée par les valeurs moyennes à la
loi Gaussienne.
La figure 4.5 illustre les résultats obtenus pendant la phase à régime transitoire.
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Fig. 4.5 – Phase à régime transitoire
A l’instant t = 780s , nous déplaçons le broker B2 progressivement loin de ses voisins
nécessitant une nouvelle recherche de routes. Les valeurs de la latence croissent de 51046 µ s
à l’instant t = 805s à 97952µ s à l’instant t = 865s . Le module d’analyse a détecté
l’occurrence de la panne à l’instant approprié.
4.3.4 Prédictions de pannes dans la phase à régime permanent
Dans cette partie, nous exposons les résultats relatifs aux estimations basées AR et
celles basées ARIMA.
4.3.4.1 Estimation basée AR
Partant du scénario décrit, nous considérons une fenêtre d’observations égale à 50
évènements. La fenêtre considérée est glissante au cours du temps, donc à chaque nou-
velle valeur mesurée de latence, nous considérons les derniers 50 messages pour réaliser les
estimations.
Afin de tester l’efficacité du module d’analyse proactive, nous avons injecté des pannes dans
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CHAPITRE 4. Évaluation des performances
le système dans le but d’affecter la qualité des liens. Notre but durant cette expérimentation
(Figure 4.6) est de vérifier si le système a bien réussi à prévoir ces pannes pendant la phase
à régime permanent. Pour ce faire, nous avons éloigné progressivement le broker B2 de ses
voisins et nous avons suivi la qualité du lien B1 − B2.
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Fig. 4.6 – Résultats de simulations relatifs à l’analyse proactive
En consultant le fichier log du broker B2, nous remarquons que le nombre de sauts croit
progressivement de 2 sauts à 3 sauts pour aboutir à 4 sauts au troisième déplacement.
En accord avec ces déplacements, les valeurs de la latence augmentent progressivement.
De ce fait, la valeur de la latence s’élève de 18936µs à t=3325s jusqu’à 27549µs à l’instant
t=3355s. Ceci affirme la présence d’une panne.
Le fichier log du broker B2 fait preuve que le module d’analyse proactive proposé s’est
aperçu de la panne et a bien réussi à la prédire à l’avance (Figure 4.7) en produisant une
alarme.
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Fig. 4.7 – Extrait du fichier log montrant la prédiction de la panne
4.3.4.2 Estimation basée ARIMA
Dans ce scénario, nous déplaçons le broker B2 avec une grande vitesse à partir de
l’instant t = 1760s . Ceci cause une augmentation des valeurs de latence de 27961µs à
31181 µs à l’instant t = 1790s et à 61723µs à l’instant t = 1820s (Figure 4.8).
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Fig. 4.8 – Prédiction basée ARIMA
Le module d’analyse proactive a pu s’apercevoir qu’une panne va probablement affecter
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le système à un instant futur proche.
Après le déclenchement d’alarmes, notre algorithme cherche la source de la dégradation.
Le fichier Log (Tableau 4.2) généré par le broker B2 détaille ceci. En effet, l’algorithme de
diagnostic vérifie les relations de corrélation qui existent entre la latence et le nombre de
sauts d’une part et la latence et la charge d’autre part. Le calcul effectué par cet algorithme
montre que la valeur du coefficient de corrélation mesuré entre la latence et le nombre de
sauts est supérieure à la valeur théorique. De ce fait, Le module d’analyse proactive déduit
que la source de panne provient d’un mouvement du broker B2.
Tab. 4.2 – Fichier Log représentant la recherche de la source de pannes
Instant de prédiction 1820 s
Nombre de violations successives 3
Latence à l’instant t-2 27961.0 µ s
Latence à l’instant t-1 31181.0 µ s
Latence à l’instant t 61723.0 µ s
Nombre de sauts à l’instant t 3.0
Nombre de sauts à l’instant t-1 3.0
Nombre de sauts à l’instant t-2 4.0
PCC 0.996
Valeur Théorique de PCC 0.9877
Catégorie de pannes mobilité
Cause variation du nombre de sauts
B2 est en mouvement
B2 se déplace avec une grande vitesse
4.3.5 Évaluation des prédicteurs de pannes basés AR et ARIMA
Dans le but d’évaluer l’efficacité des prédicteurs de pannes proposés au sein du modèle
analytique proposé, nous procédons à une évaluation graphique ainsi qu’à une évaluation
moyennant les paramètres de performance.
4.3.5.1 Évaluation graphique
En adoptant toujours les mêmes paramètres de l’expérience précédente, nous effectuons
une comparaison entre les prédicteurs de pannes basés AR et ARIMA. La Figure 4.9 trace
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les valeurs de la latence mesurées, avec celles estimées à l’aide de AR et ARIMA.
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Fig. 4.9 – Comparaison entre le prédicteur basé AR et celui basé ARIMA
On déduit à partir de la Figure 4.9 que les deux courbes suivent la courbe réelle des valeurs
mesurées. Ceci montre la cohérence entre les mesures réelles et les mesures estimées.
En outre, la tendance de la courbe basée AR présente une légère déviation par rapport à
celle basée ARIMA en comparaison avec la courbe des valeurs réelles.
Nous déduisons donc que le prédicteur de pannes basé ARIMA présente des performances
légèrement meilleures que celui basé AR dans notre contexte.
La partie suivante présente une preuve plus solide de cette constatation.
4.3.5.2 Évaluation selon les critères de performances
Afin d’évaluer l’efficacité du prédicteur de pannes proposé au sein du modèle analytique
proposé, nous faisons référence aux paramètres de performances de la table de contingence
(Table 4.3). En fait, l’objectif de l’algorithme proposé est de réaliser une prédiction de
pannes d’une manière précise qui s’aperçoit au maximum des pannes et qui génère au
minimum des fausses détections.
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Le tableau 4.3 définit les quatre cas possibles.
– Une prédiction est dite true positive si une panne se produit et que le prédicteur
arrive à la prévoir.
– Une prédiction est dite false positive s’il y a pas de pannes et qu’ une alarme est
générée.
– Une prédiction est dite false negative si le prédicteur ne réussit pas à prédire une
panne existante.
– Une prédiction est dite true negative s’il y a pas de pannes et que le prédicteur ne
génère pas d’alarmes.
Tab. 4.3 – Table de contingence [SLM10]
Panne existante Panne inexistante Somme
Prédiction :panne True positive(TP) False positive(FP) Positives(POS)
Prédiction :pas de panne False negative(FN) True negative(TN) Negatives(NEG)
Somme Pannes(P) Pas de pannes(PP) Total(T)
À la lumière de ces définitions, les paramètres de performance du système pourraient
être définis comme suit :
precision =
TP
TP + FP
=
TP
POS
(4.1)
Le deuxième paramètre d’évaluation du prédicteur est le rappel connue sous son ap-
pellation anglaise recall. C’est le rapport entre le nombre d’alarmes produites et le nombre
total de pannes.
rappel =
TP
TP + FN
=
TP
P
(4.2)
Le tableau 4.4 présente les performances de notre prédicteur basé AR et ARIMA tirées
des expérimentations faites en termes de précision et de rappel. En considérant ces deux
métriques de performance et en appliquant les formules sur l’ensemble des pannes survenant
dans le système, nous trouvons une valeur de précision allant de 75% en exploitant la
méthode AR vers 80% en exploitant la méthode ARIMA.
Nous pouvons conclure d’une part, que le module d’analyse proactive produit en grande
partie de correctes alarmes. D’autre part, le module d’analyse basé ARIMA offre une
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précision légèrement plus importante par rapport à celui basé AR. Ceci est conforme aux
résultats graphiques expliqués ci dessus.
Le tableau 4.4 montre aussi les performances du prédicteur en termes de rappel. En
effet, le module d’analyse proposé réussit en grande partie (88%) à s’apercevoir aux pannes
existantes dans le système. Ceci fait preuve des performances du prédicteur et de l’analyse
proactive d’une façon générale.
Tab. 4.4 – Comparaison des paramètres de performance des prédicteurs
Précision Rappel
Prédiction basée (ARIMA) 80% 88%
Prédiction basée (AR) 75% 85.71%
4.4 Application multimédia
Dans cette partie, nous détaillons l’application multimédia ainsi que les résultats illus-
trant l’efficacité des modules d’analyse réactive et hybride incorporés au sein de cette
application.
4.4.1 Description de l’application
Les applications multimédia imposent des exigences en termes de QdS. En effet, les
applications de vidéo-streaming imposent que les flux soient envoyés et reçus à temps
sans aucun retard de livraison. Dans le but d’assurer une application multimédia interac-
tive, on considère un système publier/souscrire la où les participants à la communication
échangent des données de type multimédia. Les restrictions imposées par le vidéo-streaming
exigent que le message expire après un certain délai. Afin de respecter ces exigences, nous
intégrons notre modèle analytique afin que les flux arrivent aux destinations à temps sans
dégradation.
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4.4.2 Paramètres de simulation
Le tableau 4.5 suivant regroupe les paramètres de simulation. Le réseau logique bâti au
dessus du réseau physique est analogue à celui introduit précédemment (dans la Section
4.3).
Tab. 4.5 – Paramètres de simulation
Paramètres de simulation Valeurs
Taille du champs 2000m×3000m
Nombre de nœuds 200
Modèle de mobilité Continuous Random Walk
Temps de pause 30s
Vitesse maximale 30m/s
Portée de transmission 300m
Liaison de données 802.11
Protocole de transport UDP
Durée de simulation 9000s
4.4.3 Expérimentations relatives à l’analyse réactive
Nous présentons dans une première partie le calcul du nombre de dépassements tolérées
pour déclencher une alarme. En deuxième partie, nous décrivons les résultats obtenus.
4.4.3.1 Calcul du nombre de dépassements tolérés par l’analyse réactive
Considérons une valeur du risque, introduite par l’utilisateur, égale à 0,01 au sein de
l’application multimédia par exemple. À l’issu de cette valeur et des valeurs tirées des
expérimentations, nous appliquons les formules expliquées dans le chapitre précédant (Sec-
tion 3.3.1). Nous aurons ainsi :
P [LOK ] = 0.74 , P [LOK → LV ] = 0.127 et P [LV ] = 0.236 , P [LV → LV ] = 0.104
donc :
P [Toutetat → LV ] = 0.74 × 0.127 + 0.236 × 0.104 (4.3)
⇐⇒ M  2.2. Ce qui signifie que le nombre de dépassements tolérés M doit être au moins
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égale à 3.
4.4.3.2 Résultats issus du module d’analyse réactive
Dans le scénario de test réalisé, nous considérons que tous les nœuds se déplacent selon
le modèle de mobilité Continuous Random Walk avec une vitesse maximale égale à 30m/s.
1. Scénario 1 : la mobilité source de pannes
Ce scénario de test consiste à provoquer des pannes au niveau des liens logiques dans
le but de vérifier que notre module d’analyse parvient à les détecter et que l’algorithme de
diagnostic pourrait bien identifier les causes des dégradations injectées.
Au niveau de la phase à régime transitoire (Figure 4.10), nous injectons des pannes au
niveau du lien B1- B2 à l’instant t = 260s .
La latence augmente progressivement de 2628 µs jusqu’à 41422 µs . Face à cette
dégradation, le module d’analyse génère une alarme notifiant la présence d’une dégradation
à l’instant approprié.
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Fig. 4.10 – Résultats relatifs à l’analyse réactive (phase à régime transitoire)
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Au niveau de la phase à régime permanent, plus précisément, à l’instant t = 6350, nous
déplaçons le broker B2 loin de son voisin B1 causant ainsi une augmentation des valeurs
de latence de 95519µ s à 75610µ s.
Une autre panne est injectée à t = 7820s du temps de simulation. Ceci cause aussi une
variation de la latence de 29029µs à 81567µs. La Latence augmente donc et dépasse le
seuil adaptatif. Comme illustré dans la Figure 4.11, le module d’analyse réactive réussit à
détecter ces dégradations et génère des alarmes aux moments appropriés.
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Fig. 4.11 – Variation de la latence en fonction du temps de simulation (scénario1)
Notre module de diagnostic a pu identifier également la cause de la dégradation détectée
à l’instant t = 7820 qui est la mobilité. Nous présentons le fichier log du broker B2 corres-
pondant à ce scénario dans la Table 4.6.
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Tab. 4.6 – Fichier log relatif au premier scénario de test
Instant de détection 7880s
Nombre de dépassements successives 3
Latence à l’instant t-2 29029 µ s
Latence à l’instant t-1 36130 µ s
Latence à l’instant t 81567 µ s
Nombre de sauts à l’instant t-2 5
Nombre de sauts à l’instant t-1 5
Nombre de sauts à l’instant t 6
PCC calculé 0.99027
Valeur théorique 0.9877
Catégorie Mobilité
Cause Le brokerB2 s’éloigne de son voisin
avec une grande vitesse
Le module de diagnostic a calculé la corrélation entre la variation de la latence et la
variation du nombre de sauts. Une comparaison entre la valeur calculé du PCC et celle
théorique a montré que la mobilité est une parmi les causes qui ont engendré la dégradation
des valeurs de latence.
2. Scénario 2 : la charge source de pannes
Ce scénario de test consiste à provoquer des pannes dans le système en surchargeant le lien
B1-B2. Réellement, cette surcharge engendre une augmentation des valeurs de la latence
variant entre 8235µ s et 9503 µ s .
La Figure 4.12 montre que ces valeurs de latence présentent trois dépassements
consécutifs du seuil.
Le module de diagnostic parvient à identifier la cause de la dégradation détectée à l’ins-
tant approprié (t = 256). En effet, le module de diagnostic procède à un calcul du coefficient
de corrélation mesurant la dépendance entre la variation de la latence et la charge d’une
part, et la variation de la latence et le nombre de sauts d’autre part.
D’après le calcul du coefficient de corrélation mesuré entre la latence et la charge, l’algo-
rithme de diagnostic déduit que la charge est une parmi les causes qui ont mené vers la
dégradation de la latence.
Nous présentons ainsi le fichier log correspondant à ce scénario dans la Table 4.7.
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Tab. 4.7 – Fichier log de diagnostic du deuxième scénario de test
Instant de détection 256s
Nombre de dépassements successives 3
Latence à l’instant t-2 8235 µ s
Latence à l’instant t-1 8460 µ s
Latence à l’instant t 9803 µ s
Charge à l’instant t-2 164msg/s
Charge à l’instant t-1 191msg/s
Charge à l’instant t 233msg/s
PCC calculé 0.9879
Valeur théorique 0.9877
Catégorie Charge
Cause Charge du lien logique entre
les deux brokers communicants
4.4.4 Expérimentations relatives à l’analyse hybride
Partant du même scénario de mobilité (scénario 1), nous affectons encore le système
prédécrit. Face à ces perturbations, notre module d’analyse s’aperçoit que la probabilité
de pannes dans le système est devenue supérieure au risque spécifié par l’utilisateur (à
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l’instant t=8840s du temps de simulation).
Le système est devenu donc non stable et ne répond plus aux exigences spécifiées par
l’utilisateur, ce qui présente un risque élevé de mal-fonctionnement.
Cependant, garder le même état pourrait mener le système vers un état de dysfonction-
nement. C’est ainsi que se présente le besoin de faire une opération de migration vers
l’analyse proactive afin d’anticiper les pannes voire même satisfaire les contraintes exigées
par l’utilisateur de l’application.
En se basant sur ce principe, le système déclenche automatiquement une opération de
migration vers l’analyse réactive (basée ARIMA) afin de répondre aux exigences de l’uti-
lisateur.
La Figure 4.13 décrit cette opération de migration vers l’analyse proactive.
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Fig. 4.13 – Analyse hybride
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4.4.5 Etude des paramètres de performance du système
Afin d’évaluer la performance du modèle proposé, nous avons considéré la disponibilité
du système comme un paramètre de performance.
Par définition, la disponibilité est la probabilité que le système fonctionne normalement
durant une période de temps.
Mathématiquement, la disponibilité est estimée en utilisant l’équation 4.4 dans le cas
d’un système non réparable.
availability = N received/N sent (4.4)
avec N received est le nombre de messages reçus correctement par un broker et N sent
est le nombre de messages envoyés par le broker voisin.
Dans le cas d’un système réparable, la disponibilité est exprimée comme suit :
availability = MTBF/(MTTR + MTBF ) (4.5)
Avec :
– MTBF est le temps moyen entre pannes.
– MTTR est le temps moyen jusqu’à la réparation.
Afin de montrer l’efficacité de l’analyse hybride, nous comparons la disponibilité dans
cinq scénarios différents :
– 1. Premier scénario
Dans ce scénario, nous considérons que le système est non réparable, càd, que nous n’avons
pas introduit le module analytique proposé au sein du système Siena. De ce fait, la mobilité
des nœuds engendre une perte de connectivité et l’interruption du fonctionnement du
système.
La Figure 4.14 décrit le comportement du système non réparable.
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– 2. Deuxième scénario
Dans ce scénario (Figure 4.15), nous adoptons le système publier/souscrire Siena avec
une méthode de détection qui se base sur un seuil fixe faible. Dans ce cas, le système
détecte toutes les violations, et introduit des opérations de réparation pour faire face à ces
violations.
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Fig. 4.15 – Une analyse basée sur un seuil fixe faible est incluse dans les brokers
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– 3. Troisième scénario
Dans ce scénario, nous adoptons le système publier/souscrire Siena avec une méthode de
détection qui se base sur un seuil fixe élevé. Dans ce cas, le système ne s’aperçoit pas aux
pannes et n’introduit aucune action de réparation.
– 4. Quatrième scénario
Grâce au modèle analytique adoptant l’analyse réactive incluse dans les brokers, le système
a pu détecter trois pannes respectivement à t=7820 µ s , t=9260µ s , t= 10730µ s . Le
déclenchement d’alarmes dans le système nous a incité à introduire une action de re-
configuration de durée 30 ms afin de réparer le système. Dans ce cas, la disponibilité du
système est égale à 99,78 %.
– 5. Cinquième scénario
Un modèle analytique adoptant l’analyse hybride est inclus dans les brokers. Le système a
fait une opération de migration vers l’analyse proactive dès qu’il s’aperçoit que le risque
spécifié par l’utilisateur n’est plus garanti. Grâce à l’analyse proactive mise en place après
l’opération de migration, les pannes ne surviennent plus au système. De ce fait, la dispo-
nibilité augmente à 99,84%.
Les résultats montrant le bénéfice d’utiliser l’analyse réactive et hybride sont récapitulés
dans la Table 4.8.
Tab. 4.8 – Disponibilité du système publier/souscrire étudié
Système publier/souscrire disponibilité
sans modèle analytique 55,45%
analyse se basant sur un seuil fixe faible 73,45%
analyse se basant sur seuil fixe élevé 55,45%
analyse réactive proposée 99,78 %
analyse hybride proposée 99,84 %
Nous déduisons à partir de cette table que le modèle analytique proposé augmente la
disponibilité du système et réduit par conséquent le temps de dysfonctionnement. De plus,
l’analyse hybride assure plus de disponibilité au système en comparaison avec l’analyse
réactive.
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En outre, les résultats issues de ce tableau démontrent que notre approche s’appuyant sur
un seuil adaptatif offre une meilleure disponibilité du système en comparaison avec les
approches s’appuyant sur des seuils fixes.
Par ailleurs, un seuil fixe et faible cause une détection fréquente des violations qui ne sont
pas réellement des pannes dans le système, ceci induit à introduire des actions de réparation
inutiles.
D’autre part, quand le seuil est fixe et élevé, le système ne s’aperçoit pas aux pannes
lui affectant. De ce fait, aucune action n’est déclenchée par le système. Ceci cause bien
évidemment la perte des messages et le dysfonctionnement total du système. Ce scénario
sera donc presque équivalent au scénario 1, au cours duquel le système détecte la panne et
n’introduit aucune action corrective.
En conclusion, nous pouvons affirmer que le module analytique proposé offre un état
meilleur du système et contribue en grande partie à assurer son bon fonctionnement.
4.5 Etude de la complexité du module analytique pro-
posé
Dans cette section, nous évaluons d’une façon théorique et pratique la complexité du
module analytique proposé.
4.5.1 Etude théorique de la complexité du module analytique
proposé
Afin d’estimer théoriquement la complexité de l’algorithme de monitoring et d’analyse,
nous sommes amenés à évaluer la durée moyenne d’exécution de l’algorithme.
Etant donné que notre algorithme est composé de deux parties dépendantes (monitoring
et analyse) dont l’exécution se fait d’une façon séquentielle, la complexité résultante du
module analytique proposé est la somme de la complexité de l’algorithme de monitoring
avec celle de l’algorithme d’analyse.
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L’algorithme de monitoring, calcule pour chaque évènement reçu la latence comme étant la
différence entre le temps de réception de l’évènement et le temps d’envoi de cet évènement
par le broker voisin. Une fois calculé, le module de monitoring sauvegarde ces valeurs dans
des fichiers logs, là où il enregistre aussi le broker émetteur, l’évènement, sa taille ainsi que
le nombre de sauts séparant les deux brokers émetteur et récepteur.
La complexité de l’algorithme de monitoring pour chaque évènement correspond à la com-
plexité du module de calcul du nombre de sauts car la récupération des autres paramètres
correspond à une complexité de O(1). Ainsi la complexité du module de monitoring pour
chaque évènement est de l’ordre de O(t) où t est la taille du réseau.
D’autre part, l’algorithme d’analyse proactive proposé (basé AR ou ARIMA) calcule la
valeur de la latence prédite en effectuant des estimations qui dépendent de la taille de la
fenêtre d’observations. Cette fenêtre d’observations est glissante dans l’axe du temps. De
ce fait, à chaque évènement reçu, nous faisons m traitements appliqués sur les m dernières
valeurs de latence, où m est la taille de la fenêtre d’observations.
Ainsi la complexité du module d’analyse proactive pour chaque évènement reçu est O(m)
Où m est le nombre d’échantillons considérés pour effectuer les estimations.
Quant à l’analyse réactive, elle est composée de deux parties : La première est une période
de prétraitement durant laquelle nous montrons l’adéquation de la série des valeurs maxi-
males à la loi de Gumbel. Cette étape est cloturée par le calcul du seuil initial maximal.
La période de prétraitement se déroule une seule fois pour tout le processus d’analyse.
La période de traitement, comme expliqué dans le chapitre 3, fait l’extraction de la valeur
maximale de latence sur chaque période. Une mise à jour du seuil est ensuite effectuée en
prenant en considération la valeur initiale du seuil ainsi que le seuil précédant. De ce fait,
le traitement correspondant au n ieme évènement est proportionnel à n où n est le nombre
d’échantillons des valeurs de latence.
En conclusion, les traitements d’analyse réactive effectués pour l’ensemble des (n)
évènements vaut :
n
∑
i=1
(traitementei ) (4.6)
126
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Où traitementei est le traitement effectué pour l’évènement ei . La complexité résultante
est donc O(n ∗ (n + 1)/2) = O(n2) qui est une complexité quadratique.
4.5.2 Etude pratique de la complexité temporelle du module ana-
lytique proposé
Afin d’étudier d’une façon pratique la complexité temporelle du module analytique
proposé, nous avons mesuré le surcoût introduit par les modules de monitoring et d’analyse.
Le but donc derrière cette étude est de mesurer la rapidité de l’algorithme de monitoring
et d’analyse en fonction de la taille des évènements. Le scénario consiste à faire transiter
des évènements de différentes tailles entre deux brokers voisins sans et avec l’introduction
du module analytique proposé. Pendant le test, un producteur émet des évènements vers
un premier broker B1, ce dernier transmet ce message vers son broker voisin B2. Le temps
d’exécution mesuré est donc le temps qui sépare la début de simulation avec le temps de
réception de ces évènements par le broker voisin B2.
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Fig. 4.16 – Overhead introduit par le module analytique proposé
Comme le montre la Figure 4.16, le temps d’exécution après l’introduction du module
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analytique est légèrement supérieur à celui mesuré sans l’introduction du module proposé.
En effet, pour un message comportant 346 octets, le temps d’exécution est de 7100 µs sans
modules de monitoring et d’analyse et il mesure environ 8200 µs après avoir introduit ces
deux modules. Nous pouvons donc conclure que le module analytique proposée offre un
surcoût relativement faible.
4.5.3 Etude pratique de la complexité spatiale du module ana-
lytique proposé
L’étude de la complexité spatiale a pour but de mesurer l’occupation mémoire ou l’es-
pace mémoire alloué par le calcul de l’algorithme de monitoring et d’analyse en fonction
du nombre d’évènements.
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Fig. 4.17 – Mémoire utilisée en fonction du nombre d’évènements
D’après les résultats tirés (Figure 4.17), la consommation mémoire requise pour l’algo-
rithme sur le simulateur Jist/Swans ne dépasse pas 360 Mo pour un nombre d’évènements
égal à 200. Cependant, elle varie entre 57 Mo et 117 Mo lorsque le nombre d’évènements
varie entre 50 et 150 évènements.
Nous pouvons donc conclure que le module analytique orienté QdS proposée introduit
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une consommation mémoire négligeable qui n’entraine auncune perturbation sur le système.
4.6 Etude de la stabilité combinatoire du module ana-
lytique proposé
Afin d’étudier le comportement du système après l’introduction du module analytique
proposé, nous nous sommes intéressés à la notion de stabilité combinatoire, connue sous la
nomunation anglaise ”combinatorial stability”.
D’après [CM01], l’approche est combinatoirement stable si et seulement si les change-
ments de la topologie surviennent lentement de manière à ce que le système analyse et gère
correctement la situation.
D’une façon analytique, l’approche est combinatoirement stable seulement si et seule-
ment si tµ > tω, avec :
– tµ : l’intervalle de temps entre deux changements de la topologie.
– tω : le temps requis par l’approche pour l’analyse de la situation.
Dans ce cas, l’approche sera capable d’analyser correctement la situation avant qu’il
n’y ait un changement significatif de l’état du système.
D’après les expérimentations faites, le temps requis par l’algorithme de monitoring et
d’analyse est négligeable (de l’ordre de 1500 µs). De ce fait, la relation tµ > tω demeurre
vérifiée. Notamment, nous pouvons aussi affirmer le comportement de la stabilité combi-
natoire de l’approche tant que les deux valeurs tµ et tω sont proches l’une à l’autre.
Par conséquent, le système arrive dans le cas ordinaire (lorsque le déplacement des nœuds
est non brusque) à analyser les situations avant l’occurence des changements de positions.
Entre autres, les changements de positions affectant les nœuds non figurant dans le chemin
des évènements n’influent pas sur le monitoring et l’analyse.
Cependant, les mouvements très rapides et brusques des nœuds appartenant au chemin
des évènements peuvent contredire la loi de la stabilité combinatoire de l’approche. En
effet, dans ce cas, il y aura une élévation brusque des valeurs de latence qui sera non
129
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perceptible par l’approche.
4.7 Conclusion
Tout au long de ce chapitre, nous avons présenté les résultats des expérimentations
réalisées autour du module analytique proposé sur le simulateur Jist/Swans intégrant le
middleware Siena.
Nous avons présenté dans un premier temps un cas d’étude représentant un risque élevé,
sur lequel, nous avons testé notre module d’analyse proactive. Dans un deuxième temps,
nous avons présenté une application multimédia présentant un risque moins élevé que la
première, et nous avons présenté les résultats issus des deux modules d’analyse réactive et
hybride. Ces résultats présentent une preuve expérimentale du modèle analytique orienté
QdS proposé.
Ensuite, un test de disponibilité du système, sans et avec, le module d’analyse a montré
la valeur ajouté par le module proposé. Finalement, une étude de la complexité spatiale
et temporelle du module analytique proposée a été réalisée et présentée à la fin de cette
partie.
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Conclusion générale
La principale motivation qui régit ce travail est le développement d’un modèle analytique
orienté QdS pour les systèmes publier/souscrire déployés sur MANET. Le modèle ainsi
proposé s’appuie sur des méthodes statistiques et englobe une phase de monitoring, d’ana-
lyse et de diagnostic. L’approche proposée est une approche distribuée qui intègre au sein
de chaque broker des composants responsables de réaliser les fonctionnalités offertes par le
modèle introduit dans cette thèse.
Les principales contributions de ce travail sont :
– Le monitoring : se fait par collection des valeurs de la latence et leurs sauvegardes
dans des fichiers logs. Ceci est réalisé par interception d’évènements. .
– L’analyse : correspond à la phase d’exploitation des valeurs issues du monitoring.
Cette fonction permet de s’assurer du bon fonctionnement de l’application, et le cas
échéant déclencher des alarmes. L’approche développée offre à l’utilisateur une variété
de choix. Les fonctionnalités offertes peuvent se résumer comme suit :
⋄ une analyse réactive : cette approche vise à détecter les dégradations de QdS par
comparaison des valeurs de latence avec des seuils adaptatifs. Le calcul des seuils
débute par une approximation de la série formée par les valeurs de latence à des
distributions empiriques à savoir la loi de Gumbel. Ensuite, à l’aide de la formule de
la Moyenne Mobile Exponentielle, la valeur du seuil initialement calculée est mise à
jour dynamiquement.
⋄ une analyse proactive : Cette forme d’analyse a pour finalité de prédire les pannes
pouvant affecter le système. Elle s’appuie sur une estimation de la valeur de la la-
tence à l’aide de la méthode d’ Auto Régression Linéaire et sur une estimation de la
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valeur du seuil. La comparaison de ces deux valeurs estimées permet de prédire les
pannes affectant éventuellement le système. La méthode ARIMA (Auto Regressive
Integrated Moving Average Formula) a été aussi utilisée afin de minimiser les erreurs
de prédictions.
⋄ une analyse hybride : Cette analyse est dite hybride du coup qu’elle combine les
deux formes d’analyse pré-décrites. Le système déclenche d’abord une analyse réactive
durant laquelle il s’auto contrôle. S’il note une violation de la contrainte spécifiée par
l’utilisateur, le système déclenche une analyse proactive. Une fois que le système se
stabilise, il revient de nouveau vers l’analyse réactive et le cycle se répète.
Ce processus se poursuit par l’identification de la source de la dégradation.
– Le diagnostic est déclenché suite à la détection d’une dégradation de QdS. Dans ce
cadre, la méthode de la corrélation a été utilisé afin de mesurer l’intensité de la liaison
entre la variation de la latence d’une part et la variation au niveau du nombre de
sauts ou la charge d’autre part.
Des expérimentations menées à l’aide du simulateur Jist/Swans, sous différentes
conditions, ont montré l’efficacité des modules développés. De plus, une mesure
des paramètres de performance du système avant et après introduction des modules
développés a montré leur efficacité.
Le perspectives des travaux présentés dans ce mémoire suivent différent axes de
réflexion. À court terme, nous prévoyons l’extension du module d’analyse pour qu’il sup-
porte les dégradations brusques au niveau de la latence. Ceci nécessite certainement des
approximations de la série des valeurs de latence à d’autres lois mathématiques. Pour
réaliser de tel ajustement, il est nécessaire de faire une étude exhaustive de ces lois.
Nous prévoyons aussi achever les deux autres phases du processus d’auto-adaptation à
savoir planification et exécution. Dans ce sens, nous avons commencé à proposer et à valider
des actions de reconfigurations afin de réparer le système [LRJC12]. De tels mécanismes
peuvent avoir recours à la substitution ou à la migration d’un broker vers un autre nœud
du réseau offrant une meilleure QdS. D’autres actions de reconfiguration peuvent être en-
visagées telles que la fusion ou la duplication de brokers. Nous avons donc tracé l’arbre des
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solutions des différentes opérations de reconfiguration possibles qui peuvent être effectuées
pendant l’exécution afin de réparer le système. Ceci nous a amené à proposer un protocole
de gestion dynamique de l’architecture tout en définissant des règles de transformations
décrivant les éléments déclencheurs des différentes reconfigurations possibles de l’architec-
ture. Afin de réaliser ça, nous avons eu recours à la technique formelle des grammaires de
graphes pour pouvoir décrire l’architecture. L’approche ACG (Abstract Component Graph)
pourrait aussi être utilisée pour traiter l’évolution dynamique des architectures logicielles
par la transformation de graphe. Le moteur de transformation de graphes (GMTE), a
joué le rôle de moteur de transformation de graphe afin de trouver toutes reconfigurations
pouvant être appliquées sur le système.
Dans le but d’enrichir le modèle analytique proposé, nous envisageons aussi inclure
un autre paramètre de performance du système tel que le taux de perte. L’idée derrière
cette extension est de se baser sur la théorie qui affirme la corrélation existante entre la
latence et la perte de message. Ceci permet donc d’utiliser les résultats du module de
monitoring dans sa version actuelle et d’en servir pour prédire la perte de messages. Une
étude approfondie de la série des valeurs de latence et l’étude de ses tendances permettra
d’appuyer le module d’analyse proposé. En effet, en utilisant les tendances à court et à
long terme, et en se basant sur les mêmes seuils adaptatifs proposés au cours de la phase
d’analyse, nous envisageons calculer la probabilité de perte du message à l’instant futur.
Le prédicteur est donc une somme pondérée des indicateurs de tendance à court et à long
terme et d’une variable qui mesure la position de la valeur de latence dans l’intervalle formé
par les seuils.
À moyen terme, nous planifions rendre standard le modèle analytique proposé afin de
l’utiliser dans différentes applications et plus spécifiquement au niveau des services Web.
En outre, nous prévoyons mesurer le niveau de satisfaction du client consommateur
vis-à-vis du service offert par le système après l’ajout du module analytique proposé. Dans
ce sens, nous visons la qualité d’expérience ou la qualité de perception du client envers
les notifications reçus via le système. Ceci traduit l’appréciation du service offert par le
système de la part du consommateur. La qualité d’expérience permet donc une mesure
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de bout en bout du service offert par le système tout en faisant référence à un ensemble
d’utilisateurs.
Ceci est possible à travers la mesure de la note d’opinion moyenne (MOS 2) permettant
d’attribuer une note au service reçu à travers le système afin de caractériser sa qualité.
Concrètement, un consommateur pourrait attribuer une note d’opinion moyenne concer-
nant le flux multimédia qu’il a reçu du système basé évènements reflétant la qualité de la
vidéo.
2mean opinion score
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Annexe
.1 Les tables de Shapiro et Wilk
La première partie de cet annexe représente les tables de Shapiro et Wilk.
– les tables des coefficients ai
n 
2 3 4 5 6 7 8 9 10 
 j 
1 0.7071 0.7071 0.6872 0.6646 0.6431 0.6233 0.6052 0.5888 0.5739 
2 0.000 0.000 0.1677 0.2413 0.2806 0.3031 0.3164 0.3244 0.3291 
3 0.000 0.000 0.000 0.000 0.0875 0.1401 0.1743 0.1976 0.2141 
4 0.000 0.000 0.000 0.000 0.000 0.000 0.0561 0.0947 0.1224 
5 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.0399 
N
11 12 13 14 15 16 17 18 19 20 
j 
1 0.5601 0.5475 0.5359 0.5251 0.5150 0.5056 0.4963 0.4886 0.4808 0.4734 
2 0.3315 0.3325 0.3325 0.3318 0.3306 0.3290 0.3273 0.3253 0.3232 0.3211 
3 0.2260 0.2347 0.2412 0.2460 0.2495 0.2521 0.2540 0.2553 0.2561 0.2565 
4 0.1429 0.1586 0.1707 0.1802 0.1878 0.1939 0.1988 0.2027 0.2059 0.2085 
5 0.0695 0.0922 0.1099 0.1240 0.1353 0.1447 0.1524 0.1587 0.1641 0.1686 
6 0.000 0.0303 0.0539 0.0727 0.0880 0.1005 0.1109 0.1197 0.1271 0.1334 
7 0.000 0.000 0.000 0.0240 0.0433 0.0593 0.0725 0.0837 0.0932 0.1013 
8 0.000 0.000 0.000 0.000 0.000 0.0196 0.0359 0.0496 0.0612 0.0711 
9 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.0163 0.0303 0.0422 
10 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.0140 
n 
21 22 23 24 25 26 27 28 29 30 
j 
1 0.4643 0.4590 0.4542 0.4493 0.4450 0.4407 0.4366 0.4328 0.4291 0.4254 
2 0.3185 0.3156 0.3126 0.3098 0.3069 0.3043 0.3018 0.2992 0.2968 0.2944 
3 0.2578 0.2571 0.2563 0.2554 0.2543 0.2533 0.2522 0.2510 0.2499 0.2487 
4 0.2119 0.2131 0.2139 0.2145 0.2148 0.2151 0.2152 0.2151 0.2150 0.2148 
5 0.1736 0.1764 0.1787 0.1807 0.1822 0.1836 0.1848 0.1857 0.1064 0.1870 
6 0.1399 0.1443 0.1480 0.1512 0.1539 0.1563 0.1584 0.1601 0.1616 0.1630 
7 0.1092 0.1150 0.1201 0.1245 0.1283 0.1316 0.1346 0.1372 0.1395 0.1415 
8 0.0804 0.0878 0.0941 0.0997 0.1046 0.1089 0.1128 0.1162 0.1192 0.1219 
9 0.530 0.0618 0.0696 0.0764 0.0823 0.0876 0.0923 0.0965 0.1002 0.1036 
10 0.0263 0.0368 0.0459 0.0564 0.0610 0.0672 0.0728 0.0965 0.0822 0.0862 
11 0.000 0.0122 0.0228 0.0539 0.0403 0.0476 0.0540 0.0778 0.0650 0.0697 
12 0.000 0.000 0.000 0.0321 0.0200 0.0284 0.0358 0.0598 0.0483 0.0537 
13 0.000 0.000 0.000 0.0107 0.000 0.0094 0.0178 0.0424 0.0320 0.0381 
14 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.0253 0.0159 0.0227 
15 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.0084 0.0076 
137
ANNEXE
– La table des valeurs du nombre W
N W (0.05) W (0.01) 
5 0.772 0.686 
6 0.988 0.713 
7 0.803 0.730 
8 0.818 0.749 
9 0.929 0.764 
10 0.842 0.781 
11 0.850 0.792 
12 0.859 0.805 
13 0.866 0.814 
14 0.874 0.825 
15 0.881 0.835 
16 0.887 0.844 
17 0.892 0.851 
18 0.897 0.858 
19 0.901 0.863 
20 0.905 0.868 
21 0.808 0.873 
22 0.911 0.878 
23 0.914 0.881 
24 0.916 0.884 
25 0.918 0.888 
26 0.920 0.891 
27 0.923 0.894 
28 0.924 0.876 
29 0.926 0.898 
30 0.927 0.900 
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Annexe
.2 La table de Student
La deuxième partie de cet annexe représente la table de Student.
 
 0.50 0.20 0.10 0.05 0.02 0.01 0.005 0.002 0.001 0.0001 
 1   1.000   3.078   6.314   12.706   31.281  63.657   127.32   318.31   636.62   6366.2  
 2   0.816   1.886  2.920   4.303  6.965   9.925   14.089   22.327   34.599   99.992  
 3   0.765   1.638   2.353   3.182   4.541   5.841   7.453   10.215  12.924   28.000  
 4   0.741   1.533   2.132   2.776   3.747   4.604   5.598   7.173   8.610   15.544  
 5  0.727   1.476  2.015   2.571   3.365   4.032   4.773   5.893   6.869   11.178  
 6  0.718   1.440   1.943   2.447   3.143   3.707  4.317   5.208   5.959   9.082  
 7   0.711  1.415   1.895   2.365   2.998  3.499  4.029   4.785   5.408   7.885  
 8   0.706   1.397  1.860   2.306  2.896   3.355   3.833  4.501   5.041   7.120  
 9   0.703   1.383   1.833   2.262   2.821   3.250   3.690   4.297   4.781   6.594  
 10   0.700   1.372   1.812   2.228   2.764   3.169   3.581  4.144   4.587   6.211  
 11   0.697   1.363   1.796   2.201   2.718   3.106   3.497   4.025   4.437   5.921  
 12  0.695   1.356   1.782   2.179   2.681   3.055   3.428   3.930   4.318   5.694  
 13   0.694   1.350   1.771   2.160   2.650   3.012   3.372   3.852   4.221   5.513  
 14   0.692   1.345   1.761   2.145  2.624   2.977   3.326   3.787   4.140  5.363  
 15   0.691   1.341   1.753   2.131   2.602   2.947   3.286   3.733   4.073   5.239  
 16   0.690   1.337   1.746   2.120   2.583  2.921   3.252   3.686   4.015   5.134  
 17   0.689   1.333   1.740  2.110   2.567   2.898   3.222   3.646  3.965   5.044  
 18   0.688   1.330  1.734  2.101  2.552   2.878   3.197   3.610   3.922   4.966  
 19  0.688   1.328   1.729   2.093  2.539   2.861   3.174   3.579   3.883   4.897  
 20  0.687   1.325   1.725   2.086   2.528   2.845   3.153   3.552   3.850   4.837  
 21   0.686   1.323   1.721   2.080   2.518   2.831   3.135   3.527  3.819   4.784  
 22   0.686   1.321   1.717   2.074   2.508   2.819   3.119   3.505   3.792   4.736  
 23   0.685   1.319   1.714   2.069   2.500   2.807  3.104   3.485  3.768   4.693  
 24  0.685   1.318   1.711   2.064   2.492   2.797   3.091   3.467   3.745   4.654  
 25  0.684  1.316   1.708   2.060   2.485   2.787   3.078  3.450   3.725   4.619  
 30  0.683  1.310   1.697  2.042   2.457   2.750   3.030  3.385   3.646   4.482  
 35  0.682   1.306   1.690   2.030   2.438   2.724   2.996  0.340   3.591   4.389  
 40   0.681   1.303  1.684   2.021   2.423   2.704   2.971   3.307  3.551   4.321  
 45  0.680  1.301  1.679  2.014  2.412   2.690  2.952  3.281  3.520   4.269  
 50  0.679  1.299  1.676   2.009  2.403  2.678   2.937   3.261   3.496   4.228  
 60   0.679   1.296  1.671   2.000   2.390   2.660   2.915   3.232   3.460   4.169  
 70   0.678   1.294  1.667  1.994  2.381  2.648   2.899   3.211   3.435   4.127  
 80  0.678  1.292   1.664   1.990  2.374   2.639   2.887   3.195   3.416   4.096  
 90   0.677  1.291   1.662  1.987  2.368  2.632   2.878   3.183   3.402   4.072  
100   0.677   1.290   1.660   1.984   2.364   2.626   2.871   3.174   3.390   4.053  
 150   0.676   1.287   1.655   1.976   2.351  2.609   2.849   3.145  3.357   3.998  
 200  0.676   1.286   1.653   1.972   2.345   2.601   2.839   3.131   3.340   3.970  
300   0.675   1.284   1.650   1.968   2.339   2.592   2.828  3.118   3.323   3.944  
500   0.675   1.283  1.648   1.965   2.334   2.586   2.820   3.107   3.310   3.922  
 1000   0.675   1.282   1.646   1.962   2.330   2.581   2.813   3.098   3.300   3.906  
 infini  0.674   1.282   1.645   1.960  2.326  2.576   2.807   3.090  3.291   3.891  
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Titre : Gestion de la qualité de service des systèmes publier/ souscrire 
déployés sur un réseau mobile ad-hoc 
Résumé : 
Les systèmes publier/ souscrire déployés sur des réseaux mobiles ad-hoc présentent  des 
défis importants en termes de qualité de service (QdS).  L’object if de cet te thèse est 
d’assurer une gest ion de la QdS des systèmes publier/ souscrire sur M ANET.  
Les cont ribut ions de cet te thèse sont  organisées autour de deux grands axes relat ifs aux 
modules de monitoring et  d’analyse de la QdS de ces systèmes dans un contexte ad-hoc.  
Ceci englobe les étapes de collecte des paramètres de QdS au cours du fonct ionnement  du 
système, et  de détect ion des dégradat ions pouvant  l’affecter. 
Le module d’analyse proposé offre à l’ut ilisateur une variété de choix ent re une analyse 
réact ive, proact ive et  hybride. Not re module permet  aussi une localisat ion des pannes une 
fois détectées ou prédites. 
Des expérimentat ions menées à l’aide du simulateur Jist / Swans ont  mont ré l’efficacité des 
modules développés. De plus, une mesure des paramètres de performance du système 
avant  et  après int roduct ion des modules développés a mont ré leur efficacité. Finalement , 
une étude de la complexité spat iale et  temporelle du module analyt ique développé a été 
réalisée. 
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Title : Quality of service aware publish/ subscribe system on mobile ad-hoc 
newtork 
Abstract : 
Publish/ subscribe systems when deployed on mobile ad hoc network present  significant  
challenges in terms of quality of service (QoS). The goal of this thesis is to ensure QoS 
management  of publish/ subscribe systems on MANET. The cont ribut ion of this thesis is to 
int roduce monitoring and analysis modules. This requires collect ing QoS parameters during 
system funct ionning in order to detect  and prevent  degradat ions. The proposed analysis 
module enables the user to choose among a variety of analyses including react ive, proact ive 
and hybrid analysis. Our approach allows also locat ing failures once detected or predicted.  
The efficiency and accuracy of the proposed scheme were validated by performing 
simulat ion under the Jist / Swans simulator. Besides, performance parameters were studied 
before and after the int roduct ion of the developed modules.  
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