The EBSP (electron back-scattering pattern) technique is used to verify individual crystallographic orientations measured by the etch-pit method in an Fe-Si sheet. These orientations are directly determined from geometrical parameters characterizing the etch pits. 92 orientations determined with these two methods are compared and it appears difficult to obtain very good accuracy on the determination of crystallographic orientations with the etch-pit method. However, although this error obviously remains during a statistical analysis of texture or of grain boundaries, the etch-pit method remains very interesting for qualitative or semi-quantitative studies.
Introduction
The characterization of crystallographic orientation of crystals in a polycrystal is often important, for example, to determine the misorientation between grains and to study recrystallization mechanisms. Several methods allow one to assess this local texture from electron diffraction [transmission electron microscopy (TEM), selected-area channeling pattern (SACP), electron channeling pattern (ECP) or electron back-scattering pattern (EBSP)] or from X-ray diffraction (Kossel or Laue patterns).
Etching techniques [chemical, electrolytic or thermal etching and etching by cathodic-ion bombardment (Lacombe, 1963) ] are also very interesting, firstly because they are very simple to use and secondly because they allow a quick evaluation of the crystallographic texture components and their location in the polycrystal. ((7 1994 International Union of Crystallography Printed in Great Britain -all rights reserved However, because of accuracy problems, this etchpit method is often replaced by the above-mentioned techniques to determine absolute orientations. Consequently, the etch-pit method is generally used for statistical analysis of crystallographic orientations (see, for example, Fortunati, Abbruzzese & Di Nunzo, 1992; Ciurzynska, Zbroszczyk, Wyslocki, Moron, Szymura & Yamashiro, 1992; B6ttcher, Gerber & Lficke, 1992 ).
An etch pit can be drawn from Miller indices (Fortunati et al. 1992; B6ttcher et al., 1992) or from the Euler angles [~k, 0 and ~p if the Roe (1965 Roe ( , 1966 notation is used or 051, 05 and 052 if the Bunge (1965 Bunge ( , 1982 notation is used]. So, by comparing experimental and modeled figures, the given crystallographic orientation can be determined. In this study, the first method mentioned is called the 'manual approach'. Another approach (Baudin, Cruz, Paillard & Penelle, 1993) , called the 'numerical approach', consists of reversing the relations that allow us to draw these etch pits and then to calculate the Miller indices and the Euler angles from geometrical lengths and angles characterizing the etch pit. This method was first tested by comparing some results with those obtained from Laue patterns and showed a rather good agreement. This second approach is very interesting since it allows one to plan an automatic (or semi-automatic) method of orientation characterization from etch pits as with EBSP (see, for example, Wright & Adams, 1992) . Indeed, if one can recognize automatically the image of an etch pit (and thus geometrical parameters such as lengths and angles), this numerical approach allows one to determine directly the given crystallographic orientation.
In this paper, results obtained with the etch-pit method are compared with those measured from EBSPs. This comparison is performed at two scales: a 'local scale', which allows one to estimate the accuracy of orientations measured by the etch-pit method, and a 'global scale', for which the orientation distribution functions calculated from about 100 measurements are compared.
Material and experimental techniques
The studied material is a silicon iron sheet of 270 tam thickness, which is used for powder transformer cores. This recrystallized material is obtained by continuous casting between two rolls and is then cold rolled and annealed under a dry hydrogen atmosphere. After annealing, the average grain size is about 400 tam and the material presents a strong cubic texture component, which is the most difficult to analyze with the etch-pit method because of experimental errors of measurement. Figs. 1 and 2 show, respectively, a cartography of studied grains in the sheet and the repartition of grain size in the studied area. Since the average grain size is relatively large, it becomes difficult to use X-ray diffraction for pole-figure measurements because of problems of statistics.
On this sheet, 92 crystallographic orientations were measured from EBSPs and etch pits. For the EBSP technique, .the spatial resolution (Dingley, 1988 ) is about 0.5 tam and the precision for absolute crystallographic orientation is about 1-2 ° on the Euler angles; the technique can therefore be used to test the validity of the etch-pit method.
After polishing, the etch pits are obtained using the procedure reported in the paper of Beguinot & Lesbats (1977) and also used by B6ttcher et al. (1992) . Chemical composition of the etchant: 10ml HF (35%), 40 ml H20 2, 7.5 ml HzO (distilled). After 1-2 s, the grain boundaries are revealed in pure HF (40 s). The etch pits are then observed in a scanning electron microscope (SEM).
The 
Analysis of etch pits
The calculation principle is very simple since it consists of projecting the ( summarized below (see also Fortunati et al., 1992 ).
x, y and z relate to the {hkl} Miller indices as The accuracy of results is linked to the Act value. Obviously, it is possible to decrease this value but, in this case, some other problems appear. Indeed, this orientation evaluation is based on a comparison between the actual etch figures in SEM and modeled figures (Fortunati et al., 1992; B6ttcher et al., 1992) .
But if A~ is very small, it can become difficult to separate the nearest modeled figures and to choose the orientation. Moreover, when this angle decreases, the time to analyze an orientation increases.
Miller indices calculated from etch figures ('numerical approach')
The manual approach allows one to draw an etch pit from {hkl} (uvw) . So it leads one to link lengths and angles (see Fig. 3 ) characterizing this etch figure to the given Miller indices. If these relations are reversed, then it becomes possible to calculate the {hkl}(uvw) orientation from these experimental lengths (knowing that these lengths are normalized since only the ratio of these lengths is important) and angles characterizing the etch pit .
The precision of results is obviously related to the accuracy of measurements. However, as these last values are never exact, they lead to an 'incompatibility' of measurements. But, by combination of the two described calculation, some corrections of measurements can be introduced to find the orientation.
This iterative calculation is based on the compatibility of measurements. Let us assume that an etch pit characterized by the x, y, z, xy, yz and measurements gives the (111)[21 1] orientation (qg= 135, 0=54.74 and ~=240°). In the Euler space defined by the three ~O, 0 and q~ angles, isolines of x/y, x/z, y/z length ratios and of ~ and ~ angles can be drawn (Fig. 5) , and theoretically only one intersection point between these different isolines is found for a given (~, 0, ~0) orientation. In the case of experimental measurements, several intersection points can be found so it becomes necessary to find the best solution that minimizes the experimental errors.
In practice, for each etch pit, the Euler angles are calculated for the measured lengths adjusting the measured angles and reciprocally for the measured angles adjusting the measured lengths. Then, the two sets of Euler angles are compared. If the difference between the angles is less than 5 °, the measured lengths and angles are adjusted to obtain the compatibility of measurements. In the other case, the best agreement between the two modelled and the measured etch pits is kept and so gives the Euler angles.
Let us remark that, in all cases, the value of the measured ~ angle of a given grain is kept and so not adjusted as the others. Indeed, it is assumed that the rolling direction is perfectly defined, noting, however, that the accuracy of this angle determination is estimated at about 2-3 ~ (see Fortunati et al., 1992) .
Results

Local approach
The accuracy of the orientation measurements is determined by calculating the 'misorientation' [see Rouag (1988) and §4.2] (it is not a physical misorientation since the two measured orientations characterize the same grain) between the crystallographic orientations measured for the same grain by the etch-pit (numerical approach) and the EBSP methods for each grain. Fig. 6 sums up the misorientations calculated for the 92 measurements, which are listed in three groups corresponding to the three basic surface shapes of etch pits. Obviously, this classification is qualitatively performed from experimental etch pits.
Considering the low number of measurements and the scattering of the misorientation, it appears that the average misorientations are quite similar for the square shape (the geometrical shape of the etch pit is near a square) to the triangular shape, and remain in a reasonable domain of about 8 to 5Z In absolute value, the misorientation evolves between about 2 and 13 ° for the square shapes, 4 and 12 ° for the rectangular shapes and 1 and 10 ' for the triangular shapes. Let us remark that an aberrant point appears at about 19 ° . It is due to a bad definition of the etch pit, probably due to a bad chemical etching of this grain. Fig. 7 shows the average error on the three Euler angles as a function of the shape of etch pits. Globally, the average error, which is the average of the differences on the three Euler angles obtained by the two techniques, is lower than 11 ') for the square shape and 8 ~ for the two other shapes. Fig. 8 shows the maximum error observed on the Euler angles for each measurement. The maximal difference is about 12' for the square shape (except for some points for which it ¢, reaches about 16 °, 11 ° for the rectangular shape and t,. 10 ° for the triangular shape.
~ 2bJ Up to now, the description of the crystallographic orientation errors has not taken into account ~ 20 experimental problems such as the rolling-direction ~ 15 alignment of the sample during the two sets of ~ 10 measurement (Kikuchi patterns and etch-pit measure-o~ ~-, 5 ments) and the error due to the orientation • E 0 measurement from the EBSP. So, if the error [misorientation (Fig. 6) , average error (Fig. 7) or maximal error (Fig. 8) ] is observed using the evolution of the orientation measurement number as the difference observed with the two kinds of measurements, the classical Gaussian is not centered around a zero error but is shifted from about 5 or 6 °. Figs.
t. 9(a) to (d) show the histograms of the orientation ~ number for several misorientation classes with a step ~ 8 of 2 °, respectively, for the 92 orientations and those ~ 6 with a triangular shape, a rectangular shape and a ~ 4 square shape. This Gaussian displacement is due to ".,~, errors that are not taken into account in this study, ~ 2 such as, for example, the error of about 2 ° on the .~--0 absolute orientation measurement from the EBSP method or the accumulated errors characterizing the wrong alignment of the rolling direction during the two sets of measurement (etch pit and EBSP). Consequently, taking into account these experimental errors, one can deduce that the etch-pit method allows one to measure crystallograhic orientations with a precison of about 5 to 8 °.
"~ For the manual approach, which consists of comparing modeled and measured etch pits (B6ttcher et al., 1992) , owing to the low discrimination of similar .~ orientations, the accuracy varies in the range __+ 5 to .,,, + 15 °. The worst accuracies are observed near the .,-,"° t:: cube orientation.
. So, the accuracy of our measurements seems in good agreement with the accuracy estimated (but let us note that it is only an estimate and not a comparison between results obtained by several methods) by B6tcher et al. (1992) , in particular for orientations characterized by rectangular and triangular shapes. However, it seems difficult to improve the results ~ • ~ 12 ~ because the accuracy is limited by experimental error E 10 of the measurements. Our measurements were :a performed using a system associated with a SEM, t: 8 which allows us to measure directly from the .~ 6 experimental etch pit observed on the SEM screen the ~, 4 corresponding geometrical parameters. But, even in ~ 2 these conditions, it is always difficult to measure a .~ O t,, short length or an angle between this short length and another, knowing that a small error in the measurement can lead to large errors in Euler-angle determination. Finally, it is clear that the quality of the chemical etching is very important to obtain a good precision in the measurements. For the studied material, it appears that the etch-pit shape is not ~13.15 17-19 -3 ' 3.5 ' 5-7' 7-9 r9-11'11-1:3 '~5.17" " P" /Vlisor i en t a t /on (a) /s //, 1-3 '3-5'5-;
Mis t,;
¢/1 t /z/ //// r' 7. 9'9-11'11.1~ '15-1~' ' ""~ orientation always well defined and so the crystallographic orientations are often determined from only the measured angles.
Global approach
Even if, locally, some discrepancies are observed for a given grain, a rather good result is, however, obtained qualitatively from a statistical point of view. Indeed, Figs. 10(a) to (c) show the {001} pole figures determined, respectively, from the EBSP method, the etch-pit method and both methods.
From these individual orientations, it it possible to calculate the orientation distribution function (ODF), solving the following equation: ,,,g,,.(9) ,
where F(9) is the ODF expressed in the Euler space, 9 is an orientation characterized by the Euler angles, Tt=,(9) is the generalized spherical harmonic function and ft,,. are the coefficients of the ODF. The j},,, can be calculated from individual orientations that are modeled by a Gaussian function (Truszkowski, Pospiech, Jura & Major, 1973) 
where wi is the volume fraction of the grain i. In our case, it is assumed that there is only one grain in the thickness of the sheet and so the volume fraction is replaced by the surface fraction characterized by the surface of each grain. The 40 parameter is linked to the full width at half-maximum b of the Gaussian by the relation 4 o = b/2(in 2) 1/2 (7) Moreover, Wagner (1983) showed that 4 o can be linked to a p parameter characterizing the texture sharpness and to the number (N) of measured individual orientations. For a cubic material and a triclinic texture, Wright & Adams (1990) have found the relation
The value of p must be 1 for a random texture and decreases towards zero for a strong texture. For intermediate textures, which is the case in the present study, p is taken equal to 0.5 [see, for example, Wagner (1983) , in the case of rhombohedral materials and Wright & Adams (1990) in the case of a cubic material]. Moreover, this value has been verified (Baudin & Penelle, 1993) for a primary recrystallized Fe-3% Si sheet characterized by 1000 orientations measured from EBSPs, plotting the evolution of F(g) as p and comparing it with results obtained by X-ray diffraction. Consequently, the 4 o expression (8) allows one to determine the Gaussian shape in terms of the number of measured individual orientations.
From a metallurgical point of view, it is obviously useful to estimate the orientation number that gives a statistically well characterized ODF (Baudin & Penelle, 1993) . For that, the evolution of the F(g) maximum can be observed as a function of N. In a first step, this problem of statistics is not important since the aim of the present study is to compare results obtained by both methods and so this comparison is limited to about 100 orientations. Since the microstructure is very inhomogeneous (Fig. 2) , the volume fraction introduced in (5) can lead to strong variations of F(g). So, if it is necessary to introduce the volume (surface in our case) fraction of each orientation to calculate a true ODF [see (5)], this parameter can introduce errors in comparing orientations measured by both methods (the orientation difference is so weighted by the volume fraction). So, in the next section, only the calculations without this parameter are discussed. Moreover, the series expansion is always calculated for L = 34 and only the total ODF F(g) is presented since, by definition, F(g) is the sum of even (! even) and odd (! odd) functions. Fig. 11 shows the F(g) evolution, at q9 = 0 = 0 ° [corresponding to the maximum of F(g)] as a function of ~, calculated with the 92 individual orientations and with ~o = 11.71°. This figure shows rather large differences between results obtained from the two described methods. So the maxima of F(g) determined with the etch-pit method can be about 20% larger than those determined from EBSP. Fig. 12 shows the same curves but with 91 orientations (~o = 11.75°), the aberrant point being omitted. The differences between the curves decrease but remain important (about 15%).
The same calculations were performed for the three kinds of etch-pit shape (Figs. 13a to c) . Obviously, since the main component of the texture is {001}(100), the number of grains near this last orientation is larger (47 grains) than those measured with rectangular (21 grains) and triangular (24 grains) shapes.
These figures show that ODFs calculated from EBSP and etch-pit measurements are in good agreement since the difference is about 10% for the maxima of F(g). However, for the triangular shapes, larger differences appear for the minima (~ = 30 and 150°). This is probably due to the large dispersion of texture as is shown on {001} pole figures (Figs. 13d to f).
Firstly, to suppress the error due to the aberrant point and, secondly, to test the influence of the orientation number, by omitting this point and dividing the orientation number by two, the ODF can be calculated with these two sets of 23 measurements ( Figs. 14a and b ) (for the rectangular and triangular shapes, respectively, 21 and 24 orientations were measured). The corresponding {001} pole figures measured from EBSPs are also presented. These figures show that the error is quite similar for the two sets of measurements and to the error measured in Fig. 13(a) for the 47 square shapes.
The two measurement techniques have also been compared for the determination of the grain boundaries. This calculation is performed in the same way as those of Vigna (1987) , Rouag (1988) and Rouag, Vigna & Penelle (1990) . From the misorientation, the grain-boundary nature is determined using the speciality criterion of Brandon (1966) from the AO deviation in relation to a true coincidence S:
where Ro is the matrix of normalized experimental misorientation and Rz. is the matrix corresponding to the 2; true coincidence. Tables (Mikura, 1979) give the misorientation up to r = 101. Fig. 15 shows the percentage of general, CAD (coincidence-axis-direction), LA (low-angle) and CSL (coincidence-site-lattice) grain boundaries. Let us note that the criteria for the grain-boundary determination, chosen by Rouag (1988) are here retained, so:
(i) a grain boundary is CSL until _r = 25; (ii) a grain boundary is LA if 2; = 1; (iii) for the CAD grain-boundary determination, the (100), (110) and (111) axes are retained with a 5.0 ° deviation [Rouag (1988) the grain-boundary percentage is the same with deviations of 1.0 and 2.5°].
In comparison with results obtained from EBSPs, the error on the speciality of grain boundaries calculated from etch pits is very important ( Table 1) principally for the CAD, LA and CSL boundaries. However, it is interesting to note that the tendency is globally the same, although an inversion of percentages can be observed between LA and CSL boundaries.
In Table 1 , the aberrant point is taken into account since the same general grain boundaries are found with the two methods.
Concluding remarks
In this work, the validity of the etch-pit method is analyzed by a comparison with the EBSP technique.
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• etch pit EBSP 1 (i) Concerning the accuracy of the orientation determination. It seems that the two manual and numerical approaches that allow one to characterize crystallographic orientations from etch pits give quite similar results although the accuracy seems less good for orientations of rectangular and triangular shapes determined with the second approach. From a general point of view, the error remains significant, in particular for texture components near the cube orientation, and it seems difficult to improve it since it is limited by experimental error of measurement.
(ii) Concerning the statistical analyses of texture and grain-boundary speciality. The precision of these analyses is obviously linked to the precision of the orientation determination. The results presented show that only qualitative, or maybe semi-quantitative, analyses can be performed. Moreover, it has been shown, for our material, that the increase of the orientation number does not improve the accuracy of the ODF determination. However, it is necessary to verify if a significant increase of the number of orientation measurements gives the same results. For the grain-boundary analysis, the same remarks can be made, so it is difficult to perform a true quantitative study unless a strong increase in the number of orientation measurements leads to a decrease of observed errors.
To sum up, it seems rather difficult at present to perform quantitative analyses with the etch-pit method. But it remains very interesting, first because it is very simple to use and then because it allows one to quickly determine qualitative or semi-quantitative texture and grain speciality boundary. Moreover, it seems interesting to increase the orientation number to verify if it is possible to decrease the errors observed for the ODF and grain-boundary calculations. In all cases, it becomes necessary to increase the rate of crystallographic orientation measurement using an on-line system. The numerical approach used here to analyze etch pits allows one to plan an automatic procedure such as for EBSPs.
