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Tightness and exponential tightness of
Gaussian probabilities
Paolo Baldi∗†
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Abstract
We prove a simple criterion of exponential tightness for sequences of Gaus-
sian r.v.’s with values in a separable Banach space from which we deduce a
general result of Large Deviations which allows easily to obtain LD estimates
in various situations.
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1 Introduction
Let (Xn)n be a sequence of E-valued Gaussian r.v.’s, where E is a separable Banach
space. This article is concerned with the investigation of Large Deviation properties
at speed g of the sequence (g
−1/2
n Xn)n, where g : N → R+ is a speed function i.e. such
that limn→∞ gn = +∞.
This is a classical problem that is completely understood if the law of Xn does
not depend on n (see [8] §5 or the exposition in [1], p.39).
In [2] (see also [6] §4.5.3) it is proved that if, for every θ ∈ E ′,
lim
n→∞
1
gn
log E[egn〈θ,Yn〉] := Λ(θ) (1.1)
and the sequence (Yn)n is exponentially tight, then it enjoys some Large Deviations
estimates at speed g with a rate function I which is the convex conjugate of Λ (see
the precise statement in Theorem 3.1 below).
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It is therefore of interest to produce criteria ensuring the property of exponential
tightness.
Recall that a sequence of r.v.’s (Xn)n with values in some metric space E is said
to be tight as n→ +∞ if for every δ > 0 there exists a compact set Kδ such that
P(Xn 6∈ Kδ) < δ . (1.2)
A sequence of r.v.’s (Xn)n with values in some metric space is said to be exponentially
tight as n→∞ at speed g if for every R > 0 there exists a compact set KR such that
P(Xn 6∈ KR) < e−gnR . (1.3)
The main result of this paper (Theorem 2.3) is that if a sequence (Xn)n of Gaussian
E-valued r.v.’s is tight, then, for every speed function g, the sequence (g
−1/2
n Xn)n is
exponentially tight at speed g.
This result will allow us to prove the following result.
Theorem 1.1 Let (Xn)n be a sequence of Gaussian r.v.’s with values in the separable
Banach space E and converging in law to a r.v. X. Then, for every speed function g,
the sequence (g
−1/2
n Xn)n satisfies a Large Deviation Principle with speed g and rate
function
I(x) =
1
2
‖x‖2H (1.4)
where ‖ ‖H denotes the Replicating Kernel Hilbert Space norm of the law of the r.v.
X − E[X ], with the understanding ‖x‖H = +∞ if x 6∈ H.
In some sense Theorem 1.1 states that if Xn → X in law, then, in a Gaussian setting,
the Large Deviations asymptotics of the sequences (g
−1/2
n Xn)n and (g
−1/2
n X)n are the
same (without any constraint concerning the speed of convergence of Xn → X).
Theorem 1.1 is well known if the law of Xn does not depend on n (see [8] §5 or
the exposition in [1], p.39). This, of course, suggests that Theorem 1.1 should be
an immediate consequence of the above mentioned result for the sequence (g
−1/2
n X)n,
using the argument of exponential approximation, as explained in [6] §4.2.2. Actually
it turns out that Theorem 1.1 can be proved using this argument, see §4, but this
way of proof would also require the exponential tightness result of Theorem 2.3.
Recall that Fernique’s theorem states that a Gaussian r.v. has bounded expo-
nential moments. As a, possibly useful, by-product of our treatment, we obtain
(Corollary 2.1) that a tight family of E-valued Gaussian r.v.’s has uniformly bounded
exponential moments.
In §2 we prove our main result (Theorem 2.3) i.e. that if (Xn)n is tight then
(g
−1/2
n Xn)n is exponentially tight at speed g.
In §3 and §4 we give two different proofs of Theorem 1.1 whereas section 5 is
devoted to examples and counterexamples.
2
2 Exponential tightness of Gaussian families
Throughout this paper E shall denote a separable Banach space, E ′ its topological
dual.
In order to investigate exponential tightness of Gaussian families we shall take
advantage of the following result which is a particular case of Theorem 3.1 of De
Acosta [4].
Theorem 2.1 ([4]) Let (µα)α∈A be a family of probabilities on the separable Banach
space E such that
a) (µα)α∈A is tight.
b) There exists t > 0 such that
sup
α∈A
∫
E
et|x| dµα(x) < +∞ . (2.1)
Then there exists a convex compact well balanced set K ⊂ E such that
sup
α∈A
∫
E
eqK(x) dµα(x) < +∞
where qK denotes the Minkowski functional of the set K.
The definition of a Minkowski functional will be recalled shortly.
Remark that in Theorem 2.1 there is no assumption of Gaussianity. In order to
take advantage of Theorem 2.1, we first prove that condition (2.1) is automatically
satisfied if Gaussianity, in addition to the tightness condition of assumption a) of the
theorem, is enforced.
This fact will follow from the next result, whose proof follows the same line of
reasoning of the classical Fernique’s theorem (see [10], [11] p. 11).
Theorem 2.2 Let E be a separable Banach space and φ : E → [0,+∞] a measurable
semi-norm, i.e. a measurable application such that
φ(λx) = |λ|φ(x), λ ∈ R
φ(x+ y) ≤ φ(x) + φ(y) . (2.2)
Let (µα)α∈A be a family of centered Gaussian probabilities on E such that µα(φ <
+∞) = 1 for every α ∈ A. If there exists s > 0 such that µα(φ > s) ≤ β < 12 for
every α ∈ A, then there exists a > 0 such that
sup
α∈A
∫
E
eaφ
2(x) µα(dx) <∞ .
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Proof. From the relation
µα(φ > s) ≤ β < 1
2
, (2.3)
following the lines of the proof of Fernique’s theorem (see also [7] §1.3) if we define
by recurrence the sequence (tn)n by
t0 = s tn =
√
2 tn−1 + s
i.e.
tn = s
(
1 +
√
2 + · · ·+ (√2)n) = s(√2)n+1 − 1√
2− 1 ≤ s
( √2√
2− 1
)
︸ ︷︷ ︸
:=
√
ζ
2n/2 . (2.4)
we obtain, for every α ∈ A,
µα(φ > tn) ≤ κ2nµα(φ < s) (2.5)
where
κ =
β
1− β < 1
We can now split the integral∫
E
eaφ
2(x) µα(dx) ≤
∫
{φ2≤ζ}
eaφ
2(x) µα(dx)︸ ︷︷ ︸
≤eaζ
+
∫
{φ2>ζ}
eaφ
2(x) µα(dx) .
But ∫
{φ2>ζ}
eaφ
2(x) µα(dx) ≤
∞∑
n=0
∫
{ζ·2n<φ2≤ζ·2n+1}
eaφ
2(x) µα(dx) ≤
≤
∞∑
n=0
eaζ·2
n+1
µα(φ
2 > ζ · 2n) .
Since t2n ≤ ζ2n, (2.5) gives∫
E
eaφ
2(x) µα(dx) ≤ eaζ +
∞∑
n=0
eaζ·2
n+1
µα(φ > tn) ≤ eaζ +
∞∑
n=0
eaζ·2
n+1
µα(φ < s) · κ2n
which, for a <
log 1
κ
2ζ
, gives a convergent series thus concluding the proof.

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Corollary 2.1 Let (µα)α∈A be a family of centered Gaussian probabilities on the
Banach space E, such that there exists s > 0 such that µα(|x| > s) ≤ β < 12 for every
α ∈ A. Then
sup
α∈A
∫
E
et|x| dµα(x) < +∞, for every t > 0 . (2.6)
In particular (2.6) holds if the family (µα)α∈A is tight.
Proof. Let a >0 be such that
sup
α∈A
∫
E
ea|x|
2
dµα(x) < +∞
as guaranteed by Theorem 2.2, then∫
E
et|x| dµα(x) =
∫
{|x|≤t/a}
et|x| dµα(x) +
∫
{|x|>t/a}
et|x| dµα(x) ≤
≤ et2/a +
∫
E
ea|x|
2
dµα(x) < +∞ .
Finally remark that the condition µα(|x| > s) ≤ β < 12 for every α ∈ A is automati-
cally satisfied if (µα)α∈A is tight, as compact sets are bounded in E.

Let K ⊂ E. Let us recall that its Minkowski functional is a map qK : E → [0,+∞]
defined as
qK(x) = inf{t > 0; x ∈ tK} .
It is well known that if K is a convex set then qK is subadditive and that if K is
well balanced then qK is positively homogeneous. Well balanced means that if x ∈ K
then also tx ∈ K for every 0 ≤ t ≤ 1.
The following is the main result of this section.
Theorem 2.3 Let (Xα)α∈A be a tight family of Gaussian E-valued r.v.’s. Then for
every speed function g the family (g
−1/2
n Xα)n is uniformly exponentially tight, i.e., for
every R > 0 there exists a compact set KR ⊂ E such that
P(g−1/2n Xα 6∈ KR) ≤ e−gnR
for every α ∈ A and for every n. In particular, if a sequence (Xn)n of Gaussian
E-valued r.v.’s is tight, then for every speed function g, (g
−1/2
n Xn)n is exponentially
tight.
Proof. Let us assume first that the r.v.’s Xα are centered. By Corollary 2.1 also
condition b) of Theorem 2.1 is satisfied. Thus, by Theorem 2.1 applied to the family
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(µα)α∈A of the laws of the Xα’s, there exists a convex compact well balanced set K
such that
sup
α∈A
E
[
eqK(Xα)
]
:= C < +∞ .
For every α ∈ A let (Zn)n be a sequence of i.i.d. r.v.’s with the same law as Xα. Let
us assume for simplicity, at first, that gn is an integer number for every n. We have
g−1/2n (Z1 + · · ·+ Zgn) ∼ Xα (2.7)
hence
E
[
eqK(g
1/2
n Xα)
]
= E
[
eqK(Z1+···+Zgn )
] ≤ E[eqK(Z1)+···+qK(Zgn )] == (E[eqK(Xα)])gn ≤ Cgn .
Remark the relation
{x 6∈ tK} = {x; qK(x) > t} . (2.8)
Hence for every t > 0, by Markov inequality,
P
(
g−1/2n Xα 6∈ tK
)
= P
(
g1/2n Xα 6∈ tgnK
)
= P
(
qK(g
1/2
n Xα) ≥ tgn
) ≤
≤ e−tgnE[eqK(g1/2n Xα)] ≤ e(logC−t)gn
and if we chose t = R + logC, the compact KR = tK satisfies the requirement (1.3).
In general, if g is not integer valued, (2.7) will become g
−1/2
n (Z1 + · · ·+ Z⌊gn⌋) ∼
⌊gn⌋1/2g−1/2n Xα, ⌊ ⌋ denoting the integer part function and the remainder of the proof
is to be modified accordingly.
If we do not assume the Xα’s to be centered, let us denote by xα = E[Xα] their
means and let X˜α = Xα−xα. The assumption of tightness implies that the sequence
(xα)α is contained in some compact set K, that we can assume to be well balanced,
and that also the sequence (X˜α)α is tight. Let K˜R be a compact, convex and well
balanced set such that P(g
−1/2
n X˜α 6∈ K˜R) ≤ e−gnR. Then KR = K˜R +K is a compact
set and we have
P
(
g−1/2n Xα 6∈ KR
) ≤ P(g−1/2n X˜α 6∈ K˜R) ≤ e−gnR .

It is natural, at this time, to inquire whether a converse of Theorem 2.3 holds. It
is obvious that uniform exponential tightness, even with respect to a single speed
function implies tightness.
Whether a Gaussian sequence (Xn)n that is exponentially tight with respect to
every speed function is also tight is less obvious, as exponential tightness of the
sequence is a weaker property than the uniform exponential tightness of the family
(Xn)n. A partial answer to this question is given in Example 5.4.
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3 Large Deviations
We give two proofs of Theorem 1.1. The second one, in the next section, is much
shorter but maybe the first one gives more insight into the structure of Gaussian
probabilities. Both proofs rely on Theorems 3.1 and 2.3.
In order to prove Theorem 1.1 we shall take advantage of the following result.
Let us recall that x ∈ E is said to be an exposed point for the rate function I if
there exists η ∈ E ′ such that, for x 6= y,
I(y)− I(x) > 〈η, y − x〉 (3.1)
which is a condition of strict convexity of the rate function I. η is called an exposing
hyperplane. The following theorem is an infinite dimensional extension of the Ellis-
Ga¨rtner theorem ([12], [9]).
Theorem 3.1 ([2], see also [6] §4.5.3) Let (µn)n be an exponentially tight sequence of
probabilities at speed g on the separable Banach space E, such that, for every θ ∈ E ′,
the limit
lim
n→∞
1
gn
log
∫
E
egn〈θ,x〉 dµn(x) := Λ(θ) (3.2)
exists. Let us denote
I(x) = sup
θ∈E′
(〈θ, x〉 − Λ(θ)) (3.3)
the convex conjugate of Λ. Then for every closed set F ⊂ E
lim inf
n→∞
1
gn
log µn(F ) ≤ − inf
x∈F
I(x) (3.4)
and for every open set G ⊂ X,
lim inf
n→∞
1
gn
log µn(G) ≥ − inf
x∈G∩E
I(x) (3.5)
where E denotes the set of all exposed points of I such that for an exposing hyperplane
η it holds Λ(sη) < +∞ for some s > 1.
The application of Theorem 3.1, in order to obtain a Large Deviation Principle, is
not always undemanding because it provides an incomplete lower bound. We shall
see however that from (3.5) a true lower LDP bound can be easily obtained if the
probabilities µn are Gaussian.
First proof of Theorem 1.1. By Theorem 2.3 the sequence (g
−1/2
n Xn)n is exponentially
tight at speed g. Let us denote xn = E[Xn], X˜n = Xn − xn, x = E[X ], X˜ = X − x.
We have
log E[egn〈θ,g
−1/2
n Xn〉] = g1/2n 〈θ, xn〉+ log E[egn〈θ,g
−1/2
n X˜n〉]
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Hence condition (3.2) is satisfied as the r.v.’s 〈θ,Xn〉, θ ∈ E ′, are Gaussian so that
lim
n→∞
1
gn
log E[egn〈θ,g
−1/2
n Xn〉] = lim
n→∞
1
gn
(
g1/2n 〈θ, xn〉+ log E[egn〈θ,g
−1/2
n X˜n〉]
)
=
= lim
n→∞
1
2gn
Var(g1/2n 〈θ, X˜n〉) =
1
2
Var(〈θ, X˜〉) = log E[e〈θ,X˜〉] := Λ(θ) .
(3.6)
In order to conclude the proof of Theorem 1.1 we must compute the convex conjugate
I of Λ. This is well known (see [1] Chap II e.g.), however, in order to investigate the
exposed points of I we recall some facts about this computation and about Gaussian
probabilities µ on a separable Banach space E.
For every θ ∈ E ′, the function E ∋ z 7→ 〈θ, z〉 defines a r.v. on the probability
space (E, µ). Hence E ′ can be considered as a Gaussian space of r.v.’s on (E, µ).
Let us denote by E
′
µ the closure of E
′ in the Hilbert space L2(µ). E
′
µ is a space of
Gaussian r.v.’s and for every φ ∈ E ′µ we can define its barycenter
h =
∫
E
zφ(z) dµ(z) . (3.7)
The convergence of the integral in (3.7) is a consequence of well known facts about
the existence of moments of Gaussian probabilities. The elements h ∈ E of this form
constitute a vector space H that becomes an Hilbert space when endowed with the
norm
‖h‖H = ‖φ‖L2(µ) =
∫
E
φ(z)2 dµ(z) (3.8)
which makes H isometric with E
′
µ. Actually it is easy to see that (3.8) is a good
definition: if h is the barycenter of φ and of φ′, φ, φ′ ∈ E ′µ, then ‖φ‖L2(µ) = ‖φ′‖L2(µ)
necessarily.
It is important to remark that the Hilbert space H is dense in the closed subspace
E˜ = suppµ. Actually if θ ∈ E ′ is such that 〈θ, h〉 = 0 for every h ∈ H, then, if h is
the barycenter of φ ∈ E ′µ, we would have
0 = 〈θ, h〉 =
∫
E
〈θ, x〉φ(x) dµ(x) .
The function x 7→ 〈θ, x〉 being orthogonal to every φ ∈ E ′µ, necessarily 〈θ, x〉 = 0
µ-a.s.
The functional Λ : E ′ → R defined in (3.6) is convex and, as we already remarked,
the computation of its convex conjugate I, i.e.
I(x) = sup
θ∈E′
(〈θ, x〉 − Λ(θ)) (3.9)
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is a classical fact (see [1], Proposition 1.5 p.53 and the literature therein). Actually,
if x ∈ H and x = ∫ zφ(z) dµ(z) for some φ ∈ E ′µ, we have
I(x) = sup
θ∈E′
(∫
E
〈θ, z〉φ(z) dµ(z)− 1
2
∫
E
〈θ, z〉2 dµ(z)
)
=
= sup
θ∈E′
(
−1
2
∫
(〈θ, z〉 − φ(z))2 dµ(z)
)
+
1
2
∫
E
φ(z)2 dµ(z)
(3.10)
from which, by considering a sequence (θn)n ⊂ E ′ converging to φ in E ′µ, we have
sup
θ∈E′
(
−1
2
∫
(〈θ, z〉 − φ(z))2 dµ(z)
)
= 0
and
I(x) =
1
2
∫
E
φ(z)2 dµ(z) =
1
2
‖x‖2H .
Moreover if φ ∈ E ′ (which is a stronger assumption than φ ∈ E ′µ) the supremum in
(3.10) is attained at θ = φ so that in this case we have also I(x) = 〈φ, x〉 − Λ(φ) =
Λ(φ). See [1] Proposition 1.5 p. 53 for a proof that I(x) = +∞ if x 6∈ H. Then,
thanks to Theorem 3.1, the Large Deviation upper bound (3.4) holds with respect to
the rate function (1.4). In order to complete the proof of Theorem 1.1 we must show
that the exposed points, E, of I satisfying the condition of Theorem 3.1 are such that,
for every open set A ⊂ E,
inf
x∈A∩E
I(x) = inf
x∈A
I(x) .
This is the consequence of the following lemma.

Lemma 3.1 Let us denote by H˜ the elements of H which are of the form (3.7) with
φ(z) = 〈λ, z〉, λ ∈ E ′. Then the elements of H˜ are exposed points with exposing
hyperplane λ and such that Λ(sλ) < +∞ for some s > 1. Moreover for every open
set A ⊂ E we have
inf
A∩E
I = inf
A
I (3.11)
where E is as in the statement of Theorem 3.1.
Proof. Remember, from (3.10), that if x ∈ H˜ and x = ∫
E
〈λ, z〉z dµ(z) then the
supremum in (3.9) is attained at θ = λ and that I(x) = Λ(λ) = 〈λ, x〉−Λ(λ). Let us
prove that such an x is an exposed point with exposing hyperplane λ.
Let y ∈ H, y 6= x, be such that y = ∫
E
zφ(z) dµ(z) for some φ ∈ E ′µ. Then
I(y) =
1
2
∫
E
φ(z)2 dµ(z) >
1
2
∫
E
φ(z)2 dµ(z)− 1
2
∫
E
(〈λ, z〉 − φ(z))2 dµ(z)︸ ︷︷ ︸
>0
=
9
=∫
E
〈λ, z〉φ(z) dµ(z)− 1
2
∫
E
〈λ, z〉2 dµ(z) = 〈λ, y〉 − Λ(λ) .
Hence, as I(x) = 〈λ, x〉 − Λ(λ),
I(y)− I(x) > 〈λ, y〉 − Λ(λ)− (〈λ, x〉 − Λ(λ)) = 〈λ, y − x〉
so that every x ∈ H˜ is an exposed point. The condition Λ(sλ) < +∞ for some s > 1
is obviously satisfied as Λ(sλ) = s2Λ(λ).
In order to prove (3.11) we need only to show that infA∩E I ≤ infA I. As I ≡ +∞
outside H,
inf
A
I = inf
A∩H
I .
Let us assume first that supp µ = E, so that H is dense in E. As H˜ is dense in
H, for every x ∈ A ∩ H there exists a sequence (xn)n ⊂ H˜ converging to x in the
topology of H, hence such that I(xn) → I(x). As the topology of H is stronger
than the topology of E, (xn)n also converges to x in E, whence xn ∈ A for n large
(recall that A is an open set). Therefore, for every x ∈ H ∩A and n > 0 there exists
y ∈ H˜ ∩A such that I(y) ≤ I(x) + 1
n
. As H˜ ⊂ E, we can conclude as
inf
A
I = inf
A∩H
I = inf
A∩H˜
I ≥ inf
A∩E
I .
If suppµ 6= E then E˜ := suppµ is a proper closed subspace of E and it is immediate
that I ≡ +∞ on E \ E˜. Actually if x ∈ E \ E˜, by the Hahn-Banach theorem there
exists λ ∈ E ′ such that 〈λ, z〉 = 0 for every z ∈ E˜ and 〈λ, x〉 6= 0. Hence
I(x) = sup
θ∈E′
(〈θ, x〉 − Λ(θ)) ≥ sup
t∈R
(
t〈λ, x〉 − Λ(tλ)) = sup
t∈R
t〈λ, x〉 = +∞
Moreover, considering µ as a Gaussian probability on E˜, H is dense in E˜ (in the
topology of E˜) and by a repetition of the previous argument we have
inf
A
I = inf
A∩E˜
I = inf
A∩E˜∩H
I = inf
A∩E˜∩H˜
I ≥ inf
A∩E˜∩E
I = inf
A∩E
I .

Remark that the argument above provides a proof of the LDP of Theorem 1.1 which is
new also in the classical case, i.e. when Xn ≡ X . At least to the author’s knowledge.
4 Second proof: exponential approximation
The second proof of Theorem 1.1 is based on the notion of exponential equivalence
(see [6] §4.2.2). Theorem 4.2.13 there states that if, for every δ > 0,
lim sup
n→0
1
gn
log P(|g−1/2n Yn − g−1/2n Xn| ≥ δ) = −∞ (4.1)
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then if (g
−1/2
n Yn)n satisfies a Large Deviation Principle with speed g and rate function
I, the same is true for (g
−1/2
n Xn)n. We shall apply this criterion with Yn ≡ X .
By Skorokhod representation theorem, we can assume that the r.v.’s in the state-
ment of Theorem 1.1 are defined on the same probability space and that Xn → X
a.s. Hence
lim
n→∞
1
gn
log E[eg
1/2
n 〈θ,Xn−X〉] = lim
n→∞
1
2
Var(〈θ,Xn −X〉) = 0 . (4.2)
By Theorem 2.3 the sequence (g
−1/2
n (Xn−X))n is exponentially tight at speed g and
by (4.2) it satisfies the relation (3.2) with Λ ≡ 0. We can therefore apply the upper
bound (3.4) of Theorem 3.1 with respect to the convex conjugate I of Λ ≡ 0, i.e.
I(0) = 0, I(x) = +∞ for every x 6= 0 and to the closed set F = {|x| ≥ δ} in order to
obtain
lim sup
n→∞
1
gn
log P(|g−1/2n Xn − g−1/2n X| ≥ δ) = − inf
F
I = −∞ . (4.3)
Hence (g
−1/2
n Xn)n satisfies a Large Deviation principle with the same rate function
as the sequence (g
−1/2
n X)n and the result follows from the classical Large Deviation
results of [8].

It does not seem immediate to verify the exponential equivalence relation (4.1) under
the hypotheses of Theorem 1.1 without taking advantage of Theorems 2.3 and 3.1.
5 Examples and concluding remarks
Example 5.1 Let B be a real Brownian motion and, for every integer n and t ≤ T ,
X
(n)
t =
√
2
∫ t
0
sin(ns) dBs .
We have X
(n)
t =W
(n)
An(t)
where An(t) = 2
∫ t
0
sin2(ns) ds and W (n) is another Brownian
motion. As An(t) → t uniformly as n → ∞, the sequence of processes (X(n))n
converges in law to the Wiener measure. Hence (X(n))n is a Gaussian tight sequence
taking values in the Banach space E = C([0, T ],R) of continuous paths endowed
with the topology of uniform convergence and, by Theorem 1.1, (g
−1/2
n X
(n))n satisfies
a Large Deviation Principle at speed g with the same rate function as in Schilder’s
theorem ([13]) for the Brownian motion.
Example 5.2 Let againE = C([0, T ],R) and letXn be a fractional Brownian motion
with parameterHn with limn→∞Hn = H , 0 < H < 1. It is well known thatXn →n→∞
X , where X is a fractional Brownian motion with Hurst index H , the convergence
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being in law. This follows easily: the convergence of the covariance functions implies
the convergence of the finite dimensional distributions and the equality
E[(Xn(t)−Xn(s))2p] = (2p)!
2pp!
|t− s|2pHn
implies the tightness of the sequence thanks to Billingley’s criterion ([3], Theorem
12.3). Hence Theorem 1.1 implies immediately that, for any speed function g, the
sequence (g
−1/2
n Xn)n enjoys a Large Deviation estimate with respect to the rate func-
tion given by the RKHS of the fractional Brownian motion with Hurst parameter
equal to H , as can be found in [5] e.g.
It is well known that, if E is finite dimensional, (3.2) with the assumption that the
limit Λ is finite in a neighborhood of the origin implies exponential tightness, even
without Gaussianity. The author has been wondering whether (3.2) might imply
exponential tightness for Gaussian sequences in infinite dimensions. Here we produce
a counterexample.
Example 5.3 Let us denote, as usual, by c0 the space of real sequences x = (xn)n
such that limn→∞ xn = 0 which is a separable Banach space with respect to the sup
norm.
Let (ξn)n be a sequence of i.i.d. N(0, 1)-distributed r.v.’s and
Xn = (ξ1, ξ2, . . . , ξn, 0, 0, . . . )
be a corresponding c0-valued sequence of r.v.’s. We know that (Xn)n does not con-
verge, hence it is not tight in c0, because this would require limn→∞ ξn = 0 a.s.
We prove first that ( 1√
n
Xn)n is not exponentially tight at speed gn = n, i.e. that,
for R > 0 fixed, there exist no compact set K = KR ⊂ c0 such that, for n ≥ n0,
P
( 1√
n
Xn 6∈ K
)
≤ e−nR .
Actually we prove that, for every compact set K ⊂ c0,
lim inf
n→∞
1
n
log P
( 1√
n
Xn 6∈ K
)
= 0 . (5.1)
It is easy to see that every such compact set K is contained in a set of the form
{x, |xk| ≤ ak for every k = 1, 2, . . . }, where (ak)k is a positive sequence converging to
0 as k → +∞. We have, for every k0 > 0 and n ≥ k0,
P
( 1√
n
Xn 6∈ K
)
≥ P(|ξk| > ak√n for at least a k = 1, . . . , n) ≥
12
≥ P(|ξk0| > ak0
√
n ) = 2
(
1− Φ(ak0
√
n )
)
where by Φ we denote the N(0, 1) partition function. Now, thanks to classical esti-
mates on the behavior of Φ at infinity,
lim inf
n→∞
1
n
log
(
2
(
1− Φ(ak0
√
n )
)) ≥ −a2k0
2
hence, k0 being arbitrary and (ak)k infinitesimal, we have (5.1).
However the limit (3.2) exists in this case. Recall that here E ′ = ℓ1, the space of
the sequences θ = (θn)n such that
∑∞
n=1 |θn| < +∞. As the r.v.
1√
n
〈θ,Xn〉 = 1√
n
n∑
k=1
θkξk
is Gaussian, we have
log E[en
1/2〈θ,Xn〉] =
n
2
Var(〈θ,Xn〉) = n
2
n∑
k=1
θ2k
hence the limit in (3.2) exists and takes the value 1
2
∑∞
k=1 |θk|2 < +∞ for every θ ∈ E ′.
Example 5.4 Let (ξn)n be a sequence of i.i.d. N(0, 1)-distributed r.v.’s and let
Xn = (a1ξ1, . . . , anξn, 0, 0 . . . )
be a c0-valued r.v. where (an)n is a positive sequence converging to 0. In this example
we show that for some choice of the sequence (an)n the sequence (Xn)n is not tight
but is exponentially tight, at least for some choices of the speed function.
Let us investigate the tightness of (Xn)n. Let K = {x ∈ c0, |xk| ≤ bk}, where
(bk)k is a positive sequence converging to 0, be a compact set of c0. We have
P(Xn ∈ Kc) = 1− P(Xn ∈ K) = 1−
n∏
k=1
P
(
|ξk| ≤ bk
ak
)
.
The quantity P(|ξk| ≤ bkak ) appearing in the infinite product is always ≤ 1, hence it is
well known that the infinite product converges to a number that is > 0 if and only if
the series ∞∑
k=1
(
P(|ξk| ≤ bk
ak
)− 1
)
is convergent. But P(|ξk| ≤ bkak ) = 2F (
bk
ak
)−1, with F denoting the partition function
of the standard Gaussian distribution. But recalling that, for large x,
1− F (x) ≥ 1
2π
(
x+
1
x
)−1
e−x
2/2 ≥
√
2
π
1
x
e−x
2/2
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we have
1− P
(
|ξk| ≤ bk
ak
)
≥ const · 1
bk
√
log(k + 1)
1
(k + 1)b
2
k/2
and this is the general term of a divergent series for every sequence (bk)k such that
bk →k→0 0. Hence we have supn≥1 P(Xn ∈ Kc) = 1 and (Xn)n is not tight.
Let us turn now to the exponential tightness of this sequence. Let K = {x ∈
c0, |xk| ≤ bk} be a compact set of c0 and R > 0 as above. We must find a sequence
(bk)k such that, for every n,
P(g−1/2n Xn ∈ Kc) ≤ e−Rgn .
Now
P(g−1/2n Xn ∈ Kc) = 1− P(g−1/2n Xn ∈ K) = 1−
n∏
k=1
P
(
|ξk| ≤ g1/2n
bk
ak
)
=
= 1− exp
{ n∑
k=1
log P
(
|ξk| ≤ g1/2n
bk
ak
)}
.
As 1− ex ≤ −x,
· · · ≤ −
n∑
k=1
log P
(
|ξk| ≤ g1/2n
bk
ak
)
= −
n∑
k=1
log
(
2F
(
g1/2n
bk
ak
)
− 1
)
=
= −
n∑
k=1
log
(
1− 2
(
1− F
(
g1/2n
bk
ak
)))
.
As log(1− x) ≥ −x− 1
2
x2,
· · · ≤ 2
n∑
k=1
(
1− F
(
g1/2n
bk
ak
))
+
1
2
(
2
n∑
k=1
(
1− F
(
g1/2n
bk
ak
)))2
. (5.2)
With the well known inequality 1− F (x) ≤ 1√
2π
e−x
2/2, x ≥ 0,
n∑
k=1
(
1− F
(
g1/2n
bk
ak
)
≤ 1√
2π
n∑
k=1
e
−gn
b2k
2a2k .
If gn ≥ M log n, n ≥ 2, for some M > 0, let us choose b2k = 2(R + 1M )a2k. We have
n∑
k=1
(
1− F
(
g1/2n
bk
ak
)
≤ 1√
2π
1
n
n∑
k=1
e−Rgn =
1√
2π
e−Rgn .
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Going back to (5.2), we find finally
P(g−1/2n Xn ∈ Kc) ≤ const · e−Rgn .
so that (Xn)n is exponentially tight, for every speed function increasing to +∞ faster
than n 7→ M log n.
For this class of speed functions we can deduce that the sequence (g
−1/2
n Xn)n
enjoys a Large Deviations Principle at speed g. Actually the dual of c0 is the space
of summable sequences ℓ1 and, for every θ ∈ ℓ1 we have,
lim
n→∞
1
gn
log E(egn〈θ,g
−1/2
n Xn〉) = lim
n→∞
1
2
Var(〈θ,Xn〉) = 1
2
∞∑
k=1
θ2ka
2
k := Λ(θ)
and we find easily for the convex conjugate, I, of Λ, i.e.
I(x) = sup
θ∈ℓ1
(〈θ, x〉 − Λ(θ)) ,
that
I(x) =
∞∑
k=1
x2k
a2k
with the understanding I(x) = +∞ if the sum is not convergent.
It is now easy to complete this example by showing that actually the sequence
(g
−1/2
n Xn)n enjoys a Large Deviations Principle at speed g and with respect to the
rate function I. As the sequence (ak)k tends to 0 at infinity, it is immediate that the
level sets of I are compact in c0. Moreover Theorem 3.1 guarantees that the upper
bound holds with respect to I (this is equation (3.4)) and also the partial lower bound
(3.5). In order to conclude we must only prove that the exposed points for I are dense
in c0. Let us consider the set H˜ ⊂ c0 of the sequences x = (xk)k that are = 0 for
k ≥ N for some N > 0. Of course H˜ is dense in c0. The elements of H˜ are exposed
points. Actually, let η ∈ ℓ1 be given by
ηk =
xk
a2k
, k ≤ N
and ηk = 0 for k > N . Then if x ∈ H˜ we have for every y ∈ c0, y 6= x,
I(y)− I(x)− 〈η, y − x〉 = 1
2
∞∑
k=1
y2k
a2k
− 1
2
∞∑
k=1
x2k
a2k
−
∞∑
k=1
xk
a2k
(yk − xk) =
=
1
2
∞∑
k=1
y2k
a2k
+
1
2
∞∑
k=1
x2k
a2k
−
∞∑
k=1
ykxk
a2k
=
1
2
∞∑
k=1
1
a2k
(yk − xk)2 > 0
hence η is an exposing hyperplane and we are allowed to conclude.
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