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VORONOI POLYTOPES FOR POLYHEDRAL NORMS
ON LATTICES
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Abstract. A polyhedral norm is a norm N on Rn for which the
set N(x) ≤ 1 is a polytope. This covers the case of the L1 and
L∞ norms. We consider here effective algorithms for determin-
ing the Voronoi polytope for such norms with a point set being
a lattice. The algorithms, that we propose, use the symmetries
effectively in order to compute a decomposition of the space into
convex polytopes named V N -spaces. The Voronoi polytopes and
other geometrical information are easily obtained from it.
1. Introduction
The classical theory of Voronoi polytopes takes its roots in the ge-
ometry of lattices. For any lattice L ⊂ Rn, the Voronoi polytope of a
point v ∈ L is defined as
PV (v) = {x ∈ Rn : ‖x− w‖ ≥ ‖x− v‖ for all w ∈ L− {v}} .
The norm ‖ · ‖ is the standard Euclidean norm on Rn and the polytope
PV (v) is a convex polytope. A Delaunay polytope is the convex hull of
the set of points closest to a vertex v of the Voronoi polytope. The set of
all Delaunay polytopes defines a tiling of the Euclidean space Rn. There
is a one-to-one correspondence between k-dimensional faces of Voronoi
polytopes and (n − k)-dimensional faces of the Delaunay tiling. Both
Voronoi polytopes and Delaunay polytopes define face-to-face tilings
of Rn and they are are both useful in a number of discrete-geometric
questions [22, 13, 19]. In [9] the second author used Delaunay polytopes
and lattice symmetries for efficiently computing the Voronoi polytope
of many highly symmetric lattices.
For non-Euclidean norms, much of the theory collapses and one has
to adapt to the case considered. The Voronoi polytopes are no longer
convex, but they remain connected. Here, we consider how one can
compute Voronoi polytope for a special kind of norms that cover both
the classical L1 and L∞ norms. The basic idea is to decompose the
Second author has been supported by the Croatian Ministry of Science, Educa-
tion and Sport under contract 098-0982705-2707.
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Voronoi polytopes into a number of convex polytopes on which the
considered norm behaves nicely.
By a polyhedral norm on Rn, we mean a function N of the form
N(x) = NL(x) = max
`∈L
`(x).
with L being a finite set of linear forms on Rn that spans the dual of
Rn. Here we have to assume in addition that the linear forms in L
are rational, i.e. have rational values on rational vectors. We assume
further that the set L used to define NL is minimal. The function N
is called a norm since it satisfies the following properties:
(1) Triangle inequality: N(x+ y) ≤ N(x) +N(y) for x, y ∈ Rn.
(2) N(x) = 0 is equivalent to x = 0
(3) Positive linearity: for all x ∈ Rn and λ > 0, it holds N(λx) =
λN(x).
The norm N will be symmetric, i.e. N(x) = N(−x), if and only if
L = −L. But we do not assume a priori that N is symmetric. We
will use below terms polyhedral norm L and polyhedral metric L for the
polyhedral norm, generated by L and corresponding Minkowski metric.
A norm N is polyhedral if and only if the set PN = {x : N(x) ≤ 1} is a
polytope and it is symmetric if and only if PN is centrally-symmetric.
The L∞ norm is obtained by taking
(1) L = {±e∗i for 1 ≤ i ≤ n} .
with e∗i being defined by e
∗
i (x1, . . . , xn) = xi. The L
1 norm is obtained
by taking
(2) L =
{
n∑
i=1
ie
∗
i with i = ±1
}
.
A polyhedral norm is called simplicial if the set of linear forms in L is
linearly independent, i.e. PN is a simplex.
We want to use the symmetries preserving the lattice L and the norm
NL. This would allow to compute covering radius and other geometric
data. One highlight of our method is that we are not limited to the
two-dimensional case.
The study of the complexity of the generalized Voronoi algorithm
has been proposed in [1]. Several complexity results for L1, L∞ and
simplicial metrics are obtained in [3] under the assumption that the
point set, for which the Voronoi domains is computed, are in general
position. We are not aware of any implementation of those algorithms.
Several algorithms for computing Voronoi diagram on the plane were
proposed in [11, 14, 16]. For the three-dimensional case, a randomized
VORONOI POLYTOPES FOR POLYHEDRAL NORMS ON LATTICES 3
algorithm is proposed in [17] and an algorithm with almost optimal
complexity is proposed in [15]. In [5] an algorithm for computing the
Voronoi diagram defined by lines is given. A completely general ap-
proximation algorithm is proposed in [21]. The algorithm is essentially
a Monte-Carlo method obtained by tracing rays from each element
of the point set. In [2] efficient algorithms are build for Voronoi di-
agrams obtained from Bregman distance functions and in [4] several
algorithms are given for some special distance functions. On the other
hand, polyhedral functions were used in theoretical studies such as [18].
Algorithms for Euclidean metrics are too numerous to list.
The general problem considered here is the computation of the Voronoi
polytope for a point set being Zn. With minimal modifications, we
could treat a point set of the form ∪mi=1(ci + Zn) with ci ∈ [0, 1[n, i.e.
crystallographic structures.
In Section 2 we define the Voronoi polytopes used in this work and
explain their geometry. In Section 3, the enumeration algorithms are
developed in details. Those relies on the zsolve program for integer
enumeration [24], the cdd polyhedral program [12] and the implemen-
tation is available from [7]. In Section 4, the implementation is applied
on the case of the root lattices An and Dn for the L
1 and L∞ norms.
Our algorithm relies in a key way on the hypothesis of rationality of
the set L. It is possible that one could dispense from this hypothesis
and build efficient and general algorithms. The next open question
would then be the building of parameter space for the Voronoi poly-
tope of polyhedral metric; the first interesting case would be simplicial
norms.
2. Geometry
In the Figure below, for the sake of clarity, we often choose to replace
Zn by a lattice L and to leave the polyhedral norm invariant. By a
change of basis, those lattice changes can be interpreted as polyhedral
norm changes.
Let us take a polyhedral norm N . We can define two Voronoi dia-
grams on the point set Zn:
V≤(N, v) = {x ∈ Rn : N(x− v) ≤ N(x− w) for w ∈ Zn − {v}} ,
V<(N, v) = {x ∈ Rn : N(x− v) < N(x− w) for w ∈ Zn − {v}} .
In the Euclidean case, one usually studies V≤ since V≤ is the closure of
V<. Figure 1 shows that this property does not hold in general.
For the Euclidean metric, the Voronoi polytope is convex. But only
following weaker property holds for polyhedral metrics.
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a V≤ Voronoi polytope
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a V< Voronoi polytope
Figure 1. One V≤ and one V< Voronoi polytopes for
the L∞ norm.
Theorem 1. [21] For any norm N on Rn, the Voronoi polytopes V≤(N, v)
and V<(N, v) are star convex with respect to v.
Proof. Let us assume v = 0 and take x ∈ V≤(N, 0). If we take λ ∈ [0, 1],
then we have
N(λx− w) = N(−(1− λ)x+ x− w)
≥ N(x− w)−N((1− λ)x)
≥ N(x)− (1− λ)N(x) = N(λx)
So, λx ∈ V≤(N, 0). The proof is similar for V<(N, v). 
In [23], a general theory of Voronoi polytopes for Euclidean metrics
is developed. As a consequence of this theory, one obtains that as one
modifies the Euclidean metric, the Voronoi polytope evolves smoothly.
This property is generalized in [20] where a general stability result
is proved for uniformly convex spaces (also called rotund or strictly
convex), i.e. ones for which the equality N(x) = N(y) = 1 and x 6= y
imply N(x+ y) < 2. No space, whose norm is defined by a polyhedral
metric, is uniformly convex.
No such stability exists, in general, for polyhedral metrics, but one
has the following result:
Proposition 1. Let Ln be a sequence of polyhedral metrics that con-
verges towards a polyhedral metric L. Then one has the following in-
clusions on the Voronoi polytopes:
V<(NL, v) ⊂ limnV<(NLn , v) and limnV≤(NLn , v) ⊂ V≤(NL, v).
Proof. If x ∈ V<(NL, v), then one has NL(x − v) < NL(x − w) for
w ∈ Zn − {v}. The Voronoi polytope is bounded; so, only a finite
set of those inequalities is relevant. For any fixed vector x, it holds
limn→∞NLn(x) = NL(x). As a consequence, for n large enough the
inclusion holds. A similar proof works for the other inclusion. 
The above shows that we need to consider both V≤(N, v) and V<(N, v)
in our work, especially in degenerate situations as defined below:
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Figure 2. The set of equidistant points for two points
and the L∞ norm.
Definition 1. We say that a norm N for Zn is non-degenerate if
V≤(N, v) is the closure of V<(N, v).
But it is hard to work with the Voronoi polytope directly, and we
need instead an object that is more amenable to polyhedral methods.
For a point x ∈ Rn, we define the distance to nearest neighbor as
dmin(x,L) = min
v∈Zn
NL(x− v).
The covering radius is defined as
cov(L) = max
x∈Rn
dmin(x,L).
In the case of the Euclidean norm N , for any two distinct points v, v′,
the set of equidistant points x, i.e., those for which N(x−v) = N(x−v′),
is an hyperplane.
This is no longer true for polyhedral norms. One example is shown
on Figure 2. For the L∞ norm, we consider the two vectors A = (−1, 0)
and B = (1, 0). The points (x, y) with |y| > 1 and |x| ≤ |y| − 1 are all
at equal distances from A and B and so, the corresponding equidistant
points are part of a full-dimensional region. On the other hand, if we
take  > 0 and the points A = (−1,−), B = (1, ), then the set of
equidistant points are part of an union of segments of dimension 1.
This phenomenon also occurs when the considered points belong to a
lattice (see Figure 3).
We now define the main notion of V N-space:
Definition 2. Given a polyhedral metric L, an V N -space P is a full-
dimensional polytope for which there exist v ∈ Zn and ` ∈ L such that:
(i) For all `′ ∈ L, the inequality `′(x − v) ≤ `(x − v) is valid for
x ∈ P .
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(ii) For all v′ ∈ Zn, the inequality NL(x− v′) ≥ `(x− v) if valid for
x ∈ P .
We write αP (x) = `(x− v) and
Near(P ) = {v′ ∈ Zn : NL(x− v′) = αP (x) for x ∈ P}
There is a degree of arbitrariness in the above definition of V N -
space. There is no such thing as canonical V N -space associated to a
polyhedral metric L. For example, if we split an V N -space P by an
hyperplane into two polytopes, then the resulting polytopes are also
V N -spaces.
Our objective is to tile the space Rn with V N -spaces, which will
allow us to resolve a number of geometrical questions. Among all such
possible V N -space decompositions, we are interested in the simplest
ones, which will allow easier computations.
The following result follows directly from Definition 2:
Proposition 2. Given a polyhedral norm L, suppose that we have a
tiling by V N-spaces (Pi)i∈I . Then
cov(L) = max
i
max
x∈Pi
αPi(x).
From the V N -spaces, one can construct the Voronoi polytopes:
Theorem 2. Given a polyhedral norm L, suppose that we have a tiling
by V N-spaces (Pi)i∈I . Then:
(i) For all points v ∈ Zn, it holds
V≤(NL, v) = ∪{Pi with v ∈ Near(Pi)} .
(ii) For all points v ∈ Zn, it holds
V<(NL, v) = ∪{Pi with {v} = Near(Pi)} .
Proof. This is clear from the definitions. 
Since the V N -spaces are polytopal, they also can be described by
their vertices. On the other hand, because of a degree of arbitrariness
in the choice of the V N -spaces, we need a notion of vertices that is
independent of the chosen partition into V N -spaces.
Definition 3. A point x0 ∈ Rn is called a D-point if it satisfies one of
the following equivalent conditions:
(i) x0 is a local maximum of dmin(,˙L)
(ii) For all V N-spaces P , containing x0, αP attains its maximum on
x0.
The equivalence is clear. The notion of D-point is inspired by Delau-
nay polytope. A Delaunay polytope (cf. Section 1) is the center of an
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empty sphere in classical Voronoi theory. This center c is then a local
maximum for the function dmin. However, unlike the case of Delaunay
polytopes, D-points are not necessarily isolated. This is apparent for
the L∞ norm on Z2 for which the Voronoi polytope is [−1/2, 1/2]2 and
every point on the boundary is at distance 1/2 from a point of Z2 and
so is a D-point.
The set of all D-points is an union of distinct polytopes from each
V N -space. On the other hand, the dimension of the set of D-points is
a useful invariant. We cannot say anything a priori on the topology of
this point-set.
We now define the notion of vertex for the Voronoi polytopes that
we are considering.
Definition 4. Given a point x ∈ V<(L, v) and a V N-space decompo-
sition of the space Rn, we say that x is a vertex if there exist a number
r of (n− 1)-dimensional polytopes H1, . . . , Hr such that:
(i) x belongs to all Hi.
(ii) Any (n − 1)-dimensional polytope Ki ⊂ Hi with x ∈ Ki is con-
tained in a unique V N-space.
(iii) If ni is the normal vector to Hi, then the rank of (n1, . . . , nr) is
equal to n.
The first and third condition means that x is uniquely determined
by the faces in which it is contained; it is the same condition as for
polytopes. The second condition means that Hi are real hyperplanes
in the sense that they are not hyperplanes separating two V N -spaces
contained in the same Voronoi polytope. We have to use Ki in order
to deal with the fact that, possibly, the V N -spaces do not define a
face-to-face tiling of Rn. As a consequence, this notion of vertex is
independent of the chosen V N -space decomposition.
Definition 5. For a polyhedral metric L and the lattice Zn, the point
group Pt(Zn,L) is the group of matrices A ∈ GLn(Z) such that for
any ` ∈ L, the function `A with `A(x) = `(Ax) belongs to L. The point
group is always a finite group.
The affine linear symmetry group Aut(Zn,L) of L for the lattice Zn
is the group generated by the point group and the translations along Zn.
In order to use V N -spaces in the enumeration, let us prove a number
of properties for them.
Theorem 3. Any V N-space is bounded.
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a) a non-degenerate case
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d) a non face-to-face degenerate
case
Figure 3. Examples of V N -spaces for lattices and the
L∞ norm. Filled areas are the difference
V≤(N, 0)V<(N, 0).
Proof. The function dmin is bounded from above by the covering radius
cov(L). However, the function NL(x − v) is unbounded: so, any V N -
space is bounded as well. Hence, a given point v can be contained in
only a finite number of V N -spaces. 
The difficulty that one faces is that in the definition of the V N -
spaces, we have to account for every case. The inequalities of the form
`′(x − v) ≤ `(x − v) correspond to the function `(x − v) defining the
norm NL(x− v).
However, inequalities of the form NL(x − w) ≥ `(x − v) are more
problematic. We need to select a form `w such that NL(x − w) =
`w(x− w). This gives us two sets of inequalities:
(1) `′(x− w) ≤ `w(x− w) for `′ ∈ L
(2) and `w(x− w) ≥ `(x− v).
These inequalities are quite complex. We can have the second kind of
inequality redundant for a w0 but the first kind of inequalities for w0
defining facets of the V N -space. On the other hand, if we remove the
first kind of inequalities for w0, then the second kind of inequalities
could be violated.
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So, there is no simple way of choosing the set w of inequalities that
can define a V N -space. But a finite set is sufficient. Also, the lack of
a clear cut way of definition prevents the construction of tilings and
provable algorithms.
However, if one has a polytope P , then by using the algorithm of
Subsection 3.1, one can test efficiently whether or not P is a V N -
space. This allows us to write a program that can build some V N -space
objects. But we cannot at this point guarantee that the programs will
return tilings and that if they form a tiling, it is face-to-face.
Our approach below is to take all possible inequalities defined by all
vectors. This allow us to build a procedure that works in the considered
case of rational polyhedral metrics.
Let us first examine the geometric structure of the determining in-
equalities. An affine hyperplane arrangement (AHA) in Rn is a family
of hyperplanes that belongs to a finite number p of translation classes.
In other words, there exist some hyperplanes Hi and vectors vi for
1 ≤ i ≤ p such that any hyperplane in the class is of the form Hi + jvi
for j ∈ Z. The connected components of an AHA are called cells.
Lemma 1. For a rational linear form ` ∈ L, the set of hyperplanes
Hv = {x ∈ Rn : `(x− v) = 0} for v ∈ Zn
is of the form H0 + jw with j ∈ Z and w ∈ Zn.
Proof. Let e1, . . . , en be the standard basis of Rn and write `(vi) in the
form mi/d with ni ∈ Z and d ∈ N. Write h = gcd(m1, . . . ,mn). By
Be´zout theorem, there exists a vector w ∈ Zn, such that `(v) = h/d.
For any v ∈ Zn, we have `(v) = r(h/d) with r ∈ Z. So, any hyperplane
Hv is, actually, a translate of H0 by rw. 
The above lemma will be used for special AHA defined below.
Definition 6. An AHA is called adapted to a polyhedral metric L if
for every cell E and every vector v ∈ Zn, there exists a ` ∈ L such
that, for every `′ ∈ L, we have `′(x− v) ≤ `(x− v) for all x ∈ E.
What we want is that each V N -space is contained into the cell of an
adapted AHA. Of course, one has first to prove the existence of such
arrangement. It is also preferable to have simpler AHA that are easier
to work with computationally.
Theorem 4. (i) For any polyhedral metric L, the set L−L is adapted.
(ii) For any symmetric polyhedral metric L, the set {L−L}RL is
adapted.
(iii) For the L1 metric on Rn, the set {e∗1, . . . , e∗n} is adapted.
(iv) For the L∞, metric on Rn the set {±e∗i ± e∗j}1≤i<j≤n is adapted.
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Proof. (i) If we take all the hyperplanes `(x− v) = `′(x− v), then for
any cell of the corresponding arrangements we have either `(x − v) <
`′(x−v) or the reverse. Hence, the `(x−v) are ordered, and so, totally
ordered and this ordering is independent of x. Hence, there exist a `
such that `(x− v) dominates the other values. So, L − L is adapted.
(ii) Let us write L = {±`1, . . . ,±`p}. For us write S = {L−L}RL
and take a cell E of the corresponding AHA. For any 1 ≤ i ≤ p, x ∈ E
and v ∈ Zn, write Ii(x, v) = [−|`i(x − v)|, |`i(x − v)|]. The fixed
inequalities between the `i ensures, that for any i < j and v ∈ Zn we
have either Ii(x, v) ⊂ Ij(x, v) or Ij(x, v) ⊂ Ii(x, v) for all x ∈ E. The
intervals are totally ordered; so, there exists an i0 such that Ii(x, v) ⊂
Ii0(x, v) for all x ∈ E and 1 ≤ i ≤ p. Let us take i 6= i0. There exists
 ∈ {1,−1} such that ±`i(x − v) < `i0(x − v) for all x ∈ E. By
summing the two inequalities, we get 0 < `i(x− v) for all x ∈ E. So,
S is adapted.
(iii) Let us take a cell E of the AHA determined by {e∗1, . . . , e∗n}. Let
us fix v ∈ Zn. We have e∗i (x − v) of fixed sign i over the cell E. So,
the inequality ` =
∑n
i=1 ie
∗
i dominates all others.
(iv) Follows from (ii) and Equation (1). 
If we take the set L − L, then on any cell C of the corresponding
AHA the order of the values {`(x − v)}`∈L does not depend only on
x ∈ P . This is, actually, more than what we require for the V N -spaces,
since for each vector we only need one ` such that `′(x− v) ≤ `(x− v)
for all `′.
The enumeration algorithm, that will be designed, will enumerate the
V N -spaces corresponding to an adapted AHA. Two such V N -spaces
are called adjacent if their intersection is of dimension n − 1. The
following is essential to the enumeration method:
Theorem 5. Let L be a polyhedral norm and V an adapted set of
vectors for L. Then there exist a family of V N-spaces (Pi)i∈I which
form a face-to-face tiling of Rn that finitely refines the tiling by the cells
of the AHA defined by V.
Proof. Let us take a cell E of the AHA defined by V . Since E is
compact, there is a finite number of points v1, . . . vm ∈ Zn which are at
distance at most covering radius cov(L) from any point of E.
By the definition of the adapted set V , the functions φi(x) = NL(x−
vi) are linear on the cell E. The tentative V N -spaces Pi are thus
defined as
Pi = {x ∈ E : φj(x) ≤ φi(x) for j 6= i} .
The ones that are full-dimensional, determine a finite V N -space tiling
of E and so, a tiling of Rn. 
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3. Algorithms
In [9], a complete set of algorithms is developed for computing with
Euclidean metrics on high–dimensional lattices. Here we build similar
methods for polyhedral metrics by using V N -spaces.
3.1. Closest point. In the Euclidean case, the key ingredient in the
algorithm is the solution of the closest vector problem, that is, for a
given x ∈ Rn, to find all points v ∈ Zn minimizing ‖x − v‖. The
solution to this problem is given by the Fincke-Pohst algorithm [10].
For a given polyhedral norm L and distance d, the set of v ∈ Zn such
that NL(x− v) ≤ d corresponds to the integral points of the following
polytope
PL(x, d) = {v ∈ Rn : `(x− v) ≤ d for ` ∈ L}.
Thus, the solution of the same problem for polyhedral norms, i.e. com-
puting dmin(x,L), can be solved if one can determine integer points in
a polytope.
An efficient algorithm for solving such problems is provided by the
software zsolve available via [24]. Note that, in order to have a faster
program, we first try to minimize the value of d by finding a point
v ∈ Rn which is near to x, though not necessarily the nearest, by small
coordinate changes.
Another algorithm for which zsolve is useful is when we want to
test that a given polytope P is a V N -space:
Input: a polyhedral metric L and a polytope P
Output: If P is a V N -space return true and otherwise a certificate
that it is not.
E ← set of vertices of P .
c← isobarycenter of E.
v0 ← nearest point to c.
`0 ← the form ` ∈ L realizing the maximum of `(c− v0).
if the inequalities `(x− v0) ≤ `0(x− v0) are not valid on P then
return a ` and x ∈ P satisfying `(x− v0) > `0(x− v0).
end if
F ← ∅.
for ` ∈ L do
h← maximum of `0(x)− `(x) over E.
F ← F ∪ {`0(v0) ≤ h+ `(x)}.
end for
I ← set of integral points of polytope defined by F .
N ← ∅
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F ← facets of P .
for v ∈ I do
F ′ ← F .
for l ∈ L do
F ′ ← F ′ ∪ {`(x− v) ≤ `0(x− v0)}.
end for
if polytope determined by F ′ is non-empty and full-dim. then
N ← N ∪ {v}.
end if
end for
if N = ∅ then
return true
end if
return N
The idea of this algorithm is that we take upper bound on possible
values of `0(x)− `(x) which gives a potentially larger polytope. Then,
for each of the integral point obtained by zsolve, we check if the
intersection is non-trivial.
3.2. Group algorithms for V N-spaces. Given a polytope defined
by linear inequalities, it is well known that one can obtain an interior
point by using linear programming and so, the problem can be solved in
polynomial time. However, this is insufficient for some polyhedral enu-
meration, since one would like to get a point that is in fact canonical,
i.e. invariant under affine transformations. That is, we need a function
fcan from the set of polytopes in Rn to Rn such that, for any affine trans-
formation φ of Rn and polytope P , it holds φ(fcan(P )) = fcan(φ(P )).
No general polynomial time solution of this problem is known.
But in our case, one can simply compute the vertices of the consid-
ered V N -space P and then take their isobarycenter Iso(P ). This is, of
course, relatively expensive, but reasonable for the cases considered.
This isobarycenter can then be used to test equivalence of V N -
spaces. Two V N -spaces P and P ′ are equivalent if and only if Iso(P ) is
equivalent to Iso(P ′). The stabilizer of an V N -space P is found to be
equal to the stabilizer of Iso(P ). Hence, one can apply the algorithms
developed in [9], compute stabilizers and test equivalence.
3.3. Finding an initial V N-space. We first give an algorithm that
is fundamental to our enumeration methods. It takes a point x0 and
returns the full-dimensional V N -space P that contains x0 in its interior
if P exists.
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Input: a polyhedral metric L and a point x0 ∈ Rn and an AHA H.
Output: V N -space P if x0 is in the interior of an V N -space, fail
otherwise.
S ← a set of vectors that span Zn and is antipodal invariant.
C ← the set of points of Zn closest to x0.
if C has more than one element then
return fail
else
call v0 this element.
end if
if there are two ` ∈ L realizing max`∈L `(x0 − v0) then
return fail
else
call `0 this element.
end if
while do
F ← ∅
for ` ∈ L do
F ← F ∪ {`(x− v0) ≤ `0(x− v0)}
end for
for w ∈ S do
if there are two ` ∈ L realizing max`∈L `(x0 − w) then
return fail
else
call l′ this element
end if
F ← F ∪ {`′(x− w) ≥ `0(x− v0)}
for ` ∈ L do
F ← F ∪ {`(x− w) ≤ `′(x− w)}
end for
end for
P ← the convex bodies defined by the inequalities of F .
if P is a bounded convex polytope then
N ← set of points w ∈ Zn for which the set
defined by NL(x− w) ≤ `0(x− v0) intersects P nontrivially.
if N ⊂ S then
if P is not split by any hyperplane in H then
return P .
end if
end if
end if
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S ← S + S
end while
The method for finding an initial point is the following. Take a non-
zero random vector v ∈ Rn and divide v by integers k > 0 until the
closest point to v/k is 0. Then we use the above algorithm to find the
initial V N -space P . If it fails, then we take another random vector v
and iterate. In the last loop S +S is a Minkowski sum, i.e. we take all
the sums s+ s′ with s, s′ ∈ S.
3.4. Finding adjacent V N-spaces. We outline here our adjacent
V N -space finding algorithm. Like the preceding ones, it is based on
an iterative scheme:
Input: a polyhedral metric L, a V N -space P and a facet F of P .
Output: the V N -space P ′ adjacent to P on F .
e← isobarycenter of the vertices of P contained in F .
v ← vector pointing from e to the exterior of P .
λ← 1
while do
x← e+ λv
P ′ ← result of algorithm of Section 3.3 for x.
if P ′ is different from fail and has F as a facet then
return P ′
end if
λ← λ/2
end while
3.5. The full enumeration algorithm. Here we put the various
pieces of the sub-algorithms together and get our main algorithm. Its
structure is similar to the enumeration algorithm used for Delaunay
polytopes in [9]. It is also a variant of the Voronoi algorithm for enu-
merating perfect forms [8].
Input: Polyhedral metric L.
Output: Set R of all inequivalent full-dimensional V N -spaces for L.
T ← initial V N -space for L.
R ← ∅.
while there is a P ∈ T do
R ← R∪ {P}.
T ← T \ {P}.
F ← facets of P .
for F ∈ F do
Find full-dimensional V N -space P ′ adjacent to P on F .
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if P ′ is not equivalent to an V N -space in R∪ T then
T ← T ∪ {P ′}.
end if
end for
end while
The orbits of facets of P are computed with respect to the stabi-
lizer of P computed from Subsection 3.2. The technique is to use the
polyhedral enumeration program introduced in [8].
Two checks are available for the computation. The first one: given
a full-dimensional V N -space P , take a random point x in the interior
of P and compute the containing full-dimensional V N -space. If it is
distinct from P , then there is an error. Another check comes from the
volume formula. Suppose that we have m orbits of full-dimensional
V N -spaces of representative P1, . . . , Pm. Denote by |Oi| the number
of translation classes. Then we have the formula
1 =
m∑
i=1
|Oi| vol(Pi) with |Oi| = |Gpt|| Stab(Pi)| .
Our algorithm can be adapted with minimal modifications to more
crystallographic applications of finding the Voronoi cells for a polyhe-
dral metric and a point set of the form {Zn+vi}1≤i≤N . What is a priori
more problematic is to consider the general case of a non necessarily
rational metric L.
3.6. Related computations. The D-points (cf. Definition 3) can be
determined in the following way. Let us assume that the tiling defined
by the V N -spaces is face-to-face. Given a V N -space P , we compute all
its vertices. By testing equivalence of points using algorithms of Sub-
section 3.2, one can determine the orbits of vertices and, in addition,
the list of V N -spaces in which they are contained. If a vertex v realizes
the maximum of αP in all cells in which it is contained, then it is a
D-point. For each V N -space P , we take the list of their vertices that
are D-points and their convex hull define a polytope. The collection of
all such polytopes define the D-points.
For finding the vertices of P , we again use the V N -spaces and assume
face-to-face tilings. We enumerate all points of V< coming as vertices
of V N -space, take the collection of all the hyperplanes and then we do
counting. The exterior planes are the ones that appear only once.
Both methods can be extended to non face-to-face tilings. The idea
is to refine the relevant faces into a tiling of several faces on which one
can apply previous methods.
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4. Applications
Below are given two distinct applications that illustrate nicely above
methods. We take the root lattices An and Dn in their natural em-
bedding in Rn+1 and Rn. We use the L1 and L∞ polyhedral norms on
Rn and compute the full-dimensional V N -spaces for both lattices. In
practical terms, the limit to the computation is n = 6 and comes from
the use of zsolve, which is the limiting factor.
The lattice An is defined as
An =
{
x ∈ Zn+1 :
n+1∑
i=1
xi = 0
}
and its point group is isomorphic to Z2 × Sym(n + 1). The lattice Dn
is defined as
Dn =
{
x ∈ Zn :
n∑
i=1
xi ≡ 0 (mod 2)
}
and its point group has size 2n × n! for both the L1 and L∞ norms.
We compute a V N -space decomposition for Dn and An for n ≤ 6 and
L1 and L∞. As a result, we are able to state the following conjecture:
Conjecture 1. For both, Dn and An, and for both, L
1 and L∞, it holds:
(i) The strict Voronoi polytope V<(NL) is equal to the interior of
V≤(NL).
(ii) The Voronoi polytope V≤(NL) is equal to the Voronoi polytope
V≤(Neucl) with Neucl being the standard Euclidean norm.
In other words, the above conjecture states that V or≤(NL) is the
convex hull of its vertices. The list of vertices is given in [6, pp. 206-
207]. It also seems possible that the conjecture is valid for any Lp norm
with 1 ≤ p ≤ ∞.
Similar results hold and are easy to prove for the lattice Zn and the
Lp norms. The norm N is then non-degenerate and the Voronoi body
V≤(NLp , 0) is then [−1/2, 1/2]n.
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