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Abstract
For solving the linear algebraic equations Ax = b with the symmetric and positive deﬁnite matrix A, from elliptic equations, the
traditional condition number in the 2-norm is deﬁned by Cond.= 1/n, where 1 and n are the maximal and minimal eigenvalues
of the matrix A, respectively. The condition number is used to provide the bounds of the relative errors from the perturbation of
both A and b. Such a Cond. can only be reached by the worst situation of all rounding errors and all b. For the given b, the true
relative errors may be smaller, or even much smaller than the Cond., which is called the effective condition number in Chan and
Foulser [Effectively well-conditioned linear systems, SIAM J. Sci. Statist. Comput. 9 (1988) 963–969] and Christiansen and Hansen
[The effective condition number applied to error analysis of certain boundary collocation methods, J. Comput. Appl. Math. 54(1)
(1994) 15–36]. In this paper, we propose the new computational formulas for effective condition number Cond_eff, and deﬁne
the new simpliﬁed effective condition number Cond_E. For the latter, we only need the eigenvector corresponding to the minimal
eigenvalue of A, which can be easily obtained by the inverse power method. In this paper, we also apply the effective condition
number for the ﬁnite difference method for Poisson’s equation. The difference grids are not supposed to be quasiuniform. Under a
non-orthogonality assumption, the effective condition number is proven to be O(1) for the homogeneous boundary conditions. Such
a result is extraordinary, compared with the traditional Cond. = O(h−2min), where hmin is the minimal meshspacing of the difference
grids used. For the non-homogeneous Neumann and Dirichlet boundary conditions, the effective condition number is proven to be
O(h−1/2) and O(h−1/2h−1min), respectively, where h is the maximal meshspacing of the difference grids. Numerical experiments are
carried out to verify the analysis made.
© 2006 Elsevier B.V. All rights reserved.
MSC: 65N10; 65N30
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1. Introduction
The deﬁnition of the traditional condition number was given in [19] and then used in many books and papers, see
[1,2,7,15–17]. The condition number for eigenvalues is reported in [15,6], and more discussions in [8,14].
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For solving the linear algebraic equations Ax = b with the symmetric and positive deﬁnite matrix A, the traditional
condition number in the 2-norm is deﬁned by Cond. = 1/n, where 1 and n are the maximal and the minimal
eigenvalues of the matrix A, respectively. The condition number is used to provide the bounds of the relative errors
from the perturbation of both A and b. However, in practical applications, we deal with only a certain vector b, and the
true relative errors may be smaller, or even much smaller than the worst Cond. Such a case was ﬁrst studied in [3,4],
and is called the effective condition number. In this paper, we will explore the computational formulas to evaluate the
effective condition number, denoted by Cond_eff and Cond_e˜ff. Moreover, we propose the new simpliﬁed effective
condition number Cond_E, which is easy to compute, because we only need the eigenvector corresponding to the
minimal eigenvalue of A.
For smooth solutions of Poisson’s equation, the simpliﬁed effective condition number Cond_E may be small. For
the singular solutions, when the local reﬁnements of grids are used, the Cond_E is signiﬁcantly smaller than the huge
Cond. deﬁned in [18]. The moderate Cond_E will beneﬁt the solutions of singularity problems. The new Cond_E can
also be applied to the spectral and Trefftz methods (see [11]), where the solutions obtained are very accurate, but the
Cond. is also very large. Small effective condition number explains well the high accuracy of the solutions obtained, and
strengthens the spectral and Trefftz methods. In this paper, we report the results of the ﬁnite difference method (FDM)
for Poisson’s equation with the smooth solutions. For the singular solutions by the FDM using the local reﬁnement of
grids, the results will be reported in [12].
This paper is organized as follows. In Section 2, the deﬁnitions and the computational formulas of the effective
condition numbers are provided for Ax = b. Besides, extensions of effective condition numbers are brieﬂy addressed
for the over-determined systems, and comparisons with [4,3] are made. In Section 3, the effective condition numbers
are applied for Poisson’s equation by the FDM, and their bounds are derived. In Section 4, numerical experiments are
reported, and in the last section, a few remarks are made.
2. Symmetric matrices
Let us consider the linear algebraic equation
Ax = b, (2.1)
where A ∈ Rn×n is symmetric and positive deﬁnite, x ∈ Rn and b ∈ Rn are the unknown and known vectors,
respectively. The eigenvalues of A can be arranged in a descending order, 12 · · · n > 0. The traditional
condition number in the 2-norm is deﬁned by
Cond. = 1
n
. (2.2)
In fact, when there occurs a perturbation of b, the errors x of x satisfy
A(x + x) = b + b. (2.3)
By some subroutines, we obtain an approximation solution x˜(=x + x) from (2.1). Since b = Ax˜ − b, we
obtain (2.3).
The values of Cond. are used to measure the relative errors of x, deﬁned by
‖x‖
‖x‖ Cond.
‖b‖
‖b‖ , (2.4)
where ‖x‖ is the 2-norm and ‖A‖= supx =0‖Ax‖/‖x‖. Note that the equality in (2.4) occurs only at very rare cases. In
practical applications for speciﬁc problems, the vector b varies within a certain region, and the true relative errors from
the rounding perturbation may be smaller, or even much smaller than Cond. given in (2.2). This is called the effective
condition number, which was studied in [3,4].
The analysis of effective condition number is important for the FDM and the ﬁnite element method (FEM) in non-
quasiuniform difference grids, or in the local reﬁnements of partition for singularity problems, because the minimal
meshspacing hmin can be very small to lead to the huge Cond. = O(h−2min) given in [18], and because the simpliﬁed
effective condition number may be much smaller than the Cond.
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The analysis of effective condition number is also imperative for the spectral and the Trefftz methods, because the
instability of numerical solutions is severe, and because the solutions obtained are very accurate, which contradicts
the huge Cond. obtained from (2.2). A reasonable bound of relative errors can be provided by the effective condition
number; details are reported in [11].
2.1. Deﬁnitions of effective condition number
Let the matrix A ∈ Rn×n be given in (2.1) with 12 · · · n > 0. Also the corresponding eigenvectors ui
satisfy Aui = iui , where {ui} are orthogonal:
uTi uj = ij , (2.5)
where ij = 1 if i = j and ij = 0 if i = j . Since the eigenvectors {ui} are complete, the vectors b and b can be
expanded by
b =
n∑
i=1
iui , b =
n∑
i=1
iui , (2.6)
where the expansion coefﬁcients i and i are given by
i = uTi b, i = uTi b. (2.7)
From (2.6) and (2.7), we have
‖b‖ =
√√√√ n∑
i=1
2i , ‖b‖ =
√√√√ n∑
i=1
2i . (2.8)
Since the inverse matrix A−1 exists, we have from (2.6)
x = A−1b =
n∑
i=1
iA−1ui =
n∑
i=1
i
i
ui , (2.9)
and
‖x‖ =
√√√√ n∑
i=1
2i
2i
. (2.10)
Also from (2.1) and (2.3), we have Ax=b, and then x=A−1b=∑ni=1(i/i )ui . Hence from (2.5) and (2.8),
‖x‖ =
√√√√ n∑
i=1
2i
2i
 1
n
√√√√ n∑
i=1
2i =
1
n
‖b‖. (2.11)
Since the b results from the rounding errors of computer, the equality in (2.11) may happen during the computation
in random possibility.1 Finally, we have the relative errors of x from (2.10) and (2.11)
‖x‖
‖x‖ 
1
n
‖b‖
‖x‖ = Cond_eff
‖b‖
‖b‖ , (2.12)
where Cond_eff is called the effective condition number, and deﬁned by
Cond_eff = ‖b‖
n
√∑n
i=1
2
i /
2
i
. (2.13)
1 In practical computation, the worst cases as the equality in (2.12) may or may not happen. Then sometimes, ‖x‖<(1/n)‖b‖ may give a
better numerical stability than Cond_eff given in (2.13).
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Note that if the vector b (i.e., x) is just parallel to u1, i.e.,
2 = · · · = n = 0, (2.14)
then Cond_eff = 1/n which agrees with the traditional Cond. in (2.2). However, in practice, Eq. (2.14) may not
happen for a given b. Hence, the effective condition number may provide a better estimation on the upper bound of
relative errors of x. From the above discussions, we give the following proposition.
Proposition 2.1. Let A ∈ Rn×n be symmetric and positive deﬁnite, then Eq. (2.12) holds.
The drawback of deﬁnition (2.13) is that it needs all eigenvectors ui . We may deﬁne the simpliﬁed effective condition
number given below by using only the eigenvector un. Since
n∑
i=1
2i
2i
=
n−1∑
i=1
2i
2i
+ 
2
n
2n
 1
21
n−1∑
i=1
2i +
2n
2n
= ‖b‖
2 − 2n
21
+ 
2
n
2n
, (2.15)
we deﬁne the simpliﬁed effective condition number from (2.13)
Cond_E = ‖b‖√
(‖b‖2 − 2n)(2n/21) + 2n
= ‖b‖√
((‖b‖2 − 2n)/Cond.2) + 2n
, (2.16)
where Cond. is given in (2.2). Obviously, we have Cond_effCond_E. In particular, when n = 0, we deﬁne the
simplest effective condition number from (2.16)
Cond_EE = ‖b‖|n|
, (2.17)
which implies Cond_ECond_EE. Note that when n ≈ 0, there may happen that Cond_EE > Cond. In this case,
Cond_EE is useless and it is ignored.
Since n = uTnb, we only need the eigenvector un, Cond_E and Cond_EE may be easily computed.
2.2. A posteriori computation
Let us consider (2.1) again. Suppose that both the true solution x and the computed solution x˜ = x + x are also
known. Then we have x = x˜ − x and b = Ax˜ − b. Hence we can compute the true ratio of the error ‖x‖/‖x‖ to
the perturbation ‖b‖/‖b‖,
Cond_true = ‖x‖‖x‖
‖b‖
‖b‖ , (2.18)
where we assume that x = 0 and b = 0.
Next, suppose that the true solution x may not be known. For the computed solution x˜, let
‖x‖
‖x‖ C, (2.19)
with some constant C. Then we have
‖x˜‖ = ‖x + x‖‖x‖ + ‖x‖
= ‖x‖
{
1 + ‖x‖‖x‖
}
‖x‖{1 + }, (2.20)
and then
‖x‖ ‖x˜‖
1 +  . (2.21)
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Hence, the effective condition number in (2.13) is given by
Cond_eff = ‖b‖
n‖x‖
(1 + )‖b‖
n‖x˜‖ . (2.22)
Now, we deﬁne the approximate effective condition number
Cond_e˜ff = ‖b‖
n‖x˜‖ . (2.23)
When  ≈ 0, Cond_eff ≈ Cond_e˜ff, and when 1, Cond_eff  2 Cond_e˜ff. Note that the computation for Cond_e˜ff
is facile because we only need the minimal eigenvalue n and the vectors x˜ and b.
It is useful to study the validation factor
= Cond_true
Cond_E
, (2.24)
to indicate the effectiveness of Cond_E to Cond_true. In fact, we have
 Cond_true
Cond_eff
= n‖x‖‖b‖ . (2.25)
The values of  also indicate an enlargement factor in (2.11) on the effective condition number. If  ≈ 1, the values
Cond_E may display very well the true stability of the solution x for (2.1). On the other hand, when >1, there exists
a gap between Cond_E and Cond_true, to indicate that ‖x‖>(1/n)‖b‖, see (2.11).
In (2.18), we need the true solution x to compute x = x˜ − x. In practical application, the true solution x is often
unknown, but we may regard the obtained x˜ as a new true solution. Then we compute b˜=Ax˜ as the known vector, and
solve Ax = b˜ again, to obtain a new approximate solution xˆ = x˜ +x˜. Hence, we have x˜ = xˆ − x˜ and b˜ = Axˆ − b˜.
The true condition number of (2.18) can also be computed for the solution x˜ and b˜,
Cond_t˜rue = ‖x˜‖‖x˜‖
‖b˜‖
‖b˜‖ . (2.26)
Also the simpliﬁed condition number (2.16) is then expressed as
Cond_E˜ = ‖b˜‖√
((‖b˜‖2 − ˜2n)/Cond.2) + ˜
2
n
, (2.27)
where ˜n = uTn b˜, and the validation factor in (2.24) as
˜= Cond_t˜rue
Cond_E˜
. (2.28)
Since the solutions xˆ and x˜ are close to each other, the validation factor ˜ is also close to . Since the matrix A retains the
same, when we use the Gaussian elimination by means of Choleski’s decomposition, the extra-computational efforts
for solving Ax = b˜ are neglectable.
Note that Cond_e˜ff, Cond_t˜rue and ˜ can all be computed easily, based on the solution x˜ obtained, and the validation
factor ˜ may examine the effectiveness of Cond_E.
2.3. Extensions of effective condition number and comparisons with [3,4]
Consider the over-determined system
Fx = b, (2.29)
where the matrix F ∈ Rm×n and mn. Suppose the rank of F is n. When there exists a perturbation of b, we have
F(x + x) = b + b. (2.30)
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Let matrix F be decomposed by the singular-value decomposition
F = UVT, (2.31)
where matrices U ∈ Rm×m and V ∈ Rn×n are orthogonal, and matrix  ∈ Rm×n is diagonal with the positive singular
values i in a descending order: 12 · · · n > 0. The traditional condition number in the 2-norm is deﬁned by
[7, p. 223]
Cond. = 1
n
. (2.32)
Denote U = (u1, . . . ,um) and the expansion coefﬁcients i = uTi b. We also obtain
‖x‖
‖x‖ Cond_eff
‖b‖
‖b‖ , (2.33)
where the effective condition number is deﬁned by (see [11])
Cond_eff = ‖b‖
n
√
(1/1)
2 + · · · + (n/n)2
. (2.34)
In [11] the simpliﬁed effective condition number is given by
Cond_E = ‖b‖√
((‖Fx‖2 − 2n)/Cond.2) + 2n
, (2.35)
and the simplest effective condition number by
Cond_EE = ‖b‖|n|
, n = 0. (2.36)
From (2.31), we have
A = FTF = (UVT)T(UVT) = VTVT = VDVT,
where D = T is a diagonal matrix consisting of 2i . Also from (2.31), we have (see [1, p. 478])
ui = 1
i
Fvi , i = 1, 2, . . . , n. (2.37)
Hence, we may ﬁrst use the power method and the inverse power method (or DEVESF and DEVESF of IMSL
subroutines) for matrix A = FTF to obtain 21, v1 and 2n, vn, respectively, and then to give vectors u1 and un from
(2.37) without a need of the singular-value decomposition (2.31). Hence the Cond_E can be easily applied in practical
application.
When matrix A is symmetric and positive deﬁnite, i =i and Fx=b. Then Eqs. (2.34)–(2.36) lead to (2.13), (2.16)
and (2.17), respectively. Moreover, when m=n, A is non-symmetric and ‖b‖=
√
21 + · · · + 2n. Then Eq. (2.34) leads
to
Cond_eff =
√
21 + · · · + 2n
n
√
(1/1)
2 + · · · + (n/n)2
. (2.38)
In [4] (also see [3]), the effective condition number was deﬁned differently by
eff = min
k
⎧⎪⎨⎪⎩kn
√
21 + · · · + 2n√
2k + · · · + 2n
⎫⎪⎬⎪⎭ . (2.39)
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When k = n,
k
n
√
21 + · · · + 2n√
2k + · · · + 2n
=
√
21 + · · · + 2n
|n|
= ‖b‖|n|
= Cond_EE, (2.40)
to give
effCond_EE. (2.41)
On the other hand, since 1kn for 1kn, we have(
1
1
)2
+ · · · +
(
n
n
)2

(
k
k
)2
+ · · · +
(
n
n
)2
 1
2k
(2k + · · · + 2n), 1kn. (2.42)
From (2.38) and (2.42) we obtain
Cond_eff =
√
21 + · · · + 2n
n
√
(1/1)
2 + · · · + (n/n)2
 k
n
√
21 + · · · + 2n√
2k + · · · + 2n
, 1kn, (2.43)
to give
Cond_eff min
k
⎧⎪⎨⎪⎩kn
√
21 + · · · + 2n√
2k + · · · + 2n
⎫⎪⎬⎪⎭= eff . (2.44)
Combining (2.41) and (2.44) yields
Cond_effeffCond_EE. (2.45)
Hence, we conclude from (2.45) that the effective condition numbers deﬁned in this subsection are equivalent to eff in
(2.39). However, Eq. (2.34) of Cond_eff is simpler than (2.39) of eff in computation. When n is small, either Cond_eff
or eff may be used; when n is as large as n ≈ 642 = 4096 in the examples in Section 4, both Cond_eff and eff
encounter some difﬁculty, because the computation of the singular-value decomposition (2.31) is exhausted even if
possible. In contrast, the algorithms of Cond_E and Cond_EE do not need (2.31) so that they may be applied for general
linear algebraic equations resulting from partial differential equations by FEM, FDM and other numerical methods.
Note that when n = 0 but n−1 = 0 (or n−k = 0), similar deﬁnitions of Cond_E and Cond_EE may also be
provided; details appear elsewhere.
Remark 2.1. After this paper had been accepted, the authors found and read Christiansen and Saranen [21], where
(2.3.4) is used, but called local condition number.
3. Finite difference method
In this section, we apply the Cond_EE and Cond_eff for the FDM for Poisson’s equation. Consider
−u = f in S, u = g on D, u
n
= g∗ on N , (3.1)
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C
ΓN
ΓD
AD
B
Fig. 1. The difference grids on a polygon.
where S is a polygon with the boundary S = D ∪ N , and n is the outward normal to S. Assume that the functions
f, g and g∗ are smooth enough. Denote the difference grids by (i, j) = (xi, yj ), and the meshspacing hi = xi+1 − xi
and kj = yj+1 − yj . Suppose that suitable difference grids can be found for the given polygon such that the boundary
nodes (i, j) are just located on the boundary S, see Fig. 1. Denote h = maxi,j {hi, kj }. In this paper, we conﬁne the
solution u to be smooth. For the case of the layer or the corner singularities of u, the study of the effective condition
number will be given in [12].
3.1. The Shortley–Weller difference approximation
We choose the Shortley–Weller difference approximation. For the interior nodes (i, j) ∈ S, the difference equations
are given in [13],
− (kj−1 + kj )
2hi
(ui+1,j − ui,j ) − (kj−1 + kj )2hi−1 (ui−1,j − ui,j )
− (hi−1 + hi)
2kj
(ui,j+1 − ui,j ) − (hi−1 + hi)2kj−1 (ui,j−1 − ui,j )
= (hi−1 + hi)(kj−1 + kj )
4
fi,j . (3.2)
Next, let us establish the difference equation on (i, j) ∈ N . Take (i, j) in Fig. 2 for example. Denote the control area
by SNij = ABCDA. Based on Green’s formula, we obtain from (3.1)
−
∫
SNij
u
n
d =
∫ ∫
SNi,j
f ds, (3.3)
where n is the outward normal to SNij . We have∫
SNij
u
n
d =
∫
BC
u
n
d +
∫
AB
u
n
d +
∫
AD∪CD
u
n
d. (3.4)
There exist the approximations∫
BC
u
n
d ≈ ui−1,j − ui,j
hi−1
|BC| = ui−1,j − ui,j
hi−1
kj−1 + kj
2
, (3.5)
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ΓN
hi-1
kj-1
(i, j-1)
(i-1, j)
A
C
B
D
(i, j)
kj
hi
Fig. 2. The boundary node (i, j) on the Neumann boundary condition.
∫
AB
u
n
d ≈ ui,j−1 − ui,j
kj−1
hi−1 + hi
2
, (3.6)
∫
AD∪CD
u
n
d ≈ Nij g∗ij , (3.7)
where
Nij = |AD ∪ CD| = 12
{√
h2i−1 + k2j +
√
k2j−1 + h2i
}
.
Moreover, we have∫ ∫
SNij
f ds ≈ fijSNij , (3.8)
where
SNij = Area(ABCDA) = 14 {hi−1kj−1 + 12 (hi−1kj + hikj−1)}.
Hence, the boundary difference equations on (i, j) ∈ N are obtained from (3.3)–(3.8),
ui,j − ui−1,j
hi−1
kj−1 + kj
2
+ ui,j − ui,j−1
kj−1
hi−1 + hi
2
= SNij fij + Nij g∗ij . (3.9)
3.2. A lemma
Eqs. (3.2) and (3.9) can be written in the matrix form
Ax = b, (3.10)
where A is symmetric and positive deﬁnite, x is the unknown vector consisting of uij , and b is the known vector. Denote
b = bf + bg + bg∗ , (3.11)
where bf ,bg and bg∗ result from the functions f, g and g∗, respectively. We have
bTf = {. . . , Sij fij , . . .}, (3.12)
where Sij = SNij for (i, j) ∈ N , and
Sij = (hi−1 + hi)(kj−1 + kj )4 , (i, j) ∈ S,
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kj
hi-1
A
ΓD
α
D
B
(i+1, j)
kj-1
hi(i, j-1)
(i, j)
n
Fig. 3. The interior boundary node (i, j) near the Dirichlet boundary condition.
and
bTg∗ = {. . . , Nij g∗ij , . . .}. (3.13)
Now, consider the explicit vector bg from the Dirichlet boundary condition, see Fig. 3. The gij are related to two
interior difference equations at (i + 1, j) and (i, j − 1) with the coefﬁcients (kj−1 + kj )/2hi and (hi−1 + hi)/2kj−1,
respectively. However, the gi,0 is related only to the interior equation at (i, 1) with the coefﬁcient (hi−1 + hi)/2k1. For
simplicity, we only denote the entries of bg for (i, j) in Fig. 3 by
bTg =
{
. . . ,
kj−1 + kj
2hi
g
(i+1,j)
ij +
hi−1 + hi
2kj−1
g
(i,j−1)
ij , . . .
}
, (3.14)
where the superscript (i + 1, j) in g(i+1,j)ij denotes the related interior node of gij . We have the following lemma.
Lemma 3.1. Let f ∈ L2(S), g ∈ L2(D) and g∗ ∈ L2(N). Then there exist the bounds,
‖b‖C{h‖f ‖0,S + h1/2‖g∗‖0,N + h1/2h−1min‖g‖0,D }, (3.15)
where h= maxi,j {hi, kj }, hmin = mini,j {hi, kj } and C is a constant independent of h. In (3.15), ‖f ‖0,S =
√∫ ∫
S
f 2 ds
and ‖g‖0,D =
√∫
D
g2 d.
Proof. We have
‖b‖‖bf ‖ + ‖bg‖ + ‖bg∗‖. (3.16)
Also denote Sij = SNij when (i, j) ∈ N . We have from (3.12)
‖bf ‖ =
√∑
ij
(Sij fij )
2
Ch
√∑
ij
Sij f
2
ij ≈ Ch
√∫ ∫
S
f 2 ds = Ch‖f ‖0,S , (3.17)
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where we have used the approximation of integrals,∫ ∫
Sij
f ds ≈ f (Pij )Sij , Pij ∈ Sij ∪ Sij . (3.18)
Next, we have from (3.13)
‖bg∗‖ =
√ ∑
(i,j)∈N
(Nij g
∗
ij )
2
Ch1/2
√ ∑
(i,j)∈N
Nij (g
∗
ij )
2 ≈ Ch1/2
√∫
N
(g∗)2 d = Ch1/2‖g∗‖0,N . (3.19)
Next, we have from (3.14), see Fig. 3,
‖bg‖ =
√√√√ ∑
(i,j)∈D
(
kj−1 + kj
2hi
gij + hi−1 + hi2kj−1 gij
)2
Ch1/2h−1min
√√√√ ∑
(i,j)∈D
(
kj−1 + kj
2
+ hi−1 + hi
2
)
g2ij . (3.20)
Since
kj−1 + kj
2
+ hi−1 + hi
2
= hi−1 + kj−1
2
+ hi + kj
2

√
2
⎛⎜⎝
√
h2j−1 + k2j−1
2
+
√
h2i + k2j
2
⎞⎟⎠= √2BD,
we obtain from (3.20)
‖bg‖Ch1/2h−1min
√ ∑
(i,j)∈D
g2ijBDij ≈ Ch1/2h−1min‖g‖0,D . (3.21)
Combining (3.17)–(3.19) and (3.21) gives the desired result (3.15). This completes the proof of Lemma 3.1. 
3.3. Bounds for Cond_EE
For (3.10), the corresponding eigenvalue problem is
Ay = hy. (3.22)
In fact, the other eigenvalue problem is obtained from (3.2) and (3.9) directly:
Az = hDz, (3.23)
where D is a diagonal matrix with the entries Sij . Eq. (3.23) is just the difference approximation of the following
eigenvalue problem:
−w = w in S, w|D = 0,
w
n
∣∣∣∣
N
= 0. (3.24)
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Denote the minimal eigenpair of (3.23) by (hmin, zhmin), which is also an approximation of the minimal eigenpair
(min, wmin) for (3.24). We have
hmin ≈ min = O(1), (zhmin)ij ≈ wmin(xi, yj ) = O(1), (3.25)
because in physics, √min, is the lowest frequency and wmin is the amplitude of lowest frequent wave for vibrat-
ing membrane in [5]. Denote Num the total number of (zhmin)ij , then Num = O(h−2). Hence, from (3.25) we have
|(zhmin)ij |C and∑
ij
{(zhmin)ij }2C Num = Ch−2. (3.26)
Since the majority of wmin(xi, yj ) satisfy to be wmin(xi, yj )  O(1),2 there exists a constant c0 > 0 independent of h
such that the eigenvector of (3.23),
zmin = c0h{. . . , (zhmin)ij , . . .} (3.27)
is orthogonal with ‖zmin‖ = 1. Moreover, from [7, Corollary 8.7.2, p. 468], the eigenvectors y in (3.22) and z in (3.23)
are the same. Hence, we have
ymin = zmin = c0h{. . . , (zhmin)ij , . . .} ≈ c0h{. . . , wmin(xi, yj ), . . .}. (3.28)
The traditional condition number for matrix A is deﬁned in [18] by
Cond. = max
min
= O(h−2min), (3.29)
where max and min are the maximal and minimal eigenvalues of A, respectively. The values of (max, ymax) and
(min, ymin) can be found by the power method and the inverse power method, respectively. On the other hand, we may
evaluate easily
Cond_EE = ‖b‖|n|
, n = 0, (3.30)
where n = yTminb. To ﬁnd a sufﬁcient condition for n = 0, we give the following lemma.
Lemma 3.2. Let u and w be the solutions of (3.1) and (3.24), respectively. Then there exists the equality,∫ ∫
S
fw ds −
∫
D
g
w
n
d +
∫
N
g∗w d = 
∫ ∫
S
uw ds. (3.31)
Proof. We have from Green’s formula∫ ∫
S
(wu − uw) ds =
∫
S
(
w
u
n
− uw
n
)
d. (3.32)
For u of (3.1) and w of (3.24), we have∫ ∫
S
(wu − uw) ds = −
∫ ∫
S
wf ds + 
∫ ∫
S
uw ds, (3.33)∫
S
(
w
u
n
− uw
n
)
d =
∫
N
g∗w d −
∫
D
g
w
n
d. (3.34)
Combining (3.32)–(3.34) gives the desired result (3.31), and this completes the proof of Lemma 3.2. 
2 In this paper, the notation a  b or a  O(b), b > 0 means that there exist two positive constants C1 and C2 independent of h such that
C1b |a|C2b, b > 0.
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To guarantee n = 0, we assume that the solution u is rich3 on the lowest frequent wave wmin,∫ ∫
S
uwmin ds  O(1). (3.35)
Since min ≡ O(1) we have the following theorem.
Theorem 3.1. Assume that f ∈ L2(S), g ∈ L2(D), g∗ ∈ L2(N), and (3.35) hold. There exist the bounds,
Cond_EEC{‖f ‖0,S + h−0.5‖g∗‖0,N + h−0.5h−1min‖g‖0,D }, (3.36)
where h = maxij {hi, kj }, hmin = minij {hi, kj }, and C is a constant independent of h.
Proof. We have from (3.11)
n = yTminb = yTminbf + yTminbg + yTminbg∗ . (3.37)
First, we have from (3.12) and (3.28)
yTminbf =
∑
ij
c0h(z
h
min)ij Sij fij ≈ c0h
∑
ij
(wmin)ij fij Sij
≈ c0h
∫ ∫
S
fwmin ds, (3.38)
by using (3.18). Next, we obtain from (3.13) and (3.28),
yTminbg∗ =
∑
(ij)∈N
c0h(z
h
min)ij 
N
ij g
∗
ij
≈ c0h
∑
(ij)∈N
(wmin)ij 
N
ij g
∗
ij ≈ c0h
∫
N
g∗wmin d. (3.39)
Finally, we have from (3.14) and (3.28)
yTminbg =
∑
(ij)∈D
{
c0h(z
h
min)i+1,j gij
kj−1 + kj
2hi
+ c0h(zhmin)i,j−1gij
hi−1 + hi
2kj−1
}
≈ c0h
∑
(ij)∈D
{
(wmin)i+1,j
hi
kj−1 + kj
2
+ (wmin)i,j−1
kj−1
hi−1 + hi
2
}
gij . (3.40)
For Fig. 3, we have
u
n
= u
x
cos(n, x) + u
y
cos(n, y)
= − u
x
sin + u
y
cos = −u
x
(
AD
BD
)
+ u
y
(
AB
BD
)
, (3.41)
where AB also denotes the length of AB. Since (wmin)ij = 0 for (i, j) ∈ D , there exist the approximations from
(3.41),
(wmin)i+1,j
hi
kj−1 + kj
2
+ (wmin)i,j−1
kj−1
hi−1 + hi
2
≈ wmin
x
∣∣∣∣
ij
AD − wmin
y
∣∣∣∣
ij
AB = −wmin
n
∣∣∣∣
ij
BD. (3.42)
3 The “rich” means that there exists a non-zero projection of u on wmin.
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Then, we have from (3.40) and (3.42)
yTminbg ≈ −c0h
∑
(ij)∈D
wmin
n
∣∣∣∣
ij
gijBD ≈ −c0h
∫
D
wmin
n
g d. (3.43)
Combining (3.37)–(3.39) and (3.43) gives
n ≈ c0h
{∫ ∫
S
fwmin ds +
∫
N
wming
∗ d −
∫
D
wmin
n
g d
}
. (3.44)
Also from assumption (3.35), Lemma 3.2 and min  O(1), we have
¯=
{∫ ∫
S
fwmin ds +
∫
N
wming
∗ d −
∫
D
wmin
n
g d
}
= min
∫ ∫
S
wminu ds  O(1), (3.45)
and then
n  O(h¯)  O(h). (3.46)
The desired result (3.36) follows from (3.30), (3.46) and Lemma 3.1. This completes the proof of Theorem 3.1. 
From Theorem 3.1 we obtain the following corollary.
Corollary 3.1. Assume that f ∈ L2(S), g ∈ L2(D), g∗ ∈ L2(N), and (3.35) hold. When g = 0,
Cond_EE = O(h−0.5h−1min), (3.47)
when g = 0 and g∗ = 0,
Cond_EE = O(h−0.5), (3.48)
and when g = g∗ = 0 and f = 0,
Cond_EE = O(1). (3.49)
Compared with the traditional condition number (3.29), the Cond_EE are smaller. In particular, for the homogeneous
boundary conditions, Cond_EE = O(1) is extraordinary, which contradicts our past intuition. In order to reduce the
effective condition number, we should use a transformation v =u− u¯, where u¯|D =g and u¯|N =g∗. Hence, we have
the following Poisson’s problem with the homogeneous boundary conditions:
−v = f + u¯ in S, v|D = 0, v|N = 0.
For this homogeneous boundary problem, since Cond_eff  Cond_EE =O(1), the small effective condition number
can be achieved.
3.4. Bounds for Cond_eff
In this subsection, we will estimate the bounds of (2.22) as
Cond_eff = ‖b‖
min‖x‖ , (3.50)
where min is the minimal eigenvalue of the matrix A. Since the bounds of ‖b‖ have been derived in Lemma 3.1, we
only derive the lower bound of min‖x‖.
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When u ∈ C(S), the norm of x satisﬁes
‖x‖ =
√∑
ij
u2ij C
√
Num = Ch−1, (3.51)
where Num=O(h−2), and C is a constant independent of h. Hence, we may assume that there exists a constant c0(> 0)
independent of h such that
‖x‖ = c0h−1. (3.52)
In fact, assumption (3.52) is related to assumption (3.35), and more explanation will be given in Remark 3.1 later.
Hence, the main analysis for a upper bound of Cond_eff is to derive a lower bound of min.
Since Eq. (3.23) is the difference approximation of (3.24), we obtain the minimal eigenvalue (see [5]),
hmin = min
x =0
A(x, x)
D(x, x)
 O(1), (3.53)
where A(x, x) = xTAx and D(x, x) = xTDx. We have the following lemma.
Lemma 3.3. Denote the minimal eigenvalue by
hmin = min
x =0
A(x, x)
(x, x)
, (3.54)
where (x, x) = xTx . There exist the bounds
1
2hminkmin
h
minhminh2hmin, (3.55)
where hmin = mini{hi} and kmin = minj {kj }.
Proof. The diagonal matrix D has the entries,
Sij = (hi−1 + hi)(kj−1 + kj )4 , (i, j) ∈ S,
SNij =
hi−1kj−1 + 12 (hi−1kj + hikj−1)
4
, (i, j) ∈ N ,
SNi,0 =
(hi−1 + hi)k1
4
, (i, 0) ∈ N, SN0,j =
(kj−1 + kj )h1
4
, (0, j) ∈ N . (3.56)
Then, there exist the bounds
hminkminSij h2, 12hminkminS
N
i,j h2. (3.57)
Hence we have
1
2hminkmin(x, x)D(x, x)h
2(x, x) (3.58)
and
2A(x, x)
hminkmin(x, x)
 A(x, x)
D(x, x)
 A(x, x)
h2(x, x)
. (3.59)
This gives
hminkmin
2
A(x, x)
D(x, x)
 A(x, x)
(x, x)
h2 A(x, x)
D(x, x)
. (3.60)
Under the minimization on (3.60) under x = 0, the desired result (3.55) is obtained, and this completes the proof of
Lemma 3.3. 
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We have the following theorem.
Theorem 3.2. Assume that f ∈ L2(S), g ∈ L2(D), g∗ ∈ L2(N), and (3.52) hold. There exist the bounds
Cond_effC h
2
hminkmin
{‖f ‖0,S + h−0.5‖g∗‖0,N + h−0.5h−1min‖g‖0,D }, (3.61)
where C is a constant independent of h.
Proof. We have from Lemma 3.3, (3.52) and (3.53)
min‖x‖ c02 h
−1hminkminhminc1h−1hminkmin, (3.62)
where c1 > 0 is a constant independent of h. Hence, we obtain from (3.50) and Lemma 3.1,
Cond_eff = ‖b‖
min‖x‖
C h
2
hminkmin
{‖f ‖0,S + h−0.5‖g∗‖0,N + h−0.5h−1min‖g‖0,D }. (3.63)
This is the desired result (3.61) and completes the proof of Theorem 3.2. 
When the difference grids are quasiuniform, i.e.,
h
hmin
C, h
kmin
C,
Theorem 3.2 provides the same bounds as in Theorem 3.1. However, when the difference grids are not quasiuniform,
the bounds from Theorem 3.2 may be over-estimated, which are explained below.
Next, let us consider the special non-quasiuniform grids,
x2i = 2ih, x2i+1 = x2i + 	h, y2j = 2jh, y2j+1 = y2j + 	h, (3.64)
where 	 ∈ (0, 2). When 	= 1, the difference grids (3.64) are uniform. When 	 → 0, we have the ratios,
maxi hi
mini hi
= maxj kj
minj kj
= 2 − 	
	
→ ∞. (3.65)
In this case, the difference grids are not quasiuniform. Then the traditional condition number is given by
Cond. = max
min
= O(h−2min) = O
(
h2
	2
)
. (3.66)
For any small 	> 0, we have from (3.56)
Sij = h2, (i, j) ∈ S,
1
2hhminS
N
ij h2, (i, j) ∈ N , (3.67)
where we assume hminkmin. Then we obtain from Lemma 3.3
1
2hhmin
h
minhminh2hmin,
and from Theorem 3.2
Cond_eff C
	
{‖f ‖0,S + h−0.5‖g∗‖0,N + h−0.5h−1min‖g‖0,D }. (3.68)
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Eq. (3.68) provides over-estimates on effective condition number.4 Theorem 3.2 is signiﬁcant for the quasiuniform
grids, but not for the special grids (3.64) with the Neumann boundary condition. Moreover, when there exist layer or
corner singularities, the local reﬁnements of grids are necessary. In this case, we invoke the analysis of Section 3.3, to
provide a sharp estimation of upper bounds of effective condition number. Details are reported in [12].
Remark 3.1. For the upper bounds of Cond_EE and Cond_eff, we need assumptions (3.35) and (3.52), respectively.
There are some relations between them. Eq. (3.35) may lead to (3.52). Here we only provide an example. Consider
Poisson’s equation −u = f in the unit square S with the homogeneous Dirichlet boundary conditions. Also let the
difference grids be uniform, i.e., hi = ki = h = 1/N . We obtain the typical ﬁnite difference equations which are given
by
1
h2
[4ui,j − (ui+1,j + ui,j+1 + ui−1,j + ui,j−1)] = fi,j ,
ui,j = gi,j , i = 0 ∨ i = N or j = 0 ∨ j = N . (3.69)
Choose
fij = a sin(
xi) sin(
yj ) + b sin((N − 1)
xi) sin((N − 1)
yj ), 1 i, jN − 1,
where a and b are constants, xi = ih and yj = jh. The solution of the FDM is given explicitly by
uij = a
hmin
sin(
xi) sin(
yj )
+ b
hmax
sin((N − 1)
xi) sin((N − 1)
yj ), 1 i, jN − 1,
where
hmin =
8
h2
sin2

h
2
≈ 2
2, hmax =
8
h2
sin2
(N − 1)
h
2
≈ 8
h2
. (3.70)
When a = 0, Eq. (3.35) holds, because uij > 0 and most of the uij are to be uij  O(1). Hence, assumption (3.52)
is valid. However, when a = 0 and b = 0, Eq. (3.35) is invalid, and we have uij = O(h2) and ‖x‖ = c0h which also
violates assumption (3.52), to give Cond_eff = O(h−2)= Cond.
4. Numerical experiments
4.1. Superconvergence of solution derivatives
Choose
−u = f in S, u = 0 on S, (4.1)
where S is the unit square: S = {(x, y)|0x1, 0y1}, and the solution is chosen as
u = x(x − 1) sin 
y, (4.2)
with the parameter 1.5.5 Eqs. (4.1) and (4.2) are the popular model discussed in [9,20,13,10].
4 Suppose that N = ∅, the bounds from Theorem 3.2 are also sharp. In fact, since only Sij = h2 in (3.67), Theorem 3.2 gives
Cond_effC{‖f ‖0,S + h−0.5‖g∗‖0,N + h−0.5h−1min‖g‖0,D }, which holds for 	 → 0.
5 When  ∈ ( 12 , 1) ∪ (1, 32 ), there exists the boundary singularity at x = 0, the study of error analysis and effective condition number for the
FDM is reported in [10,12].
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Table 1
Errors, condition numbers and effective condition numbers for the smooth solutions with = 2 and by the uniform difference grids
N 4 8 16 32
‖‖0 0.173(−2) 0.423(−3) 0.105(−3) 0.262(−4)
‖‖1 0.125(−1) 0.312(−2) 0.781(−3) 0.195(−3)
maxij |ij | 0.339(−2) 0.855(−3) 0.214(−3) 0.535(−4)
maxij |(x)i+1/2,j | 0.276(−1) 0.730(−2) 0.185(−2) 0.464(−3)
maxij |(y)i,j+1/2| 0.193(−2) 0.594(−3) 0.164(−3) 0.413(−4)
Av 0.221(−2) 0.432(−3) 0.954(−4) 0.224(−4)
Avx 0.126(−1) 0.281(−2) 0.881(−3) 0.160(−3)
Avy 0.961(−3) 0.260(−3) 0.641(−4) 0.157(−4)
Cond. 5.83 25.3 103 413
Cond_e˜ff 1.17 1.26 1.34 1.38
Cond_EE 1.27 1.40 1.47 1.50
Table 2
Errors, condition numbers and effective condition numbers for the smooth solutions with  = 2 and by the non-uniform difference grids with
	= 0.1(−2)
N 4 8 16 32
‖‖0 0.729(−2) 0.173(−2) 0.422(−3) 0.105(−3)
‖‖1 0.494(−1) 0.125(−1) 0.312(−2) 0.781(−3)
maxij |ij | 0.146(−1) 0.338(−2) 0.854(−3) 0.213(−3)
maxij |(x)i+1/2,j | 0.250 0.692(−1) 0.185(−1) 0.474(−2)
maxij |(y)i,j+1/2| 0.113 0.355(−1) 0.911(−2) 0.235(−2)
Av 0.650(−2) 0.162(−2) 0.376(−3) 0.892(−4)
Avx 0.991(−1) 0.261(−1) 0.643(−2) 0.158(−2)
Avy 0.194(−1) 0.683(−2) 0.178(−2) 0.444(−3)
Cond. 0.400(4) 0.137(5) 0.526(5) 0.208(6)
Cond_e˜ff 1.18 1.26 1.34 1.38
Cond_EE 1.19 1.34 1.43 1.48
In [10], we deﬁne the discrete H 1 norms:
‖v‖21 = ‖v‖21,S = |v|21,S + ‖v‖20,S ,
|v|21 = |v|21,S =
∑
ij
[∫̂ ∫
ij
(∇v)2 ds
]
,
‖v‖20 = ‖v‖20,S =
∑
ij
[∫̂ ∫
ij
v2 ds
]
, (4.3)
where
∫̂ ∫
ij v
2 ds is the integration quadrature approximation of
∫ ∫
ij v
2 ds and ij = {(x, y)|xix
xi+1, yj yyj+1}. When u ∈ C3(S), the superconvergence ‖‖1 = O(h2) and ‖‖1 = O(h1.5) are proven in
[13] for the rectangular and the polygonal S, respectively, where  = u − uh, and u and uh are the true and the
FDM solutions, respectively. Note that the difference grids wherein are not supposed to be quasi-
uniform.
Letij be non-quasiuniform. Denote h=1/N , N is even, and choose the difference grids (3.64) with 	=1, 0.1(−2)
and 0.1(−6), where 	 = 1 for uniform difference grids, and 	 = 0.1(−6) for non-quasiuniform difference grids.
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Table 3
Errors, condition numbers and effective condition numbers for the smooth solutions with  = 2 and by the non-uniform difference grids with
	= 0.1(−6)
N 4 8 16 32
‖‖0 0.730(−2) 0.173(−2) 0.423(−3) 0.105(−3)
‖‖1 0.493(−1) 0.125(−1) 0.312(−2) 0.781(−3)
maxij |ij | 0.146(−1) 0.339(−2) 0.855(−3) 0.214(−3)
maxij |(x)i+1/2,j | 0.250 0.693(−1) 0.185(−1) 0.474(−2)
maxij |(y)i,j+1/2| 0.113 0.356(−1) 0.912(−2) 0.235(−2)
Av 0.649(−2) 0.163(−2) 0.376(−3) 0.893(−4)
Avx 0.993(−1) 0.261(−1) 0.644(−2) 0.159(−2)
Avy 0.194(−1) 0.684(−2) 0.178(−2) 0.444(−3)
Cond. 0.200(8) 0.683(8) 0.263(9) 0.104(10)
Cond_e˜ff 1.18 1.26 1.34 1.38
Cond_EE 1.19 1.35 1.43 1.48
Numerical results are provided in Tables 1–3. We can see the following asymptotic rates for all 	:
‖‖0 = O(h2), ‖‖1 = O(h2),
Av = O(h2), Avx = O(h2), Avy = O(h2),
max
ij
|ij | = O(h2), max
ij
|(x)i+1/2,j | = O(h2), max
ij
|(y)i,j+1/2| = O(h2), (4.4)
where
Av = 1
Num
∑
ij
|(i, j)|, Avx = 1Num
∑
ij
∣∣∣∣x (i + 12 , j
)∣∣∣∣ ,
Avy = 1Num
∑
ij
∣∣∣∣y (i, j + 12
)∣∣∣∣ , (4.5)
where Num is the total number of the related errors. Eqs. (4.4)–(4.5) coincide with the error analysis in [13]. In
computation the difference grids may not be chosen to be quasiuniform, see Table 3 with 	= 0.1(−6).
4.2. Veriﬁcation on bounds of effective condition number
In this paper, we focus on the stability analysis. Since  in (2.19) is very small, Cond_e˜ff can be regarded as Cond_eff.
From Tables 1–3, we can see that
Cond_e˜ff = O(1), Cond_EE = O(1), (4.6)
which validate Theorem 3.1.
Next, let us consider the non-homogeneous Dirichlet boundary conditions. Choose
u = x2(1 − x) sin 
y + sin 
x sinh(
(1 − y)) (4.7)
to give
−u = f, u|y=0 = sinh(
) sin 
x, u|y=1∧(x=0∨x=1) = 0. (4.8)
The computed results are listed in Tables 4–6. We can see that
Cond_e˜ff = O
(
h−1.5
	
)
, Cond_EE = O
(
h−1.5
	
)
, (4.9)
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Table 4
Errors, condition numbers and effective condition numbers for the smooth solutions with  = 2 and by the uniform difference grids for the
non-homogeneous Dirichlet boundary condition
N 4 8 16 32
‖‖0 0.921(−1) 0.243(−1) 0.613(−2) 0.154(−2)
‖‖1 0.315 0.872(−1) 0.229(−1) 0.586(−2)
maxij |ij | 0.189 0.493(−1) 0.126(−1) 0.317(−2)
maxij |(x)i+1/2,j | 0.299 0.855(−1) 0.298(−1) 0.107(−1)
maxij |(y)i,j+1/2| 0.459 0.121 0.399(−1) 0.119(−1)
Av 0.115 0.246(−1) 0.555(−2) 0.131(−2)
Avx 0.141 0.361(−1) 0.938(−2) 0.240(−2)
Avy 0.286 0.723(−1) 0.172(−1) 0.421(−2)
Cond. 5.83 25.3 103 413
Cond_e˜ff 1.66 3.67 9.24 24.7
Cond_E 1.97 5.30 14.9 42.1
Cond_EE 2.06 5.41 15.0 42.3
Table 5
Errors, condition numbers and effective condition numbers for the smooth solutions with  = 2 and by the non-uniform difference grids with
	= 0.1(−2) for the non-homogeneous Dirichlet boundary condition
N 4 8 16 32
‖‖0 0.285 0.919(−1) 0.242(−1) 0.612(−2)
‖‖1 1.63 0.391 0.965(−1) 0.240(−1)
maxij |ij | 0.570 0.189 0.493(−1) 0.126(−1)
maxij |(x)i+1/2,j | 6.58 1.81 0.569 0.172
maxij |(y)i,j+1/2| 6.58 1.99 0.540 0.140
Av 0.254 0.847(−1) 0.214(−1) 0.518(−2)
Avx 1.43 0.319 0.765(−1) 0.190(−1)
Avy 2.17 0.573 0.141 0.337(−1)
Cond. 0.400(4) 0.137(5) 0.526(5) 0.208(6)
Cond_e˜ff 948 0.277(4) 0.815(4) 0.234(5)
Cond_E 0.234(4) 0.540(4) 0.147(5) 0.416(5)
Cond_EE 0.297(4) 0.588(4) 0.153(5) 0.425(5)
Table 6
Errors, condition numbers and effective condition numbers for the smooth solutions with  = 2 and by the non-uniform difference grids with
	= 0.1(−6) for the non-homogeneous Dirichlet boundary condition
N 4 8 16 32
‖‖0 0.286 0.921(−1) 0.243(−1) 0.613(−2)
‖‖1 1.61 0.391 0.964(−1) 0.240(−1)
maxij |ij | 0.571 0.189 0.493(−1) 0.126(−1)
maxij |(x)i+1/2,j | 6.59 1.81 0.570 0.172
maxij |(y)i,j+1/2| 6.59 2.00 0.541 0.141
Av 0.254 0.848(−1) 0.214(−1) 0.520(−2)
Avx 1.43 0.319 0.766(−1) 0.191(−1)
Avy 2.18 0.574 0.141 0.337(−1)
Cond. 0.200(8) 0.683(8) 0.263(9) 0.104(10)
Cond_e˜ff 0.948(7) 0.277(8) 0.815(8) 0.233(9)
Cond_E 0.166(8) 0.446(8) 0.132(9) 0.393(9)
Cond_EE 0.297(8) 0.588(8) 0.153(9) 0.425(9)
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Table 7
Errors, condition numbers and effective condition numbers for the smooth solutions with  = 2 and by the uniform difference grids for the
non-homogeneous Neumann boundary condition
N 4 8 16 32
‖‖0 0.125 0.298(−1) 0.723(−2) 0.179(−2)
‖‖1 0.774 0.205 0.522(−1) 0.131(−1)
maxij |ij | 0.486 0.142 0.369(−1) 0.931(−2)
maxij |(x)i+1/2,j | 2.24 0.665 0.174 0.440(−1)
maxij |(y)i,j+1/2| 1.16 0.473 0.145 0.398(−1)
Av 0.167 0.269(−1) 0.512(−2) 0.110(−2)
Avx 0.661 0.116 0.235(−1) 0.523(−2)
Avy 0.345 0.890(−1) 0.220(−1) 0.539(−2)
Cond. 12.3 46.2 176 682
Cond_e˜ff 1.32 1.80 2.57 3.68
Cond_E 1.37 1.93 2.80 4.03
Cond_EE 1.38 1.93 2.80 4.03
Table 8
Errors, condition numbers and effective condition numbers for the smooth solutions with  = 2 and by the non-uniform difference grids with
	= 0.1(−2) for the non-homogeneous Neumann boundary condition
N 4 8 16 32
‖‖0 0.418 0.121 0.297(−1) 0.722(−2)
‖‖1 2.54 0.773 0.205 0.521(−1)
maxij |ij | 1.11 0.485 0.141 0.368(−1)
maxij |(x)i+1/2,j | 15.4 4.99 1.36 0.348
maxij |(y)i,j+1/2| 2.55 1.16 0.473 0.145
Av 0.624 0.122 0.234(−1) 0.478(−2)
Avx 4.52 0.924 0.187 0.404(−1)
Avy 0.779 0.313 0.871(−1) 0.223(−1)
Cond. 0.660(4) 0.186(5) 0.628(5) 0.233(6)
Cond_e˜ff 1.53 1.87 2.55 3.64
Cond_E 1.55 1.95 2.74 3.96
Cond_EE 1.55 1.95 2.74 3.96
which are consistent with Theorem 3.1 by noting hmin = 	h. Third, let us consider the non-homogeneous Neumann
boundary conditions, and choose the same solution as in (4.7), to give
− u = f ,
u
y
∣∣∣∣
y=0
= −
 sin(
x) cosh(
), u|y=1∧(x=0∨x=1) = 0. (4.10)
The computed results are listed in Tables 7–9. We can see
Cond_e˜ff = O(h−0.5), Cond_EE = O(h−0.5), (4.11)
which also agree with Theorem 3.1. In order to provide a clear view of empirical rates of errors and condition numbers,
their curves are depicted in Figs. 4–6, based on the data in Tables 3, 6 and 9, respectively.
The numerical effective condition numbers retain small as O(h−1/2) for the non-homogeneous Neumann boundary
condition, see Table 9. However, from (3.68) of Theorem 3.2 we have Cond_eff = O(h−1/2/	), which are over-
estimated. This fact shows that Theorem 3.1 may provide better bounds of relative errors of numerical solutions than
Theorem 3.2.
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Table 9
Errors, condition numbers and effective condition numbers for the smooth solutions with  = 2 and by the non-uniform difference grids with
	= 0.1(−6) for the non-homogeneous Neumann boundary condition
N 4 8 16 32
‖‖0 0.419 0.125 0.298(−1) 0.723(−2)
‖‖1 2.54 0.773 0.205 0.522(−1)
maxij |ij | 1.11 0.486 0.142 0.369(−1)
maxij |(x)i+1/2,j | 15.4 5.00 1.36 0.349
maxij |(y)i,j+1/2| 2.55 1.16 0.473 0.145
Av 0.624 0.123 0.234(−1) 0.479(−2)
Avx 4.53 0.926 0.187 0.405(−1)
Avy 0.779 0.313 0.872(−1) 0.223(−1)
Cond. 0.660(8) 0.186(9) 0.628(9) 0.233(10)
Cond_e˜ff 1.53 1.87 2.55 3.64
Cond_E 1.55 1.95 2.74 3.96
Cond_EE 1.55 1.95 2.74 3.96
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4.3. A posteriori computation on effective condition number
Choose the true solutions uij = u(xi, yj ) as in (4.2) and (4.7). The right-hand vector is ﬁrst computed by b = Ax,
and then the approximated solution x˜ = x + x is obtained from the Gaussian elimination by means of Choleski’s
decomposition. Hence, we have the perturbation x = x˜ − x and b = Ax˜ − b. We compute Cond_true in (2.18) and
the validation factor  in (2.24) for the model problems in Tables 1–6, and list the numerical results in Tables 10–15,
from which we can see  175 . Such a  displays a good performance of Cond_E to approximate the true condition
number.
Next, we do not use the true solutions, but apply the formulas in (2.26)–(2.28). The numerical results for the model
problems of Tables 1–3 are listed in Tables 16–18. Look at the data in Tables 3, 12 and 18 of the model problem
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Table 10
Errors, condition numbers and effective condition numbers for Ax = b of Table 1 by the uniform difference grids
N 4 8 16 32
‖‖0 0.273(−16) 0.183(−16) 0.258(−16) 0.169(−15)
maxij |ij | 0.555(−16) 0.555(−16) 0.111(−15) 0.791(−15)
Av 0.332(−16) 0.164(−16) 0.187(−16) 0.103(−15)
Cond. 5.83 25.3 103 413
Cond_E 1.27 1.40 1.47 1.50
‖x‖
‖x‖ 0.399(−15) 0.265(−15) 0.373(−15) 0.245(−14)
‖b‖
‖b‖ 0.269(−15) 0.162(-14) 0.699(−14) 0.406(−13)
Cond_true 1.49 0.164 0.534(−1) 0.603(−1)
 1.17 0.116 0.364(−1) 0.403(−1)
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Table 11
Errors, condition numbers and effective condition numbers for Ax = b of Table 2 by the non-uniform difference grids with 	= 0.001
N 4 8 16 32
‖‖0 0.175(−14) 0.152(−13) 0.308(−13) 0.621(−13)
maxij |ij | 0.350(−14) 0.322(−13) 0.693(−13) 0.184(−12)
Av 0.155(−14) 0.131(−13) 0.230(−13) 0.463(−13)
Cond. 0.400(4) 0.137(5) 0.526(5) 0.208(6)
Cond_E 1.19 1.35 1.43 1.48
‖x‖
‖x‖ 0.279(−13) 0.222(−12) 0.447(−12) 0.900(−12)
‖b‖
‖b‖ 0.145(−12) 0.687(−12) 0.408(−11) 0.217(−10)
Cond_true 0.193 0.324 0.109(−1) 0.415(−1)
 0.162 0.239 0.762(−1) 0.280(−1)
Table 12
Errors, condition numbers and effective condition numbers for Ax = b of Table 3 by the non-uniform difference grids with 	= 0.1(−6)
N 4 8 16 32
‖‖0 0.239(−9) 0.171(−9) 0.311(−9) 0.315(−8)
maxij |ij | 0.478(−9) 0.334(−9) 0.110(−8) 0.774(−8)
Av 0.212(−9) 0.144(−9) 0.215(−9) 0.261(−8)
Cond. 0.200(8) 0.683(8) 0.263(9) 0.104(10)
Cond_E 1.19 1.35 1.43 1.48
‖x‖
‖x‖ 0.382(−8) 0.250(−8) 0.451(−8) 0.456(−7)
‖b‖
‖b‖ 0.276(−8) 0.638(−8) 0.372(−7) 0.200(−6)
Cond_true 1.38 0.392 0.121 0.229
 1.16 0.289 0.844(−1) 0.155
Table 13
Errors, condition numbers and effective condition numbers for Ax=b of Table 4 by the uniform difference grids for the non-homogeneous Dirichlet
boundary condition
N 4 8 16 32
‖‖0 0.253(−15) 0.429(−15) 0.192(−14) 0.370(−14)
maxij |ij | 0.444(−15) 0.178(−14) 0.888(−14) 0.151(−13)
Av 0.444(−15) 0.300(−15) 0.131(−14) 0.259(−14)
Cond. 5.83 25.3 103 413
Cond_E 2.01 5.35 14.9 42.1
‖x‖
‖x‖ 0.127(−15) 0.167(−15) 0.668(−15) 0.122(−14)
‖b‖
‖b‖ 0.138(−15) 0.331(−15) 0.123(−14) 0.215(−14)
Cond_true 0.918 0.506 0.545 0.569
 0.429 0.934(−1) 0.365(−1) 0.135(−1)
with same parameters. Since matrix A is the same, the Cond. retains the same. Other computed values, such as Cond_E
and Cond_E˜, Cond_true and Cond_t˜rue, as well as  and ˜, are very close to each other.
5. Concluding remarks
1. When matrix A is symmetric and positive deﬁnite, the traditional condition number in the 2-norm is deﬁned in
(3.29) for all b and b. In this paper, we consider the given vector b (or the b changed in a certain region), the new
effective condition numbers are deﬁned, such as Cond_eff, Cond_E and Cond_EE, to provide a better upper bound of
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Table 14
Errors, condition numbers and effective condition numbers for Ax = b of Table 5 by the non-uniform difference grids with 	 = 0.001 for the
non-homogeneous Dirichlet boundary condition
N 4 8 16 32
‖‖0 0.601(−14) 0.447(−12) 0.637(−11) 0.335(−11)
maxij |ij | 0.125(−13) 0.116(−11) 0.169(−11) 0.124(−10)
Av 0.553(−14) 0.385(−12) 0.119(−11) 0.211(−11)
Cond. 0.400(4) 0.137(5) 0.526(5) 0.208(6)
Cond_E 0.274(4) 0.564(4) 0.149(5) 0.418(5)
‖x‖
‖x‖ 0.142(−13) 0.128(−12) 0.518(−12) 0.104(−11)
‖b‖
‖b‖ 0.272(−15) 0.426(−15) 0.593(−15) 0.124(−14)
Cond_true 52.3 300 873 0.418(5)
 0.191(−1) 0.532(−1) 0.586(−1) 0.202(−1)
Table 15
Errors, condition numbers and effective condition numbers for Ax = b of Table 6 by the non-uniform difference grids with 	 = 0.1(−6) for the
non-homogeneous Dirichlet boundary condition
N 4 8 16 32
‖‖0 0.321(−8) 0.596(−7) 0.884(−8) 0.949(−7)
maxij |ij | 0.643(−8) 0.215(−7) 0.326(−7) 0.234(−6)
Av 0.280(−8) 0.846(−8) 0.628(−8) 0.783(−7)
Cond. 0.200(8) 0.683(8) 0.263(9) 0.104(10)
Cond_E 0.176(8) 0.459(8) 0.134(9) 0.359(9)
‖x‖
‖x‖ 0.761(−9) 0.282(−8) 0.270(−8) 0.295(−7)
‖b‖
‖b‖ 0.900(−16) 0.399(−15) 0.641(−15) 0.110(−14)
Cond_true 0.845(7) 0.705(7) 0.421(7) 0.268(8)
 0.479 0.154 0.315(−1) 0.679(−1)
Table 16
Errors, condition numbers and effective condition numbers for Ax = b of Table 1 by the uniform difference grids
N 4 8 16 32
‖˜‖0 0.776(−17) 0.202(−16) 0.250(−16) 0.191(−15)
maxij |˜ij | 0.278(−16) 0.551(−16) 0.111(−15) 0.805(−15)
Av˜ 0.463(−17) 0.170(−16) 0.169(−16) 0.125(−15)
Cond. 5.83 25.3 103 413
Cond_E˜ 1.27 1.40 1.46 1.50
‖x˜‖
‖x˜‖ 0.110(−15) 0.291(−15) 0.360(−15) 0.276(−14)
‖b˜‖
‖b˜‖ 0.213(−15) 0.148(−14) 0.775(−14) 0.393(−13)
Cond_t˜rue 0.518 0.197 0.465(−1) 0.703(−1)
˜ 0.409 0.140 0.318(−1) 0.470(−1)
the solution errors to perturbation. Moreover, we deﬁne the true condition number Cond_true and the validation factor
 to display the effectiveness of Cond_E. Since the unexpected b results from the rounding errors,  also provides
the enlarged factor in the inequality (2.11) for effective condition number. Note that all Cond_e˜ff, Cond_E, Cond_EE,
Cond_true and  can be easily computed.
2. In Section 2.3, we cite some results in [11] for the over-determined system (2.29), and then prove an equivalence
(2.45) of the effective condition numbers and eff in [3,4]. For effective condition number, only eff in (2.39) was
deﬁned in [3,4]; Cond_eff, Cond_E and Cond_EE are deﬁned in this paper. If the singular-value decomposition (2.31)
can be carried out, Cond_eff is more recommended, since it is simpler and since it gives a lower bound of the true
condition number than eff does. If it is difﬁcult to carry out (2.31), Cond_E and Cond_EE are recommended.
234 Z.-C. Li et al. / Journal of Computational and Applied Mathematics 198 (2007) 208–235
Table 17
Errors, condition numbers and effective condition numbers for Ax = b of Table 2 by the non-uniform difference grids with 	= 0.001
N 4 8 16 32
‖˜‖0 0.118(−14) 0.268(−13) 0.299(−13) 0.618(−13)
maxij |˜ij | 0.236(−14) 0.564(−13) 0.806(−13) 0.191(−12)
Av˜ 0.105(−14) 0.237(−13) 0.216(−13) 0.511(−13)
Cond. 0.400(4) 0.137(5) 0.526(5) 0.208(6)
Cond_E˜ 1.18 1.34 1.43 1.48
‖x˜‖
‖x˜‖ 0.169(−13) 0.381(−12) 0.430(−12) 0.986(−12)
‖b˜‖
‖b˜‖ 0.135(−13) 0.703(−12) 0.419(−11) 0.217(−10)
Cond_t˜rue 1.25 0.542 0.103(−1) 0.454(−1)
˜ 1.06 0.404 0.719(−1) 0.307(−1)
Table 18
Errors, condition numbers and effective condition numbers for Ax = b of Table 3 by the non-uniform difference grids with 	= 0.1(−6)
N 4 8 16 32
‖˜‖0 0.248(−9) 0.242(−9) 0.215(−9) 0.266(−8)
maxij |˜ij | 0.495(−9) 0.477(−9) 0.753(−9) 0.642(−8)
Av˜ 0.220(−9) 0.207(−9) 0.151(−9) 0.220(−8)
Cond. 0.200(8) 0.683(8) 0.263(9) 0.104(10)
Cond_E˜ 1.18 1.34 1.43 1.48
‖x˜‖
‖x˜‖ 0.335(−8) 0.344(−8) 0.310(−8) 0.385(−7)
‖b˜‖
‖b˜‖ 0.319(−8) 0.771(−8) 0.418(−7) 0.204(−6)
Cond_t˜rue 1.11 0.446 0.742 0.189
˜ 0.940 0.333 0.519(−1) 0.128
3. We apply the effective condition number for the ﬁnite difference method for Poisson’s equation, where the
difference grids are not supposed to be quasiuniform. For the smooth solutions, the superconvergence results, ‖‖1 =
O(h2) and ‖‖1 = O(h1.5), are derived in [13] for rectangles and polygons, respectively. In this paper, we focus on the
stability analysis. The bounds of effective condition number are derived by the two approaches in Sections 3.3 and 3.4.
4. For the homogeneous boundary condition, Cond_EE = O(1) is given in Theorem 3.1 under assumption (3.35). Such
a constant bound holds of Cond_EE for hmin → 0. This extraordinary result contradicts the traditional Cond.=O(h−2min).
The computed results are consistent with this theoretical analysis. When 	= 0.1(−6) and N = 32, from Tables 3 and
12 we can see that
Cond. = 0.104(10), Cond_e˜ff = 1.38, Cond_E = Cond_EE = 1.48,
Cond_true = 0.229, = 0.155, (5.1)
and from Table 18
Cond_t˜rue = 0.189, ˜= 0.128. (5.2)
Since the true condition number Cond_true is about 0.2, the Cond. = 0.104(10) is misleading. On the other hand, the
validation factor  ≈ 0.2 displays a good measurement of Cond_E to Cond_true.
5. For the non-homogeneous Dirichlet boundary condition, Cond_EE = O(h−1/2h−1min) is given in Theorem 3.1.
Although this Cond_E is smaller than Cond = O(h−2min) = O(h−2/	2), it is still large. When 	= 0.1(−6) and N = 32,
from Tables 6 and 15 we can see that
Cond. = 0.104(10), Cond_e˜ff = 0.233(9), Cond_E = 0.393(9),
Cond_EE = 0.425(9), Cond_true = 0.268(8), = 0.0679. (5.3)
Z.-C. Li et al. / Journal of Computational and Applied Mathematics 198 (2007) 208–235 235
In this case, the true conditional number is also large, but  = 0.0679 also shows a good measurement of Cond_E to
Cond_true.
6. For the non-homogeneous Neumann boundary condition, Cond_EE = O(h−1/2) is given in Theorem 3.1, which
is moderate because it does not depend on hmin. Hence, in order to reduce the true and the effective condition numbers,
we may use a transformation to convert only the Dirichlet boundary condition from the non-homogeneous to the
homogeneous. Let v=u− u¯, where u¯|D =g, to obtain −v=f +u¯ with v|D =0 and v/n|N =g∗ −u¯/n|N .
7. We use the other approaches in Section 3.4 to derive the upper bounds of Cond_eff. For the quasiuniform grids,
Theorem 3.2 provides the same bounds as in Theorem 3.1. For any non-uniform grids such as (3.64), Theorem 3.2
may provide the over-estimates of Cond_eff for Poisson’s equation with the Neumann boundary condition, see Table 9.
On the other hand, the approaches in Section 3.3 may be extended to the singular solutions by the FDM using local
reﬁnements of grids in [10] to provide a sharp estimation on the effective condition numbers.The detailed reports can be
found in [12]. 8. This paper provides a framework of new stability analysis for the linear algebraic system and numerical
PDEs. The new effective condition numbers are easily computed, and can be evaluated by their validation factor .
In many cases, the large Cond. could be misleading. Note that the effective condition number should be analyzed for
speciﬁc problems with the speciﬁc vector b on the right-hand side, and speciﬁc bounds may be obtained. Hence, for the
same matrix A, the new stability analysis based on the effective condition number may lead to different conclusions. In
summary, the study of effective condition numbers in this paper may enrich the research of the linear algebraic systems
and number PDEs.
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