Abstract. The integrity of complex software systems built from existing components is becoming more dependent on the integrity of the mechanisms used to interconnect these components and, in particular, on the ability of these mechanisms to cope with architectural mismatches that might exist between components. There is a need to detect and handle (i.e. to tolerate) architectural mismatches during runtime because in the majority of practical situations it is impossible to localize and correct all such mismatches during development time. When developing complex software systems, the problem is not only to identify the appropriate components, but also to make sure that these components are interconnected in a way that allows mismatches to be tolerated. The resulting architectural solution should be a system based on the existing components, which are independent in their nature, but are able to interact in well-understood ways. To find such a solution we apply general principles of fault tolerance to dealing with architectural mismatches.
Introduction
Software architecture can be defined as the structure(s) of a system, which comprise software components, the externally visible properties of those components and the relationships among them [18] [20] . A software architecture is usually described in terms of its components, connectors and their configuration [15] : components represent computation units, connectors correspond to the communication protocols, and configurations characterize the topology of the system in terms of the interconnection of components via connectors.
As a result of combining several architectural elements using a specific configuration, architectural mismatches may occur [11] . Architectural mismatches are logical inconsistencies between constraints of various architectural elements being composed. An architectural mismatch occurs when the assumptions that a component makes about another component, or the rest of the system, do not match. That is, the assumptions associated with the service provided by a component are different from the assumptions associated with the services required by a component for behaving as specified [15] . These assumptions can be related to the nature of components and connectors (control and data models, and synchronization protocols), the global system structure, or the process of building the system [11] [20] . Traditionally, mismatches have been dealt with statically [8] [10] , by means of analysis and removal. For example, a formal approach has been advocated to uncover architectural mismatches in the behavior of components, in particular, deadlocks [4] [12] .
There are many reasons to support our claim that it is usually non-practicable to statically localize and correct all possible architectural mismatches, and because of this, we believe that it is vital to be able to build systems that can tolerate such mismatches. This is mainly due to the complexity of modern systems and restricted applicability of the static methods of correcting mismatches (c.f. software design faults). First of all, complex applications have complex software architectures in which components are interconnected in complex ways and have many parameters and characteristics to be taken into account, and they have to meet many functional and non-functional requirements that often have to be expressed at the level of software architecture. Secondly, architects make mistakes while defining software architectures, in general, and while dealing with mismatches, in particular. Thirdly, there is a strong trend in using off-the-shelf elements while building complex applications and because of the very nature of such elements some information about their architectural characteristics may be unavailable. Lastly, modern software systems are to be open, flexible and adaptive, and they may undergo dynamic reconfiguration (often by incorporating new components knowledge about which is not available offline), adding uncertainty about the various architectural elements present at any point in time.
Instead of dealing with architectural mismatches during development time, which is the conventional approach, this paper shows how these mismatches can be tolerated during runtime at the architectural level. The rest of the paper is structured as follows. Section 2 discusses architectural mismatches in the context of features that are associated either with the architectural elements or the application being represented by these elements. In Section 3, we present some basic dependability concepts that provide the basis for the following discussion (in Section 4) on architectural mismatches from the perspective of system dependability. In Section 5, we address the notion of mismatch tolerance by discussing in more detail its basic activities. Section 6 presents several simple examples that demonstrate the proposed approach. Finally, Section 7 concludes with a summary of the contribution and a perspective of future research.
Architectural Mismatches and Features
To understand better the ways of tolerating architectural mismatches we will look first into specific characteristics of the individual architectural elements to be composed into a system, as well as into the reoccurring architectural solutions (i.e. architectural styles) applied for building system architectures.
Architectural Features
The architectural mismatches occur because of inconsistencies among given architectural elements. These inconsistencies can be stated in terms of the features (i.e. characteristics or properties relevant to system composition) exhibited by the architectural elements to be integrated into the system. Such features have proven to be very useful for static mismatch detection [10] .
A considerable number of such features have been determined while studying system composition from the viewpoint of detecting architectural mismatches during system development to allow systems to be corrected by removing mismatches [10] . Concurrency, distribution, supported data transfers (e.g. via shared data variables, explicit data connectors, shared repositories, etc.), dynamism (system ability to change dynamically its topology), encapsulation (provision of well-defined interfaces), layering, backtracking, and reentrance are some of the examples of the architectural features relevant to possible mismatches. A very useful source of such features can be found in research on online system upgrading, where, for example, additional (meta-) information describing component behavior is used to deal with component interface upgrades [13] .
Another dimension of the analysis proposed in [10] is relevance of such features to the particular architectural styles (such as pipe-and-filter, blackboard, etc.) employed in building system architecture: it is clear that some of these features are not applicable to some particular styles. For example, the pipe-and-filter style assumes multithreaded concurrency, no backtracking or reentrance, while the blackboard style assumes backtracking, imposes no restrictions on types of concurrency and assumes no reentrance. The overall idea here is that by analyzing the characteristics of the architectural elements to be integrated and the styles from which these elements were derived, the system architects are able to localize architectural mismatches earlier in the life cycle.
Some examples of architectural mismatches that can be detected by analyzing the architectural features are [10] :
• Data transfer from a component that may later backtrack -this mismatch may cause undesired side effects on the overall composed system state.
• Call to a non-reentrant component -this mismatch may happen when system composition is achieved via a bridging (triggered) call, and the callee is not reentrant and is already running at the time of the call.
• Sharing or transferring data with different underlying representations -this mismatch happens when sharing or transferring data with different underlying representations, including differences in data formats, units and coordinate systems.
Style-specific and Application-specific Mismatches
Architectural features of architectural elements and their groupings may be inherent to the architectural style(s) used, or specific to the application at hand. This occurs because architectural styles impose constraints on the kinds of architectural elements that may be present and on their configurations [20] , yet they do not prescribe all the features that may be present in an application [10] . During software development, the software architecture is incrementally refined following the refinement of the system definition. Initially, the software architecture is defined in terms of architectural styles, thus binding the style-specific features. Subsequently, as the architecture is further refined towards the life-cycle architecture, applicationspecific features are bound. This is exemplified on Table 1 (adapted from [9] ). In the following we will refer to the architectural features pertinent to particular architectural styles as style-specific features. A set of such features is defined in [10] . The features that are defined by the characteristics of the application to be developed but not by the architectural styles employed are called application-specific features.
Every time an architectural feature is bound, there is a potential for an architectural mismatch to be introduced. Hence, we refer to architectural mismatches as being:
• style-specific -if their presence is brought about by some architectural feature(s) that the style(s) imposes, or • application-specific -if their presence is due to architectural decisions imposed by the application at hand but not the particular style(s) used. Identification of the nature of the architectural mismatches, as well as the nature of the architectural features causing these inconsistencies among architectural elements plays a vital role in developing approaches to tolerating such mismatches.
Dependability is a vital property of any system justifying the reliance that can be placed on the service it delivers [14] . The causal relationship between the dependability impairments, that is, faults, errors and failures, is essential for characterizing the major activities associated with the dependability means (fault tolerance, avoidance, removal and forecasting). A fault is the adjudged or hypothesized cause of an error. An error is the part of the system state that is liable to lead to the subsequent failure. A failure occurs when a system service deviates from the behavior expected by the user.
Fault tolerance is a means for achieving dependability working under assumptions that a system contains faults (e.g. ones made by humans while developing or using systems, and caused by aging hardware) and aiming at providing the required services in spite of them. Fault tolerance is carried by error processing, aiming at removing errors from the system state before failures happen, and fault treatment, aiming at preventing faults from being once again activated [14] .
Error processing typically consists of three steps: error detection, error diagnosis and error recovery. Error detection identifies an erroneous state in the system. Error diagnosis assesses the damage caused by the detected error, or the errors propagated before detection. Error recovery transforms a system state that contains errors into an error free state. Recovery typically takes forms of either backward error recovery or forward error recovery. When the former is applied the system is returned to a previous (assumed to be correct) state; the typical techniques used are applicationindependent and often work transparently for the application (e.g. atomic transactions and checkpoints). Forward error recovery intents to move the system into a correct state using knowledge about the current erroneous state; this recovery is applicationspecific by its nature. The most general means for achieving it is exception handling [4] .
Fault treatment consists of two steps: fault diagnosis and system repair. Fault diagnosis determines the causes of the error in terms of both location and nature. System repair consists of isolating the fault to avoid its reactivation, reconfiguring the system either by switching on spare components or reassigning tasks among nonfailed components, and reinitializing the system by checking, updating and recording the new configuration [1] . The process of repairing the system usually modifies its structure in order for the system to continue to deliver an acceptable service.
Providing system fault tolerance plays an ever-growing role in achieving system dependability as there are many evidences proving that it is not possible to rid the system and system execution from faults. These include the growing complexity of software causing programmers' bugs, operators' mistakes, and failures in the environment in which the system operates.
Dependability and Mismatches
In the context of dependability, an architectural mismatch is an undesired, though expected, circumstance, which must be identified as a design fault (in the terminology from [14] ). When a mismatch is activated, it produces an error caused by mismatch (ECM) that can either be latent or detected. Similarly to errors, only a subset of ECMs can be detected as such (see Figure 1 ). Additional information is needed to allow an error to be associated with a mismatch. Eventually, there is a system failure when the ECM affects the service delivered by the system.
Fig. 1. Detected errors caused by mismatches
For describing the means for dealing with architectural mismatches, we draw an analogy with faults, which can be avoided, removed or tolerated. Faults are tolerated when they cannot be avoided, and their removal is not worthwhile or their existence is not known beforehand. The same kind of issues happens with architectural mismatches. Mismatches can be prevented by imposing strict rules on how components should be built and integrated. Mismatches can be removed when integrating arbitrary components by using static analysis methods and techniques [10] . However, this does not guarantee the absence of mismatches since risk and cost tradeoffs may hinder their removal, or system integrators may not be aware of their existence (similarly, research has shown that residual faults in software systems are inevitable). Consequently, mismatches should be tolerated by processing ECMs and treating mismatches, otherwise the system might fail.
In the following, before presenting mismatch tolerance, we discuss in more detail what is mismatch prevention and mismatch removal.
Mismatch Prevention
The approaches associated with mismatch prevention attempt to protect a component, or the context of that component, against potential mismatches by adding to the structure of the system architectural solutions. The assumption here is that the integrators are aware of all incompatibilities between system components. For example, if the architectural style of a particular component does not fit the style of the system in which is to be integrated, then a specialized wrapper can be developed as a means of fixing architectural incompatibilities [18] .
There are three classes of structuring techniques for dealing with architectural mismatches, all of which are based on inserting code for mediating the interaction between the components [7] :
• Wrappers -which are a form of encapsulation whereby some component is enclosed within an alternative abstraction, thus yielding to an alternative interface to the component;
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• Bridges -which translate some of the assumptions of the components interfaces. Different from a wrapper, a bridge is independent of any particular component, and needs to be explicitly invoked by an external component; • Mediators -which exhibit properties of both wrappers and bridges. Different from a bridge, a mediator incorporates a planning function that results in the runtime determination of the translation. Similar to wrappers, mediators are first class software architecture entities due to their semantic complexity and runtime autonomy.
Mismatch Removal
The approaches associated with mismatch removal are those that aim at detecting architectural mismatches during the integration of arbitrary components [10] . Existing approaches for identifying architectural mismatches are aimed for the development of software, either during the composition of components while evaluating the architectural options [10] , or during architectural modeling and analysis [8] . The Architect's Automated Assistant (AAA) approach uses automatic static analysis for performing early risk assessment for the purpose of detecting mismatches during component composition [10] . It is an approach that supports rapid evaluation of components with respect to potential incompatibilities among them. The software integrator gathers the information for the analysis, known as architectural features, from the system requirements and the specification of the components. On the other hand, the technique for architectural modeling relies on the specification of component invariants and services for analyzing the architectural conformance of its components. For example, the behavioral conformance of the pre-and post-conditions of two components can be analyzed using a model checking tool [8] [15]. The above two techniques, evaluation of architectural options and architectural modeling, are argued to be complementary because the former is able to detect mismatches very early during development, while the latter performs a more detailed and precise analysis of component mismatch. The techniques being proposed by these approaches are so specific to the context of software development that they cannot be transposed for runtime detection of error caused mismatches (ECMs). For example, how can we detect during runtime whether components have single or multiple threads, and how can we identify inconsistencies between the pre-and post-conditions among operations of interacting components? However, although it is difficult, in general terms, to relate the detection of errors to specific architectural mismatches that have caused them, it is nevertheless feasible to associate some (detectable) errors to architectural mismatches that may occur in the components' behavior, their interfaces, or interaction protocols. For example, a mismatch may occur in the naming of an operation or message, or in the number, ordering, type, and units of parameters [21] .
The main motivation for specifying mechanisms for tolerating architectural mismatches at the architectural level, instead of the implementation level, for example, is that the nature of mismatches and the context in which they should be fixed would be lost at the later stages of software development. Making an analogy with fault tolerance, it has been shown that the same type of problem exists when exception handling is not considered in the context of the software life cycle [6] . Moreover, we cannot expect that a general runtime mechanism would be able to handle a wide range of architectural mismatches, in the same way as there is no sufficiently general fault tolerance mechanism that can handle all classes of faults. It is envisaged that different classes of architectural mismatches will require different types of detection mechanisms and fixes that have to be specified at the architectural level.
Although the goal is to tolerate architectural mismatches at the architectural level, it is nevertheless necessary to deal with two levels of abstraction: the architectural level, where the mismatches are actually introduced, and the execution level, where ECM processing and mismatch treatment take place. ECM processing comprises three steps [14] :
• Detection of ECMs, which identifies erroneous states that are caused by mismatches; • Diagnosis of ECMs, which assesses the system damages caused by the detected ECMs; • Recovery from ECMs, which brings the system to an ECM-free state.
However, ECM processing is not sufficient if we would like to avoid the recurrence of the same architectural mismatch, so there is the need to treat mismatches, in the same way as faults are treated [14] . Mismatch treatment involves two major steps:
• Mismatch diagnosis, which determines the cause (localization and nature) of the ECM; • System repair, which prevents a new activation of the architectural mismatch; it is performed by isolating the mismatch, and reconfiguring and reinitializing the system, in order to continue to provide an adequate, perhaps degraded, service.
The intent of fault tolerant techniques is to structure systems to inhibit the propagation of errors, and to facilitate their detection and the recovery from them. Similarly, when dealing with architectural mismatches, there is the need to structure systems at the architectural level in a way that prevents propagation of ECMs, facilitates ECM detection and recovery, and makes it difficult for the architectural mismatches to be reactivated.
In addition to system structuring, there is also the need for documenting architectural features of the system, as discussed in Section 2. This information is fundamental for distinguishing ECMs from other system errors, architectural mismatches from faults, and for choosing features suitable for tolerating style-and application-specific architectural mismatches. If little or no information is made available at the architectural level, either as interface properties of architectural elements or error codes, then this distinction cannot be characterized. For example, if there is no information about the types of data transferred between two architectural elements but the producer and the consumer assume different types (e.g. measurement units) the following situations are possible:
• An error is detected by the consumer but because there is not enough information it cannot be identified as an ECM, so unsuitable fault tolerance measures are applied (e.g. rollback); • An error is further propagated outside the consumer and detected by other components. In this case without additional information it is impossible to identify the damage area to be recovered; • The ECM is not detected and the system fails to deliver the service.
In order to provide the basis for defining an architectural solution for tolerating mismatches, in the rest of this section we present in more detail the activities associated with ECM processing and mismatch treatment. For each of the activities, we take into consideration whether architectural features, both style-and applicationspecific, are incorporated into the architectural description of a system.
ECM Processing
As previously discussed, the detection of an ECM implies the presence of an architectural mismatch. The activation of a mismatch causing a system error depends on whether some conditions are satisfied, these conditions are related to inconsistencies in architectural features. In the following, we present in more detail the different activities associated with ECM processing.
5.1.1
ECM Detection Upon error detection, one must first determine whether that particular error can be identified as an ECM. For an error to be detected as an ECM we need additional information at runtime about the system states and the features of the relevant architectural elements that would enable to identify this particular error as an ECM. This ought to be done based on the detected error and on the presence of the conditions required for activating the architectural mismatch.
The identification of an error as an ECM will facilitate the process of error recovery, in particularly if the error can be differentiated as being either caused by an application-or style-specific mismatch. For both types of ECMs, error codes should be provided as an outcome of a failed operation, and these codes should be related to architectural features of the system (as it will be seen in the examples in Section 6). Provision of an error code to an error caused by a style-specific mismatch could be related to the execution of an operation that violates the properties of an architectural notation, for instance, when in a non-reentrant pipe-and-filter architecture a filter sends data to another filter that is already processing data from other source. On the other hand, provision of an error code to an error caused by an application-specific mismatch could be related, for example, to the semantic discrepancy of data received from other component; this error code should help, for instance, identify that the data received has the wrong type, such as, instead of receiving a value in meters, the value is in feet.
Identification of a system error as an ECM is not essential if provisions are made in the later stages of mismatch tolerance for processing the error and treating the fault accordingly. However, the later an error is identified as an ECM or a fault as a mismatch, the more costly and more uncertain (mainly in its successful outcome) the respective processes of recovery and repair are. One of the techniques that can be used for detecting ECMs is executable assertions.
ECM Diagnosis
The purpose of ECM diagnosis is to assess the damages caused by the detected ECM. During damage assessment it is necessary to identify all the erroneous states of the system before initiating recovery from the ECM, for this purpose there is no need to differentiate system errors from ECMs. If an ECM is not detected close to where it is activated, the propagation can render impossible the error recovery. This is usually the case for errors caused by an application-specific mismatch. The propagation of such ECM to other architectural elements depends on the encapsulation properties of the architectural language used to describe the system. Ideally the error should be contained within the component where the mismatch is activated. On the other hand, an error caused by a style-specific mismatch is more capable of affecting the whole architectural configuration of a system than a single component due to the lack of diversity in the style-specific features of the architecture. For example, in a blackboard architecture where only some of the components are able to backtrack, the impact of a component backtracking has to be assessed in the context of the whole system architecture to identify which components' states might have been affected by the backtracking. For both style-and application-specific mismatches, the process of damage assessment can be performed either by using static or dynamic techniques [1].
ECM Recovery
The purpose of ECM recovery (which can be one of the form: backward, forward or compensation, as well as their combination) is to replace at the architectural level an ECM state by an error-free state. The level of difficulty encountered for recovering from ECMs very much depends on the specific characteristics of the ECM, the application, and the error containment capabilities of the architectural style.
In general terms, the type of ECM, whether style-or application-specific, should dictate the choice of recovery form. For errors caused by style-specific mismatches, backward recovery is more appropriate because they are application independent and require general approaches for recovering. If the architecture provides adequate error containment capabilities, ECM recovery may consist of eliminating existing erroneous states within an architectural element, this can be done by rolling back to an error-free state that the element had prior to the detection of the ECM. For example, if a component semantically checks the information it provides to other components for potential errors then it can be assumed that errors that might occur within the component are not propagated to the rest of the system. On the other hand, if the architecture does not provide adequate error containment capabilities, then the recovery at the architectural element level might not be sufficient, and there is the need to have a coordinated recovery involving several system components and connectors. For example, if a component needs to rollback and there are other components in the system that cannot rollback then some system coordination might be needed to rid the system of the ECMs.
For errors caused by application-specific mismatches, forward recovery is more appropriate since knowledge about the application allows bringing the system into a new (correct) state from which the processing can resume. In particularly forward recovery in the form of exception handling can be used for dealing with those errors that are anticipated. For example, if a component detects a semantic discrepancy in the value of a variable that is transferred by other component with a different underlying representation, then the component can calculate a new value (assuming it knows the correct underlying context, which, again, can be documented in a form of corresponding architectural features), and resume normal processing.
In those cases where we cannot distinguish whether the ECM is either style-or application specific, or even an error cannot be identified as an ECM, error recovery should follow a general approach based on backward error recovery. In these situations, as in all those in which not enough information is provided for supporting process of tolerating a mismatch, error recovery often becomes intrinsically complex.
Mismatch Treatment
The treatment of mismatches aims to avoid mismatches from being further activated once their nature and location have been identified. As an activity following ECM processing, mismatch treatment attempts to avoid the re-activation of mismatches. If enough information regarding architectural features is made available as the interface properties of architectural elements, the process of tolerating mismatches might be reduced to mismatch repair. This can be achieved if, before any operation, architectural elements check for potential mismatches by requesting information about the architectural features of the other elements. After a potential mismatch is localized it should be repaired. For example, in a pipe-and-filter architecture, if a filter before sending its data checks for the status of the other filter and detects that the other filter is already receiving data from other source, then an alternative filter that is able to provide the same kind of services could be sought in the system.
As we have already seen in the descriptions of previous activities, the treatment of mismatches depends on whether the relevant architectural features are style-or application-specific. For example, as we will show later, mismatches caused by incompatibilities in the style-specific features of an architecture often require more fundamental changes to the system architecture at hand. In the following, we present in more detail the different activities associated with mismatch treatment, considering again style-and application-specific mismatches.
5.2.1
Mismatch Diagnosis The purpose of mismatch diagnosis is to determine the cause of ECMs, in terms of both location and nature, which, in particular, means identification of the architectural elements that failed and the way they failed. This activity is fundamental for the process of mismatch repair since a clear identification of the mismatch is needed before any changes are made on the system architecture. The activity of diagnosis is complicated by the fact that it often requires a lot of information from the system and elaborate means to process this information. The types of information that are necessary: the detected erroneous state (which presumably is cause by a mismatch), the overall state of the system when the ECM is detected, the configuration of the architecture, together with the available information on architectural features. The latter, in particular, provides the means for identifying the nature of the architectural mismatches. Although it is important to known whether a mismatch is style-or application-specific, the identification of the type of mismatch among a list of potential mismatches [10] is equally necessary for selecting the appropriate repair for the architecture.
5.2.2
Mismatch Repair The purpose of mismatch repair is to prevent mismatches from being activated again. Since each mismatch is caused by incompatibilities between features of architectural elements (mainly components), the repair of this mismatch can be performed by modifying the system structure. This architectural reconfiguration is performed in runtime, and it is not a simple task as in most cases it requires redundant architectural elements that are intrinsically diverse 1 in the way they provide architectural features (both application-and style-specific), since mismatches are design faults. The reconfiguration can be performed in various forms: removal or/and addition of a single component, removal of all the components involved in a mismatch (e.g., a particular architectural style-specific mismatch), replacement of the connector linking the problematic components with a new connector with additional functionalities aiming at avoiding mismatches. For example, in the case of a component that is not able to rollback, this component can be replaced by other component that allows rollback, or an alternative connector can be provided that allows information to be buffered.
The dichotomy between style-and application-specific mismatches for system repair is difficult to observe since for repairing some style-specific mismatches it is necessary to rely on application level mechanisms and techniques. In these cases, simple replacing an architectural element is not a viable option due to the lack of diversity in the features of the architectural style, which creates inherent difficulties in repairing some style-specific mismatches. In terms of application-specific mismatches, the repair mechanisms and techniques are essentially application related and as such should exploit available redundancies at the application level.
Although the general aim of mismatch repair is to find and employ mechanisms and techniques that are sufficiently general to allow dealing with a wide range of mismatches, in real systems this is difficult to achieve because of three main reasons: mismatches of different types require different ways of reconfiguration and different types of redundant elements, very often not enough system redundancies can be made available, and the most effective way of performing repair is application dependent.
Summarizing, in order for the system to tolerate architectural mismatches, it is crucial that the information associated with the architectural features (either style-or application-specific) is documented and encoded in the system in different forms, either as error codes for performing activities associated with ECM processing, or as interface properties for the activities associated with mismatch treatment. If enough information is made available, then the process of tolerating architectural mismatches becomes less complex and less prone to faults. In the following, we demonstrate through examples the different activities associated with mismatch tolerance, including the cases in which the whole process can be improved, sometimes by suppressing some of the activities, when suitable architectural features are exploited during runtime.
Examples
This section demonstrates how mismatches can be tolerated following the framework discussed above. From the whole set of potential architectural mismatches discussed in [10] , we have selected three mismatches, which are representative of the different types of mismatches and allow us to show different ways of tolerating them. In order to analyze the particularities associated with style-specific mismatches, the examples will be presented in the context of three architectural styles [20] : pipe-andfilter, blackboard, and client-server.
Our assumption here is that some of the non-functional properties/attributes of components (in particular, ones related to the architectural features) are published at their interfaces. Depending on the information available and on the way it is processed, we can distinguish three general scenarios in which architectural mismatches can be tolerated. 1. The first scenario falls into the category in which mismatch tolerance is restricted to mismatch repair. The basis for this scenario is the above assumption that features of the architectural elements are provided at their interfaces. The availability of this information allows for a component before engaging into an interaction, trying to identify potential mismatches. If an architectural mismatch is localized, then the activities associated with error processing and mismatch diagnosis can be ignored. 2. The second scenario falls into the category in which mismatch tolerance starts with ECM detection. During the interaction between two components when one of them returns an error diagnosed as an ECM, there is no need for the system to perform error diagnosis. Once again, for this to be possible it is necessary that additional information, about its architectural features, be made available at the interface of the architectural components. 3. The third scenario falls into the category in which mismatch tolerance starts with detection of a system error. In this scenario, there is no additional information available about the architectural features. Hence, there is a need to perform error diagnosis to identify the nature of the error as being an ECM, for that, additional information is needed about the state of the system.
In the following, we discuss how three different mismatches can be tolerated in the context of the above three scenarios. For each example of architectural mismatch, we present the type of mismatch, the characteristics of the architectural styles being used, and provide a small architectural configuration capturing the mismatch being discussed. Within this context, we proceed to explain, in detail, the different steps associated with the process of tolerating architectural mismatches.
Style-specific Mismatch
As a style-specific mismatch, we consider the mismatch "call to a non-reentrant component". This mismatch happens when a component calls another component, and the latter may already be performing the requested execution and this execution is not reentrant [10] . This mismatch will be analyzed in the context of the pipe-and-filter style in which data is transformed by successive components. The components are the filters, which have almost no contextual information and retain no state between executions, and the connectors are the pipes, which are stateless [20] .
An example of the pipe-and-filter architectural configuration in which the above mismatch can occur is shown in Figure 2 (a), when FilterA calls FilterC without waiting until the currently executed request from FilterB is completed. In this example we assume that a Unix environment is used, which can provide a runtime documentation related to the appropriate style-specific features. For implementing the first scenario we have to ensure that the resources/ports become exclusive before executing any interaction between the filters. Implementation of the second scenario assumes that FilterB always executes additional (application) code before connecting to FilterC. The third scenario is not applicable here because FilterB always receives information based on the Unix error while accessing a busy filter, so we will not consider it any further. This is how ECM processing and mismatch treatment (see Section 5) look like for the two remaining scenarios: a) ECM Detection:
• for scenario 1, no detection needed; • for scenario 2, such an ECM is detected using the error code generated by Unix. b) ECM Diagnosis:
• for scenario 1, no diagnosis needed;
• for scenario 2, during damage assessment there is no need to identify the nature, since the error code provides enough information. c) ECM Recovery:
• for scenario 1, no recovery required; • for scenario 2, different ways of recovering are possible depending on the application (e.g., backward or forward recovery, compensation, and recovery employing time redundancy). d) Mismatch Diagnosis:
• for both scenarios, the error code should provide enough information to identify the location and the nature of mismatch; e) Mismatch Repair:
• for both scenarios, system reconfiguration involves the usage of alternative component or connector. The way of reconfiguring the system depends on the application characteristics. Some possible scenarios are as follows: FilterB can switch to using an alternate FilterD (as shown in Figure 2 (b)); it can create another instance of FilterC and switch to using it; it can use a different type of pipe (e.g. a timed pipe); in the situation when FilterB has a higher priority than FilterA, FilterC could be killed. In Unix environments, a script can execute this repair.
Application-specific Mismatch
As an application-specific mismatch, we consider the mismatch "sharing or transferring data with differing underlying representations". This mismatch occurs when communication between two components concerning a specific data cannot happen because the data being shared or transferred has different underlying representations, which might include, different data formats, units and coordinate systems [10] . This mismatch will be analyzed in the context of the client-server style, which is representative of data abstract systems in which a component -the server, provides services to other components -the clients. An example of the client-server architectural configuration in which the above mismatch can occur is shown in Figure 3(a) , when Client1 requests a service from ServerA but provides a value in feet while the server requires it to be in meters. For implementing the two first scenarios, we assume that the application-specific features of both components contain information about the units being used. In the first scenario, this information is part of the interface of the server, while in the second scenario this information is part of the services provided by the server application. The implementation of the third scenario does not assume any additional information is provided. This is how ECM processing and mismatch treatment look like for the three scenarios: a) ECM Detection:
• for scenario 1, no detection needed; • for scenario 2, an ECM is detected from the application-specific features of the component; • for scenario 3, a system error is detected. b) ECM Diagnosis:
• for scenario 1, no diagnosis needed; • for scenario 2, during damage assessment there is no need to identify the nature, since the error provides enough information.
• for scenario 3, a full damage assessment is necessary. c) ECM Recovery:
• for scenario 1, no recovery required;
• for scenarios 2 and 3, different ways of recovering are possible depending on the application (backward or forward recovery, or compensation).
d) Mismatch Diagnosis:
• for scenarios 1 & 2, the error should provide enough information to identify the location and the nature of mismatch; • for scenario 3, a full mismatch diagnosis is necessary. e) Mismatch Repair:
• for all the scenarios, system reconfiguration involves the usage of alternative component or connector. One of the ways to repair is for Client1 to request services of another ServerB (as shown in Figure 3(b) ), which allows processing the request in feet. Another way to repair is to introduce a bridge that performs unit transformation.
Style-and Application-specific Mismatch
As an application-specific mismatch, we consider the mismatch "call or spawn from a subsystem that may later backtrack". This mismatch occurs when after a component transfers data to other components, it backtracks, which might cause some undesired side effects. This mismatch will be analyzed in the context of the blackboard style, which allows building an active repository for sharing and transferring data between clients that run of independent threads [20] . Blackboard systems support backtracking, but they are neither reentrant nor preemptive. An example of a blackboard architectural configuration in which the above mismatch can occur is shown in Figure 4 , when Client1 attempts to backtrack, which is permitted by the BlackboardA, BlackboardB, and Client3, but not by Client2. For implementing the first and the second scenarios, it is necessary to have additional information on the ability of each component to backtrack, on the fact that backtracking is initiated by a component, and on a set of interconnected components to be involved in backtracking. In the first scenario, this information is part of the interfaces of the components, while in the second scenario this information is part of the services provided by the application. The implementation of the third scenario does not assume that any additional information is provided. This is how ECM processing and mismatch treatment look like for the three scenarios: a) ECM Detection:
• for scenario 1, no detection needed; • for scenario 2, an ECM is detected from the application-specific features of the components; • for scenario 3, a system error is detected. b) ECM Diagnosis:
• for scenario 1, no diagnosis needed; • for scenario 2, during damage assessment there is no need to identify the nature, since the error provides enough information; • for scenario 3, a full damage assessment is necessary, which might have affected all the system components. c) ECM Recovery:
• for scenario 1, no recovery required; • for scenarios 2 and 3, only forward recovery is possible because recovery is application dependent (backward recovery does not apply because one of the components is not able to backtrack).
d) Mismatch Diagnosis:
• for scenarios 1 and 2, the error should provide enough information to identify the location and the nature of mismatch;
• for scenario 3, a full mismatch diagnosis is necessary. e) Mismatch Repair:
• for all the scenarios, system reconfiguration involves the usage of alternative component or connector; for example: an alternative component that allows backtracking, or a buffered connector to store data until there is no more risk of backtracking.
From the above exercise, we can draw several conclusions. If the appropriate information for dealing with potential mismatches (for example, documentation of the architectural features and availability of redundant architectural elements) is embedded into the system, right from its architectural conception, then the actual process of tolerating mismatches becomes much simpler. This includes both developing measures for mismatch tolerance and tolerating mismatches at runtime. The reasons for this are that on the one hand some of its activities, like diagnosis, that are complex, time consuming and prone to errors, cease to be necessary, but on the other hand important architectural information related to mismatches and their tolerance is lost during the following phases of the life cycle. Another conclusion is that, although the dichotomy for identifying the nature of mismatches (as style-or application-specific) is clear, the same cannot be said about the process of repairing them, since its techniques might require handling aspects that are particular to style and application. The assumption that architectural features should be part of the interfaces of the components can be weakened by employing other means for retrieving all information related to such properties, for example, using a reflective capability or a specialized registry for storing it.
Conclusions
The problem of tolerating architectural mismatches during runtime can be summarized as follows. When an error caused by mismatch (ECM) is detected in the system, mechanisms and techniques have to recover the state of the system to an error free state, otherwise the erroneous state of the system can propagate, eventually leading to a system failure. However, the detection and recovery of an error is not enough for maintaining the integrity of the system services because if the mismatch, which has caused the detected error, is not treated, it can yet again be activated and be the cause of other errors. Similarly to fault tolerance in which one cannot develop techniques that can tolerate any possible faults, it is difficult to develop techniques that are able to deal with all types of architectural mismatches, hence assumptions have to be made about the types of mismatches that caused the errors to be detected and handled during runtime. In this paper, we have mainly stated the problems and outlined a general approach to handling architectural mismatches during runtime. Our preliminary analysis shows that a number of particular mismatch tolerance techniques can be developed depending on the application, architectural styles used, types of mismatches, redundancies available, etc. It is clear for us that there will always be situations when mismatches should be avoided or removed rather than tolerated. Beyond the working examples discussed in the paper, the applicability of the proposed approach to real systems still remains an open issue. However, since the paper advocates application of general fault tolerant mechanisms and techniques for handling architectural mismatches, the potential limitations of our approach are the same as those associated with traditional fault tolerance when applied to the systems of the same scale and complexity. This, in particular, concerns scalability of the techniques and the ways the systems are structured.
In our future work we will be addressing these issues, trying to define in a more rigorous way the applicability of the approach and to develop a set of general mismatch tolerance techniques. Some of the possible approaches are to modify how existing architectural styles are applied, to design a set of connectors capable of tolerating typical mismatches, to extend existing components and connectors with an ability to execute exception handling, and to develop a number of handlers that are specific for mismatches of different types.
