Index Terms-uncertainty; fuzzy programming; Flow Shop scheduling problem; cooperative co-evolutionary particle swarm optimization algorithm;
Abstract-Considering current situation of production scheduling with uncertainties in modern manufacturing enviroments, flow shop production scheduling model is established based on the theory of fuzzy programming, in which fuzzy processing time is considered and the duration time of intermediate is unlimited. The maximum membership function of mean value has been applied to solve the non-linear fuzzy scheduling model in order to convert the fuzzy optimization problem to the general optimization problem. Finally, a cooperative co-evolutionary particle swarm optimization algorithm based on catastrophe added to improve the diversity of the swarm (CCPSO) is adopted to solve flow shop production scheduling with uncertainty within infinite intermediate storage and the simulation results obtained are effective and satisfactory.
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I. INTRODUCTION
Production scheduling tackles effective allocation of production resources over time. Flow shop scheduling problem(FSSP), which represents nearly a quarter of manufacturing systems and information service facilities in use nowadays, is one of the most important issues in shop floor control of a manufacturing firm,. The first research conducted on the flow shop scheduling problem was proposed by Johnson (1954) [1] , who developed an optimization algorithm to achive a minimum makespan for the n-jobs and 2-machines flow shop scheduling problem. Previously, researchers mainly studied flow shop scheduling problem based on ideal conditions such as processing time assigned or estimated as a fixed value etc.In many real world applications, however, there exist many uncertain factors including human intervention, incomplete information, and uncertain environment. Recently, considering lots of uncertain factors that appear in operations, planning and other processes, researchers mostly conduct researches on uncertain processing times and due dates in the real world applications and use fuzzy number theory to describe this problem [2, 3] .
As to scheduling problems with fuzzy processing time, a few approaches have been developed. In fact, large quantities of uncertainties including fuzzy processing time and fuzzy due dates are always considered [4] . Fortemps [5] , developing a fuzzy approach in job shop scheduling problem with imprecise durations, enrolled the important application of the uncertainty in time parameters. Chanas studied minimization of maximum lateness of jobs in a single machine scheduling problem [6] . Litoiu and Tadei [7] proposed some novel models for real-time task scheduling with fuzzy processing times and deadlines. Hong [8] applied triangular membership functions for flexible flow shop problem with two machine centers to examine uncertain processing times. Wu Chaochao [9] used an efficient genetic algorithm to solve single machine scheduling problems with fuzzy processing time and multiple objectives. Niu Qun [10] proposed a novel particle swarm optimization for flow shop scheduling problem with fuzzy processing time. Xu Zhenhao [11] established a scheduling model for flow shop problems with finite intermediate and adopted a fuzzy immune algorithm to optimize this problem. In this paper, flow shop scheduling problem with fuzzy processing time is considered and the time duration of intermediate is unlimited. Besides, a cooperative co-evolutionary particle swarm optimization algorithm based on catastrophe (CCPSO) is adopted to verify the model and to solve the fuzzy scheduling problem. Ecological models and co-evolutionary architectures are effective methods to improve the performance of original particle swarm optimizer [12, 13] . And co-evolutionary scheme, which is inspired by the reciprocal evolutionary change driven by the cooperative [14] or competitive interaction [15] between different species, can avoid the exponential increase in difficulty by dividing the search space into several smaller subspaces, and then conducting the overall optimization process over smaller regions.
The remainder of the paper is designed as follows. In section 2, fuzzy scheduling problem is depicted briefly. The following section 3 introduces cooperative co-evolutionary particle swarm optimization algorithm based on catastrophe (CCPSO) algorithm. Experiment is undertaken in section 4. Finally, we draw a conclusion in section 5.
II. PROBLEM DESCRIPTION Flow shop scheduling problem (FSSP) is often expressed by the symbols / / / . n m P Obj , in which n jobs J = {1, 2, . . . , n} have to be processed on m machines M = {1, 2, . . . , m}, P shows that only permutation schedules are considered and . Obj , the objective function, describes the performance measure by which the schedule is to be evaluated. Also, all machines should process all jobs according to the sequence of pre-defined permutation schedule. Hence a schedule is uniquely represented by a permutation of jobs. At any time, each machine can only process one job and each job can only be processed by one machine.
A triangular fuzzy number is given to describe the uncertain processing time of products in this paper. The maximum membership function is defined as follows:
The following notation has been introduced to describe the problem more precisely.
N --a set of n products which must be processed,
M --a set of m processing units which are available for our purpose,
--The processing time of products i on unit j, which includes the transfer time, the set-up time, the clean-up time, and so on. Because it is mutative and uncertain, it is represented by the triangular fuzzy number; ij S --the starting time of product i processed on unit j, the parameter also is uncertain; In flow shop scheduling problem, every job has the same sequence of operating on all machines. All jobs are processed at time-zero. But the following constraints must be taken into account:
Sequence Constraints (2) indicates that the operation of product i on unit j can start after completing its previous processing procedure, that is the starting time of each operation of product i can be more than or equal to the finishing time of the last operation. And the different procedure of the same product can not be operated at the same time.
Resource Constraints
Equation (3) means that the product i on unit j can start after the completion of the previous product i-1, that is the same unit can't process two or more different products at a time.
Time Constraints
Equation (4) represents each product can be available at time zero.
Moreover, we make the following assumptions regarding the process: there is no priority between products; once an operation has started, it can't be interrupted unless having been finished; a unit can not process different products at one time, and a product can't be processed by more than one unit simultaneously. There are many different optimal objectives, i.e. the maximum or average tardiness, the average flow time, the lateness and earliness and so on. In this paper, the scheduling goal is to find a feasible schedule which minimizes the maximum completion time, which is makespan:
In order to calculate the completion time of products with fuzzy durations, the addition and maximum operations are needed. x , x , x x = is adopted to express uncertain processing time. Due to the resolvability of the fuzzy addition and maximum operations, the detail of solution can be described as follows:
1) If (10) As is shown above, the fuzzy programming problem is transformed into multi-objective programming model.
respectively, the solutions get by multi-objective programming model are also the worst solution, the most possible solution and the best solution of fuzzy programming model. So the following task is to apply the maximum membership function of mean value to manage to obtain a single objective model.
C. Model Transformation
Here, Zimmerman method is applied to transform ie Then, the fuzzy scheduling model above can be transformed into the singular objective nonlinear The smaller is the value Γ , the more positive is decision-making, on the contrary, the more negative is decision.
III. COOPERATIVE PARTICLE SWARM OPTIMIZATION WITH CATASTROPHE (CCPSO)
A. Review of Particle Swarm Optimization.
Particle Swarm Optimization (PSO) is an evolutionary calculation technique proposed by Kennedy and
Eberhart [16] in the mid 1990s. Different from other algorithm, PSO is simple and easily implemented due to having no operators such as crossover and mutation. It was inspired by the natural biologic phenomenon seen in a flock of birds attempting to find food through its own position as well as experience gained from others. The population of PSO is called a swarm and each individulal in the population is called a particle. PSO is an evolutionary computation technique through individual improvement plus population cooperation and competition. A particle's status among the search space is characteristic with its position and velocity. Then, the position and the velocity are adjusted according to its own and its companions' flying experience.
Suppose that there is an d-dimensional search space for a swarm with m particles , and the i th particle is denoted by an d-dimensional vector 1 2 ( , , , )
while its velocity is represented ( , , , )
means the position of the best individual of the whole swarm. The fitness value of each particle is evaluated by the objective function. During all the iteration, the velocity and position are updated according to the following equations:
where k is the iterative number, the variables 
B. Principle of Cooperative Co-evolution Algorithm
Co-evolution mechanism, obviously a biologic process where population of interacting individuals challenge eachother in an ongoing of adaptation, can be classified into two main categories, cooperative co-evolution and competitive co-evolution. For cooperative co-evolution, in natural ecosystems, almost all species own appetence to interact with other species to improve the survival cooperatively. We can name the cooperative co-evolution as symbiosis, firstly introduced by German mycologist, Anton de Bary in 1879 [17] . As mentioned above, symbiosis is made up of three main categories including mutualism (both species benefit by the relationship), commensalism (one species benefits while the other species is not affected), and parasitism (one species benefits and the other is harmed) [18] . In this paper, we choose the mutualism and incorporate it into QPSO.
(1) Form sub-swarms
It is important to make up several sub-swarms for co-evolution algorithm. In this text, an initial main population is randomly generated, and each particle in the population has an initial main vector. Then according to a divide-up parameter set at the beginning, we separate the initial main vector into several sub-vectors. Through a kind of cooperative method introduced below, a newly-combined main vector is reached. Finally, the number of sub-swarm depends on the value of the divide-up parameter. (2) Design cooperative method Besides, how to design a cooperative method for sub-swarms is an important part of co-evolution algorithm. Generally speaking, cooperative method can be classified into three main categories namely, greedy, conservative and meta-heuristic methods [19] . Taking into account the advantage of fast convergence velocity, greedy method is applied to the co-evolution. In other words, the best particle of every sub-swarm is taken as the representative. Then we can gain a novel complete vector on condition that own current sub-vector and others' representative are combined correctly. 
C. Catastrophe Operation in CCPSO
In the process of searching best solution, velocity of a particle may be zero soon, which leads population to trap into local optimal. Therefore, on the basis of co-evolutionary particle swarm optimizer, catastrophe operation is brought into getting a novel algorithm. The catastrophe operation plays a part of judging every sub-swarm's solution whether in a local convergence region and carries out some measures to ensure population's global search.
Assuming that 
Obviously, the value of dissimilarity factor ranges from 0 to 1.When two individuals are the same, the dissimilarity factor 0 µ = . And the bigger µ is, more diversiform the population is. So it's important to ensure the great difference between two different individuals.
In the co-evolutional particle swarm optimizer, M sub-swarms are randomly separated into M/2 pairs of individuals. Then average dissimilarity factor µ is computed:
When average dissimilarity factor µ is very small, the local convergence appears. And catastrophe factor Ca is set. When Ca µ < , the catastrophe operation is adopted. In this paper, to reach a more ideal effect, the catastrophe operation, keeping best solution and reinitializing other particles, is chosen to increase diversity of population.
IV. EXPERIMENTAL RESULTS
To illustrate the effectiveness and performance of CCPSO for flow shop scheduling with fuzzy processing times to minimize makespan proposed in this paper, the scheduling problem of ten jobs on five machines has been selected to test. The fuzzy operating time of jobs on machines represented with triangular fuzzy number are listed in View from Fig. 2 and Fig. 3 , two curve lines are depicted, in which the real-line represents the best solution is got by each generation and the broken one is the average objective solution of each generation. With the evolution of algorithm, the two lines travel towards the optimum point. It indicates that the novel algorithm CCPSO has a good convergence and the strong robust performance. In this paper, Flow Shop production scheduling problem with uncertain processing time and infinite intermediate storage is researched on the basis of actual scheduling problem. The scheduling model is set up based on the theory of fuzzy programming, in which fuzzy processing is considered. The maximum membership function of mean value has been applied to solve the non-linear fuzzy scheduling model in order to transform the fuzzy optimization problem to the general optimization problem. Also, by simulating the phenomenon of the nature, Cooperative Particle Swarm Optimization with Catastrophe (CCPSO) is proposed, to which a cooperative and catastrophe operation is added. Finally, the novel algorithm is adopted to verify the model and satisfactory results are obtained.
In my future work, this algorithm can be used to optimize more complex scheduling problem like multi-objectives and scheduling with uncertainty. Meanwhile, some other strategies can be taken into consideration to advance the algorithm so that performance can be enhanced.
