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Abstract
By means of Mawhin’s continuation theorem, we study m-point boundary value problem at reso-
nance in the following form:{
x(k)(t)= f (t, x(t), x′(t), . . . , x(k−1)(t))+ e(t), t ∈ (0,1),
x′(0)= 0, x′′(0)= 0, . . . , x(k−1)(0)= 0, x(1)=∑m−2
i=1 aix(ξi ),
where m 3, k  2 are two integers, ai ∈ R, ξi ∈ (0,1) (i = 1,2, . . . ,m−2) are constants satisfying∑m−1
i=1 ai = 1 and 0 < ξ1 < ξ2 < · · ·< ξm−2. A new result on the existence of solutions is obtained.
The interesting is that we do not need all the ai ’s (1  i  m − 2) have the same sign, and also
the degrees of some variables among x0, x1, . . . , xk−1 in the function f (t, x0, x1, . . . , xk−1) are
allowable to be greater than 1. Meanwhile, we give some examples to demonstrate our result.
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The multi-point boundary value problem for second order ordinary differential equa-
tions has been extensively studied in papers [1–14]. For instance, Feng and Webb studied
the boundary value problem in [11] as follows:{
x ′′(t)= f (t, x(t), x ′(t))+ e(t), t ∈ (0,1),
x ′(0)= 0, x(1)=∑m−2i=1 aix(ηi),
(1.1)
(1.2)
where f ∈ C([0,1] × R2,R), e ∈ L1[0,1] and ai  0, ηi ∈ (0,1) are constants with∑m−2
i=1 ai = 1. However, the linear growth condition∣∣f (t, x, y)∣∣ a(t)|x| + b(t)|y| + r(t), ∀(t, x, y) ∈ [0,1] ×R2, (1.3)
imposed on f (t, x, y) is needed, where a, b, r ∈ L1[0,1]. In [12], Feng and Webb again
investigated the solvability of three-point BVP{
x ′′(t)= f (t, x(t), x ′(t))+ e(t), t ∈ (0,1),
x ′(0)= 0, x(1)= x(η),
(1.4)
(1.5)
where f and e are defined as above, η ∈ (0,1) is a constant. By assuming that f has the
decomposition
f (t, x,p)= g(t, x,p)+ h(t, x,p), (1.6)
where g and h : [0,1] ×R2 → R are two continuous functions satisfying the conditions
pg(t, x,p) 0, ∀(t, x,p) ∈ [0,1] × [−M,M] ×R,
and ∣∣h(t, x,p)∣∣ a(t)|x| + b(t)|p| + u(t)|x|r + v(t)|p|k + c(t),
∀(t, x,p) ∈ [0,1] × [−M,M] ×R, (1.7)
where 0  r , k < 1 are constants and a, b,u, v, c ∈ L1[0,1] with |b|1 < 1/2, the authors
obtain an existence result [3, Theorem 3.2]. But the problem corresponding to (1.1)–(1.2)
subject to the case of all the ai’s (1  i m− 2) not having the same sign, as far as we
know, has been studied far less often. The reason for this is that if all the ai’s (1  i 
m − 2) have the same sign, then BVP (1.1)–(1.2) can be studied via the existence of a
solution for the following three-point BVP [13,14]:{
x ′′(t)= f (t, x(t), x ′(t))+ e(t), t ∈ (0,1),
x ′(0)= 0, x(1)= x(η),
which is crucial to estimate a priori bound of solution. When all the ai ’s (1 i m− 2)
have no same sign, Liu studied BVP (1.1)–(1.2) in [15]. But the growth condition∣∣f (t, x, y)∣∣ a(t)|x| + b(t)|y| + c(t)|y|θ (1.8)
is imposed on f , where θ ∈ [0,1) is a constant.
In this paper, we consider m-point boundary value problem for higher order differential
equation in the following form:
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{
x(k)(t)= f (t, x(t), x ′(t), . . . , x(k−1)(t))+ e(t), t ∈ (0,1)
x ′(0)= 0, x ′′(0)= 0, . . . , x(k−1)(0)= 0, x(1)=∑m−2i=1 aix(ξi),
(1.9)
(1.10)
where f : [0,1] × Rk → R and e : [0,1] → R are two continuous functions, m  3,
k  2 are two integers, ai ∈ R, ξi ∈ (0,1) (i = 1,2, . . . ,m − 2) are constants satisfying∑m−1
i=1 ai = 1 and 0 < ξ1 < ξ2 < · · · < ξm−2. As
∑m−1
i=1 ai = 1, it is well known from [9,
10] that BVP (1.9)–(1.10) is at resonance. By using Mawhin’s continuation theorem, we
obtain a new result on the existence of solutions to BVP (1.9)–(1.10). Even if for the case
of k = 2 and ai  0 (i = 1,2, . . . ,m−2), the conditions imposed on f and the approaches
to estimate a priori bound of the solutions to BVP (1.9)–(1.10) are different from the cor-
responding ones of the past work [11,12]. For example, we allow that the degrees of some
variables among x0, x1, . . . , xk−1 in the function f (t, x0, x1, . . . , xk−1) are greater than 1.
Meanwhile, we give some examples in Section 3 to demonstrate our result.
2. Some preliminaries
In order to use Mawhin’s continuation theorem, first we recall this theorem.
Let X and Z be real Banach Spaces and let L :D(L)⊂X→Z be a Fredholm operator
with index zero. This means that X = kerL⊕ X1 and Z = ImL⊕ Z1. Furthermore, let
P :X→ kerL and Q :Z→ Z1 be the corresponding natural projections. Clearly, kerL ∩
(D(L) ∩ X1) = {0}, thus the restriction LP := L|D(L)∩X1 is invertible. Denote by K the
inverse of LP .
Now, let Ω be an open bounded subset of X with D(L) ∩Ω = 0. A map N : Ω¯ →Z is
said to be L-compact in Ω¯ , if QN(Ω¯) bounded and the operator K(I −Q)N : Ω¯→X is
compact.
Lemma 2.1 [16,17]. Assume that X,Z are two Banach spaces, L is a Fredholm operator
with index zero and N is L-compact on Ω¯ . Moreover assume that
(1) Lx = λNx , ∀λ ∈ (0,1) and x ∈D(L) ∩ ∂Ω .
(2) Nx /∈ ImL, ∀x ∈ kerL ∩ ∂Ω .
(3) deg{QN |kerL,Ω ∩ kerL,0} = 0.
Then the equation Lx =Nx admits at least one solution in D(L) ∩ Ω¯ .
Next, let C[0,1] = {x: x ∈ C([0,1],R)} with the norm |x|0 = maxt∈[0,1] |x(t)|;
Ci[0,1] = {x: x ∈ Ci([0,1],R)} with the norm ‖x‖i = max{|x|0, |x ′|0, . . . , |x(i)|0} (i =
1,2, . . . , k). Clearly, C[0,1] and Ci [0,1] (i = 1,2, . . . , k) are Banach spaces.
3. Main result
Theorem 3.1. Suppose that there is a positive integer j ∈ {1,2, . . . ,m − 2} such that
ai > 0, ∀i ∈ {1,2, . . . , j }, and ai < 0, ∀i ∈ {j + 1, j + 2, . . . ,m − 2}. Furthermore, we
assume that the following conditions are satisfied:
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∑m−2
i=1 aiξki = 1.
(H2) There is a constant D > 0 such that
f (t, x0, x1, . . . , xk−2,0)+ e(t) > 0,
∀t ∈ [0,1], x0 >D, and x1  0, . . . , xk−2  0,
and
f (t, x0, x1, . . . , xk−2,0)+ e(t) < 0,
∀t ∈ [0,1], x0 <−D, and x1  0, . . . , xk−2  0.
(H3) The function f has the decomposition
f (t, x0, x1, . . . , xk−1)= u(t, x0, x1, . . . , xk−1)+ g(t, x0)+
k−1∑
i=1
hi(t, xi)
such that
xk−1u(t, x0, x1, . . . , xk−1)−β|xk−1|n+1,
∀(t, x0, x1, . . . , xk−1) ∈ [0,1] ×Rk, (3.1)
lim|x|→+∞ supt∈[0,1]
|g(t, x)|
|x|n = r0, (3.2)
and
lim|x|→+∞ supt∈[0,1]
|hi(t, x)|
|x|n = ri, ∀i ∈ {1,2, . . . , k − 1}, (3.3)
where n > 0, ri  0, i ∈ {1,2, . . . , k − 1}, are all constants, g(t, x) and hi(t, y),
i ∈ {1,2, . . . , k − 1}, are continuous on [0,1] ×R.
Then BVP (1.9)–(1.10) has at least one solution, if
k−2∑
i=0
ri
[(k − 2− i)!]n + rk−1 < β.
Proof. Let X = Ck−1[0,1] and Z = C[0,1]. Considering the equation
Lx = λNx, λ ∈ (0,1), (3.4)
where L :D(L)⊂X→Z defined by
Lx = x(k),
D(L) :=
{
x: x ∈ Ck[0,1], x ′(0)= 0, . . . , x(k−1)(0)= 0, x(1)=
m−2∑
i=1
aix(ξi)
}
,
and
N :X→Z, (Nx)(t)= f (t, x(t), x ′(t), . . . , x(k−1)(t))+ e(t), t ∈ [0,1].
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dsk . . . ds1 = 0}. So L is a Fredholm operator with index zero. Let
P :X→ kerL, Px = x(0),
Q :Z→Z1, Qy =
k!∑m−2i=1 ai ∫ 1ξi ∫ s10 . . .∫ sk−10 y(sk) dsk . . . ds1
1−∑m−2i=1 aiξki ,
and LP = L|kerP∩D(L). Then LP has a unique inverse K : ImL→ kerP ∩D(L) defined
by
(Ky)(t)=
∫ t
0 (t − s)k−1y(s) ds
(k − 1)! . (3.5)
It is easy to see from the definition of N and (3.5) that N is L-compact on Ω¯ , where Ω is
any bounded open subset of X.
Suppose x ∈D(L) is an arbitrary solution of Eq. (3.4) for some λ ∈ (0,1). Then
x(k)(t)= λf (t, x(t), x ′(t), . . . , x(k−1)(t))+ λe(t), t ∈ (0,1). (3.6)
First we will prove that∣∣x(0)∣∣D. (3.7)
Suppose the contrary. Then |x(0)|> D. Without loss of generality, we may assume that
x(0) > D. In view of x ′(0)= 0, x ′′(0)= 0, . . . , x(k−1)(0)= 0 and
x(k)(0)= λ[f (t, x(0), x ′(0), . . . , x(k−1)(0))+ e(0)]
= λ[f (t, x(0),0, . . . ,0)+ e(0)],
we see from the first part of assumption (H2) that x(k)(0) > 0. By the continuity of x(k)(t)
on [0,1], one can find that there is δ ∈ (0,1) such that x(k)(t) > 0 for t ∈ (0, δ), and then
∀i ∈ {1,2, . . . , k − 1},
x(i)(t)= x(i)(0)+ x(i+1)(0)t + · · · + 1
(k − 1− i)!
t∫
0
(t − s)(k−1−i)x(k)(s) ds
= 1
(k − 1− i)!
t∫
0
(t − s)(k−1−i)x(k)(s) ds > 0 for t ∈ (0, δ]
and
x(t)= x(0)+ x ′(0)t + · · · + 1
(k− 1)!
t∫
0
(t − s)(k−1)x(k)(s) ds
= x(0)+ 1
(k − 1)!
t∫
(t − s)(k−1)x(k)(s) ds > x(0) > D for t ∈ (0, δ].0
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x(k−1)(t) > 0, ∀t ∈ (0,1). (3.8)
Otherwise, there must be a constant t0 ∈ (0,1) such that
x(k−1)(t) > 0 for t ∈ (0, t0), (3.9)
and x(k−1)(t0)= 0, which deduce that ∀i ∈ {1,2, . . . , k − 2},
x(i)(t)= x(i)(0)+ x(i+1)(0)t + · · · + 1
(k − 2− i)!
t∫
0
(t − s)(k−2−i)x(k−1)(s) ds
= 1
(k − 2− i)!
t∫
0
(t − s)(k−2−i)x(k−1)(s) ds > 0 for t ∈ (0, t0] (3.10)
and
x(t)= x(0)+ x ′(0)t + · · · + 1
(k− 2)!
t∫
0
(t − s)(k−2)x(k−1)(s) ds
= x(0)+ 1
(k − 2)!
t∫
0
(t − s)(k−2)x(k−1)(s) ds > x(0) > D for t ∈ (0, t0],
(3.11)
and also
x(k)(t0) 0. (3.12)
But by (3.10), (3.11) and the fist part of assumption (H2) we see that
x(k)(t0)= λ
[
f
(
t0, x(t0), x
′(t0), . . . , x(k−1)(t0)
)+ e(t0)]
= λ[f (t0, x(t0), x ′(t0), . . . , x(k−2)(t0),0)+ e(t0)]> 0,
which contradicts (3.12). So (3.8) holds. However, as
x(1)=
m−2∑
i=1
aix(ξi)=
∑
i∈{1,2,...,j}
aix(ξi)+
∑
i∈{j+1,j+2,...,m−2}
aix(ξi),
it follows from (3.10) that
x(1) <
∑
i∈{1,2,...,j}
aix(ξj )+
∑
i∈{j+1,j+2,...,m−2}
aix(ξj )
=
m−2∑
aix(ξj )= x(ξj ) < x(1),
i=1
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∣∣x(t)∣∣ ∣∣x(0)∣∣+
∫ t
0 (t − s)(k−2)|x(k−1)(s)|ds
(k − 2)! D +
∫ 1
0 |x(k−1)(s)|ds
(k − 2)!
and
∣∣x(i)(t)∣∣
∫ t
0 (t − s)(k−2−i)|x(k−1)(s)|ds
(k − 2− i)! 
∫ 1
0 |x(k−1)(s)|ds
(k − 2− i)! ,
that is
|x|0 D +
∫ 1
0 |x(k−1)(s)|ds
(k− 2)! (3.13)
and
|x(i)|0 
∫ 1
0 |x(k−1)(s)|ds
(k − 2− i)! (i = 1,2, . . . , k − 2). (3.14)
On the other hand, multiplying the two sides of (3.6) by x(k−1)(t) and integrating them
over [0,1], we have
1
2
(
x(k−1)(1)
)2 = λ
1∫
0
u
(
s, x(s), x ′(s), . . . , x(k−1)(s)
)
x(k−1)(s) ds
+ λ
1∫
0
g
(
s, x(s)
)
x(k−1)(s) ds + λ
1∫
0
k−1∑
i=1
hi
(
s, x(i)(s)
)
x(k−1)(s) ds
+ λ
1∫
0
e(s)x(k−1)(s) ds.
So by (3.1), we have
λβ
1∫
0
∣∣x(k−1)(t)∣∣n+1 dt −λ
1∫
0
u
(
t, x(t), x ′(t), . . . , x(k−1)(t)
)
x(k−1)(t) dt
=−1
2
(x(k−1))2(1)+ λ
1∫
0
g
(
s, x(s)
)
x(k−1)(s) ds
+ λ
k−1∑
i=1
1∫
0
hi
(
t, x(i)(t)
)
x(k−1)(t) dt + λ
1∫
0
e(t)x(k−1)(t) dt,
that is
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1∫
0
∣∣x(k−1)(t)∣∣n+1 dt

1∫
0
g
(
s, x(s)
)
x(k−1)(s) ds +
k−1∑
i=1
1∫
0
hi
(
t, x(k)(t)
)
x(k−1)(t) dt
+
1∫
0
e(t)x(k−1)(t) dt

1∫
0
∣∣g(s, x(s))x(k−1)(s)∣∣ds + k−1∑
i=1
1∫
0
∣∣hi(t, x(i)(t))x(k−1)(t)∣∣dt
+
1∫
0
∣∣e(t)x(k−1)(t)∣∣dt. (3.15)
Let
ε = β −
∑k−2
i=0
ri[(k−2−i)!]n − rk−1
2k
.
We see from
β >
k−2∑
i=0
ri
[(k − 2− i)!]n + rk−1
that ε > 0. For such a positive ε, we find from (3.2) and (3.3) that there must be a constant
ρ >D such that ∀i ∈ {1,2, . . . , k − 1},
|hi(t, y)|
|y|n < (ri + ε) uniformly for t ∈ [0,1], |y|> ρ,
and
|g(t, x)|
|x|n < (r0 + ε) uniformly for t ∈ [0,1], |x|> ρ,
i.e., ∀i ∈ {1,2, . . . , k − 1},∣∣hi(t, y)∣∣< (ri + ε)|y|n uniformly for t ∈ [0,1], |y|> ρ, (3.16)
and ∣∣g(t, x)∣∣< (r0 + ε)|x|n uniformly for t ∈ [0,1], |x|> ρ. (3.17)
Let ∆1,i = {t: t ∈ [0,1], |x(i)(t)|  ρ}, ∆2,i = {t : t ∈ [0,1], |x(i)(t)| > ρ}, ∀i ∈ {1,2,
. . . , k − 1}, ∆3 = {t: t ∈ [0,1], |x(t)|  ρ}, ∆4 = {t : t ∈ [0,1], |x(t)| > ρ}. Then we
have from (3.15) that
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1∫
0
∣∣x(k−1)(t)∣∣n+1 dt

∫
∆3
∣∣g(s, x(s))x(k−1)(s)∣∣ds + ∫
∆4
∣∣g(s, x(s))x(k−1)(s)∣∣ds
+
k−1∑
i=1
∫
∆1,i
∣∣hi(s, x(i)(s))x(k−1)(s)∣∣ds
+
k−1∑
i=1
∫
∆2,i
∣∣hi(s, x(i)(s))x(k−1)(s)∣∣ds +
1∫
0
∣∣e(t)x(k−1)(t)∣∣dt. (3.18)
As we from (3.16) and (3.17) find that
∫
∆3
∣∣g(s, x(s))x(k−1)(s)∣∣ds  gρ
1∫
0
∣∣x(k−1)(s)∣∣ds, (3.19)
∫
∆4
∣∣g(s, x(s))x(k−1)(s)∣∣ds  (r0 + ε)|x|n0
1∫
0
∣∣x(k−1)(s)∣∣ds, (3.20)
∫
∆2,i
∣∣hi(s, x(i)(s))x(k−1)(s)∣∣ds  (ri + ε)|x(i)|n0
1∫
0
∣∣x(k−1)(s)∣∣ds
(i = 1,2, . . . , k − 2), (3.21)
∫
∆1,i
∣∣hi(s, x(i)(s))x(k−1)(s)∣∣ds  hi,ρ
1∫
0
∣∣x(k−1)(s)∣∣ds
(i = 1,2, . . . , k − 2), (3.22)
∫
∆2,k−1
∣∣hk−1(s, x(k−1)(s))x(k−1)(s)∣∣ds  (rk−1 + ε)
1∫
0
∣∣x(k−1)(s)∣∣n+1ds, (3.23)
and
∫
∆1,k−1
∣∣hk−1(s, x(k−1)(s))x(k−1)(s)∣∣ds  hk−1,ρ
1∫
0
∣∣x(k−1)(s)∣∣ds, (3.24)
where gρ = maxt∈[0,1], |x|ρ |g(t, x)|, hi,ρ = maxt∈[0,1], |y|ρ |hi(t, y)|, i ∈ {1,2, . . . ,
k − 1}. Substituting (3.13) and (3.14) into (3.20) and (3.21), respectively, we have
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∆4
∣∣g(s, x(s))x(k−1)(s)∣∣ds  (r0 + ε)
[
D +
∫ 1
0 |x(k−1)(s)|ds
(k − 2)!
]n 1∫
0
∣∣x(k−1)(s)∣∣ds
(3.25)
and
∫
∆2,i
∣∣hi(s, x(i)(s))x(k−1)(s)∣∣ds  ri + ε[(k − 2− i)!]n
( 1∫
0
∣∣x(k−1)(s)∣∣ds
)n+1
,
i ∈ {1,2, . . . , k − 2}. (3.26)
Substituting (3.19) and (3.22)–(3.26) into (3.17), we obtain that
β
1∫
0
∣∣x(k−1)(t)∣∣n+1 dt
 (r0 + ε)
[
D +
∫ 1
0 |x(k−1)(s)|ds
(k − 2)!
]n 1∫
0
∣∣x(k−1)(t)∣∣dt
+
k−2∑
i=1
ri + ε
[(k − 2− i)!]n
( 1∫
0
∣∣x(k−1)(t)∣∣dt
)n+1
+ (rk−1 + ε)
1∫
0
∣∣x(k−1)(t)∣∣n+1 dt
+
[
gρ + |e|0 +
k−1∑
i=1
hi,ρ
] 1∫
0
∣∣x(k−1)(t)∣∣dt. (3.27)
From the knowledge of mathematical analysis, we know that there must be a constant
σ ∈ (0,1) (independent of λ) such that
(1+ x)n < 1+ (n+ 1)x, ∀x ∈ (0, σ ]. (3.28)
Thus, we have the following cases.
Case 1. If
∫ 1
0 |x(k−1)(t)|dt = 0 or
∫ 1
0 |x(k−1)(t)|dt = 0 with
D(k − 2)!∫ 1
0 |x(k−1)(t)|dt
 σ,
then ∫ 1
0 |x(k−1)(s)|ds
(k − 2)! 
D
σ
.
So from (3.28),
[
D +
∫ 1
0 |x(k−1)(s)|ds
(k − 2)!
]n 1∫
0
∣∣x(k−1)(t)∣∣dt Dn(1+ σ−1)n
1∫
0
∣∣x(k−1)(s)∣∣ds.
(3.29)
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1∫
0
∣∣x(k−1)(s)∣∣ds 
( 1∫
0
∣∣x(k−1)(s)∣∣n+1 ds
) 1
n+1
,
( 1∫
0
∣∣x(k−1)(s)∣∣ds
)n+1

1∫
0
∣∣x(k−1)(s)∣∣n+1 ds
into (3.27), we get
β
1∫
0
∣∣x(k−1)(t)∣∣n+1 dt

[
(r0 + ε)Dn(1+ σ−1)n + gρ + |e|0 +
k−1∑
i=1
hi,ρ
]( 1∫
0
∣∣x(k−1)(s)∣∣n+1 ds
) 1
n+1
+
[
k−2∑
i=1
ri + ε
[(k − 2− i)!]n + (rk−1 + ε)
] 1∫
0
∣∣x(k−1)(t)∣∣n+1 dt. (3.30)
Since 1/(n+ 1) < 1 and
rk−1 + ε+
k−2∑
i=1
ri + ε
[(k − 2− i)!]n < rk−1 +
k−2∑
i=1
ri
[(k − 2− i)!]n + kε
= rk−1 +
∑k−2
i=1
ri[(k−2−i)!]n + β
2
< β,
it follows from (3.30) that there is a constant M1 > 0 such that
1∫
0
∣∣x(k−1)(t)∣∣1+n dt <M1. (3.31)
Case 2. If
D(k − 2)!∫ 1
0 |x(k−1)(t)|dt
< σ,
then from (3.28) we get[
D +
∫ 1
0 |x(k−1)(s)|ds
(k − 2)!
]n
=
(∫ 1
0 |x(k−1)(s)|ds
(k − 2)!
)n[
1+ D(k − 2)!∫ 1
0 |x(k−1)(t)|dt
]n

(∫ 1
0 |x(k−1)(s)|ds
(k − 2)!
)n[
1+ (n+ 1)D(k − 2)!∫ 1 |x(k−1)(t)|dt
]
0
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(∫ 1
0 |x(k−1)(s)|ds
(k − 2)!
)n
+ (n+ 1)D[(k− 2)!]n−1
( 1∫
0
∣∣x(k−1)(s)∣∣ds
)n−1
. (3.32)
Substituting (3.32) into (3.27), we have
β
1∫
0
∣∣x(k−1)(t)∣∣n+1 dt
 (r0 + ε)
(∫ 1
0 |x(k−1)(s)|ds
(k − 2)!
)n 1∫
0
∣∣x(k−1)(s)∣∣ds
+ (n+ 1)D[(k − 2)!]n−1
( 1∫
0
∣∣x(k−1)(s)∣∣ds
)n
+
k−2∑
i=1
ri + ε
[(k − 2− i)!]n
( 1∫
0
∣∣x(k−1)(t)∣∣dt
)n+1
+ (rk−1 + ε)
1∫
0
∣∣x(k−1)(t)∣∣n+1 dt
+
[
gρ + |e|0 +
k−1∑
i=1
hi,ρ
] 1∫
0
∣∣x(k−1)(t)∣∣dt
= r0 + ε[(k − 2)!]n
( 1∫
0
∣∣x(k−1)(s)∣∣ds
)n+1
+ (n+ 1)D[(k − 2)!]n−1
( 1∫
0
∣∣x(k−1)(s)∣∣ds
)n
+
k−2∑
i=1
ri + ε
[(k − 2− i)!]n
( 1∫
0
∣∣x(k−1)(t)∣∣dt
)n+1
+ (rk−1 + ε)
1∫
0
∣∣x(k−1)(t)∣∣n+1 dt
+
[
gρ + |e|0 +
k−1∑
i=1
hi,ρ
] 1∫
0
∣∣x(k−1)(t)∣∣dt. (3.33)
By using inequalities
1∫
0
∣∣x(k−1)(s)∣∣ds 
( 1∫
0
∣∣x(k−1)(s)∣∣n+1 ds
) 1
n+1
,
( 1∫ ∣∣x(k−1)(s)∣∣ds
)n+1

1∫ ∣∣x(k−1)(s)∣∣n+1 ds0 0
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0
∣∣x(k−1)(s)∣∣ds
)n

( 1∫
0
∣∣x(k−1)(s)∣∣n+1 ds
) n
n+1
,
we get from (3.33) that
β
1∫
0
∣∣x(k−1)(t)∣∣n+1 dt

k−2∑
i=0
ri + ε
[(k − 2− i)!]n
1∫
0
∣∣x(k−1)(t)∣∣n+1 dt + (rk−1 + ε)
1∫
0
∣∣x(k−1)(t)∣∣n+1 dt
+ (n+ 1)D[(k − 2)!]n−1
( 1∫
0
∣∣x(k−1)(s)∣∣n+1 ds
) n
n+1
+
[
gρ + |e|0 +
k−1∑
i=1
hi,ρ
]( 1∫
0
∣∣x(k−1)(t)∣∣n+1 dt
) 1
n+1
.
Since
rk−1 +
k−2∑
i=0
ri + ε
[(k − 2− i)!]n 
β + r0 + rk−1 +∑k−2i=1 ri[(k−2−i)!]n
2
< β,
n/(n+ 1) < 1 and 1/(n+ 1) < 1, it follows from the above formula that there is a constant
M2 > 0 such that
1∫
0
∣∣x ′(t)∣∣n+1 dt M2.
Thus, in either Case 1 or 2, we obtain that
1∫
0
∣∣x(k−1)(t)∣∣n+1 dt max{M2,M1} :=M, (3.34)
which together with (3.13) yields
|x|0 D + 1
(k − 2)!
( 1∫
0
∣∣x(k−1)(t)∣∣n+1 dt
) 1
n+1
D + 1
(k − 2)!M
1
n+1 :=A0 (3.35)
and
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(k − 2− i)!
( 1∫
0
∣∣x(k−1)(t)∣∣n+1 dt
) 1
n+1
 1
(k − 2− i)!M
1
n+1 :=Ai,
i = 1,2, . . . , k − 2. (3.36)
Multiplying the two sides of Eq. (3.6) by x(k−1)(t) again and integrating them over [0, t],
we get
1
2
∣∣x(k−1)(t)∣∣2
= λ
t∫
0
u
(
s, x(s), x ′(s), . . . , x(k−1)(s)
)
x(k−1)(s) ds + λ
t∫
0
g
(
s, x(s)
)
x(k−1)(s) ds
+ λ
k−1∑
i=1
t∫
0
hi
(
s, x(i)(s)
)
x(k−1)(s) ds + λ
t∫
0
e(s)x(k−1)(s) ds

1∫
0
∣∣g(s, x(s))x(k−1)(s)∣∣ds + k−1∑
i=1
1∫
0
∣∣hi(s, x(i)(s))x(k−1)(s)∣∣ds
+
1∫
0
∣∣e(s)x(k−1)(s)∣∣ds
=
1∫
0
∣∣g(s, x(s))x(k−1)(s)∣∣ds + k−2∑
i=1
1∫
0
∣∣hi(s, x(i)(s))x(k−1)(s)∣∣ds
+
1∫
0
∣∣e(s)x(k−1)(s)∣∣ds + ∫
∆1,k−1
∣∣hk−1(s, x(k−1)(s))x(k−1)(s)∣∣ds
+
∫
∆2,k−1
∣∣hk−1(s, x(k−1)(s))x(k−1)(s)∣∣ds

[
gA0 +
k−2∑
i=1
hi,Ai + |e|0
] 1∫
0
∣∣x(k−1)(s)∣∣ds + (rk−1 + ε)
1∫
0
∣∣x(k−1)(t)∣∣n+1 dt
+ hk−1,ρ
1∫
0
∣∣x(k−1)(s)∣∣ds

[
gA0 +
k−2∑
i=1
hi,Ai + hk−1,ρ + |e|0
]( 1∫ ∣∣x(k−1)(s)∣∣n+1 ds
) 1
n+10
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1∫
0
∣∣x(k−1)(t)∣∣n+1 dt, (3.37)
where ∆1,k−1 and ∆2,k−1 are defined by the explanation preceding (3.18),
gA0 := max
t∈[0,1], |x|A0
∣∣g(t, x)∣∣, hi,Ai := max
t∈[0,1], |x|Ai
∣∣hi(t, x)∣∣ (i = 1,2, . . . , k − 2)
and
hk−1,ρ := max
t∈[0,1], |x|ρ
∣∣hk−1(t, x)∣∣.
Substituting (3.34) into (3.37) we get
∣∣x(k−1)(t)∣∣2  2
[
hρ + gA0 +
k−2∑
i=1
hi,Ai + hk−1,ρ + |e|0
]
M1/(n+1)+ 2(rk−1 + ε)M
:=M3, ∀t ∈ [0,1],
that is
|x(k−1)|0 M3. (3.38)
If c >D, then by assumption (H2) we get
m−2∑
i=1
ai
1∫
ξi
s1∫
0
. . .
sk−1∫
0
[
f (sk, c,0, . . . ,0)+ e(sk)
]
dsk . . . ds1
=
j∑
i=1
ai
1∫
ξi
s1∫
0
. . .
sk−1∫
0
[
f (sk, c,0, . . . ,0)+ e(sk)
]
dsk . . . ds1
+
m−2∑
i=j+1
ai
1∫
ξi
s1∫
0
. . .
sk−1∫
0
[
f (sk, c,0, . . . ,0)+ e(sk)
]
dsk . . . ds1
>
j∑
i=1
ai
1∫
ξj
s1∫
0
. . .
sk−1∫
0
[
f (sk, c,0, . . . ,0)+ e(sk)
]
dsk . . . ds1
+
m−2∑
i=j+1
ai
1∫
ξj
s1∫
0
. . .
sk−1∫
0
[
f (sk, c,0, . . . ,0)+ e(sk)
]
dsk . . . ds1
=
m−2∑
i=1
ai
1∫
ξj
s1∫
0
. . .
sk−1∫
0
[
f (sk, c,0, . . . ,0)+ e(sk)
]
dsk . . . ds1
=
1∫
ξ
s1∫
0
. . .
sk−1∫
0
[
f (sk, c,0, . . . ,0)+ e(sk)
]
dsk . . . ds1 > 0. (3.39)j
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m−2∑
i=1
ai
1∫
ξi
s1∫
0
. . .
sk−1∫
0
[
f (sk, c,0, . . . ,0)+ e(sk)
]
dsk . . . ds1 < 0. (3.40)
Now, if Nx ∈ ImL,x ∈ kerL, then x = c, c ∈R, satisfying QNx = 0, that is
k!∑m−2i=1 ai ∫ 1ξi ∫ s10 . . .∫ sk−10 [f (sk, c,0, . . . ,0)+ e(sk)]dsk . . . ds1
1−∑m−2i=1 aiξki = 0.
So by (3.39) and (3.40) we see that |c|  D. Let M4 = max{A0,A1, . . . ,Ak−2,M3} + 1
and Ω = {x: x ∈X, ‖x‖k−1 <M4}, and also set
H(x,µ)= µ sgn
(
1−
m−2∑
i=1
aiξ
k
i
)
x + (1−µ)QNx, (x,µ) ∈ Ω¯ × [0,1].
It is to see from (3.39) and (3.40) that H(x,µ) = 0, (x,µ) ∈ (∂Ω ∩ kerL)× [0,1]. Thus
deg{QN |kerL,kerL ∩Ω,0} = deg
{
H(x,0),kerL ∩Ω,0},
deg
{
H(x,1),kerL ∩Ω,0}= deg
{
sgn
(
1−
m−2∑
i=1
aiξ
k
i
)
I,kerL ∩Ω,0
}
= 0.
Therefore, by applying Lemma 2.1, we get BVP (1.9)–(1.10) has at least one solution. ✷
Remark 3.1. If ai  0, ∀i ∈ {1,1, . . . ,m− 2}, then the positive integer j of Theorem 3.1
can be chosen as j =m− 2, and then assumption (H1) of Theorem 3.1 holds. So we have
the following result.
Corollary 3.1. Suppose ai  0, ∀i ∈ {1,1, . . . ,m− 2}, and assume that conditions (H2)
and (H3) of Theorem 3.1 are satisfied. Then BVP (1.9)–(1.10) has at least one solution if
k−2∑
i=0
ri
[(k − 2− i)!]n + rk−1 < β.
Example 3.1. Let us consider the boundary value problem as follows:{
x ′′(t)=−(2+ x2(t))x ′3(t)+ x3(t)+ x ′8/3(t)+ t2, t ∈ (0,1),
x ′(0)= 0, x(1)= 14x(1/2)+ 34x(2/3).
(3.41)
(3.42)
Corresponding to BVP (1.9)–(1.10), we have a1 = 1/4 > 0 and a2 = 3/4 > 0 with a1 +
a2 = 1, f (t, x0, x1)=−(2+ x20)x31 + x30 + x8/31 + t2 and e(t)≡ 0. So we can chose D = 2
such that assumption (H2) of Theorem 3.1 is satisfied, and also we can chose u(t, x0, x1)=
−(2+ x20)x31 , g(t, x)= x3 + t2 and h1(t, y)= y8/3 such that f (t, x0, x1)= u(t, x0, x1)+
g(t, x0)+ h1(t, x1). Then n= 3, β = k = 2,
r0 = lim|x|→+∞ sup
|g(t, x)|
|x|3 = 1 and r1 = lim|y|→+∞ sup
|h1(t, y)|
|y|3 = 0,t∈[0,1] t∈[0,1]
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k−2∑
i=0
ri
[(k − 2− i)!]n + rk−1 = r0 + r1 = 1< β = 2.
Hence, BVP (3.41)–(3.42) has at least one solution by applying Corollary 3.1.
Remark 3.2. From the above example, we see a1 = 1/4 > 0, a2 = 3/4> 0. But the degrees
of the second variable x0 and the third variable x1 in f (t, x0, x1) are all equal to 3, which is
different from the growth condition (1.3) assumed by [11]; and also the degree of variable y
in the function h1(t, y) is equal to 8/3, which is different from the corresponding condition
of (1.7) assumed by [12].
Example 3.2. Let us consider the following boundary value problem:{
x ′′(t)=−(2+ x2(t))x ′5(t)+ x5(t)+ x ′4(t)+ t2, t ∈ (0,1),
x ′(0)= 0, x(1)= 54x(1/2)− 14x(2/3).
(3.43)
(3.44)
Corresponding to BVP (1.9)–(1.10), we have a1 = 5/4 > 0 and a2 = −1/4 < 0 with
a1 + a2 = 1, f (t, x0, x1)=−(2+ x20)x51 + x50 + x41 + t2 and e(t)≡ 0. So assumption (H1)
of Theorem 3.1 holds, and we can chose D = 2 such that assumption (H2) of Theo-
rem 3.1 is satisfied, and also we can chose u(t, x0, x1)=−(2 + x20)x51 , g(t, x)= x5 + t2
and h1(t, y)= y4 such that f (t, x0, x1)= u(t, x0, x1)+ g(t, x0)+ h1(t, x1). Then n= 5,
β = k = 2,
r0 = lim|x|→+∞ supt∈[0,1]
|g(t, x)|
|x|5 = 1 and r1 = lim|y|→+∞ supt∈[0,1]
|h1(t, y)|
|y|5 = 0,
that is
k−2∑
i=0
ri
[(k − 2− i)!]n + rk−1 = r0 + r1 = 1< β = 2.
Hence, BVP (3.43)–(3.44) has at least one solution by applying Theorem 3.1.
Remark 3.3. From the above example, we see a1 =−1/4< 0. So the above result cannot
be obtained by [1–14]. Also, the degrees of the second variable x0 and the third variable
x1 in the function f (t, x0, x1) are all equal to 5, which is different from the growth condi-
tion (1.8) assumed by [15].
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