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TRANSPORTATION NETWORK COMPANIES: 
INFLUENCERS OF TRANSIT RIDERSHIP TRENDS 
 
The major transit systems operating in San Francisco are San Francisco Municipal 
(MUNI), Bay Area Rapid Transit (BART), and Caltrain. The system of interest for this 
paper is MUNI, in particular the bus and light rail systems. During the past decade transit 
ridership in the area has experienced diverging growth, with bus ridership declining while 
rail ridership is growing significantly (Erhardt et al. 2017). Our data show that between 
2009 and 2016, MUNI rail ridership increases from 146,000 to 171,400, while MUNI bus 
ridership decreases from 520,000 to 450,000. Direct ridership models (DRMs) are used to 
determine what factors are influencing MUNI light rail and bus ridership. The DRMs 
predict ridership fairly well, within 10% of the observed change. However, the 
assumption of no multi-collinearity is voided. Variables, such as employment and 
housing density, are found to be collinear. Fixed-effects panel models are used to combat 
the multi-collinearity issue. Fixed-effects panel models assign an intercept to every stop, 
so that any spatial correlation is removed. A transportation network company variable is 
introduced (TNC) to the panel models, to quantify the effect they have on MUNI bus and 
light rail ridership. The addition of a TNC variable and elimination of multi-collinearity 
helps the panel models predict ridership better than the daily and time-of-day DRMs, 
both within 5% of the observed change. TNCs are found to complement MUNI light rail 
and compete with MUNI buses. TNCs contributed to a 7% growth in light rail ridership 
and a 10% decline in bus ridership. These findings suggest that the relationship TNCs 
have with transit is complex and that the modes cannot be lumped together. 
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Ridership, San Francisco, Bus, Rail 
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Chapter 1 Introduction 
 The purpose of this chapter is to outline this thesis. First, background is provided 
to introduce the research topic. Then the structure and research objectives of this thesis 
are presented.  
1.1 Background and Thesis Structure 
The 9-county San Francisco Bay area covers approximately 7,000 square miles 
with a population of 7.5 million residents, and covers 50 square miles. San Francisco is 
one of the core counties and has a population of 850,000 residents. The major transit 
systems operating in San Francisco are San Francisco Municipal (MUNI), Bay Area 
Rapid Transit (BART), and Caltrain. The system of interest for this paper is MUNI, in 
particular the bus and light rail systems.  
 The MUNI system experienced significant service cuts in 2010 due to budget 
constraints.  Since then, there have been incremental service improvements, which have 
accelerated from about 2014 as the agency implements its MUNI Forward program (San 
Francisco Municipal Transportation Agency 2014), focused on deploying Rapid (skip-
stop service with associated operational improvements) bus routes in high-use corridors.   
During the past decade transit ridership in the area has experienced diverging 
growth, with bus ridership declining while rail ridership is growing significantly (Erhardt 
et al. 2017). Our data show that between 2009 and 2016, Muni rail ridership increases 
from 147,500 to 161,400, while MUNI bus ridership decreases from 515,000 to 450,000.  
The employment and population in San Francisco has increased significantly, so it would 
be natural to expect a corresponding growth in transit ridership. San Francisco is not the 
only city to experience a diverging transit ridership trend, chapter 2 discusses the national 
and local trends and previous research on the topic in more detail. 
Direct ridership models (DRMs) are used in chapter 3 to determine what factors 
are influencing MUNI light rail and bus ridership. The model is applied and sensitivity 
tests are used to understand how much each variable is contributing to the change in bus 
ridership.  
Fixed-effects panel models are used in chapter 4 to combat the multi-collinearity 
issue. Fixed-effects panel models assign an intercept to every stop, so that any spatial 
correlation is removed. The spatial correlation is what was causing the multi-collinearity 
in the DRMs. A transportation network company variable is introduced (TNC) to the 
panel models to quantify the effect they have on MUNI bus and light rail ridership.  
 
1.2 Motivation and Research Objectives 
 Previous research on the topic of transit ridership trends is typically more focused 
on what factors are influencing transit ridership in specific regions, outside of San 
Francisco. Erhardt does analyze what factors are influencing bus ridership in San 
Francisco, but has a negative 11% trend left unexplained (Erhardt et al. 2017). Clewlow 
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and Mishra (2017) use survey data on TNC users to determine that TNCs have a negative 
effect on bus ridership. Explaining the unknown trend with TNC trip data, rather than 
survey data, is the motivation behind this research. This thesis aims to understand what is 
causing the unexplained trend by accomplishing the following research objectives: 
1. Determine what factors influence MUNI bus and light rail ridership in San 
Francisco 
2. Determine what factors are contributing to changes in MUNI bus and light rail 
ridership. 
3. Determine the effect TNC growth has on MUNI bus and rail ridership in San 
Francisco.  
The first question is focused on understanding what variables should be included in 
the final model. The output is a list of variables that are significantly correlated with 
transit ridership. This is completed by estimating cross-sectional DRMs for MUNI light 
rail and bus ridership.  
The second and third questions are addressed by estimating fixed-effects panel data 
models with a TNC variable. Sensitivity tests are used to quantify the effects that each 
variable has on MUNI light rail and bus ridership.  
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Chapter 2 Understanding Transit Ridership Trends  
Transit agencies have operated for over a century. The first forms of bus public 
transportation, the horse drawn omnibus, began around the 1820s. They were followed by 
streetcars towards the end of the 19th century. Rail transportation as we know it today 
began around the same time. The Chicago L train launched in 1895. The New York 
subway was the first underground railway in 1904. Transit ridership has ebbed and 
flowed throughout the years, with sparse analysis on what is causing changes. Recent 
automated passenger count (APC) data has helped, in the past few decades, strengthen 
our understanding of what influences transit ridership.  
The purpose of this chapter is to provide a background on recent transit ridership 
trends and to understand what is influencing them. Section 2.1 discusses national transit 
ridership trends and how San Francisco compares to other cities. Section 2.2 zooms in, 
describing San Francisco and the local transit ridership trends. Then the local trends in 
San Francisco are compared to the national trends. Lastly, section 2.3 discusses previous 
research on what factors influence transit ridership.  
2.1 National Transit Ridership Trends 
The purpose of this section is to discuss trends in transit ridership at a national level. 
This provides a macro-level understanding of ridership trends.  
Transit ridership, across all modes, has decreased slightly in recent years, but is 
trending north if you include the past couple of decades (Federal Transit Administration 
2016). Figure 1 shows the annual boardings for the 2000s, across all modes of transit. 
The boardings are found using the unlinked passenger trip, refers to data from the 
National Transit Database (Federal Transit Administration 2016). Unlinked passenger 
trips are the number of times a passenger boarding a vehicle. Meaning a trip with a 
transfer would count as two unlinked passenger trips. All graphs in this section are 
referring to annual boardings, and are obtained the same way. The effects of the recession 
in 2008 can be observed by the drop in boardings right after 2008. There was a slight 
increase following the recession, and then ridership tapered off again. 
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Figure 1: National Transit Ridership (All Modes) 
Figure 2 shows a comparison of rail and bus ridership for the 2000s as well. 
Instead of total ridership, the annual boardings percent change, from 2000, is compared. 
Bus refers to rubber-tired vehicles operating on fixed routes and schedules over 
roadways, which includes diesel and electric powered buses. The rail modes compared in 
Figure 3 are light rail, heavy rail, and commuter rail. Light rail cars are powered by 
overhead wires and have “lighter” capacities than heavy rail cars. Heavy rail cars are 
powered by an electrified “third rail” and operate on elevated platforms or in tunnels to 
keep pedestrians safe. Commuter rail is used for long distance travel, typically inter-city 
trips. Light rail and bus ridership are the two modes that this thesis analyzes. All rail 
ridership has grown notably, while bus ridership has declined. This trend has occurred in 
many cities including San Francisco, Boston, Houston, and New York.  
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Figure 2: Percent Change in National Annual Ridership (Bus vs. Rail) 
 
2.2 Local Trends 
The purpose of this section is to zoom in from a macroscopic view to a microscopic 
“local” view. San Francisco is discussed in detail, to understand the “local” transit 
ridership trends. Then the national and local trends are compared. This helps to determine 
how San Francisco fits in with cities nationwide.    
Figure 3 shows the ridership changes for the bus and rail systems in San Francisco. 
Bay Area Rapid Transit (BART) is the heavy rail agency and San Francisco Municipal 
Railway (MUNI) is the bus and light rail agency, with MUNI Bus being the bus system 
and MUNI Metro being the light rail system. The rail ridership shown in Figure 3 
consists of MUNI Metro and BART’s ridership. The data provided by NTD for Caltrain 
ridership did not match up with reports published by Caltrain.(Caltrain 2017) Average 
weekday ridership, found in the Caltrain 2017 report, is used instead of the NTD data. 
The bus ridership shown in Figure 3 consists of the MUNI Bus fleet. NTD historical 
ridership data for specific transit agencies, rather than national totals, is only available 
through 2002. This is why 2002 was chosen as the base year, rather than 2000.  
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Figure 3: San Francisco Bus and Rail Ridership Trends 
Similar to the national ridership, there is a dip after the 2008 recession for all 
modes. Rail ridership has grown while bus ridership has stagnated following the recovery 
after the 2008 recession, which also follows the national trend.  
The San Francisco—Oakland, CA urbanized area is the thirteenth most-
populated, housing roughly 3,281,212 people. (Bureau 2016) Table 1 shows the ten 
urbanized areas in 2016 that have the highest number of motorized bus boardings. 
(Federal Transit Administration 2016) UZA refers to the name of an urbanized areas as 
defined by the U.S. Census. 
Table 1: Bus Ridership Ranking (Top 10 Cities Nationwide) 
UZA Name Bus Boardings Rank 
New York-Newark, NY-NJ-CT 1,103,280,638 1 
Los Angeles-Long Beach-Anaheim, CA 441,834,026 2 
Chicago, IL-IN 288,495,190 3 
San Francisco-Oakland, CA 175,419,546 4 
Washington, DC-VA-MD 173,806,234 5 
Philadelphia, PA-NJ-DE-MD 172,699,663 6 
Seattle, WA 118,899,852 7 
Boston, MA-NH-RI 114,144,422 8 
Miami, FL 105,042,540 9 
Baltimore, MD 73,319,247 10 
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The San Francisco – Oakland urbanized area is ranked fourth, and raises the 
question of whether or not the regionally-specific trends are representative of trends in 
only “big” cities. Figure 4 compares the annual percent change in boardings for cities of 
various sizes. Percent change is used instead of total boardings to allow cities of various 
sizes to be compared. However, cities such as Lexington that start with low ridership 
totals in 2002 can have a large percent increase, but a small absolute increase in ridership. 
San Francisco is the bold black line, and should be the focal point. San Franicsco trends 
below the pack slightly, but is not a noticeable outlier. This provides hope that the 
findings in this paper would be applicable in other cities, but ultimately future research is 
needed on other cities to validate this claim. Light rail ridership is not shown due to some 
of the cities not having light rail ridership data. This is mostly due to the lack of a light 
rail transit agency being present in the city.   
 
Figure 4: Yearly Bus Boardings Percent Change (From 2002) 
 
2.3 Understanding the Factors Influencing Transit Ridership Trends 
There is not an exhaustive amount of peer reviewed research on what factors are 
causing the trends at a national level. American Public Transportation Association 
(APTA) has released a report on the characteristics of people who use transit. (Clark et al. 
2017) The highlights of the report are that 79% of the people who use transit are between 
the ages of 25 and 54, 78% are either employed or are students, 21% of transit users have 
an income of less than $15,000 and 13% of the U.S. population fall within that income 
range, people using transit for shopping grew from 9 to 21 percent between 2007 and 
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2017, and the most popular mode choice for accessing transit is walking. This helps paint 
the picture of who rides transit and their motivations behind using transit. These statistics 
are used as a guide when choosing which variables to include in the models. One 
example of research on the topic at a national scale is (Taylor et al. 2009). Taylor et al. 
(2009) lays out previous research on what factors affect transit ridership. They divide the 
research into two categories: (1) research that focuses on travelers perceptions, with both 
travelers and transit managers as the units of analysis, and (2) studies that examine the 
environmental, system, and behavioral characteristics associated with transit ridership. 
These types of studies can be categorized as (1) external, or control, factors (nature) and 
(2) internal, or policy, factors (nurture). Taylor et al. (2009) finds that 26 percent of 
transit ridership in over 265 urbanized areas can be explained simply by frequency and 
fare levels. 
There has been many studies looking at what factors influence transit ridership 
regionally (Taylor et al. 2009; Estupiñán and Rodríguez 2008; Chakour and Eluru 2016; 
Brown and Thompson 2008; Balcombe et al. 2004; Iseki and Ali 2015; Kennedy 2013). 
Estupiñán and Rodríguez (2008) look at how the built environment around a bus rapid 
transit stop influences ridership. They find that the built environment does significantly 
affect ridership, in particular environmental supports for walking and barriers to car use. 
Chakour and Eluru (2016) study the effect that operational attributes, system 
infrastructure attributes, and the built environment around a stop has on transit ridership 
in Montreal, Canada. They find that the most effective way to increase ridership is to 
increase public transportation service and accessibility, whereas enhancements to land 
use have a smaller effect on ridership. Iseki and Ali (2015) used panel data models to 
understand what factors are affecting ridership in 10 U.S. urbanized areas. They find that 
the short-term increase in gasoline prices have a relatively small effect on bus ridership 
and marginal effect for rail ridership. Brown and Thompson (2008) use a time-series 
model to test if the decentralization of population and employment in Atlanta is causing a 
recent downward trend in transit ridership. They find that the dip in transit patronage is 
attributable to employment decentralization outside of the transit agencies service area.  
Even though the research has ranged in location from Bogota, Columbia to 
Portland, Oregon there is a general trend to them. They are that ridership is consistently 
sensitive to fare prices, transit supply, employment density, and population density. 
Transit supply includes a range of factors that all refer to the amount of service provided, 
such as frequency of buses or service miles. There are many other factors that are found 
to be significant when modeling transit ridership, but the most common are the 
aforementioned. 
 shows a more exhaustive list of variables that have been included in previous 
research.  
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Table 2: Significant Variables in Previous Rail and Bus DRMs 
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Erhardt has looked at San Francisco in particular. (Erhardt et al. 2017) Erhardt 
estimated a time-series model to look at what factors in recent years influenced transit 
ridership in San Francisco between 2009 and 2013. Table 3 shows the results of Erhardt’s 
time-series model. Service and fare changes are internal factors that the transit agency has 
control over. Service cuts and fare increases led to a roughly 9% decrease in MUNI bus 
ridership. Employment grew significantly causing a roughly 10% increase in MUNI bus 
and BART ridership. MUNI light rail service increases lead to an increase in MUNI bus 
ridership. Meaning that the two modes complement each other. Cost of auto travel, price 
of gas, has a minimal impact. The change in BART ridership was explained well, with 
only a 3% growth left unexplained. However, MUNI bus ridership still has an 11% 
unexplained reduction in ridership. Numerous hypotheses attempted to explain the trend, 
such as decentralized growth and changes in demographics.  
 
Table 3: Factors Contributing to changes in MUNI vs. BART riders: Sep 2009 to 
Sep 2013 
 
* This is pulled directly from Erhardt’s Thesis 
An “Uber Effect” is proposed by Erhardt, but the lack of data on TNC trips 
prevented further analysis. A Shared Use Mobility Center report refuted Erhardt’s claim, 
but did not look at San Francisco specifically. (Feigon and Murphy 2016) Chapter 4 
looks into the effect TNCs have on transit ridership in more detail.  
  
 
 
Page 11 
 
Chapter 3 Discovering Factors Influencing Transit 
Ridership 
 The purpose of this chapter is to determine what factors are influencing changes 
in MUNI bus and light rail ridership. The chapter starts by introducing cross-sectional 
direct ridership models and previous studies that utilized them. This is followed by 
explanations of the data used in the model. Then, the model results are provided and 
interpreted. Next the model is applied and compared to the observed ridership. A 
sensitivity test is then used to determine how much each factor is contributing to the 
changes in MUNI light rail and bus ridership. Lastly, the conclusions and limitations of 
the model are discussed. A version of this chapter has been accepted to be published by 
the Transportation Research Board.  
 
3.1 Introduction 
Transit direct ridership models (DRM), sometimes referred to as direct demand 
models, are often used for transit planning applications (Cervero 2008).  A DRM is a 
sketch planning tool that reflects the notion that ridership is the sum of riders boarding at 
each stop.  Rather than estimating trips on all modes and then applying a mode choice, as 
is done in the 4-step modeling paradigm, DRMs estimate transit ridership “directly” as a 
function of station or stop environments and transit services. Essentially each station 
becomes a node and a unit of analysis, which provides fine-grained spatial analysis of 
factors influencing ridership.   
A hybrid between a DRM and a 4-step model is the Federal Transit Authority’s 
(FTA) Simplified Trips on Stops (STOPS) model (RSG 2015), which estimates rail and 
bus rapid transit (BRT) ridership. It is similar to a DRM in that it predicts ridership and is 
not as extensive as the 4-step model, but it still considers more information than most 
DRMs. The additional information includes the Census journey-to-work flows, and 
highway level-of-service skims from a regional travel model.  
DRMs have been developed for both rail and bus transit, and used for a variety of 
applications.  The models are used both as descriptive tools to understand the factors that 
influence ridership, and as predictive tools to forecast the ridership at new stations or in 
response to changes in service or other attributes.   
For example, Cervero, Murakami, and Miller (2010) estimate a DRM of bus rapid 
transit ridership in the Los Angeles area.  They argue for the application of DRMs as a 
complement to 4-step models, to generate first-cut ridership estimates, and to conduct 
sensitivity tests of key variables.  Pulugurtha and Agurla (2012) estimate DRMs using 
different spatial modeling methods in Charlotte, North Carolina. They find that using a 
spatial weight method does not yield better results over a spatial proximity method, a 
buffer. Kepaptsoglou, Stathopoulos, and Karlaftis (2017) predict ridership for a new light 
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rail transit system in Cyprus using a DRM. The transit system had not been built yet, so 
there was not any comparison to observed ridership.  
The following papers all explore the effects of various factors on transit ridership. 
Lee et al. (2015) studies the relationships between heavy and light rail ridership and 
socio-economic characteristics in Korea. They find that heavy rail ridership is correlated 
with the density of businesses and households, while light rail ridership is correlated with 
the density of economically active population and businesses. Liu et al. (2014) estimate a 
DRM of rail ridership in Maryland to suggest improvements that will boost ridership. 
Holmgren (2013) determines what factors are affecting transit ridership in Sweden and 
does this by estimating an econometric first-difference model. Estupiñán and Rodríguez 
(2008) estimate a DRM of Bogota’s BRT ridership to quantify the effect that the built 
environment has, in particular environmental supports for walking. Dill et al. (2013) 
describe the effects that transit service characteristics and urban form have on local bus 
ridership.  They find that socio-demographic characteristics seem to have a larger effect 
on ridership in large urban areas rather than small urban areas.  
 In nearly all of the above cases, the DRM is estimated from cross-sectional 
ridership data using ordinary least squares (OLS) regression. An exception is from 
Kerkman, Martens, and Meurs (2014) who use data from both 2012 and 2013, during 
which significant service changes occurred.  They estimate cross-sectional models and 
compare those models to a fixed-effects panel data regression model where the dependent 
variable is the change in ridership from 2012 to 2013.  They find notably different 
sensitivities between the two models, with the panel data models showing the elasticity of 
ridership with respect to changes in stop frequency as about half of what the cross-
sectional models show.  They suggest that the panel data models do a better job of 
mitigating endogeneity where transit agencies tend to run higher frequency service in 
locations with higher potential demand.  
While DRMs are routinely promoted as tools for forecasting, they are rarely 
evaluated for their ability to forecast (Cervero, Murakami, and Miller 2010; 
Kepaptsoglou, Stathopoulos, and Karlaftis 2017).  In fact, many of the published DRMs 
evaluate the models exclusively on the goodness of fit against the estimation data set, 
without any validation against independent data in either location or time (Cervero, 
Murakami, and Miller 2010; Pulugurtha and Agurla 2012; Kepaptsoglou, Stathopoulos, 
and Karlaftis 2017; Lee et al. 2015; Liu et al. 2014; Holmgren 2013; Estupiñán and 
Rodríguez 2008; Dill et al. 2013). An exception to this is Upchurch and Kuby (2013) 
where a DRM is estimated using data in 9 (other) cities, applied to predict ridership on a 
new light rail line in Phoenix, and compared to actual ridership.  The comparison allowed 
the authors to understand how well the model could be applied to a new data set, and to 
understand what caused over/under predictions.   
Beyond the efforts of Upchurch and Kuby (2013) there remains a sparsity of 
evidence on the ability of DRMs to forecast changes in transit ridership.  This research 
contributes to filling that gap by estimating both a rail and bus DRM using 2009 data, 
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applying that model to forecast 2016 ridership, and comparing the forecasts to actual 
2016 conditions.  It does this using the example of the MUNI light rail and bus system in 
San Francisco, California.  The analysis goes on to examine the magnitude of factors 
affecting the change in modeled ridership between these two years. Together, this allows 
for an evaluation of how well the models perform in a predictive way, what they are able 
to capture in drivers of transit ridership trends, and what they be missing. Ultimately, this 
process helps to understand what factors are influencing the diverging ridership trends 
discussed in chapter 1.  
 
3.2 Data  
Direct ridership models estimate boardings or exits or both at a stop for defined 
periods of time, daily and by time-of-day, as a function of variables related to the stop. 
This research uses the standards previous research has set for DRMs with slight 
modifications to improve the models performance in San Francisco. The first 
modification is that the data are aggregated to the (directional) route-stop level rather 
than the stop level.  That means that if two different transit routes stop at the same 
location, they are treated as separate observations.  While the locational attributes of each 
record are the same, this allows the service attributes to be tracked separately. Typically 
quarter-mile buffers are more commonly used, but tenth-mile buffers were selected after 
a range of buffers were tested. This reflects the high density of stops in San Francisco and 
avoids excessive overlap between adjacent buffers.  The rail stations used larger quarter-
mile buffers.  Both were tested with a range of buffer sizes.   
  Previous research was used to determine what other data should be collected and 
included in the model (Kepaptsoglou, Stathopoulos, and Karlaftis 2017; Lee et al. 2015; 
Liu et al. 2014; Holmgren 2013; Estupiñán and Rodríguez 2008). These variables are 
discussed in more detail in chapter 1 and were used as a starting point to guide the data 
collection process. Table 3 shows a list of the variables considered in this research, along 
with their calculation method.  The remainder of this section describes the data and its 
processing in further detail.  
All the variables with log in parenthesis have undergone a log-transformation. 
The transformation is the natural log of the data plus one. The plus one is to avoid errors 
when the data is 0. A sample calculation can be found below.   
𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐿𝐿𝐿𝐿𝐿𝐿−𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝐿𝐿𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 = 𝐿𝐿𝐿𝐿(1 + 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐿𝐿𝑇𝑇𝑜𝑜𝐿𝐿𝑜𝑜𝑇𝑇𝑇𝑇𝑜𝑜) 
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Table 3: Variables and Data Sources 
Variable  Variable Name Description Data Source Calculation Method 
Ridership  
(Dependent 
Variable) 
        
Bus/Rail Route-Stop 
Ridership (Log) * LOG_RIDERS 
Daily average number of Bus/Rail 
passengers boarding and alighting 
a bus at each specific route-stop. 
MUNI (Bus Operator)  
APC and 
GTFS Data 
Fusion 
Potential Demand  
 (Independent 
Variables) 
        
EDD Employment 
(Log) EDD_EMP_LOG 
Total employment within walking 
distance of a stop. 
Employment 
Development 
Department  
(SFCTA) 
Buffer 
Aggregation  
LEHD Employment 
Density EMP_WAC_DEN 
Employment per acre within 
walking distance of a route-stop. 
Longitudinal Employer-
Household Dynamics 
Buffer 
Aggregation  
Income SHR_INCOME_100P ** 
Share of households, within 
various income ranges, within a 
census tract that a route-stop falls 
within. 
American Community 
Survey  Spatial Join  
Housing Density 
(Log) 
HOUSING_DEN_L
OG 
Housing units per acre within 
walking distance of a route-stop. 
Census and  Housing 
Inventory  
(SFCTA)  
Buffer 
Aggregation  
Population Density  POP_DEN Population per acre within walking distance of a route-stop. Census  
Buffer 
Aggregation  
Population  TOTAL_POP Total population for a census tract that a route-stop falls within.  
American Community 
Survey  
Buffer 
Aggregation  
Share of Households 
with 0 Vehicles SHR_HH_0VEH 
Share of households with 0 
vehicles for a census tract that a 
 route-stop falls within.  
American Community 
Survey  Spatial Join  
Transit Supply  
(Independent 
Variables) 
        
Frequency (Log) FREQ_S_LOG 
Average number of buses per 
hour scheduled to serve each  
route-stop on a typical weekday.   
GTFS 
Freq = 
1/(Headway*6
0) 
Competing Stops COMP_STOPS The number of stops within walking distance of a route-stop.  GTFS 
Buffer 
Aggregation  
Bus Terminus EOL_SOL Whether or not a route-stop is the start or end of a route.  GTFS N/A 
Transbay Terminal 
(Bus Station) TRANSBAY 
Whether or not a route stop is 
within walking distance of the 
Transbay Terminal.  
Google Earth Buffer Aggregation  
Reliability ONTIME5 
The on-time share of a route-stop, 
specified as 
 either 1 minute before or 5 
minutes after the scheduled time.  
GTFS N/A 
BART Ridership 
(Log) AVG_BART_LOG 
The average number of BART 
passengers boarding and alighting  
within walking distance of a 
route-stop.  
BART OD Matrices Buffer Aggregation  
Route Configuration LIMITED / EXPRESS 
A variable to separate out the 
limited/rapid and express routes  
from the rest of the bus fleet.  
GTFS N/A 
Bus/Rail Ridership * MUNI BUS AVG / MUNI_RAIL_AVG 
The average number of Bus/Rail 
passengers boarding and alighting 
within walking distance of a 
route-stop.  
MUNI (Bus Operator)  Buffer Aggregation  
* For the bus model the bus ridership is the dependent variable with the rail ridership as an independent variable, and vice-versa 
for the rail model.  
** This is one category of income, includes the share of households with an income of over $100k.  
 
 
 
Page 15 
 
3.2.1 Bus Ridership (Dependent Variable) 
A portion of the San Francisco Municipal (MUNI) bus fleet is equipped with 
AVL/APC technology. The AVL equipment records the latitude and longitude along with 
a timestamp every time a vehicle arrives or departs a stop. Busses are randomly assigned 
the AVL/APC equipment at the depot each day, but over a number of days all routes have 
been observed. The data is scaled up to cover the entire system by applying the ratio of 
total trips over observer trips to the observed data using a previously developed process 
(Erhardt et al. 2017). In addition to ridership, the data provides other performance 
metrics, including runtime, speed, on-time performance, and crowding measures.  This 
analysis considers average weekday conditions (excluding holidays) for the fourth quarter 
of 2009 and 2016.   
 
3.2.2 Rail Ridership (Dependent Variable) 
 Light rail cars are not equipped with APCs.  Instead the San Francisco Municipal 
Transportation Authority (SFMTA), relies on occasional manual counts. They provide 
boarding and alighting counts at the station level for average weekday conditions in both 
2009 and 2016. Due to the limited ridership data in 2009, some routes were supplemented 
with 2008 counts. The routes supplemented are route: J, KT, and L.  
3.2.3 General Transit Feed Specification (GTFS)  
GTFS allows transit operators to publish their schedules in a standard format. 
Only the current schedule is published, but when a new version is published, the old is 
archived, so that the differences can be used to systematically identify transit service 
changes. The GTFS provides service attributes for both the rail and bus models, such as 
scheduled headways, and is used as trip totals when the APC data is scaled up.  
3.2.3 Employment Development Department (EDD)  
EDD data for the 4th quarter of 2009 and 2016 was used as the measure of 
employment.  The data are segmented by industry, and are spatially detailed. The data 
came in the form of point totals, which were aggregated to buffers. Longitudinal 
Employer-Household Dynamics (LEHD) (US Census Bureau Center for Economic 
Studies 2010) was considered, but not used because they are currently only available 
through 2014.   
3.2.4 Housing Inventory and Decennial Census  
The San Francisco Planning Department provided housing inventory data, which 
tracks the completion of housing developments in the city with the address, completion 
date, and net change in housing units.  The housing inventory was used to pivot from the 
2010 Census to obtain an estimate of the housing stock in each year (US Census Bureau 
Center for Economic Studies 2010). Census block totals are aggregated to buffers based 
on the percentage of the census block that is within the buffer. Section 3.3.8 explains this 
process in more detail.  
3.2.5 American Community Survey (ACS)  
To test the possible effect of demographics and socio-economic characteristics, 
we used American Community Survey (ACS) data.  The ACS (Bureau 2016) is an annual 
survey of households conducted by the Census Bureau to collect information such as 
household income, household composition, number of vehicles per household, etc. For 
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the 2009 data set, we used the 5-year estimates, from 2005-2009.  For 2016, we used the 
5-year estimates from 2011-2015, the most recently available.  The 5-year estimates are 
more suitable for our purpose because they provide more spatial detail than the 1-year 
estimates.  In tracking demographic changes, we did not use a stop-buffering approach, 
but instead tagged each stop with the attributes of the Census tract in which it lies.  The 
income variable for 2015 had to be adjusted to 2009 dollars, to account for inflation. 
Meaning the share of households above $100k in 2009 dollars is the share above $115k 
in 2015 dollars. The 2009 income variable is kept at $100k, since it is already in 2009 
dollars. The $115k was found by multiplying $100k, the 2009 original amount, by the 
ratio of the 2016 consumer price index (CPI) over the 2009 CPI.  
 
3.2.6 BART Monthly Entry and Exit Matrices  
The Bay Area Rapid Transit (BART) system is a heavy rail system serving four 
counties in the San Francisco Bay Area. Commuters are a large share of the users because 
it provides an alternative to the heavily congested Bay Bridge. BART serves as a 
potential competitor to MUNI for certain trip interchanges within San Francisco, but also 
serves as a complement because many regional BART trips transfer to MUNI for the 
“last-mile”.   
BART uses distance-based fares, so passengers have their tickets read upon both 
entering and exiting the system. Knowing the number of entries and exits for each station 
allows BART to publish monthly matrices showing the number of trips to and from each 
station. (BART 2017) There are nine BART stations in San Francisco that are of interest: 
Embarcadero, Montgomery, Powell, Civic Center, 16th, 24th, Glen Park, and Balboa 
Park. Daly City is also included, this is because it falls within the buffer of stops that are 
within San Francisco. BART ridership is assigned to stops based on which buffer the 
BART station is located within. Section 3.3.8 explains the stop-buffer process in more 
detail. 
3.2.7 Hourly On-Street Parking Cost 
 Parking data was provided by SFCTA and came in the form of hourly on street 
parking prices throughout the day. The prices were averaged to obtain an average hourly 
price for a meter on a typical weekday. The data was then attached to Micro-Analysis 
Zones (MAZ) to give the data a spatial component and then assigned to a stop by using a 
buffer around the stop.  The data is only available for 2014, and is not collected annually. 
The hourly prices are kept in 2014 dollars because that is the year the data is observed. 
Since the data was only available for one year the same prices are used for 2009 and 
2016. Thus the parking prices can only be used to look at the relationship between it and 
transit ridership, and not how it influences change in transit ridership. 
3.2.8 Stop-Buffer Process 
 The stop-buffer process refers to creating a buffer around each bus, or rail, stop 
and assigning data to a stop based on its spatial location. The process is perfect for point 
features, such as the EDD employment data. Data in the form of polygons, such as census 
blocks, tend to straddle a buffer. Meaning that only a portion of the block falls within a 
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buffer. In the aforementioned case, the data would be scaled based on the area that fell 
within the buffer. Meaning that a census block with 100 employees and half of its area 
within a buffer would have 50 of its employees assigned to the stop associated with the 
buffer it fell within.  Choosing the correct buffer size required trial and error. Previous 
research have used quarter-mile and half-mile buffers, but ultimately tenth-mile buffers 
produced the best results (Cervero, Murakami, and Miller 2010), (Kerkman, Martens, and 
Meurs 2014), (Pulugurtha and Agurla 2012). This is most-likely due to the dense urban 
network in San Francisco.  
3.3 Model Estimation 
This section presents the model methodology and estimation results for the bus and rail 
models. 
3.3.1 Modelling Approach 
Previous research has used a direct ridership model to determine what factors 
influence transit ridership. (Liu et al. 2014), (Kepaptsoglou, Stathopoulos, and Karlaftis 
2017), (Kerkman, Martens, and Meurs 2014), (Cervero, Murakami, and Miller 2010) 
Typically DRMs estimate ridership for a bus stop, but more detailed transit data was 
available. The models estimate ridership for a route-stop and route-stop-TOD. A route-
stop refers to a specific route that stops at a specific bus stop. One bus stop typically has 
multiple routes stopping at it throughout the day. The more detailed data separates out a 
route’s performance and supply. A route-stop aggregates data to a daily total. A route-
stop-TOD has transit data aggregated to 7 different times-of-day (TODs). The 7 TODs 
are: 3am – 5:59am, 6am – 8:59am, 9am – 1:59pm, 2:00pm – 3:59pm, 4:00pm – 6:59pm, 
7:00pm – 9:59pm, 10pm – 2:59am.  This picks up on changes for variables that change 
throughout a day, such as frequency.  
3.3.2 Model Equation 
 The models are a hybrid of a log-log and log-level. Some of the 
explanatory variables have been transformed specifying a log-log relationship. Others are 
not, keeping them as a log-level relationship. A sample equation for 2009 ridership and 
the rearranged version that was used to apply the model is shown below. The sample 
equation only includes one variable for each specification. The full equation can be found 
in appendix A.  
 
Equation 1: Bus Route-Stop Cross-Sectional DRM Sample Model Equation ln(𝐴𝐴𝐴𝐴𝐴𝐴_𝑟𝑟𝑟𝑟𝑟𝑟𝑒𝑒𝑜𝑜) =  𝛼𝛼 +  𝛽𝛽𝑇𝑇𝑇𝑇𝑒𝑒 ∗ ln(empi) + 𝛽𝛽𝐿𝐿𝑇𝑇𝑜𝑜𝑜𝑜𝑇𝑇𝑇𝑇5 ∗ ontime5i +  𝜀𝜀𝑟𝑟 
Equation 2: Bus Route-Stop Cross-Sectional DRM Sample Applied Equation 
𝐴𝐴𝐴𝐴𝐴𝐴_𝑟𝑟𝑟𝑟𝑟𝑟𝑒𝑒𝑜𝑜 = 𝑒𝑒𝛼𝛼 ∗ empi𝛽𝛽𝑒𝑒𝑒𝑒𝑒𝑒 ∗ e𝛽𝛽𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑒𝑒𝑒𝑒5∗ontime5i + 𝜀𝜀𝑟𝑟  
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• 𝐴𝐴𝐴𝐴𝐴𝐴_𝑟𝑟𝑟𝑟𝑟𝑟𝑒𝑒𝑜𝑜= the average of the boardings and alight for stop i 
• 𝛼𝛼 = intercept (adjusts the slope of the fitted line) 
• 𝛽𝛽𝑇𝑇𝑇𝑇𝑒𝑒 = coefficient for employment density 
• empi = Employment density for stop i 
• 𝛽𝛽𝐿𝐿𝑇𝑇𝑜𝑜𝑜𝑜𝑇𝑇𝑇𝑇5 = coefficient for reliability 
• ontime5i = reliability for stop i 
• 𝜀𝜀𝑜𝑜 = error term for stop i  
 
3.3.3 Bus Route-Stop Model 
A 2009 base year model was estimated for each of the modes. The python 
statsmodels package (“StatsModels: Statistics in Python — Statsmodels 0.8.0 
Documentation” n.d.) was used to run OLS regression on the data. The dependent 
variable was the log transformed average of passengers boarding and alighting at each 
route-stop. The log transformation helped to keep the ridership data from skewing 
towards 0. Table 4 shows the results of the 2009 bus model. 
Table 4:  2009 MUNI Bus Direct Ridership Route-Stop-Daily Model Results 
 
Each of the terms included in the model are significant at the 95% level or better.  
For those variables that are log-transformed, the coefficients can be interpreted directly as 
Variable  Variable Name Coefficients 
T-
Statistics 
Observation
s 
Intercept   -0.8151 -6.25 6261 
Potential Demand  
 (Independent Variables)       R-squared 
EDD Employment (Log+1) EDD_EMP_LOG 0.1337 15 0.515 
Housing Density (Log+1) HOUSING_DEN_LOG 0.1056 8.45  
High Income Households (2009 
$) SHR_INCOME_100P  -1.2371 -14.71  
On-Street Parking Cost (2014 $) PARK_HOURLY_AVG_ON_LOG 0.0231 3.44   
BART Ridership (Log+1) AVG_BART_LOG 0.059 6.87   
Rail Ridership  MUNI_RAIL_AVG 7.40E-05 3.04  
Transbay Terminal (Bus Station) TRANSBAY 0.8029 3.72  
Transit Supply  
(Independent Variables)         
Frequency (Log+1) FREQ_S_LOG 2.8359 57.78   
Reliability ONTIME5 0.5476 5.96   
Close Route-Stops CLOSE_STOP -1.2928 -25.80   
Bus Terminus EOL_SOL 0.7281 12.75   
Limited Route Configuration LIMITED -1.2006 -18.35   
Express Route Configuration EXPRESS -1.911 -38.63   
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an elasticity, since the left-hand side is also log transformed. Attributes that are measured 
based on the area (total employment, housing density, etc.) are calculated within a tenth-
mile buffer of the stop.  Attributes associated with the service itself (frequency, on-time 
performance, etc.) are measured at the route-stop itself.  Demographic measures from the 
ACS (income shares) are measured based on the census tract that contains the stop.   
The intercept can be interpreted as a scaler. The scaling value is found by taking 
the exponent of the intercept, which is found to be 0.44. For this model, an intercept is 
used to adjust the line-of-fit to better fit the data.  
The positive employment coefficient is expected, indicating that ridership grows 
with increasing employment.  We also tested employment segmented by different 
industry categories, including retail, hotel and restaurant, and education and health, but 
found that these specifications did not result in logical coefficients.   
Higher frequency service (measured in average vehicles per hour) is associated 
with higher ridership.  This relationship is logical, but the model appears to be quite 
sensitive to frequency, with a 1% increase in frequency associated with a 2.8% increase 
in ridership.  For comparison, other studies have found this elasticity to be within the 
range of 0.1 to 1.04. (Balcombe et al. 2004)  This high sensitivity may occur due to 
endogeneity with the dependent variable, or due to collinearity with other descriptive 
variables.  Either way, the highest frequency service, the highest employment densities 
and the highest ridership all occur in downtown San Francisco, making it difficult for any 
cross-sectional model to parse out the differences.  Headway, a linear treatment of 
frequency, and several piece-wise linear specifications were also tested, but with no 
better results.   
Ridership is higher at the start and end of lines, in areas with denser housing, and 
in areas with higher parking costs, all of which we would expect.   
Stops in areas with a higher share of households earning $100,000 or more per 
year tend to have fewer riders per transit stop.  This may be because wealthier households 
have more options to take other modes.  It is also noteworthy because virtually all of the 
net growth in households over the 2009 through 2016 period has been through an 
increase in households earning $100,000 or more per year (Erhardt et al. 2017).   
We measure reliability as the share of buses on that route arriving at that stop on-
time, where on-time is defined as no more than one minute early and no more than 5 
minutes late (Kittelson & Associates et al. 2013). This is of particular interest, as 
reliability has been an important focus of MUNIs operational efforts in recent years.   
We measure BART ridership as the log transformed Bart ridership calculated as 
the average of BART boardings and alightings within the buffer area.  The positive 
coefficient indicates net complementarity between BART and MUNI, with transfers 
between the two.  Boardings and alightings on MUNI light rail stops within the buffer 
area also have a positive and significant coefficient.  Stops near the Transbay Bus 
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Terminal, which serves AC Transit commuter buses from the East Bay, also have higher 
ridership, likely due to a similar transfer effect.   
CLOSE_STOP is a dummy variable representing whether or not the previous stop 
on the same route is within 0.2 miles.  It is included to account for competition with other 
stops on the same route, and the negative coefficient indicates that closely spaced stops 
have lower ridership per stop, as we would expect.   
Limited and express routes tend to have fewer riders per stop, which may be 
associated with relatively worse off-peak service.   
The overall R2 of the model is 0.515 relative to a constants-only model.   
3.3.4 Bus Route-Stop-TOD 
 The bus route-stop-tod model used the same python model estimation package. 
The dependent variable was the log transformed average of passengers boarding and 
alighting at each route-stop-tod. The differences from the route-stop model are: picking 
up on the transit supply variables, such as frequency, changes throughout a day, inclusion 
of TOD dummy variables, and the changes in rail ridership throughout a day is included. 
BART ridership and other demand drivers were not available by TOD, and so the same 
daily ridership is assigned to each TOD. Table 5 shows the results for the route-stop-tod 
base year model estimation. 
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Table 5: 2009 MUNI Bus Direct Ridership Route-Stop-TOD Model Results 
Variable  Variable Name Coefficients T-Statistics Observations 
Intercept   -0.4269 -3.285 31416 
Potential Demand  
 (Independent Variables)       R-squared 
EDD Employment (Log+1) EDD_EMP_LOG 0.124 36.682 0.554 
Housing Density (Log+1) HOUSING_DEN_LOG 0.085 18.415   
High Income Households (2009 
$) SHR_INCOME_100P  -1.178 -37.586   
On-Street Parking Cost (2014 $) PARK_HOURLY_AVG_ON_LOG 0.053 20.948   
BART Ridership (Log+1) AVG_BART_LOG 0.054 15.860   
Rail Ridership MUNI_RAIL_AVG_LOG 0.046 17.381   
Transbay Terminal (Bus Station) TRANSBAY 0.780 9.439   
Transit Supply  
(Independent Variables)         
Frequency (Log+1) FREQ_S_LOG 1.323 85.570   
Reliability ONTIME5 0.174 6.203   
Close Route-Stops CLOSE_STOP -1.000 -8.073   
Bus Terminus EOL_SOL 0.847 26.772   
Limited Route Configuration LIMITED 0.102 3.042   
Express Route Configuration EXPRESS -0.111 -3.398   
Times-of-Day (TODs)         
3AM-6AM AM3_6AM -0.839 -38.062   
6AM-9AM AM6_9AM 0.502 25.986   
9AM-2PM AM9_2PM 0.971 50.787   
2PM-4PM PM2_4PM 0.487 25.469   
4PM-7PM PM4_7PM 0.708 37.036   
7PM-10PM PM7_10PM 0.142 7.526   
 
The route-stop-TOD model can be interpreted in the same fashion as the route-
stop. With the log-transformed variables interpreted as an increase of 1 resulting in a 𝛽𝛽𝑥𝑥 
percent increase in bus ridership, and the untransformed variables are interpreted as an 
increase of 1 resulting in a (𝑒𝑒𝛽𝛽𝑥𝑥 − 1) ∗ 100 percent increase in ridership. When a route-
stop-tod is used as the unit of observation the coefficient of variables that vary throughout 
the day are reduced. This solves the issue of the route-stop model being too sensitive to 
frequency. The frequency coefficient for the TOD route-stop- model is less than half of 
the daily route-stop model coefficient. The TOD model has a more reasonable frequency 
coefficient, based on previous research (Taylor et al. 2009). Reliability follows a similar 
path. By disaggregating to TOD, the model becomes less sensitive to reliability. The 
overall 𝑅𝑅2 is higher, 0.554, for the route-stop-tod model than the route-stop model. The 
competing stops (CLOSE_STOP) and terminus stops (EOL_SOL) variables are similar to 
the daily model results. The highest coefficient, out of the TOD dummy variables, is 
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9AM-2PM. This is likely because it is the longest TOD, but it does follow trends found in 
previous research, and suggests that a growing primary use of transit is for recreational 
purposes during the mid-day peak. (Federal Transit Administration 2016) When 
comparing to the daily bus DRM results, the muni rail ridership coefficient increased 
significantly. This is due to the data being log-transformed for this model, which changes 
the interpretation to a 1% increase in MUNI rail ridership results in 0.046% increase in 
MUNI bus ridership. The transformation fit better for this model, but the coefficient still 
shows a complementing relationship between the modes and a rough comparison of 
coefficients would be multiplying the untransformed coefficient by 100. Limited and 
Express routes go from a negative coefficient to positive. Those are a fairly new service 
MUNI is offering named skip-stop routes. The routes only operate during specific TODs, 
so this disaggregate model picks up better on their effect on bus ridership. 
The intercept is again a scaler that is used to fit the data better by adjusting the 
slope. After taking the exponent, the scaler is found to be 0.66.    
 
3.3.5 Rail Route-Stop Model 
The rail model used the same unit of observation, route-stop. The dependent 
variable was the average of MUNI light-rail passengers boarding and alighting at each 
route-stop. There are fewer observations because there are less rail stops than bus stops 
within San Francisco. Table 6 shows the estimation results for this model.  
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Table 6 MUNI Rail Direct Ridership Route-Stop-Daily Model Results 
Variable  Variable Name Coefficients T-Statistics Observations 
Intercept   2.1822 -6.245 315 
Potential Demand  
 (Independent Variables)       R-squared 
EDD Employment (Log) EDD_EMP_LOG 0.1607 4.29 0.482 
Housing Density (Log) HOUSING_DEN_LOG 0.2755 4.349   
BART Ridership (Log) AVG_BART_LOG -0.0652 -2.935   
Bus Ridership  MUNI_BUS_AVG 6.15E-05 4.452   
Transit Supply  
(Independent Variables)       
  
Frequency (Log) FREQ_S_LOG 0.3042 1.686   
Close Stop CLOSE_STOP -0.3706 -3.18   
Bus Terminus EOL_SOL 0.3129 1.89   
Route J Route-Stops J -0.6166 -5.158  
 
The rail model specification broadly follows that of the bus model, although it is 
simplified both as some insignificant variables drop out of the model, and because we 
also lack some of the operational measures, such as on time performance, that are 
available through the APC data on the buses.  Station-area attributes for the rail model are 
tabulated using a 0.25 mile buffer, reflecting a higher willingness to walk to rail and 
longer distances between the stations.  0.1 and 0.33 mile buffers were also tested and 
rejected.  All variables included in the model are significant at the 90% level.   
Since the model is multiplicative, the intercept is interpreted as a scaler, and it is 
used to fit the data better. The scaler is found to be 8.87. 
The coefficient on the log transformed employment is 0.16, slightly higher than 
what is found in the bus model.  Specifications that segmented the employment by 
industry were unsatisfactory.  Housing density is also positive and significant.   
The log of transit frequency in the rail model is 0.3, and significant at the 90% 
level.  This is much lower than is found in the bus model, and may reflect the fact that 
with fewer rail routes, there is less variation in frequency between stops.   
Unlike with the bus ridership, BART boardings in the buffer area are negatively 
correlated with MUNI rail ridership.  This may reflect stronger competition and less 
complementarity between the two rail systems.  The model does still show 
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complementarity with MUNI bus boardings and alightings within the buffer area.  That 
symmetry is encouraging.   
As with the bus model, a nearby rail stop on the same route draws down the 
ridership at the stop in question.  Both end of line and start of line stations tend to have 
higher ridership as expected.   
A constant on the J-line is negative and significant.  Constants tested on each of 
the other lines were insignificant and left out of the model. Many of the J-line stops are 
also BART stations. The negative coefficient could mean that the J-line is competing 
more directly with BART than the other routes.  
The overall R2 of the model is 0.482 relative to a constants-only model.   
 
3.3.6 Rail Route-Stop-TOD 
The rail route-stop-tod model used the same python model estimation package. 
The dependent variable was the log transformed average of MUNI light-rail passengers 
boarding and alighting at each route-stop-tod. The differences from the route-stop model 
are: picking up on the transit supply variables, such as frequency, changes throughout a 
day, inclusion of TOD dummy variables, and the changes in bus ridership throughout a 
day is included. BART ridership was not available by TOD, and so the same daily 
ridership is assigned to each TOD. Table 7 shows the results for the route-stop-tod base 
year model estimation. 
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Table 7 MUNI Rail Direct Ridership Route-Stop-TOD Model Results  
Variable  Variable Name Coefficients T-Statistics Observations 
Intercept   -0.557 -2.514 2176 
Potential Demand  
 (Independent Variables)        R-Squared 
EDD Employment (Log) EDD_EMP_LOG 0.1703 10.201 0.553 
Housing Density (Log) HOUSING_DEN_LOG 0.1214 4.539   
BART Ridership AVG_BART_LOG -0.049 -5.077  
Bus Ridership  MUNI_BUS_AVG 5.11E-05 8.457  
Transit Supply  
(Independent Variables)         
Frequency (Log) FREQ_S_LOG 0.409 7.022   
Route J Route-Stops J -0.602 -11.411   
Times-of-Day (TODs)  
(Independent Variables)         
3AM - 6AM AM3_6AM 0.617 8.977   
6AM - 9AM  AM6_9AM 1.442 18.700   
9AM - 2PM AM9_2PM 1.956 25.661   
2PM - 4PM PM2_4PM 1.401 19.595   
4PM - 7PM PM4_7PM 1.791 23.762   
7PM - 10PM  PM7_10PM 0.763 10.754   
  
The route-stop-tod model can be interpreted in the same fashion as the route-stop. 
With the log-transformed variables interpreted as an increase of 1 resulting in a 𝛽𝛽𝑥𝑥 
percent increase in rail ridership, and the untransformed variables are interpreted as an 
increase of 1 resulting in a (𝑒𝑒𝛽𝛽𝑥𝑥 − 1) ∗ 100 percent increase in ridership. When a route-
stop-tod is used as the unit of observation the coefficient of variables that change 
throughout a day are reduced. The reduction is not as significant as it is in the bus 
models, but the variables were more reasonable to begin with. The coefficient for housing 
density is cut in half, meaning that housing density may have been too sensitive in the 
route-stop model. This is similar to the bus TOD model properly reducing its sensitivity 
to frequency. The highest coefficient, out of the TOD dummies, is the same as the bus 
TOD model, 9AM-2PM. This is most likely due to the 9am-2pm variable being the 
longest TOD. When comparing to the daily rail DRM, the model’s sensitivity to housing 
density is more than halved. Both coefficients are within a reasonable range, but most 
likely the daily rail model was over-sensitive to housing density. Similar to the dynamic 
the bus models have with frequency, but at a lesser magnitude. The overall 𝑅𝑅2 is higher, 
0.553, for the route-stop-tod model than the route-stop model. The competing stops 
(CLOSE_STOP) and terminus stops (EOL_SOL) variables were insignificant in the 
route-stop-tod model. 
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3.3.7 Other Variables Tested 
 There were numerous variables included in the estimation file and not included in 
the final model. A few of importance are the share of households with 0 vehicles and 
fares. The share of households with 0 vehicles is potentially explained with other 
variables, such as housing density. However, fares only change 25 cents between 2009 
and 2016. After accounting for inflation the change is only 6 cents, which was considered 
to be negligible.  
 
3.4 Model Assumptions 
The direct ridership models in this thesis use multiple-linear regression. Multiple-
linear regression models have four assumptions that have to be valid, before a model can 
be valid. The four assumptions are (Greene 2003):  
1) There must be a linear relationship between the outcome variable and the 
independent variables (not a curvilinear). 
2) Multivariate Normality: Residuals must be normally distributed. 
3) No Multi-collinearity: The independent variables are not highly correlated to each 
other.  
4) Homoscedasticity: The variance of error terms are similar across the values of the 
independent variables. In other words, a scatter plot of the residuals does not have 
a noticeable pattern. 
There are techniques in python to check the validity of each of the assumptions. 
The rest of this section is divided up explaining the bus TOD model assumptions 
followed by the same discussion for the rail TOD model. The assumptions for the daily 
models were checked, but are not shown. This is because the TOD models were 
concluded to be better than the daily.  
 
3.4.1 Route-Stop-TOD Bus Model Assumptions 
The outcome variable and independent variables having a linear, rather than 
curvilinear, relationship was checked first. Figure 5 shows the scatter plots of the 
independent variables versus the predicted response variable are made to check the 
assumption. The far left plot is predicted ridership versus observed and the far right is the 
distribution of log-transformed ridership. The plots in-between are all of the explanatory 
variables. The dummy variables are not included to simplify the figure. The BART and 
rail ridership variables have many zeros, because many of the route-stops do not have a 
rail station near them. The EOL_SOL variable ranges from 0 to 1. Values in-between 0 
and 1 are route-stops that are a terminus stop for either one or two of the three months 
included. The spread is fairly high for many of the plots, but there is not any curvilinear 
relationships.  
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Figure 5: Response Variable vs. Explanatory Variables Scatter Plots 
 
Multivariate normality assumes that the residuals are normally distributed 
(Greene 2003). Figure 6 and Figure 7 show the distribution of residuals and QQ plot for 
the route-stop-TOD bus model respectively. If the residuals had a perfect normal 
distribution, then the QQ plot would be a straight diagonal line. The distribution is not 
perfectly normal, but is adequate for the multivariate normality assumption to be valid.  
 
 
Figure 6: Bus Route-Stop-TOD Model Distribution of Residuals 
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Figure 7: Bus Route-Stop-TOD Model QQ Plot 
The no multi-collinearity assumption is to prevent two variables from explaining 
the same variance. This is an issue for DRMs. Variables such as employment density and 
frequency are going to be spatially correlated. Meaning that areas with high frequency 
typically have high employment density. There are a couple of ways to verify if your 
model has multi-collinearity. One is to create a correlation matrix and the other is to 
calculate variance inflation factors (VIF) (Murray et al. 2012; O’brien 2007). VIFs 
measure how much the variance of the estimated regression coefficients are inflated, 
compared to when the explanatory variables are not linearly related. Table 8 shows the 
correlation matrix and Table 9 shows the VIFs, both are for the bus route-stop-TOD 
model. To simplify Table 8, all dummy variables are left out of the correlation matrix. 
The column and row names have been abbreviated to help the table fit better. Appendix B 
is the full correlation matrix. The correlation of two variables ranges from -1 to 1, 
meaning perfectly uncorrelated and perfectly correlated respectively. Table 9 includes the 
same variables shown in Table 8. A rule-of-thumb is any variance factor above 10 is 
considered to be a result of multi-collinearity. Both of the tables show that employment 
density, frequency, housing density, and reliability variables invalidate the no multi-
collinearity assumption. This is a problem that spatial models, such as cross-sectional 
DRMs, face (Blainey and Preston 2010; Cardozo, García-Palomares, and Gutiérrez 
2012). In section 3.7 this problem is discussed further and a solution is discussed.  
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Table 8: Bus Route-Stop-TOD Model Correlation Matrix 
 EDD 
EMP FREQ_S 
EOL 
SOL 
HOUSING 
DEN_LOG 
INCOME 
100P 
PARK 
HOURLY ONTIME5 BART 
MUNI 
RAIL 
EDD_EMP 1.00 0.16 0.07 0.00 -0.15 0.66 0.11 0.21 0.15 
FREQ_S 0.16 1.00 -0.01 0.07 -0.08 0.14 0.02 0.02 -0.02 
EOL_SOL 0.07 -0.01 1.00 -0.10 0.06 0.06 -0.01 0.04 0.12 
HOUSING_09_DEN 0.00 0.07 -0.10 1.00 -0.23 0.19 0.04 -0.12 -0.12 
SHR_INCOME_100P -0.15 -0.08 0.06 -0.23 1.00 -0.20 0.01 -0.07 0.03 
PARK_HOURLY_AVG_ON 0.66 0.14 0.06 0.19 -0.20 1.00 0.09 0.17 0.08 
ONTIME5 0.11 0.02 -0.01 0.04 0.01 0.09 1.00 0.01 0.00 
AVG_BART 0.21 0.02 0.04 -0.12 -0.07 0.17 0.01 1.00 0.37 
MUNI_RAIL_AVG 0.15 -0.02 0.12 -0.12 0.03 0.08 0.00 0.37 1.00 
 
Table 9: Bus Route-Stop-TOD Model Variance Inflation Factors 
VIF Factor Features 
13.9 EDD_EMP_LOG 
25.4 FREQ_S_LOG 
1.1 EOL_SOL 
27.3 HOUSING_09_DEN_LOG 
6.3 SHR_INCOME_100P 
3.1 PARK_HOURLY_AVG_ON_LOG 
14.6 ONTIME5 
1.3 AVG_BART_LOG 
68.6 CLOSE_STOP 
1.3 MUNI_RAIL_AVG_LOG 
 
 
Heteroscedasticity assumes that the residuals of the model are not correlated with 
each other. This can be verified by plotting the residuals and visually checking for any 
patterns. Figure 8 shows the scatter plot of the residuals for the route-stop-TOD bus 
model. There is not a clear visual pattern, so the heteroscedasticity assumption is valid.  
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Figure 8: Bus Route-Stop-TOD Scatter Plot of Residuals 
 
 
3.4.2 Route-Stop-TOD Rail Model Assumptions 
The rail route-stop-TOD model requires the same four assumptions to be valid. 
The first being that the outcome variable and explanatory variables have a linear 
relationship. Figure 9 is scatter plots of the response variable, predicted log-transformed 
ridership, versus the explanatory variables. The far left is predicted ridership versus 
observed ridership and the far right is the distribution of the predicted ridership. Similar 
to the bus model, the spread is large, but there is not any evidence of a curvilinear 
relationship. Thus, the linear relationship assumption is valid.  
 
 
Figure 9: Response Variable vs. Explanatory Variables Scatter Plots 
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Multivariate normality assumes that the residuals are normally distributed. Figure 
10 and Figure 11 show the distribution of residuals and QQ plot for the route-stop-TOD 
rail model respectively. If the residuals had a perfect normal distribution, then the QQ 
plot would be a straight diagonal line. The distribution is not perfectly normal, but is 
adequate for the multivariate normality assumption to be valid.  
 
 
Figure 10: Rail Route-Stop-TOD Distribution of Residuals 
 
Figure 11: Rail Route-Stop-TOD QQ Plot 
The no multi-collinearity assumption, for the rail model, is verified the same way 
the bus model is. Table 10 and Table 11 are the correlation matrix and variance inflation 
factors, respectively, for the rail route-stop-TOD model. The rail and bus DRMs have the 
same issue, having certain explanatory variables correlated with each other. Both tables 
show that frequency, employment density, and housing density are correlated for the rail 
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model. The same three variables were found to be correlated in the bus model, section 3.7 
discusses the issue in more detail, and they are addressed in chapter 4. In spite of these 
limitations, we continue with the exercise of applying and validating these models, 
because the purpose is understanding what factors are influencing ridership. Chapter 4 
quantifies the effect that the influencing variables have on ridership.  
Table 10: Rail Route-Stop-TOD Model Correlation Matrix 
 
ED
D 
EM
P 
FREQ_
S 
HOUSING_DE
N 
AVG 
BAR
T 
MUN
I 
BUS 
AM
3 
6A
M 
AM
6 
9A
M 
AM
9 
2PM 
PM2 
4PM 
PM4 
7PM 
PM7 
10P
M 
J 
EDD_EMP_LOG 1.00 0.03 0.26 0.52 0.75 0.00 0.00 0.00 0.00 0.00 0.00 -0.02 
FREQ_S_LOG 0.03 1.00 0.03 0.02 0.03 -0.23 0.26 0.23 0.00 0.19 -0.05 
-
0.03 
HOUSING_09_DEN_LO
G 0.26 0.03 1.00 0.08 0.24 0.00 0.00 0.00 0.00 0.00 0.00 0.23 
AVG_BART_LOG 0.52 0.02 0.08 1.00 0.82 0.00 0.00 0.00 0.00 0.00 0.00 0.13 
MUNI_BUS_AVG 0.75 0.03 0.24 0.82 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.09 
AM3_6AM 0.00 -0.23 0.00 0.00 0.00 1.00 -0.17 
-
0.17 
-
0.17 
-
0.17 -0.17 0.00 
AM6_9AM 0.00 0.26 0.00 0.00 0.00 -0.17 1.00 
-
0.17 
-
0.17 
-
0.17 -0.17 0.00 
AM9_2PM 0.00 0.23 0.00 0.00 0.00 -0.17 
-
0.17 1.00 
-
0.17 
-
0.17 -0.17 0.00 
PM2_4PM 0.00 0.00 0.00 0.00 0.00 -0.17 
-
0.17 
-
0.17 1.00 
-
0.17 -0.17 0.00 
PM4_7PM 0.00 0.19 0.00 0.00 0.00 -0.17 
-
0.17 
-
0.17 
-
0.17 1.00 -0.17 0.00 
PM7_10PM 0.00 -0.05 0.00 0.00 0.00 -0.17 
-
0.17 
-
0.17 
-
0.17 
-
0.17 1.00 0.00 
J -0.02 -0.03 0.23 0.13 0.09 0.00 0.00 0.00 0.00 0.00 0.00 1.00 
 
 
Table 11: Rail Route-Stop-TOD Model Variance Inflation Factors 
VIF Factor Variables 
44.2 EDD_EMP_LOG 
28.9 FREQ_S_LOG 
48.4 HOUSING_09_DEN_LOG 
3.7 AVG_BART_LOG 
6.0 MUNI_BUS_AVG 
2.0 AM3_6AM 
2.6 AM6_9AM 
2.6 AM9_2PM 
2.2 PM2_4PM 
2.5 PM4_7PM 
2.2 PM7_10PM 
1.3 J 
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       Heteroscedasticity assumes that the residuals of the model are not correlated with 
each other (Greene 2003). This can be verified by plotting the residuals and visually 
checking for any patterns. Figure 12 shows the scatter plot of the residuals for the route-
stop-TOD rail model. There is not a clear visual pattern, so the homoscedasticity 
assumption is valid.  
 
Figure 12: Rail Route-Stop-TOD Model Scatter Plot of Residuals 
 
3.5 Model Application  
The model was applied with the 2009 data to evaluate the models accuracy. To 
evaluate the forecasting ability of the models, the 2009 bus and rail models were applied 
using an independent data set, 2016 data that was processed in the same manner as the 
2009 data. In contrast to the model estimation, which limited the data set to route-stops 
with observed data for all variables, the models were applied to the full set of route-stops 
in San Francisco (excluding a few outside the county line).  The focus of the examination 
was on how well the models predict change, rather than their cross-sectional fit.  
 
3.5.1 Route-Stop-Daily Model Results 
Table 12 shows the system-level results. The 2009 bus model under-predicts total 
ridership by 11%, and the rail model under-predicts total ridership by 13%.  Between 
2009 and 2016, the data show that bus ridership decreases by 13%, whereas the model 
predicts a 2% increase.  The data show rail ridership increasing by 17% over this period, 
while the model only predicts a 3% increase.  For the rail model, the percent root mean 
square error (RMSE) is slightly better for the 2016 application than the 2009 application. 
The opposite result is found for the bus model. The percent RMSE are fairly large due to 
the disaggregate nature of a route-stop. The percent RMSE is given at two aggregated 
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levels, stop and route. The general trend is that a better percent RMSE is found when 
more aggregated data is used. The average observed ridership for a bus route-stop is 70, a 
stop is 130, and a route is 5,500. For rail, the average observed ridership for a route-stop 
is 410, a stop is 530, and a route is 25,600.  
Table 12: System Level Route-Stop-Daily Model Application Results 
    Observed Ridership 
Modeled 
Ridership Difference 
Percent 
Difference 
Route-Stop 
% RMSE Stop % RMSE Route % RMSE 
Bus  2009 515,059 459,602 -55,456 -11% 409% 369% 150% 
  2016 449,819 467,522 17,704 4% 424% 369% 72% 
  Change -65,240 7,920           
  P Change -13% 2%           
Rail 2009 147,470 128,042 -19,428 -13% 67% 82% 20% 
  2016 171,442 131,721 -29,666 -18% 60% 79% 21% 
  Change 23,972 3,679           
  P Change 16% 3%           
 
3.5.2 Route-Stop-TOD Model Results 
Table 13 and Table 14 show the system-level results for the bus TOD model. The 
ridership totals for each year are slightly different than the daily totals. The process of 
aggregating the initial GTFS data from a time-of-day to a daily total causes the slight 
change.  The 2009 bus model under-predicts total ridership by 30%. Between 2009 and 
2016, the data show that bus ridership decreases by 14%, whereas the model only 
predicts a 6% decline. Generally the time period that has the largest miss-prediction is 
during the mid-day period, 9AM-2PM. Followed up by the typical AM and PM peak 
periods, 6AM-9AM and 4PM-7PM. The model results in Table 5 show that 9am-2pm 
had the highest coefficient. The large over-prediction could be due to the 9am-2pm being 
the longest TOD. The predicted totals are off by a good amount, but the focus of applying 
this model is to predict the change in ridership correctly. The TOD model predicts the 
change in ridership significantly better than the previous daily model.   
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Table 13: Bus System Level Route-Stop-TOD Predicted Totals Results 
Bus
. 
  Observed 
Ridership 
Modeled 
Ridership Difference 
Percent 
Difference 
Route-Stop % 
RMSE 
Stop % 
RMSE 
Route % 
RMSE 
2009
. 
3AM - 6AM 5,244 4,600 -644 -12%    
6AM - 9AM 101,219 74,180 -27,039 -27%    
9AM - 2PM 146,600 97,182 -49,418 -34%    
2PM - 4PM 80,002 61,643 -18,359 -23%    
4PM - 7PM 114,692 86,702 -27,990 -24%    
7PM - 
10PM 33,824 25,304 -8,520 -25% 
   
10PM - 
3AM 17,768 14,375 -3,393 -19% 
   
Total 522,531 363,985 -158,546 -30% 167% 184% 87% 
         
2016 
3AM - 6AM 4,225 3,887 -338 -8%    
6AM - 9AM 93,816 67,092 -26,724 -28%    
9AM - 2PM 136,013 99,951 -36,062 -27%    
2PM - 4PM 73,553 58,457 -15,096 -21%    
4PM - 7PM 98,835 77,922 -20,913 -21%    
7PM - 
10PM 30,208 24,492 -5,716 -19% 
   
10PM - 
3AM 14,911 12,155 -2,756 -18% 
   
Total 451,562 343,956 -107,606 -24% 165% 200% 69% 
 
Table 14: Bus System Level Route-Stop-TOD Predicted Change Results 
TOD Observed Change Modeled Change Observed % Change Modeled % Change 
3AM - 6AM -1,019 -713 -19% -16% 
6AM - 9AM -7,403 -7,088 -7% -10% 
9AM - 2PM -10,587 2,769 -7% 3% 
2PM - 4PM -6,449 -3,186 -8% -5% 
4PM - 7PM -15,857 -8,780 -14% -10% 
7PM - 10PM -3,616 -812 -11% -3% 
10PM - 3AM -2,857 -2,220 -16% -15% 
Total -70,969 -20,030 -14% -6% 
 
Table 15 and Table 16 show the system-level results for the rail TOD model. 
Similar to the bus models, the observed TOD ridership totals are slightly different than 
the daily totals. The slight change is due to the same aggregating process. The 2009 rail 
model under-predicts total ridership by 26%. Between 2009 and 2016, the data show that 
rail ridership increases by 17%, whereas the model under-predicts a 6% increase. The 
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time-period constants do not follow the same trend as the bus model. The only noticeable 
trend for the rail model is that the overnight periods are generally under-predicted. The 
model results in Table 7 do show that the overnight TODs have the lowest coefficients. 
With that being said, it is intuitive for them to be lower, because overnight ridership 
during weekdays should be lower than during the day. The estimated ridership totals are 
off by a good amount for the rail model too, but the focus was on how well the model 
predicted change. When comparing the TOD and daily rail models, the accuracy of the 
model to predict change increases.  
 
Table 15: Rail System Level Route-Stop-TOD Predicted Ridership Totals Results 
Rail
. 
    Observed Ridership 
Modeled 
Ridership Difference 
Percent 
Difference 
Route-Stop % 
RMSE 
Stop % 
RMSE 
Route % 
RMSE 
2009
. 
3AM - 6AM 9,701 6,422 (3,279) -34%       
6AM - 9AM 25,870 18,076 (7,793) -30%       
9AM - 2PM 40,064 30,620 (9,444) -24%       
2PM - 4PM 19,883 16,364 (3,519) -18%       
4PM - 7PM 35,176 25,584 (9,592) -27%       
7PM - 
10PM 11,158 7,958 (3,200) -29%       
10PM - 
3AM 4,273 2,999 (1,273) -30%       
Total 146,124 108,024 (38,100) -26% 103% 124% 38% 
                  
2016 
3AM - 6AM 2,925 6,640 3,715 127%       
6AM - 9AM 38,768 19,892 (18,876) -49%       
9AM - 2PM 43,070 31,602 (11,468) -27%       
2PM - 4PM 24,734 18,581 (6,153) -25%       
4PM - 7PM 44,049 27,369 (16,680) -38%       
7PM - 
10PM 14,638 8,199 (6,439) -44%       
10PM - 
3AM 3,258 2,701 (557) -17%       
Total 171,442 114,985 (56,457) -33% 111% 165% 53% 
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Table 16: Rail System Level Route-Stop-TOD Predicted Ridership Change Results 
TOD Observed Change Modeled Change Observed % Change Modeled % Change 
3AM - 6AM (6,776) 218 -70% 3% 
6AM - 9AM 12,898 1,816 50% 10% 
9AM - 2PM 3,006 982 8% 3% 
2PM - 4PM 4,851 2,217 24% 14% 
4PM - 7PM 8,873 1,785 25% 7% 
7PM - 10PM 3,480 241 31% 3% 
10PM - 3AM (1,015) (298) -24% -10% 
Total 25,318 6,961 17% 6% 
 
3.5.3 Model Accuracy 
 Both the rail and bus models miss-predict ridership. One way to combat miss-
predictions is to calibrate the TOD dummies to match the TOD observed totals. 
Calibrating the TOD dummies was tested, but adjusting the TOD dummies to match 2009 
conditions then applying them to 2016 significantly altered the predicted change. The 
purpose of this chapter is to apply the model to understand what factors are influencing 
changes in transit ridership, so the model was not calibrated. 
Figure 13 and Figure 14 show maps comparing the growth in observed ridership 
versus the growth in route-stop modeled ridership.  Green circles indicate stops where the 
model predicts too much ridership growth (or too little decline), while red circles indicate 
stops where the model predicts too little ridership growth (or too much decline).  Larger 
circles indicate a larger absolute difference between the observed and modeled change. 
The model was applied at an aggregated stop-level for mapping purposes. The route-
stops map to the same location and overlap each other on the map. 
The bus map does not show an obvious pattern, beyond a general under-
estimation of the decline in bus ridership, focused in particular along the Market Street 
corridor in the Northeast portion of San Francisco.  The rail map shows that the model 
under-estimates the growth of rail ridership at all but a few stops. The stops with the 
largest radii, meaning largest absolute difference, are underground stations that are shared 
with Bay Area Rapid Transit (BART). These are high-traffic stops with many riders 
boarding and alighting.  
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Figure 13: Snapshot of Bus Model Accuracy 
Each marker is a bus stop, with the radius being based on the absolute difference between modeled growth and 
observed growth and the color based on percent difference between modeled growth and observed growth, dark 
green being when the model greatly overestimates and the opposite for dark red. 1 inch is approximately 3 
inches. 
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Figure 14: Snapshot of Rail Model Accuracy 
Each marker is a bus stop, with the radius being based on the absolute difference between modeled growth and 
observed growth and the color based on percent difference between modeled growth and observed growth, dark 
green being when the model greatly overestimates and the opposite for dark red. 1 inch is approximately 3 miles.  
 
 
3.6 Factors Affecting Change 
To better understand what is driving the change in ridership between the two 
years, a series of sensitivity tests were conducted with the models.  The tests focused on 
the subset of route-stops present in both 2009 and 2016. A baseline total in ridership is 
estimated by applying the model to route-stops present in both years, using 2009 data 
only. Then one isolation variable is chosen, for which 2016 data is substituted. The total 
ridership found after substituting for the isolation variable is then compared to the 2009 
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baseline total. This follows past work to understand the factors that drive changes in 
transit ridership, (Upchurch and Kuby 2013), and provides a means for understanding the 
magnitude of change that can be attributed to that variable.   
3.6.1 Route-Stop-Daily Factors Affecting Change Results 
  Table 17 shows the results of factors affecting change (FAC) exercise using the 
bus model.  The coefficient for frequency was mentioned before to be high, and it shows 
up here again with a 3 percent increase in frequency resulting in ridership increasing by 
21 percent. San Francisco has experienced favorable economic growth in recent years 
and that is picked up by the high income variable increasing 6 percent, resulting in a 4 
percent decrease in bus ridership. MUNI rail ridership has grown significantly and is 
found to complement bus ridership leading to an increase of 8 percent. Close stops is 
picking up recent changes in route configurations where the MUNI forward program is 
reducing the number of stops along a route. Employment has grown resulting in bus 
ridership increasing 4 percent. The bus system overall has become more unreliable 
resulting in a decrease of 4 percent in ridership. The other variables do not experience 
much change and thus have a minimal effect on bus ridership.  There is a decline in 
ridership associated with route-stops in 2009 but not 2016, and an increase associated 
with route-stops in 2016 but not 2009. The removed and added route-stops dominate the 
change in ridership, contributing to a 36% decline and 15% incline in bus ridership 
respectively. This is due to issues when linking the route-stops between years. It covers 
cases where a stop has been moved, eliminated or added, or where a route does not have 
a direct correspondence between the two years. Given the schedule changes associated 
with Muni Forward, this is common. Parking data was only available for 2014, so there 
was not any observed change in the data. This resulted in the on-street parking cost 
variable not contributing to the change in ridership.  
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Table 17: FAC in Route-Stop-Daily Modeled Bus Ridership between 2009 and 2016 
  Average Values (without 
log) 
Associated Ridership 
Change 
 
Variable Coefficient 2009 2016 % Diff Absolute Percent% 
Elasticity   
_ 
Intercept -0.8151       
Potential Demand        
EDD Employment (Log) 0.1337 1197 1434 20% 10,403 4% 0.19 
Housing Density (Log) 0.1056 384 396 3% 2,236 1% 0.26 
On-Street Parking Cost (Log) (2014 $) 0.0231 $0.94 $0.93 -1% (173) 0% 0.10 
Share of High Income Households 
(2009 $) -1.2371 0.36 0.38 6% (11,245) -4% -0.75 
BART Ridership (Log) 0.059 282 294 4% 601 0% 0.05 
MUNI Rail Ridership 7.40E-05 162 480 197% 11,959 8% 0.04 
Transbay Terminal (Bus Station) 0.8029 0.002 0.008 
278
% 5,076 2% 0.01 
Transit Supply        
Frequency (Log) 2.8359 3.93 4.05 3% 37,224 21% 6.89 
Reliability 0.5476 0.63 0.58 -8% (11,091) -4% 0.49 
Close Route-Stops -1.2928 0.90 0.90 0% 18,458 7% -0.72 
Bus Terminus 0.7281 0.05 0.05 1% 573 0% 0.16 
Limited Route Configuration -1.2006 0.02 0.03 18% (589) 0% -0.01 
Express Route Configuration -1.911 0.10 0.10 -2% 1,120 0% -0.18 
Total for Route Stops Present in Both Years--each term applied 
separately 
*Percent change uses ridership for route-stops present in both years 
             64,552  35%  
Total for Route Stops Present in Both Years - all terms 
applied together 
*Percent change uses ridership for all route-stops 
  64,081 12%  
Total for Route Stops Dropped     (187,043) -36%  
Total for Route Stops Added     130,882 25%  
System Total     7,920 2%  
 
Table 18 shows the factors affecting change (FAC) sensitivity analysis for the rail 
model.  The changes appear reasonable given the trends in the data, and the frequency 
contribution is more modest than in the bus model. For the rail model, the bus ridership 
variable leads to a decrease in rail ridership, whereas the opposite effect is found for rail 
ridership in the bus model.  This is because the rail system complements the bus system. 
Rail ridership has increased leading to an increase in bus ridership, while bus ridership 
has experienced a decline resulting in a decrease in bus ridership. Rail ridership being 
more sensitive to housing density than buses is shown by the contribution to rail ridership 
being 4 times larger than bus. MUNI rail has not made any skip-stop service change, so 
the close route stop variable is picking up on the route-stops competing with each other. 
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Table 18: FAC in Route-Stop-Daily Modeled Rail Ridership between 2009 and 2016 
  Average Values (without log) 
Associated Ridership 
Change   
Variable  Coefficient 2009 2016 % Diff Absolute Percent% 
Elasticity
__ 
Intercept 2.1822             
Potential Demand               
EDD Employment (Log) 0.1607 11926 14933 25% 4,119 3% 0.13 
Housing Density (Log) 0.2755 1789 1985 11% 5,116 4% 0.37 
BART Ridership (Log) -0.0652 1473 1348 -8% -21 0% -0.07 
Bus Ridership 6.15E-05 4297 3977 -7% -3,959 -3% 0.42 
Transit Supply               
Frequency (Log) 0.3042 4.5 4.83 7% 3,181 3% 0.34 
Close Route-Stop -0.3706 0.83 0.86 3% -3,290 -3% -0.83 
Rail Terminus 0.3129 0.08 0.08 -6% -415 0% 0.05 
Route J Route-Stops -0.6166 0.16 0.16 0%                    -    0% -0.62 
Totals               
Total for Route Stops Present in Both Years--each term applied 
separately 
*Percent change uses ridership for route-stops present in both 
years 
 4,733 4%   
Total for Route Stops Present in Both Years - all terms applied 
together  
*Percent change uses ridership for all route-stops  
  4,115 3%   
Total for Route Stops Dropped   -2,067 -1%   
Total for Route Stops Added     1,631 1%   
System Total       3,679 3%   
 
3.6.2 Route-Stop-TOD Factors Affecting Change Results 
 Table 19 shows the results of this exercise using the bus route-stop-TOD model.  
The coefficient for frequency is reduced to a more reasonable effect, and it shows up here 
again with increases in frequency resulting in ridership increasing by 2 percent. The high 
income variable shows up again with an increase in high income households resulting in 
a 4 percent decrease of bus ridership. MUNI light-rail ridership is still found to 
complement bus ridership. The bus system overall has become more unreliable resulting 
in a decrease of 1 percent in ridership. The Transbay terminal was moved during this 
period to accommodate the construction of a new terminal. Most likely the 2 percent 
increase in ridership is associated to the terminal moving to an area of higher ridership. 
The other variables do not experience much change and thus have a minimal effect on 
bus ridership.  There is a decline in ridership associated with route-stops that were 
removed some-time between 2009 and 2016, and an increase associated with route-stops 
added some-time between 2009 and 2016. Again the change in bus ridership is dominated 
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by the removed and added stops. The time-of-day variables are excluded, because the 
variables are time-invariant and to simplify the table. Even after accounting for intuitive 
variables, such as employment and frequency, the model is still under-predicting the 
change in ridership by 8%. In chapter 4 a transportation network company (TNC) 
variable is introduced, which may be able to explain a large portion of the residual. 
   
Table 19: FAC in Route-Stop-TOD Modeled Bus Ridership between 2009 and 2016 
 
  Average Values (without 
log) 
Associated Ridership 
Change 
 
Variable Coefficient 2009 2016 
% 
Diff Absolute Percent% 
Elasticity
_ 
Intercept        
Potential Demand        
EDD Employment (Log) 0.124 935 1136 21% 7,929 4% 0.12 
Housing Density (Log) 0.085 395 406 3% 1,308 1% 0.08 
On-Street Parking Cost (Log) (2014 
$) 0.053 $0.84 $0.83 -1% (119) 0% 0.05 
High Income Households (2009 $) -1.178 0.37 0.39 5% (9,344) -4% -0.69 
BART Ridership (Log) 0.054 236 248 5% 433 0% 0.05 
MUNI Rail Ridership (Log) 0.046 122 342 180% 1,894 1% 0.05 
Transbay Terminal (Bus Station) 0.78 0.00139 
0.0079
6 473% 5,168 2% 1.18 
Transit Supply        
Frequency (Log) 1.323 4.19 4.22 1% 5,267 2% 1.32 
Reliability 0.174 0.64 0.60 -6% (2,622) -1% 0.19 
Close Route-Stops -1.000 0.98 0.97 -1% 8 0% -0.63 
Bus Terminus 0.847 0.0356 0.0359 1% 0 0% 1.33 
Limited Route Configuration 0.102 0.0139 0.0158 14% - 0% 0.11 
Express Route Configuration -0.111 0.00841 
0.0078
7 -6% - 0% -0.11 
Total for Route Stops Present in Both Years--each term applied separately 
*Percent change uses ridership for route-stops present in both years 
 9,923 7%  
Total for Route Stops Present in Both Years - all terms applied together  
*Percent change uses ridership for all route-stops 9,784 2% 
 
Total for Route Stops Dropped     -171,529 -33%  
Total for Route Stops Added     131,636 25%  
System Total     -30,108 -6%  
 
Table 20 shows the sensitivity analysis for the rail model.  The changes appear 
reasonable given the trends in the data. Since bus ridership is decreasing, the bus 
ridership variable leads to a decrease in rail ridership. The rail model finds bus ridership 
complementing rail ridership. The increase in employment contributes the most change in 
ridership, with a 4 percent increase. Similar to the daily model the decline in bus 
ridership is decreasing rail ridership, due to the two modes complementing each other.  
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Table 20: FAC in Route-Stop-TOD Rail Ridership between 2009 and 2016 
  Average Values (without log) Associated Ridership Change 
 
Variable Coefficient 2009 2016 % Diff Absolute Percent% Elasticity 
Intercept -0.575       
Potential Demand        
EDD Employment (Log) 0.170 11618 15167 31% 3,893 4% 0.17 
Housing Density (Log) 0.121 1774 2019 14% 1,613 2% 0.12 
BART Ridership (Log) -0.0491 1542 1384 -10% 38 0% -0.05 
Bus Ridership 5.11E-0.5 4288 4067 -5% (2,451) -2% 5.11E-0.5 
Transit Supply        
Frequency (Log) 0.409 4.93 5.32 8% 2,039 2% 0.41 
Route J Route-Stops -0.6019 0.15 0.16 7% - 0% -0.45 
Totals        
Total for Route Stops Present in Both Years--each term applied 
separately 
*Percent change uses  ridership for route-stops present in both years 
 5,227 6%  
Total for Route Stops Present in Both Years - all terms applied together  
*Percent change uses ridership for all route-stops 5,230 6% 
 
Total for Route Stops Dropped   -2,067 -1%  
Total for Route Stops Added   1,631 1%  
System Total    4,669 6%  
 
 Overall the time-of-day models predict the change in MUNI bus and light rail 
ridership better than the daily model. The time-of-day bus model has a more reasonable 
sensitivity to frequency than the daily, which provided better results. These results 
suggest variables that change throughout a day, such as transit performance and supply, 
should be estimated by time-of-day. Having the data at a time-of-day aggregation allows 
for the model to see how a variable varies throughout the day and provides more 
reasonable results.  
 
3.7 Conclusions  
This chapter demonstrated the application of a rail and cross-sectional bus direct 
ridership model (DRM) to understand what factors are affecting transit ridership.  This 
was for the MUNI transit system in San Francisco. The model is effective in predicting 
ridership cross-sectionally for a given year, and the TOD models even predicted the 
direction of change correctly for both modes. The purpose of this chapter was to explore 
the relationships between the MUNI rail and bus ridership with various factors. The result 
is that bus ridership is most-sensitive to frequency and employment, whereas rail 
ridership is most-sensitive to employment and housing density.  
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Cross-sectional DRMs were estimated at two temporal resolutions, daily and by 
time-of-day (TOD). The daily bus model was found to be overly-sensitive to frequency, 
relative to previous research (Erhardt et al. 2017; Taylor et al. 2009). Once frequency is 
disaggregated to a TOD, then the model’s sensitivity becomes more reasonable. This 
suggests that transit performance measures, such as reliability and frequency, should be 
estimated at TOD temporal resolution to understand their effect on ridership.  
There are limitations to cross-sectional ridership models. In particular issues with 
multi-collinearity. The no multi-collinearity assumption is discussed in Section 3.5, and a 
few of the explanatory variables are found to be correlated with each other. Meaning that 
the area of San Francisco with the highest frequency is also the area with the highest 
employment density. This makes it difficult for the estimation process to separate the 
effect of each variable. This issue is difficult to avoid when using cross-sectional models, 
but chapter 4 uses a fixed effects panel model to overcome the multi-collinearity issue.  
To better understand what factors drive the changes in transit ridership, a series of 
sensitivity tests were conducted to isolate the effects of each variable in the model.  This 
analysis showed modest changes across a number of variables in the rail model.  While 
these sensitivities appear reasonable, they do not capture all of the observed increase in 
rail ridership. The bus ridership decline was under-predicted by 8% and the rail incline 
was under-predicted by 11%.  
It appears that there are real-world trends, over this period, that the models are not 
able to capture.  The divergent rail and bus ridership trajectories are noteworthy, it would 
be valuable to understand what is driving that divergence. One possibility is that travelers 
are making an increased use of transportation network companies (TNCs) as a substitute 
for bus trips, while increasing accessibility for rail trips, as hypothesized by Erhardt 
(2016). TNCs have experienced noteworthy growth with the inception of the mode in 
2009, and with TNCs now comprising 15% of intra-San Francisco vehicle trips 
(Castiglione et al. 2017). Current research has various results on TNCs relationship with 
transit, but the lack of TNC trip data rather than geographic location is most likely the 
cause (Murphy et al. 2016; Clewlow and Mishra 2017). Chapter 4 estimates fixed-effects 
panel models with TNC trip data, as a TNC variable, to understand the impact that TNCs 
have on transit ridership.  
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Chapter 4 Evaluating the Effects of TNCs on Transit 
Ridership 
The previous chapter used cross-sectional direct ridership models (DRMs) to 
understand what factors are influencing MUNI light rail and bus ridership. The 
significant variables were used as a starting point for the fixed-effects panel models 
estimated in this chapter. The purpose of this chapter is to use fixed-effects panel models, 
along with a transportation network company (TNC) variable, to understand what is 
contributing to the diverging rail and bus ridership trends. First, background on panel 
models and TNCs is provided. Then the data is discussed, including a brief discussion of 
the TNC data processing. Next, the model results are presented and interpreted. The 
model is then applied and compared to observed ridership. Sensitivity tests are used to 
determine how much each variable contributes to the change in ridership. Finally, 
conclusions and next steps are discussed.  
4.1 Introduction 
DRMs are typically estimated from cross-sectional data for a specific time period, 
typically a year. This helps to find correlations between transit ridership and variables 
(Kerkman, Martens, and Meurs 2014). Cross-sectional DRMs use the spatial location of a 
bus stop to assign demand driver data, such as employment. This can lead to explanatory 
variables being correlated with each other. For example, in chapter 2 we found highly 
dense employment areas to be where high frequency transit operates. The correlation 
voids the no multi-collinearity assumption that all linear models must assume. This 
chapter overcomes the limitation of multi-collinearity and lack of a TNC variable, by 
introducing a TNC variable in a fixed-effects panel model.  
Panel models have data for the same entities for multiple points in time, and they 
look at how much each explanatory variable contributes to the dependent variable’s 
change. This helps to determine causation for the factors found to be correlated with 
transit ridership. For example, we might interpret employment increases to cause transit 
ridership increases. Fixed-effects panel model adds an intercept to each entity, in this 
case a bus or rail stop, to help avoid multi-collinearity.  
Panel models are an econometric tool and are more commonly used for research 
in economics (Greene 2003). There are instances where this tool has been applied for 
research involving transit ridership (Iseki and Ali 2015; Kennedy 2013; Kitamura 1990). 
Iseki and Ali (2015) estimate panel models for 10 US urbanized areas. They find that 
transit ridership is influenced greater by internal factors, meaning that factors controlled 
by the transit agency, such as reliability, have a greater influence than external factors, 
such as gas prices. Kennedy (2013) performs a corridor level analysis for selected New 
Zealand cities. He looks at service changes to specific corridors, and ultimately helps to 
optimize the New Zealand transit service changes. Kitamura (1990) provides an overview 
of the proper utilization of panel models to understand travel behavior. He discusses how 
panel models help to eliminate multi-collinearity in detail. 
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The term transportation network company was coined by the California 
legislation when Uber, formerly known as UberCab, first began in 2009. The term refers 
to companies that are considered ride-sourcing, such as Uber and Lyft. TNCs are 
properly defined as companies who use online platforms to connect passengers with 
drivers who use personal, non-commercial, vehicles. New features of Uber and Lyft, 
UberPool and Lyft Line respectively, fall under ride-splitting rather than ride-sourcing. 
These services allow multiple passengers to share the same vehicle and the passengers 
split the cost of the trip. The latest change announced, which is not being implemented 
currently, is fixed stop locations. The change is only for UberPool and encourages users 
to walk a block or two before being picked up. The location is more efficient for the 
overall trip. The structure resembles fixed route transit, which is the same way MUNI 
buses operate.  
Shared-Use Mobility Center (SUMC) published a report that summarizes results 
from a survey given to transit agencies in 7 major cities (Murphy et al. 2016). The results 
concluded that recreational/social trips were over half of the ride-sourcing trip purposes. 
The report concluded with the statement that shared modes, in general, reduce automobile 
ownership and thus complement transit. San Francisco was included in the study and 
Figure 15 shows a couple of graphs from the report. The graphs compare weekday transit 
capacity to weekday TNC demand. Units for transit capacity are seat stops per hour, and 
units for TNC demand are mean surge multiplier.  
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Figure 15: Weekday Transit Capacity (Top) vs. Average Ride-sourcing Demand 
(Bottom) 
*This figure is taken directly from (Murphy et al. 2016) 
San Francisco follows intuitive expectations regarding transit capacity, with it 
having an AM/PM peak periods and a peak of around 100,000,000 seat stops per hour. 
However, San Francisco does stand out when looking at the TNC demand graph. For 
many of the cities there is an AM and PM peak in demand, but San Francisco has more 
pronounced peaks. This could be attributed to Uber starting in San Francisco and having 
a more mature user base. Surge multiplier isn’t directly demand. However, the graph in 
Figure 16, from the SFCTA report, has a similar distribution of trips throughout an 
average weekday. SUMC concludes that TNCs fill in the gaps that transit service 
coverage leaves, typically late at night. Figure 15 and Figure 16 contradict the conclusion 
and show that throughout an average weekday TNC use follows a similar pattern that 
transit use has.  
Uber and Lyft have a long history with San Francisco. Both companies were 
founded and started there. There are over 170,000 TNC trips made on an average 
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weekday within San Francisco, in comparison to 11,000 transit vehicle trips and 940,000 
automobile trips. (Castiglione et al. 2017). They find that TNC ridership is distributed 
diurnally throughout the day, meaning that there is two distinct peaks. Figure 16 shows 
the distribution for a typical Wednesday. The PM peak is much larger than the AM and 
decreases at a slower rate. This suggests that, in San Francisco, TNCs are used for daily 
commutes.  
 
 
Figure 16: Distribution of TNC Ridership vs. Taxi Ridership (Average Wednesday) 
*This figure is taken directly from (Castiglione et al. 2017) 
A related question is that of the effect on auto ownership.  A report on households 
joining car-sharing (such as Zipcar) shows that households reduce the number of private 
vehicles owned after joining a car-sharing program (Martin, Shaheen, and Lidicker 
2010). The effect of TNCs on car ownership remains unknown.   
A survey of TNC users in San Francisco found that most TNC trips were made 
for recreational purposes by wealthy and young individuals. (Rayle et al. 2014) The 
survey helped to provide insight on who is using TNCs. Other research has found that 
TNCs complement transit ridership, but only Bay Area Rapid Transit (BART) riders are 
sampled for San Francisco. (Murphy et al. 2016) The paper focuses on TNCs improving 
accessibility to transit stations, but the relationship seems more intuitive for commuter 
rail ridership and not bus ridership. A report by the Institute of Transportation Studies 
states that the effect TNCs have on transit ridership is complex and varies by mode. 
(Clewlow and Mishra 2017) The report uses survey data to find that after using a TNC a 
person uses buses 6% less, light rail 3% less, and commuter rail 3% more.  
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Previous research is not unified on whether or not TNCs complement or compete 
with transit. The diverging ridership trends discussed in chapter 1 promotes the 
hypothesis that TNCs complement MUNI light-rail, but compete with MUNI buses. The 
hypothesis is tested in this chapter and ultimately the effect TNCs have on MUNI light-
rail and bus ridership is quantified. It does so using a novel trip data set that provides the 
most complete inventory to date of TNC usage. 
4.2 Data  
 The purpose of this section is to discuss the data used for the panel models. The 
new TNC variable and nuances of panel model data is discussed.  
 The significant variables found in chapter 3 are used as a starting point for the 
panel models. The data used in the panel models is the same that is used in the cross-
sectional DRMs. Refer to section 3.2 for descriptions of the data. For this section only the 
new TNC variable is described. All variables with log in parenthesis have been log-
transformed the same way they are for the cross-sectional DRMs.  
The models in chapter 3 estimate ridership for a route-stop and route-stop-TOD, 
but the to estimate the panel models properly the route-stop-TODs have to be present in 
both years. The route-stop-TOD service changes in the bus data caused a large portion of 
the route-stop-TODs to not be present in both years. Thus, the bus data was aggregated to 
a stop-TOD level. A bus stop-TOD has bus data aggregated, across all routes stopping at 
a bus stop, to the same 7 times-of-day (TODs). The MUNI light rail system did not 
experience as many service changes, and have significantly fewer route-stops. Meaning 
that the MUNI light rail data did not have to be aggregated to a stop level.  
Panel Models drop out time-invariant variables, meaning variables that do not 
change over the study period are dropped out. These may be variables that are correlated 
with ridership, but do not cause a change in ridership.  An example would be terminus 
stops. In the previous chapter end-of-line and start-of-line stops were found to be 
positively correlated with transit ridership. The total number of terminus stops do not 
change much through the years, so they do not cause ridership to change.  
 
4.2.1 Transportation Network Company (TNC) Trip Data 
TNCs, such as Uber, operate through an application programming interface (API). 
APIs are typically used in the background of apps to provide a convenient interface for 
users. A TNC driver “clocks in” and sends his location to the API, which is then sent to 
the TNC app for riders to be linked with. The API works as a middle man between a 
driver and user. Researchers in San Francisco at Northeastern University developed a 
methodology to “scrape” the Uber and Lyft APIs for archived trip data. This provided 
TNC trip data for a 6-week period in the fall of 2016. The TNC trip data includes all 
Uber and Lyft services, such as UberPool and Lyft Line. A TNC vehicle’s location is 
pinged every five seconds, and the user’s pickup and drop off locations are reported. The 
pickup location is defined as the location a TNC vehicle goes “offline”, meaning that the 
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driver has accepted a ride. This is not exactly where the user is being picked up, but it is 
likely to be close, when driving in a dense city, like San Francisco. The drop off location 
is when a TNC vehicle goes back “online”. This is the moment a user reaches their 
destination, and the driver can accept a new ride. For this research, additional processing 
was performed by SFCTA, and a detailed description can be found in their report 
(Castiglione et al. 2017). The same stop-buffer process discussed in chapter 3 is used to 
get the number of TNC pickups and drop offs within walking distance of a stop by time-
of-day. The years considered in this chapter are the same as chapter 3, 2009 and 2016. 
Since there are only two years it is identical to a first-difference panel model. The TNC 
trip data is used to create a TNC variable for 2016. Uber and Lyft launched in San 
Francisco after 2009, so ridership is considered to be 0 in 2009. 
 
4.3 Model Estimation 
This section presents the model methodology and estimation results for the MUNI bus 
and light rail panel models. 
 
4.3.1 Modeling Approach 
A random effects panel model requires the assumption that the independent 
variables are not correlated between stations. Variables, such as employment and 
frequent transit, cannot be clustered in the same part of a city. This is found to be true in 
chapter 3, so a random effects model cannot be used.  
Pooled ordinary least squares (OLS) models are another type of panel model, but 
they are typically used to determine correlation. Correlated variables have already been 
found using cross-sectional DRMs. 
 A fixed effects model adds an intercept to each entity, bus/rail stop. The intercept 
removes any cross-sectional correlation within a specific year. Instead the model only 
considers the change in ridership for each stop. Essentially the model eliminates the 
effect of where the bus is located. This mitigates or solves the issue of multi-collinearity 
that cross-sectional DRMs can have.  
A limitation of panel models is that the entities, bus/rail stops, must link between 
years. Meaning a route-stop-tod in 2009 must also be present in 2016. This was an issue 
for the bus route-stop-TODs, and is why the data had to be aggregated from a route-stop-
tod to a stop-tod.  
4.3.2 Model Equation 
The models are a hybrid of a log-log and log-level. Some of the explanatory 
variables have been transformed specifying a log-log relationship. Others are not, 
keeping them as a log-level relationship. A sample equation for the bus fixed-effects 
panel model and the rearranged version that was used to apply the model is shown below. 
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The sample equation only includes one variable for each specification. The full equation 
can be found in appendix C.  
 
Equation 3: Bus Stop Fixed-Effects Panel Sample Model Equation ln�𝐴𝐴𝐴𝐴𝐴𝐴_𝑟𝑟𝑟𝑟𝑟𝑟𝑒𝑒16,𝑜𝑜) − ln (𝐴𝐴𝐴𝐴𝐴𝐴𝑅𝑅𝑜𝑜𝑇𝑇𝑇𝑇09,𝑜𝑜�=  𝛼𝛼𝑜𝑜 +  𝛽𝛽𝑇𝑇𝑇𝑇𝑒𝑒 ∗ �ln�emp16,𝑜𝑜) − ln (emp09,𝑜𝑜�� + 𝛽𝛽𝐿𝐿𝑇𝑇𝑜𝑜𝑜𝑜𝑇𝑇𝑇𝑇5 ∗ �ontime516,𝑜𝑜 − ontime509,𝑜𝑜�+  𝜀𝜀𝑜𝑜,𝑜𝑜 
Equation 4: Bus Stop Fixed-Effects Panel Sample Applied Equation 
𝐴𝐴𝐴𝐴𝐴𝐴_𝑟𝑟𝑟𝑟𝑟𝑟𝑒𝑒16𝑜𝑜 = [𝑒𝑒𝛼𝛼𝑜𝑜 ∗ �emp16,𝑜𝑜emp09,𝑜𝑜  �𝛽𝛽𝑒𝑒𝑒𝑒𝑒𝑒 ∗ e𝛽𝛽𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑒𝑒𝑒𝑒5∗(ontime516,𝑜𝑜−ontime509,𝑜𝑜)] ] ∗ 𝐴𝐴𝐴𝐴𝐴𝐴_𝑟𝑟𝑟𝑟𝑟𝑟𝑒𝑒09,𝑜𝑜+  𝜀𝜀𝑜𝑜,𝑜𝑜 
 
• 𝐴𝐴𝐴𝐴𝐴𝐴_𝑟𝑟𝑟𝑟𝑟𝑟𝑒𝑒16,𝑜𝑜 = The average of the boardings and alightings at stop i for 2016 
• 𝐴𝐴𝐴𝐴𝐴𝐴_𝑟𝑟𝑟𝑟𝑟𝑟𝑒𝑒09,𝑜𝑜 = the average of the boardings and alight at stop i for 2009 
• 𝛼𝛼𝑜𝑜 = an intercept added to stop i (eliminates spatial correlation) 
• 𝛽𝛽𝑇𝑇𝑇𝑇𝑒𝑒 = coefficient for employment density 
• 𝐸𝐸𝐸𝐸𝐸𝐸 16,𝑜𝑜= Employment density at stop i for 2016 
• 𝐸𝐸𝐸𝐸𝐸𝐸09,𝑜𝑜 = Employment density at stop i for 2009 
• 𝛽𝛽𝐿𝐿𝑇𝑇𝑜𝑜𝑜𝑜𝑇𝑇𝑇𝑇5 = coefficient for reliability 
• 𝑂𝑂𝐿𝐿𝐷𝐷𝑟𝑟𝐸𝐸𝑒𝑒516,𝑜𝑜 = reliability at stop i for 2016 
• 𝑂𝑂𝐿𝐿𝐷𝐷𝑟𝑟𝐸𝐸𝑒𝑒509,𝑜𝑜 = reliability at stop i for 2009 
• 𝜀𝜀𝑜𝑜,𝑜𝑜 = error term for each stop in each year 
 
4.3.3 Bus Stop-TOD Fixed Effects Panel Model Results 
 The python linear models package (Python n.d.) was used to estimate the fixed 
effect panel models. The dependent variable is the difference of 2016 and 2009 log 
transformed ridership. Ridership is defined as the average of passengers boarding and 
alighting at each stop-tod. The log transformation is made due to the ridership data being 
skewed towards 0. Table 21 shows the results of the model estimation.  
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Table 21: Bus Stop-TOD Fixed Effects Panel Model Results 
Variable Variable Name Coefficients T-Statistics  
Potential Demand    R-squared  
Within (Independent Variables) 
EDD Employment (Log) EDD_EMP_LOG 0.035 7.15 0.039 
Housing Density (Log) HOUSING_DEN_LOG 0.208 5.47  
Share of High Income Households (2009 $) SHR_INCOME_100P -0.108 -2.42  
TNC Ridership (Log) AVG_TNC_LOG -0.033 -15.41  
Transit Supply    R-Squared  
Between (Independent Variables) 
Frequency (Log) FREQ_S_LOG 0.229 13.75 0.724 
Reliability ONTIME5 0.192 8.89  
TOD Trends     
10pm - 3am Trend PM10_3AM -0.080 -7.51  
 
Each of the terms included in the model are significant at the 95% level, or better.  
For those variables that are log-transformed, the coefficients can be interpreted directly as 
an elasticity, since the left-hand side is also log transformed. The untransformed 
coefficients can be interpreted by an increase of 1 results in a (𝑒𝑒𝛽𝛽𝑥𝑥 − 1) ∗ 100 percent 
increase in ridership. For a rough comparison, untransformed variable coefficients can be 
multiplied by 100 to compare to log-transformed coefficients. When an untransformed 
variable’s coefficient is more than 0.1 away from zero, the equation above must be used 
(Greene 2003). Attributes that are measured based on the area (total employment, 
housing density, etc.) are calculated within a quarter-mile buffer of the stop. Attributes 
associated with the service itself (frequency, on-time performance, etc.) are measured at 
the stop itself.  Demographic measures from the ACS (income shares) are measured 
based on the census tract that contains the stop.   
The positive employment coefficient is expected, indicating that ridership grows 
with increasing employment. The coefficient is relatively small compared to other 
demand drivers, such as housing density. The data assigned based on a quarter-mile 
buffer was used instead of a tenth-mile buffer to help solve this issue, but compared to 
elasticities found in Erhardt (2016) and Taylor et al. (2009) it is still small.  
Housing density has a highly-positive impact on bus ridership. Meaning that when 
you increase housing density around a bus stop the ridership increases.  
Increasing frequency results in an increase in bus ridership, and the elasticity is 
within reason. The model is most-sensitive to transit performance and supply, such as 
frequency and reliability.  
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 The reliability coefficient can be interpreted as a bus that becomes on-time all the 
time boosts ridership by 21 percent.  
 The only time-of-day variable that showed up as significant was 10pm-3am. This 
could be attributed to overnight service cuts, or a trend in ridership, with people using 
MUNI buses less late at night.   
 TNC ridership was found to have a negative impact on bus ridership. Meaning 
that TNC trips are substituting for bus trips and that the modes compete with each other. 
This relationship is discussed in more detail in section 4.6.1, where the factors affecting 
change tables quantify the effect TNCs have on bus ridership.  
There are two R-squared measures for panel models. The within R-squared 
measures how well the model estimates the change in rail ridership. While the between 
R-squared measures how well the model estimates ridership for each year. The between 
R-squared is similar to the R-squared reported for the cross-sectional DRMs in chapter 3. 
The within R-squared is 0.039. This is most likely due to the difficulty in predicting the 
generally small changes for roughly 22,000 stop-TODs. The between R-squared is 0.724, 
and is higher than the cross-sectional DRM in chapter 3. This may be due to the inclusion 
of a TNC variable. 
 
4.3.4 Rail Route-Stop-TOD Fixed Effects Panel Model Results 
The rail route-stop-tod model used the same python model estimation package. 
The dependent variable was the log transformed average of MUNI light-rail passengers 
boarding and alighting at each route-stop-tod. Table 22 shows the model results. 
Frequency does not change much between 2009 and 2016, which causes it to be 
insignificant. Changes in frequency is something that should be accounted for. To do this, 
the dependent variable is adjusted using the frequency coefficient found with the rail 
route-stop-tod DRM. 
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Table 22: Rail Route-Stop-TOD Fixed Effects Panel Model Results 
Variable  Variable Name Coefficients T-Statistics 
R-Squared 
Within Potential Demand       
 (Independent Variables) 
EDD Employment (Log) EDD_EMP_LOG 0.044 1.78 0.325 
Housing Density (Log) HOUSING_DEN_LOG 0.245 3.89   
TNC Ridership AVG_TNC 0.0001 3.46   
Frequency (Log) FREQ_S_LOG 0.347 Fixed*  
Times-of-Day (TODs)  
      
 R-Squared 
Between 
(Independent Variables)  0.812 
3AM - 6AM AM3_6AM -1.125 -27.79   
6AM - 9AM  AM6_9AM 0.271 7.04   
9AM - 2PM AM9_2PM 0.065 1.61   
2PM - 4PM PM2_4PM 0.104 2.73   
4PM - 7PM PM4_7PM 0.085 2.17   
7PM - 10PM  PM7_10PM 0.105 2.64   
10PM - 3AM  PM10_3AM -0.190 -4.59   
*Frequency is manually included in the model by fixing the coefficient 
 The rail model can be interpreted in the same manner as the bus panel model. The 
employment coefficient is showing up small again. Housing density and the growth in the 
am peak period are the variables that the model is most-sensitive to. 
 Multiple specifications of transit supply were tested, such as frequency and 
headway, but they all were highly insignificant. Frequency does not change much over 
the study period, and it could be caused by the variable’s lack of variance. The panel 
model estimated coefficients for frequency were negative, so the coefficient from the rail 
route-stop-TOD model is used. The dependent variable was adjusted accordingly, so that 
the changes in supply were accounted for.  
 The 9am-2pm TOD and employment variables are significant with 90% 
confidence. The rest of the variables are significant with 95% confidence. The dummies 
are picking up on the overall increasing trend in MUNI rail ridership. The negative 
overnight coefficients could be picking up overnight service cuts, or a trend in rail 
ridership. The trend possibly being that late at night people are using MUNI light rail 
less.   
The TNC variable is untransformed in this model. The untransformed variable fit 
the data better for the rail model. The log-transformed variable was tested in an attempt to 
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be consistent with the bus model, but the results were unreasonable. The coefficient is 
positive, meaning that TNC ridership complements MUNI light rail ridership. This 
relationship is discussed in more detail in section 4.6.2. The section includes factors 
affecting change tables that quantify the effect TNCs have on MUNI light rail ridership.   
There are two R-squared measures for panel models. The within R-squared 
measures how well the model estimates the change in rail ridership. While the between 
R-Squared measures how well the model estimates ridership for each year. The between 
R-squared is similar to the R-squared reported for the DRMs in chapter 3, and is higher at 
0.812. The rail model’s within R-squared is significantly higher than the bus, at 0.282. 
This is most likely due to the roughly 2,000 entities the rail model is predicting change 
for, rather than 22,000. 
When comparing the rail to the bus model results, light rail ridership is most-
sensitive to changes in housing density and bus ridership is most-sensitive to changes in 
frequency and reliability. TNC ridership complements MUNI rail ridership and competes 
with MUNI bus ridership. The rail model explains more of the variance, and this is most 
likely due to the significantly fewer entities.  
4.4 Model Assumptions 
The panel models in this thesis use multiple-linear regression. Multiple-linear 
regression models have four assumptions (Greene 2003). Before a model can be valid, 
the assumptions must be valid. The four assumptions are:  
1) There must be a linear relationship between the outcome variable and the 
independent variables (not a curvilinear). 
2) Multivariate Normality: Residuals must be normally distributed. 
3) No Multi-collinearity: The independent variables are not highly correlated to each 
other.  
4) Homoscedasticity: The variance of error terms are similar across the values of the 
independent variables. In other words, a scatter plot of the residuals does not have 
a noticeable pattern. 
There are techniques in python to check the validity of each of the assumptions. 
The rest of this section is divided up explaining the bus panel model assumptions 
followed by the same discussion for the rail panel model.  
4.4.1 Stop-TOD Bus Panel Model Assumptions 
The outcome variable and explanatory variables having a linear, rather than 
curvilinear, relationship was checked first. Scatter plots of the independent variables 
versus the predicted response variable are made to check the assumption. Figure 17 
shows the scatter plots. The bottom far right is the distribution of log-transformed 
ridership. The other plots are all of the explanatory variables. The spread is fairly high for 
many of the plots, but there is not any curvilinear relationships.  
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Figure 17: Response Variable vs. Explanatory Variables Scatter Plots  
Multivariate normality assumes that the residuals are normally distributed. Figure 
18 and Figure 19 show the distribution of residuals and QQ plot for the route-stop-TOD 
bus model respectively. If the residuals had a perfect normal distribution, then the QQ 
plot would be a straight diagonal line. The distribution is not perfectly normal, but is 
adequate for the multivariate normality assumption to be valid. The distribution of 
residuals for the cross-sectional DRMs look closer to a normal distribution, but this is 
because the residuals for the panel models are concentrated around zero.  
 
 
Figure 18: Bus Stop-TOD Model Distribution of Residuals 
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Figure 19: Bus Stop-TOD Model QQ Plot 
The no multi-collinearity assumption is to prevent two variables from explaining 
the same variance. There are a couple of ways to verify if your model has multi-
collinearity. One is to create a correlation matrix and the other is to calculate variance 
inflation factors (VIF) (Murray et al. 2012). VIFs measure how much the variance of the 
estimated regression coefficients are inflated, compared to when the explanatory 
variables are not linearly related. Table 23  and Table 24 shows the correlation matrix and 
VIF, respectively, for the bus stop-TOD model. The column and row names have been 
abbreviated to help the table fit better. The correlation of two variables ranges from -1 to 
1, meaning perfectly uncorrelated and perfectly correlated respectively. A rule-of-thumb 
is any variance inflation factor above 10 is considered to be multi-collinear (O’brien 
2007). Both tables show that none of the variables void the no multi-collinearity 
assumption. Although the assumption is not invalid, the correlation matrix does show a 
bit of the story in San Francisco. The change in TNC ridership is somewhat correlated 
with housing density and high income households. During the study period new condos 
have been built in SOMA, a now wealthier part of town. The correlation suggests that the 
increase in dense high income housing would lead to an increase in TNC use, and 
ultimately a decline bus ridership. 
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Table 23: Bus Stop-TOD Model Correlation Matrix 
 EDD_EM
P 
FREQ_
S 
HOUSING_DE
N 
SHR_INCOME_10
0P 
ONTIME
5 
AVG_TN
C 
PM10_3A
M 
EDD_EMP 1.00 -0.01 -0.07 -0.03 0.01 -0.12 0.00 
FREQ_S -0.01 1.00 0.00 -0.01 -0.02 0.00 -0.09 
HOUSING_DEN -0.07 0.00 1.00 0.06 -0.02 0.23 0.01 
SHR_INCOME_10
0P -0.03 -0.01 0.06 1.00 0.00 0.25 -0.01 
ONTIME5 0.01 -0.02 -0.02 0.00 1.00 -0.03 0.08 
AVG_TNC_LOG -0.12 0.00 0.23 0.25 -0.03 1.00 0.02 
PM10_3AM 0.00 -0.09 0.01 -0.01 0.08 0.02 1.00 
 
Table 24: Bus Stop-TOD Model Variance Inflation Factors 
VIF Factor Features 
2.1 EDD_EMP_LOG_DIFF 
1.0 FREQ_S_LOG_DIFF 
t1.1 HOUSING_DEN_LOG_DIFF 
1.1 SHR_INCOME_100P_DIFF 
1.0 ONTIME5_DIFF 
2.5 AVG_TNC_LOG_DIFF 
1.2 PM10_3AM_DIFF 
 
The heteroscedasticity assumption states that the residuals of the model are not 
correlated with each other (Greene 2003). This can be verified by plotting the residuals 
and visually checking for any patterns. Figure 20 shows the scatter plot of the residuals 
for the stop-TOD bus model. There is not a clear visual pattern, so the homoscedasticity 
assumption is valid.  
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Figure 20: Bus Stop-TOD Model Scatter Plot of Residuals 
 
4.4.2 Route-Stop-TOD Rail Model Assumptions 
The rail route-stop-TOD model requires the same four assumptions to be valid. 
The first being that the outcome variable and explanatory variables have a linear 
relationship. Figure 21 is scatter plots of the response variable, log-transformed ridership, 
versus the explanatory variables. The bottom far right is the distribution of log-
transformed ridership. Similar to the bus model, the spread is large, but there is not any 
evidence of a curvilinear relationship. The TNC ridership variable shows a bit of a 
pattern, but when it is log-transformed the contribution to light rail ridership is 
unreasonable. Thus, the linear relationship assumption is valid.  
 
 
Figure 21: Response Variable vs. Explanatory Variables Scatter Plots  
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Multivariate normality assumes that the residuals are normally distributed 
(Greene 2003). Figure 22 and Figure 23 show the distribution of residuals and QQ plot 
for the rail route-stop-TOD bus model respectively. If the residuals had a perfect normal 
distribution, then the QQ plot would be a straight diagonal line. The distribution is not 
perfectly normal, but is adequate for the multivariate normality assumption to be valid.  
 
 
Figure 22: Rail Route-Stop-TOD Model Distribution of Residuals 
 
Figure 23: Rail Route-Stop-TOD Model QQ Plot 
The no multi-collinearity assumption is to prevent two variables from explaining 
the same variance (Greene 2003). There are a couple of ways to verify if your model has 
multi-collinearity. One is to create a correlation matrix and the other is to calculate 
variance inflation factors (VIF) (Murray et al. 2012). VIFs measure how much the 
variance of the estimated regression coefficients are inflated, compared to when the 
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explanatory variables are not linearly related. Table 25  and Table 26 shows the 
correlation matrix and VIF, respectively, for the rail route-stop-TOD model. The column 
names have been abbreviated to help the table fit better. The correlation of two variables 
ranges from -1 to 1, meaning perfectly uncorrelated and perfectly correlated respectively. 
A rule-of-thumb is any variance inflation factor above 10 is considered to be multi-
collinear (O’brien 2007). Both tables show that none of the variables void the no multi-
collinearity assumption. Although the no multi-collinearity assumption is not invalid, 
similar to the bus data, the growth of TNC use is somewhat correlated with the growth of 
housing density. 
Table 25: Rail Route-Stop-TOD Model Correlation Matrix 
 EDD_EMP FREQ_S HOUSING_DEN AM3_6AM 
AM6_9
AM 
AM9_
2PM 
PM2_4
PM 
PM4_7
PM PM7_10PM 
PM10_
3AM AVG_TNC 
EDD_EMP_LOG_DIFF 1.00 0.00 0.00 -0.01 0.00 0.00 0.00 0.00 0.00 -0.01 0.04 
FREQ_S_LOG_DIFF 0.00 1.00 -0.01 0.11 0.06 -0.07 0.23 0.01 -0.15 -0.19 -0.08 
HOUSING_DEN_LOG_
DIFF 0.00 -0.01 1.00 0.02 0.00 0.00 0.00 0.00 0.00 -0.01 0.24 
AM3_6AM_DIFF -0.01 0.11 0.02 1.00 -0.16 -0.16 -0.16 -0.16 -0.16 -0.15 -0.19 
AM6_9AM_DIFF 0.00 0.06 0.00 -0.16 1.00 -0.18 -0.18 -0.18 -0.17 -0.16 -0.01 
AM9_2PM_DIFF 0.00 -0.07 0.00 -0.16 -0.18 1.00 -0.18 -0.18 -0.17 -0.16 0.17 
PM2_4PM_DIFF 0.00 0.23 0.00 -0.16 -0.18 -0.18 1.00 -0.18 -0.17 -0.16 -0.09 
PM4_7PM_DIFF 0.00 0.01 0.00 -0.16 -0.18 -0.18 -0.18 1.00 -0.17 -0.16 0.09 
PM7_10PM_DIFF 0.00 -0.15 0.00 -0.16 -0.17 -0.17 -0.17 -0.17 1.00 -0.16 0.11 
PM10_3AM_DIFF -0.01 -0.19 -0.01 -0.15 -0.16 -0.16 -0.16 -0.16 -0.16 1.00 -0.10 
AVG_TNC_DIFF 0.04 -0.08 0.24 -0.19 -0.01 0.17 -0.09 0.09 0.11 -0.10 1.00 
 
Table 26: Rail Route-Stop-TOD Model Variance Inflation Factors 
VIF Factor Features 
1.0 EDD_EMP_LOG_DIFF 
1.1 HOUSING_DEN_LOG_DIFF 
1.0 AM3_6AM_DIFF 
1.1 AM6_9AM_DIFF 
1.2 AM9_2PM_DIFF 
1.1 PM2_4PM_DIFF 
1.1 PM4_7PM_DIFF 
1.1 PM7_10PM_DIFF 
1.0 PM10_3AM_DIFF 
1.2 AVG_TNC_DIFF 
 
The heteroscedasticity assumption states that the residuals of the model are not 
correlated with each other (Greene 2003). This can be verified by plotting the residuals 
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and visually checking for any patterns. Figure 24 shows the scatter plot of the residuals 
for the route-stop-TOD rail model. There is not a clear visual pattern, so the 
homoscedasticity assumption is valid. 
 
 
Figure 24: Rail Route-Stop-TOD Model Residual Scatter Plot 
 
4.5 Model Application 
The model was applied to evaluate the models accuracy. To evaluate the ability of 
the models to predict change. In contrast to the model estimation, which limited the data 
set to route-stops with observed data for all models, the models were applied to the full 
set of route-stops, or stops, that are present in both years in San Francisco (excluding a 
few outside the county line).  The focus of the examination was on how well the models 
predict change, rather than their cross-sectional fit.  
Table 27 is the aggregated bus and rail system level model application results. 
Both panel models predict the change in ridership better than the daily and TOD DRMs. 
The rail model predicts within 1,100 riders of the observed change. However, the bus 
model predicts within 25,000 riders of the observed change. The total ridership is 
different than the cross-sectional DRM totals. Panel models can only be applied to 
“entities”, route-stops or stops, which are observed in both years. The totals shown for 
each year are for “entities” that are present in both years. The percent root mean squared 
error (RMSE) is calculated for various aggregations for the rail model. The data for the 
bus model is already aggregated to a stop level. Thus, the stop level percent RMSE is the 
only measure that can be calculated. Overall the percent RMSE decreases when the data 
is more aggregated, this is because the average ridership for an observation increases. 
Average 2016 observed ridership for the rail route-stop, stop, and route is 41, 607, and 
28,547 riders respectively. The average 2016 bus stop ridership is 21. 
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Table 27: System Level Panel Model Results 
  Observed  
Ridership 
Modeled  
Ridership Difference 
Percent  
Difference 
Route-Stop  
% RMSE 
Stop  
% RMSE 
Route  
% RMSE 
Bus 
2009 500,866 500,866*      
2016 456,885 433,859 -23,027 -5%  126%  
Change -43,981 -67,007      
P Change -9% -13%      
Rail 
2009 142,733 142,733*      
2016 169,520 170,437 917 1% 85% 43% 13% 
Change 26,787 27,704      
P Change 19% 19%      
* The observed 2009 ridership is used for 2009 modeled ridership. This provided a starting point for 2016 
ridership. 
 
4.6 Factors Affecting Change 
 To better understand what is driving the change in ridership between the two 
years, a series of sensitivity tests were conducted with the models.  The tests focused on 
the subset of route-stops (rail) or stops (bus) present in both 2009 and 2016. The process 
is similar to what was calculated for the cross-sectional DRMs in chapter 3. After 
manipulating the model equation, the dependent variable becomes the ratio of 2016 
ridership over 2009 ridership. Zeros are used as the baseline data. The exponential of zero 
is 1, meaning that the observed 2009 ridership is the baseline. The change in one variable 
is added, while the others are kept at zero, to find the variables contribution to change. 
This provides a means for understanding the magnitude of change that can be attributed 
to a variable. 
 
4.6.1 Factors Affecting Change Bus Stop Ridership Results 
Table 28 shows the results of the factors affecting change (FAC) exercise using 
the bus model.  San Francisco has experienced favorable economic growth in recent years 
and that is shown by the large increase in employment, resulting in a 3% increase in bus 
ridership. The employment contribution seems to be low, considering how much it has 
increased. Section 4.7.2 explains the next steps to potentially solve this issue.  Housing 
density is similar with the correct direction of change but the magnitude seeming small. If 
housing density and employment were to increase, then the variables with negative 
coefficients would have larger impacts on bus ridership too. The bus system overall has 
become more unreliable resulting in a 1 percent decrease in ridership. The TNC ridership 
variable contributes the most, with a 10% reduction in bus ridership. The overnight TOD 
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variable was significant, but had a negligible effect on bus ridership. Overall the model 
over-predicts the change in ridership by 4 percent. 
 In comparison to the bus DRM FAC table, high income households is the only 
variable that is noticeably different. The DRM did not have a TNC variable and TNC 
ridership typically services wealthier clientele. The effect found in the DRM FAC table 
for high income households is now explained by the TNC variable.  
Table 28: FAC in Modeled Bus Stop Ridership between 2009 and 2016 
  Average Values (without log) Associated Ridership Change 
 
Variable Coefficient 2009 2016 % Diff Absolute Percent% Elasticity_ 
Potential Demand        
EDD Employment (Log) 0.035 1197 1434 20% 13,796 3% 0.035 
Housing Density (Log) 0.208 384 396 3% 5,211 1% 0.208 
High Income Households (2009 $) -0.108 0.36 0.38 6% (1,690) 0% -0.102 
TNC Ridership (Log) -0.033 0 294  (49,734) -10% -0.107 
Transit Supply        
Frequency (Log) 0.229 3.93 4.05 3% 7,709 2% 0.229 
Reliability 0.192 0.63 0.58 -8% (5,948) -1% 0.192 
TOD Trends        
10pm-3am -0.243    (1,514) 0% -0.215 
Total for Route Stops Present in Both Years--each term applied separately 
*Percent change uses ridership for stops present in both years 
 (32,170) -6%  
Total for Route Stops Present in Both Years--all terms applied 
together 
*Percent change uses ridership for all stops 
  (33,054) -7%  
Total for Route Stops Dropped     (50,581) -11%  
Total for Route Stops Added     21,636 5%  
System Total     (61,999) -13%  
 
 
4.6.2 Factors Affecting Change Rail Route-Stop Ridership Results 
Table 29 shows the results of the sensitivity analysis using the rail model. 
Employment and housing density have grown significantly over the study period, but 
have a relatively small impact on ridership, similar to the bus model. If these effects were 
to be a more reasonable percent change, then the variables with a negative coefficient 
would become larger, and positive coefficients would become smaller.  
TNCs have a positive impact on ridership, contributing a 7% increase in rail 
ridership. Rail ridership is complemented by housing density, and a 3% growth in rail 
ridership can be contributed to it. The 3am-6am variable had a significant coefficient, -
1.13, and causes a 4% decrease in rail ridership. Overall the model predicts the change in 
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rail ridership within 1,000 riders, with the percent change being the same as the observed 
change.  
When comparing the panel model FAC table to the DRM FAC table, many 
variables drop out due to their time-invariant nature. The results are similar for the 
variables present in both. Employment is less impactful in the panel model, but both are 
seemingly low contributions.  
Table 29: FAC in Modeled Rail Route-Stop Ridership between 2009 and 2016 
  Average Values (without log) Associated Ridership Change 
 
Variable Coefficient 2009 2016 % Diff Absolute Percent% Elasticity_ 
Potential Demand        
EDD Employment (Log) 0.044 11926 14933 25% 1,217 1% 0.04% 
Housing Density (Log) 0.245 1789 1985 11% 4,800 3% 0.25% 
TNC Ridership 0.0001 0 140  10,566 7% 0.0001% 
Frequency (Log) 0.347 4.5 4.83 7% 2,759 2% 0.35% 
TOD Trends        
3AM_6AM -1.125 316 268 -15% (6,250) -4% -0.68% 
6AM_9AM 0.271 316 308 -3% 2,879 2% 0.31% 
9AM_2PM 0.065 316 308 -3% 1,691 1% 0.07% 
2PM_4PM 0.104 315 308 -2% 4,274 3% 0.11% 
4PM_7PM 0.085 315 308 -2% 1,731 1% 0.09% 
7PM_10PM 0.105 313 307 -2% 3,832 3% 0.11% 
10PM_3AM -0.190 315 259 -18% (1,899) -1% -0.17% 
Totals        
Total for Route Stops Present in Both Years--each term applied separately 
*Compared to the ridership for route-stops present in both years 
 25,601 18%  
Total for Route Stops Present in Both Years--all terms applied 
together 
  25,500 18%  
Total for Route Stops Dropped   -1,923 -1%  
Total for Route Stops Added   3,395 2%  
System Total    26,972 19%  
 
Overall TNCs have a diverging effect on MUNI rail and bus ridership. They 
contribute to a 7% increase in rail ridership, and a 10% decrease in bus ridership. This 
helps to explain the diverging ridership trends that San Francisco has experienced. 
Clewlow and Mishra have similar results from their survey (Clewlow and Mishra 2017). 
They found that TNC use decreased bus ridership 6%, complemented commuter rail 
ridership, and decreased light rail ridership 3%.  
 
 
Page 67 
 
4.6.3 TNC Variable Sensitivity Test 
Depending on the model specification, the TNC variable can contribute a 5% to 
21% growth in rail ridership, and a 4% to 17% decline in bus ridership. The final models 
have the highest goodness of fit measurements, while also providing reasonable results. 
Specifying TNC and transit ridership to have a log-log relationship resulted in TNCs 
having the highest contribution of change in ridership. Removing certain variables 
increases the TNC variables contribution as well. The increased contribution is inflated 
and does not represent the true effect TNCs have. The final models include all of the 
significant cross-sectional DRM variables that were also significant in the panel models.  
 
4.7 Conclusions and Next Steps 
This section concludes the chapter and discusses possible next steps for the 
research. 
4.7.1 Conclusions 
The cross-sectional DRMs in chapter 3 predicted the change of MUNI bus and 
light rail ridership within 10% of the observed change. The DRMs had issues with multi-
collinearity, and arguably voided the no multi-collinearity assumption. Panel data models 
are used to tackle the multi-collinearity issue, and they predict changes in ridership within 
4% of the observed change. Panel models are found to predict change better than cross-
sectional DRMs.  
In chapter 1 research on the diverging ridership trends are discussed, and Erhardt 
concluded with a -11% unexplained trend in MUNI bus ridership (G..D. Erhardt et al. 
2017). The TNC variable helped to explain the diverging trend, by contributing a 10% 
decrease in bus ridership and a 7% increase in MUNI rail ridership. The 10% decline in 
ridership predicts somewhat bigger change than Clewlow’s and Mishra’s findings 
(Clewlow and Mishra 2017). They find that TNC use results in a 6% decline in bus 
ridership.  
The percent changes calculate to 50,000 less riders using MUNI buses and 10,500 
riders using MUNI light rail also use TNCs to access the mode. This means that nearly a 
third of the 170,000 average weekday TNC trips made are substituting for bus trips.  
Other than TNC ridership, MUNI rail ridership is found to be most-sensitive to 
changes in demand drivers, such as housing density. Other than TNC ridership, MUNI 
bus ridership is most-sensitive to changes in transit performance and supply, such as 
reliability and frequency. However, data was not available on reliability for MUNI rail, 
so it could not be included in the model.  
4.7.2 Next Steps 
 Employment was previously mentioned to contribute a less than expected growth 
in ridership. This may be due to the buffering process not capturing the full utility of a 
transit stop. The buffer only accounts for the employment around the bus stop. That does 
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not account for what a bus stop allows a rider to access though. An accessibility 
calculation of how many jobs can a bus stop reach within 30 minutes would provide the 
full effect employment has on transit ridership. Tools such as Transport Analyst should 
be used to do the calculation (Conveyal 2017).  
 A limitation of panel models is that the entities, stops, must be represented in both 
years. The rail stops do not change much, so it is not a problem. However, many bus 
route-stops have changed route names or locations. This lead to the data being aggregate 
to a stop level, but there is still a 6% decrease in bus ridership being contributed to stops 
that have been removed. Assigning bus performance data to road segments, and building 
buffers around the segments would eliminate the linking problem. This could be another 
alternative to solving the under-estimated employment coefficient too.  
 San Francisco is one of many cities facing diverging transit ridership trends. The 
results have not been confirmed by an independent data set, so they may be regionally 
specific. A natural extension of this research would be to perform a similar analysis on a 
different city. A sprawling Phoenix, Arizona would be a prime candidate to complement 
the results found in a dense San Francisco.   
 The result of this research is that TNCs do have an effect on transit ridership and 
it is more complex than lumping all transit modes into one category. Other modes, such 
as commuter rail, in San Francisco should be analyzed. Once the effect is understand, 
something similar to a DRM should be developed to understand what drives TNC 
demand. Then policies can be optimized to incentivize TNC demand to areas that benefit 
the city as a whole.  
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Appendix A 
 
Bus Direct Ridership Model Equation: ln(𝐴𝐴𝐴𝐴𝐴𝐴_𝑟𝑟𝑟𝑟𝑟𝑟𝑒𝑒𝑜𝑜) =  𝛼𝛼 +  𝛽𝛽𝐸𝐸𝑇𝑇𝑒𝑒
∗ ln(Empi) +  𝛽𝛽𝐻𝐻𝐿𝐿𝐻𝐻𝑇𝑇𝑜𝑜𝑇𝑇𝐿𝐿 𝐷𝐷𝑇𝑇𝑇𝑇𝑇𝑇𝑜𝑜𝑜𝑜𝐷𝐷 ∗ ln(Housing Densityi)  + 𝛽𝛽𝐻𝐻𝑜𝑜𝐿𝐿ℎ 𝐼𝐼𝑇𝑇𝐼𝐼𝐿𝐿𝑇𝑇𝑇𝑇 ∗ Share of High Income Householdsi +  𝛽𝛽𝑂𝑂𝑇𝑇−𝑆𝑆𝑜𝑜𝑇𝑇𝑇𝑇𝑇𝑇𝑜𝑜 𝑃𝑃𝑇𝑇𝑇𝑇𝑃𝑃
∗ ln(𝑂𝑂𝐿𝐿 − 𝑆𝑆𝐷𝐷𝑟𝑟𝑒𝑒𝑒𝑒𝐷𝐷 𝑃𝑃𝐷𝐷𝑟𝑟𝑃𝑃𝑟𝑟𝐿𝐿𝐴𝐴 𝑃𝑃𝑟𝑟𝑟𝑟𝑐𝑐𝑒𝑒i) + 𝛽𝛽𝐵𝐵𝐵𝐵𝑅𝑅𝑇𝑇 ∗ ln(BARTi)  +  𝛽𝛽𝑀𝑀𝑀𝑀𝑀𝑀𝐼𝐼 𝑅𝑅𝑇𝑇𝑜𝑜𝑜𝑜 ∗ ln(MUNI Raili) + 𝛽𝛽𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝐷𝐷 ∗ Transbayi +  𝛽𝛽𝐹𝐹𝑇𝑇𝑇𝑇𝐹𝐹 ∗ ln(Freqi)+  𝛽𝛽𝐿𝐿𝑇𝑇𝑜𝑜𝑜𝑜𝑇𝑇𝑇𝑇5 ∗ ontime5i + 𝛽𝛽𝐿𝐿𝑜𝑜𝑇𝑇𝑜𝑜𝑜𝑜𝑇𝑇𝑇𝑇 ∗ Limitedi +  𝛽𝛽𝐸𝐸𝑥𝑥𝑒𝑒𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 ∗ Expressi  +  𝛽𝛽3𝐵𝐵𝑀𝑀−6𝐵𝐵𝑀𝑀 ∗ 3AM − 6AMi + 𝛽𝛽6𝐵𝐵𝑀𝑀−9𝐵𝐵𝑀𝑀 ∗ 6AM − 9AMi  +  𝛽𝛽9𝐵𝐵𝑀𝑀−2𝑃𝑃𝑀𝑀 ∗ 9𝐴𝐴𝐴𝐴 − 2𝑃𝑃𝐴𝐴i + 𝛽𝛽2𝑃𝑃𝑀𝑀−4𝑃𝑃𝑀𝑀 ∗ 2PM − 4PMi  +  𝛽𝛽4𝑃𝑃𝑀𝑀−7𝑃𝑃𝑀𝑀 ∗ 4PM − 7PMi + 𝛽𝛽7𝑃𝑃𝑀𝑀−10𝑃𝑃𝑀𝑀 ∗ 7𝑃𝑃𝐴𝐴 − 10𝑃𝑃𝐴𝐴i  
 
Rail Direct Ridership Model Equation: ln(𝐴𝐴𝐴𝐴𝐴𝐴_𝑟𝑟𝑟𝑟𝑟𝑟𝑒𝑒𝑜𝑜) =  𝛼𝛼 +  𝛽𝛽𝐸𝐸𝑇𝑇𝑒𝑒 ∗ ln(Empi)  +   𝛽𝛽𝐻𝐻𝐿𝐿𝐻𝐻𝑇𝑇𝑜𝑜𝑇𝑇𝐿𝐿 𝐷𝐷𝑇𝑇𝑇𝑇𝑇𝑇𝑜𝑜𝑜𝑜𝐷𝐷 ∗ ln(Housing Densityi) + 𝛽𝛽𝐵𝐵𝐵𝐵𝑅𝑅𝑇𝑇 ∗ ln(BARTi)  +  𝛽𝛽𝑀𝑀𝑀𝑀𝑀𝑀𝐼𝐼 𝐵𝐵𝐻𝐻𝑇𝑇 ∗ ln(MUNI Busi) +  𝛽𝛽𝐹𝐹𝑇𝑇𝑇𝑇𝐹𝐹
∗ ln(Freqi)   + 𝛽𝛽3𝐵𝐵𝑀𝑀−6𝐵𝐵𝑀𝑀 ∗ 3AM − 6AMi +  𝛽𝛽6𝐵𝐵𝑀𝑀−9𝐵𝐵𝑀𝑀 ∗ 6AM − 9AMi  +  𝛽𝛽9𝐵𝐵𝑀𝑀−2𝑃𝑃𝑀𝑀 ∗ 9𝐴𝐴𝐴𝐴 − 2𝑃𝑃𝐴𝐴i +  𝛽𝛽2𝑃𝑃𝑀𝑀−4𝑃𝑃𝑀𝑀 ∗ 2PM − 4PMi  +  𝛽𝛽4𝑃𝑃𝑀𝑀−7𝑃𝑃𝑀𝑀 ∗ 4PM − 7PMi + 𝛽𝛽7𝑃𝑃𝑀𝑀−10𝑃𝑃𝑀𝑀 ∗ 7𝑃𝑃𝐴𝐴 − 10𝑃𝑃𝐴𝐴i 
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Appendix B 
Full Bus Route-Stop-TOD DRM Correlation Matrix: 
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Appendix C 
 
Bus Fixed-Effects Panel Model Equation: ln�𝐴𝐴𝐴𝐴𝐴𝐴_𝑟𝑟𝑟𝑟𝑟𝑟𝑒𝑒16,𝑜𝑜) − ln (𝐴𝐴𝐴𝐴𝐴𝐴_𝑟𝑟𝑟𝑟𝑟𝑟𝑒𝑒09,𝑜𝑜�=  𝛼𝛼𝑜𝑜 +  𝛽𝛽𝑇𝑇𝑇𝑇𝑒𝑒 ∗ �ln�Emp16,i) − ln (Emp09,i��+ 𝛽𝛽𝐻𝐻𝐿𝐿𝐻𝐻𝑇𝑇𝑜𝑜𝑇𝑇𝐿𝐿 ∗ �ln�Housing16,i) − ln (Housing09,i��+  𝛽𝛽𝐻𝐻𝑜𝑜𝐿𝐿ℎ 𝐼𝐼𝑇𝑇𝐼𝐼𝐿𝐿𝑇𝑇𝑇𝑇 ∗ �Share High Income Households16,i − Share High Income Households09,i� +  𝛽𝛽𝐹𝐹𝑇𝑇𝑇𝑇𝐹𝐹 ∗ �ln�Freq16,i) − ln (Freq09,i�� + 𝛽𝛽𝐿𝐿𝑇𝑇𝑜𝑜𝑜𝑜𝑇𝑇𝑇𝑇5
∗ �ontime516,i − ontime509,i� + 𝛽𝛽10𝑃𝑃𝑀𝑀−3𝐵𝐵𝑀𝑀 ∗ �10PM − 3AM16,i − 10PM − 3AM09,i � + 𝜀𝜀𝑜𝑜,𝑜𝑜 
 
Rail Fixed-Effects Panel Model Equation: ln�𝐴𝐴𝐴𝐴𝐴𝐴_𝑟𝑟𝑟𝑟𝑟𝑟𝑒𝑒16,𝑜𝑜) − ln (𝐴𝐴𝐴𝐴𝐴𝐴_𝑟𝑟𝑟𝑟𝑟𝑟𝑒𝑒09,𝑜𝑜�=  𝛼𝛼𝑜𝑜 +  𝛽𝛽𝑇𝑇𝑇𝑇𝑒𝑒 ∗ �ln�Emp16,i) − ln (Emp09,i��+ 𝛽𝛽𝐻𝐻𝐿𝐿𝐻𝐻𝑇𝑇𝑜𝑜𝑇𝑇𝐿𝐿 ∗ �ln�Housing16,i) − ln (Housing09,i��+  𝛽𝛽𝐻𝐻𝑜𝑜𝐿𝐿ℎ 𝐼𝐼𝑇𝑇𝐼𝐼𝐿𝐿𝑇𝑇𝑇𝑇 ∗ �Share High Income Households16,i − Share High Income Households09,i� +  𝛽𝛽𝐹𝐹𝑇𝑇𝑇𝑇𝐹𝐹 ∗ �ln�Freq16,i) − ln (Freq09,i�� + 𝛽𝛽𝐿𝐿𝑇𝑇𝑜𝑜𝑜𝑜𝑇𝑇𝑇𝑇5
∗ �ontime516,i − ontime509,i� + 𝛽𝛽3𝐵𝐵𝑀𝑀−6𝐵𝐵𝑀𝑀 ∗ (3AM − 6AM16,i − 3AM − 6AM09,i ) +  𝛽𝛽6𝐵𝐵𝑀𝑀−9𝐵𝐵𝑀𝑀 ∗ (6AM − 9AM16,i − 6AM − 9AM09,i )+  𝛽𝛽9𝐵𝐵𝑀𝑀−2𝑃𝑃𝑀𝑀 ∗ (9AM − 2PM16,i − 9AM − 2PM09,i ) + 𝛽𝛽2𝑃𝑃𝑀𝑀−4𝑃𝑃𝑀𝑀 ∗ (2PM − 4PM16,i − 2PM − 4PM09,i ) + 𝛽𝛽4𝑃𝑃𝑀𝑀−7𝑃𝑃𝑀𝑀 ∗ (4PM − 7PM16,i − 4PM
− 7PM09,i ) +  𝛽𝛽7𝑃𝑃𝑀𝑀−10𝑃𝑃𝑀𝑀 ∗ (7PM− 10PM16,i − 7PM − 10PM09,i ) + 𝛽𝛽10𝑃𝑃𝑀𝑀−3𝐵𝐵𝑀𝑀 ∗ (10PM − 3AM16,i − 10PM − 3AM09,i
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