Abstract. Generalizing the notion of placing rooks on a Ferrers board leads to a new class of combinatorial models and a new class of rook polynomials. Connections are established with absolute Stirling numbers and permutations, Bessel polynomials, matchings, multiset permutations, hypergeometric functions, Abel polynomials and forests, and polynomial sequences of binomial type. Factorization and reciprocity theorems are proved and a q-analogue is given.
Introduction
Rook theory has a long history arising from problems of permutations with restricted positions 21], 28]. The rook theory of Ferrers boards was started by Foata and Sch utzenberger 10], who gave a full characterization of rook equivalence via bijective proofs. Goldman, Joichi, and White 14] then introduced a new version of the rook polynomial of a Ferrers board and gave it a combinatorial interpretation, which showed that it had all integer roots. Subsequent work with Ferrers boards and this rook polynomial have led to models for binomial type theorems 17] Now we generalize the classic notion of placing non-taking rooks on a Ferrers board, where as rooks are placed in the columns of the board, moving from left to right, new rows are created. Together with a more general notion of rook polynomial, this leads to a large new class of combinatorial models with connections to polynomial sequences of binomial type and many other models, e.g. permutations of sets and multisets, forests and Abel polynomials, and Bessel polynomials and matchings. In this paper, we concentrate on these examples, constructing bijections and reasoning with the rook polynomials.
In section 2, we review a few classic notions, de ne i-creation rook placements and their associated rook numbers and i-rook polynomials, prove a factorization theorem, discuss rook equivalence, and prove that every monic polynomial with nonpositive integer roots is the rook polynomial of a Ferrers board with a 1-creation rule.
In section 3, we study i-creation placements on 1-jump boards, and, when i = 1, the connection with c(n; k), the number of permutations of f1; 2; : : : ; ng with k cycles (absolute Stirling numbers of the rst kind). Section 4 deals with 2-creation placements on a 1-jump board. We construct a bijection between the rook placements and matchings in complete graphs graded by the number of edges. The corresponding rook numbers are the coe cients of the Bessel polynomials and we have a new polynomial relation involving these coefcients. There is another bijection between these rook numbers and permutations of multisets, which include the Stirling permutations of Gessel and Stanley.
In section 5 we see that the 1-creation rook polynomials of n n ? 1 boards are Abel polynomials, whose coe cients count forests of rooted labeled trees. We construct a bijection to explain this.
In section 6, we further generalize the notion of rook placements, prove a factorization theorem for Ferrers boards and generalize Chow's reciprocity theorem.
Finally, in section 7 we derive q-analogues of some of our results. Notation: LHS and RHS are abbreviations for \left-hand-side" and \right-handside", respectively. N denotes the nonnegative integers.
Basic Concepts
We rst review some classical de nitions. We think of a board intuitively as a nite array of squares or cells arranged in rows and columns, i.e., a subset of cells of some n n chessboard. A Ferrers board is made up of adjacent solid columns of cells with a common lower edge such that the heights (number of cells) h 1 ; h 2 ; : : : ; h n of the columns form a non-decreasing sequence reading from left to right. For the rest of this paper we use the term \board" to mean \Ferrers board" unless otherwise noted (as in section 6).
Classic rook theory studies r k (B), the number of ways of placing k markers on the cells of the board B so that no two are in the same row or column. In chess terminology, we place k non-taking rooks on the board.
The basis of this paper is the notion of an i-row creation rook placement or just an i-creation rook placement (or a rook placement with an i-creation rule). This means that rst we choose the columns where we will place the rooks. Then, as we place non-taking rooks in these columns, from left to right, each time a rook is placed i new rows are created drawn to the right end and immediately above where we placed the rook. For i > 0, as we place a rook, the next rook to be placed has an increased number of possible positions (i = 0 corresponds to the classic rook placement). We give two examples in detail. Example 1: Take the board of Fig. 2:1(a) . We will place non-taking rooks in Figure 2 :3 To describe the placement of cells more compactly, we introduce the coordinates of the rooks in a rook placement. Given a board and an i-creation rook placement, we say that a rook of the placement has coordinates (s; t) if the rook is in the column labeled s and was placed in the t th available space from the bottom as the rooks are placed from left to right. In all of our examples, the columns of an n column board have been labeled with the label set f1; 2; : : : ; ng in the natural order. We shall see in section 5 that this is not the only useful labeling.
In example 1, the coordinates of the rooks are (2; 2), (3; 3), and (4; 2). In example 2, the rooks also have coordinates (2; 2), (3; 3), and (4; 2), but with a di erent creation rule. If we know the board B, the labeling of the columns, and the creation rule being used, then the set of coordinates of the rooks completely determines the rook placing. This is a board with column heights x + h 1 x + h 2 : : : x + h n . Recall that some of the h j 's can be zero. The RHS of (1) counts the number of ways to place n rooks on B x using an i-creation rule. But this can also be counted by cases, according to the number of rooks placed on B. There are r (i) k (B) ways to place k rooks on B. This uses k of the columns of B x and thus there are x (n?k;i?1) ways to place the remaining n ? k rooks in the remaining n ? k columns of the x n rectangle.
Specializing (1) by taking a 1-creation rule yields r (1) (B; x) = Q n j=1 (x+h j ) and, since the h's can be any non-decreasing sequence of nonnegative integers, we have 
Recall that for xed b, the polynomial sequence fx (n;b) ; n = 0; 1; 2; : : : g is of binomial type and, since (2) connects two such binomial type sequences, the r (i) k (J n;m ) are also coe cients of binomial type sequences 23]. Hence we have a combinatorial interpretation, in terms of i-rook numbers, for the connection coe cients between these two rising factorial sequences. In particular, for m = 1, this relates fx (n;i) g and fx (n;i?1) g; n = 0; 1; 2; : : : . In the next two sections, we shall see that when i = 1 or 2, these are particularly interesting models.
We now derive a useful recurrence for the i-creation rook numbers. Let B be a board with heights h 1 h 2 h n , and letB be the n ? 1 column board obtained by removing the last column of B. The number of i-creation placements of k rooks on B with no rook in the last column is r (i) k (B). On the other hand, for each placement of k?1 rooks on the rst n?1 columns of B, there are h n +(k?1)(i?1) ways to place a rook in the last column. Thus
If we let m = 1; k = n?1, we have by (3), or by a direct count, that r (i) n?1 (J n;1 ) = 1 (n?1;i) .
The factorization theorem, together with the notion of i-rook placements allows the construction of new combinatorial models for binomial type sequences, analogous to the development in 17]. We will not pursue that sequence of ideas here.
3. 1-Jump Board, 1-Row Creation Specializing equation (2) from section 2 to the case m = 1; i = 1, we have x (n;1) = P r (1) k (J n;1 )x (n?k;0) or, in more familar notation, x (n) = P r (1) k (J n;1 )x n?k , where x (n) = x (n;1) is the ordinary rising factorial. But it is well known that x (n) = P n k=0 c(n; n ? k)x n?k , where c(n; k), the absolute Stirling number of the rst kind, counts the number of permutations of f1; 2; : : : ; ng with k cycles 29].
Therefore we have Theorem 3:1.
r (i) k (J n;1 ) = c(n; n ? k):
In this section we give two bijective proofs of this fact. First Proof: To avoid cumbersome notation, we use an example to illustrate the idea. Let C be a 1-placement of 3 rooks on the board J 7;1 , with coordinates (2; 1), (4; 2), and (7; 5).
Consider the sequence of permutations in Fig. 3 :1. Start with the identity I 7 2 S 7 . The rst rook is (2; 1), so multiply the identity on the right by the transposition (12) to obtain 1 . This has the e ect of erasing the cycle (2) and inserting 2 to the left of 1 in (1) (Fig. 3:1(i) ). The second rook is (4; 2). Multiply 1 by (24) on the right to obtain 2 (equivalently, erase (4) in , and insert 4 to the left of 2 in (21) - Fig. 3:1(ii) ). The last rook is (7; 5) so multiply 2 on the right by (75) to obtain 3 ( Fig. 3:1(iii) ). Our correspondence is C ! 3 . Since at each step we are merging a one cycle with another cycle, and there are three merges (rooks) we end up with a permutation, 3 , with 7 ? 3 cycles.
(1)(2)(3)(4)(5)(6)(7) = I (21)(3)(4)(5)(6)(7) In general if (i 1 ; n 1 ); (i 2 ; n 2 ); : : : ; (i k ; n k ), i 1 < i 2 < < i k are the coordinates of a placement of rooks on J n;1 and I n is the identity in S n , then the map C ! = I n (n 1 i 1 )(n 2 i 2 ) (n k i k ) is our required bijection. The reasoning of our example shows clearly why has n ? k cycles.
The inverse map follows immediately. Let 2 S n be a permutation with k cycles.
If n is in a 1-cycle, erase the cycle. If n is immediately followed by j, (in cyclic order) in some cycle, then erase n from this cycle and add (n; j) as coordinates of a rook in our placement. In both cases we now have a permutation in S n?1 and we repeat this procedure. Second Proof: We will use the terminology of ags on agpoles where the order in which the ags appear matters.
Let C be the placement of 4 rooks, with coordinates (3; 2); (4; 3); (5; 1); (7; 1) on the board J 7;1 ( Fig. 3:2) . This de nes a con guration of 4 ags on 3 agpoles constructed as follows (Fig. 3:3) . The rst (empty) column has no rook, so we create agpole 1. The second column has no rook; create agpole 2. The rst rook from the left has coordinates (3; 2), so place ag 3 in the second position (reading up the agpoles from left to right). The second rook (in column 4) has coordinates (4; 3), so place ag 4 in position 3. The next rook is (5; 1) so ag 5 is placed in the rst position. And nally rook (7; 1) tells us to place ag 7 in the rst position. If we think of each agpole with its ags as de ning a cycle in the nal con guration (reading from the bottom up), then we get the permutation (175)(234) (6) . Since there are 3 columns with no rooks, we have 3 agpoles and hence 3 cycles.
The inverse map ( ags on agpoles to rook placements) is straightforward. The agpole labels f1; 2; 6g tell us that columns f1; 2; 6g of J 7;1 have no rooks. The largest numbered ag is 7 and it is in position 1; so (7; 1) is a rook. Erase ag 7, which leaves 5 as the largest ag, now in position 1; so (5; 1) is a rook. Erase 5 so ag 4 is now in position 3; so (4; 3) is a rook. Erase 3 and ag 3 is in position 2 and (3; 2) is a rook.
It is clear how to generalize to a bijection between 1-creation placements of k rooks and those 2 S n with n ? k cycles. (2) k (J n+1;1 )x k is the Bessel polynomial of degree n (see 18] for background on Bessel polynomials). They also refer to a combinatorial proof of the orthogonality. Applying the factorization theorem to J n+1;1 with i = 2 we get a new polynomial relation for these coe cients (see eq. (4) below), namely, as the connection coe cients between the two bases x (n;1) and x (n;2) . Perhaps the orthogonality of the Bessel polynomials could also be proven using the methods of Gessel 12 ].
Theorem 4:1. Let m k (K n ) denote the number of k-edge matchings in the complete graph K n . Then r (2) k (J n;1 ) = m k (K n+k?1 ): Pf: Start with a placement of k rooks on J n;1 . If there is no rook in the last column, use induction to get a k-edge matching on n ? 1 + k ? 1 vertices, then add the singleton vertex n + k ? 1 to this matching. Now assume there is a rook in the last column, say with coordinates (n; j). 1) , to which we add a column of height n + k ? 1 with a rook in it with coordinates (n; j). (2k)! k!2 k x (n?k;1) = x (n;2) :
When expressed in hypergeometric notation, this identity reduces to a special case of a well-known summation theorem of Kummer for a 2 F 1 with argument 1=2 (see 25, p. 69, ex. 3]).
In section 3, we constructed a bijection between 1-creation rook placements on a 1-jump board and ags on agpoles (permutations by cycles). This generalizes immediately to a bijection between 2-creation rook placements on a 1-jump board and ags on agpoles. The only di erence is that when a ag, corresponding to a rook, is placed on a agpole, two adjacent copies of the ag are placed, not one. Therefore two new positions are created on the agpole, corresponding to 2-creation. This is illustrated in Fig.' s 4:2 and 4:3. The rst (empty) column has no rook; create agpole 1. The second column has no rook; create agpole 2. The rst rook (from left to right) has coordinates (3; 1), so two copies of ag 3 are placed in the rst position (reading up the agpoles from left to right). The second rook has coordinates (4; 2), so two copies of ag 4 are placed in the second position. The third rook has coordinates (5; 6) and two copies of ag 5 are placed in the sixth position. Finally, column 6 has no rook so we create agpole 6. The inverse map is straightforward. The agpole labels f1; 2; 6g imply that columns f1; 2; 6g have no rooks. The largest numbered pair of ags is labeled 5. They are adjacent (being there last ags placed), so erase one of them. The remaining ag 5 is in position 6 which gives (5; 6) as the coordinates of a rook. Now erase ag 5 and repeat with the next largest numbered ag and so on, yielding the coordinates of all the rooks.
Clearly for this example, and using the same procedure for any 2-creation placement on a 1-jump board, we have a bijection.
How can we interpret the ag-agpole con gurations as permutations? One possibility is to consider each agpole in Fig. 4 :3 as determining a cycle. In our example above (Fig. 4:3) , we then have (1 3 4 4 3), (2 5 5), (6) , which could represent a permutation of the multiset f1; 2; 3; 3; 4; 4; 5; 5; 6g. Or possibly we should consider the elements of multiplicity one as de ning an ordering or indexing of the cycles. See Knuth 22] for a discussion of multiset permutations.
We can generalize to a larger class of multisets. If we have i-creation on a j-jump board, then our bijection generalizes in an obvious way by using i copies of each ag (corresponding to a rook) and j copies of each agpole (corresponding to columns with no rooks). Then we would be considering multisets with two types of elements, those of multiplicity i and those of multiplicity j. The best interpretations are not clear.
Consider 2-creation placements of n ? 1 rooks on J n;1 , the maximum possible.
There is one agpole and each ag occurs twice. If we read the ag labels moving up the pole we get a 1 ; : : : ; a 2(n?1) , which is a rearrangement of the multiset f2; 2; 3; 3; :::; n?1; n?1g with the property: if i < j < k and a i = a k , then a j > a i .
Gessel and Stanley 13] called these Stirling permutations and studied the number of them with a xed number of descents. Allowing i-row creation with n ? 1 rooks on a 1-jump board, we have the multiset permutations de ned in their open problem section. It might be possible to approach these open problems by de ning a hit polynomial on a subset of the rook board.
Abel Boards and Forests
Let A n denote the Abel board, the n n board with column heights (0; n; n; : : : ; n) (see Fig. 5:1) . By the factorization theorem, the 1-rook polynomial of A n is r (1) (A n ; x) = n X k=1 r (1) k x n?k = x(x + n) n?1 :
These polynomials are a special case of the general Abel polynomials x(x + an) n?1 and the coe cient r (1) k = t n;n?k , the number of labeled forests on n vertices composed of n ? k rooted trees 23]. In this section we explain this equality bijectively. In fact, we add some structure and construct a bijection between R n;k = f(p; u); u 2 f1; 2; : : : ; ngg, where p is a 1-creation placement of k rooks on A n , and F n;k = fmarked rooted forests of n ? k rooted trees on n verticesg, where a marked rooted forest is a forest of rooted trees with one distinguished vertex in the forest (the mark). This yields nr (1) k = nt n;n?k .
Recall that a partial endofunction is a function f : V ! W, where V is a subset of W. We construct a bijection between R n;k and P n;k , a class of`marked' partial endofunctions, and then specialize a bijection in 2] to a bijection between F n;k and the functional digraphs of P n;k . The de nition of P n;k and the bijection between R n;k and P n;k is described with an example. On the board A 5 , pick an integer from f1; 2; 3; 4; 5g, say 2, use 2 as the label of the rst column, and label the other columns with the remaining labels The coordinates de ne the partial endofunction f : f1; 4; 5g ! f1; 2; 3; 4; 5g given by f(1) = 2, f(4) = 5, and f(5) = 4. We call the pair (f; 2), where 2 is the label chosen for the rst column, a marked partial endofunction, with 2 as the mark. Using the procedure just described, we see that any placement p of 3 rooks and a choice of label u for the rst column de nes, via its coordinates, a marked partial endofunction. Let P n;k be the set of marked partial endofunctions f(f; u)g, where A is a k-subset of f1; 2; : : : ; ng, f : A ! f1; 2; : : : ; ng is a partial endofunction and u 2 f1; 2; : : : ; ng ? A. In our example we are considering P 5;3 . The mapping (p; u) ! (f p ; u) de nes a bijection between R 5;3 and P 5;3 , and the obvious generalization of our procedure leads to a bijection between R n;k and P n;k .
The functional digraph D f;2 of the marked partial endofunction in our example is the directed graph of Fig. 5:3 . Every component of D f;2 which is a tree has all its edges directed toward one vertex, which we designate the root. By our construction, these roots correspond to the labels of the empty columns of our rook placement. The label of the rst column (2 in this case) is a specially marked root (vertex 2 with a square about it). We identify each marked partial endofunction with its functional digraph. Now we specialize a bijection in 2, pp. 174-176] to a bijection between the functional digraphs of P 5;3 and F 5;3 .
The set D 0 f;2 of non-tree components of D f;2 (which are cycles possibly with trees attached -none in our example), with vertex set S, is the functional digraph of the restriction of f to S, a regular function fj S : S ! S. In our example S = f4; 5g, fj S (4) = 5 and fj S (5) = 4. We apply the Joyal bijection, between functional digraphs of regular functions and marked rooted trees 1], 2] to D 0 f;2 in our example to obtain the marked rooted tree with marked vertex 4 as shown in This yields a marked rooted forest with 2 as the marked vertex ( Fig. 5:5 ). This procedure, associating a marked rooted forest with the functional digraph of a marked partial endofunction, is easily seen to be a bijection between P 5;3 and F 5;3 . It is also easy to see that this procedure generalizes to a bijection between P n;k and F n;k .
Hence we have the two bijections R n;k ! P n;k ! F n;k and, by composing them, we are done. Let B x be the board of Fig. 2 is the number of ways of placing k rooks on B, with weights, and then placing n ? k more rooks anywhere (i.e. on B, B c , or on the x extra rows). Here we again use the fact that if we have already placed j rooks in a row, then we can place another rook in this row, in the rst available column, in j ? (j ? 1) ways. By inclusion-exclusion, we see that the resulting con guration in which the set S of rooks on B is nonempty cancel out of the above sum. The remaining details of the proof can be lled in by arguments contained in the proof of the -factorization theorem. Replacing x by ?x ? n ? (n ? 1)( ? 1) above and simplifying gives the Corollary.
Corollary 7:2 is a q-analogue of Theorem 6:1 since, if B is an n-column Ferrers board, so is B c , and thus in the q-case the RHS of Theorem 6:1 equals the RHS of Corollary 7:2 (using Theorem 7:1). One other identity we would like to mention is that R (2) k (J n;1 ) = q ( n?k
