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Procedures for estimating recurrence intervals of extreme floods are developed. Estimation procedures 
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explicitly used to estimate flood quantiles. Quantile estimation procedures are developed for both annual 
peak and seasonal flood frequency distributions. The underlying model of flood peaks is a marked point 
process { rj. z}} where Tj represents time of occurrence of the j1h flood during year i and the mark z} 
represents magnitude of the flood peak. Results from extreme value theory are used to parameterize the 
upper tail of flood peak distributions. Quantile estimation procedures are applied to the 95 year record of 
flood peaks from the Potomac River. Results suggest that Potomac flood peaks are bounded above. The 
estimated upper bound is only 20% larger than the flood of record. 
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1. INTRODUCTION 
The classical approach to flood frequency analysis is to treat the sequence of instantaneous annual 
peak discharges over a period of n years, Y 1, ••• , Yn as i.i.d. random variables with known distribu-
tion function F. We are primarily concerned with estimating quantiles of F, 
Q(a) = inf {x:F(x);;;;;;. a}, aE[O, 1]. (1.1) 
where a is typically very close to 1; the value of the 100 year flood, for example, is given by Q(.99). 
In the classical framework quantile estimators are obtained after first estimating all of the parameters 
of F. If, for example, 
F(x) ~ !-exp {- [ X~/! r} (1.2) 
is the Weibull distribution, the maximum likelihood estimator of Q(a) is given by 
A "-I 
Q(a) = P, + 0- [-log(l -o:)t (1.3) 
where ft, 0- and k are maximum likelihood estimators of the parameters of F obtained from 
YI> ... , Yn. 
The procedures we present for estimating quantiles of flood frequency distributions are motivated 
by DuMoucHEL's [83] suggestion to "let the tails speak for themselves". In practice this suggestion 
means that only the upper order statistics should be used to estimate the upper tail of a distribution. 
Similar approaches have been proposed for flood frequency analysis. JAMES [78] and PREscorr and 
WALDEN [83] propose that parameters of a specified flood frequency distribution F should be 
estimated by censored maximum likelihood with censoring applied to the lower order statistics of the 
annual peak sample. Procedures presented in this paper for flood frequency analysis are closely 
related to censored maximum likelihood methods; there are, however, fundamental differences. 
The quantile estimation procedures proposed in Sections 3 and 5 differ, in theory, from censored 
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maximum likelihood methods in that we do not specify a parametric form of the annual peak distri-
bution F. Instead we use results from extreme value theory to specify the "tail distribution", 
Fu(y) = P{ Yi-u .;;;;y I Yi.> u} (1.4) 
In practice the procedures we propose differ from censored maximum likelihood methods in the 
number of upper order statistics used. In censored maximum likelihood, the largest 50 - 90% of 
observations are typically used to estimate the parameters of F. Our procedures will use the largest 
10 - 20% of observations to estimate the tail distribution Fu. 
Connections between extreme value theory and flood frequency analysis have been close. In Statis-
tics of Extremes GUMBEL [58] suggests that annual flood peaks, by virtue of their representation as the 
maxima of numerous loosely connected events should follow one of the extreme value distributions. 
Extreme value theory is not, however, used in this paper to specify the annual peak distribution, but 
rather to specify the tail distribution (1.4). The main result we use is due to PICKANDS [75]. He shows 
that under certain assumptions on F (see Section 2) the tail distribution (1.4), for sufficiently large u, 
belongs to the generalized Pareto family. Utility of this result for problems of flood frequency 
analysis is suggested by R. SMITH [84]. Pickand's result forms the basis of quantile estimation pro-
cedures presented in Sections 3 and 5. 
BRYSON [74] proposes that different types of upper tail behavior can be distinguished from the con-
ditional mean exceedance function (cme function), 
M(u) = E[Yi-u I Yi> u ]. (1.5) 
The conditional mean exceedance M(u) is the average amount by which an annual peak exceeds a 
threshold u given that it is larger than u. It follows from Pickand's theorem that there are three pos-
sible types of upper tail behavior that the cme function can exhibit: 1) an unbounded "thick-tailed" 
distribution has cme function that is approximately linearly increasing in the upper tail, 2) an 
unbounded "thin-tailed" distribution has constant cme function in the upper tail and 3) a bounded 
distribution has cme function that is approximately linearly decreasing in the upper tail. Figure 1 
shows the estimated cme function for instantaneous annual peaks of the Potomac River (1895-1986). 
Note that beyond 200,000 cfs (there are 9 larger floods) the cme function appears to be linearly 
decreasing suggesting that Potomac flood peaks are bounded. We return to this topic in Section 3. 
Two quantile estimation problems are considered in this paper. The principal topic of Section 3 is 
quantile estimation for the upper tail of the annual peak distribution. In Section 5, seasonally varying 
quantile estimators are developed. Interest in time-varying flood frequency estimation stems in part 
from reservoir regulation problems in which it is desired to allow conservation storage for flood pro-
tection to depend on seasonally varying flood risk (see for example SMITH and KARR [86]). For both 
estimation problems the underlying probability model for flood peaks is a peaks over threshold (par-
tial duration series) model, which is presented in Section 2. Both quantile estimation procedures are 
applied to instantaneous flood peak data for the Potomac River. 
To motivate and support assumptions made in developing quantile estimators, results are presented 
in Section 4 which characterize relationships between annual peak distributions and seasonally vary-
ing flood peak distributions. Section 4 serves to link problems of seasonal and annual peak quantile 
estimation. Results from this section are of independent interest in assessing the role of seasonal mix-
ture distribution models (see for example WAYLEN and Woo [83] and LEYTHAM [84]) in flood fre-
quency analysis. In Theorem 4.1 a general representation for the annual peak distribution of a sea-
sonal mixture model is presented. Subsequent corollaries and examples illustrate pitfalls and insights 
that can be obtained from seasonal mixture models. 
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2. DEFINITIONS AND NOTATION 
The times of occurrence of flood peaks, that is, exceedances of a discharge threshold u0 , are modeled 
as a point process on the interval [O,l]. Thus time 0 corresponds to the beginning of the year (which 
we take to be October l) and time l corresponds to the end of the year (September 30). Denote by 
N;(l) the total number of flood peaks during year i and for N;(l) nonzero denote the occurrence 
times by 71 , ... ,TN'(I) and the flood magnitudes by Z~ , ... ,Ziv'(I)· The counting processes 
{N;(t),tE[O, l],i = 1,2, ... } are defined by 
N;(t) = if T,, .;;;;; t < T,,+1 
{
O if N;(l) = 0 or t < 11 
~i(l) if t ~ TN'(I) (2.1) 
We assume that the "marked point processes" { (Ti,zi), i =1,2, ... } are independent and identi-
cally distributed (i.i.d.). Figure 2 illustrates the notation for occurrence times and magnitudes of flood 
peaks for the Potomac River during 1936. We adopt the U.S. Geological Survey base level of 35,000 
cfs as our value of u0 • Related point process models of flood peaks are presented in ToDOROVIC and 
ZELENHASIC [70], GUPTA and DUCKSTEIN [76], KARR [76] 'and KONECNY and NACHTNEBEL [86]. 
The sequence of annual peaks can be obtained from the marked point process as 
N'(l) > 0 
{
max {z), j = l, ... ,N;(l)} . 
Y; = 0 N;(l) = 0 (2.2) 
It follows from the i.i.d. assumption on { (T; ,zi) } that annual peaks are i.i.d. We denote their com-
mon distribution function by 
F(x) = P{ Y; .;;;;; x}, x;;;.O. (2.3) 
As indicated in the Introduction, we are particularly interested in estimating attributes of the upper 
tail of F. An important attribute of the upper tail is the upper bound of F 
XF ~sup { x : F(x) < I} (2.4) 
with interest focusing on whether xF< + oo or xF= + oo. If xF is finite we are quite interested in 
estimating it. The quantile estimation procedure we present in Section 3 yields an estimator of the 
upper bound in the case that F is bounded. 
We conclude this section with the necessary background material from extreme value theory for 
development of quantile estimators. A detailed treatment of extreme value theory with numerous 
engineering examples can be found in LEADBETTER et al. [83] (see also GUMBEL [58] and DE HAAN 
[76]). 
Let Y 1, Y2 , ••• be i.i.d. random variables with common distribution F. Denote the maxima of the 
first n by 
(2.5) 
(The annual peak notation 'Y;' and 'F' is used intentionally to suggest that the natural way to intro-
duce extreme value theory into flood frequency analysis is through the tail of the annual peak distri-
bution, not the maxima of peaks within a year.) According to the central result of extreme value 
theory, the extremal types theorem, if a nondegenerate limit distribution A exists such that 
lim P{a; 1(Mn-bn).;;;;; x} = lim Fn(anx+bn) 
n~oo n-400 
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= A(x) (2.6) 
for appropriate scaling sequences an >0 and bn then A must be one of the three extreme value distri-
butions. 
The three extreme value classes can be represented in terms of the generalized extreme value distri-
bution as, 
A(x I µ,u,k) = exp{-[l-ku-1(x -µ)]1/k} (2.7) 
where k (x - µ)<u, u>O, f.L E R. The three extreme value classes are distinguished as follows: 
Extreme Value Type I k=O, 
Extreme Value Type II k >0, (2.8) 
Extreme Value Type III k <0. 
If (2.6) holds for a distribution F it is said to belong to the extreme value domain of attraction of 
A; we write, using (2.7) and (2.8), F E D(k). Practical importance of the extremal types theorem 
derives from the fact that virtually all "textbook" distributions have an extreme value domain of 
attraction. 
The conditional exceedance distribution of F is defined, for u < xp, by 
F (y) = F(u +y) - F(u) 
u 1 - F(u) ' y ..;;; xp-u (2.9) 
For a fixed threshold u the conditional exceedance distribution Fu(y) is the conditional probability 
that Y; is less than or equal to u + y given that it is larger than u, that is, 
Fu(y) = P { Y; ..;;; U + y I Y; > U } (2.10) 
Closely associated with conditional exceedance distributions is the generalized Pareto distribution, 
G(y I u,k) = l-(l-ku- 1y)1/k, k=/=O 
= l-exp{-a- 1y} k =O (2.11) 
where u>O and k ER. If k > 0, G has an upper bound given by 
XG = ak-I (2.12) 
The density of G is given by 
g(y I a,k) = u- 1(1-ku- 1yik-'- 1>; k=/=O 
= u- 1exp{-a- 1y }; k =O (2.13) 
The distribution F has "generalized Pareto tail" ( PICKANDS [75]) with parameter kif 
lim inf_ sup II Fu(y)-G(y I u,k) II =O. 
u-+x, O<a<oo O~<:oo 
(2.14) 
In words, F has a generalized Pareto tail if its conditional exceedance distribution can be approxi-
mated accurately by a generalized Pareto distribution. Importance of the generalized Pareto 
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distribution stems from the following theorem of PICKANDS [75] which states that a distribution F has 
generalized Pareto tail with parameter k if and only if it has extreme value domain of attraction with 
parameter k. 
THEOREM 2.1 (PICKANDS). The distribution function F has generalized Pareto tail with parameter k if 
and only if F E D(k). 
Because most "textbook" distributions have an extreme-value domain of attraction, it follows from 
Pickand's result that most textbook distributions have generalized Pareto tails. 
3. QUANTILE ESTIMATION FOR ANNUAL PEAK DISTRIBUTIONS 
A number of quantile estimation procedures have been proposed which are based on Pickand's 
theorem. In this section we present and apply a quantile estimation procedure due largely to 
DuMoucHEL [83] and R. SMITH [84], which is particularly well suited to flood peak data. The funda-
mental idea behind the method is that a discharge threshold u can be chosen such that the generalized 
Pareto approximation of Pickand's theorem holds as an equality for floods larger than u, that is, 
P{ Y; - u "'x I Y; >u} = G(x) (3.1) 
where G is the generalized Pareto distribution (2.11). We can rewrite (3.1) using Bayes' theorem as, 
F(u + x) = G(x)[l -F(u)] + F(u) (3.2) 
The quantile function of F can be obtained from (3.2), for a > F(u), as 
Q(a) = u + G-1 [a-F(u)l 
1-F(u) (3.3) 
=u+ak- 1 [1-[1;•]'] (3.4) 
where p = I - F(u). To obtain an estimator of Q(a) we must first estimate the parameters p, a, and 
k. 
To estimate p we note that the 0-1 random variables {l(Y; > u), i = 1,2 · · · } is a sequence of Ber-
noulli trials with success probability I - F(u). We estimate p by, 
n p = n- 1 2-: l(Yi > u). 
i=l 
Let ii denote the random number of annual peaks larger than u and for ii > 0 define 





for 1 < j ,.;;;; ii. The random variables YI> . .. , Y;; are the ordered exceedances of u and by (3.1) 
comprise the order statistics of a random sample of size ii from G. We can estimate a and k from the 
log-likelihood function, 
n -
L;;(a,k) = 2-: log g(Y; I a,k), (3.8) 
i=I 
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where g is the density of the generalized Pareto distribution (2.13). We denote the estimators a and k. 
The estimator of Q(a) becomes, 
. 
Q(a) = u + ak-I [1-[ l;a r l (3.9) 
For k > 0 we obtain the following estimator for the upper bound of F, 
A AA -I 
XF = U + ak . (3.10) 
An important problem in flood frequency analysis is assessing variability of quantile estimators. 
An estimate of 400,000 cfs for the 100 year flood of the Potomac River is of little utility if the stan-
dard error of the estimate is 400,000. An attractive feature of the generalized Pareto procedure is that 
asymptotic properties of maximum likelihood estimators can be used as the basis for assessing stan-
dard errors of our quantile estimators. 
R. SMITH [85] shows that for k < 1h standard asymptotic properties hold for maximum likelihood 
estimators of generalized Pareto parameters. Denoting the "observed information matrix" by Vn(k, a), 
the "Fisher information matrix" by l(k,a) and the true parameters by k 0 and a0 , we have 
I) (k,a,) ~ (ko,ao) 
-lh: A A 1 2) n [(k,a) - (ko,ao)] ~ N(O,I(ko,ao)- ) 
.... -I A " 3) n V;;(k,a,) ~ l(ko,ao). 
where 
;; a2log(g(Y;ja,k)) i~I ak2 
- -± alog(g(Y;ja,k)) alog(g(Y;ja,k)) 
i=I aa ak 
and 
k -I _ [(l-k)2 a(l-k) l J( ,a) - a(l -k) 2a2(1-k) · 
Computation of (3.14) from (2.13) is straightforward. 
- -± alog(g(Y;ja,k)) alog(g(Y;ja,k)) 







From (3.11) it follows that if sufficient data are available, maximum likelihood estimators of k and 
a will be close to the true parameter values. Standard errors of parameter est~tes can be assessed 
using (3.12) to (3.14). From (3.12) it is seen that the asymptotic distribution of (k,a) is bivariate nor-
mal with covariance matrix equal to the inverse Fisher information matrix. From (3.13) it follows 
that the observed information matrix evaluated at the maximum likelihood estimators is a consistent 
estimator of the Fisher information matrix. In (3.14) we present the form of the observed infor}llation 
matrix for the generalized Pareto distribution. Knowing tpe asymptotic joint distribution of (k,a) we 
can compute the asymptotic distribution of functions of (k,a), such as Q(a), using Theorem 3.3A in 
SERFLING [80]. 
In practice two approaches have been used for specifying the discharge threshold u above which the 
generalized Pareto approximation is assumed to hold. One can specify a priori a fixed percent of the 
largest observations; DUMOUCHEL [83] suggests 10%. Alternately one can use graphical tools such as 
the conditional mean exceedance plot as a guide in specifying the discharge threshold. Recall that in 
the upper tails the conditional mean exceedance plot is approximately linear. 
For Potomac annual peaks the two approaches yield similar thresholds. Note in Figure 1 that the 
conditional mean exceedance plot has a sharp change in slope in the vicinity of 195,000 cfs beyond 
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which it it approximately linearly decreasing. There are 10 annual flood peaks larger than 195,000 cfs 
in the 92 year record so a threshold of 195,000 cfs yields approximately the largest 10% of the obser-
vations. 
Estimates of the generalized Pareto parameters (from (3.8)) for the 10 exceedances of 195,000 cfs 
are k = 0.38 and o = 146,000. Most notably the estimate of k is positive indicating that floods are 
bounded above. The estimate of the upper bound from (3.10) is 579,000 cfs. The estimated upper 
bound is only 20% larger than the flood of record (480,000 cfs). 
The estimated value of k is quite large, resulting in an estimated upper bound close to the flood of 
record. If we are to conclude from this evidep.ce that Potomac flood peaks are definitely bounded we 
are on shaky ground. The standard error of k optained from the observed information matrix ( using 
3.14) is 0.49. Considering the standard error of k we cannot rule out any form of upper tail behavior. 
The Fisher information matrix provides some insight into the "error of estimation" problem for 
upper quantiles. From (3.12) and (3.15) we have, 
A -1 
k-k0 ,...., N(O,ii (1-k0)2) (3.16) 
A 
substituting k into the right-hand side of (3.16) yields a standard error estimate that is smaller than 
that obtained using the observedA information matrix ( and in fact biased low ; see PREscorr and 
WALDEN [83]). For ii = 10 and k = 0.38 (3.16) yields a standard error estimate of 0.19. From the 
optimistic standard error estimate of (3.16) we obtain the pessimistic result that ii must be greater 
than 10 to conclude that an estimate of 0.38 is more than 2 standard errors from 0. If we are using 
the largest 10% of floods this implies that more than 100 years of data are needed to conclude with 
modest certainty that floods are bounded. The situation is, of course, much worse using the appropri-
ate standard error estimates obtained from the observed information matrix. (HOSKING [84] and 
HOSKING et al. [85] present related discussions of tests for different forms of upper tail behavior of 
annual peak distributions.) 
As will be seen below accepting estimates of k different from 0 (both positive and negative) leads to 
"extreme" quantile estimates. A middle ground approach to upper tail quantile estimation, which in 
practice will always be supportable in light of the error of estimates problem outlined above, is to 
specify k = 0. Recall that for k = 0 we obtain an exponential upper tail. Using the generalized 
Pareto procedure with k specified to be 0 and a threshold of 195,000 cfs we obtain o = 110,000 yield-
ing as quantile estimator, 
A [ 1-a l Q(a) = u - a. log T 
[ 1-a l = 195,000 - 110,000 log O.U (3.16) 
Do we obtain qualitatively different results if the entire sample is used to estimate upper tail quan-
tiles? We give a qualified answer below. The 92 year record of annual peaks was used to estimate 
parameters of the generalized extreme value distribution using the maximum likelihood estimation 
proc~ure of PREscorr and WALDEN [80,83]. The parameters estimates are ji. = 90,800, o = 41,000 
and k = -0.42; the quantile estimator is given by, 
Q(a) = ji. + ok- 1 [I -(-log a )k] (3.17) 
A 
The large negative value of k indicates that Potomac flood peaks have thick unbounded upper tails. 
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Recurrence Interval GPl GP2 GEV (in years). 
100 425,000 451,000 652,000 
1000 515,000 704,000 1,728,000 
10,000 553,000 958,000 4,556,000 
TABLE 1. Quantile Estimates for Generalized Pareto Procedure, 
GP 1, Generalized Pareto Procedure with k =O, GP 2, 
and Generalized extreme value distribution, GEV. 
Table 1 shows estimates of the 100, 1000 and 10,000 year floods from 1) generalized Pareto pro-
cedure (3.9), 2) the generalized Pareto procedure with k = 0 (3.16) and 3) the generalized extreme 
value distribution (3.17). The range of the three estimates for each return period is striking. The esti-
mate of the 10,000 year flood from the generalized extreme value distribution is an order of magni-
tude larger than the estimate from the generalized Pareto procedure. Note that the generalized Pareto 
procedure with k = 0 provides "middle of the road" quantile estimates. 
120,000 
(40) 
k A <1 Q(.99) Q(.999) Q(.9999) 
(943,000) 
5, 20, 00 
(8,476,000) 
TABLE 2. Generalized Pareto estimates for varying thresholds. 
To conclude this section we examine sensitivity of generalized Pareto quantile estimates to the thin-
ning threshold u. Table 2 contains parameter and quantile estimates (with standard errors in 
parentheses) for threshold values ranging from 120,000 to 190,000 cfs. Note that the estimate of k 
switches from positive to negative in the vicinity of 170,000 cfs. The most striking features are the 
results for 120,000 cfs (for which there are 40 exceedances). The estimate of k (-0.53) is smaller than 
the estimate obtained from the entire sample for the generalized extreme value distribution. With 
reference to Figure l, there appear to be three distinct segments to the conditional mean exceedance 
function. Below 120,000 cfs (involving the smallest 52 floods) the cme function is decreasing. There 
is a sharp change in slope around 120,000 cfs and the cme function is increasing from 120,000 to 
195,000 cfs. For the largest ten floods, the cme function is approximately linearly decreasing. 
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It is clear that censored maximum likelihood applied to the largest 50 - 90% of observations will 
give radically different quantile estimates than the generalized Pareto procedure applied to the largest 
10% of observations. The fundamental problem for estimating recurrence intervals of large floods is 
determining how much of the annual peak sample is relevant to the upper tail. 
4. SEASONAL MIXTURE DISTRIBUTION MODELS 
In this section we examine relationships between annual peak and seasonal flood peak distributions. 
This section serves to link the problems of annual peak quantile estimation of Section 3 and seasonal 
peak quantile estimation of Section 5. Results of this section are pertinent to both problems. 
Recall from Section 2 that { 7),Z) } is the marked point process of flood occurrence times and 
magnitudes. We will denote the seasonal distribution of flood magnitudes by, 
H(x It) = P { Z)~x 11) = t }· x ~ 0 (4.1) 
that is, H (x I t) is the conditional probability that a flood magnitude is less than or equal to x given 
that it occurs at time t during the year (t E[O, 1 ]). Similarly, we define the seasonal conditional 
exceedance distribution by 
H,(x It)= P { z; - u .; x I z; > u, 1) = 1} (4.2) 
Closely associated with the seasonal conditional exceedance distribution is the point process of flood 
peaks larger than u, which is defined by, 
N;(t) 
N~(t) = L l(Z) > u ), t E [0,1] (4.3) 
j=I 
The following theorem and corollaries characterize relationships between the annual peak distribu-
tion F and seasonal peak distributions H (x I t). Proofs are given in the Appendix. 
THEOREM 4.1 If {Ni} is a Poisson process with intensity function A(t) then 
F(x) =exp {-j A(s)[l-H(x I s)]ds }· x ~ 0 (4.4) 
For development of quantile estimators we would like to accomodate the possibility that the point 
process { N;} may not be Poisson. CERVANTES et al. [83] and SMITH and KARR [86] have shown that 
peaks over threshold records may exhibit clustering if small-to-moderate floods are included ( see Fig-
ure 2). Validity of the Poisson assumption for large floods, however, is supported by considerable 
empirical evidence ( TODOROVIC [78]) as well as theoretical arguments based on the Poisson limit 
theorem ( CINLAR [72]). Because we are only interested in the upper tail of flood peak distributions 
there is a simple way of modifying (4.4) to account for the possibility that floods above u0 are not 
Poisson; we raise the (arbitrary) base level u0 to a sufficiently high threshold u and consider only the 
tail distribution Fu. The following corollary provides the necessary modifications. 
COROLLARY 4.1 If for some u ~ uo, { N~} is a Poisson process with intensity function Au(t) then, 
Fu(x) = exp {- j Au(s) [l - Hu(x I s)]ds }· x ~ 0 (4.5) 
EXAMPLE 4.1 If we take flood magnitudes to have a seasonally varying exponential distribution 
H(x It)= 1 - exp (-/3(t)x) (4.6) 
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it follows from Theorem 4.1 that, 
F(x) = exp {- j ~(s) exp (-Jl(s)x) d. } (4.7) 
If {3(t) = {3 for all t, so that the only seasonal variation is in the intenstiy function X(t), we have 
F(x) = exp{-exp[-{3x + log( j X(s) ds )]}, x ~ 0 (4.8) 
Thus F has a (truncated) Gumbel distribution. Note that, 
F(O) = exp{- j X(s) ds } 
= P{N;(l) = 0} (4.9) 
"Truncation " at 0 thus accounts for the probability that no events occur during the year. 
A compelling reason for using the generalized Pareto procedure for annual peak quantile estimation 
is that it is very difficult to specify the correct parametric form of the annual peak distribution. 
Theorem 4.1 and Corollary 4.1 illustrate that seasonality plays an important role in determining the 
complexity of parametrizing annual peak distributions. 
We now consider relationships between the upper tail of the annual peak distribution F and the 
upper tails of H(x It), tE[O, l]. We assume that for each t, H(x It) has an extreme value domain of 
attraction; we denote the generalized Pareto tail parameter by k(t). The following result characterizes 
dependence of the annual peak tail on seasonal tails that have distinct 'seasons'. 
COROLLARY 4.2 If there exists disjoint intervals A 1 and A 2 such that A 1 LJ A 2 = (0, 1] and 
H(x It)= H 1(x) t E A1 
= H2(x) t E A2 
k(t) = k1 t E A1 
= k2 t E A2 
then F has generalized Pareto tail with parameter k specified as follows: 
I) If k1 > 0 and k2 > 0 and xH, > xH, then k = k1. 
2) If k1 ~ k2 and k1 ~ 0 then k = k1 
(4.10) 
The main point of Corollary 4.2 is that if flood peak distributions vary seasonally then the upper 
tail of the annual peak distribution depends only on the season with the "thickest upper tail". Corol-
lary 4.2 can be generalized to an arbitrary number of seasons. If, for example, there are m seasons all 
with finite upper bounds, then the tail parameter of the annual peak distribution is determined by the 
season with the largest upper bound. If any of the seasons is unbounded, the annual peak tail is 
determined by the season with the smallest tail parameter. 
Figure 3 shows time of occurrence and magnitude of all Potomac floods larger than 150,000 cfs. A 
notable feature is that the three largest floods are separated (seasonally) by at least three months and 
are similar in magnitude. A traditional "model" of floods for the northeastem United States (see, for 
example, BENSON (62]) holds that winter/spring is a season of numerous floods of small magnitude 
(often dominated by "snowmelt floods"), while summer/fall is a season of infrequent large floods 
(often dominated by "hurricane floods"). The largest Potomac flood occurs, however, during 
"snowmelt season" (March 1936). The second largest flood (October 1942) occur during "hurricane 
season" but is not a hurricane flood. The third largest flood ( June 1972) is a hurricane flood but 
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occurs months before the peak of hurricane season. 
Because the largest floods are spread throughout the year and are of comparable magnitude, there 
is little justification for concluding from the data that the seasonal peak distributions 
{ H1(x ), t E (0, 1] } differ in the upper tail. In light of Corollary 4.2 we can either assume that, 
1) the importance of seasonality diminishes for extreme flood magnitudes or, 
2) we have too little data to assess seasonal features of extreme flood magnitudes. 
Assumption 1 is consistent with the available data for the Potomac while assumption 2 is immune to 
judgement from data. If we accept assumption 2 we must also admit that estimating return intervals 
for floods larger than the flood of record is virtually impossible. 
As a final comment on Figure 3 we note that all Potomac floods larger than 150,000 cfs are annual 
peaks. The largest peak over threshold flood that is not an annual peak is 132,000 cfs. There are 26 
annual peaks larger than 132,000 cfs. It follows that annual peak data contain virtually all of the 
information about the upper tail of annual peaks and seasonal flood peak distributions. 
5. ESTIMATION OF SEASONAL QUANTILES 
The main topic of this section is development of an estimation procedure for seasonal flood quantiles. 
Interest in seasonally varying flood frequency estimates stems in part from reservoir regulation prob-
lems in which it is desired to allow conservation storage for flood protection to vary seasonally in 
response to seasonally varying flood risk. SMITH and KARR (86] develop seasonally varying flood fre-
quency estimators which incorporate covariate information such as snow pack and soil moisture 
storage. Their approach is designed for the central portion of flood frequency distributions and is not 
directly applicable to upper tails. Interest in this section, as in the entire paper, is strictly with the 
upper tails. 
Our first task is to define a seasonally varying quantile function Q1(a), t E [O, l]. Intuitively, Q1 
should be the quantile function of a distribution F1 that is the product of two terms: 1) the condi-
tional distribution of flood magnitudes at time t, H(x I t) and 2) the probability of a flood at time t. 
A direct distributional approach to defining Q1 runs into trouble with the second term. As will be 
seen below, the natural approach for dealing with seasonal quantiles is the point process approach. 
Recall that {Ni} is the point process of floods larger than the base level u0 • Its intensity function 
is defined by 
;\(t) = lim(l.)P{N;(t +s)-N;(1);;;;.1} (5.1) 
sio s 
The point process { N~} is the point process of all floods larger than u ( u > u0 ); its intensity function 
is denoted A.,,(t). The quantile function Q1 can be defined as follows, 
Q1(a) =inf{ u: A.,,(t).;;;; 1-a}, a E [O,l], a> 1-;\(t) (5.2) 
Note that A.,,(t)- 1 is the "recurrence interval" at time t of a flood of magnitude u. We illustrate the 
definition for the peaks over threshold model of TODOROVIC and ZELENHASIC (70]. 
EXAMPLE 5.1 In the model of Todorovic and Zelenhasic, N; is assumed to be a nonstationary Poisson 
process with intensity function ;\(t). Flood magnitudes are assumed to be i.i.d. with, 
H(x It)= I - exp (-,Bx) (5.3) 
Thus flood magnitudes are exponentially distributed and do not depend on time of year. In this case 
it is easy to show that N~ is a Poisson process with intensity function, 
;\x(t) = exp ( - ,Bx );\(t) (5.4) 
(see, for example, KARR (86]). It follows that 
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Q1(a) = -/r1 log { ~~~ }· a> 1-;\(t) (5.5) 
Our seasonal quantile estimation procedure is based on the following assumptions, which are sup-
ported for Potomac flood peaks by arguments in Section 4. 
1) A threshold u can be chosen such that 
a) N~ is a Poisson process with intensity function;\;. 
b) The distribution of flood peaks larger than u does not depend on time of year, that is, 
H;;(xlt) = H;;(x) 
2) A threshold u > u can be chosen such that 
Hu(x) = G(xlk,u) 
that is, a generalized Pareto approximation holds for flood peaks larger than u. 
THEOREM 5.1 Under the above assumptions, 
_ -I 1-a [ [ lk l Q1(a) - u + uk 1- p;\;;(t) , a> 1-p;\;;(t) 
where, 
p = p { Z) > u I Z) > u } 
PROOF The result follows from the fact that N~ + x is a Poisson process with intensity function 






To implement (5.6) we must estimate the parameters p, k, u and ;\;(t), t E[O, 1 ], which we do as fol-
lows. By analogy with (3.5) p is estimated by 
n N 1(1) 
~ ~ l(Z) > u) 
i=I j=I p= 
n N 1(1) 
~ ~ l(Z) > u) 
(5.11) 
i=I j=I 
The generalized Pareto parameters k and u ~re estimated from the exceedances of u precisely as in 
(3.8). We denote the estimators, as before, k and 0-. The intensity function ;\;;(t) is estimated after 
first specifying the following parameterization. 
;\;;(t) =Ao expltb/ sin(j2'1Tt + o1 )} , tE[O,l] (5.12) 
The parameters >.o,bJ.b2 ,01 and 02 are estimated from the £>CCprr~ns_e timesAof flood peaks larger than 
u by maximum likelihood. The estimators are denoted >.o,b1'b2 ,01 and 02 ; the estimator for the 
intensity function is denoted 
~(t) =~exp{ _±bi sin(j2'1Tt + 01 )} , tE[O,l] (5.13) 
1=1 
For threshold values u = 150,000 and u = 195,000 we pbtain k = 0.38,0- = 146,000, and 
p = 0.55. Figure 4 shows the estimated intensity function ;\;(t). The intenstiy ranges from a 
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maximum of 0.30 (units are events per year) in March to a minimum of 0.06 in August. Using (5.6) 
we can now estimate the time-varying 100 year flood quantile, which is shown in Figure 5. The 100 
year flood quantile ranges from a maximum of 450,000 cfs in March to a minimum of 330,000 cfs in 
August. 
6. SUMMARY AND CONCLUSIONS 
In section 3 the generalized Pareto procedure for annual peak quantile estimation is described and 
applied to Potomac River flood peak data. Major conclusions are the following. 
1) The estimate of the tail parameter k of the annual peak distribution is positive (0.38) implying that 
Potomac flood peaks are bounded. This result suggests that the traditional assumption that flood 
peak distributions are unbounded should be reexamined. 
2) The standard error of the estimate of k is large enough that we cannot definitively rule out any 
form of upper tail behavior. Due to the error of estimates problem for k it may be prudent to assume 
that the upper tail is exponential, that k = 0. On the other hand, small positive (or negative) values 
of k will lead to very different quantile estimates for floods of large return interval. 
3) Standard errors of quantile estimates of very large recurrence interval floods ( in the range of 
1,000-10,000 year floods) are of the same order of magnitude as the estimates. Estimates in this range 
are thus of no utility. An important component of any quantile estimation proc'Xlure that purports to 
estimate very large recurrence interval floods is a method of assessing error of the estimates. 
4) For the generalized Pareto procedure, severe censoring yields very different quantile estimates from 
moderate censoring. Using the largest 10% of annual peaks we conclude that flood peaks are 
bounded with an upper bound only 20% larger than the flood of record. Using the largest 40% of 
annual peaks we conclude that flood peaks are unbounded with very thick tails. Thus for the Poto-
mac data set the issue is not removing a few unrepresentative small floods; the issue is deciding what 
the "upper tail" of Potomac flood peaks really is. 
The main results of Section 4 are Theorem 4.1 which provides a general representation for the 
annual peak distribution of a seasonal mixture model and Corollary 4.2 which characterizes depen-
dence of the annual peak distribution on seasonal tails. Two major issues for flood frequency analysis 
are raised in this section. The principal motivation for estimating the upper tail of an annual peak 
distribution F from the largest order statistics is uncertainty in specification of the parametric form of 
F. We argue in Section 4 that uncertainty in specification of F is well justified if seasonality is an 
important feature of the flood process. The second issue we consider is seasonality of extreme floods. 
It follows from Corollary 4.2 that if seasonality is a prominent feature of extreme floods, serious 
difficulties for both annual peak and seasonal flood frequency analysis will result. 
In section 5 we introduceA the seasonal quantile function Q1(a), tE[O, 1] and develop generalized 
Pareto quantile estimators Q1(a). Importance of seasonal quantile estimation stems in part from 
reservoir regulation problems in which it is desired to tie flood control operation to seasonally varying 
flood risk. The seasonal quantile estimation procedure is applied to Potomac flood peak data yielding 
a time-varying estimate of the 100 year flood that ranges from a minimum of 450,000 cfs in March to 
a minimum of 330,000 cfs in August. 
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Appendix 
In this Appendix we present proofs of Theorem 4.1 and Corollary 4.2. Before commencing with the 
proof of Theorem 4.1 we need a definition and a lemma. 
Let (A(t)) be a nonnegative function on [0,1]. The point process Ni is a Poisson process on [0,1] 
with intensity function A if 
I) {Ni} has independent increments, that is, for all k and O..;;;s 1 <t 1 ..;;;; • • • ..;;;sk<tk..;;;I, the random 
variables Ni(tk)-Ni(sk) , ... , Ni(t 1)-Ni(s 1) are independent. 
I 
2) For each t E [0,1], Ni(t) has a Poisson distribution with mean j>.(s)ds. 
0 
LEMMA: The zero probability function of a Poisson process {Ni} on [0,1] with intensity function A is 
given by 
P{N;(t)=O} = exp{-[A(s)ds}, tE[O,l]. (A.I) 
The proof of Theorem 4.1 follows from (A. I) as follows. 
The annual peak distribution is given by 
F(x) = P{ Y;~x} (A.2) 
=P{N~(l)=O} 
Recall that N~ is the counting process of floods larger than x and can be represented as 
N 1(t) 
N~(t) = L l(Z)>x), t E [O, I]. (A.3) 
j=I 
By assumption Ni is a Poisson process with intensity function A. It follows from (A.3) that N~ is a 
Poisson process with intensity function 
Ax(t) = A(t)(l -H(xjt)), t E [O, I] (A.4) 
The theorem follows by applying the Lemma to N~(I ). 
To prove Corollary 4.2 we note first that, for sequences an > 0 and bn, 
limP(anX + bn) = i'(x) 
n->OO 
for some nondegenerate limit distribution '1' if and only if 
lim n log F(anx + bn) = log i'(x). 
n->oo 
We also have that -logi'(x) ~ (1-i'(x)) as i'(x) ~ I. It follows from Theorem 4.1 that 
I 
limn logF(anx + bn) = lim -nj A.(u) [1-H(anx + bn I u)]du. 
n_,,.oo n-+oo 0 




=-jA.(u)du [lim n[l-Hi(anx+bn)JJ 
Ai n-+oo 






if both Hi(anx+bn) ~ 1 and H2(anx+bn) ~1 (otherwise P(anx+bn) has a degenerate limit distri-
bution). If both H 1 and H 2 are bounded with upper bounds xy, >xy2 then there exists ii such that 
H 2(anx+bn) = 1 for n>n, from which the first assertion of Corollary 4.2 follows. The second asser-
tion follows from Corollary 1.6.3 of LEADBETTER et al. [83]. 
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Figure 5. Seasonally varying estimate of 100 year flood. 

