Abstract -This paper considers the problem of tracking a maneuvering target in multisensor environment. A novel scheme is proposed for distributed tracking which utilizes a nonlinear target model and estimates from local (sensorbased) estimators. The resulting estimation problem is nonlineal: In order to evaluate the perfarmance capabilities of the architecture considered, advanced sampling-based nonlinear filters are implemented-particle filter (PF), unscented Kalman filter (UKF), and unscented particle $1-ter (UPF). Results from extensive Monte Carlo simulations using different configurations of these algorithms are obtained to compare their effectiveness for solving a distributed target tracking problem.
Introduction
Nonlinear filtering is certainly very important in estimation since most real-world problems are nonlinear. A typical nonlinear problem is tracking a maneuvering target based on position measurements from multiple distributed sensors (e.g., radars). For civilian air traffic control systems maneuvering target motion can be described by the nearly constant turn model [l] , [2] . If the turn rate of the motion is unknown the system model is nonlinear. If the measurement equation is nonlinear as well (as in the scenario considered in this work) both the system evolution and the observation equation are nonlinear. The problem is highly nonlinear and it poses quite a challenge.
In the most recent years a considerable progress in nonlinear filtering has been made in the areas of the samplingbased methods, including both random (Monte Carlo) (e.g., In the random sampling (particle filtering (PF)) the state probability density functions (PDFs) are represented by finite sets of sample points (i.e., particles) which are propagated and updated by the filter to approximate the posterior density of the target state. Provided the number of particles is large enough, the accuracy of this approximation can be high. In the deterministic sampling (unscented transform (UT) based)) filtering the PDFs are represented in terms of a small number of deterministic points (referred to as sigma points), specially designed to approximate the moments of random states after nonlinear transformations by the sample moments of the transformed sigma points. The unscented particle filtering (UPF) is a PF technique which employs unscented Kalman filters (UKF) to obtain better proposal distributions and thus dramatically reduce the number of particles in a PF implementation.
This paper considers the problem of tracking a maneuvering target in multisensor environment. A novel scheme is proposed for distributed tracking which utilizes a nonlinear target model and estimates from local (sensor-based) estimators. The resulting estimation problem is nonlinear. In order to evaluate the performance capabilities of the architecture considered, advanced sampling-based nonlinear filters are implemented, viz., PF, UKF, and UPF.
The rest of this paper is organized as follows. Section 2 defines the tracking problem and the distributed estimation approach. Section 3 reviews the baseline PF, UKF, and UPF algorithms implemented in the tracking scenario. Section 4 proposes an algorithm for estimating the crosscovariances of the local (sensor) estimators that are needed for the filtering at the fusion center. Results from extensive Monte Carlo simulations using different configurations of these algorithms are presented and analyzed in Section 5. Concluding remarks are provided in Section 6.
Multisensor Tracking Scenario
A typical scenario is considered for tracking a maneuvering target based on position measurement from multiple 
This model was introduced in [ 1 11 as a universal model for standard distributed fusion. Thus the target tracking problem at the fusion center is cast as an estimation problem for the state x k subject to the model (1) based on the sequence of "measurements" Z * k --{ z;, zs, . . . , z;} given by (4). This is a nonlinear estimation problem and its complete solution is given by the posterior PDF p ( X k l Z * k ) .
Sampling-Based Filters
In this section a brief review is given of the samplingbased nonlinear estimation algorithms, employed in our he me for h a 1 (single radar based) and global (at a fusion center) tracking. These include PF, UKF and UPF.
G k =
Note that if w = 0 then (1) describes a nearly constant velocity motion.
Measurement model 3.1 Particle Filter
Although the target state is conveniently expressed in Cartesian coordinates, the measurements are naturally taken in polar coordinates of radars. Measurements of range and bearing are given by Z i = h i ( X k ) Vi, 2 = 1,2,. . . , N , (2) and white measurement noise vi N N(0,Ri) with Ri =diag{cTPk, }. We consider a system of N, radars each measuring zi, i = 1 , 2 , . . . , N, according to (2) is approximated by a weighted sample set { x t ) , w; }:, which is recursively propagated and updated by the algorithm. It is also assumed that an importance (or proposal) distribution q, containing the support of the posterior, is available for sampling.
Algorithm SIS/R
Initialization (k = O )
Scheme for Distributed Tracking
Estimation fusion has wide-spread applications since many practical problems involve data from multiple sources. One of the most important applications is target tracking using multiple sensors. This paper consider the
situation wherein only one target is being tracked after data association has been performed. The following scheme for distributed tracking is proposed.
Let superscript i denotes quantities pertaining sensor i.
It is assumed that at every sensor a corresponding local tracker operates and provides to a central processor (fusion center) estimates %ilk of the target state (with the The above SIS/R filtering scheme is quite general. The importance distribution q is a "design parameter" and it permits a lot of choices, proposed in the literature, to influence the performance of any specific application. Another important feature of the above scheme is the on-line detection of degeneracy and the use of resampling for its mitigation. In the particular case of choosing q to be the prior p(XklZi-1) and with resampling at every k the above generic particle filter reduces to the original SIR (Bayesian bootstrap) algorithm of [3] .
Resampling on the other hand usually leads to another problem, known as sample impoverishment, which, simply put, means replicating high probability samples and thus loosing the low probability samples. An optional method to diversify the samples from the posterior is to use the MCMC move MH-step after an eventual resampling in the above SISR scheme 1143.
Unscented Kalman Filter
Unlike the PF which approximates the entire PDFs through random sample points, the UKF is based on a p proximating the first and second moments of the PDFs by (a small number of) deterministic sample points', referred to as sigma points. These sample points are designed in a way that the mean and covariance of a nonlinearly transformed random variable can be approximated by the sample mean and sample covariance of the transformed sigma points for
. 'In this regard we consider UKF as a sampling based (quasi-Monte Carlo) approximation approach.
any nonlinearity [6]. The UKF [7] is an implementation of the Kalman filter which utilizes this sampling-based computation of the means and covariances (and the filter gain).
Algorithm UKF
F o r k = 1 , 2 , ...
In the UKF algorithm the weights associated with sigma points are given by [SI:
: 
Unscented Particle Filter
Producing a good proposal distribution is critical for the performance of the PF. The UPF of [9] utilizes UKFs to produce better proposal densities q(xkIz&, z k ) within the framework of the PF. Specifically, each particle is updated by a UKF and the output mean and covariance are used to sample new particles. 
Algorithm UPF

Error Covariance of PseudoMeasurements
In order to make the distributed estimation problem given by (1) -(4) well defined, the covariance of the "measurement error" vi at the fusion center needs to be determined. Denote ... 
under the assumption %tlk-l I vj k and vi I vi, i # j we obtain under the assumption %i-llk-l I di, i # j , we obtain
Ezk-l = FiE~-llk-l(F~)r + QY (6)
Equations ( 5 ) and (6) provide a recursive algorithm for approximate computation of R; necessary for the state estimation at the fusion center. These matrices could be evaluated via linearization of the system equations. However, this approach requires availability of the matrices K i , Fi, H i at the fusion center. An alternative method for evaluating R;, tailored to the specific application of an UKF in the sequel, is proposed next.
In this work only UKFs are used as local filters and a natural alternative to the linearization approach is to send data to the fusion center in terms of local sigma points
and/or {<~~-l}~:.-nz of each sensor i = 1,2,. . . , S and directly compute the crosscovariances X i l at the center. To implement this idea we derive next a more general version of (5) which does not require the Jacobians Then the computation of C z k = C O V ( X~~~,~~~~) can be carried out at the center through direct computation of the covariances in the right-hand-side of (7) by means of the received sets of sigma points in the same manner as the covariances of the UKF are computed.
This algorithm was implemented in our simulation. It is more accurate than the linearization based algorithm. A drawback of this sigma points based implementation is that, in general, it increases the communication from the sensors to the center. However, based on the fact that the covariance does not change considerably (as established in our simulation), we reduce the frequency of this communication on the sigma points without noticeable loss of accuracy.
Simulation
We considered a simulation scenario with a maneuvering target whose position is sampled every T = 2sec. The target was taking a turn in the plane at nearly constant turn rate of 3O/sec, starting at k = 1 and ending at k = 100. The initial condition of the target was The filter configurations implemented include: UKF for the two local (radar) trackers; PF, UKF, and UPF respectively for the fusion center with the local estimates treated as measurements in the distributed estimation scheme (discussed above). For the purposes of comparison we also ran a UKF at the fusion center but in a centralized architecture -using the raw measurements from the local sensors directly. Figure 1 shows the target true trajectory and measurements by one of the sensors.
We used the root mean square error (RMSE) as a measure to evaluate the algorithms' accuracy. In Figure 2 Gith b -u~f r z u~.
uf-raue
The state estimation RMSEs by the fusion center running a PF are shown in Figure 2 particles was 500 and the number of propagated (predicted) particles was boosted to 4000. It can be seen that for this problem of a 5-dimensional state vector the use of 500 particles is insufficient -the fusion results are only slightly better (in speed RMSE) as compared to the local estimates from each single sensor. Clearly, the straightforward implementation we ran needs more particles for this problem or some additional techniques for enhancement to be incorporated (such as the MCMC move step, referred to in Section 3.1). The computational load is shown in Table 1 . Figure 3 shows the results over 100 runs by the center running a UKF. The central state estimates are substantially improved in accuracy as compared to the local estimates, both for position and speed. Similar results by UPF center are given in Figure 4 .
The UKF and the UPF (with 20 particles) centers were compared and the results are shown in Figure 5 . It is seen that UPF gives smaller position RMSE than UKF but their speed RMSEs are comparable. Figure 6 shows performance of UPFs using different number of particles: 2, 10, 20, and 50. The RMSE using 2 and 10 particles still have room for improvement, and 20 and beyond are very close to the RMSE of the centralized UKF filter.
The same UPF center was run where local estimates were received every sampling period but sigma points were received at every 10 and 20 sampling periods respectively. The RMSEs are shown in Figure 7 . Clearly, for this scenario the crosscovariance of the local estimates is varying very slowly and its recomputation is not necessary at every time step of the central filter.
The CPU time (in sec) required by each run for the three filters is given in Table 1 . 
Conclusion
The particle filter is expensive in computation and our straightforward implementation needs an improvement in efficiency. The UPF was shown to be superior to UKF at the cost of more computation but it provides flexible accuracy by using more or less particles. As expected the covariance of the measurement error of the fusion center changes slightly, the RMSE by skipping 9 sampling periods is very much the same as by skipping 19 sampling periods. So the state estimates are degraded little by reducing substantially the communication from local filters to the fusion center.
In general, the simulation results demonstrated that the proposed scheme for nonlinear distributed estimation by using sampling filters can be effective for multisensor tracking of maneuvering targets. Further research will elaborate 
