Abstract. This paper concerns eigenvalue problems for second-order random differential equations with weakly correlated coefficients. The random problem and the mean (deterministic) problem are embedded in a parametrized problem whose eigenvalues are expanded in a power series in the parameter. This expansion leads, via the variational characterization of the eigenvalues, to computationally accessible upper bounds for the mean values of the eigenvalues of the original problem.
1. Introduction. Despite their significance for applications, random eigenvalue problems have received relatively little attention in comparison to that devoted to random initial value problems. When the random terms are small, perturbation methods have proved useful [1, 7, 8, 10] , If, in addition, the random terms are weakly correlated, then in a certain limiting sense, each eigenvalue has nearly a normal distribution [3, 9, 11] . Variational methods have also found limited use [1, 2] . In this paper we consider problems in which the random terms are not small so that a perturbation method is not appropriate. We seek to exploit the variational characterization of eigenvalues in order to obtain upper bounds for the mean of each eigenvalue of a fairly wide class of problems.
We consider the problem:
-u" + q(x, u)u = Xu, (1-la) w(0) = 0, «(1) = 0 (1-lb) where q(x, w) is a random coefficient whose properties will be delineated later. It is helpful to introduce the more general problem u" +{(?0(x) + k[q{x,u) -q0(x)]}u = Xu, (l-2a)
«(0) = 0, u(1) = 0 (l-2b) ' Received July 28, 1983. The results presented in this paper were obtained while the second author was a Visiting Scholar at Rensselaer Polytechnic Institute.
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indexed by the parameter k, where q0(x) = (q(x, w)) and ( • ) denotes the mathematical expectation. When k -1 the problem (1-2) reduces to (1-1),while when k -0 it reduces to the deterministic problem -u" + q0(x)u = Aw, (l-3a) w(0) = 0, w(l) = 0.
(l-3b)
Thus the parametrized problem (1-2) provides a means of relating (1-1) with (1) (2) (3) .
To emphasize the fact that eigenvalues and eigenfunctions of (1-2) depend on k we denote them by A(/c) and u(x, k) respectively. They are analytic functions of k since k enters the problem (1-2) in an analytic manner. Thus we can write w , f ^(n)(0) " , ^ £ U<"\x, 0) " MK) = L K , u(x,k)= 2.
-j k", (1) (2) (3) (4) n=0 n=0
and we assume that the radius of convergence of each of these series is at least one. In Sec. 2 we discuss the calculation of A(n,(0) and u<n)(x, 0) so that (1-4) can be used to determine A(k) and u(x, k).
In Sec. 3 we assume that q(x, w) -q0(x) is weakly correlated with small correlation length £. Then it follows that <A(2,,)(0)> = 0(e") and <A(2"+1)(0)> = 0(e"+1). This enables us to calculate (A(k)) and (u(x, k)) from the finite sums
with an estimate of the error in terms of e. In using the formulas (1-5) we find that the coefficients (A(n)(0)) and (u(-")(x, 0)) can be evaluated in terms of infinite eigenfunction expansions. If these are truncated after some finite number of terms, then an approximation for (A(k)) is obtained, which can be improved by using more terms in the eigenfunction series. The approximations for (A(n>(0)) and (M(n)(x,0)) can be related to a finite-dimensional (matrix) eigenvalue problem, whose eigenvalues are upper bounds for the eigenvalues of the boundary problem. This is discussed in Sec. 4, and an example is given in Sec. 5.
The methods presented in this paper, while largely formal, are among the first to bring variational principles and techniques to bear on random eigenvalue problems in a potentially effective way. Further, these methods can be extended to problems other than (1-1) in a straightforward way. Since many other second-order equations can be reduced to the form (1-la) by a preliminary transformation, the problem (1-1) is already fairly general. However, other second-order equations, higher-order equations, or other boundary conditions, can be handled as discussed here. In any event the problem must be self-adjoint, and the eigenvalues bounded below.
2. Eigenvalues and eigenfunctions of the parametrized problem. To use the series expansions (1-4) for A(k) and u(x, k) it is necessary to derive expressions for derivatives of A and u with respect to k; we denote these derivatives by and u(n\x, k), respectively, for n = 1,2, The first step is to determine a boundary value problem satisfied by u(n). Next we describe an iterative process for the calculation of successive derivatives of any eigenvalue A,(k) and eigenfunction u,(x, k) of (1-2). We also establish that this process can be continued indefinitely so that in principle, at least, all derivatives of A,(k) and u,(x, k) can be found. Finally, explicit formulas are given for X^"\k) and u\n){x, k) for any n.
By differentiating (l-2a) n times with respect to k we obtain
where
and Q<")(x, k) = d"Q(x,K)/dK". It is possible to show that
and C" are binomial coefficients. Thus (2-1) has the form
which is similar to (l-2a) except for the term pn. The boundary conditions for follow directly from (l-2b), namely:
If we let A/(k) and u,(x, k) be the /th eigenvalue and eigenfunction of (l-2a, b) and assume that u, satisfies the normalization condition f uj(x, k) dx = 1, (2-5) Jo then it is easy to show that
This is accomplished by replacing u and A in (1-2) by u, and A; respectively, differentiating (l-2a) once with respect to k, multiplying the resulting equation by u" and integrating over [0, 1] , Integrating by parts and making use of (l-2a) then yields (2-6). Higher derivatives of A,(k) are then given by:
To determine the successive derivatives of X;(k) and u,(x, k) with respect to k we start by solving (1-2) and then use (2-6) to find A'/'(k). Next we find px(x, k) from (2-3), then solve (2-4) with n = 1 to find m,(1)(x, k), and finally find X(?\k) from (2) (3) (4) (5) (6) (7) . Then the process is repeated: p2(x, k), W/2>(x, k), and X^\k) are determined from (2-3), (2-4), and (2-7) respectively, and so on. To guarantee that this procedure can be continued indefinitely we must show that
where p",(x, k) is obtained from (2-3) by replacing A and u by A, and ut respectively. For n = 1, (2) (3) (4) (5) (6) (7) (8) (9) and it follows that
because of (2-5) and (2-6). An inductive argument can be used to establish (2-8) for n = 2,3,.... Now let us consider the form of the solution of (2-4). Assume that A,(k) is never zero, and let G(x, y, k) be the Green's function for the operator
with the boundary conditions (2-4b). Then u)n)(x, k) must satisfy the integral equation 
it follows that
where the coefficient CM is as yet unknown. To determine Cln form the inner product of (2-16) with U/(x, tc), so that
Jo n times with respect to k; this gives
lo, n = 1.
Finally, substituting from (2-14) and (2-20) into (2-16), we obtain an explicit expression for u\"\x, k), namely
where the last term in (2-21) does not appear if n = 1. From (1-4) we have <M1»=£™ ("2)
and in principle we can obtain expressions for (^"'(O)) from (2-6), (2-7), and (2-21). In practice, it is necessary to make further assumptions about the probabilistic nature of q(x, co) in order for these expressions to be useful. In the next section we explore the consequences of assuming that q(x, w) -q0(x) is weakly correlated (in a certain precise sense). It ultimately follows from (2- 
where ,(0) is obtained from (2-6), (2-7), and (2-21) by setting ur(x, 0) = 0 for r 3s 2m + 1. Inequality (2-23) is the main result of this paper; it is established in Sec. 4 by means of an argument based on the variational properties of eigenvalues.
3. Weakly correlated coefficients. The formulas (2-6), (2-7), and (2-21) developed in the preceding section can be evaluated at k = 0 to obtain and u\"\x, 0). Then the power series expansions
can be used to find the desired eigenvalue A,(l) and eigenfunction u,(x, 1) of the original random eigenvalue problem (1-1). Unfortunately, in practice we can only evaluate finitely many of the terms in (3-1), so the question arises of estimating the errors made in truncating the series in (3-1).
To this end, it is useful to examine the structure of X("'(k) and ujn)(x, k) in more detail. When k = 0, as required in (3-1), we show that the randomness in X\"\0) and u\"\x, 0) depends in a relatively simple way on q(x, u) -q0{x). This enables us, when q(x, u) -q0(x) is weakly correlated, to derive the expressions (3-12) and (3-13) for (\,(k)) and (u:(x, k)) with an order estimate of the remainder in terms of the correlation length e.
First, it is possible to show that A("'(k) and u\"\x, k) can be expressed in the form *<;>(«)-I WwA* -'<*• <3-2a>
It is convenient to express and u\n\x, k) in the form (3-2a, b) in part because when k = 0 the coefficients C, , and C, , t become deterministic constants. The results 
Substituting for and u\m~k) from (3-2b), we obtain: Our ultimate objective is to use (3-1) to estimate (A^k)) and (u,(x, k)), so we turn now to a consideration of the quantities A("'(0) and u\n)(x, 0), which are given by (3-2) with k = 0. In this case the coefficients C, , and C, , t in (3-2) are deterministic, and
when k = 0 the function ut(x, 0) is also deterministic, since it is an eigenfunction of the deterministic eigenvalue problem (1-3). Thus randomness enters the expressions for X("\0) and uj"\x, 0) only through the factors q(x, u) -q0(x) which appear in /,. . (0). From (3) (4) (5) (6) together with a similar expression for («{n)(jc,0)).
In order to simplify the expression (3-6) we assume that q(x, u) has a short correlation length e. More precisely, we follow Purkert and vom Scheidt [9] and assume that q(x, u) is weakly correlated in the following sense. Let S = (xv...,xn)
be an «-tuple of real numbers and let e be a small positive constant. Let Sl = (xh,... ,xik) be a subset of S, and suppose that jc(i < ■ < xik; this ordering can always be achieved by relabeling the elements of 5, if necessary. Then Sx is said to be e-neighboring if k, ~ e, \x,2 -i e. (3-7)
A single element subset is always e-neighboring. The subset Sl is maximally e-neighboring, with respect to S, if is e-neighboring, but is not contained in any larger e-neighboring subset of S. It can be shown that S can be separated into disjoint maximally e-neighboring subsets in a unique way [9] , Then a stochastic process f(x,u) is said to be weakly correlated with correlation length e if, for each n,
where the «-tuple S has been separated into the maximally e-neighboring subsets (xUi... ,xlpi),... ,(xkl,... ,xkpt) and Ef=lpi = n. Thus we assume that q(x, co) has the property (3-8). In particular, if n = 2, then (3- If q{x, w) is also stationary, then Rq(x1, x2) has the form 9(*i> *2) = °qPq(x2 ~ xi)> (3-iO) where is the (constant) variance and pq is the autocorrelation function of the process q(x, w) -Equation (3-9) says that q(x1, co) -qQ{xx) and q(x2, u) -q0(x2) are uncorrelated except in a strip of width yjl e about the line x2 = Using straightforward arguments similar to those in [3] , it is possible to show that (A(,2m>(0)) = 0(em), (u<j2m)(x, 0)) = 0(em), (x(/2m + 1)(0)) = 0(em + i), (u(,2m + l)(x, 0)) = 0(em + 1). (3) (4) (5) (6) (7) (8) (9) (10) (11) These estimates for (A(")(0)), for example, come from an identification of the contributions to (3) (4) (5) (6) that are of lowest order in e.
We can now use (3) (4) (5) (6) (7) (8) (9) (10) (11) in conjunction with (3-1) to estimate (X7(«)) to any given order in e. 4. Upper bounds for (X(l)). For deterministic eigenvalue problems analogous to (1-1) it is often convenient to determine upper bounds for the respective eigenvalues using the method of Rayleigh-Ritz-Galerkin. This method [4, 5, 6 ] is based on the variational characterization of the eigenvalues when the eigenvalues are bounded below. To adapt this method to the problem under investigation here we start from the minimum principle corresponding to (1-1):
A(«) = min f \u'2(x, to) + q(x, io)u2{x, w)] dx, where the coefficients c,(to) are to be determined so as to minimize the right side of (4-1) subject to the condition (4-2). We continue to denote the /th eigenvalue of ( In practice, the estimates (4-4) or (4-10) are not immediately very useful, because they require the determination of the eigenvalues of the n X n random matrix A whose elements are given by (4-7). However, we can also approach the algebraic eigenvalue problem (4-5) from the point of view of Sees. 2 and 3. Thus we separate the matrix A into two parts B = (B^) and C = (C,y), where
then we can imbed (4-5) in the parametrized system: (B + KCH=Ai (4-14)
The system (4-14) reduces to (4-5) when k = 1 and to the deterministic system B£=A£ (4-15) when k = 0. We denote the eigenvalues and eigenvectors of (4-14) by A",(k) and £"/(k) respectively for / = 1Observe that Multiplying (4-19) on the left by H,(k) and using the symmetry of B and C, we obtain A^M-^MCUk), (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) which is analogous to (2-6). Higher derivatives of Aw/(k) are obtained by repeated differentiation of (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) , that is,
which is analogous to (2) (3) (4) (5) (6) (7) . In order to use (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) and (4-21) to obtain we must first determine £^'(0) for q = 0,1,... ,m -1. For q = 0 we obtain £",(0) by solving (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) . Then, by differentiating (4-14) q times we find that satisfies By also making use of (4-33b) and (4-34) we obtain BnS^O) -Ar/(0K«(0) On comparing the expressions for A(2)(0) and A<2)(0), we see that the right-hand side of (4-40) is identical with the first n terms of the right side of (4-42). Thus A("2)(0) = X$(0), where X<2)(0) is obtained from A</2,(0) by setting us(x, 0) = 0 for s = n + 1, n + 2, The above argument can be extended in a straightforward way and leads to the conclusion that A<?/(0) = Kqm for all values of q > 2. Since (4-44) clearly holds for q = 0 and q = 1, this establishes (4-44) for all nonnegative integer values of q.
Finally, we are in a position to estimate (A^l)), the mean of the /th eigenvalue of the original problem (1-1). From The corresponding deterministic problem is:
-u"-Xu which reduces to (5-3a) or to (5-la) if k = 0 or k = 1 respectively. To estimate (A^l)), that is, the mean of the /th eigenvalue of (5-1), up to terms of order e, we make use of (4-48) with m = 1. Thus <A,(1)) < (A2/(0)) + (A^O)) + <A<|(0)) + 0(e2). Further larger value of m, since we must always have / < 2m. In these cases the calculations rapidly become much more cumbersome. The expressions (5-15) and (5-16) are consistent with the results in [2] , namely that while (Ml)) < MO) = w2, the corresponding inequality fails for the second and higher eigenvalues. One can also obtain an estimate for (X/(l)) from the expression for the density function for A,(l) given in [3] , However, this requires more detailed information about the random term q(x, co) than does the method presented here.
