We prove Feynman-Kac formulas for solutions to elliptic and parabolic boundary value and obstacle problems associated with a general Markov diffusion process. Our diffusion model covers several popular stochastic volatility models, such as the Heston model, the CEV model and the SABR model, which are widely used as asset pricing models in mathematical finance. The generator of this Markov process with killing is a second-order, degenerate, elliptic partial differential operator, where the degeneracy in the operator symbol is proportional to the 2α-power of the distance to the boundary of the half-plane, with α ∈ (0, 1]. Our stochastic representation formulas provide the unique solutions to the elliptic boundary value and obstacle problems, when we seek solutions which are suitably smooth up to the boundary portion Γ 0 contained in the boundary of the upper half-plane. In the case when the full Dirichlet condition is given, our stochastic representation formulas provide the unique solutions which are not guaranteed to be any more than continuous up to the boundary portion Γ 0 .
Introduction
The Feynman-Kac formula, discovered by Mark Kac [25] who was inspired in turn by the doctoral dissertation of Richard Feynman [18] , establishes a link between stochastic differential equations (SDEs) and parabolic partial differential equations (PDEs). It offers a method of solving certain PDEs by simulating random paths of a stochastic process. Conversely, expectations of an important class of random processes can be computed by deterministic methods.The Feynman-Kac formulas have been well established for strictly elliptic (in the sense of Gilbarg and Trudinger [22, pp. 31] or Karatzas and Shreve [26, Definition 5.7 .1]) Markov generator A (cf. [21] , [3] , [26] and [30] ). However, the literature is rather incomplete when A is degenerate elliptic, that is, only has a non-negative definite characteristic form, and its coefficients are unbounded. One such work is Feehan and Pop [16] , which obtains Feynman-Kac formulas for solutions to elliptic and parabolic boundary value and obstacle problems associated with the two-dimensional Heston stochastic volatility process. For certain classes of degenerate elliptic (parabolic) partial differential equations with boundary (terminal-boundary respectively) condition, the Feynman-Kac formula was explored in [32] and [21] , and more recently in [10] , [11] , [2] and [34] . A thorough survey of the results in the above references was given in [16] , where the authors provided detailed comparisons between their results and the previous results.
In this article, we extend the results of [16] to the case when A is a general elliptic differential operator with possibly unbounded coefficients: respectively, subject to a partial Dirichlet boundary condition
Here, Γ 1 := ∂O ∩ H is the portion of the boundary, ∂O, of O which lies in H, f : O → R is a source function, g : Γ 1 → R prescribes a Dirichlet boundary condition along Γ 1 , and ψ : O ∪ Γ 1 → R is an obstacle function which is compatible with g in the sense that
while A is an elliptic differential operator on O which is degenerate along the interior, Γ 0 , of ∂H∩∂O and may have unbounded coefficients. We require Γ 0 to be non-empty throughout this article as, otherwise, A is non-degenerate, and standard results apply (cf. [21] , [3] , [26] and [30] ). However, an additional boundary condition is not necessarily prescribed along Γ 0 . Rather, we will see that our stochastic representation formulas provide the unique solutions to (1.1) or (1.2), together with (1.3), when we seek solutions which are suitably smooth up to the boundary portion Γ 0 , a property which is guaranteed when the solutions lie in certain weighted Hölder spaces (by analogy with [8] ), or replace the boundary condition (1.3) with the full Dirichlet condition u = g on ∂O, (1.5) where g : ∂O → R, in which case the solutions are not guaranteed to be any more than continuous on the full boundary ∂O, and ψ :Ō → R is now required to be compatible with g in the sense that ψ ≤ g on ∂O.
(1.6)
Moreover, we also prove stochastic representation formulas for solutions for a parabolic terminal/boundary value problem −u t + A u = f on Q, (
and to a parabolic obstacle problem min {−u t + A u − f, u − ψ} = 0 on Q, (1.8) respectively, subject to the partial terminal/boundary condition u = g on ð 1 Q.
(1.9)
Here, we define Q := (0, T ) × O, where T ∈ (0, ∞), and
and assume given a source function f : Q → R, a boundary data function g : ð 1 Q → R, and an obstacle function ψ : Q ∪ ð 1 Q → R which is compatible with g in the sense that ψ ≤ g on ð 1 Q.
(1.10)
Just as in the elliptic case, we will either consider solutions which are suitably smooth up to (0, T ) × Γ 0 , but impose no explicit boundary condition along (0, T ) × Γ 0 , or replace the boundary condition in (1.9) with the full Dirichlet condition is the full parabolic boundary of Q, in which case the solutions are not guaranteed to be any more than continuous on ðQ and ψ : Q ∪ ðQ → R is compatible with g in the sense that ψ ≤ g on ðQ.
(1.12)
The major applications of the Feynman-Kac formulas presented in this article are in the area of mathematical finance. A solution u to the elliptic obstacle problem (1.2) and (1.3) with f = 0, can be interpreted as the value function for a perpetual American-type option with the payoff function given by the obstacle function ψ, and a solution u to the parabolic obstacle problem (1.8) and (1.9) with f = 0, can be regarded as the value function for a finite-expiration American-type option with the payoff function given by a terminal condition function h = g(T, ·) : O → R, which typically coincides on T × O with the obstacle function ψ. A solution u to the parabolic terminal/boundary value problem (1.7) and (1.9) with f = 0 can be interpreted as the value function for a Europeantype option with the payoff function given by the function h as above.
The present article is organized as follows. Section 2 presents the main results of this article, which establish Feynman-Kac formulas for the unique solutions to the elliptic boundary-value and obstacle problems with partial/full boundary conditions. Section 3 contains some basic estimates and boundary classifications for degenerate diffusion processes. Section 4 and Section 5 present the proofs of the main results of Section 2 for the elliptic boundary-value and obstacle problems, respectively. Finally, Section 6 establishes Feynman-Kac formulas for the unique solutions to the parabolic terminal/boundary-value and obstacle problems with partial/full terminal/boundary conditions.
Main Results

Basic Settings
Let S + (d) ⊂ R d×d be the collection of positive-definite symmetric matrices. Let A be the following elliptic operator To connect the operator −A with a diffusion process on H, we extend the definitions of a (and thusã), b and c to the half space. Throughout, a (andã), b and c will denote continuous extensions on H such that (2.2) and (2. 8) subject to the initial condition
We will use the notations P t,x and E t,x to indicate the probability and the expectation corresponding to the initial state (2.9), respectively. Also, we will omit the superscript t when t = 0.
Remark 2.1. The diffusion model (2.7)-(2.9) considered here covers several popular stochastic volatility model, e.g., the Heston model [24] , the CEV model [5] , and the SABR model [23] , which are widely used as asset pricing models in mathematical finance. It also covers a simple version of the continuous affine diffusion process introduced by Duffie, Filipović and Schachermayer [9] (see also [19] ).
Throughout this article, we make the following standard assumptions. 10) where · denotes the Euclidean norm of a vector or a matrix. 
Assumption 2.2 and Assumption 2.3 ensures that, for any t ≥ 0 and x ∈ H, there exists a weak solution 1 (Ω, F , (F s ) s≥t , P t,x , W (t) , X (t) ) to (2.7)-(2.8) with the initial condition (2.9) (cf. [15, Theorem 3.3] ), where
• (Ω, F , P) is a probability space, and (F s ) s≥t is a filtration of sub-σ-fields of F satisfying the usual conditions;
• for every i = 1, . . . , d, j = 1, . . . , m and s ≥ t,
• the integral version of (2.7)-(2.9) holds true P t,x -a. e.. 
s ∈ H = 1, for any s ≥ t.
Let U ⊆ H be an open set, and for any x ∈ U and t ≥ 0, let (Ω, F , (F s ) s≥t , P t,x , W (t) , X (t) ) be a weak solution to (2.7)-(2.8) with the initial condition (2.9). Define
It is clear that τ
From the boundary classification lemma (see Lemma 3.5 below), we also have τ
can never reach the boundary portion Γ 0 from the interior of O. Moreover, both τ t,x,X U and λ t,x,X U are stopping times with respect to (F s ) s≥t , since (F s ) s≥t is assumed to satisfy the usual conditions (cf. [30, pp. 117] ). In the sequel, when the initial condition (t, x) is clear from the context, we will omit the superscripts in the preceding definitions. Also, when t = 0, we will omit the superscript t in the preceding definitions.
In the following two subsections, we present Feynman-Kac formulas for solutions to elliptic boundary-value and obstacle problems. The proofs are deferred to Section 4 and Section 5, respectively. Similar results can be obtained parabolic terminal/boundary-value and obstacle problems, and will be presented in Section 6.
Feynman-Kac Formulas for Solutions to Elliptic Boundary-Value Problems
For any x ∈Ō and any weak solution (Ω, F , (F s ) s≥0 , P x , W, X) to (2.7)-(2.8) with the initial condition (2.9) at t = 0, let
For any integer k ≥ 0, let C k (O) be the vector space of functions whose derivatives up to order k are continuous on O, and let C k (Ō) be the Banach space of functions whose derivatives up to order k are uniformly continuous and bounded onŌ (cf. 
Our first result shows that (2.13) is the unique solution (assuming existence), which is C 2 inside the domain O and is continuous up to an appropriate portion of ∂O, to the elliptic boundary-value problem (1.1) with either the partial boundary condition (1.3) or the full boundary condition (1.5). In particular, u (X) * is independent of the choice of the weak solution.
Theorem 2.7. Let b, σ and c satisfy (3.2), and let f ∈ C(O) obey the linear growth condition (2.10) on O. Moreover, assume that b d (0) > 0, and that b d is locally Hölder continuous at the origin, i.e., there exists constants γ ∈ (0, 1], L > 0 and κ ∈ (0, 1), such that
(1) Suppose that one of the following three cases occurs,
is constant in a neighborhood of the origin.
Assume that g ∈ C loc (Γ 1 ) obeys (2.10) on Γ 1 . Let
be a solution to the elliptic boundary value problem (1.1) and (1.3), and which obeys (2.10) on O. Then for any
-(2.8) with the initial condition (2.9) at t = 0, where u (X) * is given by (2.13).
(2) Suppose that one of the following two cases occurs,
(e) β = 1, and 2b d (0) <σ 2 0 (0).
be a solution to the elliptic boundary value problem (1.1) and (1.5), and which obeys (2.10) on O. Then for any x ∈Ō, u(x) = u (X) * (x), for any weak solution (Ω, F , (F s ) s≥0 , P x , W, X) to (2.7)-(2.8) with the initial condition (2.9) at t = 0, where u (X) * is given by (2.13).
Remark 2.8. In the above theorem, we discuss two scenarios which depend on whether the diffusion process (X t ) t≥0 can reach the boundary portion Γ 0 or not (see Section 3.2 and the beginning of Section 4 for more details). In the first scenario, if one of the cases (a), (b) and (c) occurs, X never hits Γ 0 , while in the second scenario, if either (d) or (e) occurs, X may reach Γ 0 . Consequently, to obtain the uniqueness, we assume the partial boundary condition g ∈ C loc (Γ 1 ) for scenario (1) and the full boundary condition g ∈ C loc (∂O) for scenario (2), respectively.
The next result shows that, for the scenario (2) in Theorem 2.7, the uniqueness of the elliptic boundary-value problem can be obtained under the partial boundary condition (1.3), when a compensational regularity condition on Γ 0 is imposed, and the unique solution is given by u (X) * * as in (2.14). In particular, u (X) * * is independent of the choice of the weak solution. 
where Dϕ and D 2 ϕ denote the gradient and the Hessian matrix of ϕ, respectively. 
, and g ∈ C loc (Γ 1 ) which obeys the linear growth condition (2.10) on Γ 1 . Let
be a solution to the elliptic boundary value problem (1.1) and (1.3), and which obeys (2.10) on O. Then for any x ∈ O ∪ Γ 1 , u(x) = u (X) * * (x), for any weak solution (Ω, F , (F s ) s≥0 , P x , W, X) to (2.7)-(2.8) with the initial condition (2.9) at t = 0, where u (X) * * is given by (2.14).
Remark 2.10. In both Theorem 2.7 and Theorem 2.9, we obtain the unique Feynman-Kac formula for the elliptic boundary value problem (1.1) with partial/full boundary condition, which is, in particular, independent of the choice of the weak solution. Indeed, the difference in law between weak solutions (possibly defined on different probability spaces) lies only on the time they spend in zeros of the volatility (cf. [26, Section 5.5] , [12] and [13] ), i.e., the boundary portion Γ 0 .
• For u (X) * given as in (2.13), the stochastic representation formula only depends on X before it hits Γ 0 , as well as the corresponding hitting time τ O , both of which are unique in law for any weak solution (Ω, F , (F s ) s≥0 , P x , W, X) for each fixed x. Hence, u (X) * is independent of the choice of the weak solution.
• For u (X) * * given as in (2.14), the uniqueness of the Feynman-Kac formula does not conflict with the non-uniqueness in law of weak solutions. If the upper limit of the integral in (2.14) was a fixed T > 0, then the uniqueness of (2.14) for a sufficiently large class of f and g would result in the uniqueness in law of X for each fixed x. However, the terminal time in (2.14) is the hitting time λ O of the boundary portion Γ 1 . Prior to λ O , X can hit and stay in Γ 0 for multiple times, which results in different (in law) weak solutions, and in particular, different (in law) hitting times λ O . Therefore, the Feynman-Kac formula (2.14) can still be unique without the uniqueness in law of weak solutions.
Next, we show that the Feynman-Kac formula (2.13) is indeed the solution to the elliptic boundary-value problem. We first obtain the following theorem concerning the existence of solutions to the elliptic boundary value problem with traditional regularity on O.
Theorem 2.11. In addition to the hypothesis of Theorem 2.7, assume that the boundary portion Γ 1 is of class C 2,α , and that b, σ, f ∈ C 0,α (O), for some α ∈ (0, 1).
(1) Suppose that either case (a), (b) or (c) in Theorem 2.7 occurs. Assume that g ∈ C loc (Γ 1 ) which obeys the linear growth condition (2.10) on Γ 1 . For any x ∈ O∪Γ 1 , let (Ω, F , (F s ) s≥0 , P x , W, X) be a weak solution to (2.7)-(2.8) with the initial condition (2.9) at t = 0, and let u (X) * (x) be defined as in (2.13). Then, u (X) * is a solution to (1.1) with the boundary condition (1.3) along Γ 1 . In particular, u
(2) Suppose that either case (d) or (e) in Theorem 2.7 occurs. Assume that g ∈ C loc (∂O) which obeys the linear growth condition (2.10) on ∂O. For any x ∈Ō, let (Ω, F , (F s ) s≥0 , P x , W, X) be a weak solution to (2.7)-(2.8) with the initial condition (2.9) at t = 0, and let u (X) * (x) be defined as in (2.13). Then, u (X) * is a solution to (1.1) with the boundary condition (1.5) along ∂O. In particular, u
Moreover, we obtain the existence of solutions to the elliptic boundary value problem when the boundary data g is Hölder continuous on suitable portions of ∂O. Theorem 2.12. In addition to the hypotheses of Theorem 2.7, assume that the boundary portion Γ 1 be of class C 2,α , that the coefficients b, σ ∈ C 0,α (O), and that f ∈ C 0,α loc (O ∪ Γ 1 ), for some α ∈ (0, 1).
(1) Suppose that either case (a), (b) or (c) in Theorem 2.7 occurs. Assume that g ∈ C 2,α loc (O ∪ Γ 1 ) which obeys the linear growth condition (2.10) on O ∪ Γ 1 . For any x ∈ O ∪ Γ 1 , let (Ω, F , (F s ) s≥0 , P x , W, X) be a weak solution to (2.7)-(2.8) with the initial condition (2.9) at t = 0, and let u (X) * (x) be defined as in (2.13). Then, u (X) * is a solution to (1.1) with the boundary condition (1.3) along Γ 1 . In particular, u
(2) Suppose that either case (d) or (e) in Theorem 2.7 occurs. Assume that g ∈ C 2,α loc (O ∪ Γ 1 ) ∪ C loc (∂O) which obeys the linear growth condition (2.10) onŌ. For any x ∈Ō, let (Ω, F , (F s ) s≥0 , P x , W, X) be a weak solution to (2.7)-(2.8) with the initial condition (2.9) at t = 0, and let u (X) * (x) be defined as in (2.13). Then, u (X) * is a solution to (1.1) with the boundary condition (1.5) on ∂O. In particular, u
Remark 2.13. Let u * be the unique function (regardless of the choice of the weak solution) defined by (2.13). Theorem 2.7 and Theorem 2.11 (or Theorem 2.12) implies that, in all cases (a)-(e), u * is the unique solution, which is C 2 (or C 2,α ) inside the domain and continuous up to the (partial or full) boundary, to the elliptic boundary value problem (1.1) with the partial boundary condition (1.3), or with the full boundary condition (1.5).
Remark 2.14. In this article, we only consider the stochastic interpretations for classical solutions to the equations, for which we assume regularity conditions, such as the continuity and the Hölder continuity, on f, g and the coefficient functions in the operator A . Existence of classical solutions to (1.1), with partial boundary condition (1.3), in weighted Sobolev spaces, will be studied elsewhere. For the special case when A is the Heston operator, the existence of such solution was proved in [6, Theorem 1.18] , and the weighted Sobolev and Hölder regularity was shown in [14, Theorem 1.11] and [17] . We also refer to [17] for introduction to the literature on related degenerate elliptic and parabolic equations. The existence of solutions in weighted Sobolev spaces to the parabolic problem (1.7) for the Heston operator, with partial terminal/boundary condition (1.9), was studied in [6] .
Feynman-Kac Formulas for Solutions to Elliptic Obstacle Problems
For any x ∈Ō, let (Ω, F , (F s ) s≥0 , P x , W, X) be a weak solution to (2.7)-(2.8) with the initial condition (2.9) at t = 0, and let T x,X be the collection of all (F s ) s≥0 -stopping times. For any θ 1 , θ 2 ∈ T x,X , we define 16) and
where
are defined by (2.13) and (2.14), respectively. We then have the following uniqueness results for the elliptic obstacle problem. Similar to the results for the elliptic boundary-value problem, if the diffusion cannot reach the boundary portion Γ 0 , (2.17) provides the unique solution to (1.2) with partial boundary condition, while if the diffusion can hit Γ 0 , (2.17) and (2.18) provide the unique solutions (with distinct regularities) to (1.2) with full and partial boundary conditions, respectively. Theorem 2.15. Let b, σ, c and f be as in Theorem 2.7, and let ψ ∈ C(O) which obeys the linear growth condition (2.10).
(1) Suppose that either case (a), (b) or (c) in Theorem 2.7 occurs. Assume that ψ ∈ C loc (O ∪ Γ 1 ), and that g ∈ C loc (Γ 1 ) which obeys (1.4) and (2.10) on Γ 1 . Let
be a solution to the elliptic obstacle problem (1.2) and (1.3), such that both u and A u obey (2.10) on O. Then, for any
is given by (2.17).
(2) Suppose that either case (d) or (e) in Theorem 2.7 occurs. Assume that ψ ∈ C loc (Ō), and that g ∈ C loc (∂O) which obeys (1.6) and (2.10) on ∂O. Let
be a solution to the elliptic obstacle problem (1.2) and (1.5), such that both u and A u obey (2.10) on O. Then, for any x ∈Ō, u(x) = v (X) * (x), for any arbitrary weak solution (Ω, F , (F s ) s≥0 , P x , W, X) to (2.7)-(2.8) with the initial condition (2.9) at t = 0, where v (X) * is given by (2.17).
Theorem 2.16. Suppose that either case (d) or (e) in Theorem 2.7 occurs. Let b, σ, c and f be as in Theorem 2.9. Assume that ψ ∈ C loc (Ō) which obeys the linear growth condition (2.10) on O, and that g ∈ C loc (Γ 1 ) which obeys (1.4) and (2.10) on Γ 1 . Let
be a solution to the elliptic obstacle problem (1.2) and (1.3), such that both u and A u obey (2.10). Then, for any
-(2.8) with the initial condition (2.9) at t = 0, where v (X) * * is given by (2.18).
Remark 2.17. Existence of solutions in weighted sobolev spaces to the elliptic obstacle problem (1.2) for the Heston operator, with the partial boundary condition (1.3), was proved in [6, Theorem 1.6], and the Hölder continuity of such solutions up to the boundary portion Γ 0 was proved in [14] .
Preliminary Results
Properties of Diffusion Processes
In this subsection, we consider a general d-dimensional (d ≥ 2) time-homogeneous SDE system
Throughout this section, we assume that the coefficients 
then there exists M ∈ [0, ∞) such that
is a supermartingale with respect to (F t ) t≥0 under P x .
Proof: For any t > 0 and M ∈ R, Itô's formula implies that
To show that Z t is a supermartingale, since Z t is non-negative and the stochastic integral term in (3.3) is a local martingale, it suffices to show that the drift term is non-positive by Fatou's lemma. Indeed, for p > 0 given in (3.2),
By (3.2), we may set
and we obtain that
which completes the proof.
Remark 3.2.
• Condition (3.2) holds when c(x) > c 0 > 0 for all x ∈ R d , and b(x) + σ(x) ≤ K(1 + x β ) for β ∈ (0, 1). Actually, we can choose 0 < p < c 0 and consequently
, we may require that c 0 > 0 is sufficiently large (depending on K) to satisfy condition (3.2).
and (Z t ) t∈[0,∞] is a supermartingale with respect to (F t ) t≥0 under P x .
Proof: The proof follows from [26, Problem 1.3.16].
As a consequence of Lemma 3.1 and Corollary 3.3, we obtain the following lemma, which, in particular, implies that the functions u
, given respectively by (2.13), (2.14), (2.17) and (2.18), are well defined and obey the linear growth condition (2.10), for any x ∈Ō and any weak solution (Ω, F , (F s ) s≥0 , P x , W, X). .2). Then, for any x ∈Ō, any weak solution (Ω, F , (F s ) s≥0 , P x , W, X) to (2.7)-(2.8) with the initial condition (2.9) at t = 0, and any
given by (2.16), is well defined and satisfies
where C is a universal positive constant, depending only on K as in (2.10), c 0 as in Assumption 2.5, and M as in (3.4).
Proof: To show the well-definedness of J
x ∈Ō, we need to show that the first integral term in (2.16) satisfies the following identity
since X = (X s ) s≥0 does not necessarily have a limit at infinity. Indeed, for any T > 0, the left-hand side of (3.7) can be rewritten as
We will show that the second term on the right-hand side above vanishes as T → ∞, regardless of the choices of random variables for X ∞ so that Z ∞ in Corollary 3.3 holds. Using the linear growth condition (2.10) on g, we have 
Therefore, we have
as T → ∞, which justifies the identity (3.7).
To obtain the estimation (3.6), we first analyze the integral term in (2.16). By the linear growth condition (2.10),
ds.
By Lemma 3.1, we have
Next, we estimate those two non-integral terms in (2.16). We will only provide the proof for the first non-integral term, since both terms have the same form. To do this, using the linear growth condition (2.10) on g, the identity (3.7), and a similar argument as above, we have
Therefore, by (3.8), we see that
Similarly, using the linear growth condition (2.10) on ψ, we also have
Combining (3.9), (3.10) and (3.11) completes the proof.
Preliminary on Boundary Classifications for One-Dimensional Diffusions
In this subsection, let us recall some basic results on boundary classifications for one-dimensional diffusion processes (see [27, Section 15.6 ] for more details). Notice that the last SDE (2.8) in our model is independent of the first d − 1 variables. The results in this subsection can therefore be applied to the one-dimensional process X (d) . Let −∞ ≤ l < r ≤ ∞. Throughout this subsection, let (Y t ) t≥0 be a one-dimensional diffusion process, defined on a complete filtered probability space (Ω, F , (F t ) t≥0 , P), which satisfies
where y ∈ (l, r). Assume that µ(·) and η(·) are continuous on (l, r), and that η 2 (·) > 0 on (l, r). Let T y z be the first hitting time of Y to z, starting at Y 0 = y, i.e.,
The upper index y will be omitted when there is no ambiguity. We introduce the following notations, assuming l < a < y < b < r:
For any fixed y 0 ∈ (l, r), recall the scale measure defined as 13) and the speed measure defined as
, l < a < b < r. (3.14)
At the left endpoint l, we define the scale measure and the speed measure as:
In terms of the scale measure and the speed measure, w a,b and v a,b admit the representations:
and
Finally, for any y ∈ (l, r), we define
Both definitions above depend on y. However, it can be shown that the finiteness of their values is independent of the choices of y (cf. [27, Lemma 15.6.2]). Therefore, we can suppress the dependence on y without ambiguity since only the finiteness of their values is relevant in later arguments.
The following lemma summaries the classifications of the left boundary l, which will be useful in the proof of the existence and uniqueness theorems. We refer to [27, (2) If Σ(l) = ∞ and S(l, b] < ∞, in which case l is an attracting natural (Feller) boundary, then the diffusion process (Y (t)) t≥0 , starting from any interior point y ∈ (l, r), can never achieve the left boundary l.
, in which case l is either a (non-attracting) natural (Feller) boundary (when N (l) = ∞), or an entrance boundary (when N (l) < ∞). Assume further that lim b↑r T y b = ∞ almost surely, for any y ∈ (l, r). Then, the diffusion process (Y (t)) t≥0 , starting from any interior point y ∈ (l, r), can never achieve the left boundary l.
Proof: For any y ∈ (l, r), define T To see this, fix any y ∈ (l, r), and since T y a ≤ T y l for any a ∈ (l, y), we have
To show the reverse inequality, we can assume without loss of generality that T (1) Suppose first that l is a regular boundary. For any fixed b ∈ (l, r), by (3.15), (3.16) and (3.21),
Moreover, by [27, Lemma 15.
Hence, by (3.17), (3.21) and (3.22),
Together with (3.22), we concludes that T y l converges to 0 in L 1 (and thus in probability), as y ↓ l. The almost-surely convergence follows immediately since T 
We only need to show that
On the one hand, by the integration by parts formula,
On the other hand, by Fubini's Theorem,
Therefore, (3.24) follows immediately from (3.25) and (3.26), which concludes the proof of part (1).
(2) By [27, Lemma 15.6.2], if l is attracting, i.e., S(l, b] < ∞, then Σ(l) = ∞ ⇔ P y {T l < ∞} = 0, for any y ∈ (l, r). Hence, since lim b↑r T y b = ∞, we have
which completes the proof of the lemma.
Remark 3.6. The above classifications can be summarized by the following graph.
For the diffusion process X (d) given in (2.8), (l, r) = (0, +∞) and thus lim b↑∞ T y b = ∞ almost surely for any y ∈ (0, ∞) since X (d) is almost surely finite at any finite time. Therefore, the boundary behavior of X (d) at the origin is completely covered by Lemma 3.5.
Elliptic Boundary-Value Problems
In this section, we will verify the existence and uniqueness of Feynman-Kac representations for solutions to the elliptic boundary value problem with partial/full boundary conditions. Hereafter, we use N (d) to denote the quantities introduced in (3.13), (3.14), (3.18) and (3.19), for any arbitrarily fixed diffusion process (weak solution) X (d) driven by (2.8). We will prove Theorem 2.7, Theorem 2.9, Theorem 2.11 and Theorem 2.12 in the following two scenarios, based on the boudary classifications of the left boundary 0 for X (d) . Hence, if β ∈ (0, 1),
which implies that 0 is a regular boundary for X (d) .
(2) When β ∈ (1, 2], assume without loss of generality that b ∈ (0, κ], where κ is given as in (2.15). By (2.15), we have
dη . we shall discuss the following three cases for different values γ, where γ is the Hölder exponent given in (2.15).
First, if γ − β + 1 > 0,
Next, if γ − β + 1 < 0,
> 0, for y > 0 small enough.
Finally, if γ − β + 1 = 0, we also have
Therefore, when β ∈ (1, 2], we always have S (d) (0, b] = +∞, which implies that 0 is either a (non-attracting) natural (Feller) boundary or an entrance boundary for X (d) . Without loss of generality, we can choose b ∈ (0, κ 1 ), then we have
, we may choose ε > 0 so that 2b d (0) >σ 2 0 (0) + ε. By (2.15) and (4.2),
Therefore, 0 is either a (non-attracting) natural (Feller) boundary or an entrance boundary for X (d) .
(ii) If 2b d (0) <σ 2 0 (0), we may choose ε > 0 so that 2b d (0) <σ 2 0 (0) − ε. Again by (2.15) and (4.2),
Moreover, we have
Therefore, 0 is a regular boundary for X (d) .
(iii) If 2b d (0) =σ 2 0 (0), assume further that there exists κ 2 ∈ (0, κ) (where κ > 0 is given in (2.15)), such thatσ 2 0 (y) ≡σ 2 0 (0) for all 0 ≤ y ≤ κ 2 . Choose any b ∈ (0, κ 2 ), by (2.15), we have
dη . Therefore, 0 is either a (non-attracting) natural (Feller) boundary or an entrance boundary for X (d) . The proof is now complete.
We are now in the position of verifying the existence and uniqueness theorems for the elliptic boundary value problems. Notice that the existence and uniqueness of solutions to (1.1) with the partial boundary condition (1.3) along Γ 1 , when the scenario (A) occurs, and with the full boundary condition (1.5) along ∂O, when the scenario (B) occurs, are similar in nature. Therefore, we define
if the scenario (B) occurs, (4.3) and treat the previous mentioned boundary value problems together as
Proof of Theorem 2.7: It suffices to show that if
is a solution to (4.4) and satisfies the linear growth condition (2.10), then it agrees with the Feynman-Kac formula (2.13) on every x ∈ O ∪ ∂ * O, for any weak solution (Ω, F , (F s ) s≥0 , P x , W, X) to (2.7)-(2.8) with the initial condition (2.9) at t = 0. From the expression (2.13) of u * and the boundary condition of u in (4.4), we see that
Hence, we just need to show that u = u (X) * on O for any weak solution. In the following proof, for any x ∈ O, we will fix an arbitrary weak solution (Ω, F , (F s ) s≥0 , P x , W, X).
Let {O k } k∈N be an increasing sequence of 
since the stochastic integrals in the second sum above are martingales as the subdomain O k ⊂ O is bounded and u ∈ C 2 (O). We first take the limit in (4.6) as k → ∞. By the growth estimate (3.9), we can apply the dominated convergence theorem to obtain that
For the non-integral term on the left-hand side of (4.6), by the continuity of u on O ∪ ∂ * O and the continuity of the sample paths of (X s ) s≥0 ,
Hence, in order to show that
we only need to show that 
Combining (4.6)-(4.8), we obtain that
By the estimate (3.9) and the dominated convergence theorem,
It remains to consider the left-hand side of (4.9). Since u ∈ C(O ∪ ∂ * O) solves (4.4), we can rewrite this term as
Using the linear growth condition (2.10) on g and u, and a similar argument as above, we see that both collections of random variables on the right-hand side of the preceding identity
are uniformly integrable. It is easy to see that
Hence, we have
Combining (4.9)-(4.11), we obtain that
Together with (4.5), we obtain that u(x) = u (X) * (x) for any x ∈ O ∪ ∂ * O and any weak solution (Ω, F , (F s ) s≥0 , P x , W, X), where u (X) * is given by (2.13).
Proof of Theorem 2.9: We will show that under the scenario (B) (which contains the cases (d) and (e) given as in Theorem 2.7), and if
is a solution to (1.1) with the partial boundary condition (1.3) along Γ 1 , which satisfies the linear growth condition (2.10), then it admits the stochastic representation (2.14) for any x ∈ O ∪ Γ 1 , and any weak solution (Ω, F , (F s ) s≥0 , P x , W, X) to (2.7)-(2.8) with the initial condition (2.9) at t = 0. From (2.14) and the boundary condition (1.3), we see that
(4.12)
Hence, we just need to show that u = u (X) * * on O for any weak solution. In the following proof, for any x ∈ O, we will fix an arbitrary weak solution (Ω, F , (F s ) s≥0 , P x , W, X).
Consider the following sequence of increasing subdomains of O,
each with non-empty boundary portionΓ 0 ∩ U k . For any x ∈ O, we have x ∈ U k when k is large enough. For the simplicity of notations, we denote the process (X 
By Itô's formula, and noticing that the stochastic integral terms are martingales up to λ U k since the subdomain U k ⊂ O is bounded and u ∈ C 2 (O), for each k ∈ N, we have
where A ε denotes the elliptic differential operator 14) and where
Since u is a solution to (1.1), we can rewrite the preceding identity as
We shall first take the limit in (4.15) as ε ↓ 0 (for fixed k ≥ 1 and t ≥ 0). Using Assumption 2.5, the continuity of f , u and c on compact subsets of O ∪ Γ 0 , as well as the dominated convergence theorem, we have
To estimate the last integral term on the right-hand side of (4.15), we assume without loss of generality that ε < 1/2k for any fixed
where · C(Ū 2k ) denotes the uniform norm onŪ 2k . Since b andã are uniformly continuous and bounded onŪ 2k , the first two terms on the right-hand side of (4.18) converge to 0 as ε ↓ 0. For the last term in (4.18), notice that 19) where in the second inequality we use the convexity or concavity, depending on β ∈ (0, 2), of the function
Combining (4.18)-(4.19), using the assumption u ∈ C 1,1,β s,loc (O ∪ Γ 0 ) and the fact that
we obtain, by the dominated convergence theorem, that 
As k → ∞ and s → ∞, clearly we have
By the same argument as in the proof of Theorem 2.7, we can take the limit in (4.21), as k → ∞ and s → ∞, to obtain that, for any x ∈ O,
Together with (4.12), we have shown that u = u (X) * * on O ∪ Γ 1 , where u (X) * * is given by (2.14). Next, we prove existence of solutions to (4.4) when the boundary condition g is Hölder continuous on suitable portion of O.
Proof of Theorem 2.12: For each x ∈ O ∪∂ * O, let (Ω, F , (F s ) s≥0 , P x , W, X) be any weak solution to (2.7)-(2.8) with the initial condition (2.9) at t = 0, and let u (X) * (x) be defined as in (2.13) . It suffices to show that, u (X) * is a solution to (4.4), such that u is a solution to (4.4). In the following proof, without loss of generality, we will fix a single filtered probability space (Ω, F , (F s ) s≥0 , P), on which we fix a weak solution (X(x), W ) to (2.7)-(2.9) for each initial data x ∈ O ∪∂ * O at t = 0. Indeed, if (Ω, F , (F s ) s≥0 , P, X, W ) is a weak solution to (2.7)-(2.9) with the initial data x ∈ O ∪ ∂ * O, then (Ω, F , (F s ) s≥0 , P, X + y − x, W ) is a weak solution on the same probability space with a different initial data y ∈ O ∪ ∂ * O. We will still use P x and E x to denote the probability and the expectation with respect to different initial data, in which the parameter x of the weak solution X as well as all stopping times will be omitted. We will also omit the superscript X of u * and all stopping times for simplicity. The proof is organized in the following two steps.
Step 1 (u * ∈ C 
Notice that on each domain D k , the differential operator −A is uniformly elliptic with bounded and C 0,α (D k ) coefficients. Moreover, from our hypotheses, we have f ∈ C 0,α (D k ) and g ∈ C 2,α (D k ). Therefore, [22, Theorem 6.13] implies that the elliptic boundary value problem 
Here, we notice that, for every x ∈D k , any weak solution within the time period [0, τ x
] has the unique law (Remark 2.10). Also, by Lemma 3.4, u k obeys the linear growth condition (2.10), for all k ∈ N. Since, for each
) k∈N is an increasing sequence of stopping times, which converges to τ x O P-a. s., as k → ∞, using the hypothesis g ∈ C loc (O ∪ ∂ * O), the continuity of sample paths of X, the linear growth condition (2.10) on (u k ) k∈N and Lemma 3.4, we can apply the same argument used in the proof of Theorem 2.7 to obtain that
for any x ∈ O.
Fix x (0) ∈ O, and let B := B(x (0) , r 0 ) be a Euclidean ball centered at x (0) with radius r 0 , such thatB ⊂ O. Set B 1/2 := B(x (0) , r 0 /2). Since (u k ) k∈N obeys the linear growth condition (2.10), the same argument as in the proof of Lemma 3.4 shows that (u k ) k∈N is uniformly bounded onB. By the interior Schauder estimates (cf. [22, Corollary 6.3] ), the sequence (u k ) k∈N has uniformly bounded C 2,α (B 1/2 ) norms. Compactness of the embedding C 2,α (B 1/2 ) ֒→ C 2,γ (B 1/2 ), for any 0 ≤ γ < α, shows that, after passing to a subsequence, (u k ) k∈N converges in C 2,γ (B 1/2 ) to u * ∈ C 2,γ (B 1/2 ), and hence A u * = f onB 1/2 . Since this subsequence has uniformly bounded C 2,α (B 1/2 ) norms and it converges strongly in C 2 (B 1/2 ) to u * , we obtain that u * ∈ C 2,α (B 1/2 ). Since x (0) ∈ O is arbitrarily chosen, we conclude that u * is a solution to (4.4) and u * ∈ C 2,α (O).
Next, we fix any z 0 ∈ Γ 1 and choose r 0 > 0 small enough such that
From the construction of (D k ) k∈N , we can find k 0 ∈ N large enough such that D ⊂ D k , for all k ≥ k 0 . Since f ∈ C 0,α (D) and g ∈ C 2,α (D), by [22, Corollary 6.7] and the fact that u k solves (4.23), we have 24) where C > 0 is a constant depending only on the coefficients of A , and the domains D and D ′ . Combining (4.24) with the uniform bound on the C(D) norms of (u k ) k∈N , resulting from the linear growth condition (2.10) and a similar argument as in the proof of Lemma 3.4, the compactness of the embedding of
, where 0 ≤ γ < α, implies that there exists a subsequence of (u k ) k∈N which converges strongly to u * in C 2,γ (D ′ ). In particular, this subsequence converges in C 2 (D ′ ) to u * , and therefore u * ∈ C 2,α (D ′ ). Combining the above two cases, we conclude that u * ∈ C 2,α
Step 2 (u * is continuous up toΓ 0 in the scenario (B)) Let
Clearly we have 
Therefore, by the dominated convergence theorem,
Next, we need to show that lim
Notice that
and by Assumption 2.5, (4.26) and the dominated convergence theorem,
we just need to show that lim
Let ε > 0 be fixed. By the continuity of g, we may choose δ 1,ε > 0 such that 
which implies that, by choosing s ε > 0 small enough, for any s
Moreover, applying (3.20) to X (d) (δ 2,ε ), we may choose δ 2,ε > 0 sufficiently small, such that
To estimate the second and the third terms on the right-hand side of (4.33), we first notice that, by the linear growth condition (2.10) on g, 
By the Cauchy-Schwarz inequality and (4.31), for any s ∈ (0, s ε ] and any x ∈ B(x (0) , δ ε ) ∩ O,
Similarly, using (4.25) and (4.32), for any x ∈ B(x (0) , δ ε ) ∩ O and any s ∈ (0, s ε ],
Finally, by combining (4.33)-(4.36), for any x ∈ B(x (0) , δ ε ) ∩ O, we obtain that
which, together with (4.27)-(4.29), shows that u * is continuous at x (0) . Since x (0) ∈Γ 0 is arbitrarily chosen, we conclude that u * is continuous onΓ 0 , which completes the proof of the theorem.
We now prove existence of solutions to (4.4) when the boundary data g is only continuous on suitable portions of the boundary of O.
Proof of Theorem 2.11: For each x ∈ O ∪∂ * O, let (Ω, F , (F s ) s≥0 , P x , W, X) be any weak solution to (2.7)-(2.8) with the initial condition (2.9) at t = 0. We need to show that, u (X) * , given by (2.13), is a solution to (4.4) , that u
, and that u (X) * satisfies the linear growth condition (2.10). Again, for each x ∈ O ∪ ∂ * O, we fix an arbitrary weak solution (X(x), W ), with initial data x, defined on a single filtered probability space (Ω, F , (F s ) s≥0 , P), and denote P x and E x the corresponding probability and expectation. Also, we will omit the superscript X of u * and all stopping times for simplicity.
Since g ∈ C loc (∂ * O), where ∂ * O is a closed set, we may use [20, Thoerem 3.1.2] to extend g to R d such that its extension (denoted by g again) belongs to C loc (R d ). The proof of this theorem is similar to that of Theorem 2.12.
Step 1 (u * ∈ C 2,α (O), and u * is a solution to (4.4)) The argument is the same as Step 1 of the proof of Theorem 2.12, excluding the part of verifying u * ∈ C 2+α (D ′ ) at the end.
Step 2 (u * ∈ C loc (O ∪ ∂ * O)) For the scenario (B), we may use the same argument as Step 2 of the proof of Theorem 2.12 to prove that u * is continuous onΓ 0 . It remains to show that u * is continuous on Γ 1 for both scenarios. That is, for any
From the argument in Step 2 of the proof of Theorem 2.12, it suffices to show lim x→x (0) τ x O = 0 in probability (with respect to P), for any x (0) ∈ Γ 1 . Now fix any x (0) ∈ Γ 1 , and let (D k ) k∈N be an increasing sequence of C 2,α subdomain of O as in the proof of Theorem 2.12. Then, [22, Theorem 6.13] implies that the following elliptic boundary value problem 
Similar to the proof of Theorem 2.12, and using the continuity of sample paths of X as well as Lemma 3.4, we have
By Theorem 2.12, v * is a solution to
and v * ∈ C 2,α (O ∩ Γ 1 ). Hence we have lim
which implies that lim x→x (0) τ x O = 0 in probability by Assumption 2.5.
Elliptic Obstacle Problems
This section contains the proofs of Theorem 2.15 and 2.16. By Lemma 3.5, we will prove both theorems in scenarios (A) and (B), as stated at the beginning of Section 3. Also, similar to (4.4), the uniqueness of solutions to (1.2) with the partial Dirichlet boundary condition along Γ 1 , when the origin is either a natural (Feller) boundary or an entrance boundary for X (d) , and with the full Dirichlet boundary condition along ∂O, when the origin is either a regular boundary or an exit boundary for X (d) , are similar in nature. For convenience, we treat them together as
where ∂ * O is given by (4.3).
Proof of Theorem 2.15:
is a solution to (5.1), which satisfies the linear growth condition (2.10), then it admits the stochastic representation (2.17), for every x ∈ O ∪ ∂ * O, and for any weak solution (Ω, F , (F s ) s≥0 , P x , W, X) to (2.7)-(2.8) with the initial condition (2.9) at t = 0. From (2.16) and (2.17), we see that
It remains to show that u = v * on O, which we organize in the following two steps. Again, we will fix an arbitrary weak solution for each x ∈ O ∪ ∂ * O, and will omit the superscript X of v * .
Step 1 (u ≥ v * on O) Let (O k ) k∈N be an increasing sequence of C 2,α subdomains of O as in the proof of Theorem 2.7. For any x ∈ O, x ∈ O k when k is large enough. Since u ∈ C 2 (O), by Itô's formula, for any stopping time θ ∈ T x,X and s ≥ 0,
By splitting the left-hand side, and using u ≥ ψ and A u ≥ f on O, the preceding identity gives
As in the proof of Theorem 2.7, the collections of random variables
are uniformly integrable because u and ψ satisfy the linear growth condition (2.10). By the continuity of u and ψ on O ∪ ∂ * O, we also have
Hence, by [4, Theorem 4.5.4] , the growth estimate (3.9) and the dominated convergence theorem, we can take the limit in (5.3), as k → ∞, and obtain that
Next, we will take s → ∞ in (5.4). Again using a similar argument in the proof of Theorem 2.7, the collections of random variables
are uniformly integrable since u and ψ satisfy the linear growth condition (2.10). Also, by the continuity of u and ψ on O ∪ ∂ * O,
Therefore, by [4, Theorem 4.5.4] , the boundary condition (1.3), the identity (3.7), the growth estimate (3.9), and the dominated convergence theorem, we can take the limit in (5.4), as s → ∞, and obtain that
for any θ ∈ T x,X and x ∈ O, which yields u ≥ v * on O.
Step 2 (u ≤ v * on O) The continuation region
is an open set of R d by the continuity of u and ψ. We denotẽ 6) and writeτ =τ t,x,X for brevity when t = 0.τ t,x,X is indeed a stopping time with respect to (F s ) s≥t , since (X s ) s≥t is continuous and O is open. Using the same argument as in Step 1 with θ replaced byτ , and since u(Xτ ) = ψ(Xτ ) and A u = f on the continuation region C , we obtain that
for any x ∈ O, which implies that u ≤ v * on O. The proof is now complete.
Proof of Theorem 2.16: We need to show that under the scenario (B), and if
is a solution to (1.2) with the partial boundary condition (1.3), which satisfies the linear growth condition (2.10), then it admits the stochastic representation (2.18), for any x ∈ O ∪ Γ 1 , and any weak solution (Ω, F , (F s ) s≥0 , P x , W, X) to (2.7)-(2.8) with the initial condition (2.9) at t = 0. Again we will omit the superscript X of v * * , when we fix an arbitrary weak solution for each x ∈ O ∪ Γ 1 . From (2.16) and (2.18), we see that
It remains to show u = v * * on O. As in the proof of Theorem 2.15, we organize the proof in the following two steps.
Step 1 (u ≥ v * * on O) Let ε > 0 and let (U k ) k∈N be the collection of increasing subdomains of O as in the proof of Theorem 2.9. For any x ∈ O, x ∈ U k when k is large enough. By Itô's formula, for any s ≥ 0 and θ ∈ T x,X ,
where X (ε) is defined by (4.13), and where A ε is defined by (4.14) . By (4.14) and using A u ≥ f on O, the preceding identity gives
Without loss of generality, we assume that ε < 1/k, for any fixed large k ∈ N. By the continuity of f and u on compact subsets of O ∪ Γ 0 , as well as the dominated convergence theorem, we see that (4.16) and (4.17) hold. Also, since the residual term (A ε − A )u obeys the estimate (4.18), (4.20) also holds in the present case. Therefore, by taking ε ↓ 0 in (5.8),
Finally, applying the same argument employed in the proof of Theorem 2.7 and using (4.22), we can take k → ∞ and s → ∞ in the preceding inequality and obtain that 10) for any θ ∈ T x,X and x ∈ O, where in the second inequality we have used u ≥ ψ on O ∪ Γ 0 , which follows from (1.2) and the continuity of u and ψ up to Γ 0 , and where in the third equation we have used the identity (3.7). This concludes that u ≥ v * * on O.
Step 2 (u ≤ v * * on O) We choose θ =τ in the preceding step, whereτ is defined by (5.6) with t = 0. By the definition of the continuation region C given as in (5.5), and the obstacle problem (1.2), the inequalities (5.8), (5.9) and (5.10) hold with equality. Therefore, we conclude that u ≤ v * * on O, which completes the proof.
Parabolic Terminal/Boundary-Value and Obstacle Problems
In this section, we will derive Feynman-Kac formulas for solutions to parabolic terminal/boundaryvalue problem (1.7) and obstacle problem (1.8) with partial/full boundary conditions. Recall that 
on its domain.
Let C(Q) denote the vector space of continuous function on Q, while C(Q) denotes the Banach space of functions which are uniformly continuous and bounded on Q. Let Du and D 2 u denote the gradient and the Hessian matrix, respectively, of a function u on Q with respect to spatial variables. Let C 1 (Q) denote the vector space of functions u such that, u, u t and Du are continuous on Q, while C 1 (Q) denotes the Banach space of functions u such that, u, u t and Du are uniformly continuous and bounded onQ. Finally, let C 2 (Q) denote the vector space of functions u such that, u, u t , Du and D 2 u are continuous on Q, while C 2 (Q) denotes the Banach space of functions u such that, u, u t , Du and D 2 u are uniformly continuous and bounded on Q. If T ∂Q is a relatively open set, let C loc (Q ∪ T ) denote the vector space of functions u such that, for any precompact open subset
For any (t, x) ∈ Q, let (Ω, F , (F s ) s≥t , P t,x , W (t) , X (t) ) be an arbitrary weak solution to (2.7)-(2.8) with the initial condition (2.9) (recall that the existence of such a solution is guaranteed by Assumption 2.2 and Assumption 2.3). We define and treat the previous mentioned terminal/boundary-value problems together as
6.1 Feynman-Kac Formulas for Parabolic Terminal/Boundary-Value Problem
We first establish the uniqueness of Feynman-Kac formulas for solutions to the parabolic terminal/boundary value problem (1.7) with either the partial terminal/boundary condition (1.9), or the full terminal/boundary condition (1.11).
Theorem 6.3. Assume that b, σ and c satisfy (3.2) , that b and σ obey the linear growth condition (2.10), and that f ∈ C(Q) which obeys the linear growth condition (6.1) on Q,
(1) Suppose that either case (a), (b) or (c) in Theorem 2.7 occurs. Assume that g ∈ C loc (ð 1 Q) which obeys (6.1) on ð 1 Q. Let
be a solution to the parabolic terminal/boundary value problem (1.7) and (1.9), and which obeys (6.1) on Q. Then, for any (t, x) ∈ Q ∪ ð 1 Q, u(t, x) = u (X) * (t, x), for any weak solution (Ω, F , (F s ) s≥t , P t,x , W (t) , X (t) ) to (2.7)-(2.8) with the initial condition (2.9), where u (X) * is given by (6.2).
(2) Suppose that either case (d) or (e) in Theorem 2.7 occurs. Assume that g ∈ C loc (ðQ) which obeys (6.1) on ðQ. Let
be a solution to the parabolic terminal/boundary value problem (1.7) and (1.11), and which obeys (6.1) on Q. Then, for any (t, x) ∈ Q ∪ ðQ, u(t, x) = u (X) * (t, x), for any weak solution (Ω, F , (F s ) s≥t , P t,x , W (t) , X (t) ) to (2.7)-(2.8) with the initial condition (2.9), where u (X) * is given by (6.2).
Proof: We need to show that if u ∈ C loc (Q ∪ ð * Q) ∩ C 2 (Q) is a solution to (6.9), which satisfies the linear growth condition (6.1), then it admits the stochastic representation (6.2), for any (t, x) ∈ Q ∪ ð * Q, and any weak solution (Ω, F , (F s ) s≥t , P t,x , W (t) , X (t) ) to (2.7)-(2.8) with the initial condition (2.9). From the expression of u (X) * and the boundary condition of u in (6.9), it is easy to see that u(t, x) = u (X) * (t, x) = g(t, x) on ð * Q for any weak solution. It remains to justify u = u (X) * on Q for any weak solution. The proof is similar as that of Theorem 2.7, and we just outline the sketch here.
Let (O k ) k∈N be an increasing sequence of C 2,α open subdomains of O as in the proof of Theorem 2.7, with α ∈ (0, 1), such thatŌ k ⊆ O for each k ∈ N, and ∪ k∈N O k = O. For any (t, x) ∈ Q, we fix any arbitrary weak solution (Ω, F , (F s ) s≥t , P t,x , W (t) , X (t) ) to (2.7)-(2.8) with the initial condition (2.9), and obviously (t, x) ∈ O k for k large enough. By Itô's formula, E t,x exp − We need to take the limit in (6.10) as k → ∞. By a parabolic version of the growth estimate (3.9) (the condition in Lemma 3.4 can be much weaker for the stopping times bounded by T , due to [26, Problem 5.3 .15]), we can apply the dominated convergence theorem to obtain that
For the non-integral term on the left-hand side of (6.10), by the continuity of u and of sample paths of (X s ) s≥t , we first have 
is a collection of uniformly integrable random variables. To do this, it suffices to show that their second moments are uniformly bounded, which follows from [26, Problem 3.15] and the linear growth condition (6.1) on u. The proof is now complete.
We then have the following alternative uniqueness result. 
) be a solution to the parabolic terminal/boundary value problem (1.7) and (1.11), and which obeys (6.1) on Q. Then, for any (t, x) ∈ Q ∪ ð 1 Q, we have u(t, x) = u (X) * * (t, x), for any weak solution (Ω, F , (F s ) s≥t , P t,x , W (t) , X (t) ) to (2.7)-(2.8) with the initial condition (2.9), where u (X) * * is given by (6.3).
Proof: For ε > 0, by Itô's formula, we have
where U k , A ε and X (ε) were defined as in the proof of Theorem 2.9. Now the proof follows from the same argument as that of Theorem 2.9.
Similar to the elliptic case, we have the following two results on the existence of solutions to the parabolic terminal/boundary value problem with continuous and Hölder continuous terminal/boundary data, respectively. Theorem 6.5. In addition to the hypothesis of Theorem 6.3, assume that Γ 1 is of class C 2,α , that b, σ ∈ C 0,α (O), and that f ∈ C 0,α (Q), for some α ∈ (0, 1).
(1) Suppose that either case (a), (b) or (c) in Theorem 2.7 occurs. Assume that g ∈ C loc (ð 1 Q) which obeys (6.1) on ð 1 Q. For any (t, x) ∈ Q ∪ ð 1 Q, let (Ω, F , (F s ) s≥t , P t,x , W (t) , X (t) ) be a weak solution to (2.7)-(2.8) with the initial condition (2.9), and let u (X) * be defined as in (6.2). Then, u (X) * is a solution to (1.7) with the terminal/boundary condition (1.9) along ð 1 Q. In particular, u (X) * ∈ C loc (Q ∪ ð 1 Q) ∩ C 2,α (Q) which obeys (6.1) on Q ∪ ð 1 Q.
(2) Suppose that either case (d) or (e) in Theorem 2.7 occurs. Assume that g ∈ C loc (ðQ) which obeys (6.1) on ðQ. For any (t, x) ∈ Q ∪ ðQ, let (Ω, F , (F s ) s≥t , P t,x , W (t) , X (t) ) be a weak solution to (2.7)-(2.8) with the initial condition (2.9), and let u (X) * be defined as in (6.2). Then, u (X) * is a solution to (1.7) with the terminal/boundary condition (1.11) along ðQ. In particular, u (X) * ∈ C loc (Q ∪ ðQ) ∩ C 2,α (Q) which obeys (6.1) on Q ∪ ðQ.
Proof:
The proof is similar to that of Theorem 2.11, and we will just sketch the outline. Again for simplicity, we will omit the superscript X of u * since, for each (t, x) ∈ Q ∪ ð * Q, we fix an arbitrary weak solution (Ω, F , (F s ) s≥t , P t,x , W (t) , X (t) ). From the expression of (6. 
has a unique solution u k ∈ C(Q k ) ∩ C 2,α (Q k ), and by [21, Theorem 6.5.2] it admits the stochastic representation: for any (t, x) ∈ ((0, T ) × ∂O k ) ∪ {T } ×Ō k ,
Here, we note that for any weak solution to (2.7)-(2.8), with the same initial data (t, x) ∈ Q, has the unique law up to τ t,x,X O . Since τ O k → τ O a. s., as k → ∞, and using the same argument as in the proof of Theorem 6.3, we can show the convergence of the right-hand side of the above equation. Therefore, as k → ∞, u k converges to u * pointwisely in Q.
With the help of interior Schauder estimate for parabolic equations [29, Exercise 10.4.2] , and using the same argument as in the first step of proof for Theorem 2.12, we can obtain that u * ∈ C 2,α (Q). To get the continuity of u * up to the boundary ð * Q, we may use the same argument as in the second step of the proof of Theorem 2.12.
Theorem 6.6. In addition to the hypotheses of Theorem 6.3, assume that b, σ ∈ C 0,α (O), and that f ∈ C 0,α loc (Q ∪ ð 1 Q), for some α ∈ (0, 1).
(1) Suppose that either case (a), (b) or (c) in Theorem 2.7 occurs. Assume that the boundary portion Γ 1 is of class C 2,α , and that g ∈ C 2,α loc (Q∪ð 1 Q) which obeys the linear growth condition (6.1) on Q ∪ ð 1 Q, and −g t + A g = f on {T } × Γ 1 .
(6.11)
For any (t, x) ∈ Q ∪ ð 1 Q, let (Ω, F , (F s ) s≥t , P t,x , W (t) , X (t) ) be a weak solution to (2.7)-(2.8) with the initial condition (2.9), and let u (X) * be defined as in (6.2) . Then, u (X) * is a solution to (1.7) with the terminal/boundary condition (1.9) along ð 1 Q. In particular, u (X) * ∈ C 2,α loc (Q ∪ ð 1 Q) which obeys (6.1) on Q ∪ ð 1 Q.
(2) Suppose that either case (d) or (e) in Theorem 2.7 occurs. Assume that the boundary ∂O is of class C 2,α , and that g ∈ C 2,α loc (Q ∪ ð 1 Q) ∩ C loc (Q ∪ ðQ) which obeys the linear growth condition (6.1) on Q ∪ ðQ, and −g t + A g = f on {T } × ∂O.
(6.12)
For any (t, x) ∈ Q ∪ ðQ, let (Ω, F , (F s ) s≥t , P t,x , W (t) , X (t) ) be a weak solution to (2.7)-(2.8) with the initial condition (2.9), and let u (X) * be defined as in (6.2) . Then, u (X) * is a solution to (1.7) with the terminal/boundary condition (1.9). In particular, u Proof: We may use the same strategy as in the proof of Theorem 2.12 for this parabolic case. The only difference is that, when we prove u * ∈ C 2,α (Q) (or u * ∈ C 2,α (ð * Q)), where u * is a solution that we obtain by a similar limiting argument as in the proof of Theorem 6.5, we use interior Schauder estimate [29 
Feynman-Kac Formulas for Parabolic Obstacle Problems
In this final subsection, we briefly investigate the Feynman-Kac Formulas for parabolic obstacle problem (1.8) with partial/full terminal/boundary conditions. Similar to the elliptic case, those two scenarios (see Section 4) depending on whether the process X reaches Γ 0 , can be united as one obstacle problem min{−u t + A u − f, u − ψ} = 0 in Q, u = g on ð * Q, where ð * Q is defined in (6.8). The proofs of the following two theorems are then similar to those of Theorem 2.15 and Theorem 2.16, respectively, and is thus omitted.
Theorem 6.8. Let f, b, σ and c be as in Theorem 6.3, and let ψ ∈ C(Q) which obeys the linear growth condition (6.1).
(1) Suppose that either case (a), (b) or (c) in Theorem 2.7 occurs. Assume that ψ ∈ C loc (Q∪ð 1 Q), and that g ∈ C loc (ð 1 Q) which obeys (1.10) and (6.1) on ð 1 Q. Let
be a solution to the parabolic obstacle problem (1.8) and (1.9), such that both u and A u obey (6.1) on Q. Then, for any (t, x) ∈ Q ∪ ð 1 Q, u(t, x) = v (X) * (t, x), for any weak solution (Ω, F , (F s ) s≥t , P t,x , W (t) , X (t) ) to (2.7)-(2.8) with the initial condition (2.9), where v (X) * is given by (6.5).
(2) Suppose that either case (d) or (e) in Theorem 2.7 occurs. Assume that ψ ∈ C loc (Q ∪ ðQ), and that g ∈ C loc (ðQ) which obeys (1.12) and (6.1) on ðQ. Let
be a solution to the elliptic obstacle problem (1.8) and (1.11), such that both u and A u obey (6.1) on Q. Then, for any (t, x) ∈ Q ∪ ðQ, u(t, x) = v (X) * (t, x), for any weak solution (Ω, F , (F s ) s≥t , P t,x , W (t) , X (t) ) to (2.7)-(2.8) with the initial condition (2.9), where v (X) * is given by (6.5).
Theorem 6.9. Suppose that either case (d) or (e) in Theorem 2.7 occurs. Let f , b, σ and c be as in Theorem 6.4. Let ψ ∈ C loc (Q ∪ ð 1 Q) which obeys the linear growth condition (6.1) on Q, and let g ∈ C loc (ð 1 Q) which obeys (1.10) and (6.1) on ð 1 Q. Let
is a solution to the parabolic obstacle problem (1.8) and (1.9), such that both u and A u obey (6.1). Then, for any (t, x) ∈ Q∪ð 1 Q, u(t, x) = v (X) * * (t, x), for any weak solution (Ω, F , (F s ) s≥t , P t,x , W (t) , X (t) ) to (2.7)-(2.8) with the initial condition (2.9), where v (X) * * is given by (6.6).
