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Kurzdarstellung
Herko¨mmliche Heizungsregelungen haben den Nachteil, daß sie auf die betra¨chtlichen zusa¨tz-
lichen Energieeintra¨ge in Geba¨uden mit hohem Solaranteil zu spa¨t reagieren. Die in der
Folge auftretenden U¨berhitzungen fu¨hren zu einer unzureichenden Nutzung der solaren Ge-
winne zur Substitution von Heizenergie. Der hier verfolgte Ansatz zur Erho¨hung des solaren
Nutzungsgrades und damit zur Einsparung von Heizenergie besteht in der Einbeziehung
der Einstrahlung und einer Wettervorhersage in die Regelstrategie. U¨ber ein Modell des
dynamischen Geba¨udeverhaltens kann die Raumlufttemperatur vorhergesagt und auf zu er-
wartende U¨berhitzungen bereits vor deren Eintreten reagiert werden. Dieses Modell sollte
durch die Regelung selbsterlernbar sein, um einen breiten praktischen Einsatz in verschie-
denen Geba¨uden zu ermo¨glichen.
Im Rahmen der vorliegenden Arbeit wird ein solcher Algorithmus zur vorausschauenden und
selbstadaptierenden Regelung der Heizung in Geba¨uden mit erho¨hten passiv solaren Ener-
giegewinnen entwickelt. Wu¨nschenswert ist zudem eine Funktionsfa¨higkeit des Algorithmus
in einem vermarktbaren Gera¨t. Daraus ergeben sich Forderungen nach einer preiswerten,
einfach zu konfigurierenden und zu bedienenden Hardware, die ohne nennenswerte Vera¨nde-
rungen in Geba¨uden mit verschiedenem dynamischen Verhalten einsetzbar ist.
Das Konzept ist zuna¨chst fu¨r kleinere Geba¨ude mit Pumpenwarmwasserheizung vorgesehen.
Die entwickelte Regelung beeinflußt die Raumtemperatur eines ausgewa¨hlten Referenzraums
mit Hilfe der Vorlauftemperatur des Heizsystems. Ein reglerinternes Modell beschreibt die
dynamische Reaktion der Regelgro¨ße in Bezug auf die Einflußgro¨ßen Vorlauftemperatur, so-
lare Einstrahlung und Außentemperatur. Die Parameter dieses Modells werden wa¨hrend des
Betriebs aus Meßdaten erlernt. Die durchgefu¨hrten Untersuchungen zur Identifizierbarkeit
der Modellparameter dienen der Ermittlung einer geeigneten Modellstruktur und Identifi-
kationsmethode.
Der entwickelte Algorithmus wird eingehend in einer Simulationsumgebung sowie einer expe-
rimentellen Umgebung (Testha¨user des ISFH in Emmerthal) untersucht. Die Simulationsun-
tersuchungen dienen der Ermittlung des Einflusses einzelner Parameter des Algorithmus auf
das Regelverhalten, der Quantifizierung der Energieeinsparung gegenu¨ber einer konventio-
nellen Regelung sowie dem Nachweis, daß die Regelung in Geba¨uden mit unterschiedlichem
dynamischen Verhalten und an verschiedenen Heizungssystemen ohne aufwendige Anpas-
sungen eingesetzt werden kann. Als Referenzregelung wird eine Heizkennlinie in Verbindung
mit Heizko¨rperthermostatventilen verwendet. Die berechneten relativen Energieeinsparun-
gen betragen bis zu 9% fu¨r ein Niedrigenergiehaus in Massivbauweise mit einem Radiato-
renheizsystem. Mit Hilfe der Simulationstests wird der Einfluß der thermischen Geba¨udeka-
pazita¨t und des Da¨mmstandards, sowie der Tra¨gheit des Heizsystems auf die Eigenschaften
der Regelung bezu¨glich der Energieeinsparung und des thermischen Komforts untersucht.
Es zeigt sich, daß die relativen erreichbaren Energieeinsparungen um so ho¨her liegen, je
besser das Geba¨ude geda¨mmt, je massiver es ausgefu¨hrt und je tra¨ger das Heizsystem ist.
Experimentelle Untersuchungen werden mit einer auf einem Personalcomputer und einer in
einen Microcontroller implementierten Version des Algorithmus durchgefu¨hrt. Beide Regler
stellen auch unter den erschwerten Bedingungen eines praktischen Einsatzes in langfristigen
Tests ihre Funktionsfa¨higkeit unter Beweis. Das bereits in den Simulationstests ermittelte
Betriebsverhalten la¨ßt sich in der Praxis nachweisen. Der Microcontroller mit der voraus-
schauenden selbstadaptierenden Heizungsregelung ist als Prototyp verfu¨gbar.
Abstract
Conventional heating controls show the disadvantage of reacting too late to the considerable
energy gains in buildings with a high solar fraction. The resulting overheatings lead to an
incomplete use of the solar gains for the substitution of heating energy. The approach follo-
wed up here, integrates the solar radiation and a weather forecast into the control strategy.
With the help of a building model, the expected indoor temperature can be predicted and
so the control reacts on expected overheatings before they occur. This model should be
self-adaptive to enable a broad practical use in different buildings.
In the framework of this thesis, an algorithm for predictive and adaptive heating control in
buildings with high solar gains is developed. The algorithm should work in a marketable
hardware. Therefore the device has to be cheap, easy to configure and to use and applicable
in buildings with different dynamic behaviour without remarkable modifications.
First, the concept is designed for small buildings with a warm water heating system. The
algorithm controls the indoor temperature of a reference room with the supply temperature
of the heating system. The internal model of the controller describes the dynamic reaction
of the controlled variable to influences of the supply temperature, the irradiance and the
ambient temperature. The parameters of this model are learnt during operation. The inve-
stigations carried out for the identifcation of the parameters concerned the determination
of a suitable model structure and the identification method.
The developed algorithm is tested in simulation and in an experimental environment (test
buildings of the Institut fu¨r Solarenergieforschung in Emmerthal). The tests serve for the
determination of the influence of single parameters of the algorithm to the control behaviour
and the quantitative assessment of energy savings in comparison to a conventional control.
Furthermore, it was proved that the algorithm can be used in buildings with different dyna-
mic behaviour and different heating systems without further information. A heating curve
in combination with thermostatic valves was used as reference control. The simulated rela-
tive energy savings amount to 9% for a massive low energy house with warm water heating
system and radiators. With the help of the simulations, the influence of the thermal building
capacity, the insulation standard and the inertia of the heating system on the energy sa-
vings and the thermal comfort is investigated. It is shown, that the possible relative energy
savings increase with better insulation, higher building capacity and higher inertia of the
heating system.
Experimental investigations are carried out with both a personal computer an a microcon-
troller implemented version of the algorithm. Both controllers proved their ability to function
under real conditions in a long term test. The behaviour of operation already determined
in simulation is shown also in practice. The microcontroller with the predictive adaptive
heating control is available as prototype.
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si Sprungantwortkoeffizienten
st Steigung der Heizkennlinie
t Zeit s
∆t Zeitschritt s
∆t Temperaturdifferenz K
tSA Zeitpunkt des Sonnenaufgangs h, dezimal
tSU Zeitpunkt des Sonnenuntergangs h, dezimal
T0 Verdampfungstemperatur einer Wa¨rmepumpe K
Ta Außentemperatur ◦C
Tc Verflu¨ssigungstemperatur einer Wa¨rmepumpe K
Tr Raumtemperatur ◦C
TRS Raumtemperatursollwert ◦C
Trl Ru¨cklauftemperatur ◦C
Tvl Vorlauftemperatur ◦C
TWD Transparente Wa¨rmeda¨mmung
TZ Totzeit
u Modelleingangsgro¨ße, Stellgro¨ße
∆u Stellgro¨ßeninkrement
U innere Energie J, kJ
∆U Vektor der Stellgro¨ßeninkremente
V˙ Volumenstrom m3 s−1
V , VN Verlustfunktion
vsHR vorausschauende selbstadaptierende Heizungsregelung
w Stro¨mungsgeschwindigkeit m s−1
w Gewichte
WV Wettervorhersage
WSV ’95 Wa¨rmeschutzverordnung 1995
x Eingangsgro¨ße
X Vektor der Eingangsgro¨ße
y Modellausgangsgro¨ße, Regelgro¨ße
yo freie Systemantwort
yf erzwungene Systemantwort
yr Sollwert der Regelgro¨ße
Y Vektor der Ausgangsgro¨ße
Yo Vektor der freien Systemantwort
Yf Vektor der erzwungenen Systemantwort
z komplexe Variable
Formelzeichen Bezeichnung Einheit
αa Wa¨rmeu¨bergangskoeffizient an der Außenseite W m
−2 K−1
αi Wa¨rmeu¨bergangskoeffizient an der Innenseite W m
−2 K−1
αoi,L Wa¨rmeu¨bergangskoeffizient zwischen Wandknoten
und Luftknoten W m−2 K−1
αW Absorptionskoeffizient der Wand
ε Residuen
ε Emissionsgrad
εwp Leistungszahl einer Wa¨rmepumpe
εwp,c Carnot-Leistungszahl einer Wa¨rmepumpe
ϕT Regressionsvektor
ηK Wirkungsgrad eines Heizkessels
ηTWD Nutzungsgrad einer transparent geda¨mmtem Wand
ηwp,c Carnot’scher Gu¨tegrad einer Wa¨rmepumpe
γ Verha¨ltnis von freien Wa¨rmegewinnen und
Wa¨rmeverlusten eines Geba¨udes
λ Wa¨rmeleitfa¨higkeit W m−1 K−1
λ Vergessensfaktor
θ Parametervektor
ϑa Außentemperatur
◦C
ϑabs Absorbertemperatur
◦C
ϑF Fluidtemperatur
◦C
ϑHK Temperatur des Heizko¨rpers
◦C
ϑi Temperatur des Luftknotens einer thermischen Zone
◦C
ϑoi Temperatur eines Wandknotens einer thermischen Zone
◦C
ϑL Lufttemperatur
◦C
ϑop Operative Temperatur
◦C
ϑR Raumtemperatur
◦C
ϑRL Ru¨cklauftemperatur
◦C
ϑRL,HK Ru¨cklauftemperatur am Heizko¨rper
◦C
ϑRS Sollraumtemperatur
◦C
ϑ¯str Fla¨chengewichtete Wandtemperatur
◦C
ϑU Umgebungstemperatur
◦C
ϑV L Vorlauftemperatur
◦C
ϑV L,HK Vorlauftemperatur am Heizko¨rper
◦C
ρ Dichte kg m−3
ρL Dichte der Luft kg m
−3
σ Stefan-Boltzmann Konstante W m−2 K−4
τ Transmissisonsgrad
τ Geba¨udezeitkonstante s
τα effektives Transmissions-Absorptionsprodukt
eines thermischen Solarkollektors
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Kapitel 1
Einfu¨hrung
1.1 Problemstellung
Die Debatte um die Begrenztheit der derzeitig dominierenden Prima¨renergietra¨ger und die
mo¨glichen Klimavera¨nderungen aufgrund des zunehmenden CO2-Ausstoßes in den letzten
Jahrzehnten hat zu zahlreichen U¨berlegungen gefu¨hrt, wie der Verbrauch konventionell
bereitgestellter Energie reduziert werden kann. Zwei wesentliche Ansa¨tze lassen sich un-
terscheiden: zum einen Maßnahmen zur Reduktion des Energiebedarfs und zum anderen
die Substitution durch regenerative Energieformen. Das Einsparpotential im Bereich der
Geba¨udeheizung ist erheblich. Die Raumheizung schla¨gt in der Bundesrepublik Deutsch-
land mit 53% des Endenergiebedarfs bei privaten Haushalten zu Buche [70]. La¨ßt man den
Endenergieverbrauch der Privathaushalte durch Mobilita¨t (ca. 31%) unberu¨cksichtigt, so
macht der Raumwa¨rmebedarf sogar 76% des Endenergiebedarfs aus [42]. Der gesamte An-
teil der Raumwa¨rme am Endenergiebedarf in der Bundesrepublik Deutschland betrug im
Jahr 1995 immerhin noch 34% [49].
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Abb. 1.1. Wa¨rmeverluste und -gewinne von Geba¨uden verschiedener Wa¨rmeschutzstandards, links: abso-
lute Werte, rechts: relative Werte, (WSV ’95: Wa¨rmeschutzverordnung 1995, NEH: Niedrigenergiehaus)
Gesetzgeberische Maßnahmen (Wa¨rmeschutzverordnung [9]) haben in den letzten Jahren ei-
ne drastische Reduktion der Wa¨rmeverluste u¨ber die Geba¨udehu¨lle inbesondere bei Neubau-
ten im Vergleich zum Geba¨udebestand gefo¨rdert (vgl. Abbildung 1.1). Ein Teil der Verluste
wird in jedem Geba¨ude u¨ber interne Gewinne (Wa¨rmeabgabe von Personen und elektrischen
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Gera¨ten) und passiv solare Gewinne (Solareintra¨ge durch Fenster) gedeckt. Der verbleibende
Teil muß als Heizenergie zugefu¨hrt werden. Ausgehend von der Annahme, daß sich solare und
interne Gewinne fu¨r verschiedene Wa¨rmeschutzstandards nur geringfu¨gig vera¨ndern, wird
deutlich, daß ihr relativer Anteil an der Deckung der Verluste mit besserem Da¨mmstandard
zunimmt. Beim Niedrigenergiehausstandard kann der passiv solare Anteil bereits ca. 30%
ausmachen. Solarha¨user weisen, verglichen mit konventioneller Bauweise, gro¨ßere passiv so-
lare Empfangsfla¨chen auf und erreichen damit wesentlich ho¨here passiv solare Beitra¨ge. Der
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Abb. 1.2. Gemessene Raumlufttemperatur (ϑR), Globalstrahlung auf die Su¨dvertikale (Gvs) und Heizlei-
stung (Q˙H) im Experimentierhaus des ISFH am 5. Ma¨rz 1996
erho¨hte passiv solare Anteil bei Geba¨uden mit geringem Heizenergiebedarf bringt jedoch
auch Probleme mit sich. Situationen, wie in Abbildung 1.2 verdeutlicht, treten besonders in
den U¨bergangszeiten geha¨uft auf. Dargestellt sind die Verla¨ufe von Raumlufttemperatur und
Heizleistung in einem Solarhaus (Massivbau) sowie die Wettergro¨ßen Außenlufttemperatur
und solare Einstrahlung auf die Su¨dvertikale an einem einstrahlungsreichen Tag wa¨hrend
der U¨bergangszeit. Die Heizleistung weist eine morgendliche Spitze auf, die durch die Anhe-
bung der Raumtemperatur vom Nacht- auf den Tagessollwert entsteht. Sobald dieser erreicht
ist, wird die Heizleistung auf den zur Kompensierung der Verluste notwendigen Wert redu-
ziert. Im Verlauf des Vormittags fu¨hren die solaren Gewinne zu einer U¨berschreitung des
Raumtemperatursollwertes. Die Regelung reagiert mit einer Verringerung der Heizleistung
auf nahezu null. Da die Gewinne jedoch bei weitem die Verluste u¨bersteigen, la¨ßt sich eine
U¨berhitzung in den Nachmittagstunden nicht verhindern. U¨bliche Maßnahmen zur Wie-
derherstellung des thermischen Komforts sind dann eine Reduktion der Solargewinne durch
Verschattungsmaßnahmen oder eine Erho¨hung der Verluste durch versta¨rkte Lu¨ftung. Beide
Maßnahmen verringern die solaren Gewinne und damit den solaren Anteil.
Einen anderen Ansatz verfolgt die im Rahmen dieser Arbeit vorgestellte Entwicklung. Durch
Beeinflussung der Heizungsregelung sollen der solare Anteil erho¨ht und gleichzeitig U¨ber-
hitzungen reduziert werden. Abb. 1.2 la¨ßt erkennen, daß eine weitere Reduktion der Heizlei-
stung vor Eintreten der Sollwertu¨berschreitung die U¨berhitzung zumindest teilweise reduzie-
ren kann. Bei einer Messung der aktuellen Solarstrahlung kann auf eine U¨berhitzungsgefahr
in den kommenden Stunden geschlossen werden. Jedes Geba¨ude reagiert jedoch verschieden
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auf die eintreffenden Gewinne, was sich in einer unterschiedlichen Ho¨he und einem unter-
schiedlichen Zeitpunkt der U¨berhitzungen a¨ußert. Die Reaktion der den inneren thermischen
Zustand des Geba¨udes beschreibenden Gro¨ßen auf a¨ußere Einflu¨sse wird im folgenden dy-
namisches (instationa¨res) Geba¨udeverhalten genannt. Von der Tra¨gheit des Geba¨udes und
des Heizsystems ha¨ngt ab, zu welchem Zeitpunkt eine Reduktion der Heizleistung starten
muß, um die U¨berhitzungen effektiv zu verringern. Eine noch fru¨hzeitigere Reaktion ist
prinzipiell mo¨glich, wenn zusa¨tzlich zum aktuellen Meßwert z.B. der solaren Einstrahlung
noch eine Vorhersage dieser Gro¨ße in die Regelstrategie Eingang findet. Da ein reines Heiz-
system nur zur Erho¨hung der Raumtemperatur in einem Geba¨ude beitragen kann, lassen
sich U¨berhitzungen besonders dann effizient vermeiden oder reduzieren, wenn vor deren
Eintreten Unterschreitungen des Raumtemperatursollwertes zugelassen werden.1 Eine ver-
besserte Regelung ermittelt also nicht nur den aktuellen Wa¨rmebedarf eines Geba¨udes und
sorgt fu¨r die entsprechende Zufuhr, sondern sie muß aufgrund der verzo¨gerten Wirkung der
Einflußgro¨ßen auch zuku¨nftige Raumzusta¨nde beru¨cksichtigen.
Aufgrund der unterschiedlichen Reaktion jedes Geba¨udes auf a¨ußere Einfu¨sse, ist die Kennt-
nis des dynamischen Geba¨udeverhaltens durch die Regelung erforderlich. Es muß daher in-
tern im Algorithmus des Reglers mit Hilfe eines Modells abgebildet werden. Fu¨r die Ermitt-
lung dieses Modells existieren verschiedene Mo¨glichkeiten: das Modell kann vorab anhand
des physikalischen Geba¨udeaufbaus eingegeben werden. Nachteilig sind dabei die Aufwen-
digkeit des Verfahrens (Dateneingabe) und die geringen Korrekturmo¨glichkeiten. Daher ist
diese Variante fu¨r einen breiten praktischen Einsatz der Regelung ungeeignet. Besser geeig-
net ist ein Verfahren, welches das dynamische (instationa¨re) Geba¨udeverhalten direkt aus
Meßwerten wa¨hrend des Betriebs ermittelt. Ein solches Verfahren wird Selbstadaption oder
Selbstidentifikation genannt und in der hier vorgestellten Heizungsregelung eingesetzt.
1.2 Stand der Technik
1.2.1 Marktga¨ngige Konzepte
Die Heizungsanlagenverordnung [10] schreibt vor, daß ,,Zentralheizungen mit zentralen selbst-
ta¨tig wirkenden Einrichtungen zur Verringerung und Abschaltung der Wa¨rmezufuhr sowie
zur Ein- und Ausschaltung der elektrischen Antriebe in Abha¨ngigkeit von:
• der Außentemperatur oder einer anderen geeigneten Fu¨hrungsgro¨ße und
• der Zeit
auszustatten sind”. Die Verordnung verlangt weiterhin die Ausstattung von heizungstech-
nischen Anlagen ,,mit selbstta¨tig wirkenden Einrichtungen zur raumweisen Temperaturre-
gelung”.
Als am weitesten verbreitete Art der zentralen Regelung bei Pumpenwarmwasserheizun-
gen hat sich die Berechnung der Sollvorlauf- oder Sollkesseltemperatur als Funktion der
1Die Aussagen lassen sich sinngema¨ß auch auf andere Einflußgro¨ßen wie beispielsweise die Außentempe-
ratur oder interne Gewinne u¨bertragen.
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Außentemperatur (witterungsgefu¨hrte Vorlauftemperaturregelung2) etabliert. Der Zusam-
menhang zwischen der durch einen Sensor gemessenen Fu¨hrungsgro¨ße Außentemperatur
und der Regelgro¨ße Vorlauf- bzw. Kesseltemperatur wird durch eine Regler-Heizkennlinie
hergestellt, die nach DIN EN 12098-1 durch zwei oder mehr Parameter definiert ist [26]. Die
Zeitabha¨ngigkeit wird durch eine Modifikation der Kennlinie, z.B. fu¨r eine Nachtabsenkung
realisiert.
Zur dezentralen Einzelraumtemperaturregelung haben sich thermostatische Heizko¨rperven-
tile bewa¨hrt. Sie reduzieren den Massenstrom des Heizmittels in Abha¨ngigkeit von der
Raumtemperatur und passen so die Wa¨rmeabgabe des betreffenden Heizko¨rpers an den
Wa¨rmebedarf des Raumes an. Thermostatventile erzielen im Vergleich zu Handregulierventi-
len Energieeinsparungen von 10-15% durch die Ausnutzung von Fremdwa¨rme im Raum [46].
Neben den mechanischen Thermostatventilen sind seit langem elektronische Thermostatven-
tilko¨pfe auf dem Markt, die eine vorprogrammierte Zeitabha¨ngigkeit des Raumtemperatur-
sollwertes ermo¨glichen. Hersteller versprechen weitere Heizenergieeinsparungen durch die
individuelle Anpassung der Raumsolltemperatur an Nutzung und Anwesenheit.
Fu¨r regelungstechnische Aufgaben im Geba¨udebereich haben sich weiterhin in den letz-
ten Jahrzehnten DDC-Regelungen (DDC - Direct Digital Control) durchgesetzt. Die Re-
gelungsaufgabe wird dabei durch einen Microcontroller u¨bernommen, dessen Kernstu¨ck ein
Microprozessor ist. Weitergehende Optimierungsmo¨glichkeiten bieten Einzelraumregelsyste-
me, die u¨ber einen Bus vernetzt sind. Dabei erfolgt die Programmierung der Zeitfunktionen
in einem zentralen Microcomputer. Die Marktentwicklung der Heizungsregeltechnik war in
den letzten Jahren durch folgende Erweiterungen der DDC-Regelungen gekennzeichnet:
• Einbeziehung weiterer Informationen wie z.B. Fensterkontakte, Wettergro¨ßen
• Konzentrierung weiterer Regelfunktionen aus dem Heizungs- und Warmwasserbereich
(z.B. Brennerregelung, Solaranlage, Regelung mehrerer Heizkreise) in einem Gera¨t
• Busintegration zur Kommunikation mit anderer Geba¨udetechnik (Home-automation)
• externe Kommunikation u¨ber Modem z.B. zu Wartungszwecken
• Herstellung drahtloser Verbindungen zwischen zentralem Microcomputer, Sensoren
und Aktoren
• verbesserte Visualisierung.
Trotz dieser technischen Weiterentwicklung haben sich im Bereich der Regelfunktionen kaum
nennenswerte Vera¨nderungen durchgesetzt. Der Markt wird weiterhin von witterungs- bzw.
raumgefu¨hrten Regelkonzepten dominiert [65].
1.2.2 Nichtkonventionelle Regelkonzepte fu¨r Geba¨ude
Angestoßen durch den Trend hin zu Geba¨uden mit immer geringerem Wa¨rmebedarf sind im
Bereich der Forschung und Entwicklung eine Reihe von Ansa¨tzen zur besseren Anpassung
2Der Begriff ,,witterungsgefu¨hrte Vorlauftemperaturregelung” hat sich in der Heizungstechnik durchge-
setzt, obwohl es sich genaugenommen um eine Steuerung handelt.
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der Heizsysteme und ihrer Regelung an den Wa¨rmebedarf gemacht worden. Eisenmann [32]
hat nachgewiesen, daß eine einfache U¨bertragung der fu¨r ein Geba¨ude nach Wa¨rmeschutz-
verordnung optimierten Heizsysteme auf ein Niedrigenergiehaus zu einem betra¨chtlichen
energetischen Mehraufwand gegenu¨ber einem ideal flink geregelten System fu¨hrt. Mehr-
verbra¨uche entstehen durch niedrigere Nutzungsgrade im Bereich der Wa¨rmeerzeugung,
-verteilung und -u¨bergabe, wodurch ein merklicher Teil der Energieeinsparungen durch die
verbesserte Wa¨rmeda¨mmung zunichte gemacht wird. Daraus resultiert die Forderung ei-
ner Anpassung des gesamten Heizsystems inklusive Regelung an Geba¨ude mit verringertem
Wa¨rmebedarf.
Verschiedene Untersuchungen widmen sich einer verbesserten Ermittlung des aktuellen Wa¨r-
mebedarfs, da bei besser geda¨mmten Geba¨uden die Außentemperatur als alleinige Fu¨hrungs-
gro¨ße fu¨r die zentrale Regelung zunehmend ungeeignet ist. Eine von Arend und Pfannstiel
vorgeschlagene Strategie besteht in der Auswertung der Daten der Raumtemperaturregler
und der Stellantriebe aller Heizko¨rperventile [4]. Voraussetzung ist das Vorhandensein eines
Bussystems zur Erfassung der Daten und eines mathematischen Modells des Geba¨udes.
Ein anderer Ansatz dieser Autoren ( [3], [84]) la¨ßt sich mit erheblich weniger Aufwand
realisieren. Dabei wird der aktuelle Wa¨rmebedarf eines Hauses aus dem Verlauf der Kessel-
wassertemperatur ermittelt. Der zeitliche Verlauf der Kesselwassertemperatur ist ein Maß
fu¨r die individuellen Heizwu¨nsche der Bewohner. Die Berechnung des Sollwertes fu¨r die Re-
gelung der Kesselwassertemperatur aus der Analyse des Wa¨rmebedarfs wurde dabei mit
Fuzzy-Logik durchgefu¨hrt. Die Regelung wurde in einem Microprozessor implementiert, in
einen Heizkessel integriert und experimentell untersucht.
Eckert et. al. [30] entwickelte eine auf Fuzzy-Logik basierende Steuerung fu¨r eine Heizungs-
anlage mit solarthermischen Komponenten. Sie verknu¨pft Energiebedarf, solares Energie-
angebot und Speicherzustand. Zur Strategie geho¨rt ebenfalls eine Wetter- und Heizbedarfs-
vorausschau und die Ableitung entsprechender Entscheidungen.
Glorennec [44] verwendet Fuzzy-Logik fu¨r eine einfache mathematische Repra¨sentation des
thermischen Verhaltens eines Geba¨udes. Das Modell beschreibt den grundsa¨tzlichen dynami-
schen Zusammenhang zwischen den Eingangsgro¨ßen (z.B. Außen- und Vorlauftemperatur)
und der Raumtemperatur. Es muß aber noch fu¨r jedes Geba¨ude speziell angepaßt werden.
Die Funktionsfa¨higkeit wurde fu¨r ein Beispielmodell durch Vergleich mit experimentellen
Daten aus einem realen Geba¨ude nachgewiesen. Das Modell wird im Rahmen einer intelli-
genten Heizungsregelung verwendet.
Eine fuzzy-geregelte Heizung unter Einbeziehung der prognostizierten Einstrahlung fu¨r ein
aktiv solar unterstu¨tztes Heizsystem stellt Wittwer [87] vor. Dabei wird die Freigabe der
Heizkreispumpe sowie die Vorlauftemperatur in Abha¨ngigkeit des erwarteten Solareintrags
gefu¨hrt.
Klingner et. al. stellen in [53], [54] eine modelladaptive Mehrgro¨ßenregelung fu¨r Temperatur
und Luftfeuchte zum Einsatz in feldbusbasierten Haussystemen vor. Fu¨r die Modellbil-
dung kommen Transferfunktionen zum Einsatz. Die Ansteuerung der Stellglieder nutzt ein
wissensbasiertes Verfahren. Mit Hilfe von Simulationen wurde die Funktionsfa¨higkeit des
Ansatzes nachgewiesen.
Ku¨nstliche Neuronale Netzwerke (ANNs) werden von Bellas-Velidis et. al. [7] zur Vorhersage
des Energiebedarfs eines Geba¨udes eingesetzt. Tests des Verfahrens wurden mit Hilfe ex-
perimenteller Datensa¨tze durchgefu¨hrt und zeigten die prinzipielle Funktionsfa¨higkeit eines
solchen Algorithmus. Eine Wettervorhersage ist auf Basis eines zusa¨tzlichen ANNs imple-
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mentiert. Simulations- und experimentelle Tests des Regelalgorithmus in einer PC-Version
dienten zur Quantifizierung von Energieeinsparung und Komfortverbesserung. Nachteilig
bei diesem Verfahren ist allerdings die lange Lernphase zum Trainieren der Netzwerke, die
eine U¨bertragbarkeit zwischen verschiedenen Geba¨uden erschwert.
Curtiss et. al. [19] verwenden ebenfalls ANNs zur Modellierung typischer Prozesse in der
Heizungs- und Klimatechnik. Mit Hilfe von Simulationen konnte der Eignungsnachweis von
ANNs fu¨r eine adaptive und pra¨diktive Regelung dieser Prozesse erbracht werden. Eine
experimentelle Untersuchung unter Nutzung eines Personalcomputers wurde erfolgreich ab-
geschlossen.
Ein vorausschauender adaptiver Heizungsregler wird ebenfalls an der Ecole Polytechnique
fe´de´rale de Lausanne (EPFL) entwickelt [31]. Er basiert auf der Nutzung sowohl ku¨nstlicher
neuronaler Netzwerke als auch von Fuzzy-Logik. Simulations- und experimentelle Tests wur-
den erfolgreich durchgefu¨hrt. Derzeit wird an der Umsetzung in ein industrielles Produkt
(Microcontroller) gearbeitet.
Shapiro et. al. verwenden eine Außentemperaturvorhersage zum vorausschauenden Regeln
einer Heizungs- und Lu¨ftungsanlage. Der Regler verwendet ein einfaches Modell, basierend
auf einem elektrischen Netzwerk. Die Modellparameter wurden vorab auf Basis von Meß-
daten ,,per Hand” bestimmt und vorgegeben. Die microcontrollerimplementierte Regelung
wurde in einer Testbaracke experimentell untersucht und zeigte gute Eigenschaften bezu¨glich
des thermischen Komforts.
Eine vorausschauende Heizungsregelung unter Einbeziehung einer Wettervorhersage wurde
durch Nyg˚ard Ferguson [63] entwickelt, praktisch umgesetzt und in einer Simulationsumge-
bung sowie experimentell untersucht. Der Algorithmus nutzt das Verfahren der stochasti-
schen optimalen Regelung [39]. Die Abbildung des dynamischen Geba¨udeverhaltens erfolgt
mit einem vorab ermittelten Zustandsraummodell. Anhand der theoretischen Untersuchun-
gen konnte gezeigt werden, daß in Geba¨uden mit signifikanten solaren Gewinnen der vor-
ausschauende Regler zu geringerem Heizenergieverbrauch fu¨hrt und zwar um so mehr, je
ho¨her die Solareintra¨ge und die Verzo¨gerungszeit des Heizsystems sind. Bei der experimen-
tellen Umsetzung an einem Bu¨rogeba¨ude konnte sowohl eine Energieeinsparung als auch eine
Verbesserung des thermischen Komforts erreicht werden. Der Regelalgorithmus wurde auf
einem Personalcomputer betrieben. Die Weiterentwicklung dieses Ansatzes fu¨hrte zu einem
vorausschauenden Regler mit adaptiven Eigenschaften, der als Hardware in der Schweiz auf
dem Markt angeboten wird [18], [17]. Der Preis des Gera¨tes mit Sensorik liegt jedoch mit
u¨ber 2800 SF fu¨r einen wirtschaftlichen Einsatz in Einfamilienha¨usern zu hoch.
Ein a¨hnliches mathematisches Verfahren zur Realisierung eines pra¨diktiven Reglers ver-
wendet Rohlffs [72]. Als internes Modell diente hier ein stark vereinfachtes RC-Netzwerk
zur Beschreibung eines Solarhauses (Heliotrop). Das Potential zur Heizenergieeinsparung
und Komfortverbesserung wird mit Hilfe eines vorausschauenden Reglers auf Basis zweier
Wettervorhersagen mit Hilfe von Simulationen ermittelt. Die Wettervorhersagen verwen-
den dabei zum einen die Annahme, daß der heutige Tag genau wie der gestrige verla¨uft,
zum anderen den theoretischen Grenzfall einer idealen Vorhersage, bei der der zuku¨nftige
Wetterverlauf exakt bekannt ist.
Kummert [57] stellt einen vorausschauenden Regler ebenfalls auf Basis der optimalen sto-
chastischen Regelungstheorie vor. Als internes Modell dient eine Zustandsraumbeschreibung
auf Basis eines RC-Netzwerks, welches aber aufgrund seiner Komplexita¨t bisher nur vorab,
unter großem rechnerischen Aufwand und mit Vorgabe geeigneter Startparameter aus Meß-
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daten identifiziert werden kann. Fu¨r den entwickelten Algorithmus wurden umfangreiche
experimentelle Tests an einem als Bu¨rogeba¨ude genutzten Solarhaus und Simulationsun-
tersuchungen an dem entsprechenden Geba¨udemodell durchgefu¨hrt. Die Komplexita¨t des
Algorithmus verlangt derzeit die Ausfu¨hrung auf einem Computer, der mindestens die Re-
chenleistung und Speicherkapazita¨t eines heute ga¨ngigen Personalcomputers aufweist.
Das Verfahren der dynamischen Optimierung wurde ebenfalls in einer Arbeit von Winn und
Winn [86] eingesetzt. Mit Hilfe von Computersimulationen wurde die Funktionsfa¨higkeit des
Verfahrens und der Einfluß der Wettervorhersagequalita¨t auf Energieverbrauch und Komfort
untersucht.
Erker [33] entwickelte eine vorausschauende Heizungsregelung unter Nutzung der Generali-
zed Predictive Control (GPC) [16]. Eine lokale Außentemperaturvorhersage wird mit Hilfe
von Zeitreihen (vgl. z.B. [50]) vorgenommen. Der Ansatz verfolgt auch das in der vorlie-
genden Arbeit eingesetzte Referenzraumprinzip. Das interne Modell auf Basis von Transfer-
funktionen wird vorab aus Sprungantworten des Simulationsmodells mit Hilfe der rekursiven
Methode der kleinsten Quadrate ermittelt. Eine wiederholte Streckenidentifikation, wie sie
in der hier vorgestellten Entwicklung umgesetzt wurde, wird von Erker aufgrund der starken
Sto¨rgro¨ßen als kaum realisierbar und daher als nicht sinnvoll eingescha¨tzt. Der Algorithmus
wurde jeweils fu¨r eine Warmwasserfußbodenheizung und eine Elektronachtspeicherheizung
entwickelt und mit Hilfe von Simulationen getestet.
Eine vorausschauende und adaptive Regelung auf Basis von GPC wurde im Rahmen ei-
ner von Chen vorgestellten Arbeit [13] entwickelt. Fu¨r die Modellidentifikation wird ein
RLS-Algorithmus mit U-D-Faktorisierung eingesetzt [5]. Der Zeitschritt fu¨r eine Neube-
rechnung der optimalen Regelstrategie liegt bei 15-30 min. Die Prognose von Einstrahlung
und Außentemperatur nutzt sowohl lokale Meßdaten als auch die Vorhersagedaten eines
Wetterdienstes.
Palsson [64] berichtet von der Anwendung einer vorausschauenden und adaptiven Regelung
der Vorlauftemperatur fu¨r Wa¨rmenetze auf Basis von GPC. Parameterstudien der Regelung
wurden mit Hilfe von Simulationsexperimenten durchgefu¨hrt.
Der vorliegenden Arbeit am a¨hnlichsten sind die Arbeiten von Nyg˚ard Ferguson [63] und
Erker [33]. Anders als dort wird hier aber die adaptive Funktion im Algorithmus von vorn-
herein implementiert. Das Optimierungsverfahren ist hier gegenu¨ber den dort verwendeten
vereinfacht, um die Implementierbarkeit in einen Microcontroller zu ermo¨glichen. Die hier
durchgefu¨hrten Tests des entwickelten Regelungsalgorithmus weisen eine erheblich gro¨ßere
Variationsbreite hinsichtlich Parametern der Regelung, des Geba¨udes und des Heizsystems
auf und ermo¨glichen so den prinzipiellen Nachweis der U¨bertragbarkeit und die Quantifi-
zierung energetischer und komfortrelevanter Gro¨ßen bei Einsatz in Geba¨uden mit unter-
schiedlichen Eigenschaften. Ein experimenteller Nachweis der Funktionsfa¨higkeit, wie in der
vorliegenden Arbeit vorgenommen, wird nur durch Nyg˚ard Ferguson erbracht.
Der Literaturu¨berblick macht die Vielfa¨ltigkeit der mo¨glichen mathematischen Ansa¨tze zur
Realisierung eines vorausschauenden oder/und selbstadaptierenden Heizungsreglers deut-
lich. Motivationen fu¨r die Entwicklung waren stets angestrebte Heizenergie- bzw. Heizkosten-
einsparungen oder ein verbesserter thermischer Komfort, ha¨ufig auch beides. Quantifizierun-
gen des thermischen Komforts werden jedoch in den Literaturstellen nur selten angegeben.
Die angegebenen Heizenergieeinsparungen der verschiedenen Regler reichen abha¨ngig vom
Geba¨ude, Heizsystem und Klima bis zu 41% [63] bei gleichem oder nahezu unvera¨ndertem
Komfort. Vergleiche mit den hier erzielten Ergebnissen mu¨ssen daher die entsprechenden
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Randbedingungen beru¨cksichtigen. Viele der Regler verwenden eine Vorhersage von a¨uße-
ren Sto¨rgro¨ßen. Abha¨ngig vom Da¨mmstandard des Geba¨udes wird dabei nur die Vorhersage
der Außentemperatur oder von Außentemperatur und solarer Einstrahlung als wesentlich
erachtet.
Bei den Realisierungen vorausschauender Regler stellt die Modellbildung ein zentrales Pro-
blem dar. Ha¨ufig ist eine Online-Parameteridentifikation aufgrund der Komplexita¨t der Mo-
delle erschwert und daher nicht realisiert worden. Einige der adaptiven Varianten beno¨ti-
gen vor Inbetriebnahme der Regelung bereits ein nicht unerhebliches Vorwissen u¨ber das
Geba¨udeverhalten, wodurch die einfache U¨bertragbarkeit auf andere Geba¨udetypen nicht
gegeben ist. Nahezu alle Umsetzungen nutzen Simulationsrechnungen zur Erprobung und
Quantifizierung mo¨glicher Einsparungen. Die Variationsbreite der simulierten Geba¨ude- und
Heizsystemmodelle ist jedoch meist gering, d.h. die Ergebnisse basieren auf einem Geba¨ude-
modell und einem Heizsystem. Nur wenige der Regler sind in der Praxis umgesetzt und
erfolgreich getestet worden. Dabei dominieren Personalcomputeranwendungen. Eine Micro-
controllerimplementierung nichtkonventioneller Regelungskonzepte ist, obwohl ha¨ufig als
Zielstellung formuliert, bisher nur in wenigen Einzelfa¨llen realisiert worden. Eine Markt-
verbreitung solcher Regler konnte bisher u¨berhaupt nicht erreicht werden.
1.3 Ziele und Struktur der Arbeit
Die vorliegende Arbeit hat die Entwicklung und den Test einer vorausschauenden selbstadap-
tierenden Heizungsregelung fu¨r kleinere Geba¨ude mit Pumpenwarmwasserheizung unter der
wesentlichen Randbedingung der Marktu¨berfu¨hrbarkeit zum Ziel. Basis soll ein Algorithmus
sein, dessen theoretischer Ansatz so allgemein gestaltet ist, daß der Einsatz in verschiedenen
Geba¨uden und Heizsystemen ohne spezielle Anpassung mo¨glich ist. Fu¨r die Modellbildung
soll eine mathematische Beschreibung wenigen Parametern, u¨ber die keine Vorinformation
beno¨tigt wird verwendet werden. Die das instationa¨re Geba¨udeverhalten beschreibenden
Parameter sollen wa¨hrend des Betriebs erlernt werden.
Notwendige Einstellungen und Vorabinformationen u¨ber das Heizsystem sollen durch einen
Heizungsinstallateur eingebbar, die Bedienung fu¨r den Bewohner einfach gestaltet sein. Das
Konzept soll zuna¨chst auf den Einsatz in kleineren Geba¨uden (Wohn- und Bu¨rogeba¨ude mit
entsprechenden Innentemperaturen) ausgerichtet sein, soll jedoch die Mo¨glichkeit der Er-
weiterung auch auf gro¨ßere Geba¨ude einschließen. Dieser Anspruch zieht die Forderung nach
geringen Anschaffungs- und Betriebskosten nach sich. Aus diesem Grund soll auf eine Wet-
tervorhersage durch einen Wetterdienst verzichtet werden, da die entstehenden laufenden
Kosten derzeit weit oberhalb der bei einem gut geda¨mmten kleineren Geba¨ude erreichbaren
Heizkostenersparnis liegen. Stattdessen soll eine Wettervorhersage auf Basis lokaler Daten
und unter Verwendung einer minimalen Anzahl von mo¨glichst preiswerten Sensoren imple-
mentiert werden. Der Algorithmus soll bezu¨glich seiner Anforderungen an Rechenkapazita¨t
und Speicherplatz die Implementierbarkeit in einen heute marktverfu¨gbaren Microcontroller
ermo¨glichen.
Der entwickelte Algorithmus soll die Raumtemperatur u¨ber die Verstellung der Vorlauf-
temperatur einer Pumpenwarmwasserheizung regeln. Diese Variante stellt eine Mo¨glichkeit
unter vielen dar. Abha¨ngig vom Heizsystem kann es auch sinnvoll sein, z.B. den Massen-
strom oder die Ru¨cklauftemperatur zu beeinflussen. Der Algorithmus sollte daher, obwohl
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fu¨r die Stellgro¨ße Vorlauftemperatur optimiert und umfassend getestet, auch die prinzipielle
Mo¨glichkeit der Nutzung anderer Stellgro¨ßen enthalten.
Die Funktionsfa¨higkeit unter den genannten Randbedingungen (Einsatz in kleineren Ge-
ba¨uden mit Pumpenwarmwasserheizung) wird sowohl mit Hilfe von Simulationen als auch
experimentell nachgewiesen. Die vorliegende Arbeit nimmt eine umfassende Charakterisie-
rung des entwickelten Algorithmus hinsichtlich der genannten Forderungen mit Hilfe von
Simulationsrechnungen vor. Dazu za¨hlt insbesondere die Quantifizierung von erreichbaren
Energieeinsparungen und Komfortvera¨nderungen im Vergleich zu einer konventionellen Re-
gelung, Bewertung der Auswirkung auf das gesamte Heizsystem und der Nachweis der U¨bert-
ragbarkeit auf andere Geba¨ude und Heizsysteme. Der experimentelle Nachweis der Funk-
tionsfa¨higkeit wird fu¨r ein Beispielgeba¨ude (Versuchshaus des Instituts fu¨r Solarenergie-
forschung (ISFH) in Emmerthal) und ein Beispielheizsystem (Pumpenwarmwasserheizung)
erbracht. Am Schluß der Untersuchungen steht der Aufbau des Regelsystems mit Hilfe eines
kostengu¨nstigen, industriell gefertigten Microcontrollers und dessen experimenteller Test.
Die vorliegende Arbeit gliedert sich in sechs Kapitel. Kapitel 2 dient der Definition der Ziel-
und Einflußgro¨ßen der Heizungsregelung. Die in den Ergebniskapiteln verwendeten Parame-
ter zur Quantifizierung der Zielgro¨ßen Energieeinsparung und thermischer Komfort werden
hier eingefu¨hrt. Simulation und Regelalgorithmus beno¨tigen Modellbildungen zur Beschrei-
bung des dynamischen Geba¨udeverhaltens mit unterschiedlichem Detaillierungsgrad. In Ka-
pitel 2 werden die fu¨r die Simulationsumgebung verwendete detaillierte Modellbildung und
ein stark vereinfachtes Modell fu¨r den Regelalgorithmus vorgestellt. Zum Versta¨ndnis dieses
Abschnitts sind systemtheoretische Kenntnisse notwendig. Ein kurzer U¨berblick u¨ber die
verwendeten Grundlagen findet sich im Anhang A.
In Kapitel 3 wird die entwickelte vorausschauende selbstadaptierende Heizungsregelung von
den theoretischen Grundlagen der einzelnen Module bis zur Synthese in einem Algorithmus
erla¨utert. Die Beschreibung der selbstadaptierenden Funktion baut auf der in Kapitel 2
entwickelten vereinfachten Modellbildung auf. Der zweite Teil dieses Kapitels pra¨sentiert
Ergebnisse von Untersuchungen zum Design des Algorithmus, die die Auswahl der entspre-
chenden Konfiguration begru¨nden.
Kapitel 4 beschreibt die mit Hilfe einer dynamischen Geba¨udesimulation durchgefu¨hrten
Tests des Regelalgorithmus. Die Simulationsumgebung wird in kurzer Form erla¨utert, De-
tails zu den einzelnen Geba¨udemodellen finden sich in tabellarischer Form im Anhang B.2.
Die Darstellung der Simulationsergebnisse gliedert sich in Untersuchungen zum Einfluß von
Parametern der Regelung, einen Vergleich mit einer konventionellen Heizungsregelung so-
wie eine Variation von Geba¨ude und Heizsystem. Zur Bewertung kommen die in Kapitel 2
definierten Zielgro¨ßen zum Einsatz.
Die experimentelle Testumgebung sowie die Ergebnisse der experimentellen Untersuchun-
gen pra¨sentiert Kapitel 5. Der Ergebnisteil umfaßt die Tests mit Implementierungen des
Regelungsalgorithmus in einen Personalcomputer und einen Microcontroller.
Eine zusammenfassende Diskussion der Ergebnisse und ein Ausblick findet sich in Kapitel 6.
Dem prima¨r an Ergebnissen interessierten Leser seien die Kapitel 4 und 5 empfohlen. Zum
Versta¨ndnis dieser Kapitel werden vor allem die in Abschnitt 2.3 eingefu¨hrten Gro¨ßen
beno¨tigt.
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Eine Beschreibung der Funktionsweise der vorausschauenden selbstadaptierenden Heizungs-
regelung liefert Kapitel 3. Sie baut auf den Erla¨uterungen in Abschnitt 2.4 auf. Kapitel 3
greift ebenfalls auf die im Anhang A erla¨uterten systemtheoretischen Grundlagen zuru¨ck.
Kapitel 2
Geba¨ude und Heizsystem
Jedes Geba¨ude steht in sta¨ndiger dynamischer Wechselwirkung mit seiner Umgebung. Die-
se thermische Wechselwirkung kann mit Hilfe von Energiebilanz- und Wa¨rmetransportglei-
chungen mathematisch beschrieben werden (Abschnitt 2.1). Sie bilden die Grundlage fu¨r die
Ermittlung der durch ein Heizsystem zuzufu¨hrenden Wa¨rmeleistung. Zweck einer Heizungs-
anlage ist die Bereitstellung eines hohen thermischen Komforts bei gleichzeitig mo¨glichst
geringem Heizenergieverbrauch. In Abschnitt 2.3 werden Parameter zur Quantifizierung die-
ser beiden Zielgro¨ßen definiert. Eine optimierte Regelstrategie fu¨r die Heizung basiert auf
einer mo¨glichst genauen Ermittlung des aktuellen und zuku¨nftigen Wa¨rmebedarfs. Dazu
mu¨ssen die Wa¨rmeleistungen in der Energiebilanz durch einfach meßbare Gro¨ßen mit Hilfe
einer Modellbildung beschrieben werden (Abschnitt 2.4). Im Heizungsregelalgorithmus wird
ein Modell des Geba¨udes mit reduziertem Detaillierungsgrad beno¨tigt. Eine Modellverein-
fachung wird in Abschnitt 2.5 erla¨utert.
2.1 Energiebilanz eines Geba¨udes
Ein Geba¨ude dient dazu, Personen oder Gegensta¨nde von den a¨ußeren Wettererscheinungen
abzuschirmen und ein fu¨r den jeweiligen Zweck angemessenes Innenklima herzustellen. Dabei
soll neben der Bereitstellung einer bestimmten Temperatur und Luftfeuchte fu¨r Beleuchtung,
Belu¨ftung usw. gesorgt sein. Nutzer beeinflussen die thermische Bilanz als Wa¨rme- und
Feuchtequellen sowie durch Vera¨nderung von Eigenschaften der Geba¨udehu¨lle.
U¨ber seine Hu¨lle steht das Geba¨ude in Kontakt mit der Umgebung. Innerhalb des Geba¨udes
herrschen im allgemeinen an Oberfla¨chen und in der Raumluft unterschiedliche Tempe-
raturen. Der Energieaustausch innerhalb des Geba¨udes und zwischen Geba¨ude und Um-
gebung wird durch die Fouriersche Wa¨rmeleitungsgleichung, die Navier-Stokes Gleichun-
gen und das Planck’sche Strahlungsgesetz beschrieben. Fu¨r eine Vielzahl der auftretenden
Wa¨rmeu¨berga¨nge im und am Geba¨ude mu¨ssen gekoppelte Formen der Gleichungen be-
trachtet werden. Eine analytische Lo¨sung dieser Gleichungen ist nur in wenigen einfachen
Fa¨llen gegeben. Daher werden fu¨r komplexere Probleme numerische Methoden verwendet
und die Modellbildung in ihrem Detaillierungsgrad den Fa¨higkeiten der Rechentechnik und
den Anforderungen an die Genauigkeit der Ergebnisse angepaßt.
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Basis der Modellbildung ist die allgemeine Leistungsbilanz fu¨r ein Geba¨ude (vgl. auch Ab-
bildung 2.1):
dU
dt
= Q˙tr + Q˙l + Q˙H + Q˙int + Q˙sol (2.1)
Die ersten beiden Terme der rechten Seite der Bilanzgleichung enthalten die Wa¨rmeverluste
eines Geba¨udes durch Transmission Q˙tr und Lu¨ftung Q˙l, die durch die Temperaturdifferenz
zwischen Innen- und Außenluft entstehen. Die Lu¨ftungswa¨rmeverluste enthalten sowohl Ver-
luste durch freie als auch durch kontrollierte Lu¨ftung. Letztere entstehen beim Betrieb von
Lu¨ftungsanlagen. Diese werden zur Aufrechterhaltung eines akzeptablen Raumluftzustan-
des bei Verringerung der freien, unkontrollierten Lu¨ftung eingesetzt. Insbesondere bei gut
geda¨mmten Geba¨uden ist der Einsatz von Lu¨ftungsanlagen mit Wa¨rmeru¨ckgewinnung sinn-
voll.
Die Verluste werden durch die Gewinnterme der Bilanz, die Solareintra¨ge Q˙sol und die in-
ternen Quellen Q˙int teilweise kompensiert. Die zeitliche A¨nderung der inneren Energie der
Speichermassen dU
dt
geht je nach Ladezustand als Quell- oder Verlustterm ein. Der verblei-
bende Wa¨rmebedarf muß durch die Heizleistung Q˙H gedeckt werden.
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Abb. 2.1. Energetische Einflußgro¨ßen auf den Heizwa¨rmebedarf von Geba¨uden [62]
Gleichung 2.1 macht deutlich, daß die im Geba¨ude gespeicherte Wa¨rme bei dynamischer
Betrachtung von Bedeutung ist. Bei statischen Bilanzen u¨ber la¨ngere Zeitra¨ume ergibt sich
der Anteil der gespeicherten Wa¨rme durch die Summation der Auf- und Entladevorga¨nge
der thermischen Kapazita¨ten zu null. Eine ideale Regelung ermittelt zu jedem Zeitpunkt
den tatsa¨chlichen Wa¨rmebedarf Q˙B, der jeweils von den anderen Bilanzgro¨ßen abha¨ngt
und fu¨hrt die dem Bedarf entsprechende Heizleistung Q˙H zu. Unterschiede zwischen dem
Bedarfs- und dem zugefu¨hrten Heizwa¨rmestrom ergeben sich vor allem aus Unzula¨nglich-
keiten der Regelung: zum einen aus einer ungenauen Bestimmung des Bedarfswa¨rmestroms,
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zum anderen aus einer ungenu¨genden Ausregelung auf einen Sollheizwa¨rmestrom. Letztere
entsteht durch Tra¨gheiten und Totzeiten der Strecke, die die Regelbarkeit erschweren.
Auf welche Art die Heizleistung zugefu¨hrt wird, ha¨ngt vom jeweiligen Heizsystem ab. In
kleineren Geba¨uden ist die Pumpenwarmwasserheizung mit Heizko¨rpern das bei weitem
ha¨ufigste Heizsystem. Wa¨rmetra¨ger ist das im Verteilsystem zirkulierende Heizwasser. Die
Wa¨rmeabgabe von den Heizfla¨chen erfolgt durch Konvektion und Strahlung. Die im Rahmen
der vorliegenden Arbeit entwickelte Heizungsregelung ist experimentell an einem solchen
System erprobt worden. Die zugefu¨hrte Heizleistung bei einer Pumpenwarmwasserheizung
ergibt sich zu:
Q˙H = m˙wcp,w · (ϑV L − ϑRL) . (2.2)
Die Raumtemperatur kann durch Vera¨nderung der drei Gro¨ßen Vorlauftemperatur ϑV L,
Ru¨cklauftemperatu ϑRL oder Massenstrom m˙w geregelt werden. Vom jeweiligen Heizsy-
stem ha¨ngt ab, welche der Gro¨ßen sinnvollerweise verwendet wird. Die Ru¨cklauftemperatur
la¨ßt sich jedoch nur indirekt u¨ber Vorlauftemperatur und Massenstrom beeinflussen. Fu¨r
die Regelung der an den Raum abgegebenen Heizleistung gibt es demnach prinzipiell zwei
Grenzfa¨lle: entweder durch Variation der Vorlauftemperatur ϑV L bei konstant gehaltenem
Massenstrom m˙w oder durch Beeinflussung des Massenstroms bei konstanter Vorlauftem-
peratur. Auch die Variation beider Gro¨ßen ist mo¨glich. Die Ru¨cklauftemperatur stellt sich
jeweils entsprechend der abgegebenen Heizleistung ein. Die im Rahmen der vorliegenden Ar-
beit entwickelte Heizungsregelung nutzt die Variation der Vorlauftemperatur, wa¨hrend im
Bereich der konventionellen Regelung meist der Massenstrom variiert wird. Der Prima¨rener-
giebedarf ha¨ngt sowohl von der Heizleistung Q˙H als auch von den Temperaturen im Heizkreis
ab. Im folgenden Abschnitt wird der Zusammenhang zwischen Prima¨renergiebedarf und den
Gro¨ßen in Gleichung 2.2 dargelegt.
2.2 Das Heizsystem
Eine Heizanlage soll mit einem mo¨glichst kleinen Prima¨renergiestrom E˙pr im Wa¨rmeer-
zeuger einen dem Bedarfsverlauf angepaßten Nutzwa¨rmestrom Q˙Nu bereitstellen, ihn be-
darfsgerecht verteilen, um den einzelnen Ra¨umen den Heizwa¨rmestrom Q˙H zuzufu¨hren.
Aufgabe der Regelung ist es, den zugefu¨hrten Heizwa¨rmestrom an den Bedarfswa¨rmestrom
Q˙B anzupassen (vgl. Abbildung 2.2). In analoger Weise lassen sich die Wa¨rmestro¨me auch
fu¨r andere Erzeugungs- und Verteilungssysteme definieren. Bei Wa¨rmeerzeugung mit ei-
ner Wa¨rmepumpe wird zusa¨tzlich ein Wa¨rmestrom aus der Umgebung beno¨tigt. Bei einer
Heizanlage mit Fernwa¨rmeversorgung entsteht zwischen Erzeuger und Verbraucher noch ein
zusa¨tzlicher Transportverlust. Wirkungsgrade stellen die Beziehung zwischen den Wa¨rme-
leistungen (energetischer Nutzen bezogen auf den energetischen Aufwand) her. Sie werden
in der Regel fu¨r einen stationa¨ren Betriebszustand, z.B. Vollast, angewandt. Nutzungsgrade
setzen die Nutzenergie und den Energieaufwand u¨ber einen la¨ngeren Zeitraum zueinander
in Beziehung.
Die entwickelte vorausschauende selbstadaptierende Heizungsregelung zielt auf eine verbes-
serte Anpassung der zugefu¨hrten Heizleistung Q˙H an den aktuellen und zuku¨nftigen Wa¨rme-
bedarf. Die Wa¨rmeabgabe wird u¨ber die Beeinflussung der Vorlauftemperatur gesteuert. Die
Regelung berechnet den optimalen Wert der Vorlauftemperatur und geht davon aus, daß
der entsprechende Wert durch den Wa¨rmeerzeuger bereitgestellt wird. Die Vorga¨nge im
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Abb. 2.2. Zur Definition energetischer Gro¨ßen bei Wa¨rmeerzeugung mit einem Heizkessel und Wa¨rmever-
teilung mit einer Pumpenwarmwasserheizung (aus [47])
Wa¨rmeerzeuger sind in dieser Arbeit nicht Gegenstand der Optimierung. Die Nutzung der
Vorlauftemperatur als Gro¨ße zur Einstellung der Heizleistung fu¨hrt gegenu¨ber einer konven-
tionellen Regelung mit Massenstromvariation zu vera¨nderten Temperaturen im Heizkreis.
Der Wirkungs- bzw. Nutzungsgrad des Wa¨rmeerzeugers und des Verteilsystems sind von den
Temperaturen im Heizkreis abha¨ngig. Um die Auswirkungen der in Kapitel 4 berechneten
vera¨nderten Heizkreistemperaturen qualitativ bewerten zu ko¨nnen, werden im folgenden die
Zusammenha¨nge zwischen Wirkungs- bzw. Nutzungsgrad des Verteilsystems sowie einiger
wichtiger Wa¨rmeerzeugungssysteme und den Temperaturen im Heizkreis erla¨utert. Daraus
lassen sich Empfehlungen fu¨r den Betrieb der entwickelten Regelung in einer bestimmten
Heizungsanlage ableiten.
Die Differenz zwischen Nutz- und Heizwa¨rmestrom resultiert aus den Verlusten bei der
Wa¨rmeverteilung. Die Wa¨rmeverluste von Rohrleitungen Q˙V,R ha¨ngen von der Heizwasser-
temperatur ϑF und dem Wa¨rmeu¨bergang an die Umgebung ab [68]:
Q˙V,R =
2pil(ϑF − ϑa)
1
αiri
+ 1
λ
ln ra
ri
+ 1
αara
, (2.3)
wobei die Fluidtemperatur ϑF eine Funktion des Ortes ist (hier wird nur die Ortsabha¨ngig-
keit in Stro¨mungsrichtung betrachtet und senkrecht dazu vernachla¨ssigt). Dementsprechend
sind niedrige Temperaturen im Heizkreis zur Reduktion der Verteilverluste bzw. zur Erho¨-
hung des Verteilungsnutzungsgrads anzustreben.
Fu¨r einen Heizkessel als Wa¨rmeerzeuger gilt folgender Zusammenhang zwischen Prima¨r-
und Nutzenergiestrom:
Q˙Nu,K = ηK · E˙pr = ηK · m˙BHu =
(
1−
∑
Q˙V,K
m˙BHu
)
· m˙BHu .
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Der Kesselwirkungsgrad ηK ist definitionsgema¨ß ,,das Verha¨ltnis der an den Wa¨rmetra¨ger
abgegebenen Nutzwa¨rmeleistung, zu der mit dem Brennstoff zugefu¨hrten, auf dessen Heiz-
wert Hu bezogenen Wa¨rmeleistung” [24]. Die Verluste des Kessels Q˙V,K setzen sich aus
Bereitschafts-, Abstrahl- und Abgasverlusten zusammen. Die Abgasverluste ergeben sich zu
Q˙ag = m˙ag · (hag − ha) .
Da die Abgastemperatur in der Regel gro¨ßer als die Ru¨cklauftemperatur des Heizsystems
ist, kann durch ein Absenken des Ru¨cklauftemperaturniveaus eine Verringerung der Abgas-
verluste und damit eine Verbesserung des Umwandlungswirkungsgrades erzielt werden.
Bei Nutzung eines Brennwertkessels sind niedrige Ru¨cklauftemperaturen Voraussetzung fu¨r
die zumindest teilweise Nutzung des Brennwertes Ho. Bei dem sich einstellenden Partial-
druck des Wasserdampfes bei einem mit Erdgas befeuerten Kessel setzt die Kondensation im
Abgas unterhalb von etwa 57 ◦C ein. Die Ru¨cklauftemperaturen zur Abku¨hlung des Abgases
auf entsprechende Temperaturen werden durch das Heizsystem bestimmt, welches speziell
auf die Brennwertnutzung ausgelegt sein sollte.
Fu¨r eine Kompressionswa¨rmepumpe als Wa¨rmeerzeuger ist die Leistungszahl εwp das Verha¨lt-
nis aus Nutzwa¨rmeleistung und aufgenommener elektrischer Leistung. Sie la¨ßt sich mit der
Carnot-Leistungszahl εwp,c berechnen [68]:
εwp = ηwp,c · εwp,c = ηwp,c · Tc
Tc − T0 ,
mit Tc als Verflu¨ssigungs- und T0 als Verdampfungstemperatur in Kelvin. Abbildung 2.3
zeigt die Abha¨ngigkeit der Leistungszahl von Verflu¨ssigungs- und Verdampfungstempera-
tur fu¨r einen Carnot’schen Gu¨tegrad ηwp,c von 0.5. Die Verdampfungstemperatur ist durch
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Abb. 2.3. Leistungszahl der Wa¨rmepumpe εwp in Abha¨ngigkeit von Verflu¨ssigungstemperatur ϑc und
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◦C) fu¨r einen Carnot’schen Gu¨tegrad ηwp,c von 0.5
die Wa¨rmequelle festgelegt. Um eine hohe Leistungszahl zu erreichen, muß die Verflu¨ssi-
gungstemperatur abgesenkt werden, d.h. das Temperaturniveau, auf welchem Heizwa¨rme
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bereitgestellt wird. Um dennoch eine entsprechende Wa¨rmeabgabe an die Ra¨ume zu errei-
chen, mu¨ssen die Heizfla¨chen entsprechend vergro¨ßert werden. Aus diesem Grund werden
Wa¨rmepumpen ha¨ufig mit Fußbodenheizsystemen kombiniert, welche geringe Vorlauftem-
peraturen erfordern.
Die Nutzleistung eines thermischen Solarkollektors ergibt sich bei quasistationa¨ren Betriebs-
bedingungen zu:
Q˙Nu,koll = Aap
[
η0Gn − keff · (ϑ¯F − ϑa)
]
wobei keff dem effektiven Wa¨rmedurchgangskoeffizienten zwischen Fluid und Umgebung,
Aap der Aperturfla¨che, Gn der Globalstrahlung auf die Kollektorfla¨che und η0 dem Konversi-
onsfaktor entspricht. Wie aus dieser Gleichung ersichtlich, sinkt die Nutzleistung und damit
der Wirkungsgrad des Kollektors bei steigender mittlerer Fluidtemperatur im Kollektor.
Diese wird durch die Temperaturen im Speicher beeinflußt, die ihrerseits wiederum von den
Temperaturen auf der Bedarfsseite abha¨ngen. Aus diesem Grund ist bei Einbindung einer
Solaranlage in das Heizsystem eine niedrige Vor- und Ru¨cklauftemperatur im Heizkreis an-
zustreben.
Die in diesem Abschnitt dargelegten Zusammenha¨nge zwischen Heizleistung, Temperaturen
im Heizkreis und Prima¨renergiebedarf werden zur qualitativen Bewertung der Ergebnisse
in Kapitel 4 beno¨tigt. Eine quantitative Bewertung der Ergebnisse erfolgt mit Hilfe der im
na¨chsten Abschnitt eingefu¨hrten Zielgro¨ßen der Regelung.
2.3 Zielgro¨ßen
Sowohl die Herstellung eines komfortablen Raumklimas als auch die Energieeinsparung sind
Zielgro¨ßen der entwickelten Heizungsregelung. Dieser Abschnitt erla¨utert die Zielgro¨ßen und
Mo¨glichkeiten ihrer Beschreibung und Berechnung.
2.3.1 Energieeinsparung
Die Energieeinsparung a¨ußert sich in einem verringertem Heizenergiebedarf. Heizenergie
wird jedoch auch bei verringerten Raumtemperaturen eingespart. Zur Einscha¨tzung, ob die
eingesparte Heizenergie tatsa¨chlich durch passiv solare Gewinne substituiert wurde, dient
der solare Nutzungsgrad.
2.3.1.1 Heizenergiebedarf
Abbildung 2.4 zeigt einen typischen Jahresverlauf (Monatssummen) des Heizwa¨rmever-
brauchs, der Einstrahlung und die Monatsmittelwerte der Außentemperatur fu¨r ein Geba¨ude
in Niedrigenergiebauweise. Der Heizleistungsbedarf la¨ßt sich durch eine Auftragung der Sum-
menha¨ufigkeit des Auftretens bestimmter Leistungen (Jahresdauerlinie) (Abbildung 2.5)
veranschaulichen. Die Auslegung des Wa¨rmeerzeugers erfolgt bei nur einem vorhandenen
Gera¨t entsprechend der maximal notwendigen Heizleistung. Dies fu¨hrt dazu, daß der Kessel
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Abb. 2.4. Gemessener Verlauf des Heizwa¨rmever-
brauchs eines Niedrigenergiehauses (Experimentier-
haus des ISFH) sowie von Einstrahlung und Außen-
temperatur (Monatssummen bzw. Monatsmittelwer-
te 1995)
0
1000
2000
3000
4000
5000
6000
7000
8000
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
Jahresstunden
P
S
fra
g
rep
la
cem
en
ts
H
ei
zl
ei
st
u
n
g
[W
]
Abb. 2.5. Jahresdauerlinie der Heizleistung auf Ba-
sis von Meßwerten eines Niedrigenergiehauses (Ex-
perimentierhaus des ISFH 1995)
wa¨hrend der meisten Betriebsstunden in Teillast arbeitet. Eine gleichma¨ßige Heizleistungs-
abforderung im Bereich des maximalen Wirkungsgrades u¨ber viele Betriebsstunden ist je-
doch wu¨nschenswert. Bei Vorhandensein eines Speichers kann durch Takten des Kessels
jeweils die Nennleistung abgenommen werden, jedoch entstehen Verluste durch die Zwi-
schenabku¨hlung des Kreises zwischen Kessel und Speicher.
2.3.1.2 Solarer Anteil und Nutzungsgrad passiv solarer Gewinne
Wie bereits eingangs erla¨utert, nimmt der relative Anteil von solaren und internen Gewin-
nen an der Deckung der Verluste eines Geba¨udes mit verbessertem Da¨mmstandard zu. Eine
weitere Erho¨hung der solaren Gewinne, gegenu¨ber den bei einer konventionellen Bauweise
u¨blichen, erreicht man durch eine entsprechende architektonische Gestaltung und zusa¨tz-
liche Komponenten zur Solarenergienutzung (z.B. zusa¨tzliche Fensterfla¨chen, transparente
Wa¨rmeda¨mmung u.a.). Geba¨ude mit einem erho¨hten Anteil an solaren Gewinnen nennt
man Solarha¨user. Zusa¨tzliche passiv solare Komponenten kommen im wesentlichen ohne
Hilfsenergien aus.
Maßnahmen zur Reduktion des Wa¨rmebedarfs (z.B. hoher Da¨mmstandard, geringes Verha¨lt-
nis von Geba¨udeoberfla¨che zu -volumen, Wa¨rmebru¨ckenvermeidung) sind bis zu einem be-
stimmten Maß kostengu¨nstiger als zusa¨tzliche passiv solare Komponenten. Es ist daher
o¨konomisch sinnvoll, zuna¨chst den Geba¨udewa¨rmebedarf auf mindestens das Niveau eines
Niedrigenergiehauses zu reduzieren, bevor passiv solare Maßnahmen zu einer weiteren Re-
duktion des Bedarfs zum Einsatz kommen.
Der Einsatz von passiv solaren Komponenten zur Heizenergieeinsparung ist grundsa¨tzlich
mit dem Problem der Gegenla¨ufigkeit der Bedarfs- und Angebotskurve konfrontiert. Deshalb
stellt die Dimensionierung von passiv solaren Komponenten stets ein Optimierungsproblem
dar. Sa¨mtliche passiv solaren Gewinne mu¨ssen noch mit einem Nutzungsgrad bewertet wer-
den. Dieser stellt das Verha¨ltnis zwischen den zur Heizenergieeinsparung genutzten und den
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eingetragenen solaren Gewinnen dar:
Nsol =
Qsol,N
Qsol,ges
. (2.4)
Soll ein hoher Solaranteil erreicht werden, so sinkt der Nutzungsgrad, da die Anzahl der
Stunden, in denen die Strahlung nicht beno¨tigt wird, zunimmt. Gleichzeitig sinkt die mitt-
lere Temperatur der Umschließungsfla¨chen wa¨hrend strahlungsarmer Perioden durch den
im allgemeinen ho¨heren Wa¨rmedurchgangskoeffizienten der passiv solaren Empfangsfla¨chen
im Vergleich zu opak geda¨mmten Fla¨chen. Dies muß durch eine erho¨hte Lufttemperatur zur
Erhaltung des thermischen Komforts kompensiert werden (vgl. Gleichung 2.6). Wa¨hrend
der Sommermonate sind in der Regel wirksame Einrichtungen zur Reduktion des Solarener-
gieeintrags notwendig. Bei Unterdimensionierung entfallen die genannten Probleme, jedoch
ist der Solaranteil dann entsprechend gering. Diese Gru¨nde fu¨hren ha¨ufig dazu, daß ande-
re Maßnahmen zur Reduktion des konventionellen Heizenergiebedarfs den passiv solaren
Maßnahmen unter o¨konomischen Aspekten u¨berlegen sind.
Der solare Nutzungsgrad wird auch in Gesetzen und Regelwerken beru¨cksichtigt. So sind
in der Wa¨rmeschutzverordnung von 1995 (Wa¨rmeschutzV) vom 16.4.94 [9] die nutzbaren
solaren Gewinne durch Fenster gesondert zu ermitteln. Dabei wird ein konstanter mittlerer
Nutzungsgrad fu¨r alle Geba¨ude verwendet. Weiterhin du¨rfen bei Fensteranteilen von mehr
als 2/3 der Wandfla¨che nur solare Gewinne bis zu dieser Gro¨ße beru¨cksichtigt werden. Die
zuku¨nftige Energieeinsparverordnung (EnEV) [11] verweist fu¨r die Berechnung des Jahres-
Heizwa¨rmebedarfs auf die DIN EN 832 [27] in Verbindung mit der DIN V 4108-6 [22]. Darin
wird die Berechnung des Nutzungsgrades von Wa¨rmegewinnen unabha¨ngig von der Art der
Gewinne vorgenommen. Der Nutzungsgrad der Wa¨rmegewinne Nwg fu¨r ein monatliches oder
Jahresbilanzverfahren ha¨ngt vom Gewinn-Verlust-Verha¨ltnis γ ab:
Nwg =
1− γa
1− γa+1
mit
γ =
Qint + Qsol
Qtr + Ql
und a als numerischem Parameter, der aus der Geba¨udezeitkonstante τ berechnet wird:
a = a0 +
τ
τ0
,
wobei a0 und τ0 geba¨udespezifische Konstanten sind. Abbildung 2.6 zeigt beispielhaft den
Verlauf des Gewinn-Verlust-Verha¨ltnisses fu¨r verschiedene Da¨mmstandards von Geba¨uden.
Erwartungsgema¨ß steigt das Verha¨ltnis bei verbessertem Da¨mmstandard an. Fu¨r ein Pas-
sivhaus liegen die Werte nur von November bis Februar unter eins.
Die Zeitkonstante des Geba¨udes berechnet sich als Quotient der wirksamen Wa¨rmespei-
cherfa¨higkeit C [J K−1] und des spezifischen Wa¨rmeverlusts H [W K−1]. Die wirksame
Wa¨rmespeicherfa¨higkeit eines beheizten Raumvolumens wird unter Annahme der Variation
der Innentemperatur mit einer Amplitude von 1 K berechnet [28]:
C =
∑
j
∑
i
ρijcijdijAj ,
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Abb. 2.6. Gewinn-Verlust-Verha¨ltnis (Monatsmittelwerte) fu¨r verschiedene Da¨mmstandards bei gleichem
geometrischem Geba¨udeaufbau, berechnet auf Basis von Wetterdaten Emmerthal 1995, Niedrigenergiehaus
entspricht Referenzhaus des ISFH Emmerthal, interne Gewinne: 75 kWh pro Monat
wobei der Index j das Bauteil und der Index i die Lage im Bauteil bezeichnet. Mit ρ wird
die Dichte und mit c die spezifische Wa¨rmekapazita¨t des Werkstoffs, mit d die Dicke der
Lage und mit A die Fla¨che des Bauteils bewertet. Die Summe der bewerteten Dicken der
Lagen eines Bauteils darf 10 cm nicht u¨berschreiten1.
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Abb. 2.7. Nutzungsgrade der Wa¨rmegewinne fu¨r
verschiedene Da¨mmstandards bei gleichem geometri-
schem Geba¨udeaufbau, berechnet auf Basis von Wet-
terdaten Emmerthal 1995, Niedrigenergiehaus ent-
spricht Referenzhaus des ISFH Emmerthal, interne
Gewinne: 75 kWh pro Monat
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Abb. 2.8. Nutzungsgrade der Wa¨rmegewinne fu¨r
verschiedene Bauweisen von Niedrigenergieha¨usern
bei gleichem geometrischem Geba¨udeaufbau, berech-
net auf Basis von Wetterdaten Emmerthal 1995,
Massivbau entspricht Referenzhaus des ISFH Em-
merthal, interne Gewinne: 75 kWh pro Monat
1Dieser Wert ergibt sich aus den Temperaturverla¨ufen im Innern einer Massivwand bei mit einer Peri-
ode von 24 h schwankenden Oberfla¨chentemperaturen fu¨r eine normale Raumnutzung. Durch Lo¨sung der
Wa¨rmeleitungsgleichung la¨ßt sich zeigen, daß im Abstand von 10 cm von der Wandoberfla¨che die Tempe-
ratur nahezu unbeeinflußt bleibt.
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Die so berechneten Nutzungsgrade der Wa¨rmegewinne fu¨r verschiedene Da¨mmstandards
zeigt Abbildung 2.7. Den Einfluß der thermischen Kapazita¨t des Geba¨udes fu¨r ein Geba¨ude
in Niedrigenergiebauweise (gleiches Gewinn-Verlust-Verha¨ltnis fu¨r alle Bauweisen) verdeut-
licht Abb. 2.8. Der Nutzungsgrad steigt geringfu¨gig mit der thermischen Kapazita¨t eines
Geba¨udes an. Bei großen Speichermassen kann viel Wa¨rme bei kleiner Temperaturerho¨hung
abgespeichert werden, was sich gu¨nstig auf Nwg auswirkt.
Die hier zur Verdeutlichung der prinzipiellen Zusammenha¨nge verwendete statische Berech-
nungsmethode der Normen DIN EN 832 [27] bzw. DIN V 4108-6 [22] beru¨cksichtigt keine
Unterschiede in der Regelbarkeit der Heizung auf den Nutzungsgrad der Gewinne. Der solare
Nutzungsgrad ha¨ngt jedoch wesentlich davon ab, inwieweit das Heizungssystem u¨berhaupt
auf solare Eintra¨ge reagieren kann. Hier sind tra¨ge Systeme im Nachteil, da die Reaktion der
Regelung bei einem klassischen Regelungsprinzip zu spa¨t erfolgt. Der hier verfolgte Ansatz
zielt auf die Erho¨hung des solaren Nutzungsgrades durch Maßnahmen auf der regelungs-
technischen Seite.
Zur Ermittlung des Einflusses der Heizungsregelung auf den solaren Nutzungsgrad bei den
dynamischen Simulationstests werden die nicht genutzten solaren Gewinne Qsol,nN verwen-
det:
Nsol = 1− Qsol,nN
Qsol,ges
(2.5)
Dabei wird festgelegt, daß die solaren Gewinne nicht mehr nutzbar sind, sobald sie zu einer
U¨berschreitung des Raumtemperatursollwertes von mehr als 2 K fu¨hren.
2.3.2 Thermischer Komfort
Die zweite Zielgro¨ße der entwickelten Regelung ist der thermische Komfort. Zur Bewertung
des Regelverhaltens wird in den Ergebniskapiteln die einfache Abweichung zwischen Sollwert
und Istwert verwendet. Fu¨r die Bewertung der Ergebnisse werden zusa¨tzliche in der Literatur
gebra¨uchliche Gro¨ßen eingefu¨hrt.
2.3.2.1 Bedeutung der Soll-Istwert-Abweichung fu¨r den thermischen Komfort
Das einfachste Kriterium zur Bewertung der Regelgu¨te ist die Soll-Istwert-Abweichung. In
jeder Regelungstheorie gilt sie als eine zu minimierende Gro¨ße. Die Aufgabe einer herko¨mm-
lichen Regelung ist beispielsweise die Minimierung der aktuellen Soll-Istwert-Abweichung.
Mit Hilfe der Reglerparameter, welche das Systemverhalten widerspiegeln, kann vorgegeben
werden, mit welcher Dynamik der Regler auf Abweichungen der Meßgro¨ße vom Sollwert
reagiert.
Eine vorausschauende Regelung minimiert die Abweichung u¨ber einen zuku¨nftigen Zeitraum,
den Vorhersagehorizont. So kann einer zuku¨nftigen Sollwertabweichung vorzeitig begegnet
werden. Dies ist oft nur mo¨glich, indem eine aktuelle Sollwertabweichung in der Gegenrich-
tung akzeptiert wird. Ein Beispiel ist die Reduktion von U¨berhitzungen eines Geba¨udes
am Nachmittag durch das Zulassen von Untertemperaturen am Vormittag. Dies liegt zum
einen darin begru¨ndet, daß mit einem reinen Heizsystem die Raumtemperatur nur in Rich-
tung einer Erho¨hung beeinflußbar ist. Zum anderen sind keine beliebig großen Spru¨nge der
Stellgro¨ße mo¨glich.
2.3 Zielgro¨ßen 33
Der Vorkompensation von Sollwertabweichungen liegt die Annahme zugrunde, daß Unter-
und U¨berschreitungen des Sollwertes gleich nachteilig zu werten sind. Weiterhin ist hier
die ,,Nachteiligkeit” eine lineare Funktion der Abweichung. Dies ist sicher nicht immer zu-
treffend. Nutzerbefragungen [56] zeigen, daß die Bewertung von Unter- oder U¨berschrei-
tungen des Sollwertes von verschiedensten zum Teil individuellen Faktoren abha¨ngt. Ferner
ist die Tolerierbarkeit von Abweichungen tageszeitabha¨ngig. Die in Kapitel 5 dargestellten
Ergebnisse der experimentellen Untersuchungen zeigen außerdem, daß die Art und Weise
der Messung der Regelgro¨ße einen großen Einfluß auf den sich einstellenden Komfort hat.
Die Soll-Istwert-Abweichung ist daher zur Bewertung des thermischen Komforts nur einge-
schra¨nkt nutzbar. Im folgenden Abschnitt wird auf geeignetere Gro¨ßen zur Bewertung des
thermischen Komforts eingegangen.
Trotz dieser Einschra¨nkungen ist die Soll-Istwert-Abweichung eine wichtige Gro¨ße, insbe-
sondere zur Bewertung der Regeleigenschaften. An ihr la¨ßt sich unmittelbar feststellen,
ob die Regelung in gewu¨nschter Weise reagiert. Deshalb werden bei der Auswertung der
Simulations- und experimentellen Tests Verla¨ufe der Raumlufttemperatur und der Einfluß-
gro¨ßen zur Bewertung des Regelverhaltens herangezogen (vgl. Kapitel 4 und 5).
2.3.2.2 Gro¨ßen zur Bewertung des thermischen Komforts
Eine ganze Reihe von Gro¨ßen hat einen Einfluß darauf, ob sich ein Mensch behaglich fu¨hlt.
Allein die Lufttemperatur reicht in der Regel fu¨r eine Bewertung nicht aus. Weitere wichtige
Gro¨ßen sind die Temperatur der Umschließungsfla¨chen, Luftfeuchte und Luftbewegung. Ein
einfacher Ansatz zur Bewertung des thermischen Komforts beru¨cksichtigt lediglich die Luft-
temperatur und die Temperatur der umschließenden Wa¨nde, welche sich aus den fla¨chenge-
wichteten einzelnen Wandtemperaturen ergibt. Die Wa¨rmeu¨bergangskoeffizienten zwischen
dem menschlichen Ko¨rper und der Luft fu¨r konvektiven Wa¨rmeu¨bergang und den Umschlie-
ßungsfla¨chen fu¨r Strahlungsu¨bergang sind bei Ra¨umen mit normalen Innentemperaturen
anna¨hernd gleich. Daher wird ha¨ufig fu¨r die Empfindungstemperatur (operative Tempera-
tur) der Mittelwert aus Luft- und fla¨chengewichteter Wandtemperatur gesetzt (vgl. DIN
1946-2 [20]):
ϑop =
ϑL + ϑ¯str
2
. (2.6)
Fanger [34] fu¨hrte zwei Gro¨ßen ein, die die wichtigsten Einflußgro¨ßen auf den thermischen
Komfort zusammenfassen. Der PMV-Index (Predicted Mean Vote) ist eine Vorhersage
der Meinung einer großen Personengruppe u¨ber ihr thermisches Befinden als eine Funktion
der Aktivita¨t, Kleidung, Lufttemperatur, mittleren Strahlungstemperatur, relativen Luft-
geschwindigkeit und der Luftfeuchte. Sein Wertebereich liegt zwischen -3 und +3 (siehe
Tabelle).
Der PMV-Index la¨ßt sich wie folgt berechnen [71]
PMV = (0.303 · e−0.036M + 0.028)[(M −W )− 0.00305{5733− 6.99(M −W )
−pD} − 0.42{(M −W )− 58.15} − 0.000017 ·M(5867− pD)
−0.0014M(34− ϑL)− 3.96 · 10−8 · fcl{(ϑcl + 273)4 − (ϑ¯str + 273)4}
−fcl · αk(ϑcl − ϑL)] (2.7)
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Tabelle 2.1. Bedeutung der Werte des PMV-Indexes
Wert Bedeutung
-3 kalt
-2 ku¨hl
-1 leicht ku¨hl
0 neutral
+1 leicht warm
+2 warm
+3 heiß
Dabei sind:
M . . . bezogener Gesamtenergieumsatz [met] (1 met = 58.15 W pro m2 Ko¨rperoberfla¨che)
W . . . bezogene mechanische Leistung [met]
pD . . . Partialdruck des Wasserdampfes in der Luft [Pa]
ϑL . . . Lufttemperatur [
◦C]
fcl . . . Oberfla¨chenverha¨ltnis zwischen bekleidetem und unbekleidetem Ko¨rper
ϑcl . . . Oberfla¨chentemperatur der Kleidung [
◦C]
ϑ¯str . . . mittlere Temperatur der Umschließungsfla¨chen [
◦C]
αk . . . konvektiver Wa¨rmeu¨bergangskoeffizient
[
W
m2K
]
Ein in Ruhe befindlicher erwachsener Mensch hat etwa einen Energieumsatz von 0.8 met.
Der Energieumsatz steigt mit der Aktivita¨t und kann etwa 10 met erreichen.
Die Oberfla¨chentemperatur der Kleidung bestimmt sich aus der impliziten Gleichung
ϑcl = 35.7− 0.028(M −W )− Icl · [3.96 · 10−8 · fcl{(ϑcl + 273)4 − (ϑ¯str + 273)4}
+fcl · αk(ϑcl − ϑL)] . (2.8)
Icl ist der Wa¨rmeleitwiderstand der Kleidung in
m2K
W
. Ha¨ufig wird der Wa¨rmewiderstand
der Kleidung auch als Relativmaß in [clo] (,,clothing”) angegeben (1 clo = 0.155m
2K
W
). Die
Skala reicht von 0 (keine Bekleidung) bis 2 clo (sehr dicke Winterbekleidung).
αk und fcl werden wie folgt berechnet:
αk =
{
2.38(ϑcl − ϑL)0.25 fu¨r 2.38(ϑcl − ϑL)0.25 ≥ 12.1√vrel
12.1
√
vrel fu¨r 2.38(ϑcl − ϑL)0.25 < 12.1√vrel , (2.9)
fcl =
{
1.00 + 1.29Icl fu¨r Icl ≤ 0.078m2KW
1.05 + 0.645Icl fu¨r Icl > 0.078
m2K
W
. (2.10)
Die relative Luftgeschwindigkeit vrel beeinflußt den konvektiven Wa¨rmeaustausch des Men-
schen mit seiner Umgebung. Sie ha¨ngt von der ko¨rperlichen Aktivita¨t ab:
vrel = v + 0.005
(
M − 58.15 W
m2
)
· m
3
Ws
, (2.11)
wobei v die Luftgeschwindigkeit in m
s
im Raum bezeichnet.
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Der PPD-Index (Predicted Percentage of Dissatisfied) berechnet sich aus dem PMV-Index
wie folgt:
PPD = 100− 95 · e−0.03353PMV 4−0.2179PMV 2 . (2.12)
Der meßtechnische Aufwand zur Bestimmung der Parameter PMV und PPD ist außeror-
dentlich hoch. Fu¨r die Bewertung der Ergebnisse werden daher einige der Einflußgro¨ßen als
konstant angenommen. Tabelle 2.2 listet die Einflußgro¨ßen und ihre Werte auf, die jeweils
fu¨r den Wohnbereich festgelegt wurden.
Tabelle 2.2. Annahmen bei der Berechnung von PMV und PPD
Parameter Annahme
ϑ¯str ϑL
W 0 met
M 1.2 met
vrel 0.1
m
s
pD abha¨ngig von ϑL fu¨r 50% Luftfeuchte
Icl 1.25 clo
Er findet ebenfalls in der Bewertung der Ergebnisse in Kapitel 4 und 5 Verwendung. Abbil-
dung 2.9 zeigt den Verlauf des PPD in Abha¨ngigkeit vom PMV. Es wird deutlich, daß auch
bei optimalen Bedingungen 5% der Personen unzufrieden sind.
−4 −3 −2 −1 0 1 2 3 4
0
10
20
30
40
50
60
70
80
90
100
PMV [−]
PP
D
 [%
]
Abb. 2.9. PPD in Abha¨ngigkeit vom PMV fu¨r die in Tabelle 2.2 angegebenen Parameter
Die Abha¨ngigkeit des PPD von der Lufttemperatur und verschiedenen Wa¨rmewidersta¨nden
der Kleidung sowie variablen Temperaturen der Umschließungsfla¨chen zeigt Abbildung 2.10.
Bei sehr hohen Lufttemperaturen wird jede Art von Kleidung als etwa gleich unangenehm
empfunden, wa¨hrend bei sehr niedrigen Lufttemperaturen ein sehr unterschiedliches Em-
pfinden in Abha¨ngigkeit vom Wa¨rmewiderstand der Kleidung vorliegt. Fu¨r jede Beklei-
dungsstufe verlagert sich das Minimum des PPD-Indexes um etwa 2 K. Bei von der Luft-
temperatur abweichender Temperatur der Umschließungsfla¨chen a¨ndert sich die Form der
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Abb. 2.10. PPD fu¨r die in Tabelle 2.2 angegebenen Parameter und variablen Wa¨rmewiderstand der Klei-
dung sowie variable Temperatur der Umschließungsfla¨chen
Kurven nicht, es tritt lediglich eine Verschiebung in Abszissenrichtung auf. Fu¨r eine um
2 K von der Lufttemperatur abweichende Temperatur der Umschließungsfla¨chen verschiebt
sich die Kurve um etwa 1 K. Dies besta¨tigt das Konzept der operativen Temperatur in
Gleichung 2.6.
Es ist selbstversta¨ndlich auch mo¨glich, die operative Temperatur oder die Parameter PMV
und PPD direkt im Regelalgorithmus anstelle der Soll-Istwertabweichung als Maß fu¨r den
thermischen Komfort zu verwenden. Dies setzt aber die meßtechnische Erfassung weiterer
Gro¨ßen voraus. Fu¨r den Einfamilienhausbereich wa¨re dieser Aufwand sicherlich zu hoch.
Beim Einsatz in bestimmten Geba¨uden, in denen die Einhaltung eines sehr engen Komfort-
bereichs erforderlich ist (z.B. Theater, Museen) lassen sich aber durchaus Vorteile erwarten.
Dieser Abschnitt diente der Definition der Zielgro¨ßen der entwickelten Heizungsregelung. Fu¨r
beide Hauptzielgro¨ßen Energieeinsparung und hoher thermischer Komfort wurden Parame-
ter zur Quantifizierung und vergleichenden Bewertung eingefu¨hrt. Die erfolgte Darstellung
einiger Zusammenha¨nge mit anschaulichen Gro¨ßen soll die bessere Einordnung der Ergeb-
nisse in den Kapiteln 4 und 5 ermo¨glichen. Im folgenden Abschnitt wird auf die Geba¨ude-
einflußgro¨ßen eingegangen, d.h. die Gro¨ßen, die Einfluß auf die Zielgro¨ßen haben.
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2.4 Einflußgro¨ßen und detaillierte Modellbildung
Die den inneren thermischen Zustand eines Geba¨udes kennzeichnenden Gro¨ßen werden von
einer Reihe a¨ußerer treibender Kra¨fte beeinflußt. Ziel dieses Abschnittes ist es, diese Gro¨ßen
zueinander in Beziehung zu setzen. Dazu wird die Energiebilanz einer thermischen Zone
aufgestellt. Anschließend werden die auftretenden Wa¨rmestro¨me mit Hilfe von Wa¨rmetrans-
portgleichungen durch direkt meßbare Gro¨ßen ersetzt. Dazu dient eine Modellbildung, wie
sie ha¨ufig fu¨r dynamische Geba¨udesimulationen, so auch in der vorliegenden Arbeit fu¨r den
Test des Regelalgorithmus eingesetzt wird.
2.4.1 Bilanz einer thermischen Zone
Detaillierte Berechnungsmethoden betrachten thermische Zonen innerhalb eines Geba¨udes.
Dabei werden Bereiche a¨hnlicher Temperaturen zu thermischen Zonen zusammengefaßt.
Vereinfachend wird die Lufttemperatur durch einen sogenannten Luftknoten, die Tempe-
ratur von Umschließungsfla¨chen durch Wandknoten repra¨sentiert. Konvektive und Strah-
lungswa¨rmetransportvorga¨nge werden getrennt betrachtet. Der konvektive Wa¨rmestrom Q˙L
zum Luftknoten i ergibt sich als Summe des konvektiven Wa¨rmestroms Q˙oi,L von allen in-
neren Oberfla¨chen, der Wa¨rmestro¨me durch Infiltration Q˙inf (unkontrollierter Luftwechsel)
und Ventilation Q˙v (kontrollierter Luftwechsel) , der internen konvektiven Gewinne Q˙g,L
und Wa¨rmestro¨men aus anderen Zonen oder durch eine Randbedingung Q˙ZRB :
Q˙L = Q˙oi,L + Q˙inf + Q˙v + Q˙g,L + Q˙ZRB . (2.13)
Die Summe der zu- und abgefu¨hrten konvektiven Wa¨rmestro¨me Q˙L ist gleich der zeitlichen
A¨nderung der inneren Energie der Luft der Zone. Mit Ersetzen der Wa¨rmeleistung zum
Luftknoten durch
Q˙L = CL
dϑL
dt
erha¨lt man eine Differentialgleichung zur Bestimmung der Luftinnentemperatur ϑL.
Die Bilanz fu¨r einen Wandtemperaturknoten lautet:
Q˙oi = Q˙g,oi + Q˙sol + Q˙lw + Q˙tr + Q˙oi,L , (2.14)
wobei Q˙g,oi den wandspezifischen Strahlungsanteil der internen Gewinne, Q˙sol den wand-
spezifischen Anteil der solaren Gewinne durch alle Fenster, Q˙lw den Wa¨rmestrom durch
langwelligen Strahlungsaustausch mit anderen Wa¨nden und Q˙tr den Wa¨rmestrom durch
Leitung in der Wand angibt.
Der Wa¨rmestrom zum Wandoberfla¨chentemperaturknoten Q˙oi kann wiederum durch die
zeitliche A¨nderung der inneren Energie des entsprechenden massiven Bauteils beschrieben
werden:
Q˙oi = CW
dϑoi
dt
.
Die sich ergebende Differentialgleichung erlaubt die Berechnung der Oberfla¨chentemperatur
des Bauteils ϑoi.
Die einzelnen Wa¨rmeleistungen in Gleichung 2.13 und 2.14 lassen sich zum großen Teil
nur mit Schwierigkeiten meßtechnisch bestimmen. Fu¨r den Entwurf der Regelung sowie fu¨r
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deren Test ist es vorteilhaft, die Terme auf einfach meßbare Gro¨ßen zuru¨ckzufu¨hren. In
den folgenden Abschnitten werden die in den Bilanzgleichungen aufgefu¨hrten Wa¨rmestro¨me
durch meßbare Gro¨ßen ersetzt. Die Wa¨rmestro¨me lassen sich unterscheiden in Wa¨rmestro¨me
innerhalb einer thermischen Zone, Verlustwa¨rmestro¨me zwischen der thermischen Zone und
der Umgebung sowie solaren und internen Gewinnen. Die Modellbildung basiert zum Teil
auf den im Anhang A erla¨uterten systemtheoretischen Grundlagen.
2.4.2 Wa¨rmetransportvorga¨nge innerhalb einer thermischen Zo-
ne
Auf der Innenseite der Geba¨udehu¨lle findet ein konvektiver Wa¨rmeu¨bergang zwischen Luft
und Bauteil statt. Dabei u¨berlagern sich erzwungene und freie Stro¨mung. Der konvektive
Wa¨rmestrom von allen inneren Oberfla¨chen zum Luftknoten berechnet sich aus der Tempe-
raturdifferenz und dem Wa¨rmeu¨bergangskoeffizienten αoi,i
[
W
m2K
]
:
Q˙oi,L = αoi,L · Aoi · (ϑoi − ϑL) (2.15)
mit der Fla¨che Aoi. Der Wa¨rmeu¨bergangskoeffizient kann aus der Nußeltzahl Nu:
Nu =
αoi,L · L
λL
mit der charakteristischen La¨nge L und der Wa¨rmeleitfa¨higkeit λL der Luft ermittelt werden.
Fu¨r eine U¨berlagerung von freier und erzwungener Stro¨mung la¨ßt sich folgender Ansatz
verwenden2 [6]:
Nun = |NunE ±NunF | ,
wobei NuE die Nußelt-Zahl der erzwungenen und NuF die Nußelt-Zahl der freien Stro¨mung
ist. Ansa¨tze fu¨r die Berechnung der Nußelt-Zahl finden sich beispielsweise in [83]. Fu¨r er-
zwungene Stro¨mung ist die mittlere Nußelt-Zahl eine Funktion der Reynolds- und Prandtl-
Zahl: NuE = f(Re, Pr). Dabei wird ha¨ufig als Ansatz ein Produkt von Potenzen von Re
und Pr verwendet. Der konvektive Wa¨rmeu¨bergang ha¨ngt von der Anstro¨mgeschwindigkeit
w ab, die in die Reynolds-Zahl eingeht:
Re =
wL
ν
mit ν als kinematischer Viskosita¨t und L als charakteristischer La¨nge. Bei turbulenter
Stro¨mung geht die Reynolds-Zahl bei Berechnung der Nußelt-Zahl im allgemeinen mit einem
ho¨heren Exponenten ein als bei laminarer Stro¨mung.
Fu¨r die Raumumschließungsfla¨chen mu¨ssen in der Regel unterschiedliche Oberfla¨chentempe-
raturen angenommen werden. Vereinfachend wird jeder Wand jeweils ein Temperaturknoten
zugeordnet. Die Oberfla¨che der Wand steht sowohl im konvektiven Wa¨rmeaustausch mit der
Raumluft als auch im Strahlungsaustausch mit den anderen Raumumschließungsfla¨chen.
Der langwellige Strahlungsaustausch zwischen zwei Bauteiloberfla¨chen der Temperaturen T1
und T2 kann mit:
Q˙12 = σA1ε1F12(T
4
1 − T 42 ) (2.16)
2Die Addition ist anzuwenden, wenn der Vektor der Auftriebskraft und der Vektor der Anstro¨mgeschwin-
digkeit in die gleiche Richtung zeigen; bei entgegengesetzter Richtung der Vektoren ist die Subtraktion
anzuwenden.
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berechnet werden. Dabei ist σ die Stefan-Boltzmann Konstante, ε der Emissionsgrad und F12
die Einstrahlzahl (Sichtfaktor). Nach Aufsplittung des Temperaturterms la¨ßt sich schreiben:
Q˙12 = L12(T1, T2) · (T1 − T2)
mit dem temperaturabha¨ngigen Wa¨rmeleitwert
L12(T1, T2) = σA1ε1F12(T
2
1 + T
2
2 )(T1 + T2) .
Da jede Oberfla¨che mit allen u¨brigen im direkten Strahlungsaustausch steht, steigt der
Rechenaufwand bei vielen Oberfla¨chen schnell an. Es wird daher bei vielen Modellen eine
weitere Vereinfachung vorgenommen, bei dem der Strahlungsaustausch im Raum nicht mehr
direkt, sondern u¨ber Zwischenabsorption in einem fiktiven Strahlungsknoten erfolgt. Dabei
kann man sich den Strahlungsknoten als einen den ganzen Raum ausfu¨llenden Ko¨rper oh-
ne thermische Masse, mit unendlich hoher Wa¨rmeleitfa¨higkeit und einem Emissionsgrad=1
vorstellen. Dieses Modell des langwelligen Strahlungswa¨rmeaustausches im Raum wird Zwei-
sternmodell (,,2*Modell”) genannt, da die Wandenergiebilanz durch einen Wandoberfla¨chen-
temperaturknoten und den fiktiven Strahlungsknoten beschrieben wird [37].
Bei der Approximation durch ein Zweisternmodell wird die Raumgeometrie vernachla¨ssigt.
Lediglich die Fla¨chenanteile werden im Leitwert von der Oberfla¨che zum fiktiven Strah-
lungsknoten beru¨cksichtigt:
L2*ij =
Aiεi · Ajεj∑
Akεk
σ(T 21 + T
2
2 )(T1 + T2) .
Sie lassen sich mit Hilfe des Verteilfaktors:
F2*ij =
Ajεj∑
Akεk
beschreiben. Feist [37] zeigte, daß mit diesem Verfahren fu¨r normale Wohngeba¨ude eine sehr
gute Anna¨herung an die Ergebnisse bei Beru¨cksichtigung der Raumgeometrie erhalten wird.
2.4.3 Wa¨rmetransport zwischen Geba¨ude und Umgebung
Die mit Luftstro¨men transportierte Wa¨rmeleistung in der Luftknotenbilanz la¨ßt sich u¨ber
die jeweiligen Temperaturdifferenzen ausdru¨cken:
Q˙inf = V˙ · ρL · cp,L · (ϑa − ϑL)
Q˙v = V˙ · ρL · cp,L · (ϑv − ϑL)
Q˙ZRB = V˙ · ρL · cp,L · (ϑz,L − ϑL) . (2.17)
Die Temperatur der Ventilationsluft ϑv ist bei Lu¨ftungsanlagen mit und ohne Wa¨rmeru¨ck-
gewinnung eine Funktion der Außentemperatur ϑa. Der Volumenstrom V˙ wird ha¨ufig als
Vielfaches des Zonen- oder Geba¨udevolumens ausgedru¨ckt:
V˙ = n · Vz
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mit der Luftwechselrate n [h−1].
Die Transmissionswa¨rmeverluste u¨ber die Geba¨udehu¨lle entstehen u¨ber verschiedene in der
Regel instationa¨re Wa¨rmetransportvorga¨nge. Die Wa¨rmestro¨me zwischen der Wandinnen-
oberfla¨che und der Umgebung werden durch die Wa¨rmeleitung im Innern der Wand sowie
den Wa¨rmeu¨bergang an der Außenwandseite bestimmt.
Innerhalb der Festko¨rper, die die Geba¨udehu¨lle bilden, findet Wa¨rmetransport in Form
von Wa¨rmeleitung statt. Da Wa¨nde in der Regel aus mehreren hintereinanderliegenden
Schichten bestehen, werden zur Modellbildung ihre Wa¨rmewidersta¨nde und thermischen
Kapazita¨ten in Analogie zur Elektrotechnik in Reihe geschaltet (vgl. Abb. 2.11). Da die
... ...
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Abb. 2.11. Repra¨sentation der thermischen Eigenschaften einer Wand durch Reihenschaltung von
Widerstands-Kapazita¨ts-Elementen
Ausdehnung der Außenbauteile senkrecht zur Fla¨chennormalen in der Regel sehr viel gro¨ßer
ist als in Richtung der Normalen, wird der Wa¨rmedurchgang meist als eindimensionales Pro-
blem behandelt. Wa¨rmebru¨ckeneffekte sind bei der Modellbildung Gegenstand getrennter
Betrachtungen. Die Zustandsgleichung fu¨r das m-te Element bei eindimensionaler Betrach-
tung des Wa¨rmeleitvorgangs lautet
Cm
dϑm
dt
=
ϑm−1 − ϑm
Rm
− ϑm − ϑm+1
Rm+1
, (2.18)
mit der Wa¨rmekapazita¨t Cm und dem Wa¨rmewiderstand des m-ten Elements Rm als Quoti-
ent der Elementdicke und der Wa¨rmeleitfa¨higkeit des Stoffes, aus dem das Element besteht:
Rm =
dm
λm
.
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Der Wa¨rmewiderstand Rw,ges der gesamten Wand ergibt sich aus der Reihenschaltung der
Einzelwidersta¨nde:
Rw,ges =
d1
λ1
+ . . . +
dm
λm
+ . . . +
dn
λn
.
Bei Vorhandensein einer Luftschicht zwischen zwei Festko¨rperschichtungen muß der konvek-
tive und der Strahlungsu¨bergang zwischen den beiden Oberfla¨chen beru¨cksichtigt werden
(angedeutet durch zwei parallel geschaltete Widersta¨nde Rks und Rrs in Abbildung 2.11).
Bei dynamischen Simulationsrechnungen mit mehreren Zonen fu¨hrt die ra¨umliche Diskre-
tisierung der Wa¨nde zu einem enormen Rechenaufwand. Daher verwendet man in vielen
Simulationsprogrammen wa¨hrend der Berechnung (so auch in dem fu¨r die Simulations-
tests eingesetzten Programm TRNSYS) Black-Box-Modelle fu¨r die Wa¨nde. Das dynami-
sche Verhalten der Wa¨nde wird dabei durch Transferfunktionen (siehe Abschnitt A.2.2)
beschrieben. Diese werden vor der eigentlichen Simulation auf Basis eines physikalischen
Wandmodells (Schichtenaufbau und physikalische Parameter) berechnet. Eingangsgro¨ßen
der Black-Box-Wandmodelle sind Oberfla¨chentemperatur und -wa¨rmestromdichte auf ei-
ner Wandseite, Ausgangsgro¨ßen sind Oberfla¨chentemperatur und -wa¨rmestromdichte auf
der anderen Wandseite. Eine umfassende Darstellung der Wandmodellierung mit Hilfe von
Transferfunktionen findet sich in [40].
Der konvektive Wa¨rmeu¨bergang von der a¨ußeren Wandoberfla¨che an die Außenluft ist wie-
derum durch eine U¨berlagerung von freier und erzwungener Stro¨mung gekennzeichnet. Der
erzwungene Anteil ha¨ngt von der Windgeschwindigkeit ab und ist meist dominierend. Der
Strahlungsaustausch zwischen der a¨ußeren Wandoberfla¨che und den umgebenden Fla¨chen
wird neben den optischen Eigenschaften der Oberfla¨che von deren Temperatur bestimmt.
Die Strahlungstemperatur des Himmels kann je nach Bewo¨lkungsgrad um bis zu 20 K unter
der Umgebungslufttemperatur liegen, resultierend ko¨nnen sich auch geringere Bodentempe-
raturen einstellen. Die Umgebung la¨ßt sich na¨herungsweise als schwarzer Strahler betrach-
ten. In die Modellbildung gehen weiterhin die Sichtfaktoren zu den umgebenden Fla¨chen
entsprechend der Ausrichtung der Wandoberfla¨che ein. Zur Berechnung des u¨bertragenen
Wa¨rmestromes ko¨nnen die Beziehungen 2.15 und 2.16 entsprechend modifiziert verwendet
werden.
2.4.4 Solare Gewinne
Direkte passiv solare Gewinne in der Bilanzgleichung 2.14 entstehen durch Absorption der
durch transparente Außenbauteile transmittierten Solarstrahlung in der thermischen Zone.
Fenster sind die wichtigsten transparenten Außenbauteile. Die außen auf die Fenster treffen-
de Einstrahlung wird zum Teil reflektiert, transmittiert und in den Scheiben absorbiert. Die
Absorption in den Scheiben erho¨ht deren Temperatur, so daß die Transmissionswa¨rmever-
luste geringer sind als beim Wa¨rmedurchgang ohne Einstrahlung. Dieser Effekt wird durch
einen Aufschlag auf den Transmissionsfaktor beru¨cksichtigt:
g = τ +
qi
Gn
. (2.19)
Der Gesamtenergiedurchlaßgrad g (g-Wert) ist abha¨ngig vom Einfallswinkel der Solarstrah-
lung, dem Absorptions- und Emissionsgrad sowie der Temperatur der Scheiben. Die trans-
mittierte Einstrahlung wird an den inneren Oberfla¨chen des Raumes absorbiert oder diffus
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reflektiert. Somit kann der Zusammenhang zwischen den direkten solaren Gewinnen der
thermischen Zone und der meßbaren Gro¨ße Einstrahlung folgendermaßen angegeben wer-
den:
Q˙sol = gαWAF Gn . (2.20)
Gn ist die Globalstrahlung auf die Fensterfla¨che.
Ein Teil der in den Raum eindringenden Solarstrahlung geht durch Transmission durch
transparente Bauteile verloren. Die absorbierte Strahlung erho¨ht die Temperatur der innen-
liegenden Bauteilschichten. U¨ber Wa¨rmetransportvorga¨nge erfolgt ein Temperaturausgleich
mit den nicht bestrahlten inneren Oberfla¨chen.
Fenster weisen mit den heute u¨blichen optischen und thermischen Kennwerten in der
Su¨dfassade eine Gewinnbilanz auf. Als ohnehin notwendige Geba¨udeelemente und Mas-
senprodukt sind sie aus o¨konomischer Sicht am gu¨nstigsten. Allerdings ist eine U¨berdimen-
sionierung der Su¨dfensterfla¨chen nicht sinnvoll, da aufgrund der resultierenden zeitweisen,
lokalen U¨berhitzungen ein erheblicher Teil der Solargewinne nicht genutzt werden kann und
zu Komforteinbußen fu¨hrt.
Diesem Problem versucht man entgegenzuwirken, indem ein Teil der Su¨dfassade mit trans-
parent geda¨mmten Wa¨nden versehen wird. Den schematischen Aufbau einer transparent
geda¨mmten Wand zeigt Abbildung 2.12.
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Abb. 2.12. Schematischer Aufbau einer transparent geda¨mmten Wand, eingezeichnet ist der Temperatur-
verlauf in der Wand sowie die Energiestro¨me bei solarer Einstrahlung
Die Wa¨nde heizen sich im Tagesverlauf durch die Einstrahlung auf und geben die Wa¨rme
zeitverzo¨gert und amplitudengeda¨mpft an die Innenra¨ume ab (vgl. Abbildung 2.13).
Das transparente Da¨mmelement vor der Massivwand la¨ßt sich mathematisch wie ein Fenster
behandeln. Fu¨r den Wa¨rmetransport durch die dahinterliegende Wand kann die Vorgehens-
weise im vorangegangenen Abschnitt angewandt werden. Bei stationa¨rer Betrachtungsweise
la¨ßt sich ein Nutzungsgrad einer transparent geda¨mmten Wand herleiten [45]:
ηTWD =
QTWD
ATWDHn
=
gTWD · αW
1 + kTWD
kW
, (2.21)
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Abb. 2.13. Temperaturen und Wa¨rmeflu¨sse, gemessen an einem transparenten Da¨mmsystem der Expe-
rimentierha¨user des ISFH in Emmerthal, Verlauf der globalen Einstrahlung auf die Su¨dvertikale Gvs und
der Außentemperatur ϑa (linke Grafik), Wa¨rmestrom q˙abs am Absorber und an der Wandinnenoberfla¨che
q˙oi (mittlere Grafik) Absorbertemperatur ϑabs und Temperatur der Wandinnenoberfla¨che ϑoi (rechte Gra-
fik), Verlustwa¨rmestro¨me werden positiv, Gewinnwa¨rmestro¨me negativ geza¨hlt. Deutlich erkennbar ist die
Phasenverschiebung des Wa¨rmestroms an der Wandinnenoberfla¨che gegenu¨ber der Einstrahlung.
der nur von den Parametern des transparenten Da¨mmsystems abha¨ngt. Der Nutzungsgrad
des TWD-Systems wird umso gro¨ßer, je ho¨her die Da¨mmwirkung der TWD und je ge-
ringer die Da¨mmwirkung der Wand ist. Wird der Wa¨rmewiderstand der hinter der TWD
befindlichen Wand sehr klein, so na¨hert sich der Nutzungsgrad des TWD-Systems dem
Energiedurchlaßgrad der transparenten Da¨mmung. Allerdings verschwindet dann auch die
verzo¨gernde Wirkung auf den Wa¨rmeeintrag durch die thermische Kapazita¨t der Wand.
Bei sinnvoller Dimensionierung stellen transparent geda¨mmte Wa¨nde durch die zeitverzo¨ger-
te Wa¨rmeabgabe eine ideale Erga¨nzung zu Direktgewinnsystemen dar. Durch die Erho¨hung
der Wandtemperatur ist gleichzeitig eine Verringerung der Lufttemperatur bei gleichblei-
bendem thermischem Komfort mo¨glich (vgl. Gleichung 2.6).
Winterga¨rten und Glasvorbauten sind bei energetisch sinnvoller Nutzung Pufferzonen
mit hohem Direktgewinnanteil. Indirekte Einflu¨sse der Einstrahlung auf die Lufttemperatur
eines dahinterliegenden Raumes entstehen durch folgende Effekte:
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• verringerte Transmissionswa¨rmeverluste zur Pufferzone wegen der dort erho¨hten Luft-
temperatur ϑL,P gegenu¨ber der Außenluft aufgrund der absorbierten Einstrahlung
(ϑL ≥ ϑL,P )
• verringerte Lu¨ftungswa¨rmeverluste wg. Vorwa¨rmung der Frischluft in der Pufferzone
(ϑL ≥ ϑL,P )
• Heizenergiegewinne aus der Pufferzone fu¨r ϑL < ϑL,P .
Aufgrund von Absorption und Reflexion in der Verglasung der Pufferzone tritt eine Reduk-
tion der direkten Gewinne der dahinter befindlichen beheizten Zone auf.
Eine detaillierte Modellbildung kann durch Betrachtung eines Wintergartens als eigene ther-
mische Zone erfolgen, wobei die Bilanzgleichungen 2.13 und 2.14 entsprechend anzuwenden
sind. Der konvektive Wa¨rmestrom aus dem Wintergarten in eine betrachtete Zone Q˙ZRB,i
berechnet sich dann entsprechend Gleichung 2.17.
2.4.5 Interne Quellen
Die konvektiven Gewinne Q˙g,L und die Strahlungsgewinne Q˙g,oi in den Zonenbilanzglei-
chungen ergeben sich als Summe aus der zugefu¨hrten Heizleistung und den internen Gewin-
nen3. Diese entstehen aufgrund der Wa¨rmeabgabe von elektrischen Gera¨ten und Personen.
U¨ber letztere mu¨ssen abha¨ngig von der ko¨rperlichen Aktivita¨t, z.B. mit Hilfe der DIN 1946-
2 [20], Annahmen getroffen werden. Die Wa¨rmeleistung elektrischer Gera¨te ergibt sich direkt
aus der umgesetzten elektrischen Leistung und la¨ßt sich daher relativ einfach messen oder
abscha¨tzen.
Die Wa¨rmezufuhr durch das Heizsystem kann grundsa¨tzlich danach unterschieden werden,
ob die Heizleistung aufgepra¨gt ist oder sich entsprechend der Temperatur von wa¨rmeab-
gebenden Fla¨chen einstellt. Der letztgenannte Fall gilt fu¨r das weit verbreitete Heizsystem
der Pumpenwarmwasserheizung. Zur Wa¨rmeabgabe dienen Heizko¨rper oder in Umschlie-
ßungsfla¨chen verlegte Heizrohre. Die Heizko¨rper u¨bertragen die thermische Energie an die
Raumluft und die Umschließungsfla¨chen durch Konvektion und Strahlung, deren Anteile
von der Bauart abha¨ngig sind. Die experimentelle Umsetzung des Regelprinzips, das in die-
ser Arbeit vorgestellt wird (siehe Kapitel 5), erfolgte zuna¨chst an einem Heizsystem mit
Radiatoren.
Der Zusammenhang zwischen der Heizleistung und den Betriebsbedingungen wurde bereits
in Abschnitt 2.1, Gleichung 2.2 angegeben. Fu¨r die vorausschauende selbstadaptierende Hei-
zungsregelung wird die Heizleistung durch Vorgabe der Vorlauftemperatur fu¨r den gesamten
Heizkreis bei konstantem Massenstrom eingestellt. Ziel der folgenden Betrachtungen ist es,
einen Zusammenhang zwischen der Raumtemperatur und der Vorlauftemperatur herzustel-
len.
Zur Untersuchung der Wirkung der Vorlauftemperatur auf die Raumtemperatur ist es
zweckma¨ßig, die Strecke in Teilstrecken zu unterteilen. Die na¨chsten Unterabschnitte dienen
der Betrachtung der folgenden Teilstrecken:
3In der Geba¨udeenergiebilanz Gl. 2.1 wird dagegen nicht nach konvektiven und Strahlungsgewinnen
unterschieden, stattdessen sind interne und Heizenergiegewinne gesondert aufgefu¨hrt
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• Wirkung der Vorlauftemperatur am Stellventil auf die Vorlauftemperatur am Heizko¨r-
pereintritt (dynamisches Verhalten der Rohrstrecke),
• Wirkung der Vorlauftemperatur am Heizko¨rpereintritt auf die mittlere Heizko¨rper-
temperatur (dynamisches Verhalten des Heizko¨rpers)
• Wirkung der mittleren Heizko¨rpertemperatur auf die Raumlufttemperatur (Wa¨rme-
u¨bergang zwischen Heizko¨rper und Raum).
Die im folgenden dargestellte mathematische Beschreibung der Teilstrecken wird z.T. in den
Simulationsuntersuchungen (Kapitel 4) verwendet. Das im Regler eingesetzte Modell basiert
auf einer Vereinfachung dieser detaillierten Beschreibung.
2.4.5.1 Dynamisches Verhalten der Rohrstrecke
Das thermisch-dynamische Verhalten der Rohrstrecke zwischen Stellventil und Heizko¨rper-
eintritt kann durch die in Abbildung 2.14 gezeigte Verschaltung von Totzeitgliedern und
Widerstands-Kapazita¨ts-Elementen modelliert werden. Die Totzeitglieder repra¨sentieren den
Zeitraum, den das Wa¨rmetra¨gerfluid zwischen zwei Rohrelementen beno¨tigt. Das dynami-
sche Aufheizverhalten eines Rohrelements wird durch Verzo¨gerungsglieder 1. Ordnung (RC-
Glieder) abgebildet. Die Wa¨rmewidersta¨nde RU zwischen der Rohrtemperatur und einer
Umgebungstemperatur ϑU fassen hier den konvektiven und Strahlungswa¨rmeu¨bergang zu-
sammen.
...
+
+
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Abb. 2.14. Repra¨sentation der thermischen Eigenschaften einer Rohrleitung und ihrer Kopplung mit
der Umgebung der Temperatur ϑU durch Reihenschaltung von Totzeitgliedern (TZ) und Widerstands-
Kapazita¨ts-Elementen (RC).
Die Wa¨rmeverluste einer Rohrleitung berechnen sich entsprechend Gleichung 2.3. Inwieweit
der Einfluß der Totzeit vernachla¨ssigbar ist, ha¨ngt vom Verha¨ltnis der Zeit, die das Fluid
vom Stellventil zum Heizko¨rpereintritt beno¨tigt, zum gewa¨hlten Zeitschritt der numerischen
Simulation oder Meßwerterfassung ab. Bei einem Verha¨ltnis ¡ 1, reicht die Beschreibung mit
Hilfe der Verzo¨gerungsglieder erster Ordnung aus.
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2.4.5.2 Dynamisches Verhalten des Heizko¨rpers
Im Heizko¨rper wird die thermische Kapazita¨t des Heizko¨rperwassers und des Heizko¨rpers
aufgeladen. Gleichzeitig wird umso mehr Wa¨rme an die Umgebung abgegeben, je ho¨her die
Differenz zwischen Heizko¨rper- und Umgebungstemperatur ist. Diese Teilstrecke la¨ßt sich
ebenfalls durch Kombination von Totzeitgliedern und Verzo¨gerungsgliedern erster Ordnung
beschreiben.
...
+
PSfrag replacements
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Abb. 2.15. Repra¨sentation der thermischen Eigenschaften eines Heizko¨rpers sowie der Kopplung mit der
Temperatur von Luftknoten ϑL und Strahlungsknoten ϑoi der Zone
Fu¨r die Modellierung des Heizko¨rpers bei den Simulationstests (siehe Kapitel 4) wird auf die
ra¨umliche Diskretisierung verzichtet und statt dessen ein mittlerer Wert fu¨r die Heizko¨rper-
temperatur (logarithmische Temperaturdifferenz) verwendet.
Die Leistungsbilanzgleichung fu¨r einen Heizko¨rper (Index HK) lautet:
dUHK
dt
= Q˙F − Q˙HK . (2.22)
Die Wa¨rmeleistungen lassen sich wie folgt ausdru¨cken:
CHK
dϑHK
dt
= m˙wcp,w(ϑV L − ϑRL)− kHK · AHK ·∆t . (2.23)
∆t ist die arithmetisch gemittelte U¨bertemperatur
∆t =
ϑV L + ϑRL
2
− ϑL
oder die logarithmische Temperaturdifferenz4
∆tln =
ϑV L − ϑRL
lnϑV L−ϑL
ϑRL−ϑL
.
4Die logarithmisch gemittelte U¨bertemperatur ist nach Recknagel [68] bei gro¨ßeren Temperaturspreizun-
gen einzusetzen, namentlich wenn ϑRL−ϑL
ϑV L−ϑL
< 0.7 gilt.
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Da der Wa¨rmeu¨bergangswiderstand zwischen Heizwasser und Heizko¨rperwandung sehr klein
ist und die Heizko¨rperwandung eine hohe Wa¨rmeleitfa¨higkeit aufweist, kann man na¨herungs-
weise gleiche Temperaturen fu¨r das Heizwasser und die Heizko¨rperwandung annehmen.
2.4.5.3 Wa¨rmeu¨bergang zwischen Heizko¨rper und Raum
Der Wa¨rmeu¨bergang zwischen mittlerer Heizko¨rpertemperatur und Raumluftknoten erfolgt
durch freie Konvektion. Zwischen der Oberfla¨che der Radiatorwand und den Oberfla¨chen
der Raumumschließungsfla¨chen findet eine Wa¨rmeu¨bertragung durch Strahlung statt. Die
U¨bergangswidersta¨nde wie auch die Anteile der Wa¨rmeu¨bertragungsformen ha¨ngen von der
Bauform des Heizko¨rpers ab. Fu¨r Gliederheizko¨rper betra¨gt der Anteil der Wa¨rmestrahlung
an der gesamten Wa¨rmeabgabe 0,2 - 0,5, fu¨r Plattenheizko¨rper 0,2 bis 0,7 [47]. Die unteren
Grenzwerte gelten fu¨r große Bautiefen bzw. Plattenheizko¨rper mit zusa¨tzlichen Konvekti-
onsblechen. Bei Konvektoren ist der Anteil der Wa¨rmestrahlung vernachla¨ssigbar gering
(¡ 0,2).
Fu¨r die Simulation eines Radiators (vgl. Kapitel 4) wurden Normwa¨rmeleistungen Q˙HK,N ,
wie sie zur Auslegung von Heizko¨rpern Verwendung finden definiert [55].
Nach DIN 4704 [25] lauten die Pru¨fbedingungen: Vorlauftemperatur: ϑV L = 90
◦C, Ru¨ck-
lauftemperatur: ϑRL = 70
◦C, Bezugs-Lufttemperatur: ϑL = 20
◦C. Um die Wa¨rmeleistun-
gen bei vom Normversuch abweichenden Temperaturbedingungen zu bestimmen, werden die
Wa¨rmestromdichten ins Verha¨ltnis gesetzt:
q˙
q˙HK,N
=
kHK∆t
kHK,N∆tN
. (2.24)
Aus der Abha¨ngigkeit des a¨ußeren Wa¨rmeu¨bergangskoeffizienten von der Temperaturdif-
ferenz zwischen Heizko¨rperwandung und Raumlufttemperatur la¨ßt sich der Potenzansatz
herleiten (vgl. [47]):
Q˙HK = Q˙HK,N
(
∆t
∆tN
)n
= Cs∆t
n , (2.25)
wobei wieder die arithmetisch oder logarithmisch gemittelte U¨bertemperatur verwendet wird
und
Cs =
Q˙HK,N
∆tnN
gilt. Der Exponent n ha¨ngt von der Bauart der Heizko¨rper ab und liegt zwischen n = 1, 1 fu¨r
Fla¨chenheizungen (Fußboden- oder Wandheizungen) und n = 1, 45 fu¨r Konvektoren. Fu¨r
Radiatoren gilt: n = 1, 3. Cs la¨ßt sich mit Hilfe von Gleichung 2.25 fu¨r ein festgelegtes n und
Normbedingungen fu¨r Heizko¨rpervor- und -ru¨cklauftemperatur sowie Raumlufttemperatur
berechnen.
In diesem Abschnitt wurde ausgehend von einer Energiebilanz einer thermischen Zone ei-
ne Beschreibung der einzelnen Bilanzterme mit Hilfe meßbarer Gro¨ßen vorgenommen. Ziel
dieser Modellbildung war es, die wichtigsten Einflußgro¨ßen auf die Raumtemperatur zu
ermitteln und die theoretische Basis fu¨r die numerischen Berechnungen darzulegen. Als Ein-
flußgro¨ßen durch die Verlustterme wirken Außentemperatur und Windgeschwindigkeit. Die
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solaren Gewinne lassen sich als lineare Funktion der Einstrahlung auf die a¨ußere Fassa-
de darstellen. Interne Gewinne durch elektrische Gera¨te und Personen gehen direkt in die
Bilanz ein. Die Heizwa¨rmezufuhr la¨ßt sich entweder u¨ber eine aufgepra¨gte Heizleistung aus-
dru¨cken oder bei Warmwasserheizungen mit Hilfe von Massenstrom und Temperaturen im
Heizkreis formulieren. Die Regelung der Heizleistung bei diesen Heizsystemen kann durch
Variation des Massenstroms oder der Vorlauftemperatur erfolgen, wobei die jeweils andere
Gro¨ße konstant gehalten wird. Zahlreiche weitere Einflu¨sse auf die Bilanzterme wurden in
der Modellbildung nicht beru¨cksichtigt. Eine Diskussion ihrer Wirkung wird im Rahmen der
Aufstellung eines vereinfachten Geba¨udemodells im folgenden Abschnitt vorgenommen.
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2.5 Vereinfachte Modellbildung
Die im vorangegangenen Abschnitt vorgenommene Modellbildung wird in einem detaillier-
ten Geba¨udemodell des Simulationsprogramms TRNSYS zum Test der Regelung eingesetzt.
Fu¨r das reglerinterne zu adaptierende Modell ist dieser Detaillierungsgrad aufgrund der
Vielzahl von Meßgro¨ßen und der Anzahl von zu identifizierenden Parametern jedoch nicht
zweckma¨ßig. Im folgenden Abschnitt wird ein Modell mit konzentrierten Parametern vor-
gestellt, welches in verallgemeinerter Form im Regelalgorithmus Verwendung findet (vgl.
Abschnitt 3.2.1).
2.5.1 Reduktion der Eingangsgro¨ßen
Fu¨r ein thermisches Modell des Geba¨udes, dessen Parameter wa¨hrend des Betriebes der
Regelung identifiziert werden sollen, mu¨ssen erhebliche Vereinfachungen der im vorangegan-
genen Abschnitt dargelegten Modellbildung hinsichtlich der betrachteten Modelleingangs-
gro¨ßen und der Anzahl der Parameter vorgenommen werden. Zuna¨chst wird die Zahl der
Modelleingangsgro¨ßen reduziert. Fu¨r das im Regler zu identifizierende Modell dienen die
Außenlufttemperatur, die Einstrahlung auf die Hauptfensterfla¨chen und eine Heiz-
gro¨ße (Vorlauftemperatur, Massenstrom oder Heizleistung) als Eingangsgro¨ßen. Diese drei
Gro¨ßen geho¨ren zu den wichtigsten Einflußgro¨ßen auf die Raumtemperatur in den betrach-
teten Geba¨udetypen. Ein weiterer Grund fu¨r die Auswahl liegt in der problemlosen meß-
technischen Erfaßbarkeit und der einfachen Einflußnahme auf die Heizgro¨ße. Alle weite-
ren Einflu¨sse werden nicht im Modell implementiert und wirken somit als ungemessene
Sto¨rgro¨ßen auf die Regelung. Diese ungemessenen Sto¨rgro¨ßen lassen sich in innere Wa¨rme-
quellen, Wetter- und Nutzereinflu¨sse sowie Meßabweichungen einteilen. Im folgenden wird
diskutiert, inwieweit sich diese Sto¨rgro¨ßen auf die Regelung auswirken ko¨nnen.
Zusa¨tzliche innere Wa¨rmequellen durch die Wa¨rmeabgabe von Personen und elektrischen
Gera¨ten ko¨nnen die Gro¨ßenordnung solarer Gewinne erreichen. Im Wohnbereich scheint
die meßtechnische Erfassung in Einzelra¨umen jedoch problematisch. Fu¨r Bu¨rogeba¨ude mit
ha¨ufig erheblichen elektrischen Lasten kann eine meßtechnische Erfassung derselben und
eine Abscha¨tzung der Wa¨rmeabgabe von Personen sinnvoller sein. Ist der Einfluß durch
interne Gewinne gro¨ßer als der Einfluß solarer Gewinne, kann diese Eingangsgro¨ße im Modell
ersetzt, oder eine zusa¨tzliche Modelleingangsgro¨ße genutzt werden. Von Vorteil ist ebenfalls,
daß sich die elektrischen Lasten und Anzahl sowie Ta¨tigkeit von Personen in Bu¨rogeba¨uden
erheblich einfacher vorhersagen lassen, als die solare Einstrahlung. In Abschnitt 4.3.3 werden
die Ergebnisse von Simulationstests bei Einwirken von ungemessenen internen Gewinnen
vorgestellt.
Als weitere Wettergro¨ßen, die sich ebenfalls auf die Raumtemperatur oder den thermischen
Komfort und damit den Heizenergieverbrauch auswirken, sind Windgeschwindigkeit und
Windrichtung, Luftfeuchte und Luftdruck zu nennen. Diese Gro¨ßen wurden fu¨r die Regelung
nicht meßtechnisch erfaßt, da der finanzielle und technische Aufwand mit u¨blicher Sensorik
fu¨r den Anwendungsfall im Einfamilienhaus bei weitem u¨ber dem Nutzen liegt. Zudem
ist der Einfluß insbesondere der beiden letztgenannten Gro¨ßen als gering einzuscha¨tzen.
Eine Alternative zu u¨blicher Sensorik bietet ein durch Fruck [41] und Altenhoff [2] am
Institut fu¨r Solarenergieforschung Hameln/ Emmerthal entwickelter kombinierter Sensor
fu¨r die Messung von Einstrahlung, Außentemperatur und Windgeschwindigkeit.
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Die notwendige luftdichte Ausfu¨hrung der Geba¨udehu¨lle reduziert den Einfluß der Windge-
schwindigkeit stark im Vergleich zu den betrachteten treibenden Kra¨ften. Tests einer Mo-
dellidentifikation mit der Windgeschwindigkeit als zusa¨tzlicher Eingangsgro¨ße zeigten, daß
sich der Fehler der berechneten gegenu¨ber der gemessenen Raumlufttemperatur nur wenig
verringert. Lediglich bei hohen Windgeschwindigkeiten waren bei Einbeziehung ihrer Meß-
gro¨ße deutliche Verbesserungen zu erkennen. Zudem beinhaltet der identifizierte Einfluß der
Außentemperatur stets noch den Einfluß zusa¨tzlicher Wettergro¨ßen im Identifikationszeit-
raum, da die Identifikationsroutine die Information, welche weiteren Gro¨ßen zum Einfluß
auf die Raumtemperatur beitragen, nicht erha¨lt. Daher wirken sich Schwankungen der nicht
gemessenen Wettergro¨ßen wie zufa¨llige Fehler der Eingangsgro¨ße Außentemperatur aus. An
langfristige Tendenzen paßt sich das Modell aufgrund der gewa¨hlten Identifikationsmethode
an.
Nutzereinflu¨sse sind sehr vielfa¨ltig und nur unter hohem Aufwand meßtechnisch zu erfas-
sen. Neben der zeitlich variierenden Wa¨rmeabgabe von Personen ist sicherlich das O¨ffnen
von Fenstern und Tu¨ren der wesentliche Einfluß. Es vera¨ndert den Lu¨ftungswa¨rmeu¨ber-
gangswiderstand RL. Ein kurzes Lu¨ften beeinflußt das identifizierte Modell kaum, da in die
Identifikation Meßwerte sehr vieler Zeitschritte eingehen. Ein Dauerlu¨ften wu¨rde allerdings
zum Anpassen der Modellparameter fu¨hren.
Meßunsicherheiten treten in Form von zufa¨lligen und systematischen Meßfehlern auf. Ihr
Einfluß wird in Abschnitt 4.3.3 diskutiert.
Zeitliche Abha¨ngigkeiten der Geba¨udeparameter entstehen durch die genannten Nutzer-
einflu¨sse sowie durch saisonale Schwankungen (Sonnenstand, Abschattung) und langfristige
A¨nderungen (z.B. Austrocknung des Bauko¨rpers). Generell ko¨nnen la¨ngerfristige Variatio-
nen besser durch die Identifikationsmethode erfaßt werden. Fu¨r kurzfristige Variationen wird
ein Mittelwert der auftretenden Zusta¨nde identifiziert.
2.5.2 Modell mit konzentrierten Parametern
Die Modellbildung dient hier dazu, einen Zusammenhang zwischen den genannten Einfluß-
gro¨ßen des Systems Geba¨ude und der Systemausgangsgro¨ße Raumlufttemperatur fu¨r eine
thermische Zone herzustellen. Ein Modell mit verteilten Parametern (d.h. in Abha¨ngigkeit
von Ortskoordinaten) ist fu¨r eine Identifikation auf Basis der Meßwerte der genannten Ein-
und Ausgangsgro¨ßen zu komplex. Aus diesem Grund kommt nur ein Modell mit konzen-
trierten Parametern in Frage.
Fall 1: Heizleistung bekannt
Abbildung 2.16 zeigt ein Modell mit konzentrierten Parametern fu¨r eine thermische Zone.
Solche thermischen Netzwerkmodelle sind auch in der Literatur ha¨ufig zu finden. Sie unter-
scheiden sich durch die Anzahl der Widerstands-Kapazita¨ts-Elemente zur Beschreibung der
Massivwa¨nde und in der Verwendung einer Kapazita¨t fu¨r die Raumluft und die Innenbautei-
le gleicher Temperatur. Schwab [74] verwendet ebenfalls ein Modell mit 2 Kapazita¨ten, wie
in Abbildung 2.16 gezeigt. Van der Maas [81] vernachla¨ssigt im Netzwerkmodell die Raum-
luftkapazita¨t. Thermische Netzwerkmodelle mit einer ho¨heren Anzahl von Kapazita¨ten fu¨r
die Massivwandbeschreibung finden sich beispielsweise in [60], [80] und [82].
2.5 Vereinfachte Modellbildung 51
+
PSfrag replacements
RL
Ra Roiϑa
ϑW ϑi
Aeff ·Gvs
Q˙H
Cw Ci
Ea
Abb. 2.16. Modell einer Zone mit konzentrierten Parametern und aufgepra¨gter Heizleistung Q˙H . ϑW
beschreibt eine mittlere Wandtemperatur, ϑi die mittlere Temperatur massiver Innenbauteile sowie der
Raumluft.
Bei diesem Modell sind folgende Vereinfachungen verglichen mit der in Abschnitt 2.4 vor-
gestellten detaillierten Modellbildung vorgenommen worden:
1. Die thermische Kapazita¨t der Außenwa¨nde ist in Cw und ihr thermischer Widerstand
in Ra zusammengefaßt. Das in Abschnitt 2.4 verwendete Wandmodell mit verteilten
Parametern repra¨sentiert die thermischen Eigenschaften der Wand durch eine Seri-
enschaltung von Widerstands-Kapazita¨tselementen. Entsprechend Abschnitt A.3 des
Anhangs entspricht eine solche Serienschaltung von PT1-Gliedern dem U¨bertragungs-
verhalten eines PTn-Gliedes. Dieses wird durch das hier verwendete PT1-Glied beste-
hend aus Cw und Ra approximiert. Weiterhin wird nur ein PT1-Glied zur Beschreibung
aller Außenwa¨nde, Fenster und des U¨bertragungsverhaltens am Boden verwendet. Die
entsprechenden Parameter sind daher Mittelwerte der thermischen Parameter der ein-
zelnen Komponenten.
2. Die thermische Kapazita¨t von Raumluft und Innenbauteilen wird im Parameter Ci zu-
sammengefaßt. Dabei wird angenommen, daß Raumluft und Innenbauteile die gleiche
Temperatur ϑi (im weiteren Raum- oder Innentemperatur genannt) aufweisen. Wa¨rme
wird zwischen den wirksamen Kapazita¨ten der Außenbauteile mit der Temperatur ϑoi
und den Innenbauteilen u¨ber den Wa¨rmeu¨bergangswiderstand Roi u¨bertragen.
3. Wa¨rmestro¨me aus anderen Zonen des Geba¨udes werden als klein im Vergleich zu den
beru¨cksichtigten Wa¨rmestro¨men zwischen Raum und Umgebung angesehen und da-
her vernachla¨ssigt. Dies ist mo¨glich, sofern die Raumtemperaturen in benachbarten
Zonen sich nicht stark von der Raumtemperatur der betrachteten Zone unterscheiden.
Unbeheizte Zonen ohne hohe Solareintra¨ge (Dachboden, Abstellra¨ume etc.) wirken
sich im Modell durch eine Erho¨hung des mittleren Wa¨rmewiderstandes der Umschlie-
ßungswa¨nde zur Umgebung aus. An das Erdreich grenzende Umschließungsfla¨chen
oder Nachbarra¨ume (z.B. Keller) werden durch diese Darstellung nicht erfaßt. Der
Verlustwa¨rmestrom kann jedoch na¨herungsweise als konstant angesehen werden und
wirkt daher lediglich als Offset. Solare Wa¨rmegewinne aus Nachbarzonen (z.B. Win-
terga¨rten) ko¨nnen bei geringer Zeitverzo¨gerung durch die die direkten Gewinne be-
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schreibende Stromquelle beschrieben werden. Bei großer Zeitverzo¨gerung wirken sie
wie interne Gewinne als ungemessene Sto¨rgro¨ßen.
4. Bei vielen Heizsystemen wird die Heizleistung durch Konvektion an die Raumluft und
Strahlung an die Oberfla¨chen u¨bertragen. Die Oberfla¨chen geben wiederum Wa¨rme
durch Konvektion an die Raumluft ab. Hier wird angenommen, daß QH nur unmittel-
bar auf die Innentemperatur wirkt, das heißt, die parallel geschalteten Widersta¨nde
fu¨r konvektiven und Strahlungsu¨bergang werden zusammengefaßt.
5. Es wird angenommen, daß die effektive solare Empfangsfla¨che sowie der g-Wert der
transparenten Bauteile (zusammengefaßt im Faktor Aeff ) zeitlich konstant sind.
Fu¨r die mit Kapazita¨ten belegten Punkte lassen sich folgende Energiebilanzgleichungen
aufstellen:
Cw
dϑoi
dt
=
ϑa − ϑoi
Ra
+
ϑi − ϑoi
Roi
+ Aeff ·Gvs (2.26)
Ci
dϑi
dt
=
ϑoi − ϑi
Roi
+
ϑa − ϑi
RL
+ Q˙H . (2.27)
Dabei entspricht ϑoi der mittleren Temperatur der Umschließungsfla¨chen und ϑi der Raum-
lufttemperatur. Entsprechend den Regeln der Berechnung elektrischer Netzwerke stellen
die Temperaturen Potentiale dar. Die Bilanzgleichungen ergeben sich jedoch aus der Be-
trachtung von Potentialdifferenzen. Daher sind die Temperaturen auf ein ,,Nullpotential”
zu beziehen, welches zuna¨chst frei wa¨hlbar ist.
Durch Umstellen von Gleichung 2.27 erha¨lt man einen Ausdruck fu¨r ϑoi. Ableiten dieser
Gleichung nach der Zeit liefert:
dϑoi
dt
= RoiCi
d2ϑi
dt2
+
(
1 +
Roi
RL
)
dϑi
dt
− Roi
RL
dϑa
dt
− RoiQ¨H (2.28)
Setzt man diese beiden Ausdru¨cke in Gl. 2.26 ein, so erha¨lt man nach Umstellen:
CwCiRoiRaRL
Roi + Ra + RL
· d
2ϑi
dt2
+
CwRLRa + CwRoiRa + CiRoiRL + CiRLRa
Roi + Ra + RL
· dϑi
dt
+ ϑi
=
CwRoiRa
Roi + Ra + RL
· dϑa
dt
+ ϑa +
CwRoiRaRL
Roi + Ra + RL
· Q¨H +
+
RoiRL + RaRL
Roi + Ra + RL
· Q˙H + RaRL
Roi + Ra + RL
· Aeff ·Gvs (2.29)
Die Modellausgangsgro¨ße ϑi tritt selbst, sowie in ihrer 1. und 2. Ableitung auf. Entsprechend
der Ableitungen aus dem Anhang A.3 entspricht Gleichung 2.29 der U¨bertragungsgleichung
eines Verzo¨gerungsgliedes 2. Ordnung. Der Koeffizient vor der 2. Ableitung der Raumluft-
temperatur hat die Dimension [s2]. Er kann als Produkt der beiden Zeitkonstanten des
Systems interpretiert werden. Der Koeffizient vor der 1. Ableitung hat die Dimension [s].
Er kann durch den Koeffizienten 2DT ersetzt werden, welcher sich auch als Summe der
beiden Zeitkonstanten des Systems interpretieren la¨ßt. D ist der Da¨mpfungsgrad. Fu¨r ei-
ne u¨bersichtlichere Schreibweise wird y = ϑi, u1 = ϑa, u2 = Q˙H und u3 = Gvs sowie die
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Koeffizienten auf der rechten Seite durch die Bezeichnung kxz ersetzt. Damit ergibt sich die
folgende Differentialgleichung zur Beschreibung des U¨bertragungsverhaltens:
T 2y¨ + 2DT y˙ + y = k11u1 + k12u˙1 + k21u2 + k22u˙2 + k31u3 . (2.30)
Die Zeitkonstante T des Systems ha¨ngt von sa¨mtlichen auftretenden Widersta¨nden und
Kapazita¨ten ab. Wird Ci klein und damit vernachla¨ssigbar, ergibt sich eine Differential-
gleichung 1. Ordnung, deren Zeitkonstante durch die Wandkapazita¨ten bestimmt wird. Ob
Ci vernachla¨ssigbar ist, ha¨ngt im wesentlichen vom Geba¨udeaufbau ab. Ein Modell, das fu¨r
mo¨glichst viele Geba¨ude gu¨ltig ist, sollte daher auch den Einfluß 2. Ordnung beru¨cksichtigen.
Werden zur Modellierung des thermischen Verhaltens einer Wand mehr Kapazita¨ten und
Widersta¨nde verwendet, ergibt sich entsprechend eine Differentialgleichung ho¨herer Ordnung
(mit ho¨heren Ableitungen der Eingangsgro¨ßen). Dies fu¨hrt jedoch zu einer gro¨ßeren Anzahl
von Koeffizienten, was sich auf eine Modellidentifikation ungu¨nstig auswirkt.
Durch Ersetzen der Differentialquotienten durch Differenzenquotienten entsprechend Gl. A.8
im Anhang und Ru¨ckwa¨rtsverschieben der Indizes um 2 Zeitschritte erha¨lt man eine Diffe-
renzengleichung 2. Ordnung zur Systembeschreibung:
y(t) + 2
(
D∆t
T
− 1
)
y(t− 1) + 2
(
1− D∆t
T
)
y(t− 2)
=
k12∆t
T 2
u1(t− 1) +
(
k11∆t
2
T 2
− k12∆t
T 2
)
u1(t− 2) + k22∆t
T 2
u2(t− 1) +
+
(
k21∆t
2
T 2
− k22∆t
T 2
)
u2(t− 2) + k31∆t
2
T 2
u3(t− 2) . (2.31)
Die Ausgangsgro¨ße zum aktuellen Zeitpunkt ergibt sich also als gewichtete Summe der Aus-
gangsgro¨ße und der Eingangsgro¨ßen zu den vergangenen beiden Zeitschritten. Damit ist das
Modell des Geba¨udes mit konzentrierten Parametern als Differenzengleichungsmodell for-
muliert.
Fall 2: Vorlauftemperatur bekannt
Ist die Heizleistung nicht aufgepra¨gt, sondern u¨ber die Vorlauftemperatur oder den Massen-
strom beeinflußt, so stellt sie sich entsprechend der Temperaturdifferenz zwischen wa¨rme-
abgebenden Fla¨chen und Raumluft bzw. Umgebungsfla¨chen ein. Bei Nutzung der Vor-
lauftemperatur als Stellgro¨ße kann das in Abb. 2.17 gezeigte Modell als Ausgangsbasis
fu¨r die Aufstellung der Systemgleichungen genutzt werden. Dabei repra¨sentiert RHi den
Wa¨rmeu¨bergangswiderstand zwischen wa¨rmeabgebenden Fla¨chen und Raumluft bzw. Um-
gebungsfla¨chen. In RHR und CHR sind thermische Kapazita¨t und Wa¨rmewiderstand des
Wa¨rmeverteilsystems (Verrohrung und Heizko¨rper) konzentriert. Die im Realfall vorhan-
dene Totzeit zwischen dem Zeitpunkt einer Vera¨nderung der Vorlauftemperatur und der
Reaktion des Heizsystems wird vernachla¨ssigt, da sie fu¨r den vorliegenden Anwendungsfall
klein gegenu¨ber dem Zeitschritt der Modellidentifikation ist. Bei der hier vorgestellten Ent-
wicklung wurde ein Zeitschritt von 15 min gewa¨hlt. Die Totzeit liegt bei kleinen Geba¨uden
im Bereich weniger Minuten. Die experimentellen Untersuchungen besta¨tigen die Richtig-
keit dieser Annahme fu¨r Experimentiergeba¨ude (vgl. Abbildung 5.16 auf Seite 154). Bei
sehr tra¨gen Systemen und langen Leitungswegen kann man das aus diesen Betrachtungen
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Abb. 2.17. Modell einer Zone mit konzentrierten Parametern und Vorlauftemperatur als Heizgro¨ße
resultierende Differenzengleichungsmodell anpassen, indem man die Eingangsgro¨ßen um die
entsprechende Anzahl der Zeitschritte, die der Totzeit entsprechen, zuru¨ckverschiebt.
Bei Anwendung von Maschen- und Knotensatz nach Kirchhoff auf das in Abb. 2.17 darge-
stellte Netzwerk erha¨lt man eine Differentialgleichung der Form:
T 2y¨ + 2DT y˙ + y = k11u1 + k12u˙1 + k21u2 + k31u3 (2.32)
wobei u2 die Vorlauftemperatur und u3 die Einstrahlung darstellt. Diese Gleichung la¨ßt sich
analog zu Gleichung 2.31 wieder in eine Differenzengleichung 2. Ordnung u¨berfu¨hren.
Die vorstehenden U¨berlegungen zeigen, daß zur Beschreibung des dynamischen Verhal-
tens einer Vielzahl von Geba¨uden mit Differenzengleichungsmodellen mindestens ein Modell
2. Ordnung angesetzt werden sollte. Zweifelsohne lassen sich aber auch die hier in einem
thermischen Widerstand und Kapazita¨t konzentrierten Verzo¨gerungsglieder zur genaueren
Beschreibung in mehrere Glieder aufspalten. Somit sind auch Differenzengleichungsmodelle
ho¨herer Ordnung zur Beschreibung geeignet. Wenn die thermische Kapazita¨t der Raum-
luft und der Innenbauteile gegenu¨ber der in den Außenbauteilen konzentrierten Kapazita¨t
vernachla¨ssigbar ist, kann auch ein Modell erster Ordnung ausreichend genau sein. Die in
diesem Abschnitt diskutierten Modelle werden fu¨r die selbstadaptierende Funktion der ent-
wickelten Heizungsregelung in verallgemeinerter Form eingesetzt (siehe Abschnitt 3.2.1) und
hinsichtlich ihrer Eignung zur Beschreibung des dynamischen Geba¨udeverhaltens untersucht.
Dieses Kapitel diente der Darstellung der grundlegenden Zusammenha¨nge zwischen den
Zielgro¨ßen der Heizungsregelung und den auf sie wirkenden Einflußgro¨ßen. Ausgehend von
einer Energiebilanz und Wa¨rmetransportgleichungen wurden Mo¨glichkeiten zur Berechnung
von Wa¨rmestro¨men abgeleitet. Diese finden in der fu¨r die theoretischen Untersuchungen ein-
gesetzten Simulationsumgebung Verwendung. Fu¨r das im Regler eingesetzte Modell einer
thermischen Zone des Geba¨udes sind erhebliche Vereinfachungen in der Modellbildung und
eine Reduktion der Einflußgro¨ßen notwendig. Aus dem vereinfachten thermischen Netzwerk-
modell konnte ein Differenzengleichungsmodell 2. Ordnung abgeleitet werden. Eine Untersu-
chung der notwendigen Modellordnung zur Beschreibung des dynamischen Verhaltens wird
im folgenden Kapitel(Abschnitt 3.5.1) vorgenommen.
Kapitel 3
Der Regelalgorithmus
In diesem Kapitel wird, aufbauend auf der Theorie der vorausschauenden Regelung, ein Al-
gorithmus zur Regelung einer Pumpenwarmwasserheizung entwickelt. Der verwendete An-
satz der Dynamic Matrix Control (DMC) ist, wie die Generalized Predictive Control (GPC)
ein Spezialfall der allgemeinen Theorie der modellbasierten vorausschauenden Regelung Mo-
del(based) Predictive Control (MPC).
In Abschnitt 3.1 wird zuna¨chst das Grundprinzip einer vorausschauenden Regelung vor-
gestellt. Die Abschnitte 3.2 bis 3.3 dienen der Erla¨uterung der mathematischen Basis der
einzelnen Komponenten des Algorithmus. Zur Darlegung der Theorie wird zuna¨chst eine
allgemeine Schreibweise verwendet, da diese in der Regel u¨bersichtlicher ist und dem Leser
die U¨bertragung auf andere Anwendungen erleichtert. Im Anschluß wird die spezielle For-
mulierung fu¨r die Regelung einer Warmwasserheizung formuliert.
Im Abschnitt 3.4 wird die Einbindung des Regelalgorithmus in ein u¨bergeordnetes Pro-
gramm und die Meßtechnik vorgenommen. Untersuchungen zur Konfiguration (Abschnitt 3.5)
dienen zur Begru¨ndung der ausgewa¨hlten Einstellungen.
3.1 Regelungsprinzipien
Die Besonderheiten des vorausschauenden Regelungsprinzips lassen sich vorteilhaft durch
einen Vergleich mit einem herko¨mmlichen Regelungsprinzip verdeutlichen. Daher wird vorab
eine kurze Einfu¨hrung in letzteres Prinzip vorgenommen und eine Erla¨uterung einiger allge-
meiner Begriffe in Bezug auf die Anwendung der Regelung einer Pumpenwarmwasserheizung
gegeben.
3.1.1 Das klassische Regelungsprinzip
Eine Regelung ist eine Anordnung, die Informationen aus der Beobachtung einer Strecke
(System) zur Vera¨nderung einer Stellgro¨ße derart verwendet, daß eine Regelgro¨ße (Aus-
gangsgro¨ße) trotz des Einwirkens von Sto¨rungen an einen Sollwert angeglichen wird [38].
Den prinzipiellen Aufbau einer Regelung zeigt Abbildung 3.1. Die Regelgro¨ße wird laufend
von einer Meßeinrichtung gemessen, bzw. ihr Wert wird auf die Ru¨ckfu¨hrgro¨ße abgebildet.
In einem Vergleichsglied wird die Differenz zwischen einer Fu¨hrungsgro¨ße (Sollwert) und
der Ru¨ckfu¨hrgro¨ße gebildet. Die Regeldifferenz wird in einem Regelglied zur Einstellung
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Abb. 3.1. Zur Erla¨uterung des klassischen Regelungsprinzips (nach [38])
einer Reglerausgangsgro¨ße verwendet. Ein Steller kann dieses Signal noch in eine geeigne-
te Gro¨ße (Stellgro¨ße) zum Antrieb des Stellglieds wandeln. Die Stellgro¨ße und Sto¨rgro¨ßen
wirken innerhalb der Strecke (System) auf die Regelgro¨ße (Systemausgangsgro¨ße).
Fu¨r den Anwendungsfall einer Heizungsregelung ist die Raumtemperatur die Regelgro¨ße.
Als Stellgro¨ße dient die Heizleistung. Da die Heizleistung bei Warmwasserheizungen nicht
direkt einstellbar ist, nutzt man den Massenstrom oder die Vorlauftemperatur als Stellgro¨ße.
Als Strecke wirkt der U¨bergang von der Stellgro¨ße auf die Raumtemperatur. Eine Diskussion
der auftretenden Effekte der Strecke bei Verwendung der Vorlauftemperatur als Stellgro¨ße
wurde in Abschnitt 2.4 vorgenommen.
Das dynamische Verhalten der Strecke (System) bewirkt eine Verzo¨gerung zwischen der
A¨nderung der Stellgro¨ße und der Reaktion der Regelgro¨ße. Durch den Entwurf des Regel-
gliedes versucht man, diese Dynamik zum Teil zu kompensieren. Daher realisiert man Regler
mit Proportional-Verhalten (P-Regler), die die Ho¨he der Regelabweichung versta¨rken, Reg-
ler mit integralem Verhalten (I-Regler), die auf die Dauer der Regelabweichung reagieren,
sowie Regler mit differenzierendem Verhalten (D-Regler), die durch die Geschwindigkeit
der A¨nderung der Regelabweichung beeinflußt werden. Ha¨ufiger als Regler mit reinem P-,
I-, oder D-Verhalten werden Regler mit Kombinationen dieser dynamischen Eigenschaften
verwendet (PI-, PD-, PID-Regler, etc.). Fu¨r die korrekte Auslegung eines klassischen Reg-
lers ist die Kenntnis des dynamischen Verhaltens der Strecke Voraussetzung1. Eine wichtige
Eigenschaft des klassischen Regelungsprinzips ist also, daß die Ermittlung der Stellgro¨ße
auf vergangenen Regelabweichungen beruht. Dies fu¨hrt dazu, daß die Regelgro¨ße bei tra¨gen
Strecken nur schwierig regelbar ist.
1Die Reglerparameter ko¨nnen auch selbstlernend ermittelt werden.
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3.1.2 Das vorausschauende Regelungsprinzip
Die vorausschauende Regelung unterscheidet sich von der herko¨mmlichen Regelung zuna¨chst
dadurch, daß die Regeldifferenz eine diskrete Funktion e(k+j|k) ist, die sich aus der Funktion
der zuku¨nftigen Sollwerte yr(k+j|k) und der Funktion der zuku¨nftigen Regelgro¨ße yˆ(k+j|k)
berechnet (siehe Abbildung 3.2).
e(k + j|k) = yr(k + j|k)− yˆ(k + j|k) . (3.1)
Dabei bedeutet k + j|k: ,,des zuku¨nftigen Zeitschritts k + j, ermittelt zum aktuellen Zeit-
schritt k”. Die Regeldifferenz wird fu¨r einen Bereich von j = N1 bis j = P berechnet. N1
ZukunftVergangenheit
Sollwert
Vorhergesagte 
Regelgröße
Stellgröße
e(k+j|k)
u(k+j|k)
k k+1 k+3 k+P
y(k+j|k)
yr(k+j|k)
k+M
Abb. 3.2. Beispielhafter Verlauf von Stell- und Regelgro¨ße fu¨r die vorausschauende Regelung [61]. Zum
aktuellen Zeitpunkt k wird die Differenz zwischen vorhergesagter Regelgro¨ße yˆ(k + j|k) und zuku¨nftigem
Sollwert yr(k + j|k) bis zum Vorhersagehorizont P berechnet. Der zuku¨nftige Stellgro¨ßenverlauf u(k + j|k)
bis zum Regelhorizont M soll einen optimalen Angleich der Regelgro¨ße an den Sollwert bewirken
ist die Anzahl der Zeitschritte, die der Totzeit der Strecke entspricht und P der sogenannte
Vorhersagehorizont. Die Funktion der Regeldifferenz ist in Analogie zur klassischen Rege-
lung Eingangsgro¨ße fu¨r das Regelglied, welches aber hier einen Stellgro¨ßenverlauf u(k+ j|k)
fu¨r j = 1 . . .M berechnet. M wird Regelhorizont genannt.
Werden die Werte des berechneten Stellgro¨ßenverlaufs nacheinander angewendet, so wu¨rde
dies einer Steuerung entsprechen. Bei einer Regelung wird jeweils nur der erste Wert tatsa¨ch-
lich angewendet und die Berechnung beim na¨chsten Zeitschritt wiederholt. Man beno¨tigt
demzufolge fu¨r die vorausschauende Regelung zum einen den zuku¨nftigen Verlauf der Re-
gelgro¨ße, zum anderen ein Verfahren, welches aus der Funktion der Regeldifferenz einen
optimalen Stellgro¨ßenverlauf berechnet. Eine schematische Darstellung des Verfahrens zeigt
Abbildung 3.3. Ein Modell M mit dem Parametervektor θ dient zur Vorhersage des zuku¨nf-
tigen Verhaltens der Regelstrecke. Die Vorhersage der Regelgro¨ße (Modellausgangsgro¨ße)
besteht aus 2 Komponenten [15]. Die freie Systemantwort yˆo(k + j|k) ist das erwartete Ver-
halten der Regelgro¨ße yˆ(k+j), wenn keine zuku¨nftigen Regeleingriffe vorgenommen werden.
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Abb. 3.3. Berechnungsverfahren fu¨r den Stellgro¨ßenverlauf bei der vorausschauenden Regelung. Ein Mo-
dell der Strecke dient zur Vorhersage der freien und der erzwungenen Systemantwort (Regelgro¨ße). Die
Superposition wird mit den zuku¨nftigen Sollwerten verglichen. Die Abweichungen werden im Optimierer
zur Berechnung der zuku¨nftigen Stellgro¨ße (Regeleingriffe) genutzt. [15]
Die erzwungene Systemantwort yˆf(k + j|k) ist die zusa¨tzliche Komponente der Systemant-
wort aufgrund einer vorgegebenen Sequenz von zuku¨nftigen Regeleingriffen. Die Vorhersagen
werden jeweils zum Zeitpunkt k fu¨r einen Vorhersagehorizont k + j = P getroffen.
Bei linearen Systemen kann mittels Superposition die totale Systemantwort bestimmt wer-
den:
yˆ(k + j|k) = yf(k + j|k) + yo(k + j|k) . (3.2)
Die zuku¨nftigen Regeleingriffe sind derart zu wa¨hlen, daß die Sollwerte yr(k+j|k) mo¨glichst
schnell, doch ohne zu großen Regelaufwand erreicht werden. Dies erreicht man durch die
Minimierung einer Kostenfunktion der Form:
J =
P∑
j=N1
Qj(yr(k + j)− yˆ(k + j|k))2 +
M∑
j=1
Rj∆u(k + j − 1)2 . (3.3)
Der erste Term der Kostenfunktion entha¨lt die zuku¨nfigen Abweichungen zwischen vorherge-
sagter Regelgro¨ße und Sollwert, der zweite die zuku¨nftigen A¨nderungen der Stellgro¨ße. Als
Wichtungsfaktoren zwischen der Sollwertabweichung und der Stellgro¨ßena¨nderung dienen
die Parameter Qj und Rj, die zeitabha¨ngig sein ko¨nnen.
Es ko¨nnen auch Kostenfunktionen definiert werden, die die tatsa¨chliche Ho¨he der Stellgro¨ße
beru¨cksichtigen.2 Allerdings fu¨hren solche Kostenfunktionen zu einer bleibenden Regelab-
weichung, die mit zunehmendem R schnell ansteigt [77]. Aus diesem Grund wird in vielen
2Dies ist insbesondere interessant im Hinblick auf die hier vorgestellte Anwendung: Die Stellgro¨ße ist
die Vorlauftemperatur oder auch die Heizleistung, der Optimierer wu¨rde also direkt zwischen Komfort und
Energieeinsparung wichten. In Abschnitt 3.5.3 wird eine Untersuchung einer solchen Kostenfunktion fu¨r den
Einsatz bei einer Heizungsregelung vorgestellt.
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vorausschauenden Reglern statt der Stellgro¨ße das Stellgro¨ßeninkrement in der Kostenfunk-
tion verwendet.
Eine Erho¨hung von R gegenu¨ber Q fu¨hrt dann zu einer tra¨geren Reaktion der Stellgro¨ße
auf Soll-Istwert-Abweichungen. Fu¨r R = 0 spielen Stellgro¨ßena¨nderungen keine Rolle mehr
und der Regler strebt schnellstmo¨glich den Sollwert an.
In der Literatur wird gelegentlich zum Versta¨ndnis des vorausschauenden Regelungsprin-
zips eine A¨hnlichkeitsbetrachtung zum Regelungsprinzip beim Autofahren vorgenommen:
,,Der Fahrer kennt die gewu¨nschte Referenztrajektorie (Sollwertverlauf) fu¨r einen begrenz-
ten Regelhorizont und entscheidet unter Beru¨cksichtigung der Charakteristik des Fahrzeugs
(mentales Modell des Autos), welche Regelaktionen (Beschleunigen, Bremsen, Lenken) not-
wendig sind, um der gewu¨nschten Trajektorie zu folgen. Jeweils nur die erste der ermittelten
Regelaktionen wird zu jedem Augenblick angewandt und die Prozedur wiederholt im Sinne
eines gleitenden Horizonts. Bei Nutzung konventioneller Regelprinzipien (z.B. PID) basieren
die Regelaktionen auf vergangenen Fehlern. Wird die Analogie des Autofahrens erweitert
... so ist das konventionelle Regelprinzip a¨quivalent zum Autofahren nur unter Nutzung des
Ru¨ckspiegels.” [12]
Es existiert eine Reihe von vorausschauenden Regelungsalgorithmen, die auf den in diesem
Abschnitt erla¨uterten Prinzipien basieren. Unterschiede treten besonders beim Modell der
Strecke und der Integration von Parameteridentifikationsmechanismen auf. Eine U¨bersicht
u¨ber verschiedene Ansa¨tze findet sich in [77] und [12]. Verbreitet ist eine Vorhersage der
Systemausgangsgro¨ßen mit Hilfe von Transferfunktionenmodellen [73], [50], [16]. Ebenso
finden Sprungantwortmodelle [75], [61] und Zustandsraummodelle [61] Verwendung. Die
Bestimmung der Modelle und ihrer Parameter kann vorab oder wa¨hrend des Prozesses
erfolgen (adaptives Verfahren). Eine kombinierte Vorhersage und Parameteradaption wird
in [35], [73] und [50] eingesetzt.
In der hier vorgestellten Entwickung dienen Sprung- bzw. Impulsantwortmodelle zur Vor-
hersage der Systemausgangsgro¨ßen. Diese Art der vorausschauenden Regelung wird auch
Dynamic Matrix Control (DMC) genannt. Die Verwendung solcher Modelle ist auf stabile
Prozesse beschra¨nkt. Da die Raumtemperatur eines Geba¨udes jedoch im allgemeinen stabil
auf ihre Einflußgro¨ßen reagiert, kann das vergleichsweise mit wenig rechnerischem Aufwand
verbundene DMC-Verfahren hier eingesetzt werden.
In diesem Abschnitt wurde das allgemeine Prinzip der vorausschauenden Regelung erla¨utert
und zu einem klassischen Regelungsprinzip in Beziehung gesetzt. Die vorausschauende Re-
gelung ist besonders vorteilhaft bei tra¨gen Strecken oder großen Totzeiten. Fu¨r die An-
wendung auf eine Heizungsregelung muß entsprechend der vorangegangenen Ausfu¨hrungen
der zuku¨nftige Verlauf der Regelgro¨ße Raumtemperatur vorhergesagt werden. Dies wird im
folgenden Abschnitt erla¨utert. Die Berechnung der Stellgro¨ße Vorlauftemperatur aus der
zuku¨nftigen Abweichung zum Sollwert ist in Abschnitt 3.3 dargelegt.
3.2 Die Vorhersage der Regelgro¨ße Raumtemperatur
Die Raumtemperatur wird beim Verfahren der Dynamic Matrix Control (DMC) mit Hilfe
von Sprungantwortmodellen (vgl. auch Anhang A.2.1)vorhergesagt. Eine direkte Identifika-
tion der Modellparameter aus Meßdaten ist jedoch nicht geeignet. Aus diesem Grund wird
fu¨r die Systembeschreibung ein Differenzengleichungsmodell eingesetzt (Abschnitt 3.2.1).
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Nach Identifikation der Parameter wird dieses Modell fu¨r die Vorhersage der Regelgro¨ße
Raumtemperatur nach dem DMC-Verfahren in ein Sprungantwortmodell umgewandelt. Die
Berechnung der Vorhersage wird in Abschnitt 3.2.2 erla¨utert. Sie bezieht auch zuku¨nftige
Verla¨ufe der Wettergro¨ßen Außentemperatur und Einstrahlung mit ein. Eine Erla¨uterung
des Algorithmus zur Wettervorhersage findet sich in Abschnitt 3.2.3.
3.2.1 Modell des Systems Geba¨ude
In Abschnitt 2.4 wurden die Modelleingangsgro¨ßen, die fu¨r die Heizungsregelung betrach-
tet werden, in ihrer Wirkungsweise vorgestellt. Als die im vorliegenden Fall wichtigsten
meßbaren treibende Kra¨fte fu¨r die Raumtemperatur werden einbezogen [14]:
• eine Heizgro¨ße
• die Außentemperatur
• die solare Einstrahlung.
Fu¨r die realisierte Regelung einer Warmwasserheizung dient die Vorlauftemperatur als Heiz-
gro¨ße. Weitere auch prinzipiell meßbare Einflußgro¨ßen werden aus folgenden Gru¨nden nicht
betrachtet: Zum einen erho¨ht jede weitere betrachtete Gro¨ße die Anzahl der zu identifizie-
renden Parameter entsprechend der Ordnung des Differenzengleichungsmodells. Zusa¨tzlich
erho¨ht sich mit der Anzahl der zu identifizierenden Parameter deren Fehler. Zum anderen
sollten im Hinblick auf anzustrebende geringe Kosten des Regelgera¨tes die Anzahl der Senso-
ren und die Rechenzeit klein gehalten werden. Es ist daher sowohl aus theoretischen als auch
aus praktischen Gesichtspunkten heraus sinnvoll, sich in der Modellbildung auf die wichtig-
sten Einflußgro¨ßen zu konzentrieren. Wie der Regelalgorithmus auf ungemessene Sto¨rgro¨ßen
reagiert, wurde im Rahmen der Simulationstests untersucht (siehe Abschnitt 4.3.3).
Das Differenzengleichungsmodell aus Abschnitt 2.5 wird nunmehr verallgemeinert, um eine
Vielzahl von Geba¨uden und Heizsystemen dynamisch abzubilden. Die Betrachtungen eines
physikalischen Modells mit konzentrierten Parametern zeigten, daß zur Beschreibung des
dynamischen Geba¨udeverhaltens mindestens ein Differenzengleichungsmodell 2. Ordnung
verwendet werden sollte (Gleichungen 2.30, 2.31 und 2.32).
Daher wird ein verallgemeinertes Differenzengleichungsmodell 2. Ordnung mit 3 Eingangs-
gro¨ßen (MISO: Multi-Input-Single-Output) folgendermaßen angesetzt (vgl. AnhangA.2.2):
y(k) + a1y(k − 1) + a2y(k − 2) = b11u1(k − 1) + b12u1(k − 2) +
+b21u2(k − 1) + b22u2(k − 2) +
+b31u3(k − 1) + b32u3(k − 2) , (3.4)
wobei y der Raumtemperatur (Modellausgangsgro¨ße), u1 der Außentemperatur, u2 der sola-
ren Einstrahlung und u3 der Vorlauftemperatur (Modelleingangsgro¨ßen) entspricht. In der
englischen Literatur wird diese Art von Modell als ARX-Modell (AutoRegressive Model
with eXogeneous input) bezeichnet.
Wie in Abschnitt 2.5.2 erla¨utert, sind die Temperaturen des Modells mit konzentrierten
Parametern noch auf ein ,,Nullpotential” zu beziehen. Als Bezugspotential wu¨rde bei der
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Verwendung der Celsius-Temperaturskala automatisch deren Nullpunkt auftreten. Untersu-
chungen im Rahmen der vorliegenden Arbeit zeigten, daß die mittlere Sollraumtemperatur
ein geeigneteres und fu¨r diesen Anwendungsfall auch physikalisch begru¨ndetes Bezugspo-
tential darstellt, da die Differenzen zwischen Raumtemperatur und Außen- bzw. Vorlauf-
temperatur als treibende Kra¨fte wirken. Durch Wahl dieses Bezugspotentials entfa¨llt der
anderenfalls vorhandene ,,Offset” und der eigentliche Informationsgehalt der Daten bzgl.
der Wechselwirkung zwischen den Gro¨ßen wird erhalten. Dies ist vorteilhaft fu¨r die Identifi-
zierbarkeit der Modellparameter. Alle Temperaturen im Modell sind daher auf die mittlere
Sollraumtemperatur bezogen.
In Polynomschreibweise ergibt sich (vgl. AnhangA.2.2):
A(z)Y (z) =
3∑
i=1
Bi(z)Ui(z) (3.5)
A(z) = 1 + a1z
−1 + a2z
−2
Bi(z) = bi0 + bi1z
−1 + bi2z
−2 .
Hier ist die Ordnung nm der Polynome A und B jeweils gleich 2. Die Anzahl der Verzo¨ge-
rungszeitschritte von Eingangs- zu Ausgangsgro¨ße nk wird gleich 1 gewa¨hlt, da eine un-
mittelbare Reaktion der Raumtemperatur auf die betrachteten Eingangsgro¨ßen physikalisch
nicht mo¨glich ist.
Damit ergeben sich die Koeffizienten bi0 zu null, wie hier in der programmiertechnisch prak-
tikablen Matrixschreibweise dargestellt:
AY = BU , (3.6)
mit
[
1 a1 a2
] y(k)y(k − 1)
y(k − 2)

 =

 0 b11 b120 b21 b22
0 b31 b32

 ∗

 u1(k) u2(k) u3(k)u1(k − 1) u2(k − 1) u3(k − 1)
u1(k − 2) u2(k − 2) u3(k − 2)

 .
Die Identifikation der Modellparameter erfolgt mit Hilfe der im Anhang A.4.2 beschriebenen
rekursiven Methode der kleinsten Quadrate. Die rekursive Methode bietet sich bei wieder-
holter Identifikation aufgrund des erheblich reduzierten Speicher- und Rechenzeitbedarfs an.
Zur Identifikation ordnet man die Meßwerte dem Regressionsvektor
ϕT (k) = [−y(k − 1) − y(k − 2) u1(k − 1) u1(k − 2) . . . u3(k − 2)]
und die Parameter dem Parametervektor
θ = [a1 a2 b11 b12 . . . b32]
T
zu. Durch Multiplikation von ϕT (k) und θ erha¨lt man ein lineares Regressionsmodell:
y(k) = ϕT (k)θ + ε(k) (3.7)
zur Ermittlung der Modellparameter in θ. Das Verfahren ist im Anhang A.4 beschrieben.
Untersuchungen zur Identifikationsmethode werden in Abschnitt 3.5.2 vorgestellt.
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3.2.2 Vorhersage der Regelgro¨ße
Die Vorhersage der Regelgro¨ße Raumtemperatur wird bei der Dynamic Matrix Control
(DMC) mit Hilfe eines Sprungantwortmodells des Systems (Strecke) vorgenommen. Auf die
Systemausgangsgro¨ßen wirken die Stellgro¨ße sowie gemessene und ungemessene Sto¨rungen
(siehe Abbildung 3.4). Diese Einflu¨sse werden auch als treibende Kra¨fte bezeichnet. Stell-
gro¨ßen und gemessene Sto¨rgro¨ßen werden im folgenden auch Modelleingangsgro¨ßen genannt.
Nicht messbare
Störungen
Stellgrößen
Messbare
Störungen
Strukturelle oder
dynamische
Veränderungen
Gemessene
Ausgangs-
variable
Mess-
 rauschen
Strecke
System
+
+
Abb. 3.4. Einflu¨sse auf die Regelgro¨ße [61]: auf die Strecke wirkt neben der Stellgro¨ße eine Anzahl von
Sto¨rgro¨ßen, die zum Teil meßbar sind. Weiterhin kann sich das dynamische Verhalten der Strecke wa¨hrend
des Betriebes a¨ndern. Zusa¨tzlich sind dem Meßsignal der Regelgro¨ße Einflu¨sse des Meßrauschens u¨berlagert.
Um aus den ermittelten Koeffizienten des Differenzengleichungsmodells die Sprungantwor-
ten der einzelnen Eingangsgro¨ßen zu erhalten, wird der Verlauf der Ausgangsgro¨ße y(k) bei
Verwendung eines Einheitssprunges der jeweiligen Einheitsgro¨ße berechnet. Dazu wird die
betrachtete Eingangsgro¨ße gleich dem Einheitsvektor, die anderen Eingangsgro¨ßen gleich
dem Nullvektor gesetzt. Durch Iteration der Gleichung 3.6 werden die Einheitssprungant-
worten erhalten.
Die Antwort eines Systems yk auf eine Folge von Spru¨ngen der Eingangsgro¨ße uk−i la¨ßt sich
entsprechend Gleichung A.7 auf Seite 171 berechnen. In Matrixschreibweise ergibt sich der
Vektor der Ausgangsgro¨ßen fu¨r einen Vorhersagehorizont P:

y1
y2
y3
...
yP

 =


s1 0 0 . . . 0
s2 s1 0 . . . 0
s3 s2 s1 . . . 0
...
...
sP sP−1 sP−2 . . . sP−(M−1)




∆u0
∆u1
∆u2
...
∆uM−1

 (3.8)
oder in zusammengefaßter Schreibweise
Y = SU . (3.9)
S wird dynamische Matrix genannt. Der Vektor der Eingangsgro¨ßenspru¨nge ist von der
Dimension Mx1.
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Bei der vorausschauenden Regelung muß zu jedem Zeitschritt die freie Systemantwort aus
den vorangegangenen Einwirkungen auf das System (Stellgro¨ßenspru¨nge und gemessene
Sto¨rgro¨ßenspru¨nge) und die erzwungene Systemantwort aus zuku¨nftigen Stellgro¨ßenspru¨ngen
bestimmt werden. Die Trennung zwischen vergangenen und zuku¨nftigen Eingangsgro¨ßen, die
auf zuku¨nftige Ausgangsgro¨ßen einwirken, kann folgendermaßen vorgenommen werden [73]:
yˆ(k + j|k) =
j∑
i=1
sˆi∆uˆ(k + j − i|k) +
k+j∑
i=j+1
sˆi∆u(k + j − i) . (3.10)
Der Index j la¨uft von 1 bis zum Vorhersagehorizont P. Mit sˆi werden die ermittelten Sprung-
antwortkoeffizienten bezeichnet. Der 1. Term auf der rechten Seite von Gleichung 3.10
entha¨lt die Wirkung zuku¨nftiger (unbekannter) Eingangsgro¨ßena¨nderungen (erzwungene
Antwort) ∆uˆ(k|k), . . . , ∆uˆ(k + j − 1|k), der 2. Term die Wirkung vergangener gemessener
Eingangsgro¨ßena¨nderungen (freie Antwort) yoj auf die Ausgangsgro¨ße.
Fu¨r stabile Systeme geht die Sprungantwort fu¨r große k gegen eine Konstante, also sˆi =const,
fu¨r i = N, . . . , k + j. Dabei ist N so gewa¨hlt, daß der wesentliche Teil der Sprungantworten
erhalten bleibt und N  k + j gilt. Damit ergibt sich folgende Umformung:
k+j∑
i=j+1
sˆi∆u(k + j − i) '
N−1∑
i=j+1
sˆi∆u(k + j − i) + sˆN
k+j∑
i=N
∆u(k + j − i) . (3.11)
Die Summe aller Eingangsgro¨ßenspru¨nge bis zum Zeitpunkt N in der 2. Summation ist
natu¨rlich die Eingangsgro¨ße zu diesem Zeitpunkt selbst. Die freie Systemantwort ergibt sich
damit zu:
yoj '
N−1∑
i=j+1
sˆi∆u(k + j − i) + sˆNu(k + j −N) . (3.12)
Die Vorhersage der Systemausgangsgro¨ße kann von den tatsa¨chlich eintretenden Werten
aufgrund von Modellfehlern und des Einwirkens ungemessener Sto¨rungen abweichen. Daher
korrigiert man die Vorhersage mit folgender rekursiver Vorschrift:
yc(k + j) = yˆ(k + j) + (yc(k + j − 1)− yˆ(k + j − 1)) (3.13)
wobei der erste Wert der korrigierten Ausgangsgro¨ße yc gleich dem aktuellen Meßwert ist:
yc(k) = y(k) .
Die Raumtemperaturvorhersage wird in Anwendung von Gl. 3.10 bis 3.12 durch Superposi-
tion der Faltungssummen der drei betrachteten Modelleingangsgro¨ßen mit ihren Sprungant-
worten erhalten.
ϑˆR(k + j|k) =
j∑
i=1
sˆi∆ϑˆV L(k + j − i|k) +
N−1∑
i=j+1
sˆi∆ϑV L(k + j − i) + sˆNϑV L(k + j −N) +
+
N−1∑
i=j+1
dˆai∆ϑa(k + j − i) + dˆaNϑa(k + j −N) +
+
N−1∑
i=j+1
dˆGi∆Gs(k + j − i) + dˆGNGs(k + j −N) . (3.14)
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Hier sind dai und dGi die Sprungantwortkoeffizienten der Sto¨rgro¨ßen Außentemperatur (In-
dex a) und solare Einstrahlung (Index G).
Dieser Ansatz entspricht der Standardvorgehensweise bei der vorausschauenden Regelung:
die Vorhersage beru¨cksichtigt zuku¨nftige und vergangene Stellgro¨ßen, aber nur vergangene
Sto¨rgro¨ßen (Abbildung 3.5).
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Abb. 3.5. Beru¨cksichtigung von gemessenen Sto¨rgro¨ßen durch die vorausschauende Regelung (nach [61])
In der hier vorgestellten Entwicklung wird dieses Prinzip dahingehend erweitert, daß auch
zuku¨nftige vorhergesagte Sto¨rgro¨ßenspru¨nge mit einbezogen werden:
ϑˆR(k + j|k) =
j∑
i=1
sˆi∆ϑˆV L(k + j − i|k)
+
j∑
i=1
dˆai∆ϑ¯a(k + j − i|k) +
j∑
i=1
dˆGi∆G¯s(k + j − i|k)
+
N−1∑
i=j+1
sˆi∆ϑV L(k + j − i) + sˆNϑV L(k + j −N)
+
N−1∑
i=j+1
dˆai∆ϑa(k + j − i) + dˆaNϑa(k + j −N)
+
N−1∑
i=j+1
dˆGi∆Gs(k + j − i) + dˆGNGs(k + j −N) (3.15)
Die zuku¨nftigen Sto¨rgro¨ßena¨nderungen berechnen sich aus dem vorhergesagten Verlauf der
Außentemperatur und der solaren Einstrahlung. Die Art und Weise der Vorhersage dieser
Wettergro¨ßen wird im folgenden Abschnitt erla¨utert.
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3.2.3 Wettervorhersage
Die Wettervorhersage dient der Bereitstellung der zuku¨nftigen Sto¨rgro¨ßenverla¨ufe, die in
Gleichung 3.15 beno¨tigt werden. Abha¨ngig von der Wahl des Vorhersagehorizonts muß der
Verlauf von Außentemperatur und solarer Einstrahlung fu¨r verschiedene Horizonte progno-
stiziert werden. Mo¨glich ist eine externe Bereitstellung (z.B. u¨ber einen Wetterdienst) oder
eine interne Vorhersage auf Basis gemessener Daten. Aufgrund der derzeitigen Rahmenbe-
dingungen3 wurde eine interne Vorhersage im Algorithmus implementiert.
Praktische Anforderungen an den Wetterprognosealgorithmus stellen sich hinsichtlich des
Einsatzes im Microcontroller (Rechenzeit und Speicherbedarf) sowie der beno¨tigten Senso-
rik. Um die Kosten des Reglers gering zu halten, wurde eine Prognose von Außentemperatur
und Einstrahlung nur auf Basis der Meßwerte dieser Gro¨ßen eingesetzt.
3.2.3.1 Vorhersage der Einstrahlung
Zur Berechnung der Verla¨ufe der vorhergesagten Außentemperatur und Einstrahlung wurde
ein Ansatz von Stadtmann [78] verwendet und weiterentwickelt. Dabei werden die Verla¨ufe
durch cos-Funktionen, die durch den Faktor ∆G˙0 gestreckt sind, angena¨hert. Die Periode
der Funktion wird durch eine Zeitfunktion f(t) angepaßt. Der Verlauf der Einstrahlung
berechnet sich dann zu:
Gˆs(t) = Gˆ0 (cos(pif(t)) + 1) (3.16)
mit
f(t) = (m ∗ t + b)n
Dabei bedeuten:
Gˆs(t) . . . Globalstrahlung, su¨d
W
m2
Gˆ0 . . . maximale Amplitude der Globalstrahlung
W
m2
t . . . wahre Ortszeit [h]
f(t) . . . Zeitfunktion, f(t)  [0, 1]
Fu¨r den Exponenten n = 1 ist f(t) eine lineare Funktion mit dem Anstieg
m =
1
(tSA − 0.35h)− 12h fu¨r (tSA − 0.35 h) ≤ t < 12 h
m =
1
(tSA + 0.35h)− 12h fu¨r 12 h ≤ t ≤ (tSU + 0.35 h) .
(3.17)
Der Achsenabschnitt wird zu b = −12m gesetzt. Mit dieser Zeitfunktion erreicht man einen
Verlauf der Globalstrahlung, der 0.35 h vor dem Zeitpunkt des Sonnenaufgangs tSA seinen
3Eine externe Vorhersage wird derzeit in Deutschland in einer entsprechenden Zeitauflo¨sung und Ge-
nauigkeit noch von keinem Wetterdienst angeboten. Der Deutsche Wetterdienst bietet im 3 h Intervall
Prognosen an, die sich jedoch fu¨r die Einstrahlung auf eine verbale Beschreibung des Bewo¨lkungsgrades
beschra¨nken. Zudem sind die derzeit entstehenden Kosten fu¨r die Daten noch relativ hoch im Vergleich zu
den mo¨glichen Einsparungen an Heizkosten.
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Nullpunkt hat, um 12 Uhr wahrer Ortszeit sein Maximum erreicht und 0.35 h nach dem
Zeitpunkt des Sonnenuntergangs tSU wiederum gleich null ist. [78] hat empirisch aus Meß-
daten einen optimalen Exponenten n = 1.1 ermittelt. Der Zeitpunkt von Sonnenaufgang
und -untergang wird mit Hilfe solargeometrischer Formeln aus [29] berechnet. Vorher wird
die aktuelle Zeit in Solarzeit umgewandelt.
Fu¨r die Prognose wird zuna¨chst Gleichung (3.16) nach ∆G˙0 umgestellt. Damit la¨ßt sich die
maximale Amplitude aus Meßwerten der Einstrahlung berechnen. Dazu werden jeweils die
Meßwerte der vergangenen 75 min benutzt und die jeweiligen Amplituden entsprechend der
folgenden Gleichung gewichtet:
Gˆ0 =
5∑
i=0
w(i)G˜0(t− i ·∆t) .
w sind die Gewichte:
w = [0.23 0.21 0.19 0.16 0.12 0.09] .
Mit der Wahl dieser Gewichte wird zum einen u¨ber bewo¨lkungsbedingte Einstrahlungs-
schwankungen (die sich aufgrund des integrierenden Systemverhaltens ohnehin kaum in der
Raumtemperatur bemerkbar machen) hinweggemittelt, andererseits kann die Vorhersage
durch die abfallende Wichtung a¨lterer Meßwerte auch Wettertendenzen folgen. Aus der ma-
ximalen Einstrahlung la¨ßt sich dann der Verlauf der Einstrahlung vorhersagen. Zur Zeit des
Sonnenaufgangs, wenn noch nicht alle berechneten maximalen Einstrahlungen gro¨ßer Null
sind, wird die Wichtung entsprechend korrigiert. Nachts wird durch Summenbildung der
Einstrahlung der vergangenen 24 h das Maximum ermittelt und als vorla¨ufiges Maximum
des na¨chsten Tages angenommen. Das Verfahren hat den Vorteil der Einfachheit und der
Beschra¨nkung auf die ohnehin notwendige Sensorik. Außerdem besteht die Mo¨glichkeit der
horizontalen oder vertikalen (su¨d) Sensorplazierung, da das Verfahren fu¨r beide Mo¨glichkei-
ten anwendbar ist.
3.2.3.2 Vorhersage der Außentemperatur
Fu¨r die Vorhersage der Außentemperatur wird ein a¨hnliches Verfahren eingesetzt wie fu¨r
die Prognose der Einstrahlung. Der Einstrahlungsverlauf wird durch cos-Funktionen an-
gena¨hert, die jeweils durch eine Zeitfunktion in der Periode angepaßt werden. Das Maximum
der Außentemperatur wird konstant fu¨r 14:30 Uhr angenommen. Das Minimum wird zum
Zeitpunkt des Sonnenaufgangs erreicht. Damit ergeben sich fu¨r die Parameter der Zeitfunk-
tion:
m =
1
tSA − 14.5h und b = −14.5m fu¨r tSA ≤ t < 14.5h
m =
1
24h− (14.5h− tSA) und b = 1−m · tSA fu¨r 0h ≤ t < tSA
m =
1
24h− (14.5h− tSA) und b = −14.5m fu¨r 14.5h ≤ t < 24h
(3.18)
Der Verlauf der Außentemperatur la¨ßt sich dann folgendermaßen beschreiben:
ϑˆa(t) = ϑa,SA + g1 ·∆ϑˆa · [cos(pif(t)) + 1] + (1− g1) ·∆ϑ˜a,V T · [cos(pif(t)) + 1] . (3.19)
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Die Cos-Funktion setzt auf dem Sockelwert der Außentemperatur zum Zeitpunkt des Son-
nenaufgangs auf. Der Verlauf beru¨cksichtigt nicht nur die Differenz zwischen Temperatur-
maximum und -minimum (Hub) des laufenden Tages sondern auch den Hub am Vortag. Der
aktuelle Temperaturhub berechnet sich zu:
∆ϑˆa =
5∑
i=0
(
w(i) · ϑa(t− i∆t)− ϑa(tSA)
cos(pi · f(t− i∆t)) + 1
)
Die Wichtungsfaktoren w(i) sind wie bei der Einstrahlungsvorhersage angenommen. Im Be-
reich des Funktionsminimums liefert diese Approximation jedoch keine sinnvollen Werte, da
die Funktion sehr empfindlich auf Temperaturschwankungen in der Na¨he der Bezugstempe-
ratur ϑa(tSA) reagiert. Aus diesem Grund wurde die Wichtungsfunktion g1 fu¨r den jeweils
aktuellen Zeitpunkt t eingefu¨hrt:
g1 =
cos(pi · f(t)) + 1
2
Die Ergebnisse der Vorhersage der Außentemperatur und der solaren Einstrahlung sind in
Abschnitt 5.4 dargestellt.
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Aus der Differenz zwischen dem Sollwert und der vorhergesagten Regelgro¨ße wird unter
Anwendung der auf Seite 58 eingefu¨hrten Kostenfunktion der optimale Verlauf der Stellgro¨ße
berechnet (Abschnitt 3.3.1). Eine Formulierung des Ergebnisses fu¨r den Fall einer Regelung
einer Pumpenwarmwasserheizung erfolgt in Abschnitt 3.3.2.
3.3.1 Allgemeine Ableitung des Regelgesetzes aus der Kosten-
funktion
Das Regelgesetz verknu¨pft die Abweichungen zwischen Sollwert und vorhergesagter Sy-
stemausgangsgro¨ße mit einem (optimierten) zuku¨nftigen Verlauf der Stellgro¨ßen. Fu¨r die
Ableitung ist die Verwendung der Vektor-Matrix-Schreibweise besonders zweckma¨ßig. Dazu
werden im folgenden einige Vektoren eingefu¨hrt.
Yˆ = [yˆ(k + 1|k), yˆ(k + 2|k), . . . , yˆ(k + P |k)]T
∆Uˆ = [∆uˆ(k|k), ∆uˆ(k + 1|k), . . . , ∆uˆ(k + P − 1|k)]T
Yo = [yo1, yo2, . . . , yoP ]
T .
Dabei ist Yˆ der Vektor der vorhergesagten Regelgro¨ße, ∆Uˆ der Vektor der Stellgro¨ßen-
spru¨nge und Yo der Vektor der freien Systemantwort (siehe auch Gl. 3.12). Damit la¨ßt sich
die Vorhersage der Regelgro¨ße aus Gleichung 3.10 in Vektor-Matrix Schreibweise angeben:
Yˆ = Sˆ∆Uˆ + Yo , (3.20)
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wobei Sˆ die dynamische Matrix entsprechend Gleichung 3.8 ist. Die Kostenfunktion aus
Gleichung 3.3 lautet in Vektor-Matrix Schreibweise:
J = [Sˆ∆Uˆ + Yo − Yr]
TQ[Sˆ∆Uˆ + Yo − Yr] + ∆Uˆ
TR∆Uˆ . (3.21)
Mit Yr wird die Referenztrajektorie (zuku¨nftiger Sollwertverlauf) bezeichnet, Q und R sind
zeitabha¨ngige Wichtungsmatrizen:
Yr = [yr(k + 1|k), yr(k + 2|k), . . . , yr(k + P |k)]T
Q = diag[Q1, Q2, . . . , QP ]
R = diag[R0, R1, . . . , RM−1] .
Durch Umstellen der Kostenfunktion erha¨lt man:
J = ∆UˆTSˆTQSˆ∆Uˆ + 2(Yo − Yr)
TQSˆ∆Uˆ + (Yo − Yr)
TQ(Yo − Yr) + ∆Uˆ
TR∆Uˆ
Zur Minimierung der Kostenfunktion wird ihre Ableitung nach dem Stellgro¨ßenverlauf ∆Uˆ
gleich null gesetzt:
J
 
= 2∆UˆTSˆTQSˆ + 2(Yo − Yr)
TQSˆ + 2∆UˆTR
!
= 0 .
Daraus ergibt sich das Regelgesetz (optimaler Stellgro¨ßenverlauf fu¨r zuku¨nftige Zeitschritte):
∆Uˆ = (SˆTQSˆ + R)
 1SˆTQ(Yr − Yo) . (3.22)
Im Fall einer Steuerung werden die ermittelten Stellgro¨ßen nacheinander angewendet. Bei
einer Regelung wird jeweils nur der erste Wert des optimalen Stellgro¨ßenverlaufs angewendet
und beim na¨chsten Zeitschritt die gesamte Vorhersage und Optimierung wiederholt:
u(k) = ∆uˆ(k|k) + u(k − 1) = hˆo(Yr − Yo) + u(k − 1) , (3.23)
wobei hˆo die erste Zeile der Matrix (Sˆ
TQSˆ + R)
 1SˆTQ ist. Analog zur klassischen Rege-
lung wird hˆo auch als Reglerversta¨rkung bezeichnet.
4
Wenn die Kostenfunktion statt der Stellgro¨ßena¨nderung die Stellgro¨ße selbst beru¨cksichtigt,
dann muß die Vorhersage der Systemausgangsgro¨ße mit der Impulsanwortfunktion bestimmt
werden
Yˆ = GˆUˆ + Yo , (3.24)
wobei Gˆ die dynamische (untere Dreiecks-) Matrix der Impulsantwortkoeffizienten ist. Die
Minimierung der Kostenfunktion verla¨uft in gleicher Weise, jedoch liefert das Regelgesetz
nun die Stellgro¨ße selbst statt der Stellgro¨ßena¨nderung.
4Die Matrix (SˆTQSˆ + R)−1 SˆTQ ha¨ngt nur vom dynamischen Systemverhalten und den Wichtungs-
faktoren ab. Wenn diese Gro¨ßen konstant sind, braucht die rechenintensive Matrixinversion nur einmal
durchgefu¨hrt werden. Im hier verwendeten Fall eines selbstadaptierenden Algorithmus ist dieser Rechen-
schritt jedoch nach jeder neuen Modellidentifikation notwendig.
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3.3.2 Optimaler Verlauf der Stellgro¨ße Vorlauftemperatur
Die in Abschnitt 3.1.2 aufgestellte Kostenfunktion (Gl. 3.3) wird nun fu¨r die vorausschau-
ende Regelung einer Warmwasserheizung formuliert:
J =
P∑
j=N1
Qj(ϑRS(k + j)− ϑˆR(k + j|k))2 +
M∑
j=1
Rj∆ϑˆV L(k + j − 1)2 . (3.25)
Entsprechend der Ableitungen im vorangegangenen Abschnitt kann die Stellgro¨ße Vorlauf-
temperatur zum Zeitschritt k folgendermaßen berechnet werden:
ϑV L(k) = ∆ϑˆV L(k|k) + ϑV L(k − 1) = h˜o(ϑRo − ϑRS) + ϑV L(k − 1) . (3.26)
Die Gewichte in der Kostenfunktion sind noch festzulegen. Eine einfache Erho¨hung von
R gegenu¨ber Q fu¨hrt zuna¨chst nicht zu einer Energieeinsparung, sondern lediglich zu einer
tra¨geren Reaktion der Stellgro¨ße Vorlauftemperatur auf Abweichungen der Raumtemperatur
vom Sollwert. Die Wahl der Gewichte muß daher noch entsprechend dem Ziel der besseren
Nutzung solarer Gewinne zur Heizenergieeinsparung angepaßt werden.
Um solare Gewinne mo¨glichst gut zu nutzen, ist es vorteilhaft, bereits vor deren Eintreten ein
Unterschreiten der Raumsolltemperatur zuzulassen. Ein Ziel der hier vorgestellten Entwick-
lung war es, dem Nutzer selbst die Entscheidung zu u¨berlassen, inwieweit diese Unterschrei-
tung zum Zweck der Energieeinsparung erlaubt ist. Deshalb wurde ein Komfortparameter
cl mit dem Wertebereich 0. . . 9 (9: maximaler Komfort, 0: maximales Energiesparen) ein-
gefu¨hrt, mit dem der Nutzer die Wichtung in der Kostenfunktion Gl. 3.25 selbst verstellen
kann. Dieser Komfortparameter fließt folgendermaßen in die Berechnung der Gewichte ein:
Q = 1
R =
{
0.001 : (ϑR ≥ ϑRS) & (ϑV L(k) < ϑV L(k − 1))
0.001 + Hˆs
K
(
1− cl
9
)
: sonst .
(3.27)
Hˆs ist die vorhergesagte Einstrahlungssumme u¨ber die kommenden 10 Stunden (40 Zeit-
schritte):
Hˆs =
k+40∑
i=k
Gs ·∆t .
R hat mindestens den Wert 0.001, damit stets eine geringfu¨gige Da¨mpfung der Stellgro¨ße
vorhanden ist, um ein instabiles Verhalten der Regelung zu vermeiden. In Abha¨ngigkeit der
vorhergesagten Einstrahlungssumme und des Komfortparameters cl wird R erho¨ht. Wenn
gilt: cl = 9, d.h. es sind keine Untertemperaturen erwu¨nscht, oder wenn Hˆs = 0, so wird
R nicht erho¨ht. K ist eine Konstante zur Bewertung der zuku¨nftigen Einstrahlungssumme.
Sie wurde empirisch zu 350 Wh/m2 bestimmt. Als Ausnahme wird der Fall behandelt, bei
dem die Raumtemperatur u¨ber dem Sollwert liegt und die Vorlauftemperatur eine fallende
Tendenz zeigt. Eine Da¨mpfung der Verstellung der Vorlauftemperatur nach unten ist dann
nicht erwu¨nscht.
Der Komfortparameter cl wirkt sich auf die Versta¨rkung folgendermaßen aus: beim maxi-
malen Wert werden nur Regelabweichungen in naher Zukunft, bei Verringerung werden in
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Abha¨ngigkeit von der vorhergesagten Einstrahlung in zunehmenden Maße auch Regelabwei-
chungen in ferner Zukunft bewertet. Fu¨r den Nutzer ergibt sich folgende Wirkungsweise:
beim maximalen Komfortparameter versucht der Algorithmus so schnell wie mo¨glich den
Sollwert zu erreichen, bei Verringerung wird in Abha¨ngigkeit von der vorhergesagten Ein-
strahlung in zunehmendem Maße eine Untertemperatur zugelassen.
Die untere Komfortgrenze ist willku¨rlich festgesetzt. Eine maximale Heizenergieeinsparung
und Nutzung solarer Gewinne la¨ßt sich natu¨rlich erreichen, wenn keine Heizenergie zu-
gefu¨hrt wird, was aber nicht im Sinne der Entwicklung liegt. Bei der Festlegung der unteren
Komfortgrenze wurde eingescha¨tzt, welche Komforteinbußen einem Nutzer beim Modus
”maximales Energiesparen” noch zugemutet werden ko¨nnen. Gleichzeitig sollte fu¨r verschie-
dene Geba¨udetypen durch den Komfortparameter eine entsprechende Variationsbreite zur
Verfu¨gung stehen.
Die Parameter R und Q wurden in Abschnitt 3.3.1 als Diagonalmatrizen eingefu¨hrt, wobei
jedes Diagonalelement entsprechend seinem Index den Wert der Wichtungsparameter zum
jeweiligen zuku¨nftigen Zeitschritt innerhalb des Vorhersagehorizonts angibt. Die hier verwen-
deten skalaren Werte mu¨ssen vor der Berechnung noch in die Diagonalmatrizen u¨berfu¨hrt
werden, wobei alle Diagonalelemente gleich sind. Das bedeutet, daß die Wichtungsparameter
innerhalb des Vorhersagehorizonts als konstant angenommen werden. Die unterschiedliche
zeitliche Wirkung ergibt sich automatisch bei Berechnung der Reglerversta¨rkung.
3.4 Aspekte der Implementierung
Dieser Abschnitt dient der Erla¨uterung der Struktur des Softwarealgorithmus, die sich aus
der beschriebenen Regelungstheorie ableitet. Weiterhin werden einige meßtechnische Vor-
aussetzungen fu¨r die Funktionsfa¨higkeit dargelegt.
3.4.1 Die Struktur des Algorithmus
Die Struktur des gesamten entwickelten Algorithmus sowie seine Einbindung in Hard- und
Software zeigt Abbildung 3.6. Die Software la¨ßt sich in zwei Ebenen unterteilen, die mit
unterschiedlichem Zeitschritt aufgerufen werden. Die a¨ußere Schleife umfaßt die Meßwert-
erfassung (d.h. Abfrage der Sensoren, AD-Wandlung, Speicherung) sowie die Regelung der
Vorlauftemperatur auf den von der vorausschauenden selbstadaptierenden Heizungsrege-
lung ermittelten Sollwert mit einem herko¨mmlichen PID-Algorithmus. Diese Schleife wird
mit einem Zeitschritt von wenigen Sekunden aufgerufen. Die innere Schleife wird zu jeder
vollen Viertelstunde aufgerufen. Sie entha¨lt den eigentlichen vorausschauenden selbstadap-
tierenden Algorithmus, der eine Sollvorlauftemperatur fu¨r die kommenden fu¨nfzehn Minuten
berechnet.
Bei jedem Aufruf der inneren Schleife werden zuna¨chst die Mittelwerte der Meßwerte der
vergangenen 15 min berechnet. Anschließend erfolgt die U¨bergabe der Daten an den Da-
tenspeicher, der die 15-min-Mittelwerte der jeweils letzten 98 Zeitschritte aufbewahrt. Diese
werden fu¨r die Wettervorhersage beno¨tigt, wa¨hrend fu¨r die Modellidentifikation nur die aktu-
ellen und die Meßwerte der vergangenen 2 Zeitschritte notwendig sind (siehe Gleichung 3.4).
Der Algorithmus startet zuna¨chst mit der Berechnung der Sollvorlauftemperatur entspre-
chend der herko¨mmlichen Heizkurve. Zu jeder vollen Viertelstunde nach Start des Prozesses
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wird ein Za¨hlindex n um eins erho¨ht. Sobald n > 2 gilt, wird die Modellidentifikation gestar-
tet, da dann ausreichend Daten zur Verfu¨gung stehen. Innerhalb des Unterprogramms zur
Modellidentifikation findet eine Pru¨fung der Gu¨te der ermittelten Modellparameter statt.
Wenn die Abweichung zwischen der mit dem Modell berechneten Ausgangsgro¨ße (Raumtem-
peratur) und der gemessenen Raumtemperatur der letzten 24 Stunden innerhalb vorgege-
bener Toleranzen liegt, kann das Modell fu¨r den vorausschauenden Algorithmus verwendet
werden. Die derzeit vorgegebene Toleranz betra¨gt 5 K pro Zeitschritt, d.h. integriert u¨ber
96 Zeitschritte von je 0.25 h ergibt sich eine erlaubte Abweichung von 120 Kh. Die Mo-
dellpru¨fung wird erstmalig nach 24 Stunden durchgefu¨hrt. Bei ausreichender Modellgu¨te
wird der vorausschauende Teil des Algorithmus gestartet. Sollte die Modellpru¨fung negativ
ausfallen, so wird fu¨r die na¨chsten 24 Stunden wieder die klassische Vorlauftemperaturbe-
rechnung entsprechend der Heizkennlinie aktiviert, um dem Algorithmus Zeit zu geben, das
Systemverhalten mit einer gro¨ßeren Datenbasis zu erlernen. Nach dreimaligem Fehlschlagen
der Modellpru¨fung (also fru¨hestens nach 72 Stunden) werden die Parametermatrizen wieder
auf ihre Startwerte gesetzt und der Identifikationsvorgang von vorn begonnen.
Fu¨r den Start des vorausschauenden Teils des Algorithmus mu¨ssen drei Bedingungen erfu¨llt
sein. Der Za¨hlindex n muß gro¨ßer als 96 sein, damit fu¨r die Wettervorhersage ausreichend
Daten zur Verfu¨gung stehen, die Modellgu¨te muß ausreichend sein und die aktuelle gemesse-
ne Raumtemperatur darf nicht mehr als 4 K unter dem minimalen Sollwert liegen.5 Letztere
Bedingung ist vor allem eine Absicherung gegen eine Fehlfunktion des Algorithmus jeglicher
Art, um ein zu starkes Ausku¨hlen des Geba¨udes zu verhindern.
Innerhalb des vorausschauenden Algorithmus wird zuna¨chst die Wettervorhersageprozedur
aufgerufen, die die Matrix der vorhergesagten Einstrahlung und Außentemperatur aktua-
lisiert. Die vorhergesagte Einstrahlung wird dann zur Berechnung der Gewichte der Ko-
stenfunktion verwendet. Anschließend erfolgt der Aufruf der Prozedur zur Berechnung der
Reglerversta¨rkung (siehe auch Gleichungen 3.22 und 3.26). Wettervorhersage und Regler-
versta¨rkung werden an die folgende Prozedur u¨bergeben. In dieser Prozedur wird zuna¨chst
die Raumtemperaturvorhersage auf Basis der neuen Meßwerte und der vorhergesagten Ein-
strahlung und Außentemperatur (gemessene Sto¨rgro¨ßen) aktualisiert. Die Multiplikation der
Differenz zwischen Sollwert und vorhergesagter Raumtemperatur mit der Reglerversta¨rkung
ergibt die Stellgro¨ße (Sollvorlauftemperatur fu¨r das Zeitintervall).
5Liegt die aktuelle gemessene Raumtemperatur 4 K unter dem minimalen Sollwert, so kann sicher von
einer Fehlfunktion ausgegangen werden, da auch das Zulassen von Untertemperaturen insbesondere bei gut
geda¨mmten Geba¨uden nicht zu einer derartigen Ausku¨hlung fu¨hren darf.
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Abb. 3.6. Programmablaufplan des Algorithmus zur vorausschauenden selbstadaptierenden Heizungsrege-
lung sowie Einbindung in Hard- und Software. An der linken Seite sind die Zykluszeiten fu¨r den Aufruf der
Programmteile angegeben.
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3.4.2 Das Meßprinzip
Im Fall der Anwendung der Regelung auf eine Warmwasserheizung, wie im Rahmen dieser
Arbeit realisiert, wird die Raumtemperatur eines Referenzraums mit Hilfe der Vorlauftempe-
ratur des Heizsystems des Geba¨udes geregelt. Der entwickelte Algorithmus berechnet einen
Sollwert der Vorlauftemperatur fu¨r den na¨chsten Zeitschritt. Die Dauer eines Zeitschrittes
wurde zu 15 min festgelegt. Es wird dabei davon ausgegangen, daß die angeforderte Heizlei-
stung durch das vorgeschaltete Wa¨rmeversorgungsgera¨t zur Verfu¨gung gestellt werden kann.
Die Art der Wa¨rmebereitstellung ist hier nicht Gegenstand der Betrachtungen. Ebenso ist
eine Optimierung des Wirkungsgrades der Wa¨rmebereitstellung nicht Teil der hier vorge-
stellten Entwicklung. Beachtet wurde jedoch, daß der Algorithmus keine gro¨ßere Auslegung
des Wa¨rmeversorgungsgera¨tes als bei einer herko¨mmlichen Regelung erfordern sollte, da vie-
le Gera¨te im Teillastbereich einen schlechten Wirkungsgrad aufweisen. Durch das gewa¨hlte
Verfahren, dem Geba¨ude jeweils nur soviel Heizleistung zur Verfu¨gung zu stellen, wie zur
Einregelung des Raumtemperatursollwertes notwendig ist, ergibt sich diesbezu¨glich bereits
ein Vorteil gegenu¨ber einer herko¨mmlichen Regelung. Diese stellt meist einen U¨berschuß an
Heizleistung im Geba¨ude zur Verfu¨gung. Die notwendige Heizleistung fu¨r Aufheizvorga¨nge
ergibt sich fu¨r beide Arten der Regelung aus den vom Anwender vorgegebenen Raumtem-
peratursollwerten. Im Algorithmus kann zur Begrenzung der Heizleistung der Maximalwert
der Vorlauftemperatura¨nderung gegenu¨ber dem vorigen Zeitschritt vorgegeben werden.
Die Raumtemperaturmessung wird in einem Referenzraum durchgefu¨hrt. Anforderungen bei
der Auswahl des Raumes sind:
• es muß sich um einen Hauptaufenthaltsraum handeln,
• der Raum muß solare Empfangsfla¨chen in Richtung der solaren Hauptempfangsfla¨che
des Geba¨udes haben,
• Sto¨reinflu¨sse wie zum Beispiel durch hohe interne Gewinne oder ha¨ufiges Fenster- und
Tu¨ro¨ffnen sollten gering sein.
Am Heizko¨rper des Referenzraums wird das Thermostatventil entfernt. Damit wird ver-
hindert, daß dieses die Wirkung der Vorlauftemperatur auf die Raumtemperatur in nicht
definierter Weise vera¨ndert. In den anderen Ra¨ume werden keinerlei Vera¨nderungen vor-
genommen. Dieses Prinzip setzt voraus, daß mit der durch den Algorithmus berechneten
Vorlauftemperatur alle Ra¨ume ausreichend Heizleistung zur Verfu¨gung gestellt bekommen.
Ein unterschiedliche Dimensionierung von Heizko¨rpern in einzelnen Ra¨umen im Vergleich
zum Referenzraum kann hier problematisch sein. U¨ber ein Stellventil zur Massenstrom-
regulierung in den einzelnen Heizko¨rpern ko¨nnen kleinere Differenzen jedoch ausgeglichen
werden.
Die solare Einstrahlung wird in der Richtung der Hauptempfangsfla¨chen der passiv sola-
ren Komponenten des Geba¨udes gemessen. Die Verwendung der außerhalb des Geba¨udes
gemessenen Einstrahlung setzt einen linearen zeitinvarianten Zusammenhang zwischen der
auf das Geba¨ude treffenden und der in das Geba¨ude eindringenden Strahlung bzw. aus der
Strahlung umgesetzten Wa¨rmeleistung voraus. Der Proportionalita¨tsfaktor zwischen beiden
Gro¨ßen beinhaltet die Fla¨chen der Solarkomponenten, den Energiedurchlaßgrad (oder Wir-
kungsgrad) sowie Abschattungsfaktoren. Damit ist der Proportionalita¨tsfaktor im allgemei-
nen sonnenstandsabha¨ngig. Da jedoch diese Abha¨ngigkeit geba¨udespezifisch und bei einem
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breiten Einsatz praktisch kaum im Einzelfall vorab bestimmbar ist, wird die kurzfristige
Sonnenstandsabha¨ngigkeit im Tagesverlauf vernachla¨ssigt. Voraussetzung fu¨r diese Verfah-
rensweise ist jedoch, daß die Hauptempfangsfla¨chen des Geba¨udes mit der Ausrichtung des
Sensors u¨bereinstimmen. Saisonale Abha¨ngigkeiten – wie z.B. ein im Winter abschattendes
Nachbargeba¨ude – ko¨nnen gut durch die Parameteridentifikation mit der Datenbasis meh-
rerer vergangener Tage mit der gro¨ßten Wichtung auf aktuellen Meßdaten erfaßt werden.
3.5 Untersuchungen zur Reglerkonfiguration
In diesem Abschnitt werden Ergebnisse spezieller Untersuchungen vorgestellt, die zur Aus-
wahl der Konfiguration im Algorithmus gefu¨hrt haben. Mit Hilfe dieser Untersuchungen
wird gezeigt, daß die Parameter der vorgestellten Differenzengleichungsmodelle prinzipiell
anhand von Meßdaten identifizierbar sind. Differenzengleichungsmodelle verschiedener Ord-
nung werden hinsichtlich ihrer Eignung zur Beschreibung des dynamischen Verhaltens eines
kleineren Geba¨udes gepru¨ft. Weitere Tests betrafen die Identifikationsmethode sowie die
Einbeziehung der Stellgro¨ße in die Kostenfunktion.
3.5.1 Untersuchungen zur Modelleignung
Die Untersuchungen dieses Abschnitts dienen dem Eignungsnachweis des in Abschnitt 3.2.1
vorgestellten Differenzengleichungsmodells zur Beschreibung des dynamischen Verhaltens
eines kleineren Wohngeba¨udes bei Vorhandensein der 4 Meßgro¨ßen Raumtemperatur, Ein-
strahlung, Vorlauf- und Außentemperatur. Die Ableitungen basieren zu einem großen Teil
auf den im Anhang erla¨uterten systemtheoretischen Grundlagen.
Es wird untersucht, unter welchen Bedingungen die Identifizierbarkeit der Modellparameter
gegeben sowie welche Modellordnung geeignet ist. Die Wahl der geeigneten Modellordnung
ist ein Optimierungsproblem zwischen dem Rechenaufwand und der Genauigkeit der U¨ber-
einstimmung der simulierten mit der realen Ausgangsgro¨ße. Außerdem erho¨ht sich bei einer
großen Anzahl zu identifizierender Parameter deren Fehler, wenn die in den Daten enthal-
tene Information gleich bleibt. Zudem kann eine hohe Anzahl von Parametern dazu fu¨hren,
daß in einem bestimmten Meßintervall das Systemverhalten sehr genau, in einem anderen
aber sehr schlecht wiedergegeben wird (sogenanntes Overfitting [5]). Deshalb verbessert sich
die Genauigkeit eines Modells nicht zwangsla¨ufig mit der Anzahl der Parameter, sondern es
existiert vielmehr ein Optimum in der Parameterzahl, welches durch die Anzahl der gemes-
senen Gro¨ßen wesentlich bestimmt wird.
Eine Erho¨hung der Modellordnung fu¨hrt dazu, daß entsprechend mehr vergangene Zeit-
schritte im Modell beru¨cksichtigt werden. Prinzipiell kann auch die Anzahl der betrach-
teten vergangenen Zeitschritte fu¨r die einzelnen Eingangsgro¨ßen und die Ausgangsgro¨ße
unterschiedlich gewa¨hlt werden. Hier wird eine Variation der Modellordnung nur in der
Weise vorgenommen, daß sie auf alle Eingangsgro¨ßen und die Ausgangsgro¨ße gleicherma-
ßen wirkt. Fu¨r die Untersuchungen wurden verschiedene Datenbasen aus Meßdaten der
Experimentierha¨user Emmerthal genutzt. Beispielhaft werden hier die mit einer Datenbasis
vom 16.11.-30.11.1999 (das entspricht 1440 Zeitschritten) gewonnenen Ergebnisse vorgestellt
(siehe Abbildungen 3.7 und 3.8). Um unabha¨ngig von der in Abschnitt 3.5.2 untersuchten
Auswirkung des Vergessensfaktors bei der rekursiven Identifikation zu sein, wurde fu¨r die in
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diesem Abschnitt vorgestellten Untersuchungen eine nicht rekursive Methode der kleinsten
Quadrate verwendet.
3.5.1.1 Bewertungskriterien fu¨r die Modellgu¨te
Ein naheliegendes Kriterium fu¨r die Bewertung der Modellgu¨te, d.h. Gu¨te der identifizierten
Parameter sowie Eignung der Modellstruktur fu¨r das gegebene System, ist die Abweichung
zwischen der gemessenen und der mit Hilfe des Modells berechneten (simulierten bzw. vor-
hergesagten) Ausgangsgro¨ße. Dabei ist es wichtig, zwischen zwei Fa¨llen zu unterscheiden.
Im ersten Fall wird die Ausgangsgro¨ße mit Eingangsgro¨ßen aus dem Intervall der Identifi-
kationsdaten berechnet. Im zweiten Fall dienen ,,frische” Eingangsdaten aus einer Periode
außerhalb des Identifikationsintervalls zur Verifikation (Kreuzkorrelation). Hier werden bei-
de Methoden verwendet und dazu zuna¨chst einige Gro¨ßen zur Bewertung der Modellgu¨te
eingefu¨hrt.
In Abschnitt 3.2.1, Gleichung 3.7 wurden bereits die Residuen ε als Differenz zwischen
gemessener yi und berechneter Ausgangsgro¨ße yˆ(i) definiert.
ε(i, θ) = y(i)− ϕT (i)θ ,
wobei yˆ = ϕT (i)θ den mit Hilfe der identifizierten Koeffizienten berechneten Wert der Mo-
dellausgangsgro¨ße darstellt. Fu¨r ein allgemeines SISO-ARX-Modell berechnet sich die Aus-
gangsgro¨ße zu (vgl. auch die Erla¨uterungen in Abschnitt A.2.2):
yˆ(i) = −a1y(i− 1)− . . .− anay(i− na) + b1u(i− 1) + . . . + bnbu(i− nb) ,
das heißt nur vergangene Werte der Ausgangs- und Eingangsgro¨ße gehen in die Berechnung
der aktuellen Ausgangsgro¨ße ein. Fu¨r Modelle, die zur Vorhersage dienen, fu¨hrt man zur
Parameteridentifikation ha¨ufig einen allgemeinen Vorhersagefehler
ε(i, θ) = y(i)− yˆ(i|i− 1, θ)
ein [76]. yˆ(i|i− 1, θ) ist die aus den Parametern und Meßwerten des vorangegangenen Zeit-
schritts berechnete Ausgangsgro¨ße. Fu¨r die Bestimmung der Parameter θ ist dann eine
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Verlustfunktion der Art:
VN =
1
N
N∑
i=1
ε2(i, θ)
zu minimieren. Diese Methode der Parameterbestimmung wird Prediction Error Method
(PEM) genannt. Fu¨r ein ARX-Modell stimmt diese Methode mit der Methode der kleinsten
Quadrate u¨berein. ε(i) repra¨sentiert den Teil der Ausgangsgro¨ße, der nicht aus vergangenen
Daten vorhergesagt werden kann und wird deshalb auch Innovation genannt [58].
Die mit einem guten Modell berechnete Ausgangsgro¨ße soll der gemessenen Ausgangsgro¨ße
a¨hneln. Abweichungen entstehen sowohl durch Modellierungsfehler als auch durch ungemes-
sene Sto¨rungen, die sich der gemessenen Ausgangsgro¨ße u¨berlagern. Die berechnete Aus-
gangsgro¨ße soll bei verrauschten Daten daher nicht gleich der gemessenen sein. Sie soll le-
diglich den Teil der Ausgangsgro¨ße wiedergeben, der aufgrund der Eingangssignale entsteht.
Die Residuen/ Vorhersagefehler ε(i) sind bei einer guten U¨bereinstimmung des Modells mit
dem System klein und entsprechend einem weißen Rauschen verteilt. Fu¨r ein ARX-Modell
lassen sie sich durch Umstellen von Gleichung A.11 folgendermaßen berechnen:
ε(k) =
nb∑
n=nk
bnu(k − n)−
na∑
n=0
any(k − n) .
Bei einem Vergleich der mit Daten aus dem Identifikationsintervall berechneten Ausgangs-
gro¨ße mit dem Meßwert wird die Verlustfunktion mit Erho¨hung der Modellstruktur automa-
tisch kleiner. Sollen verschiedene Modellordnungen mit Hilfe der Verlustfunktion verglichen
werden, so ist eine Kompensation dieser automatischen Verringerung vorzunehmen [59].
Geeignete Gro¨ßen dazu sind der FPE (Final Prediction Error):
FPE =
1 + nm
N
1− nm
N
· VN
nm ist die Ordnung des Differenzengleichungs- (ARX-) Modells. Fu¨r eine große Datenbasis
N geht der Quotient nm
N
−→ 0, also FPE −→ VN .
Die Pol-Nullstellenverteilung wird sowohl fu¨r die Bewertung der Stabilita¨t als auch der
Modellstruktur eingesetzt. Die U¨bertragungsfunktion eines SISO-ARX-Modells 2. Ordnung
mit einem Verzo¨gerungszeitschritt ergibt sich aus Gleichung 3.5 zu:
H(z) =
b1z
−1 + b2z
−2
1 + a1z−1 + a2z−2
=
b1z + b2
z2 + a1z + a2
Damit ergibt sich fu¨r dieses Modell eine Nullstelle bei p1 = − b2b1 und zwei Pole bei q1,2 =
−a1
2
±
√
a2
1
4
− a2. Die Pole sind reell, wenn gilt a
2
1
4
− a2 ≥ 0.
Ein diskretes System ist stabil, wenn alle Pole der U¨bertragungsfunktion im Innern des
Einheitskreises der komplexen z-Ebene liegen [43]. U¨berlagern sich Pole und Nullstellen in
der z-Ebene, so ku¨rzen sie sich in der Pol-Nullstellenform der U¨bertragungsfunktion heraus.
Dies ist ein Indikator dafu¨r, daß die Modellordnung zu hoch gewa¨hlt wurde.
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Der fu¨r den Regelalgorithmus auftretende Anwendungsfall besteht in der Identifikation der
Modellparameter anhand einer Datenbasis der Meßwerte von Modelleingangs- und Modell-
ausgangsgro¨ßen einiger vergangener Tage und der Vorhersage der Raumtemperatur fu¨r den
sich anschließenden Zeitraum von einigen Stunden nur anhand von Modelleingangsgro¨ßen.
Als Maß fu¨r die U¨bereinstimmung bei Verwendung von Vergleichsdaten außerhalb des Iden-
tifikationszeitraums wird die empirische Reststreuung (Kovarianz)
s2y =
1
n− 1
n∑
i=1
(y(i)− yˆ(i))2 (3.28)
genutzt. Die Gro¨ße yˆ(i) stellt eine Mehrschrittvorhersage (im Gegensatz zur Einschrittvor-
hersage yˆ(i|i− 1, θ)) dar, da nur Eingangsgro¨ßen in das ARX-Modell eingehen. Die Gro¨ßen
y(i − 1) . . . y(i − na) sind nicht, wie bei der Einschrittvorhersage, gemessen, sondern aus
Eingangsgro¨ßen berechnet.
3.5.1.2 Modellbewertung anhand von Daten außerhalb des Identifikationszeit-
raums
Abbildung 3.9 zeigt die berechneten Kovarianzen des auf den Identifikationszeitraum folgen-
den Tages in Abha¨ngigkeit der La¨nge der Datenbasis (jeweils beginnend am 16.11.1999) fu¨r
verschiedene Modellordnungen. Obwohl jeweils ein anderer Tag vorhergesagt wird, zeigt sich
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Abb. 3.9. Kovarianzen des auf den Identifikationszeitraum folgenden Tages in Abha¨ngigkeit von der La¨nge
der Datenbasis (jeweils beginnend am 16.11.1999) fu¨r verschiedene Modellordnungen
eine deutliche Tendenz. Bei kleiner Datenbasis ist der Vorhersagefehler erwartungsgema¨ß
hoch, da in den verwendeten Daten noch zuwenig Information enthalten ist, um die Verha¨lt-
nisse am Vorhersagetag wiederzugeben. Anders ausgedru¨ckt, die Modelleingangsgro¨ßen ha-
ben noch nicht eine auch den Vorhersagetag umfassende Variationsbreite durchlaufen. Mit
gro¨ßerer Datenbasis steigt die Wahrscheinlichkeit, daß die fu¨r den Vorhersagetag beno¨tigte
Information bereits im Identifikationsintervall enthalten war. Je ho¨her die Modellordnung
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gewa¨hlt ist, umso mehr Parameter mu¨ssen identifiziert werden. Diese ”Feinjustierung” er-
fordert ebenfalls eine gro¨ßere Datenbasis.
Abbildung 3.10 zeigt einen Vergleich zwischen gemessener und vorhergesagter Raumtem-
peratur (Mehrschrittvorhersage) am 25.11.1999, mit einer Datenbasis fu¨r die Identifikation
von 864 Zeitschritten (16.11.-24.11.99). In Abbildung 3.11 sind die entsprechenden Abwei-
chungen zwischen gemessener und vorhergesagter Raumtemperatur fu¨r die verschiedenen
Modellordnungen dargestellt.
880 900 920 940 960
18
18.5
19
19.5
20
20.5
21
21.5
Zeitschritte
R
au
m
te
m
pe
ra
tu
r [°
C]
nm=1
nm=2
nm=3
nm=4
nm=5
gemessen
R
au
m
te
m
pe
ra
tu
r [°
C]
nm=1
nm=2
nm=3
nm=4
nm=5
geme sen
Abb. 3.10. Gemessene und simulierte Raumtem-
peratur fu¨r verschiedene Modellordnungen nm fu¨r
den auf den Identifikationszeitraum folgenden Tag
(25.11.1999)
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Abb. 3.11. Abweichungen der simulierten von der
gemessenen Raumtemperatur fu¨r verschiedene Mo-
dellordnungen nm fu¨r den auf den Identifikations-
zeitraum folgenden Tag (25.11.1999)
Ab einer Datenbasis von etwa 1100 Zeitschritten unterscheiden sich die Kovarianzen fu¨r die
verschiedenen Modellordnungen kaum noch. Es kann gefolgert werden, daß bei großer zur
Verfu¨gung stehender Datenbasis die Modellordnung fu¨r nm ≥ 2 keinen merklichen Einfluß
auf die Genauigkeit der Vorhersage der Modellausgangsgro¨ße hat. Andererseits ist bei einer
kleinen Datenbasis ein Modell geringer Ordnung besser geeignet, da es dort genauere Ergeb-
nisse liefert. Dies bedeutet, daß ein Modell geringer Ordnung zum einen mit weniger Daten
identifiziert, zum anderen gegenu¨ber zeitlichen A¨nderungen des dynamischen Geba¨udever-
haltens flexibler ist.
3.5.1.3 Modellbewertung anhand von Daten innerhalb des Identifikationszeit-
raums
Abbildung 3.12 zeigt einen Vergleich zwischen gemessener und berechneter Ausgangsgro¨ße
fu¨r den Identifikationszeitraum 16.11.-29.11.1999.
Einen Vergleich der Verlustfunktionen bzw. der abgeleiteten Gro¨ße FPE fu¨r verschiedene
Modellordnungen (Abbildung 3.14) zeigt, daß beim U¨bergang vom Modell 1. zum Modell
2. Ordnung noch eine deutliche Verbesserung der Modellgu¨te erreicht wird. Eine weitere
Erho¨hung der Modellordnung fu¨hrt kaum noch zu Verbesserungen.
Die Pol-Nullstellenverteilungen fu¨r die Modelle 1. bis 5. Ordnungen zeigen, daß alle Modelle
stabil sind, da die Pole innerhalb des Einheitskreises der z-Ebene liegen. Fu¨r das gewa¨hlte
Modell 2. Ordnung ergeben sich die in Tabelle 3.1 aufgelisteten Werte. Ab einem Modell
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Abb. 3.12. Gemessene (- - -) und simulierte (—)
Raumtemperatur mit Mehrschrittvorhersage fu¨r den
Identifikationszeitraum (16.11.-29.11.1999)
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Abb. 3.13. Residuen berechnet durch Einschritt-
vorhersage (rechts) fu¨r den Identifikationszeitraum
(16.11.-29.11.1999)
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Abb. 3.14. Final Prediction Error als Funktion der Anzahl zu identifizierender Parameter. Die Anzahl der
Parameter ist fu¨r das gewa¨hlte Differenzengleichungsmodell das Vierfache der Modellordnung.
Tabelle 3.1. Pol-Nullstellenverteilung fu¨r das ARX-Modell 2. Ordnung mit einem Verzo¨gerungszeitschritt
ermittelt fu¨r den Identifikationszeitraum (16.11.-29.11.1999)
Pol/ Nullstelle Lage z = Standardabweichung
Pol q1 0.9731 0.0042
Pol q2 0.3714 0.0212
Nullstelle p11 von u1 -0.1397 2.9497
Nullstelle p12 von u2 0.8582 0.0348
Nullstelle p13 von u3 0.8973 0.0086
3. Ordnung treten nahe beieinanderliegende Pole und Nullstellen auf. Abbildung 3.15 zeigt
beispielhaft die Lage von Polen und Nullstellen fu¨r ein Modell 3. Ordnung sowie deren
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Standardabweichungen. Deutlich ist fu¨r die Eingangsgro¨ßen u2 (solare Einstrahlung) und u3
(Vorlauftemperatur) eine U¨berlagerung zu erkennen. Dies zeigt an, daß fu¨r die genannten
Eingangsgro¨ßen die Modellordnung 3 zu hoch gewa¨hlt ist.
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Abb. 3.15. Pol-Nullstellenverteilung fu¨r ein Modell 3.Ordnung, die Abszisse bildet die reale Achse, die
Ordinate die imagina¨re Achse der komplexen Ebene
Die Antworten fu¨r einen Einheitssprung jeweils einer der drei Modelleingangsgro¨ßen berech-
net aus den identifizierten Parametern der ARX-Modelle fu¨r verschiedene Modellordnun-
gen nm sind in den Abbildungen 3.16, 3.18 sowie 3.20 gezeigt. Rechts davon sind die Start-
bereiche der Sprungantworten jeweils vergro¨ßert dargestellt (Identifikationsperiode 16.11.-
24.11.99).
Eine grafische Analyse der Sprungantworten nach [69] zeigt, daß eine Zeitkonstante im Sys-
tem dominierend ist. Dafu¨r spricht, daß der Startbereich der Sprungantworten nicht das
typische Verhalten fu¨r Verzo¨gerungsglieder ho¨herer Ordnung zeigt. Insbesondere bei Mo-
dellen ho¨herer Ordnung zeigen die Sprungantworten im Startbereich sogar zum Teil phy-
sikalisch falsches Verhalten, welches durch die Identifikationsfehler der Parameter ho¨herer
Ordnung verursacht wird. Eine Auflistung der ermittelten dominierenden Zeitkonstante und
des statischen U¨bertragungsfaktors findet sich in Tabelle 3.2.
Die dominierenden Zeitkonstanten unterscheiden sich bei allen drei Eingangsgro¨ßen kaum.
Fu¨r das gewa¨hlte Modell 2. Ordnung ergibt sich eine dominierende Zeitkonstante von 45 Zeit-
schritten, das entspricht 11 Stunden. Zu beachten ist, daß die hier ermittelte Zeitkonstante
fu¨r den Referenzraum, in dem die Raumtemperatur gemessen wurde, gilt. Die statischen
U¨bertragungsfaktoren fu¨r das Modell 2. Ordnung betragen 0.14 K fu¨r einen Sprung der
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Abb. 3.16. Sprungantworten, Einheitssprung Au-
ßentemperatur
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Abb. 3.17. Startbereich der Sprungantworten fu¨r
die Außentemperatur
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Abb. 3.18. Sprungantworten, Einheitssprung solare
Einstrahlung
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Abb. 3.19. Startbereich der Sprungantworten fu¨r
die solare Einstrahlung
Tabelle 3.2. Dominierende Zeitkonstanten T (in Zeitschritten) und statischer U¨bertragungsfaktor k (in
Kelvin) ermittelt aus Daten vom 16.11.-24.11.99 fu¨r verschiedene Modellordnungen nm, u1: Außentempe-
ratur, u2: solare Einstrahlung, u3: Vorlauftemperatur
nm k(u1) T (u1) k(u2) T (u2) k(u3) T (u3)
1 0.0802 14.7 0.0029 14.7 0.0801 14.7
2 0.1429 44.7 0.0040 44.7 0.1449 44.7
3 0.1504 49.8 0.0049 49.8 0.1511 49.8
4 0.1586 54.7 0.0049 54.7 0.1595 54.7
5 0.1597 58.4 0.0047 58.8 0.1594 58.7
Außen- und Vorlauftemperatur um 1 K, sowie 0.004 K fu¨r einen Sprung der solaren Ein-
strahlung um 1 W
m2
.
Zusammenfassend la¨ßt sich sagen, daß die Verbesserungen, die durch ein Modell ho¨her-
er Ordnung gegenu¨ber einem Modell 2. Ordnung erhalten werden, bei dem betrachteten
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Abb. 3.20. Sprungantworten, Einheitssprung Vor-
lauftemperatur
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Abb. 3.21. Startbereich der Sprungantworten fu¨r
die Vorlauftemperatur
System und den verwendeten Meßgro¨ßen marginal sind. Aus Gru¨nden des Speicher- und
Rechenzeitbedarfs ist die Wahl eines Modells geringer Ordnung wu¨nschenswert. Außerdem
kann ein Modell geringer Ordnung bereits nach ku¨rzerer Meßperiode fu¨r die vorausschau-
ende Regelung verwendet werden. Fu¨r andere Geba¨ude und bei Vorhandensein weiterer
Meßgro¨ßen kann ein Modell ho¨herer Ordnung jedoch durchaus vorteilhaft sein.
3.5.2 Test der Identifikationsmethode
Bei der Wahl der Identifikationsmethode wurde davon ausgegangen, daß sich die dyna-
mischen Eigenschaften eines Geba¨udes zeitlich a¨ndern ko¨nnen, z.B. durch einen saisonal
vera¨nderlichen Feuchtegehalt in Bauteilen. Daraus ergibt sich die Forderung, daß der Iden-
tifikationsprozeß in Absta¨nden wiederholt werden muß. Dafu¨r bietet sich eine rekursive
Identifikationsmethode an, die das Wissen der vorangegangenen Identifikation beibeha¨lt und
nur um die neu hinzu gekommenen Informationen erga¨nzt. Die in Abschnitt A.4.2 erla¨uterte
Methode der kleinsten Quadrate mit Vergessensfaktor ist fu¨r den hier beschriebenen Anwen-
dungsfall besonders geeignet, da a¨ltere Meßwerte exponentiell abfallend gewichtet werden.
Abbildung 3.22 zeigt den Verlauf der Wichtungsfaktoren fu¨r verschiedene Vergessensfakto-
ren (siehe auch Gleichung A.24). Bei kleinen Vergessensfaktoren nimmt die Wichtung schnell
ab, d.h. ein ku¨rzeres Zeitintervall findet in der Identifikation maßgeblich Beru¨cksichtigung.
Je gro¨ßer der Vergessensfaktor gewa¨hlt wird, um so la¨nger ist das vergangene Zeitinter-
vall, dessen Meßdaten beru¨cksichtigt werden, d.h. um so gro¨ßer ist die Datenbasis fu¨r die
Identifikation.
Die empirische Reststreuung (Kovarianz) fu¨r den auf das Identifikationsintervall folgenden
Tag in Abha¨ngigkeit der Identifikationsperiode fu¨r verschiedene Vergessensfaktoren λ zeigt
Abbildung 3.23. Zuna¨chst nehmen die Kovarianzen mit zunehmendem Identifikationsinter-
vall ab, wobei sich keine eindeutige Abha¨ngigkeit vom Vergessensfaktor zeigt. Ein deutlicher
Anstieg der Kovarianzen ist fu¨r ein Identifikationsintervall von 864 Zeitschritten zu beob-
achten. Der auf das Intervall folgende Tag (25.11.1999) war ein Tag mit hoher Einstrahlung
nach einer Folge von tru¨ben Tagen. In Abbildung 3.24 ist der Verlauf von gemessener und
vorhergesagter Ausgangsgro¨ße am 25.11.99 fu¨r die Identifikationsperiode 16.11.-24.11.99 und
verschiedene Vergessensfaktoren dargestellt. Es wird deutlich, daß sich die Vorhersage der
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Abb. 3.22. Verlauf der Wichtungsfaktoren in
Abha¨ngigkeit der zuru¨ckliegenden Zeitschritte von je
15 min fu¨r verschiedene Vergessensfaktoren λ
0 200 400 600 800 1000 1200 1400
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
Datenbasis (Anzahl Zeitschritte)
Em
pi
ris
ch
e 
Re
st
st
re
uu
ng
λ=0.9
λ=0.96
λ=0.99
λ=0.995
λ=0.999
Abb. 3.23. Kovarianzen in Abha¨ngigkeit der La¨nge
des Identifikationsintervalls fu¨r den folgenden Tag fu¨r
verschiedene Vergessensfaktoren λ
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Abb. 3.24. Gemessene und vorhergesagte Ausgangsgro¨ße fu¨r verschiedene Vergessensfaktoren λ am 25.11.99
(Identifikationszeitraum 16.11.-24.11.99)
Wirkung der Einstrahlung auf die Raumtemperatur mit sinkendem Vergessensfaktor ver-
schlechtert. Je kleiner der Vergessensfaktor gewa¨hlt wurde, um so ku¨rzer ist die zuru¨ck-
liegende Periode, die maßgeblich in die Identifikation eingeht. Da die Einstrahlung an den
vorangegangenen Tagen gering war, also diese Eingangsgro¨ße ein schlechtes Signal/ Rausch-
verha¨ltnis aufwies, wird ihre Wirkung auf die Raumtemperatur allein aus diesen Tagen sehr
ungenau bestimmt. Im dargestellten Fall werden bei kleinen Vergessensfaktoren sogar phy-
sikalisch falsche Parameter identifiziert, wodurch bei einer Erho¨hung der Einstrahlung eine
Verringerung der Raumtemperatur vorhergesagt wird.
Bei großem Vergessensfaktor ist die Information aus vergangenen einstrahlungsreichen Ta-
gen noch in den Modellparametern enthalten. Entsprechend gut wird auch das dynamische
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Systemverhalten abgebildet, was sich in der geringen Kovarianz am 25.11.99 zeigt. Ab-
bildung 3.25 zeigt den zeitlichen Verlauf der identifizierten Parameter des ARX-Modells
2. Ordnung mit einem Verzo¨gerungszeitschritt im Verlauf der Identifikationsperiode 16.11.-
29.11.99.
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Abb. 3.25. Zeitlicher Verlauf der identifizierten Parameter des ARX-Modells 2. Ordnung mit einem
Verzo¨gerungszeitschritt im Verlauf der Identifikationsperiode 16.11.-29.11.99 fu¨r Vergessensfaktoren λ = 0.9
(linke Abbildung) und λ = 0.999 (rechte Abbildung)
Zu Beginn der Identifikationsperiode treten starke Schwankungen der Parameter auf. Bei
großem Vergessensfaktor klingen dies Schwankungen bereits nach kurzer Zeit ab und die
Parameter streben einem nahezu konstanten Wert zu. Bei kleinem Vergessensfaktor sind
u¨ber die gesamte Dauer des Identifikationszeitraums starke Schwankungen zu verzeichnen,
die eine gewisse Periodizita¨t von einem Tag (96 Zeitschritten) aufweisen. Dies resultiert
aus dem wechselnden Signal/ Rauschverha¨ltnis der Eingangsgro¨ßen im Tagesverlauf. Da bei
einem Vergessensfaktor von λ = 0.9 nur die Daten sehr weniger vergangener Zeitschritte
maßgeblich in die Parameterbestimmung eingehen, stehen abwechselnd Daten mit gutem
und schlechten Signal/ Rauschverha¨ltnis zur Verfu¨gung. Ist das mittlere Signal/ Rausch-
verha¨ltnis zudem noch niedrig (beispielsweise fu¨r die Eingangsgro¨ßen Außentemperatur und
Vorlauftemperatur in der U¨bergangszeit), so ist die Identifizierbarkeit der Parameter nicht
mehr gegeben. Bei großem Vergessensfaktor spielen die ta¨glichen Schwankungen des Signal/
Rauschverha¨ltnisses keine Rolle, da die Daten mehrerer Tage beru¨cksichtigt werden.
Die hier dargestellten Untersuchungen haben gezeigt, daß ein großer Vergessensfaktor fu¨r
die rekursive Parameteridentifikation verwendet werden muß. Fu¨r den Algorithmus wurde
daher ein Vergessensfaktor von λ = 0.999 gewa¨hlt.
3.5.3 Test verschiedener Kostenfunktionen
Wie in Abschnitt 3.3.1 ausgefu¨hrt, erha¨lt man die neue Stellgro¨ße aus der Abweichung zwi-
schen vorhergesagter Raumtemperatur und Sollwert multipliziert mit der Reglerversta¨rkung.
Die Reglerversta¨rkung wiederum wird durch Minimierung der Kostenfunktion erhalten. Zwei
verschiedene Kostenfunktionen wurden hinsichtlich ihrer Eignung untersucht: die in Glei-
chung 3.3 angegebene Kostenfunktion mit Wichtung der Soll-Istwert-Abweichung und der
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Stellgro¨ßena¨nderung und eine Kostenfunktion, die statt letzterer die Stellgro¨ße selbst einbe-
zieht. Eine Kostenfunktion mit Wichtung der Stellgro¨ße selbst ist insbesondere interessant
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Abb. 3.26. Simulierte Heizleistung und Raumtemperatur fu¨r verschiedene Wichtungen zwischen Abwei-
chung Soll-Istwert und der Ho¨he der Vorlauftemperatur in der Kostenfunktion. Der Raumtemperatursollwert
betra¨gt 20 ◦C tagsu¨ber und 18 ◦C nachts. Fu¨r den Komfortparameter cl = 9 gilt: R = 0 und Q = 1, d.h.
nur die Soll-Istwertabweichung wird bewertet. Fu¨r cl = 0 gilt R = 0.05 und Q = 1.
fu¨r eine Heizungsregelung, deren Ziel eine gleichzeitige Komforterho¨hung und Reduzierung
des Energieverbrauchs ist. Wie jedoch bereits in Abschnitt 3.1.2 dargelegt, ist eine solche
Kostenfunktion nicht immer praktikabel. Aus diesem Grund wurde untersucht, welche Ko-
stenfunktion fu¨r die hier vorgestellte Anwendung geeignet ist. Dazu wurde fu¨r die beiden
Kostenfunktionen je eine Version der Software erstellt. Mit Hilfe von Simulationstests wurde
das Regelverhalten berechnet und anschließend bewertet. Die Testumgebung fu¨r die Simula-
tionen ist im Abschnitt 4.1 beschrieben. Fu¨r den Vergleich der Kostenfunktionen wurden die
Wichtungsparameter R und Q fest vorgegeben (siehe Bildunterschriften), um vergleichbare
Komfortverha¨ltnisse in Abha¨ngigkeit des Komfortparameters cl zu schaffen.
Abbildung 3.26 zeigt das in der Simulation ermittelte Verhalten der Regelung mit einer
Kostenfunktion, die die Abweichung zwischen Soll- und Istwert und die Stellgro¨ße selbst
(Vorlauftemperatur) wichtet. Deutlich ist eine bleibende Regelabweichung mit zunehmender
Wichtung der Stellgro¨ße erkennbar. Weiterhin fu¨hrt eine geringe Wichtung der Stellgro¨ße zu
unerwu¨nschten Schwingungen der Heizleistung. Aus diesem Grund wurde die Kostenfunk-
tion mit Wichtung der Stellgro¨ßena¨nderung fu¨r die weiteren Tests verwendet.
Die so erhaltenen simulierten Raumtemperaturen und Heizleistungen sind in Abbildung 3.27
fu¨r die gleiche Simulationsperiode wie in Abbildung 3.26 dargestellt. Hinsichtlich der Regel-
abweichung und der Stabilita¨t der Heizleistung ist hier ein deutlich verbessertes Verhalten
festzustellen. Sowohl die Maximalwerte der Heizleistung als auch die verbrauchte Heizener-
gie sind beim Modus ,,maximales Energiesparen” gegenu¨ber dem Komfortmodus deutlich
reduziert. Dafu¨r wird der Sollwert der Raumtemperatur wesentlich langsamer angefahren.
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Abb. 3.27. Simulierte Heizleistung und Raumtemperatur fu¨r verschiedene Wichtungen zwischen Abwei-
chung Soll-Istwert und der A¨nderung der Vorlauftemperatur in der Kostenfunktion. Der Raumtemperatur-
sollwert betra¨gt 20 ◦C tagsu¨ber und 18 ◦C nachts. Fu¨r den Komfortparameter cl = 9 gilt R = 0, Q = 1 und
fu¨r cl = 0 gilt R = 1, Q = 1
Dies erlaubt auch einen Beitrag der passiv solaren Gewinne zur Raumtemperaturerho¨hung
mit reduzierter U¨berhitzungsgefahr.
Dieses Kapitel diente der Erla¨uterung der theoretischen Basis des Regelungsalgorithmus
und seiner Einbindung in die Simulations- oder Meßtechnikumgebung. Untersuchungen zur
Konfiguration wurden zur Optimierung und zur Auswahl von im weiteren konstanten Pa-
rametern der Regelung (Modellordnung, Vergessensfaktor, Kostenfunktion) genutzt. Die
folgenden beiden Kapitel stellen Ergebnisse von theoretischen und experimentellen Unter-
suchungen der Funktion dieses optimierten Algorithmus dar.
Kapitel 4
Dynamische Simulationstests
Die entwickelte vorausschauende selbstadaptierende Heizungsregelung wurde ausfu¨hrlich
mit Hilfe von Simulationen untersucht. In diesem Kapitel werden die Ergebnisse der Si-
mulationsexperimente vorgestellt. Die Untersuchungen sind in drei Abschnitte gegliedert:
• Wirkung von Einflußgro¨ßen der Regelung
• Vergleich mit konventioneller Heizungsregelung
• Variation von Geba¨udeparametern.
Ziel der Untersuchungen ist, die Auswirkung verschiedener Parameter des Algorithmus zur
vorausschauenden selbstadaptierenden Heizungsregelung (im weiteren auch mit ,,vsHR” ab-
geku¨rzt) zu testen und den Einfluß einzelner Elemente der Regelung auf das Gesamtergeb-
nis zu ermitteln. Der Vergleich mit einer simulierten außentemperaturgefu¨hrten Regelung
und Heizko¨rperthermostatventilen (im weiteren auch als konventionelle Heizungsregelung-
,,kHR” bezeichnet) dient dazu, die Eigenschaften der neuen Regelung hinsichtlich Energie-
einsparung und thermischem Komfort quantitativ zu bewerten. Eine Sensitivita¨tsanalyse
dient zur Abscha¨tzung des Einflusses ungemessener Sto¨rungen, die beim realen Betrieb
auftreten ko¨nnen. Die Variation von Geba¨udeparametern hat den Nachweis der Funkti-
onsfa¨higkeit der Regelung ohne aufwendige Anpassungen auch in anderen Geba¨uden zum
Ziel. Vor der Darstellung der Ergebnisse werden daher die fu¨r die Simulationen maßgeblichen
Randbedingungen erla¨utert.
4.1 Randbedingungen der Simulationstests
Die Simulationsumgebung dient dazu, dem Algorithmus ein ,,ku¨nstliches” Geba¨ude mit
Heizsystem zur Verfu¨gung zu stellen. Als Simulationsprogramm dient TRNSYS, welches
mit der Programmierumgebung MATLAB gekoppelt wird (siehe Abbildung 4.1). TRNSYS
ist ein dynamisches Simulationsprogramm mit modularer Struktur. Es findet vor allem bei
der Simulation solarthermischer und photovoltaischer Systeme Anwendung. Hier ist vor
allem die Simulation von Wa¨rmetransportvorga¨ngen in einem Geba¨ude von Interesse.
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Abb. 4.1. Kopplung der Geba¨udesimulation unter TRNSYS mit der Reglersoftware unter MATLAB
Die Simulationsumgebung besteht aus drei wesentlichen Teilen:
1. einem detaillierten Geba¨udemodell,
2. einem Verknu¨pfungsmodul der Simulationskomponenten,
3. dem Regelalgorithmus zur Berechnung der Sollvorlauftemperatur bzw. Heizgro¨ße in
MATLAB.
Der Algorithmus zur Heizungsregelung wurde bereits in Kapitel 3 beschrieben.
4.1.1 Das Geba¨udemodell
Fu¨r die Tests des Algorithmus wurde ein Modell des Referenzhauses des Instituts fu¨r So-
larenergieforschung in Emmerthal erstellt. Eine Skizze des Aufbaus des Geba¨udes findet
sich in Abbildung B.1 und B.2 im Anhang B.1. In Abschnitt B.2.2 des Anhangs ist das
Basisgeba¨udemodell detailliert beschrieben. Das detaillierte Geba¨udemodell ist ein Mo-
dell mit verteilten Parametern. Es entha¨lt Informationen u¨ber die thermische Zonierung,
Wandfla¨chen und -aufbau, Fensterfla¨chen und -ausrichtung sowie u¨ber interne Gewinne und
Luftwechselraten bei natu¨rlicher Lu¨ftung. Außerdem ko¨nnen regelbare Haustechniksysteme
(Heizungs-, Lu¨ftungs- und Klimaanlage) implementiert werden.
Fu¨r die Simulation wurde eine vertikale Unterteilung des Geba¨udes in 3 thermische Zonen
(vgl. Abbildung B.3 auf Seite 183) vorgenommen. Die im realen Fall vorhandene vertika-
le Zonierung zwischen Ober- und Untergeschoß wurde vernachla¨ssigt. Ziel der Simulationen
war nicht eine mo¨glichst genaue theoretische Abbildung der Meßergebnisse im Geba¨ude, son-
dern ein relativer Vergleich verschiedener Regelalgorithmen (Parametervariation des voraus-
schauenden selbstadaptierenden Algorithmus und einer herko¨mmlichen Heizungsregelung)
unter realita¨tsnahen Verha¨ltnissen. Da das prinzipielle dynamische Verhalten des Geba¨udes
jedoch gut abgebildet wurde, sind Vergleiche zwischen verschiedenen Simulationen mo¨glich
und ihre Ergebnisse u¨bertragbar. Damit bieten die Simulationstests einen großen Vorteil
gegenu¨ber experimentellen Untersuchungen, bei denen eine Vielzahl von nicht steuerbaren
Einflu¨ssen zusa¨tzlich auf das Geba¨ude wirkt.
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Als Referenzzone wurde die su¨dliche Geba¨udezone entsprechend den in Abschnitt 3.4.2 auf-
gestellten Forderungen gewa¨hlt. Nur fu¨r diese Zone wird die Heizung durch die in MATLAB
berechnete Sollvorlauftemperatur geregelt. Die anderen beiden thermischen Zonen des Ge-
ba¨udemodells werden entsprechend eines TRNSYS-internen Modus beheizt. Hierbei berech-
net das Simulationsprogramm zu jedem Zeitschritt die notwendige Heizleistung, um die
Sollraumtemperatur zu erhalten, und fu¨hrt diese unmittelbar zu. Dies entspricht einer ideal
flinken Heizungsregelung, bei der keine Tra¨gheit des Heizsystems wirkt. Die Raumtempe-
ratursollwerte werden hier jedoch extern aus der MATLAB-Umgebung vorgegeben, so daß
eine Sollwerta¨nderung in allen beheizten Zonen gleichzeitig wirkt. Da die TRNSYS-interne
Regelung dann mit dem gleichen Sollwert wie die Heizungsregelung der su¨dlichen Geba¨ude-
zone arbeitet, treten somit keine großen Temperaturdifferenzen und damit Wa¨rmestro¨me
zwischen den beheizten Zonen auf. Die Heizleistung fu¨r die Referenzzone wird mit Hilfe von
Gleichung 2.2 in TRNSYS berechnet und als Gewinn an die Su¨dzone u¨bertragen. Dabei
erfolgt eine Unterscheidung in konvektive und radiative Wa¨rmeabgabe.
Tabelle 4.1 listet wichtige Gro¨ßen auf, die fu¨r die Simulationen als konstant vorgegeben
waren. Zum Test des Verhaltens der entwickelten vsHR auch in anderen Geba¨uden wurde
Tabelle 4.1. Konstante Vorgaben bei der Geba¨udesimulation mit dem Basismodell
Parameter Wert Einheit
Dichte der Luft 1.204 [ kg
m3
]
Luftfeuchte 50 %
Luftwechsel durch Infiltration 0.24 [ 1
h
]
solarer Absorptionsgrad der Wa¨nde 0.6 [-]
spezifische Wa¨rmekapazita¨t der Luft 1.012 [ kJ
kgK
]
Wa¨rmeu¨bergangskoeffizient außen 17.8 [ W
m2K
]
Wa¨rmeu¨bergangskoeffizient innen 3.1 [ W
m2K
]
das Basismodell hinsichtlich Da¨mmstandard und Bauweise modifiziert. Eine Beschreibung
der Modifikationen befindet sich in Anhang B.2.3.
4.1.2 Die TRNSYS Beschreibungsdatei
Die TRNSYS-Beschreibungsdatei dient zur Kopplung aller Simulationskomponenten und
zur Steuerung des Simulationsprozesses. Abbildung 4.2 zeigt die verwendeten Komponen-
ten und ihre Verschaltung. Als Zeitschritt der Simulation wurden 15 Minuten gewa¨hlt,
da dies dem festgelegten Zeitschritt fu¨r den Aufruf des Regelalgorithmus entspricht. Das
sogenannte TRNSYS-Deck besteht aus mindestens 7 Komponenten (Types) sowie einigen
Gleichungen. Wa¨hrend der Berechnung wird jede Komponente zu jedem Zeitschritt aufgeru-
fen. Beim Aufruf der Komponente werden ihr Eingangsgro¨ßen u¨bergeben, die Komponente
fu¨hrt Berechnungen durch und u¨bergibt Ausgangswerte, die wiederum als Eingangsgro¨ßen
fu¨r andere Komponenten dienen. Im TRNSYS-Deck ist die Verknu¨pfung aller Komponenten,
Konstanten und allgemeiner Parameter definiert.
Der Datenleser liest Wetter- und andere Daten aus Dateien und stellt sie den anderen Kom-
ponenten zur Verfu¨gung. Fu¨r die Simulationen werden in Hannover gemessene Wetterdaten
aus dem Jahr 1995 verwendet. Die vom Datenleser bereitgestellten Meßwerte der horizon-
talen solaren Einstrahlung (global und diffus) werden an die beiden Strahlungsprozessoren
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Abb. 4.2. Blockdiagramm der TRNSYS-Beschreibungsdatei (Deck) zur Simulation eines Geba¨udes mit
verschiedenen Heizungsregelstrategien. Dargestellt sind die simulierten Komponenten (Types) sowie ihre
Verknu¨pfungen. Mit ,,eq” werden Verknu¨pfungen von Gro¨ßen mittels algebraischer Gleichungen bezeichnet.
u¨bergeben. Mit den Strahlungsprozessoren wird die horizontale Einstrahlung auf die Emp-
fangsfla¨chen des Geba¨udes umgerechnet. Als Diffusstrahlungsmodell dient das Hay-Davies-
Modell, wobei die Albedo konstant zu 0.2 angesetzt ist. Die berechneten Einstrahlungen auf
die Fla¨chen dienen als Eingangsgro¨ße fu¨r die Simulation des Geba¨udes. Zusa¨tzlich wird die
Einstrahlung auf die Su¨dfassade bei der Berechnung der Heizungsvorlauftemperatur durch
den Algorithmus zur vsHR (in MATLAB) beno¨tigt.
Der Algorithmus verwendet weiterhin die simulierte Raumtemperatur, die Außentemperatur
sowie die Vorlauftemperatur als Eingangsgro¨ßen. Die MATLAB-Schnittstelle ruft zu jedem
Zeitschritt den in der MATLAB-Umgebung laufenden Regelalgorithmus auf und u¨bergibt
die 4 Eingangsgro¨ßen1. Die softwaretechnische Umsetzung der Wertu¨bergabe ist in [55] be-
schrieben. Der Regelalgorithmus berechnet eine neue Sollvorlauftemperatur. Vernachla¨ssigt
wurde der Fehler, der beim praktischen Einsatz durch eine ungenaue Einstellung der Soll-
vorlauftemperatur am Mischerventil entsteht. Die Vorlauftemperatur ist gleich der Sollvor-
lauftemperatur, sofern die Kesselleistung dies zula¨ßt.
Die Vorlauftemperatur wird von der Heizko¨rperkomponente verwendet, um die Heizleistung
fu¨r die Zone und die Ru¨cklauftemperatur zu berechnen. Vereinfachend wurde angenom-
men, daß durch die Rohrleitungen vom Mischerventil zum Heizko¨rper im Referenzraum
keine Wa¨rmeverluste und Zeitverzo¨gerungen entstehen. Die Heizleistung ist Eingangsgro¨ße
fu¨r die Referenzzone im Geba¨udemodell. Als weiteren Ausgangswert liefert die MATLAB-
Schnittstelle die Sollraumtemperatur, die Eingangsgro¨ße fu¨r die Geba¨udesimulation mit der
TRNSYS-internen Heizung fu¨r alle Zonen außer der Referenzzone ist.
1Im experimentellen Fall werden die 4 Gro¨ßen von der Sensorik gemessen.
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4.1.3 Simulation des Heizko¨rpers
Die von der MATLAB-Schnittstelle als Ausgangsgro¨ße gelieferte Sollvorlauftemperatur wird
in einer Gleichung hinsichtlich der maximalen Kesselleistung korrigiert.
Q˙K = min(Q˙K,max, max(0, m˙wcp,w · (ϑV L − ϑRL))
ϑV L = ϑRL +
Q˙K
m˙wcp,w
Dabei betra¨gt der Massenstrom durch den Heizko¨rper im Standardfall 250 kg h−1. Die so
erhaltene Vorlauftemperatur dient unter Vernachla¨ssigung der Rohrleitungsverluste als Ein-
gangsgro¨ße fu¨r die Heizko¨rperkomponente. Darin wird die Heizleistung und die Ru¨cklauf-
temperatur berechnet. Die Ru¨cklauftemperatur ergibt sich durch Umstellen der Bilanz-
gleichung 2.23. Die Wa¨rmeleistung des Heizko¨rpers Q˙HK berechnet sich entsprechend Glei-
chung 2.25, wobei die logarithmische U¨bertemperatur verwendet wird. Die Normheizleistung
wurde aus einer Wa¨rmebedarfsrechnung gema¨ß DIN 4701 [23] ermittelt.
Die von der Heizko¨rperkomponente berechnete Heizleistung wird in einem weiteren Glei-
chungsblock in den konvektiven und Strahlungsanteil aufgespalten (abha¨ngig von der Art
des Heizko¨rpers). Fu¨r den im Referenzraum installierten Plattenheizko¨rper mit 2 Platten
und einem Konvektionsblech wurde aus [68] ein Strahlungsanteil von 0.28 entnommen.
4.2 Der Referenzfall
4.2.1 Simulation der konventionellen Heizungsregelung
Als konventionelle Heizungsregelung wird hier die in sehr vielen Geba¨uden realisierte außen-
temperaturgefu¨hrte Vorlauftemperatursteuerung in Zusammenwirken mit Heizko¨rperther-
mostatventilen zur Raumtemperaturregelung bezeichnet. Dabei ist die Vorlauftemperatur
eine lineare Funktion der Außentemperatur, deren Parameter zeitabha¨ngig variieren. Fu¨r die
Simulationen wurde die auch im experimentellen Fall im Geba¨ude verwendete Heizkennlinie
eingesetzt:
ϑV L = st · ϑa + bw . (4.1)
Dabei bezeichnet bw den sogenannten Basiswert und st den Anstieg der Heizkennlinie. Fu¨r
die verschiedenen simulierten Geba¨udetypen muß die Heizkurve an den Heizleistungsbedarf
angepaßt werden. Zum einen muß ausreichend Heizleistung zur Bereitstellung der entspre-
chenden Raumtemperaturen zur Verfu¨gung gestellt werden. Die bereitgestellte Heizleistung
soll jedoch den Bedarf auch nicht zu sehr u¨berschreiten, da sich anderenfalls die Regel-
barkeit der Heizleistung durch das Thermostatventil verschlechtert (Schwingungserschei-
nungen). Tabelle 4.2 listet die Parameter der Heizkurve fu¨r die verschiedenen simulierten
Geba¨udetypen (Altbau, Geba¨ude nach Wa¨rmeschutzverordnung von 1995, Niedrigenergie-
haus, Passivhaus) auf2. Bei der Simulation wird die Heizko¨rpereintrittstemperatur gleich
2Von Feist stammt die Definition eines Passivhauses: ,,Ein Passivhaus ist ein Geba¨ude, in welchem
der Heizwa¨rmebedarf so gering ist, daß ohne Komfortverlust auf ein separates Heizsystem verzichtet wer-
den kann; dies ist in Deutschland bei einem Jahresheizwa¨rmebedarf unter 15 kWh/(m2a) bezogen auf die
Wohnfla¨che der Fall.” [36] Somit ist die Verwendung eines Pumpenwarmwasserheizsystems im Geba¨udemo-
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Tabelle 4.2. Angenommene Parameter der Heizkurve der konventionellen Heizungsregelung fu¨r die Simu-
lation mit verschiedenen Geba¨udetypen, Auslegungstemperatur ϑa = −14◦C
Geba¨udetyp bw [◦C]
tagsu¨ber
st ϑV L,N / ϑRL,N
Passivhaus 36 -0.6 45 / 30
Niedrigenergiehaus 55 -1 70 / 50
Geba¨ude nach WSV ’95 55 -1 70 / 50
Altbau 60 -1.33 80 / 60
der Vorlauftemperatur angenommen. Als untere Grenze fu¨r die Vorlauftemperatur wurde
jeweils 20 ◦C angesetzt.
Die Funktion des Ventils wird u¨ber eine Korrektur des Massenstroms berechnet (siehe Ab-
bildung 4.3). Dabei wird angenommen, daß bei vollsta¨ndig geschlossenem Ventil fu¨r den
betreffenden Heizko¨rper der Massenstrom gleich null und bei vollsta¨ndig geo¨ffnetem Ventil
der Massenstrom nicht beeinflußt wird. Zwischen O¨ffnungs- und Schließpunkt wird ein linea-
rer Verlauf des Massenstroms in Abha¨ngigkeit von der Raumtemperatur angenommen. Der
Schließpunkt der Schließkennlinie liegt 1.0 K u¨ber der Sollraumtemperatur, der O¨ffnungs-
punkt 1.0 K darunter. O¨ffnungskennlinie und Schließkennlinie sind zur Realisierung einer
Schalthysterese um 1 K versetzt (vgl. DIN 3841 [21]). Der Schließpunkt verschiebt sich
in Abha¨ngigkeit vom Raumtemperatursollwert. Bei ho¨heren Sollwerten muß ein ho¨herer
Schließpunkt zur Kompensation der gro¨ßeren Verluste gewa¨hlt werden, um eine entspre-
chende Heizleistung zur Verfu¨gung zu stellen. Weiterhin wurde eine Unterscheidung in rein
-1 K +1 K
ϑRSϑRS
-2 K
ϑRS
~
}
6
-
O¨ffnungs-
kennlinie
Schließkennlinie
ϑRϑRS
m˙W,min
m˙W,max
m˙W
Abb. 4.3. Korrektur des Massenstroms zur Simulation eines Heizko¨rperthermostatventils
mechanische und in elektronische Thermostatventile vorgenommen. Elektronische Thermo-
statventile bieten direkt am Bedienfeld die Mo¨glichkeit, eine Tag-Nacht-Unterscheidung des
Raumtemperatursollwertes vorzunehmen. Dadurch verschieben sich die Ventilkennlinien und
es wird auch wa¨hrend der Nacht die Raumtemperatur geregelt. Ein rein mechanisches Ther-
mostatventil, welches nicht von Hand verstellt wird, o¨ffnet nachts bei Absinken der Raum-
dell hier nur als theoretischer Grenzfall zum Test des Algorithmus zu betrachten. Ein Lu¨ftungssystem mit
Wa¨rmeru¨ckgewinnung wurde fu¨r das Modell ebenfalls nicht vorgesehen, wodurch sich der Wa¨rmebedarf ent-
sprechend erho¨ht. Aus Gru¨nden der Einfachheit wird dennoch hier der Begriff des Passivhauses verwendet,
da der Baustandard ansonsten diesen Anforderungen entspricht.
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temperatur (aufgrund der durch die Heizkurve reduzierten Vorlauftemperatur). Dadurch
wird vergleichsweise mehr Wa¨rme in den Raum abgegeben. Die Unterscheidung zwischen
den Ventilarten wurde in der Simulation mit Hilfe des Raumtemperatursollwertes, der zur
Berechnung der Ventilkennlinien dient, vorgenommen.
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Abb. 4.4. Simuliertes Regelverhalten der konventio-
nellen Heizungsregelung fu¨r verschiedene Sollraum-
temperaturen TRS (elektronisches Thermostatven-
til) und jeweils einer Differenz zwischen Tag- und
Nachtsollwert von 2 K, ϑa = konst = −12 ◦C,
Gsv = 0
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Abb. 4.5. Simuliertes Regelverhalten der konventio-
nellen Heizungsregelung fu¨r verschiedene Sollraum-
temperaturen bei Verwendung eines Thermostatven-
tils mit konstanter Sollwertvorgabe TRS (mechani-
sches Thermostatventil), ϑa = konst = −12 ◦C,
Gsv = 0
Abbildung 4.4 zeigt das Regelverhalten der konventionellen Heizungsregelung fu¨r verschie-
dene Sollraumtemperaturen (elektronisches Thermostatventil) und jeweils einer Differenz
zwischen Tag- und Nachtsollwert von 2 K. Abbildung 4.5 zeigt das Regelverhalten der
konventionellen Heizungsregelung fu¨r verschiedene Sollraumtemperaturen bei Verwendung
eines Thermostatventils mit konstanter Sollwertvorgabe. Ein Vergleich der Temperatur-
verla¨ufe bei verschiedener Tag-Nacht-Spreizung zeigt, daß das Fu¨hrungsverhalten tagsu¨ber
auch vom Nachtsollwert abha¨ngt, da die verfu¨gbare Heizleistung zum Wiederaufheizen der
thermischen Geba¨udemasse am Morgen begrenzt ist. Die A¨nderung der Heizleistung bei
verschiedenen Raumtemperaturen ergibt sich aus dem Da¨mmstandard des Geba¨udes.
Die Abbildungen 4.6 und 4.7 zeigen das Regelverhalten mit einem elektronischen Thermo-
statventil bei variablen Sto¨rgro¨ßen Außentemperatur und Einstrahlung fu¨r einen ausgewa¨hl-
ten Zeitraum im Januar. Die entsprechenden Darstellungen fu¨r ein mechanisches Thermo-
statventil finden sich in Abbildung 4.8 und 4.9. Bei geringer Einstrahlung wird mit beiden
Arten von Thermostatventilen gut auf den Sollwert ausgeregelt. Hohe Einstrahlungen fu¨hren
zu U¨berhitzungen, da die Heizleistung nicht rechtzeitig und ausreichend reduziert werden
kann. Vereinzelt treten Schwingungen in der Heizleistung auf. Diese sind auf den Wechsel
zwischen O¨ffnungs- und Schließkurve im Thermostatventil zuru¨ckzufu¨hren.
Ein weiterer Vergleich wurde zwischen einer Raumtemperaturregelung mittels Thermostat-
ventil und einem PID-Algorithmus vorgenommen (Abbildungen 4.10 und 4.11). Der PID-
Algorithmus erweist sich hinsichlich der Vermeidung von U¨berhitzungen als etwas gu¨nstiger,
da die Heizleistung besser reduziert werden kann als bei reinem P-Verhalten. Bei einem va-
riablen Sollwert wird vom PID-Algorithmus fu¨r den morgendlichen Aufheizvorgang eine
ho¨here Leistungsspitze verlangt.
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Abb. 4.6. Simuliertes Regelverhalten der konventio-
nellen Heizungsregelung fu¨r verschiedene Sollraum-
temperaturen TRS bei Verwendung eines Thermo-
statventils mit variabler Sollwertvorgabe, Wetterda-
ten Hannover 1995
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Abb. 4.7. Simulierte Heizleistung der konventionel-
len Heizungsregelung fu¨r verschiedene Sollraumtem-
peraturen TRS bei Verwendung eines Thermostat-
ventils mit variabler Sollwertvorgabe, Wetterdaten
Hannover 1995
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Abb. 4.8. Simuliertes Regelverhalten der konventio-
nellen Heizungsregelung fu¨r verschiedene Sollraum-
temperaturen TRS bei Verwendung eines Thermo-
statventils mit konstanter Sollwertvorgabe, Wetter-
daten Hannover 1995
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Abb. 4.9. Simulierte Heizleistung der konventionel-
len Heizungsregelung fu¨r verschiedene Sollraumtem-
peraturen TRS bei Verwendung eines Thermostat-
ventils mit konstanter Sollwertvorgabe, Wetterdaten
Hannover 1995
Die in diesem Abschnitt erla¨uterte Simulationsumgebung wurde fu¨r die im weiteren erla¨uter-
ten Tests verwendet. Die beschriebene Referenzregelung dient zum Vergleich mit einem
herko¨mmlichen Verfahren. Im folgenden wird das Regelverhalten der vorausschauenden
selbstadaptierenden Heizungsregelung (vsHR) untersucht.
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Abb. 4.10. Simuliertes Regelverhalten der konven-
tionellen Heizungsregelung fu¨r Sollraumtemperatu-
ren ϑRS = 20
◦C, tagsu¨ber und ϑRS = 18
◦C
nachts bei Verwendung eines Thermostatventils mit
variabler Sollwertvorgabe (eThV) und einem PID-
Algorithmus, Wetterdaten Hannover 1995
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Abb. 4.11. Simuliertes Regelverhalten der konven-
tionellen Heizungsregelung fu¨r Sollraumtemperatu-
ren ϑRS = konst = 20
◦C bei Verwendung ei-
nes Thermostatventils mit konstanter Sollwertvorga-
be (mThV) und einem PID-Algorithmus, Wetterda-
ten Hannover 1995
4.3 Wirkung der Einflußgro¨ßen auf das Regelverhal-
ten
Die Untersuchungen dieses Abschnitts dienen dazu, die Wirkung verschiedener Einfluß-
gro¨ßen auf das Regelverhalten zu testen. Die Variation von verschiedenen Reglerparametern
in Abschnitt 4.3.1 hatte die Vorauswahl eines geeigneten Parametersatzes fu¨r alle weiteren
Tests zum Ziel. Die Parameter sollten dabei derart ausgewa¨hlt werden, daß eine genu¨gen-
de Robustheit aber auch Flexibilita¨t der Regelung gegenu¨ber a¨ußeren Sto¨rungen gegeben
ist. Sie sollten weiterhin eine U¨bertragbarkeit der Regelung auf andere Geba¨ude und Heiz-
systeme ohne nennenswerte Anpassungen bei gleicher Regelgu¨te ermo¨glichen. Der Einfluß
gemessener Sto¨rgro¨ßen wird in Abschnitt 4.3.2 und der Einfluß ungemessener Sto¨rgro¨ßen in
Abschnitt 4.3.3 untersucht.
4.3.1 Einfluß von Parametern der Regelung
Die Untersuchung der Regeleigenschaften, ohne das Einwirken von gemessenen und unge-
messenen Sto¨rgro¨ßen dient zuna¨chst dem Nachweis, daß der Regelalgorithmus in der Lage
ist, einem gewu¨nschten Sollwert zu folgen. Ferner la¨ßt sich die Auswirkung verschiedener
Parameter, die wa¨hrend des Regelvorgangs unvera¨nderlich sind, untersuchen und eine Vor-
einstellung vornehmen. Dabei muß in Betracht gezogen werden, daß ohne Sto¨rgro¨ßen keine
oder nur geringe Abha¨ngigkeiten von einem bestimmten Parameter auftreten ko¨nnen, mit
Sto¨rgro¨ßen aber die Abha¨ngigkeiten erheblich sein ko¨nnen.
Die im weiteren untersuchten Parameter sind der Komfortparameter cl, die Anzahl der
Sprungantwortkoeffizienten SAK, der Vorhersagehorizont P und der Regelhorizont M . Der
Komfortparameter cl ist vom Nutzer einstellbar und besagt, inwieweit er morgens Unter-
temperaturen (Komforteinbußen) zur besseren Nutzung erwarteter solarer Gewinne zulassen
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mo¨chte. cl kann Werte von 0..9 annehmen, wobei 9 bedeutet, daß keine Untertemperaturen
zugelassen werden. SAK ist die Anzahl der Zeitschritte, nach der die Sprungantworten, die
das dynamische Geba¨udeverhalten charakterisieren, abgeschnitten werden. Der Vorhersage-
horizont P und der Regelhorizont M in der Kostenfunktion bestimmt, fu¨r welche zuku¨nf-
tigen Zeitra¨ume eine Regelabweichung betrachtet wird bzw. welcher zuku¨nftige Zeitraum
fu¨r die Behebung dieser Regelabweichung zur Verfu¨gung steht. SAK, P und M ko¨nnen nur
wa¨hrend eines Inbetriebnahmeeingriffs eingestellt werden und sind wa¨hrend des Betriebs
unvera¨nderlich. Die mathematische Funktion der Parameter ist genauer in den Abschnit-
ten 3.1.2 bis 3.3 erla¨utert.
Abbildung 4.12 zeigt das Regelverhalten ohne Sto¨rgro¨ßen fu¨r verschiedene Kombinationen
von Regel- und Vorhersagehorizont. Zuna¨chst ist ein sehr gutes Ausregeln der vsHR auf den
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Abb. 4.12. Simuliertes Regelverhalten ohne
Sto¨rgro¨ßen, Variation von Vorhersagehorizont P
und Regelhorizont M , Komfortparameter cl = 0,
Anzahl der Sprungantwortkoeffizienten SAK = 100,
Sollwert 18/20
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Abb. 4.13. Simuliertes Regelverhalten ohne
Sto¨rgro¨ßen, Variation der Anzahl der Sprun-
gantwortkoeffizienten SAK, P = M = 20,
Komfortparameter cl = 0, Sollwert 18/20
Sollwert festzustellen. Insgesamt ist die Abha¨ngigkeit ohne das Einwirken von Sto¨rgro¨ßen
jedoch gering. Fu¨r unterschiedliche P und M ergeben sich Abweichungen jeweils vor einem
Sollwertsprung. Diese resultieren aus der Berechnung der Reglerversta¨rkung: Sollwertabwei-
chungen in naher Zukunft werden bei kleinem M sehr hoch, in ferner Zukunft sehr niedrig
oder sogar negativ gewichtet. Durch das große P wird trotzdem der ku¨nftige Sollwertsprung
vorhergesehen. Die Multiplikation der Sollwertabweichung mit der Regelversta¨rkung fu¨hrt
zu einer Verstellung der Vorlauftemperatur in der falschen Richtung. Dies la¨ßt sich vermei-
den, wenn M=P gewa¨hlt wird.
Die Simulation fu¨r verschiedene Werte M=P im Bereich von 5..20 ohne Sto¨rgro¨ßen ergab
keine merklichen Unterschiede. Im Abschnitt 4.3.2 wird auf die Abha¨ngigkeit des Regelver-
haltens von M=P unter dem Einfluß von Sto¨rgro¨ßen eingegangen.
Abbildung 4.13 zeigt das Regelverhalten ohne Sto¨rgro¨ßen fu¨r eine Variation der Anzahl der
Sprungantwortkoeffizienten SAK, die in die Vorhersage der Regelgro¨ße Raumtemperatur
einbezogen werden. Die Abweichungen im Rahmen der hier gezeigten Variationen sind wie-
derum klein. Aus einer Analyse der zugrundeliegenden Daten lassen sich jedoch Unterschiede
interpretieren. Fu¨r SAK = 20 resultiert ein Anheben bzw. Absenken der Heizleistung jeweils
20 Zeitschritte (5 Stunden) nach einem Anheben bzw. Absenken der Heizleistung aufgrund
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eines Sollwertsprunges. Durch das vorzeitige Abschneiden der Sprungantwort wird nicht rich-
tig vorhergesagt, daß sich die Raumtemperatur noch weiter erho¨ht bzw. verringert ha¨tte.
Der Algorithmus sagt folglich eine Unter- bzw. U¨berschreitung des Raumtemperatursollwer-
tes voraus und reagiert mit einer Erho¨hung bzw. Verringerung der Heizleistung. Das gleiche
Verhalten ist auch fu¨r SAK = 50 zu beobachten, entsprechend 50 Zeitschritte nach einem
Heizleistungssprung. Ab SAK = 100 ist die Sprungantwort weitestgehend erhalten und die
genannten Effekte treten nicht mehr auf. Da sich der Rechenaufwand mit der Anzahl der
Sprungantwortkoeffizienten stark erho¨ht, wurde ein SAK von 100 fu¨r den Regelalgorithmus
ausgewa¨hlt. Fu¨r sehr tra¨ge Systeme kann jedoch ein ho¨herer Wert sinnvoller sein.
Entsprechend Gleichung 3.27 werden die Wichtungsmatrizen in der Kostenfunktion mit
Hilfe der vorhergesagten Einstrahlung und des Komfortparameters berechnet. Wenn keine
Einstrahlung vorhergesagt wird, ergeben sich demzufolge keine Unterschiede bei Variation
des Komfortparameters. Im folgenden Abschnitt wird auf die Unterschiede im Regelverhal-
ten fu¨r verschiedene Komfortparameter sowie P und M bei Vorhandensein von Sto¨rgro¨ßen
eingegangen.
4.3.2 Regelverhalten unter Einfluß gemessener Sto¨rgro¨ßen
Die Abha¨ngigkeit des Regelverhaltens vom Komfortparameter soll hier anhand einer Periode
in der U¨bergangszeit erla¨utert werden (Abbildungen 4.14 und 4.15). Fu¨r einen Komfortpara-
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Abb. 4.14. Simuliertes Regelverhalten mit gemessenen Sto¨rgro¨ßen, Variation des Komfortparameters cl,
SAK = 100, P = M = 20, Raumtemperatursollwert=18/20 ◦C
meter von cl = 9 ist ein sehr exaktes Abfahren der Sollwertvorgabe festzustellen, sofern nicht
zu hohe Einstrahlungen vorliegen. Wenn morgens Einstrahlungsgewinne vorhergesagt wer-
den, so bleibt fu¨r cl < 9 die Heizleistung reduziert, um die Raumtemperaturerho¨hung durch
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Abb. 4.15. Verlauf der Heizleistung bei Simulation mit gemessenen Sto¨rgro¨ßen, Variation des Komfortpa-
rameters cl, SAK = 100, P = M = 20, Raumtemperatursollwert=18/20 ◦C
die solaren Gewinne zu ermo¨glichen. An den gezeigten drei aufeinanderfolgenden strahlungs-
reichen Tagen (10.3.-12.3.) wird so eine U¨berhitzung vermieden. Wird keine Reduktion der
Heizleistung zugelassen (cl = 9), so tritt in den Mittagstunden eine U¨berschreitung des
Raumtemperatursollwertes auf. Es zeigt sich aber auch die Problematik einer fehlerhaften
Wettervorhersage. Das relativ hohe Gewicht der Einstrahlungssumme des vergangenen Ta-
ges fu¨hrt bei aufeinanderfolgenden Tagen mit stark unterschiedlichen solaren Gewinnen zu
einer Fehlvorhersage. Diese wiederum fu¨hrt dazu, daß entweder der Raumtemperatursollwert
unno¨tig lange unterschritten oder die solaren Gewinne nicht in der mo¨glichen Ho¨he genutzt
werden. Der Einfluß der Wettervorhersage wird genauer in Abschnitt 4.4.5 untersucht. Die
Heizenergieeinsparungen bei Wahl eines kleineren Komfortparameters finden vor allem in
den Vormittagstunden statt. Nachmittags muß z.T. mehr Heizenergie zugefu¨hrt werden, um
die Sollraumtemperatur zu erreichen bzw. zu halten. Eine Analyse von Heizenergieverbrauch
und Komfort fu¨r verschiedene Komfortparameter findet sich in Abschnitt 4.4.2.
In Abschnitt 4.3.1 wurde bereits erla¨utert, daß die Verwendung unterschiedlicher Werte fu¨r
den Vorhersagehorizont P und den Regelhorizont M ungu¨nstig fu¨r das Regelverhalten ist.
Fu¨r gleiche Werte von P und M zeigten sich unabha¨ngig von deren Ho¨he keine Unterschiede
bei der Simulation ohne Sto¨rgro¨ßen. Abbildung 4.16 zeigt das Regelverhalten in Abha¨ngig-
keit von P = M bei Vorhandensein von Sto¨rgro¨ßen. Bei Vorhandensein von Sto¨rgro¨ßen zeigt
sich eine starke Abha¨ngigkeit von P = M . Die resultierenden Verla¨ufe sind das Ergebnis des
Zusammenspiels von Wichtungsmatrizen und La¨nge des Vektors, der die Regelversta¨rkung
fu¨r P zuku¨nftige Zeitschritte entha¨lt. Bei kleinem cl und vorhergesagten Einstrahlungs-
gewinnen ist die Regelversta¨rkung insgesamt relativ klein. Durch Multiplikation mit der
zuku¨nftigen Sollwertabweichung erha¨lt man eine ebenfalls kleine A¨nderung der Stellgro¨ße.
Diese wiederum ist umso gro¨ßer, je la¨nger der betrachtete zuku¨nftige Zeitraum, also P ist.
Dies fu¨hrt zu einem spa¨teren Anheben der Raumtemperatur fu¨r kleine P bzw. M . Werden
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Abb. 4.16. Simuliertes Regelverhalten mit gemessenen Sto¨rgro¨ßen, Variation von P = M , cl = 5, SAK =
100, Raumtemperatursollwert=18/20 ◦C
nur geringe Einstrahlungsgewinne vorhergesagt, so ist die sich ergebende Regelversta¨rkung
und die Reaktion auf Sollwertabweichungen insgesamt gro¨ßer. Die Wirkung des Vorhersage-
horizonts fu¨r diesen Fall ist deutlich an den simulierten Temperaturverla¨ufen in der Nacht
vom 14. zum 15.1. zu erkennen. Bei großem P wird der zuku¨nftige Sollwertsprung bereits
viel fru¨her in die Stellgro¨ße einbezogen und die Raumtemperatur erho¨ht.
Bei großem cl reduzieren sich die Unterschiede zwischen dem Regelverhalten bei verschie-
denen Vorhersage- und Regelhorizonten. Sowohl cl als auch P und M spielen offensichtlich
eine erhebliche Rolle fu¨r das Regelverhalten. Kleinere P bzw. M fu¨hren zu einer Reduktion
des Heizenergieverbrauchs, aber auch zu einer Verschlechterung des thermischen Komforts.
Der Vorhersage- und Regelhorizont muß so gewa¨hlt werden, daß Heizenergieverbrauch und
Komfort in einem sinnvollen Verha¨ltnis stehen. Weiterhin soll eine entsprechende Variations-
breite im Zulassen von Untertemperaturen zur besseren Nutzung solarer Gewinne durch den
Parameter cl gegeben ein. Die Wahl von P und M orientierte sich ferner an der Zielstellung,
die dynamische Wirkung der treibenden Kra¨fte auf die Regelgro¨ße mo¨glichst fru¨hzeitig zu
erfassen. Dies ist insbesondere bei sehr tra¨gen Heizsystemen fu¨r die Regelbarkeit von großer
Bedeutung. Daher wurde hier P = M = 20 fu¨r den Regelalgorithmus ausgewa¨hlt.
4.3.3 Regelverhalten unter Einfluß ungemessener Sto¨rgro¨ßen
Im realen Anwendungsfall wirken zusa¨tzlich zu den gemessenen auch nicht gemessene Sto¨r-
gro¨ßen auf das System. Die wichtigsten mo¨glichen Einflu¨sse werden in diesem Abschnitt
mit Hilfe der Simulation untersucht und bewertet, inwieweit der entwickelte Algorithmus
auch unter diesen nicht idealen Bedingungen funktionsfa¨hig bleibt. Die Sto¨rungen wurden
bewußt extrem gewa¨hlt, um die Grenzen des Algorithmus abzustecken. Außerdem treten
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im Realfall die hier jeweils getrennt untersuchten Sto¨rgro¨ßen gemeinsam auf, wodurch eine
Kompensation oder eine Versta¨rkung ihrer Wirkungen entstehen kann. Die Simulationen
wurden jeweils mit einem mittleren Komfortparameter cl = 5, einem Regel- und Vorhersa-
gehorizont M = P = 20 sowie einer Anzahl von Sprungantwortkoeffizienten SAK = 100
durchgefu¨hrt. Die Sollwerte der Raumtemperatur betragen ϑRS = 20
◦C, tagsu¨ber und
ϑRS = 18
◦C nachts.
4.3.3.1 Auswirkung von zusa¨tzlichen internen Gewinnen
In jedem realen Geba¨ude entstehen durch die Wa¨rmeabgabe von Personen sowie den Betrieb
elektrischer Gera¨te sogenannte interne Gewinne. Diese wirken als ungemessene Sto¨rgro¨ße auf
die Regelgro¨ße Raumtemperatur. Es war zu u¨berpru¨fen, wie die vsHR auf zusa¨tzliche interne
Gewinne reagiert bzw. ihr Verhalten anpaßt. Die Abbildungen 4.17 und 4.18 zeigen das Re-
gelverhalten bei Einwirken konstanter bzw. zeitvariabler interner Gewinne. Zum Vergleich
ist das Regelverhalten ohne interne Gewinne mit eingezeichnet. Der Eintrag interner Gewin-
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Abb. 4.17. Simuliertes Regelverhalten bei Einwirken verschiedener interner Gewinne Qint sowie solare
Einstrahlung
ne beeinflußt das Regelverhalten der vsHR kaum, reduziert jedoch die Nutzbarkeit solarer
Gewinne. Bei konstanten internen Gewinnen ist nachts ein geringerer Abfall der Raumtem-
peratur zu verzeichnen. Dadurch ko¨nnen die zur Vermeidung der U¨berhitzungen durch die
solaren Gewinne notwendigen Untertemperaturen am Morgen vor einem einstrahlungsrei-
chen Tag nicht erreicht werden. Die Heizleistung ist gegenu¨ber der Heizleistung im Fall ohne
interne Gewinne stark reduziert. Die internen Gewinne werden mit in das Regelverhalten
einbezogen- z.B. wird morgens spa¨ter mit dem Aufheizen begonnen.
Bei Einwirken interner Gewinne von 9-18 Uhr, wie es beispielsweise in einem Bu¨rogeba¨ude
vorkommen ko¨nnte, bewirkt die vsHR eine Reduktion der Heizleistung fu¨r diesen Zeitraum.
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Abb. 4.18. Simulierte Heizleistung bei Einwirken verschiedener interner Gewinne Qint sowie Außentempe-
ratur Ta
Lediglich bei Ein- und Ausschalten der internen Gewinne ist ein leichtes kurzzeitiges U¨ber-
bzw. Unterschreiten der Raumtemperatur festzustellen. U¨berhitzungen sind gegenu¨ber dem
Fall konstanter interner Gewinne leicht reduziert, da niedrige Nachttemperaturen erreicht
werden und damit eine gro¨ßere Heizleistung zur Erwa¨rmung der thermischen Kapazita¨ten
erforderlich ist.
4.3.3.2 Auswirkung von zusa¨tzlichen Lu¨ftungswa¨rmeverlusten
Neben den ungemessenen Gewinnen treten beim realen Geba¨ude ungemessene Verluste
vor allem durch unkontrolliertes Lu¨ften auf. Dabei la¨ßt sich zwischen dem sogenannten
Querlu¨ften mit kurzzeitiger sehr hoher Luftwechselrate und einem Dauerlu¨ften mit kleiner
Luftwechselrate (Fenster auf Kippstellung) unterscheiden. Die Abbildungen 4.19 und 4.20
zeigen das simulierte Regelverhalten fu¨r einen Zeitraum im Januar bei dreimaligem fu¨nf-
zehnminu¨tigen Querlu¨ften mit einer Luftwechelrate von n = 10 h−1 und einem Dauerlu¨ften
von 9-18 Uhr mit einer Luftwechselrate von n = 2 h−1. Zum Vergleich ist das Regelverhalten
ohne zusa¨tzliches Lu¨ften mit eingezeichnet. Bei dem hier gezeigten Fall von Dauerlu¨ften ver-
sucht die Heizungsregelung unmittelbar nach Absenken der Raumtemperatur den Sollwert
wiederherzustellen. Dies wird aber im hier dargestellten Intervall nicht erreicht, da die Heiz-
leistung auch bei ihrem Maximalwert die auftretenden zusa¨tzlichen Verluste nicht kompen-
sieren kann. Beim Schließen der Fenster tritt eine unmittelbare Reduktion der Heizleistung
ein. Die resultierende Heizleistung ist aber immer noch erheblich ho¨her als die Heizleistung
ohne zusa¨tzliche Lu¨ftungewa¨rmeverluste zum selben Zeitpunkt, da die Massivbauteile des
Geba¨udes noch aufgeheizt werden mu¨ssen. Nachts sinkt die Raumlufttemperatur fu¨r die
beiden Lu¨ftungsvarianten sta¨rker ab im Vergleich zum Fall ohne zusa¨tzliche Lu¨ftung, da die
Massivbauteile eine geringere Temperatur haben.
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Abb. 4.19. Simuliertes Regelverhalten bei verschiedenen Lu¨ftungsvarianten sowie solare Einstrahlung
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Abb. 4.20. Simulierte Heizleistung bei verschiedenen Lu¨ftungsvarianten sowie Außentemperatur Ta
Bei kurzzeitigem Querlu¨ften sinkt die Raumlufttemperatur stark ab, worauf die vsHR mit
Heizleistungsspitzen reagiert. Da die Raumtemperaturvorhersage jeweils mit dem aktuellen
Meßwert korrigiert wird, fu¨hrt das lu¨ftungsbedingte Absinken zu einer Vorhersage einer star-
ken dauerhaften Sollwertunterschreitung. Das Schließen der Fenster und die darauf folgende
Lufttemperaturanhebung durch Wa¨rmeabgabe der Massivbauteile wird nicht vorhergesehen,
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wodurch es zu einem kurzzeitigen U¨berschwingen kommt. Diese Erscheinung beeintra¨chtigt
die Funktion der vsHR in Bezug auf die vorausschauende Einbeziehung der solaren Gewinne
durch vorzeitiges Absenken der Raumtemperatur.
Der Heizenergieverbrauch steigt bei den gewa¨hlten Lu¨ftungsvarianten gegenu¨ber dem Fall
ohne zusa¨tzliche Lu¨ftung erheblich an. Insgesamt arbeitet die vsHR trotz dieser starken
Sto¨reinflu¨sse korrekt. Die Regelung versucht, ein optimales Fu¨hrungsverhalten herzustellen,
was lediglich aufgrund der Begrenzungen der Heizleistung und der thermischen Kapazita¨t
von Geba¨ude und Heizsystem beeintra¨chtigt wird. Der Einfluß kontrollierter Lu¨ftung, ko¨nn-
te, wenn sie zu einem zeitlich relativ konstanten Wa¨rmeverlust fu¨hrt, durch die vsHR erlernt
werden.
4.3.3.3 Auswirkung von Meßabweichungen
Im Hinblick auf eine preiswerte Hardware war es notwendig zu u¨berpru¨fen, inwieweit eine
ungenauere (preiswertere) Sensorik einsetzbar ist. Ferner treten auch bei sehr genauer Senso-
rik Meßabweichungen, zum Teil durch den Sensor selbst, zum Teil durch die Datenerfassung
(z.B. Schwankungen der Versorgungsspannung, digitale Auflo¨sung) auf. Das Regelverhalten
wird daher in Bezug auf systematische und zufa¨llige Meßabweichungen untersucht.
In Abbildung 4.21 sind die Raumtemperaturverla¨ufe fu¨r verschiedene systematische Abwei-
chungen der Meßgro¨ßen dargestellt. Die Abweichung der solaren Einstrahlung Gsv betrug
10 % des Meßwerts, die Abweichung von Außen- und Vorlauftemperatur jeweils 2 K absolut
und die Abweichung der Raumtemperatur 1 K absolut.
Abbildung 4.22 zeigt das Regelverhalten fu¨r die mit einer zufa¨lligen Abweichung behaftete
Meßgro¨ße. Die zufa¨llige Meßabweichung wurde mit einem Zufallsgenerator simuliert. Die
erzeugten, zum Meßwert addierten Zufallszahlen schwanken um Null mit einer Varianz von
2 K fu¨r die Temperaturen und 10% des Meßwertes fu¨r die Einstrahlung. Die Untersu-
chungen zeigen, daß sowohl systematische als auch zufa¨llige Abweichungen bei der Messung
der Regelgro¨ße Raumtemperatur mo¨glichst reduziert werden mu¨ssen, um einen sinnvollen
Betrieb der Regelung durchfu¨hren zu ko¨nnen. Im hier gezeigten Intervall fu¨hrt die systemati-
sche Abweichung bei der Raumtemperaturmessung dazu, daß das Geba¨udemodell nicht mit
einer ausreichenden Genauigkeit identifiziert wird. Der interne Modellpru¨falgorithmus schal-
tet daraufhin die herko¨mmliche Heizkurve ein. Da im Referenzraum kein Thermostatventil
angebracht ist, kommt es zu einer starken U¨berhitzung.
Eine zufa¨llige Meßabweichung der Raumtemperatur fu¨hrt zwar nicht zum Abbruch der
vsHR, aber zu starken Schwingungen in der Heizleistung und resultierend in der Raumtem-
peratur. Aufgrund der notwendigen Korrektur der vorhergesagten Ausgangsgro¨ße mit dem
jeweils aktuellen Meßwert (siehe Gl. 3.13) wird der zuku¨nftige Verlauf der Raumtemperatur
in ha¨ufigem Wechsel entweder u¨ber- oder unterscha¨tzt. Die Stellgro¨ße Vorlauftemperatur
wird dementsprechend herunter- bzw. heraufgesetzt.
Zufa¨llige Abweichungen bei der Messung der Modelleingangsgro¨ßen Vorlauftemperatur, Au-
ßentemperatur und solare Einstrahlung wirken sich nicht merklich auf das Regelverhalten
aus. Das System wirkt wie ein Tiefpaßfilter auf die Eingangsgro¨ßen, so daß hochfrequente
Schwankungen um den Mittelwert auf die Ausgangsgro¨ße kaum Einfluß haben.
Bei Addition eines Offsets (systematische Abweichung) von 2 K bzw. 10% des Meßwerts auf
die Eingangsgro¨ßen zeigt sich keinerlei Abweichung gegenu¨ber dem Fall ohne Abweichun-
gen. Der Offset wird mitgelernt. Beispielsweise lernt der Algorithmus bei Addition eines
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Abb. 4.21. Simuliertes Regelverhalten bei systematischen Abweichungen jeweils einer Meßgro¨ße sowie
solare Einstrahlung
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Abb. 4.22. Simuliertes Regelverhalten bei zufa¨lligen Abweichungen jeweils einer Meßgro¨ße sowie solare
Einstrahlung
Offsets zur Vorlauftemperatur und gleichbleibender Raumtemperatur, daß die Wirkung der
Vorlauftemperatur schwa¨cher ist, d.h. der Sa¨ttigungswert der Sprungantwort wird kleiner.
Bei Anwendung der (zu kleinen) Sprungantwort auf die (zu hohen) Vorlauftemperaturen
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erha¨lt man jedoch die exakte Raumtemperaturvorhersage. Analog verha¨lt es sich mit den
gemessenen Sto¨rgro¨ßen Einstrahlung und Außentemperatur.
Aus den Untersuchungen la¨ßt sich ableiten, daß die Regelung sehr robust gegenu¨ber Abwei-
chungen bei der Messung der Modelleingangsgro¨ßen (Vorlauftemperatur, Einstrahlung, Au-
ßentemperatur) ist. Dagegen wirken sich Abweichungen in der Modellausgangsgro¨ße (Raum-
temperatur) sehr negativ auf das Regelverhalten aus. Die Sensorik des Reglers beim prak-
tischen Einsatz muß diesem Verhalten gerecht werden.
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4.4 Vergleich mit konventioneller Heizungsregelung
Die Ausfu¨hrungen dieses Abschnitts dienen dem Vergleich der entwickelten vorausschauen-
den selbstadaptierenden Heizungsregelung (vsHR) mit der in Abschnitt 4.2.1 erla¨uterten
konventionellen Regelung (kHR). Dazu werden die in Abschnitt 2.3 eingefu¨hrten Bewer-
tungsgro¨ßen verwendet. Die folgenden Unterabschnitte befassen sich mit einer vergleichen-
den Darstellung des Regelverhaltens, des thermischen Komforts und des Heizenergiever-
brauchs sowie von Betriebszusta¨nden des Heizsystems fu¨r beide Arten der Regelung.
4.4.1 Regelverhalten
Abbildung 4.23 zeigt einen Vergleich der simulierten Raumtemperaturen fu¨r die zwei Refe-
renzfa¨lle Heizkurve mit konstanter (mThV) und variabler (eThV) Sollwertvorgabe sowie die
beiden Grenzfa¨lle der vsHR fu¨r einen Komfortparameter cl = 0 bzw. cl = 9. Die entsprechen-
den Verla¨ufe der Heizleistung fu¨r diesen Zeitraum (12.1.-17.1.1995) zeigt Abbildung 4.24.
Der Zeitraum wurde ausgewa¨hlt, da in ihm Tage mit hoher und mit wenig Einstrahlung
auftreten und sich so das Verhalten der vsHR besonders gut verdeutlichen la¨ßt.
Fu¨r einen Zeitraum in der U¨bergangsperiode (10.3.-15.3.1995) finden sich die entsprechenden
Verla¨ufe von Raumtemperatur und Einstrahlung bzw. Heizleistung und Außentemperatur
in Abbildung 4.25 sowie 4.26. Das Verhalten der vorausschauenden selbstadaptierenden
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Abb. 4.23. Simuliertes Regelverhalten fu¨r die vsHR bei Komfortparameter cl = 0 und cl = 9 und fu¨r
die kHR mit Thermostatventil bei konstanter (mThV) und variabler (eThV) Sollwertvorgabe sowie solare
Einstrahlung vom 12.1.-17.1.1995
Heizungsregelung (vsHR) in Abha¨ngigkeit vom Komfortparameter wurde bereits in Ab-
schnitt 4.3.2 erla¨utert. Zuna¨chst sollen die beiden im gezeigten Intervall liegenden Tage mit
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Abb. 4.24. Simulierte Heizleistung fu¨r die vsHR bei Komfortparameter cl = 0 und cl = 9 und fu¨r die kHR
mit Thermostatventil bei konstanter (mThV) und variabler (eThV) Sollwertvorgabe sowie Außentemperatur
Ta vom 12.1.-17.1.1995
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Abb. 4.25. Simuliertes Regelverhalten fu¨r die vsHR bei Komfortparameter cl = 0 und cl = 9 und fu¨r
die kHR mit Thermostatventil bei konstanter (mThV) und variabler (eThV) Sollwertvorgabe sowie solare
Einstrahlung vom 10.3.-15.3.1995
wenig Einstrahlung (14.1. und 15.1.) diskutiert werden. Die fu¨r den Auslegungsfall dimen-
sionierten Thermostatventile beginnen bereits vor Erreichen des Sollwertes der Raumtem-
108 4. Dynamische Simulationstests
0
2
4
6
8
10
10.03 11.03 12.03 13.03 14.03 15.03 16.03
-25
-20
-15
-10
-5
0
5
10
15
Datum
vsHR, cl=0
vsHR, cl=9
kHR, eThV
kHR, mThV
Ta
P
S
fra
g
rep
la
cem
en
ts
H
ei
zl
ei
st
u
n
g
[k
W
]
A
u
ße
n
te
m
p
er
at
u
r
[◦
C
]
Abb. 4.26. Simulierte Heizleistung fu¨r die vsHR bei Komfortparameter cl = 0 und cl = 9 und fu¨r die kHR
mit Thermostatventil bei konstanter (mThV) und variabler (eThV) Sollwertvorgabe sowie Außentemperatur
Ta vom 10.3.-15.3.1995
peratur mit einer Reduktion der Heizleistung, dennoch kommt es im Tagesverlauf zu einer
Sollwertu¨berschreitung. Dies liegt an der verringerten notwendigen Heizleistung zum Auf-
rechterhalten des Sollwertes verglichen mit dem Auslegungsfall, da hier die Außentemperatur
weit ho¨her liegt und zudem im Verlauf des Tages ansteigt. Bei mechanischen Thermostat-
ventilen wirkt sich dieses Verhalten noch nachteiliger hinsichtlich der Sollwerteinhaltung
aus. Hier zeigt sich ein genereller Nachteil solcher Zweipunktregler.
An Tagen mit hoher Einstrahlung wird durch die Thermostatventile die Heizleistung nicht
ausreichend reduziert, um U¨berhitzungen zu vermeiden. Das Verhalten der vsHR bei cl = 9,
also ohne Beru¨cksichtigung zuku¨nftiger Strahlungsgewinne zeigt, daß an den dargestellten
strahlungsreichen Tagen im Januar eine Sollwertu¨berschreitung auch ohne vorherige Unter-
temperaturen durch entsprechende Reduktion der Heizleistung vermeidbar ist. Ein Schließ-
bereich der Thermostatventile u¨ber ein kleineres Temperaturintervall als das in DIN 3841
vorgegebene von 2 K wu¨rde im gegebenen Fall zu einem besseren Ergebnis fu¨hren, allerdings
unter anderen Bedingungen mo¨glicherweise die Funktion beeintra¨chtigen. Zudem erho¨ht ein
kleinerer Schließbereich die Wahrscheinlichkeit von Schwingungserscheinungen3 .
Fu¨r die vsHR zeigt sich ein sehr gutes Ausregeln auf den Sollwert bei cl = 9, bis auf ein
leichtes U¨berschwingen beim Ansteuern des Tagessollwertes. Bei hohen Außentemperaturen
in der gezeigten U¨bergangsperiode verhindert auch eine Reduktion der Heizleistung auf Null
3Der Vorteil der vsHR bei cl = 9 ru¨hrt auch z.T. daher, daß bei der Simulation ein ideales Ausregeln
der durch den Algorithmus berechneten Sollvorlauftemperatur durch das Dreiwegeventil zur Ru¨cklaufbeimi-
schung angenommen wird. Die im folgenden Kapitel dargestellten experimentellen Untersuchungen haben
gezeigt, daß bei großen Stellgro¨ßeninkrementen ein erheblicher Unterschied zwischen Soll- und Istwert der
Vorlauftemperatur auftreten kann. Bei einem positiven Stellgro¨ßensprung ist die Kesselleistung der begren-
zende Faktor, bei einem negativen Stellgro¨ßensprung die Ru¨cklauftemperatur.
4.4 Vergleich mit konventioneller Heizungsregelung 109
die U¨berhitzungen nicht. In diesem Fall ko¨nnen die U¨berhitzungen nur durch das vorherige
Zulassen von Untertemperaturen vermieden werden.
4.4.2 Heizenergieverbrauch und thermischer Komfort
Abbildung 4.27 zeigt die Monatssummen der Heizenergieverbra¨uche fu¨r die herko¨mmliche
Regelung mit Thermostatventil und fu¨r die vsHR bei verschiedenen Komfortparametern.
Die auf die Regelung mit Thermostatventil bezogenen prozentualen Monatsverbra¨uche sind
in Abb. 4.27 dargestellt. Fu¨r die Berechnung wurden nur Werte aus Zeitschritten einbezogen,
in denen tatsa¨chlich ein Heizenergiebedarf vorhanden war. Dazu mußte der Tagesmittelwert
der Außentemperatur unter 12 ◦C liegen. Einsparungen durch die vsHR werden insbesonde-
re in den U¨bergangszeiten erzielt. Einen Vergleich der Monatsmittelwerte des PMV-Indexes
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Abb. 4.27. Monatlicher Heizenergieverbrauch fu¨r
die vsHR bei verschiedenen Komfortparametern cl
und fu¨r die kHR mit mechanischem (mThV) und
elektronischem (eThV) Thermostatventil
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Abb. 4.28. Monatsmittelwerte des PMV-Indexes
fu¨r die vsHR bei verschiedenen Komfortparame-
tern cl und fu¨r die kHR mit mechanischem (mThV)
und elektronischem (eThV) Thermostatventil
(PMV: Predicted Mean Vote, vgl. Abschnitt 2.3.2.2) zeigt Abb. 4.28. Bei der Berechnung
wurden nur Zeiten, fu¨r die der Tagessollwert der Raumtemperatur galt, beru¨cksichtigt. Fer-
ner wurde die Bekleidung der fiktiven Testpersonengruppe in der Weise angepaßt, daß beim
Tagessollwert gerade PMV = 0 gilt, also die maximal mo¨gliche Anzahl der Personen (95%)
Zufriedenheit a¨ußern wu¨rde. Fu¨r die bei der Berechnung von PMV und PPD (PPD: Predic-
ted Percentage of Dissatisfied, vgl. Abschnitt 2.3.2.2) nicht bekannten Umgebungsbedingun-
gen wurden die in Tabelle 2.2 angegebenen Werte als konstant angenommen. Im Intervall
des PMV-Indexes von -0.5 bis 0.5 wu¨rden immer noch 90% der Testpersonen Zufriedenheit
a¨ußern. Ein negativer PMV-Index bedeutet ”zu kalt”, ein positiver ”zu warm”. Die Grafik
in Abbildung 4.28 zeigt die Mittelwerte des PMV-Indexes fu¨r die jeweiligen Monate.
In den Wintermonaten liegen die herko¨mmlichen Regelungen sowie die vsHR mit cl = 9 na-
he PMV = 0, wa¨hrend die vsHR mit kleinerem Komfortparameter zunehmend unter Null
liegt. Vorteile von geringeren cl hinsichtlich des thermischen Komforts zeigen sich erst in den
U¨bergangsmonaten, wenn zugelassene Untertemperaturen auch tatsa¨chlich zur Vermeidung
von U¨berhitzungen beitragen. Es sei angemerkt, daß bei dem simulierten Geba¨ude aufgrund
der massiven Bauweise und der wohldimensionierten Su¨dfensterfla¨chen die U¨berhitzungsge-
fahr ohnehin nicht sehr groß ist. Die Auswirkungen bei anderen Geba¨uden werden na¨her
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im Abschnitt 4.5 erla¨utert. Fu¨r das hier simulierte Geba¨ude wa¨re es sinnvoll, den Kom-
fortparameter in den Monaten November bis Februar auf einen hohen Wert zu setzen und
in den U¨bergangmonaten zu reduzieren. Denkbar wa¨re auch, den optimalen Wert von cl
zeitabha¨ngig zu ermitteln, als zusa¨tzliche Maßnahme der Selbstadaption der vsHR an das
gegebene Geba¨ude. In der hier vorgestellten Entwicklung war jedoch eine Zielstellung, den
Komfortparameter durch den Nutzer einstellen zu lassen.
Im Januar ergibt sich bei der vsHR ein hoher maximaler PMV-Index. Er resultiert aus
den Raumtemperaturen am Starttag, bevor die vsHR eingeschaltet wird. Wa¨hrend dieses
Tages dient die Heizkurve zur Berechnung der Vorlauftemperatur und es kommt aufgrund
des Fehlens eines Thermostatventils im Referenzraum zu einer U¨berhitzung. Die Ergebnisse
wurden bewußt nicht um diesen Effekt bereinigt, da auch im realen Betriebsfall ein Neustart
des Algorithmus einmal im Jahr erwartet wird.
Die hohen PMV-Indizes im Sommer resultieren aus den konstant gesetzten Infiltrationsraten
fu¨r die Simulation. Im realen Fall wu¨rden bei derartigen U¨berhitzungen in der Regel durch
den Nutzer die Lu¨ftungswa¨rmeverluste erho¨ht.
Tabelle 4.3 listet die Jahressummen der Heizenergieverbra¨uche sowie den mittleren PPD-
Index fu¨r den simulierten Zeitraum 1995 auf. Die Mittelung wurde nur fu¨r die Monate
Oktober bis April vorgenommen. Die Berechnung des PPD-Indexes ist wiederum an die
Bedingung des Tagessollwertes der Raumtemperatur geknu¨pft.
Tabelle 4.3. Simulierte Heizenergieverbra¨uche fu¨r die Referenzzone mit dem Testhaus-Geba¨udemodell in
einer Heizperiode (Wetterdaten Hannover 1995)
Regelung Heizenergie-
verbrauch
[kWh]
Heizenergieverbrauch
bez. auf Verbrauch
mit eThV [%]
Einspa-
rungen
[%]
PPD max(PPD)
mThV 7417 102.05 -2.05 5.18 15.39
eThV 7268 100.00 0.00 5.22 15.68
PID 7179 99.30 1.22 5.16 15.44
vsHR cl = 0 6588 90.64 9.36 5.45 14.30
vsHR cl = 1 6611 90.97 9.03 5.43 14.30
vsHR cl = 2 6644 91.41 8.59 5.40 14.35
vsHR cl = 3 6677 91.88 8.12 5.38 14.35
vsHR cl = 4 6715 92.39 7.61 5.35 14.41
vsHR cl = 5 6757 92.98 7.02 5.32 14.41
vsHR cl = 6 6807 93.66 6.34 5.29 14.41
vsHR cl = 7 6868 94.50 5.50 5.25 14.46
vsHR cl = 8 6946 95.58 4.42 5.20 14.52
vsHR cl = 9 7142 98.27 1.73 5.14 14.86
Kummert [56] untersuchte verschiedene intelligente Heizungsregelungen im direkten Ver-
gleich mit Hilfe der Simulation eines Modells einer thermischen Zone innerhalb eines gro¨ße-
ren Bu¨rogeba¨udes (Niedrigenergiehausstandard) mit tra¨gem Radiatorenheizsystem. Er er-
reichte mit einer selbst entwickelten optimalen vorausschauenden Regelung (nicht adaptiv)
16,7% Heizenergieeinsparung gegenu¨ber einer konventionellen Regelung. Ein auf ku¨nstlichen
neuronalen Netzwerken basierender vorausschauender Algorithmus von Argiriou et. al. [1]
erreichte mit dem gleichen Geba¨udemodell 11,3% Heizenergieersparnis. Die Heizenergieein-
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sparung der hier vorgestellten vsHR wurde in diesem Vergleichstest von Kummert zu 14,2%
ermittelt. Alle Angaben gelten jeweils fu¨r einen mittleren Komfortparameter.
Eine Auftragung des Heizenergieverbrauchs im Simulationszeitraum u¨ber dem mittleren
PPD-Index zeigt Abbildung 4.29. Die Einsparungen an Heizenergie in Abha¨ngigkeit vom
PPD sind in Abb. 4.30 fu¨r die verschiedenen Regelungsstrategien dargestellt. Fu¨r die vsHR
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Abb. 4.29. Heizenergieverbrauch in Abha¨ngigkeit
vom PPD-Index fu¨r verschiedene Regelungsstrategi-
en
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Abb. 4.30. Heizenergieeinsparung in Abha¨ngigkeit
vom PPD-Index fu¨r verschiedene Regelungsstrategi-
en
werden fu¨r jeden Komfortparameter Heizenergieeinsparungen gegenu¨ber einer herko¨mmli-
chen Heizungsregelung erreicht. Je mehr Komforteinbußen zugelassen werden, um so gro¨ßer
sind die mo¨glichen Einsparungen. Auch bei niedrigstem Komfortparameter liegt der mittlere
PPD-Index noch in einem Bereich, in dem 90% der Personen einer Testgruppe Zufrieden-
heit mit dem Raumklima a¨ußern wu¨rden. Die Einsparungen nehmen nicht linear mit dem
Komfortparameter ab, was durch die Berechnung der Regelversta¨rkung aus den Wichtungs-
matrizen, in die cl eingeht, bewirkt wird.
Mit den herko¨mmlichen Regelungstrategien mit elektronischem Thermostatventil bzw. PID-
Regelung wird ein PPD-Index erreicht, der etwa zwischen dem der vsHR mit Komfortpa-
rameter cl = 7 und cl = 8 liegt. Der Heizenergieverbrauch liegt bei gleichem mittleren
Komfort bei der vsHR jedoch etwa 5% niedriger. Mit einem mechanischen Thermostatventil
werden bessere mittlere Komfortbedingungen erreicht, allerdings liegt der Heizenergiever-
brauch unter allen berechneten Varianten am ho¨chsten. Verglichen mit einer konventionellen
Heizungsregelung mit mechanischem Thermostatventil kann durch die vsHR bei cl = 9 ei-
ne Einsparung von 3.8% und bei cl = 9 eine Einsparung von 12.6% bei dem simulierten
Geba¨ude im betrachteten Zeitraum erzielt werden.
Einen Eindruck von der Ha¨ufigkeit des Auftretens bestimmter Komfortzusta¨nde gibt eine
geordnete Jahresdauerlinie fu¨r den PPD-Index (siehe Abbildung 4.31). In die Berechnung
wurden nur Tage einbezogen, an denen ein Heizenergiebedarf vorhanden war (ϑ¯a ≤ 12◦C).
Außerdem wurden nur die Stunden beru¨cksichtigt, zu denen der Tagessollwert der Raumtem-
peratur gesetzt war. Dieses Kriterium traf auf insgesamt 3376 Stunden in der Simulationspe-
riode zu. Fu¨r die vsHR treten fu¨r alle Komfortparameter an sehr wenigen Stunden maximale
Werte des PPD-Indexes auf. Diese entstehen am Starttag bei Nutzung der konventionellen
Heizkurve ohne Thermostatventil im Referenzraum. Die Grafik zeigt, daß mit der konven-
tionellen Regelung mit mechanischem oder elektronischem Thermostatventil sehr niedrige
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Abb. 4.31. Geordnete Jahresdauerlinie fu¨r den PPD-Index fu¨r verschiedene Regelungsstrategien. In die
Berechnung wurden nur Tage einbezogen, an denen ein Heizenergiebedarf vorhanden war (ϑ¯a ≤ 12◦C).
Außerdem wurden nur die Stunden beru¨cksichtigt, zu denen der Tagessollwert der Raumtemperatur gesetzt
war (insgesamt 3376 Stunden). Aus Gru¨nden der grafischen Auflo¨sung ist nur der Bereich bis 1500 Stunden
dargestellt. Daru¨berhinaus sind die PPD-Indizes anna¨hernd gleich und liegen nur geringfu¨gig u¨ber 5%.
PPD-Indizes an den meisten der betrachteten Stunden erreicht werden. Nur die vsHR mit
hohem Komfortparameter (hier abgebildet: cl = 9) erreicht bessere Komfortindizes fu¨r einen
Großteil der Stunden. Fu¨r etwa 80 Stunden muß ein leicht schlechterer Komfort in Kauf ge-
nommen werden. Bei der vsHR mit kleinerem Komfortparameter wirkt sich das Zulassen
von Untertemperaturen negativ auf den Komfort aus, was in einem ho¨heren PPD-Index fu¨r
den Großteil der dargestellten Stunden resultiert. Klammert man den Starttag aus, so sind
im ungu¨nstigsten Fall bei cl = 0 an 22 Stunden aus dem betrachteten Zeitraum nur 9% der
Personen einer Testgruppe unzufrieden mit dem thermischen Komfort.
Der gro¨ßere Teil (56%) der betrachteten Stunden ist in Abbildung 4.31 nicht eingezeichnet.
Fu¨r ihn erreichen alle betrachteten Regelungen sehr gute Komfortindizes 5 ≤ PPD ≤ 5.1,
d.h. fu¨r den gro¨ßeren Teil des betrachteten Zeitraum wird nahezu das mo¨gliche Maximum
der Testpersonengruppe zufriedengestellt.
Die vorangegangenen Untersuchungen haben gezeigt, daß Betrachtungen zum Heizenergie-
verbrauch und Komfort bei verschiedenen Regelungen nicht getrennt durchgefu¨hrt werden
ko¨nnen. Heizenergieeinsparungen von mehr als 9% sind mit der vsHR im Vergleich zur kHR
bei dem verwendeten Geba¨udemodell erreichbar, wenn geringe Komforteinbußen erlaubt
werden.
4.4.3 Passiv solare Gewinne
Die vsHR fu¨hrt zu geringeren mittleren Raumtemperaturen, wie aus den vorangegange-
nen Komfortbetrachtungen ersichtlich wurde. Ein Teil der Heizenergieinsparung wird durch
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die resultierenden reduzierten Verluste bewirkt, ein Teil durch die verbesserte Nutzung der
solaren Einstrahlung (vgl. Abschnitt 2.3.1.2). Abbildung 4.32 zeigt die monatlichen Nut-
zungsgrade der passiv solaren Gewinne, Abbildung 4.33 die daraus berechneten Anteile
der passiv solaren Gewinne an der Deckung der Verluste. Der solare Nutzungsgrad (Wer-
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Abb. 4.32. Berechneter monatlicher solarer Nut-
zungsgrad fu¨r verschiedene Regelungsstrategien
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Abb. 4.33. Berechneter monatlicher solarer Anteil
fu¨r verschiedene Regelungsstrategien
tebereich 0..1) liegt nur in einstrahlungsreichen U¨bergangsmonaten unter eins. Dies wird
durch die relativ konservative Annahme, die nur U¨berschreitungen der Sollraumtemperatur
um mehr als 2 K fu¨r unzula¨ssig erkla¨rt und den Aufbau des Geba¨udes (massiv, moderate
Su¨dfensterfla¨chen) bewirkt. Der solare Anteil unterscheidet sich fu¨r die verschiedenen Rege-
lungsstrategien geringfu¨gig wa¨hrend der Wintermonate. In der U¨bergangszeit sind dagegen
erhebliche Erho¨hungen durch die vsHR gegenu¨ber der kHR festzustellen. Der solare Anteil
steigt mit sinkendem Komfortparameter cl.
4.4.4 Aspekte des Heizsystems
Fu¨r einen Einsatz der vsHR in verschiedenen Heizsystemen ist ihre Wirkung auf Gro¨ßen,
die fu¨r die Effizienz der wa¨rmeversorgenden Anlage wichtig sind zu pru¨fen. Dies sind die
beno¨tigte Heizleistung sowie Vorlauf- und Ru¨cklauftemperatur. Anzustreben ist eine geringe
maximal beno¨tigte Heizleistung generell, da die Effizienz vieler wa¨rmeversorgender Anlagen
bei Teillast absinkt und die Kosten der Anlage mit der maximal notwendigen Leistung an-
steigen. Bei Nutzung einer Wa¨rmepumpe ist eine Absenkung der Vorlauftemperatur zur
Erho¨hung der Effizienz anzustreben. Fu¨r Brennwertkessel ist eine niedrige Ru¨cklauftem-
peratur wichtig, damit eine mo¨glichst vollsta¨ndige Nutzung des Brennwerts erreichbar ist.
Thermische Solaranlagen erreichen ebenfalls einen ho¨heren Wirkungsgrad bei niedrigeren
Temperaturen im Heizkreis. Diese fu¨hren gleichzeitig zur Reduktion von Wa¨rmeverlusten
bei der Verteilung.
Es sei angemerkt, daß die tatsa¨chliche Ho¨he von Heizleistung, Massenstrom sowie Vor- und
Ru¨cklauftemperatur von der Auslegung des Heizsystems abha¨ngt und daher gegenu¨ber den
hier gezeigten Ergebnissen abweichen kann. Aus diesem Grund soll das Augenmerk hier auf
relative Betrachtungen gelegt sein.
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Die Jahresdauerlinien fu¨r die Heizleistung in Abbildung 4.34 zeigen die Ha¨ufigkeit des Auf-
tretens bestimmter Lasten, hervorgerufen durch die verschiedenen Regelungsvarianten. Fu¨r
die Berechnung wurden alle Stunden des simulierten Jahres einbezogen. Nur die Heizlei-
stung in die Referenzzone wird betrachtet. Maximale Heizleistungen treten bei einem po-
sitiven Stellgro¨ßensprung (Anhebung der Vorlauftemperatur) auf. Fu¨r den Test der vsHR
wurde absichtlich keine Begrenzung der Stellgro¨ßena¨nderung vorgenommen. Im praktischen
Anwendungsfall ist diese Vorgabe jedoch sinnvoll und ermo¨glicht so intern im Algorithmus
eine Begrenzung der Heizleistung.
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Abb. 4.34. Geordnete Jahresdauerlinien der Heizleistung fu¨r verschiedene Regelungsstrategien
Die Abbildung zeigt, daß bei Regelung mit der vsHR und konventionell mit elektronischem
Thermostatventil (eThV) nennenswerte Heizleistungen nur wa¨hrend der 3376 Stunden, fu¨r
die ein Heizenergiebedarf (ϑ¯a ≤ 12◦C) vorhanden, und der Tagessollwert der Raumtempera-
tur gesetzt war, auftreten. Hingegen fu¨hrt eine Regelung mit mechanischem Thermostatven-
til (mThV) zu nennenswerten Heizleistungen an mehr Stunden des Jahres, was auf Eintra¨ge
wa¨hrend der Nachtstunden zuru¨ckzufu¨hren ist. Die aus diesem Grund geringere na¨chtli-
che Temperaturabsenkung im Geba¨ude fu¨hrt zu geringeren Heizlasten am Tag, verglichen
mit anderen Regelungsvarianten. Dies zeigt sich in Abbildung 4.34 anhand der geringeren
Ha¨ufigkeit hoher Heizleistungen.
Die Verla¨ufe fu¨r die vsHR und die Regelung mit elektronischem Thermostatventil a¨hneln
sich bei hohen Heizleistungen, bei mittleren Heizleistungen weist die vsHR geringere An-
forderungen auf. Maximale Heizleistungen fu¨r die verschiedenen Regelungsvarianten und
die Anzahl der Stunden, in der eine Regelungsvariante eine ho¨here Heizleistung als die
maximale Heizleistung bei Regelung mit einem elektronischen Thermostatventil erfordert,
sind in Tabelle 4.4 aufgelistet. Die maximalen Heizleistungen steigen bei der vsHR mit ab-
nehmenden Komfortparameter. Diese Erscheinung ist auf Fehler in der Wettervorhersage
zuru¨ckzufu¨hren. An Tagen wo fa¨lschlicherweise hohe Einstrahlungen vorhergesagt werden,
4.4 Vergleich mit konventioneller Heizungsregelung 115
Tabelle 4.4. Simulierte maximale Heizleistungen und Regelaufwand fu¨r die Referenzzone mit dem Testhaus-
Geba¨udemodell in einer Heizperiode fu¨r verschiedene Regelungsvarianten (Wetterdaten Hannover 1995)
Regelungsvariante maximale Heiz-
leistung [kW]
Anzahl Stunden fu¨r
Q˙H > 5.28 kW
Regelaufwand [K]
mThV 4.23 0 10444
eThV 5.28 0 10444
vsHR cl = 0 6.71 8.75 9643
vsHR cl = 5 5.92 3.5 9711
vsHR cl = 9 5.75 8.5 17328
la¨ßt die Regelung Untertemperaturen zu. Diese mu¨ssen nach Korrektur der Einstrahlungs-
vorhersage durch eine erho¨hte Heizleistung reduziert werden. Die Untersuchungen zeigen,
daß durch die vsHR auch bei minimalem Komfortparameter maximale Heizleistungen, die
gro¨ßer sind als die maximale Heizleistung bei Regelung mit elektronischem Thermostatven-
til, an weniger als 9 Stunden im simulierten Jahr auftreten. Eine gro¨ßere Dimensionierung
der wa¨rmeversorgenden Anlage bei Einsatz der vsHR ist daher sicherlich nicht erforderlich.
Eine Begrenzung der Heizleistung auf den maximalen Wert bei konventioneller Regelung
fu¨hrt dann nur an wenigen Stunden des Jahres zu einem geringfu¨gig langsameren Anfahren
des Raumtemperatursollwertes.
Als Regelaufwand werden die kumulierten Absolutwerte der Stellgro¨ßena¨nderungen bezeich-
net. Der Regelaufwand soll mo¨glichst gering sein, denn jede A¨nderung der Stellgro¨ße be-
lastet Teile der heiztechnischen Anlage (im Fall der Vorlauftemperatur als Stellgro¨ße vor
allem das Ventil zur Ru¨cklaufbeimischung). Fu¨r die konventionelle HR ergibt sich der Re-
gelaufwand direkt aus der Heizkurve und entha¨lt damit die kumulierten Absolutwerte der
A¨nderung der Außentemperatur sowie der A¨nderung der Vorlauftemperatur aufgrund der
Nachtabsenkung. Fu¨r die vsHR zeigt sich eine starke Abha¨ngigkeit vom Komfortparameter,
da dieser unmittelbar die Wichtung des Regelaufwands in der Kostenfunktion beeinflußt.
In Abbildung 4.35 und 4.36 sind die Jahresdauerlinien fu¨r Vor- und Ru¨cklauftemperatur
bei den verschiedenen Regelvarianten dargestellt. Die Vorlauftemperatur fu¨r die Regelun-
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Abb. 4.35. Jahresdauerlinie der Vorlauftemperatur
fu¨r verschiedene Regelungsstrategien
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Abb. 4.36. Jahresdauerlinie der Ru¨cklauftempera-
tur fu¨r verschiedene Regelungsstrategien
gen mit Thermostatventil ergibt sich direkt aus der Heizkurve und ha¨ngt linear von der
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Außentemperatur ab. Die Vorlauftemperaturen fu¨r die vsHR liegen betra¨chlich niedriger als
die der konventionellen HR. Damit ergeben sich Vorteile auch fu¨r die Effizienz bestimmter
wa¨rmeerzeugender Anlagen, wie beispielsweise Wa¨rmepumpen (siehe Abschnitt 2.2). Nur
fu¨r sehr wenige Stunden werden von der vsHR aus bereits erla¨uterten Gru¨nden ho¨here Vor-
lauftemperaturen verlangt. Etwa wiederum ab 3376 Stunden reduziert sich die Differenz
zwischen Vor- und Ru¨cklauftemperatur fu¨r die vsHR auf nahezu null, da der Massenstrom
konstant ist und keine Heizleistung in den Raum eingetragen wird. Vor- und Ru¨cklauftem-
peratur haben dann etwa den Wert der Raumtemperatur. Unterhalb von 3376 Stunden
zeigt sich eine deutliche Abha¨ngigkeit vom Komfortparameter. Im Bereich mittlerer Vor-
und Ru¨cklauftemperaturen nehmen diese mit sinkendem Komfortparameter ab. Im Bereich
hoher Temperaturen kehrt sich diese Abha¨ngigkeit jedoch um.
Fu¨r die Thermostatventilregelung erfolgt die Regulierung der Heizleistung mit Hilfe des Mas-
senstromes. Da dieser im Mittel geringer ist als bei der vsHR, ergeben sich gro¨ßere Differen-
zen zwischen Vor- und Ru¨cklauftemperatur. Die sich ergebenden Ru¨cklauftemperaturen fu¨r
die konventionelle HR liegen deutlich unter denen der vsHR. Damit ist bei den gegebenen
Betriebsbedingungen ein Nachteil der vsHR fu¨r die Effizienz wa¨rmeerzeugender Anlagen,
die eine niedrige Ru¨cklauftemperatur beno¨tigen gegeben. Dieser Nachteil la¨ßt sich jedoch
durch vera¨nderte Betriebsparameter kompensieren. Wie Abbildung 4.37 zeigt, kann durch
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Abb. 4.37. Simulierte Raumtemperatur und Ru¨cklauftemperatur fu¨r eine Variation des Massenstroms vom
12.1.-17.1.1995
eine Variation des Massenstromes die Temperaturdifferenz und damit die sich einstellen-
de Ru¨cklauftemperatur beeinflußt werden. Das Fu¨hrungsverhalten wird duch die Reduktion
des Massenstromes von konstant 250 kg h−1 (Standardfall) auf konstant 125 kg h−1 aufgrund
des selbstadaptierenden Verhaltens nicht nennenswert beeinflußt. Durch eine geschickte An-
passung des Massenstromes innerhalb der zula¨ssigen Grenzen und unter der Voraussetzung,
daß der Heizleistungsbedarf gedeckt wird, la¨ßt sich also auch die Ho¨he der Ru¨cklauftempe-
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ratur begrenzen. Somit kann durch Wahl geeigneter Betriebsparameter der Heizung mit der
vsHR auch die Effizienz des Wa¨rmeversorgers in vorteilhafter Weise beeinflußt werden.
4.4.5 Einfluß der Wettervorhersagequalita¨t
Die Untersuchungen in den vorangegangenen Abschnitten haben bereits gezeigt, daß die
Wettervorhersage bei niedrigem Komfortparameter einen großen Einfluß auf das Regelver-
halten hat. Im folgenden soll der Einfluß der internen Wettervorhersage der vsHR auf den
thermischen Komfort und den Heizenergieverbrauch im Vergleich zu den beiden Grenzfa¨llen
einer idealen Wettervorhersage und fehlender Wettervorhersage untersucht werden. Eine
ideale Wettervorhersage weist keine Abweichungen zu den tatsa¨chlich auftretenden Wetter-
bedingungen auf. Solche Vorhersage wurde in der Simulation durch Einlesen der Wetter-
daten in den Vorhersagealgorithmus realisiert. Im anderen Extremfall hat der Algorithmus
keine Information u¨ber die zuku¨nftigen Außentemperaturschwankungen oder Energieein-
tra¨ge durch Einstrahlung. Dieser Fall wurde simuliert, indem der zuku¨nftige Verlauf der
Außentemperatur konstant auf den zuletzt gemessenen Wert und die zuku¨nftige Einstrah-
lung gleich null gesetzt wurde. Abbildung 4.38 zeigt die simulierten Raumtemperaturen fu¨r
beide Extremfa¨lle und die im vsHR verwendete Vorhersage (siehe Abschnitt 3.2.3) fu¨r den
Beispielzeitraum vom 12.1.-17.1.1995. Die Heizleistungen fu¨r die entsprechenden Tage sind
in Diagramm 4.39 aufgetragen. Eine Regelung ohne Wettervorhersage liefert an Tagen mit
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Abb. 4.38. Simulierte Raumtemperaturverla¨ufe fu¨r verschiedene Wettervorhersagen (WV), cl = 5, sowie
solare Einstrahlung auf die Su¨dfassade Gsv
wenig Einstrahlung ein a¨hnliches Ergebnis wie eine Regelung mit interner Wettervorhersa-
ge und Komfortparameter cl = 9. Ein Vergleich mit Abbildung 4.23 zeigt jedoch, daß die
interne Vorhersage an strahlungsreichen Tagen fu¨r cl = 9 bessere Ergebnisse liefert. Der
hohe Komfortparameter erlaubt zwar nur die Einbeziehung der Wettervorhersageergebnisse
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Abb. 4.39. Simulierte Verla¨ufe der Heizleistung in die Referenzzone fu¨r verschiedene Wettervorhersagen
(WV), cl = 5, sowie Außentemperatur Ta
weniger zuku¨nftiger Zeitschritte, dies reicht jedoch bei den herrschenden Außentemperatu-
ren und dem Geba¨udemodell zur Vermeidung von U¨berhitzungen an den gezeigten Tagen
bereits aus.
Der Vorteil der idealen Wettervorhersage gegenu¨ber der internen des vsHR zeigt sich insbe-
sondere an aufeinanderfolgenden Tagen mit wechselnder Einstrahlung (13.1., 14.1., 16.1.).
An aufeinanderfolgenden Tagen mit a¨hnlichen Einstrahlungsverla¨ufen (15.1. und 17.1.) a¨h-
neln sich auch die Ergebnisse fu¨r die ideale und die interne Wettervorhersage. An Tagen mit
hoher Einstrahlung wird im Mittel bei einer idealen Vorhersage fu¨r einen la¨ngeren Zeitraum
eine Untertemperatur zugelassen. An Tagen mit wenig Einstrahlung wird die Raumtem-
peratur sofort morgens angehoben, allerdings mit einer leichten Da¨mpfung, die aus dem
Komfortparameter resultiert.
Tabelle 4.5. Simulierte Heizenergieverbra¨uche fu¨r die Referenzzone mit dem Testhaus-Geba¨udemodell in
einer Heizperiode fu¨r verschiedene Wettervorhersagevarianten (Wetterdaten Hannover 1995), Komfortpara-
meter cl = 5
Wettervor-
hersage
Heizenergie-
verbrauch
[kWh]
Heizenergieverbrauch
bez. auf Verbrauch
mit eThV [%]
Einspa-
rungen
[%]
PPD max(PPD)
interne WV 6757 92.98 7.02 5.32 14.41
keine WV 7108 97.80 2.20 5.17 15.18
ideale WV 6678 91.88 8.12 5.36 14.41
Tabelle 4.5 zeigt, daß bei einer idealen Wettervorhersage gegenu¨ber der internen der vsHR
bei Komfortparameter cl = 5 noch weitere 1.1% Heizenergie fu¨r die simulierte Heizperiode
und das Geba¨udemodell eingespart werden ko¨nnen. Erhebliche Unterschiede zeigen sich bei
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der maximalen Heizleistung und im Regelaufwand (siehe Tabelle 4.6). Mit einer idealen Wet-
Tabelle 4.6. Simulierte maximale Heizleistungen und Regelaufwand fu¨r die Referenzzone mit dem Testhaus-
Geba¨udemodell in einer Heizperiode fu¨r verschiedene Wettervorhersagevarianten (Wetterdaten Hannover
1995), Komfortparameter cl = 5
Regelungsvariante maximale Heiz-
leistung [kW]
Regelaufwand [K]
interne WV 5.92 9711
keine WV 5.74 16920
ideale WV 4.60 8004
tervorhersage werden erhebliche Verbesserungen gegenu¨ber der vsHR mit interner und ohne
Vorhersage hinsichtlich der notwendigen maximalen Heizleistung sowie des Regelaufwands
erzielt.
Der eigentliche Vorteil einer verbesserten Vorhersage zeigt sich jedoch anhand der gezeigten
Temperatur- und Heizleistungsverla¨ufe im Bereich des thermischen Komforts. Untertempe-
raturen werden nur zugelassen, wenn tatsa¨chlich merkliche solare Gewinne eintreten. Dies
stellt fu¨r den Nutzer eine erhebliche Verbesserung dar. Mo¨glichkeiten zur Verbesserung der
Wettervorhersage werden in Abschnitt 5.4 diskutiert.
Fu¨r die Heizenergieeinsparmo¨glichkeiten durch eine ideale Wettervorhersage bei einem tra¨ge-
ren Heizsystem sei auf zwei Literaturstellen verwiesen. Nyg˚ard Ferguson [63] ermittelte fu¨r
eine Fußbodenheizung gegenu¨ber einer internen Vorhersage auf Basis eines stochastischen
Modells ein Einsparpotential von 6%. Rohlffs [72] konnte ein Einsparpotential von 3 bis 13%
zwischen einer konstanten und einer idealen Vorhersage abha¨ngig von anderen Geba¨udepa-
rametern (Fensterfla¨che, Da¨mmstandard) nachweisen.
4.5 Variation von Geba¨udeparametern
In den bisherigen Abschnitten wurde nachgewiesen, daß die vsHR die gewu¨nschten Ei-
genschaften hinsichtlich des Regelverhaltens, der Abha¨ngigkeit von ihren Parametern, der
Heizenergieeinsparung und Komfortoptimierung fu¨r ein ausgewa¨hltes Geba¨udemodell, wel-
ches sich am Aufbau des Referenzhauses des ISFH in Emmerthal orientiert, aufweist. Im
folgenden werden ausgewa¨hlte Eigenschaften der Regelung fu¨r eine Variation von Parame-
tern dieses Geba¨udemodells untersucht. Die im folgenden variierten Gro¨ßen sind die sola-
re Empfangsfla¨che, der Da¨mmstandard, die wirksame thermische Kapazita¨t des Geba¨udes
sowie Parameter des Heizsystems. Der geometrische Aufbau des Geba¨udes blieb dabei un-
vera¨ndert. Genaue Informationen u¨ber den Wandaufbau bei den einzelnen Varianten sind
dem Anhang B.2.3 zu entnehmen.
4.5.1 Der Einfluß der solaren Empfangsfla¨che
Das bisher verwendete Geba¨udemodell zeichnet sich durch eine moderat ausgelegte Su¨dfen-
sterfla¨che (etwa ein Drittel der Su¨dfassadenfla¨che) bei gleichzeitigem Vorhandensein großer
thermischer Kapazita¨ten durch den Massivbau aus. Aus diesem Grund sind U¨berhitzungs-
erscheinungen in den Wintermonaten selten zu beobachten und in der U¨bergangszeit nicht
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sehr ausgepra¨gt. Ha¨ufig weisen sogenannte Solarha¨user aber gro¨ßere Fensterfla¨chen auf, Ex-
treme finden sich zudem in der Glasarchitektur. Die Su¨dfensterfla¨che wird zur Simulation
verdoppelt und verdreifacht. Dies ergibt die Variationen Af=20.4 m2 (Standardfall), 40.8 m2
und 61.2 m2. Die letzte Variante entspricht nahezu einer Vollverglasung der Su¨dfassade.
Abbildung 4.40 zeigt die simulierten Raumtemperaturen fu¨r die verschiedenen Su¨dfenster-
fla¨chen fu¨r den Beispielzeitraum vom 12.1.-17.1.1995. Die Heizleistungen fu¨r die entspre-
chenden Tage sind in Diagramm 4.41 aufgetragen. Zuna¨chst ist festzustellen, daß die vsHR
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Abb. 4.40. Simulierte Raumtemperaturverla¨ufe fu¨r verschiedene Su¨dfensterfla¨chen Af , cl = 5, sowie solare
Einstrahlung auf die Su¨dfassade Gsv
auch bei vera¨nderter Su¨dfensterfla¨che hervorragendes Fu¨hrungsverhalten aufweist. Aller-
dings reicht bei vergro¨ßerter Su¨dfensterfla¨che auch die Reduktion der Heizleistung auf sehr
kleine Werte zur Vermeidung von U¨berhitzungen nicht aus. Nachts treten aufgrund des
ho¨heren Wa¨rmedurchgangskoeffizienten der Fenster im Vergleich zu Wa¨nden im Geba¨ude-
modell gro¨ßere Verluste auf, die durch ein fru¨heres Anheben der Heizleistung kompensiert
werden. Aufgrund der sta¨rkeren Ausku¨hlung des Geba¨udes bei gro¨ßeren Fensterfla¨chen
kommt es morgens zu Heizleistungsspitzen. Bei Vorhersage von Einstrahlungsgewinnen wird
bei steigender Fensterfla¨che die Heizleistung schneller reduziert. An Tagen mit wenig Ein-
strahlung wird auch tagsu¨ber eine ho¨here Heizleistung zur Kompensation der Wa¨rmeverluste
beno¨tigt.
Die in Abbildung 4.42 dargestellten Monatssummen des Heizenergieverbrauchs zeigen, daß
Heizenergieeinsparungen durch gro¨ßere solare Empfangsfla¨chen in den U¨bergangszeiten auf-
treten. Dies liegt an den verringerten Wa¨rmeverlusten aufgrund einer ho¨heren Außentem-
peratur und am gro¨ßeren Strahlungsenergieangebot. Wa¨hrend der Wintermonate kommt es
dagegen zu einem Mehrverbrauch an Heizenergie. Entsprechend werden ho¨here Spitzenlei-
stungen beno¨tigt. Eine kleinere Fensterfla¨che fu¨hrt auch zu einer zeitlichen Vergleichma¨ßi-
gung des Heizleistungsbedarfs. Der in Abbildung 4.44 dargestellte Verlauf der Minimal-
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Abb. 4.41. Simulierte Verla¨ufe der Heizleistung in die Referenzzone fu¨r verschiedene Su¨dfensterfla¨chen Af ,
cl = 5, sowie Außentemperatur Ta
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Abb. 4.42. Monatssummen des Heizenergiever-
brauchs fu¨r verschiedene Su¨dfensterfla¨chen Af
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Abb. 4.43. Jahresdauerlinie der Heizleistung fu¨r
verschiedene Su¨dfensterfla¨chen Af
und Maximalwerte des PMV-Indexes zeigt die Problematik des U¨berhitzens aufgrund der
gro¨ßeren Fensterfla¨che insbesondere in den U¨bergangsmonaten. Der minimale PMV-Index
ist dagegen nahezu unabha¨ngig von der Fensterfla¨che. Bei der Berechnung wurde die Ober-
fla¨chentemperatur der umgebenden Wa¨nde gleich der Lufttemperatur angenommen. Bei
gro¨ßeren Fensterfla¨chen sinkt jedoch aufgrund des in der Regel im Vergleich zu Wa¨nden
schlechteren k-Wertes die mittlere Oberfla¨chentemperatur. D.h. bei gro¨ßeren Fensterfla¨chen
ist auch eine Erho¨hung der Anzahl der Raumzusta¨nde, die von einer Testgruppe als ,,zu
kalt” empfunden wu¨rde, zu erwarten.
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Abb. 4.44. Minimal- und Maximalwert des PMV-
Indexes fu¨r die Monate des simulierten Jahres bei
verschiedenen Su¨dfensterfla¨chen Af , Komfortpara-
meter cl = 5
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Abb. 4.45. Ausschnitt der Jahresdauerlinie des
PPD-Indexes fu¨r verschiedene Su¨dfensterfla¨chen Af ,
Komfortparameter cl = 5
Von der Jahresdauerlinie des PPD-Indexes in Abbildung 4.45 ist der besseren grafischen
Auflo¨sung wegen nur ein Ausschnitt dargestellt. Fu¨r gro¨ßere Fensterfla¨chen ergeben sich
insgesamt ungu¨nstigere Komfortverha¨ltnisse. Das Maximum des PPD-Indexes liegt fu¨r die
dreifache Fensterfla¨che bei 45%.
Im Vergleich mit einer konventionellen Regelung wirkt sich die Vergro¨ßerung der Fenster-
fla¨che negativ auf die Einsparmo¨glichkeiten durch die vsHR aus. Die Abbildungen 4.46
und 4.47 zeigen Monatssummen des Heizenergieverbrauchs bei kHR und vsHR und die ent-
sprechenden Einsparungen fu¨r verschiedene Fensterfla¨chen. Die Einsparungen wa¨hrend der
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Abb. 4.46. Monatssummen des Heizenergiever-
brauchs fu¨r die vsHR und die kHR fu¨r verschiedene
Su¨dfensterfla¨chen Af
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Abb. 4.47. Relative monatliche Heizenergieeinspa-
rung durch die vsHR verglichen mit der kHR fu¨r ver-
schiedene Su¨dfensterfla¨chen Af
Heizperiode nehmen mit gro¨ßerer Fensterfla¨che ab. Dies resultiert aus zwei Effekten, die
jeweils an strahlungsreichen Tagen auftreten. Bei hoher aktueller Einstrahlung im Winter
und kleinen Fensterfla¨chen wird die Heizleistung durch die vsHR mehr reduziert als durch
ein Thermostatventil. Bei gro¨ßeren Fensterfla¨chen reduzieren beide Regelungen die Heiz-
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leistung auf nahezu null. Das bedeutet, daß bei den genannten Bedingungen die Differenz
zwischen Heizleistung der vsHR und der kHR bei kleinen Fensterfla¨chen ho¨her ausfa¨llt als
bei großen. Der zweite Effekt ergibt sich aus der Hysterese des Thermostatventils. Sie fu¨hrt
dazu, daß nach hohen Sollwertu¨berschreitungen die Schließkennlinie fu¨r einen entsprechen-
den Zeitraum aktiviert bleibt und vergleichweise weniger Heizleistung zugefu¨hrt wird als
bei Verwendung der O¨ffnungskennlinie. Diese beiden Effekte u¨berlagern die Einspareffekte
durch die vsHR in den Wintermonaten so stark, daß diese bei gro¨ßerer Fensterfla¨che sogar
geringfu¨gig mehr Energie verbraucht als die kHR. Erst in den U¨bergangsmonaten u¨berwie-
gen die Einspareffekte durch die vsHR. Fu¨r das simulierte Geba¨ude wurde bei einfacher
Fensterfla¨che eine Einsparung wa¨hrend der Heizperiode von 7% und bei zweifacher Fenster-
fla¨che von 4,7% der vsHR (cl = 5) gegenu¨ber der kHR erzielt. Fu¨r die dreifache Fensterfla¨che
betra¨gt die Einsparung u¨ber die Heizperiode nur noch 2,3%.
4.5.2 Der Einfluß des Da¨mmstandards
Die Untersuchungen in diesem Abschnitt befassen sich mit der Fragestellung, inwieweit
die vsHR auch in Geba¨uden mit anderem Da¨mmstandard einsetzbar ist, d.h. sich an die
resultierenden vera¨nderten dynamischen Eigenschaften selbst anpassen kann. Von Interesse
ist vor allem auch, welche Einsparungen an Heizenergie und Vera¨nderungen hinsichtlich
des thermischen Komforts sich im Vergleich mit einer konventionellen Heizungsregelung
ergeben. Das bisher verwendete Modell eines Niedrigenergiehauses in Massivbauweise wurde
modifiziert, so daß je eine Variante mit dem typischen Da¨mmstandard eines Altbaus, eines
Geba¨udes nach Wa¨rmeschutzverordnung ’95 (WSV 95) sowie eines Passivhauses entstand.
Die wirksame thermische Kapazita¨t sowie der geometrische Geba¨udeaufbau blieben bei den
Varianten unvera¨ndert. Genaue Informationen u¨ber den Wandaufbau ko¨nnen dem Anhang
entnommen werden. Alle Simulationen wurden bei einem Komfortparameter von cl = 5 mit
Wetterdaten vom Standort Hannover aus dem Jahr 1995 vorgenommen.
Zuna¨chst soll das Regelverhalten untersucht werden. Abbildung 4.48 zeigt Raumtempera-
turverla¨ufe fu¨r die vsHR. An Tagen mit geringer Einstrahlung zeigen sich tagsu¨ber kaum
Unterschiede im Temperaturverlauf. Daraus kann gefolgert werden, daß die vsHR sich op-
timal an das jeweilige dynamische Geba¨udeverhalten anpassen kann. Fu¨r das Passivhaus
lassen sich auch an den gezeigten Tagen trotz sehr geringer morgendlicher Heizleistungen
U¨berhitzungen nicht vermeiden, da die Temperatur der thermischen Kapazita¨ten nachts
nicht ausreichend absinkt. Eine Reduktion der U¨berhitzungen gegenu¨ber der konventionel-
len Regelung wird jedoch erreicht. Die Verla¨ufe der Heizleistungen fu¨r die vsHR zeigt Abbil-
dung 4.49. Einen U¨berblick u¨ber die Heizenergieverbra¨uche bei den verschiedenen Da¨mm-
standards und Heizungsregelungen gibt Tabelle 4.7 sowie Abbildung 4.50. Die Parameter
der Heizkurve der konventionellen Regelung wurden an den jeweiligen Heizleistungsbedarf
des Geba¨udes angepaßt (Tabelle 4.2). Fu¨r alle Geba¨ude werden mit der vsHR bei Kom-
fortparameter cl = 5 Einsparungen gegenu¨ber einer konventionellen Heizungsregelung mit
elektronischem Thermostatventil erreicht. Die relativen Einsparungen nehmen mit verbes-
sertem Da¨mmstandard zu, gleichzeitig nimmt der Unterschied in den mittleren PPD-Indizes
zwischen vsHR und kHR ab. Die Abnahme der relativen Einsparungen durch eine verbes-
serte Regelstrategie bei schlechterem Da¨mmstandard erkla¨rt sich aus der Nutzbarkeit der
solaren Gewinne. Bei einem schlecht geda¨mmten Geba¨ude fu¨hren solare Gewinne kaum zu
U¨berhitzungen, die durch vorherige Untertemperaturen vermieden werden ko¨nnten.
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Abb. 4.48. Simulierte Raumtemperaturverla¨ufe fu¨r verschiedene Da¨mmstandards bei Regelung mit der
vsHR, cl = 5, sowie Außentemperatur Ta
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Abb. 4.49. Simulierte Verla¨ufe der Heizleistung fu¨r verschiedene Da¨mmstandards bei Regelung mit der
vsHR, cl = 5, sowie Außentemperatur Ta
Die monatlichen Heizenergieverbra¨uche bei der vsHR bezogen auf die Verbra¨uche bei kon-
ventioneller Regelung zeigt Abbildung 4.51. Eine logarithmische Auftragung der Jahres-
summen des Heizenergieverbrauchs u¨ber dem Mittelwert des PPD-Indexes wa¨hrend der
Heizmonate ist in Abbildung 4.52 dargestellt. Bei der Berechnung wurden nur Zeiten, zu
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Tabelle 4.7. Simulierte Heizenergieverbra¨uche fu¨r die Referenzzone bei Variation des Da¨mmstandards mit
dem Testhaus-Geba¨udemodell in einer Heizperiode (Wetterdaten Hannover 1995)
Da¨mmstandard und Regelung Heizenergiever-
brauch [kWh]
PPD [%] max(PPD)
[%]
Passivhaus kHR 2116 5.25 10.18
Passivhaus vsHR 1858 5.27 10.18
Niedrigenergiehaus kHR 7268 5.22 15.68
Niedrigenergiehaus vsHR 6757 5.32 14.41
Bau nach WSV95 kHR 11781 5.21 14.92
Bau nach WSV95 vsHR 11121 5.34 13.48
Altbau kHR 27382 5.28 17.36
Altbau vsHR 27311 5.29 22.22
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Abb. 4.50. Heizenergieverbrauch in der simulierten Periode fu¨r verschiedene Da¨mmstandards bei Regelung
mit der vsHR mit Komfortparameter cl = 5 und der konventionellen HR
denen der Tagessollwert der Raumtemperatur galt, beru¨cksichtigt. Wa¨hrend der U¨bergangs-
monate werden durch die vsHR bei allen Da¨mmstandards Heizenergieeinsparungen erreicht.
Bei geringerem Da¨mmstandard wird durch die vsHR in den Wintermonaten mehr Heizener-
gie verbraucht als durch eine konventionelle Regelung. Dies liegt an den Regeleigenschaften
der Thermostatventile und der Auslegung des Heizsystems. Beim Altbau werden z.T. die
Sollraumtemperaturen an kalten Wintertagen nicht erreicht, weshalb die Gesamtheizenergie
etwas geringer ausfa¨llt. Zu erkennen ist dies an den Monatsmittelwerten des PMV-Indexes
in Abbildung 4.56. So erkla¨rt sich auch der relativ hohe Mittelwert des PPD-Indexes u¨ber
die Heizmonate bei der konventionellen HR in Abbildung 4.52. Der mittere PPD-Index
u¨ber die Heizmonate nimmt fu¨r die vsHR mit sinkendem Da¨mmstandard ab. Dies resul-
tiert aus den zugelassenen Untertemperaturen. Wie aus Abbildung 4.48 ersichtlich, sinkt
die Raumtemperatur bei einem schlechter geda¨mmten Geba¨ude nachts sta¨rker ab. Werden
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Abb. 4.51. Relativer monatlicher Heizenergiever-
brauch bei Regelung mit der vsHR und Komfort-
parameter cl = 5 bezogen auf den entsprechenden
Verbrauch mit konventioneller Regelung mit elektro-
nischem Thermostatventil
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Abb. 4.52. Jahressumme des Heizenergieverbrauchs
u¨ber dem mittleren PPD-Index wa¨hrend der Heiz-
monate fu¨r verschiedene Da¨mmstandards, vsHR mit
Komfortparameter cl = 5
durch die vsHR morgens Untertemperaturen zugelassen, so liegen diese etwa im Bereich der
wa¨hrend der Nacht erreichten Raumtemperatur. Entsprechend erho¨ht sich der PPD-Index.
Die Abbildungen 4.53 bis 4.56 zeigen die monatlichen Mittelwerte, Maxima und Minima des
PMV-Indexes im Vergleich fu¨r die vsHR und die konventionelle HR (kHR) fu¨r die verschie-
denen untersuchten Da¨mmstandards.
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Abb. 4.53. Monatliche Mittelwerte, Maxima und
Minima des PMV-Indexes im Vergleich fu¨r die vsHR
(cl = 5) und die konventionelle HR (kHR) mit elek-
tronischem Thermostatventil fu¨r ein Passivhaus
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Abb. 4.54. Monatliche Mittelwerte, Maxima und
Minima des PMV-Indexes im Vergleich fu¨r die vsHR
(cl = 5) und die konventionelle HR (kHR) mit elek-
tronischem Thermostatventil fu¨r ein Niedrigenergie-
haus
Fu¨r die vsHR ergibt sich ein vergleichsweise hohes Maximum im Januar durch den Starttag,
an dem mit Heizkurve ohne Thermostatventil geregelt wird. Wa¨hrend der anderen Monate
liegt der maximale PMV-Index unter dem der kHR, d.h. die einstrahlungsbedingten U¨ber-
hitzungen werden durch die vsHR reduziert. Eine Ausnahme bildet der Altbau: durch die
im Mittel ho¨heren Raumtemperaturen bei der vsHR und Fehler in der Wettervorhersage
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Abb. 4.55. Monatliche Mittelwerte, Maxima und
Minima des PMV-Indexes im Vergleich fu¨r die vsHR
(cl = 5) und die konventionelle HR (kHR) mit elek-
tronischem Thermostatventil fu¨r ein Geba¨ude nach
Wa¨rmeschutzverordnung ’95
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Abb. 4.56. Monatliche Mittelwerte, Maxima und
Minima des PMV-Indexes im Vergleich fu¨r die vsHR
(cl = 5) und die konventionelle HR (kHR) mit elek-
tronischem Thermostatventil fu¨r einen Altbau
kommt es wa¨hrend einiger Heizmonate zu ho¨heren maximalen PMV-Indizes im Vergleich
zur kHR. Die monatlichen Minima des PMV-Indexes liegen bei der vsHR in den Wintermo-
naten in der Regel ho¨her als bei der kHR. Wa¨hrend der U¨bergangsmonate kehrt sich dies
jedoch um. Der Mittelwert des PMV-Indexes fu¨r die vsHR liegt zwar niedriger als bei der
kHR, jedoch ist die Variationsbreite der Komfortzusta¨nde geringer.
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Abb. 4.57. Jahresdauerlinie der Heizleistung im
Vergleich fu¨r die vsHR (cl = 5) und die konventionel-
le HR (kHR) mit elektronischem Thermostatventil
fu¨r Geba¨ude verschiedener Da¨mmstandards
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Abb. 4.58. Jahresdauerlinie der Vorlauftemperatur
im Vergleich fu¨r die vsHR (cl = 5) und die konven-
tionelle HR (kHR) mit elektronischem Thermostat-
ventil fu¨r Geba¨ude verschiedener Da¨mmstandards
Die Jahresdauerlinie der Heizleistung (Abb. 4.57) fu¨r die verschiedenen Regelungen zeigt,
daß bei Nutzung der vsHR bei allen untersuchten Da¨mmstandards fu¨r die meiste Zeit des
Jahres geringere Heizleistungen beno¨tigt werden, als bei einer konventionellen Regelung.
Lediglich die maximale erforderliche Heizleistung ist an sehr wenigen Stunden des Jahres
erho¨ht. Gerade bei hohen Da¨mmstandards wird dieser Wert dominiert durch die erforder-
liche Heizleistung am Starttag. Eine gro¨ßere Auslegung der wa¨rmeversorgenden Anlage ist
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somit bei Nutzung der vsHR nicht erforderlich. Aus dem Diagramm la¨ßt sich ebenfalls die
relevante Heizzeit fu¨r die einzelnen Da¨mmstandards ablesen. Der geringe Wa¨rmebedarf ei-
nes Passivhauses fu¨hrt dazu, daß die Heizperiode nur von November bis Ma¨rz andauert. Fu¨r
ein Niedrigenergiehaus ergeben sich nennenswerte Heizenergieeintra¨ge nur von Oktober bis
April, wa¨hrend fu¨r ein Geba¨ude nach WSV ’95 auch im Mai noch Heizenergie zugefu¨hrt wer-
den muß. Ein Altbau weist fu¨r die hier genutzten Wetterdaten auch im Juni und September
einen – wenn auch geringen – Heizenergiebedarf auf. Ein Vergleich der Vorlauftemperatu-
ren (Abbildung 4.58) zeigt, daß bei allen untersuchten Da¨mmstandards die von der vsHR
geforderten Vorlauftemperaturen deutlich unter denen der kHR liegen. Die Ru¨cklauftempe-
raturen sind dagegen bei den Standardbetriebsparametern etwas ho¨her als bei der kHR.
4.5.3 Der Einfluß der thermischen Geba¨udekapazita¨t
Ziel der Untersuchungen mit Geba¨udemodellen verschiedener Bauweise war es, die Eigen-
schaften der vsHR im Hinblick auf eine vera¨nderte wirksame thermische Kapazita¨t des
Geba¨udes zu ermitteln. Insbesondere war von Interesse, inwieweit die vsHR zu Energie-
einsparungen und Komfortverbesserungen in Geba¨uden fu¨hren kann, die aufgrund ihrer
Bauweise mehr zu U¨berhitzungen neigen, als das Referenzgeba¨ude. Die Bauteile der un-
tersuchten Geba¨udemodelle wurden so entworfen, daß der Wa¨rmedurchgangskoeffizient ge-
genu¨ber dem des Referenzgeba¨udes erhalten blieb. Der genaue Wandaufbau kann dem An-
hang entnommen werden. Unterschieden wird zwischen Massivbauweise, was dem bisher
betrachteten Referenzgeba¨ude entspricht, mittelschwerer und leichter Bauweise. Bei mittel-
schwerer Bauweise wird eine Unterscheidung hinsichtlich der Lokalisierung der thermischen
Kapazita¨ten vorgenommen. Befinden sich die wesentlichen wa¨rmespeichernden Bauteile in
der Außenhu¨lle, so geht ein Teil der dort gespeicherten Wa¨rme durch Wa¨rmeleitung nach
außen verloren.
Tabelle 4.8 listet die nach DIN EN 832 [27] ermittelte thermische Kapazita¨t der Refe-
renzzone fu¨r die verschiedenen Bauweisen auf. Zuna¨chst soll das Regelverhalten der vsHR
Tabelle 4.8. Wirksame thermische Kapazita¨t der Referenzzone bei den verschiedenen Bauweisen
Bauweise Wirksame thermische
Kapazita¨t [Wh
K
]
Spezifische wirksame ther-
mische Kapazita¨t [ Wh
m3K
]
Massivbauweise 20723 50.3
mittel, außen massiv 10465 25.4
mittel, innen massiv 14191 34.4
Leichtbauweise 3934 9.5
fu¨r die verschiedenen Bauweisen betrachtet werden. Die Raumtemperaturverla¨ufe fu¨r einen
Beispielzeitraum im Januar zeigt Abbildung 4.59. Die entsprechenden Verla¨ufe der Heizlei-
stungen sind in Abbildung 4.60 dargestellt.
Aus den Raumtemperaturverla¨ufen ist die Wirkung der thermischen Kapazita¨t zu erkennen:
nachts sinkt die Lufttemperatur um so sta¨rker, je kleiner die Kapazita¨t ist, da entsprechend
weniger Wa¨rme an den Luftknoten zuru¨ckgespeist wird. Dies fu¨hrt an kalten Na¨chten dazu,
daß die Heizungsregelung auch nachts einen Energieeintrag veranlaßt, um den Sollwert ein-
zuhalten. Die geringere Raumtemperatur bei kleiner Kapazita¨t fu¨hrt morgens zu ho¨heren
Heizleistungen. Diese werdem im Laufe des Tages jedoch schneller reduziert als bei hoher
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Abb. 4.59. Simulierte Raumtemperaturverla¨ufe fu¨r verschiedene Bauweisen bei Regelung mit der vsHR,
cl = 5, sowie solare Einstrahlung auf die Su¨dfassade Gsv
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Abb. 4.60. Simulierte Verla¨ufe der Heizleistung fu¨r verschiedene Bauweisen bei Regelung mit der vsHR,
cl = 5, sowie Außentemperatur Ta
Kapazita¨t, da das Aufheizen der Massivbauteile weniger Energie erfordert. An Tagen mit
hoher Einstrahlung treten bei leichter Bauweise auch im Januar U¨berhitzungen auf. Diese
sind umso geringer, je gro¨ßer die wirksame thermische Kapazita¨t des Geba¨udes ist.
130 4. Dynamische Simulationstests
Insgesamt zeigt die vsHR ein hervorragendes Fu¨hrungsverhalten. Die Problematik einer feh-
lerhaften Wettervorhersage, die an einzelnen Tagen zu unno¨tigen Untertemperaturen bzw.
zu vermeidbaren U¨berhitzungen fu¨hrt, ist jedoch bei allen Bauweisen zu beobachten. Fu¨r
eine leichte Bauweise wird trotz vorzeitiger Reduktion der Heizleistung und entsprechen-
den Untertemperaturen am Morgen kaum eine Reduktion der U¨berhitzungen erreicht, da
kaum aufheizbare Speichermassen zur Verfu¨gung stehen. Eine Reduktion der U¨berhitzun-
gen durch morgendliche Untertemperaturen ist umso effizienter, je massiver die Bauweise
des Geba¨udes ist. Weiterhin wirkt sich die schnellere na¨chtliche Ausku¨hlung bei leichterer
Bauweise in Richtung eines erho¨hten morgendlichen Heizenergieeintrags aus. Dies ko¨nnte
durch die Wahl eines geringeren Komfortparameters jedoch vermieden werden. Bei leich-
terer Bauweise ko¨nnen kleinere Komfortparameter als der hier gewa¨hlte cl = 5 daher zu
einem a¨hnlichen Heizleistungsverlauf fu¨hren wie bei massiver Bausweise und daher auch
entsprechende Energieeinsparungen ermo¨glichen.
Einen U¨berblick u¨ber die Heizenergieverbra¨uche bei den verschiedenen Bauweisen und Hei-
zungsregelungen gibt Tabelle 4.9. Der Heizenergiebedarf steigt mit sinkender wirksamer
Tabelle 4.9. Simulierte Heizenergieverbra¨uche fu¨r die Referenzzone bei Variation der Bauweise mit dem
Testhaus-Geba¨udemodell in einer Heizperiode (Wetterdaten Hannover 1995), cl = 5
Bauweise und Regelung Heizenergiever-
brauch [kWh]
PPD [%] max(PPD)
[%]
Massivbauweise, kHR 7268 5.22 15.68
Massivbauweise, vsHR 6757 5.32 14.41
mittel, außen massiv, kHR 7257 5.32 24.18
mittel, außen massiv, vsHR 6923 5.38 22.53
mittel, innen massiv, kHR 7333 5.31 21.39
mittel, innen massiv, vsHR 6837 5.40 20.08
Leichtbauweise, kHR 7381 5.89 58.98
Leichtbauweise, vsHR 7144 5.91 57.31
Wa¨rmekapazita¨t an, gleichzeitig verschlechtert sich der thermische Komfort. Fu¨r alle Bau-
weisen werden mit der vsHR bei Komfortparameter cl = 5 Einsparungen gegenu¨ber einer
konventionellen Heizungsregelung mit elektronischem Thermostatventil erreicht. Die relati-
ven Einsparungen nehmen mit der Speicherkapazita¨t zu, gleichzeitig nimmt der Unterschied
in den mittleren PPD-Indizes zwischen vsHR und kHR zu. Die mittleren PPD-Indizes sind
bei der vsHR gegenu¨ber der kHR aufgrund der zugelassenen Untertemperaturen verringert.
Die vsHR bewirkt jedoch jeweils eine Reduktion der maximalen PPD-Indizes gegenu¨ber der
kHR aufgrund der vermiedenen U¨berhitzungen.
Die monatlichen Heizenergieverbra¨uche bei der vsHR bezogen auf die Verbra¨uche bei kon-
ventioneller Regelung zeigt Abbildung 4.62. Eine Auftragung der Jahressummen des Heiz-
energieverbrauchs u¨ber dem Mittelwert des PPD-Indexes wa¨hrend der Heizmonate ist in
Abbildung 4.63 dargestellt. Bei der Berechnung wurden nur Zeiten, zu denen der Tagessoll-
wert der Raumtemperatur gu¨ltig war, beru¨cksichtigt. Außer fu¨r die Leichtbauweise erreicht
die vsHR in allen Monaten Energieeinsparungen gegenu¨ber der kHR. Fu¨r die Leichtbauweise
werden in den Wintermonaten leicht ho¨here Energieeintra¨ge verlangt, was auf die erho¨hten
Heizleistungen wa¨hrend der Nachtstunden zur Einhaltung des Raumtemperatursollwertes
zuru¨ckzufu¨hren ist. Mit der Bauweise ”mittelschwer, innen massiv” werden aufgrund der
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Abb. 4.61. Heizenergieverbrauch in der simulierten Periode fu¨r verschiedene Bauweisen bei Regelung mit
der vsHR mit Komfortparameter cl = 5 und der konventionellen HR
70
75
80
85
90
95
100
105
110
2 4 6 8 10 12
Monat
Massivbau
mittelschwer, aussen massiv
mittelschwer, innen massiv
Leichtbau
P
S
fra
g
rep
la
cem
en
ts
H
ei
ze
n
er
g
ie
ve
rb
ra
u
ch
[%
]
Abb. 4.62. Relativer monatlicher Heizenergiever-
brauch bei Regelung mit der vsHR und Komfort-
parameter cl = 5 bezogen auf den entsprechenden
Verbrauch mit konventioneller Regelung mit elektro-
nischem Thermostatventil
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Abb. 4.63. Jahressumme des Heizenergieverbrauchs
u¨ber dem mittleren PPD-Index wa¨hrend der Heiz-
monate fu¨r verschiedene Bauweisen, vsHR mit Kom-
fortparameter cl = 5
ho¨heren wirksamen thermischen Kapazita¨t erheblich bessere Ergebnisse gegenu¨ber der Bau-
weise ”mittelschwer, außen massiv” erreicht.
Die Abbildungen 4.64 bis 4.65 zeigen die monatlichen Mittelwerte, Maxima und Minima
des PMV-Indexes im Vergleich fu¨r die vsHR und die konventionelle HR (kHR) fu¨r die ver-
schiedenen untersuchten Bauweisen. Die waagerechten gestrichelten Linien markieren den
Bereich, in dem 90% der Personen einer Testgruppe Zufriedenheit mit dem Raumklima
a¨ußern wu¨rden. Deutlich ist die zunehmende Variationsbreite des thermischen Komforts
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Abb. 4.64. Monatliche Mittelwerte, Maxima und
Minima des PMV-Indexes im Vergleich fu¨r die vsHR
(cl = 5) und die konventionelle HR (kHR) mit elek-
tronischem Thermostatventil fu¨r einen Massivbau
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Abb. 4.65. Monatliche Mittelwerte, Maxima und
Minima des PMV-Indexes im Vergleich fu¨r die vsHR
(cl = 5) und die konventionelle HR (kHR) mit elek-
tronischem Thermostatventil fu¨r ein mittelschweres
Geba¨ude, Massivbauteile außen
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Abb. 4.66. Monatliche Mittelwerte, Maxima und
Minima des PMV-Indexes im Vergleich fu¨r die vsHR
(cl = 5) und die konventionelle HR (kHR) mit elek-
tronischem Thermostatventil fu¨r ein mittelschweres
Geba¨ude, Massivbauteile innen
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Abb. 4.67. Monatliche Mittelwerte, Maxima und
Minima des PMV-Indexes im Vergleich fu¨r die vsHR
(cl = 5) und die konventionelle HR (kHR) mit elek-
tronischem Thermostatventil fu¨r die Leichtbauweise
beim U¨bergang zu leichteren Bauweisen fu¨r beide Arten der Regelung zu erkennen. Das
Maximum des PMV-Indexes im Januar aufgrund des Starttags ist umso ausgepra¨gter, je
weniger Speicherkapazita¨t verfu¨gbar ist. Die vsHR bewirkt fu¨r die meisten Monate und
Bauweisen ein verringertes Minimum des PMV-Indexes. Der Maximalwert ist gegenu¨ber
der kHR um so mehr reduziert, je mehr thermische Kapazita¨t vorhanden ist. Der Mittel-
wert des PMV-Indexes liegt in den Wintermonaten fu¨r die vsHR im negativen Bereich.
In den U¨bergangsmonaten geht er umso sta¨rker in den positiven Bereich u¨ber, je leichter
das Geba¨ude gebaut ist. Der Monatsmittelwert des PMV-Indexes fu¨r die kHR zeigt ein
a¨hnliches Verhalten, liegt jedoch in den Wintermonaten na¨her am Optimum, dafu¨r in den
U¨bergangsmonaten weiter davon entfernt.
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Die Jahresdauerlinie der Heizleistung zeigt Abbildung 4.68. Fu¨r eine bessere Unterscheid-
barkeit der Kurven wurde jeweils nur der vordere Bereich, fu¨r den eine nennenswerte Heiz-
leistung auftritt, dargestellt. Es zeigt sich, daß fu¨r alle untersuchten Bauweisen fu¨r die vsHR
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Abb. 4.68. Jahresdauerlinie der Heizleistung im Vergleich fu¨r die vsHR (cl = 5) und die konventionelle HR
(kHR) mit elektronischem Thermostatventil fu¨r Geba¨ude verschiedener Bauweisen
im Vergleich zur kHR bis auf sehr wenige Stunden im Jahr geringere Heizleistungen beno¨tigt
werden. Interessant ist die Abha¨ngigkeit von der Bauweise: im Bereich geringer Anzahl der
Stunden (zwischen 200 und 1500 Stunden) wird eine umso ho¨here Heizleistung beno¨tigt, je
massiver das Geba¨ude ausgefu¨hrt ist. Dagegen treten kleinere Heizleistungen ha¨ufiger (zwi-
schen 1500 und 4000 Stunden) bei Leichtbauweise auf. Dieses Verhalten ist auch anhand
der Verla¨ufe der Heizleistung in Abbildung 4.60 nachzuvollziehen. Fu¨r die Leichtbauweise
treten zwar gro¨ßere Heizleistungsspitzen auf, diese sind aber jeweils auf einen sehr kurzen
Zeitraum begrenzt. Im Bereich mittlerer Heizleistungen werden fu¨r die Leichtbauweise je-
weils geringere Eintra¨ge als fu¨r massivere Geba¨udevarianten verlangt. Im Bereich kleiner
Heizleistungen steigt die Ha¨ufigkeit des Auftretens wiederum fu¨r die Leichtbauweise an,
da in gro¨ßerem Umfang nachts Wa¨rme zugefu¨hrt werden muß. Diese Abha¨ngigkeit ist bei
der vsHR erheblich ausgepra¨gter als bei der kHR, da die vsHR den jeweiligen Leistungsbe-
darf genauer ermittelt und zufu¨hren kann, wie anhand des verbesserten Fu¨hrungsverhaltens
ersichtlich ist.
Eine Jahresdauerlinie des PPD-Indexes fu¨r die verschiedenen Bauweisen zeigt Abbildung 4.69.
Es wurden jeweils nur die Zeiten in die Berechnung einbezogen, in denen ein Heizener-
giebedarf vorhanden und der Tagessollwert der Raumtemperatur gesetzt war. Die Jahres-
dauerlinie des PPD-Indexes fu¨r die Massivbauweise ist der U¨bersichtlichkeit halber nicht
eingezeichnet. Das Verhalten entspricht dem bereits in Abbildung 4.31 gezeigten fu¨r das
Referenzgeba¨ude. Gezeigt ist nur ein Ausschnitt, in welchem nennenswerte A¨nderungen des
PPD-Indexes zu verzeichnen sind. Bei ho¨herer Anzahl der Stunden finden keine prinzipiellen
A¨nderungen der Abha¨ngigkeit von Regelungsart und Bauweise mehr statt. Die Auftragung
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Abb. 4.69. Jahresdauerlinie des PPD-Indexes im Vergleich fu¨r die vsHR (cl = 5) und die konventionelle
HR (kHR) mit elektronischem Thermostatventil fu¨r Geba¨ude verschiedener Bauweisen
zeigt, daß fu¨r leichtere Bauweise die Jahresdauerlinie des PPD-Indexes fu¨r die vsHR nicht
mehr fu¨r jede Anzahl von Stunden oberhalb derjenigen fu¨r die kHR liegt. Es entsteht ein
U¨berlappungsbereich, der umso gro¨ßer ist, je weniger thermische Kapazita¨t das Geba¨ude
aufweist. Das Auftreten ho¨herer PPD-Indizes an wenigen Stunden des Jahres resultiert
wiederum aus der Startphase bei Regelung mit der konventionellen Heizkurve ohne Ther-
mostatventil. Die dadurch auftretenden U¨berhitzungen sind um so gravierender, je weniger
Speicherkapazita¨t zum Aufheizen zur Verfu¨gung steht. Wird der Starttag ausgeklammert,
so la¨ßt sich feststellen, daß nahezu immer wa¨hrend der Heizperiode 90% der Personen einer
Testgruppe zufriedengestellt wa¨ren. Die Untertemperaturen, die durch die vsHR zur besse-
ren Nutzung der solaren Gewinne zugelassen werden, erho¨hen die Anzahl der unzufriedenen
Personen nur geringfu¨gig (im Bereich von 1 Prozentpunkt).
4.5.4 Der Einfluß des Heizsystems
Die Untersuchungen dieses Abschnitts dienten zum Test der Regeleigenschaften bei vera¨nder-
ten Eigenschaften des Heizsystems. Es wurde zum einen die Tra¨gheit des Heizsystems vari-
iert, zum anderen die Stellgro¨ße zur Beeinflussung der Raumtemperatur vera¨ndert.
4.5.4.1 Variation der Tra¨gheit des Heizsystems
Die Vorteile der vsHR gegenu¨ber einer kHR sind beim bisher untersuchten vergleichsweise
flink reagierenden Warmwasserheizsystem mit Heizko¨rpern noch nicht ausgescho¨pft. Insbe-
sondere bei tra¨gen, im allgemeinen schwierig zu regelnden Heizsystemen ist die Vorhersa-
ge der Regelgro¨ße von besonderer Bedeutung. Daher wird im folgenden die Regelung eines
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Warmwasserfußbodenheizsystems bzw. -wandheizsystems untersucht. Zur Simulation wurde
angrenzend an die zu beheizende Zone eine weitere Zone definiert. Der ,,Heizko¨rper” wur-
de in diese Zone mit einer sehr guten thermischen Ankopplung an die Trennwand verlegt.
Laut [68] betra¨gt die Dicke des Estrichs u¨ber den Heizrohren bei einer Fußbodenheizung
4,5-7 cm. Diese beiden Grenzfa¨lle waren Gegenstand der folgenden Untersuchungen. Als
konventionelle Regelung diente zum Vergleich eine PID-Regelung. Einen Vergleich zwischen
kHR und vsHR zeigen die Abbildungen 4.70 und 4.71. Zur besseren Verdeutlichung des Ver-
haltens wurde ein Zeitraum in der U¨bergangszeit (10.3.-16.3.) ausgewa¨hlt. Der Vorhersage-
und der Regelhorizont bei der vsHR wurde zur besseren Erfassung der Tra¨gheiten auf 50
heraufgesetzt.
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Abb. 4.70. Simulierte Raumtemperaturverla¨ufe fu¨r Fußbodenheizung (FBH) mit unterschiedlicher Estrich-
dicke bei Regelung mit der vsHR, cl = 5, und der kHR (PID) sowie solare Einstrahlung auf die Su¨dfassade
Gvs
Die Wirkung der vsHR zeigt sich besonders an den einstrahlungsreichen Tagen. In Kenntnis
der zuku¨nftigen Regelgro¨ße, beeinflußt u.a. durch die solaren Gewinne, wird morgens sehr
wenig geheizt. Die PID-Regelung, die nur auf vergangene Sollwertabweichungen reagiert,
heizt dagegen morgens bis zum Erreichen des Sollwerts. Dadurch kommt es im weiteren
Tagesverlauf zu U¨berhitzungen. Bei der vsHR fallen die Sollwertu¨berschreitungen dagegen
nur gering aus. Dagegen wird der Sollwert bei Regelung mit der vsHR am 13.3. aufgrund ei-
ner fehlerhaften Einstrahlungsvorhersage ganzta¨gig unterschritten. Auch die Anhebung der
Heizleistung am Nachmittag fu¨hrt wegen der tra¨gen Reaktion nicht mehr zum Erreichen des
Sollwerts. Am darauffolgenden Tag wird die Heizleistung durch die vsHR deshalb schon mor-
gens angehoben. Insgesamt zeigt sich bei tra¨geren Heizsystemen die bessere Vermeidbarkeit
von U¨berhitzungen im Vergleich zur kHR, jedoch ist der ganzta¨gige thermische Komfort
auch empfindlicher hinsichtlich einer fehlerhaften Wettervorhersage. Die Monatssummen
der Heizenergieverbra¨uche der vsHR und der kHR zeigt Abbildung 4.72. Die Einsparungen
der vsHR im Vergleich zur PID-Regelung steigen in den U¨bergangsmonaten gegenu¨ber den
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Abb. 4.71. Simulierte Verla¨ufe der Heizleistung fu¨r Fußbodenheizung mit unterschiedlicher Estrichdicke
bei Regelung mit der vsHR, cl = 5, und der kHR (PID) sowie Außentemperatur Ta
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Abb. 4.72. Monatlicher Heizenergieverbrauch bei
Regelung mit der vsHR und Komfortparameter cl =
5 und einer PID-Regelung
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Abb. 4.73. Monatliche Heizenergieeinsparungen
durch die vsHR im Vergleich zu einer PID-Regelung
bei einer Fußbodenheizung mit verschiedenen Dicken
der Estrichdecke
Wintermonaten an. Die Einsparungen bei 7 cm Estrichdecke liegen geringfu¨gig ho¨her. In
der Summe u¨ber die Heizperiode betragen die Einsparungen 12% bzw. 13,1% fu¨r 4,5 cm
bzw. 7 cm Estrichdecke bei einem Komfortparameter cl = 5. Die Auftragung der Maxima
und Minima des PMV-Indexes fu¨r beide Regelungen zeigt, daß die vsHR zu geringeren mitt-
leren Raumtemperaturen wa¨hrend der Heizperiode fu¨hrt. Der Unterschied zwischen vsHR
und kHR ist bei der Fußbodenheizung erheblich deutlicher als bei einer Heizung mit Ra-
diatoren. Zwischen den beiden Varianten der Fußbodenheizung zeigen sich hingegen kaum
Unterschiede.
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Abb. 4.74. Monatliche Maxima und Minima des
PMV-Indexes fu¨r die vsHR (cl = 5) fu¨r eine Ra-
diatorheizung und eine Fußbodenheizung mit jeweils
4,5 und 7 cm Estrichdecke
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Abb. 4.75. Monatliche Maxima und Minima des
PMV-Indexes fu¨r die kHR (PID) fu¨r eine Radiator-
heizung und eine Fußbodenheizung mit jeweils 4,5
und 7 cm Estrichdecke
Die Untersuchungen zur Heizenergieeinsparung besta¨tigen die Ergebnisse von Nyg˚ard Fer-
guson [63]. Sie konnte mit Hilfe von Simulationen unter Nutzung von Wetterdaten von
Lausanne eine Energieeinsparung von 10% fu¨r eine flinke Luftheizung und 15% fu¨r eine
Fußbodenheizung nachweisen.
4.5.4.2 Variation der Stellgro¨ße
Bei den bisher vorgestellten Untersuchungen wurde die Vorlauftemperatur als Stellgro¨ße zur
Beeinflussung der Regelgro¨ße Raumtemperatur verwendet. Im folgenden finden der Massen-
strom und die Heizleistung als Stellgro¨ßen Verwendung. Die Untersuchungen mit anderen
Stellgro¨ßen hatten den Nachweis der Funktionsfa¨higkeit der Regelung bei vera¨nderter Ein-
flußnahme auf die Raumtemperatur zum Ziel. Die in Abschnitt 2.5.2 durchgefu¨hrten Be-
trachtungen zeigten, daß ein allgemeines Differenzengleichungsmodell 2. Ordnung zur Be-
schreibung des dynamischen Geba¨udeverhaltens bei verschiedenen Stellgro¨ßen geeignet ist.
Demzufolge sollte eine Regelung mit anderen Stellgro¨ßen ohne umfangreiche Anpassungen
mo¨glich sein. Lediglich die Gewichte der Kostenfunktion mu¨ssen angepaßt werden, da die
Stellgro¨ße dort mit ihrer Einheit eingeht. Die Anpassung wurde in der Weise vorgenommen,
daß bei gleichem Komfortparameter ein a¨hnliches Fu¨hrungsverhalten wie bei der Stellgro¨ße
Vorlauftemperatur erhalten wird. Abbildung 4.76 zeigt Raumtemperaturverla¨ufe im Bei-
spielzeitraum, Abbildung 4.77 die dazugeho¨rigen Heizleistungen. Die Grafiken zeigen die
prinzipielle Eignung der vsHR zur Regelung mit anderen Stellgro¨ßen. Die Abweichungen im
Fu¨hrungsverhalten ko¨nnen durch die Anpassung der Gewichte der Kostenfunktion erkla¨rt
werden. Fu¨r eine marktfa¨hige Lo¨sung sollte durch Normierung eine allgemeine Formulierung
der Gewichte verwendet werden, die sich automatisch der Stellgro¨ße anpaßt.
In diesem Kapitel wurde eine umfassende Bewertung der entwickelten vorausschauenden
selbstadaptierenden Heizungsregelung hinsichtlich ihrer Eigenschaften vorgenommen. Aus
der Variation von Reglerparametern wurde ein geeigneter Parametersatz ermittelt (SAK =
100, P = M = 20) und fu¨r die weiteren Simulationen eingesetzt. Es konnte gezeigt werden,
138 4. Dynamische Simulationstests
16
16.5
17
17.5
18
18.5
19
19.5
20
20.5
12.01 13.01 14.01 15.01 16.01 17.01 18.01
0
500
1000
1500
2000
Datum
Stellgr. Tvl Stellgr. QH Stellgr. mw Gsv
P
S
fra
g
rep
la
cem
en
ts
R
au
m
te
m
p
er
at
u
r
[◦
C
]
E
in
st
ra
h
lu
n
g
,
ve
rt
ik
al
,
su¨
d
[
W m
2
]
Abb. 4.76. Simulierte Raumtemperaturverla¨ufe fu¨r verschiedene Stellgro¨ßen bei Regelung mit der vsHR,
cl = 5, sowie solare Einstrahlung auf die Su¨dfassade Gsv
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Abb. 4.77. Simulierte Verla¨ufe der Heizleistung fu¨r verschiedene Stellgro¨ßen bei Regelung mit der vsHR,
cl = 5, sowie Außentemperatur Ta
daß die vsHR sich sehr robust gegenu¨ber ungemessenen Sto¨rgro¨ßen verha¨lt. Gegenu¨ber
einer konventionellen Heizungsregelung sind Energieeinsparungen bei nur geringen Einbußen
an thermischem Komfort mo¨glich. Eine Quantifizierung der mo¨glichen Einsparungen und
des thermischen Komforts konnte auch fu¨r Variationen des Geba¨udemodells hinsichtlich
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der Fensterfla¨chem des Da¨mmstandards, der Bauweise und des Heizsystems vorgenommen
werden. Die ho¨chsten Energieeinsparungen lassen sich in massiven Geba¨uden mit hohem
Da¨mmstandard und tra¨gem Heizsystem erreichen.
Die Regelung stellte mit Hilfe der durchgefu¨hrten Untersuchungen ihr Anpassungsvermo¨gen
im Rahmen der durchgefu¨hrten Variationen von Geba¨ude und Heizsystem in einer Simulati-
onsumgebung unter Beweis. Im nun folgenden Kapitel wird die entwickelte Heizungsregelung
in einem realen Geba¨ude und Heizsystem zum Einsatz gebracht und getestet.
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Kapitel 5
Experimentelle Untersuchungen
Die experimentellen Untersuchungen dienen dem Nachweis, daß der Regelalgorithmus auch
unter praktischen Bedingungen funktionsfa¨hig ist. Das in den Simulationen ermittelte Re-
gelverhalten soll experimentell qualitativ nachgewiesen werden. Ein weiteres Ziel der Un-
tersuchungen besteht in Tests der einzelnen Prozeduren und der Ermittlung von Optimie-
rungsmo¨glichkeiten.
In diesem Kapitel wird zuna¨chst die fu¨r die experimentellen Untersuchungen aufgebaute
Testanlage vorgestellt. Anschließend wird auf das Betriebsverhalten des Regelalgorithmus
insgesamt sowie einzelner Komponenten eingegangen.
5.1 Experimenteller Aufbau
Die Tests werden in den Versuchsha¨usern des ISFH Emmerthal durchgefu¨hrt (Abb. 5.1).
Es handelt sich dabei um zwei vom Grundriß her spiegelbildlich aufgebaute Geba¨ude mit je
160 m2 Wohnfla¨che. Das o¨stliche Geba¨ude (Experimentierhaus) und das westliche Geba¨ude
(Referenzhaus) sind durch den Garagentrakt voneinander getrennt. Im Experimentierhaus
wurde der Algorithmus auf einem Personalcomputer (PC) in Verbindung mit einer Da-
tenerfassunganlage getestet. Im Referenzhaus kam eine in einem Microcontroller (MC) im-
plementierte Version des Algorithmus zum Einsatz. Beide Ha¨user werden als Bu¨rogeba¨ude
genutzt. Dies bedeutet, daß Sto¨rgro¨ßen durch interne Gewinne oder O¨ffnen von Tu¨ren und
Fenstern vor allem in der Zeit montags bis freitags von 8 bis 18 Uhr auftreten. Die Nut-
zung der Geba¨ude beschra¨nkt die Variationsmo¨glichkeiten von bestimmten Parametern wie
Raumlufttemperatursollwerte und Komfortparameter wa¨hrend der experimentellen Tests.
Die passiv solare Hauptempfangsfla¨che der Geba¨ude zeigt nach Su¨den. Das Referenzhaus
hatte wa¨hrend des Zeitraums der Untersuchungen neben Fenstern, deren Fla¨che etwa ein
Drittel der Su¨dfassadenfla¨che betra¨gt, kleinere Transparente Wa¨rmeda¨mmelemente (TWD-
Elemente) als passiv solare Komponenten. Das Experimentierhaus weist, neben den gleichen
Fensterfla¨chen, TWD-Elemente in gro¨ßerer Fla¨che auf. Zusa¨tzlich ist ein Wintergarten vor-
gesetzt, der im thermischen Kontakt vor allem zum Erdgeschoß steht. Genaue Angaben
u¨ber den Aufbau der Geba¨ude ko¨nnen dem Anhang B.1 entnommen werden.
Die Heizenergieversorgung erfolgt fu¨r jedes Geba¨ude u¨ber je einen Heizkreis. Ein Niedertem-
peraturgaskessel (20 kW) versorgt einen Prima¨rkreis mit heißem Wasser. Vom Prima¨rkreis
zweigen die 3 Heizkreise ab. Je ein Dreiwegeventil mischt das heiße Wasser mit dem Wasser
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Abb. 5.1. Die Experimentierha¨user des ISFH
aus dem Ru¨cklauf, um die gewu¨nschte Vorlauftemperatur einzuregeln. Vor Inbetriebnah-
me des neuen Regelalgorithmus war ein Analogregler der Firma Landys & Gyr eingesetzt,
mit dem die in Abschnitt 4.2.1 erla¨uterte Heizkurve als Funktion der Außentemperatur
eingestellt wurde. Die Sollraumtemperatur wurde, falls nicht anders bezeichnet, am Tag
von 6 bis 22 Uhr auf 21 ◦C, wa¨hrend der Nacht auf 19 ◦C fu¨r die PC-Regelung und auf
18 ◦C fu¨r die Microcontrollerregelung gesetzt. Der gegenu¨ber den Simulationstests ho¨he-
re Raumtemperatursollwert resultiert aus der Geba¨udenutzung (Personen mit vorwiegend
sitzender Ta¨tigkeit) und den Nutzerwu¨nschen. Der niedrigere Nachtsollwert fu¨r die Micro-
controllerregelung wurde gewa¨hlt, um nachts einen Energieeintrag zu vermeiden. Ebenfalls
auf Nutzerwu¨nsche nimmt die Einstellung des Komfortparameters auf cl = 8 Ru¨cksicht.
5.1.1 Sensorik und Datenerfassung
Die Sensorik und Datenerfassung der PC-Regelung unterscheiden sich von denen der Rege-
lung mit dem eigensta¨ndigen Regler (Microcontroller). Die Auswahl der Sensoren wurde von
Genauigkeit, Preis und Marktverfu¨gbarkeit bestimmt. Ziel war, einen vermarktungsfa¨higen
Regler zu entwickeln. Daher mußte dessen Funktionsfa¨higkeit auch mit einer preiswerten
und ungenaueren Sensorik gesichert sein.
5.1.1.1 PC-Regelung
Tabelle 5.1 gibt eine Aufstellung der fu¨r die PC-Regelung verwendeten Sensoren. Die ersten
vier genannten Sensoren werden dabei tatsa¨chlich fu¨r die Regelung verwendet, die anderen
Sensoren dienen der Systemu¨berwachung.
Zur genauen Erfassung der Raumlufttemperatur ist ein ventilierter Sensor mit Strahlungs-
schutz erforderlich. Fu¨r einen breiten Einsatz ist ein solcher Sensor jedoch zu teuer und
auch wegen der Gera¨uschentwicklung ungeeignet. Es wurde daher auf die Ventilation ver-
zichtet und nur ein einfacher Strahlungsschutz zur Vermeidung einer direkten Besonnung
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Tabelle 5.1. Fu¨r die PC-Regelung eingesetzte Sensoren
Meßgro¨ße Sensortyp Genauigkeit
Raumtemperatur Pt100 Klasse A ±(0.15 + 0.002[t])◦C
Außentemperatur Pt100 Klasse A ±(0.15 + 0.002[t])◦C
Vorlauftemperatur Pt100 Klasse A ±(0.15 + 0.002[t])◦C
Einstrahlung Si-01TC ±8.9% v.M.
Wa¨rmeleistung VMT 1.5 / T1 ± 1% v.E. [67]
Ru¨cklauftemperatur Pt100 Klasse A ±(0.15 + 0.002[t])◦C
Vorlauftemperatur am Heizko¨rper Pt100 Klasse A ±(0.15 + 0.002[t])◦C
Ru¨cklauftemperatur am Heizko¨rper Pt100 Klasse A ±(0.15 + 0.002[t])◦C
verwendet. Dies fu¨hrt dazu, daß der Meßwert des Sensors auch in gewissem Maß von der
Temperatur der umgebenden Wa¨nde beeinflußt wird. Aus diesem Grund ist im folgenden
nur von Raumtemperatur und nicht von Raumlufttemperatur die Rede. Fu¨r die Raumtem-
peraturmessung wurde ein Referenzraum ausgewa¨hlt. Dabei handelt es sich jeweils um den
kleinen su¨dorientierten Raum im Obergeschoß.
Der Außentemperatursensor wurde strahlungsgeschu¨tzt an der Nordseite des Geba¨udes an-
gebracht. Ein strahlungsgeschu¨tzter Ort ist unbedingt notwendig, da sich ansonsten als
Eingangsgro¨ße fu¨r die Modellidentifikation Außentemperatur und Einstrahlung u¨berlagern
wu¨rden. Die Sensoren zur Messung von Temperaturen im Heizkreis wurden an der Rohr-
wandung unterhalb der Rohrisolation unter Herstellung eines guten thermischen Kontakts
zur Rohraußenwand fixiert.
Die Widerstandsmessung erfolgte in Vierleitertechnik. Fu¨r den Einsatzbereich der Pt100
ergibt sich folgender Zusammenhang zwischen Temperatur ϑ in ◦C und Widerstand R
in Ω [85]:
ϑ = 3367.85046◦C −
√
13065975.21◦C2 +
R/Ω
−5.80195 · 10−5 (5.1)
Der Einstrahlungssensor befindet sich an der Su¨dfassade in ca. 3 m Ho¨he und ist vertikal
ausgerichtet. Er besteht aus einer Siliziumsolarzelle mit interner Temperaturkorrektur. Der
Kurzschlußstrom einer Siliziumsolarzelle ist proportional zur Bestrahlungssta¨rke. Allerdings
hat er einen positiven Temperaturkoeffizienten, der ohne Korrektur zu einer maximalen
relativen Meßabweichung von ca. 3.5% v.M. bei Vergleich mit einem thermoelektrischen
Pyranometer fu¨hrt. Mit der internen Temperaturkompensation des Sensors wird diese Ab-
weichung auf ±0.2% verringert. Die Genauigkeit des Strahlungssensors selbst, bei Vergleich
mit einem thermoelektrischen Pyranometer (Kipp & Zonen CM11) betra¨gt ±5% vom Meß-
wert [48]. Der Fehler des thermoelektrischen Pyranometers wird durch verschiedene Effekte
(Langzeitdrift, Nichtlinearita¨t, Winkelabha¨ngigkeit, spektrale Empfindlichkeit und Tempe-
raturabha¨ngigkeit) hervorgerufen. Er betra¨gt unter den Kalibrierbedingungen insgesamt
ca. 3.7% [51]. Damit ergibt sich ein maximaler relativer Fehler des Siliziumsensors von 8.9%
bezogen auf die wahre Einstrahlung, was der Angabe in Tabelle 5.1 entspricht.
Der fu¨r die Messung der Wa¨rmeleistung verwendete Sensor besteht aus einem Volumen-
strommeßgera¨t (Mehrstrahl-Flu¨gelradza¨hler mit magnetfreier elektronischer Abtastung) und
2 Temperatursensoren (PT500) im Heizungsvor- und -ru¨cklauf. Das Volumenstrommeßgera¨t
liefert Impulse an einen Mikrocomputer. Vom Mikrocomputer aus wird auch die Messung
der Widersta¨nde der Temperaturfu¨hler in Vierleitertechnik durchgefu¨hrt. Die Meßwerte von
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Volumenstrom, Heizleistung und Heizenergie ko¨nnen u¨ber ein Display abgerufen werden. An
einen Analogausgang (4-20 mA, entspricht 0-16.32 kW) wird die Wa¨rmeleistung abgegriffen.
Dabei wird die u¨ber einen Widerstand von 9 Ω abfallende Spannung gemessen.
Die Meßdaten wurden mit einem Datenlogger der Firma Hewlett Packard erfaßt (siehe
Abb. 5.1.1.1). Das Datenerfassungsgera¨t besteht aus einem Grundgera¨t sowie diversen Steck-
Grundgera¨t
Multiplexer
Multimeter
Befehlsmodul
Personalcomputer
Schnittstelle Datenerfassung
DA-Wandlerkarte
-
-
ﬀ Sensoren
Stellventil
Abb. 5.2. Datenerfassungssystem und Analogsignalausgabe bei der PC-Regelung
karten. Das Befehlsmodul dient zur Steuerung aller Prozesse im Gera¨t. Das Multimeter ist
das eigentliche Meßgera¨t. Mit dem Multiplexer, an dem die Sensoren angeschlossen sind,
werden nacheinander alle Kana¨le auf das Meßgera¨t geschaltet. U¨ber eine Schnittstelle ist
die PC-Kopplung realisiert.
Das Meßprogramm fragt die Daten der Sensoren im 10-Sekunden-Rhythmus ab. Nach 15 Mi-
nuten wird der Mittelwert gebildet, in der Meßdatei gespeichert sowie der Algorithmus zur
Berechnung der Sollvorlauftemperatur aufgerufen. Die vom Algorithmus der vsHR berech-
nete optimale Stellgro¨ße Vorlauftemperatur fu¨r den na¨chsten Zeitschritt dient als Sollwert
fu¨r eine PID-Regelung des Mischerventils zur Ru¨cklaufbeimischung (Dreiwegeventil), die
im Meßprogramm ebenfalls im 10 Sekunden-Takt aufgerufen wird. Stellgro¨ße ist hier der
Ventilhub, der u¨ber eine Spannung (0..10 V) vorgegeben wird. Die Spannung wird als Digi-
talwert an eine Digital-Analog-Wandlerkarte im PC u¨bertragen. Die am Ausgang der Karte
anliegende Spannung wird auf den Stellmotor des Mischerventils gegeben.
5.1.1.2 Regelung durch Microcontroller
In dieser Variante werden alle durch den PC und das Datenerfassungsgera¨t erledigten Aufga-
ben auf einen Microcontroller u¨bertragen. Dabei wurde auf eine bereits vorhandene Hardwa-
re der Firma Brauns Control GmbH zuru¨ckgegriffen. Die verwendete Basishardware BCR-
552 V2.0 (Abb. 5.3) besteht aus dem Microcontroller mit einer Bedienoberfla¨che sowie einer
Klemmenplatine mit Leistungselektronik und Anschlußklemmen [8].
Kern ist ein Philips SAB80C552-16-W Microcontroller, der mit 12 MHz Systemtakt arbei-
tet. Als Speicher stehen 512 kByte Flash-Memory zur Verfu¨gung, welches sowohl als Daten-,
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Abb. 5.3. Ansicht des getesteten Microcontrollers
als auch als Programmspeicher genutzt werden kann. Als Variablenspeicher sind 32 kByte
statisches RAM vorhanden. Der Regelalgorithmus muß sich nicht zuletzt an diesen Be-
schra¨nkungen orientieren. Fu¨r die Kommunikation mit dem Nutzer stehen eine alphanume-
rische Flu¨ssigkristallanzeige und 4 Eingabetasten zur Verfu¨gung. An der Klemmenplatine
ko¨nnen 8 analoge Einga¨nge (0..2V, 0..400µA) sowie 2 analoge Ausga¨nge und 2 schalten-
de Ausga¨nge angeschlossen werden. Damit bietet die Basishardware auch die Mo¨glichkeit
der Erweiterung der Regelung auf andere Komponenten. Alle Temperatursensoren nutzen
Tabelle 5.2. Fu¨r die Microcomputerregelung eingesetzte Sensoren
Meßgro¨ße Sensortyp Genauigkeit
Raumtemperatur BCTF-205RF ± 1.5 K
Außentemperatur BCTF-205W ± 1.5 K
Vorlauftemperatur BCTF-R2 ± 1.5 K
Einstrahlung Si-01TC ±8.9% v.M.
den Baustein AD592AN von Analog Device, der eine temperaturabha¨ngige Stromquelle ist.
Der Raumtemperatursensor befindet sich in einem Plastikgeha¨use mit Luftschlitzen, welches
an einer Raumwand auf einer 10 mm starken Styroporplatte befestigt ist. Der Außentem-
peratursensor ist ebenfalls in einem Geha¨use untergebracht, welches an der Nordfassade
angebracht wurde. Der Vorlauftemperatursensor wurde unter der Rohrda¨mmung an das
Rohr angelegt. Eine Kalibrierung der Temperatursensoren ließ sich mit Hilfe der Meßdaten
des vorhandenen Datenerfassungssystems in den Experimentierha¨usern vornehmen.
Zur Bewertung des Regelverhaltens bei der Regelung mit dem Microcontroller wurden Meß-
daten der vorhandenen Datenerfassungsanlage der Experimentierha¨user verwendet.
5.1.1.3 Test der Sensorik
Die U¨berpru¨fung der Sensorik hatte zum Ziel, auftretende Meßabweichungen der fu¨r den
Algorithmus relevanten Gro¨ßen Außentemperatur, Vorlauftemperatur, solare Einstrahlung
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sowie Raumtemperatur zu erfassen und in die Beurteilung des Regelverhaltens einfließen
zu lassen. Insbesondere war zu kla¨ren, ob mit einer einfachen Sensorik gegenu¨ber aufwen-
diger Meßtechnik nennenswerte Meßabweichungen auftreten, die die Funktionsfa¨higkeit der
Regelung beeintra¨chtigen ko¨nnen.
Die fu¨r die Bewertung des Betriebsverhaltens der Regelung verwendeten Meßwerte wurden
zum einen mit der Standard-Datenerfassungsanlage der Experimentierha¨user ,,Helios” sowie
dem fu¨r die Regelung verwendeten Gera¨t ,,HP” und den in Tabelle 5.1 genannten Sensoren
erfaßt. Die Abbildungen 5.4 bis 5.7 zeigen einen Vergleich der gemessenen Verla¨ufe der
Meßgro¨ßen fu¨r beide Datenerfassungsanlagen. Die Verla¨ufe sind versetzt dargestellt, da die
Ergebnisse bei Datenerfassung mit dem Gera¨t ,,Helios” in Solarzeit umgerechnet werden,
beim Gera¨t ,,HP” jedoch in Ortszeit angegeben sind. Fu¨r den dargestellten Zeitraum (26.2.-
27.2.2000) betra¨gt der Unterschied zwischen Solar- und Ortszeit etwa 37 min. Zur besseren
Unterscheidbarkeit der Verla¨ufe wurde die Zeitangabe unvera¨ndert gelassen.
Die Raum- und Vorlauftemperatur wurde bei Erfassung mit dem Gera¨t ,,Helios” ebenfalls
mit Hilfe von PT-100 Sensoren vorgenommen. Die Positionierung des Raumtemperatur-
sensors wich jedoch vom dem fu¨r die Regelung verwendeten ab (ca. 3.50 m Entfernung).
Fu¨r die Einstrahlungsmessung wird beim Gera¨t ,,Helios” ein thermoelektrisches Pyrano-
meter (Kipp & Zonen CM11) verwendet. Die Außentemperaturmessung erfolgt mit einem
ventilierten strahlungsgeschu¨tzten Lufttemperatursensor, der auf dem Dach des Geba¨udes
angebracht ist.
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Abb. 5.4. Gemessene Verla¨ufe der Außentem-
peratur mit Datenerfassung ,,Helios” (in Solar-
zeit, 5 min Mittelwerte) und ,,HP” (in Ortszeit,
15 min Mittelwerte) vom 26.2.-27.2.2000
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Abb. 5.5. Gemessene Verla¨ufe der Vorlauftem-
peratur mit Datenerfassung ,,Helios” (in Solar-
zeit, 5 min Mittelwerte) und ,,HP” (in Ortszeit,
15 min Mittelwerte) vom 26.2.-27.2.2000
Deutlich sind die sich aufgrund des ku¨rzeren Zeitintervalls der Mittelung ergebenden Meß-
wertschwankungen bei der Datenerfassung mit dem Gera¨t ,,Helios” zu erkennen. Im Hinblick
auf eine Reduktion der Wirkung zufa¨lliger Meßabweichungen ist daher auch ein gro¨ßerer
Zeitschritt fu¨r den Aufruf des Regelalgorithmus vorteilhaft. Fu¨r die Messung der Außentem-
peratur wirkt sich die Position des Sensors auf dem Dach und die Ventilation in Richtung
einer gro¨ßeren Tag-Nacht-Schwankungsbreite aus. Die Unterschiede der Meßwerte beider
Außentemperatursensoren liegen jedoch unter 1 K. Die in Abschnitt 4.3.3.3 dargestellten
Simulationsergebnisse haben gezeigt, daß eine systematische Meßabweichung der Außentem-
peratur in dieser Gro¨ßenordnung fu¨r den Regelalgorithmus keine Beeintra¨chtigung darstellt.
5.1 Experimenteller Aufbau 147
0
200
400
600
800
1000
00.00 00.06 00.12 00.18 00.00 00.06 00.12 00.18 00.00
Uhrzeit
Helios
HP
P
S
fra
g
rep
la
cem
en
ts
E
in
st
ra
h
lu
n
g
,
ve
rt
ik
al
,
su¨
d
[
W m
2
]
Abb. 5.6. Gemessene Verla¨ufe der solaren Einstrah-
lung auf die Su¨dvertikale mit Datenerfassung ,,Heli-
os” (in Solarzeit, 5 min Mittelwerte) und ,,HP” (in
Ortszeit, 15 min Mittelwerte) vom 26.2.-27.2.2000
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Abb. 5.7. Gemessene Verla¨ufe der Raumtem-
peratur mit Datenerfassung ,,Helios” (in Solar-
zeit, 5 min Mittelwerte) und ,,HP” (in Ortszeit,
15 min Mittelwerte) vom 26.2.-27.2.2000
Die fu¨r die Einstrahlungsmessung verwendete temperaturkorrigierte Solarzelle erreicht eine
sehr gute U¨bereinstimmung der Meßwerte mit denen des thermoelektrischen Pyranometers,
so daß die mittlere relative Abweichung im Vergleich zum Pyranometer unter der Herstel-
lerangabe von 5 % vom Meßwert liegt.
Wesentliche Unterschiede sind bei der Raumtemperaturmessung festzustellen. Der in der
Na¨he zweier Innenwa¨nde positionierte, fu¨r die Regelung verwendete Sensor (,,HP”) liefert
ein um etwa 0.3 K ho¨heres Signal als der ,,Helios”-Sensor, welcher sich in der Na¨he der
Trennwand zum Garagentrakt befindet. Offensichtlich wird der Meßwert beider Sensoren
nicht unerheblich durch den Strahlungsaustausch mit den Umgebungsfla¨chen beeinflußt.
Die Positionierung des Raumtemperatursensors ist daher von großer Bedeutung sowohl fu¨r
das Erreichen der gewu¨nschten Raumtemperatur als auch fu¨r den Energieverbrauch der
Heizung.
Die fu¨r die Microcontrollerregelung verwendeten Sensoren konnten wa¨hrend der Meßperiode
nicht direkt im Vergleich getestet werden. Ein Vergleich wurde daher außerhalb der Meß-
periode mit einem PT-100 Sensor, der in gutem thermischen Kontakt mit dem Raumtem-
peratursensor der MC-Regelung stand, vorgenommen. Die ermittelten Unterschiede lagen
unter 0.1 K u¨ber einen Zeitraum von mehreren Tagen. Somit kann der fu¨r die Temperatur-
messung bei der MC-Regelung verwendete Sensor als geeignet angesehen werden. Gro¨ßere
Unterschiede (im Bereich von bis zu 0.6 K) wurden zwischen dem Meßwert des Raumtempe-
ratursensors fu¨r die MC-Regelung und dem an der Datenerfassung ,,Helios” angeschlossenen
Sensor festgestellt (siehe Abbildung 5.8). Beide Sensoren befanden sich in ca. 50 cm Abstand
voneinander, wobei der Sensor der MC-Regelung in der bereits beschriebenen Weise an der
Wand befestigt war.
Eine direkte Abspeicherung der vom MC gemessenen Gro¨ßen war nicht mo¨glich, daher
mußten fu¨r eine Bewertung des Regelverhaltens die von der Datenerfassungsanlage ,,Helios”
registrierten Meßwerte verwendet werden. Sollwertabweichungen bei der MC-Regelung sind
daher unter diesem Gesichtspunkt zu bewerten.
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Abb. 5.8. Gemessene Verla¨ufe der Raumtemperatur mit MC-Sensor ”AD592AN”, Pt100 in direktem ther-
mischen Kontakt und Fu¨hler der ,,Helios” Datenerfassungsanlage (5 min Mittelwerte)
5.2 Allgemeines Regelverhalten
In diesem Abschnitt werden zuna¨chst die Ergebnisse der experimentellen Tests des Regel-
algorithmus, integriert in einem Personalcomputer vorgestellt. Nach einer Bewertung des
allgemeinen Regelverhaltens werden die Ergebnisse einzelner Programmodule vorgestellt,
die aus den zu jedem Zeitschritt abgespeicherten Werten ausgewa¨hlter Variablen ermittelt
wurden. Die Darstellung der Meßergebnisse fu¨r die Microcontrollerregelung beschra¨nkt sich
auf das allgemeine Regelverhalten, da die Werte der Variablen nicht abgespeichert werden
konnten. Fu¨r die Darstellung wurde ein Beispielzeitraum vom 22.2.-28.2.2000 ausgewa¨hlt.
5.2.1 Das Regelverhalten der PC-Regelung
Das Regelverhalten der PC-Regelung wird direkt anhand der fu¨r den Algorithmus verwende-
ten Daten bewertet. In Abbildung 5.9 und Abbildung 5.10 ist das Verhalten von Regel- und
Stellgro¨ße sowie die gemessenen Wetterdaten an den jeweiligen Tagen des Beispielzeitraums
dargestellt. Zuna¨chst ist zu erkennen, daß der Verlauf der gemessenen Raumtemperatur
hervorragend dem Sollwert folgt. Mit der im dargestellten Zeitraum gewa¨hlten Einstellung
cl = 8 wird die Soll-Istwert-Abweichung in der Kostenfunktion relativ hoch gewichtet, die
zuku¨nftigen Einstrahlungsgewinne dagegen relativ gering. Nachts wird die Stellgro¨ßena¨nde-
rung im dargestellten Zeitraum nur sehr gering gewichtet, da die Raumtemperatur u¨ber dem
Sollwert liegt. Die Vorlauftemperatur ist auf den Minimalwert gesetzt, d.h. daß der Sollwert
im dargestellten Zeitraum nachts nur aufgrund der langsamen Ausku¨hlung von Geba¨ude
und Heizsystem nicht erreicht wird. Bei solarer Einstrahlung und U¨berhitzungsgefahr wird
die Vorlauftemperatur verringert, so daß im gezeigten Zeitraum keine nennenswerte U¨ber-
schreitung der Sollraumtemperatur auftrat. Lediglich am 27.und 28.2.2000 treten bei sehr
hoher Einstrahlung leichte U¨berschreitungen des Raumtemperatursollwertes auf. Die Reak-
tion der Stellgro¨ße auf Schwankungen von Einstrahlung und Außentemperatur ist ebenfalls
erkennbar.
Abbildung 5.11 zeigt den Verlauf des PMV- und PPD-Indexes fu¨r den Beispielzeitraum. Da-
bei wurde angenommen, daß beim Tagessollwert der Raumtemperatur der maximal mo¨gliche
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Abb. 5.9. Gemessene Raumtemperatur (ϑR) und ihr Sollwert (ϑRS) sowie Einstrahlung (Gsv) fu¨r den
Zeitraum 22.2.-28.2.2000 fu¨r die Regelung mit PC, basierend auf 15-min Mittelwerten
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Abb. 5.10. Gemessene Vorlauf- (ϑV L) und Ru¨cklauftemperatur (ϑRL) sowie die Außentemperatur (ϑa) fu¨r
den Zeitraum 22.2.-28.2.2000 fu¨r die PC-Regelung, basierend auf 15-min Mittelwerten
Teil einer Testpersonengruppe zufrieden gestellt wu¨rde, d.h. der Wa¨rmewiderstand der Klei-
dung entsprechend angepaßt. Vereinfachend wurde weiterhin angenommen, daß die Tem-
peratur der Umgebungsfla¨chen gleich der Lufttemperatur ist. Die Komfortindizes zeigen,
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Abb. 5.11. Berechneter PMV- und PPD-Index fu¨r den Zeitraum 22.2.-28.2.2000 fu¨r die PC-Regelung, auf
Basis von 15-min Mittelwerten
daß wa¨hrend der Stunden des Tagessollwertes ein sehr guter thermischer Komfort unter
der Voraussetzung, daß die Temperatur der Umgebungsfla¨chen gleich der Lufttemperatur
ist, herrscht. Da der Algorithmus als Information u¨ber die Komfortgro¨ße lediglich einen
Meßwert der Raumtemperatur erha¨lt, ist aus seiner Sicht die Regelaufgabe optimal erfu¨llt.
Die Meßwerte der Wandtemperaturen in Abb. 5.12 machen jedoch deutlich, daß erhebliche
Unterschiede zwischen Wand- und Lufttemperatur auftreten ko¨nnen. Als Sensoren fu¨r die
Wandtemperaturmessung dienten PT-100 Widerstandsfu¨hler, die auf der Innenwandseite in
ca. 1,50 m Ho¨he befestigt waren.
Temperaturen a¨hnlich der Raumlufttemperatur weisen die Innenwa¨nde (ost und nord) auf.
Die Westwand grenzt an den Garagentrakt bzw. teilweise an die Außenluft, wodurch an der
Wandinnenseite eine im Mittel geringere Temperatur gemessen wird. Erhebliche Variatio-
nen der Temperatur der Su¨dwand des Referenzraums entstehen an strahlungsreichen Tagen
durch die Gewinne der transparenten Da¨mmelemente. Zu erkennen ist der zeitverzo¨gerte
Energieeintrag im Vergleich zu Direktgewinnen durch Fenster. Im Hinblick auf diese er-
heblichen Solareintra¨ge in den Abendstunden ist zuna¨chst festzustellen, daß die Regelung in
der Weise reagiert, daß keine nennenswerten U¨berschreitungen des Raumtemperatursollwer-
tes auftreten. Jedoch fa¨llt die Bewertung des thermischen Komforts unter Einbeziehung der
Wandtemperaturen mit Hilfe des PMV-Indexes deutlich in Richtung ,,zu warm” aus. Eine In-
formation des Algorithmus u¨ber die aktuelle mittlere Temperatur der umgebenden Fla¨chen
ko¨nnte zur Verbesserung des thermischen Komforts beitragen. Allerdings ist der meßtech-
nische Aufwand entsprechend gro¨ßer. Die mittlere Temperatur der Umgebungsfla¨chen kann
mit einem sogenannten Globe-Sensor gemessen werden. Dabei ist ein Temperatursensor im
Innern einer absorbierenden Hohlkugel angebracht. Die Einbeziehung der Wandtemperatur
in die Regelgro¨ße bringt allerdings auch Probleme fu¨r die selbstadaptierende Funktion des
Algorithmus mit sich. Aufgrund der vergleichsweise zeitverzo¨gerten und geda¨mpften Re-
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Abb. 5.12. Gemessene Wandtemperaturen im Referenzraum fu¨r den Zeitraum 22.2.-28.2.2000 fu¨r die Re-
gelung mit PC, basierend auf 15-min Mittelwerten
aktion der Massivbauteile auf die Modelleingangsgro¨ßen verschlechtert sich das Signal zu
Rauschverha¨ltis und damit die Identifizierbarkeit der Modellparameter.
In Abbildung 5.13 ist der Verlauf der Raumtemperaturen in allen vier su¨dorientierten Ra¨um-
en des Experimentierhauses dargestellt. Fu¨r die Grafik wurden Meßwerte der ,,Helios”-
Datenerfassungsanlage als 5-min-Mittelwerte in Solarzeit verwendet.
Die Abweichung der Raumlufttemperaturen bleibt wa¨hrend des gro¨ßten Teils des abgebil-
deten Intervalls unter 1 K. Der Referenzraum ist der Raum mit der durchschnittlich nied-
rigsten Temperatur. D.h. trotz der in der Regel niedrigeren Vorlauftemperatur gegenu¨ber
der klassischen Regelung wird allen Ra¨umen ausreichend Heizleistung zur Verfu¨gung ge-
stellt. Die ho¨heren Temperaturen an Tagen mit geringer solarer Einstrahlung sind auf die
Voreinstellungen der Heizko¨rperthermostatventile durch die Nutzer der jeweiligen Ra¨ume
zuru¨ckzufu¨hren.
Kurzzeitige Temperaturabfa¨lle besonders in den Morgenstunden sind auf Querlu¨ften zuru¨ck-
zufu¨hren. Am 23.2.2000 auftretende kurzzeitige Temperaturspitzen entstanden durch das
O¨ffnen der Tu¨ren der Ra¨ume im Untergeschoß zum Wintergarten. Auffa¨llig sind weiterhin
sehr hohe Temperaturen in Raum 10 am Samstag, den 26.2. und Sonntag, den 27.2.2000.
Diese entstehen durch einen Lu¨fterbetrieb, der warme Luft aus dem Wintergarten in das
Obergeschoß befo¨rdert. Der Lu¨fterbetrieb ist aus Gru¨nden der Gera¨uschentwicklung nur
am Wochenende aktiviert. Die Lufteinlaßklappen des Referenzraums wurden fu¨r die Tests
verschlossen, da anderenfalls die Modellidentifikation stark beeintra¨chtigt worden wa¨re. Die
Temperaturabfa¨lle wa¨hrend der Nachtstunden reflektieren die unterschiedlichen dynami-
schen Eigenschaften der betrachteten 4 Su¨dra¨ume, die aus dem unterschiedlichen Wa¨rme-
verlustbeiwert resultieren. Raum 10 weist die mit Abstand gro¨ßte Außenwandfla¨che (Su¨d-
und Ostfassade sowie Dachfla¨che) und demzufolge nachts den schnellsten Temperaturabfall
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Abb. 5.13. Gemessene Raumtemperaturen in den su¨dorientierten Ra¨umen des Experimentierhauses bei
Regelung des Referenzraums (kleiner Raum im Obergeschoß) durch die Vorlauftemperatur fu¨r den Zeitraum
22.2.-28.2.2000. Raum 1: großer Raum im Erdgeschoß, Raum 2: kleiner Raum im Erdgeschoß, Raum 10:
großer Raum im Obergeschoß
auf. Am gu¨nstigsten sind die Verha¨ltnisse bezu¨glich der Wa¨rmeverluste fu¨r Raum 2, da nur
die Su¨dfassade direkt an die Außenluft grenzt.
Einen Vergleich zwischen dem berechneten Sollwert der Vorlauftemperatur des vorausschau-
enden selbstadaptierenden Algorithmus und dem Sollwert der durch die klassische Heizkurve
vorgegeben wird, zeigt Abbildung 5.14.
Gegenu¨ber der vorher verwendeten Heizkurve erha¨lt man beim Algorithmus der vsHR fast
durchga¨ngig niedrigere Vorlauftemperaturen. Damit besta¨tigen sich auch experimentell die
Ergebnisse der Simulationstests (siehe Abschnitt 4.4.4). Durch die verringerten Vorlauftem-
peraturen ko¨nnen bei bestimmten wa¨rmeversorgenden Anlagen zusa¨tzliche Energieeinspa-
rungen durch eine verbesserte Effizienz sowie durch kleinere Wa¨rmeverluste im Verteilnetz
erreicht werden. Wie bereits in Abschnitt 4.4.4 erla¨utert, la¨ßt sich auch die Ru¨cklauftempera-
tur anstelle der Vorlauftemperatur durch geschickte Wahl der Betriebsparameter absenken,
wenn dies erforderlich ist.
Fu¨r einige Tage wa¨hrend der Heizperiode wurden durch die vsHR ho¨here Vorlauftempe-
raturen als im konventionellen Fall verlangt, aber gleichzeitig der Raumtemperatursollwert
eingehalten. Dies war zu Zeiten mit hohen Windgeschwindigkeiten der Fall, die bei der
vorherrschenden Hauptwindrichtung die Wa¨rmeverluste des Referenzraums erho¨ht haben.
Daraus kann gefolgert werden, daß bei Verwendung der konventionellen HR im gleichen
Zeitraum die geforderte Sollraumtemperatur nicht erreicht worden wa¨re. Die vsHR hat in
diesem Fall richtig reagiert und eine entsprechend ho¨here Heizleistung zur Verfu¨gung gestellt.
Die verwendete konventionelle Heizkurve fu¨r das Geba¨ude la¨ßt damit wenig Spielraum bzgl.
ho¨herer Verluste, ist also bereits ein sehr ,,energiesparender” Standard fu¨r die vergleichenden
Untersuchungen mit Hilfe der Simulation.
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Abb. 5.14. Gemessene Vorlauftemperatur fu¨r die vsHR und berechnete Vorlauftemperatur der konventio-
nellen Heizkurve (kHR) fu¨r den Zeitraum 22.2.-28.2.2000 fu¨r die PC-Regelung basierend auf 5-min Mittel-
werten
Die morgendlichen Spitzen der Vorlauftemperatur beim Aufheizvorgang resultieren aus dem
relativ hoch eingestellten Komfortparameter und der Tatsache, daß das Stellgro¨ßeninkre-
ment fu¨r diese Tests nicht begrenzt wurde. Damit sollte ermittelt werden, welche Stell-
gro¨ßenspru¨nge der Algorithmus im Extremfall fordert. Durch die bei der Inbetriebnahme
geforderte Einstellung der maximal zula¨ssigen Stellgro¨ßena¨nderung kann eine Begrenzung
dieses Wertes von vornherein erfolgen, um eine U¨berforderung des Wa¨rmeversorgungsgera¨tes
zu vermeiden. Die Darstellung der Vorlauftemperatursollwerte und der tatsa¨chlich erreich-
ten Vorlauftemperaturen in Abbildung 5.15 macht deutlich, daß der Heizkessel mit dem
vom Algorithmus berechneten hohen positiven Sprung wa¨hrend des Aufheizvorgangs u¨ber-
fordert ist. Dies hat aber außer der Tatsache, daß die Raumtemperatur weniger schnell ihren
Sollwert erreicht, keine weiteren Konsequenzen.
Probleme, den gewu¨nschten Sollwert der Vorlauftemperatur auszuregeln, entstehen insbe-
sondere bei Vorgabe hoher Stellgro¨ßeninkremente sowie bei Absenken der Vorlauftempera-
tur. So wird nachts sowie in den Mittagstunden bei hohen solaren Gewinnen ein Absenken
der Vorlauftemperatur auf 20 ◦C gefordert, wegen der thermischen Kapazita¨t des Heizsy-
stems und des Geba¨udes jedoch nicht erreicht. Das Verringern der Heizleistung zur besseren
Nutzung solarer Gewinne funktioniert also in der praktischen Anwendung nicht so gut wie
erwu¨nscht. Eine Verbesserung des Regelalgorithmus wa¨re durch Einbeziehung der Gren-
zen, innerhalb derer die Stellgro¨ße a¨nderbar ist und das maximale Stellgro¨ßeninkrement di-
rekt in die Optimierungsrechnung mo¨glich. Dies fu¨hrt jedoch zu einem wesentlich erho¨hten
mathematischen Aufwand und wurde deshalb mit Ru¨cksicht auf die Rechenkapazita¨t des
Microcontrollers nicht vorgesehen.
Abbildung 5.16 zeigt den Verlauf von Vor- und Ru¨cklauftemperatur, jeweils hinter bzw. vor
dem Dreiwegeventil zur Ru¨cklaufbeimischung und am Heizko¨rper gemessen. Es zeigt sich bei
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Abb. 5.15. Gemessene Vorlauftemperatur (ϑV L)
und ihr durch die vsHR vorgegebener Sollwert
(ϑV L,S) sowie berechneter Regelaufwand (∆ϑV L) fu¨r
den Zeitraum 26.2.-27.2.2000 fu¨r die Regelung mit
PC, basierend auf 15-min Mittelwerten
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Abb. 5.16. Gemessene Vorlauftemperatur am Stell-
ventil (ϑV L) und am Heizko¨rper des Referenzraums
(ϑV L,HK) sowie gemessene Ru¨cklauftemperatur am
Stellventil (ϑRL) und am Heizko¨rper des Referenz-
raums (ϑRL,HK) fu¨r den 26.2.2000 fu¨r die Regelung
mit PC, basierend auf 15-min Mittelwerten
der hier verwendeten Darstellung auf Basis von 15 min Mittelwerten keine merkliche Zeit-
verzo¨gerung zwischen den am Mischerventil und am Heizko¨rper gemessenen Temperaturen.
Die Verteilungsverluste sind aufgrund der kurzen Leitungswege ebenfalls gering.
Experimentelle Untersuchungen mit einem kleineren Komfortparameter als in der hier aus-
gewa¨hlten Meßperiode besta¨tigten, daß die vsHR das gewu¨nschte Verhalten zeigt. Unter-
temperaturen werden bei kleiner werdendem Komfortparameter und erwarteten solaren Ge-
winnen in zunehmendem Maß zugelassen. Damit ist das in den Simulationstests ermittelte
Verhalten (vgl. Abbildung 4.14) auch experimentell besta¨tigt worden.
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5.2.2 Das Regelverhalten der Microcontrollerregelung
Die Microcontrollerregelung wurde am 21.12.99 in Betrieb genommen. Die Raumtempera-
tur sowie die solare Einstrahlung auf die Su¨dvertikale fu¨r den Beispielzeitraum zeigt Abbil-
dung 5.17. Die entsprechenden Vor- und Ru¨cklauftemperaturen sowie die Außentemperatur
ist in Abb. 5.18 dargestellt. Bei der Bewertung des Regelverhaltens muß beru¨cksichtigt
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Abb. 5.17. Gemessene Raumtemperatur (ϑR) und ihr Sollwert (ϑRS) sowie Einstrahlung (Gsv) fu¨r den
Zeitraum 22.2.-28.2.2000 fu¨r die Regelung mit Microcontroller, basierend auf 5-min-Mittelwerten
werden, daß der Meßwert der Regelgro¨ße im Microcontroller selbst fu¨r die Darstellung nicht
zur Verfu¨gung steht. Wie bereits in Abschnitt 5.1.1.3 diskutiert, ergeben sich nicht uner-
hebliche Unterschiede zwischen dem Meßwert der Raumtemperatur fu¨r den Microcontroller
sowie dem hier verwendeten PT-100 Fu¨hler, der an der Datenerfassungsanlage angeschlossen
war. Die Microcontrollerregelung weist bei Bewertung mit dem PT-100 Sensor ein deutlich
schlechteres Fu¨hrungsverhalten auf als die PC-Regelung. Allein die Abweichung der beiden
Sensoren kann dieses Verhalten jedoch nicht erkla¨ren. Aus den Temperaturen im Heizkreis
ist ein deutlich instabileres Verhalten der MC-Regelung zu erkennen. Die Temperaturen im
Heizkreis liegen insgesamt ho¨her, da der Wa¨rmebedarf des Referenzhauses im Vergleich zum
Experimentierhaus aufgrund kleinerer passiv solarer Empfangsfla¨chen erho¨ht ist. Prinzipiell
zeigt also auch die MC-Regelung die richtige Reaktion auf den Heizleistungsbedarf. Die In-
stabilita¨ten werden nach Untersuchungen mit Hilfe der PC-Regelung von Schwankungen der
Vorhersage der Regelgro¨ße verursacht. Diese wiederum resultieren aus einem Schwanken des
aktuellen Meßwerts um seinen Mittelwert (zufa¨llige Meßabweichung). Da der Raumtempera-
tursensor selbst kein solches Verhalten aufweist, kann die Abweichung nur durch die interne
Meßwertverarbeitung entstehen. Eine genauere Kla¨rung dieser Frage war im Rahmen der
Arbeiten aufgrund der unzureichenden Mo¨glichkeiten zur Kontrolle der internen Abla¨ufe
im Controller nicht mo¨glich. Die heute abzusehende zunehmende Automatisierung im Hau-
stechnikbereich wird auch die Entwicklung von preiswerter und leistungsfa¨higer Hardware
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Abb. 5.18. Gemessene Vorlauf- (ϑV L) und Ru¨cklauftemperatur (ϑRL) sowie die Außentemperatur (ϑa) fu¨r
den Zeitraum 22.2.-28.2.2000 fu¨r die Regelung mit Microcontroller, basierend auf 5-min-Mittelwerten
fu¨r diese Anwendungen fo¨rdern. Insofern sind auch von dieser Seite Verbesserungen hin-
sichtlich der Implementierbarkeit mathematisch aufwendiger Funktionen zu erwarten.
Abbildung 5.19 zeigt Verla¨ufe von Raumtemperaturen der 4 Su¨dra¨ume des Referenzhauses
bei der MC-Regelung. Die Differenzen der Raumtemperaturen sind fast immer kleiner als
1 K. U¨berhitzungen durch solaren Gewinne treten vor allem in den unteren Ra¨umen (51 und
52) auf, da diese den kleinsten Wa¨rmeverlustbeiwert aufweisen. Dies ist auch am na¨chtlichen
Ausku¨hlverhalten zu erkennen. Die Wandtemperaturen des Referenzraums zeigt Abb. 5.20.
Im Gegensatz zum Experimentierhaus, wo die Temperatur der Su¨dwand aufgrund der Ge-
winne der transparenten Da¨mmelemente sehr hoch war, liegt die Temperatur der Su¨dwand
im Referenzhaus unter der mittleren Raumlufttemperatur. Am ka¨ltesten ist im Mittel die
Ostwand, die an den Garagentrakt und die Außenluft grenzt. Die ho¨chste mittlere Wand-
temperatur wird an der Westwand, die an Raum 60 grenzt, gemessen. Die Temperatur der
Nordwand ist dagegen geringer, obwohl es sich auch um eine interne Wand handelt. Dies liegt
an der geringeren Lufttemperatur des sich im Norden an den Referenzraum anschließenden
Raums.
Die Microcontrollerregelung zeigt prinzipiell das gewu¨nschte Regelverhalten. Verbesserungen
sind jedoch mo¨glich, um Schwingungen der Stellgro¨ße zu reduzieren.
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Abb. 5.19. Gemessene Raumtemperaturen in den su¨dorientierten Ra¨umen des Experimentierhauses bei
Regelung des Referenzraums (kleiner Raum im Obergeschoß) durch die Vorlauftemperatur mit MC fu¨r den
Zeitraum 22.2.-28.2.2000. Raum 51: großer Raum im Erdgeschoß, Raum 52: kleiner Raum im Erdgeschoß,
Raum 60: großer Raum im Obergeschoß
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Abb. 5.20. Gemessene Wandtemperaturen im Referenzraum fu¨r den Zeitraum 22.2.-28.2.2000 fu¨r die Re-
gelung mit MC, basierend auf 15-min Mittelwerten
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5.3 Ergebnisse der experimentellen Parameteridenti-
fikation
Das genutzte ARX-Modell wurde anhand physikalischer U¨berlegungen und Tests mit Hilfe
von Meßdaten ausgewa¨hlt. In diesem Abschnitt wird gepru¨ft, inwieweit das Modell und die
gewa¨hlte Identifikationsmethode im Reglerbetrieb funktionieren.
Bereits in Abschnitt 3.5.1 wurde eine ausfu¨hrliche Diskussion der ,,offline” Identifizierbarkeit
der Modellparameter aus experimentellen Daten vorgenommen. Die freie Systemantwort Y0
bietet eine Mo¨glichkeit zur U¨berpru¨fung der Gu¨te des ,,online” ermittelten Modells. Bei
exaktem Modell und Erfassung aller Einflußgro¨ßen muß der zweite Wert des Vektors Y0
gleich dem Meßwert des folgenden Zeitschritts sein. Beispielhaft werden die beiden Verla¨ufe
fu¨r einen Tag mit mittlerer Einstrahlung (26.11.99) in Abbildung 5.21 dargestellt.
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Abb. 5.21. Vergleich zwischen gemessener Raumtemperatur und vorhergesagter freier Systemantwort Y0
am 26.11.99
Aufgrund von Modellfehlern und einer Anzahl nicht erfaßter Sto¨rgro¨ßen ergeben sich Abwei-
chungen, die aber unter 0.3 K bleiben. Die Abweichungen sind besonders hoch bei Raumtem-
peraturerho¨hungen aufgrund solarer Gewinne, was auf eine Unterbewertung der Einstrah-
lung bei der Sprungantwort hindeutet. Tatsa¨chlich wurde an den vorangegangenen Tagen,
die mit gro¨ßter Wichtung in die Identifikation eingehen, nur eine jeweils geringe Einstrah-
lung gemessen, wodurch sich das Signal/ Rauschverha¨ltnis verschlechtert. Damit ist eine
entsprechende Modellungenauigkeit zu begru¨nden. Abweichungen sind auch in den Nacht-
stunden zu erkennen, wo das Modell eine schnellere Ausku¨hlung erwartet, als sie tatsa¨chlich
eintritt. Zusa¨tzliche ungemessene interne Energieeintra¨ge ko¨nnen fu¨r diese Uhrzeit fu¨r den
Referenzraum ausgeschlossen werden. Es wird vermutet, daß die Sprungantwort auf die
Außentemperatur eine wesentliche Ursache darstellt, da sie, wie bereits in Abschnitt 3.5.1
dargestellt, mit der gro¨ßten Unsicherheit behaftet ist. Außerdem kann sich aufgrund nicht
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erfaßter Klimagro¨ßen wie der Windgeschwindigkeit und der Luftfeuchte die Systemreaktion
bei gleichen Spru¨ngen der Außentemperatur unterscheiden.
Zusammenfassend la¨ßt sich sagen, daß die Online-Modellidentifikation im Praxistest ihre
Tauglichkeit bewiesen hat. Die Tests haben jedoch gezeigt, daß die Identifikation bei ei-
nem kleinen Signal-Rauschverha¨ltnis zu einem gro¨ßeren Fehler der Modellparameter fu¨hrt.
Aus diesem Grund sollte die Identifikation nur dann durchgefu¨hrt werden, wenn auch ein
Heizenergiebedarf vorhanden ist. Mo¨glich wa¨re weiterhin, die Wichtung der Meßwerte fu¨r
die Identifikation vom Signal-Rauschverha¨ltnis abha¨ngig zu machen. Beispielsweise ko¨nn-
te wa¨hrend der U¨bergangszeit der Vergessensfaktor erho¨ht (also die fu¨r die Identifikation
relevante Meßperiode vergro¨ßert), im Winter aber verringert werden. Derzeit wird ein kon-
stanter Vergessensfaktor von λ = 0.999 verwendet.
5.4 Ergebnisse der Online-Wettervorhersage
Zur Bewertung der Qualita¨t der Wettervorhersage wurden die vorhergesagten Verla¨ufe von
Außentemperatur und Einstrahlung zu jedem Zeitschritt der Messung mit PC abgespei-
chert. Da das Geba¨ude eine integrierende Wirkung hat, wird bei der Einstrahlung nicht die
Leistung, sondern die eingestrahlte Energie verglichen.
Abw =
∫ t0+∆t
t0
(Gpred −Gmess) dt (5.2)
wobei ∆t jeweils zu 1, 2 und 4 Stunden festgelegt wurde. Fu¨r die Bewertung der Außentem-
peraturvorhersage wird die Standardabweichung der Differenz zwischen gemessenem und
vorhergesagtem Wert berechnet. Abbildung 5.22 zeigt beispielhaft die ermittelten Werte fu¨r
den Zeitraum 26.11.99-28.11.99.
Die Außentemperaturvorhersage funktioniert in den meisten Fa¨llen sehr gut. Auch bei einem
Vorhersagezeitraum von 4 Stunden liegt die Standardabweichung in der Regel unter 1 K.
Gro¨ßere Abweichungen traten auf, wenn durch Sto¨reinflu¨sse der ,,natu¨rliche” Verlauf der
Außentemperatur vera¨ndert wurde. Beispielsweise fu¨hrten offene Tu¨ren in Sensorna¨he zu
kurzzeitigen Temperaturerho¨hungen, die nicht vorhergesagt werden konnten. Allerdings sind
diese Temperaturerho¨hungen lokal begrenzt und daher kaum relevant fu¨r die Energieverluste
u¨ber die ganze Geba¨udehu¨lle. Solche Einflu¨sse sollten aber bei der Sensorplazierung beachtet
werden.
Die Vorhersage der Einstrahlung weist mit dem gewa¨hlten Ansatz noch eine hohe Un-
genauigkeit auf. Inbesondere bei stark schwankenden Einstrahlungsleistungen sind Abwei-
chungen von mehreren 100% zu einzelnen Zeitschritten zu beobachten. Beim Verfolgen der
Verla¨ufe der vorhergesagten Einstrahlung fa¨llt auf, daß zwischen einzelnen Zeitschritten
starke Schwankungen auftreten. Diese werden verursacht durch Einstrahlungsspitzen, die
sich stark beim jeweils aktuellen Meßwert durch die entsprechende Wichtung mit Verges-
senseffekt auswirken.
Wie bereits in den Simulationstests ermittelt, liegt in der Verbesserung der Wettervorher-
sage noch ein signifikantes Potential zur Komfortverbesserung und Energieeinsparung. Im
Rahmen des hier benutzten Ansatzes ko¨nnte eine Verbesserung der Anpassungsfunktion
und der Wichtungsfunktion bei der Approximation an vergangene Meßwerte erfolgen. Fer-
ner kann eine Kopplung zwischen gemessener Einstrahlung und Außentemperatur in die
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Abb. 5.22. Standardabweichung der Differenz zwischen vorhergesagter und eingetroffener Außentemperatur
und Differenz zwischen vorhergesagter und eingetroffener eingestrahlter Energie fu¨r einen Vorhersagezeit-
raum von je 1 Stunde dagestellt fu¨r den Zeitraum 26.11-28.11.99
Vorhersage aufgenommen werden, wie es auch der allgemeinen Erfahrung entspricht. Da die
Sta¨rke der Kopplung in unterschiedlichen Klimazonen variieren kann, wird vorgeschlagen,
sie durch einen selbstlernenden Algorithmus zu ermitteln.
Als Alternative zum hier verwendeten Ansatz ko¨nnten fu¨r eine rein interne Vorhersage von
Einstrahlung und Außentemperatur nur auf Basis ihrer Meßwerte auch Transferfunktio-
nenmodelle ohne zusa¨tzliche Eingangsgro¨ße (AR, IAR, ARMA, und ARIMA) verwendet
werden.
Es ist jedoch absehbar, daß in nicht allzuferner Zukunft eine fu¨r diese Zwecke brauchbare
Wettervorhersage u¨ber Online-Dienste verfu¨gbar sein wird, die den finanziellen Rahmen fu¨r
die Regelung der Heizung von Einfamilienha¨usern nicht u¨berschreitet. Bei großen Geba¨uden
oder Siedlungen sind die entstehenden Kosten gegenu¨ber anderen Kosten so gering, daß eine
Nutzung auch heute schon mo¨glich wa¨re. Der modulare Aufbau des Algorithmus ermo¨glicht
dann problemlos das Ersetzen der bisherigen Vorhersageprozedur durch eine externe Vor-
hersage.
5.5 Betriebserfahrungen
Als fu¨r die Messung problematisch erwies sich die Fremdsteuerung der Heizkreispumpen
durch nicht strahlungsgeschu¨tzte Außentemperatursensoren. Dies fu¨hrte teilweise zu Pum-
penabschaltungen an strahlungsreichen Tagen der U¨bergangszeit. Eine Modellidentifikation
mit Daten aus solchen Perioden muß zwangsla¨ufig zu einem falschen Modell fu¨hren. Da
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die Hardwaregegebenheiten keine direkte Pumpenansteuerung vom PC aus ermo¨glichten,
wurde fu¨r die Messungen in der Heizperiode 1999/2000 eine Abschattung dieser Sensoren
angebracht. Bei Implementierung der vsHR in einem eigensta¨ndigen Gera¨t muß eine direkte
Pumpenansteuerung u¨ber einen Schaltausgang vorgesehen werden.
Die alleinige Beru¨cksichtigung der Raumlufttemperatur sowohl fu¨r die Komfortbewertung
als auch als Regelgro¨ße liefert noch nicht das optimale Ergebnis der Regelung hinsichtlich
mo¨glicher Energieeinsparung und Einhaltung oder Verbesserung des thermischen Komforts.
Beispielsweise wurden durch die Nutzer im Referenzhaus wa¨hrend der Heizperiode Unter-
schreitungen des Sollwertes der Lufttemperatur als unangenehmer empfunden als U¨ber-
schreitungen. Dies la¨ßt sich mit der teilweisen Kompensation ho¨herer Lufttemperaturen
mit den in der Regel geringeren Oberfla¨chentemperaturen der Wa¨nde bzw. Steigerung des
Unbehagens bei Unterschreitung des Sollwertes durch Luft- und Oberfla¨chentemperatur
begru¨nden. Bei Geba¨uden mit transparenter Da¨mmung ko¨nnte eine entsprechende Beru¨ck-
sichtigung der mittleren Oberfla¨chentemperatur der Wa¨nde zu merklichen Energie- und
Komfortverbesserungen fu¨hren im Vergleich zu einer Regelung mit nur der Lufttemperatur
als Regelgro¨ße.
Die Windgeschwindigkeit wurde sowohl aus Gru¨nden der Kosten und des Rechenaufwands
nicht als Modelleingangsgro¨ße in die Identifikation einbezogen. Wa¨hrend einer windreichen
Meßperiode wurden dadurch in den ersten Tagen die Sollwerte der Raumtemperatur leicht
unterschritten. Nach wenigen Tagen wurde jedoch die Sollraumtemperatur trotz anhaltend
hoher Windgeschwindigkeiten erreicht. Die dazu notwendigen Vorlauftemperaturen lagen in
diesem Zeitraum durchga¨ngig u¨ber denen der konventionellen Heizkennlinie. Dies zeigt, daß
bereits mit den vorhandenen Modelleingangsgro¨ßen auch der Einfluß der Windgeschwindig-
keit erfaßt wird.
Die Ru¨ckmeldungen der Nutzer der Experimentierha¨user u¨ber die Komfortbedingungen
zeigten, daß eine kurzfristige Unterschreitung des Raumlufttemperatursollwertes um 2 K
tolerierbar ist. Langfristiger wird eine Unterschreitung von ca. 0.5 K als tolerabel empfunden.
U¨berschreitungen des Sollwertes werden wa¨hrend der Heizperiode als weniger problematisch
eingescha¨tzt als Unterschreitungen.
Die Einbeziehung der Stellgro¨ßenbegrenzungen in das Optimierungsverfahren wurde im vor-
gestellten Algorithmus mit Ru¨cksicht auf die Rechenkapazita¨t des Microcontrollers nicht
implementiert. Die Meßerfahrung zeigt jedoch, daß ha¨ufig vorgegebene Stellgro¨ßensollwerte
nicht erreicht wurden. Eine Einbeziehung in die Optimierung la¨ßt eine merkliche Verbesse-
rung des Regelverhaltens und der mo¨glichen Energieeinsparung insbesondere bei Geba¨uden
mit noch tra¨gerem Heizsystem erwarten, erho¨ht jedoch den Rechenaufwand betra¨chtlich.
Die Ergebnisse dieses Kapitels zeigten, daß die Funktionsfa¨higkeit der entwickelten voraus-
schauenden selbstadaptierenden Heizungsregelung auch beim praktischen Einsatz gegeben
ist. Auch die im Microcontroller implementierte Regelung stellte die prinzipielle Funkti-
onsfa¨higkeit unter Beweis. Durch Optimierung der einzelnen Module ist noch ein Verbesse-
rungspotential vorhanden.
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Kapitel 6
Zusammenfassung und Diskussion
Ziel der vorliegenden Arbeit war die Entwicklung sowie der theoretische und experimentelle
Test eines Algorithmus zur vorausschauenden und selbstadaptierenden Regelung der Hei-
zung in Geba¨uden mit erho¨hten passiv solaren Energiegewinnen. Der Algorithmus sollte in
einem vermarktbaren Gera¨t funktionsfa¨hig sein. Dementsprechend ergeben sich Forderungen
nach einer preiswerten, einfach zu konfigurierenden und einfach zu bedienenden Hardware,
die ohne nennenswerte Vera¨nderungen in verschiedenen Geba¨uden einsetzbar ist.
Aufgabe einer Heizungsregelung ist es, in den beheizten Ra¨umen hohen thermischen Komfort
bei mo¨glichst niedrigem Energieverbrauch bereitzustellen. Zur Lo¨sung dieses Optimierungs-
problems wird im entwickelten Algorithmus die Raumtemperatur auf Basis eines Geba¨ude-
modells unter Einbeziehung a¨ußerer Sto¨rgro¨ßen vorhergesagt. So kann auf zusa¨tzliche Ge-
winne beispielsweise aus solarer Einstrahlung bereits vor deren Eintreten reagiert werden.
Die Raumtemperatur wird mit Hilfe der Vorlauftemperatur des Heizsystems geregelt.
Ein implementiertes Modellidentifikationsverfahren ermittelt das dynamische Geba¨udever-
halten wa¨hrend des Prozesses, so daß keine Vorinformationen u¨ber den Geba¨udeaufbau
notwendig sind. Zum Modell und dem Identifikationsverfahren wurden zahlreiche Untersu-
chungen durchgefu¨hrt. Das gewa¨hlte Differenzengleichungsmodell und die Identifikation der
Modellparameter mit einer rekursiven Methode der kleinsten Quadrate haben seine Taug-
lichkeit in der Simulation fu¨r verschiedene Geba¨udemodelle sowie im Experiment u¨ber eine
Heizperiode mit unterschiedlichsten a¨ußeren Bedingungen unter Beweis gestellt. Die gewa¨hl-
te Beschra¨nkung auf drei Modelleingangsgro¨ßen resultiert aus der Forderung nach geringen
Kosten fu¨r die notwendige Sensorik. Die Tests in Simulation und Experiment zeigten je-
doch, daß der Algorithmus auch bei Vorhandensein erheblicher ungemessener Sto¨rgro¨ßen
richtig reagiert. Wichtig fu¨r die Identifizierbarkeit der Modellparameter ist die Wahl einer
hinreichend großen Datenbasis (mindestens 10 Tage).
Mit Hilfe der Simulationstests wurde weiterhin untersucht, wie sich verschiedene Parameter,
die entweder voreingestellt oder durch einen Anwender vera¨ndert werden ko¨nnen, auf das
Regelverhalten auswirken. Als wichtigster durch einen Anwender zu wa¨hlender Parameter
wurde neben der Sollraumtemperatur ein Komfortparameter eingefu¨hrt, mit dem zwischen
Komfort und Energieeinsparung gewichtet werden kann. Wird hoher Komfort gewu¨nscht,
so strebt die Regelung ein schnellstmo¨gliches Erreichen des Sollwertes an. Wird Energie-
einsparung gewu¨nscht, so werden bei Vorhersage von Einstrahlungsgewinnen zur besseren
Nutzung derselben bereits vor ihrem Eintreten Untertemperaturen zugelassen.
163
164 6. Zusammenfassung und Diskussion
Als Referenz fu¨r den Vergleich zwischen einer herko¨mmlichen und der entwickelten voraus-
schauenden selbstadaptierenden Heizungsregelung wurde das Verfahren der Vorlauftempe-
ratursteuerung als Funktion der Außentemperatur (Heizkennlinie) und Regelung der Raum-
temperatur mit Hilfe von Heizko¨rperthermostatventilen verwendet. Die experimentellen und
theoretischen Untersuchungen zeigten, daß diese Referenz hinsichtlich Regelverhalten und
Energieverbrauch im Rahmen eines konventionellen Regelverfahrens bereits einen guten
Standard darstellt. Trotz dieses hohen Standards la¨ßt sich mit der entwickelten Regelung
noch Energie selbst bei hohem Komfort einsparen. Die Ho¨he der erreichbaren Einsparungen
ist weiterhin vom dynamischen Verhalten des Heizungssystems und des Geba¨udes abha¨ngig.
Die relativen Einsparungen steigen mit besserer Da¨mmung des Geba¨udes und massiverer
Bauweise. Vorteile des verwendeten Verfahrens zeigen sich vor allem bei tra¨geren Heizsy-
stemen wie beispielsweise Fußbodenheizungen. Anhand der Untersuchungen konnte gezeigt
werden, daß die Regelung ohne umfangreiche Anpassungen auch andere Stellgro¨ßen (Mas-
senstrom, Heizleistung) als die im untersuchten Standardfall verwendete Vorlauftemperatur
zur Beeinflussung der Raumtemperatur nutzen kann.
Ein Vergleich zwischen verschiedenen Wettervorhersagemo¨glichkeiten in der Simulation zeig-
te, daß noch ein signifikantes Potential zur Energieeinsparung und insbesondere Komfort-
verbesserung bei Optimierung der Einstrahlungsvorhersage, vor allem auch fu¨r Heizsysteme
mit hoher Tra¨gheit vorhanden ist. Die Regelung ist jedoch auch ohne Wettervorhersage
funktionsfa¨hig. Die Raumtemperaturvorhersage basiert dann nur auf vergangenen Wetter-
daten.
Die experimentellen Untersuchungen wurden zuna¨chst mit Hilfe eines Personalcomputers
und einer Datenerfassungsanlage im Experimentierhaus des ISFH Emmerthal durchgefu¨hrt.
Sie zeigten ein hervorragendes Regelverhalten des Algorithmus auch unter den Bedingun-
gen des praktischen Einsatzes. Trotz erheblicher Einwirkung von Sto¨rgro¨ßen wurden die
Parameter des Geba¨udemodells richtig identifiziert. Qualitativ ließ sich das bereits in den
Simulationstests ermittelte Betriebsverhalten nachweisen. In Meßperioden mit ho¨herer Heiz-
leistungsanforderung, als mit einer konventionellen Regelung lieferbar, zeigten sich sogar
Komfortverbesserungen durch das adaptive Verhalten der entwickelten Regelung. Die expe-
rimentellen Tests besta¨tigten, daß die Außentemperatur mit guter Genauigkeit vorhergesagt
wird. Ihre Vorhersage ist jedoch von geringerer Bedeutung fu¨r die Energieeinsparung. Der
hier gewa¨hlte Ansatz zur Vorhersage der Einstrahlung la¨ßt sich noch verbessern, z.B. durch
Einbeziehung externer Daten. Der modulare Aufbau des Algorithmus erlaubt problemlos,
die Vorhersageprozedur spa¨ter durch effizientere Algorithmen zu ersetzen.
Der entwickelte Algorithmus wurde in seiner optimierten Form in einen Microcontroller im-
plementiert. Das Gera¨t ist bereits mit einer herko¨mmlicher Heizungsregelung auf dem Markt
verfu¨gbar. So konnten allgemeine Aufgaben zur Datenverwaltung und Nutzerkommunikation
mit bereits vorhandener Software gelo¨st werden. Ein experimenteller Test der vorausschau-
enden selbstadaptierenden Regelung mit dem Microcontroller wurde im Referenzhaus des
ISFH Emmerthal durchgefu¨hrt. Der Regler stellte seine prinzpielle Tauglichkeit ebenfalls
unter Beweis. Es wurde jedoch eine etwas geringere Regelqualita¨t registriert als bei der PC-
Regelung. Die Ursachenanalyse ergab, daß es sich um Probleme der internen Datenverarbei-
tung handelt. Die Untersuchungen mit Hilfe der Simulationen zeigen die Wichtigkeit einer
mo¨glichst genauen Ermittlung der Raumtemperatur. Wichtig in diesem Zusammenhang ist
neben der internen Datenverarbeitung die Auswahl eines geeigneten Sensors sowie dessen
Positionierung. Ein noch besseres Verhalten der entwickelten Regelung hinsichtlich der Ziel-
gro¨ßen ist zu erwarten, wenn in die Optimierung die Grenzen der Stellgro¨ße einbezogen
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werden. Dies wurde mit Ru¨cksicht auf die verfu¨gbare Rechenkapazita¨t des Microcontrollers
nicht implementiert.
Der getestete Microcontroller ist als Prototyp verfu¨gbar. Er erfu¨llt die Forderungen hinsicht-
lich geringem Preis und einfacher Bedienbarkeit. Die Kosten der ausgewa¨hlten Hardware
sind gegenu¨ber denen einer herko¨mmlichen Regelung nur um die des Einstrahlungs- und
Raumtemperatursensors zuzu¨glich Montage erho¨ht. Wie in den Simulationstests nachgewie-
sen, ist jedoch nur fu¨r den Raumtemperatursensor eine hohe Genauigkeit erforderlich. Das
verwendete Regelkonzept erfordert keine wesentlichen baulichen Vera¨nderungen am Heizsy-
stem. Es ist auch mit entsprechenden Anpassungen auf gro¨ßere Geba¨ude u¨bertragbar.
Neben den bereits genannten Mo¨glichkeiten zur weiteren Optimierung des Algorithmus sind
auch Erweiterungen auf andere Anwendungen zuku¨nftig denkbar. Das allgemeine Konzept
der Regelung bietet die Mo¨glichkeit der Einbeziehung weiterer Systeme wie Lu¨ftung oder
Verschattung in die Regelstrategie. Die Optimierung der Temperaturen im Heizsystem zur
Verbesserung der Effizienz der wa¨rmeversorgenden Anlage kann direkter in das Regelkonzept
einbezogen werden. Interessant ist auch eine U¨bertragung der Methodik auf Regelung aktiv
thermischer solarer Systeme (z.B. zur Ladung von Pufferspeichern) sein. Hinsichtlich der
industriellen Umsetzung der hier vorgestellten Lo¨sung ist noch eine Optimierung des Regel-
verhaltens des Microcontrollers notwendig. Ein experimenteller Breitentest an verschiedenen
Geba¨uden und Heizsystemen wird vor einer Marktverbreitung fu¨r sinnvoll erachtet.
166 6. Zusammenfassung und Diskussion
Anhang A
Systemtheoretische Grundlagen
A.1 Einfu¨hrung und Definitionen
Im folgenden werden die wichtigsten im Rahmen der vorliegenden Arbeit verwendeten sy-
stemtheoretischen Begriffe definiert. Die Definitionen basieren auf Angaben in [66], [43]
und [79].
System: eine Menge von miteinander in gesetzma¨ßiger Beziehung stehenden Komponenten.
Es ist durch eine konkrete oder abstrakte Umgrenzung von seiner Umgebung getrennt.
Ein System setzt mehrere Signale zueinander in Beziehung.
Eingangsgro¨ßen: u sind die Quantifizierung von vera¨nderlichen, von der Umgebung auf
das System wirkenden ursa¨chlichen Einflu¨ssen (treibende Kra¨fte).
Ausgangsgro¨ßen: y sind die Gro¨ßen, die nach außen wirken bzw. von außen beobachtet
werden oder aus solchen Gro¨ßen gebildete weitere Gro¨ßen.
Dynamisches System: ein System, dessen innerer Zustand sich unter dem Einfluß von
außen erfolgender Aktionen kausal so vera¨ndert, daß eine gegenwa¨rtige Aktion die
zuku¨nftigen Zusta¨nde des Systems beeinflußt. Anders ausgedru¨ckt, ha¨ngen die Aus-
gangsgro¨ßen zum gegenwa¨rtigen Zeitpunkt von Eingangsgro¨ßen aus einem bestimmten
vergangenen Zeitintervall ab. Man nennt solche Systeme deshalb auch geda¨chtnisbe-
haftet.
U¨bertragungsverhalten: der Zusammenhang zwischen dem Verlauf der Eingangsgro¨ßen
und dem dadurch verursachten Verlauf der Ausgangsgro¨ßen.
U¨bertragungsverhalten- -
u y
Eingangsgro¨ße Ausgangsgro¨ße
System
Abb. A.1. Blockschema eines Systems mit je einer Eingangs- und Ausgangsgro¨ße
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Linearita¨t: Wenn die Reaktion eines Systems auf eine Linearkombination von Eingangssi-
gnalen stets aus der entsprechenden Linearkombination von Ausgangssignalen besteht,
dann gilt fu¨r dieses System das Superpositionsprinzip. Solche Systeme heißen lineare
Systeme.
Zeitinvarianz: Ein zeitinvariantes System liegt vor, wenn die Form des Ausgangssignals
nicht vom Zeitpunkt des Einwirkens des Eingangssignals abha¨ngt. Anderenfalls spricht
man von einem zeitvarianten System.
Kausalita¨t: Ein System heißt kausal, wenn der Verlauf des Ausgangssignals bis zu jedem
Zeitpunkt stets nur vom Verlauf des Eingangssignals bis zu diesem Zeitpunkt abha¨ngt.
Anders ausgedru¨ckt besteht ein kausaler Zusammenhang zwischen Ein- und Ausgangs-
signal dann, wenn zwei, bis zu einem bestimmten Zeitpunkt gleiche Eingangssignale
u1(t) und u2(t) auch zwei bis zu diesem Zeitpunkt gleiche Ausgangssignale y1(t) und
y2(t) hervorrufen.
Prozeßmodell: das durch mathematische Beziehungen beschriebene Abbild bestimmter
Eigenschaften eines Systems. Fu¨r die weiteren Betrachtungen ist die Beschreibung des
U¨bertragungsverhaltens von Interesse.
Es gibt eine Vielzahl von Mo¨glichkeiten der Beschreibung des U¨bertragungsverhaltens. Das
universellste Beschreibungsmittel fu¨r das U¨bertragungsverhalten von Systemen ist die Diffe-
rentialgleichung. Lineare zeitinvariante Systeme mit konzentrierten Parametern1 lassen sich
durch Gleichungen vom Typ
e0 · u + e1 · du
dt
+ . . . + em · d
mu
dtm
= a0 · y + a1 · dy
dt
+ . . . + an · d
ny
dtn
(A.1)
darstellen. Na¨herungsweise lassen sich auch Systeme mit verteilten Parametern sowie Tot-
zeitsysteme mit dieser Form beschreiben. In den folgenden Abschnitten werden weitere
Mo¨glichkeiten zur Beschreibung des U¨bertragungsverhaltens dargestellt.
A.2 Modelle zur Beschreibung des dynamischen Sy-
stemverhaltens
A.2.1 Sprung- und Impulsantwortmodelle
Antwortmodelle basieren auf der Reaktion des Systems auf normierte Testfunktionen als
Systemeingangsgro¨ßen. Fu¨r die Bestimmung der Impulsantwort wird als Eingangsfunktion
des Systems die δ-Funktion2 δ(t− τ) mit
∫ +∞
−∞
δ(t)dt = 1
1Ein System mit konzentrierten Parametern weist eine endliche Anzahl von Speichern mit begrenzter
Kapazita¨t und ausschließlich zeitabha¨ngigem Ladezustand auf. Dagegen ist bei einem System mit veteilten
Parametern die Speicherwirkung zusa¨tzlich ortsabha¨ngig, was auf partielle Differentialgleichungen fu¨hrt [66].
2Andere Bezeichnungen fu¨r die δ-Funktion sind Einheits-Nadelfunktion oder Dirac-Funktion
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verwendet. Die Systemreaktion auf die δ-Funktion als Eingangsfunktion nennt man Einheits-
Impulsantwortfunktion oder Gewichtsfunktion g(τ).
Die Ausgangsfunktion eines kausalen Systems fu¨r eine beliebige Eingangsfunktion u(t) ergibt
sich durch Faltung (Operator ∗) mit der Gewichtsfunktion [79]:
y(t) = g(t) ∗ u(t) =
∫
∞
τ=0
g(τ)u(t− τ)dτ , (A.2)
Durch Laplace-Transformation erha¨lt man
Y (s) = G(s)U(s) , (A.3)
mit der komplexen Variable s = δ + iω. Die Laplace-Transformierte der Ausgangsgro¨ße
ist gleich dem Produkt aus der komplexen U¨bertragungsfunktion G(s) und der Laplace-
Transformierten der Eingangsfunktion. Gleichung A.3 liefert gleichzeitig die Definition der
U¨bertragungsfunktion:
G(s) =
Y (s)
U(s)
. (A.4)
PSfrag replacements
a) b)
c) d)
rε g(t)
u(t) y(t)
ε
t
t
t
t 00
Abb. A.2. Zur Erla¨uterung von Impulsantwortmodellen: a) Approximation der δ-Funktion durch eine
Rechteckfunktion, b) Impulsantwortfunktion auf die Einheits-Rechteckfunktion (Gewichtsfunktion), c) Ap-
proximation einer beliebigen stetigen Funktion durch Rechteckfunktionen, d) Superposition der um das
entsprechende Zeitintervall verschobenen Impulsantwortfunktionen
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Die δ-Funktion la¨ßt sich na¨herungsweise durch eine Rechteckfunktion
rε(t) =
{
1
ε
: 0 < t < ε
0 : sonst
beschreiben (Abb. A.2). Fu¨r ε → 0 geht die Rechteckfunktion gegen die δ-Funktion.
Da sich jede beliebige stetige Eingangsfunktion na¨herungsweise mit Hilfe von Rechteck-
funktionen darstellen la¨ßt, ergibt sich die Ausgangsfunktion fu¨r ein lineares zeitinvariantes
System als U¨berlagerung der um die entsprechende Zeit verschobenen Impulsantworten auf
die einzelnen Rechteckimpulse.
Eine andere Darstellung nutzt als normiertes Testsignal die Einheitssprungfunktion:
se(t) =
{
1 : t ≥ 0
0 : sonst .
Die Systemreaktion auf die Sprungfunktion als Eingangsfunktion nennt man Einheits--
Sprungantwortfunktion oder U¨bergangsfunktion s(τ).
Damit ergibt sich analog zu Gl. A.2 die Ausgangsfunktion fu¨r ein lineares zeitinvariantes
System dann als U¨berlagerung der um die entsprechende Zeit verschobenen Sprungantwor-
ten auf die einzelnen Spru¨nge:
y(t) = s(t) ∗ u(t) =
∫
∞
τ=0
s(τ)u(t− τ)dτ . (A.5)
Jede stetige Funktion la¨ßt sich wiederum durch Sprungfunktionen approximieren.
Sprung- und Impulsantwort enthalten also die gesamte Information u¨ber das dynamische
Verhalten eines linearen zeitinvarianten Systems. Fu¨r den Zusammenhang zwischen beiden
Funktionen gilt [79]:
g(t) =
ds(t)
dt
und
s(t) =
∫ t
−∞
g(τ)dτ .
Fu¨r ein System mit mehreren Ein- und Ausgangsgro¨ßen sind soviele Sprung- bzw. Impuls-
antworten zur vollsta¨ndigen Beschreibung notwendig, wie es dem Produkt der Anzahl der
Ein- und Ausgangsgro¨ßen entspricht.
Die Abbildungen A.3 bis A.6 verdeutlichen die Beschreibung der Systemreaktion bei Anre-
gung mit einer Sinusfunktion3. Die Ausgangsfunktion ist gegenu¨ber der Eingangsfunktion
amplitudengeda¨mpft und phasenverschoben. Sie la¨ßt sich sowohl durch U¨berlagerung der
Einheitsimpulsantworten (Abb. A.5) als auch der Einheitssprungantworten (Abb. A.6) dar-
stellen.
Fu¨r ein lineares diskontinuierliches System setzt sich die Folge der Ausgangsgro¨ße aus der
Eingangsgro¨ßenfolge ∆uk gefaltet mit den Impulsantwortkoeffizienten gi zusammen. Die
3Das fu¨r diese Berechnungen verwendete Modell beschreibt das U¨bertragungsverhalten zwischen der
Eingangsgro¨ße Außentemperatur und der Ausgangsgro¨ße Raumtemperatur. Seine Parameter wurden an-
hand von experimentellen Daten der Experimentierha¨user des ISFH im Emmerthal identifiziert (siehe Ab-
schnitt 3.5.1)
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Abb. A.3. Eingangs- und Ausgangsfunktion bei Sy-
stemanregung mit einer Sinusfunktion
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Abb. A.5. Impulsantwortfunktionen auf Anregung
mit Sinusfunktion
0 50 100 150
−0.08
−0.06
−0.04
−0.02
0
0.02
0.04
0.06
0.08
Zeit
s(t
)
Abb. A.6. Sprungantwortfunktionen auf Anregung
mit Sinusfunktion
Impulsantwortkoeffizienten werden erhalten, wenn auf das System ein Einheitsimpuls (uk =
1 fu¨r k = 0 sonst uk = 0) fu¨r gegeben wird.
yk =
k∑
i=1
giuk−i (A.6)
Wirken mehrere Eingangsgro¨ßen (treibende Kra¨fte) auf das System, so u¨berlagern sich die
Systemantworten auf jede einzelne Eingangsgro¨ße bei linearen zeitinvarianten Systemen nach
dem Superpositionsprinzip.
Bei Nutzung der diskontinuierlichen Sprungantwort setzt sich die Ausgangsgro¨ße aus Spru¨n-
gen der Eingangsgro¨ße ∆uk multipliziert mit den Sprungantwortkoeffizienten si zusammen.
Die Sprungantwortkoeffizienten si werden als Ausgangsfolge erhalten, wenn auf das System
eine Einheitssprungfolge (∆uk = 1 fu¨r k > 0 sonst ∆uk = 0) fu¨r eine Eingangsgro¨ße gegeben
wird.
yk =
k∑
i=1
si∆uk−i (A.7)
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Die Sprungantwortkoeffizienten ko¨nnen auch durch Summation der Impulsantwortkoeffizi-
enten erhalten werden:
si =
i∑
j=−∞
gj .
Die Impulsantwortkoeffizienten berechnen sich dementsprechend aus den Sprungantwortko-
effizienten zu:
gi = si − si−1 .
Die Vorteile der Systembeschreibung mit Hilfe von Sprung- oder Impulsantwortmodellen
sind die Einfachheit der Berechnung der Ausgangsgro¨ße oder ihrer Vorhersage und die
Tatsache, daß keine Annahmen u¨ber die Ordung des Prozesses gemacht werden mu¨ssen.
Nachteilig wirkt sich die große Anzahl der Parameter (=Antwortkoeffizienten) im Fall einer
Selbstidentifikation aus.
A.2.2 Transferfunktionenmodelle
Werden in einer Differentialgleichung wie Gl. A.1 die Differentialquotienten durch Differen-
zenquotienten z.B. der folgenden Art ersetzt:
dy
dt
∼= y(k + 1)− y(k)
∆t
d2y
dt2
∼= y(k + 2)− 2y(k + 1) + y(k)
(∆t)2
,
und analog fu¨r die Eingangsfunktion u, so erha¨lt man eine U¨bertragung kontinuierlicher
Differentialgleichungsmodelle auf die diskrete Form. Der neue Wert y(k) ergibt sich bei einer
Differentialgleichung 2. Ordnung als gewichtete Summe der vorangegangenen Ausgangswerte
y(k− 1), y(k− 2) und des vorangegangenen Eingangswertes u(k− 1). In y(k− 1), y(k− 2)
sind wiederum die Wirkungen von y(k− 2), y(k− 3) und u(k− 2), u(k− 3) usw. enthalten.
Eine allgemeine Form dieser Differenzengleichungen in SISO-Formulierung (SISO: Single-
Input-Single-Output) la¨ßt sich angeben mit:
na∑
n=0
any(k − n) =
nb∑
n=nk
bnu(k − n) (A.8)
wobei k einen diskreten Zeitpunkt darstellt. na und nb ist die Ordnung des Modells bzgl.
der Aus- und Eingangsgro¨ßen. nk bezeichnet die Anzahl der Verzo¨gerungszeitschritte, mit
der eine Eingangsgro¨ße auf die Ausgangsgro¨ße wirkt. Mit Hilfe der der Z-Transformation
(analog zur Laplace-Transformation fu¨r kontinuierliche Signale):
X(z) = Zx(k) =
∞∑
k=−∞
x(k)z−k (A.9)
mit z als komplexwertiger Variable und dem Verschiebungssatz der Z-Transformation:
Zx(k − κ) = z−κX(z)
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la¨ßt sich Gleichung A.8 auf folgende Form bringen:
Y (z) + a1Y (z)z
−1 + . . . + anaY (z)z
−na
= bnkY (z)z
−nk + bnk+1Y (z)z
−(nk+1) + . . . + bnbY (z)z
−nb .
Die Differenzengleichung A.8 ist somit in eine algebraische Gleichung u¨berfu¨hrt worden.
Durch Ausklammern von X(z) und Y (z) und Umstellen erha¨lt man die diskrete komplexe
U¨bertragungsfunktion
H(z) =
Y (z)
U(z)
=
B(z)
A(z)
(A.10)
mit
A(z) = 1 + a1z
−1 + . . . + anaz
−na
B(z) = bnkz
−nk + bnk+1z
−(nk+1) + . . . + bnbz
−nb .
Hier sind na und nb die Ordnung der Polynome A und B. Diese Art von Beschreibung heißt
ARX-Modell (AutoRegressive Model with eXogeneous input). Die gemessene Ausgangs-
gro¨ße wird noch von einem Sto¨rungsterm u¨berlagert:
na∑
n=0
any(k − n) =
nb∑
n=nk
bnu(k − n) + ε(k) . (A.11)
ARX-Modelle geho¨ren zur Klasse der Transferfunktionenmodelle. Andere Modellarten aus
dieser Klasse nehmen beispielsweise eine detailliertere Beschreibung des Meßrauschens vor.
Eine U¨bersicht u¨ber verschiedene Arten von Transferfunktionenmodellen gibt [50].
Durch Partialbruchzerlegung la¨ßt sich Gleichung A.10 auf die Form:
H(z) =
k · (z − p1) · (z − p2) · (z − pnb−nk)
(z − q1) · (z − q2) · (z − qna) (A.12)
bringen, worin pi Nullstellen bzw. qj die Pole der U¨bertragungsfunktion H(z) bezeichnen.
Anhand dieser sogenannten Pol-Nullstellenverteilung lassen sich Untersuchungen zur Stabi-
lita¨t des Systems und einer geeigneten Modellordnung zur Beschreibung besonders einfach
vornehmen.
Sprung- und Impulsantwortmodelle sind Sonderfa¨lle der Beschreibung in A.10. Fu¨r ein Im-
pulsantwortmodell wird A = 1 und die Koeffizienten des B-Polynoms sind die Impulsant-
wortkoeffizienten. Fu¨r ein Sprungantwortmodell gilt A = 1 und b1 = s1, bj = sj − sj−1.
Ein Vorteil der Beschreibung mit Transferfunktionenmodellen ist die geringe Anzahl von
Parametern, die beno¨tigt wird, um einen linearen Prozeß zu beschreiben. Allerdings sind
Annahmen u¨ber die Prozeßordnung zu treffen.
Die obige Darstellung la¨ßt sich auf Systeme mit mehreren Eingangs- und einer Ausgangs-
gro¨ße (MISO - Multi input single output) und auf Systeme mit mehreren Ein- und Aus-
gangsgro¨ßen (MIMO) verallgemeinern. Die Verallgemeinerung auf ein MISO-System wurde
in Abschnitt 3.2.1 angewendet.
Fu¨r eine Identifikation der Modellparameter ordnet man die Meßwerte aus Gleichung A.8
dem Regressionsvektor
ϕT (k) = [−y(k − 1) . . .− y(k − na) u(k − nk) . . . u(k − nk − nb + 1)]
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und die Parameter dem Parametervektor
θ = [a1 . . . ana b1 . . . bnb]
T
zu. Durch Multiplikation von ϕT (k) und θ erha¨lt man ein lineares Regressionsmodell:
y(k) = ϕT (k)θ + ε(k)
zur Ermittlung der Modellparameter in θ. Das Verfahren ist in Abschnitt A.4 beschrieben.
A.3 Das U¨bertragungsverhalten linearer Elementar-
komponenten
Jedes lineare System la¨ßt sich durch Verschaltung einiger weniger Elementarkomponenten
darstellen. Im folgenden werden nur die Komponenten vorgestellt, die im betrachteten Sys-
tem Geba¨ude auftreten.
Proportionalglied: Wird auch P-Glied genannt. Der U¨bergang zwischen Ein- und Aus-
gangsgro¨ße wird durch die Gleichung:
y = K · u
charakterisiert. Die Ausgangsgro¨ße ergibt sich durch Multiplikation der Eingangsgro¨ße
mit einem Faktor k. Die komplexe U¨bertragungsfunktion gema¨ß der Definition in
Gl. A.3 lautet: G(s) = k. Die Sprungantwort ist der mit dem Faktor k multiplizierte
Einheitssprung.
Integrierglied: Wird auch als I-Glied bezeichnet. Der U¨bergang wird durch die Integral-
gleichung:
y = KI ·
∫
u dt
beschrieben. Die Ausgangsgro¨ße ergibt sich durch Integration der Eingangsgro¨ße und
Multiplikation mit einem Faktor KI . Die komplexe U¨bertragungsfunktion lautet:
G(s) =
KI
s
.
Die Sprungantwort ist eine lineare Funktion von t mit dem Anstieg KI .
Verzo¨gerungsglied 1. Ordnung: Ist aus P- und I-Glied zusammengesetzt. Wird auch
PT1-Glied genannt. Der U¨bergang wird durch die Differentialgleichung:
y + T · y˙ = K · u
charakterisiert. Die komplexe U¨bertragungsfunktion ergibt sich zu: G(s) = K
1+sT
. Die
Sprungantwort des PT1-Gliedes lautet:
s(t) = K(1− e−t/T )
Nach einer sprungartigen Vera¨nderung der Eingangsgro¨ße strebt die Ausgangsgro¨ße
exponentiell dem neuen Beharrungswert y = K · u zu (siehe Abbildung A.7). Die
Zeitkonstante T la¨ßt sich aus dem Schnittpunkt der Tangente an die Sprungantwort-
funktion mit der Funktion y = K ablesen.
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Abb. A.7. Sprungantwort des PT1-Gliedes fu¨r eine Zeitkonstante T = 30 und einen Versta¨rkungsfaktor
K = 0.5
Verzo¨gerungsglied 2. Ordnung: Wird auch PT2-Glied genannt. Der U¨bergang wird durch
die Differentialgleichung
y + 2DT · y˙ + T 2 · y¨ = k · u
charakterisiert. Die komplexe U¨bertragungsfunktion lautet:
G(s) =
k
1 + 2DT · s + T 2 · s2 .
D heißt Da¨mfpungsgrad und bestimmt weitgehend das dynamische Verhalten. Fu¨r
D ≥ 1 ergibt sich schwingungsfreies Verhalten, wa¨hrend die Sprungantwort fu¨r D < 1
oszilliert. Das PT2-Glied kann im Bereich D > 1 als Serienschaltung zweier PT1-
Glieder interpretiert werden. Fu¨r die Parameter D und T gilt dann
T1 + T2 = 2DT T1 · T2 = T 2
Verzo¨gerungsglied ho¨herer Ordnung: Wird auch PTn-Glied genannt. Ein Verzo¨gerungs-
glied ho¨herer Ordnung ergibt sich aus Serienschaltung von PT1- und PT2-Gliedern.
Totzeitglied: Bewirkt, daß die Ausgangsgro¨ße gleich der um ein festes Zeitintervall ver-
spa¨teten Eingangsgro¨ße ist. Es tritt auf, wenn Signale u¨ber bewegte Medien transpor-
tiert werden. Der Zusammenhang wird durch die Gleichung
y(t) = u(t− Tt)
charakterisiert. Die komplexe U¨bertragungsfunktion lautet: G(s) = e−sTt. Durch ein
PTn Glied mit n →∞ la¨ßt sich ein Totzeitglied approximieren.
Fu¨r die Verschaltung von linearen Elementarkomponenten mu¨ssen folgende Rechenregeln
beru¨cksichtigt werden. Fu¨r die Serienschaltung zweier U¨bertragungsglieder ergibt sich die
komplexe U¨bertragungsfunktion als Produkt der einzelnen U¨bertragungsfunktionen.
G(s) = G1(s) ·G2(s) .
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Fu¨r die Parallelschaltung gilt
G(s) = G1(s)±G2(s) ,
wobei + fu¨r U¨berlagerung (Versta¨rkung) und − fu¨r Kompensation gilt.
A.4 Bestimmung der Modellparameter
In diesem Abschnitt werden die im weiteren verwendeten Verfahren zur Modellidentifikation
vorgestellt. Die Darstellung orientiert sich an [5].
A.4.1 Methode der kleinsten Quadrate
Die Darstellung in den beiden folgenden Abschnitten orientiert sich an den Ausfu¨hrungen
von A˚stro¨m und Wittenmark [5]. Die Methode der kleinsten Quadrate kann zur Bestimmung
von Parametern von Modellen der Form
y(i) = ϕ1(i)θ
0
1 + ϕ2(i)θ
0
2 + · · ·+ ϕn(i)θ0n = ϕT (i)θ0 (A.13)
eingesetzt werden. Verschiedenste Arten von Modellen lassen sich auf diese Weise darstellen,
da ϕ1, ϕ2, . . . , ϕn bekannte Funktionen sind, die wiederum von anderen Variablen abha¨ngen
ko¨nnen. y ist die beobachtete Variable, θ01, θ
0
2, . . . , θ
0
n sind die zu bestimmenden Parameter.
Weiterhin sind folgende Abku¨rzungen eingefu¨hrt worden:
ϕT (i) = [ϕ1(i) ϕ2(i) . . . ϕn(i)] ,
θ0 =
[
θ01 θ
0
2 . . . θ
0
n
]T
.
ϕT (i) ist der Vektor aller Meßgro¨ßen bis auf die aktuelle Ausgangsgro¨ße zu einem bestimmten
Zeitpunkt. Paare von y(i) und ϕ(i) fu¨r i = 1, 2, . . . , t werden durch ein Experiment erhalten.
Die Parameter sollen so bestimmt werden, daß die Verlustfunktion
V (θ, t) =
1
2
t∑
i=1
(
y(i)− ϕT (i)θ)2 (A.14)
minimiert wird, d.h. die Modellausgangswerte so gut wie mo¨glich mit den gemessenen Aus-
gangswerten u¨bereinstimmen4. Folgende Schreibweise wird eingefu¨hrt:
Y(t) = [y(1) y(2) . . . y(t)]T ,
E(t) = [ε(1) ε(2) . . . ε(t)]T ,
Φ(t) =


ϕT (1)
...
ϕT (t)

 ,
4Ha¨ufig wird die Verlustfunktion auch auf die Anzahl der Datenpunkte normiert
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P (t) = (ΦT(t)Φ(t))−1 =
(
t∑
i=1
ϕ(i)ϕT (i)
)
−1
. (A.15)
Die Residuen ε(i) sind definiert als die Abweichung zwischen aktueller gemessener und mit
Hilfe des Modells berechneter Ausgangsgro¨ße:
ε(i) = y(i)− yˆ(i) = y(i)− ϕT (i)θ ,
oder kurz
E = Y − Yˆ = Y −Φθ . (A.16)
Die Verlustfunktion la¨ßt sich dann schreiben als:
V (θ, t) =
1
2
t∑
i=1
ε2(i) =
1
2
ETE =
1
2
‖E‖2 .
Das Minimum der Verlustfunktion erha¨lt man durch Berechnung der Nullstelle der ersten
Ableitung der Funktion nach den Parametern θ. Folgende minimale Verlustfunktion fu¨r die
Parameter ergibt sich:
ΦTΦθˆ = ΦTY (A.17)
Fu¨r eine nichtsingula¨re Matrix ΦTΦ wird eine eindeutige Lo¨sung erhalten:
θˆ = (ΦTΦ)
 1ΦTY (A.18)
die ausgeschrieben lautet:
θˆ(t) =
(
t∑
i=1
ϕ(i)ϕT (i)
)
−1( t∑
i=1
ϕ(i)y(i)
)
= P (t)
(
t∑
i=1
ϕ(i)y(i)
)
(A.19)
Sollen nicht alle Abweichungen ε(i) gleich gewichtet werden, fu¨hrt man folgende Verlust-
funktion ein:
V =
1
2
ETWE
wobei W eine Diagonalmatrix mit den Gewichten in der Diagonalen ist. Die Minimierung
der Verlustfunktion fu¨hrt auf die Parameter:
θˆ = (ΦTWΦ)−1ΦTWY
Die Verwendung der Methode der kleinsten Quadrate in der hier erla¨uterten Form erfordert
einen hohen Aufwand hinsichtlich Speicherbedarf und Rechenzeit, da zu jedem Zeitschritt
das gesamte Wissen u¨ber den Prozeß neu ermittelt wird.
A.4.2 Rekursive Methode der kleinsten Quadrate
Bei selbstadaptierenden Reglern werden die Messungen nacheinander in Echtzeit erhalten.
Um Rechenzeit und Speicherplatz zu sparen, ist ein rekursiver Algorithmus gesucht, bei dem
sich die Parameter θ(t) aus den zum vorangegangenen Zeitschritt bestimmten Parametern
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θ(t − 1) berechnen und somit das erlernte Wissen zum vorigen Zeitschritt erhalten bleibt.
Aus der Definition von P (t) in Gleichung (A.15) la¨ßt sich ableiten:
P−1(t) = ΦT(t)Φ(t) =
t∑
i=1
ϕ(i)ϕT (i)
=
t−1∑
i=1
ϕ(i)ϕT (i) + ϕ(t)ϕT (t) = P−1(t− 1) + ϕ(t)ϕT (t) . (A.20)
Die Parameterbestimmung in Gl. (A.19) la¨ßt sich analog umformen:
θˆ(t) = P (t)
(
t∑
i=1
ϕ(i)y(i)
)
= P (t)
(
t−1∑
i=1
ϕ(i)y(i) + ϕ(t)y(t)
)
.
Aus den Gleichungen (A.19) und (A.20) folgt
t−1∑
i=1
ϕ(i)y(i) = P−1(t− 1)θˆ(t− 1) = P−1(t)θˆ(t− 1)− ϕ(t)ϕT (t)θˆ(t− 1) .
Setzt man die letzten beiden Gleichungen ineinander ein, so ergibt sich die Berechnungsvor-
schrift der rekursiven Parameterbestimmung.
θˆ(t) = θˆ(t− 1)− P (t)ϕ(t)ϕT (t)θˆ(t− 1) + P (t)ϕ(i)y(i)
= θˆ(t− 1)P (t)ϕ(t)
(
y(t)− ϕT (t)θˆ(t− 1)
)
= θˆ(t− 1) + K(t)ε(t) , (A.21)
wobei
K(t) = P (t)ϕ(t) ,
ε(t) = y(t)− ϕT (t)θˆ(t− 1) .
Das Residuum ε(t) la¨ßt sich als der Vorhersagefehler zwischen dem mit Hilfe der Parameter
vom vorherigen Zeitschritt θˆ(t − 1) berechneten Modellausgang yˆ(t) und der gemessenen
Gro¨ße y(t) interpretieren. Durch einige Umformungen [5] erha¨lt man eine rekursive Berech-
nungsvorschrift fu¨r K(t) und P (t):
K(t) = P (t)ϕ(t) = P (t− 1)ϕ(t) (I + ϕT (t)P (t− 1)ϕ(t))−1 (A.22)
P (t) = P (t− 1)− P (t− 1)ϕ(t) (I + ϕT (t)P (t− 1)ϕ(t))−1 ϕT (t)P (t− 1)
= (I −K(t)ϕT (t))P (t− 1) . (A.23)
Fu¨r die Wahl der sogenannten Versta¨rkung K(t) gibt es verschiedene Ansa¨tze. Bei der rekur-
siven Berechnung nach der Methode der kleinsten Quadrate mit exponentiellem Vergessen
wird eine Verlustfunktion der Form:
V (θ, t) =
1
2
t∑
i=1
λt−i
(
y(i)− ϕT (i)θ)2 (A.24)
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minimiert. Dies fu¨hrt auf folgende rekursive Berechnungsvorschrift fu¨r die Parameter:
θˆ(t) = θˆ(t− 1)K(t)
(
y(t)− ϕT (t)θˆ(t− 1)
)
K(t) = P (t)ϕ(t) = P (t− 1)ϕ(t) (λI + ϕT (t)P (t− 1)ϕ(t))−1
P (t) =
(
I −K(t)ϕT (t))P (t− 1)
λ
. (A.25)
Die rekursive Form der Methode der kleinsten Quadrate mit Vergessensfaktor ist besonders
fu¨r den Einsatz in selbstadaptierenden Reglern geeignet. Untersuchungen zur Wahl des
Vergessensfaktors werden in Abschnitt 3.5.2 vorgestellt.
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Anhang B
Daten zu den Testumgebungen
B.1 Der Aufbau der Experimentierha¨user des ISFH in
Emmerthal
Allgemeine Daten:
• Geographische Breite: 52◦07’ nB
• Geographische La¨nge: 9◦22’ o¨L
• Ho¨he: 90 m u¨NN
• Ausrichtung Su¨d, Su¨dhang 20◦ Neigung.
Die beiden Testha¨user sind spiegelbildlich aufgebaut und durch einen Garagentrakt von-
einander getrennt. Der Aufbau wird hier anhand des o¨stlichen Geba¨udes, dem sogenannten
Experimentierhaus erla¨utert. Das Geba¨ude zeichnet sich durch eine kompakte Bauweise, d.h
ein kleines Verha¨ltnis von Geba¨udeoberfla¨che zu -volumen aus. Die Hanglage wird durch ei-
ne Split-Level Bauweise ausgenutzt. Abbildung B.1 zeigt eine Schnittzeichnung durch das
Experimentierhaus. Die vertikalen Innenwa¨nde fu¨hren zu einer natu¨rlichen thermischen Zo-
nierung. Diese wird durch die Anordnung der Hauptaufenthaltsra¨ume in der su¨dlichen Zone
ausgenutzt. In der no¨rdlichen Zone befinden sich Treppen und Abstellra¨ume, wa¨hrend im
mittleren Bereich Ra¨ume, in denen sich Personen vergleichsweise nur kurze Zeit aufhalten
(Ku¨che, Bad), angeordnet sind. Die Su¨dfensterfla¨che (Rohbaumaß) macht ca. ein Drittel
der Su¨dfassadenfla¨che aus. Die Ha¨user sind in Massivbauweise (Kalksandsteinwa¨nde, Be-
tondecken) errichtet und verfu¨gen somit u¨ber hohe Speicherkapazita¨ten.
Das Experimentierhaus weist an der Su¨dfassade zusa¨tzlich einen Wintergarten mit 16,7 m2
Grundfla¨che auf. Der Wintergarten ist unbeheizt. Eine direkter Luftaustausch kann u¨ber
Tu¨ren und Fenster der Su¨dra¨ume des Erdgeschosses erfolgen. Beide Geba¨ude sind an der
Su¨dfassade teils mit opaker Da¨mmung (12 cm Mineralwolle), teils mit transparenten Da¨mm-
elementen verschiedener Gro¨ße und Effizienz versehen. Da die Elemente nicht Teil der hier
vorgestellten Untersuchungen sind, wird auf eine genauere Erla¨uterung hier verzichtet.
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Wohnen
Wohnen Küche/Diele
Küche/Diele
Abst. Windf.
Winter-
garten
OK 
+ 4.37 m
+ 1.50 m
+/- 0.00 m
- 1,75 m
- 1,50 m
+ 7.83 m
4.50 m 1.75 m 2.25 m
11.25 m
2.75 m
Dachneigung: 35°
Abb. B.1. Schnittzeichnung des Experimentierhauses des ISFH in Emmerthal
Wohnen
Diele Küche
Abstellraum
Windfang
11.70 m
Schlafen
Abstellraum
Bad
4.
75
 m
9.
25
 m
4.
50
 m
11
.7
5 
m
2.
50
 m
4.50 m 7.20 m
Abb. B.2. Grundriß des Experimentierhauses des ISFH in Emmerthal
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Die Geba¨ude werden als Bu¨rogeba¨ude genutzt. Zwischen 9.00 und 18.00 Uhr werktags kann
mit einer Belegung der Su¨dra¨ume von 1-2 Personen und einer entspechenden Anzahl von
eingeschalteten Computern gerechnet werden.
B.2 Die Simulationsgeba¨udemodelle
B.2.1 Das geometrische Grundmodell
Alle fu¨r die Simulation verwendeten Geba¨udemodelle gehen von einem unvera¨nderten geo-
metrischen Grundmodell aus. Dieses Grundmodell basiert auf dem realen Aufbau des Ex-
perimentierhauses, wie in den Abbildungen B.1 und B.2 gezeigt. Das Geba¨ude wird vertikal
in drei thermische Zonen unterteilt (Abbildung B.3). Zone 1 (Su¨dzone) faßt die su¨dlichen
Ra¨ume des Erd- und Obergeschosses zusammen. Zone 2 (mittlere Zone) umfaßt Ku¨che, Bad
und Diele der beiden Etagen. Die no¨rdliche Zone (Zone 3) setzt sich aus Treppenhaus und
Abstellra¨umen zusammen. Tabelle B.1 faßt wichtige Eigenschaften der drei Zonen zusam-
men. Der Wintergarten wird nicht simuliert.
1
1
2
2
3 3
Abb. B.3. Schnittzeichnung des Geba¨udemodells mit den thermischen Zonen
Die begrenzenden Wandfla¨chen der drei Zonen sind in den Tabellen B.2 bis B.4 aufgeli-
stet. Die Außenwandfla¨chen verstehen sich exklusive Fensterfla¨chen. Fensterfla¨chen sind im
Rohbaumaß angegeben, d.h. der transparente Anteil ist noch um den Rahmenanteil (hier
30%) verringert. Die im realen Geba¨ude vorhandene Trennwand zum Garagentrakt wurde
nicht simuliert, sondern das Geba¨ude als freistehend betrachtet. An die Außenluft grenzende
Wa¨nde werden mit einer Orientierung angegeben, ansonsten die angrenzende Zone benannt.
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Tabelle B.1. Eigenschaften der drei simulierten Zonen
Zone Volumen
[m3]
Grund-
fla¨che
[m2]
Ra¨ume Heizung Raumtemperatur-
sollwert nachts/tags
[◦C]
1 412 55 Wohnen,
Schlafen
Heizko¨rper,
vsHR,
kHR
18/20
2 134 31 Ku¨che, Bad,
Diele
TRNSYS-
intern
18/20
3 126 31 Windfang,
Treppenhaus,
Abstellra¨ume
TRNSYS-
intern
5
Tabelle B.2. Begrenzende Wandfla¨chen der Zone 1
Bauteil Orientie-
rung/
Grenze
zu
Fla¨che
[m2]
Außenwand su¨d 48,0
Fenster su¨d 20,4
Außenwand ost 44,3
Außenwand west 44,3
Trennwand Zone 2 108,4
Trennwand Zone 3 10,5
Dach 35◦ su¨d 73,0
Dach 35◦ nord 40,6
Boden Erdreich,
ϑ = 9◦C
56,9
Interne Wand 83,2
Zwischendecke 101,4
Tabelle B.3. Begrenzende Wandfla¨chen der Zone 2
Bauteil Orientie-
rung/
Grenze
zu
Fla¨che
[m2]
Außenwand ost 17,3
Außenwand west 11,7
Fenster west 5,6
Trennwand Zone 2 63,5
Trennwand Zone 1 10,5
Wand zu Erdreich Erdreich,
ϑ = 9◦C
16,5
Boden Erdreich,
ϑ = 9◦C
31,6
Interne Wand 32,6
Zwischendecke 59,6
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Tabelle B.4. Begrenzende Wandfla¨chen der Zone 3
Bauteil Orientie-
rung/
Grenze
zu
Fla¨che
[m2]
Außenwand ost 10,5
Windfangwand ost 5,0
Fenster ost 2,5
Außenwand west 10,5
Windfangwand west 4,0
Fenster west 3,5
Windfangwand nord 13,0
Fenster nord 6,2
Trennwand Zone 1 10,5
Trennwand Zone 2 63,5
Boden Erdreich,
ϑ = 9◦C
44,2
Dach 35◦ su¨d 51,5
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B.2.2 Basismodell Niedrigenergiehaus in Massivbauweise
Tabelle B.5 listet die Aufbauten der begrenzenden Wandfla¨chen fu¨r das Basismodell eines
Niedrigenergiehauses in Massivbauweise fu¨r den im vorangegangenen Abschnitt beschrie-
benen geometrischen Grundaufbau auf. Der a¨ußere Wa¨rmeu¨bergangskoeffizient wurde zu
18 W
m2K
, der innere Wa¨rmeu¨bergangskoeffizient zu 3 W
m2K
konstant festgelegt. Der Absorpti-
onskoeffizient der Wa¨nde betra¨gt 0.6. Der Wa¨rmedurchgangskoeffizient der Fensterrahmen
betra¨gt 2.70 W
m2K
Tabelle B.5. Aufbau der begrenzenden Wandfla¨chen fu¨r das Niedrigenergiehaus in Massivbauweise
Bauteil Schicht Dicke
[m]
λ W
mK
cp
kJ
kgK
ρ kg
m3
Widerstand
m2K
W
Außenwand Kalkzement 0.015 0.87 1.01 1800.00
Kalksandstein 0.240 0.79 0.94 1600.00
Luftspalt 0.036
Spanplatte 0.020 0.13 2.01 700.00
Mineralwolle 0.120 0.036 0.90 40.00
Fichte 0.020 0.13 2.01 600.00
Trennwand Kalkzement 0.015 0.87 1.01 1800.00
Kalksandstein 0.240 0.79 0.94 1600.00
Kalkzement 0.015 0.87 1.01 1800.00
Dach Gipskarton 0.015 0.41 0.83 900.00
Luftspalt 0.036
Mineralwolle 0.180 0.036 0.90 80.00
Boden Estrich 0.040 1.2 1.00 2100.00
Luftspalt 0.047
Estrich 0.060 1.4 1.00 2000.00
Polystyrol 0.080 0.039 1.25 30.00
Beton 0.160 2.1 1.00 2400.00
Interne Wand Kalksandstein 0.190 0.99 1.00 1800.00
Zwischendecke Estrich 0.040 1.2 1.00 2100.00
Luftspalt 0.047
Estrich 0.060 1.4 1.00 2000.00
Polystyrol 0.050 0.039 1.25 30.00
Beton 0.160 2.1 1.00 2400.00
Windfangwand Fichte 0.020 0.13 2.01 600.00
Mineralwolle 0.120 0.036 0.90 40.00
Fichte 0.020 0.13 2.01 600.00
Fenster 0.77
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B.2.3 Variationen
Variationen des Geba¨udeaufbaus wurden hinsichtlich des Da¨mmstandards und der thermi-
schen Geba¨udekapazita¨t vorgenommen.
Tabelle B.6. Aufbau der begrenzenden Wandfla¨chen fu¨r das Geba¨udemodell Altbau
Bauteil Schicht Dicke
[m]
λ W
mK
cp
kJ
kgK
ρ kg
m3
Widerstand
m2K
W
Außenwand Kalkzement 0.015 0.87 1.01 1800.00
Kalksandstein 0.240 0.79 0.94 1600.00
Kalkzement 0.015 0.87 1.01 1800.00
Trennwand Kalkzement 0.015 0.87 1.01 1800.00
Kalksandstein 0.240 0.79 0.94 1600.00
Kalkzement 0.015 0.87 1.01 1800.00
Dach Gipskarton 0.015 0.41 0.83 900.00
Luftspalt 0.036
Mineralwolle 0.060 0.036 0.90 40.00
Boden Estrich 0.040 1.2 1.00 2100.00
Luftspalt 0.047
Estrich 0.060 1.4 1.00 2000.00
Beton 0.160 2.1 1.00 2400.00
Interne Wand Kalksandstein 0.190 0.99 1.00 1800.00
Zwischendecke Estrich 0.040 1.2 1.00 2100.00
Luftspalt 0.047
Estrich 0.060 1.4 1.00 2000.00
Polystyrol 0.050 0.039 1.25 30.00
Beton 0.160 2.1 1.00 2400.00
Windfangwand Fichte 0.020 0.13 2.01 600.00
Mineralwolle 0.060 0.036 0.90 40.00
Fichte 0.020 0.13 2.01 600.00
Fenster 0.36
188 B. Daten zu den Testumgebungen
Tabelle B.7. Aufbau der begrenzenden Wandfla¨chen fu¨r das Geba¨udemodell nach Wa¨rmeschutzverordnung
1995
Bauteil Schicht Dicke
[m]
λ W
mK
cp
kJ
kgK
ρ kg
m3
Widerstand
m2K
W
Außenwand Kalkzement 0.015 0.87 1.01 1800.00
Kalksandstein 0.240 0.79 0.94 1600.00
Luftspalt 0.036
Spanplatte 0.020 0.13 2.01 700.00
Mineralwolle 0.080 0.044 0.90 80.00
Fichte 0.020 0.13 2.01 600.00
Trennwand Kalkzement 0.015 0.87 1.01 1800.00
Kalksandstein 0.240 0.79 0.94 1600.00
Kalkzement 0.015 0.87 1.01 1800.00
Dach Gipskarton 0.015 0.41 0.83 900.00
Luftspalt 0.036
Mineralwolle 0.120 0.036 0.90 40.00
Boden Estrich 0.040 1.2 1.00 2100.00
Estrich 0.060 1.4 1.00 2000.00
Polystyrol 0.080 0.039 1.25 30.00
Beton 0.160 2.1 1.00 2400.00
Interne Wand Kalksandstein 0.190 0.99 1.00 1800.00
Zwischendecke Estrich 0.040 1.2 1.00 2100.00
Luftspalt 0.047
Estrich 0.060 1.4 1.00 2000.00
Polystyrol 0.050 0.039 1.25 30.00
Beton 0.160 2.1 1.00 2400.00
Windfangwand Fichte 0.020 0.13 2.01 600.00
Mineralwolle 0.060 0.036 0.90 40.00
Fichte 0.020 0.13 2.01 600.00
Fenster 0.77
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Tabelle B.8. Aufbau der begrenzenden Wandfla¨chen fu¨r das Passivhausmodell
Bauteil Schicht Dicke
[m]
λ W
mK
cp
kJ
kgK
ρ kg
m3
Widerstand
m2K
W
Außenwand Kalkzement 0.015 0.87 1.01 1800.00
Kalksandstein 0.240 0.79 0.94 1600.00
Luftspalt 0.036
Spanplatte 0.020 0.13 2.01 700.00
Mineralwolle 0.360 0.036 0.90 40.00
Fichte 0.020 0.13 2.01 600.00
Trennwand Kalkzement 0.015 0.87 1.01 1800.00
Kalksandstein 0.240 0.79 0.94 1600.00
Kalkzement 0.015 0.87 1.01 1800.00
Dach Gipskarton 0.015 0.41 0.83 900.00
Luftspalt 0.036
Mineralwolle 0.480 0.036 0.90 80.00
Boden Estrich 0.040 1.2 1.00 2100.00
Luftspalt 0.047
Estrich 0.060 1.4 1.00 2000.00
Mineralwolle 0.300 0.036 0.90 80.00
Beton 0.160 2.1 1.00 2400.00
Interne Wand Kalksandstein 0.190 0.99 1.00 1800.00
Zwischendecke Estrich 0.040 1.2 1.00 2100.00
Luftspalt 0.047
Estrich 0.060 1.4 1.00 2000.00
Polystyrol 0.050 0.039 1.25 30.00
Beton 0.160 2.1 1.00 2400.00
Windfangwand Fichte 0.020 0.13 2.01 600.00
Mineralwolle 0.480 0.036 0.90 40.00
Fichte 0.020 0.13 2.01 600.00
Fenster 2.5
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Tabelle B.9. Aufbau der begrenzenden Wandfla¨chen fu¨r das Niedrigenergiehaus in Mischbauweise, Mas-
sivbauteile außen
Bauteil Schicht Dicke
[m]
λ W
mK
cp
kJ
kgK
ρ kg
m3
Widerstand
m2K
W
Außenwand Kalkzement 0.015 0.87 1.01 1800.00
Kalksandstein 0.240 0.79 0.94 1600.00
Luftspalt 0.036
Spanplatte 0.020 0.13 2.01 700.00
Mineralwolle 0.120 0.036 0.90 40.00
Fichte 0.020 0.13 2.01 600.00
Trennwand Gipskarton 0.015 0.41 0.83 900.00
Luftspalt 0.047
Gipskarton 0.015 0.41 0.83 900.00
Dach Gipskarton 0.015 0.41 0.83 900.00
Luftspalt 0.036
Mineralwolle 0.180 0.036 0.90 80.00
Boden Estrich 0.040 1.2 1.00 2100.00
Luftspalt 0.047
Estrich 0.060 1.4 1.00 2000.00
Polystyrol 0.080 0.039 1.25 30.00
Beton 0.160 2.1 1.00 2400.00
Interne Wand Gipskarton 0.015 0.41 0.83 900.00
Luftspalt 0.047
Gipskarton 0.015 0.41 0.83 900.00
Zwischendecke Estrich 0.040 1.2 1.00 2100.00
Luftspalt 0.047
Estrich 0.060 1.4 1.00 2000.00
Polystyrol 0.050 0.039 1.25 30.00
Beton 0.160 2.1 1.00 2400.00
Windfangwand Fichte 0.020 0.13 2.01 600.00
Mineralwolle 0.120 0.036 0.90 40.00
Fichte 0.020 0.13 2.01 600.00
Fenster 0.77
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Tabelle B.10. Aufbau der begrenzenden Wandfla¨chen fu¨r das Niedrigenergiehaus in Mischbauweise, Mas-
sivbauteile innen
Bauteil Schicht Dicke
[m]
λ W
mK
cp
kJ
kgK
ρ kg
m3
Widerstand
m2K
W
Außenwand Fichte 0.020 0.13 2.01 600.00
Spanplatte 0.020 0.13 2.01 700.00
Luftspalt 0.036
Mineralwolle 0.120 0.036 0.90 40.00
Fichte 0.040 0.13 2.01 600.00
Trennwand Kalkzement 0.015 0.87 1.01 1800.00
Kalksandstein 0.240 0.79 0.94 1600.00
Kalkzement 0.015 0.87 1.01 1800.00
Dach Gipskarton 0.015 0.41 0.83 900.00
Luftspalt 0.036
Mineralwolle 0.180 0.036 0.90 80.00
Boden Estrich 0.040 1.2 1.00 2100.00
Luftspalt 0.047
Estrich 0.060 1.4 1.00 2000.00
Polystyrol 0.080 0.039 1.25 30.00
Beton 0.160 2.1 1.00 2400.00
Interne Wand Kalksandstein 0.190 0.99 1.00 1800.00
Zwischendecke Estrich 0.040 1.2 1.00 2100.00
Luftspalt 0.047
Estrich 0.060 1.4 1.00 2000.00
Polystyrol 0.050 0.039 1.25 30.00
Beton 0.160 2.1 1.00 2400.00
Windfangwand Fichte 0.020 0.13 2.01 600.00
Mineralwolle 0.120 0.036 0.90 40.00
Fichte 0.020 0.13 2.01 600.00
Fenster 0.77
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Tabelle B.11. Aufbau der begrenzenden Wandfla¨chen fu¨r das Niedrigenergiehaus in Leichtbauweise
Bauteil Schicht Dicke
[m]
λ W
mK
cp
kJ
kgK
ρ kg
m3
Widerstand
m2K
W
Außenwand Fichte 0.020 0.13 2.01 600.00
Spanplatte 0.020 0.13 2.01 700.00
Luftspalt 0.036
Mineralwolle 0.120 0.036 0.90 40.00
Fichte 0.040 0.13 2.01 600.00
Trennwand Gipskarton 0.015 0.41 0.83 900.00
Luftspalt 0.047
Gipskarton 0.015 0.41 0.83 900.00
Dach Gipskarton 0.015 0.41 0.83 900.00
Luftspalt 0.036
Mineralwolle 0.180 0.036 0.90 80.00
Boden Estrich 0.040 1.2 1.00 2100.00
Luftspalt 0.047
Estrich 0.060 1.4 1.00 2000.00
Polystyrol 0.080 0.039 1.25 30.00
Beton 0.160 2.1 1.00 2400.00
Interne Wand Gipskarton 0.015 0.41 0.83 900.00
Luftspalt 0.047
Gipskarton 0.015 0.41 0.83 900.00
Zwischendecke Estrich 0.030 0.47 1.00 1400.00
Polyurethan 0.040 0.03 2.09 40.00
Spanplatte 0.020 0.13 2.01 700.00
Luftspalt 0.047
Spanplatte 0.020 0.13 2.01 700.00
Windfangwand Fichte 0.020 0.13 2.01 600.00
Mineralwolle 0.120 0.036 0.90 40.00
Fichte 0.020 0.13 2.01 600.00
Fenster 0.77
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