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ABSTRACT
Direction Finding

techniques are

widely used

across

the fields

of radar,

telecommunications, geolocation systems, sonar, among many others to estimate the reference
position of the incoming signal source.
For this, the implementation of antenna arrays is essential as it allows the use of more
advanced techniques in signal processing called spatial spectrum estimation [1]. This method of
estimation is performed based on the antenna or sensor array response to the signal spatial
parameters in every direction and estimate the location of the incoming signals.
Algorithms have been developed for the purpose of spatial spectrum analysis, the most
popular are MUSIC and ESPRIT algorithms and adaptations of these algorithms to different
scenarios. This paper aims to use the MUSIC algorithm and attempt to develop a reliable testbed
using Software Defined Radio (SDR) device called Universal Serial Radio Peripheral (USRP).
In conclusion, design of this testbed is such that a USRP is used as a node device running
the MUSIC algorithm, and synchronize it with another USRP node, running the same
configuration to increase, not only to extend the number of antenna elements, but also provide a
wide window of observation for the devices in order to create a triangulation process.
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CHAPTER 1 : INTRODUCTION
When referring to direction finding technologies, anyone can almost immediately incline
to think of radar technologies, as they are the most popular technology there is. However,
nowadays direction-finding technologies have found a way in the telecommunications industries
with the rise of 5G technologies this feature can facilitate selecting a device by using beamforming
techniques [2] in order to establish a reliable link.
Direction finding, at least from the point of view of radio frequency, is defined as the use
of special equipment, antennas, and spectrum analyzer devices such as oscilloscopes, and signal
processing techniques for determining the location of a source signal [3].
The methodologies applied in this field revolve around the estimation of power amplitude
of the signal, and the phase changes. Many architectures of antennas have come up to resolve these
aspects for example moving antennas [3] to capture the doppler shift of the signal, which captures
the phase changes of the signal coming in. However, some architectures work under specific
conditions. The most used is the antenna array.
With the introduction of antenna arrays it was possible to introduce direction finding
methodologies to other fields and improve techniques in others such as radar. One may wonder
why this new instrument has improved direction finding, and the answer lies in the fact that it has
introduced advanced techniques in signal processing called spatial spectrum analysis which
consists of performing analysis on the spatial parameters of the signals received and determining
the location of the source signal.
Algorithms have been developed to analyze multiple signals in the antenna arrays. The
multiple signal classification algorithm (MUSIC) is the most popular for spatial spectrum analysis,
although it has some limitations and constraints it can be adapted to certain situations.
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CHAPTER 2: LITERATURE REVIEW AND BACKGROUND
The preliminary step of direction finding, or direction of arrival is to perform a temporal
spectrum estimation that yields the estimation of power over frequency, but taking into account
some statistical aspects of the signal [1]. This is important as many aspects of the signal can be
determined, for example the signal level and the noise level, with the information taken from the
spectrum facilitates the design and implementation of filters and to see where there are signal
components and noise components only. There are some factors to keep in mind when dealing
with spectrum analysis which I am going to discuss with more detail.
2.1 ANTENNA ARRAYS
In order to understand an array of antennas it is essential to understand what an antenna is
in general. An antenna is a transducer that receives or transmits electromagnetic waves that
propagate in the air or other type of medium [4]. This device has some important properties, such
as directivity and gain, these parameters allow us to quantify how well the radiation energy
concentrates in a specific direction [5]. Omnidirectional antennas radiate energy in all directions
as the name suggests, also known as isotropic radiation [4] , and directivity is the ratio of the power
in one single direction and the power radiated in all directions or isotopically [4].

Figure 1: isotropic radiation
source from [5]

Figure 2: radiation pattern of a dipole
and waveguide horn source from [5]
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The gain of the antenna depends on the directivity. Moreover, there is also a geometric
pattern for the energy radiated of the antenna; An ideal isotropic radiation pattern creates a sphere
since it goes in all directions, however the pattern is a toroid shape or a “donut” shape [5]. Looking
at the intensity of the radiation pattern, by observing the radius, one can see where it transmits
power the most [5].
An antenna array has the properties of the device; The configuration adds some important
characteristics for direction of arrival as the signals coming to the receiver using antenna arrays
are captured in all the elements within the array.

Figure 3: antenna array source from [5]

Figure 3 shows how the antenna array captures the signals coming in from a source, and
each antenna will be able to detect the same signal source only with a delay added. Since every
antenna is separated by some distance𝛥𝛥 the delay produced is
𝜏𝜏 =

𝛥𝛥(𝑚𝑚−1)𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
𝑐𝑐

(2.1)

where the m represents the antenna element mth, and the signal coming in hit at an angle
with respect to the normal vector and the rest of the elements will receive the same signal vector
with a distance apart of 𝛥𝛥(𝑚𝑚 − 1)𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 and 𝑐𝑐 is the speed of light.
3

The signal received by the elements away from the first detecting antenna will see a signal
response with a delay added represented in equation 2.2.
𝑥𝑥(𝑡𝑡) = 𝑠𝑠(𝑡𝑡)𝑒𝑒 −𝑗𝑗𝑤𝑤𝑐𝑐 𝜏𝜏

(2.2)

With this information the total response of the antenna array is defined as:
𝑁𝑁

𝑥𝑥𝑚𝑚 (𝑡𝑡) = � 𝑠𝑠𝑛𝑛 (𝑡𝑡)𝑒𝑒 −𝑗𝑗𝑤𝑤𝑐𝑐 𝜏𝜏𝑛𝑛(𝑚𝑚−1) + 𝑛𝑛𝑚𝑚 (𝑡𝑡)
𝑛𝑛=1

(2.3)

Where 𝑠𝑠𝑛𝑛 is the nth source, 𝑁𝑁 is the number of sources 𝑀𝑀is the number of antennas and

𝑛𝑛𝑚𝑚 (𝑡𝑡) is the noise added. This is how the equation will look like in vector with the response of the
first source on the antenna array

𝑛𝑛1
𝑥𝑥1
1
−𝑗𝑗𝑤𝑤𝑐𝑐 𝜏𝜏1
𝑥𝑥2
𝑛𝑛
𝑒𝑒
2
� ⋮ �=�
� 𝑆𝑆1 (𝑡𝑡) + � ⋮ � → 𝑋𝑋 = 𝑎𝑎1 (𝜃𝜃)𝑆𝑆1 (𝑡𝑡) + 𝑁𝑁
⋮
𝑥𝑥𝑚𝑚
𝑛𝑛𝑚𝑚
𝑒𝑒 −(𝑚𝑚−1)𝑗𝑗𝑤𝑤𝑐𝑐 𝜏𝜏1

The result will be a N x M matrix, where 𝑎𝑎𝑛𝑛 (𝜃𝜃) is the steering vector at nth source. This is

an important key factor of antenna arrays that essentially contains the direction of arrival
parameters of the incoming signals.

2.2 SPATIAL SPECTRUM ESTIMATION
As previously mentioned at the beginning of this chapter, the fundamental problem is to be
able to extract the power of the data as a function of frequency [1]. The signals coming for detection
are random, however it is important that they must be discrete in time and be wide-sense stationary
meaning that the signal mean does not in time or space [1]
𝐸𝐸[𝑦𝑦(𝑡𝑡)] = 𝜇𝜇𝑦𝑦

(2.4)

Equation 2.4 demonstrates an example of wide-sense stationary signal, and time interval t
is an integer value, and the variable 𝜇𝜇𝑦𝑦 is the mean. For simplicity, the mean of these random
4

process equals to zero in other words that the samples are independent identically distributed (IID)
[6].
With these conditions the signal power in time domain depends on its autocovariance
𝑟𝑟[𝑘𝑘] = 𝐸𝐸[𝑦𝑦(𝑡𝑡)𝑦𝑦(𝑡𝑡 − 𝑘𝑘)]

(2.5)

Where the term k is the lag of the signal, and 𝑦𝑦(𝑡𝑡) denoting conjugate variable to remove the
complex components.

Again, as initially power must be distributed in frequency to have a good analysis of the
signals coming to the antenna array. By Wold’s theorem [1] the power spectral density (PSD) is
just the discrete time Fourier transform (DTFT) of the autocovariance sequence of 𝑦𝑦(𝑡𝑡).

Denoting PSD as 𝑝𝑝(𝜔𝜔), as in [1], where 𝜔𝜔 is the angular frequency measured in radians/ sample.
∞

𝑝𝑝(𝜔𝜔) = � 𝑟𝑟[𝑘𝑘] 𝑒𝑒 −𝑗𝑗𝑗𝑗𝑗𝑗 , −𝜋𝜋 ≤ 𝜔𝜔 < 𝜋𝜋 (2.6)
𝑘𝑘=−∞

PSD methods are classified as parametric and non-parametric [1]. Non-parametric means
that no assumptions about an observed sequence are assumed other than wide-sense stationary and
IID [1]. Otherwise, is parametric.
Correlogram and periodogram are non-parametric methods and the one of first methods to
be used for PSD. Correlogram focus on estimating the autocorrelation from the finite set of samples
1

𝑟𝑟^[𝑘𝑘] = ∑𝑇𝑇−1
𝑡𝑡=𝑘𝑘 𝑦𝑦(𝑡𝑡)𝑦𝑦(𝑡𝑡 − 𝑘𝑘) , 𝑘𝑘 = 0,1, … , 𝑇𝑇 − 1
𝑇𝑇

(2.7)

This method of estimation is biased however for large values of 𝑘𝑘 it provides accurate

results [1] and is commonly used. The PSD estimation from correlogram is found from [1].
𝑃𝑃^𝑐𝑐 (𝜔𝜔) =

𝑇𝑇−1

� 𝑟𝑟^[𝑘𝑘]𝑒𝑒 −𝑗𝑗𝑗𝑗𝑗𝑗

𝑘𝑘=−𝑇𝑇+1

5

(2.8)

Periodogram use the same concept as correlogram it estimates the autocorrelation using
the bias estimator, with the only difference being to have a defined set of discrete frequencies and
getting the magnitude squared of the response.
𝑇𝑇−1

𝑌𝑌[𝑘𝑘] = � 𝑦𝑦[𝑡𝑡]𝑒𝑒
𝑘𝑘=0

^ =
𝑃𝑃𝑝𝑝𝑝𝑝𝑝𝑝

−𝑗𝑗2𝜋𝜋𝜋𝜋
𝑇𝑇

1
|𝑌𝑌[𝐾𝐾]|2
𝑇𝑇

(2.9)

𝑌𝑌[𝐾𝐾] being the FFT response of the signal coming in [1].

The parametric PSD methods are those that depend on several parameters of the signal [1].

These methods exploit the signal response at the antenna array described by equation 2.3 where
the noise component is white with variance 𝜎𝜎 2 [6]. The PSD for the signal response is the line
spectrum described as follows [1]:

𝐾𝐾

2
𝑝𝑝^(𝜔𝜔) = ��𝐴𝐴^𝑘𝑘 � 𝛿𝛿(𝜔𝜔 − 𝜔𝜔^𝑘𝑘 ) + 𝜎𝜎 2 𝐼𝐼
𝑘𝑘=1

(2.10)

Where 𝐴𝐴^𝑘𝑘 is the complex amplitudes of the signals coming in, however there is another

way to estimate the PSD using a pseudospectra for line spectrum estimation proposed by [7]
which aims to find orthogonality between vector subspaces.
1

𝑎𝑎(𝜃𝜃)𝑅𝑅𝑠𝑠 𝑅𝑅𝑠𝑠 𝐻𝐻 𝑎𝑎(𝜃𝜃)𝐻𝐻

(2.11)

Where 𝑎𝑎(𝜃𝜃)𝐻𝐻 is the steering vector, the exponent H is the Hermitian transpose and 𝑅𝑅𝑠𝑠 is

the covariance matrix, this way of finding PSD solves is commonly used in DOA algorithms

6

2.3 MUSIC ALGORITHM
Now with a better understanding of spatial spectrum estimation the algorithms used for
Direction Finding paint a much clear image. In this paper I will analyze the MUSIC algorithm
which stands for Multiple Signal Classification. It was proposed by Schmidt with his colleagues
in 1979 [8]. This algorithm is parametric and relies on the eigen decomposition of the input signal
matrix from the array response. It assumes that the numbers of sources are less than the numbers
of antennas in the array (S<M), where S represent sources and M antennas. The algorithm starts
with the principle of spatial spectrum by first trying to determine the PSD.
I can start using the response of the array expressed in equation 2.3 only in matrix form to
have a simplified notation
𝑋𝑋 = 𝐴𝐴𝐴𝐴 + 𝑁𝑁

𝐸𝐸[𝑋𝑋𝑋𝑋 𝐻𝐻 ] = 𝐸𝐸[(𝐴𝐴𝐴𝐴 + 𝑁𝑁)(𝐴𝐴𝐴𝐴 + 𝑁𝑁)𝐻𝐻 ]
𝐴𝐴𝐴𝐴[𝑠𝑠𝑠𝑠 𝐻𝐻 ]𝐴𝐴𝐻𝐻 + 𝐸𝐸[𝑁𝑁𝑁𝑁 𝐻𝐻 ]

𝐴𝐴𝑅𝑅𝑠𝑠 𝐴𝐴𝐻𝐻 + 𝑅𝑅𝑛𝑛 , 𝑅𝑅𝑛𝑛 = 𝜎𝜎 2 𝐼𝐼

𝐴𝐴𝑅𝑅𝑠𝑠 𝐴𝐴𝐻𝐻 + 𝜎𝜎 2 𝐼𝐼

(2.12)

A is the steering vector, 𝑅𝑅𝑠𝑠 is the covariance matrix, A is a S x M matrix and the noise 𝑅𝑅𝑛𝑛

is S x S when performing the eigen vector decomposition of the covariance matrix the result is a a
vector subspace of the noise 𝐷𝐷𝑛𝑛 and the vector subspace of the signal 𝐷𝐷𝑠𝑠 . The noise subspace is

going to be used for determination of the signal pseudospectrum estimation and it corresponds to
the section M-S of the new matrix [8]. Noise vector is taken because it is assumed that is orthogonal
to the array steering vector [8]. Then the following conclusion is true 𝑎𝑎(𝜃𝜃)𝐷𝐷𝑛𝑛 𝐷𝐷𝑛𝑛 𝐻𝐻 𝑎𝑎(𝜃𝜃)𝐻𝐻 = 0
and the pseudospectrum estimation can be used
1

𝑎𝑎(𝜃𝜃)𝐷𝐷𝑛𝑛 𝐷𝐷𝑛𝑛 𝐻𝐻 𝑎𝑎(𝜃𝜃)𝐻𝐻
7

(2.13)

2.4 FORWARD-BACKWARSD AVERAGING
Forward-Backward averaging is a preprocessing technique that has been utilized vastly in
direction of direction of arrival due to its capability to make the covariance matrix of the signals
impinging on the antenna array of full rank even when the signals are correlated [5]. This is of
great advantage for the music algorithm as this algorithm relies on the autocorrelation matrix to be
of full rank to find the signal sources. To implement the forward-backward averaging, an exchange
matrix of size N x N must be created; The exchange matrix is a type of permutation matrix in
which all of the elements lie in the anti-diagonal, and the elements are ones. This exchange matrix
is also known as the ‘column-reverse’ identity matrix.

𝛱𝛱𝑁𝑁𝑁𝑁𝑁𝑁

0
0
=�
0
1

0
0
1
0

0
⋰
0
0

1
0
�
0
0

Once the formation of the exchange matrix is completed, it can be applied to the algorithm.
The averaging process is done as follows.
1

1

1

𝑅𝑅𝑥𝑥𝑥𝑥 = � � 𝑅𝑅𝑓𝑓𝑓𝑓 + � � (𝛱𝛱𝑅𝑅𝑏𝑏𝑏𝑏 𝛱𝛱)
2

2

(2.14)

Where the � � (𝛱𝛱𝑅𝑅𝑏𝑏𝑏𝑏 𝛱𝛱) in the averaging process is the smoothing component. For this
2

thesis this method is used to keep the full rank of the correlation matrix and preserve its eigen

decomposition that contains information of the signal coming to the receiver. Also, the averaging
works under high variance of noise as is shown in the simulation in Appendix A.

2.5 SOSTWARE DEFINED RADIO (SDR) AND SETUP
A Software Defined Radio (SDR) is a radio communication system which its hardware it
is replaced by software components. SDR Forum describes the definition as “Radio in which some

8

or all of the physical layer functions are Software Defined” [10]. Several Devices are used for the
experiments throughout history measuring several parameters to qualify and quantify signal
transmission, one of them is the SDR. SDR’s not only can transmit and receive a signal, also, they
can qualify and quantify a signal with the right tools to be measured. SDR usually is compared to
a radio PC, which can host different air interface applications and the major focus is on the access
system. However, it is necessary to broaden the scope and to include all layers for optimizing
network resources and improving user satisfaction. The traditional SDR concept introduces
flexible terminal reconfiguration by replacing radios completely implemented in hardware by
those that are configurable or even programmable in software to a large extent. These concepts
include reconfiguration of the antenna, the radio transceiver and the baseband”. [11]
For this thesis the Universal Software Radio Peripheral (USRP) 2954R is used for tracking
One of the reasons is the use of the synchronization ability of the device and create a single node
with 4 antenna array acting as a receiver. Figure 4 shows a schematic diagram of the 2954R USRP
and the connections of it, for the experiment the PPS and the REF IN ports were used for
synchronization.

9

Figure 4: System Level Diagram NI
USRP-2954 source from [10]
For the testbed used, a currently tested setup was used. The setup used in this thesis
consisted of two USRPs synchronized to be a single receiver device with 4 antennas. An external
USRP is used as a reference signal to compare with the signal coming in from the signal source in
figure 5 shows the setup that this project was based on.

Figure 5: Setup for Angle of Arrival
using USRP source[12]
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2.6 MULTIPATH FADING WITH RICIAN FADING MODEL
Multipath fading occurs when a signal traveling through space from the transmitter to the
receiver faces obstacles that change the path of the signal; This changes in the signal path affect
the strength of the signal and its phase [9]. In radio communication this phenomenon is known to
cause errors at the receiver such as inter-symbol interference [9].
Models have been developed to describe this phenomenon, the most common is the
Rayleigh fading model where the signal is assumed to be scatter across the environment with no
dominant path. The channel impulse response will then be modelled as a gaussian process with
zero mean and identically distributed between 0 and 2π.
Rician fading model in the other hand, like Rayleigh model, assumes a signal scatter in the
environment going through many path changes, however there is a dominant path of the signal and
no longer the signal can be assumed to have a zero mean. Rician model in this paper is the model
that is studied. The dominant component of the Rician model is described by the following
equation by

Where k is called Rician factor and

𝑐𝑐 2
2

𝑘𝑘 =

𝑐𝑐 2
2

(2.15)

is the dominant power component of the signal. With the k

factor the power estimation for the signal can be estimated using the following formula
1

𝑃𝑃 = 𝑐𝑐 2 + 𝜎𝜎 2 (2.17)
2

Where the 𝜎𝜎 2 component in equation 2.17 is the smoothing component [9].

11

CHAPTER 3: PROCEDURES AND EXPERIMENTS
In this chapter, the topics that are going to be covered involve the changes made to the
current algorithm to improve its angle of arrival response as well as its spectral response. First it
is going to introduce the techniques used to modify the algorithm and later the experiments
performed on the set up.
3.1 APPLICATION OF RICIAN POWER ESTIMATION TO THE SMOOTHING
TECHNIQUES
Upon observing the spectral response of the current configuration when detecting a signal
coming into the receiver antenna array it is observed that it detects more than one peak, which in
this case one single source has been used, and therefore the system produces some degree of error
when measuring the angle of arrival. These extra peaks detected at the receiver are caused by what
is known as the multipath fading. Multipath fading is caused when the signal traveling through
space encounters obstacles that changes its amplitude and phase.
One of the solutions proposed in this thesis to reduce the error is to use the forwardbackward averaging with the addition of Rician smoothing component. In the setup the source
signal is facing the antenna array receiver at an angle; Therefore, the type of fading affecting is
Rician due to the line-of-sight signal component that the receiver is detecting. With this new
information of the type of fading the equation for forward-backward averaging can be adapted.
As previously stated by the Rician power estimation in equation 2.17 the first component belongs
to the line-of-sight component and the sigma square term adjusts, smooths, the measurement of
the power coming in. The change added to the forward-backward averaging is defined as follows.
1
1
𝑅𝑅𝑥𝑥𝑥𝑥 = � � 𝑅𝑅𝑓𝑓𝑓𝑓 + � � (𝛱𝛱𝑅𝑅𝑏𝑏𝑏𝑏 𝛱𝛱) 2
2
4
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(2.18)

In order to test this new modification in the algorithm of the setup it is necessary to first find the
right angle of arrival of the signal coming to the receiver. For this a few experiments with the
signal source and the receiver position must be performed to “calibrate” the angle estimation.
3.2 MOVE USRP SIGNAL SOURCE
The purpose of this early experiment of moving the signal source from one side of the room
to the other was to make sure that the line of sight of the signal to the antenna array receiver, at a
static position, corresponded to the angle displayed in the vi.

Illustration 1: URSP source Line of sight with 90 degrees antenna array
receiver reference position

In the image above it can be seen that the signal source is in line-of-sight incident to approximately
90 degrees to the antenna array. Later the signal source is placed in another section of the same
room with a different line-of-sight as shown in Illustration 2. The new line-of sight is higher than
90 degrees and therefore the response should be higher. These would only show that the system is
13

able to track according to the setup display in the vi, however it is not practical to use as a starting
point therefore changing the antenna back to the previous position in reference to 90 degrees
reference would be a more solid option.

Illustration 2: URSP source Line of sight with antenna array receiver above 90 degrees
reference position
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Illustration 3: Early experiments to determine the position for the signal source
Moving the signal source in this set up is not convenient as the space is limited in the testing room
therefore another way to calibrate the setup with a measurement that can be used to compare with
is needed.
3.3 CALIBRATING AT DIFFERENT ANGLES
The calibration experiment involved placing the antenna array receiver on a wooden frame
and rotating the frame with respect to the desire angle that was going to be measured. This
experiment ensured that the signal source would arrive at the receiver at an angle without having
to move the signal source. Also, since the signal source position was constant the channel or path
between the source and the receiver would also be constant, and thus not introducing more
uncertainty in the angle of arrival measurements
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Illustration 4: URSP antenna array placed on a wooden frame for different angle of arrival
measurement by rotating the surface.

For this experiment a set of angles was used, the angles considered were:0, 30, 45,,60,90,120,
135,150 and 180. The parameter of interest involved in the experiment is the error produced by
the algorithm, with modifications and without modifications, by taking several measurements of
the angle of arrival.
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CHAPTER 4: RESULTS
In this chapter an analysis is made based on the results produced by the experiments, by
changing the position of the signal source in the room and the experiments by rotating the antenna
array receiver using the wooden frame. Also, comparison is made between the modified algorithm
and the not modified algorithm with the same experiments.
4.1 ANTENNA ARRAY ROTATION
In this section the physical change in angle is performed and analyzed with the algorithm
that has no changes to added. In the images below the orientation of the antenna array receiver is
shown along with the protractor demonstrating that the inclination at the desire angle. The chosen
reference position is the front of the desk where the antenna array is facing.

Illustration 5: reference point for the antenna array at 90 degrees
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Illustration 6: Antenna Array rotation 30 degrees left, Antenna array rotation 60 degrees
right

Illustration 7: Antenna Array rotation 90 degrees left, Antenna array rotation 120 degrees
right
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Illustration 8: Antenna Array rotation 135 degrees left, Antenna array rotation 150 degrees
right
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Illustration 9: Antenna Array rotation 180/ 0
4.1 NO ALGORITHM MODIFICATION

Table 1: demonstrating the angle with the antenna rotation and the error of the
algorithm with no changes
Angle

R1

30

28

135
150

R2

R3

R4

R5

Error

29

28.5

28.5

28.5

3

136.5

136.5

137

136.5

137

4

151

150.5

151

151

151

1

Illustration 10: Angles detected by the vi at 30 degrees
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Illustration 11: Angles detected by the vi at 135 degrees

Illustration 12: Angles detected by the vi at 150 degrees
Table 1 shows the response of the algorithm with no change at 30, 135, and 150 degrees where R
stands for reading and the number next to it is to indicate the first reading, the second reading and
so on. Finally, the Error demonstrates the error range due to the effect of multipath fading. The vi
in the experiment with no change keeps oscillating and does not stabilizes and the response is
instantaneous.
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4.2 ALGORITHM MODIFICATION

Table 2: demonstrating the angle with the antenna rotation and the error of the
algorithm with changes

Angle

R1

0

0

30

R2

R3

R4

R5

Error

0

180

180

0

180

30.5

29.5

29.5

29.5

29.5

2

60

61.5

61.5

60.5

61.5

60.5

3

90

88

87

87

87

87

3

135

134

134

134

134

134

1

120

119.5

119.5

119.5

119.5

119.5

1.5

150

153

150

150

150

150

0

180

0

1800

180

0

0

180

Illustration 13: Angles detected by the vi at 30 degrees
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Illustration 14: Angles detected by the vi at 60 degrees

Illustration 15: Angles detected by the vi at 90 degrees
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Illustration 16: Angles detected by the vi at 135 degrees

Illustration 17: Angles detected by the vi at 150 degrees

Illustration 18: Angles detected by the vi at 120 degrees
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Illustration 19: Angles detected by the vi at 180 and 0
degrees

Table 2 shows again the response of the algorithm with modifications at the desired angles. The
algorithm error range is significantly less in comparison to the other algorithm. The algorithm also
made the response stable with no fluctuations and finally, the response time for the system took
about 5 seconds to respond. At 180 there is ambiguity that makes the system fluctuate between 0
and 180.
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CHAPTER 5: CONCLUSION
In conclusion to this paper this section of the thesis is dedicated to discus future work
describe working on radio direction finding techniques with SDRs as well as discuss the
importance of multipath fading.
5.1 THE IMPACT
It was observed that the error was higher close to a metal structure and this is because of
reflection signals that bounce from the surface and affect the reading. Therefore the system must
be placed in a reflection free objects.
It was also observed that the angles that were able to capture was less than 180 due to the
ambiguity because the system is not able to recognize the direction, therefore the system must be
using a non lineal configuration.
It was observed that the algorithm with no changes had a fast response but with high error
and the algorithm with modification was not that fast but accurate therefore the original
algorithm is recommended to be used for a quick inspection and the modified algorithm for a
more precise reading.
5.2 FUTURE WORK
For future work for this project would be to test in an open environment where the
reflection effect is minimal to get a better estimate. Also, to look for a better configuration setup
for the antenna array receiver as the current setup produces an ambiguity at 180 degrees and 0. A
better configuration may be used instead to be able to solve this issue.
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APPENDIX A
MUSIC FORWARD BACKWARD ALGORITHM SIMULATION
% Direction of Arrival Estimation, i.e., Spatial Spectrum Estimation

% MUSIC: Multiple Signal Classification
close all;
clc;
clear all;

% STEP a: Simulating the Narrowband Sources
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
p = 1e6; % Number of time snapshots
fs = 1e6; % Sampling frequency
fc = 5e9; % Center frequency of narrowband sources
M = 4; % Number of array elements, i.e., sensors or antennas
N = 3; % Number of sources
sVar = 10; % Variance of the amplitude of the sources

% p snapshots of N narrowband sources with random amplitude of mean zero
% and covariance 1
s = sqrt(sVar)*randn(N, p).*exp(1i*(2*pi*fc*repmat([1:p]/fs, N, 1)));
% STEP a: Simulating the Narrowband Sources
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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% STEP b: Mixing the sources and getting the sensor signals %%%%%%%%%%%%%%
doa = [20; 50; 85]; %DOAs
cSpeed = 3*10^8 ; % Speed of light
dist = 12.8e-2; % Sensors (i.e., antennas) spacing in meters

% Constructing the Steering matrix
A = zeros(M, N);
for k = 1:N
A(:, k) = exp(-1i*2*pi*fc*dist*cosd(doa(k))*(1/cSpeed)*[0:M-1]');
end

PI = ExchangeMatrix(M); % exchange matrix
nVar = 100; % Variance of added noise
xf = A*s + sqrt(nVar)*randn(M, p); % Sensor signals
xb = 2*PI*A*s +sqrt(nVar)*randn(M, p); % Sensor signal backward
% STEP b: Mixing the sources and getting the sensor signals %%%%%%%%%%%%%%

% STEP c: Estimating the covariance matrix of the sensor array %%%%%%%%%%%
Rb= PI*(xb*xb')*PI;
Rf = (xf*xf'); % Empirical covariance of the antenna data
R = (1/2)*(Rf + Rb)/p;
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% STEP d: Finding the noise subspace and estimating the DOAs %%%%%%%%%%%%%
[V, D] = eig(R);
noiseSub = V(:, 1:M-N); % Noise subspace of R

theta = 0:1:180; %Peak search
a = zeros(M, length(theta));
res = zeros(length(theta), 1);
for i = 1:length(theta)
a(:, i) = exp(-1i*2*pi*fc*dist*cosd(i)*(1/cSpeed)*[0:M-1]');
res(i, 1) = 1/(norm(a(:, i)'*noiseSub).^2);
end

[resSorted, orgInd] = sort(res, 'descend');
DOAs = orgInd(1:N, 1);

figure;
plot(theta,res);
% STEP d: Finding the noise subspace and estimating the DOAs %%%%%%%%%%%%%
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