A resource theory of superposition by Theurer, T. et al.
A resource theory of superposition
T. Theurer,1 N. Killoran,1, 2 D. Egloff,1 and M.B. Plenio1
1Institut fu¨r Theoretische Physik, Albert-Einstein-Allee 11, Universita¨t Ulm, 89069 Ulm, Germany
2Department of Electrical and Computer Engineering, University of Toronto, Toronto, Canada
(Dated: December 19, 2017)
The superposition principle lies at the heart of many non-classical properties of quantum mechanics. Moti-
vated by this, we introduce a rigorous resource theory framework for the quantification of superposition of a
finite number of linear independent states. This theory is a generalization of resource theories of coherence. We
determine the general structure of operations which do not create superposition, find a fundamental connection
to unambiguous state discrimination, and propose several quantitative superposition measures. Using this the-
ory, we show that trace decreasing operations can be completed for free which, when specialised to the theory
of coherence, resolves an outstanding open question and is used to address the free probabilistic transformation
between pure states. Finally, we prove that linearly independent superposition is a necessary and sufficient con-
dition for the faithful creation of entanglement in discrete settings, establishing a strong structural connection
between our theory of superposition and entanglement theory.
Introduction. – During the last decades, there has been an
increasing interest in quantum technologies. The main reason
for this is the operational advantages of protocols or devices
working in the quantum regime over those relying on classical
physics. Early examples include entanglement-based quan-
tum cryptography [1], quantum dense coding [2] and quantum
teleportation [3], where entanglement is a resource which is
consumed and manipulated. Therefore the detection, manip-
ulation and quantification of entanglement was investigated,
leading to the resource theory of entanglement [4]. Typical
quantum resource theories (QRTs) are built by imposing an
additional restriction to the laws of quantum mechanics [5–
7]. In the case of entanglement theory, this is the restriction to
local operations and classical communication (LOCC). From
such a restriction, the two main ingredients of QRTs emerge:
The free operations and the free states (which are LOCC and
separable states in the case of entanglement theory). All states
which are not free contain the resource under investigation and
are considered costly. Therefore free operations must trans-
form free states to free states, allowing for the resource to be
manipulated but not freely created. Once these main ingredi-
ents are defined, a resource theory investigates the manipula-
tion, detection, quantification and usage of the resource.
In principle, not only entanglement but every property of
quantum mechanics not present in classical physics could
lead to an operational advantage [8, 9]. This motivates the
considerable interest in the rigorous quantification of non-
classicality [10–15]. The superposition principle underlies
many non-classical properties of quantum mechanics includ-
ing entanglement or coherence. Recently resource theories of
coherence [11, 16, 17] and their role in fields as diverse as
quantum computation [8, 18, 19], quantum phase discrimina-
tion [20] and quantum thermodynamics [21] attracted consid-
erable attention. In these settings, the free states form a finite
orthonormal basis of the system under consideration and the
resource is the superposition of these, called coherence. Here
we present a generalization of coherence theories and relax
the requirement of orthogonality of the free states to linear in-
dependence. To be precise, we construct a resource theory in
which the pure free states are a finite linearly independent set
and their non-trivial superpositions are resource states. Mixed
states are free if and only if they can be represented as statisti-
cal mixtures of free pure states. Thus our framework contains
coherence theory as a special case. For obvious reasons, we
call the free states superposition-free and the resource states
superposition states.
Such a generalization of coherence theory is interesting for
several reasons. Linear independence relaxes the convenient
but restrictive requirement of orthogonality, yet still provides
a fundamental framework in which the notion of superposition
is unambiguous and self-consistent. From a conceptual point
of view, our theory helps to clarify the role of orthogonality
versus linear independence. We show that many of the results
of coherence theory are just special cases of their counterparts
in our non-orthogonal setting. This indicates that linearly in-
dependent superposition, rather than the stronger requirement
of orthogonality, is a major underlying factor in such quan-
tum resource theories. In addition, superposition states can be
faithfully converted into entanglement, which implies a funda-
mental connection between entanglement and single-system
non-classicality [12, 13]. Thus our resource theory can give
new insights into the resource theory of entanglement and,
vice versa, the faithful mapping between these theories al-
lows for an investigation of the controversial notion of non-
classicality based on the well-founded principles of entangle-
ment [22]. As an application, the theory presented here can
quantify the non-classicality in the superposition of a finite
number of optical coherent states. This is not possible using
the framework of coherence theory, since the optical coher-
ent states are not orthogonal. Our theory can thus be seen as
a starting point for more general resource theories with less
restrictive, yet still physically meaningful constraints on the
free states. Mastering these further generalizations will allow
to quantify optical and other forms of non-classicality rigor-
ously and to unify their description with entanglement theory
(see also [6, 14, 23]).
This Letter is structured as follows. In the next section,
we define our free states and operations formally. To validate
the choice of linear independent free states, we prove that lin-
ear independence is a necessary and sufficient ingredient for
the faithful creation of entanglement, completing earlier re-
sults from [12]. Then we characterize the free operations us-
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2ing the concept of reciprocal states known from unambigu-
ous state discrimination [24, 25]. This leads to a proof that
any trace-decreasing operation can be completed for free to a
trace-preserving operation in the theory of superposition and
hence in the special case of coherence theory. We proceed to
address the quantification of superposition and propose sev-
eral measures. For free transformations between pure states
we show that generically the maximal probability of success
is the solution of a semidefinite program. Finally, we inves-
tigate states with maximal superposition and the operational
advantages they allow for, before concluding with a discus-
sion on future research directions. Proofs and some additional
results are given in the Appendices, including a game in which
access to superposition turns certain loss into certain win.
Basic framework. – In this section, we give the formal
definition of the free states and operations that we consider.
Definition 1. Let {|ci〉}di=1 be a normalized, linear indepen-
dent and not necessarily orthogonal basis of the Hilbert space
represented by Cd, d ∈ N. Those basis states are called pure
superposition-free states. All density operators ρ of the form
ρ =
d∑
i=1
ρi |ci〉 〈ci| , (1)
where the ρi form a probability distribution, are called
superposition-free. The set of superposition-free density op-
erators is denoted by F and forms the set of free states. All
density operators which are not superposition-free are called
superposition states and form the set of resource states.
For d = 1, the concept of superposition is empty, thus all
following results assume d ≥ 2. In [12, 15], the classical
rank of a state has been introduced as the minimum number
of free states we need to superpose in order to represent the
state. We will say that an isometry Λ is a faithful conversion
operation (to and from entanglement) when the Schmidt rank
of Λ |ψ〉 is equal to the classical rank of |ψ〉. The relevance
of linear independence for our resource theory is based on the
following theorem.
Theorem 2. If the free states in a finite dimensional Hilbert
space form a countable set, then linear independence of the
free states is a necessary and sufficient condition for the exis-
tence of a faithful conversion operation. In case the free states
are a finite set of optical coherent states, the faithful conver-
sion can be implemented by a beam splitter [14].
Sufficiency is proved in an earlier theorem from [12] (and
extended in [13]). In the Appendices, we prove the converse
result, thus completing the original theorem.
Definition 3. A Kraus operator Kn is called superposition-
free if KnρK†n ∈ F for all ρ ∈ F . Quantum operations Φ(ρ)
are called superposition-free if they are trace preserving and
can be written as
Φ(ρ) =
∑
n
KnρK
†
n, (2)
where all Kn are free. The set of superposition-free opera-
tions forms the free operations and is denoted by FO.
At this point, let us highlight that the definition of the free
operations is not unique. This is a common trait of QRTs.
The biggest possible class of free operations for our choice of
the free states is given by those quantum operations that map
the free states onto themselves which are denoted byMFO
(maximally superposition-free operations). However, in gen-
eral, these operations do not possess a representation in terms
of superposition-free Kraus operators.
Proposition 4. MFO is strictly larger thanFO. This is also
valid in the special case of coherence theory.
Hence someone who has access to measurement outcomes
of an element ofMFO and can thus do post-selection could
conclude that a superposition-free operation generated super-
position from a superposition-free state. Our definition of the
free operations guarantees that one cannot create resources for
free by obtaining measurement results. On the other hand, it is
not as restricted as other definitions demanding for example a
free dilation [26, 27]. For a discussion of alternative choices,
see the Appendices.
Free operations. – In order to describe the general structure
of FO, we need to introduce some notation. Since the pure
superposition-free states form a basis ofCd, d ∈ N, there exist
vectors |c⊥i 〉 , i = 1, ..., d such that
〈c⊥i |cj〉 = δi,j , (3)
which are not normalized but form a basis as well. In the con-
text of unambiguous state discrimination, the states one gets
by normalizing |c⊥i 〉 are called reciprocal states [24, 25]. For
explicit calculations, it is convenient to express both {|ci〉}di=1
and {|c⊥i 〉}di=1 with respect to an orthonormal basis {|i〉}di=1
which will be called computational. Now we can introduce
two linear operators V and W such that V |i〉 = |ci〉 and
W |i〉 = |c⊥i 〉. Notice that both V and W are full rank
since they correspond to basis transformations. From (3), it
follows that δi,j = 〈c⊥i |cj〉 = 〈i|W †V |j〉 and thus W =
(V †)−1. With this notation at hand, the explicit form of a
superposition-free Kraus operator can be given, which is done
in the following theorem.
Theorem 5. A Kraus operatorKn is superposition-free if and
only if it is of the form
Kn =
∑
k
ck,n |cfn(k)〉 〈c⊥k | , (4)
where the ck,n ∈ C and the fn(k) are index functions.
Incoherent Kraus operators K˜n as defined in the limit
of coherence theory [16] are thus given by K˜n =∑
k ck,n |fn(k)〉 〈k| [28, 29]. If we choose the incoherent
states {|k〉} as the computational basis, the operator Kn =
V K˜nV
−1 has the form of a superposition-free Kraus opera-
tor. In order to have a valid, trace non-increasing quantum
operation, we need
1 ≥
∑
n
K†nKn =
∑
n
(V †)−1K˜†nV
†V K˜nV −1. (5)
3If the pure superposition-free states are not orthogonal, V † 6=
V −1 and in general it is therefore not possible to transform
a trace non-increasing set of incoherent Kraus operators by a
basis transformation V into a superposition-free one.
Intuitively, the introduction of additional systems in free
states is for free. With the above theorem at hand, we can
show that this is indeed the case.
Proposition 6. If both σB and all Kn are free, the quantum
operation Φ(ρA) = trB
∑
nKnρA ⊗ σBK†n is free.
When dealing with trace decreasing operations that can
be decomposed into superposition-free Kraus operators, the
question arises whether they are part of a (trace preserving)
superposition-free operation. If this was not the case, it would
imply that one cannot call the trace decreasing operation free
because one disregards a part that can only be done in a non-
free way [30]. This leads us to our first main result.
Theorem 7. Assume we have an (incomplete) set of Kraus
operators {Km} such that
∑
mK
†
mKm ≤ 1. Then there
always exist superposition-free Kraus operators {Fn} with∑
mK
†
mKm +
∑
n F
†
nFn = 1.
From here on we will call trace-decreasing operations
with a decomposition into superposition-free Kraus opera-
tors superposition-free as well, since we can always complete
them for free. Note that this is also valid in the special case of
coherence theory.
Superposition measures. – In this section, we address the
quantification of superposition, extending the method used in
[16] to quantify coherence.
Definition 8. A functionM mapping all quantum states to the
non-negative real numbers is called a superposition measure
if it is
(S1): Faithful: M(ρ) = 0 if and only if ρ ∈ F .
(S2a): Monotonic underFO: M(ρ) ≥M(Φ(ρ)) for all Φ ∈
FO.
(S2b): Monotonic under superposition-free selective mea-
surements on average: M(ρ) ≥ ∑n pnM(ρn) :
pn = tr(KnρK
†
n), ρn =
(
KnρK
†
n
)
/pn for all
{Kn} :
∑
nK
†
nKn = 1, KnFK†n ⊂ F .
(S3): Convex:
∑
n pnM(σn) ≥ M (
∑
n pnσn) for all{σn} , pn ≥ 0,
∑
n pn = 1.
If only condition (S1) and (S2a) or (S2b) are satisfied, we
call M a superposition monotone.
Property (S1) demands that a state has zero superposi-
tion if and only if the state is superposition-free. As stated
in (S2a), the application of a superposition-free operation
to a state should not increase its superposition. If one does
superposition-free selective measurements, one does not ex-
pect the superposition to increase on average which is exactly
the point of (S2b). The convexity condition (S3) enforces that
mixing states cannot increase the average superposition. It can
be shown easily that (S2a) follows from (S2b) and (S3). As
in coherence theory [16], some distance measures D can be
used to define superposition measures and monotones. We
define a candidate MD by
MD(ρ) = min
σ∈F
D(ρ, σ). (6)
IfD is a metric, MD fulfills (S1). If it is furthermore contrac-
tive under completely positive and trace preserving (CPTP)
maps, it fulfills (S2a) [16, 31] and for D being jointly convex
[32], the induced MD fulfills condition (S3).
In accordance with [12, 15, 28], we define the superposition
rank rS(|ψ〉) for a state |ψ〉 =
∑
j ψj |cj〉 as the number of
ψi 6= 0. Assume a state |ϕ〉 =
∑
j ϕj |cj〉 can be transformed
(with some probability p > 0) to a state |ξ〉 = ∑j ξj |cj〉
by FO. According to proposition 6, this is possible if and
only if there exists a superposition-free Kraus operator K =∑
i ci |cf(i)〉 〈c⊥i | with the properties
√
p
∑
i
ξi |ci〉 = √p |ξ〉 = K |ϕ〉 =
∑
i
ϕici |cf(i)〉 (7)
andK†K ≤ 1. Hence the number of ξi 6= 0 is at most as large
as the number of ϕi 6= 0. This proves that the superposition
rank cannot increase under the action of a superposition-free
Kraus operator. With the definition of the superposition rank
at hand, we present some explicit superposition measures.
Proposition 9. The following functions are superposition
measures as defined in Definition 8.
1. The relative entropy of superposition
Mrel.ent(ρ) = min
σ∈F
S(ρ||σ), (8)
where S(ρ||σ) = tr [ρ log ρ]−tr [ρ log σ] denotes the quantum
relative entropy. See [16] for the case of coherence theory.
2. The l1-measure of superposition
Ml1(ρ) =
∑
i6=j
|ρij | (9)
for ρ =
∑
ij ρij |ci〉 〈cj |. See again [16] for the case of co-
herence theory.
3. The rank-measure of superposition
Mrank(|ψ〉) = log(rS(|ψ〉)),
Mrank(ρ) = min
ρ=
∑
i λi |ψi〉〈ψi|
∑
i
λiMrank(|ψi〉). (10)
4. The robustness of superposition
MR(ρ) = min
τ density matrix
{
s ≥ 0 : ρ+ sτ
1 + s
∈ F
}
. (11)
This quantity has an operational interpretation in the limit of
coherence theory: the robustness of coherence quantifies the
advantage enabled by a quantum state in a phase discrimina-
tion task [20].
State transformations and resources. – In resource theo-
ries, it is an important question to which other states a given
state can be transformed under the free operations because
this leads to a hierarchy of “usefulness” in protocols. Here
we consider the transformation between single copies of pure
states. Let us first clarify when probabilistic conversions are
possible at all. As already mentioned, there is no possibility
4to increase the superposition rank of a pure state by applying
a superposition-free Kraus operator. On the other hand, if two
states |ψ〉 = ∑j∈R ψj |cj〉 and |ϕ〉 = ∑j∈S ϕj |cj〉 have the
same superposition rank r = |S| = |R|, then there exists a
superposition-free transformation that transforms one to the
other with probability larger than zero. To see this, interpret
R and S as (arbitrarily) ordered indexing sets. Define a func-
tion f that maps the n-th element of R to the n-th element of
S and a superposition-free Kraus operator
K =
√
p
∑
j∈R
ϕf(j)
ψj
|cf(j)〉 〈c⊥j | . (12)
HenceK |ψ〉 = √p |ϕ〉 and sinceψj 6= 0 for all j ∈ R and the
pure superposition-free states {|cj〉} are linear independent, p
can always be chosen such that p > 0 and K†K ≤ 1. With
the help of theorem 7, this proves that there exists a proba-
bilistic superposition-free transformation. Different orderings
of S leads to r! different functions fn and thus Kraus opera-
tors Kn. For convenience, we define
Fn =
∑
j
ϕfn(j)
ψj
|cfn(j)〉 〈c⊥j | (13)
with Fn |ψ〉 = |φ〉 and Kn = √pnFn. This allows us to
state our second main result: The optimum free conversion
probability between two pure states of the same superposition
rank is the solution of the semidefinite program
maximize
∑
n
pn
subject to
∑
n
pnF
†
nFn ≤ 1, pn ≥ 0 for all n, (14)
which can be solved efficiently using numerical algorithms
[33, 34]. Doing so, our investigations indicate that determin-
istic superposition-free transformations are rare in the case of
non-orthogonal bases. Already for qubits, the probability for
the existence of a deterministic transformation between two
randomly picked states seems to be zero. For qubits, this is
investigated analytically for a specific initial state in the Ap-
pendices. If we consider superposition-free transformations
to a target state with lower superposition rank than the ini-
tial state, a probabilistic transformation is still possible by
the same arguments. The optimization problem however is
more troublesome since we have to include Kraus operators
where different pure superposition-free states are mapped to
the same superposition-free target state. Therefore the opti-
mization problem is no longer semidefinite.
If a d-dimensional superposition state can be used to gener-
ate all other d-dimensional states deterministically by means
ofFO, it can be used for all applications. These states are said
to have maximal superposition. This definition is independent
of a specific superposition measure and can serve to normal-
ize measures. Such golden units exist in coherence theory for
all dimensions [16], but only for qubits in our case.
Proposition 10. For qubit systems with 〈c1|c2〉 6= 0, there
exists a single state with maximal superposition. For higher
dimensions, there exists no state with maximal superposition
in general.
This is different to coherence theory where in dimension d,
all states of the form |md〉 = 1/d
∑d
n=1 exp(iφn) |n〉 (φn ∈
R) are maximally coherent [16]. A reason for this seems to
be that in our more general setting, one loses entire classes of
deterministic free transformations, for example diagonal uni-
taries which change the phases φn.
On the other hand, as in coherence theory [16], the con-
sumption of a qubit state with maximal superposition allows
to implement any unitary qubit gate by means of FO.
Theorem 11. Any unitary operation U on a qubit can be im-
plemented by means of FO and the consumption of an addi-
tional qubit state with maximal superposition |m2〉 provided
both qubits posses the same superposition-free basis. This
means that for every U there exists a fixed Ψ ∈ FO inde-
pendent of ρs acting on two qubits such that
Ψ (ρs ⊗ |m2〉 〈m2|) =
(
UρsU
†)⊗ ρh, (15)
where ρh is a superposition-free qubit state.
This means that consuming enough qubits with maximal
superposition, one can perform any unitary and thus any op-
eration [35]
Conclusions. – We introduced a resource theory of super-
position, which is a generalization of coherence theory [16]
and we showed that in a non-continuous setting, this is the
only generalization that allows for a faithful conversion to en-
tanglement. Using the tools of quantum resource theories, we
defined superposition-free states and operations. This allowed
us to prove that several measures are good quantifiers of su-
perposition, in particular the relative entropy of superposition
and the easy to compute l1 -measure of superposition. We also
uncovered an important partial order structure for pure super-
position states: a state can be probabilistically converted to an-
other target state via superposition-free operations only when
the target has an equal or lower superposition rank. The maxi-
mal probability for successful transformations between states
of the same superposition rank is the solution of a semidefinite
program. Contrasting with coherence theory, we find that only
in two dimensions is there a state with maximal superposition
content which can be consumed to implement an arbitrary uni-
tary using only free operations.
Our results can help to investigate phenomena such as cat-
alytic transformations [36–40], and act as a starting point for
the investigation of mixed state transformations, transforma-
tions in the asymptotic limit [28] or approximate transforma-
tions [41]. Akin to developments in coherence theory, we can
also incorporate further physical restrictions [11] such as con-
servation of energy [42], or restrictions for distributed scenar-
ios such as local superposition-free operations and classical
communication [43–46]. As in coherence theory [28, 44],
there are also connections to entanglement theory [12, 13]
to be further understood. As potential next steps, our re-
sults could be extended to infinite dimensional states, con-
tinuous settings, or linearly dependent free states (like those
found in magic state quantum computation [47, 48]). This
leads towards the ultimate goal of a fully general theory of
non-classicality which puts superposition, coherence, entan-
5glement, and quantum optical coherence on a unified stand-
ing.
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6Appendices
In these Appendices, we give the proofs of the results in the
main text and some further results. For readability, we use the
short-cuts sθ := sin θ and cθ := cos θ.
A. EXAMPLE FOR THE VALUE OF SUPERPOSITION
The following game is an example that superposition is a
resource in a channel discrimination task (a branch of quan-
tum metrology) and inspired by [20]. Assume we have two
players, say Alice and Bob. Alice performs a selective quan-
tum operation (which is known to Bob) with outcomes n =
0, 1, ..., d < ∞ on a state she received from Bob. If the re-
sult is n = 0, they start a new turn and Bob has to hand in
a new state. In case the result was n 6= 0 she returns the
post-measurement state to Bob, who is allowed to apply an
arbitrary quantum operation on it. Then he has two choices:
he either tells Alice his guess about the outcome n or he asks
for a new turn. He has lost immediately if he gives a wrong
answer and he wins if his answer is correct.
Now, using the notation from the main text, we will con-
struct a superposition free selective quantum operation for
which access to a given superposition state turns certain fail-
ure into certain success. We identify outcomes n = 1, ..., d
with the free Kraus operators
Kn =
√
p/d
d∑
j=1
e
2piijn
d |cj〉 〈c⊥j | (16)
with 0 < p ≤ 1 such that∑
n
K†nKn = p
∑
j
|c⊥j 〉 〈c⊥j | ≤ 1. (17)
In addition, we identify n = 0 with the free Kraus operator
K0 which makes the operation trace preserving.
In case Bob can hand in only free states
ρf =
∑
j
ρj |cj〉 〈cj | , (18)
the states
ρn =
KnρfK
†
n
trKnρfK
†
n
= ρf (19)
he retrieves carry no information about n. In addition, the
probability
pn = trKnρfK
†
n = p/d (20)
for outcome n to occur is independent of n, too. Thus his best
choice is to make a random guess. Since p ≤ 1, Bob will lose
with certainty for d against infinity. However, if he has access
to the superposition state
|φ〉 = 1
N
∑
j
|cj〉 , (21)
then the state he retrieves in case of outcome n is given by
|φn〉 = 1
N
∑
l
e
2piiln
d |cl〉 . (22)
As we will show, these states are linearly independent. Since
the free states are linearly independent,
0 =
∑
n
xn |φn〉 (23)
is equivalent to ∑
n
e
2piijn
d xn = 0 ∀l (24)
or ∑
n
unxn = 0 (25)
with
un =

e
2pii1n
d
e
2pii2n
d
e
2pii3n
d
...
e
2piidn
d
 . (26)
Since
u†num = δmnd, (27)
the only solution is xn = 0 ∀n which finishes the proof. Thus
Bob can do unambiguous state discrimination [24, 25] on the
states {|φn〉} and will, after enough repetitions, win with cer-
tainty.
B. CHOICE OF THE FREE OPERATIONS
In this section, we discuss alternative choices of the free
operations defined in the main text and their relation to the
free operations in coherence theory.
In the case of entanglement theory, the restriction to local
operations and classical communication (LOCC) is very well
motivated from a practical point of view [4]. The distant par-
ties are allowed to perform arbitrary local quantum operations
and exchange classical information but they are not allowed
to transfer any quantum systems between the labs. Since clas-
sical bits cannot create entanglement, entanglement remains a
resource that can be manipulated but not created. In addition,
it is much cheaper to send classical information than quantum
information because it can be amplified easily. However, this
choice of the free operations is not unique. Different classes
of free operations have been considered such as one way (for-
ward or backward) classical communication, two way classi-
cal communication or the class of separable operations [51].
They all have their justification, either in a practical scenario
or for their comparably simple mathematical structure which
allows to find bound for protocols using LOCC.
7Thus a debate about the choice of the free operations is nec-
essary in every resource theory. Recently, this happened ex-
tensively in the case of coherence theory, especially since it
seems difficult to justify restrictions by practical considera-
tions (such as spacial separation in LOCC). In [11], nine dif-
ferent definitions of incoherent operations are collected and
inclusion relations are given. The analogue of FO is denoted
by IO and MFO is equivalent to MIO. One of the ma-
jor concerns about IO is that these operations do not posses
a free dilation in general [26, 27]. Every quantum operation
on a system A in a state ρ can be obtained from a Stinespring
dilation [52]: An auxiliary system B in a state σ is introduced
followed by a global unitary operation U on A and B. Af-
ter a projective measurement by projectors Pm and a classical
processing of the outcome, system B is discarded. According
to [26], an operation possesses a free dilation if it can be ob-
tained via a Stinespring dilation where σ and U are free and
the projective measurement is a complete set of projectors on
the free states. In coherence theory, the set of operations with
free dilation is denoted by PIO (physically incoherent opera-
tions) and has been introduced in [26]. They also showed that
IO is strictly larger than PIO.
Whilst PIO has a strong physical motivation, its power is
severely reduced in comparison to IO. Even the asymptotic
conversion rate of the maximally coherent qubit state to any
other coherent qubit state is strictly zero [26]. The generaliza-
tion of PIO to our framework is even more restricted. If the
pure free states are not orthogonal, no complete set of projec-
tors on the free states exists. In addition, the set of free unitary
operations is further limited as can be seen at the example of
unitary operations on qubits. Unitary operations on the Bloch
sphere are represented by rotations about a given axis through
the origin. If the two pure free states are orthogonal and repre-
sented by (0, 0,−1) and (0, 0, 1), a free unitary can be decom-
posed into an arbitrary rotation around the z-axis and a NOT
gate. If the pure free states are not orthogonal, only the equiv-
alent to the NOT gate remains. Thus this set of free operations
seems too restricted in our case to give rise to an interesting
resource theory.
C. FREE OPERATIONS ON QUBITS
Geometrical interpretation of quantum operations on the
Bloch sphere – For some of the proofs of the results in the
main text, we make use of the geometrical interpretation of
quantum operations on the Bloch sphere presented in [53].
Therefore we give a short review on this topic. Every qubit
state ρ can be expanded into the Pauli basis
ρ =
1
2
(
1
r
)
σ (28)
with σ = (1, σx, σy, σz)t. Here σi denotes the Pauli matrices
and r : |r| ≤ 1 is a 3-component real column vector. In ad-
dition, every matrix of this form describes a valid qubit state.
Every quantum operation Ψ (a linear, completely positive and
trace preserving map) on the qubit can be expressed as a ma-
trix acting on the vector of expansion coefficients. This matrix
representation of Ψ is then necessarily of the form
Ψ =
(
1 0 0 0
t T
)
, (29)
where t is a 3-component real column vector and T is a 3× 3
real matrix. However, not every operation of this form has to
be a quantum operation.
The qubit operations can be decomposed into the following
four geometric operations on the Bloch sphere:
1. Rotation W˜ t
2. Compression along x-,y- and z-axis to an ellipsoid with
possible reflection through the y-z plane D
3. Rotation W
4. Translation t
with the effect
r → Tr + t = WDW˜ tr + t. (30)
If those operations map the Bloch sphere into itself, Ψ is pos-
itive semidefinite but not necessarily completely positive.
Superposition for qubits – Considering qubits, one
can always choose a computational basis such that the
superposition-free states are given by the Bloch vectors rc =
(a, 0, c)t with 0 ≤ a < 1 fixed and
|c| ≤
√
1− a2. (31)
We will use this computational basis for some of the proofs in
the remainder of these Appendices. The pure superposition-
free states |c1〉 , |c2〉 are then given by the Bloch vectors
rc1 =
 a0√
1− a2
 and rc2 =
 a0
−√1− a2
 .
(32)
This is equivalent to
|c1〉 = 1
2
(√
1 + a+
√
1− a√
1 + a−√1− a
)
,
|c2〉 = 1
2
(√
1 + a−√1− a√
1 + a+
√
1− a
)
. (33)
Since 〈c1|c2〉 = a, a is a measure of the overlap of the two
pure superposition-free states. To prove a difference between
FO and MFO, we will use a certain quantum operation Φ
with a matrix representation in the geometrical picture. This
matrix will be defined here and in the following lemma it will
be shown that this is indeed a quantum operation.
Definition 12. The matrix Φ = Φ(a, θ, φ) is defined by
Φ =
(
1 0 0 0
t w 0 0
)
,
w =
1
1 + a
 a− cφsθ−sφsθ
− cθ2 (1 + a)
 ,
8t =
a
1 + a
 1 + cφsθsφsθ
cθ
2a (1 + a)
 . (34)
Lemma 13. The matrix Φ represents a completely posi-
tive and trace preserving map in the geometrical picture.
With the superposition-free states as defined above, it maps
superposition-free states to superposition-free states.
Proof. Since the Pauli matrices are traceless, Φ is trace pre-
serving. To show that Φ is completely positive, we will use the
Choi-Jamiolkowski isomorphism [54, 55] which states that
CΨ :=
∑
i,j
|i〉 〈j|⊗Ψ(|i〉 〈j|) ≥ 0⇔ Ψ completely positive.
(35)
We have
|1〉 〈1| = 1
2
100
1
σ, |2〉 〈1| = 1
2
 01−i
0
σ,
|2〉 〈2| = 1
2
 100
−1
σ, |1〉 〈2| = 1
2
01i
0
σ (36)
and thus
Φ |1〉 〈1| = 1
2
(
1
t
)
σ, Φ |2〉 〈1| = 1
2
(
0
w
)
σ,
Φ |2〉 〈2| = 1
2
(
1
t
)
σ, Φ |1〉 〈2| = 1
2
(
0
w
)
σ. (37)
This allows to calculate CΦ which is given by
1
2

1
2 (2 + cθ)
a+ae−iφsθ
1+a − cθ2 a−e
−iφsθ
1+a
a+aeiφsθ
1+a
1
2 (2− cθ) a−e
iφsθ
1+a
cθ
2
− cθ2 a−e
−iφsθ
1+a
1
2 (2 + cθ)
a+ae−iφsθ
1+a
a−eiφsθ
1+a
cθ
2
a+aeiφsθ
1+a
1
2 (2− cθ)
 .
(38)
The eigenvalues of CΦ are 0, 1 and 2+2a±R4(1+a) with R given by
√
2
√
1− 2a+ 9a2 − (−1 + a)2c2θ + 8(−1 + a)acΦsθ
≤
√
2
√
1− 2a+ 9a2 + (1− a)2 + 8(1− a)a
= 2(1− a). (39)
Using 2 + 2a − 2(1 − a) ≥ 0, all eigenvalues are larger or
equal zero and thus Φ is completely positive. As a last step,
it is easy to check that superposition-free states are mapped to
superposition-free states since
Φ
1a0
c
 = ( 1t+ aw
)
=
 1a0
cθ
2 (1− a)
 . (40)
Lemma 14. If the superposition-free states are chosen as
above, the state |m2〉 corresponding to the Bloch vector rm =
(−1, 0, 0)t is for a 6= 0 the only candidate to have maximal
superposition. The operation Φ defined in definition 12 can be
used to generate all other qubit states deterministically from
|m2〉.
Proof. First we will only consider the generation of pure states
from |m2〉. The states we want to generate will be called target
states. Since all pure qubit states are represented by a unit
length Bloch vector, their Bloch vectors can be parametrized
in polar coordinates,
rt =
cφsθsφsθ
cθ
 . (41)
In fact it is now easy to check that
Φ
 1−10
0
 = ( 1t−w
)
=
 1cφsθsφsθ
cθ
 (42)
and thus Φ transforms rm = (−1, 0, 0) to the desired target
state.
The generation of mixed target states ρM is also possible
due to linearity. Since ρM can be decomposed into pure states
through ρM =
∑
i pi |φi〉 〈φi|, we can just apply the operation
ΦM =
∑
i piΦi to |m2〉 where Φi generates |φi〉 from |m2〉.
Finally we need to show that |m2〉 is the only candidate to
have maximal superposition. This can be seen using again the
geometrical interpretation of quantum operations on the Bloch
sphere. The euclidean distance between a quantum state and
the set of superposition-free states is never smaller than the
euclidean distance between their images under any quantum
operation. The rotations and the translation preserve the dis-
tance, the compression can only reduce it.
In the case of MFO, the image of the superposition-free
states has to be a subset of the superposition-free states. Thus
the euclidean distance between a quantum state and the set of
superposition-free states cannot increase under the action of
MFO. Since the euclidean distance between |m2〉 and the
superposition-free states is for a 6= 0 larger than the euclidean
distance between any other state and the superposition-free
states, |m2〉 cannot be generated with certainty from any other
state by means ofMFO and thus not by means of FO.
Superposition-free Kraus operators for qubits – Here we
will use the results from the main text to find sufficient and
necessary conditions for deterministic superposition-free op-
erations on qubits. Remember that a superposition-free Kraus
operator can be derived from an incoherent one via the trans-
formation matrix V . Further remember that incoherent Kraus
operators have at most one non-zero entry per column. Thus
for qubits, there are four different types of incoherent Kraus
operators given by
K˜1 =
(
α β
0 0
)
, K˜2 =
(
γ 0
0 δ
)
,
9K˜3 =
(
0 0
µ ν
)
, K˜4 =
(
0 ξ
 0
)
(43)
with α, β, γ, δ, µ, ν complex numbers. Since for Kraus opera-
tors an overall phase can be neglected, it is possible to choose
in every Kraus operator one of the two non-zero entries to be
real. If one chooses the computational basis {|1〉 , |2〉} in a
way that
|c1〉 = |1〉 ,
|c2〉 = sθ |1〉+ cθ |2〉 ,
0 ≤ θ < pi
2
, (44)
the transformation matrix V is given by
V =
(
1 sθ
0 cθ
)
(45)
and
V −1 =
(
1 −sθ/cθ
0 1/cθ
)
, V †V =
(
1 sθ
sθ 1
)
. (46)
First consider the case of a deterministic superposition-free
operation in which every type of superposition-free Kraus op-
erator Kn = V K˜nV −1 occurs only once. This results in the
condition
1
!
=
∑
n
K†nKn =
∑
n
(V −1)†K˜†nV
†V K˜nV −1
=
|α|
2 + |γ|2 + |µ|2 + ||2 −sθ/cθ
(|α|2 + |γ|2 + |µ|2 + ||2 − γ∗δ − ∗ξ)
+1/cθ(α
∗β + µ∗ν)
c.c
s2θ/c
2
θ
(|α|2 + |γ|2 + |µ|2 + ||2 − γ∗δ − γδ∗ − ∗ξ − ξ∗)
−sθ/c2θ (α∗β + αβ∗ + µ∗ν + µν∗) + 1/c2θ
(|β|2 + |δ|2 + |ν|2 + |ξ|2)
 (47)
where c.cmeans the complex conjugate of the upper right ma-
trix entry. A straight forward simplification leads to the three
equations
1
!
= |α|2 + |γ|2 + |µ|2 + ||2,
1
!
= |β|2 + |δ|2 + |ν|2 + |ξ|2,
0
!
= α∗β + µ∗ν + sθ (γ∗δ + ∗ξ − 1) . (48)
Since these equations contain θ, they seem to depend on the
explicit choice of the computational basis. Now assume we
had chosen another computational basis. Then it can be trans-
formed by a unitary into the one we considered and (neglect-
ing a physically unimportant phase) sθ is given by | 〈c2|c1〉 |.
Thus in general we have
1
!
= |α|2 + |γ|2 + |µ|2 + ||2,
1
!
= |β|2 + |δ|2 + |ν|2 + |ξ|2,
0
!
= α∗β + µ∗ν + | 〈c2|c1〉 | (γ∗δ + ∗ξ − 1) . (49)
Until now we only considered operations containing one
Kraus operator of each type. In a more general scenario we
can consider multiple Kraus operators of the same type and
denote them by
K˜1,i =
(
αi βi
0 0
)
, K˜2,j =
(
γj 0
0 δj
)
,
K˜3,k =
(
0 0
µk νk
)
, K˜4,l =
(
0 ξl
l 0
)
. (50)
Then the above equations are modified by linearity to
1
!
=
∑
i
|αi|2 +
∑
j
|γj |2 +
∑
k
|µk|2 +
∑
l
|l|2,
1
!
=
∑
i
|βi|2 +
∑
j
|δj |2 +
∑
k
|νk|2 +
∑
l
|ξl|2,
0
!
=
∑
i
α∗i βi +
∑
k
µ∗kνk
+ | 〈c2|c1〉 |
∑
j
γ∗j δj +
∑
l
∗l ξl − 1
 . (51)
That it can be useful to consider more than one superposition-
free Kraus operator of the same type can be seen at the exam-
ple of a quantum operation with decomposition into the two
Kraus operators
K˜1,1 =
1√
2
(
1 1
0 0
)
, K˜1,2 =
1√
2
(
1 −1
0 0
)
. (52)
Notice that this operation is trace preserving, incoherent and
uses two Kraus operators of the first type.
D. PROOFS
Here we provide the proofs of the results in the main text
which we restate for readability.
Theorem 2. If the free states in a finite dimensional Hilbert
space form a countable set, then linear independence of the
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free states is a necessary and sufficient condition for the exis-
tence of a faithful conversion operation. In case the free states
are a finite set of optical coherent states, the faithful conver-
sion can be implemented by a beam splitter [14].
Proof. That linear independence is a sufficient condition for
faithful entanglement conversion has been shown by construc-
tion in [12]. We will prove here that linear independence is
also a necessary condition if the free states are countable.
Suppose the set of free states C is countable and linearly
dependent.
We begin by a preliminary consideration showing that with
these conditions, almost all states have maximal classical
rank. Without loss of generality, we write C = {|ci〉}∞i=1
where {|ci〉}di=1 forms a basis of span(C). Then the set E of
subsets pii of C with d elements is countable as well. We split
this set into two sets, the set B = {bi}∞i=1 which contains the
pii which form a basis of span(C) and the set S = {si}∞i=1
which contains the pii that only span a subspace.
Since we can identify all pure states, up to a phase, with a
point on the surface of the unit sphere of Cd, we can use the
uniform measure on the surface of this unit sphere to measure
the amount of states in a given set. The set S(si) of pure
states |ψ〉 representable by the span of si is a set of measure
zero since it is a subspace with lower dimension. With
r˜i(|ψ〉) = min
r
∣∣∣∣∣∣|ψ〉 =
r∑
j=1
ψj |cj〉 : |cj〉 ∈ bi
 , (53)
the set B(bi) = {|ψ〉 |r˜i(|ψ〉) < d} is also a set of measure
zero, since it consists of a countable union of lower dimen-
sional objects as well.
Since E is countable, the set
E =
⋃
bi∈B
B(bi) ∪
⋃
si∈S
S(si) (54)
is the countable union of set of measure zeros and thus a set of
measure zero itself. All pure states that are not in E and thus
almost all states have classical rank d.
This allows us to prove the first part of our theorem.
Assume we can find a faithful conversion operation Λ for
{|ci〉}di=1, i.e.,
Λ |ci〉 = |ei〉 ⊗ |fi〉 (55)
for some local states {|ei〉}di=1, {|fi〉}di=1. Consider next the
free state
|cd+1〉 =
d∑
i
αi |ci〉 . (56)
We will not allow trivial dependences, so we must have at least
two nonzero αi. Without loss of generality, assume α1, α2 6=
0. The action of Λ on this state is
Λ |cd+1〉 =
d∑
i=1
αi |ei〉 ⊗ |fi〉 . (57)
In order for Λ to be faithful, the transformed state Λ |cd+1〉
must have a Schmidt rank of 1. Equivalently, the matrix
Md+1 :=
d∑
i=1
αi |ei〉 〈fi| (58)
must have a rank of 1. We now consider two exhaustive cases.
• dim(span{|fi〉}di=1) = 1: In this case, |fi〉 = |f0〉 ∀ i.
This means that all states |ψ〉 ∈ H get transformed to
factorized states under Λ. Hence, Λ cannot be faithful.
• dim(span {|fi〉}di=1) = D > 1: Since Md+1 has a rank
of 1, there must exist an orthonormal basis {|gj〉}Dj=1 of
span{|fi〉}di=1 with Md+1 |g1〉 6= 0 and Md+1 |gj〉 = 0
for j = 2, ..., D. We expand
|fi〉 =
D∑
j=1
fi,j |gj〉 (59)
and write
0 =Md+1 |gj〉 =
d∑
i=1
D∑
l=1
αif
∗
i,l |ei〉 〈gl|gj〉
=
d∑
i=1
αif
∗
i,j |ei〉 ∀j = 2, ..., d. (60)
This equation implies that {|ei〉}di=1 must be linearly
dependent. The only case where this conclusion is
not obvious is when f1,j = f2,j = 0 for all j =
2, ..., d. However, in this case we would have |f1〉 =
|f2〉 = |g1〉, and all superpositions in the subspace
span{|c1〉 , |c2〉} will get converted to product states by
Λ,
Λ(a |c1〉+ b |c2〉) = (a |e1〉+ b |e2〉)⊗ |g1〉 , (61)
which either violates the condition that Λ is faithful or
the condition that the free states are countable. Thus we
conclude in all cases that {|ei〉}di=1 are linearly depen-
dent.
Now choose a state |ψ〉 with classical rank d. Since {|ei〉}di=1
are linearly dependent, they span a subspace of dimension
D < d. The Schmidt rank of Λ |ψ〉 can therefore only be
as high as D, and thus strictly less than the classical rank of
|ψ〉. Thus, Λ cannot be faithful.
The second part of the theorem is proven in [14]. Here we
provide an alternative proof in line with our theory. Therefore
we use that a beam splitter B converts the set of free states
{|αi〉}di=1 into separable states,
B |αi〉 ⊗ |0〉 = | αi√
2
〉 ⊗ | αi√
2
〉 . (62)
A state |ψ〉 = ∑ni=1 ci |αi〉 with classical rank n ≤ d is thus
transformed according to
B |ψ〉 ⊗ |0〉 =
n∑
i=1
ci | αi√
2
〉 ⊗ | αi√
2
〉 =: |φ〉 (63)
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and the Schmidt rank of |φ〉 is at most n. The set of states
{| αi√
2
〉}di=1 is linearly independent as well. Using the linear
operator V introduced in the main text with the property
| αi√
2
〉 = V |i〉 (64)
and the fact that it is full rank, we can find a p > 0 such that
p
(
V −1
)†
V −1 ≤ 1. (65)
Thus
√
pV −1 can be seen as a Kraus operator describing a
trace non-increasing quantum operation. Applying the local
operation
pV −1 ⊗ V −1
n∑
i=1
ci | αi√
2
〉 ⊗ | αi√
2
〉
=p
n∑
i=1
ci |i〉 ⊗ |i〉 , (66)
we transform |φ〉 with probability p2 > 0 into a state with
Schmidt rank n. Since the probability to transform a state lo-
cally into a state with higher Schmidt rank is zero [56], we
showed that the Schmidt rank of |φ〉 is n and that the transfor-
mation is faithful. Note that the same arguments can be ex-
tended to any lossless non-trivial beam splitter and that there
might exist other faithful conversions as well.
Note that we could still have non-faithful conversions. In
addition, if the free states are uncountable, there exist cases in
which faithful conversions are possible. As a simple example,
if the free classical states are the (continuous) separable states
and the non-classical states are the entangled states, then ob-
viously the Schmidt and classical ranks are equivalent and we
can meet the faithful conversion condition with Λ = 1.
Proposition 4. MFO is strictly larger thanFO. This is also
valid in the special case of coherence theory.
Proof. In this proof we make use of the explicit representa-
tion of the superposition-free states introduced in the section
above and the operation Φ defined in definition 12. Lemma 14
states that Φ maps superposition-free states to superposition-
free states. Now it will be shown that Φ cannot be decom-
posed into superposition-free Kraus operators. Assume there
would be such a decomposition. From theorem 5, we know
how superposition-free Kraus operators are obtained from in-
coherent ones. In equations (43), the four different types of
incoherent Kraus operators are given. With the help of equa-
tion (33) allowing to construct the matrix V , we can obtain
the following four types of superposition-free qubit Kraus op-
erators
K1 = C
(
Aα− aβ −aα+Aβ
aα−Bβ −Bα+ aβ
)
,
K2 = C
(
Aγ −Bδ a(−γ + δ)
−a(−γ + δ) −Bγ +Aδ
)
,
K3 = C
(
aµ−Bν −Bµ+ aν
Aµ− aν −aµ+Aν
)
,
K4 = C
(
a(− ξ) Aξ −B
−Bξ +A −a(− ξ)
)
(67)
with
A = 1 +
√
1− a2, B = 1−
√
1− a2,
C =
1
2
√
1− a2 . (68)
From equation (33), we find
|c1〉 〈c1| = 1
2
(
1 +
√
1− a2 a
a 1−√1− a2
)
,
|c2〉 〈c2| = 1
2
(
1−√1− a2 a
a 1 +
√
1− a2
)
. (69)
All superposition-free states are mapped to the same
superposition-free state
ρc =
1
2
(
1 + cθ2 (1− a) a
a 1− cθ2 (1− a)
)
=p |c1〉 〈c1|+ q |c2〉 〈c2| (70)
with
p =
1
2
+
cθ
4
√
1− a
1 + a
,
q =
1
2
− cθ
4
√
1− a
1 + a
. (71)
First only one Kraus operator of each type will be taken into
consideration. Using
K1 |c1〉 = α |c1〉 , K1 |c2〉 = β |c1〉 ,
K2 |c1〉 = γ |c1〉 , K2 |c2〉 = δ |c2〉 ,
K3 |c1〉 = µ |c2〉 , K3 |c2〉 = ν |c2〉 ,
K4 |c1〉 =  |c2〉 , K4 |c2〉 = ξ |c1〉 (72)
and ∑
n
Kn |ci〉 〈ci|K†n = ρc (73)
leads to
|α|2 + |γ|2 = p, |µ|2 + ||2 = q,
|β|2 + |ξ|2 = p, |ν|2 + |δ|2 = q. (74)
Using equation (37), we can obtain the additional constraints
1
2
(
1 +
cθ
2
)
!
= 〈1|
(∑
n
Kn |1〉 〈1|K†n
)
|1〉
=
1
4(1− a2)
(|Aα− aβ|2 + |Aγ −Bδ|2
+a2|− ξ|2 + |aµ−Bν|2) ,
1
2
(
1− cθ
2
)
!
= 〈2|
(∑
n
Kn |1〉 〈1|K†n
)
|2〉
12
=
1
4(1− a2)
(|aα−Bβ|2 + |a(γ − δ)|2+
|A−Bξ|2 + |Aµ− aν|2) . (75)
With the help of equations (49) and (74) they can be simplified
to
2 (1− a2) (1 + cθ
2
)
!
=2 + cθ(1− a)− 2a2B − 2a (α∗β + αβ∗)
√
1− a2
− (γ∗δ + γδ∗ + ξ∗+ ξ∗) a2
√
1− a2,
2 (1− a2) (1− cθ
2
)
!
=2 + cθ(1− a)− 2a2A+ 2a (α∗β + αβ∗)
√
1− a2
+ (γ∗δ + γδ∗ + ξ∗+ ξ∗) a2
√
1− a2. (76)
Finally, adding these two equations leads to
cθ(1− a) = 0 ∀θ (77)
which is for fixed 0 ≤ a < 1 and θ 6= pi2 a contradic-
tion to the assumption. Now consider the case that differ-
ent superposition-free Kraus operators of the same type are
used. Thus we use the Kraus operators introduced in equa-
tion (50). By linearity, for example α∗β will just be re-
placed by
∑
i α
∗
i βi in the equations above. In the step where
the summation is done, the sums of coefficients will cancel
out and the same contradiction is obtained. By definition,
all superposition-free quantum operations map superposition-
free states to superposition-free states. Thus we have proven
that the set of quantum operations mapping superposition-free
states to superposition-free states is greater than the set of
superposition-free quantum operations. This is even true in
the case of qubits. In the limit of a = 0, coherence theory is
recovered and thus the same result holds there.
Theorem 5. A Kraus operatorKn is superposition-free if and
only if it is of the form
Kn =
∑
k
ck,n |cfn(k)〉 〈c⊥k | , (78)
where the ck,n ∈ C and the fn(k) are index functions.
Proof. Since both {|ci〉}di=1 and {|c⊥i 〉}di=1 form a basis, every
Kraus operator L can be expanded as
L =
∑
ij
Lij |ci〉 〈c⊥j | . (79)
Applying such a general Kraus operator to an arbitrary
superposition-free state |ck〉 results in
L |ck〉 =
∑
i
Lik |ci〉 . (80)
If L is superposition-free, Lik can be non-zero for at most one
i by definition. Thus L, in order to be free, has to be of the
form
L =
∑
k
ck |cf(k)〉 〈c⊥k | , (81)
where {ck} are complex valued coefficients and f(k) is an
index function. If we have a Kraus operator of this form and
apply it to a superposition-free state ρ =
∑
i ρi |ci〉 〈ci|, we
find
LρL† =
∑
kli
ck |cf(k)〉 〈c⊥k | ρi |ci〉 〈ci| c∗l |c⊥l 〉 〈cf(l)|
=
∑
i
|ci|2ρi |cf(i)〉 〈cf(i)| (82)
which is again superposition-free.
Proposition 6. If both σB and all Kn are free, the quantum
operation Φ(ρA) = trB
∑
nKnρA ⊗ σBK†n is free.
Proof. In order to prove the proposition, let us consider
trB LρA ⊗ σBL†, (83)
where both L and σB are superposition-free. Thus
L =
∑
i,j
ci,j |cg(i,j) ch(i,j)〉 〈c⊥i c⊥j | ,
σB =
∑
m
σm |cm〉 〈cm|B (84)
according to theorem 5. Let {|x〉B} be an orthonormal basis
of system B. Since both the pure superposition-free and the
reciprocal states form a basis, we can expand
ρA =
∑
s,t
ρs,t |cs〉A 〈ct| ,
|x〉B =
∑
l
dx,l |c⊥l 〉B . (85)
Thus we find
trB LρA ⊗ σBL† =
∑
i,j,k
ci,jc
∗
k,jρi,kσj |cg(i,j)〉A 〈 cg(k,j)|
∑
x
〈x|ch(i,j)〉B 〈 ch(k,j)|x〉
=
∑
i,j,k,x,l,m
ci,jc
∗
k,jρi,kσj |cg(i,j)〉A 〈 cg(k,j)| δl,h(i,j)δm,h(k,j)d∗x,ldx,m. (86)
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For n = (j, x), we introduce superposition-free Kraus opera-
tors
Fn = F(j,x) =
∑
i
ki,n |cfn(i)〉 〈c⊥i | (87)
with
ki,n =ki,(j,x) = ci,j
∑
l
δl,h(i,j)d
∗
x,l,
fn(i) =f(j,x)(i) = g(i, j). (88)
These Kraus operators have the property∑
j,x
Fj,xρAF
†
j,x = trB LρA ⊗ σBL† (89)
which finishes the proof by linearity.
Theorem 7. Assume we have an (incomplete) set of Kraus
operators {Km} such that
∑
mK
†
mKm ≤ 1. Then there
always exist superposition-free Kraus operators {Fn} with∑
mK
†
mKm +
∑
n F
†
nFn = 1.
Proof. Let the assumptions hold. Then there exists an or-
thonormal basis {|n〉}dn=1 with∑
m
K†mKm =
d∑
n=1
(1− pn) |n〉 〈n| : 0 ≤ pn ≤ 1. (90)
Remember the reciprocal vectors |c⊥i 〉 which form a basis as
well. So we can expand |n〉 in this basis
|n〉 =
∑
j
dj,n |c⊥j 〉 (91)
and write what is missing for our operation to be trace pre-
serving as
σr = 1−
∑
m
K†mKm =
d∑
n=1
pn |n〉 〈n|
=
d∑
k,l=1
(
d∑
n=1
pndk,nd
∗
l,n
)
|c⊥k 〉 〈c⊥l | . (92)
Now define additional superposition-free Kraus operators
{Fn}dn=1 by
Fn =
d∑
k=1
√
pnd
∗
k,n |c1〉 〈c⊥k | (93)
with pn, dk,n from above. Since
d∑
n=1
F †nFn =
d∑
k,l,n=1
√
pndk,n
√
pnd
∗
l,n |c⊥k 〉 〈c1|c1〉 〈c⊥l |
=
d∑
k,l=1
(
d∑
n=1
pndk,nd
∗
l,n
)
|c⊥k 〉 〈c⊥l |
= σr, (94)
we have
∑
mK
†
mKm +
∑
n F
†
nFn = 1.
Proposition 9. The following functions are superposition
measures as defined in Definition 8.
1. The relative entropy of superposition
Mrel.ent(ρ) = min
σ∈F
S(ρ||σ), (95)
where S(ρ||σ) = tr [ρ log ρ]−tr [ρ log σ] denotes the quantum
relative entropy. See [16] for the case of coherence theory.
2. The l1-measure of superposition
Ml1(ρ) =
∑
i6=j
|ρij | (96)
for ρ =
∑
ij ρij |ci〉 〈cj |. See again [16] for the case of co-
herence theory.
3. The rank-measure of superposition
Mrank(|ψ〉) = log(rS(|ψ〉)),
Mrank(ρ) = min
ρ=
∑
i λi |ψi〉〈ψi|
∑
i
λiMrank(|ψi〉). (97)
4. The robustness of superposition
MR(ρ) = min
τ density matrix
{
s ≥ 0 : ρ+ sτ
1 + s
∈ F
}
. (98)
This quantity has an operational interpretation in the limit of
coherence theory: the robustness of coherence quantifies the
advantage enabled by a quantum state in a phase discrimina-
tion task [20].
Proof of Proposition 9.1: The quantum relative entropy has
some useful properties derived for example in [32]. For quan-
tum states ρ and σ,
S(ρ||σ) ≥ 0, (99)
where equality holds if and only if ρ = σ. Thus property
(S1) is proven. In addition, the relative entropy is jointly con-
vex. Therefore, as stated in the main text, Mrel.ent(ρ) satis-
fies (S3). Property (S2b) can be proved as in the Supple-
mental Material of [16] for coherence theory. In [57], it has
been shown that the relative entropy satisfies certain condi-
tions (called (F1)-(F5) there). Thus we can apply their theo-
rem 2 telling us∑
n
S(LnρL
†
n||LnδL†n) ≤ S(ρ||δ) (100)
for any CPTP map with Kraus operator decomposition {Ln}.
With their condition (F4) stating
∑
n
tr
[
LnρL
†
n
]
S
 LnρL†n
tr
[
LnρL
†
n
]
∣∣∣∣∣∣
∣∣∣∣∣∣ LnδL
†
n
tr
[
LnδL
†
n
]

≤
∑
n
S
(
LnρL
†
n
∣∣ ∣∣LnδL†n) (101)
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we find
∑
n
tr
[
LnρL
†
n
]
S
 LnρL†n
tr
[
LnρL
†
n
]
∣∣∣∣∣∣
∣∣∣∣∣∣ LnδL
†
n
tr
[
LnδL
†
n
]

≤ S(ρ||δ) (102)
again for any CPTP map with Kraus operator decomposi-
tion {Ln}. Now assume pn and Kn as in (S2b). For a
superposition-free state δ? minimizing the relative entropy
with respect to ρ we then find
Mrel.ent(ρ) = S(ρ||δ?)
≥
∑
n
pnS(ρn||Knδ?K†n/tr
[
Knδ
?K†n
]
)
≥
∑
n
pn min
σn∈F
S (ρn||σn)
=
∑
n
pnMrel.ent(ρn), (103)
where we have used that Knδ?K†n ∈ F . 
Proof of Proposition 9.2: Obviously Ml1 maps all quan-
tum states to the positive real numbers and (S1) is fulfilled.
To prove that Ml1 satisfies property (S3) is straight forward.
With the notation
ρn =
∑
kl
ρnkl |ck〉 〈cl| (104)
we have
Ml1
(∑
n
pnρn
)
=
∑
i 6=j
∣∣∣∣∣∣
(∑
n
pnρn
)
ij
∣∣∣∣∣∣
=
∑
i 6=j
∣∣∣∣∣∣
(∑
kl
(∑
n
pnρnkl
)
|ck〉 〈cl|
)
ij
∣∣∣∣∣∣
=
∑
i 6=j
∣∣∣∣∣∑
n
pnρnij
∣∣∣∣∣
≤
∑
i 6=j
∑
n
∣∣pnρnij ∣∣
=
∑
n
pn
∑
i 6=j
∣∣ρnij ∣∣
=
∑
n
pnMl1(ρn). (105)
The proof of property (S2b) is a bit more involved and in-
spired by the proof in the Supplemental Material of [16] for
the case of coherence theory. We write again
ρn =
∑
kl
ρnkl |ck〉 〈cl| (106)
and
Kn =
∑
kl
Knkl |ck〉 〈cl| (107)
alike. With this notation at hand we start with∑
n
pnMl1(ρn) =
∑
n
pn
∑
i 6=j
|ρnij | =
∑
n
∑
i6=j
∣∣(KnρK†n)ij∣∣ .
(108)
Next step is to write down the summands
∣∣(KnρK†n)ij∣∣ explicitly,
∣∣(KnρK†n)ij∣∣ =
∣∣∣∣∣∣
 ∑
klstxy
Knkl |ck〉 〈cl| ρst |cs〉 〈ct|K∗nxy |cy〉 〈cx|

ij
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∑
lsty
KnilK
∗
njyρst 〈cl|cs〉 〈ct|cy〉
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∑
lsy
KnilK
∗
njyρss 〈cl|cs〉 〈cs|cy〉+
∑
s 6=t
∑
ly
KnilK
∗
njyρst 〈cl|cs〉 〈ct|cy〉
∣∣∣∣∣∣ . (109)
With the general representation of superposition-free states
ρcl =
∑
i
ρii |ci〉 〈ci| (110)
and the fact that superposition-free Kraus operators map free states to free states, we find∑
lsy
KnilK
∗
njyρss 〈cl|cs〉 〈cs|cy〉 =
(
KnρclK
†
n
)
ij
= δij
(
KnρclK
†
n
)
ii
. (111)
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Now we plug equations (109) and (111) subsequently back into equation (108),∑
n
pnMl1(ρn) =
(108)
∑
n
∑
i 6=j
∣∣(KnρK†n)ij∣∣
=
(109)
∑
n
∑
i 6=j
∣∣∣∣∣∣
∑
lsy
KnilK
∗
njyρss 〈cl|cs〉 〈cs|cy〉+
∑
s 6=t
∑
ly
KnilK
∗
njyρst 〈cl|cs〉 〈ct|cy〉
∣∣∣∣∣∣
=
(111)
∑
n
∑
i 6=j
∣∣∣∣∣∣δij (KnρclK†n)ii +
∑
s 6=t
∑
ly
KnilK
∗
njyρst 〈cl|cs〉 〈ct|cy〉
∣∣∣∣∣∣
=
∑
n
∑
i6=j
∣∣∣∣∣∣
∑
s6=t
ρst
∑
ly
KnilK
∗
njy 〈cl|cs〉 〈ct|cy〉
∣∣∣∣∣∣
≤
∑
s6=t
|ρst|
∑
n
∑
i6=j
∣∣∣∣∣∣
∑
ly
KnilK
∗
njy 〈cl|cs〉 〈ct|cy〉
∣∣∣∣∣∣ . (112)
Regarding the last part of this expression, we find
∑
n
∑
i6=j
∣∣∣∣∣∣
∑
ly
KnilK
∗
njy 〈cl|cs〉 〈ct|cy〉
∣∣∣∣∣∣
=
∑
n
∑
i 6=j
∣∣∣∣∣
(∑
l
Knil 〈cl|cs〉
)(∑
y
K∗njy 〈ct|cy〉
)∣∣∣∣∣
≤
∑
n
∑
i
∣∣∣∣∣∑
l
Knil 〈cl|cs〉
∣∣∣∣∣∑
j
∣∣∣∣∣∑
y
K∗njy 〈ct|cy〉
∣∣∣∣∣
=
∑
n
∑
i
∣∣∣∣∣∑
l
Knil 〈cl|cs〉
∣∣∣∣∣∑
j
∣∣∣∣∣∑
y
Knjy 〈cy|ct〉
∣∣∣∣∣
≤
√√√√√√
∑
n
(∑
i
∣∣∣∣∣∑
l
Knil 〈cl|cs〉
∣∣∣∣∣
)2
∑
n
∑
j
∣∣∣∣∣∑
y
Knjy 〈cy|ct〉
∣∣∣∣∣
2
, (113)
where the Cauchy-Schwarz inequality has been used in the last line. Again we will simplify a part of this expression,
∑
n
(∑
i
∣∣∣∣∣∑
l
Knil 〈cl|cs〉
∣∣∣∣∣
)2
=
∑
n
∑
ij
∣∣∣∣∣∑
l
Knil 〈cl|cs〉
∣∣∣∣∣
∣∣∣∣∣∑
k
Knjk 〈ck|cs〉
∣∣∣∣∣
=
∑
n
∑
ij
∣∣∣∣∣∑
l
Knil 〈cl|cs〉
∣∣∣∣∣
∣∣∣∣∣∑
k
K∗njk 〈cs|ck〉
∣∣∣∣∣
=
∑
n
∑
ij
∣∣∣∣∣∑
lk
KnilK
∗
njk
〈cl|cs〉 〈cs|ck〉
∣∣∣∣∣ . (114)
Using
Kn |cs〉 〈cs|K†n =
∑
iljk
KnilK
∗
njk
|ci〉 〈cl|cs〉 〈cs|ck〉 〈cj | , (115)
we can write ∣∣∣∣∣∑
lk
KnilK
∗
njk
〈cl|cs〉 〈cs|ck〉
∣∣∣∣∣ = ∣∣∣(Kn |cs〉 〈cs|K†n)ij∣∣∣
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=
∣∣∣∣∣∣
(∑
kl
ckn |cfn(k)〉 〈c⊥k |cs〉 〈cs|c⊥l 〉 〈cfn(l)| c∗ln
)
ij
∣∣∣∣∣∣
=
∣∣∣(|csn|2 |cfn(s)〉 〈cfn(s)|)ij∣∣∣
= δi,jδi,fn(s)|csn|2, (116)
where the explicit representation of the Kraus operators from equation (4) has been used. Writing
p˜n = tr(Kn |cs〉 〈cs|K†n) = |csn|2, (117)
we can interpret p˜n as the probability of outcome n when applying the operation to the state |cs〉 〈cs|. Thus we have
1 =
∑
n
p˜n =
∑
n
|csn|2. (118)
Putting the pieces together leads to
∑
n
(∑
i
∣∣∣∣∣∑
l
Knil 〈cl|cs〉
∣∣∣∣∣
)2
=
(114)
∑
n
∑
ij
∣∣∣∣∣∑
lk
KnilK
∗
njk
〈cl|cs〉 〈cs|ck〉
∣∣∣∣∣
=
(116)
∑
nij
δi,jδi,fn(s)|csn|2
=
∑
n
|csn|2 =
(118)
1. (119)
Finally we can finish the proof through
∑
n
pnMl1(ρn) ≤
(112)
∑
s6=t
|ρst|
∑
n
∑
i6=j
∣∣∣∣∣∣
∑
ly
KnilK
∗
njy 〈cl|cs〉 〈ct|cy〉
∣∣∣∣∣∣
≤
(113)
∑
s6=t
|ρst|
√√√√√√
∑
n
(∑
i
∣∣∣∣∣∑
l
Knil 〈cl|cs〉
∣∣∣∣∣
)2
∑
n
∑
j
∣∣∣∣∣∑
y
Knjy 〈cy|ct〉
∣∣∣∣∣
2

=
(119)
∑
s6=t
|ρst| = Ml1(ρ). (120)

Proof of Proposition 9.3: It can be seen directly that (S1)
is fulfilled. To show (S2b), let pn, ρn and Kn be as in the
definition. Assume without loss of generality pn 6= 0 ∀n.
Define for every state ρ a decomposition into pure states by
ρ =
∑
i λ˜i |ψ˜i〉 〈ψ˜i| such that
Mrank(ρ) =
∑
i
λ˜i Mrank(|ψ˜i〉). (121)
Further define
|ψ˜(n)i 〉 =
Kn |ψ˜i〉√
pn
. (122)
Now notice that
ρn =
KnρK
†
n
pn
=
∑
i
λ˜i
pn
Kn |ψ˜i〉 〈ψ˜i|K†n
=
∑
i
λ˜i |ψ˜(n)i 〉 〈ψ˜(n)i | . (123)
Remember that the superposition rank can never increase un-
der the action of a superposition-free Kraus operator. Since
log(rS) decreases if rS decreases, we can finish the proof of
(S2b) by
Mrank(ρ) =
∑
i
λ˜i Mrank(|ψ˜i〉)
=
∑
n
pn
∑
i
λ˜i Mrank(|ψ˜i〉)
≥
∑
n
pn
∑
i
λ˜i Mrank(|ψ˜(n)i 〉)
≥
∑
n
pn min
∑
i
λ
(n)
i Mrank(|ψ(n)i 〉)
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=
∑
n
pn Mrank(ρn), (124)
where the minimization in the second last line runs over all
decompositions ρn =
∑
i λ
(n)
i |ψ(n)i 〉 〈ψ(n)i |. In order to
show (S3), follow the same spirit. Again, define σn =∑
i λ˜
(n)
i |ψ˜(n)i 〉 〈ψ˜(n)i | such that
Mrank(σn) =
∑
i
λ˜
(n)
i Mrank(|ψ˜(n)i 〉) (125)
and note that∑
n
pnσn =
∑
n,i
pnλ˜
(n)
i |ψ˜(n)i 〉 〈ψ˜(n)i | . (126)
Hence
Mrank
(∑
n
pnσn
)
= min∑
n pnσn=λi|ψi〉〈ψi|
∑
i
λi Mrank(|ψi〉)
≤
∑
n,i
pnλ˜
(n)
i Mrank(|ψ˜(n)i 〉)
=
∑
n
pn Mrank(σn). (127)

Proof of Proposition 9.4: Property (S1) is given by defini-
tion. To prove (S2b) decompose
ρ = (1 + s˜)δ˜ − s˜τ˜ (128)
such that s˜ = MR(ρ), δ˜ ∈ F and τ˜ a density matrix. Hence
KnρK
†
n = (1 + s˜)Knδ˜K
†
n − s˜Knτ˜K†n,
pn = tr
(
KnρK
†
n
)
= (1 + s˜) tr
(
Knδ˜K
†
n
)
− s˜ tr (Knτ˜K†n) . (129)
Assume without loss of generality pn 6= 0, tr
(
Knδ˜K
†
n
)
6= 0
and tr
(
Knτ˜K
†
n
) 6= 0. Then
ρn =
KnρK
†
n
pn
=
1 + s˜
pn
tr(Knδ˜K
†
n)
Knδ˜K
†
n
tr(Knδ˜K
†
n)
− s˜
pn
tr(Knτ˜K
†
n)
Knτ˜K
†
n
tr(Knτ˜K
†
n)
=(1 + sn)δ˜
(n) − snτ˜ (n) (130)
for sn =
s˜ tr(Knτ˜K
†
n)
pn
≥ 0, δ˜(n) = Knδ˜K†n
tr(Knδ˜K
†
n)
∈ F and a
density matrix τ˜ (n) = Knτ˜K
†
n
tr(Knτ˜K
†
n)
. Thus MR(ρn) ≤ sn and∑
n
pnMR(ρn) ≤
∑
n
pnsn =
∑
n
s˜ tr(Knτ˜K
†
n)
= s˜ tr
(∑
n
Knτ˜K
†
n
)
= s˜ = MR(ρ). (131)
In order to prove (S3), decompose again two density matrices
ρ1, ρ2 into
ρi = (1 + s˜i)δ˜i − s˜iτ˜i (132)
such that s˜i = MR(ρi), δ˜i ∈ F and τ˜i a density matrix. For
0 ≤ p ≤ 1 and without loss of generality s˜i 6= 0,
pρ1 + (1− p)ρ2
=p
[
(1 + s˜1)δ˜1 − s˜1τ˜1
]
+ (1− p)
[
(1 + s˜2)δ˜2 − s˜2τ˜2
]
= [1 + ps˜1 + (1− p)s˜2] p(1 + s˜1)δ˜1 + (1− p)(1 + s˜2)δ˜2
1 + ps˜1 + (1− p)s˜2
− [ps˜1 + (1− p)s˜2] ps˜1τ˜1 + (1− p)s˜2τ˜2
ps˜1 + (1− p)s˜2
=(1 + s)δ − sτ (133)
for s = ps˜1 + (1− p)s˜2 ≥ 0, δ = p(1+s˜1)δ˜1+(1−p)(1+s˜2)δ˜21+ps˜1+(1−p)s˜2 ∈
F and a density matrix τ = ps˜1τ˜1+(1−p)s˜2τ˜2ps˜1+(1−p)s˜2 . Hence
MR(pρ1 + (1− p)ρ2)
= min {t ≥ 0 : pρ1 + (1− p)ρ2 = (1 + t)δ − tτ :
δ ∈ F , τ density matrix}
≤s
=ps˜1 + (1− p)s˜2
=pMR(ρ1) + (1− p)MR(ρ2) (134)
which proves convexity. 
Proposition 10. For qubit systems with 〈c1|c2〉 6= 0, there
exists a single state with maximal superposition. For higher
dimensions, there exists no state with maximal superposition
in general.
Proof. To prove this proposition, we will use again the repre-
sentation introduced in section C and the four different types
of superposition-free Kraus operators given in equation (67).
To show that |m2〉, the candidate from lemma 14, has in-
deed maximal superposition, we will explicitly construct a
superposition-free operation that generates a target state
|ψt〉 =
(
cθ/2
eiφsθ/2
)
(135)
from |m2〉 with certainty. In order to achieve this, we choose
one superposition-free Kraus operator of each type with
δ =
1
2(1 + a)
[
(B + a)cθ/2 − (a+A)eiφsθ/2
]
,
γ =
1
2(1 + a)
[
(A+ a)cθ/2 − (a+B)eiφsθ/2
]
,
 = − 1
2(1 + a)
[
(B + a)cθ/2 − (a+A)eiφsθ/2
]
,
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ξ = − 1
2(1 + a)
[
(A+ a)cθ/2 − (a+B)eiφsθ/2
]
,
α = β = µ = ν =
√
a
2(1 + a)
(1 + cφsθ), (136)
where A and B are defined as in equation (68). With the help
of equation (49), it is easy to check that they form a trace
preserving operation, i.e.
∑4
n=1K
†
nKn = 1. Remember that
in the representation chosen, |m2〉 is given by
|m2〉 =
(
1
−1
)
. (137)
Thus one can see directly that the four Kraus operators have
the property
K2 |m2〉 = K4 |m2〉 = 1√
2
|ψt〉 ,
K1 |m2〉 = K3 |m2〉 = 0. (138)
With the help of theorem 7, the explicit construction of K1
and K3 would not have been necessary [58]. The genera-
tion of mixed target states ρM is again possible due to lin-
earity. Since ρM can be decomposed into pure states through
ρM =
∑
i pi |φi〉 〈φi|, we can just apply the operation ΦM =∑
i piΦi to |m2〉 where Φi generates |φi〉 from |m2〉. As
stated in lemma 14, |m2〉 is the only qubit state with maxi-
mal superposition for 〈c1|c2〉 6= 0.
To prove the second part of the proposition, we show with
the help of the l1-measure of superposition and some tools
from optimization theory (described for example in [33]) that
for a specific superposition-free basis in d=3, there exists no
state with maximal superposition.
The main idea is that a state with maximal superposition
has to maximize the l1-measure of superposition since a su-
perposition measure cannot increase under superposition-free
operations. First step is to define the superposition-free states
in a fixed dimension d. Then all states maximizing Ml1 have
to be determined. Once these candidate states are found, one
can use the optimization problem from the main text to calcu-
late the maximal transformation probability to a given target
state. If the solution is smaller than one, the considered can-
didate state cannot have maximal superposition. If all candi-
date states are ruled out, one concludes that there is no state
with maximal superposition (for this set of superposition-free
states). For specific choices of superposition-free states, this
can be done analytically using the concept of duality. In the
case of d = 3, we choose the pure superposition-free states to
be represented by
|c1〉 = 1√
2
01
1
 , |c2〉 = 1√
2
10
1
 , |c3〉 = 1√
2
11
0
 .
(139)
Then the (not normalized) reciprocal vectors introduced in the
main text are given by
|c⊥1 〉 =
1√
2
−11
1
 , |c⊥2 〉 = 1√
2
 1−1
1
 ,
|c⊥3 〉 =
1√
2
 11
−1
 . (140)
It is easy to check that
〈ci|cj〉 = 1
2
(1 + δi,j) . (141)
Because of this symmetry, every candidate state has to be of
the form
|md〉 = N
∑
i
eiφi |ci〉 , (142)
whereN is positive and φ3 = 0 by choice. The l1 measure of
superposition is then given by
Ml1 (|md〉) = 3(3− 1)N 2 = 6N 2. (143)
Thus to find proper candidate states maximizingMl1 , we have
to solve the following optimization problem
maximize Ml1 (|md〉) = 6N 2
subject to 1 = 〈md|md〉
= N 2 [3 + sφ1sφ2 + cφ1cφ2 + cφ1 + cφ2 ] .
(144)
This is equivalent to minimizing sφ1sφ2 +cφ1cφ2 +cφ1 +cφ2 .
We choose φ1,2 ∈ [0, 2pi) and do the change of variables
α =
φ1 − φ2
2
∈ (−pi, pi], β = φ1 + φ2
2
∈ [0, 2pi).
(145)
This transforms the initial optimization problem (144) into the
problem
minimize c2α + 2cαcβ
subject to α ∈ (−pi, pi]
β ∈ [0, 2pi), (146)
which can be solved considering three separate cases.
First case (cα > 0): In this case, in order to minimize
c2α + 2cαcβ , we need cβ = −1 ⇔ β = pi. The problem
reduces to
minimize c2α − 2cα
subject to α ∈
(
−pi
2
,
pi
2
)
. (147)
The solution is − 32 for α = ±pi3 which leads to
N (1) =
√
2
3
, φ
(1)
1 =
4pi
3
, φ
(1)
2 =
2pi
3
,
N (2) =
√
2
3
, φ
(2)
1 =
2pi
3
, φ
(2)
2 =
4pi
3
. (148)
Second case (cα < 0): In order to minimize c2α + 2cαcβ ,
we now need cβ = 1⇔ β = 0 and the remaining problem is
minimize c2α + 2cα
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subject to α ∈
(
−pi,−pi
2
)
∪
(
−pi
2
, pi
)
. (149)
Again, the solution is − 32 , this time for α = ± 2pi3 which leads
to
N (3) =
√
2
3
, φ
(3)
1 =
2pi
3
, φ
(3)
2 = −
2pi
3
,
N (4) =
√
2
3
, φ
(4)
1 = −
2pi
3
, φ
(4)
2 =
2pi
3
. (150)
Third case (cα = 0 ⇔ α = ±pi2 ): This case is trivial since
then c2α + 2cαcβ is equal to -1 for all β and no more global
minima are found.
Thus we remain with four candidate states which maximize
Ml1 . They are given by
|m(1)d 〉 =
√
2
3
[
ei
4pi
3 |c1〉+ ei 2pi3 |c2〉+ |c3〉
]
,
|m(2)d 〉 =
√
2
3
[
ei
2pi
3 |c1〉+ ei 4pi3 |c2〉+ |c3〉
]
,
|m(3)d 〉 =
√
2
3
[
ei
2pi
3 |c1〉+ e−i 2pi3 |c2〉+ |c3〉
]
,
|m(4)d 〉 =
√
2
3
[
e−i
2pi
3 |c1〉+ ei 2pi3 |c2〉+ |c3〉
]
. (151)
Next step is to show that none of these states can be trans-
formed to every other state with certainty using superposition-
free Kraus operators. Therefore we will focus on the transfor-
mation to target states of the form |ψ〉 = ∑3k=1 ψk |ck〉 with
ψk 6= 0 ∀k since then we can use the semidefinite program
introduced in the main text:
maximize
∑
n
pn
subject to
∑
n
pnF
†
nFn ≤ 1
pn ≥ 0 ∀n. (152)
Note that {Fn} depends on the choice of the target states and
on the candidate state we want to rule out. This problem is
equivalent to
minimize −
∑
n
pn
subject to
∑
n
pnF
†
nFn − 1 ≤ 0
pn ≥ 0 ∀n. (153)
If we interpret the condition pn ≥ 0 ∀n as a restriction of the
domain of the objective function, the Lagrangian is given by
L(pn,Λ) = −
∑
n
pn + tr
(
Λ
(∑
n
pnF
†
nFn − 1
))
= tr
(
−1
d
1
∑
n
pn + Λ
(∑
n
pnF
†
nFn − 1
))
(154)
and the dual function by
g(Λ) = inf
pn≥0
L(pn,Λ)
= −tr (Λ) + inf
pn≥0
∑
n
pntr
(
−1
d
1 + ΛF †nFn
)
=
{
−∞ if ∃n : tr (− 1d1 + ΛF †nFn) < 0
−tr(Λ) if tr (− 1d1 + ΛF †nFn) ≥ 0 ∀n .
(155)
Hence the dual problem is
maximize − tr (Λ)
subject to tr
(
ΛF †nFn
) ≥ 1 ∀n
Λ ≥ 0. (156)
By duality, we have
− trΛ ≤ −
∑
n
pn (157)
or ∑
n
pn ≤ trΛ (158)
for all feasible Λ. Thus if one can find a feasible Λ with
tr(Λ) < 1, it is shown that there exists no deterministic free
transformation between the candidate and the target state. For
|ψ〉 = ∑i ψi |ci〉 we have ψi = 〈c⊥i |ψ〉. Now we choose as a
target state
|ψ〉 =
10
0
 = 1√
2
(
− |c1〉+ |c2〉+ |c3〉
)
. (159)
A direct calculation (using for example Mathematica) shows
that in this case, we have tr(F †nFn) =
51
16 for all n and for all
candidate states. If we choose
Λ =
t
3
13, (160)
we have trΛ = t and Λ ≥ 0 iff t ≥ 0. Thus
tr
(
ΛF †nFn
)
=
t
3
tr
(
F †nFn
)
= t
17
16
∀n, ∀ |m(i)d 〉 .
(161)
Now we can choose t = 1617 for Λ to be feasible and bound the
maximal conversion probability from above by pmax ≤ trΛ =
t = 1617 < 1.
Theorem 11. Any unitary operation U on a qubit can be im-
plemented by means of FO and the consumption of an addi-
tional qubit state with maximal superposition |m2〉 provided
both qubits posses the same superposition-free basis. This
means that for every U there exists a fixed Ψ ∈ FO inde-
pendent of ρs acting on two qubits such that
Ψ (ρs ⊗ |m2〉 〈m2|) =
(
UρsU
†)⊗ ρh, (162)
where ρh is a superposition-free qubit state.
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Proof. In this proof, we will again make use of the computa-
tional basis introduced in section C. A matrix representation
of a unitary U with respect to this basis can be represented as
U =
(
u00 u01
u10 u11
)
= eiφg
(
eiφ1cθ e
iφ2sθ
−e−iφ2sθ e−iφ1cθ
)
, (163)
where φg is a (physically) unimportant global phase. There-
fore we will drop it from now on. Consider the two Kraus
operators
F0 =c00 |c1c1〉 〈c⊥1 c⊥1 |+ c10 |c2c1〉 〈c⊥1 c⊥2 |
+ c01 |c1c1〉 〈c⊥2 c⊥1 |+ c11 |c2c1〉 〈c⊥2 c⊥2 | ,
F1 =d00 |c1c2〉 〈c⊥1 c⊥2 |+ d10 |c2c2〉 〈c⊥1 c⊥1 |
+ d01 |c1c2〉 〈c⊥2 c⊥2 |+ d11 |c2c2〉 〈c⊥2 c⊥1 | . (164)
We fix the coefficients by
c00 =
Au00 + a(u01 − u10)−Bu11
2
√
1 + a
,
c01 =
Au01 + a(u00 − u11)−Bu10
2
√
1 + a
,
c10 =
Bu01 + a(u00 − u11)−Au10
2
√
1 + a
,
c11 =
Bu00 + a(u01 − u10)−Au11
2
√
1 + a
,
d00 =
Bu11 + a(u10 − u01)−Au00
2
√
1 + a
,
d01 =
Bu10 + a(u11 − u00)−Au01
2
√
1 + a
,
d10 =
Au10 + a(u11 − u00)−Bu01
2
√
1 + a
,
d11 =
Au11 + a(u10 − u01)−Bu00
2
√
1 + a
. (165)
Thus the coefficients depend on the unitary transformation U
and on the overlap a of the pure superposition-free states (also
through A and B which are defined as in equation (68)). The
two Kraus operators F0 and F1 are superposition-free because
they satisfy theorem 5. In addition, we have for every qubit
state |s〉
F0 |s〉 ⊗ |m2〉 = 1√
2
(U |s〉)⊗ |c1〉 ,
F1 |s〉 ⊗ |m2〉 = 1√
2
(U |s〉)⊗ |c2〉 . (166)
Making use of the explicit representation of U , the eigenval-
ues of F †0F0 +F
†
1F1 can be calculated to be (1, 1, 1, (
1−a
1+a )
2).
With the help of theorem 7, we know that there exist ad-
ditional Kraus operators {Li} such that F †0F0 + F †1F1 +∑
i L
†
iLi = 1 and Li |s〉 ⊗ |m2〉 = 0. By linearity, this fin-
ishes the proof.
E. ON SUPERPOSITION TRANSFORMATIONS
In this section, we have a short look at superposition-free
transformations of qubit states. Therefore we use again the
representation introduced in section C, the semidefinite pro-
gram from the main text and its dual problem (156). For
qubits, there are only two different useful Kraus operators
contributing to the transformation except in the case where
we transform to the two pure superposition-free states. Now
we define the Bloch representation of the initial state |ψ〉 and
the target state |φ〉 by
|ψ〉 = cw/2 |1〉+ sw/2 eiy |2〉 ,
|φ〉 = cx/2 |1〉+ sx/2 eiz |2〉 . (167)
Further we consider
Λ =
t
2
12 (168)
in the dual problem. Thus trΛ = t and Λ ≥ 0 iff t ≥ 0. For
a = 1/2, w = pi/2, y = 0, one finds
tr
(
ΛF †1F1
)
= tr
(
ΛF †2F2
)
= t [3− 2czsx] ≥ t. (169)
Remember x ∈ [0, pi] and z ∈ [0, 2pi) due to the definition
of the Bloch representation. Thus we only have equality for
x = pi/2 and z = 0 which is equivalent to |φ〉 = |ψ〉. In case
the above expression is strictly larger than t, we can always
choose t < 1 such that tr
(
ΛF †1F1
)
= 1. Then Λ is feasible
and the optimal probability of successfully transforming the
initial state to the target state is smaller than one. For transfor-
mation to the pure superposition-free states, we have to con-
sider additional Kraus operators. Thus finally we can con-
clude that there are only the three trivial pure states to which
|ψ〉 = 1√
2
(|1〉+ |2〉) = 1√
3
(|c1〉+ |c2〉) can be transformed
by FO with certainty: to itself and to the pure superposition-
free states.
This is surprising because as one can see easily with the
help of the l1-measure of superposition, the initial state under
consideration contains a large amount of superposition and
there are other states with less superposition to which this state
cannot be transformed by FO with certainty nevertheless. In
contrast, for a = 0, it can be shown with the help of [37] that
a pure state can be transformed deterministically to all other
pure states that are closer or equally close to the z-axis of
the Bloch sphere (and have thus less superposition according
to the l1-measure of superposition). A possible explanation
to this difference could be that by breaking the symmetry on
the Bloch sphere, one loses an entire class of superposition-
free operations since rotations around the z-axis are no longer
possible. Using duality, the maximal probability of conversion
between qubit states was investigated numerically. The results
are shown in figure 1.
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(a) a = 1/2, θ = pi/4, φ = pi.
(b) a = 1/2, θ = pi/4, φ = 5pi/4.
(c) a = 1/2, θ = pi/2, φ = 0.
Figure 1. Maximal probability to transform different initial qubit states into target states using superposition-free operations. The superposition-
free states are given by the blue line. Below each Bloch sphere, the overlap a = 〈c1|c2〉 of the pure free states is given. The Bloch angles θ
and φ describe the initial state in spherical coordinates visualized by a blue dot. The colours on the Bloch sphere show the maximal probability
to transform the initial state to this state by means of superposition-free operations.
