We report here on an experimental investigation of LTL satisfiability checking via a reduction to model checking. By using large LTL formulas, we offer challenging model-checking benchmarks to both explicit and symbolic model checkers. For symbolic model checking, we use CadenceSMV, NuSMV, and SAL-SMC. For explicit model checking, we use SPIN as the search engine, and we test essentially all publicly available LTL translation tools. Our experiments result in two major findings. First, most LTL translation tools are research prototypes and cannot be considered industrial quality tools. Second, when it comes to LTL satisfiability checking, the symbolic approach is clearly superior to the explicit approach.
Introduction
Model-checking tools are successfully used for checking whether systems have desired properties [12] . The application of model-checking tools to complex systems involves a nontrivial step of creating a mathematical model of the system and translating the desired properties into a formal specification. When the model does not satisfy the specification, model-checking tools accompany this negative answer with a counterexample, which points to an inconsistency between the system and the desired behaviors. It is often the case, however, that there is an error in the system model or in the formal specification. Such errors may not be detected when the answer of the model-checking tool is positive: while a positive answer does guarantee that the model satisfies the specification, the answer to the real question, namely, whether the system has the intended behavior, may be different.
The realization of this unfortunate situation has led to the development of several sanity checks for formal verification [31] . The goal of these checks is to detect errors in the system model or the properties. Sanity checks in industrial tools are typically simple, ad hoc tests, such as checking for enabling conditions that are never enabled [33] . Vacuity detection provides a more systematic approach. Intuitively, a specification is satisfied vacuously in a model if it is satisfied in some non-interesting way. For example, the linear temporal logic (LTL) specification (req → ♦grant) ("every request is eventually followed by a grant") is satisfied vacuously in a model with no requests. While vacuity checking cannot ensure that whenever a model satisfies a formula, the model is correct, it does identify certain positive results as vacuous, increasing the likelihood of capturing modeling and specification errors. Several papers on vacuity checking have been published over the last few years [2, 3, 9, 28, 29, 32, 36, 39] , and various industrial model-checking tools support vacuity checking [2, 3, 9] .
All vacuity-checking algorithms check whether a subformula of the specification does not affect the satisfaction of the specification in the model. In the example above, the subformula req does not affect satisfaction in a model with no requests. There is, however, a possibility of a vacuous result that is not captured by current vacuity-checking approaches. If the specification is valid, that is, true in all models, then model checking this specification always results in a positive answer. Consider for example the specification (b 1 → ♦b 2 ), where b 1 and b 2 are propositional formulas. If b 1 and b 2 are logically equivalent, then this specification is valid and is satisfied by all models. Nevertheless, current vacuity-checking approaches do not catch this problem. We propose a method for an additional sanity check to catch exactly this sort of oversight.
Writing formal specifications is a difficult task, which is prone to error just as implementation development is error prone. However, formal verification tools offer little help in debugging specifications other than standard vacuity checking. Clearly, if a formal property is valid, then this is certainly due to an error. Similarly, if a formal property is unsatisfiable, that is, true in no model, then this is also certainly due to an error. Even if each individual property written by the specifier is satisfiable, their conjunction may very well be unsatisfiable. Recall that a logical formula ϕ is valid iff its negation ¬ϕ is not satisfiable. Thus, as a necessary sanity check for debugging a specification, model-checking tools should ensure that both the specification ϕ and its negation ¬ϕ are satisfiable. (For a different approach to debugging specifications, see [1] .)
A basic observation underlying our work is that LTL satisfiability checking can be reduced to model checking. Consider a formula ϕ over a set Prop of atomic propositions. If a model M is universal, that is, it contains all possible traces over Prop, then ϕ is satisfiable precisely when the model M does not satisfy ¬ϕ. Thus, it is easy to add a satisfiabilitychecking feature to LTL model-checking tools.
LTL LTL model checkers follow the automata-theoretic approach [47] , in which the complemented LTL specification is explicitly or symbolically translated to a Büchi automaton, which is then composed with the model under verification; see also [46] . The model checker then searches for a trace of the model that is accepted by the automaton. All symbolic model checkers use the symbolic translation described in [11] and the analysis algorithm of [19] , though CadenceSMV and VIS try to optimize further. There has been extensive research over the past decade into explicit translation of LTL to automata [14, 15, [20] [21] [22] [23] 26, 27, 40, 42, 44] , but it is difficult to get a clear sense of the state of the art from a review of the literature. Measuring the performance of LTL satisfiability checking enables us to benchmark the performance of LTL model checking tools, and, more specifically, of LTL translation tools.
We report here on an experimental investigation of LTL satisfiability checking via a reduction to model checking. By using large LTL formulas, we offer challenging modelchecking benchmarks to both explicit and symbolic model checkers. For symbolic model checking, we use CadenceSMV, NuSMV, and SAL-SMC. For explicit model checking, we use SPIN as the search engine, and we test essentially all publicly available LTL translation tools. We use a wide variety of benchmark formulas, either generated randomly, as in [15] , or using a scalable pattern (e.g., n i=1 p i ). LTL formulas typically used for evaluating LTL translation tools are usually too small to offer challenging benchmarks. Note that real specifications typically consist of many temporal properties, whose conjunction ought to be satisfiable. Thus, studying satisfiability of large LTL formulas is quite appropriate.
Our experiments resulted in two major findings. First, most LTL translation tools are research prototypes and cannot be considered industrial quality tools. Many of them are written in scripting languages such as Perl or Python, which has a drastic negative impact on their performance. Furthermore, these tools generally degrade gracelessly, often yielding incorrect results with no warning. Among all the explicit tools we tested, only SPOT can be considered an industrial quality tool. Second, when it comes to LTL satisfiability checking, the symbolic approach is clearly superior to the explicit approach. Even SPOT, the best explicit LTL translator in our experiments, was rarely able to compete effectively against the symbolic tools. This result is consistent with the comparison of explicit and symbolic approaches to modal satisfiability [37, 38] , but is somewhat surprising in the context of LTL satisfiability in view of [41] .
Related software, called lbtt, 1 provides an LTL-toBüchi explicit translator testbench and environment for basic profiling. The lbtt tool performs simple consistency checks on an explicit tool's output automata, accompanied by sample data when inconsistencies in these automata are detected [43] . Whereas the primary use of lbtt is to assist developers of explicit LTL translators in debugging new tools or comparing a pair of tools, we compare performance with respect to LTL satisfiability problems across a host of different tools, both explicit and symbolic.
