I. INTRODUCTION
The Smarandache function [7] is a relatively new function in Number Theory and yet there are already a number of algorithms for its computation. It is the intention of this article to develop an efficient algorithm to compute in parallel all the values . The U Basic implementation that was used by Ibstedt has proved to be efficient and useful especially for large values of I . Subsequently, Tabirca [9] studied a simple algorithm based on Equation 1 by considering the sequence . However, studies [10] , [11] and [5] find that the average complexity of this algorithm is 
A. An Efficient Sequential Algorithm
Performing the computation of the Smarandache function can be done sequentially by developing an algorithm based on Equations (3) and (4). Clearly, if an efficient method to calculate the function on a prime power exists, it is then easy to extend this to the remaining integers. It was this that prompted Ibstedt to develop an algorithm for the computation of the Smarandache function. This algorithm will be briefly examined in this section.
In Equation (4)
is the representation of p in the generalized base . With this it is possible to write a method to calculate the Smarandache function on a prime power. Once this is in place, it is then possible to calculate the function on any integer.
Note that a prime decomposition algorithm is needed for the computation of the Smarandache function which, for these purposes, can be a simple trial division algorithm. Once a prime decomposition of . Scheduling methods are classified into two main categories depending on when the partition is found. Static Scheduling Methods generate the partition during compile time while Dynamic Scheduling Methods find it during run time. The main advantage of the latter is that they can detect when a processor becomes idle and assign iterations to it. Studies have shown that Dynamic Scheduling Methods achieve a good load balance of the workloads. However, they produce small scheduling overheads.
On the other hand Static Scheduling Methods do not give any scheduling overheads but they usually give a poor imbalance of the workloads. The simplest way to schedule statically the iterations is to assign 
Tabirca et al [13] , show that if both increase so that the Unifrom scheduling does not give an efficient solution. Certainly, the Dynamic Scheduling or Cyclic methods can be applied to obtain a better load balance. Unfortunately, they are not suitable because the processors do not get consecutive iterations. Therefore, the Balanced Workload Block Scheduling methods remain to give an efficient solution for our problem. Since the sum does not have a formula or a simple approximation, the preprocessing step must be applied to achieve the scheduling bounds. III. EXPERIMENTAL RESULTS In this section some experimental results are outlined to show how the problem is solved in parallel. The computation has been performed on a 100 node Beowulf cluster. The machine consists of 50 Dell Poweredge 1655MC servers each of them with a dual Pentium III processor (1.26GHz, 512K cache, 1 GB of RAM).
The Uniform and Balanced Workload Block Scheduling methods are considered to schedule the loop iterations. To test these approaches, we generate has solutions. This is an old standing conjecture that has been checked by Ibstedt [3] for all the numbers . It has been conjectured that the equation has no solutions. The first test presents the workload distribution on processors. For that the loop is scheduled on 4 processors and the computation time on each processor is measured. This gives an estimation of workload balance of each method. Table 1 and Figure 3 show the variation of these execution times. It can be seen that the Uniform Scheduling method generate a huge imbalance where processor 4 is more than 6 times loaded than processor 1. On the other hand the BWBS methods give an efficient load balance with a marginal advantage for the second one. The desired effect of BWBS balancing, which is to get times on each processor as 'nearly' equal as possible is clearly visible from the diagram.
The second test investigates the variation of the overall execution times when the number of processors vary. The above loop has been run using processors. The variation of the execution times is presented in Table  2 . Examining Figure 4 shows, unsurprisingly, that the BWBS bounds offer not only the best balance but also the quickest computation.
IV. FINAL CONCLUSION
This article has presented how the values of the Smarandache function can be found in parallel. It has been required that consecutive values have to be calculated by the same processor. This has restricted the scheduling methods that could have been used for the computation. A variation of Balanced Workload Block Scheduling has been used to achieve efficient computation. That has been possible only because the number of operations to compute " is known. Based on this method several conjectures from Smarandache's Open Problem list [8] have been verified for all values up to 1,000,000,000 using the BWBS scheduling. Unfortunately, no counterexample has been found to disprove any of them so that we can say that they are true at least for all the values under one billion. This type of computation can also be used to generate in parallel the values of some other Number Theory functions e.g. Erdos' or Euler's.
