Knowledge graphs (KG) play a crucial role in many modern applications. However, constructing a KG from natural language text is challenging due to the complex structure of the text. Recently, many approaches have been proposed to transform natural language text to triples to obtain KGs. Such approaches have not yet provided efficient results for mapping extracted elements of triples, especially the predicate, to their equivalent elements in a KG. Predicate mapping is essential because it can reduce the heterogeneity of the data and increase the searchability over a KG. In this article, we propose T2KG, an automatic KG creation framework for natural language text, to more effectively map natural language text to predicates. In our framework, a hybrid combination of a rule-based approach and a similarity-based approach is presented for mapping a predicate to its corresponding predicate in a KG. Based on experimental results, the hybrid approach can identify more similar predicate pairs than a baseline method in the predicate mapping task. An experiment on KG creation is also conducted to investigate the performance of the T2KG. The experimental results show that the T2KG also outperforms the baseline in KG creation. Although KG creation is conducted in open domains, in which prior knowledge is not provided, the T2KG still achieves an F1 score of approximately 50% when generating triples in the KG creation task. In addition, an empirical study on knowledge population using various text sources is conducted, and the results indicate the T2KG could be used to obtain knowledge that is not currently available from DBpedia.
Introduction
A knowledge graph (KG) stores knowledge in the form of a graph, in which a node represents an entity and an edge denotes the relationship between entities. Well-known examples of KGs are DBpedia [1] , Freebase [2] and YAGO [3] . These KGs play an important role in applications such as answering queries, browsing knowledge and data visualization. New knowledge is constantly becoming available; however, it is usually in the form of natural language text, which is not straightforward to transfer to a KG. Furthermore, the rate of publication of natural language text is increasing dramatically [4] .
text [4] - [10] . Although these approaches perform well for extracting triples from text, they still have limitations regarding the mapping of the elements of a triple, especially the predicate, to its corresponding element in a KG. Mapping elements of a triple to its identity in a KG is necessary because it can reduce the heterogeneity of the data and increase the searchability over a KG. Many studies have focused on mapping entities, which are usually the subject or object of triples, to their counterpart in a KG [9] , [11] , [12] . Mapping the predicate is usually not considered, although a study [10] introduced a procedure for mapping the predicate of a triple extracted from natural language text to an identical predicate in a KG. This method involved a simple rule-based approach. As a result, it could efficiently deal with rule generation due to the sparsity of text.
In this article, we introduce the T2KG: an automatic framework for KG creation from natural language text. In the T2KG, we propose a hybrid approach that combines a rule-based approach and a similarity-based approach for mapping the predicate of a triple extracted from text to its corresponding predicate in an existing KG. In the similaritybased approach, we introduce a novel vector-based similarity metric for computing the similarity between the elements of triples to overcome the sparsity problem. We conduct experiments to evaluate the performance of each stage of the T2KG framework in a KG creation task. In addition, we also conduct an empirical study using the T2KG in a knowledge population task. We note that the difference between the knowledge population task and the knowledge creation task is that in the knowledge population task a given KG is populated with triples, while the KG creation task considers the construction of the KG.
The rest of this paper is organized as follows. Section 2 gives a brief survey of the related work on KG creation. In Sect. 3, the details of our T2KG framework are presented. The experiments and their results are reported in Sect. 4. Finally, this work is concluded in Sect. 5.
Related Work
The creation of a KG consists of three stages: 1) knowledge extraction, 2) entity mapping and 3) data integration. Previous approaches for constructing KGs can be roughly divided into three groups depending on which stage they focus on.
The first group of methods focuses on knowledge extraction from natural language text [5] - [7] . NELL [5] is a never-ending system that reads the worldwide web by exCopyright c 2018 The Institute of Electronics, Information and Communication Engineers tracting triples using a bootstrapping approach to learn new constraints. ReVerb [6] and OLLIE [7] are open information systems that extract a triple from a sentence by using syntactic and lexical patterns. Although these approaches can extract triples from natural language text, they do not consider entity mapping. As a result, there may be some ambiguity in the extracted entities.
The second group of approaches also investigate knowledge extraction and entity mapping [4] , [8] , [9] . In some studies [4] , [8] , a triple is extracted from natural language text by using natural language processing (NLP) techniques. Then, a triple is stored as a resource description framework (RDF) triple using its own ontology. LODifier [9] uses deep semantic analysis and named entity recognition with a coreference resolution system to acquire a triple, and generates an RDF triple using the WordNet representation without considering other ontologies. Even though these approaches reduce the ambiguity of an extracted entity, they do not integrate all of the elements of a triple into existing KGs.
The third group of methods considers all three stages described above when creating a KG [10] . Exner et al. use a semantic role labeling method with state-of-the-art NLP techniques to extract a triple from Wikipedia and then apply a rule-based approach to integrate the RDF triple into the ontology of the KG [10] . Although this approach can integrate a predicate into the ontology of a KG, due to the sparsity of natural language text, bootstrapping training data to generate rules might not cover all possible patterns, and consequently, some rules may be missing.
To overcome this problem, we introduce T2KG, an automatic KG creation framework for natural language text. In T2KG, a hybrid approach that combines the rule-based approach and the similarity-based approach is introduced, using a vector-based similarity metric to identify corresponding predicates. Some preliminary results for the T2KG have been previously reported [13] . In this article, further details of the framework, experimental settings and the experimental results are described and discussed. In addition, we introduce new experimental results for the T2KG framework in a knowledge population task.
Knowledge Graph Creation
In this section, the architecture of the T2KG framework is described. The T2KG takes natural language text as input and produces a KG as output. As shown in Fig. 1 , the T2KG consists of five components: 1) entity mapping, 2) coreference resolution, 3) triple extraction, 4) triple integration, and 5) predicate mapping. The entity mapping component links an entity in natural language text to its corresponding entity in the KG. The coreference resolution component detects coreferring chains of entities, in which entities and pronouns in natural language text referring to the same entity are grouped together. The triple extraction component extracts a relation triple from natural language text by using the open information extraction technique. The triple 
Entity Mapping
The aim of the entity mapping component is to map an entity in natural language text to a uniform resource identifier (URI). In the entity mapping component, entities are recognized from natural language text to create a set of extracted entities. If an extracted entity can be mapped to an identical entity in a KG, the URI of such an entity in that KG can be used as a representative for the extracted entity. Otherwise, a new URI is assigned to the entity. For example, consider "dbepdia:United States" as a URI in the KG. If the entity "United States" in natural language text is mapped to "dbepdia:United States", the same URI is used. On the other hand, if the entity does not exist in the KG, a new URI, e.g., "ex:Barron Trump", is assigned to the entity "Barron Trump".
To further illustrate the flow of the T2KG framework, an example is given in Fig. 2 . In Fig. 2 , the example sentence is "Barack Obama was born in Honolulu, Hawaii. It is located in the United States.", the expected results of the entity mapping component are a set of mapping entities for each entity, e.g., Barack Obama = {dbpedia : Barack Obama}.
Coreference Resolution
The aim of the coreference resolution component is to detect coreferring chains of entities in natural language text and to group them together. This is an essential component because natural language text usually contains abbreviations, pronouns, and different expressions that refer to the same entities. With the coreference resolution component, an entity and its different expressions can be grouped so that actions for identical entities using different expressions can be identified. To discover chains of coreferring entities, a coreference resolver for the coreference resolution task is used [14] , [15] . An example is shown in Fig. 2 . The expected results of the coreference resolution component are coreferring chains of entities. Based on the input in the example, the coreferring chain is C2 = {Honolulu Hawaii, it}.
Triple Extraction
The aim of the triple extraction component is to extract relation triples from natural language text. This is a key step to acquire knowledge from natural language text. According to linguistic theory [16] , the meaning of an arbitrary sentence can be interpreted by considering a set of relations and its associated arguments. Consequently, a relation triple is defined as a triple describing a relation and its associated arguments in an arbitrary sentence. In our scenario, the relation is a predicate of a triple and its associated arguments are the subject of a triple and the object of a triple.
To extract a relation triple from natural language text, any open information extraction technique can be used. Open information extraction techniques are used to extract information from an arbitrary sentence using pattern templates, and then to convert such information into a relation triple. For example, as depicted in Fig. 2 , the example of the relation triple from the triple extraction component is <Barack Obama, born in, Honolulu Hawaii>, where "born in" is a relation, which is the predicate of the triple, and "Barack Obama" and "Honolulu Hawaii" are its arguments, which are the subject and the object of the triple, respectively.
Triple Integration
The aim of the triple integration component is to generate text triples using outputs from the entity mapping component, the coreference resolution component and the triple extraction component.
In the triple extraction component, we can extract relation triples from natural language text. However, entity mapping and coreference resolution among the entities of such triples are not performed. As a result, ambiguity in the triple occurs and links among entities in the KG are not established. Consequently, the relation triple must be transformed to conform to the standards of the KG. This is achieved by integrating the results from three components and transforming them with the following processes.
First, identical entities are grouped using coreferring chains from the coreference resolution component. Second, a representative for the group of coreferring entities is selected by the voting algorithm. Because entities in the same group might have multiple representations, the most commonly occurring representation, after excluding pronouns, for the group is chosen as the group representative. Third, all entities belonging to the group in the relation triples are replaced by the representative of their groups. Fourth, the relation of a relation triple is straightforwardly transformed into a predicate by assigning a new URI. Finally, if an object of a relation triple is not an entity, it is left as literal. After performing these processes, text triples are extracted from natural language text. Figure 2 shows an example of this component. The triple integration component generates the text triple, e.g., <dbpedia : Barack Obama, ex : born in, dbpedia : Hawai>. However, the predicate of the triple, ex : born in, is not mapped to any predicate in the KG in this component.
Predicate Mapping
The aim of the predicate mapping component is to map a predicate of a text triple onto an identical predicate in the KG. Previous studies mainly focus on predicate linking between KG triples [17] - [19] . This mapping cannot be applied in a straightforward manner for our task, since we aim to map the predicate of a text triple extracted from a sentence to its identical predicate in a KG triple. Although there are many studies on distance supervised learning for identifying relationships between entities in sentences [7] , [20] , they do not directly consider the mapping between a text predicate and a KG predicate. The most relevant study for our task is that by Exner and Nugues [10] .
In the above study [10] , a rule-based approach was proposed for mapping the predicate of a triple onto an identical predicate in a KG. However, the results depended on the generated rules. Because of the sparsity of natural language text in open domains, generated rules cannot cover all possible patterns. As a result, their approach is not sufficiently general for discovering new rules that have not previously appeared. Therefore, reasonable recall cannot be realized. To deal with heterogeneous vocabularies and to alleviate the sparsity of natural language text, a hybrid combination of a rule-based approach and a similarity-based approach using the vector-based similarity metric is proposed in the present study.
In our hybrid approach, rules for mapping a predicate in a similar way to [10] are learned, and then a similaritybased approach using the vector-based similarity metric is applied for unseen rules to determine identical predicates, as depicted in Fig. 3 . First, text triples are enriched by the triple enrichment module. This module enriches a text triple and a KG triple by their data types and classes, and then in- tegrates and normalizes the text triples, the KG triples and the enriched triples to create bootstrapped triples for use in the later modules. Second, the rule-based candidate generation module then uses the bootstrapped triples to create rules and then generates predicate-candidate pairs for the text predicate. Third, the similarity-based candidate generation module uses the bootstrapped triples to embed the elements of triples as vector representations, and then these vectors are used to compute the similarity between a text predicate and a KG predicate to generate predicate candidate pairs. Finally, the candidate selection module is used to select the most suitable mapping candidate. A candidate is then selected, completing the KG creation process. An example of this component is shown in Fig. 2 . As can be seen, ex : born in is mapped to dbpedia : birthPlace, and the triple <dbpedia : Barack Obama, dbpedia : birthPlace, dbpedia : Hawaii> is assigned to the generated KG. The details of each module are as follows.
Triple Enrichment
The triple enrichment module enriches text triples and KG triples and then integrates them to obtain the bootstrapped triples for the later modules. Text triples and KG triples are enriched with their classes and data types. The enrichment process is performed only on the subject (domain) and object (range) elements of a triple.
To enrich a triple, the subject and the object of the triple are bound to their corresponding class. For KG triples and text triples, whose subject or object is mapped to a KG entity, the subject and the object of the triple are bound using the vocabulary rdf:type. For example, given DBpedia as the KG, and <dbpedia : Barack Obama, dbpedia : birthPlace, dbpedia : Hawaii> as the triple, the enriched result is <dbpedia : Person, dbpedia : birthPlace, dbpedia : Location>. For the text triples, whose subject or object cannot be mapped to a KG entity, the name entity recognition (NER) system is used to retrieve the class of the subject and the object of the triple. Then, the class is mapped to the KG class using string matching as a workaround. For example, the NER class, Person, is mapped to the KG class, dbpedia : Person.
As well as the class of the entities, the data type is also considered. In the T2KG, we use the URI, string, number and date as data types. The data types of the subject and object of the triple are converted using a simple parser. If a subject or an object of a triple can parse the date, the date type is used. If a subject or an object of a triple contain only a number, the number type is used. If a subject or an object of a triple are a URI, the URI type is used. Otherwise, the string type is used. For example, given the triple <dbpedia : Barack Obama, ex : born in, dbpedia : Hawaii>, the result is <URI, ex : born in, URI>. All of the generated triples, called bootstrapped triples, are used as the output of this module.
Rule-Based Candidate Generation
The rule-based candidate generation module extracts rules and uses them to determine predicate-candidate pairs. In this module, a similar strategy as in [10] is implemented to create the following rules for mapping the predicate. First, if the subject and the object of the text triple are similar to the subject and the object of the KG triple, respectively, it is assumed that the predicate of the text triple and the predicate of the KG triple are equivalent. Note that, if the predicate of the text triple matches many predicates of the KG, the predicate of the KG that appears the most often with the text predicate is selected. Second, the class of the subject and the class of the object are used as constraints in the mapping. For example, <Person, ex : born in, Location> is mapped to dbpedia : birthPlace, when using DBpedia as the KG. Even though this approach uses bootstrapped triples to generate reliable rules, the number of rules is very limited due to the small number of bootstrapped triples and the sparsity of text, and thus, some rules are missing. To avoid such problems, a similarity-based approach using the vector-based similarity metric is applied in the T2KG framework.
Similarity-Based Candidate Generation
The similarity-based candidate generation module gener-ates predicate candidate pairs based on the similarity between predicates. Generally, a string-based similarity metric is used for the entity mapping or the predicate mapping task [18] , [21] , [22] . Due to the heterogeneous vocabularies in the open information extraction task, the string-based similarity metric can fail to correctly represent the similarity between predicates. To cope with heterogeneous vocabularies, each vocabulary should be learned and represented at a deeper level than just their textual string. We therefore propose a novel vector-based similarity metric for computing the similarity between elements of triples.
Mikolov et al. proposed vector representations of words that can capture both syntactic and semantic patterns in [23] . Inspired by this vector representation of words, we present elements of triples in the vector space using other elements in the same triple. The idea is that elements of triples that have a similar context should be embedded more closely with each other in the vector space than dissimilar elements. The objective function is then formulated as follows.
where σ(x) = 1/(1 + exp(−x)), e is an element of a triple, c is another element of the same triple, BT is a set of bootstrapped triples from the triple enrichment module, BT (e,c) are randomly generated negative triples of the element of the triple e in the context c, which are not contained in BT , neg is a negative example of the element of a triple in the context c,v c is an average of the vector representations of words in the context c, v e , v c , v neg ∈ θ and v e , v c and v neg are vector representations of elements of triples e, c and neg respectively. After acquiring a vector representation for each element of the triples, the similarity between a predicate of a text triple and a predicate of a KG triple is computed to generate a list of predicate candidate pairs, ranked by their similarity score. In our approach, the similarity score is defined as follows.
Sim(PT
where ST , PT , OT are the subject, the predicate and the object of the tripleT , respectively,T is a text triple, P KG is a predicate in KG, S P KGn and O P KGn are the n th pairs of subjects and objects, respectively, corresponding to the predicate P KG in the KG (<S P KGn , P KG , O P KGn > ∈ KG), N is the number of triples in the KG, whose predicates are P KG , and δ is the weight parameter between the predicate similarity and the context similarity. The basis for these scores is that the similarity between predicates can be measured directly by the cosine similarity of the vector, as reflected in the first term of Eq. (2). However, the predicate may vary depending on the context. Consequently, in the second term of Eq. (2), the similarity between contexts is also computed to validate the suitability of the predicate with its context. This assumption is based on the fact that the more suitable the context, the more likely the predicates can be mapped. Because the first and the second terms in Eq. (2) are different, the weight parameter is introduced to adjust the salient aspect between the predicate similarity and the context similarity. Equation (3) is proposed to compute the average vector representation of the context of P KG .
Candidate Selection
The candidate selection module selects the mapping for the predicate of the text triple. In this module, priority is given to the predicate-candidate pair that is generated by the rulebased candidate generation module. If such a predicatecandidate pair does not exist, the predicate-candidate pair generated by the similarity-based candidate generation module is then considered. If the similarity of the predicatecandidate pair is greater than the threshold θ, the predicate pair is mapped to the candidate. Otherwise, the new URI of the text triple, e.g., ex : born in, is assigned as the predicate. The output of the candidate selection module is the generated KG, in which some entities and predicates are linked to other KGs.
Experiment

Experimental Setup
Three experiments are designed to evaluate: 1) the performance of the hybrid approach in the T2KG framework, 2) the overall performance of the T2KG framework for the KG creation task and 3) the performance of the T2KG when populating an existing KG with new knowledge.
In the T2KG, each component is implemented and its parameters are configured as follows. In the entity mapping component, DBpedia Spotlight [12] is used to map entities. If an entity cannot be mapped to any of the DBpedia entities, a new namespace "ex:" is adopted as the prefix of the entity to create a new URI. This namespace can also be applied to an unmapped predicate. In the coreference resolution component, the Stanford NLP tool [14] , [15] is used as the coreference resolver. In the triple extraction component, OLLIE [7] , a state-of-the-art tool for open information extraction, is applied to extract relation triples from natural language text. In the triple enrichment module, the Stanford NLP tool is also used as the NER system. In the similaritybased candidate generation module, word2vec
† is used for † https://code.google.com/archive/p/word2vec/ the training vector representations of the elements of triples. The default parameter settings for the word2vec are used. To collect the corpus for creating vector representations of the elements of triples, text triples and KG triples are constructed. To gather the text triples, 120,000 Wikipedia articles are randomly selected and then the pre-processing step is applied. In the pre-processing step HTML markups, wiki marks and hyperlink annotations are removed. Duplicates of sentences are discarded. After that the pre-processed sentences are passed to the T2KG framework to create text triples. For KG triples, the whole DBpedia [1] is used. In the similarity-based candidate generation module, there are two hyperparameters: the weight δ and the threshold θ. To optimize these two parameters, we automatically create identical predicate pairs for the training data using the matching strategy for predicates of text triples and the predicates of the KG. The matching strategy for constructing the training data is conducted as follows. If the subject of the text triple and the subject of the DBpedia triple are the same and the object of the text triple and the object of the DBpedia triple are the same, we assume that the predicate of the text triple and the predicate of the DBpedia triple are the same. Figure 4 shows an example of the matching between the predicate of a text triple and the predicate of a KG triple for generating the training data. As shown in this figure, the subject and the object of the text triple and the DBpedia triple are equivalent. Consequently, the predicates, "ex:born in" and "dbpedia:birthPlace", are assumed to be equivalent. In the training data construction, the targets of the mapping predicate are 2,800 DBpedia ontology properties. Although this method can be used to find many of the matching pairs, it is possible that the validity of these pairs may be uncertain due to multiple matches. Multiple matches occur when two or more predicates share the same subjectobject pair. For example, "ex:bear in" might be mapped to both "dbpedia:birthPlace" and "dbpedia:deathPlace" if the same person (subject) was born and died in the same place (object). Consequently, multiple matching can lead to ambiguity in the dataset. To alleviate this problem, we simply remove text triples when a predicate has multiple matches. According to the above matching strategy, the number of mapped predicate pairs remaining is approximately 43,800. After that, we use the grid search algorithm to find suitable δ and θ parameters from the training dataset. The interval for the parameter search is [0.00, 1.00], and the step size is 0.01. The hyperparameters that performed best in the training data Fig. 4 Example of the matching strategy between a text predicate and a KG predicate.
are used in the experiment.
Experiment 1
The aim of this experiment is to evaluate the performance of our hybrid approach for the predicate mapping task. To investigate the accuracy of our approach, the rule-based approach from [10] is used as the baseline for comparison.
In the experiment, we manually create the benchmark dataset by randomly selecting 300 text triples and then asking an expert to create links between them and the DBpedia predicates. The dataset is available for download from † . In this experiment, given a predicate text, the algorithms return the DBpedia predicate having the highest similarity according to their respective methods. The micro/ macro precision, recall and F1 score are then used to measure whether the DBpedia predicate and the predicate text are correctly matched or not. The macro evaluation averages the performance for each predicate type across the dataset, while the micro evaluation aggregates the performance of all predicate types in the dataset. Table 1 shows the results of the rule-based approach compared with our hybrid approach. The experimental results indicate that the hybrid approach can improve the recall by 10.60%, 9.67% and F score by 4.72%, 4.41% in the macro/micro evaluation respectively. The recall results show that the discoverability of the hybrid approach is higher than the baseline, confirming that the hybrid approach including the similarity-based approach performs better at correctly matching predicates.
To further investigate the performance of the hybrid approach, we illustrate the failure of the rule-based approach. Although a text predicate is observed during the rule construction process, the subject-object pairs of the predicate do not cover all of the observed combinations. The rules for mapping some predicates of a text triple are missing. For example, given the text triple <dbpedia:Granai airstrike, occurs in, dbpeida: Granai>, the required rule of this triple is "dbpedia:Event, occur in, dbpedia:Thing". Although there are some learned rules for the text predicate "occur in", e.g. the rule "dbpedia:Event, occur in, dbpedia:Place", they are not an exact match with the required rule of this triple. The rule-based approach could not deal with text triples that do not match any rules. In contrast, the similarity-based approach in the hybrid approach allows the direct computation of the similarity between the representations of predicates. Based upon the above example, the text predicate "occur Table 1 The results of our approach in the predicate mapping task on the benchmark dataset comparing with the baseline (Experiment 1).
Approach
Macro in" can be mapped to dbpedia:place † . The hybrid approach therefore can alleviate the problems caused by the limitations of pattern-matching in the rule-based approach.
Experiment 2
The aim of this experiment is to evaluate the performance of the T2KG framework in the text-based KG creation task. Unlike Experiment 1, this experiment aims to evaluate the correctness of the results at the triple level. Because no gold standard exists for evaluating the results of generating triples from text, we conduct the evaluation by manually establishing a small set of triples from the text to be used as the gold standard. To create this gold standard, we randomly select 100 sentences from Wikipedia articles and then manually extract and map triples to the DBpedia triples. Note that to fairly evaluate the performance of the T2KG framework, the 120,000 Wikipedia articles for training the similarity-based candidate generation module are excluded from the random selection process.
To evaluate the results, 100 sentences are input to the T2KG framework. The precision, recall and F1 scores are then used as the evaluation metrics to evaluate the accuracy of the triples. Also, we measure the number of mapped triples to show the mapping ability of the framework. In this experiment, the T2KG framework without the similaritybased candidate generation module is used as the baseline. This baseline is similar to that used by Exner and Nugues, [10] .
The results are listed in Table 2 , and show the amount of discovered knowledge that can be integrated into the existing KG. It can be seen that the T2KG framework performs better than the baseline. Furthermore, the precision, recall and F1 score for the T2KG framework are also higher than those for the baseline.
The errors arising in each component of the system are also investigated. There are four main error sources in the framework: entity mapping, coreference resolution, triple extraction and predicate mapping. We therefore calculate the proportion of errors arising from each of these four components. The results show that 35.21% of the errors are caused by triple extraction, 23.00% by predicate mapping, 21.60% by coreference resolution and 20.19% by entity mapping. The reason the largest source of errors is triple extraction is because the task in this study is an open domain task, in which no schema or prior knowledge is provided. The errors in triple extraction mostly occur when extracting triples from a complex sentence, where a relation Errors in the elements of the generated triples are also inspected. We find that the largest number of errors is 38.18% caused by predicates, 36.97% by objects and 24.85% by subjects. The reason predicates resulted in so many errors is that the triple extraction step cannot perfectly extract predicates from natural language text due to the complexity of the text in open domains. Nonetheless, although the KG creation in our study is conducted in open domains, the T2KG system still reproduces approximately 50% of the quality and quantity of generated triples required for creating the KG.
Experiment 3
The aim of this experiment is to empirically investigate the performance of the T2KG framework for populating an existing KG with new knowledge extracted from text. In this experiment, two datasets, the gold standard and an online article, are used. The gold standard dataset contains 100 sentences, which are randomly selected from Wikipedia. This dataset is the same as that used in Experiment 2. The online dataset contains articles obtained from the Internet. To create this dataset, we randomly trawl articles on websites in various domains including news, movies, books and travel. Both datasets are then passed to the T2KG method to create the KG. Since this experiment investigates population of an existing KG with knowledge from text, the existing KG is used as the scope for this process. DBpedia is used as the existing KG. Consequently, only triples whose subject and predicate can be mapped to DBpedia, (mapped triples) are considered. After acquiring the mapped triples, the correctness of these triples is manually checked to evaluate their quality, and the number of new knowledge items (not originally in DBpedia) is measured. To evaluate the results, we report the summary statistics for the dataset, the number of triples extracted from the text, the number of extracted triples that could be mapped to DBpedia, the number of correctly mapped triples, and the number of new knowledge items. In this experiment DBpedia 3.9 (2016/04) is used.
The experimental results are presented in Table 3 , which shows that the T2KG framework can successfully populate DBpedia with extracted triples. Although some of this information is already contained in DBpedia, new information is also obtained with our framework. Furthermore, based on our observations, the results for the online dataset contain more unmapped triples than the gold standard dataset. This occurs because many entities in the online dataset cannot be mapped to DBpedia. For example, some entities are from movies which were released after the version of DBpedia used in this experiment. As a result, many triples and new data are discarded.
Conclusion
This paper presents the T2KG, an automatic KG creation framework for natural language text. In the T2KG, a hybrid approach for mapping predicates is introduced using a novel vector-based similarity metric. The experimental results indicate that the hybrid approach improves recall significantly for mapping a predicate to a KG. Furthermore, the experimental results demonstrate that the T2KG framework can successfully generate a KG from natural language text. Although KG creation in this study is conducted in open domains, the T2KG system still reproduces 50% of the available information in terms of both the quality and quantity of triples generated for the KG. In addition, a study on knowledge population, and the results indicate that T2KG can successfully populate DBpedia with new knowledge from text. Based on error analyses, the main pitfall of the framework is the triple extraction component when applied to an open information extraction system. This component not only degrades the performance across the whole framework but also introduces errors in the predicate mapping task. In the predicate mapping task, both the rule-based approach and the hybrid approach perform poorly when applied to open information to extract predicates containing many composite words. For example, the text triple <dbpedia: Gustav Klimt, be an important influence on dbpedia: Egon Schiele>. In this example, our method cannot find the rule and the representation of the predicate for computing the similarity due to many composite words in the text predicate. Therefore, both approaches fail to map such complex text triples. Fortunately, open information extraction is still an active area of research. In the future, we aim to improve the implementation of the T2KG framework using a later version of the open information extraction system.
