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Abstract
A canonical foraging task is the patch-leaving problem, in which a forager must decide to leave
a current resource in search for another. Theoretical work has derived optimal strategies for
when to leave a patch, and experiments have tested for conditions where animals do or do not
follow an optimal strategy. Nevertheless, models of patch-leaving decisions do not consider the
imperfect and noisy sampling process through which an animal gathers information, and how this
process is constrained by neurobiological mechanisms. In this theoretical study, we formulate
an evidence accumulation model of patch-leaving decisions where the animal averages over noisy
measurements to estimate the state of the current patch and the overall environment. Evidence
accumulation models belong to the class of drift diffusion processes and have been used to model
decision making in different contexts especially in cognitive and systems neuroscience. We solve
the model for conditions where foraging decisions are optimal and equivalent to the marginal value
theorem, and perform simulations to analyze deviations from optimal when these conditions are
not met. By adjusting the drift rate and decision threshold, the model can represent different
“strategies”, for example an increment-decrement or counting strategy. These strategies yield
identical decisions in the limiting case but differ in how patch residence times adapt when the
foraging environment is uncertain. To account for sub-optimal decisions, we introduce an energy-
dependent utility function that predicts longer than optimal patch residence times when food
is plentiful. Our model provides a quantitative connection between ecological models of foraging
behavior and evidence accumulation models of decision making. Moreover, it provides a theoretical
framework for potential experiments which seek to identify neural circuits underlying patch leaving
decisions.
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INTRODUCTION
In systems and cognitive neuroscience, decision-making has been extensively studied us-
ing the concept of evidence accumulation [1, 2]. Evidence accumulation has been implicated
for example in social decisions [3], sensory decisions [4, 10, 11], economic decisions [5], gam-
bling decisions [6], memory decisions [7], visual search decisions [8], and value decisions
[9]. Such processes of evidence accumulation can be well described quantitatively with a
drift-diffusion model, providing a moment by moment estimate of the animal’s internal ac-
cumulation process. This quantitative modeling has given the experimenter the opportunity
to investigate a myriad of neuronal mechanisms underlying these processes, for example the
contributions of different cortical areas that differentially accumulate evidence over time
[11–19]. Although this work has revealed a detailed account of the neural mechanisms asso-
ciated with decision-making, an outstanding question remains as to how these mechanisms
have been shaped by selection forces in the animal’s environment [20, 21].
Foraging is one of the most ubiquitous behaviors that animals exhibit, as search for
food is essential for survival [22, 23]. From a cognitive perspective, foraging comprises
aspects of learning, statistical inference, self-control, and decision-making, thus providing
the opportunity to understand how these processes have been shaped by natural selection
to optimize returns in the face of environmental and physiological constraints and costs
[21]. There is an increased interest to study foraging behavior within a neuroscience context
and link neural signals to relevant foraging parameters [24–29]. For example, during a
visual foraging task with non-human primates (Macaca mulatta), the activity in the dorsal
anterior cingulate cortex (dACC) region was found to increase while a patch depletes until a
threshold, after which the animal switches patches [24]. Other work has found that neurons
in primate posterior cingulate cortex (PCC) signal decision salience during visual foraging,
and thus relate to disengagement from the current patch [30].
A canonical foraging task is the patch leaving problem where an animal must decide
when to leave a resource to search for another. Ecological models, such as the well-known
marginal value theorem (MVT) [31], describe patch-leaving decision rules that an animal
should use to optimize its food intake. Deviations from optimal decisions may be due to
internal state-dependence or environmental characteristics [32]. Studies that link cognitive
biases to environmental structure highlight the importance of studying the decision-maker in
their natural environment, by framing decision making in terms of “ecological rationality”
(as opposed to “economic rationality”) [33–36]. The MVT and related work provides a
quantitative basis for understanding patch decisions, but does not give a mechanistic account
of the animal’s internal decision process and how it uses its experience to reach patch-leaving
decisions.
In this work we formulate a mechanistic model of patch leaving decisions by linking
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ecological models of the patch leaving problem with models of evidence accumulation that
are used in systems neuroscience. We call this model the foraging drift-diffusion model
(FDDM). This model builds on previous mechanistics models of patch leaving decisions [37–
42]. In our model, patch-leaving decisions are described by a drift-diffusion process [43, 44],
which represents the noisy process through which an animal accumulates evidence (by finding
food) and uses its experience to decide when to leave the patch. Evidence accumulation and
decisions within a patch are coupled to a moving average process that keeps track of the
average rate of energy intake available from the environment. We solve for conditions where
the model yields optimal foraging decisions according to the MVT, and perform simulations
to analyze deviations from optimal when these conditions are not met. We then consider
different decision “strategies”, which are adaptive to different environmental conditions, and
introduce a utility function into the model in order to account for sub-optimal foraging. More
importantly, our model generates testable predictions about the different decision strategies
an animal may employ in an uncertain environment. The model provides a quantitative
connection between foraging behavior and experiments that seek to understand the neural
basis of patch leaving decisions. For example, the model may be used to investigate how the
neural activity of a particular brain area is tuned to the decision variable, or how different
brain areas process other aspects of the decision making process detailed by the FDDM.
RESULTS
To present the model, we first define the governing equations then describe the dynam-
ics of patch depletion by introducing parameters to represent the patch characteristics in
the foraging environment. We then solve a simplified form of the model to establish condi-
tions where the foraging drift-diffusion model yields identical decisions to the marginal value
theorem. We show that optimal decisions can be represented in the model using different
decision “strategies”, including an increment-decrement mechanism, where receiving food
reward makes the forager more likely to stay in the patch, and a counting mechanism, where
receiving food reward makes the forager more likely to leave. Following this, we perform
simulations with the general form of the model, to show how noise in the patch decision
process and discrete food rewards affect energy intake and patch residence times. We then
consider different configurations of the foraging environment, and present approximate so-
lutions along with simulation results to show how the different decision strategies can be
adaptive, depending on the uncertain versus known information about the foraging envi-
ronment. Finally, we introduce a utility function into the model, and show how this can
quantitatively account for the salient experimental observation that patch residence times
tend to be longer than optimal.
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Energy and patch decision variables
E Estimated environment energy rate
τE Timescale for updates of E
r(t) Current gross rate of energy (food) intake
s Constant cost
x Decision state for when to leave a patch
τ Timescale for updates of x
α Drift rate
η Threshold for decision to leave a patch.
σ Noise for patch decisions
W (t) Wiener process
TABLE I. Variable definitions for the coupled model formulation in Eqs. 1-2.
Foraging drift-diffusion model (FDDM)
The model that we term foraging drift-diffusion model (FDDM) is a drift diffusion process
that includes two coupled variables. The first calculates the energy intake available from
the environment (E) by taking a moving average over a timescale τE. The second uses a
drift-diffusion process for patch leaving decisions, which we represent by a patch decision
variable x. Upon entering a patch x = 0, and changes in x occur with evidence accumulation
from a constant drift α and a time-dependent reward function r(t). The forager decides to
leave the patch when the threshold of x = η is reached. There is a constant cost of s, so
that the net rate of energy gain while in a patch is r(t) − s, and while traveling between
patches it is −s. The two equations are defined as:
1. Net energy intake rate
τEdE = (r(t)− s− E) dt (1)
2. Decision to leave a patch
τdx = (α− r(t)) dt+ σdW (t), (2)
Fig 1 shows a schematic of the model, an example for the probability density of x when
in a patch, and example traces of E and x across multiple patches (see Section S1 for details
on the numerical simulation of the probability density of the patch decision variable). Table
I lists the quantities defined in the governing equations.
Patch characteristics
We formulate equations to represent patch depletion, and incorporate a parameter that
interpolates between continuous and discrete food rewards. The function r(t) describes the
4
A B
1.0
0.5
0.0
0.5
1.0
0 1 2 3 4 5 6 7 8
0.0
0.2
0.4
0.6
0.8
1.0
Time in patch (normalized units)
P
ro
ba
bi
lit
y 
of
 le
av
in
g
cu
rr
en
t p
at
ch
: P
(t)
Expected patch
residence time:  T
x
(t
)/
(t
)
D
Time in patch (normalized units)
0
1
2
3
4
Fo
o
d
 r
e
w
a
rd
:
r(
t)
d
t
c= 2
c= 4
0 5 10 15 20
0.0
2.5
5.0
7.5
10.0
Pa
tc
h
 f
o
o
d
d
e
n
si
ty
: 
ρ(
t)
c= 2
c= 4
(t)
Total time (normalized units)
C
0
1
2
E
n
e
rg
y
Optimum E
E(t) energy estimate
E (actual avg)
Minimum to survive
Food received
0 5 10 15 20 25 30
1.0
0.5
0.0
0.5
1.0
x
(t
)/
(t
)
In patch
ρ0, τP, c
Ttr
Ttr
FIG. 1. Foraging-Drift-Diffusion Model. (A) Schematic showing the patch leaving problem:
A forager estimates the average rate of reward from the environment, and the decision to leave a
patch occurs when the internal decision variable reaches a threshold. Travel time between patches
is Ttr, and patches are described by the parameters ρ0, A, and c (see Table II). (B) Evolution of
the probability density of the patch decision variable (x) while in a single patch, along with the
time-dependent probability that the decision to leave the patch has been made. Blue arrows denote
the receipt of food rewards. (C) Energy estimate coupled with the patch decision variable over
multiple patches. (D) Patch depletion with discrete rewards, showing examples of the food reward
received and the time-dependent in-patch food density for different values of the food chunk size
(c).
rate of food reward that the animal receives while in a patch, and ρ(t) is the density of food
in the current patch. The initial density of food in the patch is ρ0, and when a forager finds
and eats a piece of food, the total amount of food remaining in the patch decreases.
To formalize this, we consider that patches have an area of a and that food is uniformly
scattered within a patch in chunk sizes of c. If the forager searches at a rate of v, the
probability of finding k chunks of food in a time interval ∆t is given by a Poisson distribution
with event rate of ρ(t)v∆t/c:
Pk = Poisson
(
ρ(t)v∆t
c
, k
)
. (3)
When food is found, the total amount of food remaining is reduced by an amount kc. On
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Patch variables and parameters
ρ(t) Time-dependent food density in the current patch
ρ0 Initial food density
A Patch size
c Food chunk size
Ttr Travel time between patches
TABLE II. Variables and parameters used to describe patch quality and depletion.
average, the total amount of food, aρ(t), changes according to
a 〈ρ(t+ 1)〉 → a 〈ρ(t)〉 − 〈k〉 c, (4)
where 〈·〉 denotes an ensemble average. Using Eq. 3, the ensemble average for the number
of pieces of food found in one time step is 〈k〉 = ρ(t)v∆t/c, and using this, average change
in density follows a linear differential equation [45]:
A
d 〈ρ〉
dt
= −〈ρ〉 , (5)
where A = a/v is the effective time constant of the patch. Without loss of generality, we
set v = 1, i.e. the forager explores one unit area per unit time, and therefore refer to A as
the “patch size”, with units of time. Average patch depletion (as well as the average rate of
reward received) follows a simple exponential decay:
〈ρ(t)〉 = 〈r(t)〉 = ρ0e−t/A, (6)
where t is the time spent in the current patch. Fig 1D shows example time traces of patch
density and food received for different values of the chunk size c. With larger chunk size
there is larger variability in the food rewards found per unit time. In limit of zero chunk
size, food reward is continuous and the food reward rate and patch density are equal to the
average density from Eq. 6: limc→0 r(t) = limc→0 ρ(t) = 〈ρ(t)〉.
Optimal foraging decisions and model equivalence to marginal value theorem
We solve the model to establish conditions on the drift rate α and the decision threshold η
which lead to optimal patch residence times. To do this, we consider E = 〈E〉 = const., (the
estimated value of energy is constant and equal to the actual average), σ = 0, (no noise on
the patch decision variable), and c = 0 (food reward is received continuously). We establish
an equivalence between the FDDM and the marginal value theorem for this case, then relax
these assumptions and use simulations to show that the derived rules lead to approximately
optimal patch decisions over a wide range of parameter values and configurations of the
foraging environment.
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First, we rewrite the marginal value calculation for patch residence time using the above
notation. If there is a travel time between patches of Ttr, then the average rate of energy
intake is given by a weighted sum of intakes during time spend in patches and traveling
between patches. Taking the derivative of the average energy intake rate, setting to zero,
and re-arranging, yields the well-known condition to solve for the optimal time Topt to stay
in a patch:
r(Topt)− s︸ ︷︷ ︸
marginal in-patch rate
=
∫ Topt
0
r(t)dt− s ∗ (Ttr + Topt)
Ttr + Topt︸ ︷︷ ︸
〈E〉=average energy rate
(7)
Eq. 7 can be written more compactly in the form r(T )− s = 〈E〉, where 〈E〉 is the average
energy rate from the environment. Using the average patch depletion dynamics (Eq. 6) in
Eq. 7, we can solve for the optimal time to remain in a patch:
Topt = A ln
ρ0
〈E〉+ s. (8)
Integrating the patch decision variable (Eq. 2) to the threshold and inserting Eq. 8 for the
optimal patch residence time yields a relationship between the threshold, drift rate, energy,
and patch parameters:
η = A
(
α ln
(
ρ0
〈E〉+ s
)
− ρ0 + 〈E〉+ s
)
. (9)
If Eq. 9 is satisfied, optimal decisions can be obtained with different values of the drift rate
α. To determine a valid range for α values, in Section S3 we solve for conditions on the
drift rate such that there is only a single threshold crossing up to the time Topt. In addition
to this, we omit the small range where α and η have opposite signs. With these conditions,
the valid range for the drift rate is
α ≤ 0, or α ≥ ρ0 − 〈E〉 − s
ln ρ0〈E〉+s
, (10)
Using this range, and also substituting E, the energy estimate, for 〈E〉, we highlight the
following different “strategies”:
Density-adaptive: αD = ρ0
Size-adaptive: ηS = 0
αS =
ρ0 − E − s
ln ρ0
E+s
Counting: αC = 0
Robust counting: αR < 0. (11)
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For the density-adaptive, counting, and robust counting strategies, η is defined by Eq. 9
with the corresponding value of α, and substituting E instead of 〈E〉.
These strategies are illustrated in Fig 2 using zero noise and discrete rewards. The
density-adaptive strategy (Fig 2A) uses an increment-decrement mechanism [39, 46] which in
previous work has been suggested as adaptive for the case when the forager does not initially
know the number of expected reward items on the patch [47]. In the FDDM framework, this
is implemented using η > 0 and α > 0, so that finding food makes the forager more likely
to stay in the patch, but otherwise the drift brings the x towards the threshold. We show in
Section S4 that using αD is optimal to adapt PRTs to uncertain food density within each
patch. The size-adaptive strategy also uses an increment/decrement mechanism, but with
different values of α and η that are optimal to adapt PRTs with respect to uncertainty in
the size of each patch (Section S4). This strategy uses a threshold of zero, such that x first
decreases below zero and then rises back to the threshold. Because x both starts and ends at
zero, the size-adaptive strategy is sensitive to noise and randomness in the timing of rewards
received. We therefore illustrate this strategy in Fig 2B by choosing a value α > αS, which
yields η > 0. The counting strategy has zero drift rate and a negative value of the threshold.
With this strategy, finding food makes the forager more likely to leave the patch, and the
forager leaves only after a set amount of food reward has been received (Fig 2C). Since the
choice of α = 0 in the counting strategy can cause PRTs to become infinite if patches do not
contain as much food as expected, we define an additional strategy termed ‘robust counting’
which has a nonzero drift α < 0. With this, there is still drift towards the threshold in the
absence of food reward; thus, in contrast to the density-adaptive or size-adaptive strategies,
both drift and receiving food reward bring x closer to the threshold (Fig 2D).
The size-adaptive and counting strategies represent limiting cases of η = 0 and α = 0,
respectively, and this makes these choices sensitive to noise. We therefore focus our analysis
on the density-adaptive and robust counting strategies, which have (α > 0, η > 0) and
(α < 0, η < 0), respectively. Patch decisions using these strategies are exactly equivalent
to the marginal theorem for the case of E = 〈E〉, σ = 0, and c = 0. In the next section we
investigate model behavior and compare simulated patch decisions to optimal for a range of
parameter values in the general case of E 6= 〈E〉, σ > 0, and c > 0.
Parameter dependence: noisy decisions and discrete food rewards
In the general case, individual patch decisions will be noisy, food may come in discrete
chunks, the estimate of available energy in the environment will vary as the forager explores
and obtains food rewards, and patches may vary in quality and distribution. We investigate
both a range of environmental configurations and patch parameters as well as different patch
decision strategies.
8
x(t)
η(t) (threshold)
In patch
Food received
A Density-adaptive (α=ρ0)
B Size-adaptive (η→0)
C Counting (α=0)
D Robust counting (α<0)
x
(t
),
 η(
t)
x
(t
),
 η(
t)
x
(t
),
 η(
t)
x
(t
),
 η(
t)
20
10
0
0
20
0 5 10 15 20 25 30 35 40
Total time (normalized units)
40
20
0
30
20
10
0
FIG. 2. Patch leaving decision strategies. Different strategies are represented with different
choices of the drift rate (α) and the threshold (η) (Eq. 11). (A) The choice α = ρ0 is optimal for
uncertainty in patch food density; this represents an “increment-decrement” mechanism for patch
decisions. (B) A threshold of zero is optimal for uncertainty in patch size. Since η = 0 is sensitive
to noise, we choose a small value η > 0 to illustrate. (C) The counting strategy uses zero drift, so
that the forager leaves after a set amount of food rewards (D) The robust counting strategy uses
α < 0 so that there is still drift towards the threshold. Each plot shows the patch decision variable
along with the time-dependent patch decision threshold that changes with receipt of food reward
due to updates of energy estimate.
To simplify model analysis, we use τ as the unit of time, and s as the unit of energy,
and set τE = 50τ to represent that the energy estimate occurs at a longer time scale that
individual patch decisions. We illustrate dominant trends by choosing an intermediate range
for characteristics of the foraging environment: E = 2s, A = 5τ , and Ttr = 5τ . Simulation
results for a range of different configurations defined in Section S2 are shown in Figs S1 and
S2.
Fig 3A shows that for small increases of noise on the patch decision variable, both the
mean energy intake and mean patch residence time stay near optimal values, but the variance
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FIG. 3. Noisy patch decisions and discrete food rewards. Shown are the average and
standard deviation of the energy intake and patch residence times, simulated using intermediate
values of the patch parameters: A = 5, Ttr = 5, and Eopt = 2 (or equivalently, ρ0 = 9.439). The
filled blue curves use the density-adaptive strategy, and the filled orange curves use the robust
counting strategy. The robust counting strategy simulations use α = −0.2ρ0. (A) Simulation
results when the noise on the patch decision variable (σ) is increased. (B) Simulation results when
the food chunk size (c) is increased.
of patch residence time increases. Even with zero noise, the mean simulated PRTs are slightly
lower than optimal; this is due to the finite time scale for the moving average estimate of
E. Because E increases within a patch and then decreases outside of a patch, E tends to
be slightly higher than the actual average energy when the agent leaves the patch (see Fig
1C). The increase in E causes the threshold to decrease in magnitude before the forager
leaves the patch (see Fig 2), which is why the average simulated PRTs are slightly less than
optimal.
With higher values of σ, the simulated average energy intake decreases, and the effect is
larger for the robust-counting (RC) strategy compared to the density-adaptive (DA) strategy.
With the DA strategy, the variance of patch residence time increases with noise, but the
average stays nearly the same. With the RC strategy, the variance increases more strongly
with noise, and for large values of σ, the average patch residence time is longer than optimal.
Fig 3B shows average energy intake and patch residence time when the food chunk size
(c) increases. For both strategies, larger chunk sizes increase the variance of PRTs without
much effect on the mean. However, the two strategies show opposite trends for average
energy intake: with the DA strategy, average energy decreases for large chunk size, but
with the RC strategy, average energy increases for large c, to values that are higher than
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the optimum determined by the marginal value theorem. This is because with a counting
strategy, food reward makes the forager more likely to leave the patch, and therefore patch
leaving decisions tend to occur immediately after receipt of a food reward, instead of after
a certain amount of time in the patch (Fig 2).
With large chunk sizes, the number of food chunks per patch will be small, and there-
fore instantaneous food intake and leaving decisions are not well described by a ‘rate’, as
expressed with the MVT. The optimum number of food chunks obtained per patch is
Nopt =
A
c
(ρ0 − E − s) . (12)
For example, using parameter values from Fig 3, a chunk size of c = 8 leads to Nopt = 4.02.
In this case it is difficult to assess current food density, which is why average energy intake
with the DA strategy is less than optimal. For extreme cases where Nopt < 1, which occurs
for example in small patch size, short inter-patch travel times, and low available energy in
the environment, the DA strategy performs poorly, while the RC strategy yields average
energy intake rates that are higher than MVT optimal (Fig S2).
Patch uncertainty and adaptive decisions
To this point we have considered cases where patch quality and inter-patch travel times
are the same for all patches; we now ask how the different strategies perform when aspects
of the foraging environment are uncertain and may vary from patch to patch. The MVT
predicts that foragers should stay longer in high quality patches, and shorter in low quality
patches. However, this assumes that as they enter a patch, the forager recognizes the ‘type’
of the patch and therefore adjusts their expectation of food rewards. We instead consider
that the forager only knows the average patch quality in the environment, and must use this
along with the estimate of E and its current experience of food rewards to determine when
to leave a patch.
We first consider the case that patch quality is uncertain, by varying the initial food
density of each patch. This is simulated by drawing the initial density (ρ0) from a Gaussian
distribution with mean ρ¯0 and standard deviation ∆ρ0. If the density of each patch is
known, the MVT predicts that the forager should adjust its PRT according to Eq. 8. For
the FDDM, we show in Section S4 that changes in patch residence time (T ) in response to
a small change in patch food density, ρ0 = ρ¯0 + δρ0, are approximated by
T ≈ Topt + A¯ (−ρ¯0 + E + s)
ρ¯0(−α + E + s) δρ0. (13)
With the DA strategy, foragers stay longer in higher quality patches (i.e. patches with higher
ρ0) and shorter in lower quality patches (i.e. lower ρ0), and changes from patch to patch
11
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FIG. 4. Different foraging environments with associated patch decision strategies.
Shown are simulation results with the density-adaptive and robust-counting strategies in two dif-
ferent foraging environments. The left column illustrates the foraging environment for a given
case, the middle column shows average energy and patch residence time when a particular strategy
is used in that environment, and the right column shows simulation results compared to optimal
strategies in each environment. All simulations use a noise level of σ = 0.3ρ¯0 and a patch size of
A = 5, and the robust counting strategy is implemented by setting α = −0.2ρ0. (A) Uncertainty
in patch food density. Patches have a Gaussian distribution for initial food density with mean
of ρ¯0 = 9.439 and a standard deviation of ∆ρ0 = 0.3ρ¯0, and rewards are received continuously
(c = 0). Travel time between patches is constant at Ttr = 5. (B) Scattered patches with discrete
rewards. Food reward is received in discrete chunks (c = 8) and each patch has the same initial
food density of ρ0 = 9.439. Travel time between patches is drawn from an exponential distribution
with mean T¯tr = 5.
asymptotically follow optimal adjustments. In contrast, the RC strategy yields the opposite
trend: patch residence time decreases with patch quality (Fig 4A). Simulations with added
patch decision noise agree well with Eq. 13 for small changes in ρ0 about ρ¯0, but for the
RC strategy there are deviations from the linear trend for large changes. This demonstrates
that for an environment where patch food density varies, the DA strategy yields an average
energy intake and PRT close to optimal, while using the RC strategy yields an energy intake
lower than optimal due to PRTs that are higher than optimal (Fig 4A).
We next consider a different configuration of the foraging environment: food is received
in discrete chunks, patches are randomly distributed about the landscape, but the quality of
each patch is the same. Because each patch contains the same amount of food, an optimal
strategy is to leave a patch after a certain amount of food reward is received, and thus a
‘counting’ strategy is expected to be optimal. We represent randomly scattered patches by
drawing inter-patch travel times from an exponential distribution with mean T¯tr. Simulations
with noise show that in this environment, the RC strategy leads to a higher average energy
intake than the DA strategy (Fig 4B). This is because the distribution of number of food
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items per patch is sharply peaked near the optimal value for the RC strategy, while the
distribution is broader with the peak skewed from optimal for the DA strategy (Fig 4B).
Similar to Fig 3B, Fig 4B shows that the RC strategy leads to mean energy intakes that
are higher than the optimum predicted by the MVT, because patch leaving decisions tend
to occur immediately following the receipt of food reward.
Another type of patch uncertainty can come from patches that vary in size. The size-
adaptive strategy defined in Eq. 11 yields adjustments to PRTs based on the size of each
patch that follow, in the limiting case of zero noise, the optimal times given by Eq. 8. How-
ever, because the size-adaptive strategy has a threshold of zero, it is very sensitive to noise.
In simulations with added noise, using a strategy close to the size-adaptive strategy with
a small but nonzero threshold yields similar or slightly lower average energy intakes com-
pared to the density-adaptive strategy when patch size is uncertain (Fig S3). This suggests
that while a forager with an appropriate strategy can nearly optimally adapt individual
patch residence times to uncertainty in patch food density, it is more difficult to use a noisy
sampling process to adapt individual patch residence times to uncertainty in patch size.
Sub-optimal behavior: satisficing
In the previous section we showed that the FDDM can represent different decision strate-
gies that are appropriate to optimize the response to uncertainty in different environments.
However, with the exception of the RC strategy in an environment where patch quality is un-
certain, simulations yield average PRTs that are near or slightly lower than optimal. Many
studies have examined patch residence times in comparison to MVT predictions; the most
common trend is that animals tend to stay longer in patches than predicted by the MVT
[32]. In this section we introduce a change to the model to account for this observation.
An animal’s perception of a reward, and subsequent foraging decisions, depend on their
internal state. One way to capture this is by using a utility function approach, borrowed
from behavioral economics [48–50]. Conceptually this is also related to ‘satisficing’ [51–56],
defined as the process by which animals do not seek to maximize food intake, but instead seek
to maintain food intake above a threshold. If food is plentiful, then the utility of increasing
intake is small; in this case, an animal will likely be more concerned with, for example,
avoiding threats than leaving a current patch in search of higher returns. Conversely, if food
is scarce, then survival depends on maximizing the rate of food rewards. The utility concept
can represent these scenarios.
We model this by introducing a utility function u(E), Which depends on available energy
in the environment. The utility function modifies patch decision dynamics by changing the
drift rate and the impact of receiving food:
τdx =
(
αu(E)− r(t)u(E)−sgn(η)) dt+ σdW (t). (14)
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Using this form, the utility function decreases the rate of drift towards the threshold, and
either increases or decreases the change in x with food reward depending on whether the
threshold is positive or negative. To set a form for u(E), first recall that the animal must
obtain energy E > 0 in order to survive. In the limit E → 0, we therefore expect that an
animal will adopt a foraging strategy that maximizes energy intake; this is set by u(0) = 1.
For high values of E, we expect that the animal cares less about maximizing food intake
rate, and therefore u should decrease. We consider two functions to represent this:
uexp(E) = (1− A)e−βE + A (15)
ulin =
1− βE if 1− βE ≥ AA if 1− βE < A , (16)
where β > 0 is a parameter that determines how fast the utility changes with energy We
choose these forms for u(E) to investigate the model response, and note that other functional
forms can be used.
Integrating Eq. 14 using either Eq. 15 or 16, setting σ = 0 and E = 〈E〉, and com-
bining with Eqs. 7-8 yields an approximate correction for how the utility function affects
both average intake energy intake and patch residence time. We compare this approximate
solution with simulation results in Fig 5. The simulations use the density adaptive strategy
in an environment where patch food density is uncertain (i.e. the same configuration as Fig
4A). The results show that using either form of the utility function leads to patch deci-
sions that approach optimal when energy is low, but deviate from optimality when energy
is high. Patch residence times are longer than optimal when the available energy is high,
in particular for the larger value of β show in Fig 5. Although both forms of the utility
function demonstrate longer than optimal patch residence times, the change of PRTs with
energy levels depends on whether the exponential or threshold linear form is used. In both
cases, simulation results agree reasonably well with the approximate solution. Analogous
results for the robust counting strategy, and for an environment with discrete rewards and
uncertain travel times, are shown in Fig S4.
DISCUSSION
In this study, we developed a foraging drift-diffusion model (FDDM) to describe how an
animal accumulates evidence over time in the form of food rewards and uses this experience
to decide when to leave a foraging patch. We solved for conditions where the FDDM yields
identical decisions to the marginal value theorem, and performed simulations to show how
deviations from optimality are affected by noisy patch decisions and discrete versus contin-
uous food rewards. By adjusting the drift rate and the threshold for patch decisions, the
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FIG. 5. Sub-optimal behavior. The utility of receiving additional food reward may depend on
the current rate of energy intake. We consider two possible functions: (A) Exponential decreasing
utility, shown using A = 0 in Eq. 15. (B) Threshold linear decreasing utility (Eq. 16), shown
here using a threshold of 0.65. Each form of the utility function has a parameter β that sets how
fast the utility decreases with energy. Simulation results using the exponential utility function
are shown in (C), and corresponding results using the threshold linear utility function in (D). For
each case of the utility function, the average energy intake and patch residence time are shown
for two different values of β. Solid lines are an approximate solution to the governing equations
and points are the mean and standard deviation of simulation results. Both (C) and (D) use the
density-adaptive strategy, and the environmental configuration and other parameters from Fig 4A.
Analogous results for the robust counting strategy, and an additional environmental configuration,
are shown in Fig S4.
model can represent different decision strategies, including an increment-decrement mecha-
nism, where finding food makes the animal more likely to stay in the patch, and a counting
mechanism, where finding food makes the animal more likely to leave the patch. We ob-
tained approximate solutions in addition to model simulations to demonstrate how these
different strategies are adaptive, depending on the known and unknown aspects of the for-
aging environment. We then showed that incorporating a utility function into the model can
quantitatively account for the common experimental observation that patch residence times
tend to be longer than optimal. Our model links ecological models of patch foraging with
drift-diffusion models of decision making, and by representing both MVT-optimal behaviors
and sub-optimal deviations, it provides a mechanistic description which yields predictions
for future experimental work.
The FDDM model builds on a body of previous work that has considered statistics of
patch depletion [45], averaging mechanisms to estimate available energy [57, 58], and “patch
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leaving potentials” or other mechanistic descriptions of when to leave a patch [37–42]. Re-
wards that come stochastically in discrete chunks have been treated in [45, 59], for example
the case of Poisson distributed rewards we considered as well as more general scenarios
[45]. The moving average of energy in the environment that we use is similar to a recent
experience-driven model, in that the timescale for updates of energy is finite [58]. Other
models have also considered that the forager creates a moving average of the average prof-
itability of the environment [57]. Previous mechanistic models of patch leaving decisions
have proposed that a forager has a patch potential, which declines in the absence of food
and increases when food is found, and then the forager leaves when the potential crosses
zero [37, 38]. This model has been used to analyze the behavior of parasitoid wasps seeking
hosts, where it is referred to as the incremental-decremental model [39]. In this model, find-
ing a successful host increases the potential, and thus the probability of staying, and in the
absence of a finding a successful host the potential continues to move towards the thresh-
old. The incremental/decremental model of parasitoid host decisions has been extended to
consider different types of encounters, i.ew˙ith parasitized or unparasitized individuals [40]
The increment/decrement mechanism has been modeled in a similar way by a considering
a leaving potential, which reflects how likely the forager is to leave [39, 41]. Another simi-
lar related model, based on the concept of increment-decrement, has been used to analyze
bumblebee foraging [42]. A different class of models have considered patch leaving rules
where the forager “counts”, for example leaving after a single food item has been found
[60]. By combining these different concepts into a single model with a tractable analytical
form, we provide a framework for future experiments that seek to understand different de-
cision strategies that may depend on environmental characteristics, neural dynamics, and
state-dependence of the animal.
The utility-function approach represents foraging decisions which lead to sub-optimal
energy intake and longer than optimal patch residence times. This formulation relates to
the mechanisms of satisficing and temporal discounting. Satisficing refers when animals do
not seek to maximize food intake, but instead to maintain food intake above a threshold
[51–56]. Temporal discounting refers to when the animal values current rewards more than
expected future rewards [61]. This can be called other things as well, for example impulsivity,
failure to delay gratification, and delay discounting [62, 63], and studies have examined this
phenomena in the context of inter-temporal choice tasks [64–66]. Various models of cognitive
biases have been formulated to represent staying in a patch longer than optimal (which is
also referred to as ”over-harvesting” the patch). One way is to define a subjective cost that
approximates the aversion to leave the patch [65, 67]. Another method is discounting of
future rewards, so that for example an expected large reward in a new patch is discounted
because of the time delay until which it is available [68]. An alternative interpretation uses
a decreasing marginal utility function, such that an expected large reward in a new patch is
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not viewed as proportionally better than the current low rate of reward in an almost-depleted
patch, for example due to costs associated with switching patches [69]. In our model, the
utility function describes an explore-exploit tradeoff; if food is plentiful, then the relative
utility of leaving the current patch to find a new patch with possibly higher rewards is small,
and therefore the animal strays longer in the current patch. The reason for this could be
that the animal is satisfied with its current rate of food intake, or that due to other factors
(e.g. risks involving with continued search), it values receiving smaller, certain rewards in
the present moment instead of leaving to obtain uncertain but possibly larger rewards. We
investigated two examples for the form of the utility function in Fig 5, and note that an
interesting area for future work is to ask how an animal’s perception of the value or utility
of a reward depends on internal state and external environmental conditions.
Foraging decisions differ from common models of economic choice in a key aspect: de-
cisions are sequential, instead of between discrete alternatives [73]. Experiments with the
self-control preparation, where an animal must choose between two alternatives, and the
patch preparation, which is a sequential foraging preparation, have seen behavioral differ-
ences even though from an economic standpoint the setups are equivalent [62]. Additionally,
when rats are required to physically move to perform foraging, the observed behavior differs
from tasks that simulate foraging by presenting sequential choices or that consider visual
search [65]. These studies highlight the importance of state-dependence and context to
understand decision-making processes. In future work it will be interesting to understand
the neural basis for why these treatments differ, and how this contributes to state- and
environment-dependent decision biases.
In this study we modeled a single forager acting independently. Often times a more
realistic situation involves others agents who simultaneously exist in the environment, which
leads to competitive and/or collective foraging. If foragers are competing for resources,
the ideal free distribution theory describes an optimal way to distribute multiple agents at
different food sources in relation to the quality of food sources and the density of competition
[74]. In other cases a group may forage together collectively, leading to individual decisions
that incorporate both non-social and social information (e.g. [75]). Patch-leaving decisions
will then depend on the group reaching consensus. The drift-diffusion modeling framework
has been extended to represent coupled decision-makers who share information to collectively
reach a decision [76], and this approach could be used to extend the FDDM to multiple agents
who make decisions as a group.
We considered that the forager knows the average patch food density (ρ¯0) and the average
patch size (A¯), and uses these to set an optimal decision “strategy” by choosing values of
the drift rate (α) and threshold (η). Other models have considered the process of learning
about the environment during foraging using reinforcement learning [77]. Reinforcement
learning (RL) is a framework to represent how an agent that receives information about the
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state of the world along with a scalar valued reward signal learns to select actions which
maximize the long run accrued reward. Kolling and Akam [77] reframed the MVT rule as an
average reward RL algorithm, which estimates relative values of staying and leaving using a
particular assumption about the patch’s reward rate dynamics. To incorporate RL into the
FDDM, one possibility is that the agent has to learn the patch characteristics (ρ¯0, A¯), and
then uses these learned values to set α and η. Another possibility is that the agent could
adjust α and η directly, based on feedback from the amount of reward received.
Bayesian foraging theories have considered how patch foraging decisions should be based
on a prior estimate of the distribution of patches and expected reward in the environment
[78–81]. For example, if you know the variability of the environment, you should adjust
the strategy. If you know patches contain a set number of reward items, then finding a
prey item should decrease your probability of staying at the patch (i.e. you should choose a
counting strategy). Conversely, if you know that patches vary in their quality, finding a food
item should increase the probability that you stay in the patch (i.e. the density-adaptive
strategy is a good choice). Experimental work has shown that bumblebees make exactly this
adjustment to their patch-leaving strategies [82], but bluegill fish do not [83]. Other studies
have considered the effect of reward uncertainty (e.g. [84, 85]), suggesting that foragers
may not follow optimal rules when patch quality is uncertain [86]. From our simulation
results, one possible explanation for sub-optimal decisions when the foraging environment
is uncertain is adopting the “wrong strategy” (Fig 4).
In the FDDM, the forager has memory of its previous foraging experience through the
estimate of available energy. A related question is how foraging decisions are affected when
the environment changes over time, which for example can lead to biases from contrast
effects [85]. The speed of environmental fluctuations affects which strategy is optimal [87],
and the relative importance of taking different adaptive strategies depends on the dynamics
and predictability of the environment [59]. Spatio-temporal autocorrelation is a common
feature of natural environments, and this may have driven certain observed decision biases
[88]. Related to this, work has shown that patch time allocation is influenced by recent
experiences of travel time [89–91], and patch quality [92–94].
In summary, in this work we developed a mechanistic model of a natural behavior (for-
aging), with a mathematical form inspired by models used in systems neuroscience. The
model considers an agent that calculates a moving average of the available energy in the
environment, and makes noisy patch decisions according to the receipt of food rewards and a
decision “strategy”, which can be adapted to optimize for the characteristics of the foraging
environment. This work provides a step towards establishing a unifying framework tying
concepts from systems neuroscience, ecology and behavioral economics to study naturalistic
decision making. With the advent of functional imaging [95–97] and wireless eletrophysio-
logical techniques in freely moving animals [98–102], one can monitor different brain areas
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simultaneously along with the detailed movement and postural dynamics of the animal
[103–108], with the aim to map the involvement of both neurobiological and biomechanical
mechanisms that relate to certain aspects of behavior. Additionally, recent advancements
in closed loop techniques allow precise perturbations of neural systems that depend on the
state and current behavior of the animal [109–111]. The proposed model provides a moment-
by-moment estimate of the evolution of the decision process, which enables future work to
map brain activity to quantitative behavioral variables using neural recordings and targeted
perturbations.
AUTHOR CONTRIBUTIONS
JDD and AEH have both conceived the project, formulated the model conceptually,
solved the model and wrote the manuscript.
ACKNOWLEDGMENTS
We would like to thank the Marine Biological Laboratory and course organizers Mark
Goldman and Michale Fee, where these ideas were first developed during the Methods in
Computational Neuroscience summer school. We would especially like to thank Sylvia Guil-
lory for initial work on the topic and helpful discussions.
REFERENCES
[1] Carlos D Brody and Timothy D Hanks. Neural underpinnings of the evidence accumulator.
Current opinion in neurobiology, 37:149–157, 2016.
[2] Timothy D Hanks and Christopher Summerfield. Perceptual decision making in rodents,
monkeys, and humans. Neuron, 93(1):15–31, 2017.
[3] Ian Krajbich, Dingchao Lu, Colin Camerer, and Antonio Rangel. The attentional drift-
diffusion model extends to simple purchasing decisions. Frontiers in psychology, 3:193, 2012.
[4] William T Newsome, Kenneth H Britten, and J Anthony Movshon. Neuronal correlates of a
perceptual decision. Nature, 341(6237):52, 1989.
[5] Sebastian Gluth, Jo¨rg Rieskamp, and Christian Bu¨chel. Deciding when to decide: time-
variant sequential sampling models explain the emergence of value-based decisions in the
human brain. Journal of Neuroscience, 32(31):10686–10698, 2012.
19
[6] Jerome R Busemeyer and James T Townsend. Decision field theory: a dynamic-cognitive
approach to decision making in an uncertain environment. Psychological review, 100(3):432,
1993.
[7] Roger Ratcliff. A theory of memory retrieval. Psychological review, 85(2):59, 1978.
[8] Braden A Purcell, Richard P Heitz, Jeremiah Y Cohen, Jeffrey D Schall, Gordon D Lo-
gan, and Thomas J Palmeri. Neurally constrained modeling of perceptual decision making.
Psychological review, 117(4):1113, 2010.
[9] M. Milosavljevic, J. Malmaud, A. Huth, C. Koch, and A. Rangel. The drift diffusion model
can account for the accuracy and reaction time of value-based choices under high and low
time pressure. Judgment and Decision Making, 5(6):437449, 2010.
[10] Bingni W. Brunton, Matthew M. Botvinick, and Carlos D. Brody. Rats and humans can
optimally accumulate evidence for decision-making. Science, 340(6128):95–98, 2013.
[11] Timothy D. Hanks, Charles D. Kopec, Bingni W. Brunton, Chunyu A. Duan, Jeffrey C.
Erlich, and Carlos D. Brody. Distinct relationships of parietal and prefrontal cortices to
evidence accumulation. Nature, advance online publication, January 2015.
[12] G. Deco, E.T. Rolls, L. Albantakis, and R. Romo. Brain mechanisms for perceptual and
reward-related decision-making. Prog. in Neurobiol., 103:194–213, 2013.
[13] K. Doya and M.N. Shadlen (Eds). Decision making. Curr. Opin. Neurobiol., 22 (6), 2012.
Special issue.
[14] B.A. Purcell, R.P. Heitz, J.Y Cohen, J.D. Schall, G.D. Logan, and T.J. Palmeri. Neurally
constrained modeling of perceptual decision making. Psychol. Rev., 117(4):1113–1143, 2010.
[15] J.N. Kim and M.N. Shadlen. Neural correlates of a decision in the dorsolateral prefrontal
cortex of the macaque. Nat. Neurosi., 2:176–185, 1999.
[16] G.D. Horwitz and W.T. Newsome. Representation of an abstract perceptual decision in
macaque superior colliculus. J. Neurophysiol., 91:2281–2296, 2004.
[17] L. Ding and J.I. Gold. Caudate encodes multiple computations for perceptual decisions. J.
Neurosci., 30:15747–15759, 2010.
[18] L. Ding and J.I. Gold. Neural correlates of perceptual decision making before, during, and
after decision commitment in monkey frontal eye field. Cereb. Cortex, 22:1052–1067, 2012.
[19] L. Ding and J.I. Gold. Separate, causal roles of the caudate in saccadic choice and execution
in a perceptual decision task. Neuron, 75:865–874, 2012.
[20] John W. Krakauer, Asif A. Ghazanfar, Alex Gomez-Marin, Malcolm A. MacIver, and David
Poeppel. Neuroscience needs behavior: Correcting a reductionist bias. Neuron, 93(3):480490,
Feb 2017.
[21] Dean Mobbs, Pete C Trimmer, Daniel T Blumstein, and Peter Dayan. Foraging for founda-
tions in decision neuroscience: insights from ethology. neuroscience, 13(18):19, 2018.
[22] David W Stephens and John R Krebs. Foraging theory. Princeton University Press, 1986.
20
[23] David W. Stephens, Joel S. Brown, and Ronald C. Ydenberg. Foraging: Behavior and
Ecology. University of Chicago Press, Sep 2008. ISBN 978-0-226-77265-3.
[24] Benjamin Y Hayden, John M Pearson, and Michael L Platt. Neuronal basis of sequential
foraging decisions in a patchy environment. Nature neuroscience, 14(7):933, 2011.
[25] Amitai Shenhav, Mark A Straccia, Jonathan D Cohen, and Matthew M Botvinick. Anterior
cingulate engagement in a foraging context reflects choice difficulty, not foraging value. Nature
neuroscience, 17(9):1249, 2014.
[26] Adam J Calhoun, Sreekanth H Chalasani, and Tatyana O Sharpee. Maximally informative
foraging by caenorhabditis elegans. Elife, 3, 2014.
[27] Adam J Calhoun and Benjamin Y Hayden. The foraging brain. Current Opinion in Behav-
ioral Sciences, 5:24–31, 2015.
[28] Benjamin Y Hayden and Mark E Walton. Neuroscience of foraging. Frontiers in neuroscience,
8:81, 2014.
[29] Fang Li, Mingbo Li, Wenyu Cao, Yang Xu, Yanwei Luo, Xiaolin Zhong, Jianyi Zhang,
Ruping Dai, Xin-Fu Zhou, Zhiyuan Li, et al. Anterior cingulate cortical lesion attenuates
food foraging in rats. Brain research bulletin, 88(6):602–608, 2012.
[30] David L Barack, Steve WC Chang, and Michael L Platt. Posterior cingulate neurons dy-
namically signal decisions to disengage during foraging. Neuron, 96(2):339–347, 2017.
[31] Eric L Charnov. Optimal foraging, the marginal value theorem. Theoretical population
biology, 9(2):129–136, 1976.
[32] Peter Nonacs. State dependent behavior and the marginal value theorem. Behavioral Ecology,
12(1):71–83, 2001.
[33] Tim W Fawcett, Benja Fallenstein, Andrew D Higginson, Alasdair I Houston, Dave EW
Mallpress, Pete C Trimmer, John M McNamara, et al. The evolution of decision rules in
complex environments. Trends in cognitive sciences, 18(3):153–161, 2014.
[34] Daniel G Goldstein and Gerd Gigerenzer. Models of ecological rationality: the recognition
heuristic. Psychological review, 109(1):75, 2002.
[35] Peter M Todd and Gerd Gigerenzer. Environments that make us smart: Ecological rational-
ity. Current directions in psychological science, 16(3):167–171, 2007.
[36] Peter M Todd and Gerd Gigerenzer. Ecological rationality: Intelligence in the world. OUP
USA, 2012.
[37] Jeffrey K Waage. Foraging for patchily-distributed hosts by the parasitoid, nemeritis
canescens. The Journal of Animal Ecology, pages 353–371, 1979.
[38] John McNamara. Optimal patch use in a stochastic environment. Theoretical Population
Biology, 21(2):269288, Apr 1982.
[39] Gerard Driessen and Carlos Bernstein. Patch departure mechanisms and optimal host ex-
ploitation in an insect parasitoid. Journal of Animal Ecology, 68(3):445–459, 1999.
21
[40] Jean-Se´bastien Pierre, Joan Van Baaren, and Guy Boivin. Patch leaving decision rules in
parasitoids: do they use sequential decisional sampling? Behavioral Ecology and Sociobiology,
54(2):147–155, 2003.
[41] Patsy Haccou, Sake J De Vlas, Jacques JM Van Alphen, and Marcel E Visser. Information
processing by foragers: effects of intra-patch experience on the leaving tendency of leptopilina
heterotoma. The Journal of Animal Ecology, pages 93–106, 1991.
[42] Dale E Taneyhill. Patch departure behavior of bumble bees: rules and mechanisms. Psyche:
A Journal of Entomology, 2010, 2010.
[43] Philip L Smith and Roger Ratcliff. Psychology and neurobiology of simple decisions. Trends
in Neurosciences, 27(3):161–168, March 2004.
[44] Roger Ratcliff, Philip L. Smith, Scott D. Brown, and Gail McKoon. Diffusion Decision Model:
Current Issues and History. Trends in Cognitive Sciences, 20(4):260–281, April 2016.
[45] H. Rita and E. Ranta. Stochastic patch exploitation model. Proceedings of the Royal Society
of London B: Biological Sciences, 265(1393):309315, Feb 1998.
[46] Eric Wajnberg, Xavier Fauvergue, and Odile Pons. Patch leaving decision rules and the
marginal value theorem: an experimental analysis and a simulation model. Behavioral Ecol-
ogy, 11(6):577–586, 2000.
[47] Yoh Iwasa, Masahiko Higashi, and Norio Yamamura. Prey distribution as a factor deter-
mining the choice of optimal foraging strategy. The American Naturalist, 117(5):710–723,
1981.
[48] Leslie Real and Thomas Caraco. Risk and foraging in stochastic environments. Annual
Review of Ecology and Systematics, 17(1):371–390, 1986.
[49] Herbert A Simon. Theories of decision-making in economics and behavioral science. The
American economic review, 49(3):253–283, 1959.
[50] Sandeep Mishra. Decision-making under risk: Integrating perspectives from biology, eco-
nomics, and psychology. Personality and Social Psychology Review, 18(3):280307, Aug 2014.
[51] Herbert A Simon. A behavioral model of rational choice. The quarterly journal of economics,
69(1):99–118, 1955.
[52] Herbert Simon. Reason in human affairs. Stanford University Press, 1990.
[53] Herbert A Simon et al. An empirically-based microeconomics. Cambridge Books, 2009.
[54] David Ward. The role of satisficing in foraging theory. Oikos, pages 312–317, 1992.
[55] Peter Nonacs and Lawrence M Dill. Is satisficing an alternative to optimal foraging theory?
Oikos, pages 371–375, 1993.
[56] Yohay Carmel and Yakov Ben-Haim. Info-gap robust-satisficing model of foraging behavior:
Do foragers optimize or satisfice? The American Naturalist, 166(5):633–641, 2005.
[57] Jane F Ward, Roger M Austin, and David W Macdonald. A simulation model of foraging
behaviour and the effect of predation risk. Journal of Animal Ecology, 69(1):16–30, 2000.
22
[58] Feng Zhang and Cang Hui. Recent experience-driven behaviour optimizes foraging. Animal
behaviour, 88:13–19, 2014.
[59] Sigrunn Eliassen, Christian Jrgensen, Marc Mangel, and Jarl Giske. Quantifying the adaptive
value of learning in foraging behavior. The American Naturalist, 174(4):478489, Oct 2009.
[60] John McNamara and Alasdair Houston. A simple model of information use in the exploitation
of patchily distributed food. Animal Behaviour, 33(2):553–560, 1985.
[61] John H Kagel, Leonard Green, and Thomas Caraco. When foragers discount the future:
Constraint or adaptation? Animal Behaviour, 34:271–283, 1986.
[62] David W Stephens. Decision ecology: foraging and the ecology of animal decision making.
Cognitive, Affective, & Behavioral Neuroscience, 8(4):475–484, 2008.
[63] Benjamin Y Hayden. Time discounting and time preference in animals: a critical review.
Psychonomic bulletin & review, 23(1):39–53, 2016.
[64] Tommy C Blanchard and Benjamin Y Hayden. Monkeys are more patient in a foraging task
than in a standard intertemporal choice task. PloS one, 10(2):e0117057, 2015.
[65] Andrew M Wikenheiser, David W Stephens, and A David Redish. Subjective costs drive
overly patient foraging strategies in rats on an intertemporal foraging task. Proceedings of
the National Academy of Sciences, page 201220738, 2013.
[66] Taiki Takahashi, Hidemi Oono, and Mark HB Radford. Psychophysics of time perception
and intertemporal choice models. Physica A: Statistical Mechanics and its Applications, 387
(8-9):2066–2074, 2008.
[67] Evan C Carter and A David Redish. Rats value time differently on equivalent foraging and
delay-discounting tasks. Journal of Experimental Psychology: General, 145(9):1093, 2016.
[68] Tommy C Blanchard, John M Pearson, and Benjamin Y Hayden. Postreward delays and
systematic biases in measures of animal temporal discounting. Proceedings of the National
Academy of Sciences, page 201310446, 2013.
[69] Sara M Constantino and Nathaniel D Daw. Learning the opportunity cost of time in a
patch-foraging task. Cognitive, Affective, & Behavioral Neuroscience, 15(4):837–853, 2015.
[70] Melissa Bateson and Alex Kacelnik. Rate currencies and the foraging starling: the fallacy of
the averages revisited. Behavioral Ecology, 7(3):341–352, 1996.
[71] C Randy Gallistel and John Gibbon. Time, rate, and conditioning. Psychological review, 107
(2):289, 2000.
[72] Alex Kacelnik. Normative and descriptive models of decision making: time discounting and
risk sensitivity. Characterizing human psychological adaptations, 208:51–66, 1997.
[73] Alex Kacelnik, Marco Vasconcelos, Tiago Monteiro, and Justine Aw. Darwins tug-of-war vs.
starlings horse-racing: how adaptations for sequential encounters drive simultaneous choice.
Behavioral Ecology and Sociobiology, 65(3):547558, Mar 2011.
23
[74] David W Stephens, Joel S Brown, and Ronald C Ydenberg. Foraging: behavior and ecology.
University of Chicago Press, 2008.
[75] Ariana Strandburg-Peshkin, Damien R. Farine, Iain D. Couzin, and Margaret C. Crofoot.
Shared decision-making drives collective movement in wild baboons. Science, 348(6241):
13581361, Jun 2015.
[76] Vaibhav Srivastava and Naomi Ehrich Leonard. Collective decision-making in ideal net-
works: The speed-accuracy tradeoff. IEEE Transactions on Control of Network Systems, 1
(1):121132, Mar 2014.
[77] Nils Kolling and Thomas Akam. (reinforcement?) learning to forage optimally. Current
Opinion in Neurobiology, 46(Supplement C):162169, Oct 2017.
[78] John McNamara and Alasdair Houston. The application of statistical decision theory to
animal behaviour. Journal of Theoretical Biology, 85(4):673690, Aug 1980.
[79] David C. Krakauer and Miguel A. Rodrguez-Girons. Searching and learning in a random
environment. Journal of Theoretical Biology, 177(4):417429, Dec 1995.
[80] John M. McNamara, Richard F. Green, and Ola Olsson. Bayes theorem and its applications
in animal behaviour. Oikos, 112(2):243251, Feb 2006.
[81] Ola Olsson and Joel S. Brown. The foraging benefits of information and the penalty of
ignorance. Oikos, 112(2):260–273, 2006.
[82] Jay M Biernaskie, Steven C Walker, and Robert J Gegear. Bumblebees learn to forage like
bayesians. The American Naturalist, 174(3):413–423, 2009.
[83] Elizabeth A Marschall, Peter L Chesson, and Roy A Stein. Foraging in a patchy environment:
prey-encounter rate and residence time distributions. 1989.
[84] Frederic Bartumeus, Daniel Campos, William S Ryu, Roger Lloret-Cabot, Vicenc¸ Me´ndez,
and Jordi Catalan. Foraging success under uncertainty: search tradeoffs and optimal space
use. Ecology letters, 19(11):1299–1313, 2016.
[85] John M McNamara, Tim W Fawcett, and Alasdair I Houston. An adaptive response to
uncertainty generates positive and negative contrast effects. Science, 340(6136):1084–1086,
2013.
[86] Alan C Kamil, Robin L Misthal, and David W Stephens. Failure of simple optimal foraging
models to predict residence time when patch quality is uncertain. Behavioral Ecology, 4(4):
350–363, 1993.
[87] Andrew D. Higginson, Tim W. Fawcett, Pete C. Trimmer, John M. McNamara, and Alas-
dair I. Houston. Generalized optimal risk allocation: Foraging and antipredator behavior in
a fluctuating environment. The American Naturalist, 180(5):589603, Nov 2012.
[88] Tommy Blanchard, Andreas Wilke, and Benjamin Hayden. Hot-hand bias in rhesus monkeys.
Journal of Experimental Psychology: Animal Learning and Cognition, 40:280, Jul 2014.
24
[89] Alejandro Kacelnik and Ian A Todd. Psychological mechanisms and the marginal value
theorem: effect of variability in travel time on patch exploitation. Animal Behaviour, 43(2):
313–322, 1992.
[90] Innes C. Cuthill, Alejandro Kacelnik, John R. Krebs, Patsy Haccou, and Yoh Iwasa. Starlings
exploiting patches: the effect of recent experience on foraging decisions. Animal Behaviour,
40(4):625–640, October 1990.
[91] Andra Thiel and Thomas S. Hoffmeister. Knowing your habitat: linking patch-encounter
rate and patch exploitation in parasitoids. Behavioral Ecology, 15(3):419–425, May 2004.
[92] Mark L. Wildhaber, Richard F. Green, and Larry B. Crowder. Bluegills continuously update
patch giving-up times based on foraging experience. Animal Behaviour, 47(3):501–513, March
1994.
[93] Yannick Outreman, Anne Le Ralec, Eric Wajnberg, and Jean-Sbastien Pierre. Effects of
within- and among-patch experiences on the patch-leaving decision rules in an insect para-
sitoid. Behavioral Ecology and Sociobiology, 58(2):208–217, June 2005.
[94] Andra Thiel and Thomas Hoffmeister. Selective information use in parasitoid wasps. Animal
Biology, 56(2):233–245, April 2006.
[95] Jason ND Kerr and Axel Nimmerjahn. Functional imaging in freely moving animals. Current
opinion in neurobiology, 22(1):45–53, 2012.
[96] Fritjof Helmchen, Winfried Denk, and Jason ND Kerr. Miniaturization of two-photon mi-
croscopy for imaging in freely moving animals. Cold Spring Harbor Protocols, 2013(10):
pdb–top078147, 2013.
[97] Kartikeya Murari, Ralph Etienne-Cummings, Gert Cauwenberghs, and Nitish Thakor. An
integrated imaging microscope for untethered cortical imaging in freely-moving animals. In
Engineering in medicine and biology society (EMBC), 2010 annual international conference
of the IEEE, pages 5795–5798. IEEE, 2010.
[98] Ming Yin, David A Borton, Jacob Komar, Naubahar Agha, Yao Lu, Hao Li, Jean Lau-
rens, Yiran Lang, Qin Li, Christopher Bull, et al. Wireless neurosensor for full-spectrum
electrophysiology recordings during free behavior. Neuron, 84(6):1170–1182, 2014.
[99] Tobi A Szuts, Vitaliy Fadeyev, Sergei Kachiguine, Alexander Sher, Matthew V Grivich, Mar-
garida Agrocha˜o, Pawel Hottowy, Wladyslaw Dabrowski, Evgueniy V Lubenov, Athanas-
sios G Siapas, et al. A wireless multi-channel neural amplifier for freely moving animals.
Nature neuroscience, 14(2):263, 2011.
[100] Reid R Harrison, Haleh Fotowat, Raymond Chan, Ryan J Kier, Robert Olberg, Anthony
Leonardo, and Fabrizio Gabbiani. Wireless neural/emg telemetry systems for small freely
moving animals. IEEE transactions on biomedical circuits and systems, 5(2):103–111, 2011.
[101] Laszlo Grand, Sergiu Ftomov, and Igor Timofeev. Long-term synchronized electrophysiolog-
ical and behavioral wireless monitoring of freely moving animals. Journal of neuroscience
25
methods, 212(2):237–241, 2013.
[102] Vikash Gilja, Cindy A Chestek, Paul Nuyujukian, Justin Foster, and Krishna V Shenoy.
Autonomous head-mounted electrophysiology systems for freely behaving primates. Current
opinion in neurobiology, 20(5):676–686, 2010.
[103] Alexander B Wiltschko, Matthew J Johnson, Giuliano Iurilli, Ralph E Peterson, Jesse M
Katon, Stan L Pashkovski, Victoria E Abraira, Ryan P Adams, and Sandeep Robert Datta.
Mapping sub-second structure in mouse behavior. Neuron, 88(6):1121–1135, 2015.
[104] Matthew Johnson, David K Duvenaud, Alex Wiltschko, Ryan P Adams, and Sandeep R
Datta. Composing graphical models with neural networks for structured representations and
fast inference. In Advances in neural information processing systems, pages 2946–2954, 2016.
[105] Jeffrey E Markowitz, Winthrop F Gillis, Celia C Beron, Shay Q Neufeld, Keiramarie Robert-
son, Neha D Bhagat, Ralph E Peterson, Emalee Peterson, Minsuk Hyun, Scott W Linderman,
et al. The striatum organizes 3d behavior via moment-to-moment action selection. Cell, 2018.
[106] Gordon J Berman, Daniel M Choi, William Bialek, and Joshua W Shaevitz. Mapping the
stereotyped behaviour of freely moving fruit flies. Journal of The Royal Society Interface, 11
(99):20140672, 2014.
[107] David J Anderson and Pietro Perona. Toward a science of computational ethology. Neuron,
84(1):18–31, 2014.
[108] Talmo D Pereira, Diego E Aldarondo, Lindsay Willmore, Mikhail Kislin, Samuel S-H Wang,
Mala Murthy, and Joshua W Shaevitz. Fast animal pose estimation using deep neural net-
works. bioRxiv, page 331181, 2018.
[109] Ahmed El Hady. Closed loop neuroscience. Academic Press, 2016.
[110] Steve M Potter, Ahmed El Hady, and Eberhard E Fetz. Closed-loop neuroscience and neu-
roengineering. Frontiers in neural circuits, 8:115, 2014.
[111] Logan Grosenick, James H Marshel, and Karl Deisseroth. Closed-loop and activity-guided
optogenetic control. Neuron, 86(1):106–139, 2015.
26
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FIG. S1. Full simulation results with added patch decision noise. Shown are the average
and standard deviation of the energy intake (left grid) and patch residence times (right grid), for
the density adaptive strategy (top) and the robust counting strategy (bottom), when the noise
on the patch decision variable (σ) is increased. The robust counting strategy is implemented by
setting α = −0.2ρ0 for each case. Each grid of 9 plots contains simulation results with different
values of the travel time and the optimal available energy in the environment: columns correspond
to values of Ttr = (1, 5, 10)τ , and rows correspond to values of Eopt = (0.5, 2, 5)s. For each plot,
the filled blue curve uses a patch size of A = 1.5τ , the filled red curve uses a patch size of A = 5τ ,
and solid line is the optimal energy or patch time.
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FIG. S2. Full simulation results with discrete food rewards. The organization of the grid
of plots and other parameters are the same as Fig S1, but show here are simulation results when
the food chunks size (c) is increased.
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FIG. S3. Uncertain patch size and adaptive strategies. Shown are simulations in an en-
vironment where the patch size is uncertain. The size of individual patches (A) is drawn from a
Gaussian distribution with mean A¯ = 5 and standard deviation ∆A = 0.3A¯. The average energy
and patch residence times, and the distribution of individual patch residence times, are shown
for three strategies: the density adaptive and robust counting strategies are implemented in the
same manner as in Fig 4, and also an approximate size-adaptive strategy with α = 1.05αS . Other
parameters are set corresponding to Fig 4: Ttr = 5, Eopt = 2 (or equivalently, ρ0 = 9.439), c = 0,
and σ = 0.3ρ0. The bottom three plots show patch residence times for each strategy along with
the optimal relationship from Eq. 8, and the approximate adjustment to PRTs calculated in Eq.
S22 according to the value of α for each strategy.
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FIG. S4. Full simulation results with different strategies and forms of the utility func-
tion. Analogous results to Fig 5C-D are shown here for both the density-adaptive strategy (left
grid) and the robust counting strategy (right grid), each in the two environments from Fig 4: un-
certain patch food density (top row), and scattered patches with discrete reward (bottom row).
Simulation parameters correspond to the analogous cases in Fig 4, except for the available energy
in the environment, which is varied here by changing the value of ρ¯0 in the simulations. For each
case of the utility function, the average energy intake and patch residence time are shown for two
different values of β. Solid lines are an approximate solution to the governing equations and points
are the mean and standard deviation of simulation results. (A) Results using the exponential
utility function (see Fig 4A). (B) Results using the linear threshold utility function (see Fig 4B).
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S1. Fokker-Planck formulation and numerical solution for probability density
Consider the master equation for the patch decision variable, rewritten here for clarity:
τdx = (α− r(t)) dt+ σdW (t). (S1)
We will formulate this as a Fokker-Plank equation and solve for the probability density via
the finite element method. To do this, we first define a normalized patch decision variable
with
y = τ
x(t)
η(t)
, (S2)
and take the differential:
dy = τ
dx(t)
η(t)
− τ x(t)
η(t)2
dη(t)
≈ τ dx(t)
η(t)
, (S3)
where the approximation is used, because the threshold η(t) changes slowly compared to
the patch decision variable. Now we can write a new master equation with this change of
variables:
dy = (αy(t)− ry(t)) dt+ σy(t)dW (t), (S4)
where αy(t) ≡ α/η(t), ry(t) ≡ r(t)/η(t), and σy(t) ≡ σ/η(t), and the decision threshold
occurs at y = 1. Note that since we consider strategies where α and η are either zero or
have the same sign, αy(t) will always be either zero or positive, setting a drift towards the
threshold. For food rewards, if η > 0 then ry > 0, and from Eq. S4 food reward will decrease
y, i.e. lowering it away from the threshold of y = 1. If η < 0, then ry < 0, and food will
increase y towards the threshold. Thus, the normalized formulation with the threshold at
y = 1 can represent the different decisions strategies without any other further modifications.
The Fokker-Plank equation corresponding to Eq. S4 is
∂G
∂t
= − (αy(t)− ry(t)) ∂G
∂y
+
σy(t)
2
2
∂2G
∂y2
, (S5)
where G(y, t) is the time-dependent probability density for the normalized decision variable
y. We keep the terms αy(t) and ry(t) separate, because the former is a continuous function
while the latter is defined by discrete inputs via a Poisson process when food rewards are
received in chunks.
To solve this using the finite element method, first let G = Ni(y)gi(t), where Ni(y) are
the shape functions and gi(t) are the nodal variables. Summation notation applies over the
indices i and j. After writing the weak form of the equation and setting the integral of the
residual to zero, we obtain the finite element matrix equation:
Mij
dgj
dt
= − (αy(t)− ry(t))Bijgj + σy(t)
2
2
Aijgj, (S6)
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where Mij is the mass matrix, Aij is a second-derivative matrix operator, and Bij is a
first-derivative matrix operator. We consider the solution over a domain of [−L, 1], and
choose the lower value of the domain as sufficiently low to encompass the full range of the
probability distribution of y. The upper boundary of y = 1 is absorbing, and therefore has
the condition G(1, t) = 0. We define the lower boundary as reflecting: ∂G(−L, t)/∂t = 0.
The mass matrix is defined by integrating the shape functions:
Mij =
∫ 1
−L
NiNjdy. (S7)
To define Aij, which is the second derivative matrix operator, we will use integration by
parts so that only a first derivative remains (and thus we will only need to use linear shape
functions). Writing out the integral, and then integrating by parts, we have
Aij =
∫ 1
−L
Ni
∂2Nj
∂y2
dy
= Ni
∂Nj
∂y
∣∣∣∣1
−L
−
∫ 1
−L
∂Ni
∂y
∂Nj
∂y
dy
= Ni
∂Nj
∂y
∣∣∣∣1 − ∫ 1−L ∂Ni∂y ∂Nj∂y dy, (S8)
where the last equality uses the zero-flux reflecting boundary condition at y = −L. For all
elements the 2nd term in Eq. S8 yields 1/dy((−1, 1), (1,−1)), where dy is the size of each
element. The absorbing boundary at y = 1 leads to a nonzero flux, and therefore must be
included in the global matrix calculation. To do this, consider the last element in the mesh.
Evaluating the boundary term yields an element matrix of 1/dy((0, 0), (1,−1)), which must
also be included in the calculation of Aij to enforce the boundary condition.
The first derivative matrix operator, Bij, is also defined by integrating by parts:
Bij =
∫ 1
−L
Ni
∂Nj
∂y
dy
= NiNj|1−L −
∫ 1
−L
∂Ni
∂y
Njdy
= NiNj|−L −
∫ 1
−L
∂Ni
∂y
Njdy (S9)
where the last equality applies the absorbing boundary condition of G(1, t) = 0. The
reflecting boundary condition at y = −L adds an additional contribution of ((1, 0), (0, 0))
to the first element of the mesh, which must also be included in the calculation of Bij.
To solve these equations numerically, the discrete food rewards are treated separately
from the drift and diffusion of the probability density. Therefore, in the code, we solve the
equation
Mij
dgj
dt
= −αy(t)Bijgj + σy(t)
2
2
Aijgj, (S10)
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and add an extra statement to shift the probability distribution when discrete food rewards
ry(t) are received.
We use the simulation to determine the flux through the upper boundary and the time-
dependent probability P (t) that a decision to leave the patch has been made. Flux through
the upper boundary can occur from either drift, diffusion, or the receipt of food reward. We
calculate P (t) by integrating over the probability density:
P (t) = 1−
∫ 1
−L
G(y, t)dy. (S11)
For the simulations shown in Fig 1C, we coupled patch decisions with the estimate of the
energy in the environment by using the expectation value of the decision time:
T¯ =
∫ tmax
0
T ′P (T ′)dT ′. (S12)
where tmax is a sufficiently large time value.
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S2. Simulations for full parameter range
In the main text we focused on the case A = 5τ , Ttr = 5τ , and E = 2s. To investigate
the full parameter dependence of the model, we consider scenarios that represent different
configurations of the environment:
1. Low, medium, and high available energy rates. The animal needs to obtain
energy E > 0 to survive. We therefore consider three regimes of the amount of energy
surplus available from the environment: low (E = 0.5s), medium (E = 2s), and high
(E = 5s).
2. Short, medium, and long inter-patch travel times. We consider this by using
three values for travel times: short (Ttr = τ), medium (Ttr = 5τ), and long (Ttr = 10τ)
3. Small vs large patches. A small patch will be depleted quickly, and a large patch
will be depleted slowly. We consider small patches with A = 1.5τ , and larger patches
with A = 5τ .
In all simulations, we set the energy level by using Eqs. 7-8 to solve for the value of ρ0 that
leads to a certain optimal energy level, given the values of the other parameters.
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S3. Range for drift rate values
Here we determine the values of the drift rate α that lead to valid model behavior, i.e.
where there is only a single threshold crossing during the time 0 < t < Topt. Consider the
value α = αS in Eq. 11, which yields a threshold of η = 0. For this case, the patch decision
variable will start at x = 0, decrease, and then increase again to reach the threshold at
zero. However, when α < αs, which yields η < 0, the patch decision variable will start at
zero and will at first decrease, crossing the threshold at an early time t < Topt, then staying
below the threshold before reaching it again at time Topt. Therefore, for some range of value
αcrit < α < αS, there will be two threshold crossings, one at t < Topt and one at t = Topt,
while outside of this range there is only a single threshold crossing at t = Topt.
We solve for the critical value of the drift rate, αcrit, by considering the derivative of the
patch decision variable at t = Topt. The critical value is when the derivative changes signs
from positive to negative, i.e.[
αcrit − ρ0e−T/A
]
T=Topt
= αcrit − E − s = 0, (S13)
which yields αcrit = E + s. For drift values in the range αcrit < α < αS, there will be two
threshold crossings, and therefore a simulation would need an extra rule to “ignore” the
first crossing in order to obtain optimal decisions. We therefore restrict drift values to be
outside of this range. In our analysis, we make a further restriction to simply results by
additionally neglecting the range 0 < α < αcrit, because in this range α and η have opposite
signs. Note that when α is near the boundaries of this range, we can expect patch decisions
to be very sensitive to the addition of noise on the patch decision variable, uncertainty in
patch characteristics, and/or if rewards come in discrete chunks.
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S4. Drift and threshold choices for optimal patch residence times with patch un-
certainty
The values of the drift rate, α, and the threshold, η, are defined using the average values
of the patch characteristics in the environment: the average initial patch density ρ¯0, and
the average patch size A¯. In this section we derive expressions for α and η to consider two
possible cases: to optimally adjust patch residence times for uncertainty in patch density,
or to optimally adjust patch residence times for uncertainty in patch size.
Eq. 8 is the optimal form for patch residence time as a function of patch density and
patch size; we repeat it here for clarity, using E = 〈E〉:
Topt = A ln
ρ0
E + s
. (S14)
We consider changes of patch residence time of the form
T = Topt + δT. (S15)
First consider a small change in patch density about an average value by using the expansion
ρ0 = ρ¯0 + δρ0. Plugging this into Eq. S14, expanding to first order terms, and comparing
with Eq. S15 yields the optimal first order changes in patch residence time as function of
changes in individual patch density:
δTopt =
A¯
ρ¯0
δρ0. (S16)
Similarly, considering a change in patch size of the form A = A¯+ δA yields an optimal first
order change in patch residence time with changes in patch size:
δTopt = ln
ρ¯0
E + s
δA. (S17)
We derive values for the drift rate and threshold so that either Eq. S16 or Eq. S17 are satis-
fied; these represent two different strategies that an animal may use to adapt to uncertainty
in an environment. In doing so, we demonstrate that both Eqs. S16 and S17 cannot be
satisfied; the strategies represented by these cases represent a tradeoff between optimally
adapting to uncertainty in patch density versus optimally adapting to uncertainty in patch
size.
We start with the integral of the patch decision variable equation (Eq. 2) with zero noise,
using the average patch depletion function from Eq. 6. Integrating up to a time T when the
threshold is reached yields
η = αT + ρ0A
(
e−T/A − 1) (S18)
Applying the condition that the threshold is reached at the optimal patch residence time in
Eq. S14 yields a relationship between the threshold and the drift rate:
η = A¯
(
α ln
(
ρ¯0
E + s
)
− ρ¯0 + E + s
)
, (S19)
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where we note that this is the same form as Eq. 9, except that here the average patch
parameters A¯ and ρ¯0 are used. We now combine Eq. S18 and S19, plug in expansions for
T = Topt + δT and ρ0 = ρ¯0 + δρ0, expand to first order in δT , and solve for the first-order
changes in patch residence times:
δT =
δρ0A¯ (−ρ¯0 + E + s)
ρ¯0(−α + E + s) + δρ0(E + s)
≈ A¯ (−ρ¯0 + E + s)
ρ¯0(−α + E + s) δρ0, (S20)
where the approximation uses a series expansion in δρ0 to first order terms. Comparing this
with Eq. S16 leads a value of α which satisfies optimal adaption to randomness in patch
density, which is simply
αD = ρ¯0. (S21)
We use an analogous process to calculate values of the drift rate and threshold for optimal
adaption to uncertainty in patch size. Again we combine Eq. S18 and S19, then plug in
expansions for T = Topt + δT and A = A¯+ δA, expand to first order in δT , and solve for the
first-order changes in patch residence times:
δT =
ρ¯0
(
A¯+ δA
)− ( ρ¯0
E+s
) A¯
A¯+δA
(
(E + s)A¯+ ρ¯0δA
)
ρ¯0 − α
(
ρ¯0
E+s
) A¯
A¯+δA
≈ (E + s)
(
ln
(
ρ¯0
E+s
)
+ 1
)− ρ¯0
−α + E + s δA, (S22)
where the approximation uses a series expansion in δA to first order terms. Comparing
this with Eq. S17 and solving for α yields the drift rate that satisfies optimal adaption to
randomness in patch size:
αS =
ρ¯0 − e− s
ln
(
ρ¯0
E+s
) . (S23)
Using this in Eq. S19 yields the threshold value of
ηS = 0. (S24)
Thus, for optimal adaptation to patch size, the decision variable will start at zero, decrease
to negative values as the animal finds food, and then increase back to zero for a decision to
leave the patch.
37
S5. Optimal energy when patches vary in quality
To investigate the model dependence on parameters and environmental characteristics,
we perform simulations by choosing a value of ρ0 such that optimal energy return of the
environment has a certain value. However, when patches vary in quality, we must consider
the distribution to calculate the optimal energy. In the simulation we consider patches where
Gaussian noise is added to the initial patch density (ρ0) and/or the patch size (A). These
distributions are defined by mean parameters ρ¯0 and A¯ and standard deviation parameters
∆ρ0 and ∆A. In this section we calculate a correction to the optimal energy that depends
on the standard deviation of initial patch food density ∆ρ0.
First, we write the average energy in the environment, following Eq. 7:
〈E〉 =
〈∫ Topt
0
r(t)dt
〉
− s ∗ (Ttr + 〈Topt〉)
Ttr + 〈Topt〉 , (S25)
where the average over the environment, denoted 〈·〉, must be evaluated over the distribution
of patches. Using Gaussian probability distributions for these, we have
P (ρ0) = Cρ0e
− (ρ0−ρ¯0)2
2∆ρ20 (S26)
P (A) = CAe
− (A−A¯)
2
2∆A2 , (S27)
where Cρ0 and CA are normalization factors. The average of some quantity z over these
probability distributions is
〈z〉 =
∫ ∞
0
∫ ∞
0
zP (ρ0)P (A)dρ0dA, (S28)
where the lower end of the integral should be restricted to zero, because patches cannot have
negative density or size. We first use this to evaluate the average return from patches by
using the optimal time from Eq. 8:〈∫ Topt
0
r(t)dt
〉
= 〈ρ0A− A (〈E〉+ s)〉
≈ ρ¯0A¯− A¯ (〈E〉+ s) , (S29)
where the approximation uses an evaluation of the Gaussian probability distribution over a
full range, instead of restricting to positive values as expressed in Eq. S28. This approxi-
mation holds well for ∆ρ0/ρ¯0  1 and ∆A/A¯  1. To evaluate the average optimal patch
residence time, we use the same approximation for the distribution of A, but evaluate the
distribution of ρ0 over the restricted range due to the nonlinear form:
〈Topt〉 =
〈
A ln
ρ0
〈E〉+ s
〉
≈ A¯
∫ ∞
0
ln
ρ0
〈E〉+ sP (ρ0)dρ0. (S30)
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The solution to this integral can be expressed in closed form using special functions; we
performed this calculation using Mathematica. We use this to calculate a correction to the
optimal energy, which was used to plot results in Fig 4, 5, and Fig S4. For example, using
ρ¯0 = 9.439 and ∆ρ0 = 0 leads to Eopt=2, while using ρ¯0 = 9.439 and ∆ρ0 = 0.3ρ¯0 (which
was used Fig 4), leads to Eopt = 2.077. To apply this to the cases shown in Figs 5 and S4,
we found that the solution for the correction to the optimal energy, using Eqs. S25 and S30
can be approximated as a linear function function of the “uncorrected” energy, E0, using
Eopt ≈ 0.0256307 + 1.02563E0.
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