Abstract. The braid group Bn, endowed with Artin's presentation, admits two distinguished involutions. One is the conjugation by the generalized half-twist (Garside element), another is the antiautomorphism Bn → Bn, v →v, defined by reading braids in the reverse order (from right to left instead of left to right). We classify braids invariant under these involutions by means of canonical decompositions based on the Dehornoy ordering. In particular, we give a short proof that the map Bn → Bn, v → vv is injective, a result which was proved by different methods by the author, D. Garber, S. Kaplan and M. Teicher.
an automorphism (resp. an antiautomorphism). The induced involutions will still be denoted by τ and rev respectively. The elements of G which are order-reversing invariant are called palindromic. Palindromic elements of Artin's Braid group B n , equipped with Artin's presentation will be called palindromic braids. The Artin's presentation consists of n − 1 generators σ 1 , . . . , σ n−1 and relations (1.1) σ i σ j = σ j σ i for |i − j| ≥ 2, and (1.2) σ i σ i+1 σ i = σ i+1 σ i σ i+1 for 1 ≤ i ≤ n − 2.
Palindromic and τ -invariant braids have nice geometric interpretations. Given a geometric braid x, denote by x its closure into a link inside a fixed solid torus D 2 × S 1 . The solid torus admits the involution inv :
whose set of fixed points consists of two segments (t ≡ 0 (mod π) and θ ≡ 0 (mod π)), which is the intersection of the axis of the 180 o rotation with the solid torus. Restricted to the boundary, this is just the Weierstrass involution of the standard torus. Observe that rev(x) is nothing else than inv( x) with the opposite orientation. In particular, if a braid x ∈ B n is palindromic then x coincides with inv( x) with the opposite orientation, see An interesting example of a palindromic braid is provided by the Garside element ∆ = ∆ n ∈ B n , the generalized half-twist on n strands, defined inductively by ∆ 2 = σ 1 , and ∆ n = σ 1 σ 2 · · · σ n−1 · ∆ n−1 .
It turns out, as is directly verified, that τ is exactly conjugation by ∆, i.e., τ (x) = ∆β∆ −1 = ∆ −1 β∆ for all x ∈ B n . See This paper studies properties, and gives classification results for, braids invariant under rev and τ . In particular, we show that any palindromic braid admits a unique canonical decomposition (Theorem 4.5). This decomposition bears a formal analogy with the Garside decomposition but is based on the Dehornoy ordering. An interesting particular case is that of pure palindromic braids ( §3). In this case, the decomposition is simpler: a braid is pure palindromic if and only if it lies in the image of the palindromization map pal : x → xx. The uniqueness result, in this case, says that pal is injective (see Theorem 3.1). Finally, we classify in §6 the braids invariant under the group generated by rev and τ (Theorem 6.4).
The monoid B + n
The monoid B + n of positive braids consists of braids which admit a word representative which does not contain σ
Among positive braids, we can consider those whose number of crossings between any two strands is less or equal to 1: they form the subset S + n ⊂ B + n of positive permutation braids. The trivial positive braid is denoted e.
Since the symmetric group S n is the quotient of B n by the subgroup normally generated by the square σ 2 i of Artin generators, there is a canonical epimorphism B n → S n . This map is the permutation induced on the strands. The kernel P n of this map is the subgroups of pure braids. Of related interest is the canonical map S + n → S n given by the inclusion S + n ⊂ B + n ⊂ B n , followed by the projection onto S n . This map is bijective, so S + n is in canonical bijection with the group S n of permutations (see for instance [6, §2] ): every permutation determines a unique positive permutation braid. For instance, the permutation which exchanges every pair of indices 1 ≤ i < j ≤ n is the permutation associated to ∆ n ∈ S + n .
For a positive braid, the starting set
n } is well-defined. Similarly, the finishing set is defined by
n }. For instance, S(∆ n ) = {1, . . . , n − 1}. In fact, ∆ n is the unique element in S + n having this property [6, Lemma 2.7] . For any α ∈ B + n (2.1)
In particular,
The center of B n is generated by ∆ 2 and is isomorphic to Z. Therefore abelianization of B n yields a canonical homomorphism | · | : B n → Z, which coincides, when restricted to B + n , with the word length with respect to Artin generators. We have |σ i | = 1 for any 1 ≤ i ≤ n − 1 and the trivial braid e is the only positive braid having zero length.
3. Pure palindromic braids 3.1. The palindromization map. There is a canonical way of producing palindromic braids from arbitrary braids. It consists in applying the map
which we call the palindromization map. The first part (injectivity) is proved in §3.2. Another combinatorial proof of the injectivity of pal is given in [3] . The second part will be deduced from Theorem 4.5 in §5.
Remark 3.2. It is readily seen that not all palindromic braids are in the image of pal. For instance, ∆ ∈ Im(pal) (in fact, ∆ is not even a pure braid) and ∆ = ∆. Fig. 3 .1 below displays the equality ∆ = ∆ for ∆ = σ 1 σ 2 σ 3 σ 1 σ 2 σ 1 , the generalized half-twist on four strands. We note the following consequences of Theorem 3.1.
Assume that x has the same associated permutation as ∆ = ∆ n . Then there exists γ ∈ B n such that x = ∆ −1 γγ = τ (γ)∆γ.
Proof. The braid y = ∆x is pure and
We can therefore apply Theorem 3.1: there exists γ ∈ B n such that y = ∆x = γγ.
Corollary 3.4. Let x be a pure braid invariant under rev and τ . Then there exists a unique braid γ ∈ B n such that x = γγ and τ (γ) = γ.
Proof. The existence of γ ∈ B n such that x = γγ follows from Theorem 3.1. Since rev and τ commute, we have τ (x) = τ (γ)τ (γ) = γγ = x. Applying again Theorem 3.1 (injectivity of pal) yields τ (γ) = γ.
3.2.
Proof of injectivity of pal. There is a total order < on B n , called the Dehornoy order, which is left-invariant in the sense that x < y implies zx < zy for all x, y, z ∈ B n . Let 1 ≤ i ≤ n − 1. A word of the form
where x 1 , . . . , x k are words in the letters σ Proof. By Theorem 3.5, x is either σ-positive or σ-negative. Assume x > e. Then by Lemma 3.6, x > e. So xx > e. Therefore, xx = e.
Assume now that xx = yy. Write y = xγ, γ ∈ B n . Then we have y = γx, hence yy = x γ γ x = xx. Therefore γγ = e. By Lemma 3.7, γ = e. Hence pal is one-to-one.
Remark 3.8. The proof of the injectivity of pal relies on the the fact that the Dehornoy ordering has the property described in Lemma 3.6. So more generally, the following result is true. For instance, Theorem 3.9 applies to the Artin-Tits group of type D n with Artin's presentation. By contrast, the following observation has been known for a long time.
Proposition 3.10. There is no total left-invariant order < on B n such that x > e implies τ (x) = ∆x∆ −1 > e for all x ∈ B n . Proof. Otherwise, by the same reasoning as in the proof above, we would conclude that the map x → x τ (x) is injective, which is not true (even on P n ).
Remark 3.11. The map pal is not increasing. For instance, set x = σ 1 σ 2 and y = σ 2 1 . It follows from the definition that x < y. However, pal(x) > pal(y). Indeed, we have pal(x) = σ 1 σ 2 2 σ 1 and pal(y) = σ 4 1 . We rewrite pal(y) −1 pal(x) so as to find a representative which is σ-positive:
Classification of palindromes
4.1. Generalized multiple half-twists and positive braids. We use notation of §2.
We adopt the convention that ∆(∅) = e (trivial braid). Let I, J be subsets of [1, n] . Define d(I, J) = min x∈I y∈J |x − y|.
Given an arbitrary subset J of [1, n], we decompose it as a disjoint union of connected subsets
with the requirement that
Such a decomposition is unique (up to order of the factors): we shall call it the canonical decomposition of a subset J ⊆ [1, n]. It is characterized by the property that in the decomposition (4.1), the number r of factors J i is minimal. Define
Because of (4.2) and the Coxeter relation (1.2), ∆ J is well-defined: its definition (4.3) does not depend on the order in which the product is written. For instance, ∆ {1,...,n} = ∆ n+1 ∈ B n+1 . The behaviour of ∆ I is natural with respect to a number of operations.
The permutation associated to ∆ I k (i) is given by the map
Proof. The braids ∆(J i )'s in the product (4.3) operate on mutually disjoint connected subsets of strands. Hence it suffices to see that each ∆(J i ) is a positive permutation braid, which is true. This proves 1). 2) is a direct computation proved by induction on k. For 3), we consider the associated permutations ∆ I and ∆ J in S n . Given 2), the decomposition (4.1) of J into a union of connected subsets with the distance requirement (4.2) implies that ∆ J is a product of disjoint cycles ∆ J i with supports, respectively
Since ∆ I = ∆ J , their cycle decompositions coincide. So their supports also coincide, hence I = J. This proves 3). 4) is obvious from the definitions. Finally, it suffices to prove 5) and 6) on a connected subset I. The proof is then a direct induction on the length of I.
We view ∆ I as a kind of a multiple half-twist, generalizing Garside's half twist ∆. The introduction of ∆ I is motivated by the combinatorics of the prefix of a positive braid:
Proof. It is sufficient to prove the result for J connected. Indeed, let
Then applying the result for
and ∆(J 2 ) act on mutually disjoint connected subsets of strands. It follows that J 2 ⊆ S(γ). Applying again the result for J 2 to γ, we find
We now prove the result for J = I k (i). For simplicity, we may assume that i = 1. Write α = α 1 · · · α r in left-canonical (Garside-Thurston) form, as a product of permutation braids. It follows that S(α) = S(α 1 ). Let π be the permutation induced by α 1 . For each 1 ≤ i ≤ k, π(i) > π(i + 1) since i ∈ S(α 1 ) (see [6, Proposition 2.4] ). Thus π(i) > π(j) for each 1 ≤ i < j ≤ k. Then α 1 is the positive permutation braid in which every pair of strings between 1 and k crosses once, so it must be ∆ k+1 .
Finally, we note that the Garside-like elements are easy to compare with respect to Dehornoy's ordering <. To describe the result, we recall the lexicographic ordering on subsets of [1, n] . Let I, J be subsets of [1, n] . We say that I < J if the smallest element in I ∪ J not contained in the intersection I ∩ J is contained in I. Proof. This is a straightforward verification. 
Proof of
Prop. 4.3. Let I = I 1 ∪ · · · ∪ I r and J = J 1 ∪ · · · ∪ J s be the two canonical decompositions of I and J respectively. Up to reindexing, all elements in I i (resp. J i ) are strictly smaller than all elements in I i+1 (resp. J i+1 ) for all 1 ≤ i < r (resp. for all 1 ≤ i < s). Suppose that J < I. Then there exists 1 ≤ k ≤ r such that I i = J i for all 1 ≤ i < k and J k< I k . So ∆ −1 I ∆ J = k≤i≤r ∆ −1 I i k≤i≤s ∆ J i = k+1≤i≤r ∆ −1 I i (∆ −1 I k ∆ J k ) k+1≤i≤s ∆ J i . By Lemma 4.4, ∆ −1 I k ∆ J k is σ j -
4.2.
A canonical decomposition for palindromic braids. Given an ordering < on a set, we denote by < opp the opposite ordering defined by x < opp y if y < x. Let x ∈ B n . Denote by ℓ(x) ∈ N the minimal number of Artin generators σ 
Let < be the Dehornoy ordering of B n . The decomposition (4.4) is unique provided that (∆ I , γ) is minimal with respect to the lexicographic ordering ≺ min = (<, <), resp. ≺ max = (<, < opp ), on B n × B n and ℓ(γ) is minimal. The decompositions (4.4) with the foregoing requirements on (∆ I , γ) will be called the canonical decompositions of minimal type and maximal type respectively. Remark 4.6. Suppose that α ∈ B + n is palindromic. To ensure uniqueness of the decomposition (4.4) for α, it is not enough to require that the length |γ| of γ be maximal, as the following example shows:
In fact, it is not even enough to fixe ∆ I in the decomposition to ensure uniqueness, as the following example shows.
Example 4.7. Consider the braid x = (σ 2 σ 3 σ 1 ) 2 ∈ B + 4 . It is readily verified that x = ∆ {1,2,3} , hence x is palindromic. However, this is not the canonical decomposition. The following equality shows that the map γ → γ∆ I γ is not injective in general:
Since σ 3 σ 2 < σ 1 σ 2 , the second decomposition is not the min-canonical decomposition. We leave it to the reader to verify that the first decomposition is the min-canonical decomposition, whereas the second decomposition is the max-canonical decomposition. 
4.3.1.
Existence. We must show that every palindrome in B n admits a decomposition of the type (4.4). We begin with a preliminary lemma.
n . Proof of lemma 4.9. Apply Lemma 4.2 to x and J = S(x), thus x = ∆ S(x) γ for some γ ∈ B + n . If γ = e, we are done. Otherwise F (γ) = ∅, so there exists k ∈ F (γ). Since x = x, we have F (γ) ⊆ S(x). Hence k ∈ S(x). Hence x = σ k Aσ k for some A ∈ B + n .
Let now x ∈ B + n such that x = x. We apply Lemma 4.9 to x. If x = ∆ I for some I ⊆ [1, n], we are done. Otherwise
applies to A 1 . An immediate induction using repeatedly (at most k times) Lemma 4.9 shows that either x = γ∆ I γ for some γ ∈ B + n with |γ| < |x|/2 or x = γAγ where γ, A ∈ B + n and |γ| = |x|/2. In the latter case, since |x| = |γAγ| = |γ| + |A| + |γ| = 2|γ| + |A| = |x| + |A|, we deduce that |A| = 0. Therefore A = e and we are done.
It remains to consider the general case when the palindrome x lies in B n . By the usual argument, there exists k ∈ Z such that ∆ 4k x ∈ B + n . Since ∆ 4k x = x∆ 4k = x∆ 4k = ∆ 4k x, the braid ∆ 4k x remains palindromic and the previous argument applies. Hence there exists I ⊂ [1, n] and γ ∈ B + n such that ∆ 4k x = γ∆ I γ. Hence x = γ ′ ∆ I γ ′ with γ ′ = γ∆ 2k . This finishes the proof of the existence of the decomposition (4.4).
Uniqueness. The set
n } is finite. Recall that the map I → ∆ I is one-to-one (Lemma 4.1). Since the Dehornoy ordering is total, there exists a unique smallest element ∆ I such that ∆ I < ∆ J for all J ∈ M (x), J = I. The subset
Let k be the smallest nonnegative integer such that N k (x; I) is nonempty. Since the set {γ ∈ B + n | ℓ(γ) = k} is finite, N k (x; I) is finite. Therefore, N k (x; I) contains a unique least (resp. greatest) element with respect to <. This is the desired result.
Remark 4.10. For a positive palindromic braid x, the minimality requirement on ℓ(γ) is superfluous to ensure uniqueness of the canonical decomposition of maximal type.
Remark 4.11. The proof yields an algorithm (albeit rudimentary) to find the two canonical decompositions.
Applications
One immediate application of Theorem 4.5 is the second part of Theorem 3.1. We must see that a palindrome x = γ∆ I γ is pure if and only if ∆ I = e. The antiautomorphisms of S n , rev : x → x and x → x −1 coincide on all transpositions, since transpositions have order 2. Hence they coincide on S n . Therefore, projecting x to S n , we have x = γ∆ I γ −1 (we abusively keep the same notation for elements in S n ). Now the braid x is pure if and only if γ∆ I γ −1 is the trivial permutation. This occurs if and only if ∆ I is trivial in S n , hence trivial in B n (by Lemma 4.1). Alternatively, one can verify, using Lemma 4.1 that for any J ⊆ {1, . . . , n}, ∆ J ∈ P n .
More generally, by a similar proof, we can describe the permutations that occur as permutations associated to palindromic braids. Corollary 5.1. Let α ∈ S n and let x = γ∆ I γ be a palindromic braid. The following assertions are equivalent:
(1) α is the permutation associated to the palindromic braid x; (2) In S n , α = γ∆ I γ −1 = ∆ γ(I) . In particular, every permutation of order at most 2 lifts to a palindromic braid.
We note another useful consequence of Theorem 4.5. This yields severe restrictions on the possible generalized half-twists occuring in the canonical decomposition. 
Proof. It follows from Prop. 5.2 and Corollary 5.
We claim that we can find a new decomposition x = γ ′ ∆ I ′ γ ′ with ∆ I ′ < ∆ I . Set I ′ = (I − {i k }) ∪ {i k + 1}. Since I ′ > I, it follows from Prop. 4.3 that
Our claim follows. Applying this observation to each pair (i k , i k+1 ) such that i k+1 − i k > 2 shows that we can find a new decomposition x = γ∆ I ′ γ where
remains to observe that the corresponding elements ∆ I ′ , where 1 ≤ r ≤ [ n 2 ], are those listed in the statement of the corollary. This is the desired result.
Classification of braids invariant under rev and τ
We begin with an observation valid for an arbitrary palindromic braid. Proposition 6.1. Let x ∈ B n be a palindrome. There exists a decomposition x = γ∆ I γ, for some γ ∈ B n and I ⊆ [1, n − 1], such that τ (∆ I ) = ∆ I . Example 4.7 shows that there is no uniqueness in general.
Proof. Declare a subset J ⊆ [1, n − 1] admissible if there exists a decomposition x = γ∆ J γ for some γ ∈ B + n . We describe operations that preserve the admissibility of a subset. Let 0 ≤ k ≤ n − 1 and 1 = j 0 ≤ j 1 < j 2 < · · · < j r ≤ n − 1 = j r+1 . Suppose that J = {j 1 , j 2 , · · · , j r } is admissible and j k+1 − j k > 2. Consider the following operations
We claim that those four operations preserve admissibility. For (A ± ), the proof is similar to the argument in the proof of Corollary 5.4. We verify that (B ± ) preserves admissibility. We have
Hence x = γ∆ J γ if and only if x = γ ′ ∆ J∪{j k +1} γ ′ with γ ′ = γσ j k +1 . Therefore J ∪ {j k + 1} is admissible if and only if J is admissible. This implies that (B + ) and its inverse (B − ) both preserve admissibility.
.... We determine when ∆ n occurs in the decomposition of a palindromic braid.
Proposition 6.2. Let x ∈ B n be a palindrome. We have x = γ∆ n γ for some γ ∈ B n if and only if in the canonical decomposition (4.4) of x, we have I = {n − 1, n − 3, . . . , n − 2[ It is sufficient to prove that ∆ n = w∆ I w, for some w ∈ B + n . The proof is an induction on n. It is clear for n = 3. For the inductive step, we use the facts that ∆ n = σ 1 σ 2 . . . σ n−1 ∆ n−1 and ∆ n = ∆ n . Proof. Suppose first that x ∈ B + n . By Lemma 4.2 applied to x with J = S(x), we have x = ∆ S(x) γ for some γ ∈ B + n . If γ = e, we are done. Otherwise F (γ) = ∅, so there exists k ∈ F (γ). Since x = x, we have F (γ) ⊆ S(x). Hence k ∈ S(x). Furthermore, since τ (x) = x, we deduce that τ (S(x)) = S(τ (x)) = S(x). Hence τ (∆ S(x) ) = ∆ τ (S(x)) = ∆ S(x) . It follows that τ (γ) = γ. Hence k ∈ S(x) if and only if n − k ∈ S(x) if and only if n−k ∈ F (γ). Applying Lemma 4.2 again, we obtain x = ∆ {k,n−k} A∆ {k,n−k} for some A ∈ B + n . Clearly we have τ (A) = A = A and |A| < |x|. So we can apply the previous argument to A. This defines a recursive procedure which stops if and only if the middle braid A is either trivial or is ∆ I for some I ⊆ [1, n − 1]. This gives the desired result when x is positive. In the general case, there exists k ∈ N such that ∆ 4k x ∈ B + n . It is easily checked that ∆ 4k x is invariant under rev and τ . Therefore, the previous argument applies to ∆ 4k x. There exists I ⊆ [1, n − 1] and γ ∈ B + n such that ∆ 4k x = γ∆ I γ, with τ (∆ I ) = ∆ I and τ (γ) = γ. Then x = ∆ −2k γ∆ I γ∆ −2k = γ ′ ∆ I γ ′ with γ ′ = ∆ −2k γ, is a decomposition with the required properties.
There are two cases when the decomposition is automatically unique. It is not difficult to verify, using ideas from Theorem 4.5, that these are the only cases. 
