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GEOMETRIC NUMERICAL SCHEMES FOR THE KDV EQUATION
DENYS DUTYKH∗, MARX CHHAY, AND FRANCESCO FEDELE
Abstract. Geometric discretizations that preserve certain Hamiltonian structures at
the discrete level has been proven to enhance the accuracy of numerical schemes. In
particular, numerous symplectic and multi-symplectic schemes have been proposed to
solve numerically the celebrated Korteweg-de Vries (KdV) equation. In this work, we
show that geometrical schemes are as much robust and accurate as Fourier-type pseudo-
spectral methods for computing the long-time KdV dynamics, and thus more suitable to
model complex nonlinear wave phenomena.
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1. Introduction
The celebrated Korteweg - de Vries (KdV) equation has been extensively studied during
the last 50 years. Its great scientific success is due to several reasons. First of all, this
equation arises naturally in various fields ranging from hydrodynamics to plasma physics
[37]. Moreover, it enjoys numerous nice mathematical properties [47] such as a Hamiltonian
and Lagrangian structures and integrability [71], which yields exact analytical solitary and
cnoidal wave solutions via the inverse scattering transform [54, 53].
Key words and phrases. KdV equation; symplectic scheme; multi-symplectic scheme; solitonic gas; wave
turbulence.
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In this study we exploit the KdV equation as a prototype model for dispersive wave
(weak) turbulence in shallow waters. This subject has been extensively studied during
the last 20 years [73, 44, 13, 72, 7, 2], especially for deep water waves [73]. For the
KdV regime, the nonlinear evolution of a random sea of elementary waves (sea state) has
been investigated in numerous studies using analytical and/or pseudo-spectral numerical
methods (see, for example [52, 27, 56, 55, 69, 60]), but this list of references is far from being
exhaustive. Moreover, some aspects of the stochastic KdV equation has been addressed
in [20, 41, 19]. Note that the KdV equation is integrable and the existence of an infinite
number of integrals of motion prevents the excitation of temporal chaos (see, for example
[13]). Nevertheless we believe that studying the KdV dynamics is a good starting point to
assess the real performance of (multi-)symplectic discretizations on realistic benchmarks
stemming from weak turbulence theory [13, 56, 55]. There is also a closely connected
subject related to solitonic gas. Dense solitonic gases can be studied using kinetic methods
[70, 23]. In this work, we will perform some simulations of a rarefied solitonic gas under
the KdV (integrable) dynamics using direct numerical simulations [1].
The numerical discretization of the KdV equation can be done by finite differences
[63, 58, 33], finite volumes [6, 22], finite elements [3, 9], discontinuous Galerkin [39] and,
of course, by spectral methods [43, 29, 65, 36]. However, recently the so-called geometrical
numerical discretizations have been developed [46, 28, 40, 38, 34, 35, 16]. The main idea
behind these methods is to preserve some geometric properties of the continuous equation
at the discrete level [51]. For instance, symplectic integrators that preserve exactly the
(discrete) symplectic form have been developed mostly for finite dimensional Hamiltonian
systems [46, 14, 57, 28, 38, 4]. They possess excellent numerical properties since they
are able to represent correctly the phase space of the simulated system over long-time
integration and even if large time steps are used.
More recently, the concept of multi-symplectic PDEs has been established and developed
[45, 11]. The main idea is to treat the time and space variables on equal footing [50, 12],
while in Hamiltonian systems, for instance, the time variable is privileged with respect to
the space. Based on this special structure, multi-symplectic schemes have been proposed
for several PDEs including the KdV equation [74, 11, 49, 67, 4, 5, 32, 12, 59]. These schemes
are specifically designed to preserve exactly a discrete multi-symplectic conservation law.
Perhaps, one of the most popular schemes in this family is the Preissman box scheme. In
particular, the 8-point scheme proposed by Ascher &McLachlan (2004) [4] will be used
in our studies. Note that from a pragmatical point of view, it is not obvious what are the
advantages in using multi-symplectic schemes versus the symplectic ones. This question
is partially addressed in this study. To do so, we will use certain symplectic and multi-
symplectic schemes proposed earlier in [4, 5] in order to test their suitability to simulate
complex interactions between radiative waves and coherent structures in a random wave
field over a long evolution time. To date, geometric schemes have only been tested on
simple academic benchmark problems over short-to- intermediate evolution times. As a
reference solution, we will use that obtained by a highly accurate pseudo-spectral method
combined with a very high order time stepping. One of the aims of this study is to
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assess if the preservation of Hamiltonian properties allows the accurate modeling of more
complex nonlinear phenomena than those of classical academic benchmarks. Indeed, the
potential advantage of these geometric finite differences-based schemes is that they are able
to simulated correctly the system dynamics even on coarse grids. Thus, simulations over
potentially large domains of hundreds or even thousands of wavelengths may be feasibile
beyond the standard spectral setting. Moreover, the solution is not restricted anymore
to the class of periodic functions. Consequently, the effects of boundary conditions and
confinement could be investigated. Further, the second aim is to investigate whether for
Hamiltonian PDEs the canonical multi-symplectic discretization is more accurate than the
classical symplectic scheme.
The present study is organized as follows. In Section 2 we introduce briefly the mathe-
matical formulation of geometric schemes and their main properties. In next two subsec-
tions 2.1 and 2.2 we describe correspondingly the symplectic and multi-symplectic schemes
in use. Subsection 2.3 contains a brief description of a pseudo-spectral scheme, which will
be used to compute the reference solution in the studied benchmark problems. Finally,
the results of convergence tests and extensive comparisons are presented in Section 3. The
main conlcusions of this study are outlined in Section 4.
2. Mathematical model and numerical schemes
The one-dimensional KdV equation arises in many fields of science such as classical and
magneto hydrodynamics, shallow water and stratified flows, internal waves, plasma physics
and others [37]. In renormalized dimensionless variables, this equation can be written in
the following simple form:
ut + uux + uxxx = 0, u(x, t) : R× R+ −→ R, (2.1)
where the subscripts x and t denote partial derivatives. In such setting, we interpret u as
the free surface elevation in shallow water hydrodynamics, but the simulations and results
of this study are quite generic and can be interpreted in the context of other physical
applications.
The integrability of (2.1) [71] garanties the existence of an infinite number of invariants
of motion. The first three invariants can be expressed as follows [21]:
I1(t) =
∫
R
u dx, I2(t) =
∫
R
u2 dx, I3(t) =
∫
R
[
1
6
u3 − 1
2
(ux)
2
]
dx.
There exists a recurrence relation which allows to construct higher order invariants In, for
all n > 3 [48]:
In+1 = In+1(In, . . . , I1).
The invariant I3 has a special meaning since it is also a Hamiltonian for the KdV equation
[51]:
ut = J
δH
δu
, J = −∂x, H = I3 =
∫
R
[
1
6
u3 − 1
2
(ux)
2
]
dx. (2.2)
This Hamiltonian structure sets the basis to construct a symplectic discretization for (2.1).
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Solitary and cnoidal type exact solutions are known to the KdV equation [21]. In this
article we will make extensive use of solitary waves in order to validate first the schemes,
and then, to study the collective behaviour of the following localized solutions:
u(x, t) = a sech2
(
1
2
κ(x− ct)), a = 3c, κ = √c, (2.3)
where c is the solitary wave propagation speed. Since the KdV equation is integrable, the
solitary waves interact elastically and thus are solitons [68].
2.1. Symplectic scheme. In this and the next section we will follow in great lines the
studies of [4, 12]. In order to obtain a symplectic scheme based on the Hamiltonian
formulation (2.2), we have to construct a semi-discretization in space. We choose the
following discrete approximation of the Hamiltonian by the sum
H∆x = ∆x
∑
i
(
1
6
u3i −
1
2
(ui+1 − ui
∆x
)2)
,
where ui := u(xi, t), xi = i∆x, i ∈ Z are the points of a uniform discretization in space
for the sake of simplicity. Now we have a Hamiltonian system of coupled nonlinear ODEs,
where the discretized version of the operator J∆x is given by the central difference formula:
d ui
dt
= J∆x∇H∆x(ui), J∆x = −{·}i+1 − {·}i−1
2∆x
.
These equations can be expanded in component-wise form needed for the practical imple-
mentation:
d ui
dt
= −
1
2
u2i+1 − 12u2i−1
2∆x
− 1
2∆x2
(ui − 2ui+1 + ui+2
∆x2
− ui−2 − 2ui−1 + ui
∆x2
)
= −u
2
i+1 − u2i−1
4∆x
− 1
2∆x3
(−ui−2 + 2ui−1 − 2ui+1 + ui+2).
Finally, in order to obtain a fully discrete scheme we use the midpoint rule in time, which
provides us a symplectic integrator:
u
(n+1)
i − u(n)i
∆t
= J∆x∇H∆x
(u(n+1)i + u(n)i
2
)
. (2.4)
The last system of equations is implicit and thus, it has to be solved at each time step.
To do so, we employ the classical Newton iteration [31] which converges very quickly in
practice since the nonlinearity is only quadratic and a good initial approximation to the
solution can be obtained with a simple inexpensive explicit scheme.
2.2. Multi-symplectic scheme. Additionally to the Hamiltonian formulation, the KdV
equation (2.1) possesses also a multi-symplectic canonical structure:
Mzt +Kzx =∇zS(z), (2.5)
GEOMETRIC SCHEMES FOR THE KDV EQUATION 5
where z = t(φ, u, v, w) is the vector of dependent variables and skew-symmetric matrices
M and K along with the multi-symplectic Hamiltonian functional S(z) are defined as
M =


0 1
2
0 0
−1
2
0 0 0
0 0 0 0
0 0 0 0

 , K =


0 0 0 1
0 0 −1 0
0 1 0 0
−1 0 0 0

 , S(z) = 12v2 − uw + 16u3.
Rewriting in component-wise way, the multi-symplectic formulation (2.5) yields the follow-
ing set of equations
u = φx, v = ux, w =
1
2
φt + vx +
1
2
u2,
1
2
ut + wx = 0.
The main geometrical property of the Hamiltonian PDEs formulation (2.5) is given by the
multi-symplectic local conservation law:
ωt + κx = 0, ω :=
1
2
dz ∧Mdz, κ := 1
2
dz ∧Kdz,
where ω and κ are pre-symplectic forms associated to the time and space directions corre-
spondingly:
ω = 1
2
dφ ∧ du, κ = dφ ∧ dw + dv ∧ du.
If the multi-symplectic Hamiltonian function S(z) does not depend explicitly on time and
space variables x and t (as it is the case here), energy and momentum are locally conserved:
Et + Fx = 0, E(z) := S(z)− 12〈Kzx, z〉, F (z) := 12〈Kzt, z〉,
It +Gx = 0, I(z) :=
1
2
〈Mzx, z〉, G(z) := S(z)− 12〈Mzt, z〉.
In our particular case, the generalized energy, momentum and their fluxes take correspond-
ing the following form:
E(z) =
1
2
v2 − uw + 1
6
u3 − 1
2
(
wxφ− φxw − vxu+ vux
)
,
F (z) =
1
2
(
wtφ− φtw − vtu+ vut
)
,
I(z) =
1
4
(−φxu+ φux),
G(z) =
1
2
v2 − uw + 1
6
u3 − 1
4
(−φtu+ φut).
Remark 1. The multi-symplectic formulation (2.5) can be formally obtained from the
following Lagrangian functional L by applying the Hamilton’s principle [30]:
L =
∫
dt
∫
L dx, L = 1
2
〈Mzt, z〉+ 1
2
〈Kzx, z〉 − S(z).
Using the presented above multi-symplectic structure (2.5) for the KdV equation (2.1)
one can construct various multi-symplectic discretizations [12]. Recall that a numerical
algorithm is said to be multi-symplectic when it preserves exactly a discrete formulation of
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the above multi-symplectic conservation law. In this study we choose a multi-symplectic
scheme as derived in [4]:
DtM3xu(n)i +
1
2
DxMx
(MtMxu(n)i )2 +MtD3xu(n)i = 0, i ∈ Z, n ∈ Z+, (2.6)
where the discrete difference and averaging operators are defined as
Dxu(n)i =
u
(n)
i+1 − u(n)i
∆x
, Dtu(n)i =
u
(n+1)
i − u(n)i
∆t
,
Mxu(n)i =
u
(n)
i + u
(n)
i+1
2
, Mtu(n)i =
u
(n)
i + u
(n+1)
i
2
.
The finite difference scheme (2.6) is called the 8-point box scheme since it involves precisely
8 points in its stencil distributed on two temporal layers. This scheme was already shown
to have promising numerical properties in the original study by Ascher & McLachlan
(2004) [4]. Partially, its success can be explained from the linear dispersion analysis.
Namely, it was shown in [4] that the box schemes preserve qualitatively the dispersion
relation of any linear multy-symplectic PDE. The behaviour of this scheme in highly-
nonlinear situations will be investigated below.
2.3. Spectral method. In order to assess the accuracy of the above geometric discretiza-
tions in several tests, we need a reference exact solution for each benchmark problem. This
will be provided by a highly accurate Fourier-type pseudo-spectral method that we will
briefly describe below [65, 10, 15].
Denote by uˆ(k, t) = F{u} the Fourier transform of u(x, t) in x, where k is the wavenum-
ber. Then, by Fourier-transforming the KdV equation (2.1) yields
uˆt − ik3uˆ = −12ik(̂u2). (2.7)
Here, the spatial derivatives are computed in spectral space, whereas the nonlinear product
is computed in real space and dealised using the classical 3/2th rule. The overall imple-
mentation is very efficient thanks to the FFT algorithm [25, 26]. In order to improve the
time-stepping we will use the so-called integrating factor technique. This consists of the
exact integration of the linear terms of (2.7), viz.
vˆt = e
(t−t0)L · N
{
e−(t−t0)L · vˆ
}
, vˆ(t) ≡ e(t−t0)L · uˆ(t), vˆ(t0) = uˆ(t0), (2.8)
where the linear and nonlinear operators L and N are defined through their symbols as
L := −ik3, N := −1
2
ik(̂u2).
This allows to increase substantially the accuracy and the stability region of the time
marching scheme (see, for example [65]). Finally, the resulting system of ODEs is dis-
cretized in time by the Verner’s embedded adaptive 9(8) Runge–Kutta scheme [66]. The
time step is adapted automatically according to the H211b digital filter approach [61, 62].
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Parameter Value
Soliton speed, c 0.1
Soliton amplitude, a = 3c 0.3
CFL number 0.1
Tolerance parameter 10−13
Number of points, N 26 . . . 212
Half-length of the domain, [−ℓ, ℓ] 80.0
Spatial discretization step, ∆x 2.5 . . . 0.0390625
Final simulation time, T 15.0
Table 1. Geometrical schemes: numerical parameters used to study their
convergence properties.
3. Numerical results
To assess if symplectic and multi-symplectic discretizations can be exploited to simulate
efficiently complex nonlinear wave phenomena, we will test the schemes (2.4), (2.6) and
(2.8) in several benchmark problems. The numerical solution of the pseudo-spectral scheme
will serve as the exact reference solution.
3.1. Convergence tests. Our first numerical test is designed to validate the implemen-
tation of the two geometric schemes and their order of convergence to the exact solution.
The classical CFL condition proposed for the first time by R. Courant et al. [17, 18]
is defined as:
CFL :=
∆t
∆x
, ∆t = CFL ·∆x.
Note that in our study this condition is not dictated by any stability constraints. It is
simply the ratio between time and space steps. Actually, the adopted geometric schemes
are fully implicit and so unconditionally stable. Even more, our numerical tests show that
reliable results can be obtained with CFL numbers equal to 8 . . . 9. Perhaps, the best trade
off between quality (accuracy) of results and CPU time is attained for CFL numbers in
the range 2 . . . 2.5. In our numerical experiments we used CFL = 0.1 to achieve accuracy.
The first test-case (A) consists of a single soliton (2.3) that freely propagates during some
time T . Table 1 reports the parameters adopted in the simulations. For a given grid of size
N , at the final time T we estimate the error between the numerical and exact solutions in
both discrete L2 and L∞ norms as function of N . The computational results are presented
in Figure 1. One can clearly observe that the theoretical second order convergence rate
is attained in the numerical simulations. More precisely, the estimated rates are reported
in Table 2. Invariants I2 and I3 show even better numerical properties as illustrated in
Figure 2. Namely, a super-convergent rate ∼ 4.0 is observed in the conservation of non-
trivial invariants. In particular, the symplectic scheme (2.4) even attains machine accuracy
level for I3. This surprising excellent performance is due to the special solution that is
simulated, viz. a travelling wave that propagates in space without changing shape under
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Norm L2 L∞
Symplectic 1.972 1.964
Multi-symplectic 2.019 1.987
Table 2. Geometric schemes: estimated rates of convergence (results from
Figure 1).
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Figure 1. Test-case A (single solitary wave): (Left) convergence error mea-
sured in L2-norm and (right) in L∞-norm.
the KdV dynamics. For a general initial condition the theoretical second order rate will
be recovered. Indeed, for the symplectic scheme (2.4) Figure 3 shows the error observed
in the conservation of invariants for a second test-case (B) of the collision of two solitary
waves (speeds c1 = 0.6 and c2 = 0.1, respectively). Finally, in Figure 4 we show the
measured CPU time needed to carry out the computations as function of the number
of discretization points N , i.e. grid size. Clearly, both symplectic and multi-symplectic
schemes have similar asymptotic behaviour and the algorithmic complexity scales as O(N2)
as expected. Indeed, at each time step we solve a finite number of sparse linear systems
resulting from the Newton method applied to the nonlinear implicit discrete equations. In
average this step can be done efficiently in roughly O(N) number of operations, and we
make O(N) time steps ∆t to compute the solution at the final time T . Consequently, the
optimal complexity is O(N2) as observed in our simulations.
Remark 2. Note that due to the conservative form of the geometric schemes, the invariant
I1 is always conserved at the machine precision level, and it does not depend on the number
of grid points, time step, etc. Consequently, hereafter we omit to report this quantity in
our results.
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Figure 2. Test-case A (single solitary wave): conservation of the invariants
I2 and I3 as function of the grid size N : the fourth order convergence rate.
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Figure 3. Test-case B (two-soliton collision): conservation of the invariants
I2 and I3 as function of the grid size N for the symplectic scheme (2.4): the
second order convergence rate.
The pseudo-spectral discretization attains exponential convergence for sufficiently smooth
solutions. For test-case A, in Figure 5 we report the observed error in the conservation
of the invariant I3 as function of the number of Fourier modes N . Clearly, the error de-
cays at an exponential rate down to the machine accuracy level (ε ∼ 10−15) at roughly
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Figure 4. Test-case A (single solitary wave): observed CPU time as a
function of the grid size N .
N = 1000, and it remains roughly constant as the grid is further refined. Hereafter, in the
pseudo-spectral simulations we use N = 4096 to solve the KdV equation (2.1).
3.2. Solitonic gas dynamics. Consider as an initial sea state that of a random ensem-
ble of solitons, viz. a solitonic gas. Assume that the soliton speeds are stochastically
independent and Gaussian, that is
cj ∼ N (c0, σ2), j = 1, . . . ,M,
and the associated amplitudes aj , j = 1, . . . ,M follow from (2.3), M being the number of
solitons. The solitons are set initially as equally spaced and well separared (δx≫ soliton
width):
u(x, 0) =
M∑
j=1
aj sech
(
1
2
√
cj(x− x0 − jδx)
)2
, aj = 3cj.
The KdV dynamics is then numerically solved up to the dimensionless time T using the
symplectic and multi-symplectic schemes (see (2.4) and (2.6)) as well as the spectral scheme
(2.8). The final time T is chosen long enough so that the tallest soliton travels twice across
the entire x domain (dimensionless length ℓ). Both physical and numerical parameters are
given in Table 3. As expected, solitons undergo elastic collisions as they propagate across
the domain as shown in the left panel (a) of Figure 6, which reports the space-time evolution
of the soliton gas. We observe regions in space and time rich of soliton collisions, and one of
these is depicted in the right panel (b) of the same Figure. The geometric schemes behave
properly solving accurately the intense interactions among solitons under a satisfactory
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Figure 5. Test-case A (single solitary wave): convergence error for the
invariant I3 using the pseudo-spectral scheme (2.8).
conservation of the invariants I2 and I3, as clearly seen in Figure 7. We note that the
symplectic scheme (2.4) performs slightly better than the multi-symplectic counterpart,
showing smaller oscillations from the initial value of the invariants I2,3. The spectral
method (2.8) instead conserves both the invariants up to machine precision. Further, the
left panel (a) of Figure 8 reports a comparison of the numerical solutions at the final time
T computed using the spectral, symplectic and multi-symplectic schemes, respectively. To
appreciate the differences between the two geometrical solutions and the reference one from
the pseudo-spectral method, the right panel (b) of the same Figure shows a zoom of the
numerical wave surface in the segment 650 ≤ x ≤ 685. This is a soliton whose amplitude
and shape are correctly reproduced by the two geometric schemes, but a phase shift occurs
due to the accumulation of local errors over the long simulation time T . However, the
symplectic scheme provides a solution closer to the pseudo-spectral reference one. Such
results and accurary are more than satisfactory, if one considers that the adopted geometric
schemes are second-order accurate (see Figure 1 and Table 2). Nonetheless, the phase shift
error can be further reduced by decreasing the CFL number. Moreover, since all solitons
experience a similar phase-shift, the whole numerical wave surface is just shifted with
respect to the reference solution, thus conserving the relative position of the solitons. We
conclude that geometric methods are suitable for the numerical simulation of the long-
time KdV dynamics, with the symplectic scheme that performs slightly better than the
multi-symplectic counterpart.
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Parameter Value
Domain half-length, ℓ, [−ℓ, ℓ] 1100.0
Number of discretization points, N 8192
Discretization step, ∆x 0.268
CFL number 2.0
Time step, ∆t 0.537
Final simulation time, T 8000.0
Initial gap between solitons, δx 60.0
Initial shift, x0 −ℓ + 20.0
Average solitons speed, c0 0.25
Variance, σ2 0.0121
Number of solitons, M 35
Table 3. Solitonic gas: numerical and physical parameters used in the simulations.
(a) Complete view (b) Zoom
Figure 6. Solitonic gas: (a) space-time evolution of a random ensemble of
solitons under the KdV dynamics and (b) a space-time region rich of soliton
collisions.
3.3. Statistics of a KdV random wave field. Hereafter, we will study the evolution
of a random wave field under the KdV dynamics and the associated statistics. The initial
wave surface u is Gaussian and given as a Fourier series of N/2 harmonic components (N
is the number of grid points) [42, 8], viz.
u(x, 0) =
N/2∑
j=1
Rj
√
2S(kj)∆k cos(kjx+ φj), kj = j∆k, ∆k =
π
ℓ
.
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Figure 7. Solitonic gas: time evolution of the invariants I2,3.
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Figure 8. Solitonic gas: (a) comparison of the numerical solutions at the
final simulation time T = 8000 computed by the spectral, symplectic and
multi-symplectic schemes, and (b) zoomed segment 650 ≤ x ≤ 685.
Here,
S(k) =
1√
2πσ2
e−
(k−k0)
2
2σ2 ,
with σ2 as the variance of the wave surface (see [42]), the amplitudes
Rj =
√
ξ21 + ξ
2
2 , ξ1,2 ∼ N (0, 1),
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are Rayleigh-distrubuted and the phases φj’s are random and uniformly distributed in
(0, 2π). The space-time evolution resolved using the pseudo-spectral scheme is reported
in Figure 9, which shows a gas of several solitons interacting over a dispersive wave back-
ground. Figure 10 reports also the comparison of the numerical solutions at the final simu-
lation time T computed by the spectral, symplectic and multi-symplectic schemes, respec-
tively. The agreement of the two variational numerical solutions with the reference spectral
one is excellent. The dynamics in the Fourier space F(k) is interesting since it shows how
energy is exchanged by the harmonic components uˆ(k) due to nonlinear interactions. This
is clearly seen in the left panel (a) of Figure 11, which shows the Fourier projection onto the
subspace Fs = span
{|uˆ(k0/2)|, |uˆ(k0)|, |uˆ(2k0)|}, where k0 is the dominant wavenumber.
Note that the solution trajectory ergodically visits many regions of Fs and it is expected to
cover the entire subspace in the long time. In the right panel (b) of the same Figure, we also
report the projection on the subspace Fs = span
{ℜuˆ(k0/2),ℜuˆ(k0),ℜuˆ(2k0)}, with ℜuˆ de-
noting the real part of uˆ. The maximum instantaneous amplitude A(t) := max
−ℓ≤x≤ℓ
{u(x, t)}
of the wave field over the space domain is shown in Figure 12. Note the good agreement
of the symplectic solutions with the reference spectral one (see also panel (b) in the same
figure, which depicts the amplitude evolution during 500 ≤ t ≤ 585). Figure 13 reports
the time evolution of the excess kurtosis m4 := 〈u4n〉/m22 − 3 (left panel (a)) and skewness
m3 = 〈u3n〉/m3/22 (right panel (b)), where un := (u − 〈u〉)/m1/22 is the normalized wave
surface and m2 := 〈u2n〉 is the variance of u with respect to the mean 〈u〉. Clearly, under
the KdV dynamics the wave field deviates statistically from the initial Gaussian conditions
reaching an ergodic non-Gaussian steady state. The large excess kurtosis is due to the
interaction among solitons, which yields the sudden arise of large peaks from the wave
background intermittently (see, for example, right panel of Figure 10). As a result, at
steady state the probability of the exceedance P{un > z} from Gaussian and it is well
represented by the truncated Gram–Charlier form [42, 64, 24]
P{un > z} = 1
2
erfc
( z√
2
)
+
1
2
√
2π
e−
z
2
2
(m3
3
(z2− 1)+ m4
12
z(z2− 3)+ m
2
3
36
z(z4− 10z2+15)
)
.
as clearly shown in the right panel (b) of Figure 14. Finally, note that the solutions of
the three adopted numerical schemes yield the same statistical distributions at the final
simulation time T (see left panel (a) of the same Figure).
4. Discussion and conclusions
In this study we tried to assess the realistic performance of some nowadays popular geo-
metric discretizations for PDEs. Namely, we considered symplectic and multi-symplectic
schemes of the same order of accuracy. As the main PDE we opted for the celebrated
Korteweg – de Vries (KdV) equation to model nonlinear dispersive waves. This equation
arises in various fields of physics and engineering and it has been used in several recent
studies of solitonic and wave turbulence [56, 55, 69, 60]. It possesses both Hamiltonian
and multi-symplectic structures, which provide the basis for the formulation of promising
geometric schemes [4, 5] for modeling complex wave phenomena such as wave turbulence
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Figure 9. Random wave field: space-time evolution computed using the
pseudo-spectral method (the initial wave surface is set as Gaussian).
−500 −400 −300 −200 −100 0 100 200 300 400 500
−0.5
0
0.5
1
1.5
x
u
(x
,
T
)
 
 
Spectral
Symplectic
Multisymplectic
(a) Complete view
190 200 210 220 230 240 250 260 270 280 290 300
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
x
u
(x
,
T
)
 
 
Spectral
Symplectic
Multisymplectic
(b) Zoom
Figure 10. Random wave field: Comparison of numerical solutions at final
time T = 800 computed by the spectral, symplectic and multi-symplectic
schemes. The right image (b) shows a zoom on the segment 190 ≤ x ≤ 300.
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Parameter Value
Domain half-length, ℓ, [−ℓ, ℓ] 500.0
Number of discretization points, N 8192
Discretization step, ∆x 0.122
CFL number 0.75
Time step, ∆t 0.0916
Final simulation time, T 800.0
Peak wavenumber, k0 0.2
Variance, σ2 0.0225
Table 4. Random wave field: numerical and physical parameters used in
the simulations.
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Figure 11. Random wave field: time evolution of the
Fourier amplitudes uˆ(k) projected onto a reduced subspace
Fs: (a) Fs = span
{|uˆ(k0/2)|, |uˆ(k0)|, |uˆ(2k0)|}, and (b) Fs =
span
{ℜuˆ(k0/2),ℜuˆ(k0),ℜuˆ(2k0)}. The starting point of the trajectory is
denoted by ◦ and the end by ×.
(see, for example [13]). However, to date these schemes have only been applied to aca-
demic test-cases. We thus considered several test-cases in order to assess the ability of
geometric discretizations to simulate the evolution of complex nonlinear wave processes
over long integration times. As a reference solution we opted for that by a highly accurate
pseudo-spectral method.
As a representative of geometric schemes, we chose the classical symplectic mid-point rule
[28, 4, 38] combined with a variational discretization in space. For comparison, we included
also the multi-symplectic 8-point box scheme proposed by U. Ascher & R. McLachlan
(2004) [4], which treats space and time on equal footing. Both schemes have formally the
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Figure 12. Random wave field: Maximum instantaneous amplitude A(t)
observed during the evolution of an initial Gaussian wave field. The right
panel (b) shows a zoom for 500 ≤ t ≤ 585.
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Figure 13. Random wave field: Evolution of the excess kurtosis (a) and
skewness (b) of an initial Gaussian field under the KdV dynamics.
same order of accuracy, so to have a fair comparison between their performances. Note that
in their study Ascher &McLachlan [4] proposed also a semi-explicit symplectic scheme,
which we did not consider in this work because it is prone to numerical instabilities. For
a robust numerical solution of the long-time dynamics apparently one needs fully implicit
discretization schemes. Moreover, our numerical results indicate that the 8-point multi-
symplectic box scheme does not bring any significant advantage over the symplectic one.
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Figure 14. Random wave field: (a) probability of exceedance of the normal-
ized wave surface un predicted by the numerical schemesm, and (b) observed
statistics against Gaussian and Gram-Charlier distributions.
This surprising conclusion is probably due to the fact that the box scheme uses a non-
symmetric stencil for the discretization of the third order spatial derivative.
We have exploited symplectic schemes to study the long-time KdV dynamics of a soli-
tonic gas and the statistics of random wave fields. Our results suggest that that the
multi-symplectic, but also fully implicit symplectic schemes are completely suitable for
complex simulations of the long-time dynamics of nonlinear waves, as those needed to
model wave turbulence. Not only they are able to represent correctly the averaged sta-
tistical quantities, but also they have robust convergence properties, viz. the numerical
error ε ∼ O(∆xn). Namely, if we fix a random initial state, the numerical trajectory
will not significantly deviate from the reference solution during very long evolution times.
This surprising performance of symplectic and multi-symplectic schemes is certainly due
to their superior ability to preserve the geometric properties in phase space. In future
investigations we will use geometric schemes to study the evolution of random turbulent
states in non-periodic (wall bounded or even more complex) domains to see the effects of
confinement and of boundary conditions on statistical characteristics of the wave field.
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