ABSTRACT This paper is concerned with theoretical and practices approach for overall quality-related fault detection and identification in process industries. Fault detection and fault tracing can help engineers to take corrective actions and recover the process operations. A novel diagnostic method is proposed based on stacked automatic encoder−canonical correlation analysis (SAE−CCA) and least absolute shrinkage selection operator (Lasso). First, a quality monitoring scheme based on SAE−CCA is proposed, which establishes a relationship model among quality and characteristic variables to detect faults. Then, Lasso is used for locating the root causes, according to the process state and fault information. Finally, the experiments are conducted with typical industry process data, i.e., a hot strip mill process (HSMP), in order to demonstrate the effectiveness of the whole diagnosis method.
I. INTRODUCTION
With the development of manufacturers and increasement in quality demand, industrial systems tend to be more integrated and complicated. Unfortunately, it results in difficulties in traditional control methods. Quality monitoring technology is used in the real-time system by analyzing the internal transformation of the process and relevance of data. This technology provides a guarantee for improving product quality. Currently, it become a research spot in the field of international process control [1] . If a failure occurs, property security may be threatened, and the quality of final products may also be greatly affected. Therefore, efficient process performance and stable quality are necessary [2] . It is very important to accurately detect, identify and diagnose potential anomalies and faults in real time [3] .
Currently, fault diagnosis (FD) methods are divided into model-based, data-based, knowledge-based and a combination of the above methods. For most engineers, a model based method is generally used for designing and executing complex controllers. However, there are lots of system variables The associate editor coordinating the review of this manuscript and approving it for publication was Francesco Tedesco. and coupling parameters in the complex industrial process. It is difficult to establish an accurate mechanism model to make decisions, which limits the practical application of the method. With the development of computer performance and automation, a large amount of process data are collected and stored. A data-based method can construct a causal topology model by mining association information among process variables. It is intensely popular in the industrial and academic fields because of little need for deep knowledge and mechanism models. Knowledge-based methods rely on process knowledge, expert databases and long-term experience. As a result, they cannot obtain good results alone without prior knowledge. Fortunately, a monitoring system can be established to make decisions through knowledge and data by combining above two methods. This way of information fusion decision-making is an advanced research direction in the future [4] - [7] .
The main directions on quality-related FD include multivariate linear regression (MLR), latent structure projection (PLS), typical correlation analysis (CCA), etc. The fault identification (FI) methods focus on contribution plot, reconstruction contribution plot and other methods, which are widely used in industrial process [8] . Product quality is estimated and predicted by obtaining an optimal combination of process variables in the MLR [9] . PLS uses quality variables to guide the process variable decomposition to obtain two projection spaces, quality-related space and quality-independent one. Then a statistical model is established to monitor the potential space and residual space. It is a good interpretation for the quality of product [10] . In addition, varieties of PLSbased extension methods are derived in quality-related FD research. CCA can enhance the ability of identification by maximizing the correlation among data, which is considered as an extension of PCA and PLS methods [11] . It is also widely used in the application of pattern recognition and feature fusion. In [12] , the FD technology based on CCA was well applied in the manufacturing process of alumina.
In recent years, artificial intelligence as a popular direction in artificial intelligence, machine learning achieves lots of results in the fields of knowledge map, speech recognition, natural language processing, image recognition, computer vision, etc [13] . As the core technology of machine learning, deep learning has broad prospects in complex industrial process about FD and health management of equipment [14] . FD problems can also be regarded as pattern recognition issues. Deep Neural Network (DNN) is used to obtain low dimensional feature representation. Then the mapping of fault classification and recognition is established, which can reduce the complexity of classification tasks and improve the accuracy of classification [15] . In addition, different feature representation, extraction and selection processes result in completely different diagnostics. Auto-encoder (AE) is similar to a traditional BP neural network by adjusting network weights with forward and back propagations. However the concept of encoding and decoding are introduced in AE, and the ability to unsupervised automatic learning is possessed through cleverly designed network structure [16] . AE has been applied to industrial processes to detect the abnormalities. With the advantages of AE, the developed model performs well in dealing with nonlinear processes. This study focuses on extracting the effective data features and maximizes the correlation among characteristic and quality variables based on SAE-CCA joint driven algorithm. Furthermore, a quality-related fault detection model is established, and statistics are constructed for online fault detection.
Up to now, researchers have studied different types of fault detection methods. Whereas, due to the difficulty in analyzing the impact of multivariate on monitoring indicators, there is little research on fault identification. If the fault variables contribute a lot to the detection index, the contribution plot diagnoses the fault by calculating the contribution of every variable to the detection statistics [17] . On the one hand, the contribution values are often affected by ''swearing'' effect. The contribution of the non-faulty variables may also exceed the control limit, which misleads the separation result of the fault variables. On the other hand, the control limit calculated according to the normal data cannot be applied to the contribution values of unaffected variables during failure state. In general, this contribution does not follow the same distribution as that of the process variables under normal conditions. In [18] , Dunia and Qin proposed a reconstructionbased approach. However, the difficulty in obtaining the direction of failure is ignored, which restricts its application. In [19] , Yue and Qin proposed a method based on reconstruction contribution, which reconstructs the index along the fault direction. This method makes up for the lack of the unknown direction in the former method, but the ''swearing'' effect is still observed in the results. Consequently, we aim to take a different look at the multivariate fault identification. The active set of fault variables is gained by optimizing the performance indicators to find the root cause of the fault. The Lasso algorithm introduces regularization into the multiple regression model [20] . Then the fault variables are selected by adjusting the penalty coefficient. This method is different from the contribution plot which rely on monitoring index completely [21] .
Motivated by the above observations, the main contributions and innovations of this study are:
• to put forward a new monitoring and root cause diagnosis framework for the process industry.
• to develop a real-time quality-related monitoring method based on SAE-CCA.
• to propose a quality-related root cause diagnostic method based on Lasso. The organization of this study is as follows. The principle and problem formulation are given in Section II. Section III describes quality monitoring for SAE-CCA and the Lasso root cause diagnosis method. Then, the proposed scheme is implemented on an actual HSMP in Section IV. Finally, conclusions and some outlooks are made in Section V.
II. PRINCIPLE AND PROBLEM FORMULATION
In this section, we first review three methods briefly including AE, CCA and Lasso, and motivate the formulation for an overall diagnosis method.
A. FEATURE EXTRACTION OF AE NET
AE, which was proposed by Bengio, is a symmetrical network in DNN inspired by RBM (Restricted boltzmann machine). Different from traditional neural network, the encoder and decoder in AE network can automatically learn the dependencies among data in an unsupervised training manner to extract the data features. Its accuracy is greatly improved compared with traditional neural networks. In fact AE has achieved satisfactory results in many classification and regression problems [22] - [23] .
AE is a symmetric three-layer unsupervised neural network, including input layer, hidden layer (coding layer) and output layer (decoding layer). In the net the hidden layer encodes the input data and the output layer reconstructs the input. The back propagation of reconstruction error adjusts the network parameters so that the hidden layer learns the input characteristics and obtains the best data expression. Thus the entire network has the ability of unsupervised automatic learning, as shown in Figure 1 . Suppose that an available historical dataset X ∈ R n is collected from n different samples. After data samples are input into the network, the feature Y ∈ R m (m < n) is effectively calculated through the mapping process from the input layer to the hidden layer. Among them, the feature extraction function represented by f θ is called an encoding function. For each sample {x 1 , x 2 , · · · , x n }, the hidden layer can be described as:
where y j (j = 1, 2, · · · , m) is the eigenvector obtained by x i coding. Then the feature space is mapped back to the input space by the decoding function g θ , called decoder. Such a refactoring process can be described as:
To a large extent, the choice of the functions f θ and g θ depends on the width and nature of the input field. Naturally sigmoid function is used in encoder and decoder.
The network parameters are trained many times by trying to minimize the reconstruction error (the measure of the difference between input and reconstruction). It is ensured that the feature Y can obtain the important factor from the original data. As a result the main features of the original information are extracted.
The training process of the AE model is to find the vector parameter set θ = {ω, ω * , b, b * } by minimizing the reconstruction error, where ω and ω * are weight vectors, b and b * are offset vectors. Moreover, the squared error or cross entropy method is used to calculate the given reconstruction error as follows. Up to now, the training of the entire network is completed.
If the output of the previous encoder is used as the input of the latter encoder, a stacked auto-encoder (SAE) network is formed by stacking multiple auto-encoders, whose learning ability is more powerful. In a multi-layer neural net, different hidden layers can learn different data features. Low-order hidden layers provide features for high-order hidden layers, which facilitates the feature combination of high-level hidden layers. SAE network has a strong nonlinear fitting ability to extract the potential features of data and can express the input data better [24] .
The core of training SAE network is to stack multiple AE network layers into a DNN hidden layer structure in an unsupervised way, as shown in Figure 2 . First train AE 1 net using sample x 1 i and encode x 1 i as:
where θ 1 is the parameter of AE 1 net. y 1 j is the encoded value of AE 1 and carries the main information of x 1 i . Then y 1 j is used to train AE 2 and the input is encoded as y 2 j . The process is repeated to achieve layer extraction of feature information until AE N is trained and encode the input as:
B. BASIC IDEA OF CCA ALGORITHM Canonical Correlation Analysis (CCA) is a statistical method developed in 1935 to study the correlation between two groups of variables [25] . Specifically, two sets of variables
by looking for two sets of projection directions A and B. u 1 and v 1 are the first pair of typical correlation variables, and then calculate the second pair of typical variables u 2 and v 2 , ensuring that they are not related to the first pair. In this way, the correlation characteristics of X and Y will be extracted completely. Further, in the subsequent study, the relevant problems of the original data are transformed into the correlation between U and V .
To maximize the correlation between U and V , the projection directions A and B can be obtained by maximizing the Pearson correlation coefficient, where
where 11 and 22 are the self-variance matrices of X and Y , respectively, 12 is the covariance matrix of X and Y . The self-variance matrix can be defined as: The covariance matrix can be defined as:
The CCA algorithm can be transformed into a solution to an optimization problem:
Apply the singular value decomposition SVD method to optimize function. Assuming A = 
The optimization goal is converted to:
where u T u = 1 and v T v = 1 are the constraints. Define the matrix as the correlation evaluation matrix:
Consider u and v are the left and right singular vectors corresponding to a singular value of the matrix , rank ( ) = κ, and perform SVD on :
Obviously:
Since and are orthogonal arrays, u T and T v can obtain two vectors with a scalar value of 1 and the remaining scalar values of zero. Meanwhile the maximum value of
−1/2 v is the maximum value of the singular value. Then the coefficients will be obtained by using the corresponding left and right singular vectors in (17) .
C. LASSO VARIABLE SELECTION ALGORITHM
Regression modeling methods are mostly used for predicting multivariate output problems. The model can predict new data sample and its parameters are adjusted by minimizing the error function. There is often an ''over-fitting'' problem in this process. The fitting curve oscillates violently, when an over-fitting occurs. When excessive description of the relationship occurs among the data, the prediction effect is very poor [26] . However when the given model is more complex and the size of the data set is larger, the over-fitting problem is less obvious. For finite-scale data sets, regularization techniques can be used to suppress overfitting and create relatively complex and flexible models [27] . In order to overcome the over-fitting problem, the regularization idea is adopted to correct the error function in the form of:
where λ is the regularization coefficient used to adjust the error function E D (β) and E W (β).
In the field of machine learning, the weight attenuation method is used to select λ. In statistics, it provides the idea of parameter contraction, which is to shrink the parameter value in the direction of zero. If we consider the error squared function:
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The regularization idea is to minimize the sum of squares error (SSE) under the constraints of (20) and select the appropriate value. These two conditions are combined together by the Lagrange multiplier method. The general form of the regularized error function is:
Statistically, the case of q = 2 is called Ridge regression. In 1970, Heer proposed the ridge regression model in (22) , which not only solved the problem of irreversible matrix in the process of solving regression coefficients, but also led to the reduction of partial regression coefficients. This method preserves the regression coefficients of all variables at the time of modeling. Besides, it does not reduce the complexity of the model.
The case of q = 1 is called Lasso. Robert Tbshirani first proposed the variable selection technique Lasso algorithm in 1996, which is also a reduced estimation in [28] . Lasso algorithm is used to not only avoid over-fitting problems, but also to achieve the purpose of variable screening. With the value of λ increasing, the regression coefficient is reduced, and some regression coefficients with smaller absolute values are directly reduced to zero, resulting in a sparse model and variable selection. Compared the objective function of the ridge regression model, the objective function of Lasso model can be expressed as:
In order to clearly understand the variable selection of Lasso regression model, the regression model of two independent variables is shown as Fig. 4 . As λ increases, more coefficients are reduced to zero.
As shown in Figure 4 , (a) is a three-dimensional perspective view, and (b) is a corresponding two-dimensional projection image. In (a), the semi-ellipsoid represents
, which is a quadratic function of the coefficient. And the square represents the part of |β 1 | + |β 2 | ≤ t. Projecting it into two-dimensional coordinates, as shown in (b). The square represents the equal value line of Lasso penalty term, and the curve represents the equal value line of SSE. When the two lines intersect, the least squares solution in the curve shifts from the central point to the intersection point of the two lines. Significantly β 1 is reduced to zero and β 2 is compressed. Compared with the variable selection of ridge in Figure 3 , the cylinder in (a) represents the part of β 1 2 + β 2 2 ≤ t. In the two-dimensional projection (b), the intersection of curve and l 2 -regular circular is the coefficient solution of ridge regression model. However coefficients β 1 and β 2 are only compressed and can not be reduced to zero. The intersection of the l 1 -regular and SSE is more likely to appear on the axis, causing some variables to decrease to zero. The objective function of Lasso regression can be rewritten as follows:
where ESS (β) represents the sum of squared errors, and λl 1 (β) represents the penalty term. Since ESS (β) is a conductive function that can be guided, it can make a partial derivative for each of its component β j :
x ij y i − β j x ij (25) 90234 VOLUME 7, 2019 In order to simplify (25) , let
x 2 ij , then the partial derivative of ESS (β) to β j can be expressed as −m j + β j n j .
Since the penalty term is a non-conductible function, the partial derivative method cannot be directly used. Therefore, the sub-gradient method is selected to solve the minimum problem of the non-conductible convex function. The penalty term of each component β j can be expressed as λ β j . The weak derivative in (24) at β j is:
To solve the final Lasso regression problem, combine the component derivatives of ESS (β) and λl 1 (β) and make it to be zero:
Find the regression coefficient as:
As shown in (28) , the model coefficients of the obtained Lasso regression depend on the value of λ.
III. ESTABLISHMENT OF QUALITY MONITORING MODEL A. SAE-CCA-BASED ONLINE FAULT DETRECTION
Let U ∈ R n×l and Y ∈ R n×m be the input and output vectors measured in the process, respectively, which obey the normal distribution. The mean-normalized input-output vectors can be expressed as:
where µ u and µ y are the average of the input and output vectors, respectively. The unsupervised feature extraction of U 0 is first selected using SAE network. Then the characteristics of hidden layer output is:
The key issue of SAE-CCA algorithm is to optimize:
The constraint is J T
is a correlation evaluation function for input and output:
Perform SVD on to get: 
where v (k) is the noise that is weakly related to y (k). Define the residual vector as follows:
Two statistics T 2 and Q in the form of the following are constructed for process monitoring. T 2 statistic is used to detect the faults that occur in the input subspace and are related to the output. T 2 statistic is constructed as follows:
J T 2 represents the control limit of T 2 statistic, and its data samples obey F distribution. The expression is as follows:
where F 1−α (κ, N − κ) has κ and N − κ degrees of freedom, and the confidence is a critical value of the F distribution of 1 − α. In normal production conditions, T 2 statistic is within the control limit. If T 2 > J T 2 , then it indicates that the system has a fault. Q statistic is used to detect faults that occur in the output subspace and are related to the input. Q statistic is constructed as follows:
J Q represents the control limit of Q statistic. Under normal conditions, Q statistic is within the control limit. If Q > J Q , then it indicates that the system has a fault. The control limit of J Q is:
where g = S/2µ, degree of freedom h = 2µ 2 /S, S and µ can be calculated by:
The quality-related fault detection method based on SAE-CCA is shown in Figure 5 . 
B. LASSO-BASED FAULT DIAGNOSIS
After our proposed SAE-CCA method is used to detect the occurrence of quality-related faults, it is necessary to identify the fault-related variables and determine the root cause of the fault. In order to achieve this goal, Lasso's quality-related FI scheme is proposed in this paper. Multivariable fault diagnosis problems are converted to variable selection problems in discriminant analysis. Then an active set of root fault variables and propagation fault variables is created. To make a clearer combination of multiple regression and variable selection, we construct a data matrix X = (x 1 , x 2 , · · · x n ) T containing p−dimensional process variables containing two types of samples and 1 
, where n, n 1 and n 2 represent the numbers of samples, respectively, and n = n 1 + n 2 . Define data matrix:
Construct data matrix Y , using the quality variable data Y 1 and Y 2 corresponding to the two types of samples 1 and 2 :
Convert the regression problem to a form of optimization problem with constraints.
By solving Lasso optimization problem in (43), a continuously changing regression coefficient β can be obtained. If the value of λ is infinite, then all regression coefficients β are zero. As the value of the adjustment λ gradually decreases, a non-zero β is gradually appear. Record the order of the variables corresponding to the coefficients β entering the model which are non-zero. It represents that process variables are arranged an active set based on their importance to the detected fault.
There is a finite sequence for the value of: λ m > λ m−1 > · · · λ 0 = 0. When λ > λ m , all regression coefficients β are reduced to zero in solving the optimization problem. Define symbolic function and active set as follow,
Then the variable corresponding to the coefficients β equal to zero is discriminated as an irrelevant variable with the occurrence of the fault. The remaining variables whose coefficients β are non-zero corresponding to the anomalous variable which lead to the failure. As a result, the purpose of variable selection is achieved. After the optimization is completed, observe the effective set j and find the most relevant variable in which the fault occurred. Analyze the cause of the fault according to the actual situation, then quality-related fault diagnosis can be achieved.
The steps of FI can be described as: 1) After the fault is detected, the process data related to the fault are stored in the matrices 2 and 1 , which contain historical normal data. (Assuming the data have been normalized); 2) Construct matrices and according to formula (41) and (42); 3) Let λ = λ m , which satisfies log λ m = 2, and solve the penalty item optimization problem described in (43). The regression coefficients are estimated to obtain an active set j by using LARS iterative algorithm (the algorithm steps are shown in Table 1 ); 4) Update log λ m−1 = log λ m − 0.1, return to step 3) to update the active set (j) until log λ m−1 = −7 ≈ 0.
IV. SIMULATION STUDY: HSMP PROCESS A. DESCRIPTIONS OF HSMP
Modern hot strip mill process (HSMP) is a multi-stage production process with complex operation and large scale.
There are a large number of process variables and control loops in the production process. They are coupled to each other and the control effect is closely related to product quality. The more complex the system, the more likely it is to fail. Small failures in the system can spread and evolve, if they are not diagnosed and processed effectively. Lightly it may affect product quality and even cause equipment on property damage. Therefore, it is of important practical significance for online monitoring and fault diagnosis of product quality in hot mill production [29] . According to Figure 6 , HSMP can be divided into six subprocesses: heating furnace, roughing mill, conveyor belt and shearing machine, finishing mill, laminar cooling device and coiler. Finish mill process (FMP) can accurately reduce the thickness of steel plate to obtain the required thickness, which is the core step to ensure stability and high accuracy of continuous production of final products. This paper mainly studies this process. It can be observed that there are seven stands in FMP, each of which has two supporting rollers (both sides) and two working rollers (middle). In each stand, a hydraulic system is equipped to provide the required rolling force and bending force, thereby reducing the thickness of steel, and the roll table can move steadily forward. Meanwhile, rolling force and bending force can be measured in real time by piezomagnetic sensor and strain gauge sensor. It is noted that due to high speed and high temperature, the thickness between the two rolls is usually not measurable. In practice, the gap between two working rolls can be obtained by measuring the height difference between two supporting rolls. And the exit thickness can be measured by X-ray equipment. However, the thickness measurement is delayed because it is far from the exit of the last stand [30] .
In this paper, data sets are collected by hot rolling field (1700mm hot strip rolling line in Ansteel, Liaoning, China). Moreover, thickness-related databases are extracted from the historical databases of each sub-process. According to the experience, these variables (Table 2) are significantly correlated with the thickness. Applying these data to qualityrelated fault diagnosis, the diagnostic process is shown in Figure 7 .
B. FAULT DETECTION AND ROOT CAUSE DIAGNOSIS RESULTS
Three common types of thickness-related faults in FMP are detected and diagnosed (Table 3) net, and the initial values of the network weight are given as random numbers, which obey the normal distribution. The appropriate network parameters are obtained after training, when the error is less than 0.1. Then according to the trained model, fault detection is performed on 3000 realtime data sets of different faults, and the root fault variable is identified to achieve the purpose of online monitoring.
1) CASE STUDY FOR FAULT 1
Fault 1 is the failure of the sensor that measures the bending force of the 5th stand, and the measured value has a step jump. When the fault occurs, the measured value of variable x 18 suddenly becomes higher. As the AGC (automatic gage control) adjusts the feedback of the latter two stands, the values of the bending force of the 6th and 7th stands also change. However, such a failure will only cause a change in the shape of the strip, which has little effect on the final thickness. This type of failure is quality-independent and is not easily detected. Figure 8 shows the detection results of fault 1 using KCCA and SAE-CCA, respectively. After fault 1 occurs, under the mediation of the controller, T 2 statistic does not exceed the control limit, because the fault does not affect the quality variable. However, Q statistic exceeds the control limit, indicating that the fault affects the process variables. As a result, it should be considered a quality-independent fault. The detection results of both algorithms are effective, but the fault detection method based on KCCA has a higher false alarm rate (FAR), that is 15.7%.
2) CASE STUDY FOR FAULT 2
Fault 2 is the failure of the actuator that controls the cooling water valve between the 2nd and 3rd stands, which occurs by chance during the finishing process. When the fault occurs, the rolling forces of the 3rd stand and the rear stand are directly affected. Thereby the exit thickness of the last stand is affected. Fault 2 occurs from the 10th s and lasts for 15s. The process returns to normal after 25s, that is, the fault starts from the 1000th sampling time. Figure 9 shows the detection results of fault 2 using two algorithms. Fault 2 is a quality-related one, and both T 2 statistic and Q statistic exceed the control limits. The fault detection result obtained by applying KCCA algorithm has a higher FAR, and FAR is as high as 30.7%. In contrast, SAE-CCA algorithm has better detection effect, not only in time, but also in lower FAR (3.3%).
After building a Lasso model, the identification result is obtained following the algorithm described in Table 1 . Figure 10 shows faulty variables are isolated, as coefficients change with the tuning factor λ. It is clear that x 3 is the first variable entering the active set, i.e. the variable most responsible to fault 2. The second important variableis x 10 . As the fault propagates, the variables 4, 6, 12, 5, and 11 are gradually separated. Such result provide clear information about the root cause of the fault, which is consistent with the actual production analysis.
3) CASE STUDY FOR FAULT 3
Fault 3 is the failure of frame hydraulic pressure roll gap control system in the 4th stand. When this failure occurs, roll gap of the 4th stand is directly affected, and the total rolling force x 11 of the 4th stand is also affected. The gap and rolling force of the rear stands also change, which affects the zexit thickness in turn. This fault is also a quality related fault. Fault 3 is the process that occurs from the 20th s, and continues until the fault occurs from 2000th sampling. Figure 11 shows the detection results of fault 3 with two algorithms. Both T 2 statistic and Q statistic exceed the control limits. KCCA modeling can get good detection result. But SAE-CCA has better detection effect and detects the fault in time. And FAR is only 2.57%, while that of KCCA is 3.95%. Figure 12 shows the identification results of fault 3 based on Lasso. With the decrease of λ, faulty variables are isolated. It is clear that x 4 is the first variable entering the active set, i.e. the root variable of fault 3. The second important variableis x 11 . With the propagation of the fault, the variables 5, 12, 6, 13 and 14 are also gradually separated. Such result indicate that these variables are changed due to the fault, which is consistent with the actual production analysis.
V. CONCLUSION
In this study, a novel quality-related diagnostic method based on Lasso-SAE-CCA is proposed. Firstly, SAE network is adopted to learn the features of accurate data to achieve data dimensionality reduction. Then the relationship model is constructed based on SAE-CCA among the characteristic and the quality variables. At the same time, the corresponding statistics and control limits are designed to monitor the fluctuation of quality indicators. Next, Lasso-based variable selection method is prpposed to identify the root cause variable. The proposed method is applied to the fault diagnosis in HSMP and common faults are selected for simulation research.
The results show that the proposed diagnostic method can effectively detect quality-related faults and accurately locate root-source of fault variables. It provides an important reference for field engineers and has important theoretical value and broad application prospects. 
