The determination of directional power density distribution of an electromagnetic wave from the electromagnetic field measurement can be expressed as an ill-posed inverse problem. We consider the resolution of this inverse problem by a maximum entropy regularization method. From optimality conditions, a finite dimensional algorithm is derived and its convergence studied. Then we study another algorithm which is a variant of the previous one. This second algorithm leads to a solution wich maximizes entropy in the probabilistic sense. Some numericals examples are given.
Introduction
The aim of this paper is to present entropy regularization algorithms to determine the direction of propagation of an electromagnetic wave from the measurement of the six components of the electromagnetic field. Most of existing methods assume that the electromagnetic wave is similar to a single plane wave. In this case the electromagnetic field is fully described for a fixed frequency, by the wave normal direction vector k. Nevertheless, this assumption is generally too restrictive. For a more realistic analysis of an electromagnetic wave in a plasma, Storey and Lefeuvre have introduced the concept of wave distribution fonction (WDF) [4] . This function specifies the distribution of wave energy density for every frequencies and propagation modes. The WDF f is related to the spectral matrix V of the electromagnetic field component by a fredholm integral of the first kind [4] V (w) = q(k, w)f (k, w) dk (1) where k is the wave normal vector and w the frequency. The integrating kernel q is a known function depending of the propagation media. Solutions of this inverse problem were proposed by Lefeuvre using a maximum entropy method [5] . However, for a fixed frequency, we have to solve the integral equation problem
where the unknown f is nonnegative. This inverse problem is known to be ill-posed. The concept of WDF can be transposed to the case of electromagnetic wave propagating in vacuum. Equation (1) remains valid if we replace the plasma kernels by the vacuum kernels and if the electromagnetic wave has a single polarization mode [6] . The use of the WDF concept for electromagnetic wave propagating in vacuum has been studied for the interpretation of ground penetrating radar investigations, and in particular the one proposed for the NetLander mission to Mars [6] . The aim of this instrument was to explore the first kilometers of Mars subsurface to study its geological structure and to look for water.
Here we use a maximum entropy regularization method to solve this kind of inverse problem. We minimize the quantity
under the constraint f ≥ 0, where H is an negentropic term (to be defined later) and µ a regularization parameter. In fact H is not the negentropy in the probabilistic sense since f is not a density. But the minimization of H leads to a smooth solution. The main disadvantage of the maximum entropy solution used by Lefeuvre [5] , is that the constraints on the solution are too strong. The regularization gives a relaxed problem and the error that we introduce allows to search a solution in a much wider domain.
The maximum entropy regularization is a useful tool to solve ill-posed problems. Amato et al. [1] have studied the convergence of this method to show that it is a correct regularization process. This convergence is also studied in [3] by making a link with the classical Tikhonov method [9, 10] . A generalization is investigated in [7] .
The mathematical model of the problem is described in section 2. The definition of negentropy which is the quantity we want to minimize is given in section 3. In section 4 we present the otimization problem : the feasible domain of this problem has to be relaxed to find optimality conditions. Two algorithms are built, but the obtained solutions do not minimize negentropy. The optimization problem is then modified in section 5 to minimize the true negentropy. Finally we performed some numerical tests in section 6.
Mathematical model
In this section we present the mathematical model. We consider a measured space (E, A, σ), where E is a compact subset of R p , p ≥ 1 and the measure σ verifies σ(E) < +∞. The power density on (E, A) can be defined as :
The Power density is a couple (α, m) where α ∈ R + and m is a probability on (E, A). Let A ⊂ E , the power π A of the subset A is given by
The aim of this paper is to determine a power density (α, m) which verifies the equation
where V ∈ C n is known and q ∈ L 2 (E, C n , σ) is the integration kernel. In plasma physics, we have to solve this kind of problem to determine the power density distribution of an electromagnetic wave m and the total power α from the measurement of the electromagnetic field components . In this case we have typically n = 36.
The set of probability measures is too large for our problem, so we will only consider those measures that are continuous with respect to the measure σ. So, we define H an Hilbert space of functions by H ∈ {L 2 (E, R, σ), H l (E, R, σ)|l ∈ N} where H l is the usual Sobolev space [2] . The set E is compact, hence
For all F ∈ H and F ≥ 0 σ.a.e we can define a power density (α,
and F α dσ is the measure of density F α with respect to σ. Note that : F → E αq dm where α = F L 1 (E,R,σ) and m = F dσ α is a linear bounded operator from H to C n . More generally, let ψ be a linear bounded operator ψ : H → C n , ψ * : C n → H the adjoint operator and we suppose that R(ψ * ) ⊂ L ∞ (E, R, σ) (R denote the range). We want to solve
From the Riez Theorem, we deduce there exist n functions q i ∈ L 2 (E, C, σ), i = 1, ..., n such that ψ i [F ] = q i , F H . These functions are integration kernels; we easily see that
l iqi whereq i denotes the conjugate complex of q i . We deduce that the condition
The problem of the determination of F from V with equation (2) is an ill-posed problem. Indeed ψ is an operator from H (an infinite dimensional Hilbert space) to the finite dimensional Hilbert space C n . So, the operator ψ is not injective and there is no uniqueness of the solution (if it exists). To solve this problem, we use a maximum entropy regularization method.
The principle of Tikhonov's regularization method is to minimize the quantity
where µ is called the regularization parameter and Ω is a suitable regularizing functional. This method is equivalent to minimize the functional Ω on the set ψ[F ] − V C n ≤ δ(µ) [1] . In this paper we use an entropic term as the regularizing functional (cf section 3) and we restrict the domain to the Hilbert space H whereas in a lot of paper on maximum entropy regularization the study is done on L 1 . We will see in the following section that we have no problem to define the entropy. Let us now recall some definitions.
About entropy
Let be the function φ : R + → R defined by
The notation m 1 m 2 means that measure m 1 is absolutely continuous with respect to measure m 2 .
such that f dσ and gdσ are two probability measures and f dσ gdσ. We define the relative information content of f with respect to g by
If the condition f dσ gdσ is not verified then I(f, g) = +∞. If g is the non informative probability density then I(f, g) is called the information content of f . The negentropy (negative entropy) of f is then defined by
The non-informative probability density is a known function of the model. Physically, it is the probability density of a noise measured in the system. For example, in the case of an electromagnetic wave in vacuum WDF, E is the unit sphere. Now, since isotropy occurs (there is no priviligied direction of propagation for a plane wave in vacuum) we deduce that the non informative density probability is constant over the unit sphere. So, we may assume that the non-informative probability density is given by
For the sake of simplicity, we will suppose that σ(E) = 1, so the negentropy of f is
Entropy of a probability density can be seen as a "distance" between f and the density of the noninformative probability g. To calculate the solution of the inverse problem we minimize negentropy. By the way of this minimization we determine the solution which contains the less information thanks to density g. From the physical point of view, this permits to preserve the physical significant information. From this, we see that it is primordial to know accurately the non-informative density g. See [8] for the axomatic derivation of the principle of maximum entropy. Next lemma gives some properties of H.
Proof. Let be f ∈ L 2 (E, R, σ),
The proof of the lower semi-continuity of functional H can be found in [7, 1] . We now prove (7): let f ∈ K such that f ≥ ε let g ∈ K. We have
since φ is derivable on R + * and φ (x) = 1 + ln x. The functional H is strictly convex by the strict convexity of φ on R + .
A penalized problem
We can define the penalized cost functional or smoothing functional J µ we want to minimize
where µ > 0 is a regularization parameter. We have
Lemma 2
The functionnal J µ is l.s.c and strictly convex on K. In addition, if ε > 0, f, g ∈ K with f ≥ ε σ.a.e, then
where
and
2 C n is continuous on H by continuity of ψ, hence it is l.s.c. We conclude that J µ is l.s.c on K by Lemma 1. Furthermore,
C n is Fréchet-differentiable and its gradient is −2ψ
, so equation (9) is proved by Lemma 1 as well. The functional J µ is strictly convex on K by strict convexity of H and by convexity of the term
C n . So, we can write
Equation (11) follows by taking the limit of the last equation when λ → 0.
We obtain the maximum entropy regularization solution of the inverse problem (2), solving
We cannot conclude about the existence of the solution of problem (P µ ) since the cost functional is not coercive in H. To illustrate this, we let E = [0, 1], σ be the Lebesgue's measure on [0, 1] and
Nevertheless since J µ is strictly convex, we have uniqueness of the solution of (P µ ). The solution to this problem is a function of H whereas we are looking for a power density (α, m). In fact this power density can be obtain by letting α = F µ,V L 1 (E,R,σ) and m = Fµ,V α dσ where F µ,V is the solution of problem (P µ ).
To solve this problem we don't minimize the negentropy of definition 2 since F µ,V is not a probability density. Rigorously the negentropy of the solution is H( f α ). The cost functional does not verify equation (9) on the whole set K because φ is not derivable at 0. So, we have to modify this problem, taking a smaller set for the constraints. We study the modified problem in the next section to determine approximated first order optimality conditions.
Relaxation of the feasible set
Problem (P µ ) cannot be solved directly because J µ is not coercive and (9) is not satisfied. So we choose a smaller domain for the constraints such that we may ensure (9) on this new domain. To deal with coercivity, we bound the constraints domain.
So we set for 0 < ε < T < +∞
which is a closed, convex subset of H. The "relaxed" problem reads as
A necessary and sufficient condition of optimality is
Proof. The existence and uniqueness of the solution is standard, see [2] (Cor.III.20 p.46). We call it
µ ) ≥ 0 With Lemmas 1 and 2 this is equivalent to
Thanks to the optimality condition (13), we may now construct the solution.
Lemma 3 If there exists
i.e. F ε,T µ is a fixed point of a functional
is the unique solution of (P
is the unique solution of problem (P µ ) and we note it F µ,V .
We get
H = 0, and we see that F ε,T µ verifies (13). Therefore F ε,T µ is the solution of (P ε,T µ ). As K ε,T ⊂ K ε ,T for all 0 < ε ≤ ε and T ≥ T ,we conclude that F ε,T µ is the solution of problem (P ε ,T µ ). It is also the solution of problem (P µ ) : suppose that F ∈ K exists, such that
is the solution of
is a solution of (P µ ). Moreover, it is the unique solution of (P µ ) by strict convexity of J µ .
Lemma 3 shows as well that if functional Γ has a fixed point, it is unique.
We are now able to find the solution as a fixed point. In the next paragraph we study the existence of a sequence that converges to this fixed point. That will be the essential tool to set an infinite dimensional algorithm.
An infinite dimensional algorithm
Let us define the sequence {F k } k∈N of H by
If this sequence converges, the limit is a fixed point of functional Γ (and the solution to our problem). Let us give some properties of Γ.
Lemma 4 The functional
is continuous. Furthermore we have the inequality
Proof. We remark that
Inequalities are obtained by continuity of operators ψ and ψ * : there exist two constants C ψ and C ψ * such that
Since exponential function is non decreasing one obtains the results by injecting the last inequalities in the expression of Γ.
Now we show the convergence of the sequence {F k } k∈N . The following lemma gives a condition on the regularization parameter µ which implies that the sequence {F k } k∈N stays in a ball of fixed radius.
and we deduce the two inequalities.
We will use a fixed point criterion: if the functional Γ is contractive, then the sequence is converging. In the following lemma, we give a condition on µ for the sequence to converge.
Lemma 6 Γ is Fréchet-differentiable on H and his derivative is dΓ(F
. By Lemma 5 and since exponential is positive, we deduce that for all
We conclude by using the Banach fixed point theorem on the complete set {F ∈ H| 0 ≤ F ≤ R} with the distance induced by L ∞ . The sequence converges to the unique fixed point F µ,V ∈ {F ∈ H| 0 ≤ F ≤ R} of Γ strongly in L ∞ (E, R, σ) and in H (by compactness).
We may summarize in :
Theorem 2 If µ verifies (17) and (19) (i.e. µ large enough), then problem (P µ ) has a unique solution F µ,V limit of the sequence {F k } k∈N defined by
The convergence stands in L ∞ and in H.
Shortly speaking, we have an infinite dimensional algorithm wich converges to the solution of the maximum entropy regularization problem for a fixed parameter µ great enough. Theorem 2 shows that the solution F µ,V of (P µ ) obtained as the limit of the sequence {F k } k∈N belongs to L ∞ (E, R, σ). However this algorithm is not satisfying from the numerical point of view. This is clear because this algorithm is infinite dimensional and a rough discretization will lead to a too slow method. In fact it is possible to derive a finite dimensional algorithm from the optimality condition (13). This is the aim of the next section.
A finite dimensional algorithm
Lemma 3 suggests to look for the solution F µ,V of problem (P µ ) as F µ,V = G µ,V where
where λ ∈ C n has to be determined. Next Lemma gives a sufficient condition of optimality on λ to solve problem (P µ ). In this case, we have an analytic expression for the solution.
Lemma 7 Let λ ∈ C n such that
then the function G µ,V ∈ H, defined by (20), is the unique solution of (P µ )
Proof. By definition of G µ,V and thanks to the hypothesis R(ψ * ) ⊂ L ∞ (E, R, σ), there exist ε > 0 and T > ε such that G µ,V ∈ K ε,T . Writing the expression of F µ,V in (13) we can see that it is verified. So F µ,V is the unique solution of problem (P ε,T µ ). With Lemma 3 and strict convexity of J µ it follows that it is the unique solution of (P µ ).
Therefore we only need to find the value of λ ∈ C n to determine G µ,V . So the problem turns to be a finite dimensional one. Let us define the sequence {λ k } k∈N of C n as
The function γ : C n → C n defined in (22) is differentiable and its derivative is
where ρ k is the spectral radius of matrix M (k) of dimension (n, n), such that for all 1 ≤ i, j ≤ n (we use euclidian norm on C n )
Using the Frobenius norm of matrix M (k) we have the inequality
The sequence {λ k } k∈N will converge to the fixed point of functional γ only if any ρ k is small enough. So we cannot use it to calculate λ. However it is possible to construct another sequence which is converging to λ by noting that for all τ > 0,
. So we can obtain λ as limit of the sequence {l k } k∈N
In practise this sequence will be used to determinate the solution. If τ is chosen small emough and µ is great enough the sequence {l k } k∈N converge.
Lemma 8
If for all k ∈ N the spectral radius of M (k) is less than m ∈ R + * , then the sequence l k converges for 0 < τ <
1+m
Proof. The matrix M (k) is hermitian of nonnegative type since for all σ ∈ E, q(σ)q t (σ) is nonnegative hermitian and exp
Since M (k) is hermitian, there exists an orthogonal basis of eigenvectors and we call B (k) the transition matrix. So B
is a diagonal matrix with positive elements, strictly less than 1 − τ since spectral radius of M (k) is less than to m and 0 < τ < 1 1+m . We deduce
. So the sequence converges.
We have a proof of the convergency of sequence {l k } k∈N if the spectral radius of the matrix M (k)
are uniformely bounded with respect to k. In the next Lemma, we give an estimate of the spectral radius of M (k) thanks to the Frobenius norm.
then for all k ∈ N the sequence is bounded by R, and the spectral radius ρ k of M (k) satisfies
Proof. We prove the result by induction. Let us assume there exists k ∈ N * such that ∀j ≤ k, l j C n ≤ R, then
and condition (27) implies
For all k ∈ N we have l k ≤ R and (28) is a direct consequence of (25).
Proposition 1 If (µ, R) satisfies condition (27) then the function γ has an unique fixed point λ in the closed ball B(0, R). Moreover if l 0 C n ≤ R then λ is the limit of the sequence {l k } k∈N (for τ small enough).
We now give a more precise description of the algorithm defined by (26) :
Stopping criterion
If |l k − l k−1 | < , then STOP, else k := k + 1 and go to 2.
The algorithm converges if the regularization parameter is great enough. The main advantage of this method is that it determines a vector of C n which is the fixed point of a functional. Moreover we have an analytic expression for this solution. The convergence of the algorithm is linear since we have shown that l k+1 − l k C n ≤ (1 − τ ) l k − l k−1 C n in Lemma 8. The number τ has to be chosen as great as possible for a faster convergence. Now we perform a sensitivity analysis of the optimal value function with respect to µ and V . Let V ∈ C n be fixed. We suppose that for the data V the sequence (22) converges for all µ ≥ µ 0 > 0. We define the function C 1 by
Similarly for any λ > 0 fixed, we suppose that the sequence (22) converges for all V ∈ B(0, R) where R > 0, and we define the function C 2 by
Proposition 2 Let C 1 and C 2 be the functions defined by (29) and (30).
1. C 1 is continuous and increasing.
2. C 2 is continuous and verifies
Proof. Let be
To prove continuity we suppose there exists a sequence {µ k } k∈N and a δ > 0 such that µ k → µ and for all k,
. This contradiction prove the result. The case µ N ≥ µ can be shown similarly.
We can show the continuity of C 2 by the same way. The inequality (31) is obtained by taking
In summary, we have a finite dimensional algorithm which converges to the solution of maximum entropy regularization problem if µ is great enough. We know the analytic expression of the solution and the problem is now a finite dimensional one.
However, the entropy functional we have maximized by the regularization procedure is not the entropy in the sense of definition 2 because the solution is not a probability density. The second algorithm we present in the next section allows to find a solution wich maximize the true entropy. It is a variant of the previous one.
Computing the probability density
We want to find a solution which maximizes entropy in the sense of definition 2. So we would like to solve the problem
In this problem α ∈ R + represents the total power and F is a probability density because of the constraint F ∈ f ∈ K| f L 1 (E,R,σ) = 1 . So if the solution exists, it minimizes negentropy as defined in definition 2.
We cannot solve (P µ ) in the same way as problem (P µ ): indeed the cost functional is no more convex because of the bilinear term α ψ[F ]. On the other hand, the feasible domain is convex since ∀f, g ∈ f ∈ K| f L 1 (E,R,σ) = 1 , ∀λ ∈ [0, 1], we have λf + (1 − λ)g ∈ K, and
by positivity of f, g. Anyway if F is solution of (P µ ), we can interpret F L 1 (E,R,σ) like an approximation of the power. So we will use the results of previous section about (P µ ). We define the sequence
where g : C n → C n is defined by
This is the sequential evaluation of the power for a density which maximizes its entropy. We make the following assumption ∀l ∈ C n , Re( V, g(l k ) C n ) ≥ 0; since δ k is an estimation of the power, it must be positive. If δ k → δ * and l k → l * then
Last equation is quite similar to the necessary and sufficient condition of optimality (13) of problem (P µ ). In the next proposition we make the link in the case where the sequence is converging.
Proposition 3 Let be l * = V − δ * g(l * ) with δ * > 0; we define
Then f l * is a probability density and it is the unique solution of problem
Proof. We have
Dividing the last equation by δ * gives a sufficient optimality condition for the problem (34). So F l * is the unique solution of this problem. As {f ∈ H|f ≥ 0 σ.a.e, f L 1 = 1} ⊂ K, we get the conclusion.
To show (35) we suppose that ψ[f l * ] = 0 (otherwise the result is trivial). Let be
It is a continuous and strictly convex function. The unique α * which minimizes θ verifies
Thanks to this proposition, we see that if the sequence given by (32) converges, then its limit gives a power density (δ * , f l * dσ) which minimizes the error with the data V . Moreover f l * has a minimal negentropy in the probabilistic sense. Now, we will show that, in fact, the obtained solution is the unique solution of problem P δ * F l * µL 1 (E,R,σ) . Let
Proof. Assume there exist two power densities (α 1 , f 1 dσ) and (α 2 , f 2 dσ) solutions of the problem, so 
is a probability density and verifies J µ α1+α2 2 , f1+f2 2
. This is not possible so
This proposition shows that if the sequence defined by (32) converges then its limit is the unique solution of problem (P µδ * F l * L 1 (E,R,σ) ). It remains to prove this convergence. This will be done in a forthcoming paper. Anyway we have performed numerical test which work perfectly well (see next section). More precisely, the algorithm (32) is :
Stopping criterion
In this section we have supposed that R(ψ * ) ⊂ L ∞ (E, R, σ) to established the algorithms. If this condition is not verified we can slightly modify the operator ψ to overcome this problem. More precisely if ψ :
This new operator can be used for the computation instead of ψ, and it verifies the desired condition.
Numerical tests
In this section we perform some numerical tests for the resolution of (2) with the two algorithms described previously. For these tests we consider the propagation of an electromagnetic wave in vacuum. We give below the expression of operator ψ corresponding to vacuum. We denote
C n the error and α is the computed approximation of total power P . For the numerical computation of the solution, we need to find τ > 0 small enough for the algorithms to converge. The number τ must be great enough for a fast computation. To determine this parameter we have used the following rule: let τ 0 > 0 and {l k } k∈N the sequence generated by the algorithm, if l k+1 − l k C n ≥ l k − l k−1 C n then τ k+1 = τ k r where 0 < r < 1. We can also imagine a linear search for the best value of τ . We have chosen to stop the algorithms when l k+1 − l k C n < where > 0 is chosen small enough. For all the following examples we have set = 10 −12 . All these numerical examples were performed on a Power Mac 2×G4 with the scientific software Scilab 2.6. For these examples the average time for one iteration was 28.5ms. This is corresponding to the average number of 35 iterations by seconds.
Wave distribution function in vacuum
In the case of an electromagnetic wave propagating in vacuum, we have the relation
where V is the data vector, F is the WDF of the electromagnetic wave and q is the integrating kernel of vacuum. Writing the component of the spectral matrix as a vector provides the data V . We see with (36) that we integrate over the unit sphere : θ ∈ [0, π] denotes the polar angle and φ ∈ [0, 2π] the azimutal angle. This is quite clear because WDF is the directional distribution of the power of electromagnetic wave. The expression of q is analytically known [6] . According to (36) we put
2π dθ dφ and we define the operator ψ by
This operator is continuous on H and the adjoint operator verifies
. From the expression of ψ, we see that we have to compute a double integral. For this computation we have used the Gauss-Legendre quadrature method with 20 points on the interval [0, π] and 40 points on [0, 2π]. In the following tests, this integration method seems to be accurate enough because the results don't change dramatically if the number of Gauss points is larger.
We don't have experimental data for the numerical validation of these algorithms. So we need to simulate some with (36). We will make our first tests in the case where V is a simulated data obtained for a WDF which is a sum of dirac measures. The data vector of a dirac in (θ d , φ d ) of power P is simulated by taking
The case of a dirac is important because physically it corresponds to an electromagnetic plane wave. Then we will make some test for data corresponding to a WDF which is continuous a.e.. The simulation will be made by computing the integral (36). For some of these examples, a noisy data V δ will be introduced with V − V δ C n ≤ δ where δ > 0 is the noise level.
Test of A1

Example 1
To begin, we have used the algorithm A1 on a data corresponding to a dirac (see above) because we wanted to know if the method was able to determine the direction and the power of a plane wave. For these examples we set µ = 1.
We have made computations for a dirac with θ d = 1.5, φ d = 2 and for P i = i/2 with i = 1, .., 50. For each value of P i we have computed the relative power error given by
where α i is the computed approximation of total power P i . The function α (P ) is plotted in Figure  1 . In this Figure, we see that the error increases when P decreases; it is less than 10 % for a power P ≥ 4. We have also computed the mean direction (θ,φ) given bȳ Figure 1 . We see in this Figure that the mean direction is near the true one when it is not too close to the poles. The large error on φ d near the poles can be explained by the "bad" representation of the unit sphere in (??) and (??). Similarly, we obtain a large error if φ d is chosen near 0 or 2π. But if we take another value for φ d far enough from the edge of E, we obtain a similar result as plotted in Figure 1 .
We conclude that the results obtained for the case of a single dirac are satisfactory. Our algorithm is able to find the direction and the power of a dirac with small errors if the direction is not too close to the edge of E and if the power is great enough.
Example 2
We have built an example for a sum of three diracs which support is vertices of an equilateral triangle on E. For this example we have added a noise to the simulated data V . It verifies V − V δ C n < 1 (precisely = 0.764). The regularization parameter µ was chosen according to the noise level; we have taken µ = 0.5 because the corresponding solution has a small error and 1 = δ < V − ψ[F ] C n , (see Table 1 for the results). We plot the contour of the solution on Figure 2 . On this figure we see that the solution has three peaks centered on the direction of the three dirac. The solution is in this way satisfactory.
We have performed a sensitivity analysis with respect to µ. Indeed, in section 3 we gives an interpretation of entropy as a distance between the non-informative probability density g. To see the effects of entropy numerically, we have computed the solution for the same data but with larger values for µ. Theoretically, a great value of µ leads to a solution with a great entropy, that is a solution not too "far" from g. In figure 2 we see the results obtain for µ = 50. We have made 4 tests for the same data with different value of µ, the results are writen on Table 1 . We see on this table that the value of error r increases quickly with µ while H decreases. The solution obtained for µ = 50 is very flat and has a very large error r = 117.6. We can remark that the optimal value function is not increasing but in fact there is no contradiction with proposition 2 since we have to add µ e to obtain an increasing function.
Test of A2 on a continuous density
In the previous section we have presented some tests of the first algorithm to reconstruct a three-dirac distribution. Now we give an example of reconstruction of an a.e. continuous distribution. Let be F t (θ, φ) = 4(cos 2 θ + sin 2 φ), this is the function used to simulate our data vector V . In this example we use a noisy data V δ with V − V δ = 0.670. In Figure 3 the function F t which is used for the computation of data V is represented. This function is presented using a spherical plot : the value of the function is described by a gray level code on each hemisphere. We see that F t is not continuous at the two poles of the sphere: this discontinuity is explained by the "bad" representation of the unit sphere :
To compute the solution we have used the algorithm
instead of A2 to compute quickly the solution and we introduced the number τ > 0 for the convergence. We see that if algorithm (38) converges, it will converge to the same limit as algorithm A2. The solution obtained by the algorithm (38) is plotted in Figure 3 with the spherical representation. We see that the solution obtained looks like the function F t plotted in Figure 3 . This solution was computed with the following parameters : = 10 −12 , µ = 3, τ = 0.008. The algorithm stopped after 1818 iterations, the error with the data r and the negentropy H are respectively 1.127 and −2.460. We see that this solution is satisfying because r is greater than the noise level but it is also small enough.
This example permits comparing the two problems (P µ ) and (P µ ). Let µ e be defined by µ e = µ δ * F l * L 1 (E,R,σ) with the notations of proposition 3. Thanks to this proposition we know that f l * realize the minimum of functional
over K. So f l * is the solution of (P µe ). We can now compare the two problems by computing the solution of (P µe ) and see if this solution is better or worse than the f l * . We found µ e = 176.35 with the computation of the solution of (P µe ). Now, if we compute the solution of problem (P µe ), we find a solution which is very far from the data ( r = 5133.6). So for this example the solution of (P µe ) is far better than the solution of (P µe ). We conclude that for (P µ ) we get a much smaller solution for a much larger µ.
Nevertheless the two algorithms A1 and A2 gives similar results since A2 is a modification of A1. If we compute the solution by A2 we don't find a great difference between the solution computed by A1 (that is what we have noticed for all the examples presented in this paper). 
Conclusion
In plasma physics, the determination of the directional power density distribution of an electromagnetic wave from the measurement of the field components is an inverse ill-posed problem. This problem can be writen as
where ψ is a linear bounded operator from H = L 2 (E, R, σ) to C n , V the spectral matrix and F the wave distribution function (WDF). Lefeuvre et al. [5] have proposed to solve this problem by maximizing an entropic term −H(F ) = − E F ln F dσ under the constraint ψ[F ] = V . However this constraint is too "restrictive", it indeed limits the feasible domain to a linear subspace of H . That's why we have studied the relaxed problem
where µ is a regularization parameter. The latter parameter has to be chosen small enough to allow a solution with a small error thanks to the data V , and large enough for stability. Solving (P µ ) permit us to search the solution in a much larger domain. More precisely the obtained solution verifies ψ[F ] − V C n ≤ ε with ε > 0, this inequality is clearly more realistic from the numerical point of view. Instead of using standard method to solve the problem (P µ ), we have first built a fixed point algorithm in C n (algorithm A1) thanks to a sufficient condition of optimality. Moreover, the uniqueness of the obtained solution has been proved.
As both this above method and the Lefeuvre's one give solutions which don't maximize entropy in the probabilistic sense, since they are not probability densities, we have built a second algorithm (algorithm A2) derived from the first one which allows the "true" entropy to be maximized. In this paper the uniqueness of the solution is proved but the algorithm convergence will be tackled in a future study.
To highlight the algorithms performances numerical tests using simulated data have been made. The single plane wave propagation has been simulated by using a dirac measure to build the spectral matrix V . In this case both algorithms give the plane wave direction and power with a fairly well accuracy. Then three-dirac measures as well as a continuous distribution has been used to test the ability of the algorithms to determine the propagation direction of several plane waves. The obtained wave distribution functions are in a very good agreement with the input data. It is worth noting that the errors V − ψ[F ] 2 C n returned by the two algorithms are of the same order, this indicates that in the tests we have performed, the entropy maximization in the probabilistic sense is not required. The following step will be the use of real spatial data to fully qualify the inversion methods presented here.
