Abstract. We develop a modern extended scattering theory for CMV matrices with asymptotically constant Verblunsky coefficients. First we represent CMV matrices with constant coefficients as a multiplication operator in L 2 -space with respect to a specific basis. This basis substitutes the standard basis in L 2 , which is used for the free Jacobi matrix. Then we demonstrate that a similar orthonormal system in a certain "weighted" Hilbert space, which we call the Fadeev-Marchenko (FM) space, behaves asymptotically as the system in the standard (free) case discussed just before. The duality between the two types of Hardy subspaces in it plays the key role in the proof of all asymptotics involved. We show that the traditional (Faddeev-Marchenko) condition is too restrictive to define the class of CMV matrices for which there exists a unique scattering representation. The main results are: 1) Szegö-Blaschke class: the class of twosided CMV matrices acting in l 2 , whose spectral density satisfies the Szegö condition and whose point spectrum the Blaschke condition, corresponds precisely to the class where the scattering problem can be posed and solved. That is, to a given CMV matrix of this class, one can associate the scattering data and related to them the FM space. The CMV matrix corresponds to the multiplication operator in this space, and the orthonormal basis in it (corresponding to the standard basis in l 2 ) behaves asymptotically as the basis associated with the free system. 2) A 2 -Carleson class: from the point of view of the scattering problem, the most natural class of CMV matrices is that one in which a) the scattering data determine the matrix uniquely and b) the associated Gelfand-Levitan Marchenko transformation operators are bounded. Necessary and sufficient conditions for this class can be given in terms of an A 2 kind condition for the density of the absolutely continuous spectrum and a Carleson kind condition for the discrete spectrum. Similar close to the optimal conditions are given directly in terms of the scattering data.
1. Introduction 1.1. Why almost periodic operators are so important? One of the possible reason is the following rough statement: all operators with the "strong" absolutely continuous spectrum asymptotically looks as almost periodic operators with the same a.c. spectral set. To formulate a theorem (in support of the above "philosophy") let us give some definitions.
Of course a n = cos(κn + α)
Date: February 2, 2008. Partially supported by NSF grant DMS-0501067 the Austrian Founds FWF, project number: P20413-N18. 1 is the best known example of an almost periodic sequence. Generally, they are of the form a n = f (κn),
where f is a continuous function on a compact Abelian group G and κ ∈ G.
A Jacobi matrix J = J({p n }, {q n }) = In what follows we assume p n > 0 and q n ∈ R. Let E ⊂ R be a compact of positive Lebesgue measure. Moreover, we require a certain kind of regularity of the set with respect to the Lebesgue measure: there exists η > 0 such that |E ∩ (x − δ, x + δ)| ≥ ηδ for all x ∈ E and 0 < δ < 1.
(1.1)
Such set E is called homogeneous [1] . Denote J(E) = {J is almost periodic : σ(J) = σ a.c. (J) = E}.
That is J(E) is the collection of all almost periodic Jacobi matrices acting in l 2 (Z), such that the spectral set of J is E, moreover, the support of the absolutely continuous component of the spectrum covers the whole E. It is important that the above set has a parametric representation Theorem 1.1. [11] Let π 1 (Ω) be the fundamental group of the domain Ω :=C \ E and π
Recall that one-sided Jacobi matrices J + acting as bounded self-adjoint operators in l 2 (Z + ) are in one-to-one correspondence with compactly supported measures on R: J + is the matrix of the multiplication operator by independent variable with respect to the basis of orthonormal polynomials {P n (z; σ)} ∞ n=0 in L 2 σ , the measure σ is called the spectral measure of J + .
Let ω(dx) = ω(dx, ∞; Ω) and G(z) = G(z, ∞; Ω) be the harmonic measure on E and the Green function in the domain Ω with respect to infinity. and J + is the Jacobi matrix associated to the σ.
Then there exists α ∈ π * 1 (Ω) such that p n − P(αµ −n ) → 0, q n − Q(αµ −n ) → 0.
(1.6) Remark 1.4. In [6] asymptotic for P n (z; σ) is also given.
In this paper we present a similar to Theorem 1.3 result for CMV matrices in the basic case, when the resolvent set is a simply-connected domain. The general case of a multi-connected domain with a homogeneous boundary will be considered in a forthcoming paper (we would like to mention this here, in particular, to indicate the power of our method).
1.2. CMV matrices with constant coefficients. For a given sequence of numbers from the unit disk D ..., a −1 , a 0 , a 1 , a 2 , ...
define unitary 2 × 2 matrices
and unitary operators in l 2 (Z) = l 2 (Z − ) ⊕ l 2 (Z + ) given by block-diagonal matrices
. . .
where S|j = |j + 1 . The CMV matrix A, generated by the sequence (1.7), is the product A = A({a j }) := A 0 A 1 , (1.8)
CMV matrices have been studied by M.J. Cantero, L. Moral, and L. Velásquez [2] , for historical details see [10] .
Recall that a Schur function θ + (v), |θ + (v)| ≤ 1, v ∈ D, (a finite Blaschke product is a special case) is in a one to one correspondence with the so called Schur parameters θ + (v) ∼ {a 0 , a 1 , ...}, (1.9) where θ + (v) = a 0 + vθ (1.10)
The spectral set of a CMV matrix A a with the constant coefficients a n = a = 0 is an arc E = E a = {e iξ : ξ 0 ≤ ξ ≤ 2π − ξ 0 }, (1.11) where ρ = 1 − |a| 2 = cos ξ0 2 .
The following construction is a very special case of a functional realization of almost periodic operators [5, 7] . The domain Ω =C \ E is conformally equivalent to the unit disk D:
(1. . By K(ζ, ζ 0 ) we denote the normalized kernel
Using the above notation, to the given β k = e 2πiτ k ∈ T, k = 0, 1, we associate the space H 2 (β 0 , β 1 ) of analytic multivalued functions f (ζ), ζ ∈ D \ {κ,κ}, such that |f (ζ)| 2 is singlevalued and has a harmonic majorant and
where γ i is a small circle around κ andκ respactively. Such a space can be reduced to the standard Hardy space H 2 , moreover
Lemma 1.5. Let b = √ b κ bκ. The space bH 2 (1, −1) is a subspace of H 2 (−1, 1) having a one dimensional orthogonal compliment, moreover
Iterating, now, the decomposition (1.19)
one gets an orthogonal basis in H 2 (−1, 1) consisting of vectors of two sorts
Note that this orthogonal system can be extended to the negative integers m so that we obtain a basis in the standard L 2 .
Theorem 1.6. With respect to the orthonormal basis
2 . As it was mentioned the above theorem is a part of a very general construction. In this particular case, we will break the symmetry of the shift operation. Paying this price we can use the standard H 2 space. Factoring out √ b κ , we get Theorem 1.7. The system of functins
With respect to this basis the multiplication operator by v is the CMV matrix A a .
Szegö over Blaschke calss and the direct scattering. It follows from
that the subspace formed by the vectors | − 1 , |0 is cyclic for A. The resolvent matrix-function is defined by the relation
where E :
This matrix-function possesses the integral representation
with 2 × 2 matrix-measure. A is unitary equivalent to the multiplication operator by an independent variable on
Note that Σ is not an arbitrary 2×2 matrix-measure, but has a specific structure. In terms of the Schur functions (1.9), (1.10)
In particular, this means that the rang of the measure Σ(t 0 ) at an isolated spectral point t 0 is one, and the spectral density has the form
(1.27) Definition 1.8. Let E be an arc of the form (1.11) and X be a discreet set in T \ E, which satisfies the Blaschke condition in Ω =C \ E:
We say that A is in A SB (E) if σ(A) = E ∪ X, the spectral measure is absolutely continuous on E, dΣ|E = W (t) dm(t) (1.29) and the density satisfies the Szegö condition 
With the set X (1.28) we associate the Blaschke product
(this product contains the factor ζ if 0 ∈ Z). Theorem 1.10. Let A ∈ A SB (E). Then there exists a generalized eigen vector (see (1.23))
belong to H 2 for all m ∈ Z, that is, e + (n, ζ) is well defined in D and
Let ι|n := | − 1 − n . The following involution acts on the isospectral set of CMV matrices ιA({a n })ι = A({−a −n−2 }).
(1.37) Theorem 1.10 with respect to ιAι can be rewritten into the form Corollary 1.11. Simultaneously with the eigen vector (1.33) there exists the vector
possessing the asymptotics
in L 2 as n → ∞. And, also,
Remark 1.12. 1. We will see that Theorem 1.10 belongs to the family of Szegö kind results. Actually it claims that an orthonormal system in a certain "weighted" Hilbert space behaves asymptotically as such a system in the "unweighted" space. 2. On the other hand it belongs to the family of "direct scattering theorems" having the following specific: the class of CMV matrices is given in terms of their spectral properties, but not in terms of a behavior of the coefficients sequences.
R ± , T ± in asymptotics (1.34), (1.39) are called the reflection and transmission coefficients respectively. They form the, so called, scattering matrix
(1.41) Proposition 1.13. The matrix function S possesses two fundamental properties: 
• All other coefficients are of the form
where O is the outer function in the unit disk D, such that
Now, we define the Faddeev-Marchenko Hilbert space.
Definition 1.14. Set
is finite.
forms an orthonormal basis in the associated space L 2 α+ . Therefore, the map
* is the multiplication operator by v.
(1.50) is called the scattering representation of A. Note that simultaneously we have the representation 
, and have the following analytic properties
Finally, let us mention the important Wronskian identity. Put formally
and
(1.56)
1.4. Inverse scattering: a brief discussion. The unimodular constant e ic+ and the pair α + (1.47) are called the scattering data.
A fundamental question is how to recover the CMV matrix from the scattering data? When can this be done? Do we have a uniqueness theorem?
We say that the scattering data are in the Szegö over Blaschke class, α + ∈ A SB (E), if
• R + is of the form (1.42),
• ν + is a discrete measure supported on Z (1.28). Let us point out that we did not even assume that the measure ν + is finite.
In short: to every scattering data of this class we can associate the system of refection/transmission coefficients by (1.43), (1.44), (1.45), the dual measure ν − (1.46) and the constant e ic− (1.45) in such a way that there exists a CMV matrix from A SB (E), which satisfies Theorem 1.10 and Corollary 1.11 with these data.
To this end we associate with α + the Faddeev-Marchenko space L 2 α+ , define a Hardy type subspaceȞ 2 α+ in it, and, similar to (1.22), construct the orthonormal basis (at this place the constant e ic+ is required). Then, the multiplication operator (with respect to this basis) is the CMV matrix and the claim of Theorem 1.10 is a Szegö kind result on the asymptotics of this orthonormal system.
For a brief explanation of the uniqueness problem we would like to use the following analogy. For the measure dµ = w(τ )dm(τ ), with log w ∈ L 1 , we can define the Hardy spaceȞ 
It is evident that in this way we define a unitary map from L 2 α+ to L 2 α− , in fact, due to (1.58) (1.60) . Therefore, in fact, f (ζ) has an analytic continuation from T in the disk D. Moreover, the value of f at ζ k , due to this continuation, and f (ζ k ) that should be defined for all ζ k ∈ Z, since f is a function from L 2 α+ , still perfectly coincide.
The second space also consists of functions from L 2 α+ having an analytic continuation in D.
belongs to the standard H 2 and
where in the RHS g and BT + are defined by their analytic continuation in D.
The following theorem clarifies relations between two Hardy spaces.
α+ are spaces of analytic functions in D with the reproducing kernels, which we denote byǩ α+,ζ0 =ǩ α+ (ζ, ζ 0 ) andk α+,ζ0 = k α+ (ζ, ζ 0 ) respectively. We puť
Define the following shift operation on the scattering data
denote one of the normalized kernel in (1.63). The system of functions
forms orthonormal basis inȞ 
correspond to A in the sense of Theorem 1.10 and Corollary 1.11.
An important observation is the following Proposition 1.20. Let A ∈ A SB (E), and let α + and F + correspond to this matrix. ThenȞ
Due to this observation Theorem 1.10 is proved as a corollary of Theorem 1.19. Concerning the uniqueness problem:
(1.68)
then there is no other CMV matrix of A SB (E) class corresponding to the same scattering data.
In fact, (1.69) means that e ± (n, τ ) ∈ L 2 for n = −1, 0 and, therefore, for all n ∈ Z. In this case there exist the decompositions
(1.70)
The following matrix
Note that under condition (1.69) they are not necessary bounded. We present necessary and sufficient conditions when the scattering data determine the CMV matrix and both transformation operators M ± are bounded.
For θ ∈ Θ SB (E) consider the following two conditions: (i) for all arcs I ⊂ E sup
where w(t) := 1−|θ(t)| 2 |1−θ(t)| 2 , and
(ii) for all arcs of the form I = (e iξ , e iξ0 ) or I = (e −iξ0 , e −iξ ), I ⊂ T \ E,
where Y = {e iη k ∈ T \ E : θ(e iη k ) = 1}, and
with the associated Schur functions θ ± and scattering data α + = {R + , ν + }. Then the following statements are equivalent.
The Schur functions θ ± satisfy (i), (ii).
2. The scattering data α + determine a CMV matrix of A SB (E) class uniquely and both related transformation operators are bounded.
In Sect. 9 we propose the following sufficient condition given directly in terms of the scattering data.
With ν + we associate the measureν + bỹ
and with the reflection coefficient R + the Szegö functioñ
(1.75) 
Then the data α + = {R + , ν + } determine the CMV matrix uniquely for any e ic+ . Moreover, the both GLM transformation operators are bounded.
It shows that the class of data, comparably with the classical Faddeev-Marchenko one, is indeed widely extended (an infinite set of mass points and the reflection coefficient is very far necessary to be a continuous function). Remark 1.25. As we clarified in a discussion with A. Kheifets, in fact, our condition is optimal in the class of conditions on the scattering data with the following two properties: a) the condition is stable with respect to the involution R + (τ ) → −R + (τ ); b) the assumptions on R + and ν + are independent.
Proof of the Duality Theorem
The main goal of the Lemma below is to clarify notations that are, probably, a bit confusing. We believe that the diagram, given in it, and the proof will help to avoid misunderstanding:
α− , defined by (1.58), (1.59), actually depend of the scattering data {R ± , ν ± }, although we do not indicate this dependence explicitly.
Here the horizontal arrows are related to the unitary multiplication operators and the vertical arrows are related to two different ±-duality mappings.
Proof. Note that both w and w
{ww * R+,ww * ν+} . Also, since |w(τ )| = 1, τ ∈ T, we have that {w
In other words T ± -functions remain the same for both sets of scattering data. Then we use definitions (1.58), (1.59).
Proof of Theorem
Since
Now we calculate the scalar product
Therefore, by (1.59) we get
For the converse direction we calculate the scalar product of f + ∈Ĥ 2 α+ with a function of the form B N g, B N ∈ B, g ∈ H 2 and use the fact that
Reproducing Kernels
We prove several propositions concerning specific properties of the reproducing kernels inȞ 
and, therefore,ǩ
Proof. First we note that the following one-dimensional spaces coincide:
It follows immediately from Theorem 1.18, but let us give a formal prove. Starting with the orthogonal decomposition
Now we use Theorem 1.18
The essential part of the lemma deals with the constant C. We calculate the scalar product
On the one hand, since 
On the other hand we can reduce the given scalar product to the scalar product in the standard H 2 . Since B(ζ k ) = 0, the ν-component vanishes and we get 1 2
,
Substituting here (3.3) we get
1−ζκ is collinear to the reproducing kernel here, we get recalling (3.4)
Thus (3.1) is proved. Comparing the norms of that vectors and taking into account that the −-map is an isometry we get (3.2).
Consider the multiplication operator byv, acting in
The multiplication operator byv acts as a unitary operator from
Proof. It is evident that the multiplication byv = bκ bκ acts from
Therefore it acts in their orthogonal complements (3.6), (3.7).
Recall definition of the characteristic function of a unitary node and its functional model. Let U be a unitary operator acting from K ⊕ E 1 to K ⊕ E 2 . We assume that the Hilbert spaces E 1 and E 2 are finite-dimensional (actually, in this section we need dim E 1 = dim E 2 = 1). The characteristic function is defined by
It is a holomorphic in the unit disk contractive-valued operator function. We make a specific assumption that Θ(w) has an analytic continuation in the exterior of the unite disk through a certain arc (a, b) ⊂ T due to the symmetry principle:
This E 2 -valued holomorphic vector function belongs to the functional space K Θ with the following properties.
• F (w) ∈ H 2 (E 2 ), moreover it has analytic continuation through the arc (a, b).
• For almost every w ∈ T the vector F * F (w) belongs to the image of the operator I Θ * Θ I (w), and therefore the scalar product
has sense and does not depend of the choice of a preimage (the first term in the above scalar product). Moreover
The integral in (3.10) represents the square of the norm of F in K Θ .
Note that in the model space P K U |K became a certain "standard" operator
The following simple identity is a convenient tool in the forthcoming calculation.
Proof. Since I K⊕E2 = P K + P E2 and U is unitary we have
Then we multiply this identity by (I − wP K U ) −1 .
Theorem 3.4. Let e 1 , e 2 be the normalized vectors of the one-dimensional spaces (3.6) and (3.7) 
Proof. First, we are going to find the characteristic function of the multiplication operator byv with respect to decompositions (3.6) and (3.7) and the corresponding functional representation of this node. By (3.13) we fixed 'basises' in the one-dimensional spaces. So, instead of the operator we get the matrix, in fact the scalar function θ(w):
Let us substitute (3.15) into (3.12)
Recall an important property ofk + α− (ζ, κ): it has analytic continuation in the D with the only pole atκ (see Lemma 3.1). Therefore all terms in (3.16) are analytic in ζ and we can chose ζ such that v(ζ) = w. Then we obtain the characteristic function in terms of the reproducing kernels
Similarly for f ∈ K =Ȟ 2 α+ we define the scalar function F (w) by
Using again (3.12) we get
Therefore,
Now we are in a position to get (3.14). Indeed, by (3.18) and (3.19) we proved that the vector
is the reproducing kernel of K =Ȟ 2 α+ with respect to ζ 0 , |v(ζ 0 )| < 1. Using the Darboux identity
(in the given setting it is a simple and pleasant exercise) we obtaiň
for |v(ζ)| < 1, |v(ζ 0 )| < 1. By (3.17) we have (3.14) that, by analyticity, holds for all |ζ| < 1, |ζ 0 | < 1.
Corollary 3.5. The following Wronskian-kind identity is satisfied for the reproducing kernels
Proof. We multiplyǩ − α+ (ζ,ζ 0 ) by b ζ0 (ζ) and calculate the resulting function of ζ at ζ = ζ 0 . By (3.1) we get
Now we make the same calculation but using representation (3.14). We havě
or, after multiplication by b ζ0 (ζ),
In combination with (3.22), we get
Due to the symmetryk α− (ζ, ζ 0 ) =k α− (ζ,ζ 0 ), we have e 2 (ζ 0 ) = e 1 (ζ 0 ). Thus (3.21) is proved.
Proof. All terms of (3.21) have boundary values. Recall that
Then use again the symmetry of the reproducing kernel.
A recurrence relation for reproducing kernels and the Schur parameters
Let
where k α (ζ, ζ 0 ) denotes one of reproducing kernelsk α± (ζ, ζ 0 ) orǩ α± (ζ, ζ 0 ).
Theorem 4.1. Both systems
form an orthonormal basis in the two dimensional space spanned by K α (ζ, κ) and
where
Proof. The first claim is evident, therefore
Putting ζ = κ we get c 1 = a. Due to orthogonality we have
Now, put ζ = κ. Taking into account that K α (κ, κ) = K α (κ, κ) and that by normalization b κ (κ) > 0 we prove that c 2 being positive is equal to 1 − |a| 2 . Note that simultaneously we proved that 
Proof. Recalling v = b κ /bκ, we write
Then, use (4.2).
Then the Schur parameters of the function e ic θ α (v), are
and that |a(α)| < 1. Then we iterate this relation. Also, multiplication by e ic ∈ T of a Schur class function evidently leads to multiplication by e ic of all Schur parameters. Proof. Recall (1.16), from which we can see that the decomposition of the vector v(ζ)K α (ζ, κ) is of the form
Multiplying by the denominator b κ (ζ)bκ(ζ) we get
First we put ζ =κ. By the definition of ρ(α) we have
Putting ζ = κ in (4.6) and using the definition of a(α), we have
Doing in the same way we can find a representation for c 2 that would involve derivatives of the reproducing kernels. However, we can find c 2 in terms of a and ρ calculating the scalar product
Since b κ (ζ) is unimodular, using (4.2), we get
is the reproducing kernel. Thus
And, similar,
To find the decomposition of the vector v(ζ)
is even simpler. Note that all other columns of the CMV matrix, starting from these two, can be obtain by the two step shift of the scattering data.
From the spectral data to the scattering data: a special representation of the Schur function
In this section we use Theorem D [11] , see also [9] . For readers convenience we formulate it here. 
If poles {t j } of r(v) (they should lie on T \ E due to (5.1)) satisfy the Blaschke condition (1.28), then r(v(ζ)) is of bounded characteristic in D, and in addition the inner (in the Beurling sense) factor of r(v(ζ)) is a quotient of Blaschke products, i.e., it does not have a singular inner factor.
Note the evident fact: if r(v) is of bounded characteristic in Ω then for the poles {t j } the Blaschke condition (1.28) holds.
Proposition 5.2. If A belongs to A SB (E) then the associated Schur functions θ ± are of bounded characteristic in Ω and
Proof. We use the formula (see (1.26))
Since A ∈ A SB (E) and r A (v) is a resolvent function, its poles satisfy the Blaschke condition. Now we note that
.
Since zeros and poles of the last function interlace we get that poles of r ± also satisfy the Blaschke condition. By Theorem 5.1 they are of bounded characteristic in Ω. Hence θ ± are also in this class. By (1.27) we get (5.2).
Definition 5.3.
A function θ(v) belongs to the class Θ SB (E) if it is a function of bounded characteristic in Ω with the following properties
Proposition 5.4. Functions of the class Θ SB (E) possess the following parametric representation
Proof. First we note the symmetry
and then use the parametric representation of functions of bounded characteristic and (5.4). In the opposite direction to prove (5.3) we can use directly representation (5.5) or note that θ(v(ζ)) is of the Smirnov class in the domain D − and then use the maximum principle.
Remark 5.5. θ ± ∈ Θ SB (E) implies (1.28) and (1.30), but the spectral measure dΣ is not necessarily absolutely continuous on E.
Example 5.6. On the other hand for every θ + ∈ Θ SB (E) there exists θ − ∈ Θ SB (E) such that the associated to them A belongs to A SB (E). Put, for instance, 
we have that both resolvent functions
− (v) are uniformly bounded in the such domain. Therefore the open arc E \ {e iξ0 , e −iξ0 } is free of the singular spectrum.
Consider the end points. Existence of a mass point here means that at least one of the following fore limits lim
, lim
is infinite. In other words at least one of the following relations hold
for ζ ∈ [−1, 1]. Due to .10) the first and the second conditions in (5.9) are equivalent. Thus, up to two possible exceptional values
the endpoints also free of the mass of the measure dΣ.
Now we prove a theorem on a representation of a Schur function of the above class in the form similar to (4.5).
Theorem 5.7. Let θ(v) ∈ Θ SB (E). Then there exists and unique the representation
such that Lκ(ζ) and L κ (ζ) are of Smirnov class in D with the mutually simple inner parts, and the (Wronskian) identity
holds.
Proof. By (5.12) and (5.11) we have
Due to (5.4) we can define the outer function O κ such that
and the outer function Oκ such that
We represent the inner part of the function θ(v(ζ)) as the ration of the inner holomorphic functions
Finally we put
Then the left-and right-hand sides of (5.11) coincide up to a unimodular constant and this defines e ic . By (5.13) relation (5.12) also holds. It is evident that Lκ(ζ) and Lκ(ζ) as functions of the Smirnov class are defined uniquely.
Note that due to the uniqueness and property (5.7) we have Lκ(ζ) = L κ (ζ). That is (5.12) can be written in the form similar to (1.56)
Theorem 5.8. Let θ ∈ Θ SB (E) and let {a k } ∞ k=0 be the sequence of its Schur parameters. Put
Then e icn = e ic and
Proof. By definition
By the uniqueness of representation (5.11) we get
we have in particular
That is, bothρ,ρ 1 are positive and thereforeρ 1 =ρ or e ic1 = e ic . From (5.17) we have the matrix identitỹ
Finally using (5.14) we haveρ 2 = 1 − |a 0 | 2 . Henceρ = ρ 0 . Thus (5.16) holds for n = 0 and we can iterate this procedure.
Lemma 5.9. For the spectral density W the following factorization holds
(5.20)
Proof. Due to (5.11)
Besides, due to (5.13)
and 1 − |θ
By definition (1.27) and (5.23), (5.22), we have
By definition (1.26)
Therefore we get (5.19) with
and similarly
Note that a 
Proof. S(τ ) is unitary-valued since
n we get directly from (5.24)
And, therefore, the following symmetry property of S
( 5.29) is proved. Let us show that T + (τ ) = T − (τ ). We have
(5.30) where ∆ = det Φ. Therefore
therefore the symmetry S * (τ ) = S(τ ) is completely proved. Note also that (5.31) implies the following normalization
(5.32)
That is, T + (κ) = −ie ic− |T + (κ)|. Finally we have to prove that T ± is a ratio of an outer function and a Blaschke product. In other words, by (5.31), we need to show that the inner part of the Smirnov class function
is a Blaschke product (actually related to the spectrum of the associated CMV matrix). Since
by Theorem 5.1 the inner part of this fraction is a ration of two Blaschke products. Thus, any other inner divisor of the inner part of 
Proof. By definition (1.25) and (1.26) we have
we get
or, using
(5.36) From this formula we conclude the vector in the RHS (5.34) does not vanish. Otherwise, by L +,κ (ζ k ) = L +,κ (ζ k ), we have Σ(t k ) = 0, which is impossible. On the other hand rank of the second matrix in (5.36) is one, therefore (5.34) is proved. Now, making of use (5.34) and the symmetry of T − , we get from (5.36)
Remark 5.12. Similarly
(5.38) Therefore (1.46) holds for ν ± defined by (5.34) and (5.38).
From the spectral representation to the scattering representation
In this section an essential part of Theorem 1.10 will be proved.
Theorem 6.1. Let A ∈ A SB (E). Define S by (5.27) and ν ± by (5.34) and (5.38) . Then
is an orthonormal basis in L 2 α± , α ± = {R ± , ν ± }. The proof is based on the following lemma.
Proof. Note that in this notations (see (5.37)) 5) and (see (5.27 ))
Therefore, by definition of the scalar product in
Using (6.5), definition (6.4) and
Proof of Theorem 6.1. It was shown that e + (−1, τ ), e + (0, τ ) form a cyclic subspace for the multiplication operator by v(τ ) in L 2 α+ , moreover, the resolvent matrix function
coincides with R(w) (1.24). Therefore the operator
is unitary. Recurrences (5.16) implies (1.54), (1.55), and therefore, (1.33). Thus
and the theorem is proved.
Proof of Proposition 1.20. Note that e + (n, τ )'s are in the Smirnov class for n ∈ Z + . Therefore (BT + )(τ )e + (n, τ ) ∈ L 2 implies (BT + )(τ )e + (n, τ ) ∈ H 2 . Thus
In the same way F − (Z − ) ⊂Ĥ 8) where Z +,n := {m ∈ Z, m ≥ n}. Also, in the standard way,
is the reproducing kernel in F + (Z +,n ). In particular,
Proof of (1.36). Let
Since by (6.8)
we get by (6.9)
Thus, to complete the proof of Theorem 1.10, we have to show asymptotics (1.34).
Asymptotics
In this section we prove the main claim of Theorem 1.10. Recall briefly notations. With A ∈ A SB (E) we associate the Schur functions θ + , θ
− . They belong to Θ SB (E) and, therefore, possess the special representation (5.11). We put
−,κ (τ ).
(7.1)
The scattering matrix S is defined by (6.6) and the measures ν ± on Z are defined by
Our goal is to prove asymptotics (1.34), (1.39) for the systems defined by recurrence relations (1.33), (1.38) with the initial data e ± (n, τ ), n = −1, 0. This is a standard fact that such asymptotics can be obtained from a convergence of a certain system of analytic functions just in a one fixed point of their domain. More specifically, our first step is a reduction to the convergence of the reproducing kernels L ±,ζ0 (n, ζ 0 ) to the standard one K ζ0 (ζ 0 ) in a fixed point of the unite disk.
Lemma 7.1. Let χ T (τ ), τ ∈ T ∪ Z, be the characteristic function of the set T. Then (1.34), (1.39) can be deduced from
Proof. Using definition (6.6) and the recurrence relations for e ± (n, τ ) we havē
Therefore conditions (1.34), (1.39) are equivalent to
Then we use (6.1), (1.22) and definition (1.64) to rewrite (7.3) into the form
and consider
For the first term we have
Note that for any two functions f, g ∈ L 2 the following limit exists
Similarly,
. Note that the sum over Z here contains just a fixed finite number of nonvanishing terms, and therefore it goes to zero as n → ∞. Thus, taking also into account (7.6), we get lim sup
Combining (7.7) and (7.8) we have lim sup
Since ǫ > 0 is arbitrary the lemma is proved.
Remark 7.3. Note that, in addition to (7.2), (7.5) contains
In the proof of (7.4) we follow the line that was suggested in [6] and then improved in [12] and [4] . Actually, the general idea is very simple. There are two natural steps in approximation of the given spectral data by "regular" ones. First, to substitute the given measure ν + by a finitely supported ν N,+ . Second, to substitute R + by qR + with 0 < q < 1. Then the corresponding data produce the Hardy space which is topologically equivalent to the standard H 2 . In particulař
Lemma 7.4. Let Z contain a finite number of points and R + L ∞ < 1. Then the limit (7.4) exists.
Basically, it follows from (7.6) and |b κ (ζ k )| n → 0. It is a fairly easy task and we omit a proof here.
Further, due toȞ
we have the evident estimationš
And the key point is that, due to the duality principle, (3.2) holds. It allow us to use the left or right side estimation whenever it is convenient for us.
Theorem 7.5. Let A ∈ A SB (E). For ζ 0 ∈ D the limit (7.4) exists, and therefore (1.34), (1.39) hold true.
Proof. Recall Lemma 2.1 on the relation between ± mappings and the notations
, where B is a Blaschke product and O is an outer function (1.43). We have
+ is bounded for a certain n = n 0 then it is bounded for all n ∈ Z. . So the only thing is required to be proved is that M (n) + < ∞ implies M (n−1) + < ∞. It follows from the recurrence (1.33).
where σ s is a singular measure on E and
Lemma 8.2. Let θ ∈ Θ SB (E). Put θ + = θ and select θ − as in Example 5.6, so that the associate CMV matrix A belongs to A SB (E). Then
. Note that
is the reproducing kernel in F + (Z +,1 ). By (8.7) we have
α+ . Thus the map is an isometry. Since the set of such functions is dense, it is unitary. 
Thus (8.10) is proved.
We give necessary and sufficient conditions on measure σ that guarantee (8.10). Let us reformulate our problem and change the notations slightly. Obviously we can straighten up by fractional linear transformation the arc E and point part of σ in such a way that E becomes the segment [−2, 2], points {ζ k } are transformed to {x k } accumulating only to −2 and 2, measure σ goes toσ, and dσ =w dx on [−2, 2],σ(x k ) = σ k . It is easy to see that inequality (8.10) becomes equivalent to the following one 
Put F := fw. Then the previous estimate becomes the boundedness of To continue with (8.12) we write it down now for all f ∈ L 2 (X, dσ):
Thus, we can conclude that (8.16 ) is equivalent to the following inequality: 
Proof. Consider We are left to prove that G + , G − ∈ L 2 ([−2, 2],wdx) implies that G(z)φ(z) ∈ E 2 (Ω). Actually these claims are equivalent, and this does not depend on A 2 anymore. Notice that our function G(z) is a Cauchy integral of L 1 (−2, 2) function, and, as such, belongs to Smirnov class E p (Ω) for any p ∈ (0, 1). For any outer function h in Ω and for any analytic function G, say, from E 1/2 (Ω) we have that Gh ∈ E 2 (Ω) if and only if (Gh) + ∈ L 2 (−2, 2), (Gh) − ∈ L 2 (−2, 2). This is the corollary of the famous theorem of Smirnov (see [8] ) that says that if in a domain Ω one has a holomorphic function F which is the ratio of two bounded holomorphic functions such that the denominator does not have singular inner part (the class of such functions is denoted by N , and if f |∂Ω ∈ L q (∂Ω) then f ∈ E q (Ω). In our case one should only see that any G ∈ E 1/2 (Ω) and any outer function h are functions from N . Then we apply this observation to our G and to outer function h = φ, and we see that the requirement G(z)φ(z) ∈ E 2 (Ω) is equivalent to G + , G − ∈ L 2 ([−2, 2],wdx). We finished the lemma's proof. g(t)dt t − z satisfies G(z)φ(z) ∈ E 2 (Ω) if and only ifw ∈ A 2 [−2, 2]. We need this claim only in "if" direction.
Lemma 8.5 is very helpful as it allows us to write yet another inequality equivalent to eqrefdual1: We want to see now that when g runs over the whole of L 2 (w), function Gφ runs over the whole of E 2 (Ω) (recall that G(z) := φ(z) . We want to represent it as follows:
To do that notice that both boundary value functions φ(z) ∈ N of course. We use again Smirnov's theorem (see [8] ) to conclude that
It is in L 2 (w) and so is in L 1 . We apply Cauchy integral theorem to function
φ(z) from E 1 (Ω). We get exactly (8.19 ) if constant c is chosen correctly.
All this reasoning shows that in (8.18) when g runs over the whole of L 2 (w), function Gφ runs over the whole of E 2 (Ω). Therefore (8.18) can be rewritten as follows: Proof. Let ψ be conformal map from the disc D onto Ω. If F ∈ E 2 then F • ψ · (ψ ′ ) 1/2 ∈ H 2 . We apply Carleson measure theorem to the new measureμ := ψ −1 * µ in the disc and see thatμ/|ψ ′ | is a usual Carleson measure (see [3] ). Coming back to Ω gives (8.21).
Immediately we obtain the following necessary and sufficient condition for (8.16) (or (8.17)) to hold:
The condition (8.22) plusw ∈ A 2 give the full necessary and sufficient condition for (8.12) to hold, and so for the L 2 boundedness of the operators of transformation. However we want to simplify (8.22 ). The problem with this condition as it is shown now lies in the fact that we have to compute the outer function φ with given absolute value √w on [−2, 2]. This might not be easy in general. We want to use the fact thatw ∈ A 2 [−2, 2] once again to replace φ(x k ) by a simpler expression. We need one more lemma. Proof. Let P z (s) stands for the Poisson kernel for domain Ω with pole at z ∈ Ω. It is easy to write its formula using conformal mapping onto the disc, but we prefer to write its asymptotic bahavior when z > 2 and z − 2 is small:
Notice that it is sufficient to prove only the right inequality in (8.23 ). In fact, the left one then follows from the right one applied tow −1 if one usesw ∈ A 2 . So let us have δ be a number very close to 1, but δ < 1. There exists such a δ thatw δ is still in A 2 .
Having this in mind we write φ 2 (x) = e 
