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Abst rac t - -We provide an optimal control problem for a one-dimensional hyperbolic equation over 
= (0, c~), with Dirichlet boundary control u(t) at x = 0, and point observation at x = 1, over an 
infinite time horizon. Thus, both control and observation operators B and R are unbounded. Because 
of the finite speed of propagation of the problem, the initial condition yo(x) and the control u(t) do 
not interfere. Thus, the optimal control u°(t) = 0. A double striking feature of this problem is that, 
despite the unboundedness of both B and R, 
(i) the (unbounded) gain operator B*P vanishes over T)(A), A being the basic (unbounded) free 
dynamics operator, and 
(ii) the Algebraic Riccati Equation is satisfied by P on T)(A), indeed as a Lyapunov equation (linear 
in P). 
Keywords- - -Unbounded control/observation, Hyperbolic/Riccati/Lyapunov equations. 
1. INTRODUCTION,  THE OPTIMAL CONTROL 
PROBLEM OVER AN INFINITE TIME 
HORIZON, AND ITS SOLUTION 
In the area of opt imal  control with quadrat ic  ost functional for a l inear dynamics,  there exists at 
present a wel l -establ ished body of general abstract  heory of Riccati  equations in Hi lbert  space, 
which is sat isfactor i ly tuned to appl icat ions to part ia l  differential equations with boundary /po in t  
control  on any space dimension [1-3]. This is part icular ly  true in the case of infinite horizon 
problems and corresponding Algebraic Riccati  Equations,  and to a sl ightly lesser extent,  it appl ies 
also to the finite t ime horizon, and corresponding Differential (or Integral) Riccat i  Equat ion.  
In the former case, the control operator  B may be "fully unbounded,"  while the observat ion 
operator  R is bounded;  or else---but his case is definitely eas ier - - the  control operator  B may be 
bounded,  while the observat ion operator  R is "fully unbounded." Appl icat ions of the abstract  
theory  cover part ia l  differential equations (on an arb i t rary  dimension) with boundary  or point 
control in the first case; and with d istr ibuted control and boundary  (trace) observat ion in the 
second case. 
In the present note, we present a simple, yet striking, example of a hyperbol ic  opt imal  quadrat ic  
control  problem, with 
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(i) unbounded generator A (of course), 
(ii) unbounded control operator B, and 
(iii) unbounded observation operator R. 
Because of the simplicity of the problem--due to the finite speed of propagation that it exhibits-- 
all relevant control theoretic quantities are explicitly computable. At the abstract level, the 
problem is not contained in any available theory, due to its degree of generality. Yet, despite the 
very general framework of the abstract model, the problem reveals some striking features uch 
as:  
(i) the (unbounded) gain operator B*P  vanishes on T)(A), and 
(ii) the Algebraic Riccati Equation (A.R.E.) is satisfied on D(A) by P, indeed as a Lyapunov 
equation (linear in P). 
Thus: bad (unbounded B) + bad (unbounded R) = good (the A.R.E. is satisfied on 7)(A)). The 
key behind the example is the finite speed of propagation i a one-dimensional hyperbolic problem. 
While canonical for one-dimensional problems with finite speed of propagation (e.g., the wave 
equation as well), the peculiarities of the present example are not believed to be representative 
of, and to carry through into, a general abstract heory with B and R unbounded. The example 
for T -- co is presented and solved in Section 1; the abstract model is given in Section 2; the 
striking features regarding the fulfillment of the A.R.E. as a Lyapunov equation are analyzed in 
Section 3. 
Dynamics  
We consider the following mixed problem for a first-order damped equation on ~t = ( 0, +co), in 
the unknown y(t, x) subject o Dirichlet boundary control u(t) exercised at the boundary point 
X-~0:  
Yt = -Yx  - c~y, t > O, 
y(O, x) = yo(x), x > 0; 
y(t,O) = u(t), t > O, 
where (~ is a nonnegative constant: a ___ O. 
x>0;  (1.1a) 
(1.1b) 
(1.1c) 
Opt ima l  Contro l  P rob lem 
The observation is taken to be the value y(t, 1) of the solution at x -- 1, the observation point. 
The quadratic ost is defined by 
// J (u ,y )  - [ly(t, 1)12 + lu(t)12]dt, (1.2) 
and the optimal control problem is 
minimize J (u,  y) over all u C L2(0, co), where 
y = y(t, Y0; u) is the corresponding solution (1.3) 
of (1.1) due to {Y0, u}. 
Expl ic i t  Formula for the Solut ion of  (1.1) Due to {Y0, u} 
With {Y0, u} the initial and boundary data of (1.1) we define the function F(r )  for - co  < r < co 
by 
= y0( r ) ,  r > 0; (1 .4a)  
F(r )  ( e-~ru( - r ) ,  r < O. (1.45) 
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Figure 1. 
Then, the solution of problem (1.1) is given explicitly by 
y( t ,x )=e-atF (x - t )= ~ e-~tY°(x-t ) '  t <_x; 
t e-~Xu(t - x), t > x. 
(1.5a) 
(1.55) 
Opt ima l  Contro l  Solut ion 
We note from (1.5) (see Figure 1) that along the half-line {x = 1, t ~ 0}, the initial condition Yo 
and the control u do not interfere: 
at x=l  [ fo r0<t<l :  y(t, 1) is determined only byy0; 
( for t > 1 : y(t, 1) is determined only by u. 
Thus, the optimal control u°(t) for problem (1.1)-(1.3) is the trivial one: 
u°(t) - 0, 0 _< t < c~. (1.6) 
The corresponding optimal solution y°(t, x) is, by (1.5b), (1.6): 
y°(t,x) = ~ e-atY°(X - t), t <_ x; (1.Ta) 
t O, t > x. (1.7b) 
The optimal solution y°(t, 1) observed at x = 1 is 
y°(t, 1) = $ e-~tY°(1 - t), t _< 1; (1.sa) 
t O, t > 1. (1.85) 
The optimal cost J°(yo) is, by (1.2), (1.6), and (1.8), 
j~0 ~ 
J°(yo) = [ly°(t, 1)12 + lu°(t)l 2] dt 
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I f = ~ ~-~°~yg(1 - t)  e t  = ~-~(~-~yg(~)a~ (1.9) 
-- (PYo,Yo)Y, Y = L2(0, oo). (1.10) 
Thus, the nonnegative, self-adjoint operator 0 < P = P* E £(Y) defined by the value of the 
optimal control problem (1.10) is, explicitly 
{ e-~(1-X)yo(x),  0 < x < 1; (1.11a) {Pyo}(X) = 0, x > 1. (1.11b) 
2. ABSTRACT MODEL 
Dynamics  
The mixed problem (1.1) can be written abstractly as 
Yt = Ay  + Bu,  y(O) = Yo E Y (2.1) 
on the Hilbert space Y, where: 
(i) 
U = R1; Y = L2(0, oo). (2.2) 
(ii) A is the closed, densely defined operator Y : :D(A) --+ Y defined by 
(A f ) (x ) -  dr(x) a f (x ) ,  (2.3a) 
dx 
7:)(A) = {f e H i (R+)  : f(0) = 0}, R + = {0 _< x < oo}, (2.35) 
and is the generator of a s.c. semigroup e At on Y, given by (see (1.5) for u - 0) 
{ e-~yo(x - t), t _< x; (2.4a) 
{eAty°}(x)  = O, t > x. (2.4b) 
(iii) The operator B is given by 
Bu = u6o, u E R 1, 50 = [Dirac measure concentrated at x = 0]; (2.5a) 
B*¢ = ¢(0), ¢ e Hi(R+).  (2.55) 
In fact, multiplying equation (1.1a) by a test function ¢ e H I (R  +) (thus, with ¢(oo) = 0) and 
integrating by parts, one obtains 
f (Yt, ¢)L,(R+) = (--Yx -- aY, ¢)L2(R +) = [--Yx -- aYlCdx (2.6) 
= 0 + u¢(0) + (y, Cx - o~¢)L2(R~) (2.7) 
= u¢(0) + (Ay,  (~)L2(R+), (2.8) 
after using in (2.7) the B.C. (1.1c), and after using the zero B.C.: Ylx=o = 0 for y E 2:)(A) 
(see (2.3b)) in going from (2.7) to (2.8). Thus, comparing (2.8) with (2.1), we must have 
(Bu, ¢)L2(R+) = (U, B*¢) v = u¢(0), ¢ E Hi(R+),  (2.9) 
and (2.5) follows. 
An Optimal Control Problem 99 
The (free dynamics) semigroup eAt is uniformly stable for a > 0, norm-preserving for c~ = 0: 
IleAtyolly - e-atI]yolly, Y = L2(0, oo), a > 0, t > 0. (2.10) 
Indeed, A in (2.3) is the translation by -a  < 0 of a classical norm-preserving semigroup (right 
translation); alternatively, (2.10) follows from (2.4a) by direct computations. 
The  Observat ion  Operator  R 
With reference I;o (1.2), the cost J can be rewritten as 
f J (u ,y)  = [llRy(t)ll2z + lu(t)L 2] dt, (2.11) 
with 
Z = l:tl; R f  = f(1) : Y D :D(R) --* Z; (2.12a) 
:D(R) = {f E L2(R+), f continuous around x = 1}, (2.125) 
so that R is an unbounded operator on Y = L2(R+). If y is the solution of (1.1) due to {Y0, u}, 
then (2.12),(1.5) yield 
Ry(t, . )=y( t ,  1 )=e-" tF (1 - t )= { e-~tY°(1- t ) '  t<  1; (2.13a) 
e-~u(t - 1), t > 1. (2.13b) 
Opt ima l i ty  
Since the optimal control is trivial by (1.6), the feedback semigroup ~(t) of the problem coin- 
cides with the (free-dynamics) emigroup e At  
O(t) = eat; (O(t)yo}(x) = {eAtyo}(X) = { o,e-~tyo(x -- t), tt >< x,X; 2.145)2"14a) 
and its image under R is: 
ReAtyo = Ry°(t, • ) = y°(t, 1) = ~ e-~ty°(1 - t), t < 1; 2.15a) RO(t)yo 
[ 0, t > 1. (2.155) 
Input -So lu t ion  Operator L and Its Regu lar i ty  
The solution of (2.1), i.e., of (1.1) is rewritten as 
y(t) = eAtyo + (Lu)(t), (2.16) 
where eAtyo is given by (2.14), or (2.4), and where by (1.5), 
0, t < x; (2.17a) 
(Lu)(t) = e-a~u(t - x), t > x. (2.175) 
We compute by" (2.17), with Y = L2(R+), the absolutely continuous map t --* [l(Lu)(t)]lY: 
/0 /0 II(Lu)(t)H 2 = I(Lu)(t)l 2 dx = e-2aXlu(t - x)l 2 dx 
f 
t 
= e -2~t e2~qu(~)l 2 d~ 
J0 
~0 t 2 _< lu(~)12 d~ _< IlUlIL2(R+). 
(2.1s) 
(2.19) 
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Equation (2.19) yields (Lu)(t)  E Loo(O, T; Y) ,  and this can be boosted to (Lu)(t)  E C([0,T]; Y), 
either by a standard approximation argument with a sequence {un} smooth; or else by direct 
analysis. If u( • ) is continuous on [0, oo), hence uniformly continuous on any finite interval, then 
II(Lu)(tl) - (Lu)(t~)[l~ = e2-~lU(t l  - x) - u(t2 - x)12dx 
+ e-2a~lu(t2 - x)12dx --~ 0 as [tt - t21 --~ 0, (2.20) 
1 
and thus, (Lu)(t)  • C([O,T];Y) in this case. Next, given u • L2(R+), pick a sequence un( .  ) 
continuous on [0, oo) such that un --~ u in L2(R+). Then (Lun)(t) • C([O,T];Y) ~ Lu in 
noo(0, T; Y) by (2.19), hence (Lu)(t)  • C([0, T]; Y) as desired. Thus 
L :  continuous L2(0, T; U) ~ C([0, T]; Y) (2.21) 
for any T, including T = oo. 
The  Ad jo int  Operators A* and R* 
H~rR+~ For f • D(A)  in (2.3b) and ¢ • ~ x/, we have with Y = L2(R +) via (2.3), 
(A f ,  ¢)y = (f, A*¢)y; (2.22) 
de 
A*¢ = ~xx - c~¢; D(A*) = Hi(R+).  (2.23) 
The  corresponding s.c. semigroup eA*t on Y is 
{ e A't ¢o } (x) = e -at ¢o(x + t) - ¢(t, x); (2.24) 
{ ¢t(~,x) = Cx-a¢ ,  0<x<oo,  0<t ;  (2.25a) 
¢(0, x) = ¢0(x). (2.255) 
From (2.12) we have 
R* = $x=1 : ~(" - 1), (2.26) 
the Dirac measure concentrated at x = 1. 
3. ANALYSIS OF THE CORRESPONDING 
ALGEBRAIC RICCATI EQUATION 
The Riccat i  Operator  P 
We have already noted that the nonnegative, bounded, self-adjoint operator P -- P* >_ 0 
in/ : (Y)  defining the value (1.10) is given explicitly by (1.11). One may also verify that, consis- 
tently with Riccati theory [1], P is also given by 
(by (2.14)) 
~0 °° PYo = eA*tR*R¢(t)yo dt (3.1) 
= eA*tR*ReAtyo dt, (3.2) 
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so that the value of the optimal control problem is computed as 
/o" (PYo, Yo)Y = ( ReAty°' ReAty°) z dt 
(by (2.15)) 
in agreement with (1.9),(1.10). 
The Gain Operator B*P (unbounded) 
Using (2.5b) on B* and (1.11) on P, we compute 
B*Pyo = (PYo)[x=o = e-~y0(0); 
D(B*P)  = {f • Y = L2(R+):  f continuous at x = 0}, 
so that B*P is an unbounded operator from Y = L2(R +) to U = R 1. 
and (2.3b), 
B*Pyo = O, for Y0 • D(A) = D(AF), 
where 





However, from (3.4) 
(3.5) 
AFYO = Ayo = (A - BB*P)yo, Yo E D(AF) = D(A) (3.6) 
is the generator of the feedback semigroup O(t) = eAt; see (2.14). 
The  Algebraic Riccati Equation 
We shall verify that, in the present case, the Algebraic Riccati Equation is indeed satisfied on 
:D(A) = :D(AF), and indeed as a Lyapunov equation, because of (3.5). Indeed, we shall see that 
(A*Pyo, zo)y + (Ayo, Pzo)y + (Ry0, Rzo)z = (B*Pyo, B*Pzo)v (3.7) 
= 0, V Y0, Zo C D(A) = D(AF). (3.8) 
In fact, with Y0, zo E D(A), recalling (1.11) and (2.3), we compute, by integrating by parts, 
(A*Pyo, zo)y = (PYo, Azo)y = L2(R +) 
/o (by (1.11),(2.3)) ---- e-aO-Z)yo(x)[-Jo(X ) - az0(x)] dx 
(by (2.35)) = -yo(1)z0(1) + e-~'~zo(O)  
f + [y;(x) + ayo(x)le-~(1-X)zo(x) dx (3.9) 
= -(Ryo, Rzo)z - (Ayo, Pzo)y, (3.10) 
recalling again, in the last step, (1.11) for P, (2.3) for A, as well as the definition of R in (2.12). 
Thus, (3.10) verifies (3.7),(3.8), as desired, via (3.5). Thus, on D(A) = D(AF), the Algebraic 
Riccati Equation collapses to a Lyapunov equation. 
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