Improved Active Sensing Performance in Wireless Sensor Networks via
  Channel State Information - Extended Version by Biason, Alessandro et al.
1Improved Active Sensing Performance in Wireless
Sensor Networks via Channel State Information -
Extended Version
Alessandro Biason, Student Member, IEEE, Urbashi Mitra, Fellow, IEEE, and Michele Zorzi, Fellow, IEEE
Abstract—Active sensing refers to the process of choosing or
tuning a set of sensors in order to track an underlying system in
an efficient and accurate way. In a wireless environment, among
the several kinds of features extracted by traditional sensors, the
information carried by the communication channel about the
state of the system can be used to further boost the tracking
performance and save energy. A joint tracking problem which
considers sensor measurements and communication channel to-
gether for tracking purposes is set up and solved. The system
is modeled as a partially observable Markov decision problem
and the properties of the cost-to-go function are used to reduce
the problem complexity. In particular, upper and lower bounds
to the optimal sensor selection choice are derived and used to
introduce sub-optimal sensing strategies. Numerical results show
the advantages of using the channel as an additional way for
improving the tracking precision and reduce the energy costs.
Index Terms—communication channel, features, measure-
ments, wireless body area network, wireless sensor networks,
partially observable Markov decision problems, optimization,
policies.
I. INTRODUCTION
TRACKING is a common application in Wireless Sen-sor Networks (WSNs) and in the Internet of Things
(IoT) world in which different devices collaborate to detect
a common underlying state of a system. Indeed, due to the
dense nature of these networks and the limited computational
capabilities and energy availability of the devices, redundant
data from multiple sensors can be combined to improve the
tracking accuracy. Among all the physical quantities that can
be exploited for tracking, the use of Channel State Information
(CSI) as a way to improve the detection performance has been
studied only marginally to date and only in certain contexts
(e.g., target localization [2]). However, since in many applica-
tions the channel is influenced by the underlying system, it can
be exploited in a tracking system to improve its performance
and reduce the energy costs. The goal of this paper is to
investigate a joint active sensing optimization problem in
which, in addition to the standard sensor measurements, the
communication channel is also exploited.
Examples of active sensing applications are compressive
spectrum sensing [3], object tracking [4], health care [5] and
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sparse signal recovery [6]. Moreover, active sensing has been
used in Wireless Body Area Networks (WBANs) [7]–[11],
which we will also use as a practical scenario for our model. In
a WBAN, different in-body and on-body sensors obtain noisy
measurements of a quantity (e.g., features of the electrocardio-
gram or data from a multi-axes accelerometer) related to the
current underlying and unknown physical activity of a subject
(e.g., sitting, standing, walking, running, etc.), and collaborate
by transmitting the gathered data to a common Fusion Center
(FC) (e.g., a mobile phone in a pocket). The role of the FC is
to combine the measurements and assess the current activity.
This may be particularly useful for health-care applications
(e.g., for epidemiologic/clinical research purposes [5]) or for
monitoring the daily physical activity of a patient.
Differently from other tracking activities (e.g., RADARS)
wherein reliable, accurate and expensive, in a WSN sensors
are employed and the tracking task is not trivial because of
energy and/or computational constraints and inaccuracies in
the measurements. Indeed, since the devices are generally
battery powered, energy efficiency is a key aspect to consider,
and prolonging the network lifetime represents one of the
most studied challenges (see [12]). Among the traditional
approaches to maximize the battery life, prediction-based
schemes with active activation have received recent attention.
The basic idea is to dynamically activate and use only the
most useful subset of nodes in the network and turn off the
others to save energy. The active nodes transmit their data to
the FC, which estimates the underlying activity of the system
and decides the portion of the network to activate in the next
time slot. This question is known as the Sensor Selection
Problem (SSP) [13], [14] and aims at minimizing the energy
consumption for the sensors and the fusion center, while still
providing a reliable estimate.
While obtaining accurate estimations is generally possible
by increasing the number of gathered measurements, it also
incurs high energy costs both at the sensor [15]–[18] and at the
FC sides [7], [9]. In the KNOW-ME network considered in [7],
the FC represents the performance bottleneck bacause of the
data reception costs. The model in [7] was extended in [9]
to the case of an underlying dynamic process described by
a Markov Chain and a POMDP framework was employed to
solve the problem. Our paper extends [9] to the case in which a
communication channel is considered. The POMDP approach
had been previously considered by Krishnamurthy [15], [16]
but, differently from our approach, without accounting for the
possibility of choosing multiple sensors simultaneously and
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2using discrete measurements, or focusing on the problem of
optimizing the number of samples to gather and not on the
sensor selection [17]. Reference [18] set up a POMDP model
for selecting sensor resources for context classification under
an average energy consumption constraint but considering
only the two control actions “activate” or “deactivate” all
sensors. The authors of [19] studied a constrained sensor
scheduling problem in the Gauss-Markov framework, and
explicitly derived the optimal strategy. In [19], the underlying
system evolves in a Gaussian-fashion and is not subject to a
Markov evolution. Also, cooperation between sensors is not
taken into account.
However, most of the previous works did not explicitly
consider the communication channel between sensors and
fusion center [20], neither it was used to improve the tracking
performance. Using the channel as an additional feature results
in several advantages. First, the channel information is intrin-
sically related with the reception of the sensor measurements,
thus no additional energy costs are required to obtain it.
Second, there may be situations in which the traditional
measurements are less informative than the communication
channel. Finally, when a sensor measurement is lost or highly
corrupted by noise, because of a bad channel condition, it is
still possible to gather information about the underlying state
of the system (e.g., if for certain activities it is likely that
a bad channel is observed, whereas others experience good
channel conditions almost always, then a packet loss may be
very informative about the underlying activity).
The communication channel was explicitly taken into ac-
count in [21], where Gupta et al. showed how the packet
drop probability influences the optimal sensor selection policy.
In [22], the authors studied the relation between estimation
quality and communication rate and showed that it is possible
to significantly reduce the communication rate for a small
degradation of the sensing performance. However, neither [21]
or [22] considered a POMDP framework and optimized the
number of measurements to gather from every sensor. Lim-
ited bandwidth constraints of the channel were considered
in [23], in which an optimal scheduler was built for two
independent Gauss-Markov systems. Similarly, [24] studied
bandwidth constraints in a multi-dimensional system for both
the homogeneous and heterogeneous cases. The possibility
to explicitly exploit the Received Signal Strength Indicator
(RSSI) for body activity tracking purposes in a real scenario
was described in [10]. Recently, [11] introduced a machine
learning technique to achieve high detection accuracy using
the RSSI. References [10] and [11] did not focus on the
sensor selection optimization problem and use only CSI for
state detection. Instead, in this work, we enclose in a POMDP
framework the communication channel and the traditional
measurements of the sensors jointly. This makes the optimiza-
tion more challenging to solve, thus addressing the problem
requires new techniques and results.
The main contributions of the paper can be summarized as
follows. We set up an active sensing model (see Figure 1) in
which, at every time step, a set of sensors is chosen to track
the underlying state of the system. The optimal performance
in terms of tracking quality and energy consumption is derived
Figure 1: Block diagram of the system.
exploiting a POMDP framework for the infinite horizon setup,
so that only a stationary scheduler needs to be stored in the
nodes. We assume that the sensors are passive (i.e., they do not
influence the underlying state) and heterogeneous in terms of
sensing cost, quality of the measurements and communication
channel. As in [7], [9], and differently from many previous
works [15]–[18] we consider an energy constrained fusion
center. Since using the channel as an additional source of
information adds a layer of complexity to the problem, we
simplify the problem in different steps. First, with the goal
of reducing the size of the belief space [25], we use the
concavity properties of the cost-to-go function, J , to derive
a lower bound to J (Corollary 1) [26]. This, in conjunction
with an upper bound based on the tangents of J can be used
to (1) estimate the cost of the optimal sensing strategy, (2)
introduce sub-optimal probabilistic tracking strategies and (3)
classify these sub-optimal solutions. Then, we decompose the
tracking procedure into a simpler set of operations (Theo-
rem 2) and cast a multi-dimensional problem in simpler uni-
dimensional sub-problems. Finally, we propose a sub-optimal
greedy technique which further simplifies the optimization
process. Numerical results support the importance of con-
sidering channel and measurements jointly and validate our
theoretical results. While we use the WBAN case as baseline
for the numerical evaluations, the proposed model adopts very
general assumptions and the theoretical framework can be
applied to a large variety of applications (e.g., object tracking,
indoor environmental monitoring, etc.).
The paper is organized as follows. Section II defines the
system model we analyze and introduces the notation. In
Sections III and IV we describe the tracking procedure and
optimization problem. Section V presents the main result
of the paper in terms of bounds and sub-optimal policies.
Section VI shows our numerical results. Finally, Section VII
concludes the paper.
II. SYSTEM MODEL
We study a system composed of S sensors which track
an unknown underlying system and transmit their data to a
common fusion center. Time is slotted and the state of the
system in slot k, Xk, follows a Markov evolution according
to a transition probability matrix T of size n×n. The state Xk
assumes values in the set {e1, . . . , en} (e.g., e1=sit, e2=run,
etc.). At every time step, sensor s=1, . . . , S measures a feature
related to the current state of the system. The measurement is
noisy and follows a normal distribution N(ms,i, Qs,i), where
ms,i and Qs,i are the mean and variance of the feature
measured by sensor s when the underlying state of the system
is ei [7]. Since the features are state dependent, we exploit
them to track the underlying system.
3Table I: Notation and parameters.
Symbol Meaning
Notation
au,s,k,As scalar referred to the u-th measurement of sensor s in slot k and corresponding random variable
ak,A set of all the scalars au,s,k in slot k and corresponding random variable
Ak={a0, . . . ,ak} set of all the scalars au,s,k until slot k
Indices
s, k sensor and slot indices
u=1, . . . , N
uk−1
s measurement index of a single sensor in a single slot
ν=1, . . . ,
∑
sN
uk−1
s measurement index of all sensors in a single slot (Section V-B)
ι=1, . . . ,m feature index
Markov Chain
Xk MC state in slot k
ei a generic MC state (e.g., sit, walk, run, etc.)
n MC size
Policy
Ntot maximum number of measurements in a single slot
N
uk−1
s number of measurements of sensor s using the policy uk−1
uk−1 decision applied in slot k
Statistics
yu,s,k, zu,s,k u-th measurement of sensor s in slot k at the sensor and FC side, respectively
hu,s,k, hˆu,s,k real and estimate channel gain of the u-th tx measurement of sensor s in slot k
cι,s,k ι-th feature of sensor s in slot k
Errors wch channel estimation error
wnoise channel AWGN noise
In a single time slot, sensor s extracts Nuk−1s measure-
ments (or samples) according to the centralized decision
uk−1 made by the fusion center in the previous time slot.
We denote by uk−1 the column vector with entries uk−1=
[N
uk−1
1 , . . . , N
uk−1
S ]
T. The maximum number of samples ex-
tracted in a single time slot is Ntot≥
∑S
s=1N
uk−1
s . We assume
that the Nuk−1s measurements are statistically independent and
identically distributed within the same slot, but the model may
be extended as in [7] to consider correlation between different
samples.
The set yk={yu,s,k,∀u=1, . . . , Nuk−1s ,∀s=1, . . . , S} rep-
resents all measurements collected by all sensors in time slot
k and u is the index of a measurement in a single time slot.
The set yk can be seen as the realization of a random variable
Y=[Y1, . . . ,YS ] (throughout, random variables are denoted
with capital letters). The probability density function (pdf) of
Y when the state of the system ei and the number of samples
per sensor uk−1 are given, is denoted by (we adopt a notation
similar to [9])
fY(yk|ei,uk−1)=
S∏
s=1
N
uk−1
s∏
u=1
fYs(yu,s,k|ei), (1)
where we exploited the independence of the measurements
among different sensors and over time, given the underlying
state of the system. In the following, we consider the notation
indicated in Table I.
A. Channel
Every measurement yu,s,k is sent over a wireless commu-
nication link to the fusion center. The FC receives a channel
distorted and noisy version of the measurement
zu,s,k=hu,s,kyu,s,k + wnoise, (2)
where wnoise is a realization of a random variable Wnoise∼
N(0, σ2noise), and hu,s,k denotes the channel gain.
We assume that only a noisy version of hu,s,k is available
at the FC, namely hˆu,s,k, defined as follows [27, Section II]
hu,s,k=hˆu,s,k + wch, (3)
where Wch∼N(0, σ2h) summarizes the channel estimation er-
rors. The received signal at the receiver side is
zu,s,k=hˆu,s,kyu,s,k + yu,s,kwch + wnoise, (4)
Zs=hˆu,s,kYs + YsWch + Wnoise, (5)
where Equation (5) is expressed in the random variables
domain.
For estimation purposes, since the FC only knows the term
zu,s,k (and not yu,s,k), we need to compute its pdf. Two
approaches can be considered.
Non-robust Design. The simplest choice is to neglect wch
in Equation (4). When the state of the system, ei, and the
estimate channel gain, hˆu,s,k, are given, the resulting pdf is
Zs|ei, hˆu,s,k∼N(hˆu,s,kms,i, hˆ2u,s,kQs,i + σ2noise). (6)
Robust Design. When wch is explicitly taken into account, the
pdf of Zs given ei and hˆu,s,k is not Gaussian anymore. In this
case, we have to consider the product of two Gaussian random
variables, Ys and Wch. First, note that Ys|ei∼N(ms,i, Qs,i)
can be decomposed as ms,i + Y0s |ei, with Y0s∼N(0, Qs,i).
Thus the product YsWch given ei can be written as
YsWch|ei=ms,iWch + Y0sWch|ei. (7)
The pdf of the second term Y0sWch|ei is
fYsWch(x|ei)=
K0
(
|x|√
Qs,iσch
)
pi
√
Qs,iσch
, (8)
where K0(·) is the modified Bessel function of the second
kind. The pdf of Zs can be written as the convolution of
Equation (8) and a Gaussian pdf with mean hˆu,s,kms,i and
variance hˆ2u,s,kQs,i +m
2
s,iσ
2
ch + σ
2
noise, and, in general, is not
Gaussian.
While the non-robust approach is simpler because it only
involves Gaussian random variables, it is less accurate than
the robust one. An intermediate solution consists of using a
modified robust approach obtained neglecting the term Y0sWch
in (7), which can be shown to have a small impact on Ys.
4We adopt the intermediate approach in the remainder of the
paper, so that using a Gaussian framework is still possible.
The channel estimation error is taken into account via the
term ms,iWch:
Zs|ei, hˆu,s,k∼N(hˆu,s,kms,i, hˆ2u,s,kQs,i +m2s,iσ2ch + σ2noise).
(9)
III. TRACKING
At the end of time slot k, the fusion center knows the
sequence Fk, defined as
Fk={Zk, Hˆk}, (10)
where Zk,{z0, . . . , zk} is the temporal sequence of the
received measurements and Hˆk,{hˆ0, . . . , hˆk}. The goal of
the system is to track the underlying hidden Markov process
(i.e., estimate Xk in every time slot k). Towards this goal, we
exploit the sequence Fk as follows.
At the end of every time slot, we update the belief of the
state of the system defined as
pk|k,[P(Xk=e1|Fk), . . . ,P(Xk=en|Fk)], (11)
which represents the estimated probability of observing
e1, . . . , en at the FC. To determine (11), we exploit the sensor
measurements as well as the channel observations. The belief
pk|k can be optimally evaluated as1
P(Xk=ei|Fk)=P(Xk=ei,Fk|Fk−1)P(Fk|Fk−1) . (12)
The denominator can be computed with the following sum
P(Fk|Fk−1)=
n∑
`=1
P(Xk=e`,Fk|Fk−1). (13)
Therefore, since every term of the sum in (13) has the
same form of the numerator in (12), we only focus on
P(Xk=ei,Fk|Fk−1). By definition, we have Fk={Zk, Hˆk}=
Fk−1 ∪ {zk, hˆk}, therefore
P(Xk=ei,Fk|Fk−1)=P(Xk=ei,Z=zk, Hˆ=hˆk|Fk−1) (14a)
=P(Z=zk|Xk=ei, Hˆ=hˆk,Fk−1) (14b)
× P(Hˆ=hˆk|Xk=ei,Fk−1) (14c)
× P(Xk=ei|Fk−1). (14d)
We now analyze the three terms (14b)-(14d) separately (see
Figure 2 for a graphical representation of the estimation
scheme).
First Term (14b). First, we remark that the policy uk−1
is decided in slot k − 1 and applied in slot k. Given the
sequence Fk−1, uk−1 is uniquely determined (i.e., uk−1 is
a deterministic function of Fk−1). The map between Fk−1
and uk−1 is discussed in Subsection IV-A.
Consider now (14b). Given the underlying state of the
system, Z depends upon Fk−1 only through uk−1. Similar
1For ease of notation, in the following we use P(·) also to refer to
probability density functions.
to Equation (1), and using the results of the robust design in
Section II-A, we obtain
P(Z=zk|Xk=ei, Hˆ=hˆk,Fk−1)=
S∏
s=1
N
uk−1
s∏
u=1
fZs(zu,s,k|ei, hˆu,s,k),
(15)
where fZs(zu,s,k|ei, hˆu,s,k) is a Gaussian random variable
defined in (9).
Second Term (14c). The channel itself can be used to track
the underlying state of the system. We discuss how to approx-
imate the term P(Hˆ=hˆk|Xk=ei,Fk−1) in Subsection III-A.
Third Term (14d). For the last factor in (14), we exploit
the previous belief of the system and the total probability
theorem:
P(Xk=ei|Fk−1)=
n∑
j=1
T[j, i]P(Xk−1=ej |Fk−1), (16)
where the term P(Xk−1=ej |Fk−1) is a prior and represents
the belief in state k − 1, whereas T[j, i] is the entry in
position (j, i) of the transition probability matrix T defined
in Section II.
Combining (12)-(16), pk|k can be recursively computed
starting from an initial belief of the system.
A. Channel Approximation
Since the channel may exhibit temporal correlation within
the same slot, modeling it as a whole random variable Hˆ
would be a hard task and would also incur in high numerical
complexity. Since our goal is to estimate the underlying
state of the system, we are interested in deriving a simpler
representation of the channel. In particular, we introduce an
approximation which separates the realizations of the channel
from its features, used to account for the temporal correlation.
In general, given the sequence hˆ1,s,k, . . . , hˆNuk−1s ,s,k, a lot of
different features can be selected according to the particular
scenario and depending upon the considered sensor (some
of the most common ones are [11]: the Integrated Signal
Level, the Mean Value, the Modified Mean Values, the Signal
Square Integral, the Variance, the Root Mean Square, the Level
Change, the Level Crossing, the Slope Change, the Willison
Amplitude, the Histogram, the Range or the Slope of the
Critical Point. We now discuss how to include the features
in our model.
Define the exact probability of observing Hˆ as
Ph,P(Hˆ=hˆk|Xk=ei,Fk−1). (17)
We approximate the probability Ph as2
Ph≈P(Hˆ(i.i.d.)=hˆk|Xk=ei,Fk−1)︸ ︷︷ ︸
channel realizations
fC(ck|ei,uk−1)︸ ︷︷ ︸
temporal correlation
, (18)
where the first term accounts for the channel realizations in
a simple way, whereas the other term considers the channel
temporal correlation (i.e., the features) and uk−1 is uniquely
2In the remainder of the paper, we always use (18) when we deal with the
channel probabilities.
5Figure 2: Exact estimation scheme (with ys,k,[y1,s,k, . . . , yNuk−1s ,s,k] and
similarly for zs,k and hˆs,k).
determined from Fk−1. With (18), we can easily model the
channel gain by studying two different quantities.
The random variable Hˆ(i.i.d.) is the approximation of Hˆ but,
differently from the original version, it is assumed independent
and identically distributed (i.i.d.) in every time slot and for
every sensor. Therefore, its pdf can be simply expressed as
(also in this case Hˆ(i.i.d.) depends upon Fk−1 only through
uk−1)
P(Hˆ(i.i.d.)=hˆk|Xk=ei,Fk−1)=
S∏
s=1
N
uk−1
s∏
u=1
f
Hˆ
(i.i.d.)
s
(hˆu,s,k|ei).
(19)
Using Equation (3), the pdf of Hˆ(i.i.d.)s can be derived from
H
(i.i.d.)
s and Wch. It has been shown that a Gamma or Weibull
distribution is a good fit of H(i.i.d.)s to experimental data
collected for WBAN channels [28].
The second term of Equation (18) represents the pdf of
the features of the channel. The quantity ck is the vector
of features computed from hˆk in slot k. Since analyzing all
the features is computational demanding, we only consider a
subset of m features. We identify the ι-th feature of sensor
s in slot k as cι,s,k, with ι=1, . . . ,m. The features are
described by a joint random variable C=[C1,1, . . . , Cm,S ]
(Cι,s is the random variable associated with the ι-th feature of
sensor s), whose pdf fC(ck|ei,uk−1), with ck,{cι,s,k,∀ι=
1, . . . ,m, ∀s=1, . . . , S}, can be evaluated empirically and is
summarized by the “features generator” block in Figure 3. We
consider independently distributed features, so that
fC(ck|ei,uk−1)=
S∏
s=1
m∏
ι=1
fCι,s(cι,s,k|ei, Nuk−1s ). (20)
We expect that the higher the number of measurements per
sensor Nuk−1s , the smaller the variance of Cι,s.3
In summary, we rewrite (18) as
Ph=
S∏
s=1
(Nuk−1s∏
u=1
f
Hˆ
(i.i.d.)
s
(hˆu,s,k|ei)
m∏
ι=1
fCι,s(cι,s,k|ei, Nuk−1s )
)
.
(21)
3Iideally, fCι,s (cι,s,k|ei, N
uk−1
s ) would become a single Dirac delta
function when a lot of channel measurements were collected.
Figure 3: Approximate estimation scheme (with ys,k , zs,k and hˆs,k as in
Figure 2 and cs,k,[c1,s,k, . . . , cm,s,k]). Formally, ck should be derived
from hˆk (dash-line). However, in our scheme we approximate it with a feature
generation block.
IV. OPTIMIZATION
The goal of the system is to simultaneously achieve high
detection accuracy and low energy expenditure. These two
conflicting objectives can be handled as a multi-objective
weighted minimization problem. We define the instantaneous
reward function as
r(pk|k,uk),(1− λ)∆(pk|k) + λc(uk), (22)
where ∆(pk|k) represents the average estimation error, c(uk)
is an energy cost function increasing with uk and λ∈[0, 1] is
the weight. We express ∆(pk|k) as
∆(pk|k),
n∑
i=1
E
[
(xi,k − P(Xk=ei|Fk))2|Fk
]
(23a)
=1−
n∑
i=1
P(Xk=ei|Fk)2, (23b)
where the second equality can be derived after some algebraic
manipulations. While (22) represents the instantaneous reward
in a single slot, we are interested in the long-term optimization,
thus, the long-run reward function becomes4
Rµ,E
[
lim
K→∞
1
K
K∑
k=1
r(pk|k,uk)
]
. (24)
The expectation is taken with respect to the measurements and
to the channels. The policy µ=[u1,u2, . . .] defines the number
of samples gathered in every time slot for each sensor. The
optimization problem is
µ?=arg min
µ
{Rµ}. (25)
A. Markov Decision Process Formulation
The problem can be viewed as a Partially-Observable
Markov Decision Process (POMDP) [9] and converted to an
equivalent MDP [29] for solution. The Markov Chain (MC)
state of the converted problem is the belief pk|k (it can be
shown that this represents a sufficient statistic for control
purposes [30]) and a policy µ specifies the number of samples
to gather and transmit for every possible combination of pk|k.
4Rµ can also be redefined using a discount factor instead of 1K if the
main focus is on the initial time slots. All our results can be straightforwardly
extended to such a case.
6Since we focus on long-term policies, we also drop all the
dependencies from the slot index k and enumerate the states
of the Markov chain space with an index ψ=1, 2, . . . (i.e., the
belief space is now composed of p1,p2, . . .). Also, it can be
shown that µ? is a deterministic policy (see [29, Theorems
6.2.9 and 6.2.10] for the discounted horizon case), thus we
restrict our study to the class of deterministic strategies.
Common algorithms to solve average long-term MDPs are
the Value Iteration Algorithm (VIA) or the Policy Iteration
Algorithm (PIA) [31, Vol. II, Sec. 4]. The basic step of both
these approaches is the policy improvement step, in which the
following cost-to-go function is updated
J(pψ)←min
u
{K(pψ,u)}, (26)
K(pψ,u),EZ,Hˆ[r(pψ,u) + J(pψ′)︸ ︷︷ ︸
,(•)
|pψ,u], (27)
where r(pψ,u) represents the instantaneous reward defined
in (22), whereas J(pψ′) accounts for the future rewards. The
index of the new state, given Z, Hˆ, pψ and u, is ψ′. The
corresponding belief pψ′ is derived as
pψ′(i)=
P(Z=z, Hˆ=hˆ|X=ei,u)pψ(i)
P(Z=z, Hˆ=hˆ|pψ,u)
, (28a)
P(Z=z, Hˆ=hˆ|pψ,u)=
n∑
j=1
P(Z=z, Hˆ=hˆ|X=ej ,u)pψ(j),
(28b)
where pψ(i) is the i-th entry of pψ and X is the state of the un-
derlying system without time index. Note that
∑n
i=1 pψ′(i)=1.
Equation (28) is the equivalent of (12) in the long term and
can be evaluated as described in Section III.
The expectation in Equation (27) is taken with respect to
the measurements Z and the channel conditions Hˆ and can be
rewritten by definition as
EZ,Hˆ[(•)|pψ,u]=
∫ ∫
(•)P(Z=z, Hˆ=hˆ|pψ,u) dz dhˆ.
(29)
Note that with our formulation, the instantaneous reward
(1−λ)∆(pψ)+λc(u) in Equation (27) does not depend upon
Z or Hˆ, and thus can be moved outside the expectation term:
K(pψ,u)=(1− λ)∆(pψ)+λc(u)+E[J(pψ′)|Fk]. (30)
In summary, from (26)-(30), we can rewrite the policy
improvement step as
min
u
{λc(u)+E[J(pψ′)|Fk]} (31a)
s.t.:
(28), (29), u=[Nu1 , . . . , N
u
S ]
T, (31b)
Nu,
S∑
s=1
Nus ≤Ntot, Nus ≥0, ∀s=1, . . . , S. (31c)
The constraint Nu≤Ntot was introduced in Section II. The
constraint Nus ≥0 ensures that we have a non-negative number
of measurements. Note that, because of the term c(u) (which is
a non-decreasing function of Nu) in the objective function, the
constraint Nu≤Ntot is not satisfied with equality, in general
(a particular case in which the equality holds is for λ=0).
V. ANALYSIS
Determining the optimal solution described in the previous
section requires a challenging numerical evaluation. In partic-
ular, there are two main issues involved:
• I1) (31) must be solved for every belief [32];
• I2) minimizing Problem (31) is computationally demand-
ing. In particular, the optimization involves a combinato-
rial problem with multi-dimensional integrals.
In this section, we propose solutions to both of these
problems. In particular, I1) is handled in Subsection V-B, in
which we introduce bounds which can be efficiently computed
on a small subset of the belief space, whereas we deal with
I2) in Subsection V-D by reducing the complexity multi-
dimensional integrals and introducing a sub-optimal scheme.
A. Concavity Properties
We first introduce some preliminary results on the concavity
properties of the reward function.
Theorem 1. Consider a set of n beliefs b=[b(1), . . . ,b(n)]
such that a generic belief pψ can be written as
pψ=
n∑
i=1
αib
(i), (32)
n∑
i=1
αi=1, αi≥0, ∀i=1, . . . , n (33)
where αi is a constant. Then, function K(·) is lower bounded
by
K(pψ,u)≥r(pψ,u)+
n∑
i=1
αi(K(b
(i),u)−r(b(i),u)). (34)
Proof: See Appendix A.
Several different techniques for defining the vector b can be
found in the literature [25] (e.g., in our numerical evaluation
we will apply Levejoy’s grid method [33]). A consequence of
Theorem 1 is derived in the following corollary.
Corollary 1. The function
J(pψ)− (1− λ)∆(pψ) (35)
is concave in every entry of pψ .
Proof: See Appendix B.
Note that the cost term c(u) is not included in the previous
corollary since it does not depend upon pψ .
B. Issue I1)
Using the results of Corollary 1, we introduce a lower and
an upper bound to the reward Rµ? . In Section VI we will show
that these bounds are tight and can be used as approximation
to Rµ? .
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Figure 4: Lower and upper bounds to the cost-to-go function when n=2
(number of MC states) for a single iteration of the value iteration algorithm.
The loose lower bound is found as J(pψ)≥
∑n
i=1 αiJ(b
(i)).
1) Lower Bound: From Corollary 1, we have (αi and b(i)
are defined in Theorem 1):
J(pψ)≥(1− λ)∆(pψ)+
n∑
i=1
αi(J(b
(i))−(1−λ)∆(b(i))).
(36)
In general, two different beliefs pψ′ and pψ′′ can be written
as a combination of different vectors b′ and b′′, respectively.
We denote by B the set which contains all the vectors b′,
b′′, etc., so that every belief pψ can be written as a linear
combination of the elements of B.5 A lower bound to the
optimal performance can be obtained as follows. The optimal
J(pψ) is only computed in all the elements of B, whereas,
in all other states, J(pψ) is approximated with the right-hand
side of (36). Using this approximation at every step of the
value iteration algorithm [31], we obtain a lower bound to
Rµ? , denoted by R˜µ? . Note that, while the original J(pψ)
should be computed in an infinite state space, B is a finite set
and its size can be defined according to the desired precision.
2) Upper Bound: Using (1), it is also possible to derive an
upper bound to Rµ? . In particular, since J(pψ)−(1−λ)∆(pψ)
is concave, it is upper bounded by a piece-wise linear function
composed of its tangent curves (see Figure 4 for a graphic
interpretation) [15]. While, in the general case, the tangents
can be computed in arbitrary points of the belief space, it
becomes numerically easier to derive them for the values in
B, so that lower and upper bounds can be simultaneously
evaluated.
C. Bounds-Based Policy
So far, we have described only techniques for computing
bounds to the long-term reward Rµ? and in particular we
introduced R˜µ? . However, while computing Rµ? requires us
to evaluate the optimal policy µ? in all the belief space,
when we compute R˜µ? , µ? is specified only in the subset of
beliefs B. We formally denote this difference by writing Rµ?
and R˜µ?
B
. In general, given µ?B , we do not know the optimal
5We remark that, even if the minimum size of B is n, it may be more
convenient to use |B|>n.
policy in all the remaining states. Therefore, since we need to
explicitly define a policy for every belief, we extend µ?B with
a probabilistic approach and derive the Bounds-Based Policy
(BBP) as follows (we denote u?ψ as the solution of (31) when
the belief is pψ):
P(U=u|pψ)=
{
δu,u?ψ , if pψ∈B,∑n
i=1 αiδu,u?ψ , otherwise,
(BBP) (37)
where αi and b(i) are defined as in Theorem 1, U is the policy
random variable and δ·,· is the Kronecker delta function. In the
first case, if pψ∈B, with probability equal to 1, U assumes the
value u?ψ , which is the solution of (31) and is enclosed in µ
?
B .
Otherwise, the second case can be obtained as a combination
of the policies computed in B and it is always less than 1. We
will further discuss BBP in the numerical evaluation. Note that
multiple choices of αi may exist. In our case, we define them
using Lovejoy’s strategy [33].
D. Issue I2)
Issue I2) is composed of two steps which we analyze
sequentially in Subsections V-D1 and V-D2.
1) Multi-Dimensional Integrals: In order to simplify I2),
we need to separate the multi-dimensional integrals. This can
be done optimally as follows. First, focus on the measurements
in a single slot and enumerate every measurement from 1 to
Nu=
∑S
s=1N
u
s with an index ν (i.e., z
(1), . . . , z(N
u)) such
that there is a one-to-one mapping with each pair (u, s). The
term z(ν) coincides with zu,s (with the Markov formulation
we neglect the temporal index k). The pdf of z(ν) given
the underlying state of the system ei and the underlying
estimate channel hˆ(ν) is fZs(z
(ν)|ei, hˆ(ν)) (defined according
to Section II-A).
Theorem 2. Given pψ , the new belief pψ′ can be equivalently
computed as
pψ′(i)=
P(Hˆ=hˆ|X=ei,u)pψ′(i|Nu)∑n
j=1 P(Hˆ=hˆ|X=ej ,u)pψ′(j|Nu)
, (38)
where pψ′(i|ν) is recursively defined as6
pψ′(i|ν),

fZs(z
(ν)|ei, hˆ(ν))pψ′(i|ν − 1)∑n
j=1 fZs(z
(ν)|ej , hˆ(ν))pψ′(j|ν − 1)
, if ν≥1,
pψ(i), if ν=0.
(39)
Proof: See Appendix C.
With the previous theorem, instead of considering all the
measurements together, we iteratively compute a partial belief
for every new measurement ν exploiting the old partial belief
at stage ν−1 as in Equation (39). This allows us to decompose
the Nu-dimensional integral of the measurements in Equa-
tion (29) in Nu separate uni-dimensional integrals without
performance loss.
So far, Theorem 2 has been presented as a method to
simplify the integral of the measurements. However, when we
6Note that pψ′ (i|ν) implicitly depends upon hˆ(1), . . . , hˆ(ν).
8approximate Ph as in Equation (21), then the same technique
can be extended to the channel to simplify the corresponding
integral. This is possible because the temporal correlation of
the channel has been entirely contained in a separate random
variable C. We give the extension of Theorem 2 in the next
corollary.
Corollary 2. Given pψ , the new belief pψ′ can be equivalently
computed as
pψ′(i)=
aψ′(i|S)∑n
j=1 aψ′(j|S)
, (40)
aψ′(i|s) is recursively defined as
aψ′(i|s),

∏m
ι=1 fCι,s(cι,s|ei, Nus )aψ′(i|s− 1)∑n
j=1
∏m
ι=1 fCι,s(cι,s|ej , Nus )aψ′(i|s− 1)
, if s≥1,
pψ′(i|Nu), if s=0
(41)
and pψ′(i|ν) is given in (39) where we replace the terms
fZs(z
(ν)|ei, hˆ(ν)) with
fZs,Hs(z
(ν), hˆ(ν)|ei)=fHˆs(hˆ(ν)|ei)fZs(z(ν)|ei, hˆ(ν)). (42)
With Corollary 2, all the integrals in (29) can be reduced
to simpler uni-dimensional integrals, so that I2) is partially
solved.
2) Iterative Optimization: Another issue of I2) is related
to the combinatorial nature of the problem. In particular,
in (31),
∏S−1
s=1 (N
u+s)
(S−1)! possible combinations are available for
a fixed Nu. In order to reduce this number, we define a
sub-optimal greedy approach which leads to local minima.
The idea consists in dividing the Nu samples in smaller
subsets and optimally allocate these subsets. In particular,
define an ordered vector of L integers [N (1), . . . , N (L)] such
that
∑L
`=1N
(`)=Nu. Then, starting with N (1), compute the
optimal policy u1 (e.g., u1=[1, 0, 0]T with S=3 and N (1)=1)
and store it. Then, consider N (1) + N (2) and find u(2)
by solving the problem using the partial policy u(1) and
optimizing only the choice of the remaining N (2) sensors
to use (e.g., considering the previous example, the possible
choices are u(2)=[2, 0, 0]T, [1, 1, 0]T, [1, 0, 1]T with N (2)=1).
Repeat the procedure for every `=1, . . . , L. At the last step,
the policy is fully specified by u=u(L).
VI. NUMERICAL RESULTS
We consider a WBAN based on the KNOW-ME system
described in [7] composed of two accelerometers (ACC1 and
ACC2) and an electrocardiography sensor (ECG), which track
the current activity of a subject (sitting, standing, running,
walking). Different costs are associated with the data reception
by different sensors: ACC1 is located inside the fusion center
(which, e.g., can be a mobile phone in a pocket), thus the
reception of a sample from ACC1 is energy efficient, whereas
ACC2 and ECG are on-body sensors and the data reception
from these requires more energy. ACC2 provides good quality
measurements, but also experiences bad channel conditions
(e.g., it is a sensor on the wrist, subject to movements and thus
its channel changes significantly over time), thus it is likely
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Figure 5: Normalized measurement pdfs fZACC1 (z|ei, hˆ)=fYACC1 (y|ei) of
the first sensor ACC1 for different states ei∈{sit,stand,run,walk}. For ACC1,
no channel is considered.
that its measurements are highly corrupted by noise. In our
example, the feature extracted from ACC2 can be interpreted
as a measure of the temporal periodicity of the movement of
the arm where the sensor is placed on. The electrocardiography
can be placed in the chest, thus it experiences less movements
than ACC2 and is characterized by a better channel. We
assume that no features are extracted from ECG. Finally, since
ACC1 is located inside the fusion center, no communication
channel is considered for this sensor.
Parameters. If not otherwise stated, we use the following
parameters [7]: up to Ntot=6 measurements per slot, n=4
states of the system (sitting, standing, running, walking), S=3
sensors (ACC1, ACC2, ECG), a transition probability matrix
T=

sit stand run walk
0.6 0.1 0 0.3
0.2 0.4 0.1 0.3
0 0.1 0.3 0.6
0.4 0 0.3 0.3
 (43)
and a cost function c(uk)=
∑
s∈{ACC1,ACC2,ECG} δsN
uk
s ,
with δ=[0.58, 0.776, 1] and |B|=35. The channel is charac-
terized by σch=0.05, σnoise=0.05 and the effects of different
path losses are already enclosed in the pdf f
H
(i.i.d.)
s
(h|ei).
A single feature is considered (i.e., m=1) and is extracted
from ACC2. The densities of the measurements, channels and
features are represented in Figures 5-8 (as in [7], [28] we
used Gaussian pdfs for the measurements and Gamma pdfs
for the channels). Figure 5 is referred to ACC1 and thus is not
influenced by any channel value (the generated measurements
are always perfectly “received” by the FC). Note that all
the pdfs are Gaussian-distributed with different means and
variances. In this case, it is almost impossible to distinguish
between sitting/standing or running/walking. Instead, for the
sensors ACC2 and ECG, as can be seen in Figure 6, the worse
the channel, the more degraded the received signal and thus the
more difficult to distinguish the four densities.7 Note that all
the densities are Gaussian distributed even when the channel
7When the channel gain is 1 and σch=0.05, then there is an uncertainty
of 5% in the channel estimation. As the channel gain decreases, the relative
uncertainty increases.
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Figure 6: Normalized measurement pdfs fZACC2 (z|ei, hˆ) and fZECG (z|ei, hˆ) of the second and third sensors (ACC2 and ECG), respectively, for different
states ei∈{sit,stand,run,walk} and values of the estimate channel hˆ∈{0.01, 0.1, 0.5, 1}. When the channel gain is low, it becomes more difficult to distinguish
between the different states because the received signal is more degraded.
0.3890 0.5921 0.7952 0.9982 1.2013 1.4044
p
d
f,
A
C
C
2
0
0.25
0.5
0.75
1
Channel gain
0.4522 0.6050 0.7578 0.9106 1.0634 1.2161
p
d
f,
E
C
G
0
0.25
0.5
0.75
1
Sit
Stand
Run
Walk
Figure 7: Normalized real channel pdfs f
H
(i.i.d.)
ACC2
(h|ei) and f
H
(i.i.d.)
ECG
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of the second and third sensors (ACC2 and ECG), respectively, for different
states ei∈{sit,stand,run,walk}.
gets worse. Figure 7 shows the channel pdfs for the different
states of the system. For ACC2, in the “run” and “walk” states,
the average channel gains are lower than for the others, so
it is more likely to receive degraded measurements. Finally,
the distributions of the feature of ACC2 are represented in
Figure 8. When more samples are extracted from the same
sensor (i.e., higher Nuk−1ACC2), it becomes easier to distinguish
the underlying state of the system. From the previous discus-
sion, we can conclude that a lot of different trade-offs exist,
thus determining, a priori, which is the best sensor to use is
not an easy task.
Bounds. First, we discuss the bounds we derived in Sec-
tion V-B for a simple case. For numerical tractability, we set
n=2 (“sit” and “stand”), T[sit, stand]=6/9, T[stand, sit]=
1/2, σch=0.001, Nmax=3 and all the other parameters as
defined before. Since, theoretically, the belief space is con-
tinuous, it is not possible to find numerically the true optimal
reward Rµ? , and a discrete approximate approach with a suffi-
ciently large number of quantization levels is required. There-
fore, for computing Rµ? , we used Levejoy’s grid method [33]
with 200 levels (i.e., 201 beliefs), whereas for the upper
and lower bounds we reduced the levels to 5 (i.e., |B|=6 in
Section V-B1). Thus, all the previous 201 beliefs can now
be written as a linear combination of 6 beliefs as defined in
Theorem 1.
We generated our results for different values of the weight-
ing λ∈[0, 1] and computed the corresponding long-term reward
(see Figure 9). It can be noted that the bounds are extremely
tight in all the region and that the lower bound approximates
the optimal strategy very well. Because of this, in the following
we will always approximate the optimal reward Rµ? , with its
lower bound computed using Levejoy’s approximation with a
lower amount of beliefs, denoted by R˜µ? .8
Sub-optimal strategies. We now compare R˜µ? with other
strategies. Figure 10 shows the boundaries of the Pareto
regions for the different techniques (we artificially lengthen
the beginning of each curve for graphical comparison). The
axes are the energy cost c(uk) (defined in (22)) and the
probability of incorrect state prediction. The points with lower
(higher) MSE (which is strictly related to the prediction error
probability) are obtained for lower (higher) values of the
weight λ. We consider the lower bound to the optimal policy
R˜µ? , its greedy approximation, and the reward of three policies
obtained by choosing the same sensor all the time. The curve
referred to µ? always dominates the others, since the min
operation in (31) is solved optimally. We also plot R˜greedy, in
which we used the approximation described in Section V-D2
with N (1)=. . .=N (L)=1 for solving the min in (31). It is
interesting to note that, even if the greedy policy uses a
simpler approach to solve (31), it achieves almost optimal
performance. Moreover, it is extremely easy to compute, thus
it may be considered as a good alternative to µ?. We also
8According to Subsection V-C, we remark that we should formally write
Rµ? and R˜µ?
B
(i.e., when computing the lower bound the policy is computed
only in a subset of the belief space). In the following, we omit the subscript
for notation clarity.
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Figure 9: Long-term reward as a function of the weight λ when n=2, σch=
0.001 and Nmax=3.
remark that the performance of the greedy approach can be
further improved by choosing larger N (m) (see Section V-D2).
Finally, we derived the three policies which use the same
sensor all the time. In general, these are strongly sub-optimal,
especially if ACC1 or ECG are considered. Since it is also
possible to extract a feature from ACC2, choosing it provides
better performance, even if it does not achieve R˜µ? .
Measurements and channel. In this paragraph, we want to
describe the importance of using measurements and the chan-
nel state jointly to obtain high performance (see Figures 11
and 12). In addition to µ?, we introduce the strategies µ?ms and
µ?ch, which indicate the optimal policies obtained by using
the measurements only and the channels only, respectively.
Thus, for example, when µ?ms is used, even if the channels
are available, they are not used for improving the tracking
performance. Figure 11 shows the boundaries of the Pareto
regions for the three cases. The main difference among these
can be noted when the prediction error probability is the
dominating term (upper left-side of the figure). In this region,
µ?ms and µ
?
ch cannot reach MSEs as low as µ
?, which encloses
both the advantages of the other two schemes. Instead, if the
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Figure 10: Lower bounds of the cost function as a function of the MSE
evaluated optimally (continuous curve) or with a greedy approach (dash-
curve). The marked-curves represent the performance of the policies which
always use the same sensor.
energy cost is the dominating factor, the three approaches
are similar since using the most energy efficient sensors is
sufficient to achieve energy efficiency.
An additional comparison of the three schemes is shown
in Figure 12, which represents the average usage time of
every sensor for different values of λ. When λ=1, the system
chooses NuACC1=1, N
u
ACC2=0 and N
u
ECG=0 all the time
so that to consume only δACC1 in every slot (we remind
that δACC1 is the lowest among the three costs). Also, since
the only concern is the energy cost, all policies coincide
in this case. However, for λ=0, the three schemes behave
significantly differently. With µ?, the first sensor ACC1 is
never used since it does not have any communication channel
to exploit as additional source of information and the quality
of its measurements is comparable with the others. Similarly,
µ?ch does not use ACC1 because there is no channel and its
tracking system is based on the channel only. Finally, µ?ms uses
all the sensors with different percentages in order to exploit
and combine the measurements of every sensor. For the other
values of λ, we obtain intermediate situations between the
11
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Figure 13: Lower bounds of the cost function as a function of the MSE for
different values of the channel estimation error standard deviation σch.
two. In particular, as λ increases, the role of ACC1 becomes
dominant until the situation in which ACC1 is used all the
time.
Channel errors. Changing the estimation error σch signif-
icantly affects the tracking performance. When σch increases,
in addition to obtain a worse estimation of the channel,
the received measurements are also degraded, and thus they
become less informative. This can be clearly seen in Fig-
ure 6, as previously explained. Note that, when σch increases
significantly, using ACC1 becomes the only choice to infer
information about the underlying system. Figure 13 shows
the boundary of the Pareto regions for different σch. When
σch=0.001, the estimation errors are almost negligible, thus
this is a lower bound to the performance of the system. For
higher σch, the MSE quickly increases, making the system
unusable.
Number of samples. When Nmax is small, the system
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Figure 14: Lower bounds of the cost function as a function of the MSE for
different values of the maximum number of samples per slot Nmax.
performance is limited and reaching very low prediction error
probabilities is not possible. In Figure 14, we represent the
boundaries of the Pareto regions for different values of Nmax
(as before, we lengthen the beginning of each curve for
graphical purposes). Every case can be approximately seen
as a sub-case of Nmax=15 obtained for different values of λ.
Indeed, the higher the value of λ, the lower the average number
of used sensors per slot (we remark that even if Nmax is fixed,
a policy may use Nu≤Nmax samples per slot, if necessary).
It is interesting to note that the improvement obtained from
Nmax to Nmax + 1 decreases with Nmax (e.g., going from
Nmax=1 to Nmax=2 provides a much larger improvement
than going from Nmax=5 to Nmax=6). However, the energy
costs increase linearly with the number of measurements,
therefore a very high energy cost must be accrued to achieve
low MSEs.
Probabilistic policy. Finally, we discuss the bounds-based
policy we introduced in Equation (37). For clarity, we re-
mark that R˜µ?
B
=R˜µ?≤Rµ?≤RBBP. The first equality is by
definition, the first inequality comes from Subsection V-B1
and the last inequality is by definition of the optimal policy.
Nevertheless, BBP is computed using µ?B , which is the only
policy (partially) available when we compute R˜µB? . However,
differently from the lower and upper bounds, BBP is a policy
which can implemented in a real system. Figure 15 shows the
boundaries of the Pareto regions of the lower bound and of
BBP. It can seen that the two are quite close in a large region.
However, if very strict constraints are imposed on the accuracy
(abscissa values), then it may be necessary to compute the
optimal scheme, which in turn may require a much higher
computational cost.
VII. CONCLUSIONS
We set up an active sensing problem in which sensor
measurements and communication channel characteristics are
used jointly to improve the system performance. Energy costs
at the fusion center and estimation quality are handled together
so as to characterize the Pareto regions of the system. We set
up a POMDP framework and converted it to an equivalent
MDP for solving. Exploiting the structural properties of the
model we reduced the problem complexity and bounded
12
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Figure 15: Lowe bound of the cost function as a function of the MSE and
performance of BBP. Note that the continuous curve is a lower bound, whereas
the other is achievable by BBP.
the system performance. In particular, we decomposed the
tracking update formula in a subset of simpler tasks which
can be easily handled and, moreover, we used the concavity
properties of the cost-to-go function to introduce bounds to
the long-term reward function and define a probabilistic sub-
optimal policy. We built our numerical evaluation according
to the specifications found in the literature and we proved the
importance of considering the channel as an additional source
of information in a WBAN scenario.
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APPENDIX A
PROOF OF THEOREM 1
We first introduce the following proposition.
Proposition 1. For every step I=1, 2 . . . of the value iteration
algorithm [31, Vol. II, Sec. 4.3.1],
K(I)
(
pψ ◦ [a1, . . . , an]∑n
j=1 pψ(j)aj
,u
)
n∑
j=1
pψ(j)aj (44)
is concave in pψ , where aj is a non-negative constant and ◦
is the Hadamard product.
Proof: The proof is by induction over the steps of the
value iteration algorithm. At step I=1, we have
K(1)(pψ,u)=r(pψ,u)=(1− λ)∆(pψ) + λc(u). (45)
Since, on the right-hand side, only ∆(·) depends upon pψ , to
prove the concavity we focus on the term ∆(·):
∆
(
pψ ◦ [a1, . . . , an]∑n
j=1 pψ(j)aj
)
n∑
j=1
pψ(j)aj (46a)
=
(
1−
n∑
i=1
(
pψ(i)ai∑n
j=1 pψ(j)aj
)2) n∑
j=1
pψ(j)aj (46b)
=
n∑
j=1
pψ(j)aj −
∑n
j=1(pψ(j)aj)
2∑n
j=1 pψ(j)aj
. (46c)
To prove that the previous term is concave, we compute its
second order derivative with respect to pψ(i):
∂2(46c)
∂pψ(i)2
=−2ai
(∑n
j=1
j 6=i
ajpψ(j)
)2
+
∑n
j=1
j 6=i
(ajpψ(j))
2(∑n
j=1 ajpψ(j)
)3 ,
(47)
which is always smaller than or equal to zero, thus (44) holds
for I=1. Now, assume that (44) holds for a generic I − 1. At
step I we have
K(I)(pψ,u)=r(pψ,u) + EZ,Hˆ[J
(I−1)(pψ′)|pψ,u]. (48)
We consider the two terms separately. The first term r(pΨ,u)
coincides with K(1)(·) and thus is concave when evaluated at
pψ(i)ai∑n
j=1 pψ(j)aj
and multiplied by
∑n
j=1 pψ(j)aj . The second
term can be expressed as in Equation (29)
E[J (I−1)(pψ′)|pψ,u]=E[min
u′
{K(I−1)(pψ′ ,u′)}|pψ,u]
=
∫
min
u′
{K(I−1)(pψ′ ,u′)}P(Z=z, Hˆ=hˆ|pψ,u) dz dhˆ,
(49)
where pψ′ is derived in Equation (28). Note that the term
P(Z=z, Hˆ=hˆ|pψ,u) can be moved inside the min-operator.
Using the inductive hypothesis and defining ai,P(Z=z, Hˆ=
hˆ|X=ei,u), we have that every argument of the min-operation
is concave, thus (49) is concave and the thesis is proved.
With the previous proposition, it is straightforward to also
show that K(I) (pψ,u) − r(pψ,u) is concave for every I=
1, 2, . . ., which is equivalent to (34).
APPENDIX B
PROOF OF COROLLARY 1
We want to prove that
J(pψ)≥(1− λ)∆(pψ)+
n∑
i=1
αi(J(b
(i))−(1−λ)∆(b(i))),
(50)
where b(i) and αi are defined as in Theorem 1. By definition,
J(pψ)−(1−λ)∆(pψ)=min
u
{K(pψ,u)−(1−λ)∆(pψ)}
(51)
and using Theorem 1, the right-hand side can be lower
bounded by
min
u
{K(pψ,u)−(1−λ)∆(pψ)}≥min
u
{r(pψ,u)
+
n∑
i=1
αi(K(b
(i),u)−r(b(i),u))−(1−λ)∆(pψ)}.
(52)
The terms r(pψ,u)−(1−λ)∆(pψ) can be reduced to λc(u)
and the term −∑ni=1 αir(b(i),u) can be simplified as
−
n∑
i=1
αir(b
(i),u)=−
n∑
i=1
αi(1− λ)∆(b(i))− λc(u) (53)
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because
∑n
i=1 αi=1 in Theorem 1. Combining the previous
expression and (52), we obtain
J(pψ)−(1−λ)∆(pψ)≥min
u
{λc(u)
+
n∑
i=1
αi(K(b
(i),u)−(1− λ)∆(b(i)))− λc(u)}, (54)
which coincides with (36) and concludes the proof.
APPENDIX C
PROOF OF THEOREM 2
First, we show by induction over ν that pψ′(i|ν) defined as
in (39) is equivalent to (for notation simplicity we neglect the
dependencies on the channel in the pdfs fZs(·))
p¯ψ′(i|ν)=
∏ν
w=1 fZs(z
(w)|ei)pψ(i)∑n
j=1
∏ν
w=1 fZs(z
(w)|ej)pψ(j)
. (55)
For ν=1, (39) and (55) coincide. Assume that they coincide
for a generic index ν>1. Then, for ν+1 substitute (55) in (39)
and obtain
pψ′(i|ν + 1)= fZs(z
(ν+1)|ei)pψ′(i|ν)∑n
j=1 fZs(z
(ν+1)|ej)pψ′(j|ν)
(56a)
=
fZs(z
(ν+1)|ei)p¯ψ′(i|ν)∑n
j=1 fZs(z
(ν+1)|ej)p¯ψ′(j|ν)
(56b)
=
fZs(z
(ν+1)|ei)
∏ν
w=1 fZs(z
(w)|ei)pψ(i)∑n
`=1
∏ν
w=1 fZs(z
(w)|e`)pψ(`)∑n
j=1 fZs(z
(ν+1)|ej)
∏ν
w=1 fZs(z
(w)|ej)pψ(j)∑n
`=1
∏ν
w=1 fZs(z
(w)|e`)pψ(`)
=
∏ν+1
w=1 fZs(z
(w)|ei)pψ(i)∑n
j=1
∏ν+1
w=1 fZs(z
(w)|ej)pψ(j)
=p¯ψ′(i|ν + 1). (56c)
Thus, we proved that (39)≡(55).
Then, substitute (55) for v=Nu in (38) to obtain
pψ′(i)=
P(Hˆ=hˆ|X=ei,u)
∏Nu
v=1 fZs(z
(v)|ei)pψ(i)∑n
j=1 P(Hˆ=hˆ|X=ej ,u)
∏Nu
v=1 fZs(z
(v)|ej)pψ(j)
.
(57)
The product
∏Nu
v=1 fZs(z
(v)|ei) can be rewritten using the
definition of z(v):
Nu∏
v=1
fZs(z
(v)|ei)=
S∏
s=1
Nus∏
u=1
fZs(zu,s|ei). (58)
When we explicitly write the dependencies on the channel
gains, the previous formula becomes equivalent to (15) and
can be rewritten as
P(Z=z|Xk=ei, Hˆ=hˆ,u). (59)
Combining (57) and (59), we finally obtain
pψ′(i)=
P(Hˆ=hˆ|X=ei,u)P(Z=z|Xk=ei, Hˆ=hˆ,u)pψ(i)∑n
j=1 P(Hˆ=hˆ|X=ej ,u)P(Z=z|Xk=ei, Hˆ=hˆ,u)pψ(j)
(60)
=
P(Z=z, Hˆ=hˆ|Xk=ei,u)pψ(i)∑n
j=1 P(Z=z, Hˆ=hˆ|Xk=ei,u)pψ(j)
, (61)
which coincides with (28) and concludes the proof.
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