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a b s t r a c t
We consider the problem of determining an unknown source, which depends only on
the spatial variable, in a heat equation. The problem is ill-posed in the sense that the
solution (if it exists) does not depend continuously on the data. For a reconstruction of the
unknown source frommeasured data the dual least squares method generated by a family
of Meyer wavelet subspaces is applied. An explicit relation between the truncation level
of the wavelet expansion and the data error bound is found, under which the convergence
result with the error estimate is obtained.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Consider the problem of finding a pair of functions {u(x, t), f (x)} satisfying{ut − uxx = f (x), x ∈ R, t > 0,
u(x, 0) = 0, x ∈ R,
u(x, 1) = g(x), x ∈ R.
(1.1)
We assume that the solution {u(x, t), f (x)} exists for the exact data g(x). In practical applications, the input data g(x) can
only be measured, so we actually have the measured data function gδ(x)which is merely in L2(R), and satisfies
‖gδ(·)− g(·)‖ = ‖gδ(·)− u(·, 1)‖ ≤ δ, (1.2)
where ‖ · ‖ denotes the L2-norm, and the constant δ > 0 represents the measurement error or noise level.
This problem can be seen as a problem of source identification from measured data for the heat equation, which is
important in many branches of engineering sciences. For example, an accurate estimation of a pollutant source is crucial
to environmental safeguards in cities with high populations. This problem has been investigated in many papers. To the
author’s knowledge, the existence and uniqueness of the solution have been investigated in [2,14,15], the conditional
stability and the data compatibility have been studied in [3,9,19], and numerical algorithms for the identification problem
can be found in [1,7,10,13,20]. However, general regularization analysis for the problem is still very limited. Recently, in
[16], Trong et al. has studied regularization by the Fourier method, and given error estimates in the implicit representation.
Wavelet regularization methods have been studied for solving various types of inverse problems in the heat equation
[5,11,12,17,18]. Eldén [5] and Regińska [11,12], Xiong [17] used the wavelet Galerkin method and the wavelet method to
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approximate the sideways heat equation by Meyer wavelets, and Xiong [18] used the wavelet dual least squares method to
approximate the BHCP by Shannon wavelets. In this work, by using Meyer wavelets, we obtain an explicit error estimate
of Hölder type between the unknown source term and its approximation. Moreover, according to the general theory of
regularization [6], we conclude that our estimate is order optimal.
Define the (unitary) Fourier operator F : L2(R)→ L2(R) that maps any function v(x) into its Fourier transform vˆ(ξ) as
follows:
vˆ(ξ) = (F v)(ξ) := 1√
2pi
∫ ∞
−∞
e−iξxv(x)dx, ξ ∈ R. (1.3)
In general, for an ill-posed problem, the convergence rates of the regularization solution can only be given under a priori
assumptions on the exact data [6]; we will formulate such an a priori assumption in terms of the exact solution f (x) by
considering
‖f ‖p ≤ E, p > 0, (1.4)
where ‖ · ‖p denotes the norm in Sobolev space Hp(R) defined by
‖f ‖p :=
(∫ ∞
−∞
(1+ ξ 2)p|fˆ (ξ)|2dξ
) 1
2
.
In order to formulate problem (1.1) in terms of an operator equation in the space X = L2(R), let A be the operator on X
defined as follows:
Af (x) = g(x). (1.5)
Applying the Fourier transform with respect to variable x, problem (1.1) can be reformulated in the frequency space as
follows:uˆt(ξ , t)+ ξ
2uˆ(ξ , t) = fˆ (ξ), ξ ∈ R, t > 0,
uˆ(ξ , 0) = 0, ξ ∈ R,
uˆ(ξ , 1) = gˆ(ξ), ξ ∈ R.
(1.6)
By elementary calculations we get
uˆ(ξ , t) = 1− e
−ξ2t
ξ 2
fˆ (ξ). (1.7)
Substituting uˆ(ξ , 1) = gˆ(ξ) into (1.7), we have
gˆ(ξ) = Aˆfˆ = 1− e
−ξ2
ξ 2
fˆ (ξ), (1.8)
which shows that Aˆ : L2(R)→ L2(R) is the multiplication operator. In addition, Aˆ is self-adjoint, i.e.,
Aˆ∗ fˆ = Aˆfˆ = 1− e
−ξ2
ξ 2
fˆ (ξ). (1.9)
Due to (1.8) we know that fˆ (ξ) = ξ2eξ2
eξ2−1 gˆ(ξ) ∈ L
2(R) and ξ
2eξ
2
eξ2−1 = O(ξ
2) as |ξ | → ∞. However, as for the measured data
function gδ(x), we cannot expect it to have the same decay as the exact data g(x), so some regularization method is needed
for solving this problem.
2. Preliminaries
2.1. Dual least squares method
A general projection method for the equation Af = g , A : X → X is generated by two subspace families {Vj} and {Yj} of
X , and the approximate solution fj ∈ Vj is defined to be the solution of the following variational problem:
(Afj, y) = (g, y), ∀y ∈ Yj, (2.1)
where (·, ·) denotes the scalar product in X . If Vj ⊂ R(A∗) and subspaces Yj are chosen in such a way that
A∗Yj = Vj, (2.2)
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then we have a special case of projection method known as the dual least squares method. If {Ψλ}λ∈Ij is an orthogonal basis
of Vj and yλ is the solution of the equation
A∗yλ = κλΨλ, ‖yλ‖ = 1, (2.3)
then the approximate solution is explicitly given by the expression
fj =
∑
λ∈Ij
1
κλ
(g, yλ)Ψλ. (2.4)
2.2. Meyer wavelets
Following [4], the Meyer wavelet ψ is a function defined by its Fourier transform
ψˆ(ξ) =

1√
2pi
ei
ξ
2 sin
[
pi
2
ν
(
3
2pi
|ξ | − 1
)]
, for
2pi
3
≤ |ξ | ≤ 4pi
3
,
1√
2pi
ei
ξ
2 cos
[
pi
2
ν
(
3
4pi
|ξ | − 1
)]
, for
4pi
3
≤ |ξ | ≤ 8pi
3
,
0, otherwise,
(2.5)
where ν(·) ∈ Ck is equal to 0 for x ≤ 0, is equal to 1 for x ≥ 1, and ν(x)+ ν(1− x) = 1 for 0 < x < 1. The corresponding
scaling function φ is defined by
φˆ(ξ) =

1√
2pi
, for |ξ | ≤ 2pi
3
,
1√
2pi
cos
[
pi
2
ν
(
3
2pi
|ξ | − 1
)]
, for
2pi
3
≤ |ξ | ≤ 4pi
3
,
0, otherwise.
(2.6)
Letting
ψj,k(x) := 2j/2ψ(2jx− k), φj,k(x) := 2j/2φ(2jx− k), j, k ∈ Z, (2.7)
the set of functions {φ0,k, ψj,k}j∈Z+,k∈Z is the orthonormal basis of L2(R). Use the notation Ψ−1,k := φ0,k and Ψl,k := ψl,k for
l ≥ 0; some index sets (where J ≥ 1 is a fixed integer) are
I = {{j, k} : j, k ∈ Z};
IJ = {{j, k} : j = −1, 0, . . . , J; k ∈ Z};
I{j≥J+1} = {{j, k} : j ≥ J; k ∈ Z}.
We define the subspace VJ :
VJ = span{Ψλ}{λ={j,k}∈IJ },
and the orthogonal projection PJ : L2(R) 7→ VJ :
PJg :=
∑
λ∈IJ
(g,Ψλ)Ψλ, ∀g ∈ L2(R). (2.8)
Then from (2.4) and (2.8) we easily conclude that fJ = PJ f . From (1.9) and (2.3), we have
Aˆ∗yˆλ = κλΨˆλ, i.e., yˆλ = ξ
2
1− e−ξ2 κλΨˆλ, (2.9)
and then there holds
fˆJ =
∑
λ∈IJ
1
κλ
(gˆ, yˆλ)Ψˆλ =
∑
λ∈IJ
(
ξ 2
1− e−ξ2 gˆ, Ψˆλ
)
Ψˆλ =
∑
λ∈IJ
(fˆ , Ψˆλ)Ψˆλ = P̂J f . (2.10)
Noting that
ψˆj,k(ξ) = 2−j/2e−ikξ/2jψˆ(2−jξ), φˆj,k(ξ) = 2−j/2e−ikξ/2j φˆ(2−jξ), (2.11)
we know they all have compact support, in fact
supp(ψˆj,k) =
{
ξ ; 2
3
pi2j ≤ |ξ | ≤ 8
3
pi2j
}
, supp(φˆj,k) =
{
ξ ; |ξ | ≤ 4
3
pi2j
}
. (2.12)
From (2.12)we have Vj ⊂ R(A∗). Furthermore, we see that the projection Pj can be considered as a low pass filter: frequencies
higher than 4pi2j/3 are filtered away.
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3. Subspaces Yj
According to (2.2), the subspaces Yj are spanned by fλ, λ ∈ Ij, where
A∗fλ = Ψλ and κλ = ‖fλ‖−1, yλ = fλ‖fλ‖ = κλfλ. (3.1)
Let {v(x, t), fψ (x)} be the solution of the following problem:{Ut − Uxx = F(x), x ∈ R, 0 < t,
U(x, 0) = 0, x ∈ R,
U(x, 1) = ψ(x), x ∈ R.
(3.2)
Similarly, let {w(x, t), fφ(x)} be the solution of (3.2) with the condition U(x, 1) = φ(x) instead of U(x, 1) = ψ(x). Since
supp ψˆ and supp φˆ are compact, these solutions always exist.
Lemma 3.1. The solution {uj,k(x, t), fj,k(x)} of Eq. (3.2) is obtained by dilations and integer translations of the functions
{w(x, t), fφ(x)} for j = −1 and {v(x, t), fψ (x)} for j ≥ 0, respectively:
u−1,k(x, t) = w(x− k, t), f−1,k(x) = fφ(x− k), (3.3)
uj,k(x, t) = 2 52 jv(2jx− k, 22jt), fj,k(x) = 2 52 jfψ (2jx− k). (3.4)
Proof. According to (1.8), the Fourier transform of fλ has the form
fˆλ(ξ) = ξ
2
1− e−ξ2 Ψˆλ(ξ). (3.5)
Let λ = {j, k}. Using (2.7) we easily find that fj,k(x) = fj,0(x− 2−jk).
From (3.4), via Fourier transform with respect to x, we get
uˆj,k(ξ , t) = 2 52 j2−je−ikξ/2j vˆ(2−jξ, 22jt), fˆj,k(ξ) = 2 52 j2−je−ikξ/2j fˆψ (2−jξ). (3.6)
Noting that {v(x, t), fψ (x)} satisfy Eq. (3.2), we obtain
vˆ(2−jξ, 22jt) = 1− e
−(2−jξ)222jt
(2−jξ)2
fˆψ (2−jξ).
Taking into account Uˆ(ξ , 1) = ψˆ(ξ), we get
fˆψ (2−jξ) = 2
−2jξ 2
1− e−ξ2 ψˆ(2
−jξ).
Thus, (3.6) becomes
fˆj,k(ξ) = 2 32 je−ikξ/2j 2
−2jξ 2
1− e−ξ2 ψˆ(2
−jξ)
= ξ
2
1− e−ξ2 Ψˆj,k(ξ).
This coincides with (3.5). Similarly we get the conclusion for j = −1. 
The following conclusions are obvious; here we omit the proof.
Remark 3.2. Let κj := κj,0. From Lemma 3.1 it follows that
∀k ∈ Z κj,k = κj and yj,k(x) = yj,0(x− 2−jk). (3.7)
Lemma 3.3. Let h(r) = 1−e−rr . Then
h
((
8
3
pi2j
)2)
≤ κj ≤ h
((
2
3
pi2j
)2)
, for j ≥ 0;
h
((
4
3
pi2j
)2)
≤ κ−1 ≤ 1, for j = −1. (3.8)
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4. Error estimates via dual least squares method approximation
According to (2.4) the approximate solution for the noisy data gδ is explicitly given by
PJ f δ(x) = f δJ :=
∑
λ∈IJ
(f δ(·),Ψλ)Ψλ =
∑
λ∈IJ
1
κλ
(gδ, yλ)Ψλ. (4.1)
We are interested in the norm estimate of the distance between the approximate solution (4.1) and the unknown source
in problem (1.1) for the exact data g . By the triangle inequality we have
‖f (·)− PJ f δ(·)‖ ≤ ‖f (·)− PJ f (·)‖ + ‖PJ f (·)− PJ f δ(·)‖. (4.2)
The second term of the right hand side corresponds to the stability of the wavelet dual least squares method, and we will
devote our attention to estimating this term at first.
Theorem 4.1. If gδ(·) represents noisy data satisfying the condition (1.2), then it holds that
‖PJ f δ − PJ f ‖ ≤ C
(
2
3
pi2J+1
)2
δ, (4.3)
where C .= 4.0000.
Proof. Using (2.4), (2.10) and (4.1), from the Parseval relation we get
‖PJ f δ − PJ f ‖ =
∥∥∥∥∥∥
∑
λ∈IJ
1
κλ
(gδ − g, yλ)Ψλ
∥∥∥∥∥∥
=
∥∥∥∥∥∥
∑
λ∈IJ
1
κλ
(ĝδ − gˆ, yˆλ)Ψˆλ
∥∥∥∥∥∥ =
∥∥∥∥∥∥
∑
λ∈IJ
1
κλ
(
ĝδ − gˆ, ξ
2
1− e−ξ2 κλΨˆλ
)
Ψˆλ
∥∥∥∥∥∥
≤ sup
2
3pi2
J≤|ξ |≤ 83pi2J
ξ 2
1− e−ξ2
∥∥∥∥∥∥
∑
λ∈IJ
(ĝδ − gˆ, Ψˆλ)Ψˆλ
∥∥∥∥∥∥
≤ sup
2
3pi2
J≤|ξ |≤ 83pi2J
ξ 2
1− e−ξ2 ‖
̂PJ(gδ − g)‖ ≤ sup
2
3pi2
J≤|ξ |≤ 83pi2J
ξ 2
1− e−ξ2 ‖g
δ − g‖
≤
( 8
3pi2
J
)2
1− e−( 83pi2J )2
δ ≤ 4
1− e−( 83pi)2
(
2
3
pi2J+1
)2
δ,
and
C = 4
1− e−( 83pi)2
.= 4.0000. 
Now we give the approximation properties of our method, i.e., the estimate of the first term of the right hand side in
(4.2), in the following theorem.
Theorem 4.2. If f (x) is the solution of the problem (1.1) satisfying the condition (1.4), then it holds that
‖f (·)− PJ f (·)‖ ≤
(
2
3
pi2J+1
)−p
E. (4.4)
Proof. From (2.8) we have
f (·) =
∑
λ∈I
(f (·),Ψλ)Ψλ,
PJ f (·) =
∑
λ∈IJ
(f (·),Ψλ)Ψλ. (4.5)
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By virtue of the Parseval relation, (1.4) and (4.5), it holds that
‖f (·)− PJ f (·)‖ = ‖fˆ (·)− P̂J f (·)‖
=
∥∥∥∥∥∥
∑
λ∈I
(fˆ (·), Ψˆλ)Ψˆλ −
∑
λ∈IJ
(fˆ (·), Ψˆλ)Ψˆλ
∥∥∥∥∥∥ =
∥∥∥∥∥∥
∑
λ∈Ij≥J+1
(fˆ (·), Ψˆλ)Ψˆλ
∥∥∥∥∥∥
=
∥∥∥∥∥∥
∑
λ∈Ij≥J+1
((1+ ξ 2)− p2 (1+ ξ 2) p2 fˆ (·), Ψˆλ)Ψˆλ
∥∥∥∥∥∥
≤ sup
2
3pi2
J+1≤|ξ |≤ 83pi2J+1
(1+ ξ 2)− p2
∥∥∥∥∥∥
∑
λ∈Ij≥J+1
((1+ ξ 2) p2 fˆ (·), Ψˆλ)Ψˆλ
∥∥∥∥∥∥
≤
(
2
3
pi2J+1
)−p
E. 
Combining Theorem 4.1 with Theorem 4.2, we obtain the main result, i.e., the convergence estimate of our method.
Theorem 4.3. Let f (·) be the exact solution of (1.1) and let PJ f δ(·) be given by (4.1). If (1.2) and (1.4) are satisfied, and J = J(δ)
is chosen such that
2
3
pi2J+1 =
(
E
δ
) 1
p+2
, (4.6)
then
‖f (·)− PJ f δ(·)‖ ≤ (C + 1)E
2
p+2 δ
p
p+2 . (4.7)
Remark 4.4. In general, the a priori bound E is unknown exactly in practice; in this case, with
2
3
pi2J+1 =
(
1
δ
) 1
p+2
, (4.8)
the estimate
‖f (·)− PJ f δ(·)‖ ≤ (C + E)δ
p
p+2 (4.9)
holds, where E is only a bounded positive constant and it is not necessary for it to be known exactly. This choice is helpful
in concrete computation.
In addition, maybe due to the problem being only mildly ill-posed, we can find in calculation that the computational
result is not sensitive to the choice of the smooth index p.
Remark 4.5. Numerical tests can be done using the discrete Meyer wavelet transform (DMT). Algorithms for implementing
the DMT are described in [8]. Due to the limitations of length, we omit the numerical aspects.
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