自己相似型ネットワーク計算機FIN上での並列遺伝的アルゴリズムとその応用に関する研究 by 韓, 明黙
氏名
学位の種類
学位記番号
学位綬与年月白
学位授与の要件
学位論文名
論文審査委員
韓 明黙
博士(工
甲第3259号
平成9年3H24日
学)
学位規則第4条第1項該当者
Parallel Genetic Algorithms based on a MUltiprocessor System 
FIN and Their Applications 
〈自己相似形ネットワーク計算機FIN上での並列遺伝的アルゴリズムと
その応用に関する研究〉
主査教授辰巳昭治 副主査教授細川省一
副主査教授漬 裕光
論文内容の要旨
計算機科学分野において大きな探索空間のなかで組合せ最適解を見つける問題は困難な問題として取
り上げられ.多くの研究が成されている。問題の規模が大きくなると最適解を求めることは計算量の増加
を招き，現実的で、はなくなり ある程度満足できる解を算出する近似解法が研究されている。問題固有の
知識を利用できないため，探索空間を狭められず，組合せ爆発を起こすような大きな探索空間をもっ問題
に対し汎用の探索技法として，遺伝的アルゴリズム (GeneticAlgorithrn;GA)が注目されている。し
かし.GAは多数伺の伺体を用い個体の進化により解に近付けるため探索に相当する進化に莫大な時間
を必要とする。
本論文では， GAの、lf~列処理化手法を検討し，投列化の有効性を確認するため.組合せ最適問題で有名な
巡阿セールスマン問題を取り上げ，遺伝的操作の方法について考察し，エネルギー最小化問題，概念クラ
スタリング|問題への適用結果をまとめたもので，五章からなる。
第 1章では， GAの基本的概念，並列計算機の諸方式，相互結合網によるマルチプロセッサシステムのト
ポロジーを紹介し本研究の目的と方法を明らかにするとともに，本論文の概要を示した。さらに，並列
GAIこ関する手法を概観し これと関連して本論文の位置付けを行った。
第2章では，自己相似形の相互結合網を持つ並列計算機モデルFIN(Fractal geomdry-based Inter-
connection "Network)について説明する。この計算機モデルは，基本的パターンを再帰的に適用するこ
とによって構成され，ノード当たりの結合の次数と再帰的階層レベルの2つのパラメータで形態が決定さ
れる。ここでは.階層構造に着目し，遺伝的操作である交差を階層的かっ並列に実行する手法を提案し，
さらに.従来のGA方法に比べ高速に処理できる方法を示した。 FINを使った並列GAによる巡回セールス
マン問題の計算機シミ品レーションを行い淘汰と交文の親の選択について，各階層レベルにおいて選択
的に評価の良い遺伝子を持つ伺体を親として選び，かっ同一レベル内で評価の悪い個体を選択的に死滅さ
せる淘汰方法が.近似解と収束速度の点で良いことがわかった。また，結合形態では，ノード当たりの
結合数が多い方が早く収束するが最終的な収束憶はノード当たりの結合数とは関係がないことがわかっ
た。
第3章では.2章で考察した結果を受け八/Dコンパータをエネルギー最小化問題のーっとしてとりあ
げ，並列GA法でアナログ値に対応するデジタルコードが在しく得られることを示した。また.従来のGA
法では制約付き問題への適用方法が考案されていなかった。ここで，制約付き問題に対する， FINを用い
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た並列GAの適用法を提案する。そのためまず広く使崩されている方法は，制約をペナルティ関数とし
て目的関数に組み込むことである。次に，対象とする問題領域の制約を満たす解の発生を保証するように，
遺伝子のコード化方法を見つけ出し さらに制約を満たさない解をもっ伺体の発生を抑制するような遺
伝的操作方法を考え出すことである。制約付き問題として点集合が巡回路を構成するという制約のもと
で、最小の巡回路長を持つように分布させるという制約付きクラスタリング問題を取り上げ.計算機シミュ
レーションを行なった。その結果考案した手法は焼きなまし法と同じ程度の最適解が得られることを示
した。
第4章では，観測によって得られた事象の集合を，意味を持つグループに分類する概念クラスタリング
問題を扱う。一つのクラスによって形成される概念は，あらかじめ設定された属性を使って記述し，属性
の連言によって表現される c概念クラスタリングでは事象数や属性数が多くなると，組み合わせ数が莫大
となり，意味のある概念を得ることが難しくなる。そこでFTNを用いた並列GA法の導入を図った。概念
分類を表わす遺伝コードを提案し，個体を評価する尺度として，稀薄度，表現の単純さ，分散度を複合し
た評価関数を導入した。名称線形構造変数からなる数多くの属性を持つデータの集合を用いて計算機
シミュレーションを行い，評価関数に対応した概念を表わすクラスが得られることがわかり，概念クラス
タリングへの適用性を有することを確認した。
第5章では.以上の各章において得られた結論を総括しまとめた。
論文審査の結果の要旨
VLSI技術の進展に伴い多数の処理要素を持つ並列計算機が考案容れ並列アル:1'リズムに大きな関
心が寄せられている。本論文で対象としている並列計算機モデルFIN(Fractal geometry-based Inter-
connuction NeLwork)は，その結合網の形態が自己相似であることが大きな特徴である。著者は，この
特徴を生かし，組合せ最適化問題などの閑難な計算問題の近似解法である遺伝的アルゴリズム (Genetic
AIgorithm : GA)の並列処現化手法といくつかの組合せ最適化問題への適用について研究し，本論文は
その成果をまとめたものである。
GAは，個体を一つの解候補とし.多数の初期解から出発して最適解を探索するため，解探索空間内の広
い範囲を多点探索できる利点を持つ。しかし，遺伝的操作と解が更新される毎にすべての解の評価計算
といった操作とを繰り返し実行する必要があり，処理速度やメモリ効率の点で問題がある。このため，ま
ず"GAの並列化手法の必要性を述べている。つぎに，並列計算機モデルFINのもつ階層構造に着目し，遺
伝的操作の一つである交差を階層的かっ並列に実行する階層交差手法を提案し，難しい問題の一つである
巡回セールスマン問題を取り上げ，計算機シミュレーションを行っている。その結巣.各階層レベルにお
いて，評価の良い遺伝子を持つ個体を親として選択しかっ同一レベル内で評価の悪い個体を選択的に
死滅させる淘汰方法を組み込んだ並列GAが良い近似解を与えるとともに収束速度が速いことを明ら
かにしている。また， FINのノード当たりの結合数の多いb・が収束速度が速くなるという結果も得てい
る。これらのことより.並列計算機モデルFIN上で、の並列GAの確立は，難しい問題である組合せ最適化
問題への適用可能性を示し，大いに評価できる。
つづいて.解の探索空間が制約されている状況下における組合せ最適化問題への並列GAの適用法を検
討している。ここでは，制約をペナルティ関数として目的関数に組み込み，問題領域の制約を満たす個体
のコード化方法と遺伝的操作方法を考案している。制約付き問題の例として制約付きクラスタリング問
題を取り上げ，焼きなまし法と同程度の近似解が得られることを確かめ，制約付き最適化問題への適用可
能性を明らかにしている。制約された探索空間へ並列GAの適用範囲を拡張したことは，意義のあること
と認められる。
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最後に，人五知能分野における重要な研究課題である概念形成への適用を試みている。概念形成は，得
られた事象集合を意味のあるグループに分類することと形式化されるの一方，事象の属性は，数値変数と
名称変数などの非数値変数からなり グループに分類する目的で事象を距離空間内に分布されることは
悶難である。このため，分類の解候補としての餌体は，事象を包む空間を組み合わせ的に見出され，表現
される必要がある。ここでは個体は，事象を包んだ空間の希薄度と，空間の次布教に対応する表現の単
純さと.空間内の事象の分散度とを複合した評価関数を聞いて評価されている。このことより，並列GA
は非数値データを含んだ事象集合に適用が可能となり 輔乳動物を対象にしたデータ等に対して意味のあ
る分類結巣が得られ，概念形成への並列GAの有同性を示している。概念形成に並列GAを導入したことは
優れた着想であると評価できる。
以上のように，本論文は，並列計算機モデルFIN上で報列遺伝的アルゴリズムを組合せ最適化問題へ適
用し，その有用性を示すとともに，それに関連する稀々の知見を明らかにしている。これらの成果は情報
工学なかでも計算機工学に寄与するところが大きい。よって，本論文の著者は博士(工学)の学位を受け
る資格を有するものと認める。
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