Abstract
Introduction
Perhaps the most studied and best understood type of random operators used to describe spectral and transport properties of disordered media are the Anderson models, whether one considers their original discrete version in 2 (Z d ) or their continuum analogs. They describe materials of alloy type, that is, with a structure in which single-site potentials are centered at the points of a regular lattice and then multiplied by random coupling constants, modelling the differing nuclear charges of the alloy's component materials. It is therefore physically most relevant to study the case where the coupling constants take on only finitely many values. The special case of a two-component alloy, that is, one with coupling constants given by Bernoulli random variables, has been dubbed the Bernoulli-Anderson model. Unfortunately, most of the rigorous results on Anderson models require more regularity of the probability distributions governing the coupling constants. Results on exponential localization and, more recently, dynamical localization have usually been proven under the assumption that the distribution is absolutely continuous or at least has an absolutely continuous component (see [12] and [41] for results from the 1980s, and see [1] , [23] , [14] , [21] , [31] , [34] , [50] for some of the more recent contributions). In dimension d > 1 the best results with respect to weak regularity are due to R. Carmona, A. Klein, and F. Martinelli [11] for the discrete case and to P. Stollmann [47] and to D. Damanik and Stollmann [15] for continuum models, where localization properties are shown under merely the assumption of Hölder-continuity of the distribution.
Discrete distributions, and in particular the Bernoulli-Anderson model, are currently accessible only in d = 1. For the discrete, one-dimensional Anderson model (h ω u)(n) = u(n + 1) + u(n − 1) + q n (ω)u(n), n ∈ Z, (1.1) exponential localization has been proven at all energies for arbitrary, nontrivial distribution (i.e., support containing more than one point) of the independent, identically distributed (i.i.d.) random variables q n . This was first proven by Carmona, Klein, and Martinelli [11] and later by C. Shubin, R. Vakilian, and T. Wolff [43] with a different approach that, in turn, is based on results from [8] and [33] . Results on localization for Anderson models with a singularly distributed potential on the discrete strip are shown in [32] . An interesting recent paper by S. De Bièvre and F. Germinet [17] studies the so-called random dimer model. This is the case where in (1.1) one chooses q 2n+1 (ω) = q 2n (ω) and the q 2n , n ∈ Z, as i.i.d. random variables with only two values ±q for some q > 0. The paper [17] establishes dynamical localization for the random dimer model in compact intervals away from certain critical energies, where the Lyapunov exponent vanishes and delocalized states exist. In this paper we prove localization, exponential and dynamical, for continuous one-dimensional Anderson models with arbitrary nontrivial distribution. Let
with V ω (x) = n∈Z q n (ω) f (x − n). (1.3) We assume that the background potential V per has period 1 and is real valued and locally in L 1 . The single-site potential f ∈ L 1 is real valued, supported in [−1/2, 1/2], and not zero (in the L 1 -sense). Note that we do not need to assume that f has fixed sign, as is frequently done in other works on continuum Anderson models. The coupling constants q n are i.i.d. random variables on a complete probability space . We assume that the support of their common distribution µ is bounded and nontrivial, that is, contains at least two points. Note that without restriction we may assume that supp(µ) contains 0 and 1. (If {a, b} ⊂ supp(µ), then replace V per by V per + a n f (· − n) and f by (b − a) f .) We do this in all our proofs. Under these assumptions the operators H ω can be defined either by form methods or via Sturm-Liouville theory and are self-adjoint for every ω. Representing, as usual, as an infinite product and q n (ω) as ω n , one easily sees that
with τ k f = f (· − k) and the ergodic shifts (θ k ω) n = ω n+k . Thus (see, e.g., [12] ), H ω has nonrandom almost sure spectrum and spectral types ac , sc , and pp . Our first main result is the following. THEOREM 
(Exponential localization)
Almost surely, the operator H ω has pure point spectrum; that is, ac = sc = ∅, and all eigenfunctions decay exponentially at ±∞.
Our method to prove Theorem 1.1 is basically to adapt the approach of [11] to continuum models. We do, however, use a variable-energy multiscale analysis, which was introduced in [18] for discrete models and later adapted to the continuum (see, e.g., [21] , [23] , [48] ).
Recently, it has been demonstrated by Damanik and Stollmann [15] that variableenergy multiscale analysis implies strong dynamical localization. Thus our method of proof also yields the following. THEOREM 
(Strong dynamical localization)
Let H ω be defined as above. There exists a discrete set M ⊂ R such that for every compact interval I ⊂ R \ M, every compact set K ⊂ R, every p > 0,
4)
where P I is the spectral projection onto I .
We note that the "strong" in Theorem 1.2 refers to the ability to show finite expectation in (1.4) . This is stronger than showing that the supremum in (1.4) is almost surely finite, which has also been used to describe dynamical localization. For more details on dynamical localization, we refer to [42] , [23] , [2] , [4] , and [15] . Based on our results, one can also use the bootstrap multiscale analysis recently introduced by Germinet and Klein [24] to prove localization. In fact, their work yields strong dynamical localization in the Hilbert-Schmidt norm (see [24] ). Another advantage of bootstrap multiscale analysis is that it can be started with a very weak form of the initial length scale estimate (ILSE), discussed here in Section 6. This weak form of the ILSE follows by a simple argument from positivity of the Lyapunov exponent (see [22] ). The more involved large deviation arguments used in [11] and in Section 6 have the advantage of yielding decay of the resolvent and of eigenfunctions at the rate of the Lyapunov exponent.
A crucial tool in [11] as well as in our work is positivity of the Lyapunov exponent. To define it in the continuous case, let g λ (n, ω) denote the transfer matrix from n − 1/2 to n + 1/2 of
that is, for any solution u of (1.5),
The subadditive ergodic theorem (see, e.g., [12] ) guarantees the existence of the Lyapunov exponent, that is, the limit
Kotani theory implies that γ (λ) is positive for almost every λ ∈ R since H ω is nondeterministic in the sense of S. Kotani [37] . But this is insufficient for a proof of localization due to the fact that the singular distribution of µ prevents spectral averaging techniques from being used to prove absence of singular continuous spectrum. For the discrete model (1.1), one can instead use Furstenberg's theorem on products of independent random matrices to show that the Lyapunov exponent is positive for all energies, which is the starting point of the approach in [11] .
We use the same idea, but there is an additional, significant difficulty to overcome. For the continuous models (1.2) and (1.3) there may exist a set of critical energies at which Furstenberg's theorem does not apply, and in most cases, γ (λ) vanishes. This gives rise to the exceptional set M in Theorem 1.2 and is a continuum analog of the critical energies observed in [17] for the random dimer model.
We manage to prove discreteness of the set of critical energies M for arbitrary single-site potentials f with support in [−1/2, 1/2] and arbitrary periodic background V per by using methods from scattering theory. More precisely, we consider scattering at f with respect to the periodic background V per . For energies λ in the interior of spectral bands of the periodic operator
+ V per , we introduce the reflection and transmission coefficients b(λ) and a(λ) relative to V per . The roots of b(λ) give rise to critical energies where the Lyapunov exponent vanishes and extended states exist. Since f = 0, it can be shown that this set of energies is discrete. Other discrete exceptional sets are included in M, among them the band edges of H 0 and roots of the analytic continuations of b(λ) and a(λ) to the spectral gaps of H 0 . Away from M, positivity of γ follows from Furstenberg's theorem.
The fact that extended states exist at some critical energies does not affect Theorem 1.1 since the discrete exceptional set cannot support continuous spectrum. It does, however, affect dynamical localization in that the interval I in Theorem 1.2 specifically excludes these critical values.
The existence of extended states at critical energies in certain one-dimensional tight-binding models or, equivalently, in disordered harmonic chains is well known in the physics literature. Various aspects of this are discussed in [38, Section 10] , which also includes continuum models. Additional references can be found through [16] and [17] . These works also note the vanishing of single-site reflection coefficients as the basic mechanism for obtaining critical energies and discuss the anomalous transport behavior near these energies. In several of these models, the discrete random potential is of the form
where the single-site potential f : Z → R is supported on {0, . . . , − 1}. For example, in the dimer model as studied in [17] , one sets = 2, f = χ {0,1} . While in our work we focus on a systematic study of exceptional energies in continuum Anderson models, we expect that our methods can be adapted to yield exponential and dynamical localization for general discrete Anderson models of the form (1.7). While we exclude neighborhoods of critical energies in our discussion of dynamical localization, as does [17] , it is an interesting open problem to describe rigorously the transport behavior near critical energies. A review of results on positivity of the Lyapunov exponent which have been obtained from Furstenberg's theorem is given in [41, Section 14 .A]. Most of these results were obtained for discrete Schrödinger operators and Jacobi matrices (see, e.g., [27] , [26] , [20] ). Results for continuum Anderson models (1.2) and (1.3) had been restricted to special exactly solvable cases that could be reduced to discrete models. For example, the set where γ vanishes was characterized for the cases where V per = 0 and either f is a δ-point-interaction (see [26] ) or f = χ [−1/2,1/2] (see [5] ). For the latter, if it is assumed that supp(µ) = {0, ξ } for some ξ > 0, then one gets the critical energies {λ : γ (λ) = 0} = {ξ + π 2 n 2 , n ∈ Z}.
The first paper where reflection coefficients are used rigorously in combination with Furstenberg's theorem to characterize the exceptional set for general f is [35] . Many of the ideas used in Section 2 can be found there. They assume V per = 0 and thus can work with the classical reflection and transmission coefficients for scattering at f . Also, [35] assumes that the distribution µ of q n has continuous density, but the methods used can be modified to include some examples with singular distributions.
We also mention that the recent paper [36] contains bounds for the Lyapunov exponent, which might be useful in studying transport properties near critical energies.
As our methods of proof show, critical energies are most likely to exist if q n takes on only a small number of different values. We follow [35] in conjecturing that no critical energies exist (and therefore the Lyapunov exponent is positive for all energies) if the support of µ is sufficiently rich. Since analyticity is involved, this should already be the case if the support of µ has an accumulation point.
That energies with vanishing reflection coefficient at a single site have zero Lyapunov exponent was also observed for random displacement models in [46] . That the latter model shows properties similar to the Bernoulli-Anderson model is not surprising: both models display identical single-site potentials at random distances.
To our knowledge, the only previous work on localization for continuum Bernoulli-Anderson models is [9] . This work, in combination with remarks in [10] , looks at the example V per = 0, f = χ [−1/2,1/2] , supp(µ) = {0, 1} and states exponential localization for all energies. Unfortunately, it seems that some details of the proof, which is sketched in [9] and is quite different from ours, have never appeared in print.
We now outline the contents of the remaining sections. In Section 2 we prove positivity of the Lyapunov exponent away from a discrete set using Furstenberg's theorem. A key tool is to show that the identical vanishing of b(λ) on a band of H 0 implies that f = 0. This generalizes the well-known fact that there are no compactly supported solitons to scattering at periodic background. Sections 3 and 4 establish that the Lyapunov exponent and the integrated density of states are Hölder continuous away from the exceptional set. Both sections rely heavily on known results for the discrete case, which can all be found in [12] . We outline these results and discuss the necessary changes for continuum models. In particular, we make use of a version of the Thouless formula by Kotani [37] .
The next two sections provide the main ingredients for the start of a multiscale analysis. In Section 5 a Wegner estimate is proven, again away from the exceptional set. Here we can closely follow the argument of [11] . Section 6 provides an initial length scale estimate for the same energies. Here our argument differs somewhat from the approach in [11] . While the latter uses both positivity of the Lyapunov exponent and the Wegner estimate to get an ILSE, we prefer to use an approach that shows that ILSE follows directly from positivity of γ . This uses some results on large deviations for γ , which can all be found in [7] . We note that this also gives a new, more natural proof of an ILSE for discrete models. Having established all that is necessary for a multiscale analysis, we can then prove Theorems 1.1 and 1.2 in Section 7 by merely referring to well-known results, for example, [48] and [15] .
Appendix A contains some a priori estimates for solutions of the Schrödinger equation which we use frequently. In Appendix B some basic facts about cocycles and the existence and uniqueness of invariant measures for group actions are listed. They are used in Section 3.
Positivity of the Lyapunov exponent

The Floquet solutions
We start by collecting some facts from Floquet theory for the periodic operator
.g., [19] ). For any z ∈ C, let u N (·, z) and u D (·, z) denote the solutions of
with
The transfer matrix of (2.1) from −1/2 to 1/2 is the matrix
which is entire in z as solutions of (2.1) (resp., their derivatives) are, for each fixed x, entire in z. The eigenvalues of g 0 (z) are the roots of
that is,
where D(z) = Tr[g 0 (z)]. As roots of (2.3), the functions ρ ± are algebraic with singularities at points with D(z) = ±2. The spectrum of H 0 , σ (H 0 ), consists of bands that are given by the sets of real energies λ for which D(λ) ≤ 2. Let (a, b) be a stability interval of H 0 , that is, a maximal interval such that D(λ) < 2 for every λ ∈ (a, b). As both u N (·, λ) and u D (·, λ) are real for λ ∈ (a, b), one has
|ρ ± (λ)| = 1, and ρ − (λ) = ρ + (λ). Let S := z ∈ C : z = λ + iη where a < λ < b and η ∈ R be the vertical strip in the complex plane containing (a, b). For z = λ + iη ∈ S, all of the following are equivalent:
, assume that (i) is true for some z = λ + iη, where η = 0. As both ρ ± have modulus 1, then all solutions of (2.1) are bounded. By Weyl's alternative, however, if η = 0, then there exists a solution in L 2 near +∞, the Weyl solution, while all other solutions are unbounded. This is a contradiction.
The arguments above imply that ρ ± have analytic continuations to all of S, and that the only possible algebraic singularities occur at a and b. In addition, as
we have by continuity of | · | that exactly one of ρ + and ρ − satisfies |ρ(z)| < 1 in the upper half-plane. Without loss of generality, let us denote by ρ + the eigenvalue for which |ρ + (λ + iη)| < 1 for all η > 0 and λ ∈ (a, b). This corresponds to choosing a branch of the square root in (2.3). Then ρ − satisfies |ρ − (λ + iη)| > 1 for all η > 0 and λ ∈ (a, b). Since we also have |ρ ± (λ)| = 1 for λ ∈ (a, b), it follows from the Schwarz reflection principle (apply a linear fractional transformation) that |ρ + (λ + iη)| > 1 and |ρ − (λ + iη)| < 1 for all η < 0 and λ ∈ (a, b).
For z ∈ S, let v ± (z) be the eigenvectors of g 0 (z) corresponding to ρ ± (z) with first component normalized to be 1; that is,
One may easily calculate
As u D (1/2, z) is never zero in S (Dirichlet eigenvalues of H 0 are either in the gaps of σ (H 0 ) or at the band edges), v ± are analytic in S. In particular, as u −1 D has at most a pole at a and b, then c ± , and hence v ± , have at worst algebraic singularities at a and b. (More precisely, c ± are branches of a multivalued analytic function with algebraic singularities at the boundaries of stability intervals.) Let φ ± (·, z) be the Floquet solutions of (2.1), that is, the solutions satisfying
We first note that φ ± (·, λ + iη) ∈ L 2 near ±∞ if η > 0, and φ ± (·, λ + iη) ∈ L 2 near ∓∞ if η < 0. Thus in this setting the Floquet solutions are the Weyl solutions. Secondly, for fixed x, φ ± (x, ·) are analytic in S with at worst algebraic singularities at a and b arising from the singularities in the initial conditions v ± . Lastly, {φ + (·, z), φ − (·, z)} are a fundamental system of (2.1) for every z ∈ S, as ρ + (z) = ρ − (z) on S.
Scattering with respect to a periodic background
Consider the operator
. Take z ∈ S, and let u + be the solution of
Since φ ± are linearly independent for z ∈ S, this defines a(z) and b(z) uniquely. If V per = 0, then a and b are related to the classical transmission and reflection coefficients by a = t −1 and b = r t −1 . In particular, vanishing of b is equivalent to vanishing of the reflection coefficient. Thus b and u + take the role of a (modified) reflection coefficient and Jost solution relative to the periodic background V per . Since for λ ∈ (a, b) we know that φ − (x, λ) = φ + (x, λ) from (2.4), (2.5), and (2.6), by taking u − to be the solution of (2.7) with u − (x, λ) = φ − (x, λ) for x ≤ −1/2, we get for x ≥ 1/2,
Using constancy of the nonzero Wronskian, we arrive at the familiar relation
The coefficients a(·) and b(·), defined on S as above, are branches of multivalued analytic functions with at most algebraic singularities at boundaries of stability intervals.
Proof
Recall that u + is the solution of (2.7) with
.
t is analytic in S with at worst algebraic singularities at a and b, that is, at the boundaries of the stability interval. (Here and henceforth, we denote by (x, y) t the column vector corresponding to the row vector (x, y).) But, as was determined before, both (φ ± (1/2, z), φ ± (1/2, z)) t have identical analytic properties, and by the definition of a(z) and b(z),
so we are done.
Suppose that b(λ) = 0 for all λ ∈ (a, b) and hence all z ∈ S by analyticity. We know then that for every λ ∈ (a, b) and η > 0, the Jost solution
; that is, u + is exponentially decaying in this region of the upper half-plane. Thus u + is the Weyl solution for the perturbed equation (2.7). We may therefore calculate the Weyl-Titchmarsh M-function (see, e.g., [13] ), M V per + f , for (2.7) on the half-line (−1/2, ∞):
where the latter is the M-function of (2.1) on (−1/2, ∞). As the M-functions are analytic in the entire upper half-plane, we conclude that
Thus, by the recent results of B. Simon [44] and of F. Gesztesy and Simon [25] , which provide generalizations (applicable in our setting) to the classical results of [6] , [39] , and [40] , this implies that f is identically zero.
As we assume throughout that f is not identically zero, we know that {λ ∈ (a, b) : b(λ) = 0} is in fact finite as accumulations at algebraic singularities are not possible. Now we consider a gap. Take α such that −∞ ≤ α < a < b and (α, a) is a maximal, nontrivial gap in the spectrum of H 0 . (If a = inf σ (H 0 ), then α = −∞.) Consider the following split strip:
For i = 1, 2, let ρ i (z) be the branches of (2.2) with |ρ 1 (z)| < 1 and |ρ 2 (z)| > 1 for all z ∈ S , which are well defined since [a, b) is excluded. We first note that ρ 1 = ρ + on the upper half of S, but ρ 1 = ρ − on the lower half of S. Secondly, as before, it can be seen that ρ i are analytic in S and have at worst algebraic singularities at α, a, and b, and therefore they may be continued analytically across (a, b). In particular, ρ i is the analytic continuation of ρ j , where i, j ∈ {1, 2} with i = j.
For z ∈ S , choose analytic eigenvectors v i (z) of g 0 (z) to corresponding ρ i (z) (see [28, Chapter II.4] ). Taking φ i to be the solutions of (2.1) with
; that is, they are the Weyl solutions. Set u i to be the Jost solutions of (2.7) satisfying
for z ∈ S and the same i, j convention used above. As in (2.11) above, one sees that a 1 (z) and b 1 (z) are analytic in S . In fact, in the upper half S + of S, they coincide with a(z) and b(z) since for z ∈ S + we have that v + (z) and v 1 (z) coincide up to a constant multiple, which cancels in (2.11) and in the corresponding expression for a 1 (z) and b 1 (z). Thus a 1 (z) and b 1 (z) are analytic continuations of the restrictions of a(z) and b(z) to S + . Similarly, it is seen that a 2 (z) and b 2 (z) are analytic continuations of the restrictions of a(z) and b(z) to the lower half
and b 2 (z) have at most algebraic singularities at α, a, and b. In particular, since they cannot vanish identically by f = 0, the set
is discrete and, if α = −∞, finite.
Transfer matrices and positivity of γ
To prove positivity of γ (λ), we investigate properties of the transfer matrices. As our minimal assumption is that the support of the distribution contains the points 0 and 1, we know that there are at least two nontrivial transfer matrices: the free matrix g 0 (λ) corresponding to (2.1) and the perturbed matrix g 1 (λ) corresponding to (2.7). Set G(λ) to be the closed subgroup of SL(2, R) generated by {g q (λ) : q ∈ supp(µ)}. Let P(R 2 ) be the projective space, that is, the set of the directions in R 2 , and let v be the direction of v ∈ R 2 \ {0}. Note that SL(2, R) acts on P(R 2 ) by gv = gv. We say that G ⊂ SL(2, R) is strongly irreducible if and only if there is no finite G-invariant set in P(R 2 ).
THEOREM 2.3
Given a family of operators {H ω }, as in (1.2) and (1.3) , with f = 0 and 0, 1 ∈ supp(µ), there exists a discrete set M ⊂ R such that G(λ) is noncompact and strongly irreducible for all λ ∈ R \ M. In particular, γ (λ) > 0 for all λ ∈ R \ M.
We first prove that G(λ) is not compact by showing that a sequence of elements has unbounded norm. This argument is valid for all but a discrete set of λ's. Once noncompact, the group G is then known to be strongly irreducible if and only if for each v ∈ P(R 2 ), #{gv : g ∈ G} ≥ 3 (2.14)
(see [7] ). We prove that this condition is also satisfied for all but a slightly larger, yet still discrete, set of λ's. The conclusion concerning positivity of γ follows from a general theorem of Furstenberg which in this context states that if the group G(λ) is noncompact and strongly irreducible, then γ (λ) > 0 (see also [7] ). Note that noncompactness of G(λ) and (2.14) are both properties that are preserved if supp(µ) is increased. Thus we assume without loss of generality that supp(µ) = {0, 1}, that is, that G(λ) is generated by g 0 (λ) and g 1 (λ).
In the construction of M we treat stability intervals and spectral gaps of H 0 separately. We first show that in any given stability interval (a, b), there is at most a finite number of λ's such that Furstenberg's theorem does not apply. We then show the same for finite spectral gaps (α, a) of H 0 . For the spectral gap (−∞, inf σ (H 0 )), we allow for accumulation of exceptional energies at −∞. Finally, we join all these exceptional sets and the endpoints of stability intervals to get the discrete set M.
15)
where
, (2.16) 17) and c(λ (2.3) and (2.5) .
, and Im[c(λ)] = 0 from (2.3) and (2.5). Thus C(λ) is invertible. For the rest of the proof we drop the fixed parameter λ. First, note that expressing the solutions u N and u D in terms of the Jost solutions u ± yields
Clearly,
and using the fact that φ ± are the Floquet solutions, we have
Hence we see that
then it is easily checked that
with C,g 0 , s as defined in (2.16) and (2.17). Thus (2.15) follows from (2.18).
Since g 0 (λ) corresponds to trivial scattering, it follows from (2.15) that
LetG(λ) be the subgroup of SL(2, R) generated byg 0 (λ) andg 0 (λ)s(λ) or, equivalently, byg 0 (λ) and s(λ).G(λ) is conjugate to G(λ), and thus G(λ) is noncompact and strongly irreducible if and only ifG(λ) is noncompact and strongly irreducible. Before proving Theorem 2.3, we note that for every λ in a stability interval (a, b),
is merely a rotation. In particular, for any λ ∈ (a, b) satisfying b(λ) = 0, one has a(λ) = e iα by (2.10), and therefore s(λ) is reduced to a rotation matrix as well. For these finitely many λ's (see the paragraph immediately following the proof of Lemma 2.2),G(λ) is a group of rotations and thereby compact. Moreover, by (2.15) and (2. 19) we know that at such energies the norm of products of the transfer matrices does not grow; hence
It is clear then that only away from this set,M (a,b) , can we hope to apply Furstenberg's theorem and prove positivity of γ .
Proof of Theorem 2.3
The stability intervals. We first consider energies in a stability interval (a, b). 
We wish to show that a sequence of elements inG(λ) has unbounded norm. To do so, consider an arbitrary element of P(R 2 ), represented by
One sees that the relation
suggests the choice θ := (1/2)(α + β), yielding
As a consequence, we see that R(θ) − 1 is π -periodic and has exactly two roots in 
once to v(θ ), θ as above, produces a new vector with norm greater than one, but the direction, initially θ , is possibly altered. A vector with this new direction may not increase in norm by directly applying s(λ) again. We may, however, apply the modified free matrix (2.20) and rotate this new direction by ω. As ω ∈ (0, π), finitely many applications ofg 0 (λ) produce a vector v with direction in K . Once in K , a direct application of s(λ) does increase the norm size uniformly by c > 1, as indicated above. In this manner we can produce a sequence of elements iñ G(λ) with unbounded norm.
To finish the proof of Theorem 2.3 in the stability interval (a, b), we choose
Clearly, M (a,b) is finite, and by the above,G(λ) is not compact for λ ∈ (a, b)\ M (a,b) . It remains to check (2.14) for these values of λ. But this is trivial as D(λ) = 0 implies ω = π/2, and therefore the free transfer matrix produces three distinct elements in projective space.
The spectral gaps. For all energies λ ∈ (α, a), a maximal spectral gap of H 0 , G(λ) is noncompact. This is easily seen as λ ∈ (α, a) implies |D(λ)| > 2, and hence the free transfer matrix, g 0 , has an eigenvalue |ρ| = |ρ 2 | > 1. Thus repeated iteration of g 0 on v 2 , the direction of v 2 , produces an unbounded sequence of elements. It remains to check (2.14), which we do for λ ∈ (α, a) \ M (α,a) , where
As was clear in (2.13), M (α,a) is discrete, and finite if α = −∞.
where v i are the directions of the eigenvectors
If, on the other hand, v ∈ {v 1 , v 2 }, then we use (2.21) to conclude that an initial application of s(λ) followed by iteration of g 0 (λ) gives an infinite orbit. This shows (2.14) and completes the proof for energies in a spectral gap.
We can now complete the proof by taking M := M 1 ∪ M 2 ∪ M 3 , where
the union being taken over all stability intervals in σ (H 0 ),
the union being taken over all maximal gaps of H 0 , and M 3 is defined to be the set containing all the endpoints of the stability intervals.
Hölder continuity of the Lyapunov exponent
In this section we prove that the Lyapunov exponent for the family of random operators defined by (1.2) and (1.3) is Hölder continuous on every compact interval of R which does not contain energies in the exceptional set M from Theorem 2.3. A result of this type is proven in [12] for an analogue of (1.1) defined on a discrete strip. We give an outline of the proof, indicating what changes are necessary in order to see that the argument from [12] can be adapted to our setting. The main changes are due to less explicit forms of the continuum transfer matrices. Fix a compact interval I ⊂ R \ M, where M is the discrete set from Theorem 2.3. 2) and (1.3) is uniformly Hölder continuous on I ; that is, there exists a number α > 0 and a constant C for which
Proof
The rest of this section is used to prove Theorem 3.1, where we rely on general facts from Appendix B.
As in the introduction, let g λ (n, ω) be the transfer matrix of (1.5) from n − 1/2 to n + 1/2. If u N (·, λ, ω) and u D (·, λ, ω) are the solutions of (1.5) with u
This shows that for fixed n and λ, g λ (n, ·) : → SL(2, R) is measurable, and for fixed λ, g λ (n, ω) are real-valued, i.i.d. random matrices. Here we have used
Let µ λ denote the distribution of g λ in SL(2, R). Using (3.1) and the boundedness of the distribution µ of q n , we get from Lemma A.1,
and from Lemma A.2,
where all constants are uniform in ω, n, and λ, λ ∈ I . Take G = SL(2, R), B = P(R 2 ), and the action gv = gv as described in Section 2. The projective distance 
A short calculation shows that
thus (3.2) implies that σ 1 (g) ≤ e C+|λ| for µ λ -a.e. g. In particular, this shows that for every t ∈ R,
This proves that for (3.4), Lemma B.2(i) is satisfied uniformly with respect to λ ∈ I . Proving that Lemma B.2(ii) also holds for (3.4), again uniformly with respect to λ ∈ I , requires more work. To this end, for any v ∈ P(R 2 ), define
The next lemma corresponds to [12, Lemma V.4.7] .
The mapping :
for some constant C = C(I ). In particular, is continuous.
We have
where the last inequality follows as 2) and (3.3) .
As we know that for each fixed λ ∈ I , G(λ) is noncompact and strongly irreducible, then combining [12, Proposition IV.4.11 and Theorem IV.4.14], we have that there exists a unique µ λ -invariant probability measure ν λ on P(R 2 ) for which
The Lyapunov exponent γ is continuous on I ;
uniformly with respect to λ ∈ I and v ∈ P(R 2 ).
(i) We first show that ν λ → ν λ weakly as λ → λ. Note that in general if µ λ n → µ λ 0 weakly and ν λ n → ν λ 0 weakly, then µ λ n * ν λ n → µ λ 0 * ν λ 0 weakly (for the definition of the convolution, see Appendix B). By (3.3) we have that µ λ → µ λ weakly, and an application of the Arzela-Ascoli theorem implies that every subsequence of {ν λ } contains a weakly convergent subsequence. Using this, the convergence of the convolutions, and the uniqueness of the invariant measures, we see that ν λ → ν λ . Now, continuity follows from (3.6), that is, from noting that γ (λ) = ν λ ( λ ), and estimate (3.5) (see [12, Corollary V.4 
.8]).
(ii) This follows as in the proof of (3.5) with (3.2) and (3.3) replaced by corresponding estimates for U λ (n, 1), which again follow from Lemmas A.1 and A.2 (see [12, Proposition V.4.9]). LEMMA 
There exists an integer N for which
The result follows by letting n → ∞ and noting both Corollary 3.3(i) and (ii).
We have thus shown that Lemma B.2 is applicable to the cocycle σ 1 defined in (3.4) . Following the lines of [12] , this leads to Hölder continuity properties with respect to λ of the invariant measures ν λ and the operators T λ defined by (T λ f )(x) = f (gx) dµ λ (g) for f in the Hölder spaces L α (P(R 2 )) (see Appendix B). LEMMA 
3.5
There exists an α 0 > 0 such that for 0 < α ≤ α 0 there exist ρ α < 1 and C α < ∞ such that
for n = 1, 2, . . . .
Proof
Lemma 3.4 confirms that both assumptions of Lemma 7 hold uniformly with respect to λ ∈ I . That this implies the above estimates, again uniformly with respect to λ ∈ I , follows from observing that the proofs of [12, Propositions IV.3.5 and IV.3.15] yield uniform results under uniform assumptions. LEMMA 
3.6
There exists an α 0 > 0 such that for 0 < α ≤ α 0 there exists a C α < ∞ such that
and
for all λ, λ ∈ I and f ∈ L α .
Proof
The bound (3.7) follows as in [12, Proposition V.4.13], using 
Hölder continuity of the integrated density of states
In this section we prove an analogue of Theorem 3.1 for the integrated density of states. We begin with its definition. For L ∈ N and
with H ω as in (1.2) and (1.3) and Dirichlet boundary conditions set at ±L/2. Fix λ ∈ R, and let N L ,ω (λ) denote the number of eigenvalues of H L (0) (ω) less than or equal to λ. By Kingman's super-additive ergodic theorem, we have that the limit
exists for almost every ω and in expectation. In particular,
The limit N (λ) in (4.2) does not depend on the particular choice of the boundary conditions one sets on L (0); however, the monotonicity of the limit in expectation (4.3) may be changed. For example, with Neumann boundary conditions one gets an "inf " rather than a "sup." N (λ) is called the integrated density of states. As in Section 3, fix a compact interval I ⊂ R \ M with M as in Theorem 2.3.
THEOREM 4.1 The integrated density of states for (1.2) and (1.3) is uniformly Hölder continuous on I .
The proof of this theorem follows easily from Theorem 3.1 once we have a means of relating N and γ . For our model, one has the following. PROPOSITION 
(The Thouless formula) Let N and γ be, respectively, the integrated density of states and Lyapunov exponent for (1.2) and (1.3).
Then there exists α ∈ R such that, for every λ ∈ R, for the free Laplacian (see [3] ). We decided to work with (4.4) since it was shown in [30, Appendix 2] that Kotani theory applies to singular potentials. While [30] works with L 2 -assumptions on the potential, it has been pointed out that all that is needed to make Kotani theory work are two basic estimates for the m-function m(z, ω) on (0, ∞) of an ergodic random operator: if K is a compact subset of C + , the complex upper half-plane, then there are constants C(K ) < ∞ and δ(K ) > 0 such that
uniformly for z ∈ K and ω ∈ . In our models (1.2) and (1.3) we have only used L 1 loc -assumptions on the potentials. That (4.5) is satisfied in this case follows from results on m-function asymptotics in [25] . To get (4.6), we use
where u is the solution of −u + (V per + V ω )u = zu with u(0) = 1 and u (0) = m(z) (see, e.g., [13] ). Combining Lemmas A.1 and A.3, we get
Thus (4.7) yields (4.6).
(ii) To apply Kotani's results from [37] , one must have an R-ergodic system; that is, there must exist a group {θ t : t ∈ R} of measure-preserving transformations for which the dynamical system ( , F , θ t , µ) is ergodic and the random potential v ω satisfies v θ t ω (x) = v ω (x + t). W. Kirsch's result in [29] shows how a Z-ergodic system, that is, one for which the transformations θ t are parametrized by t ∈ Z, can be associated with an R-ergodic system embedded in a larger probability space. The associated system is constructed in such a way that the corresponding integrated density of states and Lyapunov exponent for both systems are equal. Our model is Z-ergodic when equipped with translations. Thus we must apply Kotani's results to the corresponding R-ergodic system after using Kirsch's suspension procedure.
(iii) In Kotani's work [37] , N and γ arise as the real and imaginary parts of the nontangential limit of a specific Herglotz function (the w-function). To see that the integrated density of states and the Lyapunov exponent actually coincide with these nontangential limits, see [10, Propositions V.12 and VI.1].
Based on (4.4), the proof of Theorem 4.1 is very similar to the proof of the corresponding result in the discrete case (see [12, Proposition VI.3.9]). Some small changes arise from the use of the slightly different Thouless formula (4.4) and the necessity to exclude the set M. We use some basic facts about Hilbert transforms, which for a square integrable function ψ are defined by
One has two basic results, as stated in [12] . 
Proof of Theorem 4.1 First, observe that d N -integrability of log |(λ − t)/(t − i)| yields lim
which easily implies
that is, implies log-Hölder continuity and, in particular, continuity of N . Let λ 0 ∈ I , and pick a > 0 such that [λ 0 − 4a, λ 0 + 4a] ⊂ R \ M and thus γ is Hölder continuous in [λ 0 − 4a, λ 0 + 4a]. Take ψ(t) := N (t)χ {t:|t−λ 0 |≤4a} , and note that (T 2 ψ)(t) = −N (t) for almost every t with |t − λ 0 | ≤ 4a by (a). For
Integrating the first two integrals above by parts and rearranging yields 
The Wegner estimate
In this section we prove a Wegner estimate that constitutes one of the two ingredients that enable us to start the multiscale induction. Given Hölder continuity of the integrated density of states, as was proven in the preceding section, our proof of the Wegner estimate can be carried out in a way analogous to [11] . Since a few modifications of the arguments in [11] are required, we present sufficiently many details for the reader's convenience.
Fix throughout this section a compact interval
where M is the discrete set found in Theorem 2.3. Our goal is to prove estimates uniformly in I . It is therefore convenient to have these two properties in a ball of fixed radius around each point in I . By our above results we know that there is some ξ > 0 such that for every λ ∈ I ξ = [a − ξ, b + ξ ], G(λ) is noncompact and strongly irreducible. In other words, for every λ ∈ I , we have that G(λ ) is noncompact and strongly irreducible for every
, let H (ω) be the restriction of H ω to with Dirichlet boundary conditions at −L/2 and L/2. We prove the following theorem. THEOREM 
(Wegner estimate)
For every β ∈ (0, 1) and every σ > 0, there exist L 0 ∈ N and α > 0 such that
To prove Theorem 5.1, we need Lemmas 5.2 and 5.3. LEMMA 
5.2
There exist α 1 > 0, δ > 0, n 0 ∈ N such that for all λ ∈ I, n ≥ n 0 , and x normalized, we have
Proof
This lemma can be proven in exactly the same way as [11, Lemma 5.1] . For the reader's convenience, we sketch the argument briefly. By our choice of the interval I and the results from Sections 2 and 3, in particular Corollary 3.3(i), we have γ := inf{γ (λ) : λ ∈ I } > 0. Using the inequality e y ≤ 1 + y + y 2 e |y| and Hölder's inequality, one shows as in [11] that for every λ ∈ I and every δ > 0, we have
for some finite constants C 1 = C 1 (I ), C 2 = C 2 (I ). Hence, by Corollary 3.3(ii), we have for some n 0 = n 0 (I ) uniformly in λ ∈ I and x in the unit sphere,
for some ε > 0, provided δ is small enough. Iterating (5.2) as in [11] yields
for all n ≥ n 1 and λ ∈ I , for some α 1 = α 1 (I ) > 0 and n 1 = n 1 (I ), where n/n 0 is the largest integer less than or equal to n/n 0 . LEMMA 
5.3
There exist ρ > 0 and C < ∞ such that for every λ ∈ I and every
Proof
We follow the same strategy as Carmona, Klein, and Martinelli in their proof of [11, Lemma 5.2] ; that is, we use Hölder continuity of the integrated density of states to derive estimate (5.3). The only difficulty that arises is that the cutoff of eigenfunctions as performed by Carmona, Klein, and Martinelli in the discrete case may produce elements outside the domain of the local Hamiltonian. We therefore use a smooth cutoff procedure and show that the argument still goes through. Note first that it suffices to prove (5.3) for small ε > 0. It follows from Theorem 4.1 that there are constants ρ = ρ(I ξ ) > 0 and
, and denote by H k (ω) the operator H (ω) restricted to k with Dirichlet boundary conditions.
Let A k be the event
Clearly, p is independent of k and equals the left-hand side of (5.3).
Fix some n ∈ N, and let H n (ω) be the operator
. . , k j ∈ {−n, . . . , n} be distinct and such that the event A k l occurs. For each such l we construct a normalized functionφ l in the domain of H n (ω) which is supported on k l (hence {φ 1 , . . . ,φ j } form an orthonormal set) such that for every l,
where C is a constant that depends only on the single-site potential f and the singlesite distribution µ. By disjointness of supports, we also have
By [45, Lemma A.3.2], (5.5) and (5.6) imply that the number of eigenvalues of H n (ω) (counted with multiplicity) in [λ − C 2 ε, λ + C 2 ε] is bounded from below by j. In other words,
Thus if ε is small enough (namely, such that [λ − C 2 ε, λ + C 2 ε] ⊆ I ξ or, equivalently, ε ≤ ξ/C 2 ), we have
where the intermediate steps hold true for almost every ω. It remains to constructφ l with the desired properties. Fix some l, and consider the function φ l which is defined on k l and vanishes at the boundary points. In principle we would like to extend φ l by zero on (n) \ k l . However, this function does not in general belong to the domain of H n , so we could not even evaluate (H n − λ) applied to this function. Instead we use a smooth extension of φ l to (n).
Fix once and for all a smooth function χ that obeys 0 ≤ χ ≤ 1, χ (x) = 0 for x ≤ 0, and
Thenφ l clearly belongs to the domain of H n , and it has norm bounded by φ l = 1. We want to estimate (H n − λ)φ l . Now φ l is an eigenfunction corresponding to the eigenvalue λ k l ∈ (λ − ε, λ + ε), so we write
for x ∈ (n). Hence we have
where the constant C 3 depends on the single-site potential, the single-site distribution, and the function χ . Here we have used Lemma A.1 in the second-to-last estimate. Let us defineφ l :=φ l / φ l . By construction and by Lemma A.1 we have, for ε sufficiently small, φ l ≥ 1/2, and hence (5.5) holds true with a suitable C 2 that depends only on the single-site potential, the single-site distribution, and the function χ. Moreover, by construction {φ 1 , . . . ,φ j } form an orthonormal set and obey (5.6). This concludes the proof of the lemma.
We are now in position to give the following.
Proof of Theorem 5.1
We closely follow the proof of [11, Theorem 4.1] and make the necessary modifications. Let β, σ, I be as above, and for each odd L ∈ N, set n L = τ (L/2) β + 1 with some τ > 0 to be chosen later. For every λ ∈ I and θ > 0, we define the events
Let κ = τ α 1 /2δ with α 1 and δ from Lemma 5.2. Then
and Lemma 5.2 immediately implies
provided L is large enough. Together with Lemma A.3, Lemma 5.3 yields, for L large enough,
withC independent of λ and L. Finally, using (3.3), for L large enough one proves, similarly to [11] ,
for some suitable α 2 > 0 if τ is chosen small enough. The assertion now follows from (5.7) -(5.9).
The initial length scale estimate
Fix λ ∈ R \ M, let ν λ be the unique µ λ -invariant measure on P(R 2 ) (see (3.6)), and let δ(x, y) be the projective distance of x, y ∈ P(R 2 ).
The measure ν λ is Hölder continuous. the assumptions required there are equivalent to g τ dµ λ (g) < ∞ for some τ > 0, and note that G(λ) is noncompact and strongly irreducible. In particular, noncompactness is equivalent to the contractivity required in [7] (see [12, Proposition IV.4.11] ). Integrability of g τ with respect to µ λ for all τ > 0 follows from (3.2) and boundedness of the distribution of q n .
We know that (1/n) log U λ (n) converges to γ (λ) in expectation. We need a large deviation result for this limit. In fact, the following result on the asymptotics of U λ (n)x for any initial vector x = 0 holds. LEMMA 
6.2
There exists α > 0 such that for every ε > 0 and x = 0, one has
Proof This follows from [7, Theorem V.6.2] , whose assumptions that G(λ) is strongly irreducible and g τ dµ λ (g) < ∞ for some τ > 0 are satisfied.
An immediate consequence of Lemma 6.2 is that for every ε > 0 and x = 0, there exists n 0 ∈ N such that
for n ≥ n 0 . (6.1)
Next, we establish a large deviation result for | U λ (n)x, y |, that is, in particular for the matrix elements of the transfer matrices. LEMMA 
6.3
Fix y with y = 1. For all ε > 0 there are n 0 ∈ N and δ 0 > 0 such that
Proof
We closely follow the proof of [7, Proposition VI.2.2] . Define f n :
For z, z ∈ P(R 2 ), choose representatives z and z such that z = z = 1 and the angle between z and z is at most π/2. Then by (6.2),
Recall that δ(z, z ) = | sin(angle(z, z ))|. This implies, using notation from Section 3, that
The definition of n shows that
, we may use Lemma 3.5 to conclude that for 0 < α ≤ α 0 there exists ρ < 1 and n 0 ∈ N such that for n ≥ n 0 and all x,
where in the last step ε is assumed to be sufficiently small, that is, such that log ρ+ε < 0, and δ 1 := (1/2)| log ρ + ε|. Next, choose the unit vector w = (w 1 , w 2 ) t = (y 2 , −y 1 ) t . We therefore have | u/ u , y | = δ(u, w) for all u = 0. It then follows from Lemma 6.1 that there exist β > 0 and C > 0 such that
Inserting (6.6) and (6.7) into (6.5) completes the proof of Lemma 6.3 with 0 < δ 0 < min{δ 1 , εβ}. We have assumed that ε is sufficiently small, but the result extends to large ε with unchanged δ 0 .
Note that results corresponding to Lemmas 6.2 and 6.3 also hold for n → −∞ since the result from [7] can be applied in the same way to the products of random matrices g
λ (−1) for n < 0 and the Lyapunov exponent can equivalently be defined as
We can now combine Lemmas 6.2 and 6.3 to show that with large probability the matrix elements | U λ (n)x, y | grow exponentially at almost the rate of the Lyapunov exponent. COROLLARY 
6.4
Let x = y = 1. Then for every ε > 0 there exist δ > 0 and n 0 ∈ N such that
for n ≥ n 0 .
Proof From (6.1) and Lemma 6.3, we get for all ε > 0,
for n ≥ n 0 with probability at least 1 − e −αn − e −δ 0 n . This yields the assertion.
We are now ready to state and prove the main result of this section, an initial length scale estimate at energy λ. Let L ∈ 3Z \ 6Z and
For γ , λ ∈ R and ω ∈ , let us call the cube (γ , λ)-good for ω if λ ∈ σ (H (ω)) and χ out R (λ)χ int ≤ e −γ L/3 . We have the following theorem.
Proof Let u ± be the solutions of H ω u = λu with Dirichlet boundary conditions at ±L/2;
Then the Green function G (λ, x, y) (i.e., the kernel of R (λ)) is given by
where the Wronskian
where A λ (x, y) denotes the transfer matrix from y to x. By stationarity we can use Corollary 6.4 to conclude that
Note that λ ∈ σ (H (ω)) if and only if W (u + , u − ) = 0. Thus the event in (6.10) implies that λ ∈ σ (H (ω)).
by Lemma A.1. Also,
Again by Lemma A.1, 12) and by stationarity and (6.1) (note that −L/6 ≤ y + 1/2 − 1/2 ≤ L/6),
Combining (6.10) -(6.13) and using
for L sufficiently large. In a completely analogous way, the same estimate is found if
. From this it can now be seen easily that for every ε > 0 there exist δ > 0 and L 0 ∈ N such that for L ≥ L 0 and L ∈ 3Z \ 6Z, we have sup
and sup
with probability at least 1 − e −δL . The theorem now follows by Schur's test.
Theorem 6.5 can be regarded as a fixed-energy initial length scale estimate. Our goal is to start a variable-energy multiscale induction that ultimately yields both Theorem 1.1 and Theorem 1.2. We therefore need an estimate of the form (6.8) , where the energy is not fixed but rather varying over an interval. A result of this kind is established, using the Wegner estimate and an argument from [18] , in the following corollary. COROLLARY 
6.6
For every λ ∈ I and every β ∈ (0, 1), σ, ε > 0, let α > 0, δ > 0, and L 0 ∈ N be as in Theorems 5.1 and 6.5, respectively. For every 0 < ε < ε and every L ≥ L 0 , let
Then we have for every L ≥ L 0 ,
− e −αL β . (6.14)
Proof With probability 1 − e −δL − e −αL β we have that both the event in (6.8) and the complementary event in (5.1) hold. Thus by assumption we have that for every λ ∈ (λ − κ L , λ + κ L ), we have λ ∈ σ (H (ω)) and, moreover, by the resolvent equation,
Thus for these ω's the cube is (γ (λ) − ε , λ )-good.
Proof of the main theorems
In the preceding two sections we have established the two ingredients, namely, a Wegner estimate and an initial length scale estimate, that are necessary to start the multiscale induction that, by known results, implies both Theorem 1.1 and Theorem 1.2.
In this section we briefly show how to reduce these two theorems to known results, given Theorem 5.1 and Corollary 6.6. Let M be the discrete set found in Theorem 2.3.
Proof of Theorem 1.1
Fix an arbitrary compact interval I ⊂ R \ M. It follows from Theorems 5.1 and 6.5
that we have both a Wegner estimate and a fixed-energy initial length scale estimate for every λ ∈ I . Corollary 6.6 shows that these two results imply a variable-energy initial length scale estimate for a ball B(λ) of explicit radius around λ. The variableenergy multiscale analysis as presented, for example, in [48] then establishes variableenergy resolvent decay estimates on a sequence (L k ) k∈N of length scales for energies in B(λ). These estimates, together with the existence of polynomially bounded eigenfunctions for spectrally almost every energy, yield pure point spectrum in B(λ) with exponentially decaying eigenfunctions for almost every ω ∈ (see, e.g., [48] for details). Thus we have exponential localization in R \ M for almost every ω ∈ . Finally, since by general principles (see [12] ) the set M carries almost surely no spectral measure, we have exponential localization in R for almost every ω ∈ and hence Theorem 1.1.
Proof of Theorem 1.2
It essentially follows from [15] that the variable-energy resolvent decay estimates, as given by the output of the the variable-energy multiscale analysis, imply strong dynamical localization in the sense of Theorem 1.2. For the curious reader we briefly sketch the argument, referring to [15] for necessary notation. Given a compact interval I ⊂ R \ M, a compact set K ⊂ R, and p > 0, we first let γ = min{γ (λ) : λ ∈ I } > 0. Next, we choose L 1 large enough so that, for every λ ∈ I , Theorem 5.1 and Corollary 6.6 imply both W (I, L , , q), L ≥ L 1 , and G(B(λ), L 1 , γ − ε , ξ ) of [15] with parameters sufficient to cover the desired p. Having this length scale fixed, we decompose the interval I into a finite disjoint union of intervals I 1 , . . . , I m , each of them having length bounded by κ L 1 . We split the projection P I (H ω ) in (1.4) into the finite sum m i=1 P I i (H ω ) and treat each term separately. For every i, we can apply [15, Theorem 3.1] , with initial length scale L 1 , since all the other conditions (e.g., the assumptions regarding independence (INDY), a geometric resolvent inequality (GRI), a Weyl-type estimate (WEYL), an eigenfunction decay inequality (EDI), as well as the assumption in [15, Theorem 3.1(i)]) are known to hold for the concrete operators H ω under consideration (see [48] ). This allows us to establish (1.4), with I replaced by I i . By summing over i, we get Theorem 1.2. Gronwall's lemma (see, e.g., [51] ) yields 
B. Cocycles and invariant measures
In this appendix we collect some basic facts about cocycles and the existence and uniqueness of invariant measures for group actions, which are used in Section 3 to prove Hölder continuity of the Lyapunov exponent. All this can be found in [12, Chapter IV]. Let G be a metric group, with unit e, that is both locally compact and σ -compact. Let B be a metrizable topological space such that G acts on B; that is, to each (g, b) ∈ G × B one can continuously associate an element gb ∈ B for which (g 1 g 2 ) · b = g 1 · (g 2 · b) for g 1 , g 2 ∈ G and b ∈ B, and e · b = b for b ∈ B. A continuous map σ : G × B → (0, ∞) is called a cocycle if for all g 1 , g 2 ∈ G and b ∈ B, one has σ (g 1 g 2 , b) = σ (g 1 , g 2 b)σ (g 2 , b) .
Note that if σ is a cocycle, then clearly σ t is also a cocycle for all t ∈ R. There is one particular example of primary importance. defines a cocycle on G ×B.
A crucial property of cocycles is that they satisfy certain integral estimates. For this reason the "pseudo-convolution" of a probability measure µ on G and a measure ν on B is introduced by
for all f ∈ B(B), the bounded measurable functions on B. Here if B = G, the above definition coincides with that of the ordinary convolution on G, and µ n denotes the n-fold convolution µ * µ * · · · * µ. We note that a cocycle is said to be µ-integrable if σ (g) := sup b∈B σ (g, b) is µ-integrable. The concept of invariance is also important. A measure ν on B is said to be µ-invariant if µ * ν = ν. For B compact, the existence of an invariant measure is trivial. In particular, any weak limit of the sequence (1/n) n j=1 µ n * m, where m is an arbitrary probability measure on B, is a µ-invariant probability measure. In addition, an operator T : B(B) → B(B) is defined by
Note that the operator T n is given by the formula above with µ n replacing µ. The relationship between these operators and µ-invariant probability measures is illustrated in Lemma B.2. Lastly, if B is a compact metric space with metric δ, then for any real number α the space of α-Hölder continuous functions, L α (B), is defined to be Equipped with the norm g, b) ] dµ N (g) < 0.
Then there exists a real number α 0 such that for any α with 0 < α ≤ α 0 there exist constants C α < ∞ and ρ α < 1 for which the following are true. T is a bounded operator on L α satisfying
for n = 1, 2, . . . and f ∈ L α , where ν is any µ-invariant probability measure.
In particular, this proves uniqueness of the invariant measure. (c)
The operator T on L α has eigenvalue 1, and the rest of the spectrum is contained in a disk of radius strictly less than 1. Moreover, T admits the following decomposition:
where ν is the invariant probability measure and Q is an operator on L α of spectral radius strictly less than 1. 
