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7Première partie
Introduction et Préliminaires

CHAPITRE 1
INTRODUCTION
§1.1 Historiquement, la logique est la science du raisonnement. C’est au début du 20e siècle que
celle-ci s’est imposée pour la formalisation des mathématiques — on parle dans ce cas de
logique mathématique. Traditionnellement, la logique mathématique consiste en deux enti-
tés : d’un côté la syntaxe qui décrit la manière de construire les formules mathématiques et
leurs preuves — la description du monde (mathématique), de l’autre la sémantique qui étu-
die les modèles d’une théorie — le monde, ou les structures mathématiques. La syntaxe est en
quelque sorte affaire de vérité, ou plutôt de prouvabilité : usuellement les règles de construc-
tion de la syntaxe empêchent l’écriture de preuves incorrectes, on étudie alors les formules
prouvables à partir d’un ensemble donné d’axiomes (une théorie). D’un autre côté, les modèles
sont affaire de réfutation : ainsi, pour montrer qu’une formule A n’est pas conséquence d’une
théorie, on construira un modèle de cette théorie dans lequel la formule A n’est pas satis-
faite. Ces deux faces de la logique sont mises en dualité par le théorème de complétude : une
formule A est dérivable dans une théorie si et seulement si elle est satisfaite dans tous les
modèles.
§1.2 La théorie de la démonstration, l’étude des systèmes de dérivation, se trouve donc appartenir
à l’axe syntaxique. De nombreux systèmes de dérivations ont été développés pour les logiques
classique et intuitionniste. À première vue, la règle la plus importante d’un système de déri-
vation est le modus ponens, généralisée en règle de coupure, qui permet, à partir d’une preuve
de A et d’une preuve de A ⇒ B, de déduire une preuve de la formule B. Cette règle semble
essentielle : c’est la règle qui permet l’utilisation de lemmes. Cependant, l’un des résultats fon-
damentaux en théorie de la démonstration, le Hauptsatz (« théorème fondamental ») prouvé
par Gentzen [Gen64], affirme que la règle de coupure est redondante : s’il existe une dériva-
tion d’une formule B, alors il existe une dérivation de B n’utilisant pas la règle de coupure. Si
ce résultat est important en lui-même, il devient réellement fondamental après la découverte
de la correspondance de Curry-Howard.
La correspondance de Curry-Howard
§1.3 Au moment où certains étudiaient les axiomatiques des mathématiques, Church proposa une
axiomatique pour la théorie des fonctions : le λ-calcul [Chu41]. Il s’avère que le λ-calcul per-
met de représenter toutes les fonctions calculables, et présente donc une approche alternative
aux machines de Turing [Tur37] pour la théorie de la calculabilité. Dans cette théorie, le cal-
cul est représenté par la règle de β-réduction : si t représente une fonction et u un argument,
alors l’application (t)u se réduit — ou se β-réduit — en un terme r représentant le résultat du
calcul de la fonction représentée par t lorsqu’on lui donne l’argument représenté par le terme
u. La correspondance de Curry-Howard [Cur34, How80] relie la procédure d’élimination des
coupures en déduction naturelle — l’un des systèmes de déduction — pour la logique intui-
tionniste et la β-réduction en λ-calcul. En d’autres termes, elle établit une correspondance
entre l’exécution d’un programme et l’élimination des détours dans les preuves. Ainsi, il est
10 1. INTRODUCTION
possible d’étudier les programmes par le biais des systèmes de déduction, et particulièrement
de leur dynamique — leur procédure d’élimination des coupures.
§1.4 En logiques classique et intuitionniste, l’implication A ⇒ B peut être comprise comme une
fonction qui, à tout élément de type A, associe un élément de type B. Cette intuition est ren-
forcée par la correspondance de Curry-Howard puisqu’un terme représentant une fonction
des entiers N dans les entiers correspondra à une preuve de la formule Nat⇒Nat (Nat re-
présente le type des entiers naturels). En étudiant les modèles du λ-calcul [Gir88a], Girard a
découvert que l’implication classique ⇒ se décomposait naturellement en deux opérations in-
dépendantes. La première de ces opérations, l’exponentiation — ou la pérennisation, consiste
à rendre disponible un nombre arbitraire de copies de A, tandis que la seconde, l’implication
linéaire — notée(, est l’opération qui à A associe B, consommant A au passage, comme une
machine effectuant une transformation. Girard introduit donc dans les années 80 [Gir87a]
un raffinement de la logique classique tenant compte de cette observation : la logique linéaire
(LL). La logique linéaire est sensible aux ressources et est donc particulièrement adaptée à
l’étude des programmes. Ainsi, une preuve de Nat(Nat est une fonction des entiers dans
les entiers qui utilise exactement une fois son argument, c’est-à-dire une fonction linéaire.
La réutilisation des ressources étant gérée par les connecteurs exponentiels, on peut alors
modifier les règles régissant ceux-ci afin d’obtenir des logiques allégées, parmi lesquelles la
logique linéaire bornée (BLL) de Girard, Scedrov et Scott [GSS92], les logique linéaire élé-
mentaire (ELL) et light (LLL) introduites par Girard [Gir95b], ou encore la logique linéaire
« douce » (Soft Linear Logic, SLL) de Lafont [Laf04]. Ces systèmes sont intéressants en cela
qu’ils permettent de représenter des fonctions dont la complexité est bornée.
§1.5 Avec la logique linéaire, Girard a introduit deux systèmes de déduction permettant de re-
présenter les preuves : un calcul des séquents et une sorte de déduction naturelle multi-
conclusion : les structures de preuve. Les structures de preuves ont une particularité intéres-
sante par rapport aux syntaxes traditionnelles : la grammaire permettant de les construire
n’est pas assez restrictive et il est donc possible d’écrire des structures ne correspondant pas
à des preuves en calcul des séquents. Certaines structures de preuves correspondent donc à
des preuves erronées. Il faut alors caractériser les structures séquentialisables — qui corres-
pondent à une dérivation en calcul des séquents — de celles qui ne le sont pas. De nombreuses
caractérisations ont été obtenues depuis l’introduction de la logique linéaire sous le nom de
critères de correction. Cette particularité est le point de départ du projet de la géométrie de
l’interaction : la reconstruction de la logique à partir des preuves et leur dynamique — l’élimi-
nation des coupures. En effet, l’extension de la syntaxe permet d’ajouter une saveur séman-
tique à celle-ci dans le sens où les objets syntaxiques ajoutés — qui ne sont pas des preuves
— jouent en quelque sorte le rôle de contre-modèles.
La géométrie de l’interaction
§1.6 La géométrie de l’interaction (GdI) est au départ une représentation des preuves de la logique
linéaire fondée sur une étude en profondeur des réseaux. Une preuve n’est plus un morphisme
de A dans B — une fonction de A dans B, mais un opérateur agissant sur l’espace A⊕B. Ainsi,
la composition, qui représente généralement le modus ponens, n’est plus de mise et l’opéra-
tion permettant d’obtenir un élément de B à partir d’un élément de A consiste à résoudre
une équation : l’équation de rétroaction. La géométrie de l’interaction pourrait donc être com-
prise comme une sémantique opérationnelle en cela qu’elle représente les preuves par des
opérateurs agissant sur les formules — ou leur lieux — et non par de simples fonctions.
§1.7 Cependant, le programme de la géométrie de l’interaction est plus ambitieux : on ne cherche
pas uniquement à représenter les preuves, mais à reconstruire la logique à partir de celles-ci.
Ainsi, les objets de la géométrie de l’interaction sont des épreuves — ou parapreuves, c’est-à-
dire une généralisation des preuves. Cette généralisation permet d’envisager une reconstruc-
tion de la logique reposant sur l’interaction entre épreuves, offrant ainsi une vision plus homo-
gène que la traditionnelle opposition preuves et contre-modèles. Ce n’est donc ni une séman-
tique — car trop syntaxique, ni une syntaxe — car trop sémantique. Il s’agit d’un entre deux,
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d’une syntaxe discursive, où les épreuves — une généralisation des preuves — s’opposent, se
disputent, chacune essayant de convaincre l’autre de ce qu’elle a à prouver. La discussion se
termine lorsqu’un consensus est trouvé, c’est-à-dire lorsque l’une d’elles abandonne. Ainsi, les
épreuves s’opposent au travers d’une notion d’exécution qui définit la solution à l’équation de
rétroaction et généralise donc la procédure d’élimination des coupures. Deux épreuves sont
alors dites orthogonales lorsque la discussion termine. De cette notion d’orthogonalité se des-
sinent les formules — ou les types — qui sont définis comme les ensembles d’épreuves clos
par bi-orthogonal, une construction classique de réalisabilité.
§1.8 Une fois les formules définies, on peut alors reconstruire les connecteurs en partant d’une dé-
finition de « bas niveau » — entre les épreuves — pour en arriver à une définition de « haut
niveau » — entre les types. Ainsi, les connecteurs ne sont pas définis de manière ad-hoc,
mais leur définition est une conséquence de leur contenu calculatoire : on définit l’action d’un
connecteur sur les épreuves, et les connecteurs — au niveau des formules — ne sont que le
reflet de l’effet de l’interaction entre la notion d’exécution et cette définition de bas niveau.
On obtient ainsi une interprétation des formules de la logique linéaire — ou d’un fragment de
celle-ci dans certains cas. On peut de plus caractériser les épreuves, dites gagnantes, qui cor-
respondent intuitivement aux preuves. Cette définition induit une notion de vérité au niveau
des formules : une formule est vraie lorsqu’elle contient une épreuve gagnante.
§1.9 Au fil des ans, de nombreuses constructions réalisant ce programme ont été proposées par
Girard. Dans chacune de ces constructions, les épreuves sont définies comme des opérateurs
agissant sur un espace de Hilbert. Dans les premières versions [Gir89a, Gir88b, Gir95a], les
épreuves étaient des isométries partielles appartenant à une algèbre stellaire fixée. L’exé-
cution entre épreuves était alors définie par la « formule d’exécution », formule impliquant
l’inversion d’un opérateur. La construction était alors basée sur l’opposition entre épreuves :
A et B sont orthogonales si et seulement si AB est nilpotent (resp. faiblement nilpotent),
assurant que l’inversion de l’opérateur 1−AB soit possible 1.
§1.10 Dans la dernière version en date, la géométrie de l’interaction dans le facteur hyperfini in-
troduite dans l’article Geometry of Interaction V : Logic in The Hyperfinite Factor [Gir11a],
les épreuves sont les opérateurs hermitiens de norme au plus 1 dans une algèbre de von
Neumann particulière : le facteur hyperfini R de type 2 II1. Girard ayant donné une solution
générale à l’équation de rétroaction [Gir06], l’exécution entre épreuves est toujours définie.
L’orthogonalité entre épreuves est dans ce cas définie au travers du déterminant de Fuglede-
Kadison [FK52], une généralisation du déterminant aux facteurs de type II1. Cette construc-
tion permet de reconstruire les connecteurs de la logique linéaire sur cette base, à ceci près
que la restriction à cette algèbre de type II1 contraint les exponentielles : on obtient une
construction de la Logique Linéaire Élémentaire, une logique avec exponentielles bornées.
Contenu de la thèse
§1.11 Dans le but de mieux comprendre les constructions de la géométrie de l’interaction, nous
avons commencé par étudier une généralisation de la construction de l’article multiplicatives
[Gir87b], en choisissant de travailler dans un cadre où les épreuves sont des graphes orientés
pondérés. Dans ce cadre, nous avons découvert que la mesure de l’interaction entre épreuves
définie par le déterminant de Fuglede-Kadison dans la GdI5 correspondait à une certaine me-
sure des cycles alternant entre deux graphes. Ainsi, nous avons montré comment l’adjonction
— la propriété fondamentale sur laquelle est fondée la construction des connecteurs multipli-
catifs — utilisée par Girard correspond à une propriété sur les ensembles de cycles alternants
entre plusieurs graphes, ce qui nous a permis de développer une version combinatoire de la
GdI5.
1. Dans le cas faiblement nilpotent, l’inversion de 1−AB n’est pas nécessairement possible, mais on peut toujours
définir la solution de l’équation de rétroaction.
2. En réalité, les opérateurs u considérés sont des éléments du facteur hyperfini R0,1 de type II∞, mais tels qu’il
existe une projection finie p satisfaisant u ∈ pR0,1 p. Ce sont donc des éléments d’un sous-facteur de type II1 du
facteur R0,1.
12 1. INTRODUCTION
§1.12 Cependant, la propriété sur les cycles — l’adjonction — ainsi obtenue est en réalité une consé-
quence d’une identité géométrique plus générale qui ne dépend pas de la fonction de mesure
choisie. Nous avons alors essayé d’abstraire les constructions de la GdI5, traitant par exemple
le cas des tranches (correspondant à la notion d’idiome commutatif de GdI5) de manière pure-
ment combinatoire avec des sommes formelles. Ainsi, on obtient une construction de GdI pour
la logique linéaire multiplicative additive paramétrée par une fonction de mesure, qui repose
sur cette seule propriété géométrique que l’on nomme propriété cyclique. Cette propriété as-
sure à la fois la bonne définition des connecteurs multiplicatifs et le fait que l’on puisse définir
une sémantique catégorique pour MALL. On montre ensuite que les constructions diverses
proposées par Girard correspondent à deux choix particuliers de paramètres, montrant ainsi
que ces différentes GdI reposent sur une même propriété géométrique traitant des cycles.
§1.13 On a ensuite généralisé le cadre des graphes afin de définir des connecteurs exponentiels ;
ces graphes généralisés sont appelés graphages. Cette généralisation repose sur le passage
au continu : on remplace les sommets des graphes par des boréliens de la droite réelle et les
arêtes par des transformations préservant la mesure de Lebesgue. La propriété cyclique qui
est vérifiée dans ce cadre est une conséquence directe de celle des graphes. On montre alors
que l’on peut interpréter une version polarisée de la Logique Linéaire Élémentaire. Cette
généralisation permet d’obtenir également une construction des quantificateurs du second
ordre.
§1.14 On étudie ensuite la notion de vérité subjective de la GdI5. Girard définit en effet la notion
d’épreuve gagnante qui correspondrait en sémantiques de jeux à la notion de stratégie ga-
gnante. Cela lui permet de définir une notion de vérité : un type est vrai lorsqu’il contient
une épreuve gagnante. Le but originel de l’étude de cette notion était d’obtenir un résultat
d’adéquation forte, c’est-à-dire que l’on souhaite montrer qu’il est possible d’interpréter les
formules de la logique linéaire par des types et les preuves par des épreuves dans la GdI5
de façon à ce que la notion de prouvabilité (en logique linéaire) et celle de vérité (en GdI5)
soient compatibles : si pi est une preuve d’une formule A, alors l’interprétation de pi sera
une épreuve gagnante dans l’interprétation de A. À la différence de la Ludique, la notion
d’épreuve gagnante dépends ici du choix d’une représentation du facteur hyperfini de type
II∞, c’est donc une notion subjective de vérité que l’on obtient. Afin de mieux comprendre
cette notion, on introduit dans un premier temps une version légèrement modifiée de la GdI5
où la vérité dépend d’une sous-algèbre commutative maximale. Ceci permet d’utiliser la clas-
sification de Dixmier [Dix54], ainsi que l’invariant de Pukansky [Puk60] pour montrer une
correspondance entre le fragment de la logique linéaire qu’il est possible d’interpréter selon
une sous-algèbre commutative maximale P et le type de P (régulière, semi-régulière, sin-
gulière) dans la classification de Dixmier. On montre ensuite en quelle mesure cette notion
modifiée de vérité correspond à celle de la GdI5.
§1.15 Enfin, on présente le résultat d’un travail sur l’article Normativity in Logic de Girard [Gir11c].
Dans ce dernier Girard propose une caractérisation de la classe de complexité co-NL (le
complémentaire de la classe des ensembles reconnaissable par une machine de Turing non-
déterministe en espace logarithmique) basée sur la représentation des entiers en GdI5. On
présente ici le résultat de Girard, explicitant la démonstration du fait que tout ensemble
dans co-NL peut être représenté en montrant comment coder un ensemble co-NL complet.
Le codage de ce problème est fait via l’introduction de la notion de machines à pointeurs non
déterministes, qui s’avèrent être une caractérisation nouvelle de co-NL en terme de machines
abstraites. On propose également une légère modification de la construction permettant d’en-
visager la caractérisation d’autres classes de complexité en utilisant une approche similaire.
La propriété cyclique.
§1.16 Partant de la première version de la géométrie de l’interaction (GdI) où les épreuves sont
des permutations, nous développons dans un premier temps une construction où les épreuves
sont des graphes orientés pondérés. L’opération principale de notre construction, l’exécution de
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deux graphes F et G, consiste à considérer l’ensemble des chemins (suites d’arêtes) alternant
entre F et G — une arête de F ne peut être suivie que d’une arête de G et inversement.
§1.17 Nous considérons alors les ensembles de cycles alternés apparaissant entre deux graphes
donnés, et prouvons une propriété décrivant l’évolution de ces ensembles de cycles lors de
l’opération d’exécution. Nous verrons dans les chapitres suivants que cette propriété — que
nous nommons la propriété cyclique, est un résultat fondamental. Nous développons dans le
chapitre 5 quatre notions d’exécution, chacune associée à une notion de cycle, pour lesquelles
nous montrons que la propriété cyclique est satisfaite.
§1.18 Dans un deuxième temps, nous définissons les graphes tranchés, les graphes épais et les
graphes épais tranchés. Ces trois généralisations des graphes correspondent à l’introduction
des idiomes — des algèbres de von Neumann finies — dans la GdI5. Les idiomes sont une no-
tion utilisée par Girard dans le cadre de la géométrie de l’interaction dans le facteur hyperfini
[Gir11a] permettant de définir les connecteurs additifs et les exponentielles. La correspon-
dance entre nos généralisation des graphes et les idiomes peut être décrite plus précisément
ainsi : les graphes tranchés correspondent à l’introduction d’idiomes commutatifs, les graphes
épais correspondent à l’introduction des idiomes purement non-commutatifs (cas où l’idiome
est un facteur), et les graphes épais tranchés correspondent au cas général. Nous expliquons
comment la propriété cyclique sur les graphes induit une propriété similaire pour chacune de
ces généralisations.
Adjonctions à trois termes et Logique Linéaire Multiplicative-Additive
§1.19 L’une des conséquences de la propriété cyclique est une adjonction géométrique à trois termes
reliant l’exécution avec l’union de graphes disjoints — opération qui représente le tenseur
de la logique linéaire ⊗ dans le modèle que nous définissons. Nous pouvons alors, pour tout
choix d’une fonction de quantification des circuits, déduire une adjonction numérique à trois
termes. Cette adjonction, qui relie l’exécution à l’union disjointe, est le fondement sur lequel
repose l’interprétation des connecteurs multiplicatifs.
§1.20 Dans le chapitre 6, nous montrons donc comment une telle adjonction à trois termes, dans
le cadre des graphes orientés pondérés et celui des graphes épais, permet de construire une
géométrie de l’interaction pour la logique linéaire multiplicative (MLL) avec la règle MIX.
Nous déduisons de cette construction une famille, indexée par l’ensemble des fonctions de
quantification des circuits, de modèles catégoriques de MLL+MIX. Il est de plus possible de
définir une notion de vérité ; on montre alors un théorème d’adéquation forte pour le calcul
des séquents de MLL+MIX avec unités.
§1.21 Dans le chapitre 7, on décrira la construction additive dans notre modèle permise par l’intro-
duction de tranches. Ainsi, dans le cadre des graphes tranchés ou des graphes épais tranchés
il est possible de définir les connecteurs multiplicatifs et additifs de la logique linéaire avec
leurs unités. Cette géométrie de l’interaction restreinte aux connecteurs multiplicatifs permet
d’obtenir, comme dans le Chapitre 6, une famille de modèles catégoriques de MLL (catégories
∗-autonomes). Comme c’est le cas dans toutes les GdI traitant des connecteurs additifs, le
connecteur & ne définit pas un produit catégorique du fait du caractère local de l’exécution.
Cependant, il est possible de définir une notion d’équivalence observationelle et de montrer
les résultats suivants, qui sont tous des corollaires de la propriété cyclique :
– Le connecteur & est un produit modulo l’équivalence observationelle ;
– L’équivalence observationelle est une congruence : il est donc possible de quotienter la
catégorie ∗-autonome obtenue à partir des constructions multiplicatives ;
– La catégorie quotient hérite de la structure ∗-autonome.
On en déduit donc un modèle catégorique de MALL avec les unités additives dans lequel
les règles d’affaiblissement et de MIX ne sont pas satisfaites. De plus, ce modèle est obtenu
comme une sous-catégorie pleine d’une catégorie ∗-autonome, c’est-à-dire un modèle de MLL
avec les unités multiplicatives.
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Exponentielles et Second Ordre
§1.22 Dans le chapitre 8, on expliquera comment utiliser la possible non-commutativité de l’idiome
pour définir la contraction et on en déduira la morphologie nécessaire des types exponentiels.
Cette discussion permet de justifier la définition de la pérennisation — l’exponentiation — qui
est une opération transformant un graphe épais en un graphe sans tranches. Afin d’obtenir
un cadre permettant la définition d’une pérennisation intéressante — c’est-à-dire permettant
d’interpréter la règle de promotion usuelle —, on développe ensuite une généralisation des
graphes : les graphages sur un espace mesuré. Cette généralisation des graphes consiste à
considérer des graphes dont les sommets sont des ensembles mesurables et dont les arêtes
sont des bijections préservant la mesure entre le sommet source et le sommet but. On définit
dans ce cadre les notions d’exécution et de cycles correspondant aux diverses constructions
sur les graphes introduites dans le Chapitre 5. Ces notions satisfont, pour tout choix d’une
fonction de quantification des circuits, la propriété cyclique.
§1.23 On se restreint alors à une notion d’exécution particulière et la notion de cycle correspondante
et on considère les graphages dont les sommets sont des parties mesurables de la droite réelle.
On montre dans ce cas comment définir une famille de fonctions de quantification des circuits.
Étant donné que la propriété cyclique est satisfaite, on peut alors suivre les constructions des
chapitres précédents et définir une famille de modèles de la logique linéaire multiplicative
additive. De plus, le passage des graphes aux graphages, c’est-à-dire le passage d’objets dis-
crets à des objets continus, nous permet de définir des connecteurs exponentiels. On définit
alors une version polarisée de la logique linéaire élémentaire pour laquelle on montre un ré-
sultat d’adéquation forte. On montre également que cette généralisation permet de définir les
quantificateurs du second ordre.
La géométrie de l’interaction hyperfinie
§1.24 Les chapitres suivants sont consacrés à des résultats liés à la GdI5. Dans un premier temps,
on étudie les constructions sur les graphes des chapitres précédents pour deux fonctions
particulières de quantification des cycles. On montre que les constructions obtenues sont
des versions combinatoires de celles définies par Girard. En effet, la première valeur du
paramètre définit une géométrie de l’interaction construite autour de la notion de nilpo-
tence, et correspond à une version légèrement raffinée des anciennes constructions de Girard
[Gir89a, Gir88b, Gir95a]. La deuxième valeur du paramètre définit une géométrie de l’inter-
action construite autour du déterminant. On montre alors comment associer un opérateur
dans le facteur hyperfini 3 de type II∞ à un graphe de manière à préserver les opérations
logiques : les graphes d’interaction sont donc une version combinatoire de la géométrie de
l’interaction dans le facteur hyperfini [Gir11a], et permettent de comprendre le déterminant
comme une manière de mesurer des cycles.
§1.25 Ce résultat montre en particulier que les adjonctions sur lesquelles sont fondées ces diffé-
rentes versions de la GdI sont toutes deux conséquences d’une même propriété géométrique
portant sur les ensembles de cycles : la propriété cyclique. Ceci permet donc de mettre en lu-
mière les similarités et les différences de ces deux constructions — celles fondées sur la notion
de nilpotence et celle utilisant le déterminant.
§1.26 On s’intéressera ensuite à la notion de vérité subjective introduite avec la GdI5. En effet,
la notion de gain — et par conséquent celle de vérité — définie dans la construction de Gi-
rard dépend du choix d’une représentation du facteur hyperfini R0,1 de type II∞. Après avoir
expliqué la raison d’être de cette notion subjective de vérité, nous expliciterons une version
légèrement modifiée de la GdI5 dans laquelle la vérité subjective dépend du choix d’une sous-
algèbre maximale commutative de R0,1. Dans ce cadre, on montre qu’il existe une corres-
pondance entre le fragment de la logique linéaire que l’on peut interpréter selon un point
de vue P — une sous-algèbre maximale commutative du facteur R0,1, et une classification
3. Les opérateurs associés sont en réalité définis comme les éléments d’un sous-facteur de type II1 du facteur
R0,1, en accord avec les définitions de la GdI5.
des sous-algèbres maximales commutatives définie par Dixmier [Dix54] dans les années 60.
On explicitera ensuite la relation entre les deux notions de vérité subjective — celle dépen-
dant du choix d’une représentation et celle dépendant du choix d’une sous-algèbre maximale
commutative — afin de mieux comprendre la notion de vérité subjective de la GdI5.
Complexité
§1.27 Le dernier chapitre est dédié à une relecture de la caractérisation de co-NL proposée par Gi-
rard [Gir11c]. On présente donc en détail la représentation des entiers et la notion de paire
normative. Après cela, on explique comment le remplacement de la condition exprimée par le
déterminant par une condition de nilpotence permet d’envisager plus aisément la caractéri-
sation d’autres classes de complexité en utilisant une approche similaire. On présente enfin
le résultat de Girard en proposant une preuve alternative du fait que tout problème co-NL
peut être représenté dans ce cadre. La preuve proposée consiste à montrer comment coder le
complémentaire du problème NL-complet ST-conn consistant à décider s’il existe un chemin
entre deux points donnés dans un graphe orienté.
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Axadd`Γ,F,¬F `Γ, A `Γ,¬A Cutadd`Γ
Axmult` F,¬F
`Γ, A `∆,¬A
Cutmult`Γ,∆
`Γ, A `Γ,B
∧add`Γ, A∧B
`Γ, A,B
∨mult`Γ, A∨B
`Γ, A `∆,B
∧mult`Γ,∆, A∧B
`Γ, A i ∨addi`Γ, A1∨A2
`Γ
weak`Γ, A
`Γ, A, A
ctr`Γ, A
`Γ, A
∀ 1`Γ,∀X A
`Γ, A[B/X ]
∃`Γ,∃X A
FIGURE 2.1 – Règles de LK
2.1 Logique Classique
§2.1.1 Cette section présente simplement une reformulation de la démonstration syntaxique de com-
plétude du calcul propositionnel classique. Cette reformulation a l’avantage de contenir un
certain nombre d’idées que l’on retrouvera par la suite. Celle-ci est donc l’occasion pour le lec-
teur qui n’est pas familier avec la géométrie de l’interaction ou la ludique de gagner quelques
intuitions tout en restant dans un cadre plus « classique ».
Logique Classique
§2.1.2 DÉFINITION.
Soit V un ensemble de variables. Les formules de la logique classique sont définies par la
grammaire suivante :
F := X | ¬F | F∧F | F∨F | ∀X F | ∃X F (X ∈ V )
§2.1.3 On présentera ici uniquement le calcul des séquents monolatéral. Celui-ci est suffisant car
la négation d’une formule est toujours équivalente logiquement à une formule où seules les
variables sont niées. En effet, on peut quotienter l’ensemble des formules par les lois de De
Morgan qui permettent de repousser la négation aux sous-formules.
§2.1.4 DÉFINITION.
Un séquent ` A1, . . . , An est un multi-ensemble de formules A1, . . . , An.
§2.1.5 Il faut comprendre un séquent ` A1, . . . , An comme l’affirmation que l’une des formules parmi
A1, . . . , An est vraie.
§2.1.6 DÉFINITION.
Une preuve d’un séquent ` Γ en logique classique (dans le système LK) est une dérivation
construite à partir des règles de la Figure 2.1 et de conclusion ` Γ, c’est-à-dire un arbre
construit à partir des règles de la Figure 2.1 dont la racine est le séquent ` Γ et dont les
feuilles sont des règles axiomes.
Preuve syntaxique de complétude pour LK propositionnel
§2.1.7 Il semble que la première preuve syntaxique de complétude soit due à Schutte [Sch77]. On
présente ici une reformulation de ce résultat en empruntant quelques notations de ludique.
Ceci permet de mettre en avant le fait que l’extension de la syntaxe — en l’occurrence l’ex-
tension de la règle axiome — permet de donner une saveur sémantique à celle-ci. Ainsi, le
1. La variable X n’est pas libre dans Γ.
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ax (X ∈A )`Γ, X ,¬X
`Γ, A,B
∨`Γ, A∨B
`Γ, A `Γ,B
∧`Γ, A∧B
FIGURE 2.2 – Les règles de pLKR
z 2`Γ
`Γ, A,B
∨`Γ, A∨B
`Γ, A `Γ,B
∧`Γ, A∧B
FIGURE 2.3 – Les règles de pLKzR
calcul que nous allons définir est incohérent au sens strict du terme puisqu’il permet de dé-
river n’importe quel séquent. Cependant, il est possible de caractériser certaines dérivations,
les dérivations correctes, qui correspondent aux preuves du calcul des séquents usuel de la lo-
gique classique. Cette caractérisation se fait uniquement sur la base des axiomes généralisés
que nous avons introduits. On peut alors montrer qu’un séquent est prouvable si et seulement
si il est conclusion d’une dérivation correcte. La preuve de se résultat permet de comprendre
comment les axiomes incorrects jouent le rôle de contre-modèles.
§2.1.8 DÉFINITION (FORMULES).
Soit A un ensemble de variables propositionnelles. On définit l’ensemble — noté Form — des
formules par la grammaire suivante :
F := X | ¬X | F∨F | F∧F (X ∈A )
§2.1.9 DÉFINITION.
Le système pLKR est défini par les règles de la Figure 2.2.
§2.1.10 DÉFINITION.
Le système pLKzR est défini par les règles de la Figure 2.3.
§2.1.11 PROPOSITION (INVERSIBILITÉ).
Les règles ∨ et ∧ sont inversibles dans le système pLKzR .
Démonstration. La preuve se fait par induction sur le nombre de connecteurs dans le séquent
conclusion. Les deux preuves (pour ∨ et ∧) étant similaires, on montre uniquement l’inversi-
bilité du ∨. Le cas de base pour l’induction est un séquent ne contenant qu’un seul connecteur,
c’est-à-dire une règle z suivie d’une règle ∨. Dans ce cas, la règle z seule nous donne une
dérivation de la prémisse de la règle ∨. On suppose maintenant que la propriété est vraie
pour tout séquent contenant au plus n connecteurs, et on considère un séquent ` Γ, A∨B
contenant n+1 connecteurs. Soit pi une dérivation de `Γ, A∨B. Si pi se termine par une règle
∨, la dérivation obtenue en supprimant la dernière règle est une dérivation de la prémisse. Si
pi ne se termine pas par une règle ∨, alors la dernière règle de pi est nécessairement une règle
∧ :
pi1
...
`∆, A∨B,C
pi2
...
`∆, A∨B,D
∧`∆, A∨B,C∧D
En utilisant l’hypothèse d’induction sur les prémisses on obtient deux dérivations pi′1 et pi
′
2 de
conclusions `∆, A,B,C et `∆, A,B,D respectivement. On définit alors la dérivation :
2. Le séquent `Γ ne contient que des formules atomiques ou des négations de formules atomiques.
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pi′1
...
`∆, A,B,C
pi′2
...
`∆, A,B,D
∧`∆, A,B,C∧D
Cette dérivation est celle recherchée. ,
§2.1.12 PROPOSITION.
Tout séquent est dérivable dans pLKzR .
Démonstration. Il s’agit d’une induction triviale sur le nombre de connecteurs du séquent. ,
§2.1.13 DÉFINITION.
Étant donné une preuve pi de pLKzR , on note L(pi) le multi-ensemble des séquents introduits
par une règle z dans pi.
§2.1.14 LEMME.
Soit pi et pi′ des dérivations de conclusion `Γ dans pLKzR , alors L(pi)=L(pi′).
Démonstration. La preuve se fait par induction sur le nombre de connecteurs dans le séquent
` Γ. Le cas de base est évident. Supposons que le lemme soit valide lorsque le nombre de
connecteurs dans Γ est inférieur ou égal à n. On va montrer que les dérivation de ` Γ,F,G
dont la dernière règle introduit la formule F possèdent le même invariant que les dérivations
dont la dernière règle introduit la formule G. On traitera uniquement le cas où F = A∧B et
G =C∧D, qui est le cas le plus complexe. Prenons les dérivations :
pi1
...
`Γ, A,C
pi2
...
`Γ, A,D
∧`Γ, A,C∧D
pi3
...
`Γ,B,C
pi4
...
`Γ,B,D
∧`Γ,B,C∧D
∧`Γ, A∧B,C∧D
ρ1
...
`Γ, A,C
ρ2
...
`Γ,B,C
∧`Γ, A∧B,C
ρ3
...
`Γ, A,D
ρ4
...
`Γ,B,D
∧`Γ, A∧B,D
∧`Γ, A∧B,C∧D
En utilisant l’hypothèse d’induction, on obtient les égalités L(pi1) = L(ρ1), L(pi2) = L(ρ3),
L(pi3) = L(ρ2), L(pi4) = L(ρ4). En utilisant celles-ci et l’hypothèse d’induction à nouveau, on
obtient alors :
– toute dérivation pi de `Γ, A,C∧D satisfait L(pi)=L(pi1)+L(pi2) ;
– toute dérivation pi de `Γ,B,C∧D satisfait L(pi)=L(pi3)+L(pi4) ;
– toute dérivation pi de `Γ, A∧B,C satisfait L(pi)=L(pi1)+L(pi3) ;
– toute dérivation pi de `Γ, A∧B,D satisfait L(pi)=L(pi2)+L(pi4) ;
On a donc montré que si pi est une dérivation de conclusion ` Γ, A ∧B,C ∧D dont la der-
nière règle est une règle ∧ introduisant A∧B et si ρ est une dérivation de même conclusion
terminant par une règle ∧ introduisant C∧D, alors leurs invariants sont égaux, c’est-à-dire :
L(pi)= ∑
i=1,...,4
L(pii)=L(ρ)
Les autres cas se traitent de manière similaire. ,
§2.1.15 REMARQUE. Par la Proposition §2.1.12 et le lemme précédent il est possible de considérer
L(`Γ) pour tout séquent `Γ.
2.2. LOGIQUE LINÉAIRE 21
§2.1.16 DÉFINITION.
Un séquent ` Γ est correct lorsque toute formule dans Γ est un atome ou la négation d’un
atome, et qu’il existe un atome X tel que les formules X et ¬X appartiennent toutes deux
à ` Γ. Par extension, une règle z est dite correcte lorsque le séquent qu’elle introduit est
correct.
§2.1.17 PROPOSITION.
Un séquent `Γ est dérivable dans pLKR si et seulement si L(`Γ) ne contient que des séquents
corrects.
Démonstration. Supposons que pi soit une dérivation de ` Γ dans le système pLKR , alors en
remplaçant chaque règle axiome par une règle z on obtient une dérivation pi′ de ` Γ dans
pLKzR . Chaque règle z dans pi′ est évidemment correcte.
Inversement, si pi′ est une dérivation de `Γ dans pLKzR telle que L(pi′) ne contient que des
séquents corrects, alors chaque séquent dans L(pi′) peut être introduit par une règle axiome
dans pLKR . On obtient ainsi une dérivation pi de `Γ dans pLKR . ,
§2.1.18 DÉFINITION.
Soit δ : Form→ {0,1} une valuation 3. Alors :
– δΓ si et seulement s’il existe un A ∈Γ tel que δ(A)= 1
– Γ si et seulement si pour tout δ, δΓ.
§2.1.19 LEMME.
Pour toute valuation δ, δΓ si et seulement si δ∆ pour tout `∆ dans L(`Γ).
Démonstration. Remarquons que, par définition de la satisfaisabilité d’un séquent (et l’asso-
ciativité de ∨), δ∆, A,B si et seulement si δ∆, A∨B.
Dans le cas de la règle ∧, supposons dans un premier temps que δ∆, A et δ∆,B. Alors
soit il existe une formule satisfaite dans ∆, soit les deux formules A et B sont satisfaites, et
donc δ  ∆, A∧B. Inversement, supposons que δ 2 ∆, A, alors toute formule dans ∆ est non
satisfaite et A non plus, donc A∧B n’est pas satisfaite. On en conclut que δ 2 ∆, A∧B. Le
lemme est alors prouvé par une simple induction. ,
§2.1.20 PROPOSITION.
Γ si et seulement si tous les séquents dans L(`Γ) sont corrects.
Démonstration. Supposons que L(`Γ) ne contient que des séquents corrects, alors pour toute
valuation δ et tous séquents `∆ dans L(`Γ), δ∆ d’après la définition des séquents corrects.
On utilise alors le Lemme §2.1.19 pour montrer que δΓ.
Inversement, supposons que L(` Γ) contient au moins un séquent incorrect, par exemple
` X1, . . . , Xn,¬Y1, . . .¬Yp tel que pour tout i ∈ [1,n] et j ∈ [1, p], X i 6≡ Y j. On choisit une va-
luation δ telle que δ(X i) = 0 et δ(Y j) = 1. Alors on a δ 2 X1, . . . , Xn,¬Y1, . . .¬Yp et donc par le
Lemme §2.1.19 on en déduit δ1Γ. ,
2.2 Logique Linéaire
§2.2.1 DÉFINITION (FORMULES DE LA LOGIQUE LINÉAIRE).
Soit V un ensemble de variables. Les formules de la logique linéaire sont décrites par la
grammaire suivante :
F := X | X⊥ | 1 | > | ⊥ | 0 | F &F | F⊗F | F⊕F | F & F | !F | ?F (X ∈ V )
3. On rappelle qu’une valuation est une fonction assignant à chaque atome de A une valeur de vérité dans {0,1}
étendue aux formules suivant les tables de vérité des connecteurs.
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Ax
` A, A⊥
`∆, A `Γ, A⊥
Cut`Γ,∆
(a) Groupe Identité
`Γ, A,B
&
`Γ, A &B
`Γ, A `∆,B
⊗`Γ,∆, A⊗B
`Γ ⊥`Γ,⊥
1` 1
(b) Groupe Multiplicatif
`Γ, A i ⊕i`Γ, A1⊕A2
`Γ, A `Γ,B
&`Γ, A & B
Pas de règle pour 0 >`Γ,>
(c) Groupe Additif
` ?Γ, A
!` ?Γ, !A
`Γ,?A,?A
?c`Γ,?A
`Γ, A
?d`Γ,?A
`Γ ?w`Γ,?A
(d) Groupe Exponentiel
FIGURE 2.4 – Calcul des séquents de la logique linéaire
La négation est involutive et est étendue aux formules par les lois de De Morgan :
(A⊗B)⊥ = A⊥ &B⊥ 1⊥ =⊥ (A &B)⊥ = A⊥⊗B⊥
(A & B)⊥ = A⊥⊕B⊥ >⊥ = 0 (A⊕B)⊥ = A⊥& B⊥
(!A)⊥ = ?A⊥
§2.2.2 DÉFINITION.
Un séquent de la logique linéaire est un multi-ensemble fini [A1, . . . , An] de formules de la
logique linéaire noté ` A1, . . . , An.
§2.2.3 DÉFINITION (PREUVES DE LA LOGIQUE LINÉAIRE).
Une preuve d’un séquent ` A1, . . . , An est une dérivation de conclusion ` A1, . . . , An construite
à partir des règles de dérivation décrites dans la Figure 2.4.
§2.2.4 En logique linéaire, on parle d’isomorphisme entre des formules A et B lorsque :
– les deux implications A(B (c’est-à-dire A⊥ &B) et B( A (ou B⊥ &A) sont prouvables
par des preuves pi1 et pi2 (on notera cela A˛B) ;
– pi1 et pi2 sont telles que la preuve µ (resp. ν) obtenue à partir de pi1 et pi2 par une règle de
coupure sur la formule A (resp. B) se normalise en une η-expansion de l’axiome `B,B⊥
(resp. ` A, A⊥).
On présente quelques isomorphismes importants.
§2.2.5 Le premier isomorphisme a donné leur nom aux connecteurs exponentiels, puisqu’il montre
que le connecteur ! transforme les conjonctions additives en conjonctions multiplicatives :
!(A & B)˛ (!A)⊗ (!B)
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On présente ici les preuves de deux implications mais nous ne décrirons pas la procédure
d’élimination des coupures.
ax
` A, A⊥
⊕
` A, A⊥⊕B⊥
?d` A,?(A⊥⊕B⊥)
!
` !A,?(A⊥⊕B⊥)
ax
`B,B⊥
⊕
`B, A⊥⊕B⊥
?d`B,?(A⊥⊕B⊥)
!
` !B,?(A⊥⊕B⊥)
⊗
` !A⊗ !B,?(A⊥⊕B⊥),?(A⊥⊕B⊥)
?c` !A⊗ !B,?(A⊥⊕B⊥)
&
` !(A & B)( (!A)⊗ (!B)
ax
` A, A⊥
?d` A,?A⊥
?w` A,?A⊥,?B⊥
ax
`B,B⊥
?d`B,?B⊥
?w`B,?A⊥,?B⊥
&
` A & B,?A⊥,?B⊥
!
` !(A & B),?A⊥,?B⊥
&
` !(A & B), (?A⊥) &(?B⊥)
&
` (!A)⊗ (!B)( !(A & B)
§2.2.6 Le second isomorphisme exprime la distributivité de
&
sur & et de ⊗ sur ⊕ :
A
&
(B & C) ˛ (A &B)&(A &C)
A⊗ (B⊕C) ˛ (A⊗B)⊕ (A⊗C)
On remarquera que ces deux formules sont les mêmes par dualité, et nous n’avons qu’à prou-
ver que l’une des deux est valide. On traite ci-dessous le cas des connecteurs
&
et &.
ax
` A, A⊥
ax
`B,B⊥
⊕
`B,B⊥⊕C⊥
⊗
` A⊥⊗ (B⊥⊕C⊥), A,B
&
` A⊥⊗ (B⊥⊕C⊥), A &B
ax
` A, A⊥
ax
`C,C⊥
⊕
`C,B⊥⊕C⊥
⊗
` A⊥⊗ (B⊥⊕C⊥), A,C
&
` A⊥⊗ (B⊥⊕C⊥), A &C
&
` A⊥⊗ (B⊥⊕C⊥), (A &B)&(A &C)
&
` A &(B & C)( (A &B)&(A &C)
ax
` A, A⊥
ax
`B,B⊥
⊗
` A,B, A⊥⊗B⊥
⊕
` A,B, (A⊥⊗B⊥)⊕ (A⊥⊗C⊥)
ax
` A, A⊥
ax
`C,C⊥
⊗
` A,C, A⊥⊗C⊥
⊕
` A,C, (A⊥⊗B⊥)⊕ (A⊥⊗C⊥)
&
` A,B & C, (A⊥⊗B⊥)⊕ (A⊥⊗C⊥)
&
` A &(B & C), (A⊥⊗B⊥)⊕ (A⊥⊗C⊥)
&
` (A &B)&(A &C)( A &(B & C)
§2.2.7 Il existe une représentation alternative des preuves en logique linéaire par le biais de graphes.
On définit dans un premier temps l’ensemble des structures de preuve comme l’ensemble des
graphes construits à partir d’un certain nombre de noeuds et de boîtes (ensemble de noeuds).
Les réseaux sont alors décrits comme l’ensemble des structures de preuve ainsi formées qui
satisfont à une propriété nommée critère de correction. Nous présentons dans la section sui-
vante une définition précise des structures et réseaux dans le cas de la logique linéaire mul-
tiplicative, et nous renvoyons le lecteur intéressé par les extensions aux connecteurs additifs,
exponentiels et du second ordre aux différents travaux sur les réseaux [Gir95c, GLT89].
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Ax Ax
⊗ ⊗
L RLR
Ax
cut
FIGURE 2.5 – Structures de preuve non séquentialisables
2.3 Quelques remarques sur les réseaux multiplicatifs
Définition
§2.3.1 On va maintenant définir les réseaux de preuve, une syntaxe pour les preuves de la logique
linéaire que l’on peut considérer comme une déduction naturelle multi-conclusion. Les ré-
seaux de preuve sont peut-être l’innovation la plus importante de la logique linéaire. En effet,
la syntaxe des structures de preuve est trop expressive et permet d’écrire des structures qui
ne correspondent pas à une preuve du calcul des séquents. On doit alors définir les réseaux
de preuve comme le sous-ensemble des structures de preuve qui correspondent à une preuve
en calcul des séquents. Bien entendu, cette définition serait complètement vide et inutile s’il
n’était pas possible de distinguer les réseaux de preuve parmi les structures de preuves. Plu-
sieurs résultats — les critères de correction — vont dans ce sens et permettent de faire cette
distinction sur des critères purement géométriques (parfois topologiques).
§2.3.2 On commence par définir la notion de structure de preuve. Nous présenterons ici uniquement
les réseaux pour la logique linéaire multiplicative, ce qui est suffisant pour faire les remarques
que nous souhaitons faire sur les réseaux. Nous nous restreindrons également aux axiomes
atomiques, ce qui nous permettra de ne pas nommer les arêtes avec les formules.
On écrira din(e) (resp. dout(e)) le degré entrant (resp. sortant) d’un sommet e dans un
graphe dirigé.
§2.3.3 DÉFINITION (STRUCTURE POUR MLL).
Une structure de preuve (pour MLL) est un graphe dirigé fini dont les sommets vérifient l’une
des propriétés suivantes :
– din(v)= 0 et dout(v)= 2 — un tel sommet sera appelé un sommet axiome ;
– din(v)= 2 et dout(v)= 0 — appelé un sommet coupure ;
– din(v)= 1 et dout(v)= 0 — un sommet conclusion ;
– din(v) = 2 et dout(v) = 1 — un tel sommet sera soit un sommet ⊗, soit un sommet &et
ses arêtes entrantes sont nommées L et R.
§2.3.4 Une structure de preuve ne correspond pas nécessairement à une preuve en calcul des sé-
quents — une telle structure est dite non séquentialisable. Par exemple, les structures de la
Figure 2.5 sont non séquentialisables.
Il est donc nécessaire de distinguer les structures de preuves séquentialisables — celles
qui correspondent à une preuve de calcul des séquents — de celles qui ne le sont pas. De
nombreux résultats décrivant des méthodes pour faire cette distinction existent sous le nom
de critères de correction. En particulier, nous retiendrons dans la suite les critères suivants :
le critère des longs voyages (LV) [Gir87a], le critère de Danos-Regnier (DR) [DR95], le critère
des contre-preuves (CP) [Cur06], et le critère des permutations (P) [Gir07, Gir10].
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Ax Ax Ax
FIGURE 2.6 – La preuve non typée pi
Ax Ax Ax
⊗ ⊗ &
L LR LR R
FIGURE 2.7 – Le typage de pi (premier exemple)
§2.3.5 Ces critères sont tous construits de manière similaire. Étant donnée une structure de preuve
R :
1. on définit une famille S d’objets — voyages (LV), graphes de switching (DR), une parti-
tion d’ensemble (CP), permutations (P) ;
2. on montre queR est séquentialisable si et seulement si tous les éléments de S vérifient
une certaine propriété : être des longs voyages (LT), être acyclique et connexe (DR), être
orthogonal à la partition définie par les axiomes (CP), être orthogonal à la permutation
définie par les liens axiomes (P).
En y regardant d’un peu plus près, on peut se rendre compte que cette similitude est encore
plus profonde que cela : dans chacun des cas cités, les éléments de S (quitte à reformuler
légèrement le critère) peuvent être définis à partir de la structure de preuve sans les axiomes,
c’est-à-dire R dans laquelle on a effacé les sommets axiomes. La seconde partie du critère —
la propriété qui doit être satisfaite par les éléments de S — décrit alors comment la partie
purement axiomatique de R interagit avec le reste de la structure.
§2.3.6 On va donc maintenant considérer l’ensemble des sommets axiomes d’une structure de preuve
R comme une preuve non-typée sous-jacente, tandis que l’on considèrera le reste de la struc-
ture — la partie non-axiomatique — comme une manière de typer cette preuve. Si une struc-
ture de preuve R satisfait le critère de correction, cela signifie alors que la preuve non-typée
contenue dans R peut être typée par la partie non-axiomatique de R. Par exemple, la Figure
2.6 montre une preuve non typée pi, et les Figures 2.7 et 2.8 montrent comment cette preuve
non typée peut être typée de deux manières différentes.
Élimination des coupures
§2.3.7 Une procédure d’élimination de coupures peut être définie directement sur les structures de
preuve, une procédure plus simple que la procédure d’élimination des coupures pour le calcul
des séquents puisque les règles de commutation ont disparu.
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Ax Ax Ax
⊗
⊗
&
L R
L
R
R
L
FIGURE 2.8 – Le typage de pi (second exemple)
§2.3.8 DÉFINITION.
On définit une procédure d’élimination des sommets coupure. Cette procédure est une réécri-
ture locale définie par les deux règles illustrées dans les Figures 2.9 et 2.10.
...
...
...
...
1 2 3 4
⊗ &
cut
L R R L
 
...
...
...
...
1 2 3 4
cut
cut
FIGURE 2.9 – Élimination des coupures : ⊗− &
ax ax
cut
...
...  
ax
...
...
FIGURE 2.10 – Élimination des coupures : ax−ax
§2.3.9 REMARQUE. La procédure n’élimine pas nécessairement toutes les coupures, mais elle ter-
mine toujours. De plus, c’est une réécriture confluente, donc siR est une structure de preuve,
on peut définir sa forme normale comme la dernière structure de preuve dans toute suite de
réduction maximale.
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ax ax ax
⊗ ⊗ &
cut
&
ax
 
ax ax ax
⊗ &cut cut
ax
FIGURE 2.11 – Vérification de la compatibilité des spécifications (partie axiomatique non uti-
lisée)
§2.3.10 Le théorème suivant est un résultat connu, même s’il n’est généralement pas énoncé ainsi. Il
assure simplement que l’ensemble des réseaux de preuve (des structures de preuve séquen-
tialisables) est clos pour la procédure d’élimination des coupures, et que la forme normale
d’un réseau de preuve est un réseau de preuve sans sommets coupure.
§2.3.11 THÉORÈME.
Soit R une structure de preuve et R′ sa forme normale. Si R est séquentialisable, alors R′ est
séquentialisable et sans sommets coupure.
§2.3.12 Nous allons maintenant décomposer cette réduction en deux parties. Nous considèrerons la
stratégie de réduction qui commence par éliminer toutes les coupures ⊗− &(réduction du
typage) jusqu’à ce qu’il n’y ait que des coupures ax-ax, et qui réduit dans un deuxième temps
les coupures axiomes (l’exécution). Remarquons que :
– l’élimination d’une coupure ⊗− &ne fait qu’associer deux à deux les sous-formules du
connecteur ⊗ avec les sous-formules du connecteur &;
– l’élimination des types, en tenant compte de nos remarques précédentes, correspond à
un test de compatibilité des spécifications (les types) ;
– le calcul se fait réellement lors de l’élimination des coupures ax−ax : c’est le seul pas de
réduction qui fait disparaitre des sommets coupure. Cela signifie que la réduction a lieu
entre les preuves non typées, et que la spécification de celles-ci est sans intérêt dans ce
processus.
§2.3.13 On en déduit que le calcul se fait entre les preuves non typées, c’est-à-dire les ensembles de
sommets axiome, et le type (c’est-à-dire la structure de preuve dans laquelle on a supprimé
les sommets coupure) assure simplement que les spécifications sont compatibles.
Avec une notion d’adresse l’élimination des types ne serait pas nécessaire. En effet, cette
étape de l’élimination ne fait qu’apparier les arêtes sortant de sommets axiomes selon leurs
étiquettes (appariant les L d’un côté et les R de l’autre). Avec une notion d’adresse, l’arête
étiquetée L (resp. R) d’un ⊗ a la même adresse que l’arête étiquetée L (resp. R) du &qui s’y
oppose. Par conséquent, la coupure devient simplement le partage d’une adresse et est définie
directement sur les preuves non typées. Dans ce cas, l’élimination des coupures ne consiste
plus qu’en l’étape de réduction.
2.4 Preuves comme Permutations
§2.4.1 Le programme de géométrie de l’interaction trouve son origine et son nom dans un article
intitulé Towards a geometry of interaction [Gir89b].
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ax ax ax
⊗ &cut cut
ax
 
ax ax
⊗ &
FIGURE 2.12 – Calcul de l’exécution (partie typée non utilisée)
Cependant, on peut faire remonter l’histoire de la géométrie de l’interaction presque jus-
qu’aux origines de la logique linéaire. En effet, Girard [Gir87b] remarque, très peu de temps
après l’introduction de la logique linéaire [Gir87a], que les switchings utilisés pour la correc-
tion des réseaux de preuves font apparaître une dualité entre les tests et les preuves. Ainsi,
les tests d’un tenseur ne sont rien d’autre que des
&
, tandis que les tests pour les
&
sont des
tenseurs. Il lui vient alors l’idée de représenter les preuves et les tests par des permutations,
d’une part la permutation associée aux axiomes d’un réseau, d’autre part les permutations
définies par le critère de correction.
Critère de Correction des Longs-Voyages
§2.4.2 DÉFINITION.
Soit R une structure de preuve. Un itinéraire dans R est la donnée, pour chaque sommet
⊗ et chaque sommet &d’une permutation — les indications du sommet — parmi les deux
choix possibles présentés dans la Figure 2.13. On notera V(R) l’ensemble des itinéraires de
la structure R.
§2.4.3 DÉFINITION.
SoitR une structure de preuve. On considère le graphe GR obtenu en ajoutant àR les arêtes
de directions opposées, c’est-à-dire pour toute arête e dans R, on ajoute l’arête e∗ entre les
mêmes sommets mais d’orientation inverse.
Étant donné un itinéraire v ∈V(R) et une arête e de GR , on définit alors une suite d’arêtes
de GR , appelée voyage d’origine e, comme la suite e0e1 . . . en telle que e0 = en = e, et où e i+1
est obtenu comme l’image de e i par l’indication correspondante de l’itinéraire v.
Un voyage est long lorsqu’il contient toutes les arêtes de GR .
§2.4.4 REMARQUE. Si, étant donné un itinéraire v, un voyage d’origine e est long alors tous les
voyages (en changeant l’origine) sont longs.
§2.4.5 THÉORÈME (GIRARD [GIR87A]).
Soit R une structure de preuve. Si pour tout v ∈ V(R) le voyage d’origine e dans R est long,
alors R est séquentialisable.
Orthogonalité
§2.4.6 En accord avec les remarques que l’on a faites sur les réseaux de preuve, on va représen-
ter une preuve non typée (un ensemble de liens axiomes) comme une permutation σ sur les
atomes. On peut alors remarquer que chaque itinéraire v comme défini dans le critère des
longs voyages détermine une autre permutation τv sur ces mêmes atomes. Les Figures 2.14
et 2.15 montrent l’exemple d’une structure de preuve, d’un itinéraire sur celle-ci et les per-
mutations induites.
2.4. PREUVES COMME PERMUTATIONS 29
...
...
...
...
⊗ ⊗R L R L
(a) Indications pour les sommets ⊗
...
...
...
...
& &
R L R L
(b) Indications pour les sommets
&
...
...
...
cut ...
...
ax
(c) Indications pour les conclusions, axiomes et coupures
FIGURE 2.13 – Choix d’indications pour la définition d’un itinéraire
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ax ax ax
⊗
⊗
&
&
• • •• • •
FIGURE 2.14 – Exemple d’un itinéraire pour une structure de preuve ; les atomes sont repré-
sentés sur les arêtes sortant des noeuds axiomes
• • • • • •
(a) Permutation engendrée par les axiomes
• • • • • •
(b) Permutation engendrée par l’itinéraire
FIGURE 2.15 – Les permutations de l’itinéraire de la Figure 2.14
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§2.4.7 Il est alors possible de reformuler le critère de correction. Ainsi, le fait que le voyage d’origine
e défini par un itinéraire v ∈V(R) est long correspond exactement au fait que le produit στv
des permutations induites par les axiomes et l’itinéraire v est cyclique.
§2.4.8 DÉFINITION.
Soit σ et τ deux permutations sur un même ensemble de cardinal n. Elles sont dites othogo-
nales — ce que l’on notera σ⊥ τ — lorsque στ est cyclique, c’est-à-dire lorsque (στ)n = Id et
(στ)k 6= Id pour 16 k< n.
§2.4.9 DÉFINITION (PERMUTATIONS ENGENDRÉES).
Soit R une structure de preuve. On notera X l’ensemble des arêtes qui sortent d’un sommet
axiome. L’ensemble des sommets axiomes définit une permutation sur X : un élément x ∈ X
est envoyé sur l’élément y ∈ X tel qu’il existe un sommet axiome dans R dont les deux arêtes
sortantes sont x et y.
Soit maintenant v ∈V(R) un itinéraire dansR. Alors v définit également une permutation
sur X : un élément x est envoyé sur le premier élément y de X dans le voyage d’origine x induit
par v.
§2.4.10 On peut alors reformuler le Théorème §2.4.5 en utilisant la notion d’orthogonalité que nous
venons de définir.
§2.4.11 THÉORÈME.
Soit R une structure de preuve, σR la permutation engendrée par les liens axiomes, et S =
{τv | v ∈V(R)}. Alors R est séquentialisable si et seulement si ∀v ∈V(R),σ⊥ τv.
§2.4.12 DÉFINITION.
Un véhicule est la donnée d’un ensemble non vide X et d’une permutation σ sur cet ensemble.
§2.4.13 DÉFINITION.
Un type est un ensemble non vide de véhicules égal à son bi-orthogonal. Deux véhicules
(X ,σ) et (Y ,τ) orthogonaux satisfaisant nécessairement X = Y , on note XA l’ensemble tel
que (Y ,σ) ∈A⇒Y = XA.
§2.4.14 DÉFINITION.
Soit (X ,σ) et (Y ,τ) deux véhicules tels que X ∩Y =;. On définit :
(X ,σ)⊗ (Y ,τ)= (X ∪Y ,σ∪τ)
§2.4.15 Nous allons maintenant définir l’exécution, qui représentera l’élimination des coupures. On
souhaite, étant donné deux véhicules (X ,σ) et (X ∪Y ,τ), définir la permutation σ t τ sur Y
telle que :
x=σt τ(y)⇔∃k ∈N, x= τ(στ)k(y)
Cette permutation représente l’ensemble des chemins qui alternent entre la permutation τ
et la permutation σ, et correspond intuitivement à l’élimination simultanée de plusieurs cou-
pures ax−ax. Il reste cependant à vérifier qu’il s’agit bien d’une permutation. La première
chose à remarquer est qu’il s’agit bien d’une fonction, et qu’elle est injective : puisque τ et σ
sont injectives il n’existe, pour chaque y ∈ Y , qu’au plus un entier k et un élément x ∈ Y tel
que x = τ(στ)k(y). Il reste maintenant à montrer qu’elle est surjective. Pour cela, on suppose
qu’il existe y ∈Y tel il n’existe pas d’entier k et d’élément x ∈Y tels que x= τ(στ)k(y). On peut
alors remarquer que les éléments de la suite (τ(στ)k(y))k∈N sont nécessairement deux à deux
distincts puisque τ et σ sont bijectives. Ces éléments étant dans X , un ensemble de cardinal
fini, on tombe sur une contradiction.
§2.4.16 Afin de définir formellement la permutation σt τ, on considèrera les restrictions des permu-
tations τ(στ)k à l’ensemble Y , c’est-à-dire les injections partielles (τ(στ)k)Y . Ces injections
partielles sont de domaines (resp. codomaines) deux à deux disjoints, et on peut alors définir
σt τ comme l’union de ces fonctions.
§2.4.17 DÉFINITION.
Soit (X ,σ) et (X ∪Y ,τ) deux véhicules. On définit :
(X ,σ)t (X ∪Y ,τ)= (Y , ⋃
k>0
(τ(στ)k)Y )= (Y ,σt τ)
§2.4.18 PROPOSITION.
Soit (X ,σ), (Y ,τ), (X ∪Y ,ρ) des véhicules. Alors :
ρ⊥σ∪τ⇔ (ρ tσ⊥ τ)∧ (ρσ acyclique)
§2.4.19 DÉFINITION.
Soit A,B deux types tels que XA∩XB =;. On définit :
A(B= {(XA∪XB,ρ) | ∀(XA,σ) ∈A,ρσ acyclique et (XB,ρ tσ) ∈B}
§2.4.20 PROPOSITION.
Soit A,B deux types tels que XA∩XB =;.
(A(B⊥)⊥ = {(XA,σ)⊗ (XB,τ) | (XA,σ) ∈A, (XB,τ) ∈B}⊥⊥
§2.4.21 La proposition précédente nous assure que l’on a bien défini un « modèle » de la logique li-
néaire multiplicative (sans unités). Afin de représenter un fragment plus important de la
logique linéaire, il est cependant nécessaire de changer de cadre. Ainsi, le traitement des ad-
ditifs nécessite de considérer des injections partielles plutôt que des permutations. De plus,
il est nécessaire de travailler avec des espaces de dimension infinie pour traiter les expo-
nentielles. Girard, dans les premières versions de la géométrie de l’interaction, a donc choisi
de travailler avec des injections partielles d’un ensemble dénombrable. Il choisit cependant
de considérer celles-ci comme des isométries partielles 4 dans l’algèbre L (H) des opérateurs
continus sur un espace de Hilbert H de dimension dénombrable. Si les premières construc-
tions ne font qu’utiliser des notions de bases de la théorie des algèbres d’opérateurs pour
représenter ces injections partielles sur N, la géométrie de l’interaction dans le facteur hy-
perfini [Gir11a] fait usage de notions plus avancées de cette théorie. Nous avons donc choisi
de présenter les premières versions de la GdI avec des opérateurs en lieu des injections par-
tielles 5 afin de garder une présentation homogène de ces diverses constructions. Nous allons
donc faire un rappel de notions de la théorie des algèbres d’opérateurs qui nous seront utiles
pour présenter les constructions de Girard dans le Chapitre 4, et nous présenterons également
certains résultats que nous utiliserons dans cette thèse (principalement dans les Chapitres
10 et 11).
4. Nous verrons plus tard qu’il s’agit d’un sous-ensemble des isométries partielles : les isométries partielles ap-
partenant au groupoïde normalisant d’une sous-algèbre diagonale de L (H) définie par une base de H.
5. Une présentation des premières constructions en terme d’injections partielles peut être trouvée dans la thèse
d’Étienne Duchesne [Duc09].
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§3.1 Ce chapitre est une introduction aux algèbres d’opérateurs principalement axé sur les ré-
sultats qui nous seront utiles dans la suite de cette thèse (particulièrement dans la partie
concernant les algèbres de von Neumann). Le lecteur souhaitant approfondir le sujet trou-
vera plus de détails sur la théorie des algèbres stellaires dans l’excellent ouvrage de Murphy
[Mur90] ; concernant la théorie des algèbres de von Neumann, l’ouvrage en deux volumes de
Kadison et Ringrose [KR97a, KR97b] est parfaitement adapté, même si la série plus récente
et complète de Takesaki [Tak01, Tak03a, Tak03b] reste la référence à ce sujet.
Dans l’ensemble de ce chapitre, tous les espaces vectoriels considérés seront des espaces
vectoriels complexes. De même, toutes les algèbres seront supposées séparables.
3.1 Espaces de Hilbert et Opérateurs
Espaces de Banach
§3.1.1 DÉFINITION (ESPACE VECTORIEL TOPOLOGIQUE).
Un espace vectoriel topologique est la donnée d’un espace vectoriel V et d’une topologie O sur
V telle que :
1. Tout point de V est un fermé ;
2. Les opérations d’espace vectoriel (somme et multiplication par un scalaire) sont conti-
nues.
§3.1.2 DÉFINITION (NORME).
Une norme sur un espace vectoriel V est une fonction ‖·‖ : V →R>0 satisfaisant, pour tous
x, y ∈V et λ ∈C :
1. ‖x+ y‖6 ‖x‖+‖y‖ ;
2. ‖λx‖ = |λ|‖x‖ ;
3. ‖x‖ = 0⇔ x= 0.
Si ‖·‖ ne satisfait pas le point 3 (mais seulement l’implication x = 0 ⇒ ‖x‖ = 0 qui est une
conséquence du point 2), on dira que ‖·‖ est une semi-norme.
Une norme sur un espace vectoriel induit une distance par d‖·‖(x, y) = ‖x− y‖, et définit
une topologie sur V , à savoir la topologie engendrée par les boules ouvertes définies grâce à
la distance d‖·‖.
§3.1.3 DÉFINITION (SUITE DE CAUCHY).
Soit (X ,d) un espace métrique (d est une distance). Une suite {xn}n∈N est dite de Cauchy
lorsqu’elle vérifie :
∀² ∈R>0,∃N ∈N,∀p ∈N,∀q ∈N, ((p>N)∧ (q>N))⇒ d(xp, xq)< ²
§3.1.4 DÉFINITION (ESPACE COMPLET).
Un espace métrique (X ,d) est complet lorsque toute suite de Cauchy est convergente dans X .
§3.1.5 DÉFINITION (ESPACE DE BANACH).
Un espace vectoriel normé (X ,‖·‖) tel que l’espace métrique (X ,d‖·‖) est complet est un espace
de Banach.
§3.1.6 REMARQUE. Un espace de Banach est un espace vectoriel topologique, si l’on considère la
topologie induite par la distance d‖·‖.
§3.1.7 Ci-dessous, quelques exemples d’espaces de Banach :
1. Si Ω est un espace topologique, alors Cb(Ω)= { f :Ω→C | f continue et bornée} muni de
la norme ‖ f ‖∞ = inf{M ∈R>0 | ∀ω ∈Ω, | f (ω)|6M} est un espace de Banach.
2. Si Ω est un espace de Hausdorff localement compact, alors on définit :
C0(Ω)= { f :Ω→C | f continue et nulle à l’infini}
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où l’on dit que f est nulle à l’infini lorsque pour tout ²> 0, l’ensemble {ω ∈Ω | | f (ω)| > ²}
est compact. Alors C0(Ω), muni de la norme ‖·‖∞ est un espace de Banach.
3. Si (Ω,B,µ) est un espace mesuré, alors L∞(Ω,B,µ), l’algèbre des fonctions mesurables
essentiellement bornées, munie de la norme du supremum essentiel ‖ f ‖∞ est un espace
de Banach.
4. Si X est un espace de Banach, alorsL (X ) (l’ensemble des opérateurs de X dans X , voir
la Section 3.1.3) muni de la norme opérateur est un espace de Banach.
§3.1.8 DÉFINITION (FORME SESQUILINÉAIRE).
Soit V un espace vectoriel. Une forme sesquilinéaire est une application 〈·, ·〉 : V ×V → C
vérifiant :
1. ∀x, y ∈V ,∀α ∈C,〈αx, z〉 =α〈x, y〉 ;
2. ∀x, y, z ∈V ,〈x+ y, z〉 = 〈x, z〉+〈y, z〉 ;
3. ∀x, y ∈V ,〈x, y〉 = 〈y, x〉 ;
On dit qu’une forme sesquilinéaire est positive si :
4. ∀x ∈V ,〈x, x〉> 0.
On dit qu’une forme sesquilinéaire est définie positive si :
5. ∀x ∈V , x 6= 0⇒〈x, x〉 > 0.
On nommera produit scalaire une forme sesquilinéaire définie positive.
§3.1.9 DÉFINITION (FORME SESQUILINÉAIRE PARTIELLE).
Soit V un espace vectoriel. Une forme sesquilinéaire partielle est une application 〈·, ·〉 : V×V →
C∪ {∞} vérifiant les propriétés d’une forme sesquilinéaire.
§3.1.10 REMARQUE. Un produit scalaire sur un espace vectoriel V induit une norme définie par :
‖x‖ = 〈x, x〉 12
§3.1.11 DÉFINITION (ESPACE DE HILBERT).
Un espace de Hilbert est un espace vectoriel H muni d’un produit scalaire 〈·, ·〉 tel que (H,‖·‖)
— où ‖·‖ est la norme induite par 〈·, ·〉 — soit un espace de Banach.
§3.1.12 Soit S un ensemble. L’ensemble V des fonctions S→C, muni de la somme de fonctions point
par point, et de la multiplication point par point par un scalaire, forme un espace vectoriel. En
notant g¯ la conjuguée point par point de g, on peut définir une forme sesquilinéaire partielle
sur V ainsi :
〈 f , g〉 =∑
s∈S
f (s) g¯(s)
On note alors l2(S) le sous-espace vectoriel de V défini par l2(S) = { f ∈ V | 〈 f , f 〉 < ∞}. On
peut alors montrer que l2(S) muni de la forme sesquilinéaire de V (restreinte à l2(S)) est un
espace de Hilbert. En particulier, 〈·, ·〉 définit le produit scalaire sur l2(S).
§3.1.13 La construction précédente se généralise au cas continu. Soit (X ,M ,m) un espace mesuré, i.e.
M est une tribu sur X — l’ensemble des sous-ensembles mesurables de X — et m :M →R est
une mesure. On définit L0(X ,M ,m) l’ensemble des fonctions mesurables de (X ,M ,m) dans
C. Cet ensemble forme un espace vectoriel lorsqu’on le munit des opérations de somme et
multiplication par un scalaire définies point par point, et il est possible de définir une forme
sesquilinéaire partielle :
〈 f , g〉 =
∫
X
f (x) ¯g(x)dm(x)
On définit alors l’ensemble L2(X ,M ,m) des fonctions mesurables à carré sommable :
L2(X ,M ,m)= { f ∈ L0(X ,M ,m) | 〈 f , f 〉 <∞}
Contrairement au cas discret, l’espace vectoriel L2(X ,M ,m) muni de la forme sesquilinéaire
〈 f , g〉 = ∫X f (x) ¯g(x)dm(x) n’est pas en général un espace de Hilbert, mais seulement un espace
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pré-Hilbertien : il peut exister des fonctions f ∈ L2(X ,M ,m) non nulles telles que 〈 f , f 〉 = 0.
Si l’on prend pour X la droite réelle munie de la tribu des boréliens et la mesure de Lebesgue,
la fonction caractéristique des nombres rationnels est un exemple d’une telle fonction. Il faut
donc commencer par séparer l’espace L2(X ,M ,m), c’est-à-dire le quotienter par le noyau de
la norme f 7→ (∫X | f (x)|2dm(x)) 12 , l’ensemble des fonctions nulles presque partout.
§3.1.14 DÉFINITION (SOMME DIRECTE).
Soit H,K deux espaces de Hilbert. La somme directe H⊕K est définie comme l’espace vectoriel
dont l’ensemble de base est {h⊕ k | h ∈ H,k ∈ K} et la somme et le produit sont définis par
α(h⊕k)= (αh)⊕ (αk) et h1⊕k1+h2⊕k2 = (h1+h2)⊕ (k1+k2), muni du produit scalaire :
〈h1⊕k1,h2⊕k2〉 = 〈h1,h2〉+〈k1,k2〉
On peut montrer que l’on a bien défini un produit scalaire et que H⊕K est complet pour la
norme induite.
§3.1.15 PROPOSITION.
Soit H1,H2, . . . des espaces de Hilbert, et
H= {{hi}∞i=1 | ∀i,hi ∈Hi,
∞∑
n=1
‖hi‖2 <∞}
On définit, pour h= {hi}∞i=1, g= {g i}∞i=1 dans H :
〈h, g〉 =
∞∑
n=1
〈hn, gn〉
Alors H est un espace vectoriel sur lequel 〈·, ·〉 définit un produit scalaire et H est complet par
rapport à la norme induite. Cet espace de Hilbert est la somme directe des espaces H1,H2, . . . et
on le notera H=⊕∞i=1Hi.
§3.1.16 Soit H,K deux espaces de Hilbert. On considère l’espace vectoriel engendré par les tenseurs
simples x⊗ y pour x ∈H, y ∈K. Cet espace vectoriel peut alors être quotienté par les relations
(x+x′)⊗(y+ y′)' x⊗ y+x′⊗ y+x⊗ y′+x′⊗ y′ et (λx)⊗ y' x⊗(λy)'λ(x⊗ y) pour x, x′ ∈H, y, y′ ∈K
et λ ∈C. On note H¯K cet espace vectoriel, et on définit un produit scalaire en étendant la
forme définie sur les tenseurs simples par 〈x⊗ y, x′ ⊗ y′〉 = 〈x, x′〉〈y, y′〉. Ce produit scalaire
définit une norme, et donc une distance, par rapport à laquelle on peut compléter H¯K.
§3.1.17 DÉFINITION.
Soit H,K des espaces de Hilbert. Le résultat de la complétion de H¯K est appelé le produit
tensoriel de H et K et sera noté H⊗K.
Quelques propriétés
§3.1.18 PROPOSITION (INÉGALITÉ DE SCHWARTZ).
Soit H un espace de Hilbert, et x, y deux vecteurs de H. Alors :
|〈x, y〉|26 ‖x‖‖y‖
De plus, l’égalité est satisfaite si et seulement si x, y sont linéairement dépendants.
Démonstration. On calcule ‖x+λy‖2 pour λ ∈C :
‖x+λy‖2 = 〈x+λy, x+λy〉
= 〈x, x〉+λ〈y, x〉+ λ¯〈x, y〉+λ2〈y, y〉
= 〈x, x〉+λ〈x, y〉+ λ¯〈x, y〉+ |λ|2〈y, y〉
On suppose 〈x, y〉 = ρeiθ et l’on pose λ= ae−iθ pour a ∈R. Alors :
‖x+λy‖2 = ‖x‖2+2aρ+a2‖y‖2
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Comme ‖x+λy‖ > 0, on en déduit que le discriminant 4ρ2 −4‖x‖2‖y‖2 est nécessairement
positif ou nul, d’où ‖x‖2‖y‖2> |〈x, y〉|2.
Le cas d’égalité ‖x‖2‖y‖2 = |〈x, y〉|2 correspond au cas où le discriminant est égal à 0, c’est-
à-dire le cas où il existe une valeur de λ pour laquelle ‖x+λy‖2 = 0, c’est-à-dire telle que
x=−λy. ,
§3.1.19 PROPOSITION (THÉORÈME DE PYTHAGORE).
Soit x1, . . . , xn des vecteurs deux à deux orthogonaux d’un espace de Hilbert. Alors :
‖
n∑
i=1
xi‖2 =
n∑
i=1
‖xi‖2
Démonstration. On montre le cas binaire. Par les propriétés du produit scalaire, on obtient
‖x+ y‖2 = ‖x‖2+2Re(〈x, y〉)+‖y‖2 (cette égalité est parfois appelée l’identité de polarisation).
Si x, y sont orthogonaux, 〈x, y〉 = 0 d’où ‖x+ y‖2 = ‖x‖2+‖y‖2.
Le cas général se prouve par une simple induction. ,
§3.1.20 PROPOSITION (IDENTITÉ DU PARALLÉLOGRAMME).
Soit x, y deux vecteurs d’un espace de Hilbert. On a :
‖x+ y‖2+‖x− y‖2 = 2(‖x‖2+‖y‖2)
Démonstration. On obtient les deux égalités suivantes par les propriétés du produit scalaire :
‖x+ y‖2 = ‖x‖2+2Re(〈x, y〉)+‖y‖2
‖x− y‖2 = ‖x‖2−2Re(〈x, y〉)+‖y‖2
Il suffit maintenant de les additionner. ,
§3.1.21 PROPOSITION.
Soit H un espace de Hilbert, K un sous-ensemble convexe fermé de H, et h ∈ H. Alors il existe
un unique point k0 ∈K tel que
‖h−k0‖ = d‖·‖(h,k0)= inf{‖h−k‖ | k ∈K}
Démonstration. En considérant K −h= {k−h | k ∈K}, on peut supposer que h= 0.
Soit d = d‖·‖(0,K)= inf{‖k‖ | k ∈K}. Par définition, il existe une suite {kn} d’éléments de K
telle que kn → d. Par l’identité du parallélogramme, on a :
‖kn−km
2
‖2 = 1
2
(‖kn‖2+‖km‖2)−‖kn+km2 ‖
2
Puisque K est convexe, (1/2)(kn+km) ∈K , d’où ‖(kn+km)/2‖2> d2.
Soit ² > 0. On choisit N tel que pour n > N,‖kn‖2 < d2 + ²2/4. Alors pour m,n tels que
n>N,m>N, on a :
‖kn−km
2
‖2 < 2d
2+ 12²2
2
−d2 = 1
4
²2
D’où ‖kn− km‖ < ² et donc (kn) est une suite de Cauchy. Puisque H est complet et que K est
fermé, il existe k0 tel que ‖kn− k0‖→ 0. Comme d6 ‖k0‖ = ‖k0− kn+ kn‖6 ‖k0− kn‖+‖kn‖
et que cette dernière expression tend vers d, on obtient ‖k0‖ = d.
Pour montrer l’unicité, on suppose l’existence d’un deuxième point h0 ∈ K tel que ‖h0‖ =
d. Par convexité de K , l0 = (k0 + h0)/2 ∈ K . D’où d 6 ‖l0‖ 6 (‖k0‖+‖k0‖)/2 6 d, c’est-à-dire
d = ‖l0‖. Par l’identité du parallélogramme, on obtient :
d2 = ‖l0‖2 = d2−‖(k0−h0)/2‖2
D’où h0 = k0. ,
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§3.1.22 PROPOSITION.
Soit H un espace de Hilbert, M un sous-espace vectoriel fermé de H, h ∈H et f0 l’unique élément
de M tel que ‖h− f0‖ = d‖·‖(h, M). Alors h− f0 ∈M⊥. Inversement, si f0 ∈M est tel que h− f0 ∈
M⊥, alors ‖h− f0‖ = d‖·‖(h, M).
Démonstration. Soit f ∈M. Alors f0+ f ∈M et donc :
‖h− f0‖26 ‖h− ( f0+ f )‖2 = ‖(h− f0)− f ‖2 = ‖h− f0‖2−2Re〈h− f0, f 〉+‖ f ‖2
D’où 2Re(〈h− f0, f 〉)6 ‖ f ‖2 pour tout f ∈M. Supposons que 〈h− f0, f 〉 = ρeiθ et utilisons cette
inégalité avec f t = teiθ f . On obtient donc 2tρ 6 t2‖ f ‖2, et, en faisant tendre t vers 0, on en
déduit que r = 0, c’est-à-dire que h− f0 ⊥ f .
Inversement, supposons que f0 ∈M tel que h− f0 ∈M⊥. Si f ∈M, on a alors h− f0 ⊥ f0− f
et donc
‖h− f ‖2 = ‖(h− f0)+ ( f0− f )‖2 = ‖h− f0‖2+‖ f0− f ‖2> ‖h− f0‖2
Finalement, ‖h− f0‖ = d‖·‖(h, M). ,
§3.1.23 THÉORÈME.
Soit H un espace de Hilbert et M un sous-espace vectoriel fermé de H. Pour tout h ∈H, on note
Ph l’unique point de M tel que h−Ph ∈M⊥. Alors :
1. P est une application linéaire sur H ;
2. ‖Ph‖6 ‖h‖ pour tout h ∈H ;
3. P2 = P ;
4. kerP =M⊥ et im(P)=M.
Démonstration. On rappelle que pour tout h ∈H, h−Ph ∈M⊥ et ‖h−Ph‖ = d‖·‖(h, M).
1. Soit h1,h2 ∈ H et α ∈C. Si f ∈ M, alors 〈(h1+αh2)− (Ph1+αPh2), f 〉 = 〈h1−Ph1, f 〉+
α〈h2−Ph2, f 〉 = 0. Par l’unicité énoncée dans la proposition précédente, on a :
P(h1+αh2)= Ph1+αPh2
2. Soit h ∈H. Alors h= (h−Ph)+Ph, avec Ph ∈M et h−Ph ∈M⊥. D’où ‖h‖2 = ‖h−Ph‖2+
‖Ph‖2> ‖Ph‖2.
3. Soit f ∈M. Alors P f = f . Pour tout h dansH, Ph ∈M, et par conséquent P2(h)= P(Ph)=
Ph.
4. Si Ph= 0, alors h= h−Ph ∈ M⊥. Inversement, si h ∈ M⊥, alors 0 est le seul vecteur de
M tel que h−0= h ∈M⊥ et donc Ph= 0. Le fait que im(P)=M est clair.
,
§3.1.24 DÉFINITION.
Si H est un espace de Hilbert et M est un sous-espace vectoriel fermé de H, l’application
linéaire définie dans le théorème précédent est appelée la projection orthogonale de H sur M.
§3.1.25 DÉFINITION (BASE DE HILBERT).
Soit H un espace de Hilbert, etB = {βi}i∈I une famille de vecteurs de H. AlorsB est une base
de Hilbert si :
1. B est une famille orthonormale :
∀i, j ∈ I2,〈βi,β j〉 = δi, j
où δ est la fonction de Kronecker ;
2. B est génératrice :
∀η ∈H,∃{λi}i∈I ∈CI ,
∑
i∈I
λiβi = η
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§3.1.26 PROPOSITION.
Soit H un espace de Hilbert. Si E est un ensemble de vecteurs unitaires deux à deux orthogo-
naux, alors il existe une base de Hilbert B de H contenant E.
Démonstration. Voir par exemple le livre de Conway [Con90]. ,
§3.1.27 PROPOSITION.
Soit H un espace de Hilbert, et B = {βi}i∈I une base de Hilbert. Alors pour tout η ∈H :
η=∑
i∈I
〈η,βi〉βi
Démonstration. Voir par exemple le livre de Conway [Con90]. ,
§3.1.28 PROPOSITION.
Soit H un espace de Hilbert, et B1,B2 deux bases de Hilbert. Alors B1 et B2 ont la même
cardinalité.
Démonstration. Voir par exemple le livre de Conway [Con90]. ,
§3.1.29 DÉFINITION (CONVERGENCE FORTE).
Soit H un espace de Hilbert. Une suite généralisée {ξλ}λ∈Λ converge fortement vers 0 lorsque
la suite généralisée {‖ξλ‖}λ∈Λ converge vers 0.
§3.1.30 DÉFINITION (CONVERGENCE FAIBLE).
Soit H un espace de Hilbert. Une suite généralisée {ξλ}λ∈Λ converge faiblement vers 0 lorsque
pour tout η ∈H, la suite généralisée {〈ξλ,η〉}λ∈Λ converge vers 0.
§3.1.31 PROPOSITION.
Soit H un espace de Hilbert. La topologie forte est plus forte que la topologie faible. Si H est de
dimension infinie, alors il existe une suite convergent vers 0 faiblement mais pas fortement.
Démonstration. Il est clair que si une suite converge fortement vers 0, alors elle converge
faiblement vers 0 : par l’inégalité de Schwartz, on a |〈ξλ,η〉|6 (‖ξλ‖‖η‖) 12 .
Soit B une base Hilbertienne de H. Comme H est de dimension infinie, le cardinal de B
est supérieur ou égal à celui de N. On peut alors considérer une injection de N dans B défi-
nissant une suite β0,β1, . . . ,βn, . . . . Cette suite converge faiblement vers 0 mais ne converge
pas fortement vers 0 puisque la norme de chaque βi est égale à 1. ,
Opérateurs
§3.1.32 PROPOSITION.
Soit H,K deux espaces de Hilbert et F : H→ K une application linéaire. Alors les assertions
suivantes sont équivalentes :
1. F est continue ;
2. F est continue en 0 ;
3. F est continue en un point ;
4. F est bornée : il existe une constante c> 0 telle que ‖Fη‖6 c‖η‖ pour tout η ∈H.
Une application linéaire A : H→ K satisfaisant ces conditions est appelée un opérateur, et
nous noterons ‖A‖ = inf{C ∈R>0 | ∀η ∈H,‖Aη‖6C‖η‖}. Nous noteronsL (H,K) l’ensemble des
opérateurs de H dans K, et nous abrègerons L (H,H) en L (H).
Démonstration. Voir par exemple le livre de Conway [Con90]. ,
§3.1.33 PROPOSITION.
Soit H,K,L des espaces de Hilbert, A,B ∈L (H,K), C ∈L (K ,L) et α ∈C. Alors :
1. ‖A+B‖6 ‖A‖+‖B‖ ;
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2. ‖αA‖ = |α|‖A‖ ;
3. ‖CA‖6 ‖C‖‖A‖.
Démonstration. Soit x ∈ H. Alors, par l’inégalité triangulaire satisfaite par la norme sur K,
‖(A+B)x‖ = ‖Ax+Bx‖ 6 ‖Ax‖+‖Bx‖, ce qui permet de déduire le premier point. De plus,
‖λx‖ = |λ|‖x‖, ce qui permet de montrer le second point. On déduit alors le dernier point de
l’inégalité ‖CAx‖6 ‖C‖‖Ax‖6 ‖C‖‖A‖‖x‖. ,
§3.1.34 THÉORÈME.
Soit H,K des espaces de Hilbert, et A ∈ L (H,K). Alors il existe un unique opérateur A∗ ∈
L (K ,H) tel que :
〈Aη,ξ〉K = 〈η, A∗ξ〉H
Démonstration. Voir par exemple le livre de Murphy [Mur90] pour une preuve détaillée. La
preuve classique est basée sur le théorème de représentation de Riesz qui énonce que pour
toute forme linéaire ρ sur un espace de Hilbert H, il existe un élément ξρ ∈ H tel que ρ(η) =
〈η,ξρ〉. On obtient alors le résultat en appliquant le théorème de représentation de Riesz à la
forme η 7→ 〈Aη,ξ〉. ,
§3.1.35 REMARQUE. On a bien entendu ‖A‖ = ‖A∗‖.
§3.1.36 PROPOSITION.
Soit H un espace de Hilbert, A,B ∈L (H) et α ∈C. Alors :
1. (A+αB)∗ = A∗+ α¯B∗ ;
2. (AB)∗ =B∗A∗ ;
3. A∗∗ = A ;
4. Si A est inversible, alors A∗ est inversible et (A∗)−1 = (A−1)∗.
Démonstration. Voir par exemple le livre de Murphy [Mur90]. ,
§3.1.37 PROPOSITION.
Si H est un espace de Hilbert et A ∈L (H), alors ‖A∗A‖2 = ‖A∗‖2.
Démonstration. Voir par exemple le livre de Murphy [Mur90]. ,
§3.1.38 PROPOSITION.
Soit E un idempotent non nul sur un espace de Hilbert H. Alors les assertions suivantes sont
équivalentes :
1. E est une projection : kerP = im(P)⊥ ;
2. E est la projection orthogonale de H sur im(E) ;
3. ‖E‖ = 1 ;
4. E est hermitien : E =E∗ ;
5. E est normal : EE∗ =E∗E ;
6. 〈Eh,h〉> 0 pour tout h ∈H.
Démonstration. Voir le livre de Conway [Con90]. ,
§3.1.39 Les topologies faibles et fortes sur l’espace de Hilbert H induisent deux topologies sur L (H).
Ces topologies sont définies comme les topologies de convergence point par point lorsque H
est muni de l’une de ses deux topologies. Bien entendu, la norme sur L (H) définit également
une topologie. On caractérise ces topologies par la notion de convergence associée.
§3.1.40 DÉFINITION.
Sur L (H), on définit :
– la topologie de la norme : An → A en norme lorsque ‖An−A‖ tend vers 0 ;
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– la topologie forte opérateur : An → A fortement lorsque ∀ξ ∈H, Anξ−Aξ tend fortement
vers 0 (dans H) ;
– la topologie faible opérateur : An → A faiblement lorsque ∀ξ ∈H, Anξ− Aξ tend faible-
ment vers 0 (dans H) ;
§3.1.41 On peut montrer queL (H) est l’espace dual d’un espace notéL (H)∗ contenant les opérateurs
à trace (de manière générale, on verra — Proposition §3.3.20 — que toute algèbre de von Neu-
mann possède un prédual). Le lecteur intéressé pourra consulter le livre de Murphy [Mur90]
ou bien de Takesaki [Tak01] qui traitent de ce sujet. On énonce ici ce résultat uniquement
afin de définir la topologie σ-faible. On rappelle que si A est un espace vectoriel topologique
et A∗ est le dual de A — l’ensemble des formes linéaires continues de A dans C, on définit la
topologie faible∗ sur A comme la topologie de convergence point par point 1.
§3.1.42 DÉFINITION.
Soit H un espace de Hilbert. La topologie σ-faible sur L (H) est définie comme la topologie
faible∗ induite par le prédual L (H)∗ de L (H).
§3.1.43 REMARQUE. Si H est un espace de Hilbert de dimension infinie dénombrable,L (H) se plonge
dans L (H⊗H) par le morphisme x 7→ x⊗1. Il est alors possible de montrer que la restriction
de la topologie faible opérateur de L (H⊗H) est la topologie σ-faible sur L (H).
3.2 Algèbres stellaires
Algèbres stellaires commutatives
Algèbres de Banach
§3.2.1 DÉFINITION (ALGÈBRE DE BANACH).
Une algèbre de Banach A est une algèbre associative sur le corps des complexes C qui est
un espace normé complet et qui satisfait ‖ab‖ 6 ‖a‖‖b‖ pour tous a,b ∈ A (cette condition
garantit la continuité du produit).
§3.2.2 REMARQUE. Si une algèbre de Banach A contient une unité 1 (on dira que A est unitale), on
peut supposer que ‖1‖ = 1. En effet, si ce n’est pas le cas, la norme opérateur des fonctions
b 7→ ab définit une norme équivalente pour laquelle l’unité a pour norme 1.
§3.2.3 PROPOSITION (ADJONCTION D’UNITÉ - ALGÈBRES DE BANACH).
Étant donné une algèbre de Banach non-unitale A, on peut lui adjoindre une unité en définis-
sant l’algèbre A+ = A×C avec la multiplication (a,λ)(b,µ) = (ab+λb+µa,λµ). L’algèbre A+
est alors une algèbre de Banach lorsqu’elle est munie de la norme
‖(a,λ)‖ = ‖a‖+|λ|
Démonstration. La fonction (a,λ) 7→ ‖a‖|λ| définit bien une norme. De plus, si (an,λn) est une
suite de Cauchy, alors an et λn sont toutes deux de Cauchy. On déduit alors de la complétude
de A et de C que A+ est complète pour cette norme, donc A+ est une algèbre de Banach. ,
§3.2.4 PROPOSITION.
L’ensemble des inversibles A× d’une algèbre de Banach unitale A est ouvert.
Démonstration. On considère la série
cb =
∞∑
k=0
bk
1. Une autre manière de définir la topologie faible∗ utilise le plongement de A dans son bi-dual A∗∗ : chaque
élément a ∈ A définit donc une forme linéaire sur A∗ notée θa, et la topologie faible∗ est la plus faible topologie sur
A∗ telle que les θa soient continus.
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Cette série converge pour ‖b‖ < 1, et dans ce cas, cb(1−b)= (1−b)cb = 1. Si x ∈ A×, alors tout
y ∈ A tel que ‖x− y‖ < 1/‖x−1‖ vérifie ‖1− x−1 y‖ < 1, et est par conséquent inversible. Donc la
boule ouverte de rayon 1/‖x−1‖ ne contient que des inversibles. ,
§3.2.5 COROLLAIRE.
Un idéal propre d’une algèbre de Banach unitale ne peut être dense.
Démonstration. Si un idéal est dense, il contient un inversible, et ne peut donc être propre.,
§3.2.6 DÉFINITION.
Soit A une algèbre de Banach unitale et a ∈ A. On définit le spectre de a, noté SpecA(a),
comme l’ensemble {λ ∈C | λ.1A −a non-inversible}.
§3.2.7 PROPOSITION.
Soit A une algèbre de Banach unitale, et a,b ∈ A. Alors :
SpecA(ab)∪ {0}=SpecA(ba)∪ {0}
Démonstration. On montre que 1−ab est inversible si et seulement si 1− ba est inversible.
Pour cela, on suppose 1−ab inversible et on pose c = (1−ab)−1. On vérifie alors que 1+ bca
est l’inverse de 1−ba. ,
§3.2.8 PROPOSITION.
Soit A une algèbre de Banach unitale et a ∈ A tel que SpecA(a) 6= ;. Pour tout polynôme com-
plexe p, on a :
SpecA(p(a))= p(SpecA(a))
Démonstration. Soit µ ∈C. Il existe λ0,λ1, . . . ,λn ∈C tels que :
p(λ)−µ=λ0(λ−λ1) . . . (λ−λn)
Alors p(a)−µ=λ0(a−λ1) . . . (a−λn), et on en déduit que p(a)−µ est inversible si et seulement
si a−λ1, . . . ,a−λn le sont. Finalement, µ ∈ SpecA(p(a)) si et seulement si µ = p(λ) pour un
λ ∈SpecA(a). ,
§3.2.9 PROPOSITION.
Soit A une algèbre de Banach unitale. Alors pour tout a ∈ A, SpecA(a) 6= ;.
Démonstration. On commence par montrer que si SpecA(a)=;, la fonction λ 7→ (a−λ)−1 est
différentiable et bornée sur C. Si τ ∈ A∗ = L (A,C), alors λ 7→ τ((a−λ)−1) est une fonction
entière, donc constante par le Théorème de Liouville. On en déduit que τ((a−1)−1) = τ(a−1),
c’est-à-dire τ((a− 1)−1 − a−1) = 0. Ceci étant vrai pour tout τ ∈ A∗, on a (a− 1)−1 − a−1 = 0,
c’est-à-dire a= a−1, ce qui est contradictoire. ,
§3.2.10 PROPOSITION.
Soit A une algèbre de Banach unitale, et a ∈ A. Alors SpecA(a) est fermé et borné.
Démonstration. La fonction λ 7→ λ1A −a est continue et l’ensemble des inversibles d’une al-
gèbre de Banach est un ouvert. Donc le complémentaire de SpecA(a) est un ouvert puisqu’il
est l’image réciproque d’un ouvert par une fonction continue. On en déduit que SpecA(a) est
fermé.
Choisissons λ> ‖a‖. Alors λ−a est inversible si et seulement si 1−a/λ est inversible. Or
b=∑i>0(a/λ)i est l’inverse de 1−a/λ. Donc SpecA(a) est borné. ,
§3.2.11 PROPOSITION.
Soit A une algèbre de Banach unitale. Si tout élément non nul de A est inversible, alors A =C.
Démonstration. Soit a ∈ A. Par la proposition précédente, SpecA(a) 6= ;. Soit λ ∈SpecA(a), par
définition λ−a est non inversible, donc égal à 0, et on en déduit que λ= a. ,
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§3.2.12 DÉFINITION.
Soit A une algèbre de Banach unitale et a ∈ A. On définit le rayon spectral de a par :
rad(a)= sup
λ∈SpecA (a)
|λ|
§3.2.13 THÉORÈME.
Soit A une algèbre de Banach unitale, et a ∈ A. Alors rad(a)= limn→∞‖an‖ 1n .
Démonstration. Premièrement, si λ ∈SpecA(a), alors λn ∈SpecA(an) par la proposition §3.2.8.
Donc |λn|6 ‖an‖, et on obtient rad(a)6 infn>1‖an‖
1
n 6 liminf‖an‖ 1n .
Soit maintenant ∆= {λ ∈C | |λ| < 1/rad(a)}. Si λ ∈∆, alors 1−λa est inversible. Soit τ ∈ A∗,
et f : λ 7→ τ((1−λa)−1). On montre que cette fonction est analytique sur ∆, et donc f (λ) =∑
n>0λnλn. Si |λ| < 1/‖a‖, alors ‖λa‖ < 1 et donc (1−λa)−1 =
∑
n>0λnan. On a donc λn =
τ(an), et τ(an)λn tend vers 0, ce qui permet d’affirmer que τ(an)λn est bornée. Comme nous
n’avons pas fait d’hypothèses sur τ, on en déduit que anλn est bornée, donc il existe M tel que
‖anλn‖6M quelque soit n. D’où ‖an‖ 1n 6M 1n /|λ|. On a donc limsup‖an‖ 1n 6 1/|λ|.
Comme rad(a)6 |λ−1| implique limsup‖an‖ 1n 6 |λ−1|, on a limsup‖an‖ 1n 6 rad(a).
Finalement, comme limsup‖an‖ 1n 6 rad(a) 6 liminf‖an‖ 1n , on a limn→∞‖an‖ 1n = rad(a).,
Algèbres stellaires
§3.2.14 Le but de cette section est d’introduire uniquement les notions d’algèbres stellaires néces-
saires pour la suite, et ne constitue donc pas un cours sur les algèbres stellaires. Une bonne
référence pour en savoir plus sur les algèbres stellaires est le livre de G. Murphy, C∗-algebras
and operator theory [Mur90].
§3.2.15 DÉFINITION (ALGÈBRE DE BANACH INVOLUTIVE).
Une algèbre de Banach involutive est une algèbre de Banach munie d’une involution (·)∗ :
A→ A vérifiant, pour a,b ∈ A,λ ∈C :
a∗∗ = a, (a+b)∗ = a∗+b∗, (ab)∗ = b∗a∗, (λa)∗ = λ¯a∗ ‖a∗‖ = ‖a‖
§3.2.16 DÉFINITION (ALGÈBRE STELLAIRE).
Une algèbre stellaire (ou C∗-algèbre) est une algèbre de Banach involutive satisfaisant pour
tout a ∈ A l’égalité
‖a∗a‖ = ‖a‖2
§3.2.17 Si l’algèbre A de départ est une algèbre stellaire, on souhaiterait que l’algèbre unitarisée
A+ soit également une algèbre stellaire. Si l’involution définie sur A+ est celle à laquelle on
pense naturellement, c’est-à-dire (a,λ)∗ = (a∗, λ¯), la norme définie en §3.2.3 ne fait pas de A+
une algèbre stellaire. On peut cependant montrer qu’il existe une norme qui fait de A+ une
algèbre stellaire.
§3.2.18 LEMME.
Si un espace vectoriel normé X possède un sous-espace complet Y de codimension finie, alors
X est complet.
Démonstration. La preuve se fait par induction et on montre le résultat uniquement pour Y
de codimension 1. Supposons Y de codimension 1 et fixons u ∈ X−Y . Soit (xn+λnu) une suite
de Cauchy. Si |λn| →∞, le fait que (xn+λnu) soit bornée montre que λ−1n (xn+λnu)→ 0, i.e.
−λ−1n xn → u. Comme Y est complet, et donc clos, on obtient que u ∈Y , une contradiction. On
peut donc supposer que λn → λ ∈ C. Alors (xn) doit être de Cauchy, et converge vers x ∈ Y .
Donc xn → x+λu et X est complet. ,
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§3.2.19 PROPOSITION (ADJONCTION D’UNITÉ - ALGÈBRES STELLAIRES).
Soit A une algèbre stellaire non unitale. La fonction ‖(a,λ)‖∗ = sup{‖ab+λb‖ : ‖b‖6 1} définit
une norme sur A+ = A×C et A+ est complète pour cette norme. De plus, si A est une algèbre
stellaire, alors A+ munie de la norme ‖·‖∗ et de l’involution (a,λ) 7→ (a∗, λ¯) est une algèbre
stellaire.
Démonstration. On montre tout d’abord que l’on a bien défini une norme :
1. On a la sous-additivité :
‖(a,λ)+ (b,µ)‖∗ = ‖(a+b,λ+µ)‖∗
= sup{‖(a+b)c+ (λ+µ)c‖ | ‖c‖6 1}
6 sup{‖ac+λc‖ : ‖c‖6 1}+sup{‖bc+µc‖ | ‖c‖6 1}
6 ‖(a,λ)‖∗+‖(b,µ)‖∗
2. On a l’homogénéité :
‖µ(a,λ)‖∗ = ‖(µa,µλ)‖∗
= sup{‖µab+µλb‖ | ‖b‖6 1}
= sup{‖µ(ab+λb)‖ | ‖b‖6 1}
= sup{|µ|‖ab+λb‖ | ‖b‖6 1}
= |µ|sup{‖ab+λb‖ | ‖b‖6 1}
= |µ|‖(a,λ)‖∗
3. On a la séparation :
‖(a,λ)‖∗ = 0 ⇔ sup{‖ab+λb‖ | ‖b‖6 1}= 0
⇔ ∀‖b‖6 1,‖ab+λb‖ = 0
⇔ ∀b,ab+λb= 0
Si λ 6= 0,
‖(a,λ)‖∗ = 0 ⇔ ∀b,−(a/λ)b= b
donc −a/λ est une unité gauche de A, d’où (−a/λ)∗ est une unité droite de A, et alors
−a/λ= (−a/λ)(−a/λ)∗ = (−a/λ)∗ montre que −a/λ est une unité de A, ce qui contredit les
hypothèses. Donc λ= 0. On a alors ab= 0 pour tout b ∈ A, i.e. a= 0.
4. On a la sous-multiplicativité :
‖(a,λ)(b,µ)‖∗ = ‖(ab+λb+µa,λµ)‖∗
= sup{‖abc+λbc+µac+λµc‖ | ‖c‖6 1}
= sup{‖a(bc+µc)+λ(bc+µc)‖ | ‖c‖6 1}
6 sup{‖ad+λd‖ | ‖d‖6 ‖bc+µc‖,‖c‖6 1}
6 sup{‖ad+λd‖‖bc+µc‖ | ‖d‖6 1,‖c‖6 1}
6 sup{‖ad+λd‖ | ‖d‖6 1}sup{‖bc+µc‖ : ‖c‖6 1}
6 ‖(a,λ)‖∗‖(b,µ)‖∗
Remarquons que restreinte à A, la norme ‖·‖∗ est égale à la norme de A. En effet, la norme
de (a,0) est égale à sup{‖ab‖ : ‖b‖6 1}, donc ‖(a,0)‖∗ 6 ‖a‖ par la sous-multiplicativité de la
norme. De plus, la propriété des algèbres stellaires nous donne ‖a‖2 = ‖a∗a‖6 ‖(a,0)‖∗‖a∗‖ =
‖(a,0)‖∗‖a‖ : on a ‖a∗a‖6 sup{‖a∗ab‖ : ‖b‖6 1}6 ‖a∗‖‖(a,0)‖∗, la première inégalité étant
donnée par le fait que b= a∗a/‖a∗a‖ est de norme 1 et vérifie
‖a∗a‖ = ‖(a∗a)‖2‖a∗a‖−1 = ‖(a∗a)∗(a∗a)‖‖a∗a‖−1 = ‖(a∗a)(a∗a)‖a∗a‖−1‖ = ‖a∗ab‖
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Comme A est complète et de codimension 1 dans A+, on en déduit que A+ est complète.
De plus, A+ est une algèbre stellaire :
‖(a,λ)∗(a,λ)‖∗ = sup{‖a∗ab+ λ¯ab+λa∗b+ λ¯λb‖ | ‖b‖6 1}
> sup{‖b∗a∗ab+ λ¯b∗ab+λb∗a∗b+ λ¯λb∗b‖ | ‖b‖6 1}
> sup{‖(ab+λb)∗(ab+λb)‖ | ‖b‖6 1}
> sup{‖ab+λb‖2 |‖b‖6 1}
> ‖(a,λ)‖2∗
L’inégalité opposée étant une simple conséquence de la sous-multiplicativité. ,
§3.2.20 PROPOSITION.
Si A est une algèbre stellaire et a ∈ A est hermitien, alors rad(a)= ‖a‖.
Démonstration. On utilise le fait que rad(a)= limn→∞‖an‖ 1n pour tout élément d’une algèbre
de Banach. Or, ‖a2‖ = ‖a∗a‖ = ‖a‖2, et donc ‖a2n‖ = ‖a‖2n. D’où :
rad(a)= lim
n→∞‖a
n‖ 1n = lim
n→∞‖a
2n‖ 12n = ‖a‖
Donc rad(a)= ‖a‖. ,
§3.2.21 COROLLAIRE.
Il existe au plus une norme faisant d’une algèbre de Banach une algèbre stellaire.
Démonstration. Soit ‖·‖1 et ‖·‖2 deux normes faisant de A une algèbre stellaire. On utilise le
fait que pour tout a ∈ A, l’opérateur a∗a est hermitien :
∀a ∈ A, ‖a‖21 = ‖a∗a‖1 = rad(a∗a)= ‖a∗a‖2 = ‖a‖22 ,
§3.2.22 COROLLAIRE.
Un ∗-homomorphisme φ d’une algèbre de Banach involutive A dans une algèbre stellaire B
fait décroître la norme.
Démonstration. Quitte à prendre les unitarisations des algèbres, on peut les considérer uni-
tales. Pour a ∈ A, on a Spec(φ(a))⊂Spec(a), d’où :
‖φa‖2 = ‖(φa)∗φa‖ = ‖φ(a∗a)‖ = rad(φ(a∗a))6 rad(a∗a)6 ‖a‖2
D’où ‖φ(a)‖6 ‖a‖. ,
§3.2.23 COROLLAIRE.
Un ∗-isomorphisme entre algèbres stellaires est isométrique.
La transformation de Gelfand pour les algèbres de Banach
§3.2.24 DÉFINITION.
Un espace de Hausdorff compact X définit naturellement une algèbre de Banach commutative
unitale C (X ) : l’ensemble des fonctions continues X →C avec la norme
‖ f ‖∞ = sup
x∈X
| f (x)|
§3.2.25 DÉFINITION.
Un espace topologique X est dit localement compact si pour chaque point x il existe un com-
pact Kx ⊂ X contenant un voisinage de x.
§3.2.26 DÉFINITION (COMPACTIFICATION D’ALEXANDROFF).
Si X est un espace de Hausdorff localement compact, mais non compact, on définit la com-
pactification à un point de X comme l’espace X˜ = X ∪ {∞} dont la topologie est définie comme
l’union des ouverts de X et des unions G∪ {∞} où G est le complémentaire d’un compact.
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§3.2.27 THÉORÈME (C.F. [MUN00], P.183).
Un espace de Hausdorff X est localement compact si et seulement si X˜ est compact.
§3.2.28 DÉFINITION.
Un espace de Hausdorff localement compact (mais non compact) X définit une algèbre de
Banach commutative C0(X ) : l’ensemble des fonctions continues X →C qui s’annulent à l’in-
fini (i.e. l’ensemble des fonctions continues f : X → C telles que pour tout ² > 0, l’ensemble
{x | | f (x)|> ²} soit compact) avec la norme
‖ f ‖∞ = sup
x∈X
| f (x)|
C’est une algèbre de Banach non unitale.
§3.2.29 PROPOSITION.
Soit X un espace de Hausdorff localement compact mais non compact, et Y sa compactification
à un point. On a C0(X )+ ∼=C (Y ).
Démonstration. Il faut montrer que les fonctions continues qui s’annulent à l’infini peuvent
être identifiées avec les fonctions continues f de la compactification à un point de X dans C
avec f (∞)= 0. L’extension d’une fonction f de C0(X ) par f (∞)= 0 définit bien une fonction de
C (Y ). Inversement, une fonction f ∈C (Y ) telle que f (∞) = 0 vérifie que {x | | f (x)|> ²} est le
complémentaire de f −1(]−²,²[) qui est un ouvert ne contenant pas ∞, et est donc compact.
On définit ensuite, en notant f˜ l’extension de f à Y par f˜ (∞)= 0, ( f ,λ) ∈C0(X )+ 7→ f˜ (x)+
λ ∈C (Y ). On vérifie facilement que c’est un ∗-isomorphisme. ,
Le théorème de Gelfand définit, pour toute algèbre de Banach commutative A, un mor-
phisme de A dans une algèbre de fonctions sur un espace localement compact.
§3.2.30 DÉFINITION (CARACTÈRE).
Un caractère d’une algèbre de Banach A est un morphisme d’algèbre non nul A → C. L’en-
semble des caractères (éventuellement vide) est noté M(A) et est appelé le spectre de A.
§3.2.31 REMARQUE. Si A n’est pas unitale, un caractère µ de A s’étend en un caractère µ+ de A+
en posant µ((0,1))= 1, et la fonction nulle s’étend en le caractère (a,λ) 7→ λ. On identifie donc
M(A)∪ {0} avec M(A+).
§3.2.32 PROPOSITION.
Le spectre d’une algèbre de Banach A est inclus dans la sphère unité du dual A∗ de A.
Démonstration. On remarque tout d’abord que si µ est un caractère de A, alors µ(a) ∈Spec(a)
pour tout a ∈ A. En effet, si a−µ(a) était inversible dans A, µ(a−µ(a)) = 0 serait inversible
dans C. On a donc |µ(a)| 6 ‖a‖, donc µ est borné (donc continu) et ‖µ‖ 6 1. De plus, on a
µ(1)= 1, donc ‖µ‖ = 1. ,
§3.2.33 DÉFINITION.
Si A est une algèbre de Banach, on munit M(A) de la topologie induite par la topologie faible∗
sur A∗. On rappelle (voir §3.1.41) que la topologie faible∗ est celle de la convergence point par
point sur les éléments de A.
§3.2.34 LEMME.
Le spectre M(A) d’une algèbre de Banach commutative, muni de la topologie de Gelfand, est
un espace localement compact.
Démonstration. Le théorème de Banach-Alaoglu affirme que la boule unité de A∗ est faible∗
compacte. On montre donc simplement que M(A)∪ {0} est clos pour la topologie faible∗, et
on en déduit qu’il est compact. On fixe pour cela a,b ∈ A, et on remarque que la fonction
µ 7→µ(a)µ(b)−µ(ab) est faible∗ continue sur la boule unité (les fonctions µ 7→µ(a) sont faibles∗
continues car les µ sont continus : µ(aλ) converge vers µ(a) pour toute suite généralisée
(aλ)λ∈Λ). Cette fonction étant nulle sur M(A)∪ {0}, elle est nulle sur sa clôture faible∗. Dans
ce cas, enlever {0} donne un espace localement compact ou compact (si {0} est isolé).
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Si A est unitale, alors le point {0} est isolé, car la fonction µ 7→ µ(1), qui est continue pour
la topologie faible∗, le sépare de M(A). ,
§3.2.35 DÉFINITION.
Soit A une algèbre de Banach commutative. La transformée de Gelfand de a ∈ A est la fonction
aˆ : M(A)→C définie par aˆ(µ)=µ(a), c’est-à-dire aˆ est l’évaluation au point a.
La transformation de Gelfand est la fonction G : A→C0(M(A)) définie par G (a)= aˆ.
§3.2.36 THÉORÈME (GELFAND).
Soit A une algèbre de Banach commutative telle que M(A) soit non vide. La transformation de
Gelfand G : A→C0(M(A)) est un morphisme faisant décroître la norme.
La transformation de Gelfand pour les algèbres stellaires
§3.2.37 Dans une algèbre stellaire, on distingue certains types d’opérateurs.
§3.2.38 DÉFINITION.
Soit A une algèbre stellaire. On dit d’un élément u ∈ A qu’il est :
– un hermitien — on dit également que u est auto-adjoint — si u= u∗ ;
– normal si uu∗ = u∗u ;
– une projection si u= u∗ = u2 ;
– une isométrie partielle si uu∗ = p où p est une projection.
Si A est unitale, on dira également que u ∈ A est :
– un unitaire si uu∗ = u∗u= 1 ;
– une isométrie si uu∗ = 1 ;
– une co-isométrie si u∗u= 1.
§3.2.39 L’algèbre de Banach C (X ) définie (pour X Hausdorff compact) dans la section précédente est
en réalité une algèbre stellaire. En effet, en définissant f ∗(x)= f (x), on vérifie que la propriété
des algèbres stellaires est bien satisfaite :
‖ f ‖2 = sup
x∈X
{| f (x)|2}= sup
x∈X
{ f (x) f (x)}= sup
x∈X
{ f ∗ f (x)}= ‖ f ∗ f ‖
De même, l’algèbre de Banach non unitale C0(Y ) pour Y Hausdorff localement compact est
une algèbre stellaire non unitale lorsque munie de cette même involution.
§3.2.40 LEMME.
Soit a un hermitien dans une algèbre stellaire A. Alors µ(a) ∈R pour tout µ ∈M(A).
Démonstration. On considère la série u= exp ia=∑∞k=0(ia)k/k! qui est convergente dans A (ou
dans A+ si A est non unitale) avec ‖u‖6 exp‖a‖. Alors u∗ = exp−ia et alors uu∗ = 1 = u∗u,
i.e. u est un unitaire. On a donc, par la condition des algèbres stellaires, que ‖u−1‖2 = ‖u‖2 =
‖u∗u‖ = ‖1‖ = 1. Comme ‖µ‖6 1, on obtient |µ(u)|6 1 et |µ(u)|−1 = |µ(u−1)|6 1, donc |µ(u)| = 1.
Comme par ailleurs on a µ(u)=∑∞k=0µ(ia)k/k!= exp iµ(a) on obtient µ(a) ∈R. ,
§3.2.41 REMARQUE. Soit A une algèbre stellaire. Si a ∈ A n’est pas hermitien, on peut écrire a =
a1 + ia2, avec a1 = 12 (a+ a∗) et a2 = 12 (a− a∗) deux hermitiens. On obtient alors, pour tout
µ ∈M(A) :
µ(a∗)=µ(a1− ia2)=µ(a1)− iµ(a2)=µ(a)
Cela nous donne aˆ∗(µ)= aˆ(µ), c’est-à-dire aˆ∗ = (aˆ)∗.
§3.2.42 LEMME.
Soit A une algèbre stellaire commutative, soit a ∈ A et λ un élément du spectre de a. Si A est
unitale, ou bien si A est non-unitale et λ 6= 0, il existe un caractère µ tel que µ(a)=λ.
Démonstration. Le noyau d’un caractère µ d’une algèbre stellaire unitale commutative est un
idéal maximal propre. Si J est un idéal contenant strictement kerµ, et si a ∈ J/kerµ, alors
µ(a) a un inverse, et il existe b ∈ A tel que µ(b)µ(a) = 1. Comme ba et ba−1A sont dans J,
1A ∈ J.
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Réciproquement, si J est un idéal maximal, alors il est clos. En effet, sa clôture est aussi
un idéal et, comme nous l’avons déjà remarqué (paragraphe §3.2.5) un idéal propre dans une
algèbre de Banach unitale ne peut être dense. Comme A/J est une algèbre de Banach unitale
commutative sans idéaux propres (voir par exemple le livre de Cohn [Coh82], page 303), c’est
le corps des complexes (on remarque que, pour tout y ∈ A/J non nul, y(A/J) est un idéal et
qu’il contient nécessairement 1 donc tout élément est inversible, puis on utilise le théorème de
Gelfand-Mazur). Il y a donc un unique caractère µ, l’application quotient, tel que µ−1(0)= J.
On obtient alors le résultat pour une algèbre unitale, puisque l’idéal non trivial A(a−λ.1)
est contenu dans un idéal maximal (une conséquence du lemme de Zorn). Pour le cas non
unital, on fait le même raisonnement sur A+. ,
§3.2.43 THÉORÈME (STONE-WEIERSTRASS).
Si X est un espace localement compact, et B est une sous algèbre close de C (X ) telle que :
1. B sépare les points : pour tous p 6= q dans X , il existe y ∈B tel que y(p) 6= y(q) ;
2. il n’existe pas de point de X où B s’annule ;
3. B est close par conjugaison complexe.
Alors B est égale à C (X ).
§3.2.44 THÉORÈME (GELFAND-NAIMARK).
Si A est une algèbre stellaire commutative, la transformée de Gelfand est un ∗-isomorphisme
isométrique de A sur C0(M(A)).
Démonstration. On a déjà remarqué que la transformée de Gelfand était un ∗-morphisme
puisque â∗ = (aˆ)∗. Elle est isométrique car :
‖aˆ‖2 = ‖aˆ∗aˆ‖ = ‖â∗a‖ = rad(a∗a)= ‖a∗a‖ = ‖a‖2
où l’égalité ‖â∗a‖ = rad(a∗a) est justifiée par le lemme précédent. En particulier, G est injec-
tive. Comme G (A) est une sous-algèbre de C0(M(A)) qui est complète puisque A est complète
et G est isométrique, et par conséquent close. Comme G (A) vérifie les hypothèses du théorème
de Stone-Weierstrass (les deux premières sont immédiates et la troisième est une conséquence
du lemme §3.2.40), on en déduit que G est surjective. ,
§3.2.45 THÉORÈME.
Soit u un unitaire dans une algèbre stellaire A. Si Spec(u) 6=T (T est le cercle unité), alors il
existe a ∈ A hermitien tel que u= exp ia.
Démonstration. Quitte à remplacer u par λu avec λ ∈ T, on peut supposer que 1 6∈ Spec(u).
Comme u est normal, on peut également supposer que A est commutative, quitte à remplacer
A par l’algèbre stellaire engendrée par 1 et u. Soit log : C−]−∞,0] → C la branche princi-
pale du logarithme. Alors g = log◦G (u) est un élément de C0(M(A)) et exp g = G (u). Comme
|G (u)(ω)| = 1 pour tout ω ∈ M(A), la partie réelle de g est nulle, donc g = ih pour h = h∗
dans C0(M(A)). Soit a = G−1(h), alors a = a∗ et u = exp ia car G (u) = exp ih = exp iG (a) =
G (exp ia). ,
§3.2.46 REMARQUE. Si ‖1−u‖ < 2, alors Spec(u) 6=T. En effet, ‖1−u‖ = rad(1−u)= sup{|1−λ| | λ ∈
Spec(u)}, d’où −1 6∈Spec(u).
§3.2.47 REMARQUE. Si X et Y sont deux espaces de Hausdorff compacts, et f : X → Y est continue,
la transposée :
C f :C (Y )→C (X ), g 7→ g ◦ f
est un ∗-homomorphisme unital. De plus, si f est un homéomorphisme, alors C f est un ∗-
isomorphisme unital.
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§3.2.48 THÉORÈME.
Soit a un élément normal dans une algèbre stellaire unitale A, et ι : Spec(a) → C l’injection
canonique du spectre dans C. Il existe un unique ∗-homomorphisme unital φ :C (Spec(a))→ A
tel que φ(ι)= a. De plus, φ est isométrique et Im(φ) est la sous-algèbre stellaire de A engendrée
par 1 et a.
Démonstration. Soit B l’algèbre stellaire commutative engendrée par 1 et a. La transformée
de Gelfand G : B→C (M(B)) est un ∗-isomorphisme, tout comme C aˆ :C (Spec(a))→C (M(B))
car aˆ : M(B)→ Spec(a) est un homéomorphisme. Soit φ la composée G−1 ◦C aˆ, qui est un ∗-
isomorphisme, et donc isométrique. On a φ(ι) = a car φ(ι) = G−1(C aˆ(ι)) = G−1(aˆ) = a, et φ est
unital. Par le théorème de Stone-Weierstrass, on sait que C (Spec(a)) est engendrée par 1 et ι,
donc φ est l’unique ∗-homomorphisme de C (Spec(a)) dans A tel que φ(ι)= 1. ,
§3.2.49 L’unique ∗-homomorphisme unital tel que φ(ι)= a que l’on vient de définir est appelé le calcul
fonctionnel en a. Si p est un polynôme, alors φ(p) = p(a), donc pour f ∈C (Spec(a)) on écrira
f (a) pour φ( f ).
Si B est l’image de φ, alors B est l’algèbre engendrée par 1 et a. Si τ ∈M(B), alors f (τ(a))=
τ( f (a)) car les fonctions f 7→ f (τ(a)) et f 7→ τ( f (a)) sont des ∗-homomorphismes prenant les
mêmes valeurs sur les éléments générateurs de B.
§3.2.50 THÉORÈME.
Soit a un élément normal d’une algèbre stellaire unitale A, et soit f ∈ C (Spec(a)). Alors
Spec( f (a))= f (Spec(a)). De plus, si g ∈C (Spec( f (a))), alors (g ◦ f )(a)= g( f (a)).
Démonstration. Soit B l’algèbre stellaire engendrée par 1 et a. Alors Spec( f (a))= {τ( f (a)) | τ ∈
M(B)}= { f (τ(a)) | τ ∈M(B)}= f (σ(a)).
Si C est la ∗-sous-algèbre engendrée par 1 et f (a), alors C ⊂ B et pour tout τ ∈ M(B),
la restriction τC est un caractère sur C. On a alors τ((g ◦ f )(a)) = g( f (τ(a))) = g(τC( f (a))) =
τC(g( f (a)))= τ(g( f (a))). Donc (g ◦ f )(a)= g( f (a)). ,
Topologie Non-Commutative
§3.2.51 DÉFINITION.
On notera CompH la catégorie dont les objets sont les espaces de Hausdorff compacts et les
morphismes sont les fonctions continues.
On notera Stell1com la catégorie dont les objets sont les algèbres stellaires unitales com-
mutatives et les morphismes sont les ∗-homomorphismes.
§3.2.52 Nous avons vu que si f : X → Y est une fonction continue entre espaces de Hausdorff com-
pacts, alors C f est un ∗-homomorphisme unital. On vérifie de plus que si g : Y → Z est
une autre fonction continue entre espaces de Hausdorff compacts, alors C (g ◦ f ) = C f ◦C g.
Comme de plus C IdX = IdX , on a défini un foncteur contravariant C : f 7→C f de la catégorie
CompH dans la catégorie Stell1com .
§3.2.53 Il existe un autre foncteur contravariant, qui va de Stell1com dans CompH . La topologie
de Gelfand est en effet définie comme la plus faible topologie pour laquelle les fonctions
aˆ : M(A) → C pour a ∈ A sont continues. Elle possède donc une propriété universelle : une
fonction f : X →M(A) est continue si et seulement si chaque aˆ◦ f : X →C est continue.
§3.2.54 DÉFINITION.
Si φ : A → B est un ∗-homomorphisme unital entre algèbres stellaires unitales commuta-
tives, on note Mφ la fonction µ 7→ µ ◦φ de M(B) sur M(A). Alors Mφ est une fonction conti-
nue puisque aˆ ◦M(φ) =φ(a) est continue pour tout a ∈ A. Si ψ : B → C est un autre ∗-
homomorphisme unital, alors M(ψ ◦φ) = Mφ ◦Mψ. C’est donc un foncteur contravariant de
Stell1com dans CompH.
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X Y
M(C (X )) M(C (Y ))
f
²X ²Y
MC f
A B
C (M(A)) C (M(B))
φ
GA GB
CMφ
FIGURE 3.1 – Diagrammes de Naturalité
§3.2.55 THÉORÈME.
Soit X un espace de Hausdorff compact. Pour tout x ∈ X , on note ²x le caractère sur C (X ) défini
par l’évaluation en x, i.e. ²x( f )= f (x). Alors la fonction
X →M(C (X )), x 7→ ²x
est un homéomorphisme.
Démonstration. Cette fonction est continue, car si (xλ)λ∈Λ est un net dans X convergeant vers
un point x, alors limλ∈Λ f (xλ)= f (x) pour tout f ∈C (X ), donc la suite généralisée (²xλ )λ∈Λ est
faible∗ convergente vers ²x.
Cette fonction est injective, car si x, x′ sont deux points distincts de X , par le lemme d’Ury-
sohn, il existe une fonction f ∈C (X ) telle que f (x)= 0 et f (x′)= 1, et donc ²x( f ) 6= ²x′ ( f ).
On montre maintenant la surjectivité. Soit τ ∈ M(C (X )). Alors N = ker(τ) est une sous-
algèbre stellaire propre de C (X ). De plus, N sépare les points de X car si x, x′ sont des points
distincts de X , il existe, comme on vient de le voir, une fonction f ∈C (X ) telle que f (x) 6= f (x′)
et alors g = f −τ( f ) est une fonction dans N telle que g(x) 6= g(x′). Par le théorème de Stone-
Weierstrass, on déduit qu’il existe un point x ∈ X tel que f (x) = 0 pour tout f ∈ N. Donc
( f −τ( f ))(x)= 0, et f (x)= τ( f ) pour tout f ∈C (X ). Par conséquent, τ= ²x et la fonction est une
bijection continue entre espaces de Hausdorff compacts, donc c’est un homéomorphisme. ,
§3.2.56 On a (²Y ◦ f ) : x 7→ ² f (x), donc (²Y ◦ f )(x)(g)= g( f (x)). D’autre part, (MC f ◦ ²X )(x) : MC f (²x) et
donc (MC f ◦²X )(x)(g)= (²x ◦C f )(g)= ²x(g ◦ f )= g ◦ f (x).
Au final, ²Y ◦ f = MC f ◦ ²X pour toute fonction f : X → Y continue, et on a défini une
transformation naturelle bijective entre le foncteur MC et le foncteur identité sur CompH .
§3.2.57 Le théorème de Gelfand-Naimark définit une autre transformation naturelle G entre le fonc-
teur identité sur Stell1com et le foncteur CM. En effet, le théorème nous dit que a 7→ aˆ est un
isomorphisme de A sur C (M(A)). De plus, si φ : A→B est un ∗-homomorphisme unital, alors
pour aˆ ∈C (M(A)) et ν ∈M(B), on a
((CMφ)aˆ)ν= aˆ((Mφ)ν)= aˆ(ν◦φ)= ν(φ(a))=φ(a)(ν)
donc (CMφ)(aˆ)=GB(φ(a)) ou de manière équivalente GB ◦φ=CMφ◦GA .
§3.2.58 PROPOSITION.
Les catégories CompH et Stell1com sont équivalentes.
§3.2.59 Ce théorème se généralise au cas non unital. Il faut alors considérer l’ensemble des espaces
de Hausdorff localement compacts muni des fonctions propres, c’est-à-dire des fonctions conti-
nues telles que l’image réciproque d’un compact est un compact. On note LCH la catégorie des
espaces de Hausdorff localement compacts et des fonctions propres, et Stellcom la catégorie
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des algèbres stellaires commutatives et des morphismes propres, c’est-à-dire les morphismes
qui préservent les approximations de l’unité. On peut alors montrer que ces catégories sont
équivalentes.
§3.2.60 Ce théorème et sa généralisation permettent de comprendre pourquoi la théorie des algèbres
stellaires est parfois appelée la topologie non-commutative. En effet, l’équivalence de caté-
gories que l’on vient de démontrer permet d’obtenir des définitions et constructions sur les
algèbres stellaires équivalentes aux définitions et constructions sur les espaces de Hausdorff
localement compacts. Par exemple, on peut montrer que la notion de compactification d’un
espace correspond à l’unitarisation d’une algèbre.
Opérateurs positifs
§3.2.61 On peut déduire des résultats précédents certaines propriétés sur les spectres d’opérateurs
particuliers. Ainsi, le spectre d’un hermitien est nécessairement inclus dans R. De même,
on peut montrer que le spectre d’une projection est inclus dans {0,1}, et que le spectre d’un
unitaire est inclus dans le cercle unité T de C. Le spectre d’une isométrie partielle est inclus
dans T∪{0}, et celui d’une symétrie partielle, c’est-à-dire une isométrie partielle auto-adjointe,
est inclus dans {−1,0,1}.
§3.2.62 PROPOSITION.
Soit u un élément d’une algèbre stellaire A. Les assertions suivantes sont équivalentes :
1. uu∗u= u ;
2. u∗uu∗ = u∗ ;
3. uu∗ est une projection ;
4. u∗u est une projection.
Démonstration. Supposons que uu∗u = u. Alors u∗uu∗ = (uu∗u)∗ = u∗. Cela montre que 1
implique 2. On montre de la même manière que 2 implique 1.
De plus, si uu∗u= u, alors (uu∗)2 = uu∗ = (uu∗)∗, donc uu∗ est une projection. On a donc
que 1 implique 3. De même, 2 implique 4, donc 1 implique 4.
Il reste à montrer que si u∗u est une projection, alors uu∗u = u. On pose v = uu∗u−u et
on calcule :
v∗v = (u∗uu∗−u∗)(uu∗u−u)
= u∗uu∗uu∗u−u∗uu∗u−u∗uu∗+u∗u
= (u∗u)3−2(u∗u)2+u∗u
= 0
De v∗v= 0, on déduit v= 0 car ‖v‖2 = ‖v∗v‖ = 0, et donc uu∗u= u. ,
§3.2.63 Soit A = C0(X ) où X est un espace de Hausdorff localement compact. Alors les opérateurs
hermitiens de A sont exactement les fonctions f ∈ A telles que f (X )⊂R. On a un ordre partiel
sur ces fonctions : f 6 g si f (x)6 g(x) pour tout x ∈ X . On peut alors définir les opérateurs
positifs de A comme les hermitiens tels que f > 0. On peut alors montrer qu’un opérateur est
positif si et seulement si il est de la forme f = gg¯, et que dans ce cas f a une unique racine
carrée positive dans A, à savoir la fonction x 7→√ f (x).
Nous allons maintenant voir comment généraliser cette définition aux algèbres stellaires
quelconques (i.e. non commutatives).
§3.2.64 DÉFINITION.
Soit A une algèbre stellaire, et a ∈ A. On dit que a est positif si a est hermitien et SpecA(a)⊂
R>0. On notera A+ l’ensemble des opérateurs positifs de A.
§3.2.65 PROPOSITION.
Soit A une algèbre stellaire et a ∈ A+. Alors il existe un unique élément b ∈ A+ tel que b2 = a.
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Démonstration. L’existence est une conséquence du calcul fonctionnel (Proposition §3.2.48).
Pour l’unicité, on suppose l’existence d’un élément c ∈ A+ tel que c2 = a. Comme c commute
avec a, il commute avec b puisque ce dernier est une limite d’une suite de polynômes en a.
On considère alors l’algèbre B (commutative) engendrée par b et c, et l’on note φ : B→C0(Ω)
la représentation de Gelfand de B. Alors φ(b),φ(c) sont des racines carrées positives de φ(a)
dans C0(Ω), donc elles sont égales. Ce qui implique que b= c. ,
§3.2.66 Soit c un hermitien dans une algèbre stellaire A. Alors c2 est un élément de A+, et on défi-
nit |c| = (c2) 12 , c+ = 12 (|c| + c) et c− = 12 (|c| − c). On peut alors montrer que |c|, c+, c− sont des
éléments positifs de A, et que c= c+− c− et c−c+ = 0.
§3.2.67 Soit a un hermitien tel que ‖a‖6 1. Alors 1−a2 ∈ A+ et
u= a+ i
√
1−a2 v= a− i
√
1−a2
sont deux unitaires tels que a= u+v2 . On en déduit que tout élément est combinaison linéaire
de quatre unitaires, et que l’ensemble des unitaires d’une algèbre stellaire A engendrent A.
§3.2.68 PROPOSITION.
Tout opérateur d’une algèbre stellaire unitale est combinaison linéaire de quatre unitaires.
Démonstration. Soit A une algèbre stellaire unitale et c ∈ A. Alors c = ‖a‖ a‖a‖ + i‖b‖ b‖b‖ , où
a,b sont les hermitiens définis par :
a= c+ c
∗
2
b= c− c
∗
2i
Comme a‖a‖ = ua + va où ua = a+ i
p
1−a2 et va = a− i
p
1−a2 sont des unitaires, et que de
même b‖b‖ = ub+vb où ub et vb sont des unitaires, on a :
c= ‖a‖ua+‖a‖va+ i‖b‖ub+ i‖b‖vb
Donc c est bien combinaison linéaire de quatre unitaires. ,
§3.2.69 PROPOSITION.
Pour toute algèbre stellaire A, on a :
A+ = {u∗u | u ∈ A}
Démonstration. L’inclusion A+ ⊂ {u∗u | u ∈ A} est donnée par l’existence d’une racine carrée.
Il suffit donc de montrer l’autre inclusion.
On montre dans un premier temps que a = 0 lorsque −a∗a ∈ A+. Puisque Spec(−aa∗)−
{0}=Spec(−a∗a)−{0}, −aa∗ ∈ A+ car −a∗a ∈ A+. On écrit a= b+ ic avec b, c hermitiens. Alors
a∗a+aa∗ = 2b2+2c2 donc a∗a = 2b2+2c2−aa∗ ∈ A+. Donc Spec(a∗a)⊂R>0∩ (−R>0)= {0}.
D’où ‖a‖2 = ‖a∗a‖ = rad(a∗a)= 0 et donc a= 0.
Soit a ∈ A. Alors, si b = a∗a, b est un hermitien et on peut donc écrire b = b+− b− avec
b+,b− positifs. Si c = ab−, alors −c∗c =−b−a∗ab− =−b−(b+− b−)b− = (b−)3 ∈ A+. Donc c = 0,
et par conséquent (b−)3 = 0. Comme b− est positif, cela implique que b− = 0. Finalement, on a
montré que a∗a= b+. ,
Construction GNS
§3.2.70 La construction GNS (Gelfand-Naimark-Segal) est en quelque sorte l’équivalent du théorème
de Gelfand pour les algèbres stellaires non commutatives. En effet, le théorème de Gelfand
montre que toute algèbre stellaire commutative est l’algèbre des fonctions continues sur un
espace localement compact. De la même manière, la construction GNS caractérise l’ensemble
des algèbres stellaires (non nécessairement commutatives) en montrant que toute algèbre
stellaire A peut être représentée comme une ∗-sous-algèbre de L (H) pour un certain espace
de Hilbert H. C’est de là que vient le terme « construction » : la preuve consiste à construire
l’espace de Hilbert H sur lequel il sera possible de représenter A.
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§3.2.71 DÉFINITION (REPRÉSENTATION).
Une représentation d’une algèbre stellaire A est un couple (H,φ) où φ : A →L (H) est un ∗-
morphisme. Si φ est injectif, on dira que la représentation est fidèle.
§3.2.72 Soit maintenant τ une forme linéaire positive sur une algèbre stellaire A, c’est-à-dire que
τ(A+)⊂R>0. On définit alors Nτ = {a ∈ A | τ(a∗a)= 0}. On peut alors montrer que Nτ est un
idéal (gauche) fermé de A et que A/Nτ peut être muni d’un produit scalaire :
〈a,b〉 = τ(b∗a)
On note alors Hτ la complétion de A/Nτ par rapport à la norme induite.
§3.2.73 Soit a ∈ A un opérateur. On définit φ(a) de A/Nτ sur A/Nτ par :
φ(a)b= ab
On peut alors montrer que ‖φ(a)‖ 6 ‖a‖ et on définit φτ l’unique extension de φ à Hτ. On
montre alors que φτ est un ∗-morphisme.
§3.2.74 On a donc défini, pour chaque forme linéaire positive τ, une représentation (Hτ,φτ). On peut
alors définir la représentation universelle de A comme la somme directe sur l’ensemble des
formes linéaires positives τ des représentations (Hτ,φτ) :
(HU ,φU )= (
⊕
τ
Hτ,
⊕
τ
φτ)
§3.2.75 THÉORÈME.
Soit A une algèbre stellaire. Alors A possède une représentation fidèle. En particulier, la repré-
sentation universelle de A est fidèle.
3.3 Algèbres de von Neumann
Facteurs
Définition
§3.3.1 DÉFINITION (ALGÈBRE DE VON NEUMANN).
Une algèbre de von Neumann est une ∗-sous-algèbre de L (H) close pour la topologie forte
opérateur (SOT).
§3.3.2 Soit M ⊂L (H). On définit le commutant de M (dans L (H)) comme l’ensemble M′L (H) = {x ∈
L (H) | ∀m ∈M,mx= xm}. On omettra la plupart du temps la précision de l’algèbre ambiante
et on notera M′ le commutant de M lorsque le contexte sera suffisamment clair. On notera de
plus M′′ le bi-commutant (M′)′ de M.
§3.3.3 Le théorème suivant est la clef de voûte de la théorie des algèbres de von Neumann. Ce
théorème est particulièrement élégant, puisqu’il permet de montrer l’équivalence entre une
notion purement algébrique (être clos par passage au bi-commutant) et une notion purement
topologique (être clos pour la topologie forte opérateur).
§3.3.4 THÉORÈME (THÉORÈME DU BI-COMMUTANT DE VON NEUMANN).
Soit M une ∗-sous-algèbre de L (H) telle que 1L (H) ∈ M. Alors M est une algèbre de von Neu-
mann si et seulement si M =M′′.
§3.3.5 REMARQUE. Étant donné que la topologie forte opérateur (SOT) est plus faible que la topo-
logie de la norme, une algèbre de von Neumann est également close pour la topologie de la
norme, et par conséquent une algèbre stellaire. De plus, étant donné que M est le commutant
d’un ensemble d’opérateurs, M contient nécessairement l’identité de L (H), et est par consé-
quent une algèbre stellaire unitale. Il est donc possible de définir le calcul fonctionnel continu
pour tout opérateur normal de M.
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Facteurs et Intégrales directes
§3.3.6 Soit M une algèbre de von Neumann. On définit le centre de M comme l’algèbre de von Neu-
mann Z(M)=M∩M′.
§3.3.7 DÉFINITION (FACTEUR).
Un facteur est une algèbre de von Neumann M dont le centre est trivial, c’est-à-dire lorsque
Z(M)=C.1L (H).
§3.3.8 L’étude des algèbres de von Neumann peut être réduite à celle des facteurs. C’est l’un des
résultats les plus importants, dû à Murray et von Neumann [MvN36] : ils ont montré que
toute algèbre de von Neumann peut être écrite comme une intégrale directe de facteurs. Une
intégrale directe est une somme directe continue, tout comme une intégrale est une somme
continue. Une exposition complète de ce résultat se trouve dans le premier volume de Take-
saki [Tak01], section IV.8, page 264.
§3.3.9 L’idée est la suivante. Si A n’est pas un facteur, son centre Z(A) est une algèbre de von Neu-
mann commutative non triviale (différente de C). Supposons alors que Z(A) est une algèbre
diagonale, c’est-à-dire qu’il existe un ensemble dénombrable I (éventuellement fini) et une
famille (pi)i∈I de projections minimales disjointes deux à deux telle que
∑
i∈I pi = 1. Alors
les algèbres piA sont des facteurs, et l’on a A =⊕i∈I piA. Cependant, dans le cas général,
le centre Z(A) n’est pas nécessairement une algèbre diagonale, et peut contenir une sous-
algèbre diffuse, c’est-à-dire sans projections minimales. Il est alors nécessaire de considérer
une version continue de la somme directe : les intégrales directes.
§3.3.10 DÉFINITION.
Soit (X ,B,µ) un espace mesuré. Une famille (Hx)x∈X d’espaces de Hilbert est mesurable sur
(X ,B,λ) lorsqu’il existe une partition dénombrable (X i)i∈I de X telle que pour tout i ∈ I :
∃K, ∀x ∈ X i,Hx =K
où K est soit Cn (n ∈N) soit l2(N).
Une section (ξx)x∈X (ξx ∈Hx) est mesurable lorsque sa restriction à chacune des partitions
Xn est mesurable.
§3.3.11 DÉFINITION.
Soit (Hx)x∈X une famille mesurable d’espaces de Hilbert sur un espace mesuré (X ,B,λ).
L’intégrale directe
∫ ⊕
X Hxdλ(x) est l’espace de Hilbert dont les éléments sont les classes d’équi-
valence de sections mesurables modulo l’égalité presque partout, et le produit scalaire est
défini par :
〈(ξx)x∈X , (ζx)x∈X 〉 =
∫ ⊕
X
〈ξx,ζx〉dλ(x)
§3.3.12 Tout comme les algèbres stellaires commutatives sont exactement les algèbres des fonctions
continues sur les espaces de Hausdorff localement compacts, il est possible de montrer que
toute algèbre de von Neumann commutative est l’algèbre L∞(X ,B,λ) des fonctions mesu-
rables essentiellement bornées sur un espace mesuré (X ,B,λ).
§3.3.13 THÉORÈME.
SoitA une algèbre de von Neumann commutative. Alors il existe (Hx)x∈X une famille mesurable
d’espaces de Hilbert sur un espace mesuré (X ,B,λ) telle que A soit unitairement équivalente à
l’algèbre L∞(X ) agissant sur l’espace
∫ ⊕
X Hxdλ(x).
§3.3.14 Nous ne définirons pas ici ce qu’est une famille mesurable d’algèbres de von Neumann, ni ce
qu’est une intégrale directe d’algèbres de von Neumann. Nous nous contentons d’énoncer le
théorème fondamental que nous avons cité plus haut.
§3.3.15 THÉORÈME.
Toute algèbre de von Neumann est une intégrale directe de facteurs.
Démonstration. Voir le deuxième volume de Takesaki [Tak03a], Théorème IV.8.21 page 275.,
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Théorème de Sakai
§3.3.16 Nous avons défini pour l’instant les algèbres de von Neumann comme des sous-algèbres de
L (H) où H est un espace de Hilbert séparable. Nous en avons donc donné une définition
concrète, c’est-à-dire comme un ensemble d’opérateurs agissant sur un espace donné. Nous
avons vu dans le cas des algèbres stellaires que celles-ci pouvaient être définies de manière
abstraite, sans référence à un espace sous-jacent. De même, les algèbres de von Neumann
peuvent être caractérisées de manière abstraite, un résultat dû à Sakai [Sak71].
§3.3.17 DÉFINITION.
Soit M une algèbre de von Neumann. Le pré-dual M∗ de M est l’ensemble des formes li-
néaires continues 2 pour la topologie σ-faible (Définition §3.1.42).
§3.3.18 PROPOSITION.
Soit M une algèbre de von Neumann. Alors il existe un isomorphisme isométrique entre M et
(M∗)∗ — le dual (en tant qu’espace de Banach) du pré-dual de M.
Démonstration. Voir le premier volume de Takesaki [Tak01], Théorème II.2.6, page 70. ,
§3.3.19 La réciproque a été démontrée par Sakai [Sak71] et permet alors de caractériser exactement
les algèbres de von Neumann parmi les algèbres stellaires.
§3.3.20 THÉORÈME.
Une algèbre stellaire A est une algèbre de von Neumann si et seulement si il existe une algèbre
de Banach B dont A est le dual : A=B∗. L’algèbre B est de plus unique.
Démonstration. Voir le premier volume de Takesaki [Tak01], Théorème 3.5, page 133, ainsi
que le Corollaire 3.9, page 135. ,
Classification des facteurs
§3.3.21 Il existe une classification des facteurs fondée sur l’étude de l’ensemble des projections et
leurs isomorphismes (isométries partielles). On rappelle qu’une projection est un opérateur
p tel que p2 = p = p∗. Si M est un algèbre de von Neumann, on notera Π(M) l’ensemble
des projections dans M. On dit que deux projections p, q sont disjointes lorsque pq = 0. On
rappelle également qu’il existe un ordre partiel sur l’ensemble Π(L (H)) défini par p ¹ q si et
seulement si pq= p. Si M est une algèbre de von Neumann, la restriction de cet ordre partiel
à Π(M) définit bien entendu un ordre partiel.
§3.3.22 Un opérateur u tel que u∗u est une projection (ou, de manière équivalente, uu∗ est une pro-
jection) est une isométrie partielle (Proposition §3.2.62). Dans une algèbre de von Neumann
M, on peut définir une relation d’équivalence sur Π(M) par : p ∼M q lorsqu’il existe une
isométrie partielle u ∈M telle que uu∗ = p et u∗u= q.
L’ordre partiel sur l’ensemble des projections induit un nouvel ordre partiel -M sur les
classes d’équivalence de projections, c’est-à-dire sur Π(M)/∼M.
§3.3.23 REMARQUE. Comme nous l’avons déjà vu, p ¹ q signifie que pH est un sous-espace de qH.
Le fait que p ∼M q signifie que pH et qH sont isomorphes intérieurement (par rapport à M),
c’est-à-dire qu’il existe un isomorphisme entre elles qui est un élément de M. Par conséquent,
le fait que p-M q signifie que pH est isomorphe intérieurement à un sous-espace de qH, et
donc que pH est en quelque sorte intérieurement plus petit que qH.
§3.3.24 DÉFINITION.
Une projection p dans une algèbre de von Neumann M est dite infinie (dans M) lorsqu’il
existe q≺ p (c’est-à-dire une sous-projection propre) telle que q∼M p. Une projection est dite
finie lorsqu’elle n’est pas infinie.
2. On rappelle que l’on nomme généralement forme linéaire sur un espace vectoriel V une application linéaire de
V dans C, c’est-à-dire un élément du dual de V . Dans le cas où V est un espace vectoriel topologique, les éléments
du dual topologique de V sont donc les formes linéaires continues.
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§3.3.25 PROPOSITION.
Soit M une algèbre de von Neumann. Alors M est un facteur si et seulement si la relation -M
est un ordre total.
Démonstration. Voir le premier volume de Takesaki [Tak01], Proposition V.1.3 page 291 et
Théorème V.1.8 page 293. ,
Pour énoncer le théorème suivant, nous utiliserons une légère variante de la notion usuelle
de type d’ordre : nous distinguerons l’élément noté ∞ de tout autre élément, considérant
que ∞ représente une classe de projections infinies. Par exemple, {0,1} et {0,∞} doivent être
considérés comme des types d’ordre distincts puisque le premier ne contient pas d’éléments
infinis contrairement au second.
§3.3.26 PROPOSITION (TYPE D’UN FACTEUR).
Soit M un facteur. On dira que :
– M est de type In lorsque -M est du même type d’ordre que {0,1, . . . ,n} ;
– M est de type I∞ lorsque -M est du même type d’ordre que N∪ {∞} ;
– M est de type II1 lorsque -M est du même type d’ordre que [0,1] ;
– M est de type II∞ lorsque -M est du même type d’ordre que R>0∪ {∞} ;
– M est de type III lorsque -M est du même type d’ordre que {0,∞}, c’est-à-dire que toutes
les projections non nulles sont infinies.
De plus, -M ne peut être d’un autre type d’ordre.
Démonstration. Voir le premier volume de Takesaki [Tak01], Corollaire V.1.20 page 297. ,
On peut montrer qu’un facteur de type In est isomorphe à Mn(C), l’algèbre des matrices
carrées n×n à coefficients complexes. Un facteur de type I∞ est isomorphe à L (H).
§3.3.27 REMARQUE. Suivant la remarque précédente §3.3.23, lorsque nous nous restreignons à une
sous-algèbre de L (H), nous perdons nécessairement des opérateurs, et plus particulièrement
des isométries partielles. Il y a une analogie à faire ici avec le fait qu’il soit possible de trouver
des ensembles non dénombrables dans un modèle dénombrable de la théorie des ensembles
(paradoxe de Skolem). L’explication de ce semblant de contradiction est qu’un ensemble X est
intérieurement non-dénombrable car il n’existe pas de bijection à l’intérieur du modèle entre
ω et X , mais il reste extérieurement dénombrable car il existe une telle bijection à l’extérieur
du modèle. Ici, nous sommes dans une situation similaire : il se peut que les sous-espaces pH
et qH définis par des projections p, q soient isomorphes, mais qu’il faille sortir de M pour s’en
rendre compte (c’est-à-dire que toute isométrie partielle de pH sur qH est à l’extérieur de M).
Les sous-espaces sont donc non isomorphes du point de vue de M, même s’ils le sont du point
de vue de L (H).
§3.3.28 DÉFINITION.
Une trace τ sur une algèbre de von Neumann M est une fonction de M+ dans [0,∞] satisfai-
sant :
1. τ(x+ y)= τ(x)+τ(y) pour tous x, y ∈M+ ;
2. τ(λx)=λτ(x) pour tous x ∈M+ et λ> 0 ;
3. τ(x∗x)= τ(xx∗) pour tout x ∈M.
On dira que τ est :
– fidèle si τ(x)> 0 pour tout x 6= 0 dans M+ ;
– finie lorsque τ(1)<∞ ;
– semi-finie lorsque pour tout élément x de M+ il existe un élément y ∈M+ tel que x− y ∈
M+ (on dit que x majore y) et τ(y)<∞ ;
– normale lorsque τ(sup{xi})= sup{τ(xi)} pour toute suite généralisée croissante et bornée
{xi} dans M+.
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§3.3.29 THÉORÈME.
Si M est un facteur fini (c’est-à-dire que l’identité est finie), alors il existe une trace τ fidèle,
normale et finie. De plus, toute autre trace ρ fidèle, normale et finie est nécessairement propor-
tionnelle à τ.
Si M est de type II1, on appellera trace normalisée l’unique trace T fidèle, normale et finie
telle que T(1)= 1.
Démonstration. Voir le premier volume de Takesaki [Tak01], Théorème V.2.6 page 312. ,
§3.3.30 REMARQUE. Puisque les opérateurs positifs dans M génèrent l’algèbre de von Neumann M,
une trace finie τ s’étend de manière unique à une forme linéaire positive sur M que l’on notera
abusivement τ. En particulier, tout opérateur a dans un facteur de type II1 a une trace (finie).
§3.3.31 DÉFINITION.
Une algèbre de von Neumann M est hyperfinie s’il existe une famille dirigée Mi de ∗-sous-
algèbres de M de dimension finie telle que l’union ∪iMi est dense dans M pour la topologie
σ-faible.
§3.3.32 REMARQUE. L’hyperfinitude d’un facteur M doit être comprise comme le fait que les opéra-
teurs dans M peuvent être approximés par des matrices — c’est-à-dire par des opérateurs
agissant sur un espace de Hilbert de dimension finie.
§3.3.33 THÉORÈME.
Le facteur hyperfini R de type II1 est unique à isomorphisme près.
Démonstration. Voir le troisième volume de Takesaki [Tak03b], Théorème XIV.2.4 page 97.,
§3.3.34 THÉORÈME.
Le facteur hyperfini R0,1 de type II∞ est unique à isomorphisme près. En particulier, il est
isomorphe à l’algèbre de von Neumann définie comme le produit tensoriel L (H)⊗R.
Démonstration. Voir le troisième volume de Takesaki [Tak03b], Théorème XVI.1.22 page 236.,
Algèbre d’un Groupe et Produits Croisés
§3.3.35 DÉFINITION.
Une action d’un groupe topologique G sur une algèbre de von Neumann M est un homomor-
phisme continu de G dans Aut(M).
§3.3.36 DÉFINITION (PRODUIT CROISÉ).
Soit (H,ρ) une représentation d’une algèbre de von Neumann M, G un groupe localement
compact, et α une action de G sur M. Soit K= L2(G,H) l’espace de Hilbert des fonctions de G
dans H de carré sommable. On définit des représentations piα de M et λ de G sur K comme
suit :
(piα(x).ξ)(g) = ρ(α(g)−1(x))ξ(g)
(λ(g).ξ)(h) = ξ(g−1h)
L’algèbre de von Neumann sur K engendrée par piα(M) et λ(G) est appelée le produit croisé
de la représentation (H,ρ) de M par α et sera notée (H,ρ)oαG.
§3.3.37 DÉFINITION.
Le produit croisé d’une algèbre de von Neumann M par une action α d’un groupe localement
compact G — noté simplement MoαG — est défini comme le produit croisé de la représen-
tation standard de M (voir Théorème §3.3.54) par α.
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§3.3.38 THÉORÈME (TAKESAKI [TAK03A], THEOREM 1.7 PAGE 241).
Soit (H,ρ) et (K,ρ′) deux représentations fidèles d’une algèbre de von Neumann M, et α une
action d’un groupe localement compact G sur M. Il existe alors un isomorphisme entre les
algèbres (H,ρ)oαG et (K,ρ′)oαG.
§3.3.39 DÉFINITION (ALGÈBRE D’UN GROUPE).
Soit G un groupe. On définit l’algèbre de von Neumann de G comme le produit croisé CoαG,
où α(g)= Id pour tout g ∈G.
§3.3.40 DÉFINITION (GROUPE I.C.C.).
Un groupe est dit I.C.C. (pour Infinite Conjugacy Class) lorsque la classe de conjugaison de
tout élément (en dehors de l’identité) est infinie.
§3.3.41 PROPOSITION.
L’algèbre de von Neumann CoG d’un groupe G est un facteur si et seulement si G est I.C.C.
Démonstration. Voir par exemple dans le livre de Sinclair et Smith [SS08]. ,
§3.3.42 DÉFINITION (GROUPE MOYENNABLE).
Un groupe topologique de Hausdorff localement compact est moyennable lorsqu’il existe une
forme φ : L∞(G,R)→R qui est :
– bornée et telle que φ(1)= 1 ;
– positive : si ∀g ∈G, f (g)> 0, alors φ( f )> 0) ;
– G-invariante à gauche : pour tout g ∈ G, φ(g. f ) = φ( f ) où f .g : G → R est définie par
h 7→ f (g−1h).
§3.3.43 Par exemple, les groupes commutatifs sont moyennables, et la classe des groupes moyen-
nables est close pour un certain nombre d’opérations, comme par exemple le produit semi-
direct (le lecteur peut consulter par exemple le livre de Lück [Lüc02] pour plus de détails).
§3.3.44 THÉORÈME.
L’algèbre de von Neumann CoG d’un groupe G est hyperfinie si et seulement si G est moyen-
nable.
Démonstration. Voir par exemple dans le livre de Sinclair et Smith [SS08]. ,
§3.3.45 DÉFINITION (GROUP MEASURE SPACE CONSTRUCTION).
Soit (Ω,µ) un espace mesuré standard σ-fini, et G un groupe séparable localement compact
agissant sur (Ω,µ) par l’action T. Alors l’action T induit une action α de G sur l’algèbre de
von Neumann commutative L∞(Ω,µ) par :
αg(a)(ω)= a(T−1g (ω)) g ∈G, a ∈L∞(Ω,µ), ω ∈Ω
Le produit croisé L∞(Ω,µ)oα G correspond à la construction nommée group-measure space
construction introduite par Murray et von Neumann [MvN36] associée au triplet (Ω,µ,G)
selon l’action T.
§3.3.46 DÉFINITION (ACTIONS LIBRES ET ERGODIQUES).
On dit qu’une action T de G sur (Ω,µ) est libre si pour tout sous-ensemble compact K de G
tel que 1 6∈ K et pour tout borélien E de Ω avec µ(E) > 0, il existe un borélien F ⊂ E tel que
µ(F)> 0 et Ts(F)∩F =; pour tout s ∈K .
L’action T est dite ergodique si ∀s ∈G,Ts(E)=E implique µ(E)= 0 ou µ(Ω−E)= 0.
§3.3.47 PROPOSITION (THÉORÈME 1.7, [TAK03B] P.7).
Si l’action α de G sur (Ω,µ) est libre et ergodique, alors R = L∞(Ω,µ)oα G est un facteur. De
plus, il est de type II∞ si et seulement si
1. l’action n’est pas transitive ;
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2. il existe une mesure ν équivalente à µ telle que
δG(s)
dν◦Ts
dν
(ω)= 1 ∀s ∈G, ∀ω ∈Ω
où δG est la fonction modulaire 3 de G ;
3. lorsque G est discret, µ est une mesure infinie.
§3.3.48 Une généralisation de cette construction a été introduite par Krieger [Kri70] qui a défini,
étant donné une relation d’équivalence ergodique S, le facteur de Krieger K(S). Cette construc-
tion est assez complexe, et nous nous contenterons d’utiliser quelques résultats. Nous ne défi-
nirons pas les facteurs de Krieger explicitement, et renvoyons le lecteur au troisième volume
du livre de Takesaki [Tak03b] pour les preuves des théorèmes qui suivent.
§3.3.49 PROPOSITION (PROPOSITION 4.9, [TAK03B] P.71).
Soit G un groupe discret moyennable agissant sur un espace mesuré standard σ-fini (X ,µ) par
des transformations non singulières 4. Alors le groupoïde mesuré principal induit {G , X ,µ} est
moyennable.
§3.3.50 THÉORÈME (ZIMMER [ZIM77]).
Un facteur de Krieger est hyperfini si et seulement si la relation d’équivalence ergodique cor-
respondante est moyennable.
§3.3.51 COROLLAIRE.
L’algèbre de von Neumann engendrée par l’action d’un groupe discret moyennable agissant sur
un espace mesuré σ-fini par des transformations non-singulières est un facteur hyperfini.
Démonstration. Par définition, une relation d’équivalence ergodique est moyennable si et
seulement si son groupoïde mesuré principal l’est. Le résultat est donc une conséquence tri-
viale de la Proposition §3.3.49 et du Théorème §3.3.50. ,
Nous allons définir le facteur l∞(R,µ)oG, où µ est la mesure de Lebesgue et G est le
groupe des translations rationnelles. Nous allons montrer qu’il s’agit du facteur hyperfini de
type II∞.
§3.3.52 PROPOSITION.
Soit R0,1 l’algèbre de von Neumann définie par l∞(R,µ)oQ, où µ est la mesure de Lebesgue
sur R, et Q est le groupe des nombres rationnels agissant sur R par translation. Alors R0,1 est
le facteur hyperfini de type II∞.
Démonstration. Remarquons que dans la construction le groupe G est supposé localement
compact, donc topologique. On considèrera Q muni de la topologie discrète. On montre que
l’action de G sur L∞(R,µ) est libre et ergodique. Ceci montrera, par la Proposition §3.3.47,
que R0,1 est un facteur.
– Liberté. On choisit un sous-ensemble compact K ⊂Q∗ et un sous-ensemble mesurable
E ⊂R avec µ(E)> 0. Alors, puisque K est compact, il existe un élément m de K tel que
pour tout x ∈ K , |m| 6 |x|. De plus, puisque µ(E) > 0, il existe au moins un intervalle
[x0, z0], avec z0 = x0+ |m|/2 tel que F = E∩ [x0, z0] vérifie µ(F) > 0. Alors, puisque F ∩
Tg(F)=; pour tout g ∈K , l’action de Q est libre.
3. La notion de fonction modulaire est liée à celle de mesure de Haar. On rappelle qu’une mesure de Haar sur
un groupe topologique G est une mesure de Borel µ invariante par translation à gauche : µ(gA) = µ(A) pour tout
g ∈G et tout ensemble mesurable A de G. L’existence de telles mesures est assurée dans le cas où G est un groupe
localement compact, et si µ,µ′ sont deux mesures de Haar sur G, alors µ=αµ′ pour un nombre réel positif α que l’on
notera abusivement µ/µ′. Comme une translatée à droite µ.h : A 7→ µ(Ah) d’une mesure de Haar µ est toujours une
mesure de Haar, on peut alors définir le morphisme de groupe δG : G →R∗>0 par δG (h)= µ/(µ.h). Le morphisme δG
est appelé la fonction modulaire de G.
4. On rappelle que T est une transformation non-singulière si elle est bijective, bi-mesurable, et satisfait
µ(T−1B)= 0⇔µ(B)= 0.
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– Ergodicité. On suppose qu’il existe un sous-ensemble mesurable E ⊂R tel que Tg(E)=
E pour tout g ∈Q. On définit une mesure µE par µE(X )=µ(E∩X ), pour tout X ∈S , où
S est la σ-algèbre des boréliens de la droite réelle. On a alors µE(Tg X )= µ(E∩Tg X )=
µ(Tg−1 E∩X )=µ(E∩X )=µE(X ). Donc tous les intervalles de la forme [a,a+1[, où a ∈Q
ont la même mesure µE([a,a+1[)= c. De plus, on peut montrer que pour tout n ∈N∗, on
a µE([a,a+1/n[)= c/n pour tout a ∈Q en écrivant [a,a+1[ comme l’union disjointe de n
copies de l’intervalle [a,a+1/n[. Puisque l’ensemble S des boréliens de la droite réelle
est engendré par ces intervalles, on obtient µE(X )= cµ(X ) pour tout X ∈S . En posant
X = Ec, on a 0 = µ(E∩Ec) = µE(Ec) = cµ(Ec). Donc, soit c = 0 soit µ(Ec) = 0. Puisque
c= 0 implique que µ(E)= 0, on a montré que l’action de Q est ergodique.
De plus, puisqu’il est clair que l’action de Q sur R n’est pas transitive et qu’elle laisse la
mesure invariante, et puisque µ(R)=∞ et Q est unimodulaire 5, on en déduit que R0,1 est un
facteur de type II∞.
Le groupe Q est considéré avec la topologie discrète, et il est évidemment moyennable (il
est commutatif). De plus, il agit sur (R,µ) par les translations Tq : x 7→ x+ q pour x ∈ R et
q ∈ Q qui sont clairement des transformations non-singulières. Par le Corollaire §3.3.51 on
peut alors conclure que R0,1 est le facteur hyperfini de type II∞. ,
Représentation Standard
§3.3.53 L’un des résultats majeurs relativement récent dans la théorie des algèbres de von Neumann
est que toute algèbre de von Neumann admet une représentation standard satisfaisant cer-
taines propriétés.
§3.3.54 THÉORÈME (HAAGERUP [HAA75]).
Soit M une algèbre de von Neumann. Alors il existe un espace de Hilbert H, une algèbre de von
Neumann S⊂L (H), une involution antilinéaire isométrique J :H→H et un cône P clos pour
(·)∗ tels que :
– M et S sont isomorphes ;
– JMJ =M′ ;
– JaJ = a∗ pour a ∈Z(M) ;
– Ja= a pour a ∈P ;
– aJaJP=P pour tout a ∈M.
Le quadruplet (S,H, J,P) est la forme standard de l’algèbre M.
Démonstration. Voir le second volume de Takesaki [Tak03a], Section IX.1, page 142. ,
§3.3.55 Dans le cas d’une algèbre de von Neumann M munie d’une trace fidèle, normale et semi-finie,
il existe une construction d’une représentation standard relativement simple à comprendre.
On définit l’idéal nτ = {x ∈M | τ(x∗x) <∞} (on remarque que dans le cas d’une algèbre finie,
nτ =M). On considère alors la forme (·, ·) sur M définie par :
(x, y)= τ(y∗x)
Il s’agit d’une forme sesquilinéaire par la linéarité de la trace et l’antilinéarité de l’involution.
Comme de plus x∗x est un opérateur positif, τ(x∗x)> 0. On a donc défini un produit scalaire
sur nτ, et on définit alors l’espace de Hilbert L2(M,τ) comme la complétion de nτ (M dans le
cas d’une algèbre finie) muni de la distance induite par la norme ‖x‖2 = τ(x∗x)
1
2 .
§3.3.56 On peut alors montrer que pour tout élément a ∈M et tout élément x ∈ nτ :,
‖ax‖2 6 ‖a‖‖x‖2
‖xa‖2 6 ‖a‖‖x‖2
On note alors piτ (resp. pi′τ) la représentation de M sur L2(M,τ) par multiplication à gauche
(resp. à droite).
5. Un groupe G est unimodulaire lorsque la fonction modulaire δG est constante égale à 1. En particulier, tout
groupe commutatif est unimodulaire.
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§3.3.57 On remarque que l’opération (·)∗ est une isométrie pour la norme ‖·‖2. Elle s’étend donc à une
isométrie antilinéaire J : L2(M,τ)→ L2(M,τ). On montre alors que :
– piτ (resp. pi′τ) est une représentation (resp. antireprésentation 6) fidèle ;
– piτ(M)′ =pi′τ(M) et pi′τ(M)′ =piτ(M) ;
– Jpiτ(a)J =pi′τ(a∗) pour tout a ∈M.
Sous Algèbres Commutatives Maximales
§3.3.58 Nous commençons par énoncer un théorème utile affirmant que deux sous algèbres commu-
tatives maximales diffuses de L (H) sont unitairement équivalentes. Nous utiliserons ce ré-
sultat afin d’interpréter la promotion dans le cadre de la GdI5 au Chapitre 10. Nous énonçons
également un théorème de classification des sous algèbres commutatives maximales deL (H).
§3.3.59 PROPOSITION.
Soit A une sous-algèbre commutative maximale de L (H) ne possédant pas de projections
minimales (non nulles) — on dit dans ce cas que A est diffuse. Alors il existe un unitaire
U :H→ L2([0,1]) tel que UAU∗ = L∞([0,1]).
Démonstration. Voir le livre de Sinclair et Smith [SS08]. ,
§3.3.60 THÉORÈME.
Soit A une sous-algèbre commutative maximale de L (H). On est alors dans l’un des cas sui-
vants :
– soit A est unitairement équivalente à L∞([0,1]) (cas diffus) ;
– soit A est unitairement équivalente à D une algèbre diagonale (cas discret) ;
– soit A est unitairement équivalente à D⊕L∞([0,1]), où D est une algèbre diagonale (cas
mixte) ;
Démonstration. Voir le livre de Sinclair et Smith [SS08]. ,
§3.3.61 Concernant les sous-algèbres commutatives maximales de L (H) les choses sont donc claires,
et on possède une classification complète de celles-ci. Dans le cas des algèbres de von Neu-
mann de type II1, les choses sont bien plus complexes, et de nombreux travaux traitent de ce
sujet. Si A et B sont des sous-algèbres commutatives maximales d’une algèbre M, celles-ci
peuvent être « isomorphes » de trois manières différentes :
– elles peuvent être isomorphes en tant qu’algèbres de von Neumann — c’est la notion la
plus faible ;
– il peut exister un automorphisme Φ de M tel que Φ(A) =B ; on dit alors que A et B
sont conjuguées ;
– il peut exister un unitaire U tel que UAU∗ =B — c’est la notion la plus forte ; on dit
dans ce cas que A et B sont unitairement équivalentes.
§3.3.62 Nous présenterons dans un premier temps la classification des sous-algèbres commutatives
maximales de Dixmier [Dix54], qui est fondée sur l’algèbre engendrée par le normalisateur.
Remarquons que cette classification n’est pas exhaustive ! Nous énoncerons de plus quelques
résultats qui nous seront utiles dans le Chapitre 10. Dans la section suivante, nous présen-
terons l’invariant de Pukansky, un invariant plus précis que les notions de sous-algèbres
singulières, semi-régulières et régulières de Dixmier.
§3.3.63 DÉFINITION (NORMALISATEUR).
Soit M une algèbre de von Neumann, et A une sous-algèbre de von Neumann de M. On notera
NM(A) le normalisateur de A dans M, défini par :
NM(A)= {u ∈M | u unitaire, uAu∗ =A}
On notera NM(A) l’algèbre de von Neumann engendrée par le normalisateur NM(A).
6. Une antireprésentation est une représentation qui inverse la multiplication : pi′τ(xy)=pi′τ(y)pi′τ(x).
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§3.3.64 DÉFINITION (GROUPOÏDE NORMALISANT).
Soit M une algèbre de von Neumann, et A une sous-algèbre de von Neumann de M. On notera
GM(A) le groupoïde normalisant de A dans M défini par :
GM(A)= {u ∈M | uu∗u= u,uu∗ ∈A,u∗u ∈A,uAu∗ ⊂A}
On notera GM(A) l’algèbre de von Neumann engendrée par GM(A).
§3.3.65 Jacques Dixmier [Dix54] a proposé une classification des sous-algèbres commutatives maxi-
males d’un facteur de type II1 en fonction de l’algèbre de von Neumann engendrée par son
normalisateur. Il faut remarquer que cette classification n’est pas exhaustive (on construit un
exemple dans le paragraphe §3.3.86).
§3.3.66 DÉFINITION (CLASSIFICATION DE DIXMIER).
Soit M un facteur, et P une sous-algèbre commutative maximale de M. On distingue alors
trois cas :
1. Si NM(P)=M, on dit que P est une sous-algèbre commutative maximale régulière ou
de Cartan.
2. Si NM(P)=K, où K est un facteur, on dit que P est semi-régulière.
3. Si NM(P)=P, P est dite singulière.
§3.3.67 Les trois résultats suivants peuvent être trouvés dans la littérature. Les deux premières
propositions peuvent être trouvées avec leur preuve, dans un livre dédié aux sous-algèbres
commutatives maximales des algèbres de von Neumann finies ([SS08]). La troisième est une
généralisation récente [Chi07] d’un résultat qui était déjà connu pour les sous-algèbres com-
mutatives maximales singulières.
§3.3.68 THÉORÈME (DYE, [DYE63]).
Soit M une algèbre de von Neumann avec une trace fidèle σ-faiblement continue, et A ⊂M
une sous-algèbre commutative maximale de M. Alors l’ensemble GM(A) est contenu dans le
sous-espace vectoriel de M engendré par NM(A).
§3.3.69 COROLLAIRE.
Sous les hypothèses du théorème précédent, les algèbres de von Neumann NM(A) et GM(A)
sont égales.
§3.3.70 THÉORÈME (JONES & POPA, [JP82]).
Soit M un facteur de type II1, et A⊂M une sous-algèbre commutative maximale. Soit p, q ∈A
des projections de traces égales. Alors, siNM(A) est un facteur, il existe une isométrie partielle
v0 ∈GM(A) telle que p= v0v∗0 et q= v∗0 v0.
§3.3.71 THÉORÈME (CHIFAN, [CHI07]).
Soit M1 et M2 des facteurs de type II1. Pour i = 1,2, soit Ai une sous-algèbre commutative
maximale de Mi. Alors :
NM1⊗M2 (A1⊗A2)=NM1 (A1)⊗NM2 (A2)
§3.3.72 THÉORÈME (CONNES, FELDMAN ET WEISS [CFW81]).
Soit A,B deux sous-algèbres commutatives maximales régulières du facteur hyperfini R de
type II1. Alors A et B sont unitairement équivalentes.
Invariant de Pukansky
§3.3.73 Pukansky [Puk60] a défini un invariant pour une sous-algèbre commutative maximale A
d’un facteur de type II1 séparable, basé sur la décomposition de type I de (A∪ JAJ)′, où J
est l’isométrie anti-linéaire Jx= x∗ sur L2(N). Cette algèbre est le commutant d’une algèbre
commutative et est donc de type I, et elle se décompose donc en une somme directe de facteurs
de type In (avec éventuellement n =∞). L’invariant de Pukansky est alors essentiellement
l’ensemble des valeurs de n apparaissant dans cette décomposition.
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§3.3.74 Soit A une sous-algèbre commutative maximale d’un facteur N de type II1 séparable avec
une trace normale et fidèle τ, soit J l’isométrie anti-linéaire Jx= x∗ sur L2(N) et ξ le vecteur
de L2(N) correspondant à l’identité de N. On définit eA la projection de L2(N) sur L2(A).
On notera BA l’algèbre commutative engendrée par A∪ JAJ. Le lemme suivant permet de
justifier la définition de l’invariant de Pukansky.
§3.3.75 LEMME.
Soit N un facteur de type II1 séparable représenté sur L2(N) et A une sous-algèbre commutative
maximale de N. Alors eA ∈BA et eA est une projection centrale dans B′A.
Démonstration. Voir le Chapitre 7 du livre de Sinclair et Smith [SS08]. ,
§3.3.76 DÉFINITION.
Soit A une sous-algèbre commutative maximale d’un facteur N de type II1 séparable. On
définit l’invariant de Pukansky Puk(A,N) de A dans N — généralement noté Puk(A) lorsqu’il
ne peut y avoir de confusion sur le contexte — comme l’ensemble des n ∈ N∪ {∞} tels que
(1− eA)B′A possède une partie de type In.
En cas d’ambiguïté, on pourra inclure le facteur N dans la notation et on écrira alors
Puk(A,N).
§3.3.77 En ôtant la projection eA de B′A, on supprime la partie B
′
AeA =BAeA qui est abélienne pour
toute sous-algèbre commutative maximale A. Cela permet d’obtenir un meilleur invariant
puisque son inclusion ajouterait l’entier 1 à tous les invariants de Pukansky, et il serait alors
impossible de distinguer les algèbres d’invariants {2} de celles d’invariants {1,2}.
§3.3.78 L’invariant de Pukansky vérifie que si A et B sont deux sous-algèbres commutatives maxi-
males unitairement équivalentes d’un facteur M de type II1, alors Puk(A) = Puk(B). En re-
vanche, la réciproque n’est pas vraie ! On peut même trouver quatre sous-algèbres A,B,C,D
de même invariant (égal à {1}) avec A régulière, B semi-régulière, C singulière, et D qui n’est
ni singulière, ni semi-régulière, ni régulière ! L’invariant de Pukansky est cependant souvent
utile et nous nous servirons de certains résultats dans le Chapitre 10.
§3.3.79 Les quatre théorèmes suivants peuvent se trouver dans le livre de Sinclair et Smith [SS08].
§3.3.80 PROPOSITION.
Soit N un facteur de type II1 et A une sous-algèbre commutative maximale de N. Si A est
régulière, alors Puk(A)= {1}.
§3.3.81 PROPOSITION.
Soit N un facteur de type II1 et A une sous-algèbre commutative maximale de N. Les assertions
suivantes sont équivalentes :
– A est une sous-algèbre commutative maximale de L (L2(N)) ;
– Puk(A)= {1}.
§3.3.82 PROPOSITION.
Soit N un facteur de type II1 et A une sous-algèbre commutative maximale de N.
– Si Puk(A)⊂ {2,3,4, . . . ,∞}, A est singulière.
– Si N(A) 6=A, alors 1 ∈Puk(A).
§3.3.83 PROPOSITION.
Soit A (resp. B) une sous-algèbre commutative maximale d’un facteur M (resp. N) de type II1.
Alors :
Puk(A⊗B)=Puk(A)∪Puk(B)∪Puk(A)Puk(B)
où Puk(A)Puk(B)= {a×b | a ∈Puk(A),b ∈Puk(B)}.
§3.3.84 Nous avons énoncé plus haut qu’il était possible de trouver quatre sous-algèbres commuta-
tives maximales A,B,C,D du facteur hyperfini R de type II1 telles que toutes soient de même
invariant de Pukansky, et telles que A soit régulière, B soit semi-régulière, C soit singulière,
etD soit hors de la classification de Dixmier (on dira queD n’est pas Dixmier-classifiable). Les
sous-algèbres régulières sont nécessairement d’invariant de Pukansky {1}. De plus, il existe
des sous-algèbres commutatives maximales régulières du facteur hyperfini R (par exemple
en considérant une construction de R par un produit croisé [SS08]). Nous avons donc bien
notre sous-algèbre A.
§3.3.85 D’un autre côté, Stuart White [Whi06] a montré que les sous-algèbres commutatives maxi-
males de Tauer ont toute pour invariant de Pukansky le singleton {1}. Or il existe des sous-
algèbres commutatives maximales de Tauer singulières [WS07] et semi-régulières [Whi06]
dans le facteur hyperfini. Nous avons donc bien l’existence de deux sous-algèbres commuta-
tives maximales B semi-régulière et C singulière telles que Puk(B)=Puk(C)= {1}.
§3.3.86 Or, puisqu’il existe des sous-algèbres commutatives maximales singulières d’invariant de Pu-
kansky égal à {1}, il existe également des sous-algèbres commutatives maximales ni régulières
ni semi-régulières ni singulières dont l’invariant de Pukansky est égal au singleton {1}. En
effet, si A est commutative maximale singulière telle que Puk(A)= {1}, on considère A⊗Q où
Q est une sous-algèbre commutative maximale régulière (donc Puk(Q)= {1}) de R⊗R. On a
alors que Puk(A⊗Q) = {1} par la Proposition §3.3.83, et de plus, en utilisant la Proposition
§3.3.71, on obtient :
NR⊗R(A⊗Q)=NR(A)⊗NR(Q)=A⊗R
Or le centre de A⊗R est égal à A⊗C car A est commutative et que le commutant d’un produit
tensoriel est égal au produit tensoriel des commutants (un résultat dû à Tomita). Donc A⊗R
n’est pas un facteur, ce qui implique que A⊗Q n’est ni semi-régulière ni régulière. Puisque
de plus A⊗Q est évidemment distincte de A⊗R, on en déduit que A⊗Q n’est pas non plus
singulière : elle est donc en dehors de la classification de Dixmier. Comme R⊗R est isomorphe
à R, il suffit de alors choisir un isomorphisme φ pour définir D = φ(A⊗Q) une sous-algèbre
commutative maximale de R non Dixmier-classifiable telle que Puk(D)= {1}.
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4.1 Les premières géométries de l’interaction
Premières GdIs : Nilpotence
§4.1.1 Le premier article sur la géométrie de l’interaction [Gir89a] se place déjà dans des algèbres
d’opérateurs, qui procurent une généralisation naturelle des permutations par le biais des
isométries partielles. En effet, il est nécessaire d’avoir des objets infinis afin de représenter
les exponentielles, et il est relativement naturel de généraliser les permutations finies par les
permutations d’une base d’un espace de Hilbert de dimension infinie. Ceci revient en fait à
considérer les isométries partielles qui normalisent une sous-algèbre commutative fixée.
§4.1.2 On commence donc par fixer un espace de Hilbert H de dimension infinie (dénombrable), et
une sous-algèbre maximale commutative A⊂L (H). On supposera que H= l2(N) et que A est
l’algèbre maximale commutative des opérateurs diagonaux dans la base (δi,n)n∈N. On peut
alors définir des opérateurs 1 d, g ∈ GL (H)(A) tels que dd∗ + gg∗ = 1 et d∗d = g∗g = 1. On
choisira ici d((xn)n∈N = (x2n)n∈N et g((xn)n∈N = (x2n+1)n∈N. Si pi est une projection dans A il
est immédiat que dpid∗ (respectivement gpig∗) est une projection dans A, donc dAd∗ ⊂ A
(respectivement gAg∗ ⊂A) puisque A est engendrée par ses projections. De plus, d et g sont
des isométries partielles et les projections dd∗ et gg∗ sont dans A, donc d et g sont bien des
éléments de GL (H)(A).
Si u ∈L (l2(N)), on notera d(u) (resp. g(u)) l’opérateur dud∗ (resp. gug∗).
§4.1.3 On se restreindra dans la suite aux éléments de G(A). On définit maintenant une notion
d’orthogonalité basée sur la nilpotence.
§4.1.4 DÉFINITION.
Deux éléments u,v de G(A) sont orthogonaux — noté u⊥ v — lorsque uv est nilpotent, c’est-
à-dire lorsqu’il existe un entier n tel que (uv)n = 0.
Cette notion d’orthogonalité permet de définir les types comme des ensembles clos par
bi-orthogonal.
§4.1.5 DÉFINITION (TYPES).
Un type est un ensemble d’éléments de G(A) clos par bi-orthogonal, c’est-à-dire un ensemble
T ⊂G(A) tel que T⊥⊥ =T.
La construction du tenseur se fait à l’aide des opérateurs d et g qui internalisent la somme
directe. En effet, l’espace de Hilbert H vérifie H∼=H⊕H.
§4.1.6 DÉFINITION.
Si A,B sont des types, le produit tensoriel de A et B est défini par :
A⊗B= {d(u)+ g(v) | u ∈ A,v ∈B}⊥⊥
On notera u¯ v = d(u)+ g(v). Par les Propositions §10.2.20 et §10.2.21 on montre que si u,v
sont dans le groupoïde normalisant GL (H)(A) alors u¯v ∈GL (H)(A).
On doit également définir l’implication linéaire. Celle-ci est définie à travers la formule
d’exécution :
§4.1.7 DÉFINITION.
Soit u,v des éléments de G(A) tels que u ⊥ d(v). L’exécution de u et d(v), que l’on notera
u ::d(v), est définie par :
u ::d(v)= (1−dd∗)(1−ud(v))−1(1−dd∗)
Comme u ⊥ d(v), l’inverse de 1−ud(v) existe toujours et est défini par la série ∑∞i=0(ud(v))i.
On peut montrer que 2 si u et d(v) sont dans GL (H)(A), alors u ::d(v) ∈GL (H)(A).
1. On rappelle que GL (H)(A) est le groupoïde normalisant de A (Définition §3.3.64).
2. Nous ne faisons pas ici cette démonstration, mais celle-ci est presque similaire à la preuve de la Proposition
§10.2.24.
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La propriété importante qui permet de s’assurer que l’on peut interpréter les connecteurs
multiplicatifs de la logique linéaire est l’adjonction.
§4.1.8 PROPOSITION (ADJONCTION).
Si u,v,w sont des éléments de G(A), alors :
f ⊥ u¯v⇔ ( f ⊥ d(u))∧ ( f ::d(u)⊥ g(v))
§4.1.9 THÉORÈME.
Si A,B sont des types, on considère l’ensemble A(B défini par :
A(B= { f ∈G(A) | ∀u ∈ A,∃v ∈B, f ::d(u)= g(v)}
Cet ensemble est un type, et vérifie :
A(B= (A⊗B⊥)⊥
Démonstration. Soit f ∈ A(B, u ∈ A et v′ ∈B⊥. Alors f ::d(u)= g(v) où v est un élément de
B, donc f ⊥ d(u) et f ::d(u)⊥ g(v′). Donc f ⊥ u¯v′. On a donc f ∈ (A⊗B⊥)⊥.
Inversement, si f ∈ (A⊗B⊥)⊥, alors f ⊥ u¯ v′ pour tout u ∈ A,v′ ∈B⊥, et donc f ::d(u) est
défini et égal à g(v) pour v dans B, donc f ∈ A(B.
On en déduit que A(B= (A⊗B⊥)⊥, ce qui implique que A(B est un type. ,
§4.1.10 Pour définir des exponentielles, on utilise une internalisation du produit tensoriel. En effet,
puisque H est de dimension infinie, il vérifie H∼=H⊗H. On choisit donc un tel isomorphisme
β et une internalisation de l’associativité t. On peut par exemple définir la bijection β : N×
N → N par (n,m) 7→ 2n(2m+ 1)− 1. Cette bijection β induit un unitaire uβ : H×H→ H en
définissant (δi,n,δi,m)n,m∈N 7→ (δi,β(m,n)) sur les éléments de la base. On peut alors définir une
internalisation du produit tensoriel : si u,v sont des éléments de G(A), on définit u⊗¯v= uβ(u⊗
v)u∗
β
. Naturellement, (u ⊗¯v) ⊗¯w= uβ((u ⊗¯v)⊗w)u∗β = uβ((uβ(u⊗v)u∗β)⊗w)u∗β n’est pas égal à
u ⊗¯(v⊗¯w)= uβ(u⊗(uβ(v⊗w)u∗β))u∗β, mais il existe un unitaire t qui internalise l’associativité,
l’opérateur induit par la fonction :
γ :
N → N
β(β(p, q), r) 7→ β(p,β(q, r))
§4.1.11 DÉFINITION.
Soit u ∈G(A). On définit !u comme l’internalisation de 1⊗u, c’est-à-dire comme 1 ⊗¯u.
Le fait de définir l’exponentielle comme 1⊗¯u revient à remplacer u par un nombre dénom-
brable de copies de lui-même. En effet, 1⊗u ∈L (H⊕H) est égal à ∑i∈N e i ⊗u, où (e i) est une
base de H.
Interprétation des preuves
§4.1.12 Girard définit l’interprétation des preuves comme des matrices dans Mn(L (l2(N))), où n
est le nombre de formules dans le séquent conclusion (en comptant les formules coupées
qui apparaissent dans les séquents). On se contentera ici de présenter l’interprétation de
MLL. La figure 4.1 présente les règles de formation des dérivations dans ce système. Les
formules sont celles de la logique linéaire, et les séquents sont de la forme ` [∆],Γ où ∆ =
A1, A⊥1 , A2, A
⊥
2 , . . . , Ak, A
⊥
k est l’ensemble des couples de formules coupées. Girard définit alors
l’interprétation d’une preuve par un couple (pi•,σpi), où pi• est une isométrie partielle dans
Mn(L (l2(N))) (plus précisément dans Mn(GL (l2(N))(A))) représentant la preuve pi, et σpi est
une symétrie partielle dans Mn(L (l2(N))) (plus précisément dans Mn(GL (l2(N))(A))) repré-
sentant l’ensemble des coupures effectuées dans pi.
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Ax
` [], A, A⊥
` [Θ1],∆, A ` [Θ2],Γ, A⊥
Cut
` [Θ1,Θ2, A, A⊥],Γ,∆
` [Θ],Γ, A,B
&
` [Θ],Γ, A &B
` [Θ1],Γ, A ` [Θ2],∆,B ⊗` [Θ1,Θ2],Γ,∆, A⊗B
FIGURE 4.1 – Calcul des séquents avec coupures explicites
§4.1.13 Contrairement à ce que fait Girard, nous allons définir l’interprétation directement dans
L (L2(N)) en internalisant l’algèbre de matrices Mn(L (L2(N))). On représente donc un sé-
quent par le
&
des formules le composant. Les deux projections dd∗ et gg∗ sont équiva-
lentes au sens de Murray et von Neumann : l’isométrie partielle a = gd∗ est telle que aa∗ =
(gd∗)(gd∗)∗ = gd∗dg∗ = gg∗ et a∗a = dd∗. On va donc utiliser celle-ci pour représenter les
axiomes.
§4.1.14 Soit ` [∆],Γ un séquent. Chaque formule A dans ∆∪Γ possède une adresse, c’est-à-dire une
projection sur le sous-espace correspondant à A. Si A et A⊥ sont deux formules aux adresses
p1, p2 respectivement, on peut définir une symétrie partielle entre ces adresses (construite à
l’aide des isométries partielles d et g) que l’on notera τ(p1, p2).
§4.1.15 DÉFINITION (REPRÉSENTATION DES PREUVES).
On définit la représentation (pi•,σpi) d’une preuve pi en calcul des séquents inductivement :
– Si pi est une règle axiome, on définit pi• = a+a∗ et σpi = 0 ;
– Si pi est obtenue à partir de pi1 et pi2 par l’application d’une règle ⊗, on définit pi• =pi•1¯pi•2
et σpi = d¯(σ1)+ g¯(σ2) ;
– Si pi est obtenue à partir de pi1 par l’application d’une règle
&
, on définit pi• = pi•1 et
σpi =σpi1 ;
– Si pi est obtenue à partir des preuves pi1 et pi2 par l’application d’une règle Cut entre
deux formules aux adresses p1, p2, on définit pi• =pi•1¯pi•2 et σpi = d¯(σ1)+ g¯(σ2)+τ(p1, p2).
§4.1.16 Il est alors possible de montrer que si pi est une preuve contenant des coupures et pi′ est la
preuve sans coupure obtenue en appliquant la procédure d’élimination des coupures sur pi,
les opérateurs pi• et σpi sont orthogonaux et le résultat de l’exécution Ex(pi•,σpi)=∑∞i=0(pi•σpi)i
est égal à (pi′)•.
Nilpotence Faible
§4.1.17 La GdI que nous venons de présenter partiellement permet d’interpréter le système F. Girard
a ensuite voulu étendre celle-ci afin d’interpréter le lambda-calcul pur. La différence princi-
pale, qui est également la plus grande difficulté, consiste à montrer que la formule d’exécution
Ex(u,σ) est bien définie lorsque uσ est faiblement nilpotent.
§4.1.18 DÉFINITION.
Un opérateur u est dit faiblement nilpotent si un tend faiblement vers 0.
§4.1.19 Dans la section précédente, la nilpotence de l’opérateur uσ permettait d’assurer la bonne dé-
finition de la série
∑∞
i=0(uσ)
i, et donc de la formule d’exécution. Le cas de la faible nilpotence
est plus délicat. En effet si uσ est faiblement nilpotent l’opérateur 1−uσ n’est en général pas
inversible. Girard montre [Gir88b] que celui-ci admet un inverse non borné ρ défini sur un
sous-espace dense de H. De plus, puisque les opérateurs choisis sont tous dans le normalisa-
teur d’une même sous-algèbre maximale commutative, les termes (uσ)k sont des isométries
partielles de domaines et co-domaines disjoints et on peut alors montrer que la restriction de
ρ au sous-espace (1−σ2)H est un opérateur borné. Ce qui donne la proposition suivante :
§4.1.20 PROPOSITION (GIRARD [GIR88B]).
Si uσ est faiblement nilpotent, l’exécution Ex(u,σ) est bien définie.
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Les additifs
§4.1.21 Le traitement des additifs n’apparaît que plus tard [Gir95a], avec l’introduction de la notion
de dialecte. Cette notion permet de rendre privée une partie de l’information contenue dans
un opérateur. On ne considèrera plus des opérateurs agissant sur un espace de Hilbert H,
mais plutôt des opérateurs agissant sur l’espace de Hilbert H⊗H, où la première copie de H
est « publique », tandis que la seconde est « privée ». Ainsi, lorsque l’on souhaitera compo-
ser deux tels opérateurs, il faudra considérer que leurs dialectes (tous deux égaux à H) sont
disjoints : l’action d’un opérateur sur le dialecte d’un autre sera nécessairement l’identité. Le
fait de forcer un opérateur à agir comme l’identité sur le dialecte d’un autre se traduit par
l’utilisation du produit tensoriel H⊗H : si u,v sont des opérateurs sur H⊗H, on va les étendre
à des opérateurs u†,v‡ sur H⊗ (H⊗H), c’est-à-dire des opérateurs possédant deux dialectes
(celui de u et celui de v) mais n’agissant que sur l’un d’entre eux (on les étends par l’identité
sur le dialecte qui n’est pas le leur, par exemple u† = u⊗1). Par une internalisation du produit
tensoriel, on peut alors considérer que le couple formé des deux dialectes n’est en réalité qu’un
seul dialecte : l’opérateur u†v‡ peut être considéré comme agissant sur H⊗H.
§4.1.22 L’article Geometry of Interaction III : Accomodating the Additives [Gir95a] interprète les
preuves comme des opérateurs dans une algèbre stellaire, tout comme la première version
présentée plus haut, mais cette algèbre stellaire est décrite comme une algèbre d’unification.
Pour des raisons d’homogénéité, nous allons donc nous éloigner de cette approche pour pré-
senter cette extension aux additifs. La présentation que nous ferons ici de cette construction
— que nous nommerons GdI3 — est une variante de celle que l’on peut trouver dans la thèse
d’Étienne Duchesne [Duc09].
§4.1.23 On se fixe comme auparavant l’espace de Hilbert H = l2(N), ainsi que la sous-algèbre maxi-
male commutative A deL (l2(N)) définie comme l’ensemble des opérateurs diagonaux dans la
base (δi,n)n∈N. On considèrera des sommes (disjointes) d’opérateurs de la forme u⊗ p — où p
est une projection et u une isométrie partielle — dans le groupoïde normalisant de A⊗A, qui
est une sous-algèbre maximale commutative de L (H⊗H).
§4.1.24 DÉFINITION.
On dira que u est un opérateur de GdI lorsque u = ∑i∈I ui ⊗ pi, où pour tout i ∈ I, ui est
une isométrie partielle dans G(A), pi est une projection dans A. De plus, on demandera que∑
i∈I pi ∼ 1 et pi ∼ p j (pour tous i, j) au sens de Murray et von Neumann.
§4.1.25 REMARQUE. Si u est un opérateur de GdI, alors u ∈GL (H⊗H)(A⊗A).
§4.1.26 DÉFINITION.
Soit u=∑i∈I ui⊗pi et v=∑ j∈J v j⊗q j deux opérateurs de GdI. On définit u† comme l’opérateur∑
i∈I ui⊗ (pi ⊗¯1). De même, on définit v‡ comme l’opérateur
∑
j∈J v j⊗ (1 ⊗¯ q j).
§4.1.27 DÉFINITION.
Si u et v sont deux opérateurs de GdI, on dira qu’ils sont orthogonaux lorsque u†v‡ est nil-
potent. On dira que u et v sont faiblement orthogonaux lorsque u†v‡ est faiblement nilpotent.
§4.1.28 Nous allons utiliser à nouveau les isométries partielles d, g introduites au début de ce cha-
pitre. Cependant, d et g sont des opérateurs dans L (H) tandis que les opérateurs de GdI
sont des éléments de L (H⊗H). Il est donc nécessaire d’étendre ceux-ci à des opérateurs de
L (H⊗H) pour tenir compte de l’introduction des dialectes. On notera par conséquent dˆ (res-
pectivement gˆ) l’opérateur d⊗1 (respectivement g⊗1) et l’on écrira d¯(u) (respectivement g¯(u))
l’opérateur dˆudˆ∗ (respectivement gˆu gˆ∗).
§4.1.29 DÉFINITION.
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Soit u,v deux opérateurs de GdI. Alors :
d¯(u†) = ∑
i∈I
d(ui)⊗ (pi ⊗¯1)
= ∑
i∈I
∑
j∈J
d(ui)⊗ (pi ⊗¯ q j)
g¯(v‡) = ∑
j∈J
g(v j)⊗ (1 ⊗¯ q j)
= ∑
j∈J
∑
i∈I
g(v j)⊗ (pi ⊗¯ q j)
L’opérateur u¯v= d¯(u†)+ g¯(v‡) est donc un opérateur de GdI, égal à :∑
i∈I
∑
j∈J
(d(ui)+ g(v j))⊗ (pi ⊗¯ q j)
§4.1.30 DÉFINITION.
Soit A,B deux types, on définit leur tenseur par :
A⊗B= {u¯v | u ∈ A,v ∈B}⊥⊥
§4.1.31 DÉFINITION.
Soit u,v des opérateurs de GdI orthogonaux. On définit l’exécution de u et d¯(v) comme l’opé-
rateur de GdI u :: d¯(v)= (1− dˆdˆ∗)∑i>1(u†d¯(v‡))iu(1− dˆdˆ∗).
§4.1.32 Le fait que ce soit un opérateur de GdI vient du calcul suivant :
u :: d¯(v)
= (1− dˆdˆ∗)∑
i>1
(u†d¯(v‡))iu†(1− dˆdˆ∗)
= (1− dˆdˆ∗)∑
i>1
((
n∑
k=0
m∑
l=0
uk⊗ (pk ⊗¯ ql)
)(
(
n∑
k′=0
m∑
l′=0
d(vl′ )⊗ (pk′ ⊗¯ ql′ )
))i
u(1− dˆdˆ∗)
= (1− dˆdˆ∗)∑
i>1
(
n∑
k=0
m∑
l=0
(ukvl)⊗ (pk ⊗¯ ql)
)i ( n∑
k=0
m∑
l=0
uk⊗ (pk ⊗¯ ql)
)
(1− dˆdˆ∗)
=
n∑
k=0
m∑
l=0
(
(1− dˆdˆ∗)∑
i>1
(ukd(vl))iuk(1− pp∗)
)
⊗ (pk ⊗¯ ql)
§4.1.33 PROPOSITION.
Soit u,v des opérateurs de GdI orthogonaux. Alors :
u⊥ (v¯w)⇔ (u⊥ d¯(v†))∧ (u :: d¯(v†))⊥ g¯(w))
§4.1.34 THÉORÈME.
Soit A,B deux types. Alors
A(B= { f | ∀u ∈ A,∃v ∈B, f :: d¯(u)= g¯(v)}
est un type et A(B= (A⊗B⊥)⊥.
§4.1.35 DÉFINITION.
Soit u,v deux opérateurs de GdI. On définit
u & v= (1⊗ p)u(1⊗ p)∗+ (1⊗ q)v(1⊗ q)∗
Si A,B sont deux types, on définit
A & B= {u & v | u ∈ A,v ∈B}⊥⊥
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§4.1.36 DÉFINITION.
Soit u,v des opérateurs de GdI. On dit que u est un variant de v — noté u ∼ v — lorsqu’il
existe une isométrie partielle w ∈G(A) telle que u= (1⊗w)v(1⊗w)∗.
§4.1.37 PROPOSITION.
Soit u,v,w des opérateurs de GdI tels que u ∼ v. Alors u⊥w si et seulement si v⊥w. De plus,
u ::w∼ v ::w.
4.2 Géométrie de l’interaction hyperfinie
La locativité
§4.2.1 Entre les constructions de géométrie de l’interaction présentées ci-dessus et la géométrie de
l’interaction dans le facteur hyperfini, Girard a introduit la ludique. Si l’approche de la lu-
dique semble a priori éloignée de celle de la géométrie de l’interaction, il se trouve que dans
un certain sens la construction est parfaitement similaire. En effet, seuls les points de départ
de ces deux constructions diffèrent. Là où la géométrie de l’interaction est construite autour
de l’abstraction des réseaux de preuve, la ludique est construite autour d’une abstraction des
dérivations en calcul des séquents (pour MALL). On peut montrer qu’une formule A est prou-
vable dans MALL si et seulement si une formule A] est prouvable dans un système MALLfoc.
Cette formule A] est une forme normale de A obtenue en appliquant les isomorphismes de
distributivité (voir le Chapitre 2, Section 2.2). Le système MALLfoc, quant à lui, utilise le fait
que tout séquent prouvable possède une preuve focalisée, c’est-à-dire une preuve alternant
entre une suite de règles réversibles (négatives) de longueur maximale, et une suite de règles
non réversibles (positives) introduisant les connecteurs positifs d’une formule choisie (d’où
le terme de focalisation) de longueur maximale. Ce calcul des séquents possède donc deux
schémas de règles, un schéma négatif et un schéma positif — chacun représentant les suites
possibles de règles négatives ou positives, et une règle d’axiome.
§4.2.2 La ludique est alors une abstraction de ce calcul des séquents : premièrement on remplace la
règle axiome par une règle z comme celle introduite au début du Chapitre 2. La différence
entre la règle z de la ludique et celle que nous avons présentée est que la règle de la ludique
ne peut introduire des séquents de la forme ` A, A‹ et ne correspond donc jamais à l’applica-
tion d’un axiome. Ceci est rendu possible en acceptant les arbres de dérivation infinis : ainsi,
un séquent correct — comme A ` A — pourra être introduit par une η-expansion infinie. La
seconde abstraction consiste à remplacer les formules par de simples adresses — des suites
finies d’entiers. On peut remarquer que nous avons déjà introduit une approche similaire. En
effet, les constructions présentées dans la Section 2.4 du Chapitre 2 utilisent également des
entiers en remplacement des atomes des structures de preuve. Nous avons également ren-
contré la notion d’adresse dans la présentation que nous avons faite de l’interprétation des
preuves dans la première GdI (Section 4.1.2).
§4.2.3 Nous ne rentrerons pas dans les détails de la ludique ici, mais nous insisterons sur cet aspect
locatif. Si la géométrie de l’interaction était déjà locative dans ses premières versions — une
adresse étant donnée par une suite de d et g — ce n’est qu’après la ludique que celle-ci
devient réellement explicite. En particulier, dans les premières GdI, le produit tensoriel était
toujours défini car il contenait les délocalisations nécessaires : les conjugaisons par d et par
g. Cela permet en particulier de considérer des opérateurs agissant sur le même espace :
l’espace de Hilbert L2(N). Dans la GdI5, les opérateurs considérés seront des éléments d’une
algèbre R0,1 de type II∞, mais agissant uniquement sur un sous-espace « fini » (du point
de vue de l’algèbre). Ainsi, les objets considérés seront la donnée d’une projection finie p ∈
R0,1 — le lieu — et d’un opérateur u tel que pup = u. Une conséquence de la locativité est
que certaines opérations sont définies seulement partiellement — comme le tenseur, mais
nous montrerons qu’il est malgré tout possible d’obtenir des constructions totales lorsque l’on
travaille à délocalisation près (on obtiendra ainsi des modèles catégoriques).
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L’équation de rétroaction
§4.2.4 L’équation de rétroaction est la contrepartie — au niveau des opérateurs — de la procédure
d’élimination des coupures. Ainsi une solution de l’équation de rétroaction est l’équivalent
de la forme normale d’un réseau contenant une coupure. Cette équation peut s’écrire comme
suit : si u,v sont des opérateurs sur les espaces de Hilbert H⊕H′ et H′⊕H′′ respectivement,
une solution de l’équation de rétroaction est un opérateur w sur H⊕H′′ tel que w(x⊕z)= x′⊕z′
dès lors qu’il existe y, y′ ∈H′ satisfaisant :
u(x⊕ y) = x′⊕ y′
v(y′⊕ z) = y⊕ z′
xH
H′
zH
′′
u
v
x′
H
y′
H′
z′
H′′
y
§4.2.5 On note p, p′, p′′ les projections sur les espaces H,H′,H′′ respectivement. La formule d’exécu-
tion u ::v= (p+p′′v)∑i>0(uv)i(up+p′′), lorsqu’elle est définie, donne une solution à l’équation
de rétroaction entre u et v. De manière plus générale, la formule (p+ p′′v)(1−uv)−1(up+ p′′),
lorsqu’elle est définie, donne une solution à l’équation de rétroaction.
§4.2.6 Girard a étudié, dans son article Geometry of Interaction IV : the Feedback Equation [Gir06]
une extension de cette solution. En effet, il a montré que dès lors que u,v sont des hermi-
tiens de norme au plus 1, la solution (1−uv)−1 de l’équation de rétroaction définit une sorte
d’application fonctionnelle, et que celle-ci peut être étendue de manière à être définie pour
tout couple d’opérateurs hermitiens de norme au plus 1. De plus, cette extension est l’unique
extension préservant l’associativité et satisfaisant certaines propriétés de continuité.
Déterminant
§4.2.7 La nouvelle version de la Géométrie de l’Interaction, celle qui a été principalement étudiée
dans cette thèse, n’utilise plus la notion d’orthogonalité définie par la nilpotence mais utilise
une notion définie à partie du déterminant. Nous allons essayer de justifier ce passage au
déterminant, et pour cela nous allons considérer G,H,F des matrices carrées de dimensions
respectives n×n, m×m et (n+m)× (n+m). On peut alors décomposer par blocs la matrice F
ainsi :
F =
 F11 F12
F21 F22

où F11 (respectivement F22) est une matrice carrée de dimension n×n (respectivement m×m).
On notera de plus G⊕H la matrice carrée de dimension (n+m)× (n+m) définie par :
G⊕H =
 G 0
0 H

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Girard a alors remarqué que dans le cas où la matrice 1−F11G est inversible (1 est ici la
matrice identité de dimension n×n), le calcul du déterminant de 1−F(G⊕H) faisait apparaitre
la formule d’exécution Ex(F,G) :
det(1−F(G⊕H))
=
∣∣∣∣∣∣ 1−F11G −F12H−F21G 1−F22H
∣∣∣∣∣∣
=
∣∣∣∣∣∣ 1−F11G −F12H+ (1−F11G)C−F21G 1−F22H−F21GC
∣∣∣∣∣∣ (C = (1−F11G)−1F12H)
=
∣∣∣∣∣∣ 1−F11G 0−F21G 1−Ex(F,G).H
∣∣∣∣∣∣
= det(1−F11G)det(1−Ex(F,G).H)
§4.2.8 Cependant, afin d’interpréter les connecteur exponentiels, il est nécessaire de travailler avec
des opérateurs agissant sur des espaces de dimension infinie. C’est pourquoi Girard travaille
avec les algèbres de von Neumann de type II. En effet, l’existence de la trace dans les facteurs
de type II1 permettent de définir une généralisation du déterminant.
§4.2.9 Cette nouvelle version de la Géométrie de l’Interaction considère donc des opérateurs dans
une algèbre particulière : le facteur hyperfini de type II∞. En réalité les opérateurs considérés
sont des opérateurs appartenant à une sous-algèbre pR0,1 p, où p est une projection finie. On
travaille donc avec des opérateurs du facteur hyperfini de type II1 : l’algèbre de type II∞
permet simplement de s’assurer que suffisamment de lieux sont disponibles.
§4.2.10 Dans un facteur de type II1, il existe une trace. Il est possible de définir alors une généralisa-
tion du déterminant grâce à l’identité det(exp(A)) = exp(tr(A)), qui est vérifiée en dimension
finie pour toute matrice A.
§4.2.11 En effet, si A est une matrice à coefficients complexes, alors on peut la supposer sous forme
triangulaire supérieure. Le déterminant de exp(A) est donc le produit des exponentielles des
valeurs propres de A : det(exp(A)) = ∏i exp(λi) et donc det(exp(A)) = exp(∑iλi). On a donc
bien det(exp(A))= exp(tr(A)).
§4.2.12 Dans le cas d’un facteur de type II1, muni d’une trace normalisée Tr, on peut alors définir,
pour tout opérateur A inversible :
det(A)= eTr(log(|A|))
Cette généralisation du déterminant a été introduite par Fuglede et Kadison [FK52], qui
montrent que de nombreuses propriétés sont satisfaites par ce dernier. Parmi ces propriétés,
celles que nous utiliserons par la suite sont :
– det est multiplicatif : det(AB)= det(A)det(B) ;
– pour tout A, det(A)< rad(A).
§4.2.13 Dans la GdI5, Girard utilise une généralisation de la trace : les pseudo-traces. Une pseudo-
trace est une forme linéaire hermitienne (α(u) = α(u∗)), traciale (α(uv) = α(vu)), fidèle et σ-
faiblement continue.
§4.2.14 DÉFINITION.
Si α est une pseudo-trace sur A, et tr une trace sur R, on peut définir, pour tout A ∈R⊗A
inversible :
det tr⊗α(A)= etr⊗α(log(|A|))
§4.2.15 PROPOSITION.
Si φ est un ∗-isomorphisme de A dans B, alors pour tout élément inversible A ∈R⊗A :
det tr⊗(α◦φ−1)(Id⊗φ(A))= det tr⊗α(A)
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Démonstration. Soit A inversible dans R0,1⊗A. Alors, en utilisant la définition du détermi-
nant et le fait que Id⊗φ commute au calcul fonctionnel, on a :
det tr⊗(α◦φ−1)(Id⊗φ(A)) = exp(tr⊗ (α◦φ−1)(log(|Id⊗φ(A)|)))
= exp(tr⊗ (α◦φ−1)(Id⊗φ(log(|A|))))
= exp(tr⊗α(log(|A|)))
Donc det tr⊗(α◦φ−1)(Id⊗φ(A))= det tr⊗α(A). ,
§4.2.16 LEMME.
Soit B un opérateur, u un unitaire et f une fonction continue sur Spec(B). Alors f (uBu∗) =
uf (B)u∗.
Démonstration. Il suffit de montrer le résultat pour les polynômes par définition du calcul
fonctionnel continu. Or, si p= xk, k> 2, on a (uBu∗)k = uB(u∗uB)k−1u∗ = uBku∗. Pour le cas
k = 0, on a 1 = uu∗ car u est unitaire. Le cas k = 1 est trivial. On déduit donc de cela que, si
p=∑ki=0 aixi, alors p(B)=∑ki=0 aiuBiu∗ = u(∑ki=0 aiBi)u∗. ,
§4.2.17 PROPOSITION.
Soit B un opérateur et u un unitaire. Alors :
det(1−uB)= det(1−Bu)
Démonstration. Si u est un unitaire, on utilise le lemme précédent et la propriété de la trace
pour avoir :
det(1−uB) = exp(tr(log(|1−uB|)))
= exp(tr(log(|uu∗−uBuu∗|)))
= exp(tr(log(|u(1−Bu)u∗|)))
= exp(tr(log(u|1−Bu|u∗))
= exp(tr(log(|1−Bu|u∗u))
= exp(tr(log(|1−Bu|))
= det(1−Bu)
Donc det(1−uB)= det(1−Bu). ,
§4.2.18 LEMME.
Si A est nilpotent, alors rad(A)= 0.
Démonstration. On a rad(A)= limn→∞‖An‖ 1n . Or, si A est nilpotent de degré k, ‖An‖ = 0 pour
n> k. D’où rad(A)= 0. ,
§4.2.19 LEMME.
Si A est nilpotent, alors P(A)=∑ki=1αk Ak est nilpotent.
Démonstration. Le degré minimal de A dans P(A)i est égal à A i. Donc P(A)i = 0 pour i >
k. ,
§4.2.20 PROPOSITION.
Si A est nilpotent, alors det(1+A)= 1.
Démonstration. On notera k le degré de nilpotence de A. Comme A est nilpotent, rad(A)= 0.
Soit λ ∈ Spec(1+ A). Par définition, λ−1− A est non-inversible, ce qui signifie que (λ−1)− A
est non-inversible, c’est-à-dire λ−1 ∈ Spec(A). Cela implique que λ= 1 puisque le spectre de
A est réduit à {0}. On en déduit que rad(1+A)6 1 et donc que det(1+A)6 1.
De plus, (1+ A)−1 =∑k−1i=0 (−A)i = 1+∑k−1i=1 (−A)i. Par le lemme précédent, on sait que B =∑k−1
i=1 (−A)i est nilpotent, et donc det(1+B)6 1 par le même raisonnement que précédemment.
Comme det(1+B)= det((1+A)−1)= (det(1+A))−1, on en déduit que det(1+A)= 1. ,
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§4.2.21 PROPOSITION (GIRARD [GIR11A]).
Soit u,v,w trois opérateurs dans le facteur hyperfini de type II1, et u ::v la solution de l’équation
de rétroaction définie par u et v. Alors :
det(1−u(v+w))= det(1−uv)det(1− (u ::v)w)
Multiplicatifs
§4.2.22 La version de la Géométrie de l’interaction hyperfinie présentée dans le reste de cette section
n’est pas la version apparaissant dans l’article de Girard [Gir11a] (une courte présentation de
celle-ci se trouve à la fin de ce chapitre). Lorsqu’il faudra distinguer les deux versions de la GdI
hyperfinie, nous distinguerons la GdI5.1 — celle de l’article [Gir11a] — et la GdI5.2 présentée
ici. Notons que nous utiliserons également une troisième version de la GdI hyperfinie dans le
Chapitre 10 qui correspond à une version antérieure à la GdI5.1 qui n’a finalement pas été
publiée et sera par conséquent nommée GdI5.0.
§4.2.23 DÉFINITION.
Un projet hyperfini est un 5-uplet a= (p,a,A,α, A), où :
– p est une projection dans R0,1, le support de a ;
– a ∈R∪ {∞}, la mise de a ;
– A est une algèbre de von Neumann finie de type I, l’idiome de a ;
– α est une pseudo-trace : α est une forme hermitienne (α(a) = α(a∗)), traciale (α(ab) =
α(ba), et continue pour la topologie σ-faible ;
– A ∈ pR0,1 p⊗A est un hermitien de norme au plus 1.
On utilisera la notation introduite par Girard, et on écrira a= a ·+·α+A. Lorsque l’idiome est
égal à C, on notera 1C la « trace » x 7→ x.
§4.2.24 En anticipant sur la définition des graphes tranchés (Chapitre 5, Section 5.3.2), on peut re-
marquer qu’une algèbre finie de type I peut toujours s’écrire comme
⊕
i∈I Mki (C), où I est un
ensemble fini, et les ki sont des entiers naturels. On peut alors montrer qu’une pseudo-trace
peut se décomposer sous la forme α=⊕i∈I αitrki , où trki est la trace normalisée (trki (1)= 1)
sur l’algèbre de matrices Mki (C) et les αi sont des réels.
§4.2.25 LEMME.
Soit A=Mk(C) une algèbre de matrices, et α une pseudo-trace sur A. Alors il existe un réel λ
tel que α=λtr où tr est la trace (normalisée de manière à ce que tr(1)= 1) sur A.
Démonstration. Fixons pi1, . . . ,pik un ensemble de projections minimales de A=Mk(C) tel que∑k
j=1pi j = 1. Alors comme les projections pi j sont toutes équivalentes au sens de Murray et von
Neumann, on peut trouver pour tout 16 j6 k une isométrie partielle u j telle que u ju∗j = pi j
et u∗j u j =pi1. En utilisant le fait que α soit traciale, on obtient alors :
α(pi j)=α(u ju∗j )=α(u∗j u j)=α(pi1)
On pose donc λ= k×α(pi1).
On montre que l’on a α(p)= λtr(p) pour toute projection p dans Mk(C). Si p est une telle
projection, alors il existe une isométrie partielle w entre p et une somme partielle
∑m
j=1pi j pour
un entier j. La tracialité de α et de tr impliquent alors respectivement que α(p)=α(∑mj=1pi j)
et que tr(p)= tr(∑mj=1pi j). On en déduit donc :
α(p)=α(
m∑
j=1
pi j)=
m∑
j=1
α(pi j)=
m∑
j=1
λtr(pi j)=λtr(
m∑
j=1
pi j)=λtr(p)
Les deux formes α et λtr sont donc égales sur l’ensemble des projections et continues : elles
sont donc égales puisque l’ensemble des projections engendrent toute l’algèbre. Il reste à mon-
trer que λ est réel. Ceci est une conséquence immédiate du fait que α(a) = α(a∗) : si a est
auto-adjoint, alors α(a) ∈R ; en particulier une projection pi1 est autoadjointe et tr(pi1) = 1/k
est dans R, et donc λ=α(pi1)/tr(pi1) est nécessairement un nombre réel. ,
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§4.2.26 PROPOSITION.
Soit A=⊕li=1Mki (C) une somme directe d’algèbres de matrices, et α une pseudo-trace sur A.
Alors il existe une famille (λi)li=1 de réels telle que α=
⊕l
i=1λitrMki (C).
Démonstration. On note pi (i = 1, . . . , l) la projection de A sur l’algèbre Mki (C). Si a ∈ A,
on a a =⊕li=1 ai, d’où on obtient que α(a) = ∑li=1α(ai). On note donc αi la restriction de α
à l’algèbre Mki (C), c’est-à-dire αi = α(piι(x)pi) où ι : Mki (C) → A est l’injection canonique.
Comme α est une pseudo-trace, αi est également une pseudo-trace sur Mki (C) et l’on peut
donc utiliser le lemme précédent pour trouver un réel λi tel que αi = λitrMki (C). Finalement,
pour tout a ∈A, on a :
α(a)=
l∑
i=1
α(ai)=
l∑
i=1
αi(ai)=
l∑
i=1
λitrMki (C)(ai)= (
l⊕
i=1
λitrMki (C))(a)
On a donc montré le résultat voulu. ,
§4.2.27 REMARQUE. On a choisi ici de présenter une version de la GdI5 légèrement différente de
celle présentée dans l’article de Girard. La différence entre la version de l’article (GdI5.1) et
celle-ci (GdI5.2) est que nous n’imposons pas qu’un projet a= a ·+ ·α+A satisfasse α(1A) 6= 0.
Cette version est suggérée par Girard dans la syntaxe transcendantale [Gir11b] et elle permet
d’éviter l’introduction de conduites négatives et positives (GdI5.1), qui sont remplacées par
une seule morphologie : les dichologies.
§4.2.28 Si A ∈R0,1⊗A et B ∈R0,1⊗B, on notera A†B et B‡A (on écrira souvent abusivement A† et B‡
pour simplifier les notations) les opérateurs de R0,1⊗A⊗B définis par :
A†B = A⊗1B
B‡A = (IdR0,1 ⊗τ)(B⊗1A)
où τ est l’isomorphisme B⊗A→A⊗B.
§4.2.29 DÉFINITION.
Soit a= a ·+ ·α+A et b= b ·+ ·β+B deux projets hyperfinis. Alors a‹ b si :
¿a,bÀ= aβ(1B)+α(AA)b− log(det(1−A†B‡)) 6= 0,∞
Si A est un ensemble de projets, on notera A‹ = {b | ∀a ∈A,a‹ b} et A‹‹ = (A‹)‹.
§4.2.30 DÉFINITION.
Soit p une projection finie de R0,1. Une conduite de support p est un ensemble A de projets
de support p tel que A=A‹‹.
§4.2.31 DÉFINITION.
Si a,b sont des projets hyperfinis de supports disjoints, alors le tenseur de a et b est défini
comme le projet hyperfini de support pa+ pb : a⊗b= aβ(1B)+α(1A)b ·+ ·α⊗β+A†+B‡.
§4.2.32 DÉFINITION.
Si A,B sont des conduites de supports disjoints, leur tenseur est défini comme la conduite :
A⊗B= {a⊗b | a ∈A,b ∈B}‹‹
§4.2.33 PROPOSITION.
Soit A,B deux conduites de supports disjoints. Alors :
(A⊗B‹)‹ = {f | ∀a ∈A, f ::a ∈B}
§4.2.34 DÉFINITION.
Si A,B sont des conduites de supports disjoints, on définit :
A(B= {f | ∀a ∈A, f ::a ∈B}
§4.2.35 THÉORÈME.
A(B= (A⊗B‹)‹
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Les additifs
§4.2.36 LEMME (VARIANTS).
Soit a un projet hyperfini dans une conduite A, et φ :A→B un ∗-isomorphisme. Alors le projet
hyperfini aφ = a ·+ ·α◦φ−1+ Id⊗φ(A) est dans A. On dira que aφ est un variant de a.
Démonstration. Soit c un projet hyperfini de même support que a. Alors :
¿aφ,cÀ = aγ(1C)+α◦φ−1(1B)c− log(det(1− (Id⊗φ(A))†CC‡B ))
= aγ(1C)+α(1A)c− log(det(1− Id⊗φ⊗ Id(A†C )C‡φ(A) )
= aγ(1C)+α(1A)c− log(det(1− Id⊗φ⊗ Id(A†CC‡A ))
Finalement, comme det(1−A)= det(1−ψ(A)) pour tout isomorphisme ψ, on obtient¿aφ,cÀ=
¿a,cÀ. On en déduit que pour tout c ∈A‹, aφ‹ c, donc aφ ∈A. ,
§4.2.37 DÉFINITION.
Soit a,b des projets hyperfinis de même support p, et λ ∈R. On définit a+λb comme le projet
hyperfini a+λb ·+ ·α⊕λβ+A⊕B, d’idiome A⊕B et de support p.
§4.2.38 DÉFINITION.
Une conduite a la propriété d’inflation lorsque pour tout a ∈A, et tout λ ∈R, le projet hyperfini
a+λ0 appartient à A, où 0 est le projet 0 ·+ ·1C+0 dont le support est égal à celui de a.
§4.2.39 La proposition suivante montre que cette définition est équivalente à celle utilisée par Girard
[Gir11a].
§4.2.40 PROPOSITION.
Si A a la propriété d’inflation, alors pour tout élément a = (p,a,A,α, A) dans A, pour toute
algèbre de von Neumann finie et tout ∗-morphisme injectif φ :A→B, le projet hyperfini aφ =
(p,a,B,β,Id⊗φ(A)) tel que β◦φ=α est un élément de A.
Démonstration. Soit p la projection image de l’identité par φ. Alors Id⊗φ(A) = pId⊗φ(A)p.
De plus,
β(1B)=β(p+ (1B− p))=β(p)+β(1B− p)=β(φ(1A))+β(1B− p)=α1A +β(1− p)
Soit c ∈A‹. On remarque que
det(1− Id⊗φ⊗ Id(A†)C‡B ) = det(1− (1⊗ p⊗1)Id⊗φ⊗ Id(A†)(1⊗ p⊗1)C‡B )
= det(1− Id⊗φ⊗ Id(A†)(1⊗ p⊗1)C‡B (1⊗ p⊗1))
= det(1− Id⊗φ⊗ Id(A†)C‡pBp )
= det(1− Id⊗φ⊗ Id(A†)C‡φ(A) )
= det(1− Id⊗φ⊗ Id(A†C‡A ))
= det(1−A†C‡A )
On calcule ¿c,aφÀ :
¿c,aφÀ = cβ(1B)+aγ(1C)− log(det(1− (Id⊗φ(A))†C‡B ))
= c(α(1A)+λ)+aγ(1C)− log(det(1− (Id⊗φ⊗ Id(A†))C‡B ))
= c(α(1A)+λ)+aγ(1C)− log(det(1−A†C‡A ))
= c(α(1A)+λ)+aγ(1C)− log(det(1− (A⊕0)†C‡A⊕C ))
= ¿c,a+λ0À
On a donc montré que ¿c,aφÀ = ¿c,a+λ0À. Comme A a la propriété d’inflation, et que
a ∈A, on a ¿c,a+λ0À 6= 0,∞ pour tout c ∈A‹, d’où aφ‹ c pour tout c ∈A‹. Finalement, on a
montré que aφ ∈A. ,
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§4.2.41 DÉFINITION.
Une dichologie est une conduite A telle que :
– A a la propriété d’inflation ;
– A‹ a la propriété d’inflation ;
Une dichologie A est propre lorsque A et A‹ sont non vides.
§4.2.42 DÉFINITION.
Soit a un projet hyperfini de support p, et q une projection telle que pq = 0. On définit ap+q
comme le projet hyperfini a ·+ ·α+ (A+0) de support p+ q.
Si A est une conduite de support p, on définit Ap+q = {ap+q | a ∈A}‹‹.
§4.2.43 DÉFINITION.
Soit A,B deux conduites de supports respectifs p, q avec pq= 0. On définit :
A&B = ((A‹)p+q)‹∩ ((B‹)p+q)‹
A⊕B = ((Ap+q)‹‹∪ (Bp+q)‹‹)‹‹
§4.2.44 PROPOSITION.
Si A,B sont des dichologies de supports disjoints, alors A⊗B,A&B,A⊕B et A(B sont des
dichologies.
§4.2.45 DÉFINITION.
Étant donné deux projets a= a ·+ ·α+A et b= b ·+ ·β+B, on définit le projet a+b :
a+b= a+b ·+ ·α⊕β+A⊕0+0⊕B
§4.2.46 LEMME.
Si A,B sont des dichologies propres, alors A+B= {ap+q+bp+q | a ∈A,b ∈B} est tel que A+B⊂
A&B.
§4.2.47 Cependant, l’équivalent de la proposition 16 de l’article de Girard se trouve être fausse.
Proposition 16.
Si A,B sont des dichologies de supports respectifs p, q, alors :
(A+B)‹ =Ap+q∪Bp+q
§4.2.48 PROPOSITION.
Soit A,B des dichologies propres. Il existe un projet hyperfini f ∈ (A‹+B‹)‹ tel que f 6∈A⊕B.
Démonstration. On peut supposer sans perte de généralité que p- q. Il existe donc une pro-
jection p′ 6 q telle que p′ ∼ p. Soit u une isométrie partielle telle que uu∗ = p et u∗u = p′.
Soit a ∈A et c= ap+q+0u où 0u = 0 ·+ ·1C+ (u+u∗).
On va montrer que le projet hyperfini c possède les propriétés voulues. On commence par
montrer que c ∈ (A‹+B‹)‹, puis on montre que c 6∈A⊕B.
On montre que c ∈ (A‹+B‹)‹.
Soit d= a′p+q+b′p+q ∈A‹+B‹. Alors :
¿c,dÀ = ¿ap+q+0u,a′p+q+b′p+qÀ
= ¿ap+q,a′p+qÀ+¿ap+q,b′p+qÀ+¿0u,a′p+qÀ+¿0u,b′p+qÀ
= ¿a,a′À+¿0u,a′p+qÀ+¿0u,b′p+qÀ
Or, comme u∗ = u∗uu∗ = p′u∗, A′ = A′p et pp′ = 0, on a :
− log(det(1−A′(u+u∗))) = − log(det(1−A′u−A′u∗))
= − log(det(1−A′u−A′pp′u∗))
= − log(det(1−A′u))
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Or, puisque u = uu∗u = up′ et A′ = pA′, on a A′uA′u = A′up′pA′u = 0, c’est-à-dire que
A′u est nilpotent. En utilisant la Proposition §4.2.19, on a alors :
− log(det(1−A′u)) = 0
Et donc ¿0u,a′p+qÀ= 0 puisque toutes les mises sont nulles. On montre de même que
¿0u,b′p+qÀ= 0 puisque uB= puBq et donc (uB)2 = 0 :
− log(det(1− (u+u∗)B)) = − log(det(1−uB−u∗B))
= − log(det(1−uB−u∗pqB))
= − log(det(1−uB))
= − log(1)
On a donc montré que que ¿c,dÀ=¿a,a′À, c’est-à-dire c ∈ (A‹+B‹)‹.
On montre que c 6∈A⊕B.
Pour cela, on trouve un élément t de (Ap+q)‹∩ (Bp+q)‹ tel que c 6‹ t. Soit b′ ∈B, a′ ∈A,
λ ∈R>0 avec |λ| < 1 et 0λu = 0 ·+·1C+λ(u+u∗). On va alors montrer qu’il existe un réel
µ tel que t = b′p+q +a′p+q+µ0λu vérifie t ∈ (Ap+q)‹, t ∈ (Bp+q)‹ et t 6‹ c. Soit b ∈ B, on
peut alors calculer :
¿t,bp+qÀ = ¿b′p+q+a′p+q+µ0λu,bp+qÀ
= ¿b′p+q,bp+qÀ+¿a′p+q,bp+qÀ+µ¿0λu,bp+qÀ
= ¿b,b′À+¿a′p+q,bp+qÀ+µ¿0λu,bp+qÀ
Or, puisque A′B= 0, on a ¿a′p+q,bp+qÀ= 0. De plus, on a, comme auparavant :
¿0λu,bp+qÀ = − log(det(1−λ(u+u∗)B))
= − log(det(1−λuB+λu∗pB))
= − log(det(1−λuB))
= − log(1)
= 0
Donc ¿t,bp+qÀ=¿b,b′À, ce qui montre que t ∈ (Bp+q)‹.
Soit a ∈A, on peut alors calculer :
¿t,ap+qÀ = ¿b′p+q+a′p+q+µ0λu,ap+qÀ
= ¿b′p+q,ap+qÀ+¿a′p+q,ap+qÀ+µ¿0λu,ap+qÀ
= ¿a,a′À+¿b′p+q,ap+qÀ+µ¿0λu,ap+qÀ
Or, puisque AB′ = 0, on a ¿b′p+q,ap+qÀ= 0. De plus, on a, comme auparavant :
¿0λu,ap+qÀ = − log(det(1−λ(u+u∗)A))
= − log(det(1−λup′A+λu∗A))
= − log(det(1−λu∗A))
= − log(1)
= 0
Donc ¿t,ap+qÀ=¿a,a′À, ce qui montre que t ∈ (Ap+q)‹.
Donc t ∈ (Ap+q)‹∩ (Bp+q)‹. Or :
(A⊕B)‹ = (Ap+q∪Bp+q)‹‹‹
= (Ap+q∪Bp+q)‹
= (Ap+q)‹∩ (Bp+q)‹
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On calcule maintenant ¿t,cÀ :
¿t,cÀ = ¿b′p+q+a′p+q+µ0λu,ap+q+0uÀ
= ¿b′p+q,ap+qÀ+¿b′p+q,0uÀ+¿a′p+q,ap+qÀ+ . . .
· · ·+¿a′p+q,0uÀ+µ¿0λu,ap+qÀ+µ¿0λu,0uÀ
On a ¿b′p+q,ap+qÀ = 0. De plus, ¿b′p+q,0uÀ, ¿a′p+q,0uÀ et ¿0λu,ap+qÀ sont aussi
égaux à zéro (le raisonnement est maintenant classique : l’un des deux termes u,u∗
disparaît, puis on utilise la Proposition §4.2.19). On obtient donc :
¿t,cÀ = ¿a′p+q,ap+qÀ+µ¿0λu,0uÀ
= ¿a′,aÀ+µ¿0λu,0uÀ
D’où,
¿0λu,0uÀ = − log(det(1−λ(u+u∗)(u+u∗)))
= −2tr(p) log(1−λ)
On peut alors poser µ= ¿a,a′À2tr(p) log(1−λ) et dans ce cas, ¿t,cÀ= 0.
Finalement, on a montré que c ∈ (A‹+B‹)‹ et c 6∈ (Ap+q∩Bp+q)‹‹ — c’est-à-dire que c 6∈
A⊕B. ,
§4.2.49 En particulier, l’ensemble A+B n’est pas une éthique complète pour A&B puisqu’il ne s’agit
pas d’une éthique : (A+B)‹‹ 6=A&B. Par contre, on montrera 3 dans le Chapitre 7 que tout
élément de A&B est observationnellement équivalent à un élément de A+B. De même, on
montrera que tout élément de A⊕B est observationnellement équivalent soit à un élément
de la forme ap+q (a ∈A) soit à un élément de la forme bp+q (b ∈B).
§4.2.50 Le fait que l’ensemble A+B n’engendre pas la conduite A&B implique que certaines démons-
trations de l’article de Girard [Gir11a] doivent être reprises, comme la distributivité et le fait
que tout élément dans A&B est observationnellement équivalent à un élément de A+B.
Nous ne présentons pas ici les démonstrations alternatives : celles-ci sont obtenues par une
simple adaptation des preuves des propositions équivalentes se trouvant dans le Chapitre 7.
Exponentielles
§4.2.51 Les exponentielles sont définies par une opération de pérennisation, qui est un isomorphisme
de R0,1 ⊗R dans R0,1. Nous renvoyons le lecteur au Chapitre 8 pour une explication de la
raison d’être de cette définition. Nous nous contenterons dans ce chapitre d’expliquer succinc-
tement la pérennisation particulière définie dans l’article de Girard [Gir11a].
§4.2.52 DÉFINITION.
Une pérennisation est un morphisme injectif Φ :R0,1⊗R→R0,1.
§4.2.53 DÉFINITION.
Un projet a= a ·+·α+A est équilibré lorsque a= 0, A est un facteur de type I, et α est la trace
normalisée sur A. Si a est équilibré d’idiome Mk(C), et θ :Mk(C)→R est un ∗-isomorphisme
préservant la trace, on notera abusivement aθ comme le « projet 4 » a ·+ · tr+ Id⊗θ(A), où tr
est la trace normalisée sur R.
§4.2.54 DÉFINITION.
Si A est une dichologie et Φ une pérennisation, on définit ]ΦA comme l’ensemble :
]ΦA= {!Φaθ = 0 ·+ ·1C+Φ(Id⊗θ(A)) | a ∈A équilibré,θ :A→R ∗-iso. préservant la trace}
On peut alors définir les conduites !ΦA= (]A)‹‹ et ?ΦA= (](A‹))‹.
3. Le résultat est montré dans le cadre des graphes d’interaction, mais la démonstration n’utilise que des pro-
priétés de la fonction de quantification ¿·, ·À qui sont satisfaites en GdI5.
4. Il ne s’agit pas réellement d’un projet puisque son idiome n’est pas une algèbre de type I.
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§4.2.55 Le morphisme utilisé dans la géométrie de l’interaction hyperfinie est défini à partir d’un
groupe. Ce groupe est particulier : il s’agit d’un groupe I.C.C. moyennable (voir Section 3.3.2
du Chapitre 3) contenant le monoïde libre à deux éléments. À première vue, l’existence même
d’un tel groupe peut paraître étrange : l’exemple typique d’un groupe non-moyennable est
le groupe libre à au moins deux éléments. Cependant, Girard montre qu’il est possible de
construire un tel groupe.
§4.2.56 On notera Z|Z| le groupe des fonctions Z→Z presque partout nulles (muni de la somme point
par point). On peut alors faire agir le groupe Z sur Z|Z| par translation : on définit α : Z →
A ut(Z|Z|) par α(p) : (xn)n∈Z 7→ (xn+p)n∈Z. On notera maintenant G le produit semi-direct de
Z|Z| par Z suivant l’action α. Les éléments de G sont les couples ((xn)n∈Z, p) d’un élément de
Z|Z| et d’un élément de Z, et la loi de composition est définie par :
((xn)n∈Z, p).((yn)n∈Z, q)= ((xn)n∈Z+ (α(p)((yn)))n∈Z, p+ q)= ((xn+ yn+p)n∈Z, p+ q)
Comme produit semi-direct de groupes moyennables, G est un groupe moyennable. De plus, il
est I.C.C. puisque, si x= ((xn), p) est différent de ((0),0), la classe de conjugaison de x contient
au moins les éléments ((δn,0),k)−1x((δn,0),k) pour tout k ∈N. Or ((δn,0),k)−1 = ((−δn,−k),−k),
et alors ((δn,0),k)−1x((δn,0),k)= ((xn−k+δn,p−δn,−k))n∈Z, p). Donc la classe de conjugaison de
x est nécessairement infinie car ces éléments sont deux à deux distincts.
§4.2.57 De plus, il est possible de trouver une copie du monoïde libre dans G. On définit a= ((δn,0)n,0)
et b = ((0)n,1). Alors on peut calculer que ((ak)k, p)b = ((ak)k, p+ 1) et ((ak)k, p)a = ((ak +
δk,0)k, p), ce qui permet de montrer que :
apk bqk apk−1bqk−1 . . .ap1bq1 = ((p¯n)n,
k∑
i=1
qi)
où p¯n = pi lorsque n=∑ij=1 q j, et p¯n = 0 sinon. Ceci montre bien que le monoïde engendré par
a et b est libre.
Par exemple, le mot a2b1a48b2 est égal à ((xn),3) où (xn) est la suite définie par x2 = 48,
x3 = 2 et xn = 0 pour n 6= 2,3.
Finalement, on a montré que :
§4.2.58 PROPOSITION (GIRARD [GIR11A]).
Le groupe Z|Z|oZ est I.C.C. moyennable et contient une copie du monoïde libre à deux éléments.
§4.2.59 La pérennisation Ω utilisée par Girard est alors défini comme suit. Si A est un opérateur
dans R0,1⊗R, on utilise l’isomorphisme entre R et ⊗ω∈lMR pour obtenir un opérateur dans
R0,1⊗RM . Cet opérateur définit un élément de R0,1⊗RGoG. Comme RGoG est isomorphe
à R, il existe un isomorphisme de R0,1⊗RGoG dans R0,1. Le résultat de ces opérations est
noté Ω(A).
§4.2.60 En réalité, l’intérêt de cette construction se cache dans le fait qu’il ne s’agit pas d’un isomor-
phisme mais d’un morphisme injectif. C’est le fait de coder l’opérateur sur une partie seule-
ment de l’idiome qui va permettre de simuler l’interaction dialectale des opérateurs et définir
la promotion. La construction des exponentielles du Chapitre 8 permet de mieux comprendre
en quoi le fait que ce soit une injection permet d’interpréter la promotion fonctorielle.
§4.2.61 PROPOSITION (GIRARD (GDI5.1) [GIR11A]).
Pour toutes conduites négatives A,B, on a :
!ΩA⊗ !ΩB= !Ω(A&B)
§4.2.62 PROPOSITION (GIRARD [GIR11A]).
Il est possible d’implémenter la promotion fonctorielle.
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4.A GdI5.1
Définition
§4.A.1 DÉFINITION.
Un projet de la GdI5.1 est un projet au sens de la Définition §4.2.23 vérifiant de plus que
α(1A) 6= 0.
§4.A.2 Les définitions d’orthogonalité, de produit tensoriel, d’exécution sont les mêmes que celles
présentées plus haut. Cependant, la notion de dichologie est remplacée par les notions de
conduites positives et négatives.
§4.A.3 DÉFINITION (CONDUITES NÉGATIVES/POSITIVES).
Une conduite A est négative lorsque :
– a ·+ ·α+A ∈A implique a= 0 ;
– a ∈A implique aφ ∈A pour tout morphisme injectif φ (pas nécessairement unital) ;
Une conduite B est positive lorsque :
– a ·+ ·α+A ∈A avec a 6= 0 implique b ·+ ·+α+A ∈A pour tout b 6= 0 ;
– pour tout λ 6= 0, λ ·+ ·1C+0 ∈B.
§4.A.4 On peut alors définir les connecteurs additifs : le & entre conduites négatives, et le ⊕ entre
conduites positives. Si a,b sont des éléments dans les conduites négatives A,B tels que α(1A)+
β(1B) 6= 0, on notera a+b l’élément noté a&b par Girard, à savoir le projet 0 ·+·α⊕β+A⊕0+
0⊕B dont l’idiome est A⊕B.
Le problème des additifs
§4.A.5 Contrairement à ce que nous avons démontré (Proposition §4.2.48), Girard énonce (Proposi-
tion 16) dans son article que l’ensemble des éléments de la forme a+b avec a ∈ A et b ∈ B
engendre la conduite A&B. Il est alors naturel de se demander pourquoi la construction des
additifs dans la GdI5.2 possède des propriétés plus faibles que celle présentée dans l’article de
Girard. En réalité, la Proposition 16 en question se trouve être erronée. Nous allons donner
la démonstration de ce fait ci-dessous.
§4.A.6 LEMME (LEMME (GDI5.1)).
Soit A une conduite négative, a ∈A et b ∈A‹. Alors seulement deux cas se présentent :
– soit la mise b de b est nulle ;
– soit l’interaction − log(det(1−A†B‡)) est nulle.
Démonstration. Supposons que la mise b de b est non nulle et que λ=− log(det(1−A†B‡)) est
également non nul. Alors ¿a,bÀ= bα(1A)− log(det(1−A†B‡)). Comme α(1A) est non nul, on
en déduit que le réel λ/α(1A) est non nul. En utilisant l’une des deux propriétés définissant
les conduites positives, on en déduit que b′ = −λ/α(1A) · + ·β+B est un élément de A‹. Or
¿a,b′À= 0, ce qui est une contradiction. On en déduit que soit a= 0, soit λ= 0. ,
§4.A.7 LEMME (LEMME (GDI5.1)).
Si A,B sont des conduites négatives, on a A+B⊂A&B.
Démonstration. Comme A&B = (A⊕B)‹ = (Ap+q ∪Bp+q)‹, on montre que tout élément de
A+B est orthogonal aux éléments de Ap+q∪Bp+q. Soit f+g un élément de A&B, ap+q ∈Ap+q
et b ∈Bp+q. Alors :
¿fp+q+gp+q,ap+qÀ = ¿fp+q,ap+qÀ+¿gp+q,ap+qÀ
= ¿f,aÀ+aγ(1G)
Or, par le lemme précédent, soit¿f,ap+qÀ= aϕ(1F), soit a= 0. Dans le premier cas, on obtient
que ¿fp+q+gp+q,ap+qÀ= a(ϕ(1F)+γ(1G)) qui est nécessairement différent de 0 et ∞. Dans le
deuxième cas, ¿fp+q+gp+q,ap+qÀ=¿f,aÀ qui est différent de 0 et ∞ également.
On montre de la même manière que ¿fp+q+gp+q,bp+qÀ 6= 0,∞. ,
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§4.A.8 PROPOSITION (CONTRE-EXEMPLE EN GDI5.1).
Soit A,B deux conduites positives. Il existe un projet dans (A‹+B‹)‹ qui n’appartient pas à
la conduite A⊕B.
Démonstration. La preuve est une adaptation de la preuve de la Proposition §4.2.48 afin de
tenir compte des différences entre les GdI5.1 et GdI5.2. Comme précédemment, si l’on note
p et q les supports respectifs disjoints de A et B, on peut supposer sans perte de généralité
que p- q, et donc qu’il existe une projection p′ 6 q telle que p ∼ p′. On notera u l’isométrie
partielle telle que uu∗ = p et u∗u= p′. On choisit un élément a= a ·+·1C+0 de A et on définit
c= ap+q+0u−0 avec 0u = 0 ·+ ·1C+ (u+u∗) et 0= 0 ·+ ·1C+0.
Le projet c est dans (A‹+B‹)‹.
Soit d ∈ A‹+B‹. Alors d = a′p+q+b′p+q où a′ ∈ A‹ et b′ ∈ B‹. On peut alors calculer
¿c,dÀ (en utilisant le fait que a′,b′ sont dans des conduites négatives et donc de mise
nulle on remarque que ¿0,a′p+qÀ=¿0,b′p+qÀ= 0) :
¿c,dÀ = ¿ap+q+0u+0,a′p+q+b′p+qÀ
= ¿ap+q,a′p+q+b′p+qÀ+¿0u,a′p+qÀ+¿0,a′p+qÀ+¿0u,b′p+qÀ+¿0,b′p+qÀ
= ¿ap+q,a′p+q+b′p+qÀ+¿0u,a′p+qÀ+¿0u,b′p+qÀ
De la même manière que dans la preuve de la proposition §4.2.48, on montre que
¿0u,a′p+qÀ= 0 et ¿0u,b′p+qÀ= 0, car les mises de a′,b′ sont nulles. D’où :
¿c,dÀ = ¿ap+q,a′p+qÀ
On en conclut, en utilisant le lemme précédent, que c‹ d.
Le projet c n’est pas dans A⊕B.
Pour cela, on trouve un élément t de (Ap+q)‹ ∩ (Bp+q)‹ tel que c 6‹ t. Soit b′ ∈ B‹,
a′ ∈A‹, λ ∈R>0 avec |λ| < 1 et 0λu = 0 ·+ ·1C+λ(u+u∗). On va montrer qu’il existe un
réel µ tel que t = b′p+q +a′p+q +µ0λu −µ0 vérifie t ∈ (Ap+q)‹, t ∈ (Bp+q)‹ et t 6‹ c. Soit
b ∈B, on peut alors calculer :
¿t,bp+qÀ = ¿b′p+q+a′p+q+µ0λu−µ0,bp+qÀ
= ¿b′p+q+a′p+q,bp+qÀ+µ¿0λu,bp+qÀ−µ¿0,bp+qÀ
= ¿b′p+q+a′p+q,bp+qÀ+µ¿0λu,bp+qÀ−µ¿0,bp+qÀ
Or, en utilisant le fait que A′B = 0 on a ¿a′p+q,bp+qÀ=α′(1A′ )b. De plus, ¿0,bp+qÀ=
b. On a alors :
¿0λu,bp+qÀ = b− log(det(1−λ(u+u∗)B))
= b− log(det(1−λuB+λu∗pB))
= b− log(det(1−λuB))
= b− log(1)
= b
Donc ¿t,bp+qÀ=¿bp+q,b′p+q+a′p+qÀ, ce qui montre (grâce au lemme précédent) que
t ∈ (Bp+q)‹.
Soit a ∈A, on peut alors calculer :
¿t,ap+qÀ = ¿b′p+q+a′p+q+µ0λu− (1+µ)0,ap+qÀ
= ¿b′p+q,ap+qÀ+¿a′p+q,ap+qÀ+µ¿0λu,ap+qÀ− (1+µ)¿0,ap+qÀ
= ¿a,a′À+¿b′p+q,ap+qÀ+µ¿0λu,ap+qÀ− (1+µ)¿0,ap+qÀ
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Or, puisque AB′ = 0, ¿b′p+q,ap+qÀ= a ; de même ¿0,bp+qÀ= a. De plus, on a :
¿0λu,ap+qÀ = a− log(det(1−λ(u+u∗)A))
= a− log(det(1−λup′A+λu∗A))
= a− log(det(1−λu∗A))
= a− log(1)
= a
Donc ¿t,ap+qÀ=¿a,a′À+a+µa− (1+µ)a=¿a,a′À, ce qui montre que t ∈ (Ap+q)‹.
Donc t ∈ (Ap+q)‹∩ (Bp+q)‹. Or :
(A⊕B)‹ = (Ap+q∪Bp+q)‹‹‹
= (Ap+q∪Bp+q)‹
= (Ap+q)‹∩ (Bp+q)‹
On calcule maintenant ¿t,cÀ :
¿t,cÀ = ¿b′p+q+a′p+q+µ0λu−µ0,ap+q+0u−0À
= ¿b′p+q+a′p+q,ap+qÀ+¿µ0λu−µ0,0u−0À
= ¿b′p+q+a′p+q,ap+qÀ+µ¿0λu,0uÀ
D’où :
¿0λu,0uÀ = − log(det(1−λ(u+u∗)(u+u∗)))
= −2tr(p) log(1−λ)
D’où :
¿t,cÀ = ¿b′p+q+a′p+q,ap+qÀ−2µtr(p) log(1−λ)
On peut alors poser µ= ¿b
′
p+q+a′p+q,ap+qÀ
2tr(p) log(1−λ) et dans ce cas, ¿t,cÀ= 0.
Finalement, on a montré que c ∈ (A‹+B‹)‹ et c 6∈ (Ap+q∩Bp+q)‹‹ — c’est-à-dire que c 6∈
A⊕B. ,
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§5.1 Nous présenterons dans ce chapitre différentes notions de graphes, ainsi que des générali-
sations de celles-ci permettant d’introduire la notion de dialecte (correspondant à la notion
d’idiomes en GdI5). Dans chacun des cas, nous montrons la propriété fondamentale qui per-
met de développer une GdI5 pour la logique linéaire multiplicative additive (MALL) : la pro-
priété cyclique. Informellement, la propriété cyclique relie l’opération consistant à définir le
graphe F ::G des chemins alternant entre deux graphes F et G et les ensembles de cycles
alternés entre deux graphes. La Figure 5.1 permet de mieux comprendre celle-ci. Dans cette
figure, nous avons représenté trois graphes F,G,H tels qu’un sommet ne peut appartenir aux
trois graphes simultanément. Les arêtes doubles représentent les ensembles d’arêtes qu’il est
possible de suivre pour passer d’un graphe à un autre : par exemple l’arête double entre V F
et VG représente l’ensemble des arêtes de F dont le but est un élément de VG . On représente
également les ensembles de cycles formés uniquement d’arêtes de F et de G (respectivement
d’arêtes de F et de H, respectivement d’arêtes de G et de H) par un cycle rouge (respecti-
vement bleu, respectivement vert), l’ensemble des cycles contenant au moins une arête de
chaque graphe étant représenté en violet. Les rectangles colorés représentent le résultat de
l’exécution de deux graphes, que l’on peut comprendre comme une boîte dont le contenu ne
nous est pas accessible. On remarque alors que lors de l’exécution de deux graphes F et G, on
« perd » les cycles internes alternants entre F et G. La propriété cyclique énonce alors, si l’on
note Cyc(A,B) l’ensemble des cycles entre deux graphes A et B :
Cyc(F ::G,H)∪Cyc(F,G)∼=Cyc(G ::H,F)∪Cyc(G,H)∼=Cyc(H ::F,G)∪Cyc(H,F)
5.1 Définitions sur les graphes
Graphes
§5.1.1 Dans la suite, on définit la notion de graphe orienté pondéré. Les poids seront considérés dans
un ensemble Ω clos par multiplication. Dans les faits, on utilisera principalement l’ensemble
]0,1] pour Ω.
§5.1.2 DÉFINITION.
Un graphe orienté pondéré (dansΩ) est un uplet G = (VG ,EG , sG , tG ,ωG), où VG est l’ensemble
des sommets, EG l’ensemble des arêtes, sG et tG deux fonctions de EG dans VG , respective-
ment les fonctions source et but, et ωG une fonction EG →Ω, la fonction de pondération.
On écrira EG(v,w) l’ensemble des arêtes e ∈EG satisfaisant sG(e)= v et tG(e)=w. De plus,
on oubliera les exposants lorsque le contexte sera suffisamment clair.
§5.1.3 On définit maintenant une construction sur les graphes qui nous permettra de considérer,
étant donnés deux graphes G et H, l’ensemble des chemins alternants entre G et H, c’est-
à-dire formés d’arêtes alternant entre une arête de G et une arête de H. Cette construction
est assez standard dans la littérature [AHS02, AJM94, dF09]. La première des définitions (le
branchement de deux graphes) est la clef de voûte de la construction, et nous verrons dans
le Chapitre 7 comment une modification de celle-ci permet de faire apparaître des dialectes,
indispensables pour définir les connecteurs additifs et exponentiels. Une fois que l’on sera
capable de parler de chemins et cycles alternants entre deux graphes, on obtiendra deux
résultats importants : une opération d’exécution associative — correspondant à l’élimination
des coupures, et une égalité à trois termes (proposition §5.2.13) à partir de laquelle il sera
possible de définir une adjonction.
On écrira unionmulti l’union disjointe d’ensembles. Étant donnés des ensembles E,F et X ainsi que
deux fonctions f : E → X et g : F → X , on écrira f unionmulti g la fonction EunionmultiF → X définie par la
propriété universelle des co-produits, c’est-à-dire le “co-couplage" de f et g.
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V F
V H VG
(a) Représentation des graphes F,G,H et leurs interac-
tions
V F
V H VG
(b) Les cycles entre F ::G et H
V F
V H VG
(c) Les cycles entre G ::H et F
V F
V H VG
(d) Les cycles entre F ::G et H
FIGURE 5.1 – Représentation graphique de la propriété cyclique
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F
1 2
G
3 4
H
FIGURE 5.2 – Graphes F, G et H
1 2 3 4
F
G
FIGURE 5.3 – Branchement de F et G
§5.1.4 DÉFINITION (UNION DE GRAPHES).
Étant donnés deux graphes G et H, on définit l’union G∪H de G et H par :
(VG ∪V H ,EG unionmultiEH , sG unionmulti sH , tG unionmulti tH ,ωG unionmultiωH)
§5.1.5 REMARQUE. Il est important de noter que si l’on considère l’union disjointe des ensembles
d’arêtes, on fait l’union (non disjointe) des ensembles de sommets. Par conséquent, l’union de
deux graphes n’est pas toujours égale à l’union de deux copies isomorphes de ces graphes,
puisque rien ne nous assure que les ensembles de sommets de ces copies isomorphes soient
dans la même disposition. C’est là que la locativité prend toute son importance, puisqu’une
intersection non vide des ensembles de sommets de deux graphes représentera une coupure,
c’est-à-dire l’endroit où l’interaction a lieu.
Pour définir l’ensemble des chemins qui alternent entre deux graphes, il faut que l’on
garde une trace de l’origine des arêtes dans le graphe union, ce qui motive la définition sui-
vante.
§5.1.6 DÉFINITION (BRANCHEMENT).
Étant donnés deux graphes G et H, on définit le graphe GH comme le graphe union de G et
H, associé à une fonction de coloriage δ de EG unionmultiEH dans {0,1} telle que δ(x)= 0 si x ∈E
G
δ(x)= 1 si x ∈EH
On appellera GH le branchement de G et H.
Les figures 5.3 et 5.4 montrent deux exemples de branchement entre les graphes F et G
et entre les graphes F et H de la figure 5.2 où les couleurs sont représentées par la position
des arêtes : les arêtes du dessus correspondent aux arêtes coloriées 0, tandis que les arêtes
du dessous correspondent aux arêtes coloriées 1.
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1 2 3 4
F
H
FIGURE 5.4 – Branchement de F et H
Cycles, Chemins et Circuits
§5.1.7 DÉFINITION (CHEMINS, CYCLES ET k-CYCLES).
Un chemin pi dans un graphe G est une suite finie d’arêtes (e i)06i6n (n ∈N) dans EG telles
que s(e i+1)= t(e i) pour tout 06 i6 n−1. On appellera les sommets s(pi)= s(e0) et t(pi)= t(en)
la source et le but du chemin.
On dira qu’un chemin est simple s’il ne passe pas deux fois par le même sommet.
On dira qu’un chemin est eulérien s’il ne passe pas deux fois par la même arête.
§5.1.8 DÉFINITION (CHEMINS ALTERNANTS).
Soit G = (VG ,EG , sG , tG ,ωG) et H = (V H ,EH , sH , tH ,ωH) deux graphes. On définit les chemins
alternants entre G et H comme les chemins (e i) dans GH qui satisfont :
δ(e i) 6= δ(e i+1)
On écrira Chem(G,H) l’ensemble des chemins alternants dans le graphe GH, et on notera
Chemv,w(G,H) l’ensemble des chemins alternants dans GH de source v et de but w.
§5.1.9 REMARQUE. Avec les notations de la définition précédente, si VG ∩V H = ;, l’ensemble des
chemins alternants Chem(G,H) est réduit à l’ensemble EGunionmultiEH , modulo l’identification entre
arêtes et chemins de longueur 1.
§5.1.10 DÉFINITION (CYCLES ET k-CYCLES).
On dira qu’un chemin pi= (e i)06i6n est un cycle si s(e0)= t(en), c’est-à-dire la source et le but
de pi coïncident. Si pi est un cycle, et k est le plus grand entier tel qu’il existe un cycle ρ avec 1
pi= ρk, on dira que pi est un k-cycle.
On appellera cycle alternant dans GH un cycle (e i)06i6n ∈ Chem(G,H) tel que δ(en) 6=
δ(e0).
§5.1.11 REMARQUE. Tous les cycles alternants sont de longueur paire, puisqu’ils vérifient δ(e0) 6=
δ(en).
§5.1.12 PROPOSITION.
Soit ρ = (e i)06i6n−1 un cycle, et σ la permutation envoyant i sur i+1 (i = 0, . . . ,n−2) et n−1
sur 0. On définit l’ensemble
ρ¯ = {(eσk(i))06i6n−1 | 06 k6 n−1}
Alors ρ est un k-cycle si et seulement si le cardinal de ρ¯ est égale à n/k. Dans la suite, on utili-
sera le terme de k-circuit (ou plus généralement celui de circuit) lorsque nous ferons référence
à une telle classe d’équivalence modulo permutations cycliques d’un k-cycle.
Démonstration. On retrouve ici des techniques classiques associées aux groupes cycliques.
Si ρ = (e i)06i6n−1 est un chemin et τ une permutation de {0, . . . ,n− 1}, on notera τ(ρ) =
(eτ(i))06i6n−1.
1. Ici, ρk correspond à la concaténation de k copies de ρ.
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Premièrement, remarquons que si ρ est un k-cycle, alors σn/k(ρ)= ρ. Si s est le plus petit
entier tel que σs(ρ)= ρ, alors e i+s = e i. Par conséquent, en écrivant m= n/s, on obtient ρ =pim
où pi= (e i)06i6s−1. Cela implique que k= n/s par la maximalité de k. Donc ρ est un k-cycle si
et seulement si le plus petit entier s tel que σs(ρ)= ρ est égal à n/k.
Posons s le plus petit entier tel que σs(ρ)= ρ. Pour tous entiers p, q tels que 06 q< s, on a
σps+q(ρ)=σq(ρ). En effet, c’est une conséquence directe du fait que σps(ρ)= ρ pour tout entier
p. De plus, puisque σn(ρ)= ρ, alors s divise n. Donc le cardinal de ρ¯ est au plus égale à s. Pour
montrer que le cardinal de ρ¯ est exactement n/s, il suffit de montrer que σi(ρ) 6= σ j(ρ) pour
i < j entre 0 and s−1. Mais si c’était le cas, puisque σ est une bijection, on aurait ρ =σ j−i(ρ),
une égalité contredisant la minimalité de s. ,
On étend maintenant naturellement la fonction de poids aux chemins.
§5.1.13 DÉFINITION.
Le poids d’un chemin pi = (e i)06i6n dans un graphe pondéré G est défini par le produit des
poids des arêtes qui le composent : ωG(pi)=∏ni=0ωG(e i).
Cette définition ne dépend pas du chemin à proprement parler, mais uniquement de l’en-
semble des arêtes qui le composent. Le poids est donc invariant par permutation cyclique et
on peut donc définir le poids d’un circuit comme le poids des cycles de la classe d’équivalence.
§5.1.14 DÉFINITION.
Soit deux graphes F,G munis de deux fonctions de coloriage des arêtes δF ,δG . On étend l’opé-
ration de branchement de la manière suivante : le graphe FG est défini comme le graphe
union F∪G de F = (V F ,EF , sF , tF ,ωF ) et G = (VG ,EG , sG , tG ,ωG), muni de la fonction de colo-
riage δ :  δ(x) = (0,δ
F (x)) si x ∈EF
δ(x) = (1,δG(x)) si x ∈EG
§5.1.15 PROPOSITION.
L’opération de branchement est associative. Étant donnés trois graphes F,G, et H munis de
fonctions de coloriage δi : E i →C i (i = F,G,H) :
F(GH)∼= (FG)H
où le signe ∼= signifie que les deux graphes sont égaux à un renommage des couleurs près.
Démonstration. Les graphes sous-jacents F∪ (G∪H) et (F∪G)∪H sont égaux. Seule la fonc-
tion de coloriage diffère. Remarquons que si x est une arête dans F(GH), on est dans l’un
des trois cas suivants :
δF(GH)(x) = (0,δF (x)) si x ∈EF
δF(GH)(x) = (1,0,δG(x)) si x ∈EG
δF(GH)(x) = (1,1,δH(x)) si x ∈EH
Similairement, si x est une arête dans (FG)H on est dans l’un des cas suivants :
δ(FG)H(x) = (0,0,δF (x)) si x ∈EF
δ(FG)H(x) = (0,1,δG(x)) si x ∈EG
δ(FG)H(x) = (1,δH(x)) si x ∈EH
On définit donc la fonction θ de {0,1}×(({0,1}×(CF∪CG))∪CH) dans {0,1}×(CF∪({0,1}×(CG∪
CH))) par :
θ(0,0, x) = (0, x)
θ(0,1, x) = (1,0, x)
θ(1, x) = (1,1, x)
θ(x) = x dans les autres cas
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Alors il est facile de vérifier que le graphe (FG)H muni de la fonction de coloriage θ ◦
δ(FG)H est égal au graphe F(GH) muni de la fonction de coloriage δF(GH). ,
§5.1.16 COROLLAIRE.
L’ensemble des chemins alternants dans (FG)H est en bijection avec l’ensemble des chemins
alternants dans F(GH).
§5.1.17 COROLLAIRE.
L’ensemble des cycles alternants dans (FG)H est en bijection avec l’ensemble des cycles
alternants dans F(GH).
§5.1.18 COROLLAIRE.
L’ensemble des circuits alternants dans (FG)H est en bijection avec l’ensemble des circuits
alternants dans F(GH).
§5.1.19 On aura également besoin de la proposition suivante par la suite. La preuve en est immédiate.
En effet, le fait de renommer (bijectivement) les sommets de deux graphes F et G ne change
pas leur interaction 2. C’est-à-dire que les ensembles de cycles sont les mêmes.
§5.1.20 PROPOSITION.
Soit F,G deux graphes, et φ : V F ∪VG → E une bijection. On note φ(F) (resp. φ(G)) le graphe
(φ(V F ),EF ,φ◦ sF ,φ◦ tF ,ωF ) (resp. (φ(VG),EG ,φ◦ sG ,φ◦ tG ,ωG)). Alors l’ensemble des circuits
alternants dans FG est égal à l’ensemble des circuits alternants dans φ(F)φ(G).
5.2 Adjonctions Géométriques
Adjonction des circuits
Une conséquence directe des propositions précédentes est la propriété cyclique des cir-
cuits.
§5.2.1 DÉFINITION (ENSEMBLE DES CIRCUITS).
Soit F,G deux graphes. On note Circ(F,G) l’ensemble des circuits alternants dans FG.
On définit maintenant une opération sur les graphes que l’on nommera exécution, une
opération assez standard là encore, et qui ressemble à la « composition and hiding » des
stratégies en sémantiques de jeu. Cette opération correspond à l’élimination des coupures
dans les réseaux. Si F et G sont deux graphes, l’exécution F tG sera définie comme le graphe
des chemins alternant entre F et G (la partie « composition ») dont la source et le but sont
dans la différence symétrique V F∆VG de V F et VG (la partie « hiding »).
§5.2.2 DÉFINITION (EXÉCUTION).
Soit G = (VG ,EG , sG , tG ,ωG) et H = (V H ,EH , sH , tH ,ωH) deux graphes. On définit l’exécution
de G et H comme le graphe G tH défini par
VGtH = VG∆V H
EGtH = ⋃ v,w∈VGtH Chemv,w(G,H)
sGtH = (e i)06i6n 7→ sGH(e0)
tGtH = (e i)06i6n 7→ tGH(en)
ωGtH = (e i)06i6n 7→ωGH((e i)06i6n)
§5.2.3 REMARQUE. Si les graphes G,H ont des ensembles disjoints de sommets (c’est-à-dire si VG∩
V H =;), alors G tH est égal à G∪H à un renommage des sommets près.
Les Figures 5.5 et 5.6 montrent les chemins alternants dans FG et FH, où F, G et H
sont les graphes de la Figure 5.2. Remarquons l’apparition d’un cycle interne entre F et H,
c’est-à-dire un cycle entre F et G disparaissant lors du calcul de l’exécution F tG.
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1 2 3 4
FIGURE 5.5 – Chemins alternants dans FG
1 2 3 4
FIGURE 5.6 – Chemins alternants dans FH
§5.2.4 Dans la proposition suivante, il faut interpréter le symbole d’égalité comme signifiant « égaux
modulo un renommage des arêtes ». Nous avons choisi d’écrire le symbole d’égalité car nous
allons en réalité travailler avec les classes d’équivalence modulo renommage. Or, on peut mon-
trer que deux graphes égaux modulo renommage des arêtes sont universellement équivalents
(Définition §5.3.43 pour l’équivalence universelle, et Proposition §5.3.44). Nous remettons à
plus tard la discussion de l’équivalence universelle afin d’en donner une définition générale
applicable aux graphes dirigés pondérés, mais également aux graphes cohérents et cohérents
stricts (Définitions §5.2.34 et §5.2.20), ainsi qu’aux versions tranchées, épaisses et épaisses
tranchées de ces notions de graphes.
§5.2.5 THÉORÈME (ASSOCIATIVITÉ DE L’EXÉCUTION).
Soit F,G,H trois graphes tels que V F ∩VG ∩V H =;. Alors :
F t (G tH)= (F tG)tH
Démonstration. C’est une conséquence immédiate du Corollaire §5.1.16. ,
§5.2.6 REMARQUE. L’exécution n’est pas une simple composition de fonctions et l’associativité, une
conséquence de la locativité de notre cadre, n’est satisfaite que sous certaines conditions
sur l’intersection des ensembles de sommets (le lieu) des graphes. Afin d’obtenir un contre-
exemple, il suffit de prendre trois graphes F,G,H avec V F = VG = V H = {1} tels que F,G
n’aient aucunes arêtes et H possède une unique arête (qui est nécessairement de source et
but 1) : alors F t (G tH)= F et (F tG)tH =H.
Cependant, le théorème précédent aura pour conséquence l’associativité de la composi-
tion de la catégorie définie à partir de nos constructions, car la composition sera définie à
délocalisation près (Sections 6.2 et 7.2).
§5.2.7 THÉORÈME (PROPRIÉTÉ CYCLIQUE).
Soit F,G,H trois graphes tels que V F ∩VG ∩V H =;. Alors :
Circ(F,G tH)∪Circ(G,H) ω∼=Circ(H,F tG)∪Circ(F,G)
2. Il faut évidemment un unique renommage pour les deux graphes, sinon il serait possible de faire en sorte que
l’intersection entre les ensembles de sommets des renommages de F et G soit nulle tandis que V F ∩VG 6= ;.
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où
ω∼= signifie qu’il existe une bijection ω-invariante, c’est-à-dire préservant les poids.
Démonstration. C’est une conséquence directe du corollaire §5.1.18. En effet, l’ensemble des
circuits alternants dans F(GH) est en bijection avec l’ensemble Circ(F,G tH)∪Circ(G,H).
De même, l’ensemble des circuits alternants dans (FG)H est en bijection avec l’ensemble
Circ(F tG,H)∪Circ(F,G). ,
§5.2.8 REMARQUE. Cette propriété n’est pas satisfaite si l’on considère l’ensemble des cycles en lieu
de l’ensemble des circuits. Un circuit alternant dans F(GH) contenant au moins une arête
de F correspond à exactement 3 un circuit alternant dans F(G tH). Cependant, le nombre
d’arêtes (la longueur) des deux circuits n’est pas nécessairement la même, et il n’y a donc
pas de bijection entre l’ensemble des cycles alternants de F(GH) contenant au moins une
arête de F et l’ensemble des cycles alternants de F(G tH).
§5.2.9 COROLLAIRE (ADJONCTION).
Soit F,G,H trois graphes tels que VG ∩V H =;. Alors :
Circ(F,G∪H)∼=Circ(H,F tG)∪Circ(F,G)
Adjonction des 1-circuits
§5.2.10 DÉFINITION (L’ENSEMBLE DES 1-CIRCUITS).
On écrira C (G,H) l’ensemble des 1-circuits alternants dans GH, c’est-à-dire le quotient de
l’ensemble des 1-cycles alternants par les permutations cycliques.
§5.2.11 Soit F, G et H des graphes tels que V F ∩VG ∩V H = ;. Étant donné un 1-circuit alternant
{(e i)}062n−1 entre G∪H et F, on distingue deux cas. Premièrement, le 1-circuit peut être une
suite d’arêtes entre sommets de VG , et cela signifie que le 1-circuit est localisé entre G et
F, c’est-à-dire pour tout 06 i 6 2n−1 l’arête e i est soit une arête de G soit une arête de F
(en d’autres termes, aucune arête e i n’est une arête de H). Dans ce cas, ce 1-circuit n’est pas
compté parmi les 1-circuits alternants entre F tG et H. Dans le second cas, le 1-circuit passe
par au moins un sommet de V H , et il n’est alors pas compté comme un 1-circuit alternant
entre G et F. Dans ce cas, le fait que ce 1-circuit induise un 1-circuit alternant entre F tG
et H est conséquence immédiate des définitions. En effet, si i1, . . . , ik sont les indices tels que
les arêtes e i j soient les seules arêtes dans pi provenant de H, alors le chemin défini pour
06 j6 k+1 (en prenant i0 =−1 et ik+1 = 2n) par pi j = {ep}i j+16p6i j+1−1 sont en bijection avec
les arêtes de F tG.
La proposition suivante généralise cette simple remarque.
§5.2.12 PROPOSITION.
Soit F, G et H trois graphes tels que V F ∩VG ∩V H =;. On a :
C (F,G tH)unionmultiC (G,H)∼=C (F,G)unionmultiC (F tG,H)
Démonstration. Il s’agit d’une conséquence de la propriété cyclique des circuits. En effet, il
faut simplement vérifier que la bijection de la Proposition §5.2.7 préserve le degré des circuits,
c’est-à-dire envoie un k-circuit sur un k-circuit. Mais ceci est clair. En effet, cette bijection
revient à un simple re-parenthésage de suites finies d’arêtes, et ne modifie donc en rien le
degré des circuits. Cette bijection induit donc, par restriction, une bijection entre les 1-circuits.,
§5.2.13 COROLLAIRE.
Soit F, G et H trois graphes tels que VG ∩V H =;. On a :
C (F,G∪H)∼=C (F,G)unionmultiC (F tG,H)
3. En supposant V F ∩VG ∩V H =; bien entendu.
96 5. ADJONCTIONS GÉOMÉTRIQUES
§5.2.14 Nous allons maintenant définir deux notions alternatives d’exécution et de circuits. La mo-
tivation derrière ces définitions est d’obtenir un cadre où tous les graphes sont finis, c’est-à-
dire que l’ensemble des sommets est finis, mais également l’ensemble des arêtes. Ceci n’est
pas possible avec la notion d’exécution que nous avons considérée jusqu’à présent, puisque
celle-ci peut produire des graphes avec une infinité d’arêtes. Les deux notions que nous allons
considérer sont naturelles dans le cas des graphes : on souhaite se restreindre aux chemins
eulériens — c’est-à-dire ne passant pas deux fois par la même arête — ou aux chemins simples
— c’est-à-dire ne passant pas deux fois par le même sommet.
Adjonction des circuits eulériens
§5.2.15 DÉFINITION.
On définit un chemin eulérien {e i}ni=0 comme un chemin ne passant pas deux fois par la même
arête, c’est-à-dire ∀i 6= j, e i 6= e j. On notera Eulere(F,G) l’ensemble des chemins eulériens
alternés dans FG, Eulerv,we (F,G) sera l’ensemble des chemins eulériens alternés dans FG
de source v et de but w, et finalement on écrira Ce(F,G) l’ensemble des circuits eulériens
alternés dans FG.
§5.2.16 DÉFINITION.
Soit G = (VG ,EG , sG , tG ,ωG) et F = (V F ,EF , sF , tF ,ωF ) deux graphes pondérés. On note F te
G = (V FteG ,EFteG , sFteG , tFteG ,ωFteG) l’exécution eulérienne de F et G, défini par 4 :
V FteG = V F∆VG
EFteG = ⋃ v,w∈VGte H Eulerv,we (G,H)
sFteG = pi= {e i}ni=0 ∈E 7→ sFG(e0)
tFteG = pi= {e i}ni=0 ∈E 7→ tFG(en)
ωFteG = pi= {e i}ni=0 ∈E 7→
n∏
i=0
ωFG(e i)
§5.2.17 La notion d’exécution eulérienne permet bien de rester dans le cadre de graphes finis : si F
et G ont un nombre fini de sommets et d’arêtes, alors l’exécution F te G aura un nombre fini
de sommets et d’arêtes. Cependant, l’adjonction à trois termes n’est pas satisfaite lorsque l’on
considère les circuits eulériens.
§5.2.18 Par exemple, considérons le graphe F définit par ({1,2,3,4,5,6}, {(2,3), (2,5), (4,1), (6,1)}), le
graphe G définit par ({3,4,5,6}, {(3,4), (5,6)}), et le graphe H définit par ({1,2}, {(1,2)}) (repré-
sentés respectivement en rouge, bleu et vert dans la Figure 5.7). On trouve deux circuits
eulériens alternés entre F et G∪H : pi1 = eb f c et pi2 = eagd. L’exécution eulérienne de F et
G est le graphe représenté en violet dans la Figure 5.8. Les circuits eulériens alternés entre
F te G et H sont alors au nombre de trois : ρ1 = (ceb) f , ρ2 = (dea)g et ρ3 = (cea)g(deb) f . Les
circuits ρ1 et ρ2 correspondent respectivement aux circuits pi1 et pi2. Or ρ3 ne correspond à
aucun circuit eulérien alterné entre F et G∪H : en effet, ceagdebf n’est pas eulérien car il
passe deux fois par l’arête e.
En ajoutant une relation de cohérence stricte entre les arêtes on peut cependant pallier ce
problème.
§5.2.19 REMARQUE. On peut aussi choisir une relation de cohérence non stricte, mais il faut alors
considérer les chemins eulériens cohérents. Avec la relation stricte, un chemin cohérent sera
nécessairement eulérien.
§5.2.20 DÉFINITION.
Un graphe cohérent strict est un graphe orienté pondéré F muni d’une relation de cohérence
stricte ¨F (c’est-à-dire antiréflexive et symétrique) sur l’ensemble des arêtes.
4. On note ici E pour EFteG afin de simplifier les notations. Il nous arrivera de faire cette simplification dans la
suite du texte lorsque le contexte sera clair.
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1 2 3 4 5 6
a
b
c
d
e
f g
G H
F
FIGURE 5.7 – Contre-exemple à l’adjonction pour les cycles eulériens : F(G∪H)
3 4 5 6
ceb cea
deb
dea
f g
H
FteG
FIGURE 5.8 – Contre-exemple à l’adjonction pour les cycles eulériens : (F te G)H
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§5.2.21 DÉFINITION.
Le branchement FG de deux graphes cohérents stricts est le graphe coloré FG des graphes
orientés pondérés sous-jacents (obtenus en oubliant la relation de cohérence stricte), muni de
la relation de cohérence stricte :
e i ¨FG e j ⇔ (δ(e i) 6= δ(e j))∨ (δ(e i)= δ(e j)∧ e i ¨ e j)
§5.2.22 DÉFINITION.
Soit F un graphe cohérent strict. Un chemin pi= {e i}ni=0 est dit cohérent lorsque les arêtes qui
le composent sont deux à deux cohérentes, c’est-à-dire lorsque ∀06 i 6= j6 n, e i ¨F e j.
§5.2.23 REMARQUE. Un chemin cohérent est nécessairement eulérien.
§5.2.24 DÉFINITION.
Soit F un graphe cohérent strict. On définit une relation de cohérence stricte entre les chemins
dans F : deux chemins pi= {e i}ni=0 et pi′ = { f i}mi=0 dans F sont cohérents lorsque
∀06 i6 n,∀06 j6m, e i ¨F f j
§5.2.25 DÉFINITION.
L’exécution entre (F,¨F ) et (G,¨G) est définie comme l’exécution eulérienne sur les graphes
sous-jacents F te G munie de la relation de cohérence stricte définie sur les chemins.
§5.2.26 PROPOSITION (ASSOCIATIVITÉ).
Soit F,G,H trois graphes cohérents stricts tels que V F ∩VG ∩V H =;. Alors :
F te (G te H)= (F te G)te H
Démonstration. On sait que l’ensemble des chemins alternants dans F(GH) est en bi-
jection avec l’ensemble des chemins alternants dans (FG)H par le Corollaire §5.1.16. Si
pi est une arête de F te (G te H), alors pi est un chemin alternant dans F(GH). C’est
donc un chemin alternant dans (FG)H. Pour montrer que pi correspond à une arête de
(F te G) te H, il suffit de montrer qu’il est cohérent. Or, en tant qu’arête de F te (G te H),
pi est cohérent et par conséquent toutes les arêtes provenant de F (resp. de G, resp. de H)
qu’il contient sont deux à deux cohérentes. Cela suffit à montrer que pi définit bien un chemin
cohérent dans (F te G)te H. ,
§5.2.27 DÉFINITION.
Si F,G sont des graphes cohérents stricts, on notera Ce(F,G) l’ensemble des chemins alternés
cohérents dans FG.
§5.2.28 PROPOSITION (PROPRIÉTÉ CYCLIQUE).
Soit F,G,H des graphes cohérents stricts tels que V F ∩VG ∩V H =;. Alors :
Ce(F,G te H)unionmultiCe(G,H)∼=Ce(F te G,H)unionmultiCe(F,G)
Démonstration. Soit pi = e0 f0e1 f1 . . . en fn un cycle cohérent alternant entre F et G te H, où
les f i sont les arêtes de F, et les e i sont des arêtes dans G te H. Remarquons que par dé-
finition de la cohérence, les f i sont cohérentes deux à deux. Pour tout i, e i = {aik}06k6pi
est un chemin alternant cohérent entre G et H. Par définition de la cohérence entre les
chemins, tous les aik sont cohérents deux à deux. Définissons alors la suite d’arêtes ρ =
e0a00a
0
1 . . .a
0
p0 e1 . . . ena
n
0 a
n
1 . . .a
n
pn .
– Si ρ ne contient pas d’arêtes dans H, cette suite définit un cycle alternant entre F et
G. De plus, ce cycle est cohérent puisque, par définition, les arêtes de F sont cohérentes
avec les arêtes de G dans FG, et que nous avons montré que les f i (les arêtes de F)
sont cohérentes deux à deux, et les aki (les arêtes de G) sont cohérentes deux à deux.
– Dans le cas où ρ contient des arêtes de H, le fait que les arêtes de F, resp. de G, resp.
de H, sont deux à deux cohérentes permet de montrer que ρ définit un cycle alterné
cohérent dans (F te G)H. En effet, ρ peut être décomposé ainsi :
ρ = b00b01 . . .b0r0 h0b10 . . .b1r1 h1 . . .bk0bk1 . . .bkrk hk
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où les hi sont des arêtes de H, et les suites c j = b j0 . . .b
j
r j sont des chemins alternés dans
FG. De plus, ces chemins sont cohérents puisque les arêtes de F (resp. G) contenues
dans ρ sont deux à deux cohérentes, et nous avons donc montré que ρ définit un cycle
alterné cohérent dans (F te G)H.
Soit maintenant pi un cycle alternant cohérent dans GH. Chaque arête de G contenue dans
pi définit une arête de F te G, puisqu’une telle arête est un chemin alterné cohérent dans FG
dont les sources et buts sont dans V F∆VG (puisqu’ils sont dans VG ∩V H). On en conclut que
pi définit un cycle cohérent alternant dans (F te G)H.
Il est clair que cette correspondance est bijective : on peut construire une correspondance
inverse (il suffit d’échanger les rôles de F,G,H) et il est facile de vérifier que la composition
de ces deux correspondances donne l’identité. ,
§5.2.29 COROLLAIRE.
Soit F,G,H des graphes cohérents stricts tels que VG ∩V H =;. Alors
Ce(F,G∪H)∼=Ce(F,G)unionmultiCe(F te G,H)
Adjonction des circuits simples
§5.2.30 DÉFINITION.
On définit un chemin simple {e i}ni=0 comme un chemin ne passant pas deux fois par le même
sommet, c’est-à-dire ∀i 6= j, s(e i) 6= s(e j). On notera par Simps(F,G) l’ensemble des chemins
simples alternants dans FG, Simpv,ws (F,G) l’ensemble des chemins simples alternants dans
FG de source v et de but w, et enfin Cs(F,G) l’ensemble des circuits simples alternants dans
FG.
§5.2.31 DÉFINITION.
Soit G = (VG ,EG , sG , tG ,ωG) et F = (V F ,EF , sF , tF ,ωF ) deux graphes pondérés. On note F ts
G = (V FtsG ,EFtsG , sFtsG , tFtsG ,ωFtsG) l’exécution simple de F et G, définie par :
V FtsG = V F∆VG
EFtsG = ⋃ v,w∈VGtsH Simpv,ws (G,H)
sFtsG = pi= {e i}ni=0 ∈E 7→ sFG(e0)
tFtsG = pi= {e i}ni=0 ∈E 7→ tFG(en)
ωFtsG = pi= {e i}ni=0 ∈E 7→
n∏
i=0
ωFG(e i)
§5.2.32 DÉFINITION.
On rappelle que si deux graphes F,G ont des supports disjoints, c’est-à-dire V F ∩VG = ;,
l’union de F et G est définie par F∪G = (V F ∪VG ,EF unionmultiEG , sF unionmulti sG , tF unionmulti tG ,ωF unionmultiωG).
§5.2.33 REMARQUE. Comme dans le cas des chemins eulériens, nous n’obtenons pas d’adjonction
dans ce cas. Les Figures 5.9 et 5.10 donnent un contre-exemple (dans la première figure, il
n’apparaît pas de circuits simples, tandis qu’il en apparait un dans la seconde). Le principe est
le même que dans le cas des chemins eulériens : lors d’une exécution, on oublie les sommets
traversés par les différents chemins et on peut alors définir un circuit simple passant par
deux arêtes e, f provenant de chemins qui passaient par un point commun.
§5.2.34 DÉFINITION.
Un graphe cohérent est un graphe orienté pondéré F muni d’une relation de cohérence ¨F
réflexive et symétrique sur l’ensemble des arêtes.
§5.2.35 DÉFINITION.
Soit (F,¨F ) et (G,¨G) deux graphes cohérents. On définit le branchement de ces deux graphes
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F
FIGURE 5.9 – Contre-exemple à l’adjonction pour les circuits simples : F(G∪H)
3 4 5 6
ce−1a
deb
f g
H
FtsG
FIGURE 5.10 – Contre-exemple à l’adjonction pour les circuits simples : (F ts G)H
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par (FG,¨FG) où la relation de cohérence est définie par :
e¨F∪G e′⇔ (e¨F e′)∨ (e¨G e′)∨ (δ(e) 6= δ(e′))
En particulier, si F et G sont de supports disjoints, F∪G est le graphe cohérent FG obtenu
en oubliant la fonction de coloriage.
§5.2.36 DÉFINITION.
Soit F un graphe cohérent. Un chemin pi = {e i}ni=0 est dit cohérent lorsque les arêtes qui le
composent sont deux à deux cohérentes, c’est-à-dire lorsque ∀06 i, j6 n, e i ¨F e j.
§5.2.37 DÉFINITION.
Soit pi = {e i}ni=0 un cycle dans un graphe F. On définit le support de pi comme l’ensemble des
sommets traversés par pi :
supp(pi)= {sF (e i) | 16 i6 n}
§5.2.38 DÉFINITION.
Soit F un graphe cohérent. Deux chemins pi = {e i}ni=0 et pi′ = { f i}mi=0 dans F sont cohérents
lorsque
∀06 i6 n,∀06 j6m, e i ¨F f j
§5.2.39 DÉFINITION.
L’exécution entre (F,¨F ) et (G,¨G) — que l’on notera F ts G — est définie comme l’exécution
simple sur les graphes sous-jacents F ts G munie de la relation de cohérence :
pi¨FtG pi′⇔ (pi¨FG pi′)∧ (supp(pi)∩supp(pi′)=;)
§5.2.40 PROPOSITION (ASSOCIATIVITÉ).
Soit F,G,H des graphes tels que V F ∩VG ∩V H =;. Alors :
F ts (G ts H)= (F ts G)ts H
Démonstration. Les ensembles de sommets des deux graphes sont égaux, en raison de l’hy-
pothèse V F ∩VG∩V H =;. Il est ensuite possible de montrer l’égalité des ensembles d’arêtes.
Pour cela, on se contentera de montrer l’une des deux inclusions (l’autre s’obtenant par sy-
métrie). De plus, on ne fera la démonstration que dans le cas d’un chemin commençant et
terminant par une arête de F. Les autres cas se traitent de manière similaire.
Soit ρ une arête de F ts (G ts H), c’est-à-dire que ρ = f1ν1 f2ν2 . . . fk est un chemin alter-
nant simple et cohérent dans F(G ts H) où, pour tout 16 i 6 k−1, νi = {aij}16 j6pi est un
chemin alternant simple et cohérent dans GH. Le chemin ρ est donc un chemin simple et co-
hérent, alternant dans F(GH). Par la proposition §5.1.15, ρ est donc un chemin — simple
et cohérent — alternant dans (FG)H. Il est clair, de par la définition des chemins co-
hérents, qu’un sous-chemin d’un chemin cohérent est cohérent. De plus, un sous-chemin d’un
chemin simple est simple. En écrivant ρ = (b11b12 . . .b1q1 )h1 . . . (bm1 bm2 . . .bmqm ), on peut remarquer
que chaque bi1b
i
2 . . .b
i
qi est une arête dans F ts G. On en déduit que ρ est un chemin alternant
simple et cohérent dans (F ts G)H, c’est-à-dire que c’est une arête de (F ts G)ts H. ,
§5.2.41 DÉFINITION.
Si F,G sont des graphes cohérents, on notera Cs(F,G) l’ensemble des circuits alternés simples
et cohérents dans FG.
§5.2.42 PROPOSITION.
Soit F,G,H des graphes tels que V F ∩VG ∩V H =;. Alors
Cs(F,G ts H)unionmultiCs(G,H)∼=Cs(F,G)unionmultiCs(F ts G,H)
Démonstration. Soit ρ¯ un circuit simple alternant dans F(G ts H). On supposera, sans
perte de généralité, que ρ¯ est de longueur paire 2n. Alors on peut supposer que ρ = {e i}2ni=1 est
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tel que e2k ∈G ts H et e2k+1 ∈ F. Dans ce cas, chaque e2k correspond à un chemin cohérent
simple ak1a
k
2 . . .a
k
pk . On peut alors considérer le cycle alternant
µ= e1a11a12 . . .a1p2 e2 . . . enan1 an2 . . .anpn
dans le graphe F(GH). Ce cycle correspond à un cycle alternant ν dans (FG)H par la
proposition §5.1.15 (en réalité par son corollaire §5.1.17), et, comme µ est un chemin cohérent
simple, ν est un chemin cohérent simple. Il est clair, de par la définition des chemins cohé-
rents, qu’un sous-chemin d’un chemin cohérent est cohérent. De plus, un sous-chemin d’un
chemin simple est simple. Or nous avons soit
ν= b11b12 . . .b1q1 h1b21b22 . . .b2q2 . . .bm1 bm2 . . .bmqm
(avec m éventuellement égal à 1, ce qui correspond au cas où le cycle ne contient pas d’arêtes
de H), soit
ν= b11b12 . . .b1q1 h1b21b22 . . .b2q2 . . .bm1 bm2 . . .bmqm hm
Dans le cas particulier où ν= b11b12 . . .b1q1 , on a montré que ρ¯ correspondait à un circuit simple
(cohérent) ν¯ dans FG. Dans les autres cas, les chemins di = bi1bi2 . . .biqi sont des chemins
cohérents simple alternés dans FG, et correspondent donc à des arêtes ci dans F ts G. On
a donc montré que ρ¯ correspondait à un circuit c1h1c2h2 . . . simple alterné et cohérent dans
(F ts G)H.
On montre de même que tout circuit alterné simple et cohérent dans GH correspond à
un chemin dans (F ts G)H.
Un raisonnement similaire permet de montrer que l’on peut faire correspondre à chaque
circuit dans Cs(F,G)unionmultiCs(F ts G,H) un circuit dans Cs(F,G ts H)unionmultiCs(G,H), et que cette
correspondance est exactement l’inverse de la correspondance détaillée ci-dessus. ,
§5.2.43 COROLLAIRE.
Soit F,G,H des graphes tels que VG ∩V H =;. Alors :
Cs(F,G∪H)∼=Cs(F,G)unionmultiCs(F ts G,H)
5.3 Graphes tranchés, graphes épais
§5.3.1 Toutes les adjonctions que nous avons exposées jusqu’à présent ont été énoncées sous la forme
de bijections entre des ensembles de cycles. Nous allons expliquer maintenant comment obte-
nir des adjonctions numériques à partir de celles-ci. L’intérêt de cette opération est double :
cela nous permet d’obtenir une adjonction plus classique (à deux termes, comme dans les es-
paces cohérents par exemple), et cela nous sera utile par la suite pour définir une construction
combinatoire des additifs.
§5.3.2 Dans la suite de ce chapitre, nous considèrerons que nous travaillons dans une catégorie
de graphes quelconque, pondérés dans un ensemble Ω, dans laquelle nous avons défini une
notion d’exécution :: et, pour tout couple de graphes (F,G), un ensemble de cycles alternés
Cy(F,G) tels que, pour tous graphes F,G,H avec V F ∩VG ∩V H =; on ait une bijection pré-
servant les poids :
Cy(F,G ::H)unionmultiCy(G,H)∼=Cy(H,F ::G)unionmultiCy(F,G)
§5.3.3 Nous allons montrer comment il est possible de généraliser un tel cadre afin d’ajouter des
« tranches », indépendantes (graphes tranchés) ou non (graphes épais, graphes épais tran-
chés). Ces généralisations nous permettrons, aux Chapitres 7 et 8, de définir des connecteurs
additifs et exponentielles.
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Adjonctions numériques
§5.3.4 DÉFINITION (QUANTIFICATION DES CYCLES).
Une fonction de quantification des circuits est une application Ω→R>0∪ {∞}.
Étant donnée une fonction de quantification des circuits m, on définit une mesure de l’inter-
action entre deux graphes F,G par :
JF,GK= ∑
ρ∈Cy(F,G)
m(ω(ρ))
§5.3.5 THÉORÈME (PROPRIÉTÉ CYCLIQUE NUMÉRIQUE).
Soit F, G, et H des graphes tels que V F ∩VG ∩V H =;. Alors :
JF,G ::HK+ JG,HK= JF,GK+ JF ::G,HK
Démonstration. Il s’agit d’une conséquence immédiate de la propriété cyclique géométrique
§5.3.2. ,
§5.3.6 THÉORÈME (ADJONCTION NUMÉRIQUE).
Soit F, G, et H des graphes tels que VG ∩V H =;. Alors :
JF,G∪HK= JF,GK+ JF ::G,HK
§5.3.7 Il s’agit maintenant de récupérer une adjonction au sens plus habituel des sémantiques dé-
notationelles de la logique linéaire. Il faut donc s’arranger pour faire disparaître le terme
supplémentaire JF,GK de l’adjonction numérique. Pour cela, nous utiliserons la solution utili-
sée par Girard dans la géométrie de l’interaction dans le facteur hyperfini : l’introduction des
mises.
§5.3.8 L’idée des mises est simple. Au lieu de considérer uniquement des graphes, nous allons leur
associer un nombre qui servira à comptabiliser les erreurs d’exécution, c’est-à-dire capturer
les termes additionnels. On définit alors de manière naturelle les généralisations des opéra-
tions d’exécution et de mesure.
On considère donc des couples (a, A), où a est un nombre dans 5 im(J·, ·K), et A est un graphe.
On définit alors :
1. ¿(a, A), (b,B)À= a+b+ JA,BK ;
2. ( f ,F) ::(a, A)= (a+ f + JF, AK,F :: A).
On remarque que dans le cas où V F∩V A =;, on a ( f ,F) ::(a, A)= (a+ f , A∪F), que l’on notera
(a, A)∪ ( f ,F).
§5.3.9 PROPOSITION (PROPRIÉTÉ CYCLIQUE).
Si F,G,H sont des graphes tels que V F ∩VG∩V H =;, et f , g,h sont des éléments quelconques
de im(J·, ·K), alors :
¿( f ,F), (g,G) ::(h,H)À=¿(g,G), (h,H) ::( f ,F)À=¿(h,H), ( f ,F) ::(gG)À
§5.3.10 COROLLAIRE (ADJONCTION).
Si F,G,H sont des graphes tels que VG ∩V H = ;, et f , g,h sont des éléments quelconques de
im(J·, ·K), alors :
¿( f ,F), (g,G)∪ (h,H)À=¿( f ,F) ::(g,G), (h,H)À
5. On ne présuppose pas ici que la mesure J·, ·K est à valeur dans R>0∪{∞} car ce ne sera pas toujours le cas (voir
la construction additive dans la section suivante).
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11 21 31 41
12 22 32 42
1
2 F
pi(G∪H)
FIGURE 5.11 – Exemple de graphe tranché : 12 F+pi(G∪H)
Graphes tranchés : la construction additive
§5.3.11 On veut maintenant généraliser le cadre des graphes afin de définir des connecteurs additifs.
La manière la plus naturelle de faire cela est d’introduire des tranches, comme pour les ré-
seaux additifs [Gir95c]. On ne considèrera donc plus des graphes, mais des familles finies de
graphes {G i}i∈I sur un même ensemble de sommets V , que l’on pourra représenter sous la
forme d’un graphe dont l’ensemble des sommets est V× I et tel que les arêtes ne changent pas
de tranches : si (v, i) et (w, j) sont respectivement source et but d’une arête, alors i = j.
§5.3.12 Toutes les constructions considérées dans le chapitre précédent peuvent être étendues aux
graphes tranchés en les appliquant tranche à tranche. Cependant, ce cadre s’avère insuffi-
sant pour définir les connecteurs additifs correctement, et nous considèrerons que les graphes
tranchés sont également équipés d’une pondération des tranches. Cette généralisation permet
en effet d’obtenir suffisamment de contre-projets pour le connecteur additif &.
§5.3.13 On définit donc les objets avec lesquels nous allons travailler. Un graphe tranché orienté
pondéré (resp. cohérent) G de support VG est une famille finie
∑
i∈IG α
G
i G i où, pour tout i ∈ IG ,
G i est un graphe orienté pondéré (resp. cohérent) tel que VG i =VG , et αGi ∈R. Le graphe G i
sera nommé la i-ème tranche de G, et l’on utilisera la notation suivante :
1G =
∑
i∈IG
αGi
§5.3.14 La figure 5.11 est un exemple de graphe tranché : il s’agit du graphe 12 F+pi(G∪H) où F,G,H
sont les graphes de la figure 5.2. À partir de maintenant, on utilisera la convention graphique
suivante :
– Les graphes sont comme auparavant représentés avec les arêtes colorées (une seule
couleur par graphe), et entourés de lignes hachurées ;
– Les points du support VG sont représentés suivant l’axe des abscisses, tandis que les
points de l’index IG sont représentés suivant l’axe des ordonnées ;
– À l’intérieur d’un graphe, les tranches sont séparées par une ligne hachurée ;
– Dans un coin de chaque case représentant une tranche, on inscrit le monôme de la
somme
∑
i∈IG α
G
i G i qu’il contient.
§5.3.15 DÉFINITION (EXÉCUTION).
Soit F et G deux graphes tranchés. On définit leur exécution :
(
∑
i∈IF
αFi Fi) ::(
∑
i∈IG
αGi G i)=
∑
(i, j)∈IF×IG
αFi α
G
j Fi ::G j
Lorsque V F ∩VG =;, on écrira l’exécution de F et G comme une union : F∪G.
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§5.3.16 DÉFINITION.
Soit F et G deux graphes tranchés. On définit la mesure de l’interaction :
J∑
i∈IF
αFi Fi,
∑
i∈IG
αGi G iK= ∑
(i, j)∈IF×IG
αFi α
G
j JFi,G jK
Lorsque certains termes JFi,G jK sont égaux à ∞, on pose JF,GK comme étant égal à ∞.
Un simple calcul permet de montrer que la propriété cyclique est toujours satisfaite dans
ce cadre étendu.
§5.3.17 PROPOSITION (PROPRIÉTÉ CYCLIQUE).
Si F, G, H sont des graphes tranchés tels que V F ∩VG ∩V H =;,
JF,G ::HK+1FJG,HK= JH,F ::GK+1HJF,GK
Démonstration. Le calcul est direct, en utilisant la proposition §5.3.9.
JF,G ::HK+1FJG,HK = JF,G ::HK+( ∑
i∈IF
dF (i)
) ∑
j∈IG
∑
k∈IH
JG j,HkK
= ∑
i∈IF
∑
j∈IG
∑
k∈IH
dF (i)dG( j)dH(k)JFi,G j ::HkK
+ ∑
i∈IF
∑
j∈IG
∑
k∈IH
dF (i)dG( j)dH(k)JG j,HkK
= ∑
i∈IF
∑
j∈IG
∑
k∈IH
dF (i)dG( j)dH(k)(JFi,G j ::HkK+ JG j,HkK)
= ∑
i∈IF
∑
j∈IG
∑
k∈IH
dF (i)dG( j)dH(k)(JHk,Fi ::G jK+ JFi,G jK)
= ∑
i∈IF
∑
j∈IG
∑
k∈IH
dF (i)dG( j)dH(k)JFi tG j,HkK
+ ∑
i∈IF
∑
j∈IG
∑
k∈IH
dF (i)dG( j)dH(k)JFi,G jK
= JH,F ::GK+( ∑
k∈IH
dH(k)
) ∑
i∈IF
∑
j∈IG
JFi,G jK
= JH,F ::GK+1HJF,GK
,
§5.3.18 COROLLAIRE (ADJONCTION).
Si F, G, H sont des graphes tranchés tels que V F =VG ∪V H et VG ∩V H =;,
JF,G∪HK= JF tG,HK+1HJF,GK
Graphes épais
§5.3.19 DÉFINITION.
Soit SG et DG des ensembles finis. Un graphe épais orienté pondéré (resp. cohérent) G de
support SG et de dialecte DG est un graphe orienté pondéré (resp. cohérent) dont l’ensemble
des sommets est égal à SG ×DG .
On nommera tranches les ensembles de sommets SG × {d} pour d ∈DG .
§5.3.20 La Figure 5.12 est un exemple de deux graphes épais. On représentera les graphes épais
suivant une convention similaire à celle régissant la représentation des graphes tranchés :
– Les graphes sont comme auparavant représentés avec les arêtes colorées (une seule
couleur par graphe), et entourés de lignes hachurées ;
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FIGURE 5.12 – Deux graphes épais G et H, tous deux de dialectes {1,2}
– Les points du support SG sont représentés suivant l’axe des abscisses, tandis que les
points du dialecte DG sont représentés suivant l’axe des ordonnées ;
– À l’intérieur d’un graphe, les tranches sont séparées par une ligne pointillée.
§5.3.21 REMARQUE. Si G =∑i∈IG αGi G i est un graphe tranché tel que ∀i ∈ IG ,αGi = 1, alors G peut
être vu comme un graphe épais de dialecte IG . En effet, on peut définir {G} comme le graphe :
V {G} = VG × IG
E{G} = unionmultii∈IG EG i
s{G} = e ∈EG i 7→ (sG i (e), i)
t{G} = e ∈EG i 7→ (tG i (e), i)
ω{G} = e ∈EG i 7→ωG i (e)
§5.3.22 DÉFINITION (VARIANTS).
Soit G un graphe épais et φ : DG →E une bijection. On définit alors Gφ comme le graphe :
VG
φ = SG ×E
EG
φ = EG
sG
φ = (IdVG ×φ)◦ sG
tG
φ = (IdVG ×φ)◦ tG
ωG
φ = ωG
Si G et H sont deux graphes tels que H =Gφ pour une bijection φ, alors on dit que H est un
variant de G. La relation de variance définit une relation d’équivalence sur les graphes épais.
§5.3.23 DÉFINITION (INTERACTION DIALECTALE).
Soit G et H des graphes épais.
1. On notera G†DH le graphe épais de dialecte DG ×DH défini comme {∑i∈DH G} ;
2. On notera H‡DG le graphe épais de dialecte DG ×DH défini comme {∑i∈DG H}τ où τ est
la bijection naturelle DH ×DG →DG ×DH , (a,b) 7→ (b,a).
§5.3.24 On définit alors le branchement FG de deux graphes épais comme le branchement des
graphes F†DG et G‡DF . La Figure 5.14 montre le résultat du branchement des graphes G et H
de la Figure 5.12.
§5.3.25 On définit ensuite l’exécution G :·:H de deux graphes épais G et H comme l’exécution des
graphes G†DH et H‡DG . La Figure 5.15 montre l’ensemble des chemins alternés dans le bran-
chement des graphes G et H de la Figure 5.12. Les Figures 5.16 et 5.17 illustrent le résultat de
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FIGURE 5.13 – Les graphes G†DH et H‡DG
11,1 21,1
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FIGURE 5.14 – Le branchement des graphes épais G et H
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FIGURE 5.15 – Les chemins alternés dans le branchement des graphes épais G et H
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31,1
31,2
32,1
32,2
tranche (1,1)
tranche (2,1)
tranche (1,2)
tranche (2,2)
FIGURE 5.16 – Le résultat de l’exécution des graphes épais G et H
l’exécution de ces deux graphes, la première est une représentation en trois dimensions afin de
faire le lien avec la figure 5.15, tandis que la seconde est une représentation du même graphe
en deux dimensions. De même, la mesure de l’interaction est définie comme JG†DH ,H‡DG K.
§5.3.26 DÉFINITION.
On définit l’exécution F :·:G de deux graphes épais F,G comme le graphe épais de support
SF∆SG et de dialecte DF ×DG défini par F†DG ::G‡DF .
§5.3.27 Étant donné que nous avons simplement modifié les graphes avant de les brancher, nous
pouvons faire la remarque suivante. Soit F,G,H des graphes épais, alors le graphe épais
F :·:(G :·:H) est par définition le graphe
F†DG×DH ::(G†DH ::H‡DG )‡DF = F†DG×DH ::((G†DH )‡DF ::H‡DF×DG )
Si l’on suppose SF ∩SG ∩SH =;, alors il est clair que (SF ×D)∩ (SG ×D)∩ (SH ×D)=;. On
en déduit par l’associativité de l’exécution que
F†DG×DH ::((G†DH )‡DF ::H‡DF×DG )= (F†DG×DH ::((G†DH )‡DF )) ::H‡DF×DG
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FIGURE 5.17 – Le graphe épais G :·:H représenté en deux dimensions.
Or, nous avons :
(F†DG×DH ::((G†DH )‡DF ) ::H‡DF×DG = ((F†DG ::G‡DF )†DH ) ::H‡DF×DG
Ce dernier est par définition le graphe (F :·:G) :·:H. Ce qui montre que l’associativité de :·: sur
les graphes épais est une simple conséquence de l’associativité de ::.
§5.3.28 PROPOSITION (ASSOCIATIVITÉ).
Soit F,G,H des graphes épais tels que SF ∩SG ∩SH =;. Alors :
F :·:(G :·:H)= (F :·:G) :·:H
§5.3.29 DÉFINITION.
Étant donné deux graphes épais F et G, on définit Cye(F,G) comme l’ensemble des circuits
dans le branchement F†DGG‡DF .
On définit également, étant donné un dialecte DH ,
– l’ensemble Cye(F,G)†DH des circuits dans le graphe (F†DG )†DH(G‡DF )†DH
– l’ensemble Cye(F,G)‡DH des circuits dans le graphe (F‡DG )†DH(G‡DF )†DH
§5.3.30 PROPOSITION.
Soit F,G,H des graphes épais, et φ : DH →D une bijection. Alors :
Cye(F,H) ∼= Cye(F,Hφ)
Cye(F,G)†DH ∼= Cye(F,G)†φ(DH )
Cye(F,G)†DH ∼= Cye(F,G)‡DH
Démonstration. Ces trois bijections sont des simples conséquences de la propriété §5.1.20. ,
§5.3.31 De la même manière que dans le paragraphe §5.3.27, on considère trois graphes épais F,G,H,
et on s’intéresse maintenant aux circuits dans Cye(F,G :·:H)∪ (Cye(G,H)‡DF ). Par définition,
ce sont les circuits de l’un des deux graphes suivants :
F†DG×DH((G†DH ::H‡DG )‡DF )= F†DG×DH((G†DH )‡DF ::H‡DF×DG )
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(G†DHH‡DG )‡DF = (G†DH )‡DFH‡DF×DG
On peut alors utiliser la propriété cyclique pour déduire que ces circuits sont en bijection avec
les circuits des graphes suivants :
(F†DG×DH ::(G‡DF )†DH )H‡DF×DG = (F†DG ::G‡DF )†DHH‡DF×DG )
(F†DG×DH(G‡DF )†DH = (F†DGG‡DF )†DH
Ce qui montre la propriété cyclique géométrique pour les graphes épais.
§5.3.32 PROPOSITION (PROPRIÉTÉ CYCLIQUE GÉOMÉTRIQUE).
Si F, G, H sont trois graphes épais tels que SF ∩SG ∩SH =;, alors :
Cye(F,G :·:H)∪Cye(G,H)†DF ∼=Cye(F :·:G,H)∪Cye(F,G)†DH
§5.3.33 COROLLAIRE (ADJONCTION GÉOMÉTRIQUE).
Si F, G, H sont trois graphes épais satisfaisant SG ∩SH =;, on a :
Cye(F,G∪H)∼=Cye(F :·:G,H)∪Cye(F,G)†DH
§5.3.34 DÉFINITION.
Étant donné une fonction de quantification des circuits m, on peut définir une mesure de
l’interaction des graphes épais. Pour tout couple de graphes épais F,G on définit :
JF,GK= ∑
pi∈Cye(F,G)
1
Card(DF ×DG) m(ω(pi))
§5.3.35 PROPOSITION (PROPRIÉTÉ CYCLIQUE NUMÉRIQUE).
Étant donnés des graphes épais F,G,H tels que SF ∩SG ∩SH =;, on a :
JF,G :·:HK+ JG,HK= JH,F :·:GK+ JF,GK
Démonstration. La preuve est un calcul direct utilisant la propriété cyclique géométrique
(Proposition §5.3.32). On notera nF (resp. nG , nH) le cardinal du dialecte DF (resp. DG , DH).
JF,G :·:HK+ JG,HK
= ∑
pi∈Cye(F,G :·:H)
1
nF nG nH
m(ω(pi))+ ∑
pi∈Cye(G,H)
1
nG nH
m(ω(pi))
= ∑
pi∈Cye(F,G :·:H)
1
nF nG nH
m(ω(pi))+ ∑
pi∈Cye(G,H)†DF
1
nF nG nH
m(ω(pi))
= ∑
pi∈Cye(F,G :·:H)∪Cye(G,H)†DF
1
nF nG nH
m(ω(pi))
= ∑
pi∈Cye(H,F :·:G)∪Cye(F,G)†DH
1
nF nG nH
m(ω(pi))
= ∑
pi∈Cye(H,F :·:G)
1
nF nG nH
m(ω(pi))+ ∑
pi∈Cye(F,G)†DH
1
nF nG nH
m(ω(pi))
= ∑
pi∈Cye(H,F :·:G)
1
nF nG nH
m(ω(pi))+ ∑
pi∈Cye(F,G)
1
nF nG
m(ω(pi))
= JH,F :·:GK+ JF,GK
,
§5.3.36 COROLLAIRE (ADJONCTION NUMÉRIQUE).
Étant donnés des graphes épais F,G,H tels que SG ∩SH =;, on a :
JF,G :·:HK= JH,F :·:GK+ JF,GK
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§5.3.37 SUR LA CONVENTION DE LA MESURE NUMÉRIQUE
La mesure de l’interaction que nous avons définie cache une convention : chaque tranche d’un
graphe épais F est considérée comme "de poids" 1/nF , ce qui fait que l’ensemble des tranches
a pour poids total 1. Cette convention correspond à considérer une trace normalisée (telle que
tr(1) = 1) sur le dialecte (voir chapitre 9). Il est également possible de considérer une autre
convention toute aussi naturelle selon laquelle chaque tranche est de poids 1. Dans ce cas, la
mesure entre deux graphes épais F,G est définie simplement comme
LF,GM= ∑
pi∈Cye(F,G)
m(ω(pi))
La propriété cyclique numérique s’énonce alors différemment : pour tous graphes épais F, G,
et H tels que SF ∩SG ∩SH =;, on a
LF,G :·:HM+nFLG,HM= LH,F :·:GM+nHLF,GM
On peut remarquer que l’apparition des termes nF et nH dans cette égalité est reliée à l’appa-
rition des termes 1F et 1H dans la propriété cyclique des graphes tranchés : il s’agit en réalité
d’un seul et unique terme, comme on le verra dans la section suivante.
Graphes épais tranchés
§5.3.38 On peut bien entendu appliquer la construction additive de la Section 5.3.2 au cas des graphes
épais. Un graphe épais tranché orienté pondéré (resp. cohérent) G de support SG est une
famille finie
∑
i∈IG α
G
i G i où, pour tout i ∈ IG , G i est un graphe épais orienté pondéré (resp.
cohérent) tel que SG i = SG , et αGi ∈R. On définit le dialecte de G comme l’ensemble unionmultii∈IG DG i .
§5.3.39 On peut alors définir les extensions de l’exécution et de la mesure de l’interaction comme
expliqué dans la section 5.3.2 :
(
∑
i∈IF
αFi Fi) ::(
∑
i∈IG
αGi G i) =
∑
(i, j)∈IF×IG
αFi α
G
j Fi :·:G j
J∑
i∈IF
αFi Fi,
∑
i∈IG
αGi G iK = ∑
(i, j)∈IF×IG
αFi α
G
j JFi,G jK
§5.3.40 La figure 5.18 donne deux exemples de graphes épais tranchés. La convention de représen-
tation des graphes épais tranchés correspond simplement à la convention de représentation
des graphes tranchés, à ceci près que les graphes contenus dans les tranches sont des graphes
épais. Ainsi, deux tranches sont séparées par une ligne hachurée, tandis que deux points du
dialecte d’un graphe épais (c’est-à-dire le contenu d’une tranche) sont séparés par une ligne
pointillée.
§5.3.41 Il faut cependant remarquer que certains graphes (par exemple le graphe Fa+Fb représenté
en rouge dans la Figure 5.18) peuvent être considérés comme un graphe épais — et par consé-
quent comme un graphe épais tranché à une tranche — ou bien comme un graphe tranché à
deux tranches — et par conséquent un graphe épais tranché à deux tranches. En effet, si l’on
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FIGURE 5.18 – Exemples de graphe épais tranché 12 F+3G et Fa+Fb
1a 2a
1b 2b
Fc
1a 2a
1b 2b
1
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FIGURE 5.19 – Les graphes G1 et G2
définit les graphes :
Fa Fb Fc
V Fa = {1,2} V Fb = {1,2} V Fc = {1,2}× {a,b}
EFa = { f , g} EFb = { f , g} EFc = { fa, fb, ga, gb}
sFa =
 f 7→ 1g 7→ 2 sFb =
 f 7→ 1g 7→ 1 sFc =
 f i 7→ s
Fi ( f )
g i 7→ sFi (g)
tFa =
 f 7→ 2g 7→ 2 tFb =
 f 7→ 2g 7→ 1 tFc =
 f i 7→ t
Fi ( f )
g i 7→ tFi (g)
ωFa ≡ 1 ωFb ≡ 1 ωFc ≡ 1
§5.3.42 On peut alors définir les deux graphes épais tranchés G1 = Fc et G2 = 12 Fa + 12 Fb. Ces deux
graphes sont tous deux représentés dans la figure 5.19. Ils sont similaires en un sens très
particulier : il est possible de montrer que si H est un graphe épais tranché quelconque, et m
est une fonction de quantification des circuits, alors JG1,HK = JG2,HK. Il sont donc observa-
tionellement équivalents, et ceci explique la remarque §5.3.37 dans laquelle nous disons avoir
choisi la convention où les tranches définies par le dialecte d’un graphe épais F sont chacune
de poids 1/Card(DF ).
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§5.3.43 DÉFINITION (GRAPHES UNIVERSELLEMENT ÉQUIVALENTS).
Soit F,G deux graphes. On dit que F et G sont universellement équivalents (pour la mesure
de l’interaction J·, ·K) — noté F 'u G — si pour tout graphe H :
JF,HK= JG,HK
La proposition suivante énonce que si un graphe F ′ est obtenu par renommage des arêtes
d’un graphe F, alors F 'u F ′.
§5.3.44 PROPOSITION.
Soit F,F ′ deux graphes (orientés pondérés, cohérents, cohérents stricts) tels que V F =V F ′ , et φ
une bijection EF →EF ′ telle que :
sG ◦φ= sF , tG ◦φ= tF , ωG ◦φ=ωF
(et éventuellement e¨F f ⇔φ(e)¨F ′ φ( f ))
Alors F 'u F ′.
Démonstration. La proposition est évidente. En effet, la bijection φ induit, grâce aux hypo-
thèses sur les fonctions sources et but (ainsi que la condition sur la cohérence dans le cas
des graphes cohérents), une bijection entre les ensembles de cycles Cy(F,H) et Cy(G,H). La
condition sur la fonction de poids nous assure que cette bijection est ω-invariante, et on en
déduit le résultat. ,
§5.3.45 PROPOSITION.
Soit F,G des graphes tranchés. S’il existe une bijection φ : IF → IG telle que Fi = Gφ(i) et
αFi =αGφ(i), alors F 'u G.
Démonstration. Par définition :
JG,HK = ∑
(i, j)∈IG×IH
αGi α
H
j JG i,H jK
= ∑
(i, j)∈IF×IH
αGφ(i)α
H
j JGφ(i),H jK
= ∑
(i, j)∈IF×IG
αFi α
G
j JFi,G jK
Donc F et G sont universellement équivalents. ,
§5.3.46 PROPOSITION.
Soit F,G des graphes épais. S’il existe une bijection φ : DF →DG telle que G = Fφ, alors F 'u G.
Démonstration. Soit F,G des graphes épais tels que G = Fφ pour une bijection φ : DG →DF ,
et H un graphe épais quelconque. Alors la bijection φ× Id : DG ×DH →DF ×DH est telle que
G†DH = (F†DH )φ×Id. Par la Proposition §5.1.20, l’ensemble des circuits alternants dans F†H‡
est égal à l’ensemble des circuits alternants dans (F†)φ×Id(H†)φ×Id =G†H‡. On a alors :
JF,HK = ∑
pi∈Cy(F,H)
m(ω(pi))
= ∑
pi∈Cy(G,H)
m(ω(pi))
= JG,HK
On en déduit donc que F et G sont universellement équivalents. ,
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§5.3.47 PROPOSITION.
Soit F =∑i∈IF αFi Fi un graphe épais tranché, et notons, pour tout i ∈ IF , nFi = Card(DFi ) et
nF = ∑i∈IF nFi . Supposons qu’il existe un scalaire α tel que pour tout i ∈ IF , αFi = α nFinF . On
définit alors le graphe épais tranché à une seule tranche αG de dialecte unionmultiDFi =∪i∈IF DFi × {i}
et de support V F par :
VG = V F ×unionmultiDFi
EG = unionmultiEFi =∪i∈IF EFi × {i}
sG = (e, i) 7→ (sFi (e), i)
tG = (e, i) 7→ (tFi (e), i)
ωG = (e, i) 7→ωFi (e)(
(e, i)¨G ( f , j) ⇔ (i 6= j)∨ (i = j∧ e¨Fi f ))
Alors F est universellement équivalent à G.
Démonstration. Soit H un graphe épais tranché. On a :
JF,HK = ∑
i∈IH
∑
j∈IF
αHi α
F
j JFi,H jK
= ∑
i∈IH
∑
j∈IF
αHi α
nFi
nF
JFi,H jK
= ∑
i∈IH
∑
j∈IF
αHi α
nFi
nF
1
nFi nH j
∑
pi∈Cy(Fi ,H j)
m(ω(pi))
= ∑
i∈IH
∑
j∈IF
αHi α
1
nF nH j
∑
pi∈Cy(Fi ,H j)
m(ω(pi))
= ∑
i∈IH
αHi α
1
nF nH j
∑
j∈IF
∑
pi∈Cy(Fi ,H j)
m(ω(pi))
Il reste à remarquer que ∪ j∈IF Cy(Fi,H j)=Cy(G,H). On a alors :
JF,HK = ∑
i∈IH
αHi α
1
nF nH j
∑
j∈IF
∑
pi∈Cy(Fi ,H j)
m(ω(pi))
= ∑
i∈IH
αHi α
1
nF nH j
∑
pi∈Cy(F,H j)
m(ω(pi))
= JαG,HK
On a donc montré que F est universellement équivalent à αG. ,
§5.3.48 Si l’on avait choisi la convention selon laquelle les tranches définies par le dialecte d’un graphe
épais sont de poids 1, alors on pourrait montrer que les graphes Fc et S = Fb+Fa sont équi-
valents observationellement (suivant la mesure L·, ·M, c.f. §5.3.37). Dans ce cas, il et possible
de voir que le terme Card(Fc) qui apparaît dans la propriété cyclique lorsque appliquée avec
le graphe Fc correspond très exactement au terme 1S qui apparaît dans cette même propriété
lorsque l’on remplace Fc par S.
§5.3.49 Une des conséquences des Propositions §5.3.44, §5.3.45, et §5.3.46 est que deux graphes F,G
tels que G est obtenu à partir de F par renommage des ensembles EF , IF ,DF sont universel-
lement équivalents. On considèrera donc par la suite nos graphes à renommage près de ces
ensembles.
5.4 Conclusion et Notations
§5.4.1 On a donc développé quatre adjonctions géométriques distinctes :
Ad1. L’adjonction des circuits dans le cadre des graphes orientés pondérés ;
Ad2. L’adjonction des 1-circuits dans le cadre des graphes orientés pondérés ;
Ad3. L’adjonction des circuits dans le cadre des graphes cohérents stricts ;
Ad4. L’adjonction des circuits simples dans le cadre des graphes cohérents ;
À partir de maintenant, on fera référence à ces adjonctions un utilisant les abréviations Ad1,
Ad2, Ad3, Ad4.
§5.4.2 On a de plus montré que chacune de ces quatre adjonctions donnaient lieu à quatre adjonc-
tions numériques (paramétrées par une fonction de quantification des circuits) :
S. Le cas des graphes sans tranches ni dialectes ;
T. Le cas des graphes tranchés ;
E. Le cas des graphes épais ;
ET. Le cas des graphes épais tranchés.
On dénotera alors les différentes adjonctions numériques en précisant l’adjonction géomé-
trique considérée, suivie de la variante numérique choisie. Ainsi, la variante avec graphes
épais tranchés de l’adjonction des 1-circuits sera notée Ad2.-ET..
§5.4.3 Nous définirons dans la suite de cette thèse d’autres cadres. En particulier, le cas des gra-
phages pondérés (voir Chapitre 8) :
G. Le cas des graphages pondérés.
Dans le cas des graphages, nous aurons à nouveau quatre cas : sans tranches G.-S., tranchés
G.-T., épais G.-E., et épais tranchés G.-ET..
§5.4.4 De plus, nous présenterons les adjonctions numériques suivantes :
TII L’adjonction spectrale (voir §10.2.6) ;
FK L’adjonction du déterminant de Fuglede-Kadison (voir §4.2.21) ;
Ces différentes adjonctions auront elles aussi différentes variantes, qui correspondent aux
variantes S., T., E., et ET. des adjonctions sur les graphes, et seront par conséquent notées
par les même abréviations :
S. Le cas sans dialectes ;
T. Le cas commutatif : des algèbres commutatives comme dialectes ;
E. Le cas purement non-commutatif : seulement des facteurs comme dialectes ;
ET. Le cas général : toute algèbre finie et hyperfinie comme dialecte.
Le lien entre les différents types de dialectes et les différentes variantes des graphes est
étudié précisément dans la section 9.3.
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CHAPITRE 6
FRAGMENT MULTIPLICATIF
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§6.1 Dans ce chapitre, nous développons la construction d’une interprétation de la logique linéaire
multiplicative à partir d’une adjonction comme celles obtenues au chapitre précédent. Les
choix de l’adjonction et de la fonction de quantification des cycles ne sont pas significatifs
dans la construction. Il est cependant important que la mesure J·, ·K choisie soit à valeur
dans R>0∪ {∞}, et cette construction ne convient donc pas aux graphes tranchés (le chapitre
suivant est une adaptation de la construction de ce chapitre au cas des graphes tranchés). Les
constructions de ce chapitre conviennent donc aux adjonctions numériques Ad1.-S., Ad1.-E.,
Ad2.-S., Ad2.-E., Ad3.-S., Ad3.-E., Ad4.-S., et Ad4.-E.. Elles conviennent également aux cas
G.-S. et G.-E., introduits dans le Chapitre 8.
§6.2 Dans l’ensemble de ce chapitre, sauf indication contraire, nous considèrerons que nous tra-
vaillons avec une notion de graphes pondérés dans un ensemble Ω, pour laquelle nous avons
défini une notion d’exécution :: et, pour tout couple de graphes (F,G), un ensemble de cycles
alternés Cy(F,G) tels que, pour tous graphes F,G,H avec V F ∩VG ∩V H =; on ait une bijec-
tion préservant les poids :
Cy(F,G ::H)unionmultiCy(G,H)∼=Cy(H,F ::G)unionmultiCy(F,G)
On considèrera également que l’on a défini une fonction quelconque m :Ω→R>0, et on tra-
vaillera avec la mesure J·, ·Km associée (nous oublierons l’indice m afin de simplifier les nota-
tions).
§6.3 Le contenu de ce chapitre — ainsi que la Section 9.3 du Chapitre 9, dans le cas particulier des
graphes orientés pondérés avec la fonction de quantification des cycles x 7→ − log(1− x), a fait
l’objet d’un article [Sei12]. On y montre en particulier que le modèle obtenu est une version
combinatoire de la GdI5 de Girard (voir la Section 9.3).
6.1 Les multiplicatifs
Projets, Conduites
§6.1.1 On va maintenant définir les objets qui interprèteront les preuves. Ils consisteront évidem-
ment en un graphe, mais nous y associerons aussi un réel positif ou infini (i.e. un élément de
R>0∪ {∞}). Ce nombre réel a pour rôle de compenser le terme additionnel JF,GK de l’adjonc-
tion (voir la Section 5.3 au sujet des adjonctions numériques).
§6.1.2 DÉFINITION (PROJETS).
Un projet multiplicatif est un couple a = (a, A), où a ∈ R>0 est appelé la mise, et A est un
graphe orienté pondéré sur un ensemble fini de sommets V A . L’ensemble V A de sommets de
A sera appelé le support de a.
§6.1.3 DÉFINITION (MESURE DE L’INTERACTION).
Soit a= (a, A) et b= (b,B) deux projets multiplicatifs. On définit ¿a,bÀ= a+b+ JA,BK.
§6.1.4 DÉFINITION (ORTHOGONALITÉ).
Deux projets multiplicatifs a et b de même support sont orthogonaux lorsque ¿a,bÀ 6∈ {0,∞}.
On écrira cela a ‹ b et on définit l’orthogonal d’un ensemble A de projets multiplicatifs de
même support (une éthique) par A‹ = {b | ∀a ∈ A, a‹ b}.
§6.1.5 Pour comprendre un peu mieux cette notion d’orthogonalité, prenons une structure de preuve
R, et considérons les permutations σ et τv respectivement définies par les liens axiomes et
par un itinéraire v ∈V(R). La structure de preuve est alors séquentialisable si et seulement
si pour tout itinéraire v ∈V(R) le produit des permutations σ et τv est cyclique. Or les permu-
tations σ et τv définissent deux graphes S et Tv tels que στv est cyclique si et seulement s’il
existe exactement un cycle alternant dans STv passant par toutes les arêtes.
§6.1.6 La définition de l’orthogonalité peut donc être comprise comme une généralisation de celle
obtenue à partir du critère de correction des longs voyages (voir la discussion à ce sujet dans
la Section 2.4.1). En se basant sur les résultats obtenus dans l’article Multiplicatives [Gir87b]
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— présentés dans la Section 2.4 — on peut alors définir les conduites — les formules — comme
des ensembles clos par bi-orthogonal.
§6.1.7 DÉFINITION (CONDUITES).
Un ensemble de projets multiplicatifs S de même support X égal à son bi-orthogonal S‹‹ est
appelé une conduite. On dira que X est le support de la conduite S.
§6.1.8 REMARQUE. Comme pour toute notion d’orthogonalité, on a, pour tous ensembles A,B de
projets multiplicatifs (de même support), les propriétés suivantes :
– A ⊆B⇒B‹ ⊆ A‹.
– A‹‹‹ = A‹ ;
Pour la première propriété, si tout élément de A est un élément de B, et si x est orthogonal à
tout élément de B, alors x est orthogonal à tout élément de A. D’où x ∈B‹⇒ x ∈ A‹.
Pour la seconde propriété, il est clair que l’on a l’inclusion A‹ ⊂ A‹‹‹. On montre alors
l’inclusion inverse : il est évident que A ⊂ A‹‹, et on obtient A‹‹‹ ⊂ A‹ par la remarque
précédente.
§6.1.9 Remarquons qu’un ensemble S est une conduite si et seulement si il existe un ensemble T tel
que S= T‹. En effet, si S est une conduite, alors S= S‹‹ = (S‹)‹, et on peut alors prendre
T =S‹. Inversement, s’il existe T tel que S=T‹, alors S‹‹ =T‹‹‹ =T‹. D’où S‹‹ =S.
Connecteurs
§6.1.10 On définit maintenant les connecteurs, en premier lieu sur les projets multiplicatifs puis sur
les conduites. Les connecteurs sont donc définis sur les conduites — les formules — par leur
action sur les projets — les preuves.
§6.1.11 DÉFINITION (TENSEUR).
Soit a et b deux projets multiplicatifs de supports disjoints. On définit le tenseur de a et b
par :
(a, A)⊗ (b,B)= (¿a,bÀ, A∪B)
§6.1.12 REMARQUE. Dans cette définition, puisque a et b ont des supports disjoints, ¿a,bÀ= a+b.
§6.1.13 DÉFINITION (TENSEUR DE CONDUITES).
Soit A,B des conduites de support disjoints. On définit la conduite A⊗B
A⊗B= {a⊗b | a ∈A,b ∈B}‹‹
On écrira A¯B l’ensemble {a⊗b | a ∈A,b ∈B}, l’éthique du tenseur.
§6.1.14 PROPOSITION (PROPRIÉTÉS DU TENSEUR).
Le tenseur est associatif et commutatif. De plus, il a un élément neutre, à savoir la conduite 1=
{(0, (;,;))}‹‹ = {(a, (;,;)) | a> 0}, où (;,;) est le graphe vide sur l’ensemble vide de sommets.
Démonstration. La localisation des objets implique que les conduites A⊗B et B⊗A sont exac-
tement les mêmes. De la même manière, A⊗ (B⊗C)= (A⊗B)⊗C. La vérification concernant
1 est immédiate. ,
§6.1.15 DÉFINITION (COUPURE).
On définit, lorsque ¿f,gÀ 6=∞, la coupure des projets multiplicatifs f et g :
f ::g= (¿f,gÀ,F ::G)
§6.1.16 DÉFINITION (IMPLICATION LINÉAIRE).
Soit A,B des conduites de supports respectifs V A et V B satisfaisant V A ∩V B =;.
A(B= {f | ∀a ∈A, f ::a ↓∈B}
où la flèche vers le bas signifie que f ::a est défini.
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Le fait que l’implication entre deux conduites est bien une conduite (sans avoir à effectuer
la clôture par bi-orthogonal) est une conséquence de la proposition suivante :
§6.1.17 THÉORÈME (DUALITÉ).
On a :
A(B= (A⊗B‹)‹
Démonstration. Soit V A et V B les supports disjoints de A et B, f un projet multiplicatif de
support V A ∪V B, et a,b des projets multiplicatifs dans A et B‹ respectivement. À partir de
l’adjonction on a l’égalité de ¿f,a⊗bÀ et ¿f ::a,bÀ, et on obtient donc l’équivalence entre
f ‹ a⊗b et f ::a ‹ b. On a alors f ∈ A(B si et seulement si a⊗b ‹ f — ce qui signifie que
f ∈ (A¯B‹)‹ = (A⊗B‹)‹. ,
§6.1.18 REMARQUE. L’adjonction implique que f‹ a⊗b est équivalent à f ::a‹ b, mais cela nous en
dit un peu plus, à savoir que l’interaction est la même. En effet, si f‹ a⊗b ou bien si f ::a‹ b,
on a :
¿f,a⊗bÀ = a+b+ f + JF, A∪BK
= a+b+ f + JF, AK+ JF :: A,BK
= ¿f ::a,bÀ
Ce calcul permet de voir par la même occasion comment la mise compense l’apparition du
terme supplémentaire dans l’adjonction. En effet, la mise peut être vue comme un résidu des
termes JF, AK apparaissant dans la composition des graphes, un résidu des éventuels cycles
internes (comme dans la Figure 5.6, page 94) qui seraient apparus lors du branchement de F
et A.
§6.1.19 PROPOSITION (RÈGLE MIX).
Soit a‹ b et c‹ d des projets multiplicatifs tels que le support de a (qui est aussi celui de b)
soit disjoint du support de c et d. Alors a⊗ c ‹ b⊗d. Cela implique que l’on a une inclusion
A⊗B⊂A &B=A‹(B pour toutes conduites A,B de supports disjoints.
Démonstration. Il est immédiat que ¿a⊗ c,b⊗dÀ=¿a,bÀ+¿c,dÀ du fait de la locativité.
Puisque ces deux termes sont des réels positifs non nuls, leur somme est un réel positif non
nul et on a bien a⊗ c‹ b⊗d. Maintenant, prenons les projets multiplicatifs a et c dans des
conduites A et B de supports disjoints. On vient de montrer que a⊗ c ∈ (A‹⊗B‹)‹. Par la
Proposition §6.1.17, on obtient que (A‹⊗B‹)‹ =A‹(B. ,
Finalement, on définit un objet très important qui sera utilisé dans la section suivante.
§6.1.20 DÉFINITION (DÉLOCALISATIONS).
Soit a un projet multiplicatif de support V A , V B un ensemble tel que V A∩V B =;, et φ : V A →
V B une bijection. On définit la délocalisation de a= (a, A) comme φ(a)= (a,φ(A)), où φ(A) est
le graphe (voir §5.1.20) :
φ(A)= (V B,EA ,φ◦ sA ,φ◦ tA ,ωA)
Si A est une conduite de support V A alors φ(A)= {φ(a) | a ∈A} est une conduite, la déloca-
lisation de A.
§6.1.21 REMARQUE. À des fins de simplification nous utiliserons abusivement — principalement
dans la section suivante — la notation φ(a) même dans le cas où la bijection φ ne véri-
fie pas la condition dom(φ)∩ im(φ) = ; (et par conséquent ne satisfait pas nécessairement
V A ∩φ(V A)=;). Cependant, cet abus de notation n’est qu’une simplification : si l’on définit
φ′ : dom(φ)× {0} → codom(φ)× {1}, (x,0) 7→ (φ(x),1)
ι : dom(φ) → dom(φ)× {0}, x 7→ (x,0)
ζ : codom(φ)× {1} → codom(φ), (x,1) 7→ x
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ce que l’on note abusivement φ(a) est parfaitement défini par des délocalisations comme
ζ(φ′(ι(a))).
§6.1.22 PROPOSITION.
En gardant les notations de la définition précédente §6.1.20, on définit le projet multiplicatif
Faxφ = (0,Φ) par :
VΦ = V A ∪V B
EΦ = {(a,φ(a)) | a ∈V A}∪ {(φ(a),a) | a ∈V A}
sΦ = (u,v) 7→ u
tΦ = (u,v) 7→ v
ωΦ = e 7→ 1
Alors Faxφ ∈A(φ(A).
§6.1.23 REMARQUE. Dans le cas des graphes épais, on considère le graphe ainsi défini comme un
graphe de dialecte {1}.
6.2 Sémantique Dénotationelle
Définition de la catégorie
§6.2.1 On va maintenant montrer qu’il est possible de construire une sémantique dénotationelle (une
catégorie ∗-autonome) à partir des constructions sur les graphes définies dans la section pré-
cédente. Cette catégorie ∗-autonome a la particularité d’interpréter les unités multiplicatives
par des objets différents. La majeure partie de cette section est consacrée à la démonstration
que notre catégorie possède les propriétés requises, mais ces résultats techniques cachent l’in-
térêt principal de la définition explicite de la catégorie. En effet, il est important de souligner
les différences entre la géométrie de l’interaction et les sémantiques dénotationelles. En par-
ticulier, même si les objets de la catégorie ont encore un lieu, nous ne travaillons plus dans
un cadre locatif puisque toutes les définitions (morphismes, composition, foncteurs) se font
au travers de délocalisations.
§6.2.2 La différence vient du fait que la géométrie de l’interaction est une "sémantique" de processus,
d’actions [Gir89b]. C’est pourquoi il n’existe pas d’objets de type A(A : un processus qui pour
tout a produit a n’est pas un processus, car il n’a aucune action. Les objets qui se rapprochent
le plus d’identités sont les délocalisations, i.e. les processus qui envoient a sur une copie a′ de
a localisée autre part. Afin de définir une catégorie nous sommes donc obligés de considérer les
délocalisations comme des identités afin d’obtenir des morphismes identités. Ce “quotient" par
délocalisation que l’on se voit contraint d’effectuer a pour conséquence la perte de la locativité.
§6.2.3 Afin de définir la catégorie, on commence par définir deux fonctions N→N× {0,1}
ψ0 : x 7→ (x,0)
ψ1 : x 7→ (x,1)
Afin de définir la composition des morphismes, on utilisera trois copies de N. C’est pourquoi
on aura également besoin des deux bijections suivantes :
 µ : N× {0,1} → N× {1,2}(x, i) 7→ (x, i+1)

ν : N× {0,2} → N× {0,1}
(x,0) 7→ (x,0)
(x,2) 7→ (x,1)
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§6.2.4 DÉFINITION (OBJETS ET MORPHISMES DE GraphMLL).
On définit la catégorie :
Obj= {A | A=A‹‹ de support XA ⊂N}
Mor[A,B]= {f ∈ψ0(A)(ψ1(B)}
§6.2.5 DÉFINITION (COMPOSITION DE GraphMLL).
Étant donné deux morphismes f et g, respectivement dans Mor[A,B] et Mor[B,C], on définit :
g◦ f= ν(f ::µ(g))
§6.2.6 PROPOSITION (GraphMLLEST UNE CATÉGORIE).
Les objets et morphismes que l’on vient de définir, avec la composition induite par la composi-
tion des graphes, forment une catégorie.
Démonstration. On montre tout d’abord qu’il existe un morphisme identité pour tout objet de
GraphMLL, et que c’est un élément neutre pour la composition.
– Unité. Pour S ⊂N, on définit la bijection
1S :
 S× {0} → S× {1}(x,0) 7→ (x,1)
Alors Fax1S est le morphisme identité pour tous les objets de support S ⊂N.
Un simple calcul montre que les diagrammes requis commutent. Remarquons que dans
le cas des graphes épais, il est indispensable de travailler à renommage des dialectes
près. En effet, le dialecte de l’exécution d’un Fax avec un graphe épais de dialecte DA
est égal à DA× {1}, et sans cette identification, les diagrammes traitant des identités ne
commuteraient pas.
– Associativité. L’associativité de la composition est une conséquence directe de l’asso-
ciativité de l’exécution (les délocalisations utilisées lors de la définition de la composi-
tion nous assurent que l’hypothèse sur l’intersection des lieux est satisfaite).
,
Un modèle de MLL
§6.2.7 Il est bien connu qu’une catégorie ∗-autonome définit un modèle de MLL [See89]. On va donc
définir une structure ∗-autonome sur GraphMLL. On commence par définir un foncteur ⊗¯ et
on montre que GraphMLLavec ce foncteur est une catégorie symétrique monoïdale close. On
montrera ensuite que l’objet ⊥ = 1‹ est un objet dualisant, c’est-à-dire que la catégorie est
∗-autonome.
§6.2.8 DÉFINITION.
Une catégorie monoïdale est une catégorie K munie d’un bifoncteur ⊗ :K×K→K, une unité
(à gauche et à droite) 1 ∈ObjK, et satisfaisant (A⊗B)⊗C ∼= A⊗ (B⊗C). Il faut ajouter à cela
la commutation de certains diagrammes (voir le livre de Mac Lane [ML98]).
On dit que la catégorie monoïdale est symétrique si A⊗B ∼= B⊗ A, et close lorsque l’on peut
associer à chaque famille de morphismes MorK[A,B] un objet A→B ∈ObjK tel que MorK[A⊗
B,C] soit naturellement isomorphe à MorK[A,B→C].
§6.2.9 Pour définir le bifoncteur, on va à nouveau utiliser des délocalisations. On définit pour cela
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les deux bijections :
φ :
 N× {0,1} → N(x, i) 7→ 2x+ i
τ :

N× {0,1} → N× {0,1}
(2x+1,0) 7→ (2x,1)
(2x,1) 7→ (2x+1,0)
(x, i) 7→ (x, i) sinon
§6.2.10 PROPOSITION.
La catégorie (GraphMLL,⊗¯,1) est symétrique monoïdale close, avec le bifoncteur ⊗¯ induit par
le tenseur défini sur les objets par
A⊗¯B=φ(ψ0(A)⊗ψ1(B))
et sur les morphismes par
f⊗¯g= τ(ψ0(φ(f))⊗ψ1(φ(g)))
et où l’unité est définie comme la conduite 1= {(0, (;,;))}‹‹.
Démonstration. On vérifie tout d’abord qu’il s’agit d’une catégorie monoïdale, puis qu’elle est
symétrique. On définit les isomorphismes par des bijections de N sur N. En effet, une telle
bijection α induit un isomorphisme pour tout X ⊂N en posant :
αS = (0, AS)
où AS est le graphe
V AS = (S× {0})∪ (α(S)× {1})
EAS = S× {0,1}
sAS = (s, i) 7→ (s, i)
tAS = (s, i) 7→ (s,1− i)
ωAS ≡ 1
– Associativité. Soit A,B,C trois objets de GraphMLL. Pour toutes conduites A,B de
supports disjoints, et toute délocalisation θ, on a θ(A⊗B) = θ(A)⊗θ(B). On peut donc
voir A⊗¯(B⊗¯C) et (A⊗¯B)⊗¯C comme le tenseur (localisé) de délocalisations de A,B,C, i.e.
A⊗¯(B⊗¯C) = φ(ψ0(A)⊗ψ1(φ(ψ0(B)⊗ψ1(C)))))
= φ(ψ0(A))⊗φ(ψ1(φ(ψ0(B))))⊗φ(ψ1(φ(ψ1(C))))
(A⊗¯B)⊗¯C = φ(ψ0(φ(ψ0(A)⊗ψ1(B)))⊗ψ1(C))
= φ(ψ0(φ(ψ0(A))))⊗φ(ψ0(φ(ψ1(B))))⊗φ(ψ1(C))
Il nous suffit alors de résoudre un simple problème combinatoire, et il est facile de
vérifier que la bijection suivante, qui ne dépend pas des objets considérés, transforme
A⊗¯(B⊗¯C) en (A⊗¯B)⊗¯C
α : n 7→

2n if n≡ 0[2]
n+1 if n≡ 1[4]
(n−1)/2 if n≡ 3[4]
On obtient donc l’associativité par une transformation naturelle. De plus, le diagramme
pentagonal requis commute.
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– Unité On doit montrer qu’il existe deux transformations naturelles λ : 1⊗¯A ∼= A et ρ :
A⊗¯1∼=A. On pose :
λ= ρ =pi◦φ−1
où pi : N×{0,1}→N est défini par pi(n, i)= n. Puisque les diagrammes requis commutent,
GraphMLLest bien une catégorie monoïdale.
– Clôture. Dans la section précédente, on a vu que A(B est une conduite. De plus,
si X et Y sont les supports de A et B, la conduite φ(ψ0(A)(ψ1(B)) est de support
φ(ψ0(X )∪ψ1(Y )) ⊂ N, donc un objet de GraphMLL. On notera cet objet A(¯B, et on
montre Mor[A⊗¯B,C]∼=Mor[A,B(¯C] en utilisant le Théorème §6.1.17 et le morphisme
α :
Mor[A⊗¯B,C] = (ψ0(φ(ψ0(A)⊗ψ1(B)))⊗ψ1(C)‹)‹
φ−1α−1φ∼= (ψ0(A)⊗ψ1(φ(ψ0(B)⊗ψ1(C)‹)‹‹))‹
= (ψ0(A)⊗ψ1(B(¯C)‹)‹
= ψ0(A)(ψ1(B(¯C)
= Mor[A,B(¯C]
– Symétrie. On définit la bijection suivante :
γ :

N → N
2n 7→ 2n+1
2n+1 7→ 2n
Cette bijection définit l’isomorphisme entre A⊗¯B et B⊗¯A. Cet isomorphisme est naturel,
et puisque γ2 = Id on obtient la commutativité du diagramme de symétrie. On vérifie
finalement par un simple calcul que (l’un des) diagrammes hexagonaux de tresses com-
mute. ,
§6.2.11 DÉFINITION.
Une catégorie ∗-autonome K est une catégorie symétrique monoïdale close (K,⊗,1) munie
d’un objet dualisant ⊥.
§6.2.12 PROPOSITION.
L’objet ⊥= 1‹ est dualisant pour GraphMLL.
Démonstration. Partant du morphisme identité de l’objet A(¯⊥, on obtient un morphisme
de (A(¯⊥)⊗¯A dans ⊥ en appliquant 1 φ−1α−1φ. À partir de là, on obtient un morphisme de
A⊗¯(A(¯⊥) dans ⊥ en pré-composant par γ. En appliquant φ−1αφ à nouveau, on obtient alors
un morphisme de A dans (A(¯⊥)(¯⊥ défini par la fonction x 7→ 4x. C’est donc un isomor-
phisme, ce qui signifie que ⊥ est bien dualisant. ,
Par conséquent, on obtient le théorème suivant.
§6.2.13 THÉORÈME.
La catégorie GraphMLLest ∗-autonome.
§6.2.14 REMARQUE. L’unité du tenseur 1 et son dual ⊥ ne sont pas le même objet, contrairement
à la plupart des modèles catégoriques de la logique linéaire multiplicative avec unités. En
effet, 1 contient le projet multiplicatif (0, (;,;)), tandis que ⊥ ne le contient pas (⊥ contient
exactement tous les projets multiplicatifs (λ, (;,;)), avec λ> 0).
1. Voir la preuve de la clôture de GraphMLL .
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6.3 Vérité
§6.3.1 Dans cette section, il est nécessaire de supposer que Ω contient une unité 1 et la fonction
m :Ω→R>0 choisie (voir §6.2) vérifie m(1)=∞.
Projets gagnants, conduites vraies
§6.3.2 On peut également définir une notion de vérité à partir de notre cadre. On va tout d’abord dé-
finir ce qu’est un projet multiplicatif gagnant — qui correspond à une preuve correcte ou une
stratégie gagnante dans les sémantiques de jeu, comme un graphe ressemblant à un ensemble
de liens axiomes, i.e. qui est une union disjointe de transpositions. L’idée est qu’un ensemble
de liens axiomes interagissant correctement avec l’ensemble de ses tests (les switchings dans
le cas des structures de preuves) définit une preuve correcte (une structure correcte, i.e. ré-
seau de preuve). Avant de définir la notion de gain, nous commençons par poser quelques
notations.
§6.3.3 DÉFINITION (PROJET GAGNANT).
Un projet multiplicatif a = (a, A) est gagnant lorsque a = 0, et que A est le graphe d’une
union disjointe de transpositions, c’est-à-dire un graphe dont chaque sommet est source (resp.
but) d’au plus une arête, et tel que pour chaque arête e ∈ EA(v,w), il existe e∗ ∈ EA(w,v) et
ω(e)= 1=ω(e∗).
§6.3.4 REMARQUE. Cette définition peut être relâchée en définissant un projet multiplicatif gagnant
a= (a, A) comme un projet multiplicatif de mise nulle (a= 0), et tel que A soit le graphe d’une
union disjointe de transpositions et de points fixes. Il n’est pas difficile de se rendre compte
que les résultats qui suivent (consistance et compositionalité) sont alors toujours corrects.
§6.3.5 DÉFINITION (CONDUITE VRAIE).
Une conduite A est vraie lorsqu’elle contient un projet gagnant.
§6.3.6 PROPOSITION (CONSISTANCE).
Les conduites A et A‹ ne peuvent être simultanément vraies.
Démonstration. Soit a= (0, A) et a′ = (0, A′) des projets multiplicatifs gagnants de même sup-
port V A . Comme A et A′ sont des unions disjointes de transpositions, soit le branchement
AA′ ne contient pas de circuits alternés et ¿a,a′À= 0, soit il contient un circuit de poids 1
(toutes les arêtes de A et A′ sont de poids 1) et donc ¿a,a′À=∞. On en déduit que a et a′ ne
peuvent être orthogonaux. ,
§6.3.7 PROPOSITION (COMPOSITIONALITÉ).
Si f et a sont des projets multiplicatifs gagnants respectivement dans A(B et A, alors l’ap-
plication f ::a est également un projet multiplicatif gagnant.
Démonstration. Remarquons que ¿f,aÀ est nécessairement égal à 0 ou ∞. Par définition de
A(B, f ::a est un projet multiplicatif dans B de mise¿f,aÀ. Ce qui implique que¿f,aÀ= 0,
car un projet multiplicatif ne peut avoir une mise infinie.
Il reste à montrer que F :: A est une union disjointe de transpositions. On vient de montrer
qu’aucun circuit alterné n’apparait dans FA. Chaque sommet de A (resp. de F) est source
(resp. but) d’au plus une arête. On en déduit que F :: A vérifie cette même propriété. De plus,
si pi= (e i)ni=0 est un chemin alterné de source v et de but w dans FA, alors pi∗ = (e∗n−i)ni=0 est
un chemin alterné de source w et de but v dans FA. Il est évident que pi et pi∗ sont de poids
A, et on a donc montré que F :: A est une union disjointe de transpositions. ,
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§6.3.8 Dans cette section, on donne une interprétation explicite des preuves de logique linéaire mul-
tiplicative avec mix et unités. Bien que la plupart des résultats de cette section aient déjà été
obtenus par la définition de la catégorie GraphMLL(Section 6.2), cette construction semble im-
portante car elle permet de mieux comprendre notre modèle ainsi que la notion de locativité.
On notera δ la bijection N×N→N définie par (n,m) 7→ 2n(2m+1)−1. Dans cette section,
on travaillera modulo δ et on considèrera les sommets de nos graphes dans N×N.
§6.3.9 DÉFINITION.
On fixe V ar = {X i( j)}i, j∈N un ensemble de variables localisées 2. Pour i ∈N, l’ensemble X i =
{X i( j)} j∈N sera appelé le nom de variable X i, et on appellera un élément de X i une variable
de nom 2 X i. On suppose de plus que chaque nom de variable X i est associé à une taille ni et
que pour chaque m ∈N∗, il existe une infinité d’entiers i ∈N tels que ni =m.
Pour i, j ∈N on définit le lieu ]X i( j) de la variable X i( j) comme l’ensemble
{(i,m) | jni 6m6 ( j+1)ni−1}
§6.3.10 DÉFINITION (FORMULES DE LOCMLL).
On définit inductivement les formules de la logique linéaire multiplicative localisée locMLL
ainsi que leur lieu comme suit :
– Une variable X i( j) de nom X i est une formule dont le lieu est défini comme ]X i( j) ;
– Si X i( j) est une variable de nom X i, alors (X i( j))‹ est une formule de lieu ]X i( j).
– Si A,B sont des formules de lieux X ,Y tels que X ∩Y =;, alors A⊗B (resp. A &B) est
une formule de lieu X ∪Y ;
– Les constantes 1 et ⊥ sont des formules de lieu ;.
Si A est une formule, on écrira ]A le lieu de A. On définit également les séquents ` Γ de
locMLL lorsque les formules de Γ ont des lieux deux à deux disjoints 3.
§6.3.11 DÉFINITION (FORMULES DE MLL+MIX).
Les formules de MLL+MIX sont définies par la grammaire suivante :
F := X i | X‹i | F⊗F | F
&
F | ⊥ | 1
où les X i sont les noms de variables.
§6.3.12 REMARQUE. Remarquons qu’à toute formule de locMLL correspond une formule de MLL ob-
tenue simplement en remplaçant les variables par leur nom, i.e. en appliquant X i( j) 7→ X i.
Inversement, il est possible de localiser une formule de MLL : si e est une énumération des
occurrences des noms de variables dans ` Γ, on peut définir un séquent de locMLL ` Γe. Par
exemple, la formule de MLL X1⊗ (X1⊗X2)( (X1⊗X2)⊗X1 peut être localisée en la formule
de locMLL X1(1)⊗ (X1(2)⊗X2(1))( (X1(3)⊗X2(2))⊗X1(4), ou bien encore comme la formule
X1(42)⊗ (X1(78)⊗X2(7))( (X1(99)⊗X2(88))⊗X1(1324), etc.
§6.3.13 DÉFINITION (PREUVES DE LOCMLL).
Une preuve de locMLL est une preuve obtenue à partir des règles de calcul des séquents de
la Figure 6.1, et telle que toute variable X i( j) et toute négation de variable (X i( j))‹ apparait
dans une règle axiome au plus une fois.
§6.3.14 DÉFINITION (PREUVES DE MLL+MIX).
Une preuve de MLL+MIX est une preuve obtenue à partir des règles de calcul des séquents
de la Figure 6.2.
§6.3.15 REMARQUE. À toute preuve de locMLL correspond une preuve de MLL en remplaçant chaque
variable par son nom. Inversement, étant donné une énumération e des occurrences de noms
de variables dans les règles axiomes d’une preuve de MLL+MIX pi, on peut étendre cette
énumération à l’ensemble de l’arbre de dérivation afin d’obtenir une preuve de locMLL pie.
Par exemple, la preuve de la Figure 6.3 peut être localisée en la preuve de la Figure 6.4.
2. Les noms de variables sont les variables au sens habituel, tandis que la notion de variable localisée se rap-
proche de la notion usuelle d’occurrence.
3. Cette condition est des plus naturelles, puisque la virgule des séquents correspond à un
&
.
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Ax ( j 6= j′)
` X i( j)‹, X i( j′)
` A,∆ ` A‹,Γ
Cut 4`∆,Γ
` A,∆ `B,Γ
⊗4` A⊗B,∆,Γ
1` 1
` A,B,Γ
&
` A &B,Γ
`Γ ⊥`⊥,Γ
`Γ `∆
mix 4`Γ,∆
FIGURE 6.1 – Calcul des séquents localisé locMLL
Ax
` X‹i , X i
` A,∆ ` A‹,Γ
Cut`∆,Γ
` A,∆ `B,Γ
⊗` A⊗B,∆,Γ
1` 1
` A,B,Γ
&
` A &B,Γ
`Γ ⊥`⊥,Γ
`Γ `∆
mix`Γ,∆
FIGURE 6.2 – Calcul des séquents de MLL+MIX
§6.3.16 DÉFINITION (INTERPRÉTATIONS).
On définit une base d’interprétation comme une fonction Φ qui associe à chaque nom de va-
riable X i une conduite de support {0, . . . ,ni−1}.
§6.3.17 DÉFINITION (INTERPRÉTATION DES FORMULES DE LOCMLL).
Soit Φ une base d’interprétation. On définit l’interprétation IΦ(F) selon Φ d’une formule F
inductivement :
– Si F = X i( j), alors IΦ(F) est la délocalisation (i.e. une conduite) de Φ(X i) suivant la
bijection x 7→ (i, jni+ x) ;
– Si F = (X i( j))‹, on définit la conduite IΦ(F)= (IΦ(X i( j)))‹ ;
– Si F = 1 (resp. F =⊥), on définit IΦ(F) comme la conduite 1 (resp. ⊥) ;
– Si F = A⊗B, on définit la conduite IΦ(F)= IΦ(A)⊗ IΦ(B) ;
– Si F = A &B, on définit la conduite IΦ(F)= IΦ(A) &IΦ(B).
De plus, un séquent `Γ sera interprété comme le &des formules de Γ, que l’on écrira &Γ.
§6.3.18 DÉFINITION (INTERPRÉTATION DES PREUVES DE LOCMLL).
Soit Φ une base d’interprétation. On définit l’interprétation d’une preuve (un projet multipli-
catif) IΦ(pi) inductivement :
– si pi consiste uniquement en une règle axiome introduisant ` (X i( j))‹, X i( j′), on définit
4. Il est nécessaire que (]A∪ ]∆)∩ (]B∪ ]Γ) = ; pour appliquer la règle ⊗ et que ]∆∩ ]Γ = ; pour appliquer les
règles de coupure et de mix.
Ax
` X1, X‹1
Ax
` X1, X‹1
Cut
` X1, X‹1
Ax
` X2, X‹2 ⊗
` X‹1 , X‹2 , X1⊗X2 &
` X‹1
&
X‹2 , X1⊗X2
FIGURE 6.3 – Une preuve de MLL+MIX
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Ax
` X1(3), X1(97)‹
Ax
` X1(97), X1(23)‹
Cut
` X1(3), X1(23)‹
Ax
` X2(7), X2(12)‹ ⊗
` X1(23)‹, X2(12)‹, X1(3)⊗X2(7)
&
` X1(23)‹ &X2(12)‹, X1(3)⊗X2(7)
FIGURE 6.4 – Une preuve de locMLL+MIX
IΦ(pi) comme le projet multiplicatif Fax obtenu par la bijection (i, jni+ x) 7→ (i, j′ni+ x) ;
– si pi consiste uniquement en une règle 1, on définit IΦ(1)= (0, (;,;)) ;
– si pi est obtenue à partir de pi′ par une règle
&
, alors IΦ(pi)= IΦ(pi′) ;
– si pi est obtenue à partir de pi1 et pi2 par une règle ⊗, on définit IΦ(pi)= IΦ(pi1)⊗ IΦ(pi′) ;
– si pi est obtenue à partir de pi1 et pi2 par une règle de coupure, on définit IΦ(pi) =
IΦ(pi1) :: IΦ(pi2) ;
– si pi est obtenue à partir de pi1 et pi2 par une règle mix, on définit IΦ(pi)= IΦ(pi1)⊗IΦ(pi2) ;
– si pi est obtenu à partir de pi′ par une règle ⊥, on définit IΦ(pi)= IΦ(pi′).
Théorèmes d’adéquation forte
§6.3.19 PROPOSITION (ADÉQUATION FORTE LOCALISÉE).
Soit Φ une base d’interprétation. Si pi est une preuve de conclusion ` ∆, alors IΦ(pi) est un
projet multiplicatif gagnant dans la conduite IΦ(`∆).
Démonstration. On montre le résultat par induction sur la dernière règle de pi. Par définition,
l’interprétation de la règle axiome introduisant ` (X i( j))‹, X i( j′) est un projet multiplicatif
gagnant dans IΦ(X i( j))( IΦ(X i( j′)) qui est égale à IΦ((X i( j))‹ &X i( j′)). Ensuite :
– si pi est la règle 1, alors pi= (0,0) est gagnant et dans 1 ;
– si la dernière règle de pi est une règle ⊗ entre pi1 et pi2 avec pii de conclusion ` A i,Γi,
alors pi = pi1 ⊗pi2, qui est un projet multiplicatif gagnant dans (A1 &(
&
Γ1))⊗ (A2 &
(
&
Γ2))= (A1⊗A2) &(
&
Γ) ;
– si la dernière règle de pi est une règle
&
, alors IΦ(pi) ∈ IΦ(A1 &A2 &(
&
Γ)) par définition ;
– si pi se termine par une règle ⊥ sur pi′, l’interprétation de pi est la même que celle de pi′,
et l’interprétation de la formule
&
Γ est égale à l’interprétation de la formule ⊥ &( &Γ)
puisque ⊥ est l’unité du &;
– si pi est obtenue par une coupure entre pi1 et pi2, de conclusions respectives ` A,Γ1
et ` A‹,Γ2, alors le Théorème §9.1.21 nous assure que IΦ(pi1) :: IΦ(pi2) est un projet
multiplicatif gagnant dans
&
Γ ;
– si pi est obtenue à partir de pi1 et pi2 de conclusions respectives `Γ1 et `Γ2 par une règle
MIX, nous savons que IΦ(pi) est un projet multiplicatif gagnant dans (
&
Γ1)⊗ (
&
Γ2),
qui est inclus dans la conduite
&
Γ d’après la Proposition §6.1.19. ,
§6.3.20 THÉORÈME (ADÉQUATION FORTE POUR MLL+MIX).
Soit Φ une base d’interprétation, pi une preuve de MLL+MIX de conclusion ` Γ, et e une énu-
mération des occurrences de variables dans les axiomes de pi. Alors IΦ(pie) est un projet multi-
plicatif gagnant dans IΦ(`Γe).
Démonstration. C’est un corollaire immédiat de la Proposition §6.3.19. ,
§6.3.21 Après avoir démontré un théorème d’adéquation, il est naturel de se demander si un théo-
rème de complétude peut être démontré. Si nous n’avons pas de résultat de complétude, il est
possible de montrer un théorème de complétude interne faible.
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§6.3.22 THÉORÈME.
On suppose que la fonction de quantification des cycles m est telle que m(1) =∞. Si f ∈A⊗B
est gagnant, alors f= a⊗b avec a ∈A et b ∈B des projets gagnants.
Démonstration. La preuve est similaire à celle du cas particulier où m(x)=−log(1−x) [Sei12].,
Invariance par élimination des coupures
§6.3.23 LEMME.
Si ai (i = 1,2,3) sont des projets multiplicatifs, alors :
(a1⊗a2) ::a3 = (a1 ::a3) ::a2
Démonstration. C’est une conséquence directe de la propriété cyclique. En effet, on a :
(a1⊗a2) ::a3 = (a1 ::a2) ::a3
= (a3 ::a1) ::a2
On conclut en remarquant que la coupure est symétrique. ,
§6.3.24 COROLLAIRE.
Si ai (i = 1,2,3) sont des projets multiplicatifs, avec a1 et a2 de supports disjoints et a1 et a3
également de supports disjoints, on a :
(a1⊗a2) ::a3 = a1⊗ (a2 ::a3)
Démonstration. D’après le lemme précédent, on a :
(a1⊗a2) ::a3 = a1 ::(a2 ::a3)
Puisque a1 et a3 sont de supports disjoints, les supports de a1 et a2 ::a3 sont disjoints (a1 et a2
sont de support disjoint puisque leur tenseur est défini). Donc, on obtient que a1 ::(a2 ::a3) =
a1⊗ (a2 ::a3). ,
§6.3.25 THÉORÈME (INVARIANCE PAR ÉLIMINATION DES COUPURES).
Soit Φ une base d’interprétation. Si pi est une preuve de locMLL et pi′ est la preuve sans coupure
obtenue en éliminant les coupures 5 de pi, alors IΦ(pi)= IΦ(pi′).
Démonstration. On montre que l’interprétation est invariante pour les différents pas de l’éli-
mination :
– si pi est une coupure entre deux axiomes introduisant les séquents ` (X i( j))‹, X i( j′) et
` (X i( j′))‹, X i( j′′) alors IΦ(pi)=Fax1 ::Fax2 où Fax1 et Fax2 sont donnés par la Définition
§6.3.18 ; on vérifie aisément que la réduction de deux faxs est un fax : dans ce cas, c’est
le fax obtenu à partir de la bijection (i, jni+x) 7→ (i, j′′ni+x) pour 06 x6 ni−1, i.e. l’in-
terprétation de la règle axiome introduisant ` (X i( j))‹, X i( j′′), résultat de l’élimination
des coupures appliquée à pi :
Ax ( j 6= j′′)
` (X i( j))‹, X i( j′′)
– si pi est une coupure entre deux preuves, la première obtenue comme le tenseur de
preuves pi1 et pi2, et la seconde obtenue à partir d’une règle
&
sur pi3 :
...
pi1
`∆1, A
...
pi2
`∆2,B ⊗`∆1,∆2, A⊗B
...
pi3
`∆3, A‹,B‹
&
`∆3, A‹ &B‹
cut`∆1,∆2,∆3
5. L’élimination des coupures est la procédure habituelle, et le fait que l’on soit localisé ne change rien. Voir
Chapitre 2 pour la définition de la procédure.
On a, en écrivant ai = IΦ(pii) (i = 1,2,3), IΦ(pi)= (a1⊗a2) ::a3, qui est égal à (a3 ::a2) ::a1
(par le lemme §6.3.23) qui se trouve être l’interprétation de la preuve :
...
pi1
`∆1, A
...
pi3
`∆3, A‹,B‹
cut
`∆1,∆3,B‹
...
pi2
`∆2,B
cut`∆1,∆3,∆2
– les règles de commutations sont claires d’après le Corollaire §6.3.24.
Ce sont les seuls cas puisque nous considérons un calcul des séquents avec uniquement des
axiomes atomiques. ,
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§7.1 Dans ce chapitre comme dans le précédent, nous considèrerons — sauf indication contraire
— que nous avons choisi une catégorie de graphes quelconque, pondérés dans un ensemble
Ω, dans laquelle nous avons défini une notion d’exécution :: et, pour tout couple de graphes
(F,G), un ensemble de cycles alternés Cy(F,G) tels que, pour tous graphes F,G,H avec V F ∩
VG ∩V H =; on ait une bijection préservant les poids :
Cy(F,G ::H)unionmultiCy(G,H)∼=Cy(H,F ::G)unionmultiCy(F,G)
Nous considèrerons également que nous avons choisi une fonction quelconque m :Ω→R>0 et
considèrerons la mesure associée J·, ·Km que nous noterons J·, ·K afin de simplifier les notations.
§7.2 Ce chapitre est consacré à la construction des additifs. La construction des additifs repose sur
l’introduction des tranches, et les constructions qui suivent utiliseront donc les adjonctions
des graphes tranchés ou des graphes épais et tranchés. On travaillera donc dans l’un des
cadres Ad1.-T., Ad1.-ET., Ad2.-T., Ad2.-ET., Ad3.-T., Ad3.-ET., Ad4.-T., et Ad4.-ET. définis
au Chapitre 5. Ces constructions s’appliquent également aux cadres des graphages G.-E. et
G.-ET. présentés dans le Chapitre 8.
§7.3 La construction des additifs présentée ici est inspirée de la construction des additifs en GdI5
[Gir11a]. Cependant, on a choisi d’adopter les modifications proposées dans la syntaxe trans-
cendantale, qui permettent d’améliorer celle-ci. En particulier, là où la GdI5 traitait de com-
portements négatifs et positifs, la modification que nous avons adoptée permet de n’avoir
qu’une seule morphologie : les comportements. On remarquera que les résultats de cette sec-
tion reposent principalement sur la propriété cyclique.
7.1 Géométrie de l’interaction
§7.1.1 Cette section est une simple adaptation des constructions du chapitre précédent. On définit
les projets additifs, qui consistent maintenant en un graphe tranché associé à un nombre réel.
Comme c’était déjà le cas dans le chapitre précédent, ce nombre réel, la mise, est introduite
afin de compenser l’apparition du terme supplémentaire 1HJF,GK de l’adjonction. Cependant,
comme 1H n’est pas nécessairement un nombre positif, la mise pourra également être néga-
tive.
Connecteurs
§7.1.2 DÉFINITION (PROJETS).
Un projet additif est un couple a= (a, A), où a ∈R∪{∞} est appelé la mise, et A est un graphe
tranché sur un ensemble fini de sommets V A . L’ensemble V A sera appelé le support de a.
§7.1.3 REMARQUE. Il est nécessaire de préciser la convention que nous utiliserons par la suite
concernant∞. Nous considèrerons toujours∞ comme prépondérant, à la fois dans les sommes
et les produits. Cela signifie que pour tout a ∈R∪ {∞}, on a a+∞=∞= a×∞. En particulier,
0×∞=∞, ce qui permet de conserver la distributivité de la multiplication sur l’addition 1.
§7.1.4 DÉFINITION (ORTHOGONALITÉ).
Deux projets additifs a,b de même support sont orthogonaux, noté a‹ b, si ¿a,bÀ 6= 0,∞.
Si A est un ensemble de projets additifs, l’orthogonal A‹ de A est défini comme l’ensemble
{b | ∀a ∈ A,a‹ b}.
§7.1.5 DÉFINITION (CONDUITES).
Une conduite est un ensemble A de projets additifs égal à son bi-orthogonal, associé à un en-
semble V A tel que a ∈A⇒ supp(a)=V A . L’ensemble V A sera appelé le support de la conduite,
et noté supp(A).
1. Si 0×∞= 0, alors la distributivité donne ∞=∞×1+∞× (−1)=∞× (1−1)=∞×0= 0.
7.1. GÉOMÉTRIE DE L’INTERACTION 133
§7.1.6 PROPOSITION.
Soit A une conduite, et a= (∞, A) ∈A un projet additif avec une mise infinie. Alors A‹ =;. On
notera 0V A =A‹ la conduite vide de support V A et par TV A =A la conduite contenant tous les
projets additifs de support V A .
Démonstration. Soit b= (b,B) un projet additif de support V A . Alors,
¿a,bÀ= 1B∞+1Ab+ JA,BK=∞
Donc b 6∈A‹. On en déduit que A‹ = 0V A . ,
§7.1.7 REMARQUE. Puisqu’il n’existe qu’une seule conduite (à support fixé) contenant des projets
additifs ayant une mise infinie, pourquoi les introduire ? En réalité, l’introduction des mises
infinies nous assure que l’application f ::a est toujours définie. Cela nous permet donc d’avoir
l’égalité entre les conduites 0V (A et A‹(TV , une égalité qui serait fausse si l’application
n’était que partiellement définie. En effet, par définition de l’implication linéaire, la conduite
0V (A serait alors égale à TV∪V A , tandis que la conduite A‹(TV contiendrait uniquement
les projets additifs f vérifiant supp(f)=V ∪V A tels que f ::a soit défini pour tout a ∈A‹.
§7.1.8 DÉFINITION (TENSEUR DE CONDUITES).
Soit A,B des conduites de supports disjoints. On définit la conduite A⊗B par :
A⊗B= {a⊗b | a ∈A,b ∈B}‹‹
On notera A¯B l’ensemble {a⊗b | a ∈A,b ∈B}.
§7.1.9 PROPOSITION (PROPRIÉTÉS DU TENSEUR).
Le tenseur est commutatif et associatif. Il admet de plus un élément neutre, la conduite 1; =
{(0, (;,;)}‹‹, où (;,;) est le graphe vide considéré comme un graphe tranché (à une tranche).
§7.1.10 Dans la suite on utilisera les conduites 1V , où V est un ensemble quelconque. Celles-ci sont
définies par 1V = {0V }‹‹ : ce sont les conduites engendrées par le projet 0V = (0, (V ,;)) sans
mise, de support V et dont le graphe est vide. Ceci explique la notation 1; pour l’unité du
tenseur. Les projets 0V et les conduites 1V , qui sont de purs produits de la locativité, nous
seront utiles dans la définition des connecteurs additifs.
§7.1.11 PROPOSITION.
Soit E (respectivement F) un ensemble non vide de projets additifs de mêmes supports V (res-
pectivement W) avec V ∩W =;. Alors :
(E¯F)‹‹ = (E‹‹¯F‹‹)‹‹
Démonstration. Il est clair que E ⊂E‹‹ et F ⊂ F‹‹, et donc E¯F ⊂E‹‹¯F‹‹. Ce qui nous
donne une première inclusion (E¯F)⊂ (E‹‹¯F‹‹)‹‹.
Pour l’inclusion inverse, on montre que (E¯F)‹ ⊂ (E‹‹¯F‹‹)‹. Soit a un projet additif
dans (E¯F)‹. Alors, pour tous e ∈ E et f ∈ F on a ¿a,e⊗ fÀ 6= 0,∞. Par l’adjonction, cela
signifie que ¿a ::e, fÀ 6= 0,∞, i.e. a ::e ∈ F‹. Donc ¿a ::e, f′À 6= 0,∞ pour tous e ∈E et f′ ∈ F‹‹.
Puisque ¿a ::e, f′À=¿a ::f′,eÀ, on déduit que a ::f′ ∈ E‹, ce qui signifie que a ::f′ ‹ e′ pour
tous f′ ∈ F‹‹ et e′ ∈ E‹‹. Afin de conclure, il suffit de remarquer que ceci est équivalent au
fait que pour tous e′ ∈ E‹‹ et f′ ∈ F‹‹, ¿a,e′⊗ f′À 6= 0,∞. Cela implique que a ∈ (E‹‹ ¯
F‹‹)‹, ce qui nous donne la seconde inclusion. ,
§7.1.12 DÉFINITION (IMPLICATION LINÉAIRE).
Soit A,B des conduites de supports respectifs V A et V B avec V A ∩V B =;.
A(B= {f | supp( f )=V A ∪V B∧∀a ∈A, f ::a ∈B}
§7.1.13 PROPOSITION (DUALITÉ).
On a :
A(B= (A⊗B‹)‹
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Démonstration. C’est une conséquence directe de l’adjonction. En effet, avec f ∈ A(B,a ∈
A,b ∈B‹, on a ¿f,a⊗bÀ 6= 0,∞ si et seulement si ¿f ::a,bÀ 6= 0,∞. Par conséquent, f‹ a⊗b
si et seulement si f ::a est orthogonal à b. Cela implique que f ∈ (A¯B)‹ = {a⊗b | a ∈A,b ∈B}‹
si et seulement si f ∈A(B. Or, pour tout ensemble de projets additifs C on a C‹‹‹ =C‹, et
donc A(B= (A⊗B‹)‹. ,
§7.1.14 PROPOSITION.
Soit E un ensemble non vide de projets additifs de même supports V E , B une conduite non
vide, et f un projet additif tel que f ::e ∈B pour tout e ∈E. Alors f ∈E‹‹(B
Démonstration. On a E‹‹(B= (E‹‹⊗B‹)‹ par la proposition précédente. De plus, par la
proposition §7.1.11 :
(E‹‹⊗B‹)‹ = ((E‹‹¯ (B‹)‹‹)‹‹)‹
= ((E¯B‹)‹‹)‹
= (E¯B‹)‹
Un projet additif f tel que pour tout e ∈ E, f ::e ∈ B est évidemment dans (E¯B‹)‹, et donc
dans E‹‹(B. ,
§7.1.15 DÉFINITION.
On étend aux projets additifs les opérations de somme et de produit par un scalaire (ces
opérations sont définies sur les graphes tranchés) :
a+λb= (a+λb, A+λB)
§7.1.16 PROPOSITION.
Soit a,b des projets additifs, et λ ∈R∗. Alors, pour tout projet additif c, on a :
¿a+λb,cÀ=¿a,cÀ+λ¿b,cÀ
Démonstration. Comme conséquence directe de la définition des graphes tranchés, on a JA+
λB,CK= JA,CK+λJB,CK. De plus, 1A+λB = 1A +λ1B. On a alors
¿a+λb,cÀ = (a+λb)1C +1A+λB c+ JA+λB,CK
= a1C +λb1C +1A c+λ1B c+ JA,CK+λJB,CK
= (a1C +1A c+ JA,CK)+λ(b1C +1B c+ JB,CK)
= ¿a,cÀ+λ¿b,cÀ
On a donc obtenu le résultat voulu. ,
§7.1.17 LEMME (HOMOTHÉTIE).
Soit a= (a, A) un projet additif dans une conduite A, et soit λ 6= 0 un réel. Alors λa est un projet
additif dans A.
Démonstration. Si a= (a, A) est dans A, alors pour tout b ∈A‹, ¿a,bÀ 6= 0. Mais ¿λa,bÀ=
λ¿a,bÀ, donc ¿λa,bÀ 6= 0 puisque λ 6= 0. Finalement, λa ∈A puisqu’il est orthogonal à tous
les b ∈A‹. ,
§7.1.18 DÉFINITION.
Soit a= (a, A) un projet additif de support V A , et V un ensemble fini tel que V ∩V A =;. On
notera a↑V le projet additif a⊗0V . Lorsque B est une conduite, on notera a↑B le projet a↑V B
afin de simplifier les notations.
Si A est une conduite de support V A , alors A↑V représentera l’ensemble {a↑V | a ∈A}.
§7.1.19 DÉFINITION.
Soit A et B des conduites non vides de supports disjoints. On définit :
A+B= {a↑B+b↑A | a ∈A,b ∈B}
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Les deux propositions suivantes sont des conséquences de la Proposition §7.1.11.
§7.1.20 PROPOSITION.
Soit A une conduite. Alors (A↑V )
‹‹ =A⊗1V .
Démonstration. Il suffit d’appliquer la Proposition §7.1.11 avec E =A et F = {0V }. ,
§7.1.21 PROPOSITION.
Soit A une conduite de support W , et f un projet additif de support V tel que f ::0V ∈A. Alors
f ∈ 1V (A.
Démonstration. Pour tout a′ ∈A‹, on a¿f,a′⊗0VÀ 6= 0,∞. Donc f ∈ (A‹¯{0V })‹. En utilisant
la Proposition §7.1.11, cela implique que f ∈ (A‹⊗1V )‹, et donc que f ∈ 1V (A. ,
§7.1.22 Soit A une conduite de support V A et soit V un ensemble fini tel que V ∩V A = ;. On veut
définir à partir de la conduite A une conduite de support V A ∪V . Ceci peut être fait de deux
manières différentes : on peut considérer la conduite (A↑V )
‹‹ ou bien considérer ((A‹)↑V )‹.
Ces deux définitions différentes sont au coeur de la définition des additifs.
§7.1.23 DÉFINITION (CONNECTEUR ADDITIFS).
Soit A,B des conduites de supports disjoints. On définit les conduites A&B et A⊕B comme
suit :
A⊕B = ((A↑B)‹‹∪ (B↑A )‹‹)‹‹
A&B = ((A‹)↑B)‹∩ ((B‹)↑A)‹
§7.1.24 PROPOSITION.
(A&B)‹ =A‹⊕B‹
§7.1.25 Cependant, cette construction nous laisse un peu les mains vides : comment construire un
projet additif de A&B à partir de deux projets additifs a,b dans A,B respectivement ? On
aurait besoin d’une construction du connecteur & au niveau des projets additifs. Afin d’y
parvenir, il est nécessaire de restreindre la classe des conduites que l’on considère, et de
travailler avec les comportements.
Comportements
§7.1.26 DÉFINITION.
Un comportement A de support V est une conduite A de support V telle que :
1. si a= (a, A) ∈A, alors ∀λ ∈R,a+λ0V ∈A. ;
2. si a= (a, A) ∈A‹, alors ∀λ ∈R,a+λ0V ∈A‹.
§7.1.27 REMARQUE. L’orthogonal d’un comportement est un comportement.
§7.1.28 PROPOSITION.
Si A est un ensemble non vide de projets additifs de support V tel que a ∈A⇒∀λ ∈R,a+λ0V ∈
A, alors tout projet additif dans A‹ a une mise nulle.
Démonstration. On choisit un projet additif a = (a, A) ∈ A, ce qui est possible puisque A est
supposé non vide. Alors pour tout b = (b,B) ∈A‹, ¿a,bÀ 6= 0. Or a+λ0 ∈A pour tout λ ∈R.
Donc ¿a+λ0,bÀ=¿a,bÀ+bλ doit être non nul, et par conséquent b doit être égal à 0. ,
§7.1.29 PROPOSITION.
Si A est un ensemble non vide de projets additifs de même support tel que (a, A) ∈ A implique
a= 0, alors b ∈A‹ implique b+λ0 ∈A‹ pour tout λ ∈R.
Démonstration. On choisit un projet additif a= (a, A) ∈ A. Pour tout projet additif b, on a, par
la Proposition §7.1.16, ¿a,b+λ0À=¿a,bÀ+λa. Puisque a = 0, on obtient ¿a,b+λ0À=
¿a,bÀ. Donc, si b ∈A‹, alors b+λ0 ∈A‹. ,
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§7.1.30 COROLLAIRE.
Si A est une conduite de support V telle que :
1. si a ∈A, alors ∀λ ∈R,a+λ0V ∈A ;
2. si a= (a, A) ∈A, alors a= 0 ;
3. A est non vide.
Alors A est un comportement, et A‹ satisfait à toutes les conditions ci-dessus. Un tel compor-
tement sera qualifié de propre.
Démonstration. Par la proposition précédente et les deux dernières conditions, on sait que
A‹ vérifie b ∈A‹⇒ b+λ0 ∈A‹. Donc A est un comportement. De plus, A‹ est non vide : si
A‹ était vide, tout projet additif a de même support que A serait dans l’orthogonal de A‹,
et par conséquent A ne serait pas une conduite, puisqu’il ne contient que des projets additifs
ayant une mise nulle. Finalement, comme tout projet additif de A‹ a une mise nulle par la
proposition §7.1.28, A‹ vérifie les trois conditions énoncées. ,
§7.1.31 PROPOSITION.
Un comportement est soit propre, soit égal à 0V =;, soit égal à TV = 0‹V .
Démonstration. Soit A un comportement. S’il est vide, alors A= 0. Si A‹ est vide, alors A=T.
Dans les autres cas, puisque A‹ est non vide, A ne contient que des projets additifs ayant une
mise nulle par la proposition §7.1.28. Donc A est propre puisqu’il satisfait aux conditions
voulues. ,
§7.1.32 PROPOSITION.
Si A et B sont des comportements, alors A(B est un comportement.
Démonstration. Supposons dans un premier temps que A et B sont deux comportements
propres. Soit f ∈ A(B,a ∈ A et b ∈ B‹ des projets additifs. Alors, en utilisant l’adjonction,
nous avons : f‹ a⊗b si et seulement si f ::a‹ b. Puisque A¯B‹ est non vide et ne contient
que des projets additifs sans mises, f ∈ A(B implique f+λ0 ∈ A(B. De plus, pour tout
λ ∈ R, f ::a+λ0 ∈ B, donc f 1A + f λ+ JF, AK = 0. Ce qui signifie que f = 0. Donc A(B ne
contient que des projets additifs sans mises. Finalement, soit A(B est vide, et donc égal à
0, soit il est non vide et satisfait les conditions définissant les comportements propres.
Maintenant, si A= 0 ou B=T, il est clair que A(B=T.
Le dernier cas à traiter : si A=T et B est propre, ou bien si B= 0 alors que A est propre.
Alors par définition de l’implication linéaire, on obtient A(B = 0 dans le second cas. Pour
montrer que T( A = 0 lorsque A est propre, remarquons que f est de support V ∪V A , et
qu’en appliquant f à un projet additif ayant une mise infinie on obtient un projet additif de
mise infinie. Par conséquent, si T(A était non vide, A contiendrait un projet additif ayant
une mise infinie, i.e. A ne serait pas propre. ,
§7.1.33 COROLLAIRE.
Si A et B sont des comportements, alors A⊗B est un comportement.
Démonstration. On prouve ceci en utilisant la dualité A⊗B = (A(B‹)‹ des connecteurs
multiplicatifs. Puisque A,B‹ sont des comportements, A(B‹ est un comportement. Par
conséquent, A⊗B est l’orthogonal d’un comportement, donc un comportement. ,
§7.1.34 PROPOSITION.
Soit A, B des comportements. Alors A&B et A⊕B sont des comportements.
Démonstration. Soit A un comportement propre et soit V B tel que V B ∩V A = ;. Alors, si
a⊗0 ∈ A↑B, on a a⊗0+λ0 ∈ A↑B puisque (a+λ0)⊗0 = a⊗0+λ0. De plus, A ne contient que
des projets additifs sans mises, donc A↑B contient uniquement des projets additifs sans mises.
Puisque A↑B est clos par extension, non vide, et ne contient que des projets additifs sans
mises, il génère un comportement (propre) (A↑B)‹‹.
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Si A = TV A , on a T‹V A = 0V A , donc ((T‹V A )↑B)‹ = TV A∪V B . Par conséquent, ((A‹)↑B)‹ est
un comportement.
Si A= 0V A , alors A‹ =TV A , donc ((A‹)↑B)‹ = {a⊗0V B | a ∈TV A }‹ = (TV A ⊗1V B )‹ =T(
⊥V B . Or, étant donné qu’il existe des projets additifs de mise infinie dans T, tout f ∈T(⊥V B
appliqué à un tel projet additif aurait pour résultat un projet additif avec une mise infinie.
Donc ⊥V B devrait contenir un projet additif avec une mise infinie. Mais ceci n’est pas possible,
car ⊥V B 6= TV B . Finalement, T(⊥V B est nécessairement vide, i.e. ((0‹V A )↑B)‹ = 0V A∪V B est
un comportement.
Ceci implique que si A,B sont des comportements, la conduite A&B est un comportement,
en tant qu’intersection de ((A‹)↑B)‹ et ((B‹)↑A)‹ qui sont des comportements.
Puisque l’orthogonal d’un comportement est un comportement, si A,B sont des comporte-
ments alors A‹,B‹ sont des comportements. Donc A‹&B‹ est un comportement, et finale-
ment A⊕B= (A‹&B‹)‹ est un comportement. ,
§7.1.35 PROPOSITION.
Soit A,B des comportements. Alors ({a⊗0↑B | a ∈A}∪ {0↑A ⊗b | b ∈B})‹‹ =A⊕B.
Démonstration. Pour tous ensembles A,B avec A= A‹‹ et B=B‹‹ :
(A∪B)‹ = A‹∩B‹
(A∩B)‹‹ = (A‹∪B‹)‹
En effet, la première égalité — valable pour tous ensembles A,B — vient du fait que a ∈
(A∪B)‹ si et seulement si a ∈ A‹ et a ∈ B‹ si et seulement si a ∈ A‹∩B‹. La seconde —
valable uniquement lorsque A,B sont des conduites — vient du fait que (A∩B)‹‹ = (A‹‹∩
B‹‹)‹‹ = (A‹∪B‹)‹‹‹ = (A‹∪B‹)‹.
On a alors — en notant A→VB (resp. B→VA ) l’ensemble {a⊗0↑B | a ∈A} (resp. l’ensemble {0↑A⊗
b | b ∈B}) :
(A↑B∪B↑A)‹‹ = ((A↑B)‹∩ (B↑A)‹)‹
= ((A↑B)‹∩ (B↑A)‹)‹‹‹
= ((A↑B)‹‹∪ (B↑A)‹‹)‹‹
On en déduit que {a↑B | a ∈A}∪ {b↑A | b ∈B} engendre bien A⊕B. ,
§7.1.36 LEMME.
Soit A,B des comportements non vides. Alors A+B⊂A&B.
Démonstration. Soit f= a⊗0V B +b⊗0V A ∈A+B. Étant donné que
A&B = (A‹⊕B‹)‹
= ({a↑B | a ∈A}∪ {b↑A | b ∈B})‹
Il suffit de montrer que pour tout c ∈ (A‹)↑B ∪ (B‹)↑A on a f‹ c. On suppose, sans perte de
généralité, que c ∈ (A‹)↑B, donc c= a′⊗0V B pour a′ ∈A‹. On remarque que
¿b⊗0V A ,a′⊗0V BÀ= 0
car les mises de b et a′ sont égales à 0. On a donc :
¿f,cÀ = ¿a⊗0V B +b⊗0V A ,a′⊗0V BÀ
= ¿a⊗0V B ,a′⊗0V BÀ+¿b⊗0V A ,a′⊗0V BÀ
= ¿a,a′À
Et donc finalement f‹ c. ,
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§7.1.37 Cependant, comme dans 2 la GdI5 (versions 5.1 et 5.2), l’ensemble A+B n’engendre pas A&B.
Nous verrons plus tard qu’il n’existe pas de projet dans A&B qui ne soit équivalent (voir
Définition §7.1.42) à un élément de A+B.
§7.1.38 PROPOSITION.
On suppose que la fonction m :Ω→R>0 (voir §7.1) prend une valeur µ 6= 0,∞. Si A,B sont des
comportements propres, alors (A+B)‹‹(A&B.
Démonstration. Soit a′ ∈A‹, et 0u le projet (0,U) où U est le graphe à une tranche avec une
arête de source un sommet sa ∈ V A et de but un sommet sb ∈ V B. Alors pour tout élément
c de A+B, on a ¿c,0UÀ = 0 et donc ¿c,a′⊗0V B +0UÀ = ¿c,a′⊗0V BÀ 6= 0,∞. Donc d =
a′⊗0V B +0U ∈ (A+B)‹.
On montre maintenant que pour tout ν, tout 0< λ< 1 et a,b dans respectivement A,B, le
projet tν = a+b+ν0λU∗ est dans (A‹⊕B‹)‹ — où U∗ est le graphe à une tranche et une arête
ayant pour source sb et pour but sa. En effet, pour tout a′′⊗0 ∈ (A‹)↑B (resp. b′′⊗0 ∈ (B‹)↑A),
on a :
¿a′′⊗0,tνÀ = ¿a′′⊗0,aÀ+¿a′′⊗0,bÀ+ν¿a′′⊗0,0λU∗À=¿a′′,aÀ
¿b′′⊗0,tνÀ = ¿b′′⊗0,aÀ+¿b′′⊗0,bÀ+ν¿b′′⊗0,0λU∗À=¿b′′,bÀ
Donc a′′⊗0 ‹ tν (resp. b′′⊗0 ‹ tν). Par conséquent, tν ∈ (A‹⊕B‹)‹ (Proposition §7.1.35),
c’est-à-dire tν ∈A&B.
Or ¿tν,a′⊗0V B +0UÀ=¿a′,aÀ+νm(λ). Quitte à changer la valeur de λ, on peut suppo-
ser que m(λ)= µ 6= 0,∞. Comme ¿a′,aÀ et m(λ) sont tous deux différents de 0 et ∞, on peut
définir ν = (−¿a′,aÀ)/µ. Alors ¿tν,dÀ= 0, c’est-à-dire tν 6∈ (A+B)‹‹ = A&B. Finalement,
on a montré que l’inclusion (A+B)‹‹ ⊂A&B — qui est conséquence de la Proposition §7.1.36
— est stricte. ,
§7.1.39 Nous souhaitons maintenant montrer la propriété de distributivité, c’est-à-dire qu’il existe un
projet Distr dans les comportements
((φ(A)( θ(B))&(ψ(A)( ρ(C)))( (A( (B&C))
où φ,θ,ψ,ρ sont des délocalisations disjointes et A,B,C sont des comportements disjoints.
§7.1.40 Le projet implémentant la distributivité consiste essentiellement en deux Fax superposant les
contextes. Il est nécessaire d’effectuer les deux délocalisations dans deux tranches distinctes
afin d’éviter les interférences avec les éventuelles arêtes entre V A et V B. On remarque que
si l’égalité (A+B)‹‹ =A&B était satisfaite, il serait possible d’effectuer les deux délocalisa-
tions dans la même tranche !
§7.1.41 PROPOSITION (DISTRIBUTIVITÉ).
Pour tous comportements A,B,C non vides, et délocalisations φ,ψ,θ,ρ de A,A,B,C respective-
ment, il existe un projet additif distr dans le comportement
((φ(A)( θ(B))&(ψ(A)( ρ(C)))( (A( (B&C))
Lorsque nous voudrons préciser les délocalisations, nous écrirons Distrφ,ψ
θ,ρ .
Démonstration. Soit g un projet additif dans (φ(A)( θ(B)) & (ψ(A)( ρ(C)). En utilisant la
définition du &, et les Propositions §6.1.17 et §7.1.20, on obtient :
(φ(A)( θ(B))&(ψ(A)( ρ(C))
= (((φ(A)( θ(B))‹)↑ψ(A),ρ(C))‹∩ (((ψ(A)( ρ(C))‹)↑φ(A),θ(B))‹
= (φ(A)⊗θ(B)⊗1φ(V A )∪ρ(V C ))‹∩ (ψ(A)⊗ρ(C)⊗1φ(V A )∪θ(V B))‹
= (φ(A)( (1ψ(V A )∪ρ(V C )( θ(B)))∩ (ψ(A)( (1φ(V A )∪θ(V B)( ρ(C)))
2. On a en réalité obtenu le résultat équivalent dans la géométrie de l’interaction hyperfinie par une simple
adaptation de la preuve sur les graphes.
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Définissons maintenant les projets additifs :
f1 = Faxφ⊗Faxθ⊗0ψ(V A )∪ρ(V C )⊗0V C
f2 = Faxψ⊗Faxρ ⊗0φ(V A )∪θ(V B)⊗0V B
distr = f1+ f2
On a donc Distr ::g= f1 ::g+f2 ::g. Calculons maintenant (f1 ::g) ::a pour un projet additif a ∈A :
(f1 ::g) ::a = ((Faxφ⊗Faxθ⊗0ψ(V A )∪ρ(V C )⊗0V C ) ::g) ::a
= (Faxθ⊗0ψ(V A )∪ρ(V C )⊗0V C ) ::(g ::φ(a))
= (Faxθ⊗0V C ) ::((g ::φ(a)) ::0ψ(V A )∪ρ(V C ))
Puisque, comme nous l’avons vu plus tôt, g ∈ (φ(A)( (1ψ(V A )∪ρ(V C )( θ(B))), le projet additif
((g ::φ(a)) ::0ψ(V A )∪ρ(V C )) est dans θ(B), et il est donc égal à θ(b) pour un projet additif b ∈ B.
On obtient donc :
(f1 ::g) ::a = (Faxθ⊗0V C ) ::θ(b)
= b⊗0V C
De la même manière, on montre que (f2 ::g) ::a = c⊗ 0V B pour un projet additif c ∈ C. Par
conséquent (distr ::g) ::a ∈B+C⊂B&C.
Finalement, distr ::g ∈ A(B&C, ce qui implique que le projet additif distr implémente
bien la distributivité. ,
§7.1.42 DÉFINITION (ÉQUIVALENCE OBSERVATIONNELLE).
On définit, pour toute conduite A, une relation d’équivalence observationnelle sur les projets
additifs de A :
a∼=A b⇔∀c ∈A‹,¿a,cÀ=¿b,cÀ
On notera la classe d’équivalence de a par [ f ]A, en omettant l’indice lorsque le contexte ne
portera pas à confusion.
§7.1.43 PROPOSITION.
Soit a= (a, A) et b= (a,B) deux projets additifs. Si A,B sont universellement équivalents, alors
a∼=A b pour toute conduite contenant a.
Démonstration. Par définition de l’équivalence universelle, on a JA,CK = JB,CK pour tout
graphe C. On en déduit que ¿a,cÀ= a1C + c1A + JA,CK= a1C + c1B+ JB,CK=¿a,bÀ. ,
§7.1.44 LEMME.
Soit E un ensemble de projets additifs de support V , et a,b deux projets additifs dans E‹.
Alors a∼=E‹‹ b si et seulement si ∀e ∈E,¿a,eÀ=¿b,eÀ.
Démonstration. Par définition, si a ∼=E‹ b, on a ∀f ∈ E‹‹,¿a, fÀ=¿b, fÀ, ce qui est équi-
valent à ∀λ ∈ R,¿λa−λb, fÀ= 0. Donc l’équivalence de a et b peut être reformulée ainsi :
∀λ ∈ R,∀c ∈ E‹,c+λa−λb ∈ E‹. Ceci est, par définition, équivalent à ∀λ ∈ R,∀c ∈ E‹,∀e ∈
E,¿c+λa−λb,eÀ 6= 0, i.e.¿λa−λb,eÀ= 0. Finalement, on a montré que a∼=E‹ b si et seule-
ment si ∀e ∈E,¿a,eÀ=¿b,eÀ. ,
§7.1.45 PROPOSITION.
Soit A,B des comportements propres, et f ∈A&B. Alors il existe g ∈A et h ∈B tels que
f∼=A&B g+h
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Démonstration. On commence par choisir un projet additif f ∈ A&B. Étant donné que f ∈
((A‹)↑B)‹∩((B‹)↑A)‹, on a ¿f,a′⊗0À 6= 0,∞ et ¿f,0⊗b′À 6= 0,∞ pour tous a′ ∈A‹,b′ ∈B‹.
Donc g= f ::0V B ∈A et h= f ::0V A ∈B. On va montrer que f∼=A&B g+h.
Remarquons dans un premier temps que ((A‹)↑B ∪ (B‹)↑A)‹ = ((A‹)↑B)‹∩ ((B‹)↑A)‹ =
A&B. Donc, par le lemme §7.1.44, il suffit de montrer que l’on a l’égalité ¿f,cÀ=¿g+h,cÀ
pour tous c ∈ (A‹)↑B∪ (B‹)↑A pour montrer que f∼=A&B g+h.
Prenons par exemple a′⊗0 dans (A‹)↑B. Comme ¿a⊗0V,b⊗0VÀ=¿a,bÀ, on obtient :
¿g+h,a′⊗0À = ¿g⊗0,a′⊗0À+¿0⊗h,a′⊗0À
= ¿g⊗0,a′⊗0À
= ¿(f ::0)⊗0,a′⊗0À
= ¿f ::0,a′À
= ¿f,a′⊗0À
On a de même, pour tout b′⊗0 dans (B‹)↑A ,
¿g+h,b′⊗0À=¿g,b′⊗0À=¿f,b′⊗0À
Finalement, on a montré que g+h∼=A&B f. ,
§7.1.46 PROPOSITION.
Soit A,B des comportements propres, et f ∈A⊕B. Alors il existe h ∈A↑B∪B↑A tel que
f∼=A⊕B h
Démonstration. Soit f ∈ A⊕B. Puisque A⊕B ⊂ (A‹+B‹)‹, alors f est orthogonal à a′+b′
pour tous a′ ∈A‹ et b′ ∈B‹. Puisque A‹,B‹ sont non vides, on peut y choisir a0,b0. Alors,
pour tous λ,µ, les projets additifs λa0 et µb0 sont dans A‹,B‹ respectivement, et donc
¿f,λa0+µb0À=λ¿f,a0À+µ¿f,b0À 6= 0,∞. Puisque ceci doit être vérifié pour tous λ,µ 6= 0,
soit ¿f,a0À= 0 et ¿f,b0À 6= 0,∞, soit ¿f,b0À= 0 et ¿f,a0À 6= 0,∞. Sans perte de géné-
ralité, supposons que l’on est dans le premier cas, i.e. ¿f,a0À= 0 et ¿f,b0À 6= 0,∞. Alors,
pour tout a′ ∈A‹, ¿f,a′À= 0 puisque ∀λ,µ,¿f,λa′+µb0À 6= 0,∞. Donc, pour tout b′ ∈B‹,
¿f,b′À 6= 0,∞. Ceci implique que ¿f,b′⊗0V AÀ=¿f ::0,b′À 6= 0,∞, i.e. f ::0V A est dans B.
Maintenant, on veut montrer que f∼=A‹&B‹ f ::0V A ⊗0V A .
Choisissant un élément g ∈ A‹&B‹, on veut montrer que ¿f,gÀ=¿(f ::0)⊗0,gÀ. Or,
en utilisant la proposition précédente, nous savons qu’il existe deux projets additifs g1 et
g2 dans A‹,B‹ respectivement, tels que ¿g,cÀ =¿g1+g2,cÀ pour tout c ∈ A⊕B. Donc,
¿f,gÀ=¿f,g1+g2À et ¿(f ::0)⊗0,gÀ=¿(f ::0)⊗0,g1+g2À. Or
¿f,g1+g2À=¿f,g1À+¿f,g2À=¿f,g2À
puisque ¿f,a′À= 0 pour tout a′ ∈A‹. D’un autre côté,
¿(f ::0)⊗0,g1+g2À=¿(f ::0)⊗0,g2À+¿(f ::0)⊗0,g1À
Étant donné que ¿(f ::0)⊗0,g1À= 0, on a :
¿(f ::0)⊗0,g1+g2À = ¿(f ::0)⊗0,g2À
= ¿(f ::0)⊗0,g2⊗0À
= ¿f ::0,g2À
= ¿f,g2⊗0À
= ¿f,g2À
Finalement on a obtenu pour tout g ∈A‹&B‹ l’égalité ¿f,gÀ=¿(f ::0)⊗0,gÀ. ,
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§7.1.47 PROPOSITION.
La règle Mix n’est jamais satisfaite pour les comportements.
Démonstration. Soit A,B des comportements, et soient a,a′,b,b′ des projets additifs dans,
respectivement, les comportements A,A‹,B,B‹. Alors, en remarquant que :
JA∪B, A′∪B′K = ∑
i, j,k,l
αAi α
B
j α
A′
k α
B′
l JA i∪B j, A′k∪B′lK
= ∑
i, j,k,l
αAi α
B
j α
A′
k α
B′
l (JA i, A′kK+ JB j,B′lK)
= 1B1B′JA, A′K+1A1A′JB,B′K
on peut calculer aisément ¿a⊗b,a′⊗b′À ainsi :
¿a⊗b,a′⊗b′À = 1A′1B′ (1Ab+1Ba)+1A1B(1A′b′+1B′a′)+ JA∪B, A′∪B′K
= 1A1A′ (1B′b+1Bb′+ JB,B′K)+1B1B′ (1A′a+1Aa′+ JA, A′K)
= 1A1A′¿b,b′À+1B1B′¿a,a′À
Puisque ¿a,a′À et ¿b,b′À sont différents de 0 et ∞, il est possible d’annuler cette dernière
expression en changeant la valeur de 1A . Par exemple, en utilisant le fait que si c = a+λ0,
alors ¿c,a′À=¿a,a′À et 1C = 1A +λ. ,
§7.1.48 PROPOSITION.
L’affaiblissement n’est pas satisfait par les comportements propres.
Démonstration. Soit A,B,C des comportements, et f ∈A(B. Alors f⊗0V C n’est pas un élé-
ment de A⊗C(B. En effet, choisissons a⊗ c dans A⊗C. Alors ¿f⊗0,a⊗ cÀ = 1C¿f,aÀ.
De plus, (F ⊗0)::(A⊗C) = 1CF :: A. Cela implique que (f⊗0) ::(a⊗ c) = 1Cf ::a. Puisque C est
un comportement, il est possible d’annuler 1C en considérant le projet additif c−1C0 ∈ C.
Finalement, cela implique que f⊗0 n’est pas dans A⊗C(B à moins que (A⊗C)(B = T,
c’est-à-dire que A= 0, B=T ou C= 0. ,
§7.1.49 REMARQUE. Cela revient à montrer qu’il n’existe pas de morphisme de C dans 1 lorsque C
est un comportement propre.
7.2 Sémantique dénotationelle
Catégorie ∗-autonome
§7.2.1 DÉFINITION.
Soit a = (a, A) un projet additif de support V A , V B un ensemble tel que V A ∩V B = ; et φ :
V A → V B une bijection. La délocalisation de a selon φ est le projet additif φ(a) = (a,φ(A)),
où φ(A) est le graphe tranché
∑
i∈I A α
A
i φ(A i) où φ(A i) est le graphe décrit dans la Définition
§6.1.20.
Comme dans le chapitre précédent, il est possible d’obtenir une catégorie ∗-autonome
en appliquant un "quotient par délocalisations". On définit, cette fois encore, les fonctions
ψi : N→N× {0,1} (i = 0,1) :
ψi : x 7→ (x, i)
§7.2.2 DÉFINITION (OBJETS ET MORPHISMES DE GraphMLL).
On définit la catégorie :
Obj= {A | A=A‹‹ de support XA ⊂N}
Mor[A,B]= {f ∈ψ0(A)(ψ1(B)}
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Pour définir la composition des morphismes, on utilise à nouveau trois copies de N, en
s’aidant des deux bijections suivantes :
µ : N× {0,1} → N× {1,2}, (x, i) 7→ (x, i+1)
ν : N× {0,2} → N× {0,1}, (x, i) 7→ (x, i/2)
§7.2.3 DÉFINITION (COMPOSITION DANS GraphMLL).
Étant donnés f et g deux morphismes dansMor[A,B] etMor[B,C] respectivement, on définit :
g◦ f= ν(f ::µ(g))
On montre alors que ceci définit bien une catégorie. On ne présentera pas ici la démons-
tration qui est une simple adaptation du résultat obtenu dans le cas des graphes non tranchés
(voir Chapitre 6.2).
On définit le bifoncteur induit par ⊗, en s’aidant des fonctions φ : N× {0,1}→N définies
par φ((x, i))= 2x+ i, et τ
τ :

N× {0,1} → N× {0,1}
(2x+1,0) 7→ (2x,1)
(2x,1) 7→ (2x+1,0)
(x, i) 7→ (x, i) sinon
§7.2.4 DÉFINITION.
On définit sur GraphMLLle bifoncteur ⊗¯ sur les objets :
A⊗¯B=φ(ψ0(A)⊗ψ1(B))
et sur les morphismes :
f⊗¯g= τ(ψ0(φ(f))⊗ψ1(φ(g)))
§7.2.5 THÉORÈME.
La catégorie GraphMLLest ∗-autonome. Plus précisément, (GraphMLL,⊗¯,1;) est symétrique mo-
noïdale close et l’objet ⊥; = 1‹; est dualisant.
Démonstration. La preuve est similaire à celle de la Proposition §6.2.13 présentée dans la
Section 6.2.2 du Chapitre 6. ,
Produits et Coproduits
Afin d’obtenir une sémantique catégorique pour MALL, on doit maintenant définir un pro-
duit. La construction qui semble naturelle est de définir la sous-catégorie pleine CompMALL de
GraphMLLet le bifoncteur &¯ induit par le connecteur &.
§7.2.6 DÉFINITION (OBJETS ET MORPHISMES DE CompMALL ).
On définit la catégorie :
Obj= {A | A=A‹‹ comportement de support XA ⊂N}
Mor[A,B]= {f ∈ψ0(A)(ψ1(B)}
On définit alors le bifoncteur &¯ par A,B 7→φ(ψ0(A)&ψ1(B)) sur les objets, et :
f&¯g= τ(Distr ::(ψ0(φ(f))&ψ1(φ(g))))
sur les morphismes.
§7.2.7 Cependant, ceci ne définit pas un produit catégorique. En effet, comme c’est le cas dans les
autres géométries de l’interaction traitant les additifs, le problème vient de l’élimination d’une
coupure entre les connecteurs additifs.
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Tranche 1
Lieux
Tranche 2
f⊗0V C
h⊗0V C
g⊗0V B
h⊗0V C
V A V B V C V D
· · · ·
· · · ·
Une arête de V i à V j représente l’ensemble des arêtes dont la source est dans V i et le but est dans V j . Les
ensembles d’arêtes nécessairement vides ont été omis (par exemple de V C à V C dans le graphe de f⊗0). Les points
entourés représentent le lieu de la coupure, c’est-à-dire les sommets disparaissant durant l’exécution.
FIGURE 7.1 – Représentation graphique du branchement de f&¯g avec h⊗0V C .
§7.2.8 Nous allons essayer d’expliquer ce qui se passe. Soit deux projets additifs f,g respectivement
dans A(B et A(C. Supposons de plus que chacun de ces projets additifs ne possède qu’une
seule tranche afin de simplifier la discussion ; on pensera à f,g comme à des interprétations
de preuves pi f et pig en calcul des séquents. Alors, f&¯g est un projet additif avec deux tranches
dans A( (B&C), où la première tranche contient le graphe F ∪;V C , et la seconde contient
le graphe G∪;V B . On définit alors f&¯g comme l’interprétation de la preuve obtenue à par-
tie de pi f et pig en appliquant une règle & ; on notera cette preuve pi&. Prenons maintenant
un projet additif h (avec une seule tranche) dans B( D, que nous considèrerons comme
l’interprétation d’une preuve pih en calcul des séquents. Le projet additif h⊗ 0V C est alors
dans (B&C)(D, et c’est l’interprétation de la preuve obtenue en appliquant une règle ⊕
à pih, preuve que nous noterons pi⊕. La coupure entre les projets additifs f&¯g et h⊗0V C est
alors l’interprétation de la preuve pi obtenue en appliquant une règle de coupure entre pi& et
pi⊕. Après une étape de la procédure d’élimination des coupures à cette preuve pi, on obtient
une preuve pi′ dont l’interprétation devrait être f ::h. D’où la question naturelle : est-ce que
p′ = f ::h est égal à (f&¯g) ::(h⊗0V C ) ? Or ceci n’est jamais le cas. En effet, (f&¯g) ::h est égal à
p = ((f⊗0V C ) ::h)&¯((g⊗0V B ) ::0V C ) (voir la représentation graphique de la Figure 7.1). Il est
alors clair que p n’est pas égal à p′ puisque p possède deux tranches tandis que p′ n’en pos-
sède qu’une. De plus, même si l’une des tranches de p est égale à p′, l’autre tranche n’est en
général pas une tranche vide : lors de l’exécution (G∪ (V B,;)) ::(H∪ (V C ,;)) les arêtes de G
dont la source et le but sont dans V A (ainsi que les arêtes de H dont la source et le but sont
dans V D) ne sont pas effacées.
Équivalence Observationnelle
§7.2.9 Comme nous venons de l’expliquer, le connecteur & ne définit pas un produit car, si f ∈A(B,
g ∈ A(C et b ∈ B‹ sont trois projets additifs, le résultat de l’élimination de la coupure
(f&¯g) ::(h⊗0)V C est égal à f+res où res est un résidu égal à (g⊗0V B ) ::(h⊗0V C ). La proposition
suivante montre que ce résidu n’est pas détecté par les éléments de A‹, i.e. que ¿res,a′À= 0
pour tout a′ ∈A‹. Cela signifie que le connecteur & définit un produit catégorique à équiva-
lence observationnelle près.
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§7.2.10 PROPOSITION.
Soit f ∈A(B et g ∈A(C des projets additifs, et h= f&¯g. Pour tout b ∈B‹, f ::b∼=B h ::b⊗0V C .
Démonstration. On a h ::(b⊗0V A )= f ::b+g ::0. Soit b ∈B‹ un projet additif. Alors
¿h ::(b⊗0V A ),aÀ=¿f ::b,aÀ+¿g ::0,aÀ
Supposons ¿g ::0,aÀ = λ 6= 0. Puisque f ::b ∈ A, on a ¿f ::b,aÀ = µ 6= 0. Or, par le lemme
d’homothétie §7.1.17, on obtient g = −λ
µ
f ∈ A(B. Puisque g ::b = −λ
µ
f ::b, on a finalement
¿distr ::(f&g),aÀ= 0, qui est une contradiction.
Finalement ¿g ::0,aÀ= 0. ,
On souhaiterait donc quotienter la catégorie GraphMLLpar équivalence observationnelle.
On doit donc montrer que la structure catégorique que l’on avait ne s’effondre pas lors de ce
quotient, i.e. que l’équivalence observationnelle est une congruence sur les morphismes. La
proposition suivante — une conséquence directe de la propriété cyclique (voir Chapitre 5) —
et ses corollaires 3 nous assurent que c’est le cas.
§7.2.11 PROPOSITION.
Soit f∼=A(B f′ et g ∈B(C des projets additifs. Alors f ::g∼=A(C f′ ::g.
Démonstration. Pour tout c ∈C(A, on a¿f ::g,cÀ=¿f,g ::cÀ. Finalement, il suffit de faire
le simple calcul ¿f ::g,cÀ=¿f,g ::cÀ=¿f′,g ::cÀ=¿f′ ::g,cÀ. ,
§7.2.12 COROLLAIRE.
Soit f, f′,g,g′ des projets additifs tels que f∼=A(B f′ et g∼=B(C g′. Alors f ::g∼= f′ ::g′.
§7.2.13 COROLLAIRE.
Soit a∼=A a′ et f∼=A(B g des projets additifs. Alors f ::a∼=B g ::a′.
§7.2.14 COROLLAIRE.
Si a∼=A a′ et b∼=B b′, alors a⊗b∼=A⊗B a′⊗b′.
Le Corollaire §7.2.12 nous permet donc de définir la catégorie obtenue en quotientant
GraphMLLpar l’équivalence observationnelle.
§7.2.15 DÉFINITION.
On définit la catégorie Cond par :
Obj= {A | A=A‹‹ de support XA ⊂N}
Mor[A,B]= {[f] | f ∈ψ0(A)(ψ1(B)}
§7.2.16 PROPOSITION.
La catégorie Cond hérite de la structure ∗-autonome de la catégorie GraphMLL.
Démonstration. Remarquons tout d’abord que l’on se contente de quotienter les hom-sets. Les
trois corollaires de la Proposition §7.2.11 nous assurent que l’on a bien défini une catégorie,
et que celle-ci hérite de la structure symétrique monoïdale de GraphMLL. Pour montrer que
Cond est fermée, il suffit de montrer que l’isomorphisme entre Mor[A,B(¯C] et Mor[A⊗¯B,C]
dans GraphMLLest compatible avec l’équivalence observationnelle. Cette compatibilité est
claire : l’équivalence observationnelle est préservée par les délocalisations. Le fait que ⊥ soit
dualisant est ensuite une conséquence directe de la préservation des isomorphismes lorsque
l’on quotiente une catégorie. ,
3. Ces corollaires montrent un peu plus : ils nous assurent que la catégorie quotient hérite de la structure monoï-
dale symétrique de GraphMLL .
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§7.2.17 DÉFINITION.
On définit la catégorie Behav par
Obj= {A | A comportement de support XA ⊂N}
Mor[A,B]= {[ f ] | f ∈ψ0(A)(ψ1(B)}
§7.2.18 PROPOSITION.
La catégorie Behav est une sous-catégorie pleine de Cond, close pour le produit monoïdal, l’in-
ternalisation des hom-sets et la dualité, qui a des produits et des coproduits, et dans laquelle
le Mix et l’Affaiblissement ne sont pas satisfaits.
Démonstration. Il suffit de montrer que ⊕ est un coproduit, puisque Behav est close par or-
thogonalité. Soit A,B,C des comportements, et f ∈A(C, g ∈B(C des projets additifs. Alors
le projet additif f&¯g est dans (A⊕B)(C. On définit ιA (resp. ιB) comme le produit monoïdal
de l’identité sur A (resp. sur B) et de 0V B (resp. 0V A ). On obtient alors, comme conséquence im-
médiate de la Proposition §7.2.10, que pour tout représentant h de [f&¯g] et tout représentant
i de [ιA] on a h :: i ∈ [f]. La vérification concernant ιB est similaire. ,
7.3 Vérité et Adéquation
§7.3.1 Comme dans le chapitre précédent, on supposera dans cette section que Ω contient 1 et que
la fonction m choisie (voir §7.1) satisfait m(1) =∞. On définit alors une notion de vérité, on
montre un résultat d’adéquation forte, et on montre un résultat de complétude interne pour
le tenseur.
Vérité
§7.3.2 DÉFINITION (GAIN).
Un projet additif a= (a, A) est gagnant lorsque a= 0 et A =∑i∈I A λA i, où 1A = 1 et pour tout
i ∈ I A le graphe A i est une union disjointe de transpositions (voir Définition §6.3.3).
§7.3.3 DÉFINITION (VÉRITÉ).
Une conduite A est vraie lorsqu’elle contient un projet additif gagnant.
§7.3.4 PROPOSITION (CONSISTANCE).
Les conduites A et A‹ ne peuvent être simultanément vraies.
Démonstration. Soit a= (0, A) et a′ = (0, A′) deux projets additifs de même support V A . Leur
interaction est calculée par la somme
∑
(i, j)∈I A×I A′
1
Card(I A)Card(I A′ )
JA i, A′jK
Il est facile de montrer (voir la démonstration de la Proposition §6.3.6) que les deux seuls cas
possibles sont ¿a,a′À= 0 et ¿a,a′À=∞. Cela montre que a et a′ ne peuvent être orthogo-
naux. ,
§7.3.5 PROPOSITION (COMPOSITIONALITÉ).
Soit f= (0,F) et a= (0, A) deux projets additifs gagnants dans les conduites A(B et A respec-
tivement. Alors B est une conduite vraie. De plus, si B 6= TV B , alors f ::a est un projet additif
gagnant.
Démonstration. Puisque les mises de f et a sont nulles, on a
¿f,aÀ= JF, AK= ∑
(i, j)∈IF×I A
1
Card(IF )Card(I A)
JFi, A jK
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Or chacun des termes JFi, A jK sont soit nuls soient égaux à ∞. On en déduit que ¿f,aÀ est
soit nul, soit égal à ∞.
– Supposons que ¿f,aÀ=∞. Puisque f ::a est, par définition de A(B, un projet additif
dans B de mise ¿f,aÀ, on en déduit que B contient un projet additif de mise infinie, et
donc B = TV B par la Proposition §7.1.6. Donc B est vraie puisqu’elle contient le projet
additif 0V B .
– Supposons maintenant que ¿f,aÀ= 0. Dans ce cas, le raisonnement de la proposition
§6.3.7, appliqué à chaque couple de tranches (i, j) ∈ IF × I A , montre que Fi :: A j est une
union disjointe de transpositions. On conclut que
f ::a= (0, ∑
(i, j)∈IF×I A
1
Card(IF )Card(I A)
Fi :: A j)
est un projet additif gagnant dans B.
En particulier, si l’on suppose que B 6= TV B , on se trouve nécessairement dans le second cas
(c’est-à-dire ¿f,aÀ= 0) car ¿f,aÀ=∞ implique B=TV B . ,
Calcul des séquents
§7.3.6 DÉFINITION.
On fixe V = {X i( j)}i, j∈N un ensemble de variables localisées 4. Pour i ∈ N, l’ensemble X i =
{X i( j)} j∈N sera appelé le nom de variable X i, et on appellera un élément de X i une variable
de nom 4 X i. On suppose de plus que chaque nom de variable X i est associé à une taille ni et
que pour chaque m ∈N∗, il existe une infinité d’entiers i ∈N tels que ni =m.
Pour i, j ∈N on définit le lieu ]X i( j) de la variable X i( j) comme l’ensemble
{(i,m) | jni 6m6 ( j+1)ni−1}
§7.3.7 DÉFINITION (FORMULES DE LOCMALL).
On définit inductivement les formules de la logique linéaire multiplicative additive localisée
locMALL ainsi que leur lieu comme suit :
– Une variable X i( j) de nom X i est une formule dont le lieu est défini comme ]X i( j) ;
– Si X i( j) est une variable de nom X i, alors (X i( j))‹ est une formule de lieu ]X i( j).
– Si A,B sont des formules de lieux X ,Y tels que X∩Y =;, alors A⊗B (resp. A &B, resp.
A & B, resp. A⊕B) est une formule de lieu X ∪Y ;
– Les constantes T]Γ sont des formules de lieu ]Γ ;
– Les constantes 0]Γ sont des formules de lieu ]Γ.
Si A est une formule, on écrira ]A le lieu de A. On définit également les séquents ` Γ de
locMLL lorsque les formules de Γ ont des lieux deux à deux disjoints 5.
§7.3.8 DÉFINITION (FORMULES DE MALLT,0).
Les formules de MALLT,0 sont définies par la grammaire suivante :
F := X i | X‹i | F⊗F | F
&
F | F & F | F⊕F | 0 | T
où les X i sont les noms de variables.
§7.3.9 REMARQUE. À toute formule de locMALLT,0 correspond une unique formule de MALLT,0
obtenue simplement en remplaçant les variables par leur nom, c’est-à-dire en appliquant la
transformation X i( j) 7→ X i pour chaque variable localisée X i( j). Inversement, il est possible
de localiser une formule de MALLT,0 : si e est une énumération des occurrences des noms de
variables dans A, on peut définir une formule de locMLALT,0 Ae.
4. Les noms de variables sont les variables au sens habituel, tandis que la notion de variable localisée se rap-
proche de la notion usuelle d’occurrence.
5. Cette condition est des plus naturelles, puisque la virgule des séquents correspond à un
&
.
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Ax ( j 6= j′)
` X i( j)‹, X i( j′)
` A,∆ ` A‹,Γ
Cut 6`∆,Γ
` A,∆ `B,Γ
⊗6` A⊗B,∆,Γ
` A,B,Γ
&
` A &B,Γ
` A i,Γ ⊕i` A0⊕A1,Γ
` A,Γ `B,Γ
&` A & B,Γ
>]Γ`>,Γ Pas de règle pour 0.
FIGURE 7.2 – Calcul des séquents localisé locMALL
Ax
` X‹i , X i
` A,∆ ` A‹,Γ
Cut`∆,Γ
` A,∆ `B,Γ
⊗` A⊗B,∆,Γ
` A,B,Γ
&
` A &B,Γ
` A i,Γ ⊕i` A0⊕A1,Γ
`Γ, A `Γ,B
&`Γ, A & B
>`>,Γ Pas de règle pour 0.
FIGURE 7.3 – Calcul des séquents MALLT,0
§7.3.10 DÉFINITION (PREUVES DE LOCMALLT,0).
Une preuve de locMALLT,0 est une preuve obtenue à partir des règles de calcul des séquents
de la figure 7.2, et telle que toute variable X i( j) et toute négation de variable (X i( j))‹ apparaît
dans au plus une règle sans prémisses (axiome ou >).
§7.3.11 DÉFINITION (PREUVES DE MALLT,0).
Une preuve de MALLT,0 est une preuve obtenue à partir des règles de calcul des séquents de
la figure 7.3.
§7.3.12 REMARQUE. À toute preuve de locMALLT,0 correspond une preuve de MALLT,0 en rempla-
çant chaque variable par son nom. Inversement, étant donnée une énumération e des occur-
rences de noms de variables dans les règles axiomes d’une preuve de MALLT,0 pi, on peut
étendre cette énumération à l’ensemble de l’arbre de dérivation afin d’obtenir une preuve de
locMALLT,0 pie.
Adéquation forte
§7.3.13 DÉFINITION (INTERPRÉTATIONS).
On définit une base d’interprétation comme une fonction Φ qui associe à chaque nom de va-
riable X i un comportement de support {0, . . . ,ni−1}.
§7.3.14 DÉFINITION (INTERPRÉTATION DES FORMULES DE LOCMALLT,0).
Soit Φ une base d’interprétation. On définit l’interprétation IΦ(F) selon Φ d’une formule F
inductivement :
– Si F = X i( j), alors IΦ(F) est la délocalisation (i.e. un comportement) de Φ(X i) suivant la
bijection x 7→ (i, jni+ x) ;
– Si F = (X i( j))‹, on définit le comportement IΦ(F)= (IΦ(X i( j)))‹ ;
– Si F =T]Γ (resp. F = 0]Γ), on définit IΦ(F) comme le comportement T]Γ (resp. 0]Γ) ;
6. Il est nécessaire que (]A∪ ]∆)∩ (]B∪ ]Γ) = ; pour appliquer la règle ⊗ et que ]∆∩ ]Γ = ; pour appliquer les
règles de coupure et de mix. De même, on demande que (]A)∩ (]B)=; pour appliquer la règle &.
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– Si F = A⊗B, on définit le comportement IΦ(F)= IΦ(A)⊗ IΦ(B) ;
– Si F = A &B, on définit le comportement IΦ(F)= IΦ(A) &IΦ(B) ;
– Si F = A⊕B, on définit le comportement IΦ(F)= IΦ(A)⊕ IΦ(B) ;
– Si F = A & B, on définit le comportement IΦ(F)= IΦ(A)& IΦ(B).
De plus, un séquent `Γ sera interprété comme le &des formules de Γ, que l’on écrira &Γ.
§7.3.15 DÉFINITION (INTERPRÉTATION DES PREUVES DE LOCMALLT,0).
Soit Φ une base d’interprétation. On définit l’interprétation d’une preuve IΦ(pi) — un projet
additif — inductivement :
– si pi consiste uniquement en une règle axiome introduisant ` (X i( j))‹, X i( j′), on définit
IΦ(pi) comme le projet additif Fax obtenu par la bijection (i, jni+ x) 7→ (i, j′ni+ x) ;
– si pi consiste uniquement en une règle T]Γ, on définit IΦ(pi)= (0, (]Γ,;)) ;
– si pi est obtenue à partir de pi′ par une règle
&
, alors IΦ(pi)= IΦ(pi′) ;
– si pi est obtenue à partir de pi1 et pi2 par une règle ⊗, on définit IΦ(pi)= IΦ(pi1)⊗ IΦ(pi′) ;
– si pi est obtenue à partir de pi′ par une règle ⊕i introduisant une formule de lieu V , on
définit IΦ(pi)= IΦ(pi′)⊗0V ;
– si pi de conclusion `Γ, A0&A1 est obtenue à partir de pi0 et pi1 de conclusions respectives
`Γ, A0 et `Γ, A1 par une règle &, on définit :
ψi : x 7→ (x, i) (i = 0,1)
ψ˜i = ((ψi)]Γ )−1 (i = 0,1)
ψ˙i = ((ψi)]Ai )
−1 (i = 0,1)
L’interprétation de pi est alors définie comme :
IΦ(pi)=Distrψ˜0,ψ˜1ψ˙0,ψ˙1 ::(ψ0(IΦ(pi0))⊗0]A1 +ψ1(IΦ(pi1))⊗0]A0 )
– si pi est obtenue à partir de pi1 et pi2 par une règle de coupure, on définit IΦ(pi) =
IΦ(pi1) :: IΦ(pi2).
§7.3.16 La figure 7.4 représente les étapes de la formation de l’interprétation de la règle &.
§7.3.17 LEMME.
Soit A,B,C des comportements. Alors (A(B)⊕C⊂A( (B⊕C).
Démonstration. Il est équivalent de montrer l’inclusion A⊗ (B‹&C‹)⊂ (A⊗B‹)&C‹. En
utilisant la définition de &, on a :
A⊗ (B‹&C‹) = A⊗ ((B↑C)‹∩ (C↑B)‹)
= {a⊗d | a ∈A,d ∈ ((B↑C)‹∩ (C↑B)‹)}‹‹
(A⊗B‹)&C‹ = (((A⊗B‹)‹)↑C)‹∩ (C↑A,B)‹
= ((A(B)↑C)‹∩ (C↑A,B)‹
= ((A(B)↑C ∪C↑A,B)‹
Il suffit alors de montrer que tout projet additif de la forme a⊗d, où a est un élément de A et
d ∈ ((B↑C)‹∩ (C↑B)‹), est orthogonal à tout projet additif dans E= (A(B)↑C ∪C↑A,B. Soit e
un projet additif dans E. Alors :
1. Soit e ∈C↑A,B, c’est-à-dire e = c⊗0V A∪V B . Alors ¿a⊗d,eÀ=¿d,c⊗0V BÀ. Or, puisque
d ∈ (C↑B)‹), on a ¿d,c⊗0V BÀ 6= 0,∞. Donc e‹ a⊗d.
2. Soit e ∈ (A(B)↑C , c’est-à-dire e= f⊗0V C pour f ∈A(B. On a alors
¿e,a⊗dÀ = ¿f⊗0V C ,a⊗dÀ
= ¿f, (a⊗d) ::0V CÀ
= ¿f,a⊗ (d ::0V CÀ
= ¿f ::a,d ::0V CÀ
= ¿(f ::a)⊗0V C ,dÀ
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Or, comme f ::a ∈B, (f ::a)⊗0V C ∈B↑C . Or d est par définition dans (B↑C)‹. Finalement,
e‹ a⊗d. ,
§7.3.18 PROPOSITION (ADÉQUATION FORTE LOCALISÉE).
Soit Φ une base d’interprétation. Si pi est une preuve de conclusion ` ∆, alors IΦ(pi) est un
projet additif gagnant dans le comportement IΦ(`∆).
Démonstration. On montre le résultat par induction sur la dernière règle de pi. Par définition,
l’interprétation de la règle axiome introduisant ` (X i( j))‹, X i( j′) est un projet additif gagnant
dans IΦ(X i( j))( IΦ(X i( j′)) qui est égale à IΦ((X i( j))‹ &X i( j′)). Ensuite :
– si pi est la règle T]Γ, alors IΦ(pi)= (0,0]Γ) est gagnant et dans T]Γ ;
– les cas correspondant aux connecteurs additifs sont traités de manière similaire à ce
qui a été fait dans la démonstration de la Proposition §6.3.19 ;
– si la dernière règle est une règle ⊕ — on supposera sans perte de généralité qu’il s’agit
d’une règle ⊕1 :
...pi
′
`Γ, A1 ⊕1`Γ, A1⊕A2
Alors IΦ(pi) = IΦ(pi′)⊗0V , et IΦ(` Γ, A1⊕ A2) = (
&
Γ)
&
(A1⊕ A2). On utilise le fait que
(A(B)⊕C⊂A( (B⊕C) (voir Lemme §7.3.17) pour montrer que l’on a l’inclusion
IΦ(` Γ, A1)⊕ IΦ(A2) ⊂ IΦ(` Γ, A1⊕ A2). Or, comme IΦ(pi′) est un projet additif gagnant
dans IΦ(` Γ, A1), IΦ(pi) est un projet additif gagnant dans IΦ(` Γ, A1)⊕ IΦ(A2), et par
conséquent c’est un projet additif gagnant dans IΦ(`Γ, A1⊕A2) ;
– si la dernière règle est une règle & :
...pi0
`Γ, A0
...pi1
`Γ, A1
&`Γ, A0 & A1
Dans ce cas, en utilisant les notations de la Définition §7.3.15, on a :
IΦ(pi)=Distrψ˜0,ψ˜1ψ˙0,ψ˙1 ::(ψ0(IΦ(pi0))⊗0]A1 +ψ1(IΦ(pi1))⊗0]A0 )
Par définition, les interprétations IΦ(pii) sont des projets additifs gagnants dans les com-
portements IΦ(`Γ, A i). On en déduit que les projets additifs ψi(IΦ(pii)) sont gagnants et
dans les comportements ψi(IΦ(`Γ, A i)) (il est évident que les délocalisations préservent
le gain). Étant donné que A+B⊂A&B lorsque A,B sont des comportements non vides,
on en déduit 7 que
ψ0(IΦ(pi0))⊗0]A1 +ψ1(IΦ(pi1))⊗0]A0
est un projet additif gagnant dans
ψ0(IΦ(`Γ, A0))&ψ1(IΦ(`Γ, A1))
Étant donné que la délocalisation d’un projet additif gagnant est un projet additif ga-
gnant et que le projet additif implémentant la distributivité est la somme de deux dé-
localisations, IΦ(pi) est un projet additif gagnant. De plus, il est dans l’interpretation
IΦ(`Γ, A0 & A1) de `Γ, A0 & A1 par la Proposition §7.1.41.
– si pi est obtenue par une coupure entre pi1 et pi2, de conclusions respectives ` A,Γ1 et
` A‹,Γ2, alors le Théorème §7.3.5 nous assure 8 que IΦ(pi1) :: IΦ(pi2) est un projet additif
gagnant dans
&
Γ.
7. En effet, par hypothèse d’induction, les interprétation des séquents `Γ, A0 et `Γ, A1 sont non vides.
8. On passe ici sur un détail technique. Il faut pour utiliser le Théorème §7.3.5 dans le cas où une formule T]Γ
apparait dans un des séquents coupés que l’on est dans le cas où la mise produite par la coupure est nulle. Ceci est
cependant immédiat puisque le graphe de l’interprétation de la règle d’introduction de T]Γ est vide et ne peut donc
produire de cycles.
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]A0 ]Γ ]A1
IΦ(pi1)
IΦ(pi2)
(a) Interprétations de pi0 et pi1
ψ0(]A0) ψ0(]Γ) ψ1(]A1) ψ1(]Γ)
ψ0(IΦ(pi1)) ψ1(IΦ(pi2))
(b) Délocalisations des interprétations
ψ0(]A0) ψ0(]Γ) ψ1(]A1) ψ1(]Γ)
ψ0(]A0) ψ0(]Γ) ψ1(]A1) ψ1(]Γ)
ψ
0(
I Φ
(pi
0)
)⊗
0
]A
1
ψ
1(
I Φ
(pi
1)
)⊗
0
]A
0
(I)
ψ0(IΦ(pi0)) 0]A1
ψ1(IΦ(pi1))0]A2
(c) Sommation des deux délocalisations
]A0 ]Γ ]A1
]A1]Γ]A0
]A0 ]Γ ]A1
]A1]Γ]A0
I Φ
(pi
0)
⊗0
]A
1
0
]A
0
∪]
A
1
]Γ
I Φ
(pi
1)
⊗0
]A
0
0
]A
0
∪]
A
1
]Γ
(I)
(d) Interprétation de pi
FIGURE 7.4 – Interprétation de la règle & (de conclusion `Γ, A0 & A1) entre deux preuves pi0
et pi1 de conclusions respectives `Γ, A0 et `Γ, A1
,
§7.3.19 En suivant les remarques §6.3.12 et §6.3.15, on peut également choisir des énumérations des
occurences de variables afin de « localiser » les formules A et les preuves pi de MALLT,0 : on
obtient des formules Ae et des preuves pie de locMALLT,0. Le théorème suivant est alors une
simple conséquence du précédent.
§7.3.20 THÉORÈME (ADÉQUATION FORTE POUR MALLT,0).
Soit Φ une base d’interprétation, pi une preuve de MALLT,0 de conclusion `Γ, et e une énumé-
ration des occurrences de variables dans les axiomes de pi. Alors IΦ(pie) est un projet additif
gagnant dans IΦ(`Γe).
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11 21 31 41 51 61 71 81 91
12 22 32 42 52 62 42 52 62
FIGURE 8.1 – Le graphe d’un projet de contraction
8.1 Changement de tranches et contraction
§8.1.1 Dans cette section, nous allons expliquer comment le fait d’avoir des arêtes entre différentes
tranches permet d’interpréter la contraction. Pour cela, nous travaillerons uniquement avec
des graphes épais tranchés. Le principe de la contraction par changement de tranche est très
simple, et le graphe qui implémentera cette transformation sera essentiellement le graphe de
la contraction additive (i.e. le graphe qui implémente la distributivité — Proposition §7.1.41
— restreint aux lieux des contextes) auquel on ajoute des changements de tranches.
Le graphe que l’on obtient est donc la superposition de deux Fax, mais où l’un des deux
change de tranche.
§8.1.2 DÉFINITION (CONTRACTION).
Soit φ : V A →W1 et ψ : V A →W2 deux bijections avec V A ∩W1 = V A ∩W2 =W1∩W2 = ;. On
définit alors le projet Ctrφψ = (0,Ctrφψ), où le graphe Ctrφψ est défini par :
V Ctr
φ
ψ = V A ∪W1∪W2
DCtr
φ
ψ = {1,2}
ECtr
φ
ψ = V A × {1,2}× {i, o}
sCtr
φ
ψ =

(v,1, o) 7→ (φ(v),1)
(v,1, i) 7→ (v,1)
(v,2, o) 7→ (ψ(v),1)
(v,2, i) 7→ (v,2)
tCtr
φ
ψ =

(v,1, o) 7→ (v,1)
(v,1, i) 7→ (φ(v),1)
(v,2, o) 7→ (v,2)
(v,2, i) 7→ (ψ(v),1)
ωCtr
φ
ψ ≡ 1
§8.1.3 La figure 8.1 illustre le graphe du projet Ctrψ
φ
, avec les fonctions φ : {1,2,3}→ {4,5,6}, x 7→ x+3
et ψ : {1,2,3}→ {7,8,9}, x 7→ 10− x.
§8.1.4 PROPOSITION.
Soit a= (0, A) un projet dans un comportement A, tel que DA ∼= {1}. Soit φ,ψ deux délocalisa-
tions V A →W1, V A →W2 de codomaines disjoints. Alors Ctrψφ ::a ∈φ(A)⊗ψ(A).
Démonstration. On notera Ctr le graphe Ctrψ
φ
pour simplifier les notations. On calcule tout
d’abord A :·:Ctr. On a A‡{1,2} = (V A × {1,2},EA × {1,2}, sA × Id{1,2}, tA × Id{1,2},ωA ◦pi) où pi est
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11 21 31 41 51 61
12 22 32 42 52 62
(a) Le graphe du dessin Ctrφψ
1 2
A
11
12
21
22
B
(b) Les graphes A et B des dessins a et b
FIGURE 8.2 – Les graphes des projets Ctrφψ, a et b.
la projection : EA × {1,2} → EA , (x, i) 7→ x. D’un autre côté, le graphe Ctr†DA est un variant
du graphe Ctr puisque DA ∼= {1}. Voici donc à quoi ressemble le branchement de Ctr†DA avec
A‡{1,2} :
V A × {2} W1× {2} W2× {2}
V A × {1} W1× {1} w2× {1}
φ
ψ
Le résultat de l’exécution est donc un graphe à deux tranches, c’est-à-dire de dialecte DA ×
{1,2} ∼= {1,2}, qui contient le graphe φ(A)∪ψ(A) dans la tranche 1 et qui contient le graphe
vide dans la tranche 2.
On en déduit que Ctrψ
φ
::a est universellement équivalent (Définition §5.3.43) au projet
1
2φ(a)⊗ψ(a)+ 120 par la Proposition §5.3.47. Comme φ(a)⊗ψ(a) ∈ φ(A)⊗ψ(A), alors le projet
1
2 (φ(a)⊗ψ(a)) est un élément de φ(A)⊗ψ(A) par le lemme d’homothétie §7.1.17. De plus, A
est un comportement, et par conséquent φ(A)⊗ψ(A) est un comportement et on en déduit que
1
2φ(a)⊗ψ(a)+ 120 est dans φ(A)⊗ψ(A). ,
§8.1.5 Les figures 8.3, 8.4 et 8.5 illustrent le branchement et l’exécution d’une contraction avec deux
graphes : l’un — A — n’ayant qu’une tranche, et l’autre — B — ayant deux tranches (les
graphes sont ceux présentés Figure 8.2). On voit ici que l’hypothèse que DA ≡ {1} dans la Pro-
position précédente est nécessaire, et que les changements de tranches permettent seulement
d’implémenter la contraction des graphes n’ayant qu’une tranche.
§8.1.6 On rappelle la proposition §7.1.14
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11 21 31 41 51 61
12 22 32 42 52 62
A
A
(a) Branchement de Ctrφψ et A
11,1 21,1 31,1 41,1 51,1 61,1
12,1 22,1 32,1 42,1 52,1 62,1
11,2 21,2 31,2 41,2 51,2 61,2
12,2 22,2 32,2 42,2 52,2 62,2
(b) Branchement de Ctrφψ et B
FIGURE 8.3 – Branchements de Ctrφψ avec les deux graphes A et B
31 41 51 61
32 42 52 62
(a) Résultat de l’exécution de Ctrφψ et A
31 41 51 61
(b) Le graphe de φ(a)⊗ψ(a)
FIGURE 8.4 – Les graphes des projets Ctrφψ ::a et φ(a)⊗ψ(a)
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31 41 51 61
32 42 52 62
33 43 53 63
34 44 54 64
(a) Résultat de l’exécution de Ctrφψ et B
31 41 51 61
32 42 52 62
33 43 53 63
34 44 54 64
(b) Graphe du projet φ(b)⊗ψ(b)
FIGURE 8.5 – Graphes des projets Ctrφψ ::b et φ(b)⊗ψ(b)
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§8.1.7 PROPOSITION.
Si E est un ensemble non vide de projets de même support V E , F est une conduite non vide et f
est tel que ∀e ∈E, f ::e ∈F, alors f ∈E‹‹(F.
§8.1.8 Cette proposition nous assure que si A est une conduite telle qu’il existe un ensemble E
de projets n’ayant qu’une seule tranche avec A = E‹‹, alors un projet de contraction Ctrψ
φ
appartient à la conduite A(φ(A)⊗ψ(A).
Nous trouvons donc ici une raison géométrique à l’introduction des exponentielles. En
effet, afin d’utiliser la contraction, nous devons nous assurer d’avoir uniquement des graphes
à une tranche. Nous allons donc définir, pour tout comportement A, un comportement !A
engendré par des projets n’ayant qu’une tranche.
§8.1.9 Il faut remarquer qu’une conduite !A engendrée par un ensemble de projets sans tranches
ne peut être un comportement : les projets (a,;) sont dans l’orthogonal de !A. Il faudra donc
introduire les conduites pérennes comme les conduites engendrées par un ensemble de pro-
jets sans tranches et de mise nulle. Dualement, nous introduirons les conduites co-pérennes
comme les conduites orthogonales à des conduites pérennes.
Dans un premier temps, il faudra définir une manière d’associer à un projet sans mise un
projet sans mise et sans tranches. On introduit pour cela les graphes mesurés, qui sont une
généralisation des graphes orientés pondérés : un graphe mesuré sur un ensemble mesurable
(X ,B,m) est un graphe orienté pondéré dont les sommets sont des ensembles mesurables, et
dont les arêtes sont des transformations préservant la mesure.
8.2 Graphages
Définitions
§8.2.1 L’idée des graphages est de considérer des graphes dont les sommets sont des intervalles de
la droite réelle, et les arêtes représentent des transformations préservant la mesure entre
leurs intervalles source et but. Certaines difficultés apparaissent lorsque l’on veut définir une
notion de graphage qui soit maniable. En effet, un phénomène nouveau apparaît lorsque les
sommets sont des intervalles : que faire dans le cas où deux sommets, donc deux intervalles,
sont d’intersection non vide ? Les sommets ne sont alors ni disjoints ni égaux. L’une des so-
lutions est de considérer des graphages où les différents sommets sont des intervalles néces-
sairement disjoints. Cependant, des problèmes complexes se posent très rapidement dans la
définition de l’exécution.
§8.2.2 Considérons par exemple deux graphages ayant chacun une arête, et dont le branchement
est représenté dans la Figure 8.6. Pour représenter les différents chemins alternants dont la
source et le but sont dans la différence symétrique des supports — c’est-à-dire représenter
l’exécution — il va falloir découper chacun des intervalles en plusieurs morceaux, chacun cor-
respondant au domaine et/ou codomaine d’un chemin. Dans le cas que nous avons représenté,
cette opération n’est pas très compliquée : il suffit de considérer les différents ensembles
(φψ)−k(Ut−Vs)∩ (Us−Vt). Cependant, cela se complique très rapidement avec l’ajout de nou-
veaux cycles. La Figure 8.7 représente le cas de deux graphages avec deux arêtes chacun.
Définir le découpage des sommets induit par l’exécution est — déjà dans ce cas — difficile
à définir. En particulier, étant donné que nous considérons des ensembles d’arêtes éventuel-
lement infinis, le nombre de cycles peut être infini, et l’opération est alors d’une extrême
complexité.
§8.2.3 Par conséquent, nous avons décidé de travailler avec une présentation différente, où deux
sommets distincts peuvent être d’intersection non négligeable, voire même égaux. Il est éga-
lement nécessaire de considérer que les sommets sont des boréliens quelconques, puisque
le découpage ne produit pas nécessairement des intervalles. De plus, il est intéressant de
travailler dans un espace mesuré quelconque plutôt que de se restreindre à la droite réelle,
en particulier afin d’introduire les tranches. Nous introduisons donc la notion de graphage
pondéré en tenant compte de ces remarques. La terminologie est empruntée à un article de
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Us Ut
Vs Vt
φ
ψ
FIGURE 8.6 – Exemple de branchement de graphages
FIGURE 8.7 – Exemple de branchement de graphages
Damien Gaboriau [Gab00], dans lequel est définie la notion de graphage sous-jacente (en
oubliant la pondération).
§8.2.4 Comme c’était déjà le cas dans le Chapitre 5, nous fixons un ensemble Ω clos par multiplica-
tion qui sera l’ensemble de pondération des graphages. Dans la pratique et pour les exemples
nous considèrerons Ω=]0,1].
§8.2.5 DÉFINITION (GRAPHAGE PONDÉRÉ).
Soit X = (X ,B,λ) un espace mesuré et V F ∈B un ensemble de mesure finie. Un graphage
sur X de lieu V F est une famille dénombrable F = {(ωFe ,φFe : SFe → TFe }e∈EF , où, pour tout
e ∈EF , ωFe est un élément de Ω, et φFe est une transformation préservant la mesure entre les
ensembles mesurables SFe ⊂V F et TFe ⊂V F .
On définit de plus le lieu effectif du graphage F comme l’ensemble mesurable ∪e∈EF SFe ∪
TFe qui est par définition un sous-ensemble du lieu V
F de F.
§8.2.6 REMARQUE. En particulier, on peut remarquer que si F est un graphage pondéré, alors pour
tout e ∈EF , λ(SFe )=λ(TFe ).
§8.2.7 REMARQUE. Il est naturel, suite aux constructions proposées au Chapitre 5, de considérer les
notions de graphage cohérents stricts et de graphages cohérents. Un graphage cohérent (resp.
cohérent strict) F est un graphage pondéré muni d’une relation de cohérence (resp. cohérence
stricte) sur l’ensemble EF . Les résultats de cette section peuvent être adaptés aux cas de ces
types de graphages, mais on se contentera ici de traiter le cas des graphages pondérés.
§8.2.8 Il est usuel, en théorie de la mesure, de travailler à un ensemble négligeable près, c’est-à-dire
à un ensemble de mesure nulle près. De la même manière, nous allons travailler avec des
graphages à égalité presque partout près. Il faut donc dans un premier temps définir ce que
signifie l’égalité presque partout de deux graphages. Nous utiliserons pour cela la notion de
graphage vide. Un graphage vide sera égal presque partout au graphage sans arêtes.
§8.2.9 DÉFINITION (GRAPHAGES VIDES).
Un graphage F est dit vide si son lieu effectif est de mesure nulle.
§8.2.10 DÉFINITION (EGALITÉ PRESQUE PARTOUT).
Deux graphages F,G sont dit égaux presque partout s’il existe deux graphages vides 0F ,0G et
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une bijection θ de EF unionmultiE0F →EG unionmultiE0G telle que :
– pour tout e ∈EF unionmultiE0F , ωF∪0Fe =ωG∪0Gθ(e) ;
– pour tout e ∈EF unionmultiE0F , SF∪0Fe ∆SG∪0Gθ(e) est de mesure nulle ;
– pour tout e ∈EF unionmultiE0F , TF∪0Fe ∆TG∪0Gθ(e) est de mesure nulle ;
– pour tout e ∈EF unionmultiE0F , φGunionmulti0G
θ(e) et φ
Funionmulti0F
e sont égales presque partout sur S
Gunionmulti0G
θ(e) ∩S
Funionmulti0F
e ;
§8.2.11 REMARQUE. Dans le cas de graphages cohérents ou de graphages cohérents stricts, on ajoute
naturellement à ces conditions une condition portant sur la relation de cohérence : pour tout
e, f ∈EF unionmultiE0F , e¨F∪0F f si et seulement si θ(e)¨G∪0G θ( f ).
§8.2.12 PROPOSITION.
On définit la relation ∼p.p. entre graphages pondérés par :
F ∼p.p. G si et seulement si F et G sont égaux presque partout
Cette relation est une relation d’équivalence.
Démonstration. Il est clair que cette relation est réflexive et symétrique (il suffit de prendre la
bijection θ−1). On montre que celle-ci est transitive. Soit donc F,G,H trois graphages tels que
F ∼p.p. G et G ∼p.p. H. Il existe donc quatre graphages vides 0F ,0GF ,0GH ,0H et deux bijections
θF,G : EFunionmultiE0F →EGunionmultiE0GF et θG,H : EGunionmultiE0GH →EHunionmultiE0H satisfaisant les propriétés listées
dans la définition précédente. On remarque que 0Funionmulti0GH et 0GFunionmulti0H sont des graphages vides.
On définit alors θF,H = (θG,HunionmultiIdE0GF )◦(IdEG unionmultiτ)◦(θF,GunionmultiIdE0GH ), où τ représente la symétrie
E0GF unionmultiE0GH →E0GH unionmultiE0GF ;
EF unionmultiE0F unionmultiE0GH EG unionmultiE0GF unionmultiE0GH
EG unionmultiE0GH unionmultiE0GFEH unionmultiE0H unionmultiE0GF
θF,G unionmulti IdE0GH
IdEG unionmultiτ
θG,H unionmulti IdE0GF
θF,H
Il est alors facile de vérifier que les trois premières propriétés listées dans la définition pré-
cédente sont satisfaites. On se contente donc de montrer que la quatrième propriété est éga-
lement satisfaite. On oubliera les exposants correspondant aux graphes pour simplifier les
notations. On notera de plus θ˜F,G (resp. τ˜ et θ˜G,H) la fonction θF,G unionmulti IdEGH (resp. IdEG unionmultiτ et
θG,H unionmulti IdEGF ).
Soit e ∈EF unionmultiE0F unionmultiE0GH :
– si e ∈E0GH , alors θ˜F,G(e)= e, et surtout φθ˜(e) =φ(e) ;
– si e ∈ EF unionmultiE0F alors, par définition de θF,G , φ ˜θ(e) est presque partout égale à φe sur
Se∩S ˜θ(e).
Donc φθ˜(e) et φe sont égales presque partout sur Se∩Sθ˜(e) dans tous les cas. Un raisonnement
similaire montre que pour tout f ∈ EG unionmultiE0H unionmultiEGF , les fonctions φθG,H ( f ) et φ f sont égales
presque partout sur SθG,H ( f )∩S f .
De plus, φθ˜F,G (e) et φτ˜(θ˜F,G (e)) sont égales et de même domaine Sθ˜F,G (e) = Sτ˜(θ˜F,G (e)). D’où
φτ˜(θ˜F,G (e)) et φe sont égales presque partout sur Sτ˜(θ˜(e))∩Se. Or φτ˜(θ˜F,G (e)) et φθ˜G,H (τ˜(θ˜F,G (e))) sont
presque partout égales sur Sτ˜(θ˜F,G (e)) ∩Sθ˜G,H (τ˜(θ˜F,G (e))). On en déduit que les fonctions φe et
φθF,H (e) sont égales presque partout sur
Se∩SθF,H (e)∩Sτ˜(θ˜F,G (e)) = Se∩SθF,H (e)∩Sθ˜F,G (e)
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On note Z l’ensemble de mesure nulle sur lequel elles diffèrent. Or, comme Se∆Sθ˜F,G (e) est de
mesure nulle, il existe des ensembles X ,Y de mesure nulle tels que Se∪X = Sθ˜F,G (e)∪Y . On
en déduit 1 que Sθ˜F,G (e) = Se∪X −Y . D’où
Se∩SθF,H (e)∩Sθ˜F,G (e) = Se∩Sθ˜F,H (e)∩ (Se∪X −Y )= Se∩Sθ˜F,H (e)∩Se−Y = Se∩Sθ˜F,H (e)−Y
On en conclut alors que les fonctions φe et φθ˜F,H (e), restreintes à Se∩Sθ˜F,H (e), diffèrent au plus
sur Y ∪Z qui est un ensemble de mesure nulle. ,
Chemins et Cycles
§8.2.13 Le choix consistant à autoriser différents sommets à avoir une intersection non nulle rend
le branchement plus facile à définir à première vue. Il faut cependant définir ce qu’est un
chemin, puisque nous ne pouvons garder la notion de chemin dans un graphe définie au Cha-
pitre 5. Comme auparavant, un chemin sera une suite d’arêtes. On remplacera la condition
qui demandait que le but d’une arête soit égal à la source de l’arête qui lui succède par le
fait que l’intersection de ces mêmes source et but soit de mesure non nulle, c’est-à-dire non
négligeable.
§8.2.14 DÉFINITION (BRANCHEMENT).
Étant donné deux graphages pondérés F,G on définit leur branchement F˜G comme le gra-
phage FunionmultiG muni de la fonction de coloriage δ : EFunionmultiG → {0,1} telle que δ(e)= 1 si et seulement
si e ∈EG .
§8.2.15 DÉFINITION (CHEMINS ALTERNÉS).
Un chemin dans un graphage F est une suite finie {e i}ni=0 d’éléments de E
F telle que pour tout
06 i6 n−1, TFe i∆SFe i+1 est de mesure non nulle.
Un chemin alterné entre deux graphages F,G est un chemin {e i}ni=0 dans le graphage F˜G
tel que pour tout 06 i 6 n−1, δ(e i) 6= δ(e i+1). On notera Chm(F,G) l’ensemble des chemins
alternés dans F˜G.
On définit de plus le poids d’un chemin pi= {e i}ni=0 dans un graphage F comme le scalaire
ωFpi =
∏n
i=0ω
F
e i .
§8.2.16 Étant donné un chemin {e i}ni=0 dans un graphage F, on peut définir une fonction φ
F
pi comme
la transformation partielle :
φFpi =φFen ◦χTFen∩SFen−1 ◦φ
F
en−1 ◦χTFen−1∩SFen−2 ◦ · · · ◦χTFe1∩SFe0 ◦φ
F
e0
où pour tout mesurable A, la fonction χA est l’identité partielle A→ A.
On note respectivement Spi et Tpi les domaines et codomaines de cette transformation par-
tielle SFe0 → TFen . Il est alors clair que la transformation φFpi : Spi→ Tpi est une transformation
qui préserve la mesure.
§8.2.17 DÉFINITION (CYCLES ALTERNÉS).
Un cycle dans un graphage F est un chemin {e i}ni=0 dans F tel que S
F
e0∆T
F
en soit de mesure
non nulle.
Un cycle alterné entre deux graphages pondérés F,G est un cycle {e i}ni=0 dans F˜G qui
est un chemin alterné et tel que δ(e0) 6= δ(en). On notera Cym(F,G) l’ensemble des cycles
alternants entre F et G.
§8.2.18 On va maintenant introduire la notion de découpage d’un graphage suivant un ensemble
mesurable C. Cela consiste à remplacer une arête par quatre arêtes disjointes selon que la
source (resp. le but) est dans l’ensemble C ou dans son complémentaire.
§8.2.19 DÉFINITION (DÉCOUPAGE).
Soit φ : S→ T une transformation préservant la mesure, C un ensemble mesurable et Cc son
1. On peut choisir X de manière à ce que Sθ˜F,G (e)∩Y =;.
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complémentaire. On définit les transformations préservant la mesure :
[φ]ii = φC∩φ−1(C) : A∩C∩φ
−1(C)→B∩φ(C)∩C
[φ]oi = φC∩φ−1(Cc ) : A∩C∩φ
−1(Cc)→B∩φ(C)∩Cc
[φ]io = φCc∩φ−1(C) : A∩C
c∩φ−1(C)→B∩φ(Cc)∩C
[φ]oo = φCc∩φ−1(Cc ) : A∩C
c∩φ−1(Cc)→B∩φ(Cc)∩Cc
On notera [S]ba, [T]
b
a (a,b ∈ {i, o}) les domaines et codomaines de [φ]ba.
Si F est un graphage, on définit alors F/C = {(ωFe , [φFe ]ba) | e ∈EF ,a,b ∈ {i, o}}.
§8.2.20 Dans certains cas, le découpage d’un graphage G selon un ensemble mesurable C ne modifie
pas vraiment G. En effet, si chacune des arêtes a sa source et son but inclus (à un ensemble de
mesure nulle près) dans C ou bien son complémentaire, le graphage obtenu après le découpage
est égal presque partout au graphage G.
§8.2.21 DÉFINITION.
Soit A,B deux ensembles mesurables. On dira que A est d’intersection triviale avec B si
λ(A∩B)= 0 ou λ(A∩Bc)= 0.
Si F est un graphage et que pour tout e ∈EF , SFe et TFe sont d’intersection triviale avec C,
alors on dit que F est C-résistant.
§8.2.22 LEMME.
Soit F un graphage, et C un ensemble mesurable. Si F est C-résistant, alors F/C ∼p.p. F.
Démonstration. Soit e ∈ EF . Comme F est C-résistant, on est dans l’un des quatre cas sui-
vants :
– SFe ∩C et TFe ∩C sont de mesure nulle ;
– SFe ∩C et TFe ∩Cc sont de mesure nulle ;
– SFe ∩Cc et TFe ∩C sont de mesure nulle ;
– SFe ∩Cc et TFe ∩Cc sont de mesure nulle ;
Les quatre cas se traitent de manière similaire. En effet, des fonctions [φFe ]
b
a, a,b ∈ {i, o}, une
seule est de domaine (et donc de codomaine) de mesure non nulle. On définit donc un graphage
vide 0F , avec E0F =EF×{1,2,3}, et on peut définir une bijection EF/C →EFunionmultiE0F qui associe à
l’élément (e,a,b) (e ∈EF , a,b ∈ {i, o}) l’élément e ∈EF si le domaine de [φFe ]ba est de mesure non
nulle, et un des éléments (e, i) ∈E0F sinon. On peut alors vérifier que cette bijection vérifie les
propriétés voulues. Finalement, F ∼p.p. F/C . ,
§8.2.23 Grâce à la notion de découpage, on peut maintenant définir l’exécution de deux graphages F
et G : on considère l’ensemble des chemins alternés entre F et G, puis on ne garde que la
partie de ce chemin qui est externe à l’intersection C des lieux de F et G. On peut définir,
pour chacun des cadres définis dans le Chapitre 5, sa généralisation aux graphages. Ainsi,
l’exécution sur les graphages pondérés est la généralisation de l’exécution sur les graphes
orientés pondérés.
§8.2.24 DÉFINITION (EXÉCUTION).
Soit F,G deux graphages pondérés de lieux respectifs V F ,VG et soit C =V F ∩VG . On définit
le graphage F :m:G comme la famille
{(ωF˜Gpi ,φ
F˜G
pi : [Spi]
o
o → [Tpi]oo) | pi ∈Chm(F,G),λ([Spi]oo) 6= 0}
§8.2.25 On veut maintenant définir l’ensemble des fonctions représentant les circuits entre les gra-
phages. C’est là que les choses se compliquent : si pi1 et pi2 sont deux cycles représentant le
même circuit (c’est-à-dire que pi1 est une permutation cyclique de pi2) les fonctions φpi1 et φpi2
ne sont en général pas égales ! On se contente alors pour le moment de définir un tel ensemble
pour chaque choix de famille de représentants des circuits. Il faudra cependant tenir compte
8.2. GRAPHAGES 163
de cette non-uniformité plus tard, lors de la définition des fonctions de quantification des cir-
cuits (dans les cas — ceux qui nous intéressent — où celle-ci dépend des fonctions φpi1 ,φpi2
associées aux représentants des circuits).
§8.2.26 DÉFINITION.
Soit F,G deux graphages pondérés. On note Cym(F,G) l’ensemble des cycles alternants entre
F et G. Un choix de représentant des circuits est un ensemble Rep(F,G) tel que pour tout élé-
ment ρ de Cym(F,G) il existe un unique élément pi de Rep(F,G) tel que ρ¯ = p¯i (on rappelle que
p¯i est la classe d’équivalence de pi modulo l’action des permutations cycliques, voir Proposition
§5.1.12).
§8.2.27 DÉFINITION (CIRCUITS ET 1-CIRCUITS).
Si F,G sont des graphages pondérés et Rep(F,G) est un choix de représentant des circuits
alternants entre F et G, on définit :
Circm(F,G) = {[φpi]ii | pi ∈Rep(F,G)}
§8.2.28 PROPOSITION.
Soit F,F ′,G des graphages tels que F ∼p.p. F ′. Alors il existe une bijection
θ : Chm(F,G)→Chm(F ′,G)
telle que φpi =φθ(pi) pour tout chemin pi.
Démonstration. Par définition, il existe deux graphages vides 0F ,0F ′ et une bijection θ de
EF
′ unionmultiE0F′ →EF unionmultiE0F telle que :
– pour tout e ∈EF ′ unionmultiE0F′ , ωF ′∪0Fe =ωF∪0Fθ(e) ;
– pour tout e ∈EF ′ unionmultiE0F′ , SF
′∪0F′
e ∆S
F∪0F
θ(e) est de mesure nulle ;
– pour tout e ∈EF ′ unionmultiE0F′ , TF∪0F′e ∆TF∪0Fθ(e) est de mesure nulle ;
– pour tout e ∈EF ′ unionmultiE0F′ , φFunionmulti0F
θ(e) et φ
F ′unionmulti0F′
e sont égales presque partout ;
Soit pi un chemin alterné dans F˜G. On traite par exemple le cas pi = f0 g0 . . . fn gn. On peut
alors définir un chemin θ−1(pi) dans F ′˜G par pi′ = θ−1( f0)g0θ−1( f1) . . .θ−1( fn)gn. En effet,
comme les ensembles S f i+1 ∩Tg i (resp. Sg i ∩T f i ) sont de mesure non nulle, alors θ−1( f i+1)
(resp. θ−1( f i)) est de mesure non nulle (donc un élément de EF
′
) et vérifie de plus Sθ−1( f i+1)∩
Tg i (resp. Sg i ∩Tθ−1( f i)).
Inversement, un chemin pi′ = e0 g0 . . . en gn dans F ′˜G permet de définir un chemin θ(pi′)=
θ(e0)g0θ(e1) . . .θ(en)gn. Il est clair que θ(θ−1(pi))=pi (resp. θ−1(θ(pi′))=pi′) pour tout chemin pi
(resp. pi′) dans F˜G (resp. F ′˜G). ,
§8.2.29 On vérifie également que la notion d’exécution est compatible avec la notion d’égalité presque
partout. En effet, étant donné que nous souhaitons travailler avec des classes d’équivalences
de graphages pondérés, il faut que l’exécution ne dépende pas des représentants choisis.
§8.2.30 COROLLAIRE.
Soit F,F ′,G des graphages tels que F ∼p.p. F ′. Alors F :m:G ∼p.p. F ′ :m:G.
Démonstration. Soit θ la bijection définie par la proposition précédente. On remarque que
ωpi = ωθ−1(pi), et que φpi et φθ−1(pi) sont égales presque partout car composition de fonctions
égales presque partout. En particulier, leurs domaines et codomaines ne diffèrent que d’un
ensemble de mesure nulle. Cela nous permet de conclure que θ : EF
′ :m:G → EF :m:G vérifie
toutes les propriétés voulues : F ′ :m:G et F :m:G sont égaux presque partout. ,
§8.2.31 COROLLAIRE.
Soit F,F ′,G des graphages tels que F ∼p.p. F ′. Alors Cym(F,G)∼=Cym(F ′,G).
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Démonstration. Soit θ la bijection définie dans la preuve de la Proposition §8.2.28. Les fonc-
tions φpi et φθ(pi) sont égales presque partout et leurs domaines et codomaines ne diffèrent que
d’un ensemble de mesure nulle. On en déduit que [φpi]ii et [φθ−1(pi)]
i
i sont égales presque par-
tout, et que leurs domaines et codomaines ne diffèrent que d’un ensemble de mesure nulle. ,
Découpages, Cycles et Exécution
§8.2.32 Nous allons maintenant montrer un résultat technique qui sera utile pour la suite, et qui
permet de mieux appréhender l’exécution entre deux graphages. L’exécution des graphages
F et G est définie comme une restriction de l’ensemble des chemins alternés entre F et G.
Nous aurions également pu découper F et G selon l’intersection C des lieux de F et de G, puis
définir l’exécution comme l’ensemble des chemins dont la source et le but sont à l’extérieur de
la coupure C. Le lemme technique que nous allons présenter énonce que ces deux opérations
sont équivalentes.
§8.2.33 Soit F,G deux graphages et C = V F ∩VG . On peut remarquer qu’il doit y avoir une corres-
pondance bijective entre les arêtes de F :m:G et celles de F/C :m:G/C . En effet, pour que deux
arêtes e, f soient consécutives dans un chemin, alors nécessairement Se ∩T f est de mesure
non nulle. Or on peut remarquer, puisque Sg∩T f et S f ∩Sg sont inclus dans C, que les termes
suivants sont égaux :
χSg∩T f ◦φFf ◦χS f ∩Sg et χSg∩T f ∩C∩φFf (C) ◦ (φ
F
f )C∩(φFf )−1(C)
◦χS f ∩Sgi∩C∩(φFf )−1(C)
On en déduit :
χSg∩T f ◦φFf ◦χS f ∩Sg = χSg∩[T f ]ii ◦ [φ
F
f ]
i
i ◦χ[S f ]ii∩Sg
De la même manière, on obtient les égalités suivantes :
χCc ◦φ f ◦χS f ∩Tg = χCc ◦ [φ f ]oi ◦χ[S f ]io∩Tg
χSg∩T f ◦φ f ◦χCc = χSg∩[T f ]io ◦ [φ f ]
i
o ◦χCc
χCc ◦φ f ◦χCc = χCc ◦ [φ f ]oo ◦χCc
§8.2.34 LEMME.
Soit F,G deux graphages, V F ,VG leurs lieux et C =V F ∩VG . Alors :
F :m:G = F/C :m:G
Démonstration. Par définition, l’exécution F :m:G est le graphage
{(ωF˜Gpi ,φ
F˜G
pi : [Spi]
o
o → [Tpi]oo) | pi ∈Chm(F,G),λ([Spi]oo) 6= 0}
De même, l’exécution F/C :m:G est le graphage
{(ωF
/C˜G
pi ,φ
F/C˜G
pi : [Spi]
o
o → [Tpi]oo) | pi ∈Chm(F/C ,G),λ([Spi]oo) 6= 0}
Soit pi un chemin alterné dans F˜G. Alors pi est une suite alternée d’éléments de EF
et d’éléments de EG . On suppose par exemple que pi = f0 g0 f1 . . . fk gk fk+1, et on notera p˜i =
[ f0]oi g0[ f1]
i
i . . . [ fk]
i
i gk[ fk+1]
i
o. La fonction [φ
F˜G
pi ]
o
o est égale à :
χ
Cc∩φF˜Gpi (Cc) ◦φ
F
fk+1 ◦χS fk+1∩Tgk ◦φ
G
gk ◦ . . .
· · · ◦φGg i+1 ◦χSgi+1∩T f i+1 ◦φ
F
f i+1 ◦χS f i+1∩Tgi ◦φ
G
g i ◦ . . .
· · · ◦φGg0 ◦χSgi+1∩T f i+1 ◦φ
F
f i+1 ◦χCc∩(φF˜Gpi )−1(Cc)
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En utilisant les remarques précédentes, on obtient alors que [φF˜Gpi ]oo est égale à :
χ
Cc∩φF/C˜Gp˜i (Cc) ◦ [φ
F
fk+1 ]
o
i ◦χ[S fk+1 ]oi∩Tgk ◦φ
G
gk ◦ . . .
· · · ◦φGg i+1 ◦χSgi+1∩[T f i+1 ]ii ◦ [φ
F
f i+1 ]
i
i ◦χ[S f i+1 ]ii∩Tgi ◦φ
G
g i ◦ . . .
· · · ◦φGg0 ◦χSgi+1∩[T f i+1 ]io ◦ [φ
F
f i+1 ]
i
o ◦χCc∩(φF/C˜Gp˜i )−1(Cc)
On a donc [φF˜Gpi ]oo = [φF
/C˜G
p˜i ]
o
o. Inversement, chaque chemin alterné dans F
/C˜G dont la
première arête est dans F/C est nécessairement de la forme [ f0]oi g0[ f1]ii . . . [ fk]ii gk[ fk+1]io où
f0 g0 f1 . . . fk gk fk+1 est un chemin alterné dans F˜G.
Les autres cas sont traités de manière similaire. ,
§8.2.35 COROLLAIRE.
Soit F,G deux graphages, V F ,VG leur lieux et C =V F ∩VG . Alors :
F :m:G = F/C :m:G/C
§8.2.36 De la même manière, les ensembles de cycles sont égaux.
§8.2.37 LEMME.
Soit F,G deux graphages, V F ,VG leurs lieux, et C =V F ∩VG . Alors :
Cym(F,G)=Cym(F/C ,G)
Démonstration. Le raisonnement est similaire à celui de la proposition précédente. En effet, si
pi= e0 . . . en est un cycle alterné entre F et G, alors on lui associe le cycle [pi]= [e0]ii[e1]ii . . . [en]ii.
Inversement, si pi′ est un cycle dans F/C˜G, alors chaque arête de pi′ est nécessairement de
la forme [e]ii pour un élément e de F. De plus, les fonctions associées sont égales, c’est-à-dire
que [φpi]ii =φ[pi]. ,
§8.2.38 LEMME.
Soit F un graphage, et pi= e0 . . . en un chemin dans F tel que Spi soit de mesure non nulle. On
note, pour tout couple d’entiers i < j par ρ i, j le chemin e i e i+1 . . . e j. Alors :
– pour tout 0< i < j6 n, Sρ i, j ∩Te i−1 est de mesure non nulle ;
– pour tout 06 i < j < n, Tρ i, j ∩Se j+1 est de mesure non nulle,
Démonstration. Soit i, j fixés. On suppose que Sρ i, j ∩Te i−1 est de mesure nulle. Alors pour
tout x ∈ Spi, φe0...e i−1 est défini en x, et tel que φe i ...en soit défini en φe0...e i−1 (x). Donc en
particulier, φe i ...e j est défini en φe0...e i−1 (x), c’est-à-dire que φe0...e i−1 (x) appartient à Sρ i, j . De
plus, et par définition, φe0...e i−1 (x) appartient à Te i−1 . Donc φe0...e i−1 (Spi)⊂ Sρ i, j ∩Te i−1 . Comme
φe0...e i−1 est une transformation préservant la mesure définie en tout x ∈ Spi, on en déduit que
λ(Spi)6λ(Sρ i, j ∩Te i−1 ). Ce qui mène à une contradiction, puisque cela implique que λ(Spi)= 0.
Un raisonnement similaire montre que Tρ i, j∩Se j+1 est également de mesure non nulle. ,
§8.2.39 REMARQUE. On a montré dans la preuve précédente que λ(Spi) 6 λ(Sρ i, j ∩Te i−1 ) pour tout
i, j. En particulier, λ(Spi)6λ(Se i ∩Te i−1 ), et donc :
λ(Spi)6min{λ(Se i ∩Te i−1 ) | i = 1 . . .n}
§8.2.40 Comme dans le cas des graphes, nous pouvons montrer que l’exécution est une opération
associative sous réserve que l’intersection des lieux des trois graphages soit négligeable.
§8.2.41 PROPOSITION (ASSOCIATIVITÉ DE L’EXÉCUTION).
Soit F,G,H trois graphages tels que λ(V F ∩VG ∩V H)= 0. Alors :
F :m: (G :m:H)= (F :m:G) :m:H
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Démonstration. On peut tout d’abord supposer que F (resp. G, resp. H) est CF =V F ∩ (VG ∪
V H)-résistant (resp. CG = VG ∩ (V F ∪V H)-résistant, resp. CH = V H ∩ (V F ∪VG)-résistant),
puisque s’ils ne le sont pas, il suffit de les découper selon CF (resp. CG , resp. CH). Cela per-
met de simplifier l’argument qui suit puisque nous considérons simplement des chemins, et
non des restrictions de chemins. La preuve est alors similaire à celle de l’associativité de
l’exécution dans les graphes orientés pondérés (Théorème §5.2.5).
On peut définir le branchement simultané de F,G,H comme le graphage FunionmultiGunionmultiH muni de
la fonction de coloriage δ définie par δ(e)= 0 lorsque e ∈EF , δ(e)= 1 lorsque e ∈EG et δ(e)= 2
si e ∈EH . On définit alors simplement l’ensemble des chemins 3-alternés entre F,G,H comme
les chemins e0e1 . . . en tels que si δ(e i) 6= δ(e i+1).
Si e0 f0e1 . . . fk−1ek fk est un chemin alterné dans F :m: (G :m:H), où chaque e i est un chemin
alterné e i = gi0hi0 . . . gini hini , alors la suite d’arêtes obtenue en remplaçant e i par la suite (en
oubliant les parenthèses) est un chemin. En effet, on sait par exemple que Se i ∩T f i−1 est
de mesure non nulle, or Se i ⊂ Sg0 donc Sg0 ∩T f i−1 est de mesure non nulle et on a défini
un chemin 3-alterné entre F,G et H. Les deux chemins définissent la même transformation
partielle préservant la mesure, et possèdent le même domaine et codomaine.
Inversement, si e0e1 . . . en est un chemin 3-alterné entre F,G et H, alors on peut le voir
comme une suite alternée d’arêtes dans F et de suites alternées entre G et H. Soit pi =
g0h0 . . . gkhk le chemin défini par une telle suite apparaissant dans le chemin e0 . . . en. On uti-
lise le lemme précédent pour montrer que Spi∩Te j est de mesure non nulle. De même, Tpi∩Sek
est de mesure non nulle. On a donc montré que l’on avait une arête dans F :m: (G :m:H). Les
deux chemins définissent la même transformation partielle préservant la mesure, et ont donc
le même domaine et codomaine. ,
Raffinements
§8.2.42 Afin de gérer le second ordre, nous allons définir la notion de raffinement d’un graphage.
Obtenir un raffinement d’un graphage est une opération relativement naturelle. L’exemple
le plus simple est de prendre un graphage F et une arête e ∈ EF , et de découper cette arête
en deux arêtes disjointes f , f ′ avec S f ∪S f ′ = Se et S f ∩S f ′ négligeable (il faut alors définir
T f =φe(S f ) et T f ′ =φe(S f ′ )).
§8.2.43 DÉFINITION (RAFFINEMENTS).
Soit F,G deux graphages. On dit que F est un raffinement de G — noté parfois F 6G — s’il
existe une fonction θ : EF →EG telle que :
– pour tout e, e′ ∈ EF tels que θ(e) = θ(e′) et e 6= e′, SFe ∩SFe′ et TFe ∩TFe′ sont de mesure
nulle ;
– pour tout e ∈EF , ωG
θ(e) =ωFe ;
– pour tout f ∈EG , SGf et ∪e∈θ−1( f )SFe ne diffèrent que d’un ensemble négligeable ;
– pour tout f ∈EG , TGf et ∪e∈θ−1( f )TFe ne diffèrent que d’un ensemble négligeable ;
– pour tout e ∈EF , φG
θ(e) et φ
F
e sont égales presque partout sur S
G
θ(e)∩SFe .
On dira que F est un raffinement de G selon g ∈ EG s’il existe un ensemble D d’éléments de
EF tel que :
– θ−1(g)=D ;
– θEF−D : E
F −D→EG − {g} est bijective.
Si D est de cardinal 2, on dira que F est un raffinement simple selon g. On notera parfois les
raffinements (F,θ) afin de préciser la fonction θ.
§8.2.44 PROPOSITION.
On définit la relation ∼6 sur les graphages pondérés par :
F ∼6G⇔∃H, (H6 F)∧ (H6G)
Cette relation est une relation d’équivalence.
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Démonstration. La réflexivité et la symétrie sont évidentes. On traite le cas de la transitivité :
soit F,G,H trois graphages pondérés tels que F ∼6 G et G ∼6 H. On notera (PF,G ,θ) (resp.
(PG,H ,ρ)) le raffinement commun à F et G (resp. à G et H). On va construire un graphage P
tel que P 6 PF,G et P 6 PG,H . On définit :
– EP = {(e, f ) ∈EPF,G ×EPG,H | θ(e)= ρ( f )} ;
– SP(e, f ) = S
PF,G
e ∩SPG,Hf lorsque θ(e)= ρ( f ) ;
– TP(e, f ) =T
PF,G
e ∩TPG,Hf lorsque θ(e)= ρ( f ) ;
– ωP(e, f ) =ω
PF,G
e =ωPG,Hf ;
– φP(e, f ) est la restriction de φ
PF,G
e à SP(e, f ) ;
– µF,G : (e, f ) 7→ e et µG,H : (e, f ) 7→ f .
Il est alors aisé de vérifier que (P,µF,G) (resp. (P,µG,H)) est un raffinement de PF,G (resp. de
PG,H).
Comme (PF,G ,θ) est un raffinement de F et (P,µF,G) est un raffinement de PF,G , il est
clair que (P,θ◦µF,G) est un raffinement de F. De même, (P,θ◦µG,H) est un raffinement de H.
Finalement P 6 F et P 6H, et donc F ∼6 H. ,
§8.2.45 PROPOSITION.
La relation ∼6 contient la relation ∼p.p..
Démonstration. Soit F,G deux graphages tels que F ∼p.p. G. On va montrer que F ∼6 G.
On utilisera les notations de la Définition §8.2.10 : 0F ,0G pour les graphages vides et θ la
bijection entre les ensembles de sommets. On peut dans un premier temps remarquer que
F 6 F unionmulti 0F et G 6 G unionmulti 0G . Par conséquent F ∼6 F unionmulti 0F et G ∼6 0G . De plus, la bijection
θ : EF unionmultiE0F → EG unionmultiE0G satisfait clairement les conditions nécessaires pour affirmer que
(Funionmulti0F ,θ) est un raffinement de Gunionmulti0G , ce qui implique que Funionmulti0F ∼6Gunionmulti0G . Par transitivité
de ∼6, on conclut alors que F ∼6G. ,
§8.2.46 Bien entendu, le découpage d’un graphage G selon un ensemble mesurable C est un raffine-
ment où chaque arête est remplacée par quatre arêtes disjointes. Ceci permettra de simplifier
certaines conditions par la suite : une mesure ne dépendant pas du raffinement ne dépendra
pas du découpage non plus.
§8.2.47 PROPOSITION.
Soit G un graphage et C un ensemble mesurable. Le graphage G/C est un raffinement de G.
Démonstration. Il suffit de vérifier que la fonction θ : EG
/C → EG , (e,a,b) → e satisfait les
conditions nécessaires. Premièrement, par définition, les poids ωG
/C
(e,a,b) et ω
G
e sont égaux. En-
suite, les ensembles [SGe ]
b
a, a,b ∈ {i, o} (resp. [TGe ]ba) forment une partition de SGe (resp. TGe ).
Ensuite, par définition, [φGe ]
b
a est égale à φ
G
e sur son domaine. ,
§8.2.48 LEMME.
Soit F,G deux graphages, e ∈EF et F (e) un raffinement simple de F selon e. Alors F (e) :m:G est
un raffinement de F :m:G.
Démonstration. Par définition,
F :m:G = {(ωF˜Gpi ,φF˜Gpi : [Spi]oo → [Tpi]oo) | pi ∈Chm(F,G),λ([Spi]oo) 6= 0}
Étant donné que F (e) est un raffinement simple de F selon e, il existe une partition de SFe en
deux ensembles S1,S2, et une partition de TFe en deux ensembles T1,T2 telles que φ
F
e (Si) =
Ti. On peut supposer sans perte de généralité que S1 ∩ S2 = ; car il existe un graphage
égal à F (e) presque partout vérifiant cette condition et que l’exécution est compatible avec
l’égalité presque partout. Cette condition implique en particulier que T1∩T2 est également
négligeable. On note f1, f2 les deux éléments de EF
(e)
envoyés sur e par θ.
168 8. EXPONENTIELLES
À tout élément pi= {e i}ni=0 de F (e) :m:G, on associe le chemin θ(pi)= {θ(ai)}ni=0. Il faut main-
tenant vérifier que ceci définit un raffinement. Soit pi1,pi2 deux chemins distincts tels que
θ(pi1) = θ(pi2). On veut montrer que Spi1 ∩Spi2 est de mesure nulle. Puisque pi1 = {pi}n1i=0 et
pi2 = {qi}n2i=0 sont distincts, alors ils diffèrent au moins d’une arête. On notera k le plus petit
entier tel que pk 6= qk. On peut alors supposer sans perte de généralité que pk = f1 et qk = f2.
Si x ∈ Spi1 , alors x ∈ φ−1p0...pk−1 (S1). De même, si x ∈ Spi2 , alors x ∈ φ−1q0...qk−1 (S2) = φ−1p0...pk−1 (S2).
Comme nous avons supposé S1∩S2 =;, on en déduit que Spi1 ∩Spi2 =;.
Par définition, le poids d’un chemin pi est égal au poids de tout chemin pi′ tel que θ(pi′)=pi.
De même, les fonctions φpi′ et φθ(pi′) sont par définition égales presque partout sur l’intersec-
tion de leurs domaines puisque chaque φe est égale presque partout à φθ(e).
Il reste à montrer que Spi = ∪pi′∈θ−1(pi)Spi′ (le résultat concernant Tpi est alors évident). Il
est évident que Spi′ ⊂ Spi lorsque θ(pi′) = pi, donc il nous suffit de montrer une inclusion : que
pour tout x ∈ Spi il existe un pi′ avec θ(pi′)=pi tel que x ∈ Spi′ . Soit pi=pi0e0pi1e1 . . .pinenpin+1 où
pour tout i, e i = e, et pii est un chemin (éventuellement vide lorsque i = 0 ou i = n+1). Soit
maintenant x ∈ Spi. Alors pour tout i = 0, . . . ,n, φpi0 e0...pii (x) ∈ Se i = Se, donc φpi0 e0...pii (x) est soit
dans S1 soit dans S2. On obtient donc une suite a0, . . . ,an dans {1,2}n. Il est alors facile de
voir que x ∈ Spi′ où pi′ =pi0 fa0pi1 fa1 . . .pin fanpin+1. ,
§8.2.49 LEMME.
Soit F,G deux graphages, e ∈ EF et (F ′,θ) un raffinement de F selon e. Alors F ′ :m:G est un
raffinement de F :m:G.
Démonstration. C’est une simple adaptation de la preuve du lemme précédent. Soit D l’en-
semble des éléments tels que θ−1(e) = D ; on peut supposer, quitte à considérer un graphage
équivalent presque partout, que les ensembles Sd (d ∈ D) sont deux à deux disjoints. À
tout chemin pi = ( f i)ni=0 dans F ′ :m:G, on associe θ˜(pi) = {θ( f i)}ni=0. Inversement, un chemin
pi= (g i)ni=0 dans F :m:G définit un ensemble dénombrable de chemins :
Cpi = {( f i)ni=0 | θ( f i)= g i}
Il nous reste à vérifier que θ˜ :pi 7→ θ˜(pi) est un raffinement. On considère alors deux chemins pi1
et pi2 tels que θ˜(pi1)= θ˜(pi2). Par le même argument que dans la preuve précédente, on montre
aisément que Spi1 ∩Spi2 est négligeable. La vérification concernant les poids est immédiate,
et le fait que les fonctions soient égales presque partout sur l’intersection de leur domaines
également. Il reste donc à montrer que Spi = ∪pi′∈CpiSpi′ . À nouveau, le raisonnement est le
même que précédemment : un élément x ∈ Spi est dans le domaine d’un et un seul Spi′ pour
pi′ ∈Cpi. ,
§8.2.50 THÉORÈME.
Soit F,G des graphages et (F ′,θ) un raffinement de F. Alors F ′ :m:G est un raffinement de
F :m:G.
Démonstration. Si pi est un chemin alterné f0 g0 f1 . . . fn gn entre F ′ et G, on définit θ(pi) =
θ( f0)g0 . . .θ( f1) . . . gnθ( fn). Il est clair que ceci définit un chemin, car S f i ⊂ Sθ( f i) (resp. T f i ⊂
Tθ( f i)) et que pi est un chemin.
Soit f0, . . . fn, . . . les arêtes de F. On définit les graphages Fn comme les restrictions de F
suivantes : {(ωFf i ,φ
F
f i
)}ni=0. On définit également les restrictions correspondantes de F
′ comme
les graphages (F ′)n = {(ωF ′e ,φF
′
e ) | e ∈ θ−1( f i)}ni=0. Par une itération du lemme précédent, on a
clairement que ((F ′)n :m:G,θ) est un raffinement de Fn :m:G pour tout entier n. Il n’est alors
pas difficile de voir que (F ′ :m:G,θ) = (∪n>0(F ′)n :m:G,θ) est un raffinement de ∪n>0Fn :m:G,
c’est-à-dire de F :m:G. ,
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[0,2] [3,5]
x 7→ 5− x
x 7→ x−3
[0,1] [1,2] [3,4] [4,5]
x 7→ 5− x
x 7→ 5− x
x 7→ x−3
(a) Un cycle qui double de longueur
[0,2] [3,5]
x 7→ x+3
x 7→ x−3
[0,1] [1,2] [3,4] [4,5]
x 7→ x−3
x 7→ x+3
(b) Un cycle qui devient deux cycles
FIGURE 8.8 – Exemples d’évolution d’un cycle lors d’un raffinement
Mesure des circuits
§8.2.51 On voudrait définir une mesure des circuits entre deux graphages F et G de telle manière
que si (F ′,θ) est un raffinement de F, les mesures JF,GK et JF ′,GK soient égales. Pour être
une fonction de quantification des circuits, il faut dans un premier temps tenir compte du fait
que si pi1,pi2 sont deux représentants d’un même circuit, les fonctions φpi1 et φpi2 ne sont pas
égales.
§8.2.52 Dans un deuxième temps, supposons que l’on dispose d’une telle fonction q (ne dépendant
pas du choix des représentants), que pi est un cycle alternant entre F et G et que (F ′,θ) est
un raffinement de F. On va essayer de comprendre quels sont les cycles « engendrés » par pi
dans F ′˜G. On peut tout d’abord remarquer que le cycle pi correspond à une famille Epi de
cycles alternant entre F ′ et G. Si par exemple pi= f0 g0 . . . fn gn, il est nécessaire de considérer
l’ensemble des suites { f ′0 g0 . . . f
′
n gn | ∀i, f ′i ∈ θ−1( f i)}. Cependant, chacune de ces suites n’est
pas nécessairement un chemin : il est possible que Sg i∩T f ′i (ou bien S f ′i+1∩Tg i ) soit de mesure
nulle. Il est même possible qu’une telle suite soit un chemin sans pour autant être un cycle,
et qu’un cycle de longueur l, une fois décomposé selon le raffinement, devienne un cycle de
longueur m× l, pour un entier m quelconque. La Figure 8.8 montre comment un cycle de
longueur 2 peut soit se transformer en un cycle de longueur 4 soit se transformer en deux
cycles de longueur 2 après raffinement. Cependant, un cycle de longueur 4 peut aussi bien
être engendré par le cycle pi2 si celui-ci est dans Cym(F,G). La définition suivante permet de
tenir compte de toutes ces remarques.
§8.2.53 DÉFINITION.
Soit pi un cycle entre deux graphages F,G, et piω = {pik | k ∈ N}∩Cym(F,G). Soit (F ′,θ) un
raffinement de F. On fixe Rep(F ′,G) un choix de représentants des circuits, et on note
E(F
′,θ)
pi = {ρ = f ′0 g0 f ′1 g1 . . . f ′n gn ∈Rep(F ′,G) | ∃k ∈N,θ(ρ)=pik}
On dit qu’une fonction q de l’ensemble 2 des cycles dans R>0 est invariante par raffinement si
2. Comme dans le cadre des graphes, nous travaillerons à renommage des arêtes près. Ainsi, si la classe des cycles
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pour tous graphages F,G et tout raffinement simple (F ′,θ) de F, l’égalité suivante est vérifiée :
∑
ρ∈piω
q(ρ)= ∑
ρ∈E(F′ ,θ)pi
q(ρ)
§8.2.54 Cette définition est la plus générale possible et permet de définir ce que signifie être invariant
par raffinement dans le cadre général des circuits ou bien dans le cadre des circuits eulériens.
Dans le cas qui nous intéresse, c’est-à-dire le cas des 1-circuits, on remarque que cette défi-
nition est bien plus simple. En effet, l’ensemble piω est réduit au singleton {pi}, et l’égalité à
vérifier est donc
q(pi)= ∑
ρ∈E(F′ ,θ)pi
q(ρ)
§8.2.55 DÉFINITION (FONCTION DE QUANTIFICATION DES CIRCUITS).
Une fonction q de l’ensemble des cycles dans R>0 est une fonction de quantification des cir-
cuits si :
1. pour tous représentants pi1,pi2 d’un circuit pi, q(pi1)= q(pi2) ;
2. q est invariante par raffinement.
§8.2.56 Une fonction de quantification des circuits doit donc satisfaire à des contraintes assez com-
plexes et il est donc parfaitement naturel de se demander s’il existe au moins une telle fonc-
tion. Nous définirons dans la section suivante une famille de telles fonctions mesurant l’en-
semble des 1-circuits. On définit maintenant la mesure associée à une fonction de quantifica-
tion des circuits. Si la définition formelle de celle-ci dépend d’un choix de représentants des
circuits, le résultat JF,GK ne dépend bien évidemment pas de ce choix du fait de la définition
des fonctions de quantification des circuits.
§8.2.57 DÉFINITION (MESURE).
Soit q une fonction de quantification des circuits. On définit la mesure associée à q comme la
fonction J·, ·K qui à tout couple de graphages pondérés F,G associe :
JF,GK= ∑
pi∈Circm(F,G)
q(pi)
Où Circm(F,G) dépend d’un choix de représentants des circuits.
§8.2.58 LEMME.
Soit F,G deux graphages, e ∈EF , et F (e) un raffinement simple selon e de F. Alors :
JF,GK= JF (e),GK
Démonstration. On note θ : EF
(e) →EF et { f , f ′}= θ−1(e). On utilisera les notations introduites
dans la Définition §8.2.53.
On notera également O({e},G) l’ensemble des 1-circuits dans Cym({e},G). Alors la famille
{piω}pi∈O({e},G) est une partition de Cym({e},G) : il est clair que si pi,pi′ sont deux éléments dis-
tincts de O({e},G), piω et (pi′)ω sont disjoints, et il est tout aussi évident que Cym({e},G) =
∪pi∈O({e},G)piω car chacune des notions de cycles que nous avons considérées sont telles que si
pik ∈Cym(F,G), alors pi ∈Cym(F,G).
n’est à priori pas un ensemble, la fonction q ne dépendra pas du nom des arêtes, mais seulement du poids et de la
fonction associée au cycle. On peut donc bien définir q comme une fonction sur l’ensemble des classes d’équivalence
de cycles modulo renommage.
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Par définition, on a :
JF (e),GK = ∑
pi∈Cym(F(e),G)
q(pi)
= ∑
pi∈Cym(F(e)−{ f , f ′},G)
q(pi)+ ∑
pi∈Cym({ f , f ′},G)
q(pi)
= ∑
pi∈Cym(F−{e},G)
q(pi)+ ∑
pi∈O({e},G)
∑
ρ∈E(F(e) ,θ)pi
q(ρ)
= ∑
pi∈Cym(F−{e},G)
q(pi)+ ∑
pi∈O({e},G)
∑
ρ∈piω
q(ρ)
= ∑
pi∈Cym(F−{e},G)
q(pi)+ ∑
pi∈Cym({e},G)
q(pi)
= ∑
pi∈Cym(F,G)
q(pi)
Et on a donc bien JF (e),GK= JF,GK. ,
§8.2.59 THÉORÈME.
Soit F,G des graphages et (F ′,θ) un raffinement de F. Alors :
JF,GK= JF ′,GK
Démonstration. L’argument est maintenant classique. On commence par énumérer les arêtes
de F, que l’on notera f0, . . . , fn, . . . . On notera alors
Fn = {(ωFf i ,φ
F
f i )}
n
i=0
(F ′)n = {(ωF ′e ,φF
′
e ) | θ(e)= f i}ni=0
Alors ((F ′)n,θ) est un raffinement de Fn, et par une itération du lemme précédent, on a :
J(F ′)n,GK= JFn,GK
Alors :
JF ′,GK = ∑
pi∈Cym(F ′,G)
q(pi)
= lim
n→∞
∑
pi∈Cym((F ′)n,G)
q(pi)
= lim
n→∞J(F ′)n,GK
= lim
n→∞JFn,GK
= lim
n→∞
∑
pi∈Cym(Fn,G)
q(pi)
= ∑
pi∈Cym(F,G)
q(pi)
Finalement, on a bien JF ′,GK= JF,GK. ,
§8.2.60 PROPOSITION.
Soit F,G,H des graphages tels que λ(V F ∩VG ∩V H)= 0. Alors :
JF,G :m:HK+ JG,HK= JH :m:F,GK+ JH,FK
Démonstration. On considère l’expression JF,G :m:HK+ JG,HK. On peut supposer sans perte
de généralité que F (resp. G, resp H) est V F ∩ (VG ∪V H)-résistant (resp. VG ∩ (V F ∪V H)-
résistant, resp. V H∩ (V F ∪VG)-résistant). En effet, la Proposition précédente permet de rem-
placer F,G,H par les découpages nécessaires sans changer la mesure.
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Le reste de la preuve est essentiellement similaire aux preuves des propriétés cycliques
dans le cas des graphes (voir Chapitre 5).
Soit pi un élément de Circm(F,G :m:H). Alors pi est un chemin alternant entre F et G :m:H,
par exemple, pi= f0ρ0 f1 . . . fnρn. Dans ce cas, chacun des ρ i est un chemin alternant entre G
et H. Deux cas se présentent : soit chacun des ρ i est un élément de G, et dans ce cas pi est un
chemin alternant entre F et G, et correspond donc à un élément de Circm(F,G), soit au moins
l’un des ρ i contient une arête de H. Dans ce second cas, il est clair que pi est un élément de
Cym(F :m:G,H) (on utilise le Lemme §8.2.38 pour s’assurer que les chemins alternés entre F
et G apparaissant dans pi ont un domaine — et donc un codomaine — de mesure non nulle).
De même, un élément de Cym(G,H) est un élément de Cym(F :m:G,H). ,
§8.2.61 Nous allons maintenant travailler avec les classes d’équivalence de graphages pondérés mo-
dulo l’équivalence ∼6. Les théorèmes §8.2.59 et §8.2.50 nous assurent que les opérations
d’exécution et de mesure ne dépendent pas du représentant choisi et que nous pouvons donc
tout à fait travailler modulo cette équivalence. Si le fait de travailler modulo l’équivalence
∼p.p. (qui est contenue dans ∼6, Proposition §8.2.45) est très naturel, il peut sembler étrange
de vouloir travailler modulo l’équivalence ∼6. La raison devrait apparaître claire lorsque
nous traiterons la quantification du second ordre : travailler modulo ∼6 permet de définir la
quantification universelle par une intersection de manière très naturelle.
Graphages épais et tranchés
§8.2.62 Les graphages tranchés sont construits de manière similaire aux graphes tranchés : on consi-
dère des sommes pondérées formelles F =∑i∈IF αFi Fi où les Fi sont des graphages de lieu V Fi .
On définit le lieu de F comme l’ensemble mesurable ∪i∈IF V Fi . Les constructions sont alors
généralisées de la même manière qu’au Chapitre 5, l’exécution et la mesure sont définies par :
(
∑
i∈IF
αFi Fi) ::(
∑
i∈IG
αGi G i) =
∑
(i, j)∈IF×IG
αFi α
G
j Fi ::G j
J∑
i∈IF
αFi Fi,
∑
i∈IG
αGi G iK = ∑
(i, j)∈IF×IG
αFi α
G
j JFi ::G jK
On obtient alors aisément la propriété cyclique et l’adjonction.
§8.2.63 On considère maintenant la notion la plus générale possible de graphage épais. Comme dans
le cas des graphes, un graphage épais est un graphage dont le lieu est de la forme V ×D. Ce
qui fait la différence entre un graphage et un graphage épais provient principalement de la
manière dont deux graphages pondérés interagissent.
§8.2.64 DÉFINITION.
Soit (X ,B,λ) un espace mesuré et (D,D,µ) un espace de probabilité (un espace mesuré tel
que µ(D)= 1). Un graphage épais de lieu V ∈B et de dialecte D est un graphage sur X ×D de
lieu V ×D.
§8.2.65 DÉFINITION (INTERACTION DIALECTALE).
Soit (X ,B,λ) un espace mesuré et (D,D,µ), (E,E ,ν) deux espaces de probabilité. Soit F,G des
graphages épais de lieux respectifs V F ,VG ∈B et de dialectes respectifs D,E. On définit les
graphages F†E et G‡D comme les graphages de lieux respectifs V F ,VG et de dialectes E×F :
F†E = {(ωFe ,φFe × IdE : SFe ×D×E→TFe ×D×E)}e∈EF
G‡D = {(ωGe ,IdX ×τ(φGe × IdD) : SGe ×D×E→TGe ×D×E)}e∈EG
§8.2.66 DÉFINITION (BRANCHEMENT).
Le branchement F ::G de deux graphages épais de dialectes respectifs DF ,DG est défini
comme F†DG ˜G‡DF .
§8.2.67 DÉFINITION (EXÉCUTION).
Soit F,G deux graphages épais de dialectes respectifs DF ,DG . Leur exécution est égale à
F†DG :m:G‡DF .
8.3. GÉOMÉTRIE DE L’INTERACTION 173
§8.2.68 DÉFINITION (MESURE).
Soit F,G deux graphages épais de dialectes respectifs DF ,DG , et q une fonction de quantifi-
cation des circuits. La mesure de l’interaction correspondante est égale à JF†DG ,G‡DF K.
§8.2.69 Tout comme dans le cas des graphes, on peut montrer que l’on conserve les propriétés impor-
tantes lors du passage aux graphages épais.
§8.2.70 PROPOSITION.
Soit F,G,H des graphages épais tels que V F ∩VG ∩V H est de mesure nulle. Alors :
F ::(G ::H) = (F ::G) ::HJF,G ::HK+ JG,HK = JG,H ::FK+ JH,FK
§8.2.71 De même, la considération des graphages épais tranchés est maintenant bien comprise. On
étend les opérations par « linéarité » aux sommes formelles pondérées de graphages épais, et
on obtient, dans le cas où F,G,H sont des graphages épais tranchés tels que V F ∩VG ∩V H
soit de mesure nulle :
F ::(G ::H) = (F ::G) ::HJF,G ::HK+1FJG,HK = JG,H ::FK+1GJH,FK
8.3 Géométrie de l’interaction
§8.3.1 L’existence d’une fonction de quantification des circuits n’est pas évidente. On va maintenant
se fixer l’espace mesuré (R,B,λ) de la droite réelle munie de la tribu des boréliens et la
mesure de Lebesgue. On considèrera à partir de maintenant l’adjonction des 1-circuits sur les
graphages épais tranchés uniquement, et on va montrer qu’il existe une famille de fonctions
de quantification des circuits. Celles-ci sont les généralisations naturelles des fonctions de
quantification des circuits sur les graphes orientés pondérés.
Quantification des circuits
§8.3.2 DÉFINITION.
Soit φ : X →Y une transformation préservant la mesure. On définit l’ensemble mesurable :
{φ}= ⋂
n∈N
φn(X )∩φ−n(Y )
§8.3.3 THÉORÈME.
Soit φ : X → X une transformation préservant la mesure, où X ⊂R est un ensemble mesurable
de mesure finie. Alors la fonction suivante est mesurable :
ρφ :

X → N∪ {∞}
x 7→ inf{n ∈N | φn(x)= x} si {n ∈N | φn(x)= x} 6= ;
x 7→ ∞ sinon
Démonstration. On commence par montrer que les ensembles X i sont mesurables. Premiè-
rement, remarquons que R peut s’écrire comme l’union disjointe dénombrable unionmultii∈Z[ i2k ,
i+1
2k [
pour tout entier naturel k. On notera Iki = [ i2k ,
i+1
2k [. On peut alors, pour tout k, définir la fa-
mille (X ki )i∈Z où X
k
i = Iki ∩X . Par définition, les ensembles X ki sont des ensembles mesurables.
Comme X est de mesure finie et que φ préserve la mesure, on peut alors définir la fonction
mesurable ρki : X
k
i →N∪ {∞} qui à x ∈ X ki associe l’entier min{n ∈N | φn(x) ∈ X ki } lorsqu’il est
défini, et ∞ sinon. On a donc, pour chaque k ∈ N, une fonction mesurable ρk : X → N∪ {∞}
construite comme l’union des fonctions ρki . Il est facile de remarquer que, pour un x ∈ X fixé,
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la suite φk(x) est une suite croissante dans N∪ {∞}, et possède donc une limite. On peut alors
définir la fonction ρ : X →N∪{∞} comme la limite point par point des fonctions ρk. Cette fonc-
tion est en particulier mesurable comme limite d’une suite de fonctions mesurables. Il suffit
maintenant de vérifier que cette fonction coïncide bien avec la fonction définie plus haut. ,
§8.3.4 REMARQUE. Le théorème de récurrence de Poincarré permet d’affirmer que l’ensemble des
x tels que ρk(x) =∞ est de mesure nulle et on pourrait éventuellement négliger ces points.
Cependant, c’est la limite ρ(x) des ρk(x) lorsque k tend vers l’infini qui nous intéresse, et
l’ensemble des points x tels que ρ(x) = ∞ n’a aucune raison d’être de mesure nulle. Il est
même possible que cet ensemble soit de même mesure que X : si φ est une transformation
apériodique, alors λ(ρ−1φ (∞))=λ(X ).
On ne considèrera pas ici dans nos mesures l’ensemble des éléments appartenant à l’en-
semble ρ−1φ (∞), mais il est tout à fait possible de tenir compte de ce dernier en considérant
une variante des fonctions de quantification des circuits que nous allons définir.
§8.3.5 DÉFINITION.
Soit pi un cycle dans un graphage F. Alors la fonction φpi restreinte à X = {φpi} est bien une
transformation préservant la mesure X → X . On peut alors définir la fonction ρ(φpi) sur X , que
l’on notera abusivement ρpi dans la suite. On définit le support supp(pi) de pi comme l’ensemble
ρ−1pi (N).
§8.3.6 DÉFINITION.
Soit m une fonction mesurable Ω→R∪ {∞}. On définit qm comme la fonction :
qm :pi 7→
∫
supp(pi)
m(ω(pi)ρφpi (x))
ρφpi (x)
dλ(x)
§8.3.7 LEMME.
Pour toute fonction m, la fonction qm est constante sur les classes d’équivalence de cycles mo-
dulo l’action des permutations cycliques.
Démonstration. Soit pi = e0e1 . . . en un cycle, supp(pi) son support. Pour tout i ∈ N, on note
(supp(pi))i = ρ−1pi (i). Soit maintenant pi′ = e1e2 . . . ene0, supp(pi′) son support. On notera alors
(supp(pi′))i = ρ−1pi′ (i). On montre dans un premier temps que (supp(pi′))i = φe0 ((supp(pi))i) pour
tout entier i.
Soit x ∈ (supp(pi′))i, c’est-à-dire x ∈ supp(pi′) et φipi′ (x) = x. Puisque φpi′ (x) = φe0 (φe1...en (x)),
on a x = φe0 (φe1...enφi−1pi′ (x)). On pose y = φe1...enφi−1pi′ (x)) et on va montrer que y ∈ (supp(pi))i.
Comme φe0 (y) ∈ supp(pi′), on a φe0 ∈ Se1...en , et donc y ∈ Spi. De plus,
φkpi(y) = φipi(φe1...enφi−1pi′ (x))
= φpi(φi−2pi (φe1...enφi−1pi′ (x)))
= φe1...en (φe0 (φi−1pi (φe1...en (φi−1pi′ (x)))))
= φe1...en (φipi′ (φi−1pi′ (x)))
= φe1...en (φi−1pi′ (φipi′ (x)))
= φe1...en (φi−1pi′ (x))
= y
Donc y est dans supp(pi′) et plus particulièrement dans (supp(pi′))i. On a donc montré l’inclu-
sion (supp(pi′))i ⊂φe0 ((supp(pi))i).
Pour montrer l’inclusion réciproque, on prend x=φe0 (y) avec y ∈ (supp(pi))i. Alors y ∈ Spik
donc y ∈ Se0 e1...en e0 , et finalement φe0 (y) ∈ Spi′ . On a de plus
φk
pi′ (x) = φkpi′ (φe0 (y))
= φe0 (φkpi(y))
= φe0 (y)
= x
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Donc x est bien dans (supp(pi))i, ce qui montre la seconde inclusion.
On peut alors calculer :
qm(pi) =
∫
supp(pi)
m(ωρφpi (x)pi )
ρφpi (x)
dλ(x)
= ∑
i>n
∫
(supp(pi))i
m(ωipi)
i
dλ(x)
= ∑
i>n
∫
(supp(pi′))i
m(ωipi)
i
dλ(x)
=
∫
supp(pi′)
m(ω
ρφ
pi′ (x)
pi′ )
ρφpi (x)
dλ(x)
D’où qm(pi) = qm(pi′). On en déduit que la fonction qm est constante sur les classes d’équiva-
lence de cycles modulo l’action des permutations cycliques. ,
§8.3.8 Comme la fonction qm est invariante sur les classes d’équivalence modulo l’action des per-
mutations, on peut définir qm(p¯i) pour tout 1-circuit p¯i. On se permettra également d’écrire
abusivement : ∫
supp(p¯i)
m(ωρpi(x))
ρpi(x)
dλ(x)
où p¯i est un 1-circuit.
§8.3.9 LEMME.
Pour toute fonction m, la fonction qm est invariante par raffinement.
Démonstration. Soit F,G des graphages, et F (e) un raffinement simple de F selon e ∈EF . On
notera f , f ′ les deux éléments de F (e) qui sont la décomposition de e. À équivalence presque
partout près, on peut supposer que S f ∩S f ′ = ;. Soit maintenant pi un représentant d’un 1-
circuit p¯i. Comme nous travaillons avec les 1-circuits, l’ensemble piω est égal à {pi}. On suppose
que pi contient des occurrences de e, et on écrit alors pi= ρ0e i0ρ1e i1 . . . e in−1ρn où pour tout j,
e i j = e et ρ j est un chemin (avec éventuellement l’un des deux chemins ρ0 ou ρn vide). On
notera Epi l’ensemble des 1-cycles µ = ρ0²i00ρ1²i01 . . .²i0n−1ρnρ0²i10ρ1 . . .²
1
n−1ρn . . .ρ0²ik0 . . .²ikn−1ρn
où k ∈N — que l’on notera l g(µ), et où pour toutes valeurs de l,m, ²iml est soit égal à f soit
égal à f ′. On notera E¯pi l’ensemble des 1-circuits dans Epi, c’est-à-dire l’ensemble E
(F,θ)
pi de la
Définition §8.2.53.
Soit x ∈ supp(pi)−ρ−1pi (∞). Alors x ∈ (supp(pi))k pour une valeur de k dans N, c’est-à-dire
φkpi(x)= x. Étant donné que Se = S f ∪S f ′ , on a, pour chaque occurrence e i p de e et tout entier
l :
φkpi =φlpi ◦φρp+1 e i p+1 ...e inρn ◦φe i p ◦φρ0 e i0ρ1...e i p−1ρ j ◦φ
k−l−1
pi
Alors φρ0 e...ρ j ◦φk−l−1pi (x) appartient soit à S f soit à S f ′ . Pour chaque occurrence e i de e, on
notera di p,l = f ou di p,l = f ′ selon que φρ0 e...ρ j ◦φk−l−1pi (x) est dans S f ou dans S f ′ . On obtient
alors pour tout entier 06 l6 k des chemins νl = ρ0di0,lρ1di1,l . . .din−1,lρn. En concaténant ces
chemins on définit un cycle ν= ν0ν1 . . .νk. Ce cycle est un d-cycle pour un entier d, c’est-à-dire
ν = p˜id où p˜i est un 1-cycle dans Epi. Il est clair par la définition de p˜i que x ∈ supp(p˜i) et que,
pour tout 1-cycle µ dans Epi, x 6∈ supp(µ) lorsque µ 6= p˜i.
De plus, il est facile de voir que si x ∈ supp(µ) pour un 1-cycle µ ∈ Epi, alors on a nécessai-
rement x ∈ supp(pi). On en déduit que la famille (supp(µ))µ∈Epi est une partition de supp(pi).
On remarque que ωµ =ωl g(µ)pi . De plus, pour tout x ∈ supp(µ), on a ρφµ (x)× l g(µ)= ρφpi (x), d’où
ω
ρφpi (x)
pi =ω
ρφµ (x)
µ .
Il reste à remarquer que si µ = µ1 . . .µl g(µ) ∈ Epi, et σ est la permutation cyclique sur
{1, . . . , l g(µ)} telle que σ(i)= i+1, alors les 1-cycles µσk = µσk(1)µσk(2) . . .µσk(l g(µ)) pour 06 k6
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l g(µ)−1 sont des éléments deux à deux disjoints de Epi. En effet, ce sont des 1-cycles car µ
est un 1-cycle, et ils sont deux à deux disjoints car si µσk =µσk′ (on suppose k> k′), on montre
que µσ(k−k′) =µ et que k−k′ divise l g(µ), ce qui contredit le fait que µ soit un 1-cycle.
On en déduit alors que :
qm(p¯i) =
∫
supp(pi)
m(ωρφpi (x)pi )
ρφpi (x)
dλ(x)
= ∑
µ∈Epi
∫
supp(µ)
m(ωρφpi (x)pi )
ρφpi (x)
dλ(x)
= ∑
µ∈Epi
∫
supp(µ)
m(ω
ρφµ (x)
µ )
ρφpi (x)
dλ(x)
= ∑
µ¯∈Epi
∫
supp(µ¯)
l g(µ¯)m(ω
ρφµ¯ (x)
µ¯ )
ρφpi (x)
dλ(x)
= ∑
µ¯∈Epi
∫
supp(µ¯)
l g(µ¯)m(ω
ρφµ¯ (x)
µ¯ )
ρφµ¯ (x)× l g(µ¯)
dλ(x)
= ∑
µ¯∈E¯pi
∫
supp(µ¯)
m(ω
ρφµ¯ (x)
µ¯ )
ρφµ¯ (x)
dλ(x)
Ce qui montre que qm est invariante par raffinement. ,
§8.3.10 Les deux lemmes précédents ont pour conséquence directe le théorème suivant qui nous per-
met de définir une famille de fonctions de quantification des circuits.
§8.3.11 THÉORÈME.
Pour toute fonction m : Ω → R∪ {∞}, la fonction qm est une fonction de quantification des
circuits.
Conduites Pérennes et Co-Pérennes
§8.3.12 Étant donné que nous travaillons dans le cadre de graphes mesurés épais et tranchés, on peut
suivre les constructions du chapitre 7. On obtient donc, comme auparavant, une construction
des connecteurs multiplicatifs et additifs de la logique linéaire.
§8.3.13 DÉFINITION (PROJET).
Un projet est la donnée d’un couple a= (a, A), d’un support V A où :
– a ∈R∪ {∞} est la mise ;
– A est un graphage pondéré épais tranché de lieu V A , de dialecte DA , un espace de
probabilité discret, et d’index I A , un ensemble fini.
§8.3.14 REMARQUE. On a choisi ici de rester au plus proche de la géométrie de l’interaction dans le
facteur hyperfini. Ainsi, le choix d’un espace de probabilité discret pour dialecte est une res-
triction qui correspond à restreindre les idiomes aux algèbres finies de type I dans le cadre de
la GdI5. Cependant, les résultats de la section précédente concernant l’exécution et la mesure,
ainsi que la définition de la famille de fonctions de quantification des circuits ne dépendent
pas de cette hypothèse. Il est donc tout à fait envisageable de considérer une version élargie
du cadre présenté ici avec des dialectes éventuellement continus. Il est possible qu’une telle
généralisation permette de définir des exponentielles plus expressives que celles présentées
ici, voire même les exponentielles usuelles (non bornées) de la logique linéaire.
§8.3.15 Comme nous l’avons précisé auparavant, nous allons devoir considérer des conduites parti-
culières, qui seront les conduites engendrées par l’opération d’exponentiation et qui ne sont
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malheureusement pas des comportements. Nous allons donc introduire les différentes no-
tions.
§8.3.16 DÉFINITION (PÉRENNISATION).
Une pérennisation est une application qui associe à tout graphe mesuré épais un graphe
mesuré.
§8.3.17 DÉFINITION (EXPONENTIELLES).
Soit A une conduite, et Ω une pérennisation. On définit la conduite !A comme la clôture par
bi-orthogonal de l’ensemble de projets :
]A= {!a= (0,Ω(A)) | a= (0, A) ∈A, I A ∼= {1}}
Le connecteur dual est bien entendu défini par ?A= (]A‹)‹.
§8.3.18 DÉFINITION.
Une conduite A est une conduite pérenne lorsqu’il existe un ensemble A tel que :
1. A= A‹‹ ;
2. pour tout a= (a, A) ∈ A, a= 0 et A est sans tranches.
Une conduite co-pérenne est une conduite B=A‹ où A est une conduite pérenne.
§8.3.19 PROPOSITION.
Une conduite B co-pérenne vérifie l’inflation : pour tout λ ∈R, b ∈B⇒ b+λb ∈B.
Démonstration. La conduite A =B‹ étant pérenne, il existe un ensemble A de projets sans
tranches et de mise nulle tel que A= A‹‹. Si A est non-vide, le résultat est une conséquence
directe de la proposition §7.1.28, page 135. Si A est vide, alors B=A‹ = A‹ est le comporte-
ment TV B qui vérifie bien évidemment l’inflation. ,
§8.3.20 PROPOSITION.
Une conduite co-pérenne est non vide.
Démonstration. Supposons A‹ co-pérenne de support V A . Alors il existe A un ensemble de
projets sans tranches et de mise nulle tel que A = A‹‹. Si A est vide, alors A‹ = A‹ est le
comportement TV A . Si A est non-vide, on peut vérifier que pour tout scalaire λ 6= 0, le projet
Daiλ = (λ, (V A ,;)) est dans A‹ =A‹. ,
§8.3.21 COROLLAIRE.
Soit A une conduite pérenne. Alors a= (a, A) ∈A⇒ a= 0.
Démonstration. Comme A‹ est co-pérenne, c’est un ensemble non vide de projets vérifiant
la propriété d’inflation. Le résultat est alors obtenu par application de la proposition §7.1.29,
page 135. ,
§8.3.22 PROPOSITION.
Si A est co-pérenne, alors pour tout a 6= 0, Daia = (a, (V A ,;)) ∈A.
Démonstration. On note B l’ensemble de projets sans mise ni dialecte tel que B‹ =A. Alors
pour tout élément b ∈B, on a 1B = 1, d’où : ¿b,DaiaÀ= a1B = a. Donc Daia ∈ B‹ =A pour
tout a 6= 0. ,
§8.3.23 PROPOSITION.
Le tenseur de conduites pérennes est une conduite pérenne.
Démonstration. Soit A,B des conduites pérennes. Alors, il existe deux ensembles de projets
sans mises ni tranches E,F tels que A = E‹‹ et B = F‹‹. Par la proposition §7.1.11, on a
A⊗B = (E¯F)‹‹. Or, par définition, E¯F ne contient que des projets de la forme e⊗ f, où
e, f sont sans mises ni tranches. Donc E¯F contient uniquement des projets sans mises ni
tranches et finalement A⊗B est une conduite pérenne. ,
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§8.3.24 PROPOSITION.
Si A,B sont des conduites pérennes, A⊕B est une conduite pérenne.
Démonstration. Conséquence de la Proposition §7.1.35. ,
§8.3.25 PROPOSITION.
Si A est une conduite pérenne et B est une conduite co-pérenne, alors A(B est co-pérenne.
Démonstration. On rappelle que A(B= (A⊗B‹)‹. Comme A et B‹ sont pérennes, A⊗B‹
est pérenne, et donc A(B est co-pérenne. En particulier, A(B est non vide et vérifie la
propriété d’inflation. ,
§8.3.26 PROPOSITION.
Si A est pérenne et B est un comportement, alors A⊗B est un comportement.
Démonstration. Si A= 0V A ou B= 0V B , alors A⊗B= 0V A∪V B qui est un comportement.
Soit A l’ensemble de projets sans mises et sans dialectes tel que A = A‹‹. On a A⊗B =
(A ¯B)‹‹ par la proposition §7.1.11. Si B 6= 0V B et A 6= 0, alors A ¯B est non vide et ne
contient que des projets de mise nulle. Donc (A⊗B)‹ satisfait la propriété d’inflation par la
proposition §7.1.29.
Supposons maintenant qu’il existe f= ( f ,F) ∈ (A⊗B)‹ tel que f 6= 0. Alors pour tout a ∈ A
et b ∈B, ¿f,a⊗bÀ 6= 0,∞. Or, puisque a est de mise nulle et que 1A = 1, ¿f,a⊗bÀ= f 1B +
b1F+JF, A∪BK. On pose alors µ= (−JF, A∪BK−b1F )/ f −1B. Comme B est un comportement,
b+µ0 ∈B. Or :
¿f,a⊗ (b+µ0)À = f (1B+µ)+b1F + JF, A∪ (B+µ0)K
= f (1B+µ)+b1F + JF, A∪BK
= f (1B+ (−JF, A∪BK−b1F )/ f −1B)+b1F + JF, A∪BK
= −JF, A∪BK−b1F +b1F + JF, A∪BK
= 0
Ce qui est une contradiction. Donc tout élément de (A⊗B)‹ est de mise nulle.
Si (A⊗B)‹ est non vide, étant donné qu’il satisfait la propriété d’inflation et ne contient
que des projets de mise nulle, il s’agit d’un comportement.
Reste le cas où (A⊗B)‹ est vide, mais alors A⊗B=TV A∪V B est un comportement. ,
§8.3.27 COROLLAIRE.
Si A est pérenne et B est un comportement, alors A(B est un comportement.
Démonstration. On rappelle que A(B = (A⊗B‹)‹. Par la proposition précédente, A⊗B‹
est un comportement car A est pérenne et B‹ est un comportement. Donc A(B est l’ortho-
gonal d’un comportement, donc un comportement. ,
§8.3.28 COROLLAIRE.
Si A est un comportement et B est co-pérenne, alors A(B est un comportement.
Démonstration. Il suffit d’écrire A(B = (A⊗B‹)‹. Comme A⊗B‹ est le tenseur d’une
conduite pérenne et d’un comportement, il s’agit d’un comportement. L’orthogonal d’un com-
portement étant un comportement, on peut alors conclure. ,
§8.3.29 PROPOSITION.
L’affaiblissement (à gauche) des conduites pérennes est satisfait.
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Démonstration. Soit A,B des conduites, et N une conduite pérenne. Soit f ∈ A(B. On va
montrer que f⊗ 0V N est un élément de A⊗N(B. Pour cela, on choisit a ∈ A et n ∈ N (on
rappelle que n est de mise nulle). Alors pour tout b′ ∈B‹,
¿(f⊗0) ::(a⊗n),b′À
= ¿f⊗0, (a⊗n)⊗bÀ
= ¿f⊗0, (a⊗b′)⊗nÀ
= 1F (1A1B′n+1N1Ab′+1N1B′a)+1N1A1B′ f + JF∪0, A∪B′∪NK
= 1F (1N1Ab′+1N1B′a)+1N1A1B′ f + JF∪0, A∪B′∪NK
= 1N (1F (1Ab′+1B′a)+1A1B′ f )+1NJF, A∪B′K
= 1N¿f,a⊗b′À
Puisque 1N 6= 0, ¿(f⊗0) ::(a⊗n),b′À 6= 0,∞ si et seulement si ¿f ::a,b′À 6= 0,∞. Donc pour
tout a⊗n ∈ A¯N, (f⊗0) ::(a⊗n) ∈ B. Cela prouve que f⊗0 ∈ A⊗N(B par la Proposition
§7.1.14. ,
Second Ordre
§8.3.30 DÉFINITION.
On définit la quantification localisée du second ordre par :
∀LX F(X) =
⋂
A,V A=L
F(A)
∃LX F(X) =
( ⋃
A,V A=L
F(A)
)‹‹
§8.3.31 PROPOSITION.
(∀LX F(X))‹ =∃LX (F(X))‹
Démonstration. La preuve est presque immédiate. En utilisant les définitions :
(∀LX F(X))‹ =
( ⋂
A,V A=L
F(A)
)‹
=
( ⋃
A,V A=L
(F(A))‹
)‹‹
= ∃LX F‹(X )
En utilisant le fait que l’orthogonal transforme une intersection en union (voir la preuve de
la Proposition §7.1.35). ,
§8.3.32 Ces connecteurs du second ordre sont cependant des connecteurs localisés et vérifient donc
certaines propriétés qui sont des conséquences de la localisation (comme c’était déjà le cas
dans la Ludique [Gir01]). De plus, un élément d’une conduite quantifiée, par exemple la
conduite ∀XL F(X ), ne permet pas d’obtenir un élément dans la conduite F(YL′ ) où L′ est
un lieu disjoint de L. Pour obtenir par exemple un théorème d’adéquation (non localisé), un
travail est donc nécessaire avant de définir l’interprétation des quantificateurs du second
ordre. Une piste est proposée par Girard dans ce sens dans son article introduisant la GdI5.1
[Gir11a].
§8.3.33 On peut remarquer qu’il est possible de restreindre les constructions que nous avons définies
jusqu’à présent à des sous-classes de la classe des graphages. En effet, tout sous-ensemble des
transformations partielles préservant la mesure sur R qui est clos par composition définit une
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sous-classe de graphages. On peut donc, par exemple, définir les graphes d’intervalles comme
les graphages pondérés dont les arêtes sont des translations. Il se trouve que ceci nous donne
une simple extension de la construction des graphes tranchés permettant de définir un modèle
de MALL avec connecteurs du second ordre.
Une construction des exponentielles
§8.3.34 On montre dans un premier temps un résultat qui nous permettra de définir des transforma-
tions préservant la mesure à partir de bijections sur les entiers. Ce résultat nous sera utile
pour montrer qu’il est possible d’implémenter la promotion fonctorielle pour l’exponentielle
que nous définissons.
§8.3.35 DÉFINITION.
Soit φ : N→N une bijection et b un entier > 2. Alors φ induit une transformation Tb
φ
: [0,1]→
[0,1] par
∑
i>0 ak2−k 7→
∑
i>0 aφ−1(k)2−k.
§8.3.36 REMARQUE. Soit deux représentations distinctes
∑
i>0 aib−i et
∑
i>0 a′ib
−i représentant le
même nombre réel r. Si l’on fixe le premier indice i0 tel que ai0 6= a′i0 , on peut remarquer
que la valeur absolue de la différence entre ceux-ci est nécessairement égale à 1 : |ai0 −a′i0 | =
1. En effet, si ce n’est pas le cas, c’est-à-dire si |ai0 − a′i0 | > 2, la distance entre
∑
i>0 aib−i
et
∑
i>0 a′ib
−i serait supérieure à b−i0 , ce qui contredit le fait que ces deux sommes soient
égales à r. Supposons par exemple que ai0 = a′i0 +1. Alors a j = 0 pour tout j > i0 puisque s’il
existe j > i0 tel que a j 6= 0, la distance entre les deux sommes ∑i>0 aib−i et ∑i>0 a′ib−i est
nécessairement supérieure à b− j, ce qui est impossible. De plus, a′j = b−1 pour tout j > i0
puisque si ce n’était pas le cas on pourrait montrer que la distance entre les deux sommes est
strictement supérieure à 0. On en déduit que seuls les éléments ayant un développement fini
(suite presque partout nulle) possèdent deux représentations.
L’ensemble de ces éléments étant de mesure nulle, la transformation Tφ associée à une bi-
jection φ de N est bien définie puisqu’on peut négliger de définir Tφ sur les éléments possédant
deux représentations distinctes. On peut cependant faire autrement : choisir une représen-
tation, par exemple exclure les représentations par des suites presque partout nulles. Alors
Tφ est définie en tout point et bijective. On choisira dans la suite cette seconde option qui
permet de montrer plus aisément que Tφ préserve la mesure. Cependant, le choix n’influe au-
cunement sur le résultat puisque les deux transformations ainsi définies sont égales presque
partout.
§8.3.37 LEMME.
Soit T une transformation de [0,1] telle que pour tout intervalle [a,b], λ(T([a,b])) = λ([a,b]).
Alors T préserve la mesure sur [0,1].
Démonstration. Un résultat classique de théorie de la mesure énonce que si T est une trans-
formation sur un espace mesuré (X ,B,λ), que B est engendrée par une algèbre A , et que
pour tout A ∈A , λ(T(A))=λ(A), alors T préserve λ sur X . En l’appliquant au cas particulier
X = [0,1], avec A l’ensemble des intervalles [a,b]⊂ [0,1], on obtient le résultat voulu. ,
§8.3.38 LEMME.
Soit T une transformation bijective de [0,1] préservant la mesure sur tout intervalle I de la
forme [
∑p
k=1 akb
−k,
∑p
k=1 akb
−k+b−p], alors T préserve la mesure sur [0,1].
Démonstration. Soit [a,b] ⊂ [0,1]. On peut écrire [a,b] comme une union ∪∞i=0[ai,ai+1], avec
pour tout i> 0, ai+1 = ai+b−ki . On obtient alors, en utilisant l’hypothèse et la σ-additivité de
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la mesure λ :
λ(T([a,b])) = λ(T(∪∞i=0[ai,ai+1[))
= λ(∪∞i=0T([ai,ai+1[))
=
∞∑
i=0
λ(T([ai,ai+1[))
=
∞∑
i=0
λ([ai,ai+1[)
= λ(∪∞i=0[ai,ai+1[)
= λ([a,b])
On conclut alors par le lemme précédent. ,
§8.3.39 THÉORÈME.
Soit φ : N→N une bijection et b> 2 un entier. Alors la transformation Tb
φ
préserve la mesure.
Démonstration. On rappelle dans un premier temps que la transformation Tb
φ
est bien bijec-
tive (voir Remarque §8.3.36).
En utilisant le lemme précédent, on peut se contenter de montrer que Tb
φ
préserve la
mesure des intervalles de la forme I = [a,a+b−k] avec a=∑ki=0 aib−i. Soit N =max{φ(i) | 06
i 6 k}. On écrit alors [0,1] comme l’union des intervalles A i = [i× b−N , (i+ 1)× b−N ] avec
06 i6 bN −1.
Alors l’image de I par Tb
φ
est égale à l’union des A i pour i× b−N =∑Ni=0 xib−i, où xφ( j) =
a j pour tout 0 6 j 6 k. Le nombre de tels A j est exactement égal au nombre de suites de
{0, . . . ,b− 1} de longueur N − k, c’est-à-dire bN−k. Or chaque A j est de mesure b−N , donc
l’image de I par Tb
φ
est de mesure b−N bN−k = b−k, et est donc de même mesure que I puisque
λ(I)= b−k. ,
§8.3.40 REMARQUE. Le théorème précédent peut être généralisé aisément aux bijections N+ ·· · +
N → N (le domaine est l’union disjointe de k copies de N, k ∈ N) qui engendrent alors des
transformations préservant la mesure entre [0,1]k et [0,1]. Le cas particulier N+N → N,
(n, i) 7→ 2n+ i définit la transformation bien connue préservant la mesure entre le carré unité
et l’intervalle [0,1] :
(
∑
i>0
ai2−i,
∑
i>0
bi2−i) 7→
∑
i>0
a2i2−2i+b2i+12−2i−1
§8.3.41 On définit la bijection :
ψ : N+N+N→N, (x, i) 7→ 3x+ i
De plus, on a des injections ιi (i = 0,1,2) :
ιi : N→N+N+N, x 7→ (x, i)
On notera ψi la composée ψ◦ ιi : N→N.
§8.3.42 DÉFINITION.
Soit A ⊂N+N+N un ensemble fini. On écrit A sous la forme A0+ A1+ A2, et on note, pour
i = 0,1,2, ni le cardinal de A i si A i 6= et ni = 1 sinon. On définit alors une partition de [0,1],
notée PA = {P i1,i2,i3A | ∀k ∈ {0,1,2},06 ik 6 ni−1}, définie par :
P i1,i2,i3A = {
∑
j>1
a j2− j | ∀k ∈ {0,1,2}, iknk
6
∑
j>1
aψk( j)2
− j 6 ik+1
nk
}
Lorsque Ak est vide ou de cardinal 1, on ne notera pas l’élément ik correspondant dans le
triplet (i1, i2, i3) puisque celui-ci est nécessairement égal à zéro.
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§8.3.43 PROPOSITION.
On garde les notations de la définition précédente. Soit X = P i1,i2,i3A et Y = P
j1, j2, j3
A deux élé-
ments de la partition PA . Pour tout x=
∑
l>1 al2−l , on note T
j1, j2, j3
i1,i2,i3
(x)=∑l>1 bl2−l où la suite
(bi) est définie par :
∀k ∈ {0,1,2},∑
l>1
bψk(l)2
−l = ∑
l>1
aψk(l)2
−l + jk− ik
Alors T j1, j2, j3i1,i2,i3 : X →Y est une bijection préservant la mesure.
Démonstration. Pour k= 0,1,2, on notera (mkj ) la suite telle que jk−ik =
∑
l>1 mkl 2
−l . On peut
alors définir le réel t = ∑l>1∑k=0,1,2 mkl 2−3 j+k. Il suffit ensuite de vérifier que T j1, j2, j3i1,i2,i3 (x) =
x+ t. Comme T j1, j2, j3i1,i2,i3 est une translation, c’est une bijection préservant la mesure. ,
§8.3.44 DÉFINITION.
Soit A ⊂N un ensemble fini muni de la mesure de comptage normalisée — c’est-à-dire telle
que A soit de mesure 1, et X ⊂B(R×A) un ensemble mesurable. On définit le sous-ensemble
mesurable pAq ∈R× [0,1] :
pAq= {(x, y) | ∃z ∈ A, (x, z) ∈ X , y ∈ P zA}
On noteraP −1A : [0,1]→ A la fonction qui à un élément x associe l’élément z ∈ A tel que x ∈ P zA .
§8.3.45 PROPOSITION.
Soit DA ⊂N un ensemble fini muni de la mesure µ de comptage normalisée (telle que µ(A)= 1),
S,T ∈B(R×DA) des ensembles mesurables, et φ : S → T une transformation préservant la
mesure. On définit pφq : pSq→ pTq par :
pφq : (x, y) 7→ (x′, y′) φ(x,P −1A (y))= (x′, z), y′ =T zP −1A (y)
Alors pφq est une bijection préservant la mesure.
Démonstration. On définit pour tout (a,b) ∈DA l’ensemble Sa,b = X∩R×{a}∩φ−1(Y ∩R×{b}).
La famille (Sa,b)a,b∈DA est une partition de S, et la famille (pSa,bq)a,b∈DA est une partition de
!A. La restriction de pφq à pSa,bq peut alors être définie comme la composée Ta ◦φ1 où :
φ1 = (pi1 ◦φ)× Id
Ta = Id×Tba
Étant donné que le produit (resp. la composée) de bijections préservant la mesure est une
transformation préservant la mesure, la restriction de pφq à Xa est une bijection préservant
la mesure. De plus, il est clair que l’image de pSq par pφq est pTq et on a obtenu le résultat
voulu. ,
§8.3.46 DÉFINITION.
Soit A un graphage épais, c’est-à-dire de lieu V A ⊂R×DA mesurable, où DA est une partie
finie de N munie de la mesure de comptage normalisée. On définit le graphage
pAq= {(ωAe ,pφAe q : pSAe q→ pT Ae q}e∈EA
§8.3.47 DÉFINITION.
Soit A un graphage épais de dialecte DA , et Ω : R× [0,1] → R un isomorphisme d’espaces
mesurés. On définit le graphage !ΩA par :
!ΩA = {(ωAe ,Ω◦pφAe q◦Ω−1 :Ω(pSAe q)→Ω(pT Ae q)}e∈EA
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§8.3.48 DÉFINITION.
Un projet a est dit équilibré si a = (0, A) où A est un graphage épais, c’est-à-dire I A est un
singleton, par exemple I A = {1}, et αA1 = 1.
§8.3.49 DÉFINITION.
Soit a un projet équilibré. On définit !Ωa= (0, !ΩA). Si A est une conduite, on définit :
!ΩA= {!Ωa | a= (0, A) ∈A, a équilibré}‹‹
§8.3.50 On va montrer qu’il est possible d’implémenter la promotion fonctorielle. On définit pour cela
les bijections τ,θ : N+N+N→N+N+N :
τ :

(x,0) 7→ (x,1)
(x,1) 7→ (x,0)
(x,2) 7→ (x,2)
θ :

(x,0) 7→ (2x,0)
(x,1) 7→ (2x+1,1)
(2x,2) 7→ (x,1)
(2x+1,2) 7→ (x,2)
Ces bijections induisent des bijections de N dans N à travers ψ : (x, i) 7→ 3x+ i. On notera abu-
sivement Tτ =Tψ◦τ◦ψ−1 et Tθ =Tψ◦θ◦ψ−1 les transformations induites [0,1]→ [0,1] préservant
la mesure.
§8.3.51 Soit a ∈ ]φ(A) et f ∈ ](A(B), où φ est une délocalisation. Alors par définition a= (0,Ω(pAq))
et f = (0,Ω(pFq)) où A,F sont des graphages de dialecte DA ,DF . On définit les graphages
T = {(1,Ω(Id×Tτ)), (1, (Ω(Id×Tτ))−1)} de lieu Vφ(A)∪V A , et on notera t, t∗ les deux éléments
de ET . On fixe (x, y) un élément de V B et on va essayer de comprendre quelle est l’action du
chemin f0ta0t∗ f1 . . . tak−1t∗ fk.
On fixe la partition PDF+DA de [0,1], et on note (i, j) les entiers tels que y ∈ P i, jDF+DA .
Par définition de pFq, la fonction pφFf0q envoie cet élément sur (x1, y1) qui est un élément
de P i1, j1
DF+DA avec j1 = j. Ensuite, la fonction φt envoie cet élément sur (x2, y2), où x2 = x1 et
y2 est un élément de P
j1,i1
DF+DA . La fonction pφ
A
a0q renvoie alors un élément (x3, y3) avec y3
dans P j2,i2
DF+DA avec i2 = i1. L’élément retourné par φt∗ = φ
−1
t est alors (x4, y4) où y4 est un
élément de P i2, j2
DF+DA . On voit donc comment la graphage T simule l’interaction dialectale. La
proposition suivante montre comment utiliser le graphage T pour implémenter la promotion
fonctorielle.
§8.3.52 Ces trois bijections vont donc nous servir à implémenter la promotion fonctorielle, une opéra-
tion qui semble compliquée de premier abord. L’idée sous-jacente est pourtant relativement
simple : on utilise trois copies de N, disons Ni (i = 0,1,2). Lors de la promotion, on va coder
l’information du dialecte dans la première copie N0 (remarquons ici, comme nous l’avons déjà
signalé dans la Remarque §4.2.60, que la promotion n’est donc pas surjective, une chose qui
sera indispensable par la suite). Supposons que l’on ait maintenant deux graphes promus :
leurs informations sont donc sur la copie N0 dans chacun de ces graphes. Afin de simuler l’in-
teraction dialectale, il faut rendre ces informations disjointes : on utilise pour cela la seconde
copie N1. Ainsi, on applique à l’un des graphes promus la bijection τ (en pratique on utilise
bien entendu la transformation Tτ) qui échange N0 et N1. Les informations provenant des
dialectes des deux graphes sont alors disjointes. On peut alors calculer l’exécution entre ceux-
ci : on obtient comme résultat un graphe dont l’information du dialecte est codée sur les deux
copies N0 et N1 ! Afin de pouvoir considérer ce graphe comme la promotion d’un graphe épais,
il faut donc déplacer cette information afin que celle-ci ne soit codée que sur la première copie
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N0. C’est là que la troisième copie N2 va nous être utile : on utilise la bijection θ (en pratique
on utilisera Tθ) afin de contracter les deux copies N0 et N1 sur la copie N0, tout en déployant
la copie N2 sur les deux copies N1 et N2.
§8.3.53 PROPOSITION.
On peut implémenter la promotion fonctorielle : pour toutes délocalisation φ,ψ et conduites
A,B telles que φ(A),A,B,ψ(B) soient de supports deux à deux disjoints, il existe un projet prom
dans la conduite
!φ(A)⊗ !(A(B)( !ψ(B)
Démonstration. Soit f ∈A(B un projet équilibré, φ,ψ des délocalisations de A et B respec-
tivement. On définit les graphages T = {(1,Ω(Id×Tτ)), (1, (Ω(Id×Tτ))−1)} de lieu Vφ(A)∪V A et
P = {(1,Ω(Id×Tθ)), (1, (Ω(Id×Tθ))−1)} de lieu V B∪Vψ(B). On notera t= (0,T) et p= (0,P). On
définit alors le projet :
prom= (0,T∪P)= t⊗p
On va montrer que prom est un élément de (!φ(A)⊗ !(A(B))( !ψ(B).
On peut supposer, quitte à considérer des raffinements de A et F, que pour chaque e ∈
EA ∪EF , (Se)2 et (Te)2 sont des singletons 3.
Soit a ∈ ]φ(A) et f ∈ ](A(B). Alors par définition a= (0,Ω(pAq)) et f= (0,Ω(pFq)) où A,F
sont des graphages de dialecte DA ,DF . On a a⊗ f ::prom = ((a ::t) :: f) ::p par associativité et
commutativité de :: (on rappelle que a⊗ f= a ::f).
On montre que pAq ::pTq est le graphage des !τφa pour a ∈EA , où !τφa est défini comme :
!τφa : (x, y) 7→ (x′, y′), φa(x,P −1{0}+DA (y))= (x
′, z), y′ =T(z,1)
P −1
{0}+DA (y)
(y)
Ceci est presque évident. Un élément de pAq ::pTq est un chemin de la forme tat∗. C’est donc
la fonction φt ◦pφaq◦φ−1t . Par définition,
pφaq : (x, y) 7→ (x′, y′) n=P −1A (y), φa(x,n)= (x′,k), y′ =Tkn(y)
Or φt : Id×Tτ et Tτ est une bijection entre PA(y) et P {0}+A(1, y).
On décrit maintenant le graphage G = (pAq ::pTq) ::pFq. Il est constitué des chemins de la
forme ρ = f0(ta0t∗) f1(ta1t∗) f2 . . . fn−1(tan−1t∗) fn. La fonction associée est donc définie par :
φρ = pφ f0q(!τφa0 )pφ f1q . . .pφ fn−1q(!τφan−1 )pφ fnq
Soit pi = f0a0 f1 . . . fn−1an−1 fn le chemin correspondant dans F :: A. La fonction φpi est par
définition de domaine et de codomaine des ensembles mesurables dans R×DF×DA . On définit
alors, pour une telle fonction, la fonction
!
φpi par :
!
φpi : (x, y) 7→ (x′, y′)
(n,m)=P −1
DF+DA (y), φpi(x,n,m)= (x
′,k, l), y′ =T(k,l)(n,m)(y)
On peut alors vérifier que
!
φpi =φρ .
Finalement, G ::pPq est le graphage constitué des chemins de la forme pρp∗ où ρ est un
chemin dans G. Or φp = Id×Tθ effectue une bijection, pour chaque couple (k, l) ∈ DF ×DA ,
entre l’ensemble P k,l
DF+DA et l’ensemble P
θ(k,l)
θ(DF+DA ) où :
θ(DF +DA)= {θ( f ,a) | f ∈DF ,a ∈DA}
On en déduit que :
φpρp∗ : (x, y) 7→ (x′, y′)
n= θ(k, l)=P −1
θ(DF+DA )(y) φpi(x,k, l)= (x
′,k′, l′) y′ =Tθ(k′,l′)n (y)
3. Les ensembles Se et Te étant des parties d’un produit, on note (Se)2 (resp. (Te)2) le résultat de leur projection
sur la seconde composante.
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!φ(A)
φ(V A)× [0,1]
!F!V A !V B
(V A ∪V B)× [0,1]
!ψ(B)
ψ(V B)× [0,1]
Ω Ω Ω
Id×Tτ Id×Tθ
(a) Schéma général
φ(V A)×DA φ(V A)×DA
φ(V A)× [0,1] φ(V A)× [0,1]
PDA P {0}+DA
Id×Tτ
Id×τ
(b) Action de Tτ
ψ(V B)×DF ×DA ψ(V B)×θ(DF +DA)
φ(V A)× [0,1] φ(V A)× [0,1]
PDF+DA Pθ(DF+DA )
Id×Tθ
Id×θ
(c) Action de Tθ
FIGURE 8.9 – Promotion Fonctorielle
Modulo la bijection µ : DF ×DA → θ(DF +DA)⊂N, on a donc bien que G ::pPq est la délocali-
sation (selon ψ) du graphage !(F :: A).
Pour tout a, f dans respectivement ]A,](A(B), il existe donc un projet b dans ]ψ(B) tel
que prom ::(a⊗ f) = b. Donc, on a montré que pour tout g ∈ ]A¯ ](A(B), on a prom ::g ∈ !B,
et donc prom ∈ (]A¯ ](A( B))‹‹( B par la Proposition §7.1.14. Or (]A¯ ](A( B))‹‹ =
!A⊗ !(A(B) par la Proposition §7.1.11. ,
§8.3.54 Dans le cadre de la GdI5.1 [Gir11a], Girard montre que l’on obtient l’isomorphisme des expo-
nentielles comme une égalité entre les conduites !(A&B) et !A⊗ !B. Le cadre de la GdI5.2 est
cependant bien différent. En effet, si l’introduction des comportements à la place des conduites
positives et négatives est un apport extrêmement intéressant en terme d’additifs, cela pose
certains problèmes au niveau des exponentielles. La première chose à remarquer est que la
preuve de l’implication !A ⊗ !B( !(A & B) dans un calcul des séquents avec la promotion
fonctorielle et sans les règles de déréliction et de digging ne peut se faire qu’avec une règle
d’affaiblissement n’étant pas restreinte aux seules formules de la forme ?A :
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ax
` A, A‹
weak
` A,B‹, A‹
ax
`B,B‹
weak
`B,B‹, A‹
&
`B‹, A‹, A & B
!
` ?B‹,?A‹, !(A & B)
` !A⊗ !B( !(A & B)
Ainsi, dans la GdI5.1, l’affaiblissement est disponible dans le cas des conduites positives (les
seules formules auxquelles il est possible d’appliquer un ?), ce qui est cohérent avec le fait
que l’inclusion !A⊗ !B⊂ !(A&B) est satisfaite. Dans le cadre de la GdI5.2, l’affaiblissement
n’étant pas disponible pour les comportements, nous pensons que cette inclusion n’est pas
vérifiée. La question reste cependant ouverte.
§8.3.55 Concernant l’inclusion inverse, celle-ci ne semble également pas évidente à vérifier dans le
cadre de la GdI5.2. Le problème de cette inclusion est en lien avec la règle de contraction.
Celle-ci ne semblant pas possible dans le cas général (voir Remarque §8.4.4), on pourrait
penser que l’inclusion !(A&B)⊂ !A⊗ !B n’est pas satisfaite. On montrera cependant dans la
Section 8.5 que celle-ci est vérifiée, par le biais de l’introduction de « connecteurs » additifs
alternatifs. Ce résultat ne sera pas utilisé dans la suite de cette section et la suivante.
§8.3.56 PROPOSITION.
La conduite 1 est pérenne, et égale à !T.
Démonstration. Par définition, 1= {(0,;)}‹‹ est pérenne. De plus, les éléments équilibrés de
T sont les projets de la forme tD = (0,;) et de dialectes D ⊂N. Chacun de ces éléments vérifie
!tD = (0,;). Donc ]T= {(0,;)} et !T= 1. ,
§8.3.57 COROLLAIRE.
La conduite ⊥ est co-pérenne et égale à ?0.
Démonstration. C’est immédiat : ⊥= 1‹ = (!T)‹ = (]T)‹‹‹ = (]T)‹ = (]0‹)‹ = ?0. ,
8.4 Adéquation
Calcul des séquents
§8.4.1 Pour gérer les trois morphologies (comportement, pérenne et co-pérenne), on introduit trois
types de formules.
§8.4.2 DÉFINITION.
On définit trois sortes de formules, (C)omportements, (N)égatives — pérennes, et (P)ositives
— co-pérennes, inductivement par la grammaire :
C := T | 0 | X | X‹ | C⊗C | C &C | C⊕C | C & C | N⊗C | P &C
N := 1 | P‹ | !C | N⊗N | N⊕N
P := ⊥ | N‹ | ?C | P &P | P & P
§8.4.3 DÉFINITION.
On définit les pré-séquents ∆Γ;Θ où ∆,Θ contiennent des formules pérennes, Θ contient au
plus un élément, et Γ ne contient que des comportements.
§8.4.4 La Proposition §8.1.2 suppose que l’on travaille avec des comportements, et ne permet donc
pas d’interpréter la contraction en général. Il est cependant possible de montrer de la même
manière que la contraction peut être interprétée lorsque le séquent contient au moins un
comportement (proposition suivante). Cette restriction du contexte est indispensable : sans
comportements dans le séquent, il n’est pas possible d’interpréter la contraction, puisque
la propriété d’inflation est nécessaire pour montrer que (1/2)φ(!a)⊗ψ(!a)+ (1/2)0 est dans
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φ(!A)⊗ψ(!A). Pour être plus précis, le projet Ctrψ
φ
:: !a permet d’interpréter la contraction, mais
celui-ci n’est pas gagnant (voir la section suivante). On montrera dans la section suivante que
ce résultat peut être amélioré par le biais de l’introduction de connecteurs additifs alternatifs.
§8.4.5 PROPOSITION.
Soit A une conduite et φ,ψ des délocalisations disjointes de !V A . Soit C un comportement et θ
une délocalisation disjointe de φ et ψ. Alors le projet Ctrψ
φ∪θ est dans le comportement :
(!A⊗C)( (φ(!A)⊗ψ(!A)⊗θ(C))
Démonstration. La preuve est similaire à celle de la Proposition §8.1.2. On montre de la même
manière que le projet Ctrψ
φ∪θ ::(a⊗ c) est universellement équivalent à :
1
2
φ(!a)⊗ψ(!a)⊗θ(C)+ 1
2
0
Puisque !A est une conduite négative et C un comportement, la conduite (φ(!A)⊗ψ(!A)⊗θ(C))
est un comportement. Donc Ctrψ
φ∪θ ::(a⊗ c) est un élément de (φ(!A)⊗ψ(!A)⊗θ(C)). On a fina-
lement montré que Ctrψ
φ∪θ est un élément du comportement (!A⊗C)( (φ(!A)⊗ψ(!A)⊗θ(C)).,
§8.4.6 De même, la preuve de la distributivité repose sur la propriété A+B ⊂ A&B, qui n’est pas
satisfaite en général. Il est donc nécessaire de se restreindre à des pré-séquents contenant
au moins un comportement pour interpréter la règle &. En effet, on peut penser à un pré-
séquent ∆Γ;Θ comme la conduite
&
∆‹ & &Γ & &Θ — ce sera même la définition de leur
interprétation. Une telle conduite est bien un comportement lorsque Γ est non vide et Θ est
vide, mais n’est ni pérenne ni co-pérenne lorsque Γ=;. On se restreint donc aux pré-séquents
tels que Γ 6= ; et Θ=;.
§8.4.7 DÉFINITION (SÉQUENTS).
Un séquent ∆`Γ; est un pré-séquent ∆Γ;Θ tel que Γ soit non vide et Θ soit vide.
§8.4.8 DÉFINITION (SYSTÈME ELLcomp).
Une preuve dans le système ELLcomp est une dérivation construite à partir des règles de
dérivation présentées dans la Figure 8.10 page 188.
Vérité
§8.4.9 La notion de gain est la généralisation naturelle de la notion correspondante sur les graphes.
Le graphage d’un projet gagnant sera donc une union disjointe de transpositions. Un tel gra-
phage peut être représenté par un graphe avec un nombre de sommets éventuellement infini,
mais nous travaillons avec des classes d’équivalence de graphages. Ainsi, on peut nécessaire-
ment trouver un représentant plus simple : un graphage à deux arêtes.
§8.4.10 DÉFINITION.
Un projet a= (a, A) est gagnant lorsque a = 0 et A est équilibré et est une union disjointe de
transpositions :
– pour tout e ∈EA , ωAe = 1 ;
– pour tout e, f ∈EA , SAe ∩SAf et T Ae ∩T Af sont négligeables ;
– pour tout e ∈EA , ∃e∗ ∈EA , φAe∗ = (φAe )−1 — en particulier SAe =T Ae∗ et T Ae = SAe∗ ;
Une conduite A est vraie lorsqu’elle contient un projet gagnant.
§8.4.11 LEMME.
Si a= (0, A) est gagnant, on peut trouver un représentant Aˆ de la classe d’équivalence modulo
∼6 de A tel que E Aˆ soit de cardinal 2.
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ax
`C‹,C; ∆1 `Γ1,C; ∆2 `Γ2,C
‹;
cut
∆1,∆2 `Γ1,Γ2;
(a) Groupe Identité
∆1 `Γ1,C1; ∆2 `Γ2,C2; ⊗
∆1,∆2 `Γ1,Γ2,C1⊗C2;
∆`Γ,C1,C2;
&
∆`Γ,C1 &C2;
∆, N1, N2 `Γ; ⊗polg∆, N1⊗N2 `Γ;
∆,P‹ `Γ,C;
&mix
∆`Γ,P &C;
∆`Γ,C;
1d
∆`Γ,C⊗1;
∆`Γ;
1g
∆,1`Γ;
(b) Groupe Multiplicatif
∆`Γ,Ci; ⊕i
∆`Γ,C1⊕C2;
∆`Γ,C1; ∆`Γ,C2;
&
∆`Γ,C1 & C2;
>
∆`Γ,>; Pas de règles pour 0.
(c) Groupe Additif
∆1 `Γ1,C1; ∆2 `Γ2,C2;
!
!∆1,∆2, !Γ‹1 `Γ2,C1⊗ !C2;
∆, !A, !A `Γ;
ctr (Γ)
∆, !A `Γ;
∆`Γ;
aff
∆, N `Γ;
(d) Groupe Exponentiel
FIGURE 8.10 – Calcul des séquents ELLcomp
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Démonstration. On peut définir une partition E1,E2 de EA telle que pour chaque couple e, e∗
dans EA , on a e ∈E1 si et seulement si e∗ ∈E2. Il suffit alors de définir
Aˆ = {(1, ⋃
e∈E1
φAe :
⋃
e∈E1
SAe →
⋃
e∈E1
T Ae ), (1,
⋃
e∈E2
φAe :
⋃
e∈E2
SAe →
⋃
e∈E2
T Ae )}
Il est alors clair que Aˆ est un raffinement de A et on a donc terminé. ,
§8.4.12 PROPOSITION (CONSISTANCE).
Les conduites A et A‹ ne peuvent être simultanément vraies.
Démonstration. On suppose a = (0, A) et b = (0,B) des projets gagnants dans respectivement
A et A‹. Alors :
¿a,bÀ= JA,BK
S’il existe un cycle de support non négligeable entre A et B, alors JA,BK=∞. Sinon, JA,BK= 0.
Dans les deux cas, on a une contradiction puisque a et b ne sont pas orthogonaux. ,
§8.4.13 PROPOSITION (COMPOSITIONNALITÉ).
Si A et A(B sont vrais, alors B est vrai.
Démonstration. Soit a ∈A et f ∈A(B des projets gagnants. Alors :
– Si ¿a, fÀ=∞, la conduite B est égale à TV B qui est gagnante (elle contient (0,;)) ;
– Sinon, ¿a, fÀ= 0 (la preuve est similaire à la précédente) et il suffit de montrer que
F :: A est une union disjointe de transpositions. Ceci est immédiat : à chaque chemin
correspond un chemin inverse et le poids de chaque chemin est égal à 1, les conditions
sur les ensembles source Spi et but Tpi sont alors de simples vérifications.
Finalement, si A et A(B sont vraies, alors B est vraie. ,
Interprétation des preuves
§8.4.14 La construction est maintenant classique. On définit un calcul localisé et on montre un résul-
tat d’adéquation forte pour celui-ci. L’adéquation pour le calcul non localisé est alors obtenu
en remarquant qu’il est possible de localiser toute dérivation dans celui-ci. On considèrera
que les variables sont ici définies avec comme lieu un intervalle de R de la forme [i, i+1[.
§8.4.15 DÉFINITION.
On fixe V = {X i( j)}i, j∈N×Z un ensemble de variables localisées. Pour i ∈ N, l’ensemble X i =
{X i( j)} j∈Z sera appelé le nom de variable X i, et on appellera un élément de X i une variable
de nom X i.
Pour i, j ∈N×Z on définit le lieu ]X i( j) de la variable X i( j) comme l’ensemble
{x ∈R | 2i(2 j+1)6m< 2i(2 j+1)+1}
§8.4.16 DÉFINITION (FORMULES DE LOCELLcomp).
On définit inductivement les formules de la logique linéaire élémentaire polarisée localisée
locELLcomp ainsi que leur lieu comme suit :
– Les comportements :
– Une variable X i( j) de nom X i est un comportement dont le lieu est défini comme
]X i( j) ;
– Si X i( j) est une variable de nom X i, alors (X i( j))‹ est un comportement de lieu ]X i( j).
– Les constantes T]Γ sont des comportements de lieu ]Γ ;
– Les constantes 0]Γ sont des comportements de lieu ]Γ.
– Si A,B sont des comportements de lieux X ,Y tels que X ∩Y = ;, alors A⊗B (resp.
A
&
B, resp. A & B, resp. A⊕B) est un comportement de lieu X ∪Y ;
– Si A est une conduite pérenne de lieu X et B un comportement de lieu Y tel que
X ∩Y =;, alors A⊗B est un comportement de lieu X ∪Y ;
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– Si A est une conduite co-pérenne de lieu X et B un comportement de lieu Y tel que
X ∩Y =;, alors A &B est un comportement de lieu X ∪Y ;
– Les conduites pérennes :
– La constante 1 est une conduite pérenne ;
– Si A est un comportement ou une conduite pérenne de lieux X , alors !A est une
conduite pérenne de lieu Ω(X × [0,1]) ;
– Si A,B sont des conduites pérennes de lieux X ,Y tels que X∩Y =;, alors A⊗B (resp.
A⊕B) est une conduite pérenne de lieu X ∪Y ;
– Les conduites co-pérennes :
– La constante ⊥ est une conduite co-pérenne ;
– Si A est un comportement ou une conduite co-pérenne de lieux X , alors ?A est une
conduite co-pérenne de lieu Ω(X × [0,1]) ;
– Si A,B sont des conduites co-pérennes de lieux X ,Y tels que X ∩Y =;, alors A &B
(resp. A & B) est une conduite co-pérenne de lieu X ∪Y ;
Si A est une formule, on écrira ]A le lieu de A. On définit également les séquents ∆ ` Γ; de
locELLcomp lorsque :
– les formules de Γ∪∆ ont des lieux deux à deux disjoints ;
– les formules de ∆ sont des conduites pérennes ;
– Γ est non vide et ne contient que des comportements.
§8.4.17 DÉFINITION (INTERPRÉTATIONS).
On définit une base d’interprétation comme une fonction Φ qui associe à chaque nom de va-
riable X i un comportement de support [0,1[.
§8.4.18 DÉFINITION (INTERPRÉTATION DES FORMULES DE LOCELLcomp).
Soit Φ une base d’interprétation. On définit l’interprétation IΦ(F) selon Φ d’une formule F
inductivement :
– Si F = X i( j), alors IΦ(F) est la délocalisation (i.e. un comportement) de Φ(X i) suivant la
fonction x 7→ 2i(2 j+1)+ x ;
– Si F = (X i( j))‹, on définit le comportement IΦ(F)= (IΦ(X i( j)))‹ ;
– Si F =T]Γ (resp. F = 0]Γ), on définit IΦ(F) comme le comportement T]Γ (resp. 0]Γ) ;
– Si F = 1 (resp. F =⊥), on définit IΦ(F) comme le comportement 1 (resp. ⊥) ;
– Si F = A⊗B, on définit la conduite IΦ(F)= IΦ(A)⊗ IΦ(B) ;
– Si F = A &B, on définit la conduite IΦ(F)= IΦ(A) &IΦ(B) ;
– Si F = A⊕B, on définit la conduite IΦ(F)= IΦ(A)⊕ IΦ(B) ;
– Si F = A & B, on définit la conduite IΦ(F)= IΦ(A)& IΦ(B) ;
– Si F = !A (resp. ?A), on définit la conduite IΦ(F)= !IΦ(A) (resp. ?IΦ(A)).
De plus, un séquent ∆`Γ; sera interprété comme le &des formules de Γ et des négations des
formules de ∆, que l’on écrira
&
∆‹ & &Γ. On pourra également représenter cette formule
par la formule équivalente
⊗
∆( (
&
Γ).
§8.4.19 DÉFINITION (INTERPRÉTATION DES PREUVES DE LOCELLcomp).
Soit Φ une base d’interprétation. On définit l’interprétation d’une preuve IΦ(pi) — un projet
— inductivement :
– si pi consiste uniquement en une règle axiome introduisant ` (X i( j))‹, X i( j′), on définit
IΦ(pi) comme le projet Fax défini par la translation x 7→ 2i(2 j′−2 j)+ x ;
– si pi consiste uniquement en une règle T]Γ, on définit IΦ(pi)= 0]Γ ;
– si pi est obtenue à partir de pi′ par une règle
&
,
&mix, ⊗polg , ou une règle introduisant 1,
alors IΦ(pi)= IΦ(pi′) ;
– si pi est obtenue à partir de pi1 et pi2 par une règle ⊗, on définit IΦ(pi)= IΦ(pi1)⊗ IΦ(pi′) ;
– si pi est obtenue à partir de pi′ par une règle aff ou ⊕i introduisant une formule de lieu
V , on définit IΦ(pi)= IΦ(pi′)⊗0V ;
– si pi de conclusion `Γ, A0&A1 est obtenue à partir de pi0 et pi1 par une règle &, on définit
l’interprétation de pi comme dans le cas du & traité au Chapitre 7 ;
– si pi est obtenue à partir de pi1 et pi2 par une règle de promotion !, on pense à cette règle
comme à une « dérivation » de pré-séquents :
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...
pi1
∆1 `Γ1,C1;
...
pi2
∆2 `Γ2,C2;
!
!∆2, !Γ‹2 ; !C2 ⊗mix
!∆2,∆1, !Γ‹2 `Γ1,C1⊗ !C2;
On définit donc dans un premier temps une délocalisation de !IΦ(pi) sur laquelle on
applique l’implémentation de la promotion fonctorielle. En effet, l’interprétation
&
∆‹ &
&
Γ
peut être mise sous la forme d’une suite d’implications. L’exponentielle d’une délocali-
sation bien choisie est alors représentée par :
!(φ1(A1)( (φ2(A2)( . . . (φn(An)(φn+1(An+1)) . . . ))
En appliquant n instances du projet qui implémente la promotion fonctorielle sur l’in-
terprétation de pi, on obtient alors un projet p dans :
!(φ1(A1))( !(φ2(A2))( . . . !(φn(An))( !(φn+1(An+1))
qui est la même conduite que celle interprétant la conclusion de la « règle » de pro-
motion dans la « dérivation de pré-séquents » que nous avons définie. Il suffit alors de
prendre le tenseur de l’interprétation de pi2 et le projet p qui est un élément de l’inter-
prétation de la conclusion ;
– si pi est obtenue à partir de pi par une règle de contraction ctr, on écrit la conduite
interprétant l’hypothèse de la règle sous la forme (!A⊗ !A)(D. On définit alors une
délocalisation de celle-ci afin d’obtenir (φ(!A)⊗ψ(!A))(D, et on coupe avec le projet ctr
dans !A( (!A⊗ !A) ;
– si pi est obtenue à partir de pi1 et pi2 par une règle de coupure cut ou cutpol , on définit
IΦ(pi)= IΦ(pi1)t IΦ(pi2).
§8.4.20 THÉORÈME (ADÉQUATION POUR LOCELLcomp).
On fixeΦ une base d’interprétation. Soit pi une dérivation dans locELLcomp d’un séquent ∆`Γ;.
Alors IΦ(pi) est un projet gagnant dans IΦ(∆`Γ; ).
Démonstration. La preuve est immédiate du fait des propositions et théorèmes déjà démon-
trés. En effet, les cas des règles de la logique linéaire multiplicative additive ont été trai-
tés dans les chapitres précédents. Seules les règles exponentielles et des unités multiplica-
tives n’ont jamais été traitées. Or l’implémentation de la promotion fonctorielle (Proposition
§8.3.53) utilise un projet gagnant et n’utilise pas d’hypothèses sur la morphologie des for-
mules, et le projet de contraction (Définition §8.1.2 et Proposition §8.4.5) est gagnant. Quand
aux unités multiplicatives, les règles les introduisant ne changent pas l’interprétation. ,
§8.4.21 En suivant les remarques §6.3.12 et §6.3.15, on peut également choisir des énumérations des
occurrences de variables afin de « localiser » les formules A et les preuves pi de ELLcomp : on
obtient des formules Ae et des preuves pie de locELLcomp. Le théorème suivant est alors une
simple conséquence du précédent.
§8.4.22 THÉORÈME (ADÉQUATION FORTE POUR ELLcomp).
Soit Φ une base d’interprétation, pi une preuve de ELLcomp de conclusion ∆`Γ; et e une énumé-
ration des occurrences de variables dans les axiomes de pi. Alors IΦ(pie) est un projet gagnant
dans IΦ(∆e `Γe; ).
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§8.5.1 Dans cette section, on considère une variante des additifs. Celle-ci est construite sur la somme
formelle a+b entre projets. Essayons d’expliciter la différence entre les additifs & et ⊕ consi-
dérés jusqu’à présent et les additifs &˜ et ⊕˜ définis dans cette section. La conduite A&B
contient les tests nécessaires pour que l’ensemble des {a′ ⊗ 0 | a′ ∈ A‹}∪ {b′ ⊗ 0 | b′ ∈ B‹}
engendre la conduite A⊕B, et l’ensemble des projets de la forme a+b n’est pas suffisant pour
cela. Dans le cas des additifs introduits dans cette section, c’est le contraire : la conduite A&˜B
est engendrée par les projets de la forme a+b, mais pour cela il nous faut rajouter dans A⊕˜B
les tests nécessaires.
§8.5.2 DÉFINITION.
Soit A,B des conduites de supports disjoints. On définit A&˜B = (A+B)‹‹. Dualement, on
définit A⊕˜B= (A‹&˜B‹)‹.
§8.5.3 Ces connecteurs nous serons utiles afin de montrer que l’inclusion !(A&˜B) ⊂ !A⊗ !B est sa-
tisfaite lorsque A,B sont des comportements. On montre rapidement quelques propriétés de
ces connecteurs avant de montrer cette inclusion. On notera que par définition, si l’une des
conduites A,B est vide, alors A&˜B est vide. Ainsi, le comportement 0; est un élément absor-
bant pour &˜. Ce dernier possède quand même un élément neutre : 1 ! On remarque que le fait
que &˜ et ⊗ partagent la même unité apparaissait dans la GdI5.1 [Gir11a].
§8.5.4 PROPOSITION.
On peut implémenter la distributivité sur les comportements.
Démonstration. On utilise le même projet que pour la Proposition §7.1.41. La preuve est en-
suite un simple calcul. ,
§8.5.5 PROPOSITION.
Soit A,B des comportements. Alors {a⊗0V B | a ∈A}∪ {b⊗0V A | b ∈B}⊂A⊕˜B.
Démonstration. On montre l’une des inclusions seulement, l’autre est obtenue par symétrie.
Soit f+g ∈A‹+B‹ et a ∈A. Alors :
¿f+g,a⊗0À = ¿f,a⊗0À+¿g,a⊗0À
= ¿f,aÀ
Car g et a ont des mises nulles. ,
§8.5.6 PROPOSITION.
Soit A,B des comportements propres. Alors tout élément de A⊕˜B est observationellement équi-
valent à un élément de {a⊗0V B | a ∈A}∪ {b⊗0V A | b ∈B}⊂A⊕˜B.
Démonstration. Soit c ∈A⊕˜B. Pour tout a+b ∈A‹+B‹, c‹ a+b puisque (A‹+B‹)‹ =A⊕˜B.
Par le lemme d’homothétie (Lemme §7.1.17), on a, pour tous λ,µ différents de 0 :
¿c,λa+µbÀ=λ¿c,aÀ+µ¿c,bÀ 6= 0,∞
On en déduit que l’un parmi ¿c,aÀ et ¿c,bÀ est nul. Supposons qu’il s’agit de ¿c,aÀ,
l’autre cas étant symétrique. Alors ¿c,a′À= 0 pour tout a′ ∈ A‹. Donc ¿b,cÀ 6= 0,∞ pour
tout b ∈B‹. Or ¿b⊗0,cÀ=¿b,c ::0À. On en déduit c ::0 ∈B‹ et c ::0∼=A⊕˜B c. ,
§8.5.7 PROPOSITION.
Soit A,B des comportements propres. Alors A&˜B est un comportement propre.
Démonstration. On a A&˜B= (A+B)‹‹. Or A,B ne contiennent que des projets sans mises et
sont non vides. Donc A+B est non vide et contient uniquement des projets sans mises. Donc
(A+B)‹ est clos par inflation. De plus, si a+b ∈A+B, on a a+b+λ0= (a+λ0)+b. Comme A
est clos par inflation, A+B est clos par inflation. Donc (A+B)‹ ne contient que des projets
sans mise. De plus, (A+B)‹ = A‹⊕˜B‹ et est donc non vide par la proposition précédente
(car A‹,B‹ sont non vides). Donc (A+B)‹ est un comportement propre, ce qui permet de
conclure. ,
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§8.5.8 PROPOSITION.
Soit A,B des comportements. Alors !(A&˜B)⊂ !A⊗ !B.
Démonstration. Si l’un des comportements parmi A,B est vide, !(A&˜B)= 0= !A⊗ !B. On peut
donc maintenant supposer A,B non vides.
Soit f = (0,F) un projet de mise nulle et tel que F n’a qu’une tranche. On a f′ = nF /(nF +
nG)f ∈A ssi f ∈A par le lemme d’homothétie §7.1.17. De plus, comme A est un comportement,
f′ ∈A est équivalent 4 à f′′ = f′+∑i6nG (1/(nF +nG))0 ∈A. Puisque le graphage épais nFnF+nG F+∑nG
i=1
1
nF+nG ; est universellement équivalent §5.3.43 à un graphage épais à une tranche F
′, on
obtient finalement que le projet (0,F ′) est dans A si et seulement si f ∈A. On définit de même,
étant donné un projet g, un graphage épais à une tranche G′ tel que (0,G′) ∈B si et seulement
si g ∈B.
Il suffit maintenant de montrer que !(0,F ′)⊗ !(0,G′) = !(f+g). Par définition, le graphage
de !(0,F ′)⊗ !(0,G′) est égal à !ΩF ′unionmulti !ΩG′. Par définition également, le graphage de !(f+g) est
égal à !Ω(FunionmultiG)= !ΩF ι1 unionmulti !ΩGι2 , où ι1 (resp. ι2) est l’injection de DF (resp. DG) dans DF unionmultiDG .
Il reste alors à remarquer que !ΩF ι1 = !ΩF ′ car F ι1 et F ′ sont des variants l’un de l’autre. De
même !ΩGι2 = !ΩG′. Finalement, on a ](A+B)⊂ ]A¯ ]B ce qui permet de conclure. ,
§8.5.9 LEMME.
Soit A une conduite, φ,ψ des délocalisations disjointes. Il existe un projet gagnant dans
A(φ(A)&˜ψ(A)
Démonstration. On définit c=Faxφ⊗0ψ(V A )+Faxψ⊗0φ(V A ). Alors pour tout a ∈A :
c ::a=φ(a)⊗0ψ(V A )+ψ(a)⊗0φ(V A )
Donc c ∈A(φ(A)&˜ψ(A). De plus, c est evidemment gagnant. ,
§8.5.10 PROPOSITION.
Soit A un comportement, φ,ψ des délocalisations disjointes. Il existe un projet gagnant dans
?φ(A)
&
?ψ(A)( ?A
Démonstration. Si f ∈ ?φ(A) &?ψ(A), alors f ∈ ?(φ(A)⊕˜ψ(A)) par la Proposition §8.5.8. De plus,
on a un projet c dans A‹( φ(A‹)&˜ψ(A‹) par le lemme précédent. On peut alors utiliser la
promotion fonctorielle et obtenir c′ ∈ !A‹( !(φ(A‹)&˜ψ(A‹)). Donc c′ est dans ?φ(A)⊕˜ψ(A)(
?A. Finalement, en composant, on obtient f ::c′ dans ?A. Donc c′ implémente la contraction
et est gagnant du fait que c est gagnant et que la promotion fonctorielle est obtenue par
composition avec un projet gagnant. ,
§8.5.11 COROLLAIRE.
Soit A,B des comportements, φ,ψ des délocalisations respectives. Alors il existe un projet ga-
gnant dans la conduite
!(A&B)( !φ(A)⊗ !ψ(B)
Démonstration. C’est l’interprétation de la dérivation suivante dans le calcul que l’on définira
plus tard :
ax
 A, A‹; ⊕d,2
 A‹⊕B‹, A
!
!(A & B); !A
ax
B,B‹; ⊕d,1
 A‹⊕B‹,B
!
!(A & B); !B
⊗pol!(A & B), !(A & B); !A⊗ !B
ctr
!(A & B); !A⊗ !B
Le fait qu’il soit gagnant est une conséquence du théorème d’adéquation §8.5.39. ,
4. L’implication a ∈ A⇒ a+λ0 ∈ A vient de la définition des comportements, la réciproque se montre en remar-
quant que a+λ0−λ0 est équivalent à a.
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Conduites Polarisées
Définitions
§8.5.12 Les morphologies pérennes/co-pérennes ne sont pas entièrement satisfaisantes. En particu-
lier, nous ne savons pas montrer qu’une implication A(B est pérenne ou co-pérenne, lorsque
A est une conduite pérenne (resp. co-pérenne) et B est une conduite co-pérenne (resp. pé-
renne). Ceci est gênant pour l’interprétation du calcul des séquents : la règle de promotion
doit être associée à une règle faisant intervenir des comportements afin de rester dans le
cadre des comportements (grâce à la Propostion §8.3.26). En effet, un séquent ` ?Γ, !A serait
interprété par une conduite ni pérenne ni co-pérenne en général. Les séquents considérés
doivent donc nécessairement contenir des comportements.
§8.5.13 On présente donc ici une morphologie alternative à l’approche pérenne/co-pérenne. L’idée est
de relâcher quelque peu la notion de conduite pérenne afin d’obtenir la notion de conduite
négative. L’intérêt est que les conduites positives/négatives gardent les mêmes propriétés que
les conduites pérennes/co-pérennes tout en interagissant mieux avec les différents connec-
teurs. En particulier, on pourra interpréter la promotion fonctorielle habituelle (non associée
à un ⊗), et on pourra utiliser la règle de contraction dans un cas plus général.
§8.5.14 DÉFINITION (CONDUITES POLARISÉES).
Une conduite positive P est une conduite close par inflation contenant les démons :
– p ∈P⇒ p+λ0 ∈P ;
– ∀λ ∈R− {0}, Daiλ = (λ, (V P ,;)) ∈P.
Une conduite N est négative lorsque N‹ est positive.
§8.5.15 PROPOSITION.
Une conduite pérenne est négative. Une conduite co-pérenne est positive.
Démonstration. On a déjà montré que les conduites co-pérennes sont closes par inflation (Pro-
position §8.3.19) et contiennent les démons (Proposition §8.3.22). ,
§8.5.16 PROPOSITION.
Une conduite A est négative si et seulement si :
– A ne contient que des projets sans mise ;
– a ∈A⇒ 1A 6= 0.
Démonstration. Si A‹ est positive, alors c’est une conduite non vide close par inflation, donc
A ne contient que des projets sans mise par la Proposition §7.1.28. Par conséquent, si a ∈A,
on a ¿a,DaiλÀ=λ1A donc la condition ¿a,DaiÀ 6= 0 implique que 1A 6= 0.
Inversement, si A vérifie les conditions énoncées, alors on distingue deux cas. Si A est vide,
alors il est évident que A‹ est positive. Sinon, A est un ensemble non vide de projets de
mise nulle, donc A‹ est clos par inflation. De plus, ¿a,DaiÀ= 1Aλ 6= 0 du fait de la seconde
condition et donc Dai ∈A‹. Finalement, A‹ est positive, donc A est négative. ,
§8.5.17 Les conduites polarisées n’interagissent pas extrêmement bien avec les connecteurs &˜ et ⊕˜.
En effet, si A,B sont des conduites négatives, la conduite A&˜B est engendrée par un ensemble
de projets de mise nulle, mais ne vérifiera pas la seconde condition des conduites négatives.
De même, si A,B sont positives, alors A&˜B vérifiera naturellement la propriété d’inflation,
mais contiendra le projet Dai0 (ce qui implique que tout élément c dans le polaire est tel que
1C = 0). Nous ne pouvons pas non plus dire quoique ce soit sur A&˜B lorsque A est positive et B
négative, sauf qu’il est clos par inflation. Cependant, les connecteurs ⊗,&, &,⊕ interagissent
bien avec ces morphologies.
Conduites polarisées et connecteurs
§8.5.18 PROPOSITION.
Le tenseur de conduites négatives est une conduite négative. Le & de conduites négatives est
une conduite négative. Le ⊕ de conduites négatives est une conduite négative.
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Démonstration. On a A⊗B = ; si A ou B est vide, ce qui nous laisse à traiter le cas non
vide. Dans le cas non vide, A⊗B= (A¯B)‹‹ est le bi-orthogonal d’un ensemble non vide de
projets sans mises. Donc (A⊗B)‹ est clos par inflation. De plus¿a⊗b,DaiÀ= 1B1Aλ qui est
non nul car 1A ,1B sont non nuls. Donc Dai ∈ (A⊗B)‹, ce qui montre que A⊗B est négative
puisque (A⊗B)‹ est positive.
L’ensemble A‹↑B contient les démons car Daiλ ⊗ 0 = Daiλ, et Dai ∈ A‹. Il vérifie de plus
l’inflation car (b+λ0)⊗0 = b⊗ 0+λ0. Donc ((A‹)↑B)‹ est négatif. De même, ((B‹)↑B)‹ est
négatif et donc l’intersection est bien négative puisque les propriétés des conduites négatives
sont préservées par intersection. Par conséquent, A&B est bien une conduite négative.
Dans le cas de ⊕, on utilise le fait que A⊕B= (A↑B∪B↑A)‹. Si a ∈A, a⊗0= b est de mise nulle
et vérifie 1B = 1A 6= 0. Si A est vide, (A↑B)‹ est positif. Si A n’est pas vide, alors la Proposition
§7.1.29 nous permet d’affirmer que (A↑B)‹ est close par inflation. De plus, le fait que tout
élément a⊗0 = b vérifie 1B 6= 0 implique que Daiλ ∈ (A↑B)‹ pour tout λ 6= 0. Donc (A↑B)‹
est positive. Par conséquent, A↑B est négative. On montre de même que B↑A est négative.
On en déduit que A↑B ∪B↑A ne contient que des projets c sans mise et tels que 1C 6= 0. Par
conséquent, A⊕B est négative. ,
§8.5.19 COROLLAIRE.
Le
&
de deux conduites positives est une conduite positive, le & de deux conduites positives est
une conduite positive, et le ⊕ de deux conduites positives est une conduite positive.
§8.5.20 COROLLAIRE.
Si A est négative et B positive, A(B= (A⊗B‹)‹ est positive.
§8.5.21 PROPOSITION.
Soit A positive et B négative. Alors A⊗B est une conduite positive.
Démonstration. Soit f ∈ (A⊗B)‹ = B(A‹. Alors pour tout élément b ∈ B, f ::b = (1B f +
1F b,F ::B) est dans A‹. Comme A‹ est négatif, on en déduit que 1F1B 6= 0 et 1B f +1F b =
0. Donc 1F 6= 0. De plus, B est une conduite négative, donc 1B 6= 0 et b = 0. La condition
1B f +1F b= 0 devient alors 1B f = 0, c’est-à-dire f = 0.
Donc (A⊗B)‹ est une conduite négative, et finalement A⊗B est une conduite positive. ,
§8.5.22 COROLLAIRE.
Si A,B sont des conduites négatives, A(B est une conduite négative.
Démonstration. On a A(B= (A⊗B‹)‹. On vient de montrer que A⊗B‹ est une conduite
positive, donc A(B est une conduite négative. ,
§8.5.23 PROPOSITION.
Le tenseur d’une conduite négative et d’un comportement est un comportement.
Démonstration. Soit A une conduite négative et B un comportement. Si A ou B est vide (ou
les deux), (A⊗B)‹ est égal à TV A∪V B et on a terminé. On suppose donc que A et B sont non
vides.
Comme A,B ne contiennent que des projets de mise nulle, l’ensemble {a⊗b | a ∈A,b ∈B}
ne contient que des projets de mise nulle. Donc (A⊗B)‹ est clos par inflation : c’est une
conséquence de la Proposition §7.1.29. Supposons qu’il existe f ∈ (A⊗B)‹ tel que f 6= 0. Soit
a ∈A et b ∈B. Alors¿f,a⊗bÀ= f 1B1A+JF, A ::BK. Comme 1A 6= 0, on peut poser µ=−JF, A∪
BK/(1A f ), et b+µ0 ∈B puisque ce dernier est clos par inflation. On a alors :
¿f,a⊗ (b+µ0)À = f 1A(1B+µ)+ JF, A ::(B+µ0)K
= f 1A
−JF, A∪BK
1A f
+ JF, A ::BK
= 0
Ceci est une contradiction, puisque f ∈ (A⊗B)‹. Donc f = 0.
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FIGURE 8.11 – Connecteurs et Polarisation
Finalement, on a montré que (A⊗B)‹ est clos par inflation et ne contient que des projets
de mise nulle. ,
§8.5.24 COROLLAIRE.
Si A est une conduite négative et B un comportement, A(B est un comportement.
§8.5.25 PROPOSITION.
L’affaiblissement (à gauche) des conduites négatives est satisfait.
Démonstration. Soit A,B des conduites, et N une conduite négative. Soit f ∈ A(B. On va
montrer que f⊗0V N est un élément de A⊗N(B. Pour cela, on choisit a ∈A et n ∈N. Alors
pour tout b′ ∈B‹,
¿(f⊗0) ::(a⊗n),b′À
= ¿f⊗0, (a⊗n)⊗bÀ
= ¿f⊗0, (a⊗b′)⊗nÀ
= 1F (1A1B′n+1N1Ab′+1N1B′a)+1N1A1B′ f + JF∪0, A∪B′∪NK
= 1F (1N1Ab′+1N1B′a)+1N1A1B′ f + JF∪0, A∪B′∪NK
= 1N (1F (1Ab′+1B′a)+1A1B′ f )+1NJF, A∪B′K
= 1N¿f,a⊗b′À
Puisque 1N 6= 0, ¿(f⊗0) ::(a⊗n),b′À 6= 0,∞ si et seulement si ¿f ::a,b′À 6= 0,∞. Donc pour
tout a⊗n ∈ A¯N, (f⊗0) ::(a⊗n) ∈ B. Cela prouve que f⊗0 ∈ A⊗N(B par la Proposition
§7.1.14. ,
Calcul des séquents
§8.5.26 Nous allons maintenant décrire un calcul des séquents se rapprochant plus du système ELL
habituel. Celui-ci fonctionne sur le même principe que le calcul présenté plus haut. Nous al-
lons à nouveau introduire trois types de formules : (C)omportements, (P)ositives, (N)égatives.
Les séquents avec lesquels nous travaillerons seront donc l’équivalent des pré-séquents que
nous avions définis.
§8.5.27 DÉFINITION.
On définit les trois types de formules — (C)omportements, (P)ositives, (N)égatives — par la
grammaire suivante :
C := X | X‹ | 0 | T | C⊗C | C &C | C⊕C | C & C | C⊗N | C &P
N := 1 | !C | !N | N⊗N | N & N | N⊕N | N &P
P := ⊥ | ?C | ?P | P &P | P & P | P⊕P | N⊗P
§8.5.28 DÉFINITION.
Un séquent ∆  Γ;Θ est tel que ∆,Θ contiennent uniquement des formules négatives, Θ
contient au plus une formule et Γ ne contient que des comportements.
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§8.5.29 DÉFINITION (SYSTÈME ELLpol).
Le système ELLpol est le système dont les règles sont données dans la Figure 8.12.
§8.5.30 REMARQUE. Malgré le fait que nous puissions considérer A&B ou A,B sont des conduites
négatives, aucune règle du calcul ELLpol ne permet de construire de telles formules. La raison
est simple : puisque dans ce cas A+B n’est pas nécessairement inclus dans A&B, nous ne
pouvons correctement interpréter la règle en général. Celle-ci peut être interprétée lorsque
le contexte contient au moins un comportement, mais une telle condition peut poser des pro-
blèmes pour l’élimination des coupures (pour les cas de commutation). Nous avons donc choisi
de présenter un système n’introduisant les additifs que sur les comportements. On remarque
cependant qu’une formule contenant des additifs entre conduites négatives peut être intro-
duite par un affaiblissement.
§8.5.31 PROPOSITION.
Le système ELLpol admet une procédure d’élimination des coupures.
Démonstration. On ne fera pas la preuve qui ne pose pas de difficultés. ,
§8.5.32 On peut alors définir une version localisée des formules, séquents et dérivations de ELLpol.
La technique est maintenant classique et ne cache aucune surprise. En donnant une inter-
prétation naturelle des formules et dérivations du système localisé, on peut alors montrer un
théorème d’adéquation localisé pour ce système.
§8.5.33 DÉFINITION.
On fixe V = {X i( j)}i, j∈N×Z un ensemble de variables localisées. Pour i ∈ N, l’ensemble X i =
{X i( j)} j∈Z sera appelé le nom de variable X i, et on appellera un élément de X i une variable
de nom X i.
Pour i, j ∈N×Z on définit le lieu ]X i( j) de la variable X i( j) comme l’ensemble
{x ∈R | 2i(2 j+1)6m< 2i(2 j+1)+1}
§8.5.34 DÉFINITION (FORMULES DE LOCELLpol).
On définit inductivement les formules de locELLpol ainsi que leur lieu comme suit :
– Les comportements :
– Une variable X i( j) de nom X i est un comportement dont le lieu est défini comme
]X i( j) ;
– Si X i( j) est une variable de nom X i, alors (X i( j))‹ est un comportement de lieu ]X i( j).
– Les constantes T]Γ sont des comportements de lieu ]Γ ;
– Les constantes 0]Γ sont des comportements de lieu ]Γ.
– Si A,B sont des comportements de lieux X ,Y tels que X ∩Y = ;, alors A⊗B (resp.
A
&
B, resp. A & B, resp. A⊕B) est un comportement de lieu X ∪Y ;
– Si A est une conduite négative de lieu X et B un comportement de lieu Y tel que
X ∩Y =;, alors A⊗B est un comportement de lieu X ∪Y ;
– Si A est une conduite positive de lieu X et B un comportement de lieu Y tel que
X ∩Y =;, alors A &B est un comportement de lieu X ∪Y ;
– Les conduites négatives :
– La constante 1 est une conduite négative ;
– Si A est un comportement ou une conduite négative de lieu X , alors !A est une
conduite négative de lieu Ω(X × [0,1]) ;
– Si A,B sont des conduites négatives de lieux X ,Y tels que X ∩Y = ;, alors A⊗B
(resp. A⊕B, resp. A & B) est une conduite négative de lieu X ∪Y ;
– Si A est une conduite négative de lieux X et B une conduite positive de lieux Y , A
&
B
est une conduite négative de lieu X ∪Y .
– Les conduites positives :
– La constante ⊥ est une conduite positive ;
– Si A est un comportement ou une conduite positive de lieu X , alors ?A est une
conduite positive de lieu Ω(X × [0,1]) ;
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– Si A,B sont des conduites positives de lieux X ,Y tels que X∩Y =;, alors A &B (resp.
A & B, resp. A⊕B) est une conduite positive de lieu X ∪Y ;
– Si A est une conduite négative de lieu X et B une conduite positive de lieu Y , A⊗B
est une conduite positive de lieu X ∪Y .
Si A est une formule, on écrira ]A le lieu de A. On définit également les séquents ∆Γ;Θ de
locELLpol lorsque :
– les formules de Γ∪∆∪Θ ont des lieux deux à deux disjoints ;
– les formules de ∆ et Θ sont des conduites négatives ;
– il y a au plus une formule dans Θ ;
– Γ ne contient que des comportements.
§8.5.35 DÉFINITION (INTERPRÉTATIONS).
On définit une base d’interprétation comme une fonction Φ qui associe à chaque nom de va-
riable X i un comportement de support [0,1[.
§8.5.36 DÉFINITION (INTERPRÉTATION DES FORMULES DE LOCELLpol).
Soit Φ une base d’interprétation. On définit l’interprétation IΦ(F) selon Φ d’une formule F
inductivement :
– Si F = X i( j), alors IΦ(F) est la délocalisation (i.e. un comportement) de Φ(X i) suivant la
fonction x 7→ 2i(2 j+1)+ x ;
– Si F = (X i( j))‹, on définit le comportement IΦ(F)= (IΦ(X i( j)))‹ ;
– Si F =T]Γ (resp. F = 0]Γ), on définit IΦ(F) comme le comportement T]Γ (resp. 0]Γ) ;
– Si F = 1 (resp. F =⊥), on définit IΦ(F) comme le comportement 1 (resp. ⊥) ;
– Si F = A⊗B, on définit la conduite IΦ(F)= IΦ(A)⊗ IΦ(B) ;
– Si F = A &B, on définit la conduite IΦ(F)= IΦ(A) &IΦ(B) ;
– Si F = A⊕B, on définit la conduite IΦ(F)= IΦ(A)⊕ IΦ(B) ;
– Si F = A & B, on définit la conduite IΦ(F)= IΦ(A)& IΦ(B) ;
– Si F = !A (resp. ?A), on définit la conduite IΦ(F)= !IΦ(A) (resp. ?IΦ(A)).
De plus, un séquent ∆` Γ;Θ sera interprété comme le &des formules de Γ et Θ et des néga-
tions des formules de ∆, que l’on écrira
&
∆‹ & &Γ & &Θ. On pourra également représenter
cette formule par la formule équivalente
⊗
∆( (
&
Γ
&
&
Θ).
§8.5.37 DÉFINITION (INTERPRÉTATION DES PREUVES DE LOCELLpol).
Soit Φ une base d’interprétation. On définit l’interprétation d’une preuve IΦ(pi) — un projet
— inductivement :
– si pi consiste uniquement en une règle axiome introduisant ` (X i( j))‹, X i( j′), on définit
IΦ(pi) comme le projet Fax défini par la translation x 7→ 2i(2 j′−2 j)+ x ;
– si pi consiste uniquement en une règle T]Γ, on définit IΦ(pi)= 0]Γ ;
– si pi consiste uniquement en une règle 1d , on définit IΦ(pi)= 0; ;
– si pi est obtenue à partir de pi′ par une règle
&
, ⊗polg ,
&pol
d ,
&mix, ou 1g, alors IΦ(pi) =
IΦ(pi′) ;
– si pi est obtenue à partir de pi1 et pi2 par une règle ⊗, ⊗pold ,
&pol
g ou ⊗mix, on définit
IΦ(pi)= IΦ(pi1)⊗ IΦ(pi′) ;
– si pi est obtenue à partir de pi′ par une règle aff ou ⊕i introduisant une formule de lieu
V , on définit IΦ(pi)= IΦ(pi′)⊗0V ;
– si pi de conclusion `Γ, A0&A1 est obtenue à partir de pi0 et pi1 par une règle &, on définit
l’interprétation de pi comme dans le cas & du Chapitre 7 ;
– si pi est obtenue à partir de pi′ par une règle de promotion ! ou !pol , on applique l’implé-
mentation de la promotion fonctorielle à !IΦ(pi′) n−1 fois, où n est le nombre de formules
dans le séquent ;
– si pi est obtenue à partir de pi par une règle de contraction ctr, on coupe celle-ci avec
l’implémentation de la contraction décrite dans la Proposition §8.4.5 ;
– si pi est obtenue à partir de pi1 et pi2 par une règle de coupure cut ou cutpol , on définit
IΦ(pi)= IΦ(pi1)t IΦ(pi2).
§8.5.38 On obtient alors un résultat d’adéquation localisé pour le système locELLpol, qui nous permet
d’obtenir le théorème suivant.
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§8.5.39 THÉORÈME.
Soit Φ une base d’interprétation, pi une preuve de ELLpol de conclusion ∆  Γ;Θ, et e une
énumération des occurrences de variables dans les axiomes de pi. Alors IΦ(pie) est un projet
gagnant dans IΦ(∆e `Γe;Θe).
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ax
C‹,C;
∆1Γ1; N ∆2, NΓ2;Θ
cutpol
∆1,∆2Γ1,Γ2;Θ
∆1Γ1,C;Θ ∆2Γ2,C‹;
cut
∆1,∆2Γ1,Γ2;Θ
(a) Groupe Identité
∆1Γ1,C1;Θ ∆2Γ2,C2; ⊗
∆1,∆2Γ1,Γ2,C1⊗C2;Θ
∆Γ,C1,C2;Θ
&
∆Γ,C1
&
C2;Θ
∆, N1, N2Γ;Θ ⊗polg
∆, N1⊗N2Γ;Θ
∆1Γ1; N1 ∆2Γ2; N2 ⊗pold∆1,∆2Γ1,Γ2; N1⊗N2
∆,P‹1 Γ; N2 &pol
d∆Γ;P1
&
N2
∆1Γ1;P‹1 ∆2, N2Γ2;Θ &pol
g
∆1,∆2,P1
&
N2Γ1,Γ2;Θ
∆,P‹Γ,C;Θ
&mix
∆Γ,P &C;Θ
∆1Γ1; N ∆2Γ2,C;Θ ⊗mix
∆1,∆2Γ1,Γ2, N⊗C;Θ
1d;1
∆Γ;Θ
1g
∆,1Γ;Θ
(b) Groupe Multiplicatif
∆Γ,Ci;Θ ⊕i
∆Γ,C1⊕C2;Θ
∆Γ,C1;Θ ∆Γ,C2;Θ
&
∆Γ,C1 & C2;Θ
>
∆Γ,>;Θ Pas de règles pour 0.
(c) Groupe Additif
∆Γ; N
!pol
!∆, !Γ‹; !N
∆Γ,C;
!
!∆, !Γ‹; !C
∆, !C, !CΓ;Θ
ctr (C comportement)
∆, !CΓ;Θ
∆Γ;Θ
aff
∆, NΓ;Θ
(d) Groupe Exponentiel
FIGURE 8.12 – Calcul des séquents ELLpol
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§9.1 Dans ce chapitre, on étudie deux choix particuliers de la fonction de quantification des circuits.
On travaillera uniquement dans le cadre de l’adjonction des 1-circuits Ad2, et on considèrera
les fonctions x 7→∞ et x 7→ − log(1− x). Nous commencerons par montrer certaines propriétés
de la fonction de quantification des circuits q(x)=− log(1−x). On montrera alors que, si l’on se
restreint à certains graphes, on peut associer à tout graphe un opérateur hermitien de norme
au plus 1 dans le facteur hyperfini. Ce plongement des graphes s’étend aux projets : on associe
à tout projet (a, A) un projet hyperfini a ·+ ·α+Φ(A). Ce plongement nous permettra ensuite
de comprendre les liens entre les graphes d’interaction et la géométrie de l’interaction dans
le facteur hyperfini.
9.1 Circuits et Déterminant
§9.1.1 La première fonction de quantification qui nous intéresse dans ce chapitre est la fonction
constante q(x) = ∞. Cette fonction possède une propriété particulière : si F,G sont deux
graphes, alors JF,GK = Ji(F),i(G)K, où les graphes i(F),i(G) sont obtenus à partir de F
et G en regroupant les arêtes. La mesure de l’interaction induite est donc invariante par
cette opération de contraction des arêtes. Cela permet donc de se ramener au cas des graphes
simples (ayant au plus une arête entre deux sommets fixés), c’est-à-dire au cas de matrices
finies. La seconde fonction de quantification est la fonction q(x) 7→ − log(1− x). Il se trouve
que la mesure de l’interaction induite par cette fonction est aussi invariante par contraction
des arêtes, ce que nous allons montrer dans la section suivante. Nous montrerons alors que
la mesure de l’interaction induite entre deux graphes est reliée au déterminant des matrices
induites.
La Propriété de Contraction
§9.1.2 Dans cette partie, nous fixons la fonction m : [0,1]→R∪ {∞} définie par m(1) =∞ et m(x) =
− log(1− x) pour x ∈ [0,1[. Le choix de cette fonction − log(1− x) est essentiel afin d’obtenir la
proposition §9.1.6, qui est le résultat clé permettant de construire la correspondance entre
le cadre des graphes et la géométrie de l’interaction de Girard. En effet, nous verrons dans
la dernière section (théorème §9.3.11) que la mesure que nous venons de définir correspond
exactement à celle définie par Girard en terme de déterminant.
§9.1.3 DÉFINITION (GRAPHES SIMPLES).
Un graphe G est dit simple lorsqu’il n’existe pas plus d’une arête entre deux sommets donnés,
c’est-à-dire lorsque pour tout v,w ∈VG , Card(EG(v,w))6 1.
§9.1.4 DÉFINITION.
À partir d’un graphe orienté pondéré G, on définit un graphe simple pondéré i(G) dont les
poids sont dans R>0∪ {∞} :
Vi(G) = VG
Ei(G) = {(v,w) | ∃e ∈EG , sG(e)= v, tG(e)=w}
ωi(G) : (v,w) 7→ ∑
e∈EG (v,w)
ωG(e)
Lorsque les poids de i(G) sont dans R>0 (c’est-à-dire que ωi(G) ne prend pas la valeur ∞),
on dira que i(G) est total.
§9.1.5 On rappelle que la mesure de l’interaction entre deux graphes associée à la fonction de quan-
tification m(x)=−log(1− x) est définie par :
JF,GK= ∑
pi∈C (F,G)
−log(1−ω(pi))
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Pour énoncer la prochaine proposition, on étend la définition de JF,GK aux graphes ayant des
arêtes de poids supérieur à 1 en posant :
JF,GK= ∑
pi∈C (F,G)
∞∑
k=1
(ωFG(pi))k
k
ce qui nous permet de considérer Ji(G),i(H)K.
§9.1.6 PROPOSITION.
Soit G,H deux graphes orientés pondérés. On a :
JG,HK= JG,i(H)K
La preuve de cette proposition repose sur le lemme technique suivant et ses corollaires.
§9.1.7 LEMME.
Soit G un graphe orienté pondéré, et e1, e2 des arêtes de même sources et buts de poids res-
pectifs x1, x2. Soit G′ le graphe obtenu à partir de G en remplaçant e1, e2 par une unique
arête g de poids x1+ x2. Soit p¯i un 1-circuit dans G′ contenant g exactement l fois, c’est-à-dire
p¯i = ρ1 gρ2 g . . .ρl g où pour tout 1 6 i 6 l le chemin ρ i ne contient pas g. On notera F,E les
ensembles :
F = {µ= ρ1e i1,1 . . .ρl e i1,lρ1e i2,1 . . .ρl e i2,l . . .ρ1e im,1 . . .ρl e im,l }
E = {µ ∈ F | µ est un 1-cycle}
Alors E¯ représentera l’ensemble des 1-circuits dans E, c’est-à-dire que E¯ est égal au quotient
de l’ensemble E par l’action des permutations cycliques sur les cycles. On a alors l’égalité sui-
vante :
− log(1−ωG′ (p¯i))= ∑
µ¯∈E¯
− log(1−ωG(µ¯))
Démonstration. On notera yi le poids du chemin ρ i. Alors :
− log(1−ωG′ (p¯i)) = ∑
k>1
(
(x1+ x2)l y1 . . . yl
)k
k
= ∑
k>1
1
k
(
l∏
j=1
(
(x1+ x2)yj
)k)
= ∑
k>1
1
k
(
l∏
j=1
(
k∑
i=0
(
k
i
)
xi1x
k−i
2 y
k
j
))
On notera Fkj l’ensemble des chemins {ρ j xi1 . . .ρ j xik | 0 6 i p 6 n}. Puisqu’il y a exacte-
ment
(k
i
)
éléments µ de Fkj tels que µ contient e1 exactement i fois, on a
∑k
i=0
(k
i
)
xi1x
k−i
2 y
k
j =∑
µ∈Fkj ω
G(µ).
De plus, il y a une bijection entre Fk = {µ ∈ F | |µ| = k} et le produit Fk1 ×Fk2 ×·· ·×Fkl . On
obtient donc :
− log(1−ωG′ (p¯i)) = ∑
k>1
1
k
 l∏
j=1
 ∑
µ∈Fkj
ωG(µ)


= ∑
k>1
1
k
( ∑
µ∈Fk
ωG(µ)
)
Maintenant, si µ est un élément de Fk, c’est un d-cycle pour un entier d divisant k (ce que
l’on notera d |k). Cela signifie qu’il existe un élément ν ∈Ek/d tel que µ= νd . Par la Proposition
206 9. CIRCUITS ET OPÉRATEURS
§5.1.12, sa classe d’équivalence ν¯ modulo permutations cycliques est de cardinal k/d. Donc,
puisque E¯k/d est l’ensemble des classes d’équivalences modulo permutations cycliques des
éléments de Ek/d , on obtient :
− log(1−ωG′ (p¯i)) = ∑
k>1
∑
d|k
∑
ν∈Ek/d
(ωG(ν))d
k
= ∑
k>1
∑
d|k
∑
ν¯∈E¯k/d
k
d
(ωG(ν¯))d
k
= ∑
ν¯∈E¯
∑
d>1
(ωG(ν¯))d
d
,
Par une simple récurrence, on peut alors généraliser ce résultat à un nombre fini arbitraire
d’arêtes e1, . . . , en.
§9.1.8 COROLLAIRE.
Soit G un graphe, et e1, . . . , en des arêtes de mêmes sources et buts, de poids respectifs x1, . . . , xn.
Soit G′ le graphe obtenu à partir de G en remplaçant e1, . . . , en par un unique arête g de poids∑n
i=1 xi. Soit p¯i un 1-circuit dans G
′ traversant g exactement l fois, c’est-à-dire p¯i= ρ1 gρ2 g . . .ρl g
où pour tout 16 i6 l le chemin ρ i ne contient pas g. On notera F,E les ensembles :
F = {µ= ρ1e i1,1 . . .ρl e i1,lρ1e i2,1 . . .ρl e i2,l . . .ρ1e im,1 . . .ρl e im,l }
E = {µ ∈ F | µ est un 1-cycle}
On notera E¯ l’ensemble des 1-circuits dans E, i.e. E¯ est le quotient de E par l’action des per-
mutations cycliques. Alors on a l’égalité :
− log(1−ωG′ (p¯i))= ∑
µ¯∈E¯
− log(1−ωG(µ¯))
Mais ce résultat peut même se généraliser à un ensemble infini d’arêtes.
§9.1.9 COROLLAIRE.
Soit G un graphe, et (e i)i∈N des arêtes de mêmes sources et buts. Pour tout i ∈ N, on notera
xi le poids de e i dans G. Soit G′ le graphe obtenu à partir de G en remplaçant e0, . . . , en, . . .
par une unique arête g de poids
∑
i∈N xi. On considèrera un 1-circuit p¯i dans G′ qui traverse g
exactement l fois, i.e. p¯i = ρ1 gρ2 g . . .ρl g où pour tout 16 i6 l le chemin ρ i ne contient pas g.
On notera F,E les ensembles :
F = {µ= ρ1e i1,1 . . .ρl e i1,lρ1e i2,1 . . .ρl e i2,l . . .ρ1e im,1 . . .ρl e im,l }
E = {µ ∈ F | µ is a 1-cycle}
On écrira E¯ l’ensemble des 1-circuits dans E, i.e. E¯ est le quotient de E par l’action des permu-
tations cycliques. On a alors l’égalité suivante :
− log(1−ωG′ (p¯i))= ∑
µ¯∈E¯
− log(1−ωG(µ¯))
Démonstration. On introduit tout d’abord quelques notations. On considèrera les ensembles
F6i définis, pour tout i ∈N, comme l’ensemble des cycles pi dans F tels que ek ∈ pi⇒ k 6 i.
On peut alors définir Fi = F6i −F6i−1 pour i 6 1 et F0 = F60 par convention. Remarquons
que (Fi)i∈N est une partition de F. Suivant les notations déjà introduites, on notera E i (resp.
E6i) l’ensemble des 1-cycles dans Fi (resp. F6i) et par E¯ i (resp. E¯6i) l’ensemble de 1-circuits
correspondant.
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Alors, en utilisant la continuité du logarithme et le corollaire précédent, on a :
− log(1−ωG′ (p¯i)) = lim
n→∞− log(1− (
n∑
i=0
xi)y)
= lim
n→∞
∑
µ¯∈E¯6n
− log(1−ωG(µ¯))
= lim
n→∞
n∑
i=0
∑
µ¯∈E¯ i
− log(1−ωG(µ¯))
=
∞∑
n=0
∑
µ¯∈E¯ i
− log(1−ωG(µ¯))
= ∑
µ¯∈E¯
− log(1−ωG(µ¯))
,
Preuve de la Proposition §9.1.6.
En utilisant le lemme précédent (§9.1.7) et ses corollaires (§9.1.8, §9.1.9), on déduit que le
fait de contracter toutes les arêtes de même source et même but ne change pas la mesure de
l’interaction.
On obtient alors le résultat général énoncé dans la Proposition §9.1.6 en itérant ce résultat
sur l’ensemble des ensembles d’arêtes EH(v,w) (v,w ∈V H) dans le graphe H. ,
§9.1.10 PROPOSITION (PROPRIÉTÉ CYCLIQUE).
Soit F,G,H des graphes d’opérateurs tels que V F ∩VG ∩V H = ;. Supposons que i(G ::H) et
i(H ::F) sont totaux. On a alors :
JF,i(G ::H)K+ JG,HK= JG,i(H ::F)K+ JH,FK
Démonstration. C’est un corollaire immédiat de la Proposition §9.1.6 et de la propriété cy-
clique sur les graphes. ,
§9.1.11 COROLLAIRE (ADJONCTION).
Soit F,G,H des graphes d’opérateurs tels que VG ∩V H =;. Supposons que i(F ::G) est total.
On a alors : JF,G∪HK= JF,GK+ Ji(F ::G),HK
Contraction et Vérité
§9.1.12 On montre dans cette section comment la notion de vérité définie sur les graphes peut être
ramenée à la condition : la matrice Mi(A) est une symétrie partielle. Cela nous permettra
dans le chapitre suivant de montrer les liens entre notre notion de gain et celle de la géométrie
de l’interaction.
§9.1.13 On notera Ak le graphe des chemins de longueur k dans le graphe A.
De plus, on définit ce qui correspond intuitivement à la généralisation aux graphes de la
trace des matrices :
Tr(A)= ∑
v∈V A
∑
e∈EA (v,v)
ωA(e)
On dira de plus qu’un graphe G est symétrique lorsque pour tous sommets v,w il existe
une bijection préservant la pondération entre EG(v,w) et EG(w,v).
§9.1.14 DÉFINITION (PROJETS GAGNANTS).
Un projet a= (a, A) est gagnant lorsque a= 0, et que la matrice des poids du graphe i(A) est
une symétrie partielle, c’est-à-dire lorsque i(A) est symétrique et total, et tel que (i(A))3 =
i(A). Le projet a est dit fortement gagnant lorsque de plus Tr(A)= 0.
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§9.1.15 PROPOSITION.
Si a= (0, A) est gagnant, le graphe i(A) est une union disjointe de transpositions et de points
fixes. Si a est fortement gagnant, i(A) ne contient pas de points fixes.
Démonstration. Le fait que i(A) soit symétrique et satisfasse (i(A))3 =i(A) implique qu’un
sommet donné ne peut être la source de plus d’une arête, ni être le but de plus d’une arête.
En effet, soit e = (v,w) et f = (w, z) deux sommets dans i(A). Alors il existe des arêtes e−1 et
f −1 respectivement de w sur v et de z sur w. Il y a alors dans i(A)3 plus d’une arête entre v
et w, par exemple ee−1e et e f −1 f . On en déduit que (i(A))3 ne peut être égal à i(A).
De plus, (i(A))3 = i(A) implique que tous les poids sont égaux à 1 (puisque tous les
poids λ satisfont λ3 = λ), ce qui signifie que i(A) est le graphe d’une union disjointe de
transpositions et de points fixes. Cependant, i(A) ne peut contenir de points fixes, puisque
Tr(A)=Tr(i(A))= 0. Finalement i(A) est une union disjointe de transpositions.
On remarque de plus que si a est fortement gagnant, on a
∑
v∈V A
∑
e∈EA (v,v)ω
A(e) = 0.
Comme il s’agit d’une somme d’éléments strictement positifs, on en déduit qu’elle ne contient
aucuns termes, c’est-à-dire que pour tout v ∈ V A , l’ensemble EA(v,v) est vide. En d’autres
termes, si a est fortement gagnant, alors i(A) ne contient pas de points fixes. ,
§9.1.16 Le résultat précédent permet donc de faire le lien entre la notion de projet gagnant présentée
dans les Chapitres 6, 7 et 8 et la notion de projet fortement gagnant que nous venons de défi-
nir. Par la Proposition §9.1.6, lorsque l’on a fixé m(x)=−log(1−x) (c’est également vrai dans le
cas m(x)=∞) tout projet a= (a, A) est universellement équivalent au projet i(a)= (a,i(A)).
Ainsi, tout projet fortement gagnant au sens de la Définition §9.1.14 est universellement
équivalent à un projet gagnant au sens des Chapitres 6, 7 et 8. Ce résultat permet de mon-
trer que si a est un projet gagnant, le projet hyperfini Φ(a) (défini au paragraphe §9.3.10)
est prometteur au sens de la Définition §10.2.17 par rapport à l’angle définit comme D⊗A
où D est l’algèbre diagonale correspondant à la base fixée au paragraphe §9.3.1 et A est une
sous-algèbre commutative maximale de R.
§9.1.17 DÉFINITION (VÉRITÉ).
Un conduite est (fortement) vraie si elle contient un projet (fortement) gagnant.
§9.1.18 THÉORÈME (CONSISTANCE).
Les conduites A et A‹ ne peuvent être simultanément vraies. A fortiori, elles ne peuvent donc
non plus être simultanément fortement vraies.
Démonstration. Soit a = (0, A) et b = (0,B) deux projets gagnants respectivement dans A et
A‹. Tous les poids de i(A) et i(B) étant égaux à 1 d’après la proposition §9.1.15, si le graphe
i(A)i (B) ne contient pas de 1-circuits, on a Ji(A),i(B)K = JA,BK = ¿a,bÀ = 0, et s’il
contient au moins un 1-circuit on a Ji(A),i(B)K= JA,BK=¿a,bÀ=∞. Puisque ces deux cas
contredisent le fait que a‹ b, la preuve est terminée. ,
Pour montrer la compositionnalité, on utilise le lemme suivant.
§9.1.19 LEMME.
Soit A et B deux graphes. Alors
i(i(A) ::i(B))=i(A ::B)
§9.1.20 Avant de faire la preuve, on montre sur un exemple simple comment l’argument se déroule.
Prenons les deux graphes A et B de la figure 9.1. Les graphes AB et i(A)i (B) sont
représentés sur la figure 9.2. Les graphes i(A ::B) et i(i(A) ::i(B)) sont tous deux composés
d’une arête de a sur c, et leurs poids sont respectivement égaux à x1 y1+x1 y2+x2 y1+x2 y2 et à
(x1+ x2)(y1+ y2), et donc égaux. En réalité, la preuve repose uniquement sur la distributivité
de la multiplication sur l’addition.
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1 2 2 3
x1
x2
A
y1
y2
B
FIGURE 9.1 – Les graphes A (à gauche) et B (à droite)
1 2 3
x1
x2
A
y1
y2
B
1 2 3
x1+ x2
A
y1+ y2
B
FIGURE 9.2 – Les graphes AB (à gauche) et i(A)i (B) (à droite)
Démonstration. Une arête f0 dans i(i(A) ::i(B)) est un chemin alternant pi= ²1 . . .²k, où les
²i sont soit dans i(A) soit dans i(B) selon la parité de i. En écrivant si et ti la source et but
de ²i (for i = 1, . . . ,k), on peut supposer, sans perte de généralité, que pi a sa source et son but
dans i(A) : alors pour tout 06 j6 (k−1)/2, l’arête ²2 j+1 est une arête de i(A) de poids
ω(²2 j+1)=
∑
e∈EA (s2 j+1,t2 j+1
ω(e)
Similairement, pour tout 16 j6 (k−1)/2, l’arête ²2 j est dans i(B) et de poids
ω(²2 j)=
∑
e∈EB(s2 j ,t2 j)
ω(e)
Alors, le poids de pi, qui est le poids de f0, est donné par :
ω(pi)= ∏
16i6k
ω(²i)
La distribution du produit sur la somme donne :
ω(pi) = ∑
e1∈EA (s1,t1)
∑
e2∈EB(s2,t2)
. . .
∑
ek∈EA (sk ,tk)
ω(e1)ω(e2) . . .ω(ek)
= ∑
ρ∈Chem(s1,tk)A,B
ω(ρ)
= ∑
e∈EA ::B(s1,tk)
ω(e)
Le dernier terme de droite est par définition le poids de l’arête f1 de i(A ::B) dont la source
est s1 et le but tk. De plus, il est clair qu’étant donnés deux sommets v,w, il existe une arête
entre v et w dans i(i(A) ::i(B)) si et seulement si il existe une arête entre v et w dans
i(A ::B). Puisque nous venons de montrer que les poids ce ces deux arêtes sont égales, les
deux graphes sont égaux. ,
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§9.1.21 THÉORÈME (COMPOSITIONNALITÉ).
Si f et a sont des projets gagnants respectivement dans A(B et A, alors l’application f ::a est
également un projet gagnant. De plus, si f,a sont fortement gagnants, alors f ::a est fortement
gagnant.
Démonstration. Soit f= (0,F) et a= (0, A) les deux projets gagnants ; on écrirai( f )= (0,i(F))
et i(a) = (0,i(A)). On montre que b = (b,B), le résultat de la réduction i(f) ::i(a), est effec-
tivement gagnant. Étant la réduction de deux graphes symétriques, B est symétrique. Le
fait que i(A) soit symétrique et satisfasse i(A)3 = i(A) implique qu’un sommet donné ne
peut être la source ou le but de plus d’une arête (voir la preuve de la Proposition §9.1.15).
Puisque ceci est également vrai de i(F), il est clair que chaque sommet dans B est la source
(resp. le but) d’au plus une arête, et cela implique, combiné au fait que B soit symétrique, que
i(B)3 =B=i(B).
L’unique question restante est celle de la mise. Puisque tous les poids apparaissant dans
F et A sont égaux à 1, on a b=¿a, fÀ= 0 ou bien b=¿a, fÀ=∞. Mais puisque la mise d’un
projet ne peut être égale à ∞, on a b= 0, de quoi on déduit que b est gagnant. Cale implique,
par le lemme §9.1.19, que f ::a est gagnant.
Supposons maintenant que f,a soient fortement gagnants, et que f ::a ne le soit pas. Cela
signifie que i(F :: A) contient au moins un point fixe, c’est-à-dire qu’il existe un sommet v ∈
Vi(F :: A) et une arête e ∈ Ei(F :: A)(v,v). Or une telle arête est un chemin {e i}ni=0. Étant donné
que la source de e0 est égale au but de en, on a nécessairement 1 en = e∗0. On peut alors
montrer par une simple induction que le chemin {e i} vérifie en−i = e∗i . Étant donné que ce
chemin est alterné, ceci n’est possible que si le longueur de ce chemin est impaire (n= 2k) et
que ek = e∗k, c’est-à-dire si ek est un point fixe. Or ek est une arête de i(A) ou de i(F) et ne
peut donc être un point fixe. ,
Circuits et Déterminant
§9.1.22 Dans cette section on montre certains résultats sur les matrices faisant apparaitre les connec-
tions entre les opérations que nous avons définies sur les graphes et certaines notions d’al-
gèbre linéaire. Ces résultats nous conduiront à la preuve que notre cadre, lorsque restreint
à une certaines classe de graphes, se plonge dans la géométrie de l’interaction de Girard
[Gir11a]. Dans cette section, nous utiliserons des notions d’algèbres d’opérateurs qui ne sont
pas nécessairement familières au lecteur. Les résultats et définitions que nous utiliserons
peuvent être trouvées dans le chapitre 3.
Étant donné que les objets de la géométrie de l’interaction de Girard [Gir11a] sont des opé-
rateurs hermitiens de norme 6 1, nous allons restreindre nos objets à la classe des graphes
correspondant aux matrices hermitiennes de norme 6 1. On montre ensuite que les diverses
définitions que nous avons introduites sur les graphes peuvent être traduites en termes d’opé-
rations algébriques. En particulier, nous montrerons que l’adjonction est toujours valide, ce
qui implique que cette restriction définit une géométrie de l’interaction en suivant les mêmes
constructions que celles des graphes d’interaction. De plus, les définitions algébriques corres-
pondant aux définitions que nous avons données sur les graphes se révèleront (dans la section
suivante) être exactement les définitions de la géométrie de l’interaction dans le facteur hy-
perfini.
§9.1.23 SoitH un espace de Hilbert de dimension infinie (dénombrable). On fixe une base orthonormée
(e i)i∈N de H. Étant donné un ensemble fini S ⊂N, il existe une projection sur le sous-espace
engendré par {e i | i ∈ S} que nous noterons pS . La restriction pSB(H)pS est alors isomorphe à
l’algèbre de matricesMn(C) où n est le cardinal de S. Tous les graphes que nous considèrerons
dans cette section seront définis sur un ensemble sommets qui est une partie finie de N.
§9.1.24 DÉFINITION (MATRICE DES POIDS LOCALISÉE).
Si G est un graphe simple pondéré, la matrice des poids MG de G définit un opérateur dans
1. On rappelle que dans un graphe F qui est une union disjointe de transpositions, on note, pour toute arête
e ∈EF (v,w), par e∗ l’unique arête dans EF (w,v).
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pVGB(H)pVG (et par conséquent dans B(H)) dont la matrice est MG dans la base {e i}i∈VG .
Nous ferons un abus de notations et écrirons MG cet opérateur, la matrice des poids localisée
de G.
§9.1.25 DÉFINITION (GRAPHE D’OPÉRATEUR).
On appellera graphe d’opérateur un graphe orienté pondéré symétrique simple G tel que
‖MG‖6 1.
§9.1.26 On rappelle que si G,H sont des graphes sur le même ensemble d’arêtes, le produit MGMH
est la matrice des poids du graphe des chemins de longueur 2 dont la première arête est dans
G et la seconde est dans H. C’est l’ingrédient principal nécessaire à l’obtention des résultats
suivants.
§9.1.27 PROPOSITION.
Soit G,H des graphes d’opérateurs, et MF , MG leur matrices des poids localisées respectives.
Le produit de MF et MG en tant qu’éléments de B(H) est un opérateur dans la sous-algèbre
(pV F∪VG )B(H)(pV F∪VG ) et : JF,GK= ∞∑
k=1
Tr((MFMG)k)
k
Démonstration. Posons Tn = tr((MFMG)n)/n. On rappelle que le coefficient diagonal δi de
(MF )n est égal à la somme des poids des cycles de longueur n dans F qui commencent et
terminent en i, et que chaque chemin est compté exactement une fois. Cela signifie que dans
tr((MFMG)n) chaque circuit alternant ρ¯ est compté exactement ]ρ¯ fois, où ] ¯rho est le cardinal
de l’ensemble ρ¯ défini dans la proposition §5.1.12. Donc Tn est égal à la somme, pour tout
circuit alternant ρ¯ de longueur n dans FG, de ]ρ¯.ωFG(ρ)/n. On obtient alors que Tn est
égal à la somme, pour tout d-circuit pi de longueur n, des termes ωFG(pi)d /d (on rappelle que
ρ¯ est de cardinal n/d).
Choisissons maintenant un 1-circuit p¯i de longueur k. Nous venons de voir que chaque
termeΩpid =ωFH(pi)d /d apparaît dans
∑∞
n=1 Tn et apparaît exactement une fois (dans le terme
Tdk). En sommant ces termes, on obtient − log(1−ω(p¯i)). Finalement, en prenant la somme sur
l’ensemble des 1-circuits p¯i ∈C (F,G), on obtient l’égalité voulue. ,
§9.1.28 LEMME.
Soit a une matrice carrée telle que ‖a‖6 1. Alors, en prenant − log(0)=∞,
− log(det(1−a))=
∞∑
k=1
Tr(ak)
k
Démonstration. On remarque tout d’abord que − log(det(1− a)) = Tr(− log(1− a)), puisque 2
det(1−a)= exp(Tr(log(1−a))).
On suppose dans un premier temps que 1 n’est pas une valeur propre de a et on écrit
λ1, . . . ,λn ces valeurs propres. La branche principale du cologarithme de 1−a est définie par
la série
∑
k>1 ak/k, convergeant pour tout nombre complexe de module 1 différent de 1. La
matrice étant inversible, le logarithme de 1− a existe et ses valeurs propres sont égales à∑
k>1λki /k= log(1−λi). On a alors :
Tr(− log(1−a))=
n∑
i=1
∑
k>1
λki
k
= ∑
k>1
Tr(ak)
k
Supposons maintenant que λ1 = 1. On réécrit la somme ∑k>1 Tr(ak)/k comme
∞∑
k=1
n∑
i=1
λki
k
=
∞∑
k=1
n∑
i=1
λ2ki (
1
2k
+ λi
2k+1)
2. Cette formule est une conséquence de l’égalité det(exp(A)) = exp(Tr(A)) pour toute matrice carrée A, une for-
mule que l’on montre aisément en écrivant A en forme triangulaire.
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Ceci est égal à
∞∑
k=1
[
1
2k
+ 1
2k+1 +
n∑
i=2
λ2ki (
1
2k
+ λi
2k+1)
]
qui est minorée par
∞∑
k=1
1
2k
+ 1
2k+1
Comme cette dernière série est divergente, on en déduit que
∑∞
k=1 Tr(a
k)/k=∞. Mais, puisque
1 est une valeur propre de a, le noyau de 1− a est non trivial, et donc det(1− a) = 0, ce qui
signifie que − log(det(1−a))=∞=∑∞k=1 Tr(ak)/k. ,
§9.1.29 COROLLAIRE.
Soit F,G des graphes d’opérateurs. Le produit de MF et MG dans B(H) donne un opérateur
dans pV F∪VGB(H)pV F∪VG et
3 :
JF,GK=− log(det(1−MFMG))
Démonstration. C’est une conséquence directe de la proposition §9.1.27 et du lemme précé-
dent. ,
§9.1.30 PROPOSITION.
Soit F et G des graphes d’opérateurs. Si JF,GK 6=∞, alors i(F ::G) est total.
Démonstration. Par définition, i(F ::G) est total si et seulement si pour tout couple v,v′ de
sommets dans la différence symétrique S =V F∆VG la somme suivante converge :∑
pi∈Chem(v,v′)F,G
ωFG(pi)
Fixons v,v′ deux sommets et notons E l’ensemble des chemins alternants allant de v à v′ dans
FG qui ne contiennent pas de cycles. Alors, puisque S est fini nous savons que E est fini, et
il existe un chemin γ de poids maximal. Alors, on peut écrire :
∑
pi=(v,v′)∈Chem()F,G
ωFG(pi)6 ](E)ωFG(γ)
( ∑
pi∈C (F,G)
ωFG(pi)
)
Le membre de droite étant égal à ](E)ωFG(γ)JF,GK, on en déduit que la somme converge. ,
§9.1.31 PROPOSITION.
Soit F et G des graphes d’opérateurs, avec JF,GK 6=∞. Alors MH =Mi(F ::G) est la solution de
l’équation de rétroaction 4 entre MF et MG , et est par conséquent un graphe d’opérateur.
Démonstration. En utilisant un argument similaire à celui de la preuve précédente, on dé-
montre que pour tout couple de sommets v,v′ ∈V F ∪VG , la somme∑
pi∈Chem(v,v′)F,G
ωFG(pi)
converge. Supposons que v,v′ ∈ V F ∩VG , et puisque ωFG est toujours positif, il suit que la
somme ωFG(pi) sur tous les chemins pi commençant par une arête dans G et terminant par
une arête dans F est convergente. Ce qui signifie que <∑∞k=0(MFMG)k ev, ev′> converge pour
tout couple v,v′ ∈ V F ∩VG . Donc 1−MGMF est inversible, et la solution de l’équation de
rétroaction est un hermitien de norme au plus 1 défini par :
S = (pV F∆ F+ pVG∆ )(1−MGMF )
−1(MG pVG∆ + pV F∆ )
3. Le déterminant est bien défini : puisque V F et VG sont finis, MFMG peut s’écrire comme une matrice finie.
4. Voir Chapitre 4.
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C’est un calcul simple qui permet de montrer que S =MH . Nous écrirons V F∆ = V F −VG et
VG∆ =VG −V F . La valeur ωH((v,v′))=<MH ev, ev′>=Hv
′
v est donnée par :
Hv
′
v =

<∑∞k=0(MFMG)kMF ev, ev′> for v,v′ ∈V F∆
<MG
∑∞
k=0(MFMG)
kMF ev, ev′> for v ∈V F∆ ,v′ ∈VG∆
<MF∑∞k=0(MGMF )kMG ev, ev′> for v ∈VG∆ ,v′ ∈V F∆
<∑∞k=0(MGMF )kMG ev, ev′> for v,v′ ∈VG∆
Finalement, MH est égal à S. ,
9.2 Graphes d’interaction et premières GdI
§9.2.1 Dans cette partie, on va montrer que la fonction x 7→∞ définit une version légèrement raffi-
née du fragment multiplicatif des anciennes versions de la GoI [Gir89a, Gir88b, Gir95a]. On
montrera dans la section suivante que la seconde fonction, x 7→ − log(1−x), définit une version
combinatoire de la Géométrie de l’Interaction dans le Facteur Hyperfini (GdI5).
§9.2.2 On notera H l’espace (unique à isomorphisme près) de Hilbert séparable de dimension infinie
(par exemple, l’espace l2(N) des suites de carré sommable), et on notera {e i}i∈N une base de
H. Pour chaque sous-ensemble fini S ⊂N il existe une projection sur le sous-espace engendré
par {es | s ∈ S} que nous dénoterons pS .
Circuits et Nilpotence
§9.2.3 DÉFINITION (MATRICE D’ADJACENCE).
Soit F un graphe orienté de sommets s0, s1, . . . , sn. On définit la matrice d’adjacence de F
comme la matrice (ai, j)06i, j6n avec ai, j = 1 s’il existe une arête e telle que sF (e)= ai et tF (e)=
a j, et ai, j = 0 sinon.
§9.2.4 DÉFINITION.
Soit G un graphe. On définit M connG — la matrice d’adjacence localisée de G — comme l’opé-
rateur de pVGB(H)pVG ⊂B(H) dont la matrice dans la base {e i | i ∈VG} est la matrice d’ad-
jacence de G.
§9.2.5 PROPOSITION.
Soit a,b des projets multiplicatifs de support V , et m(x)=∞ pour x ∈]0,1]. Alors :
a‹ b⇔
 M
conn
A M
conn
B est nilpotent
1Ab+1Ba 6= 0,∞
Démonstration. On a l’implication de gauche à droite : a‹ b implique que a1B+b1A+JA,BK 6=
0,∞. Or, s’il existait un cycle dans AB, le terme de droite JA,BK serait égal à ∞. Donc
¿a,bÀ serait infini, et les projets ne seraient pas orthogonaux. Donc M connA M connB est nil-
potent et JA,BK= 0, ce qui signifie que 1Ba+b1A 6= 0,∞.
L’implication réciproque est immédiate. ,
§9.2.6 REMARQUE. Cette proposition est correcte car nous travaillons avec des graphes finis (en-
semble fini de sommets). Ce que nous prouvons en réalité est que a ‹ b si et seulement si
1Ab+1Ba 6= 0,∞ et, pour tous i, j, il n’apparaît pas de cycles dans A iB j. Dans le cas de
graphes infinis, cette condition impliquerait la nilpotence faible de l’opérateur M connA M
conn
B ,
mais pas nécessairement sa nilpotence. On obtient donc une orthogonalité proche de celle de
GoI2 [Gir88b] dans le cas infini, et proche des GdI1 et GdI2 dans le cas fini, où nilpotence et
nilpotence faibles sont indistinguables.
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§9.2.7 COROLLAIRE.
Soit a= (a, A) un projet, et a′ = (a, A′) tel queM connA′ =M connA . Alors a∼=A a′ pour toute conduite
A contenant a.
Le modèle que l’on obtient lorsque l’on choisit le paramètre m(x)=∞ peut donc être réduit,
à équivalence observationnelle près, au cas des graphes simples (au plus une arête entre deux
sommets) orientés non pondérés.
Il y a tout de même une différence entre les premières version de la GdI et le modèle que
l’on obtient avec ce paramètre. L’ajout de la mise est est une amélioration importante : sans
elle, nous aurions 1=⊥.
Projets additifs
§9.2.8 DÉFINITION.
La matrice d’adjacence localisée d’un graphe tranché G = {G i}i∈IG sera définie comme la
somme directe M connG =
⊕i∈IGM connG i .
Si G,H sont deux graphes tranchés, on définit :
M connG ?M
conn
H =
(i, j)∈IG×IH⊕
M connG i M
conn
H j
§9.2.9 PROPOSITION.
Soit a,b des projets additifs de support V , et m(x)=∞ pour x ∈]0,1]. Alors :
a‹ b⇔
 M
conn
A ?M
conn
B est nilpotent
1Ab+1Ba 6= 0,∞
En particulier, si A,B n’ont qu’une tranche, le produit M connA M
conn
B est nilpotent.
De plus, la construction additive (l’utilisation de graphes tranchés) nous permet de définir,
comme nous l’avons expliqué dans le chapitre 7, un modèle catégorique de MALL. En regar-
dant d’un peu plus près ce modèle, on peut malgré tout remarquer que celui-ci n’est pas très
excitant.
§9.2.10 PROPOSITION.
Soit m(x)=∞ et A un comportement. Alors A est égal soit à 0V A soit à TV A .
Démonstration. Rappelons qu’un comportement propre et son orthogonal ne contiennent que
des projets a = (a, A) avec a = 0. Or deux tels projets ne peuvent être orthogonaux lorsque
m(x)=∞. Il n’y a donc pas de comportements propres dans ce modèle, et, par la Proposition
§7.1.30 nous en concluons que A= 0V A ou bien que A‹ = 0V A . ,
9.3 Graphes d’interaction et GdI hyperfinie
§9.3.1 On notera à nouveau H l’espace (unique à isomorphisme près) de Hilbert séparable de dimen-
sion infinie (par exemple, l’espace l2(N) des suites à carré sommable), et {e i}i∈N une base de
H. Pour chaque sous-ensemble fini S ⊂N il existe une projection sur le sous-espace engendré
par {es | s ∈ S} que nous dénoterons pS .
§9.3.2 On va construire le plongement de nos graphes dans le facteur hyperfini petit à petit afin
de montrer la correspondance entre les graphes d’interaction et la géométrie de l’interaction
hyperfinie. Pour ce faire, nous commencerons par plonger les graphes sans tranches et non
épais. Puis nous étendrons les résultats aux graphes tranchés, et enfin aux graphes épais.
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Déterminant de Fuglede-Kadison
§9.3.3 On rappelle la définition du déterminant de Fuglede-Kadison (voir la Section 4.2 du Chapitre
4 pour plus de détails)
§9.3.4 DÉFINITION (DÉTERMINANT DE FUGLEDE-KADISON).
Soit A un facteur fini, et T sa trace normalisée. On définit, sur le groupe des opérateurs
inversibles, le déterminant de Fuglede-Kadison :
∆(A)= exp(T(log((A∗A) 12 )))
Alors ∆ peut être étendu à A .
§9.3.5 REMARQUE. Le déterminant de Fuglede-Kadison ne prend que des valeurs positives.
On utilisera également le lemme suivant, dont la preuve se trouve dans l’article original
de Fuglede et Kadison [FK52].
§9.3.6 LEMME.
Soit detFK une extension du déterminant de Fuglede-Kadison sur A . Si u est un opérateur
avec un noyau non trivial, detFK (u)= 0.
§9.3.7 Tout comme Girard [Gir11a], on considèrera une trace tr surR0,1 choisie une fois pour toute.
Pour cette raison, si p est une projection finie la trace induite sur pR0,1 p n’est pas norma-
lisée puisque tr(1pR0,1 p) = tr(p). Nous noterons donc (abusivement) detFK une extension du
déterminant de Fuglede-Kadison ∆ sur pR0,1 p pris à la puissance tr(p), un choix expliqué
par la remarque suivante.
§9.3.8 REMARQUE. Soit tr la trace que nous avons fixée, λ= tr(p), et soit T = tr/λ la trace normalisée
sur pR0,1 p. Alors pour tout opérateur inversible A ∈ pR0,1 p,
∆(A)λ = exp(λT(log((A∗A) 12 )))= exp(tr(log((A∗A) 12 )))
Donc le déterminant de Fuglede-Kadison pris à la puissance λ correspond au « déterminant»
défini comme au paragraphe §9.3.4 mais avec une trace non normalisée tr(1)=λ en lieu de la
trace normalisée T.
§9.3.9 PROPOSITION.
Soit ξ un ∗-morphisme préservant la trace de Mn(C) dans R0,1, et u une matrice telle que
‖u‖6 1. Alors :
detFK (ξ(1−u))= |det(1−u)|
Démonstration. On note B la boule unité de C. On suppose dans un premier temps que
SpecMn(C)(u)⊂B− {1}. Alors ξ(u) satisfait SpecR0,1 (ξ(u))⊂B− {1}. De plus, puisque ξ est un ∗-
homomorphisme, il commute avec le calcul fonctionnel continu, ce qui signifie qu’il commute
avec le logarithme et la racine carrée. Finalement,
detFK (1−ξ(u)) = exp(tr(log(|1−ξ(u)|)))
= exp(tr(log(|ξ(1−u)|)))
= exp(tr(log(ξ(|1−u|))))
= exp(tr(ξ(log(|1−u|))))
= exp(tr(log(|1−u|)))
= det(|1−u|)
= det(((1−u)∗(1−u))1/2)
= (det((1−u)∗(1−u)))1/2
= |det(1−u)|
Maintenant, si 1 ∈ SpecMn(C)(u), alors 1 ∈ SpecR0,1 (ξ(u)) et les opérateurs u et ξ(u) ont
tous deux un noyau non trivial, et satisfont donc detFK (1−ξ(u))= 0= |det(1−u)| (utilisant le
lemme §9.3.6 pour l’égalité de droite). ,
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Matrices des poids
§9.3.10 On écrit maintenant le facteur hyperfini R0,1 de type II∞ commeB(H)⊗R, où R est le facteur
hyperfini de type II1, et on considèrera la trace tr définie comme le produit tensoriel des
traces normalisées de B(H) (la trace des projections finies est égale à 1) et de R (la trace de
l’identité est égale à 1). On notera Φ le ∗-morphisme B(H)→B(H)⊗R défini par a 7→ a⊗1R .
On associe alors à chaque projet d’opérateur a = (a, A) un projet Φ(a) = a ·+ ·1+MA ⊗1R de
support pV A ⊗1R , où MA est la matrice des poids localisée de A.
§9.3.11 THÉORÈME.
Le plongement ainsi défini préserve la mesure, i.e. pour tous graphes multiplicatifs d’opéra-
teurs A et B, on a JA,BK=− log(detFK (1−Φ(MA)Φ(MB))).
Par conséquent, si a,b sont des projets multiplicatifs, ¿Φ(a),Φ(b)À=¿a,bÀ.
Démonstration. Le morphisme Φ est clairement un ∗-morphisme préservant la trace, donc
sa restriction à pHp, où p est une projection finie, satisfait les hypothèses de la Proposi-
tion §9.3.9. Par le Corollaire §9.1.29 et la Proposition §9.3.9, et en remarquant que |det(1−
MAMB)| = det(1−MAMB), puisque ‖MAMB‖6 1 et que MAMB est une matrice réelle, on
obtient
JA,BK = − log(det(1−MAMB))
= − log(detFK (1− (MA ⊗1R)(MB⊗1R)))
On a alors, si a,b sont des projets multiplicatifs,
¿Φ(a),Φ(b)À = a+b− log(detFK (1−Φ(A)Φ(B)))
= a+b+ JA,BK
Donc ¿Φ(a),Φ(b)À=¿a,bÀ. ,
§9.3.12 THÉORÈME.
Soit A et B des graphes multiplicatifs d’opérateurs tels que JA,BK 6= ∞. Alors Φ(MA ::B) =
Φ(MA) ::Φ(MB).
Par conséquent, si a,b sont des projets multiplicatifs, Φ(a ::b)=Φ(a) ::Φ(b).
Démonstration. Soit ( f ,F)= a ::b. On a montré que MF est la solution de l’équation de rétro-
action entre MA et MB (proposition §9.1.31). Il est alors clair que MF ⊗1R est la solution de
l’équation de rétroaction entreMA⊗1R etMB⊗1R . Par conséquentMF⊗1R =MA⊗1R ::MB⊗
1R . De plus, on a montré que ¿a,bÀ=¿Φ(a),Φ(b)À. D’où Φ(( f ,F))=Φ(a) ::Φ(b). ,
Graphes épais : dialectes purement non-commutatifs
§9.3.13 Un graphe épais F de support V F et de dialecte DF n’est rien d’autre qu’un graphe sur l’en-
semble de sommets V F×DF . On définit alors naturellement les notions de graphe épais simple
et graphe épais d’opérateur. Les résultats sur les graphes épais seront tous des conséquences
immédiates des résultats déjà obtenus sur les graphes non épais dans la section précédente.
§9.3.14 THÉORÈME.
Soit F,G deux graphes épais. Alors JF,GK= Ji(F),i(G)K.
Démonstration. Dans le cadre de cette démonstration, on notera L·, ·M la quantification de
l’interaction entre graphes épais, afin de réserver la notation J·, ·K pour la quantification de
l’interaction pour les graphes non épais.
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Par définition, si F et G sont des graphes épais, on a LF,GM= JF†G ,G‡F K. Or il est évident
que i(F†G )= (i(F))†G et i(G‡F )= (i(G))‡F . Donc, en utilisant la Proposition §9.1.6 :
LF,GM = JF†G ,G‡F K
= Ji(F†G ),i(G‡F )K
= J(i(F))†G , (i(G))‡F K
= Li(F),i(G)M
Finalement, la mesure de l’interaction entre graphes épais est invariante par contraction
des arêtes. ,
§9.3.15 Soit G un graphe épais simple de support VG et de dialecte DG . On notera nG le cardinal
du dialecte de G. On peut alors définir la matrice MG des poids de G comme un élément
de pVGL (H)pVG ⊗MnG (C). En effet, si l’on note v1, . . . ,vn les éléments de VG et d1, . . . ,dk
ceux de DG , on peut définir la matrice (ω(iv,id ),( jv, jd ))
06id , jd6k
06iv, jv6n où ω(iv,id ),( jv, jd ) = ωe s’il existe
e ∈ EG (nécessairement unique car G est simple) tel que sG(e)= (viv ,did ) et tG(e)= (v jv ,d jd ),
et ω(iv,id ),( jv, jd ) = 0 sinon.
§9.3.16 DÉFINITION.
Soit G un graphe épais simple de support VG et de dialecte DG . On notera nG le cardinal du
dialecte de G. On définit alors la matrice des poids localisée MG de G comme l’opérateur de
pVGL (H)pVG ⊗MnG (C) induit par la matrice des poids de G.
§9.3.17 DÉFINITION.
On définit alors Φ(A), où A est un graphe épais de dialecte DA de cardinal nA , par :
Φ(A)=Φ⊗ IdMnA (C)(MA)
§9.3.18 PROPOSITION.
Soit G,H deux graphes épais d’opérateurs, et nG ,nH les cardinaux de leurs dialectes respectifs.
Alors
− log(det(1−Φ(MG)†MnH (C)Φ(MH)‡MnG (C) ))= JG,HK
Démonstration. Dans le cadre de cette démonstration, on notera L·, ·M la quantification de
l’interaction entre graphes épais, afin de réserver la notation J·, ·K pour la quantification de
l’interaction pour les graphes non épais.
Par définition,
LG,HM = JG†H H‡G K
= − log(det(1−Φ(MG†H )Φ(MH‡G )))
Il faut maintenant remarquer que Φ(MG†H ) est un variant de Φ(MG)
†MnH (C) . En effet, MG†H
est un élément de pVGL (H)pVG ⊗MnG×nH (C). Modulo l’isomorphisme entre MnG×nH (C) et
MnG (C)⊗MnH (C), les opérateursMG†H etMG ⊗1MnH (C) sont les mêmes (par définition, G
†H
est une union disjointe, indicée par les éléments de DH , de copies de G). De même, Φ(MH‡G )
est un variant de Φ(MH)
‡M
nG
(C) .
Donc :
LG,HM = − log(det(1−Φ(MG†H )Φ(MH‡G )))
= − log(det(1−Φ(MG)†MnH (C)Φ(MH)‡MnG (C) ))
Ce qui prouve le résultat énoncé. ,
§9.3.19 PROPOSITION.
Soit F,G deux graphes épais et nF ,nG les cardinaux de leurs dialectes respectifs. Alors l’opé-
rateur Mi(F ::G) est la solution de l’équation de rétroaction entre M
†M
nG
(C)
i(F) et M
‡MnF (C)
i(G) .
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Démonstration. Dans le cadre de cette démonstration, on utilisera la notation :·: pour le bran-
chement de graphes épais, et la notation :: pour la quantification de l’interaction pour les
graphes non épais.
Par définition, F :·:G = F†G ::G‡F . Par la Proposition §9.1.31, on sait que Mi(F†G ::G‡F ) est
la solution de l’équation de rétroaction entre MF†G et MG†F . Comme nous l’avons vu dans la
preuve de la proposition précédente,MF†G est un variant deM
†M
nG
(C)
F etMG‡F est un variant
deM
‡MnF (C)
G . DoncMi(F†G ::G‡F ) est un variant de la solution de l’équation de rétroaction entre
M
†M
nG
(C)
F et M
‡MnF (C)
G . ,
§9.3.20 DÉFINITION.
Soit a= (a, A) un projet épais d’opérateur. On associe à a le projet de GdI5 :
Φ(a)= a ·+ · tr+Φ⊗ IdMnA (C)(MA)
où tr est la trace normalisée.
§9.3.21 THÉORÈME.
Soit a,b des projets épais d’opérateurs. Alors :
Φ(a⊗b) = Φ(a)⊗Φ(b)
¿a,bÀ = ¿Φ(a),Φ(b)À
lorsque JA,BK 6=∞ :
Φ(a ::b) = Φ(a) ::Φ(b)
Démonstration. Soit a,b des projets épais d’opérateurs, a = (a, A) et b = (b,B). On a montré
que :
− log(det(1−Φ(MA)†MnB (C)Φ(MB)‡MnA (C)
On en déduit que ¿a,bÀ= a+b+ JA,BK=¿Φ(a),Φ(b)À.
De plus, la Proposition §9.3.19 montre que si JA,BK 6=∞, alorsMi(A ::B) est la solution de
l’équation de rétroaction entre M
†MnB (C)
i(A) et M
‡M
nA
(C)
i(B) . Donc :
Φ(a ::b)= (¿a,bÀ,Φ(Mi(A ::B)))=Φ(a) ::Φ(b)
Il reste à vérifier que, lorsque les supports de a et b sont disjoints, Φ(a⊗b) =Φ(a)⊗Φ(b).
Comme Φ(a⊗b) = Φ(a ::b) et Φ(a)⊗Φ(b) = Φ(a) ::Φ(b), c’est un corollaire de la propriété que
nous venons de montrer. ,
Graphes tranchés : commutativité dans les dialectes
§9.3.22 Deux approches sont possibles dans le cas de graphes tranchés. La première consiste à définir
les projets de la GdI5 en considérant des sommes formelles pondérées d’opérateurs A i dans
une algèbre pR0,1 p⊗Mk(C) où p est le lieu de cette somme et Mk(C) est considéré avec la
trace normalisée tr(1)= 1 (voir le Paragraphe §4.2.24). Il faut alors montrer que cette défini-
tion alternative — qui a l’avantage de ne pas utiliser de pseudo-traces — est équivalente à
celle donnée par Girard. La seconde approche consiste à montrer directement que l’on peut
associer à un graphe tranché un projet de la GdI5 au sens de Girard : la somme formelle est
alors représentée par une somme directe, et la pondération des tranches permet de définir la
pseudo-trace. On a choisi ici de développer la seconde approche, même si la première est tout
à fait valide.
§9.3.23 DÉFINITION.
Un graphe tranché simple est un graphe G = ∑i∈IG αGi G i tel que chaque graphe G i soit un
graphe simple.
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§9.3.24 DÉFINITION.
On étend la fonction de contraction des arêtes aux graphes tranchés : i(G)=∑i∈IG αGi i (G i).
§9.3.25 THÉORÈME.
Soit F,G deux graphes tranchés. Alors JF,GK= Ji(F),i(G)K.
Démonstration. Par définition et la Proposition §9.1.6 :
JF,GK = ∑
i∈IF
∑
j∈IG
αFi α
G
j JFi,G jK
= ∑
i∈IF
∑
j∈IG
αFi α
G
j Ji(Fi),i(G j)K
Donc JF,GK= Ji(F),i(G)K. ,
§9.3.26 Si G =∑i∈IG αGi G i est un graphe tranché simple, alors on peut associer à chaque G i sa ma-
trice des poids localisée MG i . Comme les G i on tous le même ensemble de sommets V
G , les
matrices des poids localisées MG i sont des éléments de pVGL (H)pVG .
§9.3.27 DÉFINITION.
Soit G un graphe tranché. On définit la matrice des poids localisée de G comme la matrice
MG = ⊕i∈IGMG i . C’est un élément de pVGL (H)pVG ⊗
⊕
i∈IG C. On définit de plus la forme
linéaire αG sur ⊕i∈IG C par (xi)i∈IG 7→
∑
i∈IG α
G
i xi. Cette forme linéaire est évidemment une
pseudo-trace sur
⊕
i∈IG C.
§9.3.28 DÉFINITION.
Un graphe tranché d’opérateur est un graphe G = ∑i∈IG αGi G i tel que chaque G i soit un
graphe d’opérateur.
§9.3.29 LEMME.
Soit A,B des idiomes et α,β des pseudo-traces sur A,B respectivement. Alors pour tous opéra-
teurs A ∈R⊗A et B ∈R⊗B, on notera A⊕B l’opérateur de R⊗ (A⊕B) défini par ι1(A)+ ι2(B)
où ι1 (resp. ι2) est le plongement R⊗A→R⊗(A⊕B) (resp. R⊗B→R⊗(A⊕B)). On peut alors
définir la pseudo-trace α⊕β sur A⊕B, et on a :
− log(detFKtr⊗(α⊕β)(1−A⊕B))=− log(detFKtr⊗α(1−A))− log(detFKtr⊗β(1−B))
Démonstration. Comme detFK (AB)= detFK (A)detFK (B), on obtient
− log(detFK (A))− log(detFK (B))=− log(detFK (AB))
Alors :
− log(detFKtr⊗(α⊕β)(1−A⊕B))
= − log(detFKtr⊗(α⊕β)((1−A)⊕ (1−B)))
= − log(detFKtr⊗(α⊕β)(1−A)⊕1)− log(detFKtr⊗(α⊕β)(1⊕ (1−B)))
Or :
− log(detFKtr⊗(α⊕β)((1−A)⊕1)) = tr⊗ (α⊕β)(log(|(1−A)⊕1|))
= tr⊗ (α⊕β)(log(|1−A|⊕1))
= tr⊗ (α⊕β)(log(|(1−A)|)⊕0)
= tr⊗α(log(|(1−A)|))
= − log(detFKtr⊗α(1−A))
De même, − log(detFKtr⊗(α⊕β)(1⊕ (1−B)))=− log(detFKtr⊗β(1−B)). On en déduit alors l’égalité que
l’on voulait prouver. ,
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§9.3.30 LEMME.
Si A=C et α ∈R, alors :
− log(detFKtr⊗α(1−A))=−α× log(detFK (1−A))
Démonstration. Par définition,
detFKtr⊗α(1−A) = exp(−tr⊗α(log(|1−A|)))
= exp(α× (−tr(log(|1−A|))))
= (exp(−tr(log(|1−A|))))α
= (detFK (1−A))α
Donc − log(detFKtr⊗α(1−A))=− log((detFK (1−A))α =−α log(detFK (1−A)). ,
§9.3.31 On étend maintenant la fonction Φ définie dans la section précédente aux matrices avec dia-
lectes en définissant Ψ=Φ⊗ IdA.
§9.3.32 PROPOSITION.
Soit G,H deux graphes tranchés. Alors
JG,HK=− log(detFKtr⊗αG⊗αH (1−Ψ(M †HG )Ψ(M ‡GH )))
Démonstration. On a M †HG =⊕i∈IG ⊕ j∈IH MG i et M
‡G
H =⊕i∈IG ⊕ j∈IH MH j . Donc :
− log(detFKtr⊗αG⊗αH (1−Φ(M
†H
G )Φ(M
‡G
H )))
= − log(detFKtr⊗αG⊗αH (1−Φ(M
†H
G M
‡G
H )))
= − log(detFKtr⊗(⊕i∈IG⊕ j∈IH )(1−⊕i∈IG ⊕ j∈IH Φ(MG iMH j )))
= ∑
i∈IG
∑
j∈IH
− log(detFK
tr⊗αGi αHj
(1−Φ(MG i )Φ(MH j ))
= ∑
i∈IG
∑
j∈IH
−αGi αHj log(detFK (1−MG iMH j ))
= ∑
i∈IG
∑
j∈IH
αGi α
H
j JG i,H jK
Donc − log(det tr⊗αG⊗αH (1−M †HG M
‡G
H ))= JF,GK. ,
§9.3.33 PROPOSITION.
Soit F,G deux graphes tranchés tels que JF,GK 6= ∞. Alors Mi(F ::G) est la solution de l’équa-
tion de rétroaction entre Mi(F) et Mi(G).
Démonstration. Par définition i(F ::G) = ∑i∈IF ∑ j∈JG αFi αGj i (Fi,G j). Comme JF,GK 6= ∞,
alors JFi,G jK 6=∞ pour tous (i, j) ∈ IF × IG . Donc :
Mi(F ::G) = M∑
i∈IF
∑
j∈JG α
F
i α
G
j i(Fi ,G j)
= ⊕i∈IF ⊕ j∈JG Mi(Fi ,G j)
Les Propositions §9.1.31 et §9.3.19 nous assurent que Mi(Fi ,G j) est la solution de l’équation
de rétroaction entre MFi et MG j . On en déduit que ⊕i∈IF ⊕ j∈JG Mi(Fi ,G j) est la solution de
l’équation de rétroaction entre ⊕i∈IFMFi et ⊕ j∈IGMG j . Donc Mi(F ::G) est bien la solution de
l’équation de rétroaction entre Mi(F) et Mi(G). ,
§9.3.34 DÉFINITION.
Soit a= (a, A) un projet additif d’opérateur. On associe à G le projet hyperfini :
Φ(a)= a ·+ ·α+Φ⊗ Id⊕i∈IG C(MA)
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§9.3.35 THÉORÈME.
Soit a,b des projets additifs d’opérateurs. Alors :
Φ(a⊗b) = Φ(a)⊗Φ(b)
Φ(a+b) = Φ(a)+Φ(b)
¿a,bÀ = ¿Φ(a),Φ(b)À
lorsque JA,BK 6=∞ :
Φ(a ::b) = Φ(a) ::Φ(b)
Démonstration. Le théorème est une conséquence immédiate des propositions précédentes
§9.3.32 et §9.3.33, ainsi que de la définition de Φ (pour la seconde équation). ,
9.A Graphages et GdI
§9.A.1 On présente ici certains résultats partiels permettant de relier les constructions sur les gra-
phages définies dans le Chapitre 8 avec les constructions de Girard.
§9.A.2 On se fixe maintenant l’espace mesuré (R,B,λ) de la droite réelle munie de la mesure de Le-
besgue et la tribu des boréliens. On notera abusivement (R,λ) pour simplifier les notations.
Les deux propositions suivantes sont des corollaires immédiats du Théorème §8.3.11, et pré-
sentent deux fonctions de quantification des circuits qui sont les généralisations naturelles
des fonctions x 7→ − log(1− x) et x 7→∞ lorsque Ω=]0,1].
§9.A.3 PROPOSITION.
La fonction suivante est une fonction de quantification des circuits :
q∞ :pi 7→
∫
supp(pi)
− log(1−ωρφpi (x)pi )
ρφpi (x)
dλ(x)
On notera J·, ·K∞ la mesure correspondante.
§9.A.4 PROPOSITION.
La fonction suivante est une fonction de quantification des circuits :
qdet :pi 7→
 ∞ si λ(supp(pi))> 00 sinon
On notera J·, ·Kdet la mesure correspondante.
§9.A.5 Si T : R→R est une transformation préservant la mesure, on peut lui associer une isométrie
[T] ∈L (L2(R,λ)) :
[T] : f ∈ L2(R,λ) 7→ f ◦T ∈ L2(R,λ)
Le fait que [T] est une isométrie provient du fait que T préserve la mesure :
〈[T] f , [T]g〉 =
∫
R
([T] f )(x)([T]g)(x)dλ(x)
=
∫
R
f ◦T(x)g ◦T(x)dλ(x)
=
∫
R
f ◦T(x)g ◦T(x)dλ(x)
=
∫
T(R)
f (x)g(x)dλ(x)
=
∫
R
f (x)g(x)dλ(x)
= 〈 f , g〉
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§9.A.6 Soit maintenant U : X → Y une transformation préservant la mesure, avec X ,Y ⊂R mesu-
rables. On définit, pour toute fonction f ∈ L2(R,λ), [U] f (x) = f ◦U(x) si x ∈ X et [U] f (x) = 0
sinon. Ceci définit une isométrie partielle. En effet, si l’on note p la projection de L (L2(R,λ))
induite par la fonction caractéristique de Y , alors pour tous f , g ∈ pL2(R,λ),
〈[U] f , [U]g〉 =
∫
R
([U] f )(x)([U]g)(x)dλ(x)
=
∫
X
([U] f )(x)([U]g)(x)dλ(x)
=
∫
X
f ◦U(x)g ◦U(x)dλ(x)
=
∫
Y
f (x)g(x)dλ(x)
=
∫
R
f (x)g(x)dλ(x)
De plus, il est clair que pour tout f , g ∈ (1− p)L2(R,λ), 〈[U] f , [U]g〉 = 0.
§9.A.7 DÉFINITION.
Soit F un graphage pondéré. On définit l’opérateur associé à F par [F]=∑e∈EF ωFe [φFe ].
§9.A.8 DÉFINITION.
Un point de vue est une représentation du facteur hyperfini R0,1 de type II∞ sur L2(R,λ) telle
que L∞(R)⊂pi(R0,1) et tr([χX ])=λ(X ) pour tout mesurable X ⊂R.
§9.A.9 DÉFINITION.
Soit pi un point de vue. Un graphage F est un graphage d’opérateur par rapport à la représen-
tation pi si [F] ∈R0,1 et [F] est un hermitien de norme au plus 1.
§9.A.10 LEMME.
Soit φ : X → Y une transformation préservant la mesure telle que [φ] ∈R0,1. Alors tr(ω[φ]) =
λ({x ∈ X | φ(x)= x})×ω.
Démonstration. Par la linéarité de la trace, on a tr(ω[φ]) = ω× tr([φ]). On est donc ramenés
à montrer que tr([φ]) = λ({x ∈ X | φ(x) = x}) pour toute transformation partielle préservant
la mesure. Ce résultat est prouvé dans l’annexe de l’article de Girard introduisant la GdI5
[Gir11a]. ,
§9.A.11 LEMME.
Soit φ : R→R une transformation préservant la mesure telle que [φ] ∈R0,1. Alors :∫
supp(φ)
− log(1−ωρpi(x))
ρpi(x)
= ∑
n>1
tr((ω[φ])n)
n
Démonstration. Comme nous l’avons déjà vu, on a :∫
supp(φ)
− log(1−ωρpi(x))
ρpi(x)
= ∑
i>1
∫
(supp(φ))i
− log(1−ωi)
i
On utilise alors la série du logarithme pour regrouper les termes en fonction de la longueur
des cycles :
∑
i>1
∫
(supp(φ))i
− log(1−ωi)
i
= ∑
i>1
∫
(supp(φ))i
1
i
∑
j>1
ωi j
j
= ∑
i>1
∑
j>1
∫
(supp(φpi))i
ωi j
i j
= ∑
n>1
∑
i, j i× j=n
∫
(supp(φpi))i
ωn
n
On rappelle que la notation i | n signifie que i divise n. On remarque que l’ensemble Xn =
{x ∈ supp(pi) | φnpi(x) = x} est égal à l’union (disjointe) ∪i|n(supp(φpi))i. On peut alors écrire, en
utilisant le lemme précédent :∫
supp(φ)
− log(1−ωρpi(x))
ρpi(x)
= ∑
n>1
∑
i|n
∫
(supp(φpi))i
ωn
n
= ∑
n>1
∫
Xn
ωn
n
= ∑
n>1
λ(Xn)× ω
n
n
= ∑
n>1
tr((ω[φ])n)
n
On a donc montré l’égalité voulue. ,
§9.A.12 LEMME.
Soit F,G deux graphages pondérés, et FG le graphage des chemins alternés f i g j de longueur
2 tels que f i ∈EF . Alors [F][G]= [FG].
Démonstration. Par définition, on a [F]=∑e∈EF ωFe [φFe ] et [G]=∑e∈EG ωGe [φGe ]. Donc :
[F][G]= ∑
(e, f )∈EF×EG
ωFe ω
G
f [φ
F
e ][φ
G
f ]
Il est clair d’après les définitions que [φFe ][φ
G
f ] = [φe f ] lorsque e f est un chemin dans FG et
[φFe ][φ
G
f ]= 0. De plus, par définition du poids des chemins, le poids du chemin e f est bien égal
à ωFe ω
G
f . ,
Les deux lemmes précédents permettent d’obtenir la proposition suivante.
§9.A.13 PROPOSITION.
Soit F un graphage d’opérateur. On a :
∑
pi∈Cy(F)
∫
supp(pi)
− log(1− (ωFpi )ρpi(x))
ρpi(x)
dλ(x)= ∑
i>0
tr([F]i)
i
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10.1 Vérité Subjective
§10.1.1 Comme nous l’avons vu plus haut, la notion de gain dans les graphes peut être exprimée
comme le fait que i(G) est une symétrie partielle. Le cas des graphes est cependant parti-
culier. En effet, un graphe G tel que i(G) est une symétrie partielle vérifie une condition
supplémentaire. En effet, du fait de la représentation matricielle des graphes, ceux-ci sont
représentés dans la base B définie par l’ensemble des sommets du graphe. On peut alors
montrer que la symétrie partielle définie par un graphei(G) est une union disjointe de trans-
position dans cette base. Ainsi, la symétrie partielle obtenue a une propriété supplémentaire :
il s’agit d’un élément du groupoïde normalisant de la sous-algèbre commutative maximale A
définie par B. Ceci est immédiat d’après la caractérisation que nous avons donnée : si p est
une projection dans A, c’est-à-dire une projection décrite par une matrice diagonale dans la
base B, et [G] est la matrice définie par i(G), alors [G]p[G]∗ est une projection dans A.
§10.1.2 Dans la GdI5, ou dans une construction similaire dans le type I, toutes les symétries par-
tielles considérées ne sont pas des éléments d’un même groupoïde normalisant. En effet, la
restriction aux poids dans [0,1] dans la définition des graphes permet de n’écrire qu’un cer-
tain ensemble d’opérateurs. Le fait de considérer un cadre dans lequel on travaille avec toutes
les matrices fait que la définition de projet gagnant basée sur la simple notion de symétrie
partielle n’est pas suffisante. Par exemple, si S et T sont les symétries partielles définies par :
u=

0 1 0
1 0 0
0 0 0
 v=

0
√
1
2 −
√
1
2√
1
2 0 0
−
√
1
2 0 0

On peut vérifier que u,v sont deux symétries partielles : c’est évident pour u, et :
vv∗ = v2 =

1 0 0
0 12 − 12
0 − 12 12
=

1 0 0
0 12 − 12
0 − 12 12

2
Cependant, leur produit n’est pas une isométrie partielle :
uv=

0 1 0
1 0 0
0 0 0


0
√
1
2 −
√
1
2√
1
2 0 0
−
√
1
2 0 0
=

√
1
2 0 0
0
√
1
2 −
√
1
2
0 0 0

De plus, le calcul du déterminant de 1−uv nous donne :∣∣∣∣∣∣∣∣∣
1−
√
1
2 0 0
0 1−
√
1
2
√
1
2
0 0 1
∣∣∣∣∣∣∣∣∣= (1−
√
1
2
)2 6= 0,∞
§10.1.3 La notion de gain ainsi définie ne convient donc pas : si u,u′ et v sont les opérateurs de projets
gagnants dans respectivement A,A‹ et A(B, nous voulons nous assurer que :
– v ::u sera une symétrie partielle (pour la compositionnalité) ;
– det(1−uu′)= 0 (pour la consistance).
Pour cela, il est nécessaire de se restreindre à une classe de symétries partielles close pour
la somme et la composition. Comme nous le verrons dans la Section 10.2, la somme et le
produit d’isométries partielles dans le groupoïde normalisant d’une sous-algèbre commutative
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maximale est encore une isométrie partielle 1. En particulier, si u et v sont des symétries
partielles dans G(A), alors u ::v est une symétrie partielle dans G(A).
§10.1.4 En dimension finie, cela correspond à choisir une base. En effet, la classification des sous-
algèbres commutatives maximales de L (H) (Théorème §3.3.60) nous permet d’affirmer que
dans le cas où H est de dimension finie, les sous-algèbres commutatives maximales de L (H)
sont les sous-algèbres diagonales : l’ensemble des opérateurs diagonaux dans une base fixée.
Ainsi, on peut définir une notion de gain subjective, c’est-à-dire dépendant de la base choisie.
Un opérateur est alors gagnant selon B lorsqu’il s’agit d’une symétrie partielle dans le grou-
poïde normalisant de l’algèbre D des opérateurs diagonaux dans la base B. La composition
de telles symétries partielles est encore une symétrie partielle et on peut alors montrer que
le résultat de l’exécution est également une symétrie partielle dans le groupoïde normalisant
de D. Cependant, il reste un problème de mise et on ne pourra pas montrer la consistance :
étant donné deux symétries partielles u,v dans G(D), le logarithme de leur déterminant n’est
pas nécessairement nul ou infini. En dimension finie, il suffit de considérer des matrices 2×2
pour trouver un exemple. Soit u et v les matrices :
u=
 0 −1
−1 0
 v=
 0 1
1 0

Alors det(1−uv) = 4, c’est-à-dire − log(det(1−uv)) 6= 0,∞. Le problème vient du fait qu’il est
impossible d’exclure les matrices u dont certains coefficients sont négatifs. La solution trou-
vée par Girard dans la GdI5 [Gir11a] est de considérer une représentation de l’algèbre dans
laquelle l’opérateur u est induit par une transformation préservant la mesure sur un espace
mesuré. La définition précise se trouve dans la Section 10.3. On va dans un premier temps
étudier la notion de vérité subjective dans une version de la GdI5 antérieure à celle publiée
(que l’on nommera GdI5.0) dans laquelle l’orthogonalité n’est pas définie par le déterminant
dans tous les cas (une condition est posée sur le rayon spectral). Dans ce cas, il est alors pos-
sible de définir simplement la subjectivité basée sur la notion de sous-algèbre commutative
maximale car le problème posé par la consistance ne se pose pas. Nous ferons ensuite le lien
avec la notion de vérité de la GdI5.1 dans la dernière section.
10.2 MASAs et Vérité Subjective dans le type II
§10.2.1 On va commencer par étudier une version de la GdI5 antérieure à celle introduite dans l’ar-
ticle de Girard [Gir11a]. L’intérêt de cette construction est que la notion de vérité subjective
dépend du choix d’une sous-algèbre commutative maximale, c’est-à-dire l’équivalent d’une
base dans le cas des matrices. On pourra alors s’aider de certains résultats sur la classifica-
tion des sous algèbres commutatives maximales afin d’obtenir des résultats d’adéquation.
La GdI5.0
§10.2.2 DÉFINITION.
Un opérateur dialectal de support p∗ = p2 = p ∈ R0,1 et de dialecte A une algèbre de von
Neumann finie de type I est la donnée :
1. d’un hermitien A∗ = A ∈ pR0,1 p⊗A tel que ‖A‖6 1 ;
2. d’une pseudo-trace α.
§10.2.3 On définit, pour A,B deux algèbres de von Neumann, les isomorphismes :
(·)†B : R0,1⊗A→R0,1⊗A⊗B
(·)‡A : R0,1⊗B→R0,1⊗A⊗B
1. Pour la somme, il faut supposer que les domaines et codomaines sont disjoints.
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§10.2.4 DÉFINITION (LDET).
Soit A ∈R0,1⊗A un opérateur de norme strictement inférieure à 1, avec une trace tr sur R0,1
et une pseudo-trace α sur l’algèbre finie et hyperfinie A. On définit :
ldet(1−A)=
∞∑
i=1
tr⊗α(Ak)
k
§10.2.5 DÉFINITION.
On définit la mesure de l’interaction entre deux opérateur dialectaux (A,α), (B,β) de supports
respectifs p, q et de dialectes respectifs A,B par :
JA,BK=
 ldet(1−A
†BB‡A ) si rad(A†BB‡A )< 1
∞ sinon
§10.2.6 LEMME.
Soit u,v ∈R0,1⊗A et α une pseudo-trace sur A. Alors, sous l’hypothèse de la convergence des
séries :
ldet(1− (u+v−uv))= ldet(1−u)+ ldet(1−v)
Démonstration. Sous l’hypothèse de la convergence des séries :
ldet(1− (u+v)) = −tr(log((1−u)(1−v)))
= −tr(log(1−u)+ log(1−v))
= −tr(log(1−u))− tr(log(1−v))
D’où ldet(1− (u+v−uv))= ldet(1−u)+ ldet(1−v). ,
§10.2.7 LEMME.
Soit u ∈R0,1⊗A, une trace tr sur R0,1 et une pseudo-trace α sur A une algèbre finie et hyperfi-
nie. Pour toute algèbre finie et hyperfinie B et pseudo-trace β sur B, on a :
ldet(1−u⊗1B)=β(1B)ldet(1−u)
Démonstration. Par définition :
ldet(1−u⊗1B) =
∞∑
k=1
tr⊗α⊗β((u⊗1B)k)
k
=
∞∑
k=1
tr⊗α⊗β(uk⊗1B)
k
=
∞∑
k=1
tr⊗α(uk)β(1B)
k
= β(1B)
∞∑
k=1
tr⊗α((u)k)
k
,
§10.2.8 DÉFINITION.
Deux opérateurs dialectaux (A,α), (A′,α′) sont dits universellement équivalents si pour tout
opérateur dialectal (B,β), ils vérifient J(A,α), (B,β)K= J(A′,α′), (B,β)K.
§10.2.9 LEMME (VARIANTS).
Soit (A,α) un opérateur dialectal dans A, et ϕ :A→ C isomorphisme unital d’algèbres de von
Neumann. Alors ((IdR0,1 ⊗ϕ)(A),α◦ϕ−1) est universellement équivalent à (A,α).
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Démonstration. Soit (B,β) un opérateur dialectal. Comme B‡C = (IdR0,1⊗ϕ)(B‡A ), que IdR0,1⊗
ϕ est un isomorphisme unitale d’algèbres de von Neumann et que les isomorphismes entre
algèbres stellaires sont isométriques (voir le Chapitre 3), on a :
‖[(IdR0,1 ⊗ϕ)(A)]†BB‡C‖ = ‖(IdR0,1 ⊗ϕ)(A†BB‡A )‖
= ‖A†BB‡A‖
De même, on montre aisément que pour tout entier k :
‖([(IdR0,1 ⊗ϕ)(A)]†BB‡C )k‖ = ‖(A†BB‡A )k‖
Par conséquent, comme rad(u)= limk→∞‖uk‖
1
k , on en déduit que :
rad([(IdR0,1 ⊗ϕ)(A)]†BB‡C )= rad(A†BB‡A )
De plus, si rad(A†BB‡A )< 1 :
ldet(1− [(IdR0,1 ⊗ϕ)(A)]†BB‡C )
= ldet(1− (IdR0,1 ⊗ϕ⊗1B)(A†BB‡A ))
=
∞∑
k=1
tr([(IdR0,1 ⊗ϕ⊗1B)(A†BB‡A ))]k)
k
=
∞∑
k=1
tr((IdR0,1 ⊗ϕ⊗1B)(
[A†BB‡A ]k
k
))
=
∞∑
k=1
(trR0,1 ⊗ (α◦ϕ−1)⊗β)((IdR0,1 ⊗ϕ⊗1B)(
[A†BB‡A ]k
k
))
=
∞∑
k=1
(trR0,1 ⊗α⊗β)(
[A†BB‡A ]k
k
)
= ldet(1−A†BB‡A )
Finalement, on a montré que J((IdR0,1 ⊗ϕ)(A),α◦ϕ−1), (B,β)K= J(A,α), (B,β)K. ,
§10.2.10 DÉFINITION.
Soit (A,α), (B,β) deux opérateurs dialectaux de supports p+ r, r+ q et de dialectes A,B tels
que rad(A,B) < 1. L’exécution de A et B est définie comme l’opérateur dialectal (A ::B,α⊗β)
de support p+ q et de dialecte A⊗B où A ::B est défini par :
A ::B= (pA†B + q)(1−B‡A A†B )−1(p+B‡Aq)
Lorsque r = 0, alors B‡A A†B = 0, et on notera
A∪B= A ::B= pA†B p+ qB‡Aq= A†B +B‡B
§10.2.11 COROLLAIRE (ADJONCTION, GIRARD [GIR07]).
Soit (F,φ), (G,γ), (H,ρ) des opérateurs dialectaux de supports respectifs p, q, r tels que qr = 0.
Alors : JF,G∪HK= ρ(1H)JF,GK+ JH,F ::GK
§10.2.12 DÉFINITION.
Si (A,α) et (B,β) sont des opérateurs dialectaux de même support p et de dialectes respectifs
A,B, et λ ∈R est un nombre réel, on peut définir λ(A,α)+ (B,β) comme l’opérateur dialectal
(A+B,λα⊕β) de support p et de dialecte A⊕B.
§10.2.13 DÉFINITION (PROJETS).
Un projet est un couple a= (a, (A,α)) où (A,α) est un opérateur dialectal et a ∈R∪ {∞} est la
mise. On notera a= a ·+ ·α+A les projets.
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§10.2.14 DÉFINITION (VARIANTS).
Soit (A,α), (B,β) des opérateurs dialectaux. S’il existe φ : A→B un isomorphisme tel que
(B,β)= (IdR0,1 ⊗φ(A),α◦φ−1), on dira que (B,β) est un variant de (A,α).
§10.2.15 On peut alors construire les connecteurs multiplicatifs, les comportements et les connecteurs
additifs en suivant les constructions du Chapitre 7. De plus, on peut utiliser la définition de
l’exponentielle de la GdI5 (Chapitre 4, Section 4.2).
Vérité Subjective
§10.2.16 DÉFINITION (ANGLES).
Un angle est une sous-algèbre commutative maximale de R0,1.
§10.2.17 DÉFINITION (PROJET PROMETTEUR).
Un projet a= a ·+ ·α+A est prometteur sous l’angle P si :
– a est sans mise : a= 0 ;
– α est la trace normalisée sur A ;
– A est une symétrie partielle : A = A∗ = A3 ;
– A est dans le groupoïde normalisant de P⊗Q, avec Q⊂A ;
– pour toute projection pi ∈P⊗NA(Q), tr(piA)= 0.
§10.2.18 REMARQUE. Si a est un projet prometteur, on peut supposer que A est un facteur. En effet,
nous avons montré que si φ est un morphisme injectif de A dans B, alors aφ est universelle-
ment équivalent à a dans le sens où ¿a,bÀ=¿aφ,bÀ pour tout projet b. Donc, a ∈ A si et
seulement si aφ ∈A.
§10.2.19 DÉFINITION.
Une conduite A est correcte du point de vue de A s’il existe un projet a ∈ A prometteur sous
l’angle A.
Il reste à vérifier que cette notion de projet prometteur satisfait les critères indispen-
sables : la compositionnalité et la consistance. On aura besoin pour cela de trois lemmes.
§10.2.20 LEMME (PRODUITS D’ISOMÉTRIES PARTIELLES).
Soit u,v deux isométries partielles, toutes deux dans le groupoïde normalisant GR0,1 (P) d’une
sous-algèbre commutative maximale P ⊂R0,1. Alors uv est une isométrie partielle, et uv est
dans GR0,1 (P).
Démonstration. Puisque u et v sont dans le groupoïde normalisant de P, on sait que p =
u∗u ∈P et q= vv∗ ∈P. De plus, puisque P est commutative, pq= qp. D’où :
(uv)(uv)∗(uv)= uvv∗u∗uv= uqpv= upqv= uu∗uvv∗v= uv
On a montré que (uv)(uv)∗(uv) = uv, et donc uv est bien une isométrie partielle. De plus, il
est clair que les projections uv(uv)∗ et (uv)∗uv sont dans P et que uvP(uv)∗ ⊂P. ,
§10.2.21 LEMME (SOMMES D’ISOMÉTRIES PARTIELLES).
Soit u,v deux isométries partielles, toutes deux dans le groupoïde normalisant GR0,1 (P) d’une
sous-algèbre commutative maximale P⊂R0,1. Si uv∗ = u∗v = 0, alors la somme u+ v est une
isométrie partielle, et appartient à GR0,1 (P).
Démonstration. On a (uv∗)∗ = vu∗ = 0, ce qui implique que (u∗v)∗ = v∗u= 0. On obtient alors :
(u+v)(u+v)∗(u+v)= (u+v)(u∗+v∗)(u+v)= uu∗u+vv∗v= u+v
Cela signifie que u+ v est une isométrie partielle. Il reste à montrer qu’elle appartient au
groupoïde normalisant de P. Les projections uu∗,u∗u,vv∗,v∗v sont toutes des éléments de
P, et commutent donc les unes avec les autres. Si a est un élément de P :
(u+v)a(u+v)∗ = uau∗+vav∗
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Puisque u,v sont dans le groupoïde normalisant de P, on en conclut que (u+ v)a(u+ v)∗
est la somme de deux éléments de P, qui est toujours un élément de P. Cela signifie que
(u+v)P(u+v)∗ ⊆P.
Finalement, les projections (u+v)(u+v)∗ = uu∗+vv∗ et (u+v)∗(u+v)= u∗u+v∗v sont égale-
ments dans P car ce sont des sommes d’éléments de P. ,
§10.2.22 LEMME (SEMI-DISTRIBUTIVITÉ).
Soit A,B,C des conduites de supports deux à deux disjoints. Alors :
((A‹ &B)⊗C‹)⊂ (A⊗ (B‹ &C))‹
Démonstration. On définit A¯B = {a⊗b | a ∈ A,b ∈ B} l’éthique du produit tensoriel, et on
va montrer que ((A(B)¯C)⊂ (A( (B⊗C)). On pourra alors conclure en prenant la clôture
par bi-orthogonalité.
On définit tout d’abord les projets :
f = (p+ q, f ,φ,F,F) ∈A(B
a = (p,a,α,A, A) ∈A
c = (s, c,γ,C,C) ∈C
Il suffit de montrer que (f⊗ c) ::a= (f ::a)⊗ c :
f⊗ c= (p+ q+ s, f γ(1C)+φ(1F)c,φ⊗γ,F⊗C,F†C +C‡F )
On notera w la mise de f⊗ c, ξ = φ⊗γ⊗α la pseudo-trace de X = F⊗C⊗A et x la mise de
(f⊗ c) ::a, c’est-à-dire x=wα(1A)+φ(1F)γ(1C)a+ ldet(1− (F†C +C‡F )†A A‡F⊗C ). Alors :
(f⊗ c) ::a= (q+ s, x,ξ,X, ((F†C +C‡F )†A ) :: A‡F⊗C )
Un simple calcul montre que modulo la commutativité du produit tensoriel sur les dialectes,
((F†C +C‡F )†A ) :: A‡F⊗C = (F†A :: A‡F )†C +C‡F⊗A
De plus, puisque (F†C +C‡F )†A A‡F⊗C = (F†C )†A A‡F⊗C , on a :
x= (α(1A) f +φ(1F)a+ ldet(1−F†AA‡F ))γ(1C)+α(1A)φ(1F)c
On en déduit que (f⊗ c) ::a ∈B⊗D par le lemme §10.2.9 page 228, donc f ∈A( (B⊗C), ce qui
signifie que l’on a l’inclusion ((A(B)¯C)⊂ (A( (B⊗C)). ,
§10.2.23 PROPOSITION.
Soit P un angle. Deux conduites A et A‹ ne peuvent simultanément contenir un projet promet-
teur sous l’angle P.
Démonstration. Supposons que f,g sont des projets prometteurs dans A, A‹ respectivement.
On doit montrer que ldet(1−F†GG‡F ) = 0. Comme f‹ g, on a ρ(F†GG‡F ) < 1. En d’autres
termes :
lim inf ‖(F†GG‡F )k‖ 1k < 1 (10.1)
Soit PF ⊂ F et PG ⊂G des sous-algèbres commutatives maximales telles que F et G soient
dans le groupoïde normalisant de P⊗PF et P⊗PG respectivement.
Puisque F et G sont des symétries partielles dans le groupoïde normalisant de P⊗PF
et P⊗PG respectivement, il est clair que F†G et G‡F sont encore des symétries partielles,
et on peut montrer 2 qu’elles sont dans le groupoïde normalisant de P⊗PF⊗PG. De plus,
ce sont a fortiori des isométries partielles, et le lemme §10.2.20 nous assure que F†GG‡F
est une isométrie partielle appartenant au groupoïde normalisant de P⊗PF⊗PG. On peut
2. En utilisant le fait que l’unité d’une algèbre de von Neumann A est contenue dans toute sous-algèbre commu-
tative maximale de A.
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alors montrer aisément que pour tout k ∈N, (F†GG‡F )k est une isométrie partielle. Puisque la
norme d’une isométrie partielle est nécessairement égale à 0 ou 1, on a que pour tout k ∈N,
‖(F†GG‡F )k‖ = 0 ou ‖(F†GG‡F )k‖ = 1. On en déduit, en utilisant l’équation 10.1, qu’il existe
N ∈N tel que ‖(F†GG‡F )N‖ = 0, i.e. (F†GG‡F )N = 0. Finalement, cela montre que F†GG‡F est
nilpotent, ce qui implique que ldet(1−F†GG‡F )= 0. ,
§10.2.24 PROPOSITION (COMPOSITIONALITÉ).
Si f ∈A(B et g ∈B(C sont des projets prometteurs sous l’angle P, alors f ::g est un projet
prometteur sous l’angle P dans A(C.
Démonstration. Soit f = 0 · + ·φ+F et g = 0 · + ·ψ+G deux projets prometteur sous l’angle
A, respectivement dans A(B de support p+ q et B(C de support q+ r. Soit h = f ::g =
ldet(1−F†GG‡F ) ·+ ·φ⊗ψ+F ::G le projet obtenu par la coupure de f et g.
– Dialecte
Il est clair que le dialecte F⊗G est un facteur fini et hyperfini, puisqu’il s’agit du produit
tensoriel de deux copies F et G du facteur hyperfini de type II1.
– Diatrace
La trace φ⊗ψ est bien entendu normalisée. En effet, puisque φ et ψ sont normalisées,
il s’agit d’une simple vérification :
φ⊗ψ(1F⊗G)=φ⊗ψ(1F⊗1G)=φ(1F)ψ(1G)= 1
– Mise
Pour montrer que la mise est nulle, on doit montrer que ldet(1−F†GG‡F )= 0. Il est clair
que (p,∞,φ,F,0) ∈A et (r,∞,ψ,G,0) ∈C‹, et on a donc :
o1 = (p+ q+ r,∞,φ⊗ψ,F⊗G,F†G ) ∈ (A(B)⊗C‹
o2 = (p+ q+ r,∞,φ⊗ψ,F⊗G,G‡F ) ∈A⊗ (B(C)
En utilisant le lemme de semi-distributivité §10.2.22, on obtient :
(A(B)⊗C‹ = (A‹ &B)⊗C‹ ⊂ (A⊗ (B‹ &C))‹ = (A⊗ (B(C))‹
ce qui signifie que o1‹o2, i.e. ρ(F†GG‡F )< 1. En d’autres termes :
lim inf ‖(F†GG‡F )k‖ 1k < 1 (10.2)
Soit PF ⊂ F et PG ⊂G des sous-algèbres commutatives maximales telles que F et G
soient dans le groupoïde normalisant de P⊗PF et P⊗PG respectivement. Puisque F
et G sont des symétries partielles dans le groupoïde normalisant de P⊗PF et P⊗PG
respectivement, il est clair que F†G et G‡F sont encore des symétries partielles, et on
peut montrer qu’elles sont dans le groupoïde normalisant de P⊗PF ⊗PG. De plus,
ce sont des isométries partielles, et le lemme §10.2.20 nous assure que F†GG‡F est une
isométrie partielle appartenant au groupoïde normalisant deP⊗PF⊗PG. On peut alors
montrer aisément que pour tout k ∈N, (F†GG‡F )k est une isométrie partielle. Puisque
la norme d’une isométrie partielle est nécessairement égale à 0 ou 1, on a que pour tout
k ∈N, ‖(F†GG‡F )k‖ = 0 ou ‖(F†GG‡F )k‖ = 1. On en déduit, en utilisant l’équation 10.2,
qu’il existe N ∈N tel que ‖(F†GG‡F )N‖ = 0, i.e. (F†GG‡F )N = 0. Finalement, cela montre
que F†GG‡F est nilpotent, ce qui implique que ldet(1−F†GG‡F )= 0.
– Opérateur
Dans la suite, on notera p, r les produits tensoriels p⊗ 1F ⊗ 1G et r⊗ 1F ⊗ 1G. Nous
faisons cet abus de notation afin de rendre les équations plus lisibles. Étant donné que
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F†GG‡F est nilpotent, on a :
F ::G = (pF†G + r)(1−G‡FF†G )−1(p+G‡F r)
= (pF†G + r)(
N−1∑
k=0
(G‡FF†G )k)(p+G‡F r)
=
N−1∑
k=0
pF†G (G‡FF†G )k p+
N−1∑
k=1
r(G‡FF†G )k p
+
N−2∑
k=0
pF†G (G‡FF†G )kG‡F r+
N−1∑
k=0
r(G‡FF†G )kG‡F r
=
N−1∑
k=0
pF†G (G‡FF†G )k p+
N−1∑
k=0
r(G‡FF†G )kG‡F r
+
N−1∑
k=1
(r(G‡FF†G )k p+ p(F†GG‡F )kr)
On pose :
tk = F†G (G‡FF†G )k
t′k = (G‡FF†G )kG‡F
sk = (G‡FF†G )k
s′k = (F†GG‡F )k
En utilisant le fait que F,G sont des symétries partielles dans le groupoïde normalisant
de P⊗PF et P⊗PG respectivement et que p, r ∈P⊗PF⊗PG, on montre aisément que
chacune des trois sommes (tk, t′k et sk+s′k respectivement) sont des isométries partielles
dans le groupoïde normalisant de P⊗PF⊗PG (par le lemme §10.2.20) et sont de plus
hermitiennes (puisque F et G le sont). Ces termes sont donc des symétries partielles
dans le groupoïde normalisant de P⊗PF⊗PG.
– On vient de montrer que (ptk p)3 = ptk p, et on en déduit (ptk ptk)2 = ptk ptk. Puisque
ptk ptk = (ptk ptk)∗, on obtient, par composition par p sur la droite :
ptk ptk = tk ptk p (10.3)
ptk ptk = ptk ptk p (10.4)
– On montre de même que :
rt′krtk = rt′krt′kr (10.5)
– On peut aussi calculer :
(ps′kr+ rsk p)3 = ps′krsk ps′kr+ rsk ps′krsk
Puisque (ps′kr+ rsk p)3 = ps′kr+ rsk p, en composant par p à gauche (resp. à droite)
et r à droite (resp. à gauche), on obtient ps′kr = ps′krsk ps′kr (resp. rsk p= rsk ps′krsk).
On en déduit :
(rsk ps′k)
2 = rsk ps′k
(ps′krsk)
2 = ps′krsk
On peut alors montrer que :
rsk ps′k+ ps′krsk = (rsk ps′k+ ps′krsk)∗
= (rsk ps′k)∗+ (ps′krsk)∗
= sk ps′kr+ s′krsk p
234 10. VÉRITÉ SUBJECTIVE
En composant par p (resp.r) à droite, et en utilisant le fait que G p= 0 (resp. Fr = 0),
on a alors :
rsk ps′kr = rsk ps′k (10.6)
ps′krsk p = ps′krsk (10.7)
Par les équations 10.4, 10.5, 10.6 et 10.7, on peut montrer que le produit de deux termes
distincts des sommes est nécessairement nul. Puisque pr = rp = 0, on a cinq cas à
considérer :
– (pti p)(pt j p), avec i 6= j.
On peut supposer que i < j, puisque le cas j < i se réduit à i < j en prenant l’adjoint.
On a alors :
(pti p)(pt j p) = pti pt j p
= (pti pF†G (G‡FF†G ) j p
= (pti pti)(G‡FF†G ) j−i p
= (pti pti p)s j−i p
Puisque pG‡F = 0, on a ps j−i = 0, et finalement (pti p)(pt j p)= 0.
– (rt′ir)(rt
′
jr), avec i 6= j.
Ce cas est similaire au cas précédent. On traite le cas j < i :
((rt′ir)(rt
′
jr))
∗ = (rt′jr)(rt′ir)
= rt′jrt′ir
= rt′jr(G‡FF†G )iG‡F r
= (rt′jrt′j)(F†GG‡F ))i− jr
= (rt′jrt′jr)s′i− jr
Puisque rF†G = 0, on a rs′i− j = 0, et finalement (rt′ir)(rt′jr)= 0.
– (pti p)(ps′jr).
Si j6 i, on a :
(pti p)(ps′jr) = pti ps′jr
= pti− j(s j ps′jr)
= pti− j(rs j ps′jr)
Si i < j, on a :
(pti p)(ps′jr) = pti ps′jr
= pF†G (G‡FF†G )i p(F†GG‡F ) jr
= pF†G (G‡FF†G )i p(F†GG‡F )iF†GG‡F (F†GG‡F ) j−i−1r
Puisque F†G ,G‡F sont hermitiens, et dans le groupoïde normalisant de P⊗PF⊗PG,
et étant donné que r est dans P⊗PF⊗PG, on obtient que l’opérateur
F†G (G‡FF†G )i p(F†GG‡F )iF†G
est un élément de P⊗PF⊗PG. Il commute alors avec p qui est également un élément
de P⊗PF⊗PG. Finalement :
(pti p)(ps′jr) = p(F†G (G‡FF†G )i p(F†GG‡F )iF†G )G‡F (F†GG‡F ) j−i−1r
= (F†G (G‡FF†G )i p(F†GG‡F )iF†G )pG‡F (F†GG‡F ) j−i−1r
Puisque pG‡F = 0, on obtient que (pti p)(ps′jr)= 0.
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– (rt′ir)(rs j p).
De même, on a, dans le cas j6 i :
(rt′ir)(rs j p) = rt′irs j p
= rG‡F s′irs j p
= rG‡F s′i− j(s′jrs j p)
= rG‡F s′i− j(ps′jrs j p)
Si i < j, on a :
(rt′ir)(rs j p) = rt′irs j p
= r(G‡FF†G )iG‡F r(G‡FF†G ) j p
= rG‡F (F†GG‡F )ir(G‡FF†G )iG‡FF†G (G‡FF†G ) j−i−1 p
Puisque F,G sont hermitiens, dans le groupoïde normalisant de P⊗PF ⊗PG, et
puisque r est dans P⊗PF⊗PG, on obtient que G‡F (F†GG‡F )ir(G‡FF†G )iG‡F est un
élément de P⊗PF⊗PG. Il commute donc avec r puisque ce dernier est un élément
de P⊗PF⊗PG. Finalement :
(rt′ir)(rs j p) = r(G‡F (F†GG‡F )ir(G‡FF†G )iG‡F )F†G (G‡FF†G ) j−i−1 p
= (G‡F (F†GG‡F )ir(G‡FF†G )iG‡F )rF†G (G‡FF†G ) j−i−1 p
Puisque rF†G = 0, obtient que (rt′ir)(rs j p)= 0.
– (rsi p+ ps′ir)(rs j p+ ps′jr), avec i 6= j.
On peut suppose que i < j sans perte de généralité. On a alors :
(rsi p+ ps′ir)(rs j p+ ps′jr) = rsi ps′jr+ ps′irs j p
= (rsi ps′i)s′j−ir+ (ps′irsi)s j−i p
= (rsi ps′ir)s′j−ir+ (ps′irsi p)s j−i p
Puisque rF = 0= pG, on obtient que rs′j−i = ps j−i = 0, et donc que (rsi p+ps′ir)(rs j p+
ps′jr)= 0.
Finalement, on a montré que F ::G est une somme de symétries partielles vérifiant les
hypothèses du lemme §10.2.21. On en déduit donc que F ::G est une symétrie partielle,
et est dans le groupoïde normalisant de P⊗PF⊗PF.
– Projections
Soit 3 pi ∈P⊗NR(PF)⊗NR(PG) est une projection. On peut alors calculer tr(piA) :
tr(piF ::G) = tr(pi[(pF†G + r)(1−G‡FF†G )−1(p+G‡F r)])
= tr(pi[
N−1∑
k=0
pF†G (G‡FF†G )k p])+ tr(pi[
N−1∑
k=0
r(G‡FF†G )kG‡F r])
+tr(pi[
N−1∑
k=1
r(G‡FF†G )k p])+ tr(pi[
N−1∑
k=0
p(F†GG‡F )kr])
=
N−1∑
k=0
tr(pi[pF†G (G‡FF†G )k p])+
N−1∑
k=0
tr(pi[r(G‡FF†G )kG‡F r])
+
N−1∑
k=1
tr(pi[r(G‡FF†G )k p])+
N−1∑
k=1
tr(pi[p(F†GG‡F )kr])
Il suffit alors de montrer que tr(piptk p) = tr(pirt′kr) = 0 pour tout 0 6 k 6 N − 1, et
tr(pirsk p)= tr(pips′kr)= 0 pour 16 k6N−1.
3. Remarquons que P⊗NR⊗R(PF⊗PG)=P⊗NR(PF)⊗NR(PG) par le théorème §3.3.71.
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– tr(piptk p)= 0 et tr(pirt′kr)= 0
On suppose tout d’abord, sans perte de généralité, que pip = pi, c’est-à-dire que pi est
une sous-projection de p. Alors :
tr(piptk p)=
 tr(F
†G (G‡FF†G )
k
2 pi(F†GG‡F )
k
2 ) si k≡ 0[2]
tr(G‡F (F†GG‡F )
k−1
2 (F†GpiF†G )(G‡FF†G )
k−1
2 ) si k≡ 1[2]
Puisque F†G ,G‡F sont dans le groupoïde normalisant de P⊗PF⊗PG, on peut mon-
trer que ce sont des éléments de N(Pp+q+r⊗NR(PF)⊗NR(PG)). En effet :
N(Pp+q+r+⊗PF⊗PG) = N(Pp+q+r)⊗N(PF)⊗N(PG)
⊂ N(Pp+q+r)⊗N(N(PF))⊗N(N(PG))
⊂ N(Pp+q+r⊗N(PF)⊗N(PG))
Donc, puisque pi est une projection de Pp+q+r ⊗NR(PF)⊗NR(PG), on en déduit
que les termes (G‡FF†G )
k
2 pi(F†GG‡F )
k
2 et (F†GG‡F )
k−1
2 (F†GpiF†G )(G‡FF†G )
k−1
2 repré-
sentent des projections de P⊗NR(PF)⊗NR(PG).
Finalement, puisque tr(Fν) = 0 pour toute projection ν ∈P⊗NR(PF), on peut mon-
trer que tr(F†Gµ) = 0 pour toute projection µ ∈P⊗NR(PF)⊗R, et par conséquent
pour toute projection dans P⊗NR(PF)⊗NR(PG). De même, tr(G‡Fµ)= 0 pour une
telle projection, et on en conclue que tr(piptk p)= 0.
Le cas tr(pirt′kr)= 0 est traité de manière similaire.
– tr(pirsk p)= 0 et tr(pips′kr)= 0
Puisque p = p˜⊗ 1⊗ 1 et P est commutative, p est dans le centre Z(P⊗R⊗R) de
P⊗R⊗R et commute donc avec toute projection dans l’algèbreP⊗NR(PF)⊗NR(PG).
De même, la projection r est dans Z(P⊗R⊗R) et commute donc avec toute projection
dans P⊗NR(PF)⊗NR(PG). Alors, étant donné que pr = rp= 0 :
tr(pirsk p)= tr(rpisk p)= tr(prpisk)= 0
tr(pips′kr)= tr(ppis′kr = tr(rppis′k)= 0
Finalement, ce projet est sans mise, normalisé, l’opérateur F ::G est une symétrie partielle
dans le groupoïde normalisant de P⊗PF⊗PG, et pour toute projection pi ∈P⊗NR(P), on a
tr(pi(F ::G))= 0. Il est donc prometteur sous l’angle P. ,
Classification des MASAs et Logique Linéaire
MASAs singulières
§10.2.25 Dans cette partie, on montre que tout projet prometteur par rapport à un angle P⊂R0,1 sin-
gulier est trivial, dans le sens où son opérateur est égal à 0. On montre dans un premier temps
deux lemmes. On notera R0,1 le facteur hyperfini de type II∞ et par R le facteur hyperfini de
type II1. De plus, on écrira Ap l’agèbre de von Neumann pAp où p est une projection.
§10.2.26 LEMME.
Soit A ⊂M une sous-algèbre commutative maximale d’un facteur M, et soit p une projection
dans A. Si A ∈M normalise A, et Ap= pA, alors A normalise Ap.
Démonstration. On choisit x dans Ap ⊂ A. Alors AxA∗ = y ∈ A puisque A normalise A. De
plus, yp = AxA∗p = Ax(pA)∗ = Ax(Ap)∗ = AxpA∗ = AxA∗ = y, et on montre de même que
py= y. D’où y= pyp et y ∈Ap. ,
§10.2.27 REMARQUE. Ce résultat implique que pGNM(A)p⊂GNMp (Ap).
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§10.2.28 Le lemme suivant est particulièrement important puiqu’il nous permettra de nous ramener
au cas des facteurs de II1, et donc d’utiliser le résultat de Chifan (Théorème §3.3.71). Le fait
que A soit abélienne est nécessaire ici. En effet, il est même possible de trouver des contre-
exemples en dimension infinie dans le cas où A n’est pas nécessairement commutative. Par
exemple, le sous-facteur A=M2(C)⊕C de M3(C) est singulier : NM3(C)(A)=A. Si l’on prend
la projection p= 0⊕1⊕1 dans M3(C), on obtient que Ap n’est pas singulier dans (M3(C))p —
c’est même une sous-algèbre régulière — puisque NM2(C)(Ap)=M2(C).
§10.2.29 LEMME.
Soit A⊂M une sous-algèbre commutative maximale d’un facteur M, et p une projection dans
A. Alors Ap est une sous-algèbre commutative maximale dans Mp. De plus, si A est singulière,
Ap est également singulière.
Démonstration. Soit v un élément de (Ap)′, le commutant de Ap dans Mp, et soit a ∈A. On
a pa = pap et (1− p)a = (1− p)a(1− p) puisque p et (1− p) sont des éléments de A — qui est
commutative. En utilisant le fait que vp= pv= v, on obtient :
va = v(pa+ (1− p)a)
= vpa+v(1− p)a
= vpap
= papv
= av
Par conséquent, (Ap)′ ⊂ (A′)p =Ap de par la maximalité de A. Cela nous donne que (Ap)′ ⊂Ap,
i.e. Ap est commutative maximale.
Supposons que A est une sous-algèbre singulière. Choisissons u ∈NMp (Ap). Par definition
u est un unitaire de Mp, c’est-à-dire uu∗ = u∗u = p, et donc up = pu = u. Définissons v =
u+ (1− p), un élément de M. Alors, étant donné que p(1− p) = 0, v est un unitaire : vv∗ =
(u+ (1− p))(u∗+ (1− p))= uu∗+ (1− p)= 1= v∗v, et pvp= u.
Prenons maintenant x ∈A. Puisque x et 1−p sont des éléments deA et queA est commutative,
ux(1− p) = u(1− p)x = up(1− p)x = 0. De même, on montre que (1− p)xu = 0. Cela implique
que vxv∗ = uxu∗+ (1− p)x(1− p). Or, puisque u normalise A, uxu∗ = upxpu∗ est un élément
y de A. De plus, étant donné que 1− p est dans A, l’élément (1− p)x(1− p) est également un
élément de A. Finalement, vxv∗ est un élément de A et v ∈NM(A). D’où u ∈ pNM(A)p. Mais
NM(A)⊂NM(A)=A (A est singulière), et donc u ∈Ap.
Puisque NMp (Ap)⊂Ap on obtient que NMp (Ap)=Ap. ,
§10.2.30 THÉORÈME (ANGLES SINGULIERS ET CORRECTION).
Si P⊂R0,1 est singulière, alors tout projet prometteur sous l’angle P est trivial.
Démonstration. Soit a= (p,0,R, tr, A) un projet prometteur sous l’angle P⊂R0,1.
On souhaite montrer que A ∈P⊗R. Puisque A est un élément de (R0,1)p ⊗R, on sait que
Ap= pA = A où p représente la projection p⊗1. Puisque A est dans le groupoïde normalisant
GNR0,1⊗R(P⊗Q), il est également dans GN(R0,1)p⊗R(Pp⊗Q) par le lemme §10.2.26, et il est
donc dans l’algèbre N(R0,1)p⊗R(Pp ⊗Q) par le théorème §3.3.68. En utilisant maintenant le
Théorème §3.3.71, on a A ∈NR0,1 (Pp)⊗NR(Q). Finalement, puisque P est singulière dans
R0,1, Pp est singulière dans (R0,1)p par le Lemme §10.2.29. Ceci montre que A ∈Pp⊗NR(Q).
Le fait que A soit prometteur par rapport à P implique également que pour toutes projections
pi ∈P⊗NR(Q), on a tr(piA)= 0. Puisque les projections dans P⊗NR(Q) engendrent tous les
éléments de P⊗NR(Q), et par la continuité de la trace, on en déduit que pour tout élément
B ∈P⊗NR(Q), tr(BA)= 0.
Puisque A3 = A = A∗, A2 = r est une projection, avec rA = Ar = A. On peut alors conclure,
étant donné que A ∈P⊗NR(Q), que tr(A2)= 0, c’est-à-dire A2 = 0 et donc A = A3 = 0. ,
§10.2.31 REMARQUE. Sans la condition additionelle dans la définition du gain, il serait facile de trou-
ver des projets non triviaux gagnants par rapport à un point de vue singulier P ⊂R0,1. En
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effet, soient p, q deux projections dans P. Alors le projet a= (p+q,0,1,C, p+q) est clairement
prometteur par rapport à P si l’on oublie la condition additionnelle.
On pourrait également penser que cette condition peut être affaiblie, en demandant par
exemple que la trace de A soit nulle. Cette condition ne serait cependant pas suffisante,
puisque pour toutes projections p, q ∈ P telles que tr(p) = tr(q), le projet b défini par (p+
q,0,1,C, p− q) satisfait toutes les conditions de gain excepté la condition additionnelle, et vé-
rifie de plus tr(p− q)= tr(p)− tr(q)= 0.
Une dernière possibilité serait de remplacer la condition additionnelle par la condition sui-
vante : pour toutes projections pi ∈P⊗Q, tr(piA)= 0. Cependant, le projet suivant serait alors
prometteur par rapport à P lorsque p, q ∈P sont des projections :
c= (p+ q,0, tr,M2(C),
 0 (p+ q)⊗1R
(p+ q)⊗1R 0
)
MASAs non-singulières
Dans cette section, on considèrera que le point de vue P est une sous-algèbre commutative
maximale non-singulière P ⊂R0,1 fixée une fois pour toutes. Nous allons montrer que toute
preuve du calcul des séquents MALLT,0 (voir la définition au Chapitre 7) peut être interprétée
par un projet prometteur par rapport à P.
Syntaxe de MALL
§10.2.32 DÉFINITION (DÉLOCALISATION).
Soit p, q des projections dans P. Une délocalisation de p sur q est une isométrie partielle
θ : p→ q telle que θ ∈GNR0,1 (P).
§10.2.33 On va en réalité travailler avec la sous-algèbre commutative maximale P⊕P de M2(R0,1)
afin d’avoir un espace primitif (la première composante de la somme P⊕P) ainsi qu’un es-
pace d’interprétation (la seconde composante de la somme). Les interprétations des preuves
et formules seront des éléments de l’espace d’interprétation, tandis que l’espace primitif nous
servira uniquement à définir correctement la syntaxe. La proposition suivante montre que,
puisque les interprétations seront des projets définis dans la seconde composante de la somme
P⊕P, le fait qu’ils soient prometteurs par rapport àP⊕P dansM2(R0,1) implique qu’ils sont
prometteurs par rapport à P dans R0,1.
§10.2.34 PROPOSITION (RESTRICTION DE GAIN).
Soit a= (p,0, tr,R, A) un projet prometteur par rapport à P⊕P⊂M2(R0,1), tel que p6 0⊕1.
Alors A(0⊕1)= (0⊕1)A = A, et a est un projet prometteur par rapport à P⊂ (M2(R0,1))0⊕1 '
R0,1.
Démonstration. Il est clair que P est une sous-algèbre commutative maximale dans l’algèbre
(M2(R0,1))0⊕1, est le résultat est une simple conséquence du Lemme §10.2.26 page 236. ,
§10.2.35 On définit maintenant les variables. On choisit tout d’abord une famille de projections deux
à deux disjointes (pi, j)(i, j)∈Q∗+×N, telles que pi, j ∈P et tr(pi, j) = i. Les projections pi, j ⊕0 se-
ront les lieux primitfs des variables, et cette famille de projections est en quelque sorte notre
ensemble de variables.
§10.2.36 DÉFINITION (NOMS DE VARIABLE ET VARIABLES).
Un nom de variable est un couple (i, j) ∈ Q∗+×N que nous noterons par des lettre capitales
X ,Y , Z, . . . . L’entier i est appelé la taille du nom de variable.
Une variable est un couple Xθ = (X = (i, j),θ), où θ est un délocalisation de pi, j ⊕0 sur une
projection 0⊕qXθ (nécessairement de trace égale à i). La projection 0⊕qXθ est appelée le lieu
de la variable, et on se permettra par moments d’oublier la première composante de la somme
en écrivant simplement qXθ .
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§10.2.37 REMARQUE. Notons que la définition même des variables présuppose que P est non-singulier
— ce qui implique que P⊕P est non-singulier dans M2(R0,1), puisque nous avons besoin de
cette hypothèse pour être certain, par le Théorème §3.3.70, de l’existence d’isométries par-
tielles dans GNM2(R0,1)(P⊕P) de pi, j sur qXθ . Ces délocalisations vont nous permettre de
définir l’interprétation de la règle axiome ainsi que l’interprétation du &, et on peut alors voir
que le Théorème §3.3.70 est la clef de voûte de la construction de l’interprétation des preuves.
Interprétation des formules
On définit maintenant l’interprétation des formules.
§10.2.38 DÉFINITION (BASE D’INTERPRÉTATION).
Une base d’interprétation est une fonction δ qui associe à chaque nom de variable X = (i, j) un
comportement δ(X ) sur le lieu primitif pi, j de X . Cette fonction s’étend à une unique fonction
δ¯ qui à toute variable Xθ associe un comportement δ¯(Xθ)= θ(δ(X )) de support qXθ — le lieu
de Xθ. On nommera abusivement cette extension une base d’interprétation.
§10.2.39 DÉFINITION (INTERPRÉTATION DES FORMULES).
L’interprétation ‖F‖δ d’une formule F selon la base d’interprétation δ est définie inductive-
ment :
– F = Xθ
On définit ‖F‖δ comme le comportement δ¯(Xθ) de support qXθ ;
– F = X‹
θ
On définit ‖F‖δ = (‖Xθ‖δ)‹, un comportement de support qXθ ;
– F = A?B (? ∈ {⊗, &,&,⊕)
On définit ‖F‖δ = ‖A‖δ? ‖B‖δ, un comportement de support p+ q, où p et q sont les
supports respectifs de ‖A‖δ et ‖B‖δ ;
– F =T (resp. F = 0)
On définit ‖F‖δ =T0 (resp. 00).
§10.2.40 DÉFINITION (INTERPRÉTATION DES SÉQUENTS).
Un séquent `Γ sera interprété comme le &des formules de Γ, noté &Γ.
Interprétation des preuves
§10.2.41 La règle d’introduction du
&
ainsi que la règle d’échange ont une interprétation triviale,
puisque les séquents prémisses et conclusion sont interprétés par le même comportement (du
fait de la locativité, de la commutativité du
&
et la neutralité de ⊥). De même, les règles pour
⊕ sont évidentes, puisqu’il suffit d’étendre le support du projet interprétant les prémisses pour
obtenir le projet interprétant la conclusion. De plus, la règle >p est évidemment interprétée
par le projet (0,0,1C,C,0). Concernant les axiomes, ceux-ci seront interprétés naturellement
par des délocalisations. Le cas de la coupure ayant déjà été traité §10.2.24, il nous reste donc
à définir l’interprétation des règles d’introduction de ⊗ et de &.
§10.2.42 Étant donnés deux projets f et g dans les interprétations des deux prémisses d’une règle ⊗,
nous devons définir un projet h qui sera dans l’interprétation de la conclusion. L’opération
qui vient naturellement à l’esprit est de définir ce projet comme le tenseur des deux projets f
et g. Il s’avère que cette interprétation de la règle ⊗ fonctionne parfaitement : la proposition
suivante montre que h définit comme f⊗ g est un projet dans l’interprétation du séquent
conclusion.
§10.2.43 PROPOSITION (INTERPRÉTATION DE LA RÈGLE TENSEUR).
Soit A,B,C,D des conduites de supports respectifs pA , pB, pC , pD . On a l’inclusion :
((A(B)⊗ (C(D))⊂ ((A⊗C)( (B⊗D))
Démonstration. On montre que (A⊗C)( (B⊗D) contient la conduite (A(B)⊗ (C(D),
quelque soit les conduites A,B,C,D.
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On notera pA , pB, pC et pD les supports des conduites A,B,C,D. Soit f ∈ A(B et g ∈
C(D les deux projets :
f = (pA+ pB, f ,φ,F,F)
g = (pC+ pD, g,ψ,G,G)
On veut montrer que, pour tout projets a = (pA,a,α,A, A) et c = (pC, c,γ,C,C) dans A et C
respectivement, le résultat de l’application (f⊗g) ::(a⊗ c) est bien un élément de la conduite
B⊗D.
On a :
(f⊗g) ::(a⊗ c)= (pB+ pD ,w,ν,N,P)
où
w = φ⊗ψ(1F⊗G)(aγ(1C)+ cα(1A))
+α⊗γ(1A⊗C)( fψ(1G)+ gφ(1F))
+ldet(1− (F†G +G‡F )†A⊗C (A†C +C‡A )‡F⊗G )
ν = φ⊗ψ⊗α⊗γ
N = F⊗G⊗A⊗C
P = (F†G +G‡F )†A⊗C ::(A†C +C‡A )‡F⊗G
On va alors montrer que ce projet est un variant du projet (f ::a)⊗ (g ::c). On pourra donc en
conclure que (f⊗g) ::(a⊗ c) ∈ (A⊗C)( (B⊗D) par le Lemme §10.2.9.
– Il est clair que N est égal au dialecte de (f ::a)⊗ (g ::c) à un isomorphisme de commuta-
tivité près. En effet, le dialecte de (f ::a)⊗ (g ::c) est égal à F⊗A⊗G⊗C et le morphisme
φ= IdF⊗τ⊗ IdC est un isomorphisme entre cette algèbre et N ;
– Il est de même clair que ν est égal à µ ◦φ−1 où µ est la pseudo-trace du projet (f ::a)⊗
(g ::c) ;
– Puisque F et A sont des éléments de (R0,1)pA+pB et G et C sont des éléments de
(R0,1)pC+pD , on déduit du fait que toutes les projections sont deux à deux disjointes
que :
P = (F†G )†A⊗C ::(A†C )‡F⊗G + (G†F )†A⊗C ::(C†A )‡F⊗G
Une fois de plus ceci est égal, modulo φ, à l’opérateur du projet (f ::a)⊗ (g ::c) :
(F†A :: A†F )†C⊗G + (G†C ::C†G )‡A⊗F
– En utilisant le fait que φ⊗ψ(1F⊗G)=φ⊗ψ(1F⊗1G)=φ(1F)ψ(1G) et que α⊗γ(1A⊗C)=
α(1A)γ(1C), on obtient :
w = γ(1C)ψ(1G)(aφ(1F)+ fα(1A))
+α(1A)φ(1F)(cψ(1G)+ gγ(1C))
+ldet(1− (F†G +G‡F )†A⊗C (A†C +C‡A )‡F⊗G )
De plus, comme AG = 0 le Lemme §10.2.6 nous permet d’obtenir que :
ldet(1− (F†G +G‡F )†A⊗C (A†C +C‡A )‡F⊗G )
= ldet(1− ((F†G )†A⊗C (A†C )‡F⊗G + (G‡F )†A⊗C (C‡A )‡F⊗G ))
= ldet(1− (F†G )†A⊗C (A†C )‡F⊗G )+ ldet(1− (G‡F )†A⊗C (C‡A )‡F⊗G )
= γ(1C)ψ(1G)ldet(1−F†A A†F )+α(1A)φ(1F)ldet(1−G‡CC‡G )
qui nous permet de déduire finalement que :
w = γ(1C)ψ(1G)[aφ(1F)+ fα(1A)+ ldet(1−F†A A†F )]
+α(1A)φ(1F)[cψ(1G)+ gγ(1C)+ ldet(1−G‡CC‡G )]
qui est la mise du projet (f ::a)⊗ (g ::c).
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On en déduit que pour tout f,g,a,c, on a (f⊗g) ::(a⊗c) ∈ (A⊗C)( (B⊗D) par le Lemme §10.2.9
page 228. Finalement, on a bien montré que (A(B)⊗ (C(D)⊂ (A⊗C)( (B⊗D). ,
§10.2.44 Nous devons maintenant interpréter la règle &. Nous allons pour cela interpréter une preuve
se terminant par une règle & comme la somme des projets fp+q et gp+q, où f et g — de supports
respectifs p et q — sont les interprétations des sous-preuves dont les conclusions sont les
prémisses. Afin de pouvoir effectuer cette opération, nous devons dans un premier temps
délocaliser les prémisses puisque les lieux des contextes ne sont pas disjoints. Une fois cette
délocalisation effectuée, on peut former le projet h défini comme θ1(f) &θ2(g) — où θ1 et θ2
sont des délocalisations. Il faut alors appliquer le projet implémentant la distributivité afin
de superposer les contextes.
§10.2.45 PROPOSITION (INTERPRÉTATION DE LA RÈGLE &).
Soit A,B,C des comportements de supports respectifs pA , pB, pC disjoints deux à deux, et soit
φ(A) une délocalisation de A de support une projection disjointe des supports de A,B,C. Alors
pour toutes délocalisations 4 θ1,θ2,θ3 dans GNR0,1 (P), il existe un projet With dans le compor-
tement :
((A(B)&(φ(A)(C))( (θ1(A)( (θ2(B)&θ3(D)))
De plus, With est prometteur sous l’angle P.
Démonstration. On choisit p′A ∼Π pA , p′′A ∼Π pA , p′B ∼Π pB et p′C ∼Π pC des projections deux
à deux disjointes et disjointes des supports de A,B,C., Alors comme P est un angle semi-
régulier ou régulier il existe des isométries partielles φ, θ1, θ2 et θ3 dans le groupoïde norma-
lisant de GNR0,1 (P) : 
φ : pA → p′A
θ1 : pA → p′′A
θ2 : pB → p′B
θ3 : pC → p′C
On note p= pA + pB+ p′A + pC et p′ = p′′A + p′B+ p′C , et on définit k= (p+ p′,0,κ,K,K) où :
κ = 1C⊕1C
2
K = C⊕C
K = (θ1+θ∗1 +θ2+θ∗2 )⊕ (θ1φ∗+φθ∗1 +θ3+θ∗3 )
On va montrer que le projet k prometteur sous l’angle P et dans le comportement :
((A(B)&(φ(A)(C))( (θ1(A)( (θ2(B)&θ3(C)))
On commence par montrer qu’il s’agit bien d’un élément de ce comportement, et on montrera
dans un second temps qu’il est prometteur sous l’angleP. On notera q= pA+pB et r = p′A+pC .
– Soit f ∈A&B :
f = (q+ r,0,φ⊕γ,F,F)
On peut alors calculer k ::f :
w= k ::f= (p′,w,ξ,W,W)
où :
w = 0
ξ = 1⊕1
2
⊗φ≡ φ⊕φ
2
W = (C⊕C)⊗F≡F⊗F
4. Il faut bien entendu supposer que les supports sont deux à deux disjoints.
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et
W = K†F ::F‡K
= (θ1+θ∗1 +θ2+θ∗2 )†FF‡R (θ1+θ∗1 +θ2+θ∗2 )†F
⊕(θ1φ∗+φθ∗1 +θ3+θ∗3 )†FF‡R (θ1φ∗+φθ∗1 +θ3+θ∗3 )†F
On utilise maintenant le fait que (voir la preuve de la Proposition §7.1.41) :
(A(B)&(φ(A)(C) = (A( (1r(B))∩ (φ(A)( (1q(C)) (10.8)
On notera également W1 (resp. W2) la première (resp. la seconde) composante de W ;
c’est-à-dire que l’on a W =W1⊕W2.
La preuve est alors similaire à celle de la Proposition §7.1.41 : on choisit un élément
θ1(a) ∈ θ1(A) et on montre que w ::a ∈ θ2(B)&θ3(C). On considère donc w ::a :
w ::a= (p′B+ p′C ,m, (φ⊗α)⊕ (φ⊗α),F⊗A⊕F⊗A,W†A1 :: A‡F ⊕W
†A
2 :: A
‡F )
où la mise m est calculée ainsi :
m = ldet(1− (W1⊕W2)†A A‡F⊕F )
= ldet(1−W†A1 A‡F ⊕W
†A
2 A
‡F )
= ldet(1−W†A1 A‡F )+ ldet(1−W
†A
2 A
‡F )
On peut alors montrer que W1 est un élément de θ1(A)( θ2(B) en utilisant l’égalité
de conduites 10.8. Donc ldet(1−W†A1 A‡F ) est nul puisque c’est la mise d’un élément de
θ2(B). De plus, l’opérateur B = W†A1 :: A‡F définit un élément de θ2(B) : b = (p′B,0,φ⊗
α,F⊗A,B) ∈ θ2(B).
Un raisonnement similaire permet de montrer que c = (p′C ,0,φ⊗α,F⊗A,W
†A
2 :: A
‡F ) ∈
θ3(C). On a donc w ::a = b+ c ∈ θ2(B)&θ3(C), et on a donc montré que k est bien un
élément du comportement ((A(B)&(φ(A)(C))( (θ1(A)( (θ2(B)&θ3(D))).
– Il est clair que ce projet est prometteur car il est construit à partir de délocalisations.,
§10.2.46 REMARQUE. L’interprétation du & sera donc définie grâce à la construction relativement
compliquée 5 f&g= [With](θ1(f)&θ2(g)). Cette construction ne doit cependant pas cacher la re-
lative simplicité de l’idée qui la sous-tend. Ainsi, étant donnés deux projets f= (p+r,0,φ,F,F)
et g= (q+ r,0,γ,G,G), nous construisons le projet :
f&g= (p+ q+ r,0,φ⊗γ,F⊕G,F⊕G)
Adéquation
§10.2.47 THÉORÈME (ADÉQUATION).
Soit ` Γ; A un séquent prouvable dans MALL, et δ une base d’interprétation. Alors l’interpré-
tation de ‖`Γ; A‖δ est vraie sous l’angle P.
Ce théorème est en réalité obtenu comme corollaire d’un résultat plus fort (Théorème
§10.2.49). Afin d’énoncer ce dernier, nous allons utiliser les constructions de la section précé-
dente afin de définir l’interprétation des preuves de MALL.
§10.2.48 DÉFINITION (INTERPRÉTATION DES PREUVES).
On définit inductivement l’interprétation d’une preuve Π par rapport à un système de déloca-
lisations φ :
– Si Π est une règle axiome introduisant le séquent ` Xθ; Xφ, on définit naturellement
Π• = (qXθ + qXφ ,0, tr,R,θφ∗+φθ∗).
5. On rappelle que θ1 et θ2 sont des délocalisations.
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– Si Π est obtenu par l’application d’une règle
&
, ou d’une règle d’échange, sur une preuve
Π1, on définit Π• =Π•1.
– Si Π est obtenue par l’application d’une règle ⊕ sur une preuve Π1 de support p, alors
Π• = (Π•1)p+q où q est le support de la formule introduite.
– SiΠ est obtenue par l’application d’une règle coupure entre deux preuvesΠ1 etΠ2, alors
Π• =Π•1 ::Π•2.
– Si Π est obtenue par l’application d’une règle ⊗ sur deux preuves Π1 et Π2, alors Π• =
Π•1⊗Π•2.
– Si Π est obtenue par l’application d’une règle & sur deux preuves Π1 et Π2, interpré-
tées par des projets Π•1 et Π
•
2, on forme alors Π
• = [With](θ1(Π•1)&θ2(Π•2)) où θ1,θ2 sont
des délocalisations sur des supports disjoints, et où With est le projet défini dans la
Proposition §10.2.45.
§10.2.49 THÉORÈME (ADÉQUATION FORTE).
Soit Π une preuve de conclusion ` Γ; A dans MALL, et δ une base d’interprétation. Alors le
projet Π• appartient à ‖`Γ; A‖δ et est prometteur sous l’angle P.
Démonstration. La preuve est une conséquence directe des Propositions §10.2.43 et §10.2.45
de la section précédente, ainsi que de la compositionnalité (Proposition §10.2.24). ,
MASAs régulières
§10.2.50 Pour interpréter les exponentielles élémentaires, on utilisera la construction de l’exponen-
tielle proposée par Girard. Il reste cependant un problème de taille. En effet, si a est un
projet prometteur sous l’angle P, il est évident que le projet !Ωa est prometteur par rapport à
Ω(P⊗Q) où Q est une sous-algèbre commutative maximale de R. Cependant, s’il est évident
que Ω(P⊗Q) est une sous-algèbre commutative maximale de R0,1, il ne sera pas vrai, en
général, que Ω(P⊗Q) = P. Comme ce sont des sous-algèbres commutatives maximales de
R0,1, les deux algèbres Ω(P⊗Q) et P sont des algèbres de von Neumann commutatives dif-
fuses, donc isomorphes en tant qu’algèbres de von Neumann. Ce résultat est cependant trop
faible puisque cet isomorphisme n’est pas en général implémenté par un unitaire, condition
nécessaire à la bonne interprétation de la promotion.
§10.2.51 PROPOSITION.
Soit a un projet prometteur sous l’angle P. Supposons que P soit une sous-algèbre commuta-
tive maximale régulière (de Cartan) de R0,1. Alors il existe une isométrie partielle u telle que
uΩ(A)u∗ soit une symétrie partielle dans le groupoïde normalisant de P.
Démonstration. Cette preuve repose sur deux hypothèses : le fait que le point de vue soit ré-
gulier, et le fait que l’opérateur A soit un élément de pR0,1 p, c’est-à-dire dans une algèbre
de type II1. En effet, comme a est prometteur par rapport à P, A est un élément du grou-
poïde normalisant de P⊗Q, où Q est une sous-algèbre commutative maximale de A qui est
nécessairement régulière puisque A est finie de type I. Comme P et Q sont régulières, leur
produit tensoriel est une sous-algèbre commutative régulière de R0,1⊗A, et par conséquent 6
Ω(P⊗Q) est une sous-algèbre commutative maximale régulière de R0,1.
De plus, A = pAp où p est une projection finie dans P. Alors Ω(A)=Ω(p)Ω(A)Ω(p), ce qui
implique queΩ(A) est un élément du groupoïde normalisant deΩ(p)Ω(P⊗Q)Ω(p), qui est une
sous-algèbre commutative maximale régulière de Ω(p)R0,1Ω(p) par le Lemme §10.2.29. Soit
maintenant p′ une projection de R0,1 de même trace que p (et donc de même trace que Ω(p)).
On peut alors considérer la sous-algèbre commutative maximale régulière p′Pp′ de pR0,1 p.
Comme p′ et Ω(p) ont la même trace, il existe une isométrie partielle u telle que uu∗ = p′ et
u∗u=Ω(p). Alors u∗pPpu est un sous-algèbre commutative maximale de Ω(p)R0,1Ω(p). Un
6. On fait un abus de notation ici, puisque A n’est pas une sous-algèbre commutative maximale de R. Cependant,
il est possible de choisir le plongement de A dans R de manière à ce que A soit une sous-algèbre d’une algèbre
commutative maximale régulière de R.
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résultat de Connes, Feldman et Weiss (Théorème §3.3.72) montre que deux sous-algèbres com-
mutatives maximales régulières du facteur hyperfini de type II1 sont unitairement équiva-
lentes. Il existe donc un unitaire v ∈Ω(p)R0,1Ω(p) tel que v∗(u∗p′Pp′u)v=Ω(p)Ω(P⊗Q)Ω(p).
Comme le produit uv est une isométrie partielle (uv(uv)∗uv= uvv∗u∗uv= uΩ(p)Ω(p)v= uv),
on peut alors montrer que (uv)∗A(uv) est une symétrie partielle dans le groupoïde normali-
sant de P :
v∗u∗Auvv∗u∗Auv = v∗u∗AuΩ(p)u∗Auv= v∗u∗ApAuv= v∗u∗AAuv= v∗u∗Auv
(v∗u∗Auv)∗ = v∗u∗A∗uv= v∗u∗Auv
L’isométrie partielle uv est donc celle recherchée. ,
§10.2.52 Grâce à cette proposition, et en remarquant que la contraction et l’implémentation de la pro-
motion fonctorielle n’utilisent que des projets prometteurs, on peut montrer aisément un théo-
rème d’adéquation forte pour les calculs des séquents ELLpol et ELLcomp définis au Chapitre 8
lorsque l’angle choisi est une sous-algèbre commutative maximale régulière. Remarquons que
cette proposition ne dépend pas du morphisme Ω choisi (le résultat d’adéquation en dépend
cependant puisque tout choix de Ω ne permet par d’interpréter la promotion fonctorielle).
§10.2.53 Il est alors naturel de se demander si la réciproque est vraie, c’est-à-dire si le fait que P ne soit
pas régulière implique que l’on ne puisse pas interpréter les (au moins une) exponentielles.
Nous ne savons pas si une telle réciproque existe, mais nous allons tout de même discuter
cette question.
§10.2.54 Considérons tout d’abord les invariants de Pukansky de l’angle P choisi et de la sous-algèbre
Ω(P⊗Q) (en utilisant les notations de la preuve précédente). Il est connu 7 qu’il existe des
sous-algèbres commutatives maximales singulières de R dont l’invariant de Pukansky est
inclus dans {2,3, . . . ,∞}, et la sous-algèbre Q vérifie Puk(Q) = {1} puisqu’elle est régulière
(Théorème §3.3.80). En utilisant la Proposition §3.3.83, on obtient que Puk(Ω(P⊗Q)) contient
1, et il est donc impossible dans ce cas que Ω(P⊗Q) et P soient unitairement équivalentes.
§10.2.55 Cependant, l’invariant de Pukansky d’une algèbre semi-régulière est une partie de N∪ {∞}
contenant 1 (du fait du Théorème §3.3.82). La Proposition §3.3.83 nous donne alors que
Puk(Ω(P⊗Q)) = Puk(P). Il n’est donc pas possible de montrer la réciproque de la Proposi-
tion §10.2.51 de cette manière. Nous conjecturons qu’il existe des pérennisations Ω et des
angles P semi-réguliers tels que (l’équivalent de) la Proposition §10.2.51 soit satisfaite. Nous
conjecturons également qu’il existe des pérennisations Ω et des angles P semi-réguliers tels
que (l’équivalent de) la Proposition §10.2.51 ne soit pas satisfaite. Une question plus inté-
ressante serait de savoir si pour toute pérennisation (et donc en particulier celle définie par
Girard) il existe un angle semi-régulier P donnant un contre-exemple à (l’équivalent de) la
Proposition §10.2.51.
Conclusion
§10.2.56 Les différents résultats obtenus dans cette section peuvent être combinés afin d’obtenir le
théorème suivant :
§10.2.57 THÉORÈME.
Soit P une sous-algèbre commutative maximale de R0,1. Alors :
– Si P est singulière, il n’existe pas d’interprétation (non triviale) de MALL (ni de ELL)
par des projets matriciels prometteurs sous l’angle P ;
– Si P est semi-régulière, il est possible d’interpréter les preuves de MALL par des projets
matriciels prometteurs sous l’angle P ;
– Si P est régulière, il est possible d’interpréter les preuves de ELL par des projets matri-
ciels prometteurs sous l’angle P.
7. White [Whi08] a montré que toute partie de N∪ {∞} est l’invariant de Pukansky d’une sous-algèbre commuta-
tive maximale de R
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10.3 Vérité Subjective en GdI5.1 et GdI5.2
Points de vues et angles
§10.3.1 Nous commençons par présenter la notion de vérité de l’article de Girard [Gir11a] basée sur
la notion de projet gagnant. Nous expliciterons alors une certaine correspondance entre la
notion de projet gagnant et celle de projet prometteur. Celle-ci nous permettra de déduire
certains résultats concernant la GdI5.
§10.3.2 DÉFINITION (POINT DE VUE).
Un point de vue est une représentation pi de l’algèbre R0,1 sur L2(R,λ) où λ est la mesure de
Lebesgue, satisfaisant les conditions suivantes :
– L∞(R,λ)⊂pi(R0,1) ;
– ∀A ⊂R, tr(pi−1(χA))=λ(A), où χA est la fonction caractéristique de A.
Un point de vue est dit fidèle lorsque la représentation pi est fidèle (voir Définition §3.2.71).
§10.3.3 DÉFINITION.
Un projet a= 0 ·+ ·α+A de support p est gagnant pour un point de vue pi lorsque :
– pi(p) ∈ L∞(R) ;
– α est la trace normalisée sur A ;
– Il existe une base e1, . . . , en du dialecte A telle que A = [ f ] où f est une bijection partielle
qui préserve la mesure sur R× {1, . . . ,n} ;
– L’ensemble {x ∈R× {1, . . . ,n} | f (x)= x} est de mesure nulle.
§10.3.4 REMARQUE. Nous avons ajouté la dernière condition à la définition proposée par Girard
[Gir11a]. Celle-ci correspond à la condition concernant la trace dans la définition des projets
prometteurs (Définition §10.2.17).
§10.3.5 PROPOSITION.
Tout point de vue fidèle définit un angle.
Démonstration. Soit pi un point de vue fidèle, alors L∞(R,λ) ⊂ pi(R0,1). Comme L∞(R,λ) est
une sous-algèbre commutative maximale deL (L2(R,λ)), L∞(R,λ) est égale à son commutant
dans L (L2(R,λ)). On en déduit que le commutant de L∞(R,λ) dans pi(R0,1) est inclus dans
L∞(R,λ). Or, l’algèbre étant commutative, l’inclusion inverse est également vérifiée. Donc
L∞(R,λ) est une sous-algèbre commutative maximale de pi(R0,1). Posons maintenant B =
pi−1(L∞(R,λ)). Cette sous-algèbre de R0,1 est clairement commutative. De plus, si x ∈ R0,1
commute avec les éléments de B, alors pi(x) commute avec les éléments de L∞(R,λ). Par
maximalité de cette dernière, on en déduit que pi(x) ∈ L∞(R,λ), et donc que x ∈B. Donc B est
une sous-algèbre commutative maximale de R0,1. ,
§10.3.6 PROPOSITION.
Soit pi un point de vue fidèle, et B = pi−1(L∞(R,λ)) l’angle induit par pi. Si a = 0 ·+ · tr+ A est
gagnant pour pi, alors il est prometteur sous l’angle B.
Démonstration. Il faut simplement vérifier que A appartient au groupoïde normalisant de
B⊗Q pour une sous-algèbre commutative maximale Q ⊂ A. Comme A est une algèbre de
von Neumann finie, on peut supposer sans perte de généralité (quitte à considérer un variant
de a) que celle-ci est égale à Mn(C) pour un entier n ∈N. La base e1, . . . , en du dialecte telle
que pi(A) = [ f ] pour une bijection partielle f préservant la mesure sur R× {1, . . . ,n}, définit
une sous-algèbre commutative maximale D de Mn(C), à savoir la sous-algèbre des opérateur
diagonaux dans la base {e1, . . . , en}. Soit maintenant p une projection dans B⊗D. On sait
que pi(p) = [χU ] où U est un sous-ensemble mesurable de R× {1, . . . ,n}. Pour tout élément
ξ ∈ L2(R,λ), on a :
pi(A)∗pi(p)pi(A)ξ=pi(A)pi(p)ξ◦ f =pi(A)ξ◦ f ◦χU = ξ◦ f ◦χU ◦ f −1
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Or f ◦χU ◦ f −1 = χV où V est le sous-ensemble mesurable de R× {1, . . . ,n} défini par V = f (U).
Donc finalement, pi(A)∗pi(p)pi(A)ξ = [χV ]ξ = pi(q)ξ, où q est la projection [χV ]. Comme q est
dans B⊗D, on a montré que pi(A) normalise toute projection dans B⊗D. On conclut que
pi(A) ∈ G(B⊗D) en utilisant le fait que les projections engendrent l’algèbre B⊗D. Donc A
est une symétrie partielle dans le groupoïde normalisant de B⊗D.
Il reste maintenant à vérifier la dernière condition sur les projets prometteurs. Pour cela,
on choisit une projection p dans B⊗Mn(C) et on utilise le Lemme §9.A.10 pour montrer :
tr(pA)=λ({x ∈Up× {1, . . . ,n} | f (x)= x})6λ({x ∈R× {1, . . . ,n} | f (x)= x})
Comme a est gagnant, on a donc 06 tr(pA)6 0, ce qui permet de conclure. ,
§10.3.7 THÉORÈME.
Soit pi un point de vue fidèle. Alors l’angle associé A satisfait que pour toute projection finie
p ∈A, Puk(pAp)= {1}.
Démonstration. Pour toute projection finie p ∈ A, l’algèbre pAp est une sous-algèbre com-
mutative maximale de pR0,1 p par le lemme §10.2.29. Supposons qu’il existe une projection
p telle que Puk(pAp) contient au moins un entier supérieur ou égal à 2, que l’on notera k.
Pour toute sous-algèbre commutative maximale régulière Q de R, Puk(pAp⊗Q) contient cet
entier par la Proposition §3.3.83. On déduit alors du Théorème §3.3.82 que pAp⊗Q n’est pas
commutative maximale dansL (L2(pR0,1 p⊗R)). Or pi(A)= L∞(R) est commutative maximale
dansL (L2(R)), et donc pi(pAp)= L∞(X ) pour X un borélien de mesure finie. On en déduit que
pi(pAp) est commutative maximale dansL (L2(X )), et donc unitairement équivalente (on note
u l’unitaire en question) à une sous-algèbre commutative maximale de L (L2(pR0,1 p)⊗R)
(Proposition §3.3.59). Le morphisme φ : a 7→ upi(a)u∗ est alors un morphisme de pR0,1 p⊗Q
dans φ(pR0,1 p⊗Q) tel que Puk(φ(A))= {1} ce qui contredit le fait que k ∈Puk(A). ,
§10.3.8 PROPOSITION.
Il existe des points de vue réguliers, des points de vue semi-réguliers, et des points de vue non
Dixmier-classifiables.
Démonstration. On considère R dans sa représentation standard, et on fixe A,B,C trois sous-
algèbres commutatives maximales de R telles que A soit régulière, B soit semi-régulière, C
soit singulière, et Puk(A)=Puk(B)= {1} (on pourra consulter les paragraphes §3.3.84, §3.3.85
et §3.3.86 à ce sujet).
Puisque A, B et C ont pour invariant de Pukansky le singleton {1}, ce sont des sous-
algèbres commutatives maximales deL (L2(R)) par la Proposition §3.3.81. De plus, elles sont
diffuses puisque R est de type II et il existe par conséquent des unitaires u,v,w tels que
u∗Au = L∞([0,1]), v∗Bv = L∞([0,1]) et w∗Cw = L∞([0,1]). On choisit alors une sous-algèbre
commutative maximale diagonale D dans L (H) associée à une base, et on définit les sous-
algèbres commutatives maximales de R⊗L (H) suivantes :
EA =A⊗D EB =B⊗D EC =C⊗D
Les unitaires u⊗1,v⊗1,w⊗1 : L2(R)⊗L (H)→ L2([0,1])⊗L (H) définissent — modulo l’iso-
morphisme entre L2([0,1])⊗L (H) et L2(R) — des représentations piA : x 7→ (u⊗1)∗x(u⊗1),
piB : x 7→ (v⊗1)∗x(v⊗1) et piC : x 7→ (w⊗1)∗x(w⊗1) de R0,1 sur L2(R) telles que :
piA(EA)= L∞(R) piB(EB)= L∞(R) piC(EC)= L∞(R)
Il nous reste à montrer que les angles associés à piA, piB et piC, c’est-à-dire les sous-
algèbres commutatives maximalesEA,EB etEC, sont respectivement régulières, semi-régulières
et non Dixmier-classifiables. Il s’agit pour cela d’une simple application du Théorème §3.3.71.
Dans le cas de EA =A⊗D, on a :
NR⊗L (H)(A⊗D)=NR(A)⊗NL (H)(D)=R⊗L (H)
Donc EA est bien régulière.
Dans le cas de EB =B⊗D, on obtient :
NR⊗L (H)(B⊗D)=NR(B)⊗NL (H)(D)=N⊗L (H)
Comme B est semi-régulière, N est un sous-facteur deR, et donc N⊗L (H) est un sous-facteur
de R⊗L (H) (on utilise ici un théorème 8 de Tomita qui énonce que le commutant d’un produit
tensoriel est le produit tensoriel des commutants). Donc EB est bien semi-régulière.
Dans le cas de EC =C⊗D, on obtient :
NR⊗L (H)(C⊗D)=NR(C)⊗NL (H)(D)=C⊗L (H)
Comme le commutant de C⊗L (H) est égal à C⊗C, le centre de C⊗L (H) est égal à C⊗C. On
en déduit que NR⊗L (H)(EC) n’est ni égale à EC, ni un facteur. EC est donc bien en dehors de
la classification de Dixmier. ,
§10.3.9 La question de l’existence de points de vues singuliers est quant à elle toujours ouverte. En
effet, la méthode utilisée dans la preuve précédente ne s’applique pas pour montrer l’existence
de sous-algèbres singulières : en écrivant R0,1 =R⊗L (H) et en choisissant une sous-algèbre
de la forme A⊗D, on s’impose une certaine « régularité », puisque D est nécessairement
une sous-algèbre régulière de L (H). L’existence de sous-algèbres commutatives maximales
singulières d’invariant de Pukansky égal à {1} du facteur hyperfini R de type II1 obtenue par
White [WS07] suggère cependant qu’il puisse exister de tels points de vue.
8. Ce théorème se trouve dans les livres de Takesaki [Tak01, Tak03a, Tak03b].
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§11.1 Le contenu de ce chapitre présente un travail [AS12] effectué en collaboration avec Clément
Aubert. Il s’agit de comprendre et de détailler la caractérisation de la classe de complexité
co-NL proposée par Girard [Gir11c]. En dehors de l’explicitation de cette caractérisation, on
obtient une nouvelle caractérisation de co-NL par des machines abstraites, les machines à
pointeurs non déterministes.
§11.2 Ce chapitre se compose de trois parties. La première partie explicite la représentation des
entiers en géométrie de l’interaction. Cette représentation des entiers est en effet celle qui
sera utilisée par la suite pour obtenir la caractérisation de co-NL. Dans une seconde partie,
on définit et motive la notion de paire normative utilisée par Girard. On donne également un
procédé de construction de telles paires basé sur la notion de produit croisé entre une algèbre
de von Neumann et un groupe agissant sur celle-ci. Dans la troisième partie, on montre que
l’on peut caractériser la classe de complexité co-NL par un ensemble d’opérateurs. La preuve
de ce résultat est effectuée en définissant une notion de machine à pointeurs abstraite per-
mettant de résoudre un problème co-NL complet, puis en montrant que ces machines peuvent
être encodées par des opérateurs.
11.1 Représentation des entiers
Entiers Unaires
§11.1.1 On utilise la représentation des entiers en GdI : on représente l’entier n par l’ensemble des
liens axiomes de la preuve de ∀X !(X ( X )( !(X ( X ) (le type des entiers en Logique Li-
néaire Elémentaire) qui utilise n fois la règle de contraction :
ax
` X (2n+1), X (1)‹
ax
` X (2), X (3)‹ ⊗
` X (1)‹⊗X (2), X (2n+1), X (3)‹
ax
` X (4), X (5)‹ ⊗
` X (1)‹⊗X (2), X (3)‹⊗X (4), X (2n+1), X (5)‹
...
ax
` X (2n), X (2n+2)‹ ⊗
` X (1)‹⊗X (2), . . . , X (2n−1)‹⊗X (2n), X (2n+1), X (2n+2)‹
&
` X (1)‹⊗X (2), . . . , X (2n−1)‹⊗X (2n), X (2n+1) &X (2n+2)‹
!
` ?(X (1)‹⊗X (2)), . . . ,?(X (2n−1)‹⊗X (2n)), !(X (2n+1) &X (2n+2)‹)
?c
` ?(X (1)‹⊗X (2)), !(X (2n+1) &X (2n+2)‹)
∀
`∀X?(X (1)‹⊗X (2)), !(X (2n+1) &X (2n+2)‹)
§11.1.2 La partie de cette preuve se trouvant avant la promotion est interprétée par un graphe ayant
2n+2 sommets 1 dont les arêtes représentent les liens axiomes. Par exemple, l’entier 5 sera
représenté par le graphe :
1 2 3 4 5 6 7 8 9 10 11 12
1. Comme nous considérons ici la contraction, le graphe en question est un graphage épais tranché n’ayant qu’une
seule tranche et les sommets sont en réalité des boréliens de même mesure, par exemple les intervalles [ i2n+2 ,
i+1
2n+2 [.
Cependant, puisque la promotion se fera sur un graphe sans tranches, la promotion reviendra à une simple délocali-
sation, et il est donc suffisant de considérer ces sommets comme de simples points.
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La matrice des poids de ce graphe :

0 0 0 0 0 0 0 0 0 0 1 0
0 0 1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0

§11.1.3 Comme ce graphe est sans tranches, la promotion de celui-ci n’est rien d’autre qu’une délo-
calisation, et la matrice reste donc inchangée. L’application de la règle de contraction permet
alors de superposer les points 2,4,6, . . . ,2n et les points 1,3,5, . . . ,2n−1 dans un dialecte 2. On
obtient alors le graphe épais suivant dans le cas de l’entier 5 :
(1,1) (2,1)
(1,2) (2,2)
(1,3) (2,3)
(1,4) (2,4)
(1,5) (2,5)
(1,0) (2,0)
(1i,1) (12,1)
(1i,2) (12,2)
(1i,3) (12,3)
(1i,4) (12,4)
(1i,5) (12,5)
(1i,0) (12,0)
2. La représentation des entiers choisie par Girard considère que les points 2n+1 et 2n+2 sont dans une tranche
particulière, ce qui n’est pas nécessaire. Ce détail est cependant d’importance puisqu’il permet de distinguer les
points de « départ » et d’« arrivée » du cycle décrit par le graphe.
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La matrice des poids de ce graphe est une matrice bloc 4×4 contenant des matrices 6×6 :
n=

0 u v 0
u∗ 0 0 w∗
v∗ 0 0 0
0 w 0 0

u=

0 0 0 0 0 0
0 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0

v=

0 0 0 0 0 0
1 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

w=

0 0 0 0 0 1
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

§11.1.4 De manière générale, l’entier n est représenté par une matrice bloc 4×4 :
0 un vn 0
u∗n 0 0 w∗n
v∗n 0 0 0
0 wn 0 0

où les un,vn,wn sont les matrices (n+1)× (n+1) :
un =

0 0 0 . . . 0 0
0 0 0 . . . 0 0
0 1 0 . . . 0 0
0 0 1 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . 1 0

vn =

0 0 0 . . . 0 0
1 0 0 . . . 0 0
0 0 0 . . . 0 0
0 0 0 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . 0 0

wn =

0 0 0 . . . 0 1
0 0 0 . . . 0 0
0 0 0 . . . 0 0
0 0 0 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . 0 0

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§11.1.5 L’entier n est finalement représenté comme une matrice carrée de taille 4(n+1). Il est donc a
priori difficile de définir des algorithmes agissant sur tous les entiers avec cette représenta-
tion. C’est pourquoi Girard utilise le facteur hyperfini de type II1, que nous notons R. En effet,
toute algèbre de matrices carrées peut être plongée dans celui-ci. Supposons que l’on veuille
plonger l’algèbre des matrices carrées de taille n dansR. On commence par choisir une famille
p1, . . . , pn de projections équivalentes (au sens de Murray et von Neumann) dont la somme est
égale à l’identité. On fixe alors des isométries partielles ui,i+1 telles que u∗i,i+1ui,i+1 = pi+1 et
ui,i+1u∗i,i+1 = pi. On définit alors :
ui, j =

ui,i+1ui+1,i+2 . . .u j−1, j lorsque j > i
u∗i,i+1u
∗
i−1,i . . .u
∗
j, j+1 lorsque i < j
pi lorsque i = j
Cette famille vérifie que ui, juk,l est égal à 0 si j 6= k et à ui,l sinon. On peut alors représenter
une matrice carrée (ai, j)ni, j=1 par
∑n
i, j=1 ai, jui, j.
§11.1.6 La représentation des matrices n×n que nous venons de décrire n’est cependant pas unique !
On se retrouve donc avec de nombreuses représentations d’un même entier n dans le facteur
hyperfini. Celles-ci sont caractérisées par certaines équations dont il est aisé de voir qu’elles
sont vérifiées par les matrices décrites ci-dessus.
§11.1.7 DÉFINITION (ENTIERS - REPRÉSENTATION UNAIRE).
Un opérateur N ∈M4(R) est une représentation unaire de l’entier n ∈N lorsqu’il existe des
projections pi0, . . . ,pin dans R telles que
∑n
i=0pii = 1 et :
N =

0 en dn 0
e∗n 0 0 f ∗n
d∗n 0 0 0
0 fn 0 0

où les isométries partielles en,dn, fn (pour « entier », « début » et « fin ») satisfont :
dn = pi1dnpi0
en =
n−1∑
i=1
pii+1enpii
fn = d∗n(e∗n)n−1 =pi0 fnpin
§11.1.8 PROPOSITION.
Si u est une représentation de l’entier n, alors il existe un morphisme φ : M4(n+1)(C)→R tel
que u=φ(N) où N est la matrice représentant n.
Démonstration. Soit N une représentation de l’entier n ∈N dans R, et pi0, . . . ,pin les projec-
tions associées. Dans un premier temps, il est nécessaire de remarquer que les projections
pii sont toutes équivalentes au sens de Murray et von Neumann : on a pii = eindn(eindn)∗ et
pi0 = (eindn)∗eindn donc pi0 est équivalente à toutes les autres projections.
On définit maintenant un plongement φ de Mn+1(C) dans R par :
φ : (ai, j)06i, j6n 7→
n∑
i=0
n∑
j=0
ai, jui, j
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avec :
ui, j =

e j−1n dn si i = 0
e j−1n si i < j et i 6= 0
(ei−1n dn)∗ si j = 0
(ei−1n )∗ si i > j et j 6= 0
pik si i = j = k
L’image de vn dans la représentation matricielle des entiers (voir §11.1.4), est alors l’opérateur
dn. De même, l’image de wn est (en−1n dn)∗ = d∗n(e∗n)n−1 = fn. La matrice un est représentée par
l’opérateur en.
On en déduit que l’image de la représentation matricielle de n par le plongement φ est
égale à N. ,
§11.1.9 PROPOSITION.
Soient N, N ′ ∈M4(C)⊗Mn+1(C) deux représentations d’un même entier n ∈N. Alors il existe
un unitaire u ∈R tel que (Id⊗u)N(Id⊗u)∗ =N ′.
Démonstration. On note pi0, . . . ,pin (resp. ν0, . . . ,νn) les projections et dn, en, fn (resp. d′n, e′n, f ′n)
les isométries partielles associées à N (resp. N ′). Il est clair que pi0 et ν0 sont équivalentes au
sens de Murray et von Neumann. Il existe donc une isométrie partielle v telle que vv∗ = ν0 et
v∗v=pi0. On définit alors les isométries partielles :
vi = ((e′n)i−1d′n)v(ei−1n dn)∗
Alors :
viv∗i = ((e′n)i−1d′n)v(ei−1n dn)∗(ei−1n dn)v∗((e′n)i−1d′n)∗
= ((e′n)i−1d′n)vpi0v∗((e′n)i−1d′n)∗
= ((e′n)i−1d′n)ν0((e′n)i−1d′n)∗
= νi
v∗i vi = (ei−1n dn)v∗((e′n)i−1d′n)∗((e′n)i−1d′n)v(ei−1n dn)∗
= (ei−1n dn)v∗ν0v(ei−1n dn)∗
= (ei−1n dn)pi0(ei−1n dn)∗
= pii
La somme u=∑ni=0 vi est alors un unitaire et (Id⊗u)N(Id⊗u)∗ =N ′. ,
Entiers Binaires
§11.1.10 Les suites binaires finies sont représentées par les preuves de la formule
∀X !(X( X )( (!(X( X )( !(X( X ))
Cela correspond donc à montrer le séquent ` ?(X ⊗ X‹),?(X ⊗ X‹), !(X ( X ). Ces preuves
dépendent donc de la manière dont les contractions sont faites et des éventuels affaiblisse-
ments (pour la liste vide ou les listes contenant uniquement des 0 ou uniquement des 1). Par
exemple :
• la preuve représentant la liste vide est obtenue à l’aide de deux affaiblissements :
ax
` X (D)‹, X (F)
&
` X (D)( X (F)
!` !(X (D)( X (F))
?w
` ?(X (0i)⊗X (0o)‹), !(X (D)( X (F))
?w
` ?(X (0i)⊗X (0o)‹),?(X (1i)⊗X (1o)‹), !(X (D)( X (F))
` !(X (0i)( X (0o))( (!(X (1i)( X (1o))( !(X (D)( X (F))) ∀`∀X !(X (0i)( X (0o))( (!(X (1i)( X (1o))( !(X (D)( X (F)))
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Le graphe correspondant est :
(0o,0) (0i,0) (1o,0) (1i,0) (D,0) (F,0)
• la preuve représentant la liste < 0 > est obtenue à l’aide d’un affaiblissement pour in-
troduire X (1i)( X (1o) :
ax
` X (D)‹, X (0i)
ax
` X (0o)‹, X (F) ⊗
` X (0i)⊗X (0o)‹, X (D)‹, X (F)
&
` X (0i)⊗X (0o)‹, X (D)( X (F)
!
` ?(X (0i)⊗X (0o)‹), !(X (D)( X (F))
?w
` ?(X (0i)⊗X (0o)‹),?(X (1i)⊗X (1o)‹), !(X (D)( X (F))
` !(X (0i)( X (0o))( (!(X (1i)( X (1o))( !(X (D)( X (F))) ∀`∀X !(X (0i)( X (0o))( (!(X (1i)( X (1o))( !(X (D)( X (F)))
Le graphe correspondant est le suivant :
(0o,0) (0i,0) (1o,0) (1i,0) (D,0) (F,0)
(0o,1) (0i,1) (1o,1) (1i,1) (D,1) (F,1)
• la preuve représentant la liste < 1 > est obtenue à l’aide d’un affaiblissement pour in-
troduire X (0i)( X (0o) :
ax
` X (D)‹, X (1i)
ax
` X (1o)‹, X (F) ⊗
` X (1i)⊗X (1o)‹, X (D)‹, X (F)
&
` X (1i)⊗X (1o)‹, X (D)( X (F)
!
` ?(X (1i)⊗X (1o)‹), !(X (D)( X (F))
?w
` ?(X (0i)⊗X (0o)‹),?(X (1i)⊗X (1o)‹), !(X (D)( X (F))
` !(X (0i)( X (0o))( (!(X (1i)( X (1o))( !(X (D)( X (F))) ∀`∀X !(X (0i)( X (0o))( (!(X (1i)( X (1o))( !(X (D)( X (F)))
Son graphe est :
(0o,0) (0i,0) (1o,0) (1i,0) (D,0) (F,0)
(0o,1) (0i,1) (1o,1) (1i,1) (D,1) (F,1)
• la preuve représentant la liste < 10> est la suivante :
ax
` X (0i), X (F)‹
ax
` X (1i), X (0o)‹ ⊗
` X (0i)⊗X (0o)‹, X (1i), X (F)‹
ax
` X (D), X (1o)‹ ⊗
` X (0i)⊗X (0o)‹, X (1i)⊗X (1o)‹, X (D), X (F)‹
&
` X (0i)⊗X (0o)‹, X (1i)⊗X (1o)‹, X (D)( X (F)
!
` ?(X (0i)⊗X (0o)‹),?(X (1i)⊗X (1o)‹), !(X (D)( X (F))
`∀X !(X (0i)( X (0o))( (!(X (1i)( X (1o))( !(X (D)( X (F)))
Et le graphe correspondant est :
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(0o,0) (0i,0) (1o,0) (1i,0) (D,0) (F,0)
(0o,1) (0i,1) (1o,1) (1i,1) (D,1) (F,1)
(0o,2) (0i,2) (1o,2) (1i,2) (D,2) (F,2)
• la preuve représentant la liste < 010> est celle utilisant une contraction sur la première
copie de X ⊗X‹, c’est-à-dire sur X (0i)⊗X (0o)‹ :
ax
` X (0i), X (F)‹
ax
` X (1i), X (0o)‹ ⊗
` X (0i)⊗X (0o)‹, X (1i), X (F)‹
ax
` X (Ai), X (1o)‹ ⊗
` X (0i)⊗X (0o)‹, X (1i)⊗X (1o)‹, X (Ai), X (F)‹
ax
` X (D), X (Ao)‹ ⊗
` X (0i)⊗X (0o)‹, X (1i)⊗X (1o)‹, X (Ai)⊗X (Ao)‹, X (D), X (F)‹
&
` X (0i)⊗X (0o)‹, X (1i)⊗X (1o)‹, X (Ai)⊗X (Ao)‹, X (D)( X (F)
!
` ?(X (0i)⊗X (0o)‹),?(X (1i)⊗X (1o)‹),?(X (Ai)⊗X (Ao)‹), !(X (D)( X (F))
?c
` ?(X (0i)⊗X (0o)‹),?(X (1i)⊗X (1o)‹), !(X (D)( X (F))
`∀X !(X (0i)( X (0o))( (!(X (1i)( X (1o))( !(X (D)( X (F)))
Son graphe est le suivant :
(0o,0) (0i,0) (1o,0) (1i,0) (D,0) (F,0)
(0o,1) (0i,1) (1o,1) (1i,1) (D,1) (F,1)
(0o,2) (0i,2) (1o,2) (1i,2) (D,2) (F,2)
(0o,3) (0i,3) (1o,3) (1i,3) (D,3) (F,3)
• la preuve représentant la liste < 110> est celle utilisant une contraction sur la seconde
copie de X ⊗X‹, c’est-à-dire sur X (1i)⊗X (1o)‹ :
ax
` X (0i), X (F)‹
ax
` X (1i), X (0o)‹ ⊗
` X (0i)⊗X (0o)‹, X (1i), X (F)‹
ax
` X (Ai), X (1o)‹ ⊗
` X (0i)⊗X (0o)‹, X (1i)⊗X (1o)‹, X (Ai), X (F)‹
ax
` X (D), X (Ao)‹ ⊗
` X (0i)⊗X (0o)‹, X (1i)⊗X (1o)‹, X (Ai)⊗X (Ao)‹, X (D), X (F)‹
&
` X (0i)⊗X (0o)‹, X (1i)⊗X (1o)‹, X (Ai)⊗X (Ao)‹, X (D)( X (F)
!
` ?(X (0i)⊗X (0o)‹),?(X (1i)⊗X (1o)‹),?(X (Ai)⊗X (Ao)‹), !(X (D)( X (F))
?c
` ?(X (0i)⊗X (0o)‹),?(X (1i)⊗X (1o)‹), !(X (D)( X (F))
`∀X !(X (0i)( X (0o))( (!(X (1i)( X (1o))( !(X (D)( X (F)))
Le graphe correspondant à cette preuve est :
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(0o,0) (0i,0) (1o,0) (1i,0) (D,0) (F,0)
(0o,1) (0i,1) (1o,1) (1i,1) (D,1) (F,1)
(0o,2) (0i,2) (1o,2) (1i,2) (D,2) (F,2)
(0o,3) (0i,3) (1o,3) (1i,3) (D,3) (F,3)
§11.1.11 On remarque que les arêtes des graphes décrivent un parcours de la liste : l’arête partant de
X (D) a pour but :
• X (0i) lorsque la liste commence par un 0 ;
• X (1i) lorsque la liste commence par un 1 ;
Les arêtes suivantes relient un X (0o) (dans le cas d’un 0) ou un X (1o) (dans le cas d’un 1) à
un X (0i) ou un X (1i) selon que l’élément suivant dans la liste est un 0 ou un 1. Ceci explique
notre choix de notation : X (0i) (resp. X (1i)) est le point d’entrée (« input ») dans un 0 (resp.
dans un 1), et X (0o) (resp. X (1o)) est le point de sortie (« output ») d’un 0 (resp. d’un 1). On
peut donc construire le graphe correspondant directement à partir de la liste. Par exemple,
prenons la liste < 11010>. Alors on va construire le graphe dont les arêtes sont représentées
dans la figure suivante :
•D ··F0 1o··i 5 1o··i 4 0o··i 3 1o··i 2 0o··i 1
En tenant compte du fait que chaque élément de la liste vit dans une tranche séparée (les
tranches sont indiquées par les chiffres en bleu au-dessus des éléments de la liste), et donc
chaque arête change de tranche, on obtient le graphe suivant :
(0o,0) (0i,0) (1o,0) (1i,0) (D,0) (F,0)
(0o,1) (0i,1) (1o,1) (1i,1) (D,1) (F,1)
(0o,2) (0i,2) (1o,2) (1i,2) (D,2) (F,2)
(0o,3) (0i,3) (1o,3) (1i,3) (D,3) (F,3)
(0o,4) (0i,4) (1o,4) (1i,4) (D,4) (F,4)
(0o,5) (0i,5) (1o,5) (1i,5) (D,5) (F,5)
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§11.1.12 Les listes non vides de longueur n sont donc représentées par des matrices bloc 6×6 dont les
coefficients sont des matrices (n+1)× (n+1) de la forme :
0 l00 0 l10 d0 0
l∗00 0 l
∗
01 0 0 f
∗
0
0 l01 0 l11 d1 0
l∗10 0 l
∗
11 0 0 f
∗
1
d∗0 0 d
∗
1 0 0 0
0 f0 0 f1 0 0

Les termes l00, l01, l10, l11 correspondent aux arêtes entre les éléments de la liste :
• l00 correspond aux arêtes entre X (0o) et X (0i), c’est-à-dire allant d’un 0 dans un 0 ;
• l10 correspond aux arêtes entre X (1o) et X (0i), c’est-à-dire allant d’un 1 dans un 0 ;
• l01 correspond aux arêtes entre X (0o) et X (1i), c’est-à-dire allant d’un 0 dans un 1 ;
• l11 correspond aux arêtes entre X (1o) et X (1i), c’est-à-dire allant d’un 1 dans un 1 ;
Les termes d0,d1 correspondent aux arêtes entre X (D) et l’un parmi X (0i) et X (0o) (selon
que la suite commence par un 0 ou un 1), et les termes f0, f1 correspondent aux arêtes entre
l’un parmi X (1i) et X (1o) (selon que la suite termine par un 1 ou un 0). En particulier, un seul
des termes parmi d0,d1 (resp. f0, f1) est non-nul.
§11.1.13 Comme dans le cas de la représentation unaire des entiers, on va plonger les matrices (n+1)×
(n+1) dans le facteur hyperfini R afin d’obtenir une représentation uniforme des listes : une
liste sera représentée par un opérateur dans M6(R) satisfaisant certaines propriétés. Pour
énoncer celles-ci, on définit, étant donné une suite < a1, . . . ,ak > représentant un entier n, les
ensembles :
In00 = {16 i6 k | ai = ai+1 = 0}
In01 = {16 i6 k | ai = 0,ai+1 = 1}
In10 = {16 i6 k | ai = 1,ai+1 = 0}
In11 = {16 i6 k | ai = ai+1 = 1}
InD0 = {i = 1 | ai = 0}
InD1 = {i = 1 | ai = 1}
In0F = {i = k | ai = 0}
In1F = {i = k | ai = 1}
§11.1.14 DÉFINITION (ENTIERS - REPRÉSENTATION BINAIRE).
Un opérateur u ∈M6(C) est une représentation binaire d’un entier n = ∑ki=0 ai2i lorsqu’il
existe des projections pi0,pi1, . . . ,pik dans R vérifiant
∑k
i=0pii = 1 et telles que :
u=

0 l00 0 l10 lD0 0
l∗00 0 l
∗
01 0 0 l
∗
0F
0 l01 0 l11 lD1 0
l∗10 0 l
∗
11 0 0 l
∗
1F
l∗D0 0 l
∗
D1 0 0 0
0 l0F 0 l1F 0 0

où les coefficients sont des isométries partielles satisfaisant les équations (où pik+1 =pi0) :
l? =
∑
i∈In?
pii+1l?pii (? ∈ {00,01,10,11,D0,D1,0F,1F})
pi0 = (l0F + l1F )(l00+ l01+ l10+ l11)k−1(lD0+ lD1)
11.2. PAIRES NORMATIVES 259
§11.1.15 PROPOSITION.
Soit N ∈M6(R) une représentation binaire de l’entier n dont l’écriture en binaire est de lon-
gueur k. Alors il existe un plongement φ : Mk+1(C) →R tel que Id⊗φ(M) = N, où M est la
représentation matricielle binaire de l’entier n.
Démonstration. Soit N une représentation de l’entier n ∈N dans R, et pi0, . . . ,pik les projec-
tions associées. Comme dans le cas des représentations unaires, on montre aisément que les
projections pii sont deux à deux équivalentes au sens de Murray et von Neumann.
On définit maintenant un plongement φ de Mn+1(C) dans R par :
φ : (ai, j)06i, j6n 7→
n∑
i=0
n∑
j=0
ai, jui, j
avec :
ui, j =

(l00+ l01+ l10+ l11) j−1(lD0+ lD1) si i = 0
(l00+ l01+ l10+ l11) j−1 si i < j et i 6= 0
((l00+ l01+ l10+ l11)i−1(lD0+ lD1))∗ si j = 0
((l00+ l01+ l10+ l11)i−1)∗ si i > j et j 6= 0
pik si i = j = k
On vérifie alors que l’image de la représentation matricielle de n par le plongement φ est
égale à N. ,
§11.1.16 PROPOSITION.
Soit N, N ′ deux représentations binaires d’un même entier n. Alors il existe un unitaire u ∈R
tel que (Id⊗u)N(Id⊗u)∗ =N ′.
Démonstration. La preuve est similaire au cas unaire. On note pi0, . . . ,pin (resp. ν0, . . . ,νn) les
projections et l? (resp. l′?) les isométries partielles associées à N (resp. N ′). Il est clair que
pi0 et ν0 sont équivalentes au sens de Murray et von Neumann. Il existe donc une isométrie
partielle v telle que vv∗ = ν0 et v∗v=pi0. On définit alors les isométries partielles :
vi = ((l′00+ l′01+ l′10+ l′11)i−1(l′D0+ l′D1))v((l00+ l01+ l10+ l11)i−1(lD0+ lD1))∗
On vérifie alors aisément que :
viv∗i = νi
v∗i vi = pii
La somme u=∑ni=0 vi est alors un unitaire et (Id⊗u)N(Id⊗u)∗ =N ′. ,
11.2 Paires normatives
Déterminant
§11.2.1 On souhaite représenter les algorithmes par un opérateur. Cependant, le résultat du calcul
de l’algorithme sur l’entier n ne devrait pas dépendre du choix d’une représentation de n. La
notion de paire normative permet de résoudre ce problème.
§11.2.2 DÉFINITION (PAIRE NORMATIVE (GIRARD)).
Soient deux sous-algèbres N et O de R. La paire (N,O) est une paire normative si :
– L’algèbre N est isomorphe à R ;
– Pour tout Φ ∈M6(O), et toutes représentations N, N ′ d’un même entier dans M6(N),
ldet(1−ΦN)= ldet(1−ΦN ′)
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§11.2.3 Le fait que le déterminant ne dépend pas de la représentation de l’entier permet alors d’écrire
la définition suivante, celle de l’ensemble des entiers reconnus par un élément de O.
§11.2.4 DÉFINITION.
Soit (N,O) une paire normative, E une algèbre de von Neumann finie de type I, et Φ ∈O⊗E.
On note [Φ] l’ensemble des entiers reconnus par Φ :
[Φ]= {n ∈N | ldet(1− (N⊗1E)Φ)= 0}
§11.2.5 PROPOSITION.
Soit S un ensemble et pour tout s ∈ S, Ns =R. Pour tout groupe G moyennable et toute action α
de G sur S, l’algèbre (
⊗
s∈SNs)oαˆG est isomorphe à 3 R, où αˆ est l’action induite par α. Alors,
pour tout s ∈ S, le couple (Ns,G) est une paire normative, où G est l’algèbre de von Neumann
engendrée par G.
Démonstration. On notera M l’algèbre (
⊗
s∈SNs)oαˆ G. On notera G la sous-algèbre de M
engendrée par G — c’est-à-dire engendrée par {λ(h) | h ∈G} (voir Chapitre 3, Section 3.3.2).
Finalement, on notera Ns la sous-algèbre de M engendrée par la copie s ∈ S de N dans le
tenseur, c’est-à-dire engendrée par {pia | a ∈⊗t∈SNt,∀t ∈ S, t 6= s,at = 1}.
Soit alors N, N ′ deux représentations d’un même entier n dans M6(Ns). Par la proposition
§11.1.16 il existe un unitaire u ∈Ns tel que (Id⊗u)N(Id⊗u)∗ = N ′. On considère alors l’uni-
taire v=⊗s∈S u dans⊗s∈SNs et piv l’unitaire de M engendré par v. Pour tout φ ∈M6(G)⊗E,
on remarque que v et φ commutent : en effet, si η ∈ L2(G,⊗s∈SH) est un vecteur, et λ(h) est
l’unitaire engendré par un élément h ∈G, on a :
(piuλ(h)η)(g) = piuvη(h−1 g)
= αˆ(gh−1)(u)η(h−1 g)
(λ(h)piuη)(g) = λ(h)(αˆ(g−1)(u)η)(g)
= αˆ(g−1)(u)η(h−1 g)
Or αˆ(g)(u)= u pour tout g ∈G, d’où piuλ(h)= λ(h)piu. Finalement, puisque tout unitaire de la
forme λ(h) commute avec piv, ce dernier commute avec tout élément de l’algèbre G engendrée
par {λ(h) | h ∈G}.
On calcule alors :
ldet(1− ((Id⊗u)N(Id⊗u)∗)⊗1Eφ) = ldet(1− ((Id⊗u⊗1E)N⊗1E(Id⊗u⊗AE)∗)φ)
= ldet(1−N⊗1E(Id⊗u⊗AE)∗)φ((Id⊗u⊗1E))
= ldet(1−N⊗1Eφ)
,
Nilpotence
§11.2.6 Le choix de travailler avec le déterminant nous impose de considérer les paires normatives
dansR. En particulier, cela nous contraint à considérer uniquement des groupes moyennables
dans la Proposition §11.2.5. En effet, il est nécessaire dans ce cas de se restreindre aux pro-
duits croisés produisant un facteur de type II1, puisque le déterminant de Fuglede-Kadison
n’est défini que dans ce type d’algèbres. Or Girard déduit de sa condition sur le déterminant
la nilpotence de l’opérateur (Nn ⊗1E)Φ, et il n’utilise en réalité que la nilpotence dans ses
preuves. On propose donc de simplement considérer une notion de paire normative définie
sur la base de la nilpotence. On obtient alors les mêmes résultats que dans la section précé-
dente, mais sans la restriction sur les groupes induite par l’utilisation du déterminant.
3. Ceci nous assure que le déterminant est bien défini.
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§11.2.7 DÉFINITION (PAIRE NORMATIVE).
Soient deux sous-algèbres N et O d’une algèbre de von Neumann M. La paire (N,O) est une
paire normative si :
– L’algèbre N est isomorphe à R ;
– Pour tout Φ ∈M6(O), et toutes représentations N, N ′ d’un même entier dans M6(N),
ΦN nilpotent ⇔ΦN ′ nilpotent
§11.2.8 Cette généralisation nous permet d’obtenir une généralisation de la Proposition §11.2.5. En
effet, puisque nous n’utilisons plus le déterminant, il est inutile de se restreindre aux groupes
moyennables. En effet, cette restriction nous assurait l’existence d’une trace — et donc du
déterminant — dans le produit croisé. Le passage à la nilpotence nous permet maintenant
d’oublier cette restriction.
§11.2.9 PROPOSITION.
Soit S un ensemble et pour tout s ∈ S, Ns =R. Pour tout groupe G et toute action α de G sur
S, l’algèbre M= (⊗s∈SNs)oαˆG contient une sous-algèbre engendrée par G que l’on notera G.
Alors pour tout s ∈ S, le couple (Ns,G) est une paire normative.
Démonstration. La preuve est similaire à celle de la Proposition §11.2.5 : l’hypothèse de la
moyennabilité du groupe G servait uniquement à nous assurer de l’existence du determinant.
Il suffit de plus de montrer l’une des deux implications, l’autre étant obtenue par symétrie.
Comme nous l’avons déjà expliqué, si N, N ′ sont deux représentations d’un même entier, alors
il existe un unitaire u tel que (Id⊗u)N(Id⊗u)∗ =N ′. On définit alors v=⊗s∈S u et piv l’unitaire
de M engendré par v. On montre alors, comme dans la preuve de la Proposition §11.2.5 (sans
jamais utiliser le fait que G soit moyennable), que cet unitaire commutait avec les éléments
de G. Le reste de la démonstration est simple : si (φN)k = 0, alors (φuNu∗)k = (uφNu∗)k =
u(φN)ku∗ = 0. ,
§11.2.10 COROLLAIRE.
SoitS le groupe des permutations finies de N, et pour tout n ∈N,Nn =R. Alors (⊗n∈NNn)oαS
est le facteur hyperfini de type II1 et (N0,S) est une paire normative.
11.3 Caractérisation de co-NL
§11.3.1 DÉFINITION (OBSERVATION).
Soit (N,O) une paire normative. Une observation est la donnée d’une algèbre de von Neumann
E finie de type 4 I — l’algèbre des états — et d’un opérateur Φ ∈M6(O)⊗E.
§11.3.2 DÉFINITION.
Soit (N,O) une paire normative et Φ une observation. On note :
[Φ]= {n ∈N | ∀Nn représentant de n,Φ(Nn⊗1E) nilpotent}
§11.3.3 DÉFINITION.
Soit (N,O) une paire normative et P ⊂ ∪i∈NM6(O)⊗Mi(C). On notera {P} l’ensemble des
parties de N reconnues par les éléments de P, c’est-à-dire :
{P}= {[φ] | φ ∈ P}
§11.3.4 DÉFINITION.
Soit (N0,S) la paire normative définie dans le Corollaire §11.2.10. On note PNL l’ensemble
des opérateurs φ de ∪i∈NM6(S)⊗Mi(C) tels que les coefficients de φ soient des combinaisons
linéaires positives finies d’éléments de S.
4. Il s’agit d’un dialecte : la définition est la même, et il interagira comme tel.
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§11.3.5 Dans cette section, on va montrer que {PNL}= co−NL, l’ensemble des langages reconnus par
une machine de Turing non déterministe en espace logarithmique. Pour cela, on introduit la
notion de machine à pointeurs non déterministe, et l’on montrera qu’une telle machine peut
être correctement représentée par une observation dans PNL.
Machines à pointeurs non déterministes
§11.3.6 On va montrer que l’on peut coder certaines opérations à l’aide d’opérateurs dans PNL. On
définit une machine à pointeurs non deterministe comme la donnée :
– d’une bande d’entrée finie contenant des symboles a0, . . . ,as avec ai ∈ {0,1} (i 6= 0) et
a0 =? est un symbole permettant de repérer le début de la chaine ;
– d’une ensemble fini d’états {q0, q1, . . . , qe}, on supposera que q0 est l’état initial ;
– d’un ensemble de pointeurs p1, . . . , pp pouvant lire la valeur ak se trouvant à la position
k= ]pi ∈ {0, . . . , s} ;
On considère que la bande d’entrée est une boucle, c’est-à-dire que as+1 = a0. Les opérations
sur les pointeurs sont alors les suivantes :
– pi+ : avancer d’un symbole ;
– pi− : reculer d’un symbole ;
On note P = {pi+ | i ∈ {1, . . . , p}}∪ {pi− | i ∈ {1, . . . , p}}.
§11.3.7 On suppose de plus donnée avec la machine une fonction de transition, c’est-à-dire une fonc-
tion : Ap×Q →P (P× (Q∪ {accept,reject})) où P (X ) est l’ensemble des parties de X . Quitte à
augmenter le nombre d’états pour enregistrer les valeurs lues par certains pointeurs (dans le
pire des cas, on le multiplie donc par 2 à la puissance le nombre de pointeurs moins 1), on peut
se restreindre aux fonctions de transition qui dépendent de la valeur d’un unique pointeur :
par exemple une machine ayant un seul état et une fonction de transition dépendant de la
valeur de deux pointeurs peut être représentée par une machine à deux états dont la fonction
de transition dépend de la valeur d’un seul pointeur parmi les deux utilisés.
Une entrée est acceptée (resp. rejetée) si après un nombre fini d’itérations chacune des
branches de calcul est dans l’état accept (resp. au moins une des branches est dans l’état
reject).
§11.3.8 On va montrer que l’on peut coder les opérations de base de ces machines à l’aide des opéra-
teurs dans PNL. La bande d’entrée sera représentée bien entendu par une représentation N
d’une suite binaire, et on va considérer un opérateur φ dans l’algèbre M6(S)⊗E, où
E=M6(C)⊗M6(C)⊗·· ·⊗M6(C)︸ ︷︷ ︸
p copies
⊗Mk(C)
dont on distingue une base dont les éléments seront notés (a1, . . . ,ap, q) où a1, . . . ,ap sont des
états contenant la valeur lue par les pointeurs, et q est un élément de l’ensemble :
{mouvi,mouv-retouri,retouri | 16 i6 p}∪ {accept,reject}∪ {q0, . . . , qe}
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On considèrera pour cela les projections pistart,piend ,pi00,pi01,pi10,pi11 de M6(C) définies
par :
pi0o =

1 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

pi0i =

0 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

pi1o =

0 0 0 0 0 0
0 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

pi1i =

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 0 0
0 0 0 0 0 0

pistart =

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 0

piend =

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 1

On utilisera également les notations pi0· =pi0i+pi0o et pi1· =pi1o+pi1i.
§11.3.9 Les opérations qu’une observation peut effectuer sont en nombre assez limité : il est possible
de déplacer un pointeur et de changer d’état. Nous allons décrire ces deux opérations. La défi-
nition d’une observation associée à une machine à pointeur non-deterministe sera construite
à partir de la fonction de transition. À chaque élément a de Ap×Q est associé un ensemble T
d’éléments de P×(Q∪{accept,reject}. Alors pour chaque t ∈T, on peut définir un opérateur φa,t
dont l’action correspond à effectuer t lorsque la machine est dans l’état a. On représente alors
l’action de la machine sur a comme la somme
∑
t∈T (1/Card(T))φa,t. La fonction de transition
µ est alors simplement représentée par l’opérateur :
[µ]= ∑
a∈Ap×Q
∑
t∈µ(a)
1
Card(µ(a))
φa,t
On va maintenant expliquer comment définir ces opérateurs φa,t.
§11.3.10 Afin de simplifier les définitions, nous allons commencer par poser quelques notations. Ainsi,
nous utiliserons dans l’algèbre E des états un ensemble relativement simple d’opérateurs. La
seule opération dont nous avons besoin au niveau des états est le passage d’un état q à un état
q′ (éventuellement avec q= q′). Cette opération sera effectuée par un opérateur noté (q→ q′).
Ainsi, si q= (a1, . . . ,ap, e) et q′ = (a′1, . . . ,a′p, e′), cet opérateur est défini par :
(q→ q′)= (a1 → a′1)⊗ (a2 → a′2)⊗·· ·⊗ (ap → a′p)⊗ (e→ e′)
264 11. ENTIERS LOGSPACE
avec :
(p→ p′)=
p
p′

0 . . . 0 . . . 0
...
... 0
...
...
0 . . . 1 . . . 0
...
... 0
...
...
0 . . . 0 . . . 0

(p ∈ {a1, . . . ,ap, e})
On notera également (S → a′i) où S est un ensemble d’états, et on écrira (→ a′i) l’élément qui
passe de n’importe quel état à a′i (si X est l’ensemble des valeurs possibles pour ai, c’est un
raccourci de notation pour (X → a′i)).
Dans la plupart des cas la fonction de transition aura le même comportement sur tout
un ensemble d’états. Par exemple, une transition ne dépendant que de la valeur d’un sous-
ensemble pi1 , . . . , pi l des pointeurs et d’un état e sera représentée par l’opérateur :
([ai1 → a′i1 ]i1 ; . . . ; [ai l → a
′
i l ]i l ; e→ e
′)= u1⊗u2⊗·· ·⊗up⊗ (e→ e′)
où on définit ui = (ai j → a′i j ) lorsque ∃ j, i = i j et ui = Id sinon.
§11.3.11 Avancer un pointeur, lire la valeur et changer d’état.
On veut avancer le pointeur k dans l’état q = (a1, . . . ,ap; e), lire la valeur a′k se trouvant au
nouvel emplacement du pointeur et changer l’état en q′ = (a1, . . . ,ak−1,a′k,ak+1, . . . ,ap; e′). On
utilise pour cela l’opérateur :
mk(q; e→ e′) = [out]⊗τ0,k⊗ (e→mouvk)
lak,0(q; e→ e′) = pi0i⊗τ0,k⊗ ([→pi0i]k;mouvk → e′)
lak,1(q; e→ e′) = pi1i⊗τ0,k⊗ ([→pi1i]k;mouvk → e′)
lak,e(q; e→ e′) = piend ⊗τ0,k⊗ ([→pie]k;mouvk → e′)
où [out] est la matrice :
[out]=

1 1 0 0 0 0
0 0 0 0 0 0
0 0 1 1 0 0
0 0 0 0 0 0
0 0 0 0 1 1
0 0 0 0 0 0

L’opérateur permettant de représenter cette transition est donc αk(q; e → e′) = mk(q; e →
e′)+ lak,0(q; e→ e′)+ lak,1(q; e→ e′)+ lak,e(q; e→ e′).
§11.3.12 Reculer un pointeur, lire la valeur et changer d’état.
Pour reculer le pointeur k dans l’état q= (a1, . . . ,ap; e), lire la valeur du symbole a′k et changer
l’état en q′ = (a1, . . . ,ak−1,a′k,ak+1, . . . ,ap; e′). On utilise pour cela les opérateurs :
mk(q; e→ e′) = [in]⊗τ0,k⊗ (e→mouvk)
lrk,0(q; e→ e′) = pi0o⊗τ0,k⊗ ([→pi0o]k;mouvk → e′)
lrk,1(q; e→ e′) = pi1o⊗τ0,k⊗ ([→pi1o]k;mouvk → e′)
lrk,s(q; e→ e′) = pistart⊗τ0,k⊗ ([→pistart]k;mouvk → e′)
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où [in] est la matrice :
[in]=

0 0 0 0 0 0
1 1 0 0 0 0
0 0 0 0 0 0
0 0 1 1 0 0
0 0 0 0 0 0
0 0 0 0 1 1

L’opérateur permettant de représenter cette transition est alors ρk(q; e→ e′) = mk(q; e→
e′)+ lrk,0(q; e→ e′)+ lrk,1(q; e→ e′)+ lrk,s(q; e→ e′).
§11.3.13 Rejet.
Dans le cas d’un rejet, on veut faire boucler l’opérateur. Cependant, celui-ci ne doit pas bou-
cler dans tous les cas mais seulement si l’état reject est atteint. Une solution simple comme
d’utiliser l’opérateur suivant ne convient donc pas :
rejectnaif = IdM6(C)⊗ Id⊗pire ject
En effet, dans ce cas, Nkn 6= 0 pour tout k ∈N, et le calcul suivant nous assure que le calcul va
boucler :
((Nn⊗1E)IdM6(C)⊗ Id⊗pire ject)k = (Nn⊗pire ject)k =Nkn ⊗pire ject
Cependant, puisque le terme rejectnaif apparaît dans l’opérateur final Φ (construit, on le rap-
pelle, comme une somme d’opérateurs de base), il est impossible que Φ(Nn ⊗ 1E) soit nil-
potent 5. Il faut donc ruser et s’assurer de la création d’une boucle si et seulement si l’état de
rejet est atteint. Pour cela, on propose de faire revenir la machine à son état initial lors d’un
rejet. On ajoute donc à la machine des états retouri et mouv-retouri pour i = 1, . . . , p et on
définit :
rmi = [in]⊗τ0,i⊗ (retouri →mouv-retouri)
rr0i = pi0o⊗τ0,i⊗ ([→pi0o]i;mouv-retouri → retouri)
rr1i = pi1o⊗τ0,i⊗ ([→pi1o]i;mouv-retouri → retouri)
rci = pistart⊗τ0,i⊗ ([→pistart]i;mouv-retouri → retouri+1) (16 i < p)
rcp = pistart⊗τ0,p⊗ ([→pistart]p;mouv-retourp → q0)
L’opérateur de base représentant le rejet sera alors simplement la somme reject des opéra-
teurs rmi, rr0i , rr
1
i et rci pour i = 1, . . . , p et de l’opérateur 1⊗1⊗(reject→ retour0) qui permet
de lancer la réinitialisation lorsque l’on se trouve dans l’état reject.
§11.3.14 DÉFINITION.
Soit M une machine à pointeurs non déterministe dont la fonction de transition sera notée µ.
On définit alors l’opérateur [M] comme l’opérateur [µ]+reject, où µ est défini comme dans le
paragraphe §11.3.9.
§11.3.15 DÉFINITION.
Soit M une machine à pointeurs non déterministe et e un état de M. On définit Me comme la
machine M dans laquelle l’état initial est e.
Une machine est dite acyclique lorsque pour tout état e et entrée n ∈N, le calcul de Me(n)
termine.
§11.3.16 LEMME.
Soit M une machine à pointeur non déterministe acyclique. Alors l’opérateur [M] associé re-
présente M, c’est-à-dire que pour tout entier n et représentation Nn de n :
M accepte n ∈N⇔ [M](Nn⊗1) est nilpotent
5. Il faut penser que Nn⊗1E =Nn⊗ Id⊗n+1
n=1M6(C)
⊗pire ject+Nn⊗ Id⊗n+1
n=1M6(C)
⊗ (1−pire ject).
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Démonstration. Soit n un entier naturel et Nn une représentation de n. Du fait de la défini-
tion de la représentation du rejet, il est clair que si une branche de la machine M termine
sur l’état reject, l’opérateur [M](Nn⊗1) ne sera pas nilpotent. Il nous faut donc simplement
montrer que si la machine ne termine pas sur un rejet, l’opérateur [M](Nn⊗1) sera nilpotent.
On va en réalité montrer la réciproque, et on suppose donc que [M]Nn n’est pas nilpotent.
Cette direction est bien plus délicate que l’autre : en effet, puisque l’on considère le produit
[M](Nn ⊗1), l’entier — ou plutôt sa représentation — Nn est donc donné en argument à la
machine (sa représentation [M]) dans tous les états simultanément. Ainsi, si la restriction
[M](Nn⊗1)pi1 va enclencher la simulation de la machine, le calcul ne se résume pas à cela :
il est tout à fait possible que [M](Nn⊗1)pii boucle (i 6= 1) tandis que ([M](Nn⊗1))kpi1 = 0 pour
une valeur suffisamment grande de k — [M](Nn⊗1) serait donc « partiellement nilpotent ».
Cependant, du fait de la représentation du rejet choisie, et du fait que la machine M soit acy-
clique, l’opérateur [M](Nn⊗1) ne peut être nilpotent sans passer par l’état de rejet. Or une
fois l’état de rejet atteint la simulation de la machine M revient à son état initial, c’est-à-dire
l’état atteint après p (le nombre de pointeur) itérations du calcul, c’est-à-dire l’état atteint
lors du calcul ([M](Nn ⊗1))ppi1. Ainsi, on a montré que [M](Nn ⊗1) n’est pas nilpotent si et
seulement si ([M](Nn⊗1))kpi1 6= 0 pour tout k ∈N. Or il est clair que si ([M](Nn⊗1))kpi1 6= 0
pour tout k ∈N, la machine M rejette nécessairement l’entrée n. ,
Caractérisation de co-NL
§11.3.17 LEMME.
On fixe la paire normative (N0,S) définie dans le Corollaire §11.2.10 et on note K= (⊗n>0R)o
S. Soit Nn une représentation binaire d’un entier n dans M6(N0) et Φ une observation dans
M6(S) appartenant à PNL. Alors il existe un entier k et un morphisme injectif ψ : Mk(C)→
K et deux matrices M ∈M6(Mk(C)) et Φ¯ ∈M6(Mk(C))⊗E tels que Id⊗ψ(M) = (Nn ⊗1E) et
Id⊗ψ⊗ IdE(Φ¯)=Φ.
Démonstration. On notera n l’entier représenté par Nn et R ∈M6(n+1)(C) la représentation
matricielle de n. Alors il existe un morphisme θ : Mn+1(C) → R tel que Id⊗ θ(R) = Nn par
la Proposition §11.1.15. En composant θ avec l’inclusion µ : Mn+1(C) →⊗Nn=0Mn+1(C), x 7→
x⊗1⊗·· ·⊗1, on a :
Id⊗ (
N⊗
n=0
θ(µ(R))= N¯n⊗1⊗·· ·⊗1︸ ︷︷ ︸
N copies
où N¯n est la représentation de n dans M6(C)⊗R (on rappelle que la représentation Nn de
l’énoncé est un élément de M6(C)⊗K).
De plus, Φ étant une observation, il contient un nombre fini d’éléments engendrés par les
éléments de S, et il appartient donc à la sous-algèbre engendrée par SN pour un entier N
fixé, c’est-à-dire la sous-algèbre engendrée par {λ(σ) | σ ∈SN }. On considère alors l’algèbre
(
⊗N
n=0Mn+1(C))oSN . Celle-ci est isomorphe à une algèbre de matrices Mk(C) : l’algèbre⊗N
n=0Mn+1(C) peut être représentée comme agissant sur l’espace de Hilbert C
N(n+1), et le
produit croisé (
⊗N
n=0Mn+1(C))oSN est alors défini comme une sous-algèbre I de l’algèbre
L (L2(SN ,C(n+1)
N
))∼=M(n+1)N N!(C). On veut alors montrer que (Nn⊗1E) et Φ sont l’image de
matrices dans I par un morphisme injectif ψ qu’il nous reste à définir.
On note α l’action de SN sur
⊗N
n=0Mn+1(C). Par définition, I = (
⊗N
n=0Mn+1(C))oSN est
engendrée par les deux familles d’unitaires :
– λα(σ) pour σ ∈SN ;
– piα(x) pour x dans
⊗N
n=0Mn+1(C).
On note γ l’action de S sur
⊗∞
n=0R. Alors K= (
⊗
n>0R)oS est engendrée par les familles :
– λγ(σ) pour σ ∈S ;
– piγ(x) pour x dans
⊗
n>0R.
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On rappelle que Φ est une observation et ne contient donc qu’un nombre fini d’éléments de la
forme λγ(σ). De plus, Nn est l’image par θ d’une matrice dans Mn+1(C). En notant β l’action
de SN sur
⊗N
n=0R, le calcul a donc lieu dans la sous-algèbre J de K engendrée par :
– λβ(σ) pour σ ∈SN ;
– piβ(
⊗N
n=0θ(x)) pour x dans
⊗N
n=0Mn+1(C).
On rappelle que Φ est une matrice dont les coefficients sont des combinaisons linéaires finies
à coefficients positifs d’éléments de la forme λγ(σ) pour σ ∈ SN , c’est-à-dire (on note k la
dimension de l’algèbre des états)
Φ= ( ∑
i∈Ia,b
αia,bλγ(σ
i
a,b))16a,b66k
On peut donc associer à Φ la matrice Φ¯ définie comme Φ¯ = (∑i∈Ia,b αia,bλα(σia,b))16a,b66k. On
utilise maintenant un théorème qui énonce que le produit croisé d’une algèbre et d’un groupe
ne dépend pas de la réprésentation choisie (Théorème §3.3.38). L’algèbre
⊗N
n=0 est représentée
(fidèlement) par le morphisme piβ ◦⊗∞n=0θ. On en déduit qu’il existe un isomorphisme de I
dans l’algèbre engendrée par les λβ(σ) (σ ∈SN ) et les piβ ◦⊗∞n=0θ(x) (x ∈⊗Nn=0Mn+1(C)). Cet
isomorphisme définit donc un morphisme injectif ω de I dans J satisfaisant :
ω(piα(x)) = piβ(
N⊗
n=0
θ(x))
λα(σ) 7→ λβ(σ)
On notera ι l’inclusion
⊗N
n=0R ⊂
⊗∞
n=0R et υ l’inclusion SN ⊂S. On veut utiliser le même
théorème qu’auparavant, mais ce n’est pas aussi immédiat. On notera SN\S l’ensemble des
orbites de S pour l’action de SN par multiplication à gauche, et on choisit un représentant
τ¯ dans chaque orbite. On rappelle que l’ensemble des orbites est une partition de S et que
SN ×SN\S est en bijection avec S. De ce fait, on a L2(SN ,L2(SN\S,⊗∞n=0H)) est unitaire-
ment équivalent à L2(S,
⊗∞
n=0H). On va donc représenter
⊗N
n=0R sur cet espace de Hilbert et
montrer que cette représentation correspond avec piγ. Pour x ∈⊗Nn=0R, on définit ρ(x) par :
ρ(x)ξ(τ¯)= γ(τ¯−1)(ι(x))ξ(τ¯)
Cette représentation est bien entendu fidèle. On peut alors définir le produit croisé construit
à partir de cette représentation sur L2(SN ,L2(SN\S,
⊗∞
n=0H)). Celui-ci est engendré par les
opérateurs (ξ est un élément de l’espace de Hilbert L2(SN ,L2(SN\S,
⊗∞
n=0H))) :
λ(ν)ξ(τ¯)(σ) = ξ(τ¯)(ν−1σ)
pi(x)ξ(τ¯)(σ) = ρ(β(σ−1)(x))ξ(τ¯)(σ)
= γ(τ¯−1)(γ(σ−1)(ι(x)))ξ(τ¯)(σ)
= γ(τ¯−1σ−1)(ι(x)))ξ(τ¯)(σ)
= γ((στ¯)−1)(ι(x)))ξ(τ¯)(σ)
Via l’identification de L2(SN ,L2(SN\S,
⊗∞
n=0H)) et L
2(S,
⊗∞
n=0H)), on a donc (on note main-
tenant ξ ∈ L2(SN ,L2(SN\S,⊗∞n=0H))) :
λ(ν)ξ(στ¯) = ξ(ν−1στ¯)
= λγ(ν)ξ(στ¯)
pi(x)ξ(σ ¯tau) = γ((στ¯)−1)(ι(x)))ξ(στ¯)
= piγ(ι(x))ξ(στ¯)
En appliquant le théorème on obtient alors l’existence d’un morphisme injectif ζ de J dans K
satisfaisant :
piβ(x) 7→ piγ(ι(x))
λβ(σ) 7→ λγ(σ)
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Voici une illustration de la situation :
(
⊗N
n=0R)oβSN
(
⊗
n>0R)oγS
(
⊗N
n=0Mn+1(C))oαSN
⊗N
n=0R
⊗∞
n=0R
⊗N
n=0Mn+1(C)
SN
S
SN
piβ
piγ
piα
λβ
λγ
λα
⊂ ιζ
⊗N
n=0θω
On définit maintenant ψ : I→K par ψ= ζ◦ω. En remarquant que Nn = IdM6(C)⊗(piγ(ι◦µ(N¯n)),
on a :
IdM6(C)⊗ψ(M) = IdM6(C)⊗ψ(Id⊗piα(Id⊗µ)(R))
= IdM6(C)⊗piγ(ι◦
N⊗
n=0
θ(µ(R)))
= IdM6(C)⊗piγ(ι(N¯n⊗1⊗·· ·⊗1))
= IdM6(C)⊗piγ(ι◦µ(N¯n))
= Nn
IdM6(C)⊗ψ⊗ IdE(Φ¯) = (
∑
i∈Ia,b
αia,bψ(λα(σ
i
a,b)))16a,b66k
= ( ∑
i∈Ia,b
αia,bλγ(σ
i
a,b))16a,b66k
= Φ
Le morphisme ψ vérifie donc bien les conditions voulues. ,
§11.3.18 THÉORÈME.
En gardant les notations de la définition précédente :
{PNL}= co−NL
Démonstration. On montre dans un premier temps l’inclusion {PNL}⊂ co−NL. Soit Φ une ob-
servation dans PNL, E l’algèbre des états associée et Nn la représentation d’un entier n. En se
basant sur le Lemme §11.3.17, on sait qu’il existe un morphisme φ (avecψ le morphisme décrit
dans le lemme, φ= IdM6(C)⊗ψ⊗ IdE) et deux matrices M et Φ¯ telles que φ(M⊗1E)=Nn⊗1E
et φ(Φ¯)=Φ. On a donc Φ(Nn⊗1E) nilpotent si et seulement si (M⊗1E)Φ¯ est nilpotent. Il reste
à montrer qu’il est possible de vérifier la nilpotence de cette matrice en espace logarithmique
avec une machine non-déterministe.
On commence par définir une base de l’algèbre :
M6(C)⊗ ((Mn+1(C)⊗·· ·⊗Mn+1(C)︸ ︷︷ ︸
N copies
)oSN )⊗E
Un élément de la base sera de la forme :
(pi,a0,a1, . . . ,aN ;σ; e)
où les ai ∈ {0, . . . ,n} sont les éléments de la base choisie pour représenter l’entier n, σ est
un élément de SN , e est un élément d’une base de E, et pi ∈ {1,6} est un élément de la
base de M6(C) correspondant aux projections pi0i, pi1i, etc. Lorsque l’on applique la matrice
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M⊗E représentant l’entier à un élément de la base, on obtient un nouveau vecteur de base
(pi,a0,a1, . . . ,aN ;σ; e). C’est lors de l’application de l’observation Φ¯ que l’on se retrouve avec
quelque chose de plus compliqué. De manière générale, le résultat est une combinaison li-
néaire positive de L éléments de la base :
Φ¯(pi,a0,a1, . . . ,aN ;σ; e)=
L∑
i=0
αi(ρ,aτi(0), . . . ,aτi(N);τiσ; e i)
Puisque l’on travaille avec une machine non déterministe, on peut alors poursuivre le calcul
en parallèle sur chacun des vecteurs de base. De manière générale, on va donc construire un
arbre (on note bi des éléments de la base) :
bi00
b1i0
b20 b
2
p2
. . .
Φ
b30 b
3
p3
. . .
Φ
. . .
Φ
Nn
Nn Nn
On remarque que le degré de nilpotence de Φ¯(M⊗1E) est borné par la dimension de l’espace
sous-jacent : il est inférieur à 6(n+1)N N!k où k est la dimension de E. Le degré des branche-
ments non déterministes est borné par la même valeur. De plus, puisque chaque coefficient
αi (voir l’équation 11.3.2) est positif, la matrice est nilpotente si et seulement si chacune des
branches de l’arbre est de longueur inférieure à 6(n+1)N N!k, ce qui peut se vérifier en espace
logarithmique par une machine non-déterministe. Puisque la nilpotence correspond à l’accep-
tation dans toutes les branches de calcul, nous avons donc montré que {PNL}⊂ co−NL.
On montre maintenant la seconde inclusion, à savoir co−NL⊂ {PNL}. Pour montrer cette
inclusion, on va montrer qu’il existe une machine à pointeurs non déterministe permettant
de décider un ensemble co−NL complet. Par le Lemme §11.3.16, on en déduit alors immé-
diatement l’inclusion. On a choisi de travailler avec le problème ST −Conn de connectivité
dans un graphe orienté. Il est connu que ce problème est NL-complet [Pap94]. Le problème
ST−Conn prend trois arguments : un graphe orienté, une source et un but. On codera cette
entrée dans les suites binaires. Étant donné un graphe à n sommets et (a ji )
16 j6n
16i6n sa matrice
d’adjacence, le sommet source i et le sommet but j, on considère la suite :
11 . . .1︸ ︷︷ ︸
n
011 . . .1︸ ︷︷ ︸
i
011 . . .1︸ ︷︷ ︸
j
matrice d’adjacence︷ ︸︸ ︷
0a111a
1
21 . . .1a
1
n︸ ︷︷ ︸
arêtes de source 1
0 . . .0an11a
n
21 . . .1a
n
n︸ ︷︷ ︸
arêtes de source n
0
On va maintenant décrire la machine à pointeurs non déterministe permettant de décider de
l’absence d’une suite d’arêtes de source i et de but j : on rappelle que nous voulons décider
le complémentaire de ST−Conn. On considère une machine à 4 pointeurs p1, p2, p3, p4 et un
ensemble d’états conséquent (ceci est principalement dû au fait que nous ne faisons qu’une
opération à chaque étape). On va décrire la fonction de transition en notant les transitions
par :
(a1,a2,a3,a4, e)→ (α, e′)
où ai est la valeur lue par le pointeur pi, α est une action (avancer un pointeur — pi+,
reculer un pointeur — pi−, ou ne rien faire — ²) et e, e′ sont des états. On notera ai = •
lorsque la valeur lue par pi n’importe pas. La figure 11.1 présente la fonction de transition
de la machine permettant de décider ST −Conn (dans les cas où la fonction décrite est non
définie, comme par exemple (?,•,•,•, init-p1), on considère que la fonction de transition a pour
valeur (²,accept)). Le principe est le suivant :
– le pointeur p1 parcourt la matrice d’adjacence en fonction du pointeur p2 qui code le
sommet courant pour se mettre en place sur la colonne correspondant ;
– le pointeur p1 parcourt alors la liste des arêtes partant du sommet courant : lorsqu’il
trouve une arête il effectue une transition non-déterministe en continuant à parcourir
la liste d’un côté et en suivant l’arête trouvée en parallèle ;
– lorsque le sommet courant change, le pointeur p3 permet de tester si celui-ci est le
sommet but recherché ;
– le pointeur p4 permet de compter le nombre d’arêtes parcourues pour s’arrêter lorsque
l’on en a parcouru n.
Cette machine est une machine à pointeurs non déterministe. Si on montre qu’elle est acy-
clique, on saura qu’il est possible de la représenter par un opérateur dans PNL par le Lemme
§11.3.16. Or, on peut montrer [AS12] que toute machine à pointeur non déterministe qui dé-
cide un ensemble S peut être transformée en une machine acyclique décidant S en ajoutant
une « horloge » (en effet, le nombre de configurations possibles pour une machine étant fini,
on peut borné le temps de calcul de celle-ci). On a donc montré co−NL ⊂ {PNL} puisque
ST−Conn est NL-complet. ,
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(?,•,•,•, init) → (p1+, init-p2−?)
(•,?,•,•, init-p2−?) → (p2+, init-p1)
(1,•,•,•, init-p1) → (p1+, init-p2)
(0,•,•,•, init-p1) → (p1+, init-p2)
(•,1,•,•, init-p2) → (p2+, init-p1)
(•,0,•,•, init-p2) → (p2−, init-p1-source)
(1,•,•,•, init-p1-source) → (p1+, init-p2-source)
(0,•,•,•, init-p1-source) → (p1+, init-p1-but)
(•,•,•,•, init-p2-source) → (p2−, init-p1-source)
(1,•,•,•, init-p1-but) → (p1+, init-p1-but)
(0,•,•,•, init-p1-but) → (², init-p3-?)
(•,•,?,•, init-p3-?) → (p3+, init-p3)
(•,•,1,•, init-p3) → (p3+, init-p3)
(•,•,0,•, init-p3) → (p3+, init-p3-source)
(•,•,1,•, init-p3-source) → (p3+, init-p3-source)
(•,•,0,•, init-p3-source) → (², init-p4)
(•,•,•,?, init-p4) → (p4+,col-p1-sep)
(a) Initialisation
(0,1,•,•,col-p1-sep) → (p1+,col-p2)
(•,•,•,•,col-p2) → (p2+,col-p1-bool)
(•,1,•,•,col-p1-bool) → (p1+,col-p1-sep)
(•,0,•,•,col-p1-bool) → (²,go-bool)
(b) Mise en place de p1
(1,•,•,•,go-sep) → (p1+,go-bool)
(0,•,•,•,go-bool) → (p1+,go-sep)
(0,•,•,•,go-sep) → (p1−,accept)
(1,•,•,•,go-bool) →
 (²,step-bool)(p1+,go-sep)
(c) Avancer d’une arête
(•,•,•,•,step-bool) → (p1−,step-p2)
(•,•,•,•,step-p2) → (p2−,step-p3)
(•,•,1,•,step-p3) → (p3+,step-sep)
(1,•,•,•,step-sep) → (p1−,step-bool)
(•,•,0,•,step-p3) → (²,step-sep-3stop)
(0,•,0,•,step-sep) → (²,reject)
(0,•,1,•,step-sep) → (²,return-p1)
(0,•,•,•,step-sep-3stop) → (p3−,step)
(d) Verifier si on a atteint la source
(•,•,•,1,step) → (p4+,return-p3)
(•,•,•,0,step) → (²,accept)
(•,•,1,•,return-p3) → (p3−,return-p3)
(•,•,0,•,return-p3) → (²,col-p1-sep)
(e) Vérifier le nombre d’étapes et retour de p3
FIGURE 11.1 – Machine pour ST−Conn
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12.1 Graphes, Graphages et GdI
Liens entre graphages et GdI
§12.1.1 Nous avons montré dans le Chapitre 9 que les graphes d’interaction permettent de définir des
versions combinatoires des diverses constructions proposées par Girard. En particulier, nous
avons montré que l’adjonction géométrique des 1-circuits,
C (F,G∪H)∼=C (F,G)∪C (F ::G,H)
correspondait, lorsque l’on choisit la mesure m(x)=∞, à l’adjonction :
f (d(g)+ g(h)) nilpotent si et seulement si f d(g) nilpotent et Ex( f ,d(g))g(h) nilpotent
et correspondait, lorsque l’on choisit m(x)=− log(1− x), à l’adjonction
− log(det(1− f (g+h)))=− log(det(1− f g))− log(det(1−Ex( f , g)h))
§12.1.2 Il est donc naturel de se demander si la généralisation des graphes d’interaction, les gra-
phages, permettent d’obtenir des résultats similaires. Quelques résultats allant dans ce sens
peuvent être trouvés dans l’appendice du Chapitre 9, mais ces résultats méritent d’être dis-
cutés dans cette conclusion. En effet, il ne s’agit que des quelques résultats préliminaires qui,
uniquement énoncés, n’apportent qu’assez peu d’informations.
§12.1.3 Afin de montrer une telle correspondance entre graphages et opérateurs, le premier pas — et à
première vue le plus complexe — serait de démontrer que l’exécution entre graphages définit
une solution à l’équation de rétroaction. L’exécution entre deux graphages F,G correspond au
calcul de la série
∑∞
i=0(p+r)(uF uG)i(p+r), où uF ∈ (p+q)L (H)(p+q) et uG ∈ (q+r)L (H)(q+r)
sont les opérateurs associés aux graphages F et G. En dimension finie, et sous les hypothèses
‖uF‖6 1 et ‖uG‖6 1, cette série est toujours convergente 1. Nous ne savons pas aujourd’hui
montrer que cette série converge dans le cas général (u,v ∈L (H) de norme au plus 1, H de
dimension infinie) ni construire de contre-exemple à la convergence de cette série dans le cas
d’opérateurs agissant sur un espace de Hilbert de dimension infinie.
§12.1.4 Girard a montré l’existence d’une solution à l’équation de rétroaction dans le cas général
(dimension infinie), ainsi que l’unicité de cette solution. Sa solution passe par l’inversion d’un
opérateur non borné et ne donne pas de solution explicite. La convergence dans le cas général
de la série
∑∞
i=0 p(uF uG)
i p permettrait donc de définir explicitement la solution unique de
l’équation de rétroaction. De plus, un tel résultat montrerait que l’opération d’exécution sur
les graphages donne une construction explicite de cette solution.
§12.1.5 À côté de la question de la correspondance entre le résultat de l’exécution et la solution de
l’équation de rétroaction se pose la question de la correspondance entre les mesures défi-
nissables entre graphages et les différentes « mesures » considérées par Girard. Dans cette
direction, nous conjecturons qu’il est possible d’obtenir des mesures sur les graphages cor-
respondant à chacune des mesures utilisées par Girard : nilpotence, faible nilpotence, dé-
terminant. En effet, la fonction qdet définie au Chapitre 9 permet déjà d’obtenir la série du
logarithme du déterminant (Proposition §9.A.13), même s’il n’est pas évident que cette série
corresponde dans ce cas au déterminant. En effet, le déterminant de Fuglede-Kadison ne cor-
respond pas en général à cette série, contrairement à ce qui se passe dans le cas des matrices
(Lemme §9.1.28), mais il est possible que dans le cas particulier des opérateurs associés à des
graphages l’égalité entre la série et le déterminant soit vérifiée. Nous pensons cependant que
dans le cas où elle ne correspondrait pas il ne serait pas difficile de modifier légèrement la
mesure associée afin d’obtenir le résultat souhaité.
§12.1.6 D’un autre côté, nous conjecturons que la fonction q∞ définie dans la Proposition §9.A.3 per-
mettra d’obtenir l’orthogonalité basée sur la nilpotence faible. En effet, la condition q∞ 6= ∞
1. Il est donc possible d’étendre la Proposition §9.1.31 même dans le cas où JF,GK=∞.
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correspond à la non-existence de cycles finis, ce qui semble correspondre à la nilpotence faible
de l’opérateur associé. En utilisant la fonction ρφ définie dans le Théorème §8.3.3, on peut dé-
finir une famille de fonctions de quantification des circuits sur le même modèle que la famille
décrite dans le Théorème §8.3.11 :
rm :pi 7→
∫
ρ−1
φpi
(N∪{∞})
m(ω(pi)ρφpi (x))
ρφpi (x)
dλ(x)
Nous conjecturons que la fonctions r∞ obtenue pour m(x)=∞ correspond à la nilpotence.
§12.1.7 Il faut également remarquer que l’exponentielle des graphages n’est bien entendue pas celle
de la GdI5. Dans le cas où l’on obtiendrait une correspondance entre graphages et opérateurs,
il serait donc intéressant de comprendre à quelle opération sur les graphages correspondrait
la pérennisation définie par Girard. Inversement, l’exponentielle des graphages permettrait
d’obtenir une nouvelle pérennisation dans le cadre des opérateurs.
Vérité Subjective
§12.1.8 Le travail que nous avons effectué sur la notion de vérité subjective est principalement axé
sur une version légèrement modifiée de la GdI5. Cependant, comme nous l’avons expliqué
dans la dernière section du Chapitre 10, celle-ci est reliée à la notion de vérité des GdI5.1 et
GdI5.2.
§12.1.9 Obtenir un résultat d’adéquation forte semble envisageable, au sens de la construction expli-
cite d’un point de vue pi et de l’interprétation du système ELLpol — présenté au Chapitre 8 —
par des projets gagnants par rapport à ce point de vue spécifique pi. Cependant, un résultat
plus général tel que le Théorème §10.2.57 semble difficile à obtenir car la caractérisation des
unitaires de L2(R) (et donc des isométries partielles obtenues par restriction de ces unitaires)
définis par pré-composition par une transformation préservant la mesure sur R n’est pas très
naturelle. En effet, ces unitaires — notons-les u — sont caractérisés par la propriété que
u( f g)= u( f )u(g) pour tout f , g ∈ L∞(R), une propriété qui fait référence à l’espace de Hilbert
sur lequel les opérateurs agissent.
§12.1.10 L’obtention d’un théorème d’adéquation peut également être relié à la question de la corres-
pondance entre les graphages et les GdI de Girard. En effet, la géométrie de l’interaction que
nous avons construite autour de la notion de graphage, tout comme les graphes d’interaction,
correspond en quelque sorte à travailler dans la GdI5.2 avec un point de vue fixé. Montrer
que les constructions sur les graphages correspondent aux constructions sur les opérateurs
nous donnerait alors un résultat d’adéquation pour MALL (car les exponentielles ne corres-
pondraient pas) qui s’étendrait aisément au système ELLpol.
12.2 Complexité
§12.2.1 Concernant la nouvelle approche de la complexité proposée par Girard et présentée au Cha-
pitre 11, de nombreuses pistes de recherche s’offrent à nous. Une première direction est
l’étude de la paire normative obtenue à partir de l’action du groupe des permutations finies,
c’est-à-dire la paire normative définie dans le Corollaire §11.2.10. Ensuite, on peut s’intéres-
ser à d’autres actions de groupes, ou d’autres représentations des entiers.
Les permutations finies de N
§12.2.2 Dans un premier temps, il est naturel, en étudiant la preuve du Théorème §11.3.18, de consi-
dérer l’ensemble d’observations suivant :
P+,1 = {φ | φ ∈ P+,‖φ‖6 1}
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où P+ est l’ensemble des observations booléennes : les observations (φi, j)06i, j66k ∈M6(S)⊗
Mk(C) telles que pour tout i, j, φi, j est une somme finie d’unitaires induits par des éléments
de S, i.e. φi, j =∑ml=0αlλ(gl) avec αl = 1.
En effet, la condition sur la norme implique que l’arbre construit dans la preuve du Théo-
rème §11.3.18 ne contient pas de branchements. Le fait que cet arbre soit réduit à une unique
branche implique que l’on a l’inclusion {P+,1} ⊂ L, où L est la classe des langages reconnais-
sables par une machine de Turing déterministes en espace logarithmique. Pour obtenir l’inclu-
sion inverse, il semble naturel de considérer la version déterministe des machines à pointeurs
considérées dans le Chapitre 11. Nous conjecturons que cette notion de machine permettra de
prouver l’inclusion inverse et donc d’obtenir :
{P+,1}= L
§12.2.3 Dans un deuxième temps, on peut considérer pour tout entier n la sous-algèbre Sn de S
définie comme la sous-algèbre engendrée par l’ensemble des unitaires {λ(σ) | σ ∈ Sn} où Sn
est le sous-groupe de S laissant l’ensemble des entiers supérieurs à n invariants. On définit
alors :
Pfin = {φ | ∃n,∃k,φ ∈M6(Sn)⊗Mk(C)}
En calculant explicitement le produit des matrices obtenues grâce au Lemme §11.3.17 on
peut montrer l’inclusion {Pfin} ⊂ P où P est l’ensemble des langages reconnaissables par les
machines de Turing déterministes en temps polynomial. Il n’est cependant pas clair que l’in-
clusion inverse soit satisfaite. Pour montrer une telle inclusion, il faudrait comprendre com-
ment l’introduction de coefficients négatifs dans les observations permettrait de simuler des
machines en temps polynomial.
Autres paires normatives
§12.2.4 Afin de considérer d’autres paires normatives, plusieurs méthodes sont possibles. La première
est de considérer d’autres actions de groupe. Dans ce cas, on distinguera plusieurs possibili-
tés : la première est de construire une paire normative en s’aidant du Théorème §11.2.9, la
seconde est de considérer une nouvelle construction de paire normative, utilisant éventuelle-
ment une autre construction que le produit croisé. Nous nous contenterons ici de discuter la
première méthode. Pour construire une telle paire normative, il faut tout d’abord choisir un
groupe.
– Si le groupe est localement fini (comme le groupe des permutations finies de N), on sera
capable de montrer un équivalent du Lemme §11.3.17. Alors il sera aisé de montrer une
inclusion des classes de complexité définies par les ensembles d’observations dans des
classes usuelles de manière similaire à ce qui a été fait dans le Chapitre 11. Cependant,
les classes que l’on définira seront toutes incluses dans P.
– Si le groupe n’est pas localement fini, alors il n’est pas sûr que l’on puisse montrer un
équivalent du Lemme §11.3.17. Dans ce cas, il est envisageable d’obtenir des caractéri-
sations de classes de complexité plus grandes que P. Il faudra cependant trouver une
méthode nouvelle pour prouver l’inclusion des classes de complexité définies par les
observations dans les classes de complexité usuelles.
§12.2.5 La seconde méthode pour obtenir d’autres paires normatives — et qui peut être combinée
avec la méthode précédente — est de considérer d’autres représentations des entiers. Ce-
pendant, la représentation utilisée par Girard est exactement l’interprétation des entiers en
géométrie de l’interaction. Ce choix permet d’envisager de définir, par exemple, la conduite
des observations dans PNL. Or une telle caractérisation ne serait pas envisageable avec une
représentation ad-hoc des entiers. Cette approche nécessite donc une étude plus approfondie
des liens entre la caractérisation des classes de complexité comme décrite au Chapitre 11 et la
géométrie de l’interaction. En particulier, la compréhension du type des fonctions des entiers
dans les entiers en GdI permettrait probablement de se forger plus d’intuitions qui seraient
utiles à la caractérisation de classes de complexité plus grandes que P puisque, on le rappelle,
il est a priori possible de représenter toute fonction élémentaire en GdI !
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12.3 Topologie Algébrique de l’Interaction
Cobordismes
§12.3.1 Les résultats sur les graphes d’interaction (Chapitres 6, 7 et 8) font apparaître la propriété
cyclique comme la propriété géométrique sous-jacente aux constructions de Géométrie de l’In-
teraction proposées par Girard. Ce résultat permet d’envisager la définition d’un cadre plus
général où les ensembles de cycles sont définis comme des groupes d’homotopie. Nous avons
déjà trouvé un cadre dans lequel ceci s’avère possible : les cobordismes, et plus particulière-
ment les 2-1-cobordismes. Travailler avec les cobordismes permet également de ne plus avoir
de mises : celles-ci sont représentées par des trous dans la surface.
§12.3.2 La catégorie des cobordismes est 2 la catégorie dont les objets sont les variétés compactes
fermées sans bords, et un morphisme M d’un objet A dans un objet B est une variété com-
pacte fermée dont le bord δM est homéomorphe à AunionmultiB. On distinguera la sous-catégorie
des 2-1-cobordismes qui est la sous-catégorie dont les objets sont les variétés compactes fer-
mées de dimension 1, et dont les morphismes M sont des morphismes dans la catégorie des
cobordismes — donc des variétés — de dimension 2.
§12.3.3 Il est connu que la catégorie des cobordismes est une catégorie compacte close. On peut donc
définir une « trace» au sens catégorique, et celle-ci est unique. Cette trace, que nous noterons
abusivement M ::U M′, vérifie en particulier l’associativité : M ::U (M′ ::V M′′)= (M ::U M′) ::V M′′.
Nous souhaiterions développer une GdI dans ce cadre suivant l’idée qu’un 2-1-cobordisme M
est la donnée simultanée d’un graphe G(M) — l’ensemble des classes d’homotopie de chemins
entre les (composantes connexes des) bords de M — et d’un ensemble de cycles — le groupe 3
pi1(M). On remarquera que le graphe G(M ::U M′) est égal au graphe G(M) t G(M′) ! De
plus, l’associativité a une conséquence sur les groupes d’homotopies : pi1(M ::U (M′ ::V M′′)) =
pi1((M ::U M′) ::V M′′). Cette égalité est en réalité une reformulation de la propriété cyclique.
Ainsi, l’associativité de l’exécution entre les graphes G(M) t G(M′) et la propriété cyclique
pi1(M ::U (M′ ::V M′′)) = pi1((M ::U M′) ::V M′′) sont des conséquences de l’associativité d’une no-
tion d’exécution sur des objets de dimension supérieure.
Catégories de modèle
§12.3.4 Plus généralement, nous pensons que la géométrie de l’interaction est intimement liée à la
théorie de l’homotopie. Nous souhaiterions dans cette optique comprendre dans quelle mesure
la notion axiomatisée d’homotopie permet d’obtenir une propriété cyclique, et plus particuliè-
rement caractériser les catégories de modèles permettant de définir une géométrie de l’inter-
action. Les catégories de modèles offrent en effet un cadre axiomatique adapté à l’étude de
cette question, puisqu’il s’agit d’une axiomatisation catégorique des contextes dans lesquels il
est possible de définir les concepts de base de la théorie de l’homotopie.
§12.3.5 Nous ne souhaitons pas « catégorifier » la géométrie de l’interaction, mais plutôt axiomatiser
les contextes dans lesquels il est possible de définir une géométrie de l’interaction où l’exé-
cution est définie comme un calcul de chemins et l’orthogonalité peut être définie en mesu-
rant les cycles. Une telle caractérisation permettrait alors de produire aisément de nouvelles
constructions de GdI dans divers champs des mathématiques — par exemple en géométrie
algébrique. Il serait intéressant d’obtenir de tels modèles car, comme la théorie des algèbres
d’opérateurs a permis à Girard de considérer l’opération de produit croisé pour obtenir des
résultats en complexité, ils permettraient d’utiliser des outils spécifiques au contexte choisi.
2. Cette définition est un peu simpliste, et la définition formelle de la catégorie des cobordismes demande un peu
plus de travail. Cependant la définition intuitive que l’on en donne ici permet de ne pas rentrer dans des détails
techniques qui ne ferait qu’alourdir la discussion informelle qui suit.
3. Ici encore, il s’agit d’une simplification : on ne considèrera pas pi1(M) mais pi1(M¯), où M¯ est obtenue à partir de
M en « recousant les bords ».
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§12.3.6 L’étude de cette question est également intéressante du fait des récents développements
concernant la théorie homotopique des types, c’est-à-dire la définition de modèles de la théo-
rie des types intentionnelle de Martin-Löf utilisant des notions de la théorie de l’homotopie.
Ceux-ci ont été axiomatisés dans le cadre des catégories de modèle, et il serait particulière-
ment intéressant de disposer d’un cadre commun à la théorie des types et la géométrie de
l’interaction.
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Résumé de la thèse : Cette thèse est une étude de la géométrie de l’interaction dans le facteur
hyperfini (GdI5), introduite par Jean-Yves Girard, et de ses liens avec les constructions plus anciennes.
Nous commençons par montrer comment obtenir des adjonctions purement géométriques comme une
identité entre des ensembles de cycles apparaissant entre des graphes. Il est alors possible, en choisis-
sant une fonction qui mesure les cycles, d’obtenir une adjonction numérique. Nous montrons ensuite
comment construire, sur la base d’une adjonction numérique, une géométrie de l’interaction pour la lo-
gique linéaire multiplicative additive où les preuves sont interprétées par des graphes. Nous expliquons
également comment cette construction permet de définir une sémantique dénotationnelle de MALL, et
une notion de vérité. Nous étudions finalement une généralisation de ce cadre afin d’interpréter les ex-
ponentielles et le second ordre.
Les constructions sur les graphes étant paramétrées par une fonction de mesure des cycles, nous entre-
prenons ensuite l’étude de deux cas particuliers. Le premier s’avère être une version combinatoire de la
GdI5, et nous obtenons donc une interprétation géométrique de l’orthogonalité basée sur le déterminant
de Fuglede-Kadison. Le second cas particulier est une version combinatoire des constructions plus an-
ciennes de la géométrie de l’interaction, où l’orthogonalité est basée sur la nilpotence. Ceci permet donc
de comprendre le lien entre les différentes versions de la géométrie de l’interaction, et d’en déduire que
les deux adjonctions — qui semblent à première vue si différentes — sont des conséquences d’une même
identité géométrique.
Nous étudions ensuite la notion de vérité subjective. Nous commençons par considérer une version légè-
rement modifiée de la GdI5 avec une notion de vérité dépendant du choix d’une sous-algèbre maximale
commutative (masa). Nous montrons qu’il existe une correspondance entre la classification des masas
introduite par Dixmier (regulière, semi-régulière, singulière) et les fragments de la logique linéaire que
l’on peut interpréter dans cette géométrie de l’interaction. Nous étudions alors la vérité subjective de
la GdI5, qui dépends du choix d’une représentation du facteur hyperfini de type II1, à la lumière de ce
résultat.
Finalement, nous détaillerons une proposition de Girard pour étudier les classes de complexité et dé-
taillons la caractérisation obtenue par ce dernier de la classe de complexité co-NL, en montrant comment
coder un problème complet pour cette classe à l’aide d’opérateurs.
Summary : This work is a study of the geometry of interaction in the hyperfinite factor introduced
by Jean-Yves Girard, and of its relations with ancient constructions.
We start by showing how to obtain purely geometrical adjunctions as an identity between sets of cycles
appearing between graphs. It is then possible, by chosing a function that measures those cycles, to obtain
a numerical adjunction. We then show how to construct, on the basis of such a numerical adjunction, a
geometry of interaction for multiplicative additive linear logic where proofs are interpreted as graphs.
We also explain how to define from this construction a denotational semantics for MALL, and a notion
of truth. We extend this setting in order to deal with exponential connectives and show a full soundness
result for a variant of elementary linear logic (ELL).
Since the constructions on graphs we define are parametrized by a function that measures cycles,
we then focus our study to two particular cases. The first case turns out to be a combinatorial ver-
sion of GoI5, and we thus obtain a geometrical caracterisation of its orthogonality which is based on
Fuglede-Kadison determinant. The second particular case we study will giveus a refined version of ol-
der constructions of geometry of interaction, where orthogonality is based on nilpotency. This allows us
to show how these two versions of GoI, which seem quite different, are related and understand that the
respective adjunctions are both consequences of a unique geometrical property.
In the last part, we study the notion of subjective truth. We first define a slightly modified version of
GoI5 where the notion of subjective truth is dependent on the choice a maximal abelian subalgebra
(masa). We can show in this setting that there is a correspondance between Dixmier’s classification of
masas (regular, semi-regular, singular) and the fragments of linear logic one can interpret. We then
explain how this notion of truth related to the notion of truth of GoI5, which depends on a choice of
representation for the hyperfinite factor of type II∞.
Finally, we study a proposition made by Girard to study complexity classes through the geometry of
interaction in the hyperfinite factor. In particular, we detail Girard’s caracterisation of the co-NL com-
plexity class by showing how to encode by operators a problem which is complete for this complexity
class.
