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In a recent paper D. J. White presented a new approach to the problem of 
minimizing a differentiable convex function over a convex set. The idea 
begins with describing the convex function as the envelope of its tangent 
hyperplanes. With this description the given problem is represented in 
“min-max” form. An appeal to White’s minimax theorem then permits one 
to interchange the extrema and arrive at a dual problem having “max-min” 
form. In the present paper White’s approach is first generalized and analyzed 
and then related to well-known results in conjugate duality. 
1. INTRODUCTION 
Consider the problem of minimizing a convex function f over a convex 
subset D of a real topological vector space X, i.e., 
For X = Rn and f differentiable, D. J. White recently showed [9] that solving 
(9) is equivalent to solving the saddle point problem 
InlIn~X H(x, u), 
where H(x, u) = f (u) + (x - u, Vf (u)). Since f is the upper envelope of the 
tangent hyperplanes to its graph, f(x) = SUP,,~ H(x, u), and hence (9) 
corresponds to the upper half of the minimax problem, i.e., to 
On the other hand, the lower half of the minimax problem, i.e., 
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may be interpreted as a (nonconcave) maximization problem dual to (9). The 
term “envelope programming” was introduced by White to describe this 
overall approach to (9). The novelty of his approach resides in the choice of 
H as the function determining an equivalent saddle point problem. 
This paper addresses three questions: (i) To what extent can White’s 
saddle point characterization be generalized, (ii) how extensive a duality 
theory for (9) can be developed, taking the function H (or a suitable general- 
ization) as the “Lagrangian”; and (iii) in what way does envelope program- 
ming relate to existing duality theory? 
The paper is in two parts. In Section 2 we deal with questions (i) and (ii). 
Concerning (i), we show that White’s saddle point characterization extends to 
the case in which X has arbitrary dimension and f is not necessarily differ- 
entiable. For a nondifferentiable f this entails substituting the notion of 
supporting hyperplane for tangent hyperplane. Concerning (ii), examples 
show that there may be a finite or infinite “duality gap” even though (.9) 
satisfies strong constraint qualifications. Also mentioned are several other 
obstacles to a general duality theory built on the choice of H as the “Lagran- 
gian” function. In Section 3 we deal with question (iii). There it is shown 
that envelope programming is fairly closely related to that body of results 
in conjugate duality which pertains to Fenchel’s Duality Theorem. 
2. ENVELOPE PROGRAMMING 
Let X be a HausdorB locally convex topological vector space over the real 
number system R, and let X* be the (continuous) dual of X. For any x E X 
and x* E X*, let x*(x) be denoted by (x, x*). Let D be a nonempty convex 
subset of X, and letf be a proper convex function on X. Thus, f is an every- 
where-defined function with values in R U {+ co}, which is not identically 
+co, and which satisfies 
f((l - 4 x + /\r> 2 (1 - 4f@) + hf(Y) 
for all I\ E [0, l] and x, y E X. Equivalently, the set {(x, p) E X x R / f(x) 5 p) 
lying on or above the graph off is nonempty and convex. The “nonvertical” 
supporting (closed) hyperplanes to this set can be indexed by 
r = ((24, u*) E x x x* 1 f(x) 2 f (24) + (x - 24, u*>, vx E X}. 
The multivalued mapping 8f from X to X* having graph I’ is called the 
subd@rential off. It is known that for any point x E X at which f is differ- 
entiable (in the sense of Gateaux), the image set 8f (x) under the subdiffer- 
ential is precisely the singleton (Vf(x)); conversely [3, Sect. log], if f is 
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finite and continuous at a point x for which aj(x) = {x*}, then f is differ- 
entiable at x with gradient x*. In particular, then, if f is differentiable 
throughout X, then r is exactly the graph of the gradient mapping Vf. 
In order to extend White’s saddle point characterization to the non- 
differentiable case, we introduce a function J, given by 
to replace his function H and consider the saddle point problem 
minimax J(x, u, u*). 
.%-ED (U,U*)Er (=%w> 
By the comments above concerning r, this problem is equivalent to White’s 
when f is differentiable. We shall say that (9) satisfies the constraint 
qualifkution if and only if (a) there exists a point of D at which f is finite and 
continuous, or (b) there exists a point interior to D at which f is merely 
finite. It is helpful also to single out the (local) condition 
which we shall describe by saying f satisjies (*) at x. Notice that f is the 
upper envelope of its supporting hyperplanes precisely when f satisfies (*) 
everywhere, i.e., for every x E X. We can now state the relationship between 
(G-J and (PI. 
THEOREM. If x solves (9) and (9) satisfies the constraint qualification, then 
- -* there exists a pair (ii, ii*) such that (3, u, u ) solves (&) and the two optimal 
values are equal. Conversely, rf (x, U; u*) solves (L&) and f satisfes (*) at X, 
then x solves (9) and the two optimal values are equal. 
The theorem is almost immediate from the two lemmas which follow. 
The assertions concerning equality of optimal values follow from the lemmas 
- -* and the fact that, when (z, u*) E r, the condition (u, u ) E r is equivalent to 
f(z) = J(F, E, u*). The first lemma is well known (e.g. [7, Theorem 27.41 
or [6, Corollary 1 to Theorem I]). 
LEMMA 1. A sufficient condition for x E D to solve (9’) is that there exists 
J*, such that -13 is normal to D at f and (5 u*) E IT If (9) sutis$es the 
construint qualification, this condition is also necessary. 
Proof. If -ti* is normal to D at .F, then 
(x - 37, -ii*> s 0, VXED, 
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while if (5, u*) E r, then 
f(x) Zf(x) + (x - 3, -a*>, vx E x. 
Together, these inequalities imply that 
f(x) 5 f(X), VXED. 
Now assume x solves (9’) and define h to be the function which is 0 on D 
and fax on X\D. Then x yields an unconstrained minimum off + h, so 
that 0 E i?(f + h) (2). If (P) satisfies the constraint qualification, then the 
subdifferential formula a(f + h) = af + ah is valid ([4, Theorem 3(b)] or 
[3, Sect. lOd]), and hence 0 E af(x) + ah(x). This implies (%, u*) E r for 
some U* such that --u* E ah(%). Since ah(x) is the cone of normals to D at X, 
this concludes the proof. 
LEMMA 2. A suficient condition for XE D and (ii, ii*) E r to solve (SW) 
is that -ii* be normal to D at J and (2, ii*) E r. If f satisjies (*) at 3, this 
condition is also necessary. 
Proof. Assume first that (3, II*) E r and --u* is normal to D at Z. Then 
f (3) 2 f(u) + (3 - u, a*>, VUEX, 
and 
(if, ii*> 5 (x, ii*>, QxED. 
Since we always have 
f (4 + (X - 4 u*> 5 f(x), V(U, u*) E r, 
it follows that 
f(u) + (% - 24, u*> 5 f(n) + (a - ii, a*> 5 f (2%) + (x - u, 27*> 
holds for all (u, u*) E r and x E D, that is, (x, ii, a*) solves (&,). Now 
suppose (2, u, u*) solves (&,). The right-hand half of the saddle point 
inequality implies (sincef(n) is finite) that --u* is normal to D at X. The left- 
hand half yields 
(UsuP$4 + (5 - 24, u*)} 5 f (27) + (X - ii, ii*>. 
If f satisfies (*) at 3, this implies that 
f(z) + (x - ?z, u*> 2 f(G) + (x - 27, a*>, VXEX. 
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But since (c, a*) E I’, 
f(n) + <x - u; a*> Sf(x), vxxx. 
It follows that 
f(x) + (x - 5, u*> Sf(x), VXEX, 
which means (3, u*) E r. 
Several variants and refinements of the Theorem are suggested by an 
examination of its proof. The constraint qualification was used only in Lem- 
ma 1 in order to guarantee the validity of the formula a(f + h) = i3f + ah. 
Thus, the constraint qualification can be replaced by any other condition 
which guarantees this subdifferential formula. For the case X = Rn, a 
variant of the Theorem can therefore be derived using [7, Theorem 23.81. 
This involves a slightly different constraint qualification phrased in terms of 
relative interiors, and it in turn allows a weakening of its hypothesis in the 
case that either D or f is polyhedral. In a similar way, another variant of the 
Theorem, valid for an arbitrary space X as above, can be derived using 
[3, Sect. IOe]. In these variants the condition (*) must also, of course, be 
reckoned with. It is a nontrivial fact, established by Brondsted and 
Rockafellar [I], that f satisfies (*) everywhere when f is lower semicontinuous 
and X is a Banach space. A local condition sufficient (but not necessary) in 
order that f satisfies (*) at x is simply that (%, u*) E r for some u* E X*. The 
complete formulation of these variants of the Theorem (and of similar 
variants of the result to follow) is left to the reader. 
The following consequence of the Theorem generalizes White’s saddle 
point characterization to nondifferentiable functions on spaces of arbitrary 
dimension. 
COROLLARY. Let E E D and suppose f is finite and continuous at X. Then x 
solves (9’) if and only if there exists a pair (ii, ii*) such that (3, U; ZS*) solves (S$). 
Proof- Observe that 
f(x) 5 (us;‘pEJf(u) + <x - US u*>1 5 f(x) 
holds whenever x lies in the projection of ronto X, i.e., whenever o # af (x). 
Now a sufficient condition for ,D’ # 3f (x) is that f be finite and continuous 
at x [3, Sect. 10~1. Hence the hypothesis implies that f satisfies (*) at %. 
Since the hypothesis implies also that (9) satisfies the constraint qualification, 
the conclusion is now immediate from the theorem. 
We turn now to question (ii) of the Introduction. Using a technique well 
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known in duality theory, we regard (SW) as a “Lagrangian” problem and split 
it into two related problems, a “primal” problem (gW) 
where 4(x) = sup J(x, % u*), (Pw> (U,U*)Er 
and a “dual” problem 
max y(u, u*), 
(u,u*)Er 
where ~(u, a*) = inf J(x, 24, u*). Pw) 
XED 
Notice that as long asf satisfies (*), # = f and hence (gw) coincides with (9). 
Thus in particular, (gW) coincides with (9’) when f is finite and continuous 
on X. 
If (Z, ii, iV*) solves (pW), ‘t f 11 r o ows trivially that z solves (gW) and (g, a*) 
solves (~9~). By the theorem, therefore, solvability of (gw) is a necessary 
condition for solvability of(S), p rovided (9’) satisfies the constraint qualifica- 
tion. 
One can inquire also into the relationship between the optimal values in 
(9) and (gW). One always has the inequalities 
sup inf J s inf sup J 5 inff, 
I- D D l- D 
i.e., val(5&) 2 val(9”,) s val(9). The left-hand inequality is well known 
(e.g., [7, Lemma 36.11) and easy to verify, while the right-hand inequality is 
immediate from the trivial inequality # 2 f. Thus, the so-called “weak 
duality theorem” holds between (gW) and (9). 
For computational as well as theoretical reasons, it is of great interest to 
know conditions which guarantee that actually val(gw) = val(9), i.e., that 
there be no “duality gap.” By the Theorem, a trivial such condition is that 
(9) be solvable and satisfy the constraint qualification. One may still wish to 
compute val(9) by means of val(.&), however, even when it cannot be 
ascertained a priori that (9) is solvable. A simple example illustrates how 
bad things can be taking this approach. Consider the problem (9) deter- 
mined by the elements D = X = R and f(x) = ex. Except for possessing 
no solution, this (9) is as nice as one could wish; yet val(8) = 0 and 
val(gW) = -co. In the next section, another example of (9’) is given in which 
f is continuously differentiable on X = R2, D is a line (or closed half-space), 
val(8) = - 1, but val(5&) = -3/2. 
Another important point to note is that the duality framework given by 
problems (gW), (gW), and (SW) does not (in any obvious manner, at least) 
reflect further structure which may be present in the constraint set D. For 
example, if D of the form n:, {x E X 1 fi(x) s 0} for some proper convex 
functions jr ,..., fm , then one would like the duality formulation to take the 
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fi’s into account somehow and (hopefully) to include the usual theory of 
Lagrange multipliers. 
A third point to notice in connection with this trio of problems is that 
they may not even exist in the general case, in the sense that the set r may 
be empty! Indeed, Brondsted and Rockafellar [I], by using an example of 
Klee, have exhibited a lower semicontinuous f on a reflexive Frechet space X 
with the property that P = ia. On the other hand, they have shown that 
when f is lower semicontinuous and X is a Banach space, I’ # o and more- 
over f satisfies (*) everywhere. Another case in which r # ,GZ and f satisfies 
(*) everywhere, is that in which f is finite and continuous on X (cf. proof of 
Corollary). 
Finally, as will be discussed in the next section, the maximization problem 
(gs,) is in general nonconcave, even when f is differentiable. 
The four points just mentioned would seem to constitute significant 
obstacles to basing a general duality theory for convex programming either on 
the function H or on its generalization J discussed above. In the next section 
we shall relate the foregoing approach to an existing duality theory not 
possessing these drawbacks. 
3. CONJUGATE DUALITY 
The basic idea leading to White’s choice of H as a Lagrangian function 
(and to the generalization J discussed above) is the identity (*), i.e., the 
representation of a convex function as the envelope of certain hyperplanes. 
This same idea can still be used, albeit in a somewhat different way, to develop 
a comprehensive duality theory for convex programming problems. This has 
already been done, in fact, and it is rendered possible essentially by making 
fuller use of the dual space X*. The key tool is Fenchel’s conjugacy corre- 
spondence among convex functions. In this section we review briefly an 
important special case of the resulting duality framework and then relate 
it to the trio of problems (9,+,), (SW), and (=.&). 
Let X, X*, f, and the bilinear form (., .) be as in Section 2, and assume 
additionally that the given topology on X is locally convex. The conjugate 
off is the function f * on X* given by 
f *(x*1 = =g{Kx, x*> - f (a* 
The function f * is proper convex and lower semicontinuous. Clearly the 
condition x* E af(x) is equivalent to f(x) + f *(x*) = (x, x*), and these 
conditions imply x E af *(x*). (We regard X as a subspace of its bidual X**.) 
One can repeat the conjugacy operation, obtaining from f * a function f** 
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on X** having the same properties. It is known that f ** agrees with f on X 
when f is lower semicontinuous, so that x E af *(x*) implies x* E 3f (x) in that 
case. For a proper concave function g (i.e., -g is proper convex), one makes 
parallel definitions, the general rule being to interchange supremum 
with infimum, +cc with --CO, and 2 with 5. (NB: This results in 
g*(x*) = -(-g)* (-x*).) Henceforth, let g be a proper concave function 
on X and use the notation 
c = {x E x If (3) < +a c* = (x* E X” If*(X*) < +a>, 
D ={xeXIg(x) > -co}, D* = (x* E X* 1 g*(x*) > -co}. 
In 1951, W. Fenchel [2] considered the problem 
m${f - s> tgF) 
for the case X = Rn and proved a fundamental duality theorem relating it to 
the problem 
mx$4g* - f *>a @F) 
Fenchel’s theorem states that, if the relative interiors of C and D have a 
point in common, val(9,) = val(9,) an moreover (9~~) is solvable. There d 
is an obvious dual assertion involving solvability of (~9’~) in the event f and 
g are, respectively, lower and upper semicontinuous, due to the symmetric 
nature of the conjugacy correspondence in that case. For the function L on 
C x D* given by 
L(x, q =f (x> + g*(u*) - (XT u*>, 
one can compute directly that (BF) coincides with the problem 
u~$.&yx9 u*>>, 
while (YP) coincides with the problem 
mini sup L(x, u*)) 
xeC u*eD* 
when g is upper semicontinuous. Thus, intimately related to (PF) and (~3~) 
is the saddle point problem 
nl-liinl;~ L(x, u*). 
We shall not take the space here to restate the many existing results con- 
cerning the trio (.P’,), (gP), and (de,) and its generalizations, but instead just 
refer the reader to a selection of the extensive literature [2, 4, 5, 7, 81. 
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From now on we consider the situation in which g is specialized to be the 
function which is 0 on D and -cc on X\D. Then (.YR) is precisely (P), and 
(gP) is clearly the same as 
where for our choice of g we have 
g*(u*) = in&x, u*>. 
Fenchel’s dual (5BP) is a concave maximization problem. On the other hand, 
observe that the identity 
L(x, u*) = in; J(u, x, u”) = r&c, u*) 
holds as long as x E C, while if actually (x, u*) E r, this quantity equals 
g*(u*) -f*(u*). Thus, although L is convex-concave on C x X*, the 
function v is actually concave on rC C x X*. However, since r and its 
projection onto X* are in general not convex sets, (.5&) is in general a non- 
concave problem (cf. Example 2 below). Notice, incidentally, that when f is 
differentiable on X one can interpret v on the X-space alone as 
so that (.QV) is the same as 
Even in this formulation (9$+,) is not concave, though, since the mapping 
u -+g*(Vf(u)) - f*(V’(u)) need not be concave. 
Fenchel’s trio of problems, unlike White’s, is well defined even in the 
general case in which I’ may be empty. Also, within Fenchel’s framework one 
can explicitly deal with additional structure which may be present in (9) 
via the set D. For a derivation of the theory of Lagrange multipliers in this 
context, see [4, Sect. 61. We conclude the paper with a comparison of the 
duality gaps associated with Fenchel’s and White’s dual problems. 
Since (u, u*) E r is equivalent to f(u) - (u, u*) = -f*(u*), we can 
express (Bw) equivalently as 
max k* - f*l, 
D*n& 
Pw’> 
where 
2;* = {u* fi X* 1 (u, u*) E r for some u E X}. 
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Since C* C C*, a comparison of (gw’) with (gr’) implies immediately that 
val(9,) 5 val(gF) 5 val(8). 
Thus, the Fenchel dual always yields at least as small a duality gap as does 
White’s dual. It can happen, moreover, that the White duality gap is positive 
or infinite at the same time that the Fenchel duality gap is zero (and, more- 
over, the Fenchel dual (gF) is solvable). This behavior can occur even with 
continuously differentiable functions on spaces of finite dimension, as shown 
by the following two examples. 
EXAMPLE 1 (from Sect. 2). For X = D = R and f(x) = ez one has 
D;t~*{g* -f*} = -co < 0 = DTfm*{g* -f*> = i;fj. 
The right-hand equality follows from the version of Fenchel’s Duality 
Theorem stated above, while the value 0 follows by inspection of (9’). That 
the left-hand value is -co can be verified by direct computation from the 
original formulation of (~3~). It is instructive, however, to evaluate the 
expression directly in X* viag*,f*, and C*. Clearlyg* is 0 at the origin and 
-cc elsewhere, so that D* = (0). As an exercise one can compute that 
1 
u* In u* - u*, u* >o 
f*(u*) = 0, u* = 0 
+a, u* < 0, 
so that C* = [0, + co). Because f is lower semicontinuous, (u, u*) E r if 
and only if u E af *(u*), i.e., 
f *(x*) 2 f *(u*) + (u, x* - u*), tJx* E x*. 
It follows by inspection of the graph of f * that C* = (0, +a~). Hence 
D* n C* = 0, which implies (by the conventions supa = --0~ and 
inf, = +co) that 
Dt;F$* - f *> = -a. 
EXAMPLE 2. There exists a continuously differentiable f on X -= Rz 
such that for D = ((5, , 5,) 1 t2 = 0} one has 
;,tG*{g* -f *} = -$ < -1 = Dyn3xq{g* - f*> = i;ff. 
Unlike in the previous example, here the set D* n C* will be nonempty. 
Observe first that, for D as above, g* is 0 along the second coordinate axis and 
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-co elsewhere, so that D* = {(Q , r]a) ( Q = O}. We now construct indirectly 
a function f having the asserted properties. Our method is to construct a 
function we call f * and then take f to be (f *)*. Consider the function 
where 
wl1) = I 
1 - (r)r)+ if qr E [0, I] I 172 I if r12E L-1, 11 
+a otherwise h2(72) = itm otherwise. 
This h is proper convex and lower semicontinuous, and it can be seen that 
(0, 1) and (0, -1) are the only points of D* at which h is subdifferentiable 
(cf. [7, p. 2181). Put f * = h + w, where 
Then f * is proper convex and lower semicontinuous [7, Theorem 9.31, 
c* = [O, I] x [-I, I], and moreover (0, 1) and (0, -1) are the only points 
of D* at which f * is subdifferentiable [7, Theorem 23.81. Hence 
D*nC*={O}x[-l,l] and D*nC*={O}x{-l,l}, 
whence 
;unp,g* -f*f = -8 < -1 = sup (g* -f*>. * * D*nC* 
Now put f = (f *)*. (The one-to-one symmetric nature of the conjugacy 
correspondence ensures that the conjugate of ( f *)* is indeed the function 
h + w constructed above.) Using the fact that w* has the same formula as w, 
we conclude from [7, Corollary 26.3.21 that f is differentiable on int C # ia. 
But since C* is bounded, C = X(e.g. [7, Corollary 13.3.1 or Theorem 13.41). 
Hence f is continuously differentiable everywhere on X [7, Corollary 25.5.11. 
Finally, val(9,) = val(?Y) with (gF) solvable follows by the previously 
mentioned theorem of Fenchel. 
We conclude by giving conditions under which the White duality gap 
coincides with the Fenchel duality gap. 
LEMMA 3. One has val(Q$+,) = val(S,) under either of the following 
circumstances: (a) X = R” and the relative interiors of D* and C* contain a 
point in common; (b) X is a rejlexive Banach space, D is closed, and for some 
01 > inf,f the set (x E X 1 f(x) 2 m} is weakly compact. 
Proof. The assertion is that 
D;;G*lg* - f*> L Ds’unpc*tg* -f*>, 
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or equivalently that 
oi$* h 2 inf h, 
X* 
where h =f* - g*. Consider first case (a). Clearly h is proper convex with 
dom h = {x* E X* / h(x*) < + oo} = D* n C*. By [7, Theorem 23.41, 
c* 3 ri C* where “ri” denotes the relative interior operation. The hypothesis 
implies by [7, Theorem 6.51 that ri(D* n C*) = ri D* n ri C*, so that 
D* n c* r) ri(dom h). Hence 
&I* h 2 inf 
n(domh) 
h = in$ h, 
where the equality is a consequence of [7, Theorems 7.5 and 6.11. Now 
consider case (b), and let k be the function which is 0 on -D and + co on 
X\D. By [3, Sect. 4d] the function f 0 k, i.e., the infimal convolution off 
with K, is proper convex and lower semicontinuous. Hence, so is its conjugate 
(fok)* =f* - g* = h. It follows from [l, Theorem 21 that 
&; h = d$m$h , 
where 
dom ah = {u* E X* 1 II E 8h(u*) for some u E X>. 
Now by [3, Sect. 8f], f * is finite and continuous at the origin with respect to 
some admissible topology on X*, so that 
ah@*) = af*(u*) - ag*(u*), Vu" E X" 
by [3, Sect. IOd]. Hence dom ah C c* n D*, so that the infimum of h over 
c* n D* does not exceed that of h over dom ah. This concludes the proof. 
Unfortunately, the conditions in case (b) of the lemma are so strong as 
to imply also that val(gF) = val(Y;,) and that in fact (PF) is solvable (see 
[4, Corollary 21 or [5, Corollary to Theorem 11). If D is closed and f is lower 
semicontinuous, the conditions in case (a) also imply these additional con- 
clusions (see [7, Theorem 31.11). 
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