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Difference methods for derivatives
a b s t r a c t
The application of a trigonometric polynomial and an exponential fitting approach is
compared for a three-point formula for second-order derivatives, for Simpson’s quadrature
rule and for Numerov’s scheme for second-order differential equations. The expressions
for the occurring parameters are constructed in both the approaches and the behaviour of
these parameterswith respect to the introduced frequency is studied. The errors for specific
problems obtained in both the approaches as a function of the frequency are compared.
© 2009 Elsevier B.V. All rights reserved.
1. Situation of the problem
The idea of constructing numerical algorithms which reproduce and/or integrate exactly a set of linearly independent
functions is very old. It is well known that all classical algorithms are reproducing exact results for a set of polynomial
functions up to a certain degree. Typical examples are:
• (n+1)Newton–Cotes quadrature rules of closed type exactly integrate polynomials of degree n (if n is odd) and of degree
n+ 1 (if n is even).
• Numerov’s method, solving second-order differential equations, exactly reproduces solutions which are of polynomial
type having at most degree 5.
• Fully implicit Gauss–Legendre, Runge–Kutta methods with s stages exactly integrate polynomial solutions up to degree
2s.
• Explicit Runge–Kutta methods only integrate exactly polynomial solutions of degree at most 1.
Numerical algorithms integrating and/or reproducing exactly a set of linearly independent non-polynomial functions
have been the subject of many papers in the past. One of the oldest approaches of that kind is formulated in [1] for the
solutions of first and second-order ODEs. It introduces the idea of integration based upon trigonometric polynomials, meaning
that it uses a basic set of functions of the form sin(ωt), sin(2ωt), sin(3ωt), . . . , cos(ωt), cos(2ωt), cos(3ωt), . . .. Recently
this approach has also been used in [2–4]. The so-called mixed interpolation has been introduced by one of the present
authors [5,6]. In this approach the basic set is built up of a polynomial part extended with a sin(ωt) and a cos(ωt) term. This
kind of approach has been applied by the present authors and others to a series of problems in numerical analysis [7–15].
General functional fitting has been studied in [16]. Exponential Fitting introduces in the basic set of functions besides the
polynomial part functions of the type tP sin(ωt) and tP cos(ωt) with P = 0, 1, . . . , [17,18]. This last approach has been
applied to many problems (see for example [19–25]).
Generally, in all these applications, the idea consists in selecting the available parameters of the method under study so
that the method produces exact results for a set of linearly independent functions. For the classical or polynomial case the
set F contains only polynomial functions up to a certain degree, i.e.
Fclas = {1, t, . . . , tM−1}. (1)
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In this paper we like to compare in particular two kinds of fitting approaches:
• F contains polynomial functions together with trigonometric polynomials
Ftrig = {1, t, . . . , tK , cos(ωt), cos(2ωt), . . . , cos(Pωt), sin(ωt), sin(2ωt), . . . , sin(Pωt)}. (2)
The resulting methods are then based on a hybrid set of polynomials and trigonometric polynomials. If P is limited to
1 as in [5] they were called mixed interpolation methods. If no powers of t are present (i.e. K = −1) one finds the
interpolation with trigonometric polynomials by [1].
• F is constructed out of
Fexp = {1, t, . . . , tK , cos(ωt), t cos(ωt), . . . , tP cos(ω, t), sin(ωt), t sin(ωt), . . . , tP sin(ωt)}, (3)
then one speaks of full exponential fitting as given by [17,18].
Remark. We present here the trigonometric versions of the sets. In case ω is purely imaginary one obtains the hyperbolic
description of these sets.
The two sets are characterized by two integer parameters K and P . The set in which there is no polynomial part is
identified by K = −1 while the set in which there is no exponential fitting or trigonometric polynomial component is
identified by P = −1. For each problem one has
K + 2P = M − 3,
where M − 1 is the maximum exponent present in the full polynomial basis for the same problem. In this paper we shall
investigate especially some algorithms – for determining derivatives and calculating quadrature rules and for solving ODEs
– based on these special kinds of hybrid sets and compare the different results obtained. For the detailed construction of the
special operators occurring for each algorithm considered, the derivation of the equations whose solutions are the occurring
parameters, we refer to the work in [17].
2. The three-point formula for the second derivative
We consider the approximation
y′′(t) ≈ 1
h2
[a0y(t − h)+ a1y(t)+ a0y(t + h)],
to derive the coefficients such that it is tuned for functions of the form
y(t) = f1(t) sin(ωt)+ f2(t) cos(ωt).
We denote a := [a0, a1] and introduce the operatorL[h, a] given by
L[h, a]y(t) := y′′(t)− 1
h2
[a0y(t + h)+ a1y(t)+ a0y(t − h)].
By introducing the classical set Fclas defined in (1) into the operator and putting the expressions equal to zero one finds out
that the maximal M value for which the obtained system is compatible is 4 and that in that case the following parameter
values are obtained (scheme S0):
a0 = 1, a1 = −2.
Three pairs of (P, K )-values are consistent with this M-value: P = −1, K = 3, (the classical case), P = 0, K = 1 and
P = 1, K = −1. The last two cases lead to tuned schemes, respectively given by:
• S1, integrating exactly 1, t, sin(ωt), cos(ωt).
a0 = − θ
2
2[cos(θ)− 1] , a1 =
θ2
cos(θ)− 1 , θ := ωh.
In P = 0 cases the results for the trigonometric polynomial and the exponential fitted approaches are the same.




2[cos(θ)+ 1− 2 cos(θ)2] , a
trig
1 =
θ2[2 cos(θ)2 − 1− 4 cos(θ)]





, aexp1 = −
θ [θ sin(θ)+ 2 cos(θ)]
sin(θ)
.
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Fig. 1. The second derivative of cos(ωt)1+t for t = 1 as a function of ω.
It is easy to see that each of the tuned versions tends to the classical one when θ → 0. Critical values appear in each
of them. They are however not the same in each of them. For the version with P = 0 (S1) the critical values are θ = 2npi ,
n = 1, 2, 3, . . .. For the version with P = 1, (S2) the critical values for the trigonometric polynomial case are θ = 2npi/3,
n = 1, 2, 3, . . .while for the exponential fitted case there are situated at θ = npi, n = 1, 2, 3, . . ..
For a numerical illustration we take the test function
y(t) = 1
t + 1 cos(ωt),
which has also been used in [17]. In Fig. 1 we give the picture of the second-order derivative of y(t) at t = 1 as a function of
ω running from 0 up to 80. One can observe that this function is increasing with ω and has an oscillatory behaviour.
We have computed y′′(1) by the three versions S0, S1 and S2 for h = 0.1, The scaled errors are defined by 1comput =
(y′′(1) − y′′comput(1))/s, where s = 1 if ω ≤ 1 and s = ω2 if ω > 1. The results for these scaled errors are plotted in Figs. 2
and 3 for 0 ≤ ω ≤ 80. The error produced by the classical version (top in Fig. 2) is seen to increase dramatically with ω. The
slope of the increase for the P = 0 version (bottom in Fig. 2) is significantly smaller for ω < 40 and the effect of the first
critical value around ω = 62.8 is visible, which corresponds to the value θ = 2pi .
For the S2 methods one clearly sees that the increase in the errors is significantly smaller. In the exponential fitted
approach (bottom in Fig. 3) the errors are smaller than in the trigonometric polynomial case (top in Fig. 3). In the first
case the error is large around ω = 31.4 and ω = 62.8 which correspond to the critical values θ = pi, 2pi , while in the
trigonometric polynomial case the errors become large at ω = 20.9, 41.8 and 62.8, corresponding to θ = 2pi3 , 4pi3 and 2pi .
One can conclude that, for this problem, the exponential fitted approach is superior over the trigonometric polynomial one.
3. Simpson’s formula
Simpson’s quadrature rule calculates the integral of a function y(x) by means of a three-points formula where the nodes
are equidistant and the two extreme nodes are chosen to coincide with the integration limits. In other words Simpson’s
formula reads∫ x+h
x−h
y(z)dz ≈ h[a1y(x− h)+ a2y(x)+ a1y(x+ h)].




y(z)dz − h[a1y(x− h)+ a2y(x)+ a1y(x+ h)].
It is easy to check that the M-value introduced in previous paragraphs has here the value 4 and that besides the classical
scheme (S0), with a1 = 13 , a2 = 43 and (P, K) = (−1, 3) still two other (P, K ) couples are relevant (see [17]):
• P = 0, K = 1: This version has been considered in [8,10]. One has obtained:
a1 = θ − sin(θ)
θ(1− cos(θ)) , a2 =
2(sin(θ)− θ cos(θ))
θ(1− cos(θ)) .
• P = 1, K = −1:
atrig1 =
sin(θ)(1− cos(θ))




θ(2 sin(θ)2 + cos(θ)− 1)
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2(θ − cos(θ) sin(θ))
θ2 sin(θ)
.
For the numerical experiment we consider the test equation
y(t) = −f (t)[f (t) cos(ωt)+ ω sin(ωt)], f (t) = 1/(1+ t).
The analytic expression of its integral is given by∫ X+h
X−h
y(t)dt = f (X + h) cos(ω(X + h))− f (X − h) cos(ω(X − h)).
Let I and IP (P = −1, 0 and 1) be the exact integral and its approximate value produced by each of the three versions,
respectively. In Fig. 4 we give the picture of I for X = 1 and h = 0.1 as a function of ω running from 0 up to 80. One can
observe that this function has an oscillatory behaviour.
In Figs. 5 and 6 we plot the errors 1P = I − IP for X = 1 and h = 0.1 at various values of ω up to 80. All versions
produce similar results at small ω’s but when ω is increased the variation of the error strongly depends on P and the bigger
P the better the accuracy. As expected, the results for P = 1 are spurious around the critical values. For the exponential case
these critical values are situated at ω = 10pi and ω = 20pi (corresponding to ωh = npi, n = 1, 2). For the trigonometric
polynomial case one finds the critical values at ω = 20pi/3 and ω = 40pi/3 (corresponding to ωh = 2npi/3, n = 1, 2).
When one excludes the region around the critical values one can observe that the errors in the exponentially fitted case are
one order smaller that those in the trigonometric polynomial case.
4. Adapted Numerov schemes
Numerov schemes are developed to construct the numerical solution of the initial value problem for second-order
differential equations of the special form, y′′ = f (t, y), t ∈ [a, b], y(a) = y0, y′(a) = y′0, where the important feature
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Fig. 3. Scaled errors for the S2 schemes, trigonometric polynomial case (top) and exponential fitted case (bottom) for the second-order derivative as a
function of ω. Take notice of the fact that the y-scales in both figures are different. In order to show the full details in the figures we have opted for this
choice.
Fig. 4. The value of the integral I for X = 1 and h = 0.1 as a function of ω.
is that f depends on t and y but not on y′. Numerov’s scheme has the general form
yn+1 + a1yn + yn−1 = h2[b0(fn+1 + fn−1)+ b1fn],
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Fig. 5. Errors for Simpson’s quadrature rule: P = −1 (top) and P = 0 (bottom). Take notice of the fact that the y-scales in both figures are different. In
order to show the full details in the figures we have opted for this choice.
where tn±1 = tn ± h, yn is an approximation to y(tn) and fn = f (tn, yn). In order to determine the coefficients a1, b0 and b1
one introduces here the operatorL[h, a]with a = [a1, b0, b1], i.e.
L[h, a]y(t) = y(t + h)+ a1y(t)+ y(t − h)− h2[b0(y′′(t + h)+ y′′(t − h))+ b1y′′(t)].
As usual one starts by introducing the classical set Fclas defined in (1) into the operator and puts the expressions equal to
zero; one finds out the maximalM for which the obtained system of equations is compatible. For Numerov’s methodM = 6
and the coefficients are given by (scheme S0)







In these circumstances three sets of tuning (i.e. the possible way of introducing more trigonometric polynomials or more
exponential fitting) are then available: (i) P = 0, K = 3, (ii) P = 1, K = 1 and (iii) P = 2, K = −1 and these lead to
different schemes.
• S1, P = 0, K = 3, integrating exactly 1, t, t2, t3 and the pair sin(ωt), cos(ωt).
a1 = −2, b0 = θ
2 − 2(1− cos(θ))
2θ2(1− cos(θ)) ,
b1 = 2(cos(θ)− 1)+ θ
2 cos(θ)
θ2(cos(θ)− 1) .
• S2, P = 1, K = 1, integrating exactly 1, t , sin(ωt), cos(ωt) and either sin(2ωt), cos(2ωt) (see (2)) or t sin(ωt), t cos(ωt)
(see (3)), respectively
atrig1 = −2, btrig0 =
1− cos(θ)
2θ2(2 cos(θ)+ 1) , b
trig
1 = −
3 cos(θ)2 − cos(θ)− 2
θ2(2 cos(θ)+ 1)
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Fig. 6. Errors for the P = 1 schemes, trigonometric polynomial case (top) and exponentially fitted case (bottom). Take notice of the fact that the y-scales
in both figures are different. In order to show the full details in the figures we have opted for this choice.
and




2[θ − 2 tan(θ/2) cos(θ)]
θ3
.
• S3, integrating exactly the six functions sin(ωt), cos(ωt) and either sin(2ωt), cos(2ωt), sin(3ωt), cos(3ωt) (see (2)) or
t sin(ωt),t cos(ωt), t2 sin(ωt), t2 cos(ωt) (see (3)), respectively.
atrig1 =
2 cos(θ)(−22 cos(θ)2 − 21 cos(θ)+ 3+ 10 cos(θ)3)
27 cos(θ)2 + 11 cos(θ)− 8 ,
btrig0 = −
3 cos(θ)2 − cos(θ)− 2
θ2(27 cos(θ)2 + 11 cos(θ)− 8) ,
btrig1 = −
2 cos(θ)(2 cos(θ)2 − 9 cos(θ)− 3+ 10 cos(θ)3)
θ2(27 cos(θ)2 + 11 cos(θ)− 8)
and
aexp1 = −







2 [2θ − cos(θ)[sin(θ)+ θ cos(θ)]]
θ2D
, with D = 3 sin(θ)+ θ cos(θ).
Remark. All expressions in the schemes S1 − S3 again reduce to the classical values in S0 in the limit of θ → 0.
It is important to consider how the values of the different parameters change as a function of θ .
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Fig. 7. The parameters b0 and b1 as obtained by the scheme S1 as a function of θ .
Fig. 8. The parameters b0 and b1 as obtained by the scheme S2 as a function of θ treated in the trigonometric polynomial approach (top) and in the
exponential fitting approach (bottom).
From Fig. 7 it is clear that the values of both parameters in S1 remain in the neighbourhood of the classical values of
scheme S0 as long as θ ≤ 3. For the different schemes S2 and S3 the parameter values change much more rapidly. There are
some critical θ-values for which some parameters are not defined. This is shown in Figs. 8 and 9.
For S2 (Fig. 8) acceptable b0 and b1 values are obtained in the trigonometric case as long as θ < 1.8 and the exponential
case as long as θ < 2.
From Fig. 9, where we consider the pictures of a2, b0 and b1 as a function of θ for the scheme S3, the behaviour of the
parameters is different in both approaches. In the trigonometric approach acceptable values are approximately situated in
the region 0 ≤ θ ≤ 0.7, while for the second approach the maximum allowable value for θ lies around 2.
As an application of these Numerov schemes we consider here in particular the regular Sturm–Liouville problem:
− y′′ + q(t)y = λy, y(0) = y(pi) = 0. (4)
By using the parameter values of the schemes Si, i = 0, 1, 2, 3 and a uniform mesh h := pi/(n+ 1) the eigenvalues of this
problem are approximated by the eigenvaluesΣ (n)1 (i) < · · · < Σ (n)l (i), i = 0, 1, 2, 3 of a generalized algebraic eigenvalue
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Fig. 9. The parameters a2 , b0 and b1 as obtained by the scheme S3 as a function of θ treated in the trigonometric polynomial approach (top and middle
left) and in the exponential fitting approach (middle right and bottom).
problem
− A(i) v(i)+ B(i)Q v(i) = Σ(i) B(i) v(i),
where A(i) := (akj(i)) and B(i) := (bkj(i)) are symmetric tridiagonal matrices; the a and b values are related to the
coefficients of the consideredmethod. For a detailed descriptionwe can refer to [12,26].MoreoverQ is diagonal and given by
Q := diag(q(t1), . . . , q(tn)) with tj := jh, (j = 1, . . . , n).
Paine et al. [27] have proved that for q 6= 0 the general eigenfunctions of (4) corresponding to the lth eigenvalue λl are
given by yl(t) = sin(lt) + O(l−1). Since all the schemes Si, i = 1, 2, 3 integrate in every approach sin(ωt) exactly, one
can expect that the algebraic eigenvalue problem yields satisfactory approximations for the eigenvalues λl whenwe choose
ω = l, l = 1, 2, 3, . . . . This is not the case with the scheme S0 where the error on the eigenvalues is increasing rapidly with
l [27,12,26]. In order to see the effect of the different schemes we have done some numerical experiments for q(t) = exp(t).
In Table 1 we compare for n = 39 the absolute errors on the eigenvaluesΣl(i), i = 1, 2, 3 as obtained with the algorithms
S1, S2 and S3 for l = 1, 2, . . . , 20 in both approaches. One must realize that in this application θ = lpi/40 and that, due to
the limitation of acceptable θ-values in certain schemes, some eigenvalues are not reproduced accurately enough in certain
schemes. Especially Strig3 can only be applied for the lowest eigenvalues. These experimental results clearly demonstrate that
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Table 1
The errors (λl −Σl(i))× 103 as obtained with the algorithms S0, S1, S2, S3 for q(x) = ex . The signs ‘‘−’’ are placed when the obtained eigenvalues are not
acceptable due to the inconsistency of the parameters; in that case the error becomes extremely large.









1 4.8966694 0.0028 0.0019 −0.0004 0.0014 −0.0009 0.0009
2 10.045190 0.0427 0.0215 −0.0140 0.0127 −0.0111 0.0061
3 16.019267 0.2272 0.7515 −0.0565 0.0424 −0.2349 0.0130
4 23.266271 0.8837 0.1717 −0.1022 0.1040 −1.0192 0.0287
5 32.263707 2.8802 0.3051 −0.1400 0.1959 −2.2158 0.0599
6 43.220020 8.0432 0.4714 −0.1786 0.3132 −3.6561 0.1069
7 56.181594 19.6872 0.6694 −0.2266 0.4535 −5.4107 0.1663
8 71.152998 43.2849 0.9028 −0.2859 0.6197 −7.6325 0.2391
9 88.132119 87.2765 1.1720 −0.3619 0.8115 −10.5412 0.3235
10 107.11668 164.024 1.4860 −0.4524 1.0373 −14.4733 0.4265
11 128.10502 290.917 1.8343 −0.5760 1.2859 −20.0513 0.5354
12 151.09604 491.634 2.2331 −0.7268 1.5723 −28.4803 0.6638
13 176.08900 797.568 2.6939 −0.9057 1.9073 −42.6120 0.8204
14 203.08337 1249.40 3.2022 −1.1434 2.2748 −71.1412 0.9873
15 232.07881 1898.85 3.7797 −1.4383 2.6947 – 1.1819
16 263.07507 2810.51 4.4366 −1.8058 3.1752 – 1.4095
17 296.07196 4063.87 5.1758 −2.2764 3.7168 – 1.6671
18 331.06934 5755.41 6.0046 −2.8861 4.3233 – 1.9545
19 368.06713 8000.64 6.9597 −3.6556 5.0273 – 2.2994
20 407.06524 10936.3 8.0476 −4.6550 5.8307 – 2.6973
the exponential fitted approach is better than the trigonometric polynomial one. In the first case the error on the eigenvalues
remains under control while for the latter one this is not always the case (see the results of Strig3 ).
5. Conclusion
We have studied the effect of introducing a trigonometric polynomial interpolation and exponential fitting approach in a
number of algorithms, i.e. for calculating second-order derivatives and applying Simpson’s quadrature applied to integrands
with an oscillatory character and for solving second-order ODEs and in particular a Sturm–Liouville eigenvalue problem. In
all cases it became clear that the exponential fitting approach is superior to the trigonometric polynomial interpolation.
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