Abstract: The density of a moderately dense gas evolving in a vacuum is given by the solution of an Enskog equation. Recently we have constructed in [ARS17] the stochastic process that corresponds to the Enskog equation under suitable conditions. The Enskog process is identified as the solution of a McKean-Vlasov equation driven by a Poisson random measure. In this work, we continue the study for a wider class of collision kernels that includes hard and soft potentials. Based on a suitable particle approximation of binary collisions, the existence of an Enskog process is established. In addition, it is shown that any reasonable solution to the Enskog equation is the time-marginal distribution of an Enskog process.
Introduction

The Enskog equation
In kinetic theory of gases each particle is completely described by its position r P R d and its velocity v P R d , where d ≥ 3. It moves with constant speed v until it performs a collision with another particle pq, uq. Denote by v ‹ , u ‹ the resulting velocities after collision. We suppose that collisions are elastic, as a consequence conservation of momentum and kinetic energy hold, i.e.
A commonly used parameterization of the deflected velocities v ‹ , u ‹ is given by the vector n "
where p¨,¨q denotes the euclidean product in R d .
Let f 0 pr, vq ≥ 0 be the particle density function of the gas at initial time t " 0. The time evolution f t " f t pr, vq is then obtained from the (Boltzmann-)Enskog equation
Bf t Bt`v¨p ∇ r f t q " Qpf t , f t q, f t | t"0 " f 0 , t ą 0.
(1.1)
Here Q is a non-local, nonlinear collision integral operator given by
pf t pr, v ‹ qf t pq, u ‹ q´f t pr, vqf t pq, uqq βpr´qqBp|v´u|, nqdndudq, (1.2)
where dn denotes the Lebesgue surface measure on the sphere S d´1 and Bp|v´u|, nq ≥ 0 the collision kernel. The particular form of Bp|v´u|, nq depends on the particular microscopic model one has in mind. The function β ≥ 0 describes the rate at which a particle at position r performs a collision with another particle at position q. Concerning applications and additional physical background on this topic the reader may consult the classical books of Cercignani [Cer88] and Cercignani, Illner, Pulvirenti [CIP94] . The mathematical theory for (1.1) (and related kinetic equations) is discussed e.g. in the review articles by Villani [Vil02] and Alexandre [Ale09] .
Typical collision kernels
Let us briefly comment on particular examples of collision kernels Bp|v´u|, nq in dimension d " 3. Boltzmann's original model was first formulated for (true) hard spheres, i.e. Bp|v´u|, nq " pu´v, nq.
Let θ " θpnq P p0, πs be the angle between v ‹´u‹ and v´u, i.e. one has pu´v, nq " |v´u| sinˆθ 2˙" |v ‹´v | " |u ‹´u |.
(1.3)
More generally, one studies (singular) collision kernels which are described as follows: Bp|v´u|, nq is supposed to satisfy Bp|v´u|, nq " |v´u| γ bpθq, γ ą´3, sinpθqbpθq " θ´1´ν, θ Ñ 0`, ν P p0, 2q, (1.4)
where b is at least locally bounded on p0, πs (see e.g. [Vil02] or [Ale09] ). Note that one has ş π 0 sinpθqbpθqdθ " 8 but ş π 0 θ 2 sinpθqbpθqdθ ă 8. Hence Q is a non-linear and singular integral operator with either unbounded or singular coefficients. A rigorous analysis of the corresponding Cauchy problem (1.1) is therefore a challenging mathematical task. Remark 1.1. Note that (1.4) also includes long-range interactions where γ, ν are related by
, s ą 2 (1.5) and one distinguishes between the following cases:
(i) Very soft potentials s P p2, 3s, γ P p´3,´1s and ν P r1, 2q.
(ii) Soft potentials s P p3, 5q, γ P p´1, 0q and ν P p (iv) Hard potentials s ą 5, γ P p0, 1q and ν P p0, 1 2 q.
The role of β
The Cauchy problem (1.1) strongly depends on the particular choice of β. Below we describe some physically different regimes which are typically studied by different techniques.
Case βpx´yq " 1. Here it is easily seen that any solution f t to (1.1) yields by g t pvq :" ş R d f t pr, vqdr also a solution to the space-homogeneous Boltzmann equation
pg t pv ‹ qg t pu ‹ q´g t pvqg t puqq Bp|v´u|, nqdndu.
(1.6) It describes the velocity distribution when particles are already uniformly distributed in space. In particular, any two particles, independent of their positions, may perform a collision. Such equation has been intensively studied in the past and a satisfactory theory was developed (see e.g. Villani [Vil98] , Desvillettes, Mouhot [DM09] and Morimoto, Wang, Yang [MWY16] ). Inspecting some of these techniques (see e.g. Fournier, Mouhot [FM09] and Lu, Mouhot [LM12] ), one expects that solutions to (1.6) should behave similar to those of (1.1) as long as β is strictly bounded away from zero. Heuristically this is justified by the observation that in such a case any two particles (independent of their positions) still have a positive probability to perform a collision.
Case βpx´yq " δ 0 p|x´y|q (dirac distribution at zero). Here we formally recover the classical Boltzmann equation where colliding particles have to be at the same position. This equation provides a successful description of a dilute gas and can be derived in the Boltzmann-Grad limit from Hamiltonian dynamics (see Illner, Pulvirenti [IP89] ). In this case the collision integral (1.2) is local (but highly singular) in the spatial variables. Classical results on the Boltzmann equation can be found in [Vil02] and [Ale09] . Recently there has been some interesting progress on global solutions close to equilibrium (see e.g. the works of Alexandre, Morimoto, Ukai, Xu, Yang [AMU`11b, AMU`11c, AMU`11a, AMU`12]). Note that in contrast to this work, the solutions studied there are, in general, not probability distributions on R 2d .
Case βpx´yq " δ ρ p|x´y|q, ρ ą 0 fixed. In this case particles are described by balls of a fixed radius ρ ą 0 performing elastic collisions. Here the collision integral (1.2) is less singular than in the classical Boltzmann equation. The corresponding Cauchy problem was studied e.g. by Toscani, Bellomo [TB87] , Arkeryd [Ark90] and Arkeryd, Cercignani [AC90] . Based on an interacting particle system of binary collisions, the Boltzmann-Grad limit was established for true hard spheres by Rezakhanlou [Rez03] . Most of the results obtained in this direction are mainly applicable under Grad's angular cut-off assumption, i.e. bpθq in (1.4) is integrable.
Case 0 ≤ β P C 1 c pR d q is symmetric. This case can be seen as a mollified version of either δ 0 p|x´y|q or δ ρ p|x´y|q. As a consequence the collision integral (1.2) is not singular in the spatial variables which allows to use stochastic methods in the treatment of this model. The analysis of the corresponding Cauchy problem was initiated by Povzner [Pov62] under Grad's angular cut-off assumption. First results applicable without cut-off have been recently obtained by Albeverio, Rüdiger, Sundar in [ARS17] (including (1.4) for ν P p0, 1q and γ " 0). In this work we extend the obtained existence result including now also the cases γ P p´1, 2s and ν P p0, 1q, i.e. long-range interactions with singular (non Lipschitz) velocity cross-sections, but also the case of true hard spheres as studied in the non-mollified settings.
The Enskog process
Note that any solution f t to (1.1) should satisfy the conservation laws
and hence preserves, in particular, probability. In his pioneering works Tanaka [Tan79, Tan87] has studied under the conditions ν P p0, 2q, γ " 0 in (1.4) a stochastic process for which its time-marginals solve the space-homogeneous Boltzmann equation (1.6). A particle approximation and related propagation of chaos was then established under the same conditions by Horowitz and Karandikar [HK90] . The construction of the space-homogeneous Boltzmann process and existence of densities has been recently studied by Fournier [Fou15] for the case (1.5), s ą 3. Corresponding particle approximations (including a rate of convergence) was studied by Fournier, Mischler [FM16] for s ą 5 and by Xu [Xu18] for s P p3, 5s.
The martingale problem associated to the classical Boltzmann equation and related particle approximation was studied under Grad's angular cut-off assumption by Mèlèard [M98] with sub-gaussian initial distribution, where convergence of solutions when β ÝÑ δ 0 was also studied. The existence of a stochastic process associated to the Enskog equation (in the space-inhomogeneous setting) without Grad's angular cutoff assumption was recently obtained for the Enskog equation (with β P C 1 c pR 2din [ARS17] , where the corresponding Enskog process was obtained from a McKean-Vlasov stochastic equation with jumps.
In this work we take β P C 1 c pR 2d q and work under more general conditions including γ P p´1, 2s and ν P p0, 1q in (1.4). The main contribution of this work are (i) Construction and uniqueness (in law) of a physically motivated n-particle process with binary collisions.
(ii) Identification of an Enskog process obtained from the particle approximation when n Ñ 8.
(iii) Establishing a general correspondence between solutions to the Enskog equation (in terms of onedimensional distributions) and corresponding Enskog processes (in terms of martingale problems and stochastic differential equations).
The uniqueness problem will be studied in a separate work.
2 Statement of the results
Change of variables for binary collisions
For several computations used in this work it is convenient to perform the change of variables where n is writen as a parallel and orthogonal part with respect to u´v. Namely, for v, u P R d with v ‰ u, we let
where θ P p0, πs is defined as in (1.3) and S d´2 Q ξ Þ ÝÑ ωpξq P S d´2 pu´vq is any (bijective) parameterization of S d´2 pu´vq " tω P S d´1 | pu´v, ωq " 0u such that |detpDωpξqq| " 1 where Dω is the corresponding jacobian. For v " u define ωpξq :" p1, 0, . . . , 0q P S d´1 . Later on in Section 3 we will chose a particular parameterization as described in Lemma 3.1 (see also [FM09] ). A short computation shows that Note that a similar decomposition was used e.g. in [Vil98] and [LM12] .
Remark 2.1. Applying, in dimension d " 3, the change of variables (2.1) for a collision kernel B given by (1.4)
where we have used dn " sinpθqdθdξ and dξ denotes the Lebesgue surface measure on S 1 .
Assumptions
In this work consider more general conditions then (1.4) or (2.4). More precisely we take any dimension d ≥ 3 and assume that the collision kernel B is given by σ ≥ 0 and a measure Q such that Bp|v´u|, nqdn " σp|v´u|qQpdθqdξ, κ :"
where dξ is the Lebesgue surface measure on S d´2 (recall (2.1)). Moreover we assume that there exist γ P p´1, 2s and c σ ≥ 1 such that
Finally we assume that 0 ≤ β P C 1 c pR d q is symmetric and without loss of generality bounded by 1.
Remark 2.2. Consider dimension d " 3 and let B be given by (1.4) with associated parameters pγ, b, νq.
(a) If γ P p´1, 2s and ν P p0, 1q, then letting σp|v´u|q " |v´u| γ and Qpdθq " sinpθqbpθqdθ (see (2.4)), we easily find that (2.5) -(2.7) are satisfied.
(b) In the case of Maxwellian molecules, i.e. γ " 0 and ν " 1 2 , one has σp|v´u|q " 1 (see (2.6)). By inspection of our proofs, we see that all results obtained in this work remain valid also for the case where σ is bounded and globally Lipschitz continuous.
Measure-solutions for the Enskog equation
We study the Enskog equation in its weak formulation for measures (see e.g. [ARS17] for its derivation from (1.1)). For ψ P C 1 pR 2d q let pAψqpr, v; q, uq " v¨p∇ r ψqpr, vq`σp|v´u|qβpr´qqpLψqpr, v; uq, where γ`" γ _ 0 and for any ψ P C 1 b pR 2d q we have
A weak solution is conservative if it has finite second moments in v and ż
Taking ψpr, vq " v or ψpr, vq " |v| 2 in (2.11) one finds that any reasonably regular solution should be conservative. Since such choices for ψ do not belong to C 1 b pR 2d q additional approximation arguments are required.
Remark 2.4. Let γ P p´1, 2s. Then any weak solution pµ t q t≥0 to the Enskog equation satisfies conservation of momentum, i.e. ş R 2d vdµ t pr, vq " ş R 2d vdµ 0 pr, vq, where t ≥ 0. Moreover, if for any T ą 0 one has ş T 0 ş R 2d |v| 2`γ dµ t pr, vqdt ă 8, then pµ t q t≥0 is a conservative weak solution. Both assertions follow immediately from Theorem 3.4.
Another consequence of Theorem 3.4 is the following.
Remark 2.5. Let pµ t q t≥0 be a weak solution to the Enskog equation. If γ P p0, 2s suppose in addition that
Then t Þ ÝÑ xAψ, µ t bµ t y is continuous for any ψ P C 1 b pR 2d q and t Þ ÝÑ xψ, µ t y is continuously differentiable such that
The following can be shown by classical approximation arguments.
Remark 2.6. Let pµ t q t≥0 Ă PpR 2d q satisfy (2.10). Then (2.11) holds for all ψ P C 1 c pR 2d q if and only if (2.11) holds for all ψ P C 1 b pR 2d q.
The main results
For a given random variable Z we let LpZq be the law of Z. Let µ 0 P PpR 2d q be given. An Enskog process with initial distribution µ 0 consists of the following: (i) A probability space pX , dηq and a Poisson random measure N with compensator
(2.13) defined on a stochastic basis pΩ, F , F t , Èq with the usual conditions.
(ii) A càdlàg process pq t pηq, u t pηqq P R 2d on pX , dηq and an F t -adapted càdlàg process pR t , V t q on
and for p αpv, r, u, q, θ, ξ, zq " αpv, u, θ, ξq½ r0,σp|v´u|qβpr´qqs pzq
(2.14)
The particular choice pX , dηq " pr0, 1s, dxq was used in Tanaka's original work (see [Tan79, Tan87] ) for the space-homogeneous Boltzmann equation. The Enskog process for the non-homogeneous case as considered in (2.14) was defined on X " DpR`; R 2d q (the Skorohod space) with dη being the law of pR, V q was used. By abuse of notation we let pR, V q stand for an Enskog process given by the above conditions.
Let us start with existence in the simpler case of soft potentials.
Theorem 2.7. Suppose that γ P p´1, 0s and let µ 0 P PpR 2d q be such that there exists ε ą 0 with ż
Then there exists an Enskog process pR, V q with initial distribution µ 0 . Moreover, for each p ≥ 2`γ, there exists a constant C p ą 0 such that
provided the right-hand side is finite. Moreover, if p ≥ 4 and γ " 0, then
provided the right-hand side is finite.
Existence of an Enskog process is here obtained under very mild moment assumptions in space and velocity. In particular, if γ P p´1, 0q, then 2`γ ă 2 and hence the initial condition does not need to have finite (kinetic) energy. If µ 0 has finite energy, then the constructed Enskog process has finite second moments and by Remark 2.4 satisfies the conservation laws.
For hard potentials the situation is more subtle. We have to distinguish between the critical case γ " 2 (critical due to the conservation of kinetic energy) and the simpler case γ P p0, 2q. In the simpler case we obtain the following.
Theorem 2.8. Suppose that γ P p0, 2q and let µ 0 P PpR 2d q be such that there exists ε ą 0 with ż
Then there exists an Enskog process pR, V q with initial distribution µ 0 . Moreover, for any p ≥ 4, there exists a constant C p ą 0 such that
and if p`γ ≥ 4, then also
provided the right-hand sides are finite.
Note that in all cases above existence holds solely under some finite moment assumption, i.e. no small density is required. Results applicable to the case βpx´yq " δ ρ p|x´y|q are typically obtained for the cut-off case where µ 0 pdr, dvq " f 0 pr, vqdrdv and f 0 is sufficiently small (see e.g. [TB87] , [Ark90] , [AC90] ). The absence of both conditions in this work is, of course, due to the fact that our collision integral is nonsingular in the spatial variables.
In the critical case γ " 2 we have to assume that the initial particle distribution is much more localized in the velocity variables.
Theorem 2.9. Suppose that γ " 2 and let µ 0 P PpR 2d q be such that there exists ε ą 0 and a ą 0 with ż
Then there exists an Enskog process pR, V q with initial distribution µ 0 . Moreover we have for any p ≥ 1
The next result is independent of the above existence statements. It states that: given any reasonable weak solution pµ t q t≥0 to the Enskog equation, there exists an Enskog process with time-marginals given by pµ t q t≥0 .
Theorem 2.10. Let γ P p´1, 2s. Let pµ t q t≥0 be a weak solution to the Enskog equation such that
is continuous. Then there exists an Enskog process pR, V q such that its time-marginals satisfy LpR t , V t q " µ t , t ≥ 0. Moreover, for each p ≥ 1, there exists a constant C p ą 0 such that
where γ`" γ _ 0, provided the right-hand side is finite.
Remark 2.11. If γ P p0, 2s, then (2.12) implies that (2.15) is continuous (see Theorem 3.4 in Section 3).
Below we introduce some additional notation and then explain the main ideas in the proofs.
Some notation
For a given Polish space E we let PpEq stand for the space of Borel probability measures over E. Let DpR`; Eq be the corresponding Skorokhod space equipped with the usual Skorokhod topology and corresponding (right-continuous) filtration as described in [EK86] or [JS03] . Denote by C b pEq the Banach space of continuous bounded functions on E and by BpEq the space of bounded measurable functions. Let pA, DpAqq be an (possibly unbounded) operator A : DpAq Ă C b pEq ÝÑ BpEq and fix ρ P PpEq. A solution to the martingale problem pA, DpAq, ρq is, by definition, given by È P PpDpR`; Eqq such that Èpxp0q P¨q " ρ and, for any ψ P DpAq,
is a martingale with respect to È and the filtration generated by the coordinate process xptq on DpR`; Eq.
Additional references and results are given in [EK86] . The extension to time-inhomogeneous martingale problems pAptq, DpAptqq, ρq is obtained, as usual, by considering space-time EˆR`.
For v P R d it is convenient to work with xvy :" p1`|v| 2 q 1 2 and we frequently use the elementary inequalities xv`wy ≤ ? 2pxvy`xwyq, xv`wy ≤ ? 2xvyxwy.
Here and below C ą 0 denotes a generic constant which may vary from line to line.
Main idea of proof: Existence of Enskog process
The classical approach for the construction of solutions to Boltzmann equations is based on entropy dissipation and compactness methods (see e.g. [Vil98] , [LM12] and the references given therein). At this point one typically assumes that the initial state µ 0 has finite second moments and a density with finite entropy. The existence of an Enskog process in the case γ " 0 was shown in [ARS17] . In this work we propose a purely stochastic approach to the existence theory for (2.14) based on an approximation via a physically motivated system of interacting particles performing binary collisions. As a consequence we obtain existence of solutions for a broader class of collision kernels and initial states (e.g. without finite entropy or finite energy in the case of soft potentials). Let n ≥ 2 be the number of interacting particles whose coordinates in phase space are given by r " pr 1 , . . . , r n q P R dn for their positions and v " pv 1 , . . . , v n q P R dn for their velocities. A collision of a particle pr k , v k q with another particle pr j , v j q results in the change of particle configuration pr, vq Þ ÝÑ pr, v kj q, where
where k, j " 1, . . . , d, e l " p0, . . . , 0, 1, 0, . . . , 0q P R dn and the 1 is on the l-th place. This defines an integral operator on C 1 c pR 2dn q via pJ kj F qpr, vq " 1 2 ż Ξ pF pr, v kj q´F pr, vqq Qpdθqdξ and the corresponding Markov operator for the whole particle dynamics is given by pLF qpr, vq "
with domain C 1 c pR 2dn q. In Section 4, Theorem 4.1 we will prove that the corresponding martingale problem pL, C 1 c pR 2dn q, ρq has a unique solution for any initial distribution ρ P PpR 2dn q. Let pX n 1 , . . . , X n n q with X n k = pR n k , V n k q be the corresponding Markov process. Observe that, by (2.17), we have
From this we can show that the corresponding Markov process satisfies conservation of momentum and kinetic energy pathwise, i.e. for all t ≥ 0
Indeed, if Qpdθq is a finite measure, then only finitely many collisions may appear in any finite amount of time and (2.20) is obvious (since it holds due to (2.19) from collision to collision). The general case where Qpdθq is not a finite measure is proved by the Itô formula and a reasonable representation of the process pX n 1 , . . . , X n n q in terms of a stochastic equation driven by a Poisson random measure. A similar particle system of binary collisions was considered for the space-homogeneous case [HK90] where similar pathwise conservation laws were used. The particle system considered in [FM16] and [Xu18] is not based on binary collisions and hence does not satisfy conservation laws in a pathwise sense. However, the results obtained in this work crucially rely on the pathwise conservation laws (2.20).
Suppose that X n k p0q, k " 1, . . . , n, are independent such that LpX n k p0qq " µ 0 for all k " 1, . . . , n. Define the sequence of empirical measures
and let π pnq P PpPpDpR`; R 2dbe the law of µ pnq . The proof is based on the following steps.
Step 1. Prove propagation of moments for the interacting particle system with constants uniformly in n. This step is studied in Section 5. The general idea is, as usual, to apply the Itô formula for
and then (after some manipulations) use the Gronwall lemma. In the case of soft potentials, γ P p´1, 0s, one easily finds by the mean-value theorem, for any p ≥ 1,
and hence the desired moment estimates follow from the Gronwall lemma (since xvy p`γ ≤ xvy p ). Consider the case of hard potentials with γ P p0, 2s. In this case we use some Povzner-type inequalities (see e.g. [LM12, Lemma 3.6] or Lemma 5.6 from Section 5) instead of the mean-value theorem. If β would be strictly bounded away from zero, then we could use the negative terms appearing in the Povzner-type inequalities (see Lemma 5.6) and prove by similar ideas to [FM09] creation (and propagation) of exponential moments. Since β P C 1 c pR d q, this ideas do not apply and we obtain for 2p ≥ 4 only
Due to the additional kinetic energy on the right-hand side we can not directly apply the Gronwall lemma. Our analysis thus crucially relies on the fact that the conservation laws for the particle system hold pathwise (see (2.20)). This is used to reduce the order of moments on the right-hand side from which we deduce the desired moment estimates by conditioning on the initial configuration of particles.
Step 2. By the Aldous criterion and previous moment estimates we deduce that pπ pnn≥2 is relatively compact. Then one can show that the obtained solution inherits the same moment bounds as shown in Step 1. This step is studied in Section 6. It is a direct consequence of the moment estimates from Step 1, exchangeability of X n k , k " 1, . . . , n and a result of Sznitman [Szn91, Proposition 2.2.(ii)] (for details see Proposition 6.2). The corresponding moment bounds can be deduced from the moment bounds proved in Step 1 together with convergence of µ pnq and the Lemma of Fatou.
Step 3. Introduce, for ψ P C 1 c pR 2d q and ν P PpR 2d q with ş R 2d |v| 1`γ`ν pdr, dvq ă 8, the Markov operator
Our aim is to prove that any weak limit ν P PpDpR`; R 2dof µ pnq solves the (time-inhomogeneous) martingale problem pApν s q, C 1 c pR 2d q, µ 0 q where ν s " νpxpsq P¨q is its time-marginal. This step is studied in the second part of Section 6. Based on the classical theory of martingale problems, the main part is devoted to the proof of convergence for the corresponding martingale problems (see Theorem 6.4). The main technical issue is related to the singularity of σ which implies in view of (2.9) that Apνq defined in (2.21) is not continuous in ν w.r.t. weak convergence. Thus we have to introduce another approximation A R pνq such that A R pνq is continuous in ν and then carefully pass to the limit.
Step 4. Using classical theory of martingale problems and SDEs (see e.g. [HK90, Appendix A]) we deduce existence of an Enskog process. This step is explained in the last part of Section 6.
Remark 2.12. Suppose that for some initial condition µ 0 uniqueness holds for (2.14). Then it follows from the particle approximation established in this work that propagation of chaos holds (apply e.g. the techniques from [Szn91] ).
Main idea of proof: Theorem 2.10
Such a representation statement is well-known for the space-homogeneous Boltzmann equation (see e.g. [Fou15] and [Xu18] ). Their proofs are based on a suitable approximation argument together with uniqueness for the corresponding Fokker-Planck equations in order to prove that the distribution of the constructed process is the same as the a priori given solution to the space-homogeneous Boltzmann equation. Contrary to this, our proof is not based on any uniqueness statement. We seek to apply instead the general relation between Fokker-Planck equations and martingale problems due to Kurtz and Stockbridge [KS01] . Hence the proof of Theorem 2.10 consists in checking some (rather simple) domain and continuity properties for Apµ s q and proving existence of solutions to the martingale problem pApδ pq,uq q, C
Structure of the work
This work is organized as follows. In Section 3 we introduce a parameterization of the collisions and then study some analytic properties of weak solutions to the Enskog equation. Section 4 is devoted to the study of the particle system with generator (2.18). Corresponding moment estimates are then studied in Section 5 whereas Section 6 is devoted to the convergence of corresponding martingale problems when n Ñ 8. In particular, the proofs of Theorem 2.7, Theorem 2.8 and Theorem 2.9 are completed in Section 6. Finally a proof for Theorem 2.10 is given in Section 7.
3 Some auxiliary results
Parameterization of collisions
Recall the parameterization ξ Þ ÝÑ ωpξq appearing in (2.3) and let αpv, u, θ, ξq be given by (2.3). It was already pointed out by Tanaka that we cannot find such a parameterization satisfying for some C ą 0 the Lipschitz estimate |αpv, u, θ, ξq´αpr v, r u, θ, ξq| ≤ θC p|v´r v|`|u´r u|q (3.1)
for all θ, ξ, v, u, r v, r u. However, Tanaka has shown in [Tan79] that if we choose a particular parameterization and allow to shift the vectors ξ in a suitable way, then a weaker form of (3.1) holds. The latter estimate is sufficient for this work. Below we recall the extension of Tanaka's result to dimension d ≥ 3 which is due to [FM09] .
Lemma 3.1. There exists a measurable mapping
pXq is a bijection for fixed X with |detpD ξ ΓpX, ξqq| " |X| where D ξ ΓpX, ξq is the corresponding jacobian with respect to ξ.
Moreover, there exists a measurable map ξ 0 : R dˆRdˆSd´2 ÝÑ S d´2 such that for any X, Y P R d zt0u, the map ξ Þ ÝÑ ξ 0 pX, Y, ξq is a bijection with jacobian 1 from S d´2 onto itself, and
We let for v ‰ u, θ P p0, πs and ξ P S d´2 αpv, u, θ, ξq :" sinˆθ 2˙2 pu´vq`s inpθq 2 Γpv´u, ξq (3.2) and αpv, v, θ, ξq " 0. With this parameterization we obtain for all u, v, all θ P p0, πs and all ξ P S d´2 |αpv, u, θ, ξq´αpr v, r u, θ, ξ 0 pv´u, r v´r u, ξqq| ≤ 2θ p|v´r v|`|u´r u|q .
Note that since ξ 0 is a bijection with jacobian 1 we can substitute it into the definition of L in order to make use of (3.3). Since this does not change the compensator in (2.13), the Enskog process is not affected by this procedure. From now on we work with (2.2) where α is given by (3.2).
Continuity properties of the collision operator
For q ≥ 0 let }µ} q :" ş R 2d xvy q dµpr, vq and define P q pR 2d q :" µ P PpR 2d q | }µ} q ă 8 ( . The following is crucial for the study of corresponding martingale problems. (a) For any ψ P C 1 pR 2d q we have Lψ P CpR 3d q and hence Aψ P CpR 4d q.
(b) There exists a constant C ą 0 such that for any ψ P C 1 c pR 2d q and M ą 0 with ψpr, vq " 0 for |r| ą M or |v| ą M we have for any 0 ă ε ă
where C 0 pR 2d q is the Banach space of continuous functions vanishing at infinity and Apµq was defined in (2.21).
(c) Let pψ n q nPN Ă C 1 pR 2d q be such that sup n≥1 sup |r|`|v|≤R |∇ v ψ n pr, vq| ă 8, for all R ą 0, and ψ n ÝÑ ψ pointwise. Then Lψ n ÝÑ Lψ pointwise.
Proof. (a) Let pr n , v n q ÝÑ pr, vq and pq n , u n q ÝÑ pq, uq. For ε ą 0 take δ ą 0 such that ş p0,δq θQpdθq ă ε. Take R ą 0 such that |r n |, |r| ≤ R and p|u|`|v|q, p|u n |`|v n |q ≤ R 2 for all n ≥ 1. Writing α " αpv, u, θ, ξq, α n " αpv n , u n , θ, ξq we obtain by (2.8)
For the second integral we use Lemma 3.1 to insert ξ 0 " ξ 0 pv n´un , v´u, ξq with the notation α 1 n " αpv, u, θ, ξ 0 pv n´un , v´u, ξqq and (3.3) to obtain
This proves part (a).
(b) Let µ P P 1`γ pR 2d q and ψ P C 1 c pR 2d q. Then Aψ P CpR 4d q and using (2.9) together with the moment properties of µ we conclude by dominated convergence theorem that Apµqψ P CpR 2d q. Let us prove (3.4). Take M ą 0 such that ψpr, vq " 0 if |r| ą M or |v| ą M . Then pAψqpr, v; q, uq " 0 for |r| ą M . Consider |r| ≤ M . For any ε P p0, 1{4s we have for some constant C ą 0
Secondly we obtain
where in the last inequality we have used |v´u|σp|v´u|q ≤ C`xvy 1`γ`x uy 1`γ˘t ogether with
where the generic constant C is independent of ε. This proves (3.4). Integrating above estimates w.r.t. µ gives
i.e. Apµqψ P C 0 pR 2d q. Assertion (c) is a consequence of (2.8) and dominated convergence.
The next statement establishes continuous dependence of Apµq on µ.
Proposition 3.3. Let pµ n q n≥1 Ă P 1`γ pR 2d q and take µ P P 1`γ pR 2d q. Suppose that pr n , v n q ÝÑ pr, vq, µ n ÝÑ µ weakly and }µ n } 1`γ ÝÑ }µ} 1`γ . Then pApµ n qψqpr n , v n q ÝÑ pApµqψqpr, vq, n Ñ 8
Proof. Write |Apµqψpr, vq´Apµ n qψpr n , v n q| ≤ |Apµqψpr, vq´Apµ n qψpr, vq|`|Apµ n qψpr, vq´Apµ n qψpr n , v n q|. (3.5) By Proposition 3.2.(a) we have Aψ P CpR 4d q and by (2.9) we obtain |Aψpr, v; q, uq| ≤ }∇ r ψ} 8 xvy`κc σ }∇ v ψ} 8`x vy 1`γ`x uy
Hence by definition of Apµq (see (2.21)) we conclude that the first term in (3.5) tends to zero. For the second term take R ą 0 and write
|Aψpr n , v n ; q, uq´Aψpr, v; q, uq|½ t|u|ąRu dµ n pq, uq
|Aψpr n , v n ; q, uq´Aψpr, v; q, uq|½ t|u|≤Ru dµ n pq, uq
where C is allowes to depend on v and we have used (2.9) in the last inequality. Since }µ n } 1`γ ÝÑ }µ} 1`γ it follows that lim
For the other term we use |Aψpr n , v n , q, uq´Aψpr, v, q, uq| ≤ |σp|v n´u |qpLψqpr n , v n ; uq´σp|v´u|qpLψqpr, v; uq| }∇β} 8 |r n´r |σp|v´u|q|pLψqpr, v; uq| |v n¨p ∇ r ψqpr n , v n q´v¨p∇ r ψqpr, vq|.
All terms tend to zero uniformly in pq, uq P R dˆt |u| ≤ Ru (see also the proof of Proposition 3.2.(a)). This proves the assertion.
Continuity of moments
(3.6) Theorem 3.4. Let pµ t q t≥0 be a weak solution to the Enskog equation and let q ≥ 1. Assume that
and γ P p´1, 2s. Then for any ψ P C 1 pR 2d q satisfying (3.6), the map t Þ ÝÑ xAψ, µ t b µ t y is locally integrable and (2.11) holds. Moreover t Þ ÝÑ xψ, µ t y is continuous for any ψ P 
where in the last inequality we have used the Young inequality
By (3.7) we see that t Þ ÝÑ xAψ, µ t bµ t y is locally integrable. Let us prove that (2.
and it suffices to show that we can pass to the limit n Ñ 8. Clearly we have xψ n , µ t y ÝÑ xψ, µ t y for any t ≥ 0. For the integral term in (3.10) we apply Proposition 3.2.(c) so that Aψ n ÝÑ Aψ pointwise, and by the above estimate we obtain |pAψ n qpr, v; q, uq| ≤ C`xvy q`γ`x uy q`γ˘s up
and in view of (3.7) we can apply dominated convergence theorem, to pass to the limit n Ñ 8 in (3.10). It remains to prove that t Þ ÝÑ xψ, µ t y is continuous for any ψ P CpR 2d q which satisfies (3.8). This property certainly holds for any ψ q P C 1 b pR 2d q and hence by standard density arguments also for any ψ P C b pR 2d q. Next, using (2.11) for the particular choice ψ q pr, vq :" xvy q , which is possible since ψ q satisfies (3.6), and using that t Þ ÝÑ xAψ q , µ t bµ t y is locally integrable, we see that t Þ ÝÑ ş R 2d xvy q µ t pdr, dvq is continuous. This readily implies the assertion.
The interacting particle system
In this section we study the particle dynamics given by (2.18) associated with the Enskog process. The following is the main result for this section. 
where Gpr, v, z, θ, ξ, l, l 1 q :" pe l´el 1 qαpv l , v l 1 , θ, ξq½ r0,σp|v l´v 1 l |qβpr l´rl1 qs pzq and N is a Poisson random measure defined on a filtered probability space pΩ, F , F t , Èq with right-continuous filtration and compensator
and LpRp0q, Vp0qq " ρ such that LpR, Vq " È ρ . This solution satisfies the conservation laws (2.20).
The rest of this section is devoted to the proof of Theorem 4.1. Proof. Let us first prove that J kj : C 1 c pR 2dn q Þ ÝÑ C c pR 2dn q, 1 ≤ k, j ≤ n. Fix any F P C 1 c pR 2dn q. Using similar arguments to Proposition 3.2 we find that J kl F P CpR 2dn q. For convenience of notation we introduce |r| .19) ). This proves LF P C c pR 2dn q. Let pr 0 , v 0 q P R 2dn be a global maximum of F . Then by definition of J kj we obtain J kj F pr 0 , v 0 q ≤ 0 and hence pLF qpr 0 , v 0 q ≤ 0, i.e. the positive maximum principle holds.
Let us prove that L is conservative. For m P N let ψ P C 8 pR`q such that ½ r0,1s ≤ ψ ≤ ½ r0,2s . Set 
and take g m P C 1 c pR 2dn q such that g m P C 1 pR dn q with ½ Um´1 ≤ g m ≤ ½ Um and U 0 :" H. Then g m¨σ is bounded. Let L m F be given by LF with σ replaced by g m σ. We consider weak solutions Let pR m ptq, V m ptqq be any weak solution and set F 0 pvq " ř n k"1 v k and F 1 pvq " ř n k"1 |v k | 2 . Then using the definition of G m together with (2.19) a short computation shows that
From the Itô formula we conclude that conservation of momentum and energy holds. Let us prove uniqueness. Applying [BK93, Theorem 2.1] we see that it suffices to prove uniqueness for the martingale problem pL m , C 1 c pR 2dn q, δ pr0,v0q q, for all pr 0 , v 0 q P R 2dn . Again by [Kur11] we only have to prove uniqueness in law for solutions to (4.3) with initial condition pr 0 , v 0 q P R 2dn . Since m is fixed we let for simplicity of notation Rptq " R m ptq and Vptq " V m ptq. The proof follows some ideas taken from [Fou06] , but now applied for an interacting particle system. Consider for k ≥ 1 the stochastic equation
k´1, πsˆS d´2˘ă 8 it follows that this equation can be uniquely solved from jump to jump. Applying the Itô formula and using again (4.4) it is not difficult to show that V k ptq satisfies conservation of momentum and energy. Recall that here and below we have let |v|
where C " Cpn, m, r 0 , v 0 , T q ą 0 is some constant independent of k and 0 ≤ a k ÝÑ 0 as k Ñ 8 (apply e.g. similar arguments to [Fou06] ). Set g m :" g m pVps´qq, σ " σp|V l ps´q´V l 1 ps´q|q, β " βpR l psq´R l 1 psqq and g 1 m , σ 1 , β 1 with V, R replaced by V k , R k . Then by the Itô formula and a simple computation we arrive at
where
νds.
For I 1 we easily obtain
Epsup sPr0,ts |V k psq´Vpsq| 2 qdt where we have used ř n l"1 |v k | ≤ |v| 2 for v P R dn . Concerning I 4 we get by conservation of energy
where we have used |g m´g
For the second term we applỳ
hereas for the third term we use
E´sup sPr0,ts |V k psq´Vpsq| 2¯d t. This completes the proof of (4.5).
5 Moment estimates
The general moment formula
Let ρ pnq P PpR 2dn q be the initial distribution. Denote by È ρ pnq the unique solution to the corresponding martingale problem pL, C 1 c pR 2dn q, ρ pnand let pR n ptq, V n ptqq be the weak solutions to (4.1) on pΩ n , F n , F n t , È n q with law È ρ pnq , see Theorem 4.1. Expectations w.r.t. È n we denote by E n . If the initial condition is deterministic, say ρ pnq " δ pr0,v0q for pr 0 , v 0 q P R 2dn , we also write È pr0,v0q and E n pr0,v0q
to indicate the dependence on the initial condition. Finally let X n " pX
. . , X n n are exchangeable as elements in DpR`; R 2d q. In particular X n k , k " 1, . . . , n are identically distributed. Proof. This follows from the fact that L maps symmetric functions onto symmetric functions and that the martingale problem pL, C 1 c pR 2dn q, ρ pnis well-posed.
ξq we obtain for the action of the Markov generator L on x¨y g
The next lemma is a simple consequence of the integration theory for Poisson random measures.
Lemma 5.2. Let g P C 1 pR d q and pR n ptq, V n ptqq be a weak solution to (4.1) with symmetric initial distribution ρ pnq P PpR 2dn q. Then
Proof. We obtain, for each M ≥ 1, with dN " dN ps, l, l 1 , θ, ξ, zq
where the stochastic integral is defined pathwise. Indeed, it holds that
where in the second inequality we have used that V k psq and V n k psq`G k pR n psq, V n psq, z, θ, ξ, l, l 1 q are both bounded a.s. for s P r0, t^τ M s. Taking expectations in (5.2) gives
For the second part we use the same localization argument to obtain a.s.
where the stochastic integral is defined pathwise. Taking the supremum on both sides gives sup sPr0,ts
Now taking expectations on both sides yields
Below we apply this result for the particular case gpvq " xvy p where, for simplicity of notation, we let xvy p :" xvy g " ř n k"1 xv k y p .
Soft potentials γ P p´1, 0s
Here and below suppose that γ P p´1, 0s. Let us begin with a Lyapunov-type estimate on the interacting particle system.
Lemma 5.3. For any p ≥ 1 we can find a constant C " C p ą 0 such that for gpvq " xvy
Proof. For any p ≥ 1 there exists a constant C p ą 0 such that ż
Hence we obtain from (3.9)
Moment estimates uniformly in n are given below.
Proposition 5.4. Suppose that γ P p´1, 0s. Let pR n ptq, V n ptqq be a weak solution to (4.1) with symmetric initial distribution ρ pnq P PpR 2dn q. Then for each p ≥ 1 there exists a constant C p ą 0 such that
Proof. For N ≥ 1 let τ N " inftt ą 0 | xV n ptqy ≥ N or xV n pt´qy ≥ N u. Then by Lemma 5.2.(b) and (5.1) 
where the right-hand side is finite due to xV n psqy p`γ ≤ xV n psqy p and previous estimates. Since X n k , k " 1, . . . , n are identically distributed we get
For γ " 0 we deduce the assertion from the Gronwall lemma. For γ P p´1, 0q we appply the Bihari-LaSalle inequality (see Lemma 8.1).
Remark 5.5. In (5.4), for γ ‰ 0, we may bound Cpt for all γ P p´1, 0s and p ≥ 1.
Hard potentials γ P p0, 2s
In this part we suppose that γ P p0, 2s. The following Povzner-type inequality is basically contained in [LM12, Lemma 3.6]. However, we suppose that p ≥ 2 and hence get a less sharp estimate. The proof works in exactly the same way.
Lemma 5.6. For all θ P p0, πs and p ≥ 2 ż
where txu P Z is defined by txu ≤ x ă txu`1 and C p ą 0 is some constant.
We may now deduce from the above a similar Lyapunov-type estimate.
Lemma 5.7. The following assertions hold.
(a) For γ P r0, 2s and any 2p ≥ 4 we find a constant C p ą 0 such that
(b) For γ P r0, 2s and any p ≥ 1 we find a constant C p ą 0 such that for gpvq " xvy
Proof. (a) We get by Lemma 5.6 for some generic constant C ą 0 and k p " t
pxvy 2l`γ xvy 2p´2l`x vy 2p´2l`γ xvy 2l q .
Next following the proof of [LM12, Lemma
Estimating each term in the sum proves (5.5).
(b) The assertion follows exactly by the same arguments as (5.3).
Corresponding moment estimates are given below.
Proposition 5.8. Let pR n ptq, V n ptqq be a weak solution to (4.1) with initial distribution ρ pnq . Then the following assertions hold.
(a) Suppose that γ P r0, 2q. Then for any 2p ≥ 4 there exists a constant C p ą 0 such that
(b) Suppose that γ " 2. Then for any p ≥ 2 there exists C p ą 0 such that
n ptq, V n ptqq with deterministic initial condition pr 0 , v 0 q P R 2dn . Applying the Lemma 5.2.(a) and then using (5.5) together with conservation of kinetic energy gives
Applying the Bihari-LaSalle inequality we obtain for some C p ą 0
Taking N Ñ 8 proves the assertion in the case of deterministic initial condition. For the general case we use È ρ pnq "
(b) Proceed in the same way as in part (a) with the Gronwall lemma instead.
Proposition 5.9. Suppose that the initial distribution ρ pnq P PpR 2dn q is symmetric. Then the following assertions hold:
(a) Suppose that γ P r0, 2q. Then for each 2p with 2p`γ ≥ 4 there exists a constant C p ą 0 such that
(b) Suppose that γ " 2. Then for each p ≥ 1 there exists a constant C p ą 0 such that 
where we have used t a ≤ 1`t b for t ≥ 0 and 0 ă a ă b.
Particle approximation
In this section we study the infinite particle limit n Ñ 8 for the interacting particle system with generator (2.18). As a consequence we complete the proofs of Theorem 2.7, Theorem 2.8 and Theorem 2.9.
Tightness and moment estimates
Let µ 0 be the initial condition as prescribed in Theorem 2.7, Theorem 2.8 or Theorem 2.9. Define for each n ≥ 2 by ρ pnq " µ bn 0 a family of probability measures on R 2dn . Let pR n ptq, V n ptqq be the weak solutions to (4.1) on pΩ n , F n , F n t , È n q with law È ρ pnq , i.e. the unique solution to the martingale problem
Lemma 6.1. The following moment estimates hold.
(a) If γ P p´1, 0s, then for each T ą 0
xvy 2 2´γ maxt4,1`2γu dµ 0 pr, vq. 
For the second term we apply Proposition 5.9.(a), for 2p˚" maxt1`2γ, 4´γu, which yields
It remains to prove assertion (c). By Lemma 5.2.(b) together with (5.6) we obtain
Hence it remains to show that for each q ≥ 2 we find n 0 " n 0 pt, 
and we may assume without loss of generality that the right-hand side is integrable w.r.t. µ 0 . Hence we obtain¨ż
xvy 2 e axvy 2 dµ 0 pr, vq‚ă 8.
This proves (6.1).
Recall that µ pnq "
is the empirical distribution and let π pnq be its law.
Proposition 6.2. The sequence pπ pnn≥2 is relatively compact.
Proof. It follows by standard theory that π pnq is relatively compact iff the first coordinate X 1 is tight (see [Szn91, Proposition 2.2.(ii)]), see also Lemma 5.1. We seek to apply the Aldous criterion. It is not difficult to see that sup
where ε is such that ş R 2d |r| ε µ 0 pdr, dvq ă 8. Next, let S n , T n be F n t stopping times with S n ≤ T n ≤ δ`S n and S n , T n ≤ M P N. Take any δ P p0, 1q. Then
and, by exchangeability, we obtain
The assertion follows now from the moment estimates given in Lemma 6.1.
For ν P PpDpR`; R 2dlet ν t P PpR 2d q be the time-marginal at time t ≥ 0 and for q ≥ 0 set }ν t } q :" ş R 2d xvy q dν t pr, vq. The desired moment estimates are deduced from the following Lemma of Fatou together with the estimates from previous section. 
Convergence of martingale problems
Below we prove that any limit point solves the martingale problem for the Enskog process.
Theorem 6.4. Let π p8q be any accumulation point of π pnq . Then π p8q -a.a. ν P PpDpR`; R 2dsolve the martingale problem pApν s q, C 1 c pR 2d q, µ 0 q.
The rest of this section is devoted to the proof of this Theorem. Observe that for given ν P PpDpR`; R 2dthe complement of D ν " tt ą 0 | νpxptq " xpt´qq " 1u is at most countable and the coordinate function x Þ ÝÑ xptq is ν-a.s. continuous for any t P D ν . Moreover also the complement of Dpπ p8" tt ą 0 | π p8q pν | t P D ν q " 1u is at most countable. For simplicity of notation we denote the subsequence of π pnq converging to π p8q again by π pnq . Fix any 0 ≤ s 1 , . . . , s m ≤ s ≤ t P Dpπ p8q q, g 1 , . . . , g m P C b pR 2d q, m P N and ψ P C 1 c pR 2d q. Define
It follows from (2.9) that we can find a constant C ą 0 (independent of ν) such that for all ν |F pνq| ≤ C sup uPrs,ts }ν u } 1`γ , @ν P PpDpR`; R 2dand hence Lemma 6.3 applied for 2p " 1`γ gives ż PpDpR`;R 2d|F pνq| dπ p8q pνq ă 8, @t ą 0.
It is clear that ν is a solution to the martingale problem posed by (2.14) if F pνq " 0. Hence it suffices to prove the following assertions:
(a) lim nÑ8 ş Let us first prove assertion (a).
Proposition 6.5. Assertion (a) is satisfied.
Proof. Let r N be the compensated Poisson random measure with compensator (4.2),
Gpr, v, z, θ, ξ, l, l 1 q " pe l´el 1 qαpv l , v l 1 , θ, ξq½ r0,σp|v l´vl1 |qβpr l´rl1 qs pzq,
where pr, vq P R 2dn , z P R`, pθ, ξ, l, l 1 q P E :" Ξˆt1, . . . , nu 2 is defined as in Theorem 4.1 and,
where G k " G k pR n puq, V n pu´q, z, θ, ξ, l, l 1 q. Then a short computation shows that
Indeed, it holds that
and from the Itô formula one immediately obtains
The Doob-Meyer process of M n,k s,t satisfies xM n,k s,t y "
n k´R n j qQpdθqdξdu and hence by a similar computation
This implies that ż
i.e. assertion (a) is proved.
The proof of Theorem 6.4 is completed once we have shown the next proposition.
Proposition 6.6. Assertion (b) is satisfied.
Proof. We proceed in 3 steps.
Step 1. Let g be a smooth function on R`such that ½ r0,1s ≤ g ≤ ½ r0,2s . For R ą 0 and ν P PpR 2d q let (see (2.21))
gˆ| u| 2 R 2˙p Aψqpr, v; q, uqdνpq, uq.
Similarly to Proposition 3.2 and Proposition 3.3 we can show the following
• A R pνqψ is jointly continuous in pν, r, vq P PpR 2d qˆR 2d , where PpR 2d q is endowed the topology of weak convergence.
• There exists a constant C ą 0 such that
Moreover we have for some generic constant C ą 0
½ t|u|ąRu |Aψpr, v; q, uq|dνpq, uq
where we have used |Aψpr, v; q, uq| ≤ Cxuy 1`γ (see (3.4)).
Step 2. Define for ν P PpDpR`; R 2dand x P DpR`; R 2d q
Then by (6.2) H R is bounded. Let F R pνq " ş DpR`;R 2d q H R pν; xqdνpxq. Using y " py 1 , y 2 q P DpR`; R 2d q we get
Aψqpxpuq; ypuqqdudνpyq and hence
This shows that F R pνq is bounded and continuous for π p8q -a.a. ν w.r.t. weak convergence.
Step 
Step 2 implies that the second term tends for each fixed R to zero as n Ñ 8. Using
Step 1 we obtain for T ą t and some constant C ą 0
In view of Lemma 6.1 we find a constant C 1 ą 0 such that lim sup nÑ8 pI 1`I3 q ≤ C 1 R , which proves the assertion.
From nonlinear martingale problem to SDE
It remains to show that any solution to the martingale problem obtained from the particle approximation can be represented by a weak solution to (2.14).
Lemma 6.7. Let ν P PpDpR`; R 2dbe a solution to the martingale problem pApν s q, C 1 b pR 2d q, µ 0 q. Then there exists an Enskog process pR, V q with law given by ν.
Proof. First observe that we can find a measurable process pq s pηq, u s pηqq on some probability space pX , dηq such that Lpq s , u s q " ν s for s ≥ 0. Let p αpv, r, u, q, θ, ξ, zq be given as in (2.14) and bps, v, rq "˜v ş ΞˆXˆR`p αpv, r, u s pηq, q s pηq, θ, ξ, zqQpdθqdξdηdz¸.
Then it is not difficult to see that |bps, v, rq|, ş ΞˆXˆR`| p αpv, r, u s pηq, q s pηq, θ, ξ, zq| 2 Qpdθqdξdηdz are locally bounded on R`ˆR 2d . Moreover for each ψ P C 1 c pR 2d q and T ą 0 we find a constant C " Cpψ, T q ą 0 such that }Apν t qψ} 8 ≤ C sup tPr0,T s }ν t } 1`γ . Hence we may apply [HK90, Theorem A.1] to find a stochastic basis pΩ, F , F t , Èq, a poisson random measure dN with compensator d p N " Qpdθqdξdηdz and an F tadapted càdlàg process pX t q t≥0 " pR t , V t q t≥0 on pΩ, F , F t , Èq such that LpR, V q " ν and and hence omitting the compensation in (6.3) and modifying the drift b appropriately shows that X t satisfies (2.14).
7 Proof: Theorem 2.10
Denote by xptq the coordinate process on the Skorokhod space DpR`; R 2d q and let }µ} q " ş R 2d xvy q dµpr, vq. In this section we prove a slightly more general statement then Theorem 2.10.
Theorem 7.1. Let pµ t q t≥0 be such that sup tPr0,T s }µ t } 2`γ ă 8 for T ą 0 and r0, 8q Q t Þ ÝÑ }µ t } 1`γ is continuous. Take pρ t q t≥0 Ă PpR Then there exists a solution È ρ P PpDpR`; R 2dto the martingale problem pApµ s q, C 1 b pR 2d q, ρ 0 q such that È ρ pxptq P¨q " ρ t , t ≥ 0.
It then follows from the general theory of martingale problems (apply e.g. similar arguments to Lemma 6.7) that for any such È ρ we can find
• A probability space pX , dηq and a measurable process pq t pηq, u t pηqq P R 2d with Lpq t , u t q " µ t .
• A Poisson random measure N defined on a stochastic basis pΩ, F , F t , Èq with right-continuous filtration and compensator (2.13).
• An F t -adapted càdlàg process pR t , V t q with LpR, V q " È ρ such that
αpV s´, R s , u s´p ηq, q s pηq, θ, ξ, zqdN ps, θ, ξ, η, zq ,
where p α is defined as in (2.14).
Let pµ t q t≥0 be a weak solution to the Enskog equation as given in Theorem 2.10. Then clearly (7.1) holds for the choice ρ t " µ t . This yields the first part of Theorem 2.10, i.e. existence of an Enskog process. Estimate (2.16) is a consequence of the following proposition.
Proposition 7.2. Let pµ t q t≥0 be as in Theorem 7.1 and let pR t , V t q be a weak solution to (7.2) as described above. Then for each p ≥ 1 there exists a constant c p ą 0 such that (i) Apµ t qψpr, vq is continuous in pt, r, vq for any ψ P C 1 b pR 2d q.
(ii) There exists a countable set pψ k q k≥1 Ă C Property (ii) now follows from the previous two lemmas and (2.9). It remains to prove (iii). Let us first consider the case of soft potentials.
Proposition 7.5. Suppose that γ P p´1, 0s, then for any ρ P P 2 pR 2d q and pq, uq P R 2d there exists a solution to the martingale problem pA q,u , C 1 b pR 2d q, ρq.
Proof. Proposition 3.2.(b) applied for δ pq,uq implies A q,u : C 1 c pR 2d q ÝÑ C 0 pR 2d q. Moreover, it is not difficult to see that A q,u satisfies the positive maximum principle, i.e. for ψ P C 1 c pR 2d q and a global maximum pr 0 , v 0 q P R 2d a global maximum of ψ it holds that pA q,u ψqpr 0 , v 0 q ≤ 0. Let us prove that pA q,u , C 1 c pR 2dis conservative, i.e. there exists pψ n q n≥1 Ă C 1 c pR 2d q such that ψ n ÝÑ 1 and A q,u ψ n ÝÑ 0 bounded pointwise as n Ñ 8. Let g ≥ 0 be smooth function on R`such that ½ r0,1s ≤ g ≤ ½ r0,2s and define ψ n pr, vq " g´| r| 2 n 2¯g´| v| 2 n 2¯. Then ψ n P C 1 c pR 2d q, ψ n ÝÑ 1 bounded pointwise and, we find a constant C ą 0 such that }∇ r ψ n } 8 , }∇ v ψ n } 8 ≤ C n . Using (3.4) we find another constant C 1 " C 1 puq ą 0 such that |A q,u ψ n pr, vq| ≤ C 1 n}∇ r ψ n } 8`C 1 p1`n 1`γ q}∇ v ψ n } 8 ≤ 2C 1 C`C 1 Cn γ .
The latter one is bounded since γ P p´1, 0s. Using dominated convergence one can show that A q,u ψ n ÝÑ 0 pointwise. Hence for each ρ P PpR 2d q there exists a solution to the martingale problem pA q,u , C For the case of hard potentials we use the following Povzner-type inequality.
Lemma 7.6. For θ P p0, πs and u P R d we have for some constant C u ą 0 ż S d´2`x v`αpv, u, θ, ξqy 6´x vy 6˘d ξ ≤ C u`x uy 6`x vy 6˘θ .
Proof. The assertion follows by direct computation.
Proposition 7.7. Suppose that γ P p0, 2s, then for any ρ P P 6 and pq, uq P R 2d there exists a solution to the martingale problem pA q,u , C 1 b pR 2d q, ρq.
Proof. Let g P C
