Abstract-In this paper, we investigate the introduction of cortical constraints for non rigid intersubject brain registration. We extract sulcal patterns with the active ribbon method, presented by Le Goualher et al. (1997). An energy based registration method (Hellier et al., 2001), which will be called photometric registration method in this paper, makes it possible to incorporate the matching of cortical sulci. The local sparse similarity and the photometric similarity are, thus, expressed in a unified framework. We show the benefits of cortical constraints on a database of 18 subjects, with global and local assessment of the registration. This new registration scheme has also been evaluated on functional magnetoencephalography data. We show that the anatomically constrained registration leads to a substantial reduction of the intersubject functional variability.
I. INTRODUCTION

D
URING the last few years, the development of electronic brain atlases has emerged by overcoming some limitations of traditional paper-based atlases [17] , [23] , [28] , [37] , [38] , [57] . In particular, nonlinear registration methods were developed. They concentrate on the modeling of the intersubject morphological variability by the design of deformation models able to give an account of this variability [37] . The development of intersubject registration methods is motivated by the possibility to match segmentation and labeling of anatomical structures from onea given template to a particular subject. Labels of this template can be deformed into another subject, under the assumption that there is a total relation between the points of the atlas (source) and the points of the studied subject (target). This objective has been pursued for a long time in medicine and was traditionally treated by paper atlases with generally rather simple transformations. The most known example is the atlas of Talairach with its famous anterior and posterior commissures (AC-PC) referential and its related proportional squaring [52] - [54] .
Another objective is to use the same framework for a better interpretation of cerebral functions observed through brain functional imaging [single photon emission computed tomography, Manuscript received February 9, 2001 ; revised October 29, 2002 . This work was supported in part by the Brittany Country Council under a contribution to the student grant. and in part by the GIS Project "cognition science," through a grant for the acquisition of the data. The Associate Editor responsible for coordinating the review of this paper and recommending its publication was J. Prince. positron emission tomography, magnetoencephalography (MEG)/electroencephalography, and functional magnetic resonance imaging (fMRI). As a matter of fact, the links between anatomy and functional organization are often not well known: the superimposition of multi-individual neurofunctional recordings on the same anatomy is useful to better understand the human brain functional organization. In this case, inherent anatomical variability between individuals may disturb this interpretation. Therefore, spatial normalization, which is the goal of non rigid registration methods, makes it possible to study the functional variability. A better knowledge of this anatomy-function relationship is of great interest for the researcher in cognitive neuroscience, as well as for the surgeon and the neurologist who intend to delineate relevant functional areas before intervention in that region.
In this paper, we propose a unified framework for non rigid registration of brains, combining a global registration approach and sparse constraints. In this case, we explicitly use it with cortical sulci constraints. The paper is organized as follows. In Section II, we briefly recall our previous work on registration and sulci extraction, upon which this paper builds. In Section III, we define the sparse constraint, deduced from the matching of cortical sulci. In Section IV, we present the cooperative registration framework. Sections V and VI present evaluation and results, on anatomical and functional data, respectively.
A. Nonlinear Registration With Local Constraints
The problem of nonrigid registration has been studied by an number of authors [1] , [3] , [4] , [8] , [10] , [15] , [17] , [19] , [20] , [39] , [41] , [45] , [47] , [56] , [61] . We refer the reader to [34] for an overall survey on that subject. These methods can be broadly divided into two groups: those dealing with image similarities and those relying on landmarks. Very few methods propose a cooperation scheme between these two classes of matching features. Gee et al. [21] have proposed a Bayesian unified framework to this problem but without experimentations on real three-dimensional (3-D) data. Actually, the problem is to find a transformation that more or less conserves the topology of the brain while being able to adapt to local topological variations. For instance, a cortical sulcus may be present in one segment for one subject while being split in three parts for a second one, or even absent for a third subject. These variations can even be observed between two hemispheres of a single subject.
Many applications where brain warping is needed face this problem. There are some strong arguments to control nonrigid matching of brain data by local cortical landmarks. The evaluation on real data have shown first the inadequacies of methods using only image intensities [26] , and also the benefits of incorporating local cortical constraints.
Collins et al. [12] , [13] investigated the introduction of sulcal constraints, which have been introduced on the basis of a chamfer distance between corresponding sulci of the source and target volumes. However, sulcal constraints have been introduced without any specific formal framework, only the orthogonal projection of a sulcus onto its correspondent is used, as shown in the Fig. 5 . Following the same idea, Vaillant et al. [59] use cortical constraints for nonrigid registration. The 3-D registration is viewed as a deformation of a surface on which the sulcal constraints are defined like curves, on the brain outer surface. The elastic registration tries to match points with similar curvatures, which is a questionable assumption. This approach is rather similar to the one proposed in [56] , where the surface deformation takes only into account the sulcal constraints detected on the brain external surface. Chui et al. [9] propose the RPM algorithm ("robust point matching"), which explicitly incorporates sparse constraints. The sulcal points are manually extracted by an expert, and are integrated in an minimization algorithm which first seeks a global affine transformation, then a piecewise affine one. More recently, Cachier et al. [5] proposed a demons-like algorithm which incorporates matching of sulcal roots.
II. PREVIOUS WORK
This paper builds on our previous work on photometric registration [24] , [25] and sulci extraction [30] . We aim here to give the reader the basic principles of these methods, and more details can be found in previously published work.
A. Photometric Registration Method
This section explains briefly our previous work on registration. Hereafter, we will call this method "photometric" registration method, since it relies on luminance.
1) Formulation of the Registration Problem:
The registration process is expressed as the minimization of a cost function depending on two terms: a similarity measure, chosen as the optical flow and a regularization term. The optical flow hypothesis proposed by Horn et Schunck [27] expresses that the luminance of a physical point does not vary much between two volumes to be registered. The regularization term is defined according to the quadratic difference of the deformation field computed between neighbors. Therefore, the cost function to be minimized can be expressed as (1) where is a voxel of the volume, is the index of the volumes, is the luminance function, is the expected 3-D displacement field, is the voxel lattice, is the set of neighboring pairs (we usually use a 6 neighborhood system), is the spatial gradient of the luminance fonction, is the partial derivative of with respect to , and controls the balance between the two energy terms. The first term is the first order Taylor-expansion of the luminance conservation equation and represents the interaction between the field and the data, whereas the second term expresses the smoothness constraint. The deformation field and the transformation between two images can be related:
. The weaknesses of this formulation are known.
a) The optical flow constraint (OFC) is not valid in case of large displacements because of linearization. b) The OFC might not be valid everywhere, because of the noise, intensity nonuniformity, and occlusions. c) The "real" field probably has discontinuities that might not be preserved. To cope with (b) and (c), the quadratic cost has been replaced by robust functions. To address problem (a), a multiresolution and multigrid strategy has been designed.
2) Robust Estimators: Cost function (1) is sensitive to noise, since it does not make any difference between relevant and inconsistent data. Therefore, robust M-estimators have been introduced [2] . An M-estimator is a function that is i) increasing on , such that ii) is strictly concave on and iii)
. The main benefit of robust M-estimators is the semi-quadratic formulation that can be deduced from ii) (2) Two robust estimators have been introduced into the cost function: one for the data term and the second one for the regularization term . According to (2) , the minimization of the cost function (1) is equivalent to the minimization of the augmented function, noted (3) where and are auxiliary variables acting as weights. This cost function has the advantage of being quadratic with respect to . Furthermore, when a voxel does not validate the model, the corresponding weight decreases, making this formulation more robust than (1).
3) Multiresolution and Multigrid Minimization: In order to cope with large displacements, a classical incremental multiresolution procedure has been developed. A pyramid of volumes is constructed by successive Gaussian smoothing and subsampling. At the coarsest level, displacements are reduced and the linearization hypothesis (linear expansion of the optical flow hypothesis) can be used. At the subsequent resolution level , only an increment d is estimated and used to refine estimate derived from the previous level. Furthermore, at each resolution level, a multigrid minimization based on successive partitions of the initial volume is achieved (see Fig. 1 ). A grid level is associated to a partition of cubes. At a given grid level , a piecewise affine incremental field is estimated (that is to say, an affine incremental field on each cube of the partition). The resulting field is a rough estimate of the desired solution, and it is used to initialize the next grid level. This hierarchical minimization strategy improves the quality and the convergence rate.
The partition at the coarsest grid level is defined using a binary segmentation mask of the structure of interest. Within this paper, the mask is a segmentation mask of the brain obtained by morphological operators [29] , thus leading to a consistent octree partition. When the grid level changes, each cube is adaptively divided. The final result is a piecewise parametric deformation field. 
B. Extraction of Cortical Sulci
We describe here the method [30] that we use to extract cortical sulci on MR images. These cortical sulci will then be used to drive the registration process.
1) Related Work: Descriptive anatomy of the cerebral cortex is based on its subdivision into a set of sulci and gyri. The sulcal patterns can be modeled by a set of surfaces in 3-D space representing the buried part of the cerebral cortex.
Taking advantage of MRI which accurately represents in vivo cortical anatomy, detailed description and representation of the cortical sulci can be integrated in a morphological interpretation process. For example, 3-D visualization of the sulcal patterns allows improved planning of the operative pathway and facilitates context localization during surgery. In the context of this paper, these sulci serve as landmarks to control the intersubject nonlinear registration process.
The sulci segmentation and identification task is a real 3-D data analysis issue, but only the use of adapted image analysis and pattern recognition procedures could make this problem manageable. There are two main issues within the topic of labeling the sulci or labeling the lobes or the gyri: one addressing the problem of feature extraction for segmenting the sulci and one addressing the problem of the identification of cortical structures (lobes, gyri, sulci).
a) Extraction of cortical features:
One of the main objectives of cortical feature extraction methods is to represent cortical sulci efficiently. Methods dealing with this problem can be divided into two main categories depending how the cortical folds are defined. Some methods define a sulcus from its structural information, basically a cortical fold filled by CSF [31] , [35] , [46] , [48] , [51] , [58] , [62] . other methods define a sulcus from its shape; basically a sulcus is a highly convoluted shape. one relevant method to analyze sulcal shapes is the differential geometry and more precisely the curvature information [30] , [55] .
b) Identification of cortical regions:
The objective is to label cortical regions like lobes, gyri or sulci. The identification can be based on an atlas matching paradigm [7] , [11] , [47] or based on a symbolic/numeric data fusion scheme using probabilities [32] , [44] or heuristics [16] . A major problem is the great variability of the cortical folds and the difficulty in analyzing them hierarchically. However, it should be remarked that the most important sulci (functionally speaking) are in general the deepest and the most constant (in terms of presence, orientation and position). Nevertheless, most sulci have a great structural variability (e.g., splitting in segments), which makes the emergence of automatic recognition procedures very difficult in general. Some approaches for automatic recognition have been developed, based on statistical maps [32] or neural networks based on a learning data set [44] ).
2) Modeling of Sulci Using Active Ribbons:
A compact numerical description of a sulcus can be obtained by modeling this sulcus with a surface representing its deep part. The method used is based on the active contour paradigm evolving from a one-dimensional (1-D) curve located at the external part of the brain to a two-dimensional (2-D) surface modeling the median axis of the sulcus. This can be decomposed into two different stages [30] .
Segmentation of cortical regions: Prior to the extraction of cortical features we use a cooperation between contour-based and region-based segmentation methods in order to extract the brain and to label the gray and white matter and CSF regions [29] . From this brain tissue classification procedure, a mask representing the cortex with the CSF included in its folds is computed [30] . Two different anatomical structures belong to this mask: the gyri and the sulci. This mask is called cortical region of interest (ROI).
Segmentation of cortical folds:
The goal is to characterize sulci and gyri within the cortical ROI. As long as we deal with these highly convoluted shapes, one natural way to characterize sulci from gyri is to analyze the curvature information of all iso-intensity surfaces belonging to the ROI. Differential geometry makes it possible to describe the shape of an iso-surface by a combination of its two principal curvatures, namely the Gaussian and the mean curvatures. The operator used to compute curvature information is a 3-D extension of the operator introduced by Florack et al. [18] . It can be expressed as with and
Partial derivatives are computed with a Gaussian filter, whose standard deviation is fixed at 2 mm. The sign of is meaningful: it can be demonstrated that when limited to the cortical ROI the crest of a gyrus corresponds to a negative value of the , while a deep fold like a sulcus corresponds to its positive part. Therefore, the sign of the mean curvature is sufficient to separate sulci from gyri [31] .
Numerical modeling of sulci using "active ribbons": A compact and a parametric description of a sulcus can be obtained by a median surface representing the buried part of this sulcus. The method used here consists in modeling this surface by using an "active ribbon" which evolves, in the 3-D space, from a 1-D curve at the learning stage, to a 2-D surface at the final step. "active ribbons" are based on the active model paradigm and simulates the behavior of a physical object submitted to a set of forces. Forces are defined such as a curve evolves from its initial position at the surface of the brain to the bottom of the sulci. The successive loci of this curve describe the shape and the position of the sulcus within the brain.
III. DEFINITION OF THE SPARSE CONSTRAINT
Once cortical sulci are extracted using the method described previously [30] , we define the sparse constraint, which will be used to drive the registration process. We define the constraint as a sparse deformation field.
A. Contiguous Sulci
Sulci are modeled with B-splines, which facilitates their numerical manipulation. In particular, the resampling of these shapes is possible on each axis. For the registration of a subject A toward a subject B, we consider the homologous sulci between these two subjects. For each pair of homologous sulci, the sulcus containing fewer control points is resampled so that the two homologous sulci are finally described by the same number of control points. Then, we explicitly put in correspondence the control points of these two sulci. This is summarized in Fig. 2 . On the kernel of the constraint sulci of the source volume, we, thus, define a sparse constraint deformation field.
B. Interrupted Sulci
In general, we have to deal with interrupted sulci (especially when homologous sulci do not have the same number of segments; see Fig. 2 ). In this case, we use the following procedure.
• Noting the maximum depth , sulci are resampled along the depth direction in order to obtain the same number of control points for all the sulci segments on their depth axis.
• Calculate . If , the sulcus 0 is resampled by a factor of . Concerning sulci segments they are resampled by a factor of . From Fig. 2 , the curvilinear abscissa of point along the sulcus 0 length is , given that this curvilinear abscissa is normalized between 0 and 1. At , the constraint field corresponding to the sulci matching is not contiguous. At M (curvilinear abscissa l =l ), the constraint field is discontinuous.
When two homologous sulci are both interrupted, we match each segment as if they were continuous. This is possible since each piece is labeled, Inferior-Superior (for the precentral sulcus for instance), or Antero-Posterior (for the superior temporal sulcus for instance). We have presented an approach for a sulcus described by two distinct segments. This method can be easily extended to deal with sulci having more segments.
C. Sparse Constraint Deformation Field
In every case, we finally obtain two sulci each described by control points. The sulcus of the source volume is described by a set of control points , and the homologous sulcus in the target volume is described by . For each point , a constraint field can be explicitly computed:
. Let us note the kernel of the sparse constraint field.
Contrary to the matching approaches based on a distance measure [chamfer, iterative closest point (ICP)], this algorithm matches explicitly all sulci points. This matching procedure is questionable, since we do not know if it is anatomically plausible. Is it necessary to explicitly match the sulci extreme points? How to manage the sulci interruptions? In absence of anatomical assumptions, and at a primer stage, we have chosen this cortical mapping process. At the end of this process, we obtain a constraint field , which is defined on the support of source volume.
In order to reduce the sensitivity of the constraint field to sulci segmentation errors, we perform a non isotropic regularization of the field. This can be likened to a 3-D adaptation of the Nagao filtering [40] . The field is smoothed with an anisotropic filter that considers voxels belonging to the kernel of the sparse constraint field. We perform the smoothing for a given number of iterations. At each step, a median filtering of the field is performed. The median filtering of the field is equivalent to a median filtering on each coordinate. This nonlinear filtering is performed only for sulcal points (therefore, the kernel for the convolution is adaptive). As a consequence, the smoothed sparse constraint field is defined at the same points as the original field.
In the following, the proposed approach considers the existence of a constraint field , which is not, in principle, strictly limited to the incorporation of sulcal constraints. Additional landmarks, of various dimensionality, can be introduced within the same formalism.
IV. INTEGRATION OF SPARSE CONSTRAINTS
The sparse deformation field must be integrated in the formulation of the registration problem. As in [21] , this information is incorporated as a third energy term. The cost function, thus, becomes (4) where is a parameter that balances the weight of the sparse constraint.
The matching of local structures might not be correct for all the points. As a matter of fact, there might be some segmentation errors, and these points should not be used as a hard constraint. Furthermore, it might not be anatomically correct to assume a one-to-one correspondence between the landmarks. Therefore, we introduce a robust estimator on the local constraint term. The cost function is modified as (5) The sparse constraint and the associated robust function introduce two new external parameters, and . We have chosen , so that the constraint is largely taken into account. The minimization scheme is unchanged, with respect to our previous work [25] . We alternate between estimating the weights of the robust functions and estimating the deformation field. Once the weights are estimated and "frozen," the multi- grid estimation of the field is performed through an iterative Gauss-Seidel scheme.
The local constraint has a relative spatial influence for two reasons. First,the standard regularization term propagates the local constraint because the minimization is alternated. Additionally, the multigrid minimization, described in details in our previous work [25] , makes it possible to estimate a deformation model on specified cubes. This propagates the local constraint to a large group of voxels that compose the cube.
In the following, we will call this registration method "hybrid", in the sense that it mixes intensity-based and geometrical approaches to register images.
V. EXPERIMENT STUDY ON AN 18-SUBJECTS DATABASE
To evaluate the benefits of cortical constraint, we have acquired a database of 18 subjects. For each subject, six main sulci per hemisphere have been extracted: central, precentral, postcentral, Sylvian fissure, superior temporal, and superior frontal. Fig. 3 presents a volume rendering of one subject's brain, with the extracted sulci. Among the 18 subjects, one has been chosen as a reference subject, and all the subjects have been registered onto this subject, with both the photometric method [25] and the hybrid method. For both methods, we keep the same set of parameters for all the subjects. We have designed global and local measures to assess the quality of the registration, and to compare the original method with the constrained one.
A. Global Measures
Once every subject of the database has been mapped into the reference subject, it is possible to compute a mean volume, by averaging the 17 deformed volumes. Note that all the volumes are computed with the estimated deformation field and trilinear interpolation. The results are presented in Fig. 4 , with axial, sagittal, and coronal views for both methods.
Looking at cortical areas, we can see that the average volume is less blurred and more similar to the reference volume. In other regions, the results are identical. In order to assess nu- merically the difference between the methods, we compute the mean square error (MSE) 1 between the averaged volumes and the reference volume. We compute two errors: an average error for all the voxels of the volume, then an average error, restricted to the voxels that belong to the segmentation mask of the reference brain. Results are presented in Table I , and show the benefit of the cortical constraint, as the error decreases by 25%. We are aware that the MSE is not a good measure to assess the quality of the registration when we consider two subjects. Notwithstanding that, the MSE is valuable when comparing the average volume (computed with 17 registered volumes) to the reference volume, and is also valuable when comparing two different methods.
At that stage, the evaluation is not completely fair, as the criterion is more or less related to the similarity measure that is used to drive the registration process. Therefore, we design another "global" evaluation of the registration based on the registration of anatomical features. For Each subject, we have the classification of the cortex into grey matter and white matter.
The extraction of grey matter and white matter is performed using the technique presented in [29] . It consists of a 3-D texture analysis to compute statistical attributes of each voxels. clustering procedure is used to find the initial discrimination of the data, and a Bayesian relaxation refines the primary decision. The classification of each subject is projected into the reference subject and compared with its classification. The comparison is based on overlapping measure such as sensitivity, specificity, and total performance [60] . We keep only the total performance measure, and compute the mean and the deviation of that measure over the database of subjects. Results are presented in Table II . The results are comparable for the two techniques, but the deviation of the hybrid technique is lower, meaning that the algorithm is more robust. The tissue overlap measure is not a discriminant evaluation measure, and only evaluates globally the registration result (the measure is an average over all the database). Since we have used 12 major sulci per subject, the influence of the constraint remains local and does not affect the tissue overlap measure. We have shown in our previous work on synthetic data that 95% is a peak value, due to two effects: the use of a binary classification and the trilinear interpolation scheme [43] .
B. Local Measures
In this section, we want to measure locally the benefits of the cortical constraints. Therefore, we designed measures to evaluate the quality of the matching of sulci. Looking at the Fig. 5 , one can see the sulci of the reference subject, , and two deformed sulci 1 and 2. The two sulci should ideally match the reference sulci, and the "closest" refers to a given criterion. If we consider the global positioning, sulcus 1 seems to be the best, but if we consider the shape, sulcus 2 appears to be better deformed.
In this section, we first visualize the deformed sulci, then we will evaluate numerically the registration of sulci, with respect to global positioning and with respect to shape recovery.
1) Visualization of Deformed Sulci:
If we consider one particular sulcus over the database of 18 subjects, one can deform each sulcus with the estimated deformation field and look at the superposition with the reference sulcus. The visualization, for the left central sulcus, the left superior frontal sulcus, and the left Sylvian fissure are presented in Figs. 6-8, respectively. One can observe the variability of the registered sulci for both the previous method and the modified method.
2) Average Sulcus: As the sulci are defined by their control points, it is possible to compute, after resampling, an average sulcus with the deformed sulci of each subject. The control points of the average sulcus are the mean of the corresponding control points of the deformed sulci. We can then visualize the average sulcus and compare it to the reference sulcus. Fig. 9 presents the average sulci for the central left sulcus and the left superior frontal sulcus. We observe that the average sulci obtained with the constrained method are almost stuck to the reference sulci, thus showing that the local constraint has been well integrated in the registration process.
3) Numerical Evaluation: a) Euclidean distances between sulci: In this section, we intend to assess numerically the impact of the registration on the matching of sulci. As the sulci are defined by their control points, we can first compute a mean distance between sulci after resampling. However, the distance does not reflect how shapes are similar, therefore, we also perform a principal component analysis (PCA) to evaluate the similarity of shape.
For each subject, and for each sulcus, we compute a distance between the deformed sulci of one subject and the corresponding sulci of the reference subject. We then average the distances, for the 18 subjects and for the 12 sulci (per subject), and the results are presented in Table III . The constrained method gives significantly better results, with an average distance that is equivalent to the resolution of MR images. We also evaluate the global positioning of sulci, by computing a distance between the center of gravity of the sulci. For the constrained method, the alignment is good as the mean distance between the registered sulci is 0.2 voxels. b) PCA: However, the distance between sulci does not reflect how shapes are similar. The PCA makes it possible to define a metric that is adapted to the comparison of shapes. We will not describe here the PCA technique, referring the reader to [6] , [14] , [33] , [36] , and [42] for further information.
For each method, the population of shapes is composed by a sulcus of the reference subject, and the corresponding sulci of each subjects, deformed toward the reference subject by the corresponding deformation field. We consider the trace of the covariance matrix, because it reflects the total amount of varia- tion along the axis of the decomposition, and because the trace is invariant. Table IV compares the traces obtained with the photometric method and the hybrid registration, for three different sulci: the left central, the left frontal superior and the left Sylvian fissure. The constrained method gives significant better results, as the trace is almost ten times smaller.
VI. EVALUATION ON FUNCTIONAL DATA
Spatial normalization is a crucial step for performing measurements across or between subjects. Previous work [22] has TABLE IV  FOR THREE POPULATIONS OF DEFORMED SULCI OF THE LEFT HEMISPHERE,  THE TRACE OF THE COVARIANCE MATRIX REFLECTS THE TOTAL AMOUNT OF  VARIATION THAT IS OBSERVED ALONG THE AXIS OF THE DECOMPOSITION.  THE TRACE IS INVARIANT, WHICH MAKES IT POSSIBLE TO COMPARE THE RESULTS OF BOTH METHODS already shown that higher dimensional warping produced averaged activations with higher amplitude and more compact spatial localization. Here, we wonder how much of the intersubject functional variability can be reduced with registration methods with and without constraints. The underlying assumption is that the functional intersubject variability can be broadly decomposed into an anatomical variability (which may eventually be estimated with registration methods) and a residual functional variability. Contrary to the previous section on anatomical data, the data that are used (MEG dipoles) are not used in the registration process. In other words, this part of evaluation is totally independent of the registration process.
A. Functional MEG Data
The functional data to register are MEG dipoles corresponding to a somatosensory activation of right hand fingers (thumb, index, little finger) performed for 15 volunteers out of the 18 subjects of our database, all right-handed. MEG current dipoles were reconstructed using a spatio-temporal algorithm [49] and selected by choosing the most significant one in the 45 15 ms window. Thus, three dipoles, one per finger, are available for each subject. The somatosensory paradigm chosen here is a very simple well-known one and is, thus, convenient to test the constrained registration method. Our objective is not to explain complex physiological processing but rather to study the impact of registration methods.
Despite the simplicity of the protocol, reconstruction of the sources in MEG [49] and MEG/MRI registration [50] remain challenging and generate errors. Since we aim to compare deformed dipoles with the anatomy of the reference subject (in particular sulci of the central region), we excluded dipoles that were not localized within the postcentral gyrus. It does not mean that we have eradicated reconstruction errors, but we can at least affirm that the original dipoles are located in the correct gyrus. Therefore, we have kept 9 subjects for the little finger, 10 subjects for the index and 12 subjects for the thumb. As a consequence, the variability measured at the end of this process cannot be considered as an "absolute" value, but is valuable when comparing two methods.
B. Localization and Variability of Deformed Dipoles
The MEG activations are mapped in the anatomy of the reference subject, thanks to the estimated deformation fields (for the unconstrained and the constrained registration method). In Fig. 10 , we visualize how the dipoles of the various subjects are deformed toward the reference subject. It is possible to numerically assess this dispersion, by computing the covariance matrix and its determinant. These results are presented in Table V .
Finally, we can combine visualization and numerical results in a compact and visual way: For each group of dipoles (one per method and per finger), we compute a "mean" dipole. The dispersion of dipoles can be represented around this mean dipole. Along each axis, we compute the empirical standard deviation of the dipoles coordinates. Under the assumption of a Gaussian distribution, more than 99.7% of dipoles are to be retrieved in the interval . Visually, this amounts to tracing an ellipsoid, whose radius along each axis is three times the standard deviation of the dipoles distribution on this axis. This is presented in Fig. 11 .
The visualization of deformed dipoles, as well as numerical measures, indicate that the anatomically constrained registration method tends to register the dipoles more compactly than the photometric registration method. In addition to that, the hybrid registration method maps the deformed dipoles in the postcentral gyrus of the reference subject. This is confirmed by the Fig. 11 . For the photometric and hybrid registration methods, and for each finger [(top) little finger, (middle) index, and (bottom) thumb] the distribution of dipoles can be visualize in a compact way. Each ellipsoid is centered on the mean dipole, and the radius along each axis is three times the standard deviation. In other words, under a Gaussian hypothesis about the distribution of dipoles, the probability of a deformed dipole being in the ellipsoid is more than 99.7%. ellipsoid of the dipole distribution being encompassed in the postcentral gyrus of the reference subject.
VII. CONCLUSION
We have presented in that paper a hybrid registration method, that takes advantage of both a photometric registration and landmark-based registration. The approach is based on our previous work presented in [25] . We have chosen to incorporate sparse sulcal constraints, because sulci are relevant brain cortical landmarks from an anatomical and functional point of view. The sulci are extracted with the active ribbon method, presented in [30] . The energy-based framework [25] makes it possible to incorporate naturally the local sparse constraints and to express the complete registration problem in the same formalism.
On a database of 18 subjects, of which 12 major sulci have been extracted for each subject, we have demonstrated the efficiency of sparse constraints. We have designed global measures (average volume, mean error, overlapping of brain tissues), as well as local measures (distance between sulci after registration, shape comparison based on PCA). Both measures have shown the efficiency of cortical constraints.
Finally, we have conducted evaluation on functional data. The somatosensory MEG data have been acquired and mapped onto the reference subject accordingly to the result of the anatomical registration. We have shown that the functional variability is significantly reduced with the sulcal constraints. It is commonly admitted that part of the intersubject variability is encoded in the anatomical variability. The sulcal constrained registration method reduces significantly the dispersion of dipoles after registration (that is to say the intersubject functional variability). As a consequence, it is more relevant and appropriate than the photometric one.
