Existing Byzantine fault tolerant (BFT) storage solutions that achieve strong consistency and high availability, are costly compared to solutions that tolerate simple crashes. This cost is one of the main obstacles in deploying BFT storage in practice.
INTRODUCTION
Byzantine fault-tolerant (BFT) distributed protocols have attracted considerable research attention, due to their appealing promise of masking various system issues ranging from simple crashes, through software bugs and misconfigurations, all the way to intrusions and malware. However, the use of existing BFT protocols is questionable in practice due to, e.g., weak guarantees under failures [41] or high cost in performance and deployment compared to crash-tolerant protocols [27] . This can help us derive the following requirements for the design of future BFT protocols:
• A BFT protocol should be robust, i.e., it should tolerate Byzantine faults and asynchrony (modeling network outages) while maintaining correctness (data consistency) and providing sustainable progress (availability) even under worst-case conditions that still meet the protocol assumptions. This requirement has often been neglected in BFT protocols that focus primarily on common, failure-free operation modes (e.g., [22] ).
• Such a robust protocol should be efficient. For example, virtually all BFT protocols resort to data writebacks, in which a reader must ensure that a value it is about to return is propagated to a sufficient number of servers before a read completes-effectively, this entails repeating a write after a read [5] and results in performance deterioration. We believe that the efficiency of a robust BFT protocol is best compared to the efficiency of its crash-tolerant counterpart. Ideally, a robust protocol should not incur significant performance and resource cost penalty with respect to a crash-tolerant implementation, hence making the replacement of a crash-tolerant protocol a viable option.
In this paper, we present PoWerStore, a robust and efficient asynchronous BFT distributed read/write storage protocol. The notion of robustness subsumes [5] : (i) high availability, or wait-freedom [23] , where read/write operations invoked by correct clients always complete, and (ii) strong consistency, or linearizability [24] of read/write operations.
At the heart of PoWerStore is a novel data storage technique we call Proofs of Writing (PoW). PoW are inspired by commitment schemes; PoW incorporate a 2-round write procedure, where the second round of write effectively serves to "prove" that the first round has actually been completed before it is exposed to a reader. The second write round in PoW is lightweight and writes only metadata; however, it is powerful enough to spare readers of writing back the data allowing them to only write metadata to achieve strong consistency. 1 We construct PoW using cryptographic hash functions and efficient message authentication codes (MACs); in addition, we also propose an instantiation of PoW based on polynomial evaluation.
PoWerStore's efficiency is reflected in (i) metadata writebacks where readers write-back only metadata, avoiding expensive data write-backs, (ii) use of lightweight cryptographic primitives (such as hashes and MACs), (iii) optimal resilience, i.e., ensuring correctness despite the largest possible number t of Byzantine server failures; this mandates using 3t + 1 servers [35] . Moreover, PoWerStore achieves these desirable properties with optimal latency: namely, we show that no robust protocol, including crash-tolerant ones, that uses a bounded number of servers and avoids data writebacks can achieve better latency than PoWerStore. More specifically, in the single writer (SW) variant of PoWerStore, this latency is two rounds of communication between a client and servers for both reads and writes.
In addition, PoWerStore employs erasure coding at the client side to offload the storage servers and to reduce network traffic. Furthermore, PoWerStore tolerates an unbounded number of Byzantine readers and unbounded number of writers that can crash.
Finally, while our SW variant of PoWerStore demonstrates the efficiency of PoW, for practical applications we propose a multi-writer (MW) variant of PoWerStore (referred to as M-PoWerStore). M-PoWerStore features 3-round writes and reads, where the third read round is invoked only under active attacks. M-PoWerStore also resists attacks specific to multi-writer setting that exhaust the timestamp domain [6] . We evaluate M-PoWerStore and demonstrate its superiority even with respect to existing crash-tolerant robust atomic storage implementations. Our results show that in typical settings, the peak throughput achieved by M-PoWerStore improves over existing robust crash-tolerant [5] and Byzantine-tolerant [34] atomic storage implementations, by 50% and 100%, respectively.
The remainder of the paper is organized as follows. In Section 2, we outline our system and threat model. Section 3 outlines the main intuition behind Proofs of Writing. In Section 4, we introduce PoWerStore and we analyze its correctness. In Section 5, we present the multi-writer variant of PoWerStore, M-PoWerStore. In Section 6, we evaluate an implementation of M-PoWerStore. In Section 7, we overview related work and we conclude the paper in Section 8.
MODEL
We consider a distributed system that consists of three disjoint sets of processes: a set servers of size S = 3t + 1, where t is the failure threshold parameter, containing processes {s1, ..., sS}; a set writers w1, w2, ... and a set readers r1, r2, etc. The set clients is the union of writers and readers. We assume the data-centric model [12, 40] with bidirectional point-to-point channels between each client and each server. Servers do not communicate among each other, nor send messages other than in reply to clients' messages. In fact, servers do not even need to be aware of each other.
Threat Model
We model processes as probabilistic I/O automata [43] where a distributed algorithm is a set of such processes. Processes that follow the algorithm are called correct. Similar to [3, 4, 16, 34] , we assume that any number of honest writers that may fail by crashing while allowing any number of readers and up to t servers to exhibit Byzantine [29] (or arbitrary [25] ) faults.
We assume a strong adversary that can coordinate the Byzantine servers and readers to compromise the system. We further assume that the adversary controls the network and as such controls the scheduling of all transmitted messages in the network, resulting in asynchronous communication. However, we assume that the adversary cannot prevent the eventual delivery of messages between correct processes.
We opt not to focus on Byzantine writers because they can always obliterate the storage by constantly overwriting data with garbage, even in spite of (expensive) techniques that ensure that each individual write leaves a consistent state (e.g., [10, 19, 22, 31] . As a consequence, with Byzantine writers and asynchronous message schedule, the adversary can make a correct reader return arbitrary data at will. Therefore, we assume appropriate access control mechanisms to prevent untrusted writers from having appropriate credentials to modify data.
Finally, we assume that the adversary is computationally bounded and cannot break cryptographic hash functions or forge message authentication codes. In this context, we assume the existence of a cryptographic (i.e., one way and collision resistant) hash function H(·), and a secure message authentication function M AC k (·), where k is a λ-bit symmetric key. We further assume that each server si pre-shares one symmetric group key with each writer in W ; in the following, we denote this key by ki. 2 Note that, in this paper, we do not address the confidentiality of the outsourced data.
Atomic Storage
We focus on a read/write storage abstraction [28] which exports two operations: write(v), which stores value v and read(), which returns the stored value. We assume that the initial value of a storage is a special value ⊥, which is not a valid input value for a write operation. While every client may invoke the read operation, we assume that writes are invoked only by writers.
We say that an operation (invocation) op is complete if the client receives the response, i.e., if the client returns from the invocation. In any execution of an algorithm, we say that a complete operation op2 follows op1 if the invocation of op2 follows the response of op1 in that execution. We further assume that each correct client invokes at most one operation at a time (i.e., does not invoke the next operation until it receives the response for the current operation).
We focus on robust storage with the strongest storage progress consistency and availability semantics, namely linearizability [24] (or atomicity [28] ) and wait-freedom [23] . Wait-freedom states that if a correct client invokes an operation op, then op eventually completes. Linearizability provides the illusion that a complete operation op is executed instantly at some point in time between its invocation and response, whereas the operations invoked by faulty clients appear either as complete or not invoked at all. Finally, we measure the time-complexity of an atomic storage implementation in terms of number of communication round-trips (or simply rounds) between a client and servers. Intuitively, a round consists of a client sending the message to (a subset of) servers and receiving replies. A formal definition can be found in, e.g., [18] .
PROOFS OF WRITING
In this section, we give the main intuition behind Proofs of Writing (PoW) and describe two possible instantiations of PoW: (i) a hash-based variant of PoW that offers computation security, and (ii) a polynomial evaluation-based PoW variant that provides information theoretic guarantees.
Intuition behind PoW
A distributed storage that tolerates failures and asynchrony must prevent clients from blocking while waiting for t possibly faulty servers to reply. As depicted in Figure 1 (a), this implies that operations by clients must return after probing a quorum of S − t servers. Intuitively, by looking at a strict subset of the servers, a reader cannot obtain a global view of the system state and in particular, differentiate a complete write from an incomplete write.
For example, in Figure 1 , reader Alice cannot tell apart a complete write ( Fig. 1(a) ) where one Byzantine server deletes the data, from an incomplete write without Byzantine servers ( Fig. 1(b) ). To ensure strong consistency, i.e., that a subsequent read by Bob does not observe stale data ( Fig. 1(b) ), Alice must ensure that the data she is about to read is propagated to a sufficient number of servers before her read completes. Essentially, Alice must complete the write herself by performing a data write-back, involving a full write of the data she reads [5] in both executions. However, if she somehow knew that the write in Figure 1 (a) was in fact complete, Alice could safely skip data writeback, since Bob would anyway observe recent data.
In the context of BFT storage, data write-backs by readers are undesirable for two reasons: (i) the overhead of cryptographic schemes related to preventing malicious readers from exploiting such write-backs to jeopardize the storage by overwriting data with garbage, and (ii) the inherent bandwidth and latency cost associated with writing-back data. In addition, when combined with erasure coded storage, data writebacks are computationally expensive since readers may need to erasure code data.
Essentially, since the data write-back technique is driven by readers' uncertainty in differentiating between a complete write and an incomplete write, we aim at an efficient technique that would allow readers to tell incomplete and complete writes apart. Such a technique would allow readers to safely discard incomplete writes altogether, obviating the need for writing-back data. Currently, the most widespread technique to achieve this differentiation would be to have writers send an authenticated acknowledgement (e.g., by using digital signatures) upon completion of the write.
At the heart of PoWerStore is a novel storage technique we call Proofs of Writing (PoW) which enables to achieve this differentiation more efficiently. PoW are inspired by commitment schemes [21] ; similar to commitment schemes, PoW consist of two rounds: (i) in the first round, the writer commits to a random value of its choice, whereas (ii) in the second round, the writer "opens" his commitment. Unlike commitment schemes, PoW are constructed by honest writers and stored along with the data in a set of servers, enabling them to collectively convince a reader that the requested data has been stored in sufficiently many correct servers. Furthermore, we show that PoW can be constructed without relying on any public-key infrastructure while incurring little cost when compared to digital signatures (Table 1) .
PoW obviate the need for writing-back data, allowing readers to write-back metadata. Metadata write-backs (i) help to prevent malicious readers from compromising the storage, and (ii) feature low communication latency and bandwidth usage even in worst-case conditions. By doing so, PoW provide an efficient alternative to digital signatures in BFT storage protocols. In what follows, we describe two efficient instantiations of PoW using cryptographic hashes, and polynomial evaluation; we also outline their relative performance gains when compared to digital signatures.
PoW based on Cryptographic Hashes
We start by outlining a PoW implementation that is based on the use of one-way collision-resistant functions seeded with pseudo-random input.
In the first write round, the writer generates a pseudorandom nonce and writes the hash of the nonce together with the data in a quorum of servers. In the second write round, the writer discloses the nonce and stores it in a quo-rum. During the first round of a read operation, the client collects the nonce from a quorum and sends (writes-back) the nonce to a quorum of servers in the second round. The server verifies the nonce by checking that the received nonce matches the hash of the stored nonce. If so, the server confirms the validity of the nonce by exposing the corresponding stored data to the client. The client obtains a PoW after receiving t + 1 confirmations pertaining to a nonce.
Since the writer keeps the nonce secret until the start of the second round, it is computationally infeasible for the adversary to fabricate the nonce unless the first round of write has completed, and hence the data is written. Thus, if the nonce received in the first read round hashes to the stored hash at t + 1 servers (one of which is necessarily correct), then this provides sufficient proof that the nonce has been disclosed by the writer, which implies that the data has been written.
PoW based on Polynomial Evaluation
In what follows, we propose an alternative construction of PoW based on polynomial evaluation. Here, at the start of every write operation, the writer constructs a polynomial P (·) of degree t with coefficients {αt, . . . , α0} chosen at random from Zq, where q is a public parameter. That is, P (x) = j=t j=0 αjx j . The writer then constructs the PoW as follows: for each server si, the writer picks a random point xi on P (·), and constructs the share (xi, Pi), where Pi = P (xi). As such, the writer constructs S different shares, one for each server, and sends them to each server si over a confidential channel. Note that since there are at most t Byzantine servers, these servers cannot reconstruct the polynomial P (·) from their shares, even if they collude. In the second write round, the writer reveals the polynomial P (·) to all servers. This enables a correct server si to establish that the first write round has been completed by checking that the share (xi, Pi) is indeed a point of P (·).
The argument of PoW relies on the assumption that the correct servers holding shares agree on the validity of the polynomial. Therefore, it is crucial to ensure that even after the disclosure P (·), the adversary cannot fabricate a poly-nomialP (·) = P (·) that intersects with P (·) in the share of a correct server. By relying on randomly chosen xi, and the fact that correct servers never divulge their share, our construction prevents an adversary from fabricatingP (·).
Note that there exist other variant implementations for PoW that do not leak the polynomial to the servers [26] . We point that, unlike our prior solution based on cryptographic hash functions, this PoW construction provides information-theoretic guarantees [4, 30] . Table 1 illustrates the PoW construction and verification costs incurred in our PoW constructs. Owing to its reduced costs, we focus in this paper on hash-based PoWs (Sec. 3.2).
PoWerStore
In this section, we provide a detailed description of the PoWerStore protocol and we analyze its correctness. In Appendix A, we show that PoWerStore exhibits optimal worstcase latency.
Overview of PoWerStore
In PoWerStore, the WRITE operation performs in two consecutive rounds, called store and complete. Likewise, Algorithm 1 Algorithm of the writer in PoWerStore.
1: Definitions: 2:
ts : structure num, initially ts 0 0
complete(ts, N ) 9: return ok 10: procedure store(ts, V, N ) 11:
for 1 ≤ i ≤ S do send store ts, f r i , cc, N to s i 14:
wait for store ack ts from S − t servers 15: procedure complete(ts, N ) 16: send complete ts, N to all servers 17:
wait for complete ack ts from S − t servers the read performs in two rounds, called collect and filter. For the sake of convenience, each round rnd ∈ {store, complete, collect, filter} is wrapped by a procedure rnd. In each round rnd, the client sends a message of type rnd to all servers. A round completes at the latest when the client receives messages of type rnd ack from S − t correct servers. The server maintains a variable lc to store the metadata of the last completed write, consisting of a timestamp-nonce pair, and a variable LC that stores a set of such tuples written-back by clients. In addition, the server keeps a variable Hist storing the history, i.e., a log consisting of the data written by the writer 3 in the store round, indexed by timestamp.
Write Implementation
The write implementation is given in Algorithm 1. To write a value V , the writer increases its timestamp ts, generates a nonce N and computes its hash N = H(N ), and invokes store with ts, V and N . When the store procedure returns, the writer invokes complete with ts and N . After complete returns, the write completes.
In store, the writer encodes V into S fragments f ri (1 ≤ i ≤ S), such that V can be recovered from any subset of t + 1 fragments. Furthermore, the writer computes a cross-checksum cc consisting of the hashes of each fragment. For each server si (1 ≤ i ≤ S), the writer sends a store ts, f ri, cc, N message to si. On reception of such a message, the server writes (f ri, cc, N ) into the history entry Hist[ts] and replies to the writer. After the writer receives S − t replies from different servers, the store procedure returns, and the writer proceeds to complete.
In complete, the writer sends a complete ts, N message to all servers. Upon reception of such a message, the server changes the value of lc to (ts, N ) if ts > lc.ts and replies to the writer. After the writer receives replies from S − t different servers, the complete procedure returns.
Read Implementation
The read implementation is given in Algorithm 3; it consists of the collect procedure followed by the filter procedure. In collect, the client reads the tuples (ts, N ) in-Algorithm 2 Algorithm of server si in PoWerStore.
18: Definitions: 19:
lc : structure (ts, N ), initially c 0 (ts 0 , null) //last completed write 20:
LC : set of structure (ts, N ), initially ∅ //set of written-back candidates 21:
Hist cluded in the set LC ∪ {lc} at the server, and accumulates these tuples in a set C together with the tuples read from other servers. We call such a tuple a candidate and C a candidate set. Before responding to the client, the server removes obsolete tuples from LC using the gc procedure. After the client receives candidates from S −t different servers, collect returns.
In filter, the client submits C to each server. Upon reception of C, the server performs a write-back of the candidates in C (metadata write-back ). In addition, the server picks c hv as the candidate in C with the highest timestamp such that valid(c hv ) holds, or c0 if no such candidate exists. The predicate valid(c) holds if the server, based on the history, is able to verify the integrity of c by checking that H(c.N ) equals Hist[c.ts].N . The server then responds to the client with a message including the timestamp c hv .ts, the fragment Hist[c hv .ts].f r and the cross-checksum Hist[c hv .ts].cc. The client waits until S − t different servers responded and either (i) safe(c) holds for the candidate with the highest timestamp in C, or (ii) all candidates have been excluded from C, after which collect returns. The predicate safe(c) holds if at least t + 1 different servers si have responded with timestamp c.ts, fragment f ri and crosschecksum cc such that H(f ri) = cc[i]. If C = ∅, the client selects the candidate with the highest timestamp c ∈ C and restores value V by decoding V from the t + 1 correct fragments received for c. Otherwise, the client sets V to the initial value ⊥. Finally, the read returns V .
Analysis
In what follows, we show that PoWerStore is robust, guaranteeing that read/write operations are linearizable and wait-free. We start by proving a number of core lemmas, to which we will refer to throughout the analysis. Thus, no server in Q replies with a timestamp ts < c.ts in line 39. Therefore, at most S − (t + 1) = 2t timestamps received by the reader in the filter round are lower than c.ts, and so c is never excluded from C.
We now explain why linearizability is satisfied by arguing that if a read follows after a write(V ) (resp. after a read that returns V ) then the read does not return a value older than V .
Read/Write Linearizability.
Suppose a read rd by a correct client follows after a completed write(V ). If ts is the timestamp of write(V ), we argue that rd does not select a candidate with a timestamp lower than ts. Since a correct server never changes lc to a candidate with a lower timestamp, after write(V ) completed, t+1 correct servers hold a valid candidate with timestamp ts or greater in lc. During collect in rd, the client awaits to receive the value of lc from S − t different servers. Hence, a valid candidate c with timestamp ts or greater is received from at least one of these t + 1 correct servers and included in C. By Lemma 4.3 (no exclusion), c is never excluded from C and by Algorithm 3, rd does not select a candidate with timestamp lower than c.ts ≥ ts.
Read Linearizability.
Suppose a read rd by a correct client follows after rd. If c is the candidate selected in rd, we argue that rd does not select a candidate with a timestamp lower than c.ts. By the time rd completes, t + 1 correct servers hold c in LC. According to Algorithm 2, if a correct server removes c from tsr ← tsr + 1 50:
C ← collect(tsr) 51:
C ← filter(tsr, C) 52:
if C = ∅ then 53:
c ← c ∈ C : highcand(c ) ∧ safe(c ) 54:
V ← restore(c.ts) 55:
else V ← ⊥ 56:
return V 57: procedure collect(tsr) 58:
send collect tsr to all servers 59:
wait until |Q| ≥ S − t 60:
return C 61: upon receiving collect ack tsr, C i from server s i 62: Q ← Q ∪ {i} 63:
C ← C ∪ {c ∈ C i : c.ts > ts 0 } 64: procedure filter(tsr, C) 65: send filter tsr, C to all servers 66:
return C 68: upon receiving filter ack tsr, ts, f r, cc from server s i 69: In the following, we argue that read does not block in filter (line 66) while waiting for the candidate c with the highest timestamp in C to become safe(c) or C to become empty, which is the most sophisticated waiting condition.
Wait-freedom.
Suppose by contradiction that rd blocks during filter after receiving filter ack messages from all correct servers. We distinguish two cases: (Case 1) C contains a valid candidate and (Case 2) C contains no valid candidate.
• Case 1: Let c be the valid candidate with the highest timestamp in C. As c is valid, by Lemma 4.2, at least t + 1 correct servers hold history entries matching c. Since no valid candidate in C has a higher timestamp than c.ts, these t + 1 correct servers responded with timestamp c.ts, corresponding erasure coded fragment f ri and cross-checksum cc such that H(f ri) = cc[i]. Therefore, c is safe(c). Furthermore, all correct servers (at least S−t) responded with timestamps at most c.ts. Hence, every candidate c ∈ C such that c .ts > c.ts becomes invalid(c ) and is excluded from C. As such, c is also highcand(c) and rd does not block.
• Case 2: Since no candidate in C is valid, all correct servers (at least S − t) responded with timestamp ts0, which is lower than any candidate timestamp. As such, every candidate c ∈ C becomes invalid(c) is excluded from C. Therefore, rd does not block.
M-PoWerStore
In what follows, we present the multi-writer variant of our protocol, dubbed M-PoWerStore. M-PoWerStore resists attacks specific to multi-writer setting that exhaust the timestamp domain [6] . Besides its support for multiple writers, M-PoWerStore protects against denial of service attacks specific to PoWerStore, in which the adversary swamps the system with bogus candidates. While this attack can be contained in PoWerStore by a robust implementation of the point-to-point channel assumption using, e.g., a separate pair of network cards for each channel (in the vein of [13] ), this may impact practicality.
Overview
M-PoWerStore supports an unbounded number of clients. In addition, M-PoWerStore features optimal read latency of two rounds in the common case, where no process is Byzantine. Under malicious attacks, M-PoWerStore gracefully degrades to guarantee reading in at most three rounds. The write has a latency of three rounds, featuring non-skipping timestamps [6] , which prevents the adversary from exhausting the timestamp domain.
The main difference between M-PoWerStore and PoWer-Store is that, here, servers store and transmit a single candidate instead of a (possibly unbounded) set. To this end, it is crucial that servers are able to determine the validity of a written-back candidate without consulting the history. For this purpose, we enhance our original PoW scheme by extending the candidate with message authentication codes (MACs) on the timestamp and the nonce's hash, one for each server, using the corresponding group key. As such, a valid MAC proves to a server that the written-back candidate stems from a writer, and thus, constitutes a PoW that a server can obtain even without the corresponding history entry. Note that in case of a candidate incorporating corrupted MACs, servers might disagree about the validity of a written-back candidate. Hence, a correct client might not be able to write-back a candidate to t + 1 correct servers as needed. To solve this issue, M-PoWerStore "pre-writes" the MACs, enabling clients to recover corrupted candidates from the pre-written MACs.
To support multiple-writers, write in M-PoWerStore comprises an additional distributed synchronization round, called clock, which is prepended to store. The read performs an additional round called repair, which is appended to collect. The purpose of repair is to recover broken candidates prior to writing them back, and is invoked only under attack by a malicious adversary that actually corrupts candidates.
Similarly to PoWerStore, the server maintains the variable Hist to store the history of the data written by the writer in the store round, indexed by timestamp. In addition, the server keeps the variable lc to store the metadata of the last completed write consisting of the timestamp, the nonce and a vector of MACs (with one entry per server) authenticating the timestamp and the nonce's hash.
The full write implementation is given in Algorithm 4. The implementation of the server and the read operation are given in Algorithm 5 and 6. In the following, we simply highlight the differences to PoWerStore.
Write Implementation
As outlined before, M-PoWerStore is resilient to the adversary skipping timestamps. This is achieved by having the writer authenticate the timestamp of a write with a key kW shared among the writers. Note that such a shared key can be obtained by combining the different group keys; for instance, kW ← H(k1||k2|| . . . ).
To obtain a timestamp, in the clock procedure, the writer retrieves the timestamp (held in variable lc) from a quorum of S − t servers and picks the highest timestamp ts with a valid MAC. Then, the writer increases ts and computes a MAC for ts using kW . Finally, clock returns ts.
To write a value V , the writer, (i) obtains a timestamp ts from the clock procedure, (ii) authenticates ts and the nonce's hash N by a vector of MACs vec, with one entry for each server si using group key ki, and (iii) stores vec both in store and complete. Upon reception of a store f ri, cc, N , vec message, the server writes the tuple (f ri, cc, N , vec) into the history entry Hist[ts]. Upon reception of a complete ts, N, vec message, the server changes the value of lc to (ts, N, vec) if ts > lc.ts.
Read Implementation
The read consists of three consecutive rounds, collect, filter and repair. In collect, a client reads the candidate triple (ts, N, vec) stored in variable lc in the server, and inserts it into the candidate set C together with the candidates read from other servers. After the client receives S − t candidates from different servers, collect returns.
In filter, the client submits C to each server. Upon reception of C, the server chooses c hv as the candidate in C with the highest timestamp such that valid(c hv ) is satisfied, or c0 if no such candidate exists, and performs a write-back by setting lc to c hv if c hv .ts > lc.ts. Roughly speaking, the predicate valid(c) holds if the server verifies the integrity of the timestamp c.ts and nonce c.N either by the MAC, or by the corresponding history entry. The server then responds to the client with the timestamp c hv .ts, the fragment The client awaits responses from S − t servers and waits until there is a candidate c with the highest timestamp in C such that safe(c) holds, or until C is empty, after which filter returns. The predicate safe(c) holds if at least t + 1 different servers si have responded with timestamp c.ts, foreach server s i send store ts, f r i , cc, N , vec to s i 105:
wait for store ack ts from S − t servers 106: procedure complete(ts, N, vec) 107: send complete ts, N, vec to all servers 108:
wait for complete ack ts from S − t servers fragment f ri, cross-checksum cc such that H(f ri) = cc[i], and vector vec. If C is empty, the client sets V to the initial value ⊥. Otherwise, the client selects the highest candidate c ∈ C and restores value V by decoding V from the t + 1 correct fragments received for c.
In repair, the client verifies the integrity of c.vec by matching it against the vector vec received from t + 1 different servers. If c.vec and vec match then repair returns. Otherwise, the client repairs c by setting c.vec to vec and invokes a round of write-back by sending a repair tsr, c message to all servers. Upon reception of such a message, if valid(c) holds then the server sets lc to c provided that c.ts > lc.ts and responds with an repair ack message to the client. Once the client receives acknowledgements from S −t different servers, repair returns. After repair returns, the read returns V .
Analysis
We argue that M-PoWerStore satisfies linearizability by showing that if a completed read rd by a correct client returns V then a subsequent read rd by a correct client does not return a value older than V . The residual correctness arguments are similar to those of PoWerStore (Section 4.4), and therefore omitted.
Suppose rd follows after rd. If c is the candidate selected in rd, we argue that rd does not select a candidate with a lower timestamp. By assumption c is selected in rd by a correct client that checks the integrity of c.vec (during repair). If c.vec passes the check, then each of the correct servers (at least S −2t ≥ t+1) that received c during filter validates c (by verifying its own entry of c.vec) and sets lc to c unless it has already changed lc to a higher timestamped candidate. Otherwise, if c.vec fails the integrity check, then the client in rd repairs c.vec and subsequently writes-back c to t + 1 correct servers or more. Hence, by the time rd completes, at least t + 1 correct servers have set lc to c or to a valid candidate with a higher timestamp. Since during collect in rd the client receives the value of lc from S − t different servers, a valid candidate c such that c .ts ≥ c.ts is included in C. By Lemma 4.3 (no exclusion), c is never excluded from C and by Algorithm 6, rd does not select a candidate with timestamp lower than c .ts ≥ c.ts.
IMPLEMENTATION & EVALUATION
In this section, we describe an implementation modeling a Key-Value Store (KVS) based on M-PoWerStore. To model a KVS, we use multiple instances of M-PoWerStore referenced by keys. We then evaluate the performance of our implementation and we compare it to: (i) M-ABD, the multi-writer variant of the crash-only atomic storage protocol of [5] , and (ii) Phalanx, the multi-writer robust atomic protocol of [34] that relies on digital signatures.
Implementation Setup
Our KVS implementation is based on the JAVA-based framework Neko [2] that provides support for inter-process communication, and on the Jerasure [1] library for constructing the dispersal codes. To evaluate the performance of our M-PoWerStore we additionally implemented two KVSs based on M-ABD and Phalanx.
In our implementation, we relied on 160-bit SHA1 for hashing purposes, 160-bit keyed HMACs to implement MACs, tsr ← tsr + 1 137:
C ← collect(tsr) 138:
C ← filter(tsr, C) 139:
if C = ∅ then 140:
c ← c ∈ C : highcand(c ) ∧ safe(c ) 141:
V ← restore(c.ts) 142:
repair ( and 1024-bit DSA to generate signatures 4 . For simplicity, we abstract away the effect of message authentication in our implementations; we argue that this does not affect our performance evaluation since data origin authentication is typically handled as part of the access control layer in all three implementations, when deployed in realistic settings (e.g., in Wide Area Networks).
We deployed our implementations on a private network consisting of a 4-core Intel Xeon E5443 with 4GB of RAM, a 4 core Intel i5-3470 with 8 GB of RAM, an 8 Intel-Core i7-37708 with 8 GB of RAM, and a 64-core Intel Xeon E5606 equipped with 32GB of RAM. In our network, the communication between various machines was bridged using a 1 Gbps switch. All the servers were running in separate processes on the Xeon E5606 machine, whereas the clients were distributed among the Xeon E5443, i7, and the i5 machines. Each client invokes operation in a closed loop, i.e., a client may have at most one pending operation. In all KVS implementations, all write and read operations are served by a local database stored on disk.
We evaluate the peak throughput incurred in M-PoWerStore in write and read operations, when compared to M-ABD and Phalanx with respect to: (i) the file size (64 KB, 128 KB, 256 KB, 512 KB, and 1024 KB), and (ii) to the server failure threshold t (1, 2, and 3, respectively). For better evaluation purposes, we vary each variable separately and we fix the remaining parameters to a default configuration ( Table 2) . We also evaluate the latency incurred in M-PoWerStore with respect to the attained throughput. We measure peak throughput as follows. We require that each writer performs back to back write operations; we then increase the number of writers in the system until the aggregated throughput attained by all writers is saturated. The peak throughput is then computed as the maximum aggregated amount of data (in bytes) that can be written/read to the servers per second.
Each data point in our plots is averaged over 5 independent measurements; where appropriate, we include the corresponding 95% confidence intervals. as data objects. On the other hand, read operations request the data pertaining to randomly-chosen keys. For completeness, we performed our evaluation (i) in the Local Area Network (LAN) setting comprising our aforementioned network (Section 6.2) and (ii) in a simulated Wide Area Network (WAN) setting (Section 6.3). Our results are presented in Figure 2. Figure 2 (b) depicts the peak throughput achieved in M-PoWerStore with respect to the number of Byzantine servers t. As t increases, the gain in peak throughput achieved in M-PoWerStore's read and write increases compared to M-ABD and Phalanx. This mainly stems from the reliance on erasure coding, which ensures that the overhead of file replication among the servers is minimized when compared to M-ABD and Phalanx. In typical settings, featuring t = 1 and the default parameters of Table 2 , the peak throughput achieved in M-PoWerStore's read operation is almost twice as large as that in M-ABD and Phalanx.
Evaluation Results within a LAN Setting
In Figure 2 (c), we measure the peak throughput achieved in M-PoWerStore with respect to the file size. Our findings clearly show that as the file size increases, the performance gain of M-PoWerStore compared to M-ABD and Phalanx becomes considerable. For example, when the file size is 1 MB, the peak throughput of read and write operations in M-PoWerStore approaches the (network-limited) bounds of 50 MB/s 5 and 45 MB/s, respectively.
Evaluation Results within a Simulated WAN Setting
We now proceed to evaluate the performance (latency, in particular) of M-PoWerStore when deployed in WAN settings. For that purpose, we rely on a 100 Mbps switch to bridge the network outlined in Section 6.1 and we rely on NetEm [37] to emulate the packet delay variance specific to WANs. More specifically, we add a Pareto distribution to our links, with a mean of 20 ms and a variance of 4 ms.
Our measurement results (Figure 2(d) ) confirm our previous analysis conducted in the LAN scenario and demonstrate the superior performance of M-PoWerStore compared to M-ABD and Phalanx in realistic settings. Here, we point out that the performance of M-PoWerStore incurred in both read and write operations does not deteriorate as the number of Byzantine servers in the system increases. This is mainly due to the reliance on erasure coding. In fact, the overhead of transmitting an erasure-coded file F to the 3t+1 servers, with a reconstruction threshold of t + 1 is given by 3t+1 t+1 |F |. It is easy to see that, as t increases, this overhead asymptotically increases towards 3|F |.
RELATED WORK
HAIL [8] is a distributed cryptographic storage system that implements a multi-server variant of Proofs of Retrievability (PoR) [9] to ensure integrity protection and availability (retrievability) of files dispersed across several storage servers. Like PoWerStore, HAIL assumes Byzantine failure model for storage servers, yet the two protocols largely cover different design space. Namely, HAIL considers a mobile adversary and a single client interacting with the storage in a synchronous fashion. In contrast, PoWerStore assumes static adversary, yet assumes a distributed client setting in which clients share data in an asynchronous fashion. Multiple clients are also supported by IRIS [42] , a PoR-based distributed file system designed with enterprise users in mind that stores data in the clouds and is resilient against potentially untrustworthy service providers. However, in IRIS, all clients are pre-serialized by a logically centralized, trusted portal which acts as a fault-free gateway for communication with untrusted clouds. In contrast, PoWerStore relies on the highly available distributed PoW technique, which eliminates the need for any trusted and/or fault-free component. Notice that data confidentiality is orthogonal to all of HAIL, IRIS and PoWerStore protocols.
In the context of distributed storage asynchronously shared among multiple fault-prone clients across multiple servers without any fault-free component, a seminal crash-tolerant storage implementation (called ABD) was presented in [5] . ABD assumes a majority of correct storage servers, and achieves strong consistency by having readers write back the data they read. As shown in [17] , server state modifications by readers introduced in ABD are unavoidable in robust storage such as ABD, where robustness is characterized by both strong consistency and high availability. However, robust storage implementations differ in the writing strategy employed by readers: in some protocols readers write-back data (e.g., [4, 5, 15, 18, 20, 34] ) whereas in others readers only write metadata to servers (e.g., [11, 16, 17] ).
Existing robust storage protocols in which readers write only metadata, either do not tolerate Byzantine faults [11, 17] , or require a total number of servers linear in number of readers to tolerate t Byzantine servers [16] , and hence are prohibitively expensive. PoWerStore is hence the first robust BFT protocol that uses a bounded number of storage servers and has readers write only metadata to servers.
Clearly, most distributed BFT storage implementations have been focusing on using as few servers as possible, ideally 3t + 1, which defines optimal resilience in the asynchronous model [35] . This was first achieved by Phalanx [34] , a BFT variant of ABD [5] . Phalanx uses digital signatures, i.e., self-verifying data, to port ABD to the Byzantine model, maintaining the latency of ABD, as well as its data writebacks. However, since digital signatures introduce considerable overhead [33, 38] , protocols that feature lightweight authentication, or no data authentication at all (unauthenticated model) have been designed. Unfortunately, in the unauthenticated model, optimal resilience in BFT storage incurs considerable latency penalties: at least two rounds of communication between clients and servers for writes [3] and at least four rounds 6 for reads [15] , even in the single writer case. To avoid such a considerable overhead, some robust BFT storage protocols (e.g., PASIS [19] ) store unauthenticated data across 4t + 1 servers.
Clearly, there is a big gap in efficiency (and, in particular, communication latency and the number of servers) between storage protocols that use self-verifying data and those that assume no authentication. Loft [22] aims at bridging this gap and implements erasure-coded optimally resilient linearizable storage while optimizing the failure-free case. Loft uses homomorphic fingerprints and MACs; it features 3-round wait-free writes, but reads are based on data write-backs and data might be unavailable in case of heavy read/write concurrency. Similarly, our Proofs of Writing Table 3 : Comparison of properties of existing strongly consistent optimally resilient BFT storage protocols. Shown latency is worst case and distinguishes between data rounds (D) and metadata rounds (d), where typically D >> d.
(PoW) incorporate lightweight authentication that is, however, sufficient to achieve optimal latency and to facilitate metadata write-backs while guaranteeing optimal resilience, high-availability and strong consistency. We find PoW to be a fundamental improvement in the light of BFT storage implementations that explicitly renounce strong consistency in favor of weaker consistency notions due to the high cost of data write-backs (e.g., [7] ). A summary of the key properties of existing BFT storage protocols when compared to our protocols is shown in Table 3 . A separate line of research aims at a family of so-called forking semantics (e.g., [36] ), which relax atomic semantics, yet require no trusted components whatsoever. Systems guaranteeing forking semantics guarantee that after a single atomicity violation by the service, the views seen by two inconsistent clients can never again converge. PoWerStore avoids the drawbacks of fork-consistent systems (reflected in, e.g., difficulties in understanding forking semantics and exploiting them in practice [39] ), by offering easily understandable, fully linearizable, (i.e., atomic) semantics.
CONCLUSION
In this paper, we presented PoWerStore, an efficient robust storage protocol that achieves optimal latency, measured in maximum (worst-case) number of communication rounds between a client and storage servers. We also separately presented a multi-writer variant of our protocol called M-PoWerStore. The efficiency of our proposals stems from combining lightweight cryptography, erasure coding and metadata writebacks, where readers write-back only metadata to achieve linearizability. While robust BFTs have been often criticized for being prohibitively inefficient, our findings suggest that efficient and robust BFTs can be realized in practice by relying on lightweight cryptographic primitives without compromising worst-case performance.
At the heart of both PoWerStore and M-PoWerStore protocols are Proofs of Writing (PoW): a novel storage technique inspired by commitment schemes in the flavor of [21] , that enables single-writer PoWerStore to write and read in 2 rounds which we show optimal. Similarly, by relying on PoW, multi-writer M-PoWerStore features 3-round writes/reads where the third read round is only invoked under active attacks. Finally, we demonstrated M-PoWerStore's superior performance compared to existing crash and Byzantinetolerant atomic storage implementations.
