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Real-Variable Characterizations of Local Orlicz-Slice Hardy Spaces
with Application to Bilinear Decompositions
Yangyang Zhang, Dachun Yang ∗ and Wen Yuan
Abstract Recently, both the bilinear decompositions h1(Rn)× bmo (Rn) ⊂ L1(Rn)+hΦ∗ (Rn)
and h1(Rn) × bmo (Rn) ⊂ L1(Rn) + hlog(Rn) were established. In this article, the authors
prove in some sense that the former is sharp, while the latter is not. To this end, the authors
first introduce the local Orlicz-slice Hardy space which contains the variant hΦ∗ (R
n) of the
local Orlicz Hardy space introduced by A. Bonami and J. Feuto as a special case, and obtain
its dual space by establishing its characterizations via atoms, finite atoms and various max-
imal functions, which are new even for hΦ∗ (R
n). The relationships hΦ∗ (R
n) $ hlog(Rn) is also
clarified.
1 Introduction
The bilinear decomposition of the product of Hardy spaces and their dual spaces was originally
studied by Bonami et al. [9], which plays key roles in improving the estimates of many nonlinear
quantities such as div-curl products, weak Jacobians (see, for instance, [7, 5, 13]) and commutators
(see, for instance, [17, 19]). One of the most important result in this direction was made by Bonami
et al. [7], in which Bonami et al. proved the following bilinear decomposition:
(1.1) H1(Rn) × BMO(Rn) ⊂ L1(Rn) + Hlog(Rn),
where Hlog(Rn) was introduced in [18], which denotes the Musielak–Orlicz Hardy space related
to the following Musielak–Orlicz function:
θ(x, τ) :=
τ
log(e + |x|) + log(e + τ) , ∀ x ∈ R
n, ∀ τ ∈ [0,∞).(1.2)
Moreover, Bonami et al. in [7, 6] deduced that (1.1) is sharp in some sense and, in [8], they
proved that, in dimension one, Hlog(R) is indeed the smallest space, in the sense of the inclusion
of sets, having the above property. Recently, in [3, 10], a bilinear decomposition theorem for
multiplications of functions in Hp(Rn) and its dual space Cα(R
n) was established when p ∈ (0, 1)
and α := 1/p−1, and the sharpness in some sense of this bilinear decomposition was also obtained
therein.
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For the local Hardy space, Bonami et al. [4] established some linear decomposition of the
product of the local Hardy space and its dual space. Moreover, Bonami et al. [4] introduced the
local Hardy-type space hΦ∗ (Rn), whereΦ(τ) :=
τ
log(e+τ) for any τ ∈ [0,∞), and proved the following
linear decomposition:
h1(Rn) × bmo (Rn) ⊂ L1(Rn) + hΦ∗ (Rn).
Cao et al. [12] obtained the bilinear decomposition of product functions in the local Hardy space
hp(Rn) and its dual space for any p ∈ ( n
n+1
, 1]. Recently, a bilinear decomposition of the product
of the local Hardy space hp(Rn) and its dual space with p ∈ (0, 1) was established in [37] and the
sharpness of this bilinear decomposition was also obtained therein. Observe that, for p = 1, Cao
et al. [12] proved that
h1(Rn) × bmo (Rn) ⊂ L1(Rn) + hΦ∗ (Rn)(1.3)
and
h1(Rn) × bmo (Rn) ⊂ L1(Rn) + hlog(Rn),(1.4)
where hlog(Rn) denotes the local Hardy space of Musielak–Orlicz type associated to the Musielak–
Orlicz function θ as in (1.2) (see [34]). However, the sharpness of the bilinear decomposition (1.3)
and (1.4) is still unclear. Thus, it is a quite natural question to ask which one of (1.3) and (1.4) is
sharp and we give an affirmative answer to this question in this article by proving that (1.3) is sharp,
while (1.4) is not. To this end, we need first to give the dual space of the local Hardy-type space
hΦ∗ (R
n) in [4], which forces us to establish real-variable characterizations of the local Hardy type
space hΦ∗ (Rn). For this purpose, we introduce and study a new kind of local Hardy-type spaces,
the local Orlicz-slice Hardy space (hE
q
Φ
)t(R
n) (see Definition 2.7 below) which contains the local
Hardy-type space hΦ∗ (Rn) as a special case. Compared with the sharpness of the global case in
(1.1) on the Hardy space H1(Rn), this sharpness of the local case in (1.3) on the local Hardy space
h1(Rn) is a little bit surprising, which reveals the essential difference between the homogeneous
case and the inhomogeneous case.
Let us give a brief review on the study of various variants of classical local Hardy spaces. The
classical local Hardy space hp(Rn) with p ∈ (0, 1], introduced by Goldberg in [16], is known
to be one of the most basic working spaces on Rn in harmonic analysis and partial differential
equations, which plays key roles in many branches of analysis; see, for instance, [11, 16, 23,
28, 29, 27] and their references. In particular, pseudo-differential operators are bounded on local
Hardy spaces hp(Rn) with p ∈ (0, 1], but they are not bounded on Hardy spaces Hp(Rn) with
p ∈ (0, 1] (see, for instance, [16, 28, 29]). In recent decades, various variants of local Hardy
spaces have been introduced and developed; these variants include weighted local Hardy spaces
(see, for instance, [11, 26, 23]), weighted local Orlicz Hardy spaces (see, for instance, [33]) and
local Hardy-amalgam spaces (see, for instance, [15]). Recently, in [38], we introduced and studied
a class of Orlicz-slice spaces, (E
q
Φ
)t(R
n), which generalize the slice space studied by Auscher
and Mourgoglou [1] as well as by Auscher and Prisuelos-Arribas [2]. Based on these Orlicz-
slice spaces, in [38], we developed a real-variable theory of a new kind of Hardy-type spaces,
(HE
q
Φ
)t(R
n), which contains the variant of the Orlicz Hardy space HΦ∗ (Rn) (see [4] of Bonami and
Feuto) and the Hardy-amalgam space (see [14] of Able´ and Feuto) as special cases. However, no
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other real-variable theory of local Hardy-type spaces based on the Orlicz-slice space (E
q
Φ
)t(R
n) is
known so far.
The main target of this article is to determine the sharpness of the bilinear decompositions
(1.3) and (1.4). To achieve this, we need to establish some real-variable characterizations of the
local Orlicz-slice Hardy space (hE
q
Φ
)t(R
n), which is defined via the local maximal function of
Peetre type. This new scale of local Orlicz-slice Hardy spaces contains the variant hΦ∗ (R
n) of the
local Orlicz Hardy space [in this case, q = t = 1] as well as the local Hardy-amalgam space
H (p,q)
loc
(Rn) [in this case, t = 1 and Φ(τ) := τp for any τ ∈ [0,∞) with p ∈ (0,∞)] of Able´ and
Feuto [15] as special cases. Their characterizations via the atom and various maximal functions
are also obtained. We point out that, compared with the atomic characterization of H (p,q)
loc
(Rn)
obtained in [15], the atomic characterization of (hE
q
Φ
)t(R
n) obtained in this article holds true on
wider ranges of p and q even when (hE
q
Φ
)t(R
n) is reduced to H (p,q)
loc
(Rn), which hence improves
the corresponding result in [15]. We then establish finite atomic characterizations of (hE
q
Φ
)t(R
n),
which further induces a description of their dual spaces. These characterizations are new even for
local slice Hardy spaces based on the slice spaces in [2]. Thus, the results obtained in this article
essentially generalize the corresponding real-variable theories of the local Hardy-amalgam space
in [15] as well as the local Hardy-type space hΦ∗ (Rn) in [4]. Then, as an application, we obtain
the characterization of the pointwise multipliers on bmo (Rn) [see Theorem 3.6(iii) below] and the
sharpness of the bilinear decomposition (1.3) (see Remark 3.9 below). Moreover, by showing that
hΦ∗ (Rn) $ hlog(Rn) [see Theorem 3.6(v) below], we conclude that the bilinear decomposition (1.4)
is not sharp (see Remark 3.9 below for the details).
To be precise, this article is organized as follows.
Section 2 is devoted to establishing real-variable characterizations of the local Hardy-type space
(hE
q
Φ
)t(R
n). We first recall the notion of Orlicz-slice spaces (E
q
Φ
)t(R
n) and some basic properties
of (E
q
Φ
)t(R
n). Then, based on the Orlicz-slice space (E
q
Φ
)t(R
n), we introduce the local Orlicz-slice
Hardy space, (hE
q
Φ
)t(R
n) (see Definition 2.7 below). Applying the real-variable theory of local
Hardy spaces related to ball quasi-Banach function spaces developed in [25], we directly obtain
their characterizations via various maximal functions. Moreover, we further establish the atomic
characterization (see Theorem 2.18 below) and their finite atomic characterization (see Theorem
2.22 below). Applying the last mentioned both characterizations of (hE
q
Φ
)t(R
n), we prove that the
dual space of (hE
q
Φ
)t(R
n) is certain local Campanato spaces related to the local Orlicz-slice space
(see Theorem 2.28 below).
In Section 3, by means of the dual space of hΦ∗ (Rn), we characterize the pointwise multipliers
of the local BMO space bmo (Rn) [see Theorem 3.6(iii) below] and the sharpness of the bilinear
decomposition (1.3) (see Remark 3.9 below). Moreover, we show that the bilinear decomposition
(1.4) is not sharp (see Remark 3.9 below).
Finally, we make some convention on notation. For any x ∈ Rn and r ∈ (0,∞), let B(x, r) :=
{y ∈ Rn : |x−y| < r} and L1
loc
(Rn) the set of all locally integrable functions on Rn. For any set E, we
use 1E to denote its characteristic function and E
∁ := Rn \ E. We also use ~0n to denote the origin
of Rn. Let S(Rn) denote the collection of all Schwartz functions on Rn, equipped with the classical
well-known topology determined by a sequence of norms, and S′(Rn) its topological dual, namely,
the set of all bounded linear functionals on S(Rn) equipped with the weak-∗ topology. Let N :=
{1, 2, ...} and Z+ := N
⋃{0}. Throughout this article, we use Q to denote the set of all cubes in Rn
having their edges parallel to the coordinate axes, which are not necessary to be closed or open.
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For any cube Q := Q(xQ, ℓ(Q)) ∈ Q, we denote by xQ its center and by ℓ(Q) its side length, and, for
any α ∈ (0,∞), let αQ := Q(xQ, αℓ(Q)). For any ϕ ∈ S(Rn) and t ∈ (0,∞), let ϕt(·) := t−nϕ(t−1·).
For any s ∈ R, we denote by ⌊s⌋ the largest integer not greater than s. We always use C to denote
a positive constant, which is independent of the main parameter, but it may vary from line to line.
Moreover, we use C(γ, β, ...) to denote a positive constant depending on the indicated parameters
γ, β, . . .. If, for any real functions f and g, f ≤ Cg, we then write f . g and, if f . g . f , we then
write f ∼ g. For any α := (α1, . . . , αn) ∈ Zn+ and x := (x1, . . . , xn) ∈ Rn, define |α| := α1+ · · ·+αn,
∂α := ∂α1x1 · · · ∂αnxn with ∂x j := ∂∂x j for any j ∈ {1, . . . , n} and xα := x
α1
1
· · · xαnn . For any r ∈ [1,∞], we
use r′ to denote its conjugate index, namely, 1/r + 1/r′ = 1.
2 Local Orlicz-slice Hardy spaces
In this section, we introduce the local Orlicz-slice Hardy space via the local maximal function
of Peetre type. We then establish several real-variable characterizations of the local Orlicz-slice
Hardy space, respectively, in terms of various local maximal functions, atoms and finite atoms. As
an application, we determine the dual space of the local Orlicz-slice Hardy space (hE
q
Φ
)t(R
n) with
max{p+
Φ
, q} ∈ (0, 1].
2.1 Maximal function characterizations of local Orlicz-slice Hardy spaces
In this subsection, we introduce the local Orlicz-slice Hardy space (hE
q
Φ
)t(R
n) and establish its
various maximal function characterizations. We begin with recalling the notions of both Orlicz
functions and Orlicz spaces (see, for instance, [21]).
Definition 2.1. A function Φ : [0,∞) → [0,∞) is called anOrlicz function if it is non-decreasing
and satisfies Φ(0) = 0, Φ(τ) > 0 whenever τ ∈ (0,∞) and limτ→∞Φ(τ) = ∞.
An Orlicz function Φ is said to be of lower (resp., upper) type p with p ∈ (−∞,∞) if there
exists a positive constant C(p), depending on p, such that, for any τ ∈ [0,∞) and s ∈ (0, 1) [resp.,
s ∈ [1,∞)],
Φ(sτ) ≤ C(p)spΦ(τ).
A function Φ : [0,∞) → [0,∞) is said to be of positive lower p (resp., upper) type if it is of
lower (resp., upper) type p for some p ∈ (0,∞).
Definition 2.2. Let Φ be an Orlicz function with positive lower type p−
Φ
and positive upper type
p+
Φ
. The Orlicz space LΦ(Rn) is defined to be the set of all measurable functions f such that
‖ f ‖LΦ(Rn) := inf
{
λ ∈ (0,∞) :
∫
Rn
Φ
( | f (x)|
λ
)
dx ≤ 1
}
< ∞.
We now introduce the following Orlicz-slice space, which is a generalization of the slice space
introduced in [2] (see also [1]) and was first introduced in [38, Definition 2.8].
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Definition 2.3. Let t, q ∈ (0,∞) and Φ be an Orlicz function with positive lower type p−
Φ
and
positive upper type p+
Φ
. The Orlicz-slice space (E
q
Φ
)t(R
n) is defined to be the set of all measurable
functions f such that
‖ f ‖(Eq
Φ
)t(Rn)
:=
{∫
Rn
[‖ f1B(x,t)‖LΦ(Rn)
‖1B(x,t)‖LΦ(Rn)
]q
dx
} 1
q
< ∞.
Remark 2.4. (i) The Orlicz-slice space is a quasi-Banach space (see [38, Remark 2.10(i)]. Let
q ∈ [1,∞) and Φ be an Orlicz function with lower type p−
Φ
∈ [1,∞) and positive upper type
p+
Φ
. In this case, we may always assume that (E
q
Φ
)t(R
n) is a Banach space (see [38, Remark
3.17].
(ii) Let q ∈ (0,∞). If t = 1 and Φ(τ) := τp for any τ ∈ [0,∞) with p ∈ (0,∞), then (Eq
Φ
)t(R
n)
coincides with the Wiener amalgam spaces (Lp, ℓq)(Rn) in [14]. If Φ(τ) := τr for any
τ ∈ [0,∞) with r ∈ (0,∞), then (Eq
Φ
)t(R
n) and (E
q
r )t(R
n) from [1, 2] coincide with equivalent
quasi-norms. If Φ(τ) := τq for any τ ∈ [0,∞), then (Eq
Φ
)t(R
n) and Lq(Rn) coincide with the
same quasi-norms (see [38, Proposition 2.11]).
Recall that the centered Hardy-Littlewood maximal operator M is defined by setting, for any
locally integrable function f and any x ∈ Rn,
M( f )(x) := sup
r>0
−
∫
B(x,r)
| f (y)| dy.
The following lemma is a Fefferman–Stein type inequality for Orlicz-slice spaces, which is just
[38, Theorem 2.20].
Lemma 2.5. Let t ∈ (0,∞), q, r ∈ (1,∞) and Φ be an Orlicz function with positive lower type
p−
Φ
∈ (1,∞) and positive upper type p+
Φ
. Then there exists a positive constant C, independent of t,
such that, for any { f j} j∈Z ⊂ (EqΦ)t(Rn),∥∥∥∥∥∥∥∥∥

∑
j∈Z
[
M( f j)
]r
1
r
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
≤ C
∥∥∥∥∥∥∥∥∥

∑
j∈Z
| f j|r

1
r
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
.
In what follows, for any N ∈ N, let
(2.1) FN(Rn) :=
ϕ ∈ S(Rn) :
∑
β∈Zn+,|β|≤N
sup
x∈Rn
[
(1 + |x|)N+n
∣∣∣∂βϕ(x)∣∣∣] ≤ 1
 ,
here and thereafter, for any β := (β1, . . . , βn) ∈ Zn+ and x := (x1, . . . , xn) ∈ Rn, |β| := β1 + · · · + βn,
∂β := ( ∂∂x1 )
β1 · · · ( ∂∂xn )βn and xβ := x
β1
1
· · · xβnn . Now we introduce the following notions of the local
radial functions and the local non-tangential maximal functions.
Definition 2.6. Let a, b ∈ (0,∞), N ∈ N, ϕ ∈ S(Rn) and f ∈ S′(Rn).
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(i) The local radial maximal function m( f , ϕ) of f associated to ϕ is defined by setting, for any
x ∈ Rn,
m( f , ϕ)(x) := sup
s∈(0,1)
| f ∗ ϕs(x)|,
where, for any s ∈ (0,∞) and x ∈ Rn, ϕs(x) := s−nϕ(x/s).
(ii) The local grand maximal function mN( f ) is defined by setting, for any x ∈ Rn,
mN( f )(x) := sup
{|ϕτ ∗ f (y)| : τ ∈ (0, 1), |x − y| < τ, ϕ ∈ FN(Rn)} .
(iii) The local non-tangential maximal function m∗a( f , ϕ), with aperture a ∈ (0,∞), is defined by
setting, for any x ∈ Rn,
m∗a( f , ϕ)(x) := sup
τ∈(0,1)
 supy∈Rn ,|y−x|<aτ |(ϕτ ∗ f )(y)|
 .
(iv) The local maximal function m∗∗
b
( f , ϕ) of Peetre type is defined by setting, for any x ∈ Rn,
(2.2) m∗∗b ( f , ϕ)(x) := sup
(y,τ)∈Rn×(0,1)
|(ϕτ ∗ f )(x − y)|
(1 + τ−1|y|)b .
(v) The local grand maximal function m( f , ϕ) of Peetre type is defined by setting, for any x ∈ Rn,
m∗∗b,N( f )(x) := sup
ψ∈FN (Rn)
 sup(y,τ)∈Rn×(0,1)
|(ψτ ∗ f )(x − y)|
(1 + τ−1|y|)b
 .
Definition 2.7. Let t, q ∈ (0,∞) and Φ be an Orlicz function with positive lower type p−
Φ
and
positive upper type p+
Φ
. Then the local Orlicz-slice Hardy space (hE
q
Φ
)t(R
n) is defined by setting
(hE
q
Φ
)t(R
n) :=
{
f ∈ S′(Rn) : ‖ f ‖(hEq
Φ
)t(Rn)
:= ‖m∗∗b ( f , ϕ)‖(EqΦ)t(Rn) < ∞
}
,
where ϕ ∈ S(Rn) satisfies
∫
Rn
ϕ(x) dx , 0 and m∗∗
b
( f , ϕ) is as in (2.2) with b sufficiently large (see
Remark 2.15 below).
Remark 2.8. (i) If t = 1, Φ(τ) := τp for any τ ∈ [0,∞) with p ∈ (0,∞) and q = p, then
(hE
q
Φ
)t(R
n) coincides with the local Hardy space hp(Rn).
(ii) If t = q = 1 and Φ(τ) := τ
log(e+τ)
for any τ ∈ [0,∞), by [38, Proposition 2.12], we know
that (hE
q
Φ
)t(R
n) coincides with the variant hΦ∗ (Rn) of the Orlicz Hardy space of Bonami and
Feuto in [4].
To obtain various maximal function characterizations of the local Hardy-type space (hE
q
Φ
)t(R
n),
we first recall the notion of ball quasi-Banach function spaces defined in [25, Definition 2.1]. In
what follows, denote by the symbolM(Rn) the set of all measurable functions on Rn.
Definition 2.9. A quasi-Banach space X ⊂ M(Rn) is called a ball quasi-Banach function space on
Rn if it satisfies
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(i) ‖ f ‖X = 0 implies that f = 0 almost everywhere;
(ii) |g| ≤ | f | almost everywhere implies that ‖g‖X ≤ ‖ f ‖X;
(iii) 0 ≤ fm ↑ f almost everywhere on Rn implies that ‖ fm‖X ↑ ‖ f ‖X;
(iv) B ∈ B implies that 1B ∈ X, where
B := {B(x, r) : x ∈ Rn and r ∈ (0,∞)}.
Observe that, in the above definition, B can be replaced by the set of all bounded measurable
sets of Rn.
Definition 2.10. Let X be a ball quasi-Banach function space and p ∈ (0,∞).
(i) The p-convexification Xp of X is defined by setting Xp := { f ∈ M(Rn) : | f |p ∈ X} equipped
with the quasi-norm ‖ f ‖Xp := ‖| f |p‖
1
p
X
for any f ∈ Xp.
(ii) The space X is said to be p-convex if there exists a positive constant C such that, for any
{ f j} j∈N ⊂ X
1
p , ∥∥∥∥∥∥∥∥
∞∑
j=1
∣∣∣ f j∣∣∣
∥∥∥∥∥∥∥∥
X
1
p
≤ C
∞∑
j=1
∥∥∥ f j∥∥∥
X
1
p
.
In particular, when C = 1, X is said to be strictly p-convex.
Recall that Sawano et al. [25] developed a real-variable theory of local Hardy spaces associated
with ball quasi-Banach function spaces. More function spaces based on ball quasi-Banach function
spaces can be found in [24, 31, 36]. Lemma 2.11 below shows that Orlicz-slice spaces are ball
quasi-Banach function spaces, which further implies that the local Orlicz-slice Hardy space is a
special case of the local Hardy-type space, associated with the ball quasi-Banach function space,
considered in [25]. To establish the finite atomic characterization of local Orlicz-slice Hardy
spaces, we still need the following three lemmas, which are just, respectively, [38, Lemmas 4.2,
4.3 and 4.4].
Lemma 2.11. Let t, q ∈ (0,∞) and Φ be an Orlicz function with positive lower type p−
Φ
and
positive upper type p+
Φ
. Then (E
q
Φ
)t(R
n) is a ball quasi-Banach function space.
Lemma 2.12. Let t, q ∈ (0,∞) and Φ be an Orlicz function with positive lower type p−
Φ
and
positive upper type p+
Φ
. Let ϑ ∈ (0,min{p−
Φ
, q}]. Then (Eq
Φ
)t(R
n) is a strictly ϑ-convex ball quasi-
Banach function space as in Definition 2.10(ii).
Lemma 2.13. Let t, q ∈ (0,∞) and Φ be an Orlicz function with positive lower type p−
Φ
and
positive upper type p+
Φ
. Let r ∈ (max{q, p+
Φ
},∞] and s ∈ (0,min{p−
Φ
, q}). Then there exists a
positive constant C(s,r), depending on s and r, but independent of t, such that, for any measurable
function f ,
(2.3)
∥∥∥M((r/s)′)( f )∥∥∥
([(E
q
Φ
)t(Rn)]1/s)′
≤ C(s,r) ‖ f ‖([(Eq
Φ
)t(Rn)]1/s)′ ,
here and thereafter, [(E
q
Φ
)t(R
n)]1/s denotes the 1
s
-convexification of (E
q
Φ
)t(R
n) as in Definition
2.10(i) with X := (E
q
Φ
)t(R
n) and p := 1/s, and ([(E
q
Φ
)t(R
n)]1/s)′ denotes its dual space.
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Applying Lemmas 2.5, 2.11 and 2.12, and [25, Theorem 5.3], we obtain the following maximal
function characterizations of the local Orlicz-slice Hardy space (hE
q
Φ
)t(R
n).
Theorem 2.14. Let a, b, t, q ∈ (0,∞). Let Φ be an Orlicz function with positive lower type p−
Φ
and positive upper type p+
Φ
. Let ϕ ∈ S(Rn) satisfy
∫
Rn
ϕ(x)dx , 0.
(i) Let N ≥ ⌊b + 1⌋ be an integer. Then, for any f ∈ S′(Rn),
‖m( f , ϕ)‖(Eq
Φ
)t(Rn)
. ‖m∗a( f , ϕ)‖(Eq
Φ
)t(Rn)
. ‖m∗∗b ( f , ϕ)‖(EqΦ)t(Rn),
‖m( f , ϕ)‖(Eq
Φ
)t(Rn)
. ‖mN( f )‖(Eq
Φ
)t(Rn)
. ‖m⌊b+1⌋( f )‖(Eq
Φ
)t(Rn)
. ‖m∗∗b ( f , ϕ)‖(EqΦ)t(Rn)
and
‖m∗∗b ( f , ϕ)‖(EqΦ)t(Rn) ∼ ‖m
∗∗
b, N( f )‖(EqΦ)t(Rn),
where the implicit positive constants are independent of f and t.
(ii) Let b ∈ ( 2n
min{p−
Φ
,q} ,∞). Then, for any f ∈ S′(Rn),
‖m∗∗b, N( f )‖(EqΦ)t(Rn) . ‖m( f , ϕ)‖(EqΦ)t(Rn),
where the implicit positive constant is independent of f and t. In particular, when N ∈
N
⋂
[⌊b + 1⌋,∞), and one of the quantities
‖m( f , ϕ)‖(Eq
Φ
)t(Rn)
, ‖m∗a( f , ϕ)‖(Eq
Φ
)t(Rn)
, ‖mN( f )‖(Eq
Φ
)t(Rn)
,
‖m∗∗b ( f , ϕ)‖(EqΦ)t(Rn) and ‖m
∗∗
b, N( f )‖(EqΦ)t(Rn),
is finite, then the other quantities are also finite and mutually equivalent with the positive
equivalence constants independent of f and t.
Proof. From Lemma 2.11, we deduce that (E
q
Φ
)t(R
n) is a ball quasi-Banach function space. Then
(i) can be deduced directly from [25, Theorem 5.3(i)].
For (ii), since b ∈ ( 2n
min{p−
Φ
,q} ,∞), we may assume that there exists an r ∈ (0,min{p−Φ, q}) such
that b > 2n
r
> 2n
min{p−
Φ
,q} and let A :=
n
r
. From this and Lemma 2.12, we deduce that (E
q
Φ
)t(R
n) is
strictly r-convex and (b − A)r > n. Then, in order to prove (ii), by [25, Theorem 5.3(ii)], we only
need to show that, for any f ∈ (Eq
Φ
)t(R
n) and any z ∈ Rn,
(2.4)
∥∥∥∥∥∥∥
{∫
z+[0,1]n
| f (· − y)|r dy
} 1
r
∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
. (1 + |z|)A‖ f ‖(Eq
Φ
)t(Rn)
.
Let Φr(τ) := Φ(
r
√
τ) for any τ ∈ [0,∞). Then Φr is of upper type p
+
Φ
r
and of lower type
p−
Φ
r
, and
p−
Φ
r
,
q
r
∈ (1,∞). Fix z ∈ Rn. Observing that, for any x ∈ Rn,∫
z+[0,1]n
| f (x − y)|r dy ≤
∫
B(~0n,|z|+
√
n)
| f (x − y)|r dy .M([(1 + |z|)A f ]r)(x),
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we then have ∥∥∥∥∥∥∥
{∫
z+[0,1]n
| f (· − y)|r dy
} 1
r
∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
=
∥∥∥∥∥∥
∫
z+[0,1]n
| f (· − y)|r dy
∥∥∥∥∥∥
1
r
(E
q/r
Φr
)t(Rn)
.
∥∥∥M([(1 + |z|)A f ]r)∥∥∥ 1r
(E
q/r
Φr
)t(Rn)
.
From this and Lemma 2.5, it follows that∥∥∥∥∥∥∥
{∫
z+[0,1]n
| f (· − y)|r dy
} 1
r
∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
.
∥∥∥M([(1 + |z|)A f ]r)∥∥∥ 1r
(E
q/r
Φr
)t(Rn)
.
∥∥∥[(1 + |z|)A f ]r∥∥∥ 1r
(E
q/r
Φr
)t(Rn)
= (1 + |z|)A ‖ f ‖(Eq
Φ
)t(Rn)
,
which implies that (2.4) holds true and hence completes the proof of Theorem 2.14. 
Remark 2.15. By Theorem 2.14, we know that, in Definition 2.7, b should be large enough such
that b ∈ ( 2n
min{p−
Φ
,q} ,∞).
2.2 Atomic and finite atomic characterizations of (hE
q
Φ
)t(R
n)
In this subsection, we establish atomic characterizations and finite atomic characterizations of
(hE
q
Φ
)t(R
n).
In what follows, for any L ∈ Z+, the symbol PL(Rn) denotes the set of all polynomials on Rn
with degree not greater than L. For any a ∈ L1(Rn) satisfying∫
Rn
(1 + |x|)L|a(x)| dx < ∞,
we write a⊥PL(Rn) if ∫
Rn
a(x)xα dx = 0
for any α ∈ Zn+ with |α| ≤ L.
Definition 2.16. Let t, q ∈ (0,∞), r ∈ [1,∞] and d ∈ Z+. LetΦ be an Orlicz function with positive
lower type p−
Φ
and positive upper type p+
Φ
. The function a is called a local ((E
q
Φ
)t(R
n), r, d)-atom
if there exists a cube Q ∈ Q with side length ℓ(Q) such that supp (a) ⊂ Q,
‖a‖Lr(Rn) ≤
|Q| 1r
‖1Q‖(Eq
Φ
)t(Rn)
,
and a⊥Pd(Rn) when ℓ(Q) < 1.
Definition 2.17. Let t, q ∈ (0,∞) and Φ be an Orlicz function with positive lower type p−
Φ
and
positive upper type p+
Φ
. Let r ∈ (max{1, q, p+
Φ
},∞], s ∈ (0,min{p−
Φ
, q, 1}) and d ∈ Z+ satisfy
d ≥ ⌊n(1
s
− 1)⌋. The atomic local Orlicz-slice Hardy space (hEq
Φ
)
r,d
t (R
n) is defined to be the set
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of all f ∈ S′(Rn) satisfying that there exist a sequence {a j}∞j=1 of local ((E
q
Φ
)t(R
n), r, d)-atoms
supported, respectively, in cubes {Q j}∞j=1 ⊂ Q and a sequence {λ j}∞j=1 ⊂ [0,∞) such that
f =
∞∑
j=1
λ ja j in S′(Rn)
and
‖ f ‖
(hE
q
Φ
)r,dt (R
n)
:= inf
∥∥∥∥∥∥∥∥∥

∞∑
j=1
 λ j‖1Q j‖(Eq
Φ
)t(Rn)

s
1Q j

1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
< ∞,
where the infimum is taken over all the decompositions of f as above.
Using Lemmas 2.11, 2.12 and 2.13, and [30, Theorem 4.8], we immediately obtain the follow-
ing atomic characterization of (hE
q
Φ
)t(R
n).
Theorem 2.18. Let all the assumptions be as in Definition 2.17. Then (hE
q
Φ
)t(R
n) = (hE
q
Φ
)
r,d
t (R
n)
with equivalent quasi-norms.
Let ϕ ∈ S(Rn) satisfy supp ϕ ⊂ B( ~0n, 1) and
∫
Rn
ϕ(x) dx , 0. For any f ∈ S′(Rn) and x ∈ Rn,
we always let
m0( f )(x) := m( f , ϕ)(x),
where m( f , ϕ)(x) is as in Definition 2.6(i).
Repeating an argument similar to that used in [26, Section 4], we immediately obtain the fol-
lowing Caldero´n–Zygmund decompositions and we omit the details here.
Lemma 2.19. Let t, q ∈ (0,∞) and Φ be an Orlicz function with positive lower type p−
Φ
and
positive upper type p+
Φ
. Assume that f ∈ (hEq
Φ
)t(R
n) and d ∈ Z+ satisfies d ≥ ⌊n( 1min{p−
Φ
,q} − 1)⌋.
For any j ∈ Z, let
O j := {y ∈ Rn : mN( f )(y) > 2 j},
where mN( f ) is as in Definition 2.6 with N ∈ N as in Theorem 2.14. Then the following statements
hold true.
(i) For any j ∈ Z, there exists a sequence {Q∗
j,k
}k∈N of cubes, which has finite intersection
property, such that
O j = ∪k∈NQ∗j,k.
(ii) There exist distributions {g j} j∈Z and {b j} j∈Z such that, for any j ∈ Z, f = g j + b j in S′(Rn).
(iii) For any j ∈ Z, the distribution g j satisfies that, for any x ∈ Rn,
(2.5) m0(g j)(x) . mN( f )(x)1O∁
j
(x) +
∑
k∈N
2 jln+d+1
j,k
(l j,k + |x − x j,k |)n+d+1
1Q∗
j,k
(x),
where the implicit positive constant is independent of f and {g j} j∈Z. Here and thereafter, for
any j ∈ Z and k ∈ N, x j,k and l j,k denote, respectively, the center and the side length of Q∗j,k.
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(iv) If f ∈ L1
loc
(Rn), then, for any j ∈ Z, the distribution g j as in (ii) belongs to L∞(Rn) and
‖g j‖L∞(Rn) . 2 j with the implicit positive constant independent of f and {g j} j∈Z.
(v) For any j ∈ Z, b j =
∑
k∈N b j,k in S′(Rn) and, for any k ∈ N, b j,k := ( f − c j,k)η j,k if l j,k < 1
and b j,k := fη j,k if l j,k ≥ 1, where {η j,k}k∈N is a partition of unity with respect to {Q∗j,k}k∈N,
namely, for any k ∈ N, η j,k ∈ S(Rn), supp (η j,k) ⊂ Q∗j,k, 0 ≤ η j,k ≤ 1, and∑
k∈N
η j,k = 1O j ,
c j,k is a polynomial satisfying, for any q ∈ Pd(Rn),
〈 f − c j,k, qη j,k〉 = 0.
Moreover, for any j ∈ Z, k ∈ N and x ∈ Rn,
m0(b j,k)(x) . mN( f )(x)1Q∗
j,k
(x) +
2 jln+d+1
j,k
|x − x j,k |n+d+1
1
Q
∗∁
j,k
(x),
where the implicit positive constant is independent of f , k and j.
Theorem 2.20. Let t, q ∈ (0,∞) and Φ be an Orlicz function with positive lower type p−
Φ
and
positive upper type p+
Φ
. Let r ∈ (max{1, q, p+
Φ
},∞], s ∈ (0,min{p−
Φ
, q, 1}) and d ∈ Z+ satisfy
d ≥ ⌊n( 1
min{p−
Φ
,q,1}−1)⌋. Then, for any f ∈ (hE
q
Φ
)t(R
n)∩L1
loc
(Rn), there exist a sequence {a j,k} j∈Z,k∈N
of local ((E
q
Φ
)t,∞, d)-atoms supported, respectively, in cubes {Q j,k} j∈Z,k∈N ⊂ Q, and a sequence
{λ j,k} j∈Z,k∈N ⊂ [0,∞) such that
(2.6) f =
∑
j∈Z,k∈N
λ j,ka j,k
converges both in S′(Rn) and almost everywhere and, for any j ∈ Z,
(2.7) O j = ∪k∈NQ j,k and {Q j,k}k∈N has f inite intersection property,
where O j := {x ∈ Rn : mN( f )(x) > 2 j}. Moreover, for any j ∈ Z, k ∈ N and almost every x ∈ Rn,
(2.8) |λ j,ka j,k(x)| . 2 j
and
(2.9)
∥∥∥∥∥∥∥∥∥

∑
j∈Z,k∈N
 λ j,k‖1Q j,k‖(Eq
Φ
)t(Rn)

s
1Q j,k

1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
. ‖ f ‖(hEq
Φ
)t(Rn)
,
where the implicit positive constant is independent of f , x and t.
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Proof. Assume that f ∈ L1
loc
(Rn) ∩ (hEq
Φ
)t(R
n). Then, by Lemma 2.19, we know that, for any
j ∈ Z, there exist two distributions g j and b j such that
f = g j + b j in S′(Rn)
and b j =
∑
k∈N b j,k in S′(Rn), where, for any j ∈ Z and k ∈ N,
b j,k :=
 ( f − c j,k)η j,k if l j,k ∈ (0, 1),fη j,k if l j,k ∈ [1,∞)
supported in Q∗
j,k
, and Q∗
j,k
, l j,k, c j,k and η j,k are as in Lemma 2.19. From this, Theorem 2.14(ii)
and Lemma 2.19(v), we deduce that
∥∥∥ f − g j∥∥∥(hEq
Φ
)t(Rn)
∼
∥∥∥∥∥∥∥
∑
k∈N
b j,k
∥∥∥∥∥∥∥
(hE
q
Φ
)t(Rn)
.
∥∥∥∥∥∥∥
∑
k∈N
m0(b j,k)
∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
(2.10)
.
∥∥∥∥∥∥∥
∑
k∈N
mN( f )1Q∗
j,k
∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
+ 2 j
∥∥∥∥∥∥∥
∑
k∈N
ln+d+1
j,k
| · −x j,k |n+d+1
1
Q
∗∁
j,k
∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
.
∥∥∥∥∥∥∥
∑
k∈N
mN( f )1Q∗
j,k
∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
+ 2 j
∥∥∥∥∥∥∥

∑
k∈N
[
M(1Q∗
j,k
)
] 1
u

u∥∥∥∥∥∥∥
(E
q
u
Φu
)t(Rn)
,
where u := n
n+d+1
and Φu(τ) := Φ(
u
√
τ) for any τ ∈ [0,∞). Notice that min{p−
Φ
, q} > u and Φu is of
lower type
p−
Φ
u
∈ (1,∞). By this, (2.10) and Lemma 2.5, we conclude that
∥∥∥ f − g j∥∥∥(hEq
Φ
)t(Rn)
.
∥∥∥∥∥∥∥
∑
k∈N
mN( f )1Q∗
j,k
∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
+ 2 j
∥∥∥∥∥∥∥
∑
k∈N
1Q∗
j,k
∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
(2.11)
.
∥∥∥mN( f )1O j∥∥∥(Eq
Φ
)t(Rn)
→ 0
as j → ∞. In addition, from the fact that f ∈ L1
loc
(Rn) and Lemma 2.19, it follows that, for any
j ∈ Z, ‖g j‖L∞(Rn) . 2 j. This, together with (2.11), further implies that
(2.12) f =
∑
j∈Z
(
g j+1 − g j
)
in S′(Rn).
Moreover, since, for any j ∈ Z, supp (b j) ⊂ O j and |O j| → 0 as j → ∞, if letting O := ∩ j∈ZO j,
then it follows that |O| = 0. Moreover, for any x ∈ Rn \ O, by O j ⊃ O j+1 and supp (b j) ⊂ O j for
any j ∈ Z, we know that there exists a j0 ∈ Z such, for any j ≥ j0, b j(x) = 0. Thus, as j → ∞,
b j → 0 almost everywhere, which, together with Lemma 2.19(ii), further implies that, as j → ∞,
g j → f almost everywhere. Thus, (2.12) also holds true almost everywhere.
For any j ∈ Z, k ∈ N and q ∈ Pd(Rn), let F j := {m ∈ N : l j,m < 1},
(2.13) ‖q‖ j,k :=
 1∫
Rn
η j,k(x) dx
∫
Rn
|q(x)|2η j,k(x) dx

1/2
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and, for any i, k ∈ N and j ∈ Z, c j+1,k,i be the orthogonal projection of ( f − c j+1,i)η j,k on Pd(Rn)
with respect to the norm in (2.13). Then, by the proof of [26, Lemma 5.4] (see also [33, Lemma
5.4]), we know that
(2.14) f =
∑
j∈Z
(
g j+1 − g j
)
=
∑
j∈Z
∑
k∈N
b j,k −∑
i∈N
b j+1,iη j,k +
∑
i∈F j+1
c j+1,k,iη j+1,i
 =: ∑
j∈Z
∑
k∈N
A j,k
converges in S′(Rn) and almost everywhere. Moreover, by the proof of [26, Lemma 5.4], we also
know that, for any j ∈ Z and k ∈ N, A j,k is supported in Q j,k := C0Q∗j,k satisfying ‖A j,k‖L∞(Rn) ≤
C12
j with C0 and C1 being some positive constants independent of j and k, and
(2.15) {Q j,k}k∈N has finite intersection property satisfying O j = ∪k∈NQ j,k,
and, when ℓ(Q j,k) < 1, for any q ∈ Pd(Rn),∫
Rn
A j,k(x)q(x) dx = 0,
where ℓ(Q j,k) denotes the side length of Q j,k. For any j ∈ Z and k ∈ N, let
(2.16) λ j,k := C02
j‖1Q j,k‖(Eq
Φ
)t(Rn)
and a j,k :=
A j,k
λ j,k
.
Then it is easy to see that, for any j ∈ Z and k ∈ N,
(2.17) |λ j,ka j,k | . 2 j
and a j,k is a local ((E
q
Φ
)t(R
n),∞, d)-atom. Moreover, we have
f =
∑
j∈Z
∑
k∈N
λ j,ka j,k
converges in S′(Rn) and almost everywhere. From this, (2.15) and (2.17), we deduce that (2.6),
(2.7) and (2.8) of Theorem 2.20 hold true.
In addition, from (2.16), the fact that ∪k∈NQ j,k = O j, the finite intersection property of {Q j,k}k∈N
and the definition of O j, we further deduce that, for any given s ∈ (0,min{p−Φ, q, 1}),∥∥∥∥∥∥∥∥∥

∑
j∈Z
∑
k∈N
 λ j,k1Q j,k‖1Q j,k‖(Eq
Φ
)t(Rn)

s

1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
∼
∥∥∥∥∥∥∥∥∥

∑
j∈Z
∑
k∈N
2 js1Q j,k

1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
∼
∥∥∥∥∥∥∥∥∥

∑
j∈Z
(
2 j1O j
)s
1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
∼
∥∥∥∥∥∥∥∥
∑
j∈Z
2 j1O j\O j+1
∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
∼ ‖mN( f )‖(Eq
Φ
)t(Rn)
∼ ‖ f ‖(hEq
Φ
)t(Rn)
.
This implies that, for any f ∈ L1
loc
(Rn)∩ (hEq
Φ
)t(R
n), (2.9) holds true and hence finishes the proof
of Theorem 2.20. 
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Definition 2.21. Let t, q ∈ (0,∞) and Φ be an Orlicz function with positive lower type p−
Φ
and
positive upper type p+
Φ
. Let r ∈ (max{1, q, p+
Φ
},∞], s ∈ (0,min{p−
Φ
, q, 1}] and d ∈ Z+ satisfy
d ≥ ⌊n(1
s
− 1)⌋. The finite atomic Orlicz-slice Hardy space (hEq,r,d
Φ
)fint (R
n) is defined to be the set
of all finite linear combinations of local ((E
q
Φ
)t(R
n), r, d)-atoms. The quasi-norm ‖ · ‖
(hE
q,r,d
Φ
)fint (R
n)
in (hE
q,r,d
Φ
)fint (R
n) is defined by setting, for any f ∈ (hEq,r,d
Φ
)fint (R
n)
‖ f ‖
(hE
q,r,d
Φ
)fint (R
n)
:= inf

∥∥∥∥∥∥∥∥∥

m∑
j=1
 λ j‖1Q j‖(Eq
Φ
)t(Rn)

s
1Q j

1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
: m ∈ N, f =
m∑
j=1
λ ja j, {λ j}mj=1 ⊂ [0,∞)
 ,
where the infimum is taken over all the above finite linear combinations of f via a sequence of
local ((E
q
Φ
)t(R
n), r, d)-atoms {a j}mj=1 supported, respectively, in cubes {Q j}mj=1.
Then we have the following conclusion. In what follows, the symbol C(Rn) is defined to be the
set of all continuous complex-valued functions on Rn.
Theorem 2.22. Let t, q ∈ (0,∞) and Φ be an Orlicz function with positive lower type p−
Φ
and
positive upper type p+
Φ
. Let r ∈ (max{1, q, p+
Φ
},∞], s ∈ (0,min{p−
Φ
, q, 1}) and d ∈ Z+ satisfy
d ≥ ⌊n(1
s
− 1)⌋.
(i) If r ∈ (max{1, q, p+
Φ
},∞), then ‖ · ‖(hEq
Φ
)t(Rn)
and ‖ · ‖
(hE
q,r,d
Φ
)fint (R
n)
are equivalent on the space
(hE
q,r,d
Φ
)fint (R
n) with the positive equivalence constants independent of t.
(ii) If r = ∞, then ‖ · ‖(hEq
Φ
)t(Rn)
and ‖ · ‖
(hE
q,∞,d
Φ
)fint (R
n)
are equivalent on (hE
q,∞,d
Φ
)fint (R
n) ∩ C(Rn)
with the positive equivalence constants independent of t.
To show Theorem 2.22, we need the following lemma. Since the proof is similar to that of [38,
Lemma 4.6], we omit the details.
Lemma 2.23. Let t, q ∈ (0,∞) and Φ be an Orlicz function with positive lower type p−
Φ
and
positive upper type p+
Φ
. Let N ∈ N ∩ (⌊ n
min{p−
Φ
,q} + 1⌋,∞). Suppose f ∈ (hE
q
Φ
)t(R
n) ∩ L1
loc
(Rn),
‖ f ‖(hEq
Φ
)t(Rn)
= 1 and supp ( f ) ⊂ B(~0n,R) with R ∈ (1,∞). Then there exists a positive constant
C(N), depending on N, but independent of f and t, such that, for any x < B(~0n, 4R),
(2.18) mN( f )(x) ≤ C(N)
∥∥∥∥1B(~0n,R)
∥∥∥∥−1
(E
q
Φ
)t(Rn)
.
Proof of Theorem 2.22. Obviously, from Theorem 2.18, we deduce that
(hE
q,r,d
Φ
)fint (R
n) ⊂ (hEq
Φ
)t(R
n)
and, for any f ∈ (hEq,r,d
Φ
)fint (R
n),
‖ f ‖(hEq
Φ
)t(Rn)
. ‖ f ‖
(hE
q,r,d
Φ
)fint (R
n)
.
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Thus, to complete the proof of this theorem, we still need to show that, for any given t, q, d as in
Theorem 2.22(i) and r ∈ (max{1, q, p+
Φ
},∞), and any f ∈ (hEq,r,d
Φ
)fint (R
n),
‖ f ‖
(hE
q,r,d
Φ
)fint (R
n)
. ‖ f ‖(hEq
Φ
)t(Rn)
,
and that a similar estimate also holds true for r = ∞, any given t, q, d as in Theorem 2.22(ii), and
any f ∈ (hEq,∞,d
Φ
)fint (R
n) ∩ C(Rn).
Let r ∈ (max{1, q, p+
Φ
},∞]. By the homogeneity of both ‖ · ‖
(hE
q,r,d
Φ
)fint (R
n)
and ‖ · ‖(hEq
Φ
)t(Rn)
,
without loss of generality, we may also assume that f ∈ (hEq,r,d
Φ
)fint (R
n) and ‖ f ‖(hEq
Φ
)t(Rn)
= 1.
Since f is a finite linear combination of ((E
q
Φ
)t(R
n), r, d)-atoms, it follows that there exists an
R ∈ (1,∞) such that f is supported in B(~0n,R). Thus, if letting N be as in Lemma 2.23, then, by
Lemma 2.23, we know that there exists a positive constant C(N) such that, for any x < B(~0n, 4R),
(2.19) mN( f )(x) ≤ C(N)
∥∥∥∥1B(~0n,R)
∥∥∥∥−1
(E
q
Φ
)t(Rn)
.
For any j ∈ Z, let O j :=
{
x ∈ Rn : mN( f )(x) > 2 j
}
. Denote by j′ the largest integer j such that
(2.20) 2 j
′
< C(N)
∥∥∥∥1B(~0n,R)
∥∥∥∥−1
(E
q
Φ
)t(Rn)
.
Then, by (2.19), we find that, for any j ∈ { j′ + 1, j′ + 2, . . .},
(2.21) O j ⊂ B(~0n, 4R).
Notice that f ∈ Lr˜(Rn), where r˜ := r when r ∈ (max{1, q, p+
Φ
},∞), and r˜ := 2 when r =
∞. Then, by Theorem 2.20, we know that there exist a sequence {(a j,k,Q j,k)} j∈Z,k∈N of pairs of
((E
q
Φ
)t(R
n), ∞, d)-atoms and their supports, and a sequence of scalars, {λ j,k} j∈Z,k∈N ⊂ [0,∞), such
that
(2.22) f =
∑
j∈Z
∑
k∈N
λ j,ka j,k
both in S′(Rn) and almost everywhere, where, for any given j ∈ Z, {Q j,k}k∈N is a family of cubes
with finite intersection property such that O j = ∪k∈NQ j,k. Moreover, we have, for any given
s ∈ (0,min{p−
Φ
, q, 1}),
(2.23)
∥∥∥∥∥∥∥∥∥

∑
j∈Z
∑
k∈N
 λ j,k‖1Q j,k‖(Eq
Φ
)t(Rn)

s
1Q j,k

1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
. ‖ f ‖(hEq
Φ
)t(Rn)
.
Define
(2.24) h :=
j′∑
j=−∞
∑
k∈N
λ j,ka j,k and l :=
∞∑
j= j′+1
∑
k∈N
λ j,ka j,k,
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where the series converge both in S′(Rn) and almost everywhere. Clearly f = h + l and, by
(2.21), supp (l) ⊂ ∪∞
j= j′+1O j ⊂ B(~0n, 4R). Therefore, f = l = 0 on Rn \ B(~0n, 4R) and hence
supp (h) ⊂ B(~0n, 4R). Moreover, by Theorem 2.20, we know that there exists a positive constant
C0 such that ‖λ j,ka j,k‖L∞(Rn) ≤ C02 j. Since f ∈ Lr˜(Rn), it follows that
‖l‖Lr˜(Rn) ≤
∥∥∥∥∥∥∥∥
∞∑
j= j′+1
∑
k∈N
|λ j,ka j,k |
∥∥∥∥∥∥∥∥
Lr˜(Rn)
.
∥∥∥∥∥∥∥∥
∞∑
j= j′+1
∑
k∈N
2 j1Q j,k
∥∥∥∥∥∥∥∥
Lr˜(Rn)
(2.25)
.
∥∥∥∥∥∥∥∥
∞∑
j= j′+1
2 j1O j
∥∥∥∥∥∥∥∥
Lr˜(Rn)
. ‖mN( f )‖Lr˜(Rn) . ‖ f ‖Lr˜(Rn).
Thus, l ∈ Lr˜(Rn) and so h = f − l ∈ Lr˜(Rn). In order to estimate the size of h in B(~0n, 4R), recall
that
(2.26)
∥∥∥λ j,ka j,k∥∥∥L∞(Rn) . 2 j, supp (a j,k) ⊂ Q j,k and ∑
k∈N
1Q j,k . 1.
From [38, (4.21)], it follows that ‖1
B(~0n,R)
‖(Eq
Φ
)t(Rn)
∼ ‖1
Q(~0n ,8R)
‖(Eq
Φ
)t(Rn)
. Combining this, (2.20)
and (2.26), we conclude that
‖h‖L∞(Rn) ≤
∑
j≤ j′
∥∥∥∥∥∥∥
∑
k∈N
|λ j,ka j,k |
∥∥∥∥∥∥∥
L∞(Rn)
.
∑
j≤ j′
2 j . 2 j
′
.
∥∥∥∥1B(~0n,R)
∥∥∥∥−1
(E
q
Φ
)t(Rn)
.
∥∥∥∥1Q(~0n,8R))
∥∥∥∥−1
(E
q
Φ
)t(Rn)
.
From this, together with the fact that supp (h) ⊂ Q(~0n, 8R), it follows that there exists a positive
constant C˜ such that C˜−1h is a local ((Eq
Φ
)t(R
n),∞, d)-atom.
Now, to complete the proof of Theorem 2.22(i), we may assume that r ∈ (max{1, q, p+
Φ
},∞).
We rewrite l as a finite linear combination of ((E
q
Φ
)t(R
n), r, d)-atoms. For any i ∈ N, let
Fi :=
{
( j, k) ∈ Z × Z+ : j ∈
{
j′ + 1, j′ + 2, . . .
}
, k ∈ N, | j| + k ≤ i} ,
and li :=
∑
( j,k)∈Fi λ j,ka j,k. Since the series l =
∑∞
j= j′+1
∑
k∈N λ j,ka j,k converges in Lr(Rn), it follows
that there exists a positive integer i0, which may depend on t and f , such that
‖l − li0‖Lr(Rn) ≤
|Q(~0n, 8R)| 1r
‖1
Q(~0n ,8R)
‖(Eq
Φ
)t(Rn)
.
Thus, l − li0 is a local ((EqΦ)t(Rn), r, d)-atom because supp (l − li0 ) ⊂ B(~0n, 4R) ⊂ Q(~0n, 8R).
Therefore,
f = h + l = C˜C˜−1h + (l − li0 ) + li0
is a finite linear combination of ((E
q
Φ
)t(R
n), r, d)-atoms. Moreover, by (2.23), we have, for any
given s ∈ (0,min{p−
Φ
, q, 1}),
‖ f ‖(hEq,r,s
Φ
)fint (R
n) ≤
∥∥∥∥∥∥∥

 C˜‖1
Q(~0n ,8R)
‖(Eq
Φ
)t(Rn)

s
1
Q(~0n ,8R)
+
 1‖1
Q(~0n ,8R)
‖(Eq
Φ
)t(Rn)

s
1
Q(~0n ,8R)
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+
∑
( j,k)∈Fi0
 λ j,k‖1Q j,k‖(Eq
Φ
)t(Rn)

s
1Q j,k

1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
. 1 +
∥∥∥∥∥∥∥∥∥

∑
( j,k)∈Fi0
 λ j,k‖1Q j,k‖(Eq
Φ
)t(Rn)

s
1Q j,k

1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
. 1 +
∥∥∥∥∥∥∥∥∥

∑
j∈Z
∑
k∈N
 λ j,k‖1Q j,k‖(Eq
Φ
)t(Rn)

s
1Q j,k

1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
. 1 + ‖ f ‖(hEq
Φ
)t(Rn)
. 1.
Thus, ‖ f ‖
(hE
q,r,d
Φ
)fint (R
n)
. 1. This finishes the proof of Theorem 2.22(i).
To prove Theorem 2.22(ii), we assume that f ∈ (hEq,∞,d
Φ
)fint (R
n) ∩ C(Rn) and ‖ f ‖(hEq
Φ
)t(Rn)
= 1.
Since f has a compact support, it follows that f is uniformly continuous. Then, by (2.14) and
the proof of [26, Lemma 5.4], we know that each local ((E
q
Φ
)t(R
n), ∞, d)-atom a j,k in (2.22) is
continuous. Since f is bounded, from the boundedness of mN( f ) on L
∞(Rn), it follows that there
exists a positive integer j′′ > j′ such that O j = ∅ for any j ∈ { j′′ + 1, j′′ + 2, . . .}. Consequently,
in this case, l in (2.24) becomes
l =
j′′∑
j= j′+1
∑
k∈N
λ j,ka j,k.
Let ǫ ∈ (0,∞). Since f is uniformly continuous, it follows that there exists a δ ∈ (0,∞) such
that, when |x− y| < δ, then | f (x)− f (y)| < ǫ. Without loss of generality, we may assume that δ < 1.
Write l = lǫ
1
+ lǫ
2
with lǫ
1
:=
∑
( j,k)∈F1 λ j,ka j,k and l
ǫ
2
:=
∑
( j,k)∈F2 λ j,ka j,k, where
F1 :=
{
( j, k) ∈ Z × Z+ : j ∈
{
j′ + 1, . . . , j′′
}
, k ∈ N, diam (Q j,k) ≥ δ
}
and
F2 :=
{
( j, k) ∈ Z × Z+ : j ∈
{
j′ + 1, . . . , j′′
}
, k ∈ N, diam (Q j,k) < δ
}
.
Observe that lǫ
1
is a finite summation. Since the atoms are continuous, we know that lǫ
1
is also a
continuous function.
For lǫ
2
, similarly to the proof of [33, pp. 44-45], we conclude that
‖lǫ2‖L∞(Rn) . ( j′′ − j′)ǫ.
This means that one can write l as a sum of one continuous term and one which is uniformly
arbitrarily small. Thus, l is continuous and so is h = f − l.
To find a finite atomic decomposition of f , we use again the splitting l = lǫ
1
+ lǫ
2
. It is clear
that, for any ǫ ∈ (0,∞), lǫ
1
is a finite linear combination of continuous ((E
q
Φ
)t(R
n), ∞, d)-atoms.
Also, since both l and lǫ
1
are continuous, it follows that lǫ
2
= l − lǫ
1
is also continuous. Moreover,
supp (lǫ
2
) ⊂ B(~0n, 4R) ⊂ Q(~0n, 8R) and ‖lǫ2‖L∞(Rn) . ( j′′ − j′)ǫ. So we can choose ǫ small enough
such that lǫ
2
becomes an arbitrarily small multiple of a continuous local ((E
q
Φ
)t(R
n), ∞, d)-atom.
Therefore, f = h + lǫ
1
+ lǫ
2
is a finite linear continuous atomic combination. Then, by an argument
similar to the proof of (i), we obtain ‖ f ‖
(hE
q,∞,d
Φ
)fint (R
n)
. 1. This finishes the proof of (ii) and hence
of Theorem 2.22. 
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2.3 Dual spaces of (hE
q
Φ
)t(R
n)
In this subsection, we give the dual space of the local Orlicz-slice Hardy space (hE
q
Φ
)t(R
n) with
max{p+
Φ
, q} ∈ (0, 1].
We first recall the following notions of both Orlicz-slice Hardy spaces and Campanato spaces
related to Orlicz-slice spaces, which were introduced in [38]. To this end, let us begin with the
following notion of radial maximal functions.
Definition 2.24. Let ϕ ∈ S(Rn). The radial maximal function M( f , ϕ) of any f ∈ S′(Rn) is defined
by setting, for any x ∈ Rn,
M( f , ϕ)(x) := sup
s∈(0,∞)
|(ϕs ∗ f )(x)| .
Definition 2.25. Let t, q ∈ (0,∞) and Φ be an Orlicz function with positive lower type p−
Φ
and
positive upper type p+
Φ
. Then the Orlicz-slice Hardy space (HE
q
Φ
)t(R
n) is defined by setting
(HE
q
Φ
)t(R
n) :=
{
f ∈ S′(Rn) : ‖ f ‖(HEq
Φ
)t(Rn)
:= ‖M( f , ϕ)‖(Eq
Φ
)t(Rn)
< ∞
}
,
where ϕ ∈ S(Rn) satisfies
∫
Rn
ϕ(x) dx , 0.
For any locally integrable function f on Rn, recall that the minimizing polynomial of f on the
cube Q with degree not greater than d, Pd
Q
f , is defined to be the unique polynomial with degree
not greater than d such that, for any multi-index α ∈ Zn+ with |α| ≤ d,
(2.27)
∫
Q
[
f (x) − PdQ f (x)
]
xα dx = 0.
Definition 2.26. Let t ∈ (0,∞), q ∈ (0, 1] and Φ be an Orlicz function with positive lower type
p−
Φ
and positive upper type p+
Φ
∈ (0, 1]. Let r ∈ [1,∞), s ∈ (0,min{p−
Φ
, q}) and d ∈ Z+ satisfy
d ≥ ⌊n(1
s
−1)⌋. The Campanato space Lq,r,d
Φ,t
(Rn) is defined to be the set of all measurable functions
g such that
‖g‖Lq,r,d
Φ,t
(Rn)
:= sup
B⊂Rn
inf
P∈Pd(Rn)
|B|
‖1B‖(Eq
Φ
)t(Rn)
[
1
|B|
∫
B
|g(x) − P(x)|r dx
] 1
r
< ∞,
where the first supremum is taken over all balls B ⊂ Rn and Pd(Rn) denotes the set of all polyno-
mials on Rn with order not greater than d.
As usual, by a little abuse of notation, we identify f ∈ Lq,r,d
Φ,t
(Rn) with an equivalent class
f + Pd(Rn).
Borrowing some ideas from [33, Definition 7.1], we introduce the following notions of local
Campanato spaces.
Definition 2.27. Let t ∈ (0,∞), q ∈ (0, 1] and Φ be an Orlicz function with positive lower type
p−
Φ
and positive upper type p+
Φ
∈ (0, 1]. Let r ∈ [1,∞), s ∈ (0,min{p−
Φ
, q}) and d ∈ Z+ satisfy
d ≥ ⌊n(1
s
− 1)⌋. The space Lq,r,d
Φ,t, loc
(Rn) is defined to be the set of all measurable functions g such
that
‖g‖Lq,r,d
Φ,t, loc
(Rn)
:= sup
cubeQ⊂Rn ,ℓ(Q)<1
|Q|
‖1Q‖(Eq
Φ
)t(Rn)
[
1
|Q|
∫
Q
|g(x) − PdQg(x)|r dx
] 1
r
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+ sup
cube Q⊂Rn,ℓ(Q)≥1
|Q|
‖1Q‖(Eq
Φ
)t(Rn)
[
1
|Q|
∫
Q
|g(x)|r dx
] 1
r
< ∞,
where Pd
Q
f is as in (2.27).
In what follows, for any r ∈ [1,∞], let r′ be its conjugate number, namely, 1
r
+ 1
r′ = 1.
Theorem 2.28. Let t ∈ (0,∞), q ∈ (0, 1] and Φ be an Orlicz function with positive lower type
p−
Φ
and positive upper type p+
Φ
∈ (0, 1]. Let r ∈ (1,∞], s ∈ (0,min{p−
Φ
, q}) and d ∈ Z+ satisfy
d ≥ ⌊n(1
s
− 1)⌋. Then the dual space of (hEq
Φ
)t(R
n), denoted by ((hE
q
Φ
)t(R
n))∗, is Lq,r′,d
Φ,t, loc
(Rn) in the
following sense:
(i) Any g ∈ Lq,r′,d
Φ,t, loc
(Rn) induces a linear functional given by
(2.28) Lg : f 7→ Lg( f ) :=
∫
Rn
f (x)g(x)dx,
which is initially defined on (hE
q,r,d
Φ
)fint (R
n) and has a bounded extension to (hE
q
Φ
)t(R
n).
(ii) Conversely, any continuous linear functional on (hE
q
Φ
)t(R
n) is of the form (2.28) for some
g ∈ Lq,r′,d
Φ,t, loc
(Rn).
Moreover, in any case, ‖g‖Lq,r′ ,d
Φ,t, loc
(Rn)
is equivalent to ‖Lg‖((hEq
Φ
)t(Rn))∗ with the positive equivalence
constants independent of t, here and thereafter, ‖ · ‖((hEq
Φ
)t(Rn))∗ denotes the norm of ((hE
q
Φ
)t(R
n))∗.
To show Theorem 2.28, we need the following technical lemma which is just [38, Lemma 5.4].
Lemma 2.29. Let t ∈ (0,∞), q ∈ (0, 1] and Φ be an Orlicz function with positive lower type p−
Φ
and positive upper type p+
Φ
∈ (0, 1]. Then there exists a nonnegative constant C such that, for any
sequence { f j} j∈N ⊂ (EqΦ)t(Rn) of nonnegative functions such that
∑
j∈N f j converges in (E
q
Φ
)t(R
n),∥∥∥∥∥∥∥∥
∑
j∈N
f j
∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
≥ C
∑
j∈N
∥∥∥ f j∥∥∥(Eq
Φ
)t(Rn)
.
Proof of Theorem 2.28. We first show (i). To prove Lq,r′,d
Φ,t, loc
(Rn) ⊂ ((hEq
Φ
)t(R
n))∗, by Theorem
2.18, it suffices to show that
Lq,r′,d
Φ,t, loc
(Rn) ⊂ ((hEq
Φ
)r,dt (R
n))∗.
Let g ∈ Lq,r′,d
Φ,t, loc
(Rn) and a be a local ((E
q
Φ
)t(R
n), r, d)-atom supported in a cube Q ⊂ Rn. When
ℓ(Q) ∈ (0, 1), by the moment condition of a, the Ho¨lder inequality and the size condition of a, we
know that
|Lg(a)| : =
∣∣∣∣∣
∫
Rn
a(x)g(x) dx
∣∣∣∣∣ =
∣∣∣∣∣
∫
Rn
a(x)
[
g(x) − PdQg(x)
]
dx
∣∣∣∣∣(2.29)
≤ ‖a‖Lr(Rn)
[∫
Q
|g(x) − PdQg(x)|r
′
dx
] 1
r′
≤ ‖g‖Lq,r′ ,d
Φ,t, loc
(Rn)
,
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where Pd
Q
g is as in (2.27). When ℓ(Q) ∈ [1,∞), by the Ho¨lder inequality and the size condition of
a, we conclude that
|Lg(a)| : =
∣∣∣∣∣
∫
Rn
a(x)g(x) dx
∣∣∣∣∣ ≤ ‖a‖Lr(Rn)
[∫
Q
|g(x)|r′ dx
] 1
r′
≤ ‖g‖Lq,r′ ,d
Φ,t, loc
(Rn)
.(2.30)
Moreover, for any f ∈ (hEq,r,d
Φ
)fint (R
n), by Definition 2.21, we know that there exist a sequence
{a j}mj=1 of local ((E
q
Φ
)t(R
n), r, d)-atoms supported, respectively, in cubes {Q j}mj=1 and a sequence
{λ j}mj=1 ⊂ [0,∞) such that, for any given s ∈ (0,min{p−Φ, q}),∥∥∥∥∥∥∥∥∥

m∑
j=1
 λ j‖1Q j‖(Eq
Φ
)t(Rn)

s
1Q j

1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
. ‖ f ‖
(hE
q,r,d
Φ
)fint (R
n)
.(2.31)
Then, from (2.29), (2.30), Lemma 2.29 and (2.31), it follows that
|Lg( f )| ≤
m∑
j=1
λ j|Lg(a j)| .
m∑
j=1
λ j‖g‖Lq,r′ ,d
Φ,t, loc
(Rn)
.
∥∥∥∥∥∥∥∥
m∑
j=1
λ j
‖1Q j‖(Eq
Φ
)t(Rn)
1Q j
∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
‖g‖Lq,r′ ,d
Φ,t, loc
(Rn)
.
∥∥∥∥∥∥∥∥∥

m∑
j=1
 λ j‖1Q j‖(Eq
Φ
)t(Rn)

s
1Q j

1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
‖g‖Lq,r′ ,d
Φ,t, loc
(Rn)
. ‖ f ‖
(hE
q,r,d
Φ
)fint (R
n)
‖g‖Lq,r′ ,d
Φ,t, loc
(Rn)
.
By this and the fact that (hE
q,r,d
Φ
)fint (R
n) is dense in (hE
q
Φ
)t(R
n), together with Theorem 2.22, we
obtain the desired conclusion of (i).
As for (ii), take any cube Q ⊂ Rn with ℓ(Q) ∈ [1,∞). We first prove that
(2.32) ((hE
q
Φ
)r,dt (R
n))∗ ⊂ (Lr(Q))∗,
where Lr(Q) := { f ∈ Lr(Rn) : supp ( f ) ⊂ Q}. Obviously, for any given f ∈ Lr(Q) and ‖ f ‖Lr(Q) ,
0, a :=
|Q| 1r
‖1Q‖(Eq
Φ
)t (R
n)
‖ f ‖−1
Lr(Q)
f is a local ((E
q
Φ
)t(R
n), r, d)-atom. Thus, f ∈ (hEq,r,d
Φ
)t(R
n) and
‖ f ‖
(hE
q,r,d
Φ
)t(Rn)
= ‖ f ‖Lr(Q)
‖1Q‖(Eq
Φ
)t(Rn)
|Q| 1r
‖a‖
(hE
q,r,d
Φ
)t(Rn)
.
‖1Q‖(Eq
Φ
)t(Rn)
|Q| 1r
‖ f ‖Lr(Q),
which implies that, for any L ∈ ((hEq
Φ
)r,dt (R
n))∗ and f ∈ Lr(Q).
|L( f )| ≤ ‖L‖
((hE
q
Φ
)r,dt (R
n))∗‖ f ‖(hEq
Φ
)r,dt (R
n)
. ‖L‖
((hE
q
Φ
)r,dt (R
n))∗
‖1Q‖(Eq
Φ
)t(Rn)
|Q| 1r
‖ f ‖Lr(Q).
From this, we deduce that L ∈ (Lr(Q))∗ and hence (2.32) holds true.
Let {Q j} j∈N be a sequence of cubes satisfying that, for any j ∈ N, Q j ⊂ Q j+1, ∪ j∈NQ j = Rn
and ℓ(Q1) ∈ [1,∞). Assume that L ∈ ((hEqΦ)r,dt (Rn))∗. Using (2.32), by an argument similar to that
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used in the estimation of [33, (7.16)], we know that there exists a function g on Rn such that, for
any j ∈ N and f ∈ Lr(Q j),
(2.33) L( f ) =
∫
Q j
f (x)g(x) dx.
We claim that, for any f ∈ (hEq,r,d
Φ
)fint (R
n),
(2.34) L( f ) =
∫
Rn
f (x)g(x) dx.
Indeed, from the fact that ∪ j∈NQ j = Rn, it follows that, for any local ((EqΦ)t(Rn), r, d)-atom a, there
exists a j0 ∈ N such that a ∈ Lr(Q j0). By this and (2.33), we conclude that the claim (2.34) holds
true.
We now show that g ∈ Lq,r′,d
Φ,t, loc
(Rn). We may assume that g , 0. Observe that, for any cube
Q ⊂ Rn with ℓ(Q) ∈ [1,∞) and any f ∈ Lr(Q) with ‖ f ‖Lr(Q) ≤ 1, a := |Q|
1
r
‖1Q‖(Eq
Φ
)t(R
n)
f is a local
((E
q
Φ
)t(R
n), r, d)-atom and supp (a) ⊂ Q. From this, (2.33) and the fact that L ∈ ((hEq
Φ
)r,dt (R
n))∗,
we deduce that∣∣∣∣∣∣
∫
Q
a(x)g(x) dx
∣∣∣∣∣∣ = |L(a)| ≤ ‖L‖((hEqΦ)r,dt (Rn))∗‖a‖(hEqΦ)t(Rn) . ‖L‖((hEqΦ)r,dt (Rn))∗ ,
which implies that, for any f ∈ Lr(Q) with ‖ f ‖Lr(Q) ≤ 1,
(2.35)
|Q| 1r
‖1Q‖(Eq
Φ
)t(Rn)
∣∣∣∣∣∣
∫
Q
f (x)g(x) dx
∣∣∣∣∣∣ . ‖L‖((hEqΦ)r,dt (Rn))∗ .
When r = ∞, let f := sign(g) and, when r ∈ (1,∞), let f := |g|r
′−1
‖|g|r′−1‖Lr (Rn) . By this, the Ho¨lder
inequality and (2.35), we conclude that
(2.36)
|Q|
‖1Q‖(Eq
Φ
)t(Rn)
[
1
|Q|
∫
Q
|g(x)|r′ dx
] 1
r′
. ‖L‖
((hE
q
Φ
)r,dt (R
n))∗ .
Moreover, from (HE
q
Φ
)t(R
n) ⊂ (hEq
Φ
)t(R
n) and the fact that, for any f ∈ (HEq
Φ
)t(R
n),
‖ f ‖(hEq
Φ
)t(Rn)
≤ ‖ f ‖(HEq
Φ
)t(Rn)
,
we deduce that ((hE
q
Φ
)t(R
n))∗ ⊂ ((HEq
Φ
)t(R
n))∗ and L|(HEq
Φ
)t(Rn)
∈ ((HEq
Φ
)t(R
n))∗. Since (2.34)
holds true for any f ∈ (hEq,r,d
Φ
)fint (R
n), from [38, Theorem 5.7], we deduce that g ∈ Lq,r′,d
Φ,t
(Rn) and
‖g‖Lq,r′ ,d
Φ,t
(Rn)
.
∥∥∥∥L|(HEq
Φ
)t(Rn)
∥∥∥∥
((HE
q
Φ
)t(Rn))∗
. ‖L‖
((hE
q,r,d
Φ
)t(Rn))∗
.
This, combined with (2.36) and the definition of Lq,r′,d
Φ,t, loc
(Rn), implies that g ∈ Lq,r′,d
Φ,t, loc
(Rn) and
‖g‖Lq,r′ ,d
Φ,t, loc
(Rn)
. ‖L‖
((hE
q,r,d
Φ
)t(Rn))∗
,
which completes the proof of (ii) and hence of Theorem 2.28. 
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Remark 2.30. Let t = 1, q ∈ (0,∞) and Φ(τ) := τq for any τ ∈ [0,∞). Then (hEq
Φ
)t(R
n)
and (E
q
Φ
)t(R
n) become, respectively, the classical local Hardy space hq(Rn) and Lebesgue space
Lq(Rn). When q = 1, we have (hE
q
Φ
)t(R
n) = h1(Rn) and, moreover, Lq,r,0
Φ,t, loc
(Rn) with r ∈ [1,∞)
coincides with the classical local BMO space bmo (Rn) which was introduced by Goldberg in
[16].
3 Sharpness of bilinear decompositions
In this section, we prove that the bilinear decomposition (1.3) is sharp and the bilinear decom-
position (1.4) is not sharp (see Remark 3.9 below). These two results of bilinear decomposition
were proved in [12].
Now, we recall the notions of both the local Hardy-type space hΦ∗ (R
n) introduced in [4] and the
local Musielak–Orlicz Hardy space hlog(Rn) in [33].
Definition 3.1. For any τ ∈ [0,∞), let
(3.1) Φ(τ) :=
τ
log(e + τ)
.
(i) The variant Orlicz space LΦ∗ (R
n) is defined to be the set of all measurable functions f such
that
‖ f ‖LΦ∗ (Rn) :=
∑
k∈Zn
‖ f1Qk‖LΦ(Rn) < ∞,
where Qk := k + [0, 1)
n for any k ∈ Zn.
(ii) The variant local Orlicz Hardy space hΦ∗ (R
n) is defined by setting
hΦ∗ (R
n) :=
{
f ∈ S′(Rn) : ‖ f ‖hΦ∗ (Rn) := ‖m
∗∗
b ( f , ϕ)‖LΦ∗ (Rn) < ∞
}
,
where ϕ ∈ S(Rn) satisfies
∫
Rn
ϕ(x) dx , 0 and m∗∗
b
( f , ϕ) is as in (2.2) with b ∈ (2n,∞).
(iii) The local Orlicz Hardy space hΦ(Rn) is defined via replacing LΦ∗ (Rn) in (ii) by LΦ(Rn).
(iv) The local Hardy space h1(Rn) is defined via replacing LΦ∗ (R
n) in (ii) by L1(Rn).
Definition 3.2. Let θ be as in (1.2).
(i) The Musielak–Orlicz space Lθ(Rn) is defined to be the set of all measurable functions f
such that
‖ f ‖Lθ(Rn) := inf
{
λ ∈ (0,∞) :
∫
Rn
θ
(
x,
| f (x)|
λ
)
dx ≤ 1
}
< ∞.
(ii) The local Musielak–Orlicz Hardy space hlog(Rn) is defined by setting
hlog(Rn) : =
{
f ∈ S′(Rn) : ‖m∗∗b ( f , ϕ)‖Lθ(Rn) < ∞
}
,
where ϕ ∈ S(Rn) satisfies
∫
Rn
ϕ(x) dx , 0 and m∗∗
b
( f , ϕ) is as in (2.2) with b ∈ (2n,∞).
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To prove that the bilinear decomposition (1.4) is not sharp, we need the following very useful
technical lemma.
Lemma 3.3. Let θ be as in (1.2) and Φ be as in (3.1). Then LΦ∗ (R
n) ⊂ Lθ(Rn) and there exists a
positive constant C such that, for any f ∈ LΦ∗ (Rn),
‖ f ‖Lθ(Rn) ≤ C ‖ f ‖LΦ∗ (Rn) .
Proof. Let f ∈ LΦ∗ (Rn). By the homogeneity of both ‖ · ‖LΦ∗ (Rn) and ‖ · ‖Lθ(Rn), without loss of
generality, we may assume that ‖ f ‖LΦ∗ (Rn) = 1. To show this lemma, by [32, Lemma 1.1.11(i)], we
know that it suffices to prove that ∫
Rn
θ (x, | f (x)|) dx . 1.(3.2)
We first write∫
Rn
θ (x, | f (x)|) dx =
∑
k∈Zn
∫
Qk
θ (x, | f (x)|) dx(3.3)
=
∑
k∈Zn,|k|≤2√n
∫
Qk
θ (x, | f (x)|) dx +
∑
k∈Zn,|k|>2√n
· · · =: I1 + I2,
where Qk := k + [0, 1)
n for any k ∈ Zn.
We first deal with I1. By Definition 2.2, we conclude that
I1 =
∑
k∈Zn,|k|≤2√n
∫
Qk
θ (x, | f (x)|) dx =
∑
k∈Zn,|k|≤2√n
∫
Qk
| f (x)|
log(e + |x|) + log(e + | f (x)|) dx(3.4)
=
∑
k∈Zn,|k|≤2√n
[‖ f1Qk‖LΦ(Rn) + 1]
∫
Qk
| f (x)|/[‖ f1Qk‖LΦ(Rn) + 1]
log(e + | f (x)|/[‖ f1Qk ‖LΦ(Rn) + 1])
× log(e + | f (x)|/[‖ f1Qk‖LΦ(Rn) + 1])
log(e + |x|) + log(e + | f (x)|) dx
≤
∑
k∈Zn,|k|≤2√n
[‖ f1Qk‖LΦ(Rn) + 1]
∫
Qk
| f (x)|/[‖ f1Qk‖LΦ(Rn) + 1]
log(e + | f (x)|/[‖ f1Qk ‖LΦ(Rn) + 1])
dx
=
∑
k∈Zn,|k|≤2√n
[‖ f1Qk‖LΦ(Rn) + 1]
∫
Qk
Φ
( | f (x)|
‖ f1Qk‖LΦ(Rn) + 1
)
dx
. 1 +
∑
k∈Zn
‖ f1Qk‖LΦ(Rn) . 1.
As for I2, observe that, for any k ∈ Zn, |k| > 2
√
n and x ∈ Qk, |x| > |k| −
√
n > 1
2
|k|. From this and
Definition 2.2, if follows that
I2 = (n + 1)
∑
k∈Zn ,|k|>2√n
∫
Qk
| f (x)|
(n + 1)[log(e + |x|) + log(e + | f (x)|)] dx
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∼
∑
k∈Zn,|k|>2√n
[
‖ f1Qk‖LΦ(Rn) + |k/2|−(n+1)
] ∫
Qk
| f (x)|/[‖ f1Qk ‖LΦ(Rn) + |k/2|−(n+1)]
log(e + | f (x)|/[‖ f1Qk‖LΦ(Rn) + |k/2|−(n+1)])
× log(e + | f (x)|/[‖ f1Qk‖LΦ(Rn) + |k/2|
−(n+1)])
log(e + |x|n+1) + log(e + | f (x)|) dx
.
∑
k∈Zn,|k|>2√n
[
‖ f1Qk‖LΦ(Rn) + |k/2|−(n+1)
] ∫
Qk
| f (x)|/[‖ f1Qk ‖LΦ(Rn) + |k/2|−(n+1)]
log(e + | f (x)|/[‖ f1Qk‖LΦ(Rn) + |k/2|−(n+1)])
× log(e + |k/2|
n+1| f (x)|)
log(e + |x|n+1| f (x)|) dx
.
∑
k∈Zn,|k|>2√n
[
‖ f1Qk‖LΦ(Rn) + |k/2|−(n+1)
] ∫
Qk
Φ
( | f (x)|
‖ f1Qk‖LΦ(Rn) + |k/2|−(n+1)
)
dx
≤
∑
k∈Zn,|k|>2√n
[
‖ f1Qk‖LΦ(Rn) + |k/2|−(n+1)
]
. 1 +
∑
k∈Zn,|k|>2√n
|k|−(n+1) . 1,
which, combined with (3.3) and (3.4), further implies that (3.2) holds true. This finishes the proof
of Lemma 3.3. 
Lemma 3.4. Let Φ be as in (3.1). Then, for any ball B ⊂ Rn,
‖1B‖LΦ∗ (Rn) ∼
|B|
log(e + 1|B| )
∼ ‖1B‖LΦ(Rn),
where the positive equivalence constants are independent of B.
Proof. For any ball B ⊂ Rn, we denote by xB its center and by rB its radius. Recall that the
following equivalence
(3.5) ‖1B‖LΦ(Rn) ∼
|B|
log(e + 1|B| )
was established in [34, Lemma 7.13]. To estimate ‖1B‖LΦ∗ (Rn), we consider the following two cases.
If rB ∈ [12 ,∞), then, by Remark 2.8(ii) and (3.5), we have
‖1B‖LΦ∗ (Rn) ∼ ‖1B‖(E1Φ)1(Rn) ∼
∫
Rn
‖1B(y,1)1B‖LΦ(Rn) dy ∼
∫
B(xB,3rB)
‖1B(y,1)1B‖LΦ(Rn) dy
. |B(xB, 3rB)| ∼ |B|
log(e + 1|B| )
and
‖1B‖LΦ∗ (Rn) ∼ ‖1B‖(E1Φ)1(Rn) ∼
∫
Rn
∥∥∥1B(y,1)1B∥∥∥LΦ(Rn) dy &
∫
B(xB,
1
2
rB)
∥∥∥∥1B(y, 1
4
)
∥∥∥∥
LΦ(Rn)
dy
∼
∣∣∣∣∣∣B
(
xB,
1
2
rB
)∣∣∣∣∣∣ ∼ |B|log(e + 1|B| ) .
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Thus, ‖1B‖LΦ∗ (Rn) ∼
|B|
log(e+ 1|B| )
when rB ∈ [12 ,∞).
If rB ∈ (0, 12 ), then, by (3.5), we obtain
‖1B‖LΦ∗ (Rn) ∼
∫
Rn
‖1B(y,1)1B‖LΦ(Rn) dy .
∫
B(xB,2)
‖1B‖LΦ(Rn) dy ∼
|B|
log(e + 1|B| )
and
‖1B‖LΦ∗ (Rn) ∼
∫
Rn
‖1B(y,1)1B‖LΦ(Rn) dy &
∫
B(xB,
1
2
)
‖1B‖LΦ(Rn) dy ∼
|B|
log(e + 1|B| )
.
Thus, ‖1B‖LΦ∗ (Rn) ∼
|B|
log(e+ 1|B| )
also holds true when rB ∈ (0, 12 ), which completes the proof of Lemma
3.4. 
We now recall some notions about local BMO spaces in [34].
Definition 3.5. (i) The local BMO space bmo (Rn) is defined to be the set of all measurable
functions f such that
‖ f ‖ bmo (Rn) := sup
cubeQ⊂Rn,ℓ(Q)<1
1
|Q|
∫
Q
| f (x) − fQ| dx + sup
cube Q⊂Rn,ℓ(Q)≥1
1
|Q|
∫
Q
| f (x)| dx < ∞,
where fQ :=
1
|Q|
∫
Q
f (x) dx for any cube Q ⊂ Rn.
(ii) Let Φ be as in (3.1). The local BMO-type space bmo Φ(Rn) is defined to be the set of all
measurable functions f ∈ L1
loc
(Rn) such that
‖ f ‖ bmo Φ(Rn) : = sup
cube Q⊂Rn,ℓ(Q)<1
log(e + 1|Q| )
|Q|
∫
Q
| f (x) − fQ| dx
+ sup
cube Q⊂Rn,ℓ(Q)≥1
log(e + 1|Q| )
|Q|
∫
Q
| f (x)| dx < ∞,
where fQ :=
1
|Q|
∫
Q
f (x) dx for any cube Q ⊂ Rn.
(iii) Let θ be as in (1.2). The local BMO-type space bmo log(Rn) is defined to be the set of all
measurable functions f ∈ L1
loc
(Rn) such that
‖ f ‖ bmo log(Rn) : = sup
cubeQ⊂Rn ,ℓ(Q)<1
log(e + 1|Q| ) + supx∈Q[log(e + |x|)]
|Q|
∫
Q
| f (x) − fQ| dx
+ sup
cubeQ⊂Rn ,ℓ(Q)≥1
log(e + 1|Q| ) + supx∈Q[log(e + |x|)]
|Q|
∫
Q
| f (x)| dx < ∞,
where fQ :=
1
|Q|
∫
Q
f (x) dx for any cube Q ⊂ Rn.
Recall that a function g on Rn is called a pointwise multiplier on bmo Φ(Rn) if the pointwise
multiplication f g belongs to bmo Φ(Rn) for any f ∈ bmo Φ(Rn).
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Theorem 3.6. Let Φ be as in (3.1).
(i) The dual space of hΦ∗ (Rn), denoted by (hΦ∗ (Rn))∗, is bmo
Φ(Rn).
(ii) The dual space of hlog(Rn), denoted by (hlog(Rn))∗, is bmo log(Rn).
(iii) The class of pointwise multipliers of bmo (Rn) is L∞(Rn) ∩ (hΦ∗ (Rn))∗.
(iv) bmo log(Rn) $ bmo Φ(Rn) and L∞(Rn) ∩ bmo log(Rn) $ L∞(Rn) ∩ bmo Φ(Rn).
(v) hΦ∗ (Rn) $ hlog(Rn) and hence LΦ∗ (Rn) $ Lθ(Rn).
Proof. From Theorem 2.28, Lemma 3.4 and Definition 3.5, it is easy to deduce that (i) holds true.
By the proof of [18, Proposition 7.2] and [33, Corollary 7.6], we easily obtain (ii).
As for (iii), by [34, Lemma 7.13 and Corollary 7.6] and (i), we know that the dual space
of hΦ(Rn) in [34, Theorem 7.9(ii)] coincides with the dual space of hΦ∗ (R
n). From the proof
of [34, Theorem 7.9(ii)], it follows that the class of pointwise multipliers of bmo (Rn) is the
space L∞(Rn) ∩ (hΦ(Rn))∗. Thus, the class of pointwise multipliers for bmo (Rn) is the space
L∞(Rn) ∩ (hΦ∗ (Rn))∗. This finishes the proof of (iii).
Now we prove (iv). Applying the definitions of bmo log(Rn) and bmo Φ(Rn), it is easy to see
that bmo log(Rn) ⊂ bmo Φ(Rn), 1 ∈ bmo Φ(Rn) and ‖1‖ bmo Φ(Rn) = log(1 + e), 1 < bmo log(Rn)
and hence bmo log(Rn) $ bmoΦ(Rn), which, together with 1 ∈ L∞(Rn), further implies that
L∞(Rn) ∩ bmo log(Rn) $ L∞(Rn) ∩ bmo Φ(Rn).
As for (v), from Lemma 3.3 and the definitions of hΦ∗ (Rn) and hlog(Rn), it is easy to deduce that
(3.6) hΦ∗ (R
n) ⊂ hlog(Rn)
and
(3.7) ‖ · ‖hlog(Rn) . ‖ · ‖hΦ∗ (Rn).
Now we show that hΦ∗ (Rn) $ hlog(Rn). Assume that, as sets,
(3.8) hΦ∗ (R
n) = hlog(Rn).
From [32, Example 1.1.5], Definitions 3.1(ii) and 3.2(ii), we deduce that (hΦ∗ (Rn), ‖ · ‖
1
2
hΦ∗ (Rn)
) and
(hlog(Rn), ‖·‖
1
2
hlog(Rn)
) are Fre´chet spaces (see, for instance, [35, p. 52, Definition 1]), which, together
with (3.7) and the norm-equivalence theorem (see, for instance, [22, Corollary 2.12(d)]), further
implies that ‖ · ‖
1
2
hΦ∗ (Rn)
. ‖ · ‖
1
2
hlog(Rn)
and hence ‖ · ‖hΦ∗ (Rn) . ‖ · ‖hlog(Rn). By this, we know that, for
any L ∈ (hΦ∗ (Rn))∗ and f ∈ hlog(Rn),
|L( f )| . ‖ f ‖hΦ∗ (Rn) . ‖ f ‖hlog(Rn)
and hence (hΦ∗ (R
n))∗ ⊂ (hlog(Rn))∗, which, combined with (i) and (ii), leads to a contradiction
with (iv). Thus, the assumption (3.8) is not true. From this and (3.6), we further deduce that
hΦ∗ (Rn) $ hlog(Rn). By this and Lemma 3.3 [namely, LΦ∗ (Rn) ⊂ Lθ(Rn)], we finally conclude that
LΦ∗ (Rn) $ Lθ(Rn). This finishes the proof of (v) and hence of Theorem 3.6. 
Local Orlicz-Slice Hardy Spaces with Application to Bilinear Decompositions 27
Recall that, for any f ∈ h1(Rn) and g ∈ bmo (Rn), the product f × g is defined to be a Schwartz
distribution in S′(Rn) such that, for any φ ∈ S(Rn),
〈 f × g, φ〉 := 〈φg, f 〉,(3.9)
where the last bracket denotes the dual pair between bmo (Rn) and h1(Rn). From [20, Theorem 3],
we deduce that every φ ∈ S(Rn) is a pointwise multiplier on bmo (Rn), which implies that equality
(3.9) is well defined. By Theorem 3.6(iii), we know that L∞(Rn) ∩ bmoΦ(Rn) characterizes the
class of pointwise multipliers of bmo (Rn). From this, it follows that the largest range of ϕ which
makes 〈 f ×g, ϕ〉 = 〈gϕ, f 〉meaningful is ϕ ∈ L∞(Rn)∩ bmo Φ(Rn). By Theorem 3.6(iv), we know
that
L∞(Rn) ∩ bmo log(Rn) $ L∞(Rn) ∩ bmo Φ(Rn).
Thus,
〈 f × g, ϕ〉 = 〈gϕ, f 〉
is meaningful for any ϕ ∈ L∞(Rn) ∩ bmo log(Rn).
From (i) and (iii) of Theorem 3.6, similarly to [12, Theorem 1.1(ii)] and [12, Remark 3.1], we
deduce the following conclusion (see (i) and (ii) of Lemma 3.7 below), whose proof is a slight
modification of the one of [12, Theorem 1.1(ii)], and we omit the details.
Lemma 3.7. (i) Let Φ be as in (3.1) and hΦ∗ (R
n) as in Definition 3.1. Then there exist two
bounded bilinear operators
S : h1(Rn) × bmo (Rn)→ L1(Rn)
and
T : h1(Rn) × bmo (Rn) → hΦ∗ (Rn)
such that, for any ( f , g) ∈ h1(Rn) × bmo (Rn),
f × g = S ( f , g) + T ( f , g) in S′(Rn).
Moreover, for any given ( f , g) ∈ h1(Rn) × bmo (Rn) and any ϕ ∈ L∞(Rn) ∩ bmoΦ(Rn),
〈 f × g, ϕ〉 = 〈ϕ, S ( f , g)〉 + 〈ϕ, T ( f , g)〉.
(ii) Let hlog(Rn) be as in Definition 3.2. Then there exist two bounded bilinear operators
S : h1(Rn) × bmo (Rn)→ L1(Rn)
and
T : h1(Rn) × bmo (Rn) → hlog(Rn)
such that, for any ( f , g) ∈ h1(Rn) × bmo (Rn),
f × g = S ( f , g) + T ( f , g) in S′(Rn).
Moreover, for any given ( f , g) ∈ h1(Rn) × bmo (Rn) and any ϕ ∈ L∞(Rn) ∩ bmo log(Rn),
〈 f × g, ϕ〉 = 〈ϕ, S ( f , g)〉 + 〈ϕ, T ( f , g)〉.
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We point out that the conclusions of (i) and (ii) of Lemma 3.7 are simply denoted, respectively,
by (1.3) and (1.4).
Theorem 3.8. Let Φ be as in (3.1) and hΦ∗ (R
n) as in Definition 3.1. Assume that Y ⊂ hΦ∗ (Rn) is a
quasi-Banach spaces satisfying ‖ · ‖hΦ∗ (Rn) ≤ C‖ · ‖Y with C being a positive constant, and Lemma
3.7(i) with hΦ∗ (R
n) therein replaced by Y. Then L∞(Rn) ∩ (Y)∗ = L∞(Rn) ∩ (hΦ∗ (Rn))∗.
Proof. From the fact that Y satisfies Lemma 3.7(i) with hΦ∗ (Rn) therein replaced by Y, it follows
that, for any given ( f , g) ∈ h1(Rn) × bmo (Rn),
〈ϕ, S ( f , g)〉 + 〈ϕ, T ( f , g)〉 = 〈 f × g, ϕ〉 = 〈ϕg, f 〉, ∀ϕ ∈ L∞(Rn) ∩ (Y)∗,
where S : h1(Rn) × bmo (Rn) → L1(Rn) and T : h1(Rn) × bmo (Rn) → Y are two bounded
bilinear operators. From this, we deduce that ϕ is a pointwise multiplier of bmo (Rn), which, by
Theorem 3.6(iii), implies that ϕ ∈ L∞(Rn) ∩ (hΦ∗ (Rn))∗. We therefore obtain
(3.10) L∞(Rn) ∩ (Y)∗ ⊂ L∞(Rn) ∩ (hΦ∗ (Rn))∗.
FromY ⊂ hΦ∗ (Rn) and the assumption that ‖·‖hΦ∗ (Rn) . ‖·‖Y, we deduce that, for any L ∈ (hΦ∗ (Rn))∗
and f ∈ Y,
|L( f )| . ‖ f ‖hΦ∗ (Rn) . ‖ f ‖Y,
which implies that L ∈ (Y)∗ and hence (hΦ∗ (Rn))∗ ⊂ (Y)∗. By this and (3.10), we further conclude
that
L∞(Rn) ∩ (Y)∗ ⊂ L∞(Rn) ∩ (hΦ∗ (Rn))∗ ⊂ L∞(Rn) ∩ (Y)∗,
which implies that L∞(Rn) ∩ (Y)∗ = L∞(Rn) ∩ (hΦ∗ (Rn))∗. This finishes the proof of Theorem
3.8. 
Remark 3.9. (i) The sharpness of (1.3) is implied by Theorem 3.8. Indeed, suppose that
Lemma 3.7(i) holds true with hΦ∗ (R
n) therein replaced by a smaller quasi-Banach spaces
Y. From Theorem 3.8, we deduce that L∞(Rn) ∩ (Y)∗ = L∞(Rn) ∩ (hΦ∗ (Rn))∗. In this sense,
(1.3) [namely, Lemma 3.7(i)] is sharp. It is still unknown whether or not hΦ∗ (R
n) is indeed
the smallest space, in the sense of the inclusion of sets, having the property as in Lemma
3.7(i); see [8].
(ii) From Theorem 3.6(v), it follows that hΦ∗ (Rn) $ hlog(Rn). Thus, the bilinear decomposition
in Lemma 3.7(ii) [namely, (1.4)] is not sharp.
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