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An assessment of time integration schemes 
for dynamic geotechnical problems 
ABSTRACT: 
The performance of the generalized-α, Newmark, HHT and WBZ time 
integration schemes is examined for a boundary value problem of a deep 
foundation subjected to various earthquake loadings. The effects of the frequency 
content of the earthquake excitation and the natural frequency of the numerical 
model on the performance of the above-mentioned algorithms are considered. 
The various time integration methods are compared in terms of accuracy, the 
ability to control high frequency dissipation and run time. It is concluded from 
the finite element analysis results that the generalized-α scheme has superior 
qualities compared to the other algorithms investigated. 
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1.1 Introduction 
 Dynamic finite element analyses of engineering structures employ step-
by-step integration methods to obtain a time domain solution of the equation of 
motion. A basic requirement for an integration scheme is unconditional stability 
for linear problems. Furthermore, the necessity for time integration algorithms to 
exhibit second order accuracy and to posses algorithmic damping is widely 
recognised (Hughes and Hilber 1978). Due to poor spatial discretization, the 
finite element method cannot represent accurately high-frequency modes. Strang 
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and Fix (1973), among others, showed that modes corresponding to higher 
frequencies become more and more inaccurate. Thus, the role of numerical 
damping is to eliminate spurious high frequency oscillations without affecting 
low to medium frequency modes that are of engineering interest.  
 The most commonly used time integration schemes in geotechnics are the 
family of Newmark’s algorithms (Newmark 1959), the Wilson-θ method (1973) 
and the HHT method of Hilber, Hughes & Taylor (1977). 
 The Newmark method with its commonly used values (γ=2β=0.5) is the 
most accurate unconditionally stable scheme (Dahlquist, 1963), but results in 
excessive numerical oscillations. Introduction of numerical dissipation into the 
Newmark scheme damps the spurious oscillations, but the method is no longer 
second order accurate.  
 Both the Wilson–θ method and the HHT method are unconditionally 
stable and possess numerical damping of high-frequency modes in conjunction 
with second order accuracy. However, Hilber and Hughes (1973) found that 
pathological overshooting is an inherent property of the Wilson–θ method. 
Therefore, the HHT is preferred and widely implemented in geotechnical FE 
codes (e.g. DYSA2C, Muraleetharan et al 1988). The generalized-α algorithm 
(CH) of Chung & Hulbert (1993), which is quite popular in the field of structural 
dynamics, has been implemented into the geotechnical finite element code 
ICFEP (Kontoe, 2006). Depending on the selected algorithmic parameters the 
CH scheme collapses into a number of other algorithms (i.e. HHT, WBZ of 
Wood, Bossak & Zienkiewicz (1981) and Newmark).  
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 The behaviour of the above-mentioned algorithms is theoretically well 
established for linear free vibrations (e.g. Hughes, 1983) and is briefly reviewed 
in the following section. Conversely, the theoretical study of the integration 
schemes’ performance in nonlinear transient analyses is cumbersome and not yet 
fully understood. In this paper finite element analyses are employed to assess the 
behaviour of the CH algorithm and of the more commonly used schemes (i.e. 
HHT, WBZ and Newmark) in nonlinear transient analyses. For this purpose a 
deep foundation was analysed for various earthquake loadings and for various 
soil properties. 
1.2 Theoretical background 
 Equation 1 represents the governing finite element equation at time t=tk+1 
and it is commonly known as the equation of motion.  
                   1k1k1k1k tRtuKtuCtuM      (1) 
where  M ,  C  and  K  are the global mass, damping and stiffness matrices, 
respectively,  R  is the vector of the global applied loads,  u  is the 
displacement vector and the superimposed dots indicate time differentiation. The 
fundamental idea of the CH scheme is the evaluation of the various terms of the 
equation of motion at different points within the time step. The CH method 
employs Newmark’s equations for the displacement and velocity variations 
(Equations 2 and 3 respectively), but it introduces two additional parameters, mα  
and fα  into the equation of motion (Equation 4): 
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where t  is the time step and tk, tk+1 denote two consecutive time intervals (i.e. 
tk+1= tk+ t ). With appropriate choice of β  and γ  (β =0.3025, γ =0.6) the CH 
method simplifies to either the HHT or WBZ algorithms when the parameters 
mα , fα  become respectively equal to zero. When mα = fα =0 the method 
simplifies to the Newmark method. In the present study the Newmark method 
with the commonly used values (γ=2β=0.5) is denoted as NMK1, whereas the 
dissipative version of the Newmark method (β=0.3025, γ=0.6) is denoted as 
NMK2. 
 To investigate the stability and accuracy characteristics of an integration 
scheme in the linear regime, it is common practice to consider the modes of a 
system independently with a common time step Δt instead of considering the 
global Equation 1 (e.g. Hughes, 1983). The governing equation of one mode is 
equivalent to the governing equation of a single degree-of-freedom (SDOF) 
model. Consider the homogeneous equilibrium equation of a SDOF system: 
   0ukucum        (5) 
where m is the mass, c is a constant representing the damping, k is the stiffness 
of the SDOF system and u is a single degree of freedom in terms of a 
 5 
displacement. Solving the above equation numerically leads to the following set 
of equations: 
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where A is the amplification matrix that determines algorithmic characteristics 
such as stability, accuracy and numerical dissipation. A marching scheme is said 
to be stable if the amplification matrix is bounded: 
   ||Aκ|| ≤ constant     (7) 
where κ is a real number. The characteristic cubic equation of A is: 
  0AλAλA2λλI)det(A 32
2
1
3     (8) 
where I denotes the identity matrix, λ is a solution of Equation 8, A1 is the trace 
of A, A2 is the sum of the principal minors of A and A3 is the determinant of A. 
Since Equation 8 is cubic, there can be 3 possible solutions (λ1, λ2, λ3) which are 
also known as the eigenvalues of A. The spectral radius  Aρ  is then defined as: 
      321 λ,λ,λmaxAρ      (9) 
An algorithm is said to be A-stable when the following conditions are fulfilled1: 
     1Aρ        (10) 
                                                 
1 Note that for situations where A has multiple eigenvalues (i.e. λ1= λ2), then   1Aρ  . 
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Eigenvalues of A of multiplicity greater than one are strictly less than one in 
modulus. Furthermore the spectral radius is a measure of algorithmic dissipation. 
For ρ equal to 1, the dissipation is equal to zero, but as ρ decreases, the 
algorithmic dissipation increases. Figure 1 illustrates a diagram of spectral radius 
(ρ) versus the time step (Δt) normalized by the period (T). The algorithmic 
parameters were chosen such that all the algorithms, apart from NMK1, have the 
same value of spectral radius at the high frequency limit. Clearly, the transition 
from the lower to the higher modes is smoother for the CH method. 
Consequently it affects less the low and intermediate modes than the other 
algorithms, which have a quite abrupt change between the low and high 
frequency modes. The HHT and WBZ algorithms have almost identical 
behaviour and the NMK2 seems to significantly affect the low frequency modes. 
In particular, for a time step equal to T/5 (Δt/T=0.2) the CH method has zero 
algorithmic damping error, whereas the error of NMK2 is 5%.  
 The great advantage of the CH method is that the algorithmic parameters 
mα , fα  are directly related to the value of spectral radius at the high frequency 
limit, ρ . The unconditional stability of the scheme is guaranteed when: 
   
 
4
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   (11) 
Furthermore, the CH method attains second order accuracy when: 
   fm αα
2
1
γ       (12) 
Finally the scheme achieves optimal high frequency dissipation with minimal 
low frequency impact when the following three conditions hold:  
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The CH scheme allows the user to control the amount of numerical damping in 
the high frequency limit, as one has to decide the value of only one parameter 
( ρ ). All other parameters ( mα , fα , β and γ) will be automatically calculated 
from the above equations (11, 12 and 13). In this respect, it is useful to 
investigate the behaviour of the algorithm for different values of ρ. Thus, the 
spectral stability analysis of the CH algorithm was repeated for ρ equal to 0.6, 
0.42 and 0.0. The diagram of spectral radius (Figure 2) shows that the behaviour 
of the algorithm for ρ=0.0 leads to excessive dissipation in the low-frequency 
range. Furthermore it is interesting to note that the CH algorithm even for low 
vales of ρ (i.e. 0.42, 0.6) affects less the low-frequency modes than the NMK2 
method (with ρ=0.818). 
 The previous analysis is based on the analytical solutions of free vibration 
model problems and it does not examine the effect of the forcing term on the 
performance of the integration scheme. Pegon (2001) proposed an analysis in the 
frequency domain that investigates the effect of the forcing term on the accuracy 
properties of integration schemes under resonance conditions. This study showed 
that the HHT method, in contrast to the NMK1, acts as a filter as it does not 
amplify the unwanted high frequency modes. Furthermore, it was concluded that 
the choice of the fα  parameter of the HHT algorithm should also take into 
account the spectrum of the loading. Bonelli et al (2002) extended the analysis 
proposed by Pegon (2001) to nonlinear forced vibration. Their results regarding 
the performance of the CH algorithm under resonance conditions show that the 
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algorithm can limit the resonance peak of the high frequency response without 
significantly affecting the resonance peak in the low frequency response. 
Furthermore, the performance of the algorithm is critically controlled by the 
appropriate choice of the algorithmic parameters ( mα , fα ). The studies of Pegon 
(2001) and Bonelli et al (2002) highlight the need for further research on the 
effects of the forcing term on the solution provided by commonly used 
integration schemes. Hence, the present study investigates how the frequency 
content of the earthquake excitation affects the accuracy and the numerical 
dissipation characteristics of the CH and of other commonly used schemes (i.e. 
NMK1, NMK2, HHT and WBZ) in a geotechnical application.  
1.3 Numerical analyses and results 
1.3.1 Description of the numerical model 
 A foundation 5 m deep and 1 m wide was analysed in plane strain, using 
the finite element mesh shown in Figure 3. This model was employed by Hardy 
(2003) to investigate the behaviour of deep foundations under seismic conditions. 
The objective in the present study is to compare the performance of different 
algorithms and not the thorough investigation of the seismic response of deep 
foundations. Figure 3 also illustrates the boundary conditions employed in the 
dynamic analyses. The vertical displacements are prescribed to be zero along the 
bottom boundary, since it is assumed that a very stiff soil layer exists at a depth 
of 20 meters. The mesh is 42 meters wide and on the lateral boundaries the 
displacements are tied together in both directions (i.e. uB=uC and vB=vC= in 
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Figure 3) (Zienkiewicz et al, 1988). Assuming that waves radiating away from 
the foundation can be ignored, the tied degrees of freedom boundary condition 
models accurately the free-field response at the lateral boundaries. Furthermore, 
interface elements were placed along the two sides of the foundation, which 
allowed relative movement between the foundation and the surrounding soil. For 
simplicity dry conditions were assumed and a simple constitutive model was 
used. Hence the soil and the interface elements were modelled as elastic perfectly 
plastic Mohr-Coulomb materials and the foundation as linear elastic. The Mohr-
Coulomb model cannot properly model the physical damping of the soil. 
However, the emphasis of the present study is placed on the comparison of the 
numerical performance of different algorithms and not on the accurate modelling 
of the true soil behaviour. The implementation of the Mohr-Coulomb model in 
ICFEP allows the use of a non-associated flow rule in which the angle of dilation 
can be different from the angle of shearing resistance (see Potts and Zdravković, 
1999). In all the analyses a zero angle of dilation was assumed and an accelerated 
Modified Newton-Raphson scheme, with an error controlled substepping stress 
point algorithm, was employed to solve the nonlinear constitutive equations 
(Potts and Zdravkovic 1999). The assumed material properties are listed in Table 
1. The natural frequencies of a linear elastic soil column on a rigid base are given 
by Equation 4.19 (Kramer, 1996): 
   
 
H4
n21V
f Sn

  n=0, 1, 2,…   (14) 
in which 
ν)(1ρ2
E
VS

  is the shear wave velocity of the soil, H is the height 
of the soil column and n is the vibration mode. Assuming that the presence of the 
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foundation does not alter significantly the overall dynamic behaviour of the finite 
element mesh, Equation 14 can be used to estimate the initial fundamental 
frequency (for n=0) of the FE model. The height of the soil column in this case is 
20m and the shear wave velocity is 111.3 m/s resulting in a fundamental 
frequency f0 of 1.391Hz. To investigate the role of the fundamental frequency of 
the FE model some of the dynamic analyses of Section 1.3.4 were repeated in 
Section 1.3.5 for various values of soil stiffness (see Table 2). 
 Initially, the static bearing capacity of the foundation was evaluated to be 
3315 kN/m, by conducting a displacement controlled analysis. Furthermore, prior 
to all dynamic analyses, a static working load, corresponding to a factor of safety 
of 2.7 against the estimated static bearing capacity was applied to the foundation 
over a series of load increments. A common time step of Δt=0.01sec was used in 
all dynamic analyses.  
1.3.2 Input ground motion 
 Three acceleration time histories, recorded during the 1979 Montenegro 
earthquake (ML=7.03), were considered. Specifically, the foundation was 
subjected to the east-west component of the Petrovac (PETO) recording, to the 
north-south component of the Veliki (VELS) recording and to the east-west 
component of the Titograd (TITO) recording. The above-mentioned filtered time 
histories were obtained from the database of Ambraseys et al (2004). The 
horizontal acceleration time histories (Figure 4) were applied incrementally to all 
nodes along the bottom boundary of the FE model (Figure 3). The acceleration 
values of the PETO and VELS are higher than that of the TITO spectrum, with 
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predominant periods of 0.5 sec (fo=2Hz), 0.4 sec (fo=2.5Hz) and 0.065 sec 
(fo=15.38Hz) respectively. As mentioned previously, one of the objectives of this 
study is to investigate how the frequency content of the excitation affects the 
performance of the algorithms. Therefore the 3 selected time histories have 
distinct predominant frequencies and very narrow banded response spectrum 
around the predominant frequency. 
1.3.3 Parametric study for different levels of numerical damping 
 As noted earlier the algorithmic parameters of the CH method 
( γβ,,α,α fm ) can be expressed as a function of the value of spectral radius at 
infinity ρ  (see Equation 13). The great advantage of the CH method is that by 
varying the value of spectral radius at infinity ρ , the user can control the 
amount of numerical dissipation at the high frequency limit, without significantly 
affecting the lower modes. This feature was shown in the abovementioned 
theoretical analysis by repeating the spectral stability analysis of the CH 
algorithm for different values of ρ. However, it still remains to be shown 
whether the CH scheme maintains this favourable property in nonlinear transient 
problems. It is shown in the next section that from the three considered records 
(i.e. TITO, VELS and PETO) the performance of the algorithms is worse for the 
TITO recording. Hence, to investigate the performance of the CH algorithm for 
the less favourable case, the foundation was subjected to the TITO recording and 
its dynamic response was compared for various levels of high frequency 
dissipation (ρ equal to 0.818, 0.6, 0.42 and 0.0) and for NMK1 (ρ=1.0) that 
possess no dissipation. It should be noted that the low-frequency components of 
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an earthquake motion generally dominate the displacement response (Kramer, 
1996). Thus, to assess the effect of numerical dissipation on the low frequency 
response, displacement histories of the foundation are computed. Figure 5 shows 
the vertical displacement history of point A at the base of the foundation (see 
Figure 3) for different values of spectral radius at infinity for the TITO recording.  
 All settlement histories start from an initial value (77mm), induced by the 
applied working load, increase rapidly during the intense period of the 
earthquake and then they stabilize. The curves for the CH algorithm with its 
standard parameters ( ρ =0.818) and the NMK1 are indistinguishable. The 
curves for ρ =0.42 and ρ =0.6 have slightly different settlements during the 
intense period of the earthquake and then they converge to a single value. The 
final value of the settlement for ρ =0.42 and ρ =0.6 is only 1.4 % lower than 
that for the CH with its standard parameters ( ρ =0.818). For the case of ρ =0.0 
the response is damped more and the final settlement is 5.3% lower than the one 
predicted by the CH with ρ =0.818. The comparison of the settlement histories 
indicates that the displacement response is not particularly sensitive to the value 
of ρ . However, both this numerical investigation and the previous theoretical 
analysis suggest that the extreme value of ρ =0.0 should be avoided. 
Furthermore Figure 6 compares the Fourier amplitude spectra of the horizontal 
acceleration time history of point A at the base of the foundation  for various 
levels of high frequency dissipation (ρ equal to 0.818, 0.42 and 0.0) and for 
NMK1. The Fourier amplitude spectrum of an accelerogram shows how the 
amplitude of the motion is distributed with respect to frequency (Kramer, 1996). 
Observing the frequency content of the response, it can be postulated whether 
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inaccurate high frequencies have been introduced into the solution. The Fourier 
spectra of Figure 6 are very narrow banded, with a dominant peak at a frequency 
of 1.44 Hz. This value is very close to the estimated fundamental frequency of 
1.39 Hz (from Equation 12). Furthermore, a secondary peak can be identified at a 
frequency of f1=4.13Hz that corresponds to the second natural frequency of the 
system (i.e. n=1 in Equation 14). The Fourier spectrum of NMK1 is dominated 
by spurious peaks at frequencies greater than 40Hz due to lack of numerical 
damping. Some spurious frequencies can also be observed for ρ=0.818, but are 
eliminated at higher levels of numerical dissipation (i.e. ρ=0.42, 0.0). The 
comparison of the Fourier spectra highlights the need for numerical dissipation 
of the high frequency modes which cannot be adequately calculated by the FE 
method. Although general conclusions cannot be drawn from this brief 
parametric study, it seems that the CH scheme maintains its ability to allow 
parametric control of high frequency dissipation without considerably affecting 
the low-frequency response in a boundary value problem. 
1.3.4 Analyses for various excitations 
 To allow the comparison of the CH scheme with other commonly used 
schemes, the dynamic analyses of the foundation were also performed with the 
NMK1, NMK2, HHT and WBZ schemes for the same value of spectral radius at 
infinity (ρ =0.818). Figure 7 presents the vertical displacement history of point 
A at the base of the foundation for the TITO, VELS and PETO recordings. Note 
that for all recordings the CH scheme gives identical results to that computed 
with the NMK1. The curves for the HHT, WBZ and NMK1 are indistinguishable 
for the VELS and PETO recordings and only slightly deviate for the TITO 
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recoding. On the other hand the NMK2 always seems to damp out the response 
significantly compared to the other algorithms. Analogous observations can be 
made from plots of horizontal displacements and velocities that are not presented 
for brevity. Note that in all cases the WBZ results were identical to the ones 
predicted by the HHT. Thus, there is no need to include the WBZ results in 
future discussions.  
 Due to the different intensities of the recordings (Figure 4) the resulting 
displacements are not directly comparable. Therefore, it was chosen to normalize 
all vertical displacements with respect to the vertical displacements of NMK1. 
This normalization is justified since NMK1 does not possess any numerical 
damping. Hence, deviation from the displacement values of NMK1 can be used 
as a measure of how much dissipative algorithms damp the low frequency modes 
of the solution. Besides, the effect of the frequency content of the input motion 
on the performance of the algorithms cannot be assessed from the simple 
displacement history plots of Figure 7. Hence, Figure 8a shows a diagram of 
percentage deviation of the NMK2 from the NMK1 in terms of vertical 
displacements for the three recordings versus time. Clearly, as the predominant 
frequency of the earthquake recording increases (predominant period decreases) 
the NMK2 seems to damp the response more. Specifically, for the TITO 
recording (fo=15.38Hz) the maximum deviation is 10.5 %, whereas for the PETO 
recording (fo=2.0Hz), the maximum deviation is 7.2%. Figure 8b shows the 
percentage deviation for the HHT algorithm. The HHT seems to follow the same 
trend but with much lower values. So, for the TITO recording the maximum 
deviation is 1.9% and for the PETO it is as low as 0.8%. On the other hand, the 
CH seems to be insensitive to the frequency content of the input earthquake 
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(Figure 7). The deviation for the CH for all recordings was very low, less than 
1%. 
 In addition, Figure 9 illustrates the percentage deviation of the CH for 
different values of ρ for the TITO recording. It is worth mentioning that even 
for ρ=0.0 the CH has a smaller deviation (of 5%) than the NMK2 (Figure 8a). 
Furthermore, the CH for ρ =0.4 and ρ=0.6 performs similarly to the HHT 
which has ρ =0.818. 
 The displacement response of the foundation indicates the superior 
accuracy characteristics of the CH compared to the other dissipative schemes 
(NMK2, HHT and WBZ), as in all cases the curves of NMK1 and CH are 
indistinguishable. As mentioned earlier the displacement response generally 
reflects the low frequency response of the system. Hence, to compare the 
behaviour of the integration schemes in the high frequency range, the 
acceleration response needs to be examined. Considering the response for the 
VELS record, Figure 10 plots the horizontal acceleration time history at point A 
for NMK1, NMK2, CH and HHT. Spurious oscillations seem to dominate the 
solution of NMK1. The cycles of the response are indistinguishable as large and 
unrealistic numerical oscillations dominate the solution. The performance of the 
CH and HHT is very similar. Their solution contains some mild numerical 
oscillations, but it is generally satisfactory. On the other hand NMK2 is 
completely free from spurious oscillations, but it seems to excessively damp the 
response, as in a forced-system without physical damping one would expect the 
response to be preserved. These observations are better illustrated by the Fourier 
amplitude spectrum. 
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 Figure 11 plots the Fourier amplitude spectra of the acceleration time 
histories of Figure 10. Three peaks can be immediately identified in all the 
Fourier spectra: two peaks corresponding to the fundamental (i.e. first) and the 
second natural frequency (f0=1.44 Hz and f1=4.15 Hz respectively) of the soil 
layer and one corresponding to the predominant frequency of the excitation 
(fo=1/To2.5Hz). Similar to Figure 6b, the spectrum of NMK1 is dominated by 
spurious peaks at frequencies greater than 15Hz. On the other hand the NMK2 
eliminates the spurious peaks, but it considerably damps the peak that 
corresponds to the fundamental frequency of the soil layer. The predicted 
fundamental amplitude by NMK2 is 32% lower than the one predicted by 
NMK1. In contrast to the CH, the HHT seems to damp the peaks corresponding 
to the 3rd (f2=6.93Hz), 4
th (f3=9.55Hz), and 5
th (f4=12.0Hz) natural frequencies. 
This however does not affect the overall accuracy of the response which is 
clearly governed by the fundamental natural frequency. Unsurprisingly, the 
fundamental amplitude computed with the CH and the HHT matches the one 
predicted by the NMK1. Hence, Figures 10 and 11 demonstrate the importance 
of numerical damping in FE analysis and that the α-schemes (i.e. CH, HHT) 
efficiently filter the spurious frequencies, without excessively damp the response. 
1.3.5 Analyses for various soil properties  
 To investigate the effect of the numerical model’s natural frequencies on 
the performance of integrations schemes, the dynamic analyses for the VELS 
recording were repeated for various values of soil stiffness, as listed in Table 2. 
Note that, apart from the soil’s Young’s modulus, all other parameters are the 
same as before. Table 3 lists the maximum percentage deviation (PD) from 
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NMK1 for the settlement history at point A for NMK2, HHT and CH. 
Furthermore, the last column of Table 3 gives the final settlement (S) at point A 
computed with the NMK1. The fundamental frequency of the soil appears to 
have a significant influence on the final value of the settlement. The soil layer 
with f0=2.5Hz is at resonance with the excitation (which has a predominant 
frequency fo=2.5Hz) and therefore the foundation settles as much as 127.0cm. 
Furthermore, the performance of all algorithms is significantly affected by the 
resonance condition. At resonance the NMK2 has the highest percentage 
deviation (28.4%), but the α schemes also exhibit considerable deviation (17.3% 
for the HHT and 16.9% for CH). Excluding the analysis 4, the higher the 
fundamental frequency of the layer, the higher is the percentage deviation of the 
integration schemes. It is interesting to note that for f0=4.95Hz, the percentage 
deviations of the NMK2 and HHT are 40.9% and 9.5% respectively. However 
the settlement for this frequency is only 5.6cm, thus the absolute error of the two 
schemes (i.e. NMK2 and HHT) is of minor practical importance. Excluding 
again the special case of resonance, the CH scheme seems to be insensitive to the 
fundamental frequency of the soil layer and its percentage deviation does not 
exceed 3.5%. Taking into account that all the above-mentioned analyses were 
performed with the same time step (t=0.01sec), the role of the fundamental 
frequency can be isolated. Hence, for a given analysis (i.e. for given frequencies) 
to achieve the same level of accuracy with different schemes one has to use a 
smaller time step when employing the NMK2 (and to a certain extent when using 
the HHT) than when using the CH algorithm. However for the special case of 
resonance condition, one should carefully select a small time step even when 
using the CH scheme. 
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1.3.6 Computational cost 
It is widely accepted (e.g. Chung and Hulbert, 1993 and Fung, 2003) that 
numerical damping can improve the convergence of iterative nonlinear solvers. 
Therefore non-dissipative schemes, like NMK1, are expected to have higher 
computational cost than dissipative schemes. Table 4 lists the run times of the 
dynamic analyses of the foundation for the TITO recording for the 5 algorithms. 
The material properties used in these simulations correspond to those of analysis 
2 in Table 2. Besides, all the analyses were carried out on the same 1.2GHz (64 
bit) Sun-Blade 2000 workstation. As expected, the NMK1 scheme has the 
highest computational cost. It is also interesting to note that even for the same 
level of high frequency dissipation (i.e. 0.818ρ  ) the various schemes exhibit 
different run times. In particular, the CH is the most efficient scheme in terms of 
computational cost, as it is 2.14 times quicker than the NMK1. The HHT and the 
WBZ need 19% and 20% more run time respectively than the CH. It should be 
noted that the differences in Table 4 are the minimum observed. For the higher 
intensity recordings (i.e. VELS and PETO) the induced plasticity made the 
convergence much harder for NMK1 and NMK2 than for the α-schemes. Thus, 
for these recordings the differences in computational cost between Newmark’s 
schemes and the α-schemes were even more pronounced than those listed in 
Table 4. 
1.4 Conclusions 
 This study presents two-dimensional finite element analyses of a deep 
foundation subjected to seismic excitations. The emphasis was placed on the 
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behaviour of different integration schemes and not on a thorough investigation of 
the seismic response of deep foundations. Hence, a simple elastic perfectly 
plastic constitutive model was used. In the first set of analyses, the foundation 
response to a seismic excitation was compared for various levels of high 
frequency dissipation (i.e. ρ equal to 1.0, 0.818, 0.6, 0.42 and 0.0) employing 
the CH algorithm. The second set of analyses investigated the effect of the 
frequency content of the excitation on the behaviour of five algorithms (CH, 
HHT, WBZ, NMK1 and NMK2) while the last set of analyses investigated the 
effect of the numerical model’s natural frequencies on the performance of 
integrations schemes. Several conclusions can be drawn from the results of the 
abovementioned analyses: 
- The CH scheme seems to maintain in elasto-plastic analyses its 
ability to filter the high frequency modes without significantly 
affecting the low frequency response.  
- The comparison of the Fourier amplitude spectra of acceleration 
time histories for various levels of high frequency dissipation 
highlighted the necessity for numerical dissipation of the high 
frequency inaccurate modes in FE analyses 
- The CH algorithm was found to be insensitive to the predominant 
frequency of the input motion and to give similar results with the 
NMK1 scheme in terms of displacements. The predominant 
frequency of the excitation affected more the performance of the 
NMK2 than the HHT and WBZ algorithms. 
 20 
- The acceleration response showed that spurious oscillations 
dominate the results of the NMK1, whereas the α schemes (i.e. CH, 
HHT and WBZ) perform satisfactorily.  
- With respect to the effect of the natural frequency, the CH was 
found to be less sensitive than the HHT and the NMK2 schemes to 
the fundamental frequency of the numerical model. The accuracy of 
all three schemes deteriorates in the case that the fundamental 
frequency of the soil layer is equal to the predominant frequency of 
the excitation (i.e. at resonance). 
- Regarding the relative computational costs, the CH was found to be 
the most efficient method, whereas the NMK1 was the most 
expensive. 
 Based on the above the CH algorithm would appear to have superior 
qualities compared to the other algorithms investigated. While this paper has 
only considered the deep footing problem and one constitutive model, other 
geotechnical boundary value problems have been investigated by the authors 
using various constitutive models (e.g. Modified Cam Clay model and a 
kinematic surface model). These have all indicted that the CH algorithm is both 
accurate and economic at least in a qualitative manner similar to that shown in 
this paper.  
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List of symbols 
 A  Amplification matrix of integration. 
c Constant representing the damping characteristics of the 
material. 
 C  Global damping matrix. 
E Young’s modulus. 
fo Predominant frequency of excitation 
fn Natural frequency of soil column on a rigid base. 
f0 Fundamental frequency of soil column on a rigid base 
m Mass of a single degree of freedom system.  
 M  Global mass matrix. 
k Stiffness of a single degree of freedom system. 
 K  Global stiffness matrix. 
Ko Coefficient of earth pressure at rest. 
Ks and Kn Shear and normal stiffness of interface elements. 
 R  Vector of the global applied loads. 
 25 
tk, tk+1  Consecutive time intervals. 
T Undamped natural period of a single degree of freedom 
system. 
 u  Displacement vector 
u and v Displacement components for an element. 
VS Shear wave velocity of propagation. 
αf Parameter of the HHT and CH integration schemes that 
specifies the time instant within the increment that all but 
inertia terms are evaluated. 
αm Parameter of the HHT and CH integration schemes that 
specifies the time instant within the increment that the 
inertia terms are evaluated. 
β and γ Newmark parameters.  
 Bulk unit weight of soil. 
 
t   Time Step. 
θ Algorithmic parameter of the Wilson θ-method. 
λ Solution of the characteristic equation of the amplification 
matrix  A . 
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ν Poisson’s ratio. 
ρ(A), ρ Spectral radius of the amplification matrix  A . 
  Value of spectral radius at infinity.  
ρ  Material density. 
φ’ Angle of internal shearing resistance of a soil. 
Table 1: Material properties for foundation analyses 
Material 
Properties 
Soil 
Interface 
Elements 
Concrete 
E (MPa) 60 - 30.000 
ν 0.25 - 0.2 
γ (kN/m3) 19 1.0 24.0 
 
 
 
Ko 1.0 - - 
φ΄(˚) 30 15 - 
K1s, K1n (MN/m3) - 100 - 
 
 
                                                 
1 Ks, Kn denote the shear and normal stiffness of the interface elements respectively. 
Table 2: Summary of analyses undertaken at different fundamental frequencies 
Analysis 
Soil’s Young’s 
modulus E (MPa) 
Fundamental 
frequency f0 (Hz) 
1 37.53 1.11 
2 60.0 1.39 
3 121.6 1.98 
4 190.0 2.5 
5 760.0 4.95 
 
 
 Table 3: Summary of results for various fundamental frequencies 
Fundamental 
frequency f0 
(Hz) 
NMK2 HHT CH NMK1 
PD 
(%) 
PD 
(%) 
PD 
(%) 
(%) 
S 
(cm) 
(%) 1.11 6.0 0.5 0.0 22.6 
1.39 8.3 
8.3 
0.5 
0.5 
0.2 
0.1 
18.9 
0.1 1.98 13.5 3.0 1.5 47.1 
2.5 28.4 17.3 16.9 127.0 
4.95 40.9 9.5 3.5 5.6 
 
 
Table 4: Comparison of computational cost 
Algorithms run time (min) 
Comparison with 
CH 
NMK1 1290 +115% 
NMK2 798 +32% 
CH 604 - 
HHT 719 +19% 
WBZ 728 +20% 
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Figure 1: Spectral radii for NMK1, NMK2, HHT, WBZ and CH methods 
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Figure 2: Spectral radii the CH (ρ=0.0, 0.42, 0.6, 0.818), NMK1 and NMK2 methods 
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Figure 3: Mesh and boundary conditions assumed in dynamic analyses 
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Figure 4 Filtered horizontal accelerograms, obtained from Ambraseys et al (2004) 
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Figure 5: Settlement history of foundation base for various values of ρ for the TITO 
recording 
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Figure 6: Fourier amplitude spectra of the horizontal acceleration time history at the 
foundation base 
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Figure 7: Settlement history of foundation base for the TITO, VELS and PETO 
recordings 
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Figure 8: Percentage deviation from the NMK1 for the NMK2 (a) and the HHT (b) 
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Figure 9: Percentage deviation from the NMK1 for various values of ρ 
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Figure10: Horizontal acceleration time history of foundation base (for the VELS record) 
for NMK1, NMK2, CH and HHT 
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Figure 11: Fourier amplitude spectra of the horizontal acceleration time history at the 
foundation base (for the VELS record) 
 
