This article explores the efficiency of motion-compensated three-dimensional transform coding, a compression scheme that employs a motion-compensated transform for a group of pictures. We investigate this coding scheme experimentally and theoretically. The practical coding scheme employs in temporal direction a wavelet decomposition with motion-compensated lifting steps. Further, we compare the experimental results to that of a predictive video codec with motion compensation and comparable complexity. The experiments show that the 5/3 wavelet kernel outperforms both the Haar kernel and, in many cases, the reference scheme utilizing motion-compensated predictive coding. The theoretical investigation models this motion-compensated subband coding scheme for a group of K pictures with a signal model for K motion-compensated pictures that are decorrelated by a linear transform. We utilize the Karhunen-Loeve Transform to obtain theoretical performance bounds at high bit-rates and compare to both optimum intra-frame coding of individual motion-compensated pictures and motion-compensated predictive coding. The investigation shows that motion-compensated three-dimensional transform coding can outperform predictive coding with motion compensation by up to 0.5 bits per sample.
Introduction
For still image compression, wavelet coding schemes are widely favored today, as they combine excellent compression efficiency [1, 2] with the possibility of an embedded representation [3, 4] . Temporal wavelet coding for video sequences, however, has not had such success. This can be attributed to the difficulty of incorporating motion compensation into the temporal subband decomposition.
The recent discovery of motion-compensated lifted wavelet transforms had lead to renewed interest and the hope that temporal subband coding might ultimately outperform predictive hybrid coding, predominant in all current video coding standards.
Early attempts of three-dimensional subband coding did not employ motion compensation. Knauer applied in [5] the Hadamard transform for real-time television compression by considering the sequence of frames as a volume.
Further research is published by Vetterli et al. [6] , Biemond et al. [7] , and Jayant et al. [8] . Zhang transforms without boundary effects and use the lifting structure [9, 10] . Barlaud et al. suggest a 3-D scan based wavelet transform with reduced memory requirements [11] . 3-D wavelet coding with arbitrary regions of support is discussed by Minami et al. [12] .
Three-dimensional coding with motion compensation has first been suggested by Kronander [13, 14] . Akiyama et al. use global motion compensation and three-dimensional transform coding [15] . Global motion compensation with 3-D wavelet coding is also investigated by Chou et al. in [16] . Zhang and Zafar present a motion-compensated wavelet transform coder for color video compression [17] . Ohm starts his investigation of 3-D subband video coding [18, 19] with integer-pel accurate motion compensation and first order quadrature mirror filters in the temporal domain [20, 21] . Woods et al. discuss a scheme for object-based spatio-temporal subband coding [22] . They optimize the trade-off of the rate between motion vectors and 3-D subbands [23] and consider digital cinema applications [24] . A bit allocation scheme for subband compression of HDTV is published in [25] . For video communication over wireless channels, Chou and Chen propose a perceptually optimized 3-D subband codec [26] .
Mallat [27] discusses the wavelet representation as a suitable tool for multiresolution signal decomposition. Such a decomposition of video signals may permit temporal and spatial scalability. This important feature is investigated by many researchers. Early work by Lippman and Butera discusses interactive retrieval of image sequences [28] . Uz et al. suggest a scheme for interpolative multiresolution coding of digital HDTV [29, 30] . Later, Girod and Horn investigate this scheme for Internet video streaming [31] . In addition to the multiresolution representation of the motion-compensated three-dimensional signal, researchers investigate also the multiresolution representation of mo-tion, like Ohm [32] and Zhang et al. [33] . Taubman and Zakhor propose a common framework for rate and distortion based scaling of highly scalable compressed video [34] [35] [36] [37] [38] . Pearlman et al. introduce in [39, 40] an embedded wavelet video codec using three-dimensional set partitioning in hierarchical trees [41] . Woods et al. discuss rate-constrained multiresolution transmission of video [42] , and present a resolution and frame-rate scalable subband video coder [43] . Ranganath et al. outline a highly scalable wavelet-based codec for very low bit-rate environments and introduces tri-zerotrees [44] . PesquetPopescu et al. suggest a method for context modeling in the spatio-temporal trees of wavelet coefficients [45] and propose the strategy of fully scalable zerotree coding [46] . Zhang et al. investigate three-dimensional embedded block coding with optimized truncation [47] .
Daubechies and Sweldens factor wavelet transforms into lifting steps [48] [49] [50] .
This construction scheme permits wavelet transforms that map integers to integers [51] , a desirable property for any practical coding scheme. Moreover, the lifting scheme permits also adaptive wavelet transforms [52, 53] . Adaptive techniques, such as motion compensation, can be incorporated into the lifting scheme. For the temporal subband decomposition of video signals, PesquetPopescu and Bottreau improve the compression efficiency by using a lifting scheme with motion compensation [54] . Zhang et al. also incorporate motion compensation into the lifting scheme [55] . Secker and Taubman investigate the schemes with block motion compensation [56] and deformable mesh motion compensation [57] . In [58] , Ohm reviews recent progress and discusses novel aspects with respect to irregular sampled signals, shift variance of wavelet transforms and non-dyadic wavelet processing. Pateux et al. investigate several motion-compensated lifting implementations and compare to standard-ized hybrid codecs [59] . Barlaud et al. extend their 3-D scan-based wavelet transform codec and use the motion-compensated lifting scheme [60] . The recent publications on the lifting scheme with motion compensation show that this scheme represents an efficient approach for a subband decomposition in temporal direction. The decomposition is invertible, even for motion compensation with sub-pel accuracy. Furthermore, the wavelet decomposition permits full scalability, a desirable feature for heterogeneous networks.
The outline of this article is as follows: Section 2 discusses the temporal subband coding scheme with a motion-compensated lifted Haar wavelet and a motion-compensated lifted 5/3 wavelet. Experimental results and comparisons for several test sequences are presented. A mathematical model of the scheme's performance is developed in Section 3. The motion-compensated wavelet kernels of the practical coding schemes are generalized to obtain theoretical performance bounds.
Coding Scheme
Applying a linear transform in temporal direction of a video sequence is not very efficient if significant motion is prevalent. However, a combination of a linear transform and motion compensation seems promising for efficient compression. For wavelet transforms, the so called Lifting Scheme [50] can be used to construct the kernels. A two-channel decomposition can be achieved with a sequence of prediction and update steps that form a ladder structure. The advantage is that this lifting structure is able to map integers to integers without requiring invertible lifting steps. Further, motion compensation can be incorporated into the prediction and update steps as proposed in [56] . The fact that the lifting structure is invertible without requiring invertible lifting steps makes this approach feasible. We cannot count on motion compensation to be invertible in general. If it is invertible, this motion-compensated wavelet transform based on lifting permits a linear transform along the motion trajectories in a video sequence.
In the following, we investigate coding schemes that process video sequences in groups of K pictures (GOP). First, we decompose each GOP in temporal direction. The dyadic decomposition utilizes a motion-compensated wavelet which will be discussed later in more detail. The temporal transform provides K output pictures that are intra-frame encoded. In order to allow a comparison to a basic predictive coder with motion compensation, we utilize for the intra-frame coder a 8 × 8 DCT with run-length coding. If we employ a Haar wavelet and set the motion vectors to zero, the dyadic decomposition will be an orthonormal transform. Therefore, we select the same quantizer step-size for all K intra-frame encoder. The motion information that is required for the motion-compensated wavelet transform is estimated in each decomposition level depending on the results of the lower level. Further, we employ half-pel accurate motion compensation with bi-linear interpolation.
Motion-Compensated Lifted Haar Wavelet
First, we discuss the lifting scheme with motion compensation for the Haar wavelet [56] . 
Fig. 1. Haar transform with motion-compensated lifting steps. Both steps, prediction P and update U , utilize block-based motion compensation.
(prediction step P). The prediction step is followed by an update step U. If the motion field between the even and odd frames is invertible, the corresponding motion vectors in the update and prediction steps sum to zero. We use a blocksize of 16×16 and half-pel accurate motion compensation in the prediction step and select the motion vectors such that they minimize the squared error in the high-band h κ . In general, this block-motion field is not invertible but we still utilize the negative motion vectors for the update step as an approximation.
Additional scaling factors in low-and high-band are necessary to normalize the transform.
Motion-Compensated Lifted 5/3 Wavelet
The Haar wavelet is a short filter and provides limited coding gain. We expect better coding efficiency with longer wavelet kernels. In the following, we discuss the lifted 5/3 wavelet kernel with motion compensation [56] . P 2κ+1 and P 2κ+2 such that they minimize the squared error in the high-band h κ . The corresponding update steps U 2κ+2 use also the negative motion vectors of the corresponding prediction steps.
Experimental Results
For the experiments, we subdivide the QCIF Phone, each with 288 frames at 30 fps, into groups of K pictures. We decompose the GOPs independently and in the case of the 5/3 wavelet, we refer back to the first picture in the GOP when the GOP terminates. We will justify later, why we choose this cyclic extension to handle the GOP boundaries. For the sequences Foreman, News, and Car Phone, the 5/3 wavelet coding scheme performs comparable or slightly better than the predictive video codec.
These sequences contain inhomogeneous motion and we suspect that the use of negative motion vectors in the update step permits only an insufficient approximation of the reverse motion field.
Further, we investigate the behavior of the coding scheme for the case that the frames are degraded by additive noise. This case will be of interest for explaining some of the findings of our theoretical analysis in Section 3. For that, we generate the sequence Noisy Foreman by repeating 32 times the first frame of the sequence Foreman and adding statistically independent white Gaussian noise of variance 25. As we investigate the residual noise only, this sequence contains no motion. Motion-compensated prediction is not capable of predicting the additive noise in the current frame. In fact, prediction doubles the noise variance in the residual signal and we expect that predictive coding performs inferior. Foreman. The coding scheme with the Haar wavelet kernel and a dyadic decomposition of 32 pictures is compared to the predictive coding scheme. We observe that the wavelet coding scheme outperforms the predictive coding scheme by approximately 2 dB. The predictive coding scheme is inferior as the statistically independent noise in the current frame cannot be predicted from the previous frame. The maximum gain of 3 dB is not observed due to the intra-picture in the beginning of the GOP and the capability of the predictive codec to select an intra-macroblock if prediction is rate-distortion inefficient.
Finally, we discuss briefly our GOP boundary handling for the 5/3 wavelet.
As we encode the GOPs in the sequence independently, we have to solve the boundary problem for the 5/3 wavelet. For the discussion, we consider cyclic and symmetric extensions at the GOP boundary. Note that a GOP begins with the even picture s 0 and terminates always with an odd picture. When the GOP terminates, the cyclic extension refers back to the first picture s 0 , and the symmetric extension uses the last even picture in the GOP twice as a reference. In the case of the cyclic extension, the terminal update step modifies the first picture s 0 , and in the case of the symmetric extension, the last even picture in the GOP is updated twice. We implemented both extensions for an experimental comparison of the rate-distortion performance. . 11 depicts luminance PSNR over the total bit-rate for the sequence Container Ship. We observe that both extensions show similar rate-distortion performance. We expect better efficiency for the cyclic extension as it is a multiframe approach. But it seems that the large temporal distance is disadvantageous. As we observe a small advantage in terms of compression efficiency, also for other sequences like Foreman, we use the cyclic extension for our experiments.
Mathematical Model of Motion-Compensated Subband Coding
The experimental results show that the temporal subband coding scheme can provide superior compression efficiency when compared to the predictive coding scheme. In the following, we outline a mathematical model to study motion-compensated subband coding in more detail. With that, we derive performance bounds for motion-compensated three-dimensional transform coding and compare to bounds known for motion-compensated predictive coding. 
Motion-Compensated Lifted Haar Wavelet
With the above signal model, we revisit the motion-compensated lifted Haar wavelet in Fig. 1 and remove the displacement operators in the lifting steps such that we can isolate a lifted Haar wavelet without displacement operators. We continue and perform the dyadic decomposition of a GOP with the equiv- 
Motion-Compensated Lifted 5/3 Wavelet
We also apply the invertible displacement operator to the motion-compensated 
14. 5/3 wavelet with lifting steps that shift the signal (top). As the shift operation is invertible, an equivalent system without shifts in the lifting steps is possible (bottom).
The equivalent dyadic 5/3 transform has the same pre-and post-processing displacement operators as the equivalent dyadic Haar transform in Fig. 13 but the DHT is replaced by the original dyadic 5/3 decomposition as depicted in 
Signal Model
Now, we assume that the pictures s k are shifted versions of a "clean" video signal v with the true displacements d 0k and degraded by independent additive white Gaussian noise n k . Combining this signal model with the equivalent dyadic decomposition, we can eliminate the absolute displacements and restrict ourselves to the displacement error ∆ 0k in the k-th picture. In the following, we do not consider particular displacement errors ∆ 0k . We rather specify statistical properties and consider them as random variables ∆ k , statistically independent from the "clean" signal v and the noise n k . The noise signals n µ and n ν are also mutually statistically independent. aligned with respect to the first picture c 0 . According to Fig. 13 , the signals z k are independently intra-frame encoded. As the absolute displacements have no influence on the performance of the intra-frame encoder, we omit them and and Φ cµcν (ω).
The power spectral densities Φ cµcν (ω) are elements in the power spectral density matrix of the motion-compensated pictures Φ cc . The power spectral density matrix of the decorrelated signal Φ yy is given by Φ cc and the transform T ,
where T H denotes the Hermitian conjugate of T and ω = (ω x , ω y ) T the vectorvalued frequency.
We adopt the expressions for the cross spectral densities Φ cµcν from [62] 
and assume a normalized power spectrum Φ vv with σ 
With that, we obtain for the variances of the absolute and relative displacement error components:
This is only possible with correlated displacement errors such that ρ ∆ = 0.5 [63] . Finally, we abbreviate the expected value in (2) with P (ω, σ 2 ∆ ) which is the characteristic function of the continuous 2-D Gaussian displacement error.
With that, we obtain for the power spectral density matrix of the motioncompensated pictures
α = α(ω) is the normalized spectral density of the noise Φ n k n k (ω) with respect to the spectral density of the "clean" video signal. 
The first eigenvector just adds all components and scales with 1/ √ K. For the remaining eigenvectors, any orthonormal basis can be used that is orthogonal to the first eigenvector. That is, the KLT for our signal model is not dependent on ω. Note that for this simple signal model, the Haar transform is also a KLT.
Transform Coding Gain
The rate difference [62] is used to measure the improved compression efficiency for each picture k.
It represents the maximum bit-rate reduction (in bit per sample) possible by optimum encoding of the transformed signal y k , compared to optimum intraframe encoding of the signal c k for Gaussian wide-sense stationary signals for the same mean square reconstruction error. A negative ∆R k corresponds to a reduced bit-rate compared to optimum intra-frame coding. The overall rate difference ∆R is the average over all pictures and is used to evaluate the efficiency of motion-compensated transform coding. Assuming the KLT, we obtain for the overall rate difference
The case of a very large number of motion-compensated pictures is of special interest for the comparison to video coding with motion-compensated prediction.
The performance of motion-compensated prediction with optimum Wiener filter achieves a rate difference of
We obtain this result from [62] , Eqn. 21 with N = 1 and α 0 = α 1 = α.
Figs. 17 and 18 depict the rate difference according to (11) and (13) example, if we encode frames with statistically independent additive noise, motion-compensated prediction is not capable of predicting the additive noise in the current frame. In this case, prediction actually doubles the noise variance in the residual signal and predictive coding performs suboptimally. The advantage of the motion-compensated lifted 5/3 wavelet over motion-compensated predictive coding is also observed in the experimental results.
Conclusions
This article discusses motion-compensated three-dimensional transform coding for groups of K pictures. We investigate experimentally and theoretically motion-compensated lifted wavelet transforms. The experiments show that the 5/3 wavelet kernel outperforms both the Haar kernel and, in many cases, the reference scheme utilizing motion-compensated predictive coding. The motioncompensated lifted wavelet kernels re-use the motion vectors in the prediction step for the update step by assuming an invertible block-motion field. This assumption seems to be inadequate for sequences with inhomogeneous motion as their rate-distortion performance is weaker than expected.
The theoretical discussion is based on a signal model for K motion-compensated pictures that are decorrelated by a linear transform. The dyadic decomposition of K pictures with motion-compensated lifted wavelets is replaced by an equivalent coding scheme with K motion-compensated pictures and a dyadic wavelet decomposition without motion compensation. That is, we remove the displacement operators in the lifting steps and generate a set of motion-compensated pictures with an additional constraint on the displacement errors. We generalize the model and employ the Karhunen-Loeve Transform to obtain theoretical performance bounds at high bit-rates for motioncompensated 3-D transform coding.
The analysis of this model gives the following insights: The coding gain for a group of K pictures is limited and saturates with increasing K. For a very large group of pictures and negligible residual noise, the slope of the rate difference is limited by 1 bit per sample per inaccuracy step. The slope of the rate difference for predictive coding with motion compensation is also limited by 1 bit per sample per inaccuracy step but this coding scheme outperforms predictive coding with motion compensation by up to 0.5 bits per sample. This is also true for very accurate motion compensation when the residual noise dominates the coding gain.
