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can be safely neglected. The boxes after the dashed line denote the ﬂuorescence change induced by probe beam. (b) Linear ﬁtting of ﬂuorescence
change as a function of pump ﬂuence. (c) Transient curves of relative
transmission change under diﬀerent pump ﬂuences and the corresponding ﬁttings using a two-term exponential model, in black solid lines. (d)
Linear ﬁtting of relative transmission change at 4 ps, as indicated by the
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Schematic of working principle and experimental setup of 2NA technique.
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Characterization of the fabricated heater. (a) Scanning electron microscope (SEM) image of aluminum heater on glass substrate. Scale bar: 20
µm. (b) Enlarged view of the edge of the heater. Scale bar: 1 µm. (c)
Height proﬁle across the edge of the heater measured using atomic force
microscopy (AFM). (d) Schematic of cross-sectional view of the simulation
model (blocks are not to scale). The dotted line indicates the line of symmetry. (e) Temperature proﬁles along a line right underneath the heater
at diﬀerent time instants. (f) Temperature distribution inside solution at
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(upper panel) and illumination (middle panel) within one CCD exposure.
(b) Simultaneously measured intensities from CCD1 (left axis) and CCD2
(right axis) under conditions indicated in panel a. (c) Calculated ratio between simultaneously collected ﬂuorescence intensities shown in panel b.
Inset: A ﬂuorescence image. The solid rectangular highlights the area on
the heater (25 in width)that is used to extract the information of intensity
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5.6

Map of ratio change and the corresponding map of temperature. (a) 2D
map of intensity of two CCDs. Two dotted lines divide each panel into
three regions: glass (I), edge (II) and metal (III). Scale bar: 3 µm. (b)
Calibration curves of ratio change as a function of temperature for glass
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5.7

Theoretical study of 2NA method. (a) Orientation annotation: observation plane (θ, φ); emission dipole plane (θ0 , φ0 ); rotational cone of emission
dipole (θ00 ). z0 is the height of dipole µ measured from the bottom surface
of the heated coverslip. (b) The normalized total emitted power of a dipole
as a function of height z0 in ﬁxed-amplitude model at emission wavelength
equaling to 518 nm. The normalization value is the same asymptotic value
as z0 → ∞ for dipoles oriented both parallel (horizontal dipole) and perpendicularly (vertical dipole) to the interface. (c) The ratio change as
a function of temperature for a dipole in free space. Vertical excitation
means excitation ﬁeld E is along interface normal while tilted excitation
corresponds to the case where the angle between E and interface normal
is π/6. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

5.8

Working principle of the thermometry. (a) x-polarized excitation beam
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ﬂuorescence molecules. (c) Comparison between cold and hot cases: the
diﬀerence between two excitations is less distinguishable under a higher
temperature. (d) Schematic of optical setup: dark-ﬁeld illumination is
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map of sameness based on panels (b) and (c). The size of all the maps is
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ABSTRACT
Chen, Chen Ph.D., Purdue University, December 2017. Optothermal Energy Conversion and Transport in Plasmonic Structures. Major Professor: Liang Pan, School
of Mechanical Engineering.
Plasmonic structures can eﬃciently interact with electromagnetic waves at their
interfaces, leading to strong light conﬁnement and ﬁeld enhancement, which has been
crucial for many nanotechnology applications in manufacturing, lithography, data
storage, biosensing, spectroscopy, molecular trapping and other molecular level studies. Due to the intrinsic losses of metallic structures, the strong light-matter interaction also generates signiﬁcant energy dissipation, making the thermal management
of the devices very challenging. The purpose of this dissertation is to study the
optothermal energy conversion and transport in plasmonic structures, especially in
structures at the nanoscale. We ﬁrst investigate the general optothermal responses
of plasmonic structures by developing a theoretical framework where the coupled
optical and thermal responses can be numerically simulated. Nonlocal electromagnetic responses are considered since the nonlocal eﬀect plays a very important role in
small structures with a characteristic length of ∼10 nm or even smaller. Meanwhile,
non-diﬀusive (ballistic) thermal transport is included since the characteristic length
is comparable to or even smaller than the mean free paths of thermal carriers. Using a newly developed integrated diﬀusion model (IDM), the ballistic property can
be calculated with a accuracy of the linear Boltzmann transport equation by solving
commercial software compatible diﬀusion equations. Besides, when the structures are
at the nanoscale, energy conversion and energy transfer can be strongly aﬀected by
the interfaces and the outside environment. Our theoretical and numerical results
suggest wave ampliﬁcation may happen near interfaces where nonlocal responses of
electrons are strong. The strong electron interactions may drive current opposite to lo-
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cal electric ﬁeld, resulting in negative optical energy absorption, which is unexpected
from the perspective of local electromagnetic responses. The eﬀect of interfaces is
also measured experimentally. We simultaneously measure the responses both inside
and outside small gold nanoparticles (AuNPs) using ultrafast pump-probe methods
on a newly proposed platform. The platform consists of AuNPs in solution mixed
with ﬂuorescent molecules. These molecules serve as sensitive probes the measure
the energy transfer from the plasmon-induced hot electrons in photoexcited AuNPs
based on stimulated-emission depletion (STED). Together with the traditional transient absorption spectroscopy measurement, STED signal gives a comprehensive description of the inside and outside responses of AuNPs after photoexcitation with a
sub-picosecond temporal resolution. The measured data suggest that direct energy
transfer from hot electrons to the outside environment may occur before electrons
thermalize with inside phonons. To our knowledge, this is the ﬁrst time to probe
ultrafast optothermal energy conversion at both sides of the nanoscale metallic interfaces. Besides, ﬂuorescence thermometry is also studied since it may be integrated
into STED spectroscopy and oﬀer an opportunity to directly measure temperature on
a picosecond time scale. For that purpose, two new thermometries based on molecular
rotation are proposed and developed. These ﬂuorescence thermometries potentially
can provide more detailed information than the current transient absorption measurement and help understand energy conversion and energy transfer processes in
nanoscale plasmonic structures. As stand-alone thermometries, they have the advantages of compatibility with polarizing materials since the measured ratiometric
parameters essentially characterize the inequality in ﬂuorescence intensity along different directions, as well as the stability against intensity variation, suitability of
two-dimensional mapping and rapidity in readout rate.

1

1. INTRODUCTION
Plamonics is the study of the coupling between electromagnetic waves and collective oscillations of free electrons in metals. It has gained tremendous interests [1–9]
due to the extraordinary ability of controlling the properties of light on the subwavelength scale with unprecedented enhancement in linear and nonlinear optical
responses [10–12]. Much expectation has been put on plasmonics in many areas, such
as to create novel imaging techniques that can beat the diﬀraction limit [13–15], to
improve light absorption in photovoltaic devices [16], to merge photonics and electronics [17] and to develop materials with optical properties that have no counterparts in
nature [18,19]. After a two-decades-long eﬀort, remarkable fundamental insights into
the interaction between light and matter at the nanoscale have been gained [1,20,21].
Among them, certain fundamental limitations in the physics of plasmons justify that
some initial expectations are indeed challenging, which are mainly associated with
inevitable optical losses for noble metals, primarily gold and silver in visible and nearinfrared spectral region [21, 22]. Realizing this, much eﬀort has been put to turn loss
into ‘gain’–to convert the accumulated knowledge into practical applications where
the intrinsic losses can be utilized to beneﬁt the design of systems [1,2]. These applications roughly fall into two categories: The generated hot electrons whose energies are
larger than those of the thermal excitations at ambient temperatures, are harvested
to drive a wide range of physical and chemical processes, such as plasmon-assisted
energy conversion [23–26], hot-electron-induced chemical reactions of adsorbates on
photoexcited metal surfaces [27–30], surface-enhanced Raman spectroscopy [31] and
electrical doping of two-dimensional materials in the vicinity [32]. The other category
is to utilize the local heat generated by the internal decay of hot carriers. Examples
include photothermal therapeutics [33], drug delivery [34], harvest of solar thermal
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energy [35, 36], local control over phase transitions [37], modiﬁcation of polymer surfaces [38] and growth of semiconductor nanowires [39].
The key part of these applications is to utilize energy conversion and energy transfer involved with hot electrons in the plasmonic structures. The associated physical
picture can be generally described as follows. First, the external electromagnetic
ﬁeld generates collective oscillations of conduction-band electrons in the metal, which
are known as ‘plasmons’. After the excitation, the coherent plasmon resonance gets
damped, which is also known as ‘dephases’, radiatively by re-emitting a photon or
non-radiatively through creating individual electron-hole pairs via Landau damping
typically within tens of femtoseconds [2,40,41]. Radiative damping is essentially classical light scattering that results from mismatch of electromagnetic modes between
diﬀerent media. Whereas Landau damping is a quantum process in which the coherent plasmonic state interacts with single electron-hole pairs and excites its intraband
transitions within the conduction band or the interband transitions between the conduction band and other bands, e.g., the d bands of noble metals. In an electrodynamics picture, Landau damping describes that the coherent electromagnetic waves give
energy to electrons whose velocities slightly slower than the plasmon phase velocity. It
corresponds to light absorption and is the physical mechanism that contributes to the
imaginary part of the dielectric function of the metal. The branching ratio between
scattering and absorption is determined by the radiance of the plasmon mode which
relates to the size, shape and material of the structure as well as the properties of the
environment. For very small nanoparticles, e.g., less than 20 nm in diameter for gold
and silver nanospheres, light absorption is dominant, as predicted by Mie theory [41].
Since the work functions of the typical plasmonic metals are larger than their surface
plasmon resonance energies, hot electrons generated immediately after non-radiative
damping still have negative energies with respect to vacuum level and cannot escape
from the metal. They quickly redistribute their energy among other electrons of
lower energies inside the metal through electron-electron scattering processes such as
Auger transitions [2, 40], reaching a Fermi-Dirac like distribution of electron energies
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characterized by a large eﬀective electron temperature Te from a highly non-thermal
initial distribution. This typically takes several hundred femtoseconds measured by
time-resolved methods for extended metal surfaces [2, 40]. Following the thermalization of hot electrons, the excessive electronic energy transfers to vibrational motion
of the nuclei characterized by a lattice temperature Tl via electron-phonon interactions. Since electron-phonon coupling process usually takes several picoseconds which
is slower compared to the electron thermalization, its dynamics can be well described
by a phenomenological model called two-temperature model (TTM) where Te and
Tl become time dependent and eventually reach their thermal equilibrium. In the
ﬁnal step, the plasmonic structure equilibrates with its environment via heat transfer
across the interface and heat diﬀusion into the environment that may take 100 ps
to 10 ns [2, 40, 42, 43]. Based on this picture, a general model is proposed to study
the full optothermal responses of plasmonic structures from light absorption to heat
diﬀusion in Chapter 2. Special attention has been paid to nonlocal electromagnetic
responses of electrons inside plasmonic structures since it plays an important role
especially when the structure size is small (∼10 nm). An interesting cooling eﬀect
is observed in a nanofocusing tip example and then this is more vigorously studied
in Chapter 3. It is found this cooling is associated with wave ampliﬁcation and is
caused by Landau damping.
Although the individual underlying physics used in the above description are clear
and well understood, there are still many details, that are critical to optimize practical applications, not clearly known, especially in nanoscale systems [2, 40]. For
example, Hartland’s group discovered that the time scale for electron-phonon coupling (several ps) is comparable to that of heat diﬀusion (∼10 ps) for very small
gold nanoparticles (AuNPs) (∼4 nm in diameter), indicating that signiﬁcant energy
dissipation may occur before the thermal equilibrium between electrons and phonons
inside AuNPs [44, 45]. This is consistent with the experiments performed by Vallée’s
group with a high time-resolution and a large signal-to-noise ratio where the electronphonon coupling time constant can be one half of the bulk values for very small AuNPs
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(∼2 nm in diameter) [46]. Besides the size eﬀect, Vallée’s group also examined the
environment eﬀect. They prepared the samples of AuNPs and silver nanoparticles
(AgNPs) both in solution and in solid matrices. The results imply that the environment has no observable eﬀect on electron-phonon coupling. However, only a limited
number of environments were examined and a particular combination of pump and
probe wavelengths was used in the experiments. Many other measurements have
shown diﬀerent electron-phonon coupling time constants for AuNPs and AgNPs in
diﬀerent environments. Bigot’s group found that the coupling time constant of the 6.5
nm AgNPs embedded in glass is about twice that of the AgNPs embedded in alumina
matrix [47]. Similarly, El-Sayed’s group found interactions of AuNP arrays with water instead of air environment accelerate the electron-phonon coupling time constant
from 4.1 ps to 2.6 ps [48]. Halas’s group reported another interesting study about the
eﬀect of surface-adsorbed molecules on gold nanoshells [49]. They showed that the
molecules with largest available induced dipole moments provides the strongest acceleration in electron-phonon coupling, decreasing the electron-phonon coupling time
constant from 2.7 ps to 1.7 ps. Weiss’s group measured the dynamics of hot electron cooling in AuNPs (∼3.5 nm in diameter) passivated with two diﬀerent ligands
(amine ligands and thiol ligands) [50]. They found that both the electron-phonon
coupling time constant and the electronic heat capacity are larger for the thiolated
AuNPs compared to the aminated AuNPs, by 30% and 40%, respectively. These
results suggest that the environment can strongly aﬀect the energy transfer of the
plasmon-induced hot electrons on a picosecond time scale, especially for small metal
nanoparticles.
However, the measurement of the energy transfer between hot electrons and the
environment shown in the previous studies provides little information outside metal
nanoparticles since the experimental data are from ultrafast transient absorption spectroscopy (TAS) where the signal of absorption change is predominately contributed
by the electrons inside metal nanoparticles within a time delay less than 10 ps between pump and probe pulses [42, 43]. In TAS, a fraction of the nanoparticles of
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interest is excited by a pump pulse and then the dynamics of the transient absorption
is probed by another weak pulse (called the probe pulse) with a time delay with respect to the ﬁrst pump pulse [51]. In Chapter 4, we propose a new platform for TAS
measurement where the metal nanoparticles are mixed with ﬂuorescent molecules
in liquids. Compared to traditional TAS measurement, the ﬂuorescence from the
molecules surrounding the metal nanoparticles can provide additional information
in the environment, giving a more complete description of the problem. To be speciﬁc, the AuNPs in solution is excited using 800 nm pump beam with a pulse duration
about 200 fs. The short pulse duration yields a strong peak intensity (∼ 1011 W/cm2 )
which can excite the ﬂuorescent molecules through a two-photon absorption process.
The subsequent probe beam with a time delay is simultaneously used to probe the
absorption/transmission of AuNPs and to perform the stimulated-emission depletion
(STED) for the excited ﬂuorescent molecules. Our transient absorption data give a
consistent conclusion with the previous studies, i.e., smaller AuNPs have a smaller
electron-phonon coupling time constant. Our STED data indicate that ﬂuoresence
molecules in the outside solution may sense the energy transfer from hot electrons
inside AuNPs before the electrons thermalize with inside phonons within a picosecond
time scale. Besides, ﬂuorescence thermometry is investigated in Chapter 5 because
an increase in temperature outside AuNPs within a few picosecond would be a direct
indicator for the energy transfer since heat conduction through the interface is still
negligible on that time scale [42, 43]. Thus we develop two new temperature mapping methods that are based on the thermal rotation of ﬂuorescent molecules. The
conclusions and the outlook of this work are then discussed in Chapter 6.
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2. GENERAL OPTOTHERMAL RESPONSES IN PLASMONIC STRUCTURES
2.1

Motivation
Many of practical plasmonic structures operate at an extremely high optical en-

ergy density. And this will inevitably cause strong local energy dissipations and
lead to challenges in thermal management. Understanding the mechanisms of energy
conversion and transport processes is essential for thermal management of nanoplasmonic structures , such as optimization [52, 53] and utilization of the structural heating [13, 54, 55]. The optothermal processes for metallic structures have been studied under the framework of the two temperature model (TTM) with local dielectric
heating [56–58]. Although these studies can describe the optothermal responses of
plasmonic nanostructures, they are limited to the quasi-steady-state responses at
the length scale of tens of nanometers or larger. Among these studies, the most
rigorous dual-hyperbolic TTM assumes that the electron temperature is locally welldeﬁned, i.e., without considering the local thermal non-equilibrium of the electron
system. This assumption becomes invalid for a plasmonic structure under ultrafast
pulse irradiation, because this process features nanoscale spatial ﬁeld distribution,
strong photon-electron-phonon coupling and non-equilibrium responses. Meanwhile,
the heat generations in these studies have been modeled as dielectric heating using
local electric ﬁeld and dielectric functions [59, 60], which also becomes invalid due
to the nonlocal electron responses at the scale of a few nanometers. The origin of
this nonlocal response is the electron to election interactions caused by the classical Coulomb charge repulsion and the quantum Pauli exclusion principle [11, 61]. In
addition, the characteristic sizes of the plasmonic structures can be comparable to
or even smaller than the mean free paths of heat carriers. The same is true for the
laser pulse durations comparing to the relaxation times of heat carriers. These make
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the nonlocal ballistic heat transport and locally thermal non-equilibrium to be signiﬁcant [58, 62–65]. Problems in this size range are numerically impractical to model
using ﬁrst-principles theories alone. Meanwhile, classical theories such as the Fourier
law for heat transfer may become insuﬃcient to describe the device responses, when
the associated processes involve non-continuum small scale energy generation and
transport of multiple types of energy carriers [66–69]. Improper application of these
theories can lead to inaccurate results or even device failures.
In the following, both nonlocal electromagnetic and nonlocal thermal responses in
plasmonic structures will be discussed via theoretical and numerical analysis.

2.2

Optothermal Responses of a Plasmonic Nanofocusing Tip
Here we report a new multiphysics model to study the nonlocal and non-equilibrium

heat generation and transport in plasmonic nanofocusing structures. First we simulate optothermal energy deposition from SPPs to the electron system using the
hydrodynamic Drude model, which incorporates an auxiliary hydrodynamic current
density to describe the collective and repulsive motions of electrons inside the metallic structure. Then we start from the Boltzmann transport equation (BTE) with a
relaxation-time approximation to derive the thermal energy transport equations for
electron and phonon systems under the ballistic-diﬀusive approximation. We assume
that the ballistic electrons originate from the boundaries and inside the structure. We
separate the hot electrons which are generated by Joule heating from the ordinary
electrons which are assumed to be in their local thermal equilibrium because the ordinary electrons have signiﬁcantly lower energies. This new arrangement adds one more
hierarchy to the previously used ballistic-diﬀusive two-hierarchy model for the electron system. In this paper, we studied the optothermal processes of a nanofocusing
device consisting of sharp metal wedge surrounded by a uniform dielectric medium
as an example. The same strategy can also be generalized to study more complicated nanoplasmonic structures. Our result shows that, due to the ballistic nature
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of heat carriers, the proﬁle of structure heating is not well aligned with the intensity proﬁle of the SPPs or the proﬁle of the SPP energy dissipation. Our result also
conﬁrms that the TTM is only valid after heat carriers reach their own equilibriums.
In comparison to the description of the diﬀusive heat transport, our multiple-carrier
ballistic-diﬀusive model can more accurately capture the strong nonlocalities in the
optothermal responses of the plasmonic nanofocusing structures, which is critical for
predicting the performance and the lifetime of these devices.

2.2.1

Multiphysics Model

Nanofocusing processes are essential for delivering and concentrating optical energy into critical dimensions far smaller than the wavelength of incident light. Adiabatic nanofocusing has been demonstrated to be an eﬃcient way to minimize the
losses during focusing processes. Various structures have been proposed to achieve
adiabatic nanofocusing, and Figure 2.1 shows an inﬁnite gold wedge with the apex
0

00

angle α and complex permittivity 2 = 2 + i2 . This wedge is embedded inside a
0

uniform dielectric medium with permittivity 1 and |2 | > 1 . Ideally, if we assume the
local response without material loss, SPPs would adiabatically propagate along the
wedge and squeeze towards the tip, with both their phase and group velocities asymptotically approaching zero. However, in reality, this nanofocusing is strongly aﬀected
or even dominated by the nonlocality of hydrodynamic permittivity of the metal,
especially near the tip region. Besides the nonlocality of SPPs, the propagating SPPs
dissipate their energy by generating hot electrons, which can be described as Joule
heating process. The generated hot electrons transport ballistically until they are
down-scattered to excite ballistic ordinary electrons. The ballistic ordinary electrons
then pass along their energies to diﬀusive electrons via a series of scattering events.
Meanwhile, phonons harvest energy through electron-phonon coupling and also initiate their ballistic-diﬀusive transport. These coupling processes drive the energy
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exchange between electrons and phonons to eventually reach thermal equilibrium, as
illustrated in Figure 2.1.
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Figure 2.1. Schematic of energy conversion and transport in a metal
wedge with an angle . Photons with certain frequency excite surface
plasmon polaritons (SPPs), which propagate along the interface with
a characteristic decay length. The associated Joule heating ﬁrst initiates the electron thermal transport via a series of scattering events,
which includes the generation of hot electrons and the excitation of
ballistic and diﬀusive electrons. Meanwhile, phonons can also react to
the thermal perturbation of electron system through electron-phonon
coupling and start to experience similar ballistic-diﬀusive transport.

• Model for Nonlocal Electron-Photon Interactions
The velocity of photons is orders of magnitude higher than that of the heat carriers, which enables us to decouple electromagnetic equations with thermal transport
equations. In this work, the proﬁle of irradiation pulse is assumed to be harmonic
with a slowly-varying envelop. We also assume the materials have linear optical responses. Therefore, the time-harmonic electric ﬁeld E(r, ω) can be described by the
inhomogeneous wave equation [61]
r × (r × E) =

ω2
∞ E + iωµ0 J d
c2

(2.1)
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where the two terms on the right hand of Equation (2.1) corresponds to the background charge due to the ion cores (∞ ) in the Drude model and the displacement
current respectively. µ0 is the permeability of vacuum. The motion of hydrodynamic
displacement current density J d (r, ω) is governed by
β 2 r(r · J d ) + ω(ω + iγ)J d = iωωp2 0 E

(2.2)

The ﬁrst term of Equation (2.2) accounts for electron-electron interactions and the
remaining terms are from the physical picture of free electron gas. With the eﬀect of
a nonzero β, only the longitudinal dielectric function, L , depends on the wave vector
k, indicating nonlocal response of electrons
L = ∞ −

ωp2
ω(ω + iγ) − β 2 k2

(2.3)

β is a measure of the characteristic speed of conduction electrons, is called nonlocal
parameter. Note that in the limit of β → 0, Equation (2.3) recovers the local Drude
model
ωp2
D = ∞ −
ω(ω + iγ)

(2.4)

Along with the boundary condition of electrically insulated surfaces n · J d = 0 where
n is the outward normal of the surfaces, the Equation (2.1) and Equation (2.2) can
be solved uniquely [11].
In general, the electromagnetic energy got harvested by hot carriers is given by
1
e ·E
e ∗)
Qe = Re(J
2

(2.5)

e and E
e are phasors of total current density J and electric ﬁeld J , respectively.
where J
And the star * in the superscript denotes complex conjugate operation. The calculated
Joule heating Qe directly provides the generation rate of hot electrons in the following
transient thermal analysis.
• Model for Nonlocal Thermal Transport
In the regime of our interest, the coherence of heat carriers, including electrons and
phonons, is not important because the quantum eﬀect is still negligible at this size
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scale. Therefore, the Boltzmann transport equation (BTE) with a relaxation-time
approximation can be used to study the nonlocal thermal transport. In addition,
thermal radiation is neglected in this study.
Similar to previous treatments, we write the BTE using intensity notations for
both electrons and phonons
∂
Ie, − I0e,
Ie, + v e, · rIe, = −
+ Se,
∂t
τe,

(2.6)

∂
Ip,ω − I0p,ω
Ip,ω + v p,ω · rIp,ω = −
+ Sp,ω
∂t
τp,ω

(2.7)

where Ie, and Ip,ω are electron and phonon intensities, respectively, deﬁned as
Ie, (t, r, s) = |v e, |fe, (t, r, s)De ()/4π

(2.8)

Ip,ω (t, r, s) = |v p,ω |~ωfp,ω (t, r, s)Dp (ω)/4π

(2.9)

In the above equations, De () is the electron energy density of states per unit volume
at the corresponding electron energy of . And fe, (t, r, s) is the number of electrons
with energy  at a given state, denoted by the transient time t, the spatial coordinate
r and the unit vector s. Here, the energy notation , also used as subscripts, is
entirely diﬀerent from those previously used for permittivities. I0e, is the equilibrium
electron intensity, which is determined by the Fermi-Dirac distribution. τe, is the
relaxation time of electrons due to electron-electron scattering, v e, is the electron
velocity, and Se, is the heat source term for electron system. And the quantities
related to phonons are deﬁned similarly, except that phonons obey the Bose-Einstein
distribution.
We split electrons into three types as illustrated in Figure 2.1: hot electrons, ballistic ordinary electrons, and diﬀusive ordinary electrons, by considering their diﬀerent
transport behaviors. Among them, both hot electrons and ballistic normal electrons
transport ballistically. Hot electrons are treated separately from ordinary electrons
because of their signiﬁcantly higher energy levels. The governing equation for hot
electrons is
∂
Ihe,
Ihe, + v e, · rIhe, = −
+ She,
∂t
τe,

(2.10)
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where Ihe, (t, r, s) represents the hot electron intensity originating from the source
term. For simplicity, we use the same value of relaxation times and velocities for all
electrons in our simulation and only diﬀerentiate them symbolically here. The general
solution for Equation (2.10) is given by
Z l
Z ∞
0
l
ds
She, (t −
, r − ls, s) · exp[−
]dl
Ihe, (t, r, s) =
|v e, |
0
0 |v e, |τe,
Z |r−rw |
0
|r − r w |
ds
|r − r w |
, r w , s) · exp[−
] · H(t −
)
+Iwe, (t −
|v e, |τe,
|v e, |
|v e, |
0
Z |ve, |t
0
ds
] · H(|r − r w | − |v e, |t)
+Ii, (r − |v e, |ts, s) · exp[−
|v e, |τe,
0
(2.11)
Besides the source term, we also take into account the energy intensity entering
the system through boundary Iwe, and the initial intensity distribution Ii, . The
exponential term in the solution expresses the scattering behavior of the ballistic hot
electrons. The ﬁrst Heaviside function H(ξ) simply indicates that there is no energy
coming into the system through the boundary before time zero. The second one
implies that the initial intensity distribution is zero for points outside the system.
The governing equation for the transport of ballistic ordinary electrons scattered
by both boundaries and hot electrons, has a similar form to that of hot electrons,
∂
Ibe,
Ibe, + v e, · rIbe, = −
+ Sbe,
∂t
τe,

(2.12)

As for diﬀusive electrons, the governing equation is
∂
Ime, − I0e,
Ime, + v e, · rIme, = −
+ Sme,
∂t
τe,

(2.13)

Using energy to describe the transport, we obtain

τe

∂
uhe
uhe +
= −r · q he + ghe
∂t
τe

(2.14)

∂
ube
ube +
= −r · q be + gbe
∂t
τe

(2.15)

∂2
∂
ke
∂
ume + ume = r · ( rume ) + (τe gme + gme )
2
∂t
Ce
∂t
∂t

(2.16)
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where ke and Ce are the thermal conductivity and heat capacity of electron system,
respectively. Given τe and v e ≡ ve are constants, we obtain ke /Ce = (ve2 τe )/3. The
energy and heat ﬂux of hot electrons uhe and q)he , are deﬁned as
Z Z
Ihe, (t, r, s)/ve dΩ]d
uhe (t, r) = [


(2.17)

4π

Z Z
q he (t, r) = [
Ihe, (t, r, s)sdΩ]d


(2.18)

4π

ghe is the energy generation rate of hot electrons per unit volume due to external
heat sources, for example, Joule heating and electron-phonon coupling. We deﬁne
the energy generation rates to be gbe = uhe /τe for ballistic electrons and gme = ube /τe
for diﬀusive electrons, indicating that they originate from the relaxation of the hot
electrons and ballistic electrons, respectively. The energy and energy ﬂux of ballistic
and diﬀusive electrons are deﬁned similarly to Equation (2.17) and Equation (2.18).
Note that uhe , and q he can be expressed explicitly using Equation (2.11), Equation
(2.17) and Equation (2.18), so can ube and q be . Therefore, the Equation (2.16),
together with proper boundary conditions, is the governing equation to be solved in
calculation for the electron system.
Similar procedures are applied to the phonon system, leading to
∂
ubp
ubp +
= −r · q bp + gbp
∂t
τp
τp

∂2
∂
kp
∂
u
+
u
=
r
·
(
ru
)
+
(τ
gmp + gmp )
mp
mp
mp
p
∂t
Cp
∂t
∂t2

(2.19)
(2.20)

Energy generation rate of diﬀusive phonons is given by gmp = ubp /τp .
If we neglect ballistic transport in both electron and phonon systems, we can
recover the dual-hyperbolic heat conduction equations
∂2
∂
ke
∂
ue + ue = r · ( rue ) + (τe ge + ge )
2
∂t
Ce
∂t
∂t

(2.21)

∂2
∂
kp
∂
τp 2 up + up = r · ( rup ) + (τp gp + gp )
∂t
Cp
∂t
∂t

(2.22)

τe

where ge and gp are the generation rates from external sources for the electron and
phonon systems, respectively.
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2.2.2

Results and Discussion

Here, we consider a gold wedge tip under the uniform irradiation by a femtosecond laser pulse centered at 497 nm with polarization along x direction. This
has been used in our experiment to excite ﬂuorophores with absorption peak near
494 nm. The plasmonic tip is initially at equilibrium with a uniform temperature
of 300 K before the laser irradiation. All the optical and thermal parameters of
the material are assumed to be temperature independent. The numerical study of
optical response is performed to obtain the Joule heating. Then the derived thermal
conduction equations associated with proper boundary conditions are then solved
numerically using a time-dependent ﬁnite diﬀerence scheme.
We solve the coupled Equation (2.1) and Equation (2.2) simultaneously in the
commercial multiphysics software COMSOL to obtain the scattered SPP ﬁeld under
an incident electric ﬁeld of amplitude 1 V/m. Parameters for Au are taken to be:
the plasma frequency ~ωp =8.812 eV, Drude damping ~γ=0.0752 eV and nonlocal
p
parameter β = 3/(3 + 2) × 1.4 × 106 m/s. Both Figure 2.2(a) and Figure 2.2(c)
show the simulated y components of the electric ﬁeld E y within the cross-section
of the tip structure of length 1 µm at an apex angle α = 6o . The surrounding
dielectric material has a relative permittivity 1 of 3.5. The result using the local
Drude model indicates a typical trend of adiabatic focusing towards the gold tip,
with asymptotically squeezed wavelength and enhanced intensity. When the nonlocal
hydrodynamic eﬀects are introduced to the system, surface charges start to spread into
a ﬁnite volume because of the strong repulsion caused by Coulomb interaction and the
Pauli exclusion principle. As its result, it removes the unphysical discontinuity in the
electric ﬁeld across the metal-dielectric interface, stretches the eﬀective wavelength
of SPPs and reduces the ﬁeld enhancement near the tip region, as shown in Figure
2.2 (c). The square value of the absolute electric ﬁeld |E|2 inside metal along the
cutline AA’ in Figure 2.2 (a) and (c) clearly illustrate the diﬀerence. It is shown
that the nonlocal eﬀect allows the electric ﬁeld to penetrate into the metal surfaces

15
(b)

(a)

Rea · E' )

"-',,
w

[m3] ..:.
' - ,-,_-_- - - - - - ~
700
, Rea . E' )

500

A
2 [nm]

0.1 A'
-2

0

300

A'

A

-2

Ey

(c) A

~ - [ml
v
1
1

,P ,

'

V ',,

[-]2
m

O

[nm]

2

Rea · E*)

(d)

w,

[m 3r~----_ - - - - - - - - ,

--', IEl2
A'

A

6

', Rea•E' )

JOO
50

0

-2

0

2 [nml

A
-2

0

2

[nm]

Figure 2.2. Comparison of optical responses of the wedge tip based
on the local Drude model and the nonlocal hydrodynamic model. (a)
Calculated y component E y of the electric ﬁeld map within ﬁrst 60
nm of the tip (tip angle α = 6o ) from its apex based on the Drude
model. The lower half shows the square value of the absolute electric
ﬁeld |E|2 along cutline AA’ labeled in the upper half of panel (a), 57
nm away from the apex, within the local approximation. (b) Map of
e ·E
e ∗ ) within the structure at the distance range
Joule heating Re(J
of 60 nm to 10 nm away from the apex. The lower half shows Joule
e ·E
e ∗ ) proﬁle along cutline AA’ labeled in the upper half
heating Re(J
of panel (b), 57 nm away from the apex, within Drude approximation. (c) Same information as in panel (a) but based on the nonlocal
hydrodynamic model. (d) Same information as in panel (b) but based
on the nonlocal hydrodynamic approximation.

and leads to a completely diﬀerent ﬁeld distribution from that of the local Drude
model. Changes in the thermal response caused by the nonlocal hydrodynamic eﬀect
are more noticeable, as shown in Figure 2.2(b) and Figure 2.2(d). Comparing with
an ideally sharp adiabatic focusing structure without material losses, the plasmonic
structure we simulated here has realistic material properties and a ﬁnite tip radius.
Therefore, the eﬀects of SPP reﬂection and scattering are expected to rise and form
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interferences near the tip region. This results in a spatial modulation of Joule heating
in the local Drude model as shown in Figure 2.2(b). Similar to the local Drude model,
the map of Joule heating under the nonlocal hydrodynamic description also shows a
spatial modulation with a few ‘cool’ regions near the tip as shown in Figure 2.2(d).
The spatial modulation of Joule heating is signiﬁcantly larger when the nonlocal
hydrodynamic eﬀect is considered. This is because the spreading of surface charges
can induce strong back-scattering of SPPs near the tip region. Although the overall
structure Joule heating predicted from two models are found to be similar, the local
Drude model overestimates the peak heating near the tip region by more than two
orders of magnitude than the nonlocal hydrodynamic model. This is consistent with
the results expressed by panels (b) and (d) in Figure 2.2. Moreover, panel (a) and
panel (b) show a linear relationship between Joule heating and |E|2 , which is simply
the Ohms law or dielectric heating. The comparison of panel (c) and panel (d) in
Figure 2.2 shows again the nonlocality of electron response. The local Joule heating is
not solely determined by the local electric ﬁeld but also by the nonlocal displacement
current density derived from Equation (2.5), which indicates the inﬂuences of the
neighboring material responses.
The proﬁle of Joule heating provides the heat source term to the hot electron generation. However, in the time and length scales of our interest, it does not directly
provide the heat generation term to the phonon system because of the non-equilibrium
state of the system and the ballistic nature of the heat carriers. As discussed in previous sections, our new heat transport model can describe the nonlocal heat transport
and carrier couplings using a system BTEs with time relaxation approximations. As
a case study in this paper, we apply the new model to study the one-dimensional heat
transport along the cutline AA’, which is valid here because of the suﬃciently small
apex angle of the wedge tip. We also assume the heat transfer from the gold structure
to dielectric medium is negligible. This assumption is based on the consideration of
the large interfacial thermal resistance and the ultra-short time scale.
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In the simulation of thermal transport, a Gaussian laser pulse is used, which is
expressed as
G(t) = G0 exp[−4ln2((t − 2tp )/tp )2 ]

(2.23)

where G0 is the hypothetical peak intensity of the Gaussian pulse, tp is the intensity
full width at half maximum and is set to be 50 fs in this work. The laser irradiation
is assumed to start at t=0 and ends at t=4tp and laser energy outside this time
window is neglected. As a recap, the present study focuses on the hierarchical energy
ﬂow through energy carriers; thus we set the parameters of gold to be temperature
and energy independent, including the heat capacity of electrons which is commonly
treated as a linear function of electron temperature. The parameters used here are
the relaxation time of electrons due to electron-electron interactions τe =3.2 fs, the
transport velocity of electrons ve = vF = 1.4 × 106 m/s, the heat capacity contributed
by electrons Ce = 7.1 × 104 J/(m3 K), the relaxation time of phonons τp =9.17 ps, the
transport velocity of phonons vp = 3.14 × 104 m/s, the heat capacity contributed by
phonons Cp = 2.839 × 106 J/(m3 K) and the electron-phonon coupling factor G =
2.6 × 1016 W/(m3 K). Note τe is estimated as the ratio between the mean free path of
the hot electrons and their Fermi velocity from available experimental data.
In the heat transport simulation, we consider the laser intensity of 1.3 × 1013
W/cm2 . Under the assumption of linear optical response, we use u0 = Q¯e τe ≈ 5 × 108
J/m3 as the reference for energy density. Figure 2.3 summarizes the numerical results
calculated from new tri-hierarchical nonlocal model for thermal transport. The red
solid line denotes the normalized total energy of the electron system. This includes
the normalized energy of hot electrons, normalized energy of ballistic electrons and
normalized energy of diﬀusive electrons, which are denoted by red dotted line, red
dash-dot line and red dashed line respectively. The blue solid line denotes the normalized total energy of the phonon system, while the blue dash-dot line and blue
dashed line denote the normalized energy of ballistic phonons and the normalized
energy of diﬀusive phonons respectively. Panel (a) of Figure 2.3 shows the typical
spatial distribution in the electron system during laser irradiation. Except the peaks
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Figure 2.3. Thermal transport results from our tri-hierarchical nonlocal thermal transport model. (a) Spatial distribution of the normalized energy at t=65 fs with respect to the normalized coordinates.
The inset in panel (a) highlights that the peaks of the normalized
energy of hot electrons shift away from the edges of the coordinates,
which have the maximum generation rate shown in Figure 2.2(d). (b)
Temporal response of heat carriers through laser irradiation process.
The upper inset shows the spatial distribution of electron system after laser irradiation (t=200 fs) with respect to the normalized coordinates; the lower one shows the normalized energy of phonon system.
(c) Change of the normalized energy during thermalization process
between electrons and phonons.

of normalized energy at boundary, two other symmetric peaks inside the region can
also be observed for the normalized hot electrons energy (the red dotted line). These
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two peaks are associated with the ballistic transport of hot electrons, which is more
clearly shown in the inset. It needs to be pointed out that the computed proﬁles near
the boundary are aﬀected by the intrinsic limitation of the diﬀusion approximation
which is used to construct the ballistic-diﬀusive model. The inconsistency caused by
the diﬀusion approximation can be understood more speciﬁcally when the constant
thermal conductivity ke and heat capacity Ce are used. In this scenario, the solution
given by Equation (2.11) has an exponential-like decay with a varying power with
respect to coordinates, but the Equation (2.16) gives a solution with a ﬁxed power
exponential decay. This inconsistency can be seen in upper and lower insets of panel
(b), showing uneven spatial distributions of the normalized energy for both electron
system and phonon system near their equilibrium states. As a result of this intrinsic
limitation in ballistic-diﬀusive model, the energy is no longer locally conserved near
the boundary. Our strategy to ensure the energy balance is to monitor the inbound
and outbound energy ﬂows near the boundary, and then compensate the energy difference by adding ballistic source terms near the boundary. After this modiﬁcation to
the ballistic-diﬀusive model, the system energy can reach and maintain equilibrium as
shown in panels (b) and (c). As shown in panel (b), at the end of laser pulse, the hot
electrons start to fade away. Meanwhile, the ordinary electrons reach elevated temperatures and then quickly regain their local thermal equilibrium. At this stage, the
phonon system stays nearly unperturbed because of the signiﬁcantly slower coupling
rate between electrons and phonons. After the laser pulse irradiation, the simulation is switched to a larger time step in order to capture the thermalization process
between electrons and phonons. As shown in panel (c) of Figure 2.3, the ballistic
electrons and diﬀusive electrons follow the same trend to pass energy to the phonon
system, indicating that the electron system remains in its quasi-steady-state local
thermal equilibrium. When time proceeds to around 15 ps, the thermal equilibrium
between the electron system and the phonon system is almost reached. For comparison, we also simulated the same process using the dual-hyperbolic model, which is the
most rigorous model to our knowledge to simulate ultra-short laser heating process.
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Based on our tri-hierarchical model, we found that the dual-hyperbolic TTM is only
accurate at the picosecond time scale or larger.

2.2.3

Conclusions

For the ﬁrst time, this work outlines the framework to study the optothermal
responses in nanoscale plasmonic structures with considerations of nonlocal electron
response and nonlocal thermal transport, which is crucial for understanding the performance and the lifetime of these structures. We applied the nonlocal hydrodynamic
model to investigate the Joule heating proﬁle inside the plasmonic structures at the
device level, which was found to be very diﬀerent from that obtained using the local
dielectric function. The nonlocal Joule heating is not only a function of the local electric ﬁeld, but also depends upon the response of the neighboring material because of
the Coulomb repulsion and the Pauli exclusion between electrons. Further we considered the nonlocal thermal transport due to the ballistic nature of heat carriers which
is of great signiﬁcance in the relatively small time and length scales. We separated
the electron system into three hierarchies, namely, hot electrons, ballistic electrons
and diﬀusive electrons. This is more intuitive and favorable to quantitative studies
in real-world applications.

2.3

Thermal Transport near the Boundary Including Ballistic Transport
Using an Integrated Diﬀusion Model

2.3.1

Beyond Diﬀusion Models

The ballistic-diﬀusive equation (BDE) used in modeling thermal energy transport
does not conserve energy near the boundary. In this section, we develop a new numerical model that can account for the ballistic transport while still keep the calculation
simplicity of diﬀusion approximations.
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A diﬀusion approximation is a technique that is extensively used in many ﬁelds
of physical science to study the transport behaviors of inequilibrium thermodynamic
systems. Two examples of diﬀusion approximations are the Fourier’s law in heat
conduction and the Drude model in electron transport. The diﬀusion approximation
treats an analytically intractable stochastic process as a diﬀusion process in which
the future of the process is solely determined by the present thermodynamic state.
The “memoryless” property of the diﬀusion approximation makes the process mathematically tractable, and gives suﬃciently accurate results when the Knudsen number
(Kn , which is a dimensionless number deﬁned as the ratio of the mean free path
length Λ to the physical representative length L) is small.
Many ﬁelds in science and engineering have reached a point where interfaces and
surfaces are of great importance. In particular, the advances in nanotechnology necessitate in-depth understandings of transport behaviors near interfaces. It has been
well recognized that the diﬀusion approximation breaks down near interfaces. Due
to inadequate scatterings, the local responses also depend on the global environment.
Various models have been proposed to account for this nonlocal behavior at diﬀerent
levels of accuracy. Among these models, the Boltzmann transport equation (BTE)
oﬀers a general way to mathematically describe the discrete stochastic transport process using a continuous integro-diﬀerential equation, but the implementation of the
exact form is diﬃcult even using numerical methods. A well accepted modiﬁcation to
BTE is to phenomenologically linearize BTE using the relaxation-time approximation
which implicitly assumes diﬀuse scatterings. The obtained equation is analogous to
the radiative transfer equation (RTE) with the approximation of local thermodynamic
equilibrium, which was employed to study the phonon transport inside solids [70]. Despite the successes of linearized BTE and RTE in modeling joint local and nonlocal
transport near interfaces, they are generically incompatible with the established solution schemes under diﬀusion approximations, which have been widely implemented
with numerical methods.
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2.3.2

An Integrated Diﬀusion Model

Diffusion Approximation

ID ≈ It ≈ It(0)+ It(1)cosθ

..
..

Linearized BTE

τs ^s θ

I

I

\

^s0

·.

'

ID = ID(0) + ID(1)cosθ + HOT
Net Flux

Integrated Diffusion Model

ID ≈ ID(0) + 3D(τs ,Γ)ID(1)cosθ
ID : diffusive intensity
It : total intensity
τs : local point
Γ : boundary

Figure 2.4. Schematic of angular distributions of diﬀusive intensities
at τs in diﬀerent models.

In this work, we introduce a new model to correct the diﬀusion approximation
near the interfaces while keeping its advantage of simplicity. This new model can
be directly implemented using the numerical methods developed to solve diﬀusion
equations. To make the discussion speciﬁc, we present the new model by considering
a heat conduction problem in solids. This is also applicable in other disciplines, such
as to extend the Drude model in electronic transport. Our strategy is twofold: (1)
separate the ballistic component that is scattered by interfaces from the diﬀusive
component, which is scattered inside the domain, and treat the relaxation of ballistic
transport as nonlocal source of the diﬀusive component; and (2) correspondingly
correct the diﬀusion coeﬃcient by adjusting it into a spatial variant to ensure the
local energy balance. The ﬁrst treatment is also known as ballistic-diﬀusive model in
the pioneer nanoscale heat transport work [57], while the second one is ﬁrst introduced
here. Since the nonlocal behavior of the system is integrated into the source term
and the diﬀusion coeﬃcient, we name the new model as integrated diﬀusion model
(IDM). We apply it to a benchmark problem of phonon transport across a thin ﬁlm
with parallel isothermal boundaries [57]. Compared with linearized BTE, our IDM
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can also give accurate predictions of the temperature across the thin ﬁlm with global
and local energy conservation, especially in cases where Kn is large. For the ﬁrst
time, the eﬀects of interface transmission and reﬂection, as well as the presence of
uniform heat generation within the medium, can be conveniently studied.
Figure 2.4 illustrates the diﬀusive components from the linearized BTE, the diffusion approximation and the integrated diﬀusion model, by considering the aﬀected
region around a point-wise perturbation. The solid line shows the diﬀusive intensity
(0)

(1)

solution of the linearized BTE ID = ID + ID cosθ + HOT at τs , consisting of the
zeroth- and ﬁrst-order spherical harmonic terms, and an inﬁnite series of higher order
terms (HOT ). In this expression, θ is the polar angle between a certain direction
ŝ and the direction of the net ﬂux ŝ0 . τs is the physical distance s normalized by
Λ, and s is measured from a boundary point to a certain point in the domain along
ŝ direction. By adding this diﬀusive intensity to the ballistic component IB (not
shown in Figure 2.4) generated by the interface scattering, we can obtain the total
intensity It . The dash-dot line shows the diﬀusion approximation where only the ﬁrst
two lower-order terms are used to represent the angular distributions of the diﬀusive
intensity ID . Under the diﬀusion approximation, the ballistic transport is not differentiated, and the total intensity It and the diﬀusive intensity ID are treated the
(0)

(1)

same everywhere, i.e., ID ≈ It ≈ It + It cosθ. In practice, adding back one or two
higher-order terms can correct the errors to some extent but at the expense of analytical and numerical complexities. In comparison, IDM can provide the same level
of numerical accuracy as linearized BTE while limiting the spherical expansion up to
the linear term. The IDM incorporates a nonlocal parameter D(τs , Γ ) to account for
the corrections from HOT , leading to
(0)

(1 )

ID ≈ ID + 3D(τs , Γ )ID cosθ

(2.24)
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(0)

(1)

Here, Γ denotes the boundary of the interested system. Note that ID and ID are
related in the diﬀusion approximation [57]. We assume that their correlation still
holds in IDM and use r as the diﬀerential operator with respect to τs
(0)

(1)

rID = −ID ŝ0

2.3.3

(2.25)

Mathematical Formulation

Inside an ideal gray medium with isotropic scattering coeﬃcient, the conservation
of energy travelling along ŝ yields
1
ŝ · rIt (ŝ) = −It (ŝ) +
4π

Z

It (ŝ0 )dΩ0

(2.26)

4π

which is essentially equivalent to the linearized phonon BTE [57, 70]. Due to the way
to classify the ballistic component IB and the diﬀusive component ID , the evolvement
of each component can be expressed explicitly
ŝ · rIB (ŝ) = −IB (ŝ)
ŝ · rID (ŝ) = −ID (ŝ) +

(2.27a)
1
4π

Z

It (ŝ0 )dΩ0

(2.27b)

4π

The solutions to Equation (2.27a) and Equation (2.27b) can be found as
IB (ŝ) = Ib (ŝ)e−τs

Z τs  Z
1
0
0
0
0
ID (ŝ) =
It (ŝ , τs )dΩ e−(τs −τs ) dτs0
4π 4π
0

(2.28a)
(2.28b)

respectively, where Ib (ŝ) is the known intensity moving into the system from the
boundary along ŝ direction.
We deﬁne the incident energy ﬂow as the scalar integral of intensity G =

R
4π

I(ŝ)dΩ,

which means the total intensity impinging on a point from all directions. The net
R
energy ﬂux can be deﬁned as the vectorial integral of intensity ~q = 4π I(ŝ)ŝdΩ.
Applying these deﬁnitions to Equation (2.24) gives
(0)

GD = 4πID

(2.29a)
(1 )

~qD = 4πD(τs , Γ )ID ˆs0

(2.29b)
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Combining Equation (2.25), Equation (2.29a) and Equation (2.29b), we have
~qD = −D(τs , Γ )rGD

(2.30)

From Equation (2.30), we see that the parameter D(τs , Γ ) can be understood as
a diﬀusion coeﬃcient, which is only determined by the local position τs and the
geometry Γ . Integrating the ballistic intensity in Equation (2.27a) over the whole
angular space, leads to
r · ~qB = −GB

(2.31)

If there are no internal heat sources, zero net heat generation leads to r · ~qt =
r · (~qD + ~qB ) = 0 inside the system domain. Substitution of Equation (2.30) and
Equation (2.31) yields the governing equation of the scattered diﬀusive component
r · {D(τs , Γ )rGD } + GB = 0

(2.32)

Now we see that ballistic incident energy ﬂow GB serves as the nonlocal source of
the diﬀusive component. At the limit of Kn approaching zero, GB goes to zero and
the Equation (2.32) reduces to the classical diﬀusion equation without internal heat
generation r · {DrGD } = 0.

2.3.4

Solving the Benchmark Problem

Figure 2.5 shows the IDM solution to a benchmark problem of one-dimensional
nanoscale thermal transport. As indicated by Figure 2.5(a), phonons transport across
a thin ﬁlm medium embedded between two isothermal walls separated by a physical
distance L, where the medium is gray and with an isotropic scattering coeﬃcient.
We deﬁne τ = x/Λ where x is the physical distance perpendicular to the left boundary. And when x = L, τL = 1/Kn. Other known physical conditions include the
temperature and the total reﬂectivity of the wall, denoted by T and ρ, respectively.
The subscripts 1 and 2 are used here to specify left and right boundaries. Inside the
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Figure 2.5. Phonon transport across a plane-parallel thin ﬁlm: (a)
Schematic of a thin ﬁlm embedded in two isothermal walls of temperatures T1 , T2 and reﬂectivities ρ1 , ρ2 . (b) Diﬀusive incident energy
ﬂow GD , nonlocal heat source GB , total incident energy ﬂow Gt and
total incident energy ﬂow from the linearized BTE GB
t distributions
across the thin ﬁlm of Kn = 2 with ρ1 = ρ2 = 0. Inset: nonlinearity
of Gt . (c) GD , GB , Gt and GB
t distributions across the thin ﬁlm of
Kn = 10 with ρ1 = ρ2 = 0. Inset: Corresponding error of IDM. (d)
GD , GB , Gt and GB
t distributions across the thin ﬁlm of Kn = 10
with ρ1 = ρ2 = 0.5. Inset: Corresponding error of IDM.
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one-dimensional plane-parallel gray medium, integrating Equation (2.28a) over the
whole angular space leads to
GB = 2J1 E2 (τ ) + 2J2 E2 (τL − τ )

(2.33)

where En (x)(n = 1, 2, ...) is the exponential integral of order n, deﬁned as En (x) =
R 1 n−2 −x/µ
µ e
dµ. J is the energy ﬂow leaving a boundary that is assumed to be diﬀuse.
0
If no boundary reﬂection is considered, i.e. ρ1 = ρ2 = 0, J is the same as the emission
power E from the boundary. Here, we assume E can be expressed as E = πIb =

vC
T
4

given a constant boundary intensity Ib , a constant phonon velocity v, and a constant
6 0, J
heat capacity C. When the reﬂectivities are considered, i.e., ρ1 6= 0 and ρ2 =
and E are related through the total net heat ﬂux ~qt
ρ
~qt · n̂ = E − J
1−ρ

(2.34)

where n̂ is the unit inward normal at the boundary. On the other hand, in the
one-dimensional problem displayed in Figure 2.5(a), qt is proportional to J1 − J2
qt = (J1 − J2 )Ψ

(2.35)

Rτ
where the constant Ψ is deﬁned as Ψ = 1−2 0 L Θ(τ 0 )E2 (τ 0 )dτ 0 and Θ(τ ) is determined
Rτ
by the integral equation Θ(τ ) = 12 E2 (τ ) + 12 0 L Θ(τ 0 )E1 (|τ − τ 0 |)dτ 0 . The evaluation of
Equation (2.34) at both ends of the thin ﬁlm, together with Equation (2.35), can be
written as a set of equations with respect to J1 and J2 , which can be easily solved using
linear algebra. The obtained J1 and J2 are used to calculate GB via Equation (2.33).
In order to solve Equation (2.32), we need two more boundary conditions. For
convenience, we choose
GD (0) = GB
t (0) − GB (0)

(2.36a)

GD (τL ) = GB
t (τL ) − GB (τL )

(2.36b)

GB
t (τ ) = 4 {J1 Θ(τ ) + J2 [1 − Θ(τ )]}

(2.37)

where
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Figure 2.6. At equilibrium (Kn = 10): (a) Nonlocal source GB distribution across the thin ﬁlm. Inset: Behavior of E1 (τ ) (left y axis) and
E2 (τ ) (right y axis). (b) The diﬀusion coeﬃcient D distribution across
the thin ﬁlm. Inset: Behavior of E1 (τ ) (left y axis) and E3 (τ )(right y
axis). (c) Diﬀusive indident energy ﬂow GD , nonlocal heat source GB ,
total incident energy ﬂow Gt and total incident energy ﬂow from the
linearized BTE GB
t distributions across the thin ﬁlm with ρ1 = ρ2 = 0.

which is derived from Equation (2.26) without further assumptions [71]. It is worth
mentioning that the solution of the linearized BTE GB
t is used to check the accuracy
of IDM. Note that Θ(0) and Θ(τL ), as well as Ψ, are only functions of τL . It is
convenient to have the values tabulated for future reference.
Figure 2.5(b) shows the incident energy ﬂow G distribution across the thin ﬁlm
of Kn = 2 when ρ1 and ρ2 are both zero. Here we present the normalized incident
energy ﬂow

G−vCT2
vC(T1 −T2 )

using G by simply setting vCT1 = 1 and vCT2 = 0. Note

that by assuming v and C are constants, G essentially represents the temperature.
The dashed line denotes the diﬀusive incident energy ﬂow GD while the dash-dot
line corresponds to the nonlocal source GB . Compared to GD , GB contributes more
to the total incident energy ﬂow Gt , which is indicated using the dotted line. The
proﬁle of Gt suggests that the temperature of the wall and the adjacent thin ﬁlm
is not necessarily to be continuous. This is veriﬁed by the linearized BTE solution
B
GB
t shown in the thin solid line calculated from Equation (2.37). The reprinted Gt

accompanied by a straight thin dashed line is displayed in the inset. The discrepancy
between them is clearly seen near the boundaries, implying the nonlinear property of
the incident energy ﬂow distribution. The results demonstrate that IDM can capture
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both the noncontinuity and nonlinearity of the solution from the linearized BTE,
which is more desirable compared to the diﬀusion approximation in the large Kn
scenarios. In Figure 2.5(c) where Kn equals 10, GB has greater share of the total
incident energy ﬂow in comparison with Figure 2.5(b). And the diﬀerence between Gt
−4
and GB
when solving Equation (2.32) using
t shown in the inset is bounded by 6 × 10

the ﬁnite element method (FEM) with 100 nodes. To quantify the overall energy ﬂow
diﬀerence, we deﬁne  = |

R τL
B
0
0 R (Gt −Gt )dτ
|,
τL
B
0
0 Gt dτ

which is about 1 × 10−5 in this case. The

energy balance of IDM makes it possible to consider the boundary reﬂection. The
validity and accuracy of IDM are shown in Figure 2.5(d) where ρ1 and ρ2 are set to
be 0.5. Figure 2.5(d) shows that the nonlocal source GB becomes smaller after the
boundary reﬂection is considered. In this case, the maximum diﬀerence between Gt
−4
and GB
t is still on the order of 10 , as indicated in the inset.

A key point to achieve the degree of accuracy shown in Figure 2.5(b-d) is to
identify a proper diﬀusion coeﬃcient D(τs , Γ ). One approach is to examine the equilibrium state where the two walls are of the same temperature T0 when interface
reﬂectivities are both zero. An equivalent statement of equilibrium is that the net
heat ﬂux ~qt equals ~0 everywhere. For the one-dimensional case illustrated in Figure 2.5(a), the relationship qt = qD + qB = 0, in conjunction with Equation (2.30)
and Equation (2.31), yields
Rτ
D(τ, Γ ) =

τL /2

GB (τ 0 )d τ 0

dGB /d τ

(2.38)

In the derivation, we have used the fact that Gt is a constant, which leads to
d
G
dτ D

=

d
(Gt
dτ

− GB ) = − dτd GB . So D(τs , Γ ) is closely related to GB distribu-

tion. At equilibrium, Equation (2.33) becomes GB = 2J0 E2 (τ ) + 2J0 E2 (τL − τ ) where
J0 =

vC
T.
4 0

Figure 2.6(a) shows the corresponding distribution of GB for Kn = 10

by setting vCT0 = 1. Note that the decrease of GB near the boundary is not an
exponential function with a constant decay length, which can be understood by the
expression

d
E
dτ 2

= −( EE12 )E2 . A sketch of E1 (τ ) and E2 (τ ) is presented in the inset of

Figure 2.6(a). This spatially varying decay length can cause local energy imbalance
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if a constant diﬀusion coeﬃcient D is used in Equation (2.32) [57]. More generally
speaking, Equation (2.38) is the compatibility condition that should be satisﬁed to
keep local energy balance. Substituting Equation (2.33) into Equation (2.38), we get
D(τ, Γ ) =

E3 (τ )−E3 (τL −τ )
,
E1 (τ )−E1 (τL −τ )

as shown in Figure 2.6(b). Here we verify that D is only

determined by its local coordinate τ and the geometry τL . The general behavior of
E1 (τ ) and E3 (τ ) is sketched in the inset. E1 (τ ) has one singularity at τ = 0, leading to
the zero values of D(τ, Γ ) at two ends. But the product D(τ, Γ )[E1 (τ ) − E1 (τL − τ )]
at the boundary is still ﬁnite, which is guaranteed by Equation (2.38). This D(τ, Γ )
is used to calculate GD (τ ) by solving Equation (2.32) with known nonlocal source GB
in Equation (2.33) and boundary conditions in Equation (2.36) for both equilibrium
and non-equilibrium cases. Figure 2.6(c) demonstrates good agreement between Gt
−4
and GB
with 100 nodes using
t at equilibrium. The diﬀerence is smaller than 1 × 10

FEM and the overall energy ﬂow diﬀerence  ≈ 7 × 10−5 .
IDM can also take uniform volumetric heat generation into account and only slight
modiﬁcations in Equation (2.33) and Equation (2.35) are needed. Suppose S = gv
˙ ,
where ġ denotes volumetric heat generation rate, Equation (2.33) can be generalized
as
GB = (2J1 −

S
S
)E2 (τ ) + (2J2 − )E2 (τL − τ ) + S
2
2

(2.39)

Equation (2.35) has become

where Φ = 2

R τL
0

qt (0) = (J1 − J2 )Ψ − SΦ

(2.40a)

qt (τL ) = (J1 − J2 )Ψ + SΦ

(2.40b)

Θs (τ 0 )E2 (τ 0 )dτ 0 is a constant and Θs (τ ) =

1
4

+

1
2

R τL
0

Θs (τ 0 )E1 (|τ −

τ 0 |)dτ 0 . Similar to Ψ and boundary values of Θ(τ ), Φ and boundary values of Θs (τ )
are merely dependent upon τL and can be tabulated. GB
t in Equation (2.37) can be
expressed as
GB
t = 4 {J1 Θ + J2 [1 − Θ]} + S {4Θs − 1}

(2.41)

If nonhomogeneous scatterings are of interest, all the discussions still hold by
Rs
simply adopting a general deﬁnition of τs , i.e., τs = 0 s0 /Λ(s0 )ds0 .
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For multidimensional geometries, GB can be determined explicitly by integrating
Equation (2.28a) given the temperature distribution on the boundary of interested
systems. Then the diﬀusion coeﬃcient D(τs , Γ ) is evaluated by dividing the integration of GB by its derivative, similar to Equation (2.38). In conjunction with proper
boundary conditions, which may limit the ultimate level of accuracy, the governing
equation Equation (2.32) is ready to be solved.

2.3.5

Conclusions

In summary, with the introduction of a nonlocal source term and a spatially
varying diﬀusion coeﬃcient, our new integrated diﬀusion model (IDM), for the ﬁrst
time, oﬀers a reliable remedy for the diﬀusion approximation near interfaces while
keeping its mathematical simplicity. By examining energy conservation, we propose
a compatibility condition between nonlocal sources and diﬀusive components, which
makes it possible to study boundary reﬂections. In addition, IDM can take uniform
internal heat generation into account. Although IDM is presented in heat transfer
context, applying it to other ﬁelds is straightforward. It is also straightforward to
extend the diﬀuse scattering condition to directional scattering at the interface in
the IDM. It is worthwhile pointing out that nonlocal boundary conditions should be
incorporated at the presence of non-negligible temperature gradient inside the walls.
In consideration of time-dependent problems, IDM is applicable to describe the quasisteady responses where the interested time scale is longer than the relaxation time of
transport.

32

3. NON-UNIFORM NEGATIVE HEATING FROM NONLOCAL EFFECTS
3.1

Motivation
Plasmons are collective oscillation of conduction electrons in metallic structures

and plasmon-induced hot carrier generation has been attracting great research interest because of its potential for applications in photocatalysis [27, 30, 72, 73], photodetection [74–78] and photovoltaics [2, 79–84]. Plasmonic structures have a very high
eﬃciency of generating hot carriers via the damping of plasmons due to the large
density of electrons and strong interaction with light. After being excited, plasmon
resonance can be damped radiatively through the re-emission of photons or nonradiatively by formation of hot carriers via Landau damping [2, 72]. Since radiative
damping is proportional to structure volume under the dipole approximation [41], it
is greatly suppressed when the characteristic size (L) of the structure is smaller than
10 nm. By contrast, Landau damping, which is essentially the decay of collective
oscillation of conduction electrons into individual hot carriers, is greatly enhanced as
L decreases, making the nanoscale plasmonic structures more intriguing.
At the scale of several nanometers or even smaller, the electromagnetic response of
electrons in non-magnetic materials is no longer only dependent on the local electric
ﬁeld, but also their neighboring environments, which is referred to as nonlocal eﬀects.
It is caused by the interactions between electrons, including Coulomb repulsion force
and Pauli exclusion principle. These interactions cannot be eﬀectively screened by
mobile electrons when the screening length (λT F ) is not suﬃciently small compared
to L. λT F is known as the Thomas-Fermi screening length and is on the order of
1 Å for typical metals [11]. Thus the interactions between electrons need to be appropriately considered in small metallic structures where many phenomena beyond
local ﬁeld approximation have been observed. These phenomena include the regularly
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spaced transmittance minima above plasma frequency in planer thin ﬁlms [85], the
plasmon blueshift in metallic nano-wires [86], the reduced ﬁeld enhancement [11], the
anomalous skin eﬀect [87], the modiﬁed local density of states near a spatially dispersive nanosphere [88] and the spontaneous emission lifetime of an excited dipole in its
neighbor [89, 90]. To investigate these nonlocal eﬀects, various theoretical methods
have been proposed. Commonly used ones include quantum-mechanical approaches
considering conﬁning potentials, such as random phase approximation (RPA) [91] and
time-dependent local density approximation (TDLDA) [82,92,93], and semi-empirical
models incorporating a quantum pressure term that originates from the kinetics of the
electron gas, such as hydrodynamic Drude approximation (HDA) [11, 94–96]. Quantum approaches can well capture overall behaviors of plasmon resonances but are
only computationally favorable for clusters of up to hundreds of metal atoms [97, 98].
Hydrodynamic Drude model incorporates the quantum pressure between electrons
into the framework of solvable classic Maxwells equations and thus have been widely
adopted to calculate plasmonic responses for large structures.
In this chapter, we study the generation patterns of hot carriers by considering
light absorption under the framework of hydrodynamic Drude model. We ﬁnd that
light absorption can be negative while the overall absorption is still positive, given
longitudinal plasmonic waves with large complex-valued wavevectors are excited. This
negative light absorption is found to be related to negative Landau damping, which
essentially is self-ampliﬁcation of plasmons, based on the dielectric function from a
RPA approximation. We expect that the strongly non-uniform light absorption can
broaden understandings of hot carrier generations in plasmonic structures. We also
expect this work to be extended in the ﬁelds of ﬂuorescence emission from small
plasmonic nanoparticles [99] and thermal management in small plasmonic devices,
such as the near-ﬁeld transducers used in heat-assisted magnetic recording (HAMR)
[100,101] where spatially non-uniform generations of hot carriers and their subsequent
relaxations have not been widely realized.
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Figure 3.1. Schematics of the diﬀerent regimes for the plasmon resonances as a function of characteristic size. In the local model for
large structures (>∼10 nm), electric ﬁeld E and electric current J
are in the same direction (E · J > 0), so light absorption is positive;
in the nonlocal model, ﬁnite length of charge screening is important,
so E and J can be opposite (E · J < 0), leading to negative light
absorption, essentially self-ampliﬁcation of plasmon waves.

3.2

Nonlocal Eﬀect and Its Negative Heat Generation

3.2.1

General Description

As the characteristic size of a metal is on the order of several nanometers or
less, the insuﬃcient screening of electrons at atomic and subatomic scales makes
electron-electron interactions important. The Pauli exclusion principle prohibits two
or more identical fermions (particles with half-integer spin, such as electrons) from
occupying the same quantum state within one system simultaneously. Together with
the classical Coulomb repulsive force, the electromagnetic response of electron system
does not only depend on local electric ﬁeld, but also its neighbors. Generally, the
linear response can be written as
Z
Z
D(t, r) = dt dr 0 (t, t0 , r, r 0 )E(t0 , r 0 )

(3.1)
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where D(t, r) is the electric displacement ﬁeld, (t, t0 , r, r 0 ) is the dielectric function
and E(t0 , r 0 ) is the electric ﬁeld. For a spatially homogeneous and isotropic medium,
an expansion of D(t, r) and E(t, r) as a Fourier series using ei(k·r−ωt) gives
D(ω, k) = 0 L (ω, k)k̂ · E(ω, k)k̂ + 0 T (ω, k)k̂ × E(ω, k) × k̂

(3.2)

where 0 is the vacuum permittivity and k̂ is the unit vector along the direction
of k. L (ω, k) and T (ω, k) are longitudinal (k̂ //E) and transverse (k̂⊥E) relative
permittivities, respectively. The inclusion of spatially nonlocal response leads to the
fact that the permittivity depends on the wave vector k in addition to the frequency.
This is referred to as spatial dispersion, in the same way as the frequency dependence is called time dispersion. In frequency domain, the total current is given by
J (ω, k) = −iωD(ω, k) = −iω0 r (ω, k)E(ω, k), including conduction current, polarization current and displacement current [87]. Hence the work done per unit time on
the electrical current by the electric ﬁeld, essentially the damping of waves, which is
related to the generation rate of hot carriers [96], can be calculated as
0 ω
1
0 ω
Qe = Re(J · E ∗ ) =
Im(L )|EL |2 +
Im(T )|ET |2
2
2
2

(3.3)

where EL and ET are longitudinal and transverse components of the electric ﬁeld,
respectively. 0 ωIm(r ) is essentially the real part of Drude conductivity Re(σD ) that
is non-negative in local Drude model [96]. Hence, Qe is thought to be positive semideﬁnite. However, this positive semi-deﬁniteness is not guaranteed when nonlocal
eﬀects are strong, as illustrated in Figure 3.1. In the local model, the electric current
is in the same direction as the electric ﬁeld, which leads to positive Qe . Whereas in the
nonlocal model, the screening of repulsive interactions is not suﬃcient, so the repulsive
pressure between electrons can push each other away as an electric ﬁeld causes strong
compression among them. This leaves some chance for the electric current to go
opposite direction of the electric ﬁeld. Thus negative Qe is possible, meaning that
the collective wave gains energy from electron system and gets ampliﬁed. Since there
is no external gain media involved, this ampliﬁcation is referred to as self-ampliﬁcation
hereafter.
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3.2.2

Hydrodynamic Model

To show the possibility of self-ampliﬁcation, we adopt a widely used hydrodynamic
Drude model, where conduction electrons are treated as nearly free electron gas embedded in a static uniform background formed by positive ions and the repulsive
pressure between electrons is taken into account by a parameter β which characterizes the speed of Fermi-degenerate electron plasma. The time-harmonic electric ﬁeld
E(ω, r) can be described by the inhomogeneous wave equation [61, 102]
r × [r × E(ω, r)] −

ω2
i E(ω, r) = iωµ0 J c (ω, r)
c2

(3.4)

where the nonlocal hydrodynamic current density J c (ω, r) on the right-hand side
accounts for the response of conduction electrons. The term related to i on the
left-hand side is contributed by background charge due to ion cores as in local Drude
model and its corresponding current is J i (ω, r) = −i0 i ωE(ω, r). In this model,
we neglect the contribution from interband transition to dielectric function and will
come back to this in Results and Discussion Session. Thus the total current is given
by J (ω, r) = J i (ω, r) + J c (ω, r). The motion of J c (ω, r) is governed by
β 2 r[r · J c (ω, r)] + ω(ω + iγ)J c (ω, r) = iωωp2 0 E(ω, r)
where ωp ≡

q

n0 e2
0 me

(3.5)

is the plasma frequency of free electron gas of number density n0

and γ is the collision rate of electrons caused by phonons, defects and impurities, etc.
The nonlocal parameter β is proportional to the Fermi velocity vF and manifest itself
in the longitudinal permittivity
HD
L (ω, k) = i −

ωp2

(3.6)

ω(ω + iγ) − β 2 k2

where the superscript HD indicates hydrodynamic Drude model. The k dependence
reveals the spatial dispersion. In general, k is a complex number in a conducting
medium [87], k = kr er + iki ei , where er and ei are unit vectors that may be not
along the same direction. So certain complex values may give negative imaginary
HD
part of HD
= i −
L . As a comparison, transverse response T

ωp2
ω(ω+iγ)

is the same
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Figure 3.2. Imaginary part of relative permittivity as a function of
complex-valued wavevectors (k = kr + iki ). Real part kr and imaginary part ki are plotted in log scale. (a) Hydrodynamic Drude model
BM
Im(HD
L ) and (b) Boltzmann-Mermin model Im(L ).

as the permittivity in Drude model. Hence the self-ampliﬁcation is only possible
for longitudinal waves under the hydrodynamic Drude model considering Equation
(3.3). Assuming er and ei are parallel, Figure 3.2(a) shows the imaginary part of
HD
L (ω, k) as a function of complex wavevectors (k = kr + iki ), where kr and ki are
positive and negative parts, respectively. The parameters are adopted from properties
of bulk gold [96], namely, the plasma frequency ~ωp =8.812 eV, electron collision rate
p
~γ=0.0752 eV, Fermi velocity vF =1.4×106 m/s and nonlocal parameter β = 3/5vF .
And i is assumed to 1. ω is set to be 3 × 1015 /s, corresponding to 633 nm. It can
be seen that Im(HD
L ) becomes negative as kr and ki are suﬃciently large. A dotted
line is added to indicate the transition between positive and negative values. By
HD
decomposing HD
L (ω, k) into real and imaginary parts, we can show Im(L ) < 0 is

equivalent to ωγ < 2kr ki , indicating damping still exists for non-zero k even if γ = 0.
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3.2.3

Boltzmann-Mermin Model

Until now, we consider the problem in the frequency domain from a macroscopic
perspective, which means any form of generated energy that is not of frequency ω
would be either energy loss (positive Qe ) or energy gain (negative Qe ) of electric
oscillations. To have a better understanding of the underlying mechanism, we look
at another longitudinal relative permittivity taking into account Landau damping
[87, 90, 103, 104]
BM
L (ω, k) = i +
where u2 ≡

(ω+iγ)2
2
k 2 vF

ωp2
3u2 fl (u)
ω + iγ ω + iγfl (u)

(3.7)

u+1
and fl (u) = 1 − 12 uln u−1
. The superscript BM is used since

Equation (3.7) is known as Boltzmann-Mermin dielectric function. Figure 3.2(b)
shows the imaginary part of BM
L (ω, k), and the negative region comes from the logarithm in the formula that describes Landau damping at large wavevectors [103] (detailed analysis can be found in the Derivation Notes). Comparison between Figure
3.2(a) and Figure 3.2(b) gives litter diﬀerence, indicating that the negative imaginary
part in Figure 3.2(a) also corresponds to Landau damping eﬀect. This suggests that
the negative light absorption relates to the reverse process of Landau damping, i.e.,
electron-hole pairs transfer energy back to collective motion of plasmons, leading to
the self-ampliﬁcation of plasmon waves.

3.3

Numerical Validation Using the Hydrodynamic Model
To verify the self-ampliﬁcation of plasmon waves in metallic structures, we build a

numerical model by solving Equations (3.4) and (3.5) in a commercial ﬁnite element
method (FEM) package COMSOL, following the procedures given elsewhere [95].
The presence of Equation (3.5) requires an additional boundary condition. It has
been shown n̂ · J c =0 can unambiguously deﬁne a problem where only metal-vacuum
interfaces are involved and permittivity used for metals are nonlocal [11], which is
the case in our numerical model. n̂ is the unit vector normal to metal surfaces.
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Figure 3.3. Extinction coeﬃcient of gold nano-wire of 4 nm in diameter as a function of energy of incident photon in nonlocal (red lines)
and local (blue lines) models. Analytical (solid lines) and numerical
results agree well.
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As is shown in the inset of Figure 3.3, we consider an inﬁnitely long nano-wire
in vacuum under uniform plane wave irradiation propagating along x direction with
polarization along y direction. Parameters of gold [96] are used to validate the numerical calculations. Here we neglect the contribution to γ from surface scattering
and its eﬀect will be further discussed in Results and Discussion Session. Figure
3.3 shows the extinction coeﬃcient, which is deﬁned as the ratio between extinction
cross section and geometric cross section, of the cylindrical gold nano-wire of 4 nm
in diameter as a function of the energy of incident photon. The surface plasmon
resonance peak around 6.2 eV has a blue shift when nonlocal response is included,
which is consistent with previous works [95]. Another feather of nonlocal response is
that subsidiary peaks are emergent when the energy of incident photon goes beyond
the bulk plasma energy of gold. The analytical values are calculated using a series of
Bessel and Hankel functions based on a Mie-like theory [86]. The numerical values are
achieved by integrating the Poynting vector over a circle surrounding the nano-wire.
The agreement between analytical and numerical results, as well as the consistency
with other works, gives us the conﬁdence to explore the quantities related to energy
conversion in the system.

3.4

Understanding the Origin of Negative Heating Eﬀect
Figure 3.4(a) shows the electric ﬁled inside a gold nano-wire of 4 nm in diameter

excited by a plane wave of 633 nm. Only half of the nano-wire is plotted considering
the symmetry in the system. In the nonlocal hydrodynamic Drude model below
plasma frequency, electric ﬁeld E penetrates into metal to an extent comparable to
the screening length λT F . This is distinct from the local model where the electric ﬁeld
is completed screened by surface charges that reside exactly at the surface. The fact
that surface charges acquire ﬁnite volume in the nonlocal model also manifests itself in
the current density J c , as shown in Figure 3.4(b). Nonlocal current is small near the
upper surface of the nano-wire is due to small number density of the induced charges.
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Figure 3.4. Comparison of plasmonic responses of a gold nano-wire
of 4 nm in diameter between nonlocal (upper half of each panel) and
local (lower half of each panel) models, separated by a dotted line. (a)
Amplitude of electric ﬁeld |E|. (b) Amplitude of current density |J c |.
(c) Damping of plasmon wave (Qe ). (d) Zoomed in details of Qe near
the surface indicated by dotted rectangles in panel (c). Red arrows
indicate direction of E while blue ones indicate J c . ω is 3 × 1015 /s,
corresponding to 633 nm in wavelength.
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Taking the time average of the inner product of E and J c gives the damping rate of
plasmon waves Qe , shown in Figure 3.4(c). Here only J c is considered to calculate Qe
is because J i has π/2 phase shift with respect to E and gives zero energy damping.
Clearly distinction can be seen between nonlocal and local responses. In the nonlocal
model, strong positive or negative damping is present near the surface due to Landau
damping where large wavevectors can be excited. The negative damping veriﬁes
that self-ampliﬁcation of plasmon waves is possible when strong nonlocal eﬀects are
present. The simultaneous presence of positive and negative damping also indicates
Landau damping is thermodynamically reversible [104]. As a comparison, local model
gives very uniform positive damping throughout the nano-wire. To gain more physical
insight into the system, directions of E and J c in both nonlocal and local models
are plotted in Figure 3.4(d). The angles between E and J c can be obtuse near the
surface in the nonlocal model while they are acute in the local model. Simulation
also shows E and J c can be in completely opposite directions when bulk plasmons
are excited. This is consistent with the simpliﬁed picture given in Figure 3.1.
It should be mentioned that surface scattering is neglected in our simulation.
As the diameter of the nano-wire is only 4 nm, surface scattering is expected to
be important [105, 106]. One may argue that surface scattering gives an additional
channel for positive damping and may overwhelm the self-ampliﬁcation of plasmon
waves. However, self-ampliﬁcation of plasmon waves is a general feather of the system
when nonlocal eﬀects are present. To show this, a nano-wire of 40 nm in diameter is
considered in Figure 3.5, in which surface scattering is weak [105, 106]. Figure 3.5(a)
shows the extinction coeﬃcient and absorption coeﬃcient of the gold nano-wire as
a function of incident photon energy. The overall trends of extinction coeﬃcient for
both nonlocal and local models are very similar, unlike Figure 3.3, indicating nonlocal
eﬀect is not strong. Absorption coeﬃcient is orders of magnitude smaller compared
to extinction coeﬃcient, consistent with the conclusion that radiative damping of
plasmon waves (light scattering) is dominant for large structures [105]. For a large
structure like this, self-ampliﬁcation of plasmon waves is still visible, as shown in the
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Figure 3.5. Responses of a nano-wire of 40 nm in diameter where
surface scattering is weak. (a) Extinction coeﬃcient and absorption
coeﬃcient as functions of energy of incident photon. (b) Damping
of plasmon waves (Qe ) at excitation by incident photons (∼633 nm).
Inset shows negative damping rate near the right surface. (c) Damping
of plasmon waves (Qe ) at excitation by 9 eV incident photons (∼135
nm).

inset of Figure 3.5(b). This non-uniform self-ampliﬁcation is not strong because the
wavevector is not large enough, in other words, nonlocal eﬀects are not strong enough,
consistent with Figure 3.5(a). It is more evident if the excitation frequency (9 eV)
is above plasma frequency, as shown in Figure 3.5(c). Under high excitation energy,
large negative damping Qe is still clearly visible in Figure 3.5(c). Our numerical result
shows that these negative patterns are still present when interband transition of dband electrons in gold is considered as the background contribution to i in Equation
(3.6).

3.5

Conclusions
To conclude, we have theoretically and numerically shown that self-ampliﬁcation

of plasmon waves is possible when nonlocal eﬀects from spatial dispersion is in presence. Classically, this self-ampliﬁcation results from the fact that the electric current
ﬂows in opposite directions of the electric ﬁeld when electron pressure is considered.
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Fundamentally, it comes from negative Landau damping where electron-hole pairs
transfer energy back to collective plasmon waves. This self-ampliﬁcation and its corresponding non-uniform light absorption patterns signiﬁcantly deviate from local ﬁeld
approximations which are commonly used in applications. We expect this new ﬁnding
to help build a better understanding of light absorption and hot carrier generation
inside nanostructures and help unveil many mysterious problems, such as ﬂuorescence emission from small plasmonic nanoparticles and thermal management in the
near-ﬁeld transducers used in heat-assisted magnetic recording (HAMR).

3.6

Derivation Notes
The connection between Landau damping and the logarithm function in Equation

(3.7) is shown by considering the motion of the distribution function f (r, v, t), which
is governed by the Boltzmann transport equation [87, 107]
∂
F
f (r, v, t) − fs (r, v, t)
· rv f = −
f + v · rr f +
∂t
m
τ

(3.8)

where F is the force placed on an electron of mass m in a self-consistent ﬁeld, τ is
the lifetime of excited electrons decaying back to local equilibrium fs (r, v, t). τ is the
inverse of γ. By assuming a linear solution of the form f = f0 + f1 , where f0 is the
Fermi-Dirac function and f1 is introduced by external perturbation E [87]
f1 = e

v·E
∂f0
+ dif f usion terms
∂t γ − iω + ik · v

(3.9)

Assuming γ=0, the diﬀusion terms in Equation (3.9) becomes zero and the ﬁrst term
turns to the same formula used to derive Landau damping in collisionless plamas [104].
Thus the ﬁrst term is related to Landau damping and also related to tan−1 a/a in the
permittivity [87]
L = 1 −

ωp2 3
tan−1 a
tan−1 a
(1
−
)/[ω
+
iγ(1
−
)]
ω + iγ a3
a
a

(3.10)

where a2 ≡ −(k2 vF2 )/(ω+iγ)2 = −1/u2 . Noticing that tan−1 a = 2i ln( 1−ia
), Equation
1+ia
(3.10) is equivalent to Equation (3.7). So the logarithm function in Equation (3.7)
describes Landau damping.
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4. ENERGY TRANSPORT ACROSS INTERFACES
4.1

Motivation
The processes of energy conversion and energy transfer inside plasmonic struc-

tures, such as photoexcitation and relaxation of electrons , are typically very fast
(on the order of picosecond or even shorter) [2, 40, 41]. Directly measuring these
fast processes is technically challenging and pump-probe methods are usually used to
study the ultrafast dynamics [2, 40, 41, 44–50]. For metal nanoparticles in particular,
light absorption is a convenient property to measure, resulting in the wide application
of a speciﬁc pump-probe method called ultrafast transient absorption spectroscopy
(TAS). However, TAS is only sensitive to the transient responses of hot electrons inside AuNPs before electrons and phonons reach thermal equilibrium, especially for low
energy input using ultrashort laser pulses. In this work, we propose a new platform
and a corresponding detection scheme that can provide a more comprehensive understanding of the ultrafast energy transfer processes compared to TAS measurement
only. The new platform is consisted of AuNPs and ﬂuorescent molecules surrounding them in solution. The new detection scheme adds another independent channel
using the ﬂuorescence besides the TAS signal. The experimental data indeed show
unprecedented insights into the energy transfer processes of the hot electrons.
The content of this chapter is organized as follows. First the basics regarding the
dynamics of AuNPs and ﬂuorescent molecules are discussed. Then the new platform
consisting of AuNPs mixed with ﬂuorescent molecules is introduced. The new detection scheme is subsequently described. Then the results are presented and discussed.
Finally the conclusion is drawn.
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4.1.1

Principles of Transient Absorption Spectroscopy (TAS)

Transient absorption spectroscopy (TAS) is one particular type of pump-probe
methods that measures absorption change of the sample via reﬂection or transmission
spectra. In speciﬁc, a ﬁrst pulse (pump pulse) promotes the system of interest to an
excited state where the energy distribution of electron population has been changed.
This change in electron distribution is subsequently detected via the reﬂection or
transmission of a second pulse (probe pulse) with a ﬁnite time delay τ with respect to
the ﬁrst pulse, as shown in Figure 4.1(a). When TAS is applied to investigate AuNPs,
transmission is usually used since the nanoparticles are typically dispersed in solutions
and reﬂectance is diﬃcult to measure. Figure 4.1(b) depicts a simpliﬁed model to
consider the density of states (DOS) of gold. It captures three prominent features of
gold: (i) Gold has two types of electrons strongly aﬀect its optical responses, i.e., sp
band electrons and d band electrons. sp band electrons behave like free electrons with
a modiﬁed eﬀective electron mass [108] and can be reasonably described by a classical
scattering model called the Drude model. While d band electrons contribute to many
unique properties of gold, such as its color, adding complexities to noble metals [40].
(ii) The Fermi level is within sp band, validating the metallic property of gold. (iii)
The energy gap between the Fermi level and the upper edge of d band is about
2.47 eV [109], corresponding to ∼500 nm photon energy which known as interband
transition threshold (ITT). The large DOS near ITT edge explains strong absorption
of gold for light with wavelengths shorter than 500 nm, resulting in large imaginary
part of the dielectric function of gold. Thus a probe beam with its wavelength close to
ITT is desired to have large response signals in TAS [109–111]. Besides, a probe like
this may interact mainly with thermalized electrons whose energy is near the Fermi
level [109, 110].
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Figure 4.2.
Ultrafast dynamics of AuNPs and corresponding
timescales in general. (a) Plasmons inside AuNPs are excited upon
light illumination. (b) Plasmons dephase (get damped) radiatively
via re-emission or non-radiatively through Landau damping. (c) Energetic (Hot) electrons redistribute high energies among electrons. (d)
Excessive heat is dissipated into the surrounding medium. (e) AuNPs
eﬀectively couple to light and redirect the ﬂow of energy (Poynting
vector), corresponding to panel (a). (f) Landau damping generates
electron-hole pairs, resulting in a highly non-thermal distribution of
electron population, corresponding to panel (b). (g) A thermal distribution of electron population characterized by a high electron temperature is achieved after electron relaxation, corresponding to panel
(c). (h) Electron system returns to a low temperature after thermal
dissipation, corresponding to panel (d). This schematic is modiﬁed
based on Figure 2 in Ref [2].
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4.1.2

Ultrafast Dynamics of Gold Nanoparticles (AuNPs)

The dynamics of energy conversion and energy transfer in AuNPs are very complicated in general, partly because many physics are highly coupled [40], such as the
photoexcitation of electrons, electron-electron scattering, electron-phonon coupling,
interface eﬀects and size eﬀect. The intrinsic fast nature of the processes makes
the clear understandings more challenging because only limited information can be
achieved due to the lack of eﬀective experimental methods other than TAS [2]. Thanks
to extensive studies using TAS, some general pictures have been outlined for the ultrafast dynamics inside AuNPs, as illustrated in Figure 4.2. Generally speaking, free
electrons in the conduction band of AuNPs oscillate collectively with respect to the
positive ionic background under external electric ﬁeld and the corresponding ‘quasiparticles’ of the collection oscillations are known as ‘plasmons’, shown in Figure 4.2(a).
Near resonant frequency, plasmons interact with external ﬁeld very eﬀectively (Figure
4.2(e)), resulting in large extinction, including scattering and absorption, cross sections compared to the geometric cross sections, especially for AuNPs of hundreds of
nanometers in diameter. Due to the radiation of the plasmons and Landau damping,
these coherent oscillations have ﬁnite lifetime and starts to dephase in several tens of
femtoseconds [2,40], as shown in Figure 4.2(b). The radiation can also be understood
as the scattering of the incident light and is strongly size-dependent, which can be accurately described by the classic Maxwell equations. As predicted by Mie theory, the
scattering process dominates over the absorption process for AuNPs with a diameter
larger than 50 nm [40]. Landau damping is a quantum process where the coherent plamons generates electron-hole pairs because of electron-electron scatterings [2], shown
in Figure 4.2(f). In electrodynamics, Landau damping can be viewed as the electrons
get accelerated by electromagnetic waves with a phase velocity slightly larger than the
velocity of the electrons. This light absorption contributes to the imaginary part of
the permittivity of gold. Right after the generation of electron-hole pairs, the energy
distribution of electron population is highly non-thermal and the energetic electrons,
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called ‘hot’ electrons, quickly redistribute their excessive energy among electron bath
(Figure 4.2(c)), forming a thermal distribution typically on the order of several hundreds of femtoseconds, as shown in Figure 4.2(g). Because of a small speciﬁc heat
capacity, the thermalization temperature of electron system is usually high, from several hundred Kelvins to even several thousand Kelvins, depending on the energy gets
deposited by the excitation pulse. After that, the electron-phonon coupling drives
the electron system and the lattice to reach thermal equilibrium at a time scale of
several picoseconds, then followed by a heat dissipation into the surrounding medium
on the order of 100 ps to 10 ns, as shown in Figure 4.2(d) & (h) [2, 40, 42, 43].
The timescale of the electron-phonon coupling inside AuNPs is actually more complicated than as described above. It has been shown that it may aﬀect the thermalization process in electrons [40]. More interestingly, the hot electrons inside AuNPs
may not only transfer energy to phonons inside. They may also couple energy to
the outside environment before thermalization, as indicated by several experiments.
For example, Hartland’s group discovered that the time scale for electron-phonon
coupling (several ps) is comparable to that of heat diﬀusion (∼10 ps) for very small
gold nanoparticles (AuNPs) (∼4 nm in diameter), indicating that signiﬁcant energy
dissipation may occur before the thermal equilibrium between electrons and phonons
inside AuNPs [44, 45]. This is consistent with the experiments performed by Vallée’s
group with a high time-resolution and a large signal-to-noise ratio where the electronphonon coupling time constant can be one half of the bulk values for very small AuNPs
(∼2 nm in diameter) [46]. Besides the size eﬀect, Vallée’s group also examined the
environment eﬀect. They prepared the samples of AuNPs and silver nanoparticles
(AgNPs) both in solution and in solid matrices. The results imply that the environment has no observable eﬀect on electron-phonon coupling. However, only a limited
number of environments were examined and a particular combination of pump and
probe wavelengths were used in the experiments. Many other measurements have
shown diﬀerent electron-phonon coupling time constants for AuNPs and AgNPs in
diﬀerent environments. Bigot’s group found that the coupling time constant of the 6.5
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nm AgNPs embedded in glass is about twice that of AgNPs embedded in the alumina
matrix [47]. Similarly, El-Sayed’s group found interactions of AuNP arrays with water instead of air environment accelerate the electron-phonon coupling time constant
from 4.1 ps to 2.6 ps [48]. Halas’s group reported another interesting study about the
eﬀect of surface-adsorbed molecules on gold nanoshells [49]. They showed that the
molecules with largest available induced dipole moments provides the strongest acceleration in electron-phonon coupling, decreasing the electron-phonon coupling time
constant from 2.7 ps to 1.7 ps. Weiss’s group measured the dynamics of hot electron
cooling in AuNPs (∼3.5 nm in diameter) passivated with two diﬀerent ligands (amine
ligands and thiol ligands) [50]. They found that both the electron-phonon coupling
time constant and the electronic heat capacity are larger for the thiolated AuNPs
compared to the aminated AuNPs, by 30% and 40%, respectively.
However, the measurement of the energy transfer between hot electrons and the
environment shown in the previous studies provides little information outside metal
nanoparticles since the experimental data are from ultrafast transient absorption spectroscopy (TAS) where the signal of absorption change is predominately contributed
by the electrons inside metal nanoparticles within a time delay less than 10 ps between pump and probe pulses [42, 43]. If the environment outside AuNPs can also be
probed, the description of the system would be more comprehensive and the results
would be more conclusive. Thus in the work, we propose to put ﬂuorescent molecules
outside AuNPs as nanoscale probes to extract more information from the system.

4.1.3

Dynamics of Fluorescent Molecules

To use ﬂuorescent molecules as nanoscale probes around AuNPs, it is important
to understand their dynamics ﬁrst.
• Spontaneous Emission of Fluorescence
Most of the dynamics for photoexcited ﬂuorescence molecules are usually described
using Jablonski diagram [112]. Figure 4.3(a) is similar to Jablonski diagram but
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provides more insights to the processes of molecular ﬂuorescence. In a molecule, the
electrons experience anharmonic potential wells and the shapes of wave functions in
diﬀerent vibrational modes can be depicted by the orange ripples as shown in Figure
4.3(a), under the assumption that an electronic transition is so fast compared the
motion of nuclei that it is most likely to occur without changes in the positions of
the nuclei in the molecule. The ﬂuorescent molecule absorbs a high energy photon
and become electrically excited, as indicated by the blue arrow. The absorption
process is typically on the order of femtosecond [112]. The high energy electrons
inside the molecule tend to redistribute the excessive energy to the vibrations of
the molecule and ‘roll down’ to the lowest energy of the excited energy state of the
molecule via internal conversion and vibrational relaxation non-radiatively, indicated
by the gray arrow, at a picosecond time scale. Generally, internal conversion means
a transition from low-energy vibrational modes of one higher electronic state to highenergy vibrational modes of a lower electronic state without losing energy, i.e., form
E2 (not shown in the energy diagram) to E1 when the absorbed photon energy is
large. While vibrational relaxation describes the energy is transferred to the structural
vibrations of the molecule itself or the surrounding molecules [112, 113]. The lowest
excited state is relative stable and it typically takes several ns for the molecule to
return to its electronic ground state by emitting a photon, as indicated by a green
arrow. This process is known as spontaneous emission and the corresponding time
taken to emit after the molecule being excited is called ﬂuorescence lifetime. Later we
will see that it strongly dependent on the local environment and thus can be modiﬁed
to our beneﬁt.
There are several general features associated with ﬂuorescence emission that are
worth mentioning explicitly. (i) The emission wavelength is usually longer than
then absorption wavelength due to the internal conversion and vibrational relaxation,
which is called Stokes shift. (ii) The emission spectrum shows little dependence on the
excitation wavelength. This is known as Kasha’s rule that is understandable because
the emission usually takes place from the lowest energy of the excited state. (iii) The
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absorption spectrum seems like a mirror image of the emission spectrum, especially
when the wavelength is close to the symmetric wavelength, known as mirror image
rule. This can be explained by the Franck-Condon principle, stating that electronic
transition from one vibrational mode to another has a better chance to happen if the
wave functions overlap more signiﬁcantly. Since the nuclear coordinate change is usually small between the ground state E0 and the excited state E1 and the corresponding
potential wells are not far away from the harmonic region. When the absorption takes
places predominately from ν=0 to the left edge of E1 and the emission from ν ∗ =0 to
right edge of E0 , as shown in Figure 4.3(b), this mirror image rule can be understood.
Figure 4.3(c) gives an example of ﬂuorescein (2(3,6-dihydroxyxanthyl)-benzoic acid)
whose chemical structural formula is shown in the inset [114, 115]. The ﬁgure shows
the spectra in basic ethanol and an absorption/emission peak at around 501/541
nm. While Fluorescein has an emission maximum of about 520 nm in water and
glycerol [116].
Emitting ﬂuorescence is not the only for the molecule to go back to the ground
state. The molecule can also go through intersystem crossing, from a electronic singlet
state E1 to a triplet state where a pair of non-bonding electrons have the electron
spins parallel to each other. The triplet state can eventually relaxes to ground state
either radiatively by emitting a photon after a longer time (∼ µs or longer), known
as phosphorescence, or non-radiatively [112, 117].
• Stimulated Emission Depletion (STED) of Fluorescence
In spontaneous emission, the phase and direction associated with the emitted
photon is random and the lifetime is at the nanosecond time scale. Compared to
this, stimulated emission is fundamentally diﬀerent. In stimulated emission, while
the electron in an excited state is waiting to go back to the ground state, an external photon with the same transition energy comes in. Instead of being absorbed,
the coming photon greatly enhances the probability of the exited electron to enter
the transition state and generate a photon identical to the incident photon. Thus
the excited states are depleted before the spontaneous emission, which is the reason
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being called stimulated emission depletion (STED) of ﬂuorescence. By changing the
external electromagnetic ﬁeld, this emission can be controlled in phase and intensity,
as well as occurring time, which is very useful in many applications [117, 118].

4.2

A New Platform - AuNPs Mixed with Fluorescent Molecules
In this work, we propose a new platform where the plasmonic nanoparticles are

mixed with ﬂuorescent molecules, as illustrated in Figure 4.4(a). In our experiment,
the system of interest is excited using 800 nm pump beam with a pulse duration about
200 fs. The short pulse duration yields a strong peak intensity (I ≈ 1011 W/cm2 ),
leading to strong nonlinear eﬀects. And the ﬂuorescent molecules are excited through
two photon absorption process. Thus ﬂuorescence signal can be simultaneously captured along with the transient absorption spectroscopy via transmission. Compared
to traditional absorption or transmission spectroscopy which is mainly focused on the
electron reponses inside plasmonic nanoparticles, the ﬂuorescent molecules can provide additional information outside the nanoparticles, giving a more comprehensive
description of the problem.

4.2.1

Static Eﬀects on Fluorescent Molecules near AuNPs

Near resonant frequency, plasmonic structures may alter the optical ﬁeld distribution dramatically due to the strong light-matter interactions. One property of
surface plasmons is their extraordinary ability to conﬁne light into a small region
with a strong ﬁeld enhancement. This ﬁeld enhancement can boost the excitation
rate of the ﬂuorescent molecules near AuNPs [119,120], whereas the AuNPs may also
increase the non-radiative decay rates of photoexcited ﬂuorescent molecules due to
their signiﬁcant energy transfer to AuNPs. Besides, the presence of AuNPs changes
the density of states for photons which modiﬁes the spontaneous emission rate of
ﬂuorescence, known as Purcell eﬀect.
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Figure 4.4. A platform consisting of AuNPs and surrounding ﬂuorescent molecules. (a) Schematic diagram of the new platform. (b) Plasmonic ﬁeld enhancement near a 10 nm AuNP at 520 nm (upper) and
800 nm (lower) excitation. (c) Extinction, absorption and scattering
coeﬃcients of a 10 nm AuNP calculated using Mie theory and COMSOL simulation. AC/SC/EC-Mie: absorption/scattering/extinction
coeﬃcient calculated using Mie theory, AC-Num: absorption coeﬃcient calculated using numerical method in COMSOL. (d) Quenching
eﬀect in ﬂuorescence: quantum yield as a function of distance between
a dipole above a metallic ﬁlm with permittivity of -32.5+8.4i.

57
• Plasmonic Field Enhancement
To estimate the ﬁeld enhancement factor, we develop a numerical model where a
AuNP of 10 nm in diameter is illuminated by a linearly polarized plane wave with
an electric ﬁeld amplitude of 1 [V/m]. Figure 4.4(b) shows its optical responses under the excitation with a wavelength of 520 nm and 800 nm. The excitation beam
propagates along x direction and oscillates along y direction. The ﬁeld distribution is
symmetric with respect the x axis across the center of AuNP. Thus only one half of
the two-dimensional (2D) image is displayed. The ﬁeld enhancement near the surface
of the AuNP is about 5 and 3 for 520 nm case and 800 nm case, respectively. This
ﬁeld enhancement would be even more signiﬁcant considering two photon absorption
processes for surrounding ﬂuorescent molecules since the excitation rate is proportional to the second order of the illumination intensity. Due to the large energy
conﬁnement, metallic loss is important and this is especially true to small AuNPs
whose diameter is much smaller compared to the illumination wavelength. Figure
4.4(c) shows the absorption coeﬃcient of 10 nm AuNPs, as well as the scattering
coeﬃcient, calculated using Mie theory [121, 122]. The absorption coeﬃcient, deﬁned
as the ratio between the absorption cross section and the geometric cross section, is
about two orders of magnitude larger than the scattering coeﬃcient, indicating that
the extinction is dominated by absorption. This conclusion is also veriﬁed by directly
solving Maxwell equations in COMSOL, a commercial ﬁnite element method (FEM)
simulation package.
• Fluorescence Quenching
When ﬂuorescent molecules are in aﬃnity of AuNPs, they can transfer signiﬁcant amount of energy to AuNPs and thus experience strong ﬂuorescence quenching, especially when surface plasmons are excited and electron-hole pairs are generated [90,123]. As shown in Figure 4.4(d), the quantum yield becomes much smaller as
the dipole get closer to the metallic surface, where the quantum yield is deﬁned as the
ratio between the energy leaving the system in terms of propagating electromagnetic
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waves and the total energy dissipated. The average value for a perpendicular dipole
and a parallel dipole with respect the metallic surface is used in the calculation [123].
Thus the increase in excitation rate and decrease in quantum yield for ﬂuorescent
molecules when AuNPs are in aﬃnity are competing eﬀects and the ultimate enhancement or quenching in ﬂuorescence is determined by many factors. Novotny’s group
shows a continuous transition from enhancement to quenching by varying the distance
between a single molecule and a AuNP of 80 nm in diameter [120]. The ﬂuorescence
enhancement reaches a maximum of ∼7 near a distance of 5 nm. Ginger’s group
observed that the spectral overlap between ﬂuorescence emission and the plasmon
resonance spectrum plays a important role, suggesting that ﬂuorescence is brightest when the peak of plasmon spectrum is about 0.1 eV above that of ﬂuorescence
spectrum [124].
In our experiment, the AuNPs with small diameters are stabilized using surfactant
(Sigma-Aldrich 741957) which provides a small spacing (∼ nm) between AuNPs and
ﬂuorescent molecules.
• Purcell Eﬀect
The presence of AuNPs strongly aﬀects local density of states for photons, which
inﬂuences the lifetime of ﬂuorescence [125]. This change in spontaneous emission indicates that the chance of photoexcited electrons to relax to the ground states is modiﬁed. This can further enhance the stimulated emission rate beside the enhancement
eﬀect coming from the plasmonic ﬁeld. Thus the sensitivity for STED signal from
ﬂuorescence near AuNPs may be enhanced by a factor of [(3)2 ]2 ×(5)2 ×(5)2 ≈ 5×104 ,
where the ﬁrst term on the left hand side comes from two photon absorption in ﬂuorescence excitation, the second term comes from stimulated ﬁeld enhancement and
the third one is from Purcell eﬀect.
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4.2.2

Experimental Setup for Transient Measurement

To achieve the simultaneous measurement of both TAS and ﬂuorescence signal, a
pump-probe system in a collinear scheme is set up [109]. The femtosecond laser pulses
are generated using a Ti: Sapphire ampliﬁed laser system with a central wavelength
of 800 nm and a pulse width of about 70 fs. 20 % of the beam is used as the pump and
the rest is sent to an optical parametric ampliﬁer (OPA) to generate a wavelengthtunable probe beam, as shown in Figure 4.5(a). The pump pulses are originally at
a repetition rate of 5 kHz and then modulated at 500 Hz using an optical chopper
(duty cycle 50 %) together with a lock-in ampliﬁer (Stanford Research SR810) to
increase the signal-to-noise ratio. Due to the short pulse width and low repetition
rate, the pump beam has a high peak intensity that is on the order of 1011 W/cm2 ,
corresponding to an electric ﬁeld amplitude of 109 V/m. This is estimated using a
power of 200 µW measured right before the sample and a diameter of about 25 µm
measured using a color camera (Inﬁnity 2-3C), as shown in Figure 4.5(b) and (c). It
is consistent with the pulse ﬂuence in other femtosecond laser systems [126, 127].
The ultrafast dynamics of the sample excited by the strong pump pulses are measured using the probe beam with a tunable time delay with a temporal resolution
of 66.7 fs. The probe is split into two beams before reaching the sample and one of
them is used as reference beam for a diﬀerential detector that is sensitive to signal
change. The voltage signal generated by the diﬀerential detector is transferred to
a pre-ampliﬁer and then to a lock-in ampliﬁer that synchronized with the optical
chopper. Quite similarly, another diﬀerential detector which is located at 90

o

of the

collinear pump and probe beam paths is used to detect the ﬂuorescence signal. Reference beam to balance the diﬀerential detector is also needed if the probe beam can
excite ﬂuorescent molecules. Fluorescence is typically emitted at a nanosecond time
scale after excitation while the time frame of interest is at a picosecond time scale.
Thus STED is used to control the emission process of ﬂuorescent molecules around
AuNPs in the sample. To be speciﬁc, the molecules are excited by two-photon ab-
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sorption process along with the excitation of AuNPs and then subsequently depleted
by the probe beam. Considering the enhancement eﬀect of ﬂuorescence emission and
Purcell eﬀect mentioned in the last section, the ﬂuorescence signal provides valuable
information about the environment outside AuNPs with good sensitivity. In the experiment, photobleaching is suppressed by shaking the solution cuvette (Thorlabs
CV10Q100F, 3 mm path length) using a piezo stage (PI P-601K019) with a travel
range of 100 µm under a frequency of 1 Hz.
In our experiment, two types of ﬂuorescent solutions are used to mix with AuNP
solutions that are purchased from Sigma-Aldrich without further puriﬁcation. In
Mixture 1, 10 µL ﬂuorescein water solution with a concentration of 10−2 M is added
to 100 µL AuNP solution. A tiny amount of 10 M KOH is used to increase ﬂuorescein
(free acid) solubility in water. In Mixture 2, 100 µL ﬂuorescein solution in glycerolwater mixture (1:1 in volume) is added into 100 µL AuNP solution.

4.3

Possible Energy Transfer Across Interfaces on a Picosecond Scale
The transient absorption is measured using a transmission scheme, as illustrated

in Figure 4.5(a), which will be discussed ﬁrst in the following sections. After that,
the ﬂuorescence signal will be included to provide more insights into the ultrafast
dynamics of hot electrons after photoexcitation.

4.3.1

Transient Transmission Spectroscopy of AuNPs

Figure 4.6(a) summarizes typical pump-probe responses of AuNPs in solution
[44, 45] where an initial fast decay with a characteristic time of a few picoseconds
followed by a slow decay with a characteristic time of tens of picoseconds. The fast
characteristic time is usually ascribed to electron-phonon coupling where hot electrons generated by the strong pump pulse redistribute energy to vibrational modes
of AuNPs while the slow process is heat dissipation into the environment through
interfaces that is also called phonon-phonon coupling process. Thus in data pro-
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cessing, the transient transmission curve is ﬁtted with a two-term exponential model
f (τ ) = a1 exp(−τ /τep ) + a2 exp(−τ /τpp ) using nonlinear least square solvers in MATLAB, where a1 and a2 are constants, τ is the delay time of the probe beam with
respect to the pump beam, τep and τpp are the electron-phonon coupling time and
the phonon-phonon coupling time, respectively. The break between two decay components in the transient transmission, at around several ps curve represents the point
where the electrons and phonons have reached thermal equilibrium. And the temperature (strictly speaking it corresponds to thermal energy) is scaled in a linear manner
with the pump ﬂuence, as shown in Figure 4.6(a). The relative transmission change
for 10 nm AuNPs at 4 ps can be linearly ﬁtted using equation ΔT/T10nm
@4ps =6.36P -0.33,
−3
where ΔT/T10nm
and P is the pump power in mW. For 5 nm AuNPs at
@4ps is in 10

3 ps, a similar linear ﬁtting curve ΔT/T5nm
@3ps =6.21P -0.49 is obtained. Besides, the
overlap between two curves acquired when the pump and the probe are collinear or
orthogonal indicates that the polarization of the pump beams has little inﬂuence on
the relaxation of the generated hot electrons. To show the overlap more clearly, the
data are replotted in loglog scale in Figure 4.6(b).
When the diameter of AuNPs become smaller (5 nm case is tested), the transient
transmission spectroscopy has a similar trend, shown in Figure 4.6(c), except that
the decays become faster. The comparison of electron-phonon coupling time τep and
phonon-phonon coupling time τpp between 5 nm and 10 nm AuNPs is shown in Figure 4.6(d). Several features are present. (i) τep increases with pump ﬂuence. This
dependence has been attributed to linear temperature dependence of the electronic
heat capacity [45,128]. And an extrapolation method can be used to extract a reliable
time constant at zero pump power limit. Two linear functions for 10 nm case and 5
10nm
5nm
=1.45P +1.27 and τep
=1.41P +1.02, respectively, where τep is in
nm case are τep

ps and P is the pump power in mW. This leads to another feather in Figure 4.6(d).
(ii) τep for 5 nm AuNPs is smaller than that of 10 nm case. This contradicts with
the general picture discussed in Figure 4.2 where electrons thermerlize with inside
phonons ﬁrst and then couple energy to the environment. It has been realized that
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Figure 4.7. Transmission spectroscopy of pure water. (a) Relative
transmission change (ΔT/T) of water under diﬀerent pump ﬂuences.
(b) Gaussian ﬁttings near the peak region. The rising edge and its
mirror image are used to perform curve ﬁtting.

the size and the interfaces can greatly aﬀect the electron-phonon coupling processes
and two speculations are popular: one is that electron spill-out of ionic lattice results
in less screening and increases interactions with the ionic lattice; the other one is that
electrons couple to surface vibrational modes of the particle [45]. However, this is
still an open question and this experimental work would mainly focus on this part.
(iii) τpp stays almost constant as pump power increase. This is consistent with the
physical picture in which thermal equilibrium has been reached between electrons and
the lattice and the rest time is mainly heat diﬀusion process. Since the estimated
temperature increase for AuNPs in our experiment is about 45 K for 300 µW pump
power, it is understandable that τpp does not change signiﬁcantly. (iv) τpp for 5 nm
AuNPs is smaller than that of 10 nm case. This can be understood considering a
larger surface-to-volume ratio for 5 nm AuNPs.
In Figure 4.6(a), the peak region (about 500 fs after the peak) is avoided in the
two-term exponential ﬁtting because two-wave mixing eﬀect, also known as optical
Kerr eﬀect [126, 127, 129], is strong due to the dielectric property change because
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of a large peak intensity of the pump beam. This eﬀect is further studied using
pure water and the transient transmission change as a function of pump intensity is
shown in Figure 4.7(a). This optical Kerr eﬀect can be used to characterize the cross
correlation of the square of the pump intensity with the probe intensity [126, 129].
Since a slight asymmetry is observed that might be caused by the photoproduct
absorption, as shown in Figure 4.7(b), only the rising edge of the transient change
is used to determine the cross correlation using a Gaussian ﬁtting function f (τ ) =
0
aexp[−4ln2( σFτW−τHM
)2 ], where a and τ0 are constants, τ is the delay time and σF W HM

is FWHM (full width at half maximum) of the bell shaped Gaussian curve. σF W HM is
about 400 fs for all three curves. Thus a pulse duration of about 200 fs for pump and
probe beams inside the sample can be estimated. The peak value shows a quadratic
dependence on pump power tested from 110 µW to 800 µW.

4.3.2

STED of Fluorescent Molecules near AuNPs

First we veriﬁes that the ﬂuorescence is from ﬂuorescent molecules and is generated through two-photon absorption process, as shown in Figure 4.8(a), where only
800 nm pump beam goes through the sample. When ﬂuorescent molecules are not
present, including both water only case and 10 nm AuNPs only case, no ﬂuorescence
is observable. The ﬂuorescence signal is detected using a lock-in ampliﬁer at 500
Hz synchronized with the optical chopper modulating the pump beam. When pump
ﬂuence is low (110 µW), ﬂuorescence signal is stable while it goes beyond 300 µW,
the signal becomes unstable mainly due to heat accumulation eﬀect in the solution.
However it is still repeatable as indicated by two ﬂuorescence curves recorded with
several hours’ time interval using the same pump power of 300 µW. The averaged
ﬂuorescence amplitudes at diﬀerent pump ﬂuences are summarized in Figure 4.8(b),
where a quadratic dependence can be clearly seen, implying that two-photon absorption occurs in ﬂuorescence excitation. Since repetition rate 5 kHz is low, the ﬂuorescence with only pump beam excitation comes from spontaneous emission (∼GHz,

66

2k

10 nm AuNPs + Fluo @ 300 uW Second

----

10 nm AuNPs + Fluo @ 250 uW

1k

10 nm AuNPs + Fluo @ 200 uW
10 nm AuNPs + Fluo @ 150 uW
10 nm AuNPs + Fluo @ 110 uW

0
-2

(c)

10 nm AuNPs Only Water Only

0

4

Delay Time [ps]

8

2k

*

Experiment
Quadratic Fitting
,,/

1k

,...,.,.
• ······················

0k

(d)

1.8k

Lock-in Fluorescence [a.u.]

Lock-in Fluorescence [a.u.]

(b)

10 nm AuNPs + Fluo @ 300 uW First

100

150

200

250

Pump Power [uW]

-3

515 nm Probe

555 nm Probe

555 nm Probe

4

1.4k
-4

0

4

8

1k

515 nm Probe

0.4k
-4

300

10

0

4

Delay Time [ps]

8

ΔT/T

Lock-in Fluorescence [a.u.]

(a)

2

τep @ 515 nm = 1.4 ps
τep @ 555 nm = 0.9 ps

0
-4

0

4

Delay Time [ps]

8

Figure 4.8. Fluorescence measurement. (a) Fluorescence from ﬂuorescent molecules mixed with 10 nm AuNPs with pump beam excitation only. (b) Fluorescence amplitude as a function of pump ﬂuence,
indicating two-photon absorption process. (c) Transient stimulated
emission depletion (STED) signal using 800 nm pump and 555/515
nm probe. Fluorescence signal has a sharp decease near time zero but
then slightly increases for 555 nm case whereas it gradually decays
to a constant value within the ﬁrst few ps for 515 nm. (d) Comparison between relative transmission changes when probed using 800 nm
pump and 555/515 nm probe.
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corresponding to ∼ns, Purcell eﬀect not counted). Spontaneous emission rate is not
fast enough to capture the processes possibly related electron-phonon coupling which
is are the time scale of picosecond. In order to control the response speed of ﬂuorescence, a second probe beam is needed to achieve the stimulated emission that is
sensitive to local and instant conditions of the molecules. Figure 4.8(c) gives typical
transient ﬂuorescence signal detected using a frequency lock-in technique where the
pump beam is modulated at 500 Hz in contrast to the operation frequency of 5 kHz
for the probe beam and the electronic signal at 500 Hz from the diﬀerential detector
is selected using the lock-in ampliﬁer. The scattered 800 nm light is blocked using
a band pass ﬁlter (Chroma ET520/40m) before each input port of the large area
balanced photodetector (Newport 2307). For 555 nm probe beam that can not excite
ﬂuorescent molecules in the sample, the ﬂuorescence becomes smaller when the probe
is after the pump beam compared to the case where the probe arrives earlier. This
is due to the eﬀect of stimulated emission depletion (STED) since some photoexcited
molecules are depleted before emitting ﬂuorescence that can be detected from 90o .
The large peak near time zero comes from the optical Kerr eﬀect in which the nonlinear combination of the pump and the probe may enhance the excitation at 500 Hz.
For 515 nm probe beam, the general features are quite diﬀerent. First, the detected
ﬂuorescence is smaller at negative time delays compared to the positive ones. This
is because 515 nm can excite ﬂuorescent molecules and depletes the molecule population that could have been excited by 800 nm pump at 5 kHz, which is not picked
up by the lock-in ampliﬁer. The subsequent fast swing in lock-in ﬂuorescence signal
near time zero indicates the overlap between the pump and the probe, consistent
with the picture of population depletion. Another diﬀerence lies in the region after
delay time zero. The ﬂuorescence has a slow decay in 515 nm probe case whereas it
has a sharp decrease and then gradually increase in a small amount in 555 nm probe
case. Thus it is clear that ﬂuorescence indeed can probe the picosecond time scale
interaction between hot electrons inside AuNPs and the environment. However the
detailed physics about the interactions is not clear yet. There may be two diﬀerent
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explanations: (i) hot electrons inside AuNPs directly transfer energy to ﬂuorescent
molecules not in contact (referred as ‘energy transfer’ mechanism hereafter); (ii) hot
electrons modify the eﬀective optical permittivity dynamics and aﬀect the probe ﬁeld
that excites the ﬂuorescent molecules (referred as ‘medium change’ mechanism hereafter). Since the positive relative transmission change measured at 500 Hz means
higher transmission in probe that corresponds to higher probe ﬁeld intensity. This
leads to stronger ﬂuorescence excitation, which in turn increases ﬂuorescence intensity. For the ﬁrst explanation, the molecules can gain energy from hot electrons when
the spectra overlap between the plasmon resonance spectrum and the excitation spectrum. For 515 nm probe, it is near both peaks of the spectra, the stimulated emission
depletion becomes stronger as more photoexcited electrons in ﬂuorescent molecules
can be depleted, leading to larger ﬂuorescence loss for a longer time delay. For 555
nm, it is near the edge of the emission spectrum, corresponding to the transition from
the lowest of excited states E1 in Figure 4.3(a) to the ground states with higher vibrational modes, which is not a energy favorable transition. Thus 555 nm probe may
be not suﬃcient to deplete the electrons in the excited states and leave some chance
for the electrons to concentrate near their most energy-favorable states. This makes
the stimulated emission depletion harder to happen for 555 nm probe, leading to an
slight increase in the ﬂuorescence as delay time increases. For the ‘medium change’
explanation, it may explain the qualitative similarity between lock-in ﬂuorescence and
the transmission for 515 nm probe, as shown in Figure 4.8(c) and (d). However, it is
hard to explain the slight increase in 555 nm probe case. It is also diﬃcult to explain
some features when we quantitatively compare ﬂuorescence and transmission curves
that will be discussed later. Figure 4.8(d) also shows diﬀerent dynamics when probed
using diﬀerent wavelengths. For 515 nm probe case, it is similar to the results shown
in Figure 4.6 where the relative transmission change still has a non-zero remaining after a fast decay process characterized by a electron-phonon coupling time τep =1.4 ps.
Thus adding some ﬂuorescent solution into AuNP solution does not greatly change
the dynamics of hot electrons in AuNPs. The dynamics at 515 nm is very diﬀerent
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compared to the 555 nm probe case where the relative transmission change goes back
to zero quickly with a time constant of τep = 0.9 ps. Considering the energy band
diagram of gold illustrated in Figure ﬁg:pumpprobeschematic(b), the short lifetime
is understandable because 555 nm corresponds to electron states deeply buried in
the occupied band which would be occupied quickly during electron thermalization
process. This is consistent with the previous studies which call those hot electrons
‘nonthermalized’ electrons [109]. The near zero response in relative transmission
change measurement also indicates negligible contribution from the lattice heating to
the signal in our experiment.
The data presented in Figure 4.8(c) and (d) are collected using solution Mixture
1 with a pump power of 200 µW at 800 nm, a probe power of 30 µW at 515 nm and
40 µW at 555 nm. Strictly speaking, both the relative transmission change and stimulated emission depletion measurements are not the same as traditional techniques
in terms of used pump and probe energies relative to each other. The reason that
these energy combinations are chosen is mainly to keep the conditions the same for
two types of and thus measure them simultaneously. It also has been veriﬁed that
use of probe power of 2 µW at 515 nm gives very similar trends as 30 µW.
When the pump power is varied while probe power kept the same, the overall
trend of detected ﬂuorescence signal is very similar, as shown in Figure 4.9(a). The
amplitude of ﬂuorescence increases quadratically with the increase of pump power
and becomes unstable for large pump powers, as discussed in Figure 4.8(a). Since
the probe beam at 515 nm in introduced, the dynamic changes in ﬂuorescence at a
picosecond time scale can be seen. To quantify the change in ﬂuorescence, we deﬁne
the amplitude diﬀerence between the value at time zero and the steady value after
several ps as ‘Fluorescence change’. Here time zero chosen at several hundred fs after the overlap between the pump and the probe beams to avoid the optical Kerr
eﬀect. The dependence of ﬂuorescence change on pump power is plotted in Figure
4.9(b). Instead of quadratic dependence as the absolute ﬂuorescence amplitude, the
ﬂuorescence change depends linearly on pump power in the energy region we investi-
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gated. The linear dependence is similar to that in the thermal energy after electrons
and phonons reach equilibrium as discussed in Figure 4.6, which is shown again with
reduced pump power interval for 5 nm AuNPs in Figure 4.9(c) and (d). The experimental data points in Figure 4.9(d) are taken from the ﬁtting exponential functions
near a delay time of 4 ps when a thermal equilibrium between electrons and phonons
is assumed. The correlation between linear dependence on pump power of ﬂuorescence change and relative transmission change indicates again the ‘energy transfer’
mechanism where the excessive energy of hot electrons may transfer to ﬂuorescent
molecules are not in contact. However, ‘medium change’ mechanism still can not be
excluded since if the medium optical property changes linearly with pump power, it
would also give linear ﬂuorescence change.
To further try to distinguish these two mechanisms, we varied the sizes of AuNPs
and plotted transmission and ﬂuorescence signal in the same plot, as shown in Figure
4.10. The data are collected using solution Mixture 2 which found to have better
stability in the measurement. The general trends in transmission and ﬂuorescence
curves are both similar to those in Mixture 1. However, some diﬀerent features are
noticed. First, the electron-phonon coupling in Mixture 2 is faster compared to Mixture 1. The direct eﬀect of environment on electron-phonon coupling time constant
has been reported before [47, 48, 130, 131], which is another indication that direct
energy transfer may be possible. Second, the fast decay in the signal is more distinguished from optical Kerr eﬀect, shown in both Figure 4.10(a) and (b). This clear
distinction makes it possible to ﬁnd that the starting point where optical Kerr eﬀect
becomes less important in transmission seems slightly earlier than that in ﬂuorescence signal. This strongly suggests energy transfer mechanism is more favorable
in explaining the experimental data. This point is also supported by 20 nm case
shown in Figure 4.10(c) where the beginning and ending of optical Kerr eﬀect in both
transmission and ﬂuorescence are well aligned. This implies that the instrumental response functions for transmission and ﬂuorescence measurements are the same [130].
Further more, when comparing the time constants extracted from exponential ﬁtting
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denoted by black solid lines along with experimental data points, the ﬂuorescence
seems slower than the transmission signal, especially for 10 nm AuNP case. This
result also favors the energy transfer mechanism since the causality requires ﬂuorescence to happen after energy transfer. But it cannot not exclude the medium change
mechanism because ﬂuorescence itself is strongly nonlinear and the change in excitation by the probe beam does not guarantee the same change in emission. In our
experiment, we observe a good linear relationship between the emission intensity and
the excitation pump of probe power [[to be veriﬁed]]. This can add further more
conﬁdence to incline to the energy transfer mechanism. In addition, a small extra
bump after optical Kerr eﬀect is observed in the transmission curve for 20 nm AuNPs
while clearly not seen in the ﬂuorescence, as shown in Figure 4.10(c), which is another
strong indication that the energy transfer mechanism is more favorable. Unlike 10
nm and 5 nm AuNPs, the relative transmission change goes back to zero quickly and
the ﬂuorescence signal decreases very slowly. These results are ascribed to low absorption at 800 nm and relative smaller surface-to-volume ratio, meaning that small
amount of absorbed energy quickly dissipates into the lattice inside AuNPs, similar to
low energy perturbation situations [130]. Figure 4.10(d) plots the same ﬂuorescence
results as in Figure 4.10(a), (b) and (c). The overlap between the curves at negative
and large positive time delays shows good reproductivity in these experiments. The
well distinguished trends before 4 ps for diﬀerent sized AuNPs shows again the stimulated emission depletion in ﬂuorescence provides a good way to study the responses
from the environment side other than the AuNP side as in the traditional transient
absorption/transmission spectroscopy.

4.4

Conclusions
To summarize, we have demonstrated to measure ultrafast responses of the en-

vironment outside AuNPs using our newly developed transient stimulated emission
depletion (STED) technique. Our experimental results strongly indicate that direct
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energy transfer from hot electrons to the outside environment is possible even before
they thermalize with phonons at a time scale of picosecond, especially for AuNPs
with diameters smaller than 10 nm. Currently the data collected in our experiments
are still not direct evidences. So further studies are needed to understand the detailed
physical mechanism resulting in the possible direct energy transfer. This is related
to light-matter interactions and potentially have many very important applications
in the ﬁeld of energy harvest, energy conversion and energy transfer. One particular application is to cool the optically excited nanoscale metallic structures, such
in plasmonic nano-focusing, nano-imaging, nano-lithography and heat-assisted magnetic recording where excessive energy can be extracted from the structures before
the energy is converted to heat.
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5. PROBING TEMPERATURE USING FLUORESCENCE
5.1

Survey of Optical Thermometries
Optical-based temperature probing techniques are of great importance because

of their non-contact and non-invasive advantages [132–143]. These techniques typically measure material temperature through probing of their temperature-aﬀected
optical properties. For example, Raman spectroscopy measures wavelength shifts of
excitation photons resulting from the inelastic scattering by the lattice vibration of
materials [144, 145]. Infrared thermometry measures the thermal emission from the
material generated by the thermal motion of charged particles in matter [138,139,146].
Thermoreﬂectance microscopy measures the change in optical reﬂectivity of the materials which is a function of the surface temperature [139]. Among them, ﬂuorescence thermometry is of particular interest because it features simple system and
strong signal that is insensitive to the variations of emissivity and reﬂectivity of the
surface [138, 142, 143, 147–157]. It measures the thermal dependence of phosphor ﬂuorescence from ﬂuorescent materials, many of them inorganic ﬂuorescent molecules,
whose temperature dependence can be categorized into two types. (1) Temperature
changes the radiating behavior of a ﬂuorescent molecule by modifying the electronic
structure and energy distribution of electrons. Such techniques include the thermometries exploiting ﬂuorescence lifetime, spectrum and intensity. (2) Temperature
can also change the way of a ﬂuorescent molecule interacting with its surroundings.
One example is that the rotational molecular diﬀusion becomes faster as temperature gets higher, thus leaving the emission dipole deviates farther from its excitation
dipole. To map temperature, the latter type is more preferable under certain situations because it combines the advantages of fast readout rate and good reliability.
Baﬀou et.al. demonstrated that molecular diﬀusion based ﬂuorescence polarization
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anisotropy can be used to map local temperature with an accuracy of 0.1o C [134,153].
Instead of slowly scanning each pixel that is typically needed in lifetime and spectrum
measurements, they used CCD cameras to map two ﬂuorescence images of orthogonal polarizations upon excitation by linearly polarized light. Then they correlated
temperature with the ratiometric parameter polarization anisotropy, rather than the
ﬂuorescence intensity which is susceptible to photobleaching of ﬂuorescent molecules.
However, anisotropy measurement inapplicable to polarizing materials or near metal
surfaces since it requires polarizations of excitation and emission ﬁelds are well-deﬁned
and unaﬀected by the measuring environment.

5.2

Overview of New Schemes of Temperature Mapping
To characterize the temperature distribution around plasmonic structures, we de-

velop two new detection schemes, i.e., two-numerical-aperture (2NA) thermometry
and two-polarization (2P) thermometry, that can circumvent some of the limitations
in ﬂuorescence thermometry and promise desired measurement reliability. Essentially
we resolve the local temperature through rotational thermal diﬀusion of ﬂuorescent
molecules based on the directional patterns of emission dipoles. The techniques share
the same advantages of ﬂuorescence polarization anisotropy method because the images are captured directly using CCD cameras so the operation speed can be as high
as the readout rates of cameras. Also, they use the intensity ratio of two images
and thus is insensitive to the variations in ﬂuorescence intensity caused by photobleaching of molecules, ﬂuctuations of illumination and inhomogeneity of molecule
concentration. Diﬀerent from the ﬂuorescence anisotropy, this new technique measures the directional ﬂuorescent emission that is robust against polarization change,
therefore it is applicable to measure temperature inside polarizing environment and
near a metal surface. Besides the applications in temperature mapping, we expect
this 2NA technique can be used to measure other quantities related to thermal diffusion, such as viscosity of the solution and rotational coeﬃcient of the molecules.
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Moreover, its dark-ﬁled illumination scheme is compatible with total internal reﬂection ﬂuorescence (TIRF) microscopy, so it may be integrated to optical microscopes
to provide additional information that is not easily available using traditional setups.
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Figure 5.1. Schematic of working principle and experimental setup
of 2NA technique. (a) Excitation, thermal rotation and emission of
ﬂuorescent molecules in solution. Molecules in the solution are excited
using dark ﬁeld illumination and rotate before emitting ﬂuorescence
under a temperature gradient generated by a heater. CS: coverslip;
HT: heater; SL: solution. (b) Eﬀect of thermal rotation on emission:
at low/large temperature, rotation angle of the molecule is small/large
before emission. τF is the lifetime of transition dipole moment.

The working principle of proposed detection schemes is shown in Figure 5.1(a).
A microscale thin-ﬁlm heater is used to generate a temperature gradient across the
ﬂuorescent solution sandwiched between two coverslips. A blue beam is used to
excite ﬂuorescent molecules and enters the solution at a large incident angle. The
beam direction is nearly parallel to the coverslip so that reﬂected beam leaves without
entering the imaging system, which is known as dark-ﬁeld illumination. By choosing
a p-polarized beam with a dominant oﬀ-plane (along z-axis direction) electric ﬁeld
(E), we preferably excite ﬂuorescent molecules and induce dipole transitions along the
oﬀ-plane orientation. At this original orientation, the relaxation of excited molecules
emits green photons mainly in the in-plane directions (x-y plane) which again fall
outside of the imaging system. However, at ﬁnite temperatures, the excited molecules
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are able to rotate away from their original orientation driven by thermal motion
therefore a larger portion of ﬂuorescent emission can enter the imaging system at
higher temperatures. This rotational diﬀusion of the molecules can serve as a thermal
indicator for the local environment: the higher the surrounding temperature is, the
faster the molecule rotates, leaving its emission dipole a larger deviation from the
excitation direction, as shown in Figure 5.1(b). Detailed description can be found in
theoretical analysis.
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plate and the emission is collected using a spectrometer. Inset: chemical structure of ﬂuorescein. (b) Excitation and emission spectra of
ﬂuorescein. (c) Spectrum peak intensity as a function of rotation angle of the half-wave plate. When the detection angle is at 90 o , the
peak intensity has a sinusoidal oscillation. While the peak intensity
is a constant when the detection angle is at an angle smaller than 20
o
.

To characterize its directional properties of ﬂuorescent emission, we ﬁrst use a
rotational half-wave plate to vary the excitation polarization of a 450-nm laser beam
(Osram PLTB450) and use a compact CCD spectrometer (Thorlabs CCS200) to collect ﬂuorescence intensity at a speciﬁc detection angle, as shown in Figure 5.2(a).
In this part, we use the glycerol solution containing common ﬂuorescein (2(3,6-

79
dihydroxyxanthyl)-benzoic acid), as shown in the inset of Figure 5.2(a), a xanthenetype chromophore having a large extinction coeﬃcient, a good photostability and a
close-to-unity quantum yield [158]. Figure 5.2(b) shows a typical emission spectrum
under this arrangement which has a peak measured at 518 nm. Initially, the fast axis
of the half-wave plate is aligned with the polarization direction of the illumination
light and perpendicular to the detection plane. As the rotation angle of the fast axis
(θr ) varies from 0 o to 180 o , the detection intensity varies by two cycles with form of
cos2 (2θr ) when the detection angle is 90

o

as shown in Figure 5.2(c). As a compari-

son, the periodic ﬂuctuation diminishes at a detection angle less than 20

o

since the

detection direction is always nearly perpendicular to the direction of emission dipole.
These two representative cases imply that the overall emission dipoles of ﬂuorescent
molecules are well correlated to the absorption dipoles which are along the direction
of excitation electric ﬁeld. This physical picture is consistent with the fact that the
excited molecules emit photons before signiﬁcant rotation occurs at room temperature
where glycerol is viscous [153]. In the following experiments, only the ﬂuorescence
with a wavelength longer than 500 nm is collected to measure temperature since a
longpass ﬁlter is used to remove excitation background.

5.4

Estimation of Temperature Distribution inside the Solution
To generate a local temperature gradient in the ﬂuorescent solution, we fabricate

an aluminum heater with a width of 25 µm on a cover slide. Figure 5.3(a) shows
the scanning electron microscope (SEM) image of the heater, which is composed of a
long stripe and four side markers. These markers are used for the alignment between
two CCD images. The heater has well-deﬁned edges, shown in Figure 5.3(b) and its
thickness is measured to be about 750 nm using atomic force microscopy (AFM), as
shown in Figure 5.3(c). With these geometry parameters, the thermal response of
the heater is simulated using COMSOL, a commercial multiphysics software package
implementing ﬁnite element method. The schematic of the simulation model is shown
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Figure 5.3. Characterization of the fabricated heater. (a) Scanning
electron microscope (SEM) image of aluminum heater on glass substrate. Scale bar: 20 µm. (b) Enlarged view of the edge of the heater.
Scale bar: 1 µm. (c) Height proﬁle across the edge of the heater measured using atomic force microscopy (AFM). (d) Schematic of crosssectional view of the simulation model (blocks are not to scale). The
dotted line indicates the line of symmetry. (e) Temperature proﬁles
along a line right underneath the heater at diﬀerent time instants. (f)
Temperature distribution inside solution at time instant 35 ms.

in Figure 5.3(d), where glycerol solution is sandwiched between two glass substrates
and an aluminum heater is attached to the bottom of the top glass substrate. In
the model, resistive heating of the metal ﬁlm serves as a heat source and only heat
diﬀusion is considered [156]. The transient thermal response is represented along a
cutline right underneath the heater, as shown in Figure 5.3(e). At time zero, the
system stays at room temperature and the temperature increases rapidly in the ﬁrst
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ﬁve milliseconds. Then the growth becomes smaller and smaller within the same time
interval of ﬁve milliseconds. At time instant 35 ms, a temperature gradient of about
10 is achieved along horizontal direction, as shown in Figure 5.3(f). The simulation
results provide a rough estimation of the temperature ﬁeld inside the solution since the
accurate temperature distribution is hard to get [156]. In our experiments, microscale
metallic heaters of diﬀerent thicknesses are also fabricated.

5.5

Two-Numerical-Aperture (2NA) Thermometry

5.5.1

Experimental Conﬁguration
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Figure 5.4. 2NA setup: experimental conﬁguration for simultaneous collection of ﬂuorescence using two diﬀerent numerical apertures
(NAs). One beam path is limited by a limiting aperture at the conjugate plane of pupil plane to have a small imaging NA. Temperature map is calculated based the ratio between ﬂuorescence intensities collected by two CCDs. OBJ: objective; M: mirror; TL: tube lens;
BS: beamsplitter; LA: limiting aperture; CCD: charge-coupled device
(camera); PP: pupil plane; CPP: conjugate pupil plane.

As illustrated in Figure 5.4(c), an inﬁnity-corrected microscope system with two
NAs is used to quantitatively capture this temperature information through measuring the orientations of emission dipoles. For the emission dipoles located at the front
focal plane of the objective lens, their ﬂuorescence emissions are collected by an objective and sent toward the subsequent tube lens to form an intermediate image at one
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focal length (f =200 mm) after it. Between the objective and the tube lens, a longpass
ﬁlter (not shown in the schematic) blocks unwanted excitation and background light.
The objective lens and the tube lens are assembled in a commercial microscope, so a
second tube lens is used for extending the beam path outside the microscope body
to further engineer the imaging NA. The second tube lens is put 2f after the intermediate image plane to keep the original magniﬁcation of the inﬁnity corrected
optical system. A 50:50 beamsplitter is positioned after the second tube lens to form
images on two separate CCD cameras. In one beam path, a limiting aperture right at
the conjugate plane of objective pupil plane modiﬁes the eﬀective imaging NA of one
camera. The conjugate pupil plans is found at the image plane of a light source which
illuminates far away from the objective. A computer system controls these two CCD
cameras to simultaneously capture images and display two-dimensional (2D) temperature maps from the ratio between two ﬂuorescence intensities. A Nikon inverted
microscope (Eclipse Ti-U model) is used as base microscopy system and modiﬁed
externally in this work.

5.5.2

Advantages of 2NA Ratiometric Measurement

In order to achieve repeatable temperature gradients in the solution at microscale,
we use a pulsed heating pattern within each measurement cycle, as shown in Figure
5.5(a).The heater operates in pulsed mode with a pulse width of 35 ms out of a period
of 60 ms during the two synchronized CCDs are under exposure. The CCD exposures
are performed at a frequency of 1 Hz and a duty cycle of 30%. The illumination
pulse is synchronized with the heating pulse. In the ﬁrst four measurement cycles,
the heating magnitude remains zero therefore the solution stays near room temperature. In the following ﬁve measurement cycles, a ﬁnite heating magnitude is used
to generate temperature gradient. Then the heating magnitude goes back to zero in
another ﬁve measurement cycles. Since the measured scale of thermal time response
is at the order of tens of milliseconds, the choices of these parameters can give a tem-
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Figure 5.5. Comparison between ratiometric measurement and intensity measurement. (a) Time sequences of heating, illumination and
CCD exposure. Each measurement cycle contains ﬁve heating pulses,
ﬁve illumination pulses and one CCD exposure. Insets: enlarged view
of time sequence of heating (upper panel) and illumination (middle
panel) within one CCD exposure. (b) Simultaneously measured intensities from CCD1 (left axis) and CCD2 (right axis) under conditions
indicated in panel a. (c) Calculated ratio between simultaneously collected ﬂuorescence intensities shown in panel b. Inset: A ﬂuorescence
image. The solid rectangular highlights the area on the heater (25 in
width)that is used to extract the information of intensity and ratio.

perature gradient over heat diﬀusion length ∼ 100 µm [159] and avoid awakeness of
strong convections inside the solution. Figure 5.5(b) shows the ﬂuorescent intensities
near the heater are simultaneously measured by two CCD cameras. It can be seen
that the intensities of ﬂuorescence captured by both cameras change even though
temperature ﬁeld remains unchanged. These intensity changes are mainly caused by
photobleaching of ﬂuorescent molecules, thermal agitation of solution and ﬂuctuation of illumination. It is also worth noting that even at diﬀerent temperatures the
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measured ﬂuorescence intensity could be the same, depending on the imaging NA of
the optical system, as shown by the data from CCD2 in Figure 5.5(b). This implies
that measured ﬂuorescence intensity itself as thermal indicator could be ambiguous.
By contrast, the ratio between collected intensities is less aﬀected by intensity variations as shown in Figure 5.5(c). It is stable under the same temperature and can
well distinguish diﬀerent temperatures, demonstrating a good quality of being a thermal indicator. Moreover, comparison between intensities captured by two CCDs also
reveals that 2NA conﬁguration is most sensitive to the oﬀ-plane emissions. It can automatically ﬁlter out the in-plane background which emitted by non-rotated dipoles.
This is consistent with our theoretical analysis. The inset of Figure 5.5(c) shows the
location of a 4 µm × 10 µm area that is used to extract the intensity information.
This location is on the metallic heater surface, highlighted by a solid rectangular box
whose center is about 4 µm away from the right edge of the heater. Locations on
the glass portion of the surface give similar conclusions. The illumination light shines
from left to right, so the left edge of the 750-nm-tall heater is bright due to light
scattering while the right one casts a shadow on its right. The heating current is 180
mA.

5.5.3

2D Temperature Mapping in Liquids

To demonstrate this 2NA technique can capture two-dimensional temperature distribution, we calculate the pixelwise ratio change and characterize the corresponding
temperature ﬁeld. Figure 5.6 shows the 2D temperature mapping results inside a 55
µm × 110 µm area with both glass and metal surfaces. The upper panel of Figure
5.6(a) shows typical ﬂuorescent images captured by two CCDs with shown pixel size
∼ 500 nm. Boundaries of three regions are indicated by dotted lines, which are the
glass, edge and metal regions respectively. The glass and metal regions show diﬀerent ﬂuorescence intensity where in the metal region is brighter because of the higher
surface reﬂections. The edge region shows some intensity variations caused by the
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Figure 5.6. Map of ratio change and the corresponding map of temperature. (a) 2D map of intensity of two CCDs. Two dotted lines
divide each panel into three regions: glass (I), edge (II) and metal
(III). Scale bar: 3 µm. (b) Calibration curves of ratio change as a
function of temperature for glass and metal surfaces. (c) 2D experimental map of ratio change and temperature converted from panel a
based on the calibration curves in panel b. (d) Temperature proﬁles
on glass along the direction perpendicular to the boundary between
glass and metal ﬁlm. Length is measured from left to right. Trend
lines are plotted to aid visualization.

light scattering near the heater edge. The upper panel of Figure 5.6(c) shows the 2D
map of ratio change at a heating current of 205 mA, directly calculated using the
simultaneously captured images under two NAs. Here the ratio is deﬁned as intensity
of larger NA divided by the one of smaller NA. Comparing with the metal region,
the glass region shows relatively larger ratio change at similar temperatures. This
diﬀerence is caused by the optical properties of diﬀerent surfaces and can be calibrated out, which will be detailed in the theoretical analysis. Figure 5.6(b) shows the
correlations between the intensity ratio change and the surface temperature, given
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by the form 1/Δr = A/(Δg)α + B, where A=82.06, B=0.36 and α=0.53 for glass
while A=245.15, B=-22.31 and α=0.40 for metal. Δr is the ratio change and Δg
is a function depending on temperature. Detailed derivation will be discussed in
the theoretical analysis. The solid lines are the trends of theoretical predictions and
the markers are experimental measurements with error bars. The error bars are calculated using standard deviation in each measurement. The heater temperature is
controlled by the amplitude of heating current. Since performance optimization is not
the focus of this work, the maximum temperature of the solution is estimated using
the change of electric resistance of the heater by assuming solution near the heater
shares the same temperature with the heater. The ratio change on the metal can be
directly obtained from the metal region while the ratio change on the glass is from
location very close to the heater. To reduce the noise caused by random air ﬂow in the
extended beam path outside the microscope, a CCD binning factor of two has been
used and a total of twenty pairs of CCD images are averaged to calculate the map
of ratio change. The lower panel of Figure 5.6(c) shows the obtained temperature
map at a 205 mA heating current after applying the correlation curves for glass and
metal surfaces separately. The correlation curve for metal surface is also applied to
the edge region here. The obtained temperature measurements show good trends in
the glass and metal regions. In the edge region, the temperature is underestimated
because the light scattering is not considered in the analysis. Figure 5.6(d) shows
the measured temperature proﬁles in the glass region at diﬀerent heating currents.
As the heating current increases, the overall temperature and gradient both increase
correspondingly, demonstrating good reliability of this 2NA technique. Measuring
temperature distribution in a microﬂuidic channel is a non-trivial task, especially
when a thin-ﬁlm heater is present [160] and high spatial resolution is desired [143].
The new 2NA technique is demonstrated to be capable of reliable mapping of
temperature. Its advantage is threefold: (i) it is robust, because calculated ratio
change from two simultaneously captured images is insensitive to variations in ﬂuorescence intensity; (ii) it is applicable to measure temperature in polarizing materials
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including metal surfaces, because it measures directional emission patterns of ﬂuorescent dipoles regardless the polarization of collected ﬂuorescence; (iii) it possesses
a natural ﬁlter against the signal background that falls out the collection cone of the
objective when the excitation ﬁled along the direction of optical axis. Moreover, this
2NA method has the potential of fast readout rate since 2D temperature images are
directly achievable from captures of two CCDs, as well as temperature sensitivity of
0.1 o C [134, 153] and the spatial resolution of tens of nanometers [161].

5.5.4

Theoretical Analysis

To gain insight into the experimental results, we develop a theoretical model to
quantify this 2NA method.
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Figure 5.7. Theoretical study of 2NA method. (a) Orientation annotation: observation plane (θ, φ); emission dipole plane (θ0 , φ0 ); rotational cone of emission dipole (θ00 ). z0 is the height of dipole µ
measured from the bottom surface of the heated coverslip. (b) The
normalized total emitted power of a dipole as a function of height z0
in ﬁxed-amplitude model at emission wavelength equaling to 518 nm.
The normalization value is the same asymptotic value as z0 → ∞ for
dipoles oriented both parallel (horizontal dipole) and perpendicularly
(vertical dipole) to the interface. (c) The ratio change as a function
of temperature for a dipole in free space. Vertical excitation means
excitation ﬁeld E is along interface normal while tilted excitation corresponds to the case where the angle between E and interface normal
is π/6.
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• Fluorescence Emission of a Single Dipole
Assume that a ﬂuorescent dipole, whose orientation is characterized by (θ0 , φ0 ), is
located at the intersection point between the optical axis of the optical system and the
plane z = z0 , where z is the vertical distance from the dipole to the interface between
the solution and the heated coverslip, illustrated in Figure 5.7(a). An observation
point (r, θ, φ), where r  z0 , together with the optical axis deﬁnes an observation
plane, which can be used to deﬁne a right-handed spz coordinate system. As shown
in Figure 5.7(a), s is perpendicular to the observation plane, p is in the plane and
perpendicular to the optical axis and z is along the optical axis. Thus the emission
dipole vector can be decomposed as
µ = µ cos θ0 ẑ + µ sin θ0 cos (φ − φ0 )p̂ + µ sin θ0 sin (φ − φ0 )ŝ

(5.1)

where µ = |µ|, ẑ, p̂ and ŝ are unit vectors along z, p and s directions, respectively.
Considering the random orientations of emission dipoles and the rotational symmetry
along the optical axis of the optical system, the directional emission (magnitude of
the average Poynting ﬂux) of the ﬂuorescent dipole is given by [123]
I=


n  2 0 µz 2 1 2 0
cos θ |E | + sin θ (|E µp |2 + |E µs |2 )
2
2Z0

(5.2)

where n is the refractive index of surrounding medium and Z0 is the impedance of free
space. E µi (i = z, p, s) is the generated electric ﬁeld assuming µ is along i direction.
It is a function of r, µ, θ, angular frequency of dipole oscillation ω and the boundary
conditions that the dipole is subjected to. Given that the total emitted power of a
dipole is equal to its rate of energy absorption under steady illumination, E µi should
be calculated using a ﬁxed-power oscillator [123]. One way of quantifying the ﬁxedpower emission is to normalize the dipole emission intensities calculated from a dipole
of ﬁxed amplitude using its total emitted power. Here the total emitted power of a
dipole is deﬁned as P = ω/2 Im(µ∗ · E), including both radiating and non-radiating
energies [90]. Figure 5.7(b) plots the total emitted power by ﬁxed-amplitude dipoles
as a function of z0 , normalized using their same asymptotic value when z0 → ∞. The
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nominal emission wavelength is chosen to be 518 nm. The refractive indices of glycerol
and glass are 1.47 and 1.52, respectively. For simplicity, only the reﬂection interface
between solution and the heated coverslip is considered in the calculation. When the
dipole is 0.2 µm away from the interface, the ﬁxed-amplitude model gives nearly a
constant dissipated power for dipoles oriented both parallel and perpendicular to the
interface, as shown in Figure 5.7(b). This implies that the ﬁxed amplitude model
works essentially the same as the ﬁxed-power model when dipoles are more than
0.2 µm away from the interface. Thus ﬁxed-amplitude approximation is valid in
our model since the thickness of solution between two coverslips is typically tens of
micrometers in our experiments. Note that ﬂuorescence emission has a ﬁnite lifetime
τF , i.e., I = I0 exp (−t/τF ), where I0 = I(t = 0). So integrating Equation (5.2) over
a solid angle of a cone corresponding to a speciﬁc collecting NA yields the collected
ﬂuorescence
F = [cos2 θ0 ηz +

1 2 0
t
sin θ (ηp + ηs )] exp (− )
2
τF

where ηi is the collection coeﬃcient of |E µi (θ, φ)|2 , deﬁned as ηi =

(5.3)
n
2Z0

RR
NA

i
|E µt=0
|2 dΩ

(i = z, p, s). When multiple interfaces or metallic surfaces are considered, only the
expressions of |E µi (θ, φ)|2 need to be modiﬁed.
• Thermal Rotation of an Emission Dipole
Then the eﬀect of dipole rotation can be considered. Assume that the excitation
electric ﬁeld E has a polar angle of θe so the induced absorption dipole is also along
θe , as shown in Figure 5.7(a). Strictly speaking, this induced absorption dipole is
a hypothetical concept to simplify the physical picture and it only indicates the
possibility for the intrinsic absorption dipole getting excited. It implies that the input
power for the dipole moment is |µi · E|2 [123,162], where µi is the intrinsic absorption
dipole. If the diﬀerence between the orientations of absorption and emission dipoles
θ00 , shown in Figure 5.7(a), is only introduced by rotational molecular diﬀusion, θ00
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satisﬁes the rotational diﬀusion equation considering the isotropic property of the
solution
 1
∂P
∂ �
∂P 
= Dr
sin θ00 00
00
00
∂θ
∂t
sin θ ∂θ

(5.4)

where P (θ00 ; t) is the normalized probability that µ is along θ00 at time instant t,
Rπ
satisfying 2π 0 P sin θ00 dθ00 = 1. Dr is the diﬀusion coeﬃcient by simplifying the
molecule as a sphere. It is related to the local temperature T , solution dynamic
viscosity ν(T ) and the hydrodynamic volume of molecule V by the Debye-StokesEinstein equation [153]
6Dr =

1
kB T
≡
V ν(T )
τR

(5.5)

where kB is the Boltzmann constant and τR is the rotational correlation time. Based
R
on Equation (5.4), it can be shown hcos2 θ00 i ≡ cos2 θ00 P (θ00 )dΩ00 = 1+2 exp3(−t/τR ) [163].
In the notations, we use hXi to denote the average of X with respect to orientation.
hcos2 θ0 i is related to hcos2 θ00 i by a rotation of the coordinate system
cos2 θ0 = cos2 θe cos2 θ00 +

1 2
sin θe sin2 θ00
2

(5.6)

Substituting Equation (5.6) into Equation (5.3) and simple rearrangement gives the
expected value of the collected dipole emission at a particular time instant t

1
1 
(3 cos2 θe − 1) (2ηz − ηp − ηs )
exp − ( + )t
2
3
τ R τF
t
(ηp + ηs + ηz )
+
exp (− )
3
τF

hF (z0 , t)i =

(5.7)

Since the integration time of CCDs (∼ ms) is much longer compared to both τR
(∼ ns to µs) and τF (∼ ns), the expected ﬂuorescence contributed by a single dipole
at z0 on average is given by
F̄ (z0 ) =

 (3 cos2 θe − 1) (2ηz − ηp − ηs )
1
(ηp + ηs + ηz ) 
+
τF
3
2
3
1 + τF /τR

(5.8)

where τF is assumed to be temperature independent [153]. And the only strong
temperature-dependence goes to the term τF /τR . In principle, τR can be engineered
to control the temperature region where the measurement is most sensitive to temperature [153]. Note that when θe = 0, corresponding to the vertical excitation in
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Figure 5.7(c), cos2 θe becomes the largest, so F¯ (z0 ) has the strongest dependence
on temperature. Under this excitation conﬁguration, the polarization anisotropy becomes an invariant zero because the ﬂuorescence becomes unpolarized measured from
the direction of optical axis due to the rotational symmetry. This also suggests that
an independent ﬁtting may be needed to get accurate temperature estimation at the
edge region of the heater where the excitation electric ﬁeld may not along the oﬀplane direction. However, it might not diﬀer too much since 2NA method is tolerate
to slight variations in the direction of vertical excitation because the dependence of
cos2 θe on θe is weak when θe is small. In addition, when the excitation direction is oﬀplane, the collection eﬃciency of ﬂuorescence is the smallest, which essentially ﬁlters
out the ﬂuorescence background, considering the donut-shaped pattern of directional
¯ to denote the average of X with respect to
emission of a free dipole. Here we use X
time. Since z0  r and the excitation electric ﬁeld E is not strongly z-dependent, it
is reasonable to assume that under constant temperature ﬁeld the overall ﬂuorescence
collected by the objective is just F¯ (z0 ) multiplied by a prefactor C which accounts
for the concentration and thickness of the solution. This conclusion is also based on
the fact that the solution concentration is not high in our experiment so that the
interactions between dipoles are negligible [164].
• Characterization of 2NA Method
The ratio between two intensities collected by 2NA setup is deﬁned as r ≡
F¯1 / F¯2 , so ratio change Δr ≡ r0 − r is given by
1
1
=A
+B
Δr
Δg

(5.9)

where A = [a2 g(T0 ) + b2 ]2 /(a1 b2 − a2 b1 ), B = a2 [a2 g(T0 ) + b2 ]/(a1 b2 − a2 b1 ) and
�

Δg = (g(T ) − g(T0 )), with a ≡ ηp + ηs + ηz /3, b ≡ (ηp + ηs + ηz )/3 + (3 cos2 θe −
1)(2ηz − ηp − ηs )/6 and g(T ) ≡ τF /τR . The subscript “0” indicates room temperature.
Figure 5.7(c) gives two examples of the change of intensity ratio of free dipoles as a
function of temperature where τF = 3.7 ns, V = 0.41 nm3 , T0 = 20o C, NA1 = 0.6
and NA2 = 0.5. The dynamic viscosity is calculated using the empirical formula for
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glycerol-water mixture given by Cheng [165]. In Cheng’s paper, temperature only
extends up to 100 o C but the error of estimated viscosity is veriﬁed to be less than
14% at a high temperature of 167 o C for glycerol [166]. For a dipole in free space,
µ

µz 2
µs 2
µs 2
p 2
s
|2 = (1/2π)(µ2 ω 4 /r2 c4 ), |E t=0
| = |E t=0
| sin2 θ and |E t=0
| = |E t=0
| cos2 θ. As
|E µt=0

shown in Figure 5.7(c), Δr increases monotonically with temperature, which agrees
well with Figure 5.6(b), making it a good indicator for thermometers. By comparing
the points where Δr changes most rapidly with temperature in two curves indicated
by dotted lines, it can be concluded that the excitation angle θe oﬀers another degree
of freedom to tune the sensitive window of the 2NA method besides the thermal
correlation time τR .
Besides parameters A and B in Equation (5.9), we introduced another ﬁtting parameter α in Figure 5.6(b), to take into account some non-ideal factors that could
modify the eﬀective collecting NA: (1) τF is actually temperature dependent [167]
though the dependence is not strong compared to τR ; (2) some ﬂuorescence signals
are collected from dipoles that are out of focus considering the depth of focus of
the objective is about 1.7 µm; (3) the decay of ﬂuorescence intensity is more accurately described by several time constants [168]; (4) the orientations of the absorption
dipole and the emission dipole in the derivation are simpliﬁed compared to real system [169]; (5) the measured temperature is an averaged quantify with respect to
time t and height z. While these factors alter calibration in a systematic way and
can be compensated using ﬁtting parameters to some extent, temperature gradient
may change calibration relationship locally since the induced non-uniformity in the
refractive index of the solution can deviate ﬂuorescence beam. However, this temperature gradient eﬀect is not strong. The maximum angle deviation is estimated
to be less than 0.6o for NA= 0.4 by assuming that dn/dT = −6 × 10−5 /o C, [170]
dT /dy = 10 o C/µm and the thickness of solution is 25 µm.
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5.6

Two-Polarization (2P) Thermometry
Temperature mapping in liquids is of fundamental importance in many areas, such

as applications to locate thermal hotspots in microﬂuidics and in biological thermogenesis processes [134, 138, 139, 144, 149, 153, 156, 160, 171–173]. Fluorescence-based
thermometry is of particular interest due to its non-contact and non-invasive advantages [116, 134, 137, 139, 141, 143, 147–149, 151–153, 156, 160, 174, 175]. Among them,
ﬂuorescence anisotropy measurement has been successfully implemented in many applications because of its reliable temperature dependence, high spatial resolution and
fast readout rate [116, 134, 153, 176, 177]. Most of these works use illumination by a
linearly polarized light as excitation and capture the emission inequality along two
diﬀerent polarization directions. Here temperature plays an important role since a
photo-excited molecule may rotate over a substantial angle before emitting light due
to Brownian motion at a high temperature, which randomize the polarization in ﬂuorescence emission. This eﬀect is known as the temperature-induced ﬂuorescence
depolarization. The higher the temperature is, the stronger the eﬀect gets. Thus a
ﬂuorescent molecule can be utilized as a thermal probe for the local environment.
By measuring the ﬂuorescent emission of two orthogonal polarizations, an intensityindependent ratio can be obtained to extract temperature information. Due to the ratiometric character, this polarization based anisotropy thermometry is robust against
temporal ﬂuctuation caused by photobleaching and spatial non-uniformity of ﬂuorescence intensities, making it desirable in many applications [134, 149, 174]. Besides
polarization, the emission inequality along diﬀerent directions oﬀers another degree
of freedom for anisotropy measurement, which has been recently demonstrated [116].
Instead of measuring two orthogonal polarizations, the directionality based method
resolves angular distribution of ﬂuorescence emission using two distinct numerical
apertures, which essentially are two diﬀerent angular collecting cones. Since the detected angular distribution is less aﬀected by polarizing environments compared to
polarization, the directionality based anisotropy method is intrinsically more appli-
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cable to polarizing materials, such as a solution containing metal nanoparticles of
diameters around several nanometers which is commonly used as ﬂuorescent labeler
in super-resolution microscopy, while inheriting the advantages of other ratiometric
temperature mapping methods. Here, we experimentally demonstrate that using two
successive excitations of orthogonal polarizations, reliable mapping of temperature
can be achieved in liquids at sub-1 o C temperature accuracy and sub-10 µm spatial resolution by measuring directionality based anisotropy with one charge coupled
device (CCD). This new thermometry shares the same advantages claimed for ﬂuorescent anisotropy based methods, including robustness against intensity variations
caused by photobleaching, suitability for two-dimensional (2D) imaging and readout rate as fast as detectors framerate. It also simpliﬁes the detection scheme in
traditional anisotropy measurements since no extra modiﬁcation in detection path
is required. Thus it can be easily integrated into ﬂuorescence microscopy systems
by alternating polarizations on the excitation side and provide additional thermal
information (temperature, viscosity ) together with the common optical information.

5.6.1

Experimental Conﬁguration

Figure 5.8 illustrates the working principle of the newly proposed thermometry
method. A ﬂuorescent molecule is excited using a beam of linearly polarized light and
a non-isotropic angular distribution in emission is expected from its induced transition dipole. For a system at a low temperature, we can approximately have: (i) the
induced transition dipole has a constant magnitude and is parallel to the polarization
direction of the excitation light; and (ii) the transition dipole does not rotate away
substantially from its original direction before emitting ﬂuorescence. Under these
approximations, the emission directions of the transition dipole are primarily parallel
to the y-z plane when the molecule is excited by an x-polarized light and to the x-y
plane for a z-polarized light (Figure 5.8(a) and Figure 5.8(b)). The green contours
in Figure 5.8(b) shows the cross-sectional intensity distributions of the directions of
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Figure 5.8. Working principle of the thermometry. (a) x-polarized
excitation beam and z-polarized excitation beam. (b) The green contours show the cross-sectional intensity distributions of the directional
ﬂuorescence emissions when the polarized ﬂuorescence molecules are
along x and z respectively. Strongest emission occurs along the direction perpendicular to the molecule polarization. Diﬀerent amounts
of ﬂuorescence emission can enter an objective lens of a ﬁnite numerical aperture (NA) for x- and z- polarized ﬂuorescence molecules.
(c) Comparison between cold and hot cases: the diﬀerence between
two excitations is less distinguishable under a higher temperature. (d)
Schematic of optical setup: dark-ﬁeld illumination is modulated by an
electro-optical modulator (EOM) through a diﬀuser (D); in the sample (S), ﬂuorescence solution is sandwiched by a slide and a coverslip;
ﬂuorescence is collected by a microscope objective (OBJ) and then
directed into charge-coupled device (CCD) camera after a long-pass
ﬁlter (LF) with a cutoﬀ below 500 nm.
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ﬂuorescence emission when the polarized ﬂuorescence molecules are along x and z respectively. The emissions from these assemblies of ﬂuorescence molecules both have
the doughnut-like emission patterns similar as those of dipole emitters. Strongest
emission occurs along the directions perpendicular to the dipole. When collecting the
emission along z direction using an objective lens of a ﬁnite numerical aperture (NA),
the two conﬁgurations would give the maximum and minimum ﬂuorescent intensities
respectively, which corresponds to the highest ﬂuorescent emission anisotropy. To the
ﬁrst approximation, it is true for an ensemble of ﬂuorescent molecules in a statistical
sense which also applies in this work [116, 134, 153, 169]. The second approximation is also valid when the local temperature is low, meaning thermal rotation is not
signiﬁcant during the lifetime of the photo-excited molecules. As the temperature increases, the molecules quickly rotate further away from their original orientations and
the emission anisotropy along diﬀerent directions starts to smooth out until the objective cannot accurately distinguish two conﬁgurations apart at a high temperature
(Figure 5.8(c)). In this way, the temperature information can be extracted based on
the diﬀerence between two ﬂuorescence intensities using orthogonal excitations. To
quantitatively correlate temperature with the diﬀerence between two intensities, we
deﬁne a ratiometric parameter S, named ‘sameness’ of two excitations in emission,
as S = S0 + (Iz − Ix)/Ix , where Ix and Iz are the collected ﬂuorescence intensities
by the objective lens given the excitations are polarized along x and z directions,
respectively. And S0 is a reference point to be calibrated out at a known reference
temperature. Note that S increases as temperature increases and anisotropy deceases.
We call the sameness for short hereafter. Assuming the lifetime of ﬂuorescence is τ ,
the collected ﬂuorescence intensity can be calculated as [116]
I = CτF [−a

1
3cos2 (θe ) − 1
+ b]
2
1 + τF /τR

(5.10)

where C is a factor related to the local concentration of ﬂuorescent molecules in
solution, a and b are two positive constants related to the angular distribution of
ﬂuorescent emission and the numerical aperture of the collecting objective lens, θe
is the polarization angle of the excitation light with respect to z axis, and τR is the
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rotational correlation time, a characteristic time to quantify how fast the molecules
rotate. Here we assume all the parameters above except for τR are temperature
independent [116, 134, 153] for simplicity. Then S can be expressed as S = S0 +
1/[(a/6b)f (T ) + 1/3] − 3, where f (T ) ≡ 1/(1 + τF /τR ). By choosing a reference
temperature T0 at which S equals zero, we have
S=

1
1
−
p0 f (T ) + 1/3 p0 f (T0 ) + 1/3

(5.11)

where a/6b is replaced by another constant p0 .

5.6.2

2D Temperature Mapping in Liquids

• Calibration
Figure 5.9(a) shows the calibration of sameness as a function of temperature. The
calibration was performed by uniformly heating up the sample to a speciﬁc temperature with a thermoelectric cooler (Thorlabs TEC 3-6) controlled by a temperature
controller (Thorlabs TED200C) together with a temperature transducer (Thorlabs
AD590). The TEC and the temperature transducer are attached to two opposite
sides of the sample in which the ﬂuorescence solution is sandwiched by a slide and
a coverslip. Every time after temperature stabilizes, the corresponding sameness of
two excitations in emission is calculated using the averaged ﬂuorescence intensities
recorded by our EMCCD (Cascade 1K). The error bars correspond to the standard
deviation in each measurement. A relatively larger error bar at a higher temperature is caused by reduced ﬂuorescence intensities, which is common in ﬂuorescence
thermometries [116, 153]. As temperature becomes signiﬁcantly higher, we expected
the loss in ﬂorescence might have strong eﬀect on the measuring sensitivities, which
may require to increasing exposure time accordingly. The theoretical trend in Figure
5.9(a) is the best ﬁt using Equation (5.11), which is obtained for a glycerol volume
fraction of 0.7 with equal to 0.0188. Other used parameters are τF =3.7 ns, V =0.47
nm3 , T0 =24.4 o C and τR = V ν(T )/kB T , where ν(T ) is dynamic viscosity calculated
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Figure 5.9. Temperature calibration. (a) Calibrated sameness S
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and (c). The size of all the maps is 400 µm × 400 µm unless otherwise
stated.
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by an empirical formula for glycerol-water mixture [165] and kB is the Boltzmann
constant. The theoretical curve agrees well with the experimental data, suggesting
the deﬁned parameter of interest S given by Equation (5.11) is a good temperature
indicator. Also, Equation (5.11) has no terms explicitly associated with C appeared
in Equation (5.10), indicating that the factors equally aﬀecting ﬂuorescence intensities
of two excitation polarizations, such as variations in ﬂuorescence molecule concentration, have little eﬀect on the sameness. This is veriﬁed in our experiment, as shown in
Figures 5.9(b), (c) and (d). Figure 5.9(b) is the ﬂuorescence intensity map of about 10
µm thick solution (ﬂuorescein concentration about 10−4 M) recorded by the EMCCD
under x-polarized excitation using a dark-ﬁeld illumination setup [116] with a 20X
objective lens (Mitutoyo Plan Apo NUV). The EMCCD is directly connected to one
bottom port of a Nikon inverted microscope (Eclipse Ti-U model) in a conventional
scheme of ﬂuorescence microscopy, as shown in Figure 5.8(d). The detailed information of used optical components can be found in our previous work [116]. The ﬁeld
of view is 400 µm × 400 µm on the object side. The bright stripe corresponds to an
aluminum heater fabricated on the supporting microscope slide using photolithography [116, 178]. The width of the heater is measured to be 24 µm. A notch about
half the width of the heater is intentionally made to generate a non-uniform 2D temperature ﬁeld with a hotspot. The collected ﬂuorescence intensity on the heater is
about two times larger compared to that of the surrounding slide area because of the
reﬂection of ﬂuorescence. The non-uniformity in small domains of the intensity map,
which is more visible in its counterpart of z-polarized excitation in Figure 5.9(c), is
caused by laser speckles since a random phase diﬀuser (Optotune LSR-3005-6D-VIS)
is introduced in the excitation beam path to reduce interference eﬀect of laser light.
Figure 5.9(d) shows the calculated map of sameness at 26.8 o C based on two maps
of intensity in Figures 5.9(b) and (c). It can be seen that both the heater and slide
parts have the same average of S, despite of the reﬂections of ﬂuorescence due to the
aluminum heater and ﬂuctuations in excitation because of the laser speckles. This
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enables us to use a universal calibration curve for all the areas with a temperature
resolution better than 1 o C.
• 2D Temperature Mapping
To demonstrate the ability of 2D mapping of this new thermometry, we use the
heater to generate a non-uniform temperature distribution [116] inside the same solution used for calibration. During each exposure time of 500 ms for the CCD frame,
ten current pulses of the same amplitude 42 mA are periodically applied through
the heater with each duration time of 35 ms, as illustrated in Figure 5.10(a). To
reduce the ﬂuorescence photo-bleaching, the laser excitation is only turned on when
the CCD is under exposure. Between two successive frames which are separated by a
time interval of 850 ms, the polarization of laser excitation with an extinction ratio
of about 50 is alternated using an electro-optic modulator (EOM) (Conoptics 350-
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160). Figure 3(b) shows two adjacent frames when heating current is present, aligned
with the time sequences in Figure 5.10(a). Based on the two intensity images, the
corresponding map can be calculated with a pixel binning factor of four, as shown in
Figure 5.10(c). Applying the calibration curve in Figure 5.9(a) to Figure 5.10(c), the
temperature distribution in Figure 5.10(d) is obtained. A thermal hotspot near the
position of the heater notch can be clearly seen due to the increase of local resistivity
of the heater line. This result demonstrates that a 2D temperature distribution can
be obtained at a readout rate comparable to the framerate of the CCD using this
new ratiometric temperature mapping method. The random noise in Figure 5.10(d)
is mainly caused by random laser speckles and can be further reduced by repeating
the same measurement several times or using an incoherent light source.
Figure 5.11(a) shows a temperature map that as obtained by averaging four temperature mappings under the same condition. Both the thermal hotspot and the
general trend of the heater is clearly visible. To have a better understanding of our
system, we perform a multiphysics simulation in COMSOL software using a similar
conﬁguration in our previous model [116]. Our measured temperature distribution
agrees well with the numerical estimation as shown in Figures 5.11(b) and (c), where
Figure 5.11(b) is the simulated 2D temperature map using a simulation current of 55
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mA and Figure 5.11(c) is the experimental and simulated temperature proﬁles by averaging along y direction of temperature maps. The eﬀective thickness of the heater
is 80 nm. In our numerical model, the thermal conductivity of the glycerol-water
mixture is taken as 0.3795 W/(m·K), a reasonable value between those of glycerol
and water [179]. All the values of other physical parameters, including densities, volumetric heat capacities and thermal conductivities, are commonly used ones. In the
simulation of a single current pulse, temperature around the heater does not recover
to room temperature at the end of 50 ms after applying the heating current during
the ﬁrst 35 ms. This thermal accumulation eﬀect is taken into account by providing
the measured background temperature as the ambient solution temperature, which
is 3 o C higher than the room temperature.

5.6.3

Conclusions

To summarize, we have demonstrated the plausibility of rotating the polarizations
on the excitation side to perform ﬂuorescence anisotropy measurement, which is based
on the directionality in emission. Using one CCD, we measured the 2D temperature
distribution in solution generated by a metallic ﬁlm heater with a temperature resolution better than 1 o C and veriﬁed the advantages of ratiometric measurements, such
as stability with respect to intensity variation, suitability of 2D mapping and rapidity in readout rate. Since the dark-ﬁled illumination scheme is compatible with total
internal reﬂection ﬂuorescence (TIRF) microscopy, we expect that our new thermometry can be integrated into widely used ﬂuorescence microscopy and oﬀer additional
thermal information other than traditional optical ﬂuorescence measurements.
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6. SUMMARY AND FUTURE WORK
6.1

Summary
Optothermal energy conversion in plasmonic structures is studied in this work,

with a focus on very small AuNPs whose diameters are less than 10 nm. In general, plasmonic structures can couple eﬀectively to external electric ﬁelds because of
plasmon resonance. Together with deep sub-wavelength light conﬁnement and large
ﬁeld enhancement, energy dissipation is also strong due to the intrinsic losses of metals. Speciﬁcally, coherent plasmons get damped non-radiatively and generates large
amount of electron-hole pairs via Landau damping. Those photoexcited electrons
are typically much more energetic than thermal excitations at room temperature
and redistribute their excessive energy ﬁrst among themselves, then to the lattice
and ﬁnally to the environment. The picture becomes much more complicated than
the aforementioned one when the characteristic sizes of the structures become very
small because the presence of the interfaces and the environment can strongly aﬀect
electron scattering, phonon scattering and electron-phonon coupling. This work is
dedicated to investigate these eﬀects associated with interfaces and the environment
in the processes of optothermal energy conversion.
We ﬁrst developed a numerical model that allows the full description of optothermal responses, including both optical and thermal responses, in plasmonic structures.
Then we paid special attention to nonlocal eﬀects at the nanoscale because the insuﬃcient charge screening makes electron-electron interactions not negligible as in
large structures. We found that the nonlocal eﬀect can alter the pattern of hot electron generation signiﬁcantly and can even make plasmon wave ampliﬁcation possible,
which corresponds to negative absorption in our theoretical and numerical models.
This can intuitively understood by thinking that the induced current may ﬂow in the
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opposite direction of the local electric ﬁeld due to large electron-electron repulsions
when dimensions get small, which is particularly true near interfaces of the plasmonic
structures.
Not only modifying the energy conversion inside plasmonic structures, the interfaces and the outside environment may also aﬀect the energy transfer to the surroundings. We experimentally veriﬁed this by measuring the ultrafast transient absorption
spectroscopy (TAS) using gold nanoparticles (AuNPs). It was found the energy dissipates faster when the size of AuNPs gets smaller, even before the photoexcited
hot electrons get thermalized with inside phonons. By changing the environment
solution, it was also found that electron-phonon coupling time (∼ps) inside AuNPs
is aﬀected before electrons and phonons reach thermal equilibrium. However, TAS
only provides information inside AuNPs. Thus we proposed a new working platform
where ﬂuorescent molecules are dispersed around AuNPs in the solution. Our results
from the ﬂuorescence indicate direct energy transfer from photoexcited hot electrons
to the environment before they thermalize within several picosecond. Currently the
detailed mechanism of direct energy transfer is still not clear and it is expected to
become clearer if the transient temperature near AuNPs could be measured. Therefore ﬂuorescence thermometry is also investigated and two new thermometries based
on molecular rotation of ﬂuorescent dyes have been developed.

6.2

Future Work
It is mentioned that detailed physical mechanism of possible direct energy trans-

fer from hot electrons inside AuNPs to the outside environment is still unclear. One
possible mechanism is through resonant energy transfer [120, 124, 180]. Experiments
with varied probe wavelengths may provide more insights into the energy transfer processes. In addition, it will also be helpful be able to measure the eﬀective temperature
of ﬂuorescent molecules.
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To our knowledge, this work is the ﬁrst pursuit of probing the ultrafast optothermal transport phenomena at both sides of nanoscale metallic interfaces. This is
valuable since these devices have just started to encounter thermal management challenges [20,21]. Two emerging engineering areas, plasmonics and nanoscale heat transfer, will be integrated to reveal new physics to achieve eﬃcient energy throughput
and address thermal challenges. One example is that we may extract excessive energy
out from hot electrons before they dump the energy to the phonons in the metallic
structures, which may provide potential solutions to many problems in plasmonics
related areas, such as heat-assisted magnetic recording [100, 101, 181].
Besides the experiments, the development of proper numerical models and manageable simulation tools is also necessary since some new phenomena emerge when
the structure size goes down to several nanometers, such as the nonlocal eﬀect in
electromagnetic responses and the possible direct energy transfer between hot electrons and the outside environment. This is critical in design optimization since most
plasmonic structures require complex geometries [96, 178].
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J. Lermé, G. Celep, E. Cottancin, M. Gaudry, M. Pellarin, M. Broyer, M. Maillard, M. Pileni, and M. Treguer. Electron-phonon scattering in metal clusters.
Physical Review Letters, 90(17):177401, 2003.
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