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ABSTRACT
If g ∈ H∞, the integral operator Sg on H
p, BMOA and Bp(Besov) spaces, is defined
as Sgf(z) =
∫
z
0
f ′(w)g(w)dw. In this paper, we prove three necessary and sufficient
conditions for the operator Sg to have closed range on H
p (1 < p < ∞), BMOA
and Bp (1 < p < ∞).
1. Introduction and Preliminaries
Let D denote the open unit disk in the complex plane, T the unit circle, A the nor-
malized area Lebesgue measure in D and m the normalized length Lebesgue measure
in T. For 1 ≤ p <∞ the Hardy space Hp is defined as the set of all analytic functions
f in D for which
sup
0≤r<1
∫
T
|f(rζ)|pdm(ζ) < +∞
and the corresponding norm in Hp is defined by
‖f‖pHp = sup
0≤r<1
∫
T
|f(rζ)|pdm(ζ).
When p =∞, we define H∞ to be the space of bounded analytic functions f in D and
‖f‖∞ = sup{|f(z)| : z ∈ D}.
In this work we will mainly make use of the following equivalent norm (see
Calderon’s theorem in [3], page 213) in Hp, 1 ≤ p <∞:
‖f‖pHp = |f(0)|
p +
∫
T
(∫∫
Γβ(ζ)
|f ′(z)|2dA(z)
) p
2
dm(ζ), (1)
where Γβ(ζ) is the Stolz angle at ζ ∈ T, the conelike region with aperture β ∈ (0, 1),
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which is defined as
Γβ(ζ) = {z ∈ D : |z| < β} ∪
⋃
|z|<β
[z, ζ).
The BMOA space is defined as the set of all analytic functions f in D for which
sup
β∈D
∫∫
D
1− |β|2
|1− βz|2
|f ′(z)|2 log
1
|z|
dA(z) <∞
and we may define the corresponding norm in BMOA by
‖f‖2∗ = |f(0)|
2 + sup
β∈D
∫∫
D
1− |β|2
|1− βz|2
|f ′(z)|2 log
1
|z|
dA(z).
For 1 < p <∞ the Besov space Bp is defined as the set of all analytic functions f in
D for which ∫∫
D
|f ′(z)|p(1− |z|2)p−2dA(z) < +∞
and the corresponding norm in Bp is defined by
‖f‖pBp = |f(0)|
p +
∫∫
D
|f ′(z)|p(1− |z|2)p−2dA(z).
Let g : D → C be an analytic function. If X is a space of analytic functions f in D
(in particular, in this paper, X = Hp or X = BMOA or X = Bp) then, the integral
operator Sg : X → X, induced by g, is defined as
Sgf(z) =
∫ z
0
f ′(w)g(w)dw, z ∈ D,
for every f ∈ X.
Let ρ(z, w) denote the pseudo-hyberbolic distance between z, w ∈ D,
ρ(z, w) =
∣∣∣ z − w
1− zw
∣∣∣,
Dη(a) denote the pseudo-hyberbolic disk of center a ∈ D and radius η < 1:
Dη(a) = {z ∈ D : ρ(a, z) < η},
and ∆η(α) denote the euclidean disk of center a ∈ D and radius η(1 − |α|), η < 1:
∆η(α) = {z ∈ D : |z − α| < η(1 − |α|)}.
In the following, C denotes a positive and finite constant which may change from
one occurrence to another. Moreover, by writing K(z) ≍ L(z) for the non-negative
2
quantities K(z) and L(z) we mean that K(z) is comparable to L(z) if z belongs to a
specific set: there are positive constants C1 and C2 independent of z such that
C1K(z) ≤ L(z) ≤ C2K(z).
2. Closed range integral operators on Hardy spaces
Let g : D → C be an analytic function and, for c > 0, let Gc = {z ∈ D : |g(z)| > c}.
It is well known (see [1]) that the integral operator Sg : H
p → Hp (1 ≤ p < ∞) is
bounded if and only if g ∈ H∞.
We say that Sg, on H
p, is bounded below, if there is C > 0 such that ‖Sgf‖Hp >
C‖f‖Hp for every f ∈ H
p. Since Sg maps every constant function to the 0 function,
if we want to study the property of being bounded below for Sg, we are obliged to
consider spaces of analytic functions modulo the constants. Theorem 2.3 in [1] states
that Sg is bounded below on H
p/C if and only if it has closed range on Hp/C. Next,
we denote Hp/C as Hp0 .
Corollary 3.6 n [1] states that Sg : H
2
0 → H
2
0 has closed range if and only if there
exist c > 0, δ > 0 and η ∈ (0, 1) such that
A(Gc ∩Dη(a)) ≥ δA(Dη(a))
for all a ∈ D.
In the end of [1] A. Anderson posed the question, if the above condition for H20
holds also for all Hp0 . In this paper, theorem 2.2 gives an affirmative answer to this
question, for the case 1 < p <∞. Although the answer in case p = 2 is an immediate
consequence of D. Luecking’s theorem (see [1], Proposition 3.5), the answer in case
1 < p <∞ requires much more effort.
For λ ∈ (0, 1) and f ∈ Hp we set
Eλ(α) = {z ∈ ∆η(α) : |f
′(z)|2 > λ|f ′(α)|2}
and
Bλf(α) =
1
A(Eλ(α))
∫∫
Eλ(α)
|f ′(z)|2dA(z).
Lemma 2.1 is due to D. Luecking (see [2], lemma 1).
Lemma 2.1. Let f analytic in D and a ∈ D. Then
A(Eλ(α))
A(∆η(α))
≥
log 1
λ
log Bλf(α)|f ′(α)|2 + log
1
λ
.
Moreover in [2], the following sentence is proved: If α ∈ D and 2η1+η2 ≤ r < 1 then
∆η(α) ⊆ Dr(α). (2)
We proceed with the main result of this section.
3
Theorem 2.2. Let 1 < p <∞ and g ∈ H∞. Then the following are equivalent:
(i) Sg : H
p
0 → H
p
0 has closed range
(ii) There exist c > 0, δ > 0 and η ∈ (0, 1) such that
A(Gc ∩Dη(a)) ≥ δA(Dη(a)) (3)
for all a ∈ D.
(iii) There exist c > 0, δ > 0 and η ∈ (0, 1) such that
A(Gc ∩∆η(a)) ≥ δA(∆η(a)) (4)
for all a ∈ D.
We first prove two lemmas which will play an important role in the proof of theorem
2.2.
For ζ ∈ T and 0 < β < β′ < 1 we consider the Stolz angles Γβ(ζ) and Γβ′(ζ), where
β′ has been chosen so that ∆η(α) ⊂ Γβ′(ζ) for every α ∈ Γβ(ζ).
Lemma 2.3. Let ε > 0, f analytic in D and
A =
{
α ∈ D : |f ′(α)|2 <
ε
A(∆η(α))
∫∫
∆η(α)
|f ′(z)|2dA(z)
}
.
There is a constant C > 0 depending only on η such that∫∫
A∩Γβ(ζ)
|f ′(z)|2dA(z) ≤ εC
∫∫
Γβ′ (ζ)
|f ′(z)|2dA(z)
Proof. Integrating
|f ′(α)|2 <
ε
A(∆η(α))
∫∫
∆η(α)
|f ′(z)|2dA(z)
over α ∈ A ∩ Γβ(ζ) and using Fubini’s theorem on the right side, we get
∫∫
A∩Γβ(ζ)
|f ′(α)|2dA(α) < ε
∫∫
Γβ′ (ζ)
|f ′(z)|2
[ ∫∫
A∩Γβ(ζ)
χ∆η(α)(z)
A(∆η(α))
dA(α)
]
dA(z)
Using (2) with r = 2η1+η2 , we have χ∆η(α)(z) ≤ χDr(α)(z) = χDr(z)(α). We have that
A(Dr(z)) ≍ (1 − |z|)
2 and, for α ∈ Dη(z), we have (1 − |z|) ≍ (1 − |α|), where the
underlying constants in these relations depend only on η. In addition, A(∆η(α)) =
4
η2(1− |α|)2. So,
∫∫
A∩Γβ(ζ)
χ∆η(α)(z)
A(∆η(α))
dA(α) ≤
∫∫
A∩Γβ(ζ)
χDr(z)(α)
η2(1− |α|)2
dA(α)
≤ C
∫∫
Dr(z)
1
η2(1− |z|)2
dA(α) = C
A(Dr(z))
η2(1− |z|)2
≤ C, (5)
where C > 0 depends only on η.
Lemma 2.4. Let 0 < ε < 1, f analytic in D, 0 < λ < 12 and
B =
{
α ∈ D : |f ′(α)|2 < ε3Bλf(α)
}
.
There is a constant C > 0 depending only on η such that∫∫
B∩Γβ(ζ)
|f ′(z)|2dA(z) ≤ εC
∫∫
Γβ′ (ζ)
|f ′(z)|2dA(z)
Proof. We write∫∫
B∩Γβ(ζ)
|f ′(α)|2dA(α) =
∫∫
B∩Γβ(ζ)∩A
|f ′(α)|2dA(α) +
∫∫
(B∩Γβ(ζ))\A
|f ′(α)|2dA(α),
where A is as in lemma 2.3. The first integral is estimated by lemma 2.3, so it remains
to show the desired result for the second integral. Integrating the relation
|f ′(α)|2 < ε3Bλf(α) = ε
3 1
A(Eλ(α))
∫∫
Eλ(α)
|f ′(z)|2dA(z)
over the set (B ∩ Γβ(ζ)) \ A and using Fubini’s theorem on the right side, we get∫∫
(B∩Γβ(ζ))\A
|f ′(α)|2dA(α) ≤ ε3
∫∫
Γβ′ (ζ)
|f ′(z)|2
[ ∫∫
(B∩Γβ(ζ))\A
1
A(Eλ(α))
χEλ(α)(z)dA(α)
]
dA(z)
≤ ε3
∫∫
Γβ′ (ζ)
|f ′(z)|2
[ ∫∫
(B∩Γβ(ζ))\A
1
A(Eλ(α))
χ∆η(α)(z)dA(α)
]
dA(z)
(6)
where the last inequality is justified by Eλ(α) ⊆ ∆η(α). Let α 6∈ A, i.e.
|f ′(α)|2 ≥
ε
A(∆η(α))
∫∫
∆η(α)
|f ′(z)|2dA(z). (7)
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Set r = η(1− |α|) and suppose λ < 12 and |z − α| <
r
4 . We have that
|f ′(z)2 − f ′(α)2| =
1
2pi
∣∣∣∣∣
∫
|w−α|= r
2
f ′(w)2
(
1
w − z
−
1
w − α
)
dw
∣∣∣∣∣
=
1
2pi
∣∣∣∣∣
∫
|w−α|= r
2
f ′(w)2
z − α
(w − z)(w − α)
dw
∣∣∣∣∣. (8)
For |w − α| = r2 , by the subharmonicity of |f
′|2 we have
|f ′(w)|2 <
1
r2
4
∫∫
|u−w|≤ r
2
|f ′(u)|2dA(u) ≤
C
A(∆η(α))
∫∫
∆η(α)
|f ′(u)|2dA(u).
Since |w − z| > r4 when |w − α| =
r
2 , from (8) we get
|f ′(z)2 − f ′(α)2| ≤
C|z − α|
r
1
A(∆η(α))
∫∫
∆η(α)
|f ′(u)|2dA(u).
Since we may assume that C > 2, taking |z − α| < εr2C , then we have |z − α| <
r
4 and
we get
|f ′(z)2 − f ′(α)2| ≤
ε
2A(∆η(α))
∫∫
∆η(α)
|f ′(u)|2dA(u). (9)
Combining (7) and (9), we get
|f ′(z)|2 >
1
2
|f ′(α)|2 > λ|f ′(α)|2.
This means that if ∆′ = {z ∈ D : |z − α| < εr2C } then ∆
′ ⊂ Eλ(α) and
A(Eλ(α)) ≥ A(∆
′) =
ε2
4C2
r2 =
ε2
4C2
A(∆η(α)).
We finally use this last inequality in (6) and we complete the proof.
Proof of theorem 2.2. (ii)⇔ (iii) This is proved in [2].
(iii) ⇒ (i) Let α ∈ D \ B, where B is as in lemma 2.4, where 0 < ε < 1, 0 < λ < 12 .
Then Bλf(α)|f ′(α)|2 ≤
1
ε3
and, if we choose λ < ε
6
δ , then, from lemma 2.1, we get that
A(Eλ(α))
A(∆η(α))
>
2
δ
log 1
ε3
log 1
ε3
+ 2
δ
log 1
ε3
> 1−
δ
2
. (10)
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Combining (4) and (10), we get
A(Gc ∩Eλ(α)) = A(Gc ∩∆η(α)) −A(Gc ∩ (∆η(α) \ Eλ(α)))
≥ δA(∆η(α))−A(∆η(α) \ Eλ(α))
= δA(∆η(α))−A(∆η(α)) +A(Eλ(α))
≥ δA(∆η(α))−A(∆η(α)) +A(∆η(α)) −
δ
2
A(∆η(α))
=
δ
2
A(∆η(α))
Now let f ∈ Hp0 , ζ ∈ T and α ∈ Γβ(ζ) \B. Then, using the last relation and Eλ(α) ⊂
∆η(α) ⊂ Γβ′(ζ), we get
1
A(∆η(α))
∫∫
Gc∩Γβ′(ζ)
χ∆η(α)(z)|f
′(z)|2dA(z)
≥
δ
2A(Gc ∩ Eλ(α))
∫∫
Gc∩Eλ(α)
χ∆η(α)(z)|f
′(z)|2dA(z)
≥
δ
2A(Gc ∩ Eλ(α))
∫∫
Gc∩Eλ(α)
|f ′(z)|2dA(z) ≥
δλ
2
|f ′(α)|2.
Integrating the last relation over the set Γβ(ζ) \B and using Fubini’s theorem on the
left side, we have
∫∫
Gc∩Γβ′ (ζ)
|f ′(z)|2
[ ∫∫
Γβ(ζ)\B
χ∆η(α)(z)
A(∆η(α))
dA(α)
]
dA(z) ≥
δλ
2
∫∫
Γβ(ζ)\B
|f ′(α)|2dA(α).
With similar arguments as in relation (5), we can show that the integral in the brackets
is bounded above from a constant C > 0 depending only on η. So, we have that∫∫
Gc∩Γβ′ (ζ)
|f ′(z)|2dA(z) ≥
Cδλ
2
∫∫
Γβ(ζ)\B
|f ′(α)|2dA(α)
=
Cδλ
2
∫∫
Γβ(ζ)
|f ′(α)|2dA(α) −
Cδλ
2
∫∫
Γβ(ζ)∩B
|f ′(α)|2dA(α).
Because of lemma 2.4 we have that∫∫
Gc∩Γβ′ (ζ)
|f ′(z)|2dA(z) ≥
Cδλ
2
∫∫
Γβ(ζ)
|f ′(α)|2dA(α) − ε
C ′δλ
2
∫∫
Γβ′(ζ)
|f ′(α)|2dA(α)
and so ∫∫
Gc∩Γβ′(ζ)
|f ′(z)|2dA(z) + ε
C ′δλ
2
∫∫
Γβ′(ζ)
|f ′(α)|2dA(α) ≥
Cδλ
2
∫∫
Γβ(ζ)
|f ′(α)|2dA(α).
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Hence,
( ∫∫
Gc∩Γβ′ (ζ)
|f ′(z)|2dA(z)
) 1
2
+
(C ′εδλ
2
) 1
2
(∫∫
Γβ′(ζ)
|f ′(α)|2dA(α)
) 1
2
≥
(Cδλ
2
) 1
2
(∫∫
Γβ(ζ)
|f ′(α)|2dA(α)
) 1
2
.
Applying Minkowski’s inequality, we get
[ ∫
T
( ∫∫
Gc∩Γβ′ (ζ)
|f ′(z)|2dA(z)
) p
2
dm(ζ)
] 1
p
+
(C ′εδλ
2
) 1
2
[ ∫
T
(∫∫
Γβ′(ζ)
|f ′(α)|2dA(α)
) p
2
dm(ζ)
] 1
p
≥
(Cδλ
2
) 1
2
[ ∫
T
(∫∫
Γβ(ζ)
|f ′(α)|2dA(α)
) p
2
dm(ζ)
] 1
p
and so
[ ∫
T
( ∫∫
Gc∩Γβ′ (ζ)
|f ′(z)|2dA(z)
) p
2
dm(ζ)
] 1
p
≥
(Cδλ
2
) 1
2
[ ∫
T
(∫∫
Γβ(ζ)
|f ′(α)|2dA(α)
) p
2
dm(ζ)
] 1
p
−
(C ′εδλ
2
) 1
2
[ ∫
T
(∫∫
Γβ′ (ζ)
|f ′(α)|2dA(α)
) p
2
dm(ζ)
] 1
p
.
(11)
According to (1), both integrals at the right side of (11), represent equivalent norms
in Hp0 . Due to the relation between β and β
′ there is C ′′ > 0 which depends only on
η, such that
[ ∫
T
(∫∫
Γβ′ (ζ)
|f ′(α)|2dA(α)
) p
2
dm(ζ)
] 1
p
≤ C ′′
[ ∫
T
(∫∫
Γβ(ζ)
|f ′(α)|2dA(α)
) p
2
dm(ζ)
] 1
p
. (12)
Combining relations (11) and (12), we get
[ ∫
T
[( ∫∫
Gc∩Γβ′(ζ)
|f ′(z)|2dA(z)
) p
2
dm(ζ)
] 1
p
≥
(Cδλ
2
) 1
2
[ ∫
T
(∫∫
Γβ(ζ)
|f ′(α)|2dA(α)
) p
2
dm(ζ)
] 1
p
−
(C ′εδλ
2
) 1
2
C ′′
[ ∫
T
(∫∫
Γβ(ζ)
|f ′(α)|2dA(α)
) p
2
dm(ζ)
] 1
p
=
(δλ
2
) 1
2
[C
1
2 − ε
1
2C ′
1
2C ′′]‖f‖Hp0 .
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Choosing ε small enough so that C − ε
1
2C ′
1
2C ′′ > 0, we have that
[ ∫
T
( ∫∫
Gc∩Γβ′(ζ)
|f ′(z)|2dA(z)
) p
2
dm(ζ)
] 1
p
≥ C‖f‖Hp0 ,
and since Gc = {z ∈ D : |g(z)| > c}, we have
‖Sgf‖Hp0 ≍
[ ∫
T
(∫∫
Γβ′(ζ)
|(Sgf(z))
′|2dA(z)
) p
2
dm(ζ)
] 1
p
=
[ ∫
T
(∫∫
Γβ′(ζ)
|f ′(z)|2|g(z)|2dA(z)
) p
2
dm(ζ)
] 1
p
≥ c
[ ∫
T
( ∫∫
Gc∩Γβ′ (ζ)
|f ′(z)|2dA(z)
) p
2
dm(ζ)
] 1
p
≥ C‖f‖Hp0 .
So the integral operator Sg has closed range.
(i) ⇒ (ii) Let α ∈ D, ζ ∈ T, η ∈ (0, 1), E(z0; r) = {z ∈ D : |z − z0| < r},
C(z0, r) = {z ∈ D : |z − z0| = r} and the arc Iα = {ζ ∈ T : Γ 1
2
(ζ) ∩Dη(α) 6= ∅}. It’s
easy to see that ζ ∈ Iα is equivalent to α ∈ Γη′(ζ), where η
′ depends only on η. In fact,
an elementary geometric argument shows that 1 − η′ ≍ 1 − η, where the underlying
constants are absolute.
Set R0 =
1+η′
2 . We continue with the proof by considering two cases for α: (a)
R0 < |α| < 1 and (b) 0 ≤ |α| ≤ R0.
Case (a) R0 < |α| ≤ 1: Then another simple geometric argument gives m(Iα) ≍
1−|α|
(1−η′)
1
2
and hence:
m(Iα) ≍
1− |α|
(1− η)
1
2
. (13)
If Sg has closed range on H
p
0 then there exists C > 0 such that for every f ∈ H
p
0
we have
C‖Sgf‖
p
Hp0
≥ ‖f‖p
Hp0
. (14)
Let
ψα(z) =
α− z
1− αz
.
Then, after some calculations, we get that ‖ψα − α‖
p
Hp ≍ (1− |α|).
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Setting f = ψα − α in (14) and using (x+ y)
p ≤ 2p−1(xp + yp), we get
1− |α| ≤ C‖Sg(ψα − α)‖
p
H
p
0
= C
∫
T
(∫∫
Γ 1
2
(ζ)
|ψ′α(z)|
2|g(z)|2dA(z)
) p
2
dm(ζ)
≤ C
∫
Iα
( ∫∫
Γ 1
2
(ζ)∩Gc∩Dη(α)
|ψ′α(z)|
2|g(z)|2dA(z)
) p
2
dm(ζ)
+ C
∫
Iα
( ∫∫
Γ 1
2
(ζ)∩(Dη(α)\Gc)
|ψ′α(z)|
2|g(z)|2dA(z)
) p
2
dm(ζ)
+ C
∫
Iα
( ∫∫
Γ 1
2
(ζ)\Dη(α)
|ψ′α(z)|
2|g(z)|2dA(z)
) p
2
dm(ζ)
+ C
∫
T\Iα
(∫∫
Γ 1
2
(ζ)
|ψ′α(z)|
2|g(z)|2dA(z)
) p
2
dm(ζ)
= C(I1 + I2 + I3 + I4). (15)
Using A(Dη(α)) ≤
(1−|α|2)2
(1−η2)2 , we get
I1 ≤ ‖g‖
p
∞
∫
Iα
( ∫∫
Gc∩Dη(α)
(1− |α|2)2
|1− αz|4
dA(z)
) p
2
dm(ζ)
≤ ‖g‖p∞m(Iα)
(A(Gc ∩Dη(α))
(1− |α|2)2
) p
2
≤ ‖g‖p∞m(Iα)
1
(1− η2)p
(A(Gc ∩Dη(α))
A(Dη(α))
) p
2
.
Using |g(z)| ≤ c in D \Gc and making a change of variables w = ψα(z), we get
I2 ≤ c
p
∫
Iα
(∫∫
D
|ψ′α(z)|
2dA(z)
) p
2
dm(ζ) = cp
∫
Iα
(∫∫
D
dA(w)
) p
2
dm(ζ) = cpm(Iα).
We increase I3 by extending it over D\Dη(α) and then we make the change of variables
w = ψα(z) to get
I3 ≤ ‖g‖
p
∞
∫
Iα
( ∫∫
D\Dη(0)
dA(w)
) p
2
dm(ζ) = ‖g‖p∞m(Iα)(1 − η
2)
p
2 .
In order to estimate I4 we have first to estimate
∫∫
Γ 1
2
(ζ)
|ψ′α(z)|
2dA(z), when ζ ∈ T \ Iα.
Without loss of generality we may assume that α ∈ [R0, 1). For j ∈ N, j ≥ 2, we define
rj = 1−
1
2j and consider the sets Ω1 = E(0;
1
2) and Ωj = (E(0; rj)\E(0; rj−1))∩Γ 12
(ζ).
Then we have that Γ 1
2
(ζ) =
+∞⋃
j=1
Ωj and A(Ωj) ≍
1
4j , when j ≥ 1. Then, if z ∈ Ωj, we
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have |1−αz| ≍ | 1
α
−z| ≍ | 1
α
−zj |. Also we have that |
1
α
−zj| ≍
∣∣ 1
2j +1−|α|+|Arg(ζ)|
∣∣. In
all these relations, the underlying constants are absolute. If ζ ∈ T \ Iα, then a 6∈ Γ 1
2
(ζ)
which means that 1− |α| < |Arg(ζ)|, so we have that | 1
α
− zj| ≍
∣∣ 1
2j + |Arg(ζ)|
∣∣. For
some j0, we have
1
2j0 ≤ |Arg(ζ)| ≤
1
2j0−1 . For j < j0 we have |Arg(ζ)| <
1
2j which
implies that | 1
α
− zj | ≍
1
2j and for j > j0 we have |Arg(ζ)| >
1
2j which implies that
| 1
α
− zj | ≍ |Arg(ζ)|. Therefore
∫∫
Γ 1
2
(ζ)
|ψ′α(z)|
2dA(z) =
∫∫
Ω1
(1− |α|2)2
|1− αz|4
dA(z) +
+∞∑
j=2
∫∫
Ωj
(1− |α|2)2
|1− αz|4
dA(z)
≍ (1− |α|2)2 +
j0∑
j=2
∫∫
Ωj
(1− |α|2)2
| 1
α
− zj|4
dA(z) +
+∞∑
j=j0
∫∫
Ωj
(1− |α|2)2
| 1
α
− zj |4
dA(z)
≍ (1− |α|2)2 +
j0∑
j=2
A(Ωj)(1 − |α|
2)2(2j)4 +
+∞∑
j=j0
A(Ωj)
(1− |α|2)2
|Arg(ζ)|4
≍ (1− |α|2)2 + (1− |α|2)2
j0∑
j=2
1
4j
16j +
(1− |α|2)2
|Arg(ζ)|4
+∞∑
j=j0
1
4j
.
But
∑j0
j=2 4
j ≍ 4j0 ≍ 1|Arg(ζ)|2 and
∑+∞
j=j0
1
4j ≍
1
4j0 ≍ |Arg(ζ)|
2. Therefore
∫∫
Γ 1
2
(ζ)
|ψ′α(z)|
2dA(z) ≍ (1− |α|2)2 +
(1− |α|2)2
|Arg(ζ)|2
+
(1− |α|2)2
|Arg(ζ)|2
.
Since α is positive, there is φ0 such that T \ Iα = [φ0, 2pi − φ0] and φ0 ≍ m(Iα).
Therefore
I4 ≍
∫ pi
φ0
(1− |α|2)pdφ+
∫ pi
φ0
(1− |α|2)p
φp
dφ
≍ (1− |α|2)p +
(1− |α|2)p
φp−10
≍ (1− |α|2)p +
(1− |α|2)p
m(Iα)p−1
.
Substituting the estimates for I1, I2, I3, I4 in (15), we get
1− |α| ≤ C
[
‖g‖p∞m(Iα)
1
(1− η2)p
(A(Gc ∩Dη(α))
A(Dη(α))
) p
2
+ cpm(Iα)
+ ‖g‖p∞m(Iα)(1 − η
2)
p
2 + (1− |α|2)p +
(1− |α|2)p
m(Iα)p−1
]
.
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Using (13) we get
1− |α| ≤ C
[
‖g‖p∞
1− |α|
(1− η)
1
2
1
(1− η2)p
(A(Gc ∩Dη(α))
A(Dη(α))
) p
2
+ cp
1− |α|
(1− η)
1
2
+ ‖g‖p∞
1− |α|
(1− η)
1
2
(1− η2)
p
2
+ (1− |α|2)(1− η2)p−1 + (1− |α|2)(1− η)
p−1
2
]
.
Thus
C ≤ ‖g‖p∞
1
(1− η)
2p+1
2
(A(Gc ∩Dη(α))
A(Dη(α))
) p
2
+
cp
(1− η)
1
2
+ ‖g‖p∞(1− η)
p−1
2 + (1− η)p−1 + (1− η)
p−1
2 .
Choose η close enough to 1 so that ‖g‖p∞(1− η)
p−1
2 + (1− η)p−1+ (1− η)
p−1
2 < C4 and
then set Cη =
1
(1−η)
1
2
. We have that
3C
4
≤
‖g‖p∞
C2p+1η
(A(Gc ∩Dη(α))
A(Dη(α))
) p
2
+
cp
C
1
2
η
.
Choose c small enough so that c
p
C
1
2
η
< C4 . Then
C
2
≤
‖g‖p∞
C2p+1η
(A(Gc ∩Dη(α))
A(Dη(α))
) p
2
and finally
(CC2p+1η
2‖g‖p∞
) 2
p
≤
A(Gc ∩Dη(α))
A(Dη(α))
or
A(Gc ∩Dη(α)) ≥ δA(Dη(α)),
for every α with R0 ≤ |α| < 1.
Case (b) 0 ≤ |α| ≤ R0: There exists η1, depending only on η, such that Dη(R0) ⊆
Dη1(0). Take α
′ so that |α′| = R0 and Arg(α
′) = Arg(α). Then Dη(α
′) ⊆ Dη1(α). Set
η2 = max{η, η1}. Then
A(Gc ∩Dη2(α)) ≥ A(Gc ∩Dη1(α)) ≥ A(Gc ∩Dη(α
′))
≥ δA(Dη(α
′)) ≥ CδA(Dη1(α)) ≥ CδA(Dη2(α)),
where the constants C > 0 depend only on η.
Moreover, when R0 ≤ |α| < 1, we have
A(Gc ∩Dη2(α)) ≥ A(Gc ∩Dη(α)) ≥ δA(Dη(α)) ≥ CδA(Dη2(α)),
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where the constant C > 0 depends only on η. So, we have proved that there are
η2 ∈ (0, 1), c > 0 and C > 0 such that
A(Gc ∩Dη2(α)) ≥ CA(Dη2(α)),
for every α ∈ D, which is what we had to prove.
Remark 1. As we can observe, the proof of the implication (ii)⇒ (i) in theorem 2.2
is valid even in the case p = 1.
3. Closed range integral operators on BMOA space
Let denote as BMOA0 the space BMOA/C. In [1], A. Anderson posed the question
of finding a necessary and sufficient condition for the operator Sg to have closed range
on BMOA0 space. Next, we answer this question, by proving that conditions (ii) and
(iii) of theorem 2.2, for Hp0 spaces, are also necessary and sufficient for the integral
operator Sg to have closed range on BMOA0 space.
Let z0 ∈ D. The point evaluation functional of the derivative, on BMOA, induced
by z0, is defined as Λz0f = f
′(z0), f ∈ BMOA. It is easy to check that Λz0 is bounded
on BMOA, therefore, by using Theorem 2.2 and Corollary 2.3 in [1], we conclude that
the operator Sg : BMOA0 → BMOA0 is bounded if and only if g ∈ H
∞(D). So, we
consider g ∈ H∞(D) and set again Gc = {z ∈ D : |g(z)| > c}.
The following theorem is the main result of this section, which is a characterization
for the operator Sg to have closed range on BMOA0 space.
Theorem 3.1. Let g ∈ H∞(D). Then the following are equivalent:
(i) The operator Sg : BMOA0 → BMOA0 has closed range
(ii) There exist c > 0, δ > 0 and η ∈ (0, 1) such that
A(Gc ∩Dη(a)) ≥ δA(Dη(a)) (16)
for all a ∈ D.
Remind that the weighted Bergman space Apγ , γ > −1, is defined as
A
p
γ =
{
f : D→ C analytic :
∫∫
D
|f(z)|p(1− |z|2)γ <∞
}
.
We will make use of the theorem of D. Luecking (see [2]) by restating it here and using
the set Gc as defined above.
Theorem 3.2. Let p ≥ 1 and γ > −1. The following assertions are equivalent.
(i) There exists C > 0 such that
∫∫
Gc
|f(z)|p(1− |z|2)γdA(z) ≥ C
∫∫
D
|f(z)|p(1− |z|2)γdA(z) (17)
for every f ∈ Apγ.
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(ii) There exist c > 0, δ > 0 and η ∈ (0, 1) such that
A(Gc ∩Dη(a)) ≥ δA(Dη(a))
for all a ∈ D.
Next, in the proof of theorem 3.1, the fact that log 1|z| ≍ 1 − |z|
2, when 0 < δ ≤
|z| < 1, where δ is fixed but arbitrary, will be used.
Proof of theorem 3.1. (ii)⇒ (i) If (16) holds then, because of theorem 3.2, relation
(17) also holds. For β ∈ D, z ∈ D and f ∈ BMOA0, we consider the functions
hβ(z) =
(1−|β|2)
1
2
1−βz
f ′(z). It’s easy to see that if f ∈ BMOA0 then hβ ∈ A
2
1. Indeed, we
can see that
‖hβ‖
2
A
2
1
=
∫∫
D
1− |β|2
|1− βz|2
|f ′(z)|2(1− |z|2)dA(z)
≤ C
∫∫
D
1− |β|2
|1− βz|2
|f ′(z)|2 log
1
|z|
dA(z) ≤ ‖f‖2BMOA0 <∞.
Let β ∈ D. We have that
‖Sgf‖
2
BMOA0 = sup
z0∈D
∫∫
D
1− |z0|
2
|1− z0z|2
|(Sgf(z))
′|2 log
1
|z|
dA(z)
= sup
z0∈D
∫∫
D
1− |z0|
2
|1− z0z|2
|f ′(z)|2|g(z)|2 log
1
|z|
dA(z)
≥
∫∫
D
1− |β|2
|1− βz|2
|f ′(z)|2|g(z)|2 log
1
|z|
dA(z)
≥ c2
∫∫
Gc
1− |β|2
|1− βz|2
|f ′(z)|2 log
1
|z|
dA(z)
= c2
∫∫
Gc
|hβ(z)|
2 log
1
|z|
dA(z)
≥ C
∫∫
Gc
|hβ(z)|
2(1− |z|2)dA(z)
≥ C
∫∫
D
|hβ(z)|
2(1− |z|2)dA(z),
where the last inequality is justified by theorem 3.2. So
‖Sgf‖
2
BMOA0 ≥ C
∫∫
D
1− |β|2
|1− βz|2
|f ′(z)|2 log
1
|z|
dA(z).
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Taking supremum β ∈ D in last relation we have
‖Sgf‖
2
BMOA0 ≥ C‖f‖
2
BMOA0 ,
which implies that operator Sg has closed range on BMOA0 and the proof is complete.
(i) ⇒ (ii) If Sg has closed range then there exist C1 > 0 such that for every
f ∈ BMOA0 we have
‖Sgf‖
2
BMOA0
≥ C1‖f‖
2
BMOA0
.
For α ∈ D, if we set f = ψα − α in the last inequality, just as in the case of Hardy
spaces and observe that ‖ψα−α‖BMOA ≍ 1 and
(1−|β|2)(1−|z|2)
|1−βz|2
< C, for every z, β ∈ D,
then we have
C1 ≤ ‖Sg(ψα − α)‖
2
BMOA0
= sup
β∈D
∫∫
D
1− |β|2
|1− βz|2
|(Sg(ψα − α)(z))
′|2 log
1
|z|
dA(z)
≤ C sup
β∈D
∫∫
D
1− |β|2
|1− βz|2
|ψ′α(z)|
2|g(z)|2(1− |z|2)dA(z)
≤ C
∫∫
D
|ψ′α(z)|
2|g(z)|2dA(z)
≤ C
[
‖g‖2∞
∫∫
Gc∩Dη(α)
(1− |α|2)2
|1− αz|4
dA(z) + c2
∫∫
Dη(α)\Gc
|ψ′α(z)|
2dA(z)
+ ‖g‖2∞
∫∫
D\Dη(α)
|ψ′α(z)dA(z)
]
.
In the second integral we used that |g(z)| ≤ c, when z ∈ Dη(α) \Gc. The integrand in
the first integral is smaller than 1(1−|α|2)2 and also (1 − |α|
2)2 ≍ A(Dη(α)) holds. We
increase the second integral over D and, after the change of variable w = ψα(z), it is
equal to A(D) = 1. In the third integral, we use also the change of variable w = ψα(z)
to get
∫∫
D\Dη(0)
dA(w) = 1− η2. Therefore
C1 ≤ ‖g‖
2
∞
A(Gc ∩Dη(α))
A(Dη(α))
+ c2 + ‖g‖2∞(1− η
2).
First, we choose η close enough to 1 so that ‖g‖2∞(1 − η
2) < C14 , and afterwords,
choose c small enough so that c < C14 . So
A(Gc ∩Dη(α)) ≥
C1
2‖g‖2∞
A(Dη(α)),
which is what we had to prove.
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Remark 2. The Qp space, 0 < p < ∞, is defined as the set of all analytic functions
in D for which
sup
β∈D
∫∫
D
(1− |β|2)p
|1− βz|2p
|f ′(z)|2(1− |z|2)pdA(z) <∞.
Let denote as Qp,0 the space Qp/C. For β, z ∈ D and f ∈ Qp,0, we consider the
functions hβ(z) =
(1−|β|2)
p
2
(1−βz)p
f ′(z). It’s easy to see that if f ∈ Qp,0 then hβ ∈ A
2
p and by
using similar arguments as in the proof of theorem 3.1, we can prove that condition
(16) is also necessary and sufficient for the operator Sg to have closed range on spaces
Qp,0 (0 < p <∞).
4. Closed range integral operators on Besov spaces
Let denote as Bp0 the space B
p/C. With similar arguments as in the case of BMOA
space we can see that the operator Sg : B
p
0 → B
p
0 (1 < p <∞) is bounded if and only
if g ∈ H∞(D). So, we consider g ∈ H∞(D) and set again Gc = {z ∈ D : |g(z)| > c}.
We will prove that condition (16) is also necessary and sufficient for the operator Sg
to have closed range on Bp0 space. For the sufficiency, we observe that, if f ∈ B
p then
f ′ ∈ App−2, the weighted Bergman space defined in the previous section, so we can use
theorem 3.2. We have
‖Sgf‖
p
B
p
0
=
∫∫
D
|(Sgf(z))
′|p(1− |z|2)p−2dA(z)
≥
∫∫
Gc
|f ′(z)|p|g(z)|p(1− |z|2)p−2dA(z)
≥ cp
∫∫
Gc
|f ′(z)|p(1− |z|2)p−2dA(z)
≥ C
∫∫
D
|f ′(z)|p(1− |z|2)p−2dA(z)
= C‖f‖p
B
p
0
,
where the last inequality is justified by theorem 3.2. So the operator Sg has closed
range on Bp0 .
If Sg has closed range on B
p
0 then there exist C1 > 0 such that for every f ∈ B
p
0 we
have
‖Sgf‖
p
B
p
0
≥ C1‖f‖
p
B
p
0
.
For α ∈ D, if we set f = fα =
(1−|α|2)
2
p
2α
p
(1−αz)
2
p
− (1−|α|
2)
2
p
2α
p
in the last inequality, just as in
the case of BMOA space and observe that ‖fα‖Bp0 ≍ 1 and |f
′
α(z)| =
(1−|α|2)
2
p
|1−αz|
2
p
+1
, then
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we have
C1 ≤ ‖Sgfα‖
p
B
p
0
=
∫∫
D
|f ′α(z)|
p|g(z)|p(1− |z|)p−2dA(z)
≤ ‖g‖p∞
∫∫
Gc∩Dη(α)
(1− |α|2)2
|1− αz|2+p
(1− |z|)p−2dA(z) + cp
∫∫
Dη(α)\Gc
|f ′α(z)|
p(1− |z|)p−2dA(z)
+ ‖g‖p∞
∫∫
D\Dη(α)
(1− |α|2)2
|1− αz|2+p
(1− |z|)p−2dA(z).
In the first integral, the integrand is dominated by 1(1−|α|2)2 ≤
C
A(Dη(α))
because the
relation (1 − |α|2)2 ≍ A(Dη(α)) holds. The second integral is less than ‖fα‖
p
B
p
0
≤ C,
because ‖fα‖Bp0 ≍ 1. In the third integral, if we make the change of variable w = ψα(z)
we see that it is dominated by the integral
∫∫
D\Dη(0)
dA(w) = 1− η2. So we have
C1 ≤ ‖g‖
p
∞
A(Gc ∩Dη(α))
A(Dη(α))
+ Ccp + ‖g‖p∞(1− η
2).
Choosing η close enough to 1 so that ‖g‖p∞(1 − η2) <
C1
4 , and c close enough to 0 so
that Ccp < C14 we get
A(Gc ∩Dη(α)) ≥
C1
2‖g‖p∞
A(Dη(α)),
which is what we had to prove.
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