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Abstract
We formulate a risk-averse two-stage stochastic linear programming prob-
lem in which unresolved uncertainty remains after the second stage. The ob-
jective function is formulated as a composition of conditional risk measures.
We analyze properties of the problem and derive necessary and sufficient
optimality conditions. Next, we construct two decomposition methods for
solving the problem. The first method is based on the generic cutting plane
approach, while the second method exploits the composite structure of the ob-
jective function. We illustrate their performance on a portfolio optimization
problem.
1
1 Introduction
The main objective of this paper is to introduce a risk-averse version of the two-
stage model of stochastic programming, analyze its properties, and propose efficient
numerical methods. In the modeling part we use methods of the modern theory of
risk measures, initiated by Artzner, Delbaen, Eber, and Heath [2]. Particularly
relevant for us are the duality theory [2, 8, 11, 12, 13, 18, 24, 30, 31], and the theory
of conditional and dynamic risk measures [3, 6, 7, 9, 10, 14, 15, 22, 34, 23, 30, 32].
The optimization part generalizes and extends decomposition approaches to risk-
neutral two-stage stochastic linear programming problems (see [5, 17, 27] and the
references therein).
In section 2 we motivate our model by discussing general principles of dynamic
risk measurement. Section 3 quickly reviews basic properties of conditional risk
mappings. In section 4 we develop the nested form of a risk-averse two-stage
problem. In section 5 we derive optimality conditions for the problem. In section 6
we discuss two decomposition methods for solving the problem: the basic method,
and a new specialized multicut method, which exploits the composite structure of
dynamic risk measures. Finally, section 7 contains results of numerical experiments
on a portfolio example, which illustrate the efficiency of our approach.
Our model and results differ from earlier publications on risk-averse two-stage
models [1, 35, 36] in several ways. We consider an extended two-stage model, in
which there is still unresolved uncertainty after the second-stage decision is made.
Because of that, we need to use a risk-averse version of the second-stage problem,
while in earlier publications, similarly to the risk-neutral case, the second-stage
problem was deterministic. Our approach allows for modeling important application
problems, such as dynamic portfolio problems. Finally, our risk-averse multicut
method of section 6 is a substantial improvement over the existing decomposition
approaches, even for the simpler mean–risk models considered in [1, 35, 36].
2 The Model
Let  = {1, . . . , N2} be a finite probability space with the σ -algebra F of all
possible subsets of , and with probabilities of elementary events P[ j] > 0, j =
1, . . . , N2. Let F1 ⊂ F by a σ -subalgebra given by disjoint events i , i =
1, . . . , N1, constituting a partition of  and let pi = P[i ] > 0, i = 1, . . . , N1.
For each elementary event j ∈ i we define the conditional probability pi j =
P
[
j | i
] = P[ j]/P[i ].
We have the following problem data: a deterministic matrix A of dimension
mx × nx , a deterministic vector b ∈ Rmx , random vectors c ∈ Rnx , q ∈ Rny and
h ∈ Rm y , and random matrices T of dimension m y × nx and W of dimension
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m y × ny . We assume that c, h, T , and W are F1-measurable, while q is only
F -measurable. We denote the values of T , W , and h on i by Ti , Wi , and hi , and
the values of q on an elementary event j ∈ i by qi j .
In a two-stage stochastic programming model two groups of decision variables
can be distinguished. The first-stage decision vector x ∈ Rnx has to be determined
before any of the random problem data are observed. The second-stage decision
vector y ∈ Rny is determined after an elementary event inF1 is observed. Therefore
we can view the second-stage decision vector as a random vectorY , with realizations
yi ∈ Rny corresponding to the events i , i = 1, . . . , N1.
A linear two-stage stochastic linear programming problem in its extended form
is formulated as follows:
min
x,Y
N1∑
i=1
pi
[
cTi x +
∑
j∈i
pi jqTi j yi
]
s.t. Ax = b, x ≥ 0,
Ti x +Wi yi = hi , i = 1, . . . , N1,
yi ≥ 0, i = 1, . . . , N1.
(1)
By employing interchangeability [25, Thm. 14.60] and conditioning, this problem
can be rewritten in the nested form:
min
x
c¯Tx +
N1∑
i=1
piVi (x)
s.t. Ax = b, x ≥ 0.
(2)
Here c¯ = E[c] =∑N1i=1 pici and Vi (x) is the realization of the second-stage cost in
event i , which is defined as the optimal value of the second-stage problem
min
y
q¯Ti y
s.t. Ti x +Wi y = hi ,
y ≥ 0,
(3)
with q¯i = E[q|i ] = ∑ j∈i pi jqi j . All data of problem (3) are F1-measurable,
and thus it can be solved separately for each i = 1 . . . , N1. In fact, every solution
of (1) corresponds to a solution of (2)–(3) and vice versa. The reader is referred to
[37, Ch. 2] and the references therein for a detailed discussion of these issues.
Due to the fact that the objective function has the form of an expected value,
the randomness of c and the randomness of q beyondF1 are irrelevant in the risk-
neutral formulation. That is why risk-neutral two-stage models usually assume that
c is deterministic and q becomes known after the first stage. However, in a risk-
averse setting these simplifications are not justified; even for a single stage model
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a random cost cTx is not indistinguishable from its expected value c¯Tx and we
may have strict preference among different random costs sharing the same expected
value. A similar distinction has to be made at the second stage: a random cost qTi y
is not equivalent to its conditional expectation q¯Ti y.
Our objective is to formulate and analyze a risk-averse version of problem (1).
Observe that our first-stage cost cTx is an F1-measurable random variable, while
the second-stage cost qTY is anF -measurable random variable. Identifying them
with vectors in RN1 and RN2 , respectively, we can write an abstract risk-averse
two-stage problem as follows:
min
x,Y
%
[
cTx, qTY
]
s.t. Ax = b, x ≥ 0,
Ti x +Wi yi = hi , i = 1, . . . , N1,
yi ≥ 0, i = 1, . . . , N1.
(4)
In this problem % : RN1 × RN2 → R is a certain risk measure representing our
preferences. We interpret the value of %[U, Z ] as a fair one-time charge we would
be willing to pay instead of random costs U and Z at stages 1 and 2. Many specific
forms of % can be employed here, following the general theory of dynamic measures
of risk (see, e.g., [7] and the references therein). The main feature that we want to
preserve from the risk-neutral formulation is the possibility to define risk-averse first-
and second-stage problems, and the equivalence of the extended formulation (4) and
a nested formulation involving these problems, similarly to (2)–(3). In particular,
for a solution xˆ, Yˆ of problem (4), the decisions yˆi should also be optimal for some
second-stage problems, involving data available after the first stage. Moreover,
for every i = 1, . . . , N1, the second-stage problem should depend only on the
elementary events j ∈ i that can actually happen after i .
To formalize these considerations, we assume that at the second stage we use
another risk function ρ2(·) to evaluate the risk of the second-stage cost Z = qTY .
As the first-stage event i is known at this time, we have ρ2 : RN2 → RN1 . Again, a
useful interpretation of ρ2(Z) is the fair charge to be incurred after stage 1, instead
of still uncertain second-stage cost Z : anF1-measurable equivalent of Z .
The following two concepts are fundamental for dynamic measures of risk (see,
e.g., [7]).
Local property. For every i = 1, . . . , N1 there exists a function ρ2i : R|i | → R
such that for all Z ∈ RN2 we have [ρ2(Z)]i = ρ2i (Z i ), where Z i is the subvec-
tor of Z comprising the realizations Z i j , j ∈ i , that can actually be observed
after the first-stage event i (this property is also calledF1-regularity).
Time-consistency. For all U,U ′ ∈ RN1 and Z , Z ′ ∈ RN2 we have{
U + ρ2(Z) ≤ U ′ + ρ2(Z ′)
}⇒ {%[U, Z ] ≤ %[U ′, Z ′]} .
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In words, if for every first-stage event i = 1, . . . , N1 the sum of the first-stage
cost Ui and the second-stage risk ρ2i (Z i ) is smaller than U ′i + ρ2i (Z ′i ), then
(U, Z) should be preferred over (U ′, Z ′) by the overall risk measure %.
It follows from time-consistency that the value of %[U, Z ] depends only on the
sum U + ρ2(Z), and we can write it as a composition:
%[U, Z ] = ρ1(U + ρ2(Z)), U ∈ RN1, Z ∈ RN2 . (5)
In the formula above, ρ1 : RN1 → R is a real-valued nonincreasing function. It may
be interesting to note that the structure (5) was introduced in [32] in a constructive
way; here, we derive it from the property of time-consistency. For a more general
discussion of this approach to time-consistency of dynamic risk measures, the reader
is referred to [29].
3 Conditional Risk Measures
To proceed further, we impose on ρ1 and ρ2 more specific conditions. We fol-
low the abstract construction proposed in [32], but with simplifications due to our
assumption of a finite probability space. Uncertain outcomes are represented by
vectors in a finite dimensional real space. We specify two vector spaces of uncer-
tain outcomes: Z = RN2 and U = RN1 . We also have a correspondence of the
coordinates i = 1, . . . , N1 in U to groups of coordinates j ∈ i in Z , so that
the sets 1, . . . , N1 form a partition of {1, . . . , N2}. It is convenient to consider a
matrix I of dimension N2 × N1 with entries
I j i =
{
1 if j ∈ i ,
0 otherwise,
i = 1, . . . , N1, j = 1, . . . , N2.
For a vector U ∈ U the vector IU ∈ Z has groups of identical components, one
for each i .
A coherent conditional measure of risk is a function ρ : Z → U satisfying the
following axioms:
Convexity: ρ(αZ + (1 − α)U ) ≤ αρ(Z) + (1 − α)ρ(U ), for all U, Z ∈ Z and
all α ∈ [0, 1];
Monotonicity: If U, Z ∈ Z and U ≤ Z , then ρ(U ) ≤ ρ(Z);
Translation Equivariance: If U ∈ U and Z ∈ Z , then ρ(IU + Z) = U +ρ(Z);
Positive Homogeneity: If t > 0 and Z ∈ Z , then ρ(tV ) = tρ(Z).
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Inequalities are understood componentwise in all these conditions.
The axioms are formulated for the case when the uncertain outcomes represent
cost; an equivalent set of axioms can be formulated when the outcomes represent
profits. If U = R, a conditional risk measure becomes a coherent risk measure of
[2].
We can also remark here that the conditions of monotonicity and translation
equivariance imply the local property of a conditional measure of risk ρ, see [7,
Prop. 3.3.].
Consider the setting of section 2, with Z = RN2 and U = RN1 . Important
examples of conditional measures of risk ρ2 that can be used in (5) are obtained
from conditional mean–risk models:
ρ2(Z) = E[Z |F1] + ~r [Z |F1], (6)
with a parameter ~ > 0 and with some risk functional r : Z → U representing the
variability of the outcome. In (6) the conditional expectationE[Z |F1] is understood
as a vector inRN1 having components
∑
j∈i pi j Z j , i = 1, . . . , N1. The coefficient
~ may be anF1-measurable random variable.
In particular, we may set r [Z |F1] to be the conditional semideviation of order
p ≥ 1, having coordinates
(
σp[Z |F1]
)
i =
∑
j∈i
pi j
v j −∑
k∈i
pikvk
p
+
1/p , i = 1, . . . , N1. (7)
We can also use as r [Z |F1] the conditional weighted mean deviation from quantile,
with coordinates(
rα[Z |F1]
)
i = minη∈R
∑
j∈i
pi j max
(
1− α
α
(v j − η), η − v j
)
, i = 1, . . . , N1,
(8)
In both cases, for everyF1-measurable ~ ∈ [0, 1], the resulting function (6) satisfies
the axioms of a conditional measure of risk.
If we substitute Z = RN1 , U = R and F1 = {,∅}, we obtain examples of
(unconditional) coherent measures of risk, which may be used as ρ1 in (5), that is
ρ1(U ) = E[U ] + ~r [U ]. (9)
We may set r [U ] to be the semideviation of order p ≥ 1:
σp[U ] =
[
N1∑
i=1
pi
(
ui −
N1∑
k=1
pkuk
)p
+
]1/p
, (10)
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or the weighted mean deviation from quantile:
rα[U ] = min
η∈R
N1∑
i=1
pi max
(
1− α
α
(ui − η), η − ui
)
. (11)
The reader is referred to [19, 20, 21, 31, 32] for an extensive analysis of these risk
measures.
The key property of conditional risk measures is their dual representation. The
following is a special case of [32, Thm. 3.1]. Define for each i = 1, . . . , N1 the set
Pi =
{
µ ∈ R|i |+ :
∑
j∈i
µ j = 1
}
.
Theorem 1. If ρ : Z → U is a conditional risk measure then there exist closed
convex sets Ai ⊂Pi , i = 1, . . . , N1, such that for all Z ∈ Z(
ρ(Z)
)
i = maxµ∈Ai
∑
j∈i
µ jv j , i = 1, . . . , N1. (12)
Observe that due to (12) the value of ρ(Z) in event i indeed depends only on the
realizations v j , j ∈ i , that is, ρ has the local property.
4 The Nested Problem Formulation
Consider now the risk-averse two-stage problem (4) with % defined as a composition
(5) of a coherent measure of risk ρ1 and a conditional measure of risk ρ2. To simplify
notation, it is convenient to introduce a matrix C of dimension N1×nx , whose rows
are vectors cTi , i = 1, . . . , N1. We obtain the formulation
min
x,Y
ρ1
(
Cx + ρ2(qTY )
)
s.t. Ax = b, x ≥ 0,
Ti x +Wi yi = hi , i = 1, . . . , N1,
yi ≥ 0, i = 1, . . . , N1.
(13)
This formulation allows for a series of important simplifications. Define the set
X = {x ∈ Rnx : Ax = b, x ≥ 0},
and for every x ∈ X the sets
Yi (x) =
{
y ∈ Rny+ : Wi y = hi − Ti x
}
, i = 1, . . . , N1,
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Owing to the dual representation of ρ2, an i th component of ρ2(qTY ) depends only
on the realizations of qTY in elementary events j ∈ i , that is, on yi and on the
realizations qi j of q , j ∈ i . It is convenient to define the matrix Qi of dimension
|i | × ny having as its rows the vectors qTi j , j ∈ i . With this notation, the i th
component of ρ2(qTY ) can be written as(
ρ2(qTY )
)
i = ρ2i (Qi yi ), i = 1, . . . , N1.
By the dual representation of ρ2(·), each ρ2i is a coherent risk measure defined by
(12):
ρ2i (Qi yi ) = max
ν∈Ai
∑
j∈i
ν jqTi j yi = max
ν∈Ai
〈ν, Qi yi 〉, i = 1, . . . , N1. (14)
Note that the setsAi are compact, and thus the risk measures ρ2i (·) are continuous.
Consider the first-stage induced feasible sets:
X ind = {x ∈ Rnx : Yi (x) 6= ∅} , i = 1, . . . , N1,
and let
X ind =
N1⋂
i=1
X indi .
Exactly in the same way as in risk-neutral two-stage stochastic linear programming,
we can show that the sets X indi , i = 1, . . . , N1, are closed convex polyhedra (see,
e.g., [37, Ch. 2]).
Define the second-stage optimal value functions:
Vi (x) = inf
y∈Yi (x)
ρ2i (Qi y). (15)
We assume that Vi (x) > −∞ for all x ∈ X indi and for every i = 1, . . . , N1. If
x 6∈ X indi , then Vi (x) = +∞ by definition. Consequently, each Vi (·) is a proper
convex function. The property that Vi (x) > −∞will be guaranteed by Assumption
2 to be formulated in the next section.
Due to the monotonicity of ρ1, problem (13) can be equivalently transformed to
a nested form
min
x∈X
{
inf
Y∈Y (x)
ρ1
(
Cx + ρ2(qTY )
)} = min
x∈X∩X ind
ρ1
(
Cx + inf
Y∈Y (x)
ρ2(qTY )
)
. (16)
The innermost optimal value is understood as follows: for every i = 1, . . . , N1 the
value of infY∈Y (x) ρ2(qTY ) is given by (15). Equation (16) is the risk version of the
interchangeability principle (see [32]), which is analogous to the transformation of
(1) into (2)–(3). We can thus formulate the following risk-averse first-stage problem:
min
x∈X∩X ind
ρ1
(
Cx + V (x)), (17)
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with the vector V (x) ∈ RN1 having coordinates Vi (x) defined by (15).
We have arrived at a formulation which is analogous to the risk-neutral model
(2)–(3). The similarity becomes even more apparent, when we substitute for ρ1 and
ρ2i the corresponding dual representations (12) and (14). We obtain the first-stage
min-max problem:
min
x∈X∩X ind
max
µ∈A
〈µ,Cx + V (x)〉, (18)
with each component Vi (x) of V (x) defined as the optimal value of the second-stage
min-max problem
min
y∈Yi (x)
max
ν∈Ai
〈ν, Qi y〉, i = 1, . . . , N1. (19)
If A has only one element (p1, . . . , pN1), and if each Ai , i = 1, . . . , N1, con-
tains only one element
(
pi j , j ∈ i
)
, formulations (2)–(3) and (18)–(19) become
identical.
5 Optimality Conditions
Let us consider the objective function of (17),
f (x) =
{
ρ1
(
Cx + V (x)) if x ∈ X ind,
+∞ otherwise. (20)
The functions Vi (·), as optimal values of the second-stage problems (19) are convex
and continuous on the sets X indi . The function ρ1(·) is convex and nondecreasing.
Therefore, their composition (20) is convex. It is finite and continuous on the set
X ind.
Let us analyze the second-stage optimal value functions Vi (·). To this end we
make the following assumption.
Assumption 2. For every i = 1, . . . , N1 the set
Wi =
{
ν ∈ Ai : (∃pi) W Ti pi ≤ QTi ν
}
(21)
is nonempty.
Theorem 3. For all x ∈ Rnx and every i = 1, . . . , N1 we have
Vi (x) = sup
pi∈Πi
〈pi, hi − Ti x〉, (22)
where
Πi =
{
pi ∈ Rm y : ∃ (ν ∈ Ai ) W Ti pi ≤ QTi ν
}
. (23)
9
Proof. From (19) we obtain
Vi (x) = inf
y∈Yi (x)
max
ν∈Ai
〈ν, Qi y〉
= inf
y≥0 suppi∈Rmx
max
ν∈Ai
{〈ν, Qi y〉 + 〈pi, hi − Ti x −Wi y〉}
= inf
y≥0 supν∈Ai
[
sup
pi∈Rmx
{〈ν, Qi y〉 + 〈pi, hi − Ti x −Wi y〉}].
The function in brackets is convex and lower semicontinuous with respect to y and
linear with respect to ν, and the set Ai is convex and compact. Therefore, we can
exchange the outer “inf” and “sup” operations. We obtain
Vi (x) = sup
ν∈Ai
inf
y≥0
[
sup
pi∈Rmx
{〈ν, Qi y〉 + 〈pi, hi − Ti x −Wi y〉}]
= sup
ν∈Ai
{
inf
y≥0 suppi∈Rmx
L i (y, pi, ν)
}
, (24)
where
L i (y, pi, ν) = 〈ν, Qi y〉 + 〈pi, hi − Ti x −Wi y〉.
Observe that L i (·, ·, ν) is the Lagrangian of the following linear programming prob-
lem having ν and x as its parameters:
min
y
〈QTi ν, y〉
s.t. Wi y = hi − Ti x, (25)
y ≥ 0.
Its dual problem has the form
max
pi
〈pi, hi − Ti x〉
s.t. W Ti pi ≤ QTi ν.
(26)
From the duality theory of linear programming we know that the optimal values
of both problems (finite or infinite) are equal, unless both problems have empty
feasible sets.
Suppose x ∈ X indi . Then the feasible set of the primal problem (25) is nonempty.
As the “inf-sup” in (24) is its optimal value, we can exchange the “inf” and “sup”
operations:
inf
y≥0 suppi∈Rmx
L i (y, pi, ν) = sup
pi∈Rmx
inf
y≥0 L i (y, pi, ν); (27)
the right hand side of (27) is the optimal value of the dual problem. Applying this
relation to (24), we get
Vi (x) = sup
ν∈Ai
sup
pi∈Rmx
inf
y≥0 L i (y, pi, ν). (28)
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Suppose x 6∈ X indi . Then the left hand side of (27) equals +∞. If ν is such that the
dual feasible set
Πi (ν) =
{
pi ∈ Rmx : W Ti pi ≤ QTi ν
}
is nonempty, then the duality relation (27) holds true. Hence, in this case we also
have
sup
pi∈Rmx
inf
y≥0 L i (y, pi, ν) = +∞.
By Assumption 2, the set of ν for which Πi (ν) 6= ∅ is nonempty, and thus it is
sufficient in this case to consider ν ∈ Wi ⊂ Ai in formula (28) to conclude that
Vi (x) = ∞. Therefore, formula (28) holds true in all cases.
Observe that the innermost “inf” in (28) is greater than −∞ if and only if
pi ∈ Πi (ν), in which case it is equal to 〈pi, hi − Ti x〉. Hence,
Vi (x) = sup
ν∈Ai
sup
pi∈Πi (ν)
〈pi, hi − Ti x〉.
As the function under the “sup-sup” operation does not depend on ν, we can write
the last formula in the form (22), as required.
Each set Πi is convex and closed, because the set Ai is convex and compact.
For x ∈ X indi we define the solution set of the i th dual subproblem:
Di (x) =
{
pi ∈ Πi : 〈pi, hi − Ti x〉 = Vi (x)
}
.
Corollary 4. At every x ∈ X indi we have ∂Vi (x) = −T Ti Di (x).
Proof. Theorem 3 describes Vi (·) as the composition of the support function of the
set Πi ,
σΠi (ξ) = sup
pi∈Πi
〈pi, ξ〉,
with the affine function x 7→ hi −Ti x . Applying the formula for the subdifferential
of the composition, we obtain
∂Vi (x) = −T Ti ∂σΠi (hi − Ti x)
As Πi is convex and closed, ∂σΠi (hi − Ti x) = Di (x).
We are now in the position to calculate the subdifferential of f (·) at x ∈ X ind. If
both ρ1(·) and V (·) were finite-valued, we could simply invoke standard results on
subdifferentiating compositions of convex functions (see, e.g., [16, Thm. 4.3.1]).
The calculations below refine these results in our case.
We make an additional technical assumption.
Assumption 5. For every i = 1, . . . , N1 there exists µ ∈ A such that µi > 0.
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We can always satisfy Assumption 5, by eliminating from considerations sce-
narios i for which µi = 0 for all µ ∈ A .
Suppose x ∈ X ind. Using the dual representation (12) of ρ1(·) and Theorem 3,
we get
f (x) = sup
µ∈A
N1∑
i=1
µi
(
cTi x + sup
pii∈Πi
〈pii , hi − Ti x〉
)
= sup
µ∈A
sup
pi∈Π
N1∑
i=1
µi
(
cTi x + 〈pii , hi − Ti x〉
)
, (29)
where Π = Π1 × · · · ×ΠN1 . If x 6∈ X ind, then there exists j such that
V j (x) = sup
pi j∈Π j
〈pi j , h j − T j x〉 = +∞.
By Assumption 5, we can find µ ∈ A such that µ jV j (x) = +∞. As Vi (x) > −∞
for all i , due to Theorem 3 (which uses Assumption 2), we conclude that the value
of formula (29) is +∞ in this case. Consequently, formula (29) is correct in all
cases.
Define the function ϕ : RN1 ×RN1×m y → R as follows:
ϕ(ζ, ξ1, . . . , ξN1) = sup
µ∈A
sup
pi∈Π
N1∑
i=1
µi
(
ζi + 〈pii , ξi 〉
)
.
It is the support function of the set
S = {s ∈ RN1 ×RN1×m y : s = (µ,µ1pi1, . . . , µN1piN1),
µ ∈ A , pii ∈ Πi , i = 1, . . . , N1
}
.
Lemma 6. The setS is convex and closed.
Proof. To prove convexity, consider µ1, µ2 ∈ A , α ∈ (0, 1), and let
sk = (µk, µk1pi k1 , . . . , µkN1pi kN1), k = 1, 2,
pi ki ∈ Πi , i = 1, . . . , N1, k = 1, 2,
s = αs1 + (1− α)s2,
µ = αµ1 + (1− α)µ2.
By the convexity of A , we have µ ∈ A . To show that s ∈ S , it is sufficient to
prove that for all i = 1, . . . , N1
αµ1i pi
1
i + (1− α)µ2i pi2i ∈ µiΠi . (30)
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Observe that µ1i ≥ 0 and µ2i ≥ 0. Therefore µi ≥ 0. If µi = 0, we must have
µ1i = µ2i = 0 and (30) is trivial. It remains to consider the case of µi > 0. Define
βi = αµ
1
i
µi
.
The left hand side of (30) can be written as follows
αµ1i pi
1
i + (1− α)µ2i pi2i = µi
(
βipi
1
i + (1− βi )pi2i
)
.
Due to the convexity ofΠi , the right hand side is an element of µiΠi , which proves
(30).
The closedness ofS follows from the compactness ofA and from the closedness
of the sets Πi .
We can now describe the subdifferential of the objective function f (·).
Theorem 7. At every x ∈ X ind we have
∂ f (x) =
{
g ∈ Rnx : g = CTµ+
N1∑
i=1
µiT Ti pii ,
µ ∈ ∂ρ1
(
Cx + V (x)), pii ∈ Di (x), i = 1, . . . , N1}. (31)
Proof. The function f (·) is a composition of ϕ(·) with the affine function
x 7→ (Cx, h1 − T1x, . . . , hN1 − TN1x).
Employing the formula for the subdifferential of a support function, and the formula
for the subdifferential of the composition, we obtain
∂ f (x) =
{
g ∈ Rnx : g = CTµ+
N1∑
i=1
µiT Ti pii ,
(µ, µ1pi1, . . . , µN1piN1) ∈ Sˆ (L(x))
}
,
where
Sˆ (ζ, ξ1, . . . , ξN1) =
{
(µ,µ1pi1, . . . , νN1piN1) ∈ S :
〈µ, ζ 〉 +
N1∑
i=1
µi 〈pii , ξi 〉 = ϕ(ζ, ξ1, . . . , ξN1)
}
.
Observe that we havepii ∈ Di (x)wheneverµi > 0. Moreoverµ ∈ ∂ρ1
(
Cx+V (x)).
Thus, the last expression is equivalent to (31).
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We complete this section by formulating optimality conditions for problem (17).
The theorem below is an immediate consequence of standard optimality conditions
in convex optimization (see, e.g., [28, Thm. 3.33]), combined with the description
of the subdifferential of f (·) provided in Theorem 7.
Theorem 8. A point xˆ ∈ X ∩ X ind is an optimal solution of problem (17) if and
only if there exist µˆ ∈ ∂ρ1
(
Cxˆ + V (xˆ)) and pˆii ∈ Di (xˆ), i = 1, . . . , N1, such that
0 ∈ CTµˆ+
N1∑
i=1
µˆiT Ti pˆii +NX (xˆ), (32)
whereNX (xˆ) denotes the normal cone to X at xˆ .
One obtain even more specific conditions, by employing a description of the
normal coneNX (xˆ), but form (32) is sufficient for our purposes.
6 Decomposition Methods
Problem (17) can be solved by a cutting plane method, which is quite similar to the
L-shaped decomposition of [38], and to the method discussed in [1].
Recall that feasibility of the second-stage problem (19) at x = x¯ can be checked
by the following Phase I problem:
min
y,s
‖s‖1
s.t. Wi y + s = hi − Ti x¯,
y ≥ 0.
(33)
If the optimal value βi of this problem is equal to 0, then x¯ ∈ X indi . Otherwise,
denoting by pii the vector of Lagrange multipliers associated with the constraints,
we can construct the following feasibility cut:
βi −
〈
T Ti pii , x − x¯
〉 ≤ 0. (34)
It is well-known that every point x ∈ X indi satisfies this inequality. If βi > 0, the
current point x¯ is cut off.
In the algorithm below we assume that the set X is compact, and that we know
a lower bound ηmin for the optimal value of problem (17).
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Basic Decomposition Method
Step 0: Set k = 0, Lobj = ∅, L feas = ∅
Step 1: Solve the master problem
min
x,η
η
s.t η ≥ ρ`1 + 〈g`, x − x`〉, ` ∈ Lobj,
β` + 〈g`, x − x`〉 ≤ 0, ` ∈ L feas,
x ∈ X, η ≥ ηmin,
and denote the solution by xk and ηk .
Step 2a: Let i = 1.
Step 2b: Solve problem (33) and letβk be its optimal value andpi k denote the vector
of Lagrange multipliers. If βk > 0 then let gk := −T Ti pi k , L feas := L feas∪{k}
and go to Step 6. Otherwise, continue.
Step 2c: Solve problem (19) and denote by V ki its optimal value and by pi
k
i the
vector of Lagrange multipliers.
Step 2d: If i < N1 then increase i by 1 and go to Step 2b. Otherwise, go to Step 3.
Step 3: Solve the problem
max
µ∈A
〈µ,Cxk + V k〉
and denote its solution by µk and the optimal value by ρk1 .
Step 4: If ρk1 = ηk , then stop. Otherwise, continue.
Step 5: Let Lobj := Lobj ∪ {k} and let
gk :=
N∑
i=1
µki
(
ci − T Ti pi ki
)
.
Step 6: Increase k by 1 and go to Step 1.
Convergence of this method follows from general convergence properties of a cutting
plane method (see, e.g., [28, sec. 7.2]). In particular, when A and A (i), i =
1, . . . , N1 are polyhedra, convergence is finite.
In the next algorithm we assume that the set X is compact, and that we know
a lower bound ηmin for the optimal value of problem (17), as well as lower bounds
[wmin]i on the optimal values of the second-stage problems (19). The method extends
to the risk-averse case the idea of the multicut method for risk-neutral problems,
developed in [4, 26].
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Risk-Averse Multicut Method
Step 0: Set k = 0, Lobji = ∅, L feasi = ∅, i = 1, . . . , N1.
Step 1: Solve the master problem
min
x,η,w
η
s.t η ≥ 〈µ`,Cx + w〉, ` ∈
N1⋂
i=1
Lobji ,
wi ≥ V `i + 〈g`i , x − x`〉, ` ∈ Lobji , i = 1, . . . , N1,
β`i + 〈g`i , x − x`〉 ≤ 0, ` ∈ L feasi , i = 1, . . . , N1,
x ∈ X, η ≥ ηmin, w ≥ wmin.
and denote the solution by xk , ηk , wk .
Step 2a: Let i = 1.
Step 2b: Solve problem (33) and letβki be its optimal value andpi
k
i denote the vector
of Lagrange multipliers. If βki > 0 then let g
k
i := −T Ti pi ki , L feasi := L feasi ∪{k},
and go to Step 2d; otherwise, continue.
Step 2c: Solve problem (19) and denote by V ki its optimal value and by pi
k
i the
vector of Lagrange multipliers.
Step 2d: If i < N1 then increase i by 1 and go to Step 2b; otherwise, continue.
Step 2e: If βki > 0 for at least one i = 1, . . . , N1, then go to Step 5; otherwise
continue.
Step 3: Solve the problem
max
µ∈A
〈µ,Cxk + V k〉
and denote its solution by µk and the optimal value by ρk1 .
Step 4: If ρk1 = ηk , then stop. Otherwise, continue.
Step 5: Increase k by 1 and go to Step 1.
There are two differences between this method and the basic decomposition
method. First, we do not aggregate cuts for ρ2i (·), but rather maintain separate
convex polyhedral models
ρ2i (x) ≥ V `i + 〈g`i , x − x`〉, ` ∈ Lobji , i = 1, . . . , N1.
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This is similar to the idea employed in [4, 26] for risk-neutral models. Secondly, we
memorize all previous measures µ` and we use them at Step 1, to construct a more
accurate lower bound for ρ1(·). This is specific for risk-averse models and leads to
significant improvements, as we shall see in the next section.
Again, convergence of this method follows from general convergence properties
of a cutting plane method (see, e.g., [28, sec. 7.2]). In particular, when A and
A (i), i = 1, . . . , N1 are polyhedra, the convergence is finite.
7 Application to Portfolio Optimization
In order to compare the methods presented in the previous section we consider
the following two-stage portfolio optimization problem. There are nx securities
available, and we plan to invest in them in two stages. The amounts invested in the
first stage are represented by the first-stage decision variables xs , s = 1, . . . , nx .
For simplicity, we assume that
x ∈ X =
{
x ∈ Rnx :
Nx∑
s=1
xs = 1, xs ≥ 0, s = 1, . . . , nx
}
.
One of N1 first-stage scenarios may occur, with probabilities pi , i = 1, . . . , N1.
The “cost vectors” ci , i = 1, . . . , N1 are zero. Let R1is represent return of security
s in scenario i in the first stage. After the first stage, the portfolio is rebalanced,
and each second-stage decision yis represents amount invested in security s after
the first-stage scenario i . The second-stage “cost vectors” are defined as
q js = −(1+ R2js), j ∈ Ωi , i = 1, . . . , N1, s = 1, . . . , nx ,
with R2js representing return of security s in scenario j in the second stage. As the
rebalancing must be self-financing, the relation between the first and second-stage
variables takes on the form
nx∑
s=1
yis + α
nx∑
s=1
∣∣yis − (1+ R1is)xs∣∣ ≤ nx∑
s=1
(1+ R1is)xs, i = 1, . . . , N1,
where α ∈ (0, 1) is the coefficient of proportional transaction costs. It is clear that
these conditions can be equivalently represented by linear inequalities. We also
require that yis ≥ 0.
On both stages we used mean–semideviation measures of risk, given by (9) and
(6), with (10) and (7), respectively. We set p = 1 and ~ = 1, and we considered
nx = 500.
Due to the polyhedral form of the mean–semideviation measures, our problem
(18)–(19) could be also formulated as one large scale linear programming problem.
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Scenario Tree Direct Linear Programming Decomposition Methods
Simplex Barrier Basic Multicut
N1 ×M Iter. CPU Iter. CPU Iter. CPU Iter. CPU
20 × 20 957 1.3 43 44.9 23 38.9 10 18.5
50 × 50 6168 36.4 33 1974.5 45 206.4 11 53.6
100 × 100 22797 291.3 - - 45 473.1 14 158.1
200 × 200 - - - - 56 1717 18 575.9
Table 1: Comparison of methods.
The table below compares performance of two linear programming methods, the
simplex method and the interior point method, with our decomposition methods,
for different numbers of first and second-stage scenarios. The sizes N1 × M in the
first column of Table 1 mean than we had N1 first-stage scenarios, each of them
followed by M second-stage scenarios. Thus the total number of elementary events
is N2 = N1M .
We can see from the results that the decomposition methods dramatically out-
perform direct linear programming methods. The risk-averse multicut method is
uniformly more efficient than the basic decomposition method.
All calculations were carried out on a Toshiba notebook with 2.00 GHz Core(TM)2
CPU and 2 GB of RAM, by using version 9.1 of the CPLEX solver.
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