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SHORT TIME EXISTENCE OF THE CLASSICAL SOLUTION TO THE
FRACTIONAL MEAN CURVATURE FLOW
VESA JULIN AND DOMENICO LA MANNA
Abstract. We establish short-time existence of the smooth solution to the fractional mean
curvature flow when the initial set is bounded and C1,1-regular. We provide the same result
also for the volume preserving fractional mean curvature flow.
1. Introduction
In this paper we study the motion of sets by their fractional mean curvature from the classical
point of view. In the problem we are given a bounded regular set E0 ⊂ Rn+1 and we let it evolve
to a family of smooth sets (Et)t∈(0,T ] according to the law where the normal velocity at a point
equals its fractional mean curvature. More precisely this can be written as
(1.1) Vt = −HsEt on ∂Et,
where Vt denotes the normal velocity and H
s
E is the fractional mean curvature of E ⊂ Rn+1,
s ∈ (0,1), given by
(1.2) HsE(x) ∶= p.v. (
ˆ
Ec
dy
∣y − x∣n+1+s −
ˆ
E
dy
∣x − y∣n+1+s ) .
One motivation to study (1.1) is that it can be interpreted as the gradient flow of the fractional
perimeter and is therefore the evolutionary counterpart to the problem of minimizing the fractional
perimeter. The stationary problem has received a lot of attention since the work [5], where the
authors study the regularity of sets which locally minimize the fractional perimeter. By [5] and [3]
we know that the local perimeter minimizers are smooth up to a small singular set which precise
dimension is not known (see [29] and [14] and the references therein). The global isoperimetric
problem in the Euclidian space is also well understood. It is proven in [18] that the ball is the
solution to the fractional isoperimetric problem, and we even have the sharp quantification of the
isoperimetric inequality [17, 19]. Related result is the generalization of the Alexandroff theorem
[4, 13], where the authors prove that the ball is the only smooth compact set with constant
fractional mean curvature. Note that one does not need to assume the set to be connected, which
is in contrast to the classical Alexandroff theorem.
Concerning the evolutionary problem, the first existence result is due to Imbert [24] who defines
the viscosity solution of (1.1) and proves that it exists for all times and is unique. This means that
the flow (1.1) has a well defined weak solution. In [6] Caffarelli-Souganidis construct the weak
solution by usign threshold dynamics, and in [9] Chambolle-Morini-Ponsiglione use the gradient
flow structure to construct the weak solution by using the minimizing movement scheme (see also
[8]).
The issue with the weak solution is, as observed in [11] (see also [7]), that the flow may develop
singularities even in the planar case. Cinti-Sinestrari-Valdinoci [12] avoid singularities by studying
the volume preserving fractional mean curvature flow
(1.3) Vt = −(HsEt − H¯sEt) on ∂Et,
for convex initial sets, where H¯sEt = ffl∂EtHsEt dHn. By [10], the flow (1.3) preserves the convexity
and thus one expects Huisken’s result [22] to hold also in the fractional case, i.e., the flow does
not develop singularities and converges to the sphere. This is indeed the main result in [12] under
an additional regularity assumption. We remark that by the result in [10] also (1.1) preserves the
convexity and therefore one may expect a result similar to [21] to hold also for (1.1), but to the
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best of our knowledge no result in this direction exists. Finally we refer to [28] for interesting
analysis of the smooth solution of (1.1).
Here we are interested in the classical solution of (1.1) which means that the sets (Et)t are
smooth and diffeomorphic to E0. As we mentioned we may expect the classical solution to exist
only for a short time interval (0, T ) as the flow will vanish in finite time or it may develop
singularities before that. We prove the short time existence of the classical solution under the
assumption that the initial set is C1,1-regular, or C1+s+α-close to a C1,1-regular set. The same
result holds also for the volume preserving flow (1.3) and we choose to state the result for both
cases simultaneously.
Main Theorem. Let E0 ⊂ Rn+1 be a bounded set such that ∂E0 is a C1,1-regular hypersurface
and let α ∈ (0,1). There exists T ∈ (0,1) such that the fractional mean curvature flow (1.1), and
the volume preserving flow (1.3), has a unique classical solution (Et)t∈(0,T ] starting from E0. The
flow becomes instantaneously smooth, i.e., each surface ∂Et with t ∈ (0, T ] is C∞-hypersurface.
Moreover, there is ε > 0 with the property that if the C1+s+α-distance between E0 and E is less
than ε, then the flow (1.1) (and the flow (1.3)) starting from E also exists for the time interval(0, T ].
We give a more quantitative statement of the main theorem in the last section in Theorem 5.1
and in Theorem 5.3. We expect the smooth solution of (1.1) to agree with the viscosity solution
on the time interval (0, T ] but we do not prove this.
The proof of the main theorem is based on Schauder estimates on parabolic equations. As in [23]
we first parametrize the flow (1.1) by using the ’height’ function over a smooth reference surface
Σ, which is close to the initial surface. This leads us to solve the nonlinear nonlocal parabolic
equation
(1.4) ∂tu =∆ 1+s2 u +Q(x,u,∇u) −HsΣ on Σ × (0, T ],
where ∆
1+s
2 denotes the fractional Laplacian on Σ and Q is nonlinear. Following the idea in [16] we
prove that the nonlinear term Q in (1.4) remains small for a short time interval and the equation
can thus be seen as a small perturbation of the fractional heat equation. We then use Schauder
estimates and a standard fixed point argument to obtain the existence of a solution which is C1+s+α-
regular in space and obtain the smoothness by differentiating the equation. The right hand side
of (1.4) is essentially the parametrization of the fractional mean curvature. Similarly as in [3]
and [14], the main difficulty in our analysis is due to the complicated structure of the nonlinear
term Q, which makes it challenging to estimate its Ck+α-norm in a quantitative way. In order
to differentiate the equation (1.4) multiple times we need effective notation and basic tools from
differential geometry. We also point out that the C1,1-regularity of the intial set causes additional
difficulties, because some of the constants in (1.4) depend on the Cα-norm of the curvature of
Σ, which we cannot bound uniformly if we want Σ to be close to ∂E0. Finally another technical
issue, although a minor one, is that there is no comprehensive Schauder theory for the fractional
heat equation on compact hypersurfaces in the literature, and therefore we have to prove the
appropriate estimates ourselves.
The paper is organized as follows. After a short preliminary section (Section 2) we derive the
equation (1.4) in Section 3 by using the parametrization by the height function (Proposition 3.2).
In Section 4 we study the spatial regularity properties of the operator on the right-hand-side of
(1.4) and give the proof of the main theorem in Section 5. The Appendix contains the Schauder
estimates for the fractional heat equation with a forcing term on compact hypersurfaces, which
might be of independent interest.
2. Preliminaries
Throughout the paper we assume that Σ ⊂ Rn+1 is a smooth compact hypersurface, i.e., there is
a smooth bounded set G ⊂⊂ Rn+1 such that ∂G = Σ. We choose G as our reference set and define
the classical solution of (1.1) (and (1.3)) as in the case of the classical mean curvature flow [26],
i.e., we say that (Et)t∈(0,T ] is a classical soluton of (1.1) starting from E0 if there exists a map
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Ψ ∈ C1(Rn+1 × (0, T ];Rn+1) ∩C(Rn+1 × [0, T ];Rn+1) such that Ψ(⋅, t) is a smooth diffeomorphism
with Et = Ψ(G, t) for every t ∈ (0, T ], E0 = Ψ(G,0) and Et satisfies (1.1) (or (1.3) in the volume
preserving case).
2.1. Geometric preliminaries. We recall some basic analysis related to Riemannian manifolds.
For an introduction to the topic we refer to [25], from where we also adopt our notation.
Since Σ is embedded in Rn+1 it has a natural metric g induced by the Euclidian metric. Then(Σ, g) is a Riemannian manifold and we denote the inner product on each tangent spaceX,Y ∈ TxΣ
by ⟨X,Y ⟩. We extend the inner product in a natural way for tensors. We denote by T(Σ) the
smooth vector fields on Σ and recall that for X ∈ T(Σ) and u ∈ C∞(Σ) the notation Xu means the
derivative of u in direction of X . We emphasize that we assume every vector field to be smooth.
We denote the Riemannian connection on Σ by ∇ and recall that for a function u ∈ C∞(Σ) the
covariant derivative ∇u is a 1-tensor field defined for X ∈ T(Σ) as
∇u(X) = ∇Xu =Xu,
i.e., the derivative of u in the direction of X . The covariant derivative of a smooth k-tensor field
F ∈ Tk(Σ), denoted by ∇F , is a (k + 1)-tensor field and is defined for Y1, . . . , Yk,X ∈ T(Σ) as
∇F (Y1, . . . , Yk,X) = (∇XF )(Y1, . . . , Yk),
where
(∇XF )(Y1, . . . , Yk) =XF (Y1, . . . , Yk) − k∑
i=1
F (Y1, . . . ,∇XYi, . . . , Yk).
Here ∇XY is the covariant derivative of Y in the direction ofX (see [25]) and since ∇ is Riemannian
connection it holds ∇XY = ∇YX + [X,Y ] for every X,Y ∈ T(Σ).
We denote the kth order covariant derivative of a smooth function u ∈ C∞(Σ) by ∇ku, which
is a k-tensor field defined recursively as ∇ku = ∇(∇k−1u). Let X1, . . . ,Xk ∈ T(Σ) be vector fields
on Σ. Then ∇ku(X1, . . . ,Xk) denotes the covariant derivative applied to X1, . . . ,Xk and we often
use the notation
∇Xk⋯∇X1u = ∇ku(X1, . . . ,Xk).
We define the sup-norm and the α-Ho¨lder norm, for α ∈ (0,1), of a function u ∈ C(Σ) in a
standard way, i.e., ∥u∥C0(Σ) ∶= sup
x∈Σ
∣u(x)∣
and
∥u∥Cα(Σ) ∶= sup
x,y∈Σ
x≠y
∣u(y) − u(x)∣
∣y − x∣α + ∥u∥C0(Σ).
Moreover, we set ∥u∥Ck(Σ) ∶= ∑kl=0 ∥∇lu∥C0(Σ) for all k ∈ N. We define further the α-Ho¨lder norm
of a k-tensor field F ∈ Tk(Σ) by
∥F ∥Cα(Σ) ∶= sup{∥F (X1, . . . ,Xk)∥Cα(Σ) ∶ Xi ∈ T(Σ) with ∥Xi∥C1(Σ) ≤ 1, i = 1 . . . , k}.
It is straightforward to check that this agrees with the more standard definition via partition of
unity. Using this we define the Ck+α- norm of function u, with k ∈ N and α ∈ (0,1), as
∥u∥Ck+α(Σ) ∶= k∑
l=0
∥∇lu∥Cα(Σ).
We use the notation u ∈ Ck+α(Σ) for a function u with bounded Ck+α(Σ)-norm when α ∈ (0,1) and
u ∈ Ck,1(Σ) when α = 1. The notation u ∈ C1(0, T ;C∞(Σ)) means that the function t↦ ∇ku(x, t)
is continuously differentiable for every (x, t) ∈ Σ × (0, T ] and
sup
0<t<T
(∥u(⋅, t)∥Ck(Σ) + ∥∂tu(⋅, t)∥Ck(Σ)) <∞ for all k ∈ N.
We further define the C2-norm of Σ as the number ∥ν∥C1(Σ). Note that this is equivalent to require
that Σ satisfies exterior and interior ball condition with a ball of radius r with 1/r ∼ ∥ν∥C1(Σ).
Throughout the paper we assume that the C2-norm of Σ is uniformly bounded, and if a constant
depends on ∥ν∥C1(Σ) we choose not to mention it and call such a constant uniform.
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We recall the following interpolation inequality. The proof is essentially the same as [20, Lemma
6.32] (see also [2]).
Lemma 2.1. Assume Σ is a compact C1,1-hypersurface and let s ∈ (0,1) and α ∈ (0,1 − s). For
every δ ∈ (0,1) there is Cδ > 0 such that for u ∈ C1+s+α(Σ) it holds
∥u∥C1+α(Σ) ≤ δ∥u∥C1+s+α(Σ) +Cδ∥u∥C0(Σ).
Observe that ∇2u is symmetric, i.e., ∇2u(X,Y ) = ∇2u(Y,X) for every vector fields X and
Y , while ∇ku for k ≥ 3 is not. From the definition we see that for X1, . . . ,Xk ∈ T(Σ) with∥Xi∥Ck+2(Σ) ≤ 1, i = 1, . . . , k it holds
(2.1) ∇ku(X1, . . . ,Xi, . . . ,Xj , . . . , Yk) = ∇ku(X1, . . . ,Xj , . . . ,Xj , . . . , Yk) + ∂k−1u.
Here the notation ∂lu stands for a function which satisfies
(2.2) ∥∂lu∥Cγ(Σ) ≤ Cl,γ∥u∥Cl+γ(Σ)
for any γ ∈ (0,2). Note also that in general ∇Y ∇Xu ≠ ∇Y (∇Xu) for X,Y ∈ T(Σ) since ∇Y (∇Xu) =
Y (Xu) = Y Xu and ∇Y ∇Xu = Y Xu − (∇YX)u. On the other hand if X1, . . . ,Xk are vector fields
with ∥Xi∥Ck+2(Σ) ≤ 1, i = 1, . . . , k, then it holds
(2.3) ∇Xk⋯∇X1u =Xk⋯X1u + ∂k−1u,
where ∂k−1u denotes a function which satisfies (2.2). It is straightforward to check that for any
γ ∈ (0,2) it holds
sup{∥∇Xk⋯∇X1u∥Cγ(Σ) ∶ Xi ∈ T(Σ) , ∥Xi∥Ck+2(Σ) ≤ 1 , i = 1, . . . , k}
≥ 1
Ck
∥u∥Ck+γ(Σ) −Ck∥u∥Ck−1+γ(Σ),(2.4)
where Ck depends on k.
We may use the fact that Σ is embedded in Rn+1 to extend any function F ∈ C1(Σ,Rm) to
F˜ ∈ C1(Rn+1,Rm) such that F˜ = F on Σ. We define the tangential differential of F by
DτF (x) =DF˜ (x)(I − ν(x)⊗ ν(x)),
where ν denotes the unit outer normal of Σ = ∂G (outer with respect to G). We denote νΣ if we
want to be emphasize that the normal is related to Σ and denote by νE(x) the normal of a generic
set E. It is clear that DτF (x) does not depend on the chosen extension. With a slight abuse of
notation we denote the tangential gradient of u ∈ C∞(Σ) at x also by Dτu(x), even if it is a vector
in Rn+1.
We may use the embedding to associate the tangent space TxΣ with the linear subspace {p ∈
R
n+1
∶ p ⋅ ν(x) = 0} by the relation
v(u) =Dτu(x) ⋅ p for all u ∈ C∞(Σ),
where v ∈ TxΣ, i.e., a derivation at x, and p ∈ Rn+1 with p ⋅ν(x) = 0. The components of the vector
p are then given by pi = v(xi). Indeed, by ’tangent space’ we usually mean the geometric tangent
space, i.e., a linear subspace of Rn+1, but for clarity we use ’⋅’ for the standard inner product of
two vectors in Rn+1 while ’⟨⋅, ⋅⟩’ denotes the inner product on the tangent space. Similarly we may
associate a smooth vector field X ∈ T(Σ) with the vector valued function X˜ ∈ C∞(Σ,Rn+1) which
satisfies X˜(x) ⋅ ν(x) = 0 for all x ∈ Σ and
∇Xu =Dτu ⋅ X˜ for all u ∈ C∞(Σ).
Therefore, by a vector field X we usually mean a vector valued function which values are on the
tangent space, X ⋅ν = 0, with the convention that Xu denotes the derivative of u in direction of X .
It is also clear that the tangential gradient of u ∈ C∞(Σ) is equivalent to its covariant derivative
and for every α ∈ (0,1) it holds
1
C
∥u∥C1+α(Σ) ≤ ∥Dτu∥Cα(Σ) + ∥u∥C0(Σ) ≤ C∥u∥C1+α(Σ).
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We denote the divergence of a vector field X ∈ T(Σ) by divX and the divergence theorem statesˆ
Σ
divX dHn = 0.
For clarity we denote the divergence of a vector valued function F ∈ C∞(Rn+1,Rn+1) in Rn+1 by
divRn+1 F . We may extend the definition of divergence to vector valued functions X˜ ∈ C∞(Σ,Rn+1)
by div X˜ ∶= Trace(Dτ X˜). Then the divergence theorem generalizes toˆ
Σ
div X˜ dHn =
ˆ
Σ
HΣ X˜ ⋅ ν dHn,
where HΣ denotes the mean curvature of Σ, which is the sum of the principal curvatures.
2.2. Fractional Laplacian. We define the fractional Laplacian on Σ as
∆
s+1
2 u(x) ∶= 2ˆ
Σ
u(y) − u(x)
∣y − x∣n+1+s dHny .
This should be understood in principal valued sense, but from now on we assume this without
further mention. It is not difficult to see, and we actually prove it later in Proposition 4.9, that
if u ∈ C∞(Σ) then ∆ s+12 u is a smooth function on Σ. It is well known [14, 17] that by linearizing
the fractional mean curvature one obtains the following Jacobi operator
(2.5) L[u](x) ∶=∆ s+12 u(x) + c2s(x)u(x),
where
c2s(x) =
ˆ
Σ
∣ν(y) − ν(x)∣2
∣y − x∣n+1+s dHny .
We note that since Σ is a smooth surface, c2s(⋅) defines a smooth function on Σ. Again this not
difficult to see and it follows from our analysis in Section 4. Moreover, since we will assume that
Σ is uniformly C1,1-regular the α-Ho¨lder norm of c2s for small α is uniformly bounded (see Lemma
4.3).
As we mentioned in the introduction, the proof of the main theorem is based on regularity
estimates for nonlinear nonlocal parabolic equation. To this aim we need standard Schauder
estimates for the fractional heat equation with a forcing term
(2.6)
⎧⎪⎪⎨⎪⎪⎩
∂tu =∆ s+12 u + f(x, t) + g(x) on Σ × (0, T ]
u(x,0) = u0(x) for x ∈ Σ.
We prove the following Schauder estimate. We give the proof in the Appendix.
Theorem 2.2. Assume that f ∶ Σ × [0, T ]→ R and u0, g ∶ Σ → R are smooth and fix α ∈ (0,1 − s).
Then (2.6) has a unique smooth solution and it holds
sup
0<t<T
∥u(⋅, t)∥C1+s+α(Σ) ≤ C(∥u0∥C1+s+α(Σ) + sup
0<t<T
∥f(⋅, t)∥Cα(Σ) + T ∥g∥C1+s+α(Σ))
and
sup
0<t<T
∥u(⋅, t)∥C0(Σ) ≤ ∥u0∥C0(Σ) + T ( sup
0<t<T
∥f(⋅, t)∥C0(Σ) + ∥g∥C0(Σ))
The second statement is in fact a simple consequence of the maximum principle.
3. Parametrization of the flow (1.1)
In this section we follow [23] (see also [26]) and parametrize the equation (1.1) by using the
height function over a smooth reference surface. Note first that since ∂E0 is a compact C
1,1-
hypersurface we find for any ε > 0 a smooth compact hypersurface Σ such that we may write ∂E0
as a graph over Σ as
∂E0 = {x + h0(x)ν(x) ∶ x ∈ Σ}
with ∥h0∥C0(Σ) < ε and ∥h0∥C2(Σ) ≤ C. Indeed, we may first fix a smooth surface Σ0 such that
∂E0 = {x + h˜(x)νΣ0(x) ∶ x ∈ Σ0},
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where h˜ ∈ C1,1(Σ0) (note that ∥h˜∥C0(Σ0) is not necessarily small). By standard mollification
argument we find h˜ε ∈ C∞(Σ0) with
∥h˜ε − h˜∥C0(Σ0) ≤ ε and ∥h˜ε∥C2(Σ0) ≤ C.
Thus we may define Σ = {x + h˜ε(x)νΣ0(x) ∶ x ∈ Σ0}.
From now on we assume that α is a positive number such that α < (1 − s)/2. We note that
because ∂E0 is only C
1,1-regular we have ∥νΣ∥C1(Σ) ≤ C but ∥νΣ∥C1+s+α(Σ) ≤ Cε−s−α. This means
that we have to be careful in our analysis whenever we have terms which depend on the norm∥νΣ∥C1+s+α(Σ), because we cannot bound it uniformly if we want Σ to be close to ∂E0. Note that
(3.1) ∥h0∥Cα(Σ) ≤ ∥h0∥1−αC0(Σ)∥h0∥αC1(Σ) ≤ ε1−α
and therefore even if ∥νΣ∥C1+s+α(Σ) is large it still holds
∥h0∥Cα(Σ)∥νΣ∥C1+s+α(Σ) ≤ Cε1−s−2α
for α < (1 − s)/2. Therefore for any δ > 0 we may choose ε small such that
(3.2) ∥h0∥C1+s+α(Σ) + ∥h0∥Cα(Σ)∥νΣ∥C1+s+α(Σ) ≤ δ.
In particular, this implies ∥h0 νΣ∥C1+s+α(Σ) ≤ Cδ.
Our goal is to write the family of sets (Et)t∈(0,T ], which is a solution of (1.1), as a graph over the
reference surface Σ. To be more precise, we look for a function h ∈ C(Σ×[0, T ])∩C1(0, T ;C∞(Σ))
such that the family of sets Et given by
∂Et = {x + h(x, t)ν(x) ∶ x ∈ Σ} and h(x,0) = h0(x)
is a solution of (1.1). In this section we provide the calculations which show that this leads to the
equation
(3.3) ∂th = L[h] +P (x,h,∇h) −HsΣ(x),
where Hs
Σ
is the fractional mean curvature of the reference surface Σ and L[⋅] is the linear operator
defined in (2.5). The precise formula for the remainder term P is given in Proposition 3.2. Our
goal in the next section is then to show that for δ > 0 small the function x↦ P (x,u,∇u) satisfies
∥P (⋅, u,∇u)∥Cα(Σ) ≤ Cδ∥u∥C1+s+α(Σ),
when ∥u∥C1+s+α(Σ) ≤ δ. This means that we may treat (3.3) as a small perturbation of the fractional
heat equation, i.e., (2.6) with f = 0.
In order to calculate (3.3) we define the class of sets hδ(Σ) such that E ∈ hδ(Σ) if its boundary
can be written as
(3.4) ∂E = {x + hE(x)ν(x) ∶ x ∈ Σ} and ∥hE∥C1+s+α(Σ) ≤ δ.
In particular, if E ∈ hδ(Σ) then its boundary is a compact C1+s+α-hypersurface.
We begin with a standard calculation.
Lemma 3.1. Let E ⊂ Rn+1 be a smooth bounded set, let Φτ be a family of diffeomorphisms such
that Φ0(x) = x and denote the velocity field by X(x) = ddτ ∣τ=0Φτ(x). Then it holds
−
d
dτ
∣
τ=0
Hs
Φτ (E)
(Φτ(x)) = 2
ˆ
∂E
(X(y)−X(x)) ⋅ νE(y)∣y − x∣n+1+s dHny .
Proof. Let us denote Eτ = Φτ (E). It is enough to show that
d
dτ
∣
τ=0
ˆ
Eτ
dy
∣Φτ (x) − y∣n+1+s =
ˆ
∂E
(X(y)−X(x)) ⋅ νE(y)∣y − x∣n+1+s dHny .
Indeed, by repeating the same calculations for the second term in (1.2) yields the result. Let us
denote k(z) ∶= 1
∣z∣n+1+s
. We split the above term as
d
dτ
∣
τ=0
ˆ
Eτ
dy
∣Φτ (x) − y∣n+1+s =
d
dτ
∣
τ=0
ˆ
Eτ
k(x − y)dy
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=I
+
d
dτ
∣
τ=0
ˆ
E
k(Φτ(x) − y)dy
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=II
.
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Let us denote the Jacobian of Φτ by JΦτ ,Rn+1 . Since
d
dτ
∣
τ=0
JΦτ ,Rn+1 = divRn+1 X , we may write
the first term by change of variables as
I = d
dτ
∣
τ=0
ˆ
E
k(Φτ(y) − x)JΦτ ,Rn+1(y)dy
=
ˆ
E
(k(y − x) (divRn+1 X)(y)+Dyk(y − x) ⋅X(y)) dy
=
ˆ
E
divRn+1(k(y − x)X(y))dy
=
ˆ
∂E
k(y − x) (X(y) ⋅ νE(y))dHny .
By symmetry it holds Dxk(x − y) = −Dyk(x − y). Therefore we have for the second term
II =
ˆ
E
(Dxk(x − y) ⋅X(x))dy
= −
ˆ
E
divRn+1(k(y − x)X(x))dy
= −
ˆ
∂E
k(y − x) (X(x) ⋅ νE(y))dHny .

We may use Lemma 3.1 to write the fractional mean curvature HsE over the reference surface Σ.
Let E ∈ hδ(Σ) with ∂E = {x+h(x)ν(x) ∶ x ∈ Σ}. We define the sets Et′ as ∂Et′ ∶= {x+ t′h(x)ν(x) ∶
x ∈ Σ}, with t′ ∈ [0,1], and family of diffeomorphisms Φt′h ∶ Σ → ∂Et′ as
Φt′h(x) = x + t′h(x)ν(x).
Then for x ∈ Σ we have
(3.5) −HsE(x + h(x)ν(x)) = −
ˆ 1
0
d
dt′
Hs
Φt′h(Σ)
(Φt′h(x))dt′ −HsΣ(x).
We denote the tangential Jacobian of Φt′h by JΦt′h (see [1]) and define Φτ(x) ∶= Φ(t′+τ)h(Φ−1t′h(x)).
Note that Φτ ∶ ∂Et′ → ∂Et′+τ is a diffeomorphism and
d
dτ
∣
τ=0
Φτ (x) = h(Φ−1t′h(x))ν(Φ−1t′h(x)) for x ∈ ∂Et′ .
We apply Lemma 3.1 and change of variables to deduce
−
d
dt′
Hs
Φt′h(Σ)
(Φt′h(x))
= 2
ˆ
∂Et′
1
∣y − x∣n+1+s (h(Φ−1t′h(y))ν(Φ−1t′h(y)) − h(Φ−1t′h(x))ν(Φ−1t′h(x))) ⋅ νEt′ (y)dHny
= 2
ˆ
Σ
1
∣Φt′h(x) −Φt′h(y)∣n+1+s (h(y)ν(y)− h(x)ν(x)) ⋅ νEt′ (Φt′h(y))JΦt′h(y)dHny
= 2
ˆ
Σ
(h(y) − h(x))
∣Φt′h(x) −Φt′h(y)∣n+1+s (ν(y) ⋅ νEt′ (Φt′h(y))JΦt′h(y))dHny
+ 2(ˆ
Σ
(ν(y) − ν(x)) ⋅ νEt′ (Φt′h(y))∣Φt′h(x) −Φt′h(y)∣n+1+s JΦt′h(y)dHny) h(x).
We may write the normal νEt′ (see [26, Section 1.5]) as
(3.6) νE′t(Φt′h(y)) = 1JΦt′h ((1 +Q1(y, t
′h, t′∇h))ν(y) +Q2(y, t′h, t′∇h)),
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where Qi are smooth functions with Qi(y,0,0) = 0, for i = 1,2 for all y ∈ Σ. Moreover, Q2 takes
values on the tangent space, i.e., Q2(y, ⋅, ⋅) ⋅ ν(y) = 0. We may thus write
2
ˆ
Σ
(h(y)− h(x))
∣Φt′h(x) −Φt′h(y)∣n+1+s (ν(y) ⋅ νEt′ (Φt′h(y))JΦt′h(y))dHny
= 2
ˆ
Σ
(h(y)− h(x))
∣Φt′h(x) −Φt′h(y)∣n+1+s (1 +Q1(y, t′h, t′∇h))dHny
= 2∆ s+12 h(x)
+ 2
ˆ
Σ
(h(y) − h(x))( 1 +Q1(y, t′h, t′∇h)∣Φt′h(x) −Φt′h(y)∣n+1+s −
1
∣y − x∣n+1+s ) dHny .
We write 2(ν(y) − ν(x)) ⋅ ν(y) = ∣ν(y) − ν(x)∣2 and obtain by (3.6)
2
ˆ
Σ
(ν(y) − ν(x)) ⋅ νEt′ (Φt′h(y))∣Φt′h(x) −Φt′h(y)∣n+1+s JΦt′h(y)dHny
=
ˆ
Σ
∣ν(y) − ν(x)∣2
∣y − x∣n+1+s dHny
+
ˆ
Σ
∣ν(y) − ν(x)∣2 ( 1 +Q1(y, t′h, t′∇h)∣Φt′h(x) −Φt′h(y)∣n+1+s −
1
∣y − x∣n+1+s ) dHny
+ 2
ˆ
Σ
(ν(y) − ν(x)) ⋅Q2(y, t′h, t′∇h)∣Φt′h(x) −Φt′h(y)∣n+1+s dHny .
To shorten the notation we denote the kernel Ku ∶ Σ ×Σ → [0,∞] generated by u ∈ C1+s+α(Σ)
as
(3.7) Ku(y, x) ∶= 1∣y − x + u(y)ν(y)− u(x)ν(x)∣n+1+s .
Recall that Q1(y,0,0) = 0. We may thus write
1 +Q1(y, t′h, t′∇h)∣Φt′h(x) −Φt′h(y)∣n+1+s −
1
∣y − x∣n+1+s =
ˆ t′
0
d
dξ
((1 +Q1(y, ξu, ξ∇u))Kξu(y, x))dξ.
We may finally write the fractional mean curvature of E ∈ hδ(Σ) by recalling the linear operator
L[⋅] in (2.5), by (3.5) and by the previous calculations
(3.8) −HsE(x + h(x)ν(x)) = L[h](x) −HsΣ(x) +R1,h(x) +R2,h(x)h(x).
The remainder terms R1,h and R2,h are defined for a generic function u ∈ C1+s+α(Σ) with∥u∥C1+s+α(Σ) ≤ δ as
(3.9) R1,u(x) ∶= 2
ˆ 1
0
ˆ t′
0
ˆ
Σ
(u(y)− u(x)) d
dξ
((1 +Q1(y, ξu, ξ∇u))Kξu(y, x))dHnydξdt′
and
R2,u(x) ∶=
ˆ 1
0
ˆ t′
0
ˆ
Σ
∣ν(y) − ν(x)∣2 d
dξ
((1 +Q1(y, ξu, ξ∇u))Kξu(y, x))dHny dξdt′
− 2
ˆ 1
0
ˆ
Σ
(ν(y) − ν(x)) ⋅Q2(y, t′u, t′∇u)Kt′u(y, x)dHny dt′,
(3.10)
where the kernelKu is defined in (3.7), and Q1,Q2 are smooth functions which satisfy Q1(y,0,0) =
Q2(y,0,0) = 0 for all y ∈ Σ.
In order to write the flow (1.1) as an equation we recall from [26] that we may write the normal
velocity of the flow (Et)t given by Et = Φt(E), where Φt(x) = x + h(x, t)ν(x) on Σ, as
Vt = (νEt(Φt(x)) ⋅ ν(x))∂th(x, t).
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By choosing in t′ = 1 in (3.6) we have
νEt(Φt(x)) ⋅ ν(x) = 1
JΦt
(1 +Q1(y, h,∇h))
and the Jacobian can be written as JΦt = 1 +Q3(y, h,∇h). Here Q1 and Q3 are smooth functions
with Q1(x,0,0) = Q3(x,0,0) = 0 for all x ∈ Σ. Thus when Et ∈ hδ(Σ) for small enough δ we may
write
(3.11) Vt = νEt(Φt(x)) ⋅ ν(x) = 11 +Q(y, h(⋅, t),∇h(⋅, t))
where Q is a smooth function with Q(x,0,0) = 0 for all x ∈ Σ. We may finally write the equation
for h by combing (3.8) and (3.11). We state this in the following proposition.
Proposition 3.2. Assume that the flow (Et)t∈(0,T ], with Et ∈ hδ(Σ) for t ∈ (0, T ], is a classical
solution of (1.1) starting from E0 with ∂E0 = {x+h0(x)ν(x) ∶ x ∈ Σ} and assume δ is small. Then
the function h ∈ C(Σ × [0, T ])∩C1(0, T ;C∞(Σ)) with ∂Et = {x+ h(x, t)ν(x) ∶ x ∈ Σ} is a solution
of the equation
∂th = (1 +Q(x,h,∇h))(L[h] −HsΣ(x) +R1,h(⋅,t)(x) +R2,h(⋅,t)(x)h(x, t))(3.12)
with h(x,0) = h0. Here L is the linear operator defined in (2.5) and HsΣ is the fractional mean
curvature of the reference surface Σ. The remainder terms R1,h(⋅,t) and R2,h(⋅,t) are defined in
(3.9) and (3.10) respectively and Q is a smooth function with Q(x,0,0) = 0 for all x ∈ Σ.
Conversaly, if h ∈ C(Σ × [0, T ]) ∩C1(0, T ;C∞(Σ)) is a solution of (3.12) with
h(x,0) = h0 and sup
0<t<T
∥h(⋅, t)∥C1+s+α(Σ) ≤ δ,
then ∂Et = {x + h(x, t)ν(x) ∶ x ∈ Σ} defines a family of sets which is a solution of (1.1) starting
from E0.
4. Regularity estimates for the non-local operators
In this section we study the spatial regularity issues related to the equation (3.12) and, in
particular, the remainder terms R1,u and R2,u defined in (3.9) and (3.10). As we mentioned in
the previous section, our goal is to prove that if ∥u∥C1+s+α is small then R1,u and R2,u are small
in the Cα-sense, which then implies that we may regard the equation (3.12) as a linear equation
with a small perturbation. We study also the higher order regularity of R1,u and R2,u in order to
prove that the solution of (3.12) becomes instantaneously smooth. The complicated structure of
R1,u and R2,u makes this section the most technically challenging part of the paper.
Throughout this section K denotes a generic kernel, if not otherwise mentioned, while Ku is
the kernel defined in (3.7). In the following we define a class of kernels by using a single parameter
κ > 0.
Definition 4.1. Let κ > 0 and K ∶ Σ ×Σ → R ∪ {±∞}. We say that K ∈ Sκ if the following three
conditions hold:
(i) K is continuous at every y, x ∈ Σ, x ≠ y, and it holds
∣K(y, x)∣ ≤ κ∣y − x∣n+1+s .
(ii) The function x↦K(y, x) is differentiable for all x, y ∈ Σ, x ≠ y, and
∣∇xK(y, x)∣ ≤ κ∣y − x∣n+2+s .
(iii) The function
ψ(x) ∶=
ˆ
Σ
(y − x)K(y, x)dHny
is Ho¨lder continuous with ∥ψ∥Cα(Σ) ≤ κ.
10 VESA JULIN AND DOMENICO LA MANNA
Remark 4.2. Throughout the paper we assume that Σ is a compact hypersurface, but Definition
4.1 can be extended to the case Σ = Rn. For instance the autonomous kernel ∣y − x∣−n−1−s in Rn
trivially satisfies the conditions (i)-(iii) for κ = n + 1 + s.
The first two conditions in Definition 4.1 state that the kernel K behaves similarly as the
model case ∣y − x∣−n−1−s, while the third condition is somewhat more involved. Indeed, it is not
trivial to prove the condition (iii) for Ku defined in (3.7), since Σ is not flat and thus there is no
cancellation due to symmetry as in the case Σ = Rn. However, there are cases when we do not
need the condition (iii) to prove Ho¨lder continuity estimates. This is stated in the following useful
auxiliary lemma.
Lemma 4.3. Assume that K ∶ Σ×Σ → R∪{±∞} satisfies the conditions (i) and (ii) in Definition
4.1 with constant κ > 0. Moreover, assume that F ∈ C(Σ ×Σ) satisfies the following:
(1) For all x, y ∈ Σ it holds
∣F (y, x)∣ ≤ κ0∣y − x∣1+s+α.
(2) For all x, y, z ∈ Σ with ∣y − x∣ ≥ 2∣z − x∣ it holds
∣F (y, z) − F (y, x)∣ ≤ κ0∣z − x∣s+α ∣y − x∣.
Then the function
ψ(x) = ˆ
Σ
F (y, x)K(y, x)dHny
is Ho¨lder continuous and ∥ψ∥Cα(Σ) ≤ Cκ0κ.
Proof. By the condition (i) in Definition 4.1 and by the assumption (1) we immediately obtain∥ψ∥C0(Σ) ≤ Cκ0κ, because the function y ↦ F (y, x)K(y, x) is integrable over Σ for every x. To
show the Ho¨lder continuity we may assume that 0 ∈ Σ and we need to show ∣ψ(z)−ψ(0)∣ ≤ Cκ0κ∣z∣α
for z ∈ Σ close to 0. We divide the set Σ into Σ− = Σ ∩ {∣y∣ ≤ 2∣z∣} and Σ+ = Σ ∩ {∣y∣ > 2∣z∣}. For all
y ∈ Σ− it holds by the condition (i) in Definition 4.1 and by the assumption (1) that
ˆ
Σ−
∣F (y, z)∣∣K(y, z)∣dHny ≤ κ0κ
ˆ
Σ−
1
∣y − z∣n−α dHny ≤ Cκ0κ
ˆ 3∣z∣
0
ρα−1 dρ ≤ Cκ0κ∣z∣α.
Similarly it holds ˆ
Σ−
∣F (y,0)∣∣K(y,0)∣dHny ≤ Cκ0κ∣z∣α.
On the other hand it follows from the condition (ii) in Definition 4.1 that for all y ∈ Σ+, i.e.,∣y∣ ≥ 2∣z∣, it holds
∣K(y, z) −K(y,0)∣ ≤ Cκ ∣z∣∣y∣n+2+s ≤ Cκ
∣z∣s+α
∣y∣n+1+2s+α .
This together with the condition (i) and with the assumptions (1) and (2) yieldˆ
Σ+
∣F (y, z)K(y, z)− F (y,0)K(y,0)∣dHny
≤
ˆ
Σ+
∣F (y, z) −F (y,0)∣∣K(y, z)∣ + ∣F (y,0)∣∣K(y, z) −K(y,0)∣dHny
≤ Cκ0κ∣z∣s+α
ˆ
Σ−
1
∣y∣n+s dHny
≤ Cκ0κ∣z∣s+α
ˆ
∞
2∣z∣
ρ−1−s dρ ≤ Cκ1κ2∣z∣α.
These imply ∣ψ(z) −ψ(0)∣ ≤ Cκ1κ2∣z∣α. 
We proceed by stating first the crucial regularity estimates we need repeatedly in the paper,
and only after that we prove that Ku ∈ Sκ (see Definition 4.1) for bounded κ.
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Lemma 4.4. Let K ∈ Sκ (see Definition 4.1) and assume v1 ∈ C1+s+α(Σ), v2 ∈ Cs+α(Σ) and
v3 ∈ Cα(Σ). Then the function
ψ(x) = ˆ
Σ
(v1(y) − v1(x))v2(y)v3(x)K(y, x)dHny
is Ho¨lder continuous and
∥ψ∥Cα(Σ) ≤ Cκ∥v1∥C1+s+α(Σ)∥v2∥Cs+α(Σ)∥v3∥Cα(Σ).
Proof. We write ψ as
ψ(x) = v3(x)
ˆ
Σ
(v1(y)− v1(x))(v2(y) − v2(x))K(y, x)dHny
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=∶ψ1(x)
+v2(x)v3(x)
ˆ
Σ
(v1(y) − v1(x))K(y, x)dHny
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=∶ψ2(x)
.
Note that ∥ψ∥Cα(Σ) ≤ ∥v3∥Cα(Σ)∥ψ1∥Cα(Σ) + ∥v3∥Cα(Σ)∥v2∥Cα(Σ)∥ψ2∥Cα(Σ). Therefore it is enough
to estimate ∥ψ1∥Cα(Σ) and ∥ψ2∥Cα(Σ). We define
F1(y, x) ∶= (v1(y) − v1(x))(v2(y) − v2(x)).
It is straightforward to check that F1 satisfies the assumptions of Lemma 4.3 with κ0 ≤ 2 ∥v1∥C1(Σ)∥v2∥Cs+α(Σ).
Therefore Lemma 4.3 yields ∥ψ1∥Cα(Σ) ≤ Cκ ∥v1∥C1(Σ)∥v2∥Cs+α(Σ). We need thus to show that
(4.1) ∥ψ2∥Cα ≤ Cκ∥v1∥C1+s+α(Σ).
To this aim we write ψ2 as
ψ2(x) =
ˆ
Σ
(v1(y) − v1(x) −Dτv1(x) ⋅ (y − x))K(y, x)dHny
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=∶ψ3(x)
+Dτv1(x) ⋅
ˆ
Σ
(y − x)K(y, x)dHny .
It follows immediately from the condition (iii) in Definition 4.1 that the second term on the right-
hand-side is Ho¨lder-continuous with Cα-norm bounded by Cκ∥v1∥C1+α(Σ). We need thus to prove
the Ho¨lder-continuity of ψ3. We notice that for every x, y ∈ Σ it holds
∣v1(y) − v1(x) −Dτv1(x) ⋅ (y − x)∣ ≤ ∥v1∥C1+s+α ∣y − x∣1+s+α.
Therefore the function
(4.2) F2(y, x) ∶= v1(y) − v1(x) −Dτv1(x) ⋅ (y − x)
satisfies the assumption (1) of Lemma 4.3 with κ0 ≤ ∥v1∥C1+s+α(Σ). Moreover for every x, y, z ∈ Σ
with ∣y − x∣ ≥ 2∣x − z∣ it holds
∣F2(y, z)−F2(y, x)∣ = ∣(v1(y) − v1(z) −Dτv1(z) ⋅ (y − z)) − (v1(y) − v1(x) −Dτv1(x) ⋅ (y − x))∣
= ∣(v1(x) − v1(z) −Dτv1(z) ⋅ (x − z)) + (Dτv1(x) −Dτv1(z)) ⋅ (y − x)∣
≤ ∥v1∥C1+s+α ∣z − x∣1+s+α + ∥v1∥C1+s+α ∣z − x∣s+α∣y − x∣
≤ 2∥v1∥C1+s+α ∣z − x∣s+α∣y − x∣.
Therefore F2 satisfies the assumption (2) of Lemma 4.3 with κ0 ≤ 2∥v1∥C1+s+α(Σ), and we conclude
by Lemma 4.3 that ∥ψ3∥Cα ≤ Cκ∥v1∥C1+s+α(Σ).

Let us now prove that the kernel Ku defined in (3.7) belongs to the class Sκ(see Definition 4.1)
for bounded κ, when the norm ∥uνΣ∥C1+s+α(Σ) is small. Recall that this is a reasonable assumption
by (3.2). We denote
Φu(x) ∶= x + u(x)ν(x)
and write Ku defined in (3.7) as
Ku(y, x) = 1∣Φu(y)−Φu(x)∣n+1+s .
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We study also the linearization of Ku, which means that for a given w ∈ C1+s+α(Σ) we consider
(4.3)
d
dξ
∣
ξ=0
Ku+ξw(y, x) = − n + 1 + s∣Φu(y) −Φu(x)∣n+3+s (Φu(y) −Φu(x)) ⋅ (w(y)ν(y) −w(x)ν(x)).
Lemma 4.5. Assume that u ∈ C1+s+α(Σ) is such that ∥uνΣ∥C1+s+α(Σ) ≤ δ and w ∈ C1+s+α(Σ).
Then the following hold.
(a) When δ is small enough the kernel Ku defined in (3.7) belongs to the class Sκ1 , with
κ1 ≤ C.
(b) When δ is small enough the kernel d
dξ
∣
ξ=0
Ku+ξw belongs to the class Sκ2 , with
κ2 ≤ C∥wνΣ∥C1+s+α(Σ).
Proof. Claim (a): We denote Φu(x) ∶= x + u(x)ν(x) and recall that
Ku(y, x) = 1∣Φu(y)−Φu(x)∣n+1+s .
It follows from the assumption ∥uνΣ∥C1+s+α(Σ) ≤ δ that
(4.4)
1
2
∣y − x∣ ≤ ∣Φu(y) −Φu(x)∣ ≤ 2∣y − x∣,
when δ is small. Therefore it is clear that Ku satisfies the conditions (i) and (ii) in Definition 4.1
of Sκ1 with κ1 ≤ C.
The condition (iii) in Definition 4.1 is technically more involved to verify. Recall that we need
to show that the function
(4.5) ψ(x) =
ˆ
Σ
(y − x)Ku(y, x)dHny
is Ho¨lder continuous. The idea is to use integration parts in order to write ψ as a nonsingular
integral. To be more precise, we prove the following equality
(4.6) (I + Q˜(x,Dτ (uνΣ)))
=ψ(x)ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyrightˆ
Σ
(y − x)Ku(y, x)dHny =
ˆ
Σ
FΦu(y, x)Ku(y, x)dHny ,
where Q˜ is a smooth function with Q˜(x,0) = 0 for all x ∈ Σ, and
FΦu(y, x) = − HΣ(y)ν(y)(n − 1 + s) ∣Φu(y) −Φu(x)∣2 + ((y − x) ⋅ ν(x)) ν(x)
− (DτΦu(y)−DτΦu(x))T (Φu(y) −Φu(x))
−DτΦu(x)T (Φu(y) −Φu(x) −DτΦu(x)(y − x)).
(4.7)
Recall that we already know that Ku satisfies the conditions (i) and (ii) in Definition 4.1. The
idea is then to show that FΦu defined in (4.7) satisfies the assumptions of Lemma 4.3, which then
implies that RHS of (4.6) defines a Ho¨lder continuous function.
In order to show (4.6) we shorten the notation by Φ(x) = Φu(x) and notice that the tangential
gradient of y ↦ ∣Φ(y) −Φ(x)∣−n+1−s is
Dτ(y)∣Φ(y) −Φ(x)∣−n+1−s = −(n − 1 + s)DτΦ(y)T (Φ(y) −Φ(x))∣Φ(y) −Φ(x)∣n+1+s
= −(n − 1 + s)DτΦ(x)T (Φ(y) −Φ(x))∣Φ(y) −Φ(x)∣n+1+s
− (n − 1 + s)(DτΦ(y)−DτΦ(x))T (Φ(y) −Φ(x))∣Φ(y) −Φ(x)∣n+1+s .
By the divergence theorem it holdsˆ
Σ
Dτ(y)∣Φ(y) −Φ(x)∣−n+1−s dHny =
ˆ
Σ
HΣ(y)ν(y)∣Φ(y) −Φ(x)∣n−1+s dHny .
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Therefore the two previous equalities yield
DτΦ(x)T
ˆ
Σ
Φ(y) −Φ(x)
∣Φ(y) −Φ(x)∣n+1+s dHny = −
1
(n − 1 + s)
ˆ
Σ
HΣ(y)ν(y)∣Φ(y) −Φ(x)∣n−1+s dHny
−
ˆ
Σ
(DτΦ(y) −DτΦ(x))T (Φ(y)−Φ(x))∣Φ(y) −Φ(x)∣n+1+s dHny .
(4.8)
We write the term on the left-hand-side as
DτΦ(x)T
ˆ
Σ
Φ(y) −Φ(x)
∣Φ(y) −Φ(x)∣n+1+s dHny =(DτΦ(x)T DτΦ(x))
ˆ
Σ
y − x
∣Φ(y) −Φ(x)∣n+1+s dHny
+DτΦ(x)T
ˆ
Σ
Φ(y) −Φ(x) −DτΦ(x)(y − x)∣Φ(y) −Φ(x)∣n+1+s dHny .
(4.9)
The equality (4.6) then follows from (4.8), (4.9) and from the fact that
DτΦ(x)T DτΦ(x) = I − ν(x)⊗ ν(x) + Q˜(x,Dτ (uνΣ)),
where Q˜(x,0) = 0 for all x ∈ Σ.
When ∥uνΣ∥C1 ≤ δ with δ small enough, the matrix I + Q˜(x,Dτ (uνΣ)) is invertible. Therefore
in order to show that
ψ(x) = ˆ
Σ
(y − x)Ku(y, x)dHny
is Ho¨lder continuous it is enough to show that the RHS in (4.6) is Ho¨lder continuous. As we
mentioned, we will do this by showing that FΦu defined in (4.7) satisfies the assumptions of
Lemma 4.3 with κ0 ≤ C.
First, by using (4.4) and ∥uνΣ∥C1+s+α(Σ) ≤ δ it is straightforward to check that
F1(y, x) = − 1(n − 1 + s)HΣ(y)ν(y)∣Φu(y) −Φu(x)∣2 − (DτΦu(y) −DτΦu(x))T (Φu(y) −Φu(x))
satisfies the assumptions of Lemma 4.3 with κ0 ≤ C. Moreover we have that
∣Φu(y) −Φu(x) −DτΦu(x)(y − x)∣ ≤ C ∣y − x∣1+s+α.
Therefore, arguing as with (4.2) we deduce that
F2(y, x) = −DτΦu(x)T (Φu(y) −Φu(x) −DτΦu(x)(y − x))
also satisfies the assumptions of Lemma 4.3 with κ0 ≤ C.
We need yet to treat the term
F3(y, x) = ((y − x) ⋅ ν(x)) ν(x).
Since Σ is uniformly C1,1-regular hypersurface, there is a constant C such that ∣(y − x) ⋅ ν(x)∣ ≤
C ∣y−x∣2 for every x, y ∈ Σ. Therefore F3 satisfies the assumption (1) of Lemma 4.3. The assumption
(2) is straightforward to verify but we do this for the reader’s convenience. We have
∣F3(y, z)−F3(y, x)∣ = ∣(ν(z)⊗ ν(z))(y − z) − (ν(x)⊗ ν(x))(y − x)∣
≤ ∣(ν(z)⊗ ν(z)− ν(x)⊗ ν(x))(y − z)∣ + ∣(ν(x)⊗ ν(x))((y − z)− (y − x))∣
≤ ∣(ν(z)⊗ ν(z)− ν(x)⊗ ν(x))∣∣y − z∣ + ∣ν(x) ⋅ (x − z)∣
≤ C ∣z − x∣∣y − z∣ +C ∣z − x∣2.
Note that ∣y − x∣ ≥ 2∣z − x∣ implies ∣y − z∣ ≤ 2∣y − x∣. Therefore F3 satisfies the assumption (2) of
Lemma 4.3 and the RHS of (4.6) is Ho¨lder continuous. This proves the claim (a).
Claim (b):
We denote ∂wKu = ddξ ∣
ξ=0
Ku+ξw for short. Note that from (4.3) and (4.4) it follows
∣∂wKu(y, x)∣ ≤ C∥wνΣ∥C1(Σ)∣y − x∣n+1+s
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for every x, y ∈ Σ, x ≠ y. Therefore ∂wKu satisfies the condition (i) in Definition 4.1 with κ ≤
C∥wνΣ∥C1(Σ). It is straightforward to check that ∂wKu satisfies also the condition (ii) in Definition
4.1 with κ ≤ C∥w∥C1(Σ).
We need thus to verify the last condition, i.e., we show that
(4.10) ψ˜(x) =
ˆ
Σ
(y − x)∂wKu dHny
satisfies ∥ψ˜∥Cα(Σ) ≤ C∥wνΣ∥C1+s+α(Σ). To this aim we recall that by (4.6) for small ξ it holds
(4.11) (I +Q˜(x,Dτ (uνΣ+ξw νΣ)))
ˆ
Σ
(y−x)Ku+ξw(y, x)dHny =
ˆ
Σ
FΦu+ξw(y, x)Ku+ξw(y, x)dHny ,
where FΦu+ξw is defined in (4.7).
Let us denote the RHS of (4.11) by
ϕξ(x) ∶=
ˆ
Σ
FΦu+ξw(y, x)Ku+ξw(y, x)dHny .
By differentiating we have
∂
∂ξ
∣
ξ=0
ϕξ(x) =
ˆ
Σ
∂
∂ξ
∣
ξ=0
FΦu+ξw(y, x)Ku(y, x)dHny
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=∶ϕξ,1
+
ˆ
Σ
FΦu(y, x)∂wKu(y, x)dHny
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=∶ϕξ,2
.
Recall that ∂wKu satisfies the conditions (i) and (ii) in Definition 4.1 with κ ≤ C∥w νΣ∥C1(Σ) and
we already proved that FΦu satisfies the assumptions (1) and (2) of Lemma 4.3 with κ0 ≤ C.
Lemma 4.3 then implies that
∥ϕξ,2∥Cα(Σ) ≤ C∥wνΣ∥C1(Σ).
To treat ϕξ,1 we recall that we already proved that Ku ∈ Sκ for κ ≤ C. We simplify the
expression (4.7) by writing it as
FΦu+ξw(y, x) = − HΣ(y)ν(y)(n − 1 + s) ∣Φu+ξw(y) −Φu+ξw(x)∣2 + ((y − x) ⋅ ν(x)) ν(x)
−DτΦu+ξw(y)T (Φu+ξw(y) −Φu+ξw(x)) +DτΦu+ξw(x)TDτΦu+ξw(x)(y − x).
We denote Φ′u(x) = ∂∂ξ ∣ξ=0Φu+ξw(x) = w(x)ν(x), differentiate the above equality and obtain
∂
∂ξ
∣
ξ=0
FΦu+ξw(y, x) = − 2HΣ(y)ν(y)(n − 1 + s) (Φu(y) −Φu(x)) ⋅ (Φ′u(y) −Φ′u(x))
−DτΦ
′
u(y)T (Φu(y)−Φu(x)) −DτΦu(y)T (Φ′u(y) −Φ′u(x))
+ (DτΦ′u(x)TDτΦu(x) +DτΦu(x)TDτΦ′u(x))(y − x).
Since ∥Φ′u∥C1+s+α(Σ), ∥DτΦ′u∥Cs+α(Σ) ≤ C∥w νΣ∥C1+s+α(Σ) we may use Lemma 4.4 to deduce
∥ϕξ,1∥C1+s+α(Σ) ≤ C∥wνΣ∥C1+s+α(Σ).
The Ho¨lder continuity of ψ˜, defined in (4.10), then follows from (4.11) and from the fact that
∥ d
dξ
∣
ξ=0
Q˜(x,Dτ (uνΣ + ξw νΣ))∥Cα(Σ) ≤ ∥wνΣ∥C1+α(Σ).
Hence we have
∥ψ˜∥Cα(Σ) ≤ C∥wνΣ∥C1+s+α(Σ).
This proves the claim (b). 
Remark 4.6. It is clear that the results of Lemma 4.4 and Lemma 4.5 hold also in the case
Σ = Rn if we assume that the functions v1, v2, v3, u and w are in the corresponding Ho¨lder spaces
globally, i.e., vi ∈ C1+s+α(Rn) for i = 1,2,3 and ∥u∥C1+s+α(Rn) ≤ δ.
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We may use the previous results to prove that when ∥u∥C1+s+α is small then the remainder terms
R1,u and R2,u defined in (3.9) and (3.10) are small. This is stated more precisely in the following
proposition. Recall that we may ignore the dependence on C1-norm of νΣ, but we do however
need to keep track on the dependence on higher norm of νΣ for later purpose.
Proposition 4.7. Assume u ∈ C1+s+α(Σ) is such that ∥u∥C1+s+α(Σ) + ∥uνΣ∥C1+s+α(Σ) ≤ δ, and let
R1,u and R2,u be the functions defined in (3.9) and in (3.10) respectively. Then for δ > 0 small
enough it holds
∥R1,u∥Cα(Σ) ≤ Cδ ∥u∥C1+s+α(Σ) and ∥R2,u∥Cα(Σ) ≤ Cδ∥νΣ∥C1+s+α(Σ).
Proof. Estimate for R1,u: Recall that
R1,u(x) = 2
ˆ 1
0
ˆ t′
0
ˆ
Σ
(u(y)− u(x)) d
dξ
((1 +Q1(y, ξu, ξ∇u))Kξu(y, x))dHnydξdt′.
For later purpose we prove a slightly more general claim. Assume that u is as in the assumption,
v ∈ C1+s+α(Σ) and define
(4.12) ϕ(x) ∶= ˆ
Σ
(v(y) − v(x)) d
dξ
((1 +Q1(y, ξu, ξ∇u))Kξu(y, x))dHny .
We claim that it holds
(4.13) ∥ϕ∥Cα(Σ) ≤ Cδ ∥v∥C1+s+α
for all ξ ∈ [0,1]. The estimate for R1,u then follows from (4.13) by choosing v = u.
In order to prove (4.13) we write (4.12) as
ϕ(x) =ˆ
Σ
(v(y) − v(x)) ( d
dξ
Q1(y, ξu, ξ∇u))Kξu(y, x)dHny
+
ˆ
Σ
(v(y) − v(x)) (1 +Q1(y, ξu, ξ∇u))( d
dξ
Kξu(y, x))dHny .
When δ is small Lemma 4.5 yieldsKξu ∈ Sκ1 with κ1 ≤ C and ddξKξu ∈ Sκ2 with κ2 ≤ C∥uνΣ∥C1+s+α(Σ) ≤
Cδ for all ξ ∈ [0,1]. Note also that
(4.14) ∥ d
dξ
Q1(y, ξu, ξ∇u)∥Cs+α(Σ) ≤ C∥u∥C1+s+α(Σ) ≤ Cδ
and
(4.15) ∥1 +Q1(y, ξu, ξ∇u)∥Cs+α(Σ) ≤ C(1 + ∥u∥C1+s+α(Σ)) ≤ C
for all ξ ∈ [0,1]. Hence, the estimate (4.13) follows from Lemma 4.4.
Estimate for R2,u: Recall that
R2,u(x) ∶=
ˆ 1
0
ˆ t′
0
ˆ
Σ
∣ν(y) − ν(x)∣2 d
dξ
((1 +Q1(y, ξu, ξ∇u))Kξu(y, x))dHny dξdt′
− 2
ˆ 1
0
ˆ
Σ
(ν(y) − ν(x)) ⋅Q2(y, t′u, t′∇u)Kt′u(y, x)dHny dt′.
We use ∣ν(y) − ν(x)∣2 = −2ν(x) ⋅ (ν(y) − ν(x)) and write the first term as
ψ1(x) =
ˆ
Σ
∣ν(y) − ν(x)∣2 d
dξ
((1 +Q1(y, ξu, ξ∇u))Kξu(y, x))dHny
= −2ν(x) ⋅ ˆ
Σ
(ν(y) − ν(x)) d
dξ
((1 +Q1(y, ξu, ξ∇u))Kξu(y, x))dHny
The function inside the integral is of type (4.12) with v = ν and therefore (4.13) implies ∥ψ1∥Cα(Σ) ≤
Cδ∥νΣ∥C1+s+α(Σ).
Let us fix t′ ∈ [0,1]. We need yet to prove that the function
ψ2(x) =
ˆ
Σ
(ν(y) − ν(x)) ⋅Q2(y, t′u, t′∇u)Kt′u(y, x)dHny
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satisfies ∥ψ2∥Cα(Σ) ≤ Cδ. To this aim recall that Q2(x,0,0) = 0 for all x ∈ Σ. Therefore we may
estimate ∥Q2(x, t′u, t′∇u)∥Cα+s(Σ) ≤ C∥u∥C1+s+α(Σ) ≤ Cδ.
Since Kt′u ∈ Sκ1 with κ1 ≤ C, Lemma 4.4 implies ∥ψ2∥Cα(Σ) ≤ Cδ∥νΣ∥C1+s+α(Σ). 
We need similar estimate as Proposition 4.7 for linearization of the remainder terms R1,u and
R2,u.
Proposition 4.8. Assume u,w ∈ C1+s+α(Σ) and ∥u∥C1+s+α(Σ) + ∥uνΣ∥C1+s+α(Σ) ≤ δ. Let R1,u+ξw
and R2,u+ξw be functions defined in (3.9) and in (3.10) respectively and define
∂wR1,u(x) = d
dη
∣
η=0
R1,u+ηw(x) and ∂wR2,u(x) = d
dη
∣
η=0
R2,u+ηw(x).
Then for δ small it holds
∥∂wR1,u∥Cα(Σ) ≤ Cδ∥w∥C1+s+α(Σ) +CΣ,δ∥w∥C0(Σ)
and ∥∂wR2,u∥Cα(Σ) ≤ C∥νΣ∥C1+s+α(Σ)∥w∥C1+s+α(Σ) +CΣ,δ∥w∥C0(Σ).
Here C is a uniform constant while CΣ,δ depends on δ and ∥νΣ∥C1+s+α(Σ).
Proof. This time we prove the claim only for ∂wR1,u since the argument for ∂wR2,u similar. We
differentiate R1,u+ηw and obtain
∂wR1,u(x) = d
dη
∣
η=0
R1,u+ηw(x)
= 2
ˆ 1
0
ˆ t′
0
ˆ
Σ
(w(y) −w(x)) d
dξ
((1 +Q1(y, ξu, ξ∇u))Kξu(y, x))dHny dξdt′
+ 2
ˆ 1
0
ˆ
Σ
(u(y) − u(x)) d
dη
∣
η=0
Q1(y, t′(u + ηw), t′∇(u + ηw))Kt′u(y, x)dHny dt′
+ 2
ˆ 1
0
ˆ
Σ
(u(y) − u(x))(1 +Q1(y, t′u, t′∇u))( d
dη
∣
η=0
Kt′u+t′ηw(y, x)) dHnydt′
(4.16)
Note that the first term is of type (4.12) with v = w and therefore (4.13) implies that it is Ho¨lder
continuous and its Cα-norm is bounded by Cδ∥w∥C1+s+α(Σ). Concerning the two last terms in
(4.16), note first that Lemma 4.5 (b) yields d
dη
∣
η=0
Kt′u+t′ηw ∈ Sκ2 with κ2 ≤ C∥wνΣ∥C1+s+α(Σ). By
the interpolation inequality in Lemma 2.1 we may estimate
∥wνΣ∥C1+s+α(Σ) ≤ C∥w∥C1+s+α(Σ) +CΣ∥w∥C0(Σ).
Moreover
∥ d
dη
∣
η=0
Q1(y, t′(u + ηw), t′∇(u + ηw))∥Cs+α(Σ) ≤ C∥w∥C1+s+α(Σ)
and ∥1 +Q1(y, t′u, t′∇u)∥Cs+α(Σ) ≤ C.
Thus we deduce by Lemma 4.4 that the two last terms in (4.16) are Ho¨lder continuous with
Cα-norms bounded by Cδ∥w∥C1+s+α(Σ) +CΣ,δ∥w∥C0(Σ). Hence, we have
∥∂wR1,u∥Cα(Σ) ≤ Cδ∥w∥C1+s+α(Σ) +CΣ,δ∥w∥C0(Σ).

At the end of the section we study how to control the higher order norms of R1,u and R2,u
in order to differentiate the equation (3.12) with respect to x. Moreover, even if the fractional
Laplacian is linear it is not obvious how to bound its higher order covariant derivatives. Before
that we remark on how to write the derivative of the function
ψ(x) =
ˆ
Σ
G(y, x)dHny
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with respect to a vector field X ∈ T(Σ). First it holds
∇Xψ(x) =
ˆ
Σ
∇X(x)G(y, x)dHny ,
where ∇X(x)G(y, x) denotes the derivative of G(y, ⋅) with respect to X . On the other hand it
holds
divy(G(y, x)X(y)) = ∇X(y)G(y, x) +G(y, x)div(X)(y).
Therefore we have by the divergence theorem that
(4.17) ∇Xψ(x) =
ˆ
Σ
(∇X(y) +∇X(x))G(y, x)dHny +
ˆ
Σ
G(y, x)div(X)(y)dHny ,
where (∇X(y) +∇X(x))G(y, x) = ∇X(y)G(y, x) + ∇X(x)G(y, x).
The following proposition gives us a formula to commute differentiation and the fractional
Laplacian. In the following Ck denotes a constant which depends on k and on Σ in an unspecified
way while C denotes a uniform constant.
Proposition 4.9. Let X1, . . . ,Xk ∈ T(Σ) be vector fields such that ∥Xi∥Ck+2(Σ) ≤ 1 for i = 1, . . . , k
and assume u ∈ C∞(Σ). Then
∇Xk⋯∇X1(∆ 1+s2 u) =∆ 1+s2 (∇Xk⋯∇X1u) + ∂k+su,
where ∂k+su denotes a function which satisfies ∥∂k+su∥Cα(Σ) ≤ Ck∥u∥Ck+s+α(Σ). Moreover, it holds
∥∆ 1+s2 u∥Ck+α(Σ) ≤ Ck∥u∥Ck+1+s+α(Σ)
for every k ∈ N.
Proof. Let us denote K(y, x) = ∣y − x∣−n−1−s and let X1, . . . ,Xk ∈ T(Σ) be as in the assumption.
We define ∂1K(y, x) = ∇X1(y)K(y, x) +∇X1(x)K(y, x) and ∂jK(y, x), for 2 ≤ j ≤ k, recursively as
∂jK(y, x) ∶= ∇Xj(y)∂j−1K(y, x) + ∇Xj(x)∂j−1K(y, x).
We begin by claiming that ∂kK(y, x) satisfies the conditions (i)-(iii) in Definition 4.1 with κ ≤
Ck, i.e., ∂kK(y, x) ∈ SCk . Note that the constant does not depend on the chosen vector fields
X1, . . . ,Xk once they satisfy ∥Xi∥Ck+2(Σ) ≤ 1.
It is straightforward to check that ∂kK(y, x) satisfies the conditions (i) and (ii) in the Definition
4.1 with κ ≤ Ck for some Ck. We need thus to prove the condition (iii). We prove this by induction
and fix X ∈ T(Σ) such that ∥X∥C3(Σ) ≤ 1. We need to show that the function
(4.18) ψ1(x) =
ˆ
Σ
(y − x)∂1K(y, x)dHny
is α-Ho¨lder continuous.
The formula (4.6) in the case u = 0 reads as
(4.19)
ˆ
Σ
(y − x)K(y, x)dHny =
ˆ
Σ
F (y, x)K(y, x)dHny ,
where
F (y, x) = −HΣ(y)ν(y)(n − 1 + s) ∣y − x∣2 + ((y − x) ⋅ ν(x)) ν(x).
We differentiate (4.19) with respect to X(x) and obtain by (4.17)ˆ
Σ
(y − x)∂1K(y, x)dHny =
ˆ
Σ
F (y, x)∂1K(y, x)dHny
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=∶ψ˜1
+
ˆ
Σ
F1(y, x)K(y, x)dHny
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=∶ϕ1
,
where
F1(y, x) = (∇X(y) + ∇X(x))(F (y, x) − (y − x)) + divX(y)(F (y, x)− (y − x)).
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First, recall that in the proof of Lemma 4.5 we already verified that F satisfies the assumptions
of Lemma 4.3. Since ∂1K(y, x) satisfies the conditions (i) and (ii) in Definition 4.1 with κ ≤ C1,
Lemma 4.3 yields ∥ψ˜1∥Cα(Σ) ≤ C1. Second, we may write F1 as
F1(y, x) = N1∑
j=1
(v1,i(y) − v1,i(x))v2,i(y)v3,i(x),
where vj,i are such that ∥vj,i∥C2(Σ) ≤ C. Moreover, by Lemma 4.5 it holds K(y, x) ∈ Sκ with
κ ≤ C1 and we may thus use Lemma 4.4 to conclude that ∥ϕ1∥Cα(Σ) ≤ C1. Hence
∥ψ∥Cα(Σ) ≤ C1
and therefore ∂1K(y, x) ∈ Sκ with κ ≤ C1.
We argue by induction and assume that ∂k−1K(y, x) ∈ Sκ with κ ≤ Ck−1. Note that this holds
for any vector fields X1, . . . ,Xk−1 with ∥Xi∥Ck+1(Σ) ≤ 1. Let us fix X1, . . . ,Xk as in the assumption.
We differentiate (4.19) with respect to X1, . . . ,Xk and obtain by (4.17)ˆ
Σ
(y − x)∂kK(y, x)dHny =
ˆ
Σ
F (y, x)∂kK(y, x)dHny
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=∶ψ˜k
+
k−1∑
i=0
ˆ
Σ
F˜i(y, x)∂iK(y, x)dHny
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=∶ϕk
.
Here F˜i can be written as
F˜i(y, x) = Nk∑
j=1
(v1,i(y)− v1,i(x))v2,i(y)v3,i(x),
where vj,i are such that ∥vj,i∥C2(Σ) ≤ C. Again we recall that F satisfies the assumptions of
Lemma 4.3 and ∂kK(y, x) satisfies the conditions (i) and (ii) in Definition 4.1 for κ ≤ Ck. Lemma
4.3 then yields ∥ψ˜k∥Cα(Σ) ≤ Ck. To prove the Ho¨lder continuity of ϕk we recall that by induction
assumption ∂jK(y, x) ∈ Sκ with κ ≤ Ck−1 for every j ≤ k − 1. We may thus use Lemma 4.4 to
deduce ∥ϕk∥Cα(Σ) ≤ Ck. Therefore we conclude that
ψk(x) =
ˆ
Σ
(y − x)∂kK(y, x)dHny
is Ho¨lder continuous with ∥ψk∥Cα(Σ) ≤ Ck and thus ∂kK(y, x) satisfies the condition (iii) in
Definition 4.1 with κ ≤ Ck.
We prove the claim by first choosing X˜1, . . . , X˜l, with 1 ≤ l ≤ k, such that ∥X˜i∥Ck+2(Σ) ≤
1 for 1 ≤ i ≤ l. Recall that the function X˜l⋯X˜1u is defined recursively as X˜1u = ∇X˜1u and
X˜j+1X˜j⋯X˜1u = ∇X˜j+1(X˜j⋯X˜1u) for j ≥ 1. We apply (4.17) l times for X˜1, . . . , X˜l and obtain
X˜l⋯X˜1∆
1+s
2 u(x) = 2
ˆ
Σ
(X˜l⋯X˜1u(y) − X˜l⋯X˜1u(x))K(y, x)dHny
+ 2
ˆ
Σ
(u(y)− u(x))∂lK(y, x)dHny + l−1∑
j=0
ˆ
Σ
(∂l−1−ju(y)− ∂l−1−ju(x))vj(y)∂jK(y, x)dHny ,
where ∂l−1−ju denotes a function which satisfies ∥∂l−1−ju∥C1+s+α(Σ) ≤ Cl−1∥u∥Cl−j+s+α(Σ) and vj are
such that ∥vj∥C2(Σ) ≤ Cl. By using Lemma 4.4 and ∂jK(y, x) ∈ Sκ with κ ≤ Cj we deduce
(4.20) X˜l⋯X˜1(∆ 1+s2 u) =∆ 1+s2 (X˜l⋯X˜1u) + ∂l+su,
where ∂l+su denotes a function which satisfies ∥∂l+su∥Cα(Σ) ≤ Cl∥u∥Cl+s+α(Σ). Hence, we deduce
by (2.3), (2.4), Lemma 4.4 and (4.20) that
∥∆ 1+s2 u∥Cl+α(Σ) ≤ Cl(∥u∥Cl+1+s+α(Σ) + ∥∆ 1+s2 u∥Cl−1+α(Σ))
for every l ≤ k. Note that Lemma 4.4 implies ∥∆ 1+s2 u∥Cα(Σ) ≤ C∥u∥C1+s+α(Σ). Therefore by using
the above inequality k times for l = 1, . . . , k yields
(4.21) ∥∆ 1+s2 u∥Ck+α(Σ) ≤ Ck∥u∥Ck+1+s+α(Σ).
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This implies the second statement.
Let X1, . . . ,Xk be as in the assumption. We deduce from (4.20) that
Xk⋯X1(∆ 1+s2 u) =∆ 1+s2 (Xk⋯X1u) + ∂k+su,
where ∂k+su denotes a function which satisfies ∥∂k+su∥Cα(Σ) ≤ Ck∥u∥Ck+s+α(Σ). By (2.3) we have
∇Xk⋯∇X1(∆ 1+s2 u) =∆ 1+s2 (∇Xk⋯∇X1u) + ∂k−1(∆ 1+s2 u) + ∂k+su,
where ∂k−1(∆ 1+s2 u) denotes a function which satisfies
∥∂k−1(∆ 1+s2 u)∥Cα(Σ) ≤ Ck∥∆ 1+s2 u∥Ck−1+α(Σ).
The estimate (4.21) applied to (k − 1) yields
∥∂k−1(∆ 1+s2 u)∥Cα(Σ) ≤ Ck∥u∥Ck+s+α(Σ)
and the claim follows. 
Similar result holds for the remainder terms R1 and R2 .
Lemma 4.10. Assume u ∈ C∞(Σ) with ∥u∥C1+s+α(Σ) + ∥uνΣ∥C1+s+α(Σ) ≤ δ and let R1,u and R2,u
be the functions defined in (3.9) and in (3.10) respectively. Let X1, . . . ,Xk ∈ T(Σ) be vector fields
with ∥Xi∥Ck+2(Σ) ≤ 1 for i = 1, . . . , k . There is a constant Ck such that for δ > 0 small enough it
holds
∥∇Xk⋯∇X1R1,u∥Cα(Σ) ≤ Cδ∥∇Xk⋯∇X1u∥C1+s+α(Σ) +Ck(1 + ∥u∥kCk+s+α(Σ))
and
∥∇Xk⋯∇X1R2,u∥Cα(Σ) ≤ C∥ν∥C1+s+α(Σ)∥∇Xk⋯∇X1u∥C1+s+α(Σ) +Ck(1 + ∥u∥kCk+s+α(Σ)).
In particular, it holds
∥R1,u∥Ck+α(Σ) + ∥R2,u∥Ck+α(Σ) ≤ Ck(1 + ∥u∥kCk+1+s+α(Σ))
for every k ∈ N.
Proof. Since the proof is similar to the proof of Proposition 4.9 we only sketch it. In addition
we only prove the claim for R1,u as the estimate for R2,u follows from a similar argument. Let
u ∈ C∞(Σ) be as in the assumption and let Ku(y, x) be as defined in (3.7). As in the proof of
the previous proposition we define ∂jKu(y, x), for 1 ≤ j ≤ k, by ∂1Ku(y, x) = ∇X1(y)Ku(y, x) +
∇X1(x)Ku(y, x) and for j ≥ 2 recursively as
∂jKu(y, x) ∶= ∇Xj(y)∂j−1Ku(y, x) +∇Xj(x)∂j−1Ku(y, x).
We claim that ∂kKu(y, x) satisfies the conditions (i)-(iii) in Definition 4.1 with
(4.22) κk ≤ C∥Xk⋯X1u∥C1+s+α(Σ) +Ck(1 + ∥u∥kCk+s+α(Σ))
for some Ck and C, where the latter is independent of k. Moreover, the constants in (4.22) do not
depend on the chosen vector fields X1, . . . ,Xk. The argument for (4.22) is similar to the one in
the beginning of Proposition 4.9 and thus we omit it.
To prove the claim we recall the definition of R1,u in (3.9). As in Proposition 4.9 we first choose
X˜1, . . . , X˜l, with 1 ≤ l ≤ k, such that ∥X˜i∥Cl+2(Σ) ≤ 1 for 1 ≤ i ≤ l. We apply (4.17) l times for
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X˜1, . . . , X˜l and obtain
X˜l⋯X˜1R1,u(x)
= 2
ˆ 1
0
ˆ t′
0
ˆ
Σ
(X˜l⋯X˜1u(y) − X˜l⋯X˜1u(x)) d
dξ
((1 +Q1(y, ξu, ξ∇u))Kξu(y, x))dHnydξdt′
+ 2
ˆ 1
0
ˆ
Σ
(u(y)− u(x))(X˜l⋯X˜1Q1(y, t′u, t′∇u))Kt′u(y, x)dHny dt′
+ 2
ˆ 1
0
ˆ
Σ
(u(y)− u(x))(1 +Q1(y, t′u, t′∇u))(∂lKt′u(y, x) − ∂lK(y, x))dHnydt′
+ ∑
i,j,m≤l−1
i+j+m=l
ˆ 1
0
ˆ
Σ
(∂iu(y)− ∂iu(x))∂jQ1(y, t′u, t′∇u)vj(y) (∂mKt′u(y, x) − ∂mK(y, x))dHny dt′
= ϕ1 + ϕ2 +ϕ3 + f
(4.23)
where ∂jw denotes a function which satisfies ∥∂jw∥C1+s+α(Σ) ≤ C∥w∥Cj+1+s+α(Σ) and vj are such
that ∥vj∥C2(Σ) ≤ Cl. Here ϕ1 denotes the fuction on the first row in (4.23), ϕ2 the function on the
second row etc. The function ϕ1 is of type (4.12), with v = X˜l⋯X˜1u and therefore (4.13) implies
∥ϕ1∥Cα(Σ) ≤ Cδ∥X˜l⋯X˜1u∥C1+s+α(Σ).
On the other hand Lemma 4.4, the assumption ∥u∥C1+s+α(Σ) ≤ δ, (2.1) and (2.3) imply
∥ϕ2∥Cα(Σ) ≤ C∥u∥C1+s+α(Σ)∥X˜l⋯X˜1Q1(x, t′u, t′∇u)∥Cs+α(Σ)
≤ Cδ∥X˜l⋯X˜1u∥C1+s+α(Σ) +Cl(1 + ∥u∥lCl+s+α(Σ)).
Since ∂lKt′u(y, x) belongs to the class Sκl , with κl given by (4.22), we conclude by Lemma 4.4
that
∥ϕ3∥Cα(Σ) ≤ Cδ∥X˜l⋯X˜1u∥C1+s+α(Σ) +Cl(1 + ∥u∥lCl+s+α(Σ)).
Similarly we deduce that ∥f∥Cα(Σ) ≤ Cl(1 + ∥u∥lCl+s+α(Σ)). Combining the previous inequalities
with (4.23) yields
(4.24) ∥X˜l⋯X˜1R1,u∥Cα(Σ) ≤ Cδ∥X˜l⋯X˜1u∥C1+s+α(Σ) +Cl(1 + ∥u∥lCl+s+α(Σ))
We deduce by (2.3), (2.4) and (4.24) that
∥R1,u∥Cl+α(Σ) ≤ Cl(1 + ∥u∥lCl+1+s+α(Σ) + ∥R1,u∥Cl−1+α(Σ))
for every l ≤ k. Recall that by Proposition 4.7 we have ∥R1,uu∥Cα(Σ) ≤ Cδ∥u∥C1+s+α(Σ). Therefore
by using the above inequality k times for l = 1, . . . , k we obtain
(4.25) ∥R1,u∥Ck+α(Σ) ≤ Ck(1 + ∥u∥kCk+1+s+α(Σ)).
This proves the second claim.
Let X1, . . . ,Xk be as in the assumption. We deduce from (4.24) that
∥Xk⋯X1R1,u∥Cα(Σ) ≤ Cδ∥Xk⋯X1u∥C1+s+α(Σ) +Ck(1 + ∥u∥kCk+s+α(Σ)).
Then (2.3) implies
∥∇Xk⋯∇X1R1,u∥Cα(Σ) ≤ Cδ∥∇Xk⋯∇X1u∥C1+s+α(Σ) +Ck(1 + ∥u∥kCk+s+α(Σ) + ∥R1,u∥Ck−1+α(Σ)).
The claim follows from (4.25) with (k − 1).

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5. Proof of the Main Theorem
We will first prove the main theorem for the flow (1.1) and explain at the end of the section
how the proof can be applied to deal with the volume preserving case (1.3). By Proposition 3.2 we
need to prove that the equation (3.12) has a unique solution h ∈ C(Σ × [0, T ]) ∩C1(0, T ;C∞(Σ))
with h(x,0) = h0(x) for x ∈ Σ.
Recall that by the discussion at the beginning of Section 3 we may choose Σ in such a way that
we have
(5.1) ∥h0∥C0(Σ) < ε/2, ∥h0∥C1+s+α(Σ) < C−1δ and ∥νΣ∥C1+s+α(Σ) ≤ Cε−s−α.
Here is the statement of the main theorem for (1.1).
Theorem 5.1 (Main Theorem). Let 0 < α < (1 − s)/2. Assume Σ ⊂ Rn+1 is a smooth compact
hypersurface and h0 ∶ Σ→ R is such that (5.1) holds. For δ and ε small enough, there is T ∈ (0,1),
depending on δ and ε, such that the equation (3.12) has a unique smooth solution h ∈ C(Σ ×[0, T ]) ∩C1(0, T ;C∞(Σ)) with initial value h(x,0) = h0(x) for all x ∈ Σ. Moreover, it holds
sup
0<t<T
∥h(⋅, t)∥C1+s+α(Σ) ≤ 2δ
and for every k ∈ N there is a constant Λk such that
sup
0<t<T
(tk!∥h(⋅, t)∥Ck(Σ)) ≤ Λk.
Note that Theorem 5.1 implies that the solution of (3.12) exists as long as its C1+s+α-norm
stays small. This means that the fractional mean curvature flow has a smooth solution as long as
it stays C1+s+α-close to the initial set. We also remark that the exponent k! in the final statement
is not optimal and we expect the optimal exponent to be linear in k. However, the most important
consequence of the last inequality is that it quantifies the smoothness of h(⋅, t) for every t ∈ (0, T ].
One may then use the equation (3.12) to deduce that h ∈ C1(0, T ;C∞(Σ)).
Proof. Step 1: (Set-up and basic estimates.)
Let us write the equation (3.12) as
(5.2) ∂th = L[h] +P (x,h,∇h) −HsΣ(x),
where the remainder term is defined for a generic function u ∈ C∞(Σ) as
(5.3) P (x,u,∇u) = Q(x,u,∇u)(L[u] −HsΣ(x)) + (1 +Q(x,u,∇u))(R1,u(x) +R2,u(x)u).
Recall that Q is a smooth function with Q(x,0,0) = 0 for all x ∈ Σ, and R1,u and R2,u are defined
in (3.9) and (3.10) respectively.
Let us first fix a small δ > 0 for which the results in Section 4 hold. Let us assume that
∥u∥C1+s+α(Σ) ≤ δ and ∥u∥C0(Σ) ≤ ε
and prove that this implies
(5.4) ∥P (x,u,∇u)∥Cα(Σ) ≤ Cδ2 +Cδε,
when ε is small enough. Here Cδ depends on δ.
First, we have by the assumption (5.1) that ∥νΣ∥C1+s+α(Σ) ≤ Cε−s−α. Therefore ∥u∥C0(Σ) ≤ ε
and (3.1) applied to u imply
(5.5) ∥u∥Cα(Σ)∥νΣ∥C1+s+α(Σ) ≤ Cε1−s−2α ≤ δ
when ε is small. In particular, these imply ∥uνΣ∥C1+s+α(Σ) ≤ Cδ. It follows from Proposition 4.7
that
∥R1,u∥Cα(Σ) ≤ Cδ ∥u∥C1+s+α(Σ) and ∥R2,u∥Cα(Σ) ≤ Cδ∥ν∥C1+s+α(Σ).
The latter inequality and (5.5) yield
∥R2,u u∥Cα(Σ) ≤ Cδ2.
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Similarly it follows from Lemma 4.4 that ∥L[u]∥Cα(Σ) ≤ Cδ. Moreover, from Q(x,0,0) = 0 we
deduce ∥Q(x,u,∇u)∥Cα(Σ) ≤ C ∥u∥C1+α(Σ).
By the interpolation inequality in Lemma 2.1 we estimate
∥u∥C1+α(Σ) ≤ δ∥u∥C1+s+α(Σ) +Cδ∥u∥C0(Σ).
Hence, we have (5.4) since ∥Hs
Σ
∥Cα(Σ) is uniformly bounded, because the C1,1-norm of Σ is uni-
formly bounded.
We will also ’linearize’ the equation (5.3). To this aim we prove that if v1, v2 ∈ C1+s+α(Σ) are
such that ∥vi∥C1+s+α(Σ) ≤ δ and ∥vi∥Cα(Σ) ≤ ε, for i = 1,2, then it holds
(5.6) ∥P (x, v2,∇v2) −P (x, v1,∇v1)∥Cα(Σ) ≤ Cδ∥v2 − v1∥C1+s+α(Σ) +CΣ,δ∥v2 − v1∥C0(Σ),
when ε is small enough. Here CΣ,δ depends on δ and on ∥νΣ∥C1+s+α(Σ).
Indeed, we denote w = v2 − v1 and write
P (x, v2,∇v2) − P (x, v1,∇v1) =
ˆ 1
0
d
dξ
P (x, v1 + ξw,∇(v1 + ξw)) dξ.
Denote further vξ = v1 + ξw and recall that (5.5) holds also for vξ. In particular, it holds∥vξ νΣ∥C1+s+α(Σ) ≤ Cδ. By recalling the definition of P in (5.3) we obtain by differentiating
d
dξ
P (x, v1 + ξw,∇(v1 + ξw))
= ( d
dξ
Q(x, vξ,∇vξ))(L[vξ] −HsΣ(x) +R1,vξ(x) +R2,vξ(x)vξ)
+Q(x, vξ,∇vξ)L[w] + (1 +Q(x, vξ,∇vξ))( d
dξ
R1,vξ +
d
dξ
R2,vξ vξ +R2,vξ w)
It follows from Proposition 4.7 that
∥R1,vξ∥Cα(Σ) ≤ Cδ2 and ∥R2,vξ∥Cα(Σ) ≤ Cδ∥ν∥C1+s+α(Σ)
for all ξ ∈ (0,1). Moreover, we have by Proposition 4.8 that
∥ d
dξ
R1,vξ∥Cα(Σ) ≤ Cδ∥w∥C1+s+α(Σ) +CΣ,δ∥w∥C0(Σ)
and
∥ d
dξ
R2,vξ∥Cα(Σ) ≤ C∥νΣ∥C1+s+α(Σ)∥w∥C1+s+α(Σ) +CΣ,δ∥w∥C0(Σ).
Note that the latter inequality and (5.5) yield
∥ d
dξ
R2,vξ vξ∥Cα(Σ) ≤ Cδ∥w∥C1+s+α(Σ) +CΣ,δ∥w∥C0(Σ).
Lemma 4.4 implies ∥L[w]∥Cα(Σ) ≤ C∥w∥C1+s+α(Σ)
and ∥L[vξ]∥Cα(Σ) ≤ C∥vξ∥C1+s+α(Σ) ≤ Cδ.
Finally recall that Q is a smooth function with Q(x,0,0) = 0 for every x ∈ Σ. Therefore we have
∥Q(x, vξ,∇vξ)∥Cα(Σ) ≤ Cδ
and
∥ d
dξ
Q(x, vξ,∇vξ)∥Cα(Σ) ≤ C∥w∥C1+α(Σ).
By combining the previous estimates we obtain
∥P (x, v2,∇v2) − P (x, v1,∇v1)∥Cα(Σ)
≤
ˆ 1
0
∥ d
dξ
P (x, v1 + ξw,∇v1 + ξ∇w)∥Cα(Σ) dξ
≤ Cδ∥w∥C1+s+α(Σ) +CΣ∥w∥C1+α(Σ) +CΣ,δ∥w∥C0(Σ).
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The inequality (5.6) then follows from the interpolation inequality in Lemma 2.1.
Step 2: (Existence and Uniqueness of the strong solution.)
We define X as the space of function u ∈ C(Σ × [0, T ]) such that u ∈X if
sup
0<t<T
∥u(⋅, t)∥C1+s+α(Σ) ≤ δ, sup
0<t<T
∥u(⋅, t)∥C0(Σ) ≤ ε, sup
0<t<T
∥∂tu(⋅, t)∥Cα(Σ) ≤ C
and h(x,0) = h0(x) for all x ∈ Σ. We choose δ > 0 so small that the results in Section 4 hold and
ε > 0 even smaller if necessary and assume that h0 satisfies (5.1). Finally C is a large constant
which we choose later.
We define a map L ∶ X → X such that for a given h ∈ X the value L[h] ∶= u is the solution of
the following linear equation with a forcing term
(5.7)
⎧⎪⎪⎨⎪⎪⎩
∂tu −∆
1+s
2 u = c2s(x)h(⋅, t) +P (x,h(⋅, t),∇h(⋅, t)) −HsΣ(x)
u(x,0) = h0.
Recall that by definition (2.5) L[u] = ∆ 1+s2 u + c2s(x)u. Therefore a fixed point of L ∶ X → X is a
strong solution of (5.2). By a strong solution we mean that h ∶ Σ×[0, T ]→ R is Lipschitz continuous
in time, C1+s+α-regular in space and satisfies the equation (5.2) for almost every t ∈ (0, T ].
Let us first show that L ∶ X → X is well defined, i.e., u defined by (5.7) belongs to X . By a
standard approximation argument we may assume that h0 and h ∈ X are smooth. By Theorem
2.2 the solution u is smooth and it holds
sup
0<t<T
∥u(⋅, t)∥C0(Σ) ≤ ∥h0∥C0(Σ) + T sup
0<t<T
(∥h(⋅, t)∥C0(Σ) + ∥P (x,h(⋅, t),∇h(⋅, t))∥C0(Σ) + ∥HsΣ∥C0(Σ)).
Since we assume sup0≤t<T ∥h(⋅, t)∥C1+s+α(Σ) ≤ δ and sup0≤t<T ∥h(⋅, t)∥C0(Σ) ≤ ε we have by (5.4) that
(5.8) ∥P (x,h(⋅, t),∇h(⋅, t))∥Cα(Σ) ≤ Cδ2 +Cδε
for every t ∈ (0, T ]. Therefore since ∥h0∥C0(Σ) ≤ ε/2 we find
sup
0<t<T
∥u(⋅, t)∥C0(Σ) ≤ ε
2
+ T (ε +Cδ2 +Cδε +C) < ε
when T is small. Hence we have the second condition in the definition of X .
In order to prove the first condition we recall that it holds
∥h(⋅, t)∥Cα(Σ) ≤ ∥h(⋅, t)∥αC1(Σ)∥h(⋅, t)∥1−αC0(Σ) ≤ Cε1−α
for every t ∈ (0, T ]. We use again Theorem 2.2, (5.8) and ∥h0∥C1+s+α(Σ) << δ and find
sup
0<t<T
∥u(⋅, t)∥C1+s+α(Σ)
≤ C∥h0∥C1+s+α(Σ) +C sup
0<t<T
(∥h(⋅, t)∥Cα(Σ) + ∥P (x,h(⋅, t),∇h(⋅, t))∥Cα(Σ) + T ∥HsΣ∥C1+s+α(Σ))
≤ δ
2
+Cε1−α +Cδ2 +Cδε +C∥HsΣ∥C1+s+α(Σ)T
(5.9)
where C is a uniform constant and Cδ depends on δ. By choosing first δ, then ε and finally T
small we find
sup
0<t<T
∥u(⋅, t)∥C1+s+α(Σ) < δ
and the first condition follows.
Finally the bound sup0≤t<T ∥∂tu(⋅, t)∥Cα(Σ) ≤ C follows from the equation (5.7) and from (5.4)
as
sup
0<t<T
∥L[u] + P (x,h(⋅, t),∇h(⋅, t))∥Cα(Σ)
≤ sup
0<t<T
C(∥u(⋅, t)∥C1+s+α(Σ) + ∥h(⋅, t)∥C1+s+α(Σ)) ≤ Cδ +Cδε.
Hence we conclude that L ∶ X →X is well defined.
24 VESA JULIN AND DOMENICO LA MANNA
Let us next show that L ∶ X →X is a contraction with respect to the following norm
∥u∥X ∶= sup
0<t<T
(∥u(⋅, t)∥C1+s+α(Σ) +Λ0∥u(⋅, t)∥C0(Σ)) ,
where Λ0 is a large constant which will be chosen later. Let us fix h1, h2 ∈X and denote u1 = L[h1]
and u2 = L[h2]. The function v = u2 − u1 is a solution of the equation
(5.10) ∂tv −∆
1+s
2 v = c2s(x)(h2 − h1) +P (x,h2,∇h2) −P (x,h1,∇h1)
with v(x,0) = 0 for all x ∈ Σ.
We denote w = h2 − h1 and use (5.6) for v1(x) = h1(x, t) and v2(x) = h2(x, t) to conclude that
∥P (x,h2(⋅, t),∇h2(⋅, t))−P (x,h1(⋅, t),∇h1(⋅, t))∥Cα(Σ)
≤ Cδ∥w(⋅, t)∥C1+s+α(Σ) +CΣ,δ∥w(⋅, t)∥C0(Σ).
Therefore the equation (5.10) and Theorem 2.2 yield
sup
0<t<T
∥v(⋅, t)∥C0(Σ) ≤ T sup
0≤t<T
(δ∥w(⋅, t)∥C1+s+α(Σ) +CΣ,δ∥w(⋅, t)∥C0(Σ)) .
and
sup
0<t<T
∥v(⋅, t)∥C1+s+α(Σ) ≤ C sup
0≤t<T
(δ∥w(⋅, t)∥C1+s+α(Σ) + ∥w(⋅, t)∥Cα(Σ) +CΣ,δ∥w(⋅, t)∥C0(Σ))
≤ C sup
0≤t<T
(δ∥w(⋅, t)∥C1+s+α(Σ) +CΣ,δ∥w(⋅, t)∥C0(Σ)) ,
where the last inequality follows from the interpolation inequality in Lemma 2.1. We choose
Λ0 ≥ δ−1CΣ,δ and T ≤ Λ−10 and have by the two above inequalities
sup
0<t<T
(∥v(⋅, t)∥C1+s+α(Σ) +Λ0∥v(⋅, t)∥Cα(Σ))
≤ Cδ sup
0<t<T
(∥w(⋅, t)∥C1+s+α(Σ) +Λ0∥w(⋅, t)∥Cα(Σ)).
In other words
∥u2 − u1∥X = ∥v∥X ≤ Cδ∥w∥X ≤ 1
2
∥h2 − h1∥X
when δ is small. Hence, L ∶ X → X is a contraction and by a standard fixed point argument we
conclude that the equation (3.12) has a unique strong solution in X .
Step 3: (Higher order regularity.)
We prove the last statement of the theorem, i.e., for every k ∈ N there is Λk such that
(5.11) sup
0<t<T
(tk!∥h(⋅, t)∥Ck+s+α(Σ)) ≤ Λk.
Since T < 1 we know by Step 2 that (5.11) holds for k = 0. We argue by induction and assume
that (5.11) holds for k ∈ N and prove that it holds also for k+1 with some large constant Λk+1 ≥ Λk.
To this aim we fix vector fields X1, . . . ,Xk ∈ T(Σ) with ∥Xi∥Ck+2(Σ) ≤ 1, i = 1, . . . , k, and define
the function space Yk+1 ⊂X such that u ∈ Yk+1 if u ∈X (defined in the beginning of Step 2) and
(5.12) sup
0<t<T
(tk!∥u(⋅, t)∥Ck+s+α(Σ)) ≤ Λk and sup
0<t<T
(t(k+1)!∥∇Xk⋯∇X1u(⋅, t)∥C1+s+α(Σ)) ≤ Λ˜k+1,
where Λk is the constant given by the induction assumption and Λ˜k+1 is a constant which we will
fix later. We note first that Yk+1 is non-empty since at least the solution of the heat equation
∂tu =∆u with u(x,0) = h0(x) on x ∈ Σ,
belongs to Yk+1 when Λ˜k+1 is chosen large enough.
Let L ∶ X → X be the map defined by (5.7). The goal is to show that for h ∈ Yk+1 it holds
u = L(h) ∈ Yk+1, i.e., L(Yk+1) ⊂ Yk+1. Therefore since the solution constructed in Step 2 is unique
in X we deduce that the solution belongs also to Yk+1. In other words the solution of (3.12)
satisfies
sup
0<t<T
(t(k+1)!∥∇Xk⋯∇X1h(⋅, t)∥C1+s+α(Σ)) ≤ Λ˜k+1.
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Therefore since T < 1, (2.4) and the fact that (5.11) holds for k imply
1
Ck
sup
0<t<T
(t(k+1)!∥h(⋅, t)∥Ck+1+s+α(Σ)) ≤ Λ˜k+1 +CkΛk
which proves (5.11). We need thus to prove that u satisfies the second inequality in (5.12).
Let u be the solution of (5.7) where h0 and h are smooth function such that h ∈ Yk+1, i.e., h
satisfies (5.12). We denote
uk ∶= ∇Xk⋯∇X1u and hk ∶= ∇Xk⋯∇X1h.
We claim that uk is a solution of the equation
(5.13) ∂tuk −∆
1+s
2 uk = Pk(x, t),
where the function Pk satisfies
(5.14) ∥Pk(⋅, t)∥Cα(Σ) ≤ Cδ∥hk(⋅, t)∥C1+s+α(Σ) +Ck,δ(1 + ∥u(⋅, t)∥Ck+s+α(Σ) + ∥h(⋅, t)∥kCk+s+α(Σ))
for all t ∈ (0, T ). Here Ck,δ is a constant which depends on k, δ and Σ, while C is a uniform
constant.
Indeed, we first note that since h is smooth then the equation (5.7) and Theorem 2.2 imply
that u is smooth. We may thus differentiate (5.7) and obtain by Proposition 4.9 that
(5.15) ∂tuk −∆
1+s
2 uk = ∇Xk⋯∇X1(c2s(x)h +P (x,h,∇h) −HsΣ(x)) + ∂ku(x, t),
where ∂k(u(x, t)) denotes a function which satisfies ∥∂ku(x, t)∥Cα(Σ) ≤ Ck∥u(⋅, t)∥Ck+s+α(Σ) for
every t ∈ (0, T ). Recall that the function P is defined in (5.3). We use Leibniz rule and Proposition
4.9 to deduce
∇Xk⋯∇X1P (x,h,∇h) =(∇Xk⋯∇X1Q(x,h,∇h))(L[h] +R1,h(x) +R2,h(x)h −HsΣ(x))
+ (1 +Q(x,h,∇h))(∇Xk⋯∇X1R1,h +∇Xk⋯∇X1(R2,h h))
+Q(x,h,∇h)L[hk] + fk(x, t),
(5.16)
where fk is a function which satisfies
∥fk(⋅, t)∥Cα(Σ) ≤Ck k−1∑
j=1
∥Q(x,h,∇h)∥Cj+α(Σ) ∥L[h] +R1,h +R2,h h −HsΣ∥Ck−j+α(Σ)
+Ck(1 + ∥h∥Ck+s+α(Σ)).
We have ∥Q(x,h,∇h)∥Cj+α(Σ) ≤ Cj(1 + ∥h∥jCj+1+α(Σ))
and Proposition 4.9 yields ∥L[h]∥Cj+α(Σ) ≤ Cj∥h∥Cj+1+s+α(Σ).
Moreover by Lemma 4.10 we have
∥R1,h∥Cj+α(Σ) + ∥R1,h∥Cj+α(Σ) ≤ Cj(1 + ∥h∥jCj+1+α(Σ)).
Therefore it holds
(5.17) ∥fk(⋅, t)∥Cα(Σ) ≤ Ck(1 + ∥h(⋅, t)∥kCk+α(Σ))
for all t ∈ (0, T ).
We use (2.1) to conclude that
∥∇Xk⋯∇X1Q(x,h(⋅, t),∇h(⋅, t))∥Cα(Σ) ≤ Ck(1 + ∥hk(⋅, t)∥C1+α(Σ) + ∥h(⋅, t)∥kCk+s+α(Σ))
for all t ∈ (0, T ). By the interpolation inequality in Lemma 2.1 and by Young’s inequality we have
∥∇Xk⋯∇X1Q(x,h(⋅, t),∇h(⋅, t))∥Cα(Σ) ≤ δ∥hk(⋅, t)∥C1+s+α(Σ) +Ck,δ(1 + ∥h(⋅, t)∥kCk+s+α(Σ)).
Recall that by (5.5) the assumption h ∈ X implies ∥νΣ∥C1+s+α(Σ)∥h(⋅, t)∥Cα(Σ) ≤ δ for every t ∈ (0, T )
when ε is small. Then Lemma 4.10 yields
∥∇Xk⋯∇X1R1,h(⋅,t)∥Cα(Σ) + ∥∇Xk⋯∇X1(R2,h(⋅,t)h(⋅, t))∥Cα(Σ)
≤ Cδ∥hk(⋅, t)∥C1+s+α(Σ) +Ck(1 + ∥h(⋅, t)∥kCk+s+α(Σ)).
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Finally, since Q(x,0,0) = 0 we have
∥Q(x,h(⋅, t),∇h(⋅, t))L[hk(⋅, t)]∥Cα(Σ) ≤ Cδ∥hk(⋅, t)∥C1+s+α(Σ).
The equation (5.13) and the estimate (5.14) then follows from the previous inequalities, from (5.15)
(5.16) and (5.17) and from
∥L[h] +R1,h(x) +R2,h(x)h −HsΣ(x)∥Cα(Σ) ≤ C.
The last inequality follows from the argument used in (5.4).
Let us then prove that u ∈ Yk+1. We define v(x, t) = t(k+1)!uk(x, t). Since uk is a solution of
(5.13) then v is a solution of
∂tv −∆
1+s
2 v = t(k+1)!Pk(x, t) + (k + 1)!t(k+1)!−1uk(x, t).
Theorem 2.2 and (5.14) imply (recall that T < 1)
sup
0<t<T
∥v(⋅, t)∥C1+s+α(Σ)
≤ C sup
0<t<T
(t(k+1)!∥Pk(⋅, t)∥Cα(Σ) + (k + 1)!tk!∥uk(⋅, t)∥Cα(Σ))
≤ sup
0<t<T
(Cδ t(k+1)!∥hk(⋅, t)∥C1+s+α(Σ) +Ck,δ(1 + tk!∥u(⋅, t)∥Ck+s+α(Σ) + t(k+1)!∥h(⋅, t)∥kCk+s+α(Σ)).
Recall that we assume sup0<t<T t
k!∥u(⋅, t)∥Ck+s+α(Σ) ≤ Λk and sup0<t<T tk!∥h(⋅, t)∥Ck+s+α(Σ) ≤ Λk. In
particular, the latter implies
sup
0<t<T
t(k+1)!∥h(⋅, t)∥kCk+s+α(Σ) ≤ sup
0<t<T
(tk!∥h(⋅, t)∥Ck+s+α(Σ))k ≤ Λkk.
Therefore we have
sup
0<t<T
∥v(⋅, t)∥C1+s+α(Σ) ≤ Cδ sup
0<t<T
t(k+1)!∥hk(⋅, t)∥C1+s+α(Σ) +Ck,δ(1 +Λk +Λkk).
Since we assume that the second inequality in (5.12) holds for hk = ∇Xk⋯∇X1h, the above in-
equality yields
sup
0<t<T
∥∇Xk⋯∇X1u(⋅, t)∥C1+s+α(Σ) ≤ CδΛ˜k+1 +Ck,δ(1 +Λk +Λkk).
Let us first choose δ such that Cδ ≤ 1
4
and then Λ˜k+1 = 4Ck,δ(1 +Λk +Λkk). This gives us
sup
0<t<T
∥∇Xk⋯∇X1u(⋅, t)∥C1+s+α(Σ) ≤ 12Λ˜k+1.
Therefore u satisfies the second inequality in (5.12) and we conclude that u ∈ Yk+1.

We conclude this section by showing how to modify the previous proof to obtain a result
analogous to Theorem 5.1 for the volume preserving fractional mean curvature flow (1.3). We use
the same parametrization as in Section 3 to describe the motion of E0 ∈ hδ(Σ) given by (1.3). If
E ∈ hδ(Σ) with ∂E = {x + h(x)ν(x) ∶ x ∈ Σ} then by (3.8) and by change of variables we have
−
 
∂E
HsE(x)dHnx = (
ˆ
Σ
JΦ(x)dHnx)
−1 (
ˆ
Σ
(L[h] −HsΣ +R1,h(x) +R2,h(x)h)JΦ(x)dHnx) ,
where JΦ denotes the tangential Jacobian of Φ(x) = x + h(x)ν(x). As we mentioned in Section 3
the tangential Jacobian can be written as JΦ(x) = 1+Q3(x,h,∇h), where Q3 is a smooth function
such that Q3(x,0,0) = 0 for all x ∈ Σ. Recall that L[h] is defined in (2.5) and notice that for
h ∈ C1+s+α(Σ) it holds ˆ
Σ
∆
1+s
2 h(x)dHnx = 0.
Let us then define the number
(5.18) R¯3,u ∶=
´
Σ
( − c2s(x)u(x) +HsΣ(x) −R1,u(x) −R2,u(x)u(x))(1 +Q3(x,u,∇u))dHnx´
Σ
1 +Q3(x,u,∇u)dHnx .
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That is R¯3,u = H¯sE .
We obtain immediately the following result which is analogous to Proposition 3.2.
Proposition 5.2. Assume that E0 ∈ hδ(Σ) for δ small. There exists a flow (Et)t∈(0,T ] with
Et ∈ hδ(Σ), for all t ∈ (0, T ], starting from E0 which is a solution of (1.3) if and only if there
exists a classical solution h ∈ C(Σ × [0, T ]) ∩C1(0, T ;C∞(Σ)) of
(5.19)
⎧⎪⎪⎨⎪⎪⎩
∂th = L[h] + P˜ (x,h,∇h) −HsΣ(x) on Σ × (0, T ]
h(x,0) = h0(x) for x ∈ Σ.
Here P˜ is defined for a generic function u ∈ C∞(Σ) as
P˜ (x,u,∇u) = P (x,u,∇u) + (1 +Q(x,u,∇u))R¯3,u,
where P (x,u,∇u) is given by (5.3), R¯3,u is defined in (5.18) and Q is a smooth function such that
Q(x,0,0) = 0 for all x ∈ Σ.
Arguing as with (5.4) we deduce that if u is such that ∥u∥C1+s+α(Σ) ≤ δ and ∥u∥C0(Σ) ≤ ε with ε
small enough it holds ∥R¯3,u∥Cα(Σ) = ∣R¯3,u∣ ≤ Cδ2 +Cδε + ∣H¯sΣ∣.
Similarly, we argue as with (5.6) and obtain for v1, v2 with ∥vi∥C1+s+α(Σ) ≤ δ and ∥vi∥Cα(Σ) ≤ ε ,
i = 1,2, that
∥R¯3,v2 − R¯3,v1∥Cα(Σ) ≤ Cδ∥v2 − v1∥C1+s+α(Σ) +CΣ,δ∥v2 − v1∥C0(Σ).
Therefore we obtain by (5.4) that
(5.20) ∥P˜(x,u,∇u)∥Cα(Σ) ≤ Cδ2 +Cδ∥u∥C0(Σ) + ∣H¯sΣ∣
and by (5.6) that
(5.21) ∥P˜ (x, v2,∇v2) − P˜ (x, v1,∇v1)∥Cα(Σ) ≤ Cδ∥v2 − v1∥C1+s+α(Σ) +CΣ,δ∥v2 − v1∥C0(Σ).
We may thus use the argument in Step 2 in the proof of Theorem 5.1 to obtain the unique strong
solution of (5.19). The smoothness of the strong solution follows immediately from Step 3 since
R¯3,h(⋅,t) does not depend on x. We have thus the following result.
Theorem 5.3. Let α > 0. Assume Σ ⊂ Rn+1 is a smooth compact hypersurface and h0 ∶ Σ → R is
such that (5.1) holds. For δ and ε small enough, there is T ∈ (0,1), depending on δ and ε, such
that (5.19) has a unique smooth solution h ∈ C(Σ× [0, T ])∩C1(0, T ;C∞(Σ)). Moreover, for every
k ∈ N there is a constant Λk such that
sup
0<t<T
(tk!∥h(⋅, t)∥Ck(Σ)) ≤ Λk.
Thereom 5.3 together with Proposition 5.2 proves the main theorem for the volume preserving
flow (1.3).
Appendix A.
Here we give the proof of Theorem 2.2. We first recall the result in the case Σ = Rn and then
use a perturbation argument to prove it for a compact and smooth hypersurface. The following
result can be found in [27].
Theorem A.1. Assume that f ∶ Rn × [0, T ]→ R is smooth and ∣f(x, t)∣ ≤ C(1 + ∣x∣)−n−1−s for all
t ∈ [0, T ] and x ∈ Rn. Assume that u with suppu(⋅, t) ⊂ B1 for all t ∈ [0, T ] is the solution of⎧⎪⎪⎨⎪⎪⎩
∂tu =∆ s+12 u + f(x, t) in Rn × (0, T ]
u(x,0) = 0.
Then it holds
sup
0<t<T
∥u(⋅, t)∥C1+s+α(Rn) ≤ C sup
0<t<T
∥f(⋅, t)∥Cα(Rn).
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Proof of Theorem 2.2. The existence and uniqueness of the weak solution follows from Galerkin’s
method and the smoothness follows by differentiating the equation with respect to time. Since the
argument is standard we omit it and simply refer to [15].
Let us first prove the second inequality. It is clear that may assume g = 0. We write u = v +w
where⎧⎪⎪⎨⎪⎪⎩
∂tv =∆ s+12 v on Σ × (0, T ]
v(x,0) = u0(x) and
⎧⎪⎪⎨⎪⎪⎩
∂tw =∆ s+12 w + f(x, t) on Σ × (0, T ]
w(x,0) = 0.
By maximum principle it holds ∣v(x, t)∣ ≤ ∣u0(x)∣ for all (x, t) ∈ Σ × (0, T ]. Let us then prove
w(x, t) ≤ T sup
x∈Σ,t∈(0,T ]
∣f(x, t)∣ for all (x, t) ∈ Σ × (0, T ].
To this aim define w˜(x, t) = tε−1w(x, t) for ε > 0. Then w˜ is continuous on Σ × [0, T ], w˜(x,0) = 0
and assume it attains its maximum at (xˆ, tˆ) ∈ Σ × (0, T ]. By maximum principle it holds
0 ≤ ∂tw˜(xˆ, tˆ) = tε−1∂tw(xˆ, tˆ) − (1 − ε)tˆε−2w(xˆ, tˆ)
and
0 ≥∆ 1+s2 w˜(xˆ, tˆ) = tε−1∆ 1+s2 w(xˆ, tˆ).
Then the equation for w implies
tˆε−2w(xˆ, tˆ) ≤ tˆε−1∣f(xˆ, tˆ)∣
1 − ε
.
Therefore, because (xˆ, tˆ) is the maximum point, it holds for all (x, t) ∈ Σ × (0, T ]
tε−1w(x, t) ≤ tˆε−1w(xˆ, tˆ) ≤ T ε
1 − ε
sup
x∈Σ,t∈(0,T ]
∣f(x, t)∣.
The estimate follows by letting ε → 0. By repeating the argument for −w we obtain the second
inequality in Theorem 2.2.
Let us prove the first inequality in Theorem 2.2. We may assume that g = u0 = 0, since the
general case follows by considering the function v(x, t) = u(x, t) − tg(x) − u0.
Let us fix x0 ∈ Σ and without loss of generality we may assume that x0 = 0 and ν(0) = en+1.
Since Σ is smooth and uniformly C1,1-regular we may write it locally as a graph of a smooth
function, i.e., there exists a smooth function φ ∶ B2r ⊂ Rn → R such that
Σ ∩Cr = {(x′, xn+1) ∈ Rn+1 ∶ xn+1 = φ(x′)},
where Cr denotes the cylinder
Cr = {x = (x′, xn+1) ∈ Rn+1 ∶ ∣x′∣ < r, ∣xn+1∣ < r}.
Note that the assumption x0 = 0 and ν(0) = 0 implies φ(0) = 0, Dφ(0) = 0 and
(A.1) ∥φ∥C1+s+α(Br) < Cr1−s−α.
Let ζ ∶ R+ → R be a smooth cut-off function such that ζ(ρ) = 1 for ρ ∈ [0, r/2] and ζ(ρ) = 0 for
ρ ≥ r.
Let us denote Σr = Σ ∩Cr . The above notation in mind we may write the equation in (2.6) as
∂tu(x, t) = 2
ˆ
Σ
ζ(∣yn+1∣)ζ(∣y′∣)u(y, t) − u(x, t)∣y − x∣n+1+s dHny
+ 2
ˆ
Σ
(1 − ζ(∣yn+1∣)ζ(∣y′∣)) u(y, t)− u(x, t)∣y − x∣n+1+s dHny + f(x, t)
= 2
ˆ
Σr
ζ(∣y′∣)u(y, t) − u(x, t)∣y − x∣n+s dHny +G1(x, t) + f(x, t),
(A.2)
where
G1(x, t) = 2
ˆ
Σ
(1 − ζ(∣yn+1∣)ζ(∣y′∣)) u(y, t)− u(x, t)∣y − x∣n+1+s dHny .
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Since the function 1 − ζ(∣yn+1∣)ζ(∣y′∣) vanishes on Σ ∩ Cr/2 the above intergal is non-singular on
Σ ∩Cr/2 and we have
(A.3) sup
0<t<T
∣∣ζ(4∣x′∣)G1(x, t)∣∣Cα(Σ) ≤ C sup
0<t<T
∣∣u(⋅, t)∣∣Cα(Σ).
We may write every x ∈ Σr as x = (x′, φ(x′)), where x′ ∈ Br ⊂ Rn. We denote, by slight abuse
of notations, u(x′, φ(x′), t) = u(x′, t) and similarly G1(x′, t), f(x′, t) and g(x′) for every point
x = (x′, φ(x′)) in Σr. By change of variables we haveˆ
Σr
ζ(∣y′∣)u(y, t) − u(x, t)∣y − x∣n+s dHny =
ˆ
Br
ζ(∣y′∣) u(y′, t) − u(x′, t)(∣x′ − y′∣2 + (φ(y′) − φ(x′))2)n+1+s2
√
1 + ∣Dφ(y′)∣2 dy′.
We define Q(z) ∶=√1 + ∣z∣2 − 1 and
Kφ(y′, x′) ∶= 1(∣x′ − y′∣2 + (φ(y′) − φ(x′))2)n+1+s2 .
Note that Q is a smooth function with Q(0) = 0 and Kφ(y′, x′) agrees with (3.7) when we choose
Σ = Rn × {0} ≃ Rn and u = φ. Note also that by (A.1) φ satisfies
(A.4) ∥φ∥C1+s+α(Br) < δ
when r is small enough. Using this notation we may writeˆ
Σr
ζ(∣y′∣)u(y, t) − u(x, t)∣y − x∣n+s dHny =
ˆ
Br
ζ(∣y′∣)(u(y′, t) − u(x′, t))(1 +Q(Dφ(y′)))Kφ(y′, x′)dy′.
Let us define w(x′, t) = ζ(4∣x′∣)u(x′, t), extend φ to Rn such that (A.4) holds in Rn. This
extends u(x′, t) = u(x′, φ(x′), t) also to Rn. Then we have by (A.2) and by the above calculations
∂tw(x′, t) = 2
ˆ
Br
ζ(4∣x′∣)ζ(∣y′∣)(u(y′, t) − u(x′, t))(1 +Q(Dφ(y′)))Kφ(y′, x′)dy′
+ ζ(4∣x′∣)(G1(x′, t) + f(x′, t))
= 2
ˆ
Rn
ζ(4∣x′∣)ζ(∣y′∣)(u(y′, t) − u(x′, t))(1 +Q(Dφ(y′)))Kφ(y′, x′)dy′
+ ζ(4∣x′∣)(G1(x′, t) + f(x′, t)).
(A.5)
We write
ζ(4∣x′∣)ζ(∣y′∣)(u(y′, t) − u(x′, t))
= (w(y′, t) −w(x′, t))ζ(∣y′∣) − (ζ(4∣y′∣) − ζ(4∣x′∣))ζ(∣y′∣)u(y′, t)
= (w(y′, t) −w(x′, t)) − (1 − ζ(∣y′∣)(w(y′, t) −w(x′, t))
− (ζ(4∣y′∣) − ζ(4∣x′∣))ζ(∣y′∣)u(y′, t).
(A.6)
We recall that Q(0) = 0 and write
(A.7) (1 +Q(Dφ(y′)))Kφ(y′, x′) − 1∣y′ − x′∣n+1+s =
ˆ 1
0
d
dξ
((1 +Q(ξDφ(y′)))Kξφ(y′, x′))dξ.
By combining (A.5), (A.6) and (A.7) we obtain
(A.8)
⎧⎪⎪⎨⎪⎪⎩
∂tw(x′, t) =∆ s+12 w(x′, t) +F (x′, t) −G2(x, t) −G3(x, t) + ζ(4∣x′∣)(G1(x′, t) + f(x′, t))
w(x′,0) = 0,
where
F (x′, t) = 2ˆ 1
0
ˆ
Rn
(w(y′, t) −w(x′, t)) d
dξ
((1 +Q(ξDφ(y′)))Kξφ(y′, x′))dy′dξ,
G2(x, t) = 2
ˆ
Rn
(1 − ζ(∣y′∣))(w(y′, t) −w(x′, t))(1 +Q(Dφ(y′)))Kφ(y′, x′)dy′
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and
G3(x, t) = 2
ˆ
Rn
(ζ(4∣y′∣) − ζ(4∣x′∣))ζ(∣y′∣)u(y′, t)(1 +Q(Dφ(y′)))Kφ(y′, x′)dy′.
We need to estimate the Cα-norms of F , G2 and G3. Note first that trivially ∥w(⋅, t)∥Cγ(Rn) ≤
Cγ∥u(⋅, t)∥Cγ(Σ) for all γ ∈ (0,1). Since (1− ζ(∣y′∣)) vanishes for ∣y′∣ ≤ r/2 and w(y′, t) vanishes for∣y′∣ ≥ r/4 we have, similarly as with (A.3), that
(A.9) sup
0<t<T
∣∣G2(⋅, t)∣∣Cα(Rn) ≤ C sup
0<t<T
∣∣u(⋅, t)∣∣Cα(Σ).
Next we recall that by Remark 4.6 and by (A.4), Lemma 4.4 and Lemma 4.5 hold also for Σ = Rn
and Kφ. Hence, we conclude by Lemma 4.4 that
(A.10) sup
0<t<T
∣∣G3(⋅, t)∣∣Cα(Rn) ≤ C sup
0<t<T
∣∣u(⋅, t)∣∣Cs+α(Σ).
Similarly we observe that the term F is of type (4.12) with v = w(⋅, t) and u = φ. Therefore (4.13)
yields
(A.11) ∣∣F (⋅, t)∣∣Cα(Rn) ≤ Cδ∣∣w(⋅, t)∣∣C1+s+α(Rn)
for every t ∈ (0, T ).
We conclude by (A.3), (A.8), (A.9), (A.10), (A.11) and by Theorem A.1 that
sup
0<t<T
∥w(⋅, t)∥C1+s+α(Rn) ≤ Cδ sup
0<t<T
∣∣w(⋅, t)∣∣C1+s+α(Rn) +C sup
0<t<T
(∣∣f(⋅, t)∣∣Cα(Σ) + ∣∣u(⋅, t)∣∣Cs+α(Σ)).
When δ is small we have
sup
0<t<T
∥w(⋅, t)∥C1+s+α(Rn) ≤ C sup
0<t<T
(∣∣f(⋅, t)∣∣Cα(Σ) + ∣∣u(⋅, t)∣∣Cs+α(Σ)).
Note that ∥u(⋅, t)∥C1+s+α(Σ∩Cr/8) ≤ C∥w(⋅, t)∥C1+s+α(Rn) for every t ∈ (0, T ). Therefore since Σ is
compact we obtain by standard covering argument
(A.12) sup
0<t<T
∥u(⋅, t)∥C1+s+α(Σ) ≤ C sup
0<t<T
(∣∣f(⋅, t)∣∣Cα(Σ) + ∣∣u(⋅, t)∣∣Cs+α(Σ)).
By the interpolation inequality in Lemma 2.1 and by the second inequality in Theorem 2.2 (recall
that u0 = g = 0) we have for all t ∈ (0, T )
∣∣u(⋅, t)∣∣Cs+α(Σ) ≤ δ∥u(⋅, t)∥C1+s+α(Σ) +Cδ∥u(⋅, t)∥C0(Σ)
≤ δ∥u(⋅, t)∥C1+s+α(Σ) +CδT sup
0<t<T
∣∣f(⋅, t)∣∣C0(Σ).
The claim then follows from (A.12) by choosing δ small. 
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