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Free energy is energy that is available to do work. Maximizing the free
energy gain and the gain in work that can be extracted from a system is im-
portant for a wide variety of physical and technological processes, from energy
harvesting processes such as photosynthesis to energy storage systems such as
fuels and batteries. This paper extends recent results from non-equilibrium
thermodynamics [1-20] and quantum resource theory [21-24] to derive closed-
form solutions for the maximum possible gain in free energy and extractable
work that can be obtained by varying the initial states of classical and quantum
stochastic processes. Simple formulae allow the comparison the free energy in-
crease for the optimal procedure with that for a sub-optimal procedure. The
problem of finding the optimal free-energy harvesting procedure is shown to
be convex and solvable via gradient descent.
Consider a green plant: when the sun rises in the morning, the plant begins to perform
photosynthesis and to harvest energy. When the sun sets in the evening the plant stops
photosynthesizing. Free energy is energy that is available to do work: it is energy that
is unencumbered by entropy, and so is ‘free.’ A plant that has managed to harvest more
energy during the course of the day, and to increase its free energy by a larger amount
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come evening, will in general have an evolutionary advantage over a plant that attains a
smaller increase in free energy. Given a physical system that obeys a particular dynam-
ics of interaction with its surroundings, described by a classical or quantum-mechanical
stochastic process, the goal of this paper is to identify the initial probability distribution
over the states of the system that leads to the maximum increase in the system’s free
energy during that process, and to compare the optimal increase in free energy with the
increase when the process begins in a sub-optimal state. We include possible constraints
on energy, volume, particle number, etc. We show that the problem of finding the optimal
initial state for increasing the available free energy and extractable work is convex and can
be solved, e.g., by gradient descent: a species in which successive generations get better
and better at harvesting free energy is headed for the global optimum.
The last few decades have seen a revolution in non-equilibrium statistical mechanics
[1-20], with the realization that many thermodynamic processes are governed by exact
and unexpected relations such as the Jarzynski equality [1] and the Crooks fluctuation
theorem [2]. A recent example of such a result is the the Kolchinsky-Wolpert theorem [11],
which governs the amount of work dissipated in a stochastic process. It provides a simple
formula that allows the comparison between the minimum amount of work that could be
dissipated, and the amount actually dissipated, as a function of the initial distribution of
states for the process. This paper extends the proof of the Kolchinsky-Wolpert theorem
to the problem of free energy increase, and to the closely related problem of maximizing
the amount of work that can be extracted from a physical system. We compare the
free energy and extractable work available to a system at the beginning of a classical or
quantum stochastic process, with the amount available at the end of the process. We derive
formulae for the maximum increase in free energy increase and extractable work that can
be obtained by varying the system’s initial probability distribution/quantum state. Our
results hold hold when temperature, pressure, etc., vary over the process, and support
constraints on energy, volume, etc. In contrast with the resource theory of quantum
thermodynamics [21-23], which typically looks at how much work can be extracted from
states, we focus on how much work can be extracted from stochastic processes. As noted
above, maximum free energy increase/extractable work is important, for example, for
photosynthetic organisms who must harvest energy from the sun at different temperatures
2
and different environmental conditions throughout the day.
Free energy
Free energy measures the amount of energy available in a system to do work when
it can exchange energy with an environment at temperature τ [12-24]. Variants of free
energy are obtained by considering the cases where the system can exchange other glob-
ally conserved quantities with the environment: for example the system could exchange
volume (e.g., via a piston) with an environment at pressure p, exchange charge with an en-
vironment at voltage V , or exchange molecules with an environment at chemical potential
µ, etc. The conserved quantities exchanged with the environment are sometimes called
collective variables, and their corresponding potentials (temperature, pressure, etc.), are
called generalized conjugate forces [18]. For simplicity of exposition, we first consider just
the case of energy and temperature.
The non-equilibrium free energy [13-15] of a system described by a probability distri-
bution p(x), relative to an environment at temperature τ , is
F (p) = 〈E〉 − τS =
∑
x
p(x)E(x)− τ
(
−
∑
x
p(x) ln p(x)
)
, (1)
where 〈E〉 is the average energy of the system, S is its entropy, and τ is the temperature.
We set Boltzmann’s constant kB = 1. The non-equilibrium free energy is related to the
maximum amount of work W ex that can be extracted from the system by turning on,
controlling, and then turning off an interaction with an environment at temperature τ :
W ex = F (p) − Fth(pth), where Fth(pth) = 〈Eth〉 − τSth is the free energy of the thermal
state of the system at temperature τ , characterized by probabilities that obey a Boltzmann-
Gibbs distribution, pth(x) ∝ e
−E(x)/τ . A useful expression for the extractable work is
W ex = F (p)− Fth(pth) = τD(p‖pth), (2)
where D(p‖pth) = −
∑
x p(x) ln
(
pth(x)/p(x)
)
is the Kullback-Leibler divergence, also
known as the relative entropy. This amount of work can be extracted, for example, by
performing a ‘quench’ – a rapid change in the initial energies E(x) → Eˆ(x) = −τ log(px)
– followed by a slow isothermal deformation of the energies Eˆ(x) back to their final values
E(x) [13-15]. As the example of photosynthesis shows, extractable work is a useful and
important quantity: it represents a system’s energetic ‘cash on hand.’
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Free energy increase
Now look at how free energy and extractable work increase over the course of a
stochastic process. We assume that the dynamics of the stochastic process itself is fixed:
our goal is to maximize free energy increase over all possible initial probability distributions
for the system. We begin by deriving a simple criterion for when it is possible to increase
free energy at all.
Consider a stochastic process defined by conditional probabilities p(x1|x0) for output
states x1 given input state x0. In the supplementary material we consider quantum-
mechanical processes as well: all our results hold equally for classical and for quan-
tum stochastic processes. The system has the initial probability distribution p0(x0),
and final distribution p1(x1) =
∑
x0
p(x1|x0)p0(x0). We want to compare the free en-
ergy/extractable work available at the beginning of the process, with the same quantity
after the process has taken place. Note that we are not looking at the amount of work
actually extracted in the course the process: instead we consider the amount of work avail-
able if we were to extract it at the start of the process, and compare it with the amount
available if we were to extract it at the end of the process. We allow the final energy
function E1(x) and temperature τ1 at the end of the process to be different from the initial
energy function E0(x) and temperature τ0: free energies and extractable work are defined
relative to E0, τ0, p0 at the beginning of the process, and E1, τ1, p1 at the end of the
process.
First, consider processes that take an initial thermal distribution to a final thermal
distribution, possibly at a different temperature (generalized Gibbs-preserving processes):
pth0 → p
th
1 . The change in extractable work over the process is equal to
∆W ex = τ1D(p1‖p
th
1 )− τ0D(p0‖p
th
0 ). (3)
When τ1 ≤ τ0, we immediately have ∆W
ex ≤ 0, because the relative entropy is non-
increasing under stochastic processes (the data processing inequality for the K-L diver-
gence). That is, if the process is Gibbs preserving, and the final temperature is less than
or equal to the initial temperature, then the amount of extractable work can’t increase, no
matter how one prepares the system initially.
By contrast, suppose that the process is not Gibbs preserving: pth0 → p1 6= p
th
1 . Now
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if we prepare the system in a thermal state, the extractable work increases:
W ex1 −W
ex
0 = τ1D(p1‖p
th
1 )− τ0D(p
th
0 ‖p
th
0 ) = τ1D(p1‖pth) > 0. (4)
Note that equation (4) holds for any value of τ1, independent of whether it is less than or
greater than τ0. Combining equations (3-4) implies
Theorem 1:
(1a) A stochastic process allows an increase in extractable work if it is not Gibbs-preserving:
i.e., it fails to map an initial thermal state to a final thermal state.
(1b) A Gibbs-preserving stochastic process allows an increase in extractable work only if
the final temperature is higher than the initial temperature.
That is, any process that does not preserve thermal equilibrium allows the harvesting of
free energy. As long as the process doesn’t map thermal states to thermal states, there
is free energy to be gained. Conversely, processes that preserve thermal equilibrium can’t
be used to harvest free energy if the temperature does not increase over the course of the
process.
Maximizing free energy increase
We now derive a formula for the maximum possible gain in free energy/extractable
work. Fix the stochastic process p(x1|x0) and look for the initial distribution q0(x0) that
maximizes the free energy increase ∆F (q) = F1(q1) − F0(q0), where the energy function
E1(x1) at time t1 need not be the same as the energy function E0(x0) at time t0. Define
a Lagrangian
L = F (q1)− F (q0)− λ
(∑
x0
q0(x0)− 1
)
, (5)
where λ is a Lagrange multiplier to enforce the normalization constraint. The Lagrange
equation ∂L/∂q0(x0) = 0 then implies
∑
x1
p(x1|x0)
(
E1(x1) + τ ln q1(x1)
)
−
(
E0(x0) + τ ln q0(x0)
)
− λ = 0. (6)
Here, we require that q0 has full support, i.e., it lies in the interior of the set of possible
initial distributions. Extending an argument from [1], however, we can show that optimal
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solutions do indeed have full support under a wide range of circumstances: a sufficient
condition for the initial distribution that maximizes the free energy gain to have full support
is for the conditional probabilities p(x1|x0) to be non-zero. If a solution to equation (6)
has full support then it gives the maximum free energy gain and the maximum gain in
extractable work, as will now be seen.
A solution that maximizes free energy gain also maximizes the gain in extractable
work because these two quantities differ by a constant, the difference in equilibrium free
energy between the beginning and end of the process. So maximizing the free energy gain
also maximizes the gain in extractable work. Compare the maximum free energy gain with
the free energy gain for a different initial distribution r0(x0). Multiplying equation (6) by
r0(x0)− q0(x0), and summing over x0 yields
∑
x0
(r0(x0)− q0(x0))
∂L
∂q0(x0)
= 0. (7)
Writing equation (7) out explicitly yields
∆F (q) = ∆E(r) + τ
(
−
∑
x0
r0(x0) ln q0(x0) +
∑
x1
r1(x1) ln q1(x1)
)
. (8)
Equation (8) allows us to compare the free energy increase when the initial distribution
is some other, sub-optimal r0(x0) to the maximum free energy increase. Subtracting ∆F (r)
from equation (8) immediately implies
Theorem 2:
∆F (q)−∆F (r) = τ
(
D(r0‖q0)−D(r1‖q1)
)
. (9)
Since stochastic processes do not increase the relative entropy (data processing), the right-
hand side is non-negative, confirming that any solution q0 to the Lagrange equations (6)
does indeed give the maximum free energy increase, as long as that optimal solution has
full support. Below, we will see that the right-hand side of equation (9) is convex as a
function of r0, so that there is in fact either a unique maximum, or a single, connected
manifold of maxima.
Note that while the left-hand side of equation (9) is about the change of free en-
ergy during a stochastic process, the right-hand side of this equality consists purely of
information-theoretic quantities, multiplied by the temperature. The change in the relative
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entropy can be understood as the loss of distinguishability during the stochastic process: it
does not explicitly depend on the system Hamiltonian. Indeed, the formula for extractable
work, equation (2), is a simple example of a relation between information-theoretic and
physical quantities. Such relations have been found very useful in the resource theory of
thermodynamics [20-23]. In fact, equation (2) can be thought as a special case of theorem
2, in which the stochastic process is a thermalizing process, i.e. a process that maps any
input state to the thermal state. Theorem 2 gives a relation between information-theoretic
and physical quantities that holds for any stochastic process.
Theorem 2 gives a simple formula for the lost increase in free energy that comes from
preparing the system in the ‘wrong’ initial distribution: the lost free energy is given by
comparing the relative entropy between the ‘wrong’ and ‘right’ (i.e., optimal) distributions
at the beginning of the process with the the same relative entropy at the end of the
process. This relative entropy is multiplied by the temperature τ . It is important to note
that the stochastic process itself need not take place by interaction with an environment
at temperature τ : rather τ is the temperature of the environment with which the system
is going to ‘cash in’ in its free energy by interacting with that environment at some time
in the future.
Consider a system such as a photosynthetic organism that undergoes the same stochas-
tic process many times – day after day. Each time it has the opportunity to vary its initial
state r to try to improve the amount of free energy increase. In the supplementary material,
we prove
Theorem 3: D(r0‖q0)−D(r1‖q1) is convex as a function of r0.
That is, the problem of trying to maximize free energy increase is a problem in convex
optimization, and so is in general tractable: there are no local optima to the problem
of maximizing free energy increase, and the maximum can be found by gradient descent.
A plant that improves its initial conditions for energy harvesting during the day is by
definition, going in the right direction.
Optimal increase of generalized free energies, together with constraints
Theorem 2 can be readily extended to include generalized free energies, including
constraints on inputs and outputs [16-23]. Look at the generalized non-equilibrium free
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energy (sometimes called a thermodynamic potential)
G =
∑
j
βj
∑
x
r(x)bj(x) + τ
∑
x
r(x) ln r(x) ≡ +~β · 〈 ~B〉 − τS. (10)
Here S is the entropy, τ is the temperature, the bj(x) are the possible values of the collective
variables Bj, and βj are the corresponding generalized conjugate forces. For example, take
B0 to be the energy, with β0 = 1; then B1 could be volume, with β1 equal to the pressure,
B2 could be charge, with β2 equal to voltage, B3 could be particle number, with β3 equal
to chemical potential, etc.
The method of Lagrange multipliers can now be used to find the initial distribution
q0 that maximizes the generalized free energy increase ∆G = G1 − G0, and so also the
extractable work ∆G − ∆Gth, where ∆Gth is the change in the equilibrium free energy
from beginning to end of the process, subject to constraints on the expectation values
for observables C0k and C
1
k at the beginning and the end of the process. By allowing the
temperature and potentials to vary from the beginning to end of the the process, we allow
the comparison of the case where one ‘cashes in’ one’s free energy at the beginning of the
process, at temperature τ0 and relative to collective variables and potentials B
0
j , β
0
j , with
the case where one cashes in one’s free energy at the end of the process, at temperature τ1
and relative to collective variables and potentials B1j , β
1
j . As shown in the supplementary
material, comparing the generalized free energy increase for another initial distribution r0
with the maximum free energy increase then yields
Theorem 4:
∆G(q0)−∆G(r0) = τ0D(r0‖q0)− τ1D(r1‖q1). (11)
∆G(q0) −∆G(r0) is also the difference between the maximum extractable work, and the
extractable work obtained by preparing the system in the sub-optimal initial distribution
r0. As above, the extractable work differs from the non-equilibrium free energy by a term
equal to the thermal free energy Gth: but the ∆Gth terms are the same for q0 and r0 and
so cancel out in equation (11).
Theorem 4 provides an expression for the maximum free energy increase in a broad
range of situations, e.g., when the initial and final temperatures are different, or when
constraints are applied to the initial and/or final states.
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Note that when the temperature at the end of the process is less than or equal to
the temperature at the beginning, τ1 ≤ τ0, then the right hand side of equation (11) is
always non-negative by the data processing inequality. In this case, any solution to the
Lagrange equations is guaranteed to give the maximum free energy increase. The proof
of theorem 3 shows that the right hand side of equation is convex and so guarantees that
the set of solutions forms a connected manfold. For example, theorem 4 can be applied to
the situation when photosynthesis begins during the hot day and ends in the cool evening.
The formula for free energy, F = E−τS, shows that one can always harvest more work by
interacting with an environment at lower temperature: the cool evening is a better time
to cash in one’s free energy than the hot day. If τ1 > τ0, any solution to the Lagrange
equations still gives the maximum free energy increase as long as the maximum does not
occur on the boundary of the solution space.
We show in the supplementary material that theorems 1-4 hold for quantum mechan-
ical systems evolving according to completely positive maps.
Discussion: This paper discussed the creation of free energy by stochastic and quantum
mechanical processes. We showed that a wide variety of stochastic processes support
increase in free energy and in extractable work if and only if it they fail to map thermal
states to thermal states. We then derived formulae for the maximum increase in free
energy and extractable work allowed by a physical process, and for the difference in free
energy increase between the optimal initial state preparation and sub-optimal preparation.
This difference is determined by the difference in Kullback-Leibler divergence between the
initial and final probability distributions. For macrosopic systems, the deficit in free energy
harvested by a sub-optimal system preparation may itself be a macroscopic quantity. For
a living system that requires free energy to survive and to reproduce, there is considerable
evolutionary pressure to increase the amount of free energy harvested. The convexity of the
increase in Kullback-Liebler divergence means that finding the optimal initial distribution
for harvesting free energy is a problem in convex optimization: there are no local optima,
and the problem of finding the global optimum can be solved using, e.g., gradient descent.
For example, a species where each generation does slightly better at harvesting free energy
will eventually approach the global maximum rate.
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Supplementary material
Proof of theorem 3: change in free energy is convex
Take τ = 1 and consider the function ∆F (r0) = D(r0‖q0)−D(r1‖q1). We show that
∆F is convex as a function of r0. Consider conditional probabilities s(x0|c), c = 0, 1 with
s(x0) =
∑
c p(c)s(x0|c). We want to show that
p(0)∆F
(
s(x0|c = 0)
)
+ p(1)∆F
(
s(x0|c = 1)
)
−∆F
(
s(x0)
)
≥ 0. (S1)
Rewriting equation (S1) in terms of entropies, we see that the terms dependent on q0,q1
drop out, so that our goal is to show that
−S(X0|C) + S(X0)− S(X1) + S(X1|C) ≥ 0, (S2)
where S(X0|C) is the conditional entropy of X0 given C, similarly for S(X1|C). But
S(X) − S(X |C) is the mutual information between X and C, and the data processing
inequality for mutual information – mutual information does not increase under stochastic
processes applied to the systems X and C separately – implies the desired result.
When τ0 ≥ τ1, the same proof implies the convexity of ∆F (r0) = τ0D(r0‖q0) −
τ1D(r1‖q1).
Proof of theorem 4: generalized free energy increase
Consider a stochastic process as in the text. Look at the generalized free energy
G = τ
∑
x
p(x) ln p(x) +
∑
j
βj
∑
x
p(x)bj(x) ≡ −τS + ~β · ~B. (S3)
Here S is the entropy, the bj(x) are the possible values of observables Bj , and βj is a
generalized temperature.
Let
G0 = −τ0S0 + ~β0 · ~B0 (S4)
be the value of the generalized free energy at the beginning of the process, defined relative to
the initial probability distribution r0(x0), the inverse ‘temperatures’ β
0
j , and the quantities,
B0j . Similarly, let
G1 = −τ1S1 + ~β1 · ~B1 (S5)
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be the quantity at the end of the process, defined relative to the final probability distri-
bution r1(x1), the ‘temperatures’ β
1
j , and the quantities, B
1
j . As noted, we do not require
that the initial temperatures and the quantities B with which they are associated are the
same as the final temperatures and quantities. For example, B00 , τ0 could be the Hamilto-
nian and temperature for the system at the beginning of the process, and B10 , τ1 could be
a different Hamiltonian and inverse temperature at the end of the process.
Now use the method of Lagrange multipliers to extremize the generalized free energy
increase ∆G = G1−G0 subject to constraints
∑
x0
p(x0)c
0
k(x0) = c¯
0
k,
∑
x1
p(x1)c
1
k(x1) = c¯
1
k
on the expectation values for observables C0k and C
1
k at the beginning and the end of the
process. Introduce Lagrange multipliers γ0k, γ
1
k, and use the notation
∑
k γk(
∑
x p(x)ck(x)−
ck) = ~γ · ( ~C − ~c). Define a Lagrangian
L = αS − ~β ·B − ~γ · ( ~C − ~c)− λ(
∑
x
p(x)− 1), (S6)
and the ‘difference’ Lagrangian
∆L = L1 −L0. (S7)
Extremizing ∆R over initial probility distributions r0(x0) subject to the constraints on
input and output observables leads to Lagrange equations that take the form
∇r0(x0)∆L = 0, ∇~γ0∆L = 0,∇~γ1∆L = 0, ∇λ∆L = 0. (S8)
It is instructive to write out the first of these Lagrange equations explicitly. Taking
the derivative of ∆L with respect to p0(x0) yields
∂
∂p0(x0)
∆L =
∑
x1
p(x1|x0)
(
τ1 ln p(x1) +
∑
j
β1j b
1
j (x1) +
∑
k
γ1kc
1
k(x1)
)
− τ0 ln p(x0) +
∑
j
β0j b
0
j (x0) +
∑
k
γ0kc
0
k(x0)− λ
= 0.
(S9)
Let q0(x0) be an initial distribution that solves the Lagrange equations (S7), and let r0(x0)
be any other initial distribution that satisifies both initial and final constraints. Equation
(S8) then implies that
∑
x0
(
r0(x0)− q0(x0)
) ∂
∂q0(x0)
∆L = 0. (S10)
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Combining equations (S9-10) with the definition of G in equation (S3) above yields
the desired result, theorem (4) :
∆G(q0)−∆G(r0) = τ0D(r0‖q0)− τ1D(r1‖q1), (S11)
where as above,D(r‖q) = −
∑
x r(x) ln q(x)/r(x) is the Kullbach-Liebler divergence/relative
entropy. Here ∆G(r0), ∆G(q0) are the changes in the free energy G over the process when
the initial probability distributions are r0, q0 respectively. The data processing inequal-
ity states that relative entropy is non-increasing in a stochastic process. Consequently,
the right hand side of equation (S11) is non-negative as long as τ1 ≤ τ0 showing that q0
maximizes ∆G(q0) subject to the constraints on the input and output distributions.
Quantum mechanical version
The quantum-mechanical version of a stochastic process is a completely positive map,
which can be described in Kraus form as
ρ0 → ρ1 =
∑
k
Akρ0A
†
k. (S12)
Take S(ρ) = −trρ ln ρ, and observables and constraints to correspond to Hermitian opera-
tors Bj, Ck with expectation values trBj , trCk. Defining Lagrangians as above with these
definitions, demanding stationarity under variation in the initial state ρ0 → ρ0 + δρ0, and
using the cyclic property of the trace yields equation (S10), where the Kullback-Leibler
divergences D are defined to be quantum K-L divergences
D(ρ‖σ) = −trρ lnσ + trρ lnρ. (S13)
The solution to the Lagrange equations always yields the optimal value of free energy
increase when the output states ρ1 have full rank for any input state ρ0. So theorems (1-4)
(as well as the original K-W theorem) hold for quantum-mechanical systems as well.
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