Fields, Strings and Branes by Gómez, C & Hernández, R
hep-th/9711102
IFT-UAM/CSIC 97-4
Fields, Strings and Branesy
Cesar Gomez and Rafael Hernandez
Instituto de Matematicas y Fsica Fundamental, CSIC
Serrano 123, 28006 Madrid, Spain
and
Instituto de Fsica Teorica, C-XVI, Universidad Autonoma de Madrid
Cantoblanco, 28049 Madrid, Spain
y CIME (Summer International Center of Mathematics) lectures given by C.G. at
Cetraro, Italy, 1997.
Contents
1 Chapter I 5
1.1 Dirac Monopole. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2 The ‘t Hooft-Polyakov Monopole. . . . . . . . . . . . . . . . . . . . . . . . 7
1.3 Instantons. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.4 Dyon Eect. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.5 Yang-Mills Theory on T 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.5.1 The Toron Vortex. . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.5.2 ‘t Hooft’s Toron Congurations. . . . . . . . . . . . . . . . . . . . . 18
1.6 Instanton Eective Vertex. . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.7 Three Dimensional Instantons. . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.7.1 Callias Index Theorem. . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.7.2 The Dual Photon as Goldstone Boson. . . . . . . . . . . . . . . . . 25
1.8 N=1 Supersymmetric Gauge Theories. . . . . . . . . . . . . . . . . . . . . 26
1.9 Instanton Generated Superpotentials in Three Dimensional N=2. . . . . . 30
1.9.1 A Toron Computation. . . . . . . . . . . . . . . . . . . . . . . . . . 31
2 Chapter II 32
2.1 Moduli of Vacua. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.2 N=4 Three Dimensional Yang-Mills. . . . . . . . . . . . . . . . . . . . . . 33
2.3 Atiyah-Hitchin Spaces. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.4 Kodaira’s Classication of Elliptic Fibrations. . . . . . . . . . . . . . . . . 44
2.5 The Moduli Space of the Four Dimensional N = 2 Supersymmetric Yang-
Mills Theory. The Seiberg-Witten Solution. . . . . . . . . . . . . . . . . . 47
2.6 Eective Superpotentials. . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3 Chapter III 61
3.1 Bosonic String. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.1.1 Classical Theory. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.1.2 Background Fields. . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.1.3 World Sheet Symmetries. . . . . . . . . . . . . . . . . . . . . . . . . 65
3.1.4 Toroidal Compactications. . . . . . . . . . . . . . . . . . . . . . . 65
3.1.5 -Model K3 Geometry. A First Look at Quantum Cohomology. . . 66
3.1.6 Elliptically Fibered K3 and Mirror Symmetry. . . . . . . . . . . . . 73
3.1.7 The Open Bosonic String. . . . . . . . . . . . . . . . . . . . . . . . 74
1
3.1.8 D-Branes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.1.9 Chan-Paton Factors and Wilson Lines. . . . . . . . . . . . . . . . . 76
3.2 Superstring Theories. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
3.2.1 Toroidal Compactication of Type IIA and Type IIB Theories. U-
duality. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.2.2 Heterotic String. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
3.2.3 Heterotic Compactications to Four Dimensions. . . . . . . . . . . . 89
4 Chapter IV 93
4.1 M-Theory Compactications. . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.2 M-Theory Instantons. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.3 D-Brane Congurations in Flat Space. . . . . . . . . . . . . . . . . . . . . 99
4.4 D-Brane Description of Seiberg-Witten Solution. . . . . . . . . . . . . . . . 108
4.4.1 M-Theory and Strong Coupling. . . . . . . . . . . . . . . . . . . . . 115
4.5 Brane Description of N = 1 Four Dimensional Field Theories. . . . . . . . 119
4.5.1 Rotation of Branes. . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
4.5.2 QCD Strings and Scales. . . . . . . . . . . . . . . . . . . . . . . . . 124
4.5.3 N = 2 Models with Vanishing Beta Function. . . . . . . . . . . . . 128
4.6 M-Theory and String Theory. . . . . . . . . . . . . . . . . . . . . . . . . . 131
4.7 Local Models for Elliptic Fibrations. . . . . . . . . . . . . . . . . . . . . . 136
4.8 Singularities of Type D^4: Z2 Orbifolds. . . . . . . . . . . . . . . . . . . . . 138
4.9 Singularities of Type A^n−1. . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
4.10 Singularities of Type D^n+4. . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
4.11 Decompactication and Anization. . . . . . . . . . . . . . . . . . . . . . 142
4.12 M-Theory Instantons and Holomorphic Euler Characteristic. . . . . . . . . 143
4.13 -Parameter and Gaugino Condensates. . . . . . . . . . . . . . . . . . . . . 145
4.14 Domain Walls and Intersections. . . . . . . . . . . . . . . . . . . . . . . . . 149
A M(atrix) Theory. 154
A.1 The Holographic Principle. . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
A.2 Toroidal Compactications. . . . . . . . . . . . . . . . . . . . . . . . . . . 158
A.3 M(atrix) Theory and Quantum Directions. . . . . . . . . . . . . . . . . . . 160
2
What is your aim in phylosophy?
To show the fly the way out of the fly-bottle.
Wittgenstein. Philosophycal Investigations, 309.
Introduction
The great challenge of high energy theoretical physics is nding a consistent theory of
quantum gravity. For the time being, string theory is the best candidate at hand. Many
phisicists think that the solution to quantum gravity will have little, if any, practical
implications in our daily way of doing physics; others, more optimistic, or simply with a
less practical approach to science, hope that the forthcoming theory of quantum gravity
will provide a new way of thinking of quantum physics. At present, string theory is an
easy target for the criticisms of pragmatics, as no experimental evidence is yet available;
however, but it is also a rich and deep conceptual construction where new ways of solving
longstanding theoretical problems in quantum eld theory are starting to emerge. Until
now, progress in string theory is mostly \internal", a way to evolve very similar to the
one underlying evolution in pure mathematics. This is not necessarily a symptom of
decadence in what is traditionally considered as an experimeantal science, but maybe the
only possible way to improve physical intuition in the quantum realm.
Until very recently, most of the work in string theory was restricted to perturbation
theory. Dierent string theories are, from this perturbative point of view, dened by two
dimensional eld theories, satisfying a certain set of constraints such as conformal and
modular invariance. Dierent orders in the string perturbative expansion are obtained by
working out these two dimensional conformal eld theories on Riemann surfaces of dif-
ferent genus, and string amplitudes become good measures on the moduli space of these
surfaces. This set of rules constitutes what we now call the \world-sheet" approach to
string theory. From this perturbative point of view, we can think of many dierent string
theories, as many as two dimensional conformal eld theories, with an appropiate value
of the central extension, which is determined by the generic constraint that amplitudes
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should dene good measures on the moduli of Riemann surfaces. Among these confor-
mal eld theories, of special interested are the ones possessing a spacetime interpretation,
which means that we can interpret them as describing the dynamics of strings moving
in a denite target spacetime. Dierent string theories will then be dened as dierent
types of strings moving in the same spacetime. Using this denition, we nd, for instance,
four dierent types of closed superstring theories (type IIA, type IIB, E8  E8 heterotic
and SO(32) heterotic) and one open superstring. However, this image of string theory
has been enormously modied in the last few years, due to the clear emergence of duality
symmetries. These symmetries, of two dierent species, perturbative and non perturba-
tive, relate through equivalence relations a string theory on a particular spacetime to a
string theory on some dierent spacetime. When this equivalence is perturbative, it can
be proved in the genus expansion, which in practice means a general type of Montonen-
Olive duality for the two dimensional conformal eld theory. These duality symmetries
are usually refered to as T -duality. A more ambitious type of duality relation between
string theories is known as S-duality, where the equivalence is pretended to be non per-
turbative, and where a transformation from strongly to weakly coupled string theory is
involved. Obviously, the rst thing needed in order to address non perturbative duality
symmetries is searching for a denition of string theory beyond perturbation theory, i. e.,
beyond the worldsheet approach; it is in this direction where the most ambitious program
of research in string theory is focussing.
An important step in this direction comes of course from the discovery of D-branes.
These new objects, which appear as necessary ingredients for extending T -duality to open
strings, are sources for the Ramond elds in string theory, a part of the string spectrum
not coupling, at the worldsheet level, to the string, and that are therefore not entering the
allowed set of backgrounds used in the denition of the two dimensional conformal eld
theory. Thus, adding this backgrounds is already going beyond the worldsheet point of
view and, therefore, constitutes an open window for the desired non perturbative denition
of string theory.
Maybe the simplest way to address the problem of how a non perturbative denition
of string theory will look like is wondering about the strong coupled behaviour of strings.
This question becomes specially neat if the string theory chosen is the closed string of type
IIA, where the string coupling constant can be related to the metric of eleven dimensional
supergravity, so that the strongly coupled string theory can be understood as a new eleven
dimensional theory, M-theory. When thinking about the relation between D-branes and
M-theory or, more precisely, trying to understand the way D-branes dynamics should
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be used in order to understand the eleven dimensional dynamics describing the strong
coupling regime of string theory, a good answer comes again from the misterious, for a
while, relation between type IIA strings and eleven dimensional supergravity: the Kaluza-
Klein modes in ten dimensions are the D-0brane sources for the Ramond U(1) eld. What
makes this, supercially ordinary Kaluza-Klein modes, very special objects is its nature
of D-branes. In fact, D-branes are sources for strings, powerful enough to provide the
whole string spectrum.
A very appealing way to think of these D-0branes comes recently under the name of
M(atrix) theory. The phylosophical ground for M(atrix) theory goes back to the holo-
graphic principle, based on black hole bounds on quantum information packing in space.
From this point of view, the hologram of eleven dimensional M-theory is a ten dimensional
theory for the peculiar set of ten dimensional degrees of freedom in terms of which we can
codify all eleven dimensional physics. M(atrix) theory is the conjecture that D-0brane
dynamics, which is a very special type of matrix quantum mechanics, is the correct holo-
gram of the unknown eleven dimensional M-theory. We do not know the non perturbative
region of string theory, but it seems we have already its healthy radiography.
These lectures were originally adressed to mathematics audience. The content covered
along them is of course only a very small part of the huge amount of material growing
around string theory on these days, and needless to say that it reflects the personal point
of view of the authors. References are certainly not exhaustive, so that we apologize for
this in advance.
Last, but not least, C. G. would like to thank the organizers and participants of the





Maxwell’s equations in the absence of matter,








are invariant under the duality transformation
~E −! − ~B;
~B −! ~E; (1.2)
or, equivalently,
F  −! F  ;
F  −! −F  ; (1.3)
with F   ~F  = 1
2
F the Hodge dual of F
 = @A − @A. In the pressence of




F  = −k; (1.4)
and (1.2) must be generalized with a transformation law for the currents,
F  ! F  j ! k
F  ! −F  k ! −j: (1.5)
As is clear from the denition of F  , the existence of magnetic sources (monopoles) [1]
requires dealing with singular vector potentials. The appropiate mathematical language
for describing these vector potentials is that of ber bundles [2].
To start with, we will consider U(1) bundles on the two sphere S2. Denoting H the
two hemispheres, with H+ \H− = S1, the U(1) bundle is dened by
g = e
i  (1.6)
U(1) valued functions on the two hemispheres and such that on the S1 equator
ei + = ein’ei − ; (1.7)
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with ’ the equatorial angle, and n some integer number characterizing the U(1) bundle.
Notice that n denes the winding number of the map
ein’ : S1 −! U(1); (1.8)
classied under the rst homotopy group
1(U(1)) ’ 1(S
1) ’ Z: (1.9)
Using the U(1) valued functions g, we can dene pure gauge connections, A







From (1.7) we easily get, on the equator,
A+ = A− + n’; (1.11)
















A+ − A− = n (1.12)
identifying the winding number n with the magnetic charge of the monopole.
In quantum mechanics, the presence of a magnetic charge implies a quantization rule
for the electric charge. In fact, as we require that the Schro¨dinger wave function, for an






A = 1; (1.13)




Dirac’s quantization rule [1],
em = nh: (1.14)
Notice that the quantization rule (1.14) is equivalent to the denition (1.12) of the mag-
netic charge as a winding number or, more precisely, as minus the rst Chern class of
a U(1) principal bundle on S2. In fact, the single valuedness of the Schro¨dinger wave
function is equivalent to condition (1.7), where we have required n to be integer for the
transition function, in order to get a manifold. The gauge connection used in (1.12) was
implicitely dened as eA, with A standing for the physical gauge conguration appearing
in the Schro¨dinger equation. From now on, we will use units with h = 1.
The main problem with Dirac monopoles is that they are not part of the spectrum of
standard QED. In order to use the idea of duality as a dynamical symmetry, we need to
search for more general gauge theories, containing in the spectrum magnetically charged
particles [3, 4, 5].
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1.2 The ‘t Hooft-Polyakov Monopole.




F a Fa +
1
2
D  D− V (); a = 1; 2; 3; (1.15)
with the Higgs eld in the adjoint representation, Da  @a− gabcA

bc the covariant




(2 − a2)2: (1.16)
with  > 0 and a arbitrary constants.
A classical vacuum conguration is given by
a = aa3; A
a
 = 0: (1.17)
We can now dene the vacuum manifold V as
V = f; V () = 0g; (1.18)
which in this case is a 2-sphere of radius equal a. A necessary condition for a nite energy
conguration is that at innity, the Higgs eld  takes values in the vacuum manifold V,
 : S21 −! V (1.19)
and that DjS21 = 0. Maps of the type (1.19) are classied by the second homotopy
group, 2(V), which for the Georgi-Glashow model (with V = S2) is non trivial, and











j ^ @k): (1.20)
































j ^ @k)dSi; (1.23)





In order to combine (1.24) with Dirac’s quantization rule we should dene the U(1) electric
charge. The U(1) photon eld is dened by




Thus, the electric charge of a eld of isotopic spin j is given by
e = g j: (1.26)
From (1.24) and (1.26) we recover, for j = 1
2
, Dirac’s quantization rule.
For a generic Higgs model, with gauge groupG spontaneously broken toH, the vacuum
manifold V is given by
V = G=H; (1.27)
with
2(G=H) ’ 1(H)G; (1.28)
where 1(H)G is the set of paths in H that can be contracted to a point in G, which
again contains Dirac’s condition in the form (1.9).










2] + V (): (1.29)








2] + V (); (1.30)










which implies the Bogomolny [9] bound M  am. The Bogomolny bound is saturated if
Bka = D
ka, which are known as the Bogomolny equations.
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1.3 Instantons.




F aF a : (1.32)
In euclidean spacetime R4, the region at innity can be identied with the 3-sphere S3.
A necessary condition for nite euclidean action of congurations is
F a jS31 = 0; (1.33)
or, equivalently, that the gauge conguration A at innity is a pure gauge,
AjS31 = g(x)
−1@g(x): (1.34)
Hence, nite euclidean action congurations are associated with maps
g : S3 ! SU(N); (1.35)
which are topologically classied in terms of the third homotopy group,
3(SU(N)) ’ Z: (1.36)










As for the Dirac monopole construction, we can use the map g in order to dene
SU(N) bundles on S4. In this case, g denes the transition function on the equator. So,
for the simplest group, SU(2), we will have dierent bundles, depending on the value of
n; in particular, for n = 1, we obtain the Hopft bundle
S7 −! S4: (1.38)
Interpreting S4 as the compactication of euclidean space R4, we can dene a gauge




−1 + g−1@g; (1.39)
with A+ and A− the gauge congurations on the two hemispheres. Using now the relation
tr(F ~F
) = dtr(F ^ A−
1
3

















−1@kg] = n; (1.41)
which is the generalization to S4 of the relation we have derived above between the
magnetic charge of the monopole and the winding number of the transition function
dening the U(1) bundle on S2. The topological charge dened by (1.41) is a bound for













The instanton conguration will be dened by the gauge eld saturating the bound (1.42),
F = ~F ; (1.43)
and with topological charge equal one. Bianchi identity, DF = 0, together with the eld
equations, implies D ~F = 0; in fact, the self duality condition (1.43) can be related to the
Bogomolny equation. If we start with euclidean Yang-Mills, and reduce dimensionally
to three dimensions through the denition A4  , we get the three dimensional Yang-
Mills-Higgs lagrangian. Then, the self duality relation (1.43) becomes the Bogomolny
equation.
A solution to (1.43) for SU(2) was discovered by Belavin et al [10]. Including the
explicit dependence on the bare coupling constant g,
F = @A − @A + g[A; A ]; (1.44)















with a satisfying a = aij = aij , ai0 = ai, a = −a , and a = (−1)0+0a ,
where a; i; j take values 1; 2; 3.










~F ad4x = 1: (1.47)
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Notice that the instanton solution (1.45) depends on a free parameter , that can be
interpreted as the classical size of the conguration. In particular, we can consider the
gauge zero modes of the instanton solution, i. e., small self dual fluctuations around the
instanton solution. From (1.45), it is clear that the action is invariant under changes
of the size , and under translations x ! x + a. This means that we will have
ve independent gauge zero modes. The number of gauge zero modes is called, in the
mathematical literature, the dimension of the moduli space of self dual solutions. This
number can be computed [11, 12, 13] using index theorems [14]; the result for SU(N)
instantons on S4 is
dim Instanton Moduli = 4nk − n2 + 1; (1.48)
with k the Pontryagin number of the instanton1. For k = 1 and n = 2 we recover the
ve zero modes corresponding to translations and dilatations of the solution (1.45)2. The
generalization of equation (1.48) to instantons on a manifold M is
dim = 4nk −
1
2
(N2 − 1)[−  ]; (1.49)
with  and  the Euler number and the signature of the manifold M.
In order to get a clear physical interpretation of instantons, it is convenient to work
in the A0 = 0 temporal gauge [15, 16, 17]. If we compactify R3 to S3 by impossing the
boundary condition
Ai(~r)jj~rj!1 ! 0; (1.50)
the vacuum congurations in this gauge are pure gauge congurations, A = g
−1@g, with
g a map from S3 into the gauge group SU(N). We can now dene dierent vacuum states
jn >, characterized by the winding number of the corresponding map g. In the temporal
gauge, an instanton conguration of Pontryagin number equal one satises the following
boundary conditions:
Ai(t = −1) = 0;
Ai(t = +1) = g
−1
1 @ig1; (1.51)
with g1 a map from S
3 into SU(N), of winding number equal one. We can now interpret
the instanton conguration (1.51) as dening a tunnelling process between the j0 > and
j1 > vacua.
1k must satisfy the irreducibility condition k  n2 . This condition must hold if we require the gauge
conguration to be irreducible, i. e., that the connection can not be obtained by embedding the connection
of a smaller group.
2Observe that the total number of gauge zero modes is 4, and that n2 − 1 are simply gauge rotations
of the instanton conguration.
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Moreover, the vacuum states jn > are not invariant under gauge transformations with
non vanishing winding number. A vacuum state invariant under all gauge transformations





with  a free parameter taking values in the interval [0; 2]. Under gauge transformations
of winding number m, the vacuum states jn > transform as
U(gm)jn >= jn+m >; (1.53)
and therefore the -vacua will transform as
U(gm)j >= e
imj >; (1.54)
which means invariance in the projective sense, i. e., on the Hilbert space of rays.

















F aF a +
g2
322
F a ~F a : (1.56)
The -topological term in (1.56) breaks explicitely the CP invariance of the lagrangian.



















Let us now add the topological -term of (1.56) to the Georgi-Glashow model (1.15). At
this level, we are simply considering the -angle as an extra coupling constant, multiplying
the topological density F ~F . In order to dene the U(1) electric charge, we can simply
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apply Noether’s theorem for a gauge transformation in the unbroken U(1) direction [18].





 = 0: (1.59)





























Notice from (1.61) that the -term only contributes to N in the background of the






m) = 1; (1.63)
and the electric charge becomes equal to [18]









We can reach the same result, (1.63), without incuding a  term in the lagrangian, if
we require, for the monopole state,
e2iN jm >= eijm >; (1.65)
for N = e
g
. Equation (1.65) implies that the monopole state transforms under e2iN as
the  vacua with respect to gauge transformations of non vanishing winding number.
However, e2iN can be continously connected with the identity which, in physical terms,
means that the induced electric charge of the monopole is independent of instantons, and





1.5 Yang-Mills Theory on T 4.
We will consider now SU(N) pure Yang-Mills on a 4-box [20], with sides of length
a0; a1; a2; a3. Let us impose periodic boundary conditions for gauge invariant quantities,
A(x0 + a0; x1; x2; x3) = Ω0A
(x0; x1; x2; x3);
A(x0; x1 + a1; x2; x3) = Ω1A
(x0; x1; x2; x3);
A(x0; x1; x2 + a2; x3) = Ω2A
(x0; x1; x2; x3);
A(x0; x1; x2; x3 + a3) = Ω3A












and therefore we can characterize dierent congurations in T 4 by the topological numbers
n . Three of these numbers, n12; n13 and n23, can be interpreted as magnetic fluxes in
the 3, 2 and 1 directions, respectively. In order to characterize these magnetic fluxes, we
introduce the numbers
mi = ijknjk; (1.69)
These magnetic fluxes carry Z(N) charge, and their topological stability is due to the fact
that
1(SU(N)=Z(N)) ’ Z(N): (1.70)
In order to characterize the physical Hilbert space of the theory, let us again work
in the temporal gauge A0 = 0. For the three dimensional box T 3, we impose twisted
boundary conditions, corresponding to magnetic flow ~m = (m1;m2;m3). The residual
gauge symmetry is dened by the set of gauge transformations preserving these boundary
conditions. We may distinguish the following dierent types of gauge transformations:
i) Periodic gauge transformations, which as usual are characterized by their winding
number in 3(SU(N)) ’ Z.
ii) Gauge transformations periodic, up to elements in the center:
Ω(x1 + a1; x2; x3) = Ω(x1; x2; x3)e
2ik1=N ;
Ω(x1; x2 + a2; x3) = Ω(x1; x2; x3)e
2ik2=N ;
Ω(x1; x2; x3 + a3) = Ω(x1; x2; x3)e
2ik3=N : (1.71)
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These transformations are characterized by the vector
~k = (k1; k2; k3); (1.72)
and will be denoted by Ω~k(~x). Among this type of transformations we can extract
an extra classication:
ii-1) Those such that (Ω~k(~x))
N is periodic, with vanishing Pontryagin number.
ii-2) Those such that (Ω~k(~x))
N is periodic, with non vanishing Pontryagin number.
In the temporal gauge, we can represent the transformations in ii-2) in terms of unitary






N jΨ >; (1.73)
where ~e and  are free parameters. Notice that the second term in (1.73) is equivalent,
for Z(N) magnetic vortices, to the Witten dyon eect described in the previous section.





Moreover, as  ! + 2, we change ~eeff ! ~eeff + ~m. On the other hand, the Pontryagin
number of a gauge eld conguration with twisted boundary conditions, determined by a









where n  1
4
nn . A simple way to understand the origin of the fractional piece in
the above expression is noticing that, for instance, a twist n12 corresponds to magnetic
flux in the 3-direction, with value 2n12
N








. Using now the integral representation of the Pontryagin number we easily
get the fractional piece, with the right dependence on the twist coecients (see section
1.5.2). Moreover, (Ω~k(~x))
N acting on the state jΨ > produces
(Ω~k(~x))
N jΨ >= ei
~k~mjΨ >; (1.76)
which means that ~k  ~m is the Pontryagin number of the periodic gauge conguration
(Ω~k(~x))
N . For a generic gauge conguration with Pontryagin number n we will get, as
usual,
Ω(~x;n)jΨ >= einjΨ > : (1.77)
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Using (1.71), it is easy to see that the ~k’s characterizing the residual gauge transfor-
mations are nothing else but the n0i twists. The physical interpretation of the parameter
~e introduced in (1.73), in the very same way as the -term, is that of an electric flux. In













N A(C)jΨ >; (1.80)
which means that A(C) creates a unit of electric flux in the 3-direction.
1.5.1 The Toron Vortex.
We will now consider a vacuum conguration with non vanishing magnetic flux. It may
a priori come as a surprise that we can have magnetic flux for a classical vauum congu-
ration. What we need, in order to achieve this goal, is to nd two constant matrices in
the gauge group, such that [21]
PQ = QPZ (1.81)
with Z a non trivial element in the center of the group. If such matrices exist, we can
use them to dene twisted boundary conditions in two directions in the box. The trivial
conguration A = 0 automatically satises these boundary conditions, and we will get a
classical vacuum with a non vanishing magnetic flux, characterized by the center element















 ei(1−N)=N ; (1.82)
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satisfying PQ = QPe2i=N . If we impose twisted boundary conditions,
A(x1 + a1; x2; x3) = PA(x1; x2; x3)P
−1;
A(x1; x2 + a2; x3) = QA(x1; x2; x3)Q
−1;
A(x1; x2; x3 + a3) = A(x1; x2; x3); (1.83)
in the temporal gauge A0 = 0, then the classical vacuum A = 0 is in the sector with non
vanishing magnetic flux, m3 = 1.
Classical vacuum congurations, Ai(~x) = g
−1(~x)@ig(~x), satisfying (1.83), would be
dened by gauge transformations g(~x) satisfying
g(x1 + a1; x2; x3) = Pg(x1; x2; x3)P
−1e2ik1=N ;
g(x1; x2 + a2; x3) = Qg(x1; x2; x3)Q
−1e2ik2=N ;
g(x1; x2; x3 + a3) = g(x1; x2; x3)e
2ik3=N ; (1.84)
for generic (k1; k2; k3). Now, any gauge transformation satisfying (1.84) can be written as






T1 = Q; T2 = P
−1; (1.86)
and ~g satisfying (1.84), with k1 = k2 = k3 = 0. Acting on the vacuum jAi = 0 >, we get,
from (1.86),
T1jAi = 0 > = jAi = 0 >;
T2jAi = 0 > = jAi = 0 >; (1.87)
which implies, using (1.73), that the dierent vacua have e1 = e2 = 0. On the other hand,
we get, acting with T3,
T k33 jAi = 0 > jAi = 0; k3 >; (1.88)








N jAi = 0; k3 >; (1.89)
with e3 = 0; : : : ; N − 1. Acting now with T
k3
3 on je3 >, we get





N je3 >; (1.90)
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from which we observe that
TN3 je3 >= e
ije3 >; (1.91)
i. e., TN3 is periodic, with winding number equal one. Notice that in the denition of
je3 > we have included the -parameter and the magnetic flux m3 = 1, associated with
the boundary conditions (1.83).
From the previous discussion we learn two basic things: rst, that we can get zero
energy states, with both electric and magnetic flux, provided both fluxes are parallel;
secondly, that the number of vacuum states with twisted boundary conditions (1.83) is
equal to N . In fact, what has been computed above is the well known Witten index,
tr (−1)F [22].
1.5.2 ‘t Hooft’s Toron Congurations.
We will now try to nd congurations on T 4 with fractional Pontryagin number, satisfying
the equations of motion. Congurations of this type were initially discovered by ‘t Hooft
for SU(N) [21]. In order to describe this congurations, we rst choose a subgroup
SU(k) SU(l) U(1) of SU(N), with k + l = N . Let ! be the matrix corresponding to




































If we consider the simplest case, n12 = n
(1)
12 = 1, and n30 = n
(2)




























which constrains the relative sizes of the box.
The gauge zero modes for the toron conguration (1.93) can be derived from the
general relation (1.49), with k =  = 0 for T 4. Thus, for Pontryagin number equal 1
N
,
we only get four translational zero modes for gauge group SU(N). In this sense, we can
think of the toron as having a size equal to the size of the box.
The toron of Pontryagin number equal 1
N
can be interpreted, as we did for the instan-
ton, as a tunnelling process between states jm3 = 1; ~k > and jm3 = 1; ~k + (0; 0; 1) >.
Let us x a concrete distribution of electric and magnetic fluxes, characterized by ~e
and ~m. The functional integral for this background is given by [21]





N W (~k; ~m); (1.100)
where





with the integral in (1.101) over gauge eld congurations satisfying the twisted boundary
conditions dened by the twists (~k; ~m). We can consider the particular case ~m = (0; 0; 1)








A possible generalization is obtained when using congurations with Pontryagin num-
ber equal 1
N








It must be noticed that we have not included in (1.102) the eect of , which con-




1.6 Instanton Eective Vertex.
Next, we will consider the eect of instantons on fermions [15, 11]. For the time being,
we will work on compactied euclidean spacetime, S4. The Dirac matrices satisfy
fγ; γg = −2 ; (1.104)








The space of Dirac fermions splits into two spaces of opposite chirality,
γ5  =  : (1.106)
Let us work with massless Dirac fermions coupled to an instanton gauge conguration.
We consider normalized solutions to Dirac’s equation,
γD(A) = 0: (1.107)
As a consequence of the index theorem, the number + of solutions to (1.107) with positive
chirality, minus the number of solutions with negative chirality, −, is given by






i. e., by the topological charge of the instanton gauge conguration. Thus, the change of
chirality induced by an instanton conguration is given by
Q5 = 2Nfk; (1.109)
with k the Pontryagin number, and Nf the number of dierent massless Dirac fermions,
transforming in the fundamental representation of the gauge group. We can generalize
equation (1.108) to work with instanton congurations on a generic four dimensional
euclidean manifold M. The index theorem then becomes












where again we consider fermions in the fundamental representation of SU(N). Equation
(1.109) implies that instanton congurations induce eective vertices, with change of
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chirality given by (1.109). In order to compute these eective vertices, we will use a
semiclassical approximation to the generating functional,
Z(J; J) =
Z
[dA][d  ][d ] exp−
Z
L(A;  ;  ) + J  +  J; (1.111)























0 are the fermionic zero modes for the conguration A, det
0D=(A) is the regular-
ized determinant, and G(x; y;A) is the regularized Green’s function,
D=(A)G(x; y;A) = −(x− y) +
X
n
 n0 (x) 
n
0 (y): (1.113)





























for L0 = −
1
4
F aF a , and Q the small fluctuation. It is clear from (1.115) that the only
non vanishing amplitudes are those with 
2mZ(J; J)




for m = + + −. In order to perform the integration over Q, we need to consider the
gauge zero modes. Each gauge zero mode contributes with a factor 1
g
. So, as we have 4N
zero modes, we get


















where 1 is the coecient of the -function, in such a way that the result (1.117) is
independent of the renormalization point . It must be stressed that d4zd−5 is a










(A chiral symmetry breaking condensate is obtained in the Nf = 1 case). The propor-
tionality factor C in (1.117) comes from the determinants for fermions, gauge bosons and
Faddeev-Popov ghosts.
The previous computation was carried out for  = 0. The eect of including  is
simply
<   (x1) : : :   (xm) >=< : : : >=0 e
i (1.119)
It is important to stress that the integration over the instanton size in (1.117) is
infrared divergent; thus, in order to get nite instanton contributions, we should cut o
the integration size, something that can be implemented if we work with a Higgs model.
The so dened instantons are known as constrained instantons [11].
1.7 Three Dimensional Instantons.
An instanton in three dimensions is a nite euclidean action conguration. This necesarily
implies, in order to have topological stability, that the second homotopy group of the
vacuum manifold is dierent from zero. This can not be realized for pure gauge theories, as
2(SU(N)) ’ 0, so we will consider a Higgs model with spontaneous symmetry breaking
from the G gauge group to a subgroup H, such that 2(G=H)) 6= 0. Think of G = SU(N)
and H = U(1)N−1, then 2 = Z
N−1. Thus, we see that three dimensional instantons are
nothing but ‘t Hooft-Polyakov monopoles (see table).
Dimension Energy Density Energy Action
1 + 1 0 1
2 + 1 0 1 2
3 + 1 1 2 3
Name Vortex Monopole Instanton
The rst thing to be noticed in three dimensions is that the dual to the photon is a
scalar eld,





3In fact, 3Nf is the factor that appears in the fermionic Berezin measure for the fermionic zero modes.
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H = @: (1.120)
In the weak coupling regime, we can describe the dilute gas of instantons and anti-

































(x− x−i ): (1.122)
The Coulomb interaction term admits the following gaussian representation, in terms of





























which implies a mass for the dual photon  equal to e−S0. That  is the dual photon
becomes clear from the  −  coupling in (1.123), between  and the magnetic density
. The generation of a mass for the dual photon in a dilute gas of instantons is a nice
example of connement in the sense of dual Higgs phenomena.
The inclusion of massless fermions will drastically change the physical picture. In
particular, as will be shown, the photon will become a massless Goldstone boson [24].
This will be due to the existence of eective fermionic vertices induced by the three
dimensional instanton, of similar type to the ones studied in previous section. In order
to analyze instanton induced eective interactions in three dimensions, we should rst
consider the problem of fermionic zero modes in the background of a monopole.
1.7.1 Callias Index Theorem.
Consider Dirac matrices in euclidean three dimensional spacetime,
γiγj + γjγi = 2ij: (1.125)
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We can get a representation of (1.125) using constant 2  2 matrices. In general, for
euclidean space of dimension n, the corresponding γi are constant 2(n−1)=2 matrices.
Now, we dene the Dirac operator,
L = iγi@i + γ
iAi + i(x); (1.126)
with Ai = gT
aAai , and (x) = 
a(x)T a, for T a the generators of the gauge group in
some particular representation. We can now consider a Dirac fermion in Minkowski 3 + 1




















for fermion elds  (x; t) =  (x)eiEt, and where L+ is the adjoint of L. If we consider
solutions to (1.128) with E = 0, we get
L − = 0;
L+ + = 0; (1.129)
i. e.,  − and  + are zero modes of the euclidean Dirac equation in three dimensions,
dened by (1.126).
Now, we can dene the index
I(L) = k− − k+; (1.130)
where k− and k+ are, respectively, the dimensions fo Ker(L) and Ker(L
+). By generalizing














with n the dimension of euclidean spacetime, and
U(x)  j(x)j−1(x): (1.132)
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where we have normalized a = 1 in equation (1.20), and using (1.127) for  we get, for
SU(2),
I(L) = 2N; (1.134)
for fermions in the adjoint representation. Notice that in odd dimensions, the index is
zero for compact spaces. The contribution in (1.131) appears because we are working in
a non compact space, with special boundary conditions at innity, which are the ones
dening the monopole conguration. We can also consider the more general case of
massive fermions replacing (1.127) by
 = aT a +m: (1.135)
In this case, we get, from (1.131),
I(L) = (j(j + 1)− fmg(fmg+ 1))N; (1.136)
with fmg the largest eigenvalue of aT a smaller than m or, if there is no such eigenvalue,
the smallest minus one. Thus, for massless fermions in the fundamental representation
we have fmg = −1
2
, and I(L) = N . It is important to observe that by changing the bare
mass, the index also changes (we are using the normalization a = 1). Thus, for m > 1
2
,
and fermions in the fundamental representation, we get I(L) = 0.
1.7.2 The Dual Photon as Goldstone Boson.








2 + V () +  +(iD=+ g) −; (1.137)
where we have used notation (1.127), and the Dirac operator (1.126). Lagrangian (1.137)
is invariant under the U(1) trasnformation
 − ! e
i −;
 + ! e
i +: (1.138)
We will assume that the   transform in the adjoint representation of SU(2). Using
(1.134), the induced instanton couple  − fermions to  
T
−γ0, through an instanton, while
26
 + is coupled to  
T
+γ in the anti-instanton case (the number  +( −) of zero modes for
spherically symmetric monopoles in the instanton (anti-instanton) conguration is zero,
and the two zero modes are   and  
T
γ0. These vertices induce eective mass terms for
fermions with mass O(e−S0)4.







g2  − +m +γ0e
− 4i
g2  + +    ; (1.139)
so that now the old vertices coupling   to  
T
γ0 become vertices where the instanton
or anti-instanton couple   and  
T
γ0 to the dual photon 
5. From (1.139) it is now
clear that  becomes a Goldstone boson for the U(1) symmetry [24] (1.138). In fact, L is





Notice that now  is massless, and that no potential for  is generated by instanton
eects. It is also important to stress that the symmetry (1.138) is not anomalous in 2 + 1
dimensions, which explains, from a dierent point of view, the Goldstone boson nature of
.
1.8 N=1 Supersymmetric Gauge Theories.
As a rst example, we will consider the N=16 extension of pure Yang-Mills theory. This
model is dened in terms of a vector supereld, containing the gluon and the gluino.
The gluino will be represented by a real Majorana spinor, transforming in the adjoint











F aF a : (1.141)













4These mass terms clearly break the U(1) symmetry (1.138).
5The eective lagrangian (1.139) will not be interpreted in the wilsonian sense, but simply as the
generating functional of the eective vertices induced by instantons.
6For a complete reference on supersymmetry, see [26].
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with  a Majorana spinor. Notice that, for a in (1.141), we can use either real Majorana
or complex Weyl spinors.
We will now study instanton eects for (1.141) [27, 28, 29, 30, 31, 32]. For SU(N)
gauge group, the total number of fermionic zero modes is
#zero modes = 2Nk; (1.143)
with k the Pontryagin number of the instanton. For SU(2) and Dirac fermions in the
isospin representation, of dimension 2j + 1, the generalization of (1.108) is
+ − − =
2
3
(j + 1)(2j + 1)k; (1.144)
from which we certainly get (1.143) for j = 1, using Majorana fermions.
The 2N zero modes for k = 1 decompose, relative to the SU(2) subgroup where the
instanton lies, into
4 triplets;
2(N − 2) doublets: (1.145)
The meaning of the 4 triplet zero modes is quite clear from supersymmetry. Namely,
two of them are just the result of acting with the supersymmetric charges on the in-
stanton conguration. For N = 1 we have four supersymmetric charges, two of which
anhilate the instanton conguration. The two other triplets result from superconformal
transformations on the instanton. In fact, lagrangian (1.141) is not only invariant un-
der supersymmetry, but also under the superconformal group. Now, we can repeat the
computation of section 1.6. The only non vanishing amplitudes will be of the type
< (x1)   (xN ) > : (1.146)
Impossing the instanton measure on collective coordinates to be translation and dilatation




where the factor 2N comes from the 2N fermionic zero modes, that scale as 1
2
(see table).








where the power of  is given by +1 for each gauge zero mode, and −1
2
for each Majorana
fermionic zero mode. Dening the scale,

















Combining all these pieces, we get







(−1)P tr(i1i2(x1))    tr(i2N−1i2N (xN )): (1.153)
In order to now perform the integration over the collective coordinates, we need the
expression for the zero modes given in the table7.
Supersymmetric triplet  2(f(x))2
Superconformal triplet  x(f(x))2
Doblets (f(x))1=2






(x− z)2 + 2
a(x− z) ; (1.154)
with z the instanton position. Using the expressions given above, we can perform the
integration over z and , to obtain the result
< (x1)   (xN) > constant
3N ; (1.155)
7The function f(x) is the instanton factor f(x) = 1(x−z)+2 .
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which is a very amusing and, a priori, surprising result. The reason leading to (1.155)
is that the integral (1.153) is saturated by instantons with size of the same order as the
jx1 − xN j distance. If we now use cluster decomposition in (1.155), we get
<  > constant3e2in=N ; (1.156)
with n = 0; : : : ; N − 1. Notice that result (1.156) is not generated by instanton congu-
rations, and that we get it assuming clustering or, equivalently, the existence of mass gap
in the theory. This map gap should be interpreted as connement.
A dierent approach for computing the <  > condensate starts with massive super-
symmetric QCD, and requires a decoupling limit, m!1. So, for SU(2) with one flavor
of mass m we get, from the instanton computation
< (x1)(x2) > constant 
5m; (1.157)
with  the scale of the N = 1 QCD theory. Relying now upon clustering, we get
<  > constant 5=2m1=2e2in=2: (1.158)
We can now take the m!1 limit, and dene the scale  of pure N = 1 supersymmetric
Yang-Mills as
3  5=2m1=2: (1.159)
The only dierence with the previous computation is that now we perform cluster decom-
position before denig the decoupling limit.
Until now we have consider <  > condensates for vacuum angle  equal zero. We
will now show the dependence of the condensate on , through an argument given by





This means that under the chiral transformation
! ei; (1.161)





Thus, <  > at a non zero value of  is the same as < 00 >=0, with
0 = ei; (1.163)
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where now
2 = : (1.164)
Hence [33],
<  >=0=< 
00 >=0=<  >=0 e
i 
n : (1.165)
1.9 Instanton Generated Superpotentials in Three Dimensional
N=2.
To start with, we will consider dimensional reduction of lagrangian (1.141) to three di-
mensions. In this case, we arrive to the Higgs lagrangian in 2 + 1 discussed in section
1.7. We can then dene a complex Higgs eld, with the real part given by the fourth
component of A in 3 + 1, and the imaginary part by the photon eld . If, as was the
case in section 1.7, we consider <  >= 0 for the real Higgs eld, then we automatically
break superconformal invariance, and for the SU(2) case we will nd only two fermionic
zero modes in the instanton background (‘t Hooft-Polyakov monopole). The action of the



















where we have included the kinetic term for both the real Higgs eld , and the dual
photon . In (1.167) we can dene a complex Higgs eld,
 = + i; (1.168)
in order to notice that the instanton is certainly generating a Yukawa coupling, which is
nothing but the vertex coupling  elds to the dual photon . In order to write (1.167)
as a supersymmetric lagrangian, we need to add a superpotential term of the type [24]
W () = exp− + hc; (1.169)
8Notice that the gauge coupling constant, in three dimensions, has length−1=2 dimensions.
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i. e., no potential, as expected for the dual photon eld, . The minima for the potential
(1.170) is at  =19.
It is important to stress some aspects of the previous computation: rst of all, the
superpotential (1.169) is simply given by the instanton action, with the extra term i4
g2
the analog of a topological  term in four dimensions. Secondly, the fermions appearing
in (1.167), the eective lagrangian, are the ones in the hypermultiplet of the N=2 theory.
Finally, the superpotential for  is dened on a flat direction.
The generalization of the previous picture to the four dimensional case is certainly not
straightforward, as in that case we have not flat directions, and the eective lagrangian can
not be written in terms of chiral superelds containing the gluino, but the gluino-gluino
pair.
1.9.1 A Toron Computation.
A direct way to obtain <  > condensates in four dimensional N = 1 Yang-Millsis
using self dual gauge congurations, with Pontryagin number 1
N
10 [34]. In subsection
1.5.2 we have described these congurations. The main point in using these torons is
that the number of fermionic zero modes automatically reduces to two, which we can
identify with the two triplets dened by supersymmetry transformations of one instanton
congurations. We will perform the computation in a box, sending at the end its size to
innity. The size of the box is the size of the toron, but we will avoid the dilatation zero
mode and the two triplet zero modes dened by superconformal transformations. The
toron measure now becomes, simply, Z
d4z (1.171)
9The reader might be slightly surprised concerning potential (1.170) for the Higgs eld. The crucial
issue for the correct understanding of this potential requires noticing that the N = 2 three dimensional
theory has been obtained through dimensional reduction of N = 1 four dimensional Yang-Mills, which
contains a flat direction (in next chapter we will dene these flat directions more precisely, as Coulomb
branches of moduli of vacua).
10It should already be noticed that topological congurations directly contributing to <  > are most
probably the relevant congurations for connement, as <  > was derived through a cluster argument
assuming the existence of a mass gap.
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for the translation collective coordinate. Now, we have a power of , given by the four





where we have included the toron action 8
2
g2N
. Notice that (1.172) is simply 3. Now, we
integrate z over the box of size L. The two fermionic zero modes are obtained by the
supersymmetry transformation (1.142) over the toron conguration (1.93), which means
that each fermionic zero mode behaves as 1
L2
, and therefore no powers of L should be
included in the measure. The nal result is
<  > constant3e2ie=N ; e = 0; 1; : : : ; N − 1 (1.173)
in agreement with the cluster derivation. How should this result be interpreted? First of
all, the expectation value (1.173) corresponds to the amplitude
< ~e; ~m = (0; 0; 1)jj~e; ~m = (0; 0; 1) >=
< ~k + (0; 0; 1); ~m = (0; 0; 1)jj~k; ~m = (0; 0; 1) > e2i
~e(0;0;1)
N : (1.174)
Then, the e in (1.173) is e3, and the dierent values in (1.173) correspond to the set of N
dierent vacua described in subsection 1.5.1.
Notice that a change !  + 2 in equation (1.165) produces a change
<  >!<  > e
2i=N ; (1.175)
i. e., a Z(N) rotation. In other words,  !  + 2 exchanges the dierent vacua. Let us
now try the same argument for (1.174). Using (1.74), we observe that
<  > 3e2ieeff=N = 3e2ie=Nei=N ; (1.176)
in agreement with (1.165). So, under  !  + 2, we go, using (1.74), from ~eeff to
~eeff + ~m. Notice that for the toron compuation we are using ~m = 1.
2 Chapter II
2.1 Moduli of Vacua.
In this part of the lectures, we will consider gauge theories possessing potentials with flat
directions. The existence of flat potentials will motivate the denition of moduli of vacua,
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which we will understand as the quotient manifold
M = V=G; (2.1)
obtained from the modding of the vacuum manifold V by gauge symmetries. In the rst
chapter, an example has already been discussed, namely three dimensional N = 2 Yang-
Mills, dened as dimensional reduction of N=1 Yang-Mills in four dimensions. Denoting













This is the Yang-Mills-Higgs lagrangian in the Prasad-Sommerfeld limit V () = 0. At
tree level, the vacuum expectation value for the eld  is undetermined; therefore, at the
classical level we can dene a moduli of (real) dimension one, parametrizing the dierent
values of <  >. As we already know, in addition to the scalar  we have yet another
scalar eld, , the dual photon eld. No potential can be dened for , neither classically
nor quantum mechanically. If we took into account the action of the Weyl group, ! −,
! −, the classical moduli manifold should be
R S1=Z2: (2.3)
The elds  and  can be combined into a complex scalar,  =  + i. As discussed in
chapter I, instantons generate a superpotential of type e−, which induces a potential for
the  elds with its minimum at1. This potential lifts the classical degeneracy of vacua.
The vacuum expectation value of  still remains undetermined, but can be changed by
just shifting the coecient of the topological term. The physics of this rst example is
what we expect from physical grounds: quantum eects breaking the classical vacuum
degeneracy. However, there are cases where the amount of supersymmetry prevents, a
priori, the generation of superpotential terms; it is in these cases, where we should be able
to dene the most general concept of quantum moduli [35, 36], where quantum eects
will modify the topology and geometry of the classical moduli manifold.
2.2 N=4 Three Dimensional Yang-Mills.
N=4 three dimensional Yang-Mills will be dened through dimensional reduction ofN=1
six dimensional Yang-Mills [37]. The three real scalars ai , with i = 1; 2; 3, corresponding
to the  = 3; 4; 5 vector components of Aa, are in the adjoint representation of the gauge
group, and will transform as a vector with respect to the SO(3)R group of rotations in the
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3; 4; 5-directions. The fermions in the model will transform, with respect to the SU(2)R
double cover, as doublets, i. e., as spin one half particles. If we now consider the SU(2)E
rotation group of euclidean space, R3, then fermions transform again as doublets, while









where we have used a six dimensional lagrangian − 1
4g2
F aF
a . Obviously, the poten-
tial (2.4) possesses flat directions, obtained as those whose i elds are in the Cartan











i = 0, so that 3(N − 1) parameters characterize a point in the flat directions
of (2.4). In the general case of a gauge group of rank r, 3r coordinates will be required.
A vacuum expectation value like (2.5) breaks SU(N) to U(1)N−1. As each U(1) has
associated a dual photon eld, j , with j = 1; : : : ; N − 1, the classical moduli has a
total dimension equal to 3r + r = 4r. The simplest case of SU(2), corresponds to a four
dimensional moduli, which classically is
M = (R3  S1)=Z2: (2.6)
We have quotiented by the Z2 Weyl action, and S
1 parametrizes the expectation value
of the dual photon eld. The group SU(2)R acts on the R
3 piece of (2.6). In the same
sense as for the N=2 theory considered in chapter I, the N=4 model posseses instanton
solutions to the Bogomolny equations which are simply the dimensional reduction to
three dimensional euclidean space of four dimensional self dual Yang-Mills equations.
These Bogomolny-Prasad-Sommerfeld instantons involve only one scalar eld, i, out of
the three available (we will therefore choose one of them, say 3), and satisfy the equation
F = D3: (2.7)
Once we choose a particular vacuum expectation value for the i elds, we break SU(2)R
to an U(1)R subgroup. In particular, we can choose 1 = 2 = 0, and 3 dierent from
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zero, with 3 the eld used in the construction of the BPS instanton. The remaining
U(1)R stands for rotations around the 3 direction.
Now, as discussed above, the BPS instanton can induce eective fermionic vertices.
We rst will consider the case of no extra hypermultiplets. In this case, we have four
fermionic zero modes, corresponding to the four supersymmetry transformations that do
not annihilate the instanton solution. In addition, we know, from the results in chapter
I, that the eective vertex should behave like
    exp−(I + i); (2.8)
with  the dual photon eld, and I the classical instanton action, behaving like 3
g2
. The
term (2.7) breaks the U(1)R symmetry, as the  fermions transform under the U(1)R
subgroup of SU(2)R like
 ! ei=2 : (2.9)
However, the dual photon eld plays the role of a Goldstone boson, to compensate this







This is a quantum eect, that will have important consequences on the topology of the
classical moduli. In fact, the U(1)R is not acting only on the R
3 part of M, but also (as
expressed by (2.10)) on the S1 piece.
The topological meaning of (2.10) can be better understood if we work [37] on the
boundary of R3  S1, namely S2  S1. In this region at innity, (2.10) will dene a non
trivial S1 bundle on S2. In order to see the way this is working, it is useful to use the
spinorial notation. Henceforth, let u1 and u2 be two complex variables, satisfying
ju1j
2 + ju2j
2 = 1: (2.11)
This denes the sphere S3. Parametrizing points in S2 by a vector ~n, dened as follows:
~n = u~u; (2.12)
with ~ the Pauli matrices, and using (2.12), we can dene a projection,
 : S3 ! S2; (2.13)
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associating to u, in S3, a point ~n in S2. The ber of the projection (2.13) is S1. In fact,
u and e
iu yield the same value of ~n; therefore, we conclude
S2 = S3=U(1); (2.14)
with the U(1) action
u ! e
iu: (2.15)
A U(1) rotation around the point ~n preserves ~n, but changes u as
u ! e
i=2u; (2.16)






So, the innity of our quantum moduli looks like
(S3  S1)=U(1); (2.17)
with the U(1) action
u ! e
iu; ! − 4: (2.18)
The space (2.17) is the well known Lens space L−4. Generically, Ls spaces can be dened
through (2.17), with the U(1) action dened by
! + s: (2.19)
The spaces Ls can also be dened as
Ls = S
3=Zs; (2.20)
with the Zs action
 : u ! e
2i=su: (2.21)
To nish the construction of the innity of the quantum moduli, we need to include the
Weyl action, Z2, so that we get
Ls=Z2 (2.22)
or, equivalently, S3=Γs, where Γs is the group generated by  given in (2.21), and the
Weyl action
 : (u1; u2)! (u2;−u1); (2.23)
which reproduces ~n! −~n. The relations dening the group Γs are
2 = s = 1;  = −1: (2.24)
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Moreover, for s = 2k, Γs is the dihedral group D2k.
Before entering into a more careful analysis of the moduli space for these N = 4
theories, let us come back to the discussion on the SU(2)R symmetry, and the physical
origin of the parameter s. In order to do so, we will rst compactify six dimensional super
Yang-Mills down to four dimensions. The resulting N = 2 supersymmetric Yang-Mills
theory has only two scalar elds, 1 and 2. The rotation symmetry in the compactied
(4; 5)-plane becomes now a U(1) symmetry for the i elds, which is the well known
U(1)R symmetry of N = 2 supersymmetric four dimensional Yang-Mills. As in the case
for the N=4 theory in three dimensions, instantons in four dimensions generate eective
fermionic vertices which break this U(1)R symmetry. Following the steps of the instanton
computations presented in chapter I, we easily discover a breakdown of U(1)R to Z8. In














The moduli coordinate is therefore u = tr2, where we now dene  as a complex eld.
The U(1)R transformation of  is given by
! e2i; (2.27)
so that u is Z4 invariant, and the Z8 symmetry acts as Z2 on the moduli space.
The dierence with the three dimensional case is that now the instanton contribution
does not contain any dual photon eld, that can play the role of a Goldstone boson. From
the three dimensional point of view, the U(1)R symmetry of the four dimensional theory
is the rotation group acting on elds 1 and 2, and can therefore be identied with the
U(1)R part of SU(2)R xing the 3 direction. We should wonder about the relationship
between the eect observed in three dimensions, and the breakdown of U(1)R in four
dimensions. A qualitative answer is simple to obtain. The breakdown of U(1)R in four
dimensions can be studied in the weak coupling limit (corresponding to u ! 1), since
the theory is assymptotically free, using instantons. Then, we get an eective vertex of
the type
<     >0 e
i =<     > : (2.28)
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We have only four fermionic zero modes, since for u 6= 0 we break the superconformal
invariance of the instanton. It is clear, from (2.28), that a U(1)R transformation is equiv-
alent to the change
 !  − 4; (2.29)
with  the U(1)R parameter. Now, this change in  is, in fact, the perfect analog of
transformation rule (2.10), for the dual photon eld. This should not come as a surprise;
in fact, the four dimensional topological term
i
322
F  F (2.30)




This is precisely the type of coupling of the dual photon, in three dimensions, with the
topological charge, and thus we again recover the result of section 1.7.
From the previous discussion, we can discover something else, specially interesting from
a physical point of view. The transformation law of  was derived counting instanton
fermionic zero modes; however, the eect we are describing is a pure perturbative one
loop eect, as is the U(1)R anomaly in four dimensions. Consider the wilsonian [38, 39]
eective coupling constant for the N =2 theory, without hypermultiplets. Recall that in
the wilsonian approach [40], the eective coupling constant is dened in terms of the scale
we use to integrate out fluctuations with wave length smaller than that scale (this is the
equivalent to the Kadano approach for lattice models). In a Higgs model, the natural
scale is the vacuum expectation value of the Higgs eld. Using the above notation, the
wilsonian coupling constant in the four dimensional model is 1
g(u)2
, with u the moduli






(F + i  F )2; (2.32)















F  F: (2.34)
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recovering the well known result for N = 2 supersymmetric SU(2) gauge theories in four
dimensions, of niteness of the theory when n = 4, and infrared freedom for n > 4. For
n < 4 the theory is assymptotically free, so that the perturbative computation (2.36) is
only valid at small distances, for u in the assymptotic innity.
Now, let us perform a rotation on u,
u! e2iu (2.37)







so, using (2.33), we get
 !  − 4; (2.39)
in perfect agreement with equation (2.29). Thus, we observe that the s term (at least for
the case without hypermultiplets) that we have discovered above using three dimensional
instanton eects, is exactly given by the one loop eect of the four dimensional N = 2
theory. But what about higher order loop eects? As the argument we have presented is
nothing but the non renormalization theorem [39] in supersymmetric theories, the U(1)R
action on the wilsonian scale u forces the renormalization of the coupling constant to be
consistent with the U(1) anomalous behaviour of the lagrangian, which is determined by
the Adler-Bardeen theorem [41] to be exact at one loop. What happens as we include
hypermultiplets? First of all, and from the point of view of the three dimensional theory,
the instanton eect will now be a vertex of type,
    
2NfY
e−(I+i); (2.40)
with the 2Nf fermionic zero modes appearing as a consequence of Callias index theorem
[25], (1.136), for j = 1=2 and fmg = −1=2. From (2.40), we get s = −4 + 2Nf , which
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means a dihedral group Γs of type D2Nf−4 or, equivalently, a Dynkin diagram of type
DNf . Notice that in deriving this diagram we have already taken into account the Weyl
action, Z2.
The connection between the dihedral group, characterizing the moduli of the three
dimensional N = 4 theory, and the beta function for the four dimensional N = 2 theory
can be put on more solid geometrical grounds. The idea is simple. Let us work with
the N = 2 four dimensional theory on R3  S1, instead of on euclidean space, R4. The
massless elds, from the three dimensional point of view, contain the fourth component
of the photon in four dimensions, and the standard dual photon  in three dimensions.
Requiring, as in a Kaluza-Klein compactication, all elds to be independent of x4, we
still have residual gauge transformations of the type




, with b an angular variable, b 2 [0; 2]. This is equivalent to saying
that we have non trivial Wilson lines in the S1 direction, if the gauge eld is in U(1),
as happens to be the case for a generic value of u11. Now, at each point u in the four
dimensional N = 2 moduli, we have a two torus Eu, parametrized by the dual photon
eld , and the eld b. This Eu is obtained from the S
1 associated with , and the S1
associated with b. Its volume, in units dened by the three dimensional coupling constant,







In fact, the volume is 1
R
 g23, where g
2
3, the three dimensional coupling constant, is the
size of the S1 associated to the dual photon (notice that the coupling constant g23, in
three dimensions, has units of inverse length). Equation (2.42) shows how, in the four
dimensional limit, Eu goes to zero volume. Now, we have a picture of the theory in R
3S1R,
if we keep R nite, namely that of an elliptic bration over the u-plane, parametrizing
the vacuum expectation values of the N=2 four dimensional theory.
If we keep ourselves at one particular point u, the torus Eu should be the target space
for the eective lagrangian for the elds b and . There is a simple way to derive this
lagrangian by means of a general procedure, called dualization, that we will now describe.
To show the steps to follow, we will consider the four dimensional lagrangian (2.32). In
11We are not impossing, to the magnetic flux through the S1, to be topologically stable in the sense
of 1(U(1)) ’ Z. The crucial point is that the value of b at this point of the game is completely
undetermined, and in that sense is a moduli parameter.
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order to add a dual photon eld, let us say AD, we must couple A
























(FD − iFD)(F + i  F ); (2.45)











(FD − iFD)(F + i  F ): (2.46)










i. e., lagrangian (2.32), with  replaced by −1

. The reader should take into account
that these gaussian integrations are rather formal manipulations. Now, we use the same








F  F; (2.48)













Now, as we did before, we couple the dual photon eld to the monopole charge,
@iH
i = 4(3)(x); (2.50)


















What we get is precisely a target space for  and b elds, which is the torus of moduli
 given by (2.33). Observe that the complex structure of the torus Eu is given in terms
of the four dimensional coupling constant g [37], and the four dimensional -parameter,
while its volume, (2.42), depends on the three dimensional coupling constant g3, that acts
as unit. When we go to the four dimensional R ! 1 limit, this volume becomes zero,
but the complex structure remains the same. The fact that the complex structure of Eu is
given by the four dimensional eective coupling will make more transparent the meaning















so that for n = 0 we get transformation (2.39). Next, we will see that transformation
(2.53) is precisely what we need, in order to match the dihedral group characterization
of the N=4 three dimensional moduli space; however, in order to do that we need a few
words on Atiyah-Hitchin spaces [42].
2.3 Atiyah-Hitchin Spaces.
Atiyah-Hitchin spaces appear in the study of moduli spaces for static multi-monopole
congurations. Static solutions are dened by the BPS equations, (2.7), which are simply
the dimensional reduction to R3 of euclidean self-dual equations for instantons. Next, we
simply summarize some of the relevant results on Atiyah-Hitchin spaces for our problem
(we refer the interested reader to the book by M. Atiyah and N. Hitchin, [42]). First of all,
the Atiyah-Hitchin spaces are hyperka¨hler manifolds of dimension 4r, on which a rotation
SO(3) is acting in a specic way. This is part of what we need to dene the moduli
space of N=4 three dimensional Yang-Mills theory for gauge group of rank r. In fact, in
order to dene N=4 supersymmetry on this space, interpreted as a -model target space
of the low energy eective lagrangian, we have to require hyperka¨hler structure. Recall
here that hyperka¨hler simply means that we have three dierent complex structures, I,
J anf K, and therefore three dierent Ka¨hler forms, !i, !j and !k, which are closed.
Following the notation used by Atiyah and Hitchin, we dene Nk as the moduli space of a
k monopole conguration. The dimension of Nk is 4k−1, so for k = 1 we get dimension 3,
corresponding to the position of the monopole center. If we mode out by the translation
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of the center of mass, we get the space
M0k = Nk=R
3; (2.55)
of dimension 4(k − 1). For two monopoles, we get dimM02 = 4. Now, the spaces M
0
k are
generically non simply connected,
1(M
0
k ) ’ Zk; (2.56)
so we can dene its k-fold covering ~M0k . The known results, for k = 2, are the following:
the spaces M02 and ~M
0
2 are, at innity, respectively of type L−4=Z2, and L−2=Z2, which
strongly indicates that M02 is a good candidate for the moduli of the Nf = 0 case, and
~M02 is the adequate for the Nf = 1 case. Moreover, the spaces ~M
0
2 can be represented by
a surface in C3, dened by
y2 = x2v + 1: (2.57)
The space M02 = ~M
0
2=Z2, can be obtained using variables  = x
2 and y = x, so that we
get
y2 = 2v + : (2.58)
The spaces ~M02 , dened by (2.55), can be interpreted as a limit of the family of spaces
y2 = x2v + vl; (2.59)
where l should, in our case, be identied with Nf − 1. Surfaces (2.59) are well known in
singularity theory; they give rise to the type of singularities obtained from C3=Γ, with Γ
a discrete subgroup of SO(3), and are classied according to the following table [43],
Γ Name Singularity
Zn An−1 v
n + xy = 0
D2n Dn+2 vx
2 − vn+1 + y2 = 0
T12 E6 v
4 + x3 + y2 = 0
O24 E7 v
3 + vx3 + y2 = 0
I60 E8 v
5 + x3 + y2 = 0
As can be seen from this table, the manifold (2.59) corresponds to a Dn+2 singularity,
with n = Nf − 2, and dihedral group D2Nf−4, i. e., the group Γ we have discussed in the
previous section.
It is important to stress that the type of singularities we are describing in the above
table are the so called rational singularities [44]. The geometrical meaning of the asso-
ciated Dynkin diagram is given by the resolution of the corresponding singularity as the
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intersection matrix of the irreducible components obtained by blowing up the singularity.
In this interpretation, each mode of the diagram corresponds to an irreducible component,
which is a rational curve Xi, with self dual intersection Xi:Xi = −2, and each line to the
intersection Xi:Xj between dierent irreducible components.
In the previous section we have modelled the N = 4 moduli space as an elliptic
bration, with ber Eu of volume
1
R
, and moduli  given by the coupling constant of
the four dimensional N = 2 gauge theory. Next, we will try to connect the dihedral
group, characterizing the Atiyah-Hitchin space describing the N = 4 moduli, with the
monodromy at innity of the elliptic modulus of Eu. But before doing this, we will briefly
review Kodaira’s theory on elliptic singularities.
2.4 Kodaira’s Classication of Elliptic Fibrations.
According to Kodaira’s notation [45], we dene an elliptic bration V onto , where 
will be chosen as a compact Riemann surface. In general, we take  to be of genus equal
zero. The elliptic bration,
 : V ! ; (2.60)




with s irreducible curves. According to Kodaira’s theorem (see section 4.7 for more
details), all posible types of singular curves are of the following types:

In+1 : Ca = 0 + 1 +   + n; n+ 1  3; (2.62)
where i are non singular rational curves with intersections (0;1) = (1;2) =
   = (n;0) = 1.
The An ane Dynkin diagram can be associated to In+1. Dierent cases are
i) I0, with C = 0 and 0 elliptic and non singular.
ii) I1, with C = 0 and 0 a rational curve, with one ordinary double point.
iii) I2, with C = 0 + 1 and 0 and 1 non singular rational points, with
intersection (0;1) = p1 + p2, i. e., two points.
Notice that I1 and I2 correspond to diagrams A0 and A1, respectively.
45
 Singularities of type In−4 are characterized by
In−4 : C = 0 + 1 + 2 + 3 + 24 + 25 +   + 2n; (2.63)
with intersections (0;4) = (1;4) = (2;4) = (3;4) = (4;5) = (5;6) =
   = 1, these singularities correspond to the Dn Dynkin diagram.
 Singularities of type II, III and IV  correspond to types E6, E7 and E8.
In addition to these singularities, we have also the types
 II : C = 0, with 0 a rational curve with a cusp.
 III : C = 0 + 1, with 0 and 1 non singular rational curves, with intersection
(0;1) = 2p.
 IV : C = 0 + 1 + 2, with 0, 1 and 2 non singular rational curves, with
intersections (0;1) = (1;2) = (2;0) = p.
In contrast to the singularities described in last section (the rational ones), these sin-
gularities are associated to ane Dynkin diagrams. Observe that for all these singularities
we have
C:C = 0; (2.64)
while in the rational case the corresponding maximal cycle satises
C:C = −2: (2.65)
The origin for the anization of the Dynkin diagram is the elliptic bration structure.
In fact, we can think of a rational singularity of ADE type in a surface, and get the
anization of the Dynkin diagram whenever there is a singular curve passing through the
singularity. In the case of an elliptic bration, this curve is the elliptic ber itself. So, the
extra node in the Dynkin diagram can be interpreted as the elliptic ber. This can be seen
more clearly as we compute the Picard of the surface. In fact, for the elliptic bration
the contribution to the Picard comes from the ber, the basis, and the contribution from
each singularity. Now, in the contribution to Picard from each singularity, we should not
count the extra node, since this has already been taken into account when we count the
ber as an element in the Picard.
The previous discussion is already telling us what happens when we go to the R = 0
limit, i. e., to the three dimensional N = 4 gauge theory. In this limit, the elliptic ber
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Eu becomes of innite volume, and therefore we can not consider it anymore as a compact
torus, i. e., as an elliptic curve. Thus, in this limit the corresponding singularity should
become rational, and the Dynkin diagram is not ane.
However, before entering that discussion, let us work out the monodromies for the
elliptic brations of Kodaira’s classication.






with ’(u) the holomorphic one form on Cu. From (2.66), it follows that (u) is a holomor-






where  is the discriminant  = g32 − 27g
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Dening F(u)  j(w(u)) as a function of , it turns out to be a meromorphic function.
To each pole a, and each non contractible path γ in  (that is, an element in 1()),





If a is a pole of F(u), of order b, then it can be proved that A is of type
A !  + b; (2.70)
for some b. The matrix A, of nite order, A
m
 = 1, for some m, corresponds to singular-
ities which can be removed. Moreover, if A is of innite order, then it is always possible
















with ps − qr = 1. Next, we relate matrices A with the dierent types of singularities.
The classication, according to Kodaira’s work, is as shown in the table below.
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Now, we can compare the monodromy (2.53) with the ones in the table. It corresponds
to the one associated with a singularity of type Ib , with b = n−4, i. e., a Dynkin diagram
of type Dn. In the rational case, this corresponds to a dihedral group D2n−4. In (2.53), n
represents the number of flavors, so that we get the dihedral group of the corresponding
Atiyah-Hitchin space.
Summarizing, we get that the dihedral group of N = 4 in three dimensions is the one
associated with the type of elliptic singularity at innity of the elliptic bration dened
by the N = 2 four dimensional theory. In other words, the picture we get is the following:
in the R ! 0 three dimensional limit we have, at innity, a rational singularity of type
C3=D2Nf−4. When we go to the R ! 1 limit we get, at innity, an elliptic singularity
with Dynkin diagram DNf . Both types of singularities describe, respectively, one loop
eects in three dimensional N = 4 and four dimensional N = 2.
2.5 The Moduli Space of the Four Dimensional N=2 Supersym-
metric Yang-Mills Theory. The Seiberg-Witten Solution.
From our previous discussion, we have observed that the complex structure of the mod-
uli space of three dimensional N = 4 supersymmetric Yang-Mills theory is given by the
elliptic bration on the moduli space of the four dimensional N = 2 theory, where the
elliptic modulus is identied with the eective complexied coupling constant  , as de-
ned in (2.33). This result will in practice mean that the complete solution to the four
dimensional N = 2 theory can be directly read out form the complex structure of the
Atiyah-Hitchin spaces (2.59), with l = Nf − 1. In previous sections, we have already
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done part of this job, comparing the monodromy of  around u = 1, i. e., in the as-
symptotic freedom regime, with the dihedral group characterizing the innity of the three
dimensional N=4 moduli space. In this section, we will briefly review the Seiberg-Witten
solution [35, 36, 46, 47, 48, 49, 50, 51, 52, 53] for four dimensional N=2 Yang-Mills theory,
and compare the result with the complex structure of Atiyah-Hitchin spaces. Recall that
the Atiyah-Hitchin spaces are hyperka¨hler, and therefore possess three dierent complex
structures. The complex structure determined by the four dimensional N = 2 solution
is one of these complex structures, namely the one where the Atiyah-Hitchin space be-
comes elliptically bered. The analysis of Seiberg and Witten was originally based on
the following argument: the moduli space parametrized by u should be compactied to a
sphere (we will rst of all consider the Nf = 0 case, for SU(2) gauge group). According
to Kodaira’s notation,  is taken to be of genus equal zero. Next, the behaviour of  at
u = 1 is directly obtained from the one loop beta function (see equation (2.36)); this
leads to a monodromy around innity of the type (2.53). Next, if (u) is a holomorphic
function of u, which is clear from the elliptic bration mathematical point of view (see
equation (2.66)), and is a direct consequence of N =2 supersymmetry, then the real and
imaginary parts are harmonic functions. As the coupling constant is the imaginary part
of the complex structure (u), which is on physical grounds always positive, we are deal-
ing with an elliptic bration, so we already know all posible types of singularities. That
some extra singularities should exist, in addition to the one at innity, is clear form the
harmonic properties of Im(u), and the fact that it is positive, but in principle we do not
how many of them we should expect, and of what type. The answer to this question can
not, in principle, be derived from Kodaira’s theory. In fact, all what we can obtain from
Kodaira’s approach, using the adjunction formula, is a relation between the canonical
bundle K of the elliptic bration, the K of the base space, which we can take as IP1, and

















However, (2.72) is not useful, at this point, since we do not know the V manifold, which
is what we are looking for. We will therefore proceed according to physical arguments.
The singularities we are looking for are singularities in the strong coupling regime of
the moduli space of the theory, so it is hopeless to try to use a naive perturbative analysis;
instead, we can rely on a duality approach. In dual variables (see equation (2.47)), the
eective coupling constant behaves like −1











as the eective magnetic coupling, mag, we can reduce our analysis to
looking for perturbative monodromies of type
mag ! mag + b: (2.74)
Indeed, we know that any singularity of Kodaira’s type is related to a monodromy of type
(2.74), up to a unitary transformation, (see equation (2.71)).
Now, and on physical grounds, we can expect a transformation of the type (2.74) as
the monodromy singularity for the eective coupling constant of an eective U(1) theory,
with b equal to the number of massless hypermultiplets. In fact, the beta function for the











or, in Kodaira’s notation, a monodromy of type Ak−1. Notice that the dierence in sign
between the type D, and the type A monodromies, reflects that we are obtaining type
A for infrared free theories, and type D (that is D0, D1, D2, and D3) for assymtotically
free theories (notice the sign in (2.75)) [54]. Now, we should wonder about the meaning
of (2.75). Recall that our analysis relies upon the wilsonian coupling constant, so the
meaning of u in (2.75) must be related to the scale in the U(1) theory, i. e. the vacuum
expectation value for the scalar eld in the photon multiplet or, more properly, in the
dual photon multiplet. This vacuum expectation value gives a mass to the hypermultiplets
through the standard Yukawa coupling, so the singularity of (2.75) should be expected at
u = 0, with u proportional to the mass of the hypermultiplet. Fortunately, we do know
which hypermultiplet we should consider: the one dened by the monopole of the theory.





with M(u) the mass of the monopole, and consider (2.77) perturbatively around the point
u0, where
M(u0) = 0: (2.78)
Therefore, we conclude that a singularity of A0 type will appear whenever the mass of
the monopole equals zero. The nature of the point u0 is quite clear from a physical point
of view: the magnetic eective coupling constant is zero, as can be seen from (2.77), so
that the dual electric coupling should become innity. But the point where the coupling
constant is innity is by denition the scale  of the theory; then, u0 = .
Now, it remains to discover how many singularities of A0 type are there. In principle,
a single point where the monopole becomes massless should be expected (the u0 = 
point); however, as mentioned in section 2.2, the U(1)R symmetry is acting on the moduli
space as a Z2 transformation. Therefore, in order to implement this symmetry, an extra
singularity of A0 type must exist. The simplest solution for the Nf = 0 theory, with SU(2)
gauge group, corresponds to an elliptic bration over IP1, the compactied u-plane, with
three singular points, of type
D0; A0; A0; (2.79)
with D0 the singularity at innity, and the two A0 singularities at the points , with 
the scale of the theory.
What about the inclusion of flavors? In this case, we know that D0 in (2.79) is replaced
by DNf . The case Nf = 2 should be clear, as D2 is equivalent to two A1 singularities and
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therefore, we should expect
D2; A1; A1: (2.80)
The singularities of A1 type indicate that two hypermultiplets become massless. Another
simple case is that with Nf = 4, where there is a trivial monodromy D4, which is now the
monodromy around the origin. The two other cases of assymptotically free theories can
be obtained through decoupling arguments, and taking into account the residual U(1)R
symmetry. The results are [54]
D1 ; A0; A0; A0;
D3 ; A0; A3: (2.81)
Now, with these elliptic brations, we shoud consider the complex structure. As we
know from Kodaira’s argument for the Nf = 0 case, the A0 singularities correspond to
a rational curve with a double singular point; as we know that this double singularity
appears at u = , the simplest guess for the corresponding complex structure is, with
 = 1,
y2 = x3 − x2u+ x: (2.82)
The curve (2.83), for generic u, does not have singular points. Recall that for a curve
dened by f(x; y; u) = 0, the singular points are those such that
F = 0;
Fx = Fy = 0; (2.83)
with Fx and Fy the derivatives with respect to x and y, respectively. The genus of the










where the sum is over singular points, rp is the order of the singularity, and n in (2.84) is
the degree of the polynomial F , dening the curve. So, for generic u, we get, for (2.82),
g = 1.







This is a double point and therefore, using (2.84), we get g = 0. From Kodaira’s classi-
cation, we know that at this points we get two singularities of A0 type. Notice also that
at the origin, u = 0, we have the curve y2 = x3 + x, which is of genus one, since there are
no singular points. Moreover, if we take  = 0, we get the curve
y2 = x3 − x2u: (2.86)
This curve has a double point at x = y = 0 for generic u. Using (2.84), we now get genus
equal zero. Thus, the curve (2.82) satises all the properties derived above.
The curve (2.82) has a point at x = y = 1. In order to compactify the curve, we
must add the point at innity. This can be done going to the projective curve
zy2 = x3 − zx2u+ z2x: (2.87)
The region at innity of this curve is dened by z = 0. The curve, in the three dimensional
R ! 0 limit, can be described by (2.82), but with Vol(Eu) = 1. Next, we will see that
this limit is equivalent to deleting the points at innity of (2.87), i. e., the points with
z = 0. In fact, for z 6= 0 we cab dene a new variable,
v = x− zu; (2.88)
and write (2.87) as
zy2 = x2v + z2x: (2.89)
We can interpret (2.89) as dening a surface in the projective space IP3, but (2.89) is in
fact the Atiyah-Hitchin space in homogeneous coordinates. Thus, we conclude that the
R ! 0 limit is equivalent to deleting the points at innity of the curves Eu dened by
(2.82).
We can see this phenomena in a dierent way as follows. The representation (2.82) of
the Atiyah-Hitchin space is as an elliptic bration, so that we have selected one complex
structure. However, we can yet rotate in the space of complex structures, preserving the
one selected by the elliptic bration. This denes a U(1) action. This U(1) action must
act on Eu; however, this is impossible if Eu is a compact torus. But when we delete the




v ! −2v: (2.90)
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Only a Z2 subgroup of this action survives on u:
u! 2x− −2v  ^u; (2.91)
which means
2 = −2 = ^; (2.92)
i. e., 4 = 1 or ^2 = 1. This Z2 action moves u ! −u, and is the only part of the U(1)
action surviving when we work in the four dimensional limit. More simply, at z = 0, i.




u ! −u: (2.93)
Notice also the relation between  and the breaking of U(1). In fact, for  = 0 we have
y2 = x3 − x2u; (2.94)
which is invariant under
y ! 3y;
x ! 2x;
u ! 2u: (2.95)
2.6 Eective Superpotentials.
Maybe the most spectacular result derived from the Seiberg-Witten solution to N = 2
supersymmetric theories is the rst dynamical proof of electric connement. In order to
properly understand this proof, we need rst to go through the recent history of conne-
ment. The simplest physical picture of connement is that of dual BCS superconductivity
theory [23, 55, 56]. In that picture, a conning vacua is to be represented as the dual of the
standard superconducting vacua, which is characterized by the condensation of Cooper
pairs. In ordinary superconductivity we nd, under the name of Meisner eect, the mech-
anism for magnetic connement. In a superconducting vacua, a monopole-antimonopole
pair creates a magnetic flux tube that connes them. The relativistic Landau-Ginzburg
description of superconductivity was rst introduced by Nielsen and Olesen [57], where
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vortices in the Higgs phase are interpreted as Meisner magnetic flux tubes. The order
parameter of the phase is the standard vacuum expectation value of the Higgs eld; in
this model, simply a scalar coupled to the U(1) electric-magnetic eld. The conned
monopoles would be U(1) Dirac monopoles, and the magnetic string is characterized by
the Higgs mass of the photon. The dual version of this picture is in fact easy to imag-
ine. We simply consider a dual photon, or dual U(1) theory, now coupled to magnetic
Higgs matter, a eld representing the magnetic monopoles with magnetic U(1) charge,
and we look for a dual Higgs mechanism that, by a vacuum expectation value of the
monopole eld, will induce a Higgs mass for the dual magnetic photon. This mass gap
will characterize the connement phase. As the reader may realize, this whole picture
of connement is based on Higgs, or dual Higgs mechanisms for abelian gauge theories;
however, in standard QCD, we expect connement to be related to the very non abelian
nature of the gauge groups. Indeed, only non abelian gauge theories are assymptotically
free, and would possess the infrared slavery, or connement, phenomena. Moreover, in
a pure non abelian gauge theory, we do not have the right topology to dene stable ‘t
Hooft-Polyakov abelian monopoles, so the extesion of the superconductivity picture to
the N =0 pure Yang-Mills theory, or standard QCD, is far from being direct. Along the
last two decades, with ‘t Hooft and Polyakov as leaders, some pictures for connement
have been sugested. Perhaps, the main steps in the story are
i) 2 + 1 Polyakov quantum electrodynamics [23].
ii) ‘t Hooft Z(N) duality relations [56].
iii) ‘t Hooft twisted boundary conditions [20].
iv) ‘t Hooft abelian projection gauge [58].
Concerning i), we have already described the relevant dynamics in chapter I. Let us
therefore now consider the other points. Concerning ii), the general idea is dealing with
the topology underlying pure SU(N) Yang-Mills theory, namely
1(SU(N)=U(1)) ’ Z(N): (2.96)
This is the condition for the existence of magnetic Z(N) vortices. The ‘t Hooft loop B(C)
is the magnetic analog of the Wilson loop A(C), and was dened for creating a Z(N)
magnetic flux tube along the path C. The Wilson criteria for connement, A(C) going
like the area, has now its dual in B(C) behaving like the perimeter, reproducing again the
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picture that dual Higgs is equivalent to connement. The duality relations established by
‘t Hooft reduce to
A(C)B(C 0) = e2i(C;C
0)=NB(C 0)A(C); (2.97)
where (C;C 0) is the link number between the loops C and C 0. From (2.96), the dierent
posible phases compatible with duality were obtained. A way to make more quantitative
the previous picture was also introduced by ‘t Hooft, by means of twisted boundary
conditions in a box. Some of the main ingredients were already introduced in chapter I,
but we will come back to them later on. In what follows of this section we will mainly be
interested in the abelian projection gauge.
The idea of the abelian projection gauge was originally that of dening a unitary
gauge, i. e., a gauge absent of ghosts. The simplest way to do it is rst reducing the
theory to an abelian one, and then xing the gauge, which is (in the abelian theory) a
certainly easier task. Using a formal notation, if G is the non abelian gauge group, and
L is its maximal abelian subgroup, then the non abelian part is simply given by G=L,
so that we can take, as the degrees of freedom for the abelian gauge theory, the space
R=(G=L), where R generically represents the whole space of gauge congurations. Now,
the theory dened by R=(G=L), is an abelian theory, and we can x the gauge, going
nally to the unitary gauge, characterized by R=G = LnR=(G=L), Now, two questions
arise, concerning the content of the intermediate abelian theory, R=(G=L), and the more
important point of how such a theory should be dened. In order to x the non abelian
part of the gauge group, i. e., the piece G=L, ‘t Hooft used the following trick [58]: let X
be a eld that we can think of as a functional of A, X(A), or an extra eld that will be
decoupled at the end. For the time being, we simply think of X as a functional, X(A).
We will require X(A) to transform under the adjoint representation, i. e.,
X(A)! gX(A)g−1: (2.98)







Indeed, if X(A) is diagonal, the residual group is just the maximal abelian subgroup.
Notice that X(A) is playing a similar role to a Higgs eld in the adjoint representation, and
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(2.99) is what we will interpret as a vacuum expectation value, breaking the G symmetry
to its maximal abelian subgroup. As in the standard Higgs mechanism, now the degrees
of freedom are the diagonal parts of the gauge eld, A(ij) , that transform as U(1) charged
particles. In addition, we have the N scalars elds , appearing in (2.99). Summarizing,
the particle content we get in the maximal abelian gauge is
i) N − 1 photons, A(ii).
ii) 1
2
N(N − 1) charged particles, A(ij).
iii) N scalar elds, i.
Notice that (2.99) does not require the i to be constant; in fact, i are elds depending
on the spacetime position. Another important aspect of (2.99) is that, by means of this
maximal abelian gauge we are not introducing, in principle, any form of potential for
the i elds, so that their expectation values are a priori undetermined. Concerning the
previous spectrum, charged particles of type ii) can be considered formally massive, with
the mass being proportional to i − j , as is the case in the standard Higgs mechanism.
The spectrum i), ii) and iii) is not complete. Extra spectrum, corresponding to
singularities of the maximal abelian gauge, (2.99), is also allowed. These singularities
correspond to points in spacetime, where i(x) = i+1(x), i. e., where two eigenvalues
coincide. We have impossed that i > i+1, i. e., the eigenvalues of (2.99) are ordered.
These singularities are point-like in three dimensions, and d − 3 dimensional for spaces
of dimension d. It is easy to see that these singularities of the gauge (2.99) are ‘t Hooft-
Polyakov monopoles. Once we have this set of degrees of freedom to describe the non
abelian theory, we may proceed to consider the phenomenum of connement, following in
essence the same philosophy as in abelian superconductors. ‘t Hooft’s rules of construction
are:
R1 Eliminate the electric charges. This means constructing an eective lagrangian,
where the \massive" electric particles A(ii) have been integrated out inside loops.
R2 Perform duality transformations on the eective lagrangian obtained upon the above
integration of the electric charges, going to dual photons. These dual photons should
interact with the charged monopoles by ordinary vertices, coupling the dual photon
to two monopoles. The interaction between monopoles is certainly not reduced to
the the single exchange of dual photons; there is in practice a missing link connecting
the dual photon-monopole vertices, and the eective lagrangian, and which is played
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by the -elds: the Γeff action depends also on the -elds, that have Yukawa
coupling with the charged A(ij) particles, running inside the loop. As we dualize, we
should also take into account duality on these elds i. In fact, this should be the
most relevant part of our story, as it is the potential interaction between monopoles
and the dual i elds what naturally leads to next rule.
R3 The expectation value < M >, for the theory obtained in R2, must be computed. In
fact, this vacuum expectation value should be obtained after minimizing the theory
with respect to the i eld values.
In spite of the beatiful physical structure underlying ‘t Hooft’s approach, this program
is far from being of practical use in standard QCD or pure Yang-Mills theory. However,
progress in lattice computations is being made at present.
After this introduction to ‘t Hooft’s abelian projection gauge, let us come back to the
simpler example of N=2 pure Yang-Mills theory to nd out the validity of the above rules.
The careful reader wil have already found some similarities in our discussion and the way
the Seiberg-Witten solution for N = 2 supersymmetric Yang-Mills has been presented.
In fact, in the N = 2 theory, the X eld can simply be interpreted as the Higgs eld
in the adjoint, breaking SU(2) to U(1) on generic points of the moduli (for a group of
higher rank, r, the breaking is down to U(1)r). Moreover, we also have the spectrum of
‘t Hooft-Polyakov monopoles and, according to degrees of freedom, we are certainly quite
close to the abelian projection picture; however, we should be careful at this point. In
‘t Hooft’s abelian projection, it was not assumed at any moment that we must be at a
Higgs phase with well dened massive monopoles. The type of monopoles we nd in the
abelian projection gauge are not massive in the usual sense and, moreover, they have not
nite size but are simply point like singularities.
Rule R1 is almost accomplished through the Seiberg-Witten solution [35, 36]. In fact,
we can consider the eective lagrangian obtained from Γeff(A
0
; a), where A
0
 represents
the photon, and a is the scalar eld in the N=2 hypermultiplet (notice that this eective
lagrangian is constrained to be N = 2 invariant). For each value of u = 1
2
< tr2 >, the




The eective lagrangian contains only one loop logarithmic contributions (see equation
(2.36)), and instanton eects. The instanton and multiinstanton contributions contribute
each with four fermionic zero modes, as we kill the four zero modes associated with
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superconformal transformations. The expansion of the eective lagrangian in perturbative
and non perturbative eects can be done in the weak coupling regime and, if we know how
to perform the duality trasnformation, we can start obtaining non trivial information on
the strong coupling regime. Let us formally denote through Γeff(A
D; aD) the dual eective
lagrangian. In the dual perturbative regime, the eective lagrangian is an expansion in
one loop terms, corresponding to light magnetic monopoles, and non perturbative higher
order terms. From the moduli space point of view, the dual perturbative expansion should
appear as a good description of the infrared region, i. e., for values of u such that the
electric constant is large, which are points at the neighbourhood of u ’ , with  the
dynamically generated scale. To complete the equivalent dual description, the equivalent
to expression (2.100) for the dual variable aD should be constructed; impossing N = 2
supersymmetry, we obtain that the dual theory has a coupling
aDM ~M; (2.101)
of Yukawa type for monopoles. Then, aD is the mass of the monopole, in the very same
way as the mass of W particles, in the standard Higgs mechanism, is given by a. We
can now write a general formula for electrically and magnetically charged particles,
M(ne; nm) = jnea+ nmaDj: (2.102)
Here, we have only motivated equation (2.102) from physical arguments but, as we will
see, the mathematical and supersymmetric meaning of (2.102) goes far beyond the scope
of the simple argument we have used.
Coming back to our problem of discovering aD(u), a proper description will require
some results on Ka¨hler geometry. In fact, we know that the metric on the u moduli,
is certainly Ka¨hler with respect to the complex structure distinguished by the elliptic
bration representation of the N = 4 three dimensional moduli space. If it has a Ka¨hler







This Ka¨hler potential can be read out from the eective N=2 low energy action. In fact,
as a general statement, the metric on the moduli space is given by the quadratic terms
of the eective low energy lagrangian. Now, for N = 2 the lagrangian can be written in





where A is an N = 2 supereld, which is holomorphic or, in supersymmetric language,



























and therefore we can identify @
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Notice that equation (2.109) is perfectly consistent with what we expect for the denition
of aD, as it provides the mass of the monopole. In the perturbative regime, we know that
it behaves like Im  a ’ a
g2
. Therefore, (2.107) is the right generalization. Fortunatelly,
thanks to (2.109) and relation (2.66), we get a denite representation of aD(u) in terms












Now that we have a candidate for aD(u), we can continue our analysis following ’t Hooft’s
rules (in fact, aD(u) or, equivalently, how to dene the dual scalar eld 
D
i , was a missing
part in ‘t Hooft’s program). Next, we want to work out the dynamics of the monopoles.
Until now, we have used N = 2 dynamics, so that the elds a and aD are part of our
original lagrangian, and not a gauge artifact, as in ‘t Hooft’s abelian projection gauge.
However, if we softly break N=2 to N=1 [35] adding a mass term for the scalar elds,
mtr2; (2.112)
60
then for large enough m the low energy theory is N = 1, where the interpretation of the
elds a and aD should become closer and closer to the elds of the abelian projection.
The soft breaking term (2.112) should reproduce ‘t Hooft’s hidden dynamics governing
the -elds. In fact, there is a simple procedure, discovered by Seiberg and Witten, to
do that. The eect of (2.112) on the low energy description of the theory is to add a
supereld U , with lower component u, such that < u >=< tr2 >, with superpotential
W = m U : (2.113)
This extra term contains in fact the dynamics about aD elds we are looking for, so we
can write (2.113) as
W = m U(aD); (2.114)
and interpret it as a lagrangian term for aD. The monopole dynamics is then controlled
by a superpotential of type
W = aDM ~M +m U(aD); (2.115)
where the rst term is the N=2 Yukawa coupling. Now, in order to fulll rule R3, we only
need to minimize the superpotential (2.115). Clearly, we get two minima with monopole
vacuum expectation value given by






which is the desired proof of connement. ‘t Hooft’s program is then completed. In order
to extend this approach to non supersymmetric theories, we can still use the the trick
of adding a mass term for the X eld; however, because of the lack of holomorphy, no
translation of such procedure in the form of (2.114) is possible.
Instead of using the relation for U(aD), we can try to get a more direct geometrical
interpretation of (1.103): let us work with the curve (2.82), and consider the points A
and B with y = 0,
x2 − xu + 2 = 0: (2.117)





The purpose of this function is giving a value of U , such that x is one of the crossing
points. Obviously, U(x) posseses two minima, at
x = ; (2.119)
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and therefore the superpotential m U has two minina, at 1, with 1 the scale of the
N = 1 theory. Of course, the minima of U(x) take place when the tow points A and
B coincide, i. e., at the singular nodal curves. Now, we can use the following heuristic
argument to nd out what happens in the three dimensional R ! 0 limit. In projective
coordinates, the region at innity of (2.82) is
zy2 = x3 − zx2u+ 2xz2; (2.120)
at z = 0. If we delete the innity point, i. e., the intersection of the projective curve
C dened by (2.120) and H1 = f(x; y; 0)g, and we then put x3 = 0 in (2.120) we get,





with 2N=2 the N = 2 three dimensional scale.
3 Chapter III
Taking into account the enormous amount of good reviews and books [59, 61, 60, 62] in
string theory, we will reduce ourselves in this section to simply stablishing some notation
and motivating fundamental relations as mass formulas.
3.1 Bosonic String.
3.1.1 Classical Theory.
Let us start considering classical bosonic string theory in flat Minkowski spacetime. This


























Using the Weyl invariance of (3.1), the gauge






can be chosen. In this gauge, the equations of motion for (3.1) become
2X = 0: (3.5)
Dening light cone coordinates,
− =  − ;
+ =  + ; (3.6)




Now, we will introduce open and closed strings. We will rst work out the case of the
closed bosonic string; in this case, we impose periodic boundary conditions,
X(; ) = X(;  + ): (3.8)


























































(−nn + ~−n ~n): (3.12)
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The constraint (3.2) also implies that the left and right contributions to (3.12) are equal.












[x; p ] = i ; (3.13)
and taking into account the normal ordering factors we get, for 0 = 1
2
,
M2 = −8a+ 8
1X
n=1




Two things are left free in deriving (3.14), the constant a, dening the zero point
energy, and the number of dimensions of the target space. The classical way to x these
constants is impossing Lorenz invariance in the light cone gauge, where physical degrees of
freedom are reduced to transversal oscillations. The result, for the closed bosonic string,
is that a should equal one and the number of dimensions should be 26.
From (3.14), we can easily deduce the spectrum of massless states. First of all, we
have a tachyon with no oscillator modes, and squared mass negative (−8). The massless
modes are of the type
−1

−1j0 > : (3.15)
To discover the meaning of these modes, we can see the way they transform under
SO(24) in the light cone gauge; then, we get three dierent types of particles: gravi-
tons for the symmetric and traceless part, a dilaton for the trace part and, nally, the
antisymmetric part.
3.1.2 Background Fields.
The simplest generalization of the worldsheet lagrangian (3.1) corresponds to including









However, not any background G is allowed, since we want to preserve Weyl invariance
on the worldsheet. Scale invariance, for the two dimensional system dened by (3.16) is
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equivalent, from the quantum eld theory point of view, to requiring a vanishing -





for 0 = 1
2
, and with R the Ricci tensor of the target spacetime. Therefore, the rst
condition we require on allowed spacetime backgrounds is to be Ricci flat manifolds. We
will allow the addition of extra manifolds to (3.16), namely the spectrum of massless
particles of the bosonic closed string,













where R(2) in (3.18) is the worldsheet curvature. 0 does not appear in the last term
due to dimensional reasons (the rst two terms in (3.18) contain the X eld, which has
length units).
Notice that for a constant dilaton eld, the last term in (3.18) is simply
  ; (3.19)
with  the Euler number; in terms of the genus, g, for a generic Riemann surface the
Euler number is simply given by
 = 2− 2g: (3.20)
Thus, the powers of  in the partition function behave like 2−2g. This topological number
possesses a nice meaning in string theory: it is equal to the number of vertices joining
three closed strings, needed to build up a Riemann surface of genus g. This naturally leads
to a precise physical meaning of the dilaton background eld: it is the string coupling
constant,
g = e: (3.21)
Once the background elds in (3.18) have been added, the condition of Weyl invariance
















 + (D − 26) = 0; (3.22)
where H = @B + @B + @B.
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3.1.3 World Sheet Symmetries.
Before ending this quick survey on the bosonic string, let us mention an aspect of world-
sheet symmetries. Worldsheet parity acts exchanging left and right oscillators,
Ω : n $ ~

n: (3.23)
Among massless states (3.15), only the symmetric part (the graviton) is invariant
under this transformation. We can now reduce the Hilbert space to states invariant under
Ω. The inmediate eect of this on the worldsheet geometry is that a one loop surface can
be dened in two ways: the opposite S1 boundaries of a cylinder can be glued preserving
orientation, to generate a torus, or up to an Ω trasnformation, giving rise to a Klein
bottle.
3.1.4 Toroidal Compactications.
A torus is a Ricci flat manifold that can be used as target spacetime. Let us consider
the simplest case, R25  S1, where the compact S1 dimension is taken to be of radius R.
Then, the coordinate x25, living on this S1, must satisfy
x25  x25 + 2nR: (3.24)
If we now include the identication (3.24) in the mode expansion (3.9) we get, for the






















+ 8( N − 1); (3.26)
with N and N the total level of left and right moving excitations, respectively. The rst
thing to be noticed, from (3.25), is the invariance under the transformation




m ! n: (3.27)
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A nice way to represent (3.25) is using a lattice of (1; 1) type, which will be referred
to as Γ1;1. This is an even lattice, as can be observed from (3.25),
p2L − p
2
R = 2mn: (3.28)
If  is the spacelike 1-plane where pL lives, then pR 2 ?. In fact, pL froms a 12 angle
with the positive axis of the Γ1;1 lattice, while pR forms a negative angle, −, and changes
in R, which are simply changes in  (or Lorentz rotations in the Γ1;1 hyperbolic space),
are changes in the target space preserving the  = 0 condition, and therefore are what can
be called the moduli of the -model (3.16). Of course, no change arises in the spectrum
upon rotations of the  and ? planes. We have now obtained a good characterization
of the moduli space for the string -model on a simple S1 torus. However, in addition to
rotations in  and ?, we should also take into account the symmetry (3.27), representing
rotations of the Γ1;1 lattice.
The previous discussion can be generalized to compactications on higher dimensional
tori, T d (i. e., working in a background spacetime R26−d T d). In this case, (pL; pR) will
belong to a lattice Γd;d, and the moduli space will be given by [64]
O(d; d; Z)nO(d; d)=O(d)O(d); (3.29)
where the O(d; d; Z) piece generalizes the T -transformations (3.27) to T d. From now
we will call these transformations T -duality [65]. Notice also that the dimension of the
moduli (3.29) is d  d, which is the number of massles degrees of freedom that have been
used to dene the background elds of the -model (3.18). The manifold (3.29) is the
rst example of moduli of a -model we nd; these moduli spaces will be compared, in
next section, to the K3 moduli described.
3.1.5 -Model K3 Geometry. A First Look at Quantum Cohomology.
The concept of moduli space introduced in previous paragraph, for the -model (3.18),
when the target space is a T d torus, leading to manifold (3.29), can be generalized to
more complicated spacetime geometries satisfying the constraints derived from conformal
invariance, namely Ricci flat manifolds. This is a physical way to approach the theory of
moduli spaces where, instead of working out the cohomology of the manifold, a string is
forced to move on it, which allows to wonder about the moduli of the so dened conformal
12 is the coordinate parametrizing the radius of the compact dimension.
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eld theory. In order to properly use this approach, let us rst review some facts about
K3 geometry.
Let us rst recall the relation between supersymmetry and the number of complex
structures. Let us think of a -model, with target spaceM. Now, we want this -model
to be invariant under some supersymmetry transformations. It turns out that in order to




with  the metric on spacetime, and g the metric on the target, invariant under N = 2
supersymmetry we have to require the manifold to be Ka¨hler and, in order to be N = 4,
to be hyperka¨hler.
Let us now enter the description of the K3 manifold [66, 67, 68]. To characterize
topologically K3, we will rst obtain its Hodge diamond. The rst property of K3 is that
the canonical class,
K  −c1(T ); (3.31)
with c1(T ) the rst Chern class of the tangent bundle, T , is zero,
K = 0: (3.32)
Equation (3.32) implies that there exists a holomorphic 2-form Ω, everywhere non van-
ishing. Using the fact that only constant holomorphic functions are globally dened, we
easily derive, from (3.32), that
dim H2;0 = h2;0 = 1: (3.33)
In fact, if there are two dierent 2-forms Ω1 and Ω2, then Ω1=Ω2 will be holomorphic and
globally dened, and therefore constant.
The second important property characterizing K3 is
1 = 0; (3.34)
so that
h1;0 = h0;1 = 0; (3.35)
as b1 = h
1;0 = h0;1 = 0, because of (3.34).
The Euler number can be now derived using Noether-Riemann theorem, and property
(3.32), and it turns out to be 24. Using now the decomposition of the Euler number as
an alternating sum of Betti numbers, we can complete the Hodge diamond,
24 = b0 − b1 + b2 − b3 + b4 = 1− 0 + b2 − 0 + 1; (3.36)
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which implies that
dim H2 = 22; (3.37)
and therefore, from (3.33), we get
dim H1;1 = h1;1 = 20; (3.38)







Using Hirzebuch’s pairing, we can give an inner product to the 22 dimensional space
H2. In homology terms, we have
1  2 = #(1 \ 2); (3.40)
















we know that H2(X;Z) is a lattice of signature (3; 19). The lattice turns out to be self
dual, i. e., there exits a basis i such that
i  

j = ij ; (3.42)
and even,
   2 2Z; 8 2 H2(X;Z): (3.43)
Fortunatelly, lattices with these characteristics are unique up to isometries. In fact, the
(3; 19) lattice can be represented as
E8 ? E8 ? U ? U ? U ; (3.44)
with U the hyperbolic plane, with lattice (1; 1), and E8 the lattice of (0; 8) signature,
dened by the Cartan algebra of E8. The appearance of E8 in K3 will be at the very core
of future relations between K3 and string theory, mainly in connection with the heterotic
string.
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Next, we should separetely characterize the complex structure and the metric of K3.
Recall that this is exactly what we did in our study of the moduli of N=4 supersymmetric
three dimensional Yang-Mills theories. Concerning the complex structure, the proper tool
to be used is Torelli’s theorem, that stablishes that the complex structure of a K3 marked
surface13 is completely determined by the periods of the holomorphic 2-form, Ω. Thus,
the complex structure is xed by
i) The holomorphic form Ω.
ii) A marking.
To characterize Ω 2 H2;0(X;C), we can write
Ω = x+ iy; (3.45)
with x and y in H2(X;R), that we identify with the space R3;19. Now, we know thatZ
X
Ω ^ Ω = 0;Z
X
Ω ^ Ω > 0; (3.46)
and we derive
x  y = 0;
x  x = y  y: (3.47)
Therefore, associated with Ω, we dene a plane of vectors v = nx + my which, due to
(3.46), is space-like, i. e.,
v  v > 0: (3.48)
The choice of (3.45) xes an orientation of the two plane, that changes upon complex
conjugation. Thus, the moduli space of complex structures of K3, will reduce to simply






where ( )+ stands for the part of the group preserving orientation. If, instead of working
with the particular marking we have been using, we change it, the result turns out to be
13By a marked K3 surface we mean a specic map of H2(X;Z) into the lattice (3.44), that we will
denote, from now on, Γ3;19.
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an isometry of the Γ3;19 lattice; let us refer to this group by O(Γ3;19). The moduli then
becomes
MC = Gr=O+(Γ3;19): (3.50)
The group O(Γ3;19) is the analog to the modular group, when we work out the moduli
space of complex structures for a Riemann surface (Sl(2;Z) for a torus).
Let us now make some comments on the distinguished complex structure we have
used in the study of the moduli of the three dimensional N = 4 theories. This complex
structure is such that the the elliptic curve is a (1; 1)-form, and is characterized by the
2-form






the holomorphic dierential on the elliptic ber. However, before entering a more
detailed discussion on this issue, let us consider the question of metrics. Once a complex
structure has been introduced, we have a Hodge decomposition of H2, as
H2 = H2;0 H1;1 H0;2: (3.52)
Thus, relative to a complex structure characterized by Ω, the Ka¨hler form J in H1;1 is




J ^ J > 0; (3.53)
which means that J is represented by a space-like vector in R3;19 and, therefore, together
with Ω, spans the whole three dimensional space-like subspace of R3;19. Yau’s theorem
now shows how the metric is completely determined by J and Ω, i. e., by a space-like
3-plane in R3;19. Thus, we are in a smilar position to the characterization of the moduli
space of complex structures, and we end up with a Grassmannian manifold of three space-
like planes in R3;19,
Gr = O(3; 19)=O(3)O(19): (3.54)
Now, we need to complete Gr with two extra ingredients. One is the volume of the
manifold, that can change by dilatations, and the other is again the modular part, corre-
sponding to isometries of Γ3;19, so that nally we get
MM = O(Γ3;19)nGr R
+: (3.55)
Hence, the moduli of the -model (3.18), dened on a K3 surface, will contain the
moduli of Einstein metrics on K3 (see equations (3.54) and (3.55)). Now, the dimension
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of manifold (3.26) is 58. For the -model (3.18) we must also take into account the
moduli of B-backgrounds. In the string action, what we have is the integral,
R
B, over
the worldsheet, which now becomes a 2-cycle of K3; thus, the moduli of B-backgrounds
is given by the second Betti number of the K3 manifold, which is 22. Finally, the dilaton
eld  has to be taken into account in (3.18). As mentioned, if  is constant, as we will
require, it counts the number of loops in the perturbation series, so we will not consider it
as an extra moduli. More precisely, we will probe the K3 geometry working at tree level
in string theory. Under these conditions, the  moduli space is of dimension [69]
58 + 22 = 80; (3.56)
and the natural guess is the manifold
M = O(4; 20)=O(4)O(20): (3.57)
Naturally, this is not the nal answer, as we have not divided yet by the equivalent to
the T -duality trasnformations in the toroidal case, which are, for K3, isometries of the
H2(X; Z) lattice, i. e.,
O(Γ3;19): (3.58)
However, the nal answer is not the quotient of (3.57) by (3.58), as an important symmetry
from the point of view of conformal eld theory is yet being missed: mirror symmetry. In
order to get a geometrical understanding of mirror symmetry [70], we need rst to dene
the Picard lattice.
Let us consider curves inside the K3 manifold. The Picard lattice is dened as
Pic(X) = H1;1(X) \H2(S;Z); (3.59)
which means curves (i. e., 2-cycles) holomorphically embedded in X. By denition (3.59),
Pic(X) denes a sublattice of H2(S; Z). This Picard lattice has signature (18; t). Let us
consider, as an example, an elliptic bration where the base is a 2-cycle B, and F is the
ber. The Picard lattice dened by these two 2-cycles is given by
B  B = −2;
B  F = 1;
F  F = 0; (3.60)
which is a lattice of (1; 1) type. Self intersections are given by the general expression
C  C = 2(g − 1); (3.61)
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where g is the genus, so that for g = 0, the base space, we get −2, and for the elliptic
ber, with g = 1, we get 0 for the intersection. The intersection between the base and the
ber, B F , reflects the nature of the bration. Notice that expression (3.61) is consistent
with the even nature of the lattice Γ3;19. Now, from (3.59), it is clear that the number
of curves we have in Pic(X) depends on the complex structure. Taking this fact into
account, we can ask ourselves about the moduli space of complex structures preserving a
given Picard sublattice; for instance, we can be interested in the moduli space of elliptic
brations preserving the structure of the bration. As Pic(X) are elements in H1;1(X),
they should be orthogonal to Ω, so the moduli we are looking for will be dened in terms
of the Grassmannian of space-like 2-planes in R2;19−t, i. e.,
GrP = O(2; 19− t)=O(2)O(19− t); (3.62)
where we should again quotient by the corresponding modular group. This modular group
will be given by isometries of the lattice , called the transcendental lattice, and is simply
dened as the orthogonal complement to the Picard lattice. Thus,  is of Γ2;19−t type,
and the moduli preserving the Picard group is
MP = GrP=O(): (3.63)
As is clear from (3.62), the dimension of the moduli space of complex structures
preserving the Picard group, reduces in an amount given by the value of t for the Picard
lattice. At this point of the discussion, a question at the core of mirror symmetry comes
naturally to our mind, concerning the posibility to dene a manifold X whose Picard
group is the transcendental lattice  of X [71]. In these terms, the answer is clearly
negative, as the Picard lattice is of signature (1; t), and  is of signature (2; 19 − t),
so that we need either passing from  to a (1; t0) lattice, or generalize the concept of
Picard lattice, admiting lattices of signature (2; t). It turns out that both approaches are
equivalent, but the second has a more physical flavor; in order to get from  a Picard
lattice, what we can do is to introduce an isotropic vector f in , and dene the new
lattice through
f?=f; (3.64)
which is of (1; 18 − t) type; now, the mirror manifold X is dened as the manifold
possesing as Picard lattice the one dened by (3.64). The moduli space of the mirror
manifold is therefore given by the equivalent to expression (3.62),
GrP = O(2; t+ 1)=O(2)O(t+ 1): (3.65)
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Then, we observe that the dimension of the two moduli spaces sums up to 20, and that
the dimension of the moduli space of the mirror manifold is exactly given by the rank
t+ 1 of the Picard of the original moduli space.
A dierent approach will consist in denig the so called quantum Picard lattice. Given
a Picard lattice of signature (1; t), we dene its quantum analog as the lattice of signature
(2; t + 1), obtained after multiplying by the hyperbolic lattice Γ1;1. So, the question of
mirror will be that of given a manifold X, with transcendental lattice , nding a manifold
X such that its quantum Picard lattice is precisely . Now, we observe that the quantum
Picard lattices of X and X produce a lattice of signature (4; 20). The automorphisms
O(Γ4;20) will result of compossing the T -duality transformations and mirror symmetry.
Coming back to (3.57), and including mirror symmetry, we get, as moduli space of the
-model on K3,
O(4; 20; Z)nO(4; 20)=O(4)O(20): (3.66)
This concludes our analysis of -models on K3.
3.1.6 Elliptically Fibered K3 and Mirror Symmetry.
We are now going to consider singularities in the K3 manifold. Let C be a rational curve in
the K3 manifold; then, by equation (3.61), C C = −2. If the curve C is holomorphically
embedded it will be an element of the Picard lattice. Its volume is dened as
Vol(C) = J  C; (3.67)
with J the Ka¨hler class. A singularity will appear whenever the volume of C goes zero,
i. e., whenever the Ka¨hler class J is orthogonal to C. Notice that this implies that C
should be orthogonal to the whole 3-plane dened by Ω and J , as C is in fact (1; 1), and
therefore orthogonal to Ω.
Now, we can dene the process of blowing up or down a curve C in X. In fact, a way
to blow up is simply changing the moduli space of metrics J , until J C becomes dierent
from zero. The opposite is the blow down of the curve. The other way to get rid o the
singularity is simply changing the complex structure in such a way that the curve is not
in H1;1, i. e., the curve does not exist anymore.
We can have dierent types of singularities, according to how many rational curves
Ci are orthogonal to J . The type of singularity will be given by the lattice generated by
these Ci curves. Again, these lattices would be characterized by Dynkin diagrams.
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Let us now consider an elliptically bered K3 manifold,
E ! X ! B: (3.68)
Now, we can come back to Kodaira’s analysis on elliptic brations, as presented in chapter
II. Elliptic singularities of Kodaira type are characterized by the set of irreducible compo-
nents Xi of the corresponding singularities. The Picard lattice for these elliptic brations
contains the Γ1;1 lattice generated by the ber and the base, and the contribution of each
singularity as given by the Shioda-Tate formula [71]. Dening the Picard number (X)
as 1 + t for a Picard lattice of type (1; t) we get




where the sum is over the set of singularities, and where  is given by (An−1) = n− 1,
(Dn+4) = n + 4, (E6) = 6, (E7) = 7, (E8) = 8, (IV ) = 2, (III) = 1, (II) = 0.
Equation (3.69) is true provided the Mordell-Weyl group of sections is trivial.
As described in the previous section, the mirror map goes from a manifold X, with
Picard lattice of type (1; t), to X, with Picard lattice (1; 18− t) or, equivalently,
(X) + (X) = 20: (3.70)
Through mirror, we can then pass from an elliptically bered K3 surface, with Picard
number (X) = 2, which should for instance have all its singularities of type A0, to a K3
surface of Picard number (X) = 18, which should have 16 singularities of A1 type, or
some other combination of singularities.
3.1.7 The Open Bosonic String.
Repeating previous comments on closed strings for the open case is straightforward. The
only crucial point is deciding the type of boundary conditions to be imposed. From (3.1),





with @n the normal boundary derivative. In order to avoid momentum flow away form
the string, it is natural to imposse Neumann boundary conditions,
@nX = 0: (3.72)
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Using these boundary conditions the mode expansion (3.9) becomes, for the open string,









and the quantum mass formula (3.14) is, for 0 = 1
2
,




Now, the rst surprise arises when trying to generalize the T -duality symmetry, (3.27),
to the open string case.
3.1.8 D-Branes.
By introducing the complex coordinate
z = 2 + i; (3.75)
with 2  i , (3.73) can be rewritten as









−n + z−n): (3.76)
Let us now consider the open string moving in R25S1. Neumann boundary conditions
in the compactied direction are
@nX
25 = 0: (3.77)
Now, we will work out the way these boundary conditions modify under the R ! 1
R
transformation [72]. To visualize the answer, we will consider the cylinder swept out by
a time evolving closed string, both from the closed and open string pictures (in the open
string picture the cylinder can be understood as an open string with both ends at the S1
edges of the cylinder). In fact, from the open string point of view, the propagation of the
string is at tree level, while the open string approach is a one loop eect. We will now
assume that the S1 boundary circles of the cylinder are in the 25 direction. Recalling
then what happens in the closed string case, under change (3.27), the mode expansion














= −~250 : (3.79)
What this means is that the theory in the dual circle of radius 1
2R
is equivalent to a theory
on a circle of radius R, but written in terms of a new space coordinate Y 25, dened from




Returning now to the cylinder image described above, let us consider boundary condi-
tions in the open string picture. From the closed string approach, they will be represented
as
@X
25 = 0: (3.81)
Now, after performing the duality transformation (3.27), equation (3.80) implies
@Y
25 = 0; (3.82)
that, from the open string point of view, looks as Dirichlet boundary conditions, so
that the extreme points of the open string do not move in time in the 25 direction.
Summarizing, we observe that under R! 
0
R
, Neumann and Dirichlet boundary conditions
for the open string are exchanged. Besides, the picture we get if the end points of the
open string do not move in the 25 direction is that of D-brane hypersurfaces, with xed
25 coordinate, where the open string should end.
For a better understanding of the dynamical nature of these D-brane hypersurfaces,
and their physical meaning, the above approach must be generalized to include several
D-brane hypersurfaces; the tool needed comes from the old fashioned primitive string
theory, interpreted as a meson model: the Chan-Paton factors [73].
3.1.9 Chan-Paton Factors and Wilson Lines.
Chan-paton factors are simply dened encoding the end points of the open string with
labels i, j, with i; j = 1; : : : ; N . The corresponding string states will be dened as
jk; i; j >. Let us now dene a set of N N matrices, aNN , hermitian and unitary, which





ai;jjk; i; j > : (3.83)
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The string states ji; j > can now be easily interpreted in the language of gauge theories.
In order to do that, we will again use the abelian projection introduced in previous
chapter. In the abelian projection gauge, states ji; i > correspond to U(1) photons, while
ji; j > states (non diagonal components of the gauge eld) correspond to charged massive
particles. The way they transform under the abelian U(1)N group is
ji; j >! ei(j−i)ji; j >; (3.84)





As discussed in chapter II, to dene an abelian projection gauge, a eld X must
be chosen to transform in the adjoint representation; then, the gauge is xed through
imposing X to be diagonal. A simple example of eld X is a Wilson line. So, let us
assume we are working in R25S1, and dene X as the Wilson line in the 25 compactied
direction. Choosing X diagonal means taking A25 in the abelian group U(1)N ; a diagonal









corresponding to a pure gauge








Now, f1; : : : ; Ng are the analogs to f1; : : : ; Ng, used in the standard abelian pro-
jection. The eect of the Wilson line (3.86) on a charged state ji; j > is transforming it









When moving from R to R0 = 1
2R








The geometrical meaning of (3.89) is quite clear: the open string can wind around the
dual circle of radius R0 any number of times, but its end points are xed, as expected after
the R ! R0 duality transformation, to be in jR0 and iR0 positions. Thus, the picture
we get is that of several D-brane hypersurfaces xed in the dual circle to be at positions
1R
0; : : : ; NR
0, and the string states of type ji; j > are now living between the ith and jth
D-brane hypersurface.
Using mass formula (3.26), and equation (3.88) for the momentum, we observe that








. Both of these states have the kinematical index  in the un-
compactied directions. We can also consider the massless Kaluza-Klein states, 25−1ji; i >,
which can be interpreted as scalars living on the 24 dimensional space dened by the D-
brane hypersurface. However, this spectrum is the abelian projected gauge spectrum for
a U(N) gauge theory, now dened on the D-brane hypersurface. Therefore, two comple-
mentary pictures arise,
 The distribution of D-branes represents a new type of background for string theory,
where a U(N) Wilson line has been introduced in the internal or compactied S1.
 The distribution of D-branes provides, for the massless spectrum, a geometrical rep-
resentation of a gauge theory living on the worldvolume of the D-brane. Moreover,
the spectrum is presented as the abelian projection spectrum.
Of course, this second approach only takes into account, as is usual in string theory,
low energy degrees of freedom. Properly speaking, what we are doing is embedding the
gauge theory into string theory in a new way.
To end this rst contact with D-branes (for more details see, for instamce, [60], and
references therein) we should, at least qualitatively, answer the question possed above
on the dynamical nature of D-branes. The simplest answer will be obtained analizing
the gravitational interactions through the computation of the mass density, leading to
the tension of the D-brane hypersurface. A graviton, which is a closed string state can
couple a D-brane, dening an interaction vertex. The disc coupling the graviton to the D-
brane can be interpreted in terms of open strings ending on its circle boundary. Without
performing any computation, we already know something on the order of magnitude of
the process: it is a process determined by the topology of a disc, with half the Euler





A more detailed discussion on D-branes needs the use of more general string theories
(superstring theories), which is what we will discuss in next section.
3.2 Superstring Theories.
Superstrings correspond to the supersymmetric generalization of the -model (3.1). This
is done adding the fermionic term
SF =
Z
d2i  @ ; (3.90)
where   are spinors, relative to the worldsheet, and vectors with respect to the spacetime
Lorentz group, SO(1; D− 1). Spinors in (3.90) are real Majorana spinors, and the Dirac














f; g = −2: (3.92)
The supersymmetry transformations are dened by
x =  ;
  = −i@x
; (3.93)




















(@  @). As was the case for the bosonic string, we need now to specify the
boundary conditions for the fermion elds, both in the open and closed string case. For
open strings, there are two posibilities:
Ramond :  +(; ) =  

−(; );




which produce the mode expansions

















In the case of closed strings, we can impose either periodic or antiperiodic boundary
conditions for the fermions, obtaining Ramond (R) or Neveu-Schwarz (NS) for both  
elds. After quantization we get, following similar steps to those in the bosonic case, that
the critical dimension is 10, and that the mass formulas and normal ordering correlators
are given by
M2 = 2(NL − L) = 2(NR − R); (3.98)
with  = 1
2
in the NS sector, and  = 0 in the R sector. Using this formula, and the GSO
projection, we easily get the massless spectrum. For the closed string we get
NS-NS sector : b−1=2b

−1=2j0 >;
NS-R sector : b−1=2jS >;
R-R sector : jS > ⊗jS > : (3.99)
The state jS > corresponds to the Ramond vacua (recall  = 0 in the Ramond sector).





and therefore the jS > vacua can be one of the two 8S, 8S0 spinorial representations of
SO(8). Depending on what is the spinorial representation chosen we get, from (3.99), two
dierent superstring theories. In the chiral case, we choose the same chirality for the two
fermionic states in the NS-R and R-NS sectors. This will lead to two gravitinos of equal
chirality. Moreover, in the R-R sector we get, for same chirality,
8S  8S = 1 28 35S; (3.101)
corresponding to a scalar eld being identied with the axion, an antisymmetric eld, and
a 4-form eld. We will call this superstring theory type IIB. In case we choose dierent
chiralities for the spinor representations associated with the Ramond vacua, what we get
is type IIA superstring theory, which is also an N = 2 theory, but this time with two
gravitinos of dierent chirality; now, the R-R sector contains
8S ⊗ 8S0 = 8V  56V ; (3.102)
81
i. e., a vector eld and a 3-form. These are the rst two types of superstring theories that
we will consider.
3.2.1 Toroidal Compactication of Type IIA and Type IIB Theories. U-
duality.
Before considering dierent compactications of superstring theories, we will rst review
some general results on the maximum number of allowed supersymmetry, depending on
the spacetime dimension.





where [ ] stands for the integer part. Depending on the dimension, the larger spinor can
be real, complex or quaternionic,
R; if d = 1; 2; 3 mod 8;
C; if d = 0 mod 4;
H; if d = 5; 6; 7 mod 8: (3.104)
Using (3.103) and (3.104), we get the number of supersymmetries listed in the table
below14.










The maximum number of supersymmetries in three dimensions is then 16. From
the table it is also clear that through standard Kaluza-Klein compactication, starting
with six dimensional N = 1 supersymmetry leads to four dimensional N = 2, and three
14This table is constrained by the physical requirement that particles with spin > 2 do not appear.
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dimensional N = 4 supersymmetry. We can also notice that ten dimensional N = 1 leads
to N=4 supersymmetry in four dimensions.
It must be stressed that the counting of supersymmetries after dimensional reduction
is slightly more subtle if we compactify on manifolds with non trivial topology. Here, the
adequate concept is the holonomy of the internal manifold; let us therefore recall some
facts on the concept of holonomy. Given a Riemannian manifoldM, the holonomy group
HM is dened as the set of transformations Mγ associated with paths γ inM, dened by
parallel transport of vectors in the tangent bundle. The connection used in this denition
is the Levi-Civita connection. In general, for a vector budle E !M, the holonomy group
HM is dened by the paralell transport of v in the ber, with respect to the connection on
E. The Ambrose-Singer theorem shows how the holonomy is generated by the curvature.
Manifolds can be classied according to its holonomy group. Therefore, we get [74]
 HM = O(d), for real manifolds of dimension d.
 HM = U(
d
2
), for Ka¨hler manifolds.
 HM = SU(
d
2
), for Ricci flat Ka¨hler manifolds.
 HM = Sp(
d
4
), for hyperka¨hler manifolds15.
The answer to the question of what the role of holonomy is in the counting of the
number of supersymetries surviving after compactication is quite simple: let us suppose
we are in dimension d, so that the spinors are in SO(1; d − 1). Now, the theory is
compactied on a manifold of dimension d1, down to d2 = d − d1. Supersymmetries
in d2 are associated with representations of SO(1; d2 − 1), so we need to decompose an
irreducible representation of SO(1; d−1), into SO(1; d2−1)SO(d1). Now, the holonomy
group of the internal manifoldHMd1 will be part of SO(d1). Good spinors in d2 dimensions
would be associated with singlets of the holonomy group of the internal manifold. Let us
consider the simplest case, with d1 = 4; then,
SO(4) = SU(2)⊗ SU(2) (3.105)
and, if our manifold is Ricci flat and Ka¨hler, the holonomy will be one of these SU(2)
factors. Therefore, we will need a singlet with respect to this SU(2). As an example, let
15Notice that any hyperka¨hler manifold is always Ricci flat.
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us consider the spinor in ten dimensions, with N=1; as we can see from the above table,
it is a 16, that we can decompose with respect to SO(1; 5) SU(2) SU(2) as
16 = (4;2;1)⊗ (4;1;2): (3.106)
Therefore, we only get one surviving supersymmetry in six dimensions. This is a general
result: if we compactify a ten dimensional theory on a manifold of dimension four, with
SU(2) holonomy, we will get a six dimensional theory with only one supersymmetry.
However, if the compactication is on a torus with trivial holonomy, two supersymmetries
are obtained (the maximum number of supersymmetries available).
As the rst contact with type IIA string theory we will then consider its compactica-
tion on a d-dimensional torus, T d. To start with, let us work in the particular case d = 4.
From the above table, we learn that the number of supersymmetries in six dimensions is
4, as the holonomy of T 4 is trivial. If we do not take into account the R-R elds, the
moduli of the string -model is exactly the one described in section 3.1,
O(4; 4; Z)nO(4; 4)=O(4)O(4); (3.107)
with the T -duality O(4; 4; Z) corresponding to changes of the type Ri !
0
Ri
, for the four S1
cycles compossing the torus. The situation becomes dierent if we allow R-R background
elds. In such a case, we should take into account the possiblity of including Wilson lines
for the A eld (the 8V in (3.102)), and also a background for the 3-form A (the 56V
of (3.102)). The number of Wilson lines is certainly 4, one for each non contractible loop
in T d, so we need to add 4 dimensions to the 16-dimensional space (3.107). Concerning
an A background, the corresponding moduli is determined by H3(T
4), which implies 4
extra parameters. Finally, the dimension equals
16 + 4 + 4 = 24: (3.108)
Now, a new extra dimension coming form the dilaton eld must be added. It is important
here to stress this fact: in the approach in previous section to -model moduli space the
dilaton moduli has not been considered. This corresponds to interpreting the dilaton
as a string coupling constant, and allowing changes only in the string. Anyway, this
dierentiation is rather cumbersome. Adding the dilaton moduli to (3.108), we get a
moduli space of dimension (3.25), that can be written as
O(5; 5; Z)nO(5; 5)=O(5)O(5): (3.109)
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The proposal of moduli (3.109) for type IIA on T 4 already contains a lot of novelties.
First of all, the modular group O(5; 5; Z) now acts on the dilaton and the resting Ramond
elds. In fact, relative to the O(4; 4; Z) T -duality of toroidal compactications, we have





with g the string coupling constant. This new modular symmetry is called in the physics
literature U-duality [78]. The phenomena found here resembles very much what arises
from mirror symmetry in the analysis of K3. There, the \classical" modular group was
O(Γ3;19; Z), and quantum mirror symmetry creates the enhancement to O(Γ4;20; Z) where,
in addition to T -duality, we have mirror transformations. In the case of type IIA on T 4, it
is because we include the R-R backgrounds and the dilaton that the modular symmetry
O(4; 4; Z) is enhanced to the U-duality symmetry. In spite of the analogies, the physical
meaning is dierent. To apreciate this, let us now consider type IIA on K3. The dilaton
moduli can be added, but the R-R elds are not producing any new moduli. In fact, recall
that 1(K3) = 0, and H3 = 0, so the moduli of type IIA on K3 is simply
O(4; 20; Z)nO(4; 20)=O(4)O(20) R; (3.111)
with R parametrizing the dilaton, and the modular group not acting on it.
The way to interpret the moduli (3.109) goes under the name of M-theory. Before
entering a more precise denition of M-theory, the basic idea is thinking of (3.109) simply
as the moduli of a toroidal compactication on T 5; however, in order to obtain a six
dimensional N=4 theory, we need to start with some theory living in 11 dimensions. The
theory satisfying this is M-theory, a theory whose low energy supergravity description is
well understood: it should be such that through standard Kaluza-Klein compactication
it gives the eld theory limit of type IIA strings; but this a theory known as eleven
dimensional type IIA supergravity.
Once we have followed the construction of the type IIA string theory moduli on T 4,
let us consider the general case of compactication on T d. The dimension of the moduli
is




where d2 is the NS-NS contribution, the 1 sumand comes form the dilaton, d from the
Wilson lines, and d(d−1)(d−2)
3
from the 3-form A. The formula (3.112) has to be com-
pleted, for d  5, by including dual scalars. For d = 5, the dual to the 3-form A is a
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scalar. The result is
d(d− 1)(d− 2)(d− 3)(d− 4)
5
duals to A;
d(d− 1) : : : (d− 6)
7
duals to A: (3.113)
The moduli spaces, according to the value of the dimension of the compactication torus,
are listed in the table below.
Dimension Moduli
d = 4 O(5; 5; Z)nO(5; 5)=O(5)O(5)
d = 5 E6;(6)(Z)nE6;(6)=Sp(4)
d = 6 E7;(7)(Z)nE7;(7)=SU(8)
d = 3 Sl(5;Z)nSl(5)=SO(5)
d = 2 Sl(3;Z) Sl(2;Z)nSl(3)=SO(3) Sl(2)=SO(2)
For supergravity practitioners, the appearance of E6 and E7 in this table should not
be a surprise.
Let us now see what happens in the type IIB case. The moduli on, for instance, T 4,
is again the 16 dimensional piece coming from the NS-NS sector; now, the R-R sector is
determined by the cohomology groups H0, H2 and H4 (see equation (3.101)). From the







we get 8 extra modulis, exactly the same number as in the type IIA case. This is a
general result for any T d compactication. The reason for this is that type IIA and type
IIB string theories are, after toroidal compactication, related by T -duality. However, on
a manifold as K3, with 1 = 0, the moduli for IIA and IIB are drastically dierent, as
can be derived from direct inspection of the K3 Hodge diamond (see equation (3.39)).
Therefore, for type IIB we get, from the R-R sector, 1 coming from H0, 22 from H2, and
1 from H4, which sums up a total of 24 extra modulis to be added to the 58 + 22 of the
NS-NS sector. Then, including the dilaton,
dim IIB(K3) = 22 + 58 + 24 + 1 = 105: (3.115)
Therefore, the natural guess for the moduli is
O(5; 21; Z)nO(5; 21)=O(5)O(21): (3.116)
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Here, something quite surprising is taking place. As we can see from (3.111), when type
IIA is compactied on K3, we do not nd any appearance of U-duality or, in other words,
S-duality. By contrast, in the type IIB case we nd a modular group O(5; 2; Z), that
contains the dilaton and, therefore, the S-duality transformation. This is what can be
called the S-duality of type IIB string theory [87], which can already be observed from
equation (3.101). In fact, the R-R and NS-NS sectors both contain scalar elds and the
antisymmetric tensor.
3.2.2 Heterotic String.
The idea of \heterosis", one of the most beatiful and productive ideas in the recent history
of string theory [88] was motivated by two basic facts. First of all, the need to nd a
natural way to dene non abelian gauge theories in string theory, without entering the use
of Chan-Paton factors, and, secondly, the sharpness of the gap in string theory between
left and right moving degrees of freedom. Here, we will concentrate on some of the ideas
leading to the construction of heterosis. In the toroidal compactication of the bosonic
string on T d, we have found that the momenta live in a Γd;d lattice. This is also true for
the NS sector of the superstring. The lattice Γd;d, where the momenta live, is even and
self dual. Taking into account the independence between left and right sectors, we can
think on the possibility to compactify the left and right components on dierent tori, T dL
and T dR, and consider as the corresponding moduli the manifold
O(dL; dR; Z)nO(dL; dR)=O(dL)O(dR): (3.117)
Before trying to nd out the consistency of this picture, let us try to get a simple
interpretation of moduli (3.117). The dimension of this moduli is dL  dR, and we can
separate it into dL  dL + dL  (dR − dL). Let us interpret the rst part, dL  dL, as
the standard moduli for compactications on a torus T dL; then, the second piece can be
interpreted as the moduli of Wilson lines for a gauge group
U(1)dR−dL : (3.118)
With this simple interpretation, we already notice the interplay in heterosis when working
with a gauge group that can be potentially non abelian, the gauge group (3.118), and
dierentiating left and right parts. When we were working with type II string theory,
and considered toroidal compactications, we were also adding, to the moduli space, the
contribution of the Wilson lines for the RR gauge eld, A (in case we are in type IIA).
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However, in the case of type IIA on T 4, taking into account the Wilson lines did not
introduce any heterosis asymmetry in the moduli of the kind (3.117). However, T 4 is not
the only Ricci flat four dimensional manifold; we can also consider K3 surfaces. It looks
like if T 4, K3, and its orbifold surface in between, T 4=Z2, saturate all compactication
manifolds that can be thought in four dimensions. In the case of K3, the moduli of type
IIA string (see equation (3.111)) really looks like the heterotic moduli, of the kind (3.117),
we are looking for. Moreover, in this case, and based on the knowledge of the lattice of
the second cohomology group of K3 (see equation (3.44)),
E8 ? E8 ? U ? U ? U ; (3.119)
we can interpret the 16 = dR − dL units as corresponding precisely to Wilson lines of the
E8  E8 gauge group appearing in (3.119). In other words, and following a very distant
path form the historical one, what we are suggesting is interpreting moduli (3.111), of type
IIA on K3, as some sort of heterosis, with dL = 4 and dR = 20. The magic of numbers
is in fact playing in our team, as the numbers we get for dL and dR strongly suggest a
left part, of critical dimension 10, and a right part, of precisely the critical dimension
of the bosonic string, 26. This was, in fact, the original idea hidden under heterosis:
working out a string theory looking, in its left components, as the standard superstring,
and in its right components as the 26 dimensional bosonic string. However, we are still
missing something in the \heterotic" interpretation of (3.111), which is the visualization,
from K3 geometry, of the gauge group. In order to see this, some of the geometrical
material introduced in subsection 3.1.5 will be needed; in terms of the concepts there
introduced, we would claim that the (pL; pR) momentum is living in the lattice Γ
4;20. We
can then think that pL is in the space-like 4-plane where the holomorphic top form Ω,
and the Ka¨hler class J , are included. Recall that they dene a space-like 3-plane. Now,
momentum vectors, orthogonal to this 4-plane, can be considered; they are of the type
(0; pR): (3.120)
Now, whenever p2R = −2, this vector will dene a rational curve inside K3, with vanishing
volume (in fact, the volume is given by pR J = 0). The points p2R = −2 will be at the root
lattice of E8E8. Now, from the mass formulas (3.26) we easily observe that p2R = −2 is
the condition for massless vector particles. In fact, if we separate, in the spirit of heterosis,








2 + 8(N − 1); (3.121)
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so that M2 = 0, for N = 0, if (p
(16)
R )
2 = 2. The sign dierence appears here because
(recall subsection 3.1.5) in the K3 construction used for the second cohomology lattice,
the E8 lattice was dened by minus the Cartan algebra of E8. Therefore, we observe
that massless vector bosons in heterotic string are related to rational curves in K3 of
vanishing volume, which allows to consider enhancement of symmetries when moving
in moduli space [81, 89, 90]. Some of these rational curves can be blown up, which
would be the geometrical analog of the Higgs mechanism, or either blown down, getting
extra massless stu. Moreover, for elliptically bered K3 surfaces, the dierent Kodaira
singularities reflect, in its Dynkin diagram, the kind of gauge symmetry to be found.
The above discussion summarizes what can be called the rst quasi-theorem on string
equivalence [78, 81],
Quasi-Theorem 1 Type IIA string on K3 is equivalent to E8E8 heterotic string
on T 4.
Previous arguments were so general that we can probably obtain extra equivalences
by direct inspection of the dierent K3 moduli spaces that have been discussed in sub-
section 3.1.5. In particular, let us consider the moduli space of complex structures for an
elliptically bered K3 surface, a fact represented, in terms of the Picard lattice, claming
that it is of Γ1;1 type, generated by a section, and with the ber satisfying relations (3.28).
This moduli is
O(2; 18; Z)nO(2; 18)=O(2)O(18); (3.122)
where we have used equation (3.62), and the fact that the transcendental lattice is of
type (2; 18). From the heterosis point of view, it would be reasonable to interpret (3.122)
as heterotic E8  E8 string, compactied on a 2-torus, T 2. In fact, we will have 4 real
moduli, corresponding to the Ka¨hler class and complex structure of T 2, and 16 extra
complex moduli associated to the Wilson lines. However, now the type II interpretation
of (3.122) is far from being clear, as (3.122) is just the part of the moduli space that is
preserving the elliptic bration. Now, in order to answer how (3.122) can be understood
as a type II compactication a similar problem appears as we try to work out an heterotic
interpretation of the type IIB moduli on K3, given in (3.116). A simple way to try to
interpret (3.122), as some kind of type II compactication, is of course thinking of an
elliptically bered K3, where the volume of the ber is xed to be equal zero; generically,
J  F = 0; (3.123)
89
where F indicates the class of the ber. Now, we can think that we are compactifying a
type II string on the base space of the bundle. However, this does not lead to (3.122) for
the type IIA case, as the RR elds are in H1 and H3, which will vanish. But what about
type IIB? In this case, we have the NS eld , and the R eld , and we should x the
moduli of possible congurations of these elds on the base space of the elliptic bration.
Here, type IIB S-duality, already implicit in moduli (3.116), can help enormously, mainly
because we are dealing with an ellipticaly bered K3 manifold [91, 92, 93]. To proceed,
let us organize the elds  and  into the complex
 = + ie−; (3.124)
and identify this  with the moduli of the elliptic ber. Then, the 18 complex moduli di-
mension of (3.122) parametrizes the moduli of complex structures of the elliptic bration,
and therefore the moduli of  eld congurations on the base space (provided  and a+b
c+d
are equivalent from the type IIB point of view). These moduli parametrize then the type
IIB compactication on the base space B (it is IP1; recall that in deriving (3.122) we have
used a base space B such that B B = −2). There is still one moduli missing: the size of
the base space B, that we can identify with the heterotic string coupling constant. Thus,
we arrive to the following quasi-theorem,
Quasi-Theorem 2 Heterotic string on T 2 is equivalent to type IIB string theory
on the base space of an elliptically bered K3.
The previous discussion is known, in the physics literature, under the generic name of
F-theory [94, 95, 96].
We have been considering, until now, type II strings on K3, and compared them to
heteotic string on a torus. To nd out what is the expected moduli for the heterotic string
on K3, we can use the following trick: if heterotic string on T 2 is type IIB on the base
space of an elliptically bered K3, by quasi-theorem 2 heterotic string on an elliptically
bered K3 should correspond to type IIB on the base space of an elliptically bered
Calabi-Yau manifold. More precisely, type IIB string should be compactied on the basis
of an elliptic bration, which is now four dimensional, and that can be represented as a
bration of a IP1 space over another IP1. This type of brations are known in the literature
as Hirzebruch spaces, Fn. Hirzebruch spaces can simply be determined through heterotic
data, given by the E8  E8 bundle on the K3 manifold. The moduli of these bundles on
K3 will put us in contact with yet another interesting topic: small instantons.
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3.2.3 Heterotic Compactications to Four Dimensions.
Before considering some denite examples, let us simply summarize the dierent su-
persymmetries we can get when compactifying to three dimensions, depending on the
holonomy of the target manifold. In order to do that, we will need the results in sub-
section 3.2.1, on the maximum number of supersymmetries allowed for a given spacetime
dimension.
Type of String Target Manifold Holonomy Supersymmetry
II K3 T 2 SU(2) N=4
Heterotic T 6 Trivial N=4
II Calabi-Yau SU(3) N=2
Heterotic K3 T 2 SU(2) N=2
II BSU(4) SU(4) N=1
Heterotic Calabi-Yau SU(3) N=1
In the table above we have not dierentiated between type IIA and type IIB16. The
rst two lines, corresponding to cases with N = 4 and N = 2 supersymmetry in four
dimensional spacetime, will be the basic examples we will use to introduce the concept of
dual pairs of string compactications down to four dimensions.
Before entering a discussion on the ingredients of this table, we yet need to consider
the holonomy of the moduli space. This holonomy will of course depend on the number
of supersymmetries and the type (real, complex or quaternionic) of the representation.
Hence, from subsection 3.2.1, we can complete the table below.
Spacetime Dimension Supersymmetries Type Holonomy
d = 6 N=2 H4 Sp(1) Sp(1)
d = 4 N=4 C2 U(4)
d = 4 N=2 C2 U(2)
Using this results, we can now decompose the tangent vectors to the moduli according
to its transformation rules with respect to the holonomy group. Let us concentrate in the
d = 4 case. For U(4), we get
U(4) ’ U(1) SO(6): (3.125)
16This will be relevant when discussing the third line where, by BSU(4), we are thinking in the spirit
of the discussion in the last part of previous section, where a Calabi-Yau fourfold of SU(4) holonomy,
elliptically bered, and with a zero volume ber, is used for compactication.
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The matter multiplets will contain 6 (real) scalars each, i. e., the number of dimensions
we compactify. Then, if we have m of these matter multiplets, the part of the moduli on
which the SO(6) part of the holonomy group is acting should be
O(6;m)=O(6)O(m): (3.126)
The U(1) part of (3.125) will act on the supergravity multiplet so we expect, just from
holonomy arguments, a moduli of type
O(6;m)=O(6)O(m)  Sl(2)=U(1): (3.127)
Now, we need to compute m. For heterotic string, the answer is clear: m = 22, and the
total dimension of (3.127) will be 134. Let us now consider the case of type IIA. From
the table, we see that we should consider K3 T 2 as compactication manifold. Let us
then rst compute the dimension of the moduli space:
Moduli of metrics and B elds on K3 = 80






Duals in R4 to 2− forms = 2 (3.128)
which sums up to 134. Notice that the 44 in b3(K3  T 2) is coming from the 3-cycles
obtained from one S1 of T 2, and the 22 elements in H2(K3; Z). The 3-form of IIA can
be compactied on the S1 cycles of T 2 to give 2-forms in four dimensions. Now, the dual
of a 2-form in R4 is scalar, so we get the last two extra moduli.
Now, we need to compare the two moduli spaces. If we expect S-duality in N=4 for
the heterotic compactication, the moduli, once we have taken into account theO(6; 22; Z)
T -duality, will look like
O(6; 22; Z)nO(6; 22)=O(6)O(22) Sl(2;Z)nSl(2)=U(1): (3.129)
Now, we have a piece in IIA looking naturally as the second term in (3.129), namely the
moduli of the -model on T 2, where Sl(2;Z) will simply be part of the T -duality. Thus,
it is natural to relate the moduli of IIA on the torus with the part of the moduli in (3.127)
coming form the supergravity multiplet.
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Let us now consider dual pairs in the second line of our table. There is a simple
way to visualize under what general conditions on the Calabi-Yau manifold with SU(3)
holonomy such dual pairs can exist. In fact, imagine that K3 is ellipticaly bered in
K3 T 2; then, what we get is a bration on IP1 of the T 4 tori. Now, heterotic on T 4 is
equivalent to type IIA on K3, so we expect that the Calabi-Yau manifold should be a K3
bration on IP1, and that duality works berwise. Therefore, from general arguments,
we expect to get heterotic-type II dual pairs with N = 2 if we use Calabi-Yau manifolds
which are K3 brations [97, 93]. In order to get a more precise picture, we need again
to work out the holonomy, which is U(2) in this case. In N = 2 we have two types of
multiplets, vector and hypermultiplets. The vector multiplet contains two real scalars,
and the hypermultiplet four real scalars. Then, we decompose U(2) into U(1)  Sp(1),
and the moduli into vector and hypermultiplet part.
Let us rst consider type IIA string on the Calabi-Yau manifold. The moduli will
contain h1;1 deformations of B and J , h2;1 complex deformations and b3 RR deformations
(b1 does not contribute, as we are working with a Calabi-Yau manifold). The total number,
in real dimension, is
2h1;1 + 4(h2;1 + 1); (3.130)
where we have used that b3 = 2(h2;1 + 1), in real dimension. From (3.130) we conclude
that we have h1;1 vector multiplets, and h2;1 + 1 hypermultiplets. Notice that 4(h2;1 + 1)
is counting the 2 coming from the dilaton and the axion so, for type II we have combined
dilaton and axion into an hypermutiplet.
Now, let us consider heterotic string on K3 T 2. The moduli we must now consider,
of E8  E8 bundles on K3, is much more elaborated than that of T 4, or T 6, that we
have worked out. Part of the diculty comes from anomaly conditions. However, we
know, accordding to Mukai’s theorem, that the moduli of holomorphic bundles on K3 is
quaternionic, i. e., hyperka¨hler, and that the moduli of the -model on K3 is of dimension
80. We have yet the moduli on T 2, that will be a manifold of O(2;m)=O(2)O(m) type,
and therefore a good candidate for representing the vector multiplet. Thus, we get
Type IIA hypermultiplets $ K3 Heterotic;
Vector multiplets $ T 2: (3.131)
From our previous discussion we know that vector multiplets, in type IIA are related to
h1;1. Working berwise on a K3 bered Calabi-Yau manifold we get, for h1;1,
h1;1 = 1 + ; (3.132)
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with  the Picard number of the K3 manifold. Then, in order to get a dual pair in the
sense of (3.131) we need m in the heterotic to statisfy
m = : (3.133)
In order to control the value of m, from the heterotic point of view, we need to watch
out for possible Wilson lines that can be dened on T 2 after the gauge group has been xed
from the K3 piece. From (3.132) (and this was the logic for the identication (3.133)), the
heterotic dilaton-axion is related to the 1 term contributing in (3.132), i. e., the 2-cycle
dened by the base space of the K3-bration.
As can be observed from (3.133), if we do not freeze either the Ka¨hler class or the
complex structure of T 2, the minimum value for  is 2. This is the contribution to the
Picard lattice of a Dynkin diagram of type A2, i. e., SU(3). A possible line of work opens
here, in order to identify the moduli spaces of vector multiplets for type IIA theories with
the quantum moduli, dened according to Seiberg and Witten, for gauge theories, with
rank G = : (3.134)
4 Chapter IV
4.1 M-Theory Compactications.
Wittgenstein used to say that \meaning is use". This is the kind of philosophycal slogan
able to make unhappy the platonic mathematician, but it is in essence the type of game
we are going to play in order to begin the study of M-theory [98, 78, 80, 81, 86]. More
precisely, we will start without saying what M-theory is from a microscopical point of
view, giving instead a precise meaning to M-theory compactications.
Recall that our rst contact with the idea of M-theory was in connection with the
interpretation of the moduli of type IIA string theory on T 4. In that case the moduli,
after including RR elds, was of the type
O(5; 5; Z)nO(5; 5)=O(5)O(5): (4.1)
The M-theory interpretation of moduli (4.1) can be summarized according to the equiv-
alence
M-theory compactied on T 5 $ IIA on T 4; (4.2)
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and therefore, more generically,
M-theory compactied on X  S1 $ IIA on X: (4.3)
Let us now put rule (4.3) into work. In fact, one particular case of (4.3) will consist in
considering M-theory on a manifold of type B  S1  S1. Then, using T -duality, we can
get
M-theory compactied on B  S1  S1(R)$




From (4.4) we see that in the R ! 1 limit, we get type IIB string theory on B or,
equivalently, M-theory on B  S1, since the second S1 becomes uncompactied. This is
in fact a very close example to the ones described in previous sections, under the generic
name of F-theory compactications. Namely, the R!1 limit in (4.4) can be interpreted
as dening a compactication of type IIB string theory on the base space B of an elliptic
bration B  S1  S1, in the limit where the volume of the elliptic ber becomes zero.
Following that path, we get an interesting equivalence between M-theory on BS1S1,
as elliptic bration, in the limit in which the volume of the elliptic ber goes zero, and
type IIB on B. This stands as a surprise, when compared to the result derived from
the compactication rule (4.3). In fact, if B is, for instance, of dimension d, then we
should expect that the compactication of an eleven dimensional theory, as M-theory, on
B  S1  S1, should lead to 11 − d − 2 dimensions. However, type IIB, which is ten
dimensional, would lead, when compactied on B, to a 10−d dimensional theory, so that
one dimension is missing. Getting rid o this contradiction requires knowledge of the
microscopic nature of M-theory. The rst thing to be required on M-theory is of course to
have, as low energy limit, eleven dimensional supergravity. There is a connection between
type IIA string theory and eleven dimensional supergravity, as the corresponding Kaluza-
Klein dimensional reduction on an internal S1, which allows an identication of the string
theory spectrum with supergravity. In particular, the RR eld in ten dimensions comes
from the g11; component of the metric, while the dilaton is obtained from g11;11. The
precise relation, in what is known as the string frame, is17
e−2 = e−3γ; (4.5)
with  the type IIA dilaton eld. In terms of the radius R of the S1,
R = e2=3: (4.6)
17We have identied g11;11 = e
2γ .
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Using now equation (3.21), we get a relation between the R of the internal manifold, S1,
and the string coupling constant of type IIA string theory,
R = g2=3: (4.7)
From (4.7) it is obvious that, as R ! 1, we properly enter the M-theory region when
g is large, i. e., working in the strong coupling regime of string theory. Historically, this
beatiful simple argument was put forward in 1995 by Witten [81]. It is astonishing that,
with all the pieces around, nobody was able before to make at least the comment relating
the R of eleven dimensional supergravity with the string coupling constant, and to derive
from it such a striking conjecture as it is that strongly coupled IIA strings are described by
eleven dimensional supergravity. In fact, there are good reasons for such a mental obstacle
in the whole community: rst of all, nobody did worry about type IIA dynamics, as it was
a theory with only uninteresting pure abelian gauge physics. Secondly, the Kaluza-Klein
modes coming from the compactication on S1, which have a mass of the order 1
R
, are
charged with respect to the U(1) gauge eld dened by the g11; piece of the metric. But
this A eld in ten dimensional type IIA string is of RR type, so before the discovery
of D-branes, there was no candidate in the string spectrum to be put in correspondence
with these Kaluza-Klein modes, which can now be identied with D-0branes.
Witten’s approach to M-theory can be the conceptual key to solve the problem con-
cerning the missing dimension: in fact, something in the spectrum is becoming massless
as the volume of the elliptic ber, in the case of B  S1  S1, is sent to zero. Moreover,
the object becoming massless can be, as suggested by Sethi and Susskind, interpreted as a
Kaluza-Klein mode of an opening dimension as the volume of the elliptic ber goes zero.
To understand the nature of this object we should look more carefully at M-theory. This
theory is expected to contain a fundamental two dimensional membrane; if this membrane
wraps the 2-torus S1  S1, its mass becomes zero as the volume of the ber goes zero.
Then, all what is left is to relate the area with the standard Kaluza-Klein formula for




solving our problem on the adequate interpretation of (4.4).
Let us now concentrate on a concrete example of (4.4): we will choose X = BS1S1R
as representing a Calabi-Yau fourfold of SU(4) holonomy. After compactication, SU(4)
holonomy implies a three dimensional theory with N = 2 supersymmetry should be
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expected. Moreover, sending R ! 1 leads to a four dimensional N = 1 theory. In
order to work out the spectrum of the three dimensional theory, standard Kaluza-Klein
techniques can be used. Compactication on the 2-cycles of H2(X; Z) of the 3-form C
of eleven dimensional supergravity leads to a vector in three dimensions. Moreover, the
Ka¨hler class can also be used to generate real scalars, from each 2-cycle. Thus, let us
assume r = dimH2(X; Z); then, the previous procedure produces r real scalars and r
vector elds. In order to dene r N = 2 vector multiplets in three dimensions, with these
vector elds, another set of r scalars is yet needed, in order to build the complex elds.
These extra r scalars can, as usual, be identied with the duals, in three dimensions, of
the 1-form vector elds: the three dimensional dual photon.
Our next task will be reproducing, using M-theory, the well known instanton eects
in N = 2 supersymmetric gauge theories in three dimensions.
4.2 M-Theory Instantons.
In order to dene instantons in three dimensions, we will use 5-branes wrapped on the
6-cycles of a Calabi-Yau fourfold X [99]. The reason for using 6-cycles is understood as
follows: the gauge bosons in three dimensions are obtained from the integration of the
3-form C over 2-cycles. Thus, in order to dene the dual photon, we should consider
the dual, in the Calabi-Yau fourfold X, of 2-cycles, which are 6-cycles. However, not any
6-cycle can be interpreted as an instanton with topological charge equal one, and therefore
no 6-cycle will contribute to the three dimensional superpotential.
If we interpret a 5-brane wrapped on a 6-cycle D of X as an instanton, we can expect
a superpotential of the type
W = e−(VD+iD); (4.9)
with VD the volume of D measured in units of the 5-brane tension, and D the dual photon
eld, associated with the cycle D. In order to get, associated to D, a superpotential like
(4.9), we need
i) To dene a U(1) transformation with respect to which three dimensional fermions
are charged.
ii) To associate with the 6-cycle D a violation of U(1) charge, in the adecuate amount.
iii) To prove that this U(1) symmetry is not anomalous.
iv To interpret D as the corresponding Goldstone boson.
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Following these steps, we will extend to M-theory the instanton dynamics of three
dimensional N = 2 gauge theories described in chapter I. We will start dening the U(1)
transformation. Let D be 6-cycle in the Calabi-Yau fourfold X, and let us denote by N
the normal bundle of D in X. Since X is a Calabi-Yau manifold, its canonical bundle is
trivial, and therefore we get
KD ’ N; (4.10)
with KD the canonical bundle of D. Locally, we can interpret X as the total space
of the normal bundle. Denoting by z the coordinate in the normal direction, the U(1)
transformation can be dened as
z ! eiz: (4.11)
The U(1) transformation dened by (4.11) is very likely not anomalous, since it is part
of the dieomorphisms of the elevean dimensional theory; thus, it is a good candidate for
the U(1) symmetry we are looking for. Next, we need to get the U(1) charge of the three
dimensional fermions. However, before doing so, we will review some well known facts
concerning fermions and Dirac operators on Ka¨hler manifolds.
We will consider a Ka¨hler manifold of complex dimension N . In holomorphic coordi-
nates,
gab = gab = 0: (4.12)
In these coordinates, the algebra of Dirac matrices becomes





The SO(2N) spinorial representations of (4.13) can be obtained in the standard Fock
approach: a vacuum state is dened by condition
γajΩ >= 0; (4.14)
and n-particle states are dened by
γaγ
b : : : γnjΩ > : (4.15)
A spinor eld  (z; z) on the Ka¨hler manifold takes values on the spinor bundle dened
by this Fock representation:
 (z; z) = (z; z)jΩ > +a(z; z)γ
ajΩ > +ab(z; z)γ
aγ
bjΩ > +    (4.16)
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The spaces Ω0;q of (0; q)-forms, generated by the Dirac operator, dene the Dolbeaut
cohomology of the Ka¨hler manifold. Using this notation, the two dierent chirality spinor
bundles are
S+ = (K1=2 ⊗ Ω0;0) (K1=2 ⊗ Ω0;2) (K1=2 ⊗ Ω0;4)    ;
S− = (K1=2 ⊗ Ω0;1) (K1=2 ⊗ Ω0;3) (K1=2 ⊗ Ω0;5)    ; (4.17)
and the change of chirality (the index for the Dirac operator on the manifold X) will be




where hn = dim Ω
0;n.
The previous comments can be readily applied to the case of a six dimensional divisor
D in a Calabi-Yau fourfold X. Now, we should take into account the normal budle N ,
to D, in X. Using the fact that X is Calabi-Yau, i. e., with trivial canonical bundle, we
conclude that N is isomorphic to KD, the canonical bundle on D. The spinor bundle on






In fact, in this case the complex dimension of N is one, and the vacum and lled states




. On the other hand, the spinor budle on D will
be dened by (4.17), with K = KD. Thus, spinors on D are, up to the SO(3) spacetime
part, taking values in the positive and negative chirality bundles
S^+ = (K1=2 K−1=2)⊗ [(K1=2 ⊗ Ω0;0) (K1=2 ⊗ Ω0;2)];
S^− = (K1=2 K−1=2)⊗ [(K1=2 ⊗ Ω0;1) (K1=2 ⊗ Ω0;3)]: (4.20)





charges of the spinor bundle (4.19) on N .
For spinors of a given chirality, the change of U(1) charge is given by
dim (K ⊗ Ω0;0) + dim (K ⊗ Ω0;2)− dim (Ω0;0)− dim (Ω0;2): (4.21)
Using now Serre’s duality,
dim (K ⊗ Ω0;3−n) = dim (Ω0;n); (4.22)
we get that the number of holomorphic (0; k)-forms is equal to the number of holomorphic








is given by h0 + h2 (here we have used the Dirac operator @ + @
, with @ the adjoint of
@. Thus, the index for the twisted spin bundle (4.20) is given by the holomorphic Euler
characteristic,
(D) = h0 − h1 + h2 − h3: (4.23)
Now, each of these fermionic zero modes is doubled once we tensor with spinors in
R3. In summary, for each 6-cycle D we get an eective vertex with a net change of U(1)
charge equal to (D).
Therefore, in order to get the three dimensional in a three dimensional N = 2 theory,
we need to look for 6-cycles D, with (D) = 1, as the net change of U(1) charge in that
case is one, provided, as we did in (4.19), we normalize the U(1) charge of the fermions
to be 1
2
. More precisely, the number of fermionic zero modes for a three dimensional
instanton, dened by a 6-cycle D, is 2(D).
4.3 D-Brane Congurations in Flat Space.
We will consider a D-brane of dimension p, in flat ten dimensional Minkowski space, and
with a flat p + 1 dimensional worldvolume. The quantization of the open superstring
ending on the D-brane denes a low energy eld theory, which is ten dimensional N =
1 supersymmetric Yang-Mills, with U(1) gauge group. The dimensional reduction of
this theory to p + 1 dimensions describes the massless excitations propagating on the
worldvolume of the p dimensional D-brane. We will use as worldvolume coordinates
x0; x1; : : : ; xp. The worldvolume lagrangian will contain a U(1) massless gauge eld Ai(xs),
with i; s = 0; : : : ; p, and a set of scalar elds j(xs), j = p + 1; : : : ; 9, transforming
in the adjoint representation. We can geometrically interpret the set of elds j(xs)
as representing the \location" of the flat D-brane in transverse space. The simplest
generalization of the previous picture corresponds to congurations of k > 1 parallel D-
pbranes. In this case we have, in addition to the massless excitations, a set of k massive
excitations corresponding to open strings ending on dierent D-branes.
The eld theory interpretation of this conguration of D-branes would be that of a
gauge thory with U(k) gauge group, spontaneously broken to U(1)k, with the strings
stretching between dierent D-branes representing charged massive vector bosons. To
get such an interpretation, we can start with N = 1 U(k) supersymmetric Yang-Mills in
ten dimensions, and perform again dimensional reduction down to p + 1 dimensions. In
this case, we will get a set of scalar elds, Xj(xs), with j = p + 1; : : : ; 9, which are now
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k  k matrices, transforming in the adjoint of U(k). Moreover, the kinetic term in ten






tr[X i; Xj]2: (4.24)
As we have already observed in many examples before, this potential possesses flat
directions, correspoding to classical vacumm states. These flat directions are dened by







On each of these vacua, the U(k) gauge symmetry is spontaneously broken to U(1)k;
thus, we can use these vacuum congurations to describe sets of k parallel p dimensional
D-branes. In fact, as we observe for the simpler case of one D-brane, the set of scalars
appearing by dimensional reduction has the geometrical interpretation of the position of
the D-brane. In the case (4.25), we can in fact consider il as dening the i
th-coordinate
of the lth-brane. This is consistent with the idea of interpreting the strings stretching
between dierent D-branes as massive vector bosons. In fact, the mass of this string
states would be
M  gjl − mj; (4.26)
for a (l;m) string. This is, in fact, the Higgs mass of the corresponding massive charged
boson. In summary, merging the previous comments into a lemma: the classical moduli
space of the worldvolume lagrangian of a D-brane coincides with its transversal space. It is
important realizing that only the minima of the potential (4.24), i. e., the moduli space of
the worldvolume lagrangian, is the one possessing this simple geometrical interpretation.
In particular, the dimensional reduction, down to p+ 1 dimensions, of N = 1 U(k) gauge
theory, describes a set of k parallel branes, but its full fledged dynamics is described by
the complete matrix X i, with non vanishing o diagonal terms. A nice way to think
about the meaning of (4.25) is again in terms of ‘t Hooft’s abelian projection. In fact,
we can think of (4.25) as a unitary gauge xing, where we now allow il to depend on
the worldvolume coordinates. The case of flat parallel D-branes corresponds to a Higgs
phase, with il constant functions on the worldvolume. Moreover, we can even consider





It is quite obvious realizing that (4.27) imposes three constraints, so we expect, for p-
dimensional D-branes, that on a p − 3-dimensional region of the worldvolume, two con-
secutive D-branes can overlap. The p− 3 region in the p+ 1 dimensional worldvolume of
the D-brane will represent, from the point of view of p+ 1 dynamics, a monopole, in the
very same sense as is the case in ‘t Hooft’s abelian projection.
Next we will consider some brane congurations for type IIA and type IIB string
theory (some of the widely increasing refences are those from [100] to [117]). In order
to dene these congurations we will rst work out the allowed vertices for intersecting
branes. Let us start with a vertex of type (p; 1F ), corresponding to a Dirichlet p-brane,
and a fundamental string ending on the D-brane worldvolume. In type IIA p should be
even, and odd for type IIB. In fact, the RR elds for type IIA and type IIB string theory
are
IIA ! A A;
IIB !  B A: (4.28)
The corresponding strength tensors are, respectively, two and four-forms for type IIA,
and one, three and ve-forms for type IIB. Thus, the sources are D-branes of dimensions
zero and two, for type IIA string theory, and one and three for type IIB. In addition, we
have the (Hodge) magnetic duals, which are six and four D-branes for type IIA string
theory, and ve and three D-branes for type IIB (notice that the threebrane in type IIB
is self dual). Besides, for the  eld in type IIB, the source is a −1 extended object, and
its dual is a D-7brane.
Let us then start with a vertex of type (p; 1F ) in type IIB, i. e., with p odd. We
can use the Sl(2;Z) duality symmetry of type IIB strings to transform this vertex into a
(p; 1) vertex, between a D-pbrane and a D-1brane, or D-string. By performing j T-duality
transformations on the spacetime directions orthogonal to the worldvolume of the D-brane
and the D-string, we pass form (p; 1F ) to a vertex (p+ j; 1F + j) of two D-branes, sharing
j common worldvolume coordinates. If j is even, we end up with a vertex in type IIB,
and if j is odd with a vertex in type IIA. Namely, through a T-duality transformation we
pass from type IIB string theory to type IIA. As an example, we will consider the vertex
(3; 1F ) in type IIB string theory. After a S-duality transformation in the Sl(2;Z) duality
group of type IIB strings, and two T-duality transformations, we get the vertex (5; 3) for
branes. As we are in type IIB, we can perform a duality transformation on it to generate
the vertex (5NS; 3), between the solitonic Neveau-Schwarz vebrane and a D-3brane.
Let us now consider some brane congurations build up using the vertices (5; 3) and
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(5NS; 3) in type IIB theory [100]. In particular, we will consider solitonic vebranes,
with worldvolume coordinates x0; x1; x2; x3; x4 and x5, located at some denite values
of x6; x7; x8 and x9. It is convenient to organize the coordinates of the vebrane as
(x6; ~!) where ~! = (x7; x8; x9). By construction of the vertex, the D-3brane will share
two worldvolume coordinates, in addition to time, with the vebrane. Thus, we can
consider D-3branes with worldvolume coordinates x0; x1; x2 and x6. If we put a D-3brane
in between two solitonic vebranes, at x62 and x
6
1 positions in the x
6 coordinate, then the








Figure 1: Solitonic vebranes with n Dirichlet threebranes stretching along them.
Therefore, the macroscopic physics, i. e., for scales larger than jx62 − x
6
1j, can be
eectively described by a 2 + 1 dimensional theory. In order to unravel what kind of
2 + 1 dimensional theory, we are obtaining through this brane conguration, we must
rst work out the type of constraint impossed by the vebrane boundary conditions. In
fact, the worldvolume low energy lagrangian for a D-3brane is a U(1) gauge theory. Once
we put the D-3brane in between two solitonic vebranes we imposse Neumann boundary
conditions, in the x6 direction, for the elds living on the D-3brane worldvolume. This
means in particular that for scalar elds we imposse
@6 = 0 (4.29)
and, for gauge elds,
F6 = 0;  = 0; 1; 2: (4.30)
Thus, the three dimensional U(1) gauge eld, A, with  = 0; 1; 2, is unconstrained
which already means that we can interpret the eective three dimensional theory as a
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U(1) gauge theory for one D-3brane, and therefore as a U(n) gauge theory for n D-
3branes. Next, we need to discover the amount of supersymmetry left unbroken by the
brane conguration. If we consider Dirichlet threebranes, with worldvolume coordinates
x0; x1; x2 and x6, then we are forcing the solitonic vebranes to be at positions (x6; ~!1)
and (x6; ~!2), with ~!1 = ~!2. In this particular case, the allowed motion for the D-3brane is
reduced to the space R3, with coordinates x3; x4 and x5. These are the coordinates on the
vebrane worldvolume where the D-3brane ends. Thus, we have dened on the D-3brane
three scalar elds. By condition (4.29), the values of these scalar elds can be constrained
to be constant on the x6 direction. What this in practice means is that the two ends of
the of the D-3brane have the same x3; x4 and x5 coordinates. Now, if we combine these
three scalar elds with the U(1) gauge eld A, we get an N = 4 vector multiplet in
three dimensions. Therefore, we can conclude that our eective three dimensional theory
for n parallel D-3branes suspended between two solitonic vebranes (Figure 1) is a gauge
theory with U(n) gauge group, and N = 4 supersymmetry. Denoting by ~v the vector
(x3; x4; x5), the Coulomb branch of this theory is parametrized by the vi positions of the
n D-3branes (with i labelling each brane). In addition, we have, as discussed in chapter
II, the dual photons for each U(1) factor. In this way, we get the hyperka¨hler structure of
the Coulomb branch of the moduli. Hence, a direct way to get supersymmetry preserved
by the brane conguration is as follows. The supersymmetry charges are dened as
LQL + RQR; (4.31)
where QL and QR are the supercharges generated by the left and right-moving worldsheet
degrees of freedom, and L and R are ten dimensional spinors. Each solitonic pbrane,
with worldvolume extending along x0; x1; : : : ; xp, imposses the conditions
L = Γ0 : : :ΓpL; R = −Γ0 : : :ΓpR; (4.32)
in terms of the ten dimensional Dirac gamma matrices, Γi; on the other hand, the D-
pbranes, with worldvolumes extending along x0; x1; : : : ; xp, imply the constraint
L = Γ0Γ1 : : :ΓpR: (4.33)
Thus, we see that NS solitonic vebrane, with worldvolume located at x0; x1; x2; x3; x4 and
x5, and equal values of ~!, and Dirichlet threebranes with worldvolume along x0; x1; x2 and
x6, preserve eight supersymmetries on the D-3brane worldvolume or, equivalently, N = 4
supersymmetry on the eective three dimensional theory.
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The brane array just described allows a simple computation of the gauge coupling
constant of the eective three dimensional theory: by standard Kaluza-Klein reduction
on the nite x6 direction, after integrating over the (compactied) x6 direction to reduce










in terms of the four dimensional gauge coupling constant. Naturally, (4.34) is a classical
expression that is not taking into account the eect on the vebrane position at x6 of
the D-3brane ending on its worldvolume. In fact, we can consider the dependence of
x6 on the coordinate ~v, normal to the position of the D-3brane. The dynamics of the
vebranes should then be recovered when the Nambu-Goto action of the solitonic vebrane
is minimized. Far from the influence of the points where the vebranes are located (at
large values of x3; x4 and x5), the equation of motion is simply three dimensional Laplace’s
equation,






where k and  are constants depending on the threebrane tensions, and r is the spherical
radius at the point (x3; x4; x5). From (4.36), it is clear that there is a well dened limit
as r !1; hence, the dierence x62− x
6
1 is a well dened constant, 2−1, in the r !1
limit.
Part of the beauty of brane technology is that it allows to obtain very strong results by
simply performing geometrical brane manipulations. We will now present one example,
concerning our previous model. If we consider the brane conguration from the point of
view of the vebrane, the n suspended threebranes will look like n magnetic monopoles.
This is really suggesting since, as described in chapter II, we know that the Coulomb
branch moduli space of N = 4 supersymmetric SU(n) gauge theories is isomorphic to
the moduli space of BPS monopole congurations, with magnetic charge equal n. This
analogy can be put more precisely: the vertex (5NS; 3) can, as described above, be trans-
formed into a (3; 1) vertex. In this case, from the point of view of the threebrane, we
have a four dimensional gauge theory with SU(2) gauge group broken down to U(1), and
n magnetic monopoles. Notice that by passing from the conguration build up ussing
(5NS; 3) vertices, to that build up with the (3; 1) vertex, the Coulomb moduli remains the
same.
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Next, we will work out the same conguration, but now with the vertex (5; 3) made
out of two Dirichlet branes. The main dierence with the previous example comes from
the boundary conditions (4.29) and (4.30), which should now be replaced by Dirich-
let boundary conditions. We will choose as worldvolume coordinates for the D-5branes
x0; x1; x2; x7; x8 and x9, so that they will be located at some denite values of x3; x4; x5
and x6. As before, let us denote this positions by (~m; x6), where now ~m = (x3; x4; x5). An
equivalent conguration to the one studied above will be now a set of two D-5branes, at
some points of the x6 coordinate, that we will again call x61 and x
6
2, subject to ~m1 = ~m2,
with D-3branes stretching between them along the x6 coordinate, with worldvolume ex-








Figure 2: Dirichlet threebranes extending between a pair of Dirichlet vebranes (in dashed
lines).
be the description of the eective three dimensional theory on these threebranes. The
end points of the D-3branes on the vebrane worlvolumes will now be parametrized by
values of x7; x8 and x9. This means that we have three scalar elds in the eective three
dimensional theory. The scalar elds corresponding to the coordinates x3; x4; x5 and x6 of
the threebranes are forzen to the constant values where the vebranes are located. Next,
we should consider what happens to the U(1) gauge eld on the D-3brane worldvolume.
Impossing Dirichlet boundary conditions for this eld is equivalent to
F = 0; ;  = 0; 1; 2; (4.37)
i. e., there is no electromagnetic tensor in the eective three dimensional eld theory.
Before going on, it would be convenient summarizing the rules we have used to impose
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the dierent boundary conditions. Consider a D-pbrane, and let M be its worldvolume
manifold, and B = @M the boundary of M . Neumann and Dirichlet boundary conditions
for the gauge eld on the D-pbrane worldvolume are dened respectively by
N −! F = 0;
D −! F = 0; (4.38)
where  and  are directions of tangency to B, and  are the normal coordinates to B. If B
is part of the worldvolume of a solitonic brane, we will imposse Neumann conditions, and
if it is part of the worldvolume of a Dirichlet brane, we will imposse Dirichlet conditions.
Returning to (4.37), we see that on the three dimensional eective theory, the only non
vanishing component of the four dimensional strenght tensor is F6  @b. Therefore,
all together we have four scalar elds in three dimensions or, equivalently, a multiplet
with N = 4 supersymmetry. Thus, the theory dened by the n suspended D-3branes in
between a pair of D-5branes, is a theory of n N = 4 massless hypermultiplets.
There exits a dierent way to interpret the theory, namely as a magnetic dual gauge
theory. In fact, if we perform a duality transformation in the four dimensional U(1) gauge
theory, and use magnetic variables F , instead of the electric eld F , what we get in three
dimensions, after impossing D-boundary conditions, is a dual photon, or a magnetic U(1)
gauge theory.
The conguration chosen for the worldvolume of the Dirichlet and solitonic vebranes
yet allows a dierent conguration with D-3branes suspended between a D-5brane and a
NS-5brane. This is in fact consistent with the supersymmetry requirements (4.32) and
(4.33). Namely, for the Dirichlet vebrane we have
L = Γ0Γ1Γ2Γ7Γ8Γ9R: (4.39)
The solitonic vebrane imposses
L = Γ0 : : :Γ5L; R = −Γ0 : : :Γ5R; (4.40)
while the suspended threebranes imply
L = Γ0Γ1Γ2Γ6R; (4.41)
which are easily seen to be consistent. The problem now is that the suspended D-3brane
is frozen. In fact, the position (x3; x4; x5) of the end point of the NS-5brane is equal to the
position ~m of the D-5brane, and the position (x7; x8; x9) of the end point on the D-5brane
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is forced to be equal to the position ~! of the NS-5brane. The fact that the D-3brane is
frozen means that the theory dened on it has no moduli, i. e., posseses a mass gap.
Using the vertices between branes we have described so far we can build quite compli-
cated brane congurations. When Dirichlet threebranes are placed to the right and left of
a vebrane, open strings can connect the threebranes at dierent sides of the vebrane.
They will represent hypermultiplets transforming as (k1; k2), with k1 and k2 the number
of threebranes to the left and right, respectively, of the vebrane. In case the vebrane is
solitonic, the hypermultiplets are charged with respect to an electric group, while in case
it is a D-5brane, they are magnetically charged. Another possibility is that with a pair
of NS-5branes, with D-3branes extending between them, and also a D-5brane located be-
tween the two solitonic vebranes. A massless hypermultiplet will now appear whenever
the (x3; x4; x5) position of the D-3brane coincides with the ~m = (x3; x4; x5) position of
the D-5brane.
So far we have used brane congurations for representing dierent gauge theories.
In these brane congurations we have considered two dierent types of moduli. For
the examples described above, these two types of moduli are as follows: the moduli
of the eective three dimensional theory, corresponding to the dierent positions where
the suspended D-3branes can be located, and the moduli corresponding to the dierent
locations of the vebranes, which are being used as boundaries. This second type of
moduli species, from the point of view of the three dimensional theory, dierent coupling
constants; hence, we can move the location of the vebranes, and follow the changes
taking place in the eective three dimensional theory. Let us then consider a case with
two solitonic branes, and a Dirichlet vebrane placed between them. Let us now move
the NS-5brane on the left of the D-5brane to the right. In doing so, there is a moment
when both vebranes meet, sharing a common value of x6. If the interpretation of the
hypermultiplet we have presented above is correct, we must discover what happens to the
hypermultiplet after this exchange of branes has been performed. In order to maintain
the hypermultiplet, a new D-3brane should be created after the exchange, extending from
the right solitonic vebrane to the Dirichlet vebrane. To prove this we will need D-brane
dynamics at work. Let us start considering two interpenetrating closed loops, C and C 0,
and suppose electrically charged particles are moving in C, while magnetically charged
particles move in C 0. The linking number L(C;C 0) can be dened using the standard
Wilson and ‘t Hooft loops. Namely, we can measure the electric flux passing through C 0
or, equivalently, compute B(C 0), or measure the magnetic flux passing through C, i. e.,
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the Wilson line A(C). In both cases, what we are doing is integrating over C 0 and C the
dual to the eld created by the particle moving in C and C 0, respectively. Let us now
extend this simple result to the case of vebranes. A vebrane is a source of 7-form tensor
eld, and its dual is therefore a 3-form. We will call this 3-form HNS for NS-5branes, and
HD for D-5branes. Now, let us consider the worldvolume of the two vebranes,
R3  YNS;
R3  YD: (4.42)
We can now dene the linking number as we did before, in the simpler case of a particle:







The 3-form HNS is locally dBNS. Since we have no sources for H
NS, we can use HNS =
dBNS globally; however, this requires B to be globally dened, or gauge invariant. In
type IIB string theory, B is not gauge invariant; however, on a D-brane we can dene the
combination BNS −FD, which is invariant, with FD the two form for the U(1) gauge eld
on the D-brane. Now, when the D-5brane and the NS-5brane do not intersect, the linking
number is obviously zero. When they intersect, this linking number changes, which means





dBNS − dFD; (4.44)
we observe that the only way to get linking numbers would be adding sources for FD.
These sources for FD are point like on YD, and are therefore the D-3branes with world-
volume R3C, with C ending on YD, which is precisely the required appearance of extra
D-3branes.
4.4 D-Brane Description of Seiberg-Witten Solution.
In the previous example we have considered type IIB string theory and three and ve-
branes. Now, let us consider type IIA strings, where we have fourbranes that can be used
to dene, by analogy with the previous picture, N = 2 four dimensional gauge theories
[103]. The idea will again be the use of solitonic vebranes, with sets of fourbranes in be-
tween. The only dierence now is that the vebrane does not create a RR eld in type IIA
string theory and, therefore, the physics of the two parallel solitonic vebranes does not
have the interpretation of a gauge theory, as was the case for the type IIB conguration
above described [103].
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Let us consider congurations of innite solitonic vebranes, with worldvolume coor-
dinates x0; x1; x2; x3; x4 and x5, located at x7 = x8 = x9 = 0 and at some xed value of the
x6 coordinate. In addition, let us introduce nite Dirichlet fourbranes, with worldvolume
coordinates x0; x1; x2; x3 and x6, which terminate on the solitonic vebranes; thus, they
are nite in the x6 direction. On the fourbrane worldvolume, we can dene a macro-
scopic four dimensional eld theory, with N = 2 supersymmetry. This four dimensional
theory will, as in the type IIB case considered in previous section, be dened by stan-
dard Kaluza-Klein dimensional reduction of the ve dimensional theory dened on the










in terms of the ve dimensional coupling constant. Moreover, we can interpret as classical
moduli parameters of the eective eld theory on the dimensionally reduced worldvolume
of the fourbrane the coordinates x4 and x5, which locate the points on the vebrane
worldvolume where the D-4branes terminate.
In addition to the Dirichlet fourbranes and solitonic vebranes, we can yet include
Dirichlet sixbranes, without any further break of supersymmetry on the theory in the
worldvolume of the fourbranes. To prove this, we notice that each NS-5brane imposes the
projections
L = Γ0 : : :Γ5L; R = −Γ0 : : :Γ5R; (4.46)
while the D-4branes, with worldvolume localized at x0; x1; x2; x3 and x6, imply
L = Γ0Γ1Γ2Γ3Γ6R: (4.47)
Conditions (4.46) and (4.47) can be recombined into
L = Γ0Γ1Γ2Γ3Γ7Γ8Γ9R; (4.48)
which shows that certainly sixbranes can be added with no additional supersymmetry
breaking.
The solitonic vebranes break half of the supersymmetries, while the D-6brane breaks
again half of the remaining symmetry, leaving eight real supercharges, which leads to four
dimensional N = 2 supersymmetry.
As we will discuss later on, the sixbranes of type IIA string theory can be used to add
hypermultiplets to the eective macroscopic four dimensional theory. In particular, the
mass of these hypermultiplets will become zero whenever the D-4brane meets a D-6brane.
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One of the main achievements of the brane representations of supersymmetric gauge
theories is the ability to represent the dierent moduli spaces, namely the Coulomb and
Higgs branches, in terms of the brane motions left free. For a conguration of k four-
branes connecting two solitonic vebranes along the x6 direction, as the one we have
described above, the Coulomb branch of the moduli space of the four dimensional theory
is parametrized by the dierent positions of the transversal fourbranes on the vebranes.
When Nf Dirichlet sixbranes are added to this conguration, what we are describing is
the Coulomb branch of a four dimensional eld theory with SU(Nc) gauge group (in case
Nc is the number of D-4branes we are considering), with Nf flavor hypermultiplets. In
this brane representation, the Higgs branch of the theory is obtained when each four-
brane is broken into several pieces ending on dierent sixbranes: the locations of the
D-4branes living between two D-6branes determine the Higgs branch. However, we will
mostly concentrate on the study of the Coulomb branch for pure gauge theories.
As we know from the Seiberg-Witten solution ofN = 2 supersymmetric gauge theories,
the classical moduli of the theory is corrected by quantum eects. There are two types of
eects that enter the game: a non vanishing beta function (determined at one loop) implies
the existence, in the assymptotically free regime, of a singularity at the innity point in
moduli space, and strong coupling eects, which imply the existence of extra singularities,
where some magnetically charged particles become massless. The problem we are facing
now is how to derive such a complete characterization of the quantum moduli space of
four dimensional N = 2 supersymmetric eld theory directly from the dynamics governing
the brane conguration. The approach to be used is completely dierent from a brane
construction in type IIA string theory to a type IIB brane conguration. In fact, in the
type IIB case, employed in the description of the preceding section of three dimensional
N = 4 supersymmetric eld theories, we can pass from weak to strong coupling through
the standard Sl(2;Z) duality of type IIB strings; hence, the essential ingredient we need is
to know how brane congurations transform under this duality symmetry. In the case of
type IIA string theory, the situation is more complicated, as the theory is not Sl(2;Z) self
dual. However, we know that the strong coupling limit of type IIA dynamics is described
by the eleven dimensional M-theory; therefore, we should expect to recover the strong
coupling dynamics of four dimensional N = 2 supersymmetric gauge theories using the
M-theory description of strongly coupled type IIA strings.
Let us rst start by considering weak coupling eects. The rst thing to be no-
ticed, concerning the above described conguration of Nc Dirichlet fourbranes extending
along the x6 direction between two solitonic vebranes, where only a rigid motion of the
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transversal fourbranes is allowed, is that this simple image is missing the classical dy-
namics of the vebranes. In fact, in this picture we are assuming that the x6 coordinate
on the vebrane worldvolume is constant, which is in fact a very bad approximation. Of
course, one physical requirement we should impose to a brane conguration, as we did
in the case of the type IIB congurations of the previous section, is that of minimizing
the total worldvolume action. More precisely, what we have interpreted as Coulomb or
Higgs branches in term of free motions of some branes entering the conguration, should
correspond to zero modes of the brane conguration, i. e., to changes in the conguration
preserving the condition of minimum worldvolume action (in other words, changes in the
brane conguration that do not constitute an energy expense). The coordinate x6 can be
assumed to only depend on the \normal" coordinates x4 and x5, which can be combined
into the complex coordinate
v  x4 + ix5; (4.49)
representing the normal to the position of the transversal fourbranes. Far away from the
position of the fourbranes, the equation for x6 reduces now to a two dimensional laplacian,
r2x6(v) = 0; (4.50)
with solution
x6(v) = k ln jvj+ ; (4.51)
for some constants k and , that will depend on the solitonic and Dirichlet brane tensions.
As we can see from (4.51), the value of x6 will diverge at innity. This constitutes, as a
dierence with the type IIB case, a rst problem for the interpretation of equation (4.45).
In fact, in deriving (4.45) we have used a standard Kaluza-Klein argument, where the
four dimensional coupling constant is dened by the volume of the internal space (in this
ocasion, the x6 interval between the two solitonic vebranes). Since the Dirichlet four
branes will deform the solitonic vebrane, the natural way to dene the internal space
would be as the interval dened by the values of the coordinate x6 at v equal to innity,
which is the region where the disturbing eect of the four brane is very likely vanishing,
as was the case in the denition of the eective three dimensional coupling in the type IIB
case. However, equations (4.50) and (4.51) already indicate us that this can not be the
right picture, since these values of the x6 coordinate are divergent. Let us then consider a









where we have dierentiated the direction in which the fourbranes pull the vebrane.
Equation (4.52) can have a very nice meaning if we interpret it as the one loop renor-
malization group equation for the eective coupling constant. In order to justify this
interpretation, let us rst analyze the physical meaning of the parameter k. From equa-
tion (4.51), we notice that if we move in v around a value where a fourbrane is located
(that we are assuming is v = 0), we get the monodromy transformation
x6 ! x6 + 2ik: (4.53)
This equation can be easily understood in M-theory, where we add an extra eleventh
dimension, x10, that we use to dene the complex coordinate
x6 + ix10: (4.54)
Now, using the fact that the extra coordinate is compactied on a circle of radius R we
can, from (4.53), identify k with R. From a eld theory point of view, we have a similar
interpretation of the monodromy of (4.52), but now in terms of a change in the theta
parameter. Let us then consider the one loop renormalization group equation for SU(Nc)















with  the dynamically generated scale, and g0 the bare coupling constant. The bare
coupling constant can be absorved through a change in ; in fact, when going from  to























Thus, once we x a reference scale 0, the dependence on the scale  of the bare coupling










It is important to distinguish the dependence on  of the bare coupling constant,
and the dependence on u of the eective coupling. In the brane conguration approach,
the coupling constant dened by (4.52) is the bare coupling constant of the theory, as
determined by the denite brane conguration. Hence, it is (4.57) that we should compare
with (4.52); naturally, some care is needed concerning units and scales. Once we interpret
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k as the radius of the internal S1 of M-theory we can, in order to make contact with
(4.57), identify g25 with the radius of S
1, which in M-theory units is given by
R = gls; (4.58)
with g the string coupling constant, and ls the string length,
1
0









= −2Nc ln(v); (4.59)
which should be dimensionless. Then, we should interpret v in (4.59) as a dimensionless
variable or, equivalently, as v
R
, with R playing the role of natural unit of the theory. Then,
comparing (4.57) and (4.59), v
R
becomes the scale 
0
in the formula for the bare coupling
constant. In summary, v xes the scale of the theory. From the previous discussion, an
equivalent interpretation follows, where R xes 0, and therefore changes in the scale are
equivalent to changes in the radius of the internal S1.
Dening now an adimensional complex variable,
s  (x6 + ix10)=R; (4.60)








we can generalize (4.59) to
−i(v) = s2(v)− s1(v); (4.62)
for the simple conguration of branes dening a pure gauge theory. Now, we can clearly
notice how the monodromy, as we move around v = 0, means a change  ! +2Nc.
Let us now come back, for a moment, to the bad behaviour of x6(v) at large values
of v. A possible way to solve this problem is modifying the conguration of a single pair
of vebranes, with Nc fourbranes extending between them, to consider a larger set of
solitonic vebranes. Labelling this vebranes by , with  = 0; : : : ; n, the corresponding




ln jv − aij −R
qRX
j=1
ln jv − bj j; (4.63)
where qL and qR represent, respectively, the number of D-4branes to the left and right of
the th vebrane. As is clear from (4.63), a good behaviour at large v will only be possible
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if the numbers of fourbranes to the right and left of a vebrane are equal, qL = qR, which
somehow amounts to compensating the perturbation created by the fourbranes at the sides
of a vebrane. The four dimensional eld theory represented now by this brane array will
have a gauge group
Q
 U(k), where k is the number of transversal fourbranes between
the − 1 and th solitonic vebranes. Now, minimization of the worldvolume action will
require not only taking into account the dependence of x6 on v, but also the fourbrane
positions on the NS-5brane, represented by ai and bj in (4.63), on the four dimensional
worldvolume coordinates x0; x1; x2 and x3. Using (4.63), and the Nambu-Goto action for
























bj = constant: (4.66)
This \constant of motion" is showing how the average of the relative position be-
tween left and right fourbranes must be hold constant. Since the Coulomb branch of theQ
 U(k) gauge theory will be associated with dierent congurations of the transversal
fourbranes, constraint (4.66) will reduce the dimension of this space. As we know from
our general discussion on D-branes, the U(1) part of the U(k) gauge group can be as-
sociated to the motion of the center of mass. Constraint (4.66) implies that the center
of mass is frozen in each sector. With no semi-innite fourbranes to the right, we have
that
P
i ai = 0; now, this constraint will force the center of mass of all sectors to vanish,
which means that the eld theory we are describing is
Q
 SU(k), instead of
Q
 U(k).
The same result can be derived if we include semi-innite fourbranes to the left and right
of the rst and last solitonic vebranes: as they are innitely massive, we can assume
that they do not move in the x4 and x5 directions. An important dierence will appear
if we consider periodic congurations of vebranes, upon compactication of the x6 di-
rection to a circle: in this case, constraint (4.66) is now only able to reduce the group toQ
 SU(k) U(1), leaving alive a U(1) factor.
Hypermultiplets in this gauge theory are understood as strings connecting fourbranes
on dierent sides of a vebrane; therefore, whenever the positions of the fourbranes to the
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left and right of a solitonic brane become coincident, a massless hypermultiplet arises. As
the hypermultiplets are charged under the gauge groups at both sides of a certain  + 1
vebrane, they will transform as (k; k+1).
However, as the position of the fourbranes on both sides of a vebrane varies as a
function of x0; x1; x2 and x3, the existence of a well dened hypermultiplet can only be
accomplished thanks to the fact that its variation rates on both sides are the same, as
follows again from (4.65): @(
P
i ai;) = @(
P
j aj;+1). The denition of the bare massses












With this interpretation, the constraint (4.66) becomes very natural from a physical
point of view: it states that the masses of the hypermultiplets do not depend on the
spacetime position.
The consistency of the previous denition of hypermultiplets can be checked using the
previous construction of the one-loop beta function. In fact, from equation (4.62), we get,
for large values of v,
−i(v) = (2k − k−1 − k+1) ln v: (4.68)
The number k of branes in the 
th is, as we know, the number of colours, Nc. Com-
paring with the beta function for N = 2 supersymmetric SU(Nc) gauge theory with Nf
flavors, we conclude that
Nf = k−1 + k+1; (4.69)
so that the number of fourbranes (hypemultiplets) at both sides of a certain pair of
vebranes, k+1 + k−1  Nf , becomes the number of flavors.
Notice, from (4.67), that the mass of all the hypermultiplets associated with fourbranes
at both sides of a solitonic vebrane are the same. This implies a global flavor symmetry.
This global flavor symmetry is the gauge symmetry of the adjacent sector. This explains
the physical meaning of (4.67).
Let us now come back to equation (4.59). What we need in order to unravel the strong
coupling dynamics of our eective four dimensional gauge theory is the u dependence of
the eective coupling constant, dependence that will contain non perturbative eects due
to instantons. It is from this dependence that we read the Seiberg-Witten geometry of the
quantum moduli space. Strong coupling eects correspond to u in the infrared region, i.
e., small u or, equivalently, large . From our previous discussion of (4.59), we conclude
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that the weak coupling regime corresponds to the type IIA string limit, R ! 0, and the
strong coupling regime to the M-theory reime, at large values of R (recall that changes of
scale in the four dimensional theory correspond to changes of the radius of the internal
S1). This explains our hopes that M-theory could describe the strong coupling regime of
the four dimensional theory). We will then see now how M-theory is eectively working.
4.4.1 M-Theory and Strong Coupling.
From the M-theory point of view, the brane conguration we are considering can be
interpreted in a dierent way. In particular, the D-4branes we are using to dene the
four dimensional macroscopic gauge theory can be considered as vebranes wrapping the
eleven dimensional S1. Moreover, the trick we have used to make nite these fourbranes
in the x6 direction can be directly obtained if we consider vebranes with worldvolume
R4  , where R4 is parametrized by the coordinates x0; x1; x2 and x4, and  is two
dimensional, and embedded in the four dimesional space of coordinates x4; x5; x6 and x10.
If we think in purely classical terms, the natural guess for  would be a cylinder with the
topology S1 [x62; x
6
1], for a conguration of k D-4branes extending along the x
6 direction
between two solitonic vebranes. This is however a very naive compactication, because
there is no reason to believe that a vebrane wrapped around this surface will produce, on
the four dimensional worldvolume R4, any form of non abelian gauge group. In fact, any
gauge eld on R4 should come from integrating the chiral antisymmetric tensor eld  of
the M-theory vebrane worldvolume, on some one-cycle of . If we wnat to reproduce,
in four dimensions, some kind of U(k) or SU(k) gauge theory, we should better consider
a surface  with a richer rst homology group. However, we can try to do something
better when including the explicit dependence of the x6 coordinate on v. In this case,
we will get a picture that is closer to the right answer, but still far away from the true
solution. Including the v dependence of the x6 coordinate leads to a family of surfaces,
parametrized by v, v, dened by S
1  [x62; x
6
1](v). The nice feature about this picture is
that v, which is the transverse coordinate of  in the space Q, dened by the coordinates
x4; x5; x6 and x10, becomes now similar to the moduli of v; however, we have yet the
problem of the of the genus or, in more general terms, the rst homology group of . The
reason for following the previous line of thought, is that we are trying to keep alive the
interpretation of the v coordinate as moduli, or coordinate of the Coulomb branch. This
is, in fact, the reason giving rise to the diculties with the genus, as we are using just
one complex coordinate, independently of the rank of the gauge group, something we are
forced to do because of the divergences in equation (4.51).
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The right M-theory approach is quite dierent. In fact, we must try to get  directly
from the particular brane conguration we are working with, and dene the Colomb
branch of the theory by the moduli space of brane congurations. Let us then dene the
single valued coordinate t,
t  exp−s; (4.70)
and dene the surface  we are looking for through
F (t; v) = 0: (4.71)
From the classical equations of motion of the vebrane we know the assymptotic behaviour
for very large t,
t  vk; (4.72)
and for very small t,
t  v−k: (4.73)
Conditions (4.72) and (4.73) imply that F (t; v) will have, for xed values of t, k roots,
while two dierent roots for xed v. It must be stressed that the assymptotic behaviour
(4.72) and (4.73) corresponds to the one loop beta function for a eld theory with gauge
group SU(k), and without hypermultiplets. A function satisfying the previous conditions
will be of the generic type
F (t; v) = A(v)t2 +B(v)t+ C(v); (4.74)
with A, B and C polynomials in v of degree k. From (4.72) and (4.73), the function (4.74)
becomes
F (t; v) = t2 +B(v)t+ constant; (4.75)
with one undetermined constant. In order to kill this constant, we can rescale t to
t=constant. The meaning of this rescaling can be easily understood in terms of of the
one loop beta function, written as (4.72) and (4.73). In fact, these equations can be read
as























Thus, and based on the above discussion on the denition of the scale, we observe that the
constant in (4.75) denes the scale of the theory. With this interpretation of the constant,
we can get the Seiberg-Witten solution for N = 2 pure gauge theories, with gauge group
SU(k). If B(v) is chosen to be
B(v) = vk + u2v
k−2 + u3v
k−3 +   + uk; (4.79)
we nally get the Riemann surface
t2 +B(v)t+ 1 = 0; (4.80)
a Riemann surface of genus k−1, which is in fact the rank of the gauge group. Moreover,
we can now try to visualize this Riemann surface as the worldvolume of the vebrane
describing our original brane conguration: each v-plane can be compactied to P1, and
the transversal fourbranes cna be interpreted as gluing tubes, which clearly represents a
surface with k − 1 handles. This image corresponds to gluing two copies of P1, with k
disjoint cuts on each copy or, equivalently, 2k branch points. Thus, as can be observed
from (4.80), to each transversal D-4brane there correspond two branch points and one cut
on P1.
If we are interested in SU(k) gauge theories with hypermultiplets, then we should rst
replace (4.72) and (4.73) by the corresponding relations,
t  vk−k−1; (4.81)
and
t  v−k−k+1; (4.82)
for t large and small, respectively. These are, in fact, the relations we get from the beta
functions for these theories. If we take k1 = 0, and Nf = k+1, the curve becomes
t2 +B(v)t+ C(v) = 0; (4.83)







with f a complex constant.
Summarizing, we have been able to nd a moduli of brane congurations reproducing
four dimensional N = 2 supersymmetric SU(k) gauge theories. The exact Seiberg-Witten
solution is obtained by reduction of the worldvolume vebrane dynamics on the surface
~u dened at (4.80) and (4.82). Obviously, reducing the vebrane dynamics to R
4 on ~u
leads to an eective coupling constant in R4, the k − 1 k − 1 Riemann matrix (~u) of
~u.
Before nishing this section, it is important to stress some peculiarities of the brane
construction. First of all, it should be noticed that the denition of the curve , in terms
of the brane conguration, requires working with uncompactied x4 and x5 directions.
This is part of the brane philosophy, where we must start with a particular conguration
in flat spacetime. A dierent approach will consist in directly working with a spacetime
QR7, with Q some Calabi-Yau manifold, and consider a vebrane worldvolume R4,
with R4  R7, and  a lagrangian submanifold of Q. Again, by Mc Lean’s theorem, the
N = 2 theory dened on R4 will have a Coulomb branch with dimension equal to the
rst Betti number of , and these deformations of  in Q will represent scalar elds in
the four dimensional theory. Moreover, the holomorphic top form Ω of Q will dene the
meromorphic  of the Seiberg-Witten solution. If we start with some Calabi-Yau manifold
Q, we should provide some data to determine  (this is what we did in the brane case,
with Q non compact and flat. If, on the contrary, we want to select  directly from Q,
we can only do it in some denite cases, which are those related to the geometric mirror
construction [118, 119]. Let us then recall some facts about the geometric mirror. The
data are
 The Calabi-Yau manifold Q.
 A lagrangian submanifold !Q.
 A U(1) flat bundle on .
The third requirement is equivalent to interpreting  as a D-brane in Q. This is a
crucial data, in order to get from the above points the structure of abelian manifold of
the Seiberg-Witten solution. Namely, we frist use Mc Lean’s theorem to get the moduli of
deformations of ! Q, preserving the condition of lagrangian submanifold. This space
is of dimension b1(). Secondly, on each of these points we ber the jacobian of , which
is of dimension g. This family of abelian varieties denes the quantum moduli of a gauge
theory, with N = 2 supersymmetry, with a gauge group of rank equal b1(). Moreover,
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this family of abelian varieties is the moduli of the set of data of the second and third
points above, i. e., the moduli of  as a D-2brane. In some particular cases, this moduli is
Q itself or, more properly, the geometric mirror of Q. This will be the case for  of genus
equal one, i. e., for the simple SU(2) case. In this cases, the characterization of  in Q is
equivalent to describing Q as an elliptic bration. The relation between geometric mirror
and T-duality produces a completely dierent physical picture. In fact, we can, when
 is a torus, consider in type IIB a threebrane with classical moduli given by Q. After
T-duality or mirror, we get the type IIA description in terms of a vebrane. In summary,
it is an important problem to understand the relation of quantum mirror between type
IIA and type IIB string theory, and the M-theory strong coupling description of type IIA
strings.
4.5 Brane Description of N = 1 Four Dimensional Field Theo-
ries.
In order to consider eld theories with N = 1 supersymmetry, the rst thing we will
study will be R-symmetry. Let us then recall the way R-symmetries were dened in the
case of four dimensional N = 2 supersymmetry, and three dimensional N = 4 supersym-
metry, through compactication of six dimensional N = 1 supersymmetric gauge eld
theories. The U(1)R in four dimensions, or SO(3)R in three dimensions, are simply the
euclidean group of rotations in two and three dimensions, respectively. Now, we have a
four dimensional space Q, parametrized by coordinates t and v, and a Riemann surface
, embedded in Q by equations of the type (4.74). To characterize R-symmetries, we can
consider transformations on Q which transform non trivially its holomorphic top form Ω.
The unbroken R-symmetries will then be rotations in Q preserving the Riemann surface
dened by the brane conguration. If we consider only the assymptotic behaviour of type
(4.72), or (4.81), we get U(1)R symmetries of type
t ! kt;
v ! v: (4.85)
This U(1) symmetry is clearly broken by the curve (4.80). This spontaneous breakdown
of the U(1)R symmetry is well understood in eld theory as an instanton induced eect.
If instead of considering Q, we take the larger space Q^, containing the x7; x8 and x9
coordinates, we see that the N = 2 curve is invariant under rotations in the (x7; x8; x9)
space.
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Let us now consider a brane conguration which reproduces N = 1 four dimensional
theories [117]. We will again start in type IIA string theory, and locate a solitonic vebrane
at x6 = x7 = x8 = x9 = 0 with, as usual, worldvolume coordinates x0; x1; x2; x3; x4 and
x5. At some denite value of x6, say x60, we locate another solitonic vebrane, but this
time with worldvolume coordinates x0; x1; x2; x3; x7 and x8, and x4 = x5 = x9 = 0. As
before, we now suspend a set of k D-4branes in between. They will be parametrized by the
positions v = x4 +ix5, and w = x7 +ix8, on the two solitonic vebranes. The worldvolume
coordinates on this D-4branes are, as in previous cases, x0; x1; x2 and x3. The eective
eld theory dened by the set of fourbranes is macroscopically a four dimensional gauge







Moreover, now we have only N = 1 supersymmetry, as no massless bosons can be dened
on the four dimensional worldvolume (x0; x1; x2; x3). In fact, at the line x6 = 0 the only
possible massless scalar would be v, since w = 0 and x9 = 0, so that we project out x9
and w. On the other hand, at x60 we have v = 0 and x
9 = 0 and, therefore, we have
projected out all massless scalars. Notice that by the same argument, in the case of two
solitonic vebranes located at dierent values of x6 but at x7 = x8 = x9 = 0, we have one
complex massless scalar that is not projected out, which leads to N = 2 supersymmetry
in four dimensions. The previous discussion means that v, w and x9 are projected out as
four dimensional scalar elds; however, w and v are still classical moduli parameters of
the brane conguration.
Now, we return to a comment already done in previous section: each of the fourbranes
we are suspending in between the solitonic vebranes can be interpreted as a vebrane
wrapped around a surface dened by the eleven dimensional S1 of M-theory, multiplied
by the segment [0; x60]. Classically, the four dimensional theory can be dened through
dimensional reduction of the vebrane worldvolume on the surface . The coupling







with S the length of the interval [0; x60], in M-theory units. In N = 1 supersymmetric eld
theories, on the contrary of what takes place in the N = 2 case, we have not a classical
moduli and, therefore, we can not dene a wilsonian coupling constant depending on some
mass scale xed by a vacuum expectation value. This fact can produce some problems,
once we take into account the classical dependence of x6 on v and w. In principle, this
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dependence should be the same as that in the case studied in previous section,
x6  ~k ln v;
x6  ~k lnw: (4.88)
Using the t coordinate dened in (4.70), equations (4.88) become
t  vk;
t  wk; (4.89)
for large and small t, respectively, or, equivalently, t  vk, t−1  wk. Now, we can use










with k  Nc. As we did in the N = 2 case, we can try to compare (4.90) with the one
loop beta function for N = 1 supersymmetric SU(Nc) pure Yang-Mills theory,




In order to get the scale from (4.90) we impose
v = w−1; (4.92)













where we have used 1
R
in order to measure . Using (4.92), we get the curve associated
to four dimensional N = 1 eld theory,
t = vk;
kt−1 = wk
v = w−1: (4.95)
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The curve dened by (4.95) will only depend on k. The dierent set of brane congu-
rations compatible with (4.95) are given by values of  , with xed k. These Nc roots
parametrize the Nc dierent vacua predicted by tr(−1)F arguments. It is important to
observe that the coupling constant 1
g2
we are dening is the so called wilsonian coupling.




. Hence, the value of Im k
xes the  parameter of the four dimensional theory.
For a given value of  , (4.95) denes a Riemann surface of genus zero, i. e., a rational
curve. This curve is now embedded in the space of (t; v; w) coordinates. We will next
observe that these curves, (4.95), are the result of \rotating" [106] the rational curves in
the Seiberg-Witten solution, corresponding to the singular points. However, before doing
that let us comment on U(1)R symmetries. As mentioned above, in order to dene an R-
symmetry we need a transformation on variables (t; v; w) not preserving the holomorphic
top form,








w ! e2i=kw: (4.97)
Now, it is clear that this symmetry is broken spontaneously by the curve (4.95). More
interesting is an exact U(1) symmetry, that can be dened for the curve (4.95):
v ! eiv;
t ! eikt;
w ! e−iw: (4.98)
As can be seen from (4.96), this is not an R-symmetry, since Ω is invariant. Fields charged
with respect to this U(1) symmetry should carry angular momentum in the v or w plane,
or linear momentum in the eleventh dimension interval (i. e., zero branes) The elds of
N = 1 SQCD do not carry any of these charges, so all elds with U(1) charge should
be decoupled from the N = 1 SQCD degrees of freedom. This is equivalent to the way
we have projected out elds in the previous discussion on the denition of the eective
N = 1 four dimensional eld theory.
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4.5.1 Rotation of Branes.
A dierent way to present the above construction is by performing a rotation of branes.
We will now concentrate on this procedure. The classical conguration of NS-5branes with
worldvolumes extending along x0; x1; x2; x3; x4 and x5, can be modied to a conguration
where one of the solitonic vebranes has been rotated, from the v = x4 + ix5 direction,
to be also contained in the (x7; x8)-plane, so that, by moving it a nite angle , it is
localized in the (x4; x5; x7; x8) space. Using the same notation as in previous section, the
brane conguration, where a vebrane has been moved to give rise to an angle  in the
(v; w)-plane, the rotation is equivalent to impossing
w = v: (4.99)
In the brane conguration we obtain, points on the rotated vebrane are parametrized by
the (v; w) coordinates in the (x4; x5; x7; x8) space. We can therefore imposse the following
assymptotic conditions [116]:
t = vk; w = v;
t = v−k; w = 0; (4.100)
respectively for large and small t. Let us now assume that this brane conguration
describes a Riemann surface, ^, embedded in the space (x6; x10; x4; x5; x7; x8), and let us
denote by  the surface in the N = 2 case, i. e., for  = 0. In these conditions, ^ is
simply the graph of the function w on . We can interpret (4.99) as telling us that w
on  posseses a simple pole at innity, extending holomorphically over the rest of the
Riemann surface. If we imposse this condition, we get that the projected surface , i. e.,
the one describing the N = 2 theory, is of genus zero. In fact, it is a well known result
in the theory of Riemann surfaces that the order of the pole at innity depends on the
genus of the surface in such a way that for genus larger than zero, we will be forced to
replace (4.99) by w = va for some power a depending on the genus. A priori, there is
no problem in trying to rotate using, instead of w = v, some higher pole modication
of the type w = va, for a > 1. This would provide  surfaces with genus dierent from
zero; however, we would immediately nd problems with equation (4.90), and we will be
unable to kill all dependence of the coupling constant on v and w. Therefore, we conclude
that the only curves that can be rotated to produce a four dimensional N = 1 theory are
those with zero genus. This is in perfect agreement with the physical picture we get from
the Seiberg-Witten solution. Namely, once we add a soft breaking term of the type tr2,
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the only points remaining in the moduli space as real vacua of the theory are the singular
points, where the Seiberg-Witten curve degenerates.
4.5.2 QCD Strings and Scales.
In all our previous discussion we have not been careful enough in separating arguments
related to complex or holomorphic structure, and those related to Ka¨hler structure. The
M-theory description contains however relevant information on both aspects. For instance,
in our previous derivation of curves, we were mostly interested in reproducing the complex
structure of the Seiberg-Witten solution, as is, for instance, the moduli dependence on
vacuum expectation values, i. e., the eective wilsonian coupling constant. However,
we can also ask ourselves on BPS masses and, in that case, we will need the denite
embedding of  in the ambient space Q, and the holomorphic top form dened on Q.
As is clear from the fact that we are working in M-theory, the holomorphic top form
on Q will depend explicitely on R, i. e., on the string coupling constant, and we will
therefore nd BPS mass formulas that will depend explicitely on R. We will discuss this
type of dependence on R rst in the case of N = 1 supersymmetry. The N = 1 four
dimensional eld theory we have described contains, in principle, two parameters. One
is the constant  introduced in equation (4.92) which, as we have already mentioned, is,
because of (4.90), intimately connected with , and the radius R of the eleven dimensional
S1. Our rst task would be to see what kind of four dimensional dynamics is dependent
on the particular value of R, and in what way. The best example we can of course use
is the computation of gaugino-gaugino condensates. In order to do that, we should try
to minimize a four dimensional suerpotential for the N = 1 theory. Following Witten,
we will dene this superpotential W as an holomorphic function of , and with critical
points precisely when the surface  is a holomorphic curve in Q. The space Q now is the
one with coordinates x4; x5; x6; x7; x8 and x10 (notice that this second condition was the
one used to prove that rotated curves are necesarily of genus equal zero). Moreover, we
need to work with a holomorphic curve because of N = 1 supersymmetry. A priori, there
are two dierent ways we can think about this superpotential: maybe the simplest one,
from a physical point of view, is as a functional dened on the volume of , where this
volume is given by
Vol() = J:; (4.101)






with B a 3-surface such that  = @B, and Ω the holomorphic top form in Q. Denition
(4.102) automatically satises the condition of being stationary, when  is a holomorphic
curve in Q. Notice that the holomorphy condition on  means, in mathematical terms,
that  is an element of the Picard lattice of Q, i. e., an element in H1;1(Q) \ H2(Q).
This is what allows us to use (4.101), however, and this is the reason for temporarily
abandoning the approach based on (4.101). What we require to W is being stationary for
holomorphic curves, but it should, in principle, be dened for arbitrary surfaces , even
those which are not part of the Picard group. Equation (4.102) is only well dened if 
is contractible, i. e., if the homology class of  in H2(Q; Z) is trivial. If that is not the
case, a reference surface 0 needs to be dened, and (4.102) is modied to




where now @B =  [ 0. For simplicity, we will assume H3(Q; Z) = 0. From physical
arguments we know that the set of zeroes of the superpotential should be related by Zk
symmetry, with k the number of transversal fourbranes. Therefore, if we choose 0 to be
Zk invariant, we can write W (0) = 0, and W () =
R
B Ω. Let us then take B as the
complex plane multiplied by an interval I = [0; 1], and let us rst map the complex plane




w = r−1: (4.104)
Writing r = eei, we can dene 0 as
t = rk;
v = f()r;
w = f(−)r−1; (4.105)
with f() = 1 for  > 2, and f() = 0 for  < 1. The Zk transformation t ! t; w !
e2i=kw and v ! v, is a symmetry of (4.105) if, at the same time, we perform the
reparametrization of the r-plane
! ;
!  + b(); (4.106)
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with b() = 0 for   1, and b() = −2
k
for   −1. Thus, the 3-manifold entering the
denition of B, is given by
t = rk;
v = g(; )r;
w = g(−; )r−1; (4.107)
such that for  = 0 we have g = 1, and for  = 1, we get g() = f(). Now, with





W () = kR
Z
B




The dependence on R is already clear from (4.109). In order to get the dependence on 
we need to use (4.107),















for g = g(; ). Thus we get
W ()  kR; (4.111)
Notice that the superpotential (4.111) is given in units (length)3, as corresponds to the
volume of a 3-manifold. In order to make contact with the gaugino-gaugino condensate,
we need to obtain (length)−3 units. We can do this multiplying by 1
R6
; thus, we get




where we have used equation (4.108). A dierent way to connect  with  is dening, in
the M-theory context, the QCD string and computing its tension. Following Witten, we
will then try an interpretation of  independent of (4.90), by computing in terms of  the
tension of the QCD string. We will then, to dene the tension, consider the QCD string
as a membrane, product of a string in R4, and a string living in Q. Let us then denote by
C a curve in Q, and assume that C ends on  in such a way that a membrane wrapped
on C denes a string in R4 18. Moreover, we can simply think of C as a closed curve in
18Notice that if we were working in type IIB string theory, we would have the option to wrap a
threebrane around , in order to dene a string on R4.
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Q, going around the eleven dimensional S1,




w = v−1: (4.113)
This curve is a non trivial element in H1(Q; Z), and a membrane wrapped on it will
produce an ordinary type IIA string; however, we can not think that the QCD string is
a type IIA string. If Q = R3  S1, then H1(Q; Z) = Z, and curves of type (4.113) will
be the only candidates for non trivial 1-cycles in Q. However, we can dene QCD strings
using cycles in the relative homology, H1(Q=; Z), i. e., considering non trivial cycles
ending on the surface . To compute H1(Q=; Z), we can use the exact sequence
H1(; Z)! H1(Q; Z)
{
! H1(Q=; Z); (4.114)
which implies
H1(Q=; Z) = H1(Q; Z)={H1(; Z): (4.115)
The map { is determined by the map dening  (t = vk), and thus we can conclude that,
very likely,
H1(Q=; Z) = Zk: (4.116)






w = v−1; (4.117)
with t
1=k
0 one of the k roots. The tension of (4.117), by construction, is independent of R,















which has the right length units, as  behaves as (length)2. In order to dene the tension
we need to go to (length)−1 units, again using 1
R2









2  3R: (4.121)
Thus, consistency with QCD results requires   1
R
. These are not good news, as they
imply that the theory we are working with, in order to match QCD, posseses 0-brane
modes, with masses of the order of , and therefore we have not decoupled the M-theory
modes.
Next, we would like to compare the superpotential described above with the ones
obtained using standard instanton techniques in M-theory. However, before doing that
we will conclude this brief review on brane congurations with the description of models
with N = 4 supersymmetry.
4.5.3 N = 2 Models with Vanishing Beta Function.
Let us come back to brane congurations with n+1 solitonic vebranes, with k Dirichlet
fourbranes extending between the th pair of NS-5branes. The beta function, derived in
(4.68), is
−2k + k+1 + k−1; (4.122)
for each SU(k) factor in the gauge group. In this section, we will compactify the x
6
direction to a circle of radius L. Impossing the beta function to vanish in all sectors
immediately implies that all k are the same. Now, the compactication of the x
6 direction
does not allow to eliminate all U(1) factors in the gauge group: one of them can not
be removed, so that the gauge group is reduced from
Qn
=1 U(k) to U(1)  SU(k)
n.
Moreover, using the denition (4.67) of the mass of the hypermultiplets we get, for periodic
congurations, X

m = 0: (4.123)
The hypermultiplets are now in representations of type k ⊗ k, and therefore consists of a
copy of the adjoint representation, and a neutral singlet.
Let us consider the simplest case, of N = 2 SU(2)  U(1) four dimensional theory,
with one hypermultiplet in the adjoint representation [103]. The corresponding brane
conguration contains a single solitonic vebrane, and two Dirichlet fourbranes. The mass
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of the hypermultiplet is clearly zero, and the corresponding four dimensional theory has
vanishing beta function. A geometric procedure to dene masses for the hypermultiplets is
a bering of the v-plane on the x6 S1 direction, in a non trivial way, so that the fourbrane
positions are identied modulo a shift in v,
x6 ! x6 + 2L;
v ! v +m; (4.124)
so that now, the mass of the hypermultiplet, is the constant m appearing in (4.124), asP
m = m.
From the point of view of M-theory, the x10 coordinate has also been compactied on
a circle, now of radius R. The (x6; x10) space has the topology of S1S1. This space can
be made non trivial if, when going around x6, the value of x10 is changed as follows:
x6 ! x6 + 2L;
x10 ! x10 + R; (4.125)
and, in addition, x10 ! x10 + 2R. Relations (4.125) dene a Riemann surface of genus
one, and moduli depending on L and  for xed values of R.  in (4.125) can be understood






with x102 = x
10(2L), and x101 = x
10(0). Using (4.125), we get  as the value of (4.126).
This is the bare -angle of the four dimensional theory.
A question inmediately appears concerning the value of the bare coupling constant:







It is therefore clear that we can move the bare coupling constant of the theory keeping
xed the value of R, and changing L and . Let us now try to solve this model for the
massless case. The solution will be given by a Riemann surface , living in the space
E  C, where E is the Riemann surface dened by (4.125), and C is the v-plane. Thus,
all what we need is dening  through an equation of the type
F (x; y; z) = 0; (4.128)
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with x and y restricted by the equation of E,
y2 = (x− e1())(x− e2())(x− e3()); (4.129)
with  the bare coupling constant dened by (4.126) and (4.127) [120]. In case we have
a collection of k fourbranes, we will require F to be a polynomial of degree k in v,
F (x; y; z) = vk − f1(x; y)v
k−1 +    (4.130)
The moduli parameters of  are, at this point, hidden in the functions fi(x; y) in
(4.130). Let us denote vi(x; y) the roots of (4.130) at the point (x; y) in E. Notice
that (4.130) is a spectral curve dening a branched covering of E, i. e., (4.130) can be
interpreted as a spectral curve in the sense of Hitchin’s integrable system [121]. If fi has
a pole at some point (x; y), then the same root vi(x; y) should go to innity. These poles
have the interpretation of locating the position of the solitonic vebranes. In the simple
case we are considering, with a single vebrane, the Coulomb branch of the theory will
be parametrized by meromorphic functions on E with a simple pole at one point, which
is the position of the vebrane. As we have k functions entering (4.130), the dimension
of the Coulomb branch will be k, which is the right one for a theory with U(1) SU(k)
gauge group.
Now, after this discussion of the model with massless hypermultiplets, we will intro-
duce the mass. The space where now we need to dene  is not EC, but the non trivial
bration dened through
x6 ! x6 + 2L;
x10 ! x10 + R;
v ! v +m (4.131)
or, equivalently, the space obtained by bering C non trivially on E. We can flat this
bundle over all E, with the exception of one point p0. Away from this point, the solution
is given by (4.130). If we write (4.130) in a factorized form,
F (x; y; z) =
kY
i=1
(v − vi(x; y)); (4.132)






therefore, f1 will have poles at the positions of the vebrane. The mass of the hyper-
multiplet will be identied with the residue of the dierential f1!, with ! the abelian
dierential, ! = dx
y
. As the sum of the residues is zero, this means that at the point at
innity, that we identify with p0, we have a pole with residue m.
4.6 M-Theory and String Theory.
In this section we will compare the M-theory description of N = 2 and N = 1 four
dimensional gauge theories, with that obtained in string theory upon performing the
point particle limit [122, 123, 124, 125]. Let us then return for a moment to the brane
representation of N = 2 four dimensional gauge theories. In the M-theory approach, we
will consider M-theory on flat spacetime, R7  Q, with Q = R5  S1. The S1 stands
for the (compactied) eleventh dimension, with the radius R proportional to the string
coupling constant. The brane conguration in R7  Q turns out to be equivalent to a
solitonic vebrane, with worldvolume R4, where  is a complex curve in Q, dened
by
F (t; v) = 0: (4.134)
This is equivalent to dening an embedding
 :  ,! Q: (4.135)
If  is a lagrangian manifold of Q, then we can interpret the moduli space of the eective
four dimensional N = 2 theory as the space of deformations of  in (4.135) preserving
the condition of lagrangian submanifold19. By Mc Lean’s theorem, we know that the
dimension of this space of deformations is b1(), in agreement with the existing relation
between the genus of  and the rank of the gauge group in the eective four dimensional
theory. It is important keeping in mind that in the M-theory approach two ingredients
are being used: the curve dened by (4.134), and the holomorphic top form Ω of Q,
which explicitely depends on the radius R of the eleventh dimension. This will be very
important, as already noticed in the discussion of the N = 1 superpotentials, because
an explicit dependence on the string coupling constant will be induced in the BPS mass
formulas.
19Recall that a lagrangian manifold is dened by the condition thatZ

(Ω) = Vol ();
with  such that (!) = 0 (where ! is the Ka¨hler class of Q), and Ω the holomorphic top form of Q.
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A dierent approach to (4.134) and (4.135) is that based on geometric engineering
[127]. In this case, the procedure is based on the following set of steps:
1. String theory is compactied on a Calabi-Yau threefold X, with the apropiate num-
ber of vector multiplets in four dimensions.
2. A point corresponding to classical enhancement of gauge symmetry in the moduli
space of the Calabi-Yau threefold must be localized.
3. A rigid Calabi-Yau threefold is dened by performing a point particle limit.
4. The rigid Calabi-Yau manifold is used to dene the Seiberg-Witten surface .
5. Going form type IIB to type IIA string theory represents a brane conguration
corresponding to an ALE space with singularity of some Dynkin type into a set of
vebranes that can be interpreted as a vebrane with worldvolume R4.
6. The BPS states are dened through the meromorphic one-form , derived from the
the Calabi-Yau holomorphic top form, in the rigid point particle limit.
As we can see from the previous set of steps, that we will explicitely show at work in
one denite example, the main dierence between both approaches is at the level of the
meromorphic form in Seiberg-Witten theory. There is also an important dierence in the
underlying philosophy, related to the implicit use in the string approach, described in the
above steps, of the heterotic-type II dual pairs, driving us to the choice of a particular
Calabi-Yau manifold. The most elaborated geometric engineering approach uses, instead
of a certain heterotic-type II dual pair, a set of local geometrical data, determined by the
type of gauge symmetry we are interested on, and generalizes mirror maps to this set of
local data. In all these cases, the four dimensional eld theory we are going to obtain will
not depend on extra parameters, as the string coupling constant. On the other hand, the
M-theory approach, where eld theories are obtained depending explicitely on the string
coupling constant, might be dynamically rich enough as to provide a direct explanation of
phenomena that can not be easily understood in the more restricted context of the point
particle limit of string theory.
Next, we will follow steps 1 to 6 through an explicit example [124]. In order to
obtain a eld theory with gauge group SU(n) we should start with a Calabi-Yau manifold
with h2;1 = n, and admiting the structure of a K3-bered threefold (see chapter II for
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denitions, and additional details). We will consider the SU(3) case, corresponding to a



















12 = 0: (4.136)
In order to clearly visualize (4.136) as a K3-bration we will perform the change of
variables
x1=x2  z^
1=12b−1=24; x21  x0z^
1=12; (4.137)



























x0x3x4x5 = 0; (4.138)
which represents a K3 surface, bered over a IP1 space parametrized by the coordinate
z. Parameters in (4.138) are related to those in (4.136) through
a = − 60= 1; b =  
−2
2 ; c =  2= 
2
1: (4.139)
The parameter b can be interpreted as the volume of IP1:
− log b = Vol (IP1): (4.140)
Next, we should look for the points z^ in IP1 over which the K3 surface is singular. The
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((1− a)2 − c)2 − bc2
c
: (4.142)







We will consider the singular point in the moduli space corresponding to SU(3) symmetry.
Around this point we will introduce new coordinates, through
a = −2(0u)3=2;
b = 06;
c = 1− 03=2(−2u3=2 + 3
p
3v): (4.144)
Going now to the 0 ! 0 limit in (4.143), we get a set of roots ei(u; v; 6) on a z-plane,
with z dened in 03=2z  z^:
















3v)2 − 6: (4.145)
Now, we can use (4.145) as the denition of a Riemann surface , dened by the Calabi-
Yau data at the singular SU(3) point, and in the point particle limit. There exits a
natural geometrical picture for understanding the parameters u and v in (4.144), which
is the denition of the blow up, in the moduli space of complex structures of IP241;1;2;8;12,
of the SU(3) singular point. From this point of view, the parameters u and v in (4.144)
will be related to the volume of the set of vanishing two-cycles associated with a rational
singularity, i. e., an orbifold singularity of type An−1 (in the case we are considering,
n = 3). These vanishing cycles, as is the case with rational singularities, are associated





(x− ei(u; v; 
6)); (4.146)
which can also be represented as the vanishing locus of a polynomial F (x; z) = 0, with F
given by [129, 130]




where B(x) is a polynomial in x of degree three; in the general case of SU(n) theories,
the polynomial will be of degree n.
This has exactly the same look as what we have obtained using brane congurations,
with the space Q replaced by the (x; z) space. The dierence is that now we are not
considering the (x; z) space as a part of spacetime, and  as embedded in it, but we use
 as dened in (4.147) to dene a Calabi-Yau space in a rigid limit by the equation
F (x; z) + y2 + w2 = 0; (4.148)
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which denes a threefold in the (x; y; z; w) space. And, in addition, we think of (4.148) as
a Calabi-Yau representation of the point particle limit. In order to get the meromorphic
one-form , and the BPS states, we need to dene a map from the third homology group,
H3(CY ), of the Calabi-Yau manifold, into H1(). This can be done as follows. The
three-cycles in H3(CY ) of the general type S
2  S1, with S2 a vanishing cycle of K3,
correspond to S1 circles in the z-plane. The three-cycles with the topology of S3 can be
interpreted as a path from the north to the south pole of S3, starting with a vanishing
two-cycle, and ending at another vanishing two-cycle of K3. This corresponds, in the
z-plane, to paths going from e+i to e
−
i . Once we have dened this map,
f : H3(CY ) −! H1(); (4.149)
we dene
(f(C)) = Ω(C); (4.150)
with Ω the holomorphic top form.
A similar analysis can be done for computing the mass of BPS states, and the mero-
morphic one-form  in the brane framework. In fact, we can consider a two-cycle C in Q
such that
@C  ; (4.151)

















with v(t) given by
F (t; v) = 0; (4.154)
for the corresponding Seiberg-Witten curve, . Notice that the same analysis, using
(4.150) and the holomorphic top form for (4.148) will give, by contrast to the brane case,
a BPS mass formula independent of R.
Next, we will compare the brane construction and geometric engineering in the more
complicated case of N = 1 [126, 128].
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4.7 Local Models for Elliptic Fibrations.
Let V be an elliptic bration,
 : V ! ; (4.155)
with  an algebraic curve, and −1(a), with a any point in , an elliptic curve. Let us
denote fag the nite set of points in  such that −1(a) = C is a singular ber. Each





where i are non singular rational curves, with 
2
i = −2, and ni are integer numbers.
Dierent types of singularities are characterized by (4.156) and the intersection matrix
(i:j). All dierent types of Kodaira singularities satisfy the relation
C2 = 0: (4.157)
Let (u) be the elliptic modulus of the elliptic ber at the point u 2 . For each
path  in 1(
0), with 0 =  − fag, we can dene a monodromy transformation S,





Each type of Kodaira singularity is characterized by a particular monodromy matrix.
In order to dene an elliptic bration [45], the starting point will be an algebraic curve
, that we will take, for simplicity, to be of genus zero, and a meromorphic function J (u)
on . Let us assume J (u) 6= 0; 1;1 on 0 =  − fag. Then, there exists multivalued
holomorphic function (u), with Im (u) > 0, satisfying J (u) = j((u)), with j the
elliptic modular j-function on the upper half plane. As above, for each  2 1(0) we
dene a monodromy matrix S, acting on (u) in the form dened by (4.158). Associated
to these data we will dene an elliptic bration, (4.155). In order to do that, let us rst
dene the universal covering ~0, of 0, and let us identify the covering transformations of
~0 over 0, with the elements in 1(
0). Denoting by ~u a point in ~0, we dene, for each
 2 1(0), the covering transformation ~u! ~u, by
(~u) = S(~u); (4.159)
in other words, we consider  as a single valued holomorphic function on ~0. Using
(4.158), we dene
f(~u) = (c(~u) + d)
−1: (4.160)
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Next, we dene the product ~0C and, for each (; n1; n2), with  2 1(0), and n1; n2
integers, the automorphism
g(; n1; n2) : (~u; )! (~u; f(~u)(+ n1(~u) + n2)): (4.161)
Denoting by G the group of automorphisms (4.161), we dene the quotient space
B0  ( ~0  C)=G: (4.162)
This is a non singular surface, since g, as dened by (4.161), has no xed points in ~0.
From (4.161) and (4.162), it is clear that B0 is an elliptic bration on 0, with ber elliptic
curves of elliptic modulus (u). Thus, by the previous construction, we have dened the
elliptic bration away from the singular points a.
Let us denote E a local neighbourhood of the point a, with local coordinate t, and
such that t(a) = 0. Let S be the monodromy associated with a small circle around a.






The analog of (4.159) will be
(+ 1) = S(): (4.164)
If we go around the points a, k times, we should act with S
k
 ; hence, we parametrize each
path by the winding number k. The group of automorphisms (4.161), reduced to small
closed paths around a, becomes
g(k; n1; n2)(; ) = (+ k; fk()[+ n1() + n2]): (4.165)
Denoting by G the group (4.165), we dene the elliptic bration around a as
(U C)=G: (4.166)
Next, we will extend the elliptic bration to the singular point a. We can consider
two dierent cases, depending on the nite or innite order of S.
4.8 Singularities of Type D^4: Z2 Orbifolds.
Let us assume S is of nite order,
(S)
m = 1d: (4.167)
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In this case, we can extend (4.166) to the singular points, simply dening a new variable
 as
m = t: (4.168)
Let us denote D a local neighbourhood in the -plane of the point  = 0, and dene the
group GD of automorphisms
g(n1; n2) : (; ) = (; + n1() + n2); (4.169)
and the space
F = (D C)=GD: (4.170)
Obviously, F denes an elliptic bration over D, with ber F at each point  2 D, an
elliptic curve of modulus (). From (4.167) and (4.160), it follows that
fk() = 1; (4.171)
with k = O(m). Thus, we can dene a normal subgroup N of G as the set of transfor-
mations (4.165):
g(k; n1; n2) : (; )! (+ k; + n1() + n2): (4.172)
Comparing now (4.169) and (4.172), we get
(U C)=N = (D
0 C)=GD  F − F0: (4.173)
Using (4.172) and (4.165) we get
C = G=N ; (4.174)
with C the cyclic group of order m, dened by
gk : (; )! (e
2ik=m; fk()): (4.175)
From (4.174) and (4.173), we get the desired extension to a, namely
F=C = (U C)=G [ F0=C: (4.176)
Thus, the elliptic bration extended to a, in case S is of nite order, is dened by









i. e., a parity transformation. In this case, the order is m = 2, and we dene  by 2  t.
The cyclic group (4.175) in this case simply becomes
(; )! (−;−); (4.178)
since from (4.177) and (4.160) we get f1 = −1. At the point  = 0 we have four xed








with a; b = 0; 1. The resolution of these four singular points will produce four irreducible
components, 1; : : : ;4. In addition, we have the irreducible component 0, dened by
the curve itself at  = 0. Using the relation 2 = t, we get the D^4 cycle,
C = 20 + 





4) = 1. In general, the four external points
of D-diagrams can be associated with the four Z2 orbifold points of the torus.
4.9 Singularities of Type A^n−1.











n log t: (4.182)
Using the variable  dened in (4.163), we get, for the group G of automorphisms,
g(k; n1; n2) : (; )! (+ k; + n1n+ n2); (4.183)
and the local model for the elliptic bration, out of the singular point,
(U C)=G; (4.184)
i. e., bers of the type of elliptic curves, with elliptic modulus n. A simple way to think
about these elliptic curves is in terms of cyclic unramied coverings [63]. Let us recall
that a cyclic unramied covering,  : C^ ! C, of order n, of a curve C of genus g, is a
curve C^ of genus
g^ = ng + 1− n: (4.185)
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Thus, for g = 1, we get g^ = 1, for arbitrary n. Denoting by  the elliptic modulus of C,
in case g = 1, the elliptic modulus of C^ is given by
^ = n: (4.186)
Moreover, the generators ^ and ^ of H1(C^; Z) are given in terms of the homology basis
,  of C as
^ = ;
^ = n; (4.187)
with  the projection  : C^ ! C. From (4.186) and (4.183), we can interpret the elliptic
bration (4.184) as one with elliptic bers given by n-cyclic unramied coverings of a
curve C with elliptic modulus  or, equivalently, 1
2i
log t. There exits a simple way to
dene a family of elliptic curves, with elliptic modulus given by 1
2i
log t, which is the
plumbing xture construction. Let D0 be the unit disc around t = 0, and let C0 be the
Riemann sphere. Dene two local coordinates, za : Ua ! D0, zb : Ub ! D0, in disjoint
neigbourhoods Ua, Ub, of two points Pa and Pb of C0. Let us then dene
W = f(p; t)jt 2 D0; p 2 C0 − Ua − Ub; or p 2 Ua; with jza(p)j > jtj; or
p 2 Ub; with jzb(p)j > jtjg; (4.188)
and let S be the surface
S = fxy = t; (x; y; t) 2 D0 O0 D0g: (4.189)
We dene the family of curves through the following identications
(pa; t) 2W \ Ua D0 ’ (za(pa);
t
za(pa)
; t) 2 S;
(pb; t) 2W \ Ub D0 ’ (
t
zb(pb)
; zb(pb); t) 2 S: (4.190)
For each t we get a genus one curve, and at t = 0 we get a nodal curve by pinching the
non zero homology cycles. The pinching region is characterized by
xy = t; (4.191)




log t+ C1t+ C2; (4.192)
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for some constants C1 and C2. We can use an appropiate choice of coordinate t, such








Using now (4.186) and (4.192) we get, for the cyclic covering of order n, the result (4.182),
and the group (4.183). The pinching region of the cyclic unramied covering is given by
xy = tn; (4.194)
instead of (4.191), i. e., for the surface dening the An−1 singularity, C
2=Zn. Now, we
can proceed to the resolution of the singularity at t = 0. The resolution of the singularity
(4.194) requires n−1 exceptional divisors, 1; : : : ;n−1. In addition, we have the rational
curve 0, dened by the complement of the node. Thus, we get, at t = 0,
C = 0 +   + n−1; (4.195)
with (0;1) = (0;n−1) = 1, and (i;i+1) = 1, which is the A^n−1 Dynkin diagram.
The group of covering transformations of the nth order cyclic unramied covering is Zn,
and the action over the components (4.195) is given by
i ! i+1;
n−1 ! 0: (4.196)
4.10 Singularities of Type D^n+4.
This case is a combination of the two previous examples. Through the same reasoning as








g(k; n1; n2) : (; )! (k + ; (−1)
k(+ n1n+ n2)): (4.198)
Using a new variable 2 = t, what we get is a set of irreducible components 0; : : :2n,
with the identications i ! 2n−i. In addition, we get the four xed Z2 orbifold points
described above. The singular ber is then given by
C = 20 +   + 2n + 
1 + 2 + 3 + 4; (4.199)
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with the intersections of the D^n+4 ane diagram. It is easy to see that in this case we
also get
(C)2 = 0: (4.200)
Deng the genus of the singular ber by C2 = 2g − 2, we conclude that g = 1, for
all singularities of Kodaira type. Notice that for rational singularities, characterized by
non ane Dynkin diagrams of ADE type [44], we get self intersection C2 = −2, which
corresponds to genus equal zero.
4.11 Decompactication and Anization.
The general framework in which we are working in order to get four dimensional N = 1
gauge theories is that of M-theory compactications on elliptically bered Calabi-Yau
fourfolds, in the limit Vol (E) = 0, with E the elliptic ber. As described above, we
can interpolate between N = 2 supersymmetry in three dimensions, and N = 1 in four





The three dimensional limit then corresponds to Vol (E)!1, and the four dimensional
to Vol (E)! 0. Now, we will work locally around a singular ber of Kodaira A^D^E^ type.




the locus C in B, where the ber is singular, is of codimension one in B, i. e., of real
dimension four. Let us now see what happens to the singular ber in the three dimensional
limit. In this case, we have Vol (E) =1. A possible way to represent this phenomenon is
by simply extracting the point at innity. In the case of A^n−1 singularities, as described in
previous subsection, taking out the point at innity corresponds to decompactifying the
irreducible component 0, that was associated with the curve itself. As was clear in this
case, we then pass from the ane diagram, A^n−1, to the non ane, An−1. More generally,
as the elliptic bration we are considering possesses a global section, we can select the
irreducible component we are going to decompactify as the one intersecting with the basis
of the elliptic bration. When we decompactify, in the Vol (E) = 0 limit, what we are
doing, at the level of the ber, is precisely compactifying the extra irreducible component,
which leads to the ane Dynkin diagram.
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4.12 M-Theory Instantons and Holomorphic Euler Character-
istic.
Using the results of reference [99] a vertical instanton in a Calabi-Yau fourfold, of the
type (4.202), will be dened by a divisor D of X, such that (D) is of codimension one
in B, and with holomorphic Euler characteristic
(D;OD) = 1: (4.203)
It is in case (4.203) that we have two fermionic zero modes [99], and we can dene a
superpotential contribution associated to D. For N , the normal bundle to D in X, which
is locally a complex line bundle on D, we dene the U(1) transformation
t! eit; (4.204)
with t a coordinate of the ber of N . The two fermionic zero modes have U(1) charge
equal one half. Associated to the divisor D, we can dene a scalar eld D that, together
with Vol (D) denes the imaginary and real parts of a chiral supereld. Under U(1)
rotations (4.204), D transforms as
D ! D + (D): (4.205)
In three dimensions, this is precisely the transformation of the dual photon eld as Gold-
stone boson [24]. However, transformation (4.205) has perfect sense, for vertical instan-
tons, in the four dimensional decompactication limit.
Let us now consider an elliptically bered Calabi-Yau fourfold, with singular ber of
A^n−1 type, over a locus C of codimension one in B. We will assume that the singular
ber is constant over C. Moreover, in the geometrical engineering spirit, we will impose
h1;0(C) = h2;0(C) = 0 (4.206)
and, thus, 1(C) = 0. This prevents us from having non trivial transformations on
the ber by going, on C, around closed loops, since all closed loops are contractible.
In addition, we will assume, based on (4.206), that C is an Enriques surface. After
impossing these assumptions, we will consider divisors Di, with i = 0; : : : ; n− 1, dened
by the bering over C, in a trivial way, of the irreducible components i of the A^n−1








we get, for C an Enriques surface,
(Di) = 1: (4.208)
Interpreting now the t variable (4.204) on the ber of the normal bundle N of D in X
as the t variable used in our previous description of Kodaira singularities of type A^n−1,
we can derive the transformation law, under the Zn subgroup of U(1), of the scalar elds
Di associated to these divisors. Namely, from (4.196) we get
Zn : Di ! Di+1; (4.209)
with the Zn transformation being dened by
t! e2i=nt: (4.210)
Using now (4.205), we get









with j = 0; : : : ; n− 1, and c a constant independent of j.
Let us now consider the divisor D obtained by bering over C the singular ber
C =
Pn−1
j=0 j, dened in (4.195). In this case we need to be careful in order to compute
(4.207). If we naively consider the topological sum of components j in (4.207), we will
get the wrong result (D) = n. This result would be correct topologically, but not for





j=0 j) is 2(1 − g(
Pn−1
j=0 j)), with g the genus of the cycle (4.195),
as dened by C2 = 2g − 2, with C2 the self intrsection of the cycle (4.195) which, as for
any other Kodaira singularity, is zero. Thus, we get g = 1, and [131]
(D) = 0: (4.213)
We can try to intepret the result (4.213) in terms of the fermionic zero modes of each
component i, and the topology of the cycle. In fact, associated to each divisor Di we
have, as a consequence of (4.208), two fermionic zero modes. In the case of the A^n−1
singularity, we can soak up all zero modes inside the graph, as shown in Figure 1,
where from each node, representing one i, we have two fermionic zero mode lines. The
soaking up of fermionic zero modes represented in the gure is an heuristic interpretation
of the result (4.213).
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fermionic zero mode
Figure 3: Soaking up of zero modes for A^n−1.
4.13 -Parameter and Gaugino Condensates.
We will, in this section, only consider singularities of A^n−1 and D^n+4 type. In both cases,
and for each irreducible component i, we get a divisor Di, with (Di) = 1. Associated
to this divisor, we can get a superpotential term of the order [99]Z
d2e−(V (Di))+iDi ); (4.214)
where V (Di) means the volume of the divisor Di. As explained above, we are using
vertical instanton divisors Di, dened by a trivial bering of i over the singular locus
C  B, satisfying conditions (4.206). In order to get the four dimensional N = 1 limit,
we will take the limit Vol (E) = 1
R
! 0. Since the singular bers are, topologically, the





with Cox the Coxeter number of the corresponding singularity, which equals the total
number of irreducible components. Therefore, we will dene Vol (Di) as






If we rst consider the N = 2 supersymmetric three dimensional theory obtained by
compactifying M-theory on the Calabi-Yau fourfold X, i. e., in the limit R ! 0, we
know that only the divisor 0, for the A^n−1 case, is decompactied, passing from the
ane diagram describing an elliptic singularity to the non ane diagram describing a
rational, Artin like, singularity [44]. In that case, the volumes of the i components, for
i 6= 0, are free parameters, corresponding to the Coulomb branch of the N = 2 three
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dimensional theory. In the three dimensional theory, the factor Vol (C) corresponds to





and Vol (Di) =
1
g23
i, for i 6= 0, with i the three dimensional Coulomb branch coordinates.
In the four dimensional case, we must use (4.216), that becomes










Let us now concentrate on the A^n−1 case, where Cox = n. Using (4.214) we get the












Let us now x the constant c in (4.219). In order to do that, we will use the transformation
rules (4.205). From the four dimensional point of view, these are the transformation rules






Di + n: (4.220)
This is precisely the transformation rule under U(1)R of the N = 1 -parameter,
 !  + n: (4.221)




F ~F ; (4.222)






F ~F : (4.223)
The factor 2, diering (4.222) from (4.223), reflects the fact that we are assigning U(1)R
charge 1
2
to the fermionic zero modes. Identifying the -parameter with the topological
sum
Pn−1




















with j = 0; : : : ; n− 1, which is the correct value for the gaugino condensate.
Let us now try to extend the previous argument to the D^n+4 type of singularities.
Dening again the four dimensional -parameter as the topological sum of Di for the
whole set of irreducible components we get, for the cycle (4.199), the transformation rule
 !  + Cox : (4.226)
where now the Coxeter for D^n+4 is 2n+6. Interpreting D^n+4 as O(N) gauge groups, with
N = 2n + 8, we get Cox(D^n+4) = N − 2. Since  is dened modulo 2 we get that for







with k = 1; : : : ; N − 2. However, now we do not know how to associate a value of k to
each irreducible component i of the D^n+4 diagram. Using (4.227), we get a set of N − 2















with k = 1; : : : ; N − 2. However, we still do not know how to associate to each i a
particular value of k. A possibility will be associating consecutive values of k to com-
ponents with non vanishing intersection; however, the topology of diagrams of type D
prevents us from doing that globally. Notice that the problem we have is the same sort
of puzzle we nd for O(N) gauge groups, concerning the number of values for <  >,
and the value of the Witten index, which in diagramatic terms is simply the number of
nodes of the diagram. In order to unravel this puzzle, let us consider more closely the way
fermionic zero modes are soaked up on a D^n+4 diagram. We will use the cycle (4.199);
for the components 1 to 4, associated to the Z2 orbifold points, we get divisors with
 = 1. Now, for the components 20; : : : ; 2n we get, from the Todd representation of
the holomorphic Euler characteristic,
 = 4: (4.229)
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The reason for this is that the cycle 2, with 2 = −2, has self intersection −8. Of course,
(4.229) refers to the holomorphic Euler characteristic of the divisor obtained when bering
over C any of the cycles 2i, with i = 0; : : : ; n. Equation (4.229) implies 8 fermionic
zero modes, with the topology of the soaking up of zero modes of the D^n+4 diagram, as
represented in Figure 2.
Dynkin line
fermionic zero mode
Figure 4: Soaking up of zero modes for D^n+4.
Notice that the contribution to  of 2 is dierent form that of (1 + 2), with
(1:2) = 0; namely, for the rst case  = 4, and  = 2 for the second. For the D^n+4
diagram, we can dene: i) The Witten index tr (−1)F , as the number of nodes, i. e.,
5 + n; ii) The Coxeter number, which is the number of irreducible components, i. e.,
2n+ 6 and iii) The number of intersections as represented by the dashed lines in Figure
4, i. e., 8 + 4n. From the point of view of the Cartan algebra, used to dene the vacuum
congurations in [22], we can only feel the number of nodes. The -parameter is able to feel
the Coxeter number; however, we now nd a new structure related to the intersections
of the graph. In the Witten index case, the nodes corresponding to cycles 2i, with
i = 0; : : : ; n contribute with one, in the number of <  > values with two, and in the
number of intersections with four. This value four calls for an orientifold interpretation of
these nodes. The topological denition of the -parameter implicitely implies the split of
this orientifold into two cycles, a phenomena recalling the F-theory description [138] of the
Seiberg-Witten splitting [35]. Assuming this splitting of the orientifold, the only possible
topology for the soaking up of zero modes is the one represented in Figure 3, where the
\splitted orientifold" inside the box is associated to four zero modes, corresponding to
 = 2 for a cycle 1 + 2, with 1:2 = 0.
On the other hand, each node surrounded by a circle in Figure 5 represents itself the
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fermionic zero mode
Figure 5: Orientifold splitting.
disconnected sum of two non singular rational curves; thus, we represent each \orientifold"
mode by four rational curves, with the intersections depicted inside the box of Figure 5.
When we forget about internal lines in Figure 5, we get the cyclic Z2n+6  ZN−2 structure
of equation (4.228). It is clear that much more is necessary in order to reach a complete
description of the O(N) vacuum structure.
4.14 Domain Walls and Intersections.
The discussion in the previous section already raises the problem known as -puzzle. In
fact, and discussing again only the SU(n) case, the transformation law (4.221) together
with the very denition fo the -angle as the topological sum
Pn−1
i=0 Di would imply that
 is the scalar eld D of the 6-cycle associated to the A^n−1 cycle, C =
Pn−1
i=0 i. On the
basis of (4.205), this will be equivalent to saying that (D) = n, instead of zero. This
is, in mathematical terms, the -puzzle. The mathematical solution comes from the fact
that (D) = 0. In this section we will relate this result, on the value of the holomorphic
Euler chareacteristic, to the appearance of domain walls [132, 133, 134]. To start with, let
us consider a cycle C = 1 +2, with (1:2) = 1. The self intersection can be expressed
as
(C:C) = −2− 2 + 2; (4.230)
where the −2 contributions come from 21 and 
2
2, and the +2 comes from the intersection
between 1 and 2. As usual, we can consider C trivially bered on an Enriques surface.






Using now the decomposition (4.230) we get two contributions of one, coming from the
components 1 and 2, considered independently, and a contribution of −1 from the
intersection term +2 in (4.230). In this sense, the intersection term can be associated
to two fermionic zero modes, and net change of chiral charge oposite to that of the
i components. When we do this for the cycle C of A^n−1 singularities, we get that each
intersection is soaking up two zero modes, leading to the result that (C) = 0. A graphical
way to represent equation (4.230) is presented in Figure 4.
intersection term
i-vacua i+1-vacua
Figure 6: Intersection term.
Now, we will wonder about the physical interpretation of the intersection terms leading
to (C) = 0 for all Kodaira singularities. The simplest, and most natural answer, is
certainly domain walls extending between dierent vacua, or values of <  >.
From the point of view of zero mode counting, the \intersection term" behaves eec-
tively as an anti-instanton with two fermionic zero modes. One of these fermionic zero
modes, let us say  j;j+1, is associated to the intersection of j with j+1 and the other
 j+1;j with the intersection of j and j+1. Thus, extending naively the computation
done for irreducible components, the contribution of the black box in Figure 4 should be
of the order
3e2ij=n(1− e2i=n): (4.232)
In result (4.232), interpreted as the contribution of the intersection term, the most sur-
prising fact is the appearance of 3, since now we are geometrically considering simply a
point; the factor 3 in the computation of the gaugino condensate comes from the volume
of the divisor. In the same way as we interpret M-theory instantons as vebranes wrapped
on the six-cycles used to dene the instanton, we can think of the intersection terms as
vebranes wrapped on the cycle C  f(i:i+1)g, i. e., the product of the singular locus
C and the intersection point. The vebrane wrapped on this cycle denes, in four dimen-
sions, a domain wall, let us say interwining between the vacua i, at x3 = +1, and the
vacua i+ 1, at x3 = −1, where the coordinate x3 is identied with the unwrapped direc-
tion. It is in this sense that we should use (4.232) to dene the energy density, or tension,




local engineering approach works in the limit where the volume of the singular locus C is
very large, so that we can very likely assume that intersection terms behave like (4.232),
with 3, but only in the four dimensional limit. Cyclicity of the A^n−1 diagram allows us
to pass from the j to the j + 1 vacua in two dierent ways: n− 1 steps, or a single one.
The sum of both contributions should dene the physical domain wall; thus the energy
density will behave as
n3je2ij=n(1− e2i=n)j: (4.233)
The extension of the previous argument to the case of O(N) groups is certainly more
involved, due to the topology of the D^ diagram, and the presence of orientifolds. It would
certainly be interesting studying the interplay between orientifolds and domain walls in
this case.
Finally, we will say some words on the QCD string. In reference [117], the geometry
of QCD strings is intimately related to the topological fact that
H1(Y=Z; Z) = Zn; (4.234)
where  is a rational curve associated to the conguration of fourbranes, and Y = S1R5
is the ambient space where  is embedded (see [117] for details). The QCD string is then
associated to a partially wrapped membrane on a non trivial element of H1(Y=; Z).
Recall that H1(Y=; Z) is dened by one-cycles in Y , with boundary on . The previous
discussion was done for SU(N) gauge groups. Using our model of A^n−1 singularities,
described in section 2, the analog in our framework of (4.234) is equation (4.187). Then
we can, in the same spirit as in reference [117], associate the QCD string to paths going
from pk to pk+1, where pk are the intersection points,
k:k−1 = pk: (4.235)
Geometrically, it is clear that the tension of this QCD string is the square root of the
domain wall tension. By construction, the QCD string we are suggesting here ends on
domain walls, i. e., on intersection points.
To end up, let us include some comments on the existence of extra vacua, as suggested
in [135]. It is known that the strong coupling computation of <  > does not coincide
with the weak coupling computation; more precisely[136],
<  >sc<<  >wc : (4.236)
In the framework of M-theory instanton computations, the numerical factors will depend
in particular on the moduli of complex structures of the Calabi-Yau fourfold. In the strong
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coupling regime we must consider structures preserving the elliptic bration structure and
the Picard lattice. In the weak coupling regime, where the compuatation is performed
in the Higgs phase, the amount of allowed complex structures contributing to the value
of <  > is presumably larger. Obviously, the previous argument is only suggesting a
possible way out of the puzzle (4.236).
Equally, at a very speculative level, the extra vacua, with no chiral symmetry breaking,
could be associated to the cycle D dening the singular ber, a cycle that we know leads
to  = 0, and therefore does not produce any gaugino condensate. Notice that any other
cycle with  6= 0 will lead, if clustering is used, to some non vanishing gaugino condensates,
so that D with  = 0 looks like a possible candidate to the extra vacua suggested in [135].
If this argument is correct this extra vacua will appears for any Kodaira singularity i. e.
in any ADE N = 1 four dimensional gauge theory.
It is important to stress that the -puzzle is not exclusive of N = 1 gluodynamics. In
the N = 0 case the Witten-Veneziano formula [139, 140] for the 0 mass also indicates
a dependence of the vacuum energy on  in terms of 
N
, which means a set of entangled
"vacuum" states. In our approach to N = 1 the origin of this entanglement is due to the
fact that  = 0 for the singular cycle. In fact, (D) = 0 means that the set of divisors
Di, plus the intersections, i. e., the domain walls, are invariant under U(1), as implied by
equation (4.205). If we naively think of something similar in N = 0 and we look for the
origin of vacuum entanglement in intersections we maybe should think in translating the
topology of intersections into topological properties of abelian proyection gauges [58].
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A M(atrix) Theory.
A.1 The Holographic Principle.
The holomorphic principle was originally suggested by ‘t Hooft in [141]. Let us work rst
in four dimensional spacetime. Let S(2) be a surface with the topology of two sphere in
R3, and let us wonder about how many orthogonal quantum states can S(2) contain: we
will nd an upper bound for this number of states. In order to do this, we will use the
Bekenstein-Hawking relation between the entropy and the horizon area of the black hole.
Let us then call N the number of states inside S(2); the entropy can be dened as
expS = N : (A.1)







with A the area of the horizon, in Planck length units. Now, let us translate all the
physical information contained inside the S(2) surface, in terms of states of q-bits, dened
as quantum systems of two states. The number n of q-bits we need is given by
N = 2n: (A.3)







which is essentially the number of cells, of area l2p, covering the surface S
(2). What we learn
from this is that all three dimensional physics inside S(2) can be described using states of
q-bits, living on the two dimensional surface S(2). We will call these q-bits the holographic
degrees of freedom. What we need now is the two dimensional dynamics governing these
two dimensional degrees of freedom, able to reproduce, in holographic projection, the
three dimensional physics taking place S(2). We can even consider, instead of S(2), an
hyperplane of dimension two, dividing space into two regions. The extension, to this
extreme situation, of the holomorphic principle, will tell us that the 3 + 1 dynamics can
be described in terms of some 2 + 1 dynamics for the holomorphic degrees of freedom
living on the hypersurface.
This picture of the holographic principle allows to introduce M(atrix) theory [143] as
the holographic projection of M-theory. In this case, we will pass from eleven dimensional
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to ten dimensional physics. What we will need, in order to formulate M(atrix) theory,
will be
i) An explicit denition of the holographic projection.
ii) Identifying the holomorphic degrees of freedom.
iii) Providing a ten dimensional dynamics for these degrees of freedom.
The conjectured answer in [143] to i), ii) and iii) are
i) The innite momentum frame.
ii) D-0branes as degrees of freedom.
iii) The dynamics is implemented through the worldvolume of the lagrangian of D-
0branes.
These set of conjectures dene M(atrix) theory at present. The idea of the innite
momentum frame is boosting in the eleventh direction in eleven dimensional spacetime,
in such a way that p11, the eleventh component of the momentum, becomes larger than
any scale in the problem. In this frame, we associate, with an eleven dimensional massles






If we introduce an infrared cut o, by compactifying the eleventh dimension on a circle








We will interpret n as the number of partons which are necessary to describe a system
with value of p11 given by (A.6). These partons are the ten dimensional degrees of freedom
we are going to consider as holographic variables.
Using (A.4), we can dene the ten dimensional size of an eleven dimensional massless
particle, in eleven dimensions, with some given p11. In fact, n = p11R is the number of





and the radius r, characterizing the size, will be (p11R)
1=9lp. Now, we can look for objects
in ten dimensions with mass equal to the mass of a parton, i. e., 1
R
. Natural candidates
are D-0branes. From this, it seems natural to conjecture that the worldvolume dynamics
of D-0branes will be a good candidate for the holographic description of M-theory.
M(atrix) theory would hence simply be dened as the worldvolume theory of D-
0branes. As for any other type of D-branes, this worldvolume theory is dened as the
dimensional reduction down to 0+1 dimensions of ten dimensional Yang-Mills with N = 1
supersymmetry. If we consider a set of N D-0branes, we have to introduce matrices X i,
with i = 1; : : : ; 9. As usual, the diagonal part of this matrices can be interpreted in terms
of the classical positions of the N D-0branes, and the o diagonal terms as representing
the exchange of open strings. Thus, the worldvolume lagrangian we get for N D-0branes
is U(N) Yang-Mills quantum mechanics. Using units in which 0 = 1, the bosonic part




[ tr _X i _X i −
1
2
tr[X i; Xj]2]; (A.8)
in units where lp = 1, and with g the string coupling constant. In this denition we
have simply consider D-0branes in a ten dimensional type IIA string theory. However,
we know that D-0branes are in fact Kaluza-Klein modes of an eleven dimensional theory






with R the radius of the eleventh dimension. The way to relate (A.8) to the physics of
the partons dened in the innite momentum frame is observing that the kinetic term in
(A.8) coincides with the equation (A.5) for p11 given in (A.9). In fact, using the relation
R = gls; (A.10)
and choosing units where ls = 1, we notice that (A.8) is precisely the galilean lagrangian
for particles of mass 1
g
. Thus, we will interpret the worldvolume dynamics of D-0branes,
(A.8), as the innite momentum frame of the M-theory D-0branes.
Our main task now will consist in deriving the brane spectrum directly from the
M(atrix) lagrangian (A.8), interpreting the dierent branes as collective excitations of





between the string length, and the Plank scale, we can pass to Plank units by dening
Y = X
g1=3










R[Y i; Y j ]2

; (A.12)
where Dt = @t + iA, with A equal the A0 piece of the ten dimensional Yang-Mills theory.
In order to get (A.8), going to the temporal gauge A0 = 0 is all what is needed.
Now, some of the ingredients introduced in chapter I will be needed; namely, the







Taking into account that
PQ = QPe2i=N ; (A.14)
we can dene












which looks like the Fourier transform of a function Z(p; q). The only dierence is that
this function is dened on a quantum phase space dened by p^ and q^ variables satisfying
(A.16). In the N ! 1 limit, we can interpret this quantum space as classical, since in
this limit [p^; q^] = 0. Thus, in the N !1 limit, the matrices can be replaced by functions




[X; Y ] !
1
N
[@qX@pY − @qY @pX]; (A.18)
i. e., the conmutator becomes the Poisson bracket. Now, we can use (A.18) in (A.12);




















. The interest of (A.19) is that this result coincides with the eleven diemen-
sional lagrangian for the eleven dimensional supermembrane in the light cone frame. No-
tice that i in (A.19) goes from 1 to 9, which can be interpreted as the transversal directions
to the supermembrane worldvolume. The previous result is alraedy a good indication of
the consistency of M(atrix) theory as a microscopic description of M-theory. Next, we
will try to dene toroidal compactications of (A.8).
A.2 Toroidal Compactications.
The denition of toroidal compactications [145] of M(atrix) theory is quite simple. We
will consider the worldvolume of lagrangian of D-0branes, starting with ten dimensional
N = 1 supersymmetric Yang-Mills in R9S1. In order to clear up the procedure, we will
keep all indices for a while, so that we will write
X ik;l (A.20)
for the matrix X i. The indices k and l will hence label dierent D-0branes. Now, if we
force D-0branes to live in R9  S1, and interpret S1 as
R=Γ; (A.21)
with Γ a one dimensional lattice dened by a vector ~e = 2R, we can think of copies of
each D-0brane, parametrized by integers n, depending on the cell of R=Γ where they are.
Then, (A.20) should be changed to
X ik;m;l;m: (A.22)
We can now forget about the indices k and l, to write X inm, where n and m are integers.
























Now, we should imposse symmetry with with respect to the action of Γ, which implies
X imn = X
i
m−1 n−1 i > 1;
X1mn = X
1
m−1 n−1 m 6= n;
X1mn = 2RI +X
i
m−1 n−1: (A.24)
The meaning of (A.24) is that the coordinate X1 is periodic, so that the dierence in X1
for n D-0branes, and n+ 1 D-0branes, is simply the length of the compactied direction.
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Using (A.24), matrices can be simply labelled by one index, X i0;n  X
i








































Once we get lagrangian (A.21), we can compare it with the worldvolume lagrangian for
D-1branes. In fact, for D-1branes the worldvolume lagrangian is 1 + 1 dimensional super
Yang-Mills theory, with gauge elds A1 and A0, and matter elds Y j (with j = 2; : : : ; 9)
in the adjoint representation. We can then work in the temporal gauge, xing A0 = 0. On
the other hand, performing T-duality on S1 takes form D-0branes to D-1branes. Hence,
on the dual S1 the worldvolume lagrangian for D-1branes should coincide with that of
D-0branes in R9S1, i. e, with lagrangian (A.25). The D-1brane worldvolume lagrangian










[ tr _Y i _Y i + tr _A1 _A1 +
1
2
tr [Y i; Y j]2 − tr [@1Y
i − i[A1; Y i]]2; (A.27)
can be compared with (A.26) if we just interpret X in as the Fourier modes of Y
i(x), and














Hence, we can readily induce the following result: M(atrix) theory compactied on T d is
equivalent to d+1 supersymmetric Yang-Mills on the dual T^ dR, with R standing for the
time direction, and the supersymmetric Yang-Mills theory dened through dimensional
reduction from N = 1 ten dimensional Yang-Mills theory. This is a surprising result, con-
necting M(atrix) compactications with Yang-Mills theories, a relation with far reaching
consequences, some of which we will consider in what follows.
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A.3 M(atrix) Theory and Quantum Directions.
We can then represent M(atrix) theory, compactied on T d, as supersymmetric Yang-Mills
theory dened on T^ d  R, i. e., as the worldvolume lagrangian of d D-branes wrapped
on the dual torus, T^ d. Let us then work out some simple cases. We will rst compactify
M(atrix) on T 4, which will be an interesting case concerning the U-duality symmetry.
Let Li be the lengths of T





with ls the string length. In terms of the eleven dimensional Planck scale, lP , we have
l3P
R






Let us now consider the innite momentum frame energy of a state with one unit of








This state corresponds, in supersymmetric Yang-Mills, to a gauge conguration with a
non trivial Wilson line A(Ci) (recall that in the toroidal compactication the compactied
components X i behave as Yang-Mills elds. This non trivial Wilson line means a flux





















which means that g2, as expected in 4 + 1 dimensions, has units of length.
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From the denition of M(atrix) compactications, we expect that M(atrix) on T 4 will
reproduce type IIA string theory on T 4 that, has been derived in chapter III, is invariant
under the U-duality group, Sl(5;Z). Thus, our task is to unravel this U-duality invariance,
considering supersymmetric Yang-Mills on T^ 4  R. From (A.35), we observe a clear
Sl(4;Z) invariance of the gauge theory. These transformations exchange all i, leaving
their product invariant. In order to extend this symmetry to Sl(5;Z), an extra dimension
5 needs to be dened. A way to do this is using as such direction the coupling constant
itself in 4+1 directions that, as can be clearly seen from (A.35), has dimensions of length.
In this way, we can think that M(atrix) on T 4 is described by a 5 + 1 dimensional theory,




This is exactly the same picture we have in M-theory, understood as the strong coupled
limit of type IIA string theory. There, we associated the RR D-0branes with Kaluza-Klein
modes of the extra dimension. In the gauge theory context we should look for objects in
4 + 1 dimensions, that can be interpreted as Kaluza-Klein modes of the extra dimension
required by U-duality. As candidates to these states, we can use instantons. Instantons are
associated with the 3 homotopy group of the gauge group so that, in 4 + 1 dimensions,
they look like particles. Moreover, their mass is given by 1
g2
, with the gauge coupling
constant (recall that 1
g2
is the action for the instanton in 3 + 1 dimensions). Therefore,
using (A.35), we get the desired result, namely that instantons ar the Kaluza-Klein modes
of the extra dimension.
We can, in fact, try to understand what kind of dynamics is playing the role here,
using string theory language. The supersymmetric Yang-Mills theory on T 4, with gauge
group U(N), can be interpreted as the worldvolume lagrangian for N fourbranes of type
IIA, wrapped around T 4. In M-theory, we can interpret this fourbranes as vebranes
partially wrapped in around the internal eleventh dimension. When we move to strong
coupling, we open the extra direction, and we eectively get a 5 + 1 dimensional gauge
theory. If this is the correct picture, we can check it by comparison of the mass of the
instanton and the expected mass of the wrapped around T 4 and the internal eleventh















In order to understand the eect described above, it would be convenient to discuss briefly







It is clear form (A.38) that for d  3 the limit of string coupling constant equal zero gives
a weak coupled supersymmetric Yang-Mills theory. However, a barrier appears in d = 4.
In fact, for d  4 the limit g ! 0 leads to strong coupling in the eld theory. One of these
strong copling eects is the generation of the quantum dimension needed for U-duality.
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