Abstract-Mastoidectomy is a core surgical procedure in otologic surgery. It is believed that the procedure is performed by different surgeons with some variability. However, it is also believed that all surgeons use a finite number of fundamental surgical actions to complete the procedure. To determine how a surgeon performs a mastoidectomy, we sought to identify the fundamental surgical actions [called action primitives (APs)] and determine the transition boundaries among those APs. Our motivation for this paper is both to delineate the APs necessary to complete a mastoidectomy and to optimize and potentially automate the surgical process. In this paper, we present a new approach to developing methods for parsing raw data (position and orientation of the surgical tool and end-effector force) into a sequence of surgical tasks. The overall objective is to deconstruct the surgical procedure into a series of APs. This paper presents results from our initial investigation on detecting transition boundaries and identifying APs involved in mastoidectomy.
I. INTRODUCTION

E
AR SURGERY is undertaken to treat a number of ear disorders including chronic middle ear infections, cholesteatoma (epithelial cyst within the middle ear), conductive hearing loss, vertigo (dizziness), and sensorineural hearing loss. The central component of these surgeries is the mastoidectomy-a procedure that can take upwards of 2 h. Each year about 100 000 mastoidectomy surgeries are performed within the United States [1] .
During mastoidectomy, the temporal bone, the bone that encases the ear, is systematically drilled away to either remove diseased tissue or provide access to the middle and/or inner ear. The procedure is akin to an archeological dig where it is vital to * U. Lahiri is with the Department of Mechanical Engineering, Vanderbilt University, Nashville, TN 37235-1592 USA (e-mail: uttama.lahiri@vanderbilt. edu).
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Digital Object Identifier 10.1109/TBME. 2009.2031982 preserve certain noble structures that reside within the temporal bone. These structures include the facial nerve (injury results in paralysis of the face) [2] , the middle ear (malleus, incus, and stapes-injury results in conductive hearing loss), the inner ear (injury results in permanent hearing loss and vertigo), the floor of the cranial vault (injury results in leakage of cerebrospinal fluid) [3] , and the internal jugular vein and carotid artery (injury results in blood loss which may be life threatening). The level of accuracy needed to prevent damage to these structures is in the order of 1 mm [4] . However, the fundamental actions that surgeons use to complete the surgery appear to be repeatable among surgeons with variation in order and style. The mastoidectomy procedure performed by different surgeons can vary widely [36] . In an endeavor to standardize and automate the major components of mastoidectomy, it is first necessary to understand how a surgeon performs mastoidectomy and determine the basic sequence of surgical actions necessary to complete the procedure. The knowledge, thus, gained would be helpful for training of novice surgeons and comparing their skill sets with that of an experienced surgeon. Perhaps more clinically significant, by defining the actions that comprise a procedure, we may be better able to optimize the order of the actions and potentially program a robot to perform at least a part of surgical procedure in the future.
Robots have been used in operating theaters for over 20 years. Examples include active-constraint robots such as, the Acrobot (The Acrobot Company Limited, London, U.K.) used in preparing bone surfaces for positioning prostheses in total knee replacement surgery [5] and [6] , master-slave telemanipulators such as the da Vinci Surgical System (Intuitive Surgical, Sunnyvale, CA), used in laparoscopic procedures [7] , and autonomous robots such as the ROBODOC (Integrated Surgical Systems, Davis, CA) used to perform total hip replacements [8] , [9] . In otologic surgery, to date, robots have been used only for surface milling of the temporal bone (to a depth of 4.5 mm) to create a receiving well for the internal processor of a cochlear implant device [10] . One of the barriers preventing further integration of robots into otologic surgery is that the surgical skills used in these types of procedures are not well quantified.
Recent efforts to evaluate surgical skill in other arenas have been successful. One such example is in the area of high-level surgical modeling, where there is evidence that statistical models derived from recorded force and motion data can be used to classify surgical skill level (novice or expert) with a classification accuracy approaching 90% [11] , [12] . However, these papers did not recognize the transition boundaries between the different surgical actions and identify those actions that were used to perform the surgery. Detection of transition of surgical action and identification of these actions involved in a surgery is still in its infancy and remains an active research area.
The objective of this paper is to model a mastoidectomy procedure as a compilation of basic surgical actions, which we call action primitives (APs). We are motivated by our belief that this in turn could be used to train a robot to carry out similar surgical steps in the future. In this paper, we present a novel technique for detection of transition of the different APs and identification of those APs involved in mastoidectomy based on the real-time force, position, and orientation data of the surgical tool-a drill-during the procedure. We present experimental results based on datasets obtained from performing mastoidectomy on temporal bones of cadavers. The results are validated against hand segmentation and labeling of the sequence of operations provided by the surgeons. In Section II, we present the design rationale underlying the mapping of the surgical actions. Section III discusses the materials used and experimental procedure. Here, we also discuss the algorithms used in the detection of boundaries between the distinct surgical activities and subsequent identification. The scope of the results is discussed in Section IV. In Section V, we present an overall discussion. Finally, Section VI summarizes the contributions of this work and describes a scope of future work.
II. DESIGN RATIONALE FOR MAPPING OF SURGICAL PROCEDURE IN MASTOIDECTOMY
The main objective of this research is to detect the transition boundaries between surgical actions as well as identify these actions performed during mastoidectomy. We propose that the continuous data stream can be broken down into APs based on the surgical drill's position, orientation, and end-effector forces (i.e., force exerted by the drill tip on the tissue). The APs are defined such that they are distinguishable according to their unique roles in the surgery and, when strung together, form a complete set of actions necessary to perform the surgery. There are other instances in the paper when a similar approach is used for pattern recognition based on functional modules (e.g., robot-assisted suturing task [13] ).
Our hypothesis is that while variability exists between surgical procedures with different goals (e.g., cochlear implantation, removal of cholesteatoma), and between surgeons (who may have different style), that all surgeons use a finite armamentarium of surgical actions to complete a mastoidectomy procedure. Our goal, then, is to extract unique characteristic features based on the acquired signals for each AP. Based both on a guidebook [14] and on extensive observations within the operating room, we have modeled a mastoidectomy procedure as a compilation of three basic surgical actions that we call AP1, AP2, and AP3. It is conceivable that there may be other APs in mastoidectomy; however, we begin our investigation with the three basic APs. AP1 is "rough boundary exploration" accomplished by removing the cortical bone and subsequent superficial layers of the trabecular mastoid bone. This action is followed by AP3, which is "fine boundary exploration," and then by AP2, which is "obliteration of tissue within the boundaries." We hypothesize that these actions can then be strung together such that they create a unique set describing the surgical procedure.
In this paper, we approach the problem from a data-driven perspective where our goal is to detect the transition boundaries between the three APs defined above and also identify these APs from force, position, and orientation data acquired during the surgery. A continuing challenge in biology today is the need to integrate large quantities of experimental data into quantitative and testable descriptions of system behavior. Due to their size and complexity, the data generated through large-scale interrogations are generally recognized uninterpretable without the use of computational methods for data reduction, analysis and modeling [15] . Data-driven models borrow heavily from artificial intelligence (AI) techniques and are based on a limited knowledge of the modeling process, thereby, relying on the data describing the input and output characteristics. In contrast to physically based modeling (or knowledge-driven modeling) that tries to explain the underlying process, the data-driven models are able to make abstractions and generalizations of the process from the data itself and play a complementary role to physically based models [16] .
The first step to analyze the surgical procedure using the data-driven approach is to extract relevant features from the surgical data that can be used to detect the boundary between the APs as well as identify each AP. This step enables characterizing each surgical step. The next step is to deconstruct the surgical procedure into a series of APs that comprise the complete procedure.
As a result, we begin by parsing the surgical procedures into APs by extracting relevant features (characterizing each AP) from the raw surgical data (Section III-B1). Once these features are extracted, we then use them to detect the transition time of one AP to another. The problem of knowing when one AP changes to another (boundary detection) can be cast as a segmentation problem in a continuous stream of data that changes its features based on the surgical actions. To achieve segmentation of the recorded signals from surgical procedures, we use Bayesian information criterion (BIC) method to learn the unique characteristics of each AP (Section III-B2). BIC is a model selection criterion that has been widely used in video [17] and speech segmentation [18] - [21] , which bears some resemblance to our problem. The idea here is that once we train the BIC algorithm on the selected feature set of each AP, it can automatically segment a continuous data stream (fed to the algorithm) into a sequence of APs. Once the boundaries marking the transition between the APs are detected, the next step is to identify and label each AP (Section III-B3) based on the extracted feature set. We use an artificial neural network (ANN)-based approach for this purpose. While there are other pattern recognition tools available, we use ANNs because of their proven ability in other applications requiring signal-based classification (e.g., audio signal classification and tagging of different audio portions [22] and [23] ) to detect complex patterns within data sets [24] and [25] , handle nonlinearities, and provide satisfactory real-time predictive accuracy. The schematic of the overall process is given in Fig. 1 . 
III. EXPERIMENT, ANALYSIS AND RESULTS
A. Materials and Methods
1) Temporal Bones:
Fifteen cadaveric temporal bone (eight left-sided and seven right-sided) specimens were utilized for this study. These specimens were harvested from formalin-fixed cadavers used in our institution's anatomy laboratory. No criteria were used to select the specimens for this study. Our intent was that these 15 specimens represent a randomly chosen distribution of anatomy (e.g., well-pneumotized versus poorly pneumotized specimens). To prevent tissue breakdown, the temporal bones were stored in a freezer. Prior to drilling, each frozen specimen was defrosted to room temperature. As per the standard for temporal bone drilling, each specimen was affixed in a temporal bone holder (Fig. 2) consisting of three pins that were screwed into the bone. These pins were rigidly affixed to a metal bowl (the temporal bone holder), which then sits on a surface.
2) Force/Torque (F/T) Measurement: The temporal bone holder was affixed on top of a force and torque measurement tool, the F/T DAQ Multi-Axis F/T Sensor System (ATI Industrial Automation, Apex, NC). This sensor system has a resolution of 0.003125 N (for force components along the x and y directions), 0.00625 N (for force component along the zdirection), and 0.0001875 Nm (for torque components along the x, y, and z directions). The sensor was interfaced to a laptop using the analog-digital-interface card "PC-Card DAS 16/330" (Measurement Computing Corporation, Norton, MA). A cus- tom MATLAB (version 2008a, MathWorks, Inc., Natick, MA) application was developed for recording the force and torque values during the drilling process. The sensor with the temporal bone holder was affixed rigidly to a sturdy table to avoid any movement during data collection. During drilling, care was taken not to move the temporal bone holder. With this rigid body setup, we ensured that the force measured by the sensor was the force exerted by the surgical drill on the temporal bone specimen. An arm rest-not physically connected to the table surface-was used to avoid having the weight of the surgeon's arm confound the data.
3) Position and Orientation Data Measurement: For tracking the position and orientation of the tip of the surgical drill during the mastoidectomy, a Polaris Spectra optical tracking system (Northern Digital Inc; Waterloo, ON, Canada) with 0.25 mm localization accuracy was used. We used an eMax2 High Performance Instrument System (The Anspach Effort, Inc., Palm Beach Gardens, FL) surgical drill unit. Markers recognized by the tracking system were attached to the drill (Fig. 3) to allow us to track the tip of the drill during the procedure. Calibration was performed prior to beginning of the surgery to determine the drill-tip location relative to the marker locations. A custom MATLAB program residing on another computer was then used to collect and save the drill-tip locations and orientations.
4) Experimental Procedure:
In an endeavor to develop a computer-controlled robot to perform a mastoidectomy, it is necessary to understand how the mastoidectomy is performed by surgeons. This will also aid in training novice surgeons first in a cadaveric laboratory and subsequently in the operating room. Two experienced right-handed otologic surgeons (also known as faculty level surgeons) were asked to: 1) perform each of the three APs separately, and 2) perform a cortical mastoidectomy procedure by stringing together a sequence of APs. A 5 mm diameter fluted-ball drill bit was used as shown in Fig. 3 . We analyzed actions of surgeons during drilling of mastoid in cadaveric specimens (Fig. 4) by recording position, force and orientation data. The data were used to: 1) characterize each AP; 2) detect transition boundaries between APs; and 3) identify each AP. The surgeon touched an anatomical landmark (the Spine of Henle) three times at the start of data acquisition as a zero-time reference point. The data from this step was used to synchronize the data from the F/T sensor and the tracking system. All procedures were performed under microscopic view, and this view was videotaped for offline analysis. Fig. 5 shows the images of the different stages of surgery for a typical temporal bone. Visual differences between AP2 and AP3 are barely perceivable, as the difference is fine polishing of the surgical boundaries.
5) Data Analysis and Labeling:
The videotape was analyzed using Final Cut Express 4 (Apple, Cupertino, CA) video editing software. Time for different AP steps as well as breaks during the procedure were identified and noted by the operating surgeon after completion of the cortical mastoidectomy. This time data was then used during the analysis of the acquired data.
B. Feature Processing Algorithms Used
1) Data Preprocessing, Feature Extraction and Selection of Reduced Feature Set Characterizing Surgical Action Steps:
First, the characteristic APs had to be defined. To do this, we used the data recorded when surgeons performed a characteristic AP. The sampling frequency for data acquisition was 50 Hz. To eliminate transients associated with each AP, particularly at the edges of the discontinuities, we removed, on average, a window of 200 samples each at the beginning and also at the end of each characteristic AP to ensure analysis over the steady state portion of the raw data segments.
In an attempt to determine the distinguishing characteristics associated with each AP, the sensory data was processed to extract features (Fig. 6) . The preliminary feature set consisted of 63 features as detailed in Table I . Some of these features were noted to be redundant in characterizing the surgical actions. Out of these extracted features, we chose those features that best discriminated the different surgical actions. The goal of feature processing is to remove redundant input features while retaining the information essential for recognizing the actions with high accuracy [13] . Dimensionality reduction of a feature set is a common preprocessing step used in pattern recognition, classification applications, and in compression schemes. Principal component analysis (PCA) is one of the popular methods used for this purpose [26] - [30] . The relative importance of different [35] . The preliminary set of features was then further analyzed to extract those features that had the maximum discriminating ability. Now that each AP had a characteristic feature set, we undertook analysis of the data set (i.e., complete string of APs comprising a cortical mastoidectomy) to: 1) detect boundaries between APs and 2) identify each AP as discussed in the following.
2) Boundary Detection Between Two APs: As discussed in Section II, we used BIC to detect the boundaries between the different APs used in surgery. We will describe briefly how BIC works.
Let us denote X = x i ∈ R d , i = 1, 2, . . . , N as the sequence of vectors in which there is at most one segment boundary. We wish to consider if there is a position b ∈ (1, N) that is the boundary of different processes (APs), say, AP1 and AP3 generating the two segment outputs x 1 , . . . , x b and x b+1 , . . . , x N , respectively. The decision rule to check and locate the boundary is
The variable Σ denotes the covariance matrix of the extracted feature vectors. Σ 1 and Σ 2 are the covariance matrices of the features of the first and the second segment. The variables d and λ represent feature dimension and penalty weight factor, respectively.
In order to detect multiple segmentation boundaries, a moving window is considered that sweeps through the stream. We start with a window size of 50 samples. Then, the window size is extended if no boundary exists and a new window is started from the detected boundary as the next window.
The reduced feature set for boundary detection is achieved by applying PCA and correlation coefficient component analysis. The PCA was performed on the preliminary feature set (63 features, Table I ), which resulted in 6 features (Table II) as the principal components. Additionally, a correlation coefficient component analysis was also performed on the preliminary feature set (Table I ) and five more features (Table II) with correlation coefficients less than 0.2 (on a 0-1 scale) were chosen. Thus, these 11 features (Table II) comprised the feature set that was used to detect the transition boundary from one AP to another using BIC. Note that the same 11 features were used to detect all transitions (AP1:AP3 and AP3:AP2) analyzed in this paper. The output of the BIC was a temporal transition boundary in each case.
3) Identification of APs: As discussed in Section II, we used ANN to identify and label the APs involved in surgery. As can be seen from Fig. 7 , we trained three independent ANNs (Binary ANN for AP1, AP2, and AP3 that provides identification of AP1, AP2, and AP3, respectively).
Each ANN is designed as a six layered structure having an input layer, four hidden layers (20-20-20-14) , and an output layer. The design is based on a pilot dataset that takes into consideration the tradeoff between the least mean-square error and the computation complexity. We used Logsigmoidal approximation functions that equip the ANNs with the ability to handle nonlinearities in the datasets. Instead of using a multiinput, multioutput ANN, where only one ANN is employed to identify the three APs from a given input set, we used a modular approach where each modular ANN serves to identify one of the three APs, so as to develop a greater noise immunity and ability to handle inconsistencies in the feature sets of the three APs. Here, we use three independent modular multiinput single-output ANNs, where each of the three ANNs is dedicated to identify AP1, AP2, or AP3.
The reduced feature set for AP identification consisted of six principal component features along with three force features (Table III) . This feature set was applied for training the ANNs. Detailed analysis (based on pilot datasets) indicated that the nine features maximize the performance of the ANN in identifying APs. These features were then used as training inputs to the Binary ANNs. In this paper, the feature set that was used to identify each AP using ANN was the same for all the APs. Their combination using the binary ANN also remained the same throughout our analysis. In response to the characteristic features of the different APs, the trained binary ANNs give an output of 1 or 0 (i.e., when it identifies an AP, it gives an output of 1; otherwise it outputs 0). For example, in case the input feature vectors corresponded to AP1 segment of the surgery, then the "binary ANN for AP1" gave an output of 1 (Fig. 6) , thereby, leading to the prediction of AP1, whereas, the "binary ANN for AP2" and the "binary ANN for AP3" gave an output of 0. Similar outputs were recorded for the identification of AP2 and AP3 of the surgery.
Each of these Binary ANNs was trained off-line using the above-mentioned reduced feature set as input and the AP label as the output. The three trained ANNs were then used to identify different APs using the reduced feature set of the test data. The same input feature vectors from the test sets were applied in parallel to the three binary ANNs (Fig. 7) . The prediction of the ANN (i.e., whether the test data set corresponded to AP1 or AP2 or AP3) was compared against surgeon's own labeling of the corresponding AP.
IV. RESULTS
We used 15 different test cases and the results were validated against hand segmentation and labeling of the sequence of operations provided by the surgeons. In order to estimate the predictive accuracy, a standard cross-validation approach, leave-one-out (LOO), was used. In this method, we used "remove one data set-train on the rest of the data sets-segment and identify APs" procedure for each data vector in our matrix.
A. Results of Boundary Detection
Our test configuration consisted of continuous stream of raw surgical data for APs in the sequence AP1:AP3:AP2 (i.e., rough boundary exploration-followed by-fine boundary explorationfollowed by-obliteration of tissue within boundaries). While we are cognizant of the possibility that a surgeon may perform a procedure in a different order than this, we chose a standardized approach for this initial study. Table IV presents the performance results of the BIC algorithm in boundary detection. It can be seen that the BIC algorithm was successful in detecting the boundaries between all APs. For AP3:AP2 boundary, we had only 14 test datasets because during drilling of one of the temporal bone specimens, the middle portion of the mastoid was broken during AP1 and   TABLE V  PERFORMANCE OF TRAINED ANNS IN IDENTIFYING THE APS   TABLE VI  TEST CASES INDICATING ANOMALY AP3 stages, thereby, removing any recordable obliteration step (AP2). Table V shows the performance results of ANNs in identifying the APs. It can be seen that the trained ANNs were able to identify all of the AP3 and AP1 test cases. The ANNs could also identify 12 out of 14 test cases for AP2. Thus, the trained ANNs were able to detect the rough boundary and fine boundary exploration actions of the surgery very accurately while missing only two cases for the obliteration of tissue action.
B. Results of Identification
C. Analysis of Results
As described earlier, the BIC method could detect all boundaries with reasonable time accuracy. However, it gave three false positives. These were: AP2 of dataset 10, AP2 of dataset 7, and AP1 of dataset 8. On the other hand, the ANN method identified all AP1s and AP3s but missed two AP2s. The missed AP2s were: AP2 of dataset 10 and AP2 of dataset 7. We also noted that even though ANN correctly identified AP1 of dataset 8, the identification was marginal. Thus, it is clear that the same segments of data were problematic for both of these algorithms. Upon further evaluation of the data, we found that several features were beyond 1-standard deviation away in all these datasets as shown in Table VI .
From Tables II and III , we find that the reduced feature set comprising the six principal components is employed by both the boundary detection and the AP identification algorithms. These features are the mean, variance, and maximum of the third and the fourth quaternion. To understand the physical significance of the orientation components that contribute to the principal distinguishing characteristics of the different basic actions (APs) involved in the surgery, we studied the video captured during the process (as mentioned in Section III-A5). During AP1, the surgical action involves drilling of the temporal bone specimen in order to explore the rough boundary. Then during AP3, the action comprises some drilling accompanied with mainly milling of the mastoid to execute the fine boundary exploration step. Finally, during AP2 stage of the surgery, the action mainly involves milling to obliterate the tissue within the boundaries.
A careful examination of the recorded video revealed that the orientation angle of the drill tool with respect to the temporal bone surface varied during performing of the different APs by the surgeon. This variation accounts for different drill tool orientation angles on a three dimensional coordinate system, thereby indicating a justification of the orientation components to emerge as the principal distinguishing features characterizing the different APs. Now, considering the three test cases (as mentioned in Table VI) , we studied the drill tool orientation patterns while conducting the different APs. The orientation data plots indicated anomalies during the AP2 action step for test case 7, AP1 action step for test case 8, and AP2 step for test case 10.
We, therefore, believe that these datasets were significantly different from the other representative datasets. The cause for this anomaly is unknown at this time. We will explore more datasets in the future to further characterize the APs. Even though we had three missing cases, we still believe that the above results show the success of the approach in automatically finding the boundaries and identifying APs during mastoidectomy.
V. DISCUSSION
In this paper, we sought to decompose a complex surgical procedure-a mastoidectomy-into a string of well characterized surgical actions (APs). To do this we: 1) characterized surgical actions by extracting the features characteristic of those finite actions (AP1, AP2, and AP3), and then 2) had surgeons perform a complete procedure (a cortical mastoidectomy) and used the discriminating feature set characterizing each AP to a) detect boundaries between fundamental surgical actions (APs) and b) identify each action (AP).
The surgeons performed mastoidectomy surgery on 15 cadaveric temporal bones (Section III-A1) and force, position, and orientation data were collected during the procedure. The surgeons also hand labeled the different action sequences (AP1, AP3, and AP2) after the surgery (Section III-A5). Then, we extracted a preliminary set of 63 features characterizing each AP. This was followed by extraction of the reduced feature set (11 for detecting transition boundaries between the APs as shown in Table II , and 9 for identifying each AP as shown in Table III) possessing maximum discriminating ability. This dimensionality reduction was facilitated by performing PCA and correlation coefficient component analysis. Regarding boundary detection, the BIC method could detect all boundaries with reasonable time accuracy (within approximately a couple of seconds). Our preliminary investigation shows that, the pertinent features for boundary detection (Table II) did not include force. While excluding force may seem counter intuitive, we realized during video analysis that the surgeon makes orientation changes before changing force. Regarding AP identification, we used three independent modular multiinput and single-output binary ANNs. The discriminating features (Table III) when applied as inputs to the ANNs were able to identify all AP1s and AP3s, while missing two cases of AP2s.
Building on these initial results, we now plan to apply this process to more complex variation of a mastoidectomy (e.g., labyrinthectomy). We will start with data acquired in the temporal bone lab and move to data acquired in the operating room using a similar setup to that shown in Fig. 2 , where the force transducer is the sole support of the patient's head, thus, collecting pertinent data. This will allow us to decompose a human operator's (surgeon's) actions into a list of APs. Once we accomplish this decomposition, we will implement human strategies into our robotic setup, which consists of a programmable Mitsubishi Industrial Robot RV-3S (Mitsubishi Electric Corporation, Tokyo, Japan). Initial robotic strategies will be based on our results that orientation of the surgical instrument best delineates boundaries between the APs and identifies each AP. We will then investigate further using force feedback to fine-tune rough surgical actions to emulate human actions.
VI. CONCLUSION
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