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Re´sume´ :
Les re`gles implicatives, qui permettent de mode´liser
des contraintes, restent me´connues. Nous proposons dans
cet article des lignes directrices pour la conception pra-
tique de syste`mes de re`gles implicatives : construc-
tion de partitions adapte´es, interpre´tation des re´sultats
de l’infe´rence, coope´ration de plusieurs syste`mes de
re`gles et se´mantique. La me´thodologie est applique´e a` un
proce´de´ agroalimentaire.
Mots-cle´s :
Re`gles floues, re`gles implicatives, interpre´tabilite´,
se´mantique, coope´ration
Abstract:
Implicatives rules, which model constraints remain
unknown. We propose in this article guidelines for buil-
ding practical systems of implicative rules : design of sui-
table partitions, interpretation of inference results, system
cooperation and semantics. The methodology is applied
to a food process.
Keywords:
Fuzzy rules, implicative rules, interpretability, seman-
tics, cooperation
Jusqu’ici les re`gles implicatives floues [4] ont
surtout e´te´ manipule´es par des logiciens et il
n’existe que tre`s peu d’utilisations concre`tes
[12]. Elles ont e´te´ de´laisse´es au profit des
re`gles conjonctives [9] dont les e´le´ments d’in-
terpre´tation sont bien connus. Les re`gles impli-
catives et les re`gles conjonctives n’ont pas le
meˆme sens et les sorties repre´sentent deux types
d’information sur une meˆme e´chelle.
Les principales diffe´rences entre re`gles
conjonctives et implicatives sont :
– un raisonnement diffe´rent,
– la de´tection d’incohe´rences,
– des partitions diffe´rentes,
– le respect de l’impre´cision des entre´es,
– une interpre´tation diffe´rente.
En section 1, nous rappelons ce que sont
les re`gles implicatives, leurs avantages et
inconve´nients vis-a`-vis des re`gles conjonc-
tives. Ensuite, nous abordons les notions de
cohe´rence et d’interpre´tabilite´ pour des re`gles
implicatives. La section 3 porte sur les sor-
ties infe´re´es a` partir de re`gles implicatives
et propose une me´thode de quantification des
re´sultats obtenus. Enfin, nous e´voquons la colla-
boration de plusieurs syste`mes de re`gles impli-
catives (section 4) et une application concre`te
est traite´e en section 5.
1 Re`gles implicatives
Rappelons quelques proprie´te´s des re`gles im-
plicatives qui peuvent eˆtre vues comme une
application directe des the´ories de Zadeh sur
le raisonnement approche´ [14] et une exten-
sion de la logique classique. Elles permettent
notamment de ge´ne´raliser le modus ponens
A ∧ ( A → O ) |= O de l’infe´rence lo-
gique [10].
Cela signifie que d’un fait approche´ A′ et de
l’implication A → O, on est capable de de´duire
un ensemble de valeurs possibles O′ de´fini par :
μO′(v) = sup
u∈U

(
μA′(u), μA(u) → μO(v)
)
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Les ope´rateurs de conjonction  et d’impli-
cation → ne sont pas inde´pendants : le choix
de l’un de´termine l’autre. L’agre´gation de ces
re`gles se fait de manie`re conjonctive car celles-
ci repre´sentent une possibilite´ non garantie : des
valeurs conside´re´es comme possibles par une
re`gle peuvent eˆtre interdites par d’autres re`gles.
Il existe deux types de re`gles implicatives : les
re`gles a` certitude et les re`gles graduelles. Dans
cet article, nous e´tudions exclusivement les
re`gles graduelles. Le comportement des re`gles
implicatives graduelles, « plus X est A, alors
plus Y est O », de´pend de l’implication choisie.
Nous conside´rons ici l’implication de Resher-
Gaines (figure 1) : a → b =
{
1 si a ≤ b
0 sinon ,
car elle donne le noyau des autres implications
re´sidue´es.
0
U
1
α
μA
Condition de la re`gle
0
V
1
α
Conclusion Resher-Gaines
μB′
μB
Figure 1 – Infe´rence avec une re`gle implicative
graduelle et une entre´e pre´cise
La figure 2 et le tableau 1 re´sument les
diffe´rences principales entre re`gles implicatives
et re`gles conjonctives. Utilise´ dans des appli-
cations re´elles, l’accumulation de re`gles rend
la sortie d’un syste`me conjonctif peu informa-
tive. Ceci est corrige´, voire masque´, par une
e´tape de de´fuzzification. Avec les re`gles impli-
catives, c’est le phe´nome`ne contraire qui se pro-
duit. Pour un comparatif plus de´taille´, le lecteur
se re´ferera a` [8].
2 Cohe´rence et interpre´tabilite´ de
la sortie
Avant tout, notons que dans les deux types de
syste`mes les partitions d’entre´e peuvent eˆtre
identiques. On choisit d’utiliser des partitions
floues fortes (PFF) pour leurs bonnes proprie´te´s
(figure 4).
Type de re`gles conjonctive implicative
Distribution de pos-
sibilite´ obtenue
garantie δz(x) potentielle πz(x)
De´fuzzification obligatoire facultative
Ajout de re`gles
dans une base
moins de pre´cision plus de pre´cision
Incohe´rence non de´tecte´e sortie = ∅
Infe´rence entre´es
floues
re`gle a` re`gle (facile) plus complexe
Tableau 1 – Comparaison des re`gles implica-
tives et conjonctives
1
O
A
W
1
U
Contre exemples de la
Re`gles implicatives
Valeurs possibles par
de´faut A¯ ∪O
Re`gles conjonctives
re`gle A → O
Exemples de la re`gle A×O
Figure 2 – Repre´sentation des valeurs d’une
re`gle implicative A → O et d’une re`gle
conjonctive A ∧ O
Ce n’est pas le cas de la partition de sortie du
fait de l’agre´gation conjonctive des re`gles im-
plicatives. Pour ces syste`mes, le re´sultat sera un
compromis entre cohe´rence et interpre´tabilite´.
Rappelons les de´finitions de ces termes :
– Cohe´rence [1, 5, 13] d’un ensemble de re`gles
implicatives : un syste`me de re`gles implica-
tives est cohe´rent si pour toutes les valeurs
d’entre´e possibles, il existe au moins une va-
leur de la sortie infe´re´e comple`tement com-
patible, cela signifie que la sortie infe´re´e doit
eˆtre normalise´e.
– Interpre´tabilite´ : cette notion est bien
de´finie en ce qui concerne les re`gles conjonc-
tives [3, 6, 2], et les PFF remplissent
ces conditions. Pour les re`gles implicatives,
si l’on veut que la base de re`gles reste
cohe´rente, les ensembles de sorties dont les
re`gles sont active´es simultane´ment doivent
avoir une intersection non vide. Ceci limite le
nombre de sous ensembles flous de la parti-
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tion de sortie et implique l’utilisation de par-
titions de sorties qui ne soient pas des PFF.
En effet, le degre´ de couverture (figure 3)
de la partition de sortie doit respecter deux
conditions :
– Etre supe´rieur ou e´gal au degre´ de couver-
ture de la partition d’entre´e.
– Permettre une sortie normalise´e (ce qui en-
traıˆne en ge´ne´ral un degre´ de couverture de
sortie a` 2/3)
1
0 U
de couverture
Degre´
Figure 3 – Degre´ de couverture d’une partition
1 2 3 00
1 1
1 2 3U V
A1 A2 B1 B2
Figure 4 – PFF en entre´e
Etudions diffe´rents cas :
– 2 entre´es sur 2 dimensions : les re`gles A1 ∧
B1 → O1,1, A1∧B2 → O1,2, A2∧B1 → O2,1
et A2 ∧ B2 → O2,2 peuvent eˆtre active´es
pour une meˆme entre´e. Par conse´quent, O1,1,
O1,2, O2,1 et O2,2 doivent avoir une intersec-
tion non vide comme le montre la figure 5.
O1,1 O1,2 O2,1 O2,2
0
1
α
o−1,2(α) o
+
1,2(α) W
Figure 5 – Partition de sortie quasi forte : PQF
– 3 entre´es sur 2 dimensions : avec trois entre´es
par dimension, on obtient un total de 9 re`gles.
La figure 6 illustre graphiquement les combi-
naisons qui doivent eˆtre conjointement pos-
sibles. Puisque l’on a des partitions fortes en
entre´e, il est normal que O1,1 et O3,3 n’aient
pas d’intersection commune car il n’est pas
possible d’activer en meˆme temps ces re`gles.
En revanche, toutes les re`gles doivent avoir
une intersection commune avec O2,2. On en
vient donc a` tracer la partition de la figure
7. Cependant cette partition est difficilement
interpre´table puisqu’elle contient plus de 7
sous-ensembles flous [11] qui se chevauchent
tous.
Afin de re´duire le nombre de sous-ensembles
de cette partition de sortie, si les variables du
syste`me de re`gles jouent un roˆle syme´trique,
on peut re´duire le nombre de terme a` 5
comme indique´ sur la figure 8. Dans un
syste`me ou` les informations sont graduelles,
ce type de compensation est naturel.
A1
B1
B2
A2
V
U
A3
B3
O1,1 O2,1 O3,1
O1,2 O2,2 O3,2
O1,3 O2,3 O3,3
Figure 6 – Partitions d’entre´e et conclusions
correspondantes
1
0 W
O1,1 O2,1
O1,3
O1,2 O2,2 O2,3 O3,2
O3,1
O3,3
Figure 7 – Partition de sortie (9 termes)
La sortie infe´re´e avec de telles partitions est
normalise´e, donc cohe´rente avec le syste`me
de re`gles [7]. Nous appelerons de telles parti-
tions, qui repre´sentent un compromis entre in-
terpre´tabilite´ et cohe´rence, des partitions quasi
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10 W
O2,2 O3,3O1,1
O2,1
O1,2
O3,2
O2,3
O1,3
O3,1
Figure 8 – Partition de sortie (5 termes)
fortes (PQF). En effet, la cohe´rence du syste`me
incite a` construire des partitions avec un fort
chevauchement, tandis que l’interpre´tabilite´ in-
vite a` le limiter.
3 Sortie infe´re´e a` partir d’un
syste`me de re`gles implicatives
La figure 9 montre le re´sultat de l’infe´rence a`
partir d’une entre´e impre´cise pour les re`gles im-
plicatives (type Resher-Gaines) A1 → O1 et
A2 → O2 et les re`gles conjonctives (type Mam-
dani) A1 ×O1 et A2 ×O2.
3.1 Impre´cision des sorties
Nous remarquons que le re´sultat obtenu avec
des re`gles conjonctives recouvre l’ensemble de
la partition et est sous-normalise´. Le re´sultat ob-
tenu avec des re`gles implicatives est normalise´
et bien plus pre´cis, puisqu’il est situe´ dans l’in-
tersection des conclusions des diffe´rentes re`gles
du fait du processus d’agre´gation conjonctif. Il
indique l’intervalle des valeurs pour lesquels
cette sortie est totalement possible (mais pas
garantie). En revanche, les valeurs en dehors
du support sont impossibles a` atteindre avec ce
type de re`gles.
Selon le cas, on s’inte´ressera plutoˆt au noyau
ou au support de la sortie infe´re´e. Dans les deux
cas, leur largeur est fide`le a` l’impre´cision des
entre´es : c’est une diffe´rence majeure avec les
re`gles conjonctives.
1
0 X
A1 A2A
′
1
0 Z
O1 O
′ O2
Condition Conclusion Rescher-Gaines
1
0 Z
O1 O2
O′
Conclusion Mamdani
Figure 9 – Infe´rence d’une entre´e impre´cise
3.2 Quantification d’une sortie impre´cise :
attribution d’e´tiquettes
Nous nous inte´ressons ici seulement au noyau
des sorties infe´re´es. Une analyse similaire pour-
rait eˆtre faite sur le support. La sortie infe´re´e
e´tant alors un intervalle, nous voulons arriver
a` caracte´riser sa proximite´ avec la sortie ob-
serve´e. Nous proposons deux e´tiquettes :
– l’erreur commise (en nombre de sous-
ensembles flous (SEF)). L’e´tiquette quanti-
fiant l’erreur effectue´e peut varier de 0 (au-
cune erreur) a` nbsef − 1.
– l’impre´cision de la sortie infe´re´e : La
sortie infe´re´e e´tant normalise´e, elle in-
tersecte au moins un SEF de sortie.
L’e´tiquette (0) repre´sente l’impre´cision mi-
nimale et augmente selon le nombre de
sous-ensembles supple´mentaires chevauche´s.
L’e´tiquette quantifiant l’impre´cision peut
donc prendre des valeurs de 0 a` nbsef − 1.
Pour un syste`me utilisant 5 SEF en sortie, la fi-
gure 10 illustre les e´tiquettes 02 (pas d’erreur
mais deux sous-ensembles d’impre´cision), 00
(aucune erreur et aucune impre´cision), 40 (er-
reur maximale de quatre sous-ensembles mais
pas d’impre´cision) et 21 (erreur de deux en-
sembles et impre´cision d’un sous-ensemble).
Cette me´thode permet de rendre compte, de
fac¸on symbolique, de la qualite´ de l’infe´rence
par rapport a` deux crite`res : erreur commise et
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01
W
Sortie inférée
Sortie réelle
O1 O2 O3 O4 O5
0
1
W
Sortie inférée
Sortie réelle
O1 O2 O3 O4 O5
02 00
0
1
W
Sortie inférée
Sortie réelle
O2 O3 O4 O5O1
0
1
W
Sortie inférée
Sortie réelle
O2 O3 O4 O5O1
40 21
Figure 10 – Etiquettes attribue´es
pre´cision. Lorsque la sortie observe´e est elle-
meˆme impre´cise, on pourra faire cette compa-
raison sur un intervalle.
4 Coope´ration de syste`mes
Lorsqu’on conside`re des sous-syste`mes (meˆme
sur un univers de sortie identique), on ac-
cepte qu’il n’y ait pas d’interaction entre les
variables de syste`mes diffe´rents (hypothe`se
d’inde´pendance).
Les diffe´rentes possibilite´s de coope´ration sont
les suivantes :
– En paralle`le : la figure 11 montre le prin-
cipe de fonctionnement du raffinement en pa-
ralle`le. Puisqu’avec les re`gles implicatives
chaque re`gle exprime une restriction du do-
maine des possibles, ajouter une nouvelle va-
riable et de nouvelles re`gles dans une base re-
vient donc a` imposer de nouvelles contraintes
au syste`me.
L’inconve´nient des combinaisons en paralle`le
est le risque d’incohe´rences. En effet, si l’in-
tersection des sorties issues de deux syste`mes
est vide, la sortie globale du syste`me sera
alors impossible. Une solution est de choi-
sir l’un des deux syste`mes comme priori-
taire et de n’utiliser l’autre que lorsqu’il af-
fine les re´sultats du premier (il ne pourra pas
les rendre plus impre´cis).
Système 2
Variable 3
Système 1
Variable 1
Variable 2
Variable 4
Variable 5
Système n
Sortie finale
⋂
Figure 11 – Principe du raffinement en paralle`le
– En cascade : l’objectif d’un tel chaıˆnage,
illustre´ sur la figure 12 est de pouvoir
re´utiliser une sortie en entre´e d’un autre
syste`me. Il s’applique a` l’ensemble des pro-
cessus se´quentiels (processus de transforma-
tion, processus temporel, . . .) et construction
de variables agre´ge´es. Il est important de
prendre en compte certains aspects :
Système 1
Variable 1
Variable 2
Système 2
Variable 3
Système n
Sortie n−1
Variable 4
Sortie finale
Sortie 1
Figure 12 – Principe du raffinement en cascade
1. Le passage de l’univers de sortie (PQF) a`
l’univers d’entre´e (PFF). Pour effectuer ce
changement de partition, on peut suppri-
mer le sous-ensemble non PFF sur la par-
tition ou modifier les deux sous-ensembles
qui formaient une PFF en sortie (cf figure
13). Le choix de´pendra du nombre de sous-
ensembles flous ne´cessaire pour exprimer les
re`gles du nouveau syste`me.
2. Le respect de l’impre´cision : les re`gles im-
plicatives se preˆtent bien a` cette re´-utilisation
car l’impre´cision de la sortie a un sens et la
de´fuzzification n’est pas obligatoire.
– Combinaison des deux types de coope´ration.
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10 Z
1
0 X
Partition de sortie d’un
syste`me
Partition d’entre´e apre`s
suppression
1
0 X
Partition d’entre´e apre`s
modification
Figure 13 – Reconstruction de la partition
d’entre´e a` partir de la partition de sortie
L’inte´reˆt de la collaboration entre syste`mes est
de de´composer des syste`mes utilisant de nom-
breuses variables en les couplant en paralle`le
ou de manie`re se´quentielle et l’inconve´nient
est le coˆte´ re´ducteur de la de´composition d’un
proble`me.
5 Application
L’application traite´e concerne la fabrication fro-
mage`re du Comte´ (paˆte presse´e cuite). Le but
est de pre´dire la fermete´ de la paˆte en utilisant
les variables avant affinage ainsi qu’un certain
nombre de connaissances expertes. On utilisera
des entre´es pre´cises dans cette application.
5.1 Syste`me conside´re´
Nous ne conside´rons ici que les variables qui
ont un sens fort pour l’expert. Certaines d’entre
elles ont e´te´ mises en e´vidence par des ap-
proches automatiques. Les variables choisies
sont l’e´volution de l’extrait sec (EvolES), l’hu-
midite´ du fromage de´graisse´ (en talon) HFD,
le rapport Gras sur Sec (GS) et la saison. Les
re`gles expertes sont exprime´es dans un premier
syste`me : BR1 (tableau 2).
Selon les experts, le passage d’un label a` l’autre
est tre`s progressif. Nous avons donc de´cide´ de
cre´er des ensembles flous dont les zones de
chevauchement sont assez importantes. Chaque
partition est de´finie par deux sous-ensembles
afin de limiter le nombre de re`gles possibles.
Conditions Conclusion
EvolES HFD GS Saison paˆte
faible fort fort molle
faible fort faible herbe molle
faible fort faible foin normale
faible faible normale
fort fort fort herbe normale
fort fort fort foin ferme
fort fort faible ferme
fort faible fort herbe normale
fort faible fort foin ferme
fort faible faible ferme
Tableau 2 – Base de re`gles BR1
Les re´sultats de ce syste`me de re`gles impli-
catives pour un e´chantillon de 103 fromages
sont donne´s dans le tableau 3. On obtient 29
mauvaises pre´dictions et 68 pre´dictions cor-
rectes dont les 2/3 sont impre´cises. La va-
leur de´fuzzifie´e (moyenne des maxima) est
une information moins riche qui montre bien
l’inte´reˆt de prendre en compte une quantifica-
tion se´mantique. L’erreur nume´rique calcule´e
par Root Mean Square Error (RMSE) est de
1.58.
Fromages concerne´s
Qualite´ de la pre´diction BR1 BR1 de´fuzzifie´e
Bonne et pre´cise 25 56
Bonne et impre´cise 43
tre`s impre´cise 6
mauvaise 16 38
tre`s mauvaise 7 9
mauvaise et impre´cise 6
Tableau 3 – Re´sultats de l’infe´rence a` partir du
syste`me de re`gles utilisant EvolES, HFD, GS et
Saison
5.2 Analyse des pre´dictions impre´cises et
tre`s impre´cises
Afin de se´lectionner les variables permettant
de rendre la pre´diction plus pre´cise, nous
avons utilise´ un arbre de de´cision en ne pre-
nant en compte que les fromages menant a`
des pre´dictions bonnes mais impre´cises pour
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voir s’il e´tait possible d’ame´liorer ce syste`me.
Nous utilisons un raffinement en paralle`le pour
pre´ciser les re´sultats obtenus avec BR1.
5.3 Cre´ation d’un syste`me a` partir de ces
re´sultats
Nous avons construit les partitions d’entre´es de
deux sous-ensembles flous par variable a` partir
des bornes donne´es par l’arbre de de´cision. Les
4 re`gles construites sont donne´es par le tableau
4 (syste`me BR2). On remarque qu’on re´utilise
les variables EvolES et GS. Seule la variable PH
est nouvelle.
Conditions Conclusion
EvolES PH GS paˆte
faible molle
fort fort normale
fort faible fort normale
fort faible faible ferme
Tableau 4 – Base de re`gles BR2
L’objectif du raffinement est de pre´ciser la
pre´diction du premier syste`me lorsque cela est
possible et non de de´tecter des incohe´rences.
L’architecture du raffinement est pre´sente´e sur
la figure 14. Ainsi, le premier syste`me (BR1)
reste prioritaire, ce qui est souhaite´ car c’est
le syste`me de´fini sur l’ensemble des fromages
et qui est en accord avec les connaissances ex-
pertes. Le raffinement est effectue´ de la manie`re
suivante : on re´alise l’intersection de la sortie de
BR1 et de celle de BR2. Si celle-ci est vide,
on conserve le re´sultat obtenu avec BR1. Le
re´sultat final est appele´ BR3 et donne´ dans le
tableau 5.
Il y a 67 pre´dictions correctes (la pre´diction tre`s
impre´cise n’apporte rien au syste`me puisqu’on
ne peut pas de´cider entre mou, moyen et ferme)
et 35 mauvaises pre´dictions dont la pre´diction
tre`s impre´cise. Nous avons donc ame´liore´ de
manie`re significative la qualite´ des re´sultats
graˆce au raffinement des pre´dictions impre´cises.
A pre´sent, 2/3 des bonnes pre´dictions sont
pre´cises alors qu’avant raffinement, seulement
1/3 l’e´taient. Les re´sultats apre`s de´fuzzification
Saison
GS
HFDTal
EvolES
EvolES
GS
Système principal
raffiner
Système pour
pH
BR1
BR2
Sortie finale
BR3⋂
Figure 14 – Raffinement du syste`me principal
par le second syste`me
sont meilleurs que les premiers ce qui prouve
que lorsqu’on de´fuzzifie des bonne pre´dictions
plus pre´cises, on a plus de chances d’eˆtre
proche du re´sultat. L’erreur calcule´e par RMSE
est e´gale a` 1.34, ce qui correspond a` une
ame´lioration de 15%.
Fromages concerne´s
Qualite´ de la pre´diction BR3 BR3 de´fuzzifie´e
Bonne et pre´cise 39 61
Bonne et impre´cise 28
tre`s impre´cise 1
mauvaise 25 36
tre`s mauvaise 6 6
mauvaise et impre´cise 4
Tableau 5 – Re´sultats de l’infe´rence a` partir du
syste`me de re`gles utilisant EvolES, HFD, GS et
Saison
6 Conclusion
La manipulation de bases de re`gles implica-
tives bouleverse certaines de nos pratiques. Le
point fondamental concerne leur signification.
Les re`gles habituellement utilise´es dans les
syste`mes d’infe´rence sont les re`gles conjonc-
tives, or elles sont adapte´es a` la repre´sentation
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d’une accumulation de donne´es. Les re`gles im-
plicatives repre´sentent des contraintes. Nous
avons pre´sente´ des lignes directrices pour
l’utilisation pratique de re`gles implicatives :
cohe´rence du syste`me de re`gles, construc-
tion des partitions de sorties, quantification
se´mantique de la sortie et combinaison de
syste`mes.
Il serait inte´ressant de construire des syste`mes
permettant de faire interagir les re`gles impli-
catives et les re`gles conjonctives au sein d’une
meˆme base de re`gles. En effet, un syste`me com-
plexe contient deux types d’information : des
mode`les issus de l’expertise et des valeurs ga-
ranties possibles issues de donne´es observe´es.
Traiter ces deux types d’information conjoin-
tement ame´liorerait la capacite´ de mode´lisation
des syste`mes d’infe´rence floue.
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