Environmental sensors moored on the New Jersey continental shelf tracked constant density surfaces (isopycnals) for 35 days in the summer of 2006. Sound-speed fluctuations from internal-wave vertical isopycnal displacements and from temperature/salinity variability along isopycnals (spiciness) are analyzed using frequency spectra and vertical covariance functions. Three varieties of internal waves are studied: Diffuse broadband internal waves (akin to waves fitting the deep water Garrett/Munk spectrum), internal tides, and, to a lesser extent, nonlinear internal waves. These internal-wave contributions are approximately distinct in the frequency domain. It is found that in the main thermocline spicy thermohaline structure dominates the root mean square sound-speed variability, with smaller contributions coming from (in order) nonlinear internal waves, diffuse internal waves, and internal tides. The frequency spectra of internal-wave displacements and of spiciness have similar form, likely due to the advection of variable-spiciness water masses by horizontal internal-wave currents, although there are technical limitations to the observations at high frequency. In the low-frequency, internalwave band the internal-wave spectrum follows frequency to the À1.81 power, whereas the spice spectrum shows a À1.73 power. Mode spectra estimated via covariance methods show that the diffuse internal-wave spectrum has a smaller mode bandwidth than Garrett/Munk and that the internal tide has significant energy in modes one through three.
I. INTRODUCTION
Sound transmission in shallow-water environments displays inherent instabilities or fluctuations in both space and time due to environmental effects. Variations in the ocean sound-speed field are one significant contribution to the observed acoustic variability, and have received much attention, especially for acoustic frequencies in the tens to hundreds of hertz range (see Apel et al., 1997; Apel et al., 2007; Lynch et al., 2005 , and references therein). Important ocean processes that have been identified to contribute to watercolumn sound-speed field fluctuations are: Shelf eddies and associated filaments, meandering fronts, and internal waves and tides. Shallow-water internal waves and tides have garnered much attention because of their large vertical water parcel displacements, n, and their relatively short space and time scales. These waves cause sound-speed fluctuations given to first order by dc ¼ dc dz p n;
(1)
where (dc/dz) p is the potential sound-speed gradient, and they can impose significant limitations to acoustic remote sensing, communication, and navigation in the shallowwater environment. However, although internal waves vertically move surfaces of constant density (isopycnals), thus altering the sound-speed profile in a simple kinematic process, submesoscale stirring and adjustment processes generate sound-speed profile changes in another way (Young, 1994) . These processes produce density compensated temperature (T) and salinity (S) variations along isopycnals (Phillips, 1971; Munk, 1981; Ferarri and Rudnick, 2000) . Compensated T and S anomalies have reinforcing effects on sound speed (Dzieciuch et al., 2004) . This density compensated T and S structure is termed spicy thermohaline structure (Munk, 1981) , and sometimes simply "spice." The advection of this structure by horizontal internal-wave currents can be a primary contaminant in estimating internalwave properties from temperature-only measurements (Garrett and Munk, 1971) . Although physical oceanographers have studied spiciness for decades, ocean acousticians have not, in general, been able to quantify the magnitude or the scales of spicy sound-speed anomalies in their experiments, let alone come to an understanding of the impact on the observed acoustic fields [some noteworthy exceptions are Dzieciuch et al. (2004) and the numerical study by Ewart (1980) ]. Spicy thermohaline structure is known to be most significant in the upper ocean where vigorous mixing is occurring, where there is an active eddy field, or where there is significant intermingling of water masses (Munk, 1981) . For these reasons continental shelf or shallow-water regions can be expected to have strong sound-speed fluctuations due to spiciness. This paper provides a unique examination of spicy thermohaline sound-speed structure in a shallow-water acoustic experiment. The structures are contrasted with the kinematic sound-speed fluctuations caused by shallow-water internal waves. Knowledge of shallow-water internal-wave and spice space-time scales are crucial inputs to acoustic fluctuation calculations, and the presentation here is aimed at facilitating this effort [an example of the application of these results is given by Colosi et al. (2012) ]. In this study, data from a mooring hosting ten closely spaced, high precision T, conductivity (C), and pressure (P) sensors deployed during the Shallow Water 2006 (SW06) experiment on the New Jersey continental shelf are used to track isopycnals and the T/S variation along the isopycnals over a 35 day duration. These measurements are unique as previous shallow-water acoustics experiments have exclusively utilized temperature only instrumentation or sparse TCP observations, which irreconcilably co-mingle internalwave and spice sound-speed effects (Apel et al., 1997; Colosi et al., 2001; , to mention a few). Commonly used acoustic Doppler current profilers (ADCPs) provide useful observations of internal-wave horizontal currents, but a dispersion relation is needed to connect the horizontal current information to the acoustically important vertical displacements. Because spicy structure is along density surfaces, there are no associated currents and thus ADCPs do not measure spice. The observations presented in this paper, then, represent the highest quality view of shallow-water sound-speed fluctuations from internal waves and spice that have been obtained to date.
The observations do have some inherent limitations. For example, tracking isopycnals in depth requires interpolation between sensors and thus more instruments on the mooring would help the analysis (particularly in the steep main thermocline). Further, present day technologies have difficulty measuring salinity in rapidly changing environments as the salinity value is inferred from conductivity, which depends mainly on temperature. Thus, the conductivity sensor must respond quickly to changing ocean temperatures in order to provide an accurate salinity (and thus density) observation (Mensah et al., 2007) . In this shallow-water environment nonlinear internal waves cause rapid changes that lead to response time limitations of our conductivity measurement at high frequencies.
1 For an acoustic propagation experiment, however, the SW06 observations provide an adequate data set to make first-order statements concerning internal-wave and spicy sound-speed statistics. As such, the root mean square (rms) sound-speed variations along several isopycnals from spice are computed as a function of mean isopycnal depth and they are compared to contributions from three different varieties of shallow-water internal waves, namely diffuse broadband internal waves similar to those described by the Garrett-Munk deep-water internal-wave model, semidiurnal internal tides, and nonlinear internal waves such as internal solitary waves. It is found that spicy effects dominate the sound-speed fluctuation field for time scales between minutes and the inertial day, although it must be pointed out that the rms metric is a deceivingly low metric for the strong but episodic nonlinear internal waves. In addition, frequency spectra of internal waves and spiciness are seen to have similar form consistent with the well-established view that internal-wave horizontal currents advect the spicy structure, thus strongly influencing the spectra (Garrett and Munk, 1971; Munk 1981) . In the frequency range between twice the Coriolis frequency and $1 cycle per hour (cph), the spectra show a power-law behavior with exponent of À1.81 6 0.25 for internal waves and À1.73 6 0.20 for spice. An inversion for the diffuse internalwave and internal tide mode spectra using the depth covariance functions show that the diffuse internal-wave spectrum has a Garrett-Munk form 1= j 2 þ j 2 Ã À Á with j 2 Ã ¼ 3, and the internal tide has significant energy in modes 1-3. The present results for the diffuse internal-wave spectra are found to be consistent with those of Apel et al. (1997) , but not of Yang and Yoo (1999) , both studies of which analyze data from the Mid-Atlantic Bight.
The outline of this paper is as follows. In Sec. II, the SW06 experiment is briefly discussed, and the computation of isopycnals surfaces and their associated depth, T and S variability are presented. Frequency spectra and statistics for internal waves, as well as a spicy thermohaline structure, are presented in Sec. III. Section IV presents an analysis of the vertical structure of these processes and summary and conclusions are given in Sec. V.
II. THE SW06 EXPERIMENT
The SW06 experiment was an interdisciplinary and multiinstitutional effort carried out on the New Jersey continental shelf with the primary goal of studying the effects of various environmental processes on shallow-water acoustic propagation. Areas of interest included bio-acoustics, geo-acoustics, and a strong focus on physical oceanography and water column acoustics. Many details of the experiment are summarized by Lynch and Tang (2008) , and are not repeated here.
Of relevance to this study was the deployment of a single mooring carrying ten closely spaced Sea-Bird Electronics Inc. (SBE) pumped T, C, and P sensors (SBE37 SMP) to enable precise observations of salinity (S) and thus density. The pumping capability, which is new in the last decade and has been the standard on ship board temperature, conductivity, and depth (CTD) applications, helps ensure that temperature (measured external to the conductivity cell) and conductivity (measured in the cell) are measured for a single and identifiable fluid parcel. Salinity is estimated by measuring conductivity of a sample at a known temperature. Although the pumping feature increases the accuracy of the measurement, it must be noted that the passage of intense rapidly varying nonlinear internal waves present conditions that out-pace the ability of these instruments to respond. The thermal mass of the conductivity cell means that the cell and the water pumped in can have differing temperature, so that the water in the cell being analyzed for conductivity can have unknown temperature (to a small degree) (see Sec. II B). The mooring was located at 39.0250 latitude, À73.0668 longitude, in an average water depth of 86.1 m, and the mean instrument depths were 13.6, 16.6, 20.2, 25.1, 32.0, 39.1, 47.1, 56.1, 65.1, and 73.9 m. The mooring on which the instruments were placed was very taught and thus "blow down" from currents was minimal, resulting in maximum instrument depth excursions of less than a meter, and maximum horizontal excursions of less than 15 m. In addition, the mooring had a near bottom mounted ADCP to monitor currents. The ADCP provided observations of horizontal current starting at 68 m depth and proceeding in 4 m bins up to the surface. Figure 1 shows the profiles of mean T, S, sound speed, buoyancy frequency, potential density, and potential soundspeed gradient, compared to the average of 15 CTD casts taken within 8.5 km of the mooring. The first four CTD profiles were taken on August 4, 5, 6, and 13, and the remaining 11 casts were obtained between 25 and 28 August. Given the intense variability of this region, the comparison between the mooring average and the CTD average is reasonable. A very strong pycnocline is observed between 10 and 30 m depth, giving rise to a maximum buoyancy frequency of over 30 cph. Additionally of note the potential sound-speed gradient is negative in the upper half of the water column and positive in the lower half. The conditions in the lower waters are caused by an underlying layer of warm, salty, offshore water penetrating onto the shelf, a feature sometimes referred to as the foot of the shelf/slope front.
A. Isopycnal analysis
Potential density (Talley et al., 2011) referenced to 40 decibar (db) pressure [r 40 (z(t), t)] was computed from the moored T, S, and P time series, where z(t) represents the time variable depth of the instruments due to mooring motion. From the computed potential density values, r 40 (z(t), t), the depths for 11 isopycnals [z(t, r 40 )], between 1025.3 and 1026.05 kg/m 3 (see Table I ) were tracked using depth-linear interpolation. Potential density is needed in this analysis because internal-wave vertical lifting of density surfaces is accompanied by an adiabatic change in density (Dzieciuch et al., 2004) . The 40 db reference was chosen because it is roughly at the center of the water column and results for this reference are almost indistinguishable from those using the more traditional 0 db reference. 2 The spicy T and S values on the isopycnals [T(t, r 40 ), and S(t, r 40 )] were obtained by linear interpolation of the original T and S data onto the computed isopycnal depth, z(t, r 40 ). As a measure of the accuracy to which the isopycnal depth could be tracked, the spicy T(t, r 40 ), and S(t, r 40 ) values were used to recompute potential density and the rms difference between this recomputed density and the target density gives the error (see Table I , third column). The small density errors ranging from 0.021 to 0.002 kg/m 3 , show that the isopycnal tracking is quite good, even though simplistic linear interpolation was used. The isopycnal depth error can be estimated from the density error by dividing by the mean density gradient; these values are shown in Table I , fourth column. The small average depth errors ranging from 0.22 to 0.16 m again show that FIG. 1. Mean profiles of temperature, salinity, sound speed, buoyancy frequency, potential density, and potential sound-speed gradient (solid curves with points). Values from the average of 15 nearby CTD casts are shown with dashed curves (see the text). the isopycnal tracking is working quite well. The specific range of densities, 1025.3-1026.05 kg/m 3 was chosen because these isopycnals remained in the moored array aperture over most of the 35 days of the measurements. A significant change in the background conditions, and a large storm event (tropical storm Ernesto) over the last 7 days of measurements caused some serious issues with isopycnal tracking, and thus the primary focus of this study is over the more stable 28 days initial period.
A few more words should be said about the linear depth interpolation method as it relates to the spiciness measurements. It is well known that the vertical structure of spicy or intrusive features can be quite detailed, with many length scales and with fluctuating gradients (Gregg and Cox, 1972; Munk, 1981) . Our measurements, however, are not made in sufficient vertical resolution to resolve this nonlinear depth behavior. Therefore, the adopted linear interpolation approach only quantifies the large vertical scale spice structure, and must be considered a lower bound on the magnitude of the spice variations. The vertical correlation functions for the spicy temperature fluctuations observed in this experiment are presented in Sec. IV B of this paper and it is found that these functions are quite smooth. This result and the fact that the isopycnals are tracked rather accurately (Table I, third column) suggests that the resolved large scale structure may, in fact, be dominant in this particular case. Figure 2 shows the observed mooring depth-time series of potential density r 40 (z(t), t) and salinity S(z(t), t), with a few isopycnal depths z(t, r 40 ) superimposed. The density field is seen to have a complex structure with variations due to changing background conditions, and energetic displacements due to internal waves and tides. The salinity field shows complex structure as well and the salinity variation along isopycnals (spice) is evident. In addition, in the salinity record the aforementioned change in the background thermohaline structure after day 28 is evident. Figure 3 shows some examples of the derived isopycnal displacements, z(t, r 40 ), demonstrating periods of intense high frequency internal waves and periods of relative quiet with regard to these waves. In referring to the high frequency waves the term nonlinear waves will be used without proof of their nonlinearity as these waves have been extensively documented in the literature (Apel et al., 2007, and references therein) . The upper panel of Fig. 3 shows the most energetic nonlinear wave train observed over the 35 day period.
This wave sequence shows the typical bore-like structure followed by a complex assemblage of over 10 internal solitary waves with peak-to-peak isopycnal displacement fluctuations of 10-20 m. The lower panel of Fig. 3 shows a period in which the diffuse/broadband background internalwave field is evident, and here the isopycnal displacement fluctuations are much more modest and of order 5 m (peakto-peak).
B. Spice analysis
Internal-wave displacements create one form of soundspeed perturbation, with advection of density compensated T and S (spice) creating another. One can write
where typical values of the constants (which depend on pressure, T, and S) are (Munk, 1981) 
Thus, it is seen that along an isopycnal, temperature and salinity anomalies must be compensating, and hence the variation between cold and fresh and hot and salty along The rms values given in these last three columns have contributions from frequencies between f and N m , and corrections have been applied to remove the measurement noise at high frequency (see the text). g rms salinity variation along the isopycnal. h Sound-speed fluctuation along the isopycnal (spice).
isopycnals was termed spiciness (Munk, 1981) . In addition it can be seen from Eq. (2) that for every degree of temperature change along an isopycnal there is an $3 m/s change in sound speed; this is the spicy sound-speed effect. The spicy T-S structure rides along with the internal-wave vertical isopycnal displacements, thus to quantify the spicy sound-speed effect alone this depth dependence must be eliminated. The believed that internal-wave horizontal currents are advecting the spicy structure, the 6 m/s swings in sound speed suggest extremely large temperature variability along the isopycnal ($2 C). As previously noted, the SBE37 SMP sensors have difficulty obtaining accurate salinities when the temperature is rapidly varying, as is the case in this nonlinear internal- wave packet, thus it is highly likely that this variability is an artifact of the limited response of the instruments. Future measurements with moored or towed, fast-response CTDs would be needed to resolve this issue, but in the present analysis these high frequency spice fluctuations will be treated as unphysical noise.
III. FREQUENCY SPECTRA AND ANALYSIS OF VARIANCE
In this section frequency spectra for internal waves and spicy thermohaline structure are presented to give a sense of the time scales involved with these processes. In addition, the depth dependence of internal-wave and spicy structure are of fundamental importance to acoustics. Here the depth dependence of the sound-speed variance is quantified in order to understand the regions in the water column in which acoustic scattering may be largest. The analysis starts with the internal-wave field.
A. Internal waves
The observed time series of isopycnal displacements, z(t, r 40 ), were used to compute frequency spectra that facilitate a separation of the diffuse broadband internal-wave field fluctuation statistics from the internal tide and the nonlinear internal-wave field variability. Before the spectral analysis was performed the isopycnal displacement time series were low-pass filtered using a four-pole Butterworth digital filter to eliminate signals with frequencies greater than 40 cph (close to the maximum buoyancy frequency). To minimize side band leakage from the energetic low frequencies, spectragrams for the filtered isopycnals were computed using the multitaper method of Thompson (Percival and Walden, 1993; Thompson, 1982) with an estimated time-bandwidth product of 4 and a record length of 12 M 2 tidal cycles or roughly 6.21 days. The spectragrams were averaged over the 28 day period using 1/2 overlapping segments to provide a power spectral density (PSD) estimate for each of the 11 isopycnal densities that is denoted by S n x; z; r 40 ð Þ ð Þ , where z r 40 ð Þ is the mean depth of the isopycnal, r 40 . Figure 6 shows the average PSD over all 11 isopycnals. The displacement spectrum is seen to have a strong semidiurnal tide line, a power law region for frequencies between f and roughly 24 cycles per day (cpd), and an enhanced high frequency region. Here it is proposed that the power law behavior be associated with diffuse internal waves (DIW) and the enhanced high frequency region be connected with nonlinear internal waves (NLIW), such as internal solitary waves as shown in Fig. 3(upper panel) . This separation is reasonable, as random internal waves in the ocean follow power law spectra (Munk, 1981) , and nonlinear waves generally have high frequencies (Apel et al., 2007) . The semidiurnal line at a frequency of 1.9324 cpd is clearly associated with internal tides (IT). As Fig. 3 shows there is certainly some nonlinearity associated with the internal tide, but this effect will be ignored in the nonlinear wave statistics as it appears to be weak on average as strong tidal harmonics are not clearly evident in the spectra (a small second harmonic peak of the semidiurnal frequency is marginally visible). As a further consistency check on the adopted isopycnal tracking method (and thus the displacement frequency spectrum for which our analysis is based), the frequency spectrum of horizontal currents is computed using the ADCP observations. Except near the inertial frequency, these two spectra should have identical form. To be consistent with the calculation of the displacement spectrum, the horizontal current spectrum was averaged over the same depth region as the 11 isopycnals. Figure 6 shows the two spectra, which compare fairly well. In the power law region, fits to the spectra between 2f and 24 cpd give exponents of p ¼À1.81 6 0.25 for the displacement spectrum and p ¼À2.10 6 0.19 for the current spectrum. The error bars on the power law exponents represent Gaussian error 95% confidence intervals, and thus the two values are consistent statistically at this level. Both spectra show enhanced energy at frequencies in excess of 1 cph, and they show a strong semidiurnal tide line.
These spectral estimates can be compared to two other analyses from the Mid-Atlantic Bight. First Yang and Yoo (1999) present frequency spectra of sound-speed perturbations estimated from 2 h of yo-yo CTDs in which nonlinear internal waves do not obviously appear in the data. This study is clearly limited because (1) the short time duration of the data and (2) the sound-speed data have internal waves and spice mixed together. This study finds a spectral slope of À1, in the frequency range 0.5-15 cph, which is very different from the value derived from the present analysis. Another result, appearing in Apel et al. (1997) , presents diffuse internal-wave frequency spectra derived from 6 h sections of ADCP data in which nonlinear internal waves do not obviously appear in the records. These results have much better statistics, having been derived from multiple 6 h sections, and they represent internal waves and not spice. Here the spectral slope is estimated to be -1.5 6 0.1 in the frequency band 0.4-4 cph, which is roughly consistent statistically with the present value of p ¼À 1.81 6 0.25, derived from the frequency band f to 1 cph.
Of fundamental interest to ocean acousticians are the relative strengths of the displacement fluctuations due to diffuse, tidal, and nonlinear internal waves. Because these processes are statistical in nature a statistical metric is sought to quantify this relationship. rms statistics are useful for the diffuse and tidal components because these waves are always present in the record. On the other hand, rms statistics do not lend themselves well to quantifying the nonlinear waves because these waves are non-Gaussian and strongly episodic: Be that as it may, the rms metric is utilized here because it is a well-understood statistic: The reader must therefore keep this in mind when interpreting the nonlinear wave estimates.
The spectrum will serve as an important tool in this analysis. Here the assumption is made that only diffuse internal waves and internal tides are present in the frequency spectral range between f and f c ¼ 24 cpd, whereas nonlinear waves (such as internal solitary waves) are the dominant contributions between f c and the maximum buoyancy frequency N m ¼ 1000 cpd. Further, it is assumed that the internal-tide contribution is linear and phase locked, and thus this contribution can be estimated by carrying out a least-square tidal fit using four semidiurnal constituents [S2, M2, N2, and K2 (Talley et al., 2011) ]. Clearly the internal tide has some nonlinearity (i.e., Fig. 3) , and previous studies have shown some degree of phase variability of the internal tide (Colosi et. al., 2001) ; this effect is simply ignored to obtain a first-order estimate of the internal-tide strength. The rms internal-tide displacement fluctuation for the 11 FIG. 6. Frequency spectra of displacement averaged over 11 isopycnals (left) and horizontal current averaged over a similar depth region (right). Vertical dashed-dotted lines denote the Coriolis frequency f, the semidiurnal tide frequency M2, the cutoff frequency f c , and the maximum buoyancy frequency N m . Diffuse broadband internal waves are seen to dominate for frequencies between f and roughly 24 cpd, whereas nonlinear internal waves dominate at higher frequencies. A power-law fit to the diffuse broadband wave displacements gives an exponent of p ¼À 1.81 6 0.25, whereas the fit for the horizontal currents gives a power-law exponent of p ¼À 2.10 6 0.19. The high frequency cutoff at 1000 cpd is due to a low pass filter applied to the data. isopycnals obtained in this way is shown in Fig. 7 . To estimate the displacement variance contributions from the diffuse internal waves and the nonlinear internal waves, the spectrum of the detided records are computed and denoted byŜ n x; z ð Þ. The individual variance estimates are obtained by integrating over the spectrum or n 2
where c 2 is a correction due to the fact that the diffuse internal-wave spectrum is expected to extend into the high frequency region between f c and N m . This correction is computed by doing a power law fit to the detided low frequency spectrum between f and f c (see Fig. 6 ) and integrating the expected variance from this power law in the high frequency region between f c and N m . The nonlinear contribution, however, needs one further correction. It must be taken into account that the nonlinear internal waves are waves of depression. As such, the spectrum measures the zerocentered fluctuation of the wave (such as cos xt) where as the nonlinear wave has a form more akin to (1 þ cos xt); the mean square of the former being 1/2 and of the latter 3/2 giving a factor of 3. The rms diffuse internal-wave contribution and the nonlinear wave contribution corrected for the factor of ffiffi ffi 3 p are plotted in Fig. 7 . Figure 7 shows the vertical distribution of rms internalwave displacement for the internal tide, the diffuse waves, and the nonlinear waves. The internal tide and diffuse waves show an increasing fluctuation from 24 to 46 m depth, which is consistent in shape with the Wentzel-Kramers-Brillouin (WKB) prediction n rms ¼ n 0 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi N 0 =N z ð Þ p (Munk, 1981) . In Fig. 7 , the WKB curve is computed using n 0 ¼ 7.3 m, and N 0 ¼ 3 cph, which are values consistent with the Garrett-Munk deep-water internal-wave model; a value of n 0 more consistent with the observations is 4.5 m. 3 The diffuse internal waves are seen to closely follow the shape of the WKB result, which is understandable as the diffuse waves have contributions from high internal-wave modes where the WKB theory works best (see Sec. IV). The internal tide result does not follow the WKB result as well, as this fluctuation is dominated by the first few modes where WKB theory is not as accurate (again, see Sec. IV). The vertical distribution of the nonlinear internal-wave fluctuation shows values nearly independent of depth, likely due to the well-known low mode nature of these waves (Apel et al., 2007) .
The rms sound-speed anomaly from the three types of waves at each mean isopycnal depth can be calculated using the following relation: dc rms z ð Þ ¼ j dc=dz ð Þ p z ð Þjn rms z ð Þ. The results are plotted in Fig. 7(right-hand panel) . The rms sound-speed fluctuations from internal waves diminish rapidly below the main thermocline where the sound-speed gradient goes through zero (see Fig. 1 ). The 
, where N(z) is obtained from Fig. 1 . The blue dashed curve in the right-hand panel shows the rms sound-speed fluctuation from spice in the frequency band between f and N m , and the solid blue shows the rms sound-speed fluctuation from spice after removing the error due to the high frequencies (see the text).
B. Spicy thermohaline structure
Spectra were computed from the 11 spice sound-speed time series, c S t; z; r 40 ð Þ, as described in Sec. II B, and the average spectrum is shown in Fig. 8 ; this spectrum is termed the spice spectrum. In the internal-wave band between f and N the spectra for internal-wave displacement (Fig. 6) is quite similar to the spice spectrum, although the semidiurnal tide line and the inertial peak blend together in the spice spectrum. The similarity of the low frequency portion of the spectra suggests that internal-wave horizontal advection of the T/S structure along the isopycnal may be the dominant cause of the observed fluctuations on the mooring as is the standard view from the physical oceanographic literature (Phillips, 1971; Garrett and Munk 1971; Munk 1981) . As previously mentioned, the large inferred spicy sound-speed fluctuations occurring during the passage of nonlinear internal waves are somewhat suspect, and thus the "high frequency" end of this spectrum with frequencies greater than 24 cpd, must be interpreted for now as noise. In the region between 2f and f c the spice spectrum shows a power law behavior with a power law exponent p ¼À1.73 6 0.20 being somewhat smaller than the internal-wave exponent of À1.81 6 0.25. It is important to note that the prevailing view of spicy ocean features is that they are front-like (Ferarri and Rudnick, 2000) , and therefore should have a spectral slope close to À2 (i.e., the spectral slope of a step function). The observed value with uncertainties, p ¼À1.73 6 0.20, is in fact quite consistent with the frontal view of spice. It should also be noted that the present analysis is focused on fluctuation in spice within the internalwave frequency band, but as is seen in Figs. 4 and 8 there are strong subinertial fluctuations in the spice.
To quantify spicy T, S, and sound-speed variations along the isopycnals, spectra of T, S, and sound speed were integrated from f to N m to yield variances; rms values of T, S, and sound speed are shown in Table I and rms sound speed is also plotted in Fig. 7(right-hand panel) . The rms values in Table I and the solid blue curve in Fig. 7 have been corrected to remove the high frequency instrument noise in the following way. First the spectrum is integrated from f to f c and then a high frequency contribution is added to that by extending a power law fit from f c to N m as was done for the diffuse internal-wave displacements [see Eq. (3)]. Figure 7 , in fact, shows two spice curves; the dash curve in which the variance is obtained by integrating the entire spectrum (including the questionable high frequencies), and a solid curve, which has the high frequency correction as described previously. Here it is seen that the questionable high frequency spice variations do not contribute significantly to the over all variance. It is also seen that the spice effects are larger in the upper ocean where spice generating mixing is more pronounced (Ferarri and Rudnick, 2000) . Last from Table I it is evident that the sound-speed fluctuation is driven primarily by the temperature fluctuations along the isopycnals with an expected 3.7 m/s/ C.
These results show that in this particular experiment and location the dominant source of rms sound-speed fluctuation is spice, and thus future analysis will be required to see how representative the results are. For example one may rightly ask, how do these results depend on location or time of year, as well as other oceanographic/atmospheric processes like eddies and storms? The present result suggests the importance of spicy structure in shallow-water acoustic propagation, and future studies will be required to better understand the associated acoustic scattering effects.
IV. VERTICAL STRUCTURE
Having addressed the temporal nature of the soundspeed fluctuations and the vertical distributions of variance, an analysis of the vertical spatial structure is now presented. The nature of the vertical structure is acoustically significant because of the importance of vertical sound-speed gradients to acoustic propagation and scattering.
A. Diffuse internal waves and internal tides
In this section the vertical structure of the diffuse and tidal components of the internal-wave field are examined. The vertical structure of the nonlinear internal waves is of keen acoustical importance, but a detailed analysis of these episodic waves and their nonlinear dynamics is beyond the scope of the present paper.
In this analysis a useful metric of the vertical structure is the depth covariance function, which of course is closely related to the mode spectrum (more later). In computing the covariance functions for the diffuse internal waves and tides the 11 displacement records will be used with some modification. Regarding the internal tide, the tidal fits for each isopycnal will give the internal tide record at each mean depth, denoted by n IT t; z ð Þ. Regarding the diffuse internal waves it is seen that aside from the narrow semidiurnal tide band, these waves dominate between the Coriolis frequency (f) and roughly 24 cpd. Therefore the diffuse internal-wave record to be used in the covariance analysis is the detided displacement record, bandpass filtered between f and 24 cpd; this record is denoted by n DIW t; z ð Þ. The associated covariance matrices FIG. 8 . Average frequency spectrum of sound-speed fluctuations along the 11 isopycnals due to spice. Vertical dashed-dotted lines denote the Coriolis frequency f, the semidiurnal tide frequency M2, the cutoff frequency f c , and the maximum buoyancy frequency N m . A power-law fit to the low frequency end of the spectrum yields an exponent of À1.73 6 0.20. are therefore C DIW z 1 ; z 2 ð Þ¼ n DIW t; z 1 ð Þn DIW t; z 2 ð Þ h i and C IT z 1 ; z 2 ð Þ¼ n IT t; z 1 ð Þn IT t; z 2 ð Þ h i , where the angular brackets represent averages over time. The rms error in the covariance estimates are obtained by computing the rms variation of the individual covariance estimates at each time around the mean value, and dividing by the square root of the number of independent samples. For the diffuse internal waves an independent sample is obtained roughly every 0.1 day, whereas for the internal tide a value of 0.5 day was adopted.
Before analyzing the observed covariances, a physical model in which these functions can be interpreted is presented. For the diffuse internal waves and the internal tide the linear dynamics approximation is useful and the displacement is written as a linear modal expansion. It is found that for the SW06 environment, the linear internal-wave modes have very little variation between the Coriolis frequency and 24 cpd and so the observations bandpass filtered in this range can be modeled as nðz; tÞ ¼ X J j¼1 a j ðtÞ/ j ðzÞ;
where J is the maximum internal-wave mode number (assumed independent of frequency). The mode functions are derived for a resting, linear, flat-bottom ocean such that
where the modes have the normalization
The mode approximation is certainly incorrect dynamically as any one of the three assumptions (resting, linear, and flat bottom) is likely violated for the SW06 environment, however, the main justification for using the modes is that they do form an orthonormal set. Using the modal expansion of Eq. (4) and assuming that the amplitudes of the modes are uncorrelated, the covariance matrix has the form
HðjÞ/ j ðz 1 Þ/ j ðz 2 Þ;
where H j ð Þ ¼ hja j j 2 i is the mode spectrum; this is the equivalent of the Weiner-Khinchin relation.
Estimation of the mode spectrum
Here an inverse procedure for estimating a spectrum from observations of the covariance function is described. Equation (6) can be cast in matrix form, and accounting for measurement uncertainty the result is
where y ¼ n z 1 ð Þn z 2 ð Þ h iis a vector of observed covariances, E ¼ / j z 1 ð Þ/ j z 2 ð Þ is the matrix of mode shape products, x ¼ H(j) is the mode spectrum vector, and n y is an uncer-tainty on the covariance estimates (e.g., due to sampling errors). If M is the number of depth points, and J is the number of internal-wave modes, then y and n y are vectors of length M 2 , and E is an M 2 Â J matrix. In the present work M ¼ 11 (isopycnals) and J values of 15 and 5 are used for the diffuse internal waves and internal tides, respectively. It should be re-iterated and stressed here that a specific mode set has been assumed and that the amplitudes of theses modes are assumed to be uncorrelated. Equation (6) could be modified so as to estimate not only the mode spectrum but also the cross mode coherences. These coherences can be important if the modes / n z ð Þ are not the natural modes of the system or if there are, in fact, real correlations due to any number of geophysical processes. On the other hand, even in the case of strong cross-mode coherences, their contribution to the covariance function can often be small due to the fact that they have variable phase (Colosi and Morozov, 2009 ). Thus, in the interest of simplicity the complication of cross mode coherences is ignored.
There is one more factor contributing to the covariance function that needs to be considered and that is the effect of noise in estimating the isopycnal depth from the temperature, salinity, and pressure. For uncorrelated isopycnal noise the diagonals of the covariance matrix are the sum of the signal and noise variances, and the off-diagonal elements are simply that of the signal. Thus, a non-negative isopycnal displacement noise variance is included in the elements of the vector y corresponding to the diagonal of the instrument covariance matrix. Consequently to account for this effect on the right-hand side of Eq. (7), 11 isopycnal noise variance parameters, 2 (one for every isopycnal) are appended to the vector of unknowns x, and 11 extra columns are added to the matrix E. The added columns in E are all zero except for a single 1 for each of the 11 rows that correspond to autocovariances. A few cautionary notes about the assumption of uncorrelated isopycnal noise and other errors must be made. It must be noted that because the "observations" of displacement are derived from observations of temperature, salinity, and pressure, the isopycnal measurement noise may have (unknown) large scale correlations. In the face of this unknown the best approach is to assume uncorrelated contributions, and judge the success of this assumption based on the quality of fit and the associated fit error bars: The fits are indeed found to be satisfactory. In addition, "representational" error due to the truncation of the model spectrum (i.e., choice of J) could be present, with short vertical decorrelation scales. After some experimentation with this, the error was judged to not be significant with the generous truncations used in the fits. Equation (7) is an analog to power spectrum estimation. In order to utilize simple estimation techniques based on Gaussian statistics, some modification of Eq. (7) must be carried out as x is non-negative. The approach taken here is to provide a first-guess spectrum and noise variance, x 0 , and compute the corrections to this guess. The inverse so formulated is then of the form
where dx ¼ xÀx 0 is the correction being sought and dy ¼ yÀEx 0 is the difference between the observations and the predicted values based on the guess. Note that the statistics of these corrections are probably not exactly Gaussian, but in practice the total estimates (guess plus correction) were never negative. Many estimation methods exist for non-negative quantities, including linear and quadratic programming, but the simplicity of least squares is attractive. A variety of simple least-squares techniques could be used to solve Eq. (8) including the singular value decomposition. The Gauss-Markov estimator is chosen here because of its clarity of interpretation and correspondence to weighted least squares. Importantly this method provides not only estimates of the corrections to the mode spectrum and the noise variance parameters but also their associated uncertainties and correlations (Munk et al., 1995) . Using the Gauss--Markov method, the estimates of dx and its covariance P are
where S is the assumed a priori covariance of the uncertainty in dx, and R is the assumed covariance of n y , which is the uncertainty in y. Figure 9 shows the observed covariance function for the detided, bandpass filtered diffuse internal-wave displacements; the diagonal gives the variance of these bandpass filtered records. Here the variance grows with depth because of the well-known inverse scaling of displacement variance with buoyancy frequency, N(z) (see Fig. 7 , WKB results). The displacements are seen to decorrelate rather rapidly with depth, suggesting a diffuse internal-wave mode spectrum rich in high mode number energy. In Fig. 9(lower panel) , the 11 by 11 covariance matrix is "unwrapped" into a 121 element vector and plotted with error bars. It must be noted that due to the symmetry of the covariance function there are only 66 independent values, and only these are used in the spectral estimation. Figure 10 shows the estimated mode spectrum with error bars, and of Fig. 9(lower panel) shows the estimated covariance based on the inversion (details to follow). The fit to the covariance is seen to be quite good, except perhaps at the deepest depths where the observed displacement variance is growing a bit too rapidly for the model to capture. Importantly the estimated spectrum is very nearly of the form
Diffuse internal waves
This spectrum can be compared to the previously mentioned study by Yang and Yoo (1999) , who found a form 1= j 2 þ j 2 Ã À Á 1:7560:25 with j * ¼ 1. Although the present value of j Ã ¼ ffiffi ffi 3 p is similar to their value, the roll off of the spectra are very different. As stated previously the differences between the two results are easily attributable to the short 2 h record and the observable of sound speed (which mixes internal-wave and spice effects) in the study by Yang and Yoo (1999) . In contrast to deep water the SW06 diffuse internal-wave field has more of its energy concentrated in the lower modes: The GM spectrum has the same shape as the SW06 spectrum but j * is closer to 3.
A few words concerning the inverse procedure for the diffuse internal-wave spectrum are necessary. For the initial guess, x 0 , the mode spectrum has the formĤ DIW ðjÞ FIG. 9. A contour plot of the covariance matrix C DIW (z 1 , z 2 ) for the detided, bandpass filtered internal-wave displacements (upper panel) . The lower panel shows the "unwrapped" covariance matrix with error bars, and the diagonal elements (variances) are labeled with magenta crosses. The covariance computed using the estimated mode spectrum H DIW (j) (see Fig. 10 ) is shown in solid red. The estimated covariance using both the mode spectrum and the noise variance parameters is shown with a red dash.
¼ 0:36 ð Þ 2 = j 2 þ 2 ð Þ, and the measurement noise variances, 2 , were chosen to increase linearly from 0.01 m 2 at the shallowest depth to 1.0 m 2 at the deepest depth. These initial choices are consistent with essentially "eye-ball" fits to the observed covariances. Regarding the a priori covariances, namely S and R, the matrices are assumed to be diagonal with the following form. The mode spectrum part of the matrix S is given by 0:2Ĥ DIW ðjÞĤ DIW ð1Þ, which gives a flatter drop off with mode number than the initial guess spectrum. For the measurement noise part of the matrix S, the expected rms deviation of the noise parameter estimates 2 are chosen to be 0.1 m 2 at the shallowest depth and increasing linearly to 1.4 m 2 at the deepest depth. For the covariance of the errors in the observed covariance matrix, namely R, the values are given by the square of the error bars shown in Fig. 9 . It should also be noted that in the inversions a maximum mode number of J ¼ 15 was chosen.
This maximum mode number corresponds to a minimum vertical wavelength of $5 m, which is the scale at which one expects the spectrum to cut off due to shear instabilities (Munk, 1981) . The matrix E was obtained using internal-wave mode functions / j z ð Þ computed from the CTD data presented in Fig. 1 . It is found that the estimated spectra are quite insensitive to the details for these specific choices of the a priori information. To be specific, the mode spectrum part of S was varied between a roll off going as 1/j 2 and no roll off at all, and noise priors were halved, and set to zero. Figure 11 shows the observed covariance function for the internal tide. Again the internal tide variance (the diagonal) is seen to grow with depth consistent with inverse scal-ing with N(z) as discussed previously. The correlation, as expected, is seen to decay much more slowly than that for the diffuse internal waves, suggesting an internal tide spectrum dominated by low modes. Further, the noise variance is seen to be a smaller fraction of the overall variance. The inversion for the internal tide mode spectrum H IT (j) is carried out using only five modes because there is so little energy in the higher modes. The initial guess solution, as before, was chosen based on an "eye-ball" fit to the observed covariance. Here the choice isĤ IT ðjÞ ¼ 0.0167, 0.0167, 0.0092, 0.0013, and 0.0002 m 2 , and the initial guess measurement noise variance is chosen to increase linearly from 0.0 m 2 at the shallowest depth to 0.25 m 2 at the deepest point. For the covariance of the deviations from the guess the choice is S ¼ 0:2Ĥ IT ðjÞĤ IT ð1Þ for the mode spectrum part (similar to the DIW case) and 0.0 m 2 at the shallow depth increasing linearly to 0.25 m 2 for the measurement noise part. As in the diffuse internal-wave case the covariance of the uncertainty in the covariance estimate, R, was determined using the error bars shown in Fig. 11 . As in the diffuse internal-wave case the estimated spectrum was found to be insensitive to the specific choices of a priori information. Figure 10 shows the estimated internal tide mode spectrum with error bars, and the fit to the internal tide covariance is seen in Fig. 11 . The fit is satisfactory for the shallower depths but less so for the deeper depths. For the internal tide the incoherent modes approximation is somewhat more dubious and this may account for the less satisfactory fit compared to the diffuse internal-wave spectrum. Here the fit mode spectrum is in the proportion 1.0, 0.74, 0.35, 0.063, and 0.0085, and the fact that significant energy is seen in the internal tides modes 2 and 3 is surprising, as previous studies have implicated mode one as the strongly dominant mode FIG. 10 . The estimated mode spectra and uncertainties (dots) for the diffuse internal waves (left) and the internal tide (right). The initial guess spectra are shown with crosses. (Apel et al., 1997; Apel et al., 2007) . The presence of higher modes is generally associated with internal tide beam propagation near the generation region, or it could be associated with bathymetric coupling of internal tide modes. Future analyses of the extensive SW06 observations and further dynamical modeling may shed some light on this question.
Internal tides

B. Spicy structure
The covariance analysis discussed in the previous section was also applied to the spicy structure. As potential temperature, salinity, and sound speed are all strongly correlated, any of these properties can be chosen to compute depth covariance; here potential temperature results are presented. Soundspeed results can be easily obtained from potential temperature by multiplying by the square of 3.7 m/s/ C. It must be noted that in the analysis of the spice variations a band pass filter with cutoff frequencies at the Coriolis frequency f and the cutoff frequency f c was used so as to isolate only the spice fluctuations occurring in the internal-wave frequency band, but excluding the corrupted high frequency fluctuations. The covariance matrix for potential temperature and its errors are shown in Fig. 12. Here, in contrast to the internal-wave displacements, the variance is larger near the surface, which is a reasonable situation as more spice generating mixing is occurring near the surface and the mixed layer (Ferarri and Rudnick, 2000) . The spicy structure is seen to decorrelate in depth at about the same rate as the diffuse internal-wave field; this again is likely due to the advection of the spicy structure by the internal-wave horizontal currents. It is also noteworthy that there is very little measurement noise in the spicy covari-ance estimates (i.e., a spike between the zero and first separation) that would be expected if there were strong unresolved nonlinear depth structure. Last, the spice vertical covariance functions estimated here provide critical information that can be used in acoustic fluctuation calculations. However, the acoustic theories also require horizontal correlation function information. Future measurements will be needed to quantify these statistics so that spice induced acoustic effects can be estimated.
V. SUMMARY
In this work the SW06 temporal and vertical scales of sound-speed fluctuation caused by internal waves and spicy thermohaline structure have been quantified by tracking the vertical motion and T/S fluctuations of constant density surfaces. The temporal and vertical scales of internal waves and spice are seen to be quite similar presumably due to the horizontal advection of the spicy fine structure by internalwave currents. The vertical distributions of rms sound-speed, however, are quite different for these two processes. Spicy sound-speed structure is seen to dominate the sound-speed variance at all depths considered, suggesting the importance of future measurements of the spatial and temporal distribution of intrusions on the continental slope and shelf. Clearly, increased focus on the study of the effects of spice on shallow-water acoustic propagation will be necessary.
Although the detailed characterization of the nonlinear internal waves is beyond the scope of the present analysis, several important results have been obtained concerning the diffuse internal-wave field and the internal tides. Regarding FIG. 11 . A contour plot of the covariance matrix C IT (z 1 , z 2 ) for the tidal fit internal-wave displacements (upper panel). The lower panel shows the "unwrapped" covariance matrix with error bars, and the diagonal elements (variances) are labeled with magenta crosses. The covariance computed using the estimated mode spectrum H IT (j) (see Fig. 10 ) is shown in solid red. The estimated covariance using both the mode spectrum and the noise variance parameters is shown with a red dash.
internal tides, this study shows that the semidiurnal tide is not dominated by the first baroclinic mode, and that the sound-speed variance is comparable to that obtained for the diffuse internal-wave field. The presence of higher order internal tide modes suggest there are some beam-like qualities of this field (Duda and Rainville 2008) , which have survived from the generation region.
With regard to the diffuse broadband internal-wave field, important acoustical issues motivate their characterization. Theoretical considerations and numerical calculations utilizing results from this study have recently shown that these waves can have important effects on the acoustic observable of mean intensity and intensity variance . Further, acoustic-mode phase randomization caused by the diffuse internal waves can have important implications for mode coupling physics caused by nonlinear waves, such that the scattering by these nonlinear waves is much less coherent . The analysis of this paper provides some important insights into the frequency and mode number spectra for the SW06 experiment. With regards to the frequency spectrum a reasonable spectral shape is given by (x 2 À f 2 ) 1/2 /x p with p ¼À 2, whereas the mode number spectrum is close to the form 1/(j 2 þ 3). Further work will be required to estimate the full 2D spectrum, which may or may not be separable, and most likely will not be horizontally isotropic or homogeneous. As with the spice observations, the question remains as to how representative these results are, and thus future analysis for the spatial and temporal variability of the diffuse fluctuations will be important to correctly characterizing the internal-wave field on the shelf and slope and its changes over seasons. Never the less, the present results will provide important guidance for the interpretation of the SW06 transmission fluctuations.
