Abstract. This paper addresses the problem of automatically segmenting bone structures in low resolution clinical MRI datasets. The novel aspect of the proposed method is the combination of physically-based deformable models with shape priors. Models evolve under the influence of forces that exploit image information and prior knowledge on shape variations. The prior defines a Principal Component Analysis (PCA) of global shape variations and a Markov Random Field (MRF) of local deformations, imposing spatial restrictions in shapes evolution. For a better efficiency, various levels of details are considered and the differential equations system is solved by a fast implicit integration scheme. The result is an automatic multilevel segmentation procedure effective with low resolution images. Experiments on femur and hip bones segmentation from clinical MRI depict a promising approach (mean accuracy: 1.44 ± 1.1 mm, computation time: 2mn43s).
Introduction
Musculoskeletal disabilities seriously affect the majority of individuals over the age of 50. Osteoarthritis (OA) is often at origin of these disabilities, and its typical symptoms are inflammation, stiffness, pain and loss of mobility [1] . Morphological analysis [2] of (changes in) organ shapes is precious in understanding which factors (e.g., impingements) can lead to serious OA. Automatic bones segmentation can be hence used to substitute or expedite tedious manual delimitations from medical images. Moreover, bone segmentation can serve as a basis for more advanced modeling of other essential structures, such as cartilages [3] or muscles [4] . MRI is a flexible and non invasive modality. But bone segmentation can be challenging from clinical MRI images that suffer from poor image quality (imposed by time and clinical restrictions). Furthermore, bone intensity is not homogeneous in MRI due to differences in cortical and trabecular bones. This can affect some segmentation approaches (e.g., [5, 6] ). The use of prior knowledge considerably improves the robustness and the quality of segmentation especially when image information is missing or unreliable. Principal Component Analysis (PCA) is often used to describe the modes of variations among shapes to segment. PCA is reported in many studies on segmentation of bone [3, [7] [8] [9] or other structures [6, [10] [11] [12] . In Bayesian approaches, the segmentation problem is formulated as a Maximum A Posteriori (MAP) problem [6, 9, 12, 13] . Prior knowledge is then naturally expressed as prior probabilities. Markov Random Fields (MRF) [14] express spatially varying priors and have been successfully applied to MAP-based segmentation [12, 13, 15] . But MAP-based methods using MRF present the inconvenient to be usually very time consuming. Deformable models vary in type of representation (e.g., active contours [15] , implicit [6, 7] , discrete [4, 10, 11, 13] ) and are used in segmentation techniques exploiting PCA [6, 7, 10, 11] or MRF [13, 15] . Physically-based deformable models are particularly interesting because they can be coupled with efficient computer graphics techniques (e.g., fast physically-based simulations [16, 17] ). The proposed approach simultaneously combines prior knowledge (PCA, MRF) and physically-based models. This novel combination confers speed and robustness to the segmentation. Unlike some MAP-PCA methods (e.g., [6] ), a very fast segmentation is achieved without assuming that bone intensity is homogeneous. In this paper, shapes are modeled as discrete deformable models by using a 2-simplex mesh representation [18] . Points of 2-simplex meshes have the nice characteristic to have the constant number of three neighbors. A shape x is represented by M 3D points: x = {x 1 , . . . , x M }. The paper is organized as follows: shape variation modeling is first presented. Then, the segmentation method built on a multilevel forces-based implicit scheme is depicted. Finally, results of clinical MRI experiments and future work conclude this paper.
Shape Variation Modeling

Global Shape Statistics based on PCA
For a given bone, N training shapes with known point correspondences are aligned with respect to a common reference frame. Based on a PCA, a statistical model of the shape variations is then built [19] . In our case, shapes are the result of a supervised segmentation procedure that fits template deformable models to corresponding images. This common approach (e.g., [10] ) automatically produces a direct point correspondence. Although the correspondence may not be optimal [8, 3, 20] , it gives satisfactory results in our experiments. An arbitrary shape x can be approximated from the computed statistics by: x ≈ T (x + Φ.b). Vector x is the mean shape, Φ is a matrix of K (K < N ) eigenvectors, b is a shape parameters vector and T denotes the alignment transform. The eigenvectors (with eigenvalues λ i ) span the PCA subspace and express modes of variations. The degree of variation depends on the transform type and on the mesh resolution. Indeed, a PCA based on a rigid transform will capture global shape variations while an affine transform will lead to a more local description of variations. These two kinds of PCAs are denoted as rigid and affine PCA. In a similar way, shapes with a higher resolution are more adapted to express finer shapes differences.
Local Deformations Modeling based on MRF
Let's consider x = {x 1 , . . . , x M } and Y = {y 1 , . . . , y M }, respectively current and true point positions of a bone shape. Positions x are commonly the result of a procedure which exploited the PCA-based modeling. The objective is now to model the last discrepancy between current and real model. We pose Y = x+ δ where δ = {δ 1 , . . . , δ M } represent local deformations. By adapting the idea depicted in [12] , the local deformations distribution is modeled by a first-order Gauss-Markov random process:
where N (i) denotes the indices neighborhood of point i (i.e., three point indices) and Z m designates the partition function which is a constant. Parameters η 2 and σ 2 control the smoothness and the magnitude of the deformations respectively. The term x is considered as deterministic, Y follows hence a first-order GaussMarkov process as well. It is an unknown random process that will be inferred from observed data.
Segmentation algorithm
Deformable Model Evolution
Discrete models are considered as particles with mass evolving under the Newtonian law of motion. The Newton equation relates particle position and velocity to a set of internal and external forces. The resulting time discretized differential equations system is solved by a stable implicit integration scheme [16] performing large time steps. As internal forces, we use a smoothing force [4] that penalizes strong irregularities and a PCA-based force f pca (Sec. 3.3) that enforces shape constraints. External forces depend on the image intensity information (Sec. 3.2) and on current mesh point positions x. They are designed to move models toward anatomical boundaries. Section 3.4 explains how the MRF modeling is exploited in a scheme involving two external forces. A step of the implicit scheme consists in evaluating forces f i applied on each particle i at position y i , as well as derivatives with respect to position Df i = ∂f i /∂y i and velocity Dvf i = ∂f i /∂v i (which is null for all the forces studied in this paper since they do not depend on velocity).
Image Force
Given the current mesh point positions x, new positions y are sought in a neighborhood of x (usually along the mesh normal directions, e.g., [3, 10, 18] 
im is then derived from x and the computed y. By assuming that forces are applied to particles i independently, f im is modeled as a Hookean spring [18] :
The coefficient α im acts as a stiffness parameter. The derivative of the force is Df im i = −α im I, where I denotes the identity matrix.
PCA-based Force
A closest shape y is found by projecting x in the PCA space. An iterative procedure computes the adequate transformation T and appropriate constrained shape parameters b = b 1 , . . . , b K . Constraints are required to discard illegal configurations: shape parameters b k are scaled when the Mahalanobis distance D = b 2 k /λ k is strictly over a threshold D max . The threshold is calculated from the χ 2 distribution with K degrees of freedom [19] . The shape y is ultimately computed according to Sec. 2.1 formula. The same source-to-target approach is once again applied:
However, attention must be paid on the fact that the computations of y i and the corresponding forces are dependent on the positions of x j , j = i. Forces and derivatives are in reality more complex. But neither instabilities nor odd behaviors were noticed in practice with the chosen approximations.
MRF-based Force
Let's d = {d t , t ∈ L} designates an observation field on a regular lattice defined by the image I. This field is related to the image information (Sec. 3.2). Our goal is to estimate the true (unknown) point positions Y * by using a MAP formulation of the random process Y from the observation d [12] :
Commonly, P (d|Y ) is assumed to follow a Gibbs distribution, i.e. P (d|Y ) is
Parameter Z is assumed to be constant and independent of Y [12] . The energy is expressed as:
where δ i = y i − x i and d yi is the image information at y i . The random process Y will be inferred from the image information and reference positions x. The parameter β weights the regularization induced by the energy term based on spatial deformations with respect to the image-based energy term. When β is null, the procedure can be seen as a standard Maximum-Likelihood strategy that ignores geometrical considerations. To solve this MAP problem, the energy E should be globally minimized which is not a trivial task. Instead, we consider E as a kind of potential energy (i.e., f = −∇E) and devise appropriate forces to be used in our framework. Each local energy E i is derived with respect to positions y i and y j (j ∈ N (i)), to get local contributions in forces and force derivatives. By summing up these contributions (e.g., f i = −∂E i /∂y i − ∂E j /∂y i ), forces and force derivatives can be computed on each particle in order to perform an implicit step. An analytic formulation of the energy E m,i derivatives can be expressed, whereas the derivative of E d,i cannot be explicitly formulated. Finite differences approximations may also lead to incorrect results as E d may not vary smoothly enough. The force expression of Sec. 3.2 is thus reused to get forces and force derivatives for E d,i (E d,i is not dependent on y j ). The MAP-MRF problem resolution yields so two types of forces: f im and f mrf (β is then similar to a weighting parameter α mrf ).
Multilevel Segmentation Strategy
A Thin-Plate Splines interpolation procedure initializes generic bone shapes by using landmarks placed at specific anatomical positions. During the automatic segmentation, higher mesh resolutions are successively introduced and used in combination with previous lower resolutions. This strategy uses a bottom-up forces propagation scheme [4] between the different resolutions, which linearly combines lower with higher resolution forces. This approach yields better robustness and accuracy. At each new higher resolution introduction, three successive steps take place: (i) exploit PCA, image and smoothing forces; (ii) reduce PCA influence and keep other forces; (iii) set the current position as reference, enable MRF-based force, disable PCA and smoothing. The weight of each force is controlled by the weight factors α. Low resolution models are coupled with rigid PCA, whereas affine PCA is reserved for higher resolutions. MRF-based force is not used at the first resolution as the final result may be too far. In fact, only convergence toward a local minimum is ensured, so models must be close enough to the final solution.
Experiments and Results
An axial 3D T1 protocol (TR/TE= 4.15/1.69ms, FOV/Matrix= 35cm,256x256, resolution= 1.367x1.367x5mm) is used to acquire a large volume covering hips and thighs from a 1.5T MRI device (Philips Medical Systems). The protocol is fast (acquisition time: 3mn) but low resolution images are produced (Fig. 1 ). An experiment consists in segmenting hip and femur bones of both sides ( Fig.  1(d) ) from a volume dataset. Test datasets are not used in the training shapes construction. A set of 29 right and left female training bones is used, each training shape is available in 4 different resolutions ( femur (hip) bone number of vertices: 514 (814) to 32K (52K) ). A rigid PCA is performed for the lowest resolution, and affine PCAs for the remaining resolutions. 99% of the total variance is kept for each PCA. In all the experiments, we set 1/η 2 = 0.15 and 1/σ 2 = 0.25. The manual initialization requires the placement of 6 markers per bone. This requires about 4-5mn in total. Segmentation error is calculated from experts contours (sometimes reduced to a series of points if contours cannot be drawn with a good confidence). Each contour point is projected on the corresponding segmented shapes and Euclidean distances are computed. Execution time of a segmentation (initialization is not counted) is monitored (used equipment: 3.40 Ghz computer with 2Gb of RAM). The average error is 1.44 ± 1.1 mm, which is close to the axial resolution (1.37 mm), and visually the segmentation looks accurate (Fig. 1) . Nevertheless, a little too high standard deviation reveals some noticeable errors, essentially due to two major factors. Firstly, the poor image quality may also corrupt the gold standard manual editing, experts segmentation remains error prone. Secondly, the segmentation may fail in very noisy areas or when a bone presents a strong deviation from the training shapes. In that case, the segmentation is "over-constrained" by the priors-based forces (Fig. 1(c) ). But, PCA-based forces make the process less sensitive to noise and surroundings structures (Fig. 2) , the absence of PCA "regularization" creates in fact an unstable model (Fig. 2(b) ). The MRF-based force efficiency is illustrated in Fig. 1(a) and 1(b) , where at the second mesh resolution level, the force can already capture fine details (in this ex., the error decreases from 1.94 ± 1.7 to 1.62 ± 1.5). Last but not least, time is also a strength of the method: overall time (acquisition, initialization and segmentation) takes less than 10mn. This encourages clinical use as image resolution and time constraints are not too demanding.
Conclusion and Future Work
The proposed method showed how prior knowledge supported by PCA and MRF brings robustness and accuracy, when they are combined with fast physicallybased deformable models. Still, work remains in considering pathologies or large patient anatomical differences that are discarded by the priors-based regularization. One direction would be to add in the training shapes these differences or to balance correctly image forces with respect to other forces. Finally, the method should be adapted to higher resolution clinical datasets that cover a smaller field (i.e., focused on a joint), by tackling the issue of a more automatic initialization. 
