Creating the dummy variables for a logistic regression model to compare secondhand smoke exposure between two time periods.
In this section we describe how the dummy variables in the logistic regression model were coded so that the odds of having undetectable cotinine in a six month period with the odds in the previous six month period could be compared. A similar approach was also taken to compare geometric mean cotinine levels between a six month period and a preceding one.
Defining the dummy variable
Let Z equal the date that the nurse visited the respondent and p represent the proportion of non-smoking adults with undetectable cotinine. We define 12 dummy variables as 
In our analysis, equation (1) also includes an intercept and the predictors listed in Table   1 , but without the linear and quadratic terms for time and the binary smokefree legislation predictor. The exponential of a regression coefficient β associated with a dummy variable coded 0 or 1 represents the odds ratio between a six month period and the preceding one. For example, ) exp( 1 β is the odds ratio between July-December 1998 and January-June 1998.
During periods when no cotinine data were collected, we assume that the odds ratios between a six month period and the preceding one remain constant and we can estimate 
Comparing two odds ratios
In our paper, we investigated whether the odds ratio between the second and first half of 2007 (i.e. a comparison of the six months post-and pre-legislation) was significantly higher than other six month comparisons between 1998 and 2008. In this section, we illustrate how to test for a significant difference between this and another odds ratio using the ratio of odds between the second and first half of 2001 as the comparison odds ratio.
We assume that the odds ratio between the second and first half of 2001 is ) exp( 4 β , as was described in Example (i). We then set the odds ratio between the second and first half of 2007 to equal ) exp( 4 β multiplied by a factor N. We can test whether N is significantly different from 1, i.e. whether there is a difference in magnitude between the two odds ratios, by fitting the logistic regression model defined in equation (1) 
N is equal to ) exp( 10 β in equation (2) 
