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1Introduction
Déchets ménagers et filières de traitement
En France, la notion de déchet est plutôt vague. Selon le code de l’environnement,
est un déchet tout résidu d’un processus de production, de transformation ou d’utilisation,
toute substance, matériau, produit ou plus généralement tout bien ou meuble abandonné
ou que son détenteur destine à l’abandon. D’un point de vue légal, suivant les cas, on
distingue les déchets en fonction de leur origine : déchets ménagers ou déchets industriels,
ou en fonction de leur nature (dangereux, non dangereux, inertes...). Les déchets sont
répertoriés dans une "nomenclature", qui figure à l’annexe II du décret du 18 avril 2002
relatif à la classification des déchets.
Les Déchets Ménagers et Assimilés (DMA) sont les déchets issus de la collecte muni-
cipale, c’est à dire ceux produits par les ménages (OM : Ordures Ménagères), les com-
merçants, les artisans, et même les entreprises et industries quand ils ne présentent pas
de caractère dangereux ou polluant : papiers, cartons, bois, verre, textiles, emballages.
Sont également assimilés aux déchets ménagers, les déchets banals des entreprises, les en-
combrants en provenance des collectes spécifiques, les déchets verts, les boues de station
d’épuration et divers matériaux recyclables.
Du fait de la diversité de provenance de ces déchets, leur composition est fortement
hétérogène et peut varier sensiblement selon leur zone de production géographique ou la
saison à laquelle ils sont collectés. Le document présenté ici s’intéresse plus particulière-
ment aux ordures ménagères et aux déchets industriels banals.
Compte tenu de la complexification des modes de consommation des ménages dans
les pays industrialisés comme la France, les OM forment par définition un matériau for-
tement hétérogène qu’il est difficile de caractériser simplement. Néanmoins, en France,
l’ADEME a développé une méthode précise de caractérisation des gisements de déchets
basée sur le tri d’échantillons représentatifs (500 kg minimum). Cette méthode est appelée
MODECOM®. Une caractérisation nationale par la méthode MODECOM® réalisée en
1993 fait office de référence quant à la composition type des OM. Le déchet type est ainsi
constitué de 28,5% de matière putrescible, 25,4% de papier/carton, 11,1% de plastique
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et 13 ,1% de verre. La fraction restante est quant à elle composée de métaux, textiles,
complexes, combustibles non classés, incombustibles non classés et de déchets ménagers
spéciaux. L’humidité de ce déchet type représente 35% de la matière sèche alors que la
teneur en matière organique en représente 59,2%.
Pour traiter les ordures ménagères, plusieurs types d’installations réglementées existent.
Les modes de traitement sont très divers et vont de l’incinération à l’enfouissement, en
passant par le compostage ou la méthanisation hors sol. Dans ce document, nous nous
intéressons plus particulièrement à l’enfouissement des OM et donc aux installations de
stockage (ISD) de classe II. Le principe de fonctionnement de ces ISD réside dans la
stabilisation naturelle de la matière organique par biodégradation. Il convient donc de sé-
parer les OM en deux fractions distinctes : une première fraction organique biodégradable,
composée principalement de la matière organique assimilable par les microorganismes et
une deuxième fraction que l’on qualifiera d’"inerte biologiquement" qui est quant à elle
composée à la fois de la matière minérale et de la matière organique non-assimilable par
les microorganismes.
Les installations de stockage de déchet de classe II
En 25 ans, la quantité de déchets ménagers produite annuellement en France a été
multipliée par trois. En 2004, un ménage français produit en moyenne 353 kg de dé-
chets chaque année. Les emballages représentent à eux seuls 30% du poids des ordures
ménagères. Ceci représente, en 2004, une production annuelle de 26,5 millions de tonnes
d’ordures ménagères, dont 22 millions de tonnes proviennent directement des ménages. Les
4,5 millions de tonnes restantes étant issues de l’activité des entreprises (Ademe, 2006).
En France, la filière stockage reste l’une des filières de traitement les plus utilisées. Parmi
les 26,5 millions de tonnes de déchets ménagers produits en 2004, 39% ont été enfouis en
installation de stockage de classe II, 43% ont été incinérés, alors que 13% ont été triés ou
recyclés et que seulement 6% ont été traités biologiquement (Ademe, 2006). Il convient
de noter qu’entre 2003 et 2004, la part des ordures ménagères qui a été enfouie en instal-
lation de stockage de classe II a baissé d’environ 1% au bénéfice des filières incinération
et tri/recyclage, alors que la production globale de déchets ménagers a également baissé
d’environ 1% sur la même période.
Ceci est lié à la modernisation de la politique de gestion des déchets sous l’influence
de l’Union Européenne. Ainsi, la réduction des déchets à la source et l’encouragement à la
mise en place de filières de recyclage matière et de valorisation énergétique ont été définis
comme les principaux objectifs de la loi sur les déchets du 13 juillet 1992 (retranscription
de la directive européenne 91/156/CE). La définition de la notion de déchet ultime (déchet
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qui n’est plus susceptible d’être traité dans les conditions techniques et économiques du
moment, notamment par extraction de la part valorisable ou par réduction de son caractère
polluant ou dangereux ) et la limitation de l’enfouissement à ces seuls déchets ultimes
imposée en théorie à partir du 1er juillet 2002, ainsi que les normes européennes imposant
la limitation des rejets polluants gazeux ou liquides, ont permis une modernisation rapide
des filières de traitement des déchets par stockage.
Bien que le développement de nouvelles filières "propres" de traitement des déchets
(recyclage, valorisation matière, valorisation énergétique, etc...) soit défini comme une
priorité, ces filières ne peuvent pas absorber l’ensemble de la production de déchet. En
conséquence, le traitement des OM en installation de stockage de classe II représente
encore en France une solution incontournable de traitement. Ainsi, la France compte
aujourd’hui un parc de 312 ISD de classe II d’une capacité supérieure à 3000 tonnes
contre 134 incinérateurs. D’après le document Ademe (2006), le nombre de ISD de classe
II est en forte diminution en France depuis la fin des années 80. Néanmoins, la taille de
ces exploitation et le tonnage qui y est traité est en constante augmentation. Ceci est dû
au fait que les diverses évolutions réglementaires (comme l’arrêté du 9 septembre 1997
ou plus récemment celui du 19 janvier 2006) ont entraîné la disparition des décharges
sauvages et des décharges brutes pour laisser place à de véritables stations de traitement
où les eﬄuents liquides et gazeux sont gérés dans un cadre réglementaire strict. Ainsi, tout
nouveau ISD de classe II construit en France doit répondre à des spécifications techniques
exigeantes permettant de limiter les émissions non contrôlées dans le milieu environnant
(cf. Figure 1).
Dans ce contexte législatif strict, le coût d’exploitation des ISD devient de plus en
plus élevé. C’est pourquoi de nombreuses options techniques pour gagner en capacité de
stockage (réduction à la source, tri, etc...), pour accélérer la production de méthane et le
valoriser (préparation de la charge, réinjection de lixiviats, etc...) sont développées. C’est
ainsi que le concept de bioréacteur (réinjection de lixiviat) et même de l’Ecométhaniseur®
(procédé en 3 étapes : préparation de la charge puis recirculation de lixiviats et enfin
valorisation du biogaz) ont été introduits par les industriels du milieu et en particulier
Veolia Environnement.
Enjeux et objectifs du programme de recherche
Vers l’Optimisation des Procédés de stockage. La production de déchets ména-
gers sans cesse en augmentation et la pression législative croissante sur les installations
de traitement imposent une évolution constante du métier du stockage. En particulier, le
concept de ISD traditionnel a dû évoluer et les exploitants sont désormais contraints de
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Fig. 1 – Schéma en coupe d’un casier de stockage du site de Plessis-Gassot (source
Onyx/REP Energie)
trouver des réponses aux risques de nuisances pour les populations riveraines, mais égale-
ment de prendre en compte le devenir à long terme des ISD (durée de post-exploitation).
C’est dans ce contexte qu’est apparu le concept de bioréacteur. En effet, on constate dans
les pays industrialisés que, malgré des filières de recyclage et de tri des OM de plus en plus
développées et performantes, la teneur en matière organique biodégradable de la matière
résiduelle destinée à l’enfouissement en ISD de classe II reste élevée. Dans ces conditions,
le coût et la durée de post-exploitation des ISD étant élevés, le concept de bioréacteur
propose à la fois de réduire la durée de post-exploitaiton et d’optimiser la production
de biogaz par biodégradation de la matière organique. Le concept se base donc sur la
recirculation des lixiviats de façon à optimiser les conditions locales de biodégradation et
sur l’installation de réseaux de dégazage optimisés de façon à collecter au mieux le biogaz
produit.
Cette thèse s’inscrit dans le programme de développement des procédés de type bio-
réacteur piloté par le Centre de Recherche sur la Propreté (CRP) du groupe Veolia Envi-
ronnement. Ce programme fait intervenir divers partenaires et comporte plusieurs volets.
Le premier volet est un volet expérimental transversal au sein des activités stockage du
CRP et regroupe des dispositifs expérimentaux à différentes échelles : depuis l’échelle
du laboratoire jusqu’à l’échelle du site en passant par diverses échelles intermédiaires. A
l’échelle du site, la société Veolia Environnement exploite un ISD bioréacteur à La Vergne
depuis 2002. Le deuxième volet est un volet modélisation phénoménologique et mathéma-
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tique. C’est dans le cadre de ce deuxième volet que s’inscrivent les travaux de cette thèse.
Les objectifs sont de plusieurs ordres :
– Développer un modèle conceptuel complet répondant aux contraintes imposées par
le fonctionnement des ISD. Ceci consiste à comprendre les phénomènes bio-physico-
chimiques qui régissent l’ensemble des transferts dans les ISD afin de poser les bases
nécessaires au développement d’un modèle mathématique.
– Développer un modèle mathématique adapté pour décrire l’ensemble des éléments
identifiés lors de la mise en place du modèle conceptuel. Le modèle mathématique
doit être développé à une échelle qui permet son utilisation dans un outil de simu-
lation.
– Obtenir l’ensemble des données nécessaires au développement de l’outil de simula-
tion. Dans le cadre des ISD bioréacteurs, il convient en particulier de savoir déter-
miner les paramètres qui influencent le transfert de l’humidité au sein du massif de
déchet. Il convient également de comprendre l’influence de l’humidité sur la biodé-
gradation de la matière organique présente dans les OM.
– Enfin, l’objectif principal est de développer un outil de simulation numérique per-
mettant de donner des éléments de réflexion et de compréhension quant au déve-
loppement des procédés utilisés sur les ISD bioréacteurs (dispositif de réinjection,
dispositif de drainage des lixiviats et du biogaz, stratégies de réinjection, etc...).
Organisation du mémoire. Le document présenté ici est organisé en cinq parties :
– Le premier chapitre présente une synthèse bibliographique concernant les spécificités
des ISD de classe II de type bioréacteur et les travaux de modélisation des différents
processus physico-bio-chimiques intervenant dans la gestion de ces sites. Une critique
de ces différents modèles est ensuite présentée et les bases d’un nouveau modèle
conceptuel sont proposées.
– Le deuxième chapitre présente le développement d’un modèle mathématique en
accord avec les bases du modèle conceptuel présenté dans le premier chapitre. Ce
modèle mathématique est obtenu à l’échelle de Darcy en appliquant une méthode
de changement d’échelle au modèle à l’échelle du pore. Le système d’équations ainsi
obtenu permet de décrire les transferts de masse et de chaleur au sein des ISD.
– Dans le troisième chapitre, les paramètres introduits dans le chapitre 2 sont évalués.
Une attention particulière est apportée à la détermination des paramètres liés aux
écoulements dans le massif poreux de déchets. Le développement d’un nouveau
modèle de biodégradation basé sur l’interprétation de données expérimentales est
également présenté.
– Le chapitre quatre présente le développement de l’outil de simulation numérique
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nommé MATAABIO. Il présente également des cas de validation de l’outil. En par-
ticulier, la validation des écoulements diphasiques ainsi qu’une discussion sur les
conditions d’utilisation de la loi de Richards sont présentées. Le comportement du
module de biodégradation dans différentes conditions simples est également abordé.
– Le chapitre cinq présente des résultats de simulation dans des cas complexes. Il
s’intéresse en particulier à l’aspect réinjection et présente une comparaison de dif-
férents dispositifs de réinjection, de différentes modalités de réinjection ainsi que de
différentes stratégies de réinjection.
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Introduction sur la problématique des
ISD Bioréacteurs
1.1 Introduction aux phénomènes de biodégradation
Le traitement des ordures ménagères (OM) par voie non-thermique est basé sur un
principe simple appelé biodégradation. Placées dans des conditions de température et
d’humidité favorables, du fait de leur teneur en matière organique élevée, les OM repré-
sentent un lieu de développement favorable d’une flore microbiologique. Le terme bio-
dégradation désigne la transformation (partielle ou complète) de la matière organique
présente dans les déchets ménagers en composés minéraux et gazeux par ces microorga-
nismes. Comme le soulignent Miller and Clesceri (2003), la biodégradation est un phéno-
mène complexe du fait de la diversité du substrat organique présent dans les OM, de la
diversité des conditions environnementales (température, teneur en eau, etc.), ainsi que
de la variété importante de microorganismes susceptibles de se développer en fonction des
conditions qui leurs sont fournies. La biodégradation peut néanmoins se décomposer en
plusieurs étapes, qui diffèrent suivant que le milieu soit en condition aérobie ou anaéro-
bie. Que les conditions soient aérobies ou anaérobies, la première étape des processus de
biodégradation est une étape d’hydrolyse au cours de laquelle les molécules organiques
complexes sont transformées en molécules de plus petites tailles sous l’action d’enzymes
(Gray et al., 1971). Ce sont ces molécules de plus petites tailles qui sont indispensables
aux réactions biologiques qui suivent. Le processus réactionnel (voie aérobie ou anaérobie)
qui suit cette première étape d’hydrolyse est conditionné par la présence ou non d’oxygène
dans le milieu (cf. Figure 1.1).
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Fig. 1.1 – Etapes de la dégradation d’un substrat solide (source : Aguilar-Juarez (2000))
1.1.1 Biodégradation aérobie
La biodégradation aérobie est utilisée pour la stabilisation des déchets par les procédés
assimilés au compostage. En condition aérobie, une grande diversité de micro-organismes
pré-existants dans les déchets consomment l’oxygène pour minéraliser la fraction orga-
nique des OM en CO2 et H2O (Mustin, 1987). La biodégradation aérobie de la matière
organique contenue dans les OM est un mécanisme complexe qui est généralement carac-
térisé par sa forte exothermicité (2830 kJ pour une mole de glucose dégradée (Gourdon,
2002)). Les modifications des conditions thermiques engendrées par l’activité biologique
aérobie entraînent une adaptation importante de la flore microbienne à son environnement
thermique au cours des processus aérobies. En règle générale, l’évolution temporelle de
la température au sein d’un massif de déchets en conditions aérobies permet de définir
quatre phases différentes au cours de la dégradation aérobie (Francou, 2003).
– Une fois la colonisation du substrat effectuée par les microorganismes, la première
étape de la biodégradation aérobie de la matière organique présente dans les déchets
est la phasemésophile. Cette phase est caractérisée par la forte production de chaleur
engendrée par l’activité microbienne (principalement bactéries et champignons) sur
la matière organique facilement biodégradable présente initialement.
– Suite à la phase mésophile, la température atteint rapidement un niveau élevé (entre
65°C et 70°C). Débute alors la phase thermophile, au cours de laquelle seuls les mi-
croorganismes résistants à des niveaux thermiques élevés (essentiellement des bac-
téries) peuvent survivre. Au cours de cette phase, une part importante de la matière
organique consommée par voie aérobie est transformée, principalement sous forme
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de CO2. Sous l’effet de la chaleur, l’eau présente dans le milieu est également trans-
formée de manière plus intense par évaporation.
– La diminution de la quantité de substrat organique liée à la phase thermophile
entraîne ensuite une phase de refroidissement liée au faiblissement de l’activité mi-
crobienne. Les pertes thermiques dues aux échanges avec l’air ambiant ou à l’éva-
poration sont alors plus importantes que la chaleur produite par la consommation
aérobie de la matière organique. La chute progressive de la température dans le
milieu donne à nouveau des conditions favorables aux microorganismes mésophiles
pour coloniser le milieu.
– Commence alors la phase de maturation, au cours de laquelle les processus d’humifi-
cation et de dégradation de la matière organique lentement biodégradable dominent.
L’exploitation industrielle de la biodégradation aérobie de la fraction organique biodé-
gradable contenue dans les OM peut se faire suivant différentes formes suivant les procédés
utilisés. Le détail de ces procédés n’est pas donné ici puisque nous focalisons notre étude
sur les ISD de classe II au sein desquels l’oxygène atmosphérique est un composé indé-
sirable. Néanmoins, la biodégradation aérobie joue un rôle important pendant la phase
d’exploitation (remplissage) des ISD. En effet, au cours du remplissage des alvéoles de
stockage, la couche supérieure du massif de déchets est en contact avec l’air ambiant et
l’activité microbienne y est majoritairement aérobie. Ceci permet au massif de monter en
température (jusqu’à 65°C/70°C) et ainsi de fournir aux processus anaérobies des condi-
tions initiales favorables (Lanini, 1998; Aguilar-Juarez, 2000; Lefebvre et al., 2000; Aran,
2001). De plus, comme nous le verrons par la suite, l’oxydation aérobie de la fraction orga-
nique rapidement biodégradable protège ensuite les populations microbiennes anaérobies
d’une inhibition par accumulation d’acides (Barlaz et al., 1989).
1.1.2 Biodégradation anaérobie
La première étape des processus anaérobies est une étape d’hydrolyse de la matière or-
ganique solide en molécules hydrolysées complexes. Cette étape est commune à l’ensemble
des processus de biodégradation qu’ils soient aérobies ou anaérobies. La biodégradation
anaérobie des produits de cette hydrolyse englobe un ensemble complexe de réactions
biologiques couplées. Au terme de ces processus réactionnels, les produits de réaction
majoritaires sont les gaz CO2 et CH4, qui forment un mélange gazeux quasi équimo-
laire autrement appelé biogaz. Les étapes de formation de ces composés par l’activité
microbienne anaérobie sont au nombre de trois (Farquhar and Rovers, 1973; Pohland and
Al-Yousfi, 1994) :
– La première phase de la digestion anaérobie de la matière organique est l’acidogénèse.
Damien CHENU - Thèse - 2007
IMFT - INPT
10 CHAPITRE 1. INTRODUCTION SUR LES ISD BIORÉACTEURS
Elle consiste à transformer les molécules hydrolysées complexes en Acides Gras Vo-
latiles (AGV), alcools, acides aminés, hydrogène et dioxyde de carbone. Cette étape
est réalisée par des microorganismes anaérobies facultatifs, c’est à dire que cette
étape de la dégradation anaérobie peut être initiée en présence d’oxygène.
– Ensuite les AGV issus de l’acidogénèse sont consommés et transformés par les bacté-
ries acétogènes en acétates (AGV le plus simple), dioxyde de carbone et hydrogène.
Cette étape est donc appelée acétogénèse. Les bactéries acétogènes sont anaérobies
strictes et sont susceptibles de se développer dans des milieux riches en CO2 ou H2.
– La dernière étape du processus est la méthanogénèse. Les bactéries responsables
de cette étape sont des archaebactéries. On distingue généralement deux types de
méthanogénèse : d’une part, la méthanogénèse hydrogénophile au cours de laquelle
les bactéries méthanogènes transforment le CO2 et le H2 en méthane et en eau et,
d’autre part, la méthanogénèse acétoclaste qui transforme les acétates obtenus lors
de l’acétogénèse en méthane et dioxyde de carbone. Néanmoins, la méthanogénèse
acétoclaste représente la voie principale de production de biogaz dans les conditions
de stockage.
L’ensemble des trois phases de méthanisation décrites précédemment sont indisso-
ciables et forment un schéma réactionnel appelé fermentation méthanique. A l’inverse
des processus aérobies, la biodégradation anaérobie est faiblement exothermique (401 kJ
pour une mole de glucose dégradée en trois moles de CH4 et trois moles de CO2 (Gour-
don, 2002)). Cette faible production de chaleur est en règle générale à peine suffisante
pour compenser les dissipations thermiques (Lefebvre et al., 2000) liées au contact avec le
milieu environnant (sol et atmosphère). Comme nous l’avons signalé précédemment, les
températures optimales pour l’activité des méthanogènes se situant entre 30°C et 55°C
(Gourdon, 2002), une courte période de biodégradation aérobie précédant le lancement
des processus anaérobie, permet de donner des conditions thermiques favorables aux mi-
croorganismes anaérobies. Il convient d’ailleurs de signaler que les processus anaérobies
sont complètement inhibés pour des températures inférieures à 20°C (Gourdon, 2002).
Compte tenu de la succession "en cascade" des différentes phases théoriques interve-
nant dans les processus de biodégradation anaérobie, la composition du gaz produit par
l’activité microbienne renseigne sur les processus biologiques actifs au sein du massif de
déchet. Le suivi en temps réel de la composition du biogaz produit dans les ISD permet
donc de caractériser les différentes étapes de la vie des ISD après la période d’exploitation.
Ainsi, la Figure 1.2, introduite par Farquhar and Rovers (1973), présente l’évolution ca-
ractéristique de la composition du biogaz au cours de la stabilisation des OM en ISD. Les
différentes étapes de biodégradation présentées précédemment y apparaissent clairement
et sont caractérisées par une composition de gaz spécifique.
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Fig. 1.2 – Evolution typique de la composition du biogaz dans un ISD au cours du temps
(Farquhar and Rovers, 1973)
1.1.3 Le concept de ISD bioréacteur
L’installation de conditions favorables au développement des microorganismes anaé-
robies peut être longue, puisque plusieurs facteurs environnementaux peuvent avoir un
impact important, soit favorable, soit inhibiteur sur le développement de la flore anaé-
robie. Ainsi, dans sa thèse Yuen (1999) résume l’état des connaissances sur ces facteurs
influençant l’activité anaérobie dans les OM (cf. Tableau 1.1). C’est de ce constat qu’est
apparue l’idée de contrôler les conditions internes au massif de déchet de façon à favori-
ser et accélérer la biodégradation des OM. Le ISD bioréacteur est l’un des concepts qui
découle de cette idée.
Tab. 1.1 – Influence des facteurs environnementaux sur la dégradation anaérobie en ISD
Yuen (1999)
Facteurs envi-
ronnementaux
Critères /Commentaires Travaux de référence
Humidité Humidité optimale : 60% ou plus
(par rapport à la masse sèche)
Pohland and R.Harper (1986)
et Rees (1980)
Oxygène Potentiel redox optimal pour la mé-
thanogénèse :
-200mV Farquhar and Rovers (1973)
-300mV Christensen and Kjeldsen
(1989)
< -100mV Pohland (1980)
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Facteurs envi-
ronnementaux
Critères /Commentaires Travaux de référence
pH pH optimal pour la méthanogénèse
6 à 8 Ehrig (1983)
6,4 à 7,2 Farquhar and Rovers (1973)
Alcalinité Alcalinité optimale pour la métha-
nogénèse :2000 mg.L−1
Farquhar and Rovers (1973)
Concentration maximale en acides
organiques pour la méthanogénèse :
3000 mg.L−1
Farquhar and Rovers (1973)
Rapport maximal acide acé-
tique/alcalinité pour la méthanogé-
nèse : 0,8
Ehrig (1983)
Température Température optimale pour la mé-
thanogénèse
40°C Rees (1980)
41°C Hartz et al. (1982)
34 - 38 °C Mata-Alvarez and Martinez-
Viturtia (1986)
Hydrogène Pression partielle en hydrogène op-
timale pour l’acétogénèse
< 10−6 atm Barlaz et al. (1987)
Nutriments Généralement en quantité suffisante
dans les OM sauf dans certaines
zones localisées dues aux hétérogé-
néités du substrat
Christensen and Kjeldsen
(1989)
Sulfate Concentration trop élevée ralentit la
méthanogénèse
Christensen and Kjeldsen
(1989)
Inhibiteurs Concentration de certains cations
engendrant une inhibition modérée
McCarty and McKinney
(1961)
(mg/L) :
Sodium 3500 - 5500
Potassium 2500 - 4500
Calcium 2500 - 4500
Magnésium 1000 - 1500
Ammonium (total) 1500 - 3000
Métaux lourds : pas d’influence Ehrig (1983)
Composés organiques : inhibiteurs à
concentrations élevées
Christensen and Kjeldsen
(1989)
Le concept de bioréacteur est dérivé des procédés de biotechnologie industrielle. A
l’origine le terme bioréaceur désigne des installations de laboratoire, étanches, au sein
desquelles un polluant est dégradé par une biomasse adaptée. Dans le domaine du stockage
des déchets, le terme de "bioreactor landfill" (décharge bioréacteur) a été introduit pour
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la première fois par la SWANA (Solid Waste Association of North America) et défini
comme "toute décharge où l’on injecte des liquides ou de l’air dans le massif de déchets de
façon contrôlée de manière à en accélérer la biostabilisation". Ce concept diffère donc de la
vision traditionnelle de la décharge conventionnelle ("dry tomb") par le fait que le massif
de déchet est vu comme un réacteur biologique au sein duquel on contrôle au maximum les
procédés de biodégradation de la matière organique présente dans les OM. La définition
du concept n’est pas restreinte aux seules unités de stockage équipées de procédés de
réinjection de lixiviats. Elle englobe également les bioréacteurs aérobies et l’ensemble des
sites munis de procédés d’injection contrôlée d’eau de pluie ou de boues de stations de
traitement d’eaux usées (Pacey et al., 1999). Néanmoins, Warith et al. (2005) précisent,
dans leur état de l’art sur la technologie bioréacteur, que dans la majorité des cas, seuls
les lixiviats sont réinjectés. C’est ce type de bioréacteur anaérobie qui est représenté sur
la Figure 1.3.
Fig. 1.3 – Schéma de principe des ISD Bioréacteurs (source CRP (2000) )
Selon Pohland (1975) ou Pohland and Al-Yousfi (1994), même si la biodégradation de
la matière organique dépend de plusieurs facteurs comme le signale Yuen (1999), la teneur
en eau locale du massif de déchet est le principal facteur influençant la biodégradation des
déchets (cf. Tableau 1.1). C’est pourquoi, la plupart des travaux expérimentaux visant à
développer les procédés "bioréacteurs" s’est focalisée sur la gestion de la teneur en eau
au sein des alvéoles de stockage. Dans cette optique, depuis les années 70, un nombre im-
portant d’études de laboratoire a mis en évidence l’intérêt de la recirculation des lixiviats
sur la stabilisation des déchets (Pohland, 1975). La taille des dispositifs expérimentaux
varie entre l’échelle d’une colonne et celle de lysimètres de tailles quasi-industrielles. Par
exemple, San and Onay (2001) utilisent une cellule de laboratoire en PVC cylindrique
de diamètre 0,35 m, de 1 mètre de hauteur, remplie d’un déchet modèle. Le système est
maintenu dans un environnement à 34°C. Un système de collecte et de réinjection de lixi-
viats ainsi qu’un système de collecte de biogaz équipent la cellule. Diverses fréquences de
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réinjection sont testées. Le premier effet bénéfique de la recirculation est une accélération
notoire des cinétiques de production de biogaz. Un autre impact positif observé par San
and Onay (2001) est une stabilisation plus rapide du déchet et une décroissance de la
demande chimique en oxygène dans les lixiviats. Sur le même principe, Sponza and Ag-
dag (2004) simulent les conditions de bioréacteur en laboratoire en utilisant une cuve en
plexiglas cylindrique de 30 centimètres de diamètre et de 1 mètre de hauteur. La cellule
est hermétiquement fermée à l’aide d’un joint en silicone et un système de régulation de
température maintient le système à 35°C. Un échantillon de déchet ménager issu de la res-
tauration collective est placé dans la cuve, et une injection cyclique simulant les conditions
atmosphériques réelles est utilisée. Trois cellules fonctionnent en parallèle. La première
fonctionne sans aucune recirculation, la deuxième est soumise à un débit de recirculation
de 9 litres par jour alors que la troisième est soumise à un débit de 21 litres par jour. Les
résultats de cette étude montrent, tout d’abord, que la recirculation des lixiviats permet
une diminution sensible de la concentration en acides gras volatiles et de la demande chi-
mique en oxygène des lixiviats. Ceci est associé à une stabilisation plus rapide du massif
de déchet. En effet, Sponza and Agdag (2004) observent un volume de biogaz produit plus
important dans le cas des cellules soumises à recirculation. Néanmoins, il est important de
signaler que le volume de biogaz produit est moins important pour un débit de réinjection
de 21 litres par jour que pour un débit de 9 litres par jour. Il semble donc qu’il y ait un
débit de réinjection optimal. Les conclusions de ces travaux mettent donc en évidence une
fois encore l’influence de la teneur en eau du déchet sur les cinétiques de biodégradation
anaérobie. Cet impact semble être valable dans les deux sens : une teneur en eau trop
faible est inhibitrice de l’activité bactériologique, mais une teneur en eau trop importante
également. Cette observation avait déjà été introduite par Gurijala and Sulfita (1993), qui
évoquent comme explication le fait que, pour des teneurs en eau trop élevées, les bactéries
sont trop diluées dans la phase liquide pour pouvoir avoir une activité de fermentation.
D’autres expériences de laboratoire sur des échantillons de déchets de tailles plus modestes
ont été réalisées. Par exemple, Mora-Naranjo et al. (2004) ou Pommier et al. (2006) tra-
vaillent sur des échantillons de déchets de quelques grammes. Ces échantillons sont placés
dans des fioles étanches et thermostatées à 55°C pour Mora-Naranjo et al. (2004) et à 25°C
pour Pommier et al. (2006). La teneur en eau de ces échantillons est maintenue constante
et varie de 27 % (masse d’eau par masse de déchet sec) jusqu’à la saturation du déchet.
Les résultats de ces expériences montrent une relation linéaire entre le taux de production
de méthane et la teneur en eau du déchet. L’influence de ce paramètre sur la production
de biogaz semble prépondérante puisque la production de gaz est plus importante (environ
3 fois plus pour Mora-Naranjo et al. (2004) et 5 fois plus pour Pommier et al. (2006)) à
saturation qu’à faible teneur en eau. Cependant aucune inhibition pour des teneurs en eau
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élevées n’est identifiée. L’ensemble de ces études de laboratoire souligne l’impact positif
de l’apport d’humidité sur l’activité de la flore anaérobie et en particulier sur les microor-
ganismes responsables des étapes d’hydrolyse et d’acidogénèse (Yuen, 1999). Néanmoins,
l’accélération des processus d’acidogénèse peut rapidement conférer au massif de déchet
un pH trop faible pour que l’activité anaérobie se poursuive. Les lixiviats alors produits
sont de pH acides puisque chargés en acides organiques. La réinjection de ces lixiviats peut
inhiber complètement les processus anaérobies si le déchet présente un pouvoir tampon
insuffisant (Kinmann et al., 1987; Lornage, 2006). A l’inverse, comme le présente (San
and Onay, 2001), la réinjection de lixiviats, dont le pouvoir tampon est important, peut
permettre d’atteindre des niveau de pH convenables dans des massifs de déchets de pH
initialement trop faibles pour permettre le développement de la flore méthanogène.
Les tests de l’impact de la teneur en eau sur la biodégradation ne se limitent pas à
des essais en laboratoire. Comme l’indique Warith et al. (2005) dans son état de l’art,
un nombre important de tests de réinjection sur site ont été menés depuis le début des
années 90 sur des sites existants, qui ont été instrumentés pour l’occasion. Par exemple,
Townsend et al. (1996) instrumentent une décharge de Floride avec des systèmes de réin-
jection de façon à observer une éventuelle amélioration de la stabilisation du massif. Le
carottage des zones de réinjection avant et après installation du dispositif indique bien
que la réinjection de lixiviat permet d’obtenir des teneurs en eau plus homogènes et plus
élevées. En revanche, les systèmes de collecte de biogaz étant trop proches des dispositifs
d’injection, ceux-ci ne permettent pas de contrôler les cinétiques de production de gaz.
En effet, le gaz extrait possède une forte teneur en eau du fait de la présence voisine du
système de réinjection. Aucune conclusion sur les cinétiques de biodégradation anaérobie
ne peut donc être tirée. L’équipe de recherche de D. Reinhart (Reinhart and Al-Yousfi,
1996; Reinhart, 1996) compile également les données obtenues par le suivi de réinjection
d’une dizaine de sites aux USA pendant une période d’environ cinq années. Ces études
permettent de confirmer l’effet positif de la recirculation de lixiviats sur la production
de biogaz, comme le suggère les nombreuses études de laboratoire. De la même manière,
Warith et al. (2001) étudient les impacts d’une longue période de recirculation sur le com-
portement physique et mécanique d’un ISD. En effet, les tests de recirculation présentés
dans leur étude durent 8 ans sur un ISD de l’Ontario au Canada. La principale conclusion
qu’ils en tirent est que la recirculation a un effet bénéfique sur la production du biogaz
et donc sur la stabilisation du déchet. Néanmoins, aucune relation quantitative ne peut
en être tirée. Enfin, Mehta et al. (2002) comparent le comportement de deux alvéoles de
stockage sur le site de Yolo County en Californie. La première alvéole est munie d’un sys-
tème de réinjection de lixiviats alors que la seconde ne l’est pas. Une série de prélèvements
sur chacune des deux alvéoles montre qu’en présence de recirculation la teneur en eau des
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échantillons prélevés est plus importante et que la production de biogaz l’est aussi. La
conclusion des auteurs est donc que la recirculation permet d’obtenir des teneurs en eau
plus élevées, ce qui favorise l’activité biologique. Néanmoins, ils signalent la nécessité de
bien concevoir le système de réinjection de façon à obtenir une répartition des teneurs en
eau la plus uniforme possible.
Warith et al. (2005) signalent qu’il existe d’autres techniques que la réinjection simple
de lixiviats pour accélérer les processus de biodégradation anaérobie de la fraction orga-
nique des déchets ménagers. Il mentionne par exemple l’effet positif de l’addition d’inocula
comme des boues de STEP (Station d’Epuration) ou de l’adjonction de nutriments aux
lixiviats réinjectés. Néanmoins, tout comme la recirculation de lixiviats, ce type de pro-
cédés reste sujet à controverse puisque leur efficacité sur site n’est pas évidente et dépend
grandement de la composition du déchet et de son hétérogénéité (Yuen, 1999).
Finalement, Reinhart et al. (2002) dressent un bilan de l’état des connaissances au
sujet des ISD bioréacteurs. Les avantages de ce type d’installation sont avérés :
– accélération de la production de biogaz. La valorisation potentielle du biogaz ainsi
produit (valorisation énergétique) est facilitée.
– accélération de la stabilisation du massif de déchet, réduisant ainsi la durée et le
coup de la période de post-exploitation.
– augmentation de la qualité des lixiviats en terme de charge organique (diminution
de la DCO), le rendant ainsi plus facile à traiter et diminuant le risque en cas de fuite
dans le système d’étanchéité du site. Néanmoins, il semble que la recirculation de
lixiviats puisse engendrer une augmentation de la concentration de certaines espèces
d’ions (les métaux et l’amoniaque en particulier).
– gain de vide de fouille lié au tassement plus rapide du massif de déchet sous l’effet
de la biodégradation. Ceci laisse penser que la quantité de déchets stockés dans une
même alvéole pourrait être plus importante. Néanmoins, ce même tassement peut
avoir des conséquences néfastes sur l’intégrité de la couverture et les dispositifs de
captage de gaz ou de réinjection de lixiviats.
Binder and Bramryd (2001) concluent également sur l’intérêt environnemental des ISD
bioréacteurs du fait du contrôle accru des différents flux de polluants gazeux et liquides
pouvant être émis par ces centres de stockage. C’est ainsi que les autorités pour la protec-
tion de l’environnement américaines ou irlandaises préconisent explicitement l’installation
de dispositifs de recirculation de lixiviats lors de la construction de nouveaux ISD (Carey
et al., 2000; Pacey et al., 1999). Même si, pour beaucoup d’auteurs, la recirculation de
lixiviats, et plus généralement le contrôle de la teneur en eau locale, ont un avenir pro-
metteur, il convient de mentionner que l’optimisation des procédés de biodégradation ne
dépend pas uniquement du contrôle de la teneur en eau et que, dans certains cas, d’autres
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dispositifs doivent être mis en place. Il existe notamment des cas où la recirculation de
lixiviats ne permet pas d’augmenter la production de biogaz et ou d’autres formes d’opti-
misation, comme par exemple la séparation des étapes d’acidogénèse et de méthanogénèse,
donnent de meilleurs résultats (Komilis et al., 1999).
1.1.4 Enjeux et développement des ISD bioréacteurs
Bien que le concept de bioréacteur soit aujourd’hui internationalement reconnu comme
l’une des principales alternatives pour le traitement "durable" des OM, la mise en appli-
cation à l’échelle industrielle est encore jeune et le retour d’expérience encore faible. Dans
son état de l’art sur les techniques de stockage de type bioréacteurs, Reinhart et al. (2002)
mentionnent par exemple que quelques 130 sites pratiquent la recirculation de lixiviats aux
Etats-Unis. L’ensemble de ces sites fait l’objet d’études et les données collectées sont uti-
lisées par l’Agence de Protection de l’Environnement américaine (US EPA) pour orienter
les programmes de recherche et tenter de donner une certaine normalisation aux procé-
dés et techniques utilisées (US EPA, 2002) . Néanmoins, comme le mentionnent Benson
et al. (2005, 2007), le suivi et l’instrumentation des sites restent encore trop aléatoire ou
insuffisant. Hormis quelques sites comme celui de Yolo County, très peu de ISD bioréac-
teurs font l’objet d’un suivi poussé. De même en Europe, et en particulier en France, le
concept de ISD bioréacteur devient petit à petit une alternative aux méthodes classiques
de traitement des OM, et le cadre législatif encadrant les pratiques de type bioréacteur
prend forme. Ainsi, l’arrêté ministériel du 19 janvier 2006 complétant l’arrêté de 1997
mentionne la possibilité d’utiliser "la re-circulation de lixiviats destinée à accroître la
cinétique de production de biogaz". A l’échelle industrielle quelques sites de type bio-
réacteur (La Vergne, Sydom du Jura) sont en fonctionnement en France. Néanmoins, le
manque de retour d’expérience à l’échelle des sites en post-exploitation ne permet pas
d’apporter la confirmation des résultats obtenus en laboratoire et de fournir une norma-
lisation concernant les pratiques à mettre en œuvre sur site de façon à obtenir le résultat
escompté.
Prenons l’exemple des bioréacteurs anaérobies qui utilisent le principe de réinjection de
lixiviats comme "catalyseur" des procédés de biodégradation. Dans ce type d’installation,
la gestion optimisée des processus de réinjection est primordiale pour le bon fonction-
nement du site. Un nombre de paramètres important permet de gérer les procédés de
réinjection, mais le débit, la fréquence et le type de dispositif utilisé sont les principaux.
En ce qui concerne les dispositifs de réinjection, aucune normalisation n’existe et diffé-
rents systèmes sont utilisés. Nous pouvons distinguer trois grands types de systèmes de
réinjection.
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Aux Etats-Unis, par exemple, la majorité des ISD pratiquant la recirculation de lixi-
viats utilisent un réseau de drains horizontaux, qui permet en théorie d’obtenir une ré-
partition plus homogène des quantités réinjectées dans le plan horizontal (Reinhart et al.,
2002). Néanmoins, ce type de dispositif, suivant la façon dont il a été conçu, peut po-
ser un certain nombre de problèmes pendant l’exploitation des ISD bioréacteurs. Le plus
important de ces problèmes est le risque de détérioration du réseau au cours du temps,
du fait des tassements différentiels parfois importants que l’on peut observer sur site. Ces
différences de tassements locales peuvent être liées à la modification structurelle du déchet
du fait de l’addition d’eau dans les zones de réinjection ou du fait de l’action de la bio-
dégradation (US EPA, 2002; Olivier, 2003). De plus, dans le cas où l’on utilise des drains
de réinjections horizontaux, il est nécessaire d’installer le dispositif à la conception même
de l’ISD, ce qui peut s’avérer contraignant. Comme le signalent Benson et al. (2005),
sous l’impulsion de l’US EPA, l’ensemble des ISD bioréacteurs américains bénéficie d’une
certaine normalisation des pratiques, excepté pour le dimensionnement et l’exploitation
des réseaux de réinjection de lixiviat.
Afin de s’affranchir du risque de dégradation par tassements des réseaux de réinjection,
il est possible d’utiliser un réseau de recirculation vertical. Cette technique est moins
populaire que la précédente, mais quelques sites en sont équipés aux Etats-Unis ou en
Europe (comme sur le site de La Vergne par exemple). Le principal avantage de ce type de
dispositif est qu’il est moins sensible à l’influence des tassements. Néanmoins, l’utilisation
de puits de réinjection verticaux peut favoriser l’entrée d’air et donc d’oxygène dans le
massif de déchet. Ceci peut donc engendrer l’apparition de zones de dégradation aérobie
et, dans le pire des cas, favoriser l’apparition de feux de décharge (US EPA, 2002). De plus,
même si les résultats expérimentaux ne permettent pas encore de porter des conclusions
définitives, il semble que la réinjection de lixiviats via un réseau de puits verticaux localise
la biodégradation des déchets dans les zones voisines des puits. Ceci pourrait à terme
expliquer la diminution rapide de la perméabilité au voisinage du système et l’apparition
de chemins préférentiels (US EPA, 2002).
Enfin, les recherches récentes tendent à développer de nouveaux dispositifs de réinjec-
tion qui combinent les avantages des systèmes de recirculation verticaux et horizontaux.
Parmi ces dispositifs, on peut citer le système de "blanket" testé par Khire and Haydar
(2005). Ces "blankets" sont composés d’un drain de réinjection cylindrique perforé sur
toute sa longueur et connecté à une couche drainante d’épaisseur 5 mm et de dimension
12 × 34 m2. Ces dispositifs sont placés quasi-horizontalement dans le massif de déchet
et permettent en théorie d’obtenir une zone de réinjection minimale d’une surface de
12× 34 m2. Les tests menés par Khire and Haydar (2005) confirment l’intérêt de ce type
de dispositif pour obtenir une meilleure homogénéisation des quantités recirculées. En re-
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vanche, compte tenu de l’épaisseur du dispositif (5 mm), l’obstruction rapide et complète
du dispositif est à craindre.
L’objectif de l’ensemble de ces techniques est bien entendu d’obtenir une répartition
la plus homogène possible de la teneur en eau au sein du massif de déchets. Néanmoins,
peu d’études expérimentales sur site ou en laboratoire permettent de conclure quant à
l’efficacité de l’une ou l’autre techniques. De plus, comme le signalent Reinhart et al.
(2002), le choix des paramètres de réinjection, comme la quantité de lixiviats réinjectée,
sont fonction de la qualité du déchet (teneur en eau initiale, capacité au champ, propriétés
de transport, etc...).
Finalement, les ISD bioréacteurs nécessitent une mise au point technique de qualité
afin d’être efficaces et de répondre au cahier des charges économique et environnemental
souhaité. En effet, le dimensionnement de l’ensemble des dispositifs techniques mis en
œuvre et l’optimisation globale de l’installation nécessitent de comprendre en détail les
mécanismes complexes et couplés mis en jeu lors de la vie d’un bioréacteur. Tel est l’enjeu
du travail de modélisation que nous nous proposons de mettre en place.
1.2 Modèle conceptuel
Dans cette partie, nous réalisons une synthèse des approches de modélisation des ISD
que l’on peut trouver dans la littérature. Nous abordons également les points élémentaires
qui doivent apparaître dans le modèle conceptuel que nous développons. Nous précisons
en particulier les objectifs de la démarche de modélisation que nous adoptons en rapport
avec les phénomènes que nous cherchons à modéliser.
1.2.1 La matrice déchet
La matrice solide formée par les OM est complexe. En effet, elle présente une forte
hétérogénéité de composition, de dimension ainsi que de propriétés physiques. Ce sont
ces hétérogénéités qui accentuent la complexité des phénomènes qui régissent la vie des
ISD bioréacteurs. Ainsi, malgré de nombreux travaux en laboratoire de qualité, l’hétéro-
généité de la matrice solide ne permet souvent pas le transfert d’information de l’échelle
du laboratoire vers l’échelle du site. Comme le signalent Benson et al. (2007), du fait
de la complexité de la matrice solide, les résultats obtenus en laboratoire sont souvent
éloignés des informations empiriques obtenues sur site réel. Une description détaillée de
l’ensemble des phénomènes mis en jeu dans les ISD doit donc intégrer l’effet de ces hétéro-
généités si l’on veut pouvoir effectuer le transfert des informations aux différentes échelles
d’expérimentation.
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1.2.1.1 Composition
Les déchets ménagers forment un substrat complexe, dont la composition comporte
une variabilité géographique, temporelle, sociale et économique importante. On imagine
aisément par exemple que suivant la région de collecte (rurale ou citadine) ou la saison,
la proportion de déchets alimentaires ou de plastique dans les OM puisse varier du simple
au double. Or, l’action des bactéries sur un substrat organique est largement conditionnée
par la nature de ce dernier. La composition du déchet est donc un facteur important qu’il
est nécessaire de prendre en compte si l’on veut modéliser correctement la dégradation
des déchets. En effet, la gestion moderne des ISD est intimement liée à la composition
des déchets puisque celle-ci contrôle les quantités de biogaz et de lixiviats émises. A
partir de cette constatation un certain nombre de méthodologies pour caractériser la
composition des déchets ont été mises en place (McCauley-Bell et al., 1997). En France,
la méthodologie utilisée pour caractériser le déchet est la méthode MODECOM (Méthode
DE Caractérisation des Ordures Ménagères) développée par l’ADEME (Ademe, 1997).
Cette méthode permet de caractériser le déchet par sa composition, donnant ainsi, par
exemple, une information sur le gisement de matière fermentescible. La Figure 1.4 présente
la composition simplifiée des déchets ménagers en France en 2002.
Fig. 1.4 – Composition type des déchets ménagers en France en 2002 (source ADEME)
Du fait de la complexité et de la diversité des éléments constituants les déchets ména-
gers, il est impossible de prendre en compte l’ensemble des éléments chimiques constitutifs
des déchets. Il est donc nécessaire de classer les éléments composants les déchets suivant
leurs caractéristiques communes. Une première approche consiste à modéliser les diffé-
rentes fractions du déchet comme un constituant hydrocarboné dont la formule prendrait
la forme CaHbOcNd. Des tests de laboratoire permettent ensuite de déterminer les valeurs
des indices a, b, c et d et d’obtenir les bilans stoechiométriques des différentes réactions
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mises en jeu lors des diverses étapes de biodégradation. Par exemple, Liwarska-Bizukojc
and Ledakowicz (2003) réalisent des expériences de biodégradation aérobie de la fraction
putrescible d’échantillons de déchets ménagers à différentes températures. La formulation
moyenne obtenue pour cette fraction du déchet est C5H8,5O4N0,2. Il est possible également
d’adopter ce type d’approche pour déterminer une formulation compacte des autres frac-
tions du déchet et ainsi de leur associer des bilans stoechiométriques de réaction dans les
cas aérobie et anaérobie. Néanmoins, cette approche est compliquée à mettre en oeuvre
compte tenu de la variabilité compositionnelle de chaque fraction de déchet en fonction
de la saison, de la région, etc...
Une deuxième approche, plus communément utilisée dans les études de biodégrada-
tion, consiste à établir une classification basée sur les cinétiques de dégradation de chaque
classe de déchet (Manna et al., 1999). Beaucoup d’études expérimentales menées en la-
boratoire pour caractériser les cinétiques de biodégradation ne considèrent qu’une seule
fraction de déchet biodégradable composée de déchets alimentaires (Wang et al., 1997;
Liwarska-Bizukojc et al., 2002; Oldenburg et al., 2002). Néanmoins, la plupart des études
de modélisation se basent sur trois classes de matériaux : rapidement biodégradable, len-
tement biodégradable et inerte. Chacune est caractérisée par une constante d’hydrolyse
différente, qui caractérise la difficulté pour les microorganismes à solubiliser les éléments
qui la composent (Findikakis and Leckie, 1979; Arigala et al., 1995; El-Fadel et al., 1996;
Hashemi et al., 2002).
Enfin, les études de laboratoire menées par Aguilar-Juarez (2000) mettent en évidence
quatre classes de déchets. Ceci revient simplement à introduire une classe de déchet inter-
médiaire que l’on qualifie de moyennement biodégradable. Cette classification nous permet
de trouver un compromis entre la nécessité de conserver une certaine complexité dans la
description du déchet pour obtenir une bonne précision et les contraintes imposées par
les temps de calcul qui limitent le nombre de constituants que l’on peut modéliser. Le
Tableau 1.2 résume la classification que nous avons retenue pour caractériser simplement
la composition des ordures ménagères.
Cette classification permet de rassembler les éléments constitutifs des OM de struc-
tures chimiques comparables et de comportements vis-à-vis de l’activité biologique de
biodégradation similaires.
1.2.1.2 Taille caractéristique
Une autre difficulté lorsque l’on tente de comprendre globalement les mécanismes qui
régissent le comportement des ISD réside dans la disparité de taille des éléments qui
constituent les OM. En effet, sans traitement mécanique préalable à l’enfouissement, les
OM présentent une hétérogénéité de dimension importante puisqu’elles peuvent aussi
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Tab. 1.2 – Différentes classes de déchets
Fraction du déchet solide Eléments constitutifs
Déchets alimentaires
Rapidement biodégradable Déchets verts (feuilles, végétaux)
Boues
Moyennement biodégradable Papiers, cartons
Textiles
Lentement biodégradable Déchets ligneux
Bois
Matière minérale (gravats)
Inerte Métaux
Plastiques
bien contenir des déchets alimentaires, des éléments de mobilier usagés, etc... A titre
d’exemple, les résultats d’un MODECOM réalisé sur un site de traitement opéré par
Onyx en Normandie (cf. Figure 1.5) présentent la répartition des tailles de particules de
déchets solides. Nous constatons que le déchet est loin d’être composé d’éléments solides de
Fig. 1.5 – Répartition granulométrique du déchet provenant d’un site opéré par Onyx en
Normandie (d’après un MODECOM réalisé en mars 2005)
tailles homogènes. Même si la répartition entre les 4 catégories de taille granulométrique
est arbitraire, nous constatons que chaque catégorie de taille représente une fraction non
négligeable de la masse totale de déchet triée. Sans opération de broyage préalable à
l’enfouissement, il est donc très difficile de définir une taille caractéristique des éléments
solides composant les déchets.
Ces observations sont confirmées par Miller and Clesceri (2003) qui évaluent la dispa-
rité de taille, de densité, de forme et de surface spécifique de différents matériaux compo-
sant le déchet. Pour Miller and Clesceri (2003), même si une classification des déchets par
catégories de taille permet de mieux caractériser les OM dans l’optique de modéliser leur
comportement, cette classification reste difficile à définir puisqu’un même matériau peut
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posséder plusieurs extensions spatiales dont les tailles caractéristiques sont très différentes
(par exemple les feuilles de papier). C’est pourquoi, la répartition granulométrique des
éléments constitutifs des OM est rarement utilisée pour caractériser le déchet, puisque
celle-ci comporte une variabilité importante. La densité des déchets semble être une unité
de mesure plus adaptée pour caractériser les OM.
Malheureusement, même si une classification granulométrique des OM est impossible
en pratique, il est aisé de concevoir que la taille des éléments enfouis en ISD peut avoir une
importance sur les écoulements de fluide au sein du massif, sur la répartition de l’humi-
dité, ainsi que sur la disponibilité du substrat organique pour l’activité biologique. C’est
pourquoi, beaucoup d’industriels du domaine s’intéressent de près à la "préparation de la
charge". Ceci consiste simplement à préparer le déchet (tri, broyage, etc...) afin d’obtenir
un substrat solide favorable au développement d’une activité de biodégradation, c’est à
dire un substrat dont les caractéristiques physiques sont les plus homogènes possible.
1.2.2 Biofilms
La modélisation des processus physico-bio-chimiques intervenant dans les ISD bioréac-
teurs nécessite d’abord de comprendre et de modéliser correctement les chaines réaction-
nelles mais également de décrire finement la localisation des réactions de biodégradation.
Comme nous l’avons mentionné précédemment, la dégradation des déchets est l’œuvre
de microorganismes. De ce fait, nous pouvons imaginer plusieurs possibilités en ce qui
concerne le mode d’action de ces microorganismes : dégradation par des microorganismes
isolés à la surface du substrat, dégradation en phase liquide par des bactéries ou amas de
bactéries isolés, ou bien colonisation de la surface du substrat puis formation d’un biofilm
actif pour la dégradation du substrat. Le concept de biofilm est associé à la formation de
couches de bactéries adsorbées sur une surface solide (Bryers, 2000). Le biofilm désigne
en réalité une accumulation de bactéries à la surface d’un substrat solide. Celui-ci est
la plupart du temps non uniforme en temps et en espace. Il est composé d’un mélange
d’eau, de matériaux cellulaires et de matériaux extra cellulaires d’origines microbiennes
(Christensen and Characklis, 1990).
En réalité, la structure même de la matrice poreuse formée par le déchet laisse supposer
que la biodégradation des OM se fasse par un système de biofilm (Aguilar-Juarez, 2000).
De nombreuses expériences de biodégradation en milieu poreux confirment la présence de
biofilms. Par exemple, Vayenas et al. (2002) ont visualisé le développement d’un biofilm
dans un micromodèle en verre simulant un milieu poreux soumis à un flux de polluant
organique liquide. Le résultat de leur étude indique de fortes concentrations de bactéries
à proximité des parois solides, confirmant ainsi la présence de biofilm. Dans la même
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optique, Kim and Fogler (2000) étudient la croissance de biofilms dans un milieu poreux
modèle dans des conditions de faible apport en nutriments. Les résultats de ces expériences
permettent de mettre en évidence qu’un film de bactéries se forme très rapidement lorsque
l’apport nutritionnel initial est suffisant (cf. Figure 1.6). De plus, une fois formé, le biofilm,
même en conditions de pénurie en nutriments, est capable de se maintenir quelques temps.
Fig. 1.6 – Visualisation du développement d’un biofilm en milieu poreux modèle d’après
Kim and Fogler (2000)
D’autres expériences de laboratoire dans des conditions proches de celles observées
sur site, ou des expériences sur des ISD en cours d’exploitation, ont confirmé la présence
de ces films bactériens. Kim and Barry (2002) ont mené une campagne de mesures sur
les systèmes d’extraction de gaz implantés dans des ISD en exploitation. Ces expériences
avaient pour but d’étudier les structures microbiennes présentes dans les décharges. Pour
ce faire, ils se sont basés sur le fait que, dans la plupart des systèmes d’extraction, on
récupère des " agrégats " de bactéries sur les filtres des systèmes d’extraction. Ceci nous
conforte donc dans l’idée que les bactéries colonisent le milieu poreux en formant prin-
cipalement un biofilm adsorbé sur la matrice solide. D’autres études se sont intéressées
de près au développement de ces biofilms dans les ISD, car la prolifération de films de
microorganismes peut être à l’origine de la détérioration de l’efficacité des systèmes de
drainage ou de réinjection (Rowe et al., 2000; Bouchez et al., 2003; Cooke et al., 2005b,a).
Rowe et al. (2000) observent le développement d’un biofilm dans une colonne de milieu
poreux modèle (empilement de billes de verre) soumise à un flux de lixiviats récoltés sur
un ISD en exploitation. Des relevés de pression le long de la colonne permettent d’observer
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les modifications des propriétés hydrodynamiques du milieu poreux liées au développe-
ment de biofilm. Les résultats obtenus lors de cette étude donnent des indications sur les
conditions (charge en matière organique, débit de liquide) dans lesquelles le biofilm se
développe le plus efficacement.
Rittmann (1993) ou Bouwer et al. (2000) justifient de telles observations relativement
simplement puisque, dans un milieu poreux, la surface solide spécifique est si importante
que cela suggère une adsorption aisée des bactéries. D’autre part les vitesses interstitielles
mises en jeu sont relativement faibles et ne permettent pas dans la plupart des cas l’arra-
chement des biofilms. Cependant, la condition nécessaire au développement des biofilms
est la présence d’une humidité assez importante. En effet, comme les biofilms sont majo-
ritairement composés d’eau et de bactéries, on comprend aisément qu’un seuil minimum
d’humidité est nécessaire pour que les bactéries puissent coloniser les surfaces solides et
ainsi former un biofilm. Les mécanismes de formation de ces biofilms en milieu poreux res-
tent complexes et fortement influencés par les conditions physico-chimiques locales (Bou-
wer et al., 2000; Rowe et al., 2000). Ils peuvent être décrits par plusieurs étapes. Tout
d’abord, quelques bactéries s’adsorbent à la surface du solide. Ensuite, elles consomment
les nutriments présents dans le milieu environnant et colonisent le substrat solide par
prolifération (cf. Figure 1.7). Au cours de cette phase de croissance, elles produisent des
sous-produits comme le CO2 ou le CH4. Enfin, lorsque les conditions deviennent défavo-
rables (manque de nutriments ou d’humidité), la prolifération cesse. Dans le cas ou les
conditions défavorables perdurent, le biofilm peut disparaître totalement.
Fig. 1.7 – Etapes schématiques de croissance d’un biofilm : 1. Dépot et adsorption sur
le substrat, 2. et 3. croissance, 4. et 5. croissance, colonisation et maturation (d’après Dr
David G. Davies, Binghampton University)
L’influence de ces biofilms sur les propriétés hydrodynamiques du milieu poreux peut
être importante, comme le montre les expériences de Kim and Fogler (2000) ou Rowe et al.
(2000). Ceci s’explique simplement par le fait que la croissance d’un film bactérien adsorbé
à la surface du substrat solide diminue la taille des pores (Bouwer et al., 2000). Néanmoins,
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dans le cas des ISD, nous ne considérerons pas de modifications de la structure dynamique
du biofilm et nous ne considérerons donc pas d’influence du biofilm sur la dynamique des
écoulements de fluides. Dans notre étude, nous allons considérer l’approche de Taylor and
Jaffe (1990) pour décrire le biofilm. En effet, nous allons considérer que les conditions
sont réunies pour que le biofilm puisse être assimilé à une phase continue et non à des
conglomérats discontinus. Rittmann (1993) estime que cette hypothèse est justifiée pour
les applications ou les teneurs en substrat biodégradable sont importantes. Ceci semble
être le cas dans les ISD. En effet, la fraction fermentescible représente quasiment 1/3 de
la composition des déchets assurant ainsi la disponibilité en substrat biodégradable.
1.2.3 Modèles existants
Les enjeux environnementaux (pollution des sols et des aquifères par les lixiviats ou
pollutions atmosphériques par les gaz de décharge) ont incité les exploitants de ISD à
mieux comprendre les phénomènes qui régissent les transferts au sein des casiers de sto-
ckage d’OM. Plus récemment, la pression législative a poussé les industriels du secteur à
développer des techniques environnementalement performantes, comme, par exemple, le
concept de bioréacteur. L’intérêt actuel se focalise donc sur l’optimisation de ces procédés
afin de les rendre également économiquement performants. C’est dans ce contexte que
la modélisation des ISD s’est développée à partir des années 1950. La modélisation des
échanges de masse et de chaleur au sein des casiers d’enfouissement de déchets ménagers
est donc relativement récente. Il convient d’ailleurs de signaler qu’aucun modèle ne per-
met encore de prendre en compte la totalité de la période de "vie" des décharges depuis
leur remplissage jusqu’à la fin de la post-exploitation. En effet, l’objectif principal de ces
études était de prévoir les quantités d’eﬄuents produites au cours de la " vie " d’une
décharge. Par conséquent, la phase aérobie de la biodégradation est rarement prise en
compte.
1.2.3.1 Ecoulements
La plupart des modèles développés dans la littérature sépare l’étude des écoulements
gazeux et liquides dans les ISD. Ceci s’explique par le fait que, historiquement, les re-
cherches ont porté séparément sur la production de lixiviats de décharge dans le cas de
projets de prévention de pollution des sols, et sur la production de biogaz dans le cadre de
projet de valorisation. Ce sont les concepts de "décharge durable" et de bioréacteur qui
ont amené la communauté scientifique et technique à faire coexister les deux approches.
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Ecoulement de lixiviats En ce qui concerne la modélisation des transferts de liquide
dans les ISD, une très bonne synthèse bibliographique est présentée par El Fadel et al.
(1997). Dans cette revue bibliographique, les auteurs signalent deux grandes approches
pour modéliser les transferts de lixiviats dans les ISD. La première, et la plus ancienne,
de ces deux approches consiste en un simple bilan hydrique sur l’ensemble de l’alvéole de
stockage. Elle a pour unique but de prévoir la quantité de lixiviats formée via l’évaluation
de quantités qui n’ont pas de réelle signification physique. Ce type de bilan est par exemple
présenté par Farqhar (1989). Dans ce cas, l’alvéole de stockage est considérée comme une
" boite noire " ayant une certaine capacité d’infiltration. La quantité de liquide percolée
est alors calculée de la façon suivante :
Percolation = Infiltration -Ruissellement + Infiltration d’eau souterraine - Rétention
Sur cette base relativement simpliste un certain nombre de modèles comme le modèle
HELP (Hydrologic Evaluation of Landfill Performance), développé par Schroeder et al.
(1984) pour l’US EPA, intègrent des phénomènes plus complexes de façon à décrire plus
précisément les transferts. Un exemple de l’utilisation de cette méthode est décrit par
Dho et al. (2002). Néanmoins, ce type de modèle présente certaines limitations car il ne
décrit pas précisément les phénomènes physiques qui régissent les transferts (Bou-Zeid
and El-Fadel, 2004). Par exemple, ce type de modèle permet uniquement le suivi de la
répartition verticale de la teneur en eau et ne permet pas de considérer une infiltration
hétérogène, car il ne résout pas explicitement les équations régissant le transfert de la
phase liquide dans le massif de déchet.
De cette conclusion est née l’idée d’une nouvelle approche consistant à décrire les écou-
lements de liquides dans les ISD par le couplage des équations de conservation classique de
masse (cf. équation 1.1) et de quantité de mouvement décrite par la loi de Darcy (cf. équa-
tion 1.2). Ceci sous entend que les conditions nécessaires à l’application de cette équation
sont réunies. Les écoulements en ISD s’effectuant majoritairement à faibles nombres de
Reynolds, ceci justifie l’application de la loi de Darcy. Ces équations s’écrivent de manière
générique sous la forme suivante :
∂ (θρθ)
∂t
+ ∇ · (θρθVθ) = 0 (1.1)
θVθ = − 1
µθ
Kabs ·
(∇Pθ − ρθg) (1.2)
avec θ = γ ou λ
Dans cette expression, θ désigne porosité à la phase mobile θ, Vθ sa vitesse interstitielle
(m/s), Kabs désigne le tenseur de perméabilité absolue du milieu (m2), µθ désigne la
viscosité dynamique de la phase mobile θ (kg/m/s), désigne la Pθ pression interne à la
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phase mobile θ (Pa), désigne la ρθ masse volumique de la phase mobile (kg/m3), désigne
la g accélération de pesanteur (m/s2).
Ces modèles tentent de décrire la physique des écoulements en milieu poreux et
sont donc plus adaptés que les bilans hydriques globaux pour décrire l’évolution spatio-
temporelle de la teneur en eau. Par exemple, Islam and Singhal (2002) développent un
modèle d’écoulement 1D de lixiviats dans un ISD à l’aide de la loi de Darcy et étudient
l’impact de cet écoulement sur les processus de précipitation et dissolution. La plupart des
modèles récents utilise ce type de description pour simuler les écoulements de lixiviats.
Ecoulement de gaz Les premières études de transport de gaz au sein des décharges
ont été réalisées dans la continuité des études sur la migration des gaz en milieux poreux
initiées sous l’impulsion des industriels du secteur pétrolier. Les premiers modèles spé-
cifiques à l’étude des productions de biogaz (mélange de CO2 et de CH4) se basent sur
l’hypothèse d’un milieu poreux homogène, indéformable et saturé en biogaz. Le principe
se base sur le couplage entre l’équation de conservation de la masse de la phase gazeuse
(cf. équation 1.1 avec θ = γ) et la loi de Darcy, dont l’expression est identique à l’équation
1.2 si l’on considère que la phase mobile θ est la phase gazeuse. Les premiers à utiliser ce
type d’approche sont Findikakis and Leckie (1979). Ils utilisent le couplage de l’équation
de Darcy à l’équation de conservation de masse de la phase gazeuse pour développer un
modèle 1D de production et de transfert de biogaz dans un ISD. Arigala et al. (1995)
adoptent la même approche en deux dimensions et intègrent la modélisation des systèmes
d’extraction de biogaz. Hashemi et al. (2002); Chen et al. (2003); Copty et al. (2004) ont
exactement la même approche, mais avec une résolution 3D du système d’équations. Nous
ne citons pas ici l’ensemble des travaux de modélisation de transport de la phase gazeuse
dans les ISD puisque ceux-ci sont nombreux et basés sur les mêmes approches. Néan-
moins, il convient de signaler que l’un des modèles de transport et génération de biogaz
le plus complet est celui développé par Young (1989, 1994). En effet, tout d’abord pour
obtenir les équations de conservation de masse en phase gazeuse, Young (1989) utilise une
technique d’homogénéisation sur un volume élémentaire. Ceci est une approche rarement
utilisée pour modéliser la physique des ISD, mais qui a le mérite de prendre en compte le
caractère multi-échelles du milieu complexe étudié. A ces équations, Young (1989) ajoute
une équation de transport de la phase fluide sous la forme d’une loi de Darcy analogue à
l’équation 1.2. L’équilibre entre les espèces gazeuses et dissoutes est décrit par une loi de
Henry. Ce type d’approche est utilisé pour décrire les écoulements conjoints de gaz et de
lixiviats dans les ISD qui ne peuvent être traités avec les lois de Darcy classiques. Les mo-
dèles traditionnellement utilisés pour décrire ces écoulements diphasiques sont présentées
ci-dessous.
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Ecoulements couplés de gaz et de liquide Comme nous l’avons vu précédemment,
beaucoup de modèles décrivent séparément les transferts de gaz et de liquide dans les ISD.
Néanmoins, comme nous l’avons introduit avec les travaux de Young (1989, 1994), ces
modèles simplistes tendent à être remplacés par des modèles plus complexes qui intègrent
le couplage entre les différentes phases mobiles. L’approche utilisée par Young (1989)
consiste à utiliser les équations dites de Darcy généralisées. Ceci consiste à considérer
que les écoulements de gaz et de liquides dans la matrice poreuse formée par les déchets
sont tous deux régis par une équation de type Darcy. Pour prendre en compte le fait
que l’écoulement de l’une des deux phases peut être perturbé par le volume occupé par
l’autre phase dans l’espace poral, le tenseur de perméabilité est souvent découplé en un
produit d’un coefficient de perméabilité relative et un tenseur de perméabilité intrinsèque
(cf équation 1.3).
θVθ = −krθ
µθ
Kabs ·
(∇Pθ − ρθg) avec θ = γ ou λ (1.3)
Dans cette expression, Kabs représente le tenseur de perméabilité absolue du milieu (m2)
et krθ désigne le coefficient de perméabilité relative à la phase mobile θ.
La description détaillée des équations de Darcy généralisées sera abordée dans le Cha-
pitre 2. Cette approche est couramment utilisée pour modéliser les transferts conjoints
des phases liquide et gaz dans les ISD. On peut notamment citer les codes de calcul
T2LBM (TOUGH2 Landfill Bioreactor Model) adapté par Oldenburg et al. (2002) du
code TOUGH2 développé par Pruess et al. (1999); Pruess (2004) ou SUTRA (Saturated
Unsaturated Transport Model) développé par Voss (1984) pour l’institut de veille géo-
logique américain. A l’aide de l’outil T2LBM, Vigneault et al. (2004) simulent le rayon
d’influence d’un puits de captage de biogaz en fonction de la production de biogaz et
de la dépression imposée au système de collecte. De même, même s’ils ne s’intéressent
qu’au mouvement de la phase liquide, McCreanor and Reinhart (1999) utilisent les lois
de Darcy généralisées via l’utilisation de SUTRA pour modéliser l’écoulement de lixiviats
dans un casier de stockage d’OM partiellement saturé en liquide. Finalement, un nombre
important d’auteurs privilégie cette approche, plutôt qu’une approche utilisant une loi de
Darcy simple, pour développer leurs propres modèles numériques (El-Fadel et al., 1996;
Aran, 2001; Hashemi et al., 2002; Sanchez et al., 2006; Kindlein et al., 2006).
Une autre approche, très couramment utilisée dans le domaine de l’hydrologie et sou-
vent adoptée dans les modèles de transfert de lixiviats dans les ISD, consiste à utiliser les
équations dites de Richards pour décrire les écoulements de liquide dans un milieu poreux
partiellement saturé en liquide. Cette méthode consiste à utiliser la loi de Darcy géné-
ralisée (cf. équation 1.3) couplée à l’équation de conservation de masse de phase liquide
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pour décrire les écoulements de lixiviats dans les ISD. Elle est donc identique à l’approche
utilisant la loi de Darcy généralisée pour la phase liquide. En revanche, l’utilisation de
l’équation de Richards pour la phase liquide suppose que le gradient de pression dans la
phase gaz est nul. Ceci revient à considérer que la vitesse de la phase gazeuse est nulle et
que le transport convectif du gaz est négligeable. Néanmoins, dans ce genre d’approche,
il est tout de même possible de prendre en compte le transport dans la phase gaz en
considérant uniquement le transport diffusif des constituants présents dans le gaz, en né-
gligeant le transport par convection puisque l’utilisation de l’équation de Richards impose
une vitesse de gaz nulle. Ainsi les codes de calcul HYDRUS 2D (Simunek et al., 2006)
et MODUELO2 (Garcia de Cortazar and Monzon, 2007) sont basés sur cette hypothèse.
En utilisant ce type d’approche, Lee et al. (2001) ou Haydar and Khire (2005) modélisent
l’impact de la recirculation de lixiviats sur les cinétiques de biodégradation à l’aide du
programme HYDRUS 2D. Néanmoins, il s’avère que dans les procédés comme les ISD
bioréacteurs, les processus de réinjection de lixiviats ou de production de biogaz peuvent
engendrer des modifications de pressions importantes de la phase gazeuse. Ainsi (Chenu
et al., 2005) comparent les flux de gaz diffusifs et convectifs via l’introduction du nombre
adimensionnel de Peclet et montrent qu’il n’est pas possible de négliger les flux convectifs
de gaz pendant les phases de réinjection. Il semble donc que les approximations engendrées
par l’utilisation de l’équation de Richards soit très limitantes. Nous montrerons certaines
des limitations de ce type de modèle dans le Chapitre 4.
Enfin, il convient de citer les travaux de Zacharof and Butler (2004b,a) qui développent
une approche alternative à la modélisation déterministe des transferts couplés de gaz et
de liquide au sein des ISD. En effet, compte tenu de la nature fortement hétérogène de la
matrice solide formée par les OM, Zacharof and Butler (2004b,a) développent un modèle
stochastique de transport au sein des ISD. Le concept ainsi introduit consiste à considérer
une "particule élémentaire d’eau" présente dans le ISD, dont la vitesse gravitaire est
décrite par une loi de probabilité de type log-normale. Les paramètres du modèle sont
obtenus par identification avec une série de résultats expérimentaux et une analyse de
sensibilité des différents paramètres est réalisée.
1.2.3.2 Transport
Le transport des éléments gazeux ou liquide dans les ISD est un point largement
documenté dans la littérature. En effet, comme nous l’avons mentionné précédemment,
l’objectif principal des travaux de modélisation des écoulements de liquide et de gaz au
sein des ISD est de quantifier les flux de polluants (lixiviats ou biogaz) afin de pouvoir
prévoir et contrôler l’impact des ISD sur l’environnement. C’est pourquoi beaucoup de
modèles que nous avons présentés précédemment couplent les modèles d’écoulement de
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gaz et de liquide à des équations de transport des espèces présentes dans les phases gaz et
liquide (équations de convection-diffusion). Ce type d’équation est décrit par l’équation
1.4.
∂
∂t
(εθCθi) +∇ ·
(
εθCθiVθ
)
= ∇ · (εθD∗ · ∇Cθi) (1.4)
avec θ = γ ou λ
Ici, θ désigne la porosité à la phase mobile θ, Vθ sa vitesse interstitielle (m/s), Cθi la
concentration en espèce i gazeuse ou liquide (mol/m3) et D∗ le tenseur de diffusion-
dispersion moléculaire.
Nous verrons dans le Chapitre 2 que dans notre modèle, nous n’utilisons pas la même
description. En effet, cette écriture en mol/m3 pose le problème de l’évaluation de la
vitesse du constituant i puisque dans ce cas la vitesse considérée est la vitesse molaire
moyenne, alors que la vitesse interstitielle utilisée pour décrire les écoulements est la vitesse
barycentrique. Ces deux vitesses sont naturellement liées entre elles, mais il convient de
prendre garde à la manipulation de ces équations. Pour plus d’informations concernant
cette discussion on pourra se référer aux pages 3 à 9 de l’ouvrage de Taylor and Krishna
(1993).
De nombreux modèles couplent ce type d’équation de transport aux équations de
transport décrites par la loi de Darcy généralisée de façon à simuler le transport convectif
et diffusif des espèces gazeuses et dissoutes dans la phase liquide au sein des ISD. On peut
citer en particulier les travaux de Young (1994); Aran (2001) ou Kindlein et al. (2006).
Comme nous l’avons évoqué précédemment, dans le cas ou l’on utilise les approximations
introduites via l’utilisation des équations de Richards pour décrire les écoulements couplées
de gaz et de liquide, le transport des espèces gazeuses est uniquement diffusif et les auteurs
supposent alors que la vitesse de la phase gaz est nulle (Vγ=0). Cela implique donc des
restrictions fortes sur la répartition spatiale des concentrations de gaz. Les principales
différences entre les modèles développés dans la littérature qui utilisent des équations de
conservation du type 1.4 proviennent de l’évaluation des termes diffusifs. Nous discuterons
en détail de ces approches dans le Chapitre 3.
1.2.3.3 Thermique
Comme nous l’avons mentionné précédemment, la température locale du déchet est
l’un des paramètres qui a un impact important sur l’activité des microorganismes aérobies
et anaérobies. De plus, les processus de biodégradation sont des processus exothermiques
(principalement en condition aérobie), ce qui peut engendrer des déséquilibres thermiques
importants au sein des ISD. C’est pourquoi, beaucoup de modèles, comme celui proposé
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par Young (1994), intègrent une équation de conservation de l’énergie afin de pouvoir
décrire l’évolution des niveaux thermiques locaux dans les ISD (cf. équation 1.5).
∂
∂t
[(εγρgCPγ + ελρlCPλ + εσρsCPσ)T ]
+εγργCPγVγ · ∇T + ελρλCPλVλ · ∇T = ∇ ·
[
k∗ · ∇T ] (1.5)
Dans la relation 1.5, εγ, ελ et εσ désignent les fraction volumiques de gaz, de liquide
et de solide, ργ,ρλ etρσ désignent les masses volumiques des phases gaz, liquide et solide
(kg/m3), CPγ, CPλ et CPσ représentent les capacités calorifiques massiques des phases gaz,
liquide, et solide (J/kg/K), T la température du milieu (K), Vλ vitesse de la phase liquide
(m/s), Vγ vitesse de la phase gaz (m/s) et enfin k∗ désigne le tenseur de conductivité
thermique effective du milieu (J/s/m/K).
On retrouve exactement le même type d’équation de conservation dans les travaux
de El-Fadel et al. (1996); Lanini (1998) ou Kindlein et al. (2006). Les principales diffé-
rences entre les différents modèles résident dans l’évaluation des paramètres comme la
conductivité thermique du milieu.
1.2.3.4 Biodégradation
L’objectif des nombreux travaux de modélisation des procédés de stockage des OM
étant principalement de simuler la production de biogaz par biodégradation, la modélisa-
tion de l’activité biologique aérobie et anaérobie a donc été largement documentée depuis
les années 1950. Néanmoins, plusieurs approches ont été développées et les résultats ob-
tenus sont très disparates.
Biodégradation aérobie Nous ne cherchons pas ici à décrire l’ensemble des modèles
mathématiques utilisés dans la littérature pour décrire les cinétiques de biodégradation
aérobie, mais plutôt à identifier les différentes approches possibles suivant leur degré de
complexité. Une synthèse des différents modèles mathématiques développés depuis les
années 1970 pour décrire les cinétiques de biodégradation aérobie dans les procédés de
compostage est d’ailleurs présentée par Mason (2006). Comme le mentionne Mason (2006),
des cinétiques du premier ordre vis-à-vis du substrat, des cinétiques de type Monod, ou
bien des cinétiques calées empiriquement, peuvent être utilisées pour décrire l’action des
microorganismes aérobies sur un substrat organique.
La digestion aérobie fait intervenir un mécanisme réactionnel complexe. Celui-ci est
composé de réactions en chaîne schématisées sur la Figure 1.8. Sur la Figure 1.8, C(S)1
représente la concentration en carbone organique rapidement biodégradable, C(S)2 repré-
sente la concentration en carbone organique lentement biodégradable, C(S)3 représente
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Fig. 1.8 – Schématisation du mécanisme réactionnel aérobie proposé par (Aguilar-Juarez,
2000)
la concentration en carbone organique très lentement biodégradable, C(aq) représente la
concentration en carbone dissout, C(XA) représente la concentration en biomasse, C(Ac) re-
présente la concentration en carbone acétate, C(O2) représente la concentration en oxygène
et C(CO2) représente la concentration en dioxyde de carbone.
Le mécanisme de biodégradation est relativement complexe et fait intervenir plusieurs
intermédiaires réactionnels (Miller and Clesceri, 2003). Une première étape d’hydrolyse
solubilise le carbone d’origine organique présent dans les déchets solides. Cette étape
conduit à la formation de composés organiques plus simples dissouts en phase aqueuse.
Ceux-ci sont ensuite transformés en acétate par la biomasse acidogène. Le carbone acé-
tate est enfin consommé par les bactéries méthanogènes qui le transforment en dioxyde de
carbone en condition aérobie. Le modèle mathématique le plus complexe que l’on pourrait
développer pour décrire la biodégradation aérobie de la matière organique consisterait à
obtenir une cinétique chimique pour chacune des étapes précédemment décrites. Néan-
moins, Mason (2006) ne mentionne pas de modèle de ce type dans la littérature, et indique
que les modèles proposés ne prennent pas en compte les intermédiaires réactionnels et que
les cinétiques proposées sont des cinétiques globales de consommation du substrat orga-
nique. Ainsi, Aguilar-Juarez (2000) considère que l’étape limitante est l’étape d’hydrolyse
du substrat. Par conséquent, l’unique cinétique qu’il considère est une cinétique d’ordre
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1 vis-à-vis du substrat solide traduisant l’hydrolyse (cf. équation 1.6).
dC(S)i
dt
= −KihC(S)i (1.6)
Dans cette relation, C(S)i est la concentration en carbone organique solide de la fraction i
(kg/m3) et Kih est la constante cinétique d’hydrolyse de ce substrat (jour−1) et t le temps
(jour).
En considérant les trois classes de substrat biodégradable précédemment définies, le
taux de consommation de dioxygène est obtenu en sommant les trois contributions liées
à l’hydrolyse de chacun des substrats (cf. équation 1.7).
RO2 = −
3∑
i=1
YO2/(S)iK
i
hC(S)i (1.7)
Dans l’équation 1.7, RO2 est le taux de consommation d’oxygène (kg/m3/jour) et YO2/(S)i
est le taux de conversion du substrat de classe i par rapport à sa consommation en oxygène.
Cette formulation mathématique est la plus simple, mais également la plus dévelop-
pée pour décrire la biodégradation aérobie de la matière organique présente dans les OM.
Comme nous le verrons par la suite un nombre de dépendances aux facteurs environ-
nementaux doit également être introduit et prend souvent la forme de préfacteurs de la
constante d’hydrolyse (Mason, 2006). Ces dépendances seront décrites en détails dans le
Chapitre 3. D’après Mason (2006), peu de modèles décrits dans la littérature permettent
la simulation correcte du comportement global complexe des centres de compostage. C’est
pourquoi nous présenterons le modèle empirique développé par Pommier et al. (2007) dans
le Chapitre 3. Ce modèle est une alternative entre les modèles trop complexes et les mo-
dèles trop simplistes. Il a également pour avantage de prendre en compte l’impact des
conditions d’humidité locale sur les cinétiques de biodégradation aérobie.
Biodégradation anaérobie Compte tenu du fait que les ISD restent la principale voie
de traitement des déchets ménagers, de nombreux travaux de modélisation des termes
sources anaérobies ont eu lieu. Outre l’influence des paramètres physiques du milieu, la
difficulté de modélisation vient de la complexité du mécanisme réactionnel et du nombre
d’intermédiaires réactionnels à prendre en compte. Il est donc possible de modéliser les
cinétiques de réactions anaérobies de plusieurs façons. Par exemple, dans le modèle de
production et de transport de biogaz présenté par El-Fadel et al. (1996) et ensuite re-
pris par Miller and Clesceri (2003), l’ensemble des intermédiaires réactionnels est pris en
compte. Comme nous l’avons évoqué précédemment, trois catégories distinctes de sub-
strat biodégradable sont considérées. Le schéma réactionnel considéré est présenté sur la
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Figure 1.9.
Fig. 1.9 – Schématisation du mécanisme réactionnel anaérobie proposé par (El-Fadel
et al., 1996)
Sur la Figure 1.9, C(S)1 représente la concentration en carbone organique rapidement
biodégradable, C(S)2 représente la concentration en carbone organique lentement biodé-
gradable, C(S)3 représente la concentration en carbone organique très lentement biodégra-
dable, C(aq) représente la concentration en carbone dissout, C(XA) représente la concentra-
tion en biomasse acidogène, C(Ac) représente la concentration en carbone acétate, C(XM)
représente la concentration en biomasse méthanogène, C(O2) représente la concentration
en oxygène, C(CO2) représente la concentration en dioxyde de carbone et C(CH4) concen-
tration en méthane.
La première étape de ce mécanisme est l’hydrolyse du substrat organique solide. Cette
étape est l’étape limitante du processus. La cinétique de cette étape est classiquement
Damien CHENU - Thèse - 2007
IMFT - INPT
36 CHAPITRE 1. INTRODUCTION SUR LES ISD BIORÉACTEURS
assimilée à une réaction de premier ordre vis-à-vis de la concentration en substrat (cf.
équation 1.8).
dC(S)i
dt
= −Kih anaC(S)i (1.8)
Ici, C(S)i représente la concentration en carbone organique solide de la fraction i (kg/m3)
et Kih ana désigne la constante cinétique d’hydrolyse anaérobie de ce substrat (jour−1) et
t le temps (jour).
Ensuite, l’ensemble des cinétiques impliquant les autres espèces chimiques et biolo-
giques mentionnées sur la Figure 6 ont des cinétiques de type Monod et leur taux de
formation net est la somme des termes de production et de consommation où ils inter-
viennent. Les expressions mathématiques de ces taux de formation sont données par les
équations (cf équations 1.9 à 1.14) :
dC(aq)
dt
=
3∑
i=1
Kih anaC(S)i −
µA
YA
C(aq)
KSA + C(aq)
C(XA) (1.9)
dC(XA)
dt
=
(
µA
C(aq)
KSA + C(aq)
−KdA
)
C(XA) (1.10)
dC(XM)
dt
=
(
µM
C(Ac)
KSM + C(Ac)
−KdM
)
C(XM) (1.11)
dC(Ac)
dt
= YHAc
[
(1− YA) µA
YA
C(aq)
KSA + C(aq)
+KdA
]
C(XA)
−
[
µM
YM
C(Ac)
KSM + C(Ac)
]
C(XM) (1.12)
dC(CH4)
dt
= YCH4
[
(1− YM) µM
YM
C(Ac)
KSM + C(Ac)
+KdM
]
C(XM) (1.13)
dC(CO2)
dt
= (1− YHAc)
[
(1− YA) µA
YA
C(aq)
KSA + C(aq)
+KdA
]
C(XA)
+ (1− YCH4)
[
(1− YM) µM
YM
C(Ac)
KSM + C(Ac)
+KdM
]
C(XM) (1.14)
Dans ces relations, C(S)i est la concentration massique en carbone organique solide (kg/m3),
i=1,2,3 , C(aq) est la concentration massique en carbone aqueux (kg/m3), C(XA) est la
concentration massique en biomasse acidogène (kg/m3), C(XM) est la concentration mas-
sique en biomasse méthanogène (kg/m3), C(Ac) est la concentration massique en carbone
acétate (kg/m3), C(CO2) est la concentration massique en dioxyde de carbone (kg/m3),
C(CH4) est la concentration massique en méthane (kg/m3), YA est le taux de conversion
massique du carbone dissous en biomasse acidogénique (kg/kg), µA est le taux de crois-
sance maximum de la biomasse acidogène (jour−1), KSA est la constante de demi satura-
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tion pour la biomasse acidogène (kg/m3), KdA est la constante cinétique de décroissance
de la biomasse acidogène (jour−1), Khi est la constante d’hydrolyse du constituant solide
i (jour−1), YM est le taux de conversion massique de l’acétate en biomasse méthanogène
(kg/kg),µM est le taux de croissance maximum de la biomasse méthanogène (jour−1),
KSM est la constante de demi saturation pour la biomasse méthanogène (kg/m3) , KdM
est la constante cinétique de décroissance de la biomasse méthanogène (jour−1), YHAc est
le taux de conversion du carbone acétate (kg/kg) et YCH4 est le taux de conversion du
méthane (kg/kg).
Ce modèle est complexe et prend en compte plusieurs intermédiaires réactionnels chi-
miques (Acetate et Carbone organique aqueux) et biologiques (biomasse acidogène et
acétogène). L’ensemble des coefficients intègre des dépendances vis-à-vis des conditions
physiques d’exploitation comme la température ou le pH. Ce type d’approche est déjà une
vision simplifiée des mécanismes de biodégradation anaérobie. Néanmoins, la plupart des
modèles cinétiques de production de biogaz qui s’attachent à prendre en compte les mé-
canismes de biodégradation anaérobie considère un mécanisme à trois étapes (hydrolyse,
acidogénèse et méthanogénèse) avec deux intermédiaires réactionnels chimiques (matière
organique dissoute et acétate). Par exemple, Kiely et al. (1997) adoptent une approche
similaire à celle proposée par El-Fadel et al. (1996). La principale différence entre ces
deux modèles réside dans le choix des modèles mathématiques utilisés pour décrire les
différentes cinétiques impliquées. Et ceci est vrai principalement pour la croissance des
espèces biologiques puisque Kiely et al. (1997) utilisent des modèles plus complexes pour
décrire les termes de croissance bactériologique et intègrent un terme d’inhibition. Nous ne
détaillerons pas explicitement tous ces modèles, mais cela indique la disparité des modèles
utilisés pour décrire la biodégradation anaérobie. Néanmoins, ce type de modèle complet
n’est intéressant que lorsque l’on s’intéresse explicitement à la chimie des bioréacteurs et
que la dynamique des phases intervient peu. En effet, si l’on utilise ce type de modèle
complexe couplé à un modèle d’écoulement, par exemple, les temps de calculs deviennent
très longs (Husain, 1998). De plus, ce type de modèle peut aisément être simplifié puisque
l’étape d’hydrolyse du substrat solide est l’étape limitante du processus. Par conséquent,
seule la cinétique de cette étape d’hydrolyse nécessite d’être modélisée (Vavilin et al.,
1996, 2002, 2004; Haarstrick et al., 2001; Mora-Naranjo et al., 2004).
Ensuite, il est possible d’introduire divers niveaux de complexité dans l’expression de
la cinétique de réaction d’hydrolyse Husain (1998). L’expression la plus simple et la plus
communément utilisée est la réaction d’ordre 1 vis-à-vis du substrat solide. Il est également
possible de décrire ces cinétiques par des modèles de type Monod ou Contois Vavilin et al.
(2004). Dans la plupart des études de modélisation de centre de stockage, l’objectif est de
pouvoir prévoir des flux de gaz globaux. De ce fait, seule une cinétique de production de
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biogaz est nécessaire et il est souvent considéré que les microorganismes sont présents en
quantité suffisante par rapport au substrat. La dynamique de croissance ou de décroissance
de la biomasse est ainsi négligée. C’est pourquoi une cinétique d’ordre 1 vis-à-vis du
substrat a souvent été utilisée (Findikakis and Leckie, 1979; Arigala et al., 1995; Manna
et al., 1999; Nastev et al., 2001; Hashemi et al., 2002). Cela revient à considérer le modèle
de El-Fadel et al. (1996), mais en ne prenant en compte que la première étape. La constante
d’hydrolyse doit alors éventuellement tenir compte de dépendances plus complexes. Les
autres cinétiques de réactions sont déduites à l’aide de facteurs multiplicatifs intégrant des
taux de conversion. Sur la base de cette hypothèse, (Findikakis and Leckie, 1979; Arigala
et al., 1995; Zacharof and Butler, 1999; Nastev et al., 2001) ou (Hashemi et al., 2002)
intègrent ces cinétiques de premier ordre par rapport au temps et obtiennent des termes
sources sous la forme d’exponentielles du temps. Par exemple, dans le cas d’un substrat
unique :
RCH4 = Kh anaCOe
−Kh anat (1.15)
Ici, RCH4 est le taux de production de méthane (mol/L/s), Kh ana esl la constante d’hy-
drolyse du substrat converti en méthane (1/s), CO est la capacité totale de génération de
biogaz (mol/L) et t est le temps (s). Le problème de ce type d’approche est qu’il n’est
valable que dans le cas de régimes " permanents " correspondant à des conditions limites
et initiales compatibles avec ce qui est en fait une solution particulière du problème ré-
actionnel que l’on appelle communément intégrale première. En particulier, on imagine
bien que ce type de modèle est incapable de prendre en compte une quelconque variation
des conditions locales de disponibilité du substrat par exemple. Or ces termes exponen-
tiels sont couramment utilisés même dans des cas d’études en régimes non permanents,
non compatibles avec les conditions d’émergence de cette solution particulière. Il est donc
important de bien noter cela afin d’éviter toute erreur d’interprétation.
L’étude bibliographique des modèles décrivant les termes sources anaérobies montre
la diversité des approches qui peuvent être adoptées. Tout d’abord, il sera important
dans notre approche d’essayer de choisir les modèles les plus adaptés. C’est-à-dire que,
compte tenus de nos objectifs de modélisation, il ne sera sans doute pas viable de décrire
complètement les schémas réactionnels impliqués. Le choix du schéma simplifié le plus
pertinent devra être fait. De plus, les dépendances aux paramètres physiques sont très
importantes et il sera nécessaire de les prendre en compte dans les constantes cinétiques
que nous utiliserons. Enfin, nous éviterons toute utilisation de la formulation exponentielle
des termes de production de biogaz car elle n’est pas adaptée à nos objectifs. Le modèle
utilisé sera décrit en détail dans le Chapitre 3.
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1.2.4 Modèle retenu
L’objectif des travaux présentés ici est de modéliser le comportement des bioréacteurs.
Le principe des bioréacteurs étant de réinjecter les lixiviats dans le but de stabiliser
plus rapidement le massif de déchets, et par la même occasion de produire du biogaz
plus rapidement, il est primordial de modéliser correctement l’écoulement des liquides
et des gaz dans les casiers. De plus, il est nécessaire de pouvoir prévoir au minimum la
composition du biogaz en méthane, par conséquent il est également nécessaire de décrire
correctement les transferts de masse. L’impact des conditions thermiques à la fois sur le
comportement biologique et physique du système est également important. Les transferts
d’énergies doivent donc également être considérés avec attention.
Comme le suggère El Fadel et al. (1997), la modélisation des transferts dans les ISD et
en particulier dans les bioréacteurs manque d’une vision globale, car peu de modèles
cherchent à coupler l’ensemble des transferts et, également, d’une approche physico-
chimique précise. Tout d’abord, nous avons pu remarquer que très peu de modèles couplent
les périodes aérobies et anaérobies. Ils ne permettent donc pas de décrire le casier sur l’en-
semble de son exploitation. Ensuite, la plupart des modèles ne prennent pas en compte le
caractère multi-échelles des casiers de stockage. Il est en effet intéressant plutôt que d’ap-
pliquer des équations génériques macroscopiques sans savoir si elles sont applicables, de
dériver un modèle d’un jeu d’équations microscopiques dont on est certain de la validité.
Le couplage entre les écoulements gazeux et liquide est également très rarement pris en
compte. Or, les transferts de masse entre ces deux phases sont importants et les écoule-
ments diphasiques en milieu poreux peuvent être sensiblement différents des écoulements
monophasiques. Enfin, aucun modèle ne prend en compte de phase biofilm, dont on a vu
qu’elle a un rôle primordiale, puisque c’est au sein du biofilm que l’ensemble des processus
de biodégradation ont lieu.
Le modèle mathématique que nous présentons dans le Chapitre 2 intègre donc quatre
phases distinctes : deux phases mobiles que sont les phases gaz et liquide et deux phases
immobiles que sont les phases solide et biofilm. Le modèle permet de décrire les écou-
lements des phases mobiles via l’utilisation de lois de Darcy généralisées et l’utilisation
des équations de Richards est proscrite. Quatre classes de déchets solides sont considé-
rées, ainsi que cinq espèces chimiques majoritairement présentes sous forme gazeuse ou
liquide (N2, CO2, CH4, O2 et H2O). Le transport de chacune de ces espèces est pris
en compte et un modèle cinétique de biodégradation aérobie et anaérobie est développé.
Enfin, le modèle intègre également la conservation de l’énergie totale du système. Cha-
cune des équations de conservation à l’échelle macroscopique est dérivée des équations de
conservation valables à l’échelle inférieure via un processus de changement d’échelle.
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Chapitre 2
Mise en place du modèle mathématique
Dans le Chapitre 1, nous avons défini les bases du modèle conceptuel permettant
de décrire les milieux réactifs que représentent les ISD. Le modèle mathématique doit
intégrer le transport diphasique de masse et de chaleur dans le milieu poreux formé par
les OM, en prenant en compte les mécanismes biologiques régissant la biodégradation de la
matière organique. L’ensemble de ces processus de biodégradation doit être localisé dans
une phase continue que l’on nomme biofilm. Le modèle doit également pouvoir prendre
en compte les hétérogénéités liées à la structure de la matrice poreuse. Pour des raisons
pratiques, le modèle développé décrit les phénomènes à une échelle supérieure à la taille
caractéristique des plus petites hétérogénéités présentes dans les OM. Ce chapitre a pour
objet de développer le modèle mathématique qui sera ensuite utilisé dans le programme
et de justifier la forme des équations de conservation utilisées dans ce modèle.
2.1 Objectifs et méthode
Notre objectif est d’obtenir un modèle mathématique permettant de décrire les trans-
ferts réactifs couplés de masse et de chaleur au sein des ISD. Ce modèle doit intégrer l’en-
semble des fonctionnalités mentionnées dans le choix du modèle conceptuel. L’approche
la plus commune consiste à obtenir et à résoudre le système d’équations de conservation
de masse, de quantité de mouvement et de chaleur décrivant les transferts considérés. Or
ces équations de conservation ne sont valables que pour des phases continues. Comme
nous l’avons mentionné dans le Chapitre 1, la matrice poreuse formée par les OM est for-
tement hétérogène en taille, en composition ainsi qu’en propriétés physiques. De ce fait,
d’un point de vue conceptuel, la distinction des phases continues gaz, liquide, biofilm et
solide ne peut se faire qu’à l’échelle du pore, voire à l’échelle du micro-organisme si l’on
considère les hétérogénéités de composition des biofilms.
Partant de ce constat, l’idéal pour décrire ce genre de système est d’écrire les équations
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de conservations et les relations aux interfaces entre phases à l’échelle du pore, puis de
résoudre le système ainsi obtenu par simulation numérique direct (méthode DNS pour
"Direct Numerical Solution"). Malheureusement, ce type de simulation est extrêmement
coûteuse en ressource informatique et nécessite une connaissance fine de la structure
microscopique du matériau considéré. Elle n’est donc pas adaptée pour les calculs sur
des systèmes hétérogènes de grandes dimensions, comme les ISD bioréacteurs. De ma-
nière classique, il est donc nécessaire d’utiliser une méthode de changement d’échelle afin
de s’affranchir de ces difficultés. Le but de l’ensemble de ces méthodes de changement
d’échelle est d’obtenir un modèle macroscopique à l’échelle dite de Darcy décrivant le
comportement moyen du système considéré indépendamment des échelles supérieures et
inférieures. Une telle approche ne peut s’appliquer qu’à des systèmes où les échelles sont
Fig. 2.1 – Différentes échelles caractéristiques
découplées (Bear and Bachmat, 1991; Whitaker, 1999). Sur la Figure 2.1, les différentes
échelles qui interviennent lors du processus de modélisation sont représentées : depuis
l’échelle du casier de stockage (de dimension L) jusqu’à l’échelle des bactéries en passant
par l’échelle du pore (caractérisée par la dimension moyenne du pore l) et par l’échelle
macroscopique de Darcy (de dimension caractéristique r). Les conditions de découplage
des échelles permettant d’appliquer les méthodes de prise de moyenne volumique sont
définies par la relation 2.1.
l << r << L (2.1)
Dans le cas des ISD, il semble possible de définir un Volume Elémentaire Représentatif
(VER) de dimension caractéristique r permettant de satisfaire aux conditions énoncées
par l’équation 2.1. Ce VER est notamment choisi suffisamment petit pour prendre en
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compte la structure microscopique du système mais suffisamment grand pour décrire le
comportement global du matériau. En d’autres termes, la dimension caractéristique du
VER doit notamment être plus grande que la longueur de corrélation des hétérogénéités à
l’échelle du pore, et plus petite que la longueur de corrélation des hétérogénéités à l’échelle
du massif de déchet. La définition précise du VER en terme de dimension est très difficile
à obtenir pour des systèmes complexes comme la matrice poreuse formée par les OM.
Néanmoins, nous considérons qu’il est possible de définir une dimension r respectant la
relation 2.1 et permettant de définir le VER.
2.1.1 Milieu poreux effectif
Les approches par changement d’échelle sont très répandues dans le développement
de modèles mathématiques complexes décrivant en particulier les phénomènes physico-
chimiques intervenant dans les milieux poreux. Les recherches sur ces approches ont été
particulièrement motivées par les applications hydro-géologiques et pétrolières car elles
aident à la description des phénomènes à très grande échelle. En effet, de telles approches
permettent d’obtenir un milieu dit effectif qui traduit le comportement moyen d’un milieu
hétérogène. L’enjeu des démarches de changement d’échelle est donc de trouver les modèles
et d’attribuer les propriétés adéquates au milieu effectif. Dans le domaine du transport
multi-constituants réactif en milieux poreux nous pouvons citer par exemple les travaux
de Roos et al. (2003) qui développent un modèle de transport macroscopique au sein
des piles à combustible ou nos propres travaux Quintard et al. (2006) concernant un
modèle général de transport de masse multiconstituant non-linéaire en milieu poreux. Par
définition, le milieu effectif doit avoir le même comportement moyen que le milieu détaillé
placé dans les mêmes conditions. Contrairement à la majorité des modèles utilisés dans
la littérature (cf. Chapitre 1), nous prenons donc le parti de ne pas considérer à priori la
forme des équations macroscopiques régissant les phénomènes à l’échelle de Darcy. Nous ne
considérons pas de milieu effectif connu "a priori", mais nous cherchons à définir ce milieu
ainsi que ses propriétés effectives en utilisant une approche par changement d’échelle.
Nous utilisons donc les équations de conservations décrites à l’échelle microscopique pour
dériver un système d’équations à l’échelle de Darcy. L’intérêt de la démarche dans notre
cas peut être expliqué de la manière suivante. Si les mécanismes de transferts élémentaires
(écoulement monophasique, dispersion d’un traceur, etc...) ont fait l’objet de nombreux
travaux, le problème considéré dans la thèse est caractérisé par le couplage de nombreux
mécanismes, dans un système lui-même déjà très complexe, marqué par la présence de
plusieurs phases et constituants. En conséquence, il ne sera pas possible de dériver toutes
les équations macroscopiques, en explicitant complètement tous les passages micro-macro.
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Il est intéressant, par contre, d’aller le pus loin possible afin de comprendre les problèmes
que posent la description macroscopique de tels systèmes, et d’identifier les problèmes
non-résolus, qui seront dans la thèse traités de manière semi-heuristique.
2.1.2 Méthodes de changement d’échelle
Comme nous l’avons exposé précédemment, la démarche la plus simple pour obtenir le
comportement moyen du système à l’échelle de Darcy consiste à le déduire des résultats
de simulation numérique directe à l’échelle microscopique. Cette méthode n’est souvent
pas aisée à mettre en oeuvre du fait de la complexité structurelle des milieux considérés.
Il existe donc d’autres méthodes théoriques dites de "changement d’échelle" qui servent
d’outils à l’obtention d’équations décrivant le comportement moyen du système à partir de
considérations microscopiques. Nous ne cherchons pas ici à comparer de façon exhaustive
l’ensemble de ces méthodes, mais uniquement à définir et illustrer leur principe. Les mé-
thodes de changement d’échelle cherchent à représenter les champs microscopiques comme
la somme de champs moyens et de fluctuations autour de cette moyenne. Dans le cas où
ces fluctuations peuvent être reliées aux champs moyens ou à leurs dérivées spatiales, on
obtient une forme fermée du système d’équations macroscopiques. Le modèle macrosco-
pique ainsi obtenu peut être utilisé pour décrire les phénomènes régissant le milieu poreux
effectif considéré. On notera que la fermeture du système d’équations moyennées n’est pas
toujours évidente à résoudre, en particulier lorsque la structure microscopique du milieu
poreux est complexe et les mécanismes en jeu nombreux et complexes.
Différentes techniques de changement d’échelle existent. On citera en premier les mé-
thodes stochastiques (Matheron, 1965; Dagan, 1989). Le principe de ces méthodes consiste
à considérer les variables physiques comme des variables aléatoires. L’hétérogénéité locale
des propriétés du milieu est alors caractérisée par les lois de probabilités associées aux
variables aléatoires représentant le milieu. Les propriétés microscopiques du milieu ne
sont alors plus considérées comme des valeurs locales, mais comme un échantillon de la
variable aléatoire associée. En moyennant ces valeurs locales, on obtient les propriétés du
milieu poreux effectif homogène soumis aux mêmes conditions aux limites. Cette méthode
se base sur les hypothèses de stationnarité et d’ergodicité et nécessite de connaître les lois
de distribution des propriétés locales. Ce type d’approche est largement utilisé dans la
littérature, notamment en hydrogéologie et dans le domaine pétrolier.
D’autres méthodes de changement d’échelle dérivent des modèles macroscopiques sans
utiliser d’approche statistique. Parmi ces méthodes, on peut citer les méthodes d’homo-
généisation introduites par Bensoussan et al. (1978) et Sanchez-Palencia (1980) ou les
méthodes de prise de moyenne volumique introduites par Whitaker (1967), Marle (1967)
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ou Whitaker (1999). Le principe des méthodes d’homogénéisation consiste à réaliser une
analyse asymptotique des variables du problème en utilisant des développements en sé-
ries par rapport à un petit paramètre caractéristique du facteur d’échelle micro/macro.
Ceci revient à supposer qu’il existe deux types de variables de temps et d’espace. Une
famille de variables dites lentes est liée à l’échelle macroscopique et une deuxième famille
de variables dites rapides est liée à l’échelle microscopique du système. Le développement
des équations de conservation en introduisant ces variables permet d’obtenir un système
d’équations pour chacune des deux familles. La "fermeture" du système consiste à intro-
duire une relation entre les deux familles de variables.
Le principe de la méthode de prise de moyenne volumique est similaire. Elle consiste à
intégrer les équations du modèle microscopique valables à l’échelle du pore sur un volume
d’intégration représenté par le VER et à décomposer les variables microscopiques locales
en la somme d’une valeur moyenne macroscopique et d’une déviation spatiale (Gray,
1975; Whitaker, 1999). L’introduction de cette décomposition spatiale dans les équations
de conservation écrites à l’échelle du pore permet d’obtenir un système d’équations pour
les variables macroscopiques moyennes et un système d’équations pour les déviations
spatiales. La résolution approchée de ce système couplé est obtenue sous la forme d’un
problème de fermeture permettant de relier les déviations aux champs moyens ou à leurs
dérivées spatiales. On obtient alors une forme fermée du système d’équations macrosco-
piques qui peut être manipulée seule pour traiter les problèmes à l’échelle macroscopique.
Dans notre cas, nous avons utilisé la technique de prise de moyenne volumique pour
réaliser le changement d’échelle. La raison de ce choix réside dans le fait que cette mé-
thode apporte un fil directeur précis pour exprimer les bilans globaux, détecter les termes
d’échange interfaciaux, etc... Tout comme les méthodes d’homogénéisation, elle n’entraîne
pas a priori d’hypothèses très contraignantes sur la microstructure du milieu. D’autre part,
elle confère une signification physique explicite aux propriétés moyennes obtenues au terme
du processus de changement d’échelle. Ceci peut être très intéressant pour l’exploitation de
résultats expérimentaux. Toutes ces méthodes de changement d’échelles sont bien connues
aujourd’hui, on ne présentera donc ici que les éléments essentiels à la compréhension, et
on renvoie à la littérature pour les discussions classiques sur les approximations utilisées,
la démonstration des théorèmes nécessaires, etc... Si l’on considère un système composé de
deux phases notées θ et ζ, pour toute variable ψθ microscopique associée à la phase θ, on
associera une variable moyenne 〈ψθ〉 définie par l’équation 2.2. 〈ψθ〉 est appelée moyenne
superficielle.
〈ψθ〉 = 1
V
∫
Vθ
ψθdV (2.2)
On définira également la moyenne intrinsèque 〈ψθ〉θ par l’équation 2.3, moyenne qui a une
Damien CHENU - Thèse - 2007
IMFT - INPT
46 CHAPITRE 2. MISE EN PLACE DU MODÈLE MATHÉMATIQUE
signification physique plus directe notamment dans le cas de concentrations.
〈ψθ〉θ = 1
Vθ
∫
Vθ
ψθdV (2.3)
La moyenne superficielle est reliée à la moyenne intrinsèque via la porosité du milieu à la
phase θ (cf. équation 2.4).
〈ψθ〉 = θ 〈ψθ〉θ (2.4)
Nous rappelons ci-dessous les théorèmes de prise de moyenne utiles pour la suite du
développement :
〈∇ψθ〉 = ∇〈ψθ〉+ 1
V
∫
Aθζ
ψθnθζdA (2.5)〈∇ · ψθ〉 = ∇ · 〈ψθ〉+ 1
V
∫
Aθζ
ψθ · nθζdA (2.6)〈
∂ψθ
∂t
〉
=
∂ 〈ψθ〉
∂t
− 1
V
∫
Aθζ
ψθwθζ · nθζdA (2.7)
Dans ce travail, l’intérêt de la prise de moyenne est d’obtenir une description macrosco-
pique des phénomènes que nous souhaitons modéliser et de définir de nouvelles propriétés
effectives générées par le processus de changement d’échelle. Dans la suite de ce cha-
pitre, nous allons présenter la démarche utilisée pour obtenir le modèle macroscopique de
transport réactif dans les ISD bioréacteurs.
2.2 Modèle microscopique
Comme nous venons de le voir, la première étape de la démarche de changement
d’échelle consiste à obtenir le jeu d’équations à l’échelle microscopique qui régit les conser-
vations de masse de chaque constituant que nous souhaitons modéliser, de quantité de
mouvement et de chaleur dans chaque continuum. Compte tenu des objectifs développés
dans le Chapitre 1, un certain nombre d’hypothèses simplificatrices est considéré. Nous
supposons en particulier que les phases solide et biofilm sont immobiles. Cela signifie que
le squelette de la phase solide formé par la matrice déchet conserve sa structure, bien
que le substrat organique solide soit consommé par biodégradation. Cette hypothèse peut
être justifiée par le fait qu’une partie non négligeable de la matrice solide est composée
de déchet classé "inerte" qui ne subit aucune dégradation biologique. C’est cette fraction
inerte qui fournit à la matrice solide sa structure mécanique. De même, nous ne consi-
dérons pas de croissance du biofilm ou de modification de sa structure. Cette hypothèse
est plus restrictive, et est largement dictée par l’état d’avancement de la recherche dans
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ce domaine. Comme nous l’avons dit précédemment, il n’était pas possible dans le cadre
de ce travail de résoudre tous les problèmes. Dans la suite du document, nous utiliserons
l’indice γ pour désigner la phase gaz, l’indice λ pour désigner la phase liquide, l’indice β
pour désigner la phase biofilm, ainsi que l’indice σ pour désigner la phase solide.
Dans la suite du document, ωθi désigne la fraction massique du constituant i dans la
phase θ. Par conséquent, pour chacune des phases, la contrainte définie par l’équation 2.8
sera applicable. ∑
i∈θ
ωθi = 1 (2.8)
2.2.1 Modélisation du biofilm
Comme nous l’avons signalé précédemment, la phase biofilm est elle-même hétérogène
puisqu’elle est constituée d’un mélange d’eau et de matériaux biologiques intra et extracel-
lulaires. Il est donc nécessaire d’obtenir un modèle de biofilm à l’échelle microscopique
permettant de décrire la conservation des quantités physiques dans le biofilm et dérivant
des équations de conservation à l’échelle sub-microscopique.
La modélisation des biofilms est assez récente et représente un enjeu important pour la
compréhension et l’optimisation d’un nombre important de procédés bio-physico-chimiques.
La plupart des modèles de biofilms présente les mêmes inconvénients que ceux exposés
pour la modélisation des ISD. Picioreanu and Van Loosdrecht (2003) présentent une syn-
thèse des enjeux que représente la modélisation des biofilms. En effet, les techniques
récentes d’imagerie et de mesure comme la CSLM (Confocal Scanning Laser Microscopy)
permettent de mettre en évidence que la structure des biofilms est complexe et ne se
résume pas uniquement à une couche homogène de bactéries. Bien au contraire, suivant
les conditions de développement (présence ou non de nutriments, conditions hydrodyna-
miques locales, etc ...), le développement des biofilms conduit souvent à une structure 3D
complexe et hétérogène. Par exemple, Zhang and Herbert (2001) produisent des images
3-D de biofilms en utilisant un microscope à laser confocal. Ceci leur permet en particulier
de mesurer la teneur volumique en polymères extra-cellulaires présents dans les biofilms.
Ils obtiennent ainsi des indices sur les processus de formation et de développement des
biofilms puisque ces substances sont à l’origine de l’adhésion des bactéries. Ces hétérogé-
néités de structure ont également un impact fort sur les propriétés de transport local au
sein du biofilm. Picioreanu and Van Loosdrecht (2003) divisent les modèles de biofilm en
deux grandes familles.
La première famille de modèles (IbM : Individual-based Modelling ) s’attache à décrire
le biofilm du point de vue de chaque bactérie. Par exemple, Kreft et al. (2001) considèrent
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les bactéries comme des sphères de volume et de densité variables auxquelles des lois
d’évolution et de réaction sont associées. L’utilisation de ce type de modèle comporte
deux étapes : dans une première étape, le problème de croissance des bactéries est résolu
et, dans une deuxième étape, le transport des espèces et l’écoulement sont résolus. La
répétition de ces deux étapes permet de simuler l’évolution du biofilm. L’avantage de ce
type de modèle est qu’ils ont une signification directe d’un point de vue microbiologique.
En revanche, ce type d’approche est difficile à utiliser si l’on cherche à modéliser des
procédés sur des grandes tailles.
La deuxième famille de modèle (BbM : Biomass-based Modelling) considère le bio-
film comme un système multiphasique et l’évolution du biofilm n’est plus décrite par la
croissance de chaque bactérie, mais par l’évolution dans chaque volume unitaire de la
concentration de bactéries. Par rapport à la taille caractéristique des bactéries, ce type de
description est macroscopique. Deux types d’approches se distinguent pour décrire l’évo-
lution du biofilm. La première utilisée par Picioreanu (1996) ou Noguera et al. (1999)
consiste à utiliser un modèle de biomasse discret permettant de définir l’évolution du bio-
film. La zone occupée par la biomasse est divisée en volumes élémentaires et des règles
d’invasion par la biomasse de chaque volume élémentaire sont introduites en fonction de
la présence ou non de biomasse dans les volumes adjacents. Cette approche discrète ne
permet malheureusement pas de décrire physiquement l’évolution du biofilm. La deuxième
approche utilisée par les modèles BbM consiste à considérer la biomasse comme un conti-
nuum. Un jeu d’équations de conservation est alors écrit pour la phase biofilm dans sa
globalité. Par exemple, les travaux de Suchomel et al. (1998); Murphy and Ginn (2000);
Eberl et al. (2000); Tiwari and Bowers (2001); Chen-Charpentier and Kojouharov (2003)
décrivent les transferts de masse réactifs et de quantité de mouvement dans une phase
biofilm en écrivant les équations de conservation classiques pour une phase continue. L’in-
troduction de termes réactifs et de coefficients de diffusion adaptés (Hinson and Kocher,
1996; Stewart, 1998) est alors nécessaire. Il est néanmoins impossible de justifier rigoureu-
sement la validité de ces modèles puisqu’ils ne découlent pas d’équations de conservation
écrites pour un milieu "réellement" continu. Même dans une approche multi échelle pro-
posée par Mysliwiec et al. (2001), les équations de conservation classiques sont appliquées
à la phase biofilm. Néanmoins, les auteurs signalent que ces équations proviennent d’une
première prise de moyenne sur la phase entière.
A propos de l’évaluation des propriétés effectives de diffusion dans les biofilms, Stewart
(1998) présente une revue bibliographique des méthodes de mesure existantes. Il décrit les
différentes approches possibles pour évaluer correctement les coefficients de diffusion dans
les biofilms. En effet, dans beaucoup de publications, faute de pouvoir mesurer les diffusi-
vités réelles dans la phase biofilm, les auteurs utilisent par défaut les valeurs de diffusivité
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dans l’eau. Or il s’avère que des mesures de diffusivité par différentes méthodes montrent
que les valeurs obtenues sont très différentes de celles que l’on obtient dans l’eau. Ces
différences sont principalement dues, d’une part, aux propriétés physico-chimiques des
espèces qui diffusent et, d’autre part, à la densité du biofilm (ou, mieux, aux fractions
volumiques des cellules et des polymères extracellulaires). Plusieurs études expérimentales
se sont attachées à mesurer les propriétés de diffusion effective de certaines substances
chimiques dans des biofilms de compositions et de structures diverses. Par exemple, Beu-
ling et al. (1998) utilisent les propriétés magnétiques de certains traceurs pour mesurer
la diffusivité effective de l’eau dans des biofilms "synthétiques", qui sont en réalité des
gels. Le même type de mesure est appliquée à des biofilms de culture. La comparaison
des deux types d’expérience permet d’appréhender l’influence de la teneur en polymères
extra-cellulaires sur les propriétés diffusives des biofilms. Beuling et al. (1998) obtiennent
ainsi un modèle de diffusion effective de l’eau et du glucose dans les biofilms. Ce modèle
corrèle la diffusion effective avec la diffusion en phase continue, la tortuosité du biofilm
ainsi que la teneur en particules imperméables. Ces travaux sont complétés et validés par
Beuling et al. (2000). De même, partant du constat que les biofilms ont des structures
fortement hétérogènes et qu’ils peuvent présenter des "tunnels", Bryers and Drummond
(1998) critiquent l’approche classique utilisée pour déterminer les propriétés de trans-
port dans les biofilms. En effet, cette méthode considère que les biofilms se comportent
comme des gels homogènes. Or la structure complexe des biofilms influence fortement les
propriétés effectives de transport. Bryers and Drummond (1998) utilisent donc les tech-
niques de fluorescence pour mesurer les propriétés de diffusion locale de macromolécules
dans un biofilm. Les résultats obtenus mettent en évidence une variation importante des
concentrations locales.
Pour prendre en compte la structure du biofilm, Stewart (1998) considère l’équilibre
entre la phase aqueuse du biofilm et chaque constituant cellulaire du biofilm. Il compare
ensuite différents modèles de diffusion effective introduisant une résistance à la diffusion
due à la présence de la biomasse. Le modèle que développe Hinson and Kocher (1996)
semble le plus robuste pour décrire l’ensemble de la banque de données expérimentales
étudiée par Stewart (1997). Ce modèle suppose que la résistance à la diffusion due aux
cellules et aux matériaux extra-cellulaires est additive. Néanmoins, compte tenu de la com-
plexité structurelle des biofilms, aucun modèle d’évaluation des propriétés de transport
n’est encore capable de reproduire le comportement macroscopique observé expérimenta-
lement dans les films biologiques. Enfin, une alternative aux approches de modélisation
traditionnelles, consiste à la mise en place de modèles microscopiques issus d’une étape
de changement d’échelle pour le biofilm (cf. Figure 2.2). Ceci a été discutée par Wood
and Whitaker (1998); Wood et al. (2000, 2002a,b, 2004). Le modèle microscopique ob-
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Fig. 2.2 – Changement d’échelle : de l’échelle des cellules à l’échelle du biofilm
tenu considère le biofilm comme une phase continue et introduit des coefficients effectifs
de transport au sein de cette phase. Nous nous baserons sur les développements propo-
sés dans ces articles pour définir les équations de conservations microscopiques que nous
utiliserons pour décrire la phase biofilm.
2.2.2 Espèces gazeuses
Conservation de masse. Nous considérons ici le modèle microscopique de conservation
de masse des espèces gazeuses. Comme nous l’avons mentionné plus haut, ces espèces sont
le dioxygène (O2), le dioxyde de carbone (CO2), le méthane (CH4) ainsi que le diazote
(N2). Dans l’ensemble de cette partie, l’indice i désignera indépendamment l’une de ces
espèces. Les équations 2.9 et 2.10 décrivent respectivement la conservation de l’espèce i
dans la phase gaz et la phase liquide.
∂ργωγi
∂t
+∇ ·
(
ργωγivγ + jγi
)
= 0 (2.9)
∂ρλωλi
∂t
+∇ · (ρλωλivλ + jλi) = 0 (2.10)
Nous considérons que la phase biofilm est immobile puisqu’elle est adsorbée sur la sur-
face solide formée par le substrat que nous considérons elle-même immobile. L’équation
2.11 décrit le transport d’une espèce i dissoute dans la phase biofilm et majoritairement
présente sous forme gazeuse.
∂ρβωβi
∂t
+∇ ·
(
jβi
)
= rβi (2.11)
Conditions aux interfaces. A chacune des interfaces entre phases, des conditions de
flux ou d’équilibre doivent être introduites de façon à compléter le problème. Pour les flux
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de masse aux interfaces sont imposées des conditions de conservation de flux (équations
2.12 à 2.14).
nγλ ·
[
ργωγi
(
vγ − wγλ
)
+ jγi
]
= nγλ ·
[
ρλωλi
(
vλ − wγλ
)
+ jλi
]
sur Aγλ (2.12)
nβγ ·
[
−ρβωβiwβγ + jβi
]
= nβγ ·
[
ργωγi
(
vγ − wβγ
)
+ jγi
]
sur Aβγ (2.13)
nβλ ·
[
−ρβωβiwβλ + jβi
]
= nβλ ·
[
ρλωλi
(
vλ − wβλ
)
+ jλi
]
sur Aβλ (2.14)
Enfin, nous considérons que les constituants majoritairement gazeux ne sont impliqués
sous aucune forme dans les processus de transfert vers la phase solide. Ceci se traduit par
les expressions 2.15 à 2.17.
nγσ ·
[
ργωγi
(
vγ − wγσ
)
+ jγi
]
= 0 sur Aγσ (2.15)
nλσ ·
[
ρλωλi
(
vλ − wλσ
)
+ jλi
]
= 0 sur Aλσ (2.16)
nβσ ·
[
−ρβωβiwβσ + jβi
]
= 0 sur Aβσ (2.17)
Ensuite, l’équilibre des potentiels chimiques de part et d’autre de l’interface doit être
respecté afin d’assurer l’équilibre thermodynamique du système (équations 2.18 à 2.20).
µγi = µλi condition d’équilibre chimique sur Aγλ (2.18)
µβi = µγi condition d’équilibre chimique sur Aβγ (2.19)
µβi = µλi condition d’équilibre chimique sur Aβλ (2.20)
2.2.3 Cas de l’eau
Conservation de masse. Nous nous intéressons ici au modèle microscopique de conser-
vation de masse de l’eau. L’eau est le seul constituant que nous considérons qui puisse
être présent dans toutes les phases. Les équations 2.21 à 2.24 décrivent la conservation de
masse de l’eau dans chaque phase.
∂ργωγH2O
∂t
+∇ ·
(
ργωγH2Ovγ + jγH2O
)
= 0 (2.21)
∂ρλωλH2O
∂t
+∇ ·
(
ρλωλH2Ovλ + jλH2O
)
= 0 (2.22)
∂ρβωβH2O
∂t
+∇ ·
(
jβH2O
)
= rβH2O (2.23)
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∂ρσωσH2O
∂t
= 0 (2.24)
Conditions aux interfaces. Les conditions de flux d’eau aux interfaces sont données
par les équations 2.25 à 2.30
nγλ ·
[
ργωγH2O
(
vγ − wγλ
)
+ jγH2O
]
= nγλ ·
[
ρλωλH2O
(
vλ − wγλ
)
+ jλH2O
]
sur Aγλ
(2.25)
nγσ ·
[
ργωγH2O
(
vγ − wγσ
)
+ jγH2O
]
= nγσ ·
[
−ρσωσH2Owγσ
]
sur Aγσ
(2.26)
nλσ ·
[
ρλωλH2O
(
vλ − wλσ
)
+ jλH2O
]
= nλσ ·
[−ρσωσH2Owλσ] sur Aλσ
(2.27)
nβγ ·
[
−ρβωβH2Owβγ + jβH2O
]
= nβγ ·
[
ργωγH2O
(
vγ − wβγ
)
+ jγH2O
]
sur Aβγ
(2.28)
nβλ ·
[
−ρβωβH2Owβλ + jβH2O
]
= nβλ ·
[
ρλωλH2O
(
vλ − wβλ
)
+ jλH2O
]
sur Aβλ
(2.29)
nβσ ·
[
−ρβωβH2Owβσ + jβH2O
]
= nβσ ·
[
ρσωσH2O
(
vσ − wβσ
)]
sur Aβσ
(2.30)
L’équilibre des potentiels chimiques de l’eau aux différentes interfaces est donné par
les équations 2.31 à 2.36.
µγH2O = µλH2O condition d’équilibre chimique sur Aγλ (2.31)
µβH2O = µγH2O condition d’équilibre chimique sur Aβγ (2.32)
µβH2O = µλH2O condition d’équilibre chimique sur Aβλ (2.33)
µγH2O = µσH2O condition d’équilibre chimique sur Aγσ (2.34)
µλH2O = µσH2O condition d’équilibre chimique sur Aλσ (2.35)
µβH2O = µσH2O condition d’équilibre chimique sur Aβσ (2.36)
L’ensemble de ces équations (2.21 à 2.36) traduit le fait que l’eau peut être présente dans
toutes les phases. En particulier, elle peut être présente dans la phase solide, c’est à dire
piégée par capillarité dans les micro-porosités présentes dans la phase solide.
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2.2.4 Constituants du substrat solide
Conservation de masse. En ce qui concerne les différents constituants du substrat
solide (sauf la partie inerte qui n’intervient pas), nous considérons qu’ils peuvent être
hydrolisés vers la phase biofilm avant d’y être consommé. Par conséquent, si l’indice b
désigne indépendamment le substrat rapidement biodégradable, le substrat lentement
biodégradable ou le substrat très lentement biodégradable, les équations de conservation
de masse de ces éléments dans les phases solide et biofilm prennent la forme des équations
2.37 et 2.38.
∂ρσωσb
∂t
+∇ · (jσb) = 0 (2.37)
∂ρβωβb
∂t
+∇ ·
(
jβb
)
= rβb (2.38)
Conditions aux interface. Comme nous considérons que les éléments présents dans
le substrat solide ne peuvent pas être transportés vers les autres phases, à l’exception de
la phase biofilm vers laquelle ils sont hydrolysés avant d’être minéralisés, les conditions
de flux aux interfaces entre la phase solide et les phases liquide et gaz, ainsi qu’entre la
phase biofilm et les phases liquides et gaz, sont des conditions de flux nul. En revanche,
une condition de continuité des flux est appliquée à l’interface entre la phase solide et
la phase biofilm. L’ensemble de ces conditions sont présentées ci-après (équations 2.39 à
2.43).
nσλ ·
[−ρσωσbwσλ + jσb] = 0 sur Aσλ (2.39)
nσγ ·
[
−ρσωσbwσγ + jσb
]
= 0 sur Aσγ (2.40)
nβγ ·
[
−ρβωβbwβγ + jβb
]
= 0 sur Aβγ (2.41)
nβλ ·
[
−ρβωβbwβλ + jβb
]
= 0 sur Aβλ (2.42)
nβσ ·
[
−ρβωβbwβσ + jβb
]
= nβσ ·
[
−ρσωσbwβσ + jσb
]
sur Aβσ (2.43)
L’équilibre chimique du constituant b à l’interface entre les phases solide et biofilm est
décrit par la relation 2.44.
µβb = µσb condition d’équilibre chimique sur Aβσ (2.44)
2.2.5 Equation de continuité pour la phase gaz
Conservation de masse de la phase gazeuse. En sommant les équations 2.9 pour
l’ensemble des constituants i présents dans la phase gaz avec l’équation 2.21, on obtient
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l’équation de conservation de la masse de gaz totale (2.45).
∂ργ
∂t
+∇ ·
(
ργvγ
)
= 0 (2.45)
L’obtention de cette dernière relation est basée sur le fait que la somme des fractions
massiques des constituants de la phase gaz est égale à l’unité (cf. condition 2.8) et que la
somme de l’ensemble des flux diffusifs pour chacun des constituants de la phase gazeuse
est nulle.
Conditions aux interfaces. De la même manière, en sommant sur les N espèces pré-
sentes dans le gaz les conditions de flux représentées par les équations 2.12 à 2.17, 2.26 et
2.28, nous obtenons les conditions aux interfaces associées à l’équation 2.45 :
nγλ ·
(
ργvγ
)
= nγλ ·
(
ρλvλ
)
sur Aγλ (2.46)
nγθ ·
(
ργvγ
)
= 0 sur Aγθ pour θ = β, σ (2.47)
2.2.6 Equation de continuité pour la phase liquide
Conservation de masse de la phase liquide. Comme nous l’avons fait pour la phase
gaz, en sommant les équations 2.10 pour l’ensemble des constituants présents dans la phase
liquide avec l’équation 2.22, nous obtenons l’équation de continuité de la phase liquide
2.48
∂ρλ
∂t
+∇ · (ρλvλ) = 0 (2.48)
Conditions aux interfaces. La condition de continuité des flux entre la phase liquide
et gaz est exprimée par l’équation 2.46. Les autres conditions aux interfaces sont résumées
par la relation 2.49 qui exprime que les flux de masse depuis la phase liquide vers les phases
biofilm et solide sont nuls.
nλθ ·
(
ρλvλ
)
= 0 sur Aλθ pour θ = β, σ (2.49)
2.2.7 Equation de continuité pour la phase biofilm
Conservation de masse de la phase biofilm. Comme nous avons considéré que la
phase biofilm est immobile et est le lieu privilégié de l’ensemble des réactions biologiques,
l’équation de continuité de la phase biofilm est la suivante :
∂ρβ
∂t
=
∑
i∈β
rβi (2.50)
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Conditions aux interfaces. Les relations 2.47 et 2.49 traduisent que les flux de masse
depuis le biofilm vers les phase gaz et liquide sont globalement nuls. La vitesse du biofilm
étant nulle, aucune autre relation avec l’interface solide n’a besoin d’être ajoutée.
2.2.8 Equation de continuité pour la phase solide
Conservation de masse de la phase solide. L’équation de continuité de la phase
solide est donnée par la relation 2.51
∂ρσ
∂t
= 0 (2.51)
Conditions aux interfaces. La vitesse de la phase solide étant nulle, les conditions
aux interfaces pour la phase solide sont entièrement définies par les relations 2.47 et 2.49.
2.2.9 Quantité de mouvement
Conservation de la quantité de mouvement. Nous nous intéressons ici à la conser-
vation de la quantité de mouvement de chaque phase mobile. Nous considérons que les
phases biofilm et solide sont immobiles, par conséquent nous ne considérerons la quantité
de mouvement que des phases liquide et gaz. L’équation 2.52 décrit la conservation de la
quantité de mouvement de la phase θ, θ représentant l’une des phases mobiles (gaz ou
liquide).
∂ρθvθ
∂t
+∇ · (ρθvθ vθ) = −∇pθ + ρθfθ + ηθ∇2vθ (2.52)
Conditions aux interfaces. Les conditions de continuité des flux aux interfaces sont
données par les relations suivantes :
nγσ ·
[
ργvγ
(
vγ − wγσ
)
− σγ
]
= nγσ ·
[
ρσvσ
(
vσ − wγσ
)
− σσ
]
− 2Hγσsγσnγσ sur Aγσ
(2.53)
nγβ ·
[
ργvγ
(
vγ − wγβ
)
− σγ
]
= nγβ ·
[
ρβvβ
(
vβ − wγβ
)
− σβ
]
− 2Hγβsγβnγβ sur Aγβ
(2.54)
nγλ ·
[
ργvγ
(
vγ − wγλ
)
− σγ
]
= nγλ ·
[
ρλvλ
(
vλ − wγλ
)
− σλ
]
− 2Hγλsγλnγλ sur Aγλ
(2.55)
nλσ ·
[
ρλvλ
(
vλ − wλσ
)− σλ] = nλσ · [ρσvσ (vσ − wλσ)− σσ]− 2Hλσsλσnλσ sur Aλσ
(2.56)
nλβ ·
[
ρλvλ
(
vλ − wλβ
)
− σλ
]
= nλβ ·
[
ρβvβ
(
vβ − wλβ
)
− σβ
]
− 2Hλβsλβnλβ sur Aλβ
(2.57)
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(
I − nγσ nγσ
)
· vγ =
(
I − nγσ nγσ
)
· vσ condition de non-glissement sur Aγσ
(2.58)(
I − nγβ nγβ
)
· vγ =
(
I − nγβ nγβ
)
· vβ condition de non-glissement sur Aγβ
(2.59)(
I − nγλ nγλ
)
· vγ =
(
I − nγλ nγλ
)
· vλ condition de non-glissement sur Aγλ
(2.60)(
I − nλσ nλσ
) · vλ = (I − nλσ nλσ) · vσ condition de non-glissement sur Aλσ
(2.61)(
I − nλβ nλβ
)
· vλ =
(
I − nλβ nλβ
)
· vβ condition de non-glissement sur Aλβ
(2.62)
2.2.10 Energie
Conservation de l’énergie. Nous considérons ici la conservation de l’énergie de cha-
cune des phases gaz, liquide, biofilm et solide. L’énergie de chaque phase est exprimée en
terme d’enthalpie massique. Ainsi, si l’indice θ désigne indifféremment l’une des quatre
phases considérées, et l’indice i désigne l’un des constituants chimiques de la phase θ, alors
le terme hθi représente l’enthalpie massique du constituant i dans la phase θ. Compte tenu
des faibles vitesses mises en jeu dans les ISD, nous pouvons simplifier l’équation de conser-
vation de l’énergie en négligeant les termes de dissipation visqueuse. Les équations 2.63
et 2.64 décrivent la conservation de l’énergie des phases mobiles : gaz et liquide.
∂
∑
i∈γ
[ργ ωγi hγi]
∂t
+∇ ·
(∑
i∈γ
[
hγi
(
ργ ωγi vγ + jγi
)])
= ∇ · (Λγ∇Tγ) (2.63)
∂
∑
i∈λ
[ρλ ωλi hλi]
∂t
+∇ ·
(∑
i∈λ
[
hλi
(
ρλ ωλi vλ + jλi
)])
= ∇ · (Λλ∇Tλ) (2.64)
Comme nous considérons que les phases biofilm et solide sont immobiles et qu’aucune
forme de diffusion moléculaire n’est possible au sein de la phase solide, l’expression des
équations de conservation de l’énergie de ces deux phases peut être simplifiée (2.65 et
2.66).
∂
∑
i∈β
[ρβ ωβi hβi]
∂t
+∇ ·
(∑
i∈β
[
hβi jβi
])
= ∇ · (Λβ∇Tβ) + ψβ (2.65)
∂
∑
i∈σ
[ρσ ωσi hσi]
∂t
= ∇ · (Λσ∇Tσ) (2.66)
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A chacune des interfaces, des conditions de continuité des flux énergétiques doivent être
prises en compte. Ces équations sont présentées par les relations 2.67 à 2.72.
nλγ ·
[∑
i∈λ
[
ρλωλjhλij
(
vλ + jλj
)]
− Λλ∇Tλ
]
= nλγ ·
[∑
i∈γ
[
ργωγjhγj
(
vγ + jγj
)]
− Λγ∇Tγ
]
sur Aλγ (2.67)
nβγ ·
[∑
i∈β
[
ρβωβjhβijjβj
]
− Λβ∇Tβ
]
= nβγ ·
[∑
i∈γ
[
ργωγjhγj
(
vγ + jγj
)]
− Λγ∇Tγ
]
sur Aβγ (2.68)
nβλ ·
[∑
i∈β
[
ρβωβjhβjjβj
]
− Λβ∇Tβ
]
= nβλ ·
[∑
i∈λ
[
ρλωλjhλj
(
vλ + jλj
)]
− Λλ∇Tλ
]
sur Aβλ (2.69)
nγσ ·
[∑
i∈γ
[
ργωγjhγj
(
vγ + jγj
)]
− Λγ∇Tγ
]
= nγσ · [Λσ∇Tσ] sur Aγσ (2.70)
nλσ ·
[∑
i∈λ
[
ρλωλjhλj
(
vλ + jλj
)]
− Λλ∇Tλ
]
= nλσ · [Λσ∇Tσ] sur Aλσ (2.71)
nβσ ·
[∑
i∈β
[
ρβωβjhβjjβj
]
− Λβ∇Tβ
]
= nβσ · [Λσ∇Tσ] sur Aβσ (2.72)
Nous introduisons également les conditions d’équilibres thermiques aux interfaces (équa-
tions 2.73 à 2.75).
Tβ = Tσ condition d’équilibre thermique sur Aβσ (2.73)
Tβ = Tλ condition d’équilibre thermique sur Aβλ (2.74)
Tβ = Tγ condition d’équilibre thermique sur Aβγ (2.75)
2.3 Modèle macroscopique
En appliquant la méthode de prise de moyenne volumique au modèle microscopique
décrivant les phénomènes de transport réactif de masse et de chaleur à l’échelle du pore,
nous allons étudier plus en détail les problèmes liés à la dérivation d’un modèle macro-
scopique pour un milieu poreux équivalent à l’échelle de Darcy, dans le cas du modèle
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conceptuel de stockage que nous avons défini. Ce modèle sera la base sur laquelle sera
fondée l’ensemble de la démarche de développement de l’outil de simulation numérique.
2.3.1 Loi de Darcy
La description de la conservation de la quantité de mouvement pour des écoulements
diphasiques en milieu poreux à l’échelle de Darcy est largement documentée dans la littéra-
ture. Par conséquent, nous ne décrirons pas explicitement le développement d’un nouveau
modèle de conservation de quantité de mouvement macroscopique et nous nous baserons
sur les modèles classiques disponibles dans la littérature. On admettra ici que les couplages
ne viennent pas fortement perturber l’écoulement diphasique, ou, en d’autres termes, que
les résultats de changement d’échelle pour un écoulement diphasique simple sont toujours
valables. Cela s’appuie sur le fait que, dans les installations de stockage considérées, les
temps caractéristiques pour les mécanismes qui pourraient venir perturber le bilan de
quantité de mouvement, comme le changement de phase ou les termes sources réactifs,
sont très longs par rapport aux temps caractéristiques associés au déplacement des fluides
dans le cas de l’injection de lixiviat.
Comme nous l’avons vu dans le Chapitre 1, la loi permettant de décrire les écoulements
monophasiques en milieu poreux est appelée loi de Darcy, du nom de son inventeur. Cette
loi est une loi empirique, mais beaucoup de travaux théoriques ont permis de la valider
pour les écoulements monophasiques incompressibles. Par exemple, sous des hypothèses
d’incompressibilité, Sanchez-Palencia (1980), Whitaker (1986a) ou Whitaker (1999) ap-
pliquent la méthode de prise de moyenne volumique au problème microscopique décrit par
les équations 2.52 à 2.62. Les résultats obtenus permettent ainsi de valider théoriquement
l’utilisation de la loi de Darcy dans le cas de milieux poreux homogènes et hétérogènes.
Néanmoins, il s’avère que la forme de l’équation de Darcy utilisée pour décrire les
écoulements monophasiques n’est pas adaptée pour décrire les écoulements diphasiques
en milieu poreux. C’est pourquoi de nombreux travaux ont permis de développer une
forme adaptée de l’équation de Darcy qui permet de décrire les écoulements conjoints de
deux phases mobiles. Les lois d’écoulements obtenues sont alors appelée lois de Darcy gé-
néralisées. Pour plus de détails quant au développement théorique de ces lois, on pourra se
référer aux travaux de Whitaker (1986b), Auriault (1987), Lasseux et al. (1996), Hassani-
zadeh and Gray (1997), Hilfer (1998) ou Wang (2000). Les équations de Darcy généralisées
sont présentées par les relations 2.76 pour la phase gaz et 2.77 pour la phase liquide.
γ
〈
vγ
〉γ
= − 1
ηγ
kγ ·
(∇〈pγ〉γ − ργg)+ λkγλ · 〈vλ〉λ (2.76)
λ
〈
vλ
〉λ
= − 1
ηλ
kλ ·
(
∇〈pλ〉λ − ρλg
)
+ γkλγ ·
〈
vγ
〉γ
(2.77)
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Les termes λkγλ ·
〈
vλ
〉λ et γkλγ ·〈vγ〉γ représentent des termes de couplages visqueux
entre les deux phases mobiles présentes dans le milieu.
Le principe général utilisé pour obtenir la forme macroscopique des équations d’écou-
lements diphasiques appelées lois de Darcy généralisées consiste à appliquer une méthode
de changement d’échelle aux équations de conservation de quantité de mouvement écrite à
l’échelle du pore. Par exemple, Hilfer (1998) applique la théorie du mélange aux équations
de conservation de masse des phases mobiles, de conservation de quantité de mouvement
ainsi que de conservation de l’énergie pour obtenir des équations macroscopiques d’écou-
lement similaires à celles présentées par les équations 2.76 2.77. Les travaux de Hilfer
(1998) montrent que les coefficients de pression capillaire et de perméabilité relative ne
sont pas uniquement fonction des valeurs des fractions volumiques de chacune des phases
considérées. En effet, d’un point de vue théorique, ces coefficients sont fortement dépen-
dants d’autres variables macroscopiques comme la pression, les variables cinétiques, etc
... D’autres méthodes de changement d’échelle permettent d’obtenir le même type de des-
cription de la loi de Darcy généralisée. Par exemple Auriault (1987) aboutit au même
résultat en utilisant la méthode d’homogénéisation spatiale appliquée aux équations de
Stokes. De même, Whitaker (1986b) ou Lasseux et al. (1996) appliquent la méthode de
prise de moyenne volumique aux mêmes équations de Stokes décrivant un écoulement
diphasique à l’échelle des pores et obtiennent un modèle macroscopique similaire.
Enfin, dans la plupart des cas, les termes de couplages visqueux introduits dans les
équations 2.76 et 2.77 sont souvent négligeables et difficiles à observer expérimentale-
ment. Par exemple, Zarcone (1994); Zarcone and Lenormand (1994) montrent que, pour
un milieu poreux réel suffisamment complexe (par opposition à des milieux simples comme
certains assemblages périodiques), ces termes de couplages visqueux ne sont pas mesu-
rables expérimentalement. Ceci peut s’expliquer par le fait que le fluide le plus mouillant
envahit préférentiellement les plus petits pores. Cela implique que, finalement, la surface
de contact entre les fluides est faible et que les effets d’entraînement visqueux d’un fluide
sur l’autre le sont également. Par conséquent, dans le cas où les couplages visqueux sont
négligeables, les équations décrivant les lois de Darcy généralisées sont décrites par les
relations 2.78 et 2.79.
γ
〈
vγ
〉γ
= − 1
ηγ
kγ ·
(∇〈pγ〉γ − ργg) (2.78)
λ
〈
vλ
〉λ
= − 1
ηλ
kλ ·
(
∇〈pλ〉λ − ρλg
)
(2.79)
Dans ce type de modèle, les tenseurs de perméabilité de chacune des deux phases pré-
sentes se décomposent en un produit d’un tenseur de perméabilité intrinsèque au milieu
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poreux et d’un coefficient de perméabilité relative (cf. équations 2.80 et 2.81). Les coeffi-
cients de perméabilité relative permettent de pénaliser les vitesses d’écoulement de l’une
des deux phases en fonction du volume qu’occupe l’autre phase au sein de l’espace poral.
kγ = KkRγ (2.80)
kλ = KkRλ (2.81)
Ce type de modèle est très couramment utilisé dans le domaine de l’ingénierie pé-
trolière et de l’hydrologie (voir Aziz and Settari (1979) ou Bastian (1999) par exemple).
Néanmoins, il convient de conserver à l’esprit que cette formulation n’est pas nécessai-
rement valable à toutes les échelles (cf. Quintard and Whitaker (1988)). Dans un souci
de simplicité et de réalisme, dans notre étude, nous utiliserons préférentiellement le jeu
d’équations 2.78 et 2.79 plutôt que 2.76 et 2.77 pour décrire les lois de Darcy généralisée.
2.3.2 Obtention du modèle macroscopique pour un constituant i
gazeux
La première étape du processus consiste à intégrer les équations 2.9 à 2.11 sur le VER
(cf. 2.82 à 2.84).
∂γ 〈ργωγi〉γ
∂t
+∇ ·
(〈
ργωγivγ
〉
+
〈
jγi
〉)
= − 1
V
∑
θ=λ,β
∫
Aγθ
nγθ ·
[
ργωγi
(
vγ − wγθ
)
+ jγi
]
dA
(2.82)
∂λ 〈ρλωλi〉λ
∂t
+∇ · (〈ρλωλivλ〉+ 〈jλi〉) = − 1
V
∑
θ=γ,β
∫
Aλθ
nλθ ·
[
ρλωλi
(
vλ − wλθ
)
+ jλi
]
dA
(2.83)
∂β 〈ρβωβi〉β
∂t
+∇ ·
(〈
jβi
〉)
= − 1
V
∑
θ=γ,λ
∫
Aβθ
nβθ ·
[
−ρβωβiwβθ + jβi
]
dA
+β 〈rβi〉β (2.84)
En sommant les équations 2.82 et 2.83, et en utilisant les relations aux interfaces (cf.
équations 2.12 à 2.17), nous obtenons la relation 2.85 exprimant la conservation de masse
du constituant gazeux i à l’échelle de Darcy.
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∂γ 〈ργωγi〉γ
∂t
+
∂λ 〈ρλωλi〉λ
∂t
+∇ ·
(〈
ργωγivγ
〉
+
〈
jγi
〉)
+∇ · (〈ρλωλivλ〉+ 〈jλi〉)
= − 1
V
∫
Aγβ
nγβ ·
[
ργωγi
(
vγ − wγβ
)
+ jγi
]
dA− 1
V
∫
Aλβ
nλβ ·
[
ρλωλi
(
vλ − wλβ
)
+ jλi
]
dA
(2.85)
Dans cette expression, les termes du second membre sont des termes d’échange aux
interfaces entre les phases liquide et gaz avec la phase biofilm. Par la suite, nous noterons
ces termes de transfert m˙γβi et m˙λβi. Ces termes sont définis de la façon suivante :
m˙γβi = − 1
V
∫
Aγβ
nγβ ·
[
ργωγi
(
vγ − wγβ
)
+ jγi
]
dA
=
1
V
∫
Aβγ
nβγ ·
[
−ρβωβiwβγ + jβi
]
dA (2.86)
m˙λβi = − 1
V
∫
Aλβ
nλβ ·
[
ρλωλi
(
vλ − wλβ
)
+ jλi
]
dA
=
1
V
∫
Aβγ
nβγ ·
[
−ρβωβiwβγ + jβi
]
dA (2.87)
A l’aide de ces définitions, les expressions 2.85 et 2.84 se réarrangent pour obtenir les
équations 2.88 et 2.89.
∂γ 〈ργωγi〉γ
∂t
+
∂λ 〈ρλωλi〉λ
∂t
+∇ ·
(〈
ργωγivγ
〉
+
〈
jγi
〉)
+∇ · (〈ρλωλivλ〉+ 〈jλi〉)
= m˙γβi + m˙λβi (2.88)
∂β 〈ρβωβi〉β
∂t
+∇ ·
(〈
jβi
〉)
= β 〈rβi〉β − m˙γβi − m˙λβi (2.89)
A ce stade du développement, nous nous intéressons à l’expression des flux diffusifs dans
chacune des phases considérées. Dans les phases liquide et biofilm, nous considérons que le
constituant principal est l’eau et que tout autre constituant présent dans ces deux phases
se comporte comme un traceur. Par conséquent, les flux diffusifs des espèces provenant de
la phase gaz sont exprimés à l’aide d’une loi de Fick appliquée à une solution infiniment
diluée (cf. équations 2.90 et 2.91).
jλi = −ρλDλi ∇ωλi (2.90)
jβi = −ρβDβi ∇ωβi (2.91)
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Dans la phase gaz, même si initialement, le diazote se comporte comme solvant, il peut
exister des zones dans le massif de déchets où une ou plusieurs autres espèces gazeuses sont
prédominantes. Dans ce cas, le mélange gazeux ne se comporte plus comme un mélange
dilué et les flux diffusifs ne sont plus similaires aux flux calculés pour des mélanges binaires.
Nous introduisons donc une matrice de diffusion généralisée de Fick dérivant des équations
de Stefan-Maxwell généralisées (Taylor and Krishna, 1993; Quintard et al., 2006). Nous
reviendrons en détails sur l’expression de cette matrice dans le Chapitre 3. Le flux diffusif
dans la phase gaz s’exprime donc de la façon suivante :
jγi = −ργ
k=N−1∑
k=1
Dγik ∇ωγk (2.92)
En insérant, les expressions 2.90, 2.91 et 2.92 dans les équations 2.88 et 2.89, nous
obtenons les relations 2.93 et 2.94.
∂γ 〈ργωγi〉γ
∂t
+
∂λ 〈ρλωλi〉λ
∂t
+∇ ·
〈
ργωγivγ
〉
+∇ · 〈ρλωλivλ〉
= ∇ ·
(
k=N−1∑
k=1
〈ργDγik ∇ωγk〉+ 〈ρλDλi ∇ωλi〉
)
+ m˙γβi + m˙λβi (2.93)
∂β 〈ρβωβi〉β
∂t
= 〈ρβDβi ∇ωβi〉+ β 〈rβi〉β − m˙γβi − m˙λβi (2.94)
Compte tenu du fait que les phases biofilm et liquide sont incompressibles, la masse
volumique de ces phases est constante sur le VER. On a donc :
〈ρλωλi〉λ = ρλ 〈ωλi〉λ (2.95)〈
ρλωλivλ
〉
= ρλ
〈
ωλivλ
〉
(2.96)
〈ρβωβi〉β = ρβ 〈ωβi〉β (2.97)
De même, nous cherchons à évaluer la moyenne 〈ργωγi〉γ. Pour ce faire, nous introduisons
les déviations spatiales ρ˜γ et ω˜γi, qui sont définies par les relations 2.98 et 2.99.
ργ = 〈ργ〉γ + ρ˜γ (2.98)
ωγi = 〈ωγi〉γ + ω˜γi (2.99)
Comme le présentent Quintard et al. (2006), si les conditions de séparation des échelles
sont satisfaites, l’estimation du terme 〈ργωγi〉γ peut être exprimée par la relation 2.100.
Cette expression est obtenue en négligeant les termes d’ordre élevé dans le développement
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en série de Taylor du terme 〈ργωγi〉γ.
γ 〈ργωγi〉γ = γ 〈ργ〉γ 〈ωγi〉γ + 〈ρ˜γω˜γi〉γ (2.100)
De plus, toujours dans le cas où l’hypothèse de séparation d’échelle est respectée, il est
établi que les déviations spatiales ρ˜γ et ω˜γi sont faibles devant les valeurs moyennes 〈ργ〉γ
et 〈ωγi〉γ. Ceci s’exprime de la façon suivante :
ρ˜γ << 〈ργ〉γ (2.101)
ω˜γi << 〈ωγi〉γ (2.102)
L’expression 2.100 se simplifie alors pour obtenir l’expression suivante :
γ 〈ργωγi〉γ = γ 〈ργ〉γ 〈ωγi〉γ (2.103)
Nous introduisons désormais la déviation spatiale de la vitesse de la phase gazeuse :
vγ =
〈
vγ
〉γ
+ v˜γ (2.104)
Nous focalisons désormais notre analyse sur le terme de transport convectif
〈
ργωγivγ
〉
.
Les termes de déviations spatiales des vitesses sont contraints par la relation suivante :
v˜γ = O
(〈
vγ
〉γ)
(2.105)
En réalisant un développement en série de Taylor du terme
〈
ργωγivγ
〉
, nous obtenons
l’expression 2.106 dans laquelle les termes d’ordre élevés ne sont pas présentés.〈
ργωγivγ
〉
= γ 〈ργ〉γ 〈ωγi〉γ
〈
vγ
〉γ
+ 〈ωγi〉γ
〈
ρ˜γ v˜γ
〉
+ 〈ργ〉γ
〈
ω˜γiv˜γ
〉
+ ... (2.106)
Nous supposons ensuite que la relation 2.107 est vérifiée. Cette hypothèse est tradition-
nellement utilisée dans le traitement des phénomènes de dispersion, et se base sur l’idée
que la masse volumique du gaz ργ varie moins que la masse volumique des espèces ργωγi.
Néanmoins, un travail théorique important reste à accomplir pour justifier rigoureusement
cette hypothèse.
〈ωγi〉
〈
ρ˜γ v˜γ
〉
<< 〈ργ〉
〈
ω˜γiv˜γ
〉
(2.107)
En utilisant les équations 2.106 et 2.107, nous obtenons l’expression suivante du terme de
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transport convectif :〈
ργωγivγ
〉
= γ 〈ργ〉γ 〈ωγi〉γ
〈
vγ
〉γ
+ 〈ργ〉
〈
ω˜γiv˜γ
〉
(2.108)
La relation 2.108 est généralisable à la phase liquide. Ainsi en utilisant les relations 2.95,
2.96, 2.97, 2.103 et 2.108 dans les équations 2.93 et 2.94, nous obtenons les relations 2.109
et 2.110.
∂γ 〈ργ〉γ 〈ωγi〉γ
∂t
+
∂λρλ 〈ωλi〉λ
∂t
+ ∇ ·
(
γ 〈ργ〉γ 〈ωγi〉γ
〈
vγ
〉γ)
+∇ ·
(
λρλ 〈ωλi〉λ
〈
vλ
〉λ)
+ ∇ ·
(
〈ργ〉γ
〈
ω˜γiv˜γ
〉)
+∇ · (ρλ 〈ω˜λiv˜λ〉)
= ∇ ·
(
k=N−1∑
k=1
〈ργDγik ∇ωγk〉+ 〈ρλDλi ∇ωλi〉
)
+ m˙γβi + m˙λβi (2.109)
∂βρβ 〈ωβi〉β
∂t
= ∇ · (〈ρβDβi ∇ωβi〉) + β 〈rβi〉β − m˙γβi − m˙λβi (2.110)
Nous nous focalisons désormais sur les termes diffusifs. Nous introduisons la décomposition
spatiale des coefficients de diffusion dans le gaz :
Dγik = 〈Dγik〉γ + D˜γik (2.111)
En ce qui concerne les coefficients de diffusion dans les phases liquide et biofilm, ceux-ci
sont constants (dans le cas où l’on néglige l’effet des gradients de pression et de tempéra-
ture) sur le VER puisqu’ils sont assimilés à des coefficients de diffusion binaires :
Dλi = 〈Dλi〉λ (2.112)
Dβi = 〈Dβi〉β (2.113)
Comme le suggère Quintard et al. (2006), nous supposons que les déviations obéissent
aux conditions 2.114 et 2.115
D˜γik << 〈Dγik〉γ (2.114)
∇ω˜γi = O (∇〈ωγi〉γ) (2.115)
Ces hypothèses sont justifiées par la disparité des échelles caractéristiques associées à ω˜γi
et 〈ωγi〉γ. Ensuite, si nous utilisons le développement proposé par Quintard et al. (2006),
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les termes de transport diffusif peuvent être simplifiés comme le présentent les relations
2.116 et 2.117.
∇ ·
(
k=N−1∑
k=1
〈ργDγik ∇ωγi〉+ 〈ρλDλi ∇ωλi〉
)
= ∇ ·
k=N−1∑
k=1
γ 〈ργ〉γ 〈Dγik〉γ∇〈ωγk〉γ + 〈ργ〉γ 〈Dγik〉γ
V
∑
θ=λ,β
∫
Aγθ
nγθ ω˜γkdA


+ ∇ ·
λρλDλi∇〈ωλi〉λ + ρλDλi
V
∑
θ=γ,β
∫
Aλθ
nλθ ω˜λkdA

(2.116)
∇ · (〈ρβDβi ∇ωβi〉) = ∇ ·
βρβDβi∇〈ωβi〉β + ρβDβi
V
∑
θ=γ,λ
∫
Aβθ
nβθ ω˜βkdA
(2.117)
Si nous injectons l’expression 2.116 et 2.117 dans les équations 2.109 et 2.110, nous ob-
tenons les deux relations exprimant la conservation de masse du constituant i (présent
majoritairement sous forme gazeuse) moyennées sur le VER (cf. équation 2.118 et 2.119).
∂γ 〈ργ〉γ 〈ωγi〉γ
∂t
+
∂λρλ 〈ωλi〉λ
∂t
+ ∇ ·
(
γ 〈ργ〉γ 〈ωγi〉γ
〈
vγ
〉γ)
+∇ ·
(
λρλ 〈ωλi〉λ
〈
vλ
〉λ)
+ ∇ ·
(
〈ργ〉γ
〈
ω˜γiv˜γ
〉)
+∇ · (ρλ 〈ω˜λiv˜λ〉)
= ∇ ·
k=N−1∑
k=1
γ 〈ργ〉γ 〈Dγik〉γ∇〈ωγk〉γ + 〈ργ〉γ 〈Dγik〉γ
V
∑
θ=λ,β
∫
Aγθ
nγθ ω˜γkdA


+ ∇ ·
λρλDλi∇〈ωλi〉λ + ρλDλi
V
∑
θ=γ,β
∫
Aλθ
nλθ ω˜λkdA
+ m˙γβi + m˙λβi (2.118)
∂βρβ 〈ωβi〉β
∂t
= ∇ ·
βρβDβi∇〈ωβi〉β + ρβDβi
V
∑
θ=γ,λ
∫
Aβθ
nβθ ω˜βkdA

+β 〈rβi〉β − m˙γβi − m˙λβi (2.119)
Les équations 2.118 et 2.119 représentent la forme moyenne des équations 2.9, 2.10 et 2.11
sur le VER. Dans ces équations, nous pouvons identifier plusieurs termes faisant intervenir
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les déviations spatiales des fractions massiques ou des vitesses des phases mobiles. Ces
termes peuvent être analysés comme des filtres puisque l’ensemble de l’information qu’ils
contiennent à l’échelle microscopique ne sera pas transmise à l’échelle supérieure.
Comme le présentent Quintard et al. (2006), nous considérons que les coefficients de
diffusion binaire sont constants et que la diffusivité dans la phase gaz est uniquement
fonction des concentrations locales (cf. 2.120).
Dγik = F (ωγ1, ωγ2, ..., ωγN−1) (2.120)
Les travaux de Hager and Whitaker (2002) nous permettent de considérer que la rela-
tion 2.120 peut être généralisée à l’échelle macroscopique si les conditions de séparation
d’échelles sont respectées. Nous avons donc :
〈Dγik〉γ = F (〈ωγ1〉γ , 〈ωγ2〉γ , ..., 〈ωγN−1〉γ) (2.121)
Problème de fermeture. A ce stade du développement, l’enjeu consiste à évaluer les
termes faisant intervenir les déviations spatiales et à les relier aux grandeurs macrosco-
piques. Pour ce faire, nous devons décrire le système d’équations régissant l’évolution de
ces déviations spatiales et le résoudre autant que possible en considérant une géométrie
de pore adaptée. Le problème ainsi défini est appelé problème de fermeture puisque sa ré-
solution permet de fermer le système d’équations macroscopiques. Comme le mentionnent
Quintard et al. (2006), l’expression du problème de fermeture pour la déviation spatiale
v˜λ est bien connu, en particulier dans le cas des phases incompressibles (cf. Whitaker
(1999)). L’expression du problème de fermeture pour le terme v˜γ lié à la phase gazeuse
compressible peut être généralisé en se basant sur le cas incompressible (cf. Quintard et al.
(2006)). Comme nous l’avons vu dans le paragraphe précédent, c’est l’expression de ces
problèmes de fermeture ainsi que leur résolution qui nous permet a priori d’utiliser la
loi de Darcy généralisée pour décrire l’écoulement conjoint d’une phase liquide et d’une
phase gaz dans le milieu poreux que nous considérons.
Focalisons désormais notre étude sur le problème de fermeture pour la quantité ω˜γi.
La démarche utilisée pour développer les problèmes de fermeture pour les variables ω˜λi et
ω˜βi est identique à celle que nous développons pour la quantité ω˜γi. Par conséquent, nous
ne la présentons pas ici. Les déviations spatiales ω˜γi sont définies par la relation 2.122.
ω˜γi = ωγi − 〈ωγi〉γ pour i = 1, 2, .., N − 1 (2.122)
Nous n’abordons ici que le problème de fermeture monophasique. Nous supposerons que
la forme de la fermeture est généralisable à l’ensemble des phases considérées. Néanmoins,
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cette hypothèse est une hypothèse forte, puisque le caractère multiphasique des phéno-
mènes considérés peut avoir une influence quantitative certaine sur les paramètres utilisés.
Pour plus de détails sur le développement du problème de fermeture dans le cas multi-
phasique réactif binaire, on pourra se référer aux travaux de Bousquet-Mélou (2000) ou
Quintard and Whitaker (1994). Dans le cas plus général de notre problème, des travaux
théoriques complémentaires concernant le transport multiphasique et multiconstituants
devront être envisagés, afin de justifier la forme complète du modèle fermé. Nous ne déve-
loppons pas ici le détail des calculs permettant d’écrire les problèmes de fermeture pour les
variables ω˜γi. L’ensemble de ces manipulations est détaillé dans les travaux de Quintard
et al. (2006). De façon générale, la démarche utilisée consiste à remplacer les concentra-
tions microscopiques par la somme de leurs valeurs moyennes de leurs déviations dans les
équations écrites à l’échelle du pore (cf. équation 2.9). Ensuite, moyennant les hypothèses
de séparation d’échelle formulées par Quintard et al. (2006) le problème de fermeture
monophasique pour la phase gaz en contact avec une phase solide immobile s’exprime de
la façon suivante :
v˜γ · ∇ 〈ωγi〉γ + vγ · ∇ω˜γi = ∇ ·
[
k=N−1∑
k=1
〈Dγik〉γ∇ω˜γk
]
pour i = 1, 2, .., N − 1(2.123)
CL nγσ ·
k=N−1∑
k=1
〈Dγik〉γ∇ω˜γk = −nγσ ·
k=N−1∑
k=1
〈Dγik〉γ∇〈ωγk〉γ
pour i = 1, 2, .., N − 1 sur Aγσ (2.124)
Périodicité ω˜γi
(
r + lj
)
= ω˜γi (r) , j = 1, 2, 3 et i = 1, 2, .., N − 1 (2.125)
Dans cette équation, lj représente les trois vecteurs unitaires du treillis permettant de
décrire la structure périodique du milieu. Comme nous l’avons précisé précédemment,
nous supposons que les problèmes de fermeture pour les phases liquide et biofilm ont la
même structure.
Nous introduisons ensuite les matrices colonnes représentant l’ensemble des fractions
massiques :
[ω˜γ] =

ω˜γ1
ω˜γ2
...
ω˜γN−1
 (2.126)
Le problème de fermeture présenté précédemment semble extrêmement compliqué. Il
a été simplifié de manière élégante en travaillant dans l’espace des pseudos composants,
que nous définissons en introduisant la matrice de passage [Pγ] (Quintard et al., 2006).
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Cette matrice est définie par la relation 2.127.
[w˜γ] = [Pγ]
−1 [ω˜γ] (2.127)
En suivant les développements proposés par (Quintard et al., 2006), la solution du pro-
blème de fermeture dans l’espace des pseudos composants prend la forme suivante :
[w˜γ] =
[
bγ
] · [∇〈wγ〉γ] (2.128)
Ici
[
bγ
]
est l’opérateur matriciel défini par 2.129 dont les composants obéissent aux pro-
blèmes de fermeture classique développés pour les problèmes de dispersion.
[
bγ
]
=

bγ1 0 ... ...
0 bγ2 ... ...
... ... ... 0
... ... 0 bγN−1
 (2.129)
A ce stade, nous généralisons le résultat précédent aux phases liquide et biofilm pour
obtenir les formes fermées suivantes :
[bλ] =

bλ1 0 ... ...
0 bλ2 ... ...
... ... ... 0
... ... 0 bλN−1
 (2.130)
[
bβ
]
=

bβ1 0 ... ...
0 bβ2 ... ...
... ... ... 0
... ... 0 bβN−1
 (2.131)
Ensuite, la résolution des problèmes de fermeture sur une géométrie donnée permet d’ob-
tenir les valeurs des vecteurs bγi, bλi et bβi. Nous ne présentons pas ici la résolution
mathématique de ces problèmes, mais nous nous intéressons à la signification physique de
chacun des termes obtenus. En utilisant les développements présentés pour définir la forme
des solutions du problème de fermeture, les équations 2.118 et 2.119 sont transformées
pour obtenir les équations 2.132 et 2.133.
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∂γ 〈ργ〉γ 〈ωγi〉γ
∂t
+
∂λρλ 〈ωλi〉λ
∂t
+ ∇ ·
(
γ 〈ργ〉γ 〈ωγi〉γ
〈
vγ
〉γ)
+∇ ·
(
λρλ 〈ωλi〉λ
〈
vλ
〉λ)
= ∇ ·
[
k=N−1∑
k=1
(
γ 〈ργ〉γ 〈Dγik〉γ
(
I +B
γik
)
· ∇ 〈ωγk〉γ + γ 〈ργ〉γ dγik · ∇ 〈ωγk〉
γ
)]
+ ∇ ·
[
λρλDλi
(
I +B
λi
)
· ∇ 〈ωλi〉λ + λρλdλi · ∇ 〈ωλi〉
λ
]
+ m˙γβi + m˙λβi (2.132)
∂βρβ 〈ωβi〉β
∂t
= ∇ ·
[
βρβDβi
(
I +B
βi
)
· ∇ 〈ωβi〉β
]
+β 〈rβi〉β − m˙γβi − m˙λβi (2.133)
où B
γik
est un tenseur dont chaque élément (en fonction des valeurs des indices i et k)
est défini par la matrice [B
γ
].
[B
γ
] =
1
Vγ
∑
θ=λ,β
∫
Aγθ
nγθ[P ][bγ][P ]
−1dA (2.134)
de même d
γik
est un tenseur dont chaque élément (en fonction des valeurs des indices i et
k) est défini par la matrice [d
γ
].
[d
γ
] = −
〈
v˜γ[P ][bγ][P ]
−1
〉γ
(2.135)
de même B
λi
et B
βi
sont définis comme suit :
B
λi
=
1
Vλ
∑
θ=γ,β
∫
Aλθ
nλθ bλidA (2.136)
B
βi
=
1
Vβ
∑
θ=γ,λ
∫
Aβθ
nβθ bβidA (2.137)
Enfin, le tenseur d
λi
est défini comme suit :
d
λi
= − 〈v˜λbλi〉λ (2.138)
Il est désormais possible d’écrire les équations 2.132 et 2.133 sous une forme compacte
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puisque les termes apparus lors du processus de changement d’échelle sont assimilables
mathématiquement à des termes de diffusion. Nous introduisons donc des tenseurs de
diffusion globaux (en fait des tenseurs de dispersion) D∗
γik
, D∗
λi
et D∗
βi
et nous obtenons
les relations 2.139 et 2.140.
∂γ 〈ργ〉γ 〈ωγi〉γ
∂t
+
∂λρλ 〈ωλi〉λ
∂t
+ ∇ ·
(
γ 〈ργ〉γ 〈ωγi〉γ
〈
vγ
〉γ)
+∇ ·
(
λρλ 〈ωλi〉λ
〈
vλ
〉λ)
= ∇ ·
[
k=N−1∑
k=1
(
γ 〈ργ〉γ D∗γik · ∇ 〈ωγk〉
γ
)]
+ ∇ ·
[
λρλD∗λi · ∇ 〈ωλi〉
λ
]
+ m˙γβi + m˙λβi (2.139)
∂βρβ 〈ωβi〉β
∂t
= ∇ ·
[
βρβD
∗
βi
· ∇ 〈ωβi〉β
]
+β 〈rβi〉β − m˙γβi − m˙λβi (2.140)
Pour les phases mobiles (gaz et liquide), les tenseurs D∗
γik
et D∗
λi
se décomposent en deux
contributions. Comme le présentent les relations 2.141 et 2.142, la première contribution
est une contribution diffusive et la seconde contribution est une contribution dispersive
liée aux fluctuations de vitesse à l’échelle du pore.
D∗
γik
= Deff
γik︸ ︷︷ ︸
Terme diffusif
+ d
γik︸︷︷︸
Terme dispersif
(2.141)
D∗
λi
= Deff
λi︸ ︷︷ ︸
Terme diffusif
+ d
λi︸︷︷︸
Terme dispersif
(2.142)
En revanche, la phase biofilm étant immobile, le tenseur de diffusion global dans cette
phase ne possède qu’une contribution diffusive :
D∗
βi
= Deff
βi︸ ︷︷ ︸
Terme diffusif
(2.143)
avec :
Deff
γik
= 〈Dγik〉γ
(
I +B
γik
)
(2.144)
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Deff
λi
= Dλi
(
I +B
λi
)
(2.145)
Deff
βi
= Dβi
(
I +B
βi
)
(2.146)
Comme le présentent Quintard et al. (2006), dans le cas de régimes purement diffusifs, les
termes diffusifs prennent la forme suivante :
Deff
γik
=
〈Dγik〉γ
τγ
I (2.147)
Deff
λi
=
Dλi
τλ
I (2.148)
Deff
βi
=
Dβi
τβ
I (2.149)
Ici le terme I
τ
représente le tenseur de tortuosité dans le cas d’un milieu isotrope et τ re-
présente la tortuosité du milieu isotrope couramment utilisée dans les études de transport
en milieu poreux. L’intérêt de ce résultat est qu’il démontre l’existence d’un tenseur de
tortuosité unique valable pour l’ensemble des constituants i. Ce résultat est original et
permet de justifier les hypothèses simplificatrices utilisées par de nombreux auteurs.
Concernant le terme de dispersion, nous supposerons que les régimes dispersifs que
nous étudions sont des régimes de dispersion linéaire. Dans ce cas, Quintard et al. (2006)
montrent que les termes de dispersion n’interviennent que dans les termes diagonaux de
la matrice de diffusion-dispersion. Ceci implique donc les relations 2.144, 2.145 et 2.146.
D∗
γik
=
〈Dγik〉γ
τγ
I︸ ︷︷ ︸
Terme diffusif
+ δik
αTγ ∥∥∥〈vγ〉γ∥∥∥ I + (αLγ − αTγ)
〈
vγ
〉γ
×
〈
vγ
〉γ∥∥∥〈vγ〉γ∥∥∥

︸ ︷︷ ︸
Terme dispersif
(2.150)
D∗
λi
=
Dλi
τλ
I︸ ︷︷ ︸
Terme diffusif
+
αTλ ∥∥∥〈vλ〉λ∥∥∥ I + (αLλ − αTλ) 〈vλ〉λ × 〈vλ〉λ∥∥∥〈vλ〉λ∥∥∥

︸ ︷︷ ︸
Terme dispersif
(2.151)
D∗
βi
=
Dβi
τβ
I︸ ︷︷ ︸
Terme diffusif
(2.152)
Ici δik est le symbole de Kronecker qui prend la valeur 1 si i = k et la valeur 0 si i 6= k, αL
est le coefficient de dispersion longitudinal et αT est le coefficient de dispersion transversal.
Enfin, Quintard et al. (2006) ont validé l’ensemble du modèle présenté en comparant
les résultats de simulations numériques directes sur un treillis de cellules unitaires avec les
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résultats obtenus l’aide du modèle macroscopique développé précédemment. Ils confirment
ainsi que la forme du problème de fermeture présentée précédemment est valide dans le
cas du milieu modèle utilisé.
Equilibre local. Dans l’équation 2.139, nous nous apercevons que deux variables ma-
croscopiques apparaissent. Ces deux variables sont les concentrations à l’échelle de Darcy
de l’espèce i dans la phase gaz, d’une part, (〈ωγi〉γ) et dans la phase liquide, d’autre part,
(〈ωλi〉λ). Sans hypothèse particulière, le modèle développé précédemment est un modèle
dit à deux équations puisqu’il nécessite d’utiliser les deux équations de conservation de
la masse du constituant i à l’échelle de Darcy dans les phases gaz et liquide pour obtenir
les solutions pour les deux variables 〈ωγi〉γ et 〈ωλi〉λ a priori indépendantes. Ce type de
modèle est appelé modèle de non-équilibre local puisque aucune hypothèse n’est utilisée
pour introduire une relation de dépendance entre les concentrations macroscopiques dans
chacune des phases. La résolution du problème dans ce cas conserve toute sa complexité.
C’est pourquoi, beaucoup d’études de transport en milieu poreux supposent que l’hypo-
thèse d’équilibre chimique local est vérifiée de façon à obtenir un modèle plus simple, à
une équation.
Dans notre modèle, nous supposons que l’hypothèse d’équilibre local entre les phases
gaz et liquide est applicable. Ceci signifie que les relations d’équilibres chimiques (cf.
équations 2.18) valables à l’échelle du pore sont généralisées à l’échelle de Darcy. A l’échelle
du pore, l’égalité des potentiels chimiques à l’interface entre les phases gaz et liquide
est généralement transformée pour obtenir une relation entre les concentrations locales
appelée loi de Henry dans le cas infiniment dilué et loi de Raoult dans le cas infiniment
concentré. La relation d’équilibre sur l’interface 2.18 peut donc s’exprimer sous la forme
suivante :
ωλi = Γi ωγi (2.153)
où Γi est la constante d’équilibre du constituant i entre les phases gaz et liquide. Il convient
ici de noter que les coefficients d’équilibre Γi dépendent principalement de la température
et de la pression locale.
La généralisation, à l’échelle de Darcy, de la condition d’équilibre chimique à l’interface
entre les phases gaz et liquide implique la relation 2.154.
〈ωλi〉λ = Γi 〈ωγi〉λ (2.154)
Si nous reprenons l’équation 2.153 et que nous introduisons la décomposition spatiale des
Damien CHENU - Thèse - 2007
IMFT - INPT
2.3. MODÈLE MACROSCOPIQUE 73
variables microscopiques ωλi et ωλi, nous obtenons la relation 2.155
〈ωλi〉λ + ω˜λi = Γi
(
〈ωγi〉λ + ω˜γi
)
(2.155)
En considérant les équations 2.154 et 2.155, il apparaît que l’hypothèse d’équilibre chi-
mique local est valable lorsque les conditions 2.156 et 2.157 sont respectées.
ω˜λi << 〈ωλi〉λ (2.156)
ω˜γi << 〈ωγi〉λ (2.157)
Les conditions 2.156 et 2.157 signifient que les gradients de concentration du constituant
i dans chacune des deux phases dans le VER au voisinage de l’interface doivent être
suffisamment faibles. Les questions liées à la notion d’équilibre local ont fait l’objet de
nombreux travaux dans la littérature. Historiquement, ces travaux se sont majoritairement
focalisés sur l’équilibre thermique local. Dans le cas de transferts thermiques en milieux
poreux on se reportera donc à Carbonell and Whitaker (1984), Levec and Carbonell
(1985), Quintard and Whitaker (1993), Quintard et al. (1997), Moyne (1997) ou bien
encore Quintard and Whitaker (2000). Pour ce qui est de la dispersion active, on peut
consulter Quintard and Whitaker (1994). ainsi que les travaux de Coutelieris et al. (2006)
ou les travaux du groupement CIDISIR (CInétiques de DIssolution des SItes Réels) :
Burghoffer et al. (2005)
Dans le cas sans termes sources, i.e., sans réactions chimiques, l’équilibre local dépend
de la valeur d’un coefficient d’échange dont la borne inférieure peut être estimée par le
coefficient présenté par la relation 2.158.
Dθi
l2
(2.158)
Dans le coefficient 2.158, Dθi représente le coefficient de diffusion du constituant i
dans la phase θ (m2/s) et l est la dimension caractéristique de l’échelle microscopique
(m). De la littérature citée précédemment, il nous est possible de dégager les conditions
pour lesquelles l’équilibre local est vérifié ou non. Si le coefficient présenté par la relation
2.158 est élevé, il y aura équilibre local, et non équilibre local dans le cas contraire. Dans le
cas du stockage de déchets, de cette analyse appuyée sur la littérature citée précédemment,
on peut dégager les problèmes suivants :
– l’équilibre local sera favorisé par un coefficient de diffusion élevé, le problème aura
donc plus de chances de se poser dans le cas du liquide que dans le cas du gaz
– l’équilibre local sera favorisé par des valeurs petites de l. Il est difficile à ce jour
d’estimer dans notre cas une valeur pertinente de ce paramètre, le processus de
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remplissage des décharges n’assurant pas un contrôle précis de la charge. On peut
cependant imaginer que les grandes hétérogénéités susceptibles d’être présentes dans
un casier, de l’ordre du décimètre au mètre par exemple, pourraient induire des effets
de non-équilibre local. Cette question sera laissée en suspens dans la thèse, mais doit
être gardée à l’esprit pour des analyses futures, et comme explication possible de
certaines observations sur sites réels.
En revanche, dans le cas avec terme source, les réactions sont susceptibles d’influencer
les champs de concentration. Par exemple, dans leur étude concernant la modélisation
des films biologiques, Wood and Whitaker (1998) précisent que les conditions définies par
les relations 2.156 et 2.157 ne sont vérifiées que dans des cas particuliers. D’après Wood
and Whitaker (1998), plusieurs régimes correspondant au cas d’utilisation de l’hypothèse
d’équilibre local peuvent être identifiés. La Figure 2.3 présente ces différents cas.
Fig. 2.3 – Équilibre chimique macroscopique : équilibre local ou non-équilibre local
Deux régimes permettant d’obtenir des gradients de concentration faibles existent. Le
premier régime est celui décrit plus haut (gradients de concentrations faibles dans les deux
phases) et le deuxième régime est le cas particulier où le constituant i est consommé quasi-
instantanément dans l’une des phases. Dans ce cas la concentration moyenne dans cette
phase est constante et prend une valeur proche de 0. Le modèle obtenu dans ce dernier
cas est appelé pseudo modèle à une équation car il ressemble au modèle d’équilibre local
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sans en avoir la même signification physique.
Dans le cas réactif, le fait d’avoir des coefficients Dθi/l2 élevés n’est pas suffisant pour
assurer la validité de l’hypothèse d’équilibre local. Introduisons ici les nombres de Péclet
et les nombres de Damkohler. Le nombre de Péclet permet de comparer les transferts
convectifs et diffusifs (cf. équation 2.159) alors que le nombre de Damkohler (cf. équation
2.160) permet de comparer les flux réactifs et diffusifs.
Pe =
l
∥∥vθ∥∥
Dθi
(2.159)
Da =
l2 Rθi
Dθi ρθ
(2.160)
Dans les relations 2.159 et 2.160, l est la dimension caractéristique de l’échelle micro-
scopique (m), vθ est le vecteur vitesse de la phase θ à l’échelle microscopique (m/s), Dθi
représente le coefficient de diffusion du constituant i dans la phase θ (m2/s), Rθi est le
taux de production/ consommation du constituant i dans la phase θ (kg/m3/s) et ρθ est
la masse volumique de la phase θ (kg/m3).
En règle générale, lorsque les phénomènes de transport sont couplés à des réactions de
consommation ou de production dans l’une des phases considérées, la condition nécessaire
et suffisante pour vérifier l’hypothèse d’équilibre local est de se trouver dans la situation
où les nombres de Péclet et de Damkohler sont faibles. Néanmoins, dans le cas des ISD,
la présence de la phase biofilm ainsi que la complexité des phénomènes biologiques qui
gèrent les réactions de biodégradation ne nous permettent pas d’estimer de façon certaine
les nombres de Péclet et de Damkohler. Dans notre cas, nous supposerons que l’hypo-
thèse d’équilibre local est vérifiée pour l’ensemble des phases. Néanmoins, des mesures a
posteriori sont nécessaires pour valider cette hypothèse.
Modèle final. Finalement le modèle mathématique que nous utiliserons pour décrire
le transport des constituants majoritairement gazeux sera formé par deux équations. En
considérant l’hypothèse d’équilibre local présenté précédemment, la première équation
(2.161) décrit la conservation de la masse du constituant i dans les phases mobiles gaz et
liquide à l’échelle de Darcy. La deuxième équation (2.162) quant à elle décrit la conser-
vation de la masse du constituant i dans la phase biofilm. Dans ces deux équations, des
termes de transferts de masse sont introduits de façon à prendre en compte le transfert
de masse du constituant i vers les phases mobiles ou inversement.
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∂ [(γ 〈ργ〉γ + λρλΓi) 〈ωγi〉γ]
∂t
+∇ ·
[(
γ 〈ργ〉γ
〈
vγ
〉γ
+ λρλ
〈
vλ
〉λ
Γi
)
〈ωγi〉γ
]
= ∇ ·
[
k=N−1∑
k=1
(
γ 〈ργ〉γ D∗γik · ∇ 〈ωγk〉
γ
)]
+∇ ·
[
λρλΓiD∗λi · ∇ 〈ωγi〉
γ
]
+ m˙γβi + m˙λβi (2.161)
∂βρβ 〈ωβi〉β
∂t
= ∇ ·
[
βρβD
∗
βi
· ∇ 〈ωβi〉β
]
+β 〈rβi〉β − m˙γβi − m˙λβi (2.162)
Nous verrons à la fin de ce chapitre que l’équation 2.162 nécessite des simplifications
supplémentaires liées à un manque de connaissance de la structure globale de la phase
biofilm. Néanmoins, le modèle décrit par les équations 2.161 et 2.162 est un modèle complet
pour lequel la seule hypothèse simplificatrice utilisée est l’hypothèse d’équilibre local entre
les phases gaz et liquide.
2.3.3 Obtention du modèle macroscopique pour les composants b
solides
L’objectif de cette partie est de développer le modèle mathématique décrivant la
conservation de la masse d’un constituant b provenant du substrat solide. Comme nous
l’avons vu dans le Chapitre 1, paragraphe 1.2.4, les constituants provenant du substrat
solide peuvent se trouver soit sous forme solide, soit sous forme hydrolysée dans le biofilm.
La première étape du processus de changement d’échelle consiste à intégrer les équations
2.37 et 2.38 pour obtenir les équations 2.163 et 2.164.
∂σ 〈ρσωσb〉σ
∂t
= − 1
V
∫
Aσβ
nσβ ·
[
−ρσωσbwσβ
]
dA (2.163)
∂β 〈ρβωβb〉β
∂t
+∇ ·
(〈
jβb
〉)
= − 1
V
∫
Aβσ
nβσ ·
[
−ρβωβbwβσ + jβb
]
dA
+β 〈rβb〉β (2.164)
Dans ces équations, les termes du second membre sont les termes de transfert de masse du
constituant b entre les phases solide et biofilm. Ces deux termes sont reliés l’un à l’autre
par la relation de continuité des flux à l’interface (cf. équation 2.43). Le terme de transfert
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sera noté m˙σβb et défini par la relation 2.165.
m˙σβb = − 1
V
∫
Aσβ
nσβ ·
[
−ρσωσbwσβ
]
dA =
1
V
∫
Aβσ
nβσ ·
[
−ρβωβbwβσ + jβb
]
dA (2.165)
En utilisant les décompositions spatiales des variables ωσb et ωβb, ainsi que les propriétés
d’incompressibilité des phases solide et biofilm, les équations 2.163 et 2.164 se simplifient
pour obtenir les relations 2.166 et 2.167.
∂σρσ 〈ωσb〉σ
∂t
= m˙σβb (2.166)
∂βρβ 〈ωβb〉β
∂t
+∇ ·
(〈
jβb
〉)
= −m˙σβb + β 〈rβb〉β (2.167)
Enfin le terme de diffusion dans le biofilm est exactement traité de la même manière que
dans le Chapitre 2 au paragraphe 2.3.2. Le modèle permettant de décrire la conservation
de la masse du constituant b initialement présent sous forme solide est composé des deux
équations 2.168 et 2.169.
∂σρσ 〈ωσb〉σ
∂t
= m˙σβb (2.168)
∂βρβ 〈ωβb〉β
∂t
= ∇ ·
[
βρβD
∗
βb
· ∇ 〈ωβb〉β
]
− m˙σβb + β 〈rβb〉β (2.169)
avec :
D∗
βb
=
Dβb
τβ
I︸ ︷︷ ︸
Terme diffusif
(2.170)
2.3.4 Obtention du modèle macroscopique pour l’eau
L’eau est un constituant particulier, puisque c’est le seul qui potentiellement peut
être présent dans les quatre phases que nous considérons. La plupart du temps, l’eau
constitutive de la phase solide est considérée comme piégée dans cette phase, et elle ne joue
donc qu’un faible rôle dans les phénomènes de transfert. Néanmoins, nous développons ici
un modèle mathématique qui nous permet de prendre en compte la conservation de l’eau
dans les quatre phases avec possibilité d’échange de masse entre le solide et le biofilm d’une
part et le biofilm et les phases mobiles d’autre part. La forme moyennée des équations de
conservation de la masse d’eau dans chacune des phases est présentée par les équations
2.171 à 2.174. Les différents transferts possibles sont les transferts d’eau de la phase liquide
et de la phase biofilm vers la phase gaz par évaporation, et les échanges d’eau de la phase
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liquide vers les phases biofilm et solide.
∂γ 〈ργωγH2O〉γ
∂t
+∇ ·
(〈
ργωγH2Ovγ
〉
+
〈
jγH2O
〉)
= − 1
V
∑
θ=λ,β
∫
Aγθ
nγθ ·
[
ργωγH2O
(
vγ − wγθ
)
+ jγH2O
]
dA (2.171)
∂λ 〈ρλωλH2O〉λ
∂t
+∇ ·
(〈
ρλωλH2Ovλ
〉
+
〈
jλH2O
〉)
= − 1
V
∑
θ=γ,β
∫
Aλθ
nλθ ·
[
ρλωλH2O
(
vλ − wλθ
)
+ jλH2O
]
dA (2.172)
∂β 〈ρβωβH2O〉β
∂t
+∇ ·
(〈
jβH2O
〉)
= − 1
V
∑
θ=γ,λ,σ
∫
Aβθ
nβθ ·
[
−ρβωβH2Owβθ + jβH2O
]
dA+ β 〈rβH2O〉β (2.173)
∂σ 〈ρσωσH2O〉σ
∂t
= − 1
V
∑
θ=λ,β
∫
Aσθ
nσθ ·
[−ρσωσH2Owσθ] dA (2.174)
Dans les phase liquide et biofilm, l’eau est le constituant majoritaire et, par conséquent,
nous pourrons considérer que les gradients de concentration en eau dans la phase liquide
et la phase biofilm sont faibles. Par conséquent, nous négligerons les termes diffusifs dans
les équations 2.172 et 2.173 (ie jλH2O ≈ 0 et jβH2O ≈ 0). En revanche, nous considérons
un terme de diffusion muticonstituant similaire à celui présenté par l’équation 2.92 dans
la phase gaz. Comme nous l’avons fait précédemment, en utilisant la continuité des flux
aux interfaces définis à l’échelle du pore par les relations 2.25 à 2.30, nous introduisons
les termes de transfert interfaciaux suivants :
m˙λγH2O =
1
V
∫
Aγλ
nγλ ·
[
ργωγH2O
(
vγ − wγλ
)
+ jγH2O
]
dA
= − 1
V
∫
Aγλ
nγλ ·
[
ρλωλH2O
(
vλ − wγλ
)]
dA (2.175)
m˙λσH2O = −
1
V
∫
Aλσ
nλσ ·
[
ρλωλH2O
(
vλ − wλσ
)]
dA
=
1
V
∫
Aλσ
nλσ ·
[−ρσωσH2Owλσ] dA (2.176)
m˙βγH2O = −
1
V
∫
Aβγ
nβγ ·
[
−ρβωβH2Owβγ
]
dA
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=
1
V
∫
Aβγ
nβγ ·
[
ργωγH2O
(
vγ − wβγ
)
+ jγH2O
]
dA (2.177)
m˙βλH2O = −
1
V
∫
Aβλ
nβλ ·
[
−ρβωβH2Owβλ
]
dA
=
1
V
∫
Aβλ
nβλ ·
[
ρλωλH2O
(
vλ − wβλ
)]
dA (2.178)
m˙βσH2O = −
1
V
∫
Aβσ
nβσ ·
[
−ρβωβH2Owβσ
]
dA
=
1
V
∫
Aβσ
nβσ ·
[
−ρσωσH2Owβσ
]
dA (2.179)
En utilisant la même démarche que celle présentée pour les constituants majoritai-
rement gazeux et pour les constituants du substrat solide, le modèle mathématique à
l’échelle de Darcy permettant de décrire la conservation de l’eau dans l’ensemble du sys-
tème est constitué des quatre équations 2.180, 2.181,2.182 et 2.183.
∂γ 〈ργ〉γ 〈ωγH2O〉γ
∂t
+∇ ·
(
γργ
〈
vγ
〉γ
〈ωγH2O〉γ
)
= ∇ ·
[
k=N−1∑
k=1
(
γ 〈ργ〉γ D∗γH2O k · ∇ 〈ωγk〉
γ
)]
− m˙βγH2O − m˙λγH2O (2.180)
∂λρλ 〈ωλH2O〉λ
∂t
+∇ ·
(
λρλ
〈
vλ
〉λ 〈ωγH2O〉λ) = m˙λσH2O + m˙λγH2O − m˙βλH2O(2.181)
∂βρβ 〈ωβH2O〉β
∂t
= +m˙βγH2O + m˙βλH2O + m˙βσH2O + β 〈rβH2O〉β (2.182)
∂σρσ 〈ωσH2O〉σ
∂t
= −m˙βσH2O − m˙λσH2O (2.183)
avec :
D∗
γH2O k
=
〈DγH2O k〉γ
τγ
I︸ ︷︷ ︸
Terme diffusif
+ δH2O k
αTγ ∥∥∥〈vγ〉γ∥∥∥ I + (αLγ − αTγ)
〈
vγ
〉γ
×
〈
vγ
〉γ∥∥∥〈vγ〉γ∥∥∥

︸ ︷︷ ︸
Terme dispersif
(2.184)
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Enfin, il convient de signaler que l’hypothèse d’équilibre local entre les phases gaz et
liquide sera également appliquée dans le cas de l’eau. L’eau étant un constituant infiniment
concentré dans la phase liquide, la concentration de la vapeur en contact avec l’eau liquide
sera imposée par les conditions de température et de pression via la pression de vapeur
saturante de l’eau. La relation permettant de calculer la fraction massique d’eau dans la
phase gaz est couramment appelée loi de Raoult et relie directement la fraction massique
d’eau gazeuse à la pression de vapeur saturante.
2.3.5 Obtention du modèle macroscopique pour l’énergie
L’enjeu de cette partie est d’obtenir le modèle mathématique permettant de décrire la
conservation de l’énergie du système. Comme nous l’avons présenté précédemment pour
les équations de transport, nous adoptons une approche multi-constituant pour décrire
le transport de la chaleur dans chacune des phases. L’approche “ multi-constituant ” est
récente dans le développement de ce type d’équations. En effet, dans la littérature seule
une approche multiphasique est adoptée et l’aspect multi-constituants est inexistant. Ceci
pose un certain nombre de problèmes puisque les propriétés thermodynamiques de chacune
des phases dépendent fortement de leur composition. On tentera donc de développer
un modèle macroscopique de conservation de l’énergie en prenant en compte cet aspect
multiphasique et multi-constituant. L’originalité de cette démarche est donc de présenter
le développement d’une équation de conservation de l’énergie en tenant compte de la
composition de chaque phase. La démarche utilisée consiste à appliquer la méthode de
prise de moyenne volumique aux équations 2.63 à 2.66.
La démarche de prise de moyenne est présentée pour l’équation de conservation de
l’énergie pour la phase gaz. Elle sera reprise pour les autres phases. En utilisant les
théorèmes de changement d’échelle, ainsi que la décomposition spatiale des variables pour
la phase gaz, on obtient l’équation moyenne de conservation de l’énergie de la phase gaz
(cf. équation 2.185). Dans cette équation, nous avons regroupé les termes de structure
similaires et nous avons utilisé l’équation de conservation de la masse de constituant i en
phase gazeuse développée dans le Chapitre 2 au paragraphe 2.3.2 pour faire apparaître le
terme de transfert de masse de ce constituant de la phase gaz vers les phases liquide et
biofilm (m˙γλi et m˙γβi).
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∑
i∈γ
[
ργγ 〈ωγi〉γ ∂〈hγi〉
γ
∂t
+
(
γργ
〈
vγ
〉γ
〈ωγi〉γ + γ
〈
jγi
〉γ
+ γργ
〈
ω˜γiv˜γ
〉γ)
· ∇ 〈hγi〉γ
]
+ 1
V
∑
θ=λ,β,σ
∑
i∈γ
∫
Aγθ
nγθ ·
([
hγi
(
ργωγi
(
vγ − wγθ
)
+ jγi
)]
− Λγ∇Tγ
)
dA
+
∑
i∈γ
[
∂ργγ〈ω˜γih˜γi〉γ
∂t
+∇ · γργ
(〈
h˜γiω˜γiv˜γ
〉γ
+ 〈ωγi〉γ
〈
h˜γiv˜γ
〉γ
+
〈
vγ
〉γ 〈
h˜γiω˜γi
〉γ)
+∇ · γ
〈
h˜γij˜γi
〉γ]
= ∇ · (Λγγ∇〈Tγ〉γ) +∇ ·
(
Λγ
1
V
∑
θ=λ,β,σ
∫
Aγθ
nγθT˜γ dA
)
− ∑
θ=λ,β
∑
i∈γ
[〈hγi〉γ m˙γθi]
(2.185)
Une analyse des ordres de grandeur va nous permettre de simplifier cette équation. En
supposant toujours que les conditions de séparation des échelles sont respectées, nous
pouvons comparer les ordres de grandeur des différents termes de l’équation 2.185. En
introduisant l’expression classique de l’enthalpie hγi = CPγiTγ, on a par exemple :〈
h˜γiω˜γiv˜γ
〉γ
= CPγiO
(
l2
L2
〈Tγ〉γ 〈ωγi〉γ 〈~vγ〉γ
)
(2.186)
〈~vγ〉γ
〈
h˜γiω˜γi
〉γ
= CPγiO
(
l2
L2
〈Tγ〉γ 〈ωγi〉γ 〈~vγ〉γ
)
(2.187)
〈ωγi〉γ
〈
h˜γi~˜vγ
〉γ
= CPγiO
(
l
L
〈Tγ〉γ 〈ωγi〉γ 〈~vγ〉γ
)
(2.188)
Or les dimensions caractéristiques utilisées pour le changement d’échelle sont telles que
l
L
<<1. Ceci implique les inégalités suivantes :〈
h˜γiω˜γiv˜γ
〉γ
<< 〈ωγi〉γ
〈
h˜γi~˜vγ
〉γ
(2.189)
〈~vγ〉γ
〈
h˜γiω˜γi
〉γ
<< 〈ωγi〉γ
〈
h˜γi~˜vγ
〉γ
(2.190)
De la même manière, on a :
∂ργγ
〈
ω˜γjh˜γj
〉γ
∂t
<< ργγ 〈ωγj〉γ ∂ 〈hγj〉
γ
∂t
(2.191)
Enfin, en supposant que les flux de diffusion sont fickiens (cf. équation 2.92), nous pouvons
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évaluer les ordres de grandeur des termes liés à la diffusion moléculaire :
∇ · γ
〈
h˜γij˜γi
〉γ
= O
(
−ργDγiiγCPγj l
2
L4
〈Tγ〉γ 〈ωγi〉γ
)
(2.192)(
γ
〈
jγi
〉γ)
· ∇ 〈hγi〉γ = O
(
−ργDγiiγCPγi l
L2
〈Tγ〉γ 〈ωγi〉γ
)
(2.193)
Nous obtenons donc la relation :
∇ · γ
〈
h˜γij˜γi
〉γ
<<
(
γ
〈
jγi
〉γ)
· ∇ 〈hγi〉γ (2.194)
L’analyse de ces ordres de grandeur nous permet de simplifier l’équation 2.185 pour
obtenir l’expression 2.195
∑
i∈γ
ργγ 〈ωγi〉γ ∂ 〈hγi〉γ∂t︸ ︷︷ ︸
Terme d′accumulation
+
(
γργ
〈
vγ
〉γ
〈ωγi〉γ + γ
〈
jγi
〉γ
+ γργ
〈
ω˜γiv˜γ
〉γ)
· ∇ 〈hγi〉γ︸ ︷︷ ︸
Terme de transport advectif et diffusif

+
1
V
∑
θ=λ,β,σ
∑
i∈γ
∫
Aγθ
nγθ ·
([
hγi
(
ργωγi
(
vγ − wγθ
)
+ jγi
)]
− Λγ∇Tγ
)
dA
︸ ︷︷ ︸
Terme d′echange interfacial d′enthalpie
+
∑
i∈γ
[
∇ · γργ 〈ωγi〉γ
〈
h˜γiv˜γ
〉γ]
︸ ︷︷ ︸
Terme dispersif
+
∑
θ=λ,β
∑
i∈γ
[〈hγi〉γ m˙γθi]︸ ︷︷ ︸
Terme d′echange massique
= ∇ · (Λγγ∇〈Tγ〉γ)︸ ︷︷ ︸
Terme de conduction
+∇ ·
Λγ 1
V
∑
θ=λ,β,σ
∫
Aγθ
nγθT˜γ dA

︸ ︷︷ ︸
Terme de tortuosite
(2.195)
L’équation 2.195 fait apparaître plusieurs termes, dont la signification physique est
présentée ci-dessus. Ce type d’équation peut être écrite pour chacune des phases. Ainsi
les équations 2.196, 2.197 et 2.198 représentent les équations de conservation de l’énergie
des phases liquide, biofilm et solide moyennées sur le VER.‘
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∑
i∈λ
ρλλ 〈ωλi〉λ ∂ 〈hλi〉λ∂t︸ ︷︷ ︸
Terme d′accumulation
+
(
λρλ
〈
vλ
〉λ 〈ωλi〉λ + λ 〈jλi〉λ + λρλ 〈ω˜λiv˜λ〉λ) · ∇ 〈hλi〉λ︸ ︷︷ ︸
Terme de transport advectif et diffusif

+
1
V
∑
θ=γ,β,σ
∑
i∈λ
∫
Aλθ
nλθ ·
([
hλi
(
ρλωλi
(
vλ − wλθ
)
+ jλi
)]− Λλ∇Tλ) dA
︸ ︷︷ ︸
Terme d′echange interfacial d′enthalpie
+
∑
i∈λ
[
∇ · λρλ 〈ωλi〉λ
〈
h˜λiv˜λ
〉λ]
︸ ︷︷ ︸
Terme dispersif
+
∑
θ=γ,β
∑
i∈λ
[
〈hλi〉λ m˙λθi
]
︸ ︷︷ ︸
Terme d′echange massique
= ∇ ·
(
Λλλ∇〈Tλ〉λ
)
︸ ︷︷ ︸
Terme de conduction
+∇ ·
Λλ 1
V
∑
θ=γ,β,σ
∫
Aλθ
nλθT˜λdA

︸ ︷︷ ︸
Terme de tortuosite
(2.196)
∑
i∈β
ρββ 〈ωβi〉β ∂ 〈hβi〉β∂t︸ ︷︷ ︸
Terme d′accumulation
+
(
β
〈
jβi
〉β)
· ∇ 〈hβi〉β︸ ︷︷ ︸
Terme de transport advectif et diffusif
+ ∑
θ=γ,λ,σ
∑
i∈β
[
〈hβθi〉β m˙βi
]
︸ ︷︷ ︸
Terme d′echange massique
+
1
V
∑
θ=γ,λ,σ
∑
i∈β
∫
Aβθ
nβθ ·
([
hβi
(
−ρβωβiwβθ + jβi
)]
− Λβ∇Tβ
)
dA
︸ ︷︷ ︸
Terme d′echange interfacial d′enthalpie
= ∇ ·
(
Λββ∇〈Tβ〉β
)
︸ ︷︷ ︸
Terme de conduction
+∇ ·
Λβ 1
V
∑
θ=γ,λ,σ
∫
Aβθ
nβθT˜β dA

︸ ︷︷ ︸
Terme de tortuosite
+ β 〈ψ〉β︸ ︷︷ ︸
Terme de consomation/production
(2.197)
∑
i∈σ
ρσσ 〈ωσi〉σ ∂ 〈hσi〉σ
∂t︸ ︷︷ ︸
Terme d′accumulation
+ ∑
i∈σ
[〈hσβi〉σ m˙σi]︸ ︷︷ ︸
Terme d′echange massique
+
1
V
∑
θ=γ,λ,β
∑
i∈σ
∫
Aσθ
nσθ ·
([
hσi
(−ρσωσiwσθ)]− Λσ∇Tσ) dA
︸ ︷︷ ︸
Terme d′echange interfacial d′enthalpie
= ∇ · (Λσσ∇〈Tσ〉σ)︸ ︷︷ ︸
Terme de conduction
+∇ ·
Λσ 1
V
∑
θ=γ,λ,β
∫
Aσθ
nσθT˜σdA

︸ ︷︷ ︸
Terme de tortuosite
(2.198)
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En sommant les équations 2.195, 2.196, 2.197 et 2.198, les termes de transferts inter-
faciaux s’annulent deux à deux pour obtenir la relation 2.199
∑
i∈γ
[
ργγ 〈ωγi〉γ ∂ 〈hγi〉
γ
∂t
+
(
γργ
〈
vγ
〉γ
〈ωγi〉γ + γ
〈
jγi
〉γ
+ γργ
〈
ω˜γiv˜γ
〉γ)
· ∇ 〈hγi〉γ
]
+
∑
i∈λ
[
ρλλ 〈ωλi〉λ ∂ 〈hλi〉
λ
∂t
+
(
λρλ
〈
vλ
〉λ 〈ωλi〉λ + λ 〈jλi〉λ + λρλ 〈ω˜λiv˜λ〉λ) · ∇ 〈hλi〉λ]
+
∑
i∈β
[
ρββ 〈ωβi〉β ∂ 〈hβi〉
β
∂t
+
(
β
〈
jβi
〉β)
· ∇ 〈hβi〉β
]
+
∑
i∈σ
[
ρσσ 〈ωσi〉σ ∂ 〈hσi〉
σ
∂t
]
+
∑
θ=γ,λ,σ
∑
i∈β
[
〈hβi〉β m˙βθi
]
+
∑
i∈σ
[〈hσi〉σ m˙σβi] +
∑
θ=λ,β
∑
i∈γ
[〈hγθi〉γ m˙γi] +
∑
θ=γ,β
∑
i∈λ
[
〈hλi〉λ m˙λθi
]
+
∑
i∈γ
[
∇ · γργ 〈ωγi〉γ
〈
h˜γiv˜γ
〉γ]
+
∑
i∈λ
[
∇ · λρλ 〈ωλi〉λ
〈
h˜λiv˜λ
〉λ]
= ∇ · (Λγγ∇〈Tγ〉γ) +∇ ·
Λγ 1
V
∑
θ=λ,β,σ
∫
Aγθ
nγθT˜γ dA

+∇ ·
(
Λλλ∇〈Tλ〉λ
)
+∇ ·
Λλ 1
V
∑
θ=γ,β,σ
∫
Aλθ
nλθT˜λdA

+∇ ·
(
Λββ∇〈Tβ〉β
)
+∇ ·
Λβ 1
V
∑
θ=γ,λ,σ
∫
Aβθ
nβθT˜β dA
+ β 〈ψ〉β
+∇ · (Λσσ∇〈Tσ〉σ) +∇ ·
Λσ 1
V
∑
θ=γ,λ,β
∫
Aσθ
nσθT˜σdA
 (2.199)
A ce stade, nous considérons que le seul terme de changement de phase qui s’accom-
pagne d’un "saut" d’enthalpie est la vaporisation de l’eau liquide vers la phase gaz ou la
condensation de l’eau gaz vers la phase liquide. En effet, les autres changements de phase
se font via des mécanismes de dissolution des espèces gazeuses vers la phase liquide ou
des espèces solides vers la phase biofilm, et il s’avère que ces mécanismes sont très peu
énergétiques. Nous simplifions donc les termes de changement de phase comme le présente
l’équation 2.200.
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∑
θ=γ,λ,σ
∑
i∈β
[
〈hβi〉β m˙βθi
]
+
∑
i∈σ
[〈hσi〉σ m˙σβi]
+
∑
θ=λ,β
∑
i∈γ
[〈hγθi〉γ m˙γi] +
∑
θ=γ,β
∑
i∈λ
[
〈hλi〉λ m˙λθi
]
= m˙γλH2O
(
〈hγH2O〉γ − 〈hλH2O〉λ
)
= m˙γλH2OLvH2O (2.200)
Dans cette équation LvH2O représente la chaleur latente de vaporisation de l’eau.
Equilibre thermique local. Comme dans beaucoup d’études de transfert thermique
en milieu poreux, nous généralisons, à l’échelle de Darcy, les conditions d’équilibres ther-
miques aux différentes interfaces présentées par les équations 2.73 à 2.75 valables à l’échelle
du pore. Nous utilisons donc l’hypothèse d’équilibre thermique local, tout comme nous
avons utilisé l’hypothèse d’équilibre chimique local entre les phases liquide et gaz. Intro-
duire cette hypothèse nous permet de considérer un seul champ de température macro-
scopique (cf. équation 2.201).
〈T 〉 = 〈Tγ〉γ = 〈Tλ〉λ = 〈Tβ〉β = 〈Tσ〉σ (2.201)
Tout comme nous avons pu le montrer pour l’hypothèse d’équilibre chimique local, l’hypo-
thèse d’équilibre thermique local est valable lorsque les gradients thermiques sont faibles
dans chaque phase en contact thermique. Les travaux de Quintard and Whitaker (1993)
ou Gobbé and Quintard (1994) permettent de développer les conditions dans lesquelles
l’utilisation de l’hypothèse d’équilibre thermique local est justifiée. Nous ne développons
pas ici les conditions détaillées d’utilisation de l’hypothèse d’équilibre thermique local,
mais compte tenu du fait qu’en règle générale, les temps caractéristiques des phénomènes
de transfert de masse sont plus long que les temps associées au transport de chaleur,
nous pouvons considérer que le transfert de chaleur est quasi-instantané par rapport au
transfert de masse, ce qui justifie l’utilisation de l’hypothèse d’équilibre thermique local.
Fermeture. Le problème de fermeture consiste à fermer le système d’équations en re-
liant la déviation de la température T˜ à la valeur moyenne ou à ses dérivées. L’étude
des problèmes de fermeture pour les transferts de chaleur en milieu poreux multiphasique
est largement documentée. On pourra par exemple se référer à la discussion présentée par
Duval et al. (2004). Dans le cas multiphasique avec équilibre local, la variable de fermeture
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peut être estimée sous la forme suivante :
T˜ = bT · ∇ 〈T 〉 (2.202)
Ce type de problème a été résolu pour de nombreuses structures, et permet d’obtenir
des valeurs des propriétés effectives. Compte tenu du manque de connaissances sur la
structure porale pour nos matériaux, nous ne résolvons pas le problème de fermeture
mais nous considérons que la forme introduite par l’équation 2.202 est valable. L’équation
2.199 prend donc la forme suivante :
〈ρCP 〉 ∂ 〈T 〉
∂t
+ 〈U〉 · ∇ 〈T 〉+ m˙γλH2OLvH2O
= ∇ ·
(
Λ
eff
· ∇ 〈T 〉
)
+ β 〈ψ〉β (2.203)
avec :
〈ρCP 〉 =
∑
i∈γ
ργγ 〈ωγi〉γ CPγi +
∑
i∈λ
ρλλ 〈ωλi〉λCPλi +
∑
i∈β
ρββ 〈ωβi〉β CPβi
+
∑
i∈σ
ρσσ 〈ωσi〉σ CPσi (2.204)
〈U〉 =
∑
i∈γ
CPγi
(
γργ
〈
vγ
〉γ
〈ωγi〉γ + γργ
〈
ω˜γiv˜γ
〉γ)
+
∑
i∈λ
CPλi
(
λρλ
〈
vλ
〉λ 〈ωλi〉λ + λρλ 〈ω˜λiv˜λ〉λ)
+
∑
i∈β
CPβi
(
βρβ
〈
vβ
〉β
〈ωβi〉β
)
(2.205)
Λ
eff
= (Λγγ + Λλλ + Λββ + Λσσ) I + Λγ
1
V
∑
α=λ,β,σ
∫
Aγα
nγα~bT dA
+ Λλ
1
V
∑
α=γ,β,σ
∫
Aλα
nλα~bT dA+ Λβ
1
V
∑
α=γ,λ,σ
∫
Aλα
nβα~bT dA+ Λσ
1
V
∑
α=γ,λ,β
∫
Aσα
nσα~bT dA
−
5∑
j=1
[
γργ 〈ωγi〉γ CPγi
〈
~bT v˜γ
〉γ]
−
4∑
j=1
[
λρλ 〈ωλi〉λCPλi
〈
~bT v˜λ
〉λ]
(2.206)
L’équation (2.6-10) prend donc une forme générique, mais elle a l’avantage de prendre en
compte les variations de composition des différentes phases. Ceci est original et nécessaire
dans notre cas puisque la composition de la phase gazeuse est susceptible de varier de
façon conséquente au cours des différentes phases de la vie de la décharge.
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2.4 Modèle mathématique final
Nous avons développé un modèle mathématique complexe permettant de décrire les
transferts couplés de masse et de chaleur à l’échelle de Darcy dans un milieu poreux
réactif. Ce milieu poreux est constitué de la matrice solide formée par les OM. Le modèle
mathématique obtenu permet de prendre en compte le caractère multi-consituant des
transferts intervenant dans les ISD. Il intègre également la description de deux phases
mobiles via l’utilisation de lois de Darcy généralisées pour les écoulements de gaz et de
liquide. Dans cette partie, nous présentons la synthèse du modèle mathématique développé
précédemment et introduisons quelques relations supplémentaires nous permettant de
réarranger le système.
2.4.1 Relations supplémentaires
Avant de définir le système d’équations que nous utiliserons pour développer notre
outil de simulation numérique, il nous faut introduire des relations supplémentaires qui
nous seront utiles pour obtenir une forme plus facile à manipuler du système d’équations.
Variables macroscopiques. Dans la suite du document, de façon à s’affranchir de
certaines écritures assez lourdes, nous allons renommer les variables macroscopiques uti-
lisées pour décrire le système à l’échelle de Darcy. Nous introduisons donc les variables
suivantes :
T = 〈T 〉 (2.207)
ργ ≈ 〈ργ〉γ (2.208)
Ωθi = 〈ωθi〉θ (2.209)
Vθ = θ
〈
vθ
〉θ (2.210)
Rβi = 〈rβi〉β (2.211)
Ψβ = 〈ψ〉β (2.212)
 = γ + λ (2.213)
S =
λ
γ + λ
(2.214)
Il convient également de noter que pour une phase donnée, la somme des fractions mas-
siques est égale à l’unité. Ceci est exprimée par la relation 2.215.∑
i∈θ
Ωθi = 1 pour θ = γ, λ, β ou σ (2.215)
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Equations de continuité. Nous avons vu dans le Chapitre 2 aux paragraphes 2.2.5,
2.2.6, 2.2.7 et 2.2.8 que la somme des équations de conservation de la masse à l’échelle
du pore pour tous les constituants d’une phase permet d’obtenir l’équation de continuité
de la phase considérée (cf. équations 2.45, 2.48, 2.50 et 2.51). Il en est de même pour
les équations à l’échelle de Darcy. Il est donc aisé d’obtenir les équations de continuité à
l’échelle de Darcy pour les phases gaz (cf. équation 2.216), liquide (cf. équation 2.217),
biofilm (cf. équation 2.218) et solide (cf. équation 2.219).
∂ (1− S) ργ
∂t
+∇ ·
(
Vγ
)
=
∑
i∈γ
(m˙γλi + m˙γβi) (2.216)
∂Sρλ
∂t
+∇ · (Vλ) = ∑
i∈λ
(−m˙γλi + m˙λβi) (2.217)
∂βρβ
∂t
=
∑
i∈β
(−m˙γβi − m˙λβi − m˙σβi + βRβi) (2.218)
∂σρσ
∂t
=
∑
i∈σ
(m˙σβi) (2.219)
Pression capillaire. Dans les milieux poreux, les écoulements conjoints de gaz et de
liquides sont fortement liés. En effet, la présence des pores engendre la création d’interfaces
courbes entre les phases liquide et gaz. La tension interfaciale qui agit pour maintenir cette
courbure engendre une légère différence de pression sur l’interface entre les phases liquides
et gazeuses. On conçoit que cette différence microscopique peut générer une différence des
pressions macroscopiques, que nous appellerons pression capillaire. Dans notre modèle on
appellera Pc la pression capillaire dans le milieu définie par la relation 2.220.
Pc = Pγ − Pλ (2.220)
La pression capillaire est principalement fonction de la saturation S, c’est à dire de la
répartition volumique des phases dans l’espace poral. La courbe Pc (S) est donc caracté-
ristique du milieu poreux étudié. Néanmoins, cette courbe présente un phénomène d’hys-
térésis puisqu’elle n’est pas identique suivant que l’expérience visant à la caractériser se
fait en imbibition (injection du fluide mouillant) ou en drainage (injection du fluide non-
mouillant). En première approche nous ne considérerons pas d’hystéresis. Nous verrons
dans le Chapitre 3 que pour le milieu poreux formé par les OM, la pression capillaire est
difficile à mesurer du fait de la variabilité temporelle et spatiale de la géométrie porale et
de la répartition granulométrique. Néanmoins, nous présenterons des résultats de mesure
de cette pression capillaire.
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Loi des gaz parfaits. Les fractions molaires des différentes espèces composant la phase
gaz sont relativement faibles. La température du système ainsi que sa pression sont éga-
lement relativement faibles. En première approche, nous supposerons donc que l’on peut
considérer que le mélange gazeux que nous considérons est un gaz parfait. La loi d’état
des gaz parfait nous permet donc de relier la masse volumique ργ du gaz aux variables du
système T , Pγ et Ωγi via la relation 2.221.
ργ =
Pγ
RT ∑
i∈γ
Ωγi
Mi
(2.221)
Cette expression sera ensuite introduite dans les équations concernant la conservation des
espèces gazeuses.
Hypothèses concernant le biofilm. Comme nous l’avons vu précédemment, le bio-
film est un milieu complexe dont la structure et les propriétés intrinsèques sont encore
peu connues. En particulier, nous avons pu voir dans le Chapitre 2 au paragraphe 2.2.1
que les propriétés effectives de diffusion dans les biofilms sont très difficiles à estimer.
Cette estimation est rendue encore plus difficile lorsque la structure du biofilm n’est pas
homogène. Or la plupart des expériences de visualisation de biofilms mettent en évidence
des structures très hétérogènes, avec par exemple la formation de "tunnels" au sein du
biofilm, qui représentent des zones "percolantes" qui permettent aux fluides environnant
d’y être transportés. Néanmoins, compte tenu de la faible fraction volumique des bio-
films dans les milieux poreux que nous considérons, nous supposerons que les équations
2.162, 2.169, 2.182 et 2.218 peuvent être simplifiées et remplacées respectivement par les
équations 2.222, 2.223, 2.224 et 2.225.
∀i ∈ γ , βRβi = m˙γβi + m˙λβi (2.222)
∀b ∈ σ , βRβb = m˙σβb (2.223)
βRβH2O = −m˙βγH2O − m˙βλH2O − m˙βσH2O ≈ −m˙βσH2O (2.224)∑
i∈β
βRβi =
∑
i∈β
(m˙γβi + m˙λβi + m˙σβi) (2.225)
Ceci est une première approche qui nous permet de traiter la phase biofilm comme le lieu
de l’ensemble des mécanismes biologiques, mais qui nous permet également de simplifier
le transport au sein de cette phase qui reste pour le moment peu connu. On considère
en particulier que la masse volumique du biofilm ne varie pas au cours du temps et que
l’ensemble des réactifs ou des produits intervenant dans les processus de biodégradation
sont instantanément transférés vers les autres phases. Les approximations présentées par
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les équations 2.222, 2.223, 2.224 et 2.225 sont fortes et devront être reconsidérées lorsque
les connaissances sur les biofilms dans les procédés de traitement des déchets en ISD seront
plus développées. Le modèle présenté précédemment pourra alors aisément intégrer les
données liées au transport de masse au sein des biofilms.
2.4.2 Equations utilisées dans le modèle numérique
Dans ce chapitre, nous avons développé un modèle mathématique décrivant le trans-
port couplé de masse et de chaleur dans les ISD. Le modèle mathématique intègre la
conservation de 5 espèces majoritairement gazeuses ainsi que de 4 constituants prove-
nant du substrat solide répartis dans 4 phases. Il intègre également le mouvement des
phases gaz et liquide ainsi que l’action des micro-organismes responsables des processus
de biodégradation dans le biofilm. Enfin, le modèle mathématique intègre également la
conservation de l’énergie du système. Les variables que nous avons introduites pour décrire
le système sont au nombre de 13 :
– la pression de la phase gaz Pγ
– la saturation S qui correspond à la fraction massique d’eau liquide
– les fractions massiques de la phase gaz Ωγi pour i = N2, O2, CH4, CO2, H2O
– les fractions massiques de la phase solide Ωγb pour b = rapidement biodegradable,
lentement biodegradable, tres lentement biodegradable, inerte, H2O
– la température T
A chacune de ces variables, nous associons une équation de façon à obtenir un système
de 13 équations. L’ensemble de ces équations sont présentées ci-après et forment le système
d’équations que nous cherchons à résoudre.
Equation pour la pression Pγ. L’équation que nous utilisons pour décrire l’évolution
de la pression dans la phase gaz est obtenue en sommant les deux équations 2.216 et 2.217
qui décrivent la continuité des phases gaz et liquide. Dans ces équations, les vitesses de
filtration Vγ et Vλ sont évaluées à l’aide des lois de Darcy généralisées introduites par les
équations 2.76 2.77. La pression de la phase liquide est reliée à la phase gaz via la pression
capillaire définie par la relation 2.220 et les termes de transfert vers le biofilm sont reliés
à la phase biofilm par les termes réactionnels. On obtient donc la relation 2.226.
(ρλ − ργ)∂S
∂t
+ (1− S)∂ργ
∂t
+∇ ·
(
ργ
(
− 1
ηγ
kγ ·
(∇Pγ − ργg)))
+∇ ·
(
ρλ
(
− 1
ηλ
kλ ·
(
∇Pγ − ∂Pc
∂S
∇S − ∂Pc
∂T
∇T − ρλg
)))
= β
∑
i
Rβi (2.226)
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Equation pour la saturation S. Pour décrire l’évolution de la saturation en phase
liquide S, nous utilisons l’équation de continuité de la phase liquide 2.217, dans laquelle
nous évaluons la vitesse de filtration Vλ grâce à la relation 2.77. Tout comme dans l’équa-
tion 2.226, nous relions la pression de la phase liquide à la pression gaz via la pression
capillaire. Nous considérons que les seuls transferts possibles d’eau sont des transferts de la
phase liquide vers la phase gaz (ou inversement) via un processus d’évaporation ou bien
un transfert d’eau liquide vers la phase solide via un processus d’absorption capillaire.
L’équation qui nous permet de décrire l’évolution du champ de saturation S est donc la
suivante :
ρλ
∂S
∂t
+∇ ·
(
ρλ
(
− 1
ηλ
kλ ·
(
∇Pγ − ∂Pc
∂S
∇S − ∂Pc
∂T
∇T − ρλg
)))
= m˙λγH2O + m˙λσH2O (2.227)
Dans un premier temps les processus d’absorption de l’eau liquide vers la phase solide
seront négligés. En revanche, les transferts d’eau liquide par vaporisation vers la phase gaz
seront évalués à l’aide de l’équation de conservation de l’eau dans la phase gaz (cf. 2.180).
L’expression de ce terme de transfert sera donc évaluée à l’aide de la relation 2.228.
m˙λγH2O = −
∂γργΩγH2O
∂t
−∇ ·
(
ργVγΩγH2O
)
+ ∇ ·
[
k=N−1∑
k=1
(
γργD
∗
γH2O k
· ∇Ωγk
)]
(2.228)
Equation pour les fractions massiques des constituants gazeux Ωγi. Nous consi-
dérons plusieurs catégories de constituants gazeux. Pour les constituants, O2, CH4, CO2,
nous utilisons les équations 2.161 et 2.162 que nous simplifions à l’aide des hypothèses
que nous avons formulées précédemment pour obtenir la relation 2.229.
∂ [( (1− S) ργ + SρλΓi) Ωγi]
∂t
+∇ ·
[(
ργVγ + ρλVλΓi
)
Ωγi
]
= ∇ ·
[
k=N−1∑
k=1
(
γργD
∗
γik
· ∇Ωγk
)]
+∇ ·
[
λρλΓiD∗λi · ∇Ωγi
]
+ βRβi (2.229)
Comme nous l’avons exposé dans le Chapitre 2 au paragraphe 2.3.2, nous supposons que
la phase gaz est en équilibre local avec la phase liquide et qu’aucun mécanisme de séchage
n’intervient dans les conditions standards d’exploitation. Par conséquent, nous supposons
la présence permanente de la phase liquide et la concentration en vapeur d’eau dans la
phase gaz en contact est donc imposée par les conditions locales de température et de
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pression. La fraction massique en eau vapeur sera donc calculée grâce à la relation 2.230.
ΩγH2O =MH2O
Psat
Pγ
∑
i∈γ
Ωγi
Mi
(2.230)
Enfin, comme nous considérons que le diazote est le solvant pour la phase gaz, la fraction
massique de N2 dans le gaz sera calculée à l’aide de l’expression 2.231.
ΩγN2 = 1− (ΩγO2 + ΩγCO2 + ΩγCH4 + ΩγH2O) (2.231)
Equation pour les fractions massiques des constituants gazeux Ωσi. Pour l’en-
semble des éléments présents dans le solide excepté la phase liquide, nous utilisons les
équations de conservation décrites de façon générique par les relations 2.168 et 2.169. La
combinaison de ces deux relations ainsi que les hypothèses formulées quant au traitement
du biofilm nous permettent d’obtenir la relation 2.232
∀i ∈ σ , ∂σρσΩσb
∂t
= βRβb (2.232)
En revanche, pour l’eau absorbée dans la matrice solide, nous considérons dans une pre-
mière approche que celle-ci n’intervient pas dans les transferts, et que sa fraction massique
ne varie pas. On considérera donc la relation suivante : 2.232
∂σρσΩσH2O
∂t
= 0 (2.233)
Equation pour la température T . L’équation que nous utilisons pour décrire l’évo-
lution de la température des ISD est l’équation 2.203.
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Chapitre 3
Evaluation des propriétés du matériau
Dans le Chapitre 2, nous avons développé le modèle mathématique que nous utilisons
pour décrire les phénomènes de transport de masse et de chaleur au sein des ISD. Le
modèle intègre deux phases mobiles (liquide et gaz), une phase biofilm qui est le lieu
de l’ensemble des processus de biodégradation ainsi qu’une phase solide formée par la
matrice déchet. Le développement de ce modèle a permis d’obtenir un système d’équation
décrivant l’évolution physico-chimique du système. Ce système d’équations fait apparaître
un grand nombre de paramètres qu’il est nécessaire d’évaluer si l’on veut pouvoir simuler
correctement le comportement des ISD. L’objectif de ce chapitre est donc de présenter
l’ensemble des paramètres que nous avons introduits dans le modèle ainsi que de présenter
les méthodes d’évaluation de ces propriétés.
Nous tenons à préciser que les notations introduites dans ce chapitre ne sont pas
insérées dans la nomenclature puisqu’elles n’ont qu’une signification interne au chapitre.
En revanche, l’ensemble des termes introduits dans le Chapitre 2 et rassemblés dans la
nomenclature conservent leurs significations.
3.1 Bilan sur les propriétés à évaluer
Les paramètres introduits lors du développement du modèle sont nombreux. Nous les
présentons ici en les divisant en différentes catégories suivant l’équation dans laquelle ils
interviennent.
3.1.1 Paramètres décrivant l’écoulement dans le milieu poreux
Pour décrire la conservation de masse des deux phases mobiles à l’échelle de Darcy,
nous avons introduit les équations 2.227 et 2.226. Ces équations font apparaître plusieurs
paramètres dont l’évaluation est primordiale pour décrire correctement l’écoulement des
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deux phases mobiles au sein du massif. Ces paramètres sont regroupés dans le Tableau
3.1.
Tab. 3.1 – Paramètres relatifs aux écoulements
Paramètres Symbole Provenance/signification Unité
Tenseur de perméabi-
lité au gaz
kγ souvent décomposé
comme le présente
l’équation 2.80
Loi de Darcy généralisée
pour la phase gaz
m2
Tenseur de perméabi-
lité au liquide
kλ souvent décomposé
comme le présente
l’équation 2.81
Loi de Darcy généralisée
pour la phase liquide
m2
Porosité du milieu po-
reux
 Ensemble des équations
moyennes
%
Viscosité de la phase
gaz
ηγ Loi de Darcy généralisée
pour la phase gaz
kg/m/s
Viscosité de la phase
liquide
ηλ Loi de Darcy généralisée
pour la phase liquide
kg/m/s
3.1.2 Propriétés de transport
Le transport des constituants chimiques dans un ISD peut se faire via plusieurs mé-
canismes. Le premier mode de transport des espèces chimiques est le transport convectif.
C’est le transport lié au mouvement des phases mobiles. Ce type de transport est di-
rectement proportionnel à la vitesse de la phase mobile considérée. Les paramètres qui
régissent le transport convectif ont été présentés dans le Tableau 3.1. L’autre mode de
transport des constituants chimiques est le transport par diffusion/dispersion. L’ensemble
des paramètres régissant ce mode de transport est présenté dans le Tableau 3.2.
Tab. 3.2 – Paramètres relatifs au transport par diffusion/dispersion
Paramètres Symbole Provenance/signification Unité
Masse volumique de la
phase gaz
ργ Conservation de masse de la
phase gaz
kg/m3
Masse volumique de la
phase liquide
ρλ Conservation de masse de la
phase liquide
kg/m3
Eléments de la ma-
trice de diffusion de
Maxwell-Stefan
〈Dγik〉γ Conservation de masse du
constituant i dans la phase
gaz
m2/s
Coefficient de diffu-
sion du constituant i
dans la phase liquide
Dλi Conservation de masse du
constituant i dans la phase
liquide
m2/s
Damien CHENU - Thèse - 2007
IMFT - INPT
3.1. BILAN SUR LES PROPRIÉTÉS À ÉVALUER 95
Paramètres Symbole Provenance/signification Unité
Tortuosité à la phase
gaz
τγ Conservation de masse du
constituant i dans la phase
gaz
%
Tortuosité à la phase
liquide
τλ Conservation de masse du
constituant i dans la phase
liquide
%
Coefficient de dis-
persion longitudinale
pour la phase gaz
αLγ Conservation de masse du
constituant i dans la phase
gaz
1/m
Coefficient de disper-
sion transversale pour
la phase gaz
αTγ Conservation de masse du
constituant i dans la phase
gaz
1/m
Coefficient de dis-
persion longitudinale
pour la phase liquide
αLλ Conservation de masse du
constituant i dans la phase
liquide
1/m
Coefficient de disper-
sion transversale pour
la phase liquide
αTλ Conservation de masse du
constituant i dans la phase
liquide
1/m
Coefficient d’équilibre
entre phases gaz et li-
quide pour le consti-
tuant i
Γi Conservation de masse du
constituant i dans la phase
liquide
%
Masse molaire du
constituant i
Mi Conservation de masse du
constituant i
kg/mol
Pression de vapeur sa-
turante de l’eau
Psat Equilibre local pour l’eau
entre la phase liquide et la
phase gaz
Pa
3.1.3 Paramètres du bilan d’énergie
Dans l’équation 2.203 que nous avons développé pour décrire la conservation de l’éner-
gie totale du système dans le cadre de l’hypothèse d’équilibre thermique local, plusieurs
paramètres effectifs de transport de l’énergie apparaissent. Le Tableau 3.3 résume les
éléments dont nous avons besoin pour évaluer ces paramètres.
Tab. 3.3 – Paramètres relatifs au transport de chaleur
Paramètres Symbole Provenance/signification Unité
Capacité calorifique
massique du consti-
tuant i dans la phase
θ
CPθi Conservation de l’énergie du
constituant i dans la phase
theta
J/kg/K
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Paramètres Symbole Provenance/signification Unité
Conductivité ther-
mique de la phase
θ
Λθ Conservation de l’énergie du
système
J/s/m/K
Nous verrons par la suite que, dans un premier temps, nous négligeons les termes de
dispersion d’énergie dans les phases mobiles.
3.1.4 Biofilm/Biodégradation
Nous avons vu dans le Chapitre 2 que nous avons simplifié le modèle de biofilm.
Ces simplifications impliquent que les seuls termes que nous devons évaluer dans notre
modèle sont les termes macroscopiques de consommation de substrat et d’oxygène et de
production d’eau, de méthane et de dioxyde de carbone ainsi que le terme de production
d’énergie. Dans le cas où l’on souhaiterait revenir vers un modèle de biofilm plus complet,
il serait également nécessaire d’évaluer les paramètres de transport de masse et de chaleur
pour la phase biofilm. Le Tableau 3.4 présente l’ensemble des termes puits/sources que
nous devons évaluer.
Tab. 3.4 – Paramètres relatifs aux termes réactifs
Paramètres Symbole Provenance/signification Unité
Production ou
consommation du
constituant i dans la
phase biofilm
Rβi Conservation de masse du
constituant i dans la phase
biofilm
kg/m3/s
Production ou
consommation d’éner-
gie
Ψβ Conservation de l’énergie du
système
J/m3/s
3.1.5 Conclusion
Le modèle que nous avons adopté pour décrire les écoulements couplés de masse et de
chaleur nous impose d’évaluer un nombre de paramètres relativement important. Compte
tenu du fait que nous souhaitons modéliser des dispositifs de type bioréacteurs dans les-
quels la réinjection de lixiviats est utilisée pour améliorer les processus de biodégradation
et de production de biogaz, une attention particulière sera apportée aux propriétés rela-
tives aux écoulements de gaz et de liquide et aux paramètres relatifs aux termes réactifs.
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3.2 Ecoulements
Dans les ISD, les écoulements de gaz et de lixiviats font l’objet d’un suivi permanent
puisque les normes en vigueur imposent aux exploitants de capter et de traiter le bio-
gaz et les lixiviats. Le suivi, la prédiction ainsi que la compréhension des phénomènes
qui gèrent ces écoulements conjoints de gaz et de liquide dans le milieu poreux formé
par les déchets ménagers sont même primordiaux dans le cas des installations de type
bioréacteurs, puisque le dimensionnement de ce procédé y est lié. Comme nous l’avons
vu précédemment, les paramètres qui gèrent les écoulement diphasiques dans le massif
de déchet sont des paramètres macroscopiques tels que les tenseurs de perméabilité, la
porosité, la pression capillaire. La seule approche viable pour déterminer les valeurs de
ces paramètres consiste à essayer de les mesurer expérimentalement. Néanmoins, la ma-
trice solide que constitue le déchet est fortement hétérogène. De ce fait, la validité des
mesures expérimentales pourra fortement dépendre de la dimension du dispositif utilisé.
En effet, dans le cas de matériaux hétérogènes, il est aisé d’imaginer que des mesures
sur des échantillons de quelques centimètres de taille caractéristique pourront donner des
résultats différents par rapport à des mesures sur site réel. De plus, la composition des
déchets peut fortement varier d’un site à l’autre. Il est donc assez difficile d’extrapoler les
résultats obtenus expérimentalement pour l’ensemble des ISD. Néanmoins, les essais ex-
périmentaux pour déterminer ces paramètres étant relativement rares, nous avons choisi
de les décrire de la façon la plus exhaustive possible.
3.2.1 Pression capillaire
Dans le modèle présenté dans le Chapitre 2, nous avons relié la pression des deux
phases mobiles via un terme de pression capillaire. Nous ne considérons pas de phénomène
d’hystérésis, et la pression capillaire est définie par la relation 2.220. Nous considérerons
donc que la courbe Pc (S) qui représente l’évolution de la pression capillaire en fonction de
la saturation en lixiviats S est caractéristique du matériau poreux que nous considérons.
La courbe de pression capillaire Pc (S) est un élément que l’on trouve dans bon nombre
d’études concernant la modélisation des ISD. Néanmoins, dans la plupart de ces modèles,
la pression capillaire est soit considérée nulle (Oldenburg et al., 2002), soit évaluée avec des
modèles théoriques tirés de travaux concernant les sols (Vigneault et al., 2004; Kindlein
et al., 2006). Les modèles les plus connus sont ceux de Van Genuchten (Van Genuchten,
1980) et de Brooks et Corey (Brooks and Corey, 1966). Ces deux modèles permettent de
relier la pression capillaire à la saturation en liquide via des lois "puissance".
Pc = Se1/ϑ (3.1)
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Pc =
1
α
[
Se−1/m
](1−m)
(3.2)
Dans ces équations, Se représente la saturation efficace en liquide définie par la relation
3.3, alors que ϑ, α ou m sont des paramètres des modèles.
Se =
S − SR
Sm − SR (3.3)
Dans l’expression 3.3, SR représente la saturation irréductible en lixiviat et 1 − Sm re-
présente la saturation irréductible en gaz. Il convient néanmoins ici de noter que la signi-
fication de ces saturations est difficile à introduire et que la plupart du temps, elles ne
représentent qu’une vision conceptuelle et ne peuvent pas être précisément mesurées.
L’utilisation des modèles de type Van Genuchten ou Brooks et Corey suppose donc que
l’on dispose de mesures expérimentales qui permettent par identification de déterminer
les valeurs des paramètres introduits par ces modèles. Peu de travaux expérimentaux sont
présentés dans la littérature. Néanmoins, dans leurs thèses Lanini (1998) et Aran (2001)
(cf. Figure 3.1) proposent un système de mesure simple des courbes de pression capillaire
en fonction de la teneur en eau (Pc(S)) sur des échantillons de déchet de faibles volumes
(environ 50 cm3).
Fig. 3.1 – Pression capillaire d’échantillons de déchets mesurés par Lanini (1998) et Aran
(2001)
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Ces expériences sont des expériences de drainage sous conditions de pression de la
phase gaz imposée à une extrémité de l’échantillon et de pression liquide constante à
l’autre extrémité de l’échantillon. La pression de la phase gaz est augmentée par paliers,
puis une fois l’équilibre atteint, la mesure de la quantité d’eau drainée à chaque palier
de pression donne accès à la teneur en eau pondérale du déchet à chaque état d’équilibre
et donc à la courbe Pc (S). Les expériences réalisées par Lanini (1998) et Aran (2001)
permettent d’obtenir les courbes présentées sur la Figure 3.1.
Les pressions capillaires présentées sur la Figure 3.1 sont mesurées sur des échantillons
de déchets non compactés. Par conséquent, la porosité entre les deux essais varie grande-
ment (65% dans le cas de Lanini (1998) et 89% dans le cas de Aran (2001)). Il est donc
difficile de comparer ces résultats.
Compte tenu de la difficulté que nous avons rencontré pour obtenir des mesures de
pression capillaire, nous avons engagé un programme expérimental visant à mesurer la
pression capillaire de divers échantillons de déchets sous contrainte. Ce programme ex-
périmental a été développé au LIRIGM/LTHE à Grenoble en collaboration avec l’IMFT.
Les résultats obtenus lors de ce programme expérimental sont regroupés dans le rapport
d’avancement de Stoltz (2007).
L’un des volets de ce programme expérimental consiste à mesurer l’évolution de la
pression capillaire d’échantillons de déchets. Le déchet utilisé est un déchet provenant de
l’ISD bioréacteur de La Vergne et récupéré par excavation lors de la réalisation de forages.
La composition détaillée de ce déchet est présentée dans Stoltz (2007). Le dispositif expé-
rimental est composé d’un cylindre en inox dans lequel on dispose l’échantillon au dessus
d’une plaque céramique (cf. Figure 3.2).
Fig. 3.2 – Dispositif de mesure de pression capillaire
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La plaque céramique est saturée en eau et reste saturée même pour des pressions
élevées. Le déchet est, quant à lui, partiellement saturé et un tuyau relié au bas de la cellule
communique avec une éprouvette déplaçable verticalement afin de permettre d’appliquer
une succion variable au liquide présent dans l’échantillon. La partie supérieure du déchet
est, quant à elle, en contact avec l’air ambiant. L’application de différents paliers de
succion à l’échantillon et la pesée de la masse d’eau recueillie pour chaque palier permet
d’obtenir la courbe de pression capillaire du matériau.
Les mesures de pression capillaire sur le déchet de La Vergne sont réalisés sous diffé-
rentes contraintes. La Figure 3.3 présente les résultats obtenus.
Fig. 3.3 – Résultats des mesures de pression capillaire réalisées par Stoltz (2007)
Nous constatons que les résultats pour les échantillons faiblement compressés sont
similaires à ceux présentés par Lanini (1998) ou Aran (2001), c’est à dire avec une frange
capillaire très peu marquée. En revanche, plus on comprime le matériau, plus la porosité
du matériau (teneur en eau à saturation) diminue.
Si nous traçons l’évolution de la pression capillaire en terme de saturation, nous consta-
tons que le comportement capillaire du milieu évolue fortement avec la compression (cf.
Figure 3.4). On peut constater en particulier que la saturation irréductible en lixiviat
semble augmenter avec la contrainte. Ceci peut s’expliquer par le fait que lorsque l’on
comprime le déchet, on diminue la taille des pores. Or la force de succion nécessaire pour
mobiliser le lixiviat piégé dans les petits pores est plus importante que la succion néces-
saire pour mobiliser le lixiviat présent dans les plus gros pores. Néanmoins, la gamme de
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succion que nous avons imposée aux échantillons est relativement restreinte (7000 kPa)
et il aurait fallu imposer des succions plus importantes à chaque échantillon (comme cela
a été réalisé pour l’échantillon de masse volumique 540 kg/m3) afin de confirmer ces
tendances.
Fig. 3.4 – Résultats des mesures de pression capillaire en fonction de la saturation
Compte tenu de la faible quantité de données dont nous disposons, il est difficile de
prendre en compte l’évolution de la pression capillaire avec la profondeur (contrainte).
Nous prendrons donc comme référence l’évolution de la pression capillaire de l’échantillon
de masse volumique 540 kg/m3. Pour modéliser, l’évolution de la pression capillaire en
fonction de la saturation du milieu en lixiviat, nous utiliserons le modèle de Van Genuchten
(1980) présenté par l’équation 3.1 avec les paramètres listés dans le Tableau 3.5.
Tab. 3.5 – Paramètres utilisés pour modéliser la courbe de pression capillaire avec le
modèle de Van Genuchten (1980)
Paramètres de Van Genuchten Valeur
Sm 1
SR 0,2
α 0,158 10−1
m 0,196
Il convient ici de noter que la répétition de ce type de tests sur différents échantillons
de déchet pourrait permettre de développer une méthode d’estimation complète de la
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pression capillaire des déchets et d’intégrer son évolution en fonction de la profondeur du
massif.
3.2.2 Porosité du déchet
La porosité du déchet est un élément clé dans la description des écoulements de liquide
et de gaz au sein des ISD. En effet, la porosité quantifie le volume occupé par les vides au
sein du milieu poreux. C’est la connexion de ces vides qui permet aux phases mobiles de
se déplacer au sein du massif de déchet. La composition complexe des déchets ménagers
ne permet pas de définir simplement la porosité des déchets. En effet, comme le présente
Olivier (2003) dans sa thèse, le matériau poreux formé par les OM présente plusieurs
formes de vides et la porosité ne peut se définir aussi simplement que pour un sol. Dans la
littérature, de nombreuses valeurs de porosité sont utilisées sans que l’on sache précisément
comment elle est définie. Par exemple, dans leurs travaux de simulation numérique du
comportement des ISD, Vigneault et al. (2004) utilisent une porosité de 40% alors que
Kindlein et al. (2006) évaluent cette même porosité à 60%. Il y a donc une grande disparité
des valeurs utilisées. Afin de bien comprendre ce que représente la porosité du déchet, nous
reprenons les définitions proposées par Olivier (2003). Nous introduisons trois porosités
différentes : T qui est la porosité totale, O qui représente la porosité ouverte et E définie
comme la porosité efficace ou porosité de drainage (cf. Figure 3.5).
Fig. 3.5 – Définition des différentes porosités introduites par Olivier (2003)
La porosité  telle que nous l’avons introduite dans la Chapitre 2 est définie comme le
rapport entre le volume des vides et le volume de l’échantillon de déchet :
 = O =
V − Vσ
V
(3.4)
Dans l’expression 3.4, V représente le volume de l’échantillon et Vσ le volume de la phase
solide.
Malheureusement, la plupart des expériences de laboratoire visant à déterminer la
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porosité des OM ne permet pas d’obtenir la valeur de la porosité ouverte  mais la valeur
de la porosité efficace E. En effet, la méthode expérimentale utilisée pour déterminer
la porosité est une succession de phase d’imbibition et de drainage d’un échantillon de
déchet placé dans une cellule expérimentale similaire à celle présentée sur la Figure 3.2.
L’imbibition du matériau par le dessous de la cuve permet de saturer le déchet en eau.
Malheureusement, dans la plupart des cas, même si l’imbibition est très lente, des poches
de gaz peuvent rester piégées par capillarité dans le milieu. Le déchet ne doit pas être séché
avant cette expérience, afin de conserver l’eau présente dans les vides intra-particulaires.
Ensuite, le massif est drainé sous l’effet de la gravité et le volume d’eau drainé est mesuré.
La différence entre le volume d’eau injecté lors de l’imbibition et le volume d’eau drainé
permet d’obtenir la porosité efficace du déchet O. C’est ce type de résultats que présentent
Beaven and Powrie (1995); Jang et al. (2002) ou Olivier (2003).
Les travaux expérimentaux présentés dans le paragraphe précédent et visant à dé-
terminer expérimentalement la pression capillaire des OM nous permettent également
d’évaluer la porosité de drainage. En effet, les teneurs en eau volumiques obtenues pour
les pressions capillaires nulles correspondent en réalité à la porosité efficace. Les résultats
de différents travaux concernant la détermination de la porosité des OM sont présentés
dans le Tableau 3.6.
Tab. 3.6 – Valeurs de porosité efficace
Auteur Protocole expérimental Valeurs obtenues
Beaven and Po-
wrie (1995)
Cellule de compression de 2
m de diamètre et de 3 m de
hauteur dans laquelle on réa-
lise successivement une étape
d’imbibition puis de drainage
de 2% à 35,5% pour une charge
moyenne variant entre 40 et
600 kPa
Jang et al.
(2002)
Colonne de laboratoire de 7,2
cm de diamètre et de 12 cm de
hauteur dans laquelle on réa-
lise successivement une étape
d’imbibition puis de drainage
de 28% à 51 % pour des taux
de compaction compris entre
80% et 120%
Olivier (2003) Cellule de compression de sec-
tion carrée et 1 m de côté
pour 1 m de hauteur dans
laquelle on réalise successive-
ment une étape d’imbibition
puis de drainage
de 0,3% à 0,8% pour une
charge de 130 kPa
Stoltz (2007) Oedomètre de section circu-
laire de diamètre 27 cm dans
lequel on réalise successive-
ment une étape d’imbibition
puis de drainage
de 45% à 69% pour une densité
solide en base sèche variant de
460 kg/m3 à 770 kg/m3
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Dans le Tableau 3.6 nous pouvons d’abord remarquer que les valeurs de porosité
obtenue par Olivier (2003) ne semblent pas réalistes. Ensuite, il convient de préciser que
les très faibles porosités obtenues par Beaven and Powrie (1995) correspondent à des
essais sous forte contrainte (600kPa) sur un matériau broyé finement (maille inférieure au
cm). La diminution de la taille caractéristique des éléments solides par broyage entraîne
donc une forte diminution de la porosité efficace du déchet. Au contraire les porosités
efficaces obtenues par Jang et al. (2002) et Stoltz (2007) sont relativement élevées, mais
présente un comportement générale concordant avec les résultats de Beaven and Powrie
(1995) puisque la porosité diminue avec la contrainte imposée à l’échantillon. En terme
de comportement avec l’évolution de la contrainte, il est difficile de comparer les résultats
présentés dans le Tableau 3.6 puisque les données sur la contrainte ne sont pas exploitables
si l’on ne connaît pas les propriétés mécaniques effectives du milieu étudié. La disparité
des résultats présentés dans le Tableau 3.6 ne permet pas de déterminer quelle valeur de
porosité doit être utilisée dans les codes de calcul et quelle corrélation nous devons utiliser
pour prendre en compte l’évolution de la porosité avec la profondeur du massif.
Afin de déterminer avec plus de précision la porosité ouverte des massifs de déchets mé-
nagers, d’autres dispositifs expérimentaux doivent être imaginés. On pourra notamment
tester les dispositifs de mesure de porosité en utilisant une phase gaz plutôt qu’une phase
liquide. En effet, en injectant de faibles quantités d’azote par exemple dans un échantillon
de déchet de volume fixé, il est possible via des mesures de pression de déterminer la po-
rosité de l’échantillon de déchet en utilisant l’équation d’état de la phase gaz (loi des gaz
parfaits). C’est le principe des pycnomètres à gaz. L’intérêt de l’utilisation d’une phase
gaz est qu’elle permet de pénétrer les pores les plus fins. Si l’on imagine que l’échantillon
de déchet est mis en place à sa teneur en eau constitutive (la porosité intra-particulaire
est mobilisée par la phase liquide), la détermination de la porosité par la méthode du
pycnomètre à gaz permet directement de déterminer la porosité ouverte.
Dans un premier temps, nous considérerons que le déchet présente une porosité de
50%, comme le suggère les mesures réalisées par Stoltz (2007). Nous pourrons considérer
ensuite une évolution de la porosité avec la profondeur comme celle que propose Beaven
and Powrie (1995).
Enfin, dans le Chapitre 4 nous présenterons comment nous prenons en compte l’action
des vides intra-cellulaires sur les écoulements de lixiviats dans les ISD en introduisant un
modèle à double porosité.
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3.2.3 Perméabilité
Comme nous l’avons décrit précédemment, nous utilisons la loi de Darcy généralisée
pour décrire les écoulements des phases gaz et liquide (cf. équations 2.78 et 2.79). Ces
deux équations font apparaître les tenseurs de perméabilité à la phase gaz k
γ
et à la phase
liquide k
λ
. Nous devons donc évaluer les valeurs des différentes composantes des deux ten-
seurs de perméabilité introduits. Plusieurs approches sont possibles. La première consiste
à garder la formulation tensorielle telle quelle et à déterminer expérimentalement l’en-
semble des composantes des tenseurs de perméabilité. La difficulté de ce type d’approche
réside dans le fait que la valeur des composantes de ces tenseurs est fortement dépendante
de la saturation du milieu en chacune des phases. La deuxième approche consiste à décom-
poser ces tenseurs de perméabilité en un produit tensoriel d’un tenseur de perméabilité
dit "intrinsèque" au milieu au sein duquel les écoulements ont lieu et d’un coefficient de
perméabilité "relative" décrivant la spécificité de l’écoulement multiphasique (cf. équa-
tions 2.80 et 2.81). Ce type d’approche a été principalement développé dans le secteur
pétrolier. La validité de ce type de description a été discutée dans le chapitre précédent.
Dans notre modèle, nous considérons que la décomposition proposée par les relations 2.80
et 2.81 est adaptée.
Dans les décharges, les déchets sont classiquement compactés par couches successives.
Ceci permet de gérer de façon optimale l’arrivée journalière des déchets ménagers sur
l’ensemble de la surface de l’alvéole en exploitation. De cette façon, il paraît légitime de
considérer que l’entassement des déchets forme des "strates" dont les propriétés physiques
sont identiques dans le plan horizontal. Le schéma 3.6 présente cette stratification du
matériau.
Fig. 3.6 – Stratification des déchets dans les ISD
De cette hypothèse, nous pouvons tout d’abord déduire que les tenseurs de perméa-
bilité sont diagonaux puisque les directions principales d’écoulement sont parallèles aux
vecteurs unitaires définissant la base cartésienne. Nous décomposerons donc les tenseurs
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de perméabilité de la façon suivante :
k
γ
= kRγ
 KIγx 0 00 KIγy 0
0 0 KIγz
 (3.5)
k
λ
= kRλ
 KIλx 0 00 KIλy 0
0 0 KIλz
 (3.6)
De plus, dans le plan horizontal, il n’est pas possible de distinguer une quelconque ani-
sotropie des propriétés physiques suivant les directions x et y. Par conséquent, les deux
premiers coefficients du tenseur de perméabilité intrinsèque seront considérés égaux. De
plus, par définition, les composantes du tenseur de perméabilité intrinsèque sont considé-
rées indépendantes du fluide considéré. On aura donc :
k
γ
= kRγ
 KIx 0 00 KIx 0
0 0 KIz
 (3.7)
k
λ
= kRλ
 KIx 0 00 KIx 0
0 0 KIz
 (3.8)
Il convient donc, d’une part, d’évaluer les composantes KIx et KIz du tenseur de perméa-
bilité intrinsèque ainsi que, d’autre part, la forme des coefficients de perméabilité relative
kRγ et kRλ .
3.2.3.1 Tenseur de perméabilité intrinsèque
Lorsque l’on veut étudier les écoulements de fluides dans un milieu poreux, le para-
mètre essentiel à déterminer est la perméabilité intrinsèque du milieu. Dans le cas de
milieux poreux parfaitement isotropes, un seul et unique paramètre de perméabilité in-
trinsèque doit être déterminé, alors que dans notre cas la stratification du milieu nous
impose d’évaluer une perméabilité intrinsèque verticale KIx et une perméabilité intrin-
sèque horizontale KIz. Cependant, l’étude expérimentale des paramètres hydrologiques
des matériaux complexes comme les déchets est difficile à mettre en place du fait de l’hé-
térogénéité à la fois spatiale et temporelle des déchets solides. De plus, historiquement, les
ISD sont habituellement considérés par une approche "systémique", et leur description ne
fait intervenir qu’une "fonction de transfert" plus ou moins réaliste. Néanmoins, quelques
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études récentes concernant la détermination des paramètres de perméabilité intrinsèque
des OM permettent d’obtenir un ordre de grandeur de ces paramètres.
On distingue principalement deux types d’approches. Le premier type d’approche
consiste à mesurer la perméabilité d’un déchet à l’aide de dispositifs de laboratoire de
plus ou moins grande dimension, alors que la deuxième approche consiste à mesurer la
perméabilité intrinsèque du déchet sur site. Cette dernière procédure, qui a l’avantage de
considérer le système réel, pose néanmoins des problèmes d’interprétation des mesures liés
au caractère fortement hétérogène du milieu.
Mesure en laboratoire. Les mesures de perméabilité intrinsèque en laboratoire consistent
à prélever un échantillon de déchet, et à le placer dans un contenant de volume fixe (sou-
vent une cuve cylindrique). Une fois le déchet mis en place, on le sature en eau ou en air
avant de soumettre l’échantillon à un débit d’eau ou d’air (selon les cas) unidirectionnel
Q. On mesure alors la différence de pression entre l’entrée et la sortie de l’échantillon de
déchet afin de mesurer la perméabilité. La loi de Darcy monophasique dans le cas unidi-
rectionnel nous donne alors la relation 3.9. La Figure 3.7 présente le principe de ce type
de dispositif expérimental.
KIx =
ηθQ∆x
S∆P
pour θ = λ, γ (3.9)
Ici ∆x représente la dimension de l’échantillon suivant la direction parallèle à l’écoulement
de la phase θ, S représente la section de l’échantillon alors que ∆P représente la perte de
charge à travers l’échantillon.
Nous introduisons ici la définition de la conductivité hydraulique à la phase θ qui nous
sera utile par la suite. La conductivité hydraulique est définie par la relation 3.10.
κθ =
ρθgKIx
ηθ
(3.10)
Les principales études de laboratoire visant à déterminer la perméabilité des déchets
sont celles de Beaven and Powrie (1995). Lors de leur campagne expérimentale, ils ont
mesuré les perméabilités intrinsèques verticales et horizontales à la phase liquide dans
une cellule de compression. Ceci a permis de déterminer une relation empirique entre la
compression du massif de déchet et la perméabilité intrinsèque, et, par suite, entre la pro-
fondeur du massif et la perméabilité intrinsèque. Ces études ont été complétées ensuite
par les travaux de Hudson et al. (1999) qui comparent les résultats expérimentaux obtenus
dans la cellule de compression à des résultats de simulation numérique afin de confirmer
les valeurs obtenues. Ils développent également une relation entre les perméabilités intrin-
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sèques à la phase liquide horizontale et verticale. L’ensemble de ces travaux entrent dans
le cadre d’un programme global d’étude des propriétés hydraulique des ISD Powrie et al.
(2000) synthétisent d’ailleurs de façon concise la majeure partie des résultats obtenus sur
la cellule de compression dans un rapport de l’E.S.R.F.C.
Münnich et al. (2005) utilisent un oedomètre leur permettant de mesurer à la fois la
perméabilité verticale et la perméabilité horizontale d’un échantillon de déchet pré-traité
par MBT (Mechanical and biological treatment). Tout comme Hudson et al. (1999), Mün-
nich et al. (2005) obtiennent une relation entre les perméabilités horizontale et verticale.
Cela leur permet également de faire évoluer cette relation avec la charge appliquée sur
l’échantillon et d’en tirer ainsi une loi empirique. Suivant la charge et la modalité de pré-
traitement de l’échantillon, le ratio entre la perméabilité horizontale et la perméabilité
verticale varie entre 10 et 250.
Dans le même objectif de détermination de la perméabilité intrinsèque, Zanetti and
Genon (1999) utilisent un perméamètre de laboratoire. L’inconvénient de ce type de me-
sure est qu’il nécessite une forte diminution de la taille caractéristique de la matrice solide,
ce qui rend la mesure peu réaliste.
En ce qui concerne les comparaisons d’échelles, Durmusoglu et al. (2005, 2006) com-
parent les résultats de perméabilités hydrauliques obtenues dans des petits pilotes et dans
des grands pilotes de laboratoire. Dans ces travaux, les auteurs en profitent pour faire une
revue bibliographique sur le sujet. Ils en concluent que, suivant les études et la méthode de
mesure utilisée, l’ordre de grandeur obtenu pour la conductivité hydraulique de la phase
liquide varie entre 10−4 et 10−6 m/s. La conclusion de leur étude est qu’il n’existe pas
de relation linéaire entre les valeurs de perméabilité obtenues dans les petits et dans les
grands pilotes de laboratoire.
Jang et al. (2002) étudient en détails le C.S.D. de Kimpo en Corée du sud. Pour
déterminer la conductivité hydraulique du déchet, ils prélèvent un échantillon et le placent
dans une cuve cylindrique de 72 mm de diamètre et de 120 mm de hauteur. Des expériences
de drainage sont réalisées sur ce dispositif. Elles permettent aux auteurs de déterminer
la conductivité hydraulique du déchet mis en place. Ils utilisent ensuite une relation de
Green-Corey pour interpoler les données expérimentales.
Enfin, dans sa thèse, Olivier (2003) présente des mesures de perméabilité dans des
cuves de section carrée de dimension 1m × 1m. Ces cuves sont équipées d’un système de
compression permettant de mettre l’échantillon de déchet sous contrainte. Des essais sur
un déchet recirculé et mis en place pendant 10 mois sous une contrainte de 130 kPa ont
permis à Olivier (2003) de déterminer des conductivités hydrauliques comprises entre 1,3
10−7 m/s et 6,5 10−7 m/s.
Le Tableau 3.7 présente l’ensemble des mesures de perméabilité intrinsèque des OM
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réalisées dans les travaux cités précédemment.
Tab. 3.7 – Valeurs de perméabilités intrinsèques
Auteur Protocole expérimental Valeurs obtenues
Beaven and Po-
wrie (1995), Po-
wrie et al. (2000)
et Hudson et al.
(1999)
Cellule de compression de 2 m
de diamètre et de 3 m de hau-
teur
1,7 10−11 à 1,0 10−16 m2 pour
une charge moyenne variant
entre 40 et 600 kPa
Chen and Chy-
noweth (1995)
Colonne de laboratoire de dia-
mètre 38,1 cm et de hauteur
122 cm avec possibilité de com-
primer l’échantillon
9,8 10−9 à 4,8 10−12 m2 pour
des densités d’échantillon va-
riant entre 160 et 480 kg/m3
Münnich et al.
(2005)
Colonne de laboratoire de sec-
tion carrée de 30 cm de côté et
de hauteur 50 cm
Perméabilité verticale com-
prise entre 1 10−12 à 1 10−16
m2 et perméabilité horizontale
comprise entre 1 10−11 à 1
10−14 m2 pour des densités
d’échantillon variant de 800 et
1650 kg/m3
Durmusoglu
et al. (2005,
2006)
Deux colonnes de laboratoire
de diamètre 6,35 cm et de hau-
teur 2,54 cm pour l’un et de
diamètre 71,12 et de hauteur
55,88 pour l’autre
1 10−11 à 1 10−13 m2 pour des
densités d’échantillon variant
entre 1000 et 3000 kg/m3
Jang et al.
(2002)
Colonne de laboratoire de 7.2
cm de diamètre et de 12 cm de
hauteur
3 10−10 à 2,9 10−11 m2 pour
des taux de compaction com-
pris entre 80% et 120%
Olivier (2003) Cellule de compression de sec-
tion carrée et 1 m de côté pour
1 m de hauteur
1,3 10−14 à 6,4 10−14 m2
Le Tableau 3.7 met en évidence que la perméabilité des massifs d’OM diminue avec
la charge appliquée. Ceci se traduit sur site par une diminution de la perméabilité avec
la profondeur dans le massif (Beaven and Powrie, 1995). Néanmoins, même si cette ten-
dance est commune à l’ensemble des travaux considérés, l’évolution quantitative de la
perméabilité en fonction de la profondeur du massif présentée dans ces différents travaux
est sensiblement différente.
Enfin, Beaven and Powrie (1995), Hudson et al. (1999) ou Powrie et al. (2000) mettent
en évidence le caractère anisotrope de la perméabilité intrinsèque des déchets ménagers.
En effet, le dispositif expérimental qu’ils mettent en place (cellule Pitsea) permet à la fois
de mesurer la perméabilité verticale et la perméabilité horizontale (composante orthogo-
nale à l’accélération de pesanteur). Les résultats obtenus montrent que la perméabilité
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horizontale est supérieure d’un facteur 2 à 10 à la perméabilité verticale suivant le niveau
de compression et la nature du déchet.
Mesure sur site de la perméabilité intrinsèque. Une autre technique permettant
d’obtenir la perméabilité des déchets est la méthode utilisant des "tests de puits". A
la différence des mesures de laboratoire que nous avons présentées précédemment cette
technique est une technique "in situ", c’est à dire qu’elle permet d’obtenir une estimation
de la perméabilité du déchet directement sur le substrat mis en place sur un site de
stockage. Ce type de méthode est utilisé par Jain et al. (2005) sur un ISD installé en
Floride. Jain et al. (2005) utilisent un réseau de 134 puits verticaux disposés à différentes
profondeurs dans le massif grâce auxquels l’air atmosphérique est injecté dans une gamme
de débits compris entre 0,14 et 1,4 m3/min. Le principe de ces mesures est relativement
simple et consiste à mesurer dans chaque puits d’injection l’évolution temporelle du débit
injecté et de la pression dans le puits. L’analyse des données obtenues consiste à utiliser
l’équation de Baehr and Hult (1991) pour retrouver les couples pression/débit obtenus lors
des campagnes expérimentales. La démarche utilisée par Jain et al. (2005) consiste donc
à simuler numériquement le comportement de l’injection d’air dans un milieu poreux
modélisant le massif de déchet en utilisant l’approche de Baehr and Hult (1991) et à
optimiser les paramètres utilisés (en particulier la perméabilité) de façon à simuler le plus
proprement possible le comportement réel du casier de stockage. Le processus est donc un
processus itératif d’optimisation du paramètre perméabilité. La formulation développée
par Baehr and Hult (1991) pour décrire l’injection d’air dans un milieu poreux via un
puits d’injection vertical suppose que la perméabilité du milieu est anisotrope et que la
perméabilité radiale (dans le plan horizontal) soit plus importante que la perméabilité
dans la direction verticale. Cette hypothèse est similaire à celle présentée par la relation
3.7. Le Tableau 3.8 présente les résultats obtenus par Jain et al. (2005) en fonction de la
valeur supposée du rapport KIx/KIz et de la profondeur du puits.
Les travaux présentés par Jain et al. (2005) indiquent que la perméabilité des déchets
diminue avec la profondeur. Ceci s’explique par le fait que la contrainte appliquée sur
les couches de déchets les plus profondes est plus importante que celle appliquée sur les
couches supérieures du déchet. C’est ainsi que la porosité du déchet diminue et provoque
également une diminution de la perméabilité au gaz. De plus comme le mentionnent
Beaven and Powrie (1995) ou Powrie et al. (2000), Jain et al. (2005) supposent que la
perméabilité horizontale d’une couche de déchet est plus importante que la perméabilité
verticale. Néanmoins, le rapport entre les perméabilités horizontales et verticales KIx/KIz
n’est pas déterminé expérimentalement et est supposé pouvoir varier entre 1 et 100. La
gamme de perméabilité évaluée par Jain et al. (2005), comprise entre 19.4 10−12 et 4.0
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Tab. 3.8 – Perméabilité horizontale à la phase gaz évaluée par Jain et al. (2005) par la
technique des tests de puits
Profondeurs Valeurs du rapport
KIx/KIz
Valeurs obtenues
Couche supérieure (3-6 mètres de 1 13 10−12± 7,1 10−12 m2
profondeur) 10 16,3 10−12± 8,8 10−12 m2
100 19,4 10−12± 10,4 10−12 m2
Couche intermédiaire (6-12 1 6,4 10−12± 3,2 10−12 m2
mètres de profondeur) 10 8,0 10−12± 4,0 10−12 m2
100 9,4 10−12± 4,7 10−12 m2
Couche inférieure (12-18 mètres 1 4,0 10−12± 2,3 10−12 m2
de profondeur) 10 4,9 10−12± 2,8 10−12 m2
100 5,8 10−12± 3,3 10−12 m2
10−12 m2, laisse supposer que le déchet étudié est relativement peu compacté et de densité
élevée. La gamme de perméabilités obtenue par mesure sur site est cohérente avec celle
obtenu grâce à des essais de laboratoire.
Mesure expérimentale de perméabilité intrinsèque (Stoltz, 2007). Les valeurs
de perméabilité de la matrice poreuse formée par les déchets ménagers varient grandement
suivant les conditions dans lesquelles le déchet est mis en place dans les ISD. Afin de
confirmer les valeurs de perméabilité intrinsèque, nous avons développé un programme
expérimental de mesure de perméabilité intrinsèque de la matrice déchet. Ce programme a
été réalisé dans le cadre du second volet du partenariat entre l’IMFT et le LIRIGM/LTHE
à Grenoble. Les résultats de ce programme sont résumés dans Stoltz (2007).
Fig. 3.7 – Dispositif de mesure de la perméabilité au gaz
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Le dispositif expérimental est constitué d’un cylindre en inox de diamètre 27 cm dans
lequel un échantillon de déchet est placé entre deux diffuseurs. Un piston permet de
comprimer l’échantillon de déchet sous une contrainte fixée. La Figure 3.7 présente une
vision schématique du dispositif expérimental.
A la différence des dispositifs expérimentaux utilisés pour obtenir les résultats regrou-
pés dans le Tableau 3.7, les mesures de perméabilité sont ici réalisées avec une phase gaz.
Le gaz utilisé est le diazote. La Figure 3.8 présente les résultats de perméabilité au gaz ob-
tenus pour différents paliers de contrainte. L’humidité volumique initiale de l’échantillon
est de 27%.
Fig. 3.8 – Résultats des mesures de perméabilité au gaz réalisées par Stoltz (2007)
La perméabilité obtenue varie entre 10−10 et 10−11 m2 suivant la contrainte appliquée à
l’échantillon. La perméabilité diminue lorsque la contrainte appliquée augmente. Ceci peut
s’expliquer par deux phénomènes. Le premier est la diminution de la taille des pores avec la
contrainte qui rend plus difficile le passage de la phase mobile. La seconde s’explique par le
fait que lorsque l’on comprime le déchet, sa teneur en eau volumique augmente puisque le
volume de l’échantillon diminue. Il ne nous est malheureusement pas possible de distinguer
chacun de ces deux effets. Si l’eau présente initialement dans l’échantillon reste adsorbée
dans la matrice solide, elle aura le même impact sur l’écoulement pour chaque palier de
contrainte. La quantification des transferts éventuels de l’eau initialement adsorbée sur la
phase solide vers l’espace poral n’a pas été possible. C’est dans le souci de pouvoir décrire
cette problématique que nous introduisons dans le Chapitre 4 un modèle de double milieu.
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Valeur de perméabilité intrinsèque utilisée. Compte tenu de la disparité des élé-
ments quantitatifs présentés précédemment, nous utiliserons les résultats des mesures réa-
lisées dans le cadre du programme expérimental développé par l’IMFT et le LIRIGM/LTHE.
Nous utilisons donc une perméabilité intrinsèque de 10−11 m2. Les tests numériques pour-
ront également être utilisés pour tester l’impact de l’introduction d’une relation permet-
tant de relier les perméabilités horizontales et verticales via un coefficient d’anisotropie
comme le présentent par exemple Powrie et al. (2000).
3.2.3.2 Coefficients de perméabilité relative
Comme nous l’avons présenté dans le Chapitre 2, la description des écoulements
conjoints de deux phases mobiles nécessite l’utilisation de coefficients de perméabilités
relatives pour chacune des deux phases mobiles. Ces coefficients prennent en compte le
fait que la présence de l’une des deux phases dans l’espace poral engendre une diminution
de la perméabilité effective de l’autre phase.
Ces coefficients de perméabilités relatives sont en général déterminés à l’aide de rela-
tions empiriques développées historiquement lors de l’étude de sol relativement homogène
(sable par exemple). L’approche la plus classique pour modéliser les coefficients de per-
méabilités relatives est celle présentée par Brooks and Corey (1964), qui donne les relations
suivantes :
kRλ = (Se)
nλ (3.11)
kRγ = (1− Se)nγ (3.12)
Dans ces équations, Se représente la saturation efficace en liquide définie par la relation
3.13, alors que nλ et nγ sont les paramètres de Brooks and Corey (1964) qu’il est nécessaire
de déterminer expérimentalement.
Se =
S − SR
Sm − SR (3.13)
Il existe dans la littérature de nombreuses autres corrélations permettant de relier
les coefficients de perméabilités relatives aux saturations en phases mobiles. Ce type de
relation a notamment été développé sous l’impulsion des industriels du secteur pétrolier
pour lesquels ces informations sont capitales pour dimensionner correctement les instal-
lations de récupération d’huile. On pourra citer par exemple les travaux de Honarpour
(1986) concernant la détermination des perméabilités relatives dans le cas des réservoirs
pétroliers.
L’utilisation des corrélations comme celles présentées par les relations 3.11 et 3.12 sup-
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pose que l’on dispose de mesures expérimentales permettant de déterminer les coefficients
introduits pour modéliser les perméabilités relatives. Or, la mise en place de tels disposi-
tifs est complexe et l’interprétation des données relativement difficile à mettre en oeuvre.
En effet, dans la plupart des cas, l’estimation des coefficients de perméabilité relative né-
cessite d’une part d’avoir préalablement déterminé la perméabilité intrinsèque du milieu
ainsi que la courbe de pression capillaire et d’autre part de réaliser ensuite des expériences
d’injection des deux fluides dans le milieu de type co-courant ou contre-courant et d’être
capable de mesurer localement la teneur en liquide. Dans le cas des déchets ménagers, peu
de dispositifs de mesure de teneur en eau non destructifs sont fiables. Dans le cadre de la
collaboration entre l’IMFT et le LIRIGM/LTHE, la calibration de sondes TDR gainées
est en cours de réalisation. Enfin, l’interprétation par résolution de problèmes inverses
d’expériences de type injection co-courant ou contre-courant est complexe. La structure
hétérogène des matériaux comme le déchet ménager ne se prête pas facilement à la mise
en place de ce type de dispositif expérimental. C’est sans doute pour cette raison qu’au-
cun travaux concernant la détermination des paramètres de perméabilités relatives des
déchets ménagers n’a pour le moment été publié. La poursuite de la collaboration entre
l’IMFT et le LIRIGM/LTHE sera l’occasion d’éclaircir ce point.
Dans un premier temps, nous utiliserons donc des valeurs standards des paramètres
nλ et nγ : nλ = 3 et nγ = 3.
3.2.4 Viscosité de la phase gaz
Viscosité du mélange. Nous considérons que la phase gaz est composée d’un mélange
de cinq espèces chimiques (N2, CO2, CH4, O2 et H2O) dont les proportions peuvent varier
au cours du temps. Par conséquent, il convient de savoir évaluer la viscosité de la phase
gaz en fonction de sa composition ainsi que de la température du milieu. De nombreux
travaux concernant la théorie cinétique des gaz permettent de définir des méthodes de
calcul analytiques de la viscosité des mélanges gazeux en fonction de la viscosité des
gaz purs qui composent le mélange. L’ouvrage de Reid et al. (1987) présente une revue
complète de différentes méthodes. Dans notre cas, nous nous basons sur les travaux de
Brokaw (1968) ou Brokaw (1969). Dans ces travaux, la viscosité d’un mélange gazeux est
exprimée à l’aide de l’équation 3.14.
ηγ =
k=5∑
k=1
1
1 +
j=5∑
j=1, j 6=k
Φkj
ΩjMk
ΩkMj
(3.14)
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Dans cette expression, Φkj est un terme qui dépend directement des viscosités des gaz
purs :
Φkj = SkjAkj
(
ηγk
ηγj
)1/2
(3.15)
Les coefficients Skj et Akj sont calculés à l’aide des relations 3.16 et 3.18.
Akj = Ckj
(
Mj
Mk
)1/2 1 +
Mk
Mj
−
(
Mk
Mj
)0.45
2
(
1 + Mk
Mj
)
+
1+

Mk
Mj
0.45
1+Ckj
Ckj
 (3.16)
avec Ckj =
[
4MjMk
(Mj +Mk)
2
]1/4
(3.17)
Skj = Sjk =
1 +
(T ∗k T ∗j )1/2 + δkδj4[
1 + T ∗k + δ
2
k
4
]1/2 [
1 + T ∗j +
δ2j
4
]1/2 (3.18)
Dans cette expression, T ∗i désigne la température réduite définie par la relation 3.19
(Brokaw, 1969).
T ∗i =
kBT
ei
(3.19)
Dans cette expression, kB représente la constante de Boltzmann, et ei représente la pro-
fondeur d’attraction du potentiel de Lennard-Jones de l’espèce i et δi le coefficient de
polarité de l’espèce i. Pour les gaz purs, le coefficients kB
ei
peut être déterminé à l’aide
des données concernant la température d’ébullition (Tbi exprimée en K). En effet, selon
Svehla (1962), on a la relation suivante :
kB
ei
= 1, 18 Tbi (3.20)
Enfin, Mj désigne la masse molaire du constituant j.
Viscosité des corps purs. Comme nous l’avons vu précédemment, pour calculer la
viscosité des mélanges gazeux, nous avons besoin de calculer la viscosité des gaz purs
qui constituent le mélange. Pour calculer la viscosité des gaz purs, nous utilisons une
corrélation fournie par le logiciel Component Plus® basée sur la théorie cinétique des
gaz et développée par Chapman and Cowling (1939). Cette expression prend la forme
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générique suivante :
ηγi =
AT B
1 + CT +
D
T 2
pour i = N2, CO2, CH4, O2, H2O (3.21)
Les valeurs des coefficients A, B, C et D nécessaire à l’évaluation des viscosités des
gaz purs sont présentées dans le Tableau 3.9.
Tab. 3.9 – Coefficients utilisés pour évaluer la viscosité des gaz purs grâce à l’équation
3.21
Gaz considéré A B C D
N2 6,56 10−7 0,61 54,7 0
O2 1,10 10−6 0,56 96,3 0
CO2 2,14 10−6 0,46 290 0
CH4 5,25 10−7 0,590 105 0
H2O 6,18 10−7 0,677 847 -73930
3.2.5 Viscosité de la phase liquide
Nous considérons que la phase liquide est majoritairement composée d’eau liquide.
L’eau joue donc le rôle de solvant liquide et la viscosité de la phase liquide est assimilable
à la viscosité de l’eau liquide. Bien entendu ceci est une approximation puisque nous
ne considérons pas la possibilité d’avoir une charge organique importante dissoute dans
le lixiviat, ce qui peut en affecter la viscosité. En réalité, la composition des lixiviats
est complexe (voir par exemple Lornage (2006)), et propre à chaque site de stockage. Elle
évolue également fortement au cours du temps. Par conséquent, il est impossible de décrire
parfaitement la viscosité de la phase liquide, d’où l’approximation proposée. La viscosité
de l’eau liquide dépend principalement de sa température. De nombreuses corrélations
existent dans la littérature pour décrire l’évolution de la viscosité de l’eau en fonction
de la température. Nous nous basons sur la corrélation fournie par le logiciel Component
Plus® et développée par Missenard (1965). Cette expression est la suivante :
ηλ = expA+
B
T + C log T +DT
E (3.22)
Les valeurs des coefficients A, B, C, D et E nécessaires à l’évaluation de la viscosité
de la phase liquide sont présentées dans le Tableau 3.10.
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Tab. 3.10 – Coefficients utilisés pour évaluer la viscosité de la phase liquide grâce à
l’équation 3.22
Liquide considéré A B C D E
H2O 52,84 3703 5,866 -5,87 10−29 10
3.3 Transport
Compte tenu du fait que l’un des objectifs principaux de nos travaux de modélisation
consiste à pouvoir suivre la production et la migration du biogaz au sein des massifs de
déchets ménagers, l’évaluation des propriétés de transport des constituants (que se soit en
phase liquide ou en phase gaz) est essentielle pour obtenir une description la plus précise
possible du transport des éléments chimiques que nous désirons suivre.
3.3.1 Masse volumique du gaz
Comme nous l’avons présenté grâce à l’équation 2.221, nous considérons que le mélange
de gaz que nous traitons se comporte comme un gaz parfait. Cette hypothèse est d’autant
plus valable que la température et la pression sont basses et que la masse molaire des gaz
est faible. Si nous considérons un mélange des cinq espèces gazeuses N2, CO2, CH4, O2 et
H2O, la loi des gaz parfaits nous permet de décrire l’évolution de la masse volumique de la
phase gaz en fonction des fractions massiques de chacun des constituants, de la pression,
et de la température (cf. relation 2.221).
3.3.2 Masse volumique de la phase liquide
Nous considérons que la phase liquide est majoritairement constituée d’eau liquide
dans laquelle les éléments provenant de la phase gaz se retrouvent dissous. Par conséquent,
nous considérons que la masse volumique de la phase gaz est identique à celle de l’eau
pure. De plus, compte tenu de la gamme restreinte de températures que nous considérons,
nous ne prenons en compte aucune variation de la masse volumique de la phase liquide
avec la température. La phase liquide est également considérée incompressible, et aucune
dépendance à la pression n’est prise en compte dans le calcul de la masse volumique de la
phase liquide. Par conséquent, comme le présente l’équation 3.23, nous considérons que
la masse volumique de la phase liquide est constante.
ρλ = 1000 kg/m
3 (3.23)
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3.3.3 Matrice de diffusion de Fick pour la phase gaz
Comme nous l’avons énoncé précédemment, nous considérons que la phase gaz est
composée des éléments chimiques suivants : N2, CO2, CH4, O2 etH2O. Nous sommes donc
dans le cas de mélanges gazeux. La concentration de chaque espèce peut varier au cours du
temps, et aucun de ces gaz ne joue le rôle de solvant gazeux sur l’ensemble de la durée des
simulations. Par conséquent, comme le présentent Krishna and Wesselingh (1996) dans
une revue bibliographique sur l’approche de Stefan-Maxwell, il convient d’adapter la loi de
Fick généralement utilisée pour décrire la diffusion dans le cas des mélanges binaires afin
de la rendre utilisable dans le cas de l’ensemble des mélanges gazeux. La généralisation
de la loi de Fick au cas des mélanges multi-constituants passe par l’introduction d’une
matrice de diffusion de Fick, dont les coefficients sont évalués à l’aide de l’approche de
Stefan-Maxwell (Taylor and Krishna, 1993; Krishna and Wesselingh, 1996; Quintard et al.,
2006). Cette dernière approche permet de décrire la diffusion de chaque constituant dans
le mélange à partir des coefficients de diffusion binaires.
3.3.3.1 Diffusion multiconstituant
Comme nous l’avons évoqué dans le Chapitre 2 au paragraphe 2.3.2, nous considérons
que la diffusion dans le gaz s’exprime grâce à une loi de Fick généralisée faisant intervenir
une matrice de diffusion multiconstituant de Stefan-Maxwell (cf. équation 2.92). Comme
nous l’avons déjà introduit dans le Chapitre 1 au paragraphe 1.2.3.2 , il convient de prendre
garde à l’expression des flux diffusifs de masse que l’on utilise. En effet, la plupart des
travaux concernant les phénomènes de transports diffusifs s’intéressent aux flux molaires.
Or, dans notre bilan de masse présenté par la relation 2.229, c’est bien le flux diffusif
massique que nous cherchons à déterminer. L’objectif du développement qui suit est de
présenter la démarche nous permettant à la fois de relier les approches de Fick et de
Stefan-Maxwell pour exprimer les flux diffusifs et de relier les flux diffusifs exprimés dans
la référence des vitesses molaires et des vitesses barycentriques.
Dans la suite nous supposerons que le nombre de constituants N vaut 5 et que le N ieme
constituant est l’azote (N2). L’azote a été choisi car il est le moins réactif des constituants
impliqués dans notre système.
Expression des flux diffusifs molaires de Stefan-Maxwell. Notons [J∗] la matrice
colonne définissant les flux diffusifs molaires des N − 1 (soit 4) constituants présents dans
la phase gaz (kmol/m2/s). Ces flux diffusifs sont définis explicitement par Bird et al.
(2002). D’après le développement proposé par Quintard et al. (2006), [J∗] s’exprime de la
Damien CHENU - Thèse - 2007
IMFT - INPT
3.3. TRANSPORT 119
façon suivante :
[J∗] = −cγ [B]−1 [Υ] [∇X] (3.24)
Dans cette relation, cγ représente la concentration totale dans la phase gaz (kmol/m3),
[∇X] représente le gradient des fractions molaires des N − 1 constituants (1/m), et la
matrice 4× 4 [B] est représentée de la façon suivante :
[B] =

B11 B12 B13 B14
B21 B22 B23 B24
B31 B32 B33 B34
B41 B42 B43 B44
 (3.25)
Les coefficients Bij s’expriment en s/m2 sont reliés aux coefficients de diffusion binaire
Dγij par les relations 3.26 et 3.27.
Bii =
Xγi
Dγi5
+
k=4∑
k=1, k 6=i
Xγk
Dγik
pour i = 1, 2, ..., 4 (3.26)
Bij = −Xγi
(
1
Dγij
− 1
Dγi5
)
pour i = 1, 2, ..., 4 et i 6= j (3.27)
Dans les expressions 3.26 et 3.27, les coefficients Xγk désignent les fractions molaires
du constituant k dans la phase gaz. Enfin, dans l’expression 3.24 [Υ] représente une
matrice composée de facteurs thermodynamiques fonctions des activités et des fugacités
de chacune des espèces chimiques présentes dans le gaz (Taylor and Krishna (1993);
Quintard et al. (2006)). Dans le cas de mélanges idéaux, comme le sont les mélanges de
gaz parfaits, cette matrice sera égale à la matrice identité : [Υ] = [Id].
Expression des flux diffusifs molaires de Fick. Dans le cas où l’on considère les flux
de diffusion molaires, l’expression 3.24 représente la loi de Fick généralisée qui s’exprime
de la façon suivante :
[J∗] = −cγ [Dmol] [∇X] (3.28)
Dans l’expression 3.28, la matrice [Dmol] est la matrice de diffusion de Fick molaire (m2/s).
Par analogie avec la relation 3.24, on en déduit la relation entre la matrice [Dmol] et les
matrices [B] et [Υ] :
[Dmol] = [B]
−1 [Υ] (3.29)
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L’intérêt de cette dernière équation réside dans le fait que l’introduction de l’approche de
Stefan-Maxwell permet de calculer chaque coefficient de la matrice de diffusion de Fick
[Dmol] à partir de la connaissance des coefficients de diffusion binaires Dγij.
Expression des flux diffusifs massiques de Stefan-Maxwell. Nous cherchons ici à
utiliser l’approche de Stefan-Maxwell pour décrire les flux diffusifs massiques. En effet, les
équations de conservation que nous avons présentées dans le Chapitre 2 font intervenir la
vitesse barycentrique (massique) et non la vitesse molaire. Ce choix a été dicté par le fait
que c’est la vitesse pertinente pour exprimer les bilans de quantité de mouvement. Si nous
utilisons le développement exposé dans les travaux de Quintard et al. (2006), la matrice
colonne définissant les flux diffusifs massiques [j] pour les N − 1 (soit 4) constituants
présents dans la phase gaz s’exprime comme le présente l’équation 3.30. Elle s’exprime en
kg/m2/s.
[
j
]
=
ργ
cγ
[G] [Ω] [X]−1 [J∗] (3.30)
Dans cette expression les matrices [Ω] et [X] sont les matrices diagonales contenant sur
leurs diagonales respectivement les valeurs de fractions massiques (%) et de fractions
molaires (%) de chaque constituant (cf. 3.31 et 3.32).
[Ω] =

Ω1 0 0 0
0 Ω2 0 0
0 0 Ω3 0
0 0 0 Ω4
 (3.31)
[X] =

X1 0 0 0
0 X2 0 0
0 0 X3 0
0 0 0 X4
 (3.32)
La matrice [G] est la matrice qui permet le passage entre le référentiel massique et le
référentiel mixte introduit par Bird et al. (2002). Les éléments de la matrice [G] sont sans
unité et sont calculés d’après l’équation 3.33.
Gij = δij − Ωγi
(
1− Ωγ4Xγj
Xγ4Ωγj
)
pour i = 1, 2, ..., 4 avec δij =
{
1 si i = j
0 si i 6= j (3.33)
En combinant les expressions 3.28 et 3.30, on obtient l’expression des flux diffusifs
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massiques définis par la relation 3.34
[
j
]
= −ργ [G] [Ω] [X]−1 [Dmol] [∇X] (3.34)
De plus la relation entre les gradients de fractions molaires et les gradients de fractions
massiques est donnée par la relation suivante :
[∇X] = [X] [Ω]−1 [G]−1 [∇Ω] (3.35)
Les flux diffusifs exprimés en termes de fractions massiques s’expriment donc de la façon
suivante :
[
j
]
= −ργ [G] [Ω] [X]−1 [Dmol] [X] [Ω]−1 [G]−1 [∇Ω] (3.36)
Cette dernière expression nous permet donc de relier les flux diffusifs massiques à la
matrice de diffusion de Fick exprimée en termes de fractions molaires.
Expression des flux diffusifs massiques de Fick. On s’aperçoit aisément que l’ex-
pression 3.36 exprime les flux diffusifs sous forme fickienne. En introduisant une matrice
de diffusion de Fick généralisée exprimée en termes de fractions massiques [Dmass] (m2/s),
la relation 3.37 donne la forme fickienne des flux diffusifs massiques.
[
j
]
= −ργ [Dmass] [∇Ω] (3.37)
En comparant les relations 3.36 et 3.37, nous obtenons l’équation 3.38 qui exprime la
relation entre la matrice [Dmass] et la matrice [Dmol] introduite précédemment.
[Dmass] = [G] [Ω] [X]
−1 [Dmol] [X] [Ω]
−1 [G]−1 (3.38)
Cette dernière relation est celle que nous utilisons dans l’outil de simulation numérique
que nous avons développé. Elle nous permet de calculer les matrices de diffusion de Fick
dans le référentiel des vitesses barycentriques à partir des valeurs des coefficients de dif-
fusion binaire molaires. Ces matrices nous permettent de prendre en compte le caractère
multiconstituant du mélange via les termes non-diagonaux de cette matrice. Dans le cas
que nous étudions, les termes extra-diagonaux de cette matrice sont souvent négligeables,
mais il existe des configurations (forts contrastes de concentration) dans lesquelles ces
coefficients peuvent avoir un impact non négligeable.
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3.3.3.2 Evaluation des coefficients de diffusion binaire en phase gaz
Comme nous l’avons vu précédemment, le calcul des matrices de diffusion présenté
par la relation 3.38 nécessite de connaître les coefficients de diffusion binaires molaires des
espèces présentes dans le gaz. Dans la littérature, un nombre important de travaux concer-
nant les propriétés de diffusion dans les gaz définissent une quantité non moins importante
de corrélations permettant de déterminer les coefficients de diffusion binaires. Dans leur
ouvrage, Reid et al. (1987) présentent différentes techniques permettant d’évaluer les co-
efficients de diffusion dans le cas du mélange binaire de deux constituants gazeux.
La première approche pour évaluer ces coefficients est une approche théorique basée
sur la théorie cinétique des gaz et plus particulièrement sur une approximation de la
solution de l’équation de Boltzmann. Le coefficient de diffusion binaire est alors décrit par
la relation 3.39.
Dγij =
3
16
(4pikBT /Mij)1/2
npiσ2ijWD
fD (3.39)
avec : Mij = 2
(
1
Mi
+
1
Mj
)−1
(3.40)
Dans cette expression, kB est la constante de Boltzmann, n est la densité de particule
calculée à l’aide de la loi des gaz parfaits, fD est une constante que l’on considérera égale
à l’unité (Reid et al., 1987) et WD représente l’intégrale de collision entre les particules.
Cette intégrale de collision est principalement fonction de la température (cf. équation
3.43). Les valeurs de σij et de eij sont calculées à l’aide des potentiels de Lennard-Jones σi,
σj, ei et ej des constituants i et j (cf. Reid et al. (1987)). Le potentiel de Lennard-Jones
relie l’énergie d’un couple de molécules à la distance qui les sépare.
σij =
σi + σi
2
(3.41)
eij = (eiej)
1/2 (3.42)
WD =
A
T ∗
B
+
C
exp (DT ∗) +
E
exp (FT ∗) +
G
exp (HT ∗) (3.43)
Ici T ∗ est la température réduite définie par la relation 3.19.
D’autres approches existent pour évaluer les coefficients de diffusion binaires. Ces ap-
proches sont majoritairement expérimentales. Chacune des approches présentées par Reid
et al. (1987) présente une gamme de validité en température ou en pression particulière.
Enfin, la corrélation que nous utilisons pour calculer les coefficients de diffusion binaires
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est celle présentée par Bird et al. (2002) (p. 521) et s’exprime de la manière suivante :
pDγij
(PγCiPγCj)
1/3 (TCiTCj)5/12
(
1
Mi
+ 1
Mj
)1/2 = a
(
T√TCiTCj
)b
(3.44)
Dans cette expression, a et b sont des coefficients dont la valeur change suivant que le
couple de gaz i et j est non polaire ou que le couple de gaz i et j est composé de l’eau
vapeur (polaire) et d’un gaz non polaire. Les valeurs des coefficients a et b sont tabulées
dans la littérature. Les coefficients de pression critique PγCi et de température critique
TCi sont des données spécifiques à chaque constituant, dont les valeurs sont des valeurs
tabulées.
L’intérêt d’utiliser la relation 3.44 réside dans le fait qu’elle intègre une dépendance
vis-à-vis de la température et de la pression et que les valeurs de pression critique et
température critique sont aisément disponibles dans la littérature pour une quantité variée
d’espèces chimiques.
3.3.4 Coefficients de diffusion dans la phase liquide
Comme nous l’avons exposé précédemment, dans notre modèle, nous considérons que
la phase liquide est majoritairement composée d’eau liquide dans laquelle les espèces
chimiques présentes sous forme gazeuse peuvent être dissoutes. Par conséquent, en terme
de diffusion, nous considérons que la diffusion des espèces N2, CO2, CH4 et O2 dans
la phase liquide est assimilable à la diffusion de ces mêmes éléments dans un mélange
infiniment concentré en eau. En d’autres termes, compte tenu des faibles concentrations
dans la phase liquide des espèces N2, CO2, CH4 et O2, la probabilité que la diffusion de
chacune de ces molécules dans l’eau soit influencée par une autre est négligeable. Pour
chacune de ces molécules, le mélange se comporte donc comme un mélange binaire. Nous
considérons donc que la matrice de diffusion de Fick dans la phase liquide est diagonale
et que les diagonales sont composées des coefficients de diffusion binaire (cf. 3.45).
Dλi ≈ Dλi pour i = N2, CO2, CH4, O2 (3.45)
Nous ne considérons pas de dépendance de ces coefficients aux variables environnemen-
tales. Nous considérons donc que les coefficients de diffusion de Fick dans la phase liquide
sont constants. Les valeurs que nous utilisons pour ces coefficients sont rassemblées dans
le Tableau 3.11.
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Tab. 3.11 – Coefficients de diffusion binaires dans la phase liquide
Espèce Coefficient Valeur en m2/s Référence
N2 DλN2 1, 15 10
−9 à T = 298K Reid et al. (1987)
O2 DλO2 1, 6 10
−9 à T = 298K Stoke-Einstein
CH4 DλCH4 3, 55 10
−9 à T = 333K Reid et al. (1987)
CO2 DλCO2 2, 0 10
−9 à T = 298K Reid et al. (1987)
3.3.5 Tortuosité
Dans le Chapitre 2, nous avons introduit deux coefficients de tortuosité τγ et τλ. Ces co-
efficients traduisent le fait que la diffusion des espèces chimiques dans chacune des phases
gaz et liquide est influencée par la structure du milieu poreux. En effet, conceptuelle-
ment, la présence d’obstacles formés par les autres phases que celle considérée augmente
le parcours moyen de chaque molécule, ce qui se traduit en général par une diminution du
coefficient de diffusion effectif. Par conséquent la tortuosité est un coefficient supérieur ou
égal à l’unité qui pénalise les processus de diffusion par rapport au cas diffusion libre. La
mesure de ces coefficients de tortuosité se fait en règle générale grâce à des expériences
de traçage. Dans le cas des déchets solides, il n’existe à notre connaissance aucune étude
publiée qui nous permette d’affecter une valeur empirique aux coefficients de tortuosité.
Seules des corrélations reliant le coefficient de tortuosité au diamètre des particules sont
présentées par Miller and Clesceri (2003) dans le cas des systèmes à lits fluidisés. Ces cor-
rélations s’avèrent être inutilisables dans le cas des matrices poreuses comme les déchets
ménagers. Par conséquent, dans un premier temps nous considérerons que les coefficients
de tortuosité pour les phases gaz et liquide sont identiques (τγ = τλ). Les seules valeurs
dont nous disposons proviennent d’expériences réalisées par Kallel et al. (2004) sur des
déchets broyés. Ils obtiennent des coefficients de tortuosité compris entre 3 et 5 pour
ce type de déchets. Nous fixerons donc dans une première approche une valeur de tor-
tuosité égale à 5. En effet, les dimensions caractéristiques des éléments solides que nous
considérons sont plus importantes du fait que ce sont des OM non-broyées, ce qui nous
incite à considérer la borne supérieure des valeurs de tortuosités mesurées par Kallel et al.
(2004) sur un déchet broyé. Néanmoins, il conviendra de garder à l’esprit que seules des
expériences de traçage sur site peuvent permettre d’obtenir des valeurs cohérentes de ces
paramètres de tortuosité.
3.3.6 Coefficients de dispersion
L’évaluation des coefficients de dispersion dans le cas de l’étude des transferts dans
les massifs de déchets ménagers souffre du même manque de mesures expérimentales
que l’évaluation des coefficients de tortuosité. Nous simplifions donc ces coefficients en
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supposant que les coefficients de dispersion sont identiques pour la phase liquide et pour
la phase gaz. On aura donc :
αLγ = αLλ et αTγ = αTλ (3.46)
On considère également généralement que les coefficients de dispersion longitudinaux
et transversaux sont reliés par la relation suivante :
αTγ =
αLγ
10
(3.47)
En règle générale, le coefficient de dispersion longitudinal est de l’ordre de grandeur de
l’échelle des hétérogénéités locales. Dans notre cas nous considérons que ces hétérogénéités
sont de l’ordre du centimètre et nous utilisons la relation 3.48.
αLγ = 0, 1 mètres (3.48)
Il convient de garder à l’esprit que les simplifications que nous proposons pour les
coefficients de dispersion ne sont basées sur aucun résultat expérimental et que seule la
mise en place d’un programme expérimental visant à évaluer les coefficients de dispersion
dans les OM permettrait l’évaluation correcte de ces coefficients de dispersion.
3.3.7 Coefficients d’équilibre entre phases gaz et liquide
Dans le modèle que nous avons développé, nous supposons que l’hypothèse d’équilibre
local entre les phases gaz et liquide est vérifiée. Par conséquent, pour chacun des consti-
tuants pouvant être présent sous forme dissoute dans la phase liquide (N2, CO2, CH4
et O2), nous avons introduit un coefficient d’équilibre Γi permettant de relier la fraction
massique du constituant considéré dans la phase gaz à sa fraction massique dans la phase
liquide. Pour les constituants N2, CO2, CH4 et O2, les équilibres entre la phase gaz et
la phase liquide sont calculés à l’aide de la loi de Henry. Les données que nous utilisons
sont tirées de Lide (1995). La loi de Henry présentée dans cette ouvrage permet d’obtenir
la composition molaire dans la phase liquide en équilibre avec un gaz dont on connaît la
composition. La relation entre les fractions molaires s’écrit alors :
Xλi = Xγi exp
(
Ai
T + log (kh0i)−
Ai
298.15
)
PγMH2O pour i = N2, CO2, CH4, O2 (3.49)
Par conséquent, en termes de fractions massiques, la loi de Henry s’exprime de la façon
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suivante :
Ωλi =
Ωγi∑
j∈γ
Ωγj/Mj
exp
(
Ai
T + log (kh0i)−
Ai
298.15
)
Pγ pour i = N2, CO2, CH4, O2 (3.50)
De la relation 3.50, on déduit la forme du coefficient d’équilibre Γi :
Γi =
1∑
j∈γ
Ωγj/Mj
exp
(
Ai
T + log (kh0i)−
Ai
298.15
)
Pγ pour i = N2, CO2, CH4, O2 (3.51)
Les valeurs que nous utilisons pour les coefficients Ai et kh0i sont celles tabulées dans
le "Handbook of Chemistry and Physics" (cf. Lide (1995)) et sont présentées dans le
Tableau 3.12.
Tab. 3.12 – Coefficients nécessaires au calcul des équilibres gaz/liquide
Espèce Valeur de Ai (en K) Valeur de kh0i (en
mol/kg/Pa)
N2 6,0 10−10 1300
O2 1,3 10−8 1500
CH4 1,4 10−8 1600
CO2 3,5 10−7 2400
3.3.8 Loi de Raoult et pression de vapeur saturante
A l’inverse des constituants N2, CO2, CH4 et O2, l’eau est le constituant majoritaire
(solvant) dans la phase liquide. Par conséquent, c’est la concentration en eau dans la
phase liquide qui influence la concentration en vapeur d’eau de la phase gaz en contact
avec la phase liquide. C’est la pression de vapeur saturante de l’eau qui va donc imposer
la concentration en eau dans la phase gaz. La relation qui permet d’obtenir la fraction
massique d’eau vapeur présente dans le gaz en équilibre avec la phase liquide est appelée
loi de Raoult et est présentée par l’équation 3.52.
ΩγH2O =MH2O
∑
j∈γ
Ωγj/Mj
PV
Pγ
(3.52)
Dans cette relation, PV représente la pression de vapeur saturante de l’eau vapeur. La
pression de vapeur saturante dépend fortement de la température. Nous nous baserons
sur une corrélation disponible dans le logiciel Component Plus®. Cette expression est la
Damien CHENU - Thèse - 2007
IMFT - INPT
3.4. PROPRIÉTÉS ÉNERGÉTIQUES 127
suivante :
PV = expA+
B
T + C log T +DT
E (3.53)
Les valeurs des coefficients A, B, C, D et E nécessaire à l’évaluation de la pression de
vapeur saturante de l’eau liquide sont présentées dans le Tableau 3.3.8.
Tab. 3.13 – Coefficients utilisés pour évaluer la pression de vapeur saturante de l’eau
liquide grâce à l’équation 3.52
Liquide considéré A B C D E
H2O 73.64 -7258.2 -7.303 4.165 10−6 2
3.4 Propriétés énergétiques
Dans cette partie, nous présentons les données nécessaires à l’évaluation des paramètres
effectifs de transport de la chaleur dans les ISD. Nous avons vu précédemment que les
principaux paramètres à évaluer sont la conductivité thermique effective du milieu, les
capacités calorifiques de chacune des phases et les paramètres de dispersion thermique.
3.4.1 Evaluation des propriétés d’emmagasinement de la chaleur
Le modèle de transfert de chaleur dans les ISD que nous avons présenté sur l’équation
2.203 nécessite l’évaluation des capacités calorifiques massiques de chaque phase. Nous
nous attachons ici à obtenir des valeurs cohérentes des capacités calorifiques massiques de
chacune des phases que nous considérons.
Capacité calorifique massique de la phase gaz. Comme nous l’avons présenté avec
l’équation 2.204, la capacité calorifique du mélange gazeux s’exprime en fonction de la
capacité calorifique des différents constituants qui le composent. Dans le cas de la capacité
calorifique massique, la loi de mélange permettant d’obtenir la capacité calorifique du
mélange gazeux CPγ est relativement simple et s’exprime comme une somme de capacités
calorifiques massiques pondérée par la fraction massique de chacun des constituants (cf.
équation 3.54).
CPγ =
∑
i∈γ
ΩγiCPγi (3.54)
Il est donc nécessaire de savoir calculer les capacités calorifiques massiques de chacun des
constituants de la phase gaz afin d’évaluer la capacité calorifique du mélange. Pour ce
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faire, nous utilisons une corrélation fournie par le logiciel Component Plus®. La forme
générique de la capacité calorifique massique du constituant i sous forme gazeuse en
fonction de la température s’écrit donc de la façon suivante :
CPγi =
(
A+B
(
C/T
sinh (C/T )
)2
+D
(
E/T
cosh (E/T )
)2)
Mi
1000
(3.55)
Les valeurs des paramètres A, B, C, D et E sont spécifiques à chaque espèce présente
dans le mélange gazeux. Les valeurs de ces différents paramètres sont regroupées dans le
Tableau 3.14.
Tab. 3.14 – Coefficients utilisés pour évaluer la capacité calorifique massique des gaz purs
grâce à l’équation 3.55
Gaz considéré A B C D E
N2 29105 8614,9 1701,6 103,47 909,79
O2 29103 10040 2526,5 9356 1153,8
CO2 29370 34540 1428 26400 588
CH4 33298 79933 2086,9 41602 991,96
H2O 33363 26790 2610,5 8896 1169
Capacité calorifique massique de la phase liquide. Nous considérons que l’eau
est le constituant majoritaire de la phase liquide (solvant). Par conséquent, la capacité
calorifique massique de la phase liquide est assimilable à celle de l’eau liquide. Or la
capacité calorifique massique de l’eau liquide varie en fonction de la température comme
le présente l’équation 3.56.
CPλ =
(
A+BT + CT 2 +DT 3 + ET 4) Mi
1000
(3.56)
Cette formule est tirée du logiciel Component Plus®. L’estimation des coefficients A,
B, C, D et E nécessaires à l’évaluation de la capacité calorifique de la phase liquide est
présentée dans le Tableau 3.15.
Tab. 3.15 – Coefficients utilisés pour évaluer la capacité calorifique massique de l’eau
liquide grâce à l’équation 3.56
Liquide considéré A B C D E
H2O 276370 -2090,1 8,125 -0,0141 9,37 10−6
Capacité calorifique massique de la phase biofilm. Nous considérons que le com-
portement du biofilm vis-à-vis- du transport de chaleur est similaire à celui de l’eau liquide.
Damien CHENU - Thèse - 2007
IMFT - INPT
3.4. PROPRIÉTÉS ÉNERGÉTIQUES 129
En effet, les biofilms de par la structure cellulaire et extra-cellulaire des bactéries qui les
composent sont majoritairement composés d’eau. Par conséquent, nous considérons que
la capacité calorifique massique du biofilm est identique à celle de la phase liquide (cf.
équation 3.56).
Capacité calorifique massique de la phase solide. Concernant la phase solide, nous
considérons qu’elle est composée d’un mélange d’éléments solides et d’eau constitutive.
Nous considérons donc que la capacité calorifique massique de la phase solide suit une loi
de mélange de la forme proposée par l’équation 3.57
CPσ =
∑
i∈σ
ΩσiCPσi (3.57)
Il nous faut alors évaluer la capacité calorifique massique des différents éléments du
déchet, soit la partie déshydratée de la fraction fermentescible, la fraction papier/carton,
la fraction très lentement biodégradable ainsi que la fraction inerte et l’eau constitutive.
Le Tableau 3.16 présente les valeurs des capacités calorifiques massiques que nous utilisons
pour calculer la capacité calorifique équivalente de la phase solide.
Fractions du déchet Capacité calorifique mas-
sique (J/kg/K)
Fraction rapidement biodégra-
dable (fermentescible)
3000
Fraction lentement biodégradable
(Papier/carton)
1340
Fraction très lentement biodégra-
dable
2100
Eau constitutive cf. équation 3.56
Fraction inerte (plastique, verre,
métaux, etc...)
600-1700 (une valeur moyenne de
1200 J/kg/K sera utilisée)
Ces valeurs sont celles présentées par Miller and Clesceri (2003) concernant les pro-
priétés des matériaux qui composent les OM. Ces valeurs sont, bien entendu, indicatives
puisque la composition même des fractions que nous avons définies peut être variable.
3.4.2 Evaluation de la conductivité thermique des déchets
Nous cherchons ici à évaluer le tenseur de conductivité thermique effectif pour le dé-
chet. Comme nous l’avons montré lors du développement du modèle mathématique de
transport de chaleur, le tenseur de conductivité thermique effectif est composé d’une
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contribution liée à la tortuosité du milieu et d’une contribution dispersive liée aux fluc-
tuations des vitesses des phases mobiles autour de la valeur moyenne. Le tenseur de
conductivité thermique est le paramètre clé si l’on veut décrire correctement les trans-
ferts de chaleurs dans les ISD. En effet, hormis pendant les périodes de réinjection de
lixiviats, les effet de transport de chaleur par convection sont négligeables face aux effets
de conduction. La répartition de la chaleur au sein du massif est alors uniquement liée au
tenseur de conductivité thermique du milieu.
Dispersion thermique. Dans l’équation 2.203, nous pouvons remarquer des termes
de dispersion thermique liés à la déviation des vitesses des phases mobiles. Néanmoins,
la dispersion thermique pourra être considérée négligeable par rapport aux termes de
conduction thermique pure. En effet, comme le présentent Quintard et al. (1997) dans
leurs travaux sur les modèles de non-équilibre thermique local, pour des nombres de
Péclet thermiques inférieurs à 10, les termes de dispersion thermique sont négligeables
par rapport aux termes de conduction. Le nombre de Péclet thermique pour une phase
mobile θ est défini par la relation suivante :
Pethθ =
ρθCPθ
∥∥Vθ∥∥ l
Λθ
(3.58)
Dans cette expression, l représente la dimension caractéristique des pores.
L’évaluation du nombre de Péclet thermique va nous permettre d’évaluer la nécessité
de conserver ou non les termes de dispersion thermique dans le calcul de la conductivité
thermique effective. Nous distinguons plusieurs cas de figure. Le premier cas est le cas
pendant lequel il n’y a pas de réinjection de lixiviats sous pression. Dans ce cas, nous
pouvons estimer que les vitesses des phases mobiles gaz et liquide sont principalement
gérées par la force gravitaire et ces vitesses sont du même ordre de grandeur (
∥∥∥Vγ∥∥∥ ≈∥∥∥Vγ∥∥∥ ≈ 1 10−4 m/s). Si l’on considère dans ce cas que ργ ≈ 1 kg/m3, CPγ ≈ 1000
J/kg/K, l ≈ 0, 01 m et Λγ ≈ 0, 03 J/s/m/K et que ρλ ≈ 1000 kg/m3, CPλ ≈ 3000
J/kg/K, et Λλ ≈ 0, 03 J/s/m/K, nous avons :
Pethγ ≈ 10−2 (3.59)
Pethλ ≈ 1 (3.60)
Dans le cas où l’on n’injecte pas de lixiviats, les nombres de Péclet thermiques sont
donc tels que les termes de dispersion peuvent être négligés puisque, d’après Quintard et al.
(1997), les termes de dispersion thermique n’ont d’impact sur les transferts thermiques
que pour des nombres de Péclet thermiques supérieurs à 10.
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L’autre cas de figure est le cas de l’injection de lixiviats. Lors des périodes de réin-
jection, il n’est pas rare que les débits injectés, et par conséquent les vitesses mises en
jeu, soient importants (entre 5 et 50 m3/h). Nous considérons par exemple une vitesse
d’injection de lixiviats de 10−1 m/s. Le nombre de Péclet thermique de la phase liquide
étant le plus contraignant, nous ne calculons que celui-ci. On a :
Pethλ ≈ 100 (3.61)
Le nombre de Péclet thermique de la phase liquide est donc supérieur à 10 pendant
les périodes d’injection. Il est donc théoriquement nécessaire de prendre en compte la
dispersion thermique. Néanmoins, les périodes de réinjection utilisant de forts débits sont
relativement courtes. De plus, et surtout, nous ne disposons d’aucune donnée quantitative
pour évaluer les thermes de dispersion thermique. Par conséquent, les termes de dispersion
thermique seront négligés dans une première approche.
Tenseur de conductivité thermique effectif. Le tenseur de conductivité thermique
est relativement difficile à obtenir pour des matrices poreuses complexes comme les OM.
Tout d’abord, nous considérons qu’il n’existe pas d’anisotropie des propriétés de conducti-
vité thermique et le tenseur de conductivité thermique se réduit alors à un seul coefficient
scalaire (cf. 3.62). En effet, même si, comme nous l’avons présenté avec la Figure 3.6, le
milieu poreux formé par les OM stockées en ISD présente une anisotropie de ses propriétés
physiques entre les directions verticales et horizontales, les contrastes des propriétés de
conductivité thermique sont beaucoup moins marqués que les contrastes de perméabilité
par exemple. C’est pourquoi nous considérons que le milieu est isotrope du point de vue
de ses propriétés thermiques.
Λeff =
 Λeff 0 00 Λeff 0
0 0 Λeff
 (3.62)
Contrairement à d’autres propriétés, il est relativement compliqué d’évaluer la conduc-
tivité thermique des OM au sein des ISD puisque la répartition des phases est fortement
variable et que la composition du matériau solide l’est aussi. Comme le présente Aran
(2001), il existe diverses méthodes permettant de calculer la conductivité thermique des
déchets. Les plus répandues sont les méthodes "série" et "parallèle". La première consiste
à évaluer la conductivité équivalente en considérant que le déchet est composé d’une suc-
cession de couches de solide, de liquide, de gaz et de biofilm et que le flux de chaleur est
perpendiculaire à l’empilement ainsi créé. La seconde consiste à considérer que le déchet
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est formé du même empilement, mais que le flux de chaleur est cette fois ci parallèle à
l’empilement (Yoshida et al., 1997). Ces modèles fournissent des bornes supérieures et
inférieures à la conductivité réelle du système (Wiener, 1912). Cependant, la conductivité
réelle peut être significativement éloignée de ces bornes, et la seule méthode efficace pour
déterminer la conductivité thermique des déchets ménagers est de la mesurer directement
via la mise en place d’un dispositif expérimental.
Dans sa thèse, Aran (2001) présente des résultats de mesure de conductivité thermique
de deux types de déchets (déchet jeune et déchet âgé) en fonction de la teneur en eau pon-
dérale du déchet. La méthode utilisée pour mesurer la conductivité thermique du déchet
est la méthode de la sonde à choc thermique. Les résultats obtenus permettent de porter
deux conclusions distinctes. La première est que, quel que soit l’"âge" du déchet, la conduc-
tivité thermique augmente avec la teneur en eau. Ceci est logique puisque l’eau possède
un fort pouvoir conducteur de chaleur par rapport aux autres constituants. La deuxième
conclusion est que les déchets âgés sont moins conducteurs que les déchets jeunes. Ceci
paraît étonnant puisque, d’après Miller and Clesceri (2003), les éléments qui composent
les fractions rapidement et lentement biodégradables du déchet sont également ceux qui
possèdent les conductivités thermiques les plus faibles. La disparition de ces éléments de-
vrait donc conduire à l’augmentation de la conductivité thermique. Une réorganisation
avec le temps du déchet peut conduire à une augmentation de la tortuosité thermique,
mais des expériences complémentaires sont nécessaires pour confirmer ou invalider cette
tendance. Ces mesures nous permettent néanmoins d’obtenir un ordre de grandeur de la
conductivité thermique. Celle-ci varie globalement de 0.1 à 1 W.m−1.K−1. Aran (2001)
compare ces résultats expérimentaux à la moyenne arithmétique des approches théoriques
"série" et "parallèle" et conclut que les résultats obtenus sont finalement assez cohérents.
Dans notre modèle, compte tenu de la faible quantité de mesures de conductivité
thermique en fonction de la composition du déchet disponibles dans la littérature, nous
utiliserons un modèle de type moyenne arithmétique des conductivités thermiques séries
et parallèles (Yoshida et al., 1997). Appelons Λser la conductivité thermique équivalente
en série et Λpar la conductivité thermique équivalente en parallèle, nous avons :
Λser = (1− − β) Λσ + βΛβ + SΛλ +  (1− S) Λγ (3.63)
Λpar =
1
1−−β
Λσ
+
β
Λβ
+ S
Λλ
+ (1−S)
Λγ
(3.64)
La conductivité effective Λeff s’exprime alors de la manière suivante :
Λeff =
Λser + Λpar
2
(3.65)
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L’utilisation de cette formule nécessite de connaître la conductivité thermique de cha-
cune des phases que nous considérons. C’est l’évaluation de la conductivité thermique de
chacune de ces phases que nous présentons par la suite.
Conductivité thermique de la phase gaz. La phase gaz est elle-même un mélange
de constituants. L’évaluation des propriétés de transport de chaleur pour les mélanges
gazeux est relativement bien décrite dans la littérature et se base sur la théorie cinétique
des gaz (Reid et al., 1987). Pour calculer la viscosité du mélange gazeux, nous utilisons
l’approche proposée initialement par Wassiljewa (1904) reprise ensuite par de nombreux
auteurs comme Mason and Saxena (1958). La formule utilisée pour calculer la conductivité
thermique de la phase gaz en fonction de la conductivité thermique des gaz purs est
présentée par la relation 3.66.
Λγ =
k=5∑
k=1
ΛγkΩγk/Mk
j=5∑
j=1
Ωγj/MjAki
(3.66)
avec Aki =
[
1 +
(
ηγk
ηγj
)1/2 (
Mk
Mi
)−1/4]2
[
8
(
1 + Mk
Mi
)]1/2 (3.67)
Nous remarquons que cette expression nous permet d’obtenir la conductivité thermique
d’un mélange gazeux en fonction de la viscosité ηγk et des conductivités thermiques Λγk
des gaz purs qui composent le mélange. La méthode permettant d’évaluer la viscosité des
gaz purs a été présentée précédemment. Il nous reste donc à présenter la méthode par
laquelle nous évaluons la conductivité thermique des gaz purs.
Conductivité thermique des gaz purs. La corrélation que nous utilisons pour cal-
culer la conductivité thermique des gaz purs en fonction de la température est celle qui
est utilisée par le logiciel Component Plus® et qui est basée sur la méthode de Ely and
Hanley (1983). Cette corrélation s’exprime de la façon suivante :
Λγi =
AT B
1 + CT +
D
T 2
pour i = N2, CO2, CH4, O2, H2O (3.68)
Les coefficients A, B, C et D sont spécifiques au gaz pur considéré. Les valeurs de ces
coefficients sont données dans le Tableau 3.17.
Conductivité thermique de la phase liquide. Nous considérons que la phase li-
quide est majoritairement composée d’eau. Nous considérons donc que la conductivité
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Tab. 3.17 – Coefficients utilisés pour évaluer la conductivité thermique des gaz purs grâce
à l’équation 3.68
Gaz considéré A B C D
N2 3,31 10−4 0,772 16,3 373,7
O2 4,45 10−4 0,745 56,7 0
CO2 3,69 -0,384 964 1,86 106
CH4 6325 0,43 7,7 108 -3,872 1010
H2O 2,16 10−3 0,768 3940 -445340
thermique de la phase liquide est assimilable à celle de l’eau liquide. Pour calculer la
conductivité thermique de la phase liquide, nous utilisons la formule introduite dans le
logiciel Component Plus® et qui permet de calculer la conductivité thermique de l’eau
liquide en fonction de la température (cf. 3.69).
Λλ = A+BT + CT 2 +DT 3 + ET 4 (3.69)
L’estimation des coefficients A, B, C, D et E nécessaires à l’évaluation de la conduc-
tivité thermique de la phase liquide est présentée dans le Tableau 3.18.
Tab. 3.18 – Coefficients utilisés pour évaluer la conductivité thermique de l’eau liquide
grâce à l’équation 3.69
Liquide considéré A B C D E
H2O -0,432 5,72 10−3 -8,07 10−6 1,86 10−9 0
Conductivité thermique de la phase biofilm. Comme nous l’avons vu précédem-
ment, la phase biofilm est elle aussi majoritairement composée d’eau. Par conséquent,
nous considérons que le comportement de la phase biofilm vis-à-vis du transport de cha-
leur est assimilable à celui de l’eau liquide. La conductivité thermique de la phase biofilm
sera donc la même que celle de l’eau liquide.
Conductivité thermique de la phase solide. Pour évaluer la conductivité thermique
de la phase solide, Miller and Clesceri (2003) signalent, qu’en première approche, compte
tenu du fait qu’aucune information locale sur l’arrangement des particules n’est disponible,
il est légitime de considérer que la conductivité thermique de la phase solide est la moyenne
de la conductivité thermique de chaque constituant pondérée par la fraction massique de
chacun des constituants de la phase solide (cf. équation 3.70).
Λσ =
∑
i∈σ
ΩσiΛσi (3.70)
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Il nous faut alors évaluer la conductivité thermique des différents éléments du déchet,
soit la partie déshydratée de la fraction fermentescible, la fraction papier/carton, la frac-
tion très lentement biodégradable ainsi que la fraction inerte et l’eau constitutive. Le
Tableau 3.19 présente les gammes de valeurs que peut prendre la conductivité thermique
de chacune des fractions de déchet.
Tab. 3.19 – Conductivité thermique des différents composants de la fraction solide
Fractions du déchet Conductivité thermique
(J/s/m/K)
Fraction rapidement biodégra-
dable (fermentescible)
0,05
Fraction lentement biodégradable
(Papier/carton)
0,14
Fraction très lentement biodégra-
dable
0,15-0,3
Eau constitutive cf. équation 3.69
Fraction inerte (plastique, verre,
métaux, etc...)
0,77 (plastiques) - 192 (alumi-
nium)
Les valeurs présentées dans le Tableau 3.19 sont tirées de Miller and Clesceri (2003).
En conclusion, la compréhension détaillée du fonctionnement thermique des déchets
ménagers nécessite de réaliser des campagne de mesures plus systématiques de façon à
collecter des données en quantité nécessaire à l’évaluation correcte des coefficients qui
gèrent le transport de chaleur au sein des ISD.
3.5 Biodégradation
Compte tenu des objectifs que nous avons fixés lors du développement du modèle
conceptuel (cf. Chapitre 1), les termes qui décrivent à la fois la consommation du substrat
solide, la consommation de l’oxygène présent dans le milieu ainsi que la production du
biogaz (mélange de CO2 et de CH4) sont des éléments clés pour la description des ISD.
Comme nous l’avons vu dans le Chapitre 1 au paragraphe 1.2.3, une multitude de schémas
cinétiques existent pour décrire les processus de biodégradation aérobie et anaérobie,
allant du plus simple au plus complexe. Soucieux de simplifier les schémas réactionnels
afin d’obtenir un modèle de cinétique de biodégradation le moins contraignant possible
du point de vue de l’implémentation numérique, mais également de conserver un niveau
minimal de complexité de façon à ne pas utiliser des schémas du type "intégrale première
du temps" (cf. Chapitre 1, paragraphe 1.2.3), nous avons pris le parti de mettre en place
un programme expérimental (collaboration entre le CRPE, l’Institut de Mécanique des
Fluides de Toulouse et l’Institut National des Sciences Appliquées) visant à déterminer un
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modèle cinétique répondant aux critères que nous venons d’énoncer, et surtout permettant
de déterminer l’impact de la teneur en eau locale sur les cinétiques de biodégradation.
3.5.1 Modèles prenant en compte l’effet de la teneur en eau
La motivation principale de ce programme expérimental est le manque de données
qualitatives concernant l’influence de la teneur en eau sur les cinétiques de biodégrada-
tion aérobies et anaérobies. En effet, même si l’influence de la teneur en eau sur l’activité
biologique a largement été mentionnée dans la littérature (cf. Chapitre 1), très peu de
modèles de cinétique de biodégradation prennent en compte l’impact de la teneur en eau
et les modèles qui intègrent une telle dépendance ne le font pas sur la base de résultats
expérimentaux quantitatifs. Nous présentons ici une revue rapide de l’état de l’art concer-
nant l’intégration d’une dépendance à la teneur en eau des modèles de biodégradation
aérobies et anaérobies.
Aérobie. Les deux principaux facteurs environnementaux qui influencent l’activité des
micro-organismes aérobie sont la température et la teneur en eau du milieu (Liang et al.,
2003). Les effets de la température sur les cinétiques de biodégradation aérobie sont bien
connus et différentes dépendances à la température sont introduites dans les modèles de
biodégradation aérobie présentés dans la littérature. Le lecteur pourra par exemple se
référer aux travaux de Saucedo-Castaneda et al. (1990) ou Kaiser (1996). En revanche,
comme le présente Mason (2006) dans sa revue concernant la modélisation des cinétiques
de biodégradation aérobie, très peu de modèles considèrent l’impact de la teneur en eau
sur la biodégradation de la matière organique aérobie. Ceci est dû au fait que l’étape de
biodégradation aérobie est en général relativement courte dans les ISD (au plus quelques
jours) et que, durant cette période, c’est la fraction rapidement biodégradable du déchet
qui est dégradée principalement. Or c’est cette fraction qui est en général la plus humide
initialement. Par conséquent, à première vue, il semble souvent que la teneur en eau locale
n’a pas d’impact sur la biodégradation aérobie de la matière organique. Nous verrons par
la suite, grâce aux résultats expérimentaux que nous présentons, que la teneur en eau a
un impact important sur les cinétiques de biodégradation aérobie.
Anaérobie. Concernant les cinétiques de biodégradation anaérobie, nous avons vu dans
le Chapitre 1 au paragraphe 1.2.3, que l’influence positive de la teneur en eau locale sur
l’activité biologique anaérobie est un facteur clé dans le développement des procédés de
type bioréacteur. Néanmoins, comme le présente Pommier et al. (2006), peu de modèles
de biodégradation anaérobie prennent en compte la dépendance de la cinétique à la teneur
en eau locale. Seuls Mora-Naranjo et al. (2004) analysent l’impact de la teneur en eau sur
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l’activité de la biomasse pour des échantillons d’ordures ménagères excavés d’une ISD.
Ils ont proposé une dépendance linéaire du taux de croissance spécifique des bactéries
méthanogènes à la teneur en eau dans une gamme allant de 15 % à 84% (masse d’eau
/ masse totale de déchet). Étonnamment, tous les autres paramètres concernant, par
exemple, l’étape d’hydrolyse ou de croissance de la population acidogène ne sont pas
affectés par la teneur en eau dans ce modèle.
3.5.2 Protocole expérimental et résultats expérimentaux
Le constat que nous avons dressé précédemment nous a incité à mettre en place un pro-
gramme expérimental visant à déterminer l’impact de la teneur en eau sur les cinétiques
de biodégradation des deux classes de déchets rapidement biodégradable et lentement bio-
dégradable définies dans le Tableau 1.2 en conditions aérobie et anaérobie. Ce programme
expérimental a été réalisé dans le cadre d’une collaboration entre le CRP , l’Institut de
Mécanique des Fluides de Toulouse et l’Institut National des Sciences Appliquées. Les
expériences ont été réalisés à l’INSA sous le pilotage de X. Lefebvre. La démarche ex-
périmentale ainsi que les résultats bruts sont présentés ci-après. Les résultats de cette
collaboration ont fait l’objet de deux publications : Pommier et al. (2007) et Pommier
et al. (2006)
3.5.2.1 Caractérisation du déchet
Le programme expérimental est un programme dont la durée initiale est de 1 an. Par
conséquent, compte tenu de la lenteur des cinétiques de biodégradation de la fraction
très lentement biodégradable, seules les fractions rapidement et lentement biodégradables
sont étudiées. L’objectif du programme expérimental étant de rester le plus cohérent
possible vis-à-vis des conditions d’exploitation des ISD, le substrat solide qui est utilisé
dans les expériences de biodégradation est un déchet réel que l’on a trié. En effet, de
façon à respecter une certaine représentativité, les échantillons des fractions rapidement et
moyennement biodégradables sont issues d’un tri MODECOM sur un déchet brut entrant
sur un site recevant des OM en mars 2005. Le principe de tri et les résultats détaillés
sont présentés en Annexe A. La composition massique du déchet trié est présentée sur
la figure 3.9. Les fractions papier/carton et fermentescible récupérées sont broyées sous
maille de 10 cm. Malheureusement, compte tenu de la structure physique très humide de
la fraction fermentescible, le broyat a adhéré aux parois du broyeur industriel et il n’a pas
été possible de le récupérer. En revanche, un échantillon de 10L de broyat de la fraction
moyennement biodégradable a été préparé et a été utilisé pour les expériences. Toujours
dans un souci de représentativité et pour palier à la perte de l’échantillon de fraction
Damien CHENU - Thèse - 2007
IMFT - INPT
138 CHAPITRE 3. EVALUATION DES PROPRIÉTÉS DU MATÉRIAU
Fig. 3.9 – Répartition des différente catégories de déchets (% en base humide)
rapidement biodégradable trié sur le site d’Auquemenil, un échantillon de substitution
a été préparé en mélangeant de façon équi-massique un broyat de déchet alimentaire
provenant du restaurant universitaire de l’INSA de Toulouse et un broyat de déchets
verts provenant de la plateforme de compostage de Toulouse.
3.5.2.2 Méthode
La démarche expérimentale présente deux volets. Le premier consiste à tester l’impact
de la teneur en eau du déchet sur les cinétiques de biodégradation en condition aérobie.
Le deuxième consiste, quant à lui, à tester cet impact en condition de biodégradation
anaérobie.
Préparation des échantillons. Que ce soit en conditions aérobie ou anaérobie, deux
types de substrats solides sont testés :
– fraction fermentescible
– fraction papier/carton
La préparation des échantillons de chacune de ces fractions consiste en une étape de
broyage suivie d’un tamisage sous maille de 10 millimètres pour obtenir des échantillons
de 10 à 50 grammes homogènes en composition. L’homogénéité de chaque échantillon a été
vérifiée en examinant la variation des résultats de l’analyse de la DBO pour 2 échantillons
identiques. La différence relative maximale des analyses de DBO pour deux échantillons
préparés de la même façon est de 9%, ce qui confirme que la méthode utilisée fournit des
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échantillons dont la composition en matière biodégradable varie peu. Les caractéristiques
principales des échantillons sont données dans le Tableau 3.20.
Tab. 3.20 – Caractéristiques des échantillons de déchet utilisés dans les expériences aéro-
bies et anaérobies
Fraction de déchet
considérée
Alimentaire Déchets verts Papier / Car-
ton
Humidité (g / g de déchets) 79 37 19
Capacité au champ (g / g de
déchets)
72 66
Acide gras volatiles (g / g de
matière sèche)
96 60 66
Cendres (g / g de matière
sèche)
4 40 78
DCO (g / g de matière
sèche)
1,137 0,541 0,956
DBO ultime (g / g de ma-
tière sèche)
0,49 0,49 0,35
COD consommée (%) 60 60 37
Les méthodes de mesure utilisées pour obtenir les données présentées dans le Tableau
3.20 sont détaillées dans Pommier et al. (2007) et Pommier et al. (2006). La capacité au
champ correspond à la masse d’eau piégée dans le déchet après imbibition puis drainage
gravitaire et la DBO ultime correspond à la fraction de la matière organique qui est bio-
dégradable, alors que la DCO représente la quantité totale de matière organique présente
dans l’échantillon (qu’elle soit biodégradable ou non).
Protocole expérimental aérobie. La démarche adoptée est semblable à celle pré-
sentée par Kallel et al. (2003) qui comparent la consommation d’oxygène (mesure de la
DBO) de déchets jeunes et de déchets anciens à l’aide de tests de laboratoire. Chacun
des échantillons de substrat est séché en étuve à 40°C jusqu’à l’obtention d’une teneur
en eau massique de 15%. Au cours du séchage, chaque échantillon est régulièrement mé-
langé afin de favoriser une évaporation uniforme. La température de séchage de 40°C a
été choisie de façon à ne pas détruire l’activité biologique indigène de l’échantillon. Au
cours de ce séchage, une quantité de matière organique peut être dégradée. Celle-ci est
évaluée par un test témoin sans séchage préalable réalisé à une teneur en eau égale à la
capacité de rétention. Une fois le séchage réalisé, une masse d’eau est ajoutée pour obtenir
des échantillons dont la teneur en eau massique est respectivement de 15%, 33%, 46% et
68% dans le cas des échantillons de déchet rapidement biodégradable et 16%, 28%, 48%,
58% et 69% dans le cas du mélange papier/carton (lentement biodégradable). Ces teneurs
en eau sont exprimées en masse d’eau par masse de déchet humide. La solution aqueuse
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utilisée contient des nutriments (azote et phosphore) de façon à éviter toute limitation de
l’activité biologique par l’apport en nutriments. Chaque échantillon obtenu est divisé en
trois parties. La première est utilisée pour mesurer la teneur en eau initiale et les deux
autres pour les analyses de DBO.
Les analyses de DBO consistent en une batterie de tests respirométriques. Le principe
de ces tests est simple : les différents échantillons de déchet sont placés dans des fioles
étanches et thermostatées à 20°C. L’alimentation en oxygène de chaque fiole est contrôlée
en temps réel à l’aide d’un appareil de type SAPROMAT® (IBUK Königsbronn, Ger-
many, cf. figure 3.10). Ce type d’appareillage permet donc d’accéder aux cinétiques de
Fig. 3.10 – Appareil SAPROMAT
consommation d’oxygène en mesurant la quantité cumulée d’oxygène consommée lors des
réactions de biodégradation du substrat présent dans chacune des fioles. Néanmoins, cette
technique impose de travailler avec des échantillons de masse réduite (<40g), d’où la né-
cessité de préparer des échantillons relativement homogènes (tamisage et broyage) sans
altérer de manière significative la cinétique de dégradation. Nous tenons ici à mentionner
que la taille caractéristique des déchets, la granulométrie ou tout autre paramètre géomé-
trique peut avoir un impact non négligeable sur les résultats obtenus. Néanmoins, nous
n’avons pas réalisé d’étude de sensibilité sur ces paramètres.
Anaérobie. Dans les essais anaérobies, nous considérons les mêmes substrats que ceux
que nous avons utilisés pour les essais aérobies. Des échantillons de teneur en eau variable
sont préparés par la même méthode que celle présentée précédemment pour chacun des
deux substrats. Les teneurs en eau retenues sont 12%, 25%, 39% et 70% pour la fraction
fermentescible et 40%, 50%, 60%, 70% et 94% (saturation) pour la fraction papier/carton.
Afin de nous placer en conditions non limitantes vis-à-vis de la colonisation bactérienne,
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l’apport en eau du déchet est réalisé avec un lixiviat de décharge préalablement stabilisé,
c’est-à-dire épuisé de son potentiel méthanogène. Cette stabilisation du lixiviat permet
de ne pas "polluer" les mesures de production de biogaz avec l’apport de matière orga-
nique éventuellement dissoute dans le lixiviat. La cinétique de dégradation de la matière
organique est analysée à travers la cinétique de production de biogaz. La quantité totale
de biogaz produite au cours du temps est évaluée à l’aide de l’augmentation de pression
dans chaque fiole. Les teneurs en méthane et en dioxyde de carbone dans le biogaz sont,
quant à elles, mesurées par analyse chromatographique d’un échantillon de biogaz.
3.5.2.3 Résultats
Dans cette partie, nous présentons les résultats bruts et nous discutons du comporte-
ment global des différents échantillons. Dans le cas des tests en condition aérobie, nous
nous intéressons à l’évolution de la DBO en fonction du temps alors que dans le cas
des tests en condition anaérobie, nous nous intéressons à l’évolution de la production de
méthane au cours du temps.
Aérobie.
a) Dégradation aérobie de la fraction papier/carton
La Figure 3.11 représente l’évolution de la demande biologique en oxygène de l’échan-
tillon papier/carton en conditions aérobies. Ces courbes traduisent la consommation
d’oxygène par les bactéries présentes dans le déchet au cours du temps.
La première remarque que l’on peut faire est que l’échantillon à 33% d’eau présente
un comportement atypique. Il sera donc écarté lors de l’interprétation des résultats.
La deuxième remarque que l’on peut formuler concernant les résultats présentés
Figure 3.11 est que chacune des courbes comporte deux périodes d’accélération de
la DBO qui ne semblent pas explicables avec les modèles classiques de digestion
qui décrivent simplement l’hydrolyse de la matière organique avec une cinétique du
premier ordre. En effet, ce type de modèle ne permet pas de prédire la deuxième
période d’accélération des cinétiques de biodégradation.
Le contexte particulier du stockage des déchets, nous permet de supposer que le
temps de contact d’une couche de déchet (temps de transport compris) avec l’air
ambiant est inférieur à 15 jours. En effet, la disposition des déchets dans les alvéoles
de stockage se fait par couches successives. De plus, si par hasard l’entrée des déchets
sur site venait à être interrompue, les exploitants utilisent généralement une couver-
ture provisoire d’argile (ou autre matériau). Nous considérons donc que 15 jours est
la période maximum pendant laquelle les OM stockées en ISD sont en contact avec
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Fig. 3.11 – Tests respirométriques sur la fraction papier/carton pour différentes teneurs
en eau
l’oxygène atmosphérique. Par conséquent, l’exploitation des résultats et l’identifica-
tion des modèles de biodégradation aérobie ne prendront en compte que les données
des 15 premiers jours d’expérience. Les données considérées sont présentées sur la
Figure 3.11 dans l’encadré décrivant les premiers jours d’expérience.
Sur les 15 premier jours d’expérience, il convient de remarquer que la cinétique
de consommation de l’oxygène augmente avec la teneur en eau de l’échantillon. La
teneur en eau initiale a donc un impact positif sur la cinétique de biodégradation.
b) Dégradation aérobie de la fraction fermentescible
La Figure 3.12 présente l’évolution de la consommation d’oxygène (exprimée en
DBO) en condition aérobie des différents échantillons de la fraction fermentescible.
Seuls trois échantillons ont pu être suivis pour cause de panne de l’un des appareils
SAPROMAT®. Néanmoins, il convient de remarquer que l’allure des courbes est
sensiblement différente de celle obtenue pour la fraction papier/carton puisqu’elles
ne présentent pas de point d’inflexion et donc de seconde "accélération" de consom-
mation d’oxygène. De plus, les fractions papier/carton et fermentescible ont des
comportements distincts puisqu’en 10 jours, 40% de la fraction fermentescible est
dégradée, alors que seulement 10% de la fraction papier/carton l’est.
L’effet de la teneur en eau sur la fraction fermentescible est assez net sur les pre-
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Fig. 3.12 – Tests respirométriques sur la fraction fermentescible
miers jours de test et l’on peut remarquer qu’une augmentation de la teneur en eau
engendre à la fois une accélération des cinétiques et de la quantité de matière orga-
nique dégradée. Ceci traduit le fait que l’augmentation de la teneur en eau locale
engendre une accélération des cinétiques de biodégradation aérobie de la fraction
fermentescible. Ensuite, après environ une dizaine de jours, cet effet s’estompe et
il n’est plus possible de conclure quant à l’effet de la teneur en eau initiale sur la
biodégradation à long terme sur le substrat fermentescible.
Anaérobie.
c) Dégradation anaérobie de la fraction papier/carton
Pour la fraction papier/carton, nous disposons de 7 séries d’essais pour lesquelles la
teneur en eau varie : 20%, 30%, 40%, 50%, 60%, 70% et saturation (cas du fond de
casier). La cinétique de dégradation de la matière organique est analysée à travers la
cinétique de production de méthane. La production de méthane associée à l’inoculum
(lixiviat) utilisé pour humidifier le substrat est inférieure à 2% de la production liée
à la biodégradation de la matière organique de l’échantillon du déchet. Les résultats
présentés sur la Figure 3.13 donnent l’évolution de la production de méthane pour
les échantillons de papier/carton dont les teneurs en eau initiales sont 40%, 50%,
60%, 70% et saturation. Le comportement des échantillons dont la teneur en eau
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initiale est de 20% et 30% n’est pas présenté puisqu’aucune production de méthane
n’a été détectée pour ces échantillons.
Fig. 3.13 – Effet de l’humidité sur la cinétique de production cumulée de méthane pour
la fraction papier /carton
On constate un effet positif de la teneur en eau sur les cinétiques de production de
biogaz. En condition saturée, la totalité du substrat biodégradable est consommée
en 100 jours. L’impact supposé de la teneur en eau sur l’accélération de la biodégra-
dation anaérobie (cf. Chapitre 1) est donc confirmé par les résultats expérimentaux
que nous présentons.
d) Dégradation anaérobie de la fraction fermentescible
Dans le cas de la fraction fermentescible, nous ne disposons pas de données de
biodégradation anaérobie. En effet, les essais sur la fraction fermentescible en condi-
tion anaérobie posent des problèmes d’acidification. Le pH des échantillons chute
rapidement sous l’effet de l’action des bactéries acidogènes (pH≈5), ce qui cause
l’inhibition de la production de méthane. La durée actuelle des essais est de 140
jours et aucune production de méthane n’est détectée. Ceci s’explique par le fait
que, pour la fraction fermentescible du déchet, l’hydrolyse et l’acidogénèse sont très
rapides car elles ne sont pas limitées par la disponibilité de la matière organique alors
que la méthanogenèse est plus lente. Ceci engendre une accumulation d’acide dans
le biofilm. Il s’en suit une inhibition par le pH de l’activité acidogène. Seul un lessi-
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vage par une solution tampon ou l’abattement de la quantité de matière organique
dans l’échantillon de fraction fermentescible avant la phase anaérobie permettrait
de donner des conditions favorables à la reprise de l’activité méthanogène. Nous
verrons par la suite que nous prendrons en compte ce type d’inhibition en limitant
l’activité anaérobie lorsque des quantités trop importantes de fraction rapidement
biodégradable est présente dans le milieu. Ceci traduit le fait que cette fraction est
rapidement hydrolysée en acides solubles et favorise ainsi la diminution du pH. Le
pH du milieu peut donc être relié à la quantité résiduelle de fraction rapidement
biodégradable dans le milieu.
Discussion. Les résultats que nous avons présentés précédemment mettent en évidence
une influence globalement positive de la teneur en eau sur la biodégradation aérobie ou
anaérobie. Néanmoins, il convient ici d’introduire certains éléments de discussion quant
à la validité des résultats obtenus. En effet, les expériences de biodégradation ont eu lieu
sur un substrat solide broyé. Or le fait de broyer le substrat peut modifier les propriétés
locales (surface spécifique par exemple) de celui-ci et ainsi modifier les cinétiques de
biodégradation. Malheureusement, il est assez difficile de mettre en place des dispositifs
expérimentaux qui permettent de contrôler de façon précise l’influence de la dimension
caractéristique du substrat que l’on considère. C’est pourquoi, par manque d’informations,
nous avons considéré ici que la dimension caractéristique du substrat n’a pas d’influence
sur les cinétiques de biodégradation.
Un deuxième élément de discussion concerne la répartition de la teneur en eau dans
les déchets. En effet, nous avons supposé que la teneur en eau mesurée au début de
chacune des expériences de biodégradation donne une indication sur la teneur en eau
locale sur l’ensemble de l’échantillon. Ceci suppose que la teneur en eau est répartie
de façon homogène au sein du substrat. Or la composition fortement hétérogène des
déchets ménagers nous amène à nous interroger sur la validité de cette hypothèse. En
particulier, si nous considérons deux substrats homogènes de déchets à teneur en eau
identique, qu’advient-il de la teneur en eau locale si l’on met ces deux échantillons en
contact ? La teneur en eau moyenne du mélange est alors identique à la teneur en eau
initiale de chacun des échantillons, mais il est possible que des différences dans les valeur de
l’activité de l’eau ou de la pression capillaire dans chacun des échantillons aient engendré
une migration de l’eau initialement présente dans l’un des échantillons vers le second. Ces
questions sont peu abordées dans la littérature et il est pour le moment impossible d’avoir
une idée précise sur le comportement de ces matériaux hétérogènes. C’est pourquoi des
programmes de recherche sur ce type de problématiques sont actuellement envisagés dans
le cadre d’une ANR (BIOPTIME, démarrage en 2007).
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3.5.3 Modèle de biodégradation
Les résultats expérimentaux que nous avons présentés précédemment montrent l’im-
pact de la teneur en eau sur l’activité des micro-organismes aérobies et anaérobies. En
première approche, il semble que la teneur en eau ait un effet positif à la fois sur la
consommation d’oxygène en condition aérobie et sur la production de biogaz en condition
anaérobie. Nous souhaitons formaliser ce constat via le développement d’un modèle de
biodégradation complet aérobie et anaérobie pour chacune des fractions considérées. L’ob-
tention d’un tel modèle est décrite en détails dans Pommier et al. (2007, 2006); Pommier
and Lefebvre (2006a,b).
3.5.3.1 Identification des paramètres
Dans le cas des fractions pour lesquelles nous possédons des données, c’est à dire les
fractions fermentescibles et papier/carton dans le cas de la biodégradation aérobie, et
la fraction papier/carton uniquement dans le cas de la biodégradation anaérobie, nous
développons des modèles de biodégradation à l’aide d’une méthode d’identification pa-
ramétrique. Comme le présentent Pommier et al. (2007, 2006), cette méthode consiste à
supposer la forme d’un ou plusieurs modèles mathématiques susceptibles de reproduire le
comportement des échantillons. Le choix des modèles à tester se fait par l’interprétation
des résultats expérimentaux ainsi que par l’analyse des travaux disponibles dans la litté-
rature. Une fois le choix des modèles à tester effectué, il s’agit d’estimer leurs paramètres
du modèle mathématique afin qu’ils reproduisent le plus fidèlement possible les résultats
expérimentaux. Il s’agit donc d’une approche inverse, puisque l’on cherche à identifier les
paramètres constitutifs du modèle descriptif à partir du comportement expérimental des
échantillons. L’ensemble des modèles testés en conditions aérobie et anaérobie ainsi que
les paramètres qui leurs sont associés sont présentés dans Pommier et al. (2007, 2006).
Soit Yexp (t) la mesure expérimentale de la DBO, ou de la production de méthane
suivant le cas, à un instant t de mesure. Soit Yexp =
{
Yexp (t1) , ..., Yexp (tn) , ..., Yexp
(
tnp
)}
un certain nombre np d’observations Yexp (tn). Dans notre cas, np représente le nombre
de points de mesure pour chacune des fioles étudiées. Soit P = {P1, ..., PN} l’ensemble
des N paramètres d’entrée du modèle d’équations aux dérivées partielles que nous avons
choisi pour décrire conceptuellement les observations Yexp (t). Soit Y Πsim (tn) une solution
du système d’équations différentielles aux dérivées partielles du modèle mathématique
pour les valeurs de paramètres définis par PΠ =
{
PΠ1 , ..., P
Π
N
}
. Le principe de la méthode
inverse consiste à évaluer le jeu de paramètres optimalPΠ = Popt à partir des observations
expérimentales Yexp. Cela équivaut à tester un grand nombre de valeurs de Π, jusqu’à
en obtenir la valeur optimale. On définit alors une fonction critère que l’on cherche à
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minimiser pour définir le jeu de paramètres optimal du modèle. Dans notre cas cette
fonction C est définie de la manière suivante :
C =
√√√√√ 1
nexp
nexp∑
i=1
 1
np (i)
np(i)∑
i=1
(Yexp (ti)− Y Πsim (ti))2
 (3.71)
Dans cette expression, nexp représente le nombre de séries d’observations expérimentales
dont nous disposons, c’est à dire le nombre de fioles dont les conditions initiales en teneur
en eau varient. Il convient ici de noter que, dans notre cas, nous disposons de la seule
mesure de DBO dans le cas des expériences aérobies et de production de méthane dans le
cas des expériences anaérobies. Or le nombre de degrés de liberté des modèles que nous
souhaitons identifier, c’est à dire le nombre de paramètres à identifier est important. Le
problème inverse à résoudre est donc largement sur-paramétré. Pour pallier à ce problème,
nous avons simplifié le problème d’identification en fixant certains paramètres à l’aide de
valeurs connues extraites de la littérature.
Une fois la fonction critère C définie, nous devons utiliser un algorithme d’optimisa-
tion afin d’obtenir le jeu de paramètre optimal Popt. Une grande variété de méthodes
numériques d’optimisation existe. Nous ne les détaillons pas ici. Pour traiter le problème
d’optimisation, nous utilisons le logiciel Matlab® qui dispose de méthodes d’optimisation
de type simplex et SQP (Sequential Quadratic Programming ) dans sa bibliothèque de
fonctions. Pour plus de détails sur ces méthodes, le lecteur pourra se référer à la docu-
mentation spécifique des outils d’optimisation de Matlab®. Dans notre cas, nous avons
choisi la méthode SQP pour résoudre nos problèmes d’optimisation. Les conditions ini-
tiales pour l’optimisation sont choisies dans la gamme de valeurs de chaque paramètre
que nous espérons obtenir. L’unique contrainte sur les valeurs des paramètres que nous
fixons est un encadrement qui traduit leur "réalisme" physique. L’ensemble des résultats
d’identification de paramètres peut être consulté dans les références suivantes Pommier
et al. (2007, 2006); Pommier and Lefebvre (2006a,b).
3.5.3.2 Description du modèle de biodégradation
Nous présentons ici le modèle mathématique de biodégradation complet. Les modèles
de biodégradation aérobie de la fraction fermentescible et de la fraction papier/carton et
de biodégradation anaérobie de la fraction papier/carton sont issus du processus d’iden-
tification décrit précédemment. En revanche, le modèle de biodégradation de la fraction
très lentement biodégradable en conditions aérobie et anaérobie ainsi que le modèle de
biodégradation de la fraction fermentescible en condition anaérobie sont des modèles que
nous supposons représentatifs et pour lesquels les paramètres sont évalués à partir des
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données disponibles dans la littérature. En effet, du fait du manque de données expéri-
mentales concernant ces fractions, aucun processus d’optimisation n’a permis d’identifier
les paramètres optimaux des modèles de biodégradation pour ces fractions. Le modèle
complet que nous présentons ici est détaillé dans Pommier and Lefebvre (2006b).
Fractionnement du déchet. Nous avons vu dans le Tableau 1.2 que le déchet est frac-
tionné en quatre fractions. Il convient de noter que les fractions organiques rapidement
biodégradable, lentement biodégradable et très lentement biodégradable ne sont pas com-
posées à 100% de matière dégradable. En effet, dans chacune de ces fractions, une partie
de la matière organique est elle-même inerte biologiquement. Par conséquent, seulement
une fraction de la masse de déchet trié est accessible à la biodégradation pour chacune des
catégories. Ceci est présenté sur la Figure 3.14. Sur cette figure, XRB représente la fraction
Fig. 3.14 – Obtention du fractionnement de la matière d’après le tri des déchets (base
matière sèche)
solide rapidement biodégradable, XSB la fraction du substrat solide lentement biodégra-
dable, XV SB la fraction très lentement biodégradable, et XI et Xinorg représentent les
fractions cumulées inertes organiques et inertes minérales. Nous considérerons dans un
premier temps que la proportion de matière biodégradable et inerte de la catégorie de tri
"Textile, etc..." est la même que celle de la fraction papier/carton.
Modèle retenu. Nous présentons ici le résultat des travaux d’identification et de concep-
tualisation mathématique du modèle de biodégradation. Ces résultats sont présentés dans
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Pommier and Lefebvre (2006b) et nous les adaptons ici de façon à rendre le modèle de
biodégradation utilisable dans notre outil de simulation numérique.
En effet, l’interprétation de ces résultats n’est pas triviale puisque la métrologie mise
en place dans les dispositifs expérimentaux présentés précédemment ne nous permet pas
de distinguer les différents phénomènes qui interviennent dans les différentes phases. Ayant
introduit des termes réactifs issus d’un processus de prise de moyenne volumique et compte
tenu de la métrologie "globale" mise en place lors des expériences, nous allons considérer
que les termes réactifs que nous avons identifiés sont directement assimilables aux termes
de production et de consommation moyens.
Les variables d’état prises en compte ici sont les masses volumiques des différents sub-
strats solides. Nous considérons également la masse volumique d’une population de bac-
téries aérobies et d’une population de bactéries anaérobies. Toutes deux sont supposées
adsorbées à la surface de la phase solide via la phase biofilm. Nous considérons également
la présence d’eau absorbée au sein de la matrice solide. Nous considérons d’ailleurs que
l’eau produite lors de la biodégradation aérobie de la matière organique est absorbée dans
la phase solide. Cette eau est non mobile dans un premier temps mais participe pleine-
ment à l’activation ou la désactivation des processus de biodégradation. Les termes de
production et de consommation des espèces gazeuses sont directement reliés aux termes
de consommation du substrat via la stoechiométrie des réactions de biodégradation. L’en-
semble des variables que nous traitons est représentée dans le Tableau 3.21.
Tab. 3.21 – Liste des variables d’état à considérer dans le modèle global de biodégradation
Nom de la
variable
Unité Signification
ρˆRB (kg/m3) Masse volumique du substrat organique solide rapide-
ment biodégradable
ρˆSB (kg/m3) Masse volumique du substrat organique solide lentement
biodégradable
ρˆV SB (kg/m3) Masse volumique du substrat organique solide très len-
tement biodégradable
ρˆI (kg/m3) Masse volumique des particules inertes organiques
ρˆa (kg/m3) Masse volumique de la population aérobie hétérotrophe
ρˆm (kg/m3) Masse volumique de la population anaérobie
ρˆR (kg/m3) Masse volumique du substrat organique soluble rapide-
ment biodégradable
ρˆH2O (kg/m3) Masse volumique de l’eau solide
Dans le modèle de biodégradation retenu, le devenir de chaque fraction du substrat
organique solide introduit dans le centre de stockage est modélisé par un schéma simplifié
comprenant 11 processus élémentaires (cf. Figure 3.15) que l’on peut regrouper en deux
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catégories distinctes :
– Les processus aérobies, actifs lorsque le déchet est en contact avec l’oxygène de l’air
ambiant (essentiellement pendant les premiers jours lorsqu’il n’est pas recouvert par
une nouvelle couche de déchets)
– Les processus anaérobies, actifs lorsque le déchet est privé d’oxygène (une fois qu’il
est recouvert par une nouvelle couche de déchets)
Fig. 3.15 – Schéma réactif de l’ensemble des processus de biodégradation considérés
Le modèle proposé pour décrire la phase aérobie s’appuie sur des expériences de bio-
dégradation réalisées à l’INSA de Toulouse, sur des échantillons de déchets organiques
fermentescibles représentatifs de la fraction rapidement biodégradable (déchets fermen-
tescibles) et de la fraction lentement biodégradable (papier/carton). Le modèle identifié
à partir de ces expériences est présenté et discuté dans Pommier et al. (2007). Ces tra-
vaux insistent particulièrement sur l’influence de l’humidité du déchet sur les cinétiques
observées.
La cinétique de dégradation de la fraction fermentescible (c’est-à-dire rapidement bio-
dégradable) est représentée par un modèle en deux étapes : d’abord une hydrolyse du
substrat solide RB (cinétique d’ordre 1 par rapport au substrat, cf. processus 1 sur la
Figure 3.15), puis une croissance microbienne utilisant le substrat soluble R produit par
l’hydrolyse (processus 2 sur la Figure 3.15, mettant en jeu une population microbienne a).
Le déclin de la population aérobie est pris en compte (processus 5 sur la Figure 3.15) et la
biomasse "morte" est supposée avoir les caractéristiques d’un substrat solide rapidement
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biodégradable RB.
La croissance microbienne est supposée non limitante et négligeable pour la biodé-
gradation aérobie des fractions lentement (SB) et très lentement biodégradables (V SB).
Par conséquent, la population microbienne aérobie, a, n’intervient pas dans les bilans
pour ces processus. Ils sont modélisés par une simple hydrolyse d’ordre 1 par rapport au
substrat considéré (processus 3 et 4 sur la Figure 3.15). Les cinétiques diffèrent par la
valeur de leur constante d’hydrolyse, plus élevée pour la fraction SB que pour la fraction
V SB. Cela suggère également que la croissance de la population a consommant la fraction
rapidement biodégradable n’influencera pas les cinétiques de dégradation de SB et V SB.
En ce qui concerne la modélisation des processus de biodégradation anaérobie, la plu-
part des modèles de digestion anaérobie tentent de donner une description détaillée des
mécanismes de bioconversion de la matière, considérant de nombreuses populations micro-
biennes et de multiples produits réactionnels intermédiaires (cf. Chapitre 1, paragraphe
1.2.3). Cependant, le nombre de données expérimentales sur les processus considérés par
ces modèles est très limité et ne permet pas une identification paramétrique fiable. Ces
modèles sont ainsi globalement surparamétrés et par conséquent difficiles à mettre en place
et à manipuler. Un modèle logistique a été testé et validé, conciliant le niveau de descrip-
tion des principaux phénomènes et l’identifiabilité des paramètres. Le modèle logistique
est un modèle mathématique très connu et très développé en biologie pour décrire les dy-
namiques des populations en interaction. Il traduit en particulier le double paradigme de
la croissance exponentielle des populations et de son impossibilité à long terme introduit
par le célèbre Thomas Robert Malthus en 1798. Le premier à formaliser ce type de modèle
et à l’appliquer aux populations biologiques est Verhulst (1845). Ces résultats sont pré-
sentés dans Pommier et al. (2006). Ce modèle a été développé dans l’objectif de fournir de
bonnes prédictions des quantités de biogaz produit et de matière organique consommée
au cours de la phase de biodégradation anaérobie, en prenant en compte l’humidité et
la température du déchet considéré. Il propose une approche simplifiée des mécanismes,
permettant de limiter le nombre de paramètres à identifier. Il est basé sur les hypothèses
suivantes :
1) Une seule population microbienne anaérobie (m) est responsable de la biotransforma-
tion du déchet en biogaz (processus 6 et 7 sur la Figure 3.15)
2) Le taux de croissance de cette population tient compte implicitement de différents
mécanismes limitants (hydrolyse des substrats solides, production de produits in-
termédiaires variés tels les acides gras volatils ou l’hydrogène, etc...)
3) On néglige l’activité endogène de la population considérée, en raison du faible rende-
ment de production de biomasse au cours des processus anaérobies (autour de 5%)
et de la très faible constante de décès associée au processus de lyse bactérienne.
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Le taux de croissance spécifique de la population anaérobie est supposé identique quel
que soit le substrat considéré (les seules données expérimentales proviennent de la fraction
papier/carton). En effet les essais menés sur la fraction fermentescible ont, quelles que
soient les conditions, mis en évidence l’apparition immédiate de toxicité par acidification.
Pour la fraction très lentement biodégradable (V SB), on considère que la croissance
n’est pas limitante. On ne fait par conséquent pas intervenir de population microbienne,
mais on modélise la dégradation anaérobie de cette fraction par un simple terme d’hydro-
lyse d’ordre 1 (processus 10 sur la Figure 3.15).
La dégradation du substrat organique soluble R éventuellement accumulé pendant la
phase aérobie est représentée par un modèle cinétique de type Monod, considérant une
limitation par le substrat R (processus 9 sur la Figure 3.15).
Dans un souci de cohérence du modèle, un terme de déclin de la population anaérobie
de type hydrolyse d’ordre 1 a été inséré (processus 11 sur la Figure 3.15). En pratique,
la valeur de la constante d’hydrolyse associée à ce processus doit être choisie très faible
(inférieure à 10−4 jour−1).
3.5.3.3 Mise en équation du modèle retenu
Dans cette partie, nous présentons la forme des termes réactifs que nous introduisons
dans le modèle. Les équations obtenues sont basées sur le modèle de biodégradation décrit
dans le paragraphe précédent. Pour obtenir ces relations en utilisant le formalisme présenté
dans Pommier and Lefebvre (2006b), nous supposons que les substrats solides RB, SB,
V SB sont assimilés à de la cellulose et que l’intermédiaire soluble R est assimilé à du
glucose. L’ensemble des paramètres que nous introduisons ici sera explicité par la suite.
Les valeurs de l’ensemble des facteurs introduits dans les relations que nous présentons
par la suite sont réunies en Annexe B.
Biodégradation du substrat rapidement biodégradable RB. La relation 3.72
présente le terme de consommation de la fraction rapidement biodégradable du substrat
solide.
β Rβ RB = − ϕO2 γaT τRa kH,R ρˆRB + (1− fI,aero) ϕO2 γaT τaa b
0, 844
0, 706
ρˆa
− 1
Ym
ηO2 γ
m
T τ
R
m ψRB µ
m
max,RB
0, 844
0, 706
ρˆm
(
1− ρˆRB0 − ρˆRB
τRmρˆRB0
)
(3.72)
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Biodégradation du substrat lentement biodégradable SB. La relation 3.73 pré-
sente le terme de consommation de la fraction lentement biodégradable du substrat solide.
β Rβ SB = − ϕO2 γaT τSBa kH,S ρˆSB
− 1
Ym
ηO2 γ
m
T τ
SB
m ψRB µ
m
max,SB
0, 844
0, 706
ρˆm
(
1− ρˆSB0 − ρˆSB
τSBm ρˆSB0
)
(3.73)
Biodégradation du substrat très lentement biodégradable V SB. La relation
3.74 présente le terme de consommation de la fraction très lentement biodégradable du
substrat solide.
β Rβ V SB = − ϕO2 γaT τV SBa kH,V S ρˆV SB
− ηO2 γmT τV SBm ψRB kHan,V SB ρˆV SB (3.74)
Création aérobie et anaérobie de matière solide organique inerte. La relation
3.75 présente le terme que nous utilisons afin de prendre en compte qu’une partie de la
mortalité des bactéries aérobies et anaérobies conduit à la formation de matière inerte.
β Rβ I = fI,aero ϕO2 γ
a
T τ
a
a b
0.844
0.706
ρˆa
+ fI,anaero ηO2 γ
m
T τ
V SB
m ψRB kHan,V SB ρˆV SB
+ fI,anaero ηO2 γ
m
T τ
m
m ψRB kHan,Xm
0, 844
0, 706
ρˆm (3.75)
Croissance de la population aérobie. Le terme de croissance de la population aérobie
est présenté par l’équation 3.76.
β Rβ a = ϕO2 γ
a
T τ
R
a µ
a
max
ρˆR
0.9375 ρIDM KSR + ρˆR
ρˆa − ϕO2 γaT τaa b ρˆa
− 1
Ym
ηO2 γ
m
T τ
Xa
m ψRB µ
m
max,Xa ρˆm
(
1− ρˆa0 − ρˆa
τXam ρˆa0
)
(3.76)
Croissance de la population anaérobie. Le terme de croissance de la population
anaérobie est présenté par l’équation 3.77.
β Rβ m = ηO2 γ
m
T τ
R
m ψRB µ
m
max,RB ρˆm
(
1− ρˆRB0 − ρˆRB
τRmρˆRB0
)
+ ηO2 γ
m
T τ
SB
m ψRB µ
m
max,SB ρˆm
(
1− ρˆSB0 − ρˆSB
τSBm ρˆSB0
)
+ ηO2 γ
m
T τ
Xa
m ψRB µ
m
max,Xa ρˆm
(
1− ρˆa0 − ρˆa
τXam ρˆa0
)
− ηO2 γmT τmm ψRB kHan,Xm ρˆm (3.77)
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Formation et consommation de substrat organique soluble. Le terme décrivant
la formation et la consommation du substrat organique soluble R est présenté par l’équa-
tion 3.78.
β Rβ R = ϕO2 γ
a
T τ
R
a kH,R
0.9375
0.844
ρˆRB
− 1
Ya
ϕO2 γ
a
T τ
R
a µ
a
max
ρˆR
0.9375 ρIDM KSR + ρˆR
0.9375
0.706
ρˆa
− 1
Ym
ηO2 γ
m
T τ
SR
m ψRB µ
m
max,SR
0.9375
0.706
ρˆm
ρˆR
0, 9375 ρIDM Km,SR + ρˆR
(3.78)
Consommation d’oxygène en phase aérobie. La consommation d’oxygène présent
dans le milieu poreux est décrite par la relation 3.79
β Rβ O2 = −
1− Ya
Ya
ϕO2 γ
a
T τ
R
a µ
a
max
ρˆR
0.9375 ρIDM KSR + ρˆR
1
0.706
ρˆa
− ϕO2 γaT τSBa kH,S
1
0.844
ρˆSB
− ϕO2 γaT τV SBa kH,V S
1
0.844
ρˆV SB (3.79)
Production d’eau en phase aérobie. Le terme de production d’eau s’exprime de la
façon suivante :
β Rβ H2O =
Yω/SR
Ya
ϕO2 γ
a
T τ
R
a µ
a
max
ρˆR
0.9375 ρIDM KSR + ρˆR
1
0, 706
ρˆa
+ Yω/XSB ϕO2 γ
a
T τ
SB
a kH,S
1
0, 844
ρˆSB
+ Yω/XV SB ϕO2 γ
a
T τ
V SB
a kH,V S
1
0, 844
ρˆV SB (3.80)
Production de méthane en phase anaérobie. Le terme de production de méthane
s’exprime de la façon suivante :
β Rβ CH4 =
1− Ym
Ym
ηO2 γ
m
T τ
R
m ψRB µ
m
max,RB
0, 25
0, 706
ρˆm
(
1− ρˆRB0 − ρˆRB
τRmXρˆRB0
)
+
1− Ym
Ym
ηO2 γ
m
T τ
SB
m ψRB µ
m
max,SB
0, 25
0, 706
ρˆm
(
1− ρˆSB0 − ρˆSB
τSBm ρˆSB0
)
+
1− Ym
Ym
ηO2 γ
m
T τ
Xa
m ψRB µ
m
max,Xa
0, 25
0, 706
ρˆm
(
1− ρˆa0 − ρˆa
τXam ρˆa0
)
+
1− Ym
Ym
ηO2 γ
m
T τ
SR
m ψRB µ
m
max,SR
0, 25
0, 706
ρˆm
ρˆR
0, 9375 ρIDM Km,SR + ρˆR
+ (1− fI,anaero) ηO2 γmT τV SBm ψRB kHan,V SB
0, 25
0, 844
ρˆV SB
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+ (1− fI,anaero) ηO2 γmT τmm ψRB kHan,Xm
0, 25
0, 706
ρˆm (3.81)
Production de dioxyde de carbone pendant les périodes aérobies et anaérobies.
Le terme de production de dioxyde de carbone est présenté par l’équation 3.82.
β Rβ CO2 =
YCO2/SR
Ya
ϕO2 γ
a
T τ
R
a µ
a
max
ρˆR
0, 9375 ρIDM KSR + ρˆR
1
0, 706
ρˆa
+ YCO2/XSB ϕO2 γ
a
T τ
SB
a kH,S
1
0, 844
ρˆSB
+ YCO2/XV SB ϕO2 γ
a
T τ
V SB
a kH,V S
1
0, 844
ρˆV SB
+ Y RBCO2/CH4
1− Ym
Ym
ηO2 γ
m
T τ
R
m ψRB µ
m
max,RB
1
0, 706
ρˆm
(
1− ρˆRB0 − ρˆRB
τRmρˆRB0
)
+ Y SBCO2/CH4
1− Ym
Ym
ηO2 γ
m
T τ
SB
m ψRB µ
m
max,SB
1
0.706
ρˆm
(
1− ρˆSB0 − ρˆSB
τSBm ρˆSB0
)
+ Y XaCO2/CH4
1− Ym
Ym
ηO2 γ
m
T τ
Xa
m ψRB µ
m
max,Xa
1
0, 706
ρˆm
(
1− ρˆa0 − ρˆa
τXam ρˆa0
)
+ Y SRCO2/CH4
1− Ym
Ym
ηO2 γ
m
T τ
SR
m ψRB µ
m
max,SR
1
0, 706
ρˆm
ρˆR
0.9375 ρIDM Km,SR + ρˆR
+ Y V SBCO2/CH4 (1− fI,anaero) ηO2 γmT τV SBm ψRB kHan,V SB
1
0, 844
ρˆV SB
+ Y mCO2/CH4 (1− fI,anaero) ηO2 γmT τmm ψRB kHan,Xm
1
0, 706
ρˆm (3.82)
Production de chaleur pendant les périodes aérobies et anaérobies. Le terme de
production d’énergie au cours des processus de biodégradation est représenté par l’équa-
tion 3.83.
β 〈ψ〉β = −460.103 β Rβ O2
MO2
+ 45.103
β Rβ CH4
MCH4
(3.83)
Cette équation traduit le fait que les réactions de biodégradation sont exothermiques
(principalement en conditions aérobies). Selon Aguilar-Juarez (2000), la production de
chaleur est évaluée à 460 kJ par mole d’oxygène consommée dans le cas de la biodégra-
dation aérobie et à 45 kJ par mole de méthane produite dans le cas de la biodégradation
anaérobie.
3.5.3.4 Explicitation des termes de limitation
Nous explicitons dans cette partie l’ensemble des termes de limitation des cinétiques
de biodégradation que nous avons introduits dans les relations 3.72 à 3.82.
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Limitation des processus aérobies par la raréfaction de l’oxygène ambiant.
L’influence de la quantité d’oxygène disponible sur la cinétique de biodégradation aérobie
est représentée par le facteur correctif ϕO2 (cf. Aguilar-Juarez (2000)). L’expression de ce
terme correctif est présentée par l’équation 3.84.
ϕO2 =
PγO2
KO2 + PγO2
(3.84)
Dans cette expression, PγO2 représente la pression partielle en oxygène et s’exprime en Pa
et KO2 représente la constante d’affinité apparente de la population aérobie pour l’oxy-
gène et s’exprime également en Pa. La fonction ϕO2 permet de décrire une décroissance
progressive et continue de l’activité aérobie lors de la raréfaction de l’oxygène présent. Le
facteur de limitation par l’oxygène, ϕO2, s’applique à tous les processus aérobies. Dans
les travaux de Aguilar-Juarez (2000), la constante KO2 a été évaluée à 2 103 Pa dans les
conditions normales de température et de pression.
Inhibition des processus anaérobies par la présence d’oxygène. Les processus
anaérobies n’interviennent pas en présence d’oxygène. Cette inhibition est prise en compte
par le terme ηO2 . Celui-ci permet de prendre en compte une inhibition progressive des
processus anaérobies en fonction de la concentration locale en oxygène. La fonction ηO2
est appliquée à tous les processus élémentaires anaérobies. La fonction ηO2 s’exprime de
la façon suivante :
ηO2 =
{
1 si PγO2 < PγO2, max
KI,O2
KI,O2+(PγO2−PγO2, max)
si PγO2 ≥ PγO2, max
(3.85)
Dans cette expression, PγO2 représente la pression partielle en oxygène et s’exprime en
Pa, PγO2, max représente la fraction partielle en oxygène maximale en deçà de laquelle
la présence d’oxygène n’inhibe pas la biodégradation anaérobie et KI,O2 représente la
constante d’inhibition par l’oxygène des processus anaérobies et s’exprime également en
Pa.
Impact de l’humidité du déchet. Comme on a pu le voir sur les résultats expéri-
mentaux présentés dans les paragraphes précédents, la teneur en eau locale joue un rôle
primordial dans l’efficacité des processus biologiques de dégradation, tant en condition
aérobie qu’en condition anaérobie. Ceci s’explique par le fait que l’eau est l’un des élé-
ments fondamentaux nécessaires à l’activité microbienne. Comme le présente Pommier
and Lefebvre (2006b), on choisit de caractériser l’humidité du déchet considéré par la
teneur relative en eau, θ, c’est à dire la masse d’eau par rapport à la masse de solide sec.
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θ s’exprime de la façon suivante :
θ =
ρˆH2O
ρˆRB + ρˆSB + ρˆV SB + ρˆI + ρˆa + ρˆm + ρˆR
(3.86)
Ici θ s’exprime en g(H2O)/g(matière sèche).
La teneur en eau est susceptible d’évoluer par deux phénomènes distincts : la produc-
tion biologique d’eau au cours des processus biologiques aérobies et l’apport d’eau lié à la
recirculation forcée de lixiviats au sein du bioréacteur.
Les réactions de dégradation aérobies s’accompagnent d’une production d’eau. Les
molécules organiques biodégradables d’un déchet sont souvent assimilées à la cellulose
ou au glucose. Un bilan stoechiométrique nous permet donc de déterminer la quantité
d’eau produite lors de la consommation d’oxygène. On considérera que la biodégradation
aérobie produit 0,47 gramme d’eau par gramme d’oxygène consommé (cf. Annexe B).
Cette valeur a été validée par des bilans de masse sur les essais de biodégradation de
la fraction papier/carton et sur la fraction fermentescible en condition aérobie (Pommier
et al., 2007).
L’impact de la teneur en eau sur les cinétiques de réaction est largement discuté
dans les travaux de Pommier et al. (2006, 2007). La cinétique de chaque processus est
pondérée par un facteur τ ji traduisant l’influence de la teneur en eau sur les processus de
biodégradation.
Pour chaque fraction biodégradable j et pour les phases aérobies (i = a) et anaérobie
(i = m), la forme du coefficient de pondération en fonction de la teneur relative en eau
est représentée par la relation 3.87 (voir aussi Figure 3.16).
τ ji =

0 si θ < θi,jmin
θ−θi,jmin
θjR−θi,jmin
si θjR > θ > θ
i,j
min
1 si θ ≥ θjR
(3.87)
Dans cette équation, θi,jmin est la teneur en eau minimale en dessous de laquelle aucune
activité n’est possible et θjR est la capacité de rétention du substrat solide, c’est-à-dire la
teneur maximale en eau au-delà de laquelle l’activité est constante et maximale.
Le facteur τ ji intervient sur la cinétique des processus, et il modifie également le poten-
tiel maximal de production de biogaz (effet sur la quantité maximale de biogaz produit).
Les valeurs critiques d’humidité sont présentées dans le Tableau 3.22
Dans le cadre de nos travaux, nous proposons les simplifications suivantes :θa,SBmin =
θa,V SBmin , θ
a,R
min = θ
a,a
min et θ
m,SB
min = θ
m,V SB
min = θ
m,a
min = θ
m,m
min
De plus, les valeurs critiques pour le substrat soluble R sont prises égales à celles du
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Fig. 3.16 – Limitation de l’activité bactérienne par la teneur en eau
Tab. 3.22 – Valeurs utilisées pour les humidités critiques dans le modèle de biodégradation
Substrat RB SB V SB a m R
Aérobie mini :θa,Rmin
maxi :θRR
mini :θa,SBmin
maxi : θSBR
mini :θa,V SBmin
maxi :θV SBR
mini :θa,amin
maxi :θaR
- mini :θa,Rmin
maxi :θRR
Anaérobie mini :θm,Rmin
maxi :θRR
mini :θm,SBmin
maxi :θSBR
mini :θm,V SBmin
maxi :θV SBR
mini :θm,amin
maxi : θaR
mini :θm,mmin
maxi :θmR
mini :θm,Rmin
maxi :θRR
substrat rapidement biodégradable XRB. Les valeurs des différents paramètres introduits
dans le Tableau 3.22 sont réunies en Annexe B.
Influence de la température du milieu sur les processus de biodégradation.
L’impact de la température sur les cinétiques de biodégradation est généralement prise
en compte par des lois de type Arhenius. Aguilar-Juarez (2000) intègre deux lois de
type Arhenius : l’une pour décrire l’activation des processus et la seconde pour décrire
l’inhibition de ceux-ci par des niveaux thermiques trop élevés. Néanmoins, nous avons
opté pour une pondération γT des processus biologiques par une fonction de type cardinal
(cf. Rosso et al. (1995)). Ce type de loi fait intervenir une température minimale Tmin en
deçà de laquelle aucune activité biologique ne peut avoir lieu, une température maximale
Tmax au dessus de laquelle aucune activité biologique n’est possible et une température
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Topt pour laquelle γT = 1. L’équation 3.88 traduit la forme de cette fonction.
γT =

0 si T < Tmin
(T −Tmax)(T −Tmin)2
(Topt−Tmin)[(Topt−Tmin)(T −Topt)−(Topt−Tmax)(Topt+Tmin−2T )] si Tmin < T < Tmax
0 si T > Tmax
(3.88)
Inhibition par accumulation de métabolites intermédiaires. Les inhibitions par
produits d’acidogénèse en phase anaérobie sont prises en compte de manière globale en
évaluant la quantité de substrat RB résiduelle, au travers d’un facteur d’inhibition ψRB.
Le phénomène est simplifié : on considère que la méthanogénèse est bloquée lorsque la
quantité résiduelle de substrat rapidement biodégradable en fin de phase aérobie est trop
importante. L’activité n’est pas inhibée tant qu’une valeur seuil de substrat résiduel n’est
pas dépassée.
L’inhibition modélisée concerne à la fois l’ auto-inhibition de la dégradation du substrat
RB et une inhibition croisée liée à la présence de substrat RB sur la fraction SB, avec
l’hypothèse d’un mélange parfait entre les fractions.
Afin de tenir compte de la "dilution" de la fraction organique fermentescible au sein
des autres fractions solides, on choisit de définir le seuil d’inhibition par rapport à la
variable ξRB exprimant la proportion de substrat rapidement biodégradable dans le solide
résiduel.
ξRB =
ρˆRB
ρˆRB + ρˆSBXSB + ρˆV SB + ρˆI
(3.89)
La façon dont est prise en compte l’inhibition par la présence du substrat rapidement
biodégradable en trop grande concentration est présentée par la relation 3.90
ψRB =
 1 si ξRB < ξ
lim
RB
KI,RB
KI,RB+(ξRB−ξlimRB)
si ξRB ≥ ξlimRB
(3.90)
Le facteur d’inhibition ψRB fait apparaître la concentration seuil en substrat rapide-
ment biodégradable ξlimRB exprimée en g/g. Des expériences menées à l’INSA de Toulouse
ont permis d’évaluer le seuil ξlimRB à environ 0,15 g/g. La forme de la fonction ψRB est
présentée sur la Figure 3.17.
La constante d’inhibition KI,RB (g/g) représente le dépassement du seuil de concentra-
tion engendrant un facteur d’inhibition de 0,5. Elle a été fixée arbitrairement à 0,003 g/g
d’après des tests de simulation sur un substrat rapidement biodégradable pour lesquels
on obtient une levée totale d’inhibition en 200 jours environ.
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Fig. 3.17 – Limitation de l’activité anaérobie par l’excès de substrat
L’intérêt de la fonction proposée est qu’elle autorise un très lent démarrage des réac-
tions anaérobies au fur et à mesure que la fraction RB est consommée. La durée nécessaire
pour lever l’inhibition sera d’autant plus importante que la constante KI,RB sera faible.
L’ensemble des valeurs des paramètres que nous utilisons dans le modèle de biodégra-
dation est présenté en Annexe B.
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Chapitre 4
Développement du modèle MATAABIO
et validation
Après avoir présenté les enjeux liés à la modélisation des ISD et développé un nouveau
modèle mathématique décrivant les transferts réactifs de masse et de chaleur au sein des
ISD dans les Chapitre 1 et Chapitre 2, puis présenté les méthodes d’évaluation des diffé-
rentes propriétés du matériau dans le Chapitre 3, l’objectif de cette partie est de décrire
l’approche que nous adoptons pour résoudre le système d’équations aux dérivées partielles,
de présenter les résultats de validation de notre approche ainsi que le comportement du
code de calcul. Le code de calcul développé sur la base du modèle mathématique présenté
dans le Chapitre 2 sera nommé par la suite MATAABIO . Cet acronyme est utilisé en
lieu et place de "Modélisation Avancée du Transport Aéobie et Anaérobie dans les ISD
BIOréacteurs". Il a également l’avantage de faire référence à un quartier de Toulouse (lieu
de sa conception).
4.1 Enjeux numériques
Nous avons vu dans le Chapitre 2 que le modèle mathématique que nous utilisons
est composé de 8 équations aux dérivées partielles non linéaires correspondant aux 5
variables indépendantes que nous utilisons pour décrire le système. Nous devons ajouter
à ce système les 8 équations différentielles non linéaires correspondants aux variables que
nous avons introduites lors du processus d’identification du modèle de biodégradation.
La méthode que nous utilisons pour résoudre numériquement le système d’équations
est la méthode des volumes finis qui consiste à intégrer les équations de conservation
sur des volumes élémentaires de formes simples. Cette méthode fournit ainsi de manière
naturelle des formulations discrètes conservatives des équations que nous traitons et est
donc particulièrement adaptée aux équations de la mécanique des fluides (conservation de
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masse, de quantité de mouvement et d’énergie). Sa mise en œuvre est relativement simple,
mais les enjeux numériques auxquels il faut faire face n’en sont pas moins nombreux. Le
maillage structuré que nous utilisons est un maillage régulier cartésien.
Les enjeux lors du traitement numérique de systèmes d’équations aux dérivées par-
tielles couplées sont nombreux. En premier lieu, le couplage lui-même rend la résolution du
problème complexe. Ceci oblige en particulier, si l’on choisit une discrétisation implicite
de l’ensemble des équations du système, à utiliser des méthodes de résolution extrême-
ment coûteuses en temps de calcul. C’est pourquoi, il peut être nécessaire de considérer
d’autres méthodes permettant une résolution plus rapide du système d’équations. Nous
présenterons dans cette partie, différentes techniques de traitements des équations, que ce
soit en terme de discrétisation temporelle (implicite, explicite, ou mixte) ou bien en terme
d’algorithme de résolution ("splitting" d’opérateur, découplage des différents phénomènes,
etc ...).
De plus, certaines équations de transport paraboliques peuvent dégénérer et prendre
un caractère hyperbolique suivant les conditions locales. En particulier, le système formé
par les équations de conservation de la masse des deux phases mobiles (équations 2.226 et
2.227) est globalement parabolique lorsque la pression capillaire est non nulle et dégénère
vers un système hyperbolique lorsque la pression capillaire tend vers une valeur nulle. En
particulier, l’équation 2.227 perd son caractère parabolique pour devenir hyperbolique.
Dans le cas des OM, nous avons vu que la pression capillaire est relativement faible (cf.
Chapitre 3), en particulier pour les saturations en phase liquide supérieures à 50%. Dans
ce cas, le système formé par les équations de conservation de la masse des deux phases
mobiles devient hyperbolique.
Dans le cas particulier des équations hyperboliques, des méthodes numériques adap-
tées (discrétisation spatiale) doivent être mise en place afin de prédire correctement la
propagations de "chocs" ou de "fronts" dans le milieu. Nous présentons dans cette par-
tie certaines méthodes utilisées fréquemment dans les outils de simulation du transport
multiphasique en milieu poreux.
Enfin le caractère non linéaire des équations de transport que nous avons présenté
dans le Chapitre 2 nécessite un traitement particulier.
4.1.1 Discrétisation temporelle
Comme nous considérons un système d’équations instationnaire, le premier enjeu nu-
mérique auquel nous devons faire face concerne la discrétisation temporelle des équations
de transport de masse et de chaleur. En effet, il existe plusieurs méthodes permettant de
discrétiser temporellement ce type de système. On distingue principalement les schémas
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dits implicites et les schémas dits explicites.
Schémas implicites. Le principe des schémas implicites en temps est de considérer
l’ensemble des variables présentes dans l’équation considérée au temps k + 1 (temps de
calcul), plutôt qu’au temps k (temps de l’itération précédente pour laquelle la solution
est connue). L’utilisation d’un schéma implicite en temps pour résoudre une équation
aux dérivées partielles permet de s’assurer une stabilité inconditionnelle de la solution.
Néanmoins, l’utilisation de schémas implicites introduit de la diffusion artificielle appelée
diffusion numérique des grandeurs physiques que nous calculons. Dans le cas ou l’on
considère un système d’équations aux dérivées partielles et que l’ensemble du système
est implicite en temps, la résolution du système requiert l’inversion d’une matrice [A]
de grande dimension (Nombre de points de maillage*Nombre de variables × Nombre de
points de maillage*Nombre de variables), puisque le système s’écrit alors :
[A] [X]k+1 =
[
RHS
(
Xkj
)]
(4.1)
L’inversion de la matrice [A] est dans ce cas l’élément limitant en terme de puissance
de calcul et de temps de calcul. Les schémas implicites sont donc gourmands en terme de
ressource informatique, mais garantissent la stabilité du calcul.
Schémas explicites. Comme son nom l’indique, un schéma explicite en temps permet
d’obtenir une solution explicite de l’équation que l’on cherche à résoudre. Pour ce faire,
l’ensemble des variables intervenant dans l’équation à résoudre est considéré au pas de
temps k de l’itération précédent le calcul en cours. L’utilisation de ce type de schéma
permet d’avoir une résolution rapide et simple de l’équation considérée. Néanmoins, la
stabilité de ce type de schéma n’est pas assurée pour l’ensemble des valeurs de pas de
temps et de pas d’espace considérées. En règle générale, l’utilisation de tels schémas
nécessite d’utiliser des pas de temps très faibles en comparaison de ceux que l’on peut
utiliser avec les schémas implicites. Dans le cas ou l’on considère un système d’équation
aux dérivées partielles dont chaque équation est discrétisée selon un schéma explicite en
temps, la résolution de celui-ci est obtenue simplement en multipliant le vecteur [X]k
par une matrice [B] caractéristique du système et de dimension Nombre de points de
maillage*Nombre de variables × Nombre de points de maillage*Nombre de variables :
[X]k+1 = [B] [X]k (4.2)
L’avantage de ce type de schéma est que le calcul de la solution du système d’équation
aux dérivées partielles considéré est rapide puisqu’il ne nécessite pas d’opération complexe.
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En revanche, les contraintes imposées par les conditions de stabilité rendent l’utilisation
de ce type de schéma relativement contraignante en terme de pas de temps.
Schémas hybrides. Les schémas implicites et explicites ont donc chacun des avantages
(stabilité pour l’un, rapidité de calcul de la solution pour l’autre). Dans le cas où le sys-
tème à résoudre est composé de plusieurs équations couplées, il est possible de concevoir
des approches alternatives aux schémas complètement implicites ou complètement expli-
cites. En effet, il est possible de "mélanger" les deux approches en utilisant des schémas
implicites pour certaines équations du système et des schémas explicites pour les autres.
Ce type d’approche a largement été développé dans le domaine pétrolier depuis le début
des années 70.
C’est, en particulier, l’attention croissante des industriels du secteur pétrolier pour
la simulation des écoulements diphasiques en milieu poreux (eau/huile) qui a motivé le
développement de ce type d’approche. En effet, l’ensemble des techniques de récupération
d’huile se base sur l’injection d’un fluide dans le champ pétrolifère afin d’en chasser l’huile
initialement présente. Or, pour simuler ce type de problèmes, il faut résoudre deux équa-
tions de conservation de masse couplées. Comme le présentent Wu and Forsyth (2001),
dans ce cas les deux variables primaires qui sont utilisées sont généralement la saturation
en liquide S et la pression de la phase gaz Pγ.
Si l’on utilise des schémas implicites purs (FIM), les deux équations couplées sont
résolues simultanément lors de la même itération temporelle (Aziz and Settari, 1979; Cao,
2002). L’avantage de ce type de méthode est qu’elle assure la stabilité du système. Néan-
moins, l’inversion de la matrice résultant de la discrétisation du problème peut s’avérer
très coûteuse en temps de calcul (Allen, 1985). Comme le présentent Aziz and Settari
(1979), il existe plusieurs variantes de ce type de modèle suivant que l’on conserve im-
plicite l’ensemble des termes présents dans les équations de conservation de masse des
phases mobiles ou que l’on en explicite certains (termes gravitaires par exemple).
Dans le cas des écoulements diphasiques, on peut aussi décider d’utiliser un schéma
de discrétisation différent pour chacune des deux équations : l’une sera explicite en temps
et l’autre sera implicite en temps. Ce type de schéma est généralement appelé IMPES
(IMplicite Pressure and Explicite Saturation). Le principe de cette méthode est de discré-
tiser l’équation que l’on résout pour la variable pression de façon implicite et l’équation
que l’on résout pour la variable saturation de façon explicite. Il faut également faire l’hy-
pothèse que le terme de pression capillaire intervenant dans le terme de flux de gaz est
invariant au cours d’un pas de temps, c’est à dire qu’il faut le rendre explicite (Aziz and
Settari, 1979). La première étape du processus de résolution consiste donc à calculer la
pression dans la phase gazeuse en utilisant les valeurs des saturations obtenues au pas
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de temps k. Ensuite, la saturation est explicitement calculée en utilisant les valeurs de
pression calculées implicitement. Enfin, la pression capillaire est mise à jour en utilisant
la valeur de la saturation. La stabilité des méthodes IMPES est contraignante du point de
vue des pas de temps et d’espace qu’il est possible d’utiliser. En effet, le caractère explicite
de l’équation pour la saturation rend le schéma instable dans certaines conditions. Il est
d’ailleurs possible de déterminer un critère de stabilité de ce type de schéma, dans le cas
de fluides compressibles et incompressibles (cf. Aziz and Settari (1979) par exemple). La
condition de stabilité de ce type de méthode devient en particulier extrêmement contrai-
gnante dans les zones où de forts contrastes spatiaux de saturation peuvent apparaître.
Ceci est en particulier le cas lorsque l’on cherche à injecté une phase mobile (liquide par
exemple) dans un milieu poreux dont les pores sont entièrement ou partiellement occupés
par une autre phase mobile (gaz par exemple). Partant de ce constat, Chen et al. (2004)
développent une méthode IMPES améliorée afin de profiter à la fois de la stabilité ga-
rantie par le caractère implicite de l’équation pour la pression et de la rapidité de calcul
garantie par le caractère explicite de l’équation pour la saturation. Cette méthode IMPES
améliorée consiste simplement à résoudre implicitement la pression sur un pas de temps
dt grand et de résoudre explicitement la saturation sur des pas de temps plus petits dt/N
permettant de garantir la stabilité du système. Les tests menés par Chen et al. (2004)
mettent en évidence que la méthode IMPES améliorée est aussi précise que les méthodes
FIM mais avec des temps de calcul beaucoup plus faibles. De plus, le fait d’adopter des
pas de temps plus faibles pour résoudre la saturation permet de conserver la stabilité
du schéma. Nous ne présentons pas ici les méthodes complètement explicites pour les
écoulements diphasiques en milieu poreux puisque ces méthodes sont peu développées.
Dans le cas où l’on considère un système d’équations de dimension plus importante,
par exemple dans le cas d’écoulements diphasiques en présence de transport d’espèces
chimiques, il est possible de développer le même type d’approche. On appellera alors
FIM les méthodes où l’ensemble des équations du système sont traitées implicitement
et IMPES les méthodes où seule l’équation pour la pression est traitée implicitement.
Il est également possible de "moduler" le degré d’ "implicité" du schéma utilisé. En
effet, pour un système de dimension NB, le nombre de variables que l’on résoudra de
façon implicite peut varier de 0 à NB. Dans sa thèse, Cao (2002) développe un outil de
simulation numérique permettant de choisir le degré d’ "implicité" du système. Il conclut
d’ailleurs, que le meilleur compromis entre stabilité et temps de calcul est le schéma
IMPSAT (IMplicite Pressure and SATuration). Ce schéma se construit comme le schéma
IMPES mais en résolvant implicitement les équations liées à la pression et à la saturation
et en calculant explicitement les autres variables (composition, température).
Comme le présentent Russell and Young (1993), et comme cela a été repris de fa-
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çon permanente dans le domaine de la simulation de réservoirs pétroliers, il est possible
d’utiliser l’une ou l’autre des méthodes de discrétisation temporelle à différents points du
maillage. En effet, le besoin d’ "implicité" du schéma dépend grandement de la localisation
du point de calcul dans l’espace et dans le temps. Il est donc possible de développer des
schémas appelés AIM (Adaptive Implicite Method), pour lesquels on utilise par exemple
un schéma de type FIM à certains points cruciaux où le risque d’instabilité est élevé et
un schéma de type IMPES aux points du domaine où ce risque est restreint. Russell and
Young (1993) développent un critère de choix entre les méthodes FIM et IMPES basé à
la fois sur des critères de stabilité et de variation des variables de pression et de satura-
tion. Dans sa thèse, Cao (2002) propose quant à lui un nouveau schéma de type AIM qui
mélange les approches IMPSAT et FIM.
Choix du schéma utilisé Nous avons pris le parti de développer un outil de simulation
robuste, c’est pourquoi, dans un premier temps, nous avons choisi d’utiliser une approche
de type FIM de façon à garantir une stabilité maximum du code de calcul. Néanmoins,
suivant les recommandations fournies par Cao (2002) il sera intéressant dans le futur
d’implémenter un schéma de type IMPSAT afin d’obtenir éventuellement un meilleur
compromis entre temps de calcul et stabilité.
4.1.2 Discrétisation spatiale
La discrétisation spatiale du système d’équations formé par les relations 2.226 à 2.233
et de l’équation 2.203 est le second enjeu d’importance que nous devons traiter. Nous
distinguerons deux approches différentes suivant les termes que nous considérons.
Considérons tout d’abord la discrétisation des équations de transport des espèces et
de l’énergie. En ce qui concerne les termes diffusifs, nous utilisons des schémas centrés
d’ordre 2 particulièrement adaptés pour traiter ce type d’opérateur. Ce type de schéma
présente l’avantage d’être précis et est utilisé dans la plupart des codes de calculs basés
sur la méthode des volumes finis. En revanche, en ce qui concerne les termes hyperbo-
liques (termes convectifs), on utilisera des schémas amonts d’ordre 1 (cf. Patankar (1980))
plutôt que des schémas centrés. En effet, ce type de schéma est stable et permet de récupé-
rer plus précisément la position des "fronts" de concentration ou de température lorsque
l’on introduit des discontinuités locales des champs de concentration et de température.
Néanmoins, ce type de schéma introduit de la diffusion artificielle. Cette diffusion artifi-
cielle ou diffusion numérique est d’autant plus importante que le pas d’espace considéré
est grand. La diffusion numérique est due au fait que les schémas d’ordre 1 comme le
schéma amont sont intrinsèquement diffusifs. Néanmoins, les schémas d’ordre supérieur
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(comme par exemple le schéma centré d’ordre 2) sont sujets à produire des oscillations en
particulier au niveau des discontinuités.
Depuis le début des années 80, des alternatives aux schémas classiques amont d’ordre
1 et centré d’ordre 2 ont été développées afin à la fois de suivre correctement les "fronts"
et de diminuer la diffusion numérique. On citera en particulier les schémas de type TVD
(Total Variation Diminishing). Les travaux fondateurs sont dus à Harten (1983), Harten
(1984) et Sweby (1984) et ont ensuite été poursuivis et améliorés par de nombreux au-
teurs (Cox and Nishikawa, 1991). Ces travaux ont mené à la mise au point d’une classe de
méthodes numériques qui produit des résultats non oscillatoires au voisinage des discon-
tinuités et précises au moins au second ordre hors des fronts. Une méthode de résolution
est dite TVD si elle garantit le respect de la monotonie de la solution ce qui permet de
garantir la stabilité du schéma, y compris dans les zones de fortes variations des gradients.
Le caractère TVD d’un schéma est lié à l’existence d’une quantité minimale de viscosité
numérique nécessaire dans ce schéma. Les fondements théoriques des méthodes TVD ont
été développés pour les problèmes scalaires unidimensionnels. En pratique, l’expérience
accumulée dans de nombreuses applications à des problèmes non linéaires et/ou multidi-
mensionnels, a montré que la théorie unidimensionnelle scalaire peut servir de ligne de
conduite pour étendre ces schémas. Les méthodes permettant de déterminer ce coefficient
de viscosité numérique sont de deux types :
– Les méthodes à limitation de pente.
– Les méthodes à limitation de flux.
Un grand nombre de limiteurs ont été mis au points (Roe, 1983; Van Leer, 1973).
Nous ne les décrirons pas en détail ici. Historiquement, les méthodes TVD ont été presque
exclusivement appliquées à des schémas à haute précision de type upwind (cf. Wu and
Forsyth (2006) par exemple).
Enfin, d’autre méthodes numériques encore plus performantes dites ENO (Essentially
Non Oscillatory) ou encore UNO, WNO mènent à des ordres de précisions supérieurs à 2
(Nessyahu and Tadmor, 1990; Kurganov and Tadmor, 2000). Nous ne les développerons
pas ici.
L’ensemble des méthodes proposées ci-dessus est valable pour traiter les termes hyper-
boliques, qu’ils interviennent dans les équations de transport de masse ou dans l’équation
de transport de la chaleur. Néanmoins, comme nous l’avons présenté dans l’introduction
de cette partie, le système formé par les équations 2.226 et 2.227 présente la particularité
d’être globalement parabolique, mais il peut dégénérer vers un système hyperbolique dans
certaines conditions de saturation. C’est pourquoi nous nous intéressons en particulier au
système formé par les équations 2.226 et 2.227.
La résolution numérique de ce système a été étudiée en détails dans le domaine pétro-
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lier. On pourra notamment se reporter aux travaux de Aziz and Settari (1979), Brenier and
Jaffre (1989) ou plus récemment Eymard and Sonier (1994) ou Ewing (1997). Comme le
mentionnent Aziz and Settari (1979) c’est le caractère non linéaire introduit par les termes
de perméabilités relatives qui rend la résolution des équations couplées 2.226 et 2.227 com-
plexe. De ce point de vue, Aziz and Settari (1979) distinguent les non linéarités "faibles"
et les non linéarités "fortes". Les non linéarités dites faibles concernent les variables qui ne
dépendent que de la pression de l’une des phases. Dans ce cas, un schéma centré d’ordre
2 peut être utilisé, la valeur de la fonction à la frontière aval (indice i + 1/2) peut être
calculée en prenant la moyenne harmonique ou arithmétique de la fonction considérée
entre les point d’indice i et i+ 1 (cf. équation 4.3).
Fig. 4.1 – Représentation 1D du maillage utilisé
fi+1/2(S) =
f(Si) + f(Si+1)
2
(4.3)
Les non linéarités fortes correspondent aux variables qui dépendent fortement de la
saturation. C’est en particulier le cas des fonctions de perméabilité relative et de pression
capillaire lorsque l’on considère deux phases mobiles. Les termes de transport advectifs
présentent alors des non linéarités fortes. Dans ce cas si l’on utilise l’équation 4.4 pour cal-
culer la valeur de la fonction f(S) au point d’indice i+1/2, le schéma est instable. Comme
le présente Aziz and Settari (1979), il convient alors d’utiliser un schéma amont pour éva-
luer ces fonctions (kR(S) ou PC(S)) au point de coordonnée i+ 1/2. Le décentrement de
ces fonctions dépend alors du signe de la vitesse du fluide considéré.
fi+1/2(S) =
{
f(Si) si Vλx;i+1/2 > 0
f(Si+1) si Vλx;i+1/2 < 0
(4.4)
Dans leurs travaux Brenier and Jaffre (1989) montrent que le schéma dit "schéma
des pétroliers" et introduit par Aziz and Settari (1979) est consistant et converge dans
le cas d’écoulements diphasiques. Les propriétés de ce type de schéma sont comparables
à celle du schéma de Godunov, plus complexe à mettre en oeuvre. Enfin, Brenier and
Jaffre (1989) proposent une méthode simple permettant d’augmenter l’ordre du "schéma
Damien CHENU - Thèse - 2007
IMFT - INPT
4.1. ENJEUX NUMÉRIQUES 169
des pétroliers" en 1D. Le schéma proposé possède des propriétés TVD et permet donc de
diminuer l’effet de la diffusion numérique introduite par ce type de schéma amont.
Depuis les années 80 de nombreuses études ont d’ailleurs permis de développer un
grand nombre de schémas de type TVD ou d’ordres plus élevés permettant d’obtenir
des solutions précises (peu de diffusion numérique) et stable pour résoudre les systèmes
décrivant les écoulements couplés de deux phases mobiles en milieu poreux. On pourra se
référer en particulier aux travaux de Bastian (1999), Ewing (1997), Geiger et al. (2004)
ou encore Chen (2003); Chen et al. (2006).
Choix du schéma utilisé Dans le code de calcul MATAABIO, nous utilisons un
schéma centré d’ordre 2 pour discrétiser les opérateurs de type diffusifs. Nous utilise-
rons en revanche un schéma décentré amont pour les termes non linéaires de transport
convectif, afin de garantir la stabilité de la méthode. Dans le cas particulier des équations
2.226 et 2.227, nous utilisons le schéma amont dit "schéma des pétroliers" qui présente
l’avantage d’être stable. Néanmoins, comme nous le verrons par la suite, le caractère non-
linéaire introduit dans ces équations par les termes de perméabilité relative impose une
condition de CFL sur les pas de temps et d’espace.
4.1.3 Splitting d’opérateurs/Traitements des termes réactifs
Dans les différentes équations qui composent le système différentiel que nous devons
résoudre, il est à noter que les temps caractéristiques des différents opérateurs de trans-
port convectif, de transport diffusif et de réaction ne sont pas forcément du même ordre.
En particulier, dans le cas de la biodégradation, les cinétiques de production de biogaz
sont particulièrement lentes vis-à-vis du transport convectif ou diffusif. Il peut donc être
intéressant dans ce cas de considérer l’utilisation des méthodes de séparation (splitting)
d’opérateurs. Cela permet en particulier d’améliorer le temps de calcul au sein même
d’une itération temporelle.
Comme leur nom l’indique, les méthodes de séparation d’opérateurs sont des méthodes
qui consistent à résoudre de façon séparée les termes de transport convectif, de transport
diffusif et les termes de production/consommation qui peuvent intervenir dans une même
équation aux dérivées partielles. Ce type de méthode est donc principalement utilisé pour
traiter les équations de transport des espèces (Barry et al., 1996, 1997), néanmoins, on peut
également imaginer appliquer ce type de méthodes aux équations décrivant les écoulements
des phases mobiles (cf. Ciegis et al. (2000)). Il existe un grand nombre de méthode de
séparation d’opérateurs. Elles se distinguent les unes des autres suivant que les différents
opérateurs sont résolus explicitement ou implicitement ou que la résolution des différents
opérateurs est itérative ou non.
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Kanney et al. (2003b) et Kanney et al. (2003a) développent des tests numériques sur les
opérateurs de splitting appliqués au cas du transport réactif non linéaire. Les conclusions
de ces tests mettent en évidence l’intérêt des méthodes de splitting d’opérateur, mais
également les difficultés que représente l’évaluation théorique de l’erreur commise lors de
l’évaluation de telles méthodes. Il est d’ailleurs finalement assez difficile de trouver dans
la littérature des critères de choix précis quant à la méthode à utiliser suivant la classe de
problème que l’on souhaite traiter.
Carrayrou et al. (2004) proposent une revue exhaustive des procédures de splitting
d’opérateurs dans le cadre du transport réactif en milieu poreux. Les méthodes de splitting
d’opérateur se décomposent principalement en quatre grandes familles. La plus simple des
méthodes de séparation d’opérateurs est la méthode SNI standard (Standard sequential
Non-Iterative scheme). Cette méthode consiste à résoudre l’équation de transport des
espèces en deux étapes : une première étape de transport non réactif suivi d’une étape de
réaction en batch sans transport. La solution de la première étape sert de condition initiale
à la seconde. Cette méthode suppose que les deux étapes sont complètement découplées
et qu’elles interviennent de façon additive sans interaction l’une sur l’autre au cours d’un
pas de temps.
La seconde famille de méthodes de séparation d’opérateur est la méthode Strang-
splitting SNI, qui est une variante de la méthode SNI. Le principe de cette méthode est
de résoudre dans un premier temps l’équation de transport non réactif sur un demi pas
de temps, puis de résoudre les termes de réaction sans transport sur un pas de temps
entier et de finir le processus par la résolution d’une étape de transport non réactif sur le
demi pas de temps restant. Ici encore, la solution obtenue à la fin de l’une des trois étapes
décrites précédemment pour la variable considérée en une position donnée du maillage est
utilisée comme condition initiale de l’étape suivante. Le calcul du transport en deux étapes
entrecoupées d’une étape de réaction permet d’utiliser la méthode Strang-splitting SNI
dans des cas où les temps caractéristiques des phénomènes de transports et de réaction
sont beaucoup plus proches que ceux que l’on peut utiliser avec la méthode SNI standard.
La troisième famille de méthodes de découplage d’opérateur est basée sur la méthode
SI (Standard Sequential Iterative scheme). Comme son nom l’indique, cette classe de
méthodes de découplage est itérative. Son principe consiste à résoudre lors d’un première
étape l’équation de transport réactif complète avec un terme source évalué à l’aide des
conditions initiales. La solution obtenue permet de réévaluer le terme réactif. On recalcule
alors la solution de l’équation de transport puis le terme réactif et ce jusqu’à ce que le
critère de convergence de la méthode soit atteint (cf. Carrayrou et al. (2004)).
Enfin, la dernière famille de méthodes de splitting d’opérateurs correspond aux mé-
thodes SI symétriques. Ces méthodes sont également itératives et consistent à utiliser
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symétriquement deux découplage de type SI. La première est l’équation de transport avec
terme de puits/source lié aux réactions, la seconde est l’équation sans transport mais avec
réaction dans laquelle on insère un terme puits/source lié à l’opérateur de transport. Le
processus itératif prend fin lorsque le critère de convergence est atteint (cf. Carrayrou
et al. (2004)). Ce type de méthode est particulièrement adapté aux cas ou les temps ca-
ractéristiques des opérateurs de transport et de réaction sont proches. En effet, le fait
de rendre la méthode SI symétrique permet de prendre en compte de façon systématique
l’impact des réactions sur les transferts et inversement.
Carrayrou et al. (2004) comparent l’efficacité de différentes méthodes de splitting ité-
ratives et non itératives et concluent en ordonnant les différentes méthodes selon leur
efficacité. D’après Carrayrou et al. (2004), la méthode qui introduit le moins d’erreur
sur le calcul des fractions massiques est la méthode SI symétrique dans le cas où l’on
s’intéresse au découplage des opérateurs de transport et de réaction.
Les méthodes de splitting d’opérateurs présentées ici décrivent le découplage des opé-
rateurs de transport avec les opérateurs de production/consommation liés aux réactions
chimiques ou biologiques. Des méthodes similaires permettant de découpler les opérateurs
de transport diffusifs et convectifs ont été développées. On pourra en particulier se référer
aux travaux de Karlsen and Risebro (1997) ou Lie et al. (1998).
Dans le cas des ISD bioréacteurs, les temps caractéristiques des réactions de biodégra-
dation sont extrêmement lents en comparaison des temps caractéristiques de transfert. Par
conséquent, nous pouvons considérer que les phénomènes de transport et les phénomènes
réactifs sont entièrement découplés. Par conséquent, la méthode que nous utilisons pour
résoudre le transport réactif est une méthode explicite. Dans une première étape nous
évaluons les termes réactifs à l’aide de la solution du système au pas de temps précédent.
Ensuite nous résolvons explicitement les ODE non linéaires décrivant la consommation du
substrat et la production de la biomasse à l’aide d’une méthode d’Euler d’ordre 1. Enfin,
on résout implicitement le système formé par les équations 2.226 à 2.233 et l’équation
2.203.
4.1.4 Conditions aux limites et gestion des puits d’injection et de
production
Dans le code de calcul MATAABIO, plusieurs types de conditions à la limite ont
été implémentés. Le premier type de conditions à la limite correspond aux conditions de
Dirichlet. Ce sont les plus simples à prendre en compte. Elles consistent à imposer les
valeurs des variables à la frontière du domaine. Le second type de condition à la limite
correspond aux conditions de flux imposé à la frontière (condition de type Neumann).
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Pour obtenir ce type de condition aux frontières, on intègre l’équation de conservation
sur la première 1/2 maille afin d’obtenir une relation entre le flux imposé et la valeur des
variables au point d’indice 2.
Il nous faudra prendre garde à bien choisir les conditions aux limites que nous utilisons,
en particulier en ce qui concerne les conditions que nous imposons pour les variables liées
aux écoulement diphasiques, c’est-à-dire la pression gaz et la saturation. Seules certaines
combinaisons de conditions aux limites pour ces variables ont un sens. On peut alors
décider de fixer :
1. Le débit de liquide. Dans ce cas il faut également fixer le débit de gaz entrant. En
revanche, dans ce cas on ne peut pas fixer la pression de la phase gaz, car l’équation
décrivant les transferts de la phase gaz dégénère et fixer la pression gaz n’a donc
pas de sens.
2. Le débit de gaz. Dans ce cas on peut fixer soit la saturation résiduelle en liquide,
soit le débit de liquide.
3. Des conditions de Dirichlet pour la pression gaz (pression atmosphérique par exemple),
et pour la saturation.
En ce qui concerne les conditions aux limites utilisées pour les quantités transportées
(fractions massiques et chaleur) on imposera principalement des conditions de Dirichlet
ou des conditions de flux nul. Lorsque l’on injecte ponctuellement l’une des deux phases
mobiles, on pourra imposer des conditions de Dirichlet sur les fractions massiques et la
température afin de donner la composition et la température de la phase injectée.
D’autres conditions à la limite doivent être considérées. Ce sont les conditions liées
à l’introduction dans le milieu des dispositifs d’injection de lixiviats. En règle générale,
la dimension des mailles que nous utilisons pour résoudre le système d’équations aux
dérivées partielles est de dimension très supérieure à la dimension des drains utilisés, dont
le diamètre est de l’ordre de la dizaine de centimètres. Par conséquent, il ne nous est
pas possible de prendre en compte les écoulements de fluide dans ces dispositifs. Pour
pallier à ce problème, les industriels du secteur pétrolier ont développé des modèles que
l’on appelle "modèles de puits" et qui permettent de relier le débit injecté en un nœud
du maillage à la différence de pression entre le dispositif d’injection et le milieu poreux
environnant. Ce type de relation a été introduit par Peaceman (1983) et est présenté par
l’équation 4.5.
qw,i = −Tw,i (pw,i − pw,bhp) (4.5)
Dans la relation 4.5, qw,i représente le débit du puits w dans la maille i, Tw,i représente
la transmissivité autour du puits w, pw,i représente la pression de fluide dans la maille i
et pw,bhp la pression dans le puits. La transmissivité est calculée par une relation semi-
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analytique proposée par Peaceman (1983). Dans cette relation, la transmissivité dépend à
la fois des propriétés physiques du milieu poreux, des dimensions de la maille d’injection,
ainsi que d’un facteur prenant en compte un effet de peau. En effet, la plupart des puits
sont issus de forages. Lors de ces forages, la région proche du puits est modifiée dans
sa structure. Par exemple, on peut retrouver des amas de particules fines introduites
lors du forage ou bien au contraire une déformation du massif favorisant l’apparition
de zone de porosité plus importante. Par conséquent, la perméabilité locale peut être
diminuée ou augmentée. Cet effet est appelé effet de peau (skin), car il concerne une zone
restreinte autour du puits. L’introduction d’un tel modèle consiste à considérer une zone
de dimension finie autour du puits pour laquelle la perméabilité est changée. Le diamètre
d’une telle zone peut être estimé à l’aide de tests de puits par exemple.
La relation proposée par Peaceman (1983) suppose des flux uniformes et un écoule-
ment radial autour du puits. Ceci est valable lorsque les dimensions des mailles sont bien
plus importantes que la dimension du système d’injection. Ceci n’est malheureusement
pas le cas pour les simulations des ISD que nous réalisons. Néanmoins, les tubes utilisés
pour injecter les lixiviats dans les ISD sont de longueur relativement restreinte au regard
des tubes utilisés dans l’industrie pétrolière. La zone crépinée est elle aussi relativement
restreinte (1 mètre environ), par conséquent la perte de charge entre l’entrée et la sortie de
la zone crépinée peut être négligée. La pression dans le milieu poreux au voisinage du dis-
positif d’injection peut également être considérée relativement uniforme. Par conséquent,
nous pouvons simplifier le modèle de puits proposé par Peaceman (1983) et le remplacer
par la relation 4.6.
qw,i = constante (4.6)
La relation 4.6 traduit le fait que la totalité du débit injecté est réparti de façon
uniforme sur l’ensemble de la zone crépinée. Cette relation sera utilisée en première ap-
proximation pour décrire l’injection de lixiviats dans les ISD bioréacteurs. Le traitement
de ce type de condition à la limite consistera à introduire un terme source explicite dans
les équations de transport.
4.1.5 Méthode de résolution du système
Résolution du système Le système que l’on obtient une fois l’ensemble des équations
discrétisées (que ce soit en FIM ou en IMPSAT) est formé d’une matrice creuse de grande
dimension. Une inversion directe de ce type de système peut s’avérer relativement coû-
teuse en terme de temps de calcul. En effet, la méthode la plus classique d’inversion d’un
système linéaire est la méthode d’élimination de Gauss. Cette méthode devient vite très
coûteuse quand la dimension du système à résoudre est trop grande car elle ne permets pas
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de prendre en compte de manière avantageuse le caractère creux de la matrice. On choisira
donc une méthode de résolution du système linéaire en fonction du type de matrice que
l’on obtient. En effet, la matrice pourra être caractérisée par sa structure (creuse, diago-
nale, bande, matrice par blocs, triangulaire, etc...) ou par d’autres propriétés particulières
(symétrique, définie positive, semi-définie positive, matrice de Hankel, de Vandermonde,
etc...). Dans notre cas, la matrice est creuse et de dimension élevée. Elle comporte donc
un nombre important de valeurs nulles. Une première étape consiste donc à stocker la
matrice sous une forme plus adaptée, nous permettant de supprimer les valeurs nulles.
Le stockage que nous choisissons est appelé C.S.R. (Compressed Sparse Row). Il permet
de stocker la matrice creuse en trois vecteurs. Le premier de dimension NNZ (nombre de
valeurs non nulles) stocke l’ensemble des valeurs non nulles de la matrice à inverser. Le
second vecteur est de dimension NNZ et donne l’indice (j) de la colonne de l’élément aij
stocké dans le premier vecteur. Enfin, le troisième vecteur de dimension N+1 (nombre
de colonne + 1) contient les pointeurs donnant l’indice de début des lignes réelles dans
les deux précédents vecteurs. Il indiquera donc l’ensemble des indices des deux vecteurs
précédents correspondant à un "saut" de ligne dans la matrice réelle. Cette méthode de
stockage permet d’utiliser un espace mémoire limité.
Dans le cas des matrices creuses, les méthodes d’inversion directes effectuent un grand
nombre d’opérations redondantes du fait qu’elles impliquent des coefficients de valeur
nulle. Il est possible d’adapter les méthodes directes à la structure creuse du système,
mais cela n’est pas trivial. Par conséquent, nous utiliserons des méthodes itératives de
type BiGradient Conjuqué Stabilisé (BICGSTAB) ou GMRES. Ces méthodes itératives
procèdent simplement à des produits matrice-vecteur, et il devient aisé de programmer ce
produit de sorte à éviter des opérations redondantes impliquant des éléments nuls de la
matrice. Ces méthodes sont relativement classiques et se basent sur une série d’approxi-
mations de la solution (cf Saad (2000)). Leur efficacité dépend donc de la vitesse avec
laquelle l’approximation converge vers la solution. Afin d’accélérer la convergence de ces
méthodes, nous utilisons une méthode de préconditionnement de la matrice à inverser
basée sur la factorisation LU incomplète. Ceci permet de restructurer la matrice avant de
l’inverser afin de lui donner une structure plus favorable. Nous ne décrirons pas en détail
l’ensemble de ces méthodes. Pour plus d’informations, on pourra se référer à l’ouvrage
de Saad (2000). Nous utilisons la bibliothèque SPARSKIT2 pour mettre en oeuvre ces
méthodes (Saad, 1994).
Résolution temporelle Du fait des non linéarités du système, nous avons linéarisé le
système avant inversion et nous utilisons un algorithme de type "Picard" pour obtenir
la solution du système au pas de temps n+1. D’autres méthodes sont très couramment
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utilisées dans les outils de simulation numérique, en particulier l’algorithme de Newton-
Raphson. Ces deux algorithmes itératifs (Picard et Newton-Raphson) utilisent le théorème
du "point fixe" pour faire converger la solution du système. Dans le code de calcul MA-
TAABIO, nous utilisons un algorithme de Picard. Ce type d’algorithme est extrêmement
simple à mettre en oeuvre et est souvent plus robuste que l’algorithme de Newton-Raphson
pour des performances équivalentes. Pour une comparaison des performances de ces deux
types d’algorithmes dans le cas de problèmes d’écoulements diphasiques en milieu poreux,
on pourra se référer aux travaux de Lehmann and Ackerer (1998).
Algorithme utilisé par le code calcul MATAABIO Finalement, l’algorithme uti-
lisé par le code de calcul MATAABIO est présenté sur la figure 4.2.
Cet algorithme est évolutif et le développement futur du code de calcul pourra nous
amener à reconsidérer la structure des différentes étapes de l’algorithme.
4.2 Tests et validation
Dans cette partie, nous allons présenter le comportement du code de calcul MATAA-
BIO sur des cas simples afin de mettre en évidence la validité et l’intérêt que représente
ce code de calcul. La validation théorique des écoulements diphasiques est présentée via le
test de Buckley-Leverett. En effet, les développements théoriques liés à la description des
écoulements conjoints de deux phases dans un milieu poreux (Quintard and Whitaker,
1988, 1990, 1999) mettent en évidence que le traitement numérique de ces écoulements
n’est pas évident et nécessite la plus grande attention. En effet, la physique de ces phéno-
mènes est complexe et leur description mathématique et numérique souvent contraignante.
C’est pourquoi nous nous attachons dans cette partie à présenter le comportement du code
de calcul en présence d’écoulements diphasiques.
4.2.1 Ecoulements diphasiques
L’objectif de cette section est de présenter la validation du comportement de MA-
TAABIO pour des écoulements diphasiques en milieux poreux. La description correcte
des écoulements diphasiques insaturés est primordiale puisque dans le cas des centres de
stockage de déchets, l’écoulement de la phase liquide (injectée ou infiltrée) intervient en
condition insaturée. La résolution couplée des équations de transport de la phase liquide
et de la phase gazeuse (équations 2.226 et 2.227) représente donc un enjeu d’importance
si l’on veut décrire correctement les cycles de réinjection ainsi que le captage du biogaz
sous diverses conditions de teneur en eau.
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Fig. 4.2 – Algorithme utilisé dans le code MATAABIO
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Pour tester le comportement du code de calcul MATAABIO dans des conditions d’in-
jection de phase liquide dans un milieu partiellement saturé, nous allons nous appuyer sur
un test classique appelé test de Buckley-Leverett
Test de Buckley-Leverett Le test dit de Buckley-Leverett permet de prédire l’évo-
lution d’un front de saturation monodirectionnel en milieu poreux insaturé. L’intérêt de
ce test est qu’il permet de calculer une solution semi-analytique décrivant la position du
"choc" (front) de saturation lié à l’injection de la phase liquide dans un milieu insaturé.
Bien entendu, ce test présente des limites puisqu’il suppose en particulier que la pression
capillaire du milieu est négligeable et que les deux phases mobiles sont incompressibles.
Le détail du développement de la solution théorique ainsi que les hypothèses utilisées sont
fournis en Annexe C. Les équations 2.226 et 2.227 sont donc simplifiées de façon à adapter
le système d’équations au problème que nous souhaitons traiter.
Nous considérons tout d’abord l’injection d’eau à vitesse constante Vλ inj dans un
milieu poreux saturé en air (S = 0, 001). L’injection est monodirectionnelle et l’écoulement
est monodimensionnel. Le domaine considéré mesure 1 mètre et la Figure 4.3 présente de
façon schématique le dispositif que l’on utiliserait pour simuler ce test expérimentalement.
Fig. 4.3 – Représentation schématique du test de Buckley-Leverett
Les propriétés du milieu considéré sont données dans le Tableau 4.1.
Le développement théorique présenté en Annexe C met en évidence qu’il faut distin-
guer deux cas. Le premier cas est celui où l’injection de la phase liquide dans le milieu
poreux ne subit aucune accélération gravitaire. La seule force qui permet au liquide d’en-
vahir le milieu est la force générée par la surpression liée à l’injection du fluide. Dans ce cas
la propagation de l’onde de saturation dans le milieu est toujours prédite de la même façon
et aucun régime particulier ne doit être distingué. En revanche, dans le cas où l’injection
de la phase liquide dans le milieu poreux se fait dans le sens de l’accélération, la théorie
de Buckley-Leverett développée en Annexe C met en évidence deux régimes. Le premier
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Tab. 4.1 – Propriétés physiques du milieu et des fluides utilisées pour réaliser le test de
Buckley-Leverett
ργ = 1 kg/m
3 µγ = 17, 6 10
−6 Pa.s
ρλ = 1000 kg/m
3 µλ = 1, 0 10
−3 Pa.s
krγ = (1− Sλ)nγ krλ = (Sλ)nλ
S ∈ [0, 001− 0, 999] SR = 0
k0rγ = 1 k
0
rλ = 1
nγ = 3 nλ = 3
K = 10−11 m2  = 0, 5
régime que nous appelons régime gravitaire est entièrement contrôlé par l’accélération de
pesanteur. En effet, si la vitesse d’injection de la phase liquide V λ inj ne dépasse pas une
vitesse limite que l’on appelle V λ inj limite, la force engendrée par la pression d’injection
est inférieure à la force de pesanteur et le drainage de la phase liquide dans le milieu est
un drainage uniquement gravitaire. En revanche, dans le cas où la vitesse d’injection est
supérieure à la vitesse V λ inj limite, la progression de la phase liquide dans le milieu poreux
n’est plus contrôlée uniquement par la pesanteur, mais par la surpression engendrée par
l’injection de la phase liquide. Le développement théorique présenté en Annexe C décrit
comment la position du front de saturation ainsi que la saturation en amont du front sont
calculées selon que le régime d’écoulement est gravitaire ou non.
Sauf indications contraires, les résultats que nous présentons dans ces parties sont
obtenus à l’aide du code de calcul MATAABIO en utilisant des pas d’espace δx de 2,56
cm et des pas de temps δt de 1 seconde.
Test de Buckley-Leverett sans effet de gravité Nous présentons ici le test de
Buckley-Leverett sans effet de gravité. L’accélération de pesanteur est donc considérée
nulle (gx = 0 m/s
2) et la vitesse d’injection que nous utilisons est V λ inj = 1 10−5 m/s.
Comme nous l’avons mentionné plus haut, dans ce cas il n’existe pas de vitesse limite
et le champ de saturation dans le milieu est prédit par la théorie de Buckley-Leverett.
La Figure 4.4 présente les résultats obtenus avec le code de calcul et les compare avec la
solution analytique déduite de la théorie de Buckley-Leverett.
On constate sur la Figure 4.4 que le code de calcul permet bien de prédire la position
du front de saturation, ainsi que la valeur de la saturation au front. En revanche, on
constate également que le front est plus "étalé" dans le cas du calcul numérique. En effet,
ceci est dû au schéma amont implicite "des pétroliers" que nous avons introduit afin de
pouvoir capturer les "chocs". Ce type de schéma introduit de la "diffusion numérique"
autour des discontinuités (cf. Aziz and Settari (1979)). En revanche, ce schéma n’introduit
pas d’oscillations et nous permet de suivre efficacement la position des fronts de saturation
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Fig. 4.4 – Test de Buckley-Leverett sans effet de gravité V λ inj = 1 10−5 m/s
dans le domaine. Néanmoins, cette "diffusion numérique" est faible pour nos applications
et diminue avec le pas d’espace.
Test de Buckley-Leverett avec effet de gravité Les tests présentés ici prennent en
compte l’effet de la gravité sur les résultats du test de Buckley-Leverett. Nous considérons
que l’accélération de pesanteur agit dans la même direction que l’injection de la phase
liquide (gx = 9, 81 m/s
2). Nous considérons également une vitesse d’injection V λ inj =
1 10−5 m/s.
Comme cela est expliqué en Annexe C, dans le cas où l’on prend en compte les effets
de la gravité, il est nécessaire de calculer la vitesse limite admissible d’injection en deçà de
laquelle la théorie de Buckley-Leverett "classique" ne peut s’appliquer, et une solution de
Buckley-Leverett "limite" doit être introduite. On applique donc la démarche présentée
en Annexe et l’on commence par calculer la valeur de la saturation au front donnée par la
théorie de Buckley-Leverett. Pour les conditions que nous imposons, nous obtenons une
saturation au front SF = 0, 659 calculée par la théorie de Buckley-Leverett. Pour cette
valeur de saturation nous pouvons calculer la vitesse limite admissible : V λ inj limite =
7, 584 10−5m/s. Or cette vitesse est supérieure à la vitesse d’injection que l’on impose
en entrée du domaine. Par conséquent la théorie de Buckley-Leverett n’est pas adaptée
pour décrire l’évolution de la saturation dans le domaine, puisque le mouvement de la
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phase liquide dans le domaine est entièrement géré par le drainage gravitaire. Néanmoins,
comme nous le présentons en Annexe C, la saturation au front ainsi que la position du
front peuvent être calculées d’après les conditions initiales. On obtient une saturation
au front SF = 0, 335 et une vitesse du front V λF = 9, 9410−5m/s. Ceci nous permet de
construire la solution analytique et de la comparer avec les résultats obtenus avec le code
de calcul MATAABIO (cf. Figure 4.5).
Fig. 4.5 – Test de Buckley-Leverett avec effet de gravité. V λ inj = 1 10−5 m/s
Nous testons ensuite le cas où la vitesse d’injection est supérieure à la vitesse limite en
deçà de laquelle l’écoulement de la phase liquide dans le milieu est entièrement géré par
drainage gravitaire. Nous avons donc utilisé une vitesse d’injection V λ inj = 10−3 m/s de
façon à être dans les conditions telles que Vλ inj > V λ inj limite. Dans ce cas, comme nous
l’avons développé en Annexe C, l’évolution de la saturation en phase liquide au sein du
milieu est prédite par la théorie de Buckley-Leverett. La Figure 4.6 présente les résultats
obtenus avec le code de calcul MATAABIO comparés avec la solution analytique donnée
par la théorie de Buckley-Leverett.
Nous constatons sur les deux Figures 4.5 et 4.6 que les résultats sont bien différents sui-
vant que l’on impose une vitesse d’injection supérieure ou inférieure à V λ inj limite. Dans
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Fig. 4.6 – Test de Buckley-Leverett avec effet de gravité. V λ inj = 1 10−3 m/s
le cas où la vitesse d’injection est inférieure à V λ inj limite, le liquide ne s’accumule pas
dans la zone d’injection et est évacué sous l’effet de la gravité. Ceci impose une saturation
constante derrière le front. En revanche, lorsque la vitesse d’injection est supérieure à
V λ inj limite, le liquide s’accumule à l’entrée avant d’être transporté vers la sortie du do-
maine. La décroissance de la saturation jusqu’au front peut être calculée par la théorie de
Buckley-Leverett. Dans les deux cas, on constate que le code de calcul permet de prédire
l’évolution de la saturation dans le domaine, avec toujours un phénomène de "diffusion
numérique" au niveau du front.
Comme dans le cas où l’on néglige l’effet de la gravité, lorsque l’on utilise des pas
d’espace plus faible, l’effet de diffusion numérique diminue. Cependant, il n’est pas possible
d’utiliser n’importe quel pas d’espace. En effet, il existe une relation entre le pas de
temps et le pas d’espace garantissant la stabilité du schéma numérique. Cette relation
est souvent appelée condition de Courant-Friedrich-Levy (CFL). En effet, dans le schéma
que nous utilisons le fait d’avoir linéarisé les termes dépendants de la saturation lors de la
discrétisation des équations 2.227 et 2.226 diminue la stabilité du système et impose une
condition de stabilité. Dans le cas de transport couplé de plusieurs quantités (comme dans
le cas des écoulements diphasiques en milieu poreux), il n’existe pas de condition de CFL
simple à exprimer. La détermination d’une condition de CFL est également rendue difficile
par le caractère non linéaire des équations décrivant le transfert des deux phases mobiles
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au sein du milieu poreux. Néanmoins, il nous est possible d’exprimer un estimateur pour
cette CFL. Pour ce faire, nous utilisons le développement proposé en Annexe C et nous
évaluons la vitesse VCFL intervenant dans la condition de CFL grâce à la relation 4.7.
VCFL =
∥∥V λ inj∥∥

∂fλ
∂S
(4.7)
avec fλ =
kRλ
µλ
(
kRλ
µλ
+
kRγ
µγ
)−1(
1 +
K
kRγ
µγ
gx (ργ − ρλ)∥∥V λ inj∥∥
)
(4.8)
Par conséquent, le "pseudo" critère de stabilité du schéma peut s’exprimer de la façon
suivante :
δx
δt
≥
∥∥V λ inj∥∥

∂fλ
∂S
(4.9)
Si nous calculons la vitesse CFL au niveau du front, nous obtenons la condition de
CFL présentée par la relation 4.10.
δx ≥ 1, 8 10−2δt (4.10)
Si nous calculons la valeur du rapport δx/δt pour les résultats que nous avons présentés
sur la Figure 4.6, nous obtenons une valeur de δx/δt = 2, 56 10−2. La condition de CFL
est donc respecté et le schéma utilisé est donc stable. Ceci est confirmé par les résultats
présentés sur la Figure 4.6 puisqu’aucune oscillation n’y apparaît. En réalité, ce critère
n’est pas exact, et il est nécessaire de prendre une certaine marge de sécurité par rapport à
la valeur calculée afin d’assurer la stabilité du schéma. Nous avons testé plusieurs valeurs
du rapport δx/δt dans le cas du test de Buckley-Leverett avec effet de la gravité et une
vitesse d’injection de V λ inj = 1 10−3 m/s telle que Vλ inj > V λ inj limite.
Nous avons pu constater que pour des valeurs de δt supérieures à 5 secondes les calculs
deviennent instables. Ceci est logique avec la condition de CFL que nous avons développée
précédemment, puisque dans ce cas, on a δx
δt
= 5, 12 10−3 et la condition de CFL n’est pas
respectée.
Discussion quant à l’utilisation de l’équation de Richards La résolution du pro-
blème de Buckley-Leverett que nous venons de présenter nous incite à revenir sur la
validité de l’équation de Richards utilisée très souvent pour décrire le déplacement d’un
front d’infiltration de liquide dans un milieu partiellement saturé. Comme nous l’avons
présenté dans le Chapitre 1, l’utilisation de ces équations n’est pas adaptée pour décrire
les écoulements diphasiques dans les CSD. En effet, du fait que nous nous intéressons à la
production de biogaz et à sa migration dans les CSD, nous avons besoin de déterminer la
vitesse de filtration de la phase gaz à chaque pas de temps, puisque cette vitesse joue un
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rôle primordial dans le transport du méthane et du dioxyde de carbone. Par conséquent,
nous devons résoudre l’équation de conservation de la phase gaz afin de pouvoir détermi-
ner les gradients de pression au sein de cette phase et d’en déduire ensuite sa vitesse. Or,
l’équation de Richards suppose que le gradient de pression dans la phase gaz est nul à tout
instant et le transport des constituants présents dans la phase gaz ne peut être estimé
dans ce modèle qu’en prenant en compte l’effet de la diffusion moléculaire. Nous écartons
donc l’utilisation éventuelle de ce type d’approche pour une raison pratique. Des éléments
complémentaires à cette discussion peuvent être trouvés dans Jaffre et al. (2006).
D’autre part, même si on ne s’intéressait pas au transport des constituants dans la
phase gaz par convection, on montre ci-dessous que le modèle de Richards ne serait pas
adapté à une modélisation précise de la réinjection des lixiviats dans ces milieux très per-
méables et peu capillaires que sont les stockages. Par exemple, le fait d’utiliser l’équation
de Richards ne permet pas de valider le test de Buckley-Leverett. Or il est primordial que
le modèle utilisé pour décrire les écoulements diphasiques puisse décrire (au minimum) de
manière correcte la position du front de saturation. C’est pourquoi nous avons comparé
le comportement d’un modèle se rapprochant de l’équation de Richards avec notre mo-
dèle décrivant les écoulements diphasiques. L’élément de comparaison auquel nous nous
intéressons est la position du front de saturation indiqué par chacun des deux modèles.
Afin de simuler le comportement d’un modèle d’écoulement se rapprochant de l’équa-
tion de Richards, nous avons utilisé le code de calcul MATAABIO en divisant la viscosité
de la phase gaz µγ par 100. Nous diminuons ainsi les gradients de pression dans la phase
gaz qui peuvent se former en particulier lors des période d’injection. Nous appellerons
ce modèle "pseudo Richards" dans la suite de la discussion, car il n’est pas basé sur la
connaissance d’une relation de pression capillaire, inhérente au modèle de Richards, par
contre il s’appuie sur la valeur faible de la viscosité du gaz invoquée comme justification
au modèle de Richards. La comparaison des résultats en terme de saturation pour le cas
du régime non gravitaire (Vλ inj > V λ inj limite) est présenté sur la Figure 4.7. La Figure
4.8 compare quant à elle les résultats en terme de pression de la phase gaz, toujours dans
le cas du régime non gravitaire.
La Figure 4.8 montre que, dans le cas de l’approche "pseudo Richards", les gradients
de pression sont plus faibles que dans le cas où l’on utilise la loi de Darcy généralisée pour
décrire les écoulements des deux phases mobiles (modèle utilisé dans MATAABIO). Ceci
a un impact direct sur la position du front de saturation dans le milieu (cf. Figure 4.7).
En effet, le modèle "pseudo Richards" sous-estime l’avancée du front de saturation dans
le milieu et décrit mal la valeur de la saturation en phase liquide en amont du front.
En revanche, dans le cas gravitaire, même si le champ de pression est mal prédit par
le modèle "pseudo Richards", comme l’écoulement est principalement régit par l’accé-
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Fig. 4.7 – Champs de saturation obtenus par les approches de type "Darcy" ou "pseudo
Richards" en régime non gravitaire
Fig. 4.8 – Champs de pression obtenus par les approches de type "Darcy" ou "pseudo
Richards" en régime non gravitaire
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lération de pesanteur, les champs de saturation sont quant à eux bien décrits. Sur la
Figure 4.9, nous ne pouvons d’ailleurs remarquer aucune différence entre les champs de
saturation prédits par le modèle de Darcy généralisé utilisé par MATAABIO et le modèle
"pseudo Richards" (rappelons ici que le vrai modèle de Richards poserait des problèmes
d’utilisation dans ce cas avec pression capillaire nulle).
Fig. 4.9 – Champs de pression obtenus par les approches de type "Darcy" ou "pseudo
Richards" en régime gravitaire
En conclusion, les résultats que nous avons présentés nous permettent de conclure
que l’équation de Richards pourrait à la rigeur être utilisable pour prédire les champs de
saturation dans le cas du régime gravitaire, à condition d’arriver à résoudre le problème
pour une valeur de la courbe de pression capillaire qui ne génère pas de diffusion marquée.
Elle ne permet néanmoins pas d’obtenir les champs de pression dans la phase gaz. Elle
ne permet pas non plus de prédire les champs de saturation correctement dans le cas du
régime non gravitaire, qui correspond à la majorité des configurations de réinjection. C’est
pourquoi, l’équation de Richards n’est pas adaptée pour décrire les écoulements de gaz et
de liquide dans les ISD bioréacteurs.
Discussion quant à la stratégie intuitive d’injection Les résultats que nous avons
présentés dans cette partie nous permettent d’imaginer de façon intuitive les stratégies de
réinjection les plus adaptées. En effet, l’objectif de la réinjection des lixiviats dans les ISD
bioréacteurs est d’obtenir une teneur en eau locale optimale pour l’activité biologique
Damien CHENU - Thèse - 2007
IMFT - INPT
186 CHAPITRE 4. DÉVELOPPEMENT DU MODÈLE MATAABIO
anaérobie. Comme nous l’avons présenté dans le Chapitre 3 au paragraphe 3.5.2.3, la
biodégradation anaérobie dépend fortement de la saturation locale en phase liquide. Nous
cherchons ici à savoir s’il est avantageux de se trouver dans le cas du régime gravitaire ou
non en terme de biodégradation. Considérons toujours le cas 1D présenté précédemment
pour tester le problème de Buckley-Leverett. Nous avons vu que si nous nous trouvons
en régime gravitaire, la saturation au front et en amont du front vaut S = 0, 33 et la
vitesse de front gravitaire est de l’ordre de V λF = 1 10−4m/s. En revanche, lors d’une
injection sous pression comme cela est le cas lorsque l’on injecte à V λ inj = 10−3 m/s,
nous pouvons considérer que la saturation en amont du front est rapidement de l’ordre
de l’unité et que la vitesse de front vaut V λF = 2, 1 10−3m/s. Par conséquent, dans le
cas du régime gravitaire, le front de saturation est 20 fois moins rapide qu’en régime non
gravitaire. Or, si l’on considère un déchet dont la masse volumique est de 750 kg/m3 dont
32% d’eau adsorbée, d’après le modèle de biodégradation que nous utilisons, le taux de
production de méthane est 2 fois plus important dans le cas où S = 0, 33 que dans le cas
où S = 1. Or la vitesse du front étant 20 fois plus faible dans le cas du régime gravitaire,
pour une même quantité d’eau injectée, on produira environ 10 fois plus de méthane dans
le cas du régime gravitaire.
Ce calcul est bien entendu indicatif et se base sur les expériences d’injection 1D que
nous avons présentées précédemment. Néanmoins, cela nous permet de définir intuitive-
ment les méthodes d’injection les plus efficaces. On préférera en particulier injecter le
lixiviat dans un plan horizontal couvrant une grande surface et à un débit tel que le
régime soit gravitaire plutôt que d’injecter ponctuellement le lixiviat à débit élevé.
4.2.2 Diffusion multi constituant
L’objectif de cette partie est de vérifier l’influence de la diffusion multi-constituant sur
le comportement du mélange gazeux que nous considérons. Prenons, par exemple, le cas du
mélange de quatre constituants : N2, O2, CH4 et CO2. Nous allons nous attacher à tester
l’impact des coefficients extra-diagonaux de la matrice de diffusion de Stefan-Maxwell sur
les champs de fractions massiques. Pour ce faire, nous considérons un mélange gazeux dans
des conditions de diffusion pure. Le domaine considéré est un domaine 1-D de 1 mètre,
aux bornes duquel nous imposons des conditions de Dirichlet pour les fractions massiques
de chacun des constituants. Le schéma du dispositif est représenté sur la Figure 4.10.
Dans ce cas, initialement la matrice de diffusion massique de Stefan-Maxwell pour
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Fig. 4.10 – Dispositif "modèle" utilisé pour tester la diffusion multi-constituant dans un
mélange gazeux
chaque constituant se présente de la manière suivante :
[〈Dγ〉γ] =
 2, 29 10
−5 −5, 14 10−10 7, 3 10−10
8, 03 10−8 2, 14 10−5 8, 46 10−7
−2, 07 10−8 −7, 07 10−7 2, 16 10−5
 (4.11)
Pour calculer la matrice 4.11, nous avons considéré que le premier constituant est
l’oxygène (O2), le second le dioxyde de carbone (CO2), le troisième le méthane (CH4) et
le dernier le diazote (N2). Nous pouvons remarquer sur la matrice 4.11 que l’ensemble des
termes extra-diagonaux sont au minimum d’un ordre de grandeur inférieurs aux éléments
de la diagonale. Ils auront donc un impact moindre sur la diffusion des espèces dans le gaz.
Ceci signifie que les termes de diffusion croisés dans le cas du mélange que nous considérons
sont probablement d’une importance négligeable. C’est ce que nous chercherons à vérifier
par la suite.
Les résultats obtenus dans chacun des deux cas considérés (matrice de diffusion dia-
gonale et matrice de diffusion complète) après un temps de diffusion de 10000 secondes
sont présentés sur la Figure 4.11.
Nous pouvons constater sur la Figure 4.11 que les différences entre les champs de
fractions massiques obtenus lors des simulations utilisant la matrice de diffusion de Stefan-
Maxwell complète, d’une part, et lors des simulations utilisant une matrice de diffusion
de Stefan-Maxwell diagonale, d’autre part, sont faibles. L’écart maximal est obtenu pour
les fractions massiques d’oxygène en position x=2,05 cm avec un écart de 1,88% entre les
deux types de simulations.
Dans le cas que nous venons de présenter, il n’est donc pas nécessaire de conserver
les éléments non-diagonaux de la matrice de diffusion de Stefan-Maxwell pour décrire
correctement la diffusion des différents éléments présents dans la phase gaz. Néanmoins,
même si dans l’ensemble des configurations simples que nous avons testé, nous avons
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Fig. 4.11 – Diffusion multi-constituant dans un mélange gazeux
retrouvé la même tendance, ce résultat ne peut pas directement être généralisé. En effet,
nous n’avons pas, par exemple, testé de situation où le phénomène de rétro-diffusion
peut jouer un rôle non négligeable. Nous conserverons donc la description exacte de la
matrice de diffusion de Stefan-Maxwell tout en conservant à l’esprit que dans beaucoup
de situations concrètes, cette matrice peut être remplacée par sa diagonale.
De plus, nous tenons à mentionner que le calcul de la matrice de Stefan-Maxwell est
nécessaire, même si l’on ne considère que sa diagonale, puisque les coefficients diagonaux
de la matrice de diffusion de Stefan-Maxwell ne sauraient être calculés indépendamment
(cf. Chapitre 3, paragraphe 3.3.3).
4.2.3 Comportement du modèle : impact de la recirculation de
lixiviats sur la production de biogaz
Le modèle que nous avons développé est un modèle complexe qui couple les transferts
réactifs de masse et de chaleur au sein des ISD. Nous nous intéressons ici au couplage
entre la réinjection de lixiviat dans une alvéole de stockage modèle avec la biodégradation
de la matière organique et la production de biogaz. Le domaine que nous considérons
est un domaine 3D de 20 mètres de hauteur, 10 mètres de profondeur et de 5 mètres de
largeur (cf. Figure 4.12).
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Fig. 4.12 – Alvéole de stockage modèle
Le dispositif d’injection considéré est un drain vertical positionné en x = 0 m , y = 0 m
et crépiné sur 2 mètres entre la hauteur z = −5 m et la hauteur z = −7 m. L’installation
d’injection est insérée dans un matériau drainant de perméabilité intrinsèque 10−9 m2 de
façon à drainer le liquide injecté. Ce matériau drainant est inséré dans la zone définie par
les coordonnées suivantes : 0 ≤ x ≤ 0, 5 m, 0 ≤ y ≤ 0, 5 m, 3 ≤ z ≤ 7 m (cf. Figure
4.12). Le débit injecté dans le massif est de 15 m3/h et l’injection de la phase liquide dure
1 heure. La composition du déchet est une composition de référence analogue à celle du
MODECOM 93 (MODECOM de référence). La fraction massique initiale d’oxygène dans
le domaine est de 21% contre 78% de diazote. L’essai est isotherme et se déroule à 350 K.
La répartition de la saturation dans le domaine au cours de la première semaine
d’injection est présenté sur la Figure 4.13. La Figure 4.13 représente en réalité une coupe
du domaine dans le plan y = 0 m afin de rendre les résultats plus lisibles.
Sur la Figure 4.13 nous constatons tout d’abord que pendant la phase d’injection, il y
a création d’un "panache" de saturation au voisinage du système d’injection. On définit le
rayon d’action du dispositif d’injection comme étant la dimension de la zone du domaine
voisine du dispositif d’injection où la saturation est supérieure à 50%. A la fin de la période
d’injection, nous pouvons évaluer le rayon d’action du dispositif d’injection à environ 2
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mètres. Il convient de mentionner ici qu’aucune anisotropie des propriétés physiques du
matériau n’a été introduite. Si la perméabilité intrinsèque horizontale du déchet avait été
plus importante que sa perméabilité verticale, le rayon d’action du dispositif d’injection
aurait été plus important.
Fig. 4.13 – Répartition de la saturation dans le domaine
Si nous considérons les deux points A et B (cf. Figure 4.13) définis par les coordonnées
(x=0 ; y=0 ; z=-10) et (x=10 ; y=0 ; z=-10), nous pouvons nous apercevoir sur la Figure
4.13 que le point A se situe au droit du système d’injection et est soumis à de fortes
variations de saturation au cours du temps puisque la phase liquide injectée pendant
la phase d’injection est ensuite transportée verticalement sous l’effet de la gravité. En
revanche, le point B ne subit que de faibles variations de saturations liées au drainage
gravitaire de la saturation initiale (cf. Figure 4.13). La comparaison de l’évolution des
fractions massiques de méthane et de dioxyde de carbone au cours du temps entre ces
deux points nous donne donc une indication précise de l’impact de la recirculation sur
la biodégradation des OM. La Figure 4.14 met en évidence que la production de biogaz
au point A s’accélère au moment où le "panache" de saturation arrive en ce point. En
parallèle, même si le point B se situe à la même hauteur dans le massif, la production de
biogaz en ce point n’accélère que bien plus tard, car aucune variation de teneur en eau
locale n’intervient. L’impact de la teneur en eau locale sur la production de biogaz est
donc très nette lorsque l’on compare le comportement temporel des variables du système
aux points A et B. Nous remarquons d’ailleurs que lorsque le "panache" de saturation est
drainé par gravité et que la saturation au point A diminue, la production de biogaz est
également ralentie au point A. Ceci se caractérise sur la Figure 4.14 par une rupture de
pente très nette sur les courbes présentant l’évolution des fractions massiques de méthane
et de dioxyde de carbone au point A. Finalement, nous pouvons remarquer qu’aux temps
longs, la fraction massique de méthane au point B finit par augmenter fortement. Ceci est
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dû au fait que la zone du domaine sous jacente au point B est une zone où la saturation
est forte et où le gaz est chassé par l’arrivée du "panache" de saturation. Le gaz ainsi
chassé migre vers les zones supérieures et donc vers le point B.
Fig. 4.14 – Evolution de la saturation et des fractions massiques aux points A et B
Le test d’injection présenté ici permet de mettre en évidence le caractère complexe du
comportement des ISD bioréacteurs d’une part et l’impact important de la teneur en eau
locale sur la biodégradation d’autre part.
4.2.4 Aspect double milieu
De nombreuses études expérimentales d’injection de lixiviats sur site ou en laboratoire
ont mis en évidence l’existence de chemins préférentiels au sein des massifs de stockage de
déchets ménager. Ces expériences mettent également en évidence des temps de séjours des
lixiviats réinjectés très variables. Le fait qu’une partie des lixiviats réinjectés traversent
rapidement le massif de déchet, alors qu’une autre partie le traverse beaucoup plus lente-
ment peut s’expliquer par le fait que le déchet se comporte comme un double milieu. C’est
ce que constatent par exemple Hartmann et al. (2004) dans le cas particulier d’un déchet
de type cendres d’incinérateur. Ils concluent donc que les macro-pores sont responsables
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des transferts rapides et que les micro-pores sont responsable des écoulements plus lents.
Hartmann et al. (2004) valident également un modèle numérique de double milieu à l’aide
des résultats expérimentaux.
Dans l’objectif de mettre en évidence le comportement de type double milieu des
OM, Rosqvist and Destouni (2000); Rosqvist et al. (2005) mettent en place un dispositif
expérimental utilisant le suivi de traceurs au sein d’un échantillon de déchet. Rosqvist and
Destouni (2000) utilisent deux types de pilotes expérimentaux. Le premier est une colonne
cylindrique de 2 m de hauteur et de 1,93 m de diamètre contenant un déchet excavé d’un
ISD après 22 ans de stockage. Ce déchet est supposé entièrement dégradé. Le second est un
pilote simulant un ISD de section 12×13 m2 et de 4,2 m de profondeur contenant un déchet
ménager frais. Chacun de ces deux dispositifs est soumis à diverses conditions d’injection
d’eau (continue ou transitoire) par la face supérieure. Dans chacune des conditions de
réinjection, des tests de traçage au bromure de lithium sont décrits dans Rosqvist and
Destouni (2000). L’analyse des résultats des tests de traçage est réalisée à l’aide d’une
approche de modélisation probabiliste Lagrangienne. A l’aide de cette méthode, plusieurs
modèles d’écoulements sont testés afin de simuler les résultats obtenus. Le premier modèle
testé est un modèle d’advection-diffusion classique. Ensuite, deux modèle de type double
milieu sont testés. Le premier considère deux régions : dans la première région, l’eau est
mobile alors que dans la deuxième région, l’eau est immobile. L’échange entre les deux
régions se fait par des mécanismes de diffusion. Le deuxième modèle de double milieu testé
prend également en compte deux régions, mais l’eau est mobile dans les deux régions. On
trouvera dans Ahmadi et al. (1998) et Cherblanc et al. (2003) une discussion approfondie
sur le développement de ces deux types de modèle par des méthodes de changement
d’échelle) . Seules les perméabilités et pressions capillaires différencient les deux régions.
Les résultats présentés par Rosqvist and Destouni (2000) suggèrent que les modèles de
type double milieu sont plus adaptés pour décrire le transfert du traceur dans le milieu
poreux formé par les OM. Ceci est vérifié pour les deux dispositifs expérimentaux et pour
l’ensemble des conditions expérimentales testées. Même si les résultats obtenus sur les
deux dispositifs expérimentaux ne permettent pas de calibrer précisément les modèles de
double milieu utilisés, les résultats obtenus mettent en évidence l’importance de ce type
de comportement en double milieu pour prédire efficacement le comportement des ISD
soumis à la recirculation de lixiviats par exemple.
Ceci nous incite à modifier notre modèle afin de prendre en compte le fait que le déchet
est un milieu à double porosité. Toutefois, on ne prendra en compte l’aspect double-milieu
que pour le transport de l’eau, de façon à disposer d’un outil qui donne des niveaux de
saturation totale compatibles avec les observations, notamment une forte rétention d’eau
dans le milieu peu perméable.
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4.2.4.1 Modélisation
Pour modéliser ces milieux présentant deux échelles de porosité distincte, plusieurs
approches sont possibles. On s’appuiera notamment sur toute la littérature pour les mi-
lieux fracturés qui sont un exemple typique de double-milieux. Wanfang et al. (1997)
recensent les modèles d’écoulement diphasique en milieux fracturés, et plus particulière-
ment dans le cas des roches. Ils mentionnent que deux types de méthodes peuvent être
utilisés pour modéliser ces phénomènes. Dans le cas où l’échelle à laquelle on cherche à
modéliser les écoulements est plus grande que la dimension caractéristique des fractures,
des modèles de milieux effectifs appelés modèles à double porosité ou modèle à double
porosité/perméabilité sont utilisés, alors que dans le cas où l’échelle à laquelle on cherche
à modéliser les écoulement est plus petite que l’échelle caractéristique des fractures, il est
possible d’utiliser des modèles à fracture discrète. Dans le cas de ces derniers modèles,
les équations de conservation adéquates sont résolues dans chacun des milieux (matrice
ou fracture) et sont reliées via des conditions interfaciales. Néanmoins, cette approche ne
nous concerne pas puisque nous supposons (du fait de la structure hétérogène des dé-
chets solides) que l’échelle à laquelle nous tentons de modéliser les écoulements est bien
supérieure à la taille caractéristique des "macro-pores".
Les modèles à double milieu assument que le milieu poreux considéré est constitué de
deux régions distinctes dont les propriétés de porosité et de perméabilité sont différentes.
Ces modèles sont obtenus soit en utilisant la méthode de prise de moyenne volumique ,
soit en utilisant la méthode d’homogénéisation (Douglas and Arbogast, 1990; Arbogast
et al., 1991; Arbogast, 1994). Les modèles à double porosité supposent que l’écoulement
d’eau et le transport de chaque espèce dissoute sont décrits par deux équations distinctes
(l’une pour le milieu macro-poreux et l’autre pour le milieu micro-poreux) couplés avec un
terme décrivant l’échange entre les deux milieux (Gerke and van Genuchten, 1993a). Lors
de l’utilisation de tels modèles, l’enjeu est donc de déterminer de façon la plus réaliste
possible le terme d’échange entre les deux milieux, tout en utilisant les simplifications les
plus adaptées possibles pour décrire les écoulements dans les deux milieux distincts. Gerke
and van Genuchten (1993a) résument de façon assez complète les différentes possibilités
permettant de modéliser les écoulements d’eau dans le sol avec une approche double
milieu. Si l’on considère uniquement l’échange de la phase liquide entre les deux milieux,
mais en restant dans une configuration diphasique (liquide/gaz), les équations régissant
la répartition de la phase liquide dans chacun des deux milieux sont les suivantes (Chen
et al., 2006) :
∂ (ρλS)f
∂t
+∇ · (ρλVλ)f = −qλ,mf + qλ (4.12)
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et
∂ (ρλS)m
∂t
+∇ · (ρλVλ)m = +qλ,mf + βRω (4.13)
Dans ces équations, l’indice f désigne le milieu macro-poreux alors que l’indice m
désigne le milieu micro-poreux. Le terme qλ,mf désigne le terme d’échange de liquide entre
le milieu macro-poreux et le milieu micro-poreux, alors que le terme qλ est un terme
décrivant l’apport éventuel de phase liquide via un puits dans les "fractures" et le terme
βRω est le terme de production d’eau via l’activité biologique (il apparaît en effet plus
judicieux de considérer que l’activité biologique est essentiellement dans le milieu peu
perméable).
Les modèles de type double porosité pour lesquels on ne considère pas d’advection dans
le milieu le moins perméable sont également appelés modèles mobile/immobile. Ce type de
modèle introduit uniquement un terme d’échange entre le milieu de forte perméabilité et
le milieu de faible perméabilité mais ne permet pas le mouvement de la phase liquide dans
le milieu de plus faible perméabilité. Dans sa thèse, concernant la modélisation des ISD,
Young (1994) développe un modèle de double milieu de type double porosité/perméabilité
que l’on peut également appeler modèle mobile/mobile puisqu’il suppose que la phase
liquide peut s’écouler à la fois dans le milieu de forte perméabilité et dans le milieu de plus
faible perméabilité. Ces modèles ont été introduits bien avant de manière plus générique
dans le domaine de l’hydrologie. On pourra se reporter aux travaux de Skopp et al. (1981),
Dykhuizen (1990) ou Gerke and van Genuchten (1993a) pour une introduction générale
aux modèles de double milieu , etc...) , et on consultera Ahmadi et al. (1998) et Cherblanc
et al. (2003) pour une introduction théorique aux modèles mobile/mobile. Le Figure 4.15
présente de façon schématique la différence entre ces deux types de modèles.
Fig. 4.15 – Différence entre les deux types de modèles à double milieu
Dans notre cas, compte tenu de la structure micro poreuse des éléments constituants le
déchet ménager, nous considérons que l’eau présente dans le milieu micro-poreux est im-
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mobile, c’est-à-dire qu’elle est échangée avec le milieu macro-poreux via le terme d’échange
couplé qλ,mf . Ceci revient à considérer un milieu à double porosité plutôt qu’un milieu à
double porosité/perméabilité (Chen et al., 2006). Les équations 4.12 et 4.13 se transforment
donc pour obtenir les équations 4.14 et 4.15.
∂ (ρλS)f
∂t
+∇ · (ρλVλ)f = −qλ,mf + qλ (4.14)
et
∂ (ρλS)m
∂t
= +qλ,mf + βRω (4.15)
Si nous transformons cette expression en introduisant la "masse volumique d’eau so-
lide", définie comme ceci : ρ̂λ m =
masseH2O m
Vmilieuporeux
, nous obtenons les équations 4.16 et 4.17 :
∂ (ρλS)f
∂t
+∇ · (ρλVλ)f = −qλ,mf + qλ (4.16)
et
∂ρ̂λ m
∂t
= +qλ,mf + βRω (4.17)
C’est l’expression du terme de couplage qλ,mf que nous allons nous attacher à détermi-
ner par la suite. Chen et al. (2006) reprennent comme référence les travaux de Warren and
Root (1963) ou Kazemi et al. (1992). D’une façon générale, que ce soit dans le domaine
des écoulements d’eau souterraine ou dans le domaine de l’exploitation de gisements pé-
troliers, et comme le propose Di Donato et al. (2003) ou Huang et al. (2004), une façon
classique d’exprimer ce terme est la suivante (4.18) :
qλ,mf = F
Kmkrλf
µλ
(Pλf − Pλm) (4.18)
F est le facteur de forme (1/m2) lié à la géométrie des fractures, Km est la perméabilité
intrinsèque de la matrice (m2), krλf est la perméabilité relative à la phase liquide dans le
milieu le plus perméable (sans unité) et µλ est la viscosité dynamique de l’eau(kg/m/s2).
Si l’on introduit la notion de pression capillaire pour chacun des milieux (f et m),
nous avons :
PC m = Pγm − Pλm (4.19)
PC f = Pγf − Pλf (4.20)
La relation 4.18 peut donc être transformée pour donner la relation 4.21
qλ,mf = F
Kmkrλf
µλ
(PC m − PC f + Pγf − Pγm) (4.21)
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Dans le domaine pétrolier, une autre formulation pour ce terme de couplage est utili-
sée. Cette formulation permet de dériver des termes d’échange uniquement fonction des
différences de saturation en huile et en eau dans chacun des deux milieux (Di Donato
et al., 2003). Néanmoins, les hypothèses qui permettent de développer ces formulations
(incompressibilité des deux fluides par exemple) ne sont pas adaptées à notre cas d’étude.
4.2.4.2 Choix du modèle
Comme le signale Landereau (2000) dans sa thèse, la dérivation exacte du coefficient
d’échange entre la matrice micro-poreuse et la fracture nécessite la connaissance struc-
turelle détaillée des deux milieux quelle que soit la méthode utilisée (prise de moyenne
volumique, méthode de calage, méthode de marche alétoire, etc...). N’ayant que très peu
d’informations qualitatives sur les écoulements diphasiques de type double milieu dans les
matrices de type "déchets ménagers", il est difficile de développer un modèle très précis.
En revanche, comme le montrent Rosqvist and Destouni (2000); Rosqvist et al. (2005),
ce type de comportement peut être important dans le fonctionnement hydrologique des
alvéoles de stockage, c’est pourquoi nous avons introduit un modèle de double milieu dans
notre modèle de transport diphasique. Ce modèle est simple et la forme du coefficient
d’échange est celle proposée par (Gerke and van Genuchten, 1993b). Cette expression
pourra être complexifiée en fonction de l’évolution de la connaissance sur la structure
du milieu. Compte tenu de la faible viscosité de la phase gaz, si nous considérons que
Pγf ≈= Pγm, les deux équations gérant les écoulements de liquide dans les milieux matri-
ciels m de faible porosité et perméabilité et fractures f de porosité et perméabilités plus
importantes sont les suivantes :
∂ (ρλS)f
∂t
+∇ · (ρλVλ)f = −F Kmkrλfµλ (PC m − PC f ) + qλ (4.22)
et
∂ρ̂λ m
∂t
= +F
Kmkrλf
µλ
(PC m − PC f ) + βRω (4.23)
Pour obtenir ces équations, nous supposons que Km << Kf , c’est à dire que l’eau
imbibé dans la matrice micro-poreuse est immobile. Nous considérons également que le
flux de gaz chassé par l’imbibition de la phase liquide dans le domaine m est négligeable.
Nous supposerons que le "shape factor" F est de la forme suivante (Warren and Root,
1963; Kazemi et al., 1992) :
F =
βγm
l2
(4.24)
Dans cette expression, β représente un facteur sans dimension caractéristique de la
géométrie du milieu, γm représente un facteur d’échelle sans dimension dont la valeur par
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défaut sera 0.4 et l est la dimension caractéristique de la matrice micro-poreuse. Pour un
domaine 3-D, si lx,ly et lz sont les dimensions caractéristiques de la matrice micro-poreuse
dans les directions x, y et z, nous avons :
1
l2
=
1
lx
2 +
1
ly
2 +
1
lz
2 (4.25)
D’après les travaux de Quintard and Whitaker (1993) , pour une système 3-D paral-
lélépipédique (comme cela est notre cas), le facteur de forme β est évalué à 41.35. Nous
prendrons cette valeur comme référence. dans un premier temps, nous évaluons les dimen-
sions caractéristiques du milieu de faible perméabilité à 1cm, soit : lx = ly = lz = 0, 01.
4.2.4.3 Comportement du modèle de double milieu
Le modèle mathématique de double milieu que nous avons présenté dans le paragraphe
précédent a été implémenté dans le code MATAABIO sous forme d’un terme source
explicite permettant de prendre en compte le transfert de la phase liquide du milieu le
plus perméable vers le milieu le moins perméable, ou inversement, suivant les conditions
de pression capillaire dans chacun des deux milieux.
Les mesures de pression capillaire présentées sur la figure 3.3 ne nous donnent pas accès
à la pression capillaire du milieu de faible perméabilité ou à celle du milieu de plus forte
perméabilité, mais à la pression capillaire d’un mélange des deux milieux. Nous prendrons
néanmoins cette mesure comme référence et nous diviserons la pression capillaire mesurée
par un facteur 10 pour avoir la pression capillaire du milieu le plus perméable et nous
multiplierons cette même pression capillaire par un facteur 10 pour obtenir la pression
capillaire du milieu le moins perméable. Les conditions initiales en terme de saturation
en phase liquide dans chacun des deux milieux permettent de déterminer les conditions
initiales en terme de pression capillaire. Suivant le signe de la différence de pression capil-
laire de chacun des milieux, le transfert de la phase liquide se fera soit du milieu le moins
perméable vers le milieu le plus perméable, soit du milieu le plus perméable vers le milieu
le moins perméable, jusqu’à obtenir l’égalité des pressions capillaires.
Nous cherchons ici à modéliser l’injection 1-D de lixiviats dans un milieu initialement
partiellement saturé en lixiviat (cf. Figure 4.16). Pour le milieu de plus faible perméabilité,
nous utilisons une valeur de perméabilité intrinsèque Km = 10−15 m2. La perméabilité du
milieu de plus forte perméabilité est KIx = 10−11 m2. Nous supposons que pour des
saturations inférieures à 0,3 dans chaque milieu, les lixiviats ne sont plus mobiles, c’est à
dire que les perméabilités relatives s’annulent. Les résultats obtenus sont présentés sur la
Figure 4.17.
En terme de saturation en phase liquide dans le milieu de forte perméabilité, nous
Damien CHENU - Thèse - 2007
IMFT - INPT
198 CHAPITRE 4. DÉVELOPPEMENT DU MODÈLE MATAABIO
Fig. 4.16 – Représentation schématique du test numérique utilisé pour observer le com-
portement du modèle de double milieu
Fig. 4.17 – Evolution des saturations dans le cas du modèle à double milieu
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pouvons remarquer sur la Figure 4.17 que les profils de saturation sont similaires à ceux
présentés dans le paragraphe 4.2.1. Ceci est logique puisque la pression capillaire du milieu
de forte perméabilité est relativement faible n’introduit donc pas un terme "diffusif" très
important dans l’équation de conservation de la phase liquide. Nous constatons également
que, pour des temps d’injection supérieurs à environ 500 secondes, le milieu de plus forte
perméabilité est quasiment totalement saturé en phase liquide. Ceci n’est pas du tout le
cas pour le milieu de plus faible perméabilité puisque l’on constate, par exemple, que,
pour des temps d’injection inférieurs à 500 secondes, la saturation en phase liquide de ce
milieu n’a pas varié. Ceci est dû au fait que le terme de transfert entre les deux milieux
est très faible. On constate toutefois que la saturation du milieu de plus faible porosité
(Sm) varie fortement si le temps de contact entre la phase liquide présente dans le milieu
de forte porosité et le milieu de faible porosité est assez long. Le modèle de double milieu
permet donc à la fois de prendre en compte le transfert entre deux milieux de propriétés
physiques différentes, mais également d’introduire un effet de "retard" sur le transfert de
la phase liquide entre ces deux milieux. Ce retard dépend fortement de l’expression que
nous utilisons pour évaluer le terme de transfert qλ,mf .
Afin de caractériser l’impact du terme de transfert, nous avons repris le test précédent,
mais en multipliant qλ,mf par 1000 afin d’augmenter le transfert de lixiviats entre les deux
milieux. Ceci revient à considérer que les dimensions caractéristiques lx, ly et lz sont de
l’ordre de 5 millimètres plutôt que de l’ordre du centimètre. Les résultats obtenus dans
cette configuration sont présentés sur la Figure 4.18.
Nous constatons sur la Figure 4.18 que le "retard" entre les deux champs de saturation
dans chaque milieu est beaucoup plus faible que celui que présente la Figure 4.17. Le
champ de saturation dans le milieu de faible porosité prend la même forme que celui de
la saturation dans le milieu le plus poreux. Ceci s’explique par un transfert beaucoup
plus rapide de la phase liquide du milieu de forte porosité vers le milieu de faible porosité
que pour les simulations présentées sur la Figure 4.17. On constate néanmoins que le
milieu de faible porosité ne se sature pas instantanément en phase liquide, mais présente
un "retard" par rapport au milieu de forte porosité. Si l’on augmente encore le terme de
transfert entre les deux milieux, nous obtenons un transfert quasi instantané de la phase
liquide depuis le milieu de forte porosité vers le milieu de faible porosité pour remplir
entièrement les pores du milieu de faible porosité.
L’avantage d’intégrer un modèle de double milieu au code de calcul MATAABIO est de
prendre en compte un aspect important dans le transfert de l’humidité au sein des ISD. En
effet, le fait d’intégrer un échange de phase liquide entre les deux milieux constituants les
OM permet de prendre en compte deux cinétiques distinctes pour le transfert de l’humidité
dans les ISD. Ceci est important puisque les cinétiques de biodégradations locales sont
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Fig. 4.18 – Evolution des saturations dans le cas du modèle à double milieu modifié
(échange multiplié par 1000)
directement liées à la teneur en eau locale.
4.3 Conclusion
Dans ce Chapitre, nous avons présenté comment le modèle mathématique décrit au
Chapitre 2 est introduit dans un code de calcul que nous appelons MATAABIO. Nous
avons détaillé l’ensemble des choix numériques utilisés pour développer le code de calcul.
Ces choix pourrons bien entendu faire l’objet d’évolutions dans le développement futur du
code de calcul. Néanmoins, ils nous permettent de disposer d’un code de calcul robuste qui
nous permet de mettre en évidence certains comportements caractéristiques des transferts
réactifs au sein des ISD bioréacteurs. Les tests présentés dans ce Chapitre nous ont permis
en particulier de mettre en évidence les différents régimes d’écoulements de gaz et de
liquide dans les ISD. Cette discussion nous a d’ailleurs conduit à débattre de la validité
de l’équation de Richards pour décrire les écoulements diphasiques en milieu poreux. Cette
équation malheureusement utilisée très fréquemment dans les travaux de modélisation des
ISD ne permet pas de décrire précisément les périodes de réinjection et ne permet pas non
plus de décrire les transferts convectifs de gaz. Les tests présentés ont également permis
de mettre en évidence l’impact positif de la recirculation de lixiviats sur la production
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de biogaz et ont donné des indications intuitives quant à la stratégie de recirculation à
adopter. Un modèle de double porosité a d’ailleurs été implémenté dans le code de calcul
de façon à mieux prendre en compte les différents temps caractéristiques de transfert que
l’on peut observer expérimentalement.
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Résultats et discussion
Après avoir présenté l’ensemble des bases conceptuelles, mathématiques et numériques
dans les précédents chapitres, l’objectif du Chapitre 5 est de présenter le comportement
du code de calcul MATAABIO dans des configurations qui se rapprochent de celles que
l’on peut rencontrer sur site. Les tests que nous présentons dans cette partie se focalisent
notamment sur l’impact des procédures de réinjection de lixiviats dans le cas des ISD
bioréacteurs. Nous présentons les résultats obtenus pour plusieurs conceptions des dis-
positifs de réinjection, pour plusieurs débits de réinjection et pour différentes stratégies
de réinjection. Enfin, nous présentons l’impact de certaines propriétés du milieu sur les
résultats de simulation obtenus avec MATAABIO.
Dans l’ensemble de cette partie, les termes d’échanges de type double milieu que
nous avons introduits au Chapitre 4 ont été divisés par un facteur 1000. En effet, les
premiers tests d’injection en conditions "réelles" ont permis de mettre en évidence que,
pour des saturations inférieures à 50%, l’échange entre les deux milieux est tel que le
lixiviat réinjecté n’atteint pas le fond du casier. Ceci n’est pas en accord avec ce que l’on
peut observer sur site, c’est pourquoi nous avons pris le parti de réduire l’impact de cet
échange. Il sera néanmoins indispensable dans le futur de le quantifier expérimentalement
sur un déchet réel afin de mieux le prendre en compte dans le code de calcul.
5.1 Comportement général de MATAABIO
Nous présentons dans cette partie le comportement général du code de calcul MA-
TAABIO en situation quasi réelle. Pour ce faire, nous avons choisi de considérer le cas
d’un volume de stockage modèle. Les dimensions de ce volume sont les suivantes : 15
mètres de hauteur, 10 mètres de profondeur et 5 mètres de largeur (cf. Figure 5.1). Ce
volume est munie d’un dispositif d’injection composé d’un puits vertical dont la position
est définie par largeur = 0 m , profondeur = 0 m et crépiné sur 2 mètres entre la hauteur
Damien CHENU - Thèse - 2007
IMFT - INPT
204 CHAPITRE 5. RÉSULTATS ET DISCUSSION
5 m et la hauteur 7 m. Ce puits est inséré dans un matériau drainant de perméabilité
intrinsèque 10−9 m2. Ce matériau drainant occupe la zone définie par les coordonnées
suivantes : 0 ≤ largeur ≤ 0, 5 m, 0 ≤ profondeur ≤ 0, 5 m, 3 ≤ hauteur ≤ 7 m (cf.
Figure 5.1). Initialement la composition du gaz est celle de l’air, soit 21 % d’oxygène et
79 % d’azote. La saturation initiale du milieu est de 15 % et la composition du déchet
est celle du MODECOM de référence de 1993. La température initiale du massif est de
293 K. Les flux de masse sont nuls sur l’ensemble des frontières du domaine, hormis au
point de la face supérieure dont les coordonnées sont largeur = 5 m, profondeur = 10 m
et hauteur = 0 m où l’on impose une pression relative de -5 mbar de façon à simuler un
puits de dégazage (dans les conditions de terrain). On impose également une température
constante de 293 K sur chacune des frontières du domaine. La Figure 5.1 présente une
vision simplifiée du volume de stockage modèle considérée.
Fig. 5.1 – Volume de stockage modèle. Dispositif de réinjection de type "puits vertical"
Nous présentons par la suite les résultats obtenus dans ce cas pour des simulations de
7 jours. Nous nous focalisons en particulier sur les variables évolutives du système que
sont les fractions massiques, la pression, la saturation, ainsi que la température. Nous
présenterons également la production de biogaz au cours du temps que l’on obtient grâce
au réseau de dégazage. Pour plus de clarté dans la mise en page de ce document, nous
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avons pris le parti de présenter l’ensemble des résultats dans un premier temps et de les
commenter dans un second temps.
5.1.1 Résultats
L’ensemble des résultats 3D obtenus pour la simulation d’injection présentée précé-
demment sont réunis dans ce paragraphe.
Fig. 5.2 – Evolution de la saturation à la suite de l’injection de lixiviats à 15 m3/h via
un puits vertical
Damien CHENU - Thèse - 2007
IMFT - INPT
206 CHAPITRE 5. RÉSULTATS ET DISCUSSION
Fig. 5.3 – Evolution de la fraction massique en O2 à la suite de l’injection de lixiviats à
15 m3/h via un puits vertical
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Fig. 5.4 – Evolution de la fraction massique en CO2 à la suite de l’injection de lixiviats
à 15 m3/h via un puits vertical
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Fig. 5.5 – Evolution de la fraction massique en CH4 à la suite de l’injection de lixiviats
à 15 m3/h via un puits vertical
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Fig. 5.6 – Evolution de la fraction massique en N2 à la suite de l’injection de lixiviats à
15 m3/h via un puits vertical
Damien CHENU - Thèse - 2007
IMFT - INPT
210 CHAPITRE 5. RÉSULTATS ET DISCUSSION
Fig. 5.7 – Evolution de la température du casier à la suite de l’injection de lixiviats à 15
m3/h via un puits vertical
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Pour obtenir les résultats présentés sur les Figures 5.2 à 5.7, nous avons utilisé un pas
d’espace de 0,5 mètre dans la hauteur, de 0,8 mètre dans la largeur et de 1 mètre dans la
profondeur. La pas de temps que nous utilisons est de 100 secondes sauf pour les périodes
d’injection où nous utilisons un pas de temps de 1 seconde de façon à garantir la stabilité
du système dans le cas de l’injection sous pression (cf. Chapitre 4). En effet, nous sommes
contraints d’adapter le pas de temps au cours du calcul de façon à avoir un pas de temps
suffisamment petit pour garantir la stabilité du système pendant les périodes d’injection,
mais ensuite suffisamment grand en dehors des périodes d’injection pour que le temps
CPU de calcul ne soit pas trop grand.
5.1.2 Ecoulements de gaz et de liquide
L’injection de lixiviats dans le domaine entraîne une augmentation locale de la sa-
turation autour du dispositif d’injection (cf. Figure 5.2). Cette augmentation locale de
saturation est accompagnée d’un augmentation de pression jusqu’à environ 2 bars. Nous
ne représentons pas l’évolution de la pression de la phase gaz au cours du temps, puisque
les niveaux de pression atteints pendant l’injection relaxent rapidement, ce qui ne permet
pas de représenter les pressions avec une échelle unique pour l’ensemble des temps de
simulation.
Nous constatons sur la Figure 5.2 que le "panache" de saturation en phase liquide
s’étend plus rapidement en dessous du dispositif d’injection que dans les autres directions.
Ceci est dû au fait que la gravité favorise le déplacement des lixiviats vers le fond du massif.
La zone d’impact du dispositif de réinjection possède un rayon d’environ 3,2 mètres. Cette
zone peut être définie comme la zone du massif voisine du dispositif d’injection où la
saturation en liquide est supérieure ou égale à 50 %. Une fois la période de réinjection
terminée, le "panache" de saturation migre verticalement sous l’effet, de la gravité. La
pression dans le domaine relaxe alors rapidement et les écoulements de liquide deviennent
alors majoritairement gravitaires. Sous l’effet de la gravité, le "panache" de saturation
atteind le fond du casier en environ 9 heures. En l’absence de dispositif de draingae des
lixiviats, ceux-ci s’accumulent sur la géomenbrane étanche disposée au fond du casier.
Les résultats présentés sur la Figure 5.2 mettent également en évidence qu’une "traî-
née" de saturation se forme derrière le front de saturation. Cette "traînée" est due au
fait que, lorsque la saturation diminue, la mobilité de la phase liquide diminue également.
C’est pourquoi cette "traînée" met plusieurs jours (une semaine environ) à atteindre le
fond du casier. Une fois que la phase liquide est uniformément répartie sur le fond du
casier, aucun mouvement de liquide ne se produit plus.
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5.1.3 Transport des constituants
Nous commentons ici l’évolution des fractions massiques des constituants présents sous
forme gazeuse lors de l’expérience de réinjection présentée précédemment. Nous consi-
dérons à la fois l’évolution de la fraction massique en oxygène traduisant l’action des
micro-organismes aérobies, la production de dioxyde de carbone par les micro-organismes
aérobies et anaérobies et la production de méthane lors de l’activité anaérobie. Nous pré-
sentons également l’évolution de la fraction massique du diazote qui est inerte, mais qui
est progressivement chassé du massif par la production des autres gaz.
Sur la Figure 5.3, nous pouvons remarquer que la fraction massique d’oxygène diminue
rapidement au voisinage du système d’injection. On peut en particulier remarquer que,
dès la fin de la période d’injection (1 heure), l’oxygène présent dans le massif de déchets
commence à être consommé. Ceci s’explique par la forte augmentation de la teneur en
eau au voisinage du dispositif de réinjection. En effet, durant les premières heures qui
suivent l’injection de lixiviats, le milieu est majoritairement aérobie, car l’oxygène présent
initialement n’est pas encore consommé, et la présence d’une saturation élevée dans la zone
de réinjection favorise l’activité des micro-organismes aérobie. Ceci est lié au modèle de
biodégradation que nous avons développé (cf. Chapitre 3, paragraphe 3.5) et en particulier
à l’influence de la teneur en eau sur l’activité aérobie (cf. Figures 3.11 et 3.12).
Nous pouvons d’ailleurs remarquer sur la Figure 5.4 que la dégradation aérobie de
l’oxygène présent dans le milieu s’accompagne d’une production soutenue de dioxyde de
carbone. Au temps t = 12 heures, la zone de forte diminution de la fraction massique en
oxygène est également soumise à une production intense de dioxyde de carbone. Néan-
moins, même si elle est plus rapide au voisinage du système de réinjection, dans les zones de
forte saturation, la biodégradation aérobie est également active dans le reste du domaine.
Après une journée, la Figure 5.3 montre que la majeure partie de l’oxygène initialement
présent a été consommée et remplacée par le dioxyde de carbone (cf. Figure 5.4).
Après la première journée, c’est l’action des micro-organismes anaérobies qui prend le
relais dans les zones de forte saturation, c’est à dire principalement au fond du casier (cf.
Figure 5.5). 3 jours après l’arrêt de l’injection de lixiviats, la biodégradation anaérobie a
complètement pris le pas sur l’activité aérobie puisque l’ensemble de l’oxygène initialement
présent dans le domaine a été consommé. Le fond du casier devient alors une zone de
production intense de méthane et de dioxyde de carbone. Entre le troisième jour et le
septième jour, ces deux gaz diffusent progressivement vers le haut du casier depuis le fond
du casier où ils sont produits en plus grande quantité.
C’est ainsi que le diazote initialement présent comme solvant gazeux est progressive-
ment chassé du casier par le biogaz produit (cf. Figure 5.6). Néanmoins, après 7 jours de
simulation, le diazote conserve toujours son rôle de solvant gazeux, même si sa fraction
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massique a largement diminué. Pour observer une disparition complète du diazote du
casier, il aurait fallu simuler la vie de ce casier modèle sur une période plus longue.
5.1.4 Production de biogaz
Les éléments de discussion présentés précédemment, sont étayés par la Figure 5.8.
Cette figure présente l’évolution de la production cumulée de CO2 et de CH4 via le puits
de captage situé au sommet du casier.
Fig. 5.8 – Production de biogaz à la suite de l’injection de lixiviats à 15 m3/h via un
puits vertical
La production de méthane et de dioxyde de carbone présentée sur la Figure 5.8 est
clairement divisée en deux phases. En effet, pendant les deux premiers jours de simulation,
le gaz produit est majoritairement composé de dioxyde de carbone. Ceci est en accord avec
les champs de fractions massiques présentés sur les Figures 5.3, 5.4 et 5.5 qui montrent
qu’au voisinage du point d’extraction la composition du gaz varie grandement pour passer
d’un gaz riche en O2 vers un gaz riche en CO2, mais toujours assez pauvre en CH4. Même
si l’activité anaérobie a commencé au fond du casier pour des temps inférieurs à 2 jours,
cela n’a pas d’impact sur la composition du gaz extrait par le puits de dégazage puisque
le méthane produit en fond de casier n’a pas encore migré vers le sommet du casier.
Ensuite, pour des temps supérieurs à deux jours, la Figure 5.8 met en évidence un
ralentissement net de la production de dioxyde de carbone. Ce ralentissement est ac-
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compagné de la production des premiers kilogrammes de méthane. Ceci indique donc
clairement la transition entre la période de biodégradation aérobie et la période de bio-
dégradation anaérobie. Ensuite, après le 4eme jour, les pentes des courbes de production
de méthane et de dioxyde de carbone deviennent plus importantes et sensiblement du
même ordre de grandeur, ce qui indique que l’on produit alors environ la même quantité
de méthane et de dioxyde de carbone. Ceci est caractéristique de ce qui peut être observé
sur les installations de stockage de déchets ménagers.
5.1.5 Température
La Figure 5.7 présente l’évolution de la température du massif à différents temps
et pour différentes altitudes au sein du casier. La température évolue peu pendant la
période d’injection. Au bout de 12 heures, la température est relativement uniforme pour
l’ensemble des altitudes que nous considérons et atteint environ 293,6 K, sauf sur les parois
du domaine ou les conditions sont isothermes. Ensuite, nous pouvons remarquer que la
température augmente jusqu’à environ 295 K pour l’ensemble des altitudes considérées,
mais uniquement pour les profondeurs élevées, c’est à dire pour les zones où l’oxygène
est encore présent. En effet, la biodégradation aérobie étant plus exothermique que la
biodégradation anaérobie, les zones qui montent le plus en température, sont les zones
qui sont restées le plus longtemps en conditions aérobies. Enfin, entre les temps t=3 jours
et t=7 jours, la température évolue peu. L’ensemble du casier est alors en conditions
anaérobies et la faible production de chaleur anaérobie permet seulement de maintenir la
température à des niveaux constants. Nous pouvons néanmoins constater que le déchet
est assez peu conducteur de chaleur puisque les niveaux thermiques ne s’homogénéisent
pas sur les 3 derniers jours de simulation.
5.1.6 Discussion
Le test de réinjection présenté dans cette section permet de mettre en évidence le
caractère couplé de l’ensemble des phénomènes pris en compte dans le code de calcul MA-
TAABIO. En particulier, le couplage des écoulements des phases mobiles, du transport
des constituants ainsi que de l’action des micro-organismes rend le code de calcul parti-
culièrement utile à la prédiction du comportement des alvéoles de stockage. Nous allons
donc utiliser le code de calcul pour comparer différents scénarios de réinjection afin de
dégager des éléments quantitatifs permettant d’orienter les réflexions quant aux stratégies
les plus efficaces.
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5.2 Influence de la conception du procédé de réinjection
L’objectif de cette partie est de comparer les résultats de simulations numériques
obtenues à l’aide de MATAABIO pour plusieurs "designs" des procédés de réinjection
de lixiviats. Nous cherchons en réalité à comparer les principaux procédés de réinjection
actuellement utilisés ou envisagés en France. Les configurations que nous utilisons sont de
plusieurs types. Le premier système que nous étudions est le système d’injection utilisant
un puits vertical crépiné sur deux mètres et placé dans un massif drainant. Ce dispositif
est identique à celui présenté sur la Figure 5.1. Le second système de réinjection que
nous étudions est un système que nous appellerons "chambre d’injection". Il est constitué
d’un drain d’injection horizontal crépiné sur 5 mètres et placé dans un massif drainant
de 2 mètres de hauteur, de 1,8 mètres de largeur et de 5 mètres de profondeur dont la
perméabilité est plus élevée (ici 10−9 m2) que le massif de déchets dans lequel il est placé.
L’intérêt d’un tel dispositif est de pouvoir injecter le lixiviat sous pression pour remplir
complètement ou partiellement la "chambre" avant de la laisser se vidanger sous l’effet
de la gravité. Conceptuellement, ceci présente l’avantage de mieux répartir l’injection
du lixiviat, à la fois spatialement et temporellement. Néanmoins, la mise en place de ce
type d’installation est récente et le retour d’expérience est faible, d’où l’intérêt d’utiliser
MATAABIO comme outil de test de ce type de dispositif. Afin de pouvoir comparer les
résultats de simulation pour les deux dispositifs, le débit d’injection utilisé est le même
et vaut 15 m3/h et l’injection de lixiviat dure 1 heure.
Les résultats de référence sont ceux que nous avons présenté dans le paragraphe 5.1
pour l’injection de lixiviats grâce à un puits vertical. Nous ne présenterons donc ici que les
résultats obtenus pour la "chambre d’injection" puis nous comparerons les comportements
des deux systèmes d’injection.
5.2.1 Résultats pour la chambre d’injection
Les conditions initiales ainsi que les dimensions du volume modèle utilisées pour réa-
liser ces simulations sont identiques à celles présentées dans le paragraphe 5.1. La seule
différence est le dispositif de réinjection de lixiviats utilisé. En effet, le puits d’injection
vertical est remplacé par un drain d’injection horizontal crépiné sur 5 mètres et placé
dans un massif drainant de 2 mètres de hauteur, de 1,8 mètres de largeur et de 5 mètres
de profondeur et de perméabilité 10−9 m2. Les autres paramètres sont identiques à ceux
utilisés dans le paragraphe 5.1. La Figure 5.9 présente une vision simplifiée du volume de
stockage modèle considéré.
Nous ne présentons ici que les résultats en terme de saturation puisque ce sont ceux
pour lesquels les principales différences avec le cas de réinjection présenté dans le para-
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Fig. 5.9 – Volume de stockage modèle. Dispositif de réinjection de type "chambre d’in-
jection"
graphe 5.1 vont apparaître. La Figure 5.10 présente l’évolution des champs de saturation
dans le casier au cours du temps. Tout d’abord il convient de constater qu’à la fin de la
période de réinjection, soit au bout d’une heure, la "chambre d’injection" est entièrement
remplie. Ceci est lié au fait que la perméabilité du massif drainant présent dans la chambre
est plus forte que la perméabilité du déchet environnement, ce qui favorise le remplissage
de la chambre, plutôt que le drainage gravitaire du lixiviat dans le déchet. De plus, le fait
d’utiliser un massif drainant de volume important permet de limiter la montée en pres-
sion au voisinage du dispositif d’injection. En effet, on atteint des pressions d’injection
de l’ordre de 0,75 bars plutôt que 2 bars dans le cas de l’injection avec un puits vertical.
Enfin, nous pouvons remarquer que le "panache" de saturation atteint le fond du casier
après environ 11 heures de simulation.
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Fig. 5.10 – Evolution de la saturation à la suite de l’injection de lixiviats à 15 m3/h via
une "chambre d’injection"
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5.2.2 Comparaison des résultats
Nous comparons ici les résultats obtenus pour les deux designs proposés pour les dis-
positifs d’injection. Tout d’abord, nous nous focalisons sur le rayon d’action du dispositif,
c’est à dire la zone dans le plan horizontal impactée par le dispositif de réinjection. Pour
pouvoir comparer les deux types de dispositifs, le critère que nous allons utiliser est la
surface représentant la zone dont la saturation est supérieure à 50% dans le plan horizon-
tal d’altitude 7 mètres à la fin de la période d’injection (1 heure). Cette surface représente
donc la zone d’impact du dispositif de réinjection au niveau de sa base. La Figure 5.11
présente les résultats obtenus pour chacun des deux dispositifs.
Fig. 5.11 – Surface impactée par les deux dispositifs de réinjection
La Figure 5.11 permet d’avoir une idée des surfaces impactées par la réinjection de
lixiviats avec chacun des deux dispositifs. Dans le cas du puits vertical, cette surface est
évaluée à 8 m2, alors qu’elle vaut environ 11 m2 dans le cas de la "chambre d’injection".
Du point de vue de la répartition spatiale de la teneur en eau autour du dispositif de
réinjection, la chambre est donc plus performante.
Comme dans les deux tests, nous utilisons le même volume de lixiviats et la même durée
d’injection, nous nous attendons à ce que le "panache de saturation" qui se déplace sous
l’effet de la gravité après la période d’injection atteigne le fond du casier plus rapidement
dans le cas de l’injection via le puits vertical que dans le cas de l’injection utilisant la
"chambre d’injection". Ceci est confirmé par les résultats présentés sur la Figure 5.12.
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Fig. 5.12 – Evolution de la saturation en dessous du dispositif d’injection de lixiviat
La Figure 5.12 présente l’évolution de la saturation en deux points situés en dessous de
la zone de réinjection au fond du casier pour le premier et à une profondeur de 13 mètres
pour le second. Ces deux points sont situés à des profondeurs nulles et des largeurs nulles.
Ils se situent donc à la verticale directe de la zone de réinjection que ce soit dans le cas du
puits vertical ou de la "chambre d’injection". La Figure 5.12 met clairement en évidence
que le "panache" de saturation migre plus rapidement vers le fond du casier dans le cas de
l’injection via le puits vertical que dans le cas où l’on utilise une "chambre d’injection".
En revanche les niveaux de saturation obtenus pour une profondeur de 13 mètres sont plus
important dans le cas de l’injection avec le puits vertical que dans le cas de la "chambre
d’injection". De ce fait le temps de contact du déchet avec un niveau de saturation donné
est plus important dans le cas où l’on utilise le puits vertical que dans le cas où l’on utilise
une "chambre d’injection". Ceci est valable pour l’ensemble du volume de déchet situé en
dessous du dispositif d’injection.
Par conséquent le bénéfice obtenu en utilisant une chambre d’injection réside principa-
lement dans le fait que la surface horizontale impactée par le dispositif est plus importante.
Néanmoins, les niveaux de teneur en eaux atteints localement en dessous du dispositif ainsi
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que les temps de contact avec le déchet sont plus faibles dans le cas de la chambre d’in-
jection. Ceci s’explique simplement par le fait qu’à quantité de lixiviat injectée donnée,
si celui-ci est réparti sur une plus grande surface, la saturation sera localement moins
importante. Il est donc relativement difficile de conclure quant à l’efficacité du dispositif,
sans considérer des critères plus globaux.
Sur la Figure 5.13, nous comparons les courbes de production de biogaz pour chacun
des deux dispositifs.
Fig. 5.13 – Production de biogaz pour les deux dispositifs de réinjection
La production de dioxyde de carbone aérobie est clairement plus rapide dans le cas de
l’injection via un puits vertical. Ceci s’explique par le fait que le lixiviat injecté dans la
chambre d’injection envahit d’abord la zone remplie de matériau drainant. Ce matériau
étant inerte, aucune réaction de biodégradation aérobie n’est observée lors des premières
minutes. Une fois que le lixiviat accumulé dans la chambre commence à être drainé par
gravité, la biodégradation aérobie de la matière organique présente dans les OM com-
mence. Ceci explique donc le léger retard observé sur les deux courbes bleues présentées
sur la Figure 5.13. En revanche, la production de méthane est quasiment équivalente pour
les deux dispositifs. Seul un léger retard sur le démarrage de la production de méthane
est observé dans le cas de la chambre d’injection. Néanmoins, celui-ci est rapidement es-
tompé, et il semble qu’après 7 jours, la production de méthane devient plus importante
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dans le cas de la chambre d’injection. Malheureusement, les résultats présentés ici ne nous
permettent pas de confirmer cela puisque les simulations ont été stoppées après 7 jours
de simulation.
Il est donc relativement difficile de porter une conclusion définitive sur l’intérêt des
chambre d’injection en terme de production de biogaz, même si celles-ci ont mis en évi-
dence leur intérêt en terme de surface d’impact du dispositif de réinjection. Des simulations
à plus long terme doivent être menées afin de confirmer les tendances dégagées ici.
5.3 Influence de la stratégie de réinjection
Outre le design du dispositif de réinjection, d’autres paramètres peuvent influencer
l’efficacité du procédé. En particulier, la stratégie de réinjection peut avoir un impact
important sur le comportement des ISD bioréacteurs. En effet, nous avons vu dans cette
thèse que l’un des paramètres qui favorise l’activité des micro-organismes est la teneur
en eau : plus elle est élevée, plus l’activité des micro-organismes est intense. Néanmoins,
pour un volume de lixiviat réinjecté donné, il est possible d’imaginer plusieurs stratégies de
réinjection. Nous en testons ici trois différentes. La première est la stratégie que nous avons
déjà présentée précédemment. Elle consiste à injecter 15 m3 de lixiviats dans le massif en
1 heure. La seconde est également une injection continue, mais elle est répartie sur une
journée et consiste donc à injecter 15 m3 de lixiviats dans le massif en 24 heures. Enfin,
une dernière stratégie de réinjection est testée et consiste à injecter de façon discontinue
le lixiviat dans le massif. Nous utiliserons par exemple une injection répartie sur 3 jours
à hauteur de 5 m3 injectés toutes les 24 heures pendant 1 heure.
5.3.1 Comparaison des résultats
Pour comparer les différentes stratégies de réinjection, nous présentons les résultats
de production de biogaz pour chacune de ces stratégies, et nous les comparons. La Figure
5.14 présente les résultats obtenus lorsque l’on utilise un puits vertical comme dispositif
de réinjection.
La Figure 5.14 indique qu’au bout de 7 jours, la stratégie qui a permis de produire
la plus grande quantité de méthane est l’injection en continu des 15 m3 de lixiviats sur
une journée. En revanche, l’injection en périodes discontinues mais régulières du lixiviat
(injection répartie sur 3 jours) permet de produire moins de méthane que les deux autres
modalités que nous avons testées. Ce n’est pas le cas pour la production de CO2 puisque
l’injection discontinue du lixiviat permet de produire plus de dioxyde de carbone que
les deux autres modalités que nous avons testé. Ceci peut être expliqué par le fait que
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Fig. 5.14 – Production de biogaz pour différentes stratégies de réinjection via un puits
vertical
la biodégradation aérobie est plus lente dans le cas où l’on injecte le lixiviat de façon
discontinue. En effet, sur les trois premiers jours, la teneur en eau globale du massif est
plus faible, ce qui ralentit la production de dioxyde de carbone par rapport au cas où
l’on injecte le lixiviat de façon continue. En revanche, après trois jours, la teneur en eau
globale du système est plus importante et le volume impacté également, ce qui explique
une nette accélération de la production de CO2 liée à la fois à la fin de l’activité aérobie
et au démarrage de l’activité anaérobie.
La Figure 5.15 permet de confirmer cette tendance. En effet, nous pouvons constater
que le taux de production de méthane est bien plus soutenu entre 5 et 7 jours dans le
cas de l’injection répartie sur trois jours que dans le cas de l’injection en continue (sur 1
heure ou sur 3 jours). Ceci s’explique par le fait qu’après la troisième période d’injection,
le retard de production pour cette modalité par rapport aux cas d’injections continues
tend à diminuer, mais, également, qu’au bout de 7 jours, c’est avec cette modalité que l’on
produit le plus de méthane. Pour confirmer cela, il aurait fallu réaliser des simulations à
plus long terme. Malheureusement, l’ensemble des simulations a été réalisé sur 7 jours,
c’est pourquoi de nouvelles séries de tests devront être envisagées.
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Fig. 5.15 – Taux de production de méthane pour différentes stratégies de réinjection via
un puits vertical
Fig. 5.16 – Production de biogaz pour différentes stratégies de réinjection via une
"chambre d’injection"
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Nous avons réalisé les même tests dans le cas de la "chambre d’injection". Les résultats
de production de biogaz sont présentés sur la Figure 5.16. Ceux-ci confirment les résultats
présentés sur la Figure 5.14. Ces résultats permettent en particulier de distinguer un
impact clairement différent de la modalité de réinjection utilisée sur la biodégradation
aérobie et la biodégradation anaérobie. Ils mettent également en évidence le caractère
complexe des couplages entre les transferts dans les ISD bioréacteurs et l’activité des
micro-organismes.
Même si les résultats présentés ici semblent indiquer que l’injection en continu sur
une journée de la totalité du lixiviat disponible semble être la meilleure solution pour
produire la plus grande quantité de méthane au bout de sept jours, cette conclusion doit
être considérée avec prudence et d’autres tests à plus long terme doivent être réalisés pour
confirmer les tendances dégagées dans cette partie.
5.4 Influence du débit de réinjection
Comme nous pouvons le supposer au regard des résultats présentés dans le paragraphe
précédent, le débit de réinjection peut avoir une importance considérable sur le comporte-
ment global des ISD bioréacteurs. C’est pourquoi nous présentons ici l’impact du débit de
réinjection à la fois sur la surface impactée par le dispositif et sur la production de biogaz
dans le cas de l’injection de lixiviat avec un puits vertical. Les simulations sont réalisées
dans les mêmes conditions que celles présentées sur la Figure 5.1 et nous comparons les
résultats obtenus pour des débits d’injection de 10 m3/h, 15 m3/h et 20 m3/h. Ces débits
sont choisis de façon à être réalistes par rapport à la gamme de débits utilisée sur site (5 à
50 m3/h). Pour conserver la quantité de lixiviat injectée, la durée d’injection est adaptée
dans chacun des cas de façon à ce que l’on injecte 15 m3 de lixiviats dans le milieu.
5.4.1 Surface d’impact
La Figure 5.17 présente la surface d’impact du dispositif d’injection pour chacun des
trois débits testés. Cette surface est évaluée à la fin de la période d’injection à la base
du dispositif, c’est à dire dans le plan horizontal de profondeur 7 mètres. Pour un débit
d’injection de 10 m3/h, l’injection est stoppée après 1,5 heures, alors qu’elle est stoppée
après 1 heure pour un débit de 15 m3/h et après 3/4 heure pour un débit de 20 m3/h.
Nous pouvons remarquer sur la Figure 5.17 que la surface horizontale impactée par
le système de réinjection est quasiment identique pour les trois débits utilisés. En effet,
l’écoulement autour du puits vertical est radial et le rayon d’impact peut être estimé à
environ 3,2 mètres. Ceci peut paraître étonnant au premier abord, mais ceci est confirmé
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par les résultats présentés sur la Figure 5.18.
Fig. 5.17 – Comparaison de la surface d’impact du puits vertical pour plusieurs débits
Fig. 5.18 – Comparaison de la distance d’impact du puits vertical pour plusieurs débits
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En effet, la Figure 5.18 présente l’évolution de la saturation dans le plan horizontal
situé à une profondeur de 7 mètres, le long de l’axe dont la coordonnée en terme de largeur
est nulle. Nous pouvons remarquer sur cette Figure que la zone pour laquelle la saturation
est supérieure à 50% est identique pour chacun des débits utilisés. La seule différence
que l’on peut observer est la saturation maximale atteinte dans la maille d’injection qui
augmente très légèrement avec le débit.
De manière générale, ces résultats indiquent que les effets gravitaires restent très dé-
terminants dans la mise en place du panache de saturation en eau, et qu’il faudrait pro-
bablement des débits bien plus élevés pour gommer partiellement cet effet.
Les Figures 5.17 et 5.18 nous permettent donc de conclure que le débit d’injection (dans
la gamme que nous avons explorée) n’a quasiment pas d’impact sur la surface humidifiée
par le système. C’est donc plutôt la quantité de lixiviats réinjecté qui régit la propagation
horizontale du front de saturation que le débit d’injection. Néanmoins, ce résultat doit
être confirmé par les quantités de biogaz produites.
5.4.2 Production de biogaz
Sur la Figure 5.19, nous comparons les quantités de biogaz produites avec chacun des
trois débits.
Fig. 5.19 – Influence du débit d’injection sur la production de biogaz
Les résultats de production de méthane et de dioxyde de carbone pour chacun des trois
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débits de réinjection utilisés sont identiques. Ceci confirme donc les indications fournies
par les résultats présentés sur les Figures 5.17 et 5.18 et le débit d’injection ne semble
pas avoir d’influence sur le comportement du casier. Pour la gamme de débits que nous
avons testée, il semble donc que ce soit la quantité de lixiviat réinjectée qui influence le
comportement du casier.
Néanmoins, ce résultat doit être considéré avec prudence, puisque la gamme de débit
que nous avons testé est relativement restreinte. Par exemple, dans le paragraphe précé-
dent, les résultats présentés pour une injection de 15 m3/jour, soit 0,625 m3/h sont très
différents de ceux présentés sur la Figure 5.19. Comme nous l’avons suggéré plus haut,
ceci peut être expliqué par le fait que, pour de faibles débits, les vitesses de migration
gravitaire du lixiviat sont du même ordre de grandeur que les vitesses engendrées par le
dispositif d’injection. En d’autres termes, lorsque l’on injecte le lixiviat à 0,625 m3/h (cf.
Figure 5.14), à la fin de l’injection (après une journée), une grande partie du lixiviat a
atteint le fond du casier, alors que dans les cas où l’on injecte le lixiviat à 10 m3/h, 15
m3/h ou 20 m3/h, à la fin de la période d’injection (après une heure) la majorité du lixi-
viat réinjecté est concentrée au voisinage du dispositif d’injection. L’injection à très faible
débit, mais sur de plus longues périodes permet donc de répartir la migration gravitaire
du lixiviat sur des périodes également plus longues.
5.5 Influence de la perméabilité du déchet
Nous tenons à mettre en évidence ici que les propriétés du déchet ont un impact non
négligeable sur le comportement des ISD. Nous présentons donc ici les résultats d’un test
de réinjection similaire à celui présenté dans le paragraphe 5.1, mais en utilisant un déchet
dont la perméabilité verticale est inférieure d’un facteur 3 par rapport à la perméabilité
dans le plan horizontal. Cela permet de prendre en compte l’anisotropie du déchet liée
à la façon dont il a été placé sur site (cf. Beaven and Powrie (1995)). Nous considérons
donc un déchet dont la perméabilité verticale vaut 1/3 10−11 m2 et dont les perméabilités
dans les autres directions valent 10−11 m2. Les autres paramètres sont identiques à ceux
utilisés dans le paragraphe 5.1.
La Figure 5.20 présente les résultats de production de biogaz pour le test d’injection
que nous venons de présenter.
Nous pouvons remarquer que la production de biogaz est nettement moins importante
(divisée d’un facteur 10 environ) dans le cas où la perméabilité verticale est divisée par 3.
Ceci s’explique par le fait que la perméabilité verticale est plus faible et que le gaz produit
en fond de casier migre moins facilement vers la zone d’extraction. Il semble donc que
ce soit la diminution de perméabilité qui modifie le comportement du casier plutôt que
Damien CHENU - Thèse - 2007
IMFT - INPT
228 CHAPITRE 5. RÉSULTATS ET DISCUSSION
Fig. 5.20 – Influence de la perméabilité du déchet sur la production de biogaz
le caractère anisotrope des propriétés. En réalité, c’est l’ensemble du fonctionnement du
casier qui est modifié par la modification des propriétés de perméabilité du déchet. Ceci
met donc en évidence l’intérêt de déterminer avec précision les propriétés du matériau
afin d’obtenir des simulations numériques précises et d’utiliser les résultats de simulation
comme élément prédictif.
5.6 Conclusion et discussion
Les résultats que nous avons présentés dans ce chapitre permettent d’appréhender la
complexité des phénomènes qui entrent en jeu dans la simulation des ISD bioréacteurs.
Ils ont en particulier mis en évidence le caractère couplé de l’ensemble des phénomènes
de transport de masse et de chaleur, de mouvement des phases mobiles et de biodégrada-
tion. Le comportement des ISD bioréacteurs est de ce fait relativement difficile à prévoir
simplement sans utiliser un outil de simulation. En effet, les variations spatiales et tempo-
relles de l’ensemble des variables du système sont intimement liées et la modification du
comportement de l’une d’entre elles peut avoir un impact non négligeable sur l’ensemble
du système.
Dans ce chapitre, nous nous sommes en particulier focalisés sur l’impact de la réin-
jection de lixiviat sur le comportement global d’un casier modèle de type bioréacteur.
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Nous nous sommes en particulier intéressés à l’impact de la conception du procédé de
réinjection, puis à la stratégie de réinjection et enfin à l’impact du débit de réinjection.
Les résultats présentés mettent en évidence que, dans le cas où l’on utilise un puits de
réinjection vertical, le débit n’a que peu d’impact sur la surface humidifiée par le dispositif
et sur la production de biogaz au niveau du système de dégazage. Ceci est valable pour
des débits d’injection compris entre 10 m3/h et 20 m3/h. Dans ce cas, c’est la quantité
de lixiviats réinjectée qui a une influence sur le comportement du casier. En revanche,
pour des débits beaucoup plus faibles, il convient de noter que le comportement du casier
peut être influencé par le débit, car la durée de la période de réinjection devient plus
importante et le drainage gravitaire du lixiviat réinjecté devient le moteur principal du
mouvement du lixiviat.
Ce type d’injection très lente, mais continue, du lixiviat a été identifiée comme l’une des
stratégies possibles de réinjection. Cette stratégie a été comparée à deux autres modalités
de réinjection. La première consiste à injecter la même quantité de lixiviat, en continu,
mais sur une période d’une heure, et la seconde consiste à réinjecter de façon discontinue
pendant 1 heure tous les jours pendant trois jours. Ces trois stratégies ont été testées à la
fois pour un dispositif de réinjection de type puits vertical et pour un dispositif de type
"chambre d’injection". Les résultats pour ces deux types de dispositifs sont comparables.
Sur les 7 jours de simulation, pour chacun des dispositifs, c’est la réinjection en continu
sur une journée de la totalité du lixiviat qui est la plus efficace du point de vue de la
production de méthane. Néanmoins, des calculs à plus long terme doivent être entrepris
afin de confirmer ces résultats. En effet, les résultats obtenus pour le cas où l’on réinjecte le
lixiviat de façon discontinue montrent qu’après sept jours de simulation, c’est la réinjection
en discontinu du lixiviat qui donne le meilleur taux de production de méthane. Il est
donc nécessaire d’envisager des calculs sur de plus longues périodes et prenant en compte
plusieurs cycles de réinjection afin de valider les éléments obtenus grâce aux simulations
sur 7 jours. Néanmoins, le résultat obtenu pour les simulation en 3D du volume modèle
pour une injection en continu sur une journée sont en accord avec les préconisations
intuitives présentées dans le Chapitre 4. En effet, ce type d’injection ne se fait pas sous
pression, mais est entièrement géré par la gravité, ce qui semble permettre d’obtenir les
écoulements les plus lents possibles et donc d’obtenir les temps de contact les plus élevés
entre le lixiviat et le déchet.
Enfin, dans ce chapitre, nous avons comparé le comportement du casier modèle après
l’injection de lixiviat via un puits vertical et via un dispositif que nous avons appelé
"chambre d’injection". Les résultats de simulations réalisées sur 7 jours mettent en évi-
dence que, durant ces 7 premiers jours, l’injection grâce au puits vertical est plus efficace
en terme de production de CO2. Elle permet en particulier une consommation aérobie plus
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rapide de l’oxygène présent initialement. Néanmoins, les résultats en terme de production
de méthane, sont relativement proches, même si les simulations d’injection via le puits
vertical mettent en évidence une légère avance de production par rapport aux résultats
obtenus avec une "chambre d’injection". L’utilisation d’une chambre d’injection permet
d’humidifier une surface horizontale plus importante. Cette surface étant plus importante,
à quantité de lixiviat injecté donnée, le drainage gravitaire du lixiviat met en jeu un vo-
lume de déchet plus important. Par conséquent, il convient de noter que les simulations
sur 7 jours ne sont pas suffisantes pour conclure. Tout comme nous avons pu le mention-
ner précédemment en ce qui concerne la stratégie de réinjection, des simulations à long
terme doivent être entreprises afin de confirmer les informations données par les résultats
fournis dans ce chapitre.
L’ensemble des éléments que nous avons présenté dans ce chapitre met en évidence
l’intérêt de la simulation numérique comme élément prédictif ou comme un outil de va-
lidation. Néanmoins, ces résultats indiquent également que l’utilisation de la simulation
numérique des ISD bioréacteurs comme outil de prédiction nécessite de comprendre en
détails les différents phénomènes mis en cause dans le fonctionnement des ISD et de
déterminer avec précision les propriétés du milieu considéré.
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Conclusion et perspectives
Le développement du code de calcul MATAABIO a permis de mettre en évidence que
le choix des stratégies de recirculation de lixiviats et du design du dispositif de réinjection
de lixiviats dans les ISD bioréacteurs est un enjeu primordial dans l’optimisation des
procédés innovants mis en place sur les installations de stockage.
Le code de calcul MATAABIO a été développé sur la base d’un modèle conceptuel
et mathématique novateur. Le modèle intègre la description du mouvement des phases
liquide et gaz, mais également la description de deux phases statiques que sont le biofilm
et le substrat solide formé par les OM. Le modèle permet également de décrire le transport
réactif multiconstituant des espèces chimiques présentes dans les ISD (CO2, CH4, H2O,
N2, O2), ainsi que le transport réactif de chaleur. Le modèle macroscopique décrivant les
transferts réactifs a été développé via un processus de changement d’échelle. Une attention
particulière a été portée à l’évaluation des paramètres macroscopiques utiles au code de
calcul. L’évaluation expérimentale des cinétiques de biodégradation et des paramètres de
perméabilité et de pression capillaire a été présentée et a permis d’alimenter le code de
calcul avec des données réalistes. Enfin, le caractère double milieu du substrat solide que
représente le déchet a été intégré de façon à développer un modèle réaliste. La calibration
de ce modèle devra néanmoins faire l’objet d’une attention particulière dans les travaux
futurs.
Le code de calcul MATAABIO est basé sur une résolution complètement implicite
du système d’équations aux dérivées partielles. Seuls les termes d’échange et les termes
réactifs sont traités explicitement. A l’aide des résultats 1D obtenus avec le code de cal-
cul, nous avons pu définir une stratégie de recirculation intuitive basée sur des régimes
d’écoulements gravitaires. Le régime gravitaire a pour avantage de transporter lentement
une quantité de liquide suffisante pour activer les processus de biodégradation anaérobie.
Ce type de régime permet d’obtenir un temps de contact maximal entre la phase liquide
qui s’écoule dans le milieu et les micro-organismes.
Sur la base de cet élément intuitif, deux procédés de réinjection ont été testés. Une
attention particulière a été prêtée au design du procédé. Les résultats des simulations
numériques ont pu mettre en évidence l’intérêt des dispositifs de type "chambre d’injec-
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tion" en ce qui concerne le rayon d’action du dispositif. Néanmoins, aucune conclusion
définitive concernant la production de biogaz n’a pu être développée. Pour ce faire, des si-
mulations à plus long terme doivent être envisagées. Cependant, dans le cas des "chambres
d’injection", il est possible de supposer que le régime d’écoulement gravitaire qui suit na-
turellement la période de réinjection intervient sur un volume plus important et permet
ainsi de produire plus de biogaz. Dans le cas des tests d’injection via un drain vertical, le
débit d’injection a finalement peu d’influence sur l’efficacité du dispositif, l’essentiel étant
d’injecter une quantité donnée de lixiviat.
Enfin, nous avons testé la stratégie de réinjection, c’est-à-dire que, pour un volume
donné de lixiviats réinjecté, nous avons comparé la stratégie visant à injecter de façon
continue le lixiviat soit pendant une heure, soit pendant une journée ou de façon répartie
sur trois jours pendant une heure. Que l’on utilise une "chambre d’injection" ou un dis-
positif de réinjection vertical, il semble intéressant de réinjecter le lixiviat en continu sur
de longues périodes mais avec de faibles débits. Ceci permet en particulier d’obtenir une
production accrue de méthane. L’injection discontinue de lixiviat ne semble pas favoriser
la production de méthane, mais des simulations à plus long terme doivent être envisagées
pour confirmer cette tendance.
Les tests que nous avons menés quant à l’influence de la perméabilité du déchet mettent
en évidence l’impact fort des propriétés du milieu sur les résultats de simulation. Or il
existe une forte disparité des mesures de ces propriétés du fait, d’une part, de l’hété-
rogénéité locale du matériau que nous considérons et, d’autre part, de la diversité de
composition de ce matériau suivant la région où il est collecté.
C’est pourquoi, l’amélioration de l’outil de simulation passe en priorité par une meilleure
connaissance des propriétés physiques du matériau. Il serait intéressant en particulier
d’imaginer des procédures de test systématiques permettant de déterminer les perméabi-
lités intrinsèques et relatives ainsi que les courbes de pression capillaire du milieu étudié.
L’ensemble des mesures présentées dans le document devront également être éprouvées
en comparant les résultats de simulation qu’elles ont pu fournir avec des cas réels. En
effet, à la fois les expériences qui ont permis de déterminer le modèle de biodégradation et
celles qui ont permis de déterminer les propriétés de perméabilité et de pression capillaire
du déchet se sont déroulées en laboratoire. Or, l’une des difficultés liées à l’étude des
OM réside dans le fait que les échantillons de déchet étudiés en laboratoire sont souvent
de taille caractéristique réduite (tri ou broyage) et n’ont donc pas forcément le même
comportement en laboratoire et dans les alvéoles de stockage réelles.
D’autres éléments de réflexion concernant l’optimisation du code de calcul pourront
être envisagés. En effet, les méthodes numériques utilisées dans MATAABIO ont l’avan-
tage d’être robustes, mais peuvent certainement être améliorées, notamment pour per-
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mettre d’obtenir des temps de calculs plus faibles. Il serait intéressant en particulier
d’implémenter une méthode IMPSAT afin de conserver la stabilité du code de calcul tout
en diminuant les temps de calcul. D’autres méthodes numériques plus complexes pourront
également être testées et comparées à la version initiale du code de calcul.
Enfin, la compréhension détaillée des phénomènes mis en jeu dans les processus de
biodégradation de la matière organique présente dans les OM nécessite encore des efforts
soutenus. La description détaillée des phénomènes liés au développement de biofilms à la
surface des éléments solides composants les OM manque en particulier à la compréhension
des phénomènes de biodégradation. Il en est de même en ce qui concerne la répartition
de l’eau au sein des différents constituants composant le déchet. Des travaux théoriques
et expérimentaux d’envergure sont à initier afin d’aboutir à une compréhension détaillée
de l’ensemble des phénomènes complexes et couplés responsables de l’évolution des ISD.
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Annexe A
Tri MODECOM
L’objectif du tri MODECOM (Ademe, 1997) réalisé en mars 2005 sur un site opéré
par Onyx en Normandie est d’obtenir environ 20 kg de déchets fermentescibles broyés
sous une maille de 10 cm et 20 kg de déchet de type papier/carton broyés sous une maille
de 10 cm. Ces deux échantillons sont ensuite utilisés à l’INSA de Toulouse pour réaliser
les expériences décrite dans le Chapitre 3.
Échantillonnage L’objectif de cette étape est d’obtenir un échantillon de déchet frais
représentatif du déchet moyen entrant sur le site considéré. Dans notre cas nous souhaitons
caractériser le déchet brut. La méthodologie MODECOM pour obtenir un échantillon
représentatif consiste à choisir une benne entrante au hazard, puis à répartir le contenu
de la benne dans des poubelles de 50 kg chacune. L’échantillon d’étude sera constitué de
10 de ces poubelles tirées au hasard parmi l’ensemble de celles remplies lors de l’opération
précédente. On obtient donc un échantillon de 500 kg de déchet représentatif du déchet
entrant.
En réalité une analyse rapide du déchet entrant nous a permis de conclure que 15
poubelles ne suffiraient pas à recueillir un échantillon de 500 kg de déchets. C’est pourquoi
pour obtenir un échantillon de 500 kg de déchets prélevé de façon aléatoire, nous avons
utilisé la griffe mécanique présente au dessus de la fosse de stockage du site. A l’aide
de cette griffe, nous avons mélangé le déchet reçu le matin même dans la fosse (cf. FIG.
A.1). Une fois plusieurs "lâchés" de griffe effectués pour mélanger le déchet, le godet de
la chargeuse est placé sous la griffe, et la griffe vient "saupoudrer" le godet. La chargeuse
a préalablement été pesée à vide. Elle est de nouveau pesée une fois le godet rempli.
Nous arrêtons le chargement après le deuxième "saupoudrage" une fois que la char-
geuse a été remplie de 511 kg de déchet brut.
Damien CHENU - Thèse - 2007
IMFT - INPT
258 ANNEXE A. TRI MODECOM
Fig. A.1 – Sélection de l’échantillon de déchets à trier
Tri L’objectif de cette étape est de trier le déchet de façon à en connaître précisément la
composition. Deux critères de tri sont retenus. Tout d’abord un critère granulométrique
(taille caractéristique des déchets), et ensuite un critère compositionnel pour chacune des
granulométries retenues. En ce qui concerne la granulométrie, les différentes catégories
sont les suivantes :
Tab. A.1 – Différentes catégories granulométriques d’un tri MODECOM
Nom Gros Moyen Gros Moyen Petits Fines
Diamètre  > 100 mm 100 mm >  > 50 mm 50 mm >  > 20 mm 20 mm > 
En ce qui concerne la composition, 15 catégories sont considérées :
Tab. A.2 – Différentes catégories compositionnelles d’un tri MODECOM
Catégorie Constituants
Fermentescible Déchets alimentaires
Déchets de jardin
Papiers Emballages (sacs et papiers d’emballage)
Journaux/Brochures (journaux, pubs, etc...)
Magazines et publicités sur papier glacé
Autres papiers
Cartons Emballages et autres cartons
Composites Emballages composés de divers matériaux
Autres composites
Textiles Emballages type filets de fruits et légumes
Autres textiles
Textiles sanitaires Emballages
Autres textiles : couches, serviettes hygiéniques,
cotons, mouchoirs, etc...
Plastiques Tous types de plastiques
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Catégorie Constituants
Combustible non classés Emballages en bois
Cuir, caoutchouc, etc...
Verres Tous types de verres
Métaux Emballages en aluminium et autres métaux
Tous types de métaux
Incombustibles non classés Gravats et autres matériaux minéraux
Déchets spéciaux Piles, aérosols, emballages souillés de solvants,
peinture, médicaments, huiles automobiles
Pertes Principalement pertes en eau lors du tri
Fines petites < 8 mm Composants de diamètres inférieurs à 8 mm
8 mm< Fines grosses< 20 mm Composants de diamètre compris entre 8 et 20 mm
Résultats du tri Les résultats du tri sont présentés ci-dessous. Ici, nous ne présentons
que le résultat final. Sur les 511 kg de déchets échantillonnés, après la journée de tri nous
en avons criblé 318 kg et trié 274 kg. Le résultat de cette campagne est présenté ci-dessous.
Nous obtenons une répartition granulométrique globale, une répartition compositionnelle
globale, et enfin une répartition compositionnelle pour chaque granulométrie.
a) Répartition granulométrique
Fig. A.2 – Répartition granulométrique issue du tri (en %)
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b) Répartition compositionnelle
Fig. A.3 – Répartition des catégories compositionnelles (en %)
c) Fiche récapitulative du MODECOM
Fig. A.4 – Fiche détaillée donnant le résultat complet du MODECOM
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Lors de ce MODECOM, nous avons pu constater que la fraction fermentescible est
moins importante que celle que l’on obtient habituellement sur le même type d’opération.
Ceci peut s’expliquer par le fait que ce MODECOM a été réalisé en période hivernale, ce
qui ne favorise pas la présence de matière fermentescible dans les ordures ménagères.
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Annexe B
Paramètres utilisés dans le modèle de
biodégradation
Nous présentons dans le Tableau B.1 l’ensemble des valeurs des paramètres que nous
utilisons dans le modèle de biodégradation. Nous ne détaillons pas ici la provenance de
chaque valeur. Pour cela, le lecteur pourra se référer à Pommier and Lefebvre (2006b).
Tab. B.1 – Valeurs des paramètres utilisées dans le modèle de biodégradation
Paramètre Signification Unité Valeur utilisée
b Vitesse spécifique de décès de la po-
pulation aérobie
j−1 0,2
YCO2/SR Stœchiométrie de conversion de SR
en CO2 (aérobie)
g/gCOD 1,375
YCO2/XSB Stœchiométrie de conversion de XSB
en CO2
(dégradation lente aérobie)
g/gCOD 1,375
YCO2/XV SB Stœchiométrie de conversion de
XV SB en CO2
(dégradation lente aérobie)
g/gCOD 1,375
Y RBCO2/CH4 gCO2 produit par g de méthane (en
DCO) pour la fraction RB
g/gCOD 0,6875
Y SBCO2/CH4 gCO2 produit par g de méthane (en
DCO) pour la fraction SB
g/gCOD 0,6875
Y V SBCO2/CH4 gCO2 produit par g de méthane (en
DCO) pour la fraction VSB
g/gCOD 0,6875
Y SRCO2/CH4 gCO2 produit par g de méthane (en
DCO) pour le substrat liquide SR
g/gCOD 0,6875
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Paramètre Signification Unité Valeur utilisée
Y aCO2/CH4 gCO2 produit par g de méthane (en
DCO) pour les micro-organismes a
g/gCOD 0,6875
Y mCO2/CH4 gCO2 produit par g de méthane (en
DCO) pour les micro-organismes m
g/gCOD 0,6875
Yω/SR Stœchiométrie de production d’eau
à partir de SR (aérobie)
g/gCOD 0,47
Yω/XSB Stœchiométrie de production d’eau
à partir de XSB
(dégradation lente aérobie)
g/gCOD 0,47
Yω/XV SB Stœchiométrie de production d’eau
à partir de XV SB
(dégradation lente aérobie)
g/gCOD 0,47
fI,aero Proportion de biomasse aérobie non
biodégradable
- 0,2
fI,anaero Proportion de biomasse anaérobie
non biodégradable
- 0,2
kH,R Vitesse spécifique d’hydrolyse aéro-
bie de la fraction rapidement biodé-
gradable
j−1 0,12
kH,S Vitesse spécifique d’hydrolyse aéro-
bie de la fraction lentement biodé-
gradable
j−1 0,035
kH,V S Vitesse spécifique d’hydrolyse aéro-
bie de la fraction très lentement bio-
dégradable
j−1 0,0001
kHan,V SB Vitesse spécifique d’hydrolyse anaé-
robie de la fraction très lentement
biodégradable
j−1 0,0001
kHan,Xm Vitesse spécifique d’hydrolyse aéro-
bie de la population anaérobie
j−1 0,0001
KSR Constante d’affinité de la population
aérobie pour le substrat soluble SR
gCOD/gIDM 0,015
Km,SR Constante d’affinité de la population
anaérobie pour le substrat soluble
SR
gCOD/gIDM 0,0002
KO2 Constante d’affinité de la population
aérobie pour l’oxygène
mbar 20
KI,O2 Constante d’inhibition par l’oxygène
de la population anaérobie
mbar 0,001
KI,XRB Constante d’inhibition par excès de
substances organiques rapidement
biodégradable (anaérobie)
g/g 0,003
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Paramètre Signification Unité Valeur utilisée
pO2,max Pression maximale en oxygène pour
une activité anaérobie optimale
mbar 50
q0 Etat physiologique initial de la po-
pulation anaérobie
- 0,001
T aopt Température d’activité aérobie opti-
male
˚C 55
T mopt Température d’activité anaérobie
optimale
˚C 55
Xa0 Population aérobie initiale gCOD/gIDM 0,02
Xm0 Population anaérobie initiale gCOD/gIDM 0,0005
Ya Rendement en biomasse de la crois-
sance aérobie
gCOD/gCOD
biodégradable
0,66
Ym Rendement en biomasse de la crois-
sance anaérobie
gCOD/gCOD
biodégradable
0,05
ν Taux spécifique d’adaptation de la
population anaérobie
j−1 1
µamax Taux spécifique de croissance de la
population aérobie
j−1 0,95
µmmax Taux spécifique de croissance de la
population anaérobie (quel que soit
le substrat)
j−1 0,09
θa,Rmin Teneur en eau minimale pour une
activité aérobie sur substrat rapide-
ment biodégradable
gH 2O/gMS 4%
θa,SBmin Teneur en eau minimale pour une ac-
tivité aérobie sur substrat lentement
biodégradable
gH 2O/gMS 11%
θa,V SBmin Teneur en eau minimale pour une ac-
tivité aérobie sur substrat très lente-
ment biodégradable
gH 2O/gMS 11%
θa,amin Teneur en eau minimale pour une ac-
tivité aérobie sur la biomasse aérobie
(lyse)
gH 2O/gMS 4%
θm,Rmin Teneur en eau minimale pour une ac-
tivité anaérobie sur substrat rapide-
ment biodégradable
gH 2O/gMS 53%
θm,SBmin Teneur en eau minimale pour une
activité anaérobie sur substrat len-
tement biodégradable
gH 2O/gMS 53 %
θm,V SBmin Teneur en eau minimale pour une ac-
tivité anaérobie sur substrat très len-
tement biodégradable
gH 2O/gMS 53 %
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Paramètre Signification Unité Valeur utilisée
θm,amin Teneur en eau minimale pour une ac-
tivité anaérobie sur la biomasse aé-
robie
gH 2O/gMS 53 %
θm,mmin Teneur en eau minimale pour une
activité anaérobie sur la biomasse
anaérobie
gH 2O/gMS 53 %
θRR Capacité de rétention de la fraction
rapidement biodégradable
gH 2O/gMS 257%
θSBR Capacité de rétention de la fraction
lentement biodégradable
gH 2O/gMS 194%
θV SBR Capacité de rétention de la fraction
très lentement biodégradable
gH 2O/gMS 194%
θaR Capacité de rétention de la biomasse
anaérobie
gH 2O/gMS 194%
ξRB,lim Concentration limite en substance
organique rapidement biodégradable
(inhibition des processus anaérobies
au-delà)
g/g 0,15
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Annexe C
Théorie de Buckley-Leverett
On présente ci-dessous la théorie de Buckley-Leverett. Cette théorie permet, sous
certaines hypothèses, de résoudre analytiquement un système d’équations hyperbolique
non-linéaire en une dimension. On prendra soin de bien mettre en évidence l’existence
d’une vitesse admissible d’injection en-deçà de laquelle le développement classique dit de
Buckley-Leverett ne s’applique pas.
Introduction On rappelle les équations de base pour le cas eau (λ) et air (γ), sans
pression capillaire, et dans le cas monodimensionnel :

∂Sγ
∂t
+
∂Vγ
∂z
= 0 (C.1)

∂Sλ
∂t
+
∂Vλ
∂z
= 0 (C.2)
Les vitesses de Darcy pour les deux phases mobiles s’expriment de la façon suivante :
Vγ = −Kkrγ
µγ
(
∂Pγ
∂z
− ργgz) (C.3)
Vλ = −Kkrλ
µλ
(
∂Pλ
∂z
− ρλgz) (C.4)
avec la contrainte
Sγ + Sλ = 1 (C.5)
On définit les flux fractionnaires par
V = Vγ + Vλ (C.6)
fγ =
Vγ
V
; fλ =
Vλ
V
(C.7)
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En sommant les deux lois de Darcy, et en supposant que la pression capillaire est nulle
(ie Pλ = Pγ), on peut écrire :
V = −Kkrγ
µγ
(
∂Pγ
∂z
− ργgz)−Kkrλ
µλ
(
∂Pγ
∂z
− ρλgz) (C.8)
d’où on extrait :
(
∂Pγ
∂z
− ργgz) = −V +Klλgz(ργ − ρλ)
K(lγ + lλ)
(C.9)
ce qui permet d’écrire
fγ =
lγ
lγ + lλ
(
1 +
Klλgz(ργ − ρλ)
V
)
(C.10)
où les mobilités lγ et lλ sont définies par
lγ =
krγ
µγ
; λλ =
krλ
µλ
(C.11)
L’équation pour la saturation Sγ s’écrit :
φ
∂Sγ
∂t
+ V
∂fγ
∂z
= 0 (C.12)
qui peut se mettre sous la forme canonique :
∂Sγ
∂t
+
V
φ
dfγ
dSγ
∂Sγ
∂z
= 0 (C.13)
De même, pour la phase liquide l’équation de transport peut se mettre sous la forme
canonique suivante :
∂Sλ
∂t
+
V
φ
dfλ
dSλ
∂Sλ
∂z
= 0 (C.14)
Limites du problèmes de Buckley-Leverett : vitesse admissible Le cas le plus
simple du test de Buckley-Leverett consiste à injecter un fluide dans un milieu poreux
complètement saturé par un autre fluide. Si cette injection est monodimentionnelle et
positionnée en z=0, les conditions initiales du problème s’expriment de la façon suivante :
∀z, fγ = 0 (C.15)
fλ = 1, pourz = 0 (C.16)
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Or fγ s’exprime sous forme d’un produit de deux quantités :
fγ =
lγ
lγ + lλ
(
1 +
Klλgz(ργ − ρλ)
V
)
(C.17)
Pour respecter, les conditions initiales sur la phase gazeuse, on peut donc avoir deux
cas de figure :
– on annule la mobilité du gaz :
lγ = 0 (C.18)
– on annule le second terme du produit :
1 +
Klλgz(ργ − ρλ)
V
= 0 (C.19)
Dans le premier cas, la solution est obtenue en annulant la perméabilité relative au
gaz (ce qui équivaut prendre une saturation de 1 en liquide dans le cas où l’on considère
une perméabilité relative au gaz de la forme krγ = (1 − Sλ)nγ ). En revanche, dans le
deuxième cas, on obtient une relation entre la perméabilité relative au liquide et la vitesse
d’injection du liquide :
krλ =
V µλ
Kgz(ρλ − ργ) (C.20)
La résolution de cette dernière équation nous donne accès à la valeur de la vitesse
limite qui définit la transition entre les deux régimes de Buckley-Leverett.
La démarche pour résoudre complètement ce type de test sera donc la suivante :
– détermination de la saturation au front SλF par la théorie de Buckley-Leverett.
– détermination de la saturation solution de l’équation C.20
– si cette dernière saturation est inférieure à SλF , alors, la vitesse du front est :
VF =
V
φ
fλ(SλF )
SλF
(C.21)
La saturation au front, SλF , est donnée par la solution de l’équation :
dfλ
dSλ
∣∣∣∣
SλF
=
fλ(SλF )
SλF
(C.22)
– si cette dernière saturation est supérieure à SλF , alors la saturation au front est
donnée par la solution de l’équation :
krλ(Sλ) =
V µλ
Kgz(ρλ − ργ) (C.23)
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La vitesse du front est donnée par la relation :
VF =
V
φSλF
(C.24)
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Modélisation des transferts réactifs de masse et de chaleur dans les
installations de stockage de déchets ménagers : application aux installations
de type bioréacteur
Aujourd’hui, les Installations de Stockage de Déchets (I.S.D.) restent l’une des filières
de traitement des déchets ménagers les plus répandues. Dans les I.S.D., les déchets sont
stabilisés grâce à l’activité de biodégradation des micro-organismes présents dans ces
déchets. L’analyse et la modélisation des phénomènes intervenant dans le fonctionnement
des I.S.D. sont indispensables pour améliorer leur fonctionnement et leurs performances.
Les travaux présentés dans cette thèse consistent, dans une première partie, au déve-
loppement d’un modèle conceptuel, puis d’un modèle mathématique à l’échelle de Darcy
obtenu par changement d’échelle. L’évaluation des propriétés physico-chimiques effectives
du milieu est présentée dans une deuxième partie. Une attention particulière est portée à
la détermination des termes réactifs et des paramètres régissant les écoulements.
Sur la base du modèle mathématique obtenu, un code de calcul 3D (MATAABIO)
est développé. Celui-ci permet de décrire les transferts couplés diphasiques de masse et
de chaleur et intègre un modèle de " double porosité ". Il est utilisé afin de simuler le
comportement d’un casier modèle de type bioréacteur.
Mots clés :
Biodégradation - Bioréacteur - Biogaz - I.S.D. - Transfert de masse et de chaleur -
Diphasique - Milieu poreux - Changement d’échelle - Double milieu - Recirculation de
lixiviats - Simulation numérique
Modelling reactive heat and mass transport within landfills : application to
bioreactor landfill
Today, landfilling remains one of the most common technique to treat domestic waste.
In landfills, wastes are stabilized thanks to the activity of the micro-organisms present in
the waste. The analysis and the modelling of the phenomena involved in lanfill operation
are essential to their performances.
In the first part of this thesis, the development of a conceptual model and then of a
Darcy scale mathematical model obtained by up-scaling, are presented. The evaluation of
the effective physicochemical properties of the medium is presented in a second time. A
detailed attention is devoted to the determination of the reactive terms and the parameters
governing the flow.
On the basis of this mathematical model, a 3D numerical model (MATAABIO) is
developed. It enables to describe the two-phase coupled transfer of mass and heat and it
integrates a "dual porosity" model.It is then used to simulate the behaviour of a model
rack of bioreactor type.
Key words :
Biodegradation - Bioreactor - Biogas - Landfill - Heat and mass transport - two-
phase - Porous Medium - Up-scaling - Dual porosity - Leachate Recirculation - Numerical
simulation
