This paper aims at shedding some light on the sources of regional inflation in Poland. More specifically, it investigates the role of external, national and idiosyncratic shocks. In a two-step procedure, we estimate orthogonal components corresponding to each of these shocks, while performing variance decomposition to assess their relative importance in explaining inflation in individual regions. In the course of the paper we develop two ad hoc hypotheses. First, that regional inflation rates are largely driven by national shocks, while the impact of external shocks is smaller.
Introduction
The case for understanding cross-regional inflation patterns is important for several reasons.
First, it provides monetary policymakers with important knowledge on background mechanisms driving aggregate inflation. Second, as Yilmazkuday (2013) points out, if differences in inflation across regions are persistent, output growth in relatively low-inflation regions can be suppressed due to a higher real interest rate in the presence of common monetary policy. Consequently, inflationary pressure can keep falling in low inflation regions and rising in high-inflation regions due to this feedback loop. Regional inflation divergence can thus be a self-reinforcing mechanism with an impact on regional development processes that policymakers might be interested in monitoring and shaping. Finally, if inflation differentials are due to discrepancies in price stickiness, then regions with stickier prices bear a disproportionally large share of the adjustment after a monetary shock. Benigno (2004) suggests that central banks should overweigh regions with higher nominal rigidity and underweigh more flexible regions to avoid excessive total welfare loss.
There are basically two reasons why inflation can differ across regions within a country; both of these are related to region-specific structural features. First, local labour market conditions and business sector peculiarities can uniquely influence regional inflationary pressure. 2 Second, regions can respond asymmetrically to global and national shocks. Economic structures, geographical location and trade patterns can make regional inflation more or less responsive to global commodity price developments, the economic environment in neighbouring countries or in the country of origin. Consequently, the regional inflation rate is a product of various global, national and local shocks with associated unique weights on each of them. We believe that it is particularly important to be aware of how regional inflation is influenced by a mixture of global, national and idiosyncratic shocks. For a country like Poland, a non-EMU EU member state, it is important in addition to be able to understand how this composition might change with possible future EMU accession. This paper aims to shed some light on sources of regional inflation in Poland. More specifically, it investigates the role of external, national and idiosyncratic shocks in driving inflation across Polish regions. To the best of our knowledge this is the first attempt to investigate sources of regional inflation in a CEE country.
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Our empirical strategy generally follows Forni and Reichlin (2001) , Stock and Watson (2002) and Beck et al. (2009) . In a two-step procedure, we estimate orthogonal principal components corresponding to the three sets of shocks. Variance decomposition is then performed to assess the relative importance of the shocks in explaining inflation in individual regions. A similar approach is also adopted by Krusper (2012) , who analyses sources of Hungarian (aggregate) inflation.
Literature review on regional inflation
Our research problem fits in the larger discussion on "global inflation", i.e. the hypothesis that a tendency of global dynamics has gradually started to dominate inflation movements within Hałka and Szafrański (2015) all employ some kind of a factor model and reach similar conclusions in this respect. However, the strong dependency of country inflation rates on global factors is by no means a unanimous conclusion. Monacelli and Sala (2009) investigate dynamics of inflation indices disaggregated by sectors in United States, Germany, France and the United Kingdom to find the common international factor explaining between 15% and 30% of the variance of consumer prices. While they claim that this range is the lower bound for the contribution of international factors to inflation dynamics, it is still substantially less than in Mumtaz and Surico's (2012) paper.
The body of previous research on within-country regional inflation, while emerging, is still modest. What is understandable is that the problem has mostly been given attention in countries that are spatially heterogeneous with respect to their economic structures, being that this is what makes them relatively prone to diversified inflation patterns. For instance, Alberola and Marques (1999) investigate regional inflation in Spain between 1962 and 1993.
They find the differences to be rather small but persistent in nature.
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Moreover, a strong common (national) dynamics is revealed to be a factor driving regional series. These findings are generally confirmed in a recent paper of Garcia-Cintado et al. (2015) . Using the PANIC approach of Bai and Ng (2004) , the paper finds evidence of a common stochastic trend, which drives regional inflation rates and adds substantial persistence to their movements.
Italy is another relatively big country with even more profound cross-regional differences.
Vaona and Ascari (2012) investigate the persistence of inflation across Italian regions and seek factors to explain its degree. They find the most important factors to be economic backwardness and the low intensity of competitiveness in the retail sector. In another interesting paper, Nagayasu (2011) provides evidence of significant discrepancies in regional inflation rates among Japanese prefectures and also finds significant differences in responses to common shocks, suggesting that inflation differentials are related to the diverse vulnerability of regional economies to external and national shocks.
The research closest to our paper is the study of Beck et al. 
Statistical data
Regional inflation in a country like Poland -a European medium-sized economy with a flexible exchange rate regime -should largely be explained by national shocks related to a common monetary policy, common exchange rate fluctuations affecting import and export prices, and country-specific demand developments. At the same time, the relatively deep integration with the EU should be reflected in the non-negligible impact of global shocks.
These not only include the macroeconomic environment there, but also oil and other commodity price fluctuations in global markets, external sentiment developments (e.g. global risk appetite) and many other possible factors. However, some regional inflation drivers remain and are related to local labour market conditions, local economic structures, openness, etc. (see: Beck et al., 2009) . In this paper we assume that all the national and external influences on regional inflation come via inflation in the respective areas (i.e. Poland and external countries).
We use quarterly NUTS-2 regional inflation rates spanning from 2001Q4 to 2015Q2 as well as aggregate quarterly series for all the EU28 countries, US, Norway and Iceland in the same period. The latter group forms an external inflation environment for the Polish regions in our empirical exercise. The sources of data are the Polish Central Statistical Office (GUS) and the Eurostat, respectively. Table A1 shows descriptive statistics of inflation data in both these datasets.
Let us turn to inspecting regional inflation in Poland. As expected, the differences between mean inflation rates across the regions are low and do not exceed 0.44 percentage points. This notwithstanding, we have performed an F-test for equality of means in the sample and the null hypothesis was strongly rejected. Inflation was most volatile in Zachodniopomorskie (northwest Poland) and most stable in Opolskie (located in the southern part of the country). , However, simple data examination does not generally allow conclusions to be drawn on geographical patterns regarding the mean inflation rate or its volatility. The relationship between the mean and standard deviation, while positive is also rather weak.
Correlation coefficients between regional inflation rates are all very high, as expected (Table   A2 ). They range from between 0.94 and 0.99 and are similar as e.g. in Japan (after eliminating one outlier, Nagayasu, 2011). Indeed, only two pairs of regions with coefficients lower than 0.95 can be identified. The first pair is composed of regions located on opposite sides of the country: Pomorskie (north) -Śląskie (south), while the second one consists of Mazowieckie (with the capital city Warsaw, dominated by business services) and Warmińsko-mazurskie (north-eastern region with traditionally highest unemployment rate and relatively low incomes). Altogether, tight co-movements and unequal mean inflation rates can be jointly interpreted as a suggestion of weak idiosyncratic components and highly persistent differences. We can now compare aggregate and regional inflation in Poland with its developments in EU, being a natural source of external shocks. Prior to performing any empirical exercise that involves the use of time series methods, the stationarity issue in our databases needs to be addressed. That being said, testing for unit root in inflation series is a difficult task, especially when the short sample problem exists, as in our case. In most papers, the usually applied ADF, Phillips-Perron and KPSS tests, which are known to suffer from the very low power, produce conflicting results and the authors having Table A3 confirms that this problem also exists in our external dataset. With only three exceptions, none of the three tests was able to reject its respective null hypothesis at the 10% significance level.
However, we subscribe to the view that inflation rates generally achieved low and fairly stable levels in most EU countries and can thus be assumed stationary (Forster and Tillman, 2014 Since regional inflation rates seem to move quite closely together and together with the national average, we now use the national unemployment rate as a common stationary covariate for all inflation series. The last column in Table A5 shows that with the additional power, the test now rejects the unit root in nearly all cases. Out of only three regions where the unit root hypothesis is not rejected at 5% level of significance, Lubelskie is not far away from the critical value, while Świętokrzyskie appears to be the border case. Finally, all the panel unit root test results presented in Table A6 strongly reject the null hypothesis of nonstationarity. We believe that there is enough evidence to treat regional inflation rates as stationary processes in the remainder of the paper.
Empirical model
Our empirical strategy to decompose shocks in regional inflation in Poland relies on the approaches of Forni and Reichlin (2001) None of the shocks in equation (1) are observable. Moreover, all of them are very complex processes, which could perhaps be described with the help of a large number of economic variables. Our approach is to identify common dynamics in a large number of series and capture it with a small number of estimated components. As mentioned earlier, we assume that external (global and national) shocks are already embedded in respective inflation rates (i.e. global demand conditions first determine inflation rates in EU countries, rather than directly affecting inflation rates in Polish individual regions). In this way, we address the potential time lag issue between economic variables (impulses) and inflation (responses), 9 while also hedging against an excessive number of components, which would need to be extracted to capture multidimensional global economic dynamics adequately. 4 Avoiding large number of components and a developed dynamic specification is a necessity in any case, given our short time series.
Prior to estimation, series are normalised to zero mean and unit variance in order to make the estimation of components invariant to scale. We divide our normalised data set into a global and national block and use them separately to estimate the components as proxies of t ĝ and t kˆ. The components will fill the shock-proxy vectors t g and t k , respectively:
Where jt  is the normalised inflation rate. The disturbance term jt u , assumed to be at most weakly dependent and stationary, is a proxy for an idiosyncratic shock. First, we extract K-first principal components from our global series block (i.e. we create the t g vector). Second, we clean regional series by regressing each of them on the global components. Residuals are then collected and used to estimate national components.
There are several approaches to guide a researcher in choosing an optimal number of components or factors to be retained. 5 The most common approaches are either to impose a and Courtney (2013) , the Horn's PA tends to stand out as the preferred method.
In the last stage, variance decomposition has been performed to calculate the proportions of variance explained by external, national and idiosyncratic shocks. Our approach guarantees that:
Results
We now turn to the estimation of global shocks from our external inflation database. The total KMO measure of sampling adequacy is 0.65, which is acceptable (although would be labeled 'mediocre' in the original interpretation of Kaiser, 1974) , while the mean communality is 0.88, which is high and thus fully satisfactory. The three global components jointly explain 77.7% of the variance in our external inflation dataset. 7 While we do not formally identify components, it is clear that the first one mostly captures inflation developments in "old" EU member states, while the second one is related to its dynamics in Central and Eastern European countries (except Romania) and the third one might possibly be associated with the UK and Romania.
As mentioned in the previous section, global components are subsequently regressed on individual regional inflation series, while residuals are collected to extract national components. These estimation results are presented in Table 2 In order to obtain national components, we followed the same retention algorithm, although there is no need to reiterate it being that all regional series exhibit, as to be expected, very high communality and the full sample KMO measure hits 0.93, which corresponds to the interpretive adjective 'marvelous' according to Kaiser (1974) . The Horn's PA analysis leaves no doubt over how many components should be kept. The first one explains more than 97% of the remaining variance in regional inflation rates (Table 3) . Component loadings are presented in Table 4 . Our analysis produces three sets of pairwise orthogonal components, which can now be used to calculate variance decomposition of regional inflation rates. The results are presented in Table 5 . Several important results emerge. First, the importance of idiosyncratic shocks in the Polish regions is strikingly low; indeed, they explain between 0.7% and 2.8% of total regional It is instructive to observe in Figure 2 We will now perform a formal test of H 2 and check the relationship between the crossregional dispersion of inflation rates (measured with variance) and the deviation between EU and Poland's aggregate CPI inflation by estimating the parameters of the following equation:
The estimation results are presented in column (1) of Table 6 . While they suggest a positive impact of the EU-Poland inflation differential on cross-regional inflation divergence, the overall model fit and quality are not satisfactory. Even though the Prais-Winsten method was employed to accommodate serial correlation, the model still suffers from some problems, including the omitted variable bias indicated by the Ramsey's RESET test. In an attempt to correct the model, we decided to make use of the observation that cross-regional inflation dispersion might respond to stronger asymmetric shocks and introduce the squared term in
The results in column (2) of Table 6 suggests significant improvement of the model fit.
Moreover, the Ramsey's RESET test no longer rejects the null hypothesis of "no omitted variables" and the heteroskedasticity problem seems also to be eliminated. We also control whether residuals follow the normal distribution and find no major issues here (see Table A7 ).
Squared inflation difference thus appears highly significant and so the results support our second ad-hoc hypothesis. There is little doubt that the dispersion of cross-regional inflation in Poland is also affected by nominal exchange rate movements. Indeed, all external shocks are transmitted via the exchange rate and ultimately reveal themselves in terms of trade. We have made several attempts to use import and export price differentials as regressors to explain cross-regional inflation dispersion, but these attempts did not turn out to be successful. 8 One possible explanation is that the exchange rate can both absorb asymmetric inflation shocks and aggravate them due to overshooting. Indeed, it was not infrequent to observe that shocks to economic activity triggered violent capital flows between Poland and other European countries which, in turn, have increased exchange rate volatility. While it could have played an absorbing role in terms of the shock to economic activity, the impact upon inflation differentials and terms of trade was not unequivocal.
Concluding remarks
This article has investigated the role of global, national and idiosyncratic factors in explaining regional inflation across Polish regions. Its main finding is that while idiosyncratic shocks explain a minor share in total variance, some differences exist in the proportion split between global and national components. The dispersion in the composition of external and national shocks is apparently not strong enough to substantially weaken co-movements between cross-regional inflation rates in normal times, whereas in the presence of shocks exerting an asymmetric impact on Poland and other countries, cross-regional inflation divergence within Poland can escalate, especially when this asymmetry is strong.
An important question, and one which remains open, is about region-specific factors driving the composition of shocks affecting inflation. At a first glance, there does not seem to be any relationship between the importance of global and national shocks, on the one hand, and income, industry mix, trade intensity or geographical location on the other. Due to the insufficient number of regions in our sample required to perform cross-sectional regressions, this question has not been addressed and this problem should therefore be subject to further investigations. Notes: **,* denote significance at 5% and 10%, respectively. 
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