Abstract. In the evaluation of treatment effects, it is of major policy interest to know if the treatment is beneficial for some and harmful for others, a phenomenon known as qualitative interaction. We formulate this question as a multiple testing problem with many conservative null p-values, in which the classical multiple testing methods may lose power substantially.
Introduction
To make the most informed policy decisions from a randomized experiment or an observational study, it is often important to understand variation in treatment effects [Wang et al., 2007 , Schochet et al., 2014 . For example, an influential framework in education called Aptitude-Treatment Interaction claims that optimal learning is achieved when the instruction is exactly matched with the learner's aptitudes [Cronbach and Snow, 1977] .
Ohter examples can be found in medical studies. Pizzocaro et al. [2001] found that a drug class called interferon increases the survival probability of patients in the late stage of renal cell carcinoma, but is harmful for patients in the early stage. In the evaluation of a randomized trial, the collaboration team found that tranexacmic acid, the drug under study, reduces the risk of bleeding to death when used within 3 hours from trauma injury, but increases the risk when used after 3 hours [CRASH-2-Collaborators, 2011] .
Typically, the heterogeneous nature of treatment effects is examined by subgroup analysis, where study participants are grouped by some baseline covariates measured prior to the treatment. There is also interest in whether treatment effects vary across sites in multisite studies or meta-analysis of studies, see e.g. Bloom et al. [2017] . In this paper, we consider the problem of testing qualitative or disordinal interaction in subgroup analysis, multisite studies and meta-analysis [Gail and Simon, 1985] . Qualitative interaction means that there exists one subgroup whom the treatment benefits and another subgroup whom the treatment harms. A good example of qualitative interaction is the treatment effect of interferon described above. Since qualitative interactions imply the optimal treatment rule must be personalized, they usually have much more policy or clinical significance than non-qualitative interactions.
Motivating applications
Statistically, qualitative interaction can be formulated as a multiple testing problem. To illustrate this, we consider two motivating examples from education. First, we consider the effect of modified school calendars. Instead of following the more traditional school calendar with a long summer break (in addition to a short winter and spring break), some schools have switched to a modified school calendar comprising more frequent but shorter intermittent breaks (e.g., 9 weeks of school followed by 3 weeks off), while keeping the total number of days at school approximately the same. Cooper et al. [2003] investigated the effect of modified school calendars on student achievement using studies of 55 schools in 11 districts. Using the published dataset in Konstantopoulos [2011] , we summarize their main results in Figure 1a .
Second, we consider the effectiveness of writing-to-learn interventions, in which students receive instruction with increased emphasis on writing tasks compared to conventional instruction. The outcome of interest is the academic achievement of the students (for example some exam score). Figure 1b summarizes the results of a meta-analysis of 48 studies by Bangert-Drowns et al. [2004] .
In both cases, the treatment has an overall significantly positive effect when fitting a random effect model (the "RE Model" row in Figure 1 ). However, for the modified school calendar, a multi-level analysis in Konstantopoulos [2011] shows significant heterogeneity in the treatment effect; see also Section 6. Furthermore, in both examples there is at least one significantly negative finding (without correcting for multiple testing) in the forest plots. Therefore, it is interesting to know if qualitative interaction exists, that is, if for some cohorts the treatment effect is negative.
Overview of the paper
We can formulate the question above as a multiple testing problem. Suppose we want to analyze a randomized experiment or an observational study, in which there are n subgroups or independent studies and the observed treatment effect in study j is distributed as N(µ j , σ 2 j ). Then the null hypothesis of no qualitative interaction is the union of two hypotheses, H Our statistical methodology only requires p-values p j for the individual hypotheses, j = 1, . . . , n. In the classical setting of a multiple testing problem, the p-values are assumed to either follow the uniform distribution over (0, 1) under the null, or a distribution stochastically smaller than the uniform distribution under the alternative. In this scenario, many effective procedures have been proposed and some even have theoretical optimality guarantees. Some distinguished examples are Bonferroni's correction, Fisher's combination, and Tukey's higher criticism to test the global null hypothesis, Holm [1979] 's procedure to control the family-wise error rate, and Benjamini and Hochberg [1995] 's procedure to control the false discovery rate.
However, in the motivating examples above and many other applications, it is common that the majority of the null p-values are very conservative (stochastically larger than the uniform distribution). For example, in both motivating examples, the majority of the individual effects are positive as shown in Figure 1 , so they provide no evidence against the hypothesis H + 0 . Ideally, if we knew some studies definitely have positive effects, we would like to exclude them from the test of H + 0 . In this paper we propose a simple technique-conditioning-that can be used in conjunction with all the existing multiple testing procedures to improve power when many null p-values are conservative. This avoids paying an unnecessary price of multiplicity for those conservative tests. The proposed method can apply to any global and multiple testing problem if the following assumptions are satisfied: 1. the tests are independent; 2. the p-values are uniformly conservative (defined later). The first assumption can be relaxed (Section 4.2), while the second key assumption holds for one-sided tests in a family of distributions that has monotone likelihood ratio (MLR). This includes one-sided tests in any one-dimensional exponential family and hence the motivating problem of testing qualitative interactions. The family of folded normal distribution also has MLR; see Section 7 for more detail and another application. However, uniform conservativeness does not hold in all problems; see Section 7 for some alternative methods. When the two assumptions do hold, we show, by providing theoretical results and extensive simulation studies, that the conditional tests reduce little power in the classical non-conservative scenario and greatly increase power in the conservative scenario considered in this paper. Detailed proofs of the claims in this paper can be found in the appendix.
Multiple testing in presence of conservative tests
Suppose we have n p-values, p i , i = 1, . . . , n for n null hypotheses, H 0i , i = 1, . . . , n.
We assume the p-value p i is individually valid, meaning P(
Furthermore, we call p i exact if P(p i ≤ q) = q, ∀ 0 ≤ q ≤ 1, and conservative if P(p i ≤ q) < q for some 0 < q < 1. An exact p-value has a CDF that is exactly the 45 degree diagonal line (the CDF of uniform distribution) and a conservative p-value has a CDF below the 45 degree line.
Previous methods for testing the global null
We will start with testing the global null hypothesis H 0 = n i=1 H 0i that all the individual hypotheses are true before moving into other objectives (controlling family-wise error rate or false discovery rate). Let's review some classical methods to test the global null. Given a fixed significance level 0 < α < 1, one of the simplest and most widely used methods is Bonferroni's correction, which rejects H 0 if any of the p i is less than α/n. When testing the "needle in a haystack problem" (only one non-null), this method is asymptotically optimal [Arias-Castro et al., 2011] . Simes [1986] proposes an improved Bonferroni procedure that When the p-values are independent, another commonly used method is Fisher's combination probability test, which combines the p-values into one test statistic T = −2 n i=1 log p i . Fisher [1925] shows that T has a χ 2 distribution with 2n degrees of freedom when all the p-values are uniformly distributed. When some hypotheses are false the corresponding p i tend to be small, so the test statistic will be large. A similar method is the truncated product of Zaykin et al. [2002] , whose combined test statistic is T = −2 n i=1 (log p i )1 {p i ≤τ } , where τ is a truncation threshold between 0 and 1.
A third type of method compares the empirical distribution of p 1 , . . . , p n with the uniform distribution. An interesting representative is Tukey's higher criticism or secondlevel significance test, which examines if there are an excessive number of significant tests (e.g. tests with p-values less than 0.05). Donoho and Jin [2004] consider a modified statistic:
Here n −1 n i=1 1 {p i ≤q} and q are the observed and expected fractions of tests significant at level q, and q(1 − q)/n is the variance of the observed fraction under H 0 . Donoho and Jin [2004] show this test is very effective at resolving the so-called "sparse normal means" problem.
Problem of conservative tests
This paper considers the situation that the p-values are independent but many of them are 
. . , n be independent normal variables with mean µ i and variance 1. The null hypothesis H 0i is µ i ≤ 0, so the global null hypothesis is H 0 :
where Φ is the CDF of the standard normal distribution.
The p-value p i has a uniform distribution if µ i = 0 and p i is conservative if µ i < 0.
When some p-values are conservative, the classical methods in Section 2.1 usually lose power. Consider a rather extreme example in which the p-values are generated from the one-sided normal means problem described in the last paragraph with n = 100, µ 1 = µ 2 = 3 and µ 3 = · · · = µ 100 = −10. For simplicity, let's say the observed statistics are just
. Although the first two pvalues are highly significant, the classical methods do not find the whole set of p-values significant to reject the global null hypothesis, because they "over-correct" for multiplicity (shown in the first row of Table 1 ). In contrast, using the conditional p-values proposed in Section 3, the same tests all reject the global null hypothesis.
Intuitively, if we do observe (p 1 , p 2 , p 3 . . . , p 100 ) = (0.001, 0.001, 1, . . . , 1), the first thing to be noticed is there are exceptionally many large p-values. This indicates there are many conservative tests, which act as "noise" in testing the global null hypothesis. Naturally, we would like to "ignore" these large p-values and only use the two smaller ones, with which we can easily reject the global null. However, we cannot simply remove the large p-values because we have already looked at them.
The truncated product method of Zaykin et al. [2002] attempts to address this problem by only multiplying the p-values below some threshold τ . This improves Fisher's combination test when some p-values are conservative. However, it does not completely resolve the problem, because the null distribution is computed assuming all p-values are uniformly distributed even though we have overwhelming evidence that many of them are conservative.
3 Conditional test
Testing the global null
In light of the discussion above, we propose a simple conditional test. Given independent p-values p 1 , p 2 , . . . , p n and a fixed threshold parameter 0 < τ ≤ 1, let S τ = {i|p i ≤ τ } be the indices where the p-values are less than τ . When all the p-values are exact, p i is
Our proposal is to use any of the global testing methods in Section 2.1 on the set of 
Notice that τ = 1 reduces to the original Bonferroni correction since |S 1 | = n. The conditional Fisher test uses the statistic
and compares it with the χ 2 distribution with |S τ | degrees of freedom; denote the combined p-value by p CF (p 1 , . . . , p n ; τ ). Notice that this test statistic is very similar to the truncated product of Zaykin et al. [2002] except we also divide the p-values by the threshold τ .
This allows us to work with |S τ | instead of n many p-values. When many p-values are conservative, |S τ | can be substantially smaller than nτ , the expected value of |S τ | when no p-value is conservative. The simulation and real data examples in Sections 5 and 6 show the conditional tests can be much more powerful than the unconditional tests (τ = 1).
However, the conditional tests are not valid without making further assumptions.
Heuristically, we need the transformed p-values {p i /τ, i ∈ S τ } to be valid. Although the transformed p-values are exact if the original p-values are exact, the same conclusion does not in general hold for conservative p-values. Next we introduce a stronger notion of conservativeness:
Definition 1. A conservative p-value p i is called uniformly conservative if for all 0 < τ < 1,
Proposition 1. The conditional test with any 0 < τ ≤ 1 (any global test on {p i /τ, i ∈ S τ }) controls type I error at the nominal level if p 1 , p 2 , . . . , p n are independent and valid, and any conservative p-value is also uniformly conservative.
A useful characterization of uniform conservativeness is
Proposition 2. A conservative p-value is uniformly conservative if and only if its CDF is convex.
A more general concept is the uniform conditional stochastic order (UCSO) [Whitt, 1980] . A real random variable X is said to be stochastically larger than Y if P(X > t) ≥ P(Y > t) for all t, with at least one strict inequality for some t. The relationship is UCSO with respect to a collection A of measurable subsets of R, if the stochastic ordering is true for the conditional distributions of X given X ∈ A and Y given Y ∈ A for all A ∈ A. In Definition 1, X is the p-value p i , Y is a uniform random variable over [0, 1] , and Whitt [1980] shows that when the sample space is a subset of the real line and the probability measures have densities, then UCSO on A is equivalent to the monotone likelihood ratio (MLR) property. Since we are comparing to the uniform distribution on [0, 1], MLR is equivalent to convex CDF.
The UCSO generalization is useful when the data are i.i.d. from a one-dimensional family {f θ , −∞ < θ < ∞} with sufficient statistic T and the hypothesis testing problem is one-sided H 0 : θ ≤ θ 0 vs. H 0 : θ > θ 0 . If {f θ } is an exponential family, it has MLR (say the likelihood ratio is non-decreasing) and the classical Karlin-Rubin theorem states that the uniformly most powerful test rejects H 0 when T is large. A p-value can be computed using the right-tail of f θ 0 . Because the exponential family is MLR, we have Proposition 3. When the true θ < θ 0 , the UMP one-sided test in the one-dimensional exponential family is uniformly conservative.
The qualitative interaction problem in meta-analysis is a special case of one-sided testing in a exponential family. The i-th study (1 ≤ i ≤ n) provides an effect estimate
with known σ i and the null hypothesis of no qualitative interaction is H 0 = ∩ 1≤i≤n H 0i , H 0i : µ i ≥ 0. Since the variance σ 2 i is known, H 0i is a one-sided problem in the normal location family. By Proposition 1 and Proposition 3, the conditional test of H 0 is valid with any 0 < τ ≤ 1.
Beyond global testing
So far we have focused on testing the global null hypothesis that all the individual hypotheses are true. When the global null is rejected, it is often interesting to know which individual hypotheses are false. In this case, it is often desirable to control some multiple testing criterion such as the family-wise error rate (FWER) and the false discovery rate (FDR).
The conditional tests proposed above can be easily extended to general multiple testing problems. In fact, the conditional tests are closely related to the selective inference framework of Fithian et al. [2014] by viewing S τ as model selection. Fithian et al. [2014] argued that the statistical inference should be performed conditioning on the selection event S τ .
See Benjamini [2010] for a discussion on the difference between simultaneous and selective inference. Notice that the conditional p-values {p i /τ, i ∈ S τ } can be viewed as usual pvalues. We can apply, for example, Hochberg's step-up procedure to control the FWER, or the Benjamini-Hochberg procedure to control the FDR. In general, procedures using the conditional p-values will be more powerful than their unconditional versions when many tests are conservative.
Some theoretical results

Power of the conditional test
In the following theoretical results, we assume the cutoff 0 < τ < 1 is a fixed constant and all the conservative p-values are uniformly conservative.
Theorem 1. Suppose all the p-values are independent. Let F i be the CDF of the i-th p-value.Then the Bonferroni-adjusted conditional p-value p CB = (min 1≤i≤n p i /τ )|S τ | and the Bonferroni-adjusted unconditional p-value p B = n min 1≤i≤n p i satisfy
Therefore, if the right hand side of (1) is less than 1, the conditional Bonferroni test is asymptotically more powerful than the conventional Bonferroni test.
Consider the case that the number of non-null p-values is a vanishing fraction of n (the situation in which the Bonferroni test is desirable; see, for example, Arias-Castro et al.
[2011]). It is easy to verify that the right hand side of (1) is always not greater than 1
and it is equal to 1 if and only if the number of conservative p-values is also a vanishing fraction of n. In other words, when the non-nulls are sparse and the conservative nulls are a non-negligible fraction of n, the conditional Bonferroni test is more powerful than the unconditional test. As another example, when all the nulls are exact and the non-nulls are possibly a non-vanishing fraction n, Theorem 1 suggests that the conditional Bonferroni test is also more powerful.
Validity of the conditional test under dependence
Next, we show that the conditional test is valid asymptotically when the test statistics exhibit exchangeable correlations. Let Z 1 , . . . , Z n follow the multivariate normal distribution with zero mean, unit variance and equal covariance ρ. The correlation ρ can arbitrarily vary as n increases, with the exception that ρ is bounded away from 1. For example, ρ can be any number no greater than 0.99. Note that, although ρ can be negative, it obeys ρ ≥ − 1 n−1 in order to keep the covariance of Z 1 , . . . , Z n positive semidefinite. Finally, let p i = 1 − Φ(Z i ) be the one-sided p-value.
The next Theorem states that the conditional Bonferroni test still controls the type I
error asymptotically when the test statistics Z i are not independent but equally correlated.
Theorem 2. In the above setting, we have P (min 1≤i≤n p i /τ )|S τ | ≤ α ≤ (1 + o(1))α.
Simulation
Power of the global test
To assess the performance of the proposed procedures in Section 3, we implement a simulation study with n = 100 one-sided tests of normal means in the following five settings (µ i:j stands for the vector of (µ i , . . . , µ j )):
1. All null: µ 1:100 = 0; 2. One strong many null: µ 1 = 4, µ 2:100 = 0; 3. One strong many conservative: µ 1 = 4, µ 2:100 = −1; 4. Many weak many null: µ 1:20 = 1, µ 21:100 = 0; 
Power of signal detection
Next we investigate the empirical performance of four Bonferroni procedures that control 
where Y i is the observed average treatment effect in study S i , µ is the overall treatment
is the random study effect (nested in the district), and i ∼ N(0, σ 2 i ) is the noise with known sampling variance σ 2 i . To test heterogeneity of treatment effect, we can fit this model using restricted maximum likelihood (REML) to test the hypotheses σ 2 D = 0 and σ 2 S = 0. For σ 2 D , the point estimate is 0.0651 and the 95% confidence interval is (0.0222, 0.2072). For σ 2 S , the point estimate is 0.0327 and the 95% confidence interval is (0.0163, 0.0628). Therefore, there is strong evidence that the treatment effect of modified school calendar varies across districts and schools. This is consistent with the conclusions of Konstantopoulos [2011] .
In general, the random effects model is not suitable for testing qualitative interaction.
If we take model (2) and its random effects assumptions literally, there is always a positive chance that some µ i is negative if σ 2 D > 0 or σ 2 S > 0. In other words, the hypothesis of no qualitative interaction is automatically false in a random effects model. Alternatively, we may treat the district effects α D i as fixed and ask if any district experiences a negative treatment effect. Outputs for this mixed effect model is reported in Table 4 , where none of the districts shows a significantly negative effect.
Proposed tests for qualitative interaction
In Sections 1 and 3, we formulate the qualitative interaction problem as a multiple testing problem, where each study produces an effect estimate Y i ∼ N(µ i , σ 2 i ) with known variance σ 2 i , and we want to test the hypothesis of no qualitative interaction H 0 : µ i ≥ 0, ∀i or µ i ≤ 0, ∀i. This formulation is equivalent to treating α D i and β S i as fixed effects in (2).
The null hypothesis of no qualitative interaction can be further separated into two global testing problems: all the means are non-negative (H in Section 2. Then we report a single p-value for H 0 by doubling the larger of the two combined p-values (capped at 1). We report the results of the two examples in Table 5 . We can also test if the treatment effect has qualitative interaction among the districts.
Using the z-values in Table 4 , we apply the same global tests and obtained 6 p-values in the second row of Table 5 . None of them is significant at level 0.05, indicating the qualitative interaction most likely exists in the school level but not the district level.
For the writing-to-learn intervention, all the tests cannot reject the null hypothesis of no qualitative interaction. In the forest plot (Figure 1b) , Ayers (1993) study shows a significantly negative effect, but our results suggest that it is plausible that is due to random chance.
Discussion
Multiparameter hypothesis testing
The global testing problem considered in this paper is closely related to the multiparameter hypothesis testing problem considered by Lehmann [1952] , Berger [1982] that tests H 0 :
θ ≤ 0 for a multidimensional parameter θ. Lehmann [1952] showed that in general there is no unbiased test for this problem, i.e. apart from the trivial test that has constant power function, any valid test must have power less than α at some alternative. In our paper, we assume there are independent tests for each individual hypothesis θ i ≤ 0 and we restrict our attention to the alternative that many θ i s are much smaller than 0, so our results do not contradict the conclusions in Lehmann [1952] . Another distinction is that we allow the dimension of θ to go to infinity, while in the classical multiparameter setting the dimension of θ is fixed.
Uniform conservativeness
In general, conservative p-values naturally occur when composite null hypotheses are tested.
As another application of the conditional test proposed in this paper, consider the statistical test for practical importance. Rejecting small deviations from no effect is often practically inconsequential and instead we would like to test whether there is a practically meaningful difference from no effect. This makes the null hypothesis composite. See Sun and McLain [2012] for a multiple testing problem of this kind.
Testing for practical importance can be formulated as a two-sided normal means problem [Sun and McLain, 2012] . Let X i ∼ N(µ i , σ 2 i ) with known σ 2 i . The i-th null hypothesis is H 0i : |µ i | ≤ η where η is the practical importance threshold. This can be viewed as a one-sided testing problem in the folded normal distribution (if X ∼ N(µ, σ 2 ), then |X| is said to have a folded normal distribution with parameters µ and σ 2 ). A Lemma in the supplement shows that the location family of folded normal distributions (fixed σ 2 ) has MLR and hence the conditional test is also valid.
Although uniform conservativeness hold for many hypothesis testing problems as illustrated in Section 3 and the last paragraph, it does not hold in all circumstances. For example, many sensitivity analysis methods [e.g. Rosenbaum, 2002, Chapter 4] place bounds on the p-value for a specific magnitude of departure from random treatment assignment.
When there is no treatment effect, the p-value under random treatment assignment is uniformly distributed and not conservative, but the p-value bounds under departure from randomization are inevitably very conservative. Unfortunately, the p-value bounds are generally not uniformly conservative [see e.g. Zhao, 2017] . When uniform conservativeness does not hold, other methods (e.g. sample splitting in Heller et al. [2009] ) must be used to reduce the number of hypotheses.
A Proofs
A.1 Proposition 1
Proof. Conditioning on the set S τ , for any i, j ∈ S τ , p i /τ is a valid p-value and p i /τ is independent of p j /τ . Therefore, conditioning on the set S τ , the global test on {p i /τ, i ∈ S τ } controls type I error at the nominal level ( on S τ ). By marginalizing over S τ , the statement holds unconditionally as well.
A.2 Proposition 2
Proof. Let p be the p-value. Suppose the cumulative distribution function F of p is convex.
By definition of conditional probability, for any 0
Therefore p is uniformly conservative. Conversely, if p is uniformly conservative, then the above inequality
F is non-decreasing, this implies the epigraph of F is convex.
A.3 Folded normal distribution
Lemma 1. The family of folded normal distributions with standard deviation σ = 1 and varying µ has monotone likelihood ratio. More precisely, if µ 1 > µ 2 ≥ 0, then ∂ ∂x
Proof. We will repeated use the fact (d/ d x)φ(x) = −xφ(x) in the proof. By evaluating the differentiation in (3), it suffices to prove
is an increasing function of µ ≥ 0. Taking the derivative of g(µ), we have
A.4 Theorem 1
By applying the Chebyshev inequality and making use of the above display, we get, for any
This implies that
The other side of the inequality can be proven similarly.
A.5 Theorem 2
Lemma 2. Let > 0 be an arbitrary constant. Then Theorem 2 holds for any correlation sequence {ρ l } ∞ l=1 such that ρ l ≥ for all l.
Lemma 3. Theorem 2 holds for any correlation sequence {ρ l } ∞ l=1 such that ρ l → 0.
Taking these two lemmas as given for the moment, a proof of Theorem 2 is readily given below.
Proof of Theorem 2. Letn τ = |S τ |/τ . Suppose on the contrary that Theorem is false.
Then, we can pick a subsequence {ρ s 1 , ρ s 2 , . . .} such that, restricted to this subsequence,
for some constant c > 0.
Note that the sequence {ρ s 1 , ρ s 2 , . . .} must further contain a subsequence with each element bounded below by 0 or a subsequence with vanishing elements. In the former case, Lemma 2 contradicts with (4), and in the latter case, a contradiction arises between Lemma 3 and (4). Hence, such subsequence ρ s 1 , ρ s 2 , . . . should not exist at all, leading to the correctness of this theorem.
Proof of Lemma 2. Recognizing that the equi-correlations ρ are positive, we start with the following representation
where X 1 , . . . , X n , W are iid N (0, 1). Write X max = max{X 1 , . . . , X n }. Then
Making use the fact that Φ(−x) = (1 + o(1))ϕ(x)/x for x → ∞, from (5) we get
where the term o p (1) results from recognizing √ 1 − ρX max + √ ρW → ∞ as n → ∞ in probability. We proceed to bound ϕ( √ 1 − ρX max + √ ρW ). Note that ϕ( 1 − ρX max + √ ρW ) = 1 √ 2π exp −( 1 − ρX max + √ ρW ) 2 /2 = 1 √ 2π e −I 1 −I 2 −I 3 , where I 1 = (1 − ρ)X 2 max /2, I 2 = ρW 2 /2, I 3 = ρ(1 − ρ)X max W . Using X max = (1 + o p (1)) √ 2 log n, we see the first term I 1 obeys
max /2 = (1 − ρ)(1 + o p (1)) 2 log n 2 /2 ≤ (1 − + o p (1)) log n.
The second term satisfies I 2 = ρW 2 /2 = O p (1) = o p (I 1 ), and the last terms obeys
Taking these results together yields I 1 + I 2 + I 3 = (1 + o p (1))I 1 ≤ (1 − + o p (1)) log n.
Hence, we obtain ϕ( 1 − ρX max + √ ρW ) ≥ 1 √ 2π e −(1− +op(1)) log n = 1 √ 2πn 1− +op(1) .
Plugging the inequality above into the right-hand side of (6) gives
2n 1− +op(1) π(1 − ρ) log n .
Next, we move on to considern c = n c /c. Each p-value p i = Φ(− √ 1 − ρX i − √ ρW ) is below the cutoff c if and only if
which asserts
Combing (7) and (8) Observe that the first term
is a positive random variable bounded away from 0 with high probability (though it depends on n), whereas the second term n +op(1) / √ log n diverges to ∞ as n → ∞. This immediately implies P(n c · p min ≤ α) → 0, which is stronger than what the lemma claims.
Proof of Lemma 3. We start by proving the fact thatn c = (1 + o p (1))n. First, we note that E[n c ] = n.
Next, its variance is given as Var(n c ) = Var( n i=1 1(p i ≤ c)) c 2 = n Var(1(p 1 ≤ c)) + n(n − 1) Cov(1(p 1 ≤ c), 1(p 2 ≤ c)) c 2 ≤ n/4 + n(n − 1) Cov(1(p 1 ≤ c), 1(p 2 ≤ c)) c 2 .
To proceed, use the fact that Cov(1(p 1 ≤ c), 1(p 2 ≤ c)) = O(ρ). Then we get
which together with (9) givesn c = (1 + o p (1))n.
Hence, we get
(1 + o(1)) α n = (1 + o(1))α, as desired. 
