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SUMMARY
This thesis is concerned with the effective management of a cross-trained work-
force in manufacturing systems. In particular, we analyze non-collaborative queueing
networks where multiple cross-trained (flexible) servers cannot work at a station to-
gether. We consider several related queueing networks with different objectives. Our
contributions to the understanding of systems with non-collaborative flexible servers
can be summarized in two parts. First, we characterize the structure of optimal
server assignment policies and draw insights to improve decision making in these sys-
tems. Second, we develop easy-to-implement policies with near-optimal performance
for systems where the optimal policy is difficult to implement or is not analytically
tractable.
In the first study, our goal is to identify the server assignment policy that max-
imizes the long-run average throughput in tandem networks with finite buffers and
non-collaborative flexible servers. For Markovian systems with two stations and two
servers, we characterize the optimal server assignment policy and demonstrate that
the structure of the optimal policy is insensitive to the service requirement distri-
butions. For larger tandem networks, we propose server assignment heuristics that
are near-optimal. Our numerical results suggest that in these systems, near-optimal
throughputs can be achieved even if the server allocation decisions are made myopi-
cally. We also examine how lack of collaboration affects the performance of queueing
systems with flexible servers. We show that the improvement that can be gained
through collaboration is dependent on similarity of the tasks in the system, as well
as the buffer sizes.
The second part focuses on tandem queueing networks with finite buffers and
x
non-collaborative flexible servers where server reassignments result in setup costs.
For systems of arbitrary size with general service requirement distributions, we show
that the policy that maximizes the long-run average profit becomes dedicated as the
setup costs increase. We also characterize the profit-optimal server assignment pol-
icy for Markovian tandem lines with two stations, homogeneous tasks, and constant
setup costs. Our results demonstrate that the structure of the optimal policy de-
pends both on the magnitude of the setup costs and the buffer size, since dedicated
server assignment policies become strictly suboptimal for any given setup cost as the
buffer size increases. For systems with non-homogeneous tasks and/or non-constant
setup costs, we provide near-optimal server assignment heuristics. Our computa-
tional results suggest that the relative performances of dynamic and dedicated server
assignment policies are dependent on the structure of the tasks.
Finally, we extend our analysis to queueing networks with general topology and
routing. For non-collaborative networks with infinite buffers, we formulate a lin-
ear program that yields an upper bound on the long-run average throughput. We
also introduce a processor sharing scheme for general queueing networks, and iden-
tify the optimal processor sharing policy for tandem lines with infinite buffers and
homogeneous tasks. For Markovian systems with two stations, finite buffers, and
homogeneous tasks, we prove that processor sharing achieves the non-collaborative
optimal throughput as the buffer size grows. To achieve near-optimal throughputs in
systems where processor sharing is not implementable, we propose a class of round-
robin server assignment policies and show that they approximate processor sharing
in systems with two stations. We evaluate the performance of the proposed class of





Facing high competition and rapid market changes, manufacturers look for ways to
increase agility in the production process to remain successful. Widely used strate-
gies include designing flexible production processes and factory layouts, or improving
material handling. Although these strategies greatly contribute to the responsiveness
of the manufacturing system when applied successfully, their implementation may
be impossible or very costly for some manufacturers. Under these circumstances,
workforce agility gains further importance. As a result, cross-training has become a
popular tool to facilitate immediate response to the system needs beyond utilizing
process flexibility or routing flexibility.
It is known that various performance measures, including system costs and through-
put, can be improved when servers are cross-trained (flexible) [40]. However, the
existing literature on cross-training does not distinguish the benefits of collaboration
from the benefits of dynamic server allocation, which are both potential advantages
of server flexibility. Furthermore, the majority of the earlier studies consider systems
with ample space and equipment [61, 66] where multiple servers can work at a work-
station at the same time. Thus, the resulting server allocation strategies for systems
with cross-trained servers often make use of collaboration.
In a manufacturing system with multiple workers and tasks, there can be restric-
tions that will render collaboration of the workers impossible. These restrictions can
be caused by the nature of the jobs, physical limitations in the workspace, and the
lack of sufficient tooling. In flexible manufacturing systems, the amount of available
tooling is a restrictive factor, along with machine and labor constraints, and limits
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the production capacity [28, 33, 43]. In production facilities that use molds, dies, or
other specialized fixtures, acquisition of new tools can be as costly as the manufac-
turing machinery itself [25]. These restrictions often prevent the implementation of
collaborative worker assignment policies.
This thesis aims to investigate the benefits of having flexible servers in manufac-
turing systems when the servers cannot collaborate, and is concerned with finding
effective server assignment policies for such systems. Our analysis demonstrates that
cross-training can improve the performance in non-collaborative systems, if the work-
force is managed effectively.
We start our analysis by studying a tandem manufacturing system with finite
buffers and flexible servers. The servers can be reassigned to tasks without any se-
tups, but are unable to collaborate at a station. For tandem lines with general service
requirements, we prove structural results on the server assignment policy that max-
imizes the long-run average throughput. We characterize the throughput-optimal
server assignment policy for the Markovian tandem network with two stations. We
also provide numerical results that indicate that the threshold structure that is op-
timal in Markovian systems is insensitive to the service requirement distributions.
Furthermore, we develop heuristic policies that achieve near-optimal throughputs for
tandem lines with more than two stations. Our numerical results suggest that the
structure of the optimal server assignment policy for larger tandem networks remains
of threshold type, and dynamic allocation of flexible workforce results in significant
performance improvement even if the system is non-collaborative. To provide further
insights on the benefits of server flexibility in tandem networks, we compare collabo-
rative and non-collaborative systems. We show that the loss in the long-run average
throughput in non-collaborative systems is mitigated by the similarity of the tasks
and large buffer sizes. Thus, dynamic server allocation can compensate for the lack
of collaboration when the tasks are homogeneous.
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In manufacturing systems, reallocating workers to tasks may require setups that
lead to losses in productivity [41, 53]. When the setups are significant, cross-training
might not be as beneficial since frequent movement of the servers among tasks is
detrimental to system performance. To evaluate this trade-off, we study a non-
collaborative tandem network where each server reassignment results in setup costs.
We show that regardless of system size and service requirement distributions, the
long-run average profit is maximized by a dedicated server assignment if the setup
costs are large enough. We analyze a Markovian two-stage tandem network with
homogeneous tasks and constant setup costs, and completely characterize the profit-
optimal server assignment policy. Our results show that the optimal policy is of
double-threshold type, and the optimal thresholds are dependent on the magnitude
of the setup costs. We also show that cross-training becomes advantageous regardless
of setup costs if the buffer size is large enough. For systems with non-homogeneous
tasks and/or setup costs that are dependent on the location of the servers, we develop
server assignment heuristics. We demonstrate through numerical experiments that
dedicated server assignments can be near-optimal in systems with non-homogeneous
tasks if the buffer size is small, while they are outperformed by the dynamic server
assignment heuristics in systems with homogeneous tasks at all buffer sizes.
Although our analysis of tandem manufacturing systems provides valuable insights
on the benefits of cross-training in non-collaborative settings, flexible manufacturing
systems often operate with more general routing and multiple job types. In the last
study of this dissertation, we aim to develop non-collaborative server assignment
strategies applicable in general queueing networks with finite buffers. We first con-
sider a non-collaborative queueing network with infinite buffers and develop a linear
program that provides an upper bound on the achievable long-run average through-
put. We then interpret the optimal solution of the linear program as a processor
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sharing scheme we developed for queueing networks. We determine the optimal pro-
cessor sharing policy for tandem networks with arbitrary number of stations and
homogeneous tasks, as well as two-stage tandem lines with non-homogeneous tasks.
For networks where processor sharing is not applicable, we develop timed round-
robin server assignment policies. Moreover, we show that the throughput of these
policies converge to that of processor sharing in systems with two stations and homo-
geneous tasks as the server reassignments become more frequent. For larger queueing
networks with finite buffers and tandem or non-tandem structures, we evaluate the
performance of the round-robin policies via a simulation study. Our results indicate
that the round-robin policies yield near-optimal throughputs in networks with finite
buffers.
The rest of this dissertation is organized as follows. In Chapter 2, we provide
an overview of the literature on queueing systems with flexible servers. In Chapter
3, we present our results on tandem networks with non-collaborative flexible servers.
In Chapter 4, we study non-collaborative systems with setup costs. In Chapter 5,
we develop server assignment policies for non-collaborative networks with general
routing. In Chapter 6, we discuss our conclusions. Finally, in Chapter 7, we outline





As agile manufacturing systems grow in popularity, systems with cross-trained work-
force have attracted vast interest among both practitioners and researchers. Conse-
quently, there is extensive literature on the design and control of queueing systems
with flexible servers. In this chapter, we present related literature on the dynamic
allocation of flexible servers, as well as on different flexibility configurations and col-
laboration frameworks. Section 2.1 focuses on the previous work that considers design
issues in systems with flexible servers. In Sections 2.2 and 2.3, we provide a review
of the literature on dynamic server allocation in systems with or without operational
costs, respectively. Section 2.4, presents an overview of the existing work on systems
with finite buffers. In Section 2.5, we review the literature on processor sharing.
Finally, Section 2.6 summarizes our contributions to the literature.
2.1 Design of Systems with Flexible Servers
There are numerous research papers which focus on benefits of workforce flexibility,
skill chaining, and cross-training. A number of early papers seek to gain managerial
insights by investigating ways to increase agility in the production system by the effi-
cient use of workforce and process flexibility, as well as examining the benefits of agile
workforce as opposed to its costs and managerial challenges. Bartholdi and Eisenstein
[19] study an m-station production system with n servers that can move among those
stations. They show that if the servers are sequenced from fastest to slowest on the
production line, by following a simple predefined rule, the production rate will con-
verge to its maximum and stable partition of work will emerge. Jordan and Graves
[42] develop principles on the benefits of process flexibility. They show that limited
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flexibility can yield the benefits of total flexibility if configured to chain products
or plants. Sheikzadeh et al. [63] compare full machine flexibility and chaining that
limits number of the job types that a server can process to two. They demonstrate
that the benefits which can be gained by increasing the chain size are diminishing
and most of the benefits of total flexibility can be captured by chaining. In a more
recent paper, Gurumurthi and Benjaafar [35] study a queueing system with multiple
customer classes and heterogeneous servers where the customers have the flexibility
of being processed by different servers. They provide an analytical model and ex-
amine the relationship between flexibility and system throughput. Andradóttir et al.
[10] develops design principles for systems with flexible servers and identify desirable
characteristics of flexibility structures. They evaluate commonly studied flexibility
structures in terms of these criteria.
There are also studies on increasing benefits of workforce flexibility by improving
other elements in the manufacturing environment. Bischak [22] proposes a U-shaped
manufacturing module with fewer workers than work stations in which workers are
allowed to move between the stations of the module. Throughput of this system is
compared to the throughput of a serial manufacturing line with one dedicated server
at each station. The simulation results suggest that moving worker modules can
provide flexible capacity without the use of buffers. Agrihothri et al. [1] find the
optimal mix of dedicated and flexible servers to minimize average costs in a system
of parallel queues with a given total number of servers. They run simulations to
investigate the impact of various system parameters on the server mix that minimizes
the total average service costs.
An important advantage of having flexible workforce is that servers are allowed to
move among stations; therefore dynamic server allocation in response to the system
state is possible. There is extensive literature on dynamic decision making in manu-
facturing systems with flexible workforce in addition to the papers that are concerned
6
with finding the most beneficial configurations of flexibility. Hopp and Van Oyen [40]
give a classification of different collaboration structures for flexible servers and pro-
vide an extensive summary of the related literature. We provide an overview of the
previous work on dynamic server allocation in the remaining sections of this chapter.
2.2 Maximizing Throughput with Flexible Servers
The majority of existing work on dynamic allocation of flexible servers is focused on
the collaborative settings in which either multiple servers can work on a single job or
multiple jobs can be processed simultaneously at a station. Several performance mea-
sures including long-run average throughput and costs were considered for queueing
networks with various configurations.
A number of papers focus on maximizing the long-run average throughput in tan-
dem queueing networks with finite buffers and no arrivals. Among these, Andradóttir
et al. [11] describe a simple server assignment policy with primary assignments and
contingency plans that yields near-optimal throughput for N station-N server tandem
systems with N ≥ 2, and characterize the optimal policy for two-station, two-server
case. Andradóttir and Ayhan [9] look at the same problem with two stations and
characterize the optimal policy for M = 3 servers. Hasenbein and Kim [37] study
the same system and prove the structure of the optimal policy conjectured in [9] for
two stations and M servers. Andradóttir et al. [13] study a tandem queueing system
with both dedicated and flexible servers, and compare the improvement obtained by
adding a flexible server to the improvement obtained by adding a buffer space or
server to the system. They show that having only one flexible server is sufficient for
achieving near-optimal throughput in comparison to systems where all servers are
flexible. Andradóttir et al. [7] consider tandem lines with heterogeneous servers who
are synergistic, i.e, they work more effectively when in teams compared to when they
are on their own. They characterize the optimal policy for the case with two stations
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and two servers, and also provide sufficient conditions for the optimal policy to utilize
the synergy between servers at all times in larger networks. Finally, Andradóttir et
al. [8] find the optimal dynamic server assignment policy when servers are inefficient
when collaborating, i.e. they are faster when they work on their own.
Several other papers focus on systems that are not tandem, that have infinite
buffers, or that have external arrivals with the objective of maximizing the average
long-run throughput. Here we present a selection of the previous work. Andradóttir
et al. [12] study a queueing network with infinite buffers and collaborative flexible
servers. They compute upper bounds on the maximal capacity using fluid models
and construct generalized round-robin policies that guarantee that the capacity will
be arbitrarily close to the computed upper bounds. Tekin et al. [64] did a fluid limit
analysis of a system with M servers and K customer classes where servers work in
parallel. Their objective is to maximize system throughput when the demand may
exceed the capacity for service. They formulate linear programming problems to
compute several desired quantities and develop generalized round-robin policies that
achieve the desired throughput as long as it is feasible. Andradóttir et al. [6] analyze
a queueing network with flexible servers where servers are subject to failure and the
routing is probabilistic. They show that the maximal capacity is tightly bounded by
the solution of a linear programming problem. Moreover, they use the solution of
the linear programming problem to construct generalized round-robin policies. Ahn
and Righter [5] analyze systems of n stations in tandem with infinite buffers between
the stations when servers are trained to work on a subset of consecutive stations. In
several settings, the optimal policy is shown to be either LBFS (last buffer first-served)
or FBFS (first buffer first-served).
Argon and Tsai [65] study a system with instantaneous assembly and disassembly
operations that has two servers and two intermediate feeder stations that are in
parallel, and characterize the optimal server assignment policy. They also develop
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heuristic policies for systems with three or more feeder stations. Arumugam et al.
[17] provide structural results about the server assignment policy that maximizes
the throughput for a two station system with external arrivals when servers can
collaborate on the same job. They also provide a numerical analysis for the case
where the servers cannot collaborate on a single job but can work at the same station.
Hopp et al. [39] evaluate two cross-training architectures, namely capacity balancing
and overlapping zones, in terms of maximizing system throughput. They develop
heuristics for these architectures and give the corresponding Markov Decision Process
formulations. Van Oyen et al. [66] analyze a serial system with a general arrival
process and no blocking, assuming servers are completely flexible and collaborative.
They prove that the expedite policy, which assigns all servers to one job at a time,
minimizes the work in progress and maximizes throughput along every sample path.
2.3 Systems with Operational Costs
Operational costs in a manufacturing system are also affected by cross-training and
dynamic server allocation. Systems with cross-trained workforce have further ability
to balance the workload to reduce inventory costs, as well as new operational chal-
lenges due to mobility of the servers. As a result, there are several studies that focus
on systems with flexible servers and setup or holding costs.
Many of the papers mentioned in the previous paragraph consider clearing systems
with no arrivals. In particular, Glazebrook [34] studies the stochastic scheduling prob-
lem for a single-server clearing system with setup costs where the jobs are processed
following a precedence relationship, but the server is allowed to switch between jobs.
Ahn et al. [3] argue the benefits of having cross trained workers in order to minimize
holding costs. They consider a tandem clearing system with two stations and two
identical, cross-trained servers. In the presence of holding costs, they characterize
the conditions under which it is optimal to assign both servers to the upstream or
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downstream stations. Schiefermayer and Weichbold [60] minimize the holding costs
for a two-stage clearing tandem queue with collaborative identical servers that can
work at either station.
Some other papers look at systems with both flexible and dedicated servers. A
clearing system of two parallel queues with one dedicated and one flexible server
is studied by Ahn et al. [4] and the policy that minimizes the holding costs is com-
pletely characterized. A two-stage clearing system with no external arrivals, dedicated
servers at each station, and one additional server that can be dynamically allocated
is considered by Farrar [31]. For linear holding costs, it is shown that the optimal
server allocation policy never increases the effort devoted to a station after a service
completion at that station (i.e., optimal policy is transition monotone). A similar
clearing system of two tandem queues with dedicated servers at each stage and addi-
tional flexible resources is considered by Wu et al. [67]. For systems with or without
machine failures, they show that a transition monotone policy that minimizes the
holding costs exists.
There is also extensive literature on systems with outside arrivals and operational
costs. For example, Hajek [36] proves the existence of optimal polices that are de-
scribed by switching curves in the two-dimensional state space of systems with two
service stations and linear costs. Mendelbaum and Stolyar [51] study a parallel queue-
ing system with flexible servers in heavy traffic and show that a generalized cµ rule
minimizes both instantaneous and cumulative costs asymptotically.
Several papers study systems with outside arrivals and holding costs. Pandelis [54]
shows the optimality of transition monotone policies for two-stage tandem queueing
systems with linear holding costs and with or without arrivals when there is a dedi-
cated server at each station together with N additional flexible servers. Reiman and
Wein [57] consider a system with external arrivals, general service time distributions,
and holding costs that serves two customer classes with a single flexible server. They
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study the system with setup costs and setup times, and solve the diffusion control
problem corresponding to the setup problem. A tandem queueing system with a sin-
gle server, infinite buffers, and Poisson arrivals is studied by Duenyas et al. [29]. The
optimal policy is partially characterized and a simple heuristic scheduling policy is
proposed.
Kırkızlar et al. [44] study the dynamic server allocation problem in tandem lines
with holding costs. They characterize the policy that maximizes the long-run average
profit for systems with arbitrary number of stations when the server rates are struc-
tured and for two-station systems with general service rates when the costs are linear.
Rosberg et al. [59] also study two M/M/1 stations in tandem where the service rate at
station 1 is chosen as a function of system state. They characterize the optimal policy
with a switching function in the case that the holding cost is a linear function of the
number of jobs in the buffers. Iravani et al. [41] consider a two-stage tandem queue
with a single moving server, Poisson arrivals, and general service times. They show
that the policy that minimizes the holding costs is greedy in the second stage and
develop a threshold-type heuristic for the first stage. Ahn et al. [2] study a two-stage
tandem queue with holding costs under different collaboration schemes and charac-
terize the optimal policy under simple conditions. A two-station serial system with
infinite buffers and Poisson arrivals that has switching and holding costs is studied by
Mayorga et al. [52]. Sennott et al. [61] consider a K-station tandem line with setup
times, setup costs, and holding costs, where each station has its own dedicated server
and there is one fully flexible floating server. They develop bounds for the minimum
long-run average cost and give a numerical analysis that shows the benefits of having
a flexible server. Argon and Andradóttir [16] analyze the effects of pooling for single
server queues with cross-trained servers and identify sufficient conditions under which
pooling reduces the departure time and improves the holding costs.
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Finally, there are papers that consider tandem systems with setup costs and out-
side arrivals. Batta et al. [20] study a system with multi-type customers and flexible
servers that can serve different customer classes. They develop heuristics with the
objective of minimizing the total staffing and setup costs subject to a service level
constraint. Koole [48] studies the assignment of a single server to two queues with
Poisson arrivals to minimize holding and setup costs, and develops a threshold-type
policy. Similarly, Duenyas and van Oyen [30] analyze a system of queues with Poisson
arrivals and a single server with the objective of minimizing holding and setup costs.
They partially characterize the optimal policy and provide a simple scheduling policy.
Arumugam et al. [52] study a tandem queueing system with switching costs and show
that the optimal policy follows a complex state-dependent structure even in the two
station case. They propose a simpler heuristic policy that involves moving only one
server. Andradóttir et al. [14] study a two-station tandem system with collaborative
servers and setup costs. They characterize the optimal policy for small buffer sizes
assuming the tasks or servers are homogeneous, and give a partial result for systems
with no buffer space and general service rates.
2.4 Systems with Finite Buffers
In manufacturing systems, there is often limited capacity for work-in-process inven-
tory. However, due to the curse of dimensionality, the analysis of the finite-buffered
systems with large number of stations is challenging even under limiting assump-
tions on routing and topology. Most of the previous work on dynamic server al-
location in systems with flexible servers and finite buffers focuses on tandem lines
[9, 11, 14, 17, 37, 44].
On the other hand, most of the work on finite-buffered systems with non-tandem
configurations focuses on approximate analysis of these systems or systems with no
exogenous arrivals, and are interested in descriptive analysis rather than control of
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these systems. For example, Shanthikumar and Yao [62] study the server allocation
problem in a closed queueing network with finite buffer capacities, and show that the
throughput is concave in the number of servers at a station. Zhuang and Hindi [68]
consider a similar closed queueing network with finite buffers and exponential service
times. They develop a decomposition method for systems with state dependent rout-
ing probabilities. Smith [50] proposes a decomposition algorithm for finite buffered
closed queueing networks with cycle, merge, and split topologies. Pestien and Ra-
makrishnan [55] compute the expected number of busy servers in a closed, cyclic,
and discrete time queueing network. They also estimate the asymptotic cycle time
for a single job in a similar system with no buffer spaces. A queueing network with
exogenous arrivals and finite buffers is studied by Smith [49], and provides estimates
for throughput, work-in-progress, and sojourn times. These estimates were evaluated
for networks with series, merge, or split topologies. Note that none of these papers
consider dynamic allocation of servers.
The only papers we are aware of that study server allocation in non-tandem queue-
ing networks with finite buffers are by Tsai and Argon [15, 65], who study assembly-
type Markovian systems with or without operational costs. For systems without
operational costs, they characterize the server assignment policy that maximizes the
long-run average throughput for systems with two intermediate feeder stations and
instantaneous disassembly and assembly operations [65]. For a single-server assembly
queue with holding and setup costs, they partially characterize the server assignment
policy that minimizes long-run average costs and provide sufficient conditions under
which working on one order at a time is optimal [15].
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2.5 Shared Flexible Servers
When the tasks are suitable, flexible servers can be shared by multiple jobs that are
simultaneously served. A processor sharing mechanism can also be utilized as an ide-
alized model for manufacturing and service systems where the servers attend multiple
jobs. In particular, processor sharing has been studied as a limiting model for time-
shared computing facilities or communication networks with shared bandwidth. Here
we present a selection of related work rather than providing an extensive treatment
of the literature.
The seminal paper by Kleinrock [45] studies a a single-server time-shared queue
with a service rate of µ, where each job in the queue receives service in round-robin
fashion, and analyzes the limiting processor sharing queue where each job in the
queue receives infinitesimal service infinitely often. Furthermore, it is shown that the
processor sharing queue is equivalent to a system where each job is processed at a rate
of µ
n
when there are n jobs in the system. Several other papers consider equivalence
relations between time-shared queues and other queueing mechanisms. Coffman and
Kleinrock [27] compare average time spent in the system for a single round-robin
queue with a system of N feedback queues where customers at the lowest indexed
queue receive a quantum of service and move to the next queue. They also examine
the limiting processor sharing case and provide comparisons with the first-come-first-
served and shortest-job-first service disciplines. Resing et al. [58] study the sojourn
times in an M/M/1 feedback queue and show that they converge to the sojourn times
in an M/G/1 processor sharing queue. Borst et al. [23] study the delay distribution
in a G/M/1 queue, and show an equivalence between processor sharing and service
in random order.
Another group of papers are focused on the analysis of waiting or sojourn times
in processor sharing queues. For example, optimal scheduling algorithms that mini-
mize a cost function that depends on the waiting and sojourn times for time-shared
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systems are studied by Kleinrock and Nilsson [47]. Similarly, Kleinrock and Muntz
[46] consider the scheduling algorithms for time-shared systems and study the average
response time using the simpler processor sharing limit. Fayolle et al. [32] look at a
single server processor sharing system withM job classes and study the mean response
time conditioned on the service requirement. Brandt and Brandt [24] consider Marko-
vian systems with state dependent processor sharing and study the conditional wait
time of a job given the required service time. Ayesta et al. [18] consider an M/G/1
queue where a server goes on a vacation whenever the queue becomes empty and they
determine the sojourn time distribution. Chen and Jordan [26] consider throughput
as a performance measure rather than the soujourn times. They study an M/M/1
processor sharing queue and develop closed-form expressions for the average service
rates observed by the jobs and the queue.
2.6 Contributions
Our work extends the existing literature in several ways. All the papers we have
encountered so far analyze dynamic allocation of flexible servers assuming some form
of collaboration is possible. Most of the papers in the literature assume that when
the servers are collaborative, two or more servers can work on the same job. Other
papers, such as Ahn et al. [4], study systems in which servers are not allowed to
work on the same job, but can work on different jobs from the same queue. Some
others, such as Ahn et al. [2] and Arumugam et al. [17], consider both collaboration
schemes. By contrast, we identify optimal or near optimal server assignment policies
for a non-collaborative setting which is better suited for manufacturing systems with
tooling constraints [28, 33, 43]. We also address the distinction between the benefits
of dynamic server allocation and collaboration in systems with flexible servers.
Furthermore, tandem systems with setup costs and outside arrivals are not widely
studied in the literature. The few papers that consider such systems present partial
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results due to the higher dimensionality of the state space and the complex structure
of the optimal policies. However, previous work on allocation of flexible servers in the
presence of setup costs considers either single-server systems or assumes servers are
collaborative. To our knowledge, our work in Chapter 4 is the first to (i) consider a
non-collaborative system and (ii) fully characterize the policy in a setting of interest.
We also propose a novel processor sharing scheme since the previous work consid-
ers processor sharing at a single queue rather than a network of queues. Furthermore,
using our results on processor sharing, we are able to develop dynamic server allo-
cation policies for non-collaborative queueing networks with general topology and
routing. To the best of our knowledge, our work in Chapter 5 is the first to model
processor sharing queueing networks and to consider dynamic server allocation in
non-tandem queueing networks with general routing and finite buffers.
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CHAPTER III
OPTIMAL CONTROL OF NON-COLLABORATIVE
TANDEM NETWORKS
3.1 Introduction
In this chapter, we study a non-collaborative tandem production line with cross-
trained workers. Our aim is to determine the advantages of cross-training and dy-
namic server allocation in such systems, as opposed to collaboration, and identify the
dynamic server allocation policy that maximizes the long-run average throughput.
We consider a system of N tandem queues, finite buffers between the stations,
and N flexible servers. At any time, at most one job can be processed at each station
and a server can work on at most one job. The system works under manufacturing
blocking. We assume an infinite amount of raw material is ready to be processed at
the first station and there is infinite space after the last station. Thus, a new job enters
the system whenever station 1 is empty and the last station is never blocked. The
service requirements at a station are independent and identically distributed random
variables that are independent of the service requirements at other stations. Also,
without loss of generality, the mean service requirement is one at all stations. On a
sample path, a service requirement is realized for each job and the station the job is at
following some distribution. The service requirement at a station is then depleted at
the rate of the server assigned to that station. Let 0 ≤ Bj <∞, j ∈ {1, 2, . . . , N−1},
denote the size of the buffer between stations j and j+1, and µij, i, j ∈ {1, 2, . . . , N},
denote the processing rate of server i at station j. The system is restricted to be non-
collaborative, therefore multiple servers are not allowed to work together at a station.
However, servers are allowed to switch among stations and it is assumed that travel
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times between stations are negligible.
The remainder of the chapter is organized as follows. In Section 3.2, we present
results for systems with N stations and structured service rates. In Section 3.3,
we formulate a Markov Decision Process corresponding to the N -station system with
arbitrary service rates. Then we characterize the optimal server assignment policy for
the two-station Markovian system and evaluate the sensitivity of the optimal policy
to the service requirement distribution in Section 3.4. In Section 3.5, we provide
a comparison of collaborative and non-collaborative Markovian systems. In Section
3.6, we develop heuristic policies and evaluate their performance for non-collaborative
systems with three or more stations where the service rates depend only on the server.
Section 3.7 summarizes our conclusions.
3.2 Structural Results for N-Server Systems
In general, finding the optimal server assignment policy for the N -station, N -server
system is complicated due to the high-dimensional state space and large number of
available actions. The following proposition shows we can restrict our attention to
the non-idling policies as an idling policy cannot be strictly optimal.
Proposition 1. Proposition For an N-station tandem line with N non-collaborative
servers and service requirements with general distributions, there exists a non-idling
optimal server assignment policy.
Proof. Let π be a non-collaborative idling policy. Any time the policy π idles the
servers {i1, i2, . . . , ik}, there are stations {j1, j2, . . . , jk} that are unattended, where k
is the number of idled servers. Let π′ be the non-idling policy that is identical to the
policy π except for that it assigns the idled servers {i1, i2, . . . , ik} to the unattended
stations {j1, j2, . . . , jk} whenever they are idled under the policy π.
Let µπj,n be defined as the average service rate observed by the n
th job at station j
under policy π. Then, we have µπj,n ≤ µπ
′
j,n for all j ∈ {1, . . . , N} and for all n, by the
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way the policy π′ is constructed, and the sojourn times under policy π are at least as
large as under policy π′. Thus, for any idling policy π, we can construct a non-idling
policy π′ that is at least as good as π, and the result follows.
The number of non-idling actions available in a particular system state can be as
high as N ! (when there are no stations blocked or starved). We focus on a special
case and identify the optimal server assignment policy for a system where for each
station there exists one distinct server that is better than all other servers at that
station.
Theorem 1. Consider an N-station tandem line with N non-collaborative servers
and service requirements with general distributions. Suppose there exist i1, . . . , iN
with {i1, i2, . . . , iN} = {1, 2, . . . , N} such that µijj = max
1≤i≤N
µij for all j ∈ {1, 2, . . . , N}.
Then the policy that assigns server ij to station j at all times for all j ∈ {1, 2, . . . , N}
is optimal.
Proof. Let us assume, without loss of generality, that we have ij = j for j ∈
{1, 2, . . . , N}, and let π∗ be the policy that keeps server j at station j at all times.
We prove that the policy π∗ is optimal.
Let tπj,n denote the n
th departure time from station j under a non-idling policy π,
and φj,n denote the service requirement of the n
th job at station j for n ∈ {1, 2, . . . },
j ∈ {1, 2, . . . , N}. Also let µπj,n denote the average service rate that the nth job
observes at station j under policy π, so that
φj,n
µπj,n
is the time spent at the jth station
by the nth job. More specifically, let lπj,n be the number of server reassignments that
occur during the time the nth job spends at station j when the policy π is employed.
Also let φπj,n(q), q ∈ {1, . . . , lπj,n + 1}, denote the service requirement fulfilled between
the (q− 1)th and qth server reassignments and let µπj,n(q), q ∈ {1, . . . , lπj,n + 1}, denote
the rate of the server assigned to station j for the time between the (q− 1)th and qth
server reassignments. Then, with the convention that 0
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. Furthermore, for tπj,n, j ∈ {1, 2, . . . , N}, n ≥ 1,













Note that equation (1) holds because the nth job starts service at station j either upon









and might be blocked at station j upon finishing service (tπj,n = t
π
j+1,n−Bj−1).
Assume that there exists a job n and station a j such that tπj,n < t
π∗
j,n. Let job n
′ be
the first such job and let j′ be the station with the smallest index such that tπj,n′ < t
π∗
j,n′ .
Then, we have tπj,n ≥ tπ
∗
j,n for n = n
′, j < j′ and for all n < n′, j ∈ {1, . . . , N}.
Furthermore, µπj,n ≤ µπ
∗
























and tπj′+1,n′−Bj′−1 ≥ t
π∗
j′+1,n′−Bj′−1
, contradicting tπj′,n′ < t
π∗





for all j ∈ {1, . . . , N}, n ≥ 1 and the policy π∗ is optimal.
Remark 1. Theorem 1 shows that when each server works faster at a distinct station,
the optimal policy is to dedicate the servers where they are the fastest. Thus, there is
no benefit from cross-training the servers.
Note that the result given in Theorem (1) is quite intuitive, since when each server
is specialized at one of the tasks switching servers decreases the service rates at all
of the stations to which servers are reassigned. The following proposition shows a
similar result when a subset of the servers are specialized.
Proposition 2. In a tandem line with N stations and N servers, if there is a set of
servers I ⊂ {1, 2, . . . , N} and a set of stations J = {ji : i ∈ I} ⊂ {1, 2, . . . , N} such
that µiji ≥ µkji for all k 6= i, i ∈ I and µij ≤ µkj for all i ∈ I, j /∈ J , k /∈ I then there
exists an optimal policy that keeps server i ∈ I at station ji at all times for all i ∈ I.
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Proof. Let I ′ be a subset of the set I, and suppose there exists an optimal policy π
that assigns each server i ∈ I ′ ⊂ I to a station j such that j 6= ji for an amount of
time.
We define the set of stations J ′ = J ′1∪J ′2∪J ′3, where J ′1 is the set of stations j ∈ J
to which a server i /∈ I is assigned, J ′2 is the set of stations j ∈ J to which a server
i ∈ I with j 6= ji is assigned, and J ′3 is the set of stations j /∈ J to which a server
i ∈ I is assigned. Note that for each station in the set J ′1, there must be a server
i ∈ I assigned to a station j /∈ J , and for each station in the set J ′3, there must be a
server i /∈ I assigned to a station j ∈ J . Therefore, |J ′1| = |J ′3|. Furthermore, for each
j ∈ J ′2 the server i with j = ji must be assigned to a station j′ ∈ J ′2 ∪ J ′3.
We can construct a policy that assigns every server i ∈ I to the corresponding
station ji and is at least as good as the policy π as follows. Consider a policy π
′
that is identical to policy π except when policy π moves the servers i ∈ I ′ away from
stations ji ∈ J . Instead, the policy π′ assigns the servers i /∈ I that are assigned to
the stations j ∈ J ′1 by policy π to the stations j ∈ J ′3, and assigns the servers i ∈ I
that are assigned to the stations j ∈ J ′3 ∪ J ′2 by policy π to the stations ji ∈ J ′1 ∪ J ′2.
Note that under the policy π′, the service rates at the stations j ∈ J ′ are always at
least as high as under the policy π, thus the policy π′ performs at least as well as the
policy π, finishing the proof.
3.3 Problem Formulation
We give a formulation of the problem with the assumption that the service require-
ments are exponentially distributed. For the N -station system, we define the stochas-
tic process {Xπ(t) : t ≥ 0} for a policy π ∈ Π, where Π denotes the set of all possible
server assignment policies, as follows: Xπ(t) = (s1, . . . , sN−1), si ∈ {0, . . . , Bi+2}, ∀i,
where si is the number of jobs that have been processed at stations {1, . . . , i} but
not at stations {i+ 1, . . . , N}. Let us call the set of all possible states S.
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From now on, we assume that Π is the set of all Markovian stationary deter-
ministic server assignment policies corresponding to the state space S. Note that the
stochastic process {Xπ(t)}, π ∈ Π, is a continuous time Markov chain. There exists a
finite uniformization constant q ≤
∑
i maxj µij. Therefore the chain is uniformizable,
and the continuous time optimization problem can be translated into an equivalent
discrete time Markov decision problem. In particular, Andradóttir et al. [11] show
that maximizing the steady-state throughput of the original system is equivalent to
maximizing the steady-state departure rate for the embedded discrete time Markov
chain.
We let aσ1σ2...σN denote an action, where σi ∈ {0, 1, . . . , N} shows the allocation
of server i, with the convention that if σi = 0, then server i is idled, and if σi = j > 0,
then server i is assigned to station j. Also let As = {aσ1σ2...σN : σi ∈ {0, 1, . . . , N}, σi 6=
σk for i 6= k with σiσk > 0} denote the set of allowable actions in state s ∈ S.
Lastly, we let µkij for i, j ∈ {1, . . . , N} and k ∈ N denote the kth power of the
service rate µij throughout the chapter, unless stated otherwise.
3.4 Optimal Policy for Two-Server Systems
In this section, we consider a two-station system, and completely characterize the
optimal policy when the system is Markovian. There are two cases to be examined:
Either there is no dominating server (i.e., each server is faster at one of the stations)
or there is a dominating server (i.e., the same server is faster at both stations). When
there is no dominating server, without loss of generality, we can assume that we
have µ11 ≥ µ21 and µ22 ≥ µ12 (server 1 is faster at the first station and server 2 is
faster at the second station), and when there is a dominating server, we can assume
µ11 ≥ µ21 and µ12 ≥ µ22 (server 1 is faster at both stations). We characterize the
optimal server assignment completely. Furthermore, we show that the optimal policy
is unique subject to the interpretation that assigning a server to a station that is
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blocked or starved is equivalent to idling the server.
3.4.1 Systems without a Dominating Server
We start our analysis with systems with specialized servers. The following proposition
gives the optimal server assignment policy when there is no dominating server.
Proposition 3. In a Markovian non-collaborative system with two stations and two
servers, if we have µ11 ≥ µ21 and µ22 ≥ µ12, then the policy that assigns server 1 to
the first station and server 2 to the second station at all times is optimal. Moreover,
if µ11 > µ21, µ22 > µ12 then the optimal policy is unique in the class of Markovian
stationary deterministic policies.
Proof. The optimality of the dedicated policy that assigns server 1 to the first station
and server 2 to the second station follows from Theorem 1. Also, under this optimal
policy, all states are recurrent given that µ11 > µ21, µ22 > µ12, since we then must
have µ11 > 0, µ22 > 0, and the optimal throughput is positive. To prove uniqueness,
let us first eliminate the idling actions. If s = 0, then only the second station is
starved, and assigning a server to the second station is the same as idling that server.
Therefore actions a10 and a01 are equivalent to actions a12 and a21, respectively. More-
over, actions that idle the server at the first station (i.e., a20, a02, a00) result in zero
throughput. Similarly if s = B1 + 2, then only the first station is blocked and assign-
ing a server to the first station is the same as idling that server. Therefore actions
a02 and a20 are equivalent to actions a12 and a21, respectively. Moreover, actions
that idle the server at the second station (i.e., a10, a01, a00) result in zero throughput.
Thus, we do not have to consider idling actions in these states. Note that if a policy
uses one of the actions {a00, a10, a01, a20, a02} in some state s ∈ {1, . . . , B1 + 1}, then
the states s− 1 and s+ 1 do not communicate, and the recurrent classes correspond
to systems with a smaller buffer space. Let us denote the optimal policy given in
Proposition 3 by π∗. Under policy π∗, the resulting Markov chain is a birth-death
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for s ∈ {0, . . . , B1 + 2}. Thus, one can compute the





































Therefore, any policy that results in smaller recurrent classes cannot be optimal, the
idling actions are strictly suboptimal, and we can reduce our action space to {a12, a21}.
Given that all states must be recurrent under an optimal policy, it is easy to see
that the action a12 is unique optimal in the end states when µ11 > µ21 and µ22 > µ12
because the transition probabilities of the embedded discrete time Markov Chain out
of states 0 and B1 + 2 do not depend on the action we choose, and the sojourn times
in these states are strictly smaller under action a12.
Next, let us assume we have a policy π that uses action a21 at some state s ∈
{1, . . . , B1 + 1}. Note that if µ12 = 0 or µ21 = 0, policy π results in a recurrent class
that corresponds to a system with smaller buffer size, and hence policy π is strictly
suboptimal given that µ11 > µ21, µ22 > µ12. Hence we can assume both µ12, µ21 are
strictly positive for the rest of the proof. We will construct a randomized policy π′
that is exactly the same as policy π except in state s, that has the same embedded
chain as policy π, and has a strictly smaller expected sojourn time at state s.
First assume we have µ11µ12 ≤ µ21µ22, and policy π′ uses action a12 with proba-





Note that p ∈ (0, 1] due to the assumptions that µ11µ12 ≤ µ21µ22 and µ12 > 0, µ21 > 0.
Then, under policy π′, the transition probabilities out of state s will be the same as
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whereas the expected sojourn time under policy π is η = 1
µ12+µ21
, and η′ < η for
µ11 > µ21. Hence the long-run average throughput is strictly larger under policy π
′.
When µ11µ12 > µ21µ22, a similar randomized policy can be constructed using
actions a12, a02, and p =
µ21(µ11+µ22)
µ11(µ12+µ21)
at state s. Again the resulting transition prob-
abilities will be unchanged and the mean sojourn time for state s will be strictly
smaller due to our assumption µ22 > µ12. Thus, there exist a randomized policy π
′
that has larger long-run average throughput than policy π. Theorem 9.1.8 of Puter-
man [56] implies that there must also exist a deterministic server assignment policy
that performs at least as well as the randomized policy π′. Hence we conclude that if
µ11 ≥ µ21, µ22 ≥ µ12 (µ11 > µ21, µ22 > µ12), then the action a21 is suboptimal (strictly
suboptimal) at any state s. Therefore the policy given in Proposition 3 is the unique
optimal policy when µ11 > µ21, µ22 > µ12.
Remark 2. For a two-station, two-server system with no dominating server, the
optimality of the dedicated server assignment policy which assigns server 1 to the first
station and server 2 to the second station also follows from the arguments used in the
proof of uniqueness.
3.4.2 Systems with a Dominating Server
When there is a dominating server, a more detailed approach is needed. First we
let (δ)∞ denote the policy corresponding to decision rule δ. Here a decision rule is
a (B1 + 3)-dimensional vector with components δ(s) ∈ As showing which action is
chosen in state s ∈ S.




a12 for 0 ≤ s ≤ i− 1,
a21 for i ≤ s ≤ B1 + 2.
Observe that the policy (δi)∞ is a non-idling threshold policy that assigns server 1 to
the first station and server 2 to the second station in states {0, . . . , i− 1} (i.e., when
the number of jobs that are processed at the first station but not at the second is less
than i), and server 1 to the second station and server 2 to the first station in states
{i, . . . , B1 + 2} (i.e., when the number of jobs that are processed at the first station
but not at the second is at least i). Thus, the faster server (server 1) divides his
time between the two stations under the policy (δi)∞ when 1 ≤ i ≤ B1 + 2. Also, the
long-run average throughput function T (δ
i)∞(B1), i ∈ {0, 1, . . . , B1 +3} corresponding

















































Note that we use the convention that summation over an empty set is zero and 00 = 1.
Consider the function:











for i ∈ {1, . . . , B1 + 3}. It can be shown that T (δ
i)∞(B1)− T (δ
i−1)∞(B1) is a positive
multiple of the simpler function f(i). While this provides a useful interpretation of
our results, it is not needed to prove them.
We now present a lemma and a corollary that describe some useful properties of
the function f .
Lemma 1. The function f(i) is nonnegative for i = 1 and nonpositive for i = B1 +3.
Also it is nonincreasing in i, i.e., f(i+ 1)− f(i) ≤ 0 for i ∈ {1, . . . , B1 + 2}.
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Proof. First we prove that f(1) is nonnegative and f(B1 + 3) is nonpositive:













since µ11 ≥ µ21 and µ22 ≤ µ12.
Now, consider the difference f(i+ 1)− f(i) for i ∈ {1, . . . , B1 + 2}:
















since µ11 ≥ µ21 and µ12 ≥ µ22 imply that (µ22 − µ12)(µ11 − µ21) ≤ 0.
Corollary 1. The set
S∗ = {s ∈ S\{0} : f(s) ≥ 0, f(s+ 1) ≤ 0}
is non-empty. Moreover, if there are multiple elements in S∗, then they are consecutive
states.
Proof. By Lemma 1, we have f(1) ≥ 0 and f(B1 + 3) ≤ 0. Therefore there exists s∗
at which f(s∗) ≥ 0 and f(s∗ + 1) ≤ 0 and S∗ is nonempty. Moreover, the function
f(i) is nonincreasing in i, i.e., f(i + 1) − f(i) ≤ 0 for i ∈ {1, . . . , B1 + 3}, hence the
elements of S∗ are consecutive states.
In the following theorem, we use the function f to state our result that charac-
terizes the optimal policy. Furthermore, we show that the optimal policy is unique
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subject to the interpretation that assigning a server to a station that is blocked or
starved is equivalent to idling the server.
Theorem 2. If server 1 is faster than server 2 at both stations, then the policy (δs
∗
)∞
is optimal, where s∗ ∈ S∗. Furthermore, it is the unique optimal policy in the class
of Markovian stationary deterministic policies if f(s∗) > 0, f(s∗ + 1) < 0.
Proof. We know that an optimal Markovian stationary deterministic policy exists
by Theorem 9.1.8 of Puterman [56] since the state and action spaces are finite. We
use Policy Iteration to show that the policy defined in the theorem is optimal. Let
us choose the initial decision rule δ0 = δ
s∗ as in Theorem 2, and let π0 denote the
corresponding policy. We can assume that µ11 > 0 and µ12 > 0 because otherwise
there is a station at which neither server can work and the throughput of all policies
is zero. Note that if µ11 = 0 or µ12 = 0, then f(i) = 0 for all i ∈ {1, . . . , B1 + 3}, and
thus the uniqueness condition given in Theorem 2 does not hold. Also, we assume at
least one of µ21, µ22 is nonzero, because if µ21 = µ22 = 0, there is only one server to
work at two stations and any Markovian deterministic policy with non-zero long-run
average throughput, including the one given in Theorem 2, is optimal. In this case,
f(1) = µ11µ
B1+2
12 > 0, f(B1 + 3) = −µB1+211 µ12 < 0, and f(i) = 0 for 1 < i < B1 + 3,
and the uniqueness condition given in Theorem 2 does not hold.
We start the Policy Iteration algorithm for a communicating model. Let rδ0 and
Pδ0 denote the corresponding reward vector and probability transition matrix for the
decision rule δ0, respectively. Without loss of generality, the uniformization constant





1− µ11 for s = 0, s′ = 0,
µ11 for s = 0, s
′ = 1,
0 for s = 0, s′ ≥ 2,
µ22 for 1 ≤ s ≤ s∗ − 1, s′ = s− 1,
1− µ22 − µ11 for 1 ≤ s ≤ s∗ − 1, s′ = s,
µ11 for 1 ≤ s ≤ s∗ − 1, s′ = s+ 1,
0 for 1 ≤ s ≤ s∗ − 1, s′ > s+ 1 or s′ < s− 1,
µ12 for s
∗ ≤ s ≤ B1 + 1, s′ = s− 1,
1− µ12 − µ21 for s∗ ≤ s ≤ B1 + 1, s′ = s,
µ21 for s
∗ ≤ s ≤ B1 + 1, s′ = s+ 1,
0 for s∗ ≤ s ≤ B1 + 1, s′ > s+ 1 or s′ < s− 1,
µ12 for s = B1 + 2, s
′ = B1 + 1,
1− µ12 for s = B1 + 2, s′ = B1 + 2,




0 for s = 0,
µ22 for 1 ≤ s ≤ s∗ − 1,
µ12 for s
∗ ≤ s ≤ B1 + 2.
Note that µ11 > 0 and µ12 > 0 implies that the decision rule δ0 yields a unichain
structure. We can solve the following equation to find g0 and h0:
rδ0 − g0e+ (Pδ0 − I)h0 = 0, (4)




function T is defined in equations (2) and (3).























































































































The Policy Iteration algorithm terminates, proving that π0 is optimal, if the fol-
lowing is true for all states s ∈ {0, 1, . . . , B1 + 2} and for all actions a ∈ As other
than δ0(s):
∆(s, a) = r(s, a) +
∑
j∈S
p(j|s, a)h0(j)− r(s, δ0(s))−
∑
j∈S
p(j|s, δ0(s))h0(j) ≤ 0. (5)
We will examine states s ∈ S separately for s < s∗ and s ≥ s∗ as our decision
rule δ0 takes different actions for states s < s
∗ and s ≥ s∗. We first show that the
inequality (5) holds for non-idling actions (i.e., a21 when 0 ≤ s < s∗, and a12 when

















Note that Γ > 0 under our assumptions that µ11 > 0, µ12 > 0. If 0 ≤ s < s∗, the
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It follows with some algebra that Γ1(s
∗ − 1) is a negative multiple of f(s∗), in par-
ticular, Γ1(s
∗ − 1) = −f(s∗)µs∗12. Since f(s∗) ≥ 0, Γ1(s∗ − 1) is nonpositive and
∆(s∗ − 1, a21) ≤ 0, proving our claim at state s∗ − 1. Next we prove that Γ1(s) is
nondecreasing in s by showing Γ1(s− 1)− Γ1(s) ≤ 0 for 1 < s < s∗. We have:




















It follows from our assumptions µ11 ≥ µ21 and µ12 ≥ µ22 that the above expression
is nonpositive. Hence Γ1(s) is nondecreasing in s, and we have ∆(s, a21) ≤ 0 for all
0 ≤ s < s∗. Furthermore, the inequality (5) is strict for 0 ≤ s < s∗ unless f(s∗) = 0
(because Γ1(s
∗ − 1) < 0).
On the other hand, if s∗ ≤ s ≤ B1 + 2, the right-hand side of expression (5) with






























Evaluating Γ2(s) at s = s
∗, one can show that Γ2(s
∗) is a positive multiple of f(s∗+1),
namely Γ2(s
∗) = f(s∗ + 1)µs
∗
12. By definition of s
∗, we know that f(s∗ + 1) ≤ 0.
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Therefore we have Γ2(s
∗) ≤ 0 and ∆(s∗, a12) ≤ 0 proving our claim for s = s∗. We
prove that Γ2(s) is non-increasing in s by looking at Γ2(s)−Γ2(s+1) for s∗ ≤ s < B1+1
and showing it to be non-negative. We have:
Γ2(s)− Γ2(s+ 1) = −µs12µ
B1+1−s












Due to our assumptions µ11 ≥ µ21 and µ12 ≥ µ22, it follows that Γ2(s)−Γ2(s+1) ≥ 0.
Therefore, ∆(s∗, a12) ≤ 0 implies that ∆(s, a12) ≤ 0 for all states s such that s∗ ≤ s ≤
B1 +2. Also, inequality (5) is strict for all states s
∗ ≤ s ≤ B1 +2 unless f(s∗+1) = 0
(because Γ2(s
∗) < 0).
Since inequality (5) holds for all states s ∈ {0, . . . , B1 + 2} and non-idling actions,
we have shown the policy (δ0)
∞ is optimal among non-idling policies.
From the arguments given in the proof of Proposition 3, it follows that we do not
need to consider idling actions for s = 0 and s = B1 + 2 (because idling actions are
either equivalent to non-idling actions or they are strictly suboptimal). Here we use
induction on B1 to show that a policy that uses an idling action in any of the states
s ∈ {1, . . . , B1 + 1} cannot be optimal.
If B1 = 0, the state space becomes S = {0, 1, 2} and it is enough to prove that
idling actions are strictly suboptimal in state s = 1. Note that the transition probabil-
ities of the embedded discrete time Markov Chain out of states s = 0 and s = 2 does
not depend on the action we choose, and the sojourn times in these states are smaller
under actions a12, a21, respectively. Thus, these actions are optimal in s = 0 and s = 2.
Let δa denote the decision rule that uses an idling action a ∈ {a00, a10, a01, a20, a02}
in s = 1, and non-idling actions a12, a21 in s = 0, s = 2, respectively. It is easy to see
that decision rule δa00 is strictly suboptimal since it results in zero throughput. Note
that δ0 ∈ {δ1, δ2} and define κa,i = T (δ







(µ11 + µ12)(µ212 + µ11µ12 + µ11µ21)
,
κa02,1 =
(µ12 − µ22)µ211µ12 + (µ12 − µ22)µ211µ21 + µ11µ12µ21µ22
(µ11 + µ22)(µ212 + µ11µ12 + µ11µ21)
,
κa01,1 =
(µ11 − µ21)µ312 + µ11µ212µ21










(µ11 + µ12)(µ211 + µ11µ12 + µ12µ22)
,
κa02,2 =
µ311(µ12 − µ22) + µ211µ12µ22
(µ11 + µ22)(µ211 + µ11µ12 + µ12µ22)
,
κa01,2 =
(µ11 − µ21)µ212µ22 + (µ11 − µ21)µ11µ212 + µ11µ12µ21µ22




(µ11 + µ12)(µ211 + µ11µ12 + µ12µ22)
.
We consider three cases. First, if µ21 > 0, µ22 > 0, we have κa,i > 0 for all i ∈
{1, 2} and a ∈ {a10, a01, a20, a02}. Similarly, if µ21 > 0, µ22 = 0, then κa,1 > 0 for
all a ∈ {a10, a01, a20, a02}. Finally, if µ21 = 0, µ22 > 0, we have κa,2 > 0 for all
a ∈ {a10, a01, a20, a02}. Therefore, for any idling policy (δa)∞, there exists a non-
idling policy (δi)∞ that performs strictly better, and thus idling actions are strictly
suboptimal for B1 = 0 in all three cases.
Assume now that the non-idling decision rule δ0 is optimal among all possible
decision rules for all buffer sizes B1 ≤ B′1. (Note that δ0 depends on the buffer size
B1, but we suppress this in our notation.) For buffer size B
′
1 + 1, assume there exists
an optimal decision rule δ′ that uses an idling action at some state s ∈ {1, . . . , B′1+2}.
Under decision rule δ′, states s− 1 and s + 1 do not communicate and the resulting
recurrent classes correspond to systems with buffer size strictly smaller than B′1 + 1.
Let B′′ < B′1 + 1 denote the buffer size for any one of the resulting systems. By
our assumption, δ0 is optimal for this system, hence the (constant) long-run average
throughput achieved by δ′ must be equal to that of δ0. We now show that this leads
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to a contradiction.
We have T δ
i





for all i ∈ {1, . . . , B1 + 2}, where

































If µ21 > 0, µ22 > 0, T
δi(B1 +1)−T δ
i
(B1) > 0 for all i ∈ {1, . . . , B1 +2}, implying that
the throughput achieved by the decision rule δ0 is strictly increasing in the buffer size.
Similarly, if µ21 > 0, µ22 = 0, we have f(1) ≥ 0, f(i) < 0 for i ∈ {2, . . . , B1 + 3} and
s∗ = 1, δ0 = δ
1 for all buffer sizes, and the throughput achieved by the decision rule
δ0 is strictly increasing in buffer size since T
(δ1)∞(B1 + 1)− T (δ
1)∞(B1) > 0. Finally,
if µ21 = 0, µ22 > 0, we have f(i) > 0 for i ∈ {1, . . . , B1 + 2}, f(B1 + 3) ≤ 0, and
s∗ = B1 + 2. Thus, δ0 = δ
B1+2 for buffer size B1 and δ0 = δ
B1+3 for buffer size B1 + 1.
We have T (δ


















In all three cases, the throughput achieved by the decision rule δ0 is strictly increasing
in the buffer size, and we must have T (δ
′)∞(B′1 + 1) = T
(δ0)∞(B′′) < T (δ0)
∞
(B′1 + 1),
contradicting the assumption that the decision rule δ′ is optimal. We conclude that
no policy that uses an idling action in a state s ∈ {1, . . . , B′1 + 2} can be optimal for
buffer size B′1 + 1. By induction, it follows that idling actions are strictly suboptimal
and can be eliminated for all buffer sizes. Therefore, the decision rule δ0 is optimal
in the class of Markovian stationary deterministic policies.
We have shown that policies with idling actions are strictly suboptimal. To prove
uniqueness among non-idling policies, we use a similar approach to Ayhan and An-
dradóttir [9] and consider a non-idling decision rule δ′ that differs from δ0 in at least
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one state s ∈ S. Let us define,
u = Pδ′g0e− g0e = 0,
v = rδ′ + (Pδ′ − I)h0 − g0e = rδ′ + Pδ′h0 − (rδ0 + Pδ0h0),
where we have used equation (4). It is shown in the proof of optimality above that
v(s) ≤ 0 for all s ∈ S and that if f(s∗) > 0, f(s∗ + 1) < 0, we must have
v(s) < 0 for all s ∈ S with δ′(s) 6= δ0(s). (6)
It is easy to see that if both µ21, µ22 are positive, then Pδ0 must be irreducible since
δ0 is non-idling. Moreover, δ0 = δ
B1+2 and δ0 = δ
1 also result in irreducible transition
matrices when µ21 = 0, µ22 > 0 and µ21 > 0, µ22 = 0, respectively. Hence, given that
at least one of µ21, µ22 is nonzero, Pδ0 is irreducible.
Since Pδ0 is irreducible and δ
′ differs from δ0 in at least one state, then it must
differ from δ0 in at least one state s0 ∈ S that is recurrent under δ′. Let g′ denote
the (possibly state dependent) throughput of the stationary policy (δ′)∞ and define
∆g = g′ − g0e. Also let P ∗δ′ denote the limiting matrix of Pδ′ . Suppose Pδ′ has n
recurrent classes, and partition Pδ′ such that Pi for i ∈ {1, 2, . . . , n} corresponds
to transitions within recurrent class i. Also partition g′, ∆g, and P ∗δ′ in a manner
consistent with the partition of Pδ′ . Lemma 9.2.5 of Puterman [56] states that ∆gi =
P ∗i vi. Using this lemma and equation (6), we conclude g
′(s0) − g0 < 0. Thus the
decision rule δ′ cannot be optimal, proving that (δ0)
∞ is the unique optimal policy if
f(s∗) > 0, f(s∗ + 1) < 0.
Remark 3. The uniqueness condition f(s∗) > 0, f(s∗ + 1) < 0 given in Theorem 2
implies that the set S∗ has a single element s∗. However, the converse is not true
since if s∗ = 1, f(1) = 0, and f(2) < 0, or if s∗ = B1 + 2, f(B1 + 2) > 0, and
f(B1 + 3) = 0, the uniqueness condition does not hold and S
∗ = {s∗}. Moreover,
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if µ11 = µ21, then there are multiple optimal actions in state s = 0. Similarly, if
µ12 = µ22, then there are multiple optimal actions in state s = B1 + 2. Thus, the
optimal policy is not unique unless µ11 > µ21, µ12 > µ22.
3.4.3 Systems with Non-Exponential Service Requirements
When the service requirements are exponentially distributed, the threshold policy
(δs
∗
)∞ defined in Theorem 2 is optimal for systems with two stations. We now
evaluate the performance of the policy (δs
∗
)∞ for systems with two stations and
service requirements that are not exponentially distributed. In particular, we consider
systems where each service requirement follows a Uniform(0, 2) distribution and the
service requirement at station j is depleted at the service rate µij when server i is
assigned to station j.
For a non-Markovian system, we use the same state definition as in our formulation
for systems with exponential service requirements. Thus, we only consider the server
assignment policies that reassigns the servers after a service completion, and refer
to these policies as service dependent (SD). For the set of service rates described in
Table 1, we compare the long-run average throughput attained by the policy (δs
∗
)∞
to the long-run average throughput attained by the best SD policy. Note that when
the service requirements are not exponentially distributed the best SD policy is not
necessarily optimal. We also use the best dedicated policy and the best dedicated
policy in a Markovian system with the same service rates µij as benchmarks.
Table 1: Service rates for systems with uniformly distributed service requirements
Instance µ11 µ12 µ21 µ22 Instance µ11 µ12 µ21 µ22
1 3.00 4.00 1.00 2.00 2 2.00 4.00 1.00 3.00
3 4.00 3.00 2.00 1.00 4 4.00 2.00 3.00 1.00
For each set of service rates, the policies were simulated with buffer sizes B1 ∈
{1, 5, 10}. Each instance were simulated for 20 replications of length 200,000 time
units, with the first 10,000 time units of each replication being truncated. Table 2
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Table 2: Throughput values for systems with N = 2 and Uniform[0,2] service re-
quirements
Instance 1 Best SD (δs
∗
)∞ Best Ded.-Uniform Best Ded.-Exp
B1 = 1 2.3464±0.0005 2.3422±0.0007 1.9216±0.0005 1.9216±0.0005
B1 = 5 2.4957±0.0006 2.4900±0.0005 1.9997±0.0009 1.9997±0.0009
B1 = 10 2.5027±0.0002 2.4987±0.0006 2.0003±0.0007 2.0003±0.0007
Instance 2 Best SD (δs
∗
)∞ Best Ded.-Uniform Best Ded.-Exp
B1 = 1 1.9404±0.0006 1.9401±0.0008 1.9217±0.0007 1.9217±0.0007
B1 = 5 2.0011±0.0004 2.0003±0.0007 1.9994±0.0010 1.9994±0.0010
B1 = 10 2.0039±0.0003 2.0004±0.0008 1.9999±0.0008 1.9999±0.0008
Instance 3 Best SD (δs
∗
)∞ Best Ded.-Uniform Best Ded.-Exp
B1 = 1 2.3465±0.0005 1.9980±0.0005 1.9215±0.0008 1.9215±0.0008
B1 = 5 2.4960±0.0004 2.4874±0.0006 1.9985±0.0009 1.9985±0.0009
B1 = 10 2.5032±0.0002 2.5005±0.0006 2.0000±0.0008 2.0000±0.0008
Instance 4 Best SD (δs
∗
)∞ Best Ded.-Uniform Best Ded.-Exp
B1 = 1 1.9407±0.0005 1.5975±0.0007 1.9216±0.0004 1.9216±0.0004
B1 = 5 2.0016±0.0006 1.9967±0.0007 1.9997±0.0006 1.99997±0.0006
B1 = 10 2.0046±0.0003 1.9997±0.0008 2.0012±0.0009 2.0012±0.0009
shows the 95% confidence intervals for the average throughput of simulated policies.
The simulation results demonstrate that the structure of the best SD policy is
insensitive to the service requirement distribution since a threshold policy performed
best in all simulated instances. We observe that in general, the best SD policy has a
lower switching threshold than s∗ calculated for the Markovian system. Our results
also suggest that the policy (δs
∗
)∞ has good performance even in systems with non-
exponential service requirement distributions. For instances 1 and 2, the policy (δs
∗
)∞
achieves more than 99% of the throughput attained by the best SD policy for all buffer
sizes B1 ∈ {1, 5, 10}. For instances 3 and 4, the performance gap between the best
SD policy and (δs
∗
)∞ is 15% and 17% when B1 = 1. The relatively low performance
of (δs
∗
)∞ in instances 3 and 4 is expected, since in these instances, rate of the slower
server at the second station is significantly lower than the rate of the faster server,
although the performance of the servers at the first station are comparable. This
requires the serves to be switched at an even lower threshold, resulting in the low
performance of threshold value s∗. However, the performance difference for different
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threshold values decreases as the buffer size grows, and the gap is again less than
1% for the larger buffer sizes B1 = 5 and B1 = 10. Overall, the optimal policy in
Markovian systems can be used as a near-optimal heuristic when the service times
are non-exponential.
3.5 Collaborative vs. Non-Collaborative Systems
In this section, we compare collaborative and non-collaborative systems and provide
insights on the benefits of collaboration in flexible systems. We also use the dedicated
policies as benchmarks to evaluate the benefits of flexibility.
For non-collaborative systems with two stations and two servers, Proposition 3
shows that a dedicated server assignment policy is optimal when there is no dom-
inating server and Theorem 2 shows that the optimal server assignment policy is
non-idling and threshold type when there is a dominating server. For collaborative
systems with two stations and two servers, Andradóttir et al. [11] characterized the
optimal policy to be composed of a primary assignment and a contingency plan. In
particular, if µ11µ22−µ21µ12 ≥ 0, the optimal policy assigns server 1 to station 1 and
server 2 to station 2 unless station 1 is blocked or station 2 is starved (i.e., primary
assignment), and assigns both servers to station 1 (station 2) when station 2 (station
1) is starved (blocked) (i.e., contingency plan). In a collaborative system, blocking
and starvation of a station can be resolved relatively quickly since the service rate
at a station can be increased by a greater amount by assigning multiple servers to a
station. Thus, the threshold structure of the optimal policy in the non-collaborative
setting disappears once collaboration is allowed.
For systems with more than two stations, the optimal policy is uncharacterized
in general, regardless of the collaboration structure. We compare the optimal poli-
cies in collaborative and non-collaborative settings to evaluate the loss in the maxi-
mum attainable throughput due to lack of collaboration. Note that in both settings
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the servers are flexible. We also evaluate the improvement in the long-run average
throughput due to flexibility in contrast to dedicated server assignment policies.
In many manufacturing systems, tasks on which a worker has to work are similar
in nature, and processing times are dependent on worker’s skill level. For instance,
in bucket brigade manufacturing, a worker has the same speed for each of the tasks
he needs to perform, but workers vary in terms of how fast they can work [19]. In
this section, we consider systems with homogeneous tasks where the service rates do
not depend on the station but only on the server, i.e., the service rates µij = µi for
i ∈ {1, . . . , N}, j ∈ {1, . . . , N}, as well as systems with non-homogeneous tasks and
general service rates µij.
Theorem 2 shows that if there is a dominant server, the optimal policy utilizes the
dominant server at both stations. When the tasks are homogeneous, the two dedicated
server assignment policies yield the same long-run average throughput, and without
cross-training, the maximum attainable throughput in a two-station non-collaborative
system is bounded above by the rate of the slower server:
T (δ















On the other hand, if the servers are cross-trained, the maximum attainable through-
put T (δ
s∗ )∞ is bounded below by µ1/2. Hence the improvement in the long-run aver-
age throughput due to cross-training increases without a bound as the service rate of
the faster server increases, and cross-training can improve the maximum attainable
throughput even if the servers are non-collaborating.
In a two-station collaborative system, the optimal policy moves the servers away
from their primary stations to avoid idleness. However, when the system is non-
collaborative, it is not possible to avoid idling entirely, since the slowest server has to
be idled when the first station is blocked or the second station is starved. Thus, in non-
collaborative systems the maximum achievable throughput is reduced due to idling.
The following result shows that in two-station, two-server systems with homogeneous
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tasks, the loss in the long-run average throughput due to lack of collaboration is
bounded and diminishes as the size of the buffer between the stations increases.
Proposition 4. For a system with two stations, two servers, and homogeneous tasks,
the loss in the long-run average throughput due to lack of collaboration is bounded by
µ2
2
, and converges to zero as B1 →∞.
Proof. Let T ∗col denote the optimal long-run average throughput for a collaborative
system with two stations and two servers. It follows from Theorem 2.1 of Andradóttir
























































Note that for a non-collaborative two-station system with homogeneous tasks, and
buffer size B1, the function f that we defined in Section 3.4 becomes














f(i) = −f(B1 + 4− i) for i ∈ {1, . . . B + 3}.
Thus, the optimal policy uses the threshold s∗ = B1+3
2
if B1 is odd and there are









even, unless µ1 = µ2 and f(i) = 0, ∀i, in which case s∗ ∈ {1, . . . , B1 + 2} can be
chosen arbitrarily. (Throughout this section, we use b·c and d·e to denote the floor
and ceiling functions.) Thus, one can choose s∗ = bB1+3
2
c in all cases, and





























































By our assumption that µ1 ≥ µ2, T ∗c − T (δ
s∗ )∞ is bounded by µ2
2
, and converges to
zero as B1 grows to infinity.
Proposition 4 shows that if the tasks in a system are similar, the optimal non-
collaborative policy will mostly capture the benefits of cross-training if the buffer
size is large enough. When the tasks are dissimilar, collaboration might have a more
prominent effect on the optimal long-run average throughput. To examine the ben-
efits of collaboration in systems with dissimilar tasks, we consider a system with
homogeneous servers and non-homogeneous tasks where the service rates µij = γj
for i, j ∈ 1, 2 depend entirely on the station but not on the server. Without loss off
generality, we assume γ1 ≥ γ2. The following result shows that in such systems, the
benefits of collaboration do not completely diminish as the buffer size increases.
Proposition 5. For a system with two stations, two servers, and homogeneous




Proof. Similar to the proof of Proposition (4), it follows from Theorem 2.1 of An-



















for any s∗ ∈ {1, . . . , B1 + 2}, and we have























































by our assumption that γ1 ≥ γ2. Thus, the result follows.
We also numerically compare the collaborative optimal, non-collaborative opti-
mal, best dedicated, and arbitrary (randomly selected) dedicated policies for systems
with equal and unequal buffer sizes. We consider systems with N = {2, 3, 4, 5} sta-
tions, since a numerical study of larger systems has impractically high computational
requirements. Tables 3 through 10 show the results when buffers have equal size. In
particular, the results for systems with non-homogeneous tasks are provided in Tables
3–6, and the results for systems with homogeneous tasks can be found in Tables 7–10.
Our results for systems with unequal buffer sizes are reported in Table 11 for both
homogeneous and non-homogeneous tasks.
In all experiments, service times are exponentially distributed and service rates
were randomly and independently generated with distribution U [1, 20]. Since the
computing time is longer for larger systems, the number of replications and the buffer
sizes used depend on the system size. We generated 5000 sets of service rates for
N = 2, 3, 4, and 200 sets of service rates for N = 5, both for systems with homo-
geneous and non-homogeneous tasks. For each set of rates, the long-run average
throughputs attained by the policies considered were computed using buffer sizes
Bj ∈ {1, 2, . . . , 10} for N = 2, 3 and Bj ∈ {1, 2, . . . , 5} for N = 4, 5. For brevity, we
only report the results for buffer sizes Bj ∈ {1, . . . , 5, 10} for systems with N = 2, 3
stations, although the overall averages are computed using the results for all buffer
sizes. In all tables, 95% confidence intervals on the long-run average throughput over
randomly generated instances are reported. We use the policy iteration algorithm
to compute the non-collaborative optimal policy in all settings and the collaborative
optimal policy when tasks are non-homogeneous. Note that for collaborative systems
with homogeneous tasks, the optimal long-run average throughput is known to be
the average of the service rates [11], and hence we do not need to compute a confi-
dence interval on the optimal throughput in this setting. Also, both dedicated server
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Table 3: Throughput values for systems with N = 2 and non-homogeneous tasks
Buffer Collaborative Opt. Non-Collaborative Opt. Best Ded. Arbitrary Ded.
1 10.97± 0.10 8.97± 0.08 8.34± 0.09 6.35± 0.10
2 11.13± 0.10 9.41± 0.09 8.78± 0.09 6.68± 0.10
3 11.23± 0.10 9.69± 0.09 9.05± 0.10 6.85± 0.11
4 11.29± 0.10 9.87± 0.10 9.23± 0.10 6.88± 0.11
5 11.33± 0.10 9.99± 0.11 9.36± 0.11 6.96± 0.11
10 11.41± 0.10 10.28± 0.11 9.64± 0.11 7.23± 0.12
Avg. (1-10) 11.29 ± 0.03 9.89 ± 0.03 9.25 ± 0.03 6.96 ± 0.04
Table 4: Throughput values for systems with N = 3 and non-homogeneous tasks
Buffer Collaborative Opt. Non-Collaborative Opt. Best Ded. Arbitrary Ded.
1 12.22± 0.07 9.03± 0.06 8.21± 0.06 4.90± 0.08
2 12.46± 0.07 9.71± 0.06 8.84± 0.07 5.19± 0.08
3 12.59± 0.07 10.12± 0.07 9.22± 0.07 5.29± 0.09
4 12.67± 0.0.7 10.40± 0.07 9.47± 0.08 5.43± 0.09
5 12.72± 0.08 10.59± 0.07 9.65± 0.08 5.52± 0.09
10 12.83± 0.08 10.04± 0.08 10.04± 0.09 5.57± 0.10
Avg. (1-10) 12.67± 0.02 10.43± 0.02 9.50± 0.03 5.42± 0.03
assignment policies yield the same throughput in two-station systems when the tasks
are homogeneous. Hence, results for only one dedicated server assignment policy are
reported in Table 7.
In two-station lines with non-homogeneous tasks and equal buffers, the arbitrary
dedicated policy attains only 70% of the non-collaborative optimal throughput. Its
performance further worsens for longer lines, yielding 52%, 42%, and 34% of the
non-collaborative optimal throughput for systems with three, four and five stations,
respectively. However, choosing the best dedicated policy over an arbitrary one results
in a considerable improvement, yielding 91% to 95% of the non-collaborative optimal
Table 5: Throughput values for systems with N = 4 and non-homogeneous tasks
Buffer Collaborative Opt. Non-Collaborative Opt. Best Ded. Arbitrary Ded.
1 13.35± 0.05 9.25± 0.04 8.42± 0.05 4.09± 0.06
2 13.62± 0.05 10.10± 0.05 9.19± 0.05 4.43± 0.07
3 13.76± 0.06 10.63± 0.05 9.66± 0.06 4.43± 0.07
4 13.85± 0.06 10.98± 0.06 9.97± 0.06 4.57± 0.08
5 13.89± 0.06 11.23± 0.06 10.20± 0.07 4.65± 0.08
Avg. (1-5) 13.70± 0.02 10.44 ± 0.02 9.49 ± 0.03 4.43 ± 0.03
43
Table 6: Throughput values for systems with N = 5 and non-homogeneous tasks
Buffer Collaborative Opt. Non-Collaborative Opt. Best Ded. Arbitrary Ded.
1 14.37± 0.22 9.32± 0.17 8.81± 0.18 3.40± 0.25
2 14.65± 0.22 10.28± 0.20 9.73± 0.21 3.60± 0.27
3 14.79± 0.23 10.89± 0.23 10.31± 0.23 3.71± 0.29
4 14.87± 0.23 11.31± 0.24 10.70± 0.25 3.77± 0.30
5 14.93± 0.23 11.60± 0.26 10.98± 0.26 3.81± 0.30
Avg. (1-5) 14.72± 0.10 10.68 ± 0.11 10.11 ± 0.11 3.66 ± 0.13
Table 7: Throughput values for systems with N = 2 and homogeneous tasks
Buffer Collaborative Opt. Non-Collaborative Opt. Dedicated
1 10.50 9.11± 0.08 6.40± 0.10
2 10.50 9.48± 0.09 6.71± 0.10
3 10.50 9.77± 0.09 6.89± 0.11
4 10.50 9.93± 0.09 7.01± 0.11
5 10.50 10.06± 0.10 7.09± 0.11
10 10.50 10.34± 0.10 7.27± 0.12
Avg. (1-10) 10.50 9.96 ± 0.03 7.02 ± 0.04
throughput. Our experiments show that allowing servers to collaborate increases
the maximum achievable throughput by 14% in systems with two-stations and non-
homogeneous tasks. The longer lines benefit from collaboration more, resulting in
21%, 31%, and 38% improvements in systems with three, four and five stations,
respectively.
When the tasks are homogeneous, the dedicated policies for two station systems
achieve 70% of the non-collaborative optimal throughput, and the performance of
the arbitrary dedicated policy for longer lines remain similar to that in systems with
non-homogeneous tasks. However, choosing the best dedicated policy yields only a
Table 8: Throughput values for systems with N = 3 and homogeneous tasks
Buffer Collaborative Opt. Non-Collaborative Opt. Best Ded. Arbitrary Ded.
1 10.50 8.78± 0.06 5.01± 0.08 4.92± 0.08
2 10.50 9.34± 0.07 5.30± 0.09 5.22± 0.08
3 10.50 9.69± 0.07 5.45± 0.09 5.38± 0.09
4 10.50 9.91± 0.08 5.55± 0.09 5.49± 0.09
5 10.50 10.06± 0.08 5.61± 0.10 5.56± 0.09
10 10.50 10.36± 0.08 5.74± 0.10 5.71± 0.10
Avg. (1-10) 10.50 9.91 ± 0.02 5.54 ± 0.03 5.49 ± 0.03
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Table 9: Throughput values for systems with N = 4 and homogeneous tasks
Buffer Collaborative Opt. Non-Collaborative Opt. Best Ded. Arbitrary Ded.
1 10.50 8.70± 0.05 4.23± 0.07 4.09± 0.06
2 10.50 9.35± 0.06 4.46± 0.07 4.34± 0.07
3 10.50 9.73± 0.06 4.58± 0.08 4.48± 0.08
4 10.50 9.96± 0.07 4.65± 0.08 4.57± 0.08
5 10.50 10.11± 0.07 4.69± 0.08 4.62± 0.08
Avg. (1-5) 10.50 9.57 ± 0.03 4.52 ± 0.03 4.42 ± 0.03
Table 10: Throughput values for systems with N = 5 and homogeneous tasks
Buffer Collaborative Opt. Non-Collaborative Opt. Best Ded. Arbitrary Ded.
1 10.50 8.52± 0.20 3.61± 0.26 3.54± 0.26
2 10.50 9.21± 0.22 3.79± 0.29 3.61± 0.28
3 10.50 9.61± 0.24 3.87± 0.31 3.81± 0.30
4 10.50 9.84± 0.25 3.91± 0.32 3.81± 0.30
5 10.50 9.98± 0.26 3.94± 0.32 3.87± 0.30
Avg. (1-5) 10.50 9.43 ± 0.08 3.82 ± 0.07 3.73 ± 0.10
slight improvement achieving 56%, 47%, and 41% of the non-collaborative optimal
throughput for systems with three, four, and five stations, respectively. The longer
lines benefit from collaboration more as in the systems with non-homogeneous tasks,
however the overall improvement achieved is comparatively lower with 5% to 11%
increase in the long-run average throughput.
In the experiments for systems with unequal buffer sizes, the service rate data
from the aforementioned experiments were used. Note that there is a single buffer
in two-station systems, thus we report results for N = 3, 4, 5 only. For each set
of rates, we randomly generated ten sets of buffer sizes for systems with N = 3
and five sets of buffer sizes for systems with N = 4, 5 from the discrete uniform
distributions U{1, 2, , . . . , 10} and U{1, 2, . . . , 5}, respectively. For each instance of
service rates, the buffer size values generated at different stations are independent of
each other. Our results show that allowing different sizes for each buffer in a system
does not significantly affect the overall average gap between the optimal policies in
collaborative and non-collaborative systems or the average performance of dedicated
policies. In fact, the results shown in Table 11 are similar to the aggregated results
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Table 11: Throughput values for systems with N = 3, 4, 5 and unequal buffer sizes
Non-Homogeneous Tasks
N Collaborative Opt. Non-Collaborative Opt. Best Ded. Arbitrary Ded.
3 12.68± 0.02 10.42± 0.02 9.48± 0.03 5.43± 0.03
4 13.71± 0.02 10.41± 0.02 9.48± 0.03 4.40± 0.03
5 14.73± 0.10 10.61± 0.10 10.08± 0.10 3.86± 0.14
Homogeneous Tasks
N Collaborative Opt. Non-Collaborative Opt. Best Ded. Arbitrary Ded.
3 10.50 9.92± 0.02 5.58± 0.03 5.48± 0.03
4 10.50 9.58± 0.03 4.56± 0.03 4.42± 0.03
5 10.50 9.43± 0.12 4.01± 0.14 3.86± 0.13
reported in Tables 4 through 6 and 8 through 10.
Cross-training can improve the maximum achievable throughput through dynamic
server allocation and collaboration, in systems with both homogeneous and non-
homogeneous tasks. However, our results show that the benefits gained through these
mechanism are dependent on similarity or dissimilarity of the tasks in the system.
Collaboration improves the maximum attainable throughput more when the tasks
are non-homogeneous. In a system with non-homogeneous tasks, the performance of
a server may differ at different stations, and allowing collaboration makes it possible
to utilize each server where they perform better more often, consequently increasing
the long-run average throughput. We also observe that the improvement in the long-
run average throughput due to collaboration decreases as the buffer size increases
and that non-collaborative systems are more sensitive to buffer size. These results
are consistent with Propositions 4 and 5, and can be explained by the observation
that collaboration is more valuable when blocking is more frequent, since it allows all
servers to be utilized even when some stations are blocked.
When tasks are homogeneous, all dedicated policies perform poorly. On the other
hand, choosing the best dedicated policy can greatly improve the throughput achieved
if the tasks are non-homogeneous. If the service rates depend on the task, it is possible
that at each station there is a distinct server that performs the best (i.e., there are
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no dominated servers), in which case a dedicated server assignment policy is optimal
(see Theorem 1). On the other hand, if the tasks are homogeneous then the servers
dominate each other in the sense that they can be ordered with respect to service
rates. In this case, it is beneficial to utilize the fastest server in multiple stations, and
substantial improvement can be gained through dynamic assignment of the servers.
As the number of stations in the system grows, the chance of blocking increases,
causing the non-collaborative optimal throughput to decrease when tasks are homo-
geneous. In collaborative systems, this is counteracted since any blockage can be
quickly resolved. However, if the tasks are non-homogeneous, both the collaborative
and non-collaborative optimal throughputs improve with growing system size, since
it is more likely to have a faster server available at each station.
3.6 Server Assignment Heuristics for Non-Collaborative
Lines with N ≤ 3
In this section, we develop four different server assignment heuristics for N -station,
N -server non-collaborative systems. Each heuristic uses a primary assignment to
allocate servers to stations, and changes the allocation dynamically according to a
contingency plan when prospects of blocking or starving are high, as motivated by the
behavior of the optimal policy in systems with two stations. We provide a numerical
study that compares the long-run average throughput of the heuristics to that of the
non-collaborative optimal policy for both equal and unequal buffer sizes. The best
dedicated policy and an arbitrary (randomly selected) dedicated policy were also used
as benchmark policies in the comparison.
Our results in Section 3.5 show that when tasks are non-homogeneous, the best
dedicated server assignment policy yields near-optimal throughputs. However, when
the tasks are homogeneous, an efficient server allocation strategy is unknown for
N ≥ 3. Thus, in this section, we focus on systems with homogeneous tasks and
assume the service rates do not depend on the station but only on the server, i.e.,
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µij = µi for i ∈ {1, . . . , N}, j ∈ {1, . . . , N}. In Section 3.4, we identified the opti-
mal server allocation policy for the two-station, two-server system with an arbitrary
buffer size. The optimal policy is of threshold type with a threshold value s∗ and it
does not involve primary assignment of servers to stations. Bartholdi and Eisenstein
[19] have shown that in bucket brigade manufacturing, the production line balances
itself and attains the maximum possible throughput when servers are ordered from
slower to faster. On the other hand, Hillier and Boling [38], have demonstrated and
analyzed the so-called bowl phenomenon that shows that the throughput of a pro-
duction system may be increased by deliberately unbalancing the line and observed
that the bowl phenomenon occurs when the greatest amount of work is allocated to
the stations on the ends of the line and the smallest amounts should be allocated
to the stations in the middle. We use these ideas to devise the primary assignments
for our heuristics and use our results from Section 3.4 to develop the accompanying
contingency plan.
More specifically, we consider four primary assignments. Our primary assignments
are defined as follows: Let us number the servers so that we have µ1 ≥ µ2 ≥ · · · ≥ µN .
Then the first primary assignment will be slower-to-faster (S-to-F) which assigns
server N to the first station, server N − 1 to the second station, and so on (as in
bucket brigades). Another primary assignment will be faster-to-slower (F-to-S) which
assigns server 1 to the first station, server 2 to the second station, and so on. The
third primary assignment is the bowl assignment which assigns server 1 to the middle
station (dN+1
2
e), server 2 to the left of server 1, server 3 to the right of server 1, server
4 to the left of server 2, server 5 to the right of server 3, and so on. Note that the
fastest servers are assigned to the middle stations and the slowest servers are assigned
to the end stations. For our fourth heuristic, we use an arbitrary (randomly selected)
primary assignment. For all heuristics, if there are k starved or blocked stations, the
N -station system is reduced to an (N−k)-station system and the primary assignment
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uses the N − k fastest servers.
Our contingency plan locally improves portions of the N -station line with the pur-
pose of preventing stations from being starved or blocked. In order to dynamically
change the server assignment, it uses N − 1 threshold values s∗1, s∗2, . . . , s∗N−1. These
thresholds are calculated as in Section 3.4 for subsystems that consist of two consec-
utive stations of our original N -station system with servers assigned to these stations
following the specified primary assignment. In particular, we let s∗j , j ∈ {1, . . . N−1},
denote threshold point of a two-station system with a buffer of size Bj and with the
servers that are assigned to station j and station j+ 1 in the N -station system. Note
that for a two-station system with homogeneous tasks (µij = µi), and buffer size B,
we can assign s∗j = b
Bj+3
2
cas shown in the proof of Proposition 4.
Using the threshold values s∗j , one can construct the heuristic policies as fol-
lows. We start with the chosen primary assignment in each state. For the slower-
to-faster heuristic, we keep the primary assignment if sj ≥ s∗j for all j, and re-
verse the assignments of servers in each sequence of stations j, . . . , j + m such that
sj < s
∗
j , . . . , sj+m < s
∗
j+m, where j is as small as possible and m is as large as possible,
so that the server assigned to station j will be assigned to station j + m + 1, the
server assigned to station j + 1 will be assigned to station j + m and so on (i.e.,
faster servers move backwards). Similarly, for faster-to-slower heuristic, we keep the
primary assignment if sj < s
∗
j for all j, and reverse the assignments of servers in each
sequence j, . . . , j + m such that sj ≥ s∗j , . . . , sj+m ≥ s∗j+m, where j is as small as
possible and m is as large as possible (i.e., faster servers move forward).
For the bowl heuristic:
• If we have




j for all j > N/2, (8)
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then we keep the primary assignment.
• If there is a sequence j, j + 1, j + 2, . . . , j + m with j > N/2 or j + m ≤ N/2
that does not satisfy the conditions given in (7) and (8), where j is as small as
possible and m is as large as possible, we reverse the assignments of the servers
in the sequence.
• If there is a sequence j, j + 1, j + 2, . . . , j + m with j ≤ N/2 and j + m >
N/2 that does not satisfy the conditions given in (7) and (8), where j is as
small as possible and m is as large as possible, we reverse the assignments of
the servers at both stations j to bN/2c and stations dN+1
2
e to j + m + 1 (so
that the servers that were originally assigned to stations j, . . . , bN/2c now will
be assigned to stations bN/2c, . . . , j, respectively and the servers that were
originally assigned to stations dN+1
2
e, . . . , j + m + 1 now will be assigned to
stations j +m+ 1 . . . , dN+1
2
e, respectively).
For an arbitrary primary assignment, similar logic applies, so that if there is a
sequence of stations so that in each consecutive pair of stations the faster server
needs to move backwards (e.g., there is a sequence of stations j, j + 1, . . . , j +m such
that sj < s
∗
j , . . . , sj+m < s
∗
j+m and the servers at these stations are ordered from
slower to faster) or forward (e.g., there is a sequence of stations j, j + 1, . . . , j + m
such that sj ≥ s∗j , . . . , sj+m ≥ s∗j+m and the servers at these stations are ordered from
faster to slower), we reverse the server assignments for that portion of the line.
The heuristics are evaluated through numerical experiments. We consider systems
with N ∈ {3, 4, 5} stations, since a numerical study of larger systems has impracti-
cally high computational requirements. We use the same experimental setup and
service time data as in our previous experiments for systems with homogenous tasks
in Section 3.5. For each setting, we compare the long-run average throughputs at-
tained by the optimal non-collaborative policy, our four heuristic policies, and the
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Table 12: Throughput values for systems with N = 3 and equal buffer sizes
B. Non-C. Opt. S-to-F F-to-S Bowl Arbitrary Best D. Arbitrary D.
1 8.78± 0.06 8.68± 0.06 8.65± 0.06 8.62± 0.06 8.52± 0.06 5.01± 0.08 4.92± 0.08
2 9.34± 0.07 9.23± 0.07 9.12± 0.07 9.13± 0.07 9.04± 0.07 5.30± 0.09 5.22± 0.08
3 9.69± 0.07 9.51± 0.07 9.34± 0.07 9.39± 0.07 9.32± 0.07 5.45± 0.09 5.38± 0.09
4 9.91± 0.08 9.66± 0.08 9.47± 0.07 9.54± 0.07 9.48± 0.07 5.55± 0.09 5.49± 0.09
5 10.06± 0.08 9.76± 0.08 9.54± 0.08 9.63± 0.08 9.57± 0.08 5.61± 0.10 5.56± 0.09
10 10.36± 0.08 9.94± 0.08 9.68± 0.08 9.79± 0.08 9.74± 0.08 5.74± 0.10 5.71± 0.10
Avg. 9.91 ± 0.02 9.63 ± 0.02 9.44 ± 0.02 9.50 ± 0.02 9.44 ± 0.02 5.54 ± 0.03 5.49 ± 0.03
Table 13: Throughput values for systems with N = 4 and equal buffer sizes
B. Non-C. Opt. S-to-F F-to-S Bowl Arbitrary Best D. Arbitrary D.
1 8.70± 0.05 8.65± 0.05 8.59± 0.05 8.57± 0.05 8.54± 0.05 4.23± 0.07 4.09± 0.06
2 9.35± 0.06 9.25± 0.06 9.04± 0.06 9.10± 0.06 9.05± 0.06 4.46± 0.07 4.34± 0.07
3 9.73± 0.06 9.56± 0.06 9.26± 0.06 9.38± 0.06 9.31± 0.06 4.58± 0.08 4.48± 0.08
4 9.96± 0.07 9.73± 0.06 9.37± 0.06 9.53± 0.06 9.47± 0.06 4.65± 0.08 4.57± 0.08
5 10.11± 0.07 9.84± 0.07 9.44± 0.06 9.63± 0.07 9.57± 0.07 4.69± 0.08 4.62± 0.08
Avg. 9.57 ± 0.03 9.41 ± 0.03 9.14 ± 0.03 9.24 ± 0.03 9.19 ± 0.03 4.52 ± 0.03 4.42 ± 0.03
two dedicated benchmark policies. Tables 12 through 14 show our results for systems
with equal buffer sizes for N = 3, 4, 5, respectively, and Table 15 shows the results
for systems with unequal buffers for N = 3, 4, 5. All tables display 95% confidence
intervals.
Tables 12, 13, and 14 show that all heuristics yield near-optimal results when
the system size is relatively small. Hence we conclude that all primary assignments
we consider work well when accompanied by the contingency plan. Moreover, the
slower-to-faster heuristic performs better than the remaining heuristics for all systems
and buffer sizes, with the exception of systems with five stations and unit buffer
size. For small buffer sizes, faster-to-slower heuristic outperforms the bowl heuristic
Table 14: Throughput values for systems with N = 5 and equal buffer sizes
B. Non-C. Opt. S-to-F F-to-S Bowl Arbitrary Best D. Arbitrary D.
1 8.52± 0.20 7.86± 0.19 7.95± 0.19 8.04± 0.20 7.79± 0.19 3.61± 0.26 3.54± 0.26
2 9.21± 0.22 8.53± 0.21 8.23± 0.22 8.48± 0.22 8.29± 0.22 3.79± 0.29 3.61± 0.28
3 9.61± 0.24 8.97± 0.23 8.35± 0.23 8.69± 0.23 8.49± 0.23 3.87± 0.31 3.81± 0.30
4 9.84± 0.25 9.27± 0.24 8.42± 0.24 8.81± 0.24 8.77± 0.24 3.91± 0.32 3.81± 0.30
5 9.98± 0.26 9.46± 0.25 8.45± 0.24 8.87± 0.25 8.72± 0.25 3.94± 0.32 3.87± 0.31
Avg. 9.43 ± 0.08 8.82 ± 0.08 8.28 ± 0.07 8.58 ± 0.07 8.41± 0.07 3.82 ± 0.10 3.73 ± 0.09
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and the heuristic with an arbitrary primary assignment, and it is outperformed by
these heuristics for larger values of buffer size. In general, we observe a large gap
between the performance of the heuristic policies and the performance of dedicated
assignments. Furthermore, as the number of stations in the system increases, the
performance of the heuristic policies improves relative to that of dedicated policies
since the throughput values attained by dedicated policies rapidly deteriorates. The
decrease in the performance of our heuristics as the number of stations increases is
expected since our contingency plan only aims to improve the system performance
locally.
In particular, for the three-station systems, the throughput attained by the slower-
to-faster heuristic was approximately 97% of the throughput attained by the optimal
policy when the throughput values are averaged over different buffer sizes (98% when
averaged over buffer sizes 1 through 5; note that for larger systems a smaller range of
buffer sizes is used). By contrast, the throughput attained by the dedicated polices
remained around 56% of the maximum throughput. For systems with four and five
stations, the slower-to-faster heuristic attained 98% and 91% of the optimal through-
put, whereas the throughput attained by the dedicated polices remained around 47%
and 41% of the optimal, respectively.
Table 15 shows the results when the buffers between different stations are allowed
to have different sizes. In this experiment, we used the same service rate data as
in Tables 12, 13, and 14. For each set of rates, different sets of buffer sizes were
randomly generated, as was done in Section 3.5 for Table 11. Consistent with Section
3.5, our experiments show that allowing the buffer sizes to differ does not affect the
performance of our heuristics significantly. For systems with unequal buffer sizes, the
slower-to-faster heuristic on average achieved approximately 97%, 98%, and 93% of
the maximum long-run average throughput for N = 3, 4, 5, respectively (recall that
a larger range of buffer sizes was considered for N = 3). The corresponding best
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Table 15: Throughput values for systems with N = 3, 4, 5 and unequal buffer sizes
N Non-C. Opt. S-to-F F-to-S Bowl Arbitrary Best D. Arbitrary D.
3 9.92± 0.02 9.63± 0.02 9.44± 0.02 9.50± 0.02 9.37± 0.02 5.58± 0.03 5.48± 0.03
4 9.58± 0.03 9.40± 0.03 9.14± 0.03 9.24± 0.03 9.18± 0.03 4.56± 0.03 4.42± 0.03
5 9.43± 0.12 8.76± 0.11 8.30± 0.11 8.58± 0.11 8.35± 0.11 4.01± 0.14 3.86± 0.13
dedicated policy on average achieved 56%, 48%, and 43% of the maximum long-run
average throughput for N = 3, 4, 5, respectively. In fact, averaging over different
buffer sizes in Tables 12, 13, 14 gives us similar results.
It is already known that ordering the servers from slower to faster yields the largest
throughput in bucket brigade manufacturing where there is no blocking [19]. This
allocation strategy cannot be optimal in the system we study, since even the best
dedicated server assignment policy is suboptimal. However, we have shown that the
slower-to-faster primary assignment is near-optimal even when there is blocking, as
long as the order of the servers is allowed to change according to our contingency plan.
Hence our heuristic provides an efficient workforce management strategy when the
optimal policy is hard to identify. Furthermore, all of the dynamic server assignment
heuristics we developed yield substantially higher long-run average throughputs than
the best dedicated assignment, implying that our contingency plan greatly contributes
to the long-run average throughput.
3.7 Conclusions
We study systems of tandem queues with flexible, non-collaborative servers and finite
buffers between the stations. We prove when a distinct server is the fastest at each
station, the optimal policy keeps the servers dedicated at the stations where they
are the fastest, so cross-training is not beneficial. Otherwise, a more complicated
server allocation policy is needed as the servers should be utilized at multiple stations.
Furthermore, we completely characterize the server assignment policy that maximizes
the long-run average throughput for Markovian two-station, two-server systems. For
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systems with two stations, numerical results showed that the structure of the optimal
policy is insensitive to the distribution of the service requirements, and the optimal
policy in Markovian systems can be used as a near-optimal heuristic in non-Markovian
systems.For larger Markovian systems with homogeneous tasks, we develop server
allocation heuristics that are based on our results for the two-station systems. Each
heuristic is composed of a primary server assignment and a contingency plan that
dynamically reallocates the servers using multiple thresholds. Numerical results show
that all primary assignments we consider yield near-optimal results when accompanied
by our contingency plan. Particularly, ordering the servers from slower to faster yields
the best results. These results suggest multiple threshold type policies may be near-
optimal for systems with more than two stations.
We also provide a comparison of collaborative, non-collaborative, and non-flexible
(dedicated) systems.For systems with two stations and homogeneous tasks, we show
that the benefits of collaboration diminish as buffer size increases, and dynamic server
allocation can compensate for the lack of collaboration. On the other hand, if the
tasks are non-homogeneous, collaboration can remain considerably beneficial. Numer-
ical results for larger systems also suggest that collaboration improves the long-run
average throughput more when tasks are non-homogeneous, whereas cross-training
improves system performance mostly through dynamic server allocation in systems
with homogeneous tasks. Our results show that server flexibility is useful even if the
servers are non-collaborative, and dynamic server allocation can increase the maxi-
mum long-run average throughput without a bound as the differences between the
skill levels of the servers become larger.
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CHAPTER IV
NON-COLLABORATIVE TANDEM NETWORKS WITH
SETUP COSTS
4.1 Introduction
In this section, we study the effects of setups on the optimal server allocation pol-
icy in systems with cross-trained and non-collaborative servers, and characterize the
conditions under which cross-training is still advantageous.
Consider a tandem queueing system with N stations, N servers, and finite buffers
between the stations. We assume that the system operates under the manufacturing
blocking mechanism, so a station becomes blocked whenever the buffer following it
is full and a job completion occurs at the station. We also assume that there is an
infinite supply of jobs in front of the first station and infinite space for completed
jobs after the last station. Service requirements at each station are independent and
identically distributed. Servers are cross-trained to work at different stations, and a
server can move from one station to another after each service completion. However,
the system is non-collaborative so that servers are not allowed to work together at a
station at any time. Since the number of servers and stations are equal, this implies
that there is always a single server at each station. We let µij ≥ 0 denote the rate of
server i at station j, and let 0 ≤ Bj < ∞ for j ∈ {1, . . . , N − 1} denote the size of
the buffer between stations j and j + 1. We assume, without loss of generality, that
the mean service requirement is 1 at all stations.
We assume that travel and setup times are negligible, but (non-negative) setup
costs are incurred whenever the servers are reassigned. Moreover, each departure
from the system results in a revenue of r. Without loss of generality, we let r = 1.
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Our objective in this chapter is to identify the dynamic server assignment policy that
maximizes the long-run average profit for the system described.
The remainder of this chapter is organized as follows. In Section 4.2, we give
a result for the N -station system with general service requirements and structured
service rates. In Section 4.3 we formulate the optimization problem and give an equiv-
alent Markov decision process formulation. The optimal policy for the special case of
homogeneous tasks and costs is completely characterized in Section 4.4. We develop
heuristic server assignment policies for systems with non-homogeneous tasks and/or
non-constant setup costs in Section 4.5, and provide a numerical study that evaluates
the performance of the heuristics. Our conclusions are summarized in Section 4.6.
Finally, additional numerical results are provided in the Appendices A and B.
4.2 Systems with General Service Rates
In Chapter 3, we showed that for a system of N stations and N servers without
setups, if for each station there exists one distinct server that is better than all other
servers at that station, then the dedicated server assignment policy that keeps each
server where they are the fastest is optimal. The following proposition generalizes
that result for systems with positive setup costs.
Proposition 6. Consider an N station tandem line with N non-collaborative servers
and service requirements with general distributions for which a server reassignment re-
sults in setup costs. Suppose there exists i1, . . . , iN with {i1, i2, . . . , iN} = {1, 2, . . . , N}
such that µi11 ≥ max{µi21, µi31, . . . , µiN1}, . . . , µiNN ≥ max{µi1N , µi2N , . . . , µiN−1N}.
Then the policy that assigns server ik to station k at all times for all k ∈ {1, 2, . . . , N}
is optimal.
Proof. If for each station, there is a distinct server that is better than all other other
servers at that station, then (by Theorem 1 in Chapter 3) any server assignment
policy π′ that is different from the policy described in Proposition 6, will achieve
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lesser throughput. Furthermore if setup costs are present, any policy that is not
dedicated may incur setup costs, resulting in a lower long-run average profit. Hence,
the policy given in Proposition 6 is optimal.
Remark 4. Note that if a subset of servers I ⊂ {1, . . . , N} are specialized at stations
J = {ji : i ∈ I} ⊂ {1, . . . , N} but dominated at stations j /∈ J by servers i /∈ I, then
the suboptimality of policies that move a server i ∈ I away from station ji can be
proved in similar manner (see Proposition 2 in Chapter 3).
For all server assignment policies π and t ≥ 0, let Dπ(t) be the number of de-
partures from the system and Cπ(t) be the cumulative setup cost incurred under the
server assignment policy π in the period [0, t]. Let Pπ be the long-run average profit












Similarly, for all server assignment policies π and t ≥ 0, define Kπ(t) be the number
of server reassignments occurred under the server assignment policy π up to time t.
We consider any policy π such that limt→∞
Kπ(t)
t
= 0 to be dedicated. Proposition
6 states that when there are setup costs, if it is not possible to increase the service
rates at any of the stations by moving the servers, a dedicated policy is optimal. Our
next result shows that for general N -station, N -server systems, a dedicated policy
maximizes the long-run average profit if the setup costs are sufficiently large.
Proposition 7. For an N-station tandem line with N non-collaborative servers and
service requirements with general distributions, the optimal policy becomes dedicated
as all setup costs tend to infinity.
Proof. Note that the first term of the limit in (9) is independent of the magnitude
of the setup costs. Let the largest service rate available in the system be denoted by
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is also bounded above by µ since the servers are
non-collaborative. Moreover, the second term grows as the setup costs increase for
any non-dedicated policy. Let the set of such policies be denoted by Π′. For any policy
π ∈ Π′, there exists a setup cost value c′π < ∞, such that for all c > c′π the long-run





≥ µ and the long-run average profit Pπ ≤ 0. Thus, all
non-dedicated policies result in negative long-run average profits as the setup costs
increase.
For a dedicated server assignment policy, the long-run average setup cost incurred
is zero. Hence, the long run average profit achieved by such a policy is equal to the
long-run average throughput (i.e., it is constant and nonnegative) for all values of
setup costs. Therefore, a dedicated server a assignment policy becomes optimal as
setup costs tend to infinity.
4.3 Problem Formulation
We formulate the dynamic server assignment problem for a tandem system with
N stations and N non-collaborative servers in the presence of constant setup costs
c ≥ 0 that are independent of the location of the servers. Assuming that the service
requirements are exponentially distributed, we translate the continuous time problem
into a discrete time Markov decision problem.
We define the stochastic process {Y π(t) : t ≥ 0} with state space SY for a policy
π ∈ Π, where Π is the set of server assignment policies under consideration, as follows:




j (t) ∈ {0, . . . , Bj + 2} is the number of jobs
that have been processed at the first j stations but not at station j + 1 at time t for
j ∈ {1, . . . , N−1},. Similarly, for all server assignment policies π ∈ Π, we let Zπ(t) =
(Zπ1 (t), . . . , Z
π
N(t)) for all t ≥ 0, where Zπi (t), i ∈ {1, . . . , N} denotes the station that
server i was assigned to under the policy π at the time of the most recent service
completion prior to time t, and let SZ be the state space of the stochastic process
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{Zπ(t)}. We use the stochastic process {Xπ(t)}, where Xπ(t) = (Y π(t), Zπ(t)) for all
t ≥ 0, to model the state of the system under policy π as a function of time.
Let Π denote the set of all Markovian stationary deterministic server assignment
policies that correspond to the state space S of the stochastic processes {Xπ(t)}. In
other words, the policies in Π specify the server assignments as a function of the cur-
rent state x = (y, z) ∈ S of the stochastic process {X(t)}, where y = (s1, . . . , sN−1) ∈
SY and z = (z1, . . . , zN) ∈ SZ . Hence, the server assignments may depend on the
status of the stations and the buffers, as well as the previous locations of the servers.
For all x ∈ S, let Ax denote the allowable actions in state x. We use the notation
aσ1σ2...σN to represent the actions, where σi = (σi,1, σi,2) and σi,1 is the station server
i is assigned to with the convention that σi,2 = 0 if server i is voluntarily idled and
σi,2 = 1 otherwise. Thus, we have Ax = A = ∪σ∈({1,...,N}×{0,1})N{aσ} for all x ∈ S. We
let d denote a decision rule where d(x) ∈ Ax for all x ∈ S. Hence the policy π ∈ Π
that corresponds to the decision rule d can be represented as π = (d)∞.
Since the state space of our Markov chain {Xπ(t)}, as well as the immediate
rewards, are finite, the limit given in equation (9) exists by Proposition 8.1.1 of




Let πa be the server assignment policy that chooses action a in every state x ∈ S.
Note that the stochastic process {Y πa(t)}, πa ∈ Π is a continuous time Markov chain,
and let Qa(y, y
′), a ∈ A be the rate at which the continuous time Markov chain
{Y πa(t)} goes from state y to state y′. Then the stochastic process {Xπ(t)} is a





′) if z′ = Zd(x),
0 otherwise,
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for all x = (y, z), x′ = (y′, z′) ∈ S, where Zd(x) = {zd,1(x), . . . , zd,N(x)} and zd,i(x) =
σi,1 when d(x) = aσ1σ2...σN .
It is clear that there exists a finite uniformization constant q ≥
∑
i maxj µij.
Hence, the process {Xπ(t)} is uniformizable for all π ∈ Π, and the continuous time
optimization problem can be translated into an equivalent discrete time Markov de-
cision problem. For all y = (s1, s2 . . . , sN−1) ∈ SY , let Dy = ∅ if sN−1 = 0, and
Dy = {(s1, s2 . . . , sN−1 − 1)} if sN−1 > 0. Also, let 1{·} be the indicator function and
define summation over an empty set to be zero. Andradóttir et al. [14] show that the
































is the reward received when the decision rule d is used in state x. In the remainder
of this chapter, we work with the alternative formulation (11).
4.4 Systems with Homogeneous Tasks
In this section, we consider the two-station system with homogeneous tasks, and
completely characterize the optimal policy in the presence of constant setup costs.
Since the tasks are homogeneous, the service rates are only dependent on the server,
and we have µij = µi for i ∈ {1, 2}. Throughout our developments, without loss of
generality we assume that µ1 ≥ µ2, so that server 1 works faster than server 2 at both
stations. Furthermore, if µ1 = µ2 then the servers are identical and any dedicated
server assignment policy that avoids setup costs is optimal (see Proposition 6). Hence,
without loss of generality, we can focus on the case where server 1 is strictly faster
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than server 2 (i.e., µ1 > µ2). We use b·c and d·e to denote floor and ceiling functions,
and define the set of decision rules δk for k ∈ 0, . . . , bB1+32 c as follows:
δk(x) =

a(1,1)(2,1) if x = (s, 2, 1), s < k,
a(2,1)(1,1) if x = (s, 2, 1), s ≥ k,
a(1,1)(2,1) if x = (s, 1, 2), s ≤ B1 + 2− k,
a(2,1)(1,1) if x = (s, 1, 2), s > B1 + 2− k.
The policy (δk)
∞ is a non-idling double threshold policy with symmetric thresh-
olds that depend on both the number of jobs that are in the buffer and the server
assignment prior to the last job completion.
Before we present the result that completely characterizes the optimal server
assignment policy for arbitrary buffer size B1, we define the following bounds ck,
k ∈ {1, . . . , bB1+3
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and show that ck+1 < ck for all k ∈ {1, . . . , bB1+32 c − 1}.
Lemma 2. The bounds ck, k ∈ {1, . . . , bB1+32 c} are decreasing in k.
Proof. Let c′k denote the numerator of ck defined in (12). We have











2 (µ1 − µ2) + µk−11 µ
B1+2−k−i
















for k ∈ {1, . . . , bB1+3
2
c−1} due to our assumption that µ1 > µ2. Thus, the numerator
is decreasing in k. Also let c′′k denote the denominator in (12). Similarly, we have




1 − µk−12 µ
B1+3−k
1 ) < 0,
and the denominator is decreasing in k, finishing the proof.
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Theorem 3. For a two-station Markovian tandem line with flexible but non-collaborative
servers, if the tasks are homogeneous and server 1 is strictly faster than server 2, i.e.,
µ1j = µ1 > µ2 = µ2j for all j ∈ {1, 2}, then the optimal server assignment policy
π∗ = (δ∗)∞ is as follows:
(i) If c ≥ c1, then δ∗ = δ0, and the optimal server assignment policy is dedicated.






the optimal server assignment policy is of double-threshold type.
Proof. We know that an optimal Markovian stationary deterministic policy exists by
Theorem 9.1.8 of Puterman [56] since the state and action spaces are finite. Moreover,
since µ1 = 0 implies that all service rates are zero, we can assume that µ1 > 0, so that
the policies defined by the decision rules δk for k ∈ {1, . . . , bB1+32 c} result in Markov
chains with a single recurrent class. If µ1 > 0, µ2 > 0 (µ1 > 0, µ2 = 0), the states
{(0, 1, 2), . . . , (B1 +3−k, 1, 2), (k−1, 2, 1), . . . , (B1 +2, 2, 1)} ({(k, 1, 2), . . . , (B1 +3−
k, 1, 2), (k − 1, 2, 1), . . . , (B1 + 2− k, 2, 1)}) form a recurrent class and the remaining
states are transient. Note that the decision rule δ0 as it is defined in Theorem 3,
yields two recurrent classes which corresponds to a dedicated server assignment policy.
Furthermore, due to homogeneity of the tasks, both recurrent classes yield the same
long-run average throughput and result in no setups.




















w(x, a) = 1,
w(x, a) ≥ 0, for all x ∈ S, a ∈ Ax,
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where, for all x ∈ S and a ∈ Ax, r(x, a) is the immediate reward of choosing action
a in state x and p(x′|x, a) is the transition probability from state x to x′ if action a
is chosen in state x. Since policies δk, k ∈ {1, . . . , bB1+32 c} result in a single recurrent
class, every basic feasible solution that corresponds to a policy defined by one of the
decision rules δk has at most one action ax ∈ Ax such that w(x, ax) > 0 for each
x ∈ S.






a if w∗(x, a) > 0 for x ∈ Sw∗ ,
a′ for some a′ such that there exists a state x′ ∈ Sw∗ for which x′
is reachable from x under action a′ for x ∈ S\Sw∗ ,
where Sw∗ = {x ∈ S :
∑
a∈Ax w
∗(x, a) > 0}. Note that an action a′ that moves
the process towards a recurrent state always exists. In particular, to move towards
a recurrent state (y, 1, 2) ((y, 2, 1)) from a transient state (y′, z′), we choose a(1,1)(2,1)
(a(2,1)(1,1)) if y
′ < y (y′ > y), and choose a(2,1)(1,1) (a(1,1)(2,1)) if y
′ ≥ y (y′ ≤ y). As
the following decision rule δ yields one of the recurrent classes yielded by δ0 (i.e.,
{(0, 1, 2), . . . , (B1 + 2, 1, 2)}) and the actions in the remaining transient states are
chosen so that the process is carried into the recurrent class, both decision rules
result in the same long-run average profit and proving the optimality of the decision
rule δ0 is equivalent to proving the optimality of δ:
δ(x) =

a(1,1)(2,1) if x = (s, 1, 2), s ≤ B1 + 2,
a(1,1)(2,1) if x = (0, 2, 1),
a(2,1)(1,1) if x = (s, 2, 1), 1 ≤ s ≤ B1 + 2.
Since the decision rule δ also results in a single recurrent class, the corresponding
basic feasible solution has at most one action ax ∈ Ax such that w(x, ax) > 0 for each
x ∈ S.
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The Markov decision process that corresponds to our formulation is weakly com-
municating, since the deterministic stationary policy (δ1)
∞ yields a closed recurrent
class with no transient states if µ2 > 0, and it yields a single recurrent class with two
transient states (0, 1, 2), (B1 + 2, 2, 1) that are transient under every policy if µ2 = 0.
Therefore, we use the Linear Programming (LP) approach for weakly communicating
Markov decision processes in order to show that the decision rule δ∗ that is defined
in Theorem 3 is optimal.
We prove the optimality of decision rule δ defined above, when setup cost c ≥ c1.
Let w denote the basic solution of the LP (13) that corresponds to the policy (δ)∞.
Then the associated basis is
D ={w((0, 1, 2), a(1,1)(2,1)), w((0, 2, 1), a(1,1)(2,1)), w((1, 1, 2), a(1,1)(2,1)),
w((1, 2, 1), a(2,1)(1,1)), w((2, 1, 2), a(1,1)(2,1)), w((2, 2, 1), a(2,1)(1,1)),
. . . , w((B1 + 2, 1, 2), a(1,1)(2,1)), w((B1 + 2, 2, 1), a(2,1)(1,1))}.
We let B be the coefficients for the elements of basis D in the constraint matrix and
let cB be the vector of coefficients for the basic variables in the objective function.
Then, we have
cB = {0,−2cµ1, µ2, µ1, µ2, µ1, . . . , µ2, µ1},
B =

µ1/q 0 −µ2/q 0 . . . . . . 0 0 0 0
0 µ1/q 0 −µ1/q





−µ1/q −µ1/q (µ1 + µ2)/q 0





0 0 0 (µ1 + µ2)/q





















. . . −µ2/q 0 (µ1 + µ2)/q 0 −µ1/q
0 0 0 0 . . . 0 −µ1/q 0 µ2/q 0
1 1 1 1 . . . . . . 1 1 1 1

64
where q is the uniformization constant. Note that in the LP formulation (13), one
of the constraints in the first set of constraints is redundant, so we eliminate the
constraint that corresponds to the state (B1 + 2, 2, 1). To prove optimality, we only
need to show that
c̄w = cw − cBB−1vw ≤ 0 (14)
for each nonbasic variable w, where vw denotes the column corresponding to variable
w in the constraint matrix and cw is the coefficient of the variable w in the objective
function (Theorem 3.1 of Bertsimas and Tsitsiklis [21]). Note that the set of nonbasic
variables is
D′ ={w((s, 1, 2), a) : a ∈ {a(2,1)(1,1), a(1,1)(2,0), a(2,0)(1,1), a(2,1)(1,0), a(1,0)(2,1)}, 0 ≤ s ≤ B1 + 2
w((s, 2, 1), a) : a ∈ {a(1,1)(2,1), a(1,1)(2,0), a(2,0)(1,1), a(2,1)(1,0), a(1,0)(2,1)}, 1 ≤ s ≤ B1 + 2
w((0, 2, 1), a) : a ∈ {a(2,1)(1,1), a(1,1)(2,0), a(2,0)(1,1), a(2,1)(1,0), a(1,0)(2,1)}}.
In addition to the quantities c̄w, let us also define
∆1(s, a) = c̄w((s,1,2),a) − c̄w((s+1,1,2),a),
∆2(s, a) = c̄w((s,2,1),a) − c̄w((s+1,2,1),a),
∆3(s, a) = c̄w((s,1,2),a) − c̄w((s,2,1),a).
for every s ∈ {0, . . . , B1 + 2} and action a ∈ A.
For states (0, 1, 2), (0, 2, 1) and (B1 + 2, 2, 1),
















































Hence, the inequality (14) holds for all states {(1, 2, 1), (2, 2, 1), . . . , (B1 +1, 2, 1)} and
action a(1,1)(2,1), for all values of c. Similarly, we have
∆1(s, a(2,1)(1,1)) = −
(µ1 + µ2)(µ
B1+2−s













for s ∈ {1, . . . , B1}, and
c̄w((B1+1,1,2),a(2,1)(1,1)) =− 4c(µ1 + µ2) +
(µ1 + µ2)
























The inequality (14) holds for c̄w((B1+1,1,2),a(2,1)(1,1)), and thus for all c̄w((k,1,2),a(2,1)(1,1)),




























1 − (B1 + 3)µ
B1+2





























Inequality (16) gives a tighter bound on c than inequality (15), hence the condition
given in (14) holds for all non-basic variables corresponding to non-idling actions
a(1,1)(2,1) and a(2,1)(1,1) given that c ≥ c1.
Note that we do not need to consider the idling actions a(1,1)(2,0), a(2,0)(1,1) in states
(B1 + 2, 1, 2), (B1 + 2, 2, 1), and the idling actions a(2,1)(1,0), a(1,0)(2,1) in states (0, 1, 2),
66
(0, 2, 1), since they result in zero long-run average profit. For the idling actions






2 (µ1 − µ2)
µB1+31 − µB1+32







1 − µB1+2−i2 )
(µ1 − µ2)(µB1+31 − µB1+32 )
≥ 0 for s ∈ {1, . . . , B1 + 1},
c̄w((B1+2,1,2),a(1,0)(2,1)) = 0,
∆1(s, a(1,0)(2,1)) = −
µB1+2−s1 µ
s+1
2 (µ1 − µ2)
µB1+31 − µB1+32







1 − µB1+2−i2 )
(µ1 − µ2)(µB1+31 − µB1+32 )
≥ 0 for s ∈ {1, . . . , B1 + 2}.
Thus, the inequality (14) holds for all states and actions a(1,1)(2,0) and a(1,0)(2,1). For






2 (µ1 − µ2)
µB1+31 − µB1+32






1 µ2) + 4c(µ
B1+4
2 − µB1+31 µ2)









for s ∈ {1, . . . , B1 + 1}. Similarly, for action a(2,1)(1,0),
c̄w((B1+2,2,1),a(2,1)(1,0)) = 0,
∆2(s, a(2,1)(1,0)) = −
µB1+2−s1 µ
s+1
2 (µ1 − µ2)
µB1+31 − µB1+32







1 µ2) + 4c(µ
B1+4
2 − µB1+31 µ2)









for s ∈ {1, . . . , B1 + 2}. Therefore ∆3(s, a(2,0)(1,1)) ≤ 0 for s ∈ {1, . . . , B1 + 1} and



















) , for s ∈ {1, . . . , B1 + 2}. (17)
Note that the inequality (16) is tighter than the set of inequalities (17). Thus, given
c ≥ c1, (14) holds for all non-basic variables, and the decision rule δ, or equivalently
δ0, is optimal when c ≥ c1. Note that not all non-basic variables have strictly negative
reduced costs, in particular c̄w((0,2,1),a(2,1)(1,1)) = 0, indicating multiple optimal bases.
In fact, any server assignment policy that ends up in one of the recurrent classes of
policy δ0 ({(0, 1, 2), . . . , (B1 + 2, 1, 2)} or {(0, 2, 1), . . . , (B1 + 2, 2, 1)} if µ2 > 0 and
(B1 + 2, 1, 2) or (0, 2, 1) if µ2 = 0) is also optimal.
For any optimal policy that yields the recurrent class {(0, 1, 2), . . . , (B1 + 2, 1, 2)},
action a(1,1)(2,1) should be chosen as the optimal action in states {(0, 1, 2), . . . , (B1 +
2, 1, 2)} and in state (s, 2, 1) for some s ∈ {0, . . . , B1 + 2}, and given that µ2 > 0, the
following actions can be chosen in the remaining states:
• actions {a(1,1)(2,1), a(2,1)(1,1), a(1,1)(2,0), a(2,0)(1,1)} in state (0, 2, 1),
• actions {a(1,1)(2,1), a(2,1)(1,1), a(1,0)(2,1), a(2,1)(1,0)} in state (B1 + 2, 2, 1),
• actions {a(1,1)(2,1), a(2,1)(1,1), a(1,0)(2,1), a(1,1)(2,0), a(2,0)(1,1)}
in states {(1, 2, 1), . . . , (s− 1, 2, 1)},
• actions {a(1,1)(2,1), a(2,1)(1,1), a(1,0)(2,1), a(1,1)(2,0), a(2,1)(1,0)}
in states {(s+ 1, 2, 1), . . . , (B1 + 1, 2, 1)}.
(Note that if µ2 = 0, the actions a(2,0)(1,1) and a(1,0)(2,1) result in zero transition
rates and cannot be optimal in any state, and the actions a(1,1)(2,1) and a(2,1)(1,1) cannot
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be optimal in states {(s′, 2, 1) : s′ < s} and (B1 + 2, 2, 1), respectively.) Similarly, for
any optimal policy that yields the recurrent class {(0, 2, 1), . . . , (B1 + 2, 2, 1)}, action
a(2,1)(1,1) should be chosen as the optimal action in states {(0, 2, 1), . . . , (B1 + 2, 2, 1)}
and state (s, 1, 2) for some s ∈ {0, . . . , B1 + 2}, and given that µ2 > 0 the following
actions can be chosen in the remaining states:
• actions {a(1,1)(2,1), a(2,1)(1,1), a(1,1)(2,0), a(2,0)(1,1)} in state (0, 1, 2),
• actions {a(1,1)(2,1), a(2,1)(1,1), a(1,0)(2,1), a(2,1)(1,0)} in state (B1 + 2, 1, 2);
• actions {a(1,1)(2,1), a(2,1)(1,1), a(2,1)(1,0), a(2,0)(1,1), a(1,1)(2,0)}
in states {(1, 1, 2), . . . , (s− 1, 1, 2)},
• actions {a(1,1)(2,1), a(2,1)(1,1), a(2,1)(1,0), a(2,0)(1,1), a(1,0)(2,1)}
in states {(s+ 1, 1, 2), . . . , (B1 + 1, 1, 2)}.
Optimality of the decision rule δk when ck+1 ≤ c ≤ ck is proved in a similar
fashion. Once again, we let w denote the basic feasible solution that corresponds
to policy (δk)
∞. Then the associated basis (D), coefficients of basic variables in the
constraint matrix (B), and coefficients of the basic variables in the objective function
(cB) are as follows:
D ={w((0, 1, 2), a(1,1)(2,1)), w((0, 2, 1), a(1,1)(2,1)), . . . , w((k − 1, 1, 2), a(1,1)(2,1)),
w((k − 1, 2, 1), a(1,1)(2,1)), w((k, 1, 2), a(1,1)(2,1)), w((k, 2, 1), a(2,1)(1,1)), . . . ,
w((B1 + 2− k, 1, 2), a(1,1)(2,1)), w((B1 + 2− k, 2, 1), a(2,1)(1,1)),
w((B1 + 1− k, 1, 2), a(2,1)(1,1)), w((B1 + 1− k, 2, 1), a(2,1)(1,1)), . . . ,




µ1/q if i = 1, j = 1,
µ1/q if i = 2, j = 2,
−µ1/q if i = 3, j ∈ {1, 2},
−µ2/q if i = j − 2, j = 2n− 1 or i = j − 3, j = 2n for 1 < n ≤ k,
−µ1/q if i = j + 2, j = 2n− 1 or i = j + 1, j = 2n for 1 < n ≤ k,
(µ1 + µ2)/q if i = j, 2 < i ≤ B1
−µ2/q if i = j − 2, j = 2n+ 1 or i = j + 2, j = 2n for k < n ≤ B1 + 3− k,
−µ1/q if i = j + 2, j = 2n+ 1 or i = j − 2, j = 2n for k < n ≤ B1 + 3− k,
−µ1/q if i = j − 1, j = 2n+ 1 or i = j − 2, j = 2n for B1 + 3− k < n ≤ B1 + 1,
−µ2/q if i = j + 3, j = 2n+ 1 or i = j + 2, j = 2n for B1 + 3− k < n ≤ B1 + 1,
−µ1/q if i = 2(B1 + 3)− 4, j ∈ {2(B1 + 3)− 3, 2(B1 + 3)− 2},
−µ1/q if i = 2(B1 + 3)− 2, j ∈ {2(B1 + 3)− 1, 2(B1 + 3)},
µ1/q if i = 2(B1 + 3)− 1, j = 2(B1 + 3)− 1,





0 if x = (0, 1, 2)
−2cµ1 if x = (0, 2, 1)
µ2 if x = (s, 1, 2), 0 < s ≤ B1 + 2− k,
µ1 if x = (s, 2, 1), k ≤ s < B1 + 2,
µ2 − 2c(µ1 + µ2) if x = (s, 2, 1), 0 < s ≤ k,
µ1 − 2c(µ1 + µ2) if x = (s, 2, 1), B1 + 2− k < s < B1 + 2,
µ1 − 2cµ1 if x = (B1 + 2, 1, 2)
µ1 if x = (B1 + 2, 2, 1).
We show that the inequality (14) holds for all nonbasic variables when ck+1 < c ≤ ck.
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For the non-idling actions a(1,1)(2,1) and a(2,1)(1,1), we have
c̄w((s,2,1),a(2,1)(1,1)) = c̄w((B1+2−s,1,2),a(1,1)(2,1)),
c̄w((s,1,2),a(2,1)(1,1)) = c̄w((B1+2−s,2,1),a(1,1)(2,1)) where s ∈ {0, . . . , k − 1},
c̄w((B1+2−s,1,2),a(2,1)(1,1)) = c̄w((s,2,1),a(1,1)(2,1)) where s ∈ {k, . . . , B1 + 2}.
Hence, it is sufficient to show that the inequality (14) holds for c̄w((s,2,1),a(2,1)(1,1)),
c̄w((s,1,2),a(2,1)(1,1)) for s ∈ {0, . . . , k−1} and c̄w((s,2,1),a(1,1)(2,1)) where s ∈ {k, . . . , B1 +2}.
First, we look at states {(0, 1, 2), (0, 2, 1), . . . , (k − 1, 1, 2), (k − 1, 2, 1)}. We have
∆3(0, a(2,1)(1,1)) = −4cµ2,
∆3(s, a(2,1)(1,1)) = −4c(µ1 + µ2)
for 0 < s ≤ k − 1. Moreover,
∆2(s, a(2,1)(1,1)) =
(4 +B1 + 4c− 2k)µB1+1−s1 (µ2 − µ1)3µs2(µ1 + µ2)
2(µ1 − µ2)
(








for all 0 ≤ s ≤ k − 2. Hence c̄w((k−2,2,1),a(2,1)(1,1)) ≤ 0 implies that the inequality (14)

















2 − (4 +B1 + 4c− 2k)µB1+6−k1 µk−22 + 4cµ
B1+4
1
− 8cµB1+31 µ2 + (6 +B1 + 4c− 2k)µB1+4−k1 µk2.




































Note that the right hand side of the above inequality is positive, yielding a valid
bound on setup cost c.
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Similarly for state (k − 1, 2, 1), we have c̄w((k−1,2,1),a(2,1)(1,1)) =
Ψ3
(µ1−µ2)Ψ1 , where





− (4 +B1 + 4c− 2k)µB1+6−k1 µ2k2 − 8cµ
B1+4
1 µ2 + (6 +B1 + 4c− 2k)µB1+5−k1 µk2.































) = ck. (19)
Since the bound given by inequality (19) is tighter than the bound given by inequality
(18), the optimality condition given in (14) holds for all states {(0, 1, 2), (0, 2, 1), . . . , (k−
1, 1, 2), (k − 1, 2, 1)} and non-idling actions when (19) is satisfied.
We have ∆2(s, a(1,1)(2,1)) =
Ψ4
Ψ1
≥ 0 for s ∈ {k, . . . , B1 + 2}, where

















Hence, c̄w((k,2,1),a(1,1)(2,1)) ≤ 0 implies that (14) holds for all c̄w((s,2,1),a(1,1)(2,1)), s ∈
{k, . . . , B1 + 2}. We have c̄w((k,2,1),a(1,1)(2,1)) =
Ψ5
(µ1−µ2))Ψ1 , where
Ψ5 = −(µ1 + µ2)
(
(B1 + 4 + 4c− 2k)(µB1+3−k1 µk+12 − µk+11 µ
B1+3−k
2 )
+ (B1 + 2 + 4c− 2k)(µk1µ
B1+4−k
2 − µB1+4−k1 µk2) + 8c(µ
B1+4
1 − µB1+31 µ2)
)
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) = ck+1. (20)
Thus the inequality (14) holds for all states {(k, 1, 2), (k, 2, 1), . . . , (B1 +2, 1, 2), (B1 +
2, 2, 1)} when (20) is satisfied.
For the idling actions a(1,1)(2,0), a(2,0)(1,1), a(2,1)(1,0), and a(1,0)(2,1), we have
c̄w((s, 2, 1), a(1,1)(2,0)) = c̄w((B1 + 2− s, 1, 2), a(2,1)(1,0)),
c̄w((s, 2, 1), a(2,0)(1,1)) = c̄w((B1 + 2− s, 1, 2), a(1,0)(2,1)),
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for s ∈ {0, . . . , B1 + 2}. Moreover, actions a(1,1)(2,0) and a(2,0)(1,1) result in zero long-
run average profit if chosen in states (B1 + 2, 1, 2) and (B1 + 2, 2, 1). Hence, it is
enough to show the inequality (14) holds for c̄w((s, 1, 2), a) and c̄w((s, 2, 1), a) for
s ∈ {0, . . . , B1 + 1}, a ∈ {a(1,1)(2,0), a(2,0)(1,1)}.
For action a(1,1)(2,0) and states (s, 1, 2), we have
∆1(s, a(1,1)(2,0)) =
(B1 + 4 + 4c− 2k)(µ1 − µ2)µB1+2+k−s1 µk+s+12








for s ∈ {0, . . . , B1+1−k} and c̄w((0, 1, 2), a(1,1)(2,0)) = 0, hence c̄w((s, 1, 2), a(1,1)(2,0)) ≤
0 for all s ∈ {0, . . . , B1 + 2− k}. Similarly,
∆1(s, a(1,1)(2,0)) =
(B1 + 4 + 4c− 2k)(µ1 − µ2)µk+s+21 µB1+1+k−s2








for s ∈ {B1 + 3− k, . . . , B1 + 1}, and c̄w((B1 + 3− k, 1, 2), a(1,1)(2,0)) ≤ 0 implies that
c̄w((s, 1, 2), a(1,1)(2,0)) ≤ 0 for all s ∈ {B1 + 3− k, . . . , B1 + 1}. We have c̄w((B1 + 3−
k, 1, 2), a(1,1)(2,0)) =
Ψ6
(µ1−µ2)Ψ1 , where




















Therefore c̄w((B1 + 3− k, 1, 2), a(1,1)(2,0)) ≤ 0 holds when

















2 − µB1+2+k1 µk+22 − µB1+41 µ2k2 )
. (21)
Note that the bound given by inequality (19) is tighter than the bound given by
inequality (21). Thus, given that (19) holds, c̄w((s, 1, 2), a(1,1)(2,0)) ≤ 0 for all s ∈
{(0, . . . , B1 + 2}.
For action a(1,1)(2,0) and states (s, 2, 1), we have
c̄w((s, 2, 1), a(1,1)(2,0)) = c̄w((s, 1, 2), a(1,1)(2,0)) ≤ 0 for s ∈ {0, . . . , k − 1}
c̄w((s, 2, 1), a(1,1)(2,0)) = c̄w((s, 1, 2), a(1,1)(2,0))− 4cµ1 ≤ 0 for s ∈ {B1 + 3− k, . . . , B1 + 1}
73
and ∆3(s, a(1,1)(2,0)) =
Ψ7
(µ1−µ2)Ψ1 , for s ∈ {k, . . . , B1 + 2− k}, where
Ψ7 =(4 +B1 + 4c− 2k)(µB1+4−s1 µs+12 − µs+21 µ
B1+3−s
2 ) + 8c(s+ 1− k)(µB1+51 − µB1+41 µ2)
+ (2 +B1 + 4c− 2s)(µk+11 µ
B1+4−k
2 − µB1+5−k1 µk2).
We have Ψ7 ≥ 0 for all non-negative values of c when dB1+22 e ≤ s ≤ B1 + 2− k. Also,

























































2 − µl−11 µB1+3−l−i2 )∑s+1
l=k+1 ψ2(l)
≤ ck+1
since ck is decreasing in k. Thus, ∆3(s, a(1,1)(2,0)) ≥ 0 for s ∈ {k, . . . , B1 + 2− k}, and
c̄w((s, 2, 1), a(1,1)(2,0)) ≤ 0 for all s ∈ {0, . . . , B1 + 1}.
For action a(2,0)(1,1) and states (s, 2, 1), we have
∆2(s, a(2,0)(1,1)) =
(B1 + 4 + 4c− 2k)(µ1 − µ2)µB1+k−s+11 µk+s+22








for s ∈ {0, . . . , k−3} and c̄w((0, 2, 1), a(2,0)(1,1)) ≤ 0 implies that c̄w((s, 2, 1), a(2,0)(1,1)) ≤
0 for all s ∈ {0, . . . , k − 2}. We have c̄w((0, 2, 1), a(2,0)(1,1)) = Ψ8Ψ1 , where






















Therefore c̄w((0, 2, 1), a(2,0)(1,1)) ≤ 0 holds when














(B1 + 4 + 4c− 2k)(µ1 − µ2)µk+s+11 µB1+k−s+22








for s ∈ {k−1, . . . , B1}, and c̄w((k−1, 21), a(2,0)(1,1)) ≤ 0 implies that c̄w((s, 2, 1), a(2,0)(1,1)) ≤ 0
for all s ∈ {k − 1, . . . , B1 + 1}. We have c̄w((k − 1, 2, 1), a(2,0)(1,1)) = Ψ9(µ1−µ2)Ψ1 , where





+ (B1 + 4 + 4c− 2k)(µ2k1 µ
B1+5
2 − µ2k+11 µ
B1+4




2 − 2µ2k+11 µ
B1+4
2 .
Therefore c̄w((k − 1, 2, 1), a(2,0)(1,1)) ≤ 0 holds when
























Note that the bound given by inequality (19) is tighter than the bounds given by
inequalities (22) and (23). Thus, given that c ≤ ck, c̄w((s, 2, 1), a(2,0)(1,1)) ≤ 0 for all
s ∈ {(0, . . . , B1 + 2}.
For action a(2,0)(1,1) and states (s, 1, 2), we have
c̄w((s, 1, 2), a(2,0)(1,1)) = c̄w((s, 2, 1), a(2,0)(1,1)) ≤ 0 for s ∈ {B1 + 3− k, . . . , B1 + 1},
c̄w((s, 1, 2), a(2,0)(1,1)) = c̄w((s, 2, 1), a(2,0)(1,1))− 4cµ1 ≤ 0 for s ∈ {0, . . . , k − 1},
and ∆3(s, a(2,0)(1,1)) =
Ψ10





2 (−(4 +B1 + 4c− 2k)µ1+k+2s1 µ
3+B1+k
2 + (4 +B1 + 4c− 2k)µ3+B1+k1 µ1+k+2s2
+ µ2k+s1 µ
4+B1+s
2 (2 +B1 − 4c− 2s)− µ4+B1+s1 µ2k+s2 (2 +B1 − 4c− 2s)




2 (3 +B1 − k − s)).










































2 − µl−11 µB1+3−l−i2 )∑B1+3−s
l=k+1 ψ2(l)
≤ ck+1
since ck is decreasing in k. It follows that ∆3(s, a(2,0)(1,1)) ≤ 0, for s ∈ {k, . . . , B1 +
2− k}, and c̄w((s, 1, 2), a(2,0)(1,1)) ≤ 0 for all s ∈ {0, . . . , B1 + 1}.
Thus, the condition given in inequality (14) is satisfied for the policy (δk)
∞ and δk
is the optimal decision rule when ck+1 ≤ c ≤ ck. Note that for k ≥ 1 both inequality
(19) and inequality (20) yield valid bounds on setup cost c for the decision rule δk to
be optimal.
Our developments so far imply that δbB1+3
2
c is the optimal decision rule when
cbB1+5
2
c ≤ c ≤ cbB1+3
2
c. However, we have cbB1+5
2
c ≤ 0. Since we have c ≥ 0, δbB1+3
2
c
must be optimal for 0 ≤ c ≤ cbB1+3
2
c, completing the proof.
Remark 5. Note that if µ1 = µ2, the bound given by inequality (15) becomes c ≥
c1 = 0. Therefore, any decision rule that corresponds to a dedicated server assignment
policy is optimal for all values of setup cost c ≥ 0 when the servers are identical.
Furthermore, if µ1 = µ2, inequality (19) yields c ≤ 0 and inequality (20) yields c ≥ 0,
implying that the decision rules δk for k ∈ {1 . . . bB1+32 c} are optimal only if the setup
cost is zero.
Note that the optimal policy is not unique if we have c = ck for some k ∈
{1, . . . , bB1+3
2
c}. Also, an optimal policy (δ∗)∞ = (δk)∞ can be modified in the tran-
sient states as long as the actions chosen carry the process into the recurrent class
yielded by the decision rule δk. Our result is consistent with the optimal policy charac-
terized in Chapter 3 for the non-collaborative system without setup costs. If there are
no setup costs and the tasks are homogeneous, then it is shown in Chapter 3 that the






Note that this earlier result corresponds to the optimality of the decision rule δbB1+3
2
c
for c = 0 in our model.
When the servers are identical, the optimal server assignment policy is dedicated
and cross-training has no value. Our next result shows that it is strictly suboptimal
to use a dedicated policy when c < c1. We also quantify the improvement in the
long-run average profit due to the cross-training of the servers with the following
proposition.
Proposition 8. If server 1 is strictly faster than server 2 (i.e., µ1 > µ2), dedicated
server assignment policies are strictly suboptimal when c < c1, and the possible im-
provement in the long-run average profit due to cross training decreases as the setup
cost c increases.
Proof. Let P(δ0)∞ denote the long-run average profit that is attained by a dedicated




1 − µB1+22 )
µB1+31 − µB1+32
.
Theorem 3 states that the optimal long-run average profit in a system with setup cost
c such that ck+1 ≤ c ≤ ck is attained by the decision rule δk. Let P(δk)∞(c) denote the




























− (4 +B1 − 2k)µ3+B1+k1 µ1+k2
)
.
Then the improvement in the long run average profit due to cross training is
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P(δk)∞(c)−P(δ0)∞ . Note that P(δ0)∞ does not depend on the setup cost c. Furthermore,
∂P(δk)∞(c)
∂c





















2 for all i ∈ {0, 1, . . . , B1 +3−2k}. Hence,
P(δk)∞(c) − P(δ0)∞ decreases as the setup cost c increases.
Evaluating P(δk)∞(c)− P(δ0)∞ for c = ck and c = ck+1, we get
P(δk)∞(ck)− P(δ0)∞ =














2 − µ2k1 µ5+B12 − µ5+B11 µ2k2
) ,
P(δk)∞(ck+1)− P(δ0)∞ =














2 − µ2k1 µ3+B12 − µ3+B11 µ2k2
) .
Note that if we have c = c1, the dedicated assignment policies and the double
threshold policy (δ1)
∞ are optimal, and we have P(δ1)∞(c1) − P(δ0)∞ = 0. Since
P(δ1)∞(c) − P(δ0)∞ is decreasing with setup cost c, it follows that we must have
P(δ1)∞(c)− P(δ0)∞ > 0 for c < c1.
If the setup costs are prohibitively high, the dedicated server assignment policies
are optimal, even if µ2 = 0 and hence the long-run average profit attained by a




, and ck = 0 for all k ∈ {2, . . . , bB1+32 c}. Therefore it is optimal
to use a dedicated server assignment policy if c ≥ B1+2
2
and it is optimal to use the
double threshold policy (δ1)
∞ if 0 ≤ c ≤ B1+2
2









Note that if we have c = 0 and µ2 = 0, any of the policies (δk)
∞, k ∈ {1, . . . , bB1+3
2
c}
is optimal and the long-run average profit is µ1
2
.
We showed that the optimal policy changes with respect to the setup cost c. If
the rates of the servers are relatively close to each other and the setup costs are high,
the optimal policy tends to avoid setups. In particular, if µ1 = µ2, we have ck = 0 for
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all k ∈ {1, . . . , bB+3
2
c}, and it is optimal to use a dedicated server assignment policy
to avoid setups completely, since a server reassignment cannot result in an increase
in profits. The following result show that when µ1 > µ2, the optimal policy takes the
setup costs into account and is different from the optimal policy for a system with no
setup costs, unless c ≤ cbB1+3
2
c.
Proposition 9. If server 1 is strictly faster than server 2 (i.e., µ1 > µ2), the im-
provement in the long-run average profit due to taking setup costs into account is
increasing without a bound as the setup cost c increases, and the decision rule δbB1+3
2
c
is strictly suboptimal when c > cbB1+3
2
c.
Proof. It follows from Theorem 3 that the decision rule δbB1+3
2
c is optimal for systems
with no setup costs. Let P(δ
bB1+32 c
)∞(c) denote the long-run average profit attained
by the decision rule δbB1+3
2
c in a system with setup cost c and let P(δk)∞(c) be the

































































since k ≤ bB1+3
2
c and µ1 > µ2. Note that for k = bB1+32 c, the decision rule δbB1+3
2
c is








= 0. For any k < bB1+3
2
c,
we have Γ1 − Γ2 < 0 and the improvement in the long run average profit due to
taking setup cost into account is strictly increasing as the setup cost c increases. In
particular, if the setup cost is large enough so that a dedicated server assignment
policy is optimal (i.e., c > c1, k = 1), the optimal profit is constant with respect to
c and the profit attained by δbB1+3
2
c decreases as the setup cost c increases since the
setup costs are incurred at recurrent states. Thus P(δk)∞(c)−P(δbB1+32 c)
∞(c) increases
without a bound.
To show the suboptimality of the decision rule δbB1+3
2
c for c > cbB1+3
2
c, we consider
a system where cbB1+3
2
c ≤ c ≤ cbB1+3
2
c−1 so that k = b
B1+3
2
c − 1 and the decision rule
δbB1+3
2




c is also optimal for this system
and we must have P(δk)∞(c) − P(δbB1+32 c)
∞(c) = 0. On the other hand, P(δk)∞(c) −
P(δ
bB1+32 c
)∞(c) is strictly increasing with c since k < bB1+32 c. Thus, we have P(δk)∞(c)−
P(δ
bB1+32 c
)∞(c) > 0 for c > cbB1+3
2
c, completing the proof.
So far we have characterized the optimal policy for systems with a finite buffer.
The following result shows the behavior of the optimal policy as the buffer size grows
larger.

































4(2µB1+31 − µk−1µB1+4−k2 − µB1+4−k1 µk−12 )
.
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Proposition 10 implies that the setup cost values for which the decision rule δk
is optimal becomes larger as the buffer size B1 increases for any given value of k, as








2 − 8µk−11 µk2
(8µk1 − 4µk2)(8µk−11 − 4µk−12 )
> 0.
Furthermore, for large enough buffer sizes, the boundary cost values ck are propor-
tional to B1 + 4 − 2k. Note that number of values k can take for a decision rule
δk increases as the buffer size B1 increases and k can be as large as bB1+32 c since
k ∈ {1, . . . , bB1+3
2
c}. Hence the result given in Proposition 10 is only meaningful for
a fixed value of k. The following corollary shows that cross-training is beneficial for
two-station systems with setup costs, as long as the buffer size is large enough.
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Corollary 2. For systems with two stations, homogeneous tasks, and any fixed setup
cost c, the dedicated server assignment policies are strictly suboptimal if the buffer
size B1 is large enough.
Proof. It follows from Proposition 8 that the dedicated decision rule δ0 is strictly
suboptimal when c < c1. Furthermore, Proposition 10 states that ck tends to infinity
as the buffer size B1 grows. Thus, there must exist a buffer size B
′ so that for any
buffer size B1 ≥ B′, c < c1 so that a dedicated server assignment policy is no longer
optimal.
4.5 Numerical Results
For systems with homogeneous tasks and constant setup costs, Theorem 3 character-
izes the optimal server allocation policy. Furthermore, if each server is the fastest at a
different task, Proposition 6 states that a dedicated server assignment policy is opti-
mal. In this section, we develop heuristic server assignment policies for systems with
non-homogeneous tasks and/or non-constant setup costs that use our results from
Section 4.4. We evaluate the performance of these heuristics through a numerical
study and present our results.
4.5.1 Systems with Non-Homogeneous Tasks and Constant Setup Costs
We consider a two-station system with non-homogeneous tasks and a dominating
server. In order to develop our heuristics, we approximate this system by a homo-
geneous counterpart. In particular, we use two different approximations. The first







, and the second approximation uses homogenized service



















For each approximation method, we construct a corresponding homogenized heuristic
policy (HR or HST) as follows. For the approximate system with service rates µ1 and
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µ2, we compute the bounds ck, k ∈ {1, . . . , bB+32 c} as defined in (12). Using Theorem
3 and the bounds computed, we identify the server allocation policy that is optimal
for the approximate system, and use it as a heuristic policy in the original system
with non-homogeneous tasks.
We use the best dedicated policy as our benchmark policy and also include four
Pick-the-Best (P-t-B) type of policies that pick the best performing policy among a set
of policies for a given system. The first policy of this type picks the best performing
policy among the two homogenized heuristics and dedicated policies, whereas the
remaining three policies compare the best dedicated policy with the HR heuristic,
the best dedicated policy with the HST heuristic, and the two homogenized heuristics
with each other, respectively.
We evaluated performances of the policies described through a numerical study.
For the experiments, 1000 sets of service rates were generated using a uniform distri-
bution U(1, 20) by discarding the sets without a dominating server. For each set of
rates, buffer sizes {1, . . . , 10} were used. Note that in a two station non-collaborative
system, if the cost of a single setup is c, a total setup cost of 2c is incurred every
time servers switch places. Long-run average profit attained by the heuristic policies
and the best dedicated policy is evaluated for setup cost values ranging from 2c = 1
to 2c = 20 with increments of 0.5. For each set of parameters, the long-run average
throughput attained by the optimal server allocation policy was computed using the
policy iteration algorithm. Figures 1 through 3 show the average performances of the
optimal policy, best dedicated policy and two P-t-B policies (i.e., P-t-B (HR-HST)
and P-t-B (all)) evaluated for setup cost values 2c = 1, 2c = 5, and 2c = 20 as a func-
tion of buffer size B1 ∈ {1, . . . , 10}. A comparison of the 95% confidence intervals for
the long-run average profit attained by the optimal, best dedicated and all heuristic
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Figure 3: Non-Homogeneous Tasks with Constant Setup Cost (2c = 20)
The heuristic server assignment policies that use homogenized rates and homog-
enized service times perform almost identically. These policies yield near-optimal
profits when the buffer size is large. In particular, they achieve at least 98% of the
optimal profit when B1 = 10 for setup cost values 2c = 1, 2c = 5, 2c = 20. For
smaller buffer sizes, the performance of the heuristics shows greater dependability
on the magnitude of the setup costs and the optimality gap increases as the setup
cost increases. For systems with 2c = 1, the homogenized heuristics yield 96% of the
optimal profit when B1 = 1, whereas for 2c = 20 and B1 = 1 they achieve 67% of
the optimal profit. Furthermore, the profits attainable by the best dedicated policy
surpasses the profits attainable by the homogenized heuristics when setup costs are
high and the buffer size is small, as suggested by our earlier result in Proposition
7. Table 27 shows that the best dedicated policy is actually near-optimal for small
buffer sizes when the setup costs are relatively high.
These observations suggest that Pick-the-Best server assignment policies that
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choose the best performing policy among the homogenized heuristics and the dedi-
cated policies might perform near-optimal for large range of instances. Our results
depicted in Figures 1, 2, and 3 show that while picking the best performing policy be-
tween the two homogenized heuristics does not lead to significant improvement, the
(P-t-B) policy that compares both homogenized heuristics and the best dedicated
policy is near-optimal. In fact, performances of all P-t-B policies that include the
best dedicated policy in the comparison set are almost identical; therefore, picking
the best performing policy between the best dedicated policy and one of the heuristic
policies is sufficient. The average optimality gap for these policies is less than 1.6%
for c = 1 and it is less than 0.32% for setup cost values 2c = 5, 2c = 10 and 2c = 20
at all buffer sizes. Hence, choosing the best policy between the homogenized and
dedicated policies greatly narrows the optimality gap for all systems.
4.5.2 Systems with Non-Constant Setup Costs
In this section, we develop heuristic policies for systems with (non-constant) setup
costs that depend on the positions of the servers before and after the server reassign-
ment. In particular, a setup cost of c(1, 2) ≥ 0 is incurred if initially server 1 is at
station 1, server 2 is at station 2 and the servers switch places. Similarly, a setup cost
of c(2, 1) ≥ 0 is incurred if initially server 1 is at station 2 and server 2 is at station
1.
Our heuristics are composed of two approximations. If the tasks are non-homogeneous,
we approximate the system by a homogeneous counterpart using the two methods de-
scribed in Section 4.5.1 (i.e., homogenized rates and homogenized service times). We
also approximate the server reassignment thresholds for the homogenized system us-
ing five different methods. The first four of our methods replace the non-constant
setup costs with a constant value which is then compared with the values ck where k ∈
{1, . . . , bB+3
2
c}. In particular, we use average cost (i.e., 2c = c(1,2)+c(2,1)
2
), sum of the
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costs (i.e., 2c = c(1, 2)+c(2, 1)), maximum of the costs (i.e., 2c = max{c(1, 2), c(2, 1)})
and minimum of the costs (i.e., 2c = min{c(1, 2), c(2, 1)}) to find a threshold k that
satisfies ck+1 ≤ c ≤ ck. The fifth method uses both setup cost values c1 and c2 to
compute two threshold values k1, k2 such that ck1+1 ≤ c1 ≤ ck1 and ck2+1 ≤ c2 ≤ ck2 .
These threshold values k1 and k2 are used to characterize when the servers should
switch stations given the current server assignment. In particular, if currently server
1 is at the first station and server 2 is at the second station, servers only switch
places when the number of jobs in the buffer goes above B1 + 2 − k1. Similarly, if
currently server 1 is at the second station and the server 2 is at the first station,
server switch places when the number of jobs in the buffer goes below k2. Using these
approximations in conjunction with the ones described in Section 4.5.1, we developed
10 heuristic policies for systems with non-homogeneous tasks and setup costs, and 5
heuristic policies for systems with homogeneous tasks and setup costs.
Two sets of numerical experiments are presented in this section. The first set of ex-
periments are run for systems with homogeneous tasks and non-constant setup costs,
whereas the second set of experiments are run for systems with non-homogeneous
tasks and non-constant setup costs. As in Section 4.5.1, when the tasks are non-
homogeneous, the service rates are generated so that there is a dominating server
since the optimal policy is dedicated otherwise. Since our results for systems with
non-homogeneous tasks suggest that the performances of the two homogenized heuris-
tics (i.e., HR and HST) are similar, in this section we only include the results for the
heuristics that use homogenized rates. Performances of all heuristic policies including
the ones that use homogenizes service times are reported in Appendix B.
For each set of experiments, 1000 sets of service rates were generated using a
uniform distribution U(1, 20). For each set of rates, buffer sizes {1, . . . , 10} were used.
Long-run average profit attained by the heuristic policies and the best dedicated policy




















Homogeneous  Tasks, Non-Constant Setup Costs
Opt Avg. Cost Sum of Costs Best D.
Figure 4: Homogeneous Tasks with Non-Constant Setup Costs
distribution U(1, 20). For each set of parameters, the long-run average throughput
attained by the optimal server allocation policy is computed using the policy iteration
algorithm. Figures 4 and 5 depict the performances of the optimal policy, the best
dedicated policy, and two heuristics that use average cost and sum of the costs. Tables
28 and 29 provide the 95% confidence intervals for the long-run average profit attained
by the optimal policy, the best dedicated policy, and all heuristic policies.
For systems with homogeneous tasks and non-constant setup costs, all of the
heuristics we developed attains 88% of the optimal long-run average profit when av-
eraged over different buffer sizes. The best dedicated policy on average achieves 77%
of the maximum attainable throughput. Although the differences between perfor-
mances of the heuristic policies are small, if the buffer size is large, average cost
heuristic performs the best with an optimality gap of 11% to 13%, whereas if the
buffer size is small sum of the costs heuristic performs the best among the policies
developed with an optimality gap of 7% to 10%. Note that the sum of the costs




















Non-Homogeneous  Tasks, Non-Constant Setup Costs
Opt HR-Avg. Cost HR-Sum of Costs Best D.
Figure 5: Non-Homogeneous Tasks with Non-Constant Setup Costs
cost heuristic, since it uses a larger setup cost value for a given instance of the sys-
tem. These observations lead us to devise pick-the-best heuristics similar to the ones
in Section 4.5.1. For each heuristic server assignment policy we developed earlier, we
devise a new heuristic policy that picks the best performing policy between the given
heuristic policy and the dedicated policies (i.e., each P-t-B heuristic compares one
heuristic policy from Table 28 and the best dedicated policy). Figure 6 shows the
performances of P-t-B policies for average cost and sum of the costs. When the tasks
are homogeneous, P-t-B heuristics perform similar to each other at all buffer sizes,
and they reduce the optimality gap attained by the original heuristics by 2% when
the buffer size is small. Table 30 in Appendix B summarizes these results.
For systems with non-homogeneous tasks and non-constant setup costs, in contrast
to systems with homogeneous tasks and non-constant setup costs, the performance
of the best dedicated policy is improved and it surpasses all heuristic policies except
homogenized rates-sum of the costs for small buffer sizes. The improvement in the per-




















Homogeneous  Tasks, Non-Constant Setup Costs (P-t-B)
Opt Avg. Cost Sum of Costs Best D.
Figure 6: Homogeneous Tasks with Non-Constant Setup Costs (P-t-B)
service rate structures between the systems with homogeneous and non-homogeneous
tasks. When the tasks are homogeneous, there is a dominating server that equally
dominates the other server at both stations. If the tasks are non-homogeneous with a
dominating server, then it is possible that the dominating server dominates the other
server to a different degree at each station, possibly being nearly identical to the slow
server at one of the stations. In this case, a dedicated policy is more likely to be
optimal given a setup cost value, hence the performance of the best dedicated policy
improves for systems with non-homogeneous tasks.
Also note that if the buffer size is large (i.e., B1 = 10), the heuristic policies
perform similar to each other with an optimality gap around 2%. For smaller buffer
sizes (i.e., B1 = 1, . . . , B1 = 5), the heuristic policy that uses the homogenized rates
and the sum of the costs performs the best with an optimality gap of 2.5% to 3%
whereas other heuristics yield optimality gaps of 19% (homogenized rates-minimum
of the costs, B1 = 1) to 3% (homogenized rates-average cost, B1 = 5). Once again, we




















Non-Homogeneous  Tasks, Non-Constant Setup Costs
Opt HR-Avg. Cost HR-Sum of Costs Best D.
Figure 7: Non-Homogeneous Tasks with Non-Constant Setup Costs (P-t-B)
to yield a dedicated server assignment policy) performs better for small buffer sizes,
suggesting that a policy that picks the best performing policy among the heuristic
policies and the dedicated policies might perform near-optimal. Figure 7 shows the
performances of P-t-B policies for average cost and sum of the costs in systems with
non-homogeneous tasks. All P-t-B heuristics except the heuristic policy that uses the
homogenized rates and the sum of the costs (HR-S. of C.) result in an improvement
over the heuristics without the comparison step. The lack of improvement for the
homogenized rates-sum of the costs heuristic can be explained by the relatively better
performance of the heuristic in systems where dedicated policies also perform well.
Note that homogenized rates-sum of the costs heuristic tends to switch the servers
less often compared to the other heuristics due to the higher cost of setups. This
counteracts the effects of homogenizing the service rates leading to improved perfor-
mace. The optimality gap for the remaining P-t-B heuristics is less than 0.5% for all
buffer sizes. Hence, choosing the best dedicated policy when it performs better than
the heuristic policies results in near-optimal long-run average profit. In Appendix B,
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Table 31 shows 95% confidence intervals for the pick-the-best policies that correspond
to each of the heuristic server assignment policies devised earlier.
4.6 Conclusions
We study systems of tandem queues with flexible non-collaborative servers and setup
costs. For tandem systems of N stations with general service requirements and flexi-
ble servers, we show that a dedicated server assignment policy is optimal if there is a
distinct server that is the fastest at each station or if the setup costs are large enough.
Furthermore, we completely characterize the optimal server assignment policy in two
station systems with a finite buffer, homogeneous tasks, and flexible servers when
server reassignments come at a cost. Our results show that the optimal policy is of
double threshold type with symmetric thresholds that are dependent on the mag-
nitude of the setup cost. We also conclude that benefits of cross-training diminish
as the setup cost increases. Finally we show that cross-training becomes beneficial
regardless of the magnitude of the setup costs as the buffer size grows.
For systems with non-homogeneous tasks and/or non-constant setup costs, heuris-
tic server assignment policies are developed. Numerical results show that the dedi-
cated server assignment policies can be near-optimal in systems with non-homogeneous
tasks if the buffer size is small and the setup costs are high, which is consistent with
our analytical results for systems with homogeneous tasks. When the tasks are ho-
mogeneous and the setup costs are dependent on the server assignment used, the
dedicated server assignment policies perform poorly for all buffer sizes, and are out-
performed by all the dynamic server assignment heuristics we developed. In both
settings, the Pick-the-Best heuristic that selects the best performing policy between
the dedicated policies and our homogenized heuristics yields near-optimal long-run
average profits for all setup cost values, regardless of the buffer size.
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CHAPTER V
PROCESSOR SHARING IN NON-COLLABORATIVE
NETWORKS
5.1 Introduction
This chapter aims to analyze a general class of finite buffered systems with flexible
servers. The approach involves using a processor sharing scheme to design dynamic
server allocation policies for these systems, and in the process we establish new results
for processor sharing queues.
We consider a general queueing network with N stations and M servers, where
M ≤ N , and the buffers between stations can be finite or infinite. Servers are flexible
but unable to collaborate at a station due to physical limitations and/or insufficient
tooling. Thus, each server is cross-trained to work at multiple stations, but there can
be at most one server working at each station at any given time. There are K ≤ N
job types in the system. We assume there is infinite number of jobs of each type
available to be processed and there is infinite room for completed jobs.
We allow for general routing and topology, and assume that service requirements
at station j are independent and identically distributed random variables for j ∈
{1, . . . , N}. Each server i ∈ {1, . . . ,M} works at a rate µij at each station j ∈
{1, . . . , N}, thus server i is trained to work at station j if µij > 0. Without loss of
generality, we also assume that the mean service requirement is one at all stations.
Furthermore, servers can be reassigned to different stations at no cost and switching
times are negligible. We let Bj ≥ 0, j ∈ {1, . . . , N − 1}, denote the size of the buffer
between stations j and j + 1. If the buffers are finite, we assume that the system
operates under manufacturing blocking.
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The remainder of this chapter is organized as follows. In Section 5.2, we provide
a linear program (LP) that yields an upper bound on the achievable throughput in
systems with infinite buffers, and identify the processor sharing policies that yield the
optimal solution to the linear program for tandem lines. In Section 5.3, we introduce
a class of timed round-robin policies that approximate the processor sharing scheme
and evaluate their performance in systems with finite buffers and various topologies.
Finally, in Section 5.4, we provide our conclusions.
5.2 Processor Sharing in Networks of Queues
In this section, we focus our attention to queueing networks with infinite buffers
and non-collaborative flexible servers. We allow for general topology and routing
probabilities in our formulation, however most of our results address the tandem
case.
For systems with infinite buffers, we assume, without loss of generality, that each
job type is stored at a different buffer at a station. In a network with K job types,
the type of a job is determined by the buffer at which it enters the network. We let
{j1, j2, . . . , jK} be the entry stations for these job types and let λk, k ∈ {1, . . . , K},
denote the rate at which type k jobs enter the network. A job that completes service
at station l is routed to station j with probability plj for all pairs of stations l, j ∈
{1, . . . , N}, and leaves the system with probability 1 −
∑N
j=1 plj. We let P be the
routing matrix with (l, j) entry plj, and assume the matrix (I−P ) is invertible, where
I is the N ×N identity matrix. Thus, every job eventually leaves the network.
For each job type k, we have the traffic equations
λjk = λk1{jk=j} +
N∑
l=1
pljλlk, ∀j ∈ {1, . . . , N}, (26)
where λjk is the rate of arrivals for type k jobs at station j, and 1{·} is the indicator
function. Let αjk, j ∈ {1, . . . , N}, k ∈ {1, . . . , K}, be the solutions to the traffic
equations when λk = 1 for all k ∈ {1, . . . , K}. We formulate the following linear
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program (LP) that has a similar structure to the capacity LP given for collaborative


















δijk ≤ 1, ∀j ∈ {1, . . . , N}; (29)
δijk ≥ 0, ∀i ∈ {1, . . . ,M}, j ∈ {1, . . . , N}, k ∈ {1, . . . , K}, (30)
where the decision variables λk for k ∈ {1, . . . , K}, are the rates each job type enter
the network and the decision variables δijk ≥ 0 for i ∈ {1, . . . ,M}, j ∈ {1, . . . , N}, k ∈
{1, . . . , K}, are the long-run average fractions of time server i is assigned to station
j to serve type k jobs. Thus δij =
∑K
k=1 δijk is the long-run average fraction of time
server i is assigned to station j. Note that the service rates µij, i ∈ {1 . . . ,M}, j ∈
{1, . . . , N}, and the routing probabilities plj, l, j ∈ {1, . . . , N}, could also be defined
to depend on the type of the job that is being processed and routed (i.e., µijk and pljk
can be defined for each job type k) without changing the structure of the LP. Thus,
our formulation can be applied to more general systems.
Constraint (27) ensures the stability of the network and constraint (28) prevents
overallocation. Note that without constraint (29), the LP can be seen as an adaptation
of the capacity LP in [12] to networks with multiple independent arrival processes,
in the sense that it determines the maximal total flow
∑K
k=1 λk into the network for
which all queues are stable. Let λ∗k and δ
∗
ijk, for i ∈ {1, . . . ,M}, j ∈ {1, . . . , N}, k ∈
{1, . . . , K}, be an optimal solution to the LP. In a stable network with infinite buffers,∑K
k=1 λ
∗
k is also the maximum throughput that can be achieved. Note that this
interpretation remains true in systems with no arrivals where there are infinitely
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many jobs of each type ready to be processed at their respective entry stations. The
addition of constraints (29) makes sure that the total server-time assigned to a station
cannot exceed one, which is the case in non-collaborative systems. Thus, the adapted
capacity LP yields an upper bound on the maximum achievable long-run average
throughout for a non-collaborative network.
The solution to the capacity LP can be interpreted to correspond to a processor
sharing policy where each server i devotes a δij proportion of her service capacity to
station j. In particular, we call a processor sharing policy egalitarian if a shared server
equally distributes her capacity among nodes, so that station j is served by server i
at a rate of
µij
N
. We say a processor sharing policy is non-egalitarian, if the server
prioritizes stations and allocates her capacity according to a set of priority coefficients
{wij : i ∈ {1, . . . ,M}, j ∈ {1, . . . , N}}, so that station j ∈ {j1, j2, . . . , jk} is served
by server i at the rate of
wijµij∑N
j=1 wij
. The following result focuses on tandem queueing
networks with a single job type, and shows that if the tasks are homogeneous so that
the service rates are only dependent on the server (i.e., µij = µi), then an egalitarian
processor sharing policy provides the optimal solution to the adapted LP.
Proposition 11. The capacity LP for a non-collaborative tandem queueing network
with N homogeneous tasks, M ≤ N servers, and a single type of jobs at the first




. Moreover, the egalitarian processor sharing
scheme provides a possible allocation with δ∗ij1 =
1
N
, for all i ∈ {1, . . . ,M}, j ∈
{1, . . . , N}.
Proof. It is easy to verify that δij1 =
1
N
is a feasible solution when M ≤ N . For a
tandem line, we have plj = 1 for all pairs of j, l such that j = l + 1, j ∈ {1, . . . , N},
and plj = 0 otherwise. The traffic equations yield αj1 = 1 for all j ∈ {1, . . . , N}, and
the constraint (27) becomes
M∑
i=1
δij1µi ≥ λ1 ∀j ∈ {1, . . . , N}.
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Therefore, for any optimal solution {δ∗ij1 : i ∈ {1, . . . ,M}, j ∈ {1, . . . , N}} and λ∗1,












We first show that all stations must be bottlenecks at the optimal solution to the














ij∗1 < 1, then for any server with




il1− ε, δ′ij∗1 = δ∗ij∗1 + ε maintaining











bottleneck can be improved, contradicting λ∗1 is optimal.





ij∗1 = 1. Then, there must exist a pair of servers i1, i2 such that µi1 > µi2
and δ∗i1l1 > 0, δ
∗
i2l1
< 1, since otherwise only the slowest server must be assigned
to the non-bottleneck station l, contradicting our assumptions that (31) holds and∑M
i=1 δ
∗
ij∗1 = 1. Furthermore among such pairs of servers i1, i2, there must exist one
such that δi1j∗1 < 1, δi2j∗1 > 0. Note that δi1j1 < 1 is implied by δi1l1 > 0 and the
constraint (28), and having δi2j1 = 0 for all such pairs contradicts (31). Thus, we
can pick an ε > 0 and set δ′i1j∗1 = δ
∗




i2j∗1 − ε, δ
′
i1l1
= δ∗i1l1 − ε,
and δ′i2l1 = δ
∗
i2l1
+ ε, while maintaining a feasible solution to the capacity LP. Since












1 cannot be optimal.





ij1µi for all j ∈ {1, . . . , N}.
Second, we show that there cannot be any idle servers in the optimal solution.
Suppose there exists a server i′ that is idled for a proportion of the time. Then, there




ij′1 < 1 since M ≤ N . Therefore, we can increase
δ∗i′j′1 by some ε > 0 while maintaining feasibility and optimality, so that the station j
′
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is no longer a bottleneck, which contradicts that every station must be a bottleneck
in an optimal solution.
We showed that at the optimal solution, we must have the sets of constraints (27)





















, completing the proof.
Note that processor sharing is an idealized server assignment scheme and assumes
a server can simultaneously serve multiple stations at a constant rate (without any
switching), and a station can get simultaneously served by multiple servers. In a
non-collaborative network with dynamically assigned servers, these assumptions are
not valid. However, processor sharing provides a direct interpretation for the upper
bound yielded by the capacity LP.
It also follows from Proposition 11 that allowing collaboration of the servers does
not improve the capacity upper bound for tandem network if the tasks are homoge-
neous.
Corollary 3. For tandem lines with homogeneous tasks and M ≤ N , the non-
collaborative capacity LP has the same optimal objective function value as the col-
laborative one.
Proof. Corollary 2 of Andradóttir et al. [12] show that in a collaborative tandem line
with N stations, M servers, infinite buffers, and homogeneous tasks, the optimal ob-
jective function value for the collaborative capacity LP (without the set of constraints




. Thus adding the new set of constraints (29) does not change
the maximal capacity.
If the tasks in a tandem queueing network are non-homogeneous, the egalitarian
processor sharing scheme no longer yields the capacity upper bound. The following
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result shows that if the servers are generalists and the service rates are dependent both
on the server and the station, so that µij = µiγj, then the structure of the optimal
policy depends on whether there is a bottleneck station or not. Before we present
the result, let us define a non-idling non-egalitarian processor sharing scheme for a
tandem line with two stations and two servers. Under the non-egalitarian processor
sharing policy πδ, server 1 dedicates the proportion δ of her capacity to station 1
and the remaining 1 − δ proportion to station 2. Similarly, server 2 dedicates a δ
proportion of her capacity to station 2 and the remaining 1− δ proportion to station
1. (Note that since πδ is non-idling, the capacity of server 1 dedicated to station 1
must be equal to the capacity of server 2 dedicated to station 2.) Also note that if
µ1 = µ2, any non-idling policy results in the same objective function value and is




(µ1 − µ2)(γ1 + γ2)
∈ R,
which can be used as the proportion parameter for a non-egalitarian processor sharing
policy when it is in [0, 1].
Proposition 12. In non-collaborative systems with infinite buffers, two stations, a
single type of jobs (K = 1), and two generalists servers with rates µij = µiγj for
i, j ∈ {1, 2},
i. If µ1γ1 ≤ µ2γ2, then the dedicated server assignment policy that keeps server 1
(server 2) at station 1 (station 2) at all times is optimal.
ii. If µ1γ2 ≤ µ2γ1, then the dedicated server assignment policy that keeps server 2
(server 1) at station 1 (station 2) at all times is optimal.
iii. If µ1γ1 ≥ µ2γ2 and µ1γ2 ≥ µ2γ1 , then the non-egalitarian processor sharing
policy πδ
∗
yields an optimal solution to the capacity LP.
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Proof. Note that a solution to the capacity LP cannot be optimal if it idles the faster
server, since λ∗1 can be improved by assigning the faster server to the bottleneck
station or stations for the duration of time she was idled, and idling the slower server
instead if necessary (due to the constraints (29) in the capacity LP).








i21µiγ2 for any optimal solu-





1. Therefore, the dedicated policy that keeps server 1 at the







i11µiγ1 for any optimal solution {δ∗ij1}, λ∗1, since server 1 is







1, implying the dedicated policy that keeps server 1 at the
second station maximizes λ1, and is optimal.


















Then, we must have δ∗111 < 1, because δ
∗




121 = 0, contradicting
(32). We also must have δ∗121 > 0 since server 1 is not idled. Therefore, there exists
an ε > 0 and ε ≥ ε2 ≥ 0 such that δ′111 = δ∗111 + ε, δ′121 = δ∗121 − ε, δ′211 = δ∗211 − ε2,
and δ′221 = δ
∗





























we must have δ121 < 1 since δ121 = 1 implies δ111 = δ221 = 0, contradicting (33). We
also have δ111 > 0 since server 1 is not idled. Then, there exists ε > 0 and ε ≥ ε2 ≥ 0
such that δ′111 = δ
∗
111 − ε, δ′121 = δ∗121 + ε, δ′221 = δ∗221 − ε2, and δ′211 = δ∗211 yields
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1 cannot be optimal.










1 at the optimal solution
and all stations are bottlenecks, it follows from the proof of Proposition 11 that the
optimal server does not idle any server. Thus, at any feasible optimal solution we
have δ∗121 = δ
∗
211 = 1− δ∗111 and δ∗221 = δ∗111. Solving for δ∗111, we get
δ∗111 =
µ1γ2 − µ2γ1
(µ1 − µ2)(γ1 + γ2)
.
Note that δ∗111 ≥ 0 since µ1γ2 ≥ µ2γ1, and δ∗111 ≤ 1 since µ1γ1 ≥ µ2γ2, thus the
solution {δ∗ij1}, λ∗1 is feasible and optimal.
Remark 6. Note that the policy given by Proposition 12 does not need to be unique.
Furthermore, if the service rates are only dependent on the station, so that µij = µγj
for i, j ∈ {1, 2}, every non-idling server assignment policy results in average service
rates µγ1 in station 1 and µγ2 in station 2, yielding a long-run average throughput of
min{µγ1, µγ2}. Thus, any non-idling server assignment policy is optimal.
In a non-collaborative two-station system, if there is no bottleneck station (i.e.,
µ1γ1 ≥ µ2γ2 and µ1γ2 ≥ µ2γ1), we have δ∗ ∈ [0, 1], and the optimal processor sharing
policy πδ
∗
yields equal service rates at both stations without voluntarily idling the
servers. If there is a bottleneck station so that the service at that station is slower
even when the fastest server (i.e., server 1) is assigned, then it is optimal to keep
the fastest server dedicated at the bottleneck. On the other hand, in a collaborative
system, it is possible to increase the service rate at a bottleneck station until it is no
longer a bottleneck by assigning both servers to the same station. Thus, the optimal
processor sharing policy cannot result in a single bottleneck station for collaborative
systems.
Proposition 13. Allowing collaboration improves the long-run average throughput
in two-station networks with two generalist servers, infinite buffers, and a single type
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of jobs at the first station, if and only if the non-collaborative optimal policy yields a
single bottleneck station.
Proof. Suppose we have µ1γ1 < µ2γ2 and the policy that keeps server 1 at station 1
and server 2 at station 2 at all times is optimal. The corresponding optimal solution to















and δ∗22 = 1. If the servers are allowed to collaborate, we can pick an ε > 0 such that
server 2 can be moved to station 1 for an ε proportion of time to work together with
server 1 without changing the bottleneck station. Then, the new server assignment
with δ′11 = 1, δ
′
12 = 0, δ
′
21 = ε , and δ
′
22 = 1−ε yields λ′1 = µ1γ1 +ε(µ2γ1) > µ1γ1 = λ∗1,
improving the long-run average throughput.
A similar argument can be made for the case with µ1γ2 < µ2γ1, since server 2 can
be moved to station 2 to work together with server 1 for a proportion of time while
keeping station 2 as the bottleneck station.
Remark 7. Corollary 3 states that if the tasks are homogeneous, collaboration is
not beneficial in tandem lines with infinite buffers. By contrast, collaboration can be
valuable if the tasks are non-homogeneous.
5.3 Non-Collaborative Networks with Finite Buffers
The capacity LP yields an upper bound on the achievable long-run average throughput
since any non-collaborative server assignment policy will results in a feasible solution
to the LP. Our results in Section 2 show that this upper bound can be achieved by
a processor sharing scheme when buffers are infinite. Processor sharing is a suitable
model for systems where multiple jobs can receive service simultaneously at frac-
tional capacities (e.g., communication networks with shared bandwidth). However,
it may not be directly implementable in manufacturing systems where servers are
non-collaborative and utilized at different tasks through dynamic server allocation.
Thus, it is unclear whether the upper bound yielded by the capacity LP is attainable
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in these systems. Furthermore, the performance of the processor sharing scheme in
systems with finite buffers is unknown.
In this section, we analyze the performance of processor sharing policies in fi-
nite buffered systems and develop server assignment policies for non-collaborative
networks. In Section 5.3.1, we show that the processor sharing policies are asymptot-
ically optimal in systems with two stations and finite buffers and modify the processor
sharing scheme introduced in the previous section to improve its performance in sys-
tems with finite buffers. Then we introduce a class of round-robin server allocation
policies for systems with non-collaborative servers and finite buffers, and show that
these policies approximate processor sharing in systems with two stations. For larger
queueing networks, we evaluate the performance of the round-robin policies through
numerical experiments in Section 5.3.2.
5.3.1 Processor Sharing in Systems with Finite Buffers
The throughput-optimal server assignment policy and the corresponding long-run
average throughput for a tandem Markovian two-station system with a finite buffer
and homogeneous tasks is characterized in Chapter 3. Let T ∗(B1) denote the opti-
mal throughput in such a system and T π
ps
(B1) denote the throughput achieved by
the egalitarian processing sharing policy in the same system. Using equation (2) in
































(B1 + 2)(µ1 + µ2)
(B1 + 3)2
. (34)
The following result shows that for Markovian tandem systems with two stations
and homogeneous tasks, the optimal policy for finite-buffered systems asymptotically
achieves the processor sharing bound.
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Proposition 14. The optimal long-run average throughput for a Markovian two-
station non-collaborative tandem system with a finite buffer and homogeneous tasks
converges to the throughput of the egalitarian processor sharing policy as buffer size
grows to infinity.
Proof. Note that we have T ∗(B1) ≥ T π
ps
(B1) since T
∗(B1) is the optimal throughput.
Furthermore, limB1→∞ T











Note that the processor sharing scheme we introduced for systems with infinite
buffers has servers distribute their service capacities among all stations regardless of
whether there is a job to be served at a station or not. Thus, when there are starved
stations, the capacity assigned to these stations is idled until a job arrives from
another station. In a network with finite buffers, idling the servers in this manner is
disadvantageous since it reduces the long-run average throughput by partially idling
the faster servers that are shared by starved or blocked stations, while they can be
utilized to increase the service rates in the busy stations. To improve the performance
of processor sharing policies in systems with finite buffers and homogeneous tasks, we
modify the processor sharing scheme discussed in Section 2 as follows. Without loss
of generality, we assume the service rates µi are ordered so that the lowest indexed
server is the fastest (i.e., µ1 ≥ µ2 ≥ · · · ≥ µM). Suppose there are n stations
{j1, j2, . . . , jn} ⊂ {1, . . . , N} with unfinished jobs present and the remaining stations
are starved or blocked. If n < M , the modified processor sharing scheme has the
fastest n servers with rates {µ1, µ2, . . . , µn} shared by the stations {j1, j2, . . . , jn},
and idles the remaining M − n servers. (If n ≥ M , then all M servers are shared
by the n busy stations.) As in systems with infinite buffers, we consider a processor
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sharing policy to be egalitarian if a shared server allocates her service capacity equally
among the stations served by her, and to be non-egalitarian otherwise.
For a Markovian two-station tandem system with homogeneous tasks and a finite
buffer of size B1, the modified egalitarian processor sharing policy results in a birth-
death process with birth and death rates of µ1+µ2
2
when both stations are busy, birth
rate of µ1 when the second station is starved, and death rate of µ1 when the first
station is blocked. Thus, the long-run average throughput attained by the modified




(B1 + 2)µ1(µ1 + µ2)
2(B1 + 2)µ1 + 2µ2
.
Furthermore, using (34) and Proposition 14, we have limB1→∞ T







πps(B1) for all finite buffer sizes B1. Note we also have




, and the modified processor sharing policy yields the
optimal long-run average throughput when the buffer size is zero.
For systems where processor sharing is not implementable, we propose the fol-
lowing class of round-robin policies to approximate the modified processor sharing
scheme. For a queueing network with N servers and M stations, consider a timed
round-robin policy πQ that rotates the servers among all tasks according to a de-
terministic clock. We let A denote the set of all server assignments. Each server
assignment σ = (σ1, σ2, . . . , σM) is a vector where σi is the station the server i is
assigned to and Q = {qV,σ : σ ∈ A , V ⊂ {1, . . . , N}} is a set, where qV,σ indicates the
duration of time the server assignment σ should be employed in the rotation for the
set V of busy stations. In particular, for a set of busy stations V , the policy πQ starts
with an initial server assignment σ and keeps this server assignment for qV,σ units
of time before moving to the next server assignment. We say a server assignment is
eligible for the set of busy stations V , if it assigns the slowest servers to the starved
or blocked stations. Let AV denote the set of eligible assignments for the set of busy
stations V . Then, the policy πQ has qV,σ = 0 for all σ /∈ AV , V ⊂ {1, . . . , N}, and
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given the set of busy stations V , the timed round-robin policy πQ only includes the
fastest |V | servers in the rotation.


















δijk ≤ 1, ∀j ∈ V ;
δijk = 0, ∀i /∈ {1, . . . , |V |}, j ∈ V, k ∈ {1, . . . , K},
δijk ≥ 0, ∀i ∈ {1, . . . ,min{|V |,M}}, j ∈ V, k ∈ {1, . . . , K}.
Then the capacity LP can be used to compute the parameters qV,σ for a timed round-
robin policy for a given queueing network with infinite buffers as follows.
(i) For the set of busy stations V , solve the capacity LP to obtain the allocation
variables δ∗ij.









V,σ ≤ 1 where
AV,ij ⊂ AV is the set of eligible server assignments that have server i at station
j. (Note that a solution to the set of inequalities given in this step can be found
solving a linear program.)
(iii) Choose a time increment ε and assign qV,σ = εq
′
V,σ.
(iv) When the set of active stations V changes, re-solve the capacity LP to update
the parameters qV,σ for all σ ∈ AV .
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The server assignment algorithm given in (i) – (iv) above uses a modified processor
sharing policy to construct a round-round robin policy for non-collaborative networks
with finite buffers. Note that a similar algorithm with V = {1, . . . , N} can be used to
construct a round-robin policy for networks with infinite buffers. To demonstrate how
well the resulting round-robin policy can approximate a processor sharing scheme, we
consider a tandem queueing network with a single class of jobs at the first station
(K = 1) and M = N servers, finite buffers, and homogeneous tasks. For the set of
busy stations V = {j1, j2, . . . , j|V |} (and the non-busy stations {j|V |+1, . . . , jN}), the
capacity LP yields δij =
1
|V | for j ∈ V , i ∈ {1, . . . , |V |} by Proposition 11. Thus, we
can assign q′V,σ =
1
|V | for the server assignments σk = (σk1, . . . , σkN) such that
σki =

ji+k for i ∈ {1, . . . , |V | − k},
ji+k−|V | for i ∈ {|V | − k + 1, . . . , |V |},
ji for i ∈ {|V |+ 1, . . . , N},
for k ∈ {0, . . . , |V | − 1}, and q′V,σ = 0 for any other assignment in AV,ij. The corre-
sponding timed round-robin policy is simple. With every server reassignment, each
non-idling server moves to the first downstream station that is busy (unless the server
is at the end of the line in which case she moves back to the first active station) and
equal time is spent with each server assignment used. Let πq denote the resulting
round-robin policy with Q = {qV,σ : qV,σ = q if q′V,σ > 0, qV,σ = 0, otherwise}, so that
servers are reassigned every q time units. Also, let Dqn, D
πmps
n denote the departure
times of the nth job under πq and the egalitarian modified processor sharing policy
πmps, respectively. The following result shows that the timed round-robin policy πq
for a tandem line of two stations converges to the egalitarian processor sharing scheme
as the rotation of the servers becomes more frequent.








and the timed round-robin policy πq asymptotically achieves the long-run average
throughput yielded by egalitarian processor sharing.
Proof. Let φj,n denote the service requirement of the n
th job at station j for j ∈ {1, 2},
n ∈ {1, 2, . . . }. Also, let lπ(φj,n) be the time the nth spends at station j ∈ {1, 2} under
a policy π. We assume that the system is initially empty and the service requirements
follow continuous distributions.
We first show that the departure time of the first job from the system under the
round-robin policy πq converges to the departure time under πmps. The first job enters
the system at time zero, and its departure time from the system is the sum of the
processing times at the two stations. Thus, we have Dπ1 = l
π(φ1,1) + l
π(φ2,1) under
any policy π. The modified processor sharing policy πmps assigns server 1 to the first





. Once the first
job moves to the second station, the second job starts being processed at the first
station and both servers are shared under the policy πmps. Thus, the service rates
at the both stations are µ1+µ2
2
, unless the first station becomes blocked before the
departure of the first job from the system. The first job departs the system before




















































Similarly, the round-robin policy πq assigns server 1 to the first station while the





. Suppose, without loss of generality,
once the first job moves to the second station, the policy πq initially assigns server
1 to the first station and server 2 to the second station, and alternates the server
assignment every q time units. Thus, the service requirements at both stations are
depleted by an amount of q(µ1 + µ2) every 2q time units until the first station is
blocked or the second station is starved. If the first station is blocked before the first




c must be the total service
requirement served at each station before the first station gets blocked during the
next rotation of the servers. We define R(φ, q) = φ− q(µ1 + µ2)b φq(µ1+µ2)c for service
requirement φ and time increment q > 0. Then, the first station becomes blocked




















≤ µ1q, i.e., the first station becomes blocked while being

























> µ1q, i.e., the first station becomes blocked while being



















if the first job leaves the system before the first station becomes blocked. Otherwise,
lπ
q
(φ2,1) can be written as the sum of the time the first job spends at the second
station before and after the first station becomes blocked. Let lπ
q
1 (φ2,1) be the time
the first job spends in the second station before the first station becomes blocked, and
let lπ
q
2 (φ2,1) be the time it spends in the second station after the first station becomes
















































































Note that limq→0R(φ, q) = 0 for any finite φ, and the expressions (39) and (40)
converge to the corresponding expressions in (36) as q → 0. Furthermore, conditions





1 as q → 0.
We let sπn denote the number of jobs that are processed in the first station but not
in the second right after the departure of the nth job from the system under a policy







































1 , since limq→0R(φ, q) = 0.




job at the first station right after the nth job leaves the system under a policy π.







































































1,n+sn+1 for all n ≤ m
where m ≥ 1. If sπm = 0 under a policy π, then the (m + 1)th job is still in the first





where φπ1,m+1 is the remaining service requirement of the (m + 1)
th job at the first
station under the policy π. Both πq and πmps assign server 1 to the first station












1,m+1. Note that once the
(m + 1)th job finishes being served in the first station, the (m + 2)th job enters the
system and the first station will be blocked if jobs n ∈ {m+ 2, . . . ,m+B1 + 2} finish
being served at the first station before the (m + 1)th job departs the system. Thus,
expressions similar to (35)–(42) can be written for the (m + 1)th job and the jobs
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in a similar manner to limq→0 l
πq(φ2,1) = l
πmps(φ2,1).
Similarly, if sπm > 0, then the (m + 1)
th job is in the buffer when the mth job
departs the system, and we have Dπm+1 = D
π
m + l
π(φ2,m+1). Note that at the time
the (m + 1)th job starts service at the second station, the (m + sπm + 1)
th has been
partially served at the first station. The first station will be blocked if the jobs
n ∈ {m+sπm+1, . . . ,m+sπm+B1 +1} finish being served at the first station before the
(m + 1)th job departs the system. Thus, the limit limq→0 l
πq(φ2,m+1) = l
πmps(φ2,m+1)






























































































and the result follows by induction.
5.3.2 Performance of Round Robin Policies
Note that Theorem 4 is valid for any buffer size B1 and implies that performance of
the egalitarian processor sharing can be achieved asymptotically for systems of two
stations. For larger Markovian networks with homogeneous tasks, we evaluate the
performance of the timed round-robin policies through a numerical experiment. We
consider timed round-robin (TRR) policies with deterministic (DTRR) and adaptive
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(ATRR) time increments. When the time increments are deterministic, a constant
parameter q is chosen and ε = q|V | used for the set of busy stations V in step (iii)
of the server assignment algorithm in Section 5.3.1, so the average time spent with a
server assignment is q for all instances generated. Note that if the network is tandem,
the parameter q corresponds to the time between server reassignments as defined in
Section 5.3.1. On the other hand, the timed round-robin policy with adaptive time
increments uses q = 1∑N
i=1 µi
, where µi, i ∈ {1, . . . , N}, are the service rates for a
given instance. For each instance, service rates were generated randomly following a
U[1,20] distribution.
We consider tree networks with tandem, merge, and split topologies that have
equal numbers of servers and stations. For tandem networks, we focus on systems
with N = 3, 4, 5 stations, since a numerical study of larger systems has impractically
high computational requirements. For systems with N = 3, 4 stations, 5000 sets of
independently generated service rates were used; whereas 200 sets of independently
generated service rates were used for systems with N = 5 stations. For systems with
split and merge topologies, we consider systems with N = 3 and N = 5 stations, as
depicted in Figure 8, and use 1000 and 200 independently generated sets of service
rates, respectively. Furthermore, uniform and non-uniform routing probability distri-
butions were considered for all instances with split topologies. We use the probabilities
p12 = p13 = 0.5 (p12 = 0.25, p13 = 0.75) for uniform (non-uniform) routing in networks
with N = 3 stations and two-tier networks with N = 5 stations. Similarly, we use the
probabilities p12 = p13 = p14 = p15 = 0.25 (p12 = p13 = 0.125, p14 = p15 = 0.375) for
uniform (non-uniform) routing in one-tier networks with N = 5 stations. For each
topology and set of service rates, we use buffer sizes Bj ∈ {1, . . . , 10} if N = 3 and
Bj ∈ {1, . . . , 5} if N = 4, 5. When there is a number of stations that are blocked by
the same buffer, we assume the station with the lowest index is unblocked when a job
moves out of the buffer.
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Figure 8: Split and Merge Networks for N = 3, 5
The long-run average throughput for the TRR policies were computed through
simulation. The simulations were run for TRR policies with deterministic time incre-
ments for q = 0.5, 0.1, 0.05, as well as adaptive time increments. For tandem networks,
we benchmark our results against the long-run average throughputs achieved by the
optimal and the best dedicated policies. For each instance, the optimal dynamic server
allocation policy is computed using the Policy Iteration algorithm. For non-tandem
networks, we use the upper bound yielded by the capacity LP for systems with infi-
nite buffers as our benchmark. For all settings and policies, 95% confidence intervals
are reported. Tables 16 through 18 summarize our results for tandem networks, and
Tables 19 thorough 24 summarize our results for non-tandem networks.
Our results show that for all system and buffer sizes, the performance of the TRR
policies improve as the server reallocations become more frequent. Note that the
optimality gap for the TRR policies in tandem networks is not necessarily monotone
in buffer size. For N = 3, the optimality gap for the TRR policies decreases as
buffer size increases from Bj = 1 to Bj = 4 for j ∈ {1, 2}, and increases with buffer
size at larger buffer sizes. This behavior is consistent with our observation that
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Table 16: Tandem networks with N = 3 stations, homogeneous tasks
B Optimal DTRR(q = 0.5) DTRR(q = 0.1) DTRR(q = 0.05) ATRR Best Ded.
1 8.78±0.06 8.55±0.06 8.62±0.06 8.74±0.06 8.74±0.06 5.01±0.08
2 9.34±0.07 8.89±0.06 9.04±0.06 9.19±0.06 9.20±0.06 5.30±0.09
3 9.69±0.07 9.11±0.07 9.33±0.07 9.48±0.07 9.49±0.07 5.45±0.09
4 9.91±0.08 9.26±0.07 9.55±0.07 9.69±0.07 9.70±0.07 5.55±0.09
5 10.06±0.08 9.38±0.07 9.71±0.07 9.85±0.07 9.85±0.07 5.61±0.10
6 10.16±0.08 9.48±0.08 9.83±0.07 9.96±0.07 9.97±0.08 5.66±0.10
7 10.23±0.08 9.57±0.08 9.93±0.08 10.06±0.08 10.06±0.08 5.69±0.10
8 10.29±0.08 9.64±0.08 10.00±0.08 10.13±0.08 10.14±0.08 5.71±0.10
9 10.33±0.08 9.71±0.08 10.07±0.08 10.19±0.08 10.20±0.08 5.73±0.10
10 10.36±0.08 9.77±0.08 10.12±0.08 10.24±0.08 10.25±0.08 5.74±0.10
Table 17: Tandem networks with N = 4 stations, homogeneous tasks
B Optimal DTRR(q = 0.5) DTRR(q = 0.1) DTRR(q = 0.05) ATRR Best Ded.
1 8.70±0.05 7.36±0.05 7.64±0.05 7.88±0.05 8.05±0.05 4.23±0.07
2 9.35±0.06 7.92±0.06 8.33±0.05 8.63±0.05 8.83±0.06 4.46±0.07
3 9.73±0.06 8.23±0.06 8.76±0.06 9.08±0.06 9.28±0.06 4.58±0.08
4 9.96±0.07 8.43±0.06 9.06±0.06 9.39±0.06 9.59±0.06 4.65±0.08
5 10.11±0.07 8.57±0.06 9.28±0.06 9.61±0.06 9.80±0.07 4.69±0.08
Table 18: Tandem networks with N = 5 stations, homogeneous tasks
B Optimal DTRR(q = 0.5) DTRR(q = 0.1) DTRR(q = 0.05) ATRR Best Ded.
1 8.52±0.20 6.94±0.19 7.21±0.18 7.44±0.19 7.71±0.18 3.61±0.26
2 9.21±0.22 7.45±0.21 7.84±0.20 8.16±0.22 8.52±0.21 3.79±0.29
3 9.61±0.24 7.73±0.22 8.21±0.22 8.60±0.23 9.00±0.22 3.87±0.31
4 9.84±0.25 7.91±0.23 8.48±0.23 8.90±0.24 9.33±0.24 3.91±0.32
5 9.98±0.26 8.03 ±0.24 8.67±0.24 9.12±0.25 9.55±0.24 3.94±0.32
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Table 19: Merge networks with N = 3 stations, homogeneous tasks
B. LP Bound DTRR(q = 0.5) DTRR(q = 0.1) DTRR(q = 0.05) ATRR
1 14.24±0.23 12.91±0.21 12.92±0.21 13.03±0.21 13.00±0.21
2 14.24±0.23 13.25±0.21 13.28±0.21 13.38±0.21 13.35±0.22
3 14.24±0.23 13.46±0.22 13.50±0.22 13.60±0.22 13.57±0.22
4 14.24±0.23 13.61±0.22 13.65±0.22 13.75±0.22 13.72±0.22
5 14.24±0.23 13.71±0.22 13.76±0.22 13.85±0.22 13.82±0.22
6 14.24±0.23 13.78±0.23 13.84±0.22 13.92±0.22 13.90±0.23
7 14.24±0.23 13.84±0.23 13.89±0.22 13.98±0.23 13.96±0.23
8 14.24±0.23 13.88±0.23 13.94±0.22 14.02±0.23 14.00±0.23
9 14.24±0.23 13.92±0.23 13.97±0.23 14.06±0.23 14.03±0.23
10 14.24±0.23 13.95±0.23 14.00±0.23 14.08±0.23 14.06±0.23
T ∗(0) = T π
mps
(0) for systems with N = 2 stations and the performance of egalitarian
processor sharing as shown in Proposition 14. For larger tandem networks (i.e., for
N = 4, 5), numerical results show that the optimality gap for the TRR policies
decreases as buffer sizes grow. It is expected that the TRR policies perform better
for large buffer sizes, since they approximate the egalitarian processor sharing, which
yields an upper bound for the infinite buffered systems. However, the optimality gap
for a TRR policy increases as the system size increases. In particular, for q = 0.05,
the optimality gap is about 2% for Bj = 5, j ∈ {1, . . . , N − 1} when N = 3, 5%, and
9% for Bj = 5, j ∈ {1, . . . , N − 1}, when N = 4, 5, respectively.
The adaptive TRR policy performs near-optimal in all tandem settings. In systems
with three stations, the largest average optimality gap is 2% across buffer sizes Bj ∈
{1, . . . , 10}. In systems with four and five stations, the optimality gap is 8% and
10% for Bj = 1, j ∈ {1, . . . , N − 1}, and reduces to 3% and 4% for Bj = 5, j ∈
{1, . . . , N − 1}. Furthermore, the adaptive policy uses the expected first service
completion time as the time increment and our results suggest that it is sufficient to
change the server assignment after every service completion. Such a server assignment
mechanism is advantageous since the server reassignments can be carried out without
supervision.
For non-tandem networks, we compare the throughput values simulated for the
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Table 20: One-tier merge networks with N = 5 stations, homogeneous tasks
B. LP Bound DTRR(q = 0.5) DTRR(q = 0.1) DTRR(q = 0.05) ATRR
1 16.41±0.34 16.19±0.33 16.25±0.33 16.29±0.33 16.25±0.35
2 16.41±0.34 16.28±0.34 16.34±0.34 16.39±0.34 16.34±0.35
3 16.41±0.34 16.33±0.34 16.30±0.34 16.44±0.34 16.39±0.35
4 16.41±0.34 16.36±0.34 16.33±0.34 16.46±0.34 16.41±0.35
5 16.41±0.34 16.37±0.34 16.35±0.34 16.48±0.34 16.43±0.35
Table 21: Two-tier merge networks with N = 5 stations, homogeneous tasks
B. LP Bound DTRR(q = 0.5) DTRR(q = 0.1) DTRR(q = 0.05) ATRR
1 15.67±0.35 13.42±0.31 13.57±0.31 13.53±0.31 13.57±0.32
2 15.67±0.35 13.95±0.33 14.18±0.33 14.11±0.33 14.18±0.33
3 15.67±0.35 14.27±0.34 14.35±0.34 14.47±0.34 14.55±0.34
4 15.67±0.35 14.48±0.35 14.58±0.34 14.70±0.34 14.79±0.35
5 15.67±0.35 14.63±0.35 14.75±0.35 14.87±0.35 14.96±0.35
TRR policies to the upper bound computed for the systems with infinite buffers. Con-
fidence intervals on the capacity upper bound are computed over randomly generated
instances. As expected, the long-run average throughout achieved by the TRR poli-
cies approaches the processor sharing upper bound as the time increment q decreases
and the buffer sizes increase. For one-tier networks with merge topology, the perfor-
mance of the TRR policies relative to the upper bound increases with system size.
In particular, the TRR policy with q = 0.05 on average achieves 92% of the upper
bound for merge networks with N = 3, Bj = 1, j ∈ {1, 2} whereas it achieves 99%
for one-tier merge networks with N = 5, Bj = 1, j ∈ {1, . . . , 4}. In two-tier merge
networks with N = 5 the round-robin policies yield comparatively lower throughput
than the capacity upper bound. Furthermore, the performance of the TRR policies
show a greater dependency on the buffer sizes, yielding 81% and 95% of the the
capacity upper bound for buffer sizes Bj = 1 and Bj = 5, j ∈ {1, . . . , 4}, respec-
tively. We also observe that the results in two-tier merge networks are comparable
to a tandem line with N = 3 stations. Note that Proposition 11 implies that in a
tandem line with homogeneous tasks and equal number of servers and stations, the
capacity upper bound is equal to the average service rate. Thus, for the tandem lines
we consider for Tables 16–18, the expected upper bound is 10.5, and the TRR policy
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Table 22: Split networks with N = 3 stations, homogeneous tasks
Equal split at the fork
B LP Bound DTRR(q = 0.5) DTRR(q = 0.1) DTRR(q = 0.05) ATRR
1 14.24±0.23 11.93±0.19 11.92±0.19 12.00±0.19 11.94±0.19
2 14.24±0.23 12.61±0.20 12.62±0.20 12.71±0.20 12.67±0.21
3 14.24±0.23 13.00±0.21 13.05±0.21 13.13±0.21 13.09±0.21
4 14.24±0.23 13.25±0.22 13.31±0.22 13.40±0.22 13.37±0.22
5 14.24±0.23 13.40±0.22 13.50±0.22 13.58±0.22 13.56±0.22
6 14.24±0.23 13.52±0.22 13.63±0.22 13.71±0.22 13.69±0.22
7 14.24±0.23 13.60±0.22 13.72±0.22 13.80±0.22 13.79±0.23
8 14.24±0.23 13.67±0.23 13.80±0.22 13.87±0.23 13.86±0.23
9 14.24±0.23 13.72±0.23 13.85±0.23 13.93±0.23 13.92±0.23
10 14.24±0.23 13.76±0.23 13.89±0.23 13.97±0.23 13.96±0.23
Unequal split at the fork
B LP Bound DTRR(q = 0.5) DTRR(q = 0.1) DTRR(q = 0.05) ATRR
1 14.04±0.23 11.50±0.19 11.52±0.19 11.62±0.19 11.57±0.19
2 14.04±0.23 12.13±0.20 12.18±0.20 12.27±0.20 12.24±0.21
3 14.04±0.23 12.57±0.21 12.58±0.21 12.67±0.21 12.65±0.21
4 14.04±0.23 12.76±0.22 12.85±0.22 12.95±0.22 12.92±0.22
5 14.04±0.23 12.94±0.22 13.04±0.22 13.12±0.22 13.12±0.23
6 14.04±0.23 13.08±0.23 13.18±0.22 13.27±0.23 13.26±0.23
7 14.04±0.23 13.18±0.23 13.30±0.23 13.37±0.23 13.37±0.23
8 14.04±0.23 13.26±0.23 13.38±0.23 13.46±0.23 13.46±0.23
9 14.04±0.23 13.33±0.23 13.45±0.23 13.53±0.23 13.53±0.23
10 14.04±0.23 13.38±0.23 13.51±0.23 13.59±0.23 13.59±0.23
with q = 0.05 achieves 83% and 94% of the upper bound for buffer sizes Bj = 1
and Bj = 5, j ∈ {1, 2}, respectively. Once again, the adaptive TRR policy performs
near-optimal in all settings, as it on average yields 96%, 99%, and 92% of the capacity
upper bound for merge networks with N = 3, one-tier merge networks with N = 5,
and two-tier merge networks with N = 5, respectively.
Our results suggest that the performances of the TRR policies in networks with
merge and split topologies are similar for large buffer sizes. On the other hand,
throughput achieved split networks is more sensitive to buffer size and the perfor-
mance of the TRR policy with q = 0.05 is lower in split networks for buffer size
Bj = 1, j ∈ {1, . . . , N − 1}. In particular, it yields 84%, 92%, and 79% of the capac-
ity upper bound when the routing probabilities are uniform for split networks with
N = 3, one-tier split networks with N = 5, and two-tier split networks with N = 5,
respectively. The performance gap observed for merge and split topologies further
grows when the jobs is routed non-uniformly in a split network. On average, the TRR
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Table 23: One-tier split networks with N = 5 stations, homogeneous tasks
Equal split at the fork
B LP Bound DTRR(q = 0.5) DTRR(q = 0.1) DTRR(q = 0.05) ATRR
1 16.41±0.34 15.10±0.32 15.16±0.32 15.19±0.32 15.15±0.33
2 16.41±0.34 15.86±0.33 15.91±0.33 15.94±0.33 15.91±0.34
3 16.41±0.34 16.14±0.33 16.12±0.33 16.24±0.33 16.21±0.35
4 16.41±0.34 16.27±0.34 16.25±0.34 16.37±0.34 16.34±0.35
5 16.41±0.34 16.33±0.34 16.31±0.34 16.43±0.34 16.40±0.35
Unequal split at the fork
B LP Bound DTRR(q = 0.5) DTRR(q = 0.1) DTRR(q = 0.05) ATRR
1 16.39±0.33 14.66±0.31 14.70±0.31 14.74±0.31 14.70±0.32
2 16.39±0.33 15.46±0.32 15.52±0.32 15.55±0.32 15.52±0.34
3 16.39±0.33 15.84±0.33 15.83±0.33 15.95±0.33 15.91±0.34
4 16.39±0.33 16.04±0.33 16.03±0.33 16.15±0.33 16.12±0.35
5 16.39±0.33 16.16±0.33 16.15±0.33 16.26±0.33 16.23±0.35
Table 24: Two-tier split networks with N = 5 stations, homogeneous tasks
Equal split at the fork
B LP Bound DTRR(q = 0.5) DTRR(q = 0.1) DTRR(q = 0.05) ATRR
1 15.67±0.35 12.39±0.29 12.39±0.29 12.43±0.29 12.39±0.30
2 15.67±0.35 13.38±0.33 13.42±0.32 13.43±0.32 13.42±0.32
3 15.67±0.35 13.94±0.34 13.96±0.34 14.02±0.34 14.02±0.34
4 15.67±0.35 14.28±0.36 14.32±0.35 14.39±0.35 14.41±0.35
5 15.67±0.35 14.49±0.36 14.56±0.36 14.64±0.36 14.68±0.36
Unequal split at the fork
B LP Bound DTRR(q = 0.5) DTRR(q = 0.1) DTRR(q = 0.05) ATRR
1 15.39±0.36 11.69±0.27 11.71±0.27 11.74±0.27 11.71±0.27
2 15.39±0.36 12.61±0.30 12.66±0.30 12.67±0.30 12.66±0.30
3 15.39±0.36 13.17±0.32 13.19±0.31 13.25±0.31 13.24±0.32
4 15.39±0.36 13.54±0.33 13.58±0.33 13.64±0.33 13.64±0.33
5 15.39±0.36 13.80±0.34 13.85±0.34 13.92±0.34 13.93±0.34
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policy with q = 0.05 yields 2%–3% lower performance with respect to the capacity
upper bound when the routing probabilities are non-uniform.
As with the tandem and merge topologies, the adaptive TRR policy results in
near-optimal long-run average throughputs in networks with split topology. Overall,
ATRR policies achieve 88%–98% in split networks with uniform routing probabilities
and 85%–96% in split networks with non-uniform routing topologies. Therefore, our
experiments suggest that the ATRR policy can be utilizes as an easy-to-implement
server assignment heuristic in queueing networks with various topologies.
5.4 Conclusions
We study queueing networks with general routing and flexible servers. We introduce
a novel processor sharing model for queueing networks where servers are shared by
multiple nodes in the network. For systems with infinite buffers and non-collaborative
flexible servers, we develop a linear program that yields an upper bound on the attain-
able long-run average throughput where the solution to the LP can be interpreted to
correspond to a processor sharing policy. For tandem lines with homogeneous tasks
and infinite buffers, we identify the optimal processor sharing policy. For systems
with two stations and non-homogeneous tasks, we prove that either a processor shar-
ing policy or a dedicated server assignment is optimal. Furthermore, we show that the
maximum throughput the linear program yields for non-collaborative systems can be
improved by allowing servers to collaborate only if the tasks are non-homogeneous.
We analyze the performance of the processor sharing policies in networks with fi-
nite buffers. For Markovian non-collaborative systems with two stations, two servers,
and a finite buffer between the stations, we prove that the long-run average through-
put attained by a processor sharing policy converges to the optimal throughput as
buffer size grows. For non-collaborative systems where processor sharing is not im-
plementable, we develop timed round-robin server assignment policies. We show that
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these policies approximate processor sharing as the server reassignments become more
frequent in systems with two stations and finite buffers. For larger queueing networks
with either tandem, merge or split topologies, our numerical results suggest that the
performance of the round-robin policies improves with frequent server reassignments.
In particular, we propose an adaptive round-robin policy that achieves near-optimal
throughputs in all topologies. Furthermore, the throughput attained by the timed
round-robin policies approaches to the upper-bound yielded by the capacity LP as the
buffer sizes grow. We conclude that flexible servers can be utilized in a simple round-
robin fashion to achieve near-optimal performance in non-collaborative systems when




This dissertation provides an analysis on the benefits of cross-training in non-collaborative
manufacturing systems. In particular, we demonstrate that cross-training can im-
prove performance measures through dynamic allocation of workers to tasks in sys-
tems where multiple servers cannot be accommodated at a station. We focus on three
different models and study dynamic server allocation (i) in a tandem line to improve
throughput, (ii) in systems where frequent reallocation of the servers is undesirable,
and (iii) in queueing networks with general routing.
In Chapter 3, we study a non-collaborative tandem queueing network with flexi-
ble servers. A comparison of collaborative and non-collaborative tandem lines shows
that the importance of collaboration is dependent on the specialization levels of the
servers. If the performance of the servers is not dependent on the task, dynamic
server allocation can compensate for the lack of collaboration in systems with large
buffers. We also prove that a threshold-type server assignment policy is throughput-
optimal for small tandem lines with two stations, and identify the conditions for the
optimal policy to be unique. Our numerical results suggest that the optimal pol-
icy maintains a similar threshold structure in systems with more than two stations.
Moreover, heuristic policies that locally reassign the servers to balance the workload
perform near-optimal, whereas the performance of dedicated server assignment poli-
cies remains poor. Thus, we conclude that server flexibility is beneficial even when
collaboration is not an option.
We also consider systems in which frequent reassignment of the servers is not
desirable due to setups. Our work presented in Chapter 4 shows that the extent to
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which the server flexibility must be utilized depends on the setup costs. For systems
with two stations and constant setup costs, we show that a double-threshold policy
maximizes the long-run average profit. Furthermore, dynamic server allocation still
yields significant improvement over dedicated server assignment policies for moderate
setup costs. Our results indicate that if the setup costs are large, the optimal pol-
icy becomes dedicated and avoids setups. However, disadvantages of frequent server
reassignments can be countered by increasing the capacity for the work-in-process in-
ventory, and cross-training becomes beneficial for larger buffer sizes. In the presence
of setup costs, the performance of dynamic server assignment policies is also depen-
dent on the relative difficulties of the tasks. In particular, cross-training is most
beneficial when the tasks are of similar difficulty and service rates do not depend on
the task.
Finally, we address the allocation of flexible servers in queueing networks with
general topology and routing in Chapter 5. We propose a new processor sharing
model for queueing networks with flexible servers, where the optimal processor sharing
policy achieves the maximal throughput in systems with infinite buffers. For non-
collaborative networks where servers cannot be shared, we develop a class of round-
robin server assignment policies. Moreover, we show that the round-robin policies
converge to the processor sharing scheme for tandem networks with two stations and
homogeneous tasks. We also evaluate the performance of these round-robin policies
via numerical experiments in finite-buffered networks with tandem, merge, or split
topologies. Our computational results suggest that the round-robin policies are near-
optimal. Thus, processor sharing can be used to develop simple server assignment
heuristics for general non-collaborative networks with finite buffers where the optimal




Our findings so far show that cross-training is valuable in various non-collaborative
systems. Further insights can be gained through the study of different flexibility or
collaboration structures in manufacturing systems. Here we present three possible
extensions.
Analysis of tandem manufacturing systems in this dissertation allows for a fully
staffed production line where each station can be assigned a server. However, obtain-
ing analytical results for systems with more than two stations is challenging due to
the high dimensionality of the server allocation problem. Furthermore, understaffed
manufacturing lines are commonplace in industries where labor costs and number of
tasks in the system are both high. Thus, it is of interest to characterize how flexible
servers should be utilized in larger tandem networks that are understaffed. There is
only limited literature on how the dynamic allocation of cross-trained servers should
be done in collaborative understaffed systems. However, our experience with the
non-collaborative setting leads us to believe that the structure of the optimal poli-
cies might be easier to characterize for non-collaborative systems. Thus, this is a
promising research direction.
Another extension of our current work is to consider systems with partially flexible
servers. In many manufacturing and service systems, full flexibility of the servers is
not possible due to a limited cross-training budget or limited mobility of the servers
between workstations. Therefore, in these systems one or more servers are confined
to work at a single station or at a group of stations. Similar flexibility structures can
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be used in assembly/disassembly systems where the dedicated servers handle assem-
bly or disassembly operations while intermediate stations can be served by flexible
servers. We expect that for partially flexible systems, optimal dynamic server alloca-
tion policies will still follow a threshold structure. Furthermore, partially dedicated
systems result in smaller action spaces than their fully flexible counterparts. In the
light of these observations, we hope to obtain analytical results for partially flexible
systems with more than two stations.
The final future research direction we propose is to examine manufacturing sys-
tems where collaboration is allowed only at a subset of stations. Our motivation to
study non-collaborative queueing networks is to design server allocation policies for
manufacturing systems with insufficient tooling or other physical limitations. These
restrictions often do not affect all operations in a manufacturing system, especially
when the operations are significantly different. For instance, multiple servers can
simultaneously utilize workstations designated for packaging or inspection operations
while earlier stages of production may suffer from insufficient tooling. Thus, anal-
ysis of systems with a mixture of collaborative and non-collaborative stations is a
potential extension to our current work.
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APPENDIX A
SYSTEMS WITH NON-HOMOGENEOUS TASKS AND
CONSTANT SETUP COSTS
Table 25: Systems with non-homogeneous tasks and a dominating server, setup cost
2c = 1
B Optimal BD HR HST
1 8.42 ± 0.17 7.44 ± 0.18 8.12 ± 0.16 8.12 ± 0.16
2 8.87 ± 0.18 7.81 ± 0.20 8.68 ± 0.17 8.68 ± 0.17
3 9.15 ± 0.19 8.04 ± 0.20 8.96 ± 0.18 8.96 ± 0.18
4 9.34 ± 0.20 8.19 ± 0.21 9.14 ± 0.19 9.14 ± 0.19
5 9.46 ± 0.20 8.29 ± 0.22 9.29 ± 0.19 9.29 ± 0.19
6 9.55 ± 0.20 8.37 ± 0.22 9.39 ± 0.20 9.39 ± 0.20
7 9.62 ± 0.21 8.42 ± 0.22 9.47 ± 0.20 9.48 ± 0.20
8 9.68 ± 0.21 8.46 ± 0.22 9.54 ± 0.20 9.54 ± 0.20
9 9.72 ± 0.21 8.49 ± 0.23 9.59 ± 0.20 9.59 ± 0.20
10 9.75 ± 0.21 8.52 ± 0.23 9.64 ± 0.21 9.64 ± 0.21
Aggregate 9.36 ± 0.06 8.20 ± 0.06 9.18 ± 0.06 9.18 ± 0.06
B P-t-B(all) P-t-B(HR-BD) P-t-B(HST-BD) P-t-B(HR-HST)
1 8.29 ± 0.17 8.29 ± 0.17 8.29 ± 0.17 8.12 ± 0.16
2 8.80 ± 0.18 8.80 ± 0.18 8.80 ± 0.18 8.68 ± 0.17
3 9.08 ± 0.19 9.08 ± 0.19 9.08 ± 0.19 8.96 ± 0.18
4 9.25 ± 0.19 9.25 ± 0.19 9.25 ± 0.19 9.14 ± 0.19
5 9.39 ± 0.20 9.39 ± 0.20 9.39 ± 0.20 9.29 ± 0.19
6 9.49 ± 0.20 9.48 ± 0.20 9.48 ± 0.20 9.39 ± 0.20
7 9.56 ± 0.20 9.56 ± 0.20 9.56 ± 0.20 9.48 ± 0.20
8 9.62 ± 0.21 9.62 ± 0.21 9.62 ± 0.21 9.54 ± 0.20
9 9.66 ± 0.21 9.66 ± 0.21 9.66 ± 0.21 9.59 ± 0.20
10 9.70 ± 0.21 9.70 ± 0.21 9.70 ± 0.21 9.64 ± 0.21
Aggregate 9.28 ± 0.06 9.28 ± 0.06 9.28 ± 0.06 9.18 ± 0.06
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Table 26: Systems with non-homogeneous tasks and a dominating server, setup cost
2c = 5
B Optimal BD HR HST
1 7.89 ± 0.17 7.44 ± 0.18 7.34 ± 0.16 7.33 ± 0.16
2 8.46 ± 0.18 7.81 ± 0.20 8.03 ± 0.17 8.04 ± 0.17
3 8.82 ± 0.19 8.04 ± 0.20 8.54 ± 0.18 8.54 ± 0.18
4 9.06 ± 0.19 8.19 ± 0.21 8.85 ± 0.19 8.85 ± 0.19
5 9.23 ± 0.20 8.29 ± 0.22 9.03 ± 0.19 9.03 ± 0.19
6 9.35 ± 0.20 8.37 ± 0.22 9.17 ± 0.19 9.18 ± 0.19
7 9.45 ± 0.20 8.42 ± 0.22 9.29 ± 0.20 9.29 ± 0.20
8 9.52 ± 0.21 8.46 ± 0.22 9.37 ± 0.20 9.37 ± 0.20
9 9.58 ± 0.21 8.49 ± 0.23 9.44 ± 0.20 9.44 ± 0.20
10 9.62 ± 0.21 8.52 ± 0.23 9.50 ± 0.20 9.50 ± 0.20
Aggregate 9.10 ± 0.06 8.20 ± 0.07 8.85 ± 0.06 8.86 ± 0.06
B P-t-B(all) P-t-B(HR-BD) P-t-B(HST-BD) P-t-B(HR-HST)
1 7.87 ± 0.17 7.87 ± 0.17 7.87 ± 0.17 7.34 ± 0.16
2 8.40 ± 0.18 8.40 ± 0.18 8.40 ± 0.18 8.05 ± 0.17
3 8.78 ± 0.19 8.78 ± 0.19 8.78 ± 0.19 8.54 ± 0.18
4 9.03 ± 0.19 9.03 ± 0.19 9.03 ± 0.19 ± 8.85 0.19
5 9.19 ± 0.20 9.19 ± 0.20 9.19 ± 0.20 9.04 ± 0.19
6 9.31 ± 0.20 9.31 ± 0.20 9.31 ± 0.20 9.18 ± 0.19
7 9.41 ± 0.20 9.40 ± 0.20 9.40 ± 0.20 9.29 ± 0.20
8 9.48 ± 0.21 9.48 ± 0.21 9.48 ± 0.21 9.38 ± 0.20
9 9.54 ± 0.21 9.54 ± 0.21 9.54 ± 0.21 9.45 ± 0.20
10 9.59 ± 0.21 9.59 ± 0.21 9.59 ± 0.21 9.51 ± 0.20
Aggregate 9.06 ± 0.06 9.06 ± 0.06 9.06 ± 0.06 8.86 ± 0.06
Table 27: Systems with non-homogeneous tasks and a dominating server, setup cost
2c = 20
B Optimal BD HR HST
1 7.44 ± 0.18 7.44 ± 0.18 5.04 ± 0.18 4.92 ± 0.17
2 7.87 ± 0.19 7.81 ± 0.20 6.21 ± 0.17 6.18 ± 0.17
3 8.19 ± 0.20 8.04 ± 0.20 7.04 ± 0.18 7.04 ± 0.17
4 8.48 ± 0.20 8.19 ± 0.21 7.65 ± 0.18 7.65 ± 0.18
5 8.68 ± 0.20 8.29 ± 0.22 8.13 ± 0.19 8.11 ± 0.19
6 8.86 ± 0.21 8.37 ± 0.22 8.47 ± 0.20 8.45 ± 0.20
7 9.00 ± 0.21 8.42 ± 0.22 8.70 ± 0.20 8.68 ± 0.20
8 9.11 ± 0.21 8.46 ± 0.22 8.86 ± 0.20 8.85 ± 0.20
9 9.20 ± 0.21 8.49 ± 0.23 8.99 ± 0.20 8.98 ± 0.20
10 9.28 ± 0.21 8.52 ± 0.23 9.09 ± 0.20 9.09 ± 0.20
Aggregate 8.61 ± 0.06 8.20 ± 0.07 7.82 ± 0.07 7.80 ± 0.07
B P-t-B(all) P-t-B(HR-BD) P-t-B(HST-BD) P-t-B(HR-HST)
1 7.44 ± 0.18 7.44 ± 0.18 7.44 ± 0.18 5.13 ± 0.18
2 7.87 ± 0.19 7.87 ± 0.19 7.87 ± 0.19 6.22 ± 0.17
3 8.18 ± 0.20 8.18 ± 0.20 8.18 ± 0.20 7.05 ± 0.17
4 8.43 ± 0.20 8.43 ± 0.20 8.43 ± 0.20 7.65 ± 0.18
5 8.65 ± 0.20 8.64 ± 0.20 8.64 ± 0.20 8.13 ± 0.19
6 8.83 ± 0.21 8.83 ± 0.21 8.82 ± 0.21 8.47 ± 0.20
7 8.98 ± 0.21 8.97 ± 0.21 8.97 ± 0.21 8.70 ± 0.20
8 9.09 ± 0.21 9.09 ± 0.21 9.08 ± 0.21 8.87 ± 0.20
9 9.18 ± 0.21 9.18 ± 0.21 9.17 ± 0.21 8.99 ± 0.20
10 9.26 ± 0.21 9.26 ± 0.21 9.25 ± 0.21 9.10 ± 0.20
Aggregate 8.59 ± 0.07 8.58 ± 0.07 8.58 ± 0.07 7.83 ± 0.07
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APPENDIX B
SYSTEMS WITH NON-CONSTANT SETUP COSTS
Table 28: Systems with homogeneous tasks non-constant setup costs
B Optimal BD Avg. C. S. of C. Max. C. Min. C. Two-T.
1 7.20 ± 0.04 6.35 ± 0.05 6.57 ± 0.05 6.72 ± 0.05 6.61 ± 0.05 6.47 ± 0.05 6.59 ± 0.05
2 7.94 ± 0.05 6.65 ± 0.05 7.18 ± 0.05 7.24 ± 0.05 7.20 ± 0.05 7.14 ± 0.05 7.18 ± 0.05
3 8.50 ± 0.05 6.83 ± 0.05 7.59 ± 0.05 7.60 ± 0.05 7.59 ± 0.05 7.59 ± 0.05 7.58 ± 0.05
4 8.90 ± 0.05 6.95 ± 0.06 7.89 ± 0.05 7.85 ± 0.05 7.87 ± 0.05 7.87 ± 0.05 7.86 ± 0.05
5 9.19 ± 0.05 7.03 ± 0.06 8.09 ± 0.06 8.06 ± 0.06 8.08 ± 0.06 8.07 ± 0.06 8.07 ± 0.06
6 9.40 ± 0.05 7.08 ± 0.06 8.23 ± 0.06 8.21 ± 0.06 8.23 ± 0.06 8.21 ± 0.06 8.22 ± 0.06
7 9.56 ± 0.05 7.13 ± 0.06 8.34 ± 0.06 8.32 ± 0.06 8.33 ± 0.06 8.32 ± 0.06 8.33 ± 0.06
8 9.68 ± 0.05 7.16 ± 0.06 8.42 ± 0.06 8.41 ± 0.06 8.42 ± 0.06 8.40 ± 0.06 8.41 ± 0.06
9 9.78 ± 0.05 7.18 ± 0.06 8.48 ± 0.06 8.48 ± 0.06 8.48 ± 0.06 8.47 ± 0.06 8.47 ± 0.06
10 9.86 ± 0.05 7.20 ± 0.06 8.53 ± 0.06 8.53 ± 0.06 8.53 ± 0.06 8.52 ± 0.06 8.52 ± 0.06
Agg. 9.00 ± 0.02 6.96 ± 0.02 7.93 ± 0.02 7.94 ± 0.02 7.94 ± 0.02 7.91 ± 0.02 7.92 ± 0.02
Table 29: Systems with non-homogeneous tasks and a dominating server, non-
constant setup costs
B Optimal BD HR-Avg. C. HR-S. of C. HR-Max. C. HR-Min. C.
1 7.63 ± 0.04 7.44 ± 0.04 6.33 ± 0.04 7.44 ± 0.04 6.44 ± 0.04 6.15 ± 0.04
2 8.16 ± 0.04 7.81 ± 0.04 7.32 ± 0.04 7.81 ± 0.04 7.34 ± 0.0.4 7.25 ± 0.04
3 8.53 ± 0.04 8.04 ± 0.05 7.95 ± 0.04 8.16 ± 0.04 7.95 ± 0.0.4 7.95 ± 0.04
4 8.80 ± 0.04 8.19 ± 0.05 8.41 ± 0.04 8.59 ± 0.04 8.39 ± 0.04 8.37 ± 0.04
5 9.00 ± 0.04 8.29 ± 0.05 8.71 ± 0.04 8.74 ± 0.04 8.70 ± 0.04 8.68 ± 0.04
6 9.15 ± 0.05 8.37 ± 0.05 8.92 ± 0.04 8.86 ± 0.04 8.92 ± 0.04 8.87 ± 0.04
7 9.26 ± 0.05 8.42 ± 0.05 9.06 ± 0.04 8.98 ± 0.04 9.07 ± 0.04 9.02 ± 0.04
8 9.35 ± 0.05 8.46 ± 0.05 9.18 ± 0.04 9.08 ± 0.04 9.18 ± 0.04 9.15 ± 0.04
9 9.43 ± 0.05 8.49 ± 0.05 9.27 ± 0.05 9.17 ± 0.04 9.27 ± 0.05 9.24 ± 0.04
10 9.48 ± 0.05 8.52 ± 0.05 9.34 ± 0.05 9.25 ± 0.05 9.35 ± 0.05 9.32 ± 0.05
Agg. 8.88 ± 0.01 8.20 ± 0.02 8.45 ± 0.01 8.61 ± 0.01 8.46 ± 0.01 8.40 ± 0.01
B HR-Two-T. HST-Avg. C. HST-S. of C. HST-Max. C. HST-Min. C. HST-Two-T.
1 6.31 ± 0.04 6.66 ± 0.04 6.40 ± 0.04 6.16 ± 0.04 6.30 ± 0.04 6.30 ± 0.04
2 7.32 ± 0.04 7.41 ± 0.04 7.34 ± 0.04 7.26 ± 0.04 7.26 ± 0.04 7.26 ± 0.04
3 7.95 ± 0.04 7.96 ± 0.04 7.95 ± 0.04 7.95 ± 0.04 7.89 ± 0.04 7.89 ± 0.04
4 8.40 ± 0.04 8.36 ± 0.04 8.38 ± 0.04 8.38 ± 0.04 8.34 ± 0.04 8.34 ± 0.04
5 8.71 ± 0.04 8.65 ± 0.04 8.69 ± 0.04 8.68 ± 0.04 8.67 ± 0.04 8.67 ± 0.04
6 8.92 ± 0.04 8.88 ± 0.04 8.91 ± 0.04 8.88 ± 0.04 8.89 ± 0.04 8.89 ± 0.04
7 9.06 ± 0.04 9.04 ± 0.04 9.06 ± 0.04 9.04 ± 0.04 9.04 ± 0.04 9.04 ± 0.04
8 9.18 ± 0.04 9.17 ± 0.04 9.18 ± 0.04 9.16 ± 0.04 9.17 ± 0.04 9.16 ± 0.04
9 9.27 ± 0.05 9.26 ± 0.05 9.27 ± 0.05 9.25 ± 0.05 9.26 ± 0.05 9.26 ± 0.05
10 9.35 ± 0.05 9.34 ± 0.05 9.35 ± 0.05 9.33 ± 0.05 9.34 ± 0.05 9.34 ± 0.05
Agg. 8.45 ± 0.01 8.47 ± 0.01 8.45 ± 0.01 8.41 ± 0.01 8.42 ± 0.01 8.41 ± 0.01
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Table 30: Systems with homogeneous tasks non-constant setup costs - (P-t-B)
B Optimal BD Avg. C. S. of C. Max. C. Min. C. Two-T.
1 7.20 ± 0.04 6.35 ± 0.05 6.76 ± 0.05 6.76 ± 0.05 6.76 ± 0.05 6.74 ± 0.05 6.75 ± 0.05
2 7.94 ± 0.05 6.65 ± 0.05 7.27 ± 0.05 7.27 ± 0.05 7.27 ± 0.05 7.26 ± 0.05 7.25 ± 0.05
3 8.50 ± 0.05 6.83 ± 0.05 7.64 ± 0.05 7.62 ± 0.05 7.63 ± 0.05 7.64 ± 0.05 7.61 ± 0.05
4 8.90 ± 0.05 6.95 ± 0.05 7.91 ± 0.05 7.87 ± 0.05 7.90 ± 0.05 7.90 ± 0.05 7.88 ± 0.05
5 9.19 ± 0.05 7.03 ± 0.06 8.10 ± 0.06 8.07 ± 0.06 8.09 ± 0.06 8.09 ± 0.06 8.08 ± 0.06
6 9.40 ± 0.05 7.08 ± 0.06 8.24 ± 0.06 8.21 ± 0.06 8.24 ± 0.06 8.23 ± 0.06 8.23 ± 0.06
7 9.56 ± 0.05 7.13 ± 0.06 8.34 ± 0.06 8.33 ± 0.06 8.34 ± 0.06 8.32 ± 0.06 8.33 ± 0.06
8 9.68 ± 0.05 7.16 ± 0.06 8.42 ± 0.06 8.41 ± 0.06 8.42 ± 0.06 8.41 ± 0.06 8.41 ± 0.06
9 9.78 ± 0.05 7.18 ± 0.06 8.48 ± 0.06 8.48 ± 0.06 8.48 ± 0.06 8.47 ± 0.06 8.48 ± 0.06
10 9.86 ± 0.05 7.20 ± 0.06 8.53 ± 0.06 8.53 ± 0.06 8.54 ± 0.06 8.52 ± 0.06 8.53 ± 0.06
Agg. 9.00 ± 0.02 6.96 ± 0.02 7.97 ± 0.02 7.95 ± 0.02 7.97 ± 0.02 7.96 ± 0.02 7.96 ± 0.02
Table 31: Systems with non-homogeneous tasks and a dominating server, non-
constant setup costs - (P-t-B)
B Optimal BD HR-Avg. C. HR-S. of C. HR-Max. C. HR-Min. C.
1 7.63 ± 0.04 7.44 ± 0.04 7.62 ± 0.04 7.44 ± 0.04 7.62 ± 0.04 7.60 ± 0.04
2 8.16 ± 0.04 7.81 ± 0.04 8.13 ± 0.04 7.81 ± 0.04 8.13 ± 0.0.4 8.11 ± 0.04
3 8.53 ± 0.04 8.04 ± 0.05 8.49 ± 0.04 8.16 ± 0.04 8.48 ± 0.0.4 8.49 ± 0.04
4 8.80 ± 0.04 8.19 ± 0.05 8.76 ± 0.04 8.62 ± 0.04 8.75 ± 0.04 8.75 ± 0.04
5 9.00 ± 0.04 8.29 ± 0.05 8.97 ± 0.04 8.86 ± 0.04 8.96 ± 0.04 8.95 ± 0.04
6 9.15 ± 0.05 8.37 ± 0.05 9.12 ± 0.05 9.02 ± 0.04 9.12 ± 0.05 9.10 ± 0.05
7 9.26 ± 0.05 8.42 ± 0.05 9.23 ± 0.05 9.14 ± 0.05 9.23 ± 0.05 9.22 ± 0.05
8 9.35 ± 0.05 8.46 ± 0.05 9.32 ± 0.05 9.23 ± 0.05 9.32 ± 0.05 9.31 ± 0.05
9 9.43 ± 0.05 8.49 ± 0.05 9.40 ± 0.05 9.31 ± 0.04 9.40 ± 0.05 9.38 ± 0.04
10 9.48 ± 0.05 8.52 ± 0.05 9.46 ± 0.05 9.37 ± 0.05 9.46 ± 0.05 9.44 ± 0.05
Agg. 8.88 ± 0.01 8.20 ± 0.02 8.85 ± 0.01 8.70 ± 0.01 8.85 ± 0.01 8.83 ± 0.01
B HR-Two-T. HST-Avg. C. HST-S. of C. HST-Max. C. HST-Min. C. HST-Two-T.
1 7.62 ± 0.04 7.62 ± 0.04 7.62 ± 0.04 7.61 ± 0.04 7.61 ± 0.04 7.61 ± 0.04
2 8.13 ± 0.04 8.13 ± 0.04 8.13 ± 0.04 8.11 ± 0.04 8.12 ± 0.04 8.12 ± 0.04
3 8.49 ± 0.04 8.48 ± 0.04 8.48 ± 0.04 8.49 ± 0.04 8.47 ± 0.04 8.47 ± 0.04
4 8.76 ± 0.04 8.73 ± 0.04 8.75 ± 0.04 8.75 ± 0.04 8.74 ± 0.04 8.74 ± 0.04
5 8.97 ± 0.04 8.93 ± 0.04 8.96 ± 0.04 8.95 ± 0.04 8.95 ± 0.04 8.95 ± 0.04
6 9.12 ± 0.05 9.09 ± 0.05 9.11 ± 0.05 9.10 ± 0.05 9.10 ± 0.05 9.11 ± 0.05
7 9.23 ± 0.05 9.21 ± 0.05 9.23 ± 0.05 9.22 ± 0.05 9.22 ± 0.05 9.22 ± 0.05
8 9.32 ± 0.04 9.31 ± 0.05 9.32 ± 0.05 9.31 ± 0.05 9.31 ± 0.05 9.31 ± 0.05
9 9.40 ± 0.05 9.38 ± 0.05 9.39 ± 0.05 9.38 ± 0.05 9.39 ± 0.05 9.39 ± 0.05
10 9.46 ± 0.05 9.45 ± 0.05 9.45 ± 0.05 9.44 ± 0.05 9.45 ± 0.05 9.45 ± 0.05
Agg. 8.85 ± 0.01 8.83 ± 0.01 8.85 ± 0.01 8.84 ± 0.01 8.84 ± 0.01 8.84 ± 0.01
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