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RESUMEN
En este artículo proponemos un novedoso
método de predicción de tráfico que se basa
en el análisis estadístico de los coeficientes de
un modelo wavelet multifractal del tráfico ob-
servado. La evaluación del predictor es
computacionalmente eficiente, pues se reduce
a una ecuación muy sencilla sobre los coefi-
cientes de la transformada wavelet. Simultánea-
mente, como se está considerando una gran
cantidad de características estadísticas de orden
superior en un amplio rango de escalas de tiem-
po, el método logra una alta exactitud. En el
artículo verificamos estas características del
predictor aplicándolo sobre distintas trazas rea-
les de tráfico.
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In this paper we propose a novel traffic
prediction method, based on the statistical
analysis of  the coefficients of  a multifractal
wavelet model. The predictor is
computationally efficient because it is based on
a simple equation on the coefficients of the
wavelet transform. It is also highly accurate
because it takes into account several higher
order statistics over a wide range of  time scales.
We verify these characteristics using the
predictor over several real traffic traces.
Keywords: traffic prediction, multifractal
traffic, multiplicative cascades.
1. INTRODUCCIÓN
El tráfico en redes modernas de comunica-
ciones se distingue por la presencia de ráfagas,
las cuales tienen un significativo impacto en el
Cascadas conservadoras
aplicadas a la predicción
de tráfico multifractal
desempeño de dichas redes [1]. Esta presencia
de ráfagas se puede originar de dos maneras
diferentes. Por un lado, si {X(t), t≥0} es el nú-
mero de bytes por segundo que está llegando a
un enlace en el instante t, la presencia de ráfa-
gas puede obedecer a las dependencias que haya
en el proceso sobre largos períodos de tiempo.
Así pues, si {X(t), t≥0} es un proceso estacio-
nario de segundo orden, su función de
autocorrelación puede ser no sumable (depen-
dencia de rango largo, LRD), lo cual se ha ex-
plicado mediante la distribución de cola pesa-
da de los archivos que se comparten en las re-
des modernas o de los tiempos de conexión de
las sesiones que se establecen sobre las mis-
mas. Por otro lado, la presencia de ráfagas tam-
bién puede explicarse mediante la acción de
protocolos de control de red sobre los flujos
de datos, que generan dependencias a menores
escalas de tiempo [2].
La primera fuente de presencia de ráfagas
temporales genera fenómenos de escala sobre
un amplio rango de escalas grandes de tiempo
(segundos o más), y obedecen a la superposi-
ción de un gran número de procesos on/off,
por lo que los modelos fractales (especialmen-
te gaussianos, como el ruido gaussiano
fraccional) son de gran aplicabilidad. La segun-
da fuente de presencia de ráfagas de amplitud
genera fenómenos de escala sobre una amplio
rango de escalas pequeñas de tiempo
(milisegundos o menos) y es altamente no
gaussiana, pues el alto índice de dispersión im-
plicaría un gran número de muestras negativas
en la tasa instantánea de llegadas de cualquier
proceso gaussiano [3]. Así pues, se necesita un
nuevo modelo para este tipo de fenómenos de
escala y, en ese sentido, las cascadas conserva-
doras son un prometedor concepto para repre-
sentar el tráfico moderno a pequeñas escalas
de tiempo [4].
Con el fin de implementar mejoras en la ad-
ministración de redes de comunicaciones, es
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importante conocer aquello que va a ocurrir
en el próximo instante de tiempo, y esto es
posible aplicando un algoritmo de predicción
a los datos históricos de la señal. Conociendo
esta información futura, pueden llevarse a cabo
procedimientos más elaborados, tales como
medición de recursos disponibles, estimación
de tráfico cruzado, técnicas de control de acce-
so, de control de congestión, etc.
El Modelo Wavelet Multifractal [3] es un im-
portante modelo de tráfico ya que captura las
principales características estadísticas del tráfico
en redes de comunicaciones, con gran eficiencia
computacional. Sin embargo, y a pesar que des-
de 1996 se ha propuesto explotar la
predecibilidad del tráfico [5], son pocos los
algoritmos desarrollados para predecir muestras
futuras de trazas tráfico reales, pues casi siem-
pre se buscan sólo aproximaciones en baja fre-
cuencia (promedios en largas ventanas de tiem-
po para reducir la variabilidad) [6][7]. Nosotros
consideramos la traza observada del tráfico
como una serie de tiempo y explotamos su
multifractalidad para predecir muestras futuras
de la serie en múltiples escalas de tiempo, con lo
que capturamos la alta variabilidad que tiene un
gran impacto en el desempeño de la red [2].
En la siguiente sección se establece un mar-
co de referencia en el que se definen las casca-
das multiplicativas y los procesos multifractales,
y se muestra el análisis de una traza real de trá-
fico. En la sección 3 se describe el algoritmo
de predicción propuesto. La sección 4 muestra
resultados numéricos que permiten observar
las bondades del predictor. Finalmente se pro-
ponen algunas conclusiones acerca de la utili-
dad del método de predicción.
2. ASPECTOS TEÓRICOS
Una cascada es un proceso que divide un
conjunto dado en subconjuntos cada vez más
y más pequeños de acuerdo con alguna regla
geométrica, preservando alguna característica
de la medida del conjunto inicial. Considérese,
por ejemplo, el número de bytes que llegan a
un nodo de conmutación durante un intervalo
I de una hora, μ(I)=N0. Supongamos que du-
rante la primera media hora, I(0), llegan
μ(I(0))=p.N0 bytes y durante la segunda media
hora, I(1), llegaron μ(I(1))= (1-p).N0 bytes, don-
de p∈(0,1), de manera que se conserva el nú-
mero original de bytes en el intervalo original
de una hora, I. Ahora dividamos cada
subintervalo de media hora, I(0) e I(1), en dos
subintervalos de un cuarto de hora cada uno,
[I(0,0), I(0,1)] y [I(1,0), I(1,1)], y asignemos la
misma fracción de bytes a cada subintervalo:
μ(I(0,0)) = p2.N0, μ(I(0,1)) = (1-p).p.N0, μ(I(1,0))
= p.(1-p).N0, μ(I(1,1))=(1-p)2.N0. Iterando este
proceso, en la etapa l encontraremos que el nú-
mero de bytes que llegaron en el intervalo
I(j1,j2,...,jl) es
donde jk∈{0,1}, p0=p, p1=(1-p), n es el nú-
mero de ceros que hay en la secuencia (j1, j2, ...,
jl), y la longitud del intervalo es 2
-l horas. Así
hemos construido una cascada determinística
que preserva el número total de bytes que lle-
gan durante la hora observada, repartiéndolos
en subintervalos diádicos. La figura 1 muestra
el proceso para p=2/5, normalizando las me-
didas con respecto a N0. Cada barra representa
el número (normalizado) de bytes que llegaron
en el intervalo correspondiente (dos intervalos
de media hora en la gráfica superior hasta 64
intervalos de 56.25 segundos en la gráfica infe-
rior). Es evidente la autosemejanza estricta del
objeto generado, pues cada mitad de cada figu-
ra es una copia exacta de la figura anterior,
rescalizada en tiempo (por 1/2) y en amplitud
(por p ó 1-p, dependiendo si es la mitad dere-
cha o la mitad izquierda). Si en cada etapa l la
medida del intervalo de una hora es μl(I ), en el
límite del proceso se obtiene la medida
binomial μ
∞
(I ), la cual es una medida de pro-
babilidad singular y multifractal para cualquier
p≠1/2 [8].
Por supuesto, la anterior descomposición
forma una cascada determinística y, como
tal, no resulta de interés para modelar el tráfico
de una red. En la l-ésima etapa de una casca-
da aleatoria, una fracción W( j1,j2,...,jl-1,0) de la
medida del intervalo I( j1,...,jl-1) se le asigna a la
primera mitad de dicho intervalo, I( j1,...,jl-1,0),
y otra fracción W( j1,j2,...,jl-1,1) se asigna a la se-
gunda mitad, I( j1,...,jl-1,1), donde las W(.) son
variables aleatorias no negativas, independien-
tes e idénticamente distribuidas, con valor me-
dio 0.5. Nótese que, en este caso, la cascada
sólo conserva el valor promedio de la medida
original, N0. Para modelamiento de tráfico en
redes, es necesario que la cascada preserve la
medida original, como lo hace la cascada
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para ajustar las estadísticas de la cascada a las
estadísticas observadas en trazas reales, como
lo hace la cascada aleatoria. Con ese propósito
se define la cascada conservadora, que pre-
serva la medida y ofrece una alta flexibilidad
estadística, haciendo W( j1, j2,..., jl-1,1) =
1 - W(  j1, j2,...,jl-1,0), como en el cómputo de
una medida binomial [9].
Figura 1. Primeras seis etapas de una descomposición
en cascada multiplicativa determinística con p = 0.4.
Al tratar de representar funciones tempora-
les con características complejas (como la me-
dida de una cascada conservadora) mediante
una expansión en series de potencias, estas pre-
sentan potencias no enteras para una o varias
diferencias de tiempo, es decir:
A estas potencias no enteras se les llama sin-
gularidades hi de la función y se presentan para
tiempos ti particulares o instantes de singularidad.
Si en la función se presenta un valor único
de singularidad hi=H para todos los puntos sin-
gulares ti, éste representa el grado de irregulari-
dad en todas las escalas de tiempo, y es llama-
do Parámetro de Hurst. A este tipo de proce-
sos se les conoce como monofractales [10].
Los modelos que han surgido para la carac-
terización de tráfico de redes basados en mo-
vimiento browniano fraccional (fBm) y ruido
gaussiano fraccional (fGn) son procesos
monofractales.
En los procesos multifractales las irregula-
ridades locales cambian de una escala a otra,
de manera que hi varía con el tiempo ti siguien-
do relaciones no lineales. Los instantes de sin-
gularidad ti de una traza particular se pueden
encontrar fácilmente explotando las propieda-
des multiescala de la transformada wavelet, si
utilizamos bases con un número adecuado de
momentos desvanecientes [11]. Si, para cada
posible valor α de la singularidad hi calculamos
la dimensión fractal de su soporte,
(2)D(α) = dim({ti : hi(ti)= α}),
obtenemos el espectro de singularidad [8][9][10],
el cual cuantifica la falta de linealidad de la traza
de una manera muy compacta. Mientras en una
cascada aditiva (como fbm) el espectro de sin-
gularidad corresponde al punto (H,1), donde H
es el parámetro de Hurst, en una cascada
multiplicativa (como la medida binomial de una
cascada conservadora) el espectro de singulari-
dad toma la forma de una función convexa [10].
Consideremos, por ejemplo, la representación
como cascada conservadora de la famosa traza
BC_pAug89 [12], a la cual llegaron un millón de
paquetes en un período de 3142.8 segundos. Este
período de tiempo será nuestro intervalo unita-
rio I = [0,1), compuesto aproximadamente de
220 subintervalos de 3 ms cada uno. La medida
total del intervalo es μ(I) = 434 292 031 bytes,
de los cuales llegaron 225 561 469 bytes en la
primera mitad del intervalo, I(0) = [0, 1/2), y
208 730 562 en la segunda mitad, I(1) = [1/2, 1),
de manera que en la primera etapa el generador
W(0) toma el valor 0.51938, aproximadamente,
y W(1)=1-W(0) = 0.48062. De la misma mane-
ra calculamos los correspondientes valores del
generador durante 20 etapas de descomposición
en cascada multiplicativa. La figura 2 muestra la
distribución muestral de la fracción de bytes que
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3. PREDICCIÓN BASADA
EN EL MODELO DE
CASCADAS CONSERVADORAS
El procedimiento implementado, permite
predecir el siguiente número de paquetes, con
solo estimar el multiplicador W(j1,j2,...,jl-1,1) co-
rrespondiente a un nivel anterior deseado. El
hecho de que se lleve a cabo solo una predic-
ción por muestra, reduce significativamente el
error que se comete en el procedimiento total.
Para ilustrar el procedimiento, obsérvese la fi-
gura 3; la cantidad de paquetes que llegarán
entre los segundos 10.5 y 12 se puede predecir
con solo estimar el multiplicador W(1,1,1), sin
importar que no se conozcan W(1,1) o W(1).
Mediante la figura 4, se explicará de forma
detallada el algoritmo de predicción. Con líneas
continuas se muestra la cascada conservadora
del instante de tiempo actual; con líneas pun-
teadas se ilustra la que corresponde a un ins-
tante de tiempo futuro.
Figura 2. Distribución del generador de cascada
conservadora para una traza de tráfico real.
La terminología de la figura 4 se utilizará para
calcular el número de paquetes que llegarán en
el siguiente período del nivel 3 (X)
IX(1,1) = I(1,1) - I(1,1,0) + X   (3)
donde
 X = IX(1,1)×WX(1,1,1)   (4)
de manera que
Figura 3. Construcción de una cascada conservadora
a partir de datos registrados en intervalos de 1,5 segundos.
Figura 4. Construcción de la cascadas
conservadoras correspondientes al instante
actual y al instante de tiempo futuro.
(5)
De esta forma se puede deducir el número
de paquetes X, con solo calcular el
multiplicador WX(1,1,1).
De forma similar, se pueden deducir expre-
siones en las que se presenta X en términos de
multiplicadores de niveles superiores en la cas-
cada. A continuación se muestra la expresión
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Realizando el mismo procedimiento se pue-
de generalizar una expresión para hallar X a
partir de cualquier multiplicador W de la cas-
cada, así:
donde A es el número del nivel de la cascada
en que se realizará la predicción, B es el nume-
ro del nivel al que corresponde el multiplicador
que se estimará, U es la cantidad de unos (se-
parados por comas) y C es la cantidad de ceros
dentro del paréntesis (separados por comas).
Así pues, usando la taza de tráfico medida, se
construye la cascada conservadora, comenzan-
do desde el nivel a predecir (mínima escala de
tiempo) y yendo hacia escalas superiores en la
cascada. Este proceso se itera para obtener los
multiplicadores y los valores del tráfico en el
rango de escalas de interés. Posteriormente, se
selecciona él último nivel de multiplicadores,
que son los pertenecientes a la escala de tiem-
po de la predicción, y con ellos se implementa
un algoritmo de predicción lineal. Este
predictor lineal proporciona el valor del siguien-
te multiplicador (WX) de este nivel, donde WX
Î (0, 1). Con este valor se resuelve la ecuación
5, para calcular el número de paquetes que lle-
garán en el siguiente instante de tiempo.
Obsérvese que, aunque una propiedad de-
seable de la transformada wavelet de un proce-
so multifractal es la independencia de los
multiplicadores a una misma escala, existe una
correlación remanente que es la que nosotros
explotamos mediante el predictor lineal [13].
En efecto, la propiedad blanqueadora de la
transformada wavelet depende del número de
momentos desvanecientes de la wavelet madre
[11] y nosotros usamos la wavelet de Haar, que
tiene sólo un primer momento desvaneciente.
4. RESULTADOS NUMÉRICOS
Usando el anterior procedimiento, predijimos
la segunda mitad de las trazas BC_pAug89,
BC_pOct89[12] y algunas películas populares
en formato MPEG-4[16], todas en la escala de
un segundo, con las que obtuvimos relaciones
señal a ruido (SNR) entre 8 y 22 dB. La figura 5
se refiere a la primera traza, con la que obtuvi-
mos una relación señal a ruido de 9.6 dB. Los
resultados con otras trazas no se muestran por
falta de espacio.
Las medidas de desempeño obtenidas con el
predictor multifractal se comparan muy favora-
blemente con las reportadas anteriormente me-
diante predicción lineal usada directamente so-
bre la traza de tráfico [15] y mediante un estima-
dor basado en la esperanza condicional [16].
Figura 5. Comparación entre el tráfico real (línea)
y el tráfico predicho (punteado) para BC_pAug89.
5. CONCLUSIONES
Propusimos un método novedoso para pre-
decir el tráfico futuro, con base en el análisis
estadístico de los coeficientes de un modelo
wavelet multifractal del tráfico observado. A
manera de conclusiones, mencionamos algu-
nas de las bondades del predictor propuesto:
• A través del algoritmo implementado se
logró conseguir una estimación de tráfi-
co futuro que se ajusta con alta precisión
a la señal real, de acuerdo con las medi-
ciones de relación señal a ruido.
• Una predicción capaz de seguir la traza
de tráfico con sus complejas característi-
cas de variabilidad representa un avance
importante con respecto a aquellos
predictores que usan la media muestral en
el pasado reciente como predicción del
tráfico futuro, pues la variabilidad tiene
efectos dramáticos en el desempeño de la
red [2].
• Es importante destacar que el algoritmo
impone una muy reducida carga
computacional, lo cual sugiere su uso en
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turaleza multiescala del predictor, estas
aplicaciones pueden ir desde el ajuste de
tasas de transmisión en las fuentes, hasta
la admisión de flujos en los puntos de
acceso, pasando por la administración de
recursos en los nodos.
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