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On the Adversarial Robustness of Subspace
Learning
Fuwei Li, Lifeng Lai, and Shuguang Cui
Abstract—In this paper, we study the adversarial robustness
of subspace learning problems. Different from the assumptions
made in existing work on robust subspace learning where data
samples are contaminated by gross sparse outliers or small
dense noises, we consider a more powerful adversary who can
first observe the data matrix and then intentionally modify the
whole data matrix. We first characterize the optimal rank-one
attack strategy that maximizes the subspace distance between the
subspace learned from the original data matrix and that learned
from the modified data matrix. We then generalize the study
to the scenario without the rank constraint and characterize
the corresponding optimal attack strategy. Our analysis shows
that the optimal strategies depend on the singular values of the
original data matrix and the adversary’s energy budget. Finally,
we provide numerical experiments and practical applications to
demonstrate the efficiency of the attack strategies.
Index Terms—Subspace learning, principal component analy-
sis, adversarial robustness, non-convex optimization.
I. INTRODUCTION
Subspace learning has a wide range of applications, such as
surveillance video analysis, recommendation system, anomaly
detection, etc [2]–[9]. Among a large variety of subspace
learning algorithms, principal component analysis (PCA) is
one of the most widely used algorithms. In this paper, we will
use PCA as the subspace learning algorithm. PCA computes a
small number of principal components, which are orthogonal
to each other and represent the majority of the variability of the
data samples, and treats the span of these principal components
as the desired low-dimensional subspace. Furthermore, many
works have proposed robust PCA that can mitigate the impact
of certain percentages of outliers and small dense random
noise [10]–[13].
In this paper, we investigate the adversarial robustness of
subspace learning algorithms. Particularly, we examine the
robustness of subspace learning algorithms against not only
random noise or unintentional corrupted data as considered in
existing works, but also malicious data produced by powerful
adversaries who can modify the whole data set. Our study is
motivated by the fact that subspace learning and many other
machine learning algorithms are increasingly being used in
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safety critical and security related applications, such as au-
tonomous vehicle system [14], voice recognition [15], medical
image processing [16], etc. In these applications, there might
exist powerful adversaries who can modify the data with the
goal of maneuvering the machine learning algorithms to make
the wrong decision or leave backdoor in the system [17]. To
ensure the security and safety of these systems, it is important
to understand the impact of these adversarial attacks on the
performance of machine learning algorithms.
In our problem, given the original data matrix, we learn
a low-dimensional subspace via PCA. However, there is an
adversary who can observe the whole data matrix and then
carefully design a modification matrix to change the original
data. The goal of the adversary is to modify the original
data so as to maximize the subspace distance between the
subspace learned from the original data and that learned from
the modified data. In this paper, we use Asimov distance [18],
defined as the largest principal angle between two subspaces,
to measure the subspace distance. Asimov distance has a close
relationship with the chordal 2-norm distance and the Finsler
distance, which are used in the analysis of optimization on
Manifolds [19], [20]. Additionally, Asimov distance is closely
related to the projection 2-norm distance and the gap distance,
which are used in the control theory to describe the stability
and robustness of a system [21]–[23]. As the Asimov distance
depends on the modification matrix in a complex manner, to
characterize the optimal attack strategy that maximizes the
Asimov distance, we need to solve a complicated non-convex
optimization problem.
Towards this goal, we first solve the optimization problem
with an additional rank-one constraint on the modification
matrix. We note that a rank-one modification is already
powerful enough to capture many common modifications such
as changing one data sample, inserting one adversarial data,
deleting one feature, etc. Furthermore, the techniques and
insights obtained from this special case are useful for the
general case without the rank-one constraint. For the rank-
one attack case, we study two different scenarios depending
on whether the dimension of the selected subspace is equal to
the rank of the data matrix or not. Our study reveals that the
optimal attack strategy depends on the energy budget and the
singular values of the data matrix. Specifically, in the scenario
where the dimension of the selected subspace is the same as
the rank of the data matrix, we show that the optimal rank-one
strategy depends solely on the energy budget and the smallest
singular value of the data matrix. In the scenario where the
dimension of the selected subspace is less than the rank of the
original data matrix, the optimal strategy depends not only on
the energy budget but also on the kth and (k + 1)th singular
values, where k is the dimension of the selected subspace.
Relying on the insights gained from the rank-one case,
we then extend our study to the more general case where
no rank constraint is imposed. Compared with the case with
the rank-one constraint, the attacker now has more degrees of
freedom to modify the data, which makes the characterization
of the optimal attack strategy significantly more challenging.
To solve this optimization problem, we first prove that, under
the basis of the principal components of the original data
matrix, the optimal attack matrix has only few non-zero
entries at particular locations. This result greatly reduces the
complexity of our problem. With the help of this result, we
then simplify our problem to an optimization problem with
the objective function being ratio of two quadratic functions.
To solve this non-convex problem, we further convert our
optimization problem to a feasibility problem and find the
close-form solution to this problem. Our result shows that the
optimal strategy depends on the energy budget and the kth
and (k+1)th singular values of the data matrix. Our analysis
shows that, compared with the optimal rank-one strategy, this
strategy leads to a larger subspace distance.
Our study is related to the recent works on adversary
machine learning. For example, [24] studies how to change the
data to manipulate the result of the regression learning system.
[25] investigates the optimal modification strategy to maximize
the inference errors in a multivariate estimation system. In an
interesting related work [26], the authors study how to design
an adversarial data sample and add it to the data matrix in
order to maximize the Asimov distance between the subspace
estimated by PCA from the contaminated data matrix and
that from the original data matrix. [26] focuses on the case
where the original data matrix is low-rank and the dimension
of the selected subspace is equal to the rank of the data matrix.
By contrast, we consider a more powerful adversarial setting,
where the data matrix is not constrained to being low-rank, the
dimension of the selected subspace does not necessarily equal
the rank of the data matrix, and the adversary can modify the
whole data matrix instead of only adding one data sample.
The remainder of the paper is organized as follows. In
Section II, we describe the precise problem formulation.
In Section III, we investigate the optimal rank-one attack
strategy. We generalize our results to the case without the
rank constraint in Section IV. In Section V, we provide
numerical experiments with both synthesized data and real
data to illustrate results obtained in this paper. Finally, we
offer concluding remarks in Section VI.
II. PROBLEM FORMULATION
In this section, we introduce the problem formulation. Given
a data matrix X = [x1,x2, · · · ,xn] with each xi ∈ Rd, our
goal is to learn a low-dimension subspace via PCA. In the data
matrix X, we assume that all the preprocessing steps (such as
data centering and standardization) have been done. In this
paper, we consider an adversarial setup in which an adversary
will first observe X and then carefully design a modification
(attack) matrix ∆X to change X to Xˆ = X + ∆X. We
denote function gk(·) as the PCA operation that computes
the k leading principal components. Furthermore, let X =
span(gk(X)) be a k-dimensional subspace learned from X
and Xˆ = span(gk(Xˆ)) be a k-dimensional subspace learned
from the modified data Xˆ. The goal of the adversary is to
design the modification matrix∆X so as to make the distance
between X and Xˆ as large as possible. To measure such a
distance, we use the largest principal angle between X and
Xˆ as defined below [18]. The largest principal angle plays an
important role in the subspace classification problem [27]. It is
closely related to the projection 2-norm which is widely used
in engineering applications [18], [28], [29]. The projection 2-
norm also provides a way to measure the discrepancy of the
projections of a vector on two distinct subspaces. It is useful in
the robustness analysis of the principal component regression
(PCR), as one is actually projecting the response value vector
onto the selected feature subspace in PCR. We will provide
an example to illustrate it in Section V using real data.
Definition 1. Let X and Xˆ be two k-dimensional subspaces
in Rd. The principal angles {θi}ki=1 are defined recursively:
cos(θi) = max
ui∈X,vi∈Xˆ
u⊤i vi
s.t. ‖ui‖ = ‖vi‖ = 1,
u⊤j ui = v
⊤
j vi = 0, ∀ j = 1, 2, · · · , i− 1.
In this paper, we will use ‖ · ‖ to denote the ℓ2 norm and
θ
(
gk(X), gk(Xˆ)
)
or simply θ to denote the Asimov distance
between the subspace X estimated fromX and the subspace Xˆ
estimated from Xˆ. Given an orthonormal basis UX of X and
an orthonormal basisU
Xˆ
of Xˆ, {cos(θ1), · · · , cos(θk)} are the
singular values of U⊤
X
U
Xˆ
[18]. Hence, the Asimov distance
is determined by the smallest singular value of U⊤
X
U
Xˆ
. It is
easy to see that, if no constraint is imposed on ∆X, Xˆ can
be arbitrary and θ can be easily made to be π/2. Therefore,
we impose an energy constraint on ∆X. In particular, we
assume that the energy of ∆X is less than or equal to η. In
this paper, we use the Frobenius norm ‖∆X‖F to measure
the energy. Hence, the goal of this attacker is to solve the
following optimization problem:
max
∆X∈Rd×n
: θ
(
gk(X), gk(Xˆ)
)
(1)
s.t. Xˆ = X+∆X,
‖∆X‖F ≤ η.
Even though (1) is a complicated non-convex optimization
problem, we will fully characterize the optimal solution to (1)
for any given η. This characterization will enable us to
investigate the impact of this optimal attack with respect to
the energy budget η.
III. OPTIMAL RANK-ONE ADVERSARIAL STRATEGY
In this section, we will solve (1) for the special case where
the modification matrix∆X is limited to being rank-one. The
techniques and insights obtained from this special case will be
useful for the general case considered in Section IV.
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With this additional rank-one constraint,∆X can be written
as ab⊤ for some a ∈ Rd and b ∈ Rn, and the optimization
problem (1) becomes
max
a∈Rd,b∈Rn
: θ
(
gk(X), gk(Xˆ)
)
(2)
s.t. Xˆ = X+∆X,
∆X = ab⊤, ‖∆X‖F ≤ η.
It is easy to see that, for any feasible solution (a˜, b˜)
with ||b˜|| 6= 1, we can construct another feasible solution
(||b˜||a˜, b˜/||b˜||) that gives the same objective function value.
Hence, without loss of optimality, we will fix the norm of b
to be 1 throughout this section.
Based on the value of k, i.e., the dimension of the subspace
we select, we will first present the solution to the case when
k = rank(X), and then generalize the result to the case when
k < rank(X).
A. Case with k = rank(X)
In this subsection, we consider the case when the dimension
of the subspace selected is equal to the rank of the data
matrix. In this case, the span of X equals the span of gk(X).
Furthermore, we divide this case into two scenarios where the
data matrix is full-rank and the data matrix is low-rank.
1) Full-Rank Case: In the full column rank case,
rank(X) = n, where n ≤ d. This case arises when the number
of samples is limited, for example, at the beginning of online
PCA. In this case, the span of Xˆ is equal to the span of
gk(Xˆ), and hence we can write θ
(
gk(X), gk(Xˆ)
)
as θ(X, Xˆ).
In the following, we first find the expression of θ(X, Xˆ) for
any given Xˆ = X + abT . Using this expression, we then
characterize the optimal attack matrix ∆X.
Suppose the compact SVD of X is X = UΣV⊤ = UW,
where Σ = diag(σ1, σ2, · · · , σn). One set of orthonormal
bases for the column space of X is U. We can also use SVD
to find a set of orthonormal bases U˜ of span(Xˆ).
Since Xˆ = X + ab⊤, U˜ can be directly expressed as a
function of U [30]:
U˜ = U+ (αUw + βs)w⊤,
where
au⊥ = (I−UU⊤)a, s = au⊥/‖au⊥‖,
w˜ = −W−⊤b, w = w˜/‖w˜‖,
ω = (1− a⊤Uw˜)/‖au⊥‖, g = [w˜, ω]⊤,
α = |ω|/‖g‖ − 1, β = −sign(ω)‖w˜‖/‖g‖,
and W−⊤ = (W−1)⊤. Hence, we have U⊤U˜ =
U⊤
(
U+ (αUw + βs)w⊤
)
= I + αww⊤. The singular
values of I + αww⊤ are {1, 1, · · · , 1 + αw⊤w}. Since
w⊤w = 1, 1 + α = |ω|/‖g‖, the smallest singular value of
U⊤U˜ is cos(θ) = |ω|/‖g‖. Our objective is to maximize θ,
which is equivalent to minimizing the smallest singular value
of U⊤U˜. Hence, the optimization problem (2) is simplified as
min
a,b
: |ω|/‖g‖
s.t. ‖ab⊤‖F = ‖a‖‖b‖ ≤ η,
where we use the identity ‖a‖‖b‖ = ‖a · b⊤‖F. Expanding
the objective function, we have
|ω|
‖g‖ =
|1 + a⊤uW−⊤b|
‖[‖au⊥‖W−⊤b, 1 + a⊤uW−⊤b]‖
, (3)
where au = U
⊤a.
Since W = ΣV⊤, we have W−⊤b = Σ−1V⊤b. As V
is a unitary matrix, changing the coordinate b ⇐ V⊤b does
not change the constraint. The value a⊤uW
−⊤b in the original
coordinate is the same as a⊤uΣ
−1b in the new coordinate. In
the following, we will use this new coordinate system and the
cost function in (3) can be written as
|ω|
‖g‖ =
|1 + a⊤uΣ−1b|
‖[‖au⊥‖Σ−1b, 1 + a⊤uΣ−1b]‖
. (4)
The objective function (4) is zero if and only if the nu-
merator is zero. Using the matrix norm inequality [31], we
have
|a⊤uΣ−1b| ≤ ‖au‖‖b‖‖Σ−1‖2 =
1
σn
‖au‖‖b‖
(a)
≤ 1
σn
‖a‖‖b‖ = 1
σn
‖ab⊤‖F
(b)
≤ η
σn
,
where ‖Σ−1‖2 is the induced 2-norm of matrixΣ−1, in (a) we
use ‖au‖ ≤ ‖a‖, and (b) is due to the energy constraint. From
the inequalities, we conclude that when η < σn, we can not
make the numerator to be zero. We now consider two different
cases depending on whether we can make the numerator to be
zero or not.
Case 1: When η > σn, if we set
au = [0, 0, · · · ,−σn]⊤, b = [0, 0, · · · , 1]⊤,
and any ‖au⊥‖2 = aˆ2 with 0 < aˆ2 < η2 − σ2n, the numerator
will be zero. Since a = Uau + (I −UU⊤)au⊥ , the attacker
can make the Asimov distance to be π/2 by setting:
a = −σnun + aˆuq, b = vn, (5)
where uq is any vector orthogonal to the column space of X
and 0 < aˆ2 < η2 − σ2n.
Case 2:When η ≤ σn, the value of 1+a⊤uΣ−1b can not reach
zero. In this case, it is easy to check that minimizing (4) is
equivalent to maximizing
‖au⊥‖2‖Σ−1b‖2
(1 + a⊤uΣ−1b)2
. (6)
As ‖b‖ = 1, ‖Σ−1b‖2 is maximized when b =
[0, 0, · · · , 1]⊤. Furthermore, for any fixed norm of au, (1 +
a⊤uΣ
−1b)2 is minimized when au = [0, 0, · · · ,−‖au‖]⊤,
b = [0, 0, · · · , 1]⊤. Hence, for fixed norms of au, au⊥ , the
objective function (6) is maximized when
au = [0, 0, · · · ,−‖au‖]⊤, b = [0, 0, · · · , 1]⊤. (7)
Let c = ‖au⊥‖, h = ‖au‖. Using the optimal form of au and
b in (7), the objective function (6) can be simplified to
max
c,h
:
c2/σ2n
(1− h/σn)2
s.t. (c2 + h2) ≤ η2, (8)
3
It is easy to check that the objective function is maximized
when c2 + h2 = η2. Hence, we have c2 = η2 − h2. Inserting
this value of c into the objective function and setting the
derivative with respect to h to be 0, we get a unique solution
h = η2/σn. At this value of h, the second derivative is
−2σ2
n
(σ2
n
−η2)3 , which is negative. It indicates that h = η
2/σn is
indeed the maximum point. Hence c = ±η
√
1− η2/σ2n. This
implies that the optimal solution to problem (2) for Case 2 is
a = −η2/σnun ± η
√
1− η2/σ2nuq, b = vn.
Summarizing the discussion above, we have the following
proposition regarding the optimal value of problem (2) in the
full-rank case.
Proposition 1. In the full rank case, the optimal value of (2)
is
θ∗ =
{
π/2, if η > σn
arcsin (η/σn), if η ≤ σn
.
2) Low-Rank Case: We now consider the case where X is
not full rank. Let k < min(d, n) be the rank of X. In this
subsection, with a slight abuse of notation, we write the full
SVD of X as X = UΣV⊤. The optimal attack matrix could
be found by solving
max
a∈Rd,b∈Rn
: θ
(
X, gk(Xˆ)
)
(9)
s.t. Xˆ = X+ ab⊤,
‖a‖‖b‖ ≤ η.
We can further simplify this optimization problem as
max
a∈Rk+1,b∈Rk+1
: θ
(
Σ˜, gk(Y)
)
(10)
s.t. Y = Σ˜+ ab⊤,
‖a‖‖b‖ ≤ η,
where Σ˜ = diag(σ1, σ2, · · · , σk, 0) and {σ1, σ2, · · · , σk}
are singular values of X. Detailed proof of the equivalence
between (9) and (10) can be found in Appendix A. Here,
we describe the main idea of the proof. The main step of
the simplification is to left multiply the unitary matrix U⊤
and right multiply the unitary matrix V on both X and
Xˆ. Note that multiplying a unitary matrix does not change
the column space and its singular values. In addition, a
rank-one modification can only add at most one principal
component orthogonal to its original column subspace. Hence,
by changing the coordinates, a and b are k + 1 dimensional
vectors.
To solve problem (10), we divide it into two cases based
on the value of the energy budget.
Case 1: When η > σk, it is simple to verify that the solution
a = [0, 0, · · · , η]⊤, b = [0, 0, · · · , 1]⊤ leads to the maximal
Asimov distance, which is π/2.
Case 2: When η ≤ σk, the following theorem characterizes
the form of optimal a and b.
Theorem 1. There exists an optimal solution to problem (10)
in the following form
a = [0, · · · , 0, ak, ak+1]⊤,b = [0, 0, · · · , 0, 1, 0]⊤, (11)
with a2k + a
2
k+1 = η
2.
Proof. Please see Appendix B.
In the following, we will find the optimal values of ak and
ak+1. Since ‖a‖2 = η2 and a is in the form of (11), we can
write a = η[0, 0, · · · , cos(α), sin(α)]⊤, where α ∈ [0, 2π). To
compute the k leading principal components of Y, we can
perform the eigenvalue decomposition of YY⊤,
YY⊤ =
[
Λ2k−1 0
0 cc⊤
]
,
where c = [σk + η cosα, η sin(α)]
⊤, Λk−1 =
diag(σ1, σ2, · · · , σk−1). Suppose the compact SVD of
YY⊤ is YY⊤ = UˆΣˆVˆ⊤, where
Uˆ =
[
Ik−1 0
0 z
]
,
and z ∈ R2 is the eigenvector of cc⊤ corresponding to its
nonzero eigenvalue. Since one orthonormal basis of span(Σ˜)
is [Ik,0]
⊤, the Asimov distance is determined by the singular
values of [
Ik
0
]⊤
·
[
Ik−1 0
0 z
]
=
[
Ik−1 0
0 z1
]
.
Hence, the Asimov distance is arccos(|z1|). Since c is the
eigenvector of cc⊤ corresponding to its nonzero eigenvalue,
we have |z1| = |c1|‖c‖ . Our objective function is reduced to
min
α∈[0,2pi)
:
|σk + η cos(α)|
‖[σk + η cos(α), η sin(α)]‖ . (12)
It is simple to show that the optimal solution to (12) is
α∗ = arccos(−η/σk) (13)
or
α∗ = 2π − arccos(−η/σk). (14)
Substitute the optimal solution of α∗ in (13) or (14) into the
objective of problem (12), we have sin(θ∗) = η/σk. Hence,
the optimal solution to problem (10) is
a =
[
0, 0, · · · ,−η2/σk,±η
√
1− η2/σ2k
]⊤
,
b = [0, 0, · · · , 0, 1, 0]⊤,
which indicates that the optimal solution to problem (9) is
a = −η2/σkuk ± η
√
1− η2/σ2kuq, b = vk,
where uq is any vector orthogonal to the column space of
X. The corresponding optimal subspace distance is θ∗ =
arcsin(η/σk). In summary, we have
Proposition 2. The optimal Asimov distance in the low-rank
case is
θ∗ =
{
π/2, if η > σk
arcsin (η/σk), if η ≤ σk
. (15)
The result is similar to the full column rank case character-
ized in Proposition 1.
4
B. Case with k < rank(X)
In this section, we consider the more practical but much
more challenging case with k < rank(X).
Given the data matrixX ∈ Rd×n, without loss of generality,
we assume d ≤ n and rank(X) = d. Assume the full SVD of
X is X = UΣV, where U ∈ Rd×d, Σ ∈ Rd×n, V ∈ Rn×n,
and the singular values of X are {σ1, σ2, · · · , σk, · · · , σd}.
Recall that we denote gk(·) as the PCA operation that com-
putes the k leading principal components. In this scenario,
as the original data matrix is not low-rank, we will perform
PCA both on the original data matrix and on the modified data
matrix. Hence, the optimal rank-one modification matrix can
be found by solving the following optimization problem
max
a∈Rd,b∈Rn
: θ
(
gk(X), gk(Xˆ)
)
(16)
s.t. Xˆ = X+ ab⊤,
‖ab⊤‖F ≤ η.
By diagonalizing the data matrix and using similar arguments
in Appendix A, (16) can be further simplified as
max
a∈Rd,b∈Rn
: θ
(
gk(Σ), gk(Y)
)
(17)
s.t. Y = Σ+ ab⊤,
‖ab⊤‖F ≤ η,
where gk(Σ) = [Ik,0]
⊤ ∈ Rd×k. Here we also perform
variable change a ⇐ U⊤a and b ⇐ V⊤b. To solve this
optimization problem, we divide it into two cases depending
on the energy budget and the difference between σk and σk+1.
Case 1: When η ≥ σk − σk+1, we have one simple solution
a = [0, 0, · · · , 0, η, 0, · · · , 0]⊤, where η is in the (k + 1)th
coordinate, and b = [0, 0, · · · , 0, 1, 0, · · · , 0]⊤, where element
1 is in the (k + 1)th coordinate. Clearly, this setting of a and
b leads to the maximal subspace distance, which is π/2.
Case 2: When η < σk − σk+1, the following theorem gives
the form of the optimal solution.
Theorem 2. The optimal solution to problem (17) should be
in the form of
a = [0, 0, · · · , ak, ak+1, 0, · · · , 0]⊤, (18)
b = [0, 0, · · · , bk, bk+1, 0, · · · , 0]⊤, (19)
where a2k + a
2
k+1 = η
2 and b2k + b
2
k+1 = 1.
Proof. Please see Appendix C for details.
As the optimal solution of a and b are in the form of (18)
and (19), we can parametrize a and b with parameters α and
β using a = η[0, 0, · · · , cos(α), sin(α), 0, · · · , 0]⊤ and b =
[0, 0, · · · , cos(β), sin(β), 0, · · · , 0]⊤ respectively.
As a result, the modified data matrix Y can be written as
Y =

Σ1 0 0 00 Σ2 0 0
0 0 Σ3 0

 ,
where Σ1 = diag(σ1, σ2, · · · , σk−1), Σ3 =
diag(σk+2, · · · , σd), and
Σ2 =
[
σk + η cos(α) cos(β) η cos(α) sin(β)
η sin(α) cos(β) σk+1 + η sin(α) sin(β)
]
.
(20)
Since Y has the pseudo block diagonal form, the singular
values and principal components of Y are determined by
the SVD of Σ1, Σ2, and Σ3. For notation convenience,
we denote Σ2 = D + ηa¯b¯
⊤, where D = diag(σk, σk+1),
a¯ = [cosα, sinα]⊤, and b¯ = [cosβ, sinβ]⊤. Let ξ1 and ξ2 be
the two singular values of Σ2 and denote their corresponding
left singular vectors as
W = [w1w2] =
[
cosϕ − sinϕ
sinϕ cosϕ
]
. (21)
The following lemma characterizes the form of k-dimensional
subspace learned by PCA from Y.
Lemma 1.
gk(Y) =

Ik−1 00 w1
0 0

 .
Proof. According to the perturbation theory [32], the singular
values of Σ2 must satisfy
ξ2 < σk, ξ1 > σk+1.
It indicates that ξ1 > σk, ξ2 > σk and ξ1 < σk+1, ξ2 <
σk+1 will not happen. Hence, we will select the eigenvector
corresponding to singular value ξ1 as one of the leading k
principal components, which completes the proof.
Since one set of orthonormal bases for gk(Σ) is [Ik,0]
⊤,
then the subspace distance θ
(
gk(Σ), gk(Y)
)
is determined by
the singular values of
Ik
0


⊤
·

Ik−1 00 w1
0 0

 = diag(1, 1, · · · , cosϕ).
Hence, the subspace distance is arccos(| cosϕ|) and our opti-
mization problem can be equivalently formulated as
min
α∈[0,2pi),β∈[0,2pi)
| cosϕ|. (22)
Let Z = Σ2Σ
⊤
2 , we can compute W through eigenvalue
decomposition of Z. According to the equality Σ2Σ
⊤
2 =
W · diag(ξ21 , ξ22) ·W⊤, we have
Z =
[
Z1,1 Z1,2
Z2,1 Z2,2
]
=
[
ξ21 cos
2 ϕ+ ξ22 sin
2 ϕ (ξ21 − ξ22) cosϕ sinϕ
(ξ21 − ξ22) cosϕ sinϕ ξ21 sin2 ϕ+ ξ22 cos2 ϕ
]
.
From this equation, we obtain{
cos(2ϕ)(ξ21 − ξ22) = Z1,1 − Z2,2
sin(2ϕ)(ξ21 − ξ22) = Z1,2 + Z2,1
.
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Then we can compute ϕ through
ϕ = 0.5atan2(ay, ax), (23)
where atan2(·, ·) is the four-quadrant inverse tangent function,
ax = Z1,1 − Z2,2, and ay = Z1,2 + Z2,1. In our case, the
specific expressions of ax and ay are

ax = σ
2
k − σ2k+1 + 2σkη cos(α) cos(β)
−2σk+1η sin(α) sin(β) + η2 cos(2α),
ay = 2η
(
σk sin(α) cos(β) + σk+1 cos(α) sin(β)
+η cos(α) sin(α)
)
.
(24)
Let us write ax and ay as a function of α and β: ax =
ax(α, β) and ay = ay(α, β). To further restrict the domains of
α and β, we analyze the properties of the angle ϕ in (23) as a
function of α and β. First, we have ax(α, β) = ax(π+α, π+β)
and ay(α, β) = ay(π+α, π+β). So ϕ(α, β) = ϕ(π+α, π+
β). This property indicates that we only need to consider the
function value in the domain α ∈ [0, π], β ∈ [−π, π]. Second,
ax(α, β) = ax(π−α, π−β) and ay(α, β) = −ay(π−α, π−β),
and then we have ϕ(α, β) = −ϕ(π−α, π− β). Since cos(ϕ)
is an even function, we only need to consider the function with
domain α ∈ [0, π/2], β ∈ [−π, π]. Note that Σ2 is in the form
of (20), the variance in the direction of ek is vk = cos(α)
2 +
σ2k+2 cos(α) cos(β), and the variance in the direction of ek+1
is vk+1 = sin(α)
2+ σ2k+1 +2 sin(α) sin(β). To maximize the
subspace distance, we should make vk small and make vk+1
large. Apparently, the sign of cos(α) cos(β) should be negative
and the sign of sin(α) sin(β) should be positive. Hence the
optimal α and β should satisfy α ∈ [0, π/2] and β ∈ [π/2, π].
As a result, the optimization problem (22) can be written as
min
α∈[0,pi/2],β∈[pi/2,pi]
: | cos (ϕ(α, β)) |. (25)
The following theorem characterizes the optimal solution to
problem (25).
Theorem 3. The optimal solution to problem (25) is

α∗ = arccos
(√
σ2
k
−σ2
k+1
+η2−
√
H
2(σ2
k
−σ2
k+1
)
)
,
β∗ = arccos
(
−
√
σ2
k
−σ2
k+1
+η2+
√
H
2(σ2
k
−σ2
k+1
)
)
,
(26)
where H = σ4k + σ
4
k+1 + η
4 − 2σ2kσ2k+1 − 2σ2kη2 − 2σ2k+1η2.
Proof. Please see Appendix D.
Accordingly, the optimal solution to problem (16) is
a∗ = η cos(α∗)uk + η sin(α∗)uk+1, (27)
b∗ = cos(β∗)vk + sin(β∗)vk+1. (28)
Furthermore, the optimal subspace distance θ∗ can be com-
puted according to (24) and (23). Moreover, according to the
properties of the function ϕ(α, β) we have discussed before,
there are other three optimal solutions
(−α∗,−β∗), (π − α∗, π − β∗), (α∗ − π, β∗ − π),
which lead to the same optimal objective value.
IV. OPTIMAL ADVERSARIAL STRATEGY WITHOUT THE
RANK CONSTRAINT
Using the insights gained from Section III, we now charac-
terize the optimal attack strategy in the general case without
the rank-one constraint by solving (1). We will directly con-
sider the general case with k ≤ rank(X).
Following the similar transformation from (9) to (10), we
can simplify the optimization problem (1) as
max
B∈Rd×n
: θ
(
gk(Σ), gk(Y)
)
(29)
s.t. Y = Σ+B,
‖B‖F ≤ η,
where without loss of generality we assume d ≤ n, the full
SVD of the data matrix is X = UΣV⊤, the singular values of
the data matrix are {σ1, σ2, · · · , σd}, and B = U⊤∆XV. To
identify the optimal modification matrix B in problem (29),
we divide it into two cases.
Case 1: When η ≥ σk−σk+1√
2
, by setting bk,k = −η/
√
2,
bk+1,k+1 = η/
√
2, and all other entries of B to zero, where
bi,j is the element in the ith row and jth column of B, this
will lead to the maximal subspace distance, π/2.
Case 2: When η <
σk−σk+1√
2
, the following theorem states the
form of the optimal B.
Theorem 4. The optimal B to problem (29) has only four
possible non-zero entries: bk,k, bk,k+1, bk+1,k and bk+1,k+1.
Proof. Please see Appendix E.
This characterization reduces the complexity of prob-
lem (29). Using this optimal form of B and following similar
steps leading to (23), we can write the subspace distance as
θ = 0.5 |atan2(by, bx)| , (30)
where
by = 2
(
(bk,k + σk)bk+1,k + (bk+1,k+1 + σk+1)bk,k+1
)
,
bx = (bk,k + σk)
2 + b2k,k+1 − (bk+1,k+1 + σk+1)2 − b2k+1,k.
It is easy to see that we can change the sign of by by changing
the signs of bk,k+1 and bk+1,k. We also have bx > 0, as
bx
‖[bk,k + σk, bk,k+1]‖+ ‖[bk+1,k+1 + σk+1, bk+1,k]‖
= ‖[bk,k + σk, bk,k+1]‖ − ‖[bk+1,k+1 + σk+1, bk+1,k]‖
≥ σk − σk+1 − ‖[bk,k, bk,k+1]‖ − ‖[bk+1,k, bk+1,k+1]‖
≥ σk − σk+1 −
√
2η > 0.
Using these two facts and the fact that atan2(by, bx) is an
odd function of by when bx > 0, we know that maximizing
θ in (30) is equivalent to maximizing by/bx. Hence, our
optimization problem can be written as
max
u
:
u⊤A1u
u⊤A2u
(31)
s.t. ‖u− σ‖2 ≤ η2,
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where u , b¯ + σ with b¯ = [bk,k, bk+1,k, bk,k+1, bk+1,k+1]
⊤
and σ = [σk, 0, 0, σk+1]
⊤,
A1 =


0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

 , and A2 =


1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1

 .
The objective function is the ratio of two quadratic func-
tions. It is a non-convex problem in general. In the following,
we transform this problem into a feasibility problem and obtain
the closed-form solution analytically.
Let λ denote the value of the objective function in (31). We
can rewrite the optimization problem (31) as
max
λ,u
: λ
s.t.
u⊤A1u
u⊤A2u
= λ, (32)
‖u− σ‖2 ≤ η2.
The first constraint can be written as u⊤(A1 − λA2)u = 0,
where
[
Q 0
0 Q
]
, A1 − λA2 =


−λ 1 0 0
1 λ 0 0
0 0 −λ 1
0 0 1 λ

 .
To further simplify the constraint, we perform eigen-
value decomposition on Q = PΛP⊤, where Λ =
diag(
√
λ2 + 1,−√λ2 + 1) and
P = t
[
1 −(√λ2 + 1 + λ)√
λ2 + 1 + λ 1
]
, (33)
with t = 1/
√
(
√
λ2 + 1 + λ)2 + 1.
We further perform variable change v , diag(P⊤,P⊤)u.
Thus, the constraint (32) is equivalent to v⊤Λv = 0, which
indicates v21 + v
2
3 = v
2
2 + v
2
4 . With this, the optimization
problem is simplified as
max
λ,v
: λ (34)
s.t. v21 + v
2
3 = v
2
2 + v
2
4 , (35)
‖v− σ¯‖2 ≤ η2, (36)
where σ¯ = diag(P⊤,P⊤)σ =
[p1,1σk, p1,2σk, p2,1σk+1, p2,2σk+1]
⊤. Note that
p1,2 = −p2,1 and p2,2 = p1,1, we have
σ¯ = [p1,1σk, −p2,1σk, p2,1σk+1, p1,1σk+1]⊤.
Now, problem (34) can be solved by checking the feasibility
of (35) and (36) given a particular λ. Given λ, the feasibility
of problem(34) is equivalent to the feasibility of
min
v2
1
+v2
3
=v2
2
+v2
4
‖v− σ¯‖2 ≤ η2. (37)
Note that σ¯ depends on λ, we denote the left hand side of
inequality (37) as f(v, λ) = ‖v− σ¯‖2 and parametrize v as
v1 = r cos(α), v2 = r cos(β), v3 = r sin(α), v4 = r sin(β).
(38)
It is easy to verify that the minimum point of f(v, λ) in terms
of v is obtained at the following stationary point

r = 12
(√
p21,1σ
2
k + p
2
2,1σ
2
k+1 +
√
p22,1σ
2
k + p
2
1,1σ
2
k+1
)
,
cos(α) = p1,1σk/
√
p21,1σ
2
k + p
2
2,1σ
2
k+1,
sin(α) = p2,1σk+1/
√
p21,1σ
2
k + p
2
2,1σ
2
k+1,
cos(β) = −p2,1σk/
√
p21,1σ
2
k+1 + p
2
2,1σ
2
k,
sin(β) = p1,1σk+1/
√
p21,1σ
2
k+1 + p
2
2,1σ
2
k.
(39)
Plug the optimal r, α, β of (39) into f(v, λ), and we have
f(λ) , min
v2
1
+v2
3
=v2
2
+v2
4
f(v, λ)
= (σ2k + σ
2
k+1)/2
−
√
p21,1σ
2
k + p
2
2,1σ
2
k+1
√
p22,1σ
2
k + p
2
1,1σ
2
k+1.
According to inequality (37), inequality f(λ) ≤ η2 now is
equivalent to√
p21,1σ
2
k + p
2
2,1σ
2
k+1
√
p22,1σ
2
k + p
2
1,1σ
2
k+1
≥ (σ2k + σ2k+1)/2− η2. (40)
Denote the right hand of the above inequality as c , (σ2k +
σ2k+1)/2 − η2. Since η < (σk − σk+1)/
√
2, we have c >
σkσk+1. Furthermore, we notice that p
2
1,1 = 1− p22,1. Plug it
into inequality (40), and we have
p42,1 − p22,1 +
c2 − σ2kσ2k+1
(σ2k − σ2k+1)2
≤ 0. (41)
Let
w ,
c2 − σ2kσ2k+1
(σ2k − σ2k+1)2
, (42)
and since σkσk+1 < c ≤ (σ2k + σ2k+1)/2, we have 0 <
w ≤ (σ
2
k
+σ2
k+1)
2/4−σ2
k
σ2
k+1
(σ2
k
−σ2
k+1
)2
= 1/4. Denote the left hand of
inequality (41) as h(p2,1), and we have
hmin = h(1/
√
2) = −1/4 + w ≤ 0,
h(1) = w > 0.
Moreover, since 1/
√
2 < p2,1 < 1, we must have
p2,1 ≤ pH2,1, (43)
where pH2,1 =
√
(1 +
√
1− 4w)/2 is the largest root of
h(p2,1) = 0. Pluging the expressions of p2,1 and p
H
2,1 into
(43), we can get
√
λ2 + 1 + λ√
(
√
λ2 + 1 + λ)2 + 1
≤
√
1 +
√
1− 4w
2
.
Simplifying this inequality leads to λ ≤ e2−12e , where
e =
√
1 +
√
1− 4w
1−√1− 4w. (44)
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Thus we can conclude that
λmax =
e2 − 1
2e
. (45)
Accordingly, the optimal subspace distance in (1) is
θ∗ = atan(λmax)/2. (46)
In summary, given energy budget η, we first compute w
according to (42) and compute e according to (44), from which
we can get λmax and θ
∗ using (45) and (46). Having obtained
the optimal λmax, we can compute P in (33) and compute
v using (39) and (38), and sequentially compute u and b¯.
Finally, if the optimal solution of problem (29) is B∗ with non-
zero entries b¯∗ = [b∗k,k, b
∗
k+1,k, b
∗
k,k+1, b
∗
k+1,k+1]
⊤, we also
have another paired feasible optimal solution with non-zero
entries being [b∗k,k,−b∗k+1,k,−b∗k,k+1, b∗k+1,k+1]⊤, which leads
to the same optimal value. Accordingly, the optimal solution
to problem (1) is ∆X∗ = UB∗V⊤.
V. NUMERICAL EXPERIMENTS AND APPLICATIONS
In this section, we provide numerical examples to illustrate
the results obtained in this paper. We will also apply the results
to principal component regression [33] to illustrate potential
applications in practice.
A. Numerical experiments
In this subsection, we illustrate the results with synthesized
data.
In the first experiment, we employ different attack strategies
in a low-rank data matrix. In this simulation, we set d = 5,
n = 5, and k = 3. We generate the original data matrix as
X = AB⊤, where A ∈ Rd×k, B ∈ Rn×k, and each entry of
A and B is i.i.d. generated according to a standard normal
distribution. First, we conduct our optimal rank-one attack
strategy. In this strategy, we use the result from the analysis
of the optimal rank-one modification matrix to design a,b
and add the attack matrix ∆X = ab⊤ to the original data
matrix X. We then perform SVD on Xˆ and select the k lead-
ing principal components. Finally, we compute the distance
between the selected subspace and the original subspace. We
also conduct a test using a random rank-one attack strategy, in
which we randomly generate a,b with each entry of a,b being
i.i.d. generated according to the standard normal distribution.
Then we normalize the energy of ab⊤to be η2. For each η, we
repeatedly generate 100000 pairs of a and b and compute their
corresponding subspace distances. In addition, we compare it
with the strategy where the modification matrix is free of rank
constraint. Although our analysis is deliberately designed for
general data matrices, we set the (k+1)th singular value to be
zero so that it can be applied to the low-rank data matrix. We
design the modification matrix ∆X according to our analysis
in this paper and calculate the subspace distance between the
original subspace and that after modification. Moreover, we
conduct another random attack strategy in which we randomly
generate the modification matrix without any rank constraint.
Each entry of the modification matrix is i.i.d. generated
according to a standard normal distribution. After that, we
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Fig. 1. Subspace distances with different attack strategies on a low-rank data
matrix over different energy budgets.
normalize its Frobenious norm equal to η. We repeat this
attack 100000 times for each η and record its corresponding
subspace distance. Furthermore, we also compare it with the
strategy described in [26], which adds one adversarial data
sample into the data set.
Fig. 1 demonstrates the subspace distances obtained by
the five strategies. In this figure, r1-opt represents the rank-
one optimal attack obtained in this paper, r1-rnd represents
the maximal subspace distance obtained among the 100000
times random rank-one attacks, wr-opt stands for our optimal
attack without the rank constraint, wr-rnd is the maximal
subspace distance among the 100000 random attacks without
the rank constraint, and ad-pca is the algorithm described
in [26]. The x axis is the ratio between η and the smallest
singular value of the original data matrix. From the figure,
we can see our optimal strategies are much better than the
ad-pca strategy. It is because our strategies can modify the
data matrix, and thus have higher degrees of freedom to
manipulate the data. The optimal strategies designed in this
paper also have a larger subspace distance compared with their
corresponding random attack strategies. In the region where
η/σk ∈ [0, 1/
√
2], both of our two optimal strategies provide
the same subspace distances, which can be verified by setting
σk+1 = 0, computing θ
∗ in equation (46) and comparing
it with the value in equation (15). When η/σk > 1/
√
2,
the optimal attack without the rank constraint leads to the
largest subspace distance, π/2, which is much larger than the
distance obtained by the optimal rank-one attack strategy. That
means, without the rank constraint, it indeed provides a larger
subspace distance.
In the second numerical experiment, we test these strategies
except the ad-pca in the general data matrix in which the data
matrix is not low-rank. In this experiment, we set d = 5,
n = 5, and k = 3. We randomly generate the data matrix
X ∈ Rd×n with each entries i.i.d generated according to a
standard normal distribution. We also design the optimal rank-
one attack matrix and the optimal modification matrix without
the rank constraint according to the analysis provided in this
paper. In addition, we do random attacks 100000 times using
the randomly generated modification matrix with the rank-one
constraint and without the rank constraint respectively.
Fig. 2 shows the subspace distances obtained through dif-
ferent strategies over different energy budgets. In this figure,
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Fig. 2. Subspace distances achieved by using different attack strategies under
different energy budgets.
Fig. 3. The spectral intensities of the gasaline data set.
the x axis is the ratio between η and σk − σk+1. For the
two random attack strategies, we demonstrate the maximal
subspace distances achieved by the 100000 times random
attacks. As the figure shows, both of the two random strategies
have smaller subspace distances compared with their perspec-
tive optimal strategies. Different from the low-rank case, the
strategy without the rank constraint provides larger subspace
distances consistently over all the energy budgets.
B. Applications
In this subsection, we use real data to illustrate the results
obtained in this paper.
In particular, we illustrate the impact of adversarial attack
on PCR, which is widely used in statistical learning especially
when collinearity exists in the data. Ordinary regression will
increase the standard error of the coefficients when there are
high correlations or even collinearities between features. This
happens particularly when the number of features is much
larger than the number of data samples. PCR deals with this
issue by performing PCA on the feature matrix and only
selecting the leading k principal components as the predictors,
and thus dramatically decreases the number of predictors.
The regression process of PCR can be seen as projecting the
response values onto the subspace spanned by the leading k
principal components. So, the accuracy of the subspace will
significantly influence the regression results. More details of
PCR can be found in [33].
In this experiment, our task is to use the gasoline spectral
intensity to predict its octane rating. We use the gasoline
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Fig. 4. R-squared values with different attack strategies over different energy
budgets.
spectral data set [34], which comprises spectral intensities of
60 samples of gasoline at 401 wavelengths, and their octane
ratings. Fig. 3 shows the spectral intensities of the data set.
This figure indicates that the correlation of intensity among
different wavelengths is very high. To complete the regression
task, we can use PCR.
In this experiment, we randomly select 80 percent of the
data as the training set and the remaining 20 percent as the
test set. We choose 4 principal components as our predictors
and perform regression based on these principal components.
We also record the r-squared values both in the training phase
and the test phase. The r-squared value is defined as r2 =
1− ‖y−yˆ‖2‖y−y¯‖2 , where r2 is the r-squared value, y is the response
values, yˆ is the predicted values, ‖y− y¯‖2 represents the total
variance of the response values, and y¯ = mean(y) · 1 stands
for the mean vector of the response values. R-squared value
measures how well the model fits the data and larger r-squared
value indicates better regression. Firstly, we perform regular
PCR without attack and let na-train and na-test denote the r-
squared values of the training and test respectively. We then
attack the feature matrix using the optimal rank-one strategy
proposed in this paper with different energies and denote r1-
train and r1-test as its r-squared values in the training and
test processes. Finally, we also carry out the optimal attack
without the rank constraint and denote wr-train, wr-test as the
r-squared values in the training and test procedures.
Fig. 4 illustrates the r-squared values with different attack
strategies under different energy budgets. As shown in this
figure, with the increasing of the energy budget, r-squared
values of training and test decrease for both attack strategies.
This figure also indicates that the strategy with no rank con-
straint is more efficient than the rank-one strategy considering
its smaller r-squared values. Furthermore, the r-squared value
of the strategy without the rank constraint has a tremendous
drop at the point η/(σ4 − σ5) = 1/
√
2, which is consistent
with our analysis that beyond this particular point the maximal
subspace distance is π/2.
VI. CONCLUSION
In this paper, we have investigated the adversarial robustness
of PCA problem. We have characterized the optimal rank-
one adversarial modification strategy and the optimal strategy
without the rank constraint to modify the data. Our analysis
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has showed that both of the two strategies depend on the
singular values of the data matrix and the adversary’s energy
budget. We have also performed numerical simulations and
investigated the impact of this attack on PCR. Both the
numerical experiments and the PCR application illustrate that
adversarial attacks degrade the performance of subspace learn-
ing significantly. In the future, it is of interest to investigate
the defense strategy to mitigate the effects of this attack.
APPENDIX A
POOF OF THE EQUIVALENCE BETWEEN PROBLEM (9) AND
PROBLEM (10)
Before giving the proof, we first examine the unitary invari-
ant property of the Asimov distance, which is helpful in our
subsequent proof.
Proposition 3. Let P and T be unitary matrices, and then
for the Asimov distance function θ(·, ·), we have
θ
(
X1, gk(X2)
)
= θ
(
PX1T
⊤, gk(PX2T⊤)
)
.
Proof. First, we show θ(X1,X2) = θ(PX1T
⊤,PX2T⊤).
Suppose the thin QR decompositions of X1 and X2 are
X1 = Q1R1, X2 = Q2R2, and then the subspace dis-
tance between the two subspaces spanned by the columns
of X1 and X2 is determined by the singular values of
Q⊤1 Q2. Since (PQ1)
⊤(PQ2) = Q⊤1 Q2 and right multiplying
an unitary matrix does not change the singular values and
the column subspace of a matrix, we have θ(X1,X2) =
θ(PX1T
⊤,PX2T⊤).
Second, suppose the full SVD of X2 is X2 = U2Σ2V
⊤
2 ,
where U2 = [u21,u22, · · · ,u2d]. Then
Pgk(X2) = P[u21,u22, · · · ,u2k] = gk(PX2),
which can be verified by checking that PU2Σ2V
⊤
2 is a valid
SVD of PX2. It completes the proof.
With the help of this proposition, let P = U⊤, T = V⊤,
right multiply P and left multiply T⊤ on both X and Xˆ, and
we can simplify problem (9) as the following
max
a∈Rd,b∈Rn
: θ(Σ, gk(Y˜)) (47)
s.t. Y˜ = Σ+ ab⊤,
‖a‖‖b‖ ≤ η,
where we assume n > d, Σ = [diag(σ1, σ2, · · · , σk,0),0] ∈
Rd×n. Also, from problem (9) to problem (47), we do variable
change a⇐ U⊤a,b⇐ V⊤b.
To further simplify this optimization problem, we split a and
b into a = [a⊤1 , a
⊤
2 ]
⊤,b = [b⊤1 ,b
⊤
2 ]
⊤, where a1 ∈ Rk, a2 ∈
Rd−k, b1 ∈ Rk, and b2 ∈ Rn−k. In addition, utilizing the
Householder transformation [31], we construct an orthogonal
matrix
M1 =
[
Ik 0
0 H1
]
, (48)
where
M⊤1M1 = I, H1 = I− 2
uu⊤
‖u‖2 ,
u = a2 − s1‖a2‖ · e1, e1 = [1, 0, · · · , 0]⊤ ∈ Rd−k,
H⊤1 a2 = s1‖a2‖ · e1, s1 = ±1.
Similarly, we can construct another Householder transfor-
mation matrix H2 for b2 and the corresponding orthogonal
matrix M2 = diag(Ik,H2). Left multiplying M
⊤
1 and right
multiplying M2 on Y˜, we have
M⊤1 Y˜M2 =
[
Σ˜ 0
0 0
]
+

 a1s1‖a2‖
0

 [b⊤1 s2‖b2‖ 0] ,
where s2 = ±1.
Let a⇐ [a⊤1 , s1‖a2‖]⊤ and b⇐ [b⊤1 , s2‖b2‖]⊤. Utilizing
Proposition 3, it is clear that problem (10) and problem (47)
are equivalent.
APPENDIX B
PROOF OF THEOREM 1
The proof follows similar steps to those in [26]. In prob-
lem (10), Σ˜ is a diagonal matrix with diagonal elements
{σ1, σ2, · · · , σk, 0}. The subspace spanned by gk(Y) is a k
dimensional subspace in Rk+1. We denote this subspace as
Q, denote P as the subspace spanned by Σ˜ and further denote
their intersection as T = P ∩ Q. Note that P is not equal to
Q (otherwise the Asimov distance will be zero), so we have
dim(P ∪ Q) = k + 1. Since dim(P) + dim(Q) − dim(T) =
dim(P∪Q), we have dim(T) = k−1. LetT be an orthonormal
basis of T. Let [T,p] be an orthonormal basis of P and let
[T,q] be an orthonormal basis of Q. By the definition of
Asimov distance, the subspace distance between P and Q is
the angle between p and q.
Firstly, it is easy to see that ak+1 6= 0. Otherwise, Q will be
equal to P, which means that their Asimov distance is zero.
Secondly, it is easy to see q ∈ span[T,p, ek+1], where
ek+1 is an ordinary basis vector that only has element 1 in
the (k+1)th coordinate. Since T is orthogonal to q, we have
q ∈ span[p, ek+1]. It is easy to see that the larger variance
in the direction of p is, the closer p and q will be. Then we
should select p as the direction with the smallest variance in
X. Since we are assuming that σ1 ≥ σ2 ≥ · · · ≥ σk , p should
be ek.
Thirdly, for a fixed direction of a, let aˆ be the projection of a
onto span[ek, ek+1]. Clearly, q will be closer to a as aˆ grows.
As a result, the angle between q and p will be larger. This also
implies that the length of a should be maximized: ‖a‖ = η.
Hence, the Asimov distance is maximized when a = aˆ and
‖a‖ = η, implying that a only has nonzero elements in its kth
and k + 1th coordinates.
Finally, for a fixed a in the form of (11), the projected
variance of Y on the direction of ek is v1 =
∑
i6=k(akbi)
2 +
(akbk+σk)
2 = a2k+σ
2
k+2akbkσk and the projected variance
of Y on the direction of ek+1 is v2 =
∑
i(ak+1bi)
2 = a2k+1.
To maximize the Asimov distance, we need to make v1 small
and v2 large. Apparently, for fixed a, v1 is minimized when
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bk = −sign(ak), which implies bi = 0, ∀i 6= k. To avoid the
sign ambiguity, we set bk = 1.
APPENDIX C
PROOF OF THEOREM 2
This proof follows the similar steps in the proof of the
low-rank case. Denote P as the subspace spanned by gk(Σ)
and Q as the subspace spanned by gk(Y), and denote their
intersection as T = P ∩ Q. We further denote T as an
orthonormal basis of T, [T,p] as an orthonormal basis of P,
and [T,q] as an orthonormal basis of Q. From the definition
of Asimov distance, the subspace distance between P and Q
is the subspace distance between the span of p and the span
of q.
First, it is apparent that q ∈ span[T,p, ek+1, ek+2, · · · , ed].
Since q ⊥ T, we have q ∈ span[p, e], where e ∈
span[ek+1, · · · , ed]. It is easy to see that the subspace distance
between the span of q and the span of p will be large if the
variance of Σ in the span of p is large and the variance of
Σ in the span of q is small. So we should select p as the
direction in span[e1, · · · , ek] that has the smallest variance of
Σ and select e as the direction among span[ek+1, · · · , en] that
has the largest variance of Σ. Since e ∈ span[e1, e2, · · · , ed]
and σ1 ≥ σ2 ≥ · · · ≥ σk ≥ σk+1 ≥ · · · ≥ σd, p should be ek
and e should be ek+1. So, we have q ∈ span[ek, ek+1].
Second, for a fixed direction of a, let aˆ be the projection of
a onto span[ek, ek+1]. It is easy to see that q will be closer to
a as aˆ grows, and as a result, the angle between q and p will
be larger. This implies the length of a should be maximized,
which indicates ‖a‖ = η and the distance is maximized when
a = aˆ. It also indicates ai = 0 if i 6= k, k + 1.
Finally, for a fixed a in the form of (18), the projected
variance of Y in the direction of ek is vk =
∑
i6=k(akbi)
2 +
(akbk+σk)
2 = a2k+σ
2
k+2akbkσk and the projected variance
of Y in the direction of ek+1 is vk+1 =
∑
i6=k+1(ak+1bi)
2 +
(σk+1+ak+1bk+1)
2 = a2k+1+σ
2
k+1+2ak+1bk+1. To maximize
the Asimov distance, we should make vk small and make vk+1
large. With the constraint that ‖b‖ = 1, we should have b2k +
b2k+1 = 1, which implies bi = 0 for all i 6= k and i 6= (k+1).
As shown above, the optimal a and b should be in the form
of (18) and (19), which completes our proof.
APPENDIX D
PROOF OF THEOREM 3
The optimal solution to problem (25) either locates at the
boundary, or at the stationary points.
We first characterize the stationary points. At the stationary
points, the value (α∗, β∗) satisfies the necessary conditions{
∂
∂α | cosϕ(α, β)|α=α∗ ,β=β∗ = 0,
∂
∂β | cosϕ(α, β)|α=α∗,β=β∗ = 0.
(49)
Since sinϕ∗ 6= 0, we have{
∂
∂αϕ(α, β)|α=α∗,β=β∗ = 0,
∂
∂βϕ(α, β)|α=α∗ ,β=β∗ = 0,
(50)
in which
∂ϕ
∂α
=
η
a2x + a
2
y
(
η(3σ2k+1 − σ2k + η2)
+ 2η(σ2k − σ2k+1) cos2(α) + 2η(σ2k − σ2k+1) cos2(β)
+ σk(σ
2
k − σ2k+1 + 3η2) cos(α) cos(β)
+ σk+1(σ
2
k+1 − σ2k + 3η2) sin(α) sin(β)
)
,
∂ϕ
∂β
=
η
a2x + a
2
y
(
σk(σ
2
k+1 + η
2 − σ2k) sin(α) sin(β)
+ σk+1(σ
2
k + η
2 − σ2k+1) cos(α) cos(β) + 2ησkσk+1
)
.
Eliminating sin(α) sin(β) from (50), we have
C cos2(α) +D cos(α) cos(β) + C cos2(β) + F = 0, (51)
where C = 2ησk(σ
2
k − σ2k+1)(σ2k+1 + η2 − σ2k), D = (σ2k −
σ2k+1)
(−(σ2k − σ2k+1)2 − 2η2(σ2k + σ2k+1) + 3η4) and F =
ησk
(
σ4k + σ
4
k+1 + η
4 − 2σ2kσ2k+1 − 2σ2kη2 − 2σ2k+1η2
)
.
Further, we rewrite the first equation of (50) as
c
√
(1 − cos2(α))(1 − cos2(β)) + d cos(α) cos(β) + e = 0,
(52)
where c = σk(σ
2
k+1 + η
2 − σ2k), d = σk+1(σ2k + η2 − σ2k+1),
and e = 2ησkσk+1.
Combining (51) and (52) and eliminating cos2(α) and
cos2(β), we have
(c2 − d2) cos(α)2 cos(β)2
+
(
Dc2
C
− 2de
)
cos(α) cos(β) +
c2F
C
+ c2 − e2 = 0.
The left side of the equation is a quadratic function with
respect to r = cos(α) cos(β). The two roots are:
r1 = − σkη
σ2k − σ2k+1
, r2 = −σk
2
(
1
η
+
η
σ2k − σ2k+1
)
.
Note that η ∈ [0, σk−σk+1), so we have r1 ∈ (− σkσk+σk+1 , 0],
r2 ∈ (−∞,− σkσk−σk+1 ). Since | cos(α) cos(β)| ≤ 1,
σk
σk+σk+1
< 1, and σkσk−σk+1 > 1, we should only retain the first
root r1. Substitute cos(α) cos(β) = r1 = − ησkσ2
k
−σ2
k+1
into (51),
and we have C cos4(α)+ (Dr1+F ) cos
2(α)+Cr21 = 0. The
left side of the equation is a quadratic function with respect
to s = cos2(α), so we can easily find its roots. Let us denote
s1 and s2 as the two roots:
s1 =
σ2k − σ2k+1 + η2 −
√
H
2(σ2k − σ2k+1)
, s2 =
σ2k − σ2k+1 + η2 +
√
H
2(σ2k − σ2k+1)
,
where H = σ4k + σ
4
k+1 + η
4 − 2σ2kσ2k+1 − 2σ2kη2 − 2σ2k+1η2.
We need to check that H is positive. Viewing H as a function
of η and taking derivative, we have H ′(η) = 2η(2η2−2(σ2k+
σ2k+1)) < 0. Since η
2 ∈ [0, (σk − σk+1)2), we have H(η) ∈
(0, (σ2k − σ2k+1)2].
As cos(α)2 ≤ 1, we need to check whether s1, s2 ∈ [0, 1].
Firstly, as H is a decreasing function of η in the con-
sidered range, s1 is a increasing function of η. Therefore,
we have min(s1) = s1(η)|η=0 = 0 and max(s1) =
s1(η)|η=σk−σk+1 = σkσk+σk+1 < 1. Hence, s1 is a valid
solution.
11
Secondly, it is easy to check that s2 is a decreasing function
of η. So, we have max(s2) = s2(η)|η=0 = 1 and min(s2) =
s2(η)|η=σk−σk+1 = σkσk+σk+1 < 1, which means s2 is also a
valid solution. Hence, we have two stationary points

cos2(α) =
σ2
k
−σ2
k+1+η
2±√H
2(σ2
k
−σ2
k+1
)
,
cos2(β) =
σ2
k
−σ2
k+1+η
2∓
√
H
2(σ2
k
−σ2
k+1
)
.
(53)
Since there are two sets of solutions in (53), we should de-
termine which one is better. The variance ofY in the direction
of ek is vk = cos
2(α)+σ2k+2 cos(α) cos(β) and the variance
of Y in the direction of ek+1 is vk+1 = sin
2(α) + σ2k+1 +
2 sin(α) sin(β). Both of the two sets of solutions in (53) lead
to cos(α) cos(β) = − ησk
σ2
k
−σ2
k+1
and sin(α) sin(β) =
ησk+1
σ2
k
−σ2
k+1
.
For fixed cos(α) cos(β) and sin(α) sin(β), the smaller cos2(α)
is, the smaller vk will be, and the larger the subspace distance
will be. Hence, we conclude the stationary point that satisfies

cos2(α∗) = σ
2
k
−σ2
k+1+η
2−√H
2(σ2
k
−σ2
k+1
)
cos2(β∗) = σ
2
k
−σ2
k+1+η
2+
√
H
2(σ2
k
−σ2
k+1
)
(54)
leads to a larger subspace distance.
Finally, it is easy to compute the objective values of
problem (25) at the boundary points. Comparing these values
with the objective values induced by the point in equation (54),
we can readily conclude the point in equation (54) gives a
larger objective value. In summary, given that α ∈ [0, π/2]
and β ∈ [π/2, π], the optimal α and β are shown in (26).
APPENDIX E
PROOF OF THEOREM 4
The proof has two main steps. In the first step, we show
that non-zero entries of B are in the kth and (k + 1)th rows.
In the second step, we will further prove the entries except in
the kth and (k + 1)th columns should be zero.
In the first step, we follow similar proof procedures in
Theorem 2. We use P to denote the subspace spanned by
gk(Σ) and Q to denote the subspace spanned by gk(Y). We
also use T to represent the intersection of the two subspaces
and further denote T as one set of orthonormal bases of
T, [T,p] as one set of orthonormal bases of P and [T,q]
as one set of orthonormal bases of Q. So, the subspace
distance between P and Q is the subspace distance between the
subspace spanned by p and that spanned by q. Following the
same arguments in Theorem 2, by setting all the entries of B
to be zero except the kth and (k+1)th rows, we can guarantee
achieving the maximal subspace distance and further we have
q ∈ span[ek, ek+1] and p = ek.
In the second step, since the non-zero elements of B
only locate in the kth and (k + 1)th rows and q ∈
span[ek, ek+1], it indicates q is the direction with the max-
imal variance on the span of ek and ek+1. Assuming q =
[0, · · · , cos(γ), sin(γ), · · · , 0]⊤ with cos(γ) and sin(γ) being
in the kth and (k+1)th coordinates respectively and according
to the definition of principal components, we can find γ by
solving the optimization problem
argmax
γ
: q⊤YY⊤q. (55)
Plug q = [0, · · · , cos(γ), sin(γ), · · · , 0]⊤ into the objective
function, and we have
q⊤YY⊤ q =
[
cos(γ)
sin(γ)
]⊤ [
bx1
1
2by
1
2by bx2
] [
cos(γ)
sin(γ)
]
, (56)
where bx1 = ‖bk+ekσk‖2, bx2 = ‖bk+1+ek+1σk+1‖2, by =
2(bk + ekσk)
⊤(bk+1 + ek+1σk+1), with bk and bk+1 being
the transpose of the kth and (k+ 1)th rows of B respectively
and ek ∈ Rn, ek+1 ∈ Rn being the standard bases.
We can solve (56) by computing the first principal com-
ponent of the middle matrix of the right hand of (56). Using
the result from equation (23), we have γ = 0.5atan2(by, bx),
where bx = bx1 − bx2. Since the subspace distance is the
distance between q and ek, it is apparent that the subspace
distance is |γ|. To maximize |γ|, we first determine the sign
of by or bx. We have
bx
‖bk + ekσk‖+ ‖bk+1 + ek+1σk+1‖
= ‖bk + ekσk‖ − ‖bk+1 + ek+1σk+1‖
≥ σk − ‖bk‖ − σk+1 − ‖bk+1‖
≥ σk − σk+1 −
√
2η (57)
> 0, (58)
where inequality (57) is the result of the energy constraint that
η ≥ ‖B‖F =
√
‖bk‖2 + ‖bk+1‖2 ≥ 1√2 (‖bk‖ + ‖bk+1‖),
and inequality (58) is due to the assumption that η < σk−σk+1√
2
.
In summary, bx is positive. Using the property of atan2
function, when bx > 0, maximizing |γ| is equivalent to
maximizing |by/bx|. Thus, we can formulate our problem as
max
bk,bk+1
: |by/bx| (59)
s.t. ‖[bk,bk+1]‖F ≤ η.
In the objective function,
by =2
(
b⊤1 b2 + (bk,k + σk)bk+1,k + bk,k+1(bk+1,k+1 + σk+1)
)
,
bx =‖b1‖2 − ‖b2‖2 + (bk,k + σk)2 + b2k,k+1 − b2k+1,k
− (bk+1,k+1 + σk+1)2,
where b1 = [bk,1, bk,2, · · · , bk,k−1, bk,k+2, · · · , bk,n]⊤ and
b2 = [bk+1,1, bk+1,2, · · · , bk+1,k−1, bk+1,k+2, · · · , bk+1,n]⊤
which are the vectors obtained by deleting the kth and (k+1)th
elements of bk and bk+1 respectively. We can change the
sign of by/bx by changing the signs of b1, bk+1,k, and bk,k+1.
Since both of the values by/bx and −by/bx are obtainable, we
can remove the absolute value operation. Thus, our objective
can be further simplified to maximize by/bx. To complete
the proof of Theorem 4, we should further demonstrate that
when the optimality of our objective function is obtained, b1
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and b2 should be vectors with all their entries being zero. To
prove that, we examine the objective function further
by ≤2
(‖b1‖‖b2‖+ (bk,k + σk)bk+1,k
+ bk,k+1(bk+1,k+1 + σk+1)
)
(60)
≤2((bk,k + σk)bk+1,k
+
√
b2k,k+1 + ‖b1‖2(
√
b2k+1,k+1 + ‖b2‖2 + σk+1)
)
,
(61)
bx ≥(bk,k + σk)2 + b2k,k+1 + ‖b1‖2 − b2k+1,k
− (
√
b2k+1,k+1 + ‖b2‖2 + σk+1)2. (62)
Inequality (60) implies that the optimal value is determined
by the norms of b1 and b2 instead of their specific values.
Inequality (61) is true as√
b2k,k+1 + ‖b1‖2(
√
b2k+1,k+1 + ‖b2‖2 + σk+1)
=
√
b2k,k+1 + ‖b1‖2
√
b2k+1,k+1 + ‖b2‖2
+ σk+1
√
b2k,k+1 + ‖b1‖2
≥ bk,k+1bk+1,k+1 + ‖b1‖‖b2‖+ σk+1bk,k+1
= ‖b1‖‖b2‖+ bk,k+1(bk+1,k+1 + σk+1).
Inequality (62) is due to −(
√
b2k+1,k+1 + ‖b2‖2 + σk+1)2 ≤
−‖b2‖2 − (bk+1,k+1 + σk+1)2. The equalities in (61) and
(62) hold when ‖b1‖ = 0 and ‖b2‖ = 0. This means that, for
any feasible solution (b1,b2, bk,k, bk,k+1, bk+1,k, bk+1,k+1)
in (59), there is another corresponding feasible solution
(0,0, bk,k,
√
b2k,k+1 + ‖b1‖2, bk+1,k,
√
b2k+1,k+1 + ‖b2‖2),
which has a larger objective value. In conclusion, b1 and
b2 should be zero vectors when the optimality of (59) is
obtained. This completes our proof.
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