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In many real-world problems, one deals with input or
output data that are structured. This thesis investi-
gates the use of graphs as a representation for struc-
tured data and introduces relational learning tech-
niques that can efficiently process them. We apply
the techniques to two biological problems. On the one
hand, we use decision trees to predict the functions of
genes, of which the hierarchical relationships can be
structured as a graph. On the other hand, we predict
chemical activity of molecules by representing them as
graphs. We show that, by exploiting graph properties,
efficient learning techniques can be developed. It turns
out that in both cases, the relational models are not
only learned more efficiently, but their predictive per-
formance significantly improves as well.
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1. Introduction
During the last decade, high-throughput tech-
niques such as gene sequencing, microarray exper-
iments and molecular screenings have generated
huge amounts of biological and chemical data. The
availability of these data has created opportunities
for data mining, which can extract useful knowl-
edge from them. Despite many successful applica-
tions, most data mining methods require propo-
sitional data, while many biological data such as
DNA sequences, proteins or molecules are struc-
tured.
The ability to handle structured data is one of
the challenges that is being tackled by relational
data mining. The overall goal of this thesis [2] is to
improve the efficiency of relational learning tech-
niques, as well as their applicability to problems
from biology and chemistry. We will try to achieve
this goal by representing the data as graphs and
exploiting their specific properties.
2. Decision trees for hierarchical multi-label
classification
In the first part, we study the task of hierarchical
multi-label classification (HMC), a variant of clas-
sification where an example may belong to mul-
tiple classes and where the classes are organized
in a hierarchy. A key application of HMC is gene
function prediction. It is known that a gene may
have multiple functions, while biologists have or-
ganized these functions into hierarchies. Instead of
following an approach that learns an independent
model for each class, we propose an approach that
learns a single model predicting all classes at once.
The output of the model then consists of a graph
representing the functions and their relationships.
Our motivation for using decision trees is that
they are efficiently learnable on large datasets and
that they lend themselves to interpretation by do-
main experts. Moreover, the technique to learn
them, known as top-down induction of decision
trees, can easily be adapted to the HMC setting.
First, we show that HMC decision trees are not
only learned more efficiently than binary decision
trees, but they are also superior in terms of model
size and interpretability. Perhaps the most surpris-
ing result is that HMC decision trees also obtain
a higher predictive performance, which can be ex-
plained by the fact that they are less prone to
overfitting [5]. Second, we show that an ensemble
version of HMC trees leads to a similar boost in
predictive performance as found in binary classifi-
cation tasks. Finally, we have shown that our en-
semble HMC method outperforms the state-of-the-
art methods for gene function prediction on three
model organisms in terms of efficiency, predictive
performance (see e.g., Fig. 1) and usability [4].
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Fig. 1. Comparison of average precision between C4.5H/M
(a state-of-the-art HMC decision tree learner discussed in
[4]), Clus-HMC and Clus-HMC-Ens, at the recall ob-
tained by C4.5H/M, on 23 datasets from functional ge-
nomics.
In conclusion, HMC decision trees are state-of-
the-art models for gene function prediction and
should definitely be considered in HMC tasks
where interpretable models are desired.
3. Maximum common subgraph mining
In the second part, we consider learning and
mining tasks in which the input data of the learn-
ing algorithms are represented as graphs. The ap-
plication we focus on is the learning of structure-
activity relationships (SAR), where the goal is
to predict properties of molecules based on their
atom-bond structure.
In order to make the learning algorithms more
efficient, we exploit specific properties of molec-
ular graphs. Motivated by the fact that the ma-
jority of molecules can be represented as out-
erplanar graphs and that the block-and-bridge-
preserving (BBP) subgraph isomorphism is a suit-
able matching operator in the SAR context, we
propose a polynomial algorithm that computes a
maximum common subgraph (MCS) of two outer-
planar graphs. The intuition behind the MCS of
two molecular graphs is that it may contain shared
properties relating to their chemical activity.
On the one hand, we show that it is possible to
construct an intuitive metric for molecules based
on the MCS. Moreover, the metric is efficiently
computable and outperforms state-of-the-art met-
rics in terms of predictive performance [1]. On the
other hand, we use MCSs as a feature representa-
tion for graphs [3]. The feature generation method
is efficient to compute, does not have parameters
that need to be tuned, results in a smaller, non-
Table 1
Average AUROC scores and ranks on 60 NCI datasets for
the state-of-the-art feature generation methods. The Fried-
man test is used to compute statistical significance [3].
Method Average AUROC Average rank
A-MCS 0.796 1.45
A-GP 0.796 1.55
R-MCS 0.784 3.18
FP2 0.779 3.82
C-GP 0.684 5
Critical difference for the average ranks at 1%: 1.36
redundant feature set and obtains a state-of-the-
art predictive performance on several SAR tasks.
Table 1 shows a comparison between mining all
MCS features (A-MCS), random MCS features (R-
MCS), all subgraph features (A-GP), chemical fin-
gerprints (FP2) and correlated subgraph features
(C-GP). The results indicate that the MCS fea-
ture generation methods reach a similar or better
predictive performance while using less patterns.
In conclusion, we have proposed two graph min-
ing techniques for the classification of molecules
and we have shown that the BBP subgraph iso-
morphism should be preferred for SAR tasks, be-
cause of its efficiency and chemical relevance.
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