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Abstrat. In this paper, we give an overview of the use of Formal Con-
ept Analysis in the framework of assoiation rule extration. Using fre-
quent losed itemsets and their generators, that are dened using the
Galois losure operator, we address two major problems: response times
of assoiation rule extration and the relevane and usefulness of dis-
overed assoiation rules. We quikly review the Close and the A-Close
algorithms for extrating frequent losed itemsets using their generators
that redue response times of the extration, speially in the ase of or-
related data. We also present denitions of the generi and informative
bases for assoiation rules whih generation improves the relevane and
usefulness of disovered assoiation rules.
1 Introdution
Data mining has been extensively addressed for the last years as the omputa-
tional part of Knowledge Disovery in Databases (KDD), speially the problem
of disovering assoiation rules. Its aim is to exhibit relationships between item-
sets (sets of binary attributes) in large databases. An example of assoiation
rules, tting in the ontext of market basket data analysis, is \ereal ^ milk !
sugar (support 10%, ondene 60%)" stating that 60% of ustomers who buy
ereals and sugar also buy milk and that 10% of all ustomers buy all three
items. When an assoiation rule has support and ondene exeeding some
user-dened minimum support and minimum ondene thresholds, the rule is
onsidered as relevant for supporting deision making [AIS93℄. Assoiation rules
have been suessfully applied in a wide range of domains, among whih market-
ing deision support, diagnosis and medial researh support, teleommuniation
proess improvement, web site management and aess, the analysis of multime-
dia, spatial, geographial and statistial data, et.
The rst phase of the assoiation rule extration onsists in seleting useful
data from the database and transforming it in a data mining ontext. This
ontext is a triplet D = (O; I;R), where O and I are nite sets of objets and
items respetively, and R  O  I is a binary relation. Eah ouple (o; i) 2 R
denotes the fat that the objet o 2 O is related to the item i 2 I. Two major
problems for the assoiation rule extration give plae to interesting researh
topis: the problem of response times of the extration and the problem of the
relevane and the usefulness of extrated assoiation rules.
2 Response times of the extration
Existing approahes for mining assoiation rules are based on the following de-
omposition of the problem: the extration of frequent itemsets
1
and their sup-
ports from the ontext and then the generation of all valid assoiation rules
2
.
The rst phase is the most omputationally intensive part of the proess, sine
the number of potential frequent itemsets is exponential in the size of the set
of items and several database passes are required. Two approahes have been
proposed: levelwise algorithms for extrating frequent itemsets and algorithms
for extrating maximal frequent itemsets. These algorithms give aeptable re-
sponse times when mining assoiation rules from weakly orrelated data, suh
as market basket data, but their performanes drastially derease when they
are applied to orrelated data, suh as statistial or medial data for instane.
We reall these two approahes and present then our approah whih is based
on Formal Conept Analysis [GW99℄.
2.1 Levelwise algorithms for extrating frequent itemsets
These algorithms onsider during eah iteration a set of itemsets of a given
size, i.e., a set of itemsets of a \level" of the itemset lattie. These algorithms
are based on the following properties in order to limit the number of andidate
itemsets onsidered: all the supersets of an infrequent itemset are infrequent and
all the subsets of a frequent itemset are frequent [AS94,MTV94℄. Using this prop-
erty, the andidate k-itemsets
3
of the k
th
iteration are generated by joining two
frequent (k-1)-itemsets disovered during the preeding iteration. The Apriori
[AS94℄ and OCD [MTV94℄ algorithms arry out a number of sans of the ontext
equal to the size of the largest frequent itemsets. The Partition [SON95℄ algo-
rithm allows the parallelization of the proess of extration and the algorithm
DIC [BMUT97℄ redues the number of ontext sans by onsidering itemsets of
dierent sizes during eah iteration. The Partition and DIC algorithms involve
additional osts in CPU time ompared to the Apriori and OCD algorithms due
to the inrease in the number of andidate itemsets tested.
2.2 Algorithms for extrating maximal frequent itemsets
These algorithms are based on the property that the maximal frequent item-
sets, i.e., the frequent itemsets of whih all the supersets are infrequent, form
a border under whih all itemsets are frequent. The extration of the maximal
frequent itemsets is arried out by an iterative browsing of the itemset lattie
that \advanes" by one level from the bottom upwards and by one or more lev-
els from the top downwards during eah iteration. Using the maximal frequent
1
An itemset is frequent if its support is greater or equal to the minimal support
threshold.
2
An assoiation rule is valid if its support and ondene are at least equal to the
minimal support and the minimal ondene thresholds.
3
An itemset of size k is alled a k-itemset.
itemsets, all the frequent itemsets are derived and their supports are determined
by performing one nal san of the ontext. Four algorithms based on this ap-
proah were proposed; they are the Piner-Searh [LK98℄, MaxClique and Max-
Elat [ZPOL97℄, and Max-Miner [Bay98℄ algorithms. These algorithms redue
the number of iterations, and thus derease the number of ontext sans and
the number of CPU operations arried out, ompared to levelwise algorithms for
extrating frequent itemsets.
2.3 Algorithms for extrating frequent losed itemsets
In ontrast to the two previous approahes, our approah [PBTL99a℄ is based
on Formal Conept Analysis. The losure operator  of the Galois onnetion
[GW99℄ is the omposition of the appliation , that assoiates with O  O the
items ommon to all objets o 2 O, and the appliation  , that assoiates with
an itemset I  I the objets related to all items i 2 I (the objets \ontaining"
I). The losure operator  =  Æ assoiates with an itemset I the maximal set
of items ommon to all the objets ontaining I , i.e., the intersetion of these
objets. Using this losure operator, the frequent losed itemsets are dened.
Denition 1 (Frequent losed itemsets). A frequent itemset I  I is a
frequent losed itemset i (I) = I.
The frequent losed itemsets onstitute, together with their supports, a gen-
erating set for all frequent itemsets and their supports and thus for all assoiation
rules, their supports and their ondenes [PBTL99a℄. This property relies on
the properties that the support of a frequent itemset is equal to the support
of its losure and that the maximal frequent itemsets are maximal frequent
losed itemsets. Two eÆient levelwise algorithms, alled Close [PBTL99a℄ and
A-Close [PBTL99b℄, for extrating frequent losed itemsets from large databases
were proposed. In order to improve the eÆieny of the extration, the Close
and the A-Close algorithms onsider the generator itemsets of the frequent losed
itemsets.
Denition 2 (Generator itemsets). An itemset G  I is a generator of a
losed itemset I i (G) = I and G
0
 I with G
0
 G suh that (G
0
) = I.
Close and A-Close perform a breadth-rst searh for the (frequent) generators
of the frequent losed itemsets in a levelwise manner. During an iteration k, the
Close algorithm onsiders a set of andidate generators of size k, it determines
their supports and their losures, and then deletes all infrequent generators. The
supports and the losures of the andidate k-generators are omputed by per-
forming one database pass and, for eah generator G, interseting all the objets
ontaining G (their number gives the support of G). During the (k + 1)
th
iter-
ation, the andidate (k + 1)-generators are onstruted by joining two frequent
k-generators if their k   1 rst items are idential, and the andidate (k + 1)-
generators obtained are pruned if they are known to be infrequent or their losure
is already omputed. In the A-Close algorithm, the generator itemsets are iden-
tied aording to their supports only, sine the support of a generator itemset
is dierent from the supports of all its subsets, and one more database pass is
performed at the end of the algorithm for omputing the losures of all frequent
generators disovered. Both algorithms initialize at the begining the set of andi-
date 1-generators with the list of all itemsets of size 1. Experimental results show
that these algorithms are partiularly eÆient for mining assoiation rules from
dense or orrelated data that represent an important part of real life databases.
On suh data, Close outperforms A-Close, and they both learly outperform
algorithms for extrating frequent itemsets, whereas for weakly orrelated data,
A-Close outperforms Close and is in the range of algorithms desribed in se-
tion 2.1.
3 Relevane of extrated assoiation rules
The problem of the usefulness and the relevane of disovered assoiation rules
is related to the huge number of rules extrated and the presene of many redun-
danies among them for many datasets, espeially for orrelated data. Several
approahes for solving this problem have been proposed. We rst quikly review
these approahes and present then the approah we propose that onsists in gen-
erating non-redundant assoiation rules with minimal anteedents and maximal
onsequents using Formal Conept Analysis.
3.1 Previous work
The use of statisti measures other than ondene, suh as onvition, Pear-
son's orrelation or 
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test, to ompute the preision of rules is proposed in
[BMS97,SBM98℄. Generalized assoiation rules, that are rules between item-
sets that belong to dierent levels of a taxonomy of the items, are dened in
[HF95,SA95℄. In [He96,ST96℄, deviation measures, i.e., measures of distane
between assoiation rules used for pruning similar ones, are dened using sup-
port and ondene. Item onstraints [BAG99,NLHP98℄ are boolean expressions
that allow the user to speify the form of assoiation rules that will be seleted.
In [BG99℄, A-maximal rules, that are rules for whih the population of objets
onerned is redued when an item is added to the anteedent, are dened. In
[PBTL99℄, the Duquenne-Guigues basis for global impliations [DG86,GW99℄
and the Luxenburger basis for partial impliations [Lux91℄ are adapted to the as-
soiation rules framework. These bases are minimal with respet to the number
of rules extrated, but they are not made up of the most informative assoiation
rules that are non-redundant rules with minimal anteedents and maximal on-
sequents, alled minimal non-redundant assoiation rules. We believe that these
rules are the most relevant and useful from the point of view of the user, on-
sidering the fat that in pratie the user annot infer all other valid rules from
the rules extrated while visualizing them. None of the approahes proposed in
previous work allows to generate only these rules.
3.2 Minimal non-redundant assoiation rules
From the point of view of the user, an assoiation rule is redundant if it on-
veys the same information { or less general information { than the information
onveyed by another rule of the same range (support) and the same preision
(ondene). In previous work for reduing redundant impliation rules (fun-
tional dependanies), the notion of non-redundany onsidered is related to the
inferene system using Armstrong axioms [Arm74℄. This notion is not to be on-
fused with the notion of non-redundany we onsider here. To our knowledge,
suh an inferene system for assoiation rules, i.e., taking into aount supports
and ondenes of the rules, does not exist. An assoiation rule r 2 E is non-
redundant and minimal if there is no other assoiation rule r
0
2 E with same
support and ondene and, whih anteedent is a subset of the anteedent of r
and whih onsequent is a superset of the onsequent of r.
Denition 3 (Minimal non-redundant assoiation rules). An assoiation
rule r : I
1
! I
2
is a minimal non-redundant assoiation rule i not exists an
assoiation rule r
0
: I
0
1
! I
0
2
suh that support(r) = support(r
0
), ondene(r)
= ondene(r
0
), I
0
1
 I
1
and I
2
 I
0
2
.
Given this haraterization, we dene the generi basis for exat assoiation
rules (100% ondene rules) and the informative basis for approximate assoia-
tion rules. These bases are onstituted of the minimal non-redundant exat and
approximate assoiation rules respetively. Let FC be the set of frequent losed
itemsets and let FG be the set of their (minimal) generators.
Denition 4 (Generi basis). The generi basis ontains all rules with the
form r : G ! (F n G) between a generator itemset G 2 FG and its losure
(G) 2 FC suh that G 6= (G).
Denition 5 (Informative basis). The informative basis ontains all rules
with the form r : G ! (F n G) between a generator itemset G 2 FG and a
frequent losed itemset F 2 FC that is a superset of its losure: (G)  F . The
transitive redution of this basis, i.e., for F
0
2 FC suh that (G)  F
0
 F ,
is also a basis for all approximate assoiation rules.
All valid assoiation rules, their supports and their ondenes an be de-
dued from the union of the generi basis and the informative basis or its tran-
sitive redution. Results of experimentations onduted on real-life databases
show that their generation is eÆient and useful in pratie, partiularly when
mining assoiation rules from orrelated data.
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