INTRODUCTION
Let f(x, y) be a complex-valued function, 2x-periodic in each variable and integrable over the two-dimensional torus T* = ((x, y) E R* : x < x, y < x>, i.e., f E L,( T*). We will consider the double Fourier series of f j=-mk=-"
we say that series (1.1) converges unrestrictedly if s,,(f; x, y) converges to a finite limit as m and n tend to co independently of one another. We say that m and n tend restrictedly to cc if m and n tend to cc in such a way that the ratios mJn and n/m remain bounded. Accordingly, series (1.1) converges restrictedly if s,,(f; x, y) converges to a finite limit as m and n tend restrictedly to co. As a by-product of the proofs of Theorems 1 and 2, the following two theorems can be obtained which seem to be of interest in themselves. In both cases we set i = 2 in the definitions of p and q in (2.1). Remark 3. It is routine to check that if (2.9) then both limits in (2.7) exist and equal 0, furthermore, both conditions in (2.8) are satisfied. Condition (2.9) expresses that the double sequence {c/k} is of bounded variation. Thus, the ordinary notion of bounded variation is a special case of those expressed either by the existence of the limits in (2.7) or by the fulfillment of (2.8).
The particular case when the coefficients of series (1.1) satisfy conditions (2.4) and (2.9) was studied in [4] without the additional assumption that (1.1) is the double Fourier series of a function fE Ll(T2).
Remark 4. We reformulate and generalize a theorem of V. Stanojevic [S] in the case of first-order differences as follows. Let g(x) be a complexvalued, 2n-periodic function, g E L,(T), T = {x E R: --x < x < X} the onedimensional torus, We note that statement (2.12) and condition (2.13) do not appear in [S], but the corresponding proofs can be achieved by an argument similar to that used there to prove the pointwise convergence.
Combining Theeorems l-4 with the above generalized theorem of V. Stanojevic, we can even prove regular convergence in them instead of convergence in Pringsheim's sense under the same assumptions.
In fact, by Fubini's theorem, the Fourier coefficients cjk defined by (2.1) can be rewritten as f(x, y) epib dy e-".X dx.
This means that, for every fixed k, the { cjk: j= . . . . 
. ). R
In other words, the single Fourier series of g, coincides with the kth row of the double series (1.1) up to the factor eikY.
Since for each fixed k, f~ L ,( T*) implies that g, E L I (T), conditions (2.3) and (2.8) imply (2.11) and (2.13) for d,= cjk, respectively ((cf. (2.5)), we can conclude that the kth row of series (1.1) converges a.e. as well as in the L,( T*)-metric for 0 < r < 1.
An argument of the same sort shows that every column of (1.1) converges in both senses as well. This completes the proof of the regular convergence of series ( 1.1) both a.e. and in the L,( T*)-metric.
AUXILIARY RESULTS
The basic tools in the proofs of Theorems 1 and 2 are the first arithmetic means (also called (C, 1, 1 )-means) and the generalized de la Vallie-Poussin means of series (1.1) defined as and respectively. In these formulas, m and n are nonnegative integers, while p =p(m) and q = q(n) are positive integers. We say that series (1.1) is (unrestrictedfy) (C, 1, 1) summahfe if a,,(f; x, y) converges to a finite limit as m and n tend to co independently of one another, and is restrictedly (C, 1, 1) summabfe if a,,(f; x, y) converges as m and n tend restrictedly to co.
The following result is due to Jessen, Marcinkiewicz, and Zygmund Since the proof of this lemma runs along the same lines as that of Lemma 3, we omit it.
In the sequel, we shall use the notations w(x)= 1 -e-'-' and w(y)= 1 -e-j".
Performing an "Abel-transformation-like" rearrangement yields the following. 
Proof
This is a straightforward computation (cf. [4] ).
Finally, our last lemma makes it clear how Corollaries 1 and 2 follow from Theorems 1 and 2.
LEMMA 6. Let p be defined by (2.1). Then the existence of the limits in (2.7) imply the corresponding relations in (2.3) for all A, 1 < i, < Lo.
As a pattern, we show that if the limit in (2.7) (i) exists and equals a finite number y, say, then we have (2.3) (i) with K= y, independent of the value of 1.
To this effect, let
Then clearly
Given any E > 0, by (2.7) (i) we have for large enough m, Taking into account that it follows from (3.2) that
Since E > 0 is arbitrary, hence we can conclude (2.3) (i) with K= y.
PROOFS OF THEOREMS 1 AND 2
We start with the obvious inequality 
