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Abstract
We examine q−series related to higher forms. These forms are cu-
bics, quartics, etc. In some parts of the article we add parts from
previous works, in such a way to be more complete and readable.
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1 Introduction.
The study of quadratic forms has been built up by many great mathemati-
cians such as Euler, Gauss, Dirichlet, Liouville, Eisenstein, Glaisher, Ramanujan
among others. This theory has applications to a wide number of areas in modern
mathematics including Gauss’ circle problem in higher dimensions, class num-
ber theory, algebraic geometry, elliptic and theta functions, the Fermat-Wiles
theorem, Eisenstein series and many others.
In this article using simple arguments we try to address the problem in higher
dimensions such as cubes, quartics and as well to arbitrary degrees.
We start with the well known quadratics. Let K(x) be the complete elliptic
integral of the first kind. This is given by
K(x) =
∫ pi/2
0
dθ√
1− x2 sin2(θ)
=
π
2
2F1
(
1
2
,
1
2
; 1;x2
)
, (1)
where 2F1 is Gauss hypergeometric function.
In terms of Weber’s λ(τ)−modular function (see [3],[4])
λ(τ) = 16q
∞∏
n=1
(
1 + q2n
1 + q2n−1
)8
, (2)
1
where q = eipiτ , Im(τ) > 0, τ =
√−r, the singular modulus k = kr, r > 0 is
k2r = λ(τ) =
(
θ2(q)
θ3(q)
)4
, (3)
with
θ2(q) =
∞∑
n=−∞
q(n+1/2)
2
and θ3(q) =
∞∑
n=−∞
qn
2
, |q| < 1. (4)
Also k = kr, 0 < k < 1 is the solution of the equation
K(
√
1− k2r)
K(kr)
=
√
r. (5)
As usual we set K = K(kr) (the complete elliptic integral at singular values)
and K ′ = K(k′r), where k
′
r =
√
1− k2r is the complementary singular modulus.
The Fourier expansion for the Jacobi elliptic function dn (see [3] p.51-53) is
dn(q, u) =
π
2K
+
2π
K
∞∑
n=1
qn
1 + q2n
cos(2nz), (6)
where z =
(
pi
2K
)
u lies in the strip |Im(z)| < pi2 Im(τ), τ = iK
′
K .
A very interesting connection between number theory and the theory of el-
liptic functions stems from Jacobi’s famous theorem (see [3]):
Theorem 1.(Jacobi)
If q = e−pi
√
r, r > 0, then
θ3(q) =
∞∑
n=−∞
qn
2
=
√
2K
π
. (7)
This theorem plays a key role in the theory of elliptic functions and we shall
use it here in our investigation of quadratic forms of general type. It is very
easy to see by setting u = 0 in (6), using dn(q, 0) = 1 and then multiplying both
sides of (6) by 2K/π, that
2K
π
= 1 + 4
∞∑
m=1
qm
1 + q2m
= 1 + 4
∞∑
m=1
qm
∞∑
l=0
(−1)lq2ml =
= 1 + 4
∞∑
m=1
∞∑
l=0
(−1)lq(2l+1)m.
Writing n = (2l + 1)m, d = 2l + 1, so l = (d − 1)/2, if d runs through the odd
divisors of n we have
2K
π
= 1 + 4
∞∑
n=1
 ∑
d−odd,d|n
(−1) d−12
 qn. (8)
2
We define δ0(n) = 1, if n = 0 and δ0(n) = 4
∑
d−odd,d|n(−1)
d−1
2 , if n ≥ 1. If
r(n) denotes the number of representations of n by the form
n = x2 + y2, (x, y ∈ Z),
then, if we consider the fact that
θ3(q)
2 =
∞∑
n=−∞
qn
2
∞∑
m=−∞
qm
2
=
∞∑
n,m=−∞
qn
2+m2 =
∞∑
n=0
r(n)qn
and apply Jacobi’s Theorem 1, we get
Theorem 2. (Jacobi [8])
For n = 1, 2, . . . we have
r(n) = 4
∑
d−odd, d|n
(−1) d−12 (9)
and r(0) = 1.
2 Generalizations of Jacobi’s two-square theo-
rem
Suppose we have two positive integers A,B, with gcd(A,B) = 1, and let rA,B(n)
denote the number of representations of n by the quadratic form
Ax2 + By2. (10)
Then
θ3
(
qA
)2
θ3
(
qB
)2
=
( ∞∑
n,m=−∞
qAn
2+Bm2
)2
=
( ∞∑
n=0
rA,B(n)q
n
)2
. (11)
But, also
θ3
(
qA
)2
θ3
(
qB
)2
=
( ∞∑
n=0
r(n)qnA
)( ∞∑
m=0
r(m)qmB
)
=
=
∞∑
n=0
( ∑
kA+lB=n
r(k)r(l)
)
qn. (12)
The linear Diophantine equation kA + lB = n has solutions for all n since
gcd(A,B) = 1|n.
3
We now introduce the transformation T , which assigns the Taylor coefficient
fn of a function f(q) to the Taylor coefficient
(√
f
)
n
of its square root
√
f(q),
i.e. (√
f
)
n
= T (fn). (13)
Hence √√√√1 + ∞∑
n=1
anqn = 1 +
∞∑
n=1
T (an)q
n. (14)
It is clear that if T (an) = bn, then bn can evaluated from the recursion
formula
an =
n∑
m=0
bmbn−m. (15)
Also another way to evaluate the transform T is using the Faa Di Bruno’s
Formula (see [1] p.823), which in this case is
T (fn) =
n∑
m=0
hm(f0)
′∑ n∏
j=1
f
aj
j
aj !
, (16)
where the prime on the summation means that we sum over all non-negative in-
tegers aj such that a1+2a2+3a3+ . . .+nan = n and a1+a2+a3+ . . .+an = m.
The function hm is hm(x) = (−1)mx1/2−m
(−1
2
)
m
, (a)m :=
Γ(a+m)
Γ(a) , where
m = 1, 2, . . .. But this evaluation is not so economical.
With the above notations we can proceed to
Theorem 3.
Given two positive integers A,B with gcd(A,B) = 1, the number of the repre-
sentations of n = 1, 2, . . . by the form Ax2 +By2 is exactly
rA,B(n) = T
( ∑
kA+lB=n
r(k)r(l)
)
. (17)
Note that rA,B(0) is obviously 1.
Proposition 1.
Given two positive integers A,B with gcd(A,B) = 1, the number of representa-
tions of n = 1, 2, . . . by the form Ax2 +By2 is exactly
rA,B(n) =
 1
n!
dn
dqn
√√√√ n∑
t=0
( ∑
kA+lB=t
r(k)r(l)
)
qt

q=0
. (18)
In the same way as above we can prove
4
Theorem 4.
If A1, A2, . . . , AN are positive integers such that gcd(A1, A2, . . . , AN ) = 1, the
number of the representations of n = 1, 2, . . . by the form
∑N
k=1Akx
2
k is exactly
r2(N,n) = T
( ∑
k1A1+k2A2+...+kNAN=n
r(k1)r(k2) . . . r(kN )
)
(19)
and also
r2(N,n) =
 1
n!
dn
dqn
√√√√ n∑
t=0
( ∑
k1A1+k2A2+...+kNAN=t
r(k1)r(k2) . . . r(kN )
)
qt

q=0
.
(20)
Proposition 2.
Consider the non-homogeneous quadratic form
Ax2 +By2 + Cx+Dy + E, (21)
with A,B positive integers, C,D,E general integers, gcd(A,B) = 1 and
C ≡ 0 mod(2A), D ≡ 0 mod(2B). Then n has exactly
rA,B
(
n+
C2
4A
+
D2
4B
− E
)
(22)
representations in (21).
Proof.
Write C = −2L1A and D = −2L2B. Then n = Ax2 + By2 + Cx +Dy + E is
equivalent to n = A(x − L1)2 + B(y − L2)2 − AL21 − BL22 + E and the num-
ber of representations of n in (21) is equal to the number of representation of
n+AL21 +BL
2
2 − E = n+ C
2
4A +
D2
4B − E, by Ax2 +By2. qed
Application 1.
Let A,B,C,D be as in Proposition 2, then
∞∑
n=−∞
qAn
2+Cn ·
∞∑
n=−∞
qBn
2+Dn = 2π−1q−n0K(kr)
√
mA,rmB,r, (23)
where n0 =
C2
4A +
D2
4B and q = e
−pi√r. The function mn,r =
K(kn2r)
K(kr)
is called
a multiplier (see [4] pg.136) and takes algebraic values when, n is a positive
integer and r is positive rational.
Proof.
From Proposition 2 we have
∞∑
n=−∞
qAn
2+Cn ·
∞∑
n=−∞
qBn
2+Dn =
∞∑
n,m=−∞
qAn
2+Bm2+Cn+Dm =
5
=∞∑
n=0
rA,B(n)q
n−n0 = q−n0
∞∑
n=0
rA,B(n)q
n = q−n0ϑ3(qA)ϑ3(qB) =
= q−n0
√
2K(kA2r)2K(kB2r)
π2
= q−n0
2K
π
√
mA,rmB,r.
Application 2.
The equation
k(Ax2 +By2 + Cx+Dy + E) + l = n, (24)
have r = rA,B
(
n−l
k +
C2
4A +
D2
4B − E
)
solutions.
In general if PN (x) =
∑N
k=0 akx
k is a polynomial with integer coefficients and
if exists exactly one integer n′ such that PN (n′) = n, then
PN
(
Ax2 +By2 + Cx +Dy + E
)
= n (25)
has
rA,B
(
n′ +
C2
4A
+
D2
4B
− E
)
(26)
integer solutions, (including 0).
Furthermore, if the equation PN (n
′) = n has integer solutions {n′1, n′2, . . . , n′s},
then the number of representations of n in (25) is
r =
s∑
i=1
rA,B
(
n′i +
C2
4A
+
D2
4B
− E
)
. (27)
Any non-integer solution n′ of PN (n′) = n leads to no representation (25) and
hence makes no contribution to the sum (27). All the above hold of course, with
the assumptions of Proposition 2.
3 Representations in cubic forms
In this section we give some formulas similar to Jacobi’s Theorem 2 for the
representations of a positive integer in cubic forms. The results of Section 2 can
generalized to higher order terms under certain conditions. Historically, there
are some results known regarding the cubic case. For example it is known that
the Diophantine equation
ax3 − by3 = n, (28)
for a, b, n integers, have a finite number of solutions (see [6]).
From the Fermat-Wiles theorem it is known that
x3 + y3 = z3, (29)
have only trivial solutions i.e. {x, 0, x} and {0, x, x}.
Also a result of Euler states that the equation
x3 + y3 = z2, (30)
6
admits a parametric solution in integers (see [5] p.578-579).
We proceed by stating and proving
Theorem 5.
The number representations of n in the form x3 + y3, (x, y positive integers) is
r+3 (n) =
∑
d|n
d3 − 4n = 0
1 + 2 ·
∑
d|n
d3 − 4n 6= 0
XN
(
d
2
− 1
2
√
−d2 + 4n/d
3
)
(31)
where XN(n) = 1 if n is positive integer and 0 otherwise.
Proof.
One has x3+y3 = (x+y)(x2−xy+y2). If we set u = x+y and v = x2−xy+y2,
x, y are given by
x =
1
6
(
3u−
√
−3u2 + 12v
)
, y =
1
6
(
3u+
√
−3u2 + 12v
)
.
Hence we get the necessary and sufficient conditions for u, v to determine an
integer n = uv that can be expressed as the sum of two cubes.
Remark. The quintic case is similar to the cubic. We have that the num-
ber of representations of n in the form x5 + y5 (x, y non-negative integers) is
r5(0) = 1 and if n positive integer
r5(n) =
∑
d|n
d5 − 16n = 0
1+2·
∑
d|n
d5 − 16n 6= 0
XN
5d−
√
−25d2 + 10√5d4 + 20nd
10
 ,
(32)
where XN is the characteristic function on the non-negative integers.
With the same arguments as in beginning of Section 2 we can use the same
operator (14) and state the following
Theorem 6.
Given two positive integers A,B with gcd(A,B) = 1, the number of the repre-
sentations of n ∈ N by the form Ax3 +By3, x, y > 0 is exactly
sA,B(n) = T
( ∑
kA+lB=n
r+3 (k)r
+
3 (l)
)
, (33)
where r+3 (n) is that of (31).
7
Proof.
Assume the function f(q) =
∑∞
n=1 q
n3 , then
f
(
qA
)2
f
(
qB
)2
=
( ∞∑
n=1
sA,B(n)q
n
)2
.
But also
f
(
qA
)2
f
(
qB
)2
=
( ∞∑
n=1
r+3 (n)q
nA
)( ∞∑
m=1
r+3 (m)q
mB
)
=
=
∞∑
n=1
( ∑
kA+lB=n
r+3 (k)r
+
3 (l)
)
qn.
Since gcd(A,B) = 1|n, we get the result. qed
Theorem 7.
If r3(n) is the number of representations of the integer n ≥ 1 in the form
x3 + y3 = n, (34)
where x, y are any integers, then
r3(n) =
∑
AB = n
A3 = 4n
1 + 2
∑
AB = n
4B − A2 = 3k2 > 0
A− k ≡ 0(2)
1. (35)
Or using divisor sums is
r3(n) =
∑
0 < d|n
d3 = 4n
1 + 2
∑
0 < d|n
4n/d− d2 = 3k2 > 0
d− k ≡ 0(2)
1. (36)
Proof.
Assume now the representation
x3 + y3 = (x+ y)(x2 − xy + y2) = n (37)
If x + y = u, and x2 − xy + y2 = v, then uv = n is the representation of n in
the form uv. Hence
x2 + y2 + 2xy = u2 and x2 + y2 − xy = v
Hence if we write
xy = s =
1
3
(u2 − v) and x2 + y2 = m = 1
3
(u2 + 2v), (38)
8
then
x+ y = ±√m+ 2s and x− y = ±√m− 2s. (39)
The x and y are integers iff m− 2s = k2 and m+ 2s = l2 and hence iff
2m = l2 + k2 and 4s = l2 − k2, (40)
with k, l both even or both odd. Then
x =
l + k
2
and y =
l − k
2
. (41)
We denote
L(n, s,m) :=
∑
−n ≤ x, y ≤ n
xy = s
x2 + y2 = m
1. (42)
The arithmetic function L(n, s,m), n, s,m ∈ N takes only the values 0, 2, 4 and
r3(n) =
1
2
∑
d|n
L
(
n2,
d2 − n/d
3
,
d2 + 2n/d
3
)
. (43)
Now if we assume that exist l, k ∈ Z such that
1
3
(d2 − n/d) = 1
4
(l2 − k2) and 1
3
(d2 + 2n/d) =
1
2
(l2 + k2), (44)
then: If k = 0⇔ m = 2s ⇔ d3 = 4n, we have 2 solutions, and if relations (42)
hold with k 6= 0, we have 4 solutions. Hence we can write:
r3(n) =
∑
d|n
d3 = 4n
1 + 2
∑
d|n, d3 6= 4n
2
3 (d
2 + 2n/d) = l2 + k2
4
3 (d
2 − n/d) = l2 − k2 ≥ 0
l − k ≡ 0(2)
1.
But since 23 (d
2 + 2n/d) + 43 (d
2 − n/d) = 2d2, we have l = d and we can write
r3(n) =
∑
d|n
d3 = 4n
1 + 2
∑
d|n, d2 + 3k2 = 4n/d
d− k ≡ 0(2)
1
Finally
r3(n) =
∑
AB = n
A3 = 4n
1 + 2
∑
AB = n
4B − A2 = 3k2 > 0
A− k ≡ 0(2)
1.
qed
9
Next we will study third order theta functions of the form
φ(q) :=
∞∑
n=1
X(n)qn
3
, |q| < 1. (45)
We will try to answer questions such: How these functions can be treated? Can
these functions evaluated by simpler functions? Have these functions regulari-
ties such as the classical theta functions? Before proceeding to the theorems we
give some notations.
In what will follow we shall use the function XN(n) of Theorem 5 and we
will mean r3(n) = r
+
3 (n). If we set
x±d,n :=
d
2
±
√
∆d,n
2
, (46)
where ∆d,n = p(d, n/d), p(x, y) :=
4y−x2
3 , then
∞∑
n,m=1
X(n,m)qn
3+m3 =
∞∑
n=1
qn
∑
d|n,p(d,n/d)=0
X
(
d
2
,
d
2
)
+
+
∞∑
n=1
qn
∗∑
d|n
X
(
x−d,n, x
+
d,n
)
+
∞∑
n=1
qn
∗∑
d|n
X
(
x+d,n, x
−
d,n
)
. (47)
The asterisk ′′∗′′ in the sums means that only positive-integer values of x±d,n give
distribution in the sum, when d runs through all positive divisors of n i.e.
∗∑
d|n
f(d, n/d) :=
∑
d|n,p(d,n/d) 6=0
XN
(
x−d,n
)
XN
(
x+d,n
)
f(d, n/d) =
=
∑
d|n
p(d, n/d) 6= 0
XN
(
x−d,n
)
f(d, n/d) =
=
∑
d|n
p(d, n/d) = k2 6= 0
2 ≤ d− k ≡ 0(2)
f(d, n/d). (48)
1) When the arithmetic function X(n,m) is antisymmetric i.e. X(n,m) =
−X(m,n), then sum (45) is zero.
2) When X(n,m) is symmetric, then
∞∑
n,m=1
X(n,m)qn
3+m3 =
∞∑
n=1
qn
∑
d|n,p(d,n/d)=0
X
(
d
2
,
d
2
)
+
10
+2
∞∑
n=1
qn
∗∑
d|n
X
(
x−d,n, x
+
d,n
)
. (49)
Hence if we denote with
SymX(n,m) :=
X(n,m) +X(m,n)
2
, (50)
the symmetric part of X(n,m), then in general holds
∞∑
n,m=1
X(n,m)qn
3+m3 =
∞∑
n=1
qn
∑
d|n,p(d,n/d)=0
X
(
d
2
,
d
2
)
+
+2
∞∑
n=1
qn
∗∑
d|n
SymX
(
x−d,n, y
+
d,n
)
.
Hence we get the next formula
Theorem 8.
Assume that X(n,m) is any double arithmetic function, then we have
∞∑
n,m=1
X(n,m)qn
3+m3 =
∞∑
n=1
qn
∑
d|n
p(d, n/d) = 0
X
(
d
2
,
d
2
)
+
+2
∞∑
n=1
qn
∑
d|n,p(d,n/d) 6=0
XN
(
x−d,n
)
SymX
(
x−d,n, x
+
d,n
)
=
=
∞∑
n=1
qn
∑
AB = n
A3 = 4n
X
(
A
2
,
A
2
)
+
+2
∞∑
n=1
qn

∑
AB = n
4B − A2 = 3k2 6= 0
2 ≤ A− k ≡ 0(2)
SymX
(
A− k
2
,
A+ k
2
)
 , (51)
where ∆d,n =
4
3n/d− 13d2 = p(d, n/d) = k2.
Now if X(n,m) = n2− (m+ 1)2, then SymX(n,m) = −(m+ n+1) and we
have ∞∑
n,m=1
(
n2 − (m+ 1)2) qn3+m3 =
11
−
∞∑
n=1
qn
 ∑
d|n,4n/d−d2=0
1
− ∞∑
n=1
qn
 ∑
d|n,4n/d−d2=0
d
−
−2
∞∑
n=1
qn
∗∑
d|n
(
1 + x−d,n + x
+
d,n
)
=
−
∞∑
n=1
qn
 ∑
d|n,4n/d−d2=0
1
− ∞∑
n=1
qn
 ∑
d|n,4n/d−d2=0
d
−
−2
∞∑
n=1
qn
∗∑
d|n
(1 + d) =
−
∞∑
n=1
qn
 ∑
d|n,4n/d−d2=0
1
− ∞∑
n=1
qn
 ∑
d|n,4n/d−d2=0
d
−
−2
∞∑
n=1
d∗(n)qn − 2
∞∑
n=1
σ∗1(n)q
n,
where
σ∗ν(n) =
∗∑
d|n
dν =
∑
d|n
p(d, n/d) = k2 6= 0
2 ≤ d− k ≡ 0(2)
dν , (52)
is the divisor sigma function of order 3 and d∗(n) := σ∗0(n). Moreover there
holds
∞∑
n=1
qn
 ∑
d|n,4n/d−d2=0
1
 = ∞∑
n=1
q2n
3
. (53)
and
∞∑
n=1
qn
 ∑
d|n,4n/d−d2=0
d
 = ∞∑
n=1
2nq2n
3
. (54)
Hence if we set
s0(n) :=
∑
d|n,4n/d−d2=0
1, (55)
and
s1(n) :=
∑
d|n,4n/d−d2=0
d, (56)
then
s0(2n) = X3(n) and s1(2n) = 2
3
√
nX3(n), (57)
where Xν(n) is the characteristic function on the positive powers of ν i.e.
Xν(n) = 1 if exists m ∈ N : n = mν and 0 else.
12
Theorem 9.
If we denote
sν(n) :=
∑
d|n,4n/d−d2=0
dν (58)
then ∞∑
n=1
2νnνq2n
3
=
∞∑
n=1
sν(n)q
n. (59)
By these arguments also follows:
d∗(n) = σ∗0(n) =
∗∑
d|n
1 =
1
2
(r3(n)− s0(n)) = 1
2
(
r3(n)−X3
(n
2
))
Hence for example if we write
∞∑
n,m=1
(n2 − (m+ 1)2)qn3+m3 =
∞∑
n=1
A(n)qn,
then
A(n) = −s0 (n)− s1(n)− 2d∗(n)− 2σ∗1(n) =
= −r3(n)− s1(n)− 2σ∗1(n). (60)
But also ∞∑
n,m=1
(
n2 − (m+ 1)2) qn3+m3 =
= −
( ∞∑
n=1
qn
3
)2
−
( ∞∑
n=1
2nqn
3
)( ∞∑
n=1
qn
3
)
=
= −
∞∑
n=1
r3 (n) q
n +
∞∑
n=1
(
2n∑
k=1
s1(2n− k)s0(k)
)
qn. (61)
Hence from (58) and (59) we get
−r3(n)− s1(n)− 2σ∗1(n) = −r3(n)−
2n∑
k=1
s1(2n− k)s0(k),
and finally
Theorem 10.
If n ∈ N, then
σ∗0(n) =
1
2
(r3(n)− s0(n)) (62)
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and
σ∗1(n) = −
1
2
s1(n) +
1
2
2n∑
k=1
s1(2n− k)s0(k). (63)
In the case of
∞∑
n,m=1
(
n3 − (m+ 1)3) qn3+m3 = ∞∑
n=1
A(n)qn,
we have X(n,m) = n3 − (m+ 1)3 and
SymX(n,m) = −1− 3
2
(m2 +m)− 3
2
(n2 + n).
Then
∞∑
n,m=1
(
n3 − (m+ 1)3) qn3+m3 = − ∞∑
n=1
s0(n)q
n − 3
2
∞∑
n=1
s1(n)q
n−
−3
4
∞∑
n=1
s2(n)q
n − 2
∞∑
n=1
σ∗0(n)q
n − 3
∞∑
n=1
σ∗1(n)q
n−
−
∞∑
n=1
σ∗2(n)q
n − 2n
∞∑
n=1
σ∗−1(n)q
n. (64)
But also
∞∑
n,m=1
(
n3 − (m+ 1)3) q2n3+2m3 = (n3 −m3 − 3m2 − 3m− 1)q2n3+2m3 =
−3
4
( ∞∑
n=1
q2n
3
)( ∞∑
n=1
4n2q2n
3
)
− 3
2
( ∞∑
n=1
q2n
3
)( ∞∑
n=1
2nq2n
3
)
−
−
∞∑
n=1
r3(n)q
2n = −3
4
∞∑
n=1
(
2n∑
k=1
s2(2n− k)s0(k)
)
q2n−
−3
2
∞∑
n=1
(
2n∑
k=1
s1(2n− k)s0(k)
)
q2n −
∞∑
n=1
r3(n)q
2n. (65)
Hence equating both sides of (62) and (63), we get after simplifications
σ∗2(n) + 2nσ
∗
−1(n) = −r3(n) + s0(n)−
3
4
s2(n)− 3σ∗1(n). (66)
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Assume now that X(n,m) = nm, then SymX(n,m) = nm, X
(
k
2 ,
k
2
)
= k
2
4 and
SymX
(
x−d,n, x
+
d,n
)
= d
2
3 − 13 nd . Therefore
∞∑
n,m=1
X(n,m)q2n
3+2m3 =
1
4
( ∞∑
n=1
2nq2n
3
)2
=
1
4
∞∑
n=1
q2n
2n∑
k=1
s1(2n− k)s1(k).
(67)
Also ∞∑
n,m=1
X(n,m)q2n
3+2m3 =
=
1
4
∞∑
n=1
q2n
∑
d|n,4n/d−d2=0
d2 +
2
3
∞∑
n=1
σ∗2(n)q
2n − 2
3
∞∑
n=1
nσ∗−1(n)q
2n. (68)
Hence equating parts of (65) and (66) we get
1
4
2n∑
k=1
s1(2n− k)s1(k) = 1
4
s2(n) +
2
3
σ∗2(n)−
2n
3
σ∗−1(n). (69)
Solving the system of (64),(67) we get the next
Theorem 11.
σ∗2(n) =
1
4
2n∑
k=1
s1(2n− k)s1(k) + 1
2
2n∑
k=1
s1(2n− k)s0(k)+
+
1
4
2n∑
k=1
s2(2n− k)s0(k) + 1
3
r3(n)− 1
3
s0(n)− 1
2
s1(n)−
−1
2
s2(n)− 2
3
σ∗0(n)− σ∗1(n). (70)
and
σ∗−1(n) = −
1
8n
2n∑
k=1
s1(2n− k)s1(k) + 1
2n
2n∑
k=1
s1(2n− k)s0(k)+
+
1
4n
2n∑
k=1
s2(2n− k)s0(k) + 1
3n
r3(n)− 1
3n
s0(n)− 1
2n
s1(n)−
− 1
8n
s2(n)− 2
3n
σ∗0(n)−
1
n
σ∗1(n). (71)
If X(n,m) = (−1)n+m, then from Theorem 8 we get
∞∑
n,m=1
(−1)n+mqn3+m3 =
( ∞∑
n=1
(−1)nqn3
)2
=
15
=∞∑
n=1
qn
 ∑
d|n,4n/d−d2=0
(−1)d
+ 2 ∞∑
n=1
qn
∗∑
d|n
(−1)d =
=
∞∑
n=1
qnX3
(n
2
)
+ 2
∞∑
n=1
qn
 ∑
d|n,4n/d−d2 6=0
XN
(
x−d,n
)
(−1)d
 =
=
∞∑
n=1
qnX3
(n
2
)
+ 2
∞∑
n=1
(−1)nqn
 ∑
d|n,4n/d−d2 6=0
XN
(
x−d,n
) =
=
∞∑
n=1
d3(n)q
n +
∞∑
n=1
(−1)n (r3(n)− d3(n)) qn =
= 2
∞∑
n=0
d3(2n+ 1)q
2n+1 +
∞∑
n=1
(−1)nr3(n)qn =
∞∑
n=1
(−1)nr3(n)qn,
since d3(2n+ 1) = 0 for all integers n ≥ 0. Hence we get the next theorem.
Theorem 12.
If |q| < 1, then
∞∑
n,m=1
(−1)n+mqn3+m3 =
( ∞∑
n=1
(−1)nqn3
)2
=
∞∑
n=1
(−1)nr3(n)qn (72)
and ∗∑
d|n
(−1)d = (−1)n
∗∑
d|n
1 =
(−1)n
2
(r3(n)− d3(n)) . (73)
In general
∗∑
d|n
(−1)df(d) = (−1)n
∗∑
d|n
f(d), (74)
where
d3(n) =
∗∑
d|n
1 =
∑
d|n
p(d, n/d) = k2 6= 0
2 ≤ d− k ≡ 0(2)
1. (75)
Theorem 13.
If f(x) is analytic in R, then
f(x) =
∞∑
n=0
f (n)(0)
n!
xn
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and ∞∑
n=1
f(2n)q2n
3
=
∞∑
n=1
sf (n)q
n, (76)
where
sf (n) =
∑
d|n,4n/d−d2=0
f(d). (77)
Proof.
Easy.
Remark. Since the above theorem exist for all f(x) analytic in R it will
also hold for any arithmetic function f(n) : N→ C.
Theorem 14.
For all arithmetic functions f : N→ C, we have
1) If p, n,m, l ∈ N and (n,m) = 1, p 6= 2l3, then
sf (pn)sf (pm) = 0. (78)
2) For all n,m ∈ N, we have
sf(2nm) = Sf (n,m), (79)
where
Sf (n,m) =
{
f(2k), if ∃k ∈ N : nm = k3
0 else
}
. (80)
Theorem 15.
Suppose that f(n,w) is an arithmetic function of n ∈ N and also a complex
function of w, such that
f(n,w)f(m,w) = f(n+m,w), (81)
for all n,m ∈ N : (n,m) = 1 and for all w ∈ C. Then if
φ(w, q) =
∞∑
n=1
q2n
3
f(2n,w), (82)
we have
1)
φ(w, q)2 =
∞∑
l=1
q4l
3
f(4l, w) + 2
∞∑
l,t=1
q2l
3t
∑
d|t
p(d, t/d) = k2 6= 0
2 ≤ d− k ≡ 0(2)
f(2ld, w). (83)
2) ( ∞∑
n=1
qn
3
e2piinw
)2
=
∞∑
n=1
A(n,w)qn, (84)
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where
A(n,w) =
∑
d|n
p(d, n/d) = 0
e2piidw + 2
∑
d|n
p(d, n/d) = k2 6= 0
2 ≤ d− k ≡ 0(2)
e2piidw. (85)
Proof.
1) It holds
φ(w, q) :=
∞∑
n=1
q2n
3
f(2n,w) =
∞∑
n=1
qnsf (n,w). (86)
Using Theorem 13 we have
φ(w, q)2 =
∞∑
n,m=1
qn+msf (n,w)sf (m,w) =
=
∞∑
k=1
∑
n,m ≥ 1
(n,m) = 1
q(n+m)ksf(nk,w)sf (mk,w) =
=
∑
l, n,m ≥ 1
(n,m) = 1
q2l
3n+2l3msf (2l
3n,w)sf (2l
3m,w) =
=
∞∑
l=1
∑
n,m ≥ 1
(n,m) = 1
q2l
3(n+m)sf (2l
3n,w)sf (2l
3m,w) =
=
∞∑
l,t=1
q2l
3t
∑
n+m = t
(n,m) = 1
sf (2l
3n,w)sf (2l
3m,w) =
=
∞∑
l,t=1
q2l
3t
∑
n3 +m3 = t
(n,m) = 1
f(2ln, w)f(2lm,w) =
=
∞∑
l,t=1
q2l
3t
∑
n3 +m3 = t
(n,m) = 1
f(2l(n+m), w) =
=
∞∑
l=1
q4l
3
f(4l, w) + 2
∞∑
l,t=1
q2l
3t
∑
d|t
p(d, t/d) = k2 6= 0
2 ≤ d− k ≡ 0(2)
(d/2− k/2, d/2 + k/2) = 1
f(2ld, w) =
18
=∞∑
l=1
q4l
3
f(4l, w) + 2
∞∑
l,t=1
q2l
3t
∑
d|t
p(d, t/d) = k2 6= 0
2 ≤ d− k ≡ 0(2)
f(2ld, w).
2) Applying Theorem 8 with X(n,m) = f(n)f(m), f(n) = e2piinw, X(n,m) =
e2pii(n+m)w, SymX(n,m) = e2pii(n+m)w, SymX(x−d,n, x
+
d,n) = e
2piidw, we get( ∞∑
n=1
qn
3
e2piinw
)2
=
∞∑
n=1
qn
∑
d|n,p(d,n/d)=0
e2piidw+
+2
∞∑
n=1
qn
∑
d|n, p(d, n/d) 6= 0
XN
(
x−d,n
)
e2piidw.
qed
Assume now the function
h(k, u, v) :=
∑
1 ≤ n,m ≤ k
n +m = u
n2 − nm +m2 = v
1. (87)
If f(n,w)f(m,w) = f(n+m,w), for all n,m ∈ N and
φ(w, q) =
∞∑
n=1
qn
3
f(n,w), (88)
then
φ(w, q)2 =
∞∑
n,m=1
qn
3+m3f(n,w)f(m,w) =
=
∞∑
n,m=1
q(n+m)(n
2−nm+m3)f(n,w)f(m,w) =
=
∞∑
u,v=1
quv
∑
1 ≤ n,m ≤ uv
n+m = u
n2 − nm+m2 = v
f(n,w)f(m,w) =
=
∞∑
k=1
qk
∑
uv=k
∑
1 ≤ n,m ≤ uv
n+m = u
n2 − nm+m2 = v
f(n,w)f(m,w).
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Hence
φ(w, q)2 =
∞∑
k=1
qk
∑
uv=k
∑
1 ≤ n,m ≤ k
n+m = u
n2 − nm+m2 = v
f(n+m,w) =
=
∞∑
k=1
qk
∑
uv=k
∑
1 ≤ n,m ≤ k
n+m = u
n2 − nm+m2 = v
f(u,w) =
=
∞∑
k=1
qk
∑
d|k
f(d, w)
∑
1 ≤ n,m ≤ k
n +m = d
n2 − nm+m2 = k/d
1 =
=
∞∑
k=1
qk
∑
d|k
f(d, w)h(k, d, k/d).
Hence we get the next
Theorem 16.
If |q| < 1 and w ∈ C and
φ(w, q) =
∞∑
n=1
qn
3
e2piinw, (89)
then
φ(w, q)2 =
∞∑
n=1
qn
∑
d|n
e2piidwh(n, d, n/d), (90)
where
h(k, u, v) :=
∑
1 ≤ n,m ≤ k
n +m = u
n2 − nm +m2 = v
1. (91)
Also
Theorem 17.
There holds ∑
d|n
h(n, d, n/d) = r3(n). (92)
More general for any arithmetical function f(n) : N→ C we have∑
d|n
f(d)h(n, d, n/d) =
∑
AB = n
A3 − 4n = 0
f(A) + 2
∑
AB = n
4B − A2 = 3k2 > 0
2 ≤ A− k ≡ 0(2)
f(A) (93)
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and if |q| < 1, then
∞∑
n,m=1
f(n+m)qn
3+m3 =
∞∑
n=1
qn
∑
d|n
f(d)h(n, d, n/d) =
=
∞∑
n=1
qn
∑
AB = n
A3 − 4n = 0
f(A) + 2
∞∑
n=1
qn
∑
AB = n
4B − A2 = 3k2 > 0
2 ≤ A− k ≡ 0(2)
f(A). (94)
More general if χA(n,m) is a characteristic function on a subset A of N ×N,
then
∞∑
n,m=1
χA(n,m)f(n+m)q
n3+m3 =
∞∑
n=1
qn
∑
d|n
f(d)hχA(n, d, n/d), (95)
where
hχA(k, u, v) :=
∑
1 ≤ n,m ≤ k
n+m = u
n2 − nm+m2 = v
n,m ∈ A
1. (96)
Application 3.
1) For any arithmetical function f(n) we have
∑
n,m ≥ 1
(n,m) = 1
f(n+m)qn
3+m3 =
∞∑
n=1
qn
∑
d|n
f(d)h∗(n, d, n/d), (97)
where
h∗(k, u, v) =
∑
1 ≤ n,m ≤ k
n+m = u
n2 − nm+m2 = v
(n,m) = 1
1. (98)
2) Assume that f(n) is exponential arithmetic function in N i.e. such that
f(0) = 1 and
f(n+m) = f(n)f(m), whenever (n,m) = 1, n,m ∈ N. (99)
Then ∑
n,m ≥ 1
(n,m) = 1
f(n)f(m)qn
3+m3 =
∞∑
n=1
qn
∑
d|n
f(d)h∗(n, d, n/d), (100)
Actually
∑
d|n h(n, d, n/d) = r3(n) are the representations of n as a sum of
two natural cubes and
∑
d|n h
∗(n, d, n/d) is the representation of n into two
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natural cubes prime each other. Of course the set of natural numbers is N =
{1, 2, 3, . . .}.
Assume the theta function
θa,b(χ, q) =
∞∑
n=1
χ(n)qan
2+bn. (101)
We are going to evaluate its power series coefficients. For simplicity we assume
X(n,m) is such that X(n, n) = χ(n) and δn,m is 1, if n = m and 0 else. Then
θa,b(χ, q) =
∞∑
n,m=1
X(n,m)δn,mq
n(am+b).
Hence
θa,b(χ, q) =
∞∑
n=1
qn
∑
d|n
XZ
(
n/d− b
a
)
X
(
d,
n/d− b
a
)
δd,(n/d−b)/a. (102)
Consequently if a, b are integers such a > 0, then
θa,b(χ, q) =
∞∑
n=1
qn
∑
d|n
ad2 + bd = n
χ(d). (103)
In general
Theorem 18.
If ak, k = 1, 2, . . . , ν are integers and aν > 0, then for the polynomial
P (x) =
ν∑
k=1
akx
k,
we have ∞∑
n=1
χ(n)qP (n) =
∞∑
n=1
qn
∑
0 < d|n
P (d) = n
χ(d), |q| < 1. (104)
Hence
Theorem 19.
Assume P (x) is polynomial as in Theorem ?. The problem of finding, for a
given positive integer n, the number of solutions of the equation
P (x) = n, (105)
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with x positive integer, reduces to evaluate∑
0 < d|n
P (d) = n
1. (106)
If for the given integer n > 0, the sum (105) is zero, then we have no positive
integer solution of P (x) = n.
Theorem 20.
Assume that aj ∈ Z, j = 1, 2, . . . , ν with ν even and aν > 0. Also
P (x) =
ν∑
k=1
akx
k (107)
is a polynomial with P (0) = 0 in Z and P (1) ≥ 0. If we define R1(n) such that
∞∑
n=−∞
χ(n)qP (n) = R1(0) +
∞∑
n=1
R1(n)q
n, (108)
then R1(0) = χ(0)r0, where r0 are the number of solutions of P (n) = 0. Further
for n 6= 0, we have
R1(n) =
∑
0 < d|n
P (d) = n
χ(d) +
∑
0 > d|n
P (d) = n
χ(d) =
∑
d 6= 0, abs(d)|n
P (d) = n
χ(d). (109)
Corollary 21.
If a, b are integers with a > 0 and a+ b ≥ 0, then for |q| < 1, we have
∞∑
n=−∞
χ(n)qan
2+bn = χ(0)r0 +
∞∑
n=1
qn
∑
d 6= 0, abs(d)|n
ad2 + bd = n
χ(d), (110)
where r0 is the number of solutions of an
2 + bn = 0.
Theorem 22.
Assume P1(x), P2(x) are polynomials as in Theorem ? and P1(1) ≥ 0, P2(1) ≥ 0.
Then the number of representations of a positive integer n in the form
P1(x) + P2(y) = n, x, y ∈ Z (111)
is
R12(n) =
n∑
l=0
R1(l)R2(n− l), n = 1, 2, . . . , (112)
where
R{1,2}(n) =
∑
d 6= 0, abs(d)|n
P{1,2}(d) = n
1, when n = 1, 2, . . . (113)
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and R1(0) = r01, R2(0) = r02 are the number of integer solutions of P1(n) = 0
and P2(n) = 0 respectively.
Application 4.
Assume the form
ax4 + ay4 + bx3 + by3 = n, (114)
with a, b both integers with a > 0 and a+ b ≥ 0. Then if we set
R1(n) =
∑
d 6= 0, abs(d)|n
ad4 + bd3 = n
1, when n = 1, 2, . . . (115)
and R1(0) = r01, the number of representations of n in (113) is
R2(n) =
n∑
l=0
R1(n− l)R1(l), n = 0, 1, 2, . . . (116)
We now assume the form
a1x
4 + b1x
3 + a2y
4 + b2y
3, (117)
with a1, a2, b1, b2 integers, a1, a2 positive and a1+b1, a2+b2 non negative and set
P1(x) = a1x
4+ b1x
3, P2(x) = a2x
4+ b2x
3. Then the number of representations
of n in (116) is
n∑
l=0
R1(l)R2(n− l), (118)
where
R{1,2}(n) =
∑
d 6= 0, abs(d)|n
P{1,2}(d) = n
1, when n = 1, 2, . . . (119)
and R{1,2}(0) = r0{1,2} is the number of solutions of a{1,2}n4 + b{1,2}n3 = 0
respectively.
Remark. We can assume also different type of polynomials P1, P2. For ex-
ample we can take P1(x) = a1x
4 + b1x
3 + c1x and P2(x) = a2x
6 + b2x
3. The
representation theorem will holds if a1, a2, b1, b2, c1 are integers with a1, a2 pos-
itive and P1(1) ≥ 0, P2(1) ≥ 0. Also R1(0) = r01 are the number of distinct
roots of a1n
4 + b1n
3 + c1n = 0 and R2(0) = r02 the number of distinct roots of
a2n
6 + b2n
3 = 0. The representation form is
a1x
4 + b1x
3 + c1x+ a2y
6 + b2y
3 (120)
For more restricted forms we have evaluations like:
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Theorem 23.
For n > 0 define
L1(n) :=
∑
d 6= 0, abs(d)|n
adν = n
1 and L2(n) :=
∑
d 6= 0, abs(d)|n
bdk = n
1. (121)
For n = 0 we set L1(0) = L2(0) = 1. Then the number of representations of n
into
axν + byk = n, x, y integers, (122)
with ν, k positive even and a, b > 0 is
R2(n) =
n∑
l=0
L1(l)L2(n− l). (123)
Theorem 24.
Assume the form
P1(x) + P2(y), x, y ∈ N. (124)
When P{1,2}(x) are polynomials of degree ν{1,2} > 0 not necessary even and
aν{1,2} > 0, P{1,2}(1) > 0, we can find the number of representations of n ∈ N
in (123) when x, y positive integers. Let
R{1,2}(n) =
∑
d > 0, d|n
P{1,2}(d) = n
1. (125)
Then the representations are
R12(n) =
n∑
l=1
R1(l)R2(n− l). (126)
4 A fundamental formula for the complex inte-
gration
Proposition 3.
If x is positive real number and f is analytic in (−1, 1) with f(0) = 0, then
exp
(∫ x
+∞
f(e−t)dt
)
=
∞∏
n=1
(1− e−nx)
1
n
∑
d|n
f(d)(0)
d! µ(
n
d ), (127)
where µ is the Moebius-µ arithmetic function (see [17]) and take the values
(−1)r when n square free and product of r primes, else is 0. Also µ(1) = 1.
Proof.
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Because f(0) = 0 and f analytic in (−1, 1), the integral ∫ x
+∞ f(e
−t)dt exists for
every x > 0. We assume that exists arithmetic function X(n) such that:
exp
(∫ x
+∞
f(e−t)dt
)
=
∞∏
n=1
(1 − e−nx)X(n). (128)
We will determinate this function X .
Taking logarithms in both sides of (127) we have∫ x
+∞
f(e−t)dt =
∞∑
n=1
X(n) log(1− e−nx) = −
∞∑
n=1
X(n)
∞∑
m=1
e−mx
m
=
= −
∞∑
n,m=1
X(n)n
e−mnx
mn
= −
∞∑
n=1
e−nx
n
∑
d|n
X(d)d. : (A)
Derivating (A) we get
f(x) =
∞∑
n=1
e−nx
∑
d|n
X(d)d. : (B)
But from analytic property of f in (−1, 1) we have
f(x) =
∞∑
n=1
f (n)(0)
n!
xn
and consequently
f(e−x) =
∞∑
n=1
f (n)(0)
n!
e−nx.
Therefore from (B) and the above relation it must be
f (n)(0)
n!
=
∑
d|n
X(d)d.
By applying the Moebius inversion theorem (see [17]) we get
X(n) =
1
n
∑
d|n
f (d)(0)
d!
µ
(n
d
)
.
This completes the proof.
Corollary 25.
Let |q| < 1, then
e−f(q) =
∞∏
n=1
(1− qn)
1
n
∑
d|n
f(d)(0)
Γ(d)
µ(nd ) . (129)
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Proof.
Setting where f
(n)(0)
n! =
f
(n)
1
(0)
n! n and using Proposition 3, we get immediately
the result.
Theorem 26.
If f : N→ N, then
exp
( ∞∑
n=1
χ(n)qf(n)
)
=
∞∏
n=1
(1− qn)−X(n) , |q| < 1, (130)
where
X(n) =
1
n
∑
1 ≤ k ≤ n
f(k)|n
χ(k)f(k)µ (n/f(k)) . (131)
Provided that both parts of (102) converge.
Proof.
Assume an arbitrary arithmetical function χ(m) and the characteristic function
Xf (m), such that Xf (m) = 1 if m ∈ N is of the form m = f(n) and otherwise
Xf (m) = 0. Then
exp
( ∞∑
n=1
χ (f(n)) qf(n)
)
= exp
( ∞∑
m=1
χ(m)Xf (m)q
m
)
=
∞∏
n=1
(1− qn)−Y (n),
where
Y (n) =
1
n
∑
d|n
χ(d)Xf (d)dµ (n/d) =
1
n
∑
f(d)|n
χ(f(d))f(d)µ (n/f(d)) .
Hence
exp
( ∞∑
n=1
χ (f(n)) qf(n)
)
=
∞∏
n=1
(1− qn)−1/n
∑
f(d)|n
χ(f(d))f(d)µ(n/f(d))
. (132)
Since χ(n) is arbitrary, we can replace χ(f(n)) with χ(n). Hence the result
follows, provided that both parts of (129) are convergent.
Theorem 27.
The inversion formula for the Dirichlet sum (130) read as:
If f : N→ N, f increasing and
X(n) =
1
n
∑
1 ≤ d ≤ n
f(d)|n
χ(d)f(d)µ (n/f(d)) , (133)
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then
1
n
∑
d|n
X(d)d =
{
χ
(
f (−1)(n)
)
, if f (−1)(n) ∈ N
0, otherwise
}
(134)
and the opposite. Also
X(n) =
1
n
∑
0 < d|n
f(−1)(d) ∈ N
χ
(
f (−1)(d)
)
dµ(n/d). (135)
Theorem 28.
Assume that f(n) : N → N, with f increasing and χ(n) any arithmetical
function, then
exp
( ∞∑
n=1
χ(n)qf(n)
)
=
∞∏
n=1
(1− qn)−X(n) , (136)
where
X(n) =
1
n
∑
0 < d|n
f(−1)(d) ∈ N
χ
(
f (−1)(d)
)
dµ(n/d). (137)
More generally we have the next
Theorem 29.
If f(n) : N→ N is any integer value arithmetical function with lim f(n) = +∞
and f (−1)(n) is its inverse, in the sense f
(
f (−1)(n)
)
= n, then if also |q| < 1:
exp
 ∞∑
n=1
χ(n)
∞∑
l=1
qlf(n)
l
∑
d|l
g(d)
 =
= exp

∞∑
n=1
qn
n
∑
0 < d|n
f(−1)(d) ∈ N
χ
(
f (−1)(d)
)
d
∑
d1|(n/d)
g(d1)
 =
=
∞∏
n=1
(1− qn)−X(n) , (138)
where
X(n) =
1
n
∑
1 ≤ d ≤ n
f(d)|n
χ(d)f(d)g (n/f(d)) =
=
1
n
∑
0 < d|n
f(−1)(d) ∈ N
χ
(
f (−1)(d)
)
dg (n/d) . (139)
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Proposition 4.
exp
( ∞∑
n=1
χ(n)
qf(n)
1− qf(n)
)
=
∞∏
n=1
(1− qn)−X(n) , |q| < 1, (140)
where
X(n) =
1
n
∑
1 ≤ k ≤ n
f(−1) (gcd(n, k)) ∈ N
χ
(
f (−1) (gcd (n, k))
)
gcd(n, k). (141)
Proof.
Set g(n) = φ(n) in Theorem 28, where φ(n) is the Euler-Totient function, then
use the identities
∑
d|n φ(d) = d and
n∑
k=1
f(gcd(n, k)) =
∑
d|n
f(d)φ(n/d). (142)
Example.
If χ(n) =
(
n
5
)
and f(n) = n2 + n, then
f (−1)(n) =
1
2
(−1 +√1 + 4n)
and
exp
( ∞∑
n=1
χ(n)
qn
2+n
1− qn2+n
)
=
∞∏
n=1
(1− qn)−X(n) ,
where
X(n) =
1
n
n∑
k=1
gcd(n, k)
(
1
2
(−1 +
√
1 + 4gcd(n, k))|5
)
and for k integer
(n|k) :=
{ (
n
k
)
, if n integer
0, if n not integer
}
.
Application 5.
i) If g(n) = n, then
exp
 ∞∑
n=1
qn
∑
d|n
σ1(d)
d
χ
(
f (−1) (n/d)
) = ∞∏
n=1
(1− qn)−X(n) , (143)
where
X(n) =
∑
f(d)|n
χ(d). (144)
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In particular if f(x) = x2, then
exp
 ∞∑
n,l=1
qln
2
l
χ(n)σ1(l)
 = ∞∏
n=1
(1− qn)−X(n) , (145)
where
X(n) =
∑
d2|n
χ(d). (146)
In case of χ(n) = µ(n), we have∑
d2|n
µ(d) = |µ(n)|. (147)
This leads to
exp
 ∞∑
n,l=1
qn
2l
l
µ(n)σ1(l)
 = ∞∏
n=1
(1− qn)−|µ(n)| . (148)
Hence
exp
 ∞∑
n,l=1
qn
2l
l
µ(n)σ1(l)
 = ∏
a ≥ 1
a = squarefree
1
1− qa , |q| < 1. (149)
ii) Moreover if
Eν(z) = 1 +
2
ζ(1 − ν)
∞∑
m=1
σν−1(m)qm, (150)
are the classical Eisenstein series, then if g(n) = nν−1 and f(n) = n, χ(n)n →
χ(n), we get
exp
 ∞∑
n=1
qn
n
∑
0<d|n
χ(d)σν−1(n/d)
 = ∞∏
n=1
(1− qn)−X(n) , (151)
where
X(n) = 1/n
∑
d|n
χ(n/d)dν−1. (152)
Also one can easily get
exp
 ∞∑
n=1
qn
n2−ν
∑
d|n
χ(n/d)(n/d)2−ν
 = ∞∏
n=1
(1− qn)−X(n) , (153)
where
X(n) =
1
n
∑
d|n
χ(d)d
∑
d1|(n/d)
dν−11 µ
(
n/d
d1
)
. (154)
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Hence
exp
 ∞∑
n=1
qn
nν
∑
d|n
χ(d)dν−1
 =
=
∞∏
n=1
(1− qn)−1/n
∑
d|n
χ(d)
∑
d1|(n/d)
d1−ν1 µ
(
n/d
d1
)
. (155)
Setting the arithmetical function ha(n) to be
ha(n) =
∑
d|n
daµ
(n
d
)
, (156)
we get
Theorem 30.
If |q| < 1, we have
exp
 ∞∑
n=1
qn
nν
∑
d|n
χ(d)dν−1
 = ∞∏
n=1
(1− qn)−1/n
∑
d|n
χ(d)h1−ν(n/d)
(157)
But it is well known that
Theorem 31.
If χ(n) is Dirichlet character modulo N and k a positive integer such χ(−1) =
(−1)k, then the function
Gk,χ(z) = ck(χ) +
∞∑
n=1
qn
∑
d|n
χ(d)dk−1, q = e(z), Im(z) > 0 (158)
is a modular form of weight k in Mk (Γ0(N), χ). Here ck(χ) =
1
2L(1− k, χ) and
L(s) is the analytic continuation of L(s) =
∑∞
n=1 χ(n)n
−s.
Assuming the above two theorems we can get applications.
If Eν(z) denotes the Eisenstein series, then
E−ν(z) = 1 +
2
ζ(ν + 1)
∞∑
l=1
σν+1(l)
lν+1
ql (159)
and
1
2πi
∞∑
l=1
σν−1(l)
lν
ql =
ζ(ν − 1)
2
∫ z
i∞
(E2−ν(w) − 1)dw, ν 6= 1 (160)
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Hence
exp
 1
4πi
∞∑
n,l=1
µ(n)
qlf(n)
ns
σν−1(l)
lν
 =
= exp
(
1
2
ζ (ν − 1)
∞∑
n=1
µ(n)
ns
∫ zf(n)
i∞
[E2−ν (w)− 1] dw
)
=
= exp
(
1
2
ζ (ν − 1)
∞∑
n=1
µ(n)f(n)
ns
∫ z
i∞
[E2−ν (wf(n))− 1] dw
)
.
Now we use Theorem ? with χ(m) = µ(m)m−s and g(m) = m−ν+1, to get
exp
(
1
2
ζ (ν − 1)
∞∑
n=1
µ(n)f(n)
ns
∫ z
i∞
[E2−ν (wf(n))− 1] dw
)
=
=
∞∏
n=1
(1− qn)− 12piiX(n) , (161)
where
X(n) =
∑
1 ≤ d ≤ n
f(d)|n
µ(d)
ds
(n/f(d))
−ν
= n−ν
∑
1 ≤ d ≤ n
f(d)|n
µ(d)
ds
f(d)ν . (162)
Also with f(n) = nk, we get
Π = exp
 ∞∑
n,l=1
qln
k
l
µ(n)
ns
σ−ν+1(l)
 = ∞∏
n=1
(1− qn)−X(n) ,
where
X(n) =
∑
1 ≤ d ≤ n
dk|n
µ(d)
ds
(
n/dk
)−ν
= n−ν
∑
1 ≤ d ≤ n
dk|n
µ(d)dkν−s.
Set now
hν,k(n) =
∑
d|n
dνµk
(n
d
)
, (163)
with
µk(n) =
∑
dk|n
µ(d). (164)
Also set
µk,v(n) =
∑
dk|n
µ(d)
dv
. (165)
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Then using the identity σν(n) = n
νσ−ν(n), we get with s = kν + v:
Π = exp
 ∞∑
n,l=1
qn
kl
l
µ(n)
ns
l1−νσν−1(l)
 = exp
 ∞∑
n,l,y=1
qn
kly
l
µ(n)
nνknv
l1−νyν−1
 =
= exp
( ∞∑
n,x,y=1
qn
kxy
(xy)ν
µ(n)
nkνnv
xν−1
)
= exp
( ∞∑
n,x,y=1
q(n
ky)x
(nky)ν
µ(n)
xnv
)
=
= exp
 ∞∑
A,x=1
qAx
Aνx
∑
dk|A
µ(d)d−v
 .
Using definitions (163),(164) we finally get
Π = exp
 ∞∑
A,x=1
qAx
Aνx
µk,v(A)
 = exp
 ∞∑
n=1
qn
nν
∑
d|n
(n/d)ν−1µk,v(d)
 .
Hence
exp
 ∞∑
n=1
qn
n
∑
d|n
d
1
dν
µk,v
(n
d
) = ∞∏
n=1
(1− qn)−µk,v(n)/nν .
Finally we get
Lemma 32.
If |q| < 1, then for any k, ν ∈ N, s = kν + v holds
exp
 ∞∑
n,l=1
qn
kl
lν
µ(n)
ns
σν−1(l)
 = ∞∏
n=1
(1− qn)−µk,v(n)/nν . (166)
And as a generalization
exp
 ∞∑
n,l=1
qn
kl
lν
h(n)
ns
σν−1(l)
 = ∞∏
n=1
(1− qn)−ĥk,v(n)/nν , (167)
where
ĥk,v(n) =
∑
dk|n
h(d)
dv
. (168)
Hence the next general theorem rises
Theorem 33.
If |q| < 1, then for any arithmetical function f(n) holds
exp
 ∞∑
n,l=1
qn
kl
nvl
h(n)
∑
d|l
f(nkd)d
 = ∞∏
n=1
(1− qn)−ĥk,v(n)f(n) . (169)
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This theorem gives rise to the next more general
Theorem 34.
If |q| < 1, then
exp
 ∞∑
n,l=1
qg(n)l
l
h(n)
∑
d|l
f (g(n)d) d
 = ∞∏
n=1
(1− qn)−h˜g(n)f(n) , (170)
where
h˜g(n) =
∑
g(d)|n
h(d). (171)
Theorem 35.
There exists a function µ∗k(n) such that∑
d|n
µ∗k(d)µk(d) = 1n, ∀n, k ∈ N. (172)
Then
µ∗k(n)µk(n) = µ(n), ∀n, k ∈ N (173)
and µ∗k(n) can chosen to be independed of k i.e. µ
∗
k(n) = µ(n).
Remarks.
In general holds
exp
 ∞∑
n=1
qn
n
∑
d|n
f(d)
 = ∞∏
n=1
(1− qn)−f(n)/n .
Assume that f∗(n) is the arithmetic inverse of f(n) in the sense∑
d|n
f∗(d)f(d) = 1n, ∀n ∈ N, (174)
then
f∗(n)f(n) = µ(n). (175)
For example in case f(n) = λ(n) = λ2(n), then f
∗(n) = µ(n)2. Hence
λ2(n)µ(n)
2 = µ(n).
In general if (see Theorem ? below)
λν(n) =
∑
dν |n
µ
( n
dν
)
, ν = 2, 3, 4, . . . ,
34
then
λ∗ν(n) = µ (n)
2
and
λν(n)µ(n)
2 = µ(n).
Proposition 6.
If f : N→ N is any arithmetical function with the property
∀l, n ∈ N with l|n⇔ f(l)|f(n),
then from (161) setting where n→ f(n), we get
X (f(n)) = f(n)−ν
∑
d|n
µ(d)
ds
f(d)ν . (176)
Lemma 36.
Suppose f, χ, g, g1 are arithmetical functions with f, g1 : N → N, except for a
finite number of values where and f increasing, g1 non-decreasing. Then
P1 = exp
 ∞∑
n,l=1
qf(n)(l+g1(n))
l
χ(n)g(l)
 =
exp

∞∑
n=1
qn
∑
0 < d|n
fi(d) = integer ≥ 1
n/d− g1(fi(d)) ≥ 1
χ (fi(d))
n/d− g1 (fi(d))g (n/d− g1 (fi(d)))
 . (177)
Then also
P1 = exp

∞∑
n=1
qn
n
∑
0 < d|n
fi(d) ∈ N
n/d− g1 (fi(d)) ≥ 1
χ (fi(d)) dg (n/d− g1 (fi(d)))
×
× exp

∞∑
n=1
qn
n
∑
0 < d|n
fi(d) ∈ N
n/d− g1(fi(d)) ≥ 1
χ (fi(d)) g1 (fi (d)) d
n/d− g1 (fi(d)) g (n/d− g1 (fi(d)))
 .
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Set now
h(d, n) =
n
d
− g1 (fi(d)) . (178)
Then
P1 = exp

∞∑
n=1
qn
n
∑
0 < d|n
fi(d) ∈ N
h(d, n) ≥ 1
χ (d) f(d)g (h(d, n))
×
× exp

∞∑
n=1
qn
n
∑
0 < d|n
fi(d) ∈ N
h(d, n) ≥ 1
χ (d) f(d)g1 (d)
h(d, n)
g (h(d, n))
 .
Or equivalently
P1 = exp

∞∑
n=1
qn
n
∑
1 ≤ k ≤ n
h(k, n) ∈ N
χ (k) f(k)g (h(k, n))
×
× exp

∞∑
n=1
qn
n
∑
1 ≤ k ≤ n
h(k, n) ∈ N
χ (k) f(k)g1 (k)
h(k, n)
g (h(k, n))
 .
Even thought the cases χ(n) = (±1)n, g(l) = (±1)ll, f(n) = An + B, g1(n) =
Cn + D, A,B,C,D integers and A,C > 0, lead us to Lerch series which are
connected to Ramanujan’s mock theta functions, the cases of g(l) = l and χ(n)
any arithmetical function is a quite general and provide us with considerably
simplified forms. Hence in this case we have
Theorem 37.
∞∑
n=1
χ(n)
qf(n)g1(n)
1− qf(n) =
∞∑
n=1
qn
∑
0 < d|n
fi(d) = integer ≥ 1
n/d− g1(fi(d)) ≥ 0
χ (fi(d)) . (179)
Hence we can write
∞∑
n=1
χ(n)
qf(n)g1(n)
1− qf(n) =
∞∑
n=1
qn
∑
0 < d|n
f(d)|n
n ≥ f(d)g1(d)
χ (d) . (180)
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Now assume that f(x) = a1x + b1 and g1(x) = c1x + d1 are integer dinomials
with positive leading coefficients. Then
Theorem 38.
∞∑
n=1
χ(n)
q(a1n+b1)(c1n+d1)
1− qa1n+b1 =
∞∑
n=1
qn
∑
0 < d|n
(a1d + b1)|n
n ≥ (a1d+ b1)(c1d + d1)
χ (d) (181)
Theorem 39.
If z1, z2 are complex numbers inH (the upper half plane) and f(z) =
∑∞
n=0 anq
n,
q = e(z), homomorphic also in H, then
exp
(
2πi
∫ z2
z1
f(z)dz
)
=
∞∏
n=1
(
1− qn2
1− qn1
)−X(n)
, (182)
where qj = e(zj), j = 1, 2 and
X(n) =
1
n
∑
d|n
adµ
(n
d
)
. (183)
Example.
It is known that if q = e2piiz, Im(z) > 0 then
∞∑
n,m=−∞
qn
2+nm+m2 = 1 + 6
∞∑
n=1
qn
∑
d|n
(
d
−3
)
.
Hence from Theorem 39, we have
exp
(
2πi
∫ z2
z1
∞∑
n,m=−∞
e2piiz(n
2+nm+m2)dz
)
=
=
q2
q1
exp
6 ∞∑
n=1
qn2
n
∑
d|n
(
d
−3
)
− 6
∞∑
n=1
qn1
n
∑
d|n
(
d
−3
) =
=
q2
q1
∞∏
n=1
(
1− qn2
1− qn1
) 6
n(
n
−3 )
.
Hence
exp
(
2πi
∫ z2
z1
∞∑
n,m=−∞
e2piiz(n
2+nm+m2)dz
)
=
q2
q1
∞∏
n=1
(
1− qn2
1− qn1
) 6
n(
n
−3 )
. (184)
Corollary 40.
37
Assume that exists a function f(z) and constants k,N, ǫ such that for all z ∈ H
hold
exp
(
2πi
∫ −1/(Nz)
z
f (w) dw
)
= ǫzk. (185)
Further if ∫ z+1
z
f (w) dw = 0, (186)
then
exp
(
2πi
∫ z
c0
f(w)dw
)
(187)
is a modular form of weight k in Γ(N). Also (from Theorem 4) the function
φ(z) =
∞∏
n=1
(1− qn)−X(n), (188)
is modular form of weight k in Γ(N).
Taking the logarithms and derivating both sides of (185), we can write
f
(−1
Nz
)
1
Nz2
− f (z) = k
2πiz
.
Hence
f
(−1
Nz
) −1
Nz
+ zf (z) = − k
2πi
.
If we set
g(z) = −2πi
k
zf (z) , (189)
then
g
(−1
Nz
)
+ g(z) = 1. (190)
We can write
g
(
− 1√
Nz
)
+ g
(
z√
N
)
= 1 (191)
and if
h(z) = g
(
z√
N
)
, (192)
then
h
(
−1
z
)
+ h(z) = 1. (193)
Hence we get the next theorem.
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Corollary 41.
Let h(z) be a function such that for all z ∈ H we have
h
(−1
z
)
+ h(z) = 1,
h
(
z +
√
N
)
z +
√
N
=
h (z)
z
. (194)
Then the function
f(z) = − k
2πiz
h
(
z
√
N
)
(195)
have Fourier expansion
f(z) =
∞∑
n=0
anq
n, q = e(z), Im(z) > 0. (196)
If
X(n) =
1
n
∑
d|n
adµ
(n
d
)
, (197)
the function
φ(z) =
∞∏
n=1
(1− qn)−X(n) , (198)
is a modular form of weight k in a certain group Γ(N). Also holds the next
representation
φ(z) = exp
(
2πi
∫ z
i∞
f(w)dw
)
. (199)
Example.
Assume that
E4(z) = q
A
∞∏
n=1
(1− qn)−X(n) . (200)
For to evaluate A and X(n), we write M(q) = E4(z) = exp (f(q)), then from
(see [22] pg.330):
q
dM
dq
=
LM −N
3
and
J ′(q)
J(q)
= − N
qM
,
we get
M ′(q)
M(q)
=
L
3q
− N
3qM
=
L
3q
+
J ′(q)
3J(q)
,
where j(z) = J(q), q = e(z), Im(z) > 0. Hence writing
M ′(q)
M(q)
=
∞∑
n=1
An−1qn,
39
we have
An =
1
3
cn − 8σ1(n+ 1), (201)
where cn are the series coefficients of J
′(q)/J(q). Hence
M(q) = exp
( ∞∑
n=1
An−1
qn
n
)
=
∞∏
n=1
(1− qn)−X(n) ,
where
−X(n) = 1
n
∑
d|n
Ad−1µ
(n
d
)
= 8− 1
3n
∑
d|n
cd−1µ
(n
d
)
.
Hence
E4(z) =
∞∏
n=1
(1− qn)8−
1
3n
∑
d|n
cd−1µ(n/d) . (202)
Example.
Assume that X(n) = 1 and A = 1/24, then φ(z) = η(z), where η(z) =
q1/24
∏∞
n=1 (1− qn) is the Dedekind eta function. This function have modu-
lar properties. i.e If ad − bc = 1, then exist ǫ = ǫ(a, b, c, d) and ǫ24 = 1 such
that
η(σ(z)) = ǫ(a, b, c, d)(cz + d)1/2η(z), ∀z ∈ H.
Hence if we assume the function
f(z) =
∞∑
n=1
σ1(n)q
n, q = e(z), Im(z) > 0,
then
X(n) = 1 =
1
n
∑
d|n
σ1(n)µ(n/d)
and ψ(z) = exp [2πi(z/24− F (z))], where F ′(z) = f(z), behaves exactly as η(z)
i.e. is a modular form of weight 1/2 and
ψ(σ(z)) = ǫ(a, b, c, d)(cz + d)1/2ψ(z), ∀z ∈ H.
Actually it is
η(z) = exp [2πi (z/24− F (z))] .
Hence in better detail
exp
(
2πi
∫ z2
z1
E2(z)dz
)
=
∆(z2)
∆(z1)
, (203)
where ∆(z) = η(z)24.
More generally if ν is even positive integer and
Fν(z) = − 1
2πi
2ν
Bν
∞∑
n=1
σν−1(n)
qn
n
,
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then
z2 + F2ν(z2)− (z1 + F2ν(z1)) =
∫ z2
z1
E2ν(z)dz
and
q2
q1
∞∏
n=1
(
1− qn2
1− qn1
)4n2ν−2ν/B2ν
= exp
(
2πi
∫ z2
z1
E2ν(z)dz
)
, (204)
since
1
n
∑
d|n
σν−1(d)µ
(n
d
)
= nν−2.
Theorem 42.
If φ(z) is a modular form of weight k and index N i.e. in Γ(N). Then for the
function
g(z) = − z
k
φ′(z)
φ(z)
(205)
holds
g
(−1
Nz
)
+ g (z) = 1, ∀z ∈ H (206)
and g(z)/z is 1−periodic. The opposite is also true.
Example.
Let E4(z) be the Eisenstein series of wight 4. Then set f(w) be such that
E4(z) = exp
(
2πi
∫ z
c0
f(w)dw
)
,
where c0 suitable constant. Solving with respect to f(z) the above equation we
get
d
dz
log (E4(z)) = 2πif(z).
Hence
f(z) =
1
2πi
E′4(z)
E4(z)
and indeed as one can see numerically for the function
g(z) = −z
4
E′4(z)
E4(z)
holds
g
(−1
z
)
+ g(z) = 1
and
g(z + 1)
z + 1
=
g(z)
z
, ∀z ∈ H.
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Example.
If λ(n) is Liouville’s lambda arithmetical function and if qj = e(zj), Im(zj) > 0,
j = 1, 2, then
exp
(
2πi
∫ z2
z1
θ3(z)dz
)
=
q2
q1
∞∏
n=1
(
1− qn2
1− qn1
)−2λ(n)/n
, (207)
where
θ3(z) =
∞∑
n=−∞
qn
2
, q = e(z), Im(z) > 0. (208)
Proof.
Use Theorem 45 below and the identities
θ3(z)− 1
2
=
∞∑
n=1
X2(n)q
n =
∞∑
n=1
qn
2
, |q| < 1,
λ(n) =
∑
d2|n
µ
( n
d2
)
,
where µ(n) is the Moebious µ arithmetical function.
More generally one can see that
Theorem 43.
If q = e(z), Im(z) > 0 and define the next generalization of theta function as
φν(z) :=
∞∑
n=1
qn
ν
, ν = 2, 3, 4, . . . (209)
Then holds
exp
(
2πi
∫ z
i∞
φν(w)dw
)
=
∞∏
n=1
(1− qn)−λν(n)/n , (210)
where
λν(n) :=
∑
dν |n
µ
( n
dν
)
, (211)
is the generalized Liouville function.
For this function also holds∑
d|n
λν(d) = Xν(n) :=
{
1, if ∃m ∈ N : n = mν
0, else
}
. (212)
Also if (n,m) = 1, then
λν(nm) = λν(n)λν(m). (213)
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λν (n
ν) = 1. (214)
Theorem 44.
If χ(n) is any arithmetical function, then
exp
( ∞∑
n=1
χ(n)qn
ν
)
=
∞∏
n=1
(1− qn)−X(n) , (215)
where
X(n) =
1
n
∑
dν |n
χ(d)dνµ (n/dν) . (216)
Theorem 45.
If |q| < 1, then
φν(z) =
∞∑
n=1
qn
ν
=
∞∑
n=1
Xν(n)q
n, |q| < 1. (217)
Then
Xν(nm)Xν (gcd(n,m)) = Xν(n)Xν(m), ∀n,m ∈ {1, 2, . . .} (218)
and Xν(n) have Dirichlet series
L (Xν , s) =
∞∑
n=1
Xν(n)
ns
= ζ(νs), (219)
where ζ(s) is the Riemann’s zeta function.
Proof.
Easy.
Theorem 46.
If q = e(z), Im(z) > 0 and ν = 2, 3, . . ., then
φν(z) =
∞∑
n=1
qn
ν
=
∞∑
n=1
λν(n)q
n
1− qn . (220)
Proof.
φν(z) =
∞∑
n=1
Xν(n)q
n =
∞∑
n=1
qn
∑
d|n
λν(d) =
=
∞∑
n,m=1
qnmλν(n) =
∞∑
n=1
λν(n)q
n
1− qn .
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