Abstract-Tunable digital frequency response equalization filters, which feature adjustable gain at specified frequencies while leaving the remainder of the spectrum unaffected, are advanced. The filter structure is such that the frequency response parameters are independently related to the multiplier coefficients, which permits simple frequency response adjustment by varying the coefficient values. The resulting structure exhibits low coefficient sensitivity characteristics.
the multiplication permits choosing between truncation and roundoff by setting an appropriate parameter. The multiplication Fortran procedure is given in the Appendix.
CONCLUSIONS
A simulation of two's-complement binary addition and multiplication with positive integer numbers is presented for simulating finite precision fixed-point operations of digital filters with highlevel programming languages.
Addition with or without saturation, truncation, or roundoff quantization, multiplication by coefficients with magnitude greater than one, and variable word length are facilities provided by the simulation.
This appears to be a flexible tool for software simulation of hardware digital filter designs in operating conditions. Eventually, this method could be extended to other signal processing algorithms that are to be implemented in fixed-point arithmetic. 
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: s l g n f l a g o f TERM1. [4] . In this correspondence, we consider tunable digital equalizer filters which, instead of passing some frequencies and rejecting others, modify one portion of the frequency spectrum while leaving the remainder unaffected. Such filters find application in real-time signal enhancementicorrection, tonal control in digital audio systems, etc. First-order and second-order sections are presented, since the cascade of these basic sections allows for quite versatile frequency response manipulation.
FIRST-ORDER EQUALIZER
We begin by considering a first-order analog transfer function prototype:
The low-frequency and high-frequency gains are, respectively,
The parameter K controls the low-frequency gain ultimately achieved, while p controls the bandwidth of frequencies which are boosted or attenuated. Equation (1) may conveniently be decomposed as the linear sum of bounded real functions: which is recognized as a first-order all-pass function. Then (3) may be expressed as
By applying the bilinear transform, (5) Fig. 2(a) , which illustrates the single parameter adjustment of the low-frequency gain. Fig. 2(b) shows the frequency response obtained with K held constant and a varied, with a restricted to a five bit wordlength (including the sign bit), and demonstrates the single parameter adjustment of the boost or cut bandwidth.
a =
111. SECOND-ORDER EQUALIZER By using a second-order equalizer structure, the magnitude response can be adjusted about a specified center frequency. This can be obtained from the first-order equalizer by using a low-pass-toband-pass spectral transformation:
This transformation maps the behavior at w = 0 of a reference filter to a new center frequency w = wo, where b = -cos wo. Applying the transformation of (9) to the first-order all-pass filter of (7) we obtain
The all-pass function of (10) may be realized using a Gray and Markel all-pass lattice filter [ 5 ] , where a and b denote the lattice coefficients.
For K = 0, the filter structure degenerates to that of a digital notch filter width obtained for K = 0, and wo the center frequency of the equalizer, the design equations become:
The parametric tuning provided by the filter is illustrated with a design example. Consider the design of an equalizer with variable gain at coo = 0.38% (normalized frequency), with a -3 dB notch bandwidth Cl = 0 . 0 6~ obtained for
For simplicity, we restrict the coefficient wordlength to five bits (including the sign bit), whence a = 0.8125 and b = -0.375. The value of K then determines the gain at wo = cos-' (0.375) = 0 . 3 7 7 6~. Fig. 3(a) shows the frequency response obtained for different values of K , which demonstrates the variable gain at the specified center frequency. Fig. 3(b) demonstrates the effect of varying only b (keeping a and K constant), which effectively tunes the center frequency. Fig. 3(c) shows how the peak (or notch) bandwidth may be varied by adjusting only a. In all cases, the coefficients have been restricted to five bits.
IV. PHASE RESPONSE
The above discussion has considered magnitude response equalization, although the equalizers presented here have the important property of minimum phase. Thus, given any equalizer function presented above, a stable inverse transfer function exists such that the cascade achieves zero phase. In addition, when used to correct for (minimum phase) frequency response deficiencies in some part of the system, minimum phase equalization is to be preferred over linear phase, as linear phase equalization cannot correct for phase distortion.
To show the minimum phase property of the equalizers, (6) can be rewritten in the form that N ( z ) is minimum phase for 0 < K < 03. In a similar manner, one can show that replacing K by -K leaves the magnitude response unchanged, with the equalizer now maximum phase.
V. CONCLUDING REMARKS
The filter structure presented here provides a simple tunable equalizer realization. The frequency selective portion of the circuit [i.e., A ( z ) ] can be realized in a structurally passive form, which leads to a low sensitivity realization [ l o ] . In addition, due to the parametric decoupling of the coefficient values, quantizing one coefficient leaves the remaining frequency response parameters unaffected. Cascading a few such circuits allows for a convenient parametric frequency response equalizer.
