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Abstract
Spatio-temporal action localization is a challenging yet
fascinating task that aims to detect and classify human ac-
tions in video clips. In this paper, we develop a high-level
video understanding module which can encode interactions
between actors and objects both in space and time. In
our formulation, spatio-temporal relationships are learned
by performing self-attention operations on a graph struc-
ture connecting entities from consecutive clips. Noticeably,
the use of graph learning is unprecedented for this task.
From a computational point of view, the proposed mod-
ule is backbone independent by design and does not need
end-to-end training. When tested on the AVA dataset, it
demonstrates a 10-16% relative mAP improvement over the
baseline. Further, it can outperform or bring performances
comparable to state-of-the-art models which require heavy
end-to-end and synchronized training on multiple GPUs.
Code is publicly available at: https://github.com/
aimagelab/STAGE_action_detection.
1. Introduction
Video action detection is a challenging task which re-
quires an algorithm to detect and classify human actions in
a video clip [39, 42, 53]. As such, it borrows from object de-
tection, because of its localization requirements, and video
classification, as an understanding of the temporal evolu-
tion inside frames is needed. Tackling the problem requires
to address specific challenges that lie at the intersection be-
tween low-level and high-level video understanding.
Firstly, fine-grained and discriminative spatio-temporal
features are needed to represent video chunks in a com-
pact and manageable form. This has motivated recent ef-
forts to design novel architectures for video feature extrac-
tion [40, 4, 41], which are often conceived for both video
classification and action detection [7, 49]. Considerably,
good spatio-temporal features can also promote an accurate
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Figure 1: We propose a graph-based module for video ac-
tion detection which encodes relationships between multi-
ple actors and objects in a spatio-temporal neighborhood.
localization of actions, which is a mandatory requirement
for the task. On the other hand, detecting and understanding
human actions is not just a matter of extracting middle-level
features, and demands for more high-level reasoning.
Interestingly, indeed, the performances of video action
detection networks that take inspiration from object detec-
tion architectures are still far from being satisfactory. This
can be partly explained with their lack of proper context
understanding, as they cannot model the relationships be-
tween actors and elements from the context [42]. Most im-
portantly, the presence of other people in the scene, together
with their behaviors, influences the understanding of the ac-
tor at hand. For example, it would be difficult to recognize
whether a person is listening to someone just by looking at
a bounding box around the first actor. Also, the understand-
ing of actions is often linked to the presence of objects in
the scene and their relationships with actors, as many hu-
man actions involve object handling.
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Finally, a long-term understanding of the video is re-
quired to properly recognize actions and interactions be-
tween people. Actions can indeed have different tempo-
ral granularities, and this demands appropriate solutions
to represent both small temporal variations and long-range
temporal dependencies. While most feature extraction net-
works can properly handle the first case, managing long
temporal extents must be tackled at an higher level of the
pipeline.
Following these premises, in this paper we devise a novel
approach for video action detection which can jointly detect
and classify actions. Our approach focuses on high-level
video modeling, and considers both high-level interactions
between different people in the scene and interactions be-
tween actors and objects. Further, it also takes into account
long-range temporal dependencies by connecting consec-
utive clips during learning and inference. Our solution is
general enough to exploit existing backbones for feature ex-
traction, and – most noticeably – it does not need end-to-end
training on the backbone to obtain state-of-the-art results.
As shown in Fig. 1, our model builds upon a graph-based
video representation, which is both spatial and temporal.
Relationships inside the graph are learned by performing
self-attention operations over nodes. To the best of our
knowledge, the use of graph learning is unprecedented for
video action detection. We train our model on the Atomic
Visual Actions (AVA) dataset [13], which represents a chal-
lenging test-bed for recognizing human actions and exploit-
ing the role of context. Experimentally, we demonstrate
that our approach achieves results on pair with the state of
the art, without end-to-end training of the feature extrac-
tion backbone, and therefore with greatly reduced compu-
tational requirements.
Contributions. To sum up, our contributions are as follows:
• We propose a novel model for video action detection,
which considers spatio-temporal relationships between
actors and objects in consecutive clips to detect and
classify human actions.
• Our model is based on a spatio-temporal graph repre-
sentation of the video, which is learned through self-
attention operations. Further, it is independent from
the feature extraction stage and does not need costly
end-to-end training.
• We perform extensive experiments on the challeng-
ing AVA dataset [13] to validate our approach and its
components. Finally, we demonstrate that our model
achieves state-of-the-art results without the need for an
end-to-end training of the feature extraction backbone.
2. Related work
Deep networks for video understanding. CNNs are
currently the state-of-the-art approach to extract spatio-
temporal features for video processing and understand-
ing [40, 4, 43, 51]. Most proposals integrate either full
3D convolutional kernels over time, or a combination of 2D
spatial kernels and 1D temporal filters [8, 41, 32]. Despite
the arousal of convolutional-based approaches, it is still a
common practice to integrate both RGB and optical flow
in two separate streams [36, 46, 9] to capture appearance
and motion respectively. Li et al. [27] have recently pro-
posed a 2D shared convolution which slides over the three
2D projections of a spatio-temporal tensor, while Hussein
et al. [17] developed multi-scale temporal convolutions us-
ing different kernel sizes and dilation rates. Feichtenhofer
et al. [7] presented a two-pathway network, consisting of
a low frame rate path capturing semantic information and
a high frame rate path encoding motion. Differently from
other proposals for video action detection, our approach has
the additional benefit of being independent on the feature
extraction stage and can be easily integrated with any video
understanding backbone.
Spatio-temporal action localization. Video understand-
ing networks are usually trained for action classification, i.e.
predicting a single action occurring in a video clip, and sev-
eral datasets have been proposed for this purpose [22, 31,
21, 26, 1]. Since widespread video clips usually involve
multiple actors and different actions, two new tasks have
been recently gaining attention to understand videos in a
more detailed way: temporal action detection [3, 35, 52]
and spatio-temporal action localization [13, 38, 37, 19].
While temporal action detection aims to segment the short
temporal interval in which the action takes place and to
classify it, action localization is intended to detect people
in space and time and to classify their (possibly multiple)
actions. For the second task, many approaches [49, 7] ex-
ploit human proposals coming from pre-trained image de-
tectors [33] and replicate them in time to build straight
spatio-temporal tubes; others extend image detection archi-
tectures to infer more precise tubelets [16, 20, 34, 12] be-
fore classifying actions. Gu et al. [13], besides the AVA
dataset, proposed a baseline exploiting an I3D network en-
coding RGB and flow data separately, along with a Faster
R-CNN [33], to jointly learn action proposals and labels.
Ulutan et al. [42] suggested combining actors feature with
every spatio-temporal region in the scene to produce atten-
tion maps between the actor and the context. Girdhar et
al. [11], instead, recently proposed a Transformer-style ar-
chitecture [44] to weight actors with features from the con-
text around the person.
Graph-based representations. Graph convolutional net-
works have been firstly proposed in [24] and later used in
many applications. Graph attention networks [45] have ex-
tended this approach, enabling to specify different weights
for different nodes through masked self-attention. Graph-
based representations have been used in action recogni-
tion [2, 48, 54, 18] to model spatio-temporal relationships,
although their application to video action detection is al-
most unprecedented. Wang et al. [48] proposed to model a
video clip as a combination of the whole clip features and
the average proposal features, computed by a graph convo-
lutional network based on similarities and spatio-temporal
distances between RoIs. Zhang et al. [54] defined the
strength of a relation between two nodes as the inverse of
the Euclidean distance between their features, after a fea-
ture transformation. Our approach employs self-attention
to encode people and object relationships in a graph struc-
ture, and the spatio-temporal distance between proposals is
used to solve spatio-temporal action localization.
3. Proposed approach
The goal of our approach is to localize each actor in a
video clip and to classify his actions with a given temporal
granularity τ . As the model outputs a number of detections
along with predicted actions at specific keyframes, with a
frequency of 1/τ , the common way of handling this granu-
larity is to temporally segment long videos into short clips
(typically, 2-3 seconds long) centered in the keyframes, and
to process them individually. As actions performed in a
clip depend on actors and objects relationships through both
space and time, we devise a graph representation in which
actors and objects detections are nodes, and edges hold rela-
tionships between them. Further, we link graphs from sub-
sequent clips in time, to find relations between clips belong-
ing to the same longer video.
3.1. Graph-based clip representation
We propose a graph-based representation of each clip,
where nodes consist of actors and objects features. Denot-
ing the number of actors and objects belonging to the clip
centered in keyframe t as At and Ot respectively, the total
number of entities of the graph is Nt = At + Ot. Under
this configuration, a clip can be represented as an Nt × df
matrix, where df is the feature size.
Since actors can have meaningful relations both between
them and with objects in the scene, we employ a fully-
connected graph representation, in which all nodes are con-
nected to the others, as the input of our network. Following
the assumption that the closer an entity is to a person, the
higher the probability that it affects its actions, a link be-
tween two entities in the graph is made stronger if they are
spatially close. The graph configuration is therefore given
by a denseNt×Nt adjacency matrixAdj, in whichAdjij is
defined as the proximity between entities i and j, computed
as follows:
Adjij = e
−dij , (1)
where dij is the Euclidean distance between the bounding
boxes centers of entities i and j:
dij =
√
(xci − xcj)2 + (yci − ycj)2. (2)
We propose an adjacency matrix representation which al-
lows us to easily link graphs coming from subsequent clips
of the same video, as will be explained in Sec. 3.3.
3.2. Spatial-aware graph attention
Graph self-attention. We adopt a graph attention module,
inspired by [45]. The input of the model consists of Nt
actors and objects features, f = {~f1, ~f2, ..., ~fNt} with ~fi ∈
Rdf . First of all, the module applies a linear transformation
to these features, in order to obtain a new representation of
each entity h = {~h1,~h2, ...,~hNt}, ~hi ∈ Rdh . Then a self-
attention operator a is applied to the nodes. In particular,
the operator is defined as a : Rdh × Rdh → R, so that:
eij = a(~hi,~hj) (3)
with the scalar eij representing the importance of the fea-
tures of entity j to those of entity i. Since we propose to rep-
resent a clip as a fully-connected graph, eij is computed for
each pair of entities belonging to the same clip, avoiding the
need for masking disconnected couples. Based on the origi-
nal graph attention implementation [45], a is a feedforward
layer with 2 × dh parameters, followed by a LeakyReLU
nonlinearity:
eij = LeakyReLU(FC(~hi ‖ ~hj)) (4)
where ‖ indicates concatenation on the channel axis and FC
is a linear layer. The resulting matrix e will be a squared
matrix with the same shapeNt×Nt as the adjacency matrix
Adj. Separating it into its components, it can be rewritten
as:
e =
(
eaa eao
eoa eoo
)
(5)
where eaa is the matrix of actors weights to actors, eao is
the matrix of objects weights to actors, eoa is the matrix of
actors weights to objects and eoo is the matrix of objects
weights to objects.
Introducing spatial proximity. The proposed self-
attention module, when applied to a clip graph, computes
the mutual influence of two entities in feature space, i.e.
the influence of an entity on another based on their features.
However, it does not consider the adjacency matrixAdj and
the mutual distances between entities.
To introduce the prior given by the spatial proximity in-
side the clip, we condition the previously computed self-
attention matrix e with the adjacency matrix Adj, which
contains the proximity between detections, by taking their
Hadamard product, i.e.:
α = Adj  e. (6)
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Figure 2: Architecture of our model with Temporal Graph Attention. Given consecutive clips, actors and objects are jointly
encoded into a temporal and spatial-aware graph structure. The yellow box depicts a single graph-attention head, while the
red box depicts the complete graph-attention layer.
This operation allows us to strengthen the importance of
the features of an entity with respect to its neighbors and to
weaken relations between entities which lie far from each
other. A row-wise softmax normalization is then applied to
obtain an importance distribution over entities:
wij =
exp(αij)∑Nt
k=1 exp(αik)
. (7)
The updated features computed by the module are a linear
combination of the starting features h = {~h1,~h2, ...,~hNt}
usingw as coefficients. In particular, the self-attention mod-
ule updates the initial features as follows:
~h′i = σ
 Nt∑
j=1
wij~hj
 (8)
where σ is an ELU nonlinearity [5], following the original
GAT [45] implementation.
3.3. Temporal graph attention
In this section, we extend the proposed attention-based
approach to encode consecutive clips. Since different clips
are not required to have the same number of entities (actors
and objects), we propose a single adjacency matrix ADJ
with as many rows and columns as the total number of enti-
ties in all the batch’s clips. Besides allowing us to manage
clips with a variable number of entities, this solution is suit-
able to link more graphs together and avoids padding. An
example is shown in Fig. 3, where we have three clips per
batch: dark red elements contain the proximity between ac-
tors of the same clip, dark blue elements contain the prox-
imity between objects of the same clip, and dark violet ele-
ments contain the proximity between actors and objects of
the same clip.
We can easily link entities belonging to subsequent clips
by computing their boxes proximity (Eq. 1), assuming that
the temporal granularity τ is small enough to ensure the
consistency of the scene between two adjacent clips. The
light-colored elements of ADJ in Fig. 3 contain the prox-
imity between actors (light red), objects (light blue) and
actors/objects (light violet) belonging to two consecutive
clips. White elements are zeros.
One could increase the temporal extent by simply replac-
ing zeros with the proximity between temporally distant en-
tities. The insight behind this solution is that we can con-
sider a batch of successive clips as a single graph, where
the presence of a direct edge between two entities is given
by their temporal distance, while the strength of this edge is
given by their spatial distance.
Self-attention over time. Since the size of ADJ is now
b × b, where b = ∑bst=1Nt and bs is the number of clips
per batch, we need the matrix e computed in Eq. 4 to be
b × b too, in order to make the Hadamard product of Eq. 6
feasible. For this reason, as shown in the yellow background
portion of Fig. 2, we compute the importance of an entity
j to all the other entities belonging to clips of the batch.
Therefore, in our implementation, the self-attention module
computes attention weights for each pair of entity features,
without any masking. For a three clips per batch setting, the
complete wights matrix E looks like the following:
E =

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where eaatxty is the weights matrix of actors belonging to clip
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Figure 3: Adjacency matrix in a three clips per batch con-
figuration, containing the spatial proximity between enti-
ties belonging to the same clip (dark-colored sub-matrices)
and to consecutive clips (light-colored sub-matrices). Red
stands for actor-actor, blue stands for object-object and vio-
let stands for actor-objects. White elements are zeros. Box
center’s coordinates are indicated as xc and yc.
y to actors belonging to clip x, eaotxty is the weights matrix
of objects belonging to clip y to actors belonging to clip x,
and so on.
The Hadamard product:
α = ADJ  E (10)
is in charge of strengthening or weakening weights between
entities belonging to the same timestamp or sufficiently
close in time, and to zero weights between temporally dis-
tant entities. Finally, the linear combination of Eq. 8 re-
places features of an entity with a weighted sum of features
directly connected to it in the graph: these features come
now from entities belonging to the same clip and to tempo-
rally close clips.
Multi-head multi-layer approach. As will be analyzed
in Sec. 4.2, stacking the output of different graph attention
heads and using a cascade of layers leads to improved per-
formance. The graph attention head and the graph attention
layer are illustrated in the yellow and red background sec-
tions of Fig. 2, respectively.
It is worth noting that the number of graph attention lay-
ers affects the temporal receptive field in the graph. Con-
sidering a temporal extent of 1 (corresponding to a graph
where entities are directly connected only with other enti-
ties of the same clip and to entities from the previous and
following clips), each layer after the first one increases the
temporal receptive field by 1. In a two layers setting, for
instance, the second graph attention layer will compute the
features of the first clip as a weighted sum of the features
belonging to the first and the second clip, but features from
the second clip have already been affected by features from
the third clip in the first graph attention layer.
4. Experimental results
All the experiments we performed to validate the effec-
tiveness of our method start from a pre-trained backbone,
which is kept fixed during training. The pre-trained back-
bones take raw clips as input and output features for each
entity. Person boxes come from a stand-alone person de-
tector (and also from ground-truth boxes during training)
applied to the keyframe and are replicated in time to let
RoIAlign [14] compute RoI features. The backbone is al-
ways trained on the Kinetics-400 dataset [22] and fine-tuned
on the AVA dataset [13].
Datasets and Metrics. We evaluate our model on the ver-
sion 2.1 of the challenging AVA dataset [13]. AVA aims to
localize people both in space and time and to predict their
actions. AVA consists of 235 training and 64 validation
movie videos, each 15 minutes long. The temporal granu-
larity τ in AVA is 1 second, which means that ground-truth
boxes and labels are available for one frame per second,
leading to 211K training and 57K validation clips centered
in these keyframes. Each actor is involved in one or more
of the 80 atomic action classes. AVA’s main challenge con-
cerns its long-tail property: tens of thousands of samples are
available for some classes while only a few dozen for oth-
ers. The performance of a model on AVA is measured by
a keyframe-level mean average precision (mAP) with 50%
IoU threshold. Following authors suggestion [13] and prior
works, we train our architecture on all the 80 AVA classes,
but we evaluate its performance only on the 60 classes with
at least 25 validation examples.
Detection architecture and performance. We use a Faster
R-CNN [33] with a ResNeXt-101-FPN [15, 29, 50] as peo-
ple detector, applied to keyframes. The average precision
of this model for the person class is reported in Table 1.
In all our experiments, we use Faster R-CNN pre-trained
on COCO [30] boxes and fine-tuned on AVA [13] boxes to
detect people. Actors features come from a 3D CNN back-
bone (discussed in the next section), replicating previously
computed boxes in time to obtain a 3D RoI and applying
RoIAlign [14], following previous works [13, 7]. Objects
features, instead, come from a Faster R-CNN pre-trained
on the Visual Genome dataset [25].
Backbones setup. We evaluate our method using two dif-
ferent fixed backbones for the features extraction process.
The I3D [4] backbone is trained on ImageNet [6] before
being ‘inflated’ and on the Kinetics-400 dataset [22] after.
RoIAlign [14] is applied after the Mixed 4f layer and we
fine-tune only the last layers (from the Mixed 5a layer to
the final linear classifier) on the AVA dataset [13] for 10
Boxes pre-train Train AP@50 Val AP@50
COCO [30] 92.3 90.9
COCO [30]+AVA [13] 97.0 94.9
Table 1: Detection architecture average precision on the
keyframes, for the person class. Action recognition is much
more challenging than actor localization in AVA.
epochs. We also extract features from the R101-I3D-NL
backbone adopted in [49], which is pre-trained on Ima-
geNet [6] and Kinetics-400 datasets [22] too, but fine-tuned
end-to-end on the AVA dataset by the authors. For the I3D
backbone we use ground-truth boxes and predicted boxes
with any score during features extraction, assigning labels
of a ground-truth box to a predicted box if their IoU is 0.5
or more. We use predicted boxes with score at least 0.7 for
the evaluation. Following the authors implementation [49],
for the R101-I3D-NL backbone we use ground-truth boxes
and predicted boxes with score at least 0.9 during features
extraction, assigning labels of a ground-truth box to a pre-
dicted box if their IoU is 0.9 or more. We use predicted
boxes with score at least 0.85 for the evaluation. Features
always come from the last layer of the backbone before clas-
sification, after averaging in space and time dimensions:
feature size is 1024 and 2048 for I3D and R101-I3D-NL
respectively.
Implementation and training details. Our model takes
pre-computed features of size df as input and computes
81 independent class probabilities (80 AVA actions plus a
background class) for each actor (objects are removed be-
fore the last linear in Fig. 2). We also explicitly add bound-
ing boxes height, width and center coordinates to features,
as we found this beneficial.
Each graph attention head consists of two fully-
connected layers. The first one reduces the features size
depending on the number of heads used in that layer: us-
ing nh heads means an output features size of df/nh. This
makes possible the following residual connection in the red
background section of Fig. 2, after the concatenation of the
output of every head. The second linear layer computes at-
tention weights (Eq. 4). A graph attention layer consists of
a dropout, a number of graph attention heads whose outputs
are concatenated and a fully connected layer followed by
a residual block and a layer normalization block. Finally,
one last linear layer gives the independent per-class proba-
bilities and a sigmoid cross-entropy loss is computed. Dur-
ing training, batches are built from temporally consecutive
clips. In our experiments, we adopt a temporal extent of 1,
directly connecting entities of the same clip and belonging
to consecutive clips in the graph.
We used a batch size of 6 clips for I3D features and a
batch size of 8 clips for R101-I3D-NL features. Adam opti-
Model fixed backbone mAp@50
AVA [13] 7 15.6
ACRN [39] 7 17.4
STEP [53] 7 18.6
Better baseline [10] 7 21.9
SMAD [54] 7 22.2
RTPR [28] 7 22.3
ACAM [42] 7 22.7
VATX [11] 7 24.9
SlowFast [7] 7 26.3
FBO (R101-I3D-NL) [49] 7 26.8
FC (I3D [4]) 3 19.7
STAGE (I3D [4]) 3 23.0
FC (R101-I3D-NL [49]) 3 23.9
STAGE (R101-I3D-NL [49]) 3 26.3
Table 2: Mean average precision comparison between our
method and previous approaches on the AVA validation set.
Despite the lack of an end-to-end fine-tuning, our module
outperforms many previous works, reaching performances
comparable to state-of-the-art architectures. “FC” indicates
a fully connected classifier.
mizer [23] is adopted in all our experiments, with a learning
rate of 6.25 × 10−5 for I3D features and 10−5 for R101-
I3D-NL features. Learning rate is decreased by a factor of
10 after the validation mAP does not increase for ten con-
secutive epochs. Training is stopped when the mAP does
not increase for five consecutive epochs after reducing the
learning rate. All the experiments are performed on a sin-
gle V100 GPU: on average, a single experiment takes about
20-30 epochs to converge, and lasts less than a day.
4.1. Main results
Since fine-tuning the whole 3D convolutional backbone
would require a large number of GPU hours, we opt for a
more computationally efficient solution: we train only our
attention-based module, starting from pre-computed fea-
tures. Experiments reveal how we are able to improve back-
bone performance by 10%-16%, reaching results compara-
ble to those of state-of-the-art methods which fine-tune the
whole network using synchronized training on 8-128 GPUs.
It is also important to note that our graph-attention block
is trained without any data augmentation (except consider-
ing both ground truth and predicted boxes during feature
extraction), while other end-to-end approaches often adopt
random flipping, random scaling and random cropping.
Table 2 shows the mean average precision with 50%
IoU threshold for our method, considering both backbones,
and for a number of competitors. We observe a relative
improvement of more than 16% for I3D backbone (19.7
→ 23.0) and about 10% for the R101-I3D-NL backbone
(23.9→ 26.3), when replacing the linear classifier with our
Model fixed backbone Person Pose Person-Person Interaction Person-Object Interaction
I3D backbone [4] + FC 3 37.4 20.4 12.2
SMAD [54] 7 41.9 22.0 14.3
ACAM [42] 7 42.5 23.5 13.3
I3D backbone [4] + Our 3 40.4 23.5 15.7
R101-I3D-NL [49] + FC 3 41.4 26.5 15.5
R101-I3D-NL [49] + Our 3 43.4 29.0 18.1
Table 3: Performances reported as the mean average precision for AVA person pose classes, person-person interaction classes
and person-object interaction classes. Our module improves performances especially for classes involving interactions, which
are the majority in AVA.
graph-attention block. The slightly lower gap in the sec-
ond case is probably due to the presence of non-local op-
erations [47] in the backbone, which can capture some re-
lations between entities. As it can be observed, our results
using the I3D backbone are superior to many approaches
which employ the same backbone and train end-to-end.
Further, the result obtained with the R101-I3D-NL back-
bone is on pair with the performance of the recent Slow-
Fast [7] network trained end-to-end, and close to the best
published results on AVA, which adopts end-to-end training
as well. This underlines that the importance of modelling
high-level entities in the video is at least on pair with the
importance of extracting better spatio-temporal features.
Table 3 shows performances grouped by action type in
AVA: person-pose (13 classes), person-person interaction
(15 classes) and person-object interaction (32 classes). As
it can be seen, our model improves the mAP especially for
actions consisting of interactions between entities, thus con-
firming the benefit of modelling interactions between enti-
ties. At the same time, we still observe a slight improve-
ment in performance on pose classes, which are not explic-
itly modelled by our approach.
Finally, per-class performances are reported in Fig. 4,
where classes are sorted by decreasing number of instances
in the training set. Despite performances seem to increase
with the number of training samples, there are some cases
which do not follow this trend: some classes with many ex-
amples are still difficult to recognize (e.g. touch (an object),
which is a very generic class, or smoke, which requires to
recognize small objects, like cigarettes) while others with
fewer instances are easier to classify (e.g. drive, swim).
4.2. Ablation study
To validate the importance of all the choices made in
the graph-attention layer, we run several ablation experi-
ments. Table 4 shows the effect of varying the number of
graph-attention heads and layers, using I3D features. We
observe a bigger gap in the validation mAP when changing
the number of layers, compared to changing the number of
heads. Overall, the best configuration obtained after a grid
validation is 4-heads and 2-layers for I3D features, and 2-
Heads↓ Layers→ 1 2 3
2 21.2 22.7 22.0
4 21.7 23.0 22.8
8 21.7 22.7 21.9
Table 4: Validation mAP obtained considering different
numbers of graph-attention heads and layers. The I3D back-
bone features are used.
heads and 2-layers for R101-I3D-NL features. Further, in
Table 5 we report the validation mAP obtained training our
block and removing some key components, starting from
pre-computed I3D features. Mean average precision drops
when removing the spatial prior between detections, the
temporal links between consecutive clips and when consid-
ering only actors nodes and not objects. We also investigate
the use of dot-product attention, by replacing the weights
of Eq. 4 with weights computed through the Transformer
self-attention [44], as follows:
e =
QKT√
dk
V, (11)
where Q, K and V come from three separated linear trans-
formations of the input features f . In this setting, how-
ever, we observe a significant drop in performance. Finally,
increasing the temporal extent by reducing the number of
zero-blocks in Fig. 3, does not seem to further increase per-
formance.
4.3. Qualitative analysis
We present some qualitative results obtained on clips of
the AVA validation set in Fig. 5. Here, we only show the
central keyframe of the clip; red and blue boxes represent
predicted actors and objects respectively. For simplicity,
we highlight only the actor involved in the action (despite
other actors could be found in the scene), except for the
Hug and Kiss classes, where two actors perform the same
action. Only predicted objects with score greater than 0.8
are reported, despite we used them all during training.
As it can be seen, our approach is capable of detect-
ing actions which involve relationships with objects and
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Figure 4: Per-class performances of our module compared to a fully-connected classifier, both trained starting from pre-
computed I3D [4] features. Classes with the highest absolute gain are watch (e.g., TV) (+14.0 AP), listen to (a person) (+10.7
AP), play musical instrument (+ 10.7 AP), all involving interactions with other objects and/or actors.
Answer phone Drive Sail boat Eat Ride Read
Play musical instr. Smoke Carry/hold (an object) Hug (a person) Kiss (a person) Run/jog
Figure 5: Qualitative results showing the keyframes of the evaluated clips, with red boxes denoting actors performing actions,
and blue boxes denoting objects.
I3D backbone + mAP@50
STAGE 23.0
STAGE w/o boxes proximity 21.5
STAGE w/o temporal extent 22.1
STAGE w/o objects features 22.2
STAGE w/ Transformer [44] attention 21.6
Table 5: Validation mAP obtained removing or chang-
ing some key components in our module. We replace the
proximity with ones in the adjacency matrix, we remove
temporal connections replacing light colored sub-matrices
of Fig. 3 with zeros, we remove objects features to con-
sider only actors and finally we perform Transformer’s self-
attention [44] instead of GAT self-attention [45].
other people. On average, we qualitatively observe that our
spatio-temporal graph-based module is able to improve the
recognition of human actions. This further confirms the role
of modelling high-level relationships between entities.
5. Conclusion
In this work we presented STAGE, a novel graph-
attention module which can be easily integrated in any
video understanding backbone. The module computes up-
dated actor features based on neighboring entities in both
space and time. This is done considering consecutive clips
as a single learnable graph, where actors and objects are
the nodes, while edges hold their relationships. Temporal
distance between entities determines the presence of a di-
rect edge between them in the graph, while spatial distance,
along with attention weights, defines its strength. Through
a number of experiments on the Atomic Visual Actions
(AVA) dataset, we demonstrate that our module can bring
performances better than or comparable to those of state-
of-the-art methods, especially for interaction-based classes,
even without an end-to-end training.
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A. Supplementary material
In the following sections we provide additional specifics
about our STAGE module, its computational requirements,
additional implementation details and further quantitative
and qualitative results.
A.1. Implementation details
As an integration to Sec. 4, Table 6 lists the learnable
blocks of our architecture, together with their input and out-
put shapes, in a 2-layers 4-heads setting. The keep proba-
bility is 0.5 for both the dropout layers in Fig. 2. The al-
pha parameter of the LeakyReLU in Eq. 4 is 0.2. Since
our batches consist of consecutive clips coming from the
same video, during training we use a shuffle strategy which
preserves contiguity inside the mini-batch. Clips are sorted
with respect to their timestamp, and mini-batches are built
by randomly chunking the sorted list.
A.2. Additional results
Fig. 6 integrates Fig. 4 by showing per-class average pre-
cision using the R101-I3D-NL [49] backbone. As it can be
seen, our module is still able to improve performance with a
significant margin with respect to a fully-connected classi-
fier, despite the presence of non-local operations [47] in the
backbone. Fig. 7 shows additional qualitative results, high-
lighting both actors and objects, as explained in Sec. 4.3,
while Fig. 8 shows sample failure cases.
A.3. Computational analysis
Our module reaches performances comparable to state-
of-the-art architectures without requiring an end-to-end
Stage Module Input size Output size
Input Nt × 1024
GAL1 FC11 [Nt × 1024]× 4 [Nt × 256]× 4
FC12 [Nt ×Nt × 512]× 4 [Nt ×Nt]× 4
FC13 Nt × 1024 Nt × 1024
LNorm Nt × 1024 Nt × 1024
GAL2 FC21 [Nt × 1024]× 4 [Nt × 256]× 4
FC22 [Nt ×Nt × 512]× 4 [Nt ×Nt]× 4
FC23 Nt × 1024 Nt × 1024
LNorm Nt × 1024 Nt × 1024
FC3 At × 1024 At × classes
Table 6: Architecture of STAGE, showing learnable build-
ing blocks in a 2-layers 4-heads configuration. GALi indi-
cates the i-th graph-attention-layer, consisting of 4 graph-
attention-heads (each with 2 fully-connected layers), a lin-
ear layer and a LayerNorm. Nt is the number of entities in
the batch, At is the number of actors.
training of the backbone. This significantly reduces com-
putational requirements, since the convolutional backbone
incorporates most of the model complexity. Table 7 shows a
comparison between our module and a number of competi-
tors which employ existing or novel backbones with end-
to-end training. For each approach, we report the number
of GPUs used during training, the batch size per GPU, the
number of epochs and training time. The comparison is
based on the implementation details reported in the original
papers when training on the AVA [13] dataset. Our mod-
ule requires a single GPU for training when pre-extracting
backbone features, and less than a day to converge.
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Figure 6: Per-class performances of our module compared to a fully-connected classifier, both trained starting from pre-
computed R101-I3D-NL [49] features. Classes with the highest absolute gain are play musical instrument (+8.5 AP), sing to
(e.g., self, a person, a group) (+8.2 AP), work on a computer (+ 7.9 AP).
Model fixed backbone # GPUs for training Batch size per GPU Training epochs Training time
ACRN [39] 7 11 1 63 -
Better baseline [10] 7 11 3 78 -
SMAD [54] 7 8 2 11 -
ACAM [42] 7 4 2 70 -
VATX [11] 7 10 3 71 ∼ 7 days
SlowFast [7] 7 128 - 68 -
FBO (R101-I3D-NL) [49] 7 8× 2 2 10× 2 ∼ 2× 2 days
STAGE (R101-I3D-NL [49]) 3 1 8 20 < 1 day
Table 7: Comparison of computational requirements between our proposal and other approaches. The FBO (R101-I3D-NL)
model uses two instances of the backbone, thus requiring twice the complexity of its base model.
Take a photo Write Work on a computer Watch (e.g., TV) Drink Open
Hand shake Give/serve Martial art Dance Swim Climb
Fight/hit (a person) Lie/Sleep Watch (a person) Grab (a person) Crawl Walk
Figure 7: Qualitative results showing keyframes of evaluated clips, with red boxes denoting actors performing actions, and
blue boxes denoting objects.
Smoke Drive Read Write Answer phone Sail boat
Figure 8: Sample failure cases, where the spatio-temporal graph attention does not seem to help. Actions are sometimes
assigned to the wrong actor if he is very close to the one actually performing the action (Smoke, Drive, Read); some actions
are misclassified, if they are very similar to others (Write instead of Cut, Answer phone instead of eat); some object-interaction
classes are wrongly assigned to people very close to the objects (Sail boat).
