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Communicated bv P. R. Krishnaiah 
A characterization for the positivity of the angle between past and future of mul- 
tivariate stationary stochastic processes is established. In order to prove the results 
a lemma is proved which is of independent interest, and which is very useful in 
other areas of prediction theory as well. 1’ 1986 Academic Press. Inc 
1. INTRODUCTION 
An important problem in prediction theory of stationary stochastic 
processes is to lind spectral necessary and sufficient conditions for the 
existence of an autoregressive representation for the linear least squares 
predictor. This problem has been studied by several authors, cf., for exam- 
ple, [l, 5, 7-9, 11-161. 
Positivity of the angle between past and future plays an important role in 
the study of this autoregressive problem as well as in other fields, cf. [24, 
8-10-J 
The question of having a positive angle between past and future for the 
univariate case has been completely studied in [24] and several criteria 
for it are established. This question for the multivariate case has also been 
studied in [lo], in connection with Toeplitz operators and in [9], in con- 
nection with prediction theory of multivariate stationary stochastic 
processes. In [IO] some necessary conditions and in [9] some sufficient 
conditions for the positivity of this angle are obtained. 
The main aim of this paper is to give a spectral characterization for the 
positivity of the angle between past and future for a multivariate stationary 
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stochastic process. Thereby we provide some answer to a question raised 
by Pourahmadi in [9]. We will also prove an important lemma which is 
essential for our work here and which is useful in other areas as well (cf. 
Lemma 3.1). 
After setting up the necessary preliminaries and notations in Section 2, 
we will prove our essential lemma in Section 3. Section 4 is devoted to our 
criterion for the positivity of the angle between past and future and con- 
tains another result regarding the positivity of the angle between past and 
n-step ahead future. 
2. PRELIMINARIES 
Let (52, F, P) be a probability space and let H = Li(Q, F, I’) denote the 
Hilbert space of all complex valued random variables on Q with zero 
expectation and finite variance. The inner product here is given by 
Following [6] for q > 1 we will denote by Hq the set of all column vectors 
X = (x, , x2 ,..., .yy) T with xi E H, i = 1, 2 ,..., q. HY is endowed with a Gramian 
structure: For X and Y in HY, the q x q matrix [(-xi, xi)]? j=, is called the 
Gramian of X and Y and is denoted by 
(X, Y) = [Xi, -Uj)l&, 
It is well known that Hq is a Hilbert space under the usual algebraic 
operations and the inner product 
((X, Y))=tr(X Y)= i (-xi, y,), 
i= I 
For these basic properties of the Gramian and other materials of this sec- 
tion the reader is refered to [14, 151. A bisequence X,,, -co <n < co of 
elements of HY is called a q-variable stationary stochastic process if the 
Gramian (X,,, X,,) depends only on m-n. It can be shown that such a 
process has a spectral representation 
n X,, = 
5 
e “‘“Z(dQ), -c73oCInncc 
-77 
where Z(. ) is a countably additive orthogonally scattered Hq-valued 
measure. 
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The q x q nonnegative matrix valued measure F(. ) = (Z(. ), Z(. )) is 
called the specrral distribution of X,,. For the prediction purposes we may, 
and here after will, assume that the spectral measure F(d0) is absolutely 
continuous with respect to the normalized Lebesque measure m(d0). The 
spectral density function j”(e) = F(&)/m(&) is then a nonnegative matrix 
value function. To each process X,, from HY the following subspaces are 
associated: 
The time domain M(X)=sp{Xk, -co<k<cof, 
The past suhspace P”,x,(X)=Sp{X,, --co <kdO}, 
The future subspace FF(X)=q{X,, 1 dk< 001, 
The n-step ahead future subspace F;(X) = v{ X,, n d k < 00 }; 
where sfs{ . ..} stands for the closed linear span of elements inside { . ..} with 
matrix coefhcients and in the norm of HY. 
The spectral domain of the process X,, with spectral density f, denoted by 
L’(f) is defined to be the set of all q x q matrix-valued functions @ with 
s m tr[@(0) f(0) Q*(0)] m(d8) < CO. --x 
It is again well known [6] that L’(f) with the following inner product and 
norm 
is a Hilbert space, and that the operator T sending @ to s?= @(de) Z(d0) is 
an isometric isomrphism from L2(f) onto M(X), which is called the 
Kolmogrov isomorphism between the time domain and the spectral domain. 
It then follows that 
C AiXi, F BkXk c Ale-‘@, 1 B,epik” 
i i k 
where Aj’s and B,‘s are any q x q matrices. 
A q x q matrix valued function @ = [Qii] is said to belong to LP(Leb) if 
s (@,IPm(dO)< co for all i, j = l,..., q. 
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For the matrix valued functions @ in L’(Leb) we take the following 
norm 
Since 11 A II E = (tr AA”)“’ is a norm on the space of all q x q matrices, 
namely the Euclidean norm, one can easily see that Il.II, is actually a norm 
on L’(Leb). And clearly II@ 11, < oc, if and only if @E L’(Leb). 
3. A LEMMA 
In this section we will prove the following interesting lemma which plays 
an important and essential role in proving the results in the rest of this sec- 
tion as well as in proving our characterization in the next section. The 
lemma seems to be very useful in other areas of prediction theory. We 
finally mention that although we prove the lemma for the multivariate case, 
as far as we know it is a new result even in its univariate setting. 
3.1. LEMMA. If f is a q x q nonnegative matrix valued density function 
such that L’(f’) c L’(Leb), then there exist a positive constant number C 
such that 
ll@ll, dC ll@ll, for all @ E L’(f). 
Before we start to prove the lemma the following remark is in order. 
Remark. By L2(f) c L’(Leb) we mean: Any element in L’(f), which is 
actually an equivalent class of matrix-valued functions, must belong to 
L’(Leb). It is easy to see that this does imply the other possible inter- 
pretation of L*(f) c L’(Leb), namely: Any matrix valued function @ with 
s tr(@(fI) f(O) Q*(O)) m(d0) < 00 (3.1) 
has the property 
s I Q,(0) I m(dO) < 00, i, j= 1, 2 ,..., q. (3.2) 
In fact, if @ is any matrix valued function satisfying (3.1) then the 
equivalent class of L’(f) containing @ belongs to L’(Leb) and hence every 
function in this class, and in particular this function @, must satisfy (3.2). 
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Proof of rhe Lemma. First of all, for almost every 19 in [ - rc, rc], f(6) is 
invertible. Because otherwise there exists a set N with m(N) > 0 such that 
f(0) is not invertible, whenever 9 E N. 
Thus for each 0 in this set N there exists a matrix A(0) different from zero 
such that A(B) f”‘(0) = 0. Define the matrix valued function @ as follows 
if %EN, 
if O$N, 
Since Q(0) f”*(0) = 0 for almost every 0 the matrix function @ belongs to 
the 0 of L2(f) and since this 0 must be in L’(Leb) and hence is its 0, this 
function @ belongs to the 0 of L’(Leb). This means that Q(e) =0 for 
almost every 0 which is a contradiction to the way @ was constructed. 
Now define the operator I: L’(f) + L’(Leb) by I(@) = @, for every Q, in 
L’(f). Let @,, be a sequence in L’(f) such that 
and 
Q,, +@ in L’(f)-norm, (3.3) 
in L’( Leb)-norm. (3.4) 
Since 
II @,, - @II, = j w=wv - wa) mwm - ww* m(W 
(3.3) implies that the complex valued function 
tr(@,,(@) - wm f(fwW) - @VW* 
converges to zero in the usual scalar Lebesque space L’(Leb). Thus there 
exists a subsequence of @,, which we again call it @,, such that 
tr(c,(e) - wW f(WWV - WW* + 0 a.e., 
but this means that 
(we) - dw) fv) + 0 a.e. 
Now since, as we showed above, f ~ "'(0) exists a.e. we get 
Q,(e) -+ we) a.e. (3.5) 
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Now clearly (3.4) holds for this subsequence CD, as well, and this means 
that 
s II Q,,(e) - Y’(Q) II E m(d@ -+ 0. 
So there exists a new subsequence of @,, which we still call it @, such that 
II @H(e) - vl(w II E -+ 0 a.e., 
that is to say, 
and hence 
tr(@,,(e) - Y(O))(@,,(0) - Y(0))* + 0 a.e., 
a,(e) -+ y(e) a.e. (3.6) 
But (3.5) and (3.6) imply that 
aye) = ‘v(e) a.e. 
This shows that the operator I is closed and hence bounded (by the closed 
graph theorem) and this completes the proof of the lemma. 
Now using the above lemma we can prove the following interesting con- 
sequence of the condition L*(,f) c L’(Leb). 
3.2. PROPOSITION. If the spectral density f of a multivariate stationary 
stochastic process X,, satisfies L*(f)c L’(Leb) then X,, is minimal i.e. 
x0 4qq&, k #O>. 
Proof: Taking any polynomial function CD of the form Q(0) = 
Z+C,+, Akeik”, which is clearly in L*(f) and L’(Leb), by Lemma 3.1 we 
have 
I+ C Akeik” II Ii <C I+ 1 A,eik” /I 
Now since 
II I+ c A, k#O 
and 
I+ 1 Akeik” 
k#O 
II I II k#O II / 
rkfl 
m(dd) 2 
IK 
I+ 1 Ake’kW 
E k#O t 
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we can write 
This together with the Kolmogrov isomorphism gives 
This means that the distance between X0 and the subspace q(X,, k # 0} is 
at least h/C, and this in turn implies that the process X, must be 
minimal. 
It is clear that when f - ’ E L’(Leb) then the condition L’(f) c L’(Leb) 
holds. Then a question which naturally arises is whether the converse is 
also true. The following proposition is addressed to this question. 
3.3. PROPOSITION. (a) If the matrical spectral density f satisfies 
L2(f) c L’(Leb) then f-'(9) exists almost everywhere and there exists a 
constant matrix C such that 
O# j tr(Cf -‘C*)m(d@. (3.7) 
(b) For a scalar density function f the condition L’(f) c L’(Leb) is 
equivalent to the condition f ~ ’ E L’(Leb). 
Proof (a) The invertibility off ~ ’ is proved in the first paragraph of 
the proof of Lemma 3.1 for the proof of the other assertion we note that 
our process is minimal (by Proposition 3.2). Thus the orthogonal com- 
plement of T{‘(xk, k#O} is not empty. Letting Y be a nonzero element in 
this orthogonal complement and @ be its Kolmogrov isomorphism, we 
have 
s 
Q(e) eiksf(0) m(d0) = 0 for all k # 0. 
Thus 
@(@f(@=C a constant matrix. 
So G(0) = Cf ~ ‘(0). Now since @ is a nonzero element of L’(f) we have 
This completes the proof of part (a). 
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(b) It is easy to see that f- ’ implies that L*(f) c L’(Leb). Now 
assuming L2(f) c L’(Leb), by (3.7) in Part (a) there exist a constant scalar 
C different from zero such that 
OfI pq’f-‘(e)m(de)<co. (3.8) 
Now C being a constant scalar can be pulled out in (3.8) to get 
s f  -‘(e)m(&)< CO. 
Which is what we desired to prove. 
4. THE ANGLE BETWEEN PAST AND FUTURE 
In this section we first prove our criterion for the positivity of the angle 
between past and future. We then show that when L*(f) c L’(Leb), the 
positivity of the angle between past and future is equivalent to the 
positivity of the angle between past and any n-step ahead future. 
Let X, be a multivariate stationary stochastic process with spectral 
matrix densityj For any two subspaces K and L in the time domain M(X) 
of X,, the cosine of the angle between K and L is defined to be 
It is clear that p(K, L) < 1, when p(K, L) is strictly less than one, it is said 
that the angle between K and L is positive. For the cosine of the angle 
between the past PO, and the n-step ahead future F,” of X,, we use the 
notation p,(X). So p,(X) is the cosine of the angle between the past and 
the future of X,,. 
For the case of scalar densities a very useful criterion for the positivity of 
the angle between past and future is obtained by Helson and Szego in [2] 
which says: p,(X) < 1 if and only iff = e”+ ‘, where u and v are bounded real 
valued functions such that II v II ori < 42, here 17 is the harmonic conjugate of v. 
Another criterion for the postivity of this angle says that: p,(X) < 1 if and 
o&y if L*(f) c L’(Leb) and the Fourier series of any function q5 in L*(f) 
converges to q5 itself in the norm of L2( f ). This result is implicitly contained 
in [4] and was first explicitly stated by Pourahmadi in [9]. 
Our next theorem extends this latter criterion to the multivariate case 
thereby providing: (i) a positive answer to the question (a) raised in [9], 
and (ii) an explicit and straightforward proof for the same result in the 
scalar case. 
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Before we proceed to state and prove our next theorem we need to state 
the following essential lemma which is due to Helson and Szego [2] in the 
scalar case, and which is proved by Pousson for the matricial case (cf. 
Theorem 4.5 in [IO]). 
4.1. LEMMA. Let X, he a multivariate stationary stochastic process with 
spectral density f and let I and J he two subsets qf integers. The angle 
between subspaces v{ X, : k E J} and {X, : k E I) is positive lf and only if 
there exists a positive constant C such that 
for any polynomial .function C Ake’l’“. 
4.2. THEOREM. Let X,, be a multivariate stationary stochastic process 
with spectral density matrix f: The past and,future qf X,, are at positive angle 
[f and only? if 
(i) L’(f)c L’(Leb), and 
(ii) the Fourier series of any function Qi in L’(f) converges to it in 
L7.f ). 
Proof The only if part is the subject of Lemma 4.6 and Theorem 4.7 in 
[lo]. For the if part, we assume L”(f )c L’(Leb) and that the Fourier 
series of any function 0 in L’(f) converges to @ in L’(,f). Take any 
function 0 in L’(s). Then CD is in L’(Leb) and hence has a Fourier series 
c;= % Ax’?“. Let S,(G) denote the nth partial sum of this series, i.e., let 
S,(Q) = C,“= N A,e”:“. We can write 
we can also write 
II Ak 11: = s tr(Ak.f(@ A:) m(d@) 
d s tr[A,(tr f(0)) A:] m(d0) 
d trf(6)][tr(AkAif) m(d6) s 
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SO 
II A, II/’ Q (tr AkA?) 1 tr f(e) m(fW 
On the other hand, we have 
tr(A,A,*) = tr e’““@(8) m(d0) I[ j dkQqe) m(de) 1 * 
and hence 
or 
which implies 
Y 2 
= 
= )I 
e’%,(e) m(de) . j./= I 
< i ( /s 
2 
PQqe) m(de) , 
r.l= I i) 
tr(A,A,*) < 
( 
i: J” 1 q,(e)1 m(def 
,.l= I 
tr(A,A,*)Q 
0 
i p+,(e)1 m(de) ‘, 
ii= I > 
tr(A,A,*)Gq j Iiwm mm) ( 1 
2 
(4.1) 
(4.2) 
combining (4.1) and (4.2) 
Iihmi, aw+u jtr.1704~~) 
> 
Now using the lemma in Section 3, we get 
II~,m, w2N+u 
L 
~tr.fma~) 
1 
I’2 11 @I//.. 
Thus the operators S, on L’(j) are all bounded and since by the 
assumption S,(Q) + @ in the L2(.f’) it follows from the uniform bounded- 
ness principle that the operators S, are in fact uniformly bounded; i.e., 
there exists a constant K depending only on q and .f such that 
II S, II 9 K for all N, 
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or equivalently 
I/ SN(@) Ilf G K II Q, Ii., for all N. (4.3) 
Now since 
~~k~oA#ik”~~f = l~e+iNf’k~NAN+keikt~~~, 
= k~N&+keiko~~,, 
II 
taking a function @ in L’(f) whose Fourier series is Q, - C,“= ~ r Akeik” we 
have 
I( kpkeikt)~~, = 11 SN(e-‘N”@(0))/It.. 
Now using (4.3) we get 
II ,Fo Ake”“lI, 
<KIle-‘N”@(B)I(,, 
which means 
By a similar argument 
II A 2Nf, II,. = IIS,(e~‘2N+1)iH~(0))III. 
BY (4.3) 
IIA 2N+ III 1.G Klle- (2N+l)iH~(e)ll~=KIl~(e)ll,‘. 
Hence 
IIA 2N+le i(2N+1)oIIf <K II@(0)llf. 
From (4.4) and (4.5) we see that for any integer N, 
G 2% II @(W II,. 
I 
(4.5) 
(4.6) 
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Taking C= 2K from (4.4) fand (4.5) we conclude that 
l~;04eik”~~, dCll@‘(~)ll,, 
for all integers m. In particular we have 
(4.7 1 
for any YE$(e”“, k < 0} and any polynomial C;,1=, Ake’““. Taking limit 
from both sides of (4.7) shows that 
II @II, G c II Y’(@ + @(W II, (4.8) 
for any @E${e”“, kbO} and any Y~Sj;{e’““;k<O}. But by Lemma4.1 
this is equivalent to the positivity of the angle in question and hence the 
proof of our theorem is now complete. 
The following theorem is an extension as well as a generalization of 
Theorem 3 in [2], see Theorem 4.4 below and the remarks following it. 
4.3. THEOREM. For any spectral density matrix f with L’(f) c L’(Leb) 
the following are equivalent : 
(a) P,(W < 1 
(b) p,,(X) < 1, ,for some positive integer n. 
Proof: (b)*(a) Since p,,(X)< I, using Lemma4.1 and the 
Kolmogorov isomorphism theorem we know that there exists a positive 
constant D, such that 
for any polynomial function C Akeik”. For any polynomial function 
x A,eik” we can also write 
II M, = 1 tr(AdIQ)A,*) m(d@) 
1 1 
I/?. 
1 1 
I/Z 
< [tr(A,A,*)]“’ I tr f(0) m(d0) 
hence 
IIAoIlf6 ~tr,f(Wm(dW 1 1 
I/1 
IIA, 11~. (4.10) 
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But 
Applying Lemma 3.1 to the last term above we get 
substituting this last inequality in (4.10) we see that there exists a positive 
constant D, such that 
; 
I 
using an argument similar to what was used towards the end of the proof 
of Theorem 4.2 we can get the inequality (4.11 ) for any coeffkient Ai: 
(4.12) 
Thus using (4.12) together with 
we can write 
(4.13) 
This in conjunction with Lemma4.1 above shows that the angle between 
s ( elro: ldkbn-1) and vte . J ““m k < 0 or k 3 n) is positive. Since the 
positivity of the angle between two subspace is a symmetric relation, using 
Lemma 4.1 once more we conclude that 
Finally combining (4.9) and (4.14) we can write 
(4.14) 
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where D= D,D,. Now (4.15) is equivalent p,(X)< 1 (by Lemma4.1) and 
hence the theorem is proved in one way. The other way is obviously always 
the case. Note that since, as we mentioned earlier, fP ’ E L’(Leb) implies 
L’(,f) c L’( Leb) we obtain the following theorem. 
4.4. THEOREM. Let ,f be the matricial density of a multivariate stationary 
stochastic process X,, such that ,f ’ is in L’(Leb). The ,following are 
equivalent : 
(a) pi(X)< 1 
(b) p,,(X) < 1 for some positive integer n. 
4.5. Remark. Theorem 3 in [2] is a special case of Theorem 4.4 with n 
equal to 2. 
4.6. Remark. In the scalar case one can give a much shorter proof of 
Theorem 4.4 (and equivalently Theorem 4.3, in this case). In fact, if 
p,?(X) < 1 then by a result in [3] we have 
where P(B) is a polynomial of degree n and II and o are bounded functions 
with 11 v/I % < 7r/2. But since , f  --‘(l3) is assumed to be integrable the 
polynomial part disappears. Hence 
f(o)=&‘+‘, 
and then by Theorem 1 in [Z] we get p’(X) < 1, which completes the 
proof. However such a proof cannot be extended to the multivariate case, 
because the multivariate version of these two theorems has not been 
proved yet, and are some very interesting open questions in this field. 
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