Abstract. It is known that one can solve semidefinite programs to within fixed accuracy in polynomial time using the ellipsoid method (under some assumptions). In this paper it is shown that the same holds true when one uses the short-step, primal interior point method. The main idea of the proof is to employ Diophantine approximation at each iteration to bound the intermediate bit-sizes of iterates.
Introduction
Semidefinite programming is used in several polynomial-time algorithms, like the celebrated Goemans-Williamson [3] approximation algorithm for the maximum cut problem, the algorithm for computing the stability number of a perfect graph [4] , and many others (see e.g. [2] ). To give a rigorous proof of the polynomial-time complexity of such algorithms, one requires a known theorem, due to Grötschel, Lovász, and Schrijver [4] , on the Turing model complexity of solving semidefinite programs to fixed precision (under some assumptions). In [4] , this theorem is proved constructively by using the ellipsoid method of Yudin and Nemirovski [20] (inspired by the earlier proof of Khachiyan [8] of the polynomial-time solvability of linear programming), but our aim here is to do so by using the theory of interior point methods. Perhaps surprisingly, such a proof has not yet been given to the best of the authors' knowledge.
For example, in Chapter 2 of the recent book [2] it is stated that: [...] the ellipsoid method is the only known method that provably yields polynomial runtime [for semidefinite programming] in the Turing machine model [...] The complexity theorem in question may be stated as follows. Theorem 1.1 (Grötschel, Lovász, Schrijver [4] ). Consider the semidefinite program (1) val = inf C, X X ∈ S n is positive semidefinite, A j , X = b j for j = 1, . . . , m, with rational input C, A 1 , . . . , A m , and b 1 , . . . , b m , and where S n denotes the set of n × n symmetric matrices. Denote by F = {X ∈ S n : X is positive semidefinite, A j , X = b j for j = 1, . . . , m} the set of feasible solutions. Suppose we know a rational point X 0 ∈ F and positive rational numbers r, R so that
where B(X 0 , r) is the ball of radius r, centered at X 0 , in the d-dimensional subspace L = {X ∈ S n : A j , X = 0 for j = 1, . . . , m}.
For every positive rational number ǫ > 0 one can find in polynomial time a rational matrix X * ∈ F such that
where the polynomial is in n, m, log 2 R r , log 2 (1/ǫ), and the bit size of the data X 0 , C, A 1 , . . . , A m , and b 1 , . . . , b m .
Here X, Y = Trace(XY ) denotes the trace inner product for symmetric matrices, and hence, when we talk about the ball B(X 0 , r) or B(X 0 , R) we work with the associated Frobenius norm
We will show that the analysis by Renegar [12] of the short step interior point algorithm, together with applying Diophantine approximation at every step to ensure that the bit size stays small, leads to a proof of Theorem 1.1.
There is also a practical aspect to the results in this paper. Semidefinite programming is increasingly used in computer-assisted proofs. Thus new theoretical results have been obtained in this way for binary code sizes [14] , crossing numbers of graphs [1] , binary sphere packings [15] , and other problems. To obtain rigorous proofs, it is necessary to give a formal verification of the relevant semidefinite programming bound. Usually this is done by computing dual bounds using floating point arithmetic, and then showing rigorously that the corresponding dual solutions are feasible. This type of "reverse engineering" can be quite cumbersome; see e.g. the discussion in [15, Section 5.3] . Moreover, the semidefinite programs involved are often numerically ill-conditioned, and it may be difficult or impossible to obtain a near-optimal solution with off-the-shelf solvers; see e.g. [9] . It is therefore of practical interest to understand what may be done in polynomial time when using exact arithmetic. We note that there already exists an arbitrary precision solver, SDPA-GMP (see [19] and the references therein) that uses the GNU multi-precision linear algebra library. The algorithmic ideas presented here may potentially be used to enhance such a solver to improve its performance, by ensuring that it runs in polynomial time, i.e. that the intermediate bit-sizes do not become excessively large.
Finally, one should note that there have been several papers studying the complexity of interior point methods using finite precision arithmetic (allowing only a fixed number of bits for calculations); see e.g. [16, 18, 6] . For the Turing model complexity though, the only results known to us concern interior point methods for linear programming; see e.g. the original paper by Karmarkar [7] , or the review in the book of Wright [17] .
Preliminaries
In this section we set up the notation for the paper. Since we follow Renegar's proof we mainly use his notation.
2.1. SDP problem structure and notation.
• We will denote matrices (and matrix variables) by capital letters, and general vectors (or variables) by lower case letters.
• By S n we denote the n+1 2 -dimensional vector space of symmetric matrices which is endowed with the trace inner product X, Y = Trace(XY ). The corresponding norm is the Frobenius norm
where λ i (X) is the i-th largest eigenvalue of the symmetric matrix X. By S n 0 we denote the closed convex cone of positive semidefinite matrices, and S n ≻0 is the open cone of positive definite matrices. If the matrix size is clear from the context, we will sometimes write X ≻ 0 (resp. X 0) instead of X ∈ S n ≻0 (resp. X ∈ S n 0 ).
• The semidefinite program (1) defines the linear operator A :
Its adjoint operator
where we take the adjoint with respect to the trace inner product. From now on we assume that A is surjective. Hence, the adjoint A * is injective, and the matrices A 1 , . . . , A m are linearly independent.
The kernel of A is the linear subspace
and the matrices A 1 , . . . , A m form a basis of the orthogonal complement L ⊥ . The orthogonal projection onto the subspace L is given by
where I S n is the identity operator for S n .
• We may (and will) assume that C ∈ L, without loss of generality. Indeed, every feasible X ∈ F may be written as X = X 0 + ∆X for some ∆X ∈ L, so that
Thus we may replace C by π L (C) if necessary. Moreover, the bit-size of π L (C) is bounded by a polynomial in the bit-size of C and A, due to Theorem 2.3 below.
Polynomial-time operations.
For ease of reference, we will use the framework in the book of Schrijver [13] when discussing complexity. In particular, we use the same definition for the bit-size of rational numbers, vectors and matrices as in [13, §2.1] , and we will denote bit-size by size(·). In particular, for relatively prime p, q ∈ Z, we define the bit-size of the rational number p/q as:
size(p/q) = 1 + ⌈log 2 |p| + 1⌉ + ⌈log 2 |q| + 1⌉.
The bit size of a rational vector (p 1 /q 1 , . . . , p n /q n ) is defined as the sum of the bit sizes of its components plus n. Similarly, the bit size of an m × n matrix is defined as the sum of the bit sizes of its components plus m × n.
Diophantine approximation. We will perform a "rounding" procedure at the end of each iteration to reduce the bit-size of the iterate, and will use Diophantine approximation for this.
Theorem 2.1 (cf. Corollary 6.2a in [13] ). Let α and 0 < ǫ ≤ 1 be given rational numbers. Then one may find, in time polynomial in the bit size of α, integers p and q such that
The underlying algorithm is the continued fraction method; see page 64 in [13] for a description of the algorithm.
As an immediate corollary, one may approximate a rational vector α ∈ Q n componentwise by a rational vector (
in time polynomial in the bit-size of the vector α.
We restate this result in a form that we will need later.
Corollary 2.2. Given a rational vector α ∈ Q n and rational ǫ > 0, one may compute in time polynomial in size(α) integers p 1 , . . . , p n and q 1 , . . . , q n such that
such that
Proof. Assume the integers p i , q i (i ∈ {1, . . . , n}) satisfy (2). For each i one has
As a consequence
Using (2),
qi ≤ n, and replacing ǫ by ǫ/n completes the proof.
Linear algebra. Each iteration of the short-step interior point algorithm involves some linear algebra operations, and we will use the following results to ensure that this may be done in polynomial time. For a proof, see e.g. Theorem 3.3 and Corollary 3.3a in [13] .
The last item implies that we may compute an orthogonal basis for L (the nullspace of A), so that we may represent any feasible point X ∈ F as X =
where the x i are scalars and the B i 's are suitable symmetric matrices of size polynomial in the input size that form an orthogonal basis for L. We may also assume without loss of generality that B i F ≤ 1 for each i. This is important, since we will study perturbations (roundings) of the formX = X + ∆X, where X ∈ F and ∆X ∈ L. Writing ∆X = d i=1 ∆x i B i , one then has ∆X F ≤ ∆x 2 . In other words, we may bound the size of the perturbation in S n in terms of the corresponding perturbation in R d .
2.3. Self-concordant barrier functions. We will use the definition of self-concordant functions due to Renegar [12] , that is more suited to our purposes than the original definition of Nesterov and Nemirovski [11] . In what follows, f is a convex functional with open convex domain D f (contained in a finite-dimensional, real affine space), and the gradient and Hessian of f at x ∈ D f will be denoted by g(x) and H(x) respectively. Note that the gradient and Hessian depend on the inner product we choose for the underlying vector space; see §1.2 and §1.3 in Renegar [12] for more details.
where A self-concordant functional f is called a self-concordant barrier if there is a finite value ϑ f so that
that is, the intrinsic norm (at x) of the Newton step n(x) := −H(x) −1 g(x) is always upper bounded by ϑ f . The analytic center of D f is defined as the (unique) minimizer of f . (The analytic center exists if and only if D f is bounded.)
The self-concordant barrier function of the semidefinite program (1) is
For this barrier function one has ϑ f ≤ n; see [12, §2.3.1] . Its gradient (with respect to the trace inner product) is
and its Hessian is
The local norm for Y ∈ L at X ∈ D f is defined as
For easy reference, we note that the self-concordance of the function f in (4) implies that for all X ∈ D f we have B X (X, 1) ⊆ D f and that for all Y ∈ B X (X, 1) we have
where B X (Y, r) denotes the open ball of radius r centered at Y in the local norm · X .
Properties of self-concordant functions.
We will need the following three technical results (and one corollary) on self-concordant functions.
Theorem 2.5 (Theorem 2.2.3 in [12] ). Assume f self-concordant and x ∈ D f . If z minimizes f and z ∈ B x (x, 1) then
A useful, and immediate, corollary is the following. 
Proof. By definition,
as required. The other two technical results are the following.
Theorem 2.7 (Theorem 2.2.4 in [12] ). Assume f self-concordant and
Theorem 2.8 (Theorem 2.2.5 in [12] ). Assume f self-concordant and x ∈ D f such that n(x) x ≤ 1/4. Then f has a minimizer z and
Thus (triangle inequality):
3. The short-step, logarithmic barrier algorithm
We consider a generalisation of our SDP problem, given by val := min
where c is a given vector, f is a self-concordant barrier with open domain D f , and cl(D f ) denotes the closure of D f . As before, the gradient and Hessian of f at x ∈ D f are respectively denoted by g(x) and H(x). For the SDP problem (1), f (X) = − ln det(X) with domain D f = {X ≻ 0 : X ∈ F }, but Algorithm 1 below is valid for a general self-concordant barrier.
Define, for given η > 0,
and denote by n η (x) = −H(x) −1 (ηc + g(x)) the (projected) Newton direction at x for f η .
The analytic curve, parameterized by η > 0, where η is mapped to the unique minimizer of f η , is called the central path.
The complexity of the short step algorithm is described in the following theorem, that is originally due to Nesterov and Nemirovski [11] .
Theorem 3.1 (cf. p. 47 in [12] ). The short step algorithm terminates after at most k = 10 ϑ f ln 7ϑ f 6η 1 ǫ
Algorithm 1 Short step algorithm
Require: an x 1 ∈ D f and η 1 > 0 such that n η1 (x 1 ) x1 ≤ 1
4 . An accuracy parameter ǫ > 0. k ← 1 while
Some remarks on the steps in the algorithm.
• For the SDP problem (1), the projected Newton direction is obtained by first solving the following linear system:
. . , m}) and
, . . . , m}). (We drop the subscript k that refers to the iteration number here for convenience.) Subsequently, the projected Newton direction is given by (7) n η (X) = X(A * y)X + X − ηXCX.
The matrix M is positive definite (and hence nonsingular) under the assumption that {A 1 , . . . , A m } are linearly independent. One may bound the sizes of M and v in (6) as follows:
Similarly,
size(A i ) + size(b) + m size(η).
As a consequence, the projected Newton direction may be computed in time polynomial in the bit sizes of X, η and the data A, b and C. Thus one may perform a constant number of iterations in polynomial time. We will show how to truncate the current iterate X at the end of each iteration, using Diophantine approximation, in order to guarantee that the bit-size of the iterates remains suitably bounded throughout.
• The square root ϑ f that appears in the statement of the algorithm may be replaced by any larger number, e.g. ⌈ ϑ f ⌉. The only change to the complexity is that ϑ f should then be replaced by the corresponding larger value in the statement of Theorem 3.1.
• By construction, each iterate x k satisfies n η k (x k ) x k ≤ 1 4 , and after the Newton step one therefore has
by Theorem 2.7. As a result, after setting η k+1 = 1 +
; see [12, p. 46] for details. Since we will apply rounding (using Diophantine approximation) to the iterates later on, we will need to ensure that (8) still holds after rounding x k+1 .
• An issue that needs to be resolved is the initialization question, i.e. finding
. This is addressed in the next section.
Initialization
Assume now -again in the setting of a general self-concordant barrier f -that we only know a rational starting point x ′ ∈ D f . We will use a two phase procedure, where we first solve an auxiliary problem to obtain a suitable starting point for the short step algorithm. The procedure here follows Renegar [12, §2.4] .
Auxiliary problem. For a given parameter ν > 0, we consider the auxiliary problem where we minimize:
Note that x ′ is on the central path of the auxiliary problem and corresponds to ν = 1. Now use the short step algorithm, reducing ν at each iteration via
Remarks:
• The central path of the auxiliary problem passes through x ′ and converges to the analytic center of D f as ν ↓ 0.
• Once ν is small enough, we may use the current value of x as a starting point for the original short step algorithm. A suitable value for ǫ ′ is now given by
.
At this point one may start the short step algorithm using x 1 equal to the last iterate produced by solving the auxiliary problem, and
See §2.4 in [12] for more details and proofs. The combined complexity of this two-phase procedure is given by the following theorem. The proof is easily extracted from the proof of Theorem 2.4.1 in [12] . 
iterations, all points x computed thereafter satisfy
For the SDP problem (1) we now assume, as in Theorem 1.1, that we have a rational X 0 ∈ F , and that we know rational r > 0 and R > 0 so that X 0 + B(X 0 , r) ⊂ F ⊂ X 0 + B(X 0 , R). Note that this implies: (11) sym(X 0 , F ) ≥ r R .
An upper bound on the norm of the dual central path
In this section we give an upper bound on the norm of the dual central path. Our analysis is based on a standard argument for the existence and uniqueness of the central path; see e.g. [10, Proof of Theorem 10.2.1].
Recall that the (primal-dual) central path is the curve η → (X(η), S(η), y(η)), with η > 0, defined as the unique solution of
where I denotes the identity matrix.
Lemma 5.1. Under the assumptions stated in Theorem 1.1 we have
where
is the maximum row sum norm of C.
Proof. By assumption X 0 is a strictly feasible solution of the primal and without loss of generality we may assume that S 0 = C + 2 C ∞ I is a strictly feasible solution of the dual; otherwise we add the constraint I, X ≤ I, X 0 + √ nR to the semidefinite program (1) which is redundant since
Note that S 0 is indeed positive definite, since it is strictly diagonally dominant. We may characterize S(η) as the unique minimizer of the function 
Clearly, U contains S(η).
If σ > 0 denotes the smallest eigenvalue of X 0 , then, for all S ∈ U:
because σ I, S ≤ X 0 , S . Now we write the previous inequality in terms of the eigenvalues λ i (S) of S:
Defining the function
which is convex and has minimizer λ * = 1 ση with minimum value φ(λ * ) =
By the convexity of φ and by approximating φ about the point eλ * we have
Hence,
where the first inequality follows from det S 0 ≥ 1 and ln x ≤ x − 1, and where the second inequality follows because σ ≥ r.
The last estimate now immediately implies the statement of the lemma:
Note that the bound on S(η) F depends on the value of η. It is therefore necessary to consider the range of values that η can take (and ν during the first phase of the auxiliary problem). During the first phase (auxiliary problem), initially
show that during each iteration k of the first phase,
where ǫ ′ is defined in (9), which in turn implies
where we have used (9) and (11) . Similarly, during each iteration k of the second phase
since B(X 0 , r) ⊆ F and ϑ f ≤ n.
Rounding the current iterate
We will round the current iterate X ∈ F (we again drop the subscript for convenience) at the end of each iteration to obtain a feasibleX = X + ∆X, say, with suitably bounded bit-size, and where the "rounding error" ∆X ∈ L satisfies ∆X X ≤ǫ for some suitable valueǫ > 0.
After the Newton step, but before the update of η, we assume that
By the definition of self-concordance:
Thus, ifǫ = (8)). We may ensure that X − X(η) X ≤ 1 32 during the course of the algorithm by taking an extra centering step. Indeed, if we still denote the iterate by X after an extra centering step, one has n η (X) X ≤ 1/64 (by Theorem 2.7). Consequently, by Theorem 2.8, one has
Note thatX ≻ 0 since X −X X ≤ 1 16 < 1, and the definition of self-concordance guarantees that the unit ball in the X-norm centered at X is contained in the positive definite cone.
The task is therefore to findX = X + ∆X with bounded bit-size and so that ∆X X ≤ 1 16 . It will be more convenient to bound the X(η)-norm of ∆X than the X-norm. As a first observation, using the definition of self-concordance,
Invoking the definition of self-concordancy once more, we obtain:
Thus if we show that ∆X X(η) ≤
30
31×16 then we guarantee that ∆X X ≤ 1 16 .
Note that
where the inner product is the Euclidean (trace) inner product, and we have used the sub-multiplicativity of the Frobenius norm.
Recall that S(η) F is bounded by (12) (Lemma 5.1).
We may now use Diophantine approximation so that (15)
, during the first phase of the algorithm, and
, during the second phase, where X ′ is the last iterate produced by the first phase. Due to the upper and lower bounds on ν in (13), (15) will hold if ∆X F ≤ ǫ 1 , where 1
during the first phase, and (16) will hold if, during the second phase,
To obtain a right-hand-side expression in terms of the input data only, we may use X ′ − X 0 F ≤ R. Thus we find that the last inequality will hold if ∆X F ≤ ǫ 2 , where 1
ǫ is bounded by a polynomial in the input size.
Performing Diophantine approximation in the d-dimensional space L yields a rationalX so that ∆X F ≤ǭ and (17) size(X)
by Corollary 2.2. Thus the size ofX is always bounded by a certain polynomial in the input size.
Summary and conclusion
To summarize, we list the complete procedure in Algorithm 3. The main subroutine (used twice) is a short step algorithm with extra centering step and Diophantine approximation, shown as Algorithm 2.
In particular, we have shown the following.
Algorithm 2 Short step algorithm with extra centering and Diophantine approximation Require:
• Problem data (A, b, c);
• an x 1 ∈ D f and η 1 > 0 such that n η1 (x 1 ) x1 ≤ 1 4 ; • an accuracy parameter ε > 0;
• an update parameter θ > 0; k ← 1 while
+ + n η k (x + ) Round x k+1 using Diophantine approximation, so that size(x k+1 ) is bounded as in (17) , and n η k (x k+1 ) x k+1 ≤ 1 9 Set η k+1 = θ · η k k ← k + 1 end while Algorithm 3 Two-phase short step algorithm with Diophantine approximation Require:
• SDP problem data (A, b, c) and X 0 ∈ F ;
• an accuracy parameter ǫ > 0;
• rational R > r > 0 as in Theorem 1. The analysis presented here may also be performed for more practical variants of the interior point method, such as the long-step (large update) method; see e.g. Chapter 2 in [12] . Moreover, since all computations in Algorithm 3 involve linear algebra only (Diophantine approximation may also be implemented as such), there are definite practical perspectives for implementing Algorithm 3 (or a more practical variant), using arbitrary precision packages, like the GNU Multiple Precision Arithmetic Library (GMP) (https://gmplib.org/), that is already used in the solver SDPA-GMP [19] .
