We propose an approach based on Swarm Intelligence -more specifically on Ant Colony Optimization (ACO) -to improve search engines' performance and reduce information overload by exploiting collective users' behavior. We designed and developed three different algorithms that employ an ACO-inspired strategy to provide implicit collaborative-seeking features in real time to search engines. The three different algorithms -NaïveRank, RandomRank, and SessionRank -leverage on different principles of ACO in order to exploit users' interactions and provide them with more relevant results. We designed an evaluation experiment employing two widely used standard datasets of query-click logs issued to two major Web search engines.
Introduction
There were several disadvantages to this approach. Looking for informa-10 tion on a given car, using maker and model as keywords, the search engine 11 did not direct you to any official site. Instead, one was overloaded with car 12 for sale advertisements, as these had a good occurrence to size ratio of the 13 keywords. It was also quite easy to fool the search engines, for example by 14 adding long list of repeated keywords to a Web page, often using a small 15 white font so that it did not clutter the page. 16 Google's PageRank algorithm saved the day. By letting relevance be 17 determined by the number of links to a page, adding up the score if the links 18 also came from pages that had many links to them, Google had captured a 19 semantic understanding of the relevance concept. For example, many Web 20 pages may say something about The White House, and there may be many 21 white houses, but Google puts the official site on top, most probably the page 22 that the user wants. And every time someone makes a link to this page, they 3 collect data from many users. One could strengthen the trail if the user 48 performed some action at the end. This could either be implicit, such as 49 noting that the users stayed on the site for some time, typed in data, printed 50 from the page, bought or booked, etc. Alternatively, it could be explicit, 51 where the users use a "like" button to tell that the page is interesting, e.g. 52 the Google+1 service 1 .
53
Such an approach falls into the implicit collaborative information-seeking 54 area in which developing new collaborative search interfaces is still needed, 55 as recently suggested by Hearst [1] .
56
According to Golovchinsky et al. [2] , a collaborative information search 57 system can be either implicit or explicit, meaning that users can explicitly needs.
63
The majority of studies in the implicit area are based on collaborative 64 querying techniques that upgrade information systems with data on past 65 query preferences related to other users. As recently demonstrated [3] , such 66 studies primarily tested implicit collaborative information-seeking systems 67 using simulated query formulation instead of employing user analysis involv-68 ing human participants. In our research, we employed a classic approach by 69 using two existing datasets to simulate queries to evaluate our system in a necessary [5] .
97
In this paper, we propose to employ the concepts of Swarm Intelligence page visits) and concluded that users consider 28% of search sessions unsat-
107
isfactory and 30% only partially satisfactory. Xu and Mease [7] measured 108 the average duration of a search session and found that users typically quit 109 a session -even without having satisfied their informational need -after 110 three minutes.
111
The main purpose of search engines is to satisfy users' informational -can be used to obtain a new ranking function that improves search engine 141 performance.
142
In addition to SVMs, other machine learning algorithms may be used,
143
such as RankBoost [14] , RankNet [15] , QBRank [16] , GBRank [17] , AdaRank
144
[18], and MCRank [19] .
145
However, Learning to Rank approaches exhibit two drawbacks: (1) the 146 training phase is computationally expensive and faster methods are being 147 sought [20] ; (2) because most of the outlined machine learning methods are 148 offline, the system must be trained again each time new data become avail-149 able, which occurs quite frequently because we are dealing with click-through 150 data; thus, online methods are also being investigated [21, 22, 23] .
151
In conclusion, it is important to point out that Learning to Rank tech-
152
niques are not the only ones employed in training ranking functions: other 153 studies described alternative soft computing methods, such as genetic pro-
154
gramming [24] and Swarm Intelligence (SI) [25] . 
Ant Colony Ranking

156
In the introduction, we described how information overload is a major 157 problem affecting Internet users and outlined some useful approaches to ad-158 dress this issue: software agents, implicit feedback, collaborative filtering,
159
and assisted browsing/searching [26] .
160
Given the current wide usage of Web search engines, we focused on all the 161 unsatisfactory searches with the goal of addressing the information overload 162 problem. Some techniques aiming at improving their performance have been 163 summarized (for example, Learning to Rank) to highlight a few key concepts:
164
(1) the relationship between users seeking information and the optimal forag-165 ing theory; (2) the need for a search engine to adapt itself to users' behavior; 166 and (3) the need to perform such adaptation in real time.
167
Almost none of the aforementioned approaches take into account all three 168 of these aspects, as stated by Wu and Aberer [13] and Olston and Chi [12] .
169
Beyond a doubt, a Swarm-based approach can take into account all three key 170 factors and is, nonetheless, a much more elegant and simple method than all
171
of the other "ad-hoc" alternatives.
172
For these reasons, in the next section we introduce a model able to de- variants, including Max-Min Ant System (MMAS) [29] , Continuous Orghog-
211
onal Ant Colony (COAC) [30] , and Rank-based Ant System (ASrank) [31] .
212
These classes of algorithms are bio-inspired (Ant Colony) probabilistic meta- 
246
Borrowing the notation of [35] , let D(q) be the set of Web pages the 247 search engine presents to the user as results for the query q, selected by 248 filtering only the relevant ones for q through any available retrieval strategy 249 [36] . The page set a user clicked on for a query q may be seen as be expressed by the equation
where λ is the exponential decay constant; this rule can be transformed in a each document to half its value since its last update for any given query.
269
The evaporation rule becomes then
Pheromone evaporation is performed periodically and its frequency de-271 pends on how the relevance of documents changes over time: since evapora-272 tion is a mechanism that enables the system to forget registered behaviors, 273 the more frequent it gets triggered the more newly registered behaviors will 274 be considered important. To the best of our knowledge, the only similar 275 approach is the one by Koychev and Schwab [37] . NaïveRank. The first algorithm is the simplest and most direct implemen-306 tation of the principles described so far, and is inspired by the stochastic 307 ranking algorithm by Gayo-Avello and Brenes [40] . We employ the simplest 308 incrementing function, namely the successor; thus, given any user search ses- 
Despite the resemblance to the algorithm described in [41] , NaïveRank runs 317 in real time and, more importantly, naturally takes into account the shifts in users' interests by using the evaporation process.
319
RandomRank. The second algorithm uses an alternative approach taken from 320 the basic principles of ACO [28] , through which we considered search engines' reinforcement, is typical in many techniques of Web ranking [42] . and let them gain positions in the ranking.
344
Algorithm 2 Procedure ranking D(q) used by RandomRank based on [43] .
procedure ShowAntColonyRanking Discounted Cumulative Gain (NDCG) for its simplicity and robustness [51] .
409
The NDCG consists of a parameter and two functions: 1. k ∈ N 0 is a we normalized it with respect to the maximum obtainable gain.
417
More formally, let ⃗ y ∈ R n be an array containing relevance values belong-
418
ing to a sequence of n elements (for example, the results of a query) and let
419
⃗ π ∈ R n be a permutation of the same sequence (for example, the ranking 420 produced by an algorithm). Let ⃗ π(q) be the index of the q-th element in 421 ⃗ π and let ⃗ y ⃗ π (q) be the value of its relevance. The Discounted Cumulative
422
Gain (DCG) of the permutation ⃗ π is defined as:
In this case, the gain function is a power of 2, whereas the discount function 424 has logarithmic decay over the permutation length. Thus, the NDCG is 425 defined as:
where ⃗ π * ⃗ y is the permutation corresponding to a perfect ranking w.r.t. the which they would expect the results to be updated.
530
Regarding the evaporation time for NaïveRank, we noted an interesting 531 effect: although using non-optimal δs (as stated above, we found out that 532 seven days was the optimum) doesn't affect the performance, choosing an 533 optimal δ makes slightly no difference at all.
534
Thus, when implementing the NaïveRank we can safely act on δ to reduce 535 the evaporation frequency, in order to reduce the amount of computations 536 needed. This implies that the algorithm will be more computationally effi- Table 1 : Experiments results related to the AOL Dataset. Table 2 : Experiments results related to the Yahoo! Dataset.
27 cient in real time. Effectively, increasing the evaporation frequency will affect 538 the computational cost of the algorithm since the upgrade denoted by the 539 evaporation rule in section 4 has to be computed less frequently.
540
Consequently, just by observing the first results we can argue that the 541 data size required to get good performances from the algorithm is substantial.
542
While the evaporation time is important to achieve good performance, using 543 a δ set to the weekly cycle of queries allowed us to arbitrarily choose the 544 evaporation time, significantly reducing the computational costs.
545
Considering RandomRank performance, it is interesting to notice how it 546 differentiates from NaïveRank: the variations take place mostly for NDCG@1
547
(i.e. the score related only to the first displayed result), while for NDCG@3
548
and NDCG@10 results are almost identical to NaïveRank. This is due to 549 the probabilistic nature of the random ranking; indeed, probability has on 550 average an higher effect when smaller set of documents are considered due to 551 probability of selecting more than one element of the set for NDCG@3 and 552 NDCG@10.
553
A slightly more interesting result comes from analyzing how such vari- performed by the same user as a single session if they were all done within 572 the allowed timeframe, otherwise it will split them into multiple sessions.
573
We chose to test three configurations for the sessions duration used by the sessions, i.e. 1 minute which is shorter than the average search session -3 578 minutes according to [7] ; we also tested our algorithms with 5 minutes ses-579 sions that can be considered as of average duration and finally we chose to 580 also include 25 minutes sessions to sample longer durations.
581
One can notice straightaway that the training sessions duration is mostly 582 irrelevant; this may be caused by the average short length of search sessions,
583
as demonstrated in [54] , since users tend to perform brief sessions, performing 584 different queries; thus search sessions will have only few clicks performed in 585 a short time span and the amount of pheromone to be deposited by the 586 algorithm will be rather fixed, causing no effect. 
602
Summarizing these findings, we argue that our first two proposed algo- query-similarity measure with the same datasets we employed, in order to 640 cluster similar queries belonging to the same session.
641
Our findings are summarized in figure 3: it shows both dimensions that example (e.g. Amazon or Google Shopping) or encyclopedia entries doesn't require a very refined collaborative filtering mechanism -due to the low 657 frequency of updates -thus NaïveRank could fit well with these situations.
658
Indeed, catalogs can be dynamic but vary less frequently than news. fostering users' learning) or atypical query sessions (generated by external 691 events such as specific treatments, deadlines, or upcoming holidays).
692
We evaluated the three algorithms by designing an evaluation, where we 693 compared the performance of the three proposed ranking algorithms with 694 the data provided by two famous search engines: Yahoo! and AOL. Because 695 our methods are based on users' interactions to discover the most promising 696 results, the datasets were partitioned into a training set and a test set.
697
We plan to run an online experiment with a wide sample of participants 698 and test the three algorithms in a real time scenario with users in the future.
699
We hope to prove that in an online environment, real time relevant results 700 can also be obtained by users employing an implicit collaborative approach 
