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ABSTRACT
In this paper, a generalized image restoration method is for-
mulated as a variational inequality problem, whose solution
is obtained using a dynamic system approach. In this method,
the restored image and the regularization parameter are ob-
tained simultaneously. In particular, the optimum regulariza-
tion parameter is determined adaptively, depending on noise
and image content. The restoration problem is presented in
a generalized form so that it maybe be implemented using
different norms; only L1 and L2 norms have been imple-
mented in this paper. A comparison based on experimental
results shows that the proposed method achieves comparable
if not better performance as some of the existing state-of-the-
art techniques.
1. INTRODUCTION
Image restoration techniques aim to remove the distortions
and noise in an image, in order to produce a more accurate
representation of an imaged scene. This is generally achieved
by implementing some kind of inverse procedure, which at-
tempts to reverse the degradations that occur during image
capture. Regularized image restoration techniques are an ex-
tension of these inverse procedures, and are used to deal with
the ill-posed or ill-conditioned nature of the image restoration
problem.
One of the most popular regularization approaches is
Tikhonov Regularization, in which f is found by minimizing
‖g − Hf‖22 + λ‖Rf‖22, with λ being chosen to satisfy some
other criteria, for example the maximum likelyhood. In some
cases λ is simply chosen in an ad-hoc manner.
One of the main problems associated with regularized im-
age restoration, however, is finding a value for the regular-
ization parameter, λ, that achieves an optimal compromise
between image fidelity(where the edges are preserved), and
noise removal. There are many mathematical approaches,
both stochastic and deterministic, for solving the regulariza-
tion problem, all of which attempt to use a priori information
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in order to reconstruct the image. Bayesian methods are par-
ticulary popular and are presented in [1].
In this paper, we use a general variational inequality ap-
proach to solve the image restoration problem. Furthermore,
the solution of the variational inequality problem is formu-
lated as a dynamic system. It is recognized in [2] that one of
the difficulties associated with the Total Variations approach
is that the exact Lagrange parameter λ is a computationally
intensive number to determine and as such the majority of
TV approaches select the value of λ in an adhoc manner
[2][3][4][5]. The proposed method finds the regularization
parameter automatically by solving a general convex con-
strained optimization problem.
In this paper we use the L1 and L2 norms in the constraint
to deal with zero mean gaussian noise. It is possible, however,
to use the same approach with different norms, to deal with
different types of noise. There are a number of papers that
detail the benefits of using differing norms to solve the im-
age restoration problem, a particularly good example can be
found in [4]. In [6] the L1 norm is used to deal with salt and
pepper noise and in [7] the so-called “Least Mean Forth” is
used to deal with sub-Gaussian distributions.
Another of the main contributions of this paper is in show-
ing how statistical noise estimates, such as wavelet denoising,
can be used to calculate an adaptive value for λ accounting for
different images, noise variances, and blurs.
2. PROBLEM FORMULATION
Consider a lexicographically ordered vector g of length n =
l × m, representing an l by m noisy blurred image:
g = Hfo + v (1)
where H is the blur matrix, fo is the original image we seek
to restore, and v is the additive noise vector. Here the image
restoration problem is formulated in a general form as
minimizef ‖Rf‖k1k1
subject to ‖Hf − g‖k2k2 ≤ ε, f ≥ 0 (2)
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where R is the operator representing the quantity we de-
sire to minimize, ‖·‖k1 and ‖·‖k2 are two given norms, and ε is
a measure of noise. The choice of the operator R depends on
the goal of restoration. If R is set to the identity matrix, then
the goal is to find the minimum k1-norm solution that satisfies
the constraints in (2). On the other hand if R = R−1/2s R
1/2
n ,
where Rs and Rn are the covariance matrices of the signal
and noise, respectively, the aim then is to minimize the noise-
to-signal ratio. In this paper, however, we consider only R
as a variational operator, such as the Laplacian and the Total
Variations. Therefore, the formulation in (2) is very general.
For the sake of conciseness, let us make the substitutions
M(f) = ‖Rf‖k1k1 and N(f) = ‖Hf − g‖k2k2 − ε
The optimization problem (2) can be written as follows:
minimize M(f)
subject to N(f) ≤ 0, f ≥ 0 (3)
Assuming that M(f) and N(f) are convex functions, then
(3) is a nonlinear convex program (NCP). Furthermore, if
M(f) and N(f) are twice differentiable, then the solution of
(3) satisfies the Karush-Kuhn-Tucker (KKT) conditions [8].
2.1. Variational Inequality Problem
In this subsection, the image restoration problem is trans-
formed into a problem of solving a variational inequality. Let
L(f , λ) be the Lagrangian function of (3)
L(f , λ) = M(f) + λN(f) (4)
According to the well known saddle point theorem [9], the
solution (f∗, λ∗), if it exists, is a saddle point, which satisfies
the following inequalities:
L(f∗, λ) ≤ L(f∗, λ∗) ≤ L(f , λ∗), ∀f ≥ 0, λ ≥ 0. (5)
Since L(f , λ∗) is convex and admits a minimum at f∗, it
follows from (5) that f∗ is a solution to the NCP (3) if and
only if there exists a λ∗ ≥ 0 such that
(f − f∗)T [∇M(f∗) + ∇N(f∗)λ∗] ≥ 0, ∀f ≥ 0
(λ∗ − λ)N(f∗) ≥ 0, ∀λ ≥ 0. (6)
Equation (6) defines a variational inequality problem (VIP).
It is well known from the projection theorem [9] that the so-
lution of the VIP (6) satisfies the relation
[f∗ − α1(∇M(f∗) + ∇N(f∗)λ∗) ]+ − f∗ = 0
[λ∗ + α2N(f∗)]
+ − λ∗ = 0, (7)
where α1 and α2 are positive constants, and [·]+ denotes pro-
jection onto the feasible region, here [x]+ = max(x, 0). The
advantage of this formulation is that both the restored image
and the regularization parameter λ can be obtained simulta-
neously by solving (7), which satisfies the original NCP (3).
2.2. A Dynamic System Formulation
The solution to the projection formulation in (7) can be solved
using a dynamic system approach. Consider the nonlinear
system governed by the ordinary differential equations:
df
dt
= [f − α1(∇M(f) + ∇N(f)λ) ]+ − f ,
dλ
dt
= [λ + α2N(f)]
+ − λ. (8)
It can easily be shown that the equilibrium point of (8) satis-
fies the conditions in (7). Therefore, provided the system is
stable and reaches its equilibrium point, the solution of (7) is
obtained when the the system reaches steady-state. We should
note that an approximate solution can be obtained close to the
equilibrium point, i.e., before the system reaches steady-state.
If the amount of noise is small, then the optimum value
of λ should be large. As the value of noise approaches zero,
the optimum value of λ tends to infinity. However, for very
large values of λ the dynamical system becomes stiff (or ill
conditioned), and hence a numerical solution may diverge. To
overcome this problem, we make the following substitution:
λ = μ/(1 − μ), for λ ≥ 0, 0 ≤ μ ≤ 1.
Furthermore, if we set α1 = α3(1−μ) and α2 = α4/(1−μ),
then the equations governing the system dynamics become
df
dt
= [f − α3(∇M(f)(1 − μ) + ∇N(f)μ) ]+ − f ,
dμ
dt
= [μ + α4N(f)]
+− μ. (9)
The dynamic system in (9) is better conditioned, and there-
fore, its numerical solution is more stable. The parameters α3
and α4 can be chosen to control the rate of convergence, and
thus ensure greater stability.
2.3. Selecting the Constraint Bound - ε
The choice of constraint bound ε, can have a significant ef-
fect on the solution as the system usually converges when
ε = ‖g − Hf‖k2k2 . If we make the assumption that the noise
has a normal distribution with zero mean and standard devi-
ation σn, then for sufficiently large images we can say that
‖g − Hf‖22 ≈ nσ2n, and ‖g − Hf‖11 ≈ 2nσn/
√
2π, where
n is the number of elements in f . This, however, is an up-
per bound. For a given noise variance, smaller blurs require
smaller bounds to obtain an optimal solution. Using noise re-
moval techniques, it is possible to choose a better bound by
selecting
ε = ‖g − gd‖k2k2 (10)
where gd is the denoised version of g. An excellent method
for noise removal is the Interscale Orthonormal Wavelet
Thresholding approach [10].
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3. EXPERIMENTAL RESULTS
In order to test and evaluate the performance of the proposed
approach, a number of experiments were conducted. In all ex-
periments the Improvement in Signal to Noise Ratio (ISNR)
is used as a performance measure. The ISNR is defined as
ISNR = 10log10
‖g − fo‖22
‖f − fo‖22
dB (11)
Each experiment is performed with three different images
of size 256. The images used are the Lena, Cameraman
and Shepp-Logan Phantom images. A 9 × 9 uniform blur
is used with additive zero-mean white Gaussian noise such
that BSNR ≡ 10log10(σ2Hf/σ2n) = 20dB, where σ2Hf is the
variance of Hf . A summary of the results can be found in
Table 1. It will be necessary to refer to this table through-
out this discussion as it details the specifics of each method.
Some of the restored images obtained from these experiments
are shown in Fig. 3, with corresponding Mean Squared Error
(MSE) and Mean Absolute Error (MAE) values.
In order to test the versatility of our approach, we used
two different norms, the L1 and L2 norms, and two different
R operators, the Laplacian and the adaptive Total Variations
Quadratic Minimizer (TV-MM) [11]. The implementation of
the minimizer presented in [11] is achieved by setting
RT R = DT W (t)D (12)
For further details on how to choose D and W (t), the reader
is referred to [11].
Test 1 - Adaptive Regularization
In the first set of experiments the ability of the proposed
method to adapt to different images and levels of noise was
tested. This was achieved by using the proposed method
(Dyn-1) to restore the cameraman image with different levels
of noise. The results are presented in Fig. 1. The results show
that as the level of noise decreases the constraint is enforced
more strictly and thus μ approaches 1.
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Fig. 1. Evolution of μ for different levels of noise.
In the next experiment, the same blur and the same level of
noise (σn = 6) are applied to three different images. The
results are presented Fig. 2, which shows that the optimum
value of the regularization parameter, μ, depends on the im-
age being restored.
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Fig. 2. Adaptation of μ for different images.
Test 2 - Using Different Norms
Using the TV-MM minimizer and (10), the effect of using dif-
ferent norms in the constraint was tested using the L2 (Dyn-1)
and L1 (Dyn-2) norms. The results in Table 1 show that both
norms can be used successfully, with the L2 norm providing
the best results in terms of ISNR. Fig. 3 shows these results
visually with the MSE and MAE reflecting the advantage of
using each norm.
Test 3 - Constraint Bound Selection
In order to test the effect of bound selection the experiments
in Test 2 were repeated, however this time ε was chosen such
that ε = nσ2n for the L2 norm (Dyn-3) and ε = nσn
2√
2π
for the L1 norm (Dyn-4). The results in Table 1 suggest that
better results are obtained when noise estimation techniques
from (10) are used.
Test 4 - Selection of Operator R
For this test the Laplacian operator was used as the variational
operator to be minimized (Dyn-5). While this method per-
formed well, the TV-MM minimizer produced significantly
better results in all tests.
Test 5 - Comparison with state-of-the-art Techniques
Finally, the performance of the proposed method is compared
with the methods presented in [1] and [11]. The results are
summarized in Table 1, which clearly shows the proposed
method achieves comparable or better results; achieving best
results on the smoother Cameraman and Shepp-Logan im-
ages.
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Table 1. Summary of experimental results.
Lena Cameraman Shepp-Logan Description
BSNR Method ISNR σ2n| 1β ISNR σ2n| 1β ISNR σ2n| 1β Method Minimizer Constraint Bound
20 Dyn-1 3.57 16.6 3.62 30.8 8.20 46.0 Dynamic System TV-MM L2Norm ε = ‖g − gd‖22
Dyn-2 3.42 16.6 3.50 30.8 7.4 46.0 Dynamic System TV-MM L1Norm ε = ‖g − gd‖11
Dyn-3 3.33 16.6 3.19 30.8 7.0 46.0 Dynamic System TV-MM L2Norm ε = nσ2n
Dyn-4 3.00 16.6 2.99 30.8 5.35 46.0 Dynamic System TV-MM L1Norm ε = nσn 2√2π
Dyn-5 2.63 16.6 2.38 30.8 3.53 46.0 Dynamic System Laplace L2Norm ε = ‖g − gd‖22
TV-MM 3.51 16.6 3.20 30.8 6.25 46.0 Adaptive Total Variation - Major Minimization Approach [11]
MOL 2.94 17.1 2.26 32.42 2.66 45.68 Simultaneous Autoregression model with hyperparameter estimation [12] [1]
ALG1 3.83 16.9 2.46 34.0 3.01 50.0 TV Image Restoaration using Variational Distribution Approximation Alg 1 [1]
ALG2 3.28 17.6 2.12 35.6 2.64 53.7 TV Image Restoaration using Variational Distribution Approximation Alg 2 [1]
(a) Degraded Image,
MSE=574.6 MAE=14.31
(b) Dyn-1, TV-MM L2
MSE=249.4 MAE=9.3
(c) Dyn-2, TV-MM L1
MSE=256.9 MAE=8.77
(d) Dyn-3, TV-MM L2
MSE=363.2 MAE=10.3
(e) Dyn-4, TV-MM L1
MSE=288.8 MAE=8.62
(f) Dyn-5 Laplace L2
MSE=332.0 MAE=12.3
Fig. 3. Camerman, 9x9 uniform blur, BSNR=20dB, σ2n=30.8
4. CONCLUSION
The method proposed in this paper uses Dynamic Systems
theory to simultaneously calculate a solution to the regular-
ized image restoration problem, in addition to a value for
the regularization parameter itself. The experimental re-
sults show that using noise estimates, the proposed approach
produces a good trade off between noise suppression and
maintaining image fidelity. In addition, the general nature
of this approach allows different norms to be implemented if
required.
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