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Signed Riesz Transforms of
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ABSTRACT. In this paper we prove that, given s  0, and a
Borel non zero measure  in Rm, if for -almost every x 2 Rm
the limit
lim
"!0
Z
jx−yj>"
x −y
jx −yjs1 dy
exists and 0 < lim supr!0 Bx; r=r
s < 1, then s in an in-
teger. In particular, if E  Rm is a set with positive and bounded
s-dimensional Hausdorff measure Hs and for Hs-almost every
x 2 E the limit
lim
"!0
Z
jx−yj>"
x −y
jx −yjs1 dH
s
jEy
exists, then s is an integer.
1. INTRODUCTION
Given a Borel measure  in Rm and 0 < s m, the s-Riesz transform of  is
Rsx 
Z
x −y
jx −yjs1 dy; x  supp:
Since for x in the support of  the integral may not be convergent, for " > 0 one
considers the truncated Riesz transform
Rs"x 
Z
jx−yj>"
x −y
jx −yjs1 dy; x 2 R
m:
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The lower and upper s-dimensional densities of  at x are defined by
s;x  lim infr!0
Bx; r
r s
; s; x  lim sup
r!0
Bx; r
r s
:
In the case where s;x  s; x one calls this quantity the (s-dimensional)
density of the measure  at x, denoted by sx.
The main result of this paper is the following.
Theorem 1.1. For 0  s m, let  be a finite Radon measure in Rm such that
0 < s; x < 1 and lim"!0 Rs"x exists for all x in a set of positive -measure.
Then s 2 Z.
Consider now the case where  coincides with the s-dimensional Hausdorff
measure Hs on a set E with 0 < HsE < 1. Recall that for Hs-almost every
x 2 E we have 0 < s;HsjE x <1. So one deduces the following corollary.
Corollary 1.2. For 0  s m, let E  Rm be a set satisfying 0 < HsE < 1
such that forH s-almost every x 2 E the limit
lim
"!0
Z
jx−yj>"
x −y
jx −yjs1 dH
s
jEy
exists. Then s 2 Z.
Let us remark that Mattila and Preiss [5] already proved that if one assumes
(1.1) s;x > 0 -almost every x 2 Rn
(instead of s; x > 0 -almost everywhere), then the -almost everywhere ex-
istence of the principal value lim"!0 Rs"x forces s to be an integer. Later on,
Vihtila¨ [12] showed that this also holds if one assumes (1.1) and
(1.2) sup
">0
jRs"xj <1 -almost every x 2 Rn
(instead of the existence of the principal value lim"!0 Rs"x -almost every-
where). The proofs in [5] and [12] rely on the use of tangent measures, and for
these arguments, and for all usual arguments involving tangent measures, the as-
sumption (1.1) on the lower density is essential. So to prove Theorem 1.1 we
have followed a quite different approach, inspired in part by some of the tech-
niques used in [10] and [11]. However, we have not been able to use the weaker
assumption (1.2) instead of the one concerning the existence of principal values.
On the other hand, the case 0  s  1 of Theorem 1.1 follows from Prat’s
results [6], [7]. In this case, the so called curvature method works, and one can
even assume (1.2) instead of the fact that principal value lim"!0 Rs"x exists
-almost everywhere.
If one combines Corollary 1.2 with the results in [4] and [10] one gets the
following result:
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Theorem. For 0 < s m, let E  Rm be a set satisfying 0 < HsE < 1. The
principal value
lim
"!0
Z
jx−yj>"
x −y
jx −yjs1 dH
s
jEy
exists for Hs-almost every x 2 E if and only if s is integer and E is s-rectifiable.
Recall that E  Rm is called s-rectifiable if it is contained Hs-almost every-
where in a countable union of s-dimensional C1-submanifolds of Rm. See also [5]
for other previous results concerning the case s integer, and [3], [9], for the case
s  1.
It is interesting to compare the last theorem with well-known results in geo-
metric measure theory due essentially to Marstrand [2] and Preiss [8]:
For 0 < s  m, let E  Rm be a set satisfying 0 < HsE < 1. The
density sHs jEx exists for Hs-almost every x 2 E if and only if s is in-
teger and E is s-rectifiable.
Notice the analogies between this statement and the previous theorem.
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FIGURE 1.1. Example of the function’ with parameters   14
and s  6
2. MAIN TOOLS
Given two different quantities a, b we use the notation a Ü b if there exists a
fixed constant C > 0 satisfying a  Cb, with C depending at most on m and s.
If also b Ü a, then we write a  b. Given x 2 Rm and r > 0, Bx; r stands
118 A. RUIZ DE VILLA & X. TOLSA
for the open ball of center x and radius r , and sx; r : Bx; r=r s stands
for the (average) s-dimensional density of the ball Bx; r. In the case x  0 we
write sr  s0; r . Throughout the paper n will denote an integer satisfying
n < s  n 1 m.
Given 0 <  < 12 small enough, which will be fixed below (depending on s),
consider a function ’ 2 C20;1 satisfying:
(i) ’r  r s1=2 if 0  r  1,
(ii) ’r  −r=  1   1= if 1 2  r  1   2,
(iii) supp’  0; 122, j’rj  C, j’0rj  2=, and j’00rj 
C for all r > 0, where C depends on .
See Figure 1.1. The precise values of the function ’ on the intervals 1; 12
and 12; 122 do not matter. Roughly speaking, the reader should
think of ’ as a smoothed version of another continuous function ’˜ which equals
r s1=2 on 0;1 and is affine in 1; 1 with slope −1=, with support on
0; 1.
Given " > 0, consider the operator:
Rs’;"x 
Z
’
 
jx −yj2
"2
!
x −y
jx −yjs1 dy

Z
k’;"x −ydy:
Notice that k’;" is a kernel supported on B0;3" satisfying kk’;"k1  C="s and
(2.1) krk’;"k1  C"s1 :
Also observe that
Rs’;"x 
"
0<t<jx−yj2="2
’0tdt
x −y
jx −yjs1 dy

Z
’0tRs"ptxdt:
If lim"!0 Rs"x exists, using that
Z
j’0tjdt < 1 and sup">0 jRs"xj < 1,
we conclude that lim"!0 Rs’;"x also exists.
Given C0, r0, "0 > 0, and 0 <  < 1, set
(2.2) F :
n
x 2 Rm j Bx; r  2s; xr s for all r  r0;
jRs’;"x− Rs’;"0xj   for all "; "0  "0; and s; x  C0
o
:
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If r0 and "0 are small enough and C0 is big enough, the fact that 
s;
 x < 1
and the existence of the principal value lim"!0 Rs’;"x for x in a set of positive
-measure imply that F > 0. Also observe that if x 2 F, for all r > 0,
(2.3) Bx; r  Mrs;
where M  maxf2C0; Rm=r s0 g.
Lemma 2.1. Suppose that 0 2 F and let x 2 B0; "=4; then:
(2.4) Rs’;"x− Rs’;"0  T"x Ex;
where
T"x 
Z
1
jyjs1
"
’
 jyj2
"2

x − s  1x yyjyj2

’0
 jyj2
"2

2x yy
"2
#
dy;
and jExj  C1s3" jxj
2
"2
:
The constant C1 only depends on  (and also C).
Proof. We will prove equality (2.4) as in [11, Lemma 7.2]. Applying Taylor’s
formula to the function gt ’t=ts1=2 at a point t0 > 0 we have
’t
ts1=2
 ’t0
ts1=20
 t0’
0t0− s  1’t0=2
ts3=20
t − t0 g00t − t0
2
2
;
for some  2 t; t0. Notice that if 0 < t  1, then ’t=ts1=2  1. Setting
t  jx−yj2="2 and t0  jyj2="2, and multiplying by the vector x−y="s1=2
we get
’
 
jx −yj2
"2
!
x −y
jx −yjs1
’
 
jyj2
"2
!
−y
jyjs1 ’
 
jyj2
"2
!
x
jyjs1

jyj2’0
 
jyj2
"2
!
="2 − s  1’
 
jyj2
"2
!
=2
jyjs3 jxj
2 − 2x yx −y
 g00x;yjxj
2 − 2x y2
2"s5
x −y;
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where x;y 2 jx − yj2="2; jyj2="2. Integrating with respect to y we obtain
(2.4) with
Ex 
Z
Ex;ydy;
where
Ex;y  1jyjs3
"
jyj2
"2
’0
 
jyj2
"2
!
− s  1
2
’
 
jyj2
"2
!#
 jxj2x − jxj2y − 2x yx
 g00x;yjxj
2 − 2x y2
2"s5
x −y
 E1x;y E2x;y:
For i  1, 2 consider the decompositionZ
Eix;ydy 
Z
jyj<"=2

Z
jyj"=2

Eix;ydy  Ai  Bi:
Let us estimate E1 first.
(a) If jyj  "=2, using that ’r  r s1=2 for 0 < r  1,
jyj2
"2
’0
 
jyj2
"2
!
− s  1
2
’
 
jyj2
"2
!
 0;
thus A1  0.
(b) If jyj > "=2, we have jyj2"2 ’0
 
jyj2
"2
!
− s  1
2
’
 
jyj2
"2
!  C  C:
Since jxj < "=4, then j jxj2x−jxj2y−2x yxj  Cjyj jxj2. Moreover,
recall that supp’  0;3. As a consequence,
jB1j  Cjxj2
Z
"=2jyj3"
1
jyjs2 dy  C
s3"
jxj2
"2
:
We now estimate E2. Recall that
E2x;y  g00x;yjxj
2 − 2x y2
2"4
x −y;
with x;y 2 jyj2="2; jx −yj2="2 and
g00r  r
2’00r− s  1r’0r s  1s  3=4’r
r s5=2
:
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(a) If jyj  "=2, we have jx;y j < 1 and thus jg00x;yj  0. So A2  0.
(b) If jyj > "=2, we have x;y  jyj2="2, and so jg00x;yj  C"=jyjs5.
Moreover, if jyj > 3", then jx − yj > 2" and so x;y > 4, which implies
that g00x;y  0. On the other hand,
jjxj2 − 2x y2x −yj  Cjjxj2  jxj jyj2jxj  jyjj  Cjxj2 jyj3:
Therefore,
jB2j  C jxj
2
"s5
Z
"=2jyj3"
 
"
jyj
!s5
jyj3 dy
 Cjxj2
Z
"=2jyj3"
1
jyjs2 dy  C
s3"
jxj2
"2
: p
To prove Theorem 1.1, we will find a ball with high average s-dimensional density
and an n-dimensional affine plane L such that all the points in the ball are close
to L. Estimating densities from above and below, we will get a contradiction when
n < s < n 1. We need the following auxiliary result.
Lemma 2.2. Suppose that Bx0; r \ F  C2r s and n < s  n 1 m.
Then there exist a constant C3 > 0 depending on n; s; C2 and M (from the equation
(2.3)), and n2 points y0; : : : ; yn1 2 Bx0; r \F such that for j  1; : : : ; n1
(2.5) distyj; Lj−1  C3r ;
where Lj stands for the j-dimensional affine plane that contains y0; : : : ; yj .
Proof. The proof of this lemma can be found in [1, Chapter 5, p. 28]. For
completeness we recall the arguments. We will use induction. Take 1  j  n
and suppose that there exist y0; : : : ; yj 2 Bx0; r \ F satisfying (2.5) and such
that for all y 2 Bx0; r \ F, denoting Lj  hy0; : : : ; yji,
disty; Lj < r
with  > 0 to be chosen below. Then Bx0; r \ F can be covered by C=j balls
with radius r , so using the polynomial growth of degree s of the measure,
C2r s  Bx0; r \ F  CMj r
s:
Taking  < CC2=M1=s−j we get a contradiction. p
Below we will use the following notation. Given points y0; : : : ; yk, the k-dimen-
sional affine plane which contains these points is hy0; : : : ; yki. On the other
hand, given vectors u1; : : : ; uk, the subspace spanned by u1; : : : ; uk is denoted by
u1; : : : ; uk. So we have hy0; : : : ; yki  y0  y1 −y0; : : : ; yk −y0.
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Lemma 2.3. Suppose that Bx0; r  \ F  C2r s and r  "=20. Consider
points y0; : : : ; yn1 2 Bx0; r \ F and affine planes L0; : : : ; Ln1 satisfying (2.5),
like in Lemma 2.2 (in particular Ln  hy0; : : : ; yni and Ln1  hy0; : : : ; yn1i).
Then we have
distyn1; LnjU"y0j(2.6)
 C4
n1X
j1
jRs’;"yj− Rs’;"y0j  sy0;3"
r 2
"2

;
where C4 depends on C2 and M, and denoting by ÕLn1z the orthogonal projection
of z onto Ln1,
U"y0 
Z
1
jz −y0js1
"
’
 jz −y0j2
"2



n 1− s  1 jÕLn1z −y0j2jz −y0j2

 2’0
 jz −y0j2
"2
 jÕLn1z −y0j2
"2
#
dz:
Proof. Suppose without loss of generality that y0  0. Consider orthonormal
vectors e1; : : : ; en1 such that Lk  e1; : : : ; ek for k  1; : : : ; n  1. Moreover,
take en1  yn1 −u=jyn1 −uj, where u denotes the orthogonal projection
of yn1 onto Ln.
Observe that, denoting zi  z  ei for i  1; : : : ; n 1,
U"0 
Z
1
jzjs1
24’ jzj2
"2
!
n 1− s  1jzj−2
n1X
k1
z2k

 2’0
 
jzj2
"2
!
"−2
n1X
k1
z2k
35 dz  n1X
k1
T"ek  ek:
To show (2.6), we will estimate U"y0 from above using Lemma 2.1. Let us
prove by induction on k (k  n) that
(2.7) jT"ek  ekj  jT"ekj Ü 1r
kX
j1
jT"yjj:
For k  1 we write e1  y1=jy1j. Since jy1j  disty1;0  Cr ,
jT"e1j Ü 1r jT
"y1j:
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Now suppose that (2.7) holds for k−1. There exist j , ˜j 2 R, with k  0, such
that
ek  kyk 
k−1X
j1
jyj  kyk 
k−1X
j1
˜jej;
and so
yk  1k ek −
k−1X
j1
˜j
k
ej:
Then,
1
jkj  jyk  ekj  distyk; Lk−1  Cr;
so
jkj Ü 1r :
On the other hand, for j  1; : : : ; k − 1, 0  ek  ej  kyk  ej  ˜j , and so
j˜jj  jkyk  ejj  C. Finally,
jT"ekj Ü 1r jT
"ykj 
 k−1X
j1
T"ej

Ü 1
r
X
j
jT"yjj:
Now, since u 2 Ln  e1; : : : ; en there exist ¯1; : : : ; ¯n with j¯ij  Cr for
i  1; : : : ; n such that u  Pni1 ¯iei . Therefore,
jT"en1j  1distyn1; Ln jTyn1− Tuj
Ü 1
distyn1; Ln
 nX
j1
jT"yjj  jT"yn1j

:
Applying Lemma 2.1, since jyjj  r for i  1; : : : ; n 1, we finally have
jU"0j 
 n1X
k1
T"ekek

Ü 1
distyn1; Ln
n1X
j1
jRs’;"yj− Rs’;"0j  s3"
r 2
"2

: p
The following key lemma gives us an estimate from below of the term jU"y0j.
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Lemma 2.4. Suppose that Bx0; r   C2r s and consider points y0; : : : ; yn1
2 Bx0; r  \ F as in Lemma 2.3, and let "1  r= with  < 14 . If
 > 0 is a constant small enough (depending only on s), then there exists an !0 
!0; s; ;M;C2  1 such that we can find an " > 0 satisfying "1  "  !0"1,
sy0;4"  Csy0; ", sy0; "  C2s=2, and
jU"y0j  710
sy0; "n 1− s
"
:
Remark 2.5. Notice that this lemma is useful only when s is non integer, that
is, when n < s < n 1. This is one of the key steps of the proof of Theorem 1.1,
where there are differences between the integer and the non integer case.
Proof of Lemma 2.4. Clearly we may assume s  n1. Also, we suppose that
y0  0. For k  0, let us denote
k  sup
"1t4k"1
B0; t
ts
:
Suppose that for all k  0 we have k  k1=12=4. Then, since 0  C2s ,
C2s
 
1 
2
4
!k
 k M;
which leads to contradiction for k big enough.
Thus, there exists !0  !0; s; ;M;C2 > 0 and there exists 1  k 
log4!0 such that k  k1=1  2=4. Take " 2 "1;4k"1 such that k 
s"1  2=4. Then, s"  sBx0; r =2r s  C2s=2, and also for
all t such that "  t  4" we have
(2.8) st  B0; t
ts
 k1  k
 
1 
2
4
!
 s"1 2:
Given orthonormal vectors feign1i1 such that
e1; : : : ; en1  y1 −y0; : : : ; yn1 −y0;
we denote
g"z  1jzjs1
24’ jzj2
"2
!
n 1− s  1jzj−2
n1X
i1
z2i

 2’0
 
jzj2
"2
!
"−2
n1X
i1
z2i
35 ;
where zi  z  ei. Consider the following domains:
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A1 B

z 2 Rm : jzj < "},
A2 B

z 2 Rm : "  jzj  "p1 2},
A3 B

z 2 Rm : "p1 2 < jzj < "p1   2},
A4 B

z 2 Rm : "p1   2 < jzj < "p1   22}.
Then,
U"0 
4X
i1
Z
Ai
g"zdz C I1  I2  I3  I4  I1 − jI2j − jI3j − jI4j:
First we consider I1:
I1  1"s1
Z
jzj<"
1
jzjs1

24jzjs1n 1− s  1jzj−2 n1X
j1
z2j

 s  1jzjs−1
n1X
j1
z2j
35 dz
 n 1
"s1
Z
jzj<"
dz  n 1
s"
"
:
Now we estimate I2 using the fact that for all r > 0, j’rj  C and
j’0rj  2=, together with (2.8):
jI2j  C 1"s1B0; "1 2
2 n B0; "
 C 
s"
"
 
1 21 22s

− 1

!
:
So, if  is small enough,
jI2j  n 1− s
s"
10"
:
Let us deal with I3. Recall that in A3,
’
 
jzj2
"2
! 
−jzj2"2  1   1
  1 and
’0
 
jzj2
"2
!  1 :
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Using that for z 2 A3,
Pn1
i1 z
2
i  "21    2 and jzj2  "21  2, we
obtain
jI3j 
Z
A3
1
jzjs1
n 1− s  1jzj−2 n1X
i1
z2i
 2
jzjs1 "
−2
n1X
i1
z2i
dz
 n s  2A3
"s11 2s1=2 
1   2
"s11 2s1=2
2A3

B I13  I23 :
The estimate that we used for the first term inside the integral above could be
improved. However, we do not care about this detail because I13 is easy to estimate
using the fact A3 is small. Indeed, by (2.8), we have
A3
"s1
 1
"s1

B0; "1   21=2 n B0; "

(2.9)
 
s"
"

1212s=2 − 1

:
So
jI13 j 
n 1− ss"
10"
;
provided by  is small enough.
Finally we turn our attention to I23 . By (2.9),
2A3
"s
 2
s"

1 1   2s=2 − 1
Since lim!021   2s=2 − 1=  s, we deduce
jI23 j 
ss"
"
 n 1− s
s"
10"
;
for  small enough.
Using similar arguments to the ones used to estimate jI2j and jI3j we deduce
that
jI4j  n 1− s
s"
10"
;
for  small enough.
We conclude that
U"0  
s"
"

n 1− s − 3
10
n 1− s

 7
10
n 1− ss"
"
;
so taking  small enough we are done. p
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Remark 2.6. In the proof of the preceding lemma the special form of the
function ’ plays an important role. The choice of this function is one of the key
points in our arguments.
Lemma 2.7. Given 0 <  < 14 , x0 2 Rm and r > 0, if ", r= < "0, then for
all x, z 2 Bx0; r \ F we haveRs’;"x− Rs’;"z  C6;
with C6 depending on , s and M.
Proof. Take x, z 2 Bx0; r  \ F and denote   r=. By (2.1) and using
that Bz;3, Bx;3  Bx0;4,
Rs’;x− Rs’;z  Z k’;x−y− k’;z−ydy
 jz − xj krk’;k1
(
Bx0;4

 CMjz − xj

 CM:
Now, since x, z 2 F,Rs’;"x− Rs’;"z
 Rs’;"x−Rs’;x Rs’;x−Rs’;z Rs’;z−Rs’;"z
 C: p
3. PROOF OF THEOREM 1.1
Let 0 < ,  < 14 to be chosen below and  and !0  !0;  as in Lemma
2.4. Consider the modified Riesz transform Rs’;" depending on . Suppose that
s is non integer, and so n < s < n  1  m. Let x0 2 F be a density point of
F with respect to . Replacing  by =
s;
 x0 if necessary, we may assume that
s; x0  1. Take
(3.1) r < "0s2=!0 such that Bx0; r \ F  r s=2:
Applying Lemma 2.2 we can find n2 points y0; : : : ; yn1 2 Bx0; r \F such
that
(3.2) distyk; Lk−1  Cr for k  1; : : : ; n 1;
where Lk stands for the k-dimensional affine plane that contains y0; : : : ; yk, and
C depends on s, m, s; x0 and the constant M in (2.3) (which, in its turn,
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depends on the constants r0 and C0 in the definition of F in (2.2), but not on
"0!). Without loss of generality we suppose that y0  0. Taking
"1  r=;
by Lemma 2.4, we can find " > 0 such that
"1  " !0"1;(3.3)
jU"0j  Cs"=";(3.4)
and
s"  Cs and s4"  Cs":(3.5)
If we take
  s2=!0;
(notice that !0 is a large number, and so if  is small enough,  < 14 ), then we
have
r

< "0 by (3.1);
and
" !0"1  !0r <
"0s2

< "0:
By (3.2) and (3.4), and Lemmas 2.3 and 2.7, we obtain
(3.6) s"r Ü "jU"0jdistyn1; Ln Ü " s3"r
2
"
:
By the definition of  and "1, and by (3.3) and (3.5), we get
" < !0"1
s2
!0
 "1s2 < rs";
and by (3.3) and (3.5), and the definition of "1
s3"
r 2
"
Ü s"r
2
"1
 s"r :
Thus, by (3.6),
(3.7) s"r Ü s"r :
Finally, taking  small enough we get a contradiction.
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