Abstract--This paper introduces radial basis functions (RBF) into the collocation methods and the combined methods for elhptic boundary value problems First, the l~itz-Galerkln method (RGM) is chosen using the RBF, and the integration approximation leads to the collocation method of RBF for Polsson's equatmn Next, the combinations of RBF with fimte-element method (FEM), finitedifference method (FDM), etc., can be easily formulated by following Li [1] and Hu and Li [2, 3] , but more analysis of reverse estimates is explored in this paper. Since the RBFs have the exponential convergence rates, and since the collocat]on nodes may be scattered in rather arbitrary fashions m various apphcatlons, the RBF may be competitive to orthogonal polynomials for smooth solutions Moreover, for singular solutions, we may use some singular functions and RBFs together. Numerical examples for smooth and singularity problems are provided to display effectiveness of the methods proposed and to support the analysis made.
INTRODUCTION
There have been many developments for radial basis functions (RBF) in recent years. The RBF can be used for the interpolatory tools for smooth solutions, u E C°c(S). The convergence of interpolants to a given continuous function has been discussed in the following works: Kansa provided the surface approximations and partial derivative estimates, Madych [5] established several types of error bounds for multiquadric and related interpolators, Wu and Schaback [6] focused on local errors of scattered data interpolation by RBF in suitable variational formulation, and Yoon [7] regarded the convergence of RBF in an arbitrary Sobolev space. All of those reports show exponential convergence rates. Moreover, the applications of RBF have been given as follows. Kansa [4, 8] presented a series of applications in computational fluid dynamics. Franke and Schaback [9] gave some theoretical foundational method for solving partial differential equations (PDEs). Wendland [10] derived error estimates for the solution of smooth problems. Cheng et al. [11] introduced the h-c meshless scheme for smooth problems, where numerical experiments were also provided. May-Duy and Tran-Cong [12, 13] used the radial basis function network methods for Poisson's equations.
We may classify the collocation method as a special kind of spectral method, in which numerical solutions have high accuracy, but with high instability due to the large condition number. Fortunately, in practice, only a few terms of RBF are needed so that the condition number will not be very large, and useful numerical computation can be carried out even in double precision.
Since by using MATHEMATICA, unlimited number of significant digits are available, the spectral methods using RBF are more promising.
In this paper, we consider the collocation method using RBF, simply called radial basis collocation method (RBCM). We derive inverse estimates and new error analysis. The collocation method is treated as Ritz-Galerkin method involving integration approximation. However, the integration quadrature is used in analysis only to satisfy the Vh-elliptic inequality, but not to reach the highly exponential convergence rates. More explanations are given in Section 3. The advantages of the radial basis collocation method are twofold.
(1) Source points of radial basis functions and collocation nodes may be scattered in rather arbitrary fashions in various applications, in which the solution domain is not confined in a rectangle. We need a dense set of collocation nodes in any irregular domain. (2) Simplicity of the computed codes. A drawback of the radial basis collocation method is the high instability with large condition number.
This paper is organized as follows. In the next section, the radial basis functions are described, and in Section 3, the collocation methods for different boundary conditions and combinations of FEM are discussed. In Section 4, the inverse estimates are derived. In the last section, numerical experiments including smooth and singularity problems are carried out to display the effectiveness of the methods proposed, and to support the analysis made.
RADIAL BASIS FUNCTIONS
For surface fitting on scattered points, using the RBF shows remarkable advantages (see [4, [6] [7] [8] [9] [14] [15] [16] [17] ). Based on the theory of finite-element method (FEM) in Ciarlet [18] , the errors of numerical solutions for elliptic equations are, basically, those of optimal approximations of admissible functions to the true solutions. Hence, the RBF can be definitely applied to solving elliptic equations.
Let us describe the RBF. The multiqudrics, the thin-plate splines, and the Gaussian functions are defined by (see [11]) g~ (x) = (r 2 +c 2)~-3/2, n = 1,2,..., The radius r, = {(x -x,) 2 + (y -y,)2}U2 in R 2 and r, = {(x -x,) 2 + (y -y,)2 + (z -z,)2} 1/2 in R 3, where (x,, y,) and (x,, y,, z,) are called source points of RBF. The constants c and a are shape parameters to be chosen later. When parameters c and a become large, the RBF become flat.
Choose a linear combination of RBF,
where the coefficients a, are sought by the Ritz-Galerkin method or the collocation methods. Since v in (2.5) cannot equal to a constant exactly, we may add a constant into (2.5) (see [4, 8] ) to get 
In general, we may add a polynomial of power m (see [6] ) to get (2.9)
where Pk(x) = ~,,+t<_k xrY ~. In (2.10), m = 62 k+l in R 2 and m = C3 k+2 in R 3, which denote the total number of power functions in polynomials with power < k. For curve fitting, the coefficients are sought by satisfying Based on the same ideas, we may add some singular funcuons ¢,(x) for fitting singular surfaces, or for solving singular problems of elliptic equations, where (r, 0) are the polar coordinates with the origin (0,0), r = x/~ + y2 and tan0 = y/x. In Section 5, numerical experiments of Motz's problem are carried out to display the effectiveness of the RBCM.
DESCRIPTION OF RADIAL BASIS COLLOCATION METHOD
By following the approaches in [2, 3] the RBF are chosen as the admissible functions in the Ritz-Galerkin methods. Since the RBFs do not satisfy the partial differential equation and the boundary conditions so that the residuals have to be enforced to zero at collocation points both in the solution domain and on its boundary. We obtain the collocation methods of RBF, simply denoted by RBCM, and combined methods of RBCM with other numerical methods. The optimal error bounds are provided, and the proofs are given in Section 3.1, or can be done by following [2, 3] straightforward. The crucial inverse estimates for radial basis functions will be proven in the next section.
Radial Basis Collocation Method for Various Boundary Conditions
Consider the Poisson's equation with Robin boundary condition,
where 13 > fl0 > 0, fl0 is constant, S is a polygon, OS = F = FN U FR, and u, is the outer normal derivative to OS. Assume Meas (FR) > 0, for guaranteeing the unique solution. We make two assumptions.
(A1) The solutions in S can be expanded as
where g,(x, y) E C2(S) are RBF, and at are the expansion coefficients.
(A2) The expansions in (3.4) converge exponentially to the true solutions u, where ~ is a vector consisting of 5,, his a known vector, matrix F C R N¢xL, and N~ is the number of collocation nodes in S U PN U FR. In this paper, let N~ > L, and we may seek the solutions of the entire RBCM by the least squares method (LSM) in Golub and Loan [19] . Now, we would like to provide the error estimates fox solution It L in (3.12) by following some schemes of the FEM theory, the reader may refer to [18] for more details. Denote the space (3.29) where v is unit outward normal to F.
The inverse inequalities in (3.27)-(3.29) are crucial to following lemmas and theorem. The proof is new to [2, 3] , and it is deferred to Section 4. 
~(v,v) > ell Ik,
Vv e Yh.
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PROOf. From (3.24) and Lemma 3.2, we have
Let C = Co/2, and this completes the proof of Lemma 3.3. l
We can obtain an important theorem as follows. 
where H and L are given in Lemma 3.2. Then, we take L = N 2, and assume that the radial distance 5 defined in (3.7) satisfies the relation 5 ~ O(1/N). Furthermore, we obtain an important relation,
From (3.39), we know how to balance the collocation nodes and the source points of RBF.
REMARK 3.2. In this paper, the Newton-Cotes rules of integration are chosen for simplicity m exposition. From equation (3.39), we need a dense set of integration nodes in order to satisfy the Vh-elliptic inequality, and then, to obtain the exponential convergence rates. The solution domain may not be confined in rectangles (or boxes for three dimensions). When the collocation methods using the radial basis functions are applied to solving PDEs in three dimensions, the mmplest central rule may also be used. An integral in a closed region of three dimensions is approximated by the value of the integrand at the center of gravity (or roughly at any point) of the region times the volume of the region Hence, the integration quadrature is not a severe problem in the collocation methods described in this paper.
Combination of FEM and RBCM
Consider Poisson's equation with the Dirichlet condition,
where S is a polygon, and F is its boundary. Let S be divided by Fo into two disjoint subregions, $1 and 32 (i.e., S = $1 U $2 U Fo and $1 N $2 = 0). On the interior boundary Fo, there hold the interior continuity conditions,
42)
Ou U+ where u~ = ~, = u on Fo U $2, and u-= u on Fo U $1. Assume that the solution u in $2 is smoother than u in $1. We choose the finite-element method (FEM) in $1 and the Pdtz-Galerkin method in $2, whose discrete forms lead to the CM. Get $1 be partitioned into small triangles: A,j, i.e., $1 = U~3 G~j. Denote by h,~ the boundary length of z~j. The /X~ 3 are said to be quasiuniform if h/min{h~3 } < C, where h = maxa, c sl {h~3 }, and C is a constant independent of h. Then, the admissible functions may be expressed by Note that equations (3.44)-(3.46) are straightforward and easy to be formulated. Denote by V ° the finite-dimensional collection of (3.43) satisfying vlr = 0, where we simply assume g~(x, Y)los2nr = 0. If such a condition does not hold, the corresponding collocation equations on 0S2 A F are also needed, and the arguments can be provided similarly.
The combination of the FEM-RBCM involving integration approximation is given by as follows. To seek the approximation solution %t h E Y2, such that a* = f, (v), w e v2, By means of a traditional procedure of finite element method [18] , we obtain the linear algebraic equations, dl~l = 61, (3.52) where a~l is merely a vector consisting of v~3, and matrix A1 is nonsymmetric. Next, we choose the integration rules (Newton-Cotes rules or Legendre-Gauss rules) in $2. We may formulate collocation equations at Q~3 • $2, and Q~ • Fo directly. The collocation equations at Q~3, and Q~ are given by where ~ is a vector consisting of the coefficients 5~ and v~3 in $1 L) Fo. Denote by NE, the number of nodes on $1 U F0. Then, vector ~ in (3.58) has NE + L dimensions. When Pc is chosen large enough, matrix A E R (L+NE)×(L+N~) in (3.58) is positive definite, nonsymmetric, and sparse when WE ~ L. When L + WE is not huge, we may choose the Gaussian elimination without pivoting to obtain ~ from (3 58), see [19] . Now, we give error bounds for the solution ~2h from (3.47) whose proofs are reported in [2] . The combination (3.47) can be described equivalently as follows. From (3.74), we also know how to balance the mesh of FEM and the source points of RBF. REMARK 3.4. From those error analyses, we discover that the integratmn quadrature plays a role only for satisfying the uniformly V°-elliptic inequalities (3.36) and (3.67), but not for improving the accuracy of the solutions. As long as the maximal spacing H between collocation nodes is small enough, there always exist the optimal orders of solution errors from the radial basis collocation methods and their combinations.
Pf-P~% (A~ + + f)(Q.) = o,
Vf~h (~ + -~-) (Q,) = o, , V 2h Q~j • $2,(3.
INVERSE ESTIMATES FOR RADIAL BASIS FUNCTIONS
Although, there exist many papers concerning RBF, only a few of them are related to solutions of partial differential equations (see [8, 9, 16] ). In the Ritz-Galerkin method (RGM) [1] , orthogonal polynomials and particular solutions are chosen, that have been replaced by RBF in Section 3.
Recently, theoretical framework for the collocation methods has been established by that Hu and Li [2, 3] which can be easily applied to RBCMs and their combinations, except the crucial inverse estimates (3.27)-(3.29) of RBF need to be proven. Note that our results in [2, 3] and, in this paper, are more comprehensive than those in [9] and [16] , because various boundary conditions are also involved, and because the combined methods are developed. Below, let us explore the inverse estimates (3.27)- Equation (3.27) is essential, because equations (3.28) and (3.29) can be easily derived from (or replaced by) (3.27) (see [3] ). Hence, we focus on the proof of (3.27) for the multiquadratic functions. We have the following lemma. (4.
[[f --QLllk,s ~ C(~(~I[fllChl <_Cexp(ehCr)~'llfllo,s <_Cl~'llfl]o,s,
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We cite a Lemma from [1, 3] . where the first L collocation equations are the same as in (4.2). Hence, the errors of the solutions and their derivatives would not decrease, and Lemma 4.1 also holds. Then, we may still assume (4.14) and (4.15), and prove the following theorem. For polynomials, the inverse estimates (4 17) are proved in [1, 3] , and the similar inverse estimates (4.20) hold for RBF, based on the approximation properties. Theorem 4.1 enables us to extend the combined methods and collocation methods in [2, 3] to those using the RBF. Similar arguments may be used for the collocation methods and their combinations using the Sinc functions [20] , or the fundamental functions. REMARK 4.1. Equation (4.14) implies the approximation f ~ QL, having small relative errors. Note that the bound of (4.15) can also be derived from [10] . In fact, we have from [ where c is a shape parameter constant, r~ -V/(X x~) 2 + (y -y~)2 and (x~,y~) are the source points which should also be chosen as the collocation nodes. Suitable additional functions may be added into (5.4), such as some polynomials or singular functions if necessary. Next, we may choose the Gaussian radial basis functions (GRB),
Radial Basis Collocation Methods with Various Boundary Conditions
In Section 2, we address that the number of collocation nodes may be larger than the number of terms of RBF, also see Remark 3 1. Let L be the number of RBF, by choosing L = N 2. We use the collocation equations (3 17)-(3.19) on the uniform interior and boundary nodes. The distribution of source points in this paper is chosen to be uniform for easy test, but it may, of course, be chosen rather arbitrarily. Then, 5 = O(1/N), where N denotes the number of source points in one direction. The error norms, by using IMQRB with shape parameter c = 2.0, are listed in Table 1 , where the collocation nodes are also chosen to be uniform and the total number is 196. From Table 1 Equations (5.7)-(5.9) indicate that the numerical solutions have the exponential convergence rates. The profiles of exact solutions are shown in Figure 1 , and the approximate solutions and errors in Figures 2 and 3 . In Table 1 , the errors in the Sobolev norm and the infinite norm can be achieved in the order of 10 -6, when the number of RBF is given by L = 112. Moreover, the shape parameter c of RBF can also be chosen larger, e.g, c = 2.5 or 3.0. It seems that those numerical results are better than those in [11] . 1.
0~5~
0 .
-05 Usually, the solutions from the collocation method using (5.19) We may subtract the singular part (5.22) from u, and then, obtain a rather smooth problem for Again, we use the radial basis collocation method in Section 3 to seek the rather smooth problem (5.23),(5 24). We add singular part @ to the smooth part ~ to obtain a better approximation to u. Repeat the evaluation (5.21) of coefficients d,, and then, subtract @ of (5.22) again. The above iteration repeats until a convergent solution is obtained.
The error norms are listed in Tables 4 and 5 for IMQRB (c --2.0) and GRB (c --2.0), respectively. We choose r = 1 to evaluate the approximate coefficients dn, n = 0, 1,..., 5. The termination of iterations occurs when the absolute error becomes less than 10 -6 , and the number of iteration needed is about 10. From Table 4 , we can also observe the exponential convergence (9) Num of lter. 10 10 9 9 Table 5 The error norms and condition number by the GRB collocation method subtracting singular functions with parameter c ----2 0. The adding method of singular solutions was reported in [21] , and the subtractmg method of singular solutions m [22] . To solve Poisson's problem, this paper provides the theoretical framework of RBCM and its combinations with other methods to cover various numerical methods of RBF. This paper is also an important development of RBF from the approximation theory of smooth functions to the solutions of partial differential equations. The RBCM is a fairly new and efficient tool for solving PDEs, in which the solutions in terms of RBF and singular functions are added if necessary.
L = N 2, M
2. From Table 1 , we can observe the exponential convergence rates for smooth problems, which may be competitive to orthogonal polynomials. On the other hand, from Tables 2-5, we can find that there also exist the exponential convergence rates for singularity problems, when applying some singular functions. From these tables, the following asymptotic relations are also observed, where 0 < ~ < 1. For Motz's problem, we find that the approximate solutions by RBCM adding method of singular solutions in Section 5.2 have much better convergence rates than those by RBCM subtracting method for the singular solutions in Section 5.3. On the contrary, the leading coefficients of singular functions, dn' n =-0, 1,..., 5, obtained by RBCM subtracting method are more accurate than those by RBCM adding method. We also observe that the IMQRB is superior to the GRB, in both accuracy and stability.
Ilu
3. From the numerical results, we see that the RBF have large condition number which implies high instability. That is the drawback of the radial basis collocation method. In practical computation, since only a few terms of RBF are needed, such drawback is not serious. In spite of this drawback, the RBCM is still a competitive method for PDEs due to high accuracy and a very low computational cost.
4. From Tables 6 and 7 and Figure 9 , we can see that there exists convergence by increasing parameter c from 1.0 to 3.0. The following asymptotic relations are also observed, -vllk,s = o k = o, 1, where0<A<l. 5. All of numerical experiments indicate that the RBCM have exponential convergence rates where 0 < A < 1. From the viewpoint of accuracy, the errors tend to zero as c/6 -~ c~ (i.e., L --+ cc and c ~ c~). However, from the viewpoint of stability, we can not increase L too much due to large condition number. Also, we cannot increase c too much due to the flatness of RBF, causing the ill-conditioned F in (3.20) . It seems that accuracy and instability are twins. Such a statement is also called the uncertainty princzple in [23] . Either one goes for a small error and gets a bad sensitivity, or one wants a stable algorithm and has to take a comparably large error.
In real computation, we should keep some balance between them. In summary, Theorem 3.1 and the numerical examples display that the errors of the solutions of Poisson's equation by RBCM have the same exponential convergence rates as those of surface fitting of RBF.
