Four statistics, ls, rb, rs, and lb, previously studied on all partitions of { 1, 2, ..., n }, are applied to non-crossing partitions. We consider single and joint distributions of these statistics and prove equidistribution results. We obtain q-and p, q-analogues of Catalan and Narayana numbers which refine the rank symmetry and unimodality of the lattice of non-crossing partitions. Two unimodality conjectures, one of which pertains to Young's lattice, are stated. We exhibit relations between statistics on non-crossing partitions and established permutation statistics applied to restricted permutations. All our proofs are combinatorial, relying on the construction of bijective correspondences and on structural properties of the lattice of non-crossing partitions.
INTRODUCTION
We denote by//(n) the set of all partitions of In] := {1, 2 ..... n}. A partition ~ ~//(n) with k (non-empty, pairwise disjoint) blocks B1, B2, ..., Bk (satisfying U~=l Bi= [n] ) will have its blocks indexed in increasing order of their minimum elements. When appropriate, we will emphasize that B; is a block of the partition ~ by writing Bi(~). The notation II(n, k) will stand for the set of partitions of In] into precisely k blocks.
A partition ~ ~ H(n) may be represented via its restricted growth function ("RG function") [Mi] , co: In] --* [n], co(i)=the index of the block of which contains i. The terminology is motivated by the property co(i) <<. 1 +max{co(j) :j<i} satisfied by these functions. In this paper the restricted growth function associated with ~II(n) will be the word w=wlw2...wn, where wi=w(i). Thus, rc=l 5 8 / 2 3 / 4 6 7ell(8) has restricted growth function w = 1 2 2 3 1 3 3 1.
It is known that H(n) is a geometric lattice under the refinement order, and that the rank function is given by rk(rc)= n-bk(zc), where bk(rc) is the number of blocks of ~. It is also well-known that the cardinality of the kth rank of H(n) is the Stirling number of the second kind, S (n, n -k) (see, for example, [Ai] or [Stl] ).
There is a sizable literature treating combinatorial statistics on set partitions which provide q-analogues of the Stirling numbers of the second kind. Work on this subject includes [Go, GaR, Mi, Stn, V, WaWh] For example, ifn=10andz~=l 5 7 / 2 6 / 3 4 10 / 8 9, thenw=l 2 3 3 1 2 1 4 4 3, and ls(Tz)=0+l+2+2+0+l+0+3+3+2=14, lb(rc)=0+0+0+0+2+ 1 +2+0+0+ 1=6, rs(Tr)=0+ 1 +2+2+0+ 1+0+ 1 + 1+0=8, and rb(rc)=3 +2+ 1 + 1 +3 +2+2+0+0+0= 14. On occasion, it will be convenient to refer to the ith summand in the expression for ls(~r) (lb(~z) , rs(rc), rb(rc), respectively) as ls (i) (Ib(i), rs(i) , rb(i), respectively). It represents the contribution of the element i to the value of the appropriate statistic for ~.
Wachs and White [WaWh, Corol. 4.2 and 5.6] extended earlier work by Milne [Mi] showing that these four statistics fall into two pairs with identical distributions on II(n, k):
Sq(n,k)= Z qrb(~)= ~, qtS(~)
~ f/(n, k) 7r ~/7(n, k)
S*(n,k)= Z qr~(,o= Z q,b(~).

~c ~ ll(n,k ) ~: e l-I(n,k )
Furthermore, these two q-analogues of the Stirling numbers of the second kind are related via
Sq(n,k)=q(~)S~(n, k).
These equalities, as well as further results pertaining to joint distribution of pairs of the four statistics, are proved in [WaWh] combinatorially. The proofs make use of statistics and maps on rook placements on a staircase shaped board. This is another type of combinatorial objects already known to be enumerated by the Stifling numbers of the second kind (see, e.g., [Ri, St] ).
In this paper we present an investigation of the statistics ls, lb, rs, and rb on non-crossing partitions. A partition rc = B1/B2/.. "/Bk of In] is noncrossing if whenever a quadruple of elements 1 ~< a < b < c < d ~< n satisfies a, c e B~ and b, d e Bj for some 1 ~< i, j ~ k, then in fact i = j; thus, the blocks do not "cross."
Remark 0.1. In terms of restricted growth functions, non-crossing partitions are characterized by the fact that if i<j and wi=wj, then we have wr >/wi for all i < r < j. Indeed, a crossing between two blocks B a and B b implies the presence of the subword, say, abab in the RG function of the partition, and thus the smaller of a and b appears inbetween two occurences of the other, larger, letter. Conversely, suppose a < b and bah occurs as a subword in the RG function of a partition, say wi =wj = b, wr--a, i < r < j. Since the blocks are indexed in increasing order of their minima, the smallest element of Ba must be smaller than the first element of Bb, so, in particular, smaller than i, which leads to a subword abab in the RG function, i.e., to a crossing of the blocks B~ and Bb. This characterization of non-crossing partitions will be useful in later proofs.
We will also represent non-crossing partitions graphically, as illustrated in Fig. 1 , by plotting 1, 2, ..., n on the real line and joining successive elements of the same block by arcs drawn in the first quadrant.
The set of all non-crossing partitions of In] will be denoted NC(n), and the set of non-crossing partitions of In] into k blocks will be denoted NC (n, k) . It is known that INC(n)I = Cn = 1/(n+ 1)(2"), the nth Catalan number. NC(n) is a lattice under the refinement order and has the same rank function as H(n) [-Kr] . Enumerative questions and the MSbius function of NC(n) have been studied by Kreweras [-Kr] and Edelman [El, E2] . Further structural properties of the non-crossing partition lattice appear in [-ESi] (chain enumeration in connection with the EL-shellability of NC(n)), and [SiU] (self-duality and symmetric chain decomposition).
The Whitney numbers of NC(n) are the Narayana numbers [El, Kr] INC (n,k) [ n k k-1
Combinatorial statistics leading to q-analogues of the Catalan numbers and Narayana numbers have been considered previously, for example in [-An, Full, BShSi] , where the statistics are defined on lattice paths which correspond with non-crossing partitions.
In this paper, we obtain q-analogues of the Narayana numbers from the distributions of ls, rb, lb, and rs on NC(n, k). We show (Sections 1 and 2) that, as in the case of all partitions of [n], these statistics fall into two pairs with the same distribution:
The bijections used in [-WaWh] to prove the corresponding results for H(n) do not preserve the non-crossing property (examples appear in Sections 1 and 2), and our proofs will rely on bijections which we construct specifically on NC(n).
For small values of n and k, the polynomials NCq(n, k) and NC*(n, k) q(~)NC are related by NCq(n, k)= *(n, k), as in the case of their counterparts for II (n, k) , but this relation does not always hold, as shown by NCq(5, 3)=q3(6+ 5q+6q2+2q3+q4), NC*(5, 3) = 6 + 6q + 5q 2 + 2q 3 + q4.
Unlike H(n), NC(n) is rank symmetric, that is, [NC(n, k)l= JNC(n, [. This prompts the question of whether the q-analogues of the Narayana numbers which arise from the four partition statistics refine the rank symmetry of the lattice NC(n). In Section 3 we answer this question in the affirmative, by combinatorial means. For the statistics rs and lb, we show that NC*(n, k) = NC*(n, n + 1 -k).
The proof uses properties of a symmetric chain decomposition of the lattice NC(n) [SiU] and its relation with the rs statistic. For the statistics ls and rb, two naturally related statistics, &(~):=/s(rc)-(b~ ~/) and ~(~z):= k) rb(~)-(b~)), lead to the q-analogue NCq(n, k):= q-(2 NCq (n, k) which also refines the rank symmetry property of NC(n):
In Section 4 we address the question of whether our q-analogues of the Narayana numbers refine the rank unimodality property of NC(n). We prove that this is indeed the case for rs and lb, and state conjectures for ls and rb. Internal and external logarithmic concavity are discussed as well. One of our conjectures pertains to Young's lattice of integer partitions.
In the first part of Section 5 we derive information about the joint distributions of several pairs of statistics, using properties of the bijections constructed in the first two sections. Thus, the fact that one of these bijections is actually an involution and the fact that each of these bijections exchanges the values of two statistics while preserving the value of a third statistic, lead to further results on joint equidistributions and symmetry.
The second part of Section 5 contains results relating single and joint distributions of partition statistics on NC(n) with single and joint distributions of permutation statistics of independent interest: descents, major index, excedences, and the Denert statistic. The classes of permutations to which the statistics are applied and the relevant definitions appear in Section 5.
It will be useful to have the following additional notation. where b~ = ]Bil is the cardinality, ft := min{a:a e Bi} is the first (smallest) element, and l; := max{a: a e B~} is the last (largest) element, respectively, of the ith block of n. We define as well {ll, l: .... , lk}, the set of the last elements of the blocks. Note that while f~ < f2 < "" < fk, the entries of l(~) are not necessarily in increasing order. The elements of L reordered increasingly will be denoted l] < l~ < ---< l~.
Several of the results in this paper use the fact that a non-crossing partition can be reconstructed from certain data involving its b-, f-, and /-vectors, and the set L. For later ease in exposition, we collect here the relevant facts to this effect. REMARK 0.2. Let l=fl<f2< "'" < fk <~ n and l <<. l'l < l'2 < ... < l'k= n be two integer sequences. Iff = (fl, f2 ..... fk) and L = {l'l, l'2, ..., l'~) Proof Let Tc be any partition of [n] . Clearly, fi~</i for each block of 7~, and 1 =fl <f2 < "'" <fk ~< n. If 11 < 12 < '--< lk, then li = l; for all i and the first set of inequalities holds. Otherwise, suppose that l~ > l~+ 1 for some 1 <<.i<k. Then we have l~+l>~f~+l>fi and li>Ii+l>>-fi+l, therefore by transposing the adjacent entries lg and li+l of the/-vector of ~, we obtain a permutation of the l's which still dominates term by term the entries of the f-vector, and has one inversion fewer than the original /-vector. We conclude that by successive adjacent transpositions we can reach the rearrangement of the l's in increasing order satisfying l;~>f~ for each i e [k] . The second set of inequalities follows from the fact that the union of the blocks of n is the entire interval [n] . For if we suppose that fi+l>l;+l for some l<~i<k, then the blocks of z~ fall into two categories: those which have maxima among l], ..., l; (and minima among fl ..... f~.) and hence cannot contain l; + 1 > l;, and those whose minima are among fi+l .... , fk and hence cannot contain l; + 1 >f~+l either. Thus, we must have fi+ 1 ~< li+ 1 for all 1 ~< i < k.
Suppose now that f and L satisfy the stated inequalities, and we seek to construct a non-crossing partition with f-vector f and L-set L. The blocks of this partition will be uniquely determined, beginning with Bk and ending with Ba, as follows. Since in a non-crossing partition the last block must be an interval, lk must be the smallest element of L which is at least as large as fk, and Bk is determined completely. In general, in a non-crossing partition, l~ must be the smallest element of L-{l,+i, l~+2 ..... lk} which is at least as large as f~. The first set of inequalities in our hypothesis ensure the existence of l~ and then Bi is completely determined: B~= [f~, li]-(B~+lO B~+2 ~ -.. u Bk). Finally, the second set of inequalities ensure that the union of the blocks constructed above will be indeed the entire set [n] .
Alternatively, the proof could be phrased in terms of the "bracketing" of the f's and l's of a partition. Associate with each block B~ the closed interval [fi, le] [fi, n] . Suppose now that the inequalities hold and we seek a non-crossing partition with the given f-and b-vectors. As in the previous proof, Bk must be an interval, hence, it is determined byfk and bk; subsequently, to avoid crossings between blocks, B~ must consist of the smallest b; elements of the set [fi, n] -(B k tJ Bk_ 1 U ... U Bi+ 1), whose existence is guaranteed by the inequalities in the hypothesis. Finally, the requirement that fl + bl + b2 q-"'" -b bk--1 =n ensures that our noncrossing blocks cover the entire set I-n]. | For definitions and general background which we omit in the interest of brevity, the interested reader may consult, for example, [C, Stl] H(n, k) , the non-crossing partition condition is not preserved. For example (see [WaWh] for the definitions of the maps p and 7), the noncrossing partition r~ = 1 3 / 2 / 4 5 8 / 6 / 7 is mapped via p to a rook placement and then via V-1 to the partition (V-1 op)(rc) = 1 4 / 2 / 3 5 / 6 8 / 7 which is crossing. Below we will construct a bijection, in fact an involution, which interchanges ls and rb, while preserving the number of blocks and the non-crossing property.
First we will describe the ls and rb statistics without relying on the restricted growth function of the partition. 
where ft = min{a: a ~ Bi}.
Proof In general, each element a ~ En], say, a ~ Bj, contributes to the value of rb(rc) an amount equal to the number of blocks whose index is higher than j and whose maximum element exceeds a. If rc is non-crossing, then the minimum element of such a block must also exceed a. Hence, each block B,. will be counted in rb(z 0 a total of fi-1 times, once for each element a smaller than its minimum element fi. For example, ifn=12, k=5, and~=l 2 / 3 12 / 4 10 11 / 5 6 / 7 8 9, then the new labeling of the entire interval 1 through 12 is 11 12 9 6 4 5 1 2 3 7 8 10, and~(rc)=l 2 3 7 8 10 / 4 5 / 6 / 9 / 11 12.
It is obvious that the relation between the f-vector of rc and the b-vector of a(~) is as claimed. Let us verify that c~ preserves the non-crossing condition. Suppose that a and a' are the labels of two successive elements in the jth block of c~(rc). It will suffice, according to Remark 0.1, to show that, in e(rc), the elements a + 1, a + 2 ..... a' -1 lie in blocks whose index is higher than j. If a' = a + 1, the conclusion holds vacuously, so let us suppose that a and a' satisfy a' > a + 1. The original labels of these two points in u were necessarily p and p + 1, respectively, for some p < n. Suppose p e Br(u) and p+ 1 eBt(rc ) for some 1 <.r, t<<,k. The fact that a, a'sBj(e(rc)) means, by the definition of e, that p, p + 1 ~ [fk-j+ 1 (~), fk-j+ 2 (re)), and so we have k-j+l>~r,t. Now, the fact that p e Br(n) was relabeled as a while p + 1 e Bt(r~) was relabeled as a'> a + 1 implies that p was the largest element of B~ (7:), that t < r, and that the relabeling continued by assigning the new label a + 1 to a point smaller than p. In fact, because ~ is non-crossing, the blocks Br 1(~), Br_2(n), ..., B~+l(rc) must lie entirely to the left of the point p, as do--of course--all the elements of B~(rc) which are smaller than p+ 1. According to the definition of the relabeling procedure, the new labels a+ 1, a+2 ..... a'-I are assigned precisely to the elements in Br_l(rc)w B,. 2(r~)u --. wBt+l(rc) w {qeB~(rc): q<p+ 1}. In re, these elements lie
Therefore, once the relabeling is completed and the blocks of e(rc) are formed, if p and p + 1, under their new names a and a', belong to Bj(~(r~)), then a+ 1, a+2 .... , a'-1 will belong to blocks B~(e(~)) for s = k -r + 2 ..... k -t + 1. Hence, since k -j + 1 ~> r ~> t, we have s > j and e(rc) is indeed non-crossing.
The fact that e is an involution follows essentially from the observation that the elements which are the block minima for rc are also those whose new labels will constitute the block minima for ~(rc). More precisely, we will establish that e(e(rc)) = r~ using induction on the number of blocks of re. To this end it will be helpful to have some additional notation. For a generic non-crossing partition v ~ NC(n, k), it will be convenient to express Bfinaltv), where init the first block as Bl(v) it is A2 ~ ~ ~ ~, while the other blocks are produced, just as in c~(rc), by the intervals [-fq, fq + 1) for q < k -1. Now let us compare the relabelings involved in the computation of e(c~(zc)) and c~(c~(rc--Bk(~))). (An example follows the proof.) They will procede identically on Ak and A~, on Ak_ a and Ak 1, and so on, up to identical relabelings of A2 and A 2. At this stage, in the computation of c~(~(Tz-Bk(rc)) ) we assign the remaining labels to -~iAf~"al, while in the computation of c~(c~(rc)) we continue by relabeling A i'~l and then A~ hal. This shows that ~(~(rc-Bk) ) and ~(e(rc)) differ in precisely two respects. One is that the latter has an additional kth block, namely the image under ~ of A ~ The elements of this block will have labels IA~I + IA~_~{ + ... +
•
tA21 + 1 .... , n-[A{Z~q, that is, this block is precisely B~(rc). The second difference is that the largest f~,~l IA 1 ] elements of the entire partition ~(c~(z--B~)) have their values augmented by ~" IA~ I= [Bz,(rc) [ in ~(~(zc) ). But this means that if we assume inductively that ~(c~(rc -B~)) = z -B~, we get c~(7(rc))= re. Thus, ~ is indeed an involution. |
The following example together with Fig. 2 illustrates the above proof that ~is an involution. If we takerc=l 2 3 8 13 / 4 6 7 / 5 / 9 12 / 10 11ENC(13,5), then c~0z)=l 2 4 13 / 3 / 5 7 8 12 / 6 / 9 10 11. We also have ~z--Bk(rc)=l 2 3 8 11 / 4 6 7 / 5 / 9 10eNC(ll, 4) and c~(rc--Bk(rc))=l 2 11 / 3 5 6 10 / 4 / 7 8 9. Thus, e(rc) and c~(rc-Bk(zr)) have iden.tical structures with the exception described in the proof and which affects the first two blocks of c~(lr). In turn, when we apply to these partitions, this difference will affect only the relabeling of the points in ~l' dJTnal----{4, 13} and "'~nal----{2, 11}, and a new largest index block, {10, 11}, arises in :~(c~(~)) from A~nit= {1, 2}.
The main result of this section, the fact that the statistics ls and rb have the same distribution over each rank of NC(n), now follows. 
Therefore, a being a bijection on NC(n, k) which maps rb to ls,
The table in Fig. 3 shows the polynomials NCq(n, k) for small values of n. Taking NCq (0, 0) = 1 by definition, a Catalan-like recurrence can be established for the polynomials NCq(n, k).
It is easy to see that the f-vector f= (1, n-k+ 2, n-k + 3 ..... n) maximizes the value of rb, hence, NCq (n, k) has degree 0 + (n -k + 1) + -.. + (n-l)= (n-k)(k-1)+ (~). Also, the lowest term in NCq(n,k) with a non-zero coefficient has exponent (~), since f= (1, 2 ..... k) minimizes the 
t'k~
value of rb. Thus, qt2) divides the polynomial NCq(n, k), and the function NCq(n, k):=q-(k)NCq(n, k) is itself a polynomial. We will consider this polynomial in Section 3.
Observe that the map e constructed in the proof of Proposition 1.3 has the further property that it preserves the value of the lb statistic. This remark and the fact that e is an involution will be relevant in Section 5. In this section we will give a combinatorial proof of the fact that ls and rb have the same distribution over NC (n, k) . Our proof relies on construction of a bijection fl : NC(n, k) ~ NC(n, k) which converts the value of Ib into that of rs. This bijection differs from that in [-WaWh] which establishes the analogous result in the case of H(n, k) and which does not leave invariant the set of non-crossing partitions, sending, for example, 135 / 24to145/23.
In comparing the distributions of rs and lb on non-crossing partitions with a given number of blocks, it will be helpful to use the following alternative expressions for rs(rc) and lb(z O. These are stated in terms of the notation defined at the end of the Introduction. LEMMA 2.1. For given n, k and every non-crossing partition 7z e NC(n, k),
Proof The contribution rs(a), made to rs(rc) by an element a e [n] which belongs to the ith block of ~, is the number of blocks Bj with j < i and whose rightmost element is larger than a. As a runs over In], the total contribution of Bj to rs(rc) will be lj-fj+ 1 -IBjl, since ~ is non-crossing. Summing over j = 1, 2 ..... k gives the desired expression for rs(n). | LEMMA 2.2. For given n, k, and every partition rc~ lI(n, k),
Proof Let rc e II(n, k) and a e [n]. Suppose a e Bj(rc). The contribution lb(a) made by a to the value Ib(Tr) is equal to the number of blocks whose minimum element is less than a and whose index is larger than j. Equivalently, lb(a)=l{i:fi<~a} [-j But the first sum is equal to Z k (n-ft+ 1), and now the expression for t=l lb(~) can be put in the desired form. | Lemmas2.1 and 2.2 suggest how to define a bijection fi : NC(n, k) --+ NC(n, k) with the property that rs(fi(n) ) = lb(n), and in fact, they suggest a stronger result (Proposition 2.3 below). Specifically, since the expression k --Zi= 1 fi --n + k is shared by our formulae for rs and Ib, we are encouraged to seek a bijection on NC(n, k) which not only converts lb into rs, but does so while preserving the set of block minima. To show that fl(rc) is well-defined, we will verify that 2~, ..., 2~ defined above and f satisfy the conditions of Remark 0.2 for being the L set and f-vector of a non-crossing partition. First, the 2~'s are distinct and 2~ = n. In checking the two sets of inequalities of Remark 0.2 we will use the conditions of Remark 0. In our proof that the map fl is invertible we will use Remark 0.3 to show that fi is surjective. Consider any partition a ~ NC (n, k, f) and order the largest elements of its blocks in increasing order, say, 1~ < l; < ---< I~:. Define b e := l~ -l'e_l for i= 2, 3 ..... k, and b 1 = l~. We claim that fl(Tz) = a, where rc is the partition in NC(n, k, f) determined by the f-vector f(o-) together with the b-vector (bl, b2,...,bk) defined above. This is clear provided the pair (f(a), (b~, b2 .... , bk)) is indeed realizable by a noncrossing partition. In our case, the condition of Remark 0.3 is equivalent to the relations fi-l'i_ a -1 ~<0 for i=2, 3, ..., k, and fl = 1 for a, and these hold by Remark 0.2. l For example, for rc=l 2 / 3 12 / 4 10 11 / 5 6 / 7 8 9~NC(12, 5) with f-vector f(Tc) = (1, 3, 4, 5, 7) and lb(rc) =7, we have b = (2, 2, 3, 2, 3) and we get L = {2~, 2~, 2~, 2~, 2;} = {2, 4, 7, 9, 12}. We obtain fl(~)= 1 2 / 3 10 11 12 / 4 / 5 6 8 9 / 7, with the same f-vector and rs(fl(rc) ) = 7.
The main result of this section now follows. Its proof, similar to that of Theorem 1.4, is omitted. 
We close this section with a few remarks about the polynomials NC*(n, k) and the bijection ft.
The polynomial NC*(n, k) is monic and its degree is (n-k)(k-1), since the maximum value of lb is achieved only for IB2I = IB3I ..... IBkl = 1, IBll = n-k + 1 and f= (1, 2 .... , k), as can be seen from Lemma 2.2. Also, (k-,).
the constant term of NC*(n, k) is non-zero, in fact, it is equal to n-1 This is true because a non-crossing partition with rs = 0 must have blocks of the form B;= If,., f,.+,), with fk+l :=n + 1, and the binomial coefficient is the number of choices for the f-vector.
While the map a of Section 1 which establishes the fact that ls and rb have equal distributions on NC(n, k) is an involution, the map fl is not an involution. For example, on NC(5, 3), fl(1 4 5 / 2 / 3)= 1 5 / 2 4 / 3, and fl(1 5 / 2 4 / 3)= 1 5 / 2 / 3 4. Actually, fi cannot be an involution. Indeed, rc*=l(k+l)(k+2)...n / 2 / 3 / ... / k is the only partition in NC(n,k) with maximum lb value (namely, (n-k)(k+l), as discussed above). Therefore fi(rc*) must be the unique partition with maximum rs value. But this is the partition 1 n / 2 (n-l) / 3(n-2) / ... / (k-l) (n-k+2) / k (k+l) -.-(n-k+l),whoselb value is (~), while the rs value of re* is k -1. Thus, for k > 2, fl(fl(n*)) ¢ re*.
By way of similarity between a and fl, while e preserves the lb value (Proposition 1.3), fi preserves rb. This fact will be used in Section 5.
PROPOSITION 2.5. For every partition z~NC(n,k), the bijection fl constructed in Proposition 2.3 satisfies rb(fl( n ) ) = rb( ~ ). Proof This is immediate since /3 preserves the f-vector and rb=~4(fi-1) • I
A connected component of ~eNC(n) is the non-crossing partition induced by ~ on a maximal (with respect to inclusion) interval [s, t]_ [1, n], with s and t in the same block of re. Thus, we say that rc ~ NC(n) is connected if n ~ B1. Note that a non-crossing partition is connected precisely if for each p= 1, 2, ..., k-l, we have lp~..fp+l. This is a strengthening of Remark 0.2 since it is easy to see that ~ is connected if and only if its bracket system has no proper prefix which is itself a well-formed bracket system, which is equivalent to the above condition.
It is equally easy to see that rs and Ib are additive on the connected components of a partition : pictorially, rs is the sum over all i = 1, 2, ..., n of the number of arcs above the point i; lb is the sum over all i of the number of blocks to the left of point i which are "nested" under the block containing i. It is therefore natural to ask that the map/3 preserve connectedness. This is indeed the case.
PROPOSITION 2.6. The partition rc~ NC(n, k) is connected if and only if ~(rc) is connected.
Proof Consider 7z=Ba/B2/.../B k and /3(re) and recall from Proposition 2.3 that they have the same f-vector. As remarked above,/3(re) is connected if and only if l~(/3(zt))~>fi+ 1, for i = 1, 2 ..... k-1. This is equivalent, by our definition of/3, to IBa(rC)] + ]B2(rc)l + --. + IBi(rc)] ~>f,-+l, for all i= 1, 2 ..... k-1, which in turn is equivalent to the fact that for each i<k, the (i+ 1)st block of rc is nested under at least one earlier block. But neither the block containing 1, nor that containing n can be nested under another block, so this is equivalent to n e Ba, i.e., rc is connected. | PROPOSITION 2.7. If ~ ~ NC (n, k) Also, l;+ a -l; < l'i+2 -l; < --. < l;-l~ are precisely the largest elements in the blocks of/3(p), realized as a partition of [1, n -Ja]. Therefore,/3(re) is equal to the concatenation of/3(Ca) with the translation of/3(p) by Ja. Now p and, inductively, /~(p) have p-1 connected components, while /3(C1) is connected (by Proposition 2.6), and the result follows. |
REFINEMENT OF THE RANK SYMMETRY OF THE LATTICE OF NON-CROSSING PARTITIONS
The rank symmetry of the lattice of non-crossing partitions, that is, the fact that INC(n, k)l = INC(n, n + 1 -k)l for 1 ~ k ~< n, implies that the polynomials NCq(n, k), NCq(n, n+ 1 -k), NC*(n, k), and NC*(n, n+ 1 -k) all have the same value for q = 1.
It is natural to inquire to what extent the q-analogues NCq(n, k) and NC*(n, k) of the Narayana numbers reflect the rank symmetry of the lattice NC(n). Thus, we are led to the question of whether the polynomials NCq(n, k) and NCq (n, n + 1-k) are identical, and similarly, whether the polynomials NC*(n, k) and NC*(n, n + 1 -k) are identical for each choice of n, k. We will treat these two questions in turn.
The table of polynomials NCq(n, k) (Fig. 3) shows that NCq(n, k) and NCq(n, n+ 1-k) are not identical in general. However, in Section 1 we 
NCq(n, k):= q-(2)NCq(n, k).
The table in Fig. 3 suggests that, for each n, the sequence of polynomials {NCq(n, k)}~= 1 is (externally) symmetric. To prove this, it suffices to construct a map z: NC(n, k) ~ NC(n, n + 1 -k) which preserves the value of or rb. We will obtain a map z which actually preserves the values of b and rb simultaneously. 
is an involution z" NC(n, k ) --* NC(n, n + l -k ) such that
~(~(~)) =~(~)
rb(z(~)) = rb(~).
Proof To a partition z~ ~ NC(n, k), ~ = Bt/B2/.../Bk, we associate two integer partitions which we will denote b~ and f~. The summands of b~, determined by the block sizes bi=[B~.[, are: (b2-1)+(b3-1)+ ... + (bk--1), (b3-1)+(b4-1)+-.-+(bk-1),...,(bk-1).
Pictorially, the Ferrers diagram of b~ (with rows right justified, decreasing in length from the bottom up) can be obtained by juxtaposing, from left to right, rectangles of width bi-1 and height i-1. Similarly, we consider the partition f~ with summands f2 --2, f3 --3, ..., fk -k. Figure 4 shows the diagrams of b~ andf~ for ~=1 4 6 7 / 2 3 / 5 / 8 12 / 9 10 ll~NC(12, 5).
Note that b~ and f~ have at most k-1 rows and at most n -k columns if rc ~ NC(n, k).
The construction of z(rc) and its validity will rely on two observations. First, ~ e NC(n, k) can be reconstructed from f~ and b.. Obviously, f~ determines the f-vector of ~. Similarly, the differences between successive summands of b~, starting with n-k minus the largest summand, give the values [Bil -1/> 0, i = 1 ..... k, and determine the b-vector. By Remark 0.3, since ~z is non-crossing, it is determined by its f-and b-vectors. Second, f~ is a partition of r~(Tr) and b~ is a partition of is(re). Now, we define the partition z(rQ to be the non-crossing partition corresponding to the integer partitions f~ and b~, where 2 ° denotes the conjugate of the partition 2.
For example, if ~=1 4 6 7 / 2 3 / 5 / 8 12 / 9 10 11~NC(12,5), then z(~)=l / 2 / 3 12 / 4 5 6 / 7 9 / 8 / 10 / lleNC (12, 8) . We obtain z(rc) from f~ = 3, 3, 2, 2 and b~ = 4, 4, 3, 1 which give, for z(~r), the f-vector (1, 2, 3, 4, 7, 8, 10, 11) and the b-vector (1, 1, 2, 3, 2, 1, 1, 1).
Once we verify that the f-vector and b-vector derived from the integer partitions f~ and b~ are indeed compatible, we will certainly have a noncrossing partition z(rc) with the required properties. Indeed, the conjugacy of the integer partitions ensures that r--6(z(~))= r-b(~r) and b(z(~r))= b(~), and also, since f~ and b~ have at most n -k = (n + 1 -k) -1 rows and at most k-l=n-(n+l-k) columns, we have v(~)eNC(n,n+l-k).
... with equality when j=l. Therefore, if a certain value j6 {2, 3 ..... k} appears in the second set of our relation to be proved, then for r~ we have fj(n) ~< n+l-~2~=jbt(zc) ~< n+l-(n+2-i-j)
= i+j-1. Therefore, fj(rc) -j~< i-1 < i and this value ofj will not appear in the first set of our relation. Since the relevant range for j is {2, 3, ..., k}, and the two sets in question are disjoint, the sum of their cardinalities will be at most k -1, as desired. Finally, if i= n-k+ 1, then the first of the two sets is empty because fj(~)-j<<.n-k for all j, while the second set is equal to {2, 3,...,k}. The latter is because Z~=jbl(rc)>~k+ 1-j is equivalent to ~ENC(n,k) ~cNC (n,n+ 1 --k) q-2 NCq(n,k)=q ( 2 NCq(n,n+ l-k).
Proof The first statement follows from the properties of the map z of Theorem 3.1, while the second statement follows by definition of rb upon setting p = 1 in the first equality. |
The following is an immediate consequence, whose proof we omit. We now turn to the rank symmetry of the lattice NC(n) as refined by the statistics lb and rs. The table showing the first few polynomials NC*(n, k) (Fig. 5) suggests that NC*(n, k) =NC*(n, n+ 1 -k) for every n, k. This is indeed true and our proof will be combinatorial, relying on properties of an explicit symmetric chain decomposition of the lattice NC(n). The construction of this symmetric chain decomposition appears in [SiU] and we describe it briefly here for the reader's convenience.
In general, a collection ~Cl, C2, ..., Cr) of chains (i.e., totally ordered subsets) constitutes a symmetric chain decomposition (SCD) of a ranked partially ordered set P of height h if the following conditions are satisfied: the chains c i are saturated, pairwise disjoint, the union of their elements is P, and, for each i, the sum of the ranks of the minimum and maximum elements of ci equals h. The last condition pertains to symmetry. An arbitrary ordered set P may have no SCD, may have a unique SCD, or The common distribution of lb and rs over NC(n, k), for 1 ~< k ~< n and 1 ~< n ~ 5.
may have several SCD's. In the case of P=NC(n), for n~>3 there are several SCD's, but we will take the liberty here to refer to a particular SCD constructed in [SiU] and described below as the SCD of NC(n). Given a non-crossing partition ~NC(n), we will describe how to construct a saturated symmetric chain containing it. First we label each interval [L J+ 1], 1 <~j<n, with 2jE {l, r, b, e} as follows:
b, e, = l, t', ifj 4" j+ 1 andj is not the largest element in its block; ifj 4-j+ 1 and j+ 1 is not the smallest element in its block; ifj 4~ j + 1, j is the largest element in its block, and j + 1 is the smallest element in its block; if j,-, j+ 1.
Note that the non-crossing partition n can be reconstructed from its sequence 21, 22 ..... 2n_ 1.
Next, we match l's and r's as if they were left and right parentheses (see Fig. 6 for an example). The set of indices i for which 2i = b (e, respectively) will be denoted B (E, respectively). The set of indices i for which 2i is a matched l (a matched r, respectively) will be denoted ML (MR, respectively).
After matching the l's and r's, we have a (possibly empty) sequence of unmatched r's preceding a (possibly empty) sequence of unmatched l's. By replacing the leftmost unmatched l with and r we obtain the partition covering n on its chain in the SCD. Similarly, by replacing the rightmost unmatched r with an ! we obtain the partition covered by n on its chain. Thus, the chain containing rc=l 8 11 12 / 2 / 3 6 7 / 4 / 5 / 9 10 / 13 16 / 14 / 15 consits (from bottom to top) of the partitions 1 8 11 / 2 3 6 7/4/5/9 10/ 12/ 13 16/ 14/ 15,18 11 12/2/3 6 7 4/ 5/9 10/ 13 16/ 14/ 15, 18 11 12 13 16/2/3 6 7/ 4 5/9 10/ 14/ 15 and 1 8 11 12 13 16/2/3 6 7/4/5/9 10 / 14 15. For a proof of the validity of this construction of an SCD for NC(n) we refer the interested reader to [SiU] .
Note that if the labeling 2122...2n 1 corresponds to ~ e NC(n, k) and if L := {i: 2i = l}, then k = IBI + ILl + 1, since the first element of each block of rt, except for B1, is immediately preceded by either a b or else an/. This helps verify that each chain is symmetric.
The following observation (made and used for different purposes in [SiU] ) provides the key to our proof of symmetry and unimodality for the statistic rs. Proof Indeed, the non-crossing partitions having prescribed sets B and E form a subset of NC(n) isomorphic to the boolean lattice of subsets of In-1]-B-E. Explicitly, each such non-crossing partition corresponds to the subset {i: 2i = r}. Every chain of the SCD constructed for NC(n) is a symmetric chain in one of these boolean lattices (as in [GrKI] ), which are therefore symmetrically embedded in NC(n). |
We return now to the statistic rs. Proof Let ~zeNC(n). Each element it In] contributes to rs(z 0 an amount equal to the number of blocks which have index lower than that of the block containing i, and contain at least one element larger than i. Equivalently, in terms of the representation of non-crossing partitions with arcs joining successive elements in each block, i contributes to rs an amount equal to the number of arcs above it. Therefore, the value of rs is not sensitive to the replacement of an l by an r or vice versa. Since these are the only alterations of the sequences 21, 22 .... ,2n_1 within any one boolean lattice in our decomposition of NC(n), the conclusion follows. | Therefore we have the following result. THEOREM 3.6. The common distribution of the statistic rs and lb is symmetric with respect to the ranks of the non-crossing partition lattice. That is, for all n and 1 <<. k <<. n, the polynomials
Proof Since each boolean lattice in the decomposition of the lattice NC(n) is itself rank symmetric and is symmetrically embedded in NC(n), its intersections with NC(n, k) and NC(n, n+ 1-k) contain equally many partitions. Moreover, by Proposition 3.5, all these partitions have the same rs value. | An explicit correspondence between the partitions in NC(n, k) and those in NC(n, n + 1 -k) which have the same rs value can be derived from the symmetric chain decomposition: n • NC(n, k) corresponds to the partition in n' • NC(n, n + 1 -k) which lies on the same chain as rc in the SCD. In particular, rc and ~' are comparable in the lattice NC(n). By contrast, in the case of the & and r-b statistics there is no such correspondence. For example, consider the partitions in NC(4) whose ~ value is 1. These are 1 / 2 3 / 4, 1 / 2 4 / 3, 1 2 / 3 4, and 1 4 / 2 3. Only the first and last are comparable. The four partitions in NC(4) for which rb equals 1 are" 1 2 4 / 3, 1 2 / 3 4, 1 3 / 2 / 4, and 1 / 2 3 / 4, and no two of them are comparable.
The following corollary gives for rs and lb a result analogous to that of Corollary 3.3 for & and r-b. Proof The terms in the first sum can be grouped according to the boolean lattice in which ~ lies as an element of NC(n). Since each of these boolean lattices are symmetrically embedded in NC(n) and each is itself rank symmetric, the partitions with a fixed rs value form a rank symmetric subposet of NC(n). The symmetry for Ib now follows by Proposition 2.3. |
REFINEMENT OF THE RANK UNIMODALITY OF THE LATTICE OF NON-CROSSING PARTITIONS
The lattice of non-crossing partitions is known to be rank unimodal. Explicitly,
We will now discuss refinements of this property provided by the unimodality of the distribution across the ranks of NC(n) of those partitions which have a prescribed statistic value.
An argument similar to that of Corollary 3.7, making use this time of the rank unimodality of boolean lattices, yields the following result. Based on numerical evidence, we suspect that a similar result holds for and r-b.
Conjecture 4.2. For each n and m, the polynomial
has unimodal coefficients.
In the course of our attempts to prove this conjecture, we examined the set on non-crossing partitions which have the same rb value by virtue of having the same f-vector. This led to the following stronger conjecture concerning Young's lattice of integer partitions. The external logarithmic concavity of our q-analogues of the Narayana numbers is--at this point--also conjectural. Their internal logarithmic concavity is false. For example, the coefficients of NC*(5, 3) are not logarithmically concave (see Fig. 5 ), and those of NCq(5, 3) are not even unimodal (see Fig. 3 ).
JOINT DISTRIBUTIONS AND RELATIONS TO STATISTICS ON PERMUTATIONS
The properties of the correspondences of Sections 1 and 2 lead easily to a number of properties of the joint distributions for several pairs of statistics on non-crossing partitions.
THEOREM 5.1. The pairs of statistics (ls, lb) , (rb, lb), and (rb, rs) 1 + (1 +2+4)=8. The above permutation statistics will be applied to certain classes of permutations called restricted permutations [SiSch, Ra, We] , where the restrictions pertain to certain forbidden monotonicity patterns [Kn] . A (three-letter) pattern is a permutation p e $3, and we say that o.t S n avoids the pattern p if there are no three values 1 4 il < i2 < i3 ~< n satis- -(il)0-(i2) . ''o-(ir) a maximal consecutively increasing subsequence ("MCIS") of o-if il < i2 < "-" < ir and o-(ij) = o-(il) + j-1 for each j, while, in the entire sequence 0-(1)0-(2)... o-(n), the value o-(il)+r is not to the right of o-(ir), and the value 0-(il)-1 is not to the left of 0-(il). Every permutation has a unique decomposition into maximal consecutively increasing subsequences.
For o-~ Sn (132), decomPose the permutation into maximal consecutively increasing subsequences, and let ~(0-) be the partition of In] in which each block is the preimage under 0-of a MCIS. For example, o-= 7 8 5 4 3 6 9 1 2eS9(132), decomposes into five maximal consecutively increasing subsequences: s I = 7 8 9 = 0-(1) 0-(2) o-(7); s2 = 5 6 = 0-(3) a(6); s3 = 4 = 0-(4); $4= 3 =o-(5); and ss= 1 2=o-(8) a(9). The partition 7(o-) is 1 2 7 / 36/4/5/89.
That 7(o-) is indeed a non-crossing partition follows by induction on n after some simple observations: if a eS,(132) and m :=0-l(n), then (i) o-(1) 0--(2)--. a(m-1) and 0-(m+ 1) 0-(m+2)...o-(n) are themselves 132-avoiding, and (ii) we have the set equalities {0-(1), 0-(2) .... , o-(m-1)} = {n -m+l,n--m+2,...,n--1} and {0-(m+l),0-(m+2) ..... 0-(n)} = (1,2 ..... n-m}.
Observation (i) allows us to assume inductively that zh := V(o-(1)--.a(rn-1)) and re2 :=V(o-(m+ 1)...o-(n)) are non-crossing partitions. In view of (ii) above, it is obvious that a block of ~1 cannot cross any block of zc 2 since these are partitions of the intervals [1, m -1] and [m + 1, n], respectively. We claim that if the element m is added to the block of zq which contains a-l(n-1 ), then the resulting partition ~z] is still non-crossing. Indeed, the addition of rn creates a crossing only if there exist positions 1 ~ i <j< k < m such that a(i) = a, o-(j) = n -1, and a(k) = a + 1 for some a < n-2. But this would produce an occurrence of the pattern 132 as a n-1 a+ 1, in contradiction with the fact that aeSn(132).
Finally, observation (ii) implies that every MCIS in a e Sn(132 ) has all its terms either among o-(1), ..., a(m), or all among a(m + 1) .... , a(n). Therefore 7(a) consists of the blocks of rc~ and re2, and so ~(a) is a non-crossing partition. + 1) is clearly not the minimum in its MCIS, hence a + 1 is not part of the f-vector of rc = 7(a). Otherwise, in order to avoid forming a 132 pattern with o-(a) and o-(a+ 1), the value of a(a+ 1)-1 must occur to the left of cr(a + 1). Thus, o'(a + 1) is not the minimum of a MCIS, and so a + 1 ¢ {f2 (re), f3 (7c) .... , fk(7c) }.
Finally, we must show that 7 is invertible. The reader may have noticed that the definition of 7 is related to that of the map c~ of Proposition 1.3.
Specifically, the relabeling of the points in a partition rce NC(n, k) which was used in the construction of c~ gives rise to a permutation a of In]. We will show that a e Sn (132) and 7(a) = ~. It is clear that the new labels of the elements in each block of rc form indeed a MCIS. Therefore the proof of the theorem will be completed once we verify that a arising from the relabeling of rc is indeed in S,(132).
Suppose that there are 1 <<.i<j<k<~n such that a(i)=x, a(j)=z and a(k) = y, with 1 ~< x < y < z ~< n. If in fact y = x + 1, then rc cannot be noncrossing. This is because according to the relabeling rules, the labels x and x + 1 had to be assigned to successive elements of the same block, say, Br, and the label z had to be assigned to an element of a block B t with t < r. But then ft <fr, soft is to the left of the point relabeled as x. This produces a crossing between B t and Br, SO we have ruled out occurrences of the pattern 132 of the form x z x + 1, x < z.
Suppose now that a contains the pattern 132 realized by an arbitrary triple x z y, x < y <z. Let us examine the possible locations of x+ 1 relative to x z y. If x+ 1 is to the right of z, then we have found a 132 pattern of the form x z x + 1. If x + 1 is to the left of z, then restart with the 132 pattern constituted by x + 1 z y and find, eventually, a 132 pattern in which the roles of 1 and 2 are played by consecutive values. But this is impossible, as proved above, and so a s Sn(132). | The decomposition of permutations into maximal consecutively increasing subsequences suggests another permutation statistic. If tr s Sn and si is the ith one of the k maximal consecutively increasing subsequences of a, let p; and Pi be the smallest and largest among the indices of the terms in si. Then we may define the permutation statistic If as Sn (132), then a(Pi)-a(pi) is one unit less that the cardinality of the block of 7(a) corresponding to the MCIS si. Also, P~ and p~ are the largest and smallest, respectively, elements of this block. Therefore, by Lemma 2.1, 6(a) = rs (7(a) We conclude with another result on equidistributed statistics for noncrossing partitions and restricted permutations. This time the restriction will be that the permutations avoid the pattern 321. We first establish the following preliminary result which will allow for a simplified expression for the den statistic. Proof. It is obvious that if both Exc*(a) and NExc*(a) are increasing, then a is the union of two increasing sequences and hence, a avoids the pattern 321.
We will prove the converse by induction on n. Let o-eS,(321) and let n= a(j). Notice that a(j+ 1), a(j+ 2), ..., a(n) contains no fixed points of the permutation a and, if j<n, that a(j+ 1)< o-(j+ 2)< ..-< a(n). The latter statement is true because a avoids the pattern 321. The former statement holds either vacuously or else because we have a(n) ~< n -1, and then a(j+ 1) < a(j+2) < ... < o-(n) forces a(n-1)~<n-2, ..., o'(j+ 1)~<j. Now, with n=a(j), consider the permutation a' of In-1], where a'(i)=a(i) for i<j and a'(i)=a(i+l) for i>~j. Then a'~S,_1(321), hence, we may assume that Exe*(~r') and NExc*(a') are increasing sequences. If j=n, it is obvious that both Exc*(a) and NExc*(a) are increasing since Exc*(a) = Exc*(a') and NExc*(cr) = NExc*(a') n. If j< n, then the discussion above implies that a(j+ 1), (r(j+2) ..... o-(n) belong to NExc(~r) as well as to NExc(a') (whereas for an arbitrary permutation a, Exc(a') equals the union of Exc(a) -{n} with the fixed points of a which are larger than j). Thus, NExc*(~r)=NExc*(#) and Exc*(a)= Exc*(a')n. Proof We will define a bijective correspondence t/: S,(321)~NC(n) such that exc(a)+l=bk(q(a)) and den(a)=rb(q(a)), for every aeSn(321).
Let ~r be a permutation in Sn(321) and let Exc*(a)= a(il)a(i2).., a(ik).
The partition rc = t/(o-) will be that non-crossing partition rc whose f-vector is f(~) = (fl (n), f2 (re), f3 (n), ..., fk+ i (re)) = (1, i 1 + 1, i2 + 1, ..., ik + 1 ), and for which L(rc)-{11 (re)}, the set of the largest elements of its blocks other than the first block, is {o-(il), o-(i2) .... , a(ik)}.
The proof that t/ is well-defined is a variation on the proof of 
