Introduction
Let k be a perfect field of characteristic p, with W (k) the ring of Witt vectors of k and K 0 = W (k) [ 1 p ]. Let K/K 0 be a finite totally ramified extension with a fixed algebraic closure K of K and G := Gal(K/K). The aim of this paper is to prove the equivalence between the category of Barsotti-Tate groups over O K and the category of Kisin modules of height 1 when p = 2.
The theorem was first conjectured by Breuil [1] . If p > 2 then the above theorem was proved in [10] . In [11] , the equivalence between the category of connected Barsotti-Tate groups over O K and a certain subcategory of Kisin modules of height 1 was established when p = 2. So we focus on the case p = 2 in this paper though our method works for all primes p.
Let us sketch the idea of the proof of the main theorem. Let Rep cris,1
Zp denote the category of G-stable Z p -lattices in crystalline representations with Hodge-Tate weights in {0, 1}. By Fontaine [6] , Kisin [10] , Raynaud [17] and Tate [18] , it is known that the category of Barsotti-Tate groups over O K is equivalent to the category Rep cris,1
Zp (see Theorem 2.2.1). Therefore we need to establish the equivalence between the category Mod 1,fr /S and the category Rep cris,1
Zp . For an object M ∈ Mod 1,fr /S , we can associate a Z p [G ∞ ]module T S (M) := Hom ϕ,S (M, W (R)) (see Section 2.1 for more details). In [10] , Kisin proved that the G ∞ -action on V S (M) := Q p ⊗ Zp T S (M) can be extended to a G-action such that V S (M) is crystalline with Hodge-Tate weights in {0, 1}. It is not hard to prove that if T S (M) is G-stable in V S (M) then the functor M T S (M) establishes an anti-equivalence from the category Mod 1,fr /S to the category Rep cris,1 Zp . To prove that T S (M) is G-stable in V S (M), we use the idea developed in [5] . We embed T S (M) into J(M) := Hom ϕ,S (M, W (R)/utW (R)) which is constructed in Section 3.1 and has a natural G-action. It turns out that T S (M) is G-stable in J(M) and the G-action obtained from J(M) is compatible with the G-action on V S (M) via Kisin's construction, from which we deduce the main theorem.
When this paper was nearly complete, we learned of the preprints [9] , [13] in which W. Kim and E. Lau have independently proved Theorem 1.0.1. Here we comment that we use totally different approaches and methods from those used by Kim and Lau. More precisely, Lau extended Zink's theory of windows and displays which allows him to also obtain the classification of 2-divisible group over more general base rings. However his theory does not provide the proof that T S (M) T p (H) where T p (H) is the Tate module of the 2-divisible group H corresponding to M. Kim uses a similar idea to ours but our methods are different: Kim proves that T S (M) is G-stable in V S (M) by some explicit calculations only for p = 2, while we directly construct a natural G-action on T S (M) which is compatible with that of V S (M), and this works for all primes p. Of course, Kim also proved that S ⊗ ϕ,S M D(H)(S) where S is the ring defined and discussed in §2.1 and D(H) is the Dieudonné crystal attached to H. Unfortunately, we can not provide a new proof for this fact in the present paper.
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Preliminaries and Preparations
In first 2 subsections, we recall some facts and notations involved in the main theorem. The last subsection reduces the proof of the main theorem to Proposition 2.3.1, which will be proved in the next section.
Kisin modules and (ϕ,Ĝ)-modules.
In this subsection, we recall some standard notations, definitions and results from [10] and [16] . The reader may consult these papers for more details.
Recall that k is a perfect field of characteristic p with ring of Witt vectors W (k), K 0 = W (k)[ 1 p ] and K/K 0 is a finite totally ramified extension. Throughout this paper we fix a uniformiser π ∈ K with Eisenstein polynomial E(u). Recall that S = W (k) u is equipped with a Frobenius endomorphism ϕ via u → u p and the natural Frobenius on W (k). A ϕmodule (over S) is an S-module M equipped with a ϕ S -semi-linear map ϕ M : M → M. A morphism between two ϕ-modules (M 1 , ϕ 1 ), (M 2 , ϕ 2 ) is an S-linear map compatible with the ϕ i . Recall that Mod 1,fr /S denotes the category of ϕ-modules of E(u)-height 1 in the sense that M is finite free over S and the cokernel of ϕ * is killed by E(u), where ϕ * is the S-linear map 1 ⊗ ϕ : S ⊗ ϕ,S M → M. Objects of Mod 1,fr /S are also called Kisin modules of height 1.
We denote by S the p-adic completion of the divided power envelope of W (k) [u] with respect to the ideal generated by E(u). Write S K 0 := S[ 1 p ]. There is a unique continuous (for the p-adic topology) map (Frobenius) ϕ : S → S which extends the Frobenius on S. We write N S for the K 0linear derivation on S K 0 such that N S (u) = −u.
Let R = lim ← − O K /p where the transition maps are given by Frobenius. There exists a unique surjective projection map θ : W (R) → O K to the p-adic completion of O K , which lifts the projection R → O K /p onto the first factor in the inverse limit. We denote by A cris the p-adic completion of the divided power envelope of W (R) with respect to Ker(θ). Let π n ∈ K be a p n -th root of π, such that (π n+1 ) p = π n . Write π = (π n ) n≥0 ∈ R and let [π] ∈ W (R) be the Techmüller representative. We embed the W (k)-
. This embedding extends to embeddings S → S → A cris which are compatible with Frobenius endomorphisms. We denote by B + dR the Ker(θ)-adic completion of W (R) [1/p] . For any subring A ⊂ B + dR , we define a filtration on A by
As usual, we denote A cris [ 1 p ] by B + cris . We fix a choice of primitive p i -root of unity ζ p i for i ≥ 0 and set := (ζ p i ) i≥0 ∈ R and t := log([ ]) ∈ A cris . For any g ∈ G, write (g) := g(π) π , which is a cocycle from G to R * . We see that g(t) = χ(g)t with χ the p-adic cyclotomic character, and there exists an α(g) ∈ Z p such that
As a subring of A cris , S is not stable under the action of G, though S is fixed by G ∞ . Define
One can show that R K 0 and R are stable under the G-action as subrings of B + cris and the G-action factors throughĜ (see [16] §2.2). Moreover, R is a valuation ring. Write v R (·) for the valuation and let I + R = {x ∈ R|v R (x) > 0} be the maximal ideal of R. Set I + := R ∩ W (I + R). By Lemma 2.2.1 in [16] , one has R/I + W (k).
Following [16] ,
(3)Ĝ commutes with ϕM onM, i.e., for any g ∈Ĝ, gϕM = ϕMg;
A morphism between two (ϕ,Ĝ)-modules is a morphism in Mod 1,fr /S that commutes with theĜ-action onM's. For a (ϕ,Ĝ)-moduleM = (M, ϕ,Ĝ), we can associate a Z p [G]-module:
One can show that T S (M) is finite Z p -free and of rank Zp T S (M) = rank S M (see for example Corollary (2.1.4) in [10] [14] ). Remark 2.1.1. Usually, T S (M) is defined as Hom ϕ,S (M, S ur ) in [10] or [16] , where S ur is a subring of W (R). But Lemma 2.2.1 in [5] shows that these two definitions are equivalent.
We refer readers to [8] for definitions and basic facts on semi-stable representations and crystalline representations. The following summarizes the main result of [16] on G-stable Z p -lattices in semi-stable representations.
(2)T induces an anti-equivalence between the category of (ϕ,Ĝ)-modules of height 1 and the category of G-stable Z p -lattices in semi-stable representations with Hodge-Tate weights in {0, 1}.
The isomorphism θ in Theorem 2.1.2 (1) is defined as the following: Zp . The functor is fully faithful by Tate's isogeny theorem in [18] . The proof for essentially surjectiveness of the functor needs two ingredients. First, Corollary (2.2.6) in [11] Qp and ι induces an anti-equivalence on the corresponding isogeny category.
The above proposition was proved in [10] (see Proposition (2.2.2) in [10] ). Here we use a slightly different approach which will be useful later. 
One can easily check that Fil 1 M and ϕ 1 so constructed satisfy the axioms (1) (2) (3) in the definition of a Breuil module (see §(1.1.8) in [12] ). The construction of the monodromy operator N is slightly more complicated. Proof. (1) is Proposition 5.1.3 of [3] . Note that proof of the proposition does not need the running assumptions of the paper: p > 2 and k is finite. We repeat the proof here so that we can prove (2) .
Let L : M → M be a W (k)-linear map, we call L a derivation if L(sm) = N S (s)m + sL(m) for s ∈ S and m ∈ M. Obviously, a derivation depends on its values on a basis of M. Let x 1 , . . . , x d ∈ Fil 1 M be such that {e i := ϕ 1 (x i )|i = 1, . . . , d} is a basis of M. Define a sequence of derivations N n on M inductively via N 0 (e i ) = 0 and N n (e i ) = (c 1 ) −1 ϕ 1 (E(u)N n−1 (x i )). Now we prove by induction that (N n −N n−1 )(M) ∈ u p n M. First note that N n − N n−1 is an S-linear map, so it suffices to show that (N n −N n−1 )(e i ) ∈ u p n M for each i. For n = 1, (N 1 −N 0 )(e i ) = (c 1 ) −1 ϕ 1 (E(u)N 0 (x i )). As N 0 (e i ) = 0, it suffices to show that N S (s) ∈ uS for each s ∈ S. This easily follows from the fact that N S (u) = −u and that s =
Hence N n converges to a derivation N satisfying that ϕ 1 (E(u)N (x)) = c 1 N (ϕ 1 (x)) for x ∈ Fil 1 M, as Fil 1 M is generated by x i and Fil 1 SM. To see the uniqueness of N , assume that there exist two such derivations N and N . Then N − N is an S-linear map. By ϕ 1 (E(u)(N − N )(x i )) = c 1 (N − N )(ϕ 1 (x i )), we can easily show that ((N − N )(e 1 ), . . . , (N − N )(e d )) = ((N − N )(e 1 ), . . . , (N − N )(e d ))A with A a matrix having coefficients in ϕ(I + S). So N − N must be zero map and thus N = N .
To prove (2), it suffices to prove the case i = 1 as the general case easily follows by induction on i. Let f 1 , . . . , f d be an S-basis of M. We easily see that there exists induces a Z p -linear map fromT (M) toT cris (M) which we still denote bŷ λ. One easily checks that the following diagram commutes
Furthermoreλ is compatible with G-actions on the both sides. This is a consequence of the construction of theĜ-action onM, and the G-action on A cris ⊗ RM = A cris ⊗ ϕ,S M given by formula (2.2.1). The reader is referred to Section 3.2 of [16] for details. Finally, the full faithfulness and essential surjectivity of ι can be proved by the full faithfulness and essential surjectivity ofT in Theorem 2.1.2. Here we actually do not need the the full faithfulness and essential surjectivity of ι. We write I [1] := W (R) ∩ I [1] B + cris as an ideal of W (R). Since ϕ(t) = pt, we see that t ∈ I [1] B + cris . By Proposition 5.1.3 in [7] , I [1] is a principal ideal and [ ] − 1 is a generator of I [1] . Write pc 0 for the constant term of E(u) with
. Such t exists and is unique up to units of Z p . See Example 2.3.5 in [14] for details. In the proof of Lemma 3.2.2 in [16] , it has been shown that ϕ(t) is a generator of I [1] . Since uI [1] and utW (R) are obviously ϕ-stable inside W (R), there are natural Frobenius endomorphisms on W (R)/uI [1] and on W (R)/utW (R). Define Proof. (1) It suffices to show that η is injective. Let e 1 , . . . , e d be a basis of M and A the matrix such that ϕ(e 1 , . . . , e d ) = (e 1 , . . . , e d )A. Assume that h is in the kernel of η. Then the vector X := (h(e 1 ), . . . , h(e d )) has coordinates in utW (R) and satisfies the relation ϕ(X) = XA. Write X = utY with Y 's coordinates in W (R). We have
Continuing in this way, we see that the entries of Y are in ∞ n=0 u n W (R) =
{0}
. Now let us prove (2) . Suppose that h ∈ J (M) and let X be a vector with coordinates in W (R) such that X lifts (h(e 1 ), . . . , h(e d )). Then we obtain an equation ϕ(X) = XA + uϕ(t)Y with the coordinates of Y in W (R) and A the matrix of ϕ in the basis e 1 , . . . , e d as the above. To show that µ(h) ∈ η(T S (M)), it suffices to show there exists a matrix Z with coefficients in W (R) such that
Recall that there exists a matrix B such that AB = BA = E(u)I d . Then the above equation is equivalent to ϕ(X + utZ)B = E(u)(X + utZ). Note that ϕ(t) = c −1 0 E(u)t and ϕ(X) = XA + uϕ(t)Y . So it suffices to solve the following equation for Z:
which is equivalent to
We claim that the coordinates of Z l converge in W (R). In fact, we see that 1 (B) . . . ϕ(B)B) This shows that Z l+1 − Z l ∈ u n(l) W (R) with n(l) → ∞ as l → ∞. Hence Z l converges and Z exists. Proof. Obviously, (2) is a consequence of (1) by Proposition 3.1.1. So it suffices to show (1) . Let us first treat J (M). We first check that uI [1] is Gstable in W (R) so that W (R)/uI [1] has a natural G-action. Since Fil 1 W (R) is G-stable in W (R), it is easy to check that I [1] is G-stable. Given g ∈ G and m ∈ W (R), we have g(um) = u[ (g)]g(m) with (g) = g(π) π a unit in R. So [ (g)]g(m) is in I [1] and uI [1] is G-stable.
Let h ∈ J (M), g ∈ G. To show that J (M) has a natural G-action induced from that on W (R)/uI [1] , we have to show that g(h) ∈ J (M). It is obvious that h is still ϕ-equivariant. To see that h is S-linear, note that g(h(um)) = g(u)g(h(m)). Since g(u) − u = u([ (g)] − 1) ∈ uI [1] , we see that g(h) is S-linear. The proof for J(M) is almost the same except we need to check that utW (R) is G-stable in W (R). To see this, for each x = uty ∈ utW (R) with y ∈ W (R), we have ϕ(x) = u p ϕ(t)ϕ(y) ∈ u p I [1] . It is easy to check that u p I [1] is G-stable in W (R). Namely, for each g ∈ G, g(ϕ(x)) = u p ϕ(t)z with z ∈ W (R) as ϕ(t) is a generator of I [1] . Hence there exists a w ∈ W (R) such that g(x) = utw with ϕ(w) = z because ϕ : W (R) → W (R) is a bijection. Finally, (3) is obvious from (1) (2) with a i ∈ W (R). Denote n i := v p (i!). We have
We observe thatx i is in W (R) andz i is in Fil i+1 A cris ∩ W (R), which is E(u) i+1 W (R). Hence we may writez i = E(u) i+1 β i with β i ∈ W (R). We easily compute that E(u) i+1 = p i+1 b i + uw i with b i ∈ W (k) and w i ∈ W (k) [u] . Now we get
where x i =x i + w i β i and z i = b i β i . Since n i < i + 1, p n i |ux i in W (R). So p n i |x i in W (R) by the fact proved above. Now we may write y = ux (i) + p i+1−n i z (i) with x (i) = x i /p n i ∈ W (R) and z (i) = z i ∈ W (R). To prove the lemma, we have to show that we can select a sequence i m such that i m + 1 − n im → +∞ as m → ∞. If p > 2 then we can just choose i m = m as n i = v p (i!) ≤ i p−1 . It remains to deal with the case p = 2. In this case, we select i m = 2 m − 1. One computes that v 2 ((2 m − 1)!) = 2 m − m − 1 and thus i m + 1 − n im = m + 1 → +∞. Now suppose that x ∈ B + cris and p s x ∈ A cris . Then we have shown that p s x ∈ W (R). Since p s y is in p s W (R), we see that p s |u(p s x) in W (R). Then p s |p s x in W (R) by the above fact. That is x ∈ W (R).
