Abstract. In this letter, we develop a mode-coupling theory for a class of nonlinear Langevin equations with multiplicative noise using the Martin-SiggiaRose formalism. We prove that the derived equations are consistent with the fluctuation-dissipation theorem. We also discuss the generalization of the result given here to real fluids, and the possible description of supercooled fluids in the aging regime.
Introduction
The fluctuation-dissipation theorem (FDT) is one of the strongest statements of equilibrium statistical physics. The FDT relates the dynamical response of the system to an external perturbation to the time correlation function of the appropriate fluctuations at equilibrium and it holds for any dynamical processes, classical or quantum, linear or nonlinear, as long as the system is stationary and satisfies the condition of detailed balance. Recently, focus on the FDT (and its violation) has been revived due to interest in describing the dynamics of glassy systems far from equilibrium. In various contexts, including spin glasses, structural glasses, coarsening systems, and systems near critical points, violation of the FDT has been found to be ubiquitous in both nonstationary [1, 2, 3] and stationary [4] nonequilibrium states. First principle theories aimed at understanding these interesting phenomena are in their infancy.
Mode-coupling theory (MCT) has been a useful first principles approach for studying the dynamics of glassy systems. MCT gives a simple closure for the correlation function which has the form of a generalized Langevin equation which is solved self-consistently. MCT becomes the exact equation for correlations in certain mean-field models of spin glasses, and is an approximation for supercooled fluids (structural glasses) in which the correlated local dynamical heterogeneities are ignored. Efforts to extend MCT for supercooled fluids to out-of-equilibrium have been made, which include both aging systems [5] and sheared systems [6, 7, 8] , but the FDT violation observed in simulations [2, 4] and experiments [3] has not been explained in a quantitative way so far. Difficulties in constructing MCT equations for fluids outof-equilibrium originate from the complicated structure of the dynamical equations which describe the system.
The most developed theory of out-of-equilibrium supercooled fluids is the projection operator approach by Latz [5] . Within this approach, however, an uncontrolled approximation is required to express the memory kernels in terms of the correlation functions and response functions. While this is true even for the standard MCT equation for the correlation function at equilibrium, for the out-of-equilibrium case many closures are possible that all reduce to the standard one at equilibrium. The projection operator approach gives no guidance as to which closure to choose. Within a field-theoretic approach, diagrammatic techniques allow for treatment of the correlation function and the response function on an equal footing. In addition these closures amount to well defined loop expansion calculations, even in the aging regime. Such calculations do not contain a small parameter, but are at least systematic in some expansion parameter. While it would seem that this approach is thus the most natural one to address violation of the FDT (since comparisons of the correlations and response functions are needed to calculate effective temperatures), the complexity of the field theory presents a sizable obstacle. This complexity arises from the various nonlinear terms that are necessary to enforce proper hydrodynamic constraints [9] . Within the field-theoretic language, MCT is a one-loop renormalized perturbation theory with no vertex renormalization. Previous attempts along these lines have either examined the FDT in the strict hydrodynamic limit where it holds trivially for any resummation scheme [10] , or simply have assumed that it holds away from this limit [11] . Before setting off to explore the out-of-equilibrium case, we may ask if we know if the MCT equations satisfy the FDT at equilibrium. As mentioned above, MCT is an approximate resummation and there is no guarantee that MCT is constructed in such a way to inherit the FDT which is built into the starting equations. The relation between MCT and FDT has been discussed by Dekeret al [12, 13] using the MartinSiggia-Rose (MSR) formalism [14] . It has been shown that there is an FDT relation between the correlation function and the response to random noise for certain classes of Langevin equations with additive noise. The main aim of this letter is to generalize the discussion by Deker to multiplicative noise, motivated by the fact that typical Langevin equations which describe supercooled fluids have multiplicative noise [9] . In doing so, we will take a necessary step forwards building a field-theoretic approach to out-of-equilibrium supercooled fluids.
Let us consider a classical random dynamical process of a field variable x i (t), where i is an index that denotes the type of field (such as the density) and coordinates (such as positions or wave vectors) which may be either discrete or continuous. If the system is at equilibrium, x i (t) obeys a nonlinear Langevin equation of a general form:
where a sum over the repeated Greek indices is assumed. S is the entropy of the entire system.
is a kinetic coefficient which generally depends on x. M iα (x)∂S/∂x α represents the reversible term where
is the Onsager coefficient. f i (x, t) is a random noise which satisfies
where · · · x(t)=x denotes the conditional average in which the ensemble average is taken with a fixed value of x(t) = x at time t. The fact that the Onsager coefficient is a function of x means that the random noise is also the function of x i.e., it is multiplicative [15] . The response function χ ij (t) is defined as the response to a timedependent external force F(t) by
where ∆x i (t) F is the deviation of x i (t) from its equilibrium value due to the external force. The FDT asserts that χ ij (t − t ′ ) is related to the correlation function in the absence of
Eq. (1) is in general a nonlinear equation. The MSR formalism is a systematic expansion method for such equations. MCT can be regarded as the lowest order self-consistent approximation with no vertex correction within the MSR formalism. Deker et al [12] have proven that the FDT holds for each order of the loop expansion for three special classes of processes described by eq. (1): "Class A" where M ij (x) = 0, L ij is a constant, and thus the noise is additive. The nonlinearity of the Langevin equation originates from the entropy S. "Class B" where again L ij is constant, and the entropy is a quadratic function of x. The reversible matrix M ij (x) depends on x which is the origin of the nonlinearity. "Class C" involving Hamiltonian systems which do not have an irreversible part. The problem is that even the simplest equation which describes the dynamics of supercooled fluids does not belong to any of the classes listed above. This can be seen by having a closer look at the diffusion equation for the number density field ρ(r, t) of a colloidal suspension [9] :
where D is the diffusion coefficient which is assumed to be a constant, δρ(r, t) = ρ(r, t) − ρ 0 with ρ 0 = ρ(r, t) is the density fluctuations, f ρ (r, t) is a random noise, and c(r) is the direct correlation function. The second term in the brackets accounts for the interaction between the particles and is the source of the nonlinearity of the Langevin equation ‡. Eq. (5) can be cast into the form of eq. (1) with no reversible current M ij = 0 and the Onsager coefficient given by
The entropy of the whole system is given as a functional of the density by
The random noise f ρ (r, t) satisfies eq. (2) with the Onsager coefficient given by eq. (6), which implies that the noise is multiplicative. From eqs. (5) and (7), one sees that ‡ Eq. (5) is already coarse-grained in a sense that the bare interaction potential is replaced with the effective potential −c(r)/k B T [9] .
neither is the entropy quadratic nor the Onsager coefficient constant. The nonlinear term in eq. (5) originates from the combination of non-quadratic term of the entropy and the variable dependence of the Onsager coefficient. Extensions of the MSR formalism to more general cases have been discussed in Refs. [11, 16, 17, 18] but explicit expression for the MCT level equations has not been given so far. It is convenient to re-categorize the nonlinear stochastic processes in a slightly different way from Classes A-C of Deker et al [12] : (Class I): The nonlinearity comes solely from the entropy. K ij is independent of x. The noise is additive. The mean-field model of p-spin spin glasses also belongs to this type [19] . It is trivial to prove that MCT equation satisfies the FDT at equilibrium. (Class II): The entropy is a quadratic function of x but K ij (x) is dependent on x. L ij (x) can be also a function of x and, therefore, the noise can be multiplicative. The equations discussed by Kawasaki to describe the dynamical critical phenomena [20] belong to this class with a constant L ij (the noise is additive). (Class III): The entropy is an arbitrary function of x and K ij (x) is dependent on x. Real fluids including the one described by eq.(5) belong to this type. We shall focus here on Class II and show that MCT is consistent with the FDT even with the presence of multiplicative noise. We will end this work with some comments on the more interesting Class III case which is problematic from the standpoint of the FDT within the MCT approximation.
In the next section, MCT is derived for Class II. In Section 3, the FDT is proved for the MCT equation of Class II. We also derive closed equations in terms of the correlation function alone. In Section 4, we discuss difficulties in generalizing the argument given in this letter to the Class III case. We also discuss the extension of our results to the nonequilibrium case.
MSR formalism for processes with multiplicative noise
In this section, we shall summarize the MSR method for the Class II case. Here, the entropy in eq. (1) is given by a quadratic form
where δx = x − x and Ω
is the inverse of the equal time correlation function. The Fokker-Planck equation for the probability density function P (x, t) equivalent with eq. (1) is written as
For the detailed balance condition to be satisfied, M ij (x) must satisfy the following condition (potential condition [21] ): ∂M iα (x)/∂x α = 0. We shall also assume the similar incompressible condition for L ij (x): ∂L iα (x)/∂x α = 0. This condition is satisfied for eq.(5) and for any hydrodynamic equation. This is useful because it enables us to avoid distinguishing between the Ito and Stratonovich interpretations which are associated with the multiplicative noise [15] . Here we consider the simplest situation where K ij (x) is a linear function of δx:
ij,α δx α . In this case, eq.(1) can be rewritten aṡ
Hereafter we shall omit the "δ" in front of x. In eq.(10),
iα Ω αj is a bare transport coefficient and V ijk = V ikj is the symmetrized vertex defined by
where M ijk and L ijk are reversible and irreversible contributions of V ijk , respectively. M ijk satisfies the cyclic condition given by
This is proved from the condition that the reversible part does not contribute to the entropy production.
Following the standard MSR procedure [14] , we shall introduce a spinor z ≡ (x,x), wherex i ≡ −∂/∂x i . It is convenient to define the generating function for z by
where ξ = (η,η) is the auxiliary field conjugate to z which will be eventually set to zero. "exp + " implies the time ordering which aligns the quantities with larger t on the left. We define the cumulant function
The index number 1 = (i, t, ±), etc... represents the index for field variables i, time t, and the index of the spinor defined by z(+) = x and z(−) =x, respectively. Let us construct the equation of motion for the first cumulants, z(t) . Substituting eq. (10) into eq. (14), we obtain the Schwinger equation:
where a sum over the repeated underlined indices is assumed.
and T is the Fokker-Planck operator defined by eq.(9) represented in terms of (x,x). The explicit expression of eq. (15) is given by
The last terms in these equations are due to the multiplicative noise. Eq. (17) is written in short as
where C(1) ≡ (V ααi , 0) is a constant which does not contribute to the following arguments and G 0 (1, 2) is the bare propagator whose inverse is written as
with the symmetric matrix γ 2 (1, 2) defined by
The non-zero components of γ 3 (1, 2, 3) are
and its permutation of the indices (1, 2, 3 ). Note that γ 3 (1, 2, 3) is a fully symmetric tensor. The second moment G(1, 2) = G ξ=0 (1, 2) = z(1)z (2) is given by taking the derivative of eq. (18) with respect to z(2) using eq. (14), and then turning off ξ = 0:
where Σ(1, 2) is the self energy. By neglecting the vertex correction, we obtain MCT expression for the self-energy:
We can write the components of these matrices as
where " †" represents Hermitian conjugate defined by A †
. From the structure of eq. (22), it is straightforward to show that G(−, −) = Σ(+, +) = 0.
is the propagator which describes the response of the system to the random noise. For t > 0, the equations for C(t) and G(t) can be written explicitly using eqs. (19)- (22) as
with the self energies given by
where use has been made of the causality condition: G(t) = 0 for t < 0. The terms containing L
(1) ij,k in eq.(26) originate from the multiplicative noise. Similar terms were derived by Kawasaki et al [11] but they were disregarded and their importance was not addressed. Note that the propagator G(t) represents the response to the noise but it is not the response to the external force defined by eq.(3). The response function is obtained by evaluating the linear response of the average x i (t) to the external force F(t). The term associated with the external force is introduced naturally by replacing the entropy with the one associated with the work done by the force as
Inserting this expression into the entropy term in eq. (9) and taking the leading order of the formal solution, it is straightforward to derive the expression for the response function:
The three point correlation function x i (t)x α (t ′ )x β (t ′ ) in this expression is calculated using eq. (14) . Neglecting the vertex correction, it is written as z (1)z(2) G(1, 1)G(2, 2)G(3, 3)γ 3 (1, 2, 3) . Substituting eq. (21) to this, one obtains the MCT approximation of the response function:
In previous works, the propagator T −1 G(t) · K (0) has been called the response function [12] . But as discussed above, it is not identical to the full response function in general. They become identical only if the kinetic coefficient K ij is a constant, i.e., for Class I.
FDT and MCT
Deker et al have shown that, for MCT equation of Class II, there is a simple relation between the correlation function and the propagator if L ij is a constant or L (1) ij,k = 0 [12] :
where θ(t) is the Heaviside function. We prove that this is true even when L 
where
can be rearranged using eq.(30) and the cyclic condition, eq.(12). For example, if t 1 ≤ 0,
where τ = t − t 1 . Here we have used the fact that
ij . On the other hand, the terms containing L ijk in E ⊗ C · C −1 (0) are rearranged as
Eq.(32) combined with eq.(33) cancels with D ⊗ G † · C −1 (0) of eq.(31). Likewise, for t 1 ≥ 0, E ⊗ C · C −1 (0) can be rewritten as E ⊗ G † . Therefore, eq.(31) becomes equivalent to the equation for G in eq. (25) . This is the end of the proof. Now let us prove the FDT. By taking the derivative of eq.(30) with respect to time and using equation for G(t) in eq. (25), we have
In this expression, E(t) · C(0) can be rewritten using eq.(30) and antisymmetric property of M
ij,k as
Therefore, the right hand side of eq.(34) becomes identical to −k B T χ ij (t) given by eq.(29). Thus we arrive at eq.(4) and the FDT is proved. Finally let us derive the closed equation for C ij (t). D ⊗ G † again cancels with E ⊗ C for t 1 ≤ 0. For t 1 ≥ 0, E ij (t) is rewritten as
and MCT equation for C ij (t) is given by
It is important to realize that −2L in the vertex in eq. (36) is due to the multiplicative noise and presence of it is essential. For example, for the pure dissipative case (M ij (x) = 0), neglect of the multiplicative noise leads to the wrong sign in front of the integral term (and thus lead to pathological behavior) [11] .
Discussion
In order to see how the result shown in the previous section is related to the case of real fluids, let us consider the Langevin equation for a colloidal suspension given by eq.(5). The Class II equation is derived by approximating the entropy given by eq. (7) with its Gaussian form:
where ρ k is the Fourier transform of δρ(r). S(k) = N −1 |ρ k | 2 is the static structure factor, where N is the total number of the particles. Using eqs. (6) and (38), the MCT equation, eq.(37), for the density correlation function
with the memory kernel given by
where p = k − q. This equation should be compared with the well-known equation which describes the slow dynamics of supercooled colloids [22] :
We observe that there are two major differences between these two set of equations: (5), where the relaxation of the momentum field is taken into account explicitly. The equations thus derived become identical to the result by Schmitz et al [23] , except that they have treated a supercooled liquid instead of a supercooled colloidal suspension and that they have also taken into account the coupling with the transverse momentum fluctuations. (i) is more fundamental and problematic. The vertex of eq.(40) does not vanish in the high wavevector limit, leading to a unphysical divergence [24] . This unphysical vertex traces back to the Gaussian approximation, eq.(38). The entropy of fluids is highly non-Gaussian due primarily to ideal gas part, ρ ln ρ, in eq. (7) and the Gaussian approximation is bound to fail. As discussed in the introduction, the nonlinearities of realistic fluids come both from the entropy and the kinetic coefficient and therefore are destined to belong to Class III. Indeed, if the full expression for S, eq. (7), instead of approximated form of eq.(38) is used, one sees that the non-quadratic term of S gives a vertex of the form of −D(k · q +k · p) which, combined with D{k · q/S(q) +k · p/S(p)}, leads to ρ 0 D{k · qc(q) +k · pc(p)}. This is identical to the vertex in eq.(42). We found that for Class II, the correlation function is related to the propagator by a simple relation of eq.(30) and the FDT is valid at the MCT level. For Class I, it is already known that the propagator is identical (except for a proportionality constant) to the response function and the correlation function is directly related to the response function byĊ(t) = −k B G(t) · K (0) . But for Class III problems, there appears to be no such simple relation to connect the correlation function either with the propagator or the response function at the MCT level. It is straightforward to show that once one tries to eliminate the response function in favor of the correlation function at the lowest order loop (MCT approximation), one inevitably has to take into account the higher order loops to satisfy the FDT. In other words, for the Class III case, MCT is not consistent with the FDT. This implies that there is no simple way to derive eq.(41) from eq.(5) using standard field theoretic methods. It is desirable to develop such an expansion method that preserves the FDT relation at each level of expansion.
Even with the difficulties discussed in this letter, the MSR or field theoretic approach is still an attractive route to attack out-of-equilibrium supercooled fluids, in that it is systematic and one does not need to evaluate the nonequilibrium measure which is required in alternative approaches such as the projection operator technique. A natural question is that, although real fluids do not belong to Class II, is it possible to think of a model of the Class II type which still captures the essence of supercooled fluids? Class I has been already discussed extensively in the context of spin glasses and even for supercooled fluids [25] but it is difficult to properly incorporate the changes of structure embodied in S(k) which are observed in simulations of aging [2] and sheared systems [8] . The equation for equal-time correlation functions such as S(k) should be constructed in the same manner as MCT equation derived here. The solution could be plugged into the vertex function of the set of MCT equations, eq. (25) . Eventually, these three equations can be solved self-consistently. The Class II system derived here seems to be a good candidate to perform such a calculation for a realistic "model fluid" albeit with some consideration of a wavevector cutoff that would eliminate spurious divergence that arise from the vertex (eq.(40)). Calculations in this direction are underway.
