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1 Introduction
One of the most classical problems in the qualitative theory of planar analytic diﬀeren-
tial systems is to characterize the local phase portrait at an isolated singular point. This
problem has been solved except if the singular point is a center or a focus. The problem
in distinguishing between a center and a focus is called the center-focus problem. Once
we have made a distinction between a center and a focus, another problem is to ﬁnd the
number of limit cycles bifurcated from the focus.
If a real analytic system has a nilpotent center at the origin, then after a linear change of
variables and a rescaling of time variable, it can be written in the following form:
x˙ = y +X(x, y),
y˙ = Y (x, y),
(.)
where X(x, y) and Y (x, y) are real analytic functions without constant and linear terms, de-
ﬁned in a neighborhood of the origin. Takens [] proved that the Lyapunov system can be
formally transformed into a generalized Liénard system.Moussu [] found the C∞ normal
form for analytic nilpotent centers. Stróżyna and Żoła¸dek [] studied orbital normal forms
for analytic planar vector ﬁelds with nilpotent singularity. Álvarez and Gasull [] proved
that the generalized Liénard system could be simpliﬁed even more by a reparameteriza-
tion of the time. At the same time, Giacomini et al. [, ] showed that the analytic nilpotent
systems with a center can be expressed as limit of non-degenerate systems with a center.
The conditions of center and isochronous center at the origin for a class of non-analytic
quintic systems are studied in [].
Remember that the so-called stability problem and the center problem can be solved
for smooth non-degenerate critical points via the Lyapunov constants. On the other hand
the same problem but for nilpotent singular point is far to be solved in general, due to
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the invalidation of classical methods. In , Liu and Li [] dealt with the integral factor
method for solving the above mentioned problems of third-order nilpotent singularities.
This method is based into a diﬀerent way of computing the so-called quasi-Lyapunov con-
stants. Using the integral factormethod, [] investigated center conditions and bifurcation
of limit cycles at the nilpotent critical point in a class of septic polynomial diﬀerential sys-
tems.
In this work, employing the integral factor method, we study the center-focus discrimi-
nation and Hopf bifurcation deﬁned in a neighborhood of a third-order nilpotent singular





 + bxy + bxy + by + bx + bxy + bxy + by.
(.)
The rest of paper is organized as follows. In Section , we give some preliminary knowl-
edge presented in [], which is helpful throughout the paper. In Section , we compute the
ﬁrst several quasi-Lyapunov constants at the third-order nilpotent singular point of sys-
tem (.) and provide suﬃcient and necessary conditions in order that system (.) have a
center in a neighborhood of the origin. We end this paper in Section  by applying Theo-
rem . to generate limit cycles for system (.).
2 Some preliminary results
Before state our results we need to introduce some well-known deﬁnitions, lemmas, and
theorems.
In canonical coordinates the Lyapunov systemwith the origin as a nilpotent critical point
can be written in the form
dx
dt = y +
∞∑
i+j=





bijxiyj = Y (x, y).
(.)
Suppose that the function y = y(x) satisﬁes X(x, y) = , y() = . Lyapunov proved (see for
instance []) that the origin of system (.) is a monodromic critical point (i.e., a center





















β + (n + )α < ,
(.)
where n is a positive integer.
Deﬁnition . Let y = f (x) = –ax + o(x) be the unique solution of the function equa-
tion X(x, f (x)) = , f () =  at a neighborhood of the origin. If there are an integer m and
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we say that the origin is a high-order singular point of system (.) with themultiplicitym.
By using the results in [], we attain the following conclusion.
Lemma. The origin of system (.) is a three-order singular point which is a saddle point
or a center, if and only if b = , (a – b) + b < .
When the condition in Lemma . holds, we can assume that
a = μ, b = , b = μ, b = –. (.)
Otherwise, by letting (a – b) + b = –λ, a + b = λμ and making the trans-
formation ξ = λx, η = λy +  (a – b)λx, we obtain the mentioned result.
From (.), system (.) becomes the following real autonomous planar system:
dx




aijxiyj = X(x, y),
dy
dt = –x
 + μxy +
∞∑
i+j=
bijxiyj = Y (x, y).
(.)
Write
X(x, y) = y +
∞∑
k=












By using the transformation of generalized polar coordinates




cos θ [sin θ ( –  cos θ ) +μ(cos θ +  sin θ )]















– cos θ [sin θ ( –  cos θ ) +μ(cos θ +  sin θ )]
(cos θ + sin θ )
r + o(r). (.)
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Let




be a solution of (.) satisfying the initial condition r|θ= = h, where h is small and
ν(θ ) =
(









ν(kπ ) = , k = ,±,±, . . . .
(.)
Because for all suﬃciently small r, we have dθ/dt < . In a small neighborhood, we can
deﬁne the successor function of system (.) as follows:
(h) = r˜(–π ,h) – h =
∞∑
k=
νk(–π )hk . (.)
We have the following result.






k νk(–π ), (.)
where ζ (m)k is a polynomial of νj(π ), νj(π ), νj(–π ) (j = , , . . . , m) with rational coeﬃ-
cients.
It is diﬀerential from the center-focus problem for the elementary critical points, we
know from Lemma . that when k >  for the ﬁrst non-zero νk(–π ), k is an even integer.
Deﬁnition .
. For any positive integer m, νm(–π ) is called the mth focal value of system (.) in
the origin.
. If ν(–π ) = , then the origin of system (.) is called one-order weakened focus.
In addition, if there is an integer m > , such that
ν(–π ) = ν(–π ) = · · · = νm–(–π ) = , but νm(–π ) = , then the origin is
called a m-order weakened focus of system (.).
. If for all positive integer m, we have νm(–π ) = , then the origin of system (.) is
called a center.
Deﬁnition . Let fk , gk be two bounded functions with respect to μ and all aij, bij, k =
, , . . . . If for some integerm, there exist ξ (m) , ξ
(m)
 , . . . , ξ
(m)
m–, which are continuous bounded
functions with respect to μ and all aij, bij, i = , , . . . , such that




 f + ξ
(m)
 f + · · · + ξ (m)m–fm–
)
. (.)
We say that fm is equivalent to gm, denoted by fm ∼ gm.
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If f = g and for all positive integersm, fm ∼ gm, we say that the function sequences {fm}
and {gm} are equivalent, denoted by {fm} ∼ {gm}.
We know from Lemma . and Deﬁnition . that for the sequence {νk(–π )}, k ≥ , we
have νk+(–π )∼ , k = , , . . . .
We next state the results concerning with bifurcation of limit cycles of system (.).
Consider the perturbed system of (.)
dx
dt = δx +X(x, y),
dy
dt = δy + Y (x, y), (.)
where X(x, y), Y (x, y) are given by (.). Clearly, when  < |δ|  , in a neighborhood of
the origin, there exist one elementary node at the origin and two complex critical points
of system (.) at (x, y) and (x, y), where
x, =
–δ
μ ± i + o(δ), y, =
±iδ





When δ → , one elementary node and two complex critical points coincide to become a
three-order critical point. Let
r = r˜(θ ,h, δ) = ν(θ , δ) +
∞∑
k=
νk(θ , δ)hk (.)
be a solution of system (.) satisfying the initial condition r|θ= = h, where h is suﬃciently
small and
ν(, δ) = , ν(, δ) = , . . . , νk(, δ) = , k = , , . . . . (.)
We have
ν(θ , δ) = A(θ )δ + o(δ), (.)
where
A(θ ) = –ν(θ , )
∫ θ

( + sin θ )dθ
ν(θ , )(cos θ + sin θ )
. (.)
Hence, when  < h , |θ | < π , δ = o(h), r˜(θ ,h, δ) = ν(θ , )h + o(h) and
ν(–π , δ) = A(–π )δ + o(δ), (.)
where
A(–π ) = 
∫ π

 + sin θ








dθ > . (.)














where γ = {γ,γ, . . . ,γm–} is (m – )-dimensional parameter vector. Let γ = {γ () ,γ () ,
. . . ,γ ()m–} be a point at the parameter space. Suppose that for ‖γ – γ‖  , the functions
of the right hand of system (.) are power series of x, y with a non-zero convergence
radius and have continuous partial derivatives with respect to γ . In addition,
a(γ )≡ μ, b(γ )≡ , b(γ )≡ μ, b(γ )≡ –. (.)
For an integer k, letting νk(–π ,γ ) be the k-order focal value of the origin of system
(.)δ=.
Theorem . If for γ = γ, the origin of system (.)δ= is a m-order weak focus,and the
Jacobin
∂(ν,ν, . . . ,νm–)




then there exist two positive numbers δ∗ and γ ∗, such that for  < |δ| < δ∗,  < ‖γ –γ‖ < γ ∗,
in a neighborhood of the origin, system (.) has at most m limit cycles which enclose the
origin (an elementary node) O(, ). In addition, under the above conditions, there exist
γ˜ , δ˜, such that when γ = γ˜ , δ = δ˜, there exist exactly m limit cycles of (.) in a small
neighborhood of the origin.
We give the following key results, which deﬁne the quasi-Lyapunov constants and pro-
vide a way of computing them.
Theorem . For system (.), one can construct successively a formal series




































λm(m – s – )xm+. (.)
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where s is a given positive integer,











( + sin θ ) cosm+ θ
(cos θ + sin θ )
νm– (θ )dθ > . (.)
We see from (.) and (.) that when (.) holds,M = y + x + o(r).
Deﬁnition . For system (.), λm is called themth quasi-Lyapunov constant of the ori-
gin.
Theorem . For any positive integer s and a given number sequence
{cβ}, β ≥ , (.)
one can construct successively the terms with the coeﬃcients cαβ satisfying α =  of the
formal series






















where for all k,Mk(x, y) is a k-homogeneous polynomial in x, y and sμ = .


















It is easy to see that (.) is linear with respect to the function M, so that we can easily
ﬁnd the following recursive formulas for the calculation of cαβ and ωm(s,μ).
Theorem . For α ≥ , α + β ≥  in (.) and (.), cαβ can be uniquely determined
by the recursive formula
cαβ =

(s + )α (Aα–,β+ + Bα–,β+). (.)
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For m≥ , ωm(s,μ) can be uniquely determined by the recursive formula

















Notice that in (.), we set
c = c = c = ,
c = c = , c = ,
cαβ = , if α <  or β < .
(.)
We see from Theorem . that, by choosing {cαβ}, such that
ωk+(s,μ) = , k = , , . . . , (.)
we can obtain a solution group of {cαβ} of (.), thus, we have
λm =
ωm+(s,μ)
m – s –  . (.)
Clearly, the recursive formulas presented by Theorem . is linear with respect to all cαβ .
Accordingly, it is convenient to realize the computations of quasi-Lyapunov constants by
using a computer algebraic system likeMathematica.
3 Quasi-Lyapunov constants and center conditions
It is easy to see that the origin of system (.) is a third-order nilpotent singular point which
is a center or a focus. Now we start the preparation of computing the quasi-Lyapunov
constants at the origin of system (.).
Lemma . Assume that s is a natural number. One can derive a power series (.) for
system (.) under which (.) is satisﬁed, where
c = , c = , c = , c = , c = , c = , (.)
in addition, for any natural numbers α, β , cαβ is given by the following recursive formula:
cαβ =
(
–b( + s)( + β)c–+α,+β + ( + s)( + β)c–+α,+β
+ b
(



























/(s + )/α, (.)
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and, for any natural number m, ωm is given by the following recursive formula:
ωm = –b( + s)c–+m, + ( + s)c–+m, + b( + s)c–+m,– + bc–+m,
+ b
(
 + ( + s)
)
c–+m,– + b( + s)c–+m,– + b
(





 + ( + s)
)
cm,–. (.)
One of our main results is the following.







,b – ,bb + ,bb
– ,b – ,bs + ,bbs
+ ,bbs – ,bs – ,bs – ,bbs
– ,bbs + ,bs + ,bs – ,bbs




b(b + b – bs – bs + ,bs – bs)
,(s + ) ,
(.)





λ ∼ – s – (s – )bb,
λ ∼ –(s
 – s + )
(s + )(s – ) bb,
λ ∼ –(,s
 – ,s + )
,(s + )(s – ) bb,
(.)
where in the expression of λk , we have already let λ = λ = · · · = λk– = , k = , , , .
(II) It has a center at the origin if and only if λ = λ = λ = λ = λ = . Furthermore this
situation happens if and only if one of the following two conditions is satisﬁed:
(i) b = b = b = ;
(ii) b = b = b = b = b = .





 + bx + bxy + bxy + by,
(.)
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the vector ﬁeld of system (.) is symmetric with respect to axis x, so the origin is a cen-
ter.










the vector ﬁeld of system (.) is symmetric with respect to axis y, so the origin is also a
center. 
4 Limit cycle bifurcation
Next wewill prove that the third-order nilpotent singularO(, ) is atmost a weak focus of
order ﬁve, moreover, based on this conclusion, the perturbed system of (.) can produce
ﬁve limit cycles enclosing an elementary node at the origin.
λ = λ = λ = λ = , λ =  easily yields.
Theorem . For system (.), the origin is a ﬁve-order weak focus if and only if
b = b = b = b = , bb = . (.)
Consider the perturbed system of (.),
dx
dt = δ(ε)x + y,
dy
dt = δ(ε)y – x
 + b(ε)xy + b(ε)xy + b(ε)y + b(ε)x
+ b(ε)xy + bxy + by.
(.)
In arriving at anothermain result, we only need to show that, when condition (.) holds,
the Jacobian of the ﬁrst four quasi-Lyapunov constants of system (.) with respect to b,





= (s – )(s
 – s + )
,(s + )(s – )(s – ) b

 = . (.)
The above considerations imply the following main result.
Theorem . If the origin of system (.) is a ﬁve-order weak focus, for  < δ  ,making
a small perturbation to the coeﬃcients of system (.), then, for system (.), in a small
neighborhood of the origin, there exist exactly ﬁve small amplitude limit cycles enclosing
the origin O(, ), which is an elementary node.
Example . Take
δ(ε) = ε, b(ε) = –ε, b(ε) = , b(ε) = ε,
b(ε) = ε, b(ε) = –ε, b = c sign(c), b = c sign(c),
(.)
where c, c are arbitrary non-zero real constants, s (≥ ) is a natural number.
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Straightforward computations by using Theorem . give the ﬁrst ﬁve quasi-Lyapunov






















 – s + )







 – ,s + )
,(s + )(s – ) cc sign(c) sign(c) + o().
(.)
Then, for  < ε  , system (.) has ﬁve limit cycles k : r = r˜(θ ,hk(ε)) in a small neigh-
borhood of the origin, where hk(ε) =O(εk), k = , , , , .
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