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Аннотация. Предложен новый подход к анализу решений диффе-
ренциальных уравнений с производной Хукухары основаный на иде-
ях геометрии выпуклых тел и метод сравнения Матросова–Василье-
ва. Получены оценки площади решений для одного класса псевдо-
линейных дифференциальных уравнений с производной Хукухары.
Полученные результаты продемонстрированы на примерах.
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Введение
Исследованию дифференциальных уравнений с производной Ху-
кухары посвящено значительное число публикаций. В монографии [1]
вопросы об устойчивости решений дифференциальных уравнений с
производной Хукухары на основании прямого метода Ляпунова и ме-
тода сравнения. В обобщающих работах [2,3] приведены результаты,
касающиеся исследования решений дифференциальных уравнений с
производной Хукухары на основе метода усреднения Н. Н. Боголю-
бова.
В настоящей работе предлагается новый подход к качественному
анализу динамических свойств решений дифференциальных уравне-
ний с производной Хукухары. В основу этого подхода положены идеи
геометрии выпуклых тел, предложенные в работах Г. Минковского и
А. Д. Александрова, и качественные методы исследования обыкно-
венных дифференциальных уравнений, в частности, метод сравнения
Матросова–Васильева, в варианте приведенном в работе [4].
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На основе этих идей получены оценки площади решений для одно-
го класса псевдолинейных дифференциальных уравнений с произво-
дной Хукухары и приведены примеры иллюстрирующие эти резуль-
таты.
1. Вспомогательные результаты
Пусть conv(R2)— метрическое пространство выпуклых компактов
из R2 с метрикой Хаусдорфа. В пространстве conv(R2) определены
операции сложения (Минковского) и умножения на неотрицательный
скаляр. Если A 2 L(R2), L(R2) — пространство линейных операторов
R2, тогда действие оператора A естественным образом распространя-
ется на пространство conv(R2):
Au = fAx : x 2 ug 2 conv(R2); u 2 conv(R2):
Пусть u 2 conv(R2), v 2 conv(R2), тогда если существует элемент
w 2 conv(R2) такой, что u = w+v, то элемент w называется разностью
Хукухары элементов u и v. При этом обозначается w = u v. Разность
двух элементов пространства conv(R2) существует не всегда.
Понятие разности Хукухары позволяет определить понятие прои-
зводной Хукухары для отображения F : (; )! conv(R2), (; )R.
Определение 1.1. Отображение F : (; )! conv(R2) называется
дифференцируемым в точке t0 2 (; ), если существует элемент
DHF (t0) 2 conv(R2) такой, что пределы
lim
%!0+
F (t0 + %)  F (t0)
%
; lim
%!0+
F (t0)  F (t0   %)
%
существуют и равны DHF (t0). В этом случае, DHF (t0) называется
производной Хукухары в точке t0.
Стандартно определяется дифференцируемость на открытых, по-
луоткрытых и замкнутых интервалах.
Отображение F (t) дифференцируемое на [a; b]  R восстанавли-
вается по своей производной при помощи интеграла Ауманна [1]
F (t) = F (a) +
tZ
a
DHF (s) ds; t 2 [a; b]:
Отметим, что необходимым условием дифференцируемости отобра-
жения является неубывания функции diamF (t).
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Приведем, необходимые для дальнейшего изложения, результаты
геометрии выпуклых тел, следуя работам А.Д. Александрова [5–8].
Пусть ui 2 conv(R2), i = 1; 2 обозначим S[u1; u2] смешанную пло-
щадь выпуклых компактов ui, а S[u] = S[u; u] — площадь фигуры
u.
Функционал S[u1; u2] является аддитивным и позитивно одноро-
дным по каждому аргументу, инвариантным относительно переста-
новки аргументов, а также непрерывным по совокупности своих аргу-
ментов относительно метрики Хаусдорфа. Поэтому справедлива фор-
мула Штейнера
S[u1 + %u2] = S[u1] + 2%S[u1; u2] + %
2S[u2]; % 2 R+: (1.1)
Из этой формулы следует, что
2S[u1; u2] = lim
%!0+0
S[u1 + %u2]  S[u1]
%
Изопериметрическое неравенство Брунна–Минковского имеет вид
S[u1; u2] 
p
S[u1]S[u2]:
Поскольку разность Хукухары двух элементов пространства
conv(R2), также как и производная Хукухары отображения (; )!
conv(R2) не всегда определены, то возникает необходимость вложе-
ния пространства conv(R2) в некоторое банахово пространство, так
чтобы разность (Хукухары) любых двух элементов пространства бы-
ла всегда определена как элемент этого более широкого пространс-
тва, а понятие производной отображения было бы применимо к более
широкому классу отображений. Такое вложение осуществлено еще
в 1937 году в работе академика А. Д. Александрова [5, с. 959–962].
Аналогичные результаты в этом направлении приведены также в бо-
лее поздних работах [9–11]. Прежде чем привести соответствующую
конструкцию, сделаем следующее замечание. Пространство conv(R2)
изометрично и изоморфно вкладывается как клин ([12]) в пространс-
тво C(S1) — непрерывных функций на единичной окружности S1.
Такое вложение осуществляется сопоставлением каждому элементу
u 2 conv(R2) его опорной функции. Поэтому, далее элементы про-
странства conv(R2) будут отождествляться со своими опорными фун-
кциями, и это особо оговариваться не будет.
Опишем вложение пространства conv(R2) в некоторое линейное
нормированное пространство A2 так, что в этом пространстве для
любых двух элементов осуществима операция разности двух элемен-
тов.
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Рассмотрим множество conv(R2)conv(R2) и введем на этом мно-
жестве бинарное отношение 
(u; v)(w; z)  (u+ z = v + w):
Пусть A2 = conv(R2) conv(R2)=. В пространстве A2 вводятся опе-
рации сложения и умножения на скаляр  2 R. Если [(u; v)] 2 A2,
[(w; z)] 2 A2, то
[(u; v)] =
(
[(u; v)];   0;
[(jjv; jju)];   0; [(u; v)] + [(w; z)] = [(u+ w; v + z)]:
Эти операции корректно определены, а исходное пространство
conv(R2) изоморфно вкладывается в A2 по правилу conv(R2) 3 u !
[(u; 0)] 2 A2. В A2 можно ввести норму k[(u; v)]kA2 = dH(u; v). Это
определение корректно, а соответствующее вложение conv(R2)! A2
является изометричным вложением метрического пространства
conv(R2) в метрическое пространство A2, в котором метрика поро-
ждена введенной нормой k:kA2 . По терминологии монографии [12],
пространство conv(R2) является клином в линейном нормированном
пространстве A2. Отметим, также, что пространство A2 не является
полным, однако в [5, с. 961, лемма II] доказано, что его пополнение
совпадает с C(S1). Для дальнейшего изложения необходимо распро-
странить действие функционала S[u1; u2] на элементы пространства
C(S1). Это делается очевидным образом: используя свойство поли-
линейности этого функционала он распространяется сначала на про-
странство A2, а потом, используя продолжение по непрерывности, на
элементы пространства C(S1). Явные формулы такого продолжения
приведены в работе [5, с. 967, формула (3)].
Приведенные выше соображения позволяют несколько обобщить
понятие производной Хукухары для отображения F : (; ) !
conv(R2), приведенные выше.
Определение 1.2. Отображение F : (; )! conv(R2) называется
дифференцируемым в точке t0 2 (; ), если существует элемент
DHF (t0) 2 C(S1) такой, что предел
lim
"!0
F (t0 + ")  F (t0)
"
; (1.2)
существует и равен DHF (t0). В этом случае, DHF (t0) называется
(обобщённой) производной Хукухары в точке t0.
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Отметим, что разность в формуле (1.2) необходимо понимать как
разность двух элементов пространства A2, а предел как элемент про-
странства C(S1) — пополнения пространства A2. Отметим, что опре-
деление 1.2 производной отображения F : (; ) ! conv(R2) обоб-
щает известные определения производной Хукухары, так и понятие
-производной [2].
Напомним еще понятие производной Гато отображения F : (; )
conv(R2)! C(S1) по переменной u.
Определение 1.3. Непрерывный оператор F 0u(t; u0) с областью оп-
ределения D(F 0u(t; u0)) = conv(R2) называется производной Гато по
клину conv(R2), если при всех v 2 conv(R2) выполняется равенство
lim
"!0+
F (t; u0 + "v)  F (t; u0)
"
= F 0u(t; u0)(v):
Оператор F 0u(t; u0) сохраняет структуру клина conv(R2), т.е. для
любых ;  2 R+ и u; v 2 conv(R2) выполняется равенство
F 0u(t; u0)(u+ v) = F
0
u(t; u0)(u) + F
0
u(t; u0)(v):
Используя лемму II из [5, с. 961] этот оператор можно однозначно
продолжить до линейного непрерывного оператора пространства
C(S1). Пусть отображение F (t; u) удовлетворяет локальному условию
Липшица по переменной u при u = u0. Тогда, нетрудно установить,
что если u 2 conv(R2) и элемент v 2 C(S1) такой, что при достаточно
малых положительных " элемент u+ "v 2 conv(R2), то
F (t; u0 + "v) = F (t; u0) + "F
0
u(t; u0)(v) + o("):
2. Постановка задачи
Рассмотрим дифференциальное уравнения с (обобщённой) прои-
зводной Хукухары
DHu(t) = F (t; u); u(t0) = u0; (2.1)
где u 2 conv(R2), F : [t0;+1)conv(R2)! C(S1). Предположим, что
для задачи Коши (2.1) выполняются условия, гарантирующие суще-
ствование и единственность решений задачи Коши и пространство
conv(Rn) является инвариантным множеством для дифференциаль-
ного уравнения (2.1), т.е. из условия u0 2 conv(R2) следует включе-
ниеW tt0(u0) 2 conv(R2) при всех t  t0 при которых соответствующий
оператор сдвига W tt0 траекторий уравнения (2.1) определен.
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В настоящей работе метод сравнения Матросова–Васильева [13]
применяется к исследованию эволюции площади S[u(t)] выпуклого
множества u(t) — решения задача Коши (2.1) с начальным значени-
ем u(t0) = u0. Введем следующие дополнительные предположения
относительно дифференциального уравнения (2.1).
Предположение 2.1. Предположим, что для дифференциального
уравнения (2.1) выполняются условия
1) существуют частные производные Ft(t; u) 2 C(S1) и F 0u(t; u) 2
L(C(S1)));
2) существуют непрерывные функции 	 : RR2+ ! R, 	 : RR2+ !
R, такие, что выполняются оценки
	(t; S[u]; S[u; F (t; u)])  S[F (t; u(t))]
+ S[u(t); F 0t(t; u(t))] + S[u(t); F
0
u(t; u(t))(F (t; u(t)))]
 	(t; S[u]; S[u; F (t; u)])
3) функции 	(t; s0; s1), 	(t; s0; s1) не убывают по переменной s0 при
s0  0, s1  0.
Введем вспомогательные функции s0(t) = S[u(t)] и s1(t) = S[u(t);
F (t; u(t))]. Вычислим полные производные этих функций вдоль ре-
шений исходного дифференциального уравнения (2.1).
Из дифференциального уравнения (2.1) следует, что
u(t+ ") = u(t) + "F^ (t; "); F^ (t; ") =
1
"
t+"Z
t
F (s; u(s)) ds:
Применяя формулу Штейнера, с учетом непрерывности функци-
онала смешанной площади, получим
lim
"!0+
s0(t+ ")  s0(t)
"
= 2 lim
"!0+
(S[u(t); F^ (t; ")] + "S[F^ (t; "); F^ (t; ")])
Применяя теорему о среднем получим F^ (t; ")! F (t; u) при "! 0.
lim
"!0+
s0(t+ ")  s0(t)
"
= 2S[u(t); F (t; u(t))]:
Аналогично
lim
"!0+
s0(t)  s0(t  ")
"
= 2S[u(t); F (t; u(t))]:
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Поэтому
ds0
dt
= 2S[u(t); F (t; u(t))]:
Рассмотрим изменение вспомогательной функции s1(t) = S[u(t);
F (t; u(t))] вдоль решений дифференциального уравнения (2.1). С уче-
том свойств функционала смешанной площади, получим
S[u(t+ "); F (t+ "; u(t+ "))]
= S[u(t) + "F^ (t; "); F (t+ "; u(t) + "F^ (t; "))] =
= S[u(t); F (t; u(t))] + "(S[F^ (t; "); F (t; u(t))] + S[u(t); F 0t(t; u))]
+ S[u(t); F 0u(t; u(t))(F (t; u))]) + o("):
Из последней формулы, следует, что
lim
"!0+
s1(t+ ")  s1(t)
"
= S[F (t; u(t)); F (t; u(t))]
+ S[u(t); F 0t(t; u(t))] + S[u(t); F
0
u(t; u(t))(F (t; u(t)))]:
Аналогично,
lim
"!0+
s1(t)  s1(t  ")
"
= S[F (t; u(t)); F (t; u(t))]
+ S[u(t); F 0t(t; u(t))] + S[u(t); F
0
u(t; u(t))(F (t; u(t)))]:
Поэтому,
ds1
dt
= S[F (t; u(t)); F (t; u(t))]
+ S[u(t); F 0t(t; u(t))] + S[u(t); F
0
u(t; u(t))(F (t; u(t)))]: (2.2)
Полученные выражения для полных производных вспомогатель-
ных функций s0(t) и s1(t) позволяют установить следующий общий
результат.
Рассмотрим задачи Коши для систем сравнения
dv0
dt
= 2v1; v0(t0) = S[u0];
dv1
dt
= 	(t; v0; v1); v1(t0) = S[u0; F (t0; u0)];
dw0
dt
= 2w1; w0(t0) = S[u0];
dw1
dt
= 	(t; w0; w1); w1(t0) = S[u0; F (t0; u0)]:
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Теорема 2.1. Предположим, что для дифференциального уравне-
ния с производной Хукухары (2.1) выполняются условия предполо-
жения 2:1.
Тогда при всех t  t0 выполняется неравенство
v0(t; t0; S[u0]; S[u0; F (t0; u0)])  S[u(t)]
 w0(t; t0; S[u0]; S[u0; F (t0; u0)])
Доказательство. Утверждение теоремы является следствием теоре-
мы о дифференциальном неравенстве и полученных выше оценок
производных вспомогательных функционалов.
3. Псевдолинейные дифференциальные уравнения
Рассмотрим дифференциальное уравнение с производной Хуку-
хары вида
DHu(t) =  (t; S[u(t)])Au(t); (3.1)
где DH — производная Хукухары, u 2 conv(R2),  2 C([a;+1) 
[b;+1);R+), b > 0, A 2 L(R2). Предположим, что для уравнения
(3.1) выполняются условия, гарантирующие существование и един-
ственность соответствующей задачи Коши.
Введем к рассмотрению функцию s0(t) = S[u(t)], где u : [t0;
+(t0;
u0)) ! conv(R2) — решение задачи Коши дифференциального урав-
нения (3.1) с начальным условием u(t0) = u0, u0 2 conv(R2), t0 > a,
S[u0]  b. Рассмотрим вопрос об изменении функции s0(t) вдоль ре-
шения u(t). Применяя формулу (2.2), получим
ds0(t)
dt
= 2 (t; s0(t))S[u(t); Au(t)]: (3.2)
Рассмотрим вспомогательную функцию s1(t) = S[u(t); Au(t)]. Анало-
гично тому, как получена формула (2.2), можно установить равенство
ds1(t)
dt
=  (t; s0(t))(S[Au(t); Au(t)] + S[u(t); A
2u(t)])
=  (t; s0(t))(jdetAjS[u(t)] + S[u(t); A2u(t)]): (3.3)
Соотношения (3.2) и (3.3) позволяют установить верхние и нижние
оценки для площади S[u(t)] решения дифференциального уравнения
с производной Хукухары (3.1).
Рассмотрим вопрос о нижних оценках площади S[u(t)]. Соотно-
шение (3.2) можно переписать в виде
ds0(t)
dt
= 2 (t; s0(t))s1(t): (3.4)
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Получим дифференциальное неравенство для функции s0(t). Приме-
няя для соотношения (3.3) неравенство Брунна—Минковского, полу-
чим
ds1(t)
dt
 2 (t; s0(t))jdetAjs0(t): (3.5)
Из соотношений (3.4) и (3.5) следует неравенство
d
dt
(s21(t)  jdetAjs20(t))  0:
Поэтому
s1(t) 
q
jdetAjs20(t) + s21(t0)  jdetAjs20(t0)):
Из равенства (3.4) и последнего неравенства следует дифференци-
альное неравенство для функции s0(t)
ds0(t)
dt
 2 (t; s0(t))
q
jdetAjs20(t) + S2[u0; Au0]  jdetAjS2[u0]):
Наряду с этим неравенством рассмотрим дифференциальное уравне-
ние
d(t)
dt
= 2 (t; (t))
p
jdetAj2(t) + S2[u0; Au0]  jdetAjS2[u0]): (3.6)
Из теоремы о дифференциальном неравенстве [14] следует теорема.
Теорема 3.1. Пусть   : [t0;
+(t0; 0)) ! R+ — минимальное ре-
шение задачи Коши для уравнения (3.6) с начальным условием 0 =
S[u0].
Тогда при всех t 2 [t0;min[
+(t0; u0);
+(t0; 0)]) справедлива
оценка
S[u(t)]   (t):
Рассмотрим вопрос о верхних оценках площади S[u(t)] решения
u(t) задачи Коши для дифференциального уравнения (3.1) при до-
полнительном предположении, что функция  (t; s) не возрастает по
переменной s  0.
В силу теоремы Гамильтона–Кели
A2   (trA)A+ (detA)I = 0
поэтому
S[u(t); A2u(t)] = S[u(t); ((trA)A  (detA)I)u(t)]
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 jtrAjS[u(t); sgn(trA)Au(t)] + jdetAjS[u(t); sgn(detA)Iu(t)]: (3.7)
Таким образом, приходим к необходимости изучения четырех слу-
чаев.
Случай 1. Пусть sgn(trA) = 1, sgn(detA) =  1. В этом случае, из
неравенства (3.7) и соотношений (3.3) и (3.4), следуют неравенства
ds0
dt
 2 (t;  (t))s1(t);
ds1
dt
  (t; s0(t))(2jdetAjs0(t) + jtrAjs1(t))
  (t;  (t))(2jdetAjs0(t) + jtrAjs1(t)):
(3.8)
Здесь  (t) — минимальное решение задачи Коши для дифференци-
ального уравнения (3.6) с начальным условием  (t0) = S[u0].
Рассмотрим систему уравнений сравнения
d0
dt
= 2 (t;  (t))1(t);
d1
dt
=  (t;  (t))(2jdetAj0(t) + jtrAj1(t))
(3.9)
с начальными условиями 0(t0) = S[u0], 1(t0) = S[u0; Au0]. Правые
части этой системы удовлетворяют условиям Важевского, поэтому
при t  t0 выполняются неравенства
s0(t)  0(t): (3.10)
Обозначим
1 =
jtrAj+
p
tr2A+ 16jdetAj
2
; 2 =
jtrAj  
p
tr2A+ 16jdetAj
2
:
Тогда, интегрируя уравнение сравнения, получим при всех t  t0
неравенство
S[u(t)]  1p
tr2A+ 16jdetAj

(2S[u0; Au0]  2S[u0])e
1
tR
t0
 (s; (s)) ds
+ (1S[u0]  2S[u0; Au0])e
2
tR
t0
 (s; (s)) ds
: (3.11)
Прежде чем рассмотреть другие случаи, отметим, что если u0 —
центрально-симметричная фигура, то при всех t  t0 выпуклое мно-
жество u(t) также является центрально симметричной фигурой. В
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этом случае приведенная оценка (3.11) справедлива независимо от
знаков trA и detA.
Случай 2. Рассмотрим далее случай sgn(trA) =  1, sgn(detA) =
 1. Обозначим es0(t) = S[u(t); Iu(t)], es1(t) = S[u(t); Au(t)], тогда,
с учетом (3.7)
ds1(t)
dt
  (t; s0(t))(2jdetAjs0(t) + jtrAjes1(t))
  (t;  (t))(2jdetAjs0(t) + jtrAjes1(t));
des0(t)
dt
= 2 (t; s0(t))es1(t)   (t;  (t))es1(t);
des1(t)
dt
  (t; s0(t))(jdetAjes0(t) + jtrAjS[u(t); sgn(trA)Au]
+ jdetAjS[u(t); sgn(detA)u(t)]):
Из последнего неравенства в рассматриваемом случае следует нера-
венство
des1(t)
dt
  (t; s0(t))(2jdetAjes0(t) + jtrAjs1(t))
  (t;  (t))(2jdetAjes0(t) + jtrAjs1(t)):
Рассмотрим систему сравнения
d0(t)
dt
= 2 (t;  (t))1(t);
de0(t)
dt
= 2 (t;  (t))e1(t);
d1(t)
dt
=  (t;  (t))(2jdetAj0(t) + jtrAje1(t));
de1(t)
dt
=  (t;  (t))(2jdetAje0(t) + jtrAj1(t)):
(3.12)
Правые части системы сравнения удовлетворяют условиям Важев-
ского, и поэтому из теоремы о дифференциальном неравенстве сле-
дует, что справедливо неравенство (3.10), в котором 0(t) — 0-ком-
понента решения задачи Коши для системы сравнения (3.12) с на-
чальными условиями 0(t0) = S[u0; u0], e0(t0) = S[u0; Iu0], 1(t0) =
S[u0; Au0], e1(t0) = S[u0; Au0].
Интегрирование системы сравнения приводит к следующей оцен-
ке для площади S[u(t)] решения дифференциального уравнения (3.1),
справедливой при t  t0
Е. В. Очеретнюк, В. И. Слынько 391
S[u(t)]  1
2
p
tr2A+ 16jdetAj
"
(2(S[u0; Au0] + S[u0; Au0])
  2(S[u0] + S[u0; Iu0])) exp
(
1
tZ
t0
 (s;  (s)) ds
)
+ (2(S[u0; Au0] + S[u0; Au0])
  1(S[u0] + S[u0; Iu0])) exp
(
2
tZ
t0
 (s;  (s)) ds
)
+ (2(S[u0; Au0]  S[u0; Au0])
  4(S[u0]  S[u0; Iu0])) exp
(
3
tZ
t0
 (s;  (s)) ds
)
+ (2(S[u0; Au0]  S[u0; Au0])
  3(S[u0]  S[u0; Iu0])) exp
(
4
tZ
t0
 (s;  (s)) ds
)#
:
Здесь
3 =
 jtrAj+
p
tr2A+ 16jdetAj
2
;
4 =
 jtrAj  
p
tr2A+ 16jdetAj
2
:
Случай 3. sgn(trA) =  1, sgn(detA) = 1. Система сравнения в
этом случае имеет вид
d0
dt
= 2 (t;  (t))1;
de0
dt
= 2 (t;  (t))e1;
d1
dt
=  (t;  (t))(jdetAj(0 + e0) + jtrAje1);
de1
dt
=  (t;  (t))(jdetAj(0 + e0) + jtrAj1);
Интегрируя эту систему, получим оценку для площади S[u(t)] при
всех t  t0
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S[u(t)]  1
2
"
2(S[u0]  S[u0; Iu0])
+
2
jtrAj
 
1  exp
(
  jtrAj
tZ
t0
 (s;  (s)) ds
)!
(S[u0; Au0]
  S[u0; Au0]) + 1p
tr2A+ 16jdetAj
 
(2(S[u0; Au0] + S[u0; Au0])
  2(S[u0] + S[u0; Iu0])) exp
(
1
tZ
t0
 (s;  (s)) ds
)
+ (1(S[u0] + S[u0; Iu0])
  2(S[u0; Au0] + S[u0; Au0])) exp
(
2
tZ
t0
 (s;  (s)) ds
)!#
Случай 4. sgn(trA) = 1, sgn(detA) = 1. Система сравнения в этом
случае имеет вид
d0
dt
= 2 (t;  (t))1;
de0
dt
= 2 (t;  (t))e1;
d1
dt
=  (t;  (t))(jdetAj(0 + e0) + jtrAj1);
de1
dt
=  (t;  (t))(jdetAj(0 + e0) + jtrAje1):
Интегрируя эту систему, получим оценку для площади S[u(t)] при
всех t  t0
S[u(t)]  1
2
"
2(S[u0]  S[u0; Iu0])
+
2
jtrAj
 
exp
(
jtrAj
tZ
t0
 (s;  (s)) ds
)
  1
!
(S[u0; Au0]
  S[u0; Au0]) + 1p
tr2A+ 16jdetAj
 
(2(S[u0; Au0] + S[u0; Au0])
  2(S[u0] + S[u0; Iu0])) exp
(
1
tZ
t0
 (s;  (s)) ds
)
+ (1(S[u0] + S[u0; Iu0])
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  2(S[u0; Au0] + S[u0; Au0])) exp
(
2
tZ
t0
 (s;  (s)) ds
)!#
4. Примеры
Рассмотрим некоторые примеры, когда предложенный в насто-
ящей работе подход позволяет получить точное значение площади
S[u(t)] решения или построить все решения дифференциального урав-
нения с производной Хукухары в пространстве conv(R2).
Пример 4.1. Рассмотрим дифференциальное уравнение вида
DHu(t) = Au(t); (4.1)
где u 2 conv(R2)
Случай 1. trA = 0, sgn(detA) =  1. Тогда из формулы (3.11)
следует неравенство
S[u(t)]  S[u0]ch
 
2
p
jdetAj(t  t0)

+
S[u0; Au0]pjdetAj sh 2pjdetAj(t  t0); при всех t  t0:
С учетом этой оценки, интегрируя уравнение сравнения (3.6), полу-
чим равенство
S[u(t)] = S[u0]ch
 
2
p
jdetAj(t  t0)

+
S[u0; Au0]pjdetAj sh 2pjdetAj(t  t0); при всех t  t0:
Случай 2. Оператор A периодический. Предположим, что суще-
ствует натуральное число n  2 такое, что An = I. Предположим, что
это число n является наименьшим натуральным числом для которо-
го этого условие выполняется. Определим вспомогательные функции
sj(t) = S[u(t); A
ju(t)], j = 0; 1; : : : ; n   1. Эти функции удовлетворя-
ют линейной системе обыкновенных дифференциальных уравнений
с постоянными коэффициентами
ds0
dt
= 2s1;
dsj
dt
= sj 1 + sj+1; j = 1; 2; : : : ; n  2;
dsn 1
dt
= sn 2 + s0:
(4.2)
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Система уравнений с постоянными коэффициентами (4.2) может
быть проинтегрирована в явном виде. Приведем соответствующие
выражения для площади S[u(t)] решения уравнения (4.1) при n =
3; 4.
n = 3; S[u(t)] =
2
3
e t +
1
3
e2t

S[u0]
+

  4
9
e t +
4
9
e2t +
2
3
e tt

S[u0; Au0]
+

  2
9
e t +
2
9
e2t +
1
3
e tt

S[u0; A
2u0];
n = 4; S[u(t)] =
1
2
+
1
4
e2t +
1
4
e 2t

S[u0]
+
1
2
t+
3
8
e2t   3
8
e 2t

S[u0; Au0] +

  1
2
+
1
4
e2t +
1
4
e 2t

S[u0; A
2u0]
+

  1
2
t+
1
8
e2t   1
8
e 2t

S[u0; A
3u0]:
Пример 4.2. Рассмотрим дифференциальное уравнение вида
DHu(t) =  (t; S[u])Au(t); (4.3)
где u 2 conv(R2)
Предположим, что оператор A нильпотентный и A2 = O, а фун-
кция  (; s) удовлетворяет условию Липшица по переменной s на лю-
бом множестве вида [; ] [a; b], a  0 т.е.
(9L > 0) (8  2 [; ]); (8 s1; s2 2 [a; b])
j (; s2)   (; s1)j  Ljs2   s1j:
Определим вспомогательные функции sj(t) = S[u(t); Aju(t)], j =
0; 1. Эти функции удовлетворяют системе обыкновенных дифферен-
циальных уравнений
ds0
dt
= 2 (t; s0)s1;
ds1
dt
= 0;
которая сводится к интегрированию одного дифференциального урав-
нения
ds0
dt
= 2 (t; s0)S[u0; Au0]: (4.4)
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Обозначим решение этого уравнения с начальным условием s0(t0) =
S[u0] определенное на полуинтервале [t0; t0+!+(t0; u0)) через s0(t; t0;
S[u0]; S[u0; Au0]).
Пусть Br(u0) (Br(u0)) — открытый (замкнутый) шар радиуса r
с центром u0 в метрическом пространстве conv(R2). Пусть , 0 <
 < !+(t0; u0) — фиксированное достаточно малое число. Построим
решение уравнения (4.3), применяя к этому уравнению метод после-
довательных приближений
un(t) = u0 +
tZ
t0
 (; S[un 1])Aun 1() d = u0
+
tZ
t0
 (; S[un 1])Au0 d; n 2 N: (4.5)
Установим условия сходимости последовательных приближений, рав-
номерной на замкнутом интервале [t0; t0 + ]. Прежде всего отме-
тим, что из формулы Штейнера и определения метрики Хаусдорфа
выводится, что существует постоянная L1 > 0 такая, что при всех
u; v 2 Br(u0) выполняется неравенство
jS[u]  S[v]j  L1dH(u; v):
Пусть m() = maxt2[t0;t0+]  (t; S[u0]), тогда существует 0 > 0 такое,
что при всех  2 [0; 0] выполняется неравенство (m() + LL1r) 
dH(Au0; 0)  r. Если un 1(t) 2 Br(u0) при всех t 2 [t0; t0 + ], то из
свойств метрики Хаусдорфа следует оценка
dH(un(t); u0) 
tZ
t0
 (; S[un 1()]) ddH(Au0; 0)
 (m() + LL1r)dH(Au0; 0)  r; t 2 [t0; t0 + ];
т.е. un(t) 2 Br(u0) при всех t 2 [t0; t0 + ]. Поскольку, u0 2 Br(u0), то
un(t) 2 Br(u0) при всех n 2 Z+, t 2 [t0; t0+ ]. Аналогично, применяя
свойства метрики Хаусдорфа, получим
dH(un+1(t); un(t)) 
tZ
t0
j (; S[un()])   (; S[un 1()])j ddH(u0; 0)
 LL1dH(Au0; 0)
tZ
t0
dH(un(); un 1()) d:
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Из этих неравенств последовательно выводятся оценки
dH(un+1(t); un(t))  (LL1dH(Au0; 0)(t  t0))
n
n!
r; t 2 [t0; t0+]; n 2 Z+:
Из последней оценки следует равномерная на замкнутом интервале
[t0; t0+] сходимость при n!1 последовательности un(t) к решению
u(t) решения уравнения (4.3). Поэтому
u(t) = u0 +
tZ
t0
 (; S[u()])Au0d
= u0 +
tZ
t0
 (; s0( ; t0; S[u0]; S[u0; Au0]))Au0d;
t 2 [t0; t0 + ]: (4.6)
Покажем справедливость этой формулы при всех t2 [t0; t0+!+(t0; u0)):
Обозначим M — множество тех  > 0 для которых формула (4.6)
справедлива при всех t 2 [t0; t0 + ]. Это множество непустое. Пусть
 = supM — конечное число или бесконечность. Предположим,
от противного, что  < !+(t0; u0). Тогда существует u(t0 + ) =
limt!t0+ 0 u(t) и
u(t0 + 
) = u(t0) +
t0+Z
t0
 (; s0( ; t0; S[u0]; S[u0; Au0]))Au0d (4.7)
По доказанному выше, существует достаточно малое число 1 > 0
такое, что при всех t 2 [t0+; t0++1] справедливо представление
u(t) = u(t0 + 
)
+
tZ
t0
 

; s0( ; t0 + 
; S[u(t0 + )]; S[u(t0 + ); Au(t0 + )])

;
Au(t0 + 
)d = u(t0) +
t0+Z
t0
 

; s0( ; t0; S[u0]; S[u0; Au0])

Au0 d
+
tZ
t0
 

; s0( ; t0 + 
; S[u(t0)]
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+ 2
t0+Z
t0
 (; s0(; t0; S[u0]; S[u0; Au0])) dAu0;
S[u0; Au0])

dAu0
= u(t0) +
tZ
t0
 

; s0( ; t0; S[u0]; S[u0; Au0])

Au0d:
Таким образом, получено противоречие с определением . Поэтому
при всех t 2 [t0; t0 + !+(t0; u0)) получим формулу для решения диф-
ференциального уравнения (4.4)
u(t) = u0 +
tZ
t0
 (; s0( ; t0; S[u0]; S[u0; Au0]))dAu0:
Рис. 1: u(t)
Рассмотрим частный случай, когда u0 = K — круг с центром в
точке x = 0,  = 1 и
A =

1  1
1  1

:
Следуя изложенному выше, получим
u(t) = u0 +Au0(t  t0):
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Отметим, что множество Au0 представляет собой отрезок с концами
в точках ( p2; p2) и (p2;p2). u(t) представлено на рисунке 1, где
AB = 2, BC = 4(t   t0). При этом, непосредственно из вида этого
решения следует, что его площадь равна S[u(t)] = +8(t  t0). Отме-
тим, что к этому же результату приводит интегрирование уравнения
(4.4) S[u(t)] = S[u0] + 2S[u0; Au0](t  t0), поскольку S[u0] = S[K] = ,
S[u0; Au0] = 4.
Таким образом, в этом примере, предложенный общий подход по-
зволяет построить общее решение задачи Коши дифференциального
уравнения (4.3).
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