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ABSTRACT
With the increasing popularity of e-commerce and the rapid development. The competition among
e-commerce companies becomes fiercer (Zhang, 2015). As known, the most significant matter is
to retain customers by providing the best services along with a suitable price. Therefore, with the
rapid increase of e-commerce transaction volume and intense competition in the market to meet
the high demand from customers, it is necessary to attract customers through customised services
and targeted strategies to increase customer loyalty. On the other hand, e -commerce customer
churn shows nonlinear changes and asymmetrical customer categories. E-commerce customer
churn data has a typical sample imbalance which means that the number of churn samples is
significantly larger than the number of non-churned samples or vice versa. This research proposes
the methods or models imposed on e-commerce to proactively reduce customer churn.

Key words: Customer behaviour, Churn prediction, Customer churn, Digital marketing.
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CHAPTER 1
1.1. Background of the Problem
In E-commerce, it turns out it is much more expensive for a company to attract new customers
than to retain current ones (Saghir et al., 2019). For this specific reason, knowing in advance which
customers will leave the company will enable the businesses to create offers or reduce the
consumption of its products or services in a relevant way is crucial to increase their retention, build
a good Customer Relationship and save acquisition costs. In today's competitive market, there is
an immense variety of products and services to choose from. Accordingly, most consumers got
used to walk freely from one brand to another, from one supplier to another, looking for the product
or service that suits their needs. E-commerce Companies have been suffering from this
phenomenon, known as customer “churn,”. Therefore, instead of focusing on retaining their
current customers, they often invest eff ort and allocate huge amount of money in attracting new
customers.
In response to the above problem, existing research on customer churn mainly includes predictions
related to traditional statistics, artificial intelligence, predictions based on statistical learning
theory, predictions based on combined classifiers. This paper proposes research on e-commerce
customer churn prediction based on customer segmentation, using improved SMOTE for data
balance, and then using three different machine learning algorithms for prediction. Finally,
predictors importance is identified to help decision makers in choosing the proper decisions on
behalf of the organization.
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1.2. Statement of the problem
Retaining customers is a challenging issue that is encountering most of organizations, particularly
businesses operating in e-commerce sector. According to Wu et al., (2017), it is much more
difficult to retain the existing customers as compared to attract new ones because existing
customers provides high value in ecommerce; however, to attract new customers, companies need
to invest a lot of money for making them as loyal customers. This study will develop a prediction
model for E-commerce sector to correlate the key attributes leading to churn.

1.3. Project Goals
The project is important because Churn Prediction and analysis will allow e-commerce companies
to anticipate and determine which clients are susceptible to migrate. As Churn predicted in e commerce will help to know the real value of the potential loss of those clients to take the necessary
retention measures to reduce or avoid their migration. The project goals are as follows.
•

To propose commercial actions aimed at maintaining clients that are showing signs of
churn and offer them customised offers.

•

To develop prediction models for the customer churns in Ecommerce Company, analysing
different attributes related to customer churn.

•

To follow the CRISP-DM data mining methodology in a structured way based on the
modelling, evaluation, and implementation of predicted models.

•

To apply three different machine learning models which are Decision tree, Logistic
Regression and Random Forest.

1.4. Methodology
Data mining methodologies were introduced to provide a more rounded view to the knowledge
discovery process, beyond the phase of applying machine learning models or algorithms. Their
aim is to provide a generic workflow of a data mining project (Huber et al., 2019). The proposed
research will work with the CRISP-DM methodology that consists of the cyclical stages starting
with understanding the business where we identify the problem and investigate its business
opportunity. Then, we go to Data understanding in which we retrieve our data from several sources.
After that, we must prepare the data in which collected data will go through different stages
2

including cleansing the data by removing the missing values, outliers, and unnecessary columns.
Finally, we will end up with modelling, evaluation, and deployment where we will implement our
models test it to measure its cost and accuracy (Huber et al., 2019). The CRISP-DM methodology
generated new data mining processes that respond to the business problem of sen ding the right
messages at the right time and place. The proposed research will develop the CRISP-DM data
mining methodology, intending to guide in a structured way the knowledge discovery process
based on the tasks of data understanding, data preparation, modelling, evaluation, and
implementation. The technique focused on our problem is also explained. The technique identified
above as the best is applied with the variables identified for our problem.
CRISP-DM data mining methodology was selected for this project due to due to its cross-industrial
nature, CRISP-DM can be easily implemented on any data mining project regardless to its domain.
Furthermore, it provides a road map for the researcher while carrying out the data mining project,
it gives a uniform framework for planning and managing a project. Finally, it is proven that it is
one of the most time and cost-effective methodologies.

1.5. Limitations of the study
There were some limitations which might hindered the project, few points are listed below:

1. Lack of similar previous projects as most of customer churn projects are directed towards
the telecommunication sector.
2. Difficulty to get a rich dataset for an E-Commerce business based in the UAE due to
confidentiality. In fact, obtaining a data set from a n E-commerce enterprise in the UAE
would have helped in understanding customers behaviour in this region.
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CHAPTER 2 - LITERATURE REVIEW
Establishment of E-Commerce Customer Churn Prediction Model
Customer churn refers to the fact that the original customers of an enterprise stop to purchase
enterprise goods or accept enterprise services, and instead accept the services of competitors (Wu
et al., 2017). Churn rate prediction is applied extensively in telecommunication sector. Ecommerce customer churn is a kind of churn that customers leave the enterprise, products or
services for some reasons such as low quality or delay in delivery. E-commerce customer churn is
a kind of customer churn in a non-contractual relationship scenario. In a non-contractual
relationship, even if the termination of this kind of business-customer relationship occurs, it is
difficult for the business to detect it in advance (Shao, 2016). For e-commerce companies, it is
important to be able to accurately predict the high-value customer groups that are about to churn,
and at the same time to study the purchasing habits of customers who have not churn ed in order
retain this type of customer group.
The value of e-commerce customer churn prediction is to merge e-commerce customer data over
some time and establish e-commerce customer churn prediction models by analysing customer
purchase behaviours (Zhang, 2015). Then, provide e-commerce customer churn retention
measures to reduce customer churn and identify high-value non-churn e-commerce customers and
do a respectable job in customer retention. According to the research of Shao (2016), the remaining
customers do not need high cost of as the new customers want to bring high profit in ecommerce.
Comparatively, the customer purchase behaviour differs for both existing and new customers;
however, it is essential to identify the reasons leading for the customer’s loss. In support, Lu et al.,
(2018) stated that in the e-commerce sector, it is extremely important to analyse the loss of
customers, predict the customers who might be lost, and then take corresponding measures to
retain these customers and avoid their loss. At present, most e -commerce companies have
conducted an in-depth analysis of customer basic characteristic information and transaction
behaviour data, and then use various methods and technologies to establish and study customer
churn prediction models, and finally use this to predict customer churn (Huang, 2018). Data mining
technologies has been widely used in the customer relationship management of e -commerce
companies, such as customer segmentation, customer churn prediction, and fraud analysis.
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Customer Segmentation
Customer segmentation is used for the recognition of the value of customer relationship, a key step
prerequisite for more efficient targeted marketing activities (Feng et al., 2018). According to the
famous Pareto principle, 80% of a company’s profits are created by 20% of its customers, and 50%
of its profits are lost by the bottom 30% of non-profit customers (Sun et al., 2020). Therefore, to
perform customer segmentation, we must first identify and tap customer value. If companies can
focus on the actual value of customers and allocate resources for targeted marketing, they can
improve their core competitiveness.
With the rapid development of e-commerce, corporate business activities carried out through the
internet are more real-time and interactive, which also transforms the product-centric business type
into a customer-centric model for ecommerce business (Dhote et al., 2020). In the view of Agrawal
et al., (2018), customers become enterprises to gain profits and an important resource for
competitive advantage. The churn rate of e-commerce customers is relatively high. If companies
want to establish long-term alliances with customers and develop stable and continuous customer
relationships. The e-commerce customer base is extensive and complex, and its value varies. The
study of Saghir et al., (2019) raised a question about how to accurately identify high -value
customers, predict churn and retain them in advance has become a hot spot in the field of ecommerce. In response, Wu et al., (2021) studied that the evaluation of customer value helps
companies identify valuable customers among many consumers and implement different customer
management according to different customer values so that the limited resources of the company
can maximize the effect. Purchasing value as the main explicit value of e-commerce customers is
selected by the text as the main measure of customer value. The amount of purch ase is directly
related to the sales volume of enterprise products or services. It is the guarantee for achieving the
profit target of the enterprise and the value of customers. The most direct manifestation of. Here
we mainly use historical transaction data to identify the value of customers and use this as a basis
for customer segmentation.

Random Forest
This algorithm was introduced by a researcher named Tin Kam Ho (Ho, 1995). The concept of
Random Forest algorithm is to create a prediction about the uncorrelated forests of trees, and the
prediction of is known to be more accurate as compared to any kind of individual tree. Geetha et
5

al. (2020) mentioned that Random Forest utilises randomness of features and bagging, whenever
there is a requirement of creating an individual tree from the uncorrelated forests of trees.
Furthermore, the researchers proposed to employ Random Forest Classifier along with Support
Vector Machine for computing customer churn. It was revealed in the study that the mentioned
algorithms boosted the accuracy to 95 per cent. Hence, making them a more suitable and efficient
system for computing the customer churns. Ullah (2019) proposed a customer churn prediction
model by employing random forest algorithm in the telecom sector. The researchers classified the
churned customers data, and the computed Random Forest accuracy was around 87 per cent.

AdaBoost
The Adaptive Boosting algorithm method is a mix algorithm that was proposed by Freund et al.,
(1995) which is one of the best Boosting algorithms. It uses an adaptive resampling method, creates
a strong classifier by combining a set of weak classifiers. This technique will increase the sampling
probability of the wrongly divided samples. It enhances the classification accuracy by sequential
learning from previous classifiers. The balanced dataset is input into the integrated learning
algorithm AdaBoost to train the weak classifier and create alterations to enhance churn prediction.

SMOTE
SMOTE (synthetic minority oversampling technique) is used to artificially synthesize new
minority samples to reduce the imbalance of the categories which is common in churn datasets.
The basic idea is to insert minority virtual samples between the minority classes that are close
together. For each sample of minority, searches its k nearest neighbours, which randomly selected
k -nearest neighbour in any of points that synthesize a new minority sample. Thus, SMOTE can
enhance the performance of any machine learning algorithm if the outcome of dataset was
imbalanced.
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CHAPTER 3 - PROJECT DESCRIPTION
This project will go through several steps to build a customer churn prediction model. First, the
dataset will go through preprocessing where the dataset is cleaned and to get best performance
during modelling. After that, we will go through data visualization to get some insights about the
data set in addition to the common aspects of churned customers. Finally, machine learning
algorithms will be utilized to build customer churn prediction model.

3.1. Data Collection
The data is collected for this project from Kaggle for an e-commerce website. The empirical study
starts in June 2021, and the observation ends in November 2021. The consumption data of
customers who purchased goods on the website is selected for analysis and prediction. The dataset
contains customer’s consumption records in addition to historical behavioural interactions while
using the platform.

3.2. Data Description
Data is collected form a leading E-commerce platform, it is a historical data containing customer
details and experience and its outcome is customer churn flag (churn= 1, no churn = 0). The dataset
shows more than 5000 customers and their interaction and p references in the platform. The
effectiveness of this data is that it contains some specific detailed attributes which will help in
customer segmentation such as: preferred login device, Satisfaction store and other attributes.
These attributes will help us in studying the causes of churn in each customer’s segment to identify
the triggers leading to customer churn. (Table 2 includes the name of the attributes, description,
and type).

#

Attribute

Description

Type

1

CustomerID

Unique customer ID

Numeric

2

Churn

Churn flag

Numeric

3

Tenure

Tenure of customer in organization

Numeric

4

PreferrdLoginDevice

Preferred login device of customer

Character

5

CityTier

City tier

Numeric

7

Distance in between warehouse to

6

WarehouseToHome

7

PreferedPaymentMode

8

Gender

9

HourSpendOnApp

10

NumberOfDeviceRegistered

11

PreferedOrderCat

12

SatisfactionScore

13

MaritalStatus

14

NumberOfAddress

15

Complain

16

OrderAmountHikeFromlastYear

17

CouponUsed

18

OrderCount

19

DaySinceLastOrder

Day Since last order by customer

Numeric

20

CashbackAmount

Average cashback in last month

Numeric

home of customer
Preferred payment method of
customer
Gender of customer
Number of hours spend on mobile
application or website
Total number of devices registered
per customer
Preferred order category of
customer in last month
Satisfactory score of customers on
service
Marital status of customer
Total number of added addresses per
each customer
Any complaint has been raised in
last month
Percentage increases in order from
last year
Total number of coupons has been
used in last month
Total number of orders placed in
last month

Numeric

Character
Character
Numeric

Numeric

Character

Numeric
Character
Numeric

Numeric

Numeric

Numeric

Numeric

Table 1: Data dictionary
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CHAPTER 4 - PROJECT ANALYSIS
4.1. Exploratory Data Analysis
The first step in data exploration is to import several libraries in R to explore and visualize the
data. then the numerical and categorical columns will be explored in addition to identification of
missing data.
The outcome of our data set is Churn, and there are no missing values in “churn” column. However,
the outcomes variables are imbalanced due to the high number of retained customers in comparison
to churned customers as shown in the table below.

Table 2 : Churned versus retained customers

The following table contains the summary statistics of all numeric columns in our data. any column
that has n=5630 shows that there are no missing values as we have 5630 unique customer IDs.
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Table 3: Summary statistics for numerical columns

The following table studies the relationship between each the frequency of each attribute with
respective of the outcome which is either churn or no churn. In addition, it reflects the mean,
median of each attribute, Further details are listed below:
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Table 4 : Relationship between numerical columns and churn
According to table 4, churned customers, compared to retained customers have:
1. Lower mean and median CashbackAmount.
11

2. Higher mean CityTier, but equal median CityTier to non-churned customers.
3. Higher mean and median Complain.
4. Lower mean CouponUsed, but equal median.
5. Lower mean and median DaySinceLastOrder.
6. Nearly equal mean and median HourSpendOnApp.
7. Higher mean NumberOfAddress, but equal median.
8. Higher mean NumberOfDeviceRegistered, but equal median.
9. Lower mean and median OrderAmountHikeFromlastYear.
10. Lower mean OrderCount, but equal median.
11. Unexpectedly higher mean SatisfactionScore, but equal median.
12. Greatly lower mean and median Tenure.
13. Higher mean and median WarehouseToHome.

The following table shows the frequency and level percentage of all categorical columns in our
dataset. the frequency of each level is shown to analyze the frequency of each level in each
variable, more details are shown below:
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Table 5: Statistical summary for categorical attributes
In the previous table, each categorical attribute was divided in two classes based on the outcome.
In fact, this table will help us in highlighting the common aspects of churned customers.
Categorical variables are complete and zero missing values were observed. Some changes can be
made to the data set including the following, “Mobile” and “Mobile Phone” to be grouped under
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“Mobile”. Furthermore, In PreferredPaymentMode column, “COD” and “Cash on Delivery” to
be classified as “Cash on Delivery” and “Credit Card” and “CC” to be labeled as “Credit Card”.

Table 6: Relationship between categorical attributes and churn column
14

It is observed from the table above that churned customers are associated with:

1. Male gender.
2. Single marital status.
3. Mobile PreferedOrderCat.
4. Phone and computer PreferredLoginDevice.
5. Cash on Delivery PreferredPaymentMode.

The bar plot below illustrates the missing values in the data set, it shows the number of missing
values per attribute.
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Figure 1: Missing values bar plot

The bar plot above illustrates the number of missing values per numerical attributes. Total of
seven numerical attributes observed with missing values and the highest attribute in missing
values is DaySinceLastOrder column, the percentage of missing values per column doesn’t
exceed 6%, for instance, DaySinceLastOrder column has 307 missing values which equals
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5.54%. Hence, all rows containing missing values have been omitted to avoid generating errors
when training or testing data.

4.2. Data Cleaning
Some steps were performed after data exploration which will help in creating more accurate
machine learning models and eliminate bias. and after data cleaning, our data is composed of 3774
rows and 20 columns.
Initially, in PreferedOrderCat column, there were two variables indicating the same meaning
“Mobile” and “Mobile Phone” which were grouped in one level labeled as “Mobile”. Then, In
PreferredPaymentMode column “Cash on Delivery” and “COD” levels that have been grouped in
one level labeled as “Cash on Delivery” in addition to “Credit Card” and “CC” levels have been
grouped in in group called “Credit Card”. Finally, all missing values have been omitted to
eliminate errors while building the models.
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4.3. Data Visualization
In the bar charts below, we illustrated all the numerical attributes in our dataset to study their
distribution, further description is shown below.

Figure 2: Numerical variables bar plot

Some observations on the visualizations listed above:
1. Most of the columns are right-skewed such as CouponUsed, DaySinceLastOrder and
Tenure.
18

2. Some variables have limited values like CityTier (3 values) and Complain (2 values).
Box plots give an indication of the distribution of the values while taking in consideration mean,
median and outlier. in the following box plot, numerical attributes were plotted in box plot and
description is mentioned as below:

Figure 3: Numerical variables box plot
the above figure shows great difference between churned and retained customers in distribution
in the following attributes Complain, SatisfactionScore, Tenure, NumberOfDeviceRegistered.
19

Figure 4: Categorical attributes bar plot
From the above plot we can find out some characteristics of churned customers. Churned
customers gender is mostly “Male” and Marital status is “Single”. In addition, Churned customers
tend to prefer “Mobile phone “for shopping and “cash on delivery” payment method. On the other
hand, retained customers prefer “Grocery” Order category the most.
In the following figure, compared the satisfaction score with customer churn to understand the
relationship between churn and satisfaction score.

20

Figure 5: Churn Versus Satisfaction score
the figure above showed remarkable result that contradicts satisfaction score’s objective, 80 % of
the churned customers gave a satisfaction score from 3 to 5 which is unreasonable. In fact, this
outcome is complying with table 4 as it shows higher satisfaction score mean for churners in
comparison with retained customers.
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4.4. Results – Exploratory Data Analysis
Several exploratory analysis and visualizations were listed to enhance the understanding of the
used data set. The most important insights are going to be described in the following paragraph.
The main objective was to distinguish between churned and retained customers in addition to
finding the associated attributes leading to churn. At first, it was observed that single male
customers are having slightly higher probability of churn. In addition, Mobile preferred order
category is related to customer churn as well. Furthermore, the churned customers are slightly
higher in phone/Mobile phone preferred login device which might be caused by the E-commerce’s
customer user experience phone version of the ecommerce. Also, it was found that churned
customers are having higher mean in complain, city tier Number of addresses and number of
registered devices. However, our study shows that satisfaction score is higher in churned customers
which was not expected. On the other hand, Tenure, and count of number of orders is lower for
churned customers which is reasonable.
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4.5. Model Building
The following stage consists of several steps that must be taken starting with splitting the data
into training and testing data. Then, three machine learning models are going to be built to
compare their accuracy. Further description of the selected algorithms is as mentioned below:

1. Decision tree
Decision trees are a form of non-supervisory machine learning algorithms which can be used for
classification or regression. the scope of decision tree is to create a model that predicts the value
of the outcome by learning simple decision rules assumed from data features (Decision Trees,
2022).

2. Logistic regression
Logistic regression is a process where probability of discrete outcome is modelled which is
usually used for binary outcomes. Logistic regression is widely used on classification problems
especially when the aim of the study is to determine if a sample appropriately fitting into a class.
and considered as one of the main analytical algorithms (Thomas W. Edgarm, 2017).

3. Random forest
Random forest is machine learning algorithm which combines the output of various decision
aiming for a single output, it overcomes some overfitting and bias issues associated with decision
trees and gives accurate predictions especially when individual trees are uncorrelated with each
other (Random Forest, 2020).
Data Preprocessing
Before going deep into building the models, certain steps must be followed to make sure that
models are built to give the best performance. As mentioned earlier, the dataset consists of 3774
rows following data cleaning step. Therefore, data must be split into training data and test data.
Training data will take 75% of the total dataset which means that it has 2830 rows while test data
has 944 rows (25%).
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The outcome of the models will be churn, Customer ID column will be removed from predictors
column. Furthermore, all categorical predictors will be converted to numerical values. Also, all
predicters with zero or low variability will be eliminated.
Two extra steps are going to be carried out exclusively for logistic regression model which are:
-

Data normalization for all predictors.

-

Highly correlated variables in all predictors are going to be removed.

Finally, Synthetic minority oversampling technique (SMOTE) will be applied to balance the
levels of Churn column by generating new samples of the minority class (Churned) using nearest
neighbors.
After applying SMOTE, training data is currently composed of 4717 rows with equally divided
classes of churners and non-churners. Summary of the previous step is shown in the following
table.

Retained Customers

Churned Customers

Before SMOTE

2357

473

After SMOTE

2357

2357

Table 7 : Churn Column Before and after SMOTE
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4.6. Comparison of Different Models
The result of each algorithm has been analyzed and compared with other algorithms. This gave
us the most reliable machine learning algorithm for our case. Comparison was based on accuracy
and kappa values.
Accuracy:
Accuracy is the ratio of number of correct predictions and total number of predictions. In our
case, as we are dealing with binary classification problem, accuracy will be calculated using the
formula below.
Accuracy =

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒(𝑇𝑃)+𝑇𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒(𝑇𝑁)
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒(𝑇𝑃)+𝑇𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒(𝑇𝑁)+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒(𝐹𝑃)+𝐹𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒(𝐹𝑁)

Kappa:
Kappa is a useful metric that can help in overcoming multi-class classification problems in which
accuracy measures might be misleading. In addition, kappa is beneficial when dealing with
imbalanced classes such as our case. kappa can be computed by the following formula (Landis et
al., (1977).
kappa = 1 −
Observed agreement =

1−𝑂𝑏𝑠𝑒𝑟𝑣𝑒𝑑 𝑎𝑔𝑟𝑒𝑒𝑚𝑒𝑛𝑡
1−𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑎𝑔𝑟𝑒𝑒𝑚𝑒𝑛𝑡

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 ( 𝑇𝑃)+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒(𝑇𝑁)

Expected Agreement =

𝑇𝑜𝑡𝑎𝑙
𝑇𝑁+𝐹𝑃
𝑇𝑜𝑡𝑎𝑙

∗

𝑇𝑁+𝐹𝑁
𝑇𝑜𝑡𝑎𝑙

+

𝐹𝑁+𝑇𝑃
𝑇𝑜𝑡𝑎𝑙

∗

𝐹𝑃+𝑇𝑃
𝑇𝑜𝑡𝑎𝑙

Decision tree:

Prediction

Actual
No

Yes Total

No

691

48

739

Yes

95

110

205

Total 786 158

944

Table 8: Decision tree confusion matrix
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Accuracy =

110+691
691+48+95+110

Observed Agreement =
Expected Agreement =

kappa = 1 −

1−0.8485
1−0.688

= 84.8 %

691+110

= 0.8485

944
691+95
944

∗

691+48
944

+

48+110
944

∗

95+110
944

= 0.688

= 0.514

The first model that was built is the decision tree and its accuracy and kappa metrics were
computed. The accuracy of the model is estimated at 85% while kappa is 0.51 4.

Logistic regression:
Actual
Yes Total

No

634

32

Yes

152 126

278

Total 786 158

944

Prediction

No

666

Table 9: Logistic regression confusion matrix

Accuracy =

634+126
634+32+152+126

Observed Agreement =

Expected Agreement =

= 80.5%

634+126
944

634+152
944

= 0.805

∗

634+32
944

+

32+126
944

∗

152+126
944

= 0.6367
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Kappa = 1 −

1−0.805
1−0.6367

= 0.46

The second machine learning algorithm used is logistic regression. Logistic regression had
slightly lower accuracy and kappa numbers in comparison to decision tree which are 80.5% and
0.46 respectively.

Random forest:
Actual
Yes Total

No

634

32

Yes

152 126

278

Total 786 158

944

Prediction

No

666

Table 10: Random Forest decision matrix
Accuracy =

767+116
767+42+19+116

Observed Agreement =

Expected Agreement =

Kappa = 1 −

1−0.9353
1−0.737

= 93.5%

767+116
944

767+19
944

∗

= 0.9353

767+42
944

+

42+116
944

∗

19+116
944

= 0.737

= 0.75

The last machine learning algorithm applied for this project is the random forest. As shown in
the table above, accuracy is higher than the rest of the models. In addition, significant difference
was observed in kappa number at 0.75.
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Figure 6: Model’s accuracy comparison
In summary, Random Forest showed great performance surpassing decision tree and logistic
regression in terms of accuracy. Moreover, Random Forest had approximately 47 % higher
kappa number than both decision tree and logistic regression. Hence, Random Forest is the most
suitable algorithm machine learning algorithms according to accuracy and kappa metrics.
According to Landis et al., (1977), Achieving kappa score greater than 0.60 is considered as
substantial result for the model. Thus, random forest model falls into the substantial category.
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CHAPTER 5 - CONCLUSION
5.1. Conclusion
E-commerce businesses are allocating huge amount of money to acquire new customers.
However, customers lifetime depends on a lot of variables and this study was about building
customer churn prediction model for e-commerce businesses. the dataset used for this project is
foe leading e-commerce platform which was taken from Kaggle. The study started with
exploratory analysis and data visualisations to increase our understanding to churned customers.
It was noticed that churned customers associated with male gender, single marital status. Then ,
three different machine algorithms were applied to predict customer churn which are Decision
tree, Logistic regression, and random forest. It was found that random forest has the best
accuracy and kappa score at 93.5% and 0.75 respectively.
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5.2. Recommendations
Based on the analysis, Random Forest was utilized to find out the significance of each variable.
Therefore, the 29 predictors were sorted in descending order according to their importance. It
was found that the top 4 predictors are Tenure, Complain, NumberOfAddress,
MaritalStatus_Single) which are associated with 90% of the impact on the outcome. Thus, these
attributes were proved to be having the greatest influence on customer churn.

Table 11: List of most important variables
Some recommendations to business owner from the analysis are listed below:
1. Business must increase the tenure of their customer which can be done by initiating some
loyalty programs or special pricings for loyal customers.
2. Since complains is coming in the second place in terms of importance, it must be handled
carefully, and the organization must ensure that its customer service is qualified to deal
with complains professionally.
3. The organization must eliminate the root cause of complains by enhancing the customer
experience and conduct some surveys to get the customer’s feedback. In fact, getting
user’s opinion and enhancing their experience will add a lot of value for the company.
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4. Conduct A/B testing to enhance user experience and user interface which will reflect
positively on the conversion rate.

5.3. Future Work
In future projects, I would like to build real time analysis for a local e-commerce platform and
link it to mail marketing software. This integration will enable organizations to automate their
offers with churners which is certainly going to minimise customer attrition. Also, I would like
to go in depth in retained customers behaviour and most preferred goods. Hence, studying
retained customer behaviour will reflect greatly on the company’s income.
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