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Abstract
Borodin and Kostochka conjectured that every graph G with maximum degree
∆ ≥ 9 satisfies χ ≤ max {ω,∆− 1}. We carry out an in-depth study of minimum
counterexamples to the Borodin-Kostochka conjecture. Our main tool is the identifi-
cation of graph joins that are f -choosable, where f(v) := d(v) − 1 for each vertex v.
Such a join cannot be an induced subgraph of a vertex critical graph with χ = ∆, so
we have a wealth of structural information about minimum counterexamples to the
Borodin-Kostochka conjecture.
Our main result proves that certain conjectures that are prima facie weaker than
the Borodin-Kostochka conjecture are in fact equivalent to it. One such equivalent
conjecture is the following: Any graph with χ = ∆ = 9 contains K3 ∨K6 as a subgraph.
1 Introduction
1.1 A short history of the problem
We begin by briefly recounting the history of upper bounds on a graph’s chromatic number
χ in terms of its maximum degree ∆ and maximum clique size ω1. The first non-trivial result
about coloring graphs with around ∆ colors is Brooks’ Theorem, from 1941.
Theorem 1.1 (Brooks [4]). Every graph with ∆ ≥ 3 satisfies χ ≤ max{ω,∆}.
In 1977, Borodin and Kostochka conjectured that a similar result holds for (∆ − 1)-
colorings.
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1Technically, the chromatic number, maximum degree, and maximum clique size are parameters of a
graph G; they are often denoted χ(G), ∆(G), and ω(G). However, when the graph G is clear from context,
for brevity we simply write χ, ∆, and ω.
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Conjecture 1.2 (Borodin and Kostochka [3]). Every graph with ∆ ≥ 9 satisfies χ ≤
max{ω,∆− 1}.
Constructions exist showing that the condition ∆ ≥ 9 is tight (see Figures 1, 2, 3 and 4,
starting in Section 2.1). In the same paper where they posed the conjecture, Borodin and
Kostochka proved the following weakening. The proof is simple and uses a decomposition
lemma of Lova´sz from the 1960s [19].
Theorem 1.3 (Borodin and Kostochka [3]). Every graph with χ = ∆ ≥ 7 contains Kb∆+12 c.
In the 1980s, Kostochka proved the following using a complicated recoloring argument to-
gether with a technique for reducing ∆ in a counterexample based on hitting every maximum
clique with an independent set (which we explain following Lemma 1.7).
Theorem 1.4 (Kostochka [17]). Every graph with χ = ∆ contains K∆−28.
Kostochka [17] proved the following result which shows that graphs having clique number
sufficiently close to their maximum degree contain an independent set hitting every maximum
clique. In [22] the second author improved the antecedent to ω ≥ 3
4
(∆ + 1). Finally, King
[15] made the result tight.
Lemma 1.5 (Kostochka [17]). If G is a graph with ω(G) ≥ ∆ + 3
2
−√∆, then G contains
an independent set I such that ω(G− I) < ω(G).
Lemma 1.6 (Rabern [22]). If G is a graph with ω(G) ≥ 3
4
(∆ + 1), then G contains an
independent set I such that ω(G− I) < ω(G).
Lemma 1.7 (King [15]). If G is a graph with ω(G) > 2
3
(∆ + 1), then G contains an
independent set I such that ω(G− I) < ω(G).
If G is a vertex critical graph with ω > 2
3
(∆ + 1) and we expand the independent set
I guaranteed by Lemma 1.7 to a maximal independent set M and remove M from G, we
see that ∆(G −M) ≤ ∆(G) − 1 and ω(G −M) = ω(G) − 1 and χ(G −M) = χ(G) − 1;
here χ(G −M) < χ(G) since G is vertex critical and χ(G −M) ≥ χ(G) − 1 since M is
independent. Using this approach, the proof of many coloring results can be reduced to the
case of the smallest ∆ for which they hold. In the case of graphs with χ = ∆, we get the
general result in Lemma 1.8. First we need a definition and some notation.
Definition 1. For k, j ∈ N, let Ck,j be the collection of all vertex critical graphs with
χ = ∆ = k and ω < k − j. Put Ck := Ck,0. Note that Ck,j ⊆ Ck,i for j ≥ i.
For each k ≥ 9, the set Ck is precisely the set of counterexamples to the Borodin–
Kostochka conjecture with ∆ = k. For the following lemma, we need more notation. We
write HEG if H is an induced subgraph of G, and HCG if H is a proper induced subgraph.
Lemma 1.8. Fix k, j ∈ N with k ≥ 3j + 6. If G ∈ Ck,j, then there exists H ∈ Ck−1,j such
that H CG.
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Proof. Let G ∈ Ck,j. We first show that there exists a maximal independent set M such that
ω(G−M) < k − (j + 1). If ω(G) < k − (j + 1), then any maximal independent set will do
for M . Otherwise, ω(G) = k − (j + 1). Since k ≥ 3j + 6, we have ω(G) = k − (j + 1) ≥
2j + 5 > 2
3
(k + 1) = 2
3
(∆(G) + 1). Thus by Lemma 1.7, we have an independent set I such
that ω(G− I) < ω(G). Expand I to a maximal independent set to get M .
Now χ(G − M) = k − 1 = ∆(G − M), where the last equality follows from Brooks’
Theorem. Further, ω(G−M) < k− (j + 1) ≤ k− 1. Since ω(G−M) < k− (j + 1), for any
(k − 1)-critical induced subgraph H EG−M we have H ∈ Ck−1,j.
As a consequence we get the following result of Kostochka [17], and also of Catlin [5],
that the Borodin–Kostochka conjecture can be reduced to the case when ∆ = k = 9.
Lemma 1.9 (Kostochka [17], Catlin [5]). Let H be a hereditary class of graphs (closed under
deleting vertices). For k ≥ 5, if H ∩ Ck = ∅, then H ∩ Ck+1 = ∅. In particular, to prove the
Borodin–Kostochka conjecture it is enough to show that C9 = ∅.
A little while after Kostochka proved his bound, Mozhan [21] proved the following using
a different technique.
Theorem 1.10 (Mozhan [21]). Every graph with χ = ∆ ≥ 10 contains Kb 2∆+13 c.
In his dissertation Mozhan improved on this result. We don’t know the method of proof
as we were unable to obtain a copy of his dissertation. However, we suspect the method is
a more complicated version of the proof of Theorem 1.10.
Theorem 1.11 (Mozhan). Every graph with χ = ∆ ≥ 31 contains K∆−3.
Recently, we combined Mozhan’s techniques with forbidding certain induced subgraphs,
using list-coloring results (see Section 3 of this paper). These methods allowed us to
strengthen Mozhan’s result to the following.
Theorem 1.12 (Cranston and Rabern [8]). Every graph with χ = ∆ ≥ 13 contains K∆−3.
In 1999, Reed used probabilistic methods to prove that the Borodin–Kostochka conjecture
holds for graphs with sufficiently large maximum degree. In his paper, he proved that ∆ ≥
1014 suffices. However, he commented that with a more detailed analysis of the argument,
the hypothesis could probably be weakened to ∆ ≥ 106 and maybe even ∆ ≥ 103.
Theorem 1.13 (Reed [23]). Every graph satisfying χ = ∆ ≥ 1014 contains K∆.
A lemma from Reed’s proof of the above theorem is generally useful.
Lemma 1.14 (Reed [23]). Let G be a vertex critical graph satisfying χ = ∆ ≥ 9 having the
minimum number of vertices. If H is a (∆− 1)-clique in G, then any vertex in G−H has
at most four neighbors in H. In particular, the (∆− 1)-cliques in G are pairwise disjoint.
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1.2 Our contribution
We carry out an in-depth study of minimum counterexamples to the Borodin–Kostochka
conjecture. Our main tool is the exclusion of induced subgraphs which are f -choosable,
where f(v) := d(v)− 1 for each vertex v. (For definitions of f -choosable and related terms,
see Section 3.) Since an f -choosable graph cannot be an induced subgraph of a vertex critical
graph with χ = ∆, we have a wealth of structural information about minimum counterex-
amples to the Borodin–Kostochka conjecture. In Section 2, we exploit this information and
minimality to improve Reed’s Lemma 1.14 as follows (see Corollary 2.11).
Lemma 1.15. Let G be a vertex critical graph satisfying χ = ∆ ≥ 9 having the minimum
number of vertices. If H is a (∆− 1)-clique in G, then any vertex in G−H has at most one
neighbor in H.
Moreover, we lift the result out of the context of a minimum counterexample to the
Borodin–Kostochka conjecture, and view it in the more general setting of graphs satisfying a
certain criticality condition—we call such graphs mules. This allows us to prove meaningful
results for values of ∆ less than 9.
Let Kt and Et be the complete and edgeless graphs on t vertices, respectively. The disjoint
union of graphs G and H is denoted G+H. The join of graphs G and H, denoted G∨H,
is formed from disjoint copies of G and H by adding every edge with one endpoint in G and
one endpoint in H. Since a graph containing K∆ as a subgraph also contains Kt ∨E∆−t as a
subgraph for any t ∈ {1, . . . ,∆−1}, the Borodin–Kostochka conjecture implies the following
conjecture. Our main result (Corollary 2.17) is that the two conjectures are equivalent.
Conjecture 1.16. Any graph with χ = ∆ ≥ 9 contains K3 ∨E∆−3 as a subgraph.
In fact, using Kostochka’s reduction (Lemma 1.9) to the case ∆ = 9, the following
conjecture is also equivalent.
Conjecture 1.17. Any graph with χ = ∆ = 9 contains K3 ∨E6 as a subgraph.
2 Mules and the Main Result
In this section we exclude more induced subgraphs in a minimum counterexample to the
Borodin–Kostochka conjecture than we can exclude purely using list coloring techniques. In
fact, we lift these results out of the context of a minimum counterexample and state them in
the more general setting of graphs satisfying a certain criticality condition defined in terms
of the ordering given in Definitions 2 and 3. The main result of Section 2 (and, in fact, of
the whole paper) is Lemma 2.16, which implies that Conjecture 1.16 is equivalent to the
Borodin-Kostochka Conjecture.
We should note that many of the results in Section 2 rely on list-coloring results from
Section 3. The list-coloring results are independent of everything in Section 2. However,
to focus attention on our main result, that Conjecture 1.16 is equivalent to the Borodin-
Kostochka Conjecture, we first prove it in Section 2, and only afterward do we prove the
list-coloring results in Section 3.
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Definition 2. If G and H are graphs, an epimorphism is a graph homomorphism f : G H
such that f(V (G)) = V (H). We indicate this with the arrow .
Definition 3. Let G be a graph. A graph A is called a child of G if A 6= G and there exists
H E G and an epimorphism f : H  A. (Recall that H E G denotes that H is an induced
subgraph of G.)
Note that the child-of relation is a strict partial order on the set of (finite simple) graphs
G. We call this the child order on G and denote it by ‘≺’. By definition, if H C G then
H ≺ G.
Lemma 2.1. The ordering ≺ is well-founded on G; that is, every nonempty subset of G has
a minimal element under ≺.
Proof. Let T be a nonempty subset of G. Pick G ∈ T minimizing |V (G)| and then maxi-
mizing |E(G)|. Since any child of G must have fewer vertices or more edges (or both), we
see that G is minimal in T with respect to ≺.
Definition 4. Let T be a collection of graphs. A minimal graph in T under the child order
is called a T -mule.
With the definition of mule we have captured the important properties (for coloring) of a
counterexample first minimizing the number of vertices and then maximizing the number of
edges. Viewing T as a set of counterexamples, we can add edges to or contract independent
sets in induced subgraphs of a T -mule and get a non-counterexample. We could do the
same with a minimum counterexample, but with mules we have more minimal objects to
work with. One striking consequence of this is that many of our proofs naturally construct
multiple counterexamples to the Borodin-Kostochka Conjecture for small ∆. The small
counterexamples M6,1 (Figure 1) and M7,1 (Figure 2) were constructed in 1978 by Benedict
and Chinn [1]. In his dissertation [5], Catlin extended this construction to get an infinite
family of counterexamples for ∆ = 6 and seven counterexamples for ∆ = 7. This construction
uses a special case of gadgets that Molloy and Reed [20] call reducers. These reducer gadgets
were used by Emden-Weinert, Hougardy, and Kreuter [9] in their proof that (∆ + 1 − k)-
coloring is NP-hard when k2 +k > ∆. For ∆ = 8, the one known counterexample M8 (Figure
4) was constructed by Catlin [6] as a counterexample to the Hajo´s conjecture. Catlin did
not know of this counterexample at the time of his dissertation and the same is likely true
for M7,2 (Figure 3) which is M8 with a maximum independent set removed.
The more general mule-framework puts these different examples into context and gives
us some understanding of why they should be counterexamples, instead of just knowing that
they are. We are hopeful that a better understanding of why the Borodin-Kostochka conjec-
ture fails for small ∆ will contribute to its solution for large ∆. In [16], King, Lu and Peng
prove the Borodin-Kostochka conjecture for the fractional chromatic number by reducing a
more general statement to the ∆ = 4 case. We think it may be possible to do something
similar for the Borodin-Kostochka conjecture, but we’d need a better understanding of coun-
terexamples for small ∆. For example, our main result in Corollary 2.17 shows that to prove
the Borodin-Kostochka conjecture, it suffices to find a K3 ∨E∆−3 subgraph, instead of the
(larger) subgraph K∆. Since all counterexamples we know of for ∆ ≥ 6 contain a K3 ∨E∆−3
subgraph, it may be possible to prove this more general conjecture for ∆ = 6 and then
extend that up to large ∆.
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2.1 Excluding induced subgraphs in mules
Our main goal in this section is to prove Lemma 2.12, which says that (with only one ex-
ception) for k ≥ 7, no Ck-mule contains K4 ∨Ek−4 as a subgraph. This result immediately
implies that the Borodin-Kostochka Conjecture is equivalent to Conjecture 2.13. This equiv-
alence is a major step toward our main result. Our approach is based on Lemma 3.3, which
implies that if G is a counterexample to Lemma 2.12, then the vertices of the Ek−4 induce
either E3, a claw (K1,3), a clique, or an almost complete graph (a graph H is almost complete
if ω(H) ≥ |V (H)| − 1). Our job in this section consists of showing that each of these four
possibilities is, in fact, impossible. Ruling out the clique is easy, but the other possibilities
require more work. The cases of E3 and the claw are handled in Lemma 2.8, and the case
of an almost complete graph (which requires the most work) is handled by Corollary 2.11.
The rest of the section consists of structural lemmas, which build toward the proofs of Lem-
mas 2.8 and 2.10 (which in turn yields Corollary 2.11). We give names to a few small graphs.
The chair is formed from K1,3 by subdividing one edge. The antichair is its complement.
The paw is formed from K3 by adding a pendant edge at one vertex. The antipaw is its
complement. In Sections 3.4 and 3.5, we depict three of these graphs in Figures 5 and 6.
For k ∈ N, by a k-mule we mean a Ck-mule.
Lemma 2.2. Let G be a k-mule with k ≥ 4. If A is a child of G with ∆(A) ≤ k then either
• A is (k − 1)-colorable; or
• A contains Kk.
Proof. Let A be a child of G with ∆(A) ≤ k. Suppose χ(A) ≥ k and ω(A) < k. By Brooks’
Theorem, χ(A) = ∆(A) = k. Since A ≺ G and G is a mule, A 6∈ Ck and thus A is not vertex
critical. Let A′ be a vertex critical induced subgraph of A; observe that A′ ≺ G. Thus
χ(A′) = k and ω(A′) < k, so ∆(A′) = k. Consequently A′ ∈ Ck, contradicting the fact that
G is a mule.
Adding edges to a graph yields an epimorphism; specifically, if H is a spanning subgraph
of G, we have the inclusion epimorphism f : H  G given by f(v) = v for all v ∈ V (H). In
the next lemma and thereafter, we write dH(v), for a vertex v and a subgraph H, to denote
|N(v) ∩ V (H)|.
Lemma 2.3. Let G be a k-mule with k ≥ 4 and H EG. Assume x, y ∈ V (H), xy 6∈ E(H)
and both dH(x) ≤ k − 1 and dH(y) ≤ k − 1. If for every (k − 1)-coloring pi of H we have
pi(x) = pi(y), then H contains {x, y} ∨Kk−2.
Proof. Suppose that for every (k − 1)-coloring pi of H we have pi(x) = pi(y). Using the
inclusion epimorphism fxy : H  H + xy in Lemma 2.2 shows that either H + xy is (k− 1)-
colorable or H + xy contains Kk. Since a (k− 1)-coloring of H + xy would induce a (k− 1)-
coloring of H with x and y colored differently, we conclude that H + xy contains Kk. But
then H contains {x, y} ∨Kk−2 and the proof is complete.
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We will often begin by coloring some subgraph H of our graph G, and work to extend this
partial coloring. More formally, let G be a graph and HCG. For t ≥ χ(H), let pi be a proper
t-coloring of H. For each x ∈ V (G−H), put Lpi(x) := {1, . . . , t}−{pi(y) : y ∈ N(x)∩V (H)}.
Then pi is extendable to a t-coloring of G if and only if Lpi admits a coloring of G−H. We
will use this fact repeatedly in the proofs that follow. The following generalizes a lemma due
to Reed [23]; the proof is essentially the same.
Lemma 2.4. For k ≥ 6, if a k-mule G contains an induced copy of E2 ∨Kk−2, then G
contains an induced copy of E3 ∨Kk−2.
Proof. Suppose G is a k-mule containing an induced copy of E2 ∨Kk−2, call it F . Let {x1, y1}
be the set of vertices of degree k−2 in F and let C := {w1, . . . , wk−2} be the set of vertices of
degree k−1 in F . Let H := G−F . Since G is vertex critical, we can (k−1)-color H. Doing so
leaves a list assignment L on F with |L(z)| ≥ dF (z)−1 for each z ∈ V (F ); as defined above,
this is Lpi, where t = k − 1. Now |L(x1)|+ |L(y1)| ≥ dF (x1) + dF (y1)− 2 = 2k − 6 > k − 1,
since k ≥ 6. Hence we have c ∈ L(x1) ∩ L(y1). Coloring both x1 and y1 with c leaves a list
assignment L′ on C with |L′(wi)| ≥ k− 3 for each 1 ≤ i ≤ k− 2. Now, if |L′(wi)| ≥ k− 2 for
some i or if L′(wi) 6= L′(wj) for some i and j, then we can complete the partial (k−1)-coloring
to all of G using Hall’s Theorem. Hence we must have d(wi) = k and L
′(wi) = L′(wj) for
all i and j. Let N :=
⋃
w∈C N(w) ∩ V (H) and note that N is an independent set since it is
contained in a single color class in every (k− 1)-coloring of H. Also, each w ∈ C has exactly
one neighbor in N .
Proving that |N | = 1 will give the desired induced E3 ∨Kk−2 inG; if instead this subgraph
is not induced, then the vertex in N is adjacent to x1 or y1, so G contains Kk, and is not a
mule. Thus, to reach a contradiction, suppose that |N | ≥ 2.
We will repeatedly find copies of E2 ∨Kk−2 in G; when x and y are the vertices in E2,
we will write K(x, y) to denote the corresponding copy of Kk−2. We know that H has no
(k− 1)-coloring in which two vertices of N get different colors, since then we could complete
the partial coloring as above. Let x2, y2 ∈ N be distinct. Since both x2 and y2 have a
neighbor in F , we may apply Lemma 2.3 to conclude that {x2, y2} ∨K(x2, y2) is in H.
First, suppose |N | ≥ 3; say {x2, y2, z2} ⊆ N . We have w ∈ K(x2, y2) ∩ K(x2, z2) for
otherwise d(x2) ≥ 2(k−2) > k. Since w already has k neighbors among K(x2, y2)−{w} and
x2, y2, z2, we must have K(x2, z2) = K(x2, y2). But then {x2, y2, z2} ∪ V (K(x2, y2)) induces
our desired E3 ∨Kk−2 in G.
Hence we must have |N | = 2, say N = {x2, y2}. Now each of x2 and y2 has k − 2
neighbors in K(x2, y2) and thus at most two neighbors in C. Hence |C| ≤ 4. Thus, we must
have k = 6.
We may apply the same reasoning to {x2, y2} ∨K(x2, y2) that we did to F to get ver-
tices x3, y3 such that {x3, y3} ∨K(x3, y3) is in G. But then we may do it again with
{x3, y3} ∨K(x3, y3) and so on. More formally, we find a sequence of nonadjacent pairs
of vertices {x1, y1}, {x2, y2}, . . .; for each pair {xi, yi} we find K(xi, yi), a K4 that is joined to
{xi, yi}, such that xi+1 and yi+1 each have two neighbors in K(xi, yi). Since G is finite, this
process must terminate, and therefore {x1, y1} = {xm, ym} for some m ≥ 2. This graph is
5-colorable since {x1, y1, x2, y2, . . . , xm, ym} can be colored with one color and
⋃m−1
i=1 K(xi, yi)
can be 4-colored. This final contradiction completes the proof.
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The proof of the following lemma forces the construction of counterexamples to the
Borodin–Kostochka conjecture for ∆ = 6 and ∆ = 7. The first of these is M6,1 (Figure 1),
which is created from the disjoint union of K4 ∨E3 and K5 by adding six edges between the
E3 and K5 such that each vertex in the E3 is incident to exactly two of the edges and each
vertex in the K5 is incident to at least one of them. Note that we get another counterexample
(not shown) for ∆ = 6 if we instead add only five edges, but this counterexample is not a
mule (precisely since we can add an edge and get another counterexample). The second
counterexample is M7,1 (Figure 2) which is created from the disjoint union of K5 ∨E3 and
K6 by adding six edges between the E3 and K6 such that each vertex in the E3 is incident
to exactly two of the edges and each vertex in the K6 is incident to exactly one of the edges.
Figure 1: The mule M6,1.
Figure 2: The mule M7,1.
Lemma 2.5. For k ≥ 6, the only k-mules containing an induced copy of E2 ∨Kk−2 are M6,1
and M7,1 (see Figures 1 and 2).
Proof. Suppose we have a k-mule G that contains an induced copy of E2 ∨Kk−2. Then by
Lemma 2.4, G contains an induced copy of E3 ∨Kk−2, call it F .
Let x, y, z be the vertices of degree k − 2 in F and let C := {w1, . . . , wk−2} be the set
of vertices of degree k in F . Put H := G − C. Let A be the graph formed from H by
contracting {x, y, z} to a single vertex vxyz. Since each of x, y, and z have degree at most
8
2 in H, we have ∆(A) ≤ max(6, k) ≤ k. We have an epimorphism f : H  A given by
f(v) = v for v 6∈ {x, y, z} and f(v) = vxyz for v ∈ {x, y, z} and hence A ≺ G. But G is
a mule, so χ(A) ≤ k − 1 or ω(A) ≥ k by Lemma 2.2. If χ(A) ≤ k − 1, then we have a
(k− 1)-coloring of H where x, y, and z all get the same color, which we can greedily extend
to C, a contradiction. So, we must have ω(A) ≥ k.
Since ω(G) ≤ k−1, the k-clique in A must contain vertex vxyz, since it is the only vertex
of A not appearing in G. However d(xyz) ≤ 6. So k ≤ 7. Moreover, H contains Kk−1
(call it D) such that V (D) ⊆ N(x) ∪ N(y) ∪ N(z). Put Q := G [V (F ) ∪ V (D)]. Then Q
is k-chromatic and as G is vertex critical, we must have G = Q. If k = 7, then G = M7,1.
Suppose k = 6 and G 6= M6,1. Then one of x, y, or z has only one neighbor in D. By
symmetry we may assume it is x. But we can add an edge from x to a vertex in D to form
M6,1 and hence G has a proper child, which is impossible.
Lemma 2.6. Let G be a k-mule with k ≥ 6 other than M6,1 and M7,1 and let H C G. If
x, y ∈ V (H) and both dH(x) ≤ k− 1 and dH(y) ≤ k− 1, then there exists a (k− 1)-coloring
pi of H such that pi(x) 6= pi(y).
Proof. Suppose x, y ∈ V (H) and both dH(x) ≤ k−1 and dH(y) ≤ k−1. First, if xy ∈ E(H)
then any (k − 1)-coloring of H will do. Otherwise, if for every (k − 1)-coloring pi of H we
have pi(x) = pi(y), then by Lemma 2.3, H contains {x, y} ∨Kk−2. The lemma follows since
this is impossible by Lemma 2.5.
Lemma 2.7. Let G be a k-mule with k ≥ 6 other than M6,1 and M7,1 and let F C G. Put
C := {v ∈ V (F ) | d(v)− dF (v) ≤ 1}. At least one of the following holds:
• G−F has a (k− 1)-coloring pi such that for some x, y ∈ C we have Lpi(x) 6= Lpi(y); or
• G− F has a (k − 1)-coloring pi such that for some x ∈ C we have |Lpi(x)| = k − 1; or
• there exists z ∈ V (G− F ) such that C ⊆ N(z).
Proof. PutH := G−F . Suppose that for every (k−1)-coloring pi ofH we have Lpi(x) = Lpi(y)
for every x, y ∈ C. By assumption, the vertices in C have at most one neighbor in H. If some
v ∈ C has no neighbors in H, then for any (k − 1)-coloring pi of H we have |Lpi(v)| = k − 1.
Thus we may assume that every v ∈ C has exactly one neighbor in H.
Let N :=
⋃
w∈C N(w) ∩ V (H). Suppose |N | ≥ 2. Pick different z1, z2 ∈ N . Then, by
Lemma 2.6, there is a (k − 1)-coloring pi of H for which pi(z1) 6= pi(z2). But then Lpi(x) 6=
Lpi(y) for some x, y ∈ C giving a contradiction. Hence N = {z} and thus C ⊆ N(z).
What follows next depends on Lemma 3.3, so we need another definition used there.
(Recall also that a graph H is almost complete if ω(H) ≥ |V (H)| − 1.) A graph is d1-
choosable if it has a proper L-coloring for every list assignment L such that |L(v)| = d(v)−1.
At the start of Section 3, we define more terms related to list-coloring. By Lemma 3.3, no
graph in Ck contains an induced copy of E3 ∨Kk−3 for k ≥ 9. For mules, we can improve
this as follows.
Lemma 2.8. For k ≥ 7, the only k-mule containing an induced copy of E3 ∨Kk−3 is M7,1.
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Proof. Suppose the lemma is false and let G be a k-mule, other than M7,1, containing such
an induced subgraph F . Let z1, z2, z3 ∈ F be the vertices with degree k − 3 in F and C the
rest of the vertices in F (all of degree k − 1 in F ). Put H := G− F .
First suppose there is not a vertex x ∈ V (H) which is adjacent to all of C. Let pi be a
(k − 1)-coloring of H guaranteed by Lemma 2.7 and put L := Lpi. Since |L(z1)|+ |L(z2)|+
|L(z3)| ≥ 3(k − 4) > k − 1 we have 1 ≤ i < j ≤ 3 such that L(zi) ∩ L(zj) 6= ∅. Without loss
of generality, i = 1 and j = 2. Pick c ∈ L(z1) ∩ L(z2) and color both z1 and z2 with c. Let
L′ be the resulting list assignment on F −{z1, z2}. Now |L′(z3)| ≥ k− 4 and |L′(v)| ≥ k− 3
for each v ∈ C. By our choice of pi, either two of the lists in C differ or for some v ∈ C
we have |L′(v)| ≥ k − 2. In either case, we can complete the (k − 1)-coloring to all of G by
Hall’s Theorem.
Hence we must have x ∈ V (H) which is adjacent to all of C. Thus G contains the induced
subgraph Kk−3 ∨G[z1, z2, z3, x]. Therefore k = 7 and x is adjacent to each of z1, z2, z3 by
Lemma 3.3. Hence G contains the induced subgraph K5 ∨E3 contradicting Lemma 2.5.
Lemma 2.9. For k ≥ 7, no k-mule contains an induced copy of P3 ∨Kk−3.
Proof. Suppose the lemma is false and letG be a k-mule containing such an induced subgraph
F . Note that M7,1 has no induced P3 ∨Kk−3, so G 6= M7,1. Let z ∈ V (F ) be the vertex with
degree k− 3 in F , v1, v2 ∈ F the vertices of degree k− 2 in F and C the rest of the vertices
in F (all of degree k − 1 in F ). Put H := G− F .
First suppose there is not a vertex x ∈ V (H) which is adjacent to all of C. Let pi
be a (k − 1)-coloring of H guaranteed by Lemma 2.7 and put L := Lpi. Then, we have
|L(z)| ≥ k − 4 and |L(v1)| ≥ k − 3. Since k ≥ 7, |L(z)| + |L(v1)| ≥ 2k − 7 > k − 1. Hence,
by the pigeonhole principle, we may color z and v1 the same. Let L
′ be the resulting list
assignment on F −{z, v1}. Now |L′(v2)| ≥ k− 4 and |L′(v)| ≥ k− 3 for each v ∈ C. By our
choice of pi, either two of the lists in C differ or for some v ∈ C we have |L′(v)| ≥ k − 2. In
either case, we can complete the (k − 1)-coloring to all of G by Hall’s Theorem.
Hence we must have x ∈ V (H) which is adjacent to all of C. Thus G contains the
induced subgraph K4 ∨G[z, v1, v2, x]. By Lemma 3.3, G[z, v1, v2, x] must be almost complete
and hence x must be adjacent to both v1 and v2. But then G[v1, v2, x]∨C is a Kk in G,
giving a contradiction.
Reed proved that for k ≥ 9, a vertex outside a (k − 1)-clique H in a k-mule can have at
most 4 neighbors in H. We improve this to at most one neighbor.
Lemma 2.10. For k ≥ 7 and r ≥ 2, no k-mule except M7,1 and M7,2 (see Figures 2 and 3)
contains an induced copy of Kr ∨
(
K1 +Kk−(r+1)
)
.
Proof. Suppose the lemma is false and let G be a k-mule, other than M7,1 and M7,2, con-
taining such an induced subgraph F with r maximal. By Lemma 2.5 and Lemma 2.9, the
lemma holds for r ≥ k − 3. So we have r ≤ k − 4. Now, let z ∈ V (F ) be the vertex with
degree r in F , v1, v2, . . . , vk−(r+1) ∈ V (F ) the vertices of degree k− 2 in F and C the rest of
the vertices in F (all of degree k − 1 in F ). Put H := G− F and H ′ := G [V (H) ∪ {z}].
Let Z1 := {za | a ∈ N(v1) ∩ V (H)}. Consider the graph D := H ′ + Z1. Since v1 has
at most two neighbors in H, |Z1| ≤ 2 and thus to form D from H ′, we added E(A) where
A ∈ {K1, K2, P3, 2K2}. Since |C| ≥ 2, ∆(D) ≤ k. Hence Lemma 2.2 shows that H + z
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Figure 3: The mule M7,2, where M7,2 = C5K3−2v. (Here 2v denotes a pair of nonadjacent
vertices, and  denotes the strong product, such that K2 K2 = K4.)
contains Kk − E(A) or χ(D) ≤ k − 1. Suppose χ(D) ≥ k. If A = K1, A = K2, or A = P3,
then we have a contradiction by the fact that ω(G) < k, Lemma 2.5, and Lemma 2.9,
respectively. If A = 2K2, then we get a contradiction from Lemma 3.13. Thus we must have
χ(D) ≤ k− 1, which gives a (k− 1)-coloring of H ′ in which z receives a color c which is not
received by any of the neighbors of v1 in H. Thus c remains in the list of v1 and we may
color v1 with c. After doing so, each vertex in C has a list of size at least k − 3 and vi for
i > 1 has a list of size at least k − 4. If any pair of vertices in C had different lists, then
we could complete the partial coloring by Hall’s Theorem. Let N :=
⋃
w∈C N(w) ∩ V (H)
and note that N is an independent set since it is contained in a single color class in the
(k − 1)-coloring of H just constructed.
Suppose |N | ≥ 2. Pick a1, a2 ∈ N . Consider the graph D := H ′ + Z1 + a1a2. Plainly,
∆(D) ≤ k. To form D from H ′ we added E(A), where A ∈ {K2, P3, K3, 2K2, P4, K2 +P3}.
Hence Lemma 2.2 shows that either H ′ contains Kk − E(A) or else χ(D) ≤ k − 1. We
show that the former case is impossible. To show that A = K3, A = P4, A = 2K2 and
A = K2 +P3 are impossible, we apply Lemma 2.8 (this is where we use the fact that
G 6= M7,1), Lemma 3.13, Lemma 3.8 (since Kt − E(P4) = P4 ∨Kt−4), and Lemma 3.13
(using {a1, a2} as the E2), respectively.
Thus we must have χ(D) ≤ k − 1, which gives a (k − 1)-coloring of H ′ in which a1 and
a2 are in different color classes and z receives a color not received by any neighbor of v1 in
H. As above we can complete this partial coloring to all of G by first coloring z and v1 the
same and then using Hall’s Theorem.
Hence there is a vertex x ∈ V (H) which is adjacent to all of C. Note that x is not adjacent
to any of v1, v2, . . . , vk−(r+1) by the maximality of r. Let Z2 := {xa | a ∈ N(v2) ∩ V (H)}.
Consider the graph D := H ′+Z1 +Z2. As above, both Z1 and Z2 have cardinality at most 2.
Since |C| ≥ 2, both x and z have degree at most k in D. Since both xa and za were added
only if a was a neighbor of both v1 and v2, all the neighbors of v1 in H have degree at most
k in D. Similarly for v2’s neighbors. Hence ∆(D) ≤ k. To form D from H ′ we added E(A)
where A ∈ {K1, K2, P3, K3, P4, K2 +P3, 2K2, P5, 2P3, C4}. Hence Lemma 2.2 shows that H ′
contains Kk − E(A) or χ(D) ≤ k − 1.
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Suppose χ(D) ≥ k. Then A = K1, A = K2, A = P3, A = K3, A = P4, and A = K2 +P3
are impossible as above. Applying Lemma 3.13 shows that A = 2K2, A = P5, and A = 2P3
are impossible. Thus we must have A = C4. If k ≥ 8, then Lemma 3.3 gives a contradiction.
Hence we must have k = 7. Since H ′ contains an induced copy of K3 ∨ 2K2, we must have
N(v1) ∩ V (H) = N(v2) ∩ V (H), say N(v1) ∩ V (H) = {w1, w2}. Moreover, xz ∈ E(G),
w1w2 ∈ E(G) and there are no edges between {w1, w2} and {x, z} in G.
Put Q :=
{
v1, . . . , vk−(r+1)
}
. Then for v ∈ Q, by the same argument as above, we must
have N(v) ∩ V (H) = {w1, w2}. Hence Q is joined to {w1, w2}, C is joined to Q, and {x, z}
and both {x, z} and {w1, w2} are joined to the same K3 in H. We must have r = 3 for
otherwise one of x, z, w1, w2 has degree larger than 7. Thus we have an M7,2 in G and
therefore G is M7,2, a contradiction.
Thus we must have χ(D) ≤ k−1, which gives a (k−1)-coloring of H ′ in which z receives
a color c1 which is not received by any of the neighbors of v1 in H and x receives a color c2
which is not received by any of the neighbors of v2 in H. Thus c1 is in v1’s list and c2 is in
v2’s list. Note that if x and z are adjacent then c1 6= c2. Hence, we can 2-color G[x, z, v1, v2]
from the lists. This leaves k − 3 vertices. The vertices in C have lists of size at least k − 3
and the rest have lists of size at least k− 5. Since the union of any k− 4 of the lists contains
one list of size k − 3, we can complete the partial coloring by Hall’s Theorem.
Corollary 2.11. For k ≥ 7, if H is a (k − 1)-clique in a k-mule G other than M7,1 and
M7,2, then any vertex in G−H has at most one neighbor in H.
Proof. Let v /∈ H be adjacent to r vertices in H. Now G[H ∪ {v}] = Kr ∨ (K1 + Kk−(r+1)).
If r ≥ 2, then G[H ∪ {v}] is forbidden by Lemma 2.10.
Lemma 2.12. For k ≥ 7, no k-mule except M7,1 contains K4 ∨Ek−4 as a subgraph.
Proof. Let G be a k-mule other than M7,1 and suppose G contains an induced copy of K4 ∨D
where |D| = k− 4. Then G is not M7,2. By Lemma 3.3, D is E3, a claw, a clique, or almost
complete. If D is a clique then G contains Kk, a contradiction. Now Corollary 2.11 shows
that D being almost complete is impossible. Finally, Lemma 2.8 shows that D cannot be
E3 or a claw. This contradiction completes the proof.
Since K4 ∨E∆−4 ⊆ K∆, Lemma 2.12 shows that the following conjecture is equivalent to
the Borodin-Kostochka conjecture.
Conjecture 2.13. Any graph with χ = ∆ ≥ 9 contains K4 ∨E∆−4 as a subgraph.
In the next section we create the tools needed to reduce the 4 in Lemma 2.12 down to 3.
2.2 Tooling up
For an independent set I in a graph G, we write G
[I]
for the graph formed by collapsing I to
a single vertex and discarding duplicate edges. We write [I] for the resulting vertex in the
new graph. If more than one independent set I1, I2, . . . , Im are collapsed in succession we
indicate the resulting graph by G
[I1][I2]···[Im] .
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Lemma 2.14. Let G be a k-mule other than M7,1 and M7,2 with k ≥ 7 and H C G. If
x, y ∈ V (H), xy 6∈ E(H) and |NH(x) ∪NH(y)| ≤ k, then there exists a (k− 1)-coloring pi of
H such that pi(x) = pi(y).
Proof. Suppose x, y ∈ V (H), xy 6∈ E(H) and |NH(x) ∪NH(y)| ≤ k. Put H ′ := H[x,y] . Then
H ′ ≺ H via the natural epimorphism f : H  H ′. By applying Lemma 2.2 we either get the
desired (k−1)-coloring pi of H or a Kk−1 in H with V (Kk−1) ⊆ N(x)∪N(y). But k−1 ≥ 6,
so one of x or y has at least three neighbors in Kk−1 violating Corollary 2.11.
Lemma 2.15. Let G be a k-mule other than M7,1 and M7,2 with k ≥ 7 and HCG. Suppose
there are disjoint pairs {x1, y1} , {x2, y2} ⊆ V (H) where x2 and y2 are nonadjacent, with
dH(x1) ≤ k − 1 and dH(y1) ≤ k − 1 and |NH(x2) ∪NH(y2)| ≤ k. Then there exists a
(k − 1)-coloring pi of H such that pi(x1) 6= pi(y1) and pi(x2) = pi(y2).
Proof. If x1 is adjacent to y1, we are done by Lemma 2.14, so assume x1 and y1 are nonad-
jacent. Put H ′ := H
[x2,y2]
+ x1y1. Then H
′ ≺ H via the natural epimorphism f : H  H ′.
Suppose the desired (k − 1)-coloring pi of H does not exist. Apply Lemma 2.2 to get a Kk
in H ′. Put z := [x2, y2]. By Lemma 2.5 the Kk must contain z and by Lemma 2.10, the
Kk must contain x1y1; hence the Kk contains x1, y1, and z. Thus H contains an induced
subgraph A := {x1, y1} ∨Kk−3 where V (A) ⊆ NH(x2) ∪ NH(y2). Suppose x2 has more
than two neighbors in the Kk−3. By Lemma 2.12, x2 has exactly three neighbors z1, z2, z3
in the Kk−3. But this is impossible by Lemma 3.10 where the K3 is G[z1, z2, z3] and B is
G [V (A) ∪ {x2} \ {z1, z2, z3}].
We can make a similar argument for y2, so x2 and y2 each have at most two neighbors
in the Kk−3. Thus k = 7 and both x2 and y2 have exactly two neighbors in the K4. One
of x2 or y2 has at least one neighbor in {x1, y1}, so by symmetry we may assume that x2
is adjacent to x1. If x2 is nonadjacent to y1, then {x2} ∪ V (A) induces a K2 ∨ antichair.
Otherwise, {x2} ∪ V (A) \ {z} induces a K2 ∨C4 where z is one of y2’s neighbors in the K4.
Both possibilities are impossible by Lemma 3.14.
2.3 Using our new tools
Figure 4: The mule M8, where M8 = C5 K3.
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Lemma 2.16. For k ≥ 7, the only k-mules containing K3 ∨Ek−3 as a subgraph are M7,1,
M7,2 and M8 (see Figures 2, 3, and 4).
Proof. Suppose not and let G be a k-mule other than M7,1, M7,2 and M8 containing F :=
C ∨B as an induced subgraph where C = K3 and B is an arbitrary graph with |B| = k− 3.
By Lemma 3.10, B is: E3 ∨K|B|−3, almost complete, Kt +K|B|−t, K1 +Kt +K|B|−t−1, or
E3 +K|B|−3. The first two options are impossible by Lemma 2.12.
First, suppose there is no z ∈ V (G − F ) with C ⊆ N(z). Let pi be the (k − 1)-coloring
of G − F guaranteed by Lemma 2.7. Put L := Lpi. Let I be a maximal independent set in
B. If there are x, y ∈ I and c ∈ L(x) ∩ L(y), then we may color x and y with c and then
greedily complete the coloring to the rest of F giving a contradiction. Thus we must have
k − 1 ≥ ∑v∈I |L(v)| ≥ ∑v∈I (dF (v)− 1) = ∑v∈I(dB(v) + 3 − 1) = 2 |I| + ∑v∈I dB(v) ≥
|B|+ |I| = k − 3 + |I| .
Therefore |I| ≤ 2 and hence B is Kt +K|B|−t. Put N :=
⋃
w∈C N(w)∩V (G−F ). Suppose
|N | = 1. Then there must be z ∈ V (C) with d(z) = k − 1. Pick nonadjacent x2, y2 ∈ V (B)
and put H := G [V (G− F ) ∪ {x2, y2}]. Plainly, the conditions of Lemma 2.14 are satisfied
and hence we have a (k − 1)-coloring γ of H such that γ(x2) = γ(y2). But then we can
greedily complete this coloring to all of G (coloring z last), a contradiction.
Hence |N | ≥ 2. Pick x1, y1 ∈ N and nonadjacent x2, y2 ∈ V (B) and put H :=
G [V (G− F ) ∪ {x2, y2}]. Plainly, the conditions of Lemma 2.15 are satisfied and hence we
have a (k − 1)-coloring γ of H such that γ(x1) 6= γ(y1) and γ(x2) = γ(y2). But then we can
greedily complete this coloring to all of G, a contradiction.
Thus we have z ∈ V (G − F ) with C ⊆ N(z). Put B′ := G [V (B) ∪ {z}] and F ′ :=
G [V (F ) ∪ {z}]. As above, using Lemma 3.10 and Lemma 2.12, we see that B′ is Kt +K|B′|−t,
K1 +Kt +K|B′|−t−1 or E3 +K|B′|−3.
Suppose B′ is E3 +K|B′|−3, say the E3 is {z1, z2, z3}. Since k ≥ 7, there exist vertices
w1, w2 ∈ V (B′)− {z1, z2, z3}. Then dF ′(z3) + dF ′(w1) = k and hence we may apply Lemma
2.14 to get a (k − 1)-coloring ζ of G− F ′ such that there is some c ∈ Lζ(z3) ∩ Lζ(w1). Now
|Lζ(z1)|+ |Lζ(z2)|+ |Lζ(w2)| ≥ 2 + 2 + k − 4 = k and hence there is a color c1 that is in at
least two of Lζ(z1), Lζ(z2) and Lζ(w2). If c1 = c, then c appears on an independent set of
size 3 in B′ and we may color this set with c and greedily complete the coloring. Otherwise,
B′ contains two disjoint nonadjacent pairs which we can color with different colors and again
complete the coloring greedily, a contradiction.
Now suppose B′ is K1 +Kt +K|B′|−t−1. By Lemma 2.10, we must have 2 ≤ t ≤ |B′| − 3.
Let x be the vertex in the K1, w1, w2 ∈ V (Kt) and z1, z2 ∈ V (K|B′|−t−1). Then dF ′(w1) +
dF ′(z1) = k+1 and hence we may apply Lemma 2.14 to get a (k−1)-coloring ζ of G−F ′ such
that there is some c ∈ Lζ(w1)∩Lζ(z1). Now |Lζ(x)|+ |Lζ(w2)|+ |Lζ(z2)| ≥ 2 +k−1 = k+ 1
and hence there are at least two colors c1, c2 that are each in at least two of Lζ(x), Lζ(w2)
and Lζ(z2). If c1 6= c or c2 6= c, then B′ contains two disjoint nonadjacent pairs which we
can color with different colors and then complete the coloring greedily. Otherwise c appears
on an independent set of size 3 in B′ and we may color this set with c and greedily complete
the coloring, a contradiction.
Therefore B′ must be Kt +K|B′|−t. By Lemma 2.10, we must have 3 ≤ t ≤ |B′|−3. Thus
k ≥ 8. Let X and Y be the two cliques covering B′. Let x1, x2 ∈ X and y1, y2 ∈ Y . Put H :=
G [V (G− F ′) ∪ {x1, x2, y1, y2}] and H ′ := H[x1,y1][x2,y2] . For i ∈ {1, 2}, dF ′(xi)+dF ′(yi) = k+2
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and thus ∆(H ′) ≤ k. If χ(H ′) ≤ k − 1, then we have a (k − 1)-coloring of H which can
be greedily completed to all of G, a contradiction. Hence, by Lemma 2.2, H ′ contains Kk.
Thence H − {x1, y1, x2, y2} contains Kk−2, call it A, such that V (A) ⊆ N(xi) ∪ N(yi) for
i ∈ {1, 2}. Since dF ′(xi) + dF ′(yi) = k + 2, we see that NH(xi) ∩ NH(yi) = ∅ for i ∈ {1, 2}.
But we can play the same game with the pairs {x1, y2} and {x2, y1}. We conclude that
N(x1) ∩ V (A) = N(x2) ∩ V (A) and N(y1) ∩ V (A) = N(y2) ∩ V (A). In fact we can extend
this equality to all of X and Y .
Put Q := N(x1) ∩ V (A) and P := N(y1) ∩ V (A). Then we conclude that X is joined to
Q and Y is joined to P . Moreover, we already know that X and Y are joined to the same
K3. The edges in these joins exhaust the degrees of all the vertices, hence G is a 5-cycle with
vertices blown up to cliques. If k = 8, then |X| = |Y | = 3 and thus |Q| = |P | = 3, but then
G = M8, a contradiction. So k ≥ 9. Since |X| + |Y | = k − 2 ≥ 7, we have either |X| ≥ 4
or |Y | ≥ 4. If |X| ≥ 4, then for each q ∈ Q, we have d(q) ≥ (k − 2) − 1 + |X| ≥ k + 1,
contradiction. If |Y | ≥ 4, then for each p ∈ P , we have d(p) ≥ (k − 2) − 1 + |Y | ≥ k + 1,
contradiction.
Since K3 ∨E∆−3 ⊆ K∆, Lemma 2.16 shows that Conjecture 1.16 is equivalent to the
Borodin-Kostochka conjecture.
Corollary 2.17. The Borodin-Kostochka conjecture is equivalent to the following: Any graph
with χ = ∆ ≥ 9 contains K3 ∨E∆−3 as a subgraph.
In the extended version of this paper [7], a more detailed analysis of d1-choosable joins
was used to prove the following.
Lemma 2.18. Let G be a k-mule with k ≥ 7 other than M7,1, M7,2 and M8. Let A and B be
graphs with 3 ≤ |A| ≤ k − 3 and |B| = k − |A| such that A∨B EG. Then A = K1 +K|A|−1
and B = K1 +K|B|−1.
Lemma 2.18 implies that the following (seemingly weaker) conjecture is equivalent to the
Borodin-Kostochka conjecture.
Conjecture 2.19. Any graph with χ = ∆ ≥ 9 contains some A1 ∨A2 as an induced subgraph
where |A1| , |A2| ≥ 3, |A1|+ |A2| = ∆ and Ai 6= K1 +K|Ai|−1 for some i ∈ {1, 2}.
The condition Ai 6= K1 +K|Ai|−1 is unnatural and by removing it we get a (possibly)
weaker conjecture than the Borodin-Kostochka conjecture which has more aesthetic appeal.
Conjecture 2.20. Let G be a graph with ∆(G) = k ≥ 9. If Kt,k−t 6⊆ G for all 3 ≤ t ≤ k−3,
then G can be (k − 1)-colored.
Conjecture 2.21. Conjecture 2.20 is equivalent to the Borodin-Kostochka conjecture.
Perhaps it would be easier to attack Conjecture 2.20 with the condition 3 ≤ t ≤ k− 3 in
the hypothesis replaced by 2 ≤ t ≤ k−2. We are unable to prove even this weakened version
of Conjecture 2.20. Making this change and bringing k down to 5 gives Conjecture 2.22,
which, if true, would imply the remaining two cases of Gru¨nbaum’s girth problem for graphs
with girth at least 5. Specifically, Gru¨nbaum conjectured that for every k ≥ 3 and g ≥ 4
there exists a k-chromatic k-regular graph with no cycle of length less than g. For most
pairs (k, g) the problem has now been resolved. For further discussion and more references,
see Problem 7.2 of [13].
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Conjecture 2.22. Let G be a graph with ∆(G) = k ≥ 5. If Kt,k−t 6⊆ G for all 2 ≤ t ≤ k−2,
then G can be (k − 1)-colored.
If G is a graph with with ∆(G) = k ≥ 5 and girth at least 5, then it contains no Kt,k−t for
all 2 ≤ t ≤ k − 2 and hence Conjecture 2.22 would give a (k − 1)-coloring. This conjecture
would be tight since the Gru¨nbaum graph and the Brinkmann graph are examples with
χ = ∆ = 4 and girth at least 5.
3 List coloring lemmas
In this section we use list-coloring lemmas to forbid a large class of graphs from appearing
as induced subgraphs of mules. In each case, we assume that such a graph HCG appears as
an induced subgraph of a mule G. By the minimality of G, we can color G−H with ∆− 1
colors. If H can be colored regardless of which colors are forbidden by its colored neighbors
in G−H, then we can clearly extend this coloring to all of G.
Let G be a graph. A list assignment to the vertices of G is a function from V (G) to the
finite subsets of N. A list assignment L to G is good if G has a coloring c where c(v) ∈ L(v)
for each v ∈ V (G). It is bad otherwise. We call the collection of all colors that appear in L,
the pot of L. That is Pot(L) :=
⋃
v∈V (G) L(v). For a subgraph H of G we write PotH(L) :=⋃
v∈V (H) L(v). For S ⊆ Pot(L), let GS be the graph G [{v ∈ V (G) | L(v) ∩ S 6= ∅}]. We also
write Gc for G{c}. For f : V (G) → N, an f -assignment on G is an assignment L of lists to
the vertices of G such that |L(v)| = f(v) for each v ∈ V (G). We say that G is f -choosable
if every f -assignment on G is good.
3.1 Shrinking the pot
In this section we prove a lemma about bad list assignments with minimum pot size. Some
form of this lemma has appeared independently in at least two places we know of: Kierstead
[14] and Reed and Sudakov [24]. We will use the following lemma frequently throughout the
remainder of this paper.
Our approach to coloring a graph (particularly a join) will often be to consider nonadja-
cent vertices u and v and show that their lists contain a common color. By the pigeonhole
principle, this follows immediately when |L(u)| + |L(v)| > |Pot(L)|. Thus, it is convenient
to bound the size of |Pot(L)|. Intuitively, the lemma says that when we are trying to color
a graph G from a list assignment L, we may assume that |Pot(L)| < |G|.
Small Pot Lemma. Let f : V (G) → {1, . . . , |G| − 1}. If G is not f -choosable, then there
is a bad list assignment L such that |L(v)| = f(v) for all v ∈ V (G) and |Pot(L)| < |G|.
Proof. Fix G and f . Suppose to the contrary that G is not f -choosable, but that G has
an L-coloring whenever |L(v)| = f(v) for all v and |Pot(L)| < |G|. For any U ⊆ V and
any list assignment L, let L(U) denote
⋃
v∈U L(v). Let L be an f -assignment such that
|Pot(L)| ≥ |G| and G is not L-colorable. For each U ⊆ V , let g(U) = |U | − |L(U)|. Since
G is not L-colorable, Hall’s Theorem implies there exists U with g(U) > 0. Choose U to
maximize g(U). Let A be an arbitrary set of |G|−1 colors containing L(U). Construct L′ as
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follows. For v ∈ U , let L′(v) = L(v). Otherwise, let L′(v) be an arbitrary subset of A of size
f(v). Now |Pot(L′)| < |G|, so by hypothesis, G has an L′-coloring. This gives an L-coloring
of U . By the maximality of g(U), for W ⊆ (V \ U), we have |L(W ) \ L(U)| ≥ |W |. Thus,
by Hall’s Theorem, we can extend the L-coloring of U to all of V ; this contradicts the fact
that G is not L-colorable, and hence finishes the proof.
3.2 Degree choosability
Definition 5. Let G be a graph and r ∈ Z. Then G is dr-choosable if G is f -choosable
where f(v) = d(v)− r.
In the extended version of this paper [7], we characterize all graphs A∨B with |A| ≥ 2,
|B| ≥ 2 that are not d1-choosable. Since the proof of this characterization is lengthy, here
we only prove what is necessary for our main result.
Note that a vertex critical graph with χ = ∆ + 1 − r contains no induced dr-choosable
subgraph. Since we are working to prove the Borodin–Kostochka conjecture, we will focus
on the case r = 1 and primarily study d1-choosable graphs. For r = 0, we have the following
well known generalization of Brooks’ Theorem (see [2], [11], [18], [10] and [12]). A Gallai
tree is a graph all of whose blocks are complete graphs or odd cycles.
Classification of d0-choosable graphs. For any connected graph G, the following are
equivalent.
• G is d0-choosable.
• G is not a Gallai tree.
• G contains an induced even cycle with at most one chord.
Throughout Section 3, we will often extend a partial coloring by coloring greedily. By
this we mean that we consider the vertices in some order and color each vertex with a color
not already used on any of its neighbors. In particular, if L is a d0-list assignment and
each vertex in our order (except the last) has some neighbor later in the order, then we
can always greedily color all vertices but the last. When we color V (H1) greedily toward H2
(for some connected subgraphs H1 and H2 with H2 CH1), we order the vertices of H1 \H2
by nonincreasing distance from H2. At the time we consider each vertex v, it will have an
uncolored neighbor on a shortest path to H2, so we will have a color for v. Furthermore, if
L is a list assignment with |L(v)| ≥ d(v) for all v and |L(w)| > d(w) for some w, then we
can color greedily toward w and color w last.
We give a couple lemmas about d0-assignments that will be useful in our study of d1-
assignments. The following lemma was used in [18].
Lemma 3.1. Let L be a bad d0-assignment on a connected graph G and x ∈ V (G) a non-
cutvertex. Then L(x) ⊆ L(y) for each y ∈ N(x).
Proof. Suppose otherwise that we have c ∈ L(x)−L(y) for some y ∈ N(x). Coloring x with
c leaves at worst a d0-assignment L
′ on the connected H := G − x where |L′(y)| > dH(y).
But then we can complete the coloring, by coloring greedily toward y.
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The following lemma is similar to a special case of the Small Pot Lemma, but the key
difference is that here we need not assume that we have a bad d0-assignment with minimum
pot size.
Lemma 3.2. If L is a bad d0-assignment on a connected graph G, |Pot(L)| < |G|.
Proof. Suppose that the lemma is false and choose a connected graph G together with a
bad d0-assignment L where |Pot(L)| ≥ |G| minimizing |G|. Plainly, |G| ≥ 2. Let x ∈ G
be a noncutvertex (any end block has at least one). By Lemma 3.1, L(x) ⊆ L(y) for each
y ∈ N(x). Thus coloring x yields a bad d0-assignment of G − x with the pot decreased by
at most one, giving a smaller counterexample. This contradiction completes the proof.
Now we are able to characterize graphs A such that Kt ∨A is d1-choosable, when t ≥ 4.
Definition 6. A graph G is almost complete if ω(G) ≥ |G| − 1.
Lemma 3.3. For t ≥ 4, Kt ∨B is d1-choosable unless B is almost complete; or t = 4 and
B is E3 or K1,3; or t = 5 and B is E3.
Proof. Suppose the lemma is false and let t and B form a counterexample. Since B is
not almost complete, B contains either an independent set {x1, x2, x3} or two disjoint pairs
of nonadjacent vertices {x1, x2} and {x3, x4}. If B does not contain two disjoint pairs of
nonadjacent vertices, then (by possibly moving dominating vertices from B to Kt) we have
B = E3 and t ≥ 6. Thus it will suffice to prove that K6 ∨E3 is d1-choosable and that K4 ∨H
is d1-choosable where H is a spanning subgraph of C4. When the graph is larger, we can
greedily color all other vertices, since each will have at least two uncolored neighbors in the
clique.
Suppose G := K6 ∨E3 is not d1-choosable and let L be a bad d1-assignment on G
with |Pot(L)| minimum. By the Small Pot Lemma, |Pot(L)| ≤ 8. For every distinct pair
i, j ∈ {1, 2, 3}, we have |L(xi)| + |L(xj)| = 10 > |Pot(L)|, so each pair xi and xj have a
common color. Suppose there is some vertex y ∈ V (K6) and i ∈ {1, 2, 3} and color c such
that c ∈ L(xi) \ L(y). Now we can use c on xi, use a common color on the two remaining
xj’s, then finish greedily, ending with y. Thus, we have L(xi) ⊆ L(y) for all i and all y,
which implies that |Pot(L)| = 7. But then |L(x1)| + |L(x2)| + |L(x3)| = 15 > 2 |Pot(L)|,
so by the pigeonhole principle x1, x2, x3 share a common color c. We use c on x1, x2, x3 and
complete the coloring greedily to all of G, a contradiction.
Suppose G := K4 ∨H is not d1-choosable for some H a spanning subgraph of C4 and
let L be a bad d1-assignment on G with |Pot(L)| minimum. By the Small Pot Lemma,
|Pot(L)| ≤ 7. Let y be an arbitrary vertex in V (K4). If H contains at least two edges, then
|L(x1)|+ |L(x2)| ≥ 8 and |L(x3)|+ |L(x4)| ≥ 8. So L(x1)∩L(x2) 6= ∅. Color x1 and x2 with
a common color c1. If |L(y)− c1| = 5, then we can color x3 with some color c2 and x4 with
some color c3 so that |L(y)− c1− c2− c3| = 4 (since |L(x3)− c1|+ |L(x4)− c1| > |L(y)− c1|);
otherwise |L(y)− c1| = 6. In each case, we now finish greedily, ending with y.
Suppose H contains exactly one edge x1x3. Similar to the previous argument, L(x1) ∩
L(x2) = ∅; otherwise, use a common color on x1 and x2, possibly save a color on y via x3
and x4, then finish greedily. By symmetry, L(x1) = L(x3) = {a, b, c, d} and L(x2) = L(x4) =
{e, f, g}. Also by symmetry, a or e is missing from L(y). So color x1 with a and x2 and
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x4 with e and x3 arbitrarily; now finish greedily, ending with y. So instead H = E4. If a
common color appears on 3 vertices of S, use it there, then finish greedily. If not, then by
pigeonhole, at least 5 colors appear on pairs of vertices. Color two disjoint pairs, each with
a common color. Now finish the coloring greedily.
For characterizing graphs K3 ∨A which are d1-choosable, we would like to take a similar
approach to what we did in the previous lemma, but it does not quite work. When t ≥ 4,
each vertex v has |L(v)| ≥ dA(v) + 3. When t = 3, we only have |L(v)| ≥ dA(v) + 2. As a
result, we are not guaranteed as much overlap between lists of nonadjacent vertices in A. To
overcome this problem and guarantee a larger overlap among these lists, we need to improve
our upper bound on |Pot(L)|. In the next section we do this.
3.3 Shrinking the pot further
The Small Pot Lemma implies that if A∨B is not d1-choosable, then A∨B has a bad
d1-assignment L such that |Pot(L)| ≤ |A| + |B| − 1. In this section, we study conditions
under which we can assume |Pot(L)| ≤ |A| + |B| − 2. In the previous section, we charac-
terized graphs Kt ∨B which are d1-choosable when t ≥ 4 (in fact, the same proof shows
d1-choosability if the Kt is replaced by any connected graph with at least 4 vertices). Thus,
for the present section, the reader should keep in mind the case |A| = 3. In the following
section, our results here help us to find nonadjacent vertices with a common color, and
ultimately to characterize graphs K3 ∨B that are d1-choosable.
Lemma 3.4. Let A be a connected graph and B an arbitrary graph such that A∨B is not d1-
choosable. Let L be a bad d1-assignment on A∨B with |Pot(L)| minimum. If B is colorable
from L using at most |B| − 1 colors, then |Pot(L)| ≤ |A|+ |B| − 2.
Proof. To get a contradiction suppose that |Pot(L)| ≥ |A|+ |B| − 1 and that B is colorable
from L using at most |B| − 1 colors. If |PotA(L)| = |Pot(L)|, then coloring B with at most
|B|− 1 colors leaves at worst a d0-assignment L′ on A with |Pot(L′)| ≥ |A| (here d0 refers to
the degrees in A). Hence the coloring can be completed to A by Lemma 3.2, a contradiction.
Thus we may assume that |PotA(L)| ≤ |Pot(L)| − 1. Put S := Pot(L)−PotA(L). Since
S is nonempty, choose an arbitrary color c ∈ S. Let pi be a coloring of B from L using at
most |B| − 1 colors, and color B with pi. Now pi uses |B| − 1 colors on B, and none of these
colors are in S, for otherwise A has at worst a d−1-assignment. In other words, all vertices
of B are colored with distinct colors, except for one nonadjacent pair x, y.
If we can change the color of any vertex of B − x − y to some color in S, then again
A has at worst a d−1-assignment. Thus, by symmetry (between x and y), S ⊆ L(x) and
PotB−x(L)∩S = ∅; in particular, c ∈ L(x) \PotB−x(L). Since d(x) ≤ |A|+ |B| − 1, we have
|L(x)| ≤ |A|+ |B| − 2, so there is c′ ∈ Pot(L)− L(x). Consider the list assignment L′ on G
defined by L′(v) = L(v) for v 6= x and L′(x) = L(x)∪{c′}− {c}. By minimality of L, G has
an L′-coloring from which we get an L-coloring by using c on x, a contradiction.
To apply Lemma 3.4, in the next lemma we give a condition under which B can be
colored with at most |B| − 1 colors. In the lemma after that, we show that the condition
holds whenever B is not the disjoint union of at most two complete subgraphs.
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Lemma 3.5. Let A be a graph with |A| ≥ 2, B an arbitrary graph and L a d1-assignment
on A∨B. If B has an independent set I such that (|A| − 1) |I| +∑v∈I dB(v) > |Pot(L)|,
then B can be colored from L using at most |B| − 1 colors.
Proof. Suppose that B has an independent set I such that (|A| − 1) |I| + ∑v∈I dB(v) >
|Pot(L)|. Now
∑
v∈I
|L(v)| =
∑
v∈I
(d(v)− 1) = (|A| − 1)|I|+
∑
v∈I
dB(v) = (|A| − 1)|I|+
∑
v∈I
dB(v) > |Pot(L)|.
Hence we have distinct x, y ∈ I with a common color c in their lists. So we color x and
y with c. Since |A| ≥ 2, this leaves at worst a d−1-assignment on the rest of B. Completing
the coloring to the rest of B gives the desired coloring of B from L using at most |B| − 1
colors.
Lemma 3.6. Let G be a graph and I a maximal independent set in G. Then
∑
v∈I d(v) ≥
|G| − |I|. If I is maximum and ∑v∈I d(v) = |G| − |I|, then G is the disjoint union of |I|
complete graphs.
Proof. Each vertex in G − I is adjacent to at least one vertex in I. Hence ∑v∈I d(v) ≥
|G| − |I|.
Now assume I is maximum and
∑
v∈I d(v) = |G| − |I|. Then N(x) ∩N(y) = ∅ for every
distinct pair x, y ∈ I. Also, N(x) must be a clique for each x ∈ I, since otherwise we could
swap x out for a pair of nonadjacent neighbors and get a larger independent set. Since we
can swap x with any of its neighbors to get another maximum independent set, we see that
G has components {G[{v} ∪N(v)] | v ∈ I}.
Now we combine Lemmas 3.4–3.6.
Lemma 3.7. Let A be a connected graph with |A| = 3 and B a graph that is not the disjoint
union of at most two complete subgraphs. If A∨B is not d1-choosable, then A∨B has a bad
d1-assignment L such that |Pot(L)| ≤ |B|+ 1.
Proof. Suppose A∨B is not d1-choosable and let L be a bad d1-assignment on A∨B with
|Pot(L)| minimum. Then, by the Small Pot Lemma, |Pot(L)| ≤ |B|+ 2.
Let I be a maximum independent set in B. Since B is not the disjoint union of at most
two complete subgraphs, Lemma 3.6 implies that either
∑
v∈I d(v) > |B| − |I| or |I| ≥ 3. In
the first case, 2 |I|+∑v∈I d(v) > 2 |I|+ |B| − |I| ≥ 2 + |B| ≥ |Pot(L)|. In the second case,
2 |I|+∑v∈I d(v) ≥ 2 |I|+ |B| − |I| ≥ 3 + |B| > |Pot(L)|.
Thus by Lemma 3.5, B can be colored from L using at most |B| − 1 colors. But then we
are done by Lemma 3.4.
3.4 Joins with K3
In this section we investigate the d1-choosable graphs of the form K3 ∨B, where |B| ≥ 2.
Lemma 3.8. K3 ∨P4 is d1-choosable.
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Proof. Suppose otherwise, and let G be K3 ∨P4 and let L be a bad list assignment with
|Pot(L)|minimum. Now Lemma 3.7 implies that |Pot(L)| ≤ |P4|+1 = 5. Denote the vertices
of the P4 as y1, y2, y3, y4 in order. Note that |L(y1)| + |L(y3)| = 3 + 4 > |Pot(L)| + 1 and
|L(y2)|+ |L(y4)| = 4+3 > |Pot(L)|+1. Hence we have colors c1 6= c2 with c1 ∈ L(y1)∩L(y3)
and c2 ∈ L(y2) ∩ L(y4). We color the vertices in each pair with their respective colors and
finishing greedily on the K3.
y1
y2 y3
y4
Figure 5: The antipaw.
Lemma 3.9. K3 ∨ antipaw is d1-choosable.
Proof. Suppose not. We use the labeling of the antipaw given in Figure 5. Since the antipaw
is not a disjoint union of at most two complete graphs, Lemma 3.7 gives us a bad d1-
assignment L on K3 ∨ antipaw with |Pot(L)| ≤ 5. Note that |L(y1)| + |L(y4)| ≥ 6 and
|L(y2)|+ |L(y3)| ≥ 6. We must have |L(y1) ∩ L(y4)| = 1 and L(y1) ∩ L(y4) = L(y2) ∩ L(y3),
for otherwise we color each pair with a different color and finish greedily. But then we have
c ∈ L(y2) ∩ L(y3) ∩ L(y4) and after coloring y2, y3, y4 with c we can complete the coloring,
getting a contradiction.
Lemma 3.10. K3 ∨B is d1-choosable unless
(a) B is almost complete,
(b) B ∈ {Kt +K|B|−t, K1 +Kt +K|B|−t−1, E3 +K|B|−3}, or
(c) |B| ≤ 5 and B = E3 ∨K|B|−3.
Proof. Let K3 ∨B be a graph that is not d1-choosable and let B be none of the specified
graphs. Lemma 3.7 gives us a bad d1-assignment L on K3 ∨B with |Pot(L)| ≤ |B| + 1.
Furthermore, the proof of Lemma 3.7 shows that we can color B with at most |B|−1 colors.
In particular we have nonadjacent x, y ∈ V (B) and c ∈ L(x)∩L(y). Coloring x and y with c,
and removing c from the lists of their neighbors, leaves a list assignment L′ onD := B−{x, y}.
If c ∈ L′(z) for some z ∈ V (D), then {x, y, z} is independent and we can color z with c and
complete the coloring to get a contradiction. Hence Pot(L′) ⊆ Pot(L) − {c}, and thus
|Pot(L′)| ≤ |B|. If we can find any nonadjacent pair in D to receive a common color, then
we can finish the coloring greedily. Now the fact that all nonadjacent pairs in D must have
disjoint lists greatly restricts the possibilities for D.
Suppose, for a contradiction, that D is not the disjoint union of at most two complete
subgraphs. If α(D) ≥ 3, let J be a maximum independent set in D and set γ := 0. Otherwise
D contains an induced P3 abc and we let J = {a, c} and set γ := 1. (In this case J is a
maximum independent set, since α(D) = 2.)
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Lemma 3.6 implies that
∑
v∈J dD(v) ≥ |D| − |J | + γ. Since L is bad, we must have
|B| ≥ |Pot(L′)| ≥∑v∈J |L′(v)| ≥ 2 |J |+∑v∈J dD(v) ≥ 2 |J |+ |D|−|J |+γ ≥ |J |+ |D|+γ ≥
|J |+ |B| − 2 + γ.
Taking the first and last expressions in the chain of inequalities gives |J | ≤ 2 − γ, a
contradiction. Therefore D is indeed the disjoint union of at most two complete subgraphs.
We now consider the case that D is a complete graph and the case that D is the disjoint
union of two complete graphs.
First, suppose D is a complete graph. Now |D| ≥ 2, since B is not almost complete. Put
X := N(x)∩V (D) and Y := N(y)∩V (D). Suppose X−Y 6= ∅ and pick z ∈ X−Y . We have
|L(y)|+ |L(z)| ≥ d(y) + d(z)− 2 = dB(y) + dB(z) + 4 ≥ 0 + |B| − 2 + 4 = |B|+ 2 > |Pot(L)|.
By repeating the argument given above for B − {x, y}, we see that B − {y, z} is also the
disjoint union of at most two complete subgraphs. In particular, x is adjacent to all or none
of D−z. If all, then B is almost complete, if none then B contains an induced P4 or antipaw,
and both possibilities give contradictions by Lemmas 3.8 and 3.9. Hence X − Y = ∅.
By exchanging x and y in the argument above, Y − X = ∅, so X = Y . Since B is not
E2 +K|B|−2, |X| > 0. If X = V (D), then B is almost complete. If |V (D)−X| ≥ 2, then pick
w1, w2 ∈ V (D)−X. Now by considering degrees, we see that L(x)∩L(w1) and L(y)∩L(w2)
are both nonempty. Now we can color x, y, w1, w2 using only 2 colors, and then complete
the coloring. Hence, we must have |V (D)−X| = 1, so let {w} = V (D)−X. Now x and y
are joined to D − w and hence B is E3 ∨K|B|−3, a contradiction.
Thus D must instead be the disjoint union of two complete subgraphs D1 and D2. For
each i ∈ {1, 2}, put Xi := N(x) ∩ V (Di) and Yi := N(y) ∩ V (Di).
We know that Xi ∩ Yi = ∅, since otherwise we get a contradiction as above when γ = 1.
Suppose we have z1 ∈ V (D1) and z2 ∈ V (D2) such that L(z1) ∩ L(z2) 6= ∅. We must have
L(z1)∩L(z2) = L(x)∩L(y), for otherwise we color each pair with a different color and finish
greedily. Since no independent set of size three can have a color in common, the edges z1x
and z2y or z1y and z2x must be present. Using the same argument as for B −{x, y}, we see
that B − {z1, z2} is the disjoint union of at most two complete subgraphs. So each of x and
y is adjacent to all or none of each of V (D1 − z1) and V (D2 − z2). Thus, by symmetry, we
may assume that V (D1 − z1) ⊆ X1 and V (D2 − z2) ⊆ Y2.
If |D1| = |D2| = 1, then B is the disjoint union of two cliques, a contradiction. So, by
symmetry, we may assume that |D1| ≥ 2. Pick w ∈ V (D1 − z1). If x is not adjacent to z1,
then xwz1 is an induced P3 in B. Since X1 ∩ Y1 = ∅, this P3 together with y either induces
a P4 or an antipaw, contradicting Lemmas 3.8 and 3.9. Hence X1 = V (D1). Similarly,
if |D2| ≥ 2, then Y2 = V (D2) and B is the disjoint union of two complete subgraphs, a
contradiction. Hence D2 = {z2}. But z2 must be adjacent to y, so B is again the disjoint
union of two cliques, a contradiction.
Thus for every z1 ∈ V (D1) and z2 ∈ V (D2) we have L(z1) ∩ L(z2) = ∅. Suppose there
exist z1 ∈ V (D1) and z2 ∈ V (D2) such that z1 and z2 are each adjacent to at least one of x
and y. Then |L(z1)|+ |L(z2)| ≥ d(z1) + d(z2)− 2 ≥ dB(z1) + dB(z2) + 4 ≥ |B| − 4 + 2 + 4 =
|B|+ 2 > |Pot(L)|. Hence L(z1) ∩ L(z2) 6= ∅, a contradiction.
Thus, by symmetry, we may assume that there are no edges between D1 and {x, y}.
Since no vertex in D2 is adjacent to both x and y, only one of x or y can have neighbors in
D2 lest B contain an induced P4 contradicting Lemma 3.8. Without loss of generality, we
may assume that y has no neighbors in D2.
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Suppose that |D1| ≥ 2, |D2| ≥ 2, and there exists t ∈ D2 such that x and t are nonad-
jacent. Now choose u, v ∈ V (D1) and w ∈ V (D2) \ {t}. Now {v, w, y} is independent and
|L(v)|+ |L(w)|+ |L(y|) ≥ d(v) + d(w) + d(y)− 3 ≥ dB(v) + dB(w) + dB(y) + 6 ≥ |B|+ 2 >
|Pot(L)|. Hence either L(v)∩L(y) 6= ∅ or L(w)∩L(y) 6= ∅. Similarly, either L(u)∩L(x) 6= ∅
or L(t) ∩ L(x) 6= ∅. Thus, we can color 4 vertices using only 2 colors, and we can complete
the coloring. So now either |D1| = 1, |D2| = 1, or D2 ⊂ N(x).
If |D2| = 1, then either B = K1 + K2 + K|B|−3 or else B = E3 + K|B|−3, both of
which are forbidden. Similarly, if |D1| = 1 and x is adjacent to all or none of D2, then
B = K1 + K1 + K|B|−2 or E3 + K|B|−3. Finally, if x is adjacent to some, but not all of D2,
then B contains an antipaw. By Lemma 3.9, this is a contradiction.
3.5 Joins with K2 and E2
Lemma 3.11. A∨E2 is d1-choosable if A is connected, incomplete and |A| ≥ 4.
Proof. Suppose not and let L be a bad d1-assignment on A∨E2 with |Pot(L)| minimum.
By the Small Pot Lemma we know |Pot(L)| ≤ |A|+ 1. Let x1 and x2 be the vertices in E2.
Then |L(x1)| + |L(x2)| = d(x1) + d(x2)− 2 = 2 |A| − 2 > |Pot(L)| since |A| ≥ 4. Hence we
can color x1 and x2 the same and Lemma 3.4 shows that |Pot(L)| ≤ |A|. Hence x1 and x2
have at least 2 |A| − 2− |A| = |A| − 2 colors in common. Each such color c must appear in
every list in A, for otherwise we color x1 and x2 with c and then greedily color toward the
y ∈ A with c 6∈ L(y).
If α(A) ≥ 3, then coloring a maximum independent set all with the same color leaves
an easily completable list assignment. Also, if A contains two disjoint pairs of nonadjacent
vertices, then we may color each pair with a different color (there are at least |A|−2 ≥ 2 colors
appearing on all vertices) and again complete the coloring. Hence A is almost complete.
Let c1 and c2 be different colors appearing on all vertices. Choose z ∈ V (A) such that
A − z is complete. Since A is incomplete, we have w ∈ V (A − z) nonadjacent to z. Also,
as A is connected we have w′ ∈ V (A − z) adjacent to z. Color x1 and x2 with c1 and w
and z with c2 to get a list assignment L
′ on D := A − {w, z} where |L′(v)| ≥ dD(v) for all
v ∈ V (D) and |L′(w′)| > dD(w′). Now the coloring can be completed, a contradiction.
Lemma 3.12. E2 ∨ 2P3 is d1-choosable.
Proof. Suppose otherwise. Let the E2 have vertices x1 and x2 and the two P3s have vertices
y1, y2, y3 and y4, y5, y6. By the Small Pot Lemma, we have a bad d1-assignment on E2 ∨ 2P3
with |Pot(L)| ≤ 7. Since |L(x1)| + |L(x2)| = 10 ≥ |Pot(L)| + 3, we have three different
colors c1, c2, c3 ∈ L(x1) ∩ L(x2). Coloring both x1 and x2 with any ci leaves at worst a
d0-assignment on the 2P3. If ci 6∈ L(y1) ∩ L(y2) ∩ L(y3) and ci 6∈ L(y4) ∩ L(y5) ∩ L(y6)
for some i, then we can complete the coloring. Thus, without loss of generality, we have
{c1, c2} ⊆ L(y1)∩L(y2)∩L(y3) and c3 ∈ L(y4)∩L(y5)∩L(y6). Color y1 and y3 with c1 and
y4 and y6 with c3. Then we can easily complete the coloring on the rest of the 2P3. We have
used at most 4 colors on the 2P3 and hence we can complete the coloring.
Lemma 3.13. E2 ∨B is d1-choosable if B is not the disjoint union of complete subgraphs
and at most one P3.
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Proof. Suppose we have B such that E2 ∨B is not d1-choosable. By Lemma 3.12, B has
at most one incomplete component. Suppose we have an incomplete component C and let
y1y2y3 be an induced P3 in C. If C 6= P3, then |C| ≥ 4 and Lemma 3.11 gives a contradiction.
Hence C = P3.
y1
y2 y3
y4 y5
(a) The chair.
y1
y2 y3
y4 y5
(b) The antichair.
Figure 6: Labelings of the chair and the antichair.
Lemma 3.14. K2 ∨C4 and K2 ∨ antichair are d1-choosable.
Proof. K2 ∨C4 = E2 ∨E2 ∨K2 which is d1-choosable by Lemma 3.11.
Suppose G := K2 ∨ antichair is not d1-choosable. We use the labeling of the antichair
given in Figure 6b. Let L be a bad d1-assignment on G with |Pot(L)| minimum. By the
Small Pot Lemma, we have |Pot(L)| ≤ 6. We have |L(y2)| + |L(y5)| = d(y2) + d(y5) − 2 =
5 + 4 − 2 = 7 > |Pot(L)|. Hence we may color y2 and y5 the same and finish coloring
the antichair greedily. By Lemma 3.4, we conclude |Pot(L)| ≤ 5. Now |L(y1)| + |L(y3)| =
d(y1) + d(y3) − 2 = 3 + 5 − 2 = 6 > |Pot(L)|. Since y2 and y5 have at least two colors
in common and y1 and y3 have at least one color in common, we can color the pairs with
different colors and complete the coloring greedily to all of G, a contradiction.
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