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Résumé Nous définissons et étudions les dévissages des F -complexes de
D-modules arithmétiques en F -isocristaux surconvergents. Nous prouvons
que les F -complexes surholonomes sont dévissables en F -isocristaux sur-
convergents. On établit ensuite une formule cohomologique, étendant celle
d’Étesse et Le Stum, des fonctions L associées aux duaux des F -complexes
de D-modules arithmétiques dévissables en F -isocristaux surconvergents.
Puis, nous obtenons un analogue p-adique de Weil II généralisant celui de
Kedlaya.
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Introduction
Soient X un schéma lisse sur le corps des complexes et DX l’anneau
des opérateurs différentiels surX. Pour tout DX -module (toujours à gauche
par défaut) holonome E, il existe un ouvert dense sur lequel E devient OX -
cohérent. Plus généralement, si E est un complexe de DX-modules à co-
homologie bornée et holonome, il existe une partition de X = ∪rXr en
sous-schémas lisses telle que la restriction de E sur chaque strate Xr soit
à cohomologie OXr -cohérente. On remarque qu’un analogue l-adique est
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le dévissage au dessus d’une stratification d’un faisceau constructible en
faisceaux lisses.
Le but de ce travail est de fournir un analogue p-adique de ce dévissage.
Précisons d’abord celui-ci.
Soient V un anneau de valuation discrète complet d’inégales caractéris-
tiques (0, p), de corps résiduels k, de corps des fractions K , P un V-schéma
formel lisse, P sa fibre spéciale, T un diviseur de P et U l’ouvert de P com-
plémentaire de T . Berthelot a construit le faisceau des opérateurs différen-
tiels d’ordre infini et de niveau fini sur P à singularités surconvergentes le
long de T , D†
P
(†T )Q (voir [Ber96a]). Ce faisceau est l’analogue p-adique
de DU . Pour illustrer ce fait, rappelons qu’il existe un foncteur canonique
pleinement fidèle de la catégorie des (F -)isocristaux sur U surconvergent le
long de T dans celle des (F -)D†
P
(†T )Q-modules cohérents ([Ber96a, 4.4.5]
et [Ber00]).
Berthelot conjecture que l’image essentielle des F -isocristaux sur U
surconvergent le long de T est incluse dans celle des F -D†
P,Q-modules
holonomes (pour la structure induite par l’extension D†
P,Q → D
†
P
(†T )Q).
Réciproquement, soit E un F -D†
P,Q-module holonome. Il existe alors un
diviseur TE de P tel que la « restriction » (avec le sens de [Car04c, 2.2.6])
de E en dehors de TE soit un F -isocristal sur P \ TE surconvergent le long
de TE.
Pour donner un sens aux dévissages de F -complexes de D-modules
arithmétiques, il s’agit dans un premier temps d’exprimer, avec le langage
des D-modules arithmétiques, un analogue p-adique des « DY -modules
OY -cohérents », où Y est un schéma lisse sur le corps des complexes. Or,
les « F -isocristaux surconvergents sur Y », avec Y un k-schéma séparé et
lisse, forment de manière conjecturale cet analogue p-adique.
Pour valider cette analogie, il suffirait de construire un foncteur pleine-
ment fidèle de la catégorie des F -isocristaux surconvergents sur Y dans
celle des F -D-modules arithmétiques « sur Y ». Comme on vient de le voir,
un tel foncteur existe déjà lorsque Y est la fibre spéciale de l’ouvert (com-
plémentaire d’un diviseur) d’un V-schéma formel propre et lisse. L’étude
du cas général fait l’objet de ce travail. Voici en gros le résultat obtenu.
Nous prouvons que, pour tout k-schéma lisse Y , il existe un ouvert
dense Y˜ de Y et un foncteur canonique (explicite) pleinement fidèle de
la catégorie des F -isocristaux surconvergents sur Y˜ dans celle des F -D-
modules arithmétiques sur Y˜ . Ainsi, cette construction est « générique-
ment » résolue.
Cela suffit ensuite à définir convenablement les « F -complexes de D-
modules arithmétiques dévissables en F -isocristaux surconvergents ».
L’intérêt fondamental de ces dévissages est de ramener l’étude des F -
complexes de D-modules arithmétiques dévissables à celle des F -isocristaux
surconvergents. Voici un exemple d’une telle application.
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Deligne a défini la notion de « faisceaux constructibles (pour la topolo-
gie étale l-adique) de poids mixte » (voir [Del80]) et a prouvé que le i-
ième espace de cohomologie de l’image directe extraordinaire d’un fais-
ceau mixte de poids ≤ n est un faisceau mixte de poids ≤ n + i. Un tel
résultat est nommé « Weil II » en raison des conjectures de Weil qui en
découlent. Or, Kedlaya a prouvé un analogue p-adique de Weil II pour les
F -isocristaux surconvergents ([Kedb]). Nous en déduisons alors par dévis-
sage un analogue p-adique de Weil II pour les F -complexes de D-modules
arithmétiques dévissables.
Décrivons à présent le contenu des différentes parties de ce travail. Dans
une première partie, nous étudions les D-modules arithmétiques sur les V-
schémas formels faibles lisses. Nous comparons alors l’image directe, l’im-
age inverse extraordinaire et le foncteur cohomologique local avec ceux
définis sur les V-schémas formels déduits par complétion.
Soient P † un V-schéma formel faible lisse, P sa fibre spéciale, P son
complété p-adique, T un diviseur de P , U † l’ouvert de P † complémentaire
de T , Y † →֒ U † une immersion fermée de V-schémas formels faibles et Y
la fibre spéciale de Y †. On suppose en outre Y † affine et lisse. Nous termi-
nons ce chapitre par la construction et l’étude d’un foncteur canonique de
la catégorie des isocristaux surconvergents sur Y dans celle des D†
P
(†T )Q-
modules cohérents à support dans l’adhérence de Y dans P . Avant de
passer à la deuxième partie qui s’intéresse à une construction inverse, sig-
nalons que ce premier travail s’inspire de la théorie des D-modules arith-
métiques élaborée par Mebkhout et Narváez-Macarro ([MNM90]) ainsi que
du théorème de comparaison de Noot-Huyghe ([NH03]).
Soient X un sous-schéma fermé d’un V-schéma formel propre et lisse
P, T un diviseur de P , tel que Y := X \ T soit lisse. Dans une deuxième
partie, nous construisons, une sous-catégorie pleine de celle des F -D†
P
(†T )Q-
modules cohérents à support dans X. Nous nommerons (voir 2.2.16) ses
objets « F -isocristaux surcohérents sur Y » (cette catégorie ne dépend que
de Y ). On construit ensuite un foncteur pleinement fidèle de la catégorie des
F -isocristaux surcohérents sur Y dans celle des F -isocristaux surconver-
gents sur Y . Lorsque Y satisfait certaines propriétés géométriques, celles-
ci étant au moins validées sur un ouvert dense de Y , on obtient en fait,
via les deux foncteurs précédemment construits, des équivalences de caté-
gorie quasi-inverses entre les F -isocristaux surcohérents sur Y et les F -
isocristaux surconvergents sur Y .
Dans une dernière partie, nous définissons les « F -complexes de D-
modules arithmétiques dévissables en F -isocristaux surconvergents ». Puis,
nous décrivons une condition suffisante pour obtenir un tel dévissage. On
en tire en particulier que les F -complexes surholonomes (voir [Car]) se
dévissent en F -isocristaux surconvergents.
Il faut souligner qu’une des conjectures de Berthelot sur la stabilité de
l’holonomie ([Ber02, 5.3.6.D]) implique l’équivalence entre « surholonomie »
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et « holonomie », et entraîne également celle entre « F -complexes déviss-
ables » et « F -complexes holonomes ».
On termine ce travail en étendant quelques propriétés, notamment les
formules cohomologiques des fonctions L et « Weil II », des F -isocristaux
surconvergents aux F -complexes de D-modules arithmétiques dévissables.
Notations La lettre V désignera un anneau de valuation discrète complet,
de corps résiduel parfait k de caractéristique p > 0, de corps de fractions
K de caractéristique 0, d’idéal maximal m et π une uniformisante. Les V-
schémas formels seront notés par des lettres calligraphiques ou gothiques et
leur fibre spéciale par les lettres romanes correspondantes. De plus, s ≥ 1
sera un entier naturel et F la puissance s-ième de l’endomorphisme de
Frobenius. Les modules sont par défaut des modules à gauche. Si E est un
faisceau abélien, EQ désignera E⊗Z Q.
Si f : X′ → X est un morphisme de V-schémas formels lisses, f0 (ou
f ) : X ′ → X sera le morphisme induit. Lorsque T et T ′ sont respec-
tivement des diviseurs de X et X ′ tels que f(X ′ \ T ′) ⊂ X \ T , nous
désignerons par f !T ′,T et fT,T ′,+ les foncteurs image inverse extraordinaire,
image directe par f (voir [Ber02, 3.4, 3.5, 4.3] et [Car03, 1.1.5]) à singu-
larités surconvergentes le long de T et T ′. Pour ne pas les confondre avec
d’autres opérations cohomologiques analogues, il nous arrivera d’ajouter le
symbole † à ceux-ci. Si T ′ = f−1(T ), on les notera f !T et fT,+, ou sim-
plement f ! et f+. Les produits tensoriels externes et internes seront notés
respectivement
L†
⊠ et
L†
⊗ ([Ber02, 4.3]). En outre, si Z est un sous-schéma
fermé de X, RΓ †Z désignera le foncteur cohomologique local à support
strict dans Z (au sens de [Car04c, 2.2.6]) et (†Z) le foncteur restriction
([Car04c, 2.2.6]). Si T ′ ⊂ T sont deux diviseurs de X, on notera abusive-
ment (†T ) à la place de (†T, T ′).
Pour tout diviseur T de X, nous désignerons par DX,T ou DT , le fonc-
teur dual D†X(†T )Q-linéaire (voir [Vir00, I.3.2] pour la définition des fonc-
teurs duaux). Dans la catégorie des F -complexes de D†
P
(†T )Q-modules à
cohomologie cohérente et bornée, on note D∗T le foncteur DT (−)⊗OX(†T )Q
DT (OX(
†T )Q)
∨
, où ∨ désigne le dual OX(†T )Q-linéaire. On dispose d’un
isomorphisme D∗T→˜DT dans la catégorie des complexes de D
†
P
(†T )Q-
modules à cohomologie cohérente et bornée, ce dernier n’étant pas à priori
compatible à Frobenius (voir [Car04b]).
Enfin, si aucune confusion n’est à craindre, il nous arriva d’omettre le
foncteur canonique lim
−→
: LD
−→
b
Q,qc(D̂
(·)
X (T )) → D(D
†
X,Q(
†T )) (voir [Ber02,
4.2.2] lorsque le diviseur est vide, mais la construction est analogue).
Si T est l’ensemble vide, nous omettrons de l’indiquer dans toutes ses
opérations. Sauf mention contraire, on supposera (sans nuire à la généralité)
les k-schémas réduits.
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1. Isocristaux surconvergents sur les schémas affines et lisses
1.1. D-modules sur les V-schémas formels faibles lisses
On appellera V-algèbre f.c.t.f, une V-algèbre commutative faiblement
complète de type fini, i.e., un quotient de V[t1, . . . , td]†. Une V-algèbre
f.c.t.f. est munie de la topologie p-adique. Un morphisme d’algèbres f.c.t.f.
est une application entre deux V-algèbres f.c.t.f. qui est un morphisme d’an-
neaux (unitaires). Un morphisme de V-algèbres f.c.t.f. est donc toujours
continu. Si A→ B et A→ C sont deux morphismes de V-algèbres f.c.t.f.,
le complété faible de B ⊗A C sera noté B ⊗†A C . Comme le morphisme
canonique B ⊗V A → B ⊗A C est surjectif, on vérifie que la V-algèbre
B ⊗†A C est f.c.t.f.
Soit A une V-algèbre f.c.t.f. On note A0 = A/πA et, pour tout f ∈ A,
f désigne l’image de f dans A0 et A[f ], la complétion faible de Af . Suiv-
ant Meredith le schéma formel faible affine associé à A, noté Spff(A), est
l’espace annelé dont l’espace topologique sous-jacent correspond à X0 =
SpecA0 (cet ensemble est aussi égal à celui des idéaux premiers ouverts
de A) et dont les sections du faisceau structural OX sur un ouvert principal
Xf , avec f ∈ A, coïncident avec A[f ] (voir [Mer72]). On notera D(f)
l’ouvert de Spff(A) dont l’espace topologique est X0f . Les ouverts de la
forme D(f) seront dits principaux. Nous disposons du théorème de type A
([Mer72, 3.3]) sur X = Spff (A) : les foncteurs M 7→ M˜ := OX ⊗A M
et M 7→ Γ (X,M) sont des équivalences quasi-inverses entre la catégorie
des OX-modules cohérents et celle des A-modules de type fini. En outre,
on bénéficie du théorème de type B ([Mer72, 2.14]) : pour tout OX -module
cohérent M, pour tout entier i > 0, H i(X,M) = 0.
Soit P un idéal ouvert de A. On pose A[P] = lim
−→f 6∈P
A[f ] (le système
inductif est filtrant). Celui-ci est muni de l’idéal PA[P] = lim
−→f 6∈P
PA[f ].
Pour tout f 6∈ P, PA[f ]/πA[f ]→˜ (P/πA)f 6= (A0)f . Cela entraîne que
PA[f ] 6= A[f ] et a fortiori PA[P] 6= A[P] (on vérifie que 1 6∈ PA[P]). La
proposition qui suit, analogue à [Gro60, 0.6.7.17], précise ce dernier fait.
Proposition 1.1.1 L’anneau A[P] est local et d’idéal maximal PA[P]. De
plus, son corps résiduel est isomorphe au corps des fractions de A/P.
Démonstration. Soit x un élément de A[P] n’appartenant pas à PA[P].
Pour établir la première assertion, il s’agit de vérifier que x est inversible.
Il existe f 6∈ P tel que x provienne d’un élément y de A[f ]. Par hy-
pothèse, l’image canonique y de y sur A[f ]/πA[f ]→˜ (A0)f n’appartient
pas à (P/πA)f . Cela implique donc que y = a/f
r
, où a ∈ A \P et r ∈ N
Ainsi, g := af 6∈ P et l’image canonique de y sur (A0)g est inversible.
Comme πA[g] est inclus dans l’idéal de Jacobson de A[g], il en découle
que l’image canonique de y sur A[g] est inversible. L’élément x est par
conséquent inversible.
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Soit S = Â\P̂. En vertu de [Gro60, 0.6.7.17], Â{S} est un anneau local
d’idéal maximal P̂Â{S}. L’homomorphisme canonique A[P] → Â{S} est
local. Il induit un morphisme A[P] → Â{S}/P̂Â{S}←˜Frac(A/P) (l’i-
somorphisme se prouve grâce à [Gro60, 0.6.7.17] et via A/P→˜ Â/P̂Â).
Un élément de Frac(A/P) provient aisément d’un élément de A[P], i.e.,
ce dernier homomorphisme est surjectif. D’où l’isomorphisme de corps
résiduels : A[P]/PA[P]→˜ Â{S}/P̂Â{S}. ⊓⊔
1.1.2. Soient φ : A→ B un morphisme de V-algèbres f.c.t.f., (X,OX ) :=
Spff A et (Y,OY ) := Spff B. L’image inverse par φ d’un idéal premier
ouvert est un idéal premier ouvert. On obtient un morphisme d’espaces
topologiques aφ : Y → X. Pour tout élément f de A, on dispose d’un
morphisme canonique A[f ] → B[φ(f)] et, pour tout multiple f ′ de f , du
diagramme commutatif :
A[f ] //

B[φ(f)]

A[f ′] // B[φ(f ′)].
Comme aφ−1D(φ(f)) = D(f), ces homomorphismes définissent donc un
homomorphisme de faisceaux d’anneaux φ˜ : OX → aφ∗OY . On a donc
construit un morphisme (aφ, φ˜) : Spff B → Spff A d’espaces annelés. De
plus, pour tout idéal premier Q de B, on dispose d’un homomorphisme
d’anneaux locaux A[φ−1(Q)] → B[Q]. L’homomorphisme (aφ, φ˜) est ainsi
un homomorphisme d’espaces localement annelés. Via la proposition ci-
après, ils sont tous de cette forme.
Proposition 1.1.3 Soient A et B deux V-algèbres f.c.t.f. et soient X =
Spff A, Y = Spff B. Pour qu’un morphisme u = (ψ, θ) : Y → X d’es-
paces annelés soit de la forme (aφ, φ˜), où φ est un homomorphisme d’an-
neaux A→ B, il faut et il suffit que u soit un morphisme d’espaces locale-
ment annelés.
Démonstration. Par le truchement de 1.1.1, on reprend les arguments de
[Gro60, 10.2.2]. ⊓⊔
Définition 1.1.4. Un V-schéma formel faible est un espace localement an-
nelé en V-algèbres (X,OX ) localement isomorphe à un V-schéma formel
faible affine (voir [Mer72]). On pourra le noter X. Pour tout entier i, le
V/πi+1V-schéma induit par réduction modulo πi+1 sera noté Xi. De plus,
X̂ ou X désignera le V-schéma formel déduit par complétion p-adique de
X.
Un morphisme f : Y → X de V-schémas formels faibles est un mor-
phisme d’espaces localement annelés. On pose fi : Yi → Xi et fˆ : Y → X
les morphismes induits. Par abus de notations, on pourra parfois les noter
f . Un tel morphisme est dit lisse (resp. étale) si pour tout i, les fi sont
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des morphismes lisses (resp. étales). Enfin, f est séparé lorsque f0 est sé-
paré. Un V-schéma formel faible X est séparé si son morphisme structural
X → Spff V l’est. Les propriétés usuelles des morphismes séparés restent
valables.
Soit Y un ouvert de l’espace topologique sous-jacent à un V-schéma
formel faible X. On munit Y de la structure canonique de V-schéma formel
faible en posant par abus de notations Y := (Y,OX |Y ). De plus, on dispose
d’un morphisme canonique Y → X. Le composé d’un tel morphisme avec
un isomorphisme sera nommé immersion ouverte. On appelle ouvert affine
de X, un ouvert de Y induisant un V-schéma formel faible affine. Nous
nous écartons de la terminologie de Meredith qui les nomme « affine wf
open » afin de les démarquer des ouverts affines de X0 ([Mer72, 4]).
Un morphisme f : Y → X de V-schémas formels faibles est dit affine
si, pour tout ouvert affine X ′ de X, f−1(X ′) est un ouvert affine de Y .
Proposition 1.1.5 Soient Y un V-schéma formel faible, X = Spff A un
V-schéma formel faible affine d’anneau A. Il existe une correspondance
biunivoque canonique entre les morphismes de V-schémas formels faibles
de la forme Y → X et les homomorphismes d’anneaux de la forme de
A→ Γ (Y,OY ).
Démonstration. De manière analogue à [Gro60, 2.2.4 ou 10.4.6], cela ré-
sulte de 1.1.3. ⊓⊔
Proposition 1.1.6 La catégorie des V-schémas formels faibles possède des
produits fibrés.
Démonstration. Le cas affine se déduit de [MW68, 1.5] : siA→ B etA→
C sont deux morphismes de V-algèbres f.c.t.f., le schéma faiblement formel
Spff (B)×Spff (A)Spff (C) := Spff (B⊗
†
AC) vérifie la propriété universelle
des produits fibrés. Pour le cas général, on procède par recollement (de
manière analogue au cas des schémas : voir [Gro60]). ⊓⊔
Passons maintenant aux immersions fermées. Afin d’y voir plus clair, la
proposition suivante est utile.
Proposition 1.1.7 Soient X un V-schéma formel faible et I un idéal co-
hérent de OX . Si Y est le support (fermé) de OX/I, l’espace topologique
annelé (Y, (OX/I)|Y ) est un V-schéma formel faible.
Démonstration. Comme OX est un anneau cohérent, OX/I est cohérent
et donc d’après [Gro60, 0.5.2.2], le support Y est bien un fermé de X.
La proposition est locale. Supposons X = Spff A. Grâce au théorème
de type A pour les OX -modules cohérents, en notant I := Γ (X, I), le
morphisme canonique I ⊗A OX → I est un isomorphisme. On obtient
A/I ⊗A OX→˜OX/I. Prouvons maintenant que l’on dispose d’un isomor-
phisme canonique (Y, (A/I ⊗AOX)|Y )→˜Spff A/I . Il s’agit alors de véri-
fier que l’on dispose, pour tout f ∈ A et tout g ∈ A multiple de f , d’un
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isomorphisme canonique A/I ⊗A A[f ]→˜A/I[f ] induisant le diagramme
commutatif
A/I ⊗A A[f ] //
∼
A/I ⊗A A[g]
∼
A/I[f ] // A/I[g],
où f, g ∈ A/I sont les images canoniques respectives de f et g.
L’épimorphisme Af ։ (A/I)f induit le suivant (Af )† ։ ((A/I)f )†
puisA/I⊗A(Af )† ։ ((A/I)f )
†
. La fonctorialité en f de ce dernier est im-
médiate. Il reste à s’assurer de son injectivité ce qui résulte du diagramme
commutatif
A/I ⊗A (Af )
† //
 _

((A/I)f )
†
 _

A/I⊗̂A(Af )
† ∼ // ((A/I)f )
∧,
dont les flèches verticales sont injectives et celle du bas est un isomor-
phisme. On a ainsi prouvé Spff A/I→˜ (Y, (OX/I)|Y ). ⊓⊔
Soit I un idéal cohérent de OX . On dispose d’un morphisme canon-
ique (Y, (OX/I)|Y ) → (X,OX ). De plus, avec la preuve de 1.1.7, on
vérifie que lorsque X = Spff A et I := Γ (X, I), ce morphisme cor-
respond via 1.1.3 au morphisme canonique A → A/I . En particulier,
(Y, (OX/I)|Y )→ (X,OX ) est affine.
Définition 1.1.8. On appelle sous-V-schéma formel faible fermé d’un V-
schéma formel faible X tout V-schéma formel faible (Y, (OX/I)|Y ), où
I est un idéal cohérent de OX ; on dit que celui-ci est le sous-V-schéma
formel faible fermé défini par I.
Un morphisme f : Y → X de V-schémas formels faibles est une « im-
mersion fermée » s’il se factorise en Y g→ X ′ u→ X, où X ′ est un sous-
V-schéma formel fermé de X et g est un isomorphisme. Une immersion
fermée est un morphisme affine.
1.1.9. De manière analogue à [Gro60, 10.14.4], on a la caractérisation
suivante d’une immersion fermée. Soit f : Y → X un morphisme de V-
schémas formels faibles, et soit (Xα) un recouvrement de f(Y ) par des
ouverts affines de X, tels que les f−1(Xα) soient des ouverts affines de Y .
Pour que f soit une immersion fermée, il faut et il suffit que f(Y ) soit une
partie fermée de X et que, pour tout α, l’homomorphisme Γ (Xα,OX) →
Γ (f−1(Xα),OY ), induit via 1.1.3 par la restriction de f à f−1(Xα), soit
surjective.
Remarques 1.1.10 Soient X et Y deux schémas formels faibles affines. Si
X est lisse et si f0 : Y0 → X0 est un morphisme de k schémas, alors il
existe un morphisme Y → X de V-schémas formels faibles relevant f0. En
effet, puisque X est lisse, il existe un relèvement Ŷ → X̂ de f0. On conclut
ensuite en vertu de [vdP86, 2.4.3].
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Proposition 1.1.11 (i) Si f : Z → Y et g : Y → X sont des immersions
fermées de V-schémas formels faibles, g ◦ f est une immersion fermée.
(ii) Soient X, Y , Z trois V-schémas formels faibles, f : Y → X une
immersion fermée et Z → X un morphisme. Le morphisme Y ×X Z → Z
est une immersion fermée.
(iii) Soient X un V-schéma formel faible, f : Y → Y ′ et g : Z → Z ′
des X-morphismes qui soient des immersions fermées, alors f×X g est une
immersion fermée.
Démonstration. Soient A → C un morphisme de V-algèbres f.c.t.f., I un
idéal de A et B := A/I . L’algèbre B⊗A C est une V-algèbre f.c.t.f. Ainsi,
C/IC→˜B ⊗A C→˜B ⊗
†
A C . Avec cette remarque, la preuve est analogue
à [Gro60, 10.14.5] ⊓⊔
La proposition qui suit donne des exemples d’immersions fermées.
Proposition 1.1.12 Soient f : Z → Y et g : Y → X des morphismes
de V-schémas formels faibles. Si g est séparé alors le graphe de f , Γf =
(1, f)X : Z → Z ×X Y , est une immersion fermée.
Démonstration. Analogue à [Gro60, 10.15.4]. ⊓⊔
Définition 1.1.13. Une « immersion » est le composé d’une immersion fer-
mée suivi d’une immersion ouverte.
Proposition 1.1.14 (i) Si f : Z → Y et g : Y → X sont des immersions
de V-schémas formels faibles, g ◦ f est une immersion.
(ii) Soient X, Y , Z trois V-schémas formels faibles, f : Y → X une
immersion et Z → X un morphisme. Le morphisme Y ×X Z → Z est une
immersion.
(iii) Soient X un V-schéma formel faible, f : Y → Y ′ et g : Z → Z ′ des
X-morphismes qui soient des immersions, alors f×X g est une immersion.
Démonstration. Traitons d’abord (i). Soient j : Z → Y une immersion
ouverte et u : Y → X une immersion fermée. L’image de Z par j est un
ouvert de Y . Il existe donc un ouvert X ′ de X tel que u−1(X ′) = j(Z).
En notant u′ : j(Z) → X ′ l’immersion fermée induite par u, u ◦ j se
décompose en Z j→ j(Z) u
′
→ X ′ ⊂ X. Ainsi, u ◦ j est le composé d’une
immersion fermée suivi d’une immersion ouverte. Les assertions (ii) et (iii)
découlent de 1.1.11. ⊓⊔
Proposition 1.1.15 Soit f : X → Y un morphisme de V-schémas formels
faibles. Le morphisme canonique δ = (1, 1)Y : X → X ×Y X est une
immersion. On l’appellera « l’immersion diagonale ».
Démonstration. Soient (Xα) et (Yα) des recouvrements respectifs de X et
Y par des ouverts affines tels que f se factorise par Xα → Yα. Par con-
struction du produit fibré X ×Y X, Xα ×Yα Xα est un ouvert de X ×Y X
et δ−1(Xα ×Yα Xα) = Xα. Notons alors Y ′ l’ouvert de Y réunion des
Xα ×Yα Xα. Le morphisme δ se factorise alors en un morphisme δ′ :
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X → Y ′. D’après la caractérisation 1.1.9 des immersions fermées, pour
prouver que δ′ est une immersion fermée, il suffit de vérifier que les homo-
morphismes canoniques Γ (Xα,OXα) → Γ (Xα×YαXα,OXα×YαXα) sont
surjectifs, ce qui est immédiat.
⊓⊔
Corollaire 1.1.16 Soient f : X → S, g : Y → S et φ : S → T des
morphismes de V-schémas formels faibles. Le morphisme canonique X×S
Y → X ×T Y induit par φ est une immersion. En particulier, lorsque
S = Y , le graphe de f , X → X ×T Y , est une immersion.
Démonstration. Cela résulte de X×S Y →˜S×(S×TS) (X×T Y ), de 1.1.15
et du fait que les immersions fermées sont stables par changement de base
(1.1.14). ⊓⊔
1.1.17. Soit X un V-schéma de type fini. Meredith ([Mer72, 4]) construit
le faisceau O†X de la façon suivante : si U ⊂ V ⊂ X sont des ouverts
affines deX, alors Γ (U,O†X) := Γ (U,OX)† et Γ (V,O
†
X )→ Γ (U,O
†
X) est
le morphisme canonique induit par Γ (V,OX) → Γ (U,OX) via [MW68,
1.5]. En notant X† l’espace topologique de X0 = X ×SpecV Spec (k),
on vérifie que l’espace annelé (X†,O†X) est un V-schéma formel faible et
que l’on dispose d’un morphisme canonique (X†,O†X) → (X,OX ), qu’il
appelle complétion faible de (X,OX ). Par abus de notation, on écrira X†
à la place de (X†,O†X). On vérifie de plus que l’application X 7→ X†
induit canoniquement (via [MW68, 1.5]) un foncteur de la catégorie des
V-schémas de type fini dans celle des V-schémas formels faibles.
Définition 1.1.18. Soit U un V-schéma formel faible. On dit que U a des
coordonnées locales s’il existe un morphisme étale U → Ad†
V
. Les sections
t1, . . . , td induites via ce morphisme par X1, . . . ,Xd seront appelés coor-
données locales.
Remarques 1.1.19 Soit U un V-schéma formel faible affine et sans torsion.
Alors, U0 a des coordonnées locales si et seulement si Û en a si et seulement
si U en a.
Lemme 1.1.20 Soient U un schéma formel faible affine muni de coordon-
nées locales t1, . . . , td et τ1 = 1⊗ t1− t1⊗1, . . . , τd = 1⊗ td− td⊗1. La
suite τ1, . . . , τd est une suite régulière de générateurs de l’idéal définissant
l’immersion fermée U →֒ U ×S U .
Démonstration. Cela résulte du « cas formel ». En effet, soient A la V-
algèbre f.c.t.f. de U et I l’idéal de A⊗†
V
A correspondant à l’immersion fer-
mée U →֒ U ×U . Les images canoniques de t1, . . . , td dans Â sont des co-
ordonnées locales de Û . De plus, par fidèle platitude de A⊗†
V
A→ A⊗̂VA,
comme Î→˜ I ⊗
A⊗†
V
A
A⊗̂VA est engendré par les images de τ1, . . . , τd,
alors τ1, . . . , τd engendre I . De plus, I/(τ1, . . . , τr) → Î/(τ1, . . . , τr) est
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injectif. Comme la multiplication par τr+1 est injective dans Î/(τ1, . . . , τr),
elle l’est alors aussi dans I/(τ1, . . . , τr). ⊓⊔
1.1.21. Dans la suite de cette section, m sera un entier positif fixé et U un
V-schéma formel faible. On note I l’idéal cohérent de l’immersion diago-
nale : U →֒ U ×S U . On définit l’algèbre des parties principales de niveau
m et d’ordre n de U et noté PnU,(m), comme étant l’enveloppe à puissance
divisée de niveau m et d’ordre ≤ n de I. Les deux projections canoniques
U ×S U → U induisent deux structures de OU -algèbres sur PnU,(m) : la
structure à gauche et la structure à droite. Il résulte de [Ber96a, 1.5.3] et de
1.1.20 que, si U est muni de coordonnées locales t1, . . . , td, pour chacune
des structures de OU -algèbre, le faisceau PnU,(m) est un OU -module libre
dont les éléments τ{k} = τ{k1}1 · · · τ
{kd}
d , pour k ≤ n, forment une base.
Le faisceau des opérateurs différentiels de niveau m et d’ordre ≤ n
sur U , noté D(m)U,n , est le dual OU -linéaire pour la structure gauche de OU -
algèbres de PnU,(m). Le faisceau des opérateurs différentiels de niveau m sur
U est la réunion : D(m)U := ∪n∈N D
(m)
U,n . De manière analogue à [Ber96a,
2.2.1], on munit ce faisceau d’une structure d’anneau et de deux structures
de OU -algèbre, l’une à droite et l’autre à gauche.
Si U est muni de coordonnées locales, à la base de PnU,(m) formée des
τ{k} pour k ≤ n, correspond la base duale de D(m)U,n , dont les éléments
seront notés ∂<k>. Les ∂<k> forment donc une base de D(m)U .
Les propositions [Ber96a, 2.2.4 et 2.2.5] sont encore valables en rem-
plaçant « formel » par « faiblement formel ». De même les définitions et
résultats sur les m-PD-stratifications ([Ber96a, 2.3]) sont encore valables
en remplaçant « formel » par « faiblement formel ». Les modules sont par
défaut à gauche. Toutefois, tous les résultats de cette section restent valables
pour les modules à droite.
Lemme 1.1.22 L’anneau Γ (U,D(m)U ) (resp. D(m)U,x pour tout x ∈ U ) est
noethérien à droite et à gauche.
Démonstration. Analogue à [Ber96a, 2.2.5]. ⊓⊔
Proposition 1.1.23 Soit j : U →֒ P une immersion ouverte de V-schémas
formels faibles telle que P0 \U0 soit le support d’un diviseur. Les faisceaux
d’anneaux D(m)P et j∗D
(m)
U sont cohérents à droite et à gauche.
Démonstration. La cohérence à droite et à gauche de D(m)P est un cas parti-
culier de celle de j∗D(m)U . Prouvons donc la cohérence à gauche de j∗D
(m)
U .
La preuve est similaire à celle de [Ber96a, 3.1.2] : il existe une base d’ou-
verts B de P telle que pour tout V ∈ B, V et V ∩ U sont affines. Par
1.1.22, l’anneau Γ (V, j∗D(m)U ) = Γ (U∩V,D
(m)
U ) est noethérien à droite et
à gauche. De plus, pour tous ouverts V ′ ⊂ V de B, Γ (U∩V,OU )→ Γ (U∩
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V ′,OU ) est plat (c’est un homomorphisme de V-algèbres f.c.t.f. lisses dont
la réduction modulo π est plate). Comme Γ (U ∩ V ′,OU ) ⊗Γ (U∩V,OU )
Γ (V, j∗D
(m)
U )→˜Γ (V
′, j∗D
(m)
U ), Γ (V, j∗D
(m)
U ) → Γ (V
′, j∗D
(m)
U ) est plat.
On conclut via [Ber96a, 3.1.1]. ⊓⊔
1.1.24. Pour tous entiers n et n′, on notera D(m)U,n ·D
(m)
U,n′ l’image de l’homo-
morphisme OU -linéaire à droite et à gauche D(m)U,n ⊗OU D
(m)
U,n′ → D
(m)
U,n+n′ .
Proposition 1.1.25 Pour n < 0, on pose D(m)U,n := 0. Pour tout couple
(r, s) ∈ N2,
∑
j=0,...,pm−1D
(m)
U,r−j ·D
(m)
U,s+j = D
(m)
U,r+s.
Démonstration. Même calcul que [Car02, 7.1.2]. ⊓⊔
Définition 1.1.26. Soit M un D(m)U -module. Une filtration de M est une
famille (Mr)r∈N de sous-OU -modules de M telle que :
1. Pour tous r, s ∈ N : Mr ⊂Mr+1, D
(m)
U,r ·Ms ⊂Mr+s,
2. M = ∪r∈NMr.
Définition 1.1.27. Soit M un D(m)U -module à gauche muni d’une filtration.
La filtration est bonne si et seulement si :
1. Quel que soit r ∈ N, Mr est OU -cohérent ;
2. Il existe un entier r1 ∈ N tel que pour tout entier r ≥ r1, on ait
Mr =
pm−1∑
j=0
D
(m)
U,r−r1+j
·Mr1−j .
D’après la proposition 1.1.25, la famille (D(m)U,r )r∈N est une filtration
de D(m)U vérifiant la condition 2 pour tout entier r1. La condition 1 étant
aussi vérifiée, cette filtration est donc bonne. On l’appellera la filtration par
l’ordre.
Proposition 1.1.28 Un D(m)U -module globalement de présentation finie ad-
met une bonne filtration.
Démonstration. Analogue à [Car02, 7.1.5]. ⊓⊔
Théorème 1.1.29 (Théorème B) On suppose U affine et soit M un D(m)U -
module globalement de présentation finie. Alors, pour tout entier i 6= 0,
H i(U,M) = 0.
Démonstration. Cela résulte de 1.1.28 et du fait que, pour tout entier i 6=
0, le foncteur H i(U,M) commute aux limites inductives filtrantes et du
théorème de type B pour les OU -modules cohérents. ⊓⊔
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Théorème 1.1.30 (Théorème A) Lorsque U est affine, les foncteurs M 7→
Γ (U,M) et M 7→ M˜ sont des équivalences quasi-inverses entre la caté-
gorie des D(m)U -modules globalement de présentation finie et celle des
gΓ (U,D(m)U )-modules de type fini.
Démonstration. Il s’agit de calquer [Car02, 7.1.8]. ⊓⊔
Remarques 1.1.31 Comme le faisceau d’anneaux D(m)U est cohérent (1.1.23),
un D
(m)
U -module M est cohérent si et seulement s’il est localement de
présentation finie, i.e., d’après 1.1.30, si et seulement s’il est localement
de la forme M˜ , où M est un Γ (U,D(m)U )-module de type fini.
Théorème 1.1.32 Soit M un D(m)U -module. Alors M est cohérent si et seule-
ment s’il admet localement de bonnes filtrations.
Démonstration. Similaire à [Car02, 7.1.10]. ⊓⊔
Proposition 1.1.33 Soient j :U ⊂ P une immersion ouverte de V-schémas
formels lisses telle que P0 \U0 soit le support d’un diviseur et M un D(m)U -
module localement en P de présentation finie (i.e. il existe un recouvrement
d’ouverts de P = ∪αPα tel que, pour tout α, M|U∩Pα soit globalement de
présentation finie). Alors :
1. Le morphisme canonique j∗M → Rj∗M est un isomorphisme ;
2. Pour tout morphisme lisse P → P ′ de V-schémas formels faibles, pour
tout ouvert U ′ de P ′ tel que U = f−1(U ′), le morphisme canonique
j∗(Ω
•
U/U ′ ⊗OU M) → Rj∗(Ω
•
U/U ′ ⊗OU M) est un isomorphisme ;
3. Le j∗D(m)U -module j∗M est cohérent. Plus précisément, pour tout D
(m)
U -
module globalement de présentation finie N, j∗N est un j∗D(m)U -module
globalement de présentation finie.
Démonstration. Prouvons 1). Comme P0 \ U0 est un diviseur, l’assertion
étant locale, on peut supposer Pα et U ∩ Pα affines. Pour tout entier i,
(Hij∗M)|Pα→˜H
ijα∗(M|U∩Pα), où jα :U∩Pα →֒ Pα. Or, Hijα∗(MU∩Pα)
est le faisceau associé au préfaisceau qui à tout ouvert principal P ′ de Pα
associe H i(U ∩ P ′,M). Le théorème B 1.1.29 nous permet de conclure
1). L’assertion 2) découle de 1) et du fait que ΩU/U ′ est un OU -module
localement en P libre de type fini (on prend une base d’ouverts de P ayant
des coordonnées locales au dessus de P ′). Traitons à présent l’assertion 3).
On dispose d’une présentation finie : (D(m)U )r
φ
→ (D
(m)
U )
s ǫ→ N → 0. Or,
il résulte de 1) et de 1.1.38.(i) que le foncteur j∗ de la catégorie des D(m)U -
modules localement en P de présentation finie dans celle des j∗D(m)U -
modules est exact. On en déduit la suite exacte j∗(D(m)U )r
j∗φ
→ j∗(D
(m)
U )
s j∗ǫ→
j∗N → 0.
⊓⊔
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Notations 1.1.34 Dans la suite de cette section U sera supposé affine et
lisse.
Définition 1.1.35. SoitM un Γ (U,OU )-module (resp. Γ (U,D(m)U )-module).
Le OU -module (resp. D(m)U -module) associé à M est M˜ := OU ⊗Γ (U,OU )
M (resp. D(m)U ⊗Γ (U,D(m)U ) M ). Un tel module est dit Ind-fini.
Si u : M ′ → M est un homomorphisme de Γ (U,OU )-modules (resp.
Γ (U,D
(m)
U )-modules), on note u˜ : M˜ ′ → M˜ l’homomorphisme canonique
induit. On vérifie enfin que l’on obtient un foncteur ∼ : M 7→ M˜ exact.
Remarques 1.1.36 • Le faisceau D̂(m)U n’est pas Ind-fini.
• De plus, pour qu’un D(m)U -module soit Ind-fini, il faut et il suffit
que la structure sous-jacente de OU -module soit Ind-fini. En effet, comme
D
(m)
U est limite inductive filtrante de OU -modules cohérents et puisque lesfoncteurs OU ⊗Γ (U,OU ) − et Γ (U,−) commutent aux limites inductives fil-
trantes, on bénéficie de D(m)U →˜OU ⊗Γ (U,OU ) Γ (U,D(m)U ).
Théorème 1.1.37 (Théorème B) Pour tout D(m)U -module MInd-fini, pour
tout entier i 6= 0, H i(U,M) = 0.
Démonstration. Cela résulte de 1.1.29, 1.1.39.(i) et du fait que, pour tout
entier i 6= 0, le foncteur H i(U,M) commute aux limites inductives fil-
trantes. ⊓⊔
Proposition 1.1.38 (i) Soit u : M → N un morphisme de Γ (U,D(m)U )-
modules. les D(m)U -modules associés à Keru, Imu, Cokeru, sont respec-
tivement Keru˜, Imu˜, Cokeru˜. En particulier, lorsque M et N sont de type
fini, ces D(m)U -modules sont globalement de présentation finie.(ii) Si M est une limite inductive (resp. somme directe) d’une famille de
Γ (U,D
(m)
U )-module (Mλ), M˜ est limite inductive (resp. somme directe) de
la famille (M˜λ), à isomorphisme canonique près.
(iii) Si M et N sont deux Γ (U,D(m)U )-modules, les D(m)U -modules asso-
ciés àM⊗Γ (U,OU )N et HomΓ (U,OU )(M,N) sont respectivement M˜⊗OU N˜
et HomOU (M˜ , N˜).
(iv) Le foncteur Γ (U,−) est exact sur la catégorie des D(m)U -modules
Ind-finis.
On bénéficie de résultats identiques avec OU à la place de D(m)U .
Démonstration. La partie (i) se prouve comme [Gro60, 1.3.9]. L’assertion
(ii) résulte de la commutation aux limites inductives du produit tensoriel
tandis que (iii) est aisé. Enfin, (iv) résulte de (i) et du théorème de type B
pour les D(m)U -modules Ind-finis (1.1.37). ⊓⊔
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Remarques 1.1.39 (i) Un D(m)U -module Ind-fini est limite inductive fil-
trante de ses sous-D(m)U -modules globalement de présentation finie. Ainsi,
via 1.1.38.(ii), la catégorie des D(m)U -modules Ind-finis est la plus petite
catégorie stable par limite inductive et contenant les D(m)U -modules glob-
alement de présentation finie.
(ii) Soient M un Γ (U,D(m)U )-module et U ′ un ouvert principal de U .
Comme le produit tensoriel et Γ (U ′,−) commutent aux limites inductives
filtrantes, il résulte de la remarque (i) et du théorème de type A (1.1.30)
appliqué à U et U ′ que Γ (U ′, M˜ )→˜Γ (U ′,D(m)U )⊗Γ (U,D(m)U )
M .
Proposition 1.1.40 Les foncteurs M 7→ M˜ et M 7→ Γ (U,M) induisent
des équivalences quasi-inverses entre la catégorie des Γ (U,D(m)U )-modules
et celle des D(m)U -modules Ind-finis. On dispose de résultats identiques en
remplaçant D(m)U par OU .
Démonstration. Soit M un Γ (U,D(m)U )-module. D’après la remarque ci-
dessus 1.1.39.(ii), Γ (U, M˜ )→˜M . Réciproquement, pour tout un D(m)U -
module M isomorphe à M˜ , Γ (U,M)∼→˜Γ (U, M˜)∼→˜ M˜→˜M.
⊓⊔
Proposition 1.1.41 Soit 0 → E′ → E → E′′ → 0 une suite exacte de
D
(m)
U -modules. Si deux de ces modules sont Ind-finis, alors le troisième
l’est aussi.
Démonstration. Le cas où E est Ind-fini se déduit de 1.1.38.(i).
Supposons à présent E′ et E′′ de la forme E˜′ et E˜′′. Via le théorème B
pour les D(m)U -modules Ind-finis, 0 → E′ → Γ (U,E) → E′′ → 0 est
exacte. En lui appliquant le foncteur exact ∼, on conclut que l’homomor-
phisme canonique Γ (U,E)∼ → E est un isomorphisme. ⊓⊔
1.2. Opérations cohomologiques, lien entre les cas formel faible et formel
1.2.1. Soient g : U ′ → U et g′ : U ′′ → U ′ deux morphismes de V-schémas
formels faibles. Le faisceau g∗D(m)U est muni d’une structure canonique
de (D(m)U ′ , g−1D
(m)
U )-bimodule, que l’on notera D
(m)
U ′→U . L’image inverse
extraordinaire par g d’un complexe E ∈ D−(D(m)U ) est définie en posant
g!
(m)
(E) := D
(m)
U ′→U ⊗
L
g−1D
(m)
U
g−1E[dU ′/U ], où dU ′/U est la dimension
relative de U ′ sur U . Si aucune confusion sur le niveau n’est à craindre,
on notera g! à la place. On vérifie que l’on dispose d’un isomorphisme
g′! ◦ g!(E)→˜ (g ◦ g′)!(E) fonctoriel en E et associatif.
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De plus, on notera D(m)U←U ′ := ωU ′ ⊗ g
∗
g(D
(m)
U ⊗OU ω
−1
U ), l’indice g
signifiant que l’on prend la structure gauche de D(m)U -module à gauche.
Comme g0 : U ′0 → U0 est un morphisme quasi-séparé et quasi-compact
entre schémas noethériens de dimension de Krull finie, le foncteur g0∗ =
g∗ est de dimension cohomologique finie. On définit l’image directe par
g de E′ ∈ D−(D(m)U ′ ) en posant g+(m)(E
′) := Rg∗(D
(m)
U←U ′ ⊗
L
D
(m)
U′
E′).
On pourra aussi le noter g+. De manière analogue au cas des schémas, on
vérifie l’isomorphisme g+ ◦ g′+(E′′)→˜ (g ◦ g′)+(E′′) fonctoriel en E′′ ∈
D−(D
(m)
U ′′ ) et associatif.
Soient I ⊂ OU un idéal cohérent, Z le sous-schéma formel faible fermé
défini par I et Pn(m)(I) l’enveloppe à puissance divisée de niveau m et
d’ordre n de I. Pour tout D(m)U -module E, le faisceau, défini en posant
Γ
(m)
Z (E) := lim−→
n
HomOU (P
n
(m)(I),E), est muni d’une structure canonique
de D(m)U -module. Ce foncteur s’étend sur D+(D
(m)
U ) et sera noté RΓ
(m)
Z .
Cette construction est fonctorielle en Z , i.e., si I′ ⊂ I ⊂ OU sont des
idéaux, Z ′ et Z les V-schémas formels faibles correspondants, on dispose
d’un morphisme RΓ (m)Z (E) → RΓ
(m)
Z′ (E) fonctoriel en E ∈ D
+(D
(m)
U ).
Lorsque g est une immersion fermée, on dispose comme dans le cas des
schémas d’un isomorphisme canonique
g+g
!(E)→˜RΓ
(m)
U ′ (E) (1.2.1.1)
fonctoriel en E ∈ Db(D(m)U ). De plus, on bénéficie aussi, via un cal-
cul analogue à la situation des schémas, d’un isomorphisme canonique
E′→˜ g!g+(E
′) fonctoriel E′ ∈ Db(D(m)U ′ ).
1.2.2 (Complexes quasi-cohérents). Soient E un objet de D−(gD(m)U ) et
F ∈ D−(D
(m)
U
d). On pose Ei := D(m)Ui ⊗
L
D
(m)
U
E, Fi := F ⊗
L
D
(m)
U
D
(m)
Ui
et
F⊗̂L
D
(m)
U
E := Rlim
←−i
Fi ⊗
L
D
(m)
Ui
Ei,
avec i un entier (notations 1.1.4). De même en remplaçant D(m)U par OU ou
D̂
(m)
U ou plus généralement un faisceau d’anneaux sur U . En résolvant E et
F platement, on construit un morphisme canonique F⊗L
D
(m)
U
E→ F⊗̂L
D
(m)
U
E
bifonctoriel en E et F (i.e., un cube est commutatif). Lorsque F = D(m)U ,
on notera Ê := D(m)U ⊗̂
L
D
(m)
U
E. On remarque que le morphisme canonique
OU ⊗̂
L
OU
E → D
(m)
U ⊗̂
L
D
(m)
U
E est un isomorphisme. On définit Dbqc(
∗
D
(m)
U ),
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avec ∗ = g ou ∗ = d, la sous-catégorie pleine de Db(∗D(m)U ), des com-
plexes E tels que, pour tout i, Ei ∈ Dbqc(
∗
D
(m)
Ui
). Ses objets seront ap-
pelés complexes quasi-cohérents. Par exemple, un D(m)U -module Ind-fini(1.1.35) est un complexe quasi-cohérent. Par [Ber02, 3.2.2], on dispose
d’un foncteur Dbqc(
∗
D
(m)
U ) → D
b
qc(
∗
D̂
(m)
U ), qui à E associe Ê. De plus, si
E ∈ Dbqc(
∗
D
(m)
U ) et F ∈ D
b
qc(
∗
D̂
(m)
U ), tout morphisme E → F se factorise
de manière unique par Ê → F.
Lemme 1.2.3 Soient U un V-schéma formel faible lisse et E ∈ Dbcoh(D(m)U ).
Le morphisme canonique : D̂(m)U ⊗D(m)U
E → Ê est un isomorphisme de
Dbcoh(D̂
(m)
U ).
Démonstration. Cela résulte de [Ber02, 3.2.3]. ⊓⊔
Lemme 1.2.4 Soit g : U ′ → U un morphisme lisse de V-schémas formels
faibles affines et lisses. Pour tout D(m)U -module globalement de présenta-
tion finie E, D(m)U ′→U ⊗g−1D(m)U g
−1E est un D(m)U ′ -module globalement de
présentation finie.
Démonstration. Comme OU ′ ⊗g−1OU g
−1E→ D
(m)
U ′→U ⊗g−1D(m)U
g−1E est
un isomorphisme, ceux-ci sont Ind-finis. Via 1.1.30, il suffit de prouver
que Γ (U ′,D(m)U ′→U ) ⊗Γ (U,D(m)U )
Γ (U,E) est de type fini sur Γ (U ′,D(m)U ′ ).
Or, par des calculs en coordonnées locales, le morphisme D(m)U ′ → D
(m)
U ′→U
est surjectif. Par 1.1.38.(i) et 1.1.40, Γ (U ′,D(m)U ′ )։ Γ (U ′,D(m)U ′→U).
⊓⊔
Lemme 1.2.5 Soient g : U ′ → U un morphisme de V-schémas formels
faibles lisses et E ∈ Dbqc(D(m)U ) (1.2.2). Le morphisme canonique
D̂
(m)
U′ ⊗̂
L
D
(m)
U′
g!(E) → gˆ!(D̂
(m)
U ⊗̂
L
D
(m)
U
E) (1.2.5.1)
est un isomorphisme. De plus, celui-ci est transitif en g. En particulier, si
E ∈ Dbcoh(D
(m)
U ) et g
!(E) ∈ Dbcoh(D
(m)
U ′ ) (ce qui est le cas si g est lisse
1.2.4), le morphisme canonique D̂(m)U′ ⊗D(m)
U′
g!(E) → gˆ!(D̂
(m)
U ⊗D(m)U
E)
est un isomorphisme.
Démonstration. Cela découle de 1.2.3 et de la commutation au changement
de base de l’image inverse extraordinaire. ⊓⊔
Proposition 1.2.6 Soient m0 un entier, g : U ′ → U un morphisme de V-
schémas formels faibles lisses et E(m0) ∈ Dbcoh(D(m0)U ). Pour tout entier
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m ≥ m0, on note E(m) := D
(m)
U ⊗D(m0)U
E(m0). Lorsque g!(m0)(E(m0)) ∈
Dbcoh(D
(m0)
U ′ ) et g
!(m)(E(m)) ∈ Dbcoh(D
(m)
U ′ ), le morphisme canonique
D̂
(m)
U′,Q ⊗D̂(m0)
U′,Q
gˆ!(m0)(Ê
(m0)
Q )→ gˆ
!(m)(Ê
(m)
Q ) (1.2.6.1)
est un isomorphisme.
Lorsque, pour tout m ≥ m0, g!(m)(E(m)) ∈ Dbcoh(D
(m)
U ′ ), le morphisme
D
†
U′,Q ⊗D̂(m0)
U′,Q
gˆ!(m0)(Ê
(m0)
Q )→ gˆ
!†(D†U,Q ⊗D̂(m0)U,Q
Ê
(m0)
Q ) (1.2.6.2)
est un isomorphisme. De plus, ceux-ci sont transitifs en g.
Démonstration. Notons E := E(m)Q (E est indépendant de m à isomor-
phisme canonique près). Sim est un entier tel que g!(E(m)) ∈ Dbcoh(D(m)U ′ ),
il découle de 1.2.5 que le morphisme canonique D̂(m)U′,Q ⊗DU′,Q g
!(E) →
gˆ!(Ê
(m)
Q ) est un isomorphisme. Il en résulte que 1.2.6.1 est un isomor-
phisme. Par passage à la limite sur le niveau, on en conclut 1.2.6.2. ⊓⊔
Proposition 1.2.7 Soient g : U ′ → U un morphisme lisse de V-schémas
formels faibles lisses et E ∈ Dbcoh(D(m)U ). Le morphisme canonique
D
†
U′,Q ⊗D(m)
U′
g!
(m)
(E) → g!†(D†U,Q ⊗D(m)U
E) (1.2.7.1)
est un isomorphisme. De plus, celui-ci est transitif en g.
Démonstration. Cela découle de 1.2.4, 1.2.5 et 1.2.6. ⊓⊔
Lemme 1.2.8 Soient g : U ′ → U un morphisme de V-schémas formels
faibles lisses et E′ ∈ Dbqc(D(m)U ′ ) (1.2.2). Le morphisme canonique
D̂
(m)
U ⊗̂
L
D
(m)
U
g+(m)(E
′) → gˆ+(m)(D̂
(m)
U′ ⊗̂
L
D
(m)
U′
E′) (1.2.8.1)
est un isomorphisme. De plus, celui-ci est transitif en g. En particulier, si
E′ ∈ Dbcoh(D
(m)
U ′ ) et g+(m)(E
′) ∈ Dbcoh(D
(m)
U ) le morphisme canonique
D̂
(m)
U ⊗D(m)U
g+(m)(E
′)→ gˆ+(m)(D̂
(m)
U′ ⊗D(m)
U′
E′) est un isomorphisme.
Démonstration. Via la suite exacte 0 → OU
πi+1
−→ OU → OUi → 0, on
voit que OUi est de Tor-dimension finie sur OU . On bénéficie donc de l’i-
somorphisme de projection : OUi⊗LOU Rg∗(F′)→˜Rg∗(g−1OUi⊗Lg−1OU F′)
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fonctoriel en F′ ∈ D(g−1D(m)U ). D’où le diagramme commutatif :
OUi ⊗
L
OU
Rg∗(D
(m)
U←U ′ ⊗
L
D
(m)
U′
E′)

∼// Rg∗(g
-1OUi ⊗
L
g-1OU
(D
(m)
U←U ′ ⊗
L
D
(m)
U′
E′))

OUi ⊗
L
OU
Rg∗(D̂
(m)
U←U′ ⊗
L
D
(m)
U′
E′) ∼ //

Rg∗(g
-1OUi ⊗
L
g-1OU
(D̂
(m)
U←U′ ⊗
L
D
(m)
U′
E′))

OUi ⊗
L
OU
Rg∗(D̂
(m)
U←U′⊗̂
L
D
(m)
U′
E′) ∼ // Rg∗(g
-1OUi ⊗
L
g-1OU
(D̂
(m)
U←U′⊗̂
L
D
(m)
U′
E′))
(1.2.8.2)
De plus, on dispose des morphismes D(m)U←U ′ → D̂
(m)
U←U′ → D
(m)
Ui←U ′i
qui
induisent g−1OUi⊗Lg−1OU D
(m)
U←U ′→˜ g
−1OUi⊗
L
g−1OU
D̂
(m)
U←U′→˜D
(m)
Ui←U ′i
. Il
en découle le diagramme commutatif :
Rg∗(g
−1OUi ⊗
L
g−1OU
(D
(m)
U←U ′ ⊗
L
D
(m)
U′
E′)) ∼ //

Rg∗(D
(m)
Ui←U ′i
⊗L
D
(m)
U′
i
E′i)
Rg∗(g
−1OUi ⊗
L
g−1OU
(D̂
(m)
U←U′ ⊗
L
D
(m)
U′
E′)) ∼ //

Rg∗(D
(m)
Ui←U ′i
⊗L
D
(m)
U′
i
E′i)
Rg∗(g
−1OUi ⊗
L
g−1OU
(D̂
(m)
U←U′⊗̂
L
D
(m)
U′
E′)) ∼ // Rg∗(D
(m)
Ui←U ′i
⊗L
D
(m)
U′
i
E′i).
(1.2.8.3)
En composant les isomorphismes du haut de 1.2.8.2 et 1.2.8.3, on obtient,
avec [Ber02, 3.5.2], g+(E′) ∈ Dbqc(D(m)U ).
La flèche 1.2.8.1 est alors l’unique morphisme de Dbqc(D̂
(m)
U ) rendant
commutatif le diagramme ci-dessous
Rg∗(D
(m)
U←U ′ ⊗
L
D
(m)
U′
E′) //

D̂
(m)
U ⊗̂
L
D
(m)
U
g+(E
′)

Rg∗(D̂
(m)
U←U′ ⊗
L
D
(m)
U′
E′)

Rg∗(D̂
(m)
U←U′⊗̂
L
D̂
(m)
U′
D̂
(m)
U′ ⊗̂
L
D
(m)
U′
E′) gˆ+(D̂
(m)
U′ ⊗̂
L
D
(m)
U′
E′)
(1.2.8.4)
En appliquant OUi⊗LOU− à 1.2.8.4, grâce à 1.2.8.2 et 1.2.8.3, le composé de
gauche devient un isomorphisme. Il en résulte par construction que 1.2.8.1
est un isomorphisme. Enfin, la transitivité en g de la construction de 1.2.8.4
est aisée. ⊓⊔
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Proposition 1.2.9 Soient g : U ′ → U un morphisme de V-schémas formels
faibles lisses et E′ ∈ Dbcoh(D(m)U ′ ) tels que g+(m)(E′) ∈ Dbcoh(D(m)U ). Le
morphisme canonique
D
†
U⊗D(m)U
g+(m)(E
′) → g†+(D
†
U′ ⊗D(m)
U′
E′) (1.2.9.1)
est un isomorphisme. De plus, celui-ci est transitif en g.
Démonstration. Cela découle de 1.2.8 et de [Ber02, 2.4.3] par complétion
et passage à la limite. ⊓⊔
Lemme 1.2.10 Soient v : Y →֒ U une immersion fermée de V-schémas
formels faibles lisses et E ∈ Dbqc(D(m)U ). On dispose d’un isomorphisme
canonique D̂(m)U ⊗̂
L
D
(m)
U
RΓ
(m)
Y (E)→˜RΓ
(m)
Y0
(D̂
(m)
U ⊗̂
L
D
(m)
U
E) bifonctoriel en
Y et E, i.e., si Y ′ est un sous-schéma fermé de Y , le diagramme suivant
D̂
(m)
U ⊗̂
L
D
(m)
U
RΓ
(m)
Y ′ (E)
∼ //

RΓ
(m)
Y ′0
(D̂
(m)
U ⊗̂
L
D
(m)
U
E)

D̂
(m)
U ⊗̂
L
D
(m)
U
RΓ
(m)
Y (E)
∼ // RΓ
(m)
Y0
(D̂
(m)
U ⊗̂
L
D
(m)
U
E)
est commutatif et le cube qui s’en déduit par fonctorialité en E l’est aussi.
De plus, le diagramme canonique
D̂
(m)
U ⊗̂
L
D
(m)
U
v+v
!(E) ∼ //
∼
D̂
(m)
U ⊗̂
L
D
(m)
U
RΓ
(m)
Y (E)
∼
vˆ+vˆ
!(D̂
(m)
U ⊗̂
L
D
(m)
U
E) ∼ // RΓ
(m)
Y0
(D̂
(m)
U ⊗̂
L
D
(m)
U
E),
(1.2.10.1)
où l’isomorphisme du haut (resp. du bas) résulte 1.2.1.1 (resp. est de [Ber02,
4.4.5]) et celui de gauche découle de 1.2.8 et 1.2.5, est commutatif.
Démonstration. Par [Ber96a, 1.5.3], on vérifie que le foncteur RΓ (m)Y com-
mute aux changements de base. Il en dérive que RΓ (m)Y (E) ∈ Dbqc(D
(m)
U ).
Le reste de la preuve découle de la commutation aux changements de base
de l’image directe, de l’image inverse extraordinaire (prouvées précédem-
ment) et du foncteur cohomologique local à support dans un sous-V-schéma
formel fermé et lisse.
Lemme 1.2.11 Soient v : Y →֒ U une immersion fermée de V-schémas
formels faibles lisses et E(m0) ∈ Dbcoh(D(m0)U ). Pour tout entier m ≥ m0,
on note E(m) := D(m)U ⊗D(m0)U
E(m0). Lorsqu’il existe un entier m ≥ m0
tel que RΓ (m0)Y (E(m0)) ∈ Dbcoh(D
(m0)
U ) et RΓ
(m)
Y (E
(m)) ∈ Dbcoh(D
(m)
U ),
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D̂
(m)
U,Q ⊗D̂(m0)U,Q
RΓ
(m0)
Y0
(Ê
(m0)
Q )→˜RΓ
(m)
Y0
(Ê
(m)
Q ) canoniquement et bifoncto-
riellement en Y et E, et le diagramme canonique qui s’en déduit
D̂
(m)
U,Q ⊗D̂(m0)U,Q
v+(m0)v
!(m)(Ê
(m0)
Q )
∼ //
∼
D̂
(m)
U,Q ⊗D̂(m0)U,Q
RΓ
(m0)
Y0
(Ê
(m0)
Q )
∼
v+(m)v
!(m)(Ê
(m)
Q )
∼ // RΓ
(m)
Y0
(Ê
(m)
Q )
est commutatif. Lorsque, pour tout m ≥ m0, RΓ (m)Y (E(m)) ∈ Dbcoh(D(m)U ),
on dispose de résultats analogues en remplaçant respectivement « Ê(m)Q »
par « D†U,Q ⊗D̂(m0)
U,Q
Ê
(m0)
Q » et « (m) » par « † ».
Démonstration. Cela découle de 1.2.10 de manière analogue au fait que
1.2.6 résulte de 1.2.5. ⊓⊔
1.2.12. Soient v : Y →֒ U une immersion fermée de V-schémas formels
faibles lisses et F(m0) ∈ Dbcoh(D
(m0)
Y ). Le diagramme
D
†
Y,Q ⊗D(m)Y
F(m0) ∼ // D
†
Y,Q ⊗D(m)Y
v!
(m)
v+(m)(F
(m0))
∼
D
†
Y,Q ⊗D(m)Y
F(m0) ∼ // v!
†
v+†(D
†
Y,Q ⊗D(m)Y
F(m0)),
où l’isomorphisme de droite découle de 1.2.7 et 1.2.9, est commutatif. En
effet, de manière analogue aux preuves de 1.2.7 ou 1.2.9, cela se vérifie
en complétant, tensorisant par Q puis passant à la limite l’isomorphisme
canonique F(m0)→˜ v!(m)v+(m)(F(m0)).
Avec les notations 1.2.11, on dispose du morphisme composé, noté adj,
v+(m)v
!(m)(E(m0))→˜RΓ
(m)
Y (E
(m0)) → E(m0). Supposons que, pour tout
m ≥ m0, RΓ
(m)
Y (E
(m)) ∈ Dbcoh(D
(m)
U ). Il résulte alors de 1.2.10 et 1.2.11
que le diagramme
D
†
U,Q ⊗D(m)U
v+(m)v
!(m)(E(m0))
adj
//
∼
D
†
U,Q ⊗D(m)U
E(m0)
v+†v
!†(D†U,Q ⊗D(m)U
E(m0))
adj
// D
†
U,Q ⊗D(m)U
E(m0),
où le morphisme du bas est le morphisme d’adjonction ([Vir04]) et celui de
gauche dérive de 1.2.7 et 1.2.9, est commutatif.
22 D. Caro
Proposition 1.2.13 Soit v : Y →֒ U une immersion fermée de V-schémas
formels faibles affines et lisses. Pour tout D(m)Y -module à droite globale-
ment de présentation finie M, v+(M) est globalement de présentation finie
et on a un isomorphisme canonique :
Γ (U, v+(M))→˜Γ (Y,M)⊗Γ (Y,D(m)Y )
Γ (Y,D
(m)
Y →֒U ).
De même, en remplaçant « module à droite » par « module à gauche ».
Démonstration. Comme M est un D(m)Y -module à droite globalement de
présentation finie, M⊗
D
(m)
Y
D
(m)
Y →֒U→˜Γ (Y,M)⊗Γ (Y,D(m)Y )
D
(m)
Y →֒U (1.1.30).
Pour tout entier n, il découle de la OU -cohérence de D(m)U,n et du théorème
de type A pour les OU -modules cohérents que le morphisme canonique
Γ (Y,OY )⊗Γ (U,OU )Γ (U,D
(m)
U,n ) → Γ (Y, v
∗D
(m)
U,n ) est un isomorphisme. Le
produit tensoriel et le foncteur Γ (U,−) commutant aux limites inductives
filtrantes, le morphisme Γ (Y,OY )⊗Γ (U,OU ) Γ (U,D
(m)
U ) → Γ (Y,D
(m)
Y →֒U)
est un isomorphisme. Soient U ′ un ouvert principal de U et Y ′ := Y ∩ U ′.
On obtient de même Γ (Y ′,OY )⊗Γ (U ′,OU ) Γ (U ′,D
(m)
U )→˜Γ (Y
′,D
(m)
Y →֒U ).
Or, Γ (Y ′,OY )→˜Γ (Y,OY )⊗Γ (U,OU )Γ (U
′,OU ) (on utilise la remarque de
la preuve de 1.1.11). Finalement, on obtient :
Γ (Y,D
(m)
Y →֒U)⊗Γ (U,D(m)U )
Γ (U ′,D
(m)
U )→˜Γ (Y
′,D
(m)
Y →֒U ).
Comme le foncteur « faisceautisation » commute à v∗ (en effet, v est une
immersion fermée), v∗(M⊗D(m)Y D
(m)
Y →֒U) est le faisceau associé au préfais-
ceau défini sur les ouverts principaux U ′ de U par :
U ′ 7→ Γ (Y,M)⊗
Γ (Y,D
(m)
Y )
Γ (Y,D
(m)
Y →֒U)⊗Γ (U,D(m)U )
Γ (U ′,D
(m)
U ). Il reste
ainsi à vérifier que Γ (Y,M)⊗
Γ (Y,D
(m)
Y )
Γ (Y,D
(m)
Y →֒U) est un Γ (U,D
(m)
U )-
module à droite de type fini. Le produit tensoriel étant exact à droite et
Γ (Y,M) étant un Γ (Y,D(m)Y )-module à droite de type fini, il suffit de prou-
ver que Γ (Y,D(m)Y →֒U) est un Γ (U,D
(m)
U )-module à droite de type fini. On
conclut via Γ (U,D(m)U )։ Γ (Y,OY )⊗Γ (U,OU )Γ (U,D
(m)
U )→˜Γ (Y,D
(m)
Y →֒U).
⊓⊔
Corollaire 1.2.14 Soit v : Y →֒ U une immersion fermée de V-schémas
formels faibles lisses. Pour tout D(m)Y -module cohérent M, v+(M) est D(m)U -
cohérent.
Notations 1.2.15 Soient f : P ′ → P un morphisme de V-schémas formels
faibles lisses, T0 (resp. T ′0) un diviseur de P0 (resp. P ′0), U (resp. U ′) l’ou-
vert de P (resp. P ′) complémentaire de T0 (resp. T ′0), j : U →֒ P et j′ :
U ′ →֒ P ′ les immersions ouvertes. On suppose que f se factorise par
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g : U ′ → U . On reprend les notations de Huyghe [NH03] concernant le
symbole « * », apparaissant par exemple avec les faisceaux OP(† ∗ T0)
et D†
P
(† ∗ T0). De plus, pour tout entier m, on notera D(m)P († ∗ T0) :=
OP(
† ∗T0)⊗OP D
(m)
P
et DP(†T0)Q := OP(†T0)Q⊗OP D
(m)
P
, ce dernier ne
dépendant pas de m à isomorphisme canonique près. Enfin,
D
(m)
P′→P(
† ∗ T ′0) := OP′(
† ∗ T ′0)⊗f−1OP(†∗T0) f
−1D
(m)
P
(† ∗ T0)
←˜OP′(
† ∗ T ′0)⊗OP′ (OP′ ⊗f−1OP f
−1D
(m)
P
) = OP′(
† ∗ T ′0)⊗OP′ D
(m)
P′→P.
De même, on pose D(m)
P←P′(
† ∗ T ′0) := OP′(
† ∗ T ′0)⊗OP D
(m)
P←P′ .
Proposition 1.2.16 Avec les notations de 1.2.15, les homomorphismes ca-
noniques OP(† ∗ T0)→ j∗OU et D†P(
† ∗ T0) → j∗D
†
U sont fidèlement plats
à droite et à gauche.
Démonstration. On sait déjà que ces morphismes sans le symbole "∗" sont
plats (cela est prouvé au cours de la preuve de [Ber96a, 4.3.10]). Il en dé-
coule que les morphismes de 1.2.16 sont plats. Par analogie, contentons-
nous d’établir la fidèle platitude du deuxième morphisme de 1.2.16 dont
la preuve est analogue à celle [Ber96a, 4.3.10] : grâce à [Ber96a, 3.3.5 et
4.3.8], il suffit de prouver que si P′ est un ouvert affine de P sur lequel il
existe f ∈ Γ (P′,OP) relevant une équation locale de T0, et si M est un
Γ (P′,D†
P
(† ∗ T0))-module monogène de présentation finie tel que Γ (P′ ∩
U,D†U)⊗Γ (P′,D†
P
(†∗T0))
M = 0, alors M = 0. Soient m′ ≥ m assez grands
tels qu’il existe un Γ (P′, B̂(m
′)
P
(T0)⊗̂D̂
(m)
P
(∗T0))-module monogène de
présentation finie M ′ induisant M par extension des scalaires et vérifiant
Γ (P′ ∩ U, D̂
(m)
P
) ⊗
Γ (P′,B̂
(m′)
P
(T0)⊗̂D̂
(m)
P
(∗T0))
M ′ = 0. Sur P′, le foncteur
(∗T0) est isomorphe au foncteur localisation en f . Soit e un générateur
de M ′. On note E le sous-Γ (P′, B̂(m
′)
P
(T0)⊗̂D̂
(m)
P
)-module de M ′ en-
gendré par e. Comme Γ (P′, B̂(m
′)
P
(T0)⊗̂D̂
(m)
P
) est noethérien, E est un
Γ (P′, B̂
(m′)
P
(T0)⊗̂D̂
(m)
P
)-module monogène, de présentation finie, sans f -
torsion et tel que E[1/f ]→˜M ′. Comme M ′/πM ′ = 0, on obtient l’égalité
(E/πE)f = 0, où f est l’image canonique de f sur A/πA. On termine
la preuve de façon similaire en reprenant la preuve de [Ber96a, 4.3.10] à
partir de « Si E0 = E/pE, on voit ainsi que (E0)f = 0. ».
⊓⊔
Corollaire 1.2.17 Avec les notations de 1.2.15, pour tout entier m, les
homomorphismes , j∗OU → OP(† ∗ T0), j∗D
(m)
U → D
(m)
P
(† ∗ T0) et
j∗DU,Q → DP(
†T0)Q sont fidèlement plats à droite et à gauche. De plus,
j∗DU → D
†
P
(† ∗ T0) et j∗D
(m)
U → D
†
P
(†T0)Q sont plats à droite et à
gauche.
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Démonstration. Traitons d’abord la pleine fidélité. Comme T0 est un di-
viseur, il existe une base de voisinages affines de P telle que celle induite
sur U soit constituée d’ouverts affines. Or, pour tout ouvert affine V de U ,
l’extension Γ (V,OU ) → Γ (V,OU) est fidèlement plate à droite et à gauche.
L’extension j∗OU → j∗OU est donc fidèlement plate à droite et à gauche.
Grâce à 1.2.16, on l’obtient pour j∗OU → OP(† ∗ T0).
Celle du deuxième morphisme du corollaire découle de l’isomorphisme
canonique : OP(† ∗ T0) ⊗j∗OU j∗D
(m)
U →˜D
(m)
P
(† ∗ T0). Le troisième s’en
déduit en lui appliquant ⊗Q.
Passons à la platitude. Pour tout m, les extensions j∗D(m)U → j∗D̂
(m)
U
sont plates. Par passage à la limite sur le niveau, j∗DU → j∗D†U est plate.
La proposition 1.2.16 nous permet de conclure le premier cas. La platitude
du dernier morphisme résulte, en plus des arguments précédents, de la plat-
itude de j∗D̂(m)U → j∗D
†
U,Q (on utilise [Ber96a, 3.5.4]). ⊓⊔
Remarques 1.2.18 Soient P un V-schéma formel lisse, T0 un diviseur de
P0 et E un D
†
P
(†T0)-module. On suppose qu’il existe une section f ∈
Γ (P,OP) relevant une équation locale de T0. Comme P est noethérien,
le préfaisceau qui a un ouvert P′ associe Γ (P′,E)[1/f ] est un faisceau.
Pour tout entier q ≥ 0, il en dérive Hq(P,E)[1/f ]→˜Hq(P,E(∗T0)).
De plus, si F est un D†
P
(† ∗ T0)-module globalement de présentation
finie, alors il existe un D†
P
(†T0)-module de présentation finie E tel que
E(∗T0)→˜F.
Supposons à présent P affine. On obtient alors les théorèmes A et B :
A) Pour qu’un D†
P
(† ∗ T0)-module F soit globalement de présentation
finie, il faut et il suffit que Γ (P,F) soit un Γ (P,D†
P
(† ∗ T0))-module de
présentation finie, et que l’homomorphisme D†
P
(† ∗ T0) ⊗Γ (P,D†
P
(†∗T0))
Γ (P,F) soit un isomorphisme.
B) Pour tout D†
P
(† ∗ T0)-module F globalement de présentation finie,
pour tout entier q ≥ 1, Hq(P,F) = 0.
En outre, les foncteurs Γ (P,−) et D†
P
(† ∗ T0) ⊗Γ (P,D†
P
(†∗T0))
− sont
des équivalences quasi-inverses entre la catégorie des Γ (P,D†
P
(† ∗ T0))-
modules de présentation finie et celle des D†
P
(† ∗T0)-modules de présenta-
tion finie.
En effet, en vertu de [Ber96a, 3.6], on le sait sans le symbole "∗". Les
remarques précédentes nous permettent alors de conclure.
Proposition 1.2.19 Avec les notations de 1.2.16, pour tout D†
P
(† ∗ T0)-
module localement de présentation finie E, l’homomorphisme canonique
j∗D
†
U⊗D†
P
(†∗T0)
E→ j∗j
∗E (1.2.19.1)
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est un isomorphisme. De plus, pour qu’un morphisme de D†
P
(†∗T0)-modules
localement de présentation finie E soit injectif, surjectif ou bijectif, il faut
et il suffit que sa restriction à U le soit.
On bénéficie d’un résultat analogue en remplaçant « D†
P
(† ∗ T0) » par
« D
(m)
P
(† ∗ T0) » et « D
†
U » par « D
(m)
U ».
Démonstration. On reprend les arguments de [Ber96a, 4.3.12] : l’exacti-
tude à droite des foncteurs en E (grâce au théorème B pour les D†U-modules
cohérents ou D(m)U -modules cohérents impliquent l’exactitude de j∗ dans
nos cas) nous ramène, afin d’établir l’isomorphisme 1.2.19.1, au cas immé-
diat où E = D†
P
(† ∗T0) ou E = D
(m)
P
(† ∗T0). La proposition 1.2.16 permet
ensuite d’obtenir le critère d’injectivité, surjectivité ou bijectivité. ⊓⊔
Lemme 1.2.20 Il existe un morphisme canonique j′∗D
(m)
U ′→U → D
(m)
P′→P(
†∗
T ′0) de (j′∗D
(m)
U ′ , j
′
∗g
−1D
(m)
U )-bimodules. En outre, le morphisme induit par
extension des scalaires, D(m)
P′
(† ∗T ′0)⊗j′∗D
(m)
U′
j′∗D
(m)
U ′→U → D
(m)
P′→P(
† ∗T ′0),
est un isomorphisme.
Démonstration. L’injection canonique g∗D(m)U →֒ gˆ∗D̂(m)U induit la suiv-
ante j′∗g
∗D
(m)
U →֒ j
′
∗gˆ
∗D̂
(m)
U . Puisque le morphisme OP′(† ∗ T ′0) → j′∗OU′
est injectif, par un calcul en coordonnées locales, on obtient les injections
(adjonction de j′∗ puis complétion)
D
(m)
P′→P(
† ∗ T0) →֒ j
′
∗D
(m)
U′→U →֒ j
′
∗D̂
(m)
U′→U.
Via un calcul en coordonnées locales et l’injection canonique j′∗OU ′ →֒
OP′(
† ∗ T ′0), on établit la factorisation :
j′∗gˆ
∗D̂
(m)
U
j′∗g
∗D
(m)
U
//
?
OO
D
(m)
P′→P(
† ∗ T ′0).
V6
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Par extension des scalaires, il dérive de cette factorisation OP′(†∗T ′0)⊗j′∗OU′
j′∗D
(m)
U ′→U → D
(m)
P′→P(
†∗T ′0). Par un calcul en coordonnées locales, on véri-
fie que celui-ci est un isomorphisme. On conclut grâce à l’isomorphisme
canonique OP′(† ∗T ′0)⊗j′∗OU′ j
′
∗D
(m)
U ′→U→˜D
(m)
P′
(† ∗T ′0)⊗j′∗D
(m)
U′
j′∗D
(m)
U ′→U .
⊓⊔
Proposition 1.2.21 Avec les notations 1.2.15, on suppose f lisse. Pour tout
D
(m)
U -module localement en P de présentation finie E, on dispose d’un
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isomorphisme canonique
D
†
P′
(†T ′0)Q ⊗j′∗D
(m)
U′
j′∗(D
(m)
U ′→U ⊗g−1D(m)U
g−1E)
→˜D†
P′→P(
†T ′0)Q ⊗f−1D†
P
(†T0)Q
f−1(D†
P
(†T0)Q ⊗j∗D(m)U
j∗E).
En outre, ceux-ci sont transitifs en f et g.
Démonstration. L’homomorphisme j′∗D
(m)
U ′→U ⊗j′∗g−1D
(m)
U
j′∗g
−1E →
j′∗(D
(m)
U ′→U ⊗g−1D(m)U
g−1E) induit par extension des scalaires
D
(m)
P′
(† ∗ T ′0)⊗j′∗D
(m)
U′
j′∗D
(m)
U ′→U ⊗j′∗g−1D
(m)
U
j′∗g
−1E
→ D
(m)
P′
(† ∗ T ′0)⊗j′∗D
(m)
U′
j′∗(D
(m)
U ′→U ⊗g−1D(m)U
g−1E).
Par 1.2.20 et via le morphisme canonique f−1j∗ → j′∗g−1, construit par
adjonction, on obtient alors le suivant D(m)
P′→P(
†∗T ′0)⊗f−1j∗D(m)U
f−1j∗E →
D
(m)
P′
(† ∗ T ′0)⊗j′∗D
(m)
U′
j′∗(D
(m)
U ′→U ⊗g−1D(m)U
g−1E). D’où
D
(m)
P′→P(
† ∗ T ′0)⊗f−1D(m)
P
(†∗T0)
f−1(D
(m)
P
(† ∗ T0)⊗j∗D(m)U
j∗E) →
D
(m)
P′
(† ∗ T ′0)⊗j′∗D
(m)
U′
j′∗(D
(m)
U ′→U ⊗g−1D(m)U
g−1E). (1.2.21.1)
Comme E est localement en P de présentation finie, il découle de 1.2.4
que D(m)U ′→U ⊗g−1D(m)U
g−1E est localement en P ′ de présentation finie.
Par 1.1.33, le terme du bas de 1.2.21.1 est localement de présentation finie
sur D
(m)
P′
(† ∗ T ′0). De plus, il en est de même de celui du haut. Comme
1.2.21.1 est un isomorphisme au-dessus de U′, il découle de 1.2.19 que
1.2.21.1 est un isomorphisme. Pour en conclure la construction de l’iso-
morphisme de 1.2.21, il suffit de vérifier que l’homomorphisme canonique
D
†
P′
(†T ′0)Q ⊗D(m)
P′
(†∗T ′0)
D
(m)
P′→P(
† ∗ T ′0) → D
†
P′→P(
†T ′0)Q, induit par ex-
tension des scalaires, est un isomorphisme. Comme f est lisse, ce dernier
est un morphisme de D†
P′
(†T ′0)Q-modules cohérents. Par [Ber96a, 4.3.12],
il suffit d’établir que sa restriction à U′ est un isomorphisme. Or, comme g
est lisse, D(m)U′→U est D
(m)
U′ -cohérent. Le morphisme D̂
(m)
U′ ⊗D(m)
U′
D
(m)
U′→U →
D̂
(m)
U′→U est donc un isomorphisme. D’où D̂
(m)
U′,Q ⊗D(m)
U′
D
(m)
U′→U→˜ D̂
(m)
U′→U,Q.
On termine grâce à la commutation à isogénie près de l’image inverse ex-
traordinaire par un morphisme lisse au niveau ([Ber02, 4.3.3]).
En ce qui concerne la commutation aux isomorphismes de composition
des images inverses extraordinaires, il s’agit de vérifier la commutativité
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d’un diagramme canonique. Par [Ber96a, 4.3.12], il suffit de l’établir pour
sa restriction à U′′, ce qui est aisé. ⊓⊔
Proposition 1.2.22 Avec les notations 1.2.15, on suppose T ′0 = f−1(T0).
Soit E′ un D(0)U ′ -module localement en P ′ de présentation finie tel que
g+(E
′) soit un D(0)U -module localement en P de présentation finie. On dis-
pose alors d’un morphisme canonique :
D
†
P
(† ∗ T0)⊗j∗D(0)U
j∗g+(E
′)
→ Rf∗(D
†
P←P′(
† ∗ T0)⊗
L
D
†
P′
(†∗T ′0)
(D†
P′
(†∗T ′0)⊗
L
j′∗D
(0)
U′
j′∗E
′)).
(1.2.22.1)
Celui-ci est un isomorphisme au dessus de U. De plus, ceux-ci sont transitifs
en f et g.
Démonstration. Par 1.2.13, on remarque que lorsque f est une immer-
sion fermée, g+(E′) est forcément un D(0)U -module localement en P de
présentation finie. De plus, le morphisme f est le composé de son graphe
P ′ →֒ P ′ × P suivant de la projection P ′ × P → P . On se ramène ainsi à
supposer que f est soit lisse soit une immersion fermée.
Grâce à 1.1.33, j∗Rg∗(D(0)U←U ′ ⊗
L
D
(0)
U′
E′)→˜Rf∗Rj
′
∗(D
(0)
U←U ′ ⊗
L
D
(0)
U′
E′).
Lorsque f est lisse, de manière analogue à [Ber02, 2.4.6.2], on dispose
d’un quasi-isomorphisme canonique Ω•U ′/U ⊗OU′ D
(0)
U ′ [dU ′/U ] → D
(0)
U←U ′ .
En particulier, D(0)U←U ′ admet une résolution finie par des D
(0)
U ′ -modules
libres de type fini. Lorsque f est une immersion fermée, D(0)U←U ′ est un
D
(0)
U ′ -module libre. Dans les deux cas, il en découle que le morphisme
j′∗D
(0)
U←U ′ ⊗
L
j′∗D
(0)
U′
j′∗E
′ → Rj′∗(D
(0)
U←U ′ ⊗
L
D
(0)
U′
E′) est un isomorphisme. On
obtient par composition : j∗g+(E′)→˜Rf∗(j′∗D
(0)
U←U ′ ⊗
L
j′∗D
(0)
U′
j′∗E
′). Nous
aurons besoin du lemme ci-après.
Lemme 1.2.23 Pour tout entier m, il existe un homomorphisme canonique
j′∗D
(m)
U←U ′ → D
(m)
P←P′(
† ∗ T0) de (j′∗g−1D
(m)
U , j
′
∗D
(m)
U ′ )-bimodules.
Démonstration. En rajoutant les faisceaux de formes différentielles de de-
gré maximum, cela se vérifie de manière analogue à 1.2.20. ⊓⊔
On dispose d’un morphisme canonique D(m)
P←P′(
† ∗ T0) → D
†
P←P′(
† ∗ T0).
Avec 1.2.23, on obtient j′∗D
(m)
U←U ′ → D
†
P←P′(
† ∗ T0). D’où :
Rf∗(j
′
∗D
(0)
U←U ′ ⊗
L
j′∗D
(0)
U′
j′∗E
′) → Rf∗(D
†
P←P′(
† ∗ T0) ⊗
L
j′∗D
(0)
U′
j′∗E
′)
→˜Rf∗(D
†
P←P′(
† ∗T0)⊗
L
D
†
P′
(†∗T ′0)
D
†
P′
(†∗T ′0)⊗
L
j′∗D
(0)
U′
j′∗E
′). On obtient par
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composition :
θ : j∗g+(E
′) → Rf∗(D
†
P←P′(
† ∗ T0) ⊗
L
D
†
P′
(†∗T ′0)
D
†
P′
(†∗T ′0)⊗
L
j′∗D
(0)
U′
j′∗E
′).
Il en résulte par extension la construction du morphisme de 1.2.22.1.
La restriction à U de θ correspond au morphisme composé :
Rg∗(D
(0)
U←U ′⊗
L
D
(0)
U′
E′)→ Rg∗(D̂
(0)
U←U′⊗
L
D
(0)
U′
E′) → Rg∗(D
†
U←U′⊗
L
D
(0)
U′
E′).
D’après 1.2.8, D̂(0)U ⊗D(0)U
Rg∗(D
(0)
U←U ′⊗
L
D
(0)
U′
E′) → Rg∗(D̂
(0)
U←U′⊗
L
D
(0)
U′
E′)
est un isomorphisme. De plus, il résulte de [Ber02, 3.5.3.(ii)] (en passant à
la limite), que D†U ⊗D̂(0)U Rg∗(D̂
(0)
U←U′ ⊗
L
D
(0)
U′
E′) → Rg∗(D
†
U←U′ ⊗
L
D
(0)
U′
E′)
est aussi un isomorphisme. Il en dérive que la restriction à U de 1.2.22.1 est
un isomorphisme. ⊓⊔
1.3. Description des isocristaux surconvergents sur les schémas affines et
lisses
Soit Y † un V-schéma formel faible affine et lisse. On remarque que
grâce à Elkik ([Elk73]), il existe un V-schéma affine et lisse Y dont le
complété faible est isomorphe à Y †.
1.3.1. Il résulte de [Ber96b, 2.5.2], qu’il existe un foncteur pleinement
fidèle de la catégorie des isocristaux surconvergents sur Y0 dans celle des
Γ (Y †,OY †,Q)-modules projectifs de type fini munis d’une connexion in-
tégrable. Or, pour tout Γ (Y †,OY †,Q)-module de type fini E muni d’une
connexion intégrable, le morphisme canonique OY †Q ⊗Γ (Y †,O
Y †Q
) E →
DY †Q⊗Γ (Y †,D
Y †Q
)E est un isomorphisme. La catégorie des Γ (Y †,OY †Q)-
modules de type fini munis d’une connexion intégrable est ainsi équivalente
à celle des DY †,Q-modules globalement de présentation finie et qui soient
en outre OY †,Q-cohérents.
Il en résulte un foncteur pleinement fidèle, noté sp∗, de la catégorie des
isocristaux surconvergents sur Y0 dans celle des DY †,Q-modules globale-
ment de présentation finie et OY †,Q-cohérents.
Proposition 1.3.2 Soient E un isocristal surconvergent sur Y0 et E :=
sp∗(E). Il existe E(m), un D
(m)
Y †
-module globalement de présentation et
OY †-cohérent, et un isomorphisme DY †,Q-linéaire E
(m)
Q →˜E.
Démonstration. Notons A† := Γ (Y †,OY †) et E := Γ (Y †,E). Comme
E est un A†K -module projectif de type fini, il existe un A†K-module F ,
un entier r et un isomorphisme A†K -linéaire : E ⊕ F→˜ (A
†
K)
r
. En notant
Ê := ÂK ⊗A†K
E et F̂ := ÂK ⊗A†K
F , on obtient l’isomorphisme Ê ⊕
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F̂→˜ (ÂK)
r ainsi que les injections canoniques E →֒ Ê et F →֒ F̂ . Par
abus de notations, on considérera tous ces ensembles inclus dans (ÂK)r.
On pose E(m) := {e ∈ E/ ∀k, ∂<k>(m)e ∈ E ∩ (A†)r}. Il résulte de
[Ber96a, 2.2.4.(iii)], que E(m) est un sous-A†-module de E ∩ (A†)r . Il en
découle que l’ensemble E(m) est un sous-Γ (Y †,D(m)
Y †
)-module de E, de
type fini sur A†.
Notons ‖ − ‖ la norme spectrale sur ÂK . Pour tout a ∈ ÂK , ‖ a ‖≤
1 si et seulement si a ∈ Â ([Ber96a, 2.4.2]). Si ÂN ։ Ê ∩ (Â)r est
un homomorphisme surjectif, celui-ci induit (on applique ⊗VK) le suivant
ÂK
N
։ Ê. On notera ‖ − ‖ la norme quotient (qui est une norme de
Banach) induite par celui-ci. Pour tout e ∈ Ê, si ‖ e ‖≤ 1 alors e ∈
Ê ∩ (Â)r.
Pour k ∈ N, posons k = pmq(m)k + r
(m)
k . D’après [Ber96a, 2.4.3.(i)], il
existe η < 1, c ∈ R tels que |q(m)k !| ≤ cη
k pour tout k. Pour tous e ∈ Ê
et k ∈ Nd, ‖ ∂<k>(m)e ‖= |q(m)k !| ‖ ∂
[k]e ‖≤ cdη|k| ‖ ∂[k]e ‖. Comme
Ê est un isocristal convergent sur Y0, ce dernier terme tend vers 0 lorsque
|k| tend vers l’infini. Il existe donc un entier N tel que |k| ≥ N implique
∂<k>(m)e ∈ Ê ∩ (Â)r. Comme E est stable par l’action des ∂<k>(m) et
puisque que E ∩ Ê ∩ (Â)r = E ∩ (A†K)r ∩ (Â)r = E ∩ (A†)r (la dernière
égalité résultant de [Éte02, Corollaire de la Proposition 2]), on en déduit
que ∀e ∈ E, ∃N ∈ N, ∀k tel que |k| ≥ N , ∂<k>(m)e ∈ E ∩ (A†)r. Il en
dérive que le morphisme canonique E(m)Q → E est un isomorphisme.
Comme le morphisme OY †⊗Γ (Y †,O
Y †
)E
(m) → D
(m)
Y †
⊗
Γ (Y †,D
(m)
Y †
)
E(m)
est un isomorphisme, le faisceau E(m) := D(m)
Y †
⊗
Γ (Y †,D
(m)
Y †
)
E(m) répond
à la question. ⊓⊔
Remarques 1.3.3 De manière analogue à [Ber90, 3.1.3], on voit qu’un
D
(m)
Y †
-module, cohérent en tant que OY †-module est alors cohérent en tant
que D(m)
Y †
-module.
Corollaire 1.3.4 Avec les notations de 1.3.2, le morphisme OY,Q ⊗O
Y †,Q
E → D†
Y,Q ⊗DY †,Q E est un isomorphisme.
De plus, soient Ê l’isocristal convergent sur Y0 induit par E et Ê :=
D
†
Y,Q ⊗DY †,Q E. Alors, Ê→˜ sp∗(Ê), où sp : YK → Y est le morphisme de
spécialisation.
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Démonstration. En notant Ê(m) le complété p-adique de E(m), on dispose
du diagramme commutatif
OY⊗O
Y †
E(m) //
˜ **UUUUU
U
D̂
(m)
Y
⊗D
Y †
E(m)
˜tthhhhhhÊ(m),
dont les flèches obliques sont des isomorphismes. Celle horizontale l’est
donc aussi. Il en dérive que le morphisme canonique OY,Q ⊗O
Y †,Q
E →
D̂
(m)
Y,Q⊗DY †,QE est un isomorphisme. On obtient la première partie du corol-
laire en passant à la limite sur le niveau. La seconde partie s’en déduit. ⊓⊔
1.4. D-modules arithmétiques associés aux isocristaux surconvergents sur
les schémas affines et lisses
Soient P † un V-schéma formel faible lisse, T0 un diviseur de P0, U †
l’ouvert de P † complémentaire de T0, j : U † →֒ P † l’immersion ouverte
et v : Y † →֒ U † une immersion fermée de V-schémas formels faibles. On
suppose en outre Y † affine et lisse et on note X0 l’adhérence schématique
de Y0 dans P0 et (F -)Coh(P, T0,X0), la catégorie des (F -)D†P(
†T0)Q-
modules cohérents à support dans X0.
1.4.1. Soient E un isocristal surconvergent sur Y0 et E := sp∗(E). Choi-
sissons E(0), un D(0)
Y †
-module globalement de présentation, OY †-cohérent et
vérifiant E(0)Q →˜E (voir 1.3.2). On garde les notations de 1.3.4 concernant
l’isocristal convergent Ê sur Y0 induit par E et Ê := D†Y,Q ⊗DY †,Q E.
Grâce à la proposition 1.2.13, le D(0)
U†
-module v+(E(0)) est globalement
de présentation finie. D’après 1.1.33.3, il en dérive que j∗v+(E(0)) est un
j∗D
(0)
U†
-module globalement de présentation finie. On en déduit que le fais-
ceau
spY † →֒U†,T0,+(E) := D
†
P
(†T0)Q ⊗j∗D(0)
U†
j∗v+(E
(0)),
est un D†
P
(†T0)Q-module globalement de présentation finie à support dans
X0. On remarque que celui-ci est indépendant du choix de E(0). On dis-
pose ainsi d’un foncteur spY † →֒U†,T0,+ : Isoc
†(Y0/K)→ Coh(P, T0,X0).
Lorsque T0 est vide, on omettra comme d’habitude de l’indiquer.
1.4.2. Avec les notations de 1.4.1, soient T ′0 ⊃ T0 un diviseur de P0,U ′† :=
P † \ T ′0, Y
′† := Y † \ T ′0 et j
′ : U ′† ⊂ P †. Grâce à 1.2.21 (utilisé lorsque f
est l’identité), on vérifie que l’on dispose de l’isomorphisme fonctoriel en
E ∈ Isoc†(Y0/K) (
†T ′0)spY † →֒U†,T0,+(E)→˜ spY ′† →֒U ′†,T ′0,+(j
′†E).
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Remarques 1.4.3 Soit Y † un V-schéma formel faible affine et lisse. Grâce
à Elkik ([Elk73]), il existe un V-schéma affine et lisse Y dont le complété
faible est isomorphe à Y †. Il existe alors une immersion fermée Y →֒ ArV.
En notant P := Pr
V
, U := Ar
V
et T le diviseur P \ U , on obtient une
immersion fermée v : Y † →֒ U † de V-schémas formels faibles lisses et
l’inclusion j : U † ⊂ P †. Cette situation géométrique est un cas particulier
de celle de la section.
Lemme 1.4.4 Avec les notations de 1.4.1, on dispose des isomorphismes
canoniques spY † →֒U†,T0,+(E)|U→˜ spY0 →֒U+(Ê)→˜ v
†
+Ê.
Démonstration. Par 1.2.8, spY † →֒U†,T0,+(E)|U = D
†
U,Q ⊗D(0)
U†
v+(E
(0))
→˜D†U,Q ⊗D̂(0)U
vˆ+(D̂
(0)
Y
⊗
D
(0)
Y †
E(0)). Par [Ber02, 4.3.8], il en découle l’i-
somorphisme spY † →֒U†,T0,+(E)|U→˜ v
†
+(D
†
Y,Q ⊗D(0)
Y †
E(0)). On conclut via
Ê→˜D†
Y,Q ⊗D(0)
Y †
E(0) (1.3.4). ⊓⊔
Proposition 1.4.5 Le foncteur spY † →֒U†,T0,+ est exact et fidèle.
Démonstration. D’après 1.1.33, le morphisme canonique j∗v+(E(0)) →
Rj∗v+(E
(0)) est un isomorphisme. Le foncteur E 7→ j∗DU†,Q ⊗j∗D(0)
U†
j∗v+(E
(0)) (qui ne dépend pas du choix de E(0)) est donc exact. Comme
l’extension DP(†T0)Q → D†P(
†T0)Q est plate à droite et à gauche, il ré-
sulte de 1.2.17 que D†
P
(†T0)Q est j∗DU†,Q-plat à droite et à gauche. Le
foncteur spY † →֒U†,T0,+ est donc exact.
Traitons à présent la fidélité. Via [Ber96a, 4.3.12], il suffit d’établir celle
deE 7→ spY † →֒U†,T0,+(E)|U→˜ v
†
+Ê. Or, le foncteur E 7→ Ê est fidèle (cela
résulte de [Ber96b, 2.1.11]), sp∗ est pleinement fidèle sur la catégorie des
isocristaux convergents sur Y0 et v†+ est pleinement fidèle sur la catégorie
des D†
Y,Q-modules cohérents. D’où le résultat. ⊓⊔
1.4.6. Lorsque X0 est lisse, on dispose (voir [Car, 2.2.17]) du foncteur
canonique spX0 →֒P,T0+ : (F -)Isoc
†(Y0,X0/K) → (F -)Coh(P, T0,X0).
Ce dernier est pleinement fidèle avec et sans Frobenius et on notera (F -
)Isoc†(P, T0,X0/K) son image essentielle (on omet d’indiquer T0 lorsque
celui-ci est vide). On dispose du diagramme essentiellement commutatif
(i.e., les deux foncteurs composés sont canoniquement isomorphes) :
F -Isoc†(P, T0,X0/K)
|U // F -Isoc†(U, Y0/K)
F -Isoc†(Y0/X0/K) //
spX0 →֒P,T0,+ ∼=
OO
F -Isoc(Y0/K),
spY0 →֒U,+ ∼=
OO
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dont les foncteurs verticaux sont des équivalences de catégorie et où les
foncteurs horizontaux sont les restrictions canoniques. D’après Kedlaya,
F -Isoc†(Y0/X0/K) → F -Isoc(Y0/K) est pleinement fidèle ([Ked04]). Il
en est donc de même de |U : F -Isoc†(P, T0,X0/K) → F -Isoc†(U, Y0/K).
1.4.7. Lorsque l’on travaille avec les F -isocristaux surconvergents, le théo-
rème de pleine fidélité de Kedlaya ([Ked04]) est un outil très puissant.
Le théorème ci-après en fournit une illustration. Définissons d’abord la
catégorie F -Isoc†∗(P, T0,X0/K). Ses objets sont les couples (E, φ), où
E ∈ Coh(P, T0,X0) tel que E|U ∈ Isoc†(U, Y0) et φ : F ∗E|U→˜E|U dans
Isoc†(U, Y0). Ses flèches (E1, φ1) → (E2, φ2) sont les morphismes E1 →
E2 D
†
P
(†T0)Q-linéaires dont la restriction à U commute à φ1 et φ2. Par 1.4.4,
le foncteur spY † →֒U†,T0,+ induit F -Isoc
†(Y0/K) → F -Isoc
†∗(P, T0,X0),
celui-ci étant fidèle grâce à 1.4.5.
Théorème 1.4.8 Avec les notations de 1.4.7, le foncteur spY † →֒U†,T0,+ :
F -Isoc†(Y0/K)→ F -Isoc
†∗(P, T0,X0/K) est pleinement fidèle.
Démonstration. On dispose du diagramme canonique essentiellement com-
mutatif
F -Isoc†(Y0/K)

sp
Y † →֒U†,T0,+// F -Isoc†∗(P, T0,X0)
|U
F -Isoc(Y0/K)
spY0 →֒U,+
∼=
// F -Isoc†(U, Y0).
Comme spY † →֒U†,T0,+ et |U sont des foncteurs fidèles et que les deux autres
sont pleinement fidèles, il en résulte que spY † →֒U†,T0,+ est pleinement fidèle.
⊓⊔
Remarques 1.4.9 Si E ∈ (F -)Isoc†(Y0/K), le théorème 1.4.8 n’implique
pas directement que l’on dispose d’un isomorphisme canonique de commu-
tation à Frobenius spY † →֒U†,T0,+(F
∗E)→˜F ∗spY † →֒U†,T0,+(E).
On dit que φ : spY † →֒U†,T0,+(F
∗E)→˜F ∗spY † →֒U†,T0,+(E) est « l’i-
somorphisme canonique de commutation à Frobenius » s’il induit le dia-
gramme commutatif suivant
spY † →֒U†,T0,+(F
∗E)|U
∼ φ|U
∼ // spY0 →֒U+(F
∗Ê)
∼ // v†+F
∗Ê
∼
F ∗(spY † →֒U†,T0,+(E)|U)
∼ // F ∗spY0 →֒U+(Ê)
∼ // F ∗v†+Ê,
(1.4.9.1)
où les isomorphismes horizontaux sont 1.4.4 et celui-ci de droite est l’iso-
morphisme canonique de commutation à Frobenius de l’image directe (voir
[Ber02]). Le diagramme 1.4.9.1 implique l’unicité de cet isomorphisme.
Tout le problème est d’établir son existence. On remarque, via cette unicité,
que son existence est locale en P. Nous la prouverons lorsque X0 est lisse
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(voir 1.4.13) et surtout lorsque Y0 se désingularise localement idéalement
(voir 2.3.6).
Conjecture 1.4.10. Notons ρY0,X0 : Isoc†(Y0/K) → Isoc†(Y0,X0/K) et
cv : Isoc†(Y0,X0/K) → Isoc(Y0/K) les foncteurs restrictions (de même
en rajoutant F -). Il est conjectural que ceux-ci soient pleinement fidèles
(voir [Tsu02]). On conjecture alors les deux suivantes :
(a) Lorsque X0 est lisse, pour tout isocristal surconvergent E sur Y0, on
dispose d’un isomorphisme fonctoriel en E
spY † →֒U†,T0,+(E)→˜ spX0 →֒P,T0+ ◦ ρY0,X0(E).
(b) Le foncteur spY † →֒U†,T0,+ est pleinement fidèle.
Le théorème 1.4.14 valide la conjecture (a) lorsque l’on dispose d’une
structure de Frobenius.
Lemme 1.4.11 Soient P un V-schéma formel lisse, T0 ⊂ T ′0 deux diviseurs
de P et E un (F -)D†
P
(†T0)Q-module cohérent. Il existe au plus une structure
de (F -)D†
P
(†T ′0)Q-module cohérent sur E prolongeant sa structure canon-
ique de (F -)D†
P
(†T0)Q-module. De plus, l’existence d’une telle structure
est locale en P.
Démonstration. On dispose du morphisme E → D†
P
(†T ′0)Q ⊗D†
P
(†T0)Q
E.
Par [Ber96a, 4.3.12], celui-ci est un isomorphisme si et seulement si E est
muni d’une structure de (F -)D†
P
(†T ′0)Q-module cohérent prolongeant sa
structure canonique de (F -)D†
P
(†T0)Q-module. ⊓⊔
Lemme 1.4.12 Soient P un V-schéma formel lisse, X0,X ′0 des sous-schémasfermés lisses de P , T0 et T ′0 deux diviseurs de P tels que X0\T0 = X ′0\T ′0.
Soit E un (F -)D†
P
(†T0)Q-module tel qu’il existe un (F -) isocristal E sur
X0 \T0 surconvergent le long T0∩X0 et un isomorphisme (F -)D†P(†T0)Q-
linéaire E→˜ spX0 →֒P,T0,+(E).
La structure de (F -)D†
P
(†T0)Q-module de E se prolonge en une struc-
ture de (F -)D†
P
(†T0 ∪ T
′
0)Q-module cohérent. De plus, il existe un (F -)
isocristal E′ sur X ′0 \T ′0 surconvergent le long T ′0∩X ′0 et un isomorphisme
(F -) D†
P
(†T ′0)Q-linéaire E→˜ spX′0 →֒P,T ′0,+(E
′).
Démonstration. Traitons d’abord le cas où T ′0 = T0. D’après la caractéri-
sation de l’image essentielle de spX′0 →֒P,T ′0,+, il suffit de prouver que E est
à support dans X ′0, i.e., (†X ′0)(E) = 0. Grâce à [Car04c, 2.2.9], comme
RΓ †T0((
†X ′0)E) = 0, (
†X ′0)E = 0 si et seulement si ((†X ′0)E)|P\T0 = 0.
Or, [(†X ′0)(E)]|P\T0→˜ (†X ′0 \ T0)(E|P\T0) = (†X0 \ T0)(E|P\T0) = 0.
Supposons maintenant X0 = X ′0. Par 1.4.11, le fait que E soit de sur-
croît un (F -)D†
P
(†T0 ∪ T
′
0)Q-module cohérent est local en P. Supposons
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donc que X0 →֒ P se relève en un morphisme u : X0 → P de V-schémas
formels lisses. Comme les foncteurs u+, uT0,+ et uT0∪T ′0,+ sont isomorphes
et puisque (T0∪T ′0)∩X0 = T0∩X0, spX0 →֒P,T0,+(E)→˜ uT0∪T ′0,+sp∗(E).
La cohérence se préservant par image directe par un morphisme propre,
spX0 →֒P,T0,+(E) est donc un (F -)D†P(†T0 ∪ T ′0)Q-module cohérent. De
même, spX0 →֒P,T0,+(E) est dans l’image essentielle de spX0 →֒P,T ′0,+.
En remarquant que X0\T0 = X0\(T0∪T ′0) = X ′0\(T0∪T ′0) = X ′0\T ′0,
on vérifie que le cas général se déduit des deux précédents. ⊓⊔
Proposition 1.4.13 On suppose X0 lisse, P0 séparé et on se donne E un
isocristal sur Y0 surconvergent le long de T0∩X0. L’isomorphisme canon-
ique φ : spY † →֒U†,T0,+(F
∗E)→˜F ∗spY † →֒U†,T0,+(E) de commutation à
Frobenius existe (voir 1.4.9), i.e., il induit le diagramme commutatif ci-
après
spY † →֒U†,T0,+(F
∗E)|U
φ|U
∼
//
∼
F ∗(spY † →֒U†,T0,+(E)|U)
∼
v†+F
∗Ê
∼ // F ∗v†+Ê,
(1.4.13.1)
où les isomorphismes verticaux sont 1.4.4 et celui du bas est l’isomor-
phisme de commutation à Frobenius de l’image directe. Lorsque E est un
F -isocristal surconvergent, spY † →֒U†,T0,+(E) est donc muni d’une struc-
ture canonique de F -D†
P
(†T0)Q-module.
Démonstration. Fixons F : Y † → Y † un relèvement de Frobenius. No-
tons P ′† := P † × P †, U ′† := U † × U †, j′ : U ′† ⊂ P ′†, T ′0 := P
′
0 \
U ′0, f1 et f2 : P
′† → P † (resp. g1 et g2 : U ′† → U †), les projections
respectives à gauche et à droite, h1 : U † × P † → U † et v′ l’immer-
sion fermée (v, v ◦ F ) : Y † →֒ U ′†. D’après 1.2.21, D†
P′
(†T ′0)Q ⊗j′∗D
(0)
U′
j′∗g
!
2(v+(E
(0)))→˜ f !2,T ′0,T0
(D†
P
(†T0)Q ⊗j∗D(0)
U†
j∗v+(E
(0))). Or, on dispose
des morphismes :
v′+F
!(E(0))→˜ v′+F
!v!v+(E
(0))→˜ v′+v
′!g!2v+(E
(0))→ g!2v+(E
(0)).
(1.4.13.2)
Il en dérive par fonctorialité et composition
D
†
P′
(†T ′0)Q ⊗
j′∗D
(0)
U′
j′∗(v
′
+F
!(E(0)))→ f !2,T ′0,T0
(D†
P
(†T0)Q⊗j∗D(0)
U†
j∗v+(E
(0))).
(1.4.13.3)
Notons δF0 le morphisme (id, F0) : P0 →֒ P0 × P0, où F0 est Frobe-
nius. On identifiera P0, U0, X0, Y0 à des sous-schémas de P0 × P0 via δF0(on prendra garde de ne pas les identifier via l’immersion diagonale par
exemple).
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Comme il existe un isocristal E˜ sur Y0 surconvergent le long de X0 ∩
T0 tel que D†P(
†T0)Q ⊗j∗D(0)
U†
j∗v+(E
(0))→˜ spX0 →֒P,T0,+(E˜), celui-ci est
D
†
P
(†T0)Q surcohérent (2.1.4). Puisque D†P′(†T ′0)Q⊗j′∗D(0)U′ j
′
∗(v
′
+F
!(E(0)))
est un D†
P′
(†T ′0)Q-module cohérent à support dans X0 (et donc dans P0), il
dérive alors de 1.4.13.3 le morphisme dans Dbcoh(D
†
P′
(†T ′0)Q) :
D
†
P′
(†T ′0)Q ⊗j′∗D
(0)
U′
j′∗(v
′
+F
!(E(0)))
→ RΓ †P0 ◦ f
!
2,T ′0,T0
(D†
P
(†T0)Q ⊗j∗D(0)
U†
j∗v+(E
(0))). (1.4.13.4)
Comme δ−1F0 (f
−1
1 (T0)) = T0, δ
−1
F0
(f−12 (T0)) = T
(s)
0 et T
′
0 = f
−1
1 (T0)∪
f−12 (T0), RΓ
†
P0
◦(†f−12 (T0))→˜RΓ
†
P0
◦(†T ′0). On en déduit RΓ
†
P0
◦f !2,T ′0,T0
→˜RΓ †P0 ◦ f
!
2,T0
. Comme δF0,f−11 (T0),+→˜ δF0,+→˜ δF0,f−12 (T0),+, on obtient
RΓ †P0 ◦ f
!
2,T ′0,T0
→˜RΓ †P0 ◦ f
!
2,T0→˜ δF0,f−12 (T0),+
δ!
F0,f
−1
2 (T0)
f !2,T0
→˜ δF0,f−12 (T0),+
F ∗0,T0→˜ δF0,f−11 (T0),+
F ∗0 .
Le morphisme 1.4.13.4 est donc canoniquement isomorphe à
D
†
P′
(†T ′0)Q ⊗j′∗D
(0)
U′
j′∗(v
′
+F
!(E(0)))
→ δF0,f−11 (T0),+
F ∗0 (D
†
P
(†T0)Q ⊗j∗D(0)
U†
j∗v+(E
(0))). (1.4.13.5)
Notons j′′ l’immersion ouverte U †×P † →֒ P ′† et v′′ : Y † →֒ U †×P †
l’immersion fermée composée du graphe de j◦v◦F (qui est une immersion
fermée car P0 est séparé) suivi de v×id : Y †×P † →֒ U †×P †. Comme j′′◦
v′′ = j′ ◦v′, j′′∗ ◦v
′′
+→˜ j
′
∗ ◦v
′
+. Il en découle que le morphisme d’adjonction
j′′∗D
(0)
U†×P †
→ j′∗D
(0)
U ′†
induit la flèche
D
†
P′
(†T ′0)Q ⊗
j′′∗D
(0)
U†×P†
j′′∗ (v
′′
+F
!(E(0))) → D†
P′
(†T ′0)Q⊗j′∗D
(0)
U′†
j′∗(v
′
+F
!(E(0))).
(1.4.13.6)
Comme f1 ◦ δF0 = id, on vérifie Y0 = X0 ×P0×P0 (U0 × P0). F ∗E(0)
est un D(0)
Y †
-module globalement de présentation, OY †-cohérent et tel que
F ∗E
(0)
Q →˜F
∗E. Il représente donc un modèle de l’isocristal surconvergent
F ∗E. Or, D†
P′
(†f−11 (T0))Q⊗j′′∗D
(0)
U†×P†
j′′∗ (v
′′
+F
∗(E(0))) est dans l’image es-
sentielle de spX0 →֒P ′0,f−11 (T0),+. Par 1.4.12, celui-ci est même un D
†
P′
(†T ′0)Q-
36 D. Caro
module cohérent et donc le morphisme canonique
D
†
P′
(†f−11 (T0))Q ⊗j′′∗D
(0)
U†×P†
j′′∗ (v
′′
+F
!(E(0)))
→ D†
P′
(†T ′0)Q ⊗j′′∗D
(0)
U†×P†
j′′∗ (v
′′
+F
!(E(0))). (1.4.13.7)
est un isomorphisme. En composant 1.4.13.5, 1.4.13.6 et 1.4.13.7, on ob-
tient
D
†
P′
(†f−11 (T0))Q ⊗j′′∗D
(0)
U†×P†
j′′∗ (v
′′
+F
!(E(0)))
→ δF0,f−11 (T0),+
F ∗0 (D
†
P
(†T0)Q ⊗j∗D(0)
U†
j∗v+(E
(0))). (1.4.13.8)
Or, d’après 1.2.22, on dispose du morphisme
D
†
P
(†T0)Q ⊗j∗D(0)
U†
j∗(h1,+v
′′
+F
∗(E(0)))
→ f1,T0,+(D
†
P′
(†f−11 (T0))Q ⊗j′′∗D
(0)
U†×P†
j′′∗ (v
′′
+F
∗(E(0)))), (1.4.13.9)
qui est un isomorphisme grâce à [Ber96a, 4.3.12]. Comme h1,+v′′+→˜ v+ et
f1,T0,+ ◦ δF0,f−11 (T0),+
→˜ id+, en utilisant 1.4.13.9 et en appliquant f1,T0,+
à 1.4.13.8, on obtient alors
D
†
P
(†T0)Q ⊗j∗D(0)
U†
j∗(v+F
∗(E(0)))
→ F ∗0 (D
†
P
(†T0)Q ⊗j∗D(0)
U†
j∗v+(E
(0))). (1.4.13.10)
Par [Ber96a, 4.3.12], pour conclure la démonstration, il suffit de prouver
que le diagramme 1.4.13.1 est commutatif. Cela est local en U et on se
ramène au cas où U † est affine. On notera F : U † → U † un relèvement de
Frobenius tel que F ◦ v = v ◦ F (un tel choix est possible grâce à [Ara01,
3.3.2]) et δF : s = (id, F ) : U † →֒ U ′†. On aura besoin du lemme ci-après.
Lemme 1.4.13.11 Avec les notations ci-dessus, pour tout D†
P′
(†f−11 (T0))Q-
module (ou complexe) cohérent E à support dans P0, on dispose d’un iso-
morphisme canonique (f1,T0,+(E)|U→˜ g1,+(E|U′) fonctoriel en E.
Démonstration. On a toujours (f1,T0,+(E)|U→˜h1,+(E|U×P). On termine
alors la preuve en remarquant que E|U×P est à support dans U0 et l’immer-
sion fermée U0 →֒ U0 × P0 induite par δF0 se factorise par U0 →֒ U ′0.
⊓⊔
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Grâce au lemme 1.4.13.11, en appliquant g†1,+ au morphisme θ de
D
†
U′,Q ⊗D(0)
U′
(v′+F
!(E(0)))
θ
D
†
U′,Q ⊗D(0)
U′
(v′+F
!(E(0)))

δF+†F
∗(D†U,Q ⊗D(0)U
v+(E
(0))) D
†
U′,Q ⊗D(0)
U′
(g!2v+(E
(0)))
∼
δF+†δ
!†
F g
!†
2 (D
†
U,Q ⊗D(0)U
v+(E
(0))), //
∼
OO
g!
†
2 (D
†
U,Q ⊗D(0)U
v+(E
(0)))
(1.4.13.12)
où la flèche de droite du haut dérive de 1.4.13.2, on obtient (via 1.2.9
et les isomorphismes g1,+†δF+†→˜ id+ et g1,+v′+→˜ v+) la restriction de
1.4.13.10 à U, i.e., D†U,Q ⊗D(0)
U†
v+F
∗(E(0)) → F ∗(D†U,Q ⊗D(0)
U†
v+(E
(0))).
En appliquant δF+† à l’isomorphisme canonique v+†F ∗Ê→˜F ∗v+† Ê, on
obtient v′†+F ∗Ê→˜ δF+†F ∗v+† Ê, que l’on notera θ′. Il s’agit de vérifier que
θ et θ′ se correspondent modulo les isomorphismes 1.2.9, 1.2.7. Or, d’après
[Car03], le morphisme d’adjonction adj : id → v!†v+† est compatible à
Frobenius, i.e., le diagramme canonique
F ∗(Ê) ∼
adj //
adj∼ 
v!†v+†F
∗(Ê)
∼
F ∗v!†v+†(Ê)
∼ // v!†F ∗v+†(Ê),
(1.4.13.13)
est commutatif. En lui appliquant v+† , on obtient la commutativité du carré
de gauche du diagramme
v+†F
∗(Ê)
adj
∼ //
adj∼ 
v+†v
!†v+†F
∗(Ê)
∼
adj
∼ // v+†F
∗(Ê)
∼ 
v+†F
∗v!†v+†(Ê)
∼ // v+†v
!†F ∗v+†(Ê)
adj
∼
// F ∗v+†(Ê).
(1.4.13.14)
Celle du carré de droite se vérifie par fonctorialité. D’où la commutativité
de 1.4.13.14. Il en résulte alors celle du diagramme
δF+†v
†
+F
∗(Ê)
adj∼ 
v′
†
+F
∗(Ê)
adj∼ 
∼
oo
δF+†v
†
+v
!†F ∗v+†(Ê) δF+†v
†
+F
∗v!†v+†(Ê)∼
oo
∼
v′†+F
∗v!†v+†(Ê)
∼
∼
oo
δF+†v
†
+v
!†F ∗v+†(Ê)
adj
δF+†v
†
+v
!†δ!†F g
!†
2 v+†(Ê)
adj
∼
oo
∼
// v′†+v
′!†g!†2 v+†(Ê)
adj
δF+†F
∗v+†(Ê) δF+†δ
!†
F g
!†
2 v+†(Ê)∼
oo
∼
adj // g!†2 v+†(Ê)
(1.4.13.15)
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En effet, le carré en bas à droite est commutatif par transitivité des mor-
phismes d’adjonction. Les deux du milieu le sont par transitivité de l’iso-
morphisme de commutation à la composition des images inverses extraor-
dinaires. Enfin, les deux derniers le sont par fonctorialité. En utilisant la
commutativité du diagramme déduit de 1.4.13.14 par application de δF+† ,
on vérifie que le morphisme v′†+F ∗(Ê) → δF+†F ∗v+†(Ê) de 1.4.13.15 pas-
sant par le haut puis la gauche est θ′. Or, grâce à 1.2.12, 1.2.9 et 1.2.7, on
vérifie que la flèche v′†+F ∗(Ê) → δF+†F ∗v+†(Ê) de 1.4.13.15 passant par
la droite puis le bas, correspond à θ (voir 1.4.13.12).
⊓⊔
Proposition 1.4.14 On suppose X0 lisse et P0 séparé. Pour tout F -isocristal
E surconvergent sur Y0, on dispose d’un isomorphisme F -D†P(†T0)Q-linéaire
spY † →֒U†,T0,+(E)→˜ spX0 →֒P,T0+ ◦ ρY0,X0(E) et fonctoriel en E.
Démonstration. Grâce à 1.4.13, spY † →֒U†,T0,+(E) est muni d’une structure
de F -D†
P
(†T0)Q-module telle que spY † →֒U†,T0,+(E)|U→˜ spY0 →֒U,+(Ê) com-
mute à Frobenius. On conclut grâce à la pleine fidélité du foncteur restric-
tion |U : F -Isoc†(P, T0,X0/K) → F -Isoc†(U, Y0/K) (voir 1.4.6). ⊓⊔
Terminons cette section par la proposition suivante.
Proposition 1.4.15 Soient f : P ′† → P † un morphisme lisse de V-schémas
formels faibles lisses, T0 un diviseur de P0, T ′0 := f−1(T0), U † (resp. U ′†)
l’ouvert de P † (resp. P ′†) complémentaire de T0 (resp. T ′0), j (resp. j′)
l’immersion ouverte correspondante. On se donne de plus un morphisme
b : Y ′† → Y † de V-schémas formels faibles affines et lisses, des immersions
fermées v : Y † →֒ U † et v′ : Y ′† →֒ U ′†, tels que g ◦ v′ = v ◦ b, où g :
U ′† → U † est le morphisme induit par f . Enfin, X0 (resp. X ′0) désigne
l’adhérence de Y0 (resp. Y ′0) dans P0 (resp. P ′0).
Pour tout objet E ∈ Isoc†(Y0/K) tel que RΓ †X′0f
!
T0
(spY † →֒U†,T0,+(E))
soit à cohomologie D†
P′
(†T ′0)Q-cohérente, il existe un isomorphisme canon-
ique spY ′† →֒U ′†,T ′0,+(b
∗E)[dX′0/X0 ]→˜RΓ
†
X′0
f !T0(spY † →֒U†,T0,+(E)).
En outre, celui-ci commute aux isomorphismes de commutation des im-
ages inverses (resp. images inverses extraordinaires).
En particulier, lorsque X ′0 = f−1(X0), pour tout E ∈ Isoc†(Y0/K),
on obtient spY ′† →֒U ′†,T ′0,+(b
∗E)[dX′0/X0 ]→˜ f
!
T0
(spY † →֒U†,T0,+(E)).
Démonstration. Il résulte de la 1.2.21, D†
P′
(†T ′0)Q ⊗
(0)
j′∗DU′†
j′∗g
!v+(E
(0))
→˜ f !T0(spY † →֒U†,T0,+(E)). Via le morphisme v
′
+v
′! → id, il en résulte
spY ′† →֒U ′†,T ′0,+(b
∗E)[dX′0/X0 ]→ f
!
T0
(spY † →֒U†,T0,+(E)). En lui appliquant
RΓ †
X′0
, comme spY ′† →֒U ′†,T ′0,+(b
∗E) ∈ Coh(P′, T ′0,X
′
0), on obtient la flèche
spY ′† →֒U ′†,T ′0,+(b
∗E)[dX′0/X0 ] → RΓ
†
X′0
f !T0(spY † →֒U†,T0,+(E)). Comme
F -complexes de D-modules arithmétiques dévissables 39
celle-ci est un isomorphisme en dehors de T ′0, on conclut avec [Ber96a,
4.3.12]. ⊓⊔
2. F -isocristaux surcohérents sur les schémas lisses
2.1. Surcohérence différentielle des F -isocristaux surconvergents dans le
cas d’une compactification lisse
2.1.1 (Propriété PP,T ). Soient P un V-schéma formel lisse, T un diviseur
de P et E ∈ Dbcoh(D
†
P
(†T )Q). On dira que E vérifie PP,T si E est D†P(†T )Q-
surcohérent et si pour tout morphisme lisse α : Q → P, pour tout sous-
schéma fermé Z ⊂ Q, en notant U := α−1(T ), DQ,URΓ †Z(α!T (E)) est
D
†
Q
(†U)Q-surcohérent.
Remarques 2.1.2 (i) Avec les notations de 2.1.1, comme la D†
Q
(†U)Q-
surcohérence est locale en Q, la propriété PP,T est locale en P, i.e., si
(Pα)α∈Λ est un recouvrement ouvert de P, alors E vérifie PP,T si et seule-
ment si E|Pα vérifie PPα,T∩Pα pour tout α ∈ Λ.(ii) Il n’est pas évident que la propriété PP,T se préserve par foncteur
dual.
(iii) E vérifie PP,T si et seulement si E est D†P(†T )Q-surcohérent et si
pour tout morphisme α : Q → P tel que U := α−1(T ) soit un diviseur de
Q, pour tous sous-schémas fermés Z,Z ′ ⊂ Q, DQ,URΓ †Z(†Z ′)(α!T (E)) est
D
†
Q
(†U)Q-surcohérent.
En effet, la condition est suffisante. Prouvons qu’elle est nécessaire. Via
un triangle de localisation, on peut supposer Z ′ = ∅. De plus, α est le com-
posé de son graphe (que l’on suppose fermé pour simplifier les notations)
γ : Q→ Q× P suivi de la projection canonique p : Q× P→ P. Or, grâce
au théorème de Kashiwara, au théorème de dualité relative et à la commu-
tation de la cohomologie locale à l’image directe, en posant T ′ = p−1(T ),
on a
DQ,URΓ
†
Z(α
!
T (E))→˜DQ,URΓ
†
Zγ
!
T ′p
!
T (E)→˜ γ
!
T ′γT ′+DQ,URΓ
†
Zγ
!
T ′p
!
T (E)
→˜ γ!T ′DQ,T ′γT ′+RΓ
†
Zγ
!
T ′p
!
T (E)→˜ γ
!
T ′DQ,T ′RΓ
†
ZγT ′+γ
!
T ′p
!
T (E)
→˜ γ!T ′DQ,T ′RΓ
†
ZRΓ
†
Qp
!
T (E)→˜ γ
!
T ′DQ,T ′RΓ
†
Zp
!
T (E).
On conclut la remarque grâce à la stabilité de la surcohérence par image
inverse extraordinaire.
Proposition 2.1.3 Soient f : P′ → P un morphisme de V-schémas formels
lisses, T un diviseur de P tel que T ′ := f−1(T ) soit un diviseur de Q. Pour
tous sous-schémas fermés Z ′1 et Z ′2 de P ′, pour tout E ∈ Dbcoh(D†P(†T )Q)
vérifiant PP,T , RΓ †Z′2(
†Z ′1)f
!
T (E) satisfait PP′,T ′ . Si f est propre alors,
pour tout F ∈ Dbcoh(D
†
P′
(†T ′)Q) vérifiant PP′,T ′ , fT,+(E) satisfait PP,T .
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Démonstration. La première assertion résulte de 2.1.2.(iii) et de la com-
mutation de l’image inverse extraordinaire à la cohomologie locale (voir
[Car04c, 2.2.18.1]) et à la composition. Prouvons à présent la deuxième.
Soient α : Q → P un morphisme lisse et Z un sous-schéma fermé de
Q. On note Q′ := P′ ×P Q, α′ : Q′ → P′ et f ′ : Q′ → Q les projec-
tions, U := α−1(T ), U ′ := α′−1(T ′) et Z ′ := f ′−1(Z). On obtient :
DQ,URΓ
†
Zα
!
T (fT,+(F))→˜ f
′
T,+DQ′,U ′RΓ
†
Z′α
′!
T (F) grâce à [Car03, 1.2.5]
et [Car04c, 2.2.18, 3.1.8]. Par hypothèse, DQ′,U ′RΓ †Z′α′!T (F) est D†Q′(†U ′)Q-
surcohérent. De même que [Car, 1.1.15], on remarque que [Car04c, 3.1.9]
est valable lorsque le morphisme f0 se relève. Il en dérive la D†Q(
†U)Q-
surcohérence de f ′T,+DQ′,U ′RΓ
†
Z′α
′!
T (F). ⊓⊔
Théorème 2.1.4 Soient P un V-schéma formel séparé et lisse, X un sous-
schéma fermé lisse de P et T un diviseur de P tel que TX := T ∩X soit un
diviseur de X. On note U (resp. Y ) l’ouvert de P (resp. X) complémentaire
de T (resp. TX).
Pour tout isocristal E sur Y surconvergent le long de TX , le D†P(†T )Q-
module cohérent à support dansX associé, spX →֒P,T,+(E) ([Car04a, 1.5]),
vérifie PP,T .
Démonstration. Notons E := spX →֒P,T,+(E). Comme le théorème est lo-
cal en P, on peut supposer P affine et irréductible. L’immersion fermée
X →֒ P se relève en une immersion fermée de V-schémas formels lisses.
Grâce à 2.1.3, on se ramène donc à traiter le cas où X = P . On notera alors
T pour TX et X pour P.
Tout d’abord, il est suffisant de prouver que pour tout sous-schéma
fermé Z de X, RΓ †Z(E) est D
†
X(
†T )Q-cohérent (ce qui implique la sur-
cohérence de E) puis que DX,TRΓ †Z(E) est D†X(†T )Q-surcohérent. En ef-
fet, l’image inverse extraordinaire d’un isocristal surconvergent est, à un
décalage près, un isocristal surconvergent. Établissons donc ces deux pro-
priétés.
Grâce au théorème de désingularisation de de Jong ([dJ96]), il existe
un morphisme projectif, surjectif, génériquement fini et étale a : X ′ → X
tel que X ′ soit irréductible et k-lisse, et tel que a−1(Z) soit un diviseur
à croisements normaux de X ′. Comme a est projectif, il existe ([Ber02])
donc un V-schéma formel lisse P′, une immersion fermée u′ : X ′ →֒ P′, un
morphisme propre et lisse f : P′ → X tels que f ◦ u′ = u ◦ a. On notera
T ′ = f−1(T ) et Y ′ := a−1(Y ).
Par adjonction ([Car03, 1.2.6]), on a : fT+RΓ †X′f !T (E) → E. En dual-
isant celui-ci et en utilisant les théorèmes de dualité relative et de bidualité
([Vir00]), on obtient le suivant : E → fT+DP′,T ′RΓ †X′f !TDX,T (E).
Or, comme X ′ est irréductible et T ′ est un diviseur de P ′, X ′ ∩ T ′ est
alors un diviseur de X ′ ou est égal à X ′. Puisque a est génériquement fini
et étale, on ne peut avoir X ′∩T ′ = X ′. On en conclut que X ′∩T ′ est un di-
viseur deX ′. D’où les isomorphismes : RΓ †X′f !T (E)→˜ spX′ →֒P′,T ′,+(a∗(E)),
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DP′,T ′RΓ
†
X′f
!
TDX,T (E)→˜ spX′ →֒P′,T ′+(a
∗(E∨)∨)→˜ spX′ →֒P′,T ′+(a
∗(E))
([Car04a]). Les morphismes d’adjonction induisent alors la suite de mor-
phismes : E → fT+RΓ †X′f !T (E) → E. On vérifie de manière analogue à[Car04a], que ce morphisme composé est un isomorphisme, i.e., que E est
un facteur direct de fT+RΓ †X′f !T (E). Par 2.1.3, on se ramène alors au cas
où Z est un diviseur à croisements normaux de X.
Grâce aux suites spectrales de Mayer-Vietoris ([Car04c]), il nous reste
à traiter le cas où Z est un sous-schéma fermé intègre et lisse de X. On
a alors deux cas : soit Z ⊂ T , soit Z ∩ T est un diviseur de Z . Le pre-
mier cas donne les égalités RΓ †Z(E) = 0 et DX,TRΓ
†
Z(E) = 0. Traitons
à présent le second cas. Les deux propriétés à vérifier étant locales en X,
il ne coûte rien de supposer que l’immersion fermée Z →֒ X se relève
en une immersion fermée u : Z →֒ X de V-schémas formels lisses. L’i-
somorphisme RΓ †Z(E)→˜ u+u!(E) et le fait que u!(E) soit, au décalage
[dZ/X ] près, un isocristal sur Z \ T surconvergent le long de Z ∩ T nous
permet de conclure que RΓ †Z(E) est D
†
X(
†T )Q-cohérent. Enfin, comme
DX,TRΓ
†
Z(E)→˜ u+DZ,Tu
!(E) et puisque DZ,Tu!(E) est, au décalage [dZ/X ]
près, un isocristal sur Z \T surconvergent le long de Z ∩T , on conclut que
DX,TRΓ
†
Z(E) est D
†
X(
†T )Q-surcohérent. ⊓⊔
Proposition 2.1.5 Avec les notations de 2.1.4, pour tous isocristaux E1 et
E2 sur Y surconvergents le long de TX , en notant sp+ = spX →֒P,T,+, on
dispose d’un isomorphisme canonique :
sp+(E1 ⊗j†OPK
E2)→˜ sp+(E1)
L
⊗†
OP(†T )Q
sp+(E2)[dX/P ].
Démonstration. Supposons d’abord P affine. Il existe alors un relèvement
u : X →֒ P de X →֒ P . En notant E1 := sp∗(E1) et E2 := sp∗(E2), on ob-
tient sp+(E1)→˜ uT+(E1), sp+(E2)→˜ uT+(E2) et sp+(E1 ⊗ E2)
→˜uT+(E1 ⊗OX(†TX)Q E2), ces isomorphismes ne dépendant pas (modulo
les isomorphismes induits par [Ber00, 2.1.5]) du relèvement u choisi.
Or, E2→˜u!TuT+(E2) et, de manière analogue à [Car04c, 2.1.4], on dis-
pose d’un isomorphisme canonique
uT+(E1 ⊗OX(†TX)Q u
!
T (uT+(E2)))→˜ uT+(E1)
L
⊗†
OP(†T )Q
uT+(E2))[dX/P ]
qui ne dépend pas du relèvement u choisi. Il en dérive l’isomorphisme de
2.1.5.
Lorsque P est quelconque, via la construction précédente, on obtient
localement en P des isomorphismes qui se recollent. ⊓⊔
2.2. Construction des F -isocristaux surcohérents
Sauf mention contraire, on gardera les notations suivantes : soient P un
V-schéma formel séparé et lisse, u : X →֒ P une immersion fermée, T un
42 D. Caro
diviseur de P et U l’ouvert de P complémentaire de T . Enfin, on suppose
Y := X \ T lisse.
Définition 2.2.1. On définit la catégorie (F -)Isoc††(P, T,X/K) de la manière
suivante : les objets sont les (F -)D†
P
(†T )Q-modules cohérents E à support
dans X tels que
1. E|U ∈ Isoc†(U, Y/K) (notations de 1.4.6), i.e., il existe un isocristal G
convergent sur Y tel que E|U→˜ spY →֒U,+(G) ;
2. E et DP,T (E) sont D†P(
†T )Q-surcohérents.
Enfin, les flèches sont les morphismes (F -)D†
P
(†T )Q-linéaires. Lorsque le
diviseur T est vide, on omettra de l’indiquer.
Comme le foncteur spY →֒U,+ est pleinement fidèle, l’isocristal G est
défini à isomorphisme près. Avec les notations de [Car], on a en fait
G→˜Recol ◦ sp∗ ◦ Loc(E|U). De plus, lorsque E ∈ F -Isoc††(P, T,X/K),
on a automatiquement E|U ∈ F -Isoc†(U, Y/K).
2.2.2. Il découle du théorème 2.1.4 que l’égalité F -Isoc†(P, T,X/K) =
F -Isoc††(P, T,X/K) est validée si X est lisse. Le foncteur spX →֒P,T,+
induit alors l’équivalence de catégorie :
F -Isoc†(Y,X/K) ∼= F -Isoc†(P, T,X/K) = F -Isoc††(P, T,X/K).
Via la proposition ci-après, on se ramène par descente au cas où X est
lisse.
Proposition 2.2.3 On suppose X irréductible et T 6⊃ X. Il existe alors un
diagramme commutatif de la forme
Y ′ //
b
X ′
u′ //
a
P′
f
Y // X
u // P,
où f est un morphisme propre et lisse de V-schémas formels lisses, le carré
de gauche est cartésien, X ′ est lisse, u′ est une immersion fermée, et a est
un morphisme projectif, génériquement fini et étale, tel que a−1(T ∩ X)
soit un diviseur à croisement normaux de X ′.
Supposons choisi un tel diagramme. Soit E ∈ F -Isoc††(P, T,X/K). Il
existe un (unique à isomorphisme près) F -isocristal E′ sur Y ′ surconver-
gent le long de a−1(T ∩X) tel que RΓ †X′f !T (E)→˜ spX′ →֒P′,f−1(T )(E′). De
plus, le faisceau E est un facteur direct de fT,+spX′ →֒P′,f−1(T )(E′).
Démonstration. Grâce au théorème de désingularisation de de Jong ([dJ96]),
il existe un morphisme projectif, surjectif, génériquement fini et étale a :
X ′ → X tel que X ′ soit irréductible et k-lisse, et a−1(T ∩X) soit un di-
viseur à croisements normaux de X ′. Comme a est projectif, il existe un
V-schéma formel lisse P′, une immersion fermée u′ : X ′ →֒ P′, un mor-
phisme propre et lisse f : P′ → P tels que f ◦ u′ = u ◦ a. En posant
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Y ′ := X ′ \ a−1(T ∩X), on obtient l’existence du diagramme de la propo-
sition.
On note U′ l’ouvert de P′ complémentaire de f−1(T ) et g : U′ → U
le morphisme induit par f . Par adjonction fT,+RΓ †X′f !T (E) → E. Il en
dérive par dualité E → fT,+D∗P′,f−1(T )RΓ
†
X′f
!
TD
∗
P,T (E). Comme le fonc-
teur sp′+ := spX′ →֒P′,f−1(T )+ est pleinement fidèle, via la caractérisation
de son image essentielle, il existe de manière unique des F -isocristaux E′1,
E′2 sur Y
′ surconvergents le long de a-1(T∩X) tels que RΓ †X′f
!
T (E)→˜ sp
′
+(E
′
1)
et D∗
P′,f−1(T )RΓ
†
X′f
!
TD
∗
P,T (E)→˜ sp
′
+(E
′
2). En notant Ê′1, Ê′2 leur image
par F -Isoc†(Y ′,X ′/K) → F -Isoc(Y ′,X ′/K), on obtient les isomorphismes
ŝp′+(Ê
′
1)→˜RΓ
†
Y ′g
!(E|U) et ŝp′+(Ê
′
2)→˜D
∗
U′RΓ
†
Y ′g
!D∗U(E|U), où ŝp′+ :=
spY ′ →֒U′+.
Or, E|U→˜ spY →֒U,+(G), où G est un F -isocristal convergent sur Y .
D’où RΓ †Y ′g!(E|U)→˜ ŝp′+b∗(G) et D∗U′RΓ
†
Y ′g
!D∗U(E|U)→˜ ŝp
′
+(b
∗(G∨)∨).
Puisque b∗(G)→˜ b∗(G∨)∨ et comme ŝp′+ est pleinement fidèle, Ê′1→˜ Ê′2.
Par pleine fidélité de F -Isoc†(Y ′,X ′/K) → F -Isoc(Y ′,X ′/K) ([Ked04]),
on en tire E′1→˜E′2. D’où : E → fT,+RΓ
†
X′f
!
T (E) → E. Or, ce morphisme
composé est un isomorphisme puisqu’il l’est en dehors de T . Ainsi, E est
un facteur direct de fT,+RΓ †X′f !T (E). ⊓⊔
On remarque que la proposition 2.2.3, très utile par la suite, nécessite
une structure de Frobenius (en effet, on a utilisé le théorème de pleine fidél-
ité de Kedlaya [Ked04] dont la généralisation sans structure de Frobenius
est à l’heure actuelle une conjecture). Intéressons-nous maintenant à la sta-
bilité de F -Isoc††(P, T,X/K).
Proposition 2.2.4 La catégorie F -Isoc††(P, T,X/K) est stable par DP,T .
Soit T ′ ⊃ T un deuxième diviseur de P . Le foncteur localisation (†T ′)
induit (†T ′) : F -Isoc††(P, T,X/K) → F -Isoc††(P, T ′,X/K).
Démonstration. La première assertion découle de l’isomorphisme canon-
ique DU(E|U)→˜ spY →֒U,+(G∨) ([Car]). La deuxième résulte de la commu-
tation du foncteur dual à l’extension des scalaires (†T ′) et de la stabilité de
la surcohérence par (†T ′). ⊓⊔
2.2.5. Comme Y est lisse, Y est la somme directe de ses composantes
connexes Yr, pour r = 1, . . . , N . Comme, pour tout r, les immersions
Yr →֒ Y et Y →֒ P \ T sont fermées, on a Y \ T = Y et Y r \ T =
Yr, où Y (resp. Y r) est l’adhérence schématique de Y (resp. Yr) dans
P . Pour tout objet E de F -Isoc††(P, T, Y /K), le morphisme canonique
⊕rRΓ
†
Y r
E → E est alors un isomorphisme en dehors de T . Par [Ber96a,
4.3.12], ce dernier est un isomorphisme. Ainsi, on obtient des foncteurs
RΓ †
Y r
: F -Isoc††(P, T, Y /K) → F -Isoc††(P, T, Y r/K). De plus, il en
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dérive une équivalence de catégorie ⊕rRΓ †Y r : F -Isoc
††(P, T, Y /K) ∼=
⊕rF -Isoc
††(P, T, Y r/K).
Proposition 2.2.6 Soient P un V-schéma formel séparé et lisse, X, X ′
deux sous-schémas fermés de P , T et T ′ deux diviseurs de P tels que
Y := X \ T soit lisse et X \ T = X ′ \ T ′. On a alors les égalités
F -Isoc††(P, T,X/K) = F -Isoc††(P, T ′,X ′/K). En particulier, en no-
tant Y l’adhérence schématique de Y dans P , F -Isoc††(P, T,X/K) =
F -Isoc††(P, T, Y /K).
En outre, pour tout E ∈ F -Isoc††(P, T,X/K), E vérifie PP,T (voir
2.1.1).
Démonstration. Le cas où X \ T est vide implique, en notant 0 le faisceau
nul, F -Isoc††(P, T,X/K) = F -Isoc††(P, T ′,X ′/K) = {0}. Le cas où
T ′ = T se traite de manière analogue à 1.4.12.
Comme X \ T = Y \ T et X ′ \ T ′ = Y \ T ′, on se ramène ainsi au cas
où X = X ′ = Y et X \T est non vide. Par 2.2.5, on peut en outre supposer
X irréductible.
Soit E un objet de F -Isoc††(P, T,X/K). Par symétrie, pour terminer la
preuve, il suffit de prouver que E vérifie PP,T ′ .
Mais, comme X \ T = X \ T ′, il découle de 1.4.12 et 2.2.3 (et avec
ses notations) que RΓ †X′f !T (E) est associé via spX′ →֒P′,f−1(T ′)+ à un F -
isocristal sur X ′ \ a−1(T ′ ∩ X) surconvergent le long de a−1(T ′ ∩ X).
Grâce à 2.1.4, RΓ †X′f
!
T (E) vérifie PP′,f−1T ′ . Par 2.1.3, fT,+RΓ
†
X′f
!
T (E)
vérifie PP,T ′ . Comme E est un facteur direct de fT,+RΓ †X′f !T (E), il en est
de même de E.
⊓⊔
Grâce à 2.2.6, la catégorie F -Isoc††(P, T, Z/K) est stable par images
inverses extraordinaires :
Proposition 2.2.7 Soient f : P′ → P un morphisme de V-schémas formels
séparés et lisses, X et X ′ deux sous-schémas fermés respectifs de P et P ′,
T un diviseur de P tel que T ′ := f−1(T ) soit un diviseur. On suppose les
k-schémas Y := X \ T et Y ′ := X ′ \ T ′ lisses et f(Y ′) ⊂ Y .
On dispose de la factorisation
RΓ †X′f
!
T [−dY ′/Y ] : F -Isoc
††(P, T,X/K) → F -Isoc††(P′, T ′,X ′/K).
Démonstration. Soient E ∈ F -Isoc††(P, T,X/K), U := P \ T , U′ :=
P′ \ T ′, g : U′ → U et b : Y ′ → Y les morphismes induits par f . Par 2.2.6
et 2.1.3, RΓ †Z′f
!
T (E)[−dY ′/Y ] vérifie la propriété PP′,T ′ et donc 2.2.1.2.
De plus, RΓ †X′f !T [−dY ′/Y ](E)|U′→˜RΓ
†
Y ′g
![−dY ′/Y ](E|U). D’après [Car,
2.2.27], on obtient, RΓ †Y ′g![−dY ′/Y ](E|U)→˜ spY ′ →֒U′(b∗(G)), où G est le
F -isocristal convergent sur Y tel que E|U→˜ spY →֒U(G). D’où le résultat.
⊓⊔
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Proposition 2.2.8 Soient E1 et E2 ∈ F -Isoc††(P, T,X/K).
On a E1
L
⊗†
OP(†T )Q
E2[dX/P ] ∈ F -Isoc
††(P, T,X/K).
Démonstration. Supposons X = Y . Avec les notations de 2.2.5, comme
RΓ †
Y r
(E1
L
⊗†
OP(†T )Q
E2)→˜RΓ
†
Y r
(E1)
L
⊗†
OP(†T )Q
RΓ †
Y r
(E2), on se ramène au
cas où X est irréductible. Il découle de 2.1.5 que E1
L
⊗†
OP(†T )Q
E2[dX/P ]|U =
E1|U
L
⊗†
OU,Q
E2|U[dY/U ] ∈ F -Isoc
†(U, Y/K). De plus, grâce à 2.2.3 et avec
ses notations, E1 est un facteur direct de fT+RΓ †X′f !T (E1). Il en résulte
que E1
L
⊗†
OP(†T )Q
E2est un facteur direct de fT+(RΓ †X′f !T (E1))
L
⊗†
OP(†T )Q
E2.
D’après [Car04c, 2.1.4] (toujours valable en rajoutant des diviseurs), on
dispose de l’isomorphisme :
fT+(RΓ
†
X′f
!
T (E1)
L
⊗†
O′
f !T (E2))→˜ fT+(RΓ
†
X′f
!
T (E1))
L
⊗†
O′
E2[dP ′/P ],
où O′ := OP′(†T ′)Q. Or, il existe des F -isocristaux E′1 et E′2 sur Y ′ sur-
convergents le long de a−1(T ∩X) tels que, RΓ †X′f
!
T (Er)→˜ sp
′
+(E
′
r), où
r = 1, 2 et sp′+ := spX′ →֒P′,f−1(T )+. Avec 2.1.5, on obtient :
sp′+(E
′
1 ⊗j†OP′
K
E′2)→˜RΓ
†
X′f
!
T (E1)
L
⊗†
OP′(
†T ′)Q
RΓ †X′f
!
T (E2)[dX′/P ′ ]
→˜RΓ †X′f
!
T (E1)
L
⊗†
OP′ (
†T ′)Q
f !T (E2)[dX′/P ′ ].
Les propositions 2.2.6 et 2.1.3 nous permettent de conclure. ⊓⊔
Proposition 2.2.9 On reprend la construction et les notations de 2.2.3. Le
foncteur
(RΓ †X′f
!, |U) : F -Isoc
††(P, T,X/K)
→ F -Isoc††(P′, T ′,X ′/K)×F -Isoc†(U′,Y ′/K) F -Isoc
†(U, Y/K)
est pleinement fidèle.
Démonstration. Par 2.2.7 et 2.2.1, RΓ †X′f
! : F -Isoc††(P, T,X/K) →
F -Isoc††(P′, T ′,X ′/K) et |U :F -Isoc††(P, T,X/K) → F -Isoc†(U, Y/K)
sont bien définis. De plus, la fidélité de (RΓ †X′f
!, |U) résulte de celle de |U.
Il reste à prouver que cette fidélité est pleine.
Soient E1,E2 ∈ F -Isoc††(P, T,X/K), φ : RΓ †X′f !(E1)→ RΓ
†
X′f
!(E2)
et ψ : E1|U → E2|U induisant le même morphisme RΓ †Y ′g
!(E1|U) →
RΓ †Y ′g
!(E2|U). Il existe un et un seul morphisme θ rendant commutatif
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le diagramme de gauche ci-dessous
E1
ρ1 //
θ

fT,+RΓ
†
X′f
!
T (E1)
adj //
fT,+φ
E1
θ

E2
ρ2 // fT,+RΓ
†
X′f
!
T (E2)
adj // E2,
E1|U
ρ1|U //
θ|U
g+RΓ
†
Y ′g
!(E1)
g+(φ|U)
adj // E1|U
ψ

E2|U
ρ2|U// g+RΓ
†
Y ′g
!(E2|U)
adj // E2|U,
(2.2.9.1)
où, adj est le morphisme induit par adjonction, ρ1 et ρ2 désignent une sec-
tion de adj. Le diagramme de gauche de 2.2.9.1 s’en déduit par restriction.
Comme RΓ †Y ′g
!ψ = φ|U, le diagramme de droite de 2.2.9.1 est commu-
tatif. D’où θ|U = ψ.
De plus, en composant les diagrammes commutatifs suivants
f !T
adj // f !T fT+f
!
T
RΓ †X′f
!
T
adj //
OO
RΓ †X′f
!
T fT+f
!
T
33ggggggggggg
RΓ †X′f
!
TfT+RΓ
†
X′f
!
T ,
OO
oo
f !T fT+f
!
T
adj // f !T
RΓ †X′f
!
T fT+RΓ
†
X′f
!
T
adj //
OO
RΓ †X′RΓ
†
X′f
!
T
// RΓ †X′f
!
T ,
OO
on vérifie que le morphisme composé du haut est l’identité. Il en est donc de
même de celui du bas. Il en résulte, en notant f pour fT , que les composés
horizontaux de
RΓ †X′f
!f+RΓ
†
X′f
!(E1)
adj //
RΓ †
X′
f !f+φ 
RΓ †X′f
!E1
RΓ †
X′
f !θ 
adj // RΓ †X′f
!f+RΓ
†
X′f
!(E1)
RΓ †
X′
f !f+RΓ
†
X′
f !θ 
RΓ †X′f
!f+RΓ
†
X′f
!(E2)
adj // RΓ †X′f
!E2
adj // RΓ †X′f
!f+RΓ
†
X′f
!(E2).
(2.2.9.2)
sont l’identité. Or, le carré de droite de 2.2.9.2 est commutatif par foncto-
rialité, tandis que celle du carré de gauche se vérifie en remarquant qu’il
correspond à l’image par RΓ †X′f !θ du carré de droite du diagramme de
gauche de 2.2.9.1. Ainsi, 2.2.9.2 est commutatif. D’où : RΓ †X′f !TfT+φ =
RΓ †X′f
!
T fT+RΓ
†
X′f
!
T θ.
Or, fT+ : F -Isoc††(P′, T ′,X ′/K) → F -Isoc††(P, T,X/K) est fidèle.
En effet, soit α : E′1 → E′2 tel que fT+(α) = 0. D’après [Tsu02, 4.1.2]
et [Ked04], α = 0 si et seulement si sa restriction est nulle sur un ou-
vert P′1 de P′ tel que P ′1 ∩ Y ′ soit dense dans Y ′. On se ramène ainsi
à prouver que lorsque b est fini et étale et U est affine, le foncteur g+ :
F -Isoc††(U′, Y ′/K) → F -Isoc††(U, Y/K) est fidèle. Cela se voit via l’iso-
morphisme canonique spY →֒U,+(b∗(E′))→˜ g+spY →֒U,+(E′) valable pour
E′ ∈ F -Isoc(Y ′/K).
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De plus, via un diagramme de la forme de celui de gauche de 2.2.9.1, on
vérifie que RΓ †X′f !T : F -Isoc
††(P, T,X/K) → F -Isoc††(P′, T ′,X ′/K)
est fidèle. Il en découle φ = RΓ †X′f
!
T θ.
On a ainsi prouvé que le foncteur de 2.2.9 est pleinement fidèle. ⊓⊔
Proposition 2.2.10 Le foncteur restriction
|U : F -Isoc
††(P, T,X/K) → F -Isoc††(U, Y/K) est pleinement fidèle.
Démonstration. Avec l’aide de 2.2.5, on peut supposer que X est irré-
ductible. Soient E1 et E2 deux objets de F -Isoc††(P, T,X/K) etψ : E1|U →
E2|U un morphisme de F -Isoc††(U, Y/K). Avec les notations de 2.2.3 et
1.4.6, il découle de 2.1.4 l’égalité suivante F -Isoc††(P′, T ′,X ′/K) =
F -Isoc†(P′, T ′,X ′/K). Grâce au théorème de pleine fidélité de Kedlaya
(voir 1.4.6), il existe un morphisme φ : RΓ †X′f !(E1) → RΓ †X′f !(E2) tel
que φ|U′ = RΓ †Y ′g
!(ψ). On conclut grâce à 2.2.9. ⊓⊔
Intéressons-nous maintenant à l’indépendance en P et T de la catégorie
F -Isoc††(P, T,X/K).
Lemme 2.2.11 Soient f : P′ → P un morphisme de V-schémas formels
lisses, X un k-schéma lisse, u : X →֒ P et u′ : X →֒ P′ des immersions
fermées telles que f ◦ u′ = u, T un diviseur de P tel que f−1(T ) et TX :=
T ∩X soient respectivement des diviseurs de P ′ et X. Pour tout isocristal
sur X \ TX surconvergent le long de TX , on dispose d’un isomorphisme
canonique : fT,+spX →֒P′,f−1(T ),+(E)→˜ spX →֒P,T,+(E).
Démonstration. Si P est affine, il existe des relèvements u : X →֒ P et u′ :
X →֒ P′. On a alors, en notant sp : XK → X le morphisme de spécialisation
de X, spX →֒P,T,+(E)→˜ uT+sp∗(E) et spX →֒P′,T ′,+(E)→˜ u′f−1(T )+sp∗(E),
ceux-ci ne dépendant pas, à isomorphisme canonique près, du choix de u et
u′. Il en résulte fT,+spX →֒P′,T ′,+(E)→˜ spX →֒P,T,+(E), par composition
des images directes.
Comme les isomorphismes de la forme fT,+ ◦ u′f−1(T )+→˜uT,+ sont
compatibles aux isomorphismes de recollement (induits par [Ber00, 2.1.5]),
on conclut la preuve par recollement.
⊓⊔
Théorème 2.2.12 Soient f : P′ → P un morphisme propre et lisse de V-
schémas formels séparés et lisses et, T (resp. T ′) un diviseur et X (resp.
X ′) un sous-schéma fermé de P (resp. P ′). On suppose de plus X \ T
lisse et f induisant l’isomorphisme X \ T→˜X ′ \ T ′. On se donne E ∈
F -Isoc††(P, T,X/K) et E′ ∈ F -Isoc††(P′, T ′,X ′/K). Alors,
1. Pour tout k 6= 0, Hk(f+)(E′) = 0 et Hk(RΓ †X′ ◦ f
!(E)) = 0 ;
2. Les morphismes canoniques f+ ◦ RΓ †X′ ◦ f
!(E) → E et E′ → RΓ †X′ ◦
f ! ◦ f+(E
′) sont des isomorphismes.
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Les foncteurs f+ et RΓ †X′ ◦ f ! induisent des équivalences quasi-inverses
entre les catégories F -Isoc††(P′, T ′,X ′/K) et F -Isoc††(P, T,X/K).
Démonstration. Notons U = P\T , U′ = P′ \T ′, g : U′ → U le morphisme
induit par f et Y = X \ T . Grâce à 2.2.6, on peut supposer X (resp. X ′)
égal à l’adhérence schématique de Y dans P (resp. P ′).
Il résulte de [Ber96a, 4.3.12] et de [Car04c, 3.2.3] les égalités de 1).
Établissons maintenant que l’équivalence de catégorie mentionnée dans
l’énoncé a un sens.
Comme f est propre, l’immersion Y →֒ P ′\f−1(T ) est fermée. Comme
X ′ est l’adhérence de Y dans P ′, il en dérive que Y = X ′\f−1(T ). Grâce à
2.2.6, on obtient F -Isoc††(P′, T ′,X ′/K) = F -Isoc††(P′, f−1(T ),X ′/K).
Il découle alors de 2.2.7 que RΓ †X′ ◦ f !(E) ∈ F -Isoc
††(P′, T ′,X ′/K).
De plus, par 2.1.3, f+(E′) vérifie PP,T . Comme il existe un isocristal con-
vergent E′ sur Y tel que E′|U′→˜ spY →֒U′,+(E′), il résulte de 2.2.11 l’i-
somorphisme, g+spY →֒U′,+(E′)→˜ spY →֒U,+(E′). On a donc prouvé que
f+(E
′) appartient à F -Isoc††(P, T,X/K).
Prouvons à présent 2). Par adjonction, on a E′←˜RΓ †X′E′ → RΓ †X′ ◦f !◦
f+(E
′). Comme ce composé est un isomorphisme au dessus de U′ ([Car04c,
3.2.3]), celui-ci est un isomorphisme ([Ber96a, 4.3.12]). Avec les mêmes
arguments, si E est un objet de F -Isoc††(P, T,X/K), on établit que le
morphisme canonique : f+ ◦ RΓ †X′ ◦ f
!E → E est un isomorphisme. ⊓⊔
2.2.13. Soit b : Y ′ → Y un morphisme de k-schémas lisses. On suppose
qu’il existe P, P′ deux V-schémas formels propres et lisses, T (resp. T ′) un
diviseur de P (resp. P ′), U := P \ T et U′ := P′ \ T ′ et des immersions
fermées Y →֒ U et Y ′ →֒ U′.
On note X (resp. X ′) l’adhérence schématique de Y (resp. Y ′) dans P
(resp. P ′), P′′ := P′×P, U′′ := U′×U, X ′′ l’adhérence schématique de Y
(immergé via le graphe de b) dans X ′×X, f1 : P′′ → P′ et f2 : P′′ → P les
projections, et T ′′ := f−11 (T ′)∪ f−12 (T ). Grâce à 2.2.12, les foncteurs f1+
et RΓ †X′′f
!
1 induisent des équivalences quasi-inverses entre les catégories
F -Isoc††(P′′, T ′′,X ′′/K) et F -Isoc††(P′, T ′,X ′/K).
Lorsque b = id, RΓ †X′′f
!
2 et f2+ induisent des équivalences quasi-
inverses entre F -Isoc††(P, T,X/K) et F -Isoc††(P′′, T ′′,X ′′/K). On ob-
tient l’équivalence canonique de catégorie
f1+ ◦ RΓ
†
X′′f
!
2 : F -Isoc
††(P, T,X/K) ∼= F -Isoc††(P′, T ′,X ′/K)
dont f2+◦RΓ †X′′f
!
1 est un foncteur quasi-inverse. On remarque que lorsque
b se relève en un morphisme f : P′ → P, le foncteur f1+ ◦ RΓ †X′′f
!
2 (resp.
f2+ ◦RΓ
†
X′′f
!
1) est canoniquement isomorphisme à RΓ †X′f ! (resp. f+). De
plus, ces isomorphismes sont transitifs en les choix P, T et Y →֒ U. On
écrira ainsi F -Isoc††(Y/K) à la place de F -Isoc††(P, T,X/K). De plus,
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en notant pP : P → S le morphisme structural, on vérifie que pP+[−dY ] :
F -Isoc††(P, T,X/K) → Db(K) est indépendant du choix de (P, T,X).
Il sera alors noté
H•DR(−/K) : F -Isoc
††(Y/K) → Db(K).
Retournons au cas où b n’est plus forcément l’identité. Modulo l’équiv-
alence de catégories précédente, on peut toujours supposer que b se pro-
longe en un morphisme f : P′ → P propre et lisse tel que T ′ ⊃ f−1(T ).
Un tel prolongement sera appelé bon prolongement. On dispose du fonc-
teur RΓ †X′f
![−dY ′/Y ] : F -Isoc
††(Y/K) → F -Isoc††(Y ′/K). Celui-ci ne
dépend pas du choix du prolongement f de b. En effet, si f1 : P′1 → P1
et f2 : P′2 → P2 sont deux bons prolongements de b, en notant f3 =
f1 × f2 : P
′
1 × P
′
2 → P1 × P2, X
′
1, X
′
2 et X
′
3 les adhérences sché-
matiques respectives de Y ′ dans P ′1, P ′2 et P ′1 × P ′2, on vérifie que les
foncteurs RΓ †
X′1
f !1[−dY ′/Y ] et RΓ
†
X′3
f !3[−dY ′/Y ] se correspondent mod-
ulo l’équivalence canonique de catégorie entre F -Isoc††(P′1, T ′1,X ′1/K) et
F -Isoc††(P′1 × P
′
2, T
′
3,X
′
3/K), où T ′3 est le diviseur réduit dont le support
est le complémentaire de U′1×U′2 dans P′1×P′2. Et de même en remplaçant,
"1" par "2". Le foncteur RΓ †X′f
![−dY ′/Y ] sera donc simplement noté de la
façon suivante
b∗ : F -Isoc††(Y/K) → F -Isoc††(Y ′/K).
Enfin, les bifoncteurs de la forme −
L
⊗†
OP(†T )Q
− [dX/P ]
F -Isoc††(P, T,X/K) × F -Isoc††(P, T,X/K) → F -Isoc††(P, T,X/K)
commutent aux isomorphismes canoniques F -Isoc††(P, T,X/K) ∼=
F -Isoc††(P′, T ′,X ′/K). En effet, on peut toujours supposer qu’il existe
un bon prolongement f : P′ → P de l’identité de Y . L’isomorphisme
canonique F -Isoc††(P, T,X/K) ∼= F -Isoc††(P′, T ′,X ′/K) est fourni par
RΓ †X′f
!
. Pour tous E1,E2 ∈ F -Isoc††(P, T,X/K), on a alors
RΓ †X′f
!(E1
L
⊗†
OP(†T )Q
E2[dX/P ])→˜RΓ
†
X′(f
!E1
L
⊗†
OP′(
†T ′)Q
f !E2)[dX/P ′ ])
→˜ (RΓ †X′f
!E1)
L
⊗†
OP′(
†T ′)Q
(RΓ †X′f
!E2)[dX/P ′ ]),
le dernier isomorphisme résultant de [Car04c, 2.1.8].
On obtient ainsi le foncteur noté
−
L
⊗†
OY
− : F -Isoc††(Y/K)× F -Isoc††(Y/K) → F -Isoc††(Y/K).
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2.2.14. Soient Y un k-schéma lisse, U un V-schéma formel lisse et Y →֒ U
une immersion fermée.
On dispose de l’équivalence de catégorie spY →֒U,+ :F -Isoc†(Y, Y/K) ∼=
F -Isoc††(U, Y/K). On en déduit que la catégorie F -Isoc††(U, Y/K) est
indépendante de U à isomorphisme canonique près. En effet, si Y →֒ U′
est un second choix, en notant g1 : U × U′ → U et g2 : U × U′ → U′,
il découle du lemme 2.2.11 et de [Car, 2.2.27] que les foncteurs RΓ †Y g!1
et g1+ (resp. RΓ †Y g!2 et g2+) sont des équivalences quasi-inverses entre
F -Isoc††(U, Y/K) (resp. F -Isoc††(U′, Y/K)) et F -Isoc††(U × U′, Y/K).
Le foncteur g2+RΓ †Y g!1 : F -Isoc
††(U, Y/K) → F -Isoc††(U′, Y/K) four-
nit une équivalence de catégorie canonique. On écrira donc sans ambiguïté
F -Isoc††(Y, Y/K) à la place de F -Isoc††(U, Y/K).
De plus, le foncteur spY →֒U,+ : F -Isoc†(Y, Y/K) ∼= F -Isoc††(U, Y/K),
grâce à 2.2.11 et à [Car, 2.2.27], commute à ces isomorphismes. On écrira
alors spY,Y,+ : F -Isoc†(Y, Y/K) ∼= F -Isoc††(Y, Y/K) ce foncteur.
Soit b : Y ′ → Y un morphisme de k-schémas lisses tel qu’il existe
U et U′ des V-schémas formels lisses et des immersions fermées Y →֒ U
et Y ′ →֒ U′. On dispose d’un foncteur canonique b∗ : F -Isoc††(Y, Y/K) →
F -Isoc††(Y ′, Y ′/K) bien défini. En effet, pour tout E ∈ F -Isoc††(U, Y/K),
on pose b∗(E) := g2+RΓ †Y ′g
!
1(E), où g1 : U×U′ → U et g2 : U×U′ → U′.
Ceux-ci sont indépendants des choix de U et de U′. De plus, on dispose d’un
isomorphisme canonique b∗ ◦ spY,Y,+→˜ spY ′,Y ′,+ ◦ b∗.
En reprenant les notations de la section 2.2.13, on remarque que le
foncteur |U : F -Isoc††(P, T,X/K) → F -Isoc††(U, Y/K) est indépen-
dant des choix faits à isomorphisme canonique près. On le notera cv
Y
:
F -Isoc††(Y/K) → F -Isoc††(Y, Y/K). Pour tout E ∈ F -Isoc††(Y/K), on
a l’isomorphisme canonique cv
Y ′
◦ b∗(E)→˜ b∗ ◦ cv
Y
(E) fonctoriel en E.
2.2.15. Soient X un k-schéma lisse, P un V-schéma formel propre et lisse,
u : X →֒ P une immersion fermée et un diviseur T de P tel que T ∩X soit
un diviseur de X.
Le foncteur spX →֒P,T,+ : F -Isoc†(Y/K) → F -Isoc††(P, T,X/K), qui
est une équivalence de catégorie d’après 2.2.2, est indépendant des choix
de X →֒ P et de T vérifiant les conditions ci-dessus. En effet, si X ′ →֒ P′
et T ′ sont un second choix, on note U := P \ T , U′ := P′ \ T ′, f1 :
P× P′ → P, f2 : P× P
′ → P′, g1 : U× U
′ → U, g2 : U × U
′ → U′ et X ′′
l’adhérence schématique de Y dans P × P′. Il s’agit de vérifier l’isomor-
phisme : RΓ †X′′f
!
2spX′ →֒P′,T ′,+(E)→˜RΓ
†
X′′f
!
1spX →֒P,T,+(E), pour tout
E ∈ F -Isoc†(Y/K). D’après 2.2.10 et 2.2.12, comme ceux-ci sont dans
F -Isoc†(P × P′, f−11 (T ) ∪ f
−1
2 (T
′),X ′′/K) il s’agit de le voir au dessus
de U × U′, ce qui résulte, en notant Ê l’isocristal convergent sur Y as-
socié à E, des isomorphismes RΓ †Y g!1spY →֒U,+(Ê)→˜ spY →֒U×U′,+(Ê) et
RΓ †Y g
!
2spY →֒U′,+(Ê)→˜ spY →֒U×U′,+(Ê).
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On le notera alors spY+ : F -Isoc†(Y/K) ∼= F -Isoc††(Y/K). On béné-
ficie de l’isomorphisme cv
Y
◦ spY+→˜ spY,Y+ ◦ cvY , où cvY est le fonc-
teur canonique F -Isoc†(Y/K) → F -Isoc†(Y, Y/K) (et de même en rem-
plaçant « † » par « †† »).
Théorème 2.2.16 On suppose P propre. Il existe un foncteur (non canon-
ique) pleinement fidèle
ρY : F -Isoc
††(Y/K) → F -Isoc†(Y/K).
Les objets de F -Isoc††(Y/K) serons alors appelés « F -isocristaux sur-
cohérents sur Y ».
Démonstration. Par 2.2.5 et avec ses notations, comme F -Isoc†(Y/K) ∼=
⊕rF -Isoc
†(Yr/K), on se ramène au cas où Y est irréductible. D’après
2.2.9 et avec ses notations, le foncteur (b∗, cvY ) :
F -Isoc††(Y/K) → F -Isoc††(Y ′/K)×F -Isoc††(Y ′,Y ′/K)F -Isoc
††(Y, Y/K)
est alors pleinement fidèle. Or, il résulte de [Éte02, Théorème 3] et de
[Ked04], que le foncteur canonique
F -Isoc†(Y/K) → F -Isoc†(Y ′/K)×F -Isoc†(Y ′,Y ′/K) F -Isoc
†(Y, Y/K)
est une équivalence de catégorie.
Comme X ′ est lisse, spY ′+ : F -Isoc†(Y ′/K) ∼= F -Isoc††(Y ′/K). De
plus, spY,Y,+ : F -Isoc†(Y, Y/K) ∼= F -Isoc††(Y, Y/K), et de même en
remplaçant Y par Y ′.
⊓⊔
Remarques 2.2.17 Soit b : Y ′ → Y un morphisme de k-schémas lisses.
On suppose qu’il existe P, P′ deux V-schémas formels propres et lisses, T
(resp. T ′) un diviseur de P (resp. P ′), Y →֒ U et Y ′ →֒ U′ des immersions
fermées, avec U := P \ T et U′ := P′ \ T ′.
Pour tout E ∈ F -Isoc††(Y/K), ρY (E) est l’unique (à isomorphisme
près) F -isocristal E surconvergent sur Y tel que cvY (E)→˜ spY,Y+(Ê),
où Ê est le F -isocristal convergent sur Y associé à E. Il en résulte un
isomorphisme ρY ′ ◦ b∗(E)→˜ b∗ ◦ ρY (E). De même, on obtient, pour tous
E1,E2 ∈ F -Isoc
††(Y/K), ρY (E1
L
⊗†
OY
E2)→˜ ρY (E1)⊗ ρY (E2).
2.3. Surcohérence générique des F -isocristaux surconvergents
Définition 2.3.1. Soient Y0 un k-schéma affine et lisse, Y0 →֒ X0 une im-
mersion ouverte et Y † un V-schéma formel faible affine et lisse relevant Y0.
L’immersion ouverte Y0 →֒ X0 « se désingularise idéalement » s’il existe
un morphisme surjectif a0 : X ′0 → X0, qui se décompose en une immer-
sion fermée X ′0 →֒ PrX0 suivie de la projection canonique PrX0 → X0, tel
que
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1. X ′0 est lisse ;
2. Le morphisme Y ′0 := a
−1
0 (Y0)→ Y0 induit par a0 est fini et étale ;
3. Le morphisme Y ′0 →֒ PrY0 induit par X
′
0 →֒ P
r
X0
se relève en un mor-
phisme de V-schémas formels faibles lisses de la forme Y ′† → Pr†
Y †
.
L’immersion ouverte Y0 →֒ X0 se désingularise localement idéalement
s’il existe un recouvrement ouvert (X0,i)i∈I deX0 tel que Y0∩X0,i →֒ X0,i
se désingularise idéalement.
Remarques 2.3.2 Par exemple et avec les notations de 2.3.1, lorsque X0
est lisse, Y0 →֒ X0 se désingularise idéalement. De plus, la condition 3
est indépendante du choix du relèvement Y † car ceux-ci sont isomorphes.
Enfin, si Y0 →֒ X0 se désingularise idéalement alors il en est de même,
pour tout ouvert affine Y˜0 de Y0, de l’immersion ouverte induite Y˜0 →֒ X0.
En effet, le morphisme Y˜ ′0 := a−10 (Y˜0) → Y˜0 induit par a0 est fini et étale.
De plus, en notant Y˜ † l’ouvert de Y † d’espace sous-jacent Y˜0, la projection
Y
′† ×
P
r†
Y †
P
r†
Y˜ †
→ Pr†
Y˜ †
est un relèvement de Y˜ ′0 → PrY˜0 .
Lemme 2.3.3 Soit le diagramme de V-schémas formels faibles lisses
Y
′†
v′ //
b
U
′†
j′ //
g

P
′†
f
Y †
v // U †
j // P †,
(2.3.3.1)
où f est propre, j est une immersion ouverte, le carré de droite est cartésien,
v et v′ sont des immersions fermées, b est fini et étale et Y † est affine. On
suppose de plus que T0 := P0 \ U0 et T ′0 := P ′0 \ U ′0 sont les supports
de diviseurs. On désigne par b∗ le foncteur canonique de la catégorie des
isocristaux surconvergents sur Y ′0 dans celle des isocristaux surconvergents
sur Y0 (cela a un sens car b est fini, étale).
Pour tout isocristal surconvergent E′ sur Y ′0 , on dispose alors d’un iso-
morphisme canonique
spY † →֒U†,T0,+(b∗E
′)→˜ fT0,+†(spY ′† →֒U ′†,T ′0,+(E
′)). (2.3.3.2)
En outre, ceux-ci sont compatibles aux compositions de diagrammes de la
forme 2.3.3.1.
Démonstration. On note E′ le DY ′†,Q-module associé à E′, E′(0), un D
(0)
Y ′†
-
module globalement de présentation finie et OY ′†-cohérent tel que E
′(0)
Q →˜E
′
et on pose F′(0) := v′+(E′(0)). Un modèle D
(0)
Y †
-globalement de présentation
finie et OY †-cohérent de b∗(E′) est donné par b+(E′(0)).
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Comme g+(F′(0)) = g+v′+(E′(0))→˜ v+b+(E′(0)), il découle de 1.2.13
que F′(0) (resp. g+(F′(0))) est localement en P ′† (resp. P †) de présentation
finie. D’après 1.2.22, on dispose alors du morphisme
D
†
P
(† ∗ T0)⊗j∗D(0)
U†
j∗g+(F
′(0))
→ Rf∗(D
†
P←P′(
† ∗ T0)⊗
L
D
†
P′
(†∗T ′0)
D
†
P′
(†∗T ′0)⊗
L
j′∗D
(0)
U′†
j′∗F
′(0)).
En lui appliquant Q ⊗Z −, on obtient le morphisme 2.3.3.2. La cohérence
différentielle étant préservée par image directe par un morphisme propre,
2.3.3.2 est un morphisme de D†
P
(†T0)-modules cohérents. Comme 2.3.3.2
est un isomorphisme au dessus de U, par [Ber96a, 4.3.12], celui-ci est bien
un isomorphisme. ⊓⊔
Lemme 2.3.4 Soient b : Y′ → Y un morphisme fini et étale de V-schémas
formels lisses, Ê un isocristal convergent sur Y0 et Ê := sp∗(Ê). On dis-
pose du diagramme commutatif suivant
b+†b
!†Ê
ρ //
∼
Ê
sp∗(b∗b
∗Ê)
ρ // sp∗(Ê),
(2.3.4.1)
où le morphisme du haut est le morphisme d’adjonction, celui du bas ré-
sulte du morphisme trace b∗b∗(Ê)→ Ê et celui de gauche découle de 1.2.7
et 2.3.3.2.
Démonstration. Par construction du morphisme Trace de Virrion ([Vir04]),
le diagramme b∗(ωY′,Q)
Trb
**
∼
// b+(ωY′,Q)
Tr+,b
// ωY,Q est commutatif. On
termine la preuve par construction des morphismes d’adjonction et trace
respectifs.
2.3.5. Soient P † un V-schéma formel faible lisse et séparé, T0 un diviseur
de P0, U † l’ouvert de P † complémentaire de T0, j : U † →֒ P † l’immer-
sion ouverte et v : Y † →֒ U † une immersion fermée de V-schémas formels
faibles. On suppose en outre Y † affine et lisse et on désigne par X0 l’ad-
hérence schématique de Y0 dans P0.
On remarque que lorsque X0 est lisse, alors T0 ∩ X0 est un diviseur
de X0. En effet, comme X0 est la somme directe de ses composantes ir-
réductibles, on se ramène à traiter le cas où X0 est irréductible. Celui-ci
résulte du fait que l’on peut avoir T0 ⊃ X0.
Théorème 2.3.6 Avec les notations 2.3.5, on suppose que Y0 →֒ X0 se
désingularise localement idéalement.
Alors, pour tout isocristal E sur Y0 surconvergent, le D†P(†T0)Q-cohérent
spY † →֒U†,T0,+(E) vérifie PP,T0 (voir 2.1.1).
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D’autre part, l’isomorphisme canonique de commutation à Frobenius
φ : spY † →֒U†,T0,+(F
∗E)→˜F ∗spY † →֒U†,T0,+(E) existe (voir 1.4.9), i.e., le
diagramme ci-dessous
spY † →֒U†,T0,+(F
∗E)|U
φ|U
∼
//
∼
F ∗(spY † →֒U†,T0,+(E)|U)
∼
v+†F
∗Ê
∼ // F ∗v+† Ê,
(2.3.6.1)
où les isomorphismes verticaux sont 1.4.4 et celui du bas est l’isomor-
phisme de commutation à Frobenius de l’image directe, est commutatif.
Ainsi, on dispose d’un foncteur
spY † →֒U†,T0,+ : F -Isoc
†(Y0/K) → F -Isoc
††(P, T0,X0/K).
Démonstration. Comme la propriété PP,T0 est locale en P (voir 2.1.2) ainsi
que l’existence de l’isomorphisme canonique de commutation à Frobenius,
on peut supposer que Y0 →֒ X0 se désingularise idéalement. Par hypothèse,
il existe alors un morphisme surjectif a0 : X ′0 → X0, qui se décompose
en une immersion fermée X ′0 →֒ PrX0 suivie de la projection canonique
PrX0 → X0, tel que X
′
0 soit lisse, le morphisme Y ′0 = a
−1
0 (Y0) → Y0 soit
fini et étale et tel qu’il existe un relèvement Y ′† → Pr†
Y †
de Y ′0 →֒ PrY0 . En
composant ce relèvement avec la projection canonique Pr†
Y †
→ Y † (resp.
avec l’immersion fermée Pr†
Y †
→֒ Pr†
U†
), on obtient un morphisme fini, étale
et surjectif b : Y ′† → Y † (resp. une immersion fermée v′ : Y ′† →֒ Pr†
U†
).
En notant U ′† := Pr†
U†
, P
′† := Pr†
P †
, j′ : U
′† →֒ P
′† l’immersion ouverte,
f : P
′† → P † et g : U
′† → U † les projections, on obtient un diagramme
commutatif de la forme 2.3.3.1, avec en plus b surjectif.
Soit E un isocristal surconvergent sur Y0. On note E le DY †,Q-module
associé à E et E(0), un D(0)
Y †
-module globalement de présentation finie
et OY †-cohérent tel que E
(0)
Q →˜E. On pose F(0) := v+(E(0)), E′(0) :=
b∗(E(0)) et F′(0) := v′+(E
′(0)). On remarque que E′(0) est un modèle D(0)
Y ′†
-
globalement de présentation finie et OY ′†-cohérent de b∗(E) et b+(E′(0))
est un modèle D(0)
Y †
-globalement de présentation finie et OY †-cohérent de
b∗b
∗(E).
D’après 2.3.3, on dispose de l’isomorphisme canonique
sp+(b∗b
∗E)→˜ fT0,+†(sp
′
+(b
∗E)), (2.3.6.2)
où sp+ = spY † →֒U†,T0,+ et sp
′
+ = spY ′† →֒U ′†,f−1T0,+.
Comme X ′0 est lisse, avec la remarque de 2.3.5 et via la description de
l’image essentielle de s˜p′+ := spX′0 →֒P′,f−1T0,+, il existe un isocristal E
′
sur Y ′0 surconvergent le long de f−1T0 et vérifiant s˜p′+(E′)→˜ sp′+(b∗E).
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Or, d’après 2.1.4, s˜p′+(E′) vérifie PP′,f−1T0 . Avec 2.1.3 et 2.3.6.2, il en
dérive que sp+(b∗b∗E) vérifie PP,T0 .
Or, puisque b est fini, étale et surjectif, E est un facteur direct de b∗b∗E.
Le module sp+(E) est donc facteur direct de sp+(b∗b∗E). D’où le premier
résultat.
Prouvons à présent l’isomorphisme de commutation à Frobenius. Dans
la suite de la preuve, nous ne considérons plus d’opérations cohomologiques
définies sur les schémas formels faibles et nous ne noterons plus le symbole
« † » pour désigner les opérations cohomologiques (pour les D†-complexes)
car aucune confusion ne sera à craindre.
Notons θ le morphisme défini par le diagramme commutatif ci-dessous
sp+b∗b
∗(F ∗E)
∼θ

∼ // fT0+(sp
′
+(b
∗F ∗E))
∼
fT0+(sp
′
+(F
∗b∗E))
∼
fT0+F
∗(sp′+(b
∗E))
∼
F ∗sp+b∗b
∗(E) ∼ // F ∗fT0+(sp
′
+(b
∗E)),
(2.3.6.3)
où l’isomorphisme à droite du milieu découle de 1.4.13 et ceux horizontaux
résultent de 2.3.3.
Soit φ l’unique morphisme rendant commutatif le diagramme ci-après
sp+(F
∗E) //
φ
sp+b∗b
∗(F ∗E)
ρ //
θ
sp+(F
∗E)
φ
F ∗sp+(E) // F
∗sp+b∗b
∗(E)
ρ // F ∗sp+(E),
(2.3.6.4)
où les morphismes horizontaux de gauche (resp. de droite) découlent des
morphismes canoniques id → b∗b∗ (resp. des morphismes traces b∗b∗ →
id). En effet, cela est toujours possible car le composé des morphismes hor-
izontaux sont des isomorphismes. Par [Ber02, 4.3.12], il suffit de prouver
que φ induit le diagramme commutatif 2.3.6.1.
Considérons le diagramme ci-après :
(sp
+
b∗b
∗F ∗E)|U
∼θ|U

∼ // g+v
′
+
b!F ∗Ê //

v+b+b
!F ∗Ê
 ρ
<
<
<
<
<
<
<
<
<
<
<
g+v
′
+
F ∗b!Ê //

v+b+F
∗b!Ê

g+F
∗v′
+
b!Ê

v+F
∗b+b
!Ê

// v+F
∗Ê
ψ
// (sp
+
F ∗E)|U
φ|U
(F ∗sp
+
b∗b
∗E)|U
∼ // F ∗g+v
′
+
b!Ê // F ∗v+b+b
!Ê
ρ // F ∗v+ Ê
// (F ∗sp
+
E)|U,
(2.3.6.5)
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où Ê := sp∗(Ê) et ψ : v+F ∗Ê→˜F ∗v+Ê est l’isomorphisme canonique.
Via 2.3.6.3 et avec les isomorphismes canoniques compatibles à Frobe-
nius sp∗b∗(Ê)→˜ b!sp∗Ê (déduit de 1.2.7) et sp′+(Ê′)→˜ v′+sp∗(Ê′) (voir
1.4.4) fonctoriels respectivement en E ∈ F -Isoc†(Y0,X0/K) et E′ ∈
F -Isoc†(Y ′0 ,X
′
0/K), on vérifie que le grand rectangle de gauche est com-
mutatif. Comme le morphisme d’adjonction b+b! → id est compatible à
Frobenius, le triangle (de la troisième colonne) est commutatif. De plus,
comme l’isomorphisme de commutation à la composition des images di-
rectes est compatible à Frobenius (voir [Car03]), le rectangle de la deux-
ième colonne est commutatif. Enfin, les deux carrés autres que celui de
droite le sont par fonctorialité. Or, avec l’aide de 2.3.4.1, on vérifie que le
grand contour du diagramme 2.3.6.5 est l’image par |U du carré commutatif
de droite de 2.3.6.4. Comme les flèches du carré de droite de 2.3.6.5 sont
des isomorphismes, il en résulte que celui-ci est commutatif.
⊓⊔
Remarques 2.3.7 Avec les notations et hypothèses de 2.3.6, on vérifie grâce
à 1.4.4 et 2.3.6 que le diagramme
F -Isoc†(Y0/K)
sp
Y † →֒U†,T0,+ //

F -Isoc††(P, T0,X0/K)
|U
F -Isoc(Y0/K)
spY0 →֒U,+
∼=
// F -Isoc††(U, Y0/K),
est essentiellement commutatif. Comme le foncteur de gauche est pleine-
ment fidèle ([Ked04]), il en dérive celle de spY † →֒U†,T0,+. Par 2.2.10, tous
les foncteurs de ce diagramme sont ainsi pleinement fidèles.
2.3.8. On reprend les notations et hypothèses de 1.4.15. On suppose de plus
que P0 est séparé et que Y0 ⊂ X0 se désingularise localement idéalement.
Par 1.4.15 et 2.3.6, on dispose alors d’un isomorphisme canonique
spY ′† →֒U ′†,T ′0,+(b
∗E)[dX′0/X0 ]→˜RΓ
†
X′0
f !T0(spY † →֒U†,T0,+(E)) (2.3.8.1)
fonctoriel en E ∈ Isoc†(Y0/K). On définit alors l’isomorphisme φ′ via le
diagramme ci-après,
spY ′† →֒U ′†,T ′0,+(F
∗b∗E)[dX′0/X0 ]
∼
φ′
// F ∗spY ′† →֒U ′†,T ′0,+(b
∗E)[dX′0/X0 ]
∼
spY ′† →֒U ′†,T ′0,+(b
∗F ∗E)[dX′0/X0 ]
∼
F ∗RΓ †
X′0
f !T0(spY † →֒U†,T0,+(E))
∼
RΓ †
X′0
f !T0(spY † →֒U†,T0,+(F
∗E)) ∼
φ
// RΓ †
X′0
f !T0F
∗(spY † →֒U†,T0,+(E)),
(2.3.8.2)
où l’isomorphisme du bas dérive de 2.3.6 et où les isomorphismes à droite
en haut et à gauche en bas découlent de 2.3.8.1 appliqué respectivement àE
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et F ∗E. On vérifie ensuite que φ′[−dX′0/X0 ] est l’isomorphisme canonique
de commutation à Frobenius de spY ′† →֒U ′†,T ′0,+(b
∗E) (voir 1.4.9). Enfin,
par construction, l’isomorphisme 2.3.8.1 commute à Frobenius.
2.3.9. Reprenons à présent les notations et hypothèses de 2.3.3. Si l’iso-
morphisme canonique de commutation à Frobenius de spY ′† →֒U ′†,f−1T0,+
en E′ existe et est noté φ′ alors, la flèche φ construite via le diagramme
spY † →֒U†,T0,+(F
∗b∗E
′)
∼
φ
// F ∗spY † →֒U†,T0,+(b∗E
′)
∼
spY † →֒U†,T0,+(b∗F
∗E′)
∼
F ∗fT0,+(spY ′† →֒U ′†,f−1T0,+(E
′))
∼
fT0,+(spY ′† →֒U ′†,f−1T0,+(F
∗E′)) ∼
φ′
// fT0,+F
∗(spY ′† →֒U ′†,f−1T0,+(E
′)),
où la flèche de droite du haut et celle de gauche du bas résultent de 2.3.3.2
tandis que les deux autres verticales sont les isomorphismes de commu-
tation à Frobenius des images directes, est l’isomorphisme canonique de
commutation à Frobenius de spY † →֒U†,T0,+(b∗E
′). Par construction, l’iso-
morphisme spY † →֒U†,T0,+(b∗E
′)→˜ fT0+(spY ′† →֒U ′†,T ′0,+(E
′)) canonique
commute à Frobenius.
2.3.10. Soit le diagramme de V-schémas formels faibles lisses
Y
′† v
′
//
b
U
′†
j′ //
g
P
′†
f
Y †
v // U †
j // P †,
Y
′′† v
′′
//
b′
U
′′†
j′′ //
g′
P
′′†
f ′
Y ′†
v′ // U ′†
j′′ // P ′†,
(2.3.10.1)
où f et f ′ sont propres, j est une immersion ouverte, les carrés de droite
respectifs sont cartésiens, v, v′ et v′′ sont des immersions fermées, b et b′
sont finis et étales et Y † est affine. On suppose de plus que T0 := P0 \ U0,
T ′0 := P
′
0 \ U
′
0 et T
′′
0 := P
′′
0 \ U
′′
0 sont les supports de diviseurs. Enfin, en
notant X0 (resp. X ′0 et X ′′0 ) l’adhérence de Y0 (resp. Y ′0 et Y ′′0 ), on suppose
que Y0 ⊂ X0 se désingularise localement idéalement.
En notant sp+ = spY † →֒U†,T0,+, pour tout F -isocristal surconvergent E
sur Y0, le carré de droite du diagramme
sp+(b
∗E) // sp+(b
′
∗b
′∗b∗E) //
∼
sp+(b
∗E)
sp+(b
∗E) // f ′T ′0,+
RΓ †
X′′0
f ′!T ′0
sp+(b
∗E) // sp+(b
∗E).
(2.3.10.2)
où l’isomorphisme vertical du milieu est le composé de 2.3.9 et de 2.3.8.1
et où les morphismes horizontaux de droite se déduisent des morphismes
traces canoniques. En effet, grâce à 2.3.4.1, celui-ci l’est au-dessus U′.
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Lemme 2.3.11 Avec les notations et hypothèses de 2.3.5, on suppose P0
propre et X0 lisse. Pour tout F -isocristal surconvergent E sur Y0, on béné-
ficie d’un isomorphisme canonique commutant à Frobenius
H•DR(spY † →֒U†,T0+(E)/K)→˜H
•
rig(E/K).
Démonstration. Notons sp+ := spY † →֒U†,T0+ et s˜p+ := spX0 →֒P,T0,+.
Comme X0 est lisse, d’après 1.4.14, on dispose de l’isomorphisme ca-
nonique sp+(E)→˜ s˜p+(E), celui-ci commutant à Frobenius. Par [Ber02,
4.3.6.3] et par descente cohomologique par un recouvrement ouvert, on
vérifie H•DR(s˜p+(E)/K)→˜H•rig(E/K). ⊓⊔
Proposition 2.3.12 Avec les notations 2.3.5, on suppose que Y0 →֒ X0 se
désingularise localement idéalement et P0 propre.
Pour tout F -isocristal surconvergent E sur Y0, on bénéficie d’un iso-
morphisme canonique
H•DR(spY † →֒U†,T0,+(E)/K)→˜H
•
rig(E/K)
commutant à Frobenius.
Démonstration. On reprend la construction et les notations du premier para-
graphe de la preuve de 2.3.6 concernant f , b etc. De plus, on note, pour
tous r ≥ 1 et i = 0, . . . , r, P ′†r := P ′† ×P † P
′† × · · · ×P † P
′† (r-fois),
f i,r : P ′†r+1 → P ′†r la i-ième projection, f r : P ′†r → P † la projec-
tion et f ′r : P ′†r → P ′† la 0-ième projection. De même, en remplaçant
P par Y et f par b. On note X ′r0 , l’adhérence de Y ′r0 dans P ′r0 , bi,r! :=
RΓ †
X
′r
0
f i,r! (on omet d’indiquer le diviseur) et bi,r+ := f i,r+ , et aussi en rem-
plaçant « i, r » par « r » ou « ′r » ou rien. Notons sp+ := spY † →֒U†,T0+
et sp′+ := spY ′† →֒U ′†,f−1(T0)+. Pour tout F -isocristal E
′ surconvergent sur
Y ′0 , on définit H•rig(b∗E′/K)→˜H•DR(b+sp′+(E′)/K) via le diagramme
H•rig(b∗E
′/K)

∼ // H•rig(E
′/K)
 ∼
H•DR(b+sp
′
+(E
′)/K) ∼ // H•DR(sp
′
+(E
′)/K)
(2.3.12.1)
Il en découle le carré commutatif du haut de
H•rig(b
r
∗b
r∗E)

// H•rig(b
r
∗b
i,r
∗ b
i,r∗br∗E/K)
∼
H•DR(b+sp
′
+b
′r
∗ b
r∗E/K) //

H•DR(b+sp
′
+b
′r
∗ b
i,r
∗ b
i,r∗br∗E/K)

H•DR(b+b
′r
+b
r!sp+E/K)
// H•DR(b+b
′r
+b
i,r
+ b
i,r!br!sp+E/K)
(2.3.12.2)
dont les morphismes horizontaux sont les morphismes d’adjonction. La
commutativité du carré du bas se prouve par fonctorialité et via le carré de
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gauche 2.3.10.2. On conclut par descente cohomologique finie et étale ap-
pliquée au recouvrement Y ′† → Y † (on utilise la résolution [Mil80, 2.19]).
⊓⊔
2.3.13. Soient P †, P ′† deux V-schémas formels faibles lisses et séparés, T0
(resp. T ′0) un diviseur de P0 (resp. P ′0), U † (resp. U ′†) l’ouvert de P † (resp.
P ′†) complémentaire de T0 (resp. T ′0), j : U † →֒ P † (resp. j′ : U ′† →֒ P ′†)
l’immersion ouverte et v : Y † →֒ U † (resp. v′ : Y ′† →֒ U ′†) une immersion
fermée de V-schémas formels faibles. On suppose en outre Y † et Y ′† affines
et lisses et on désigne par X0 (resp. X ′0) l’adhérence schématique de Y0(resp. Y ′0) dans P0 (resp. P ′0).
On note P ′′† := P † × P ′†, U ′′† := U † × U ′†, T ′′0 le diviseur réduit de
P ′′0 d’espace topologique P ′′0 \ U ′′0 , Y ′′† := Y † × Y ′†, f1 : P ′′† → P †,
f2 : P
′′† → P ′†, g1 : U
′′† → U †, g2 : U
′′† → U ′†, b1 : Y
′′† → Y †, b2 :
Y ′′† → Y ′†.
SiE ∈ Isoc†(Y0/K) etE′ ∈ Isoc†(Y ′0/K), on pose E⊠E′ := b∗1(E)⊗
b∗2(E
′), le produit tensoriel se calculant dans Isoc†(Y ′′0 /K).
Proposition 2.3.14 Avec les notations 2.3.13, on suppose que Y0 ⊂ X0 et
Y ′0 ⊂ X
′
0 se désingularisent localement idéalement.
On dispose alors d’un isomorphisme canonique
spY ′′† →֒U ′′†,T ′′0 +(E⊠E
′)→˜ spY † →֒U†,T0+(E)
L
⊠
†
OP′′ (
†T ′′0 )Q
spY ′† →֒U ′†,T ′0+(E
′).
Démonstration. Considérons les diagrammes commutatifs
Y˜ †
v˜ //
b
U˜ †
j˜ //
g
P˜ †
f
Y †
v // U †
j // P †,
Y˜ ′†
v˜′ //
b′
U˜ ′†
j˜′ //
g′
P˜ ′†
f ′
Y ′†
v′ // U ′†
j′ // P ′†,
Y˜ ′′†
v˜′′ //
b′′
U˜ ′′†
j˜′′ //
g′′
P˜ ′′†
f ′′
Y ′′†
v′′ // U ′′†
j′′ // P ′′†,
où les deux de gauche sont construits de manière analogue à celui du début
de la preuve de 2.3.6, celui de droite s’en déduisant en posant Y˜ ′′† :=
Y˜ † × Y˜ ′†, U˜ ′′† := U˜ † × U˜ ′†, P˜ ′′† := P˜ † × P˜ ′†, b′′ = b× b′, g′′ = g × g′,
f ′′ = f×f ′, j′′ = j×j′, v′′ = v×v′, j˜′′ = j˜× j˜′, v˜′′ = v˜× v˜′. On note X˜0
(resp. X˜ ′0) l’adhérence de Y˜ 0 (resp. Y˜ ′0) dans celle de P˜ 0 (resp. P˜ ′0), X˜ ′′0 :=
X˜0 × X˜
′
0, f˜1 : P˜
′′† → P˜ † et f˜2 : P˜ ′′† → P˜ ′†, b˜1 : Y˜ ′′† → Y˜ †, b˜2 : Y˜ ′′† →
Y˜ ′†. De plus, on pose sp
+
:= spY † →֒U†,T0+ , sp
′
+
:= spY ′† →֒U ′†,T ′0+ , sp
′′
+
:=
spY ′′† →֒U ′′†,T ′′0 + , s˜p+ := spY˜ † →֒U˜†,f−1(T0)+ , s˜p
′
+
:= spY˜ ′† →֒U˜ ′†,f ′−1(T ′0)+ ,
s˜p′′
+
:= spY˜ ′′† →֒U˜ ′′†,f ′′−1(T ′′0 )+ .
Par adjonction puis via 2.3.3.2, on dispose des morphismes
sp′′+(E ⊠ E
′)→ sp′′+b
′′
∗b
′′∗(E ⊠ E′)→˜ f ′′+(s˜p
′′
+b
′′∗(E ⊠ E′)). (2.3.14.1)
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Considérons l’isomorphisme composé suivant
s˜p′′+b
′′∗(E ⊠ E′) = s˜p′′+(b
′′∗b∗1E ⊗ b
′′∗b′∗2 E
′)→˜ s˜p′′+(b˜
∗
1b
∗E ⊗ b˜∗2b
′∗E′)
→˜ (s˜p′′+(b˜
∗
1b
∗E))
L
⊗†
OP˜′′ (
†T˜ ′′0 )Q
s˜p′′+(b˜
∗
2b
′∗E′)[dX˜ ′′0/P˜ ′′0 ] (2.3.14.2)
→˜ f˜ !1(s˜p+(b
∗E))
L
⊗†
OP˜′′ (
†T˜ ′′0 )Q
f˜ !2(s˜p
′
+(b
′∗E′))[−dP˜ ′′0 ] (2.3.14.3)
→˜ f˜ !1RΓ
†
X˜0f
!sp+(E)
L
⊗†
OP˜′′ (
†T˜ ′′0 )Q
f˜ !2RΓ
†
X˜ ′0
f ′!sp′+(E
′))[−dP˜ ′′0 ]
(2.3.14.4)
→˜RΓ †
X˜0×P˜ ′0
f˜ !1f
!sp+(E)
L
⊗†
OP˜′′ (
†T˜ ′′0 )Q
RΓ †
P˜ 0×X˜′0
f˜ !2f
′!sp′+(E
′))[−dP˜ ′′0 ]
→˜RΓ †
X˜ ′′0
f ′′!(f !1sp+(E)
L
⊗†
OP′′ (
†T ′′0 )Q
f !2sp
′
+(E
′))[−dP ′′0 ]
= RΓ †X˜′′0
f ′′!(sp+(E)
L
⊠
†
OP′′ (
†T ′′0 )Q
sp′+(E
′))
où 2.3.14.2 se déduit de 2.1.5, 2.3.14.3 résulte de [Car04a] et 2.3.14.4 dé-
coule de 2.3.8.1. En lui appliquant f ′′+ cela donne :
f ′′+(s˜p
′′
+b
′′∗(E ⊠ E′))→˜ f ′′+RΓ
†
X˜ ′′0
f ′′!(sp+(E)
L
⊠
†
OP′′ (
†T ′′0 )Q
sp′+(E
′)).
(2.3.14.5)
Via le morphisme d’adjonction f ′′+RΓ †X˜′′0 f
′′! → id, en composant 2.3.14.1
et 2.3.14.5, on obtient
sp′′+(E ⊠ E
′) → sp+(E)
L
⊠
†
OP′′ (
†T ′′0 )Q
sp′+(E
′). (2.3.14.6)
Comme 2.3.14.6 est un morphisme de D†
P′′
(†T ′′0 )Q-modules cohérents, il
suffit de le vérifier au dessus de U× U′, ce qui découle de 2.1.5 et de 1.4.4.
⊓⊔
Corollaire 2.3.15 Avec les notations et hypothèses de 2.3.14, pour tous
E1, E2 ∈ Isoc
†(Y0/K), en notant sp+ = spY † →֒U†,T0+, on dispose d’un
isomorphisme canonique :
sp+(E1 ⊗ E2)→˜ sp+(E1)
L
⊗†
OP(†T )Q
sp+(E2)[dX/P ].
Démonstration. D’après 2.3.14 appliqué au cas particulier où les objets
avec des primes sont égaux à ceux sans primes, on dispose de l’isomor-
phisme :
spY ′′† →֒U ′′†,T ′′0 +(E1 ⊠ E2)→˜ sp+(E1)
L
⊠
†
OP′′(
†T ′′)Q
sp+(E2).
Or, en notant δ l’immersion diagonale P →֒ P × P = P′′, on obtient :
δ!(sp+(E1)
L
⊠
†
OP′′ (
†T ′′)Q
sp+(E2))→˜ sp+(E1)
L
⊗†
OP(†T )Q
sp+(E2)[−dP0 ].De
plus, via 2.3.8.1,
sp+(E1 ⊗E2)[−dX0 ]→˜ δ
!(spY ′′† →֒U ′′†,T ′′0 +(E1 ⊠ E2)).
D’où le résultat. ⊓⊔
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2.3.16. On garde les notations et hypothèses de 2.3.5. On suppose que P †
est propre et que Y0 ⊂ X0 se désingularise localement idéalement.
Le foncteur spY † →֒U†,T0+ ne dépend pas des choix de P
† et v : Y † →֒
U † choisis tels, que Y0 ⊂ X0 se désingularise localement idéalement, i.e.,
celui-ci est compatible avec les équivalences canoniques entre les caté-
gories de la forme F -Isoc††(P, T0,X0/K). En effet, cela découle de 2.3.8.1.
On obtient alors un foncteur, F -Isoc†(Y0/K) → F -Isoc††(Y0/K), bien
défini à isomorphisme canonique près et que l’on notera spY0+.
Théorème 2.3.17 On garde les notations et hypothèses de 2.3.16.
Les foncteurs spY0+ : F -Isoc†(Y0/K) → F -Isoc††(Y0/K) et ρY0 (voir
2.2.16) sont des équivalences quasi-inverses.
Démonstration. Cela résulte de 2.2.17, de 2.3.7.
⊓⊔
Proposition 2.3.18 Avec les notations 2.3.5, on suppose X0 intègre et P †
propre.
Il existe alors un diviseur T˜ 0 de P0 contenant T0 tel que Y˜0 := (P0 \
T˜ 0) ∩ X0 soit affine, dense dans Y0 et l’immersion ouverte Y˜0 →֒ X0 se
désingularise idéalement.
Démonstration. Grâce au théorème de désingularisation de de Jong ([dJ96])
et quitte à remplacer Y0 par un ouvert affine et dense, il existe un morphisme
projectif et surjectif a0 : X ′0 → X0, qui se décompose en une immersion
fermée X ′0 →֒ PrX0 suivie de la projection canonique PrX0 → X0, tel que
1. X ′0 est intègre et lisse ;
2. le morphisme b0 : Y ′0 := a
−1
0 (X0) → Y0 induit par a0 est fini et étale.
Il reste à vérifier que quitte à rétrécir à nouveau Y0, la propriété 3 de 2.3.1
est validée. Notons v′0 l’immersion fermée Y ′0 →֒ PrY0 . Si x0, . . . , xr sont
les coordonnées projectives de Prk, on note, pour tout entier α ∈ {0, . . . , r},
Dα le diviseur de Prk défini par l’équation xα = 0 et Dα,Y0 := Dα×Prk P
r
Y0
.
Comme l’intersection des diviseurs Dα,Y0 est vide, il existe un entier α0 tel
que v′0(Y ′0) ne soit pas inclus dans Dα0,Y0 . Comme Y ′0 est intègre, on obtient
dimY ′0 ∩Dα0,Y0 < dimY
′
0 . Via [Gro65, 5.4.2], la finitude de b0 implique
l’égalité dim b0(Y ′0 ∩Dα0,Y0) = dimY ′0 ∩Dα0,Y0 . Comme b0 est en outre
surjectif, on a aussi dimY ′0 = dimY0 et donc dim b0(Y ′0 ∩ Dα0,Y0) <
dimY0. Il résulte de cette dernière inégalité qu’il existe un diviseur T˜0 de
P0 tel que l’ouvert (P0 \ T˜0) ∩ X0 de X0 soit affine et inclus dans Y0 \
b0(Y
′
0 ∩ Dα0,Y0) (le fait que l’on peut le choisir affine résulte de [Car02,
6.3.1]).
Posons T˜X0 = T˜0 ∩ X0 et T˜X′0 := a
−1
0 (T˜X0). L’inclusion b0(Y ′0 ∩
Dα0,Y0) ⊂ T˜X0 (resp. X0 \ T˜X0 ⊂ Y0) implique alors Y ′0 ∩Dα0,Y0 ⊂ T˜X′0
(resp. X ′0 \ T˜ ′X0 ⊂ Y ′0). Il en résulte la factorisation X ′0 \ T˜X′0 →֒ (Prk \
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Dα0) × (X0 \ T˜X0). Celle-ci se relève en un morphisme de V-schémas
formels faibles affines et lisses. Il en découle que le morphisme canonique
X ′0 \ T˜X′0 → P
r
X0\T˜X0
se relève en un morphisme de V-schémas formels
faibles lisses. L’immersion ouverte X0 \ T˜X0 →֒ X0 se désingularise donc
idéalement. ⊓⊔
Définition 2.3.19. Soit Y0 un k-schéma affine et lisse. On dit que Y0 pos-
sède un modèle idéal s’il existe un V-schéma formel faible propre et lisse
P †, un diviseur T0 de P0, un sous-schéma ferméX0 de P0 tels que Y0→˜X0\
T0 et l’immersion ouverte Y0 →֒ X0 se désingularise localement idéale-
ment.
D’après 2.3.17, si Y0 est un k-schéma affine, lisse et possédant un mod-
èle idéal, le foncteur spY0+ : F -Isoc
†(Y0/K) → F -Isoc
††(Y0/K) est une
équivalence de catégorie.
Théorème 2.3.20 Soit Y0 un k-schéma lisse. Il existe Y˜0 un ouvert affine,
dense dans Y0, possédant un modèle idéal et, en particulier, le foncteur
canonique spY0+ : F -Isoc
†(Y0/K) → F -Isoc
††(Y0/K) est une équiva-
lence de catégorie.
Démonstration. Comme Y0 est la somme directe de ses composantes ir-
réductibles, il ne coûte rien de supposer Y0 affine, lisse et intègre. Grâce
à Elkik ([Elk73]), il existe un V-schéma affine et lisse Y dont la réduc-
tion modulo π est isomorphe à Y0. Il existe alors une immersion fermée
Y →֒ ArV. On note P := PrV, U := ArV, X l’adhérence schématique de Y
dans PrV et T := P \ U . On obtient une immersion fermée Y † →֒ U † de
V-schémas formels faibles lisses.
Par 2.3.18, il existe un diviseur T˜0 de P0 contenant T0 tel que, en notant
Y˜ l’ouvert de Y complémentaire de T˜0, Y˜0 soit affine et dense dans Y0 et
Y˜0 ⊂ X0 se désingularise idéalement. Notons U˜ := U \ T˜0. L’immersion
fermée Y →֒ U induit la suivante Y˜ † →֒ U˜ †. Le triplet (P †, T˜0, Y˜ † →֒ U˜ †)
fournit donc un modèle idéal à Y˜0. ⊓⊔
3. F -complexes de D-modules arithmétiques dévissables
3.1. Définitions et lien avec la surholonomie
Dans cette section, P est un V-schéma formel propre et lisse et T est un
diviseur de P .
Définition 3.1.1. Soient E un objet de F -Dbcoh(D†P(†T )Q), X son support
et Y := X \T . On dit que E « se dévisse en F -isocristaux surconvergents »
s’il existe des diviseurs T1, . . . , Tr+1 de P contenant T tels que
1. Y1 = X \ T1 est affine, lisse et possède un modèle idéal (2.3.19) ;
F -complexes de D-modules arithmétiques dévissables 63
2. Pour 1 ≤ i ≤ r, Yi+1 := (X ∩ T1 ∩ · · · ∩ Ti) \ Ti+1, est affine, lisse et
possède un modèle idéal ;
3. Soit Yr+1 := X ∩ T1 ∩ · · · ∩ Tr+1 est lisse soit Yr+1 \ T est vide ;
a) Les espaces de cohomologie de (†T1)(E) sont associés à des F -isocristaux
surconvergents sur Y1, i.e., sont des objets de F -Isoc††(P, T1,X/K)
(voir 2.3.17) ;
b) Les espaces de cohomologie de RΓ †T1∩···∩Ti(†Ti+1)(E) sont associés à
des F -isocristaux surconvergents sur Yi, i.e., appartiennent à la caté-
gorie F -Isoc††(P, Ti+1,X ∩ T1 ∩ · · · ∩ Ti/K) ;
c) Les espaces de cohomologie de RΓ †T1∩···∩Tr+1(E) sont associés via [Car]
à des F -isocristaux surconvergents sur X ∩ T1 ∩ · · · ∩ Tr+1 \ T .
En gros, on dispose d’une stratification Y = ∪i=1,...r+1Yi, telle que, les
espaces de cohomologie de la restriction de E au-dessus de chaque strate
Yi soient associés à des F -isocristaux surconvergents sur Yi. On dira aussi
que E est un F -D†
P
(†T )Q-complexe dévissable ou se dévisse au-dessus de
la stratification Y = ∪i=1,...r+1Yi. On notera F -Dbdév(D†P(†T )Q) la sous-
catégorie pleine de F -Dbcoh(D
†
P
(†T )Q) des F -D†P(
†T )Q-complexes déviss-
ables.
Proposition 3.1.2 Soit (E, Φ) ∈ F -Dbdév(D
†
P
(†T )Q). Les espaces de co-
homologie de fT+(E) sont des K-espaces vectoriels de dimension finie.
Démonstration. Cela découle par dévissage de 2.3.12 et de la finitude la
cohomologie rigide [Keda]. ⊓⊔
Remarques 3.1.3 Soit E ∈ Dbcoh(D
†
P
(†T )Q). Les deux propriétés ci-après
sont équivalentes :
(a) Pour tout diviseur T ′ de P , DP,T (†T ′)(E) ∈ Dbsurcoh(D†P(†T )Q) ;
(b) Pour tous sous-schémas fermés Z et Z ′ de P , DP,TRΓ †Z(†Z ′)(E) est un
objet de Dbsurcoh(D†P(†T )Q) ;
En effet, supposons que E satisfasse (a). En utilisant le dualisé du triangle
de localisation en T1 de RΓ †Z1(
†T2)(E) suivant
RΓ †T1∩Z1(
†T2)(E) → RΓ
†
Z1
(†T2)(E) → RΓ
†
Z1
(†T1 ∪ T2)(E) → +1
valable pour tout sous-schéma fermé Z1, et tous diviseurs T1 et T2, on
vérifie d’abord par récurrence sur le nombre minimal de diviseurs d’inter-
section Z (on convient que celui-ci est nul lorsque Z = X), que, pour tout
sous-schéma fermé Z et tout diviseur T ′, le complexe DP,TRΓ †Z(†T ′)(E)
appartient à Dbsurcoh(D
†
P
(†T )Q). Ensuite, en appliquant le foncteur DP,T
au triangle de localisation en Z ′ de RΓ †Z(E), on prouve que la propriété
(b) est validée pour E. La réciproque est une tautologie.
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Il résulte des équivalences entre (a) et (b) que la propriété (a) est
préservée, pour tout sous-schéma fermé Z de P , par les foncteurs RΓ †Z
est (†Z).
Théorème 3.1.4 Soit E ∈ F -Dbcoh(D
†
P
(†T )Q). On suppose que pour tout
diviseur T ′ de P , E et DP,T (†T ′)(E) sont dans F -Dbsurcoh(D
†
P
(†T )Q). Alors
E se dévisse en F -isocristaux surconvergents.
Démonstration. En reprenant les arguments du deuxième cas de la preuve
[Car04c, 3.2.4], on vérifie que le support de E, noté X, est une compactifi-
cation de Y . On procède par récurrence sur la dimension de X. Via 2.3.20,
il existe un diviseur T1 contenant T tel que Y1 := X \ T1 soit affine, lisse
et dense dans X et possède un modèle idéal. Notons u : Y1 →֒ P un relève-
ment de l’immersion Y1 →֒ P . Comme le faisceau u!(E) étant D†Y1,Q-
surcohérent, quitte à remplacer T1 par un diviseur plus grand, on peut
supposer que les espaces de cohomologie de u!(E) sont OY1,Q-cohérents
([Car03, 2.2]). Il en résulte que les espaces de cohomologie de (†T1)(E)
soient dans F -Isoc††(P, T1,X/K). Grâce à la remarque 3.1.3 et comme la
dimension de X ∩ T1 est strictement inférieure à celle de X, par hypothèse
de récurrence, RΓ †T1(E) se dévisse en F -isocristaux surconvergents. D’oùle résultat. ⊓⊔
Le théorème 3.1.4 implique aussitôt l’inclusion ci-après.
Théorème 3.1.5 On a l’inclusion F -Dbsurhol(D
†
P,Q) ⊂ F -D
b
dév(D
†
P,Q).
Conjecture 3.1.6. Il est raisonnable de penser que l’inclusion 3.1.5 est une
égalité. Cela résulte aussitôt de la conjecture suivante :
« Soit Y un k-schéma affine, lisse et possédant un bon modèle. Pour tout
F -isocristal surconvergent sur Y , spY+(E) est un F -DY -module arithmé-
tique surholonome (voir [Car, 1.2.7]). »
Remarques 3.1.7 Si la conjecture de Berthelot [Ber02, 5.3.6.D] sur la sta-
bilité de l’holonomie est vraie alors la conjecture 3.1.6 l’est aussi. De plus,
le théorème qui suit nous permet de penser que 3.1.6 est réaliste.
Théorème 3.1.8 Soit Y un k-schéma affine, lisse et possédant un bon mod-
èle. Pour tout F -isocristal unité surconvergent sur Y , spY+(E) est un
F -DY -module arithmétique surholonome.
Démonstration. Via la remarque 2.2.5, on se ramène au cas où Y est irré-
ductible. Grâce à 2.2.3, on peut supposer que Y possède une compactifica-
tion lisse, ce qui a été traité dans [Car04a, 2.3.2]. ⊓⊔
Théorème 3.1.9 Soient X un sous-schéma fermé de P et Y := X \ T .
Si la conjecture 3.1.6 est validée, alors la catégorie des F -complexes de
DY -modules arithmétiques surholonomes, F -Dbsurhol(DY ), est stable par
produit tensoriel interne.
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Démonstration. On procède par récurrence sur la dimension de X. Soient
E,E′ deux F -complexes de F -Dbcoh(D
†
P
(†T )Q) ∩ F -D
b
surhol(D
†
P,Q) à sup-
ports dans X. Via les mêmes arguments qu’au début de la preuve de 3.1.4,
il existe un diviseur T1 contenant T tel que Y1 := X \ T1 soit affine, lisse
et dense dans X et possède un modèle idéal et tel que les espaces de coho-
mologie de (†T1)(E) et de (†T1)(E′) sont dans F -Isoc††(P, T1,X/K).
Par 2.3.15, on conclut par hypothèse de récurrence en utilisant les trian-
gles de localisation en T1 de E et E′. ⊓⊔
Proposition 3.1.10 Soient E,E′ ∈ F -Dbcoh(D
†
P
(†T )Q) et U := P \ T . On
suppose que, pour tout diviseur T ′ de P , les faisceaux E, et DP,T (†T ′)(E)
sont des objets de F -Dbsurcoh(D†P(†T )Q) et de même pour E′.
Soit φ : E|U → E′|U un morphisme D†U,Q-linéaire. Il existe alors un
morphisme ψ : E→ E′ tel que ψ|U = φ.
Démonstration. On procède par récurrence sur la dimension de X, la réu-
nion des supports de E et E′. De manière analogue à la preuve de 3.1.4, il
existe un diviseur T1 contenant T tel que Y1 := X \ T1 soit affine, lisse et
dense dans X et possède un modèle idéal, et tel que les espaces de coho-
mologie de (†T1)(E), (†T1)(E′) soient des objets de F -Isoc††(P, T1,X/K).
Comme le foncteur canonique F -Isoc†(Y1/K) → F -Isoc†(Y1, Y/K) est
pleinement fidèle ([Ked04]), avec les notations de 1.4.6, le foncteur canon-
ique de restriction |U : F -Isoc††(P, T1,X/K) → F -Isoc†(U, T1∩U, Y/K)
l’est aussi. Il en résulte (par dévissage en utilisant [Har66, I.7.2]) qu’il ex-
iste un morphisme ψ : (†T1)(E) → (†T1)(E′) tel que ψ|U = (†T1)(φ).
Avec la remarque 3.1.3 et puisque dimX ∩ T1 < dimX, on conclut par
hypothèse de récurrence et via les triangles de localisation en T1 de E et E′.
⊓⊔
3.2. Application aux fonctions L
3.2.1. On suppose ici k = Fq où q = ps. On se donne P un V-schéma
formel propre et lisse, T un diviseur de P , U l’ouvert de P complémentaire
de T et j : U →֒ P l’immersion ouverte correspondante.
Si x est un point fermé de P , on désigne par k(x) le corps résiduel de
x, degx son degré, ix : S(x) = Spf V(x) →֒ P un relèvement V-linéaire
de l’immersion fermée canonique Speck(x) →֒ P , K(x) le corps des frac-
tions de V(x) et fx : S(x) → S le morphisme structural.
La définition des fonctions L (voir [Car03] ou [Car04c]) s’étend aux
duaux des F -complexes dévissables :
Définition 3.2.2. On note F -Db∗dév(D
†
P
(†T )Q), la sous-catégorie pleine de
F -Dbcoh(D
†
P
(†T )Q) des complexes E tels que DT (E) ∈ F -Dbdév(D
†
P
(†T )Q).
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Soient S un sous-ensemble de Y , S0 l’ensemble des points fermés de S
et E ∈ F -Db∗dév(D
†
P
(†T )Q). La fonction L associée à E au dessus de S est
définie en posant :
L(S,E, t) =
∏
x∈S0
∏
r∈Z
detK
(
1− tdeg xF deg x
|Hr(fx+i
+
x,T (E))
)(−1)r+1+dX /deg x
.
De plus, sa fonction cohomologique P s’écrit :
P (U,E, t) :=
∏
r∈Z
detK
(
1− tF|Hr(fT,!E)
)(−1)r+1+dX
.
On remarque que grâce à 3.1.2, cette fonction a bien un sens et est de sur-
croît une fraction rationnelle.
3.2.3. Soit X un sous-schéma fermé de P tel que Y := X \T soit affine et
lisse. On suppose en outre que Y ⊂ X se désingularise localement idéale-
ment et on se donne E, un F -isocristal surconvergent sur Y .
Pour tout point fermé x de Y , on note Ex := H0rig(Spec k(x), i∗x,KE)
la fibre de E en x et F|Ex son automorphisme de Frobenius.
Dans [ÉLS93, 2.3], la fonction L associée à E est donnée par
L(Y,E, t) :=
∏
x∈Y 0
detK(1− t
deg xF deg x|Ex )
−1/ deg x.
Lemme 3.2.4 Avec les notations 3.2.3, on a l’égalité :
L(Y,E∨, t) = L(Y,DP,T (spY+E), t).
Démonstration. Analogue à [Car03, 3.3.1]. ⊓⊔
Proposition 3.2.5 Avec les notations 3.2.3, on pose E := DP,T (spY+E).
L’égalité L(U,E, t) = P (U,E, t) est satisfaite.
Démonstration. De manière analogue à [Car03, 3.3.3], cela découle de
2.3.12, 3.2.4 et de la formule cohomologique d’Étesse et Le Stum :
L(Y,E∨, t) =
2dX∏
r=0
detK(1− tq
dXF−1|Hrrig(Y,E)
)(−1)
r+1
.⊓⊔
Théorème 3.2.6 Pour tout E ∈ F -Db∗dév(D
†
P
(†T )Q), la formule L(U,E, t) =
P (U,E, t) est validée.
Démonstration. Cela découle par dévissage de 3.2.5. ⊓⊔
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3.3. Analogue p-adique Weil II
On reprend les notations et hypothèses de 3.2.1. De plus, ι : Kalg →֒
C désigne un plongement d’une clôture algébrique de K dans le corps
des complexes. La proposition qui suit est un cas particulier du théorème
[Kedb, 6.6.2.(b)] de Kedlaya (en effet « ι-pure » implique « ι-realizable »).
Proposition 3.3.1 (Kedlaya) Soient Y un k-schéma lisse et E un F -iso-
cristal surconvergent sur Y . Si E est de poids ι-pur w, alors, pour tout
r ∈ Z, Hrrig(Y,E/K) est de poids ι-mixte ≥ w + r.
La notion de poids pour les F -isocristaux surconvergents s’étend aux
complexes à fibres extraordinaires finies (voir la définition dans [Car04d]) :
Définition 3.3.2. Soient E ∈ F -Dbcoh(D
†
P
(†T )Q) à fibres extraordinaires
finies et x un point fermé de P .
1. E est de poids ι-pur w en x si, pour tout r ∈ Z, Hr(Di!xD∗T (E)) est de
poids ι-pur w + r (au sens des F -isocristaux surconvergents) ;
2. E est de poids ι-mixte ≥ w en x si, pour tout r ∈ Z, Hr(Di!xD∗T (E)) est
de poids ι-mixte ≥ w + r.
De plus, E est de poids ι-pur w (resp. de poids ι-mixte ≥ w) s’il l’est en
tout point fermé de P .
Dans le langage des D-modules arithmétiques, la proposition 3.3.1 se
traduit par la suivante.
Proposition 3.3.3 Avec les notations 2.3.12, pour tout F -isocristal surcon-
vergent E sur Y0, de poids ι-pur w, E := spY † →֒U†,T0,+(E) est de poids
ι-pur w + dY . De plus, f+(E) est de poids ι-mixte w + dY .
Démonstration. Soient x un point fermé de Y et ux : Spec k(x) →֒ Y0
l’immersion fermée canonique induite. Grâce à l’analogue p-adique de Ber-
thelot du théorème de Kashiwara, avec les théorèmes de dualité relative et
de bidualité, et via l’isomorphisme de comparaison des foncteurs duaux
d’un F -isocristal surconvergent(voir [Car04b], on vérifie l’isomorphisme
canonique Di!xD∗T (E)→˜ u∗x(E)[dY ] compatible à Frobenius. Ainsi, E est
de poids ι-pur w + dY . La dernière assertion découle ensuite de 2.3.12
(notations 2.2.13). ⊓⊔
Le théorème qui suit est un analogue p-adique de Weil II ponctuel (on
ne s’intéresse pas ici au cas relatif).
Théorème 3.3.4 Soit E un complexe de F -Dbdév(D
†
P
(†T )Q). Si E est de
poids ι-pur w alors, fT+(E) est de poids ι-mixte ≥ w.
Démonstration. Cela résulte par dévissage de 3.3.1 et de 3.3.3. ⊓⊔
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