The present work reviews theories and empirical findings, including results from two new experiments, that bear on the perception of English vowels, with an emphasis on the comparison of data analytic "machine recognition" approaches with results from speech perception experiments. Two major sources of variability (viz., speaker differences and consonantal context effects) are addressed from the classical perspective of overlap between vowel categories in F 1 X F2 space. Various approaches to the reduction of this overlap are evaluated. Two types of speaker normalization are considered. "Intrinsic" methods based on relationships among the steady-state properties (FO, F 1, F2, and F3) 
INTRODUCTION
This work is concerned with the problem of perceptual invariance in vowel perception. Although a number of side issues will be discussed, focus will be centered on the classical problem of overlap in formant frequencies of different vowels due to speaker-and context-dependent variability. Some additional attention will be given to intrinsic dynamic properties in English vowels, including relative vowel duration and diphthongization (or "vowel-inherent spectral change"). The problems to be addressed will be first outlined from the point of view of pattern classification or "machine recognition" of speech. Later, the question of the correspondence of such procedures to categorization by human listeners will be explicitly addressed.
Speaker-dependent overlap among the F 1 X F 2 patterns of different vowels is viewed as arising primarily from differences in vocal tract size. Two types of procedures have been proposed to deal with this problem. Following the terminology of Ainsworth (1975) , these will be called intrinsic versus extrinsic normalization. Intrinsic normalization procedures may be regarded as reducing F ! XF2 overlap by means of exploiting relationships of these formants with F0 and/or higher formants within a single syllable. Extrinsic normalization reduces overlap by using information that is spread across a speakefts entire vowel system, e.g., by reformulating absolute formant frequencies as proportions of a speaker's formant frequency ranges ( Gerstman, 1968) .
Context-dependent overlap in F 1 X F2 patterns is traditionally viewed as the acoustic manifestation of coarticulatory effects in speech production. Roughly speaking, articulators are viewed as being pulled away from their context-free vowel targets by mechanical and neuromuscular overlap. At least two explicit proposals (Broad, 1976 ; Kuwabara, 1985) have been made in the literature as to how such coarticulatory effects might be "undone" in pattern recognition procedures. The procedures sketched above are "data analytic" rather than "perceptual" in the sense that they deal with reliable separation of categories based on data from production measurements only. Although this is a worthy practical end in itself, a detailed correspondence between the output of such methods and listeners' performance must be demanded before even tentative perceptual validity can be claimed. In the following discussion, I will attempt to assess these methods from the point of view of their qualitative and quantitative compatibility with listeners' identification behavior. Before examining these arguments in detail, it is useful to review some perceptual results based on experiments with natural speech. Table I summarizes error rates in four experiments that involve speaker-dependent effects in the perception of naturally produced vowels. The absolute magnitude of errors varies considerably depending on a number of additional factors. However, in all cases there are significantly fewer errors for stimuli that are presented in a "blocked" speaker condition (speaker identity held constant for a full set of vowels) compared to a "mixed" speaker condition (speaker identity varying randomly from trial to trial). Table II spoken responses and marked down their judgments on HVD answer sheets. ] "Monitoring" involves having listeners monitor for a single specific vowel category in a single session, e.g., to respond "yes" or "no" depending on whether the presented stimulus contained the vowel/i/.
I. SPEAKER AND CONTEXT EFFECTS FOR NATURAL SPEECH
In spite of the evidence for orthographic compatibility effects, Strange and Gottfried (1980) provide good evidence that more than task variables are involved. They report a significant advantage for/kVk/syllables (7% errors) over isolated vowels (28% errors). Note here that this advantage is considerably less than some of the earlier reports. Rakerd et al. (1984) also find a very small but reliable consonantal context advantage in their vowel monitoring task (4% vs 5%) although they acknowledge that task variables can greatly affect apparent error rates.
The following conclusions will be drawn from this and related data: First, concerning context effects, isolated vowels are not by their nature impoverished stimuli; rather, in many conditions they are well identified. Therefore, extreme theories of cospecification of vowels by consonantal context must be rejected. On the other hand, as Strange these problems, we must rely on studies that include a detailed specification of signal parameters.
II. FORMANT FREQUENCY VARIATION AND VOWEL QUALITY
The traditional position will be adopted that F 1 and F2 are the primary determinants of vowel quality. 1 From this perspective (essentially that of Chiba and Kajiyama, 1941; Joos, 1948; Peterson, 1961; Ladefoged, 1967; Assmann et al., 1982; Nearey and Assmann, 1986; Miller, 1989) , the classic puzzle has been to try to deal with formant frequency overlap between categories. One of the most common ways to attempt to reduce overlap is through the use of normalization procedures. The term "normalization procedure" is used here simply as a label for explicit methods that attempt to factor out systematic, but phonetically nondistinctive, covariation in signal properties, and thus to reveal more nearly invariant patterns separating phonetic categories. However, many of the theories discussed below have been couched in blatantly psychological terms. In my view, the experiments of the type discussed below provide strong evidence only about what types olinformation are important, and not precisely how that information is used by listeners. 2
It is useful to consider the approximate range of variation in formant frequencies induced by several different sources. In the following discussion, ranges of variation will be generally calculated as a percentage change from some baseline value, or more precisely as % change = 100[(x/Vr•f) --1],
where x is the modified value and Vrcr is the baseline or reference value.
Perhaps not surprisingly, the largest single source of variation is vowel identity itself. Here, F 1 and F2 show a range on the order of 170%-200% among the vowels of a single speaker. In the male averages in Peterson and Barney (1952) , for example, the F 1 range is from 250-750 Hz, and Fant (1973) , speaker-dependent effects apply to all vowels almost uniformly (Nordstr6m and Lindblom, 1975; Nearey, 1978) .
Consonantal context and reduction effects vary considerably from vowel to vowel, and possibly from speaker to speaker, but on the average they are smaller than child vetsus male speaker effects, at least for obstruent contexts. The Stevens and House data represent measurements of full duration stressed vowels of three male speakers of English. More extreme formant frequency variation has been reported by Lindblom for a single speaker with changes in stress and prosodic factors as well as consonantal context. Lindblom's formulas 3 to 5 and 7 to 9 (together with data from his Tables I and lI) have allowed the compilation of estimated magnitudes of change in F 1 and F2 values from isolated vowel targets to midpoints of short ( 100 ms) CVC syllables. These calculations are summarized in Table III . To the best of my knowledge, the most extreme contextdependent effect ever reported for stop-consonant bounded vowels is about 600 Hz in F2, corresponding to about 71% of the isolated vowel target, for the/dad/syllable shown in Table IIl . This resulted from the change of a stressed isolated vowel to one in unstressed/dVd/context. The foregoing discussion has given some indication of the magnitude to speaker and consonantal context effects on vowel formant frequencies. In the following sections, an attempt will be made to relate these effects from measurements of production data to changes in listeners' behavior in speech perception experiments.
III. SPEAKER-DEPENDENT VARIATION AND VOWEL SPACE NORMALIZATION
There have been two main approaches to the problem of speaker-dependent overlap in the F 1 XF2 space. Both approaches have long histories (see Chiba and Kajiyama, 1941; Joos, 1948; Ladefoged, 1967; Peterson, 1961; Miller, 1989 Miller ( 1984 Miller ( , 1989 , and Syrdal (1984) fall into this general category. Although it is possible to formulate such approaches as normalization procedures, the term is rarely used by this group. Instead, the invariance problem is deemed not to exist when the correct parametric representation of spectral properties of vowels is considered. Overlap in the F 1 XF2 plane is viewed as the result of looking at the wrong two-dimensional projection in the wrong space. When certain transformations of F0 and the F pattern are employed, the overlap is believed to be largely eliminated. Typically, these transformations involve a nonlinear frequency warping transformation (log, mel, Bark, or modified Bark) followed by some simple linear transforms (see Appendix A).
Pure extrinsic specification, on the other hand, assumes Holmes (1986) , and Ainsworth (1975), to suggest approaches to normalization that might be viewed as mixtures of the two extremes described above. For example, vowel internal information could serve to specify a speaker frame of reference, e.g., vocal tract size, perhaps in conjunction with external factors. Ryalls and Lieberman explicitly suggest that "... average fundamental plays a secondary role in establishing the normalization factor ..." (1982, p. 1633). On the basis of a priori perceptual considerations and experimental evidence, there are a number of arguments that can be brought to bear for and against both pure approaches.
A. Extrinsic specification
The strongest perceptual argument against pure extrinsic specification is that high identification rates are found for vowels (including gated vowels where spectral change is minimal) even when different speakers' voices are randomly mixed (Assmann et al., 1982) . This is the limiting case for what might be termed "the bootstrap problem" for extrinsic specification: If every vowel is relative to every other, how can we ever get into the system? (See Peterson, 1961.) A partial escape from the bootstrap problem might be found in universal constraints on F 1 X F 2 patterns. As noted by Nearey (1978, pp. 95-100), given some general constraints on the shape of a possible single speaker vowel space (the "vowel triangle") and on the nature of speaker differences (e.g., uniform scaling of formant frequencies), certain vowels could not overlap in the F 1 X F 2 space. Such vowels, or other conventional "conversation starters" of known phonetic quality might then serve to "calibrate" the rest of the system (Lieberman, 1984; Joos, 1948) .
Although experiments by Strange et al. (1976) with precursor vowels in natural speech have failed to provide any evidence for extrinsic normalization, precursor vowels of known quality have been quite successful in studies with synthetic speech. Ladefoged and Broadbent (1957) demonstrated that the categorization of a fixed set of test vowels could be altered systematically by manipulating the formant ranges of a synthetic carrier sentence: "Please say what this word is __ ." They also showed that the nature of the induced perceptual shifts were consistent with the changes of the relative position in F 1 X F2 space of the test vowels with respect to vowels in the carrier. Ainsworth (1975) demonstrated a similar effect on an entire continuum of synthetic vowels, using changes in formant ranges for synthetic/i a u/ precursors. He found that a 30% increase in formant frequencies of the precursors resulted in 3% to 6% rise in "center of gravity" measurements of the F 1 X F 2 response areas for the test vowels. Ainsworth suggests, however, that the method used might underestimate actual response shifts by a factor of 2. Nearey ( 1978 In natural speech, partial F0 versus formant independence is shown by unusual voices like those of Julia Child (the French Chef), with a rather high fundamental, but low formant frequencies on the one hand; and Popeye (the voice of Jack Mercer), on the other, where the opposite situation occurs. a There is other support for relatively "loose coupling" between F0 and F 1 from the literature. Thus, for example, data from a study of sung vowels by Gottfried and Chew (1986) Figure 6 , for the/u-e/boundary, they find an increase of about 18% in the F 1 value of the boundary for our benchmark 30% increase in F 3. For the/a-o/boundary (their Fig. 7) , however, only about a 3% increase occurs for the same change.
Holmes ( There has been one attempt in the literature, that of Ainsworth (1975) , to try to compare extrinsic versus intrinsic effects in a homogeneous experimental environment. In his experiment, Ainsworth estimated that the extrinsic factor, the formant ranges of precursor/i a u/syllables, had roughly twice the effect of the intrinsic factor F0. Ainsworth used only two formant/hVd/syllables, so the effect of F 3 cannot be assessed. Furthermore, he did not report a factorial breakdown of effects of simultaneous versus separate changes in F0 and precursor vowels. In order to shed more light on the issues, an experiment was conducted in our laboratories with four and five formant isolated steady-state vowels. The present experiment was designed primarily to extend the approach of Ainsworth (1975) by playing off intrinsic and extrinsic factors in a fully crossed experimental design.
A. Stimulus materials 1. Overview of the stimuli
The stimuli were synthesized on an implementation of the Klatt (1980) software synthesizer on a DEC PDP-12 minicomputer at a sampling rate of 12 kHz. The stimuli were steady-state vowels with a duration of 150 ms, consisting of thirty 5-ms frames. Either four or five cascaded formants were used (depending of the value of the higher formants factor as described below). The stimuli were low-pass filtered at 5000 Hz before recording.
This experiment used a fully crossed faetorial design with two intrinsic factors: (a) pitch, i.e., fundamental frequency, and (b) higher formants, viz., F 3, F 4, and, for some conditions, F 5; together with an extrinsic factor, F 1 • F 2 ensemble, involving the formant ranges era set of context vowels. There were a total of eight experimental conditions, each of which was intended to simulate a single speaker's vowels. The two levels of the pitch factor were 120 Hz for the low value and 270 Hz for the high value. This is slightly larger than the 1-oct difference used by Ainsworth. A simulated falling intonation contour was provided on each of the vow-els. The higher formants factor consisted of two sets of F3 and F 4 (and for the low value of this factor, F 5 ) frequencies that corresponded approximately to values appropriate for an adult male and of a child, respectively. The two levels of the ensemble factor consisted of two sets off 1 X F 2 patterns. One set corresponded to the F 1 X F2 space of an adult male speaker and the Other to that of a child speaker. Detailed descriptions of each of the factors are given below.
The baseline condRion
A summary of the eight conditions is provided in Table  IV, 
where i is the frame number.
(b) F$ and the higher formants. In order to provide reasonably natural relationships among F 1, F 2, and F 3, the frequency of F3 was specified as a function of the F 1 and F2 values using piecewise linear relations of the type discussed In the analyses presented below, responses to the overlapping test vowels will sometimes be considered separately. It should be emphasized that for these overlapping vowels, any comparisons involving a difference of ensemble factor alone (with all other factors equal) involve response patterns to physically identical stimuli in different extrinsic contexts.
The F0 in condition E was exactly as in the baseline condition; F 3 was calculated using the F 3 formula specified above, applied to the shifted F 1 X F 2 valuest F4 was left at the baseline value for all stimuli except for a small number of cases for high F2 vowels, where it was found that the calculated F3 would approach the F4 baseline. in such cases, F4 was moved to a value 300 Hz above F 3. Note that this small additional shift ofF4 did not affect any of the stimuli in the overlapping region of the F 1 • F2 space that is common to both ensemble conditions (see Fig. 2 ), but did affect only a few vowel stimuli that were unique to the high ensemble condition.
{b} The high pitch condition (P). Here, F0 was shifted upward by a multiplicative factor of 2.25, corresponding to nine steps in the logarithmic frequency scale off 1 and F2. 
B. Subjects and procedures
Fifteen native speakers of Canadian English were recruited from graduate and undergraduate students in linguistics at the University of Alberta. All had at least minimal training in the use of phonetic symbols.
In pilot experiments for some of the conditions, several listeners reported hearing more than one synthetic voice, with some of the vowels appearing to have been produced by a larger "apparent speaker." After some additional informal listening, it was decided to present each of the test vowels in a given condition with a pair of fixed context vowels, drawn from the same condition and corresponding to precursor vowels in Ainsworth's (1975) 
C. Listeners' instructions and tasks
Listeners were told that they would hear a series of synthetic vowels consisting of two context vowels and a test vowel and that each set of three vowels would be repeated three times. They were told that the context vowels were intended to be tokens of the categories/i/and/•/. Their primary task was to decide on the phonetic category of the third vowel in the series. Before their first session, they were allowed to listen to a few items from the beginning of their first tape in order to familiarize themselves with the presentation format. They marked their responses on specially prepared answer sheets that included both keywords and phonetic symbols.
In addition, however, it was suggested that listeners, when they felt it appropriate, might mark two additional types of information on their sheets next to each test item.
The first was whether the target vowel sounded like a particularly bad (indicated by an X next to the item) or particularly good exemplar (indicated by a check mark) of the chosen category. The second involved listeners' judgments of whether the target vowels appeared to come from the same synthetic speaker as context/i t) __/.
It was explained that we had intended that the vowels on a single tape should all sound like they were produced by the same artificial voice. They were told, however, that listeners in pilot tests occasionally reported hearing more than one speaker on some of the tapes and that we were interested in finding out more about this. The new listeners were asked to mark an O for "other voice" next to an item if they thought that a particular test vowel sounded like it was produced by a different synthetic speaker than the context/i • __ / vowels.
Subjects were instructed to concentrate on the primary task (identifying the phonemic category of the target vowels) and to mark secondary responses as they saw fit. They were given an index card to help them keep track of their position on their answer sheets. A brief summary of the secondary response categories was written on that card; it read as follows: X--bad example of chosen category;v'--good example of chosen category; O---other voice.
In addition, after each experimental session, subjects were asked four questions about the voices on the tape they had just heard. ( 1 In all but two conditions, intruders constitute less than 5% of the total. Far and away the highest number of intruders occurs in condition E.
"Goodness" ratings
An inspection was made of the plots of the total number of intruders for each stimulus in condition E. Those plots revealed that all stimuli judged to have shifted by 5 or more of the 15 subjects occur in the lowest 5 F 1 steps (of the 13 in the condition). However, vowels with high F l's and vowels with low F l's and very high F 2's (i.e., those near the context /i/) are largely exempt from "other voice" judgments. Table VII summarizes Condition H shows a generally similar profile to N. The two low pitch, low ensemble conditions (N and H) are the only ones for which there are no female voice judgments. The two high pitch, low ensemble conditions, P and PH, show profiles quite different from N and H, with the majority of responses spread fairly evenly among medium and small male and large female.
Apparent speaker characteristics of the vowels
As for the high ensemble stimuli, condition E shows almost unanimous judgments as a small male voice. This peculiar property may be related to the large number ofoth- Table VII represents an attempt to summarize information characterizing apparent speaker size in a way related to supralaryngeal vocal tract size. An a priori scoring scheme (shown in the last row of Table VII) was used, ranking the voice "sizes" from left to right in decreasing order. It was (arbitrarily) decided to score "small male" and "large female" as a tie at 3.5. The "size ranking" in the last column of Table VII 
where Si is the size score for the ith column (given in the bottom row of Table VII) and N½,i is the number of judgments in the ith column for condition c in Table VII .
Using this index, we find that, all other things being equal, either raising pitch or raising the ensemble always leads to "smaller" voice judgments. However, raising the higher formants does not show any clear trend in that direction. For the low ensemble voices, the size judgments for N and H are nearly equal, as are those for P and PH. For the mants factor, the trend is in the opposite direction: EH and EPH show somewhat larger size indices than E and EP, respectively. This point will be returned to below.
It was the intention of question (4) to elicit whether target vowels that appeared to be from a different voice than the context vowels seemed to be produced by a larger or smaller speaker. Unfortunately, the wording of the question was not sufficiently precise. While all subjects indicated that they heard more than one voice in some of the conditions, for only 8 of the 15 subjects was it clear whether the context or intruder voice was larger. By and large, even among this group, interpretable responses of this type were made only for high ensemble conditions (E, EP, EH, and EHP). The most common situation was for subjects to hear the intruder as a "larger voice," i.e., as either a change from a smaller to larger speaker of the same sex, or from a female to a male of the same or larger size catego{y. This occurred in 18 out of 21 judgments of change given by these eight subjects. The remaining three responses were essentially neutral: one involved an intruder voice that sounded different but was still of the same sex/size class; a second report was of speakers that changed size and sex classes in opposite directions, i.e., a change from a large female to a medium male; and the third was a report of hearing several intruder voices, some larger and some smaller than the context voice.
The most consistent change involved condition E (high ensemble only) where all eight of the subjects who gave interpretable responses agreed that the intruder sounded like a larger male speaker than the context voice. This fact, combined with the large number (18%) of intruder targets found for this condition, might be related to the anomaly in the apparent size shift caused by the higher formants. It was noted that EH actually showed a larger size rating than E. However, it is conceivable that the overwhelming number of small male judgments to the context voice for E condition (Table VII) to an average shift of 22 Hz or 1.5%, while that due to the higher formants factor was 27 Hz or 1.8%. Unlike the overlapping stimuli, there was no significant interaction of pitch by higher formants, but one additional interaction was significant, ensemble by higher formants IF( 1, 14) = 6.08, p <0.028]. Simple main effects testing on higher formants within ensemble reveals significant difference only within the high ensemble condition, where the mean for the high higher formants condition was higher by about 58 Hz or 3.6%.
F. Discussion

I. Overall shift in extreme conditions
Considering the data summarized in Fig. 4 , we find that total response shift between the most extreme (i.e., between all factors low and all factors high) conditions for the overlapping stimuli is about 20% in F 1 and 12% in F 2. If the data in Fig. 5 are considered (i.e. , both the overlapping test vowels and the nonoverlapping vowels in the ensemble), the average shift of/a/area means is about 25% in F 1 and 21% in F2. This is roughly two-thirds the 32% shift of the formant ensemble itself. Although windowing effects and other artifacts (see Ainsworth, 1975 for a discussion) of measurement of change may still be present, in light of the descriptive analysis of the voice judgments, it is possible that the failure to find shifts as large as those observed in natural data is a result of failing to produce a fully convincing "small voice" condition. It is possible that other factors, such as spectral tilt and breathiness may be required to provide a full effect (Klatt, 1987) . Nonetheless, the observed shifts are considerably larger than the empirical estimates of Ainsworth (1975), although his extrapolated estimate of 16%, involving liberal allowances for potential artifacts such as windowing and range effects, are in the neighborhood of the empirical findings for the overlapping stimuli only.
Ensemble and pitch effects
Both the ensemble and pitch factors showed large main effects in the statistical analyses detailed above. From either Fig. 4 or 5, it is clear that the extrinsic ensemble effect dominates the changes. From the analysis above, we see that the average effects of ensemble range from about 12%-17% in F 1 and 10%-18% in F2. On the average, these shifts are on the order of 31% to 56% of the expected changes under a pure extrinsic hypothesis given the 32% upward shift in the ensemble factor. However, apart from this shortcoming in magnitude, pure extrinsic specification predicts no effect of pitch or higher formants. Clearly, this model is wrong, since pitch has a considerable effect on F 1 in both ensemble sets. The average effect for pitch is on the order of 7% to 9% in F 1 and about 1.5% in F2. These results are consistent with those of Ainsworth (1975) , who also found that extrinsic vowel context effect had a larger influence than pitch; and further, that F0 effects are much greater for F 1 than F2.
On the other hand, models of pure intrinsic specification predict upward shifts of response areas for a pitch increase and/or higher formant increase, but no change for the ensemble effect. The present results are not consistent with either a pure intrinsic or a pure extrinsic approach. Contrary to pure intrinsic specification, the extrinsic ensemble factor has the largest overall effect on both F 1 and F2 response patterns. On the other hand, contrary to pure extrinsic specification, the effects of pitch on F 1 categorization are clearly evident. These are in qualitative accord with aspects of the theories of Miller ( 1984; But what about quantitative comparison? The average pitch induced shift in F 1 is on the order of 7% to 9%. How large a shift might we expect? Using Ainsworth's rule of thumb based on natural data (or considering the Peterson and Barney's male and child averages for the vowels/i/or /a/, which are in the range of the F 1 average observed for the all conditions low stimuli here), we would expect about a 30% increase in F 1 for the roughly octave increase in F0 in the present experiment. The observed shifts are thus on the order of 23% to 30% of the predicted shifts.
It should be noted in passing that there are other difficulties for several theories, including Miller's and Syrdal's intrinsic and Nearey's extrinsic. •3 According to these theories, an increase in F 1 for a vowel category should be accompanied by an increase in F2, since for all these theories the ratio (or difference, in log or Bark scales) of F2 to F 1 is supposed to be invariant for a given vowel (see Appendix A). This implies that when the response area to a given vowel is shifted upward along the F 1 axis, it should be shifted upward by roughly an equal amount on the F2 axis. In contrast, the present data indicate F0 induced shifts in F 1 categorization that are, to a large degree, independent of F2 shifts. 
This lack of strict invariance is confirmed by analysis
The effects of higher formants
The higher formants factor appears on the average to have had very little effect in this experiment, although, for the most part, the small differences observed are in the expected direction. A significant main effect for higher formants was found only for F 2 for the full set of stimuli, where raising the higher formants resulted in about a 1.8% increase. (The main effect just failed to reach significance for the overlapping stimuli, showing a 1.2% increase.) There are also several interactions in the case of the higher formants. For the most part, these showed shifts in the expected direction in some subset of the stimuli, although ensemble X higher formants interaction for F 1 of the complete ensemble stimuli was exceptional in this regard.
The failure to find a substantial global shift due to F 3 appears to be in conflict with Fujisaki and Kawashima (1968) , who found perceptual boundary shifts that were roughly equivalent to observed shifts in acoustic data when fundamental frequency and higher formants factors were combined. The fact that the present experiment was meant to correspond to a speaker-segregated experiment (one "synthetic speaker" per experimental block, and with F 1 and F 2 confined to reasonably natural ranges for the intended speaker), while Fujisaki and Kawashima's experiment involved a synthetic speaker-randomized situation, may be important here. This may indicate that different perceptual weight should be attached to F 3 for conditions in which a listener is tuned in to the voice of a single speaker. However, Holmes (1986) also reports a somewhat larger influence of F0 and F3 than found for the present data, without any extrinsic factor. Holmes' stimuli were apparently presented in a blocked condition with respect to F0 and higher formant factors. However, the same F 1 • F2 ensemble was used in all cases and the formant ranges were apparently not confined to correspond to the vowel space of any single speaker as in the present experiment, but rather they "...explored the whole F1, F2 plane within the limits of the synthesizer" ( 1986, p. 353). Additional experiments involving simulated speaker-randomized (mixed speaker) as well as speaker-segregated (blocked speaker) conditions are required to see if F3 and F0 related effects are larger when the apparent speaker varies randomly from trial to trial.
As noted in the review presented above, the size of F 3 related effects appears to depend on a number of factors, including F 1 and F2 values (Fujisaki and Kawashima found smaller effects for/a-o/than/u-e/), and spectral roll-off for noise excited stimuli. A possible source of this discrepancy may lie in the relatively lower amplitude off 3 in the high higher formants conditions for the present experiment. In the overlapping region of the test vowels, F3 occurs at a relatively large separation from F2 in the high higher formants condition and, consequently, its amplitude is lower (by about 8 dB on the average) compared to vowels in the low F 3 condition. However, one result from Fujisaki and Kawashima's experiment indicates that changes in higher formant amplitude spectral slope may not matter greatly in voiced speech. Specifically, raising the effective frequency of the higher pole correction network in their analog synthesizer (and thus indirectly lowering the amplitude off 3) had no effect on listeners' categorization (see Appendix B). As noted earlier, Holmes (1986) also experimented with changes in the amplitude off 3 in voiced stimuli. His results appear to be in direct conflict with those of Fujisaki and Kawashima for their noise excited stimuli, since inspection of Holmes' Figure 16 .1 shows that vowels with attenuated F3's, and, hence, with more falling spectral slopes, actually show a larger shift from his baseline condition than the corresponding unattenuated conditions (cf. condition 2 vs 3 and condition 6 vs 7). Clearly, further experiments with smaller step sizes in the higher formants factor and with parallel synthesis, independently varying the amplitude off 3 are called for. In spite of the generally small average effect of the higher formants, there is one clear suggestion that this factor did have a substantial effect on some aspects of listeners' perception in the present experiment. Specifically, in the descriptive analysis of intruder voice responses given above, condition E (in which only the ensemble factor was raised) produced a high proportion of intruder voice responses for low F 1 stimuli. These responses also associated with substantially lower values off I and F 2 averages (Figs. 4 and 5 ) . When F3 is raised to a value compatible with the F 1 XF2 range of the high ensemble stimuli (condition EH), the number of intruder voice responses drops off dramatically, and both the F 1 and F 2 averages increase substantially. Thus it seems likely that a "lower than expected F3" can serve to greatly increase the probability of hearing a "larger voice" and thus partly counteract the effect of the extrinsic factor.
Summary
Although more experiments are needed to clarify some of the results found here, it appears that no existing model is capable of adequately accounting for all the results of this experiment. Pure extrinsic models, such as Nearey's (1978) or Nordstr/Sm and Lindblom's (1975), fail because of the clear effects øfF0 on F 1. Pure intrinsic models, such as those of Miller, Syrdal, or Traunm•ller, fail to account for the extrinsic factor, the largest effect observed. All the factors ever considered in the identification of isolated vowels appear to be playing some role here. We clearly need models that are sensitive to both intrinsic and extrinsic effects of speaker variation. Furthermore, it seems likely that other factors related to voice quality may be necessary to attain the full shift in categorization between synthetic adult male and children's speech parallel to that in natural data. In view of the variety of effects involving speaker identity, vowel quality, and vocal effort, it appears that a considerable number of experiments involving simultaneous judgments of vowel category, naturalhess, and apparent speaker qualities will be necessary before these matters can be fully sorted out. The information gathered in the course of these experiments is likely to be useful not only for an account of vowel perception, but also in the attainment of higher quality synthesis of a variety of voices. 
Fl(t) =Flo + (F1,-Flo)[(t-tv)P/t•],
B. Results and discussion
The results of the categorization of all three stimulus continua in the blocked context condition are shown in Fig.  7 . Results from the mixed context condition are generally similar. The observed boundary shifts occur in the direction expected by "undershoot theory." Boundary estimates were made for individual subjects using logistic regression. Table VIII In general, the observed shifts from Table VIII, However, another possibility that must be considered is that the single subject studied by Lindblom showed a relatively extreme degree of undershoot in this production. Lindblom's original hypothesis was that physiological undershoot effects were bound to increase as a matter of physical necessity as the duration of the vowel decreased. Statistical analysis of formant frequencies of production data showed that half of the ten vowels studied showed reliable formant movement, including the vowels/i/,/e/, and /•e/, which are usually described as monophthongs. Nearey and Assmann (1986) also constructed a pattern recognition model, trained on the production data only (i.e., without access to the results of the perception experiment) that included formant change information. They showed a clear correlation between predictions based on this model and listeners' categorization of both the unmodified and windowed vowels. They also presented some preliminary evidence that inherent spectral change appeared to persist in/bVb/contexts and thus might, in part at least, account for the high identification rate of 
VII. GENERAL DISCUSSION
The present work has reviewed three types of studies relating to vowel perception in English: ( 1 ) perception studies that focus on correct identification of naturally produced speech; (2) data analytic or pattern recognition studies that examine the acoustic factors that separate vowel categories; and (3) perceptual experiments where listeners' categorization is related to specific measurable properties of stimuli, e.g., phonetic continuum experiments. Of key importance to the discussion is what Lindblom and Studdert-Kennedy (1967) have termed "complementarity," that is, the correspondence between details of variation in production data on the one hand and details of perception on the other.
Four types of information have been implicated in the perception of English vowels. These are: ( 1 ) static properties, such as steady-state formant frequencies and the fundamental; (2) dynamic properties, including inherent spectral change and consonantal context effects; ( 3 ) intrinsic (intrasegmental) relational properties, especially relations among the fundamental and formant frequencies within vowels; (4) extrinsic (transsegmental) relational properties, such as relative vowel duration and the relative formant frequencies of a vowel compared to those of other vowels of the same speaker. The main conclusion of this work is that, although relative importance of some of these effects is situation dependent, none of these factors can safely be ignored in a full account of English vowel perception. It seems fruitless for us to concentrate on only one set of effects and assume that the others are laboratory curiosities.
While a complete understanding of the relative weights of these factors in various laboratory conditions, much less in normal conversation and fluent discourse, must await further research and theory building, there is little reason to doubt the adequacy of available experimental and modeling techniques in advancing toward that goal. As a matter of research policy, it is probably best to assume that there are no real mysteries in speech perception, but rather only some difficult puzzles. Assessing the varying weights of different factors in different circumstances is a complex task, but one where it should be possible to make incremental progress. For example, aspects of experiments I and II above could be combined in an attempt to assess the relative size of conso-nantal context effects and speaker related effects. As we attempt to handle problems that begin to approach the complexity of natural speech, we must expect that our experiments will become more complex.
At this level of complexity, qualitative comparisons are unlikely to resolve all issues. We should strive to develop formal, quantitative models so that they can guide us in the design of critical experiments. Experiments with modified natural speech (or synthetic speech carefully modeled on natural tokens), that attempt to correlate perceptual changes with measurable properties of the stimuli are of particular interest. In our laboratories, we hope to continue to develop modeling techniques for the explicit comparison of explicit recognition models to categorization by human listeners. It is such detailed comparison, I believe, that will lead to the most rapid--and, perhaps, the only convincing-- Fig. 7" ( 1981, p. 1469 ).] It might be noted that the modifications suggested do not appear to have any independent psychephysical motivation whatsoever and that, in fact, the changes to the classical Bark scale suggested by Traunmfiller for the region below 250 Hz, are in direct conflict with the revisions suggested by Moore and Glasberg in their ERB-rate scale.
In the context of extrinsic normalization, there have been at least two efforts involving ad hoc scales. Nearey (1978) attempted to construct an optimal scale for additive decomposition speaker and vowel effects (in an extrinsic normalization context}, using methods described by Anscombe and Tukey (1963) and Box and Cox (1964) . Lennig (1978) attempted to construct a scale that would lead to more homogeneous variances for vowel formant measures [also in an additive extrinsic normalization framework; see also Kent and Fornor (1979) These methods allow for a single speaker-dependent parameter to be used for normalization. This parameter is a multiplicative scale factor in a linear hertz space; in a log frequency space, it is an additive location parameter, corresponding roughly to the center of gravity of a speaker's vowel triangle (Nearey, 1978) . Other methods allow for a much broader class of speaker-dependent arline transformations. Disner (1980), Lennig (1978) , and Hindle (1978) attempt to bring evidence from cross language and dialect comparison to bear on normalization issues. Disnor argued that Nearey's CLIH procedure was not well suited to certain cross-language comparisons where there were large skewings of vowel inventories (e.g., comparing languages with front rounded vowels to those without). Hindle and Lennig, on the other hand, found Nearey's CLIH scheme (aptly renamed log-mean normalization by Hindle) to be the method of choice in dialect comparisons (see also Holden and Nearey, 1986}. Interestingly, Disnet (1986) adopts an ANOVA model for cross language comparison, which, except for the choice of scale (reel versus log), bears much closer ties to Nearey's (1978) additive normalization models than to the PARAFAC models she preferred in her 1980 paper. Nearey (1978 Nearey ( ,1983 has also investigated the adequacy of CLIH in perceptual experiments for "single synthetic speaker" contexts and found it to provide a good first approximation of perceptual results (see also Lieberman, 1984 Miller's and Syrdal's methods differ by considerably less than might be apparent from a casual reading. As noted above, and by Miller (1989) , differences between a logarithmic versus Bark scale transformation (apart from an arbitrary, global linear transform that will not affect most classification schemes) are difficult to detect except in the low-frequency range. In addition to this, Miller's use of the sensory reference is, except for a global constant, equivalent to subtracting 1/3 of the log frequency of the fundamental. This has a grossly similar effect on fundamental frequencies (compared to formant frequencies above 250 Hz) as Traunmilllet's ( 1981 ) ad hoc modification of the very low range of the Bark scale. They both decrease the apparent magnitude of changes in the F0 range, compared to the uniform use of unmodified sales (log or Bark) throughout the F0 and formant ranges. Though there are some potentially testable differences in detail, both these methods may be viewed as primarily incorporating the empirical relationship summarized by Ainsworth ( 1975, viz ., a 30% rise in formant frequencies corresponds roughly to a 100% rise in fundamental). It should be realized that the adjustments in scales are essentially ad hoc modifications to account for the empirical relationships found in speech data and do not appear to follow from any independently motivated "auditory" properties.
In passing, it might be noted that there is at least one more essentially ad hoc hypothesis that is quite prevalent in auditory approaches to vowel perception, namely, the existence of a 3-to 3.5-Bark critical separation between adjacent formants. Chistovich, who introduced this rule of thumb into the literature, is always careful to point out that such an effect must be "post-auditory," since the critical auditory distance, the critical band, is 1, not 3 or 3.5, Bark wide. According to classical critical-band theory, auditory filters at spacings larger than this interval provide independent information to the higher processing levels. To the best of my knowledge, the 3-Bark interval, like Traunmtiller's modification of the Bark scale, is motivated purely by phenomena related to speech and has no counterpart in general auditory psychophysics. Arguably, both of these effects could be classed as "speech mode," rather than purely auditory phenomena.
APPENDIX B: CONSIDERATONS OF THE "NATURALNESS" OF THE STIMULI IN EXPERIMENT I
The synthesis conditions of experiment I involve combinations of parameters that are not encountered in normal synthesis situations. Quite rightly, both reviewers raised some questions about the naturalness of the stimuli. This appendix addresses some of these concerns. (Gottfried and Chew, 1986 ) or perhaps to a female voice like that of Julia Child. Condition 6 (EH) corresponds roughly to a Popeye-like male voice or to helium speech at normal atmospheric pressure (Morrow, 1971; Beil, 1962) . The two remaining conditions, however, namely, condition 3 (H) and condition 5 (E), correspond to cases that are somewhat contradictory with respect to intrinsic and extrinsic specification of supralaryngeal vocal tract size. I am aware of no nonsynthetic conditions corresponding to these situations. Nonetheless, these conditions were included in an attempt to explore parts of logically possible phonetic space relatively remote from the main cluster of natural variation. There is some risk that such improbable stimuli may give rise to artifacts that have little to do with the perception of natural speech. However, to the extent that listeners respond in systematic ways to such stimuli, it may still be useful to attempt to compare listeners' performance with expectations from alternative models. All other things being equal, a robust model that accounts for listeners' behavior on relatively unnatural (but still perceptually interpretable) stimuli without sacrificing performance on more natural stimuli is a better account of perception than one that is highly sensitive to the covariance patterns of natural speech in ways in which listeners are not. Furthermore, stimuli with even larger mismatches of intrinsic properties were included in the Fujisaki and Kawashima experiment, and yet their results show smooth changes of boundary position throughout this extended range.
Spectral tilt, formant amplitude, and voice quality
Although no body of normative data is yet available in the literature, there has recently been considerable interest in glottal source parameters, including factors such as spectral tilt and breathy excitation. Indications are quite str. ong (Fant et al., 1987; Klatt, 1987 ) that such parameters must be controlled for high-quality synthesis of female and children's voices. Since neither sufficient information nor appropriate software was available at the time of the construction of these stimuli, no explicit attempt was made to deal with such factors. However, the synthesis strategy described in experiment I had some indirect effects on relative formant amplitudes that might have affected apparent voice quality. The fact that formants were omitted from the cascade synthesis when closer than 550 Hz to the Nyquist frequency resulted in a somewhat more rapid high-frequency roll-off than would be the case for a full set of formants. Impressionistically, a slight difference in voice quality was noticeable in the low higher formant stimulus sets, corresponding to additional "bassiness" of the "short formant" set (five cascaded formants) compared to the "complete formant set" (six cascaded formants). However, in informal back-to-back comparison for a number of vowels, this difference did not appear to affect the phonetic quality, nor did one set sound particularly more "natural" than another.
In the case of the high F3 stimuli, the proximity ofF5 in the "complete formant" set (five cascaded formants) to the folding frequency led to high amplitudes ofF5, and a highly unnatural quality, particularly for back vowels. In this case, the short formant set (four cascaded formants) was considerably more speechlike and the voices had more or less the expected impressionistie qualities of speaker size. The effects of the leaving out a formant are global, since the pole density throughout the entire periodic digital spectrum is affected. However, the magnitude of the effect of omitting a single pole near the folding frequency decreases with decreasing frequency. The result is comparable to raising the effective frequency of a higher pole correction network in analog synthesis.
To investigate the consequences of this effect on the present experiment, stimuli at the corners of the vowel space corresponding roughly to/i, •e, t•/, and/u/of both ensemble sets as well as test stimuli in the overlapping regions (corresponding to the stimuli near the center off I and F2 ranges for both ensemble sets) were resynthesized. The amplitudes of the lowest four or five formants were measured using LPC techniques described in Nearey and Assmann (1986). For the low higher formants stimuli, vowels synthesized with five formants were compared with vowels synthesized with six formants. For the high higher formants stimuli, vowels were synthesized with four and five formants. The results showed the expected effect of spectral tilt, with short formant stimuli showing relatively more rapid spectral roll-off in the higher formants.
The largest attenuation ofF3 (relative to F 1 ) observed was 11 dB for the low ensemble, high higher formants/i/ stimulus. For the other "corner vowels" and in the overlapping region, attenuation ranged from 3-7 dB. The range of variation in the relative amplitudes off 3 to F 2 and F 2 to F 1 caused by the presence or absence of the "top formant" fell well within the range of natural speaker-to-speaker variation for comparable vowels (i.e., vowels in analogous positions in the F 1 xF2 plane) reported by Peterson ( 1961 ) . The total range of relative amplitudes of adjacent formants for vowels of nominally comparable quality was greater for the present stimuli than in the Peterson data. However, this was largely due to the differences in formant spacing caused by the different formant range combinations deliberately manipulated in the experiment rather than the presence or absence of the top formant.
It is certainly possible that formant amplitude differences have affected aspects of the perception of vowel quality in experiment I. Indeed, the results of Fujisaki and Kawashima ( 1968, see their experiment 7 and Figure 8) indicate that a change in spectral tilt of 12 dB/oet can have a considerable effect on the efficacy of F3 as a source of intrinsic normalization information for noise excited stimuli. However, they also report that raising the effective frequency of the higher pole correction (which corrects for the absence of formants above F4 in their analog synthesizer) had no effect on vowel identification boundaries (see their experiment 5 and Figure 9 ). The effect of this modification would be quite similar to the deletion of the highest pole below the Nyquist frequency in digital formant synthesis. Finally, as reported in the text, a decrease in F 3 amplitude by 1 $ dB (larger than any caused here by omission of the top formant) by Holmes (1986) actually led to slightly larger observed F 1 and F2 shifts as well as to more female voice judgments.
In general, the effects of changes of formant amplitude and/or spectral tilt on vowel perception are not well understood. The work of Ainsworth and Millar (1971) suggests that for two formant stimuli, over a range of about 28 dB, vowel identification is relatively insensitive to formant amplitude change. Lindquist and Pauli (1968) found that a large change (25 dB) of the amplitude of an F 2 -F 3 pattern relative to F 1 produced only negligible change in categorization along an F 2 --F 3 continuum when the stimuli were presented such that a given spectral tilt condition was in effect for an entire experimental session (although measurable changes are observed when stimuli with differing spectral tilts are mixed). In experiments involving identification of synthetic talkers by voice quality, Carrell (1984) found that glottal wave shapes, including changes of spectral slope, had relatively little influence on apparent speaker identity, while fundamental frequency and especially formant range effects had a much larger effect. Chistovich (1985) reviews the effects of formant amplitude changes on phonetic quality when formants are relatively closely spaced. In the case of the present experiment, when F 1 and F 2 were closely spaced, the effect of the missing top formant was quite small, showing no more than a l-dB change in relative amplitude off 1 and F2 for the hack comer vowels/o/and/u/.
Since the stimuli of experiment I represent, to a large extent, explorations into synthetic terra incognita, it is conceivable that some of the effects noted are not representative of phenomena encountered in natural speech. However, there is no compelling evidence, whether from the literature or from listeners' comments, to suggest that there are any gross violations of constraints of known perceptual relevance.
Nonetheless, further experiments are called for, using parallel synthesis with independent manipulation of formant amplitudes and with more sophisticated control of glottal Waveshape. Simultaneous judgments should be gathered including:(I) vowel identity; (2) speaker size, sex, and age characteristics; and (3) vocal effort [in view of "the Traunmiiller effect" reported by Lindblom (1987) ]. It would be impractical to attempt to produce "fully crossed" experimental designs involving all these factors. Judicious interpolation between relatively well-undestood synthetic voices based on natural speech and some of the extreme conditions represented in experiment I might be a promising research strategy.
•This assumption is the subject of criticism by advocates of what might be called the "whole (auditory) spectrum" school, e.g., Suomi (1984) , Bladon et al. (1984) . As Klatt has pointed out ( in the discussion that followed the oral version of this paper), the work of Pols et al. (1969) indicates that deciding between "spectral shape" and "formant-oriented" approaches may be very difficult due to the similarity of the putative perceptual relationships that may be derived from these alternate representations (see also Nearey et al., 1979) . For at least some of these approaches, problems such as speaker differences (e.g., Pols 1977, pp. 14-15) lead to similar difficuries as for formant based theories (but see Suomi, 1984; Bladon et al., 1984) . Further problems associated with auditory theory and vowel perception such as F', F2' and the role of 3-to 3.5-Bark separation of formants are important topics, but cannot be dealt with here. See Assmann ( 1985 ) , Chistovich (1985) and Klatt (1986b) for a general discussion of issues related to peripheral auditory modeling in speech research.
•-This is not to say that such issues are not amenable to experiment. See, for example, the reaction time study of Summerfield and Haggard (1975) . Experiments to decide between competing models of real time processing of speaker differences are likely to be quite subtle and will undoubtedly benefit from some prior agreement about what stimulus properties are relevant in the first place. 3Female averages were used here because the chosen intervals are somewhat more uniform than the male averages. In particular, the male/r/-/ae/F 1 difference is on the order of only 25%. How much of this is due to nonuniform scaling (Fant, 1973) 4Effects may be larger for stops bounded by some resonant consonants. Pre-/r/and pre-/l/effects are quite large in many dialects of English. However, in these cases, there is some question as to whether specifically selected variants, or "extrinsic allophones" are involved, rather than ordinary coarticulation effects. To the best of my knowledge, no such proposal has been made for vowels in stop contexts in English, at least for bilabial and alveolar stops. However, because of the common neutralization of phonelogical contrast in dialects preceding voiced velar stops (especially the merger of (/eg/-/eg/and to a lesser extent/ig/-/ig/), some caution should be applied in this case as well.
•It might be noted that, strictly speaking, Miller's theory is not purely intrinsic, since his sensory reference formula uses a geometric mean of a speaker's F0, which unless the time constant of the averaging process is very short, likely includes information extrinsic to the vowel being normal- •øThis is consistent with the lack of effect on vowel identity for an increase in the effective frequency of the higher pole correction factor observed by Fujisaki and Kawashima (1968) .
• •Such "surrounded" categories tend to have symmetrical "moundlike" response surfaces, for which various measures of location such as the mean, median, or mode are likely to be very similar. For exterior categories, categorization profiles along one or more of the dimensions is likely to have a nonsymmetrical, ogival shape for which there is no mode, but only asymptotes of 0% and 100% identification within reasonable stimulus ranges. This characteristic is a major factor in the windowing problem noted by Ainsworth (1975) .
•2Such negative shifts are not unprecedented. Holmes' (1986) Figure 16 .1 shows two small negative shifts in center of gravity ofF2 for an increase in F3 between conditions 2 and 6.
•3This applies to Nearey's (1978) constant log interval hypothesis (CLIH). Nearey also discusses a second version, CLIH2, in which separate scale factors are estimated for F 1 and F2. Although the method of estimation used there involves only F 1 and F2 measurements, CLIH2 could be modified for an F0 correction factor.
•4This is particularly true in light of the rapid transitions in the present stimuli. However, it might be pointed out that Broad and Clermont's model, which predicts even larger shifts for/dVd/than does Lindblom's, does not depend on empirical transition onsets, but only on theoretically derived "loci" for the phonological category in question.
I•This admittedly awkward term was deliberately used in preference to the more familiar, but phonetically loaded, term "diphthongization," since the latter implies a perceptually salient (to the phoneticJan at least) change of vowel quality over time.
