Abstract. The aim of this paper is to introduce a new subclass of meromorphic multivalent close-to-convex functions and to study some interesting properties such as coefficient estimates, inclusion relationship, radius problem and sufficiency criteria for this newly defined class.
Introduction
Let p denote the class of functions f (z) which are meromorphic and p-valent in the region U = {z ∈ C : 0 < |z| < 1} and normalized by
a k+p z k+p , (z ∈ U) .
(1.1)
We note that 1 = the usual class of meromorphic functions. Also let MS * (α) and MK (α) denote the classes of meromorphic starlike and meromorphic close-to-convex functions of order α respectively. For two functions f (z) and (z) analytic in U, we say that f (z) is subordinate to (z), denoted by f (z) ≺ (z), if there is an analytic function w(z) with |w(z)| ≤ |z| and w (0) = 0 such that f (z) = (w(z)). If (z) is univalent, then f (z) ≺ (z) if and only if f (0) = (0) and f (U) ⊆ (U).
In 2008, Srivastava et al. [6] (see also [1, 7] ) studied the class of meromorphic starlike functions with respect to symmetric points, denoted by MS * s and is defined by
One can easily obtain that the function f (z) − f (−z) /2 is meromorphic starlike in U and therefore the functions given in (1.2) are meromorphic close-to-convex. Later Wang et al. [8] introduced a class MK s of meromorphic close-to-convex functions; a function f (z) ∈ belongs to the class MK s if it satisfies the inequality
Sim and Kwon [4] used the concept of Janowski function and introduced a subclass MK s [A, B] , −1 ≤ B < A ≤ 1. This class of functions is defined as
More recently, Amit and Shashi [5] 
Motivated from the above work, we introduce a subclass of p-valent meromorphic functions by using the techniques of subordination as follows;
By simple computation, we can easily obtain that (1.3) is equivalent to
In this paper we discuss some useful results including coefficient estimate, sufficiency criteria, distortion problems and inclusion relationship for the functions belonging to the class defined in (1.3) .
To avoid repetition, we shall assume, unless otherwise stated, that |t| ≤ 1 with
For our main results we need the following lemma.
Some Properties of the Class MK p (t, λ, α, A, B).
Theorem 2.1.
Then by definition we have
Then one can easily obtain that
.
It follows that
By noting that 0 ≤ α 1 + α 2 − 1 < 1, which implies that G(z) ∈ MS * p (γ), it completes the proof of Theorem.
Proof. Let us suppose that f (z) ∈ MK p (t, λ, α, A 1 , B 1 ). Then
Therefore (2.1) can be written as
and hence by using Lemma 1.2, we have
or, equivalently
which further implies that f (z) ∈ MK p (t, λ, α, A 2 , B 2 ).
Lemma 2.4. If (z) ∈ MS *
p (1/2) and is of the form Proof. By virtue of Corollary 2.2, we have t p z p (z) (tz) ∈ MS * p , and if
then it is well known that
Substituting the series expanssions of G (z) and (z) in (2.2), we get
Comparing the coefficients of z n+p and z n+2p , we have Putting the value from (2.3) in (2.4), we get the required result.
Proof. Let f (z) ∈ MK p (t, λ, α, A, B). Then we have
where G(z) is given by (2.2) . If we put
it follows from (2.5) that
and by using Rogosinski result [3] , we obtain
Now by putting the series expanssions of f (z), G (z) and q (z) in (2.6) and then comparing the coefficients of z n+p , we obtain
By using (2.7), we have
This completes the proof.
Theorem 2.6. If (z) ∈ MS * p 1 2 and f (z) ∈ p given by (1.1), satisfying
Proof. To prove that f (z) ∈ MK p (t, λ, α, A, B), it is enough to show that
where G (z) is given by (2.2) . For this consider
Therefore by using (2.8), we get the inequality (2.9) and this end the proof. .
