Introduction
It is known that the ring class field of imaginary quadratic orders can be generated by evaluating the j-invariant at certain algebraic integers. Several other modular functions, like the Weber functions [17] can also be used for the generation of the ring class field. In [6, 8] Gee and Stevenhagen developed a method based on Shimura reciprocity theory, in order to check whether a modular function gives rise to a class invariant and in the case it does, they provided a method for the efficient computation of the corresponding minimal polynomial. This method was generalized further in [16] to handle the ring class fields case as well. Shimura Let K n = Q( √ −n) be an imaginary quadratic number field such that n ≡ 19 (mod 24) and assume that O ⊂ K. If n is squarefree then D = −n is a fundamental discriminant of K n . In this paper we will treat the case when 2, 3 both remain inert, i.e. 2O and 3O are prime ideals of O. In this article we are interested in the −n ≡ 1 (mod 4) case so we set θ n = 1 2 + i √ n 2 and we consider the order O = Z[θ n ] which is a maximal order if n is squarefree. Notice that the case n ≡ 19 (mod 24) is the only case where 2, 3 remain inert.
The authors used the method of Gee and Stevenhagen [9, 10] in order to construct the minimal polynomials of the Ramanujan values t n for n ≡ 11 (mod 24) proposed by Ramanujan in his third notebook [13, Vol. 2, pp. 392 and 393] . For a definition of t n , see Sec. 3, Eq. (3.3) . The values t n were proven to be class invariants for n ≡ 11 (mod 24) by Berndt and Chan in [2] . However, for n ≡ 19 (mod 24) the values t n are no longer class invariants and Ramanujan proposed the use of the values H n = 27t −12 n [13, p. 317] . In this paper, we will prove that H n values are still not class invariants since K(H n ) is a quadratic extension of the ring class field. This is clearly an obstacle for the construction of the minimal polynomials of H n values, since Gee and Stevenhagen method can no longer be applied. Therefore, we propose a modification of their method that allows us to study the case of modular functions which do not give class invariants and then we proceed to the study of H n .
We explicitly describe a method for the construction of their minimal polynomials and examine some interesting properties of these polynomials. Finally, we propose the use of values A n = 27t
n /27 that are class invariants and generate the ring class field. Unfortunately, A n are algebraic integers which are not units.
We also study the relation with the modular functions g 0 , g 1 , g 2 , g 3 introduced by Gee in [7, p. 73 3 (θ) are inside the ray class field H 3,O and we are able to find their minimal polynomials over the ring class field. We believe that this method of formalizing the search of class invariants in terms of invariant theory can be applied to many other cases as well.
This method allows us to handle the case n ≡ 3 (mod 24). In Sec. 4 we define some new class invariants and compute their polynomials using the methods developed in the previous sections.
Finally, we give an example of using the A n class invariant in order to construct an elliptic curve over the finite field F p , p = 2912592100297027922366637171900365067697538262949 of prime order m = 2912592100297027922366635123877214056291799441739.
Class Field Theory
Gee and Stevenhagen provided us with a method to check whether a modular function is a class invariant. We will follow the notation of [6, 14, Chap. 6; 16] . It is known that the modular curve X(N ) can be defined over Q(ζ N ). Let F N be the function field of X(N ) over Q(ζ N ), i.e. the field of meromorphic functions on X(N ) with Fourier coefficients in Q(ζ N ). Observe that
For the convenience of the reader we repeat here some elements of the adelic formulation of class field theory and the relation to modular functions. For more information about these subjects we refer to [14, Secs. 5.2 and 6.4] and to the articles of Gee and Stevenhagen (see [6, 8, 16] The map g θ is the Q-linear extension of the map g θ given in Eq. (2.1) which is
on F is given by writing z = uα where u ∈ GL 2 (Ẑ) and α ∈ GL 2 (Q) + . The group GL 2 (Q) + consists of rational 2 × 2 matrices with positive determinant and acts on H via linear fractional transformations. Then we define f u·α = (f u ) α . For more details on this construction we refer to [16, p. 6] .
The Shimura reciprocity theorem states the following.
Theorem 2. For h ∈ F and x
The following proposition will be useful for us.
Proof. See [16, Eq. (3.5) ].
From now on we will focus on functions h ∈ F such that F /Q(h) is Galois.
We have the following tower of fields:
, where Cl(O) denotes the class group of the order O. We now form the following short exact sequence: 
r r r r r r r r r r r Q where G 1 , G 2 are lifts of Gal(K/Q). From the diagram above we deduce that Gal(Q(h(θ))/Q) = Gal(K(h(θ))/K). This proves that the polynomial p h(θ) defined in Eq. (2.4) is the defining polynomial of the extension
Remark 5. The assumption h(θ) ∈ R is essential as one sees in Sec. 4, where we compute the minimal polynomial of the class invariant g 6 2 (θ).
The above construction becomes practical if h ∈ F N is a modular function of level N . Then the value h(θ) is known to be inside the ray class field modulo N and the action ofÔ * can be computed in terms of a finite quotient (O/N O) * . Here it is important to assume also that Q(j) ⊂ Q(h) so Proposition 3 is applicable. More precisely we can replace Eq. (2.2) with the exact sequence: 
We will now give an applicable approach to Proposition 4 by working modulo N . 
The Chinese Remainder Theorem implies that
can be written uniquely as a product 
, 
If f is a modular function of level N and if for all matrices A i it holds that
Proof. See [6, Corollary 4] for the maximal order case and [16, Sec. 5] for the general case.
Ramanujan Invariants
We would like to find the minimal polynomial in Z[x] of the Ramanujan invariants H n = 27/t 12 n for values n ≡ 19 (mod 24). In [9] the authors introduced the modular functions R, R 1 , . . . , R 5 of level N = 72 in order to study t n . Stevenhagen pointed to us that the functions R i can be expressed in terms of the generalized Weber
,
where η denotes the Dedekind eta function:
Proposition 8. The functions g 12
i satisfy the polynomial:
Proof. This is a classical result see [7, Eq. 5, p. 73; 18, p. 255].
Here will need only the R 2 (τ ) and R 4 (τ ) defined by
The six modular functions R i defined in [9] correspond to the
The Ramanujan value can be expressed in terms of the above modular functions as
Notice also that √ 3 = ζ 
Proof. The action of S, T follows by using the transformation formulas of the η-function [15] :
For the action of σ d observe for example that
= exp 2πi 24
Remark 10. We have a representation
This representation gives rise to the representation Sym 2 V , where the space Sym 2 V has dimension 4 2 = 6 and it is generated by the elements g i g j , 1 ≤ i < j ≤ 4. The representation Sym 2 V was an alternative way to express the action given in [9] in terms of the modular functions R i .
We Notice that the assumptions we put force 2O, 3O to be prime ideals. The structure of the group O P k O * for a prime ideal of O is given by the following.
Theorem 11. Let P be a prime ideal of O of inertia degree f over the field of rationals, i.e. if p is the generator of the principal ideal P ∩ Z then N (P ) = p
f and assume that the ramification index e(P/p) = 1. The group 
Proof. The group
where k + e − 2 = eq + r, 0 ≤ r < e. If e = 1 then the last formula becomes:
The case p = 2 and k = 3 is studied in [5, Proposition 4.2.12].
By applying Theorem 11 we find the structure of the multiplicative groups
For finding the generators of these groups one can use the P -adic logarithmic function in order to pass from the multiplicative group 1+P 1+P k to the additive group O/P k−1 O. This method does work only for large primes (so that the logarithmic function is convergent) and not for the case p = 2, k = 3.
In order to find the generators we proceed as follows: We exhaust all units in O/9O until we find one unit U 1 of order 24 then we remove this unit and all its powers from the set of possible units and we try again in order to find a unit U 2 of order 3. For the units in O/8O we work similarly. We first find a unit V 1 of maximal order 12 remove all its powers from the set of units and we try again in order to find a unit V 2 of order 2. We remove all products of powers of U 1 These generators will be mapped to matrices A i defined in Theorem 7. For example, the generator 5θ + 7 in (O/9O) * corresponds to the matrix The matrix M can be decomposed according to [8] asT
9 wherē
according to [9] . The action of the generators on the elements g 0 , g 1 , g 2 , g 3 is computed by magma and it is given in Table 1 .
Lemma 12.
The quantities g i (θ) 6 are in the ray class field of conductor 3.
Proof. There is the following diagram with exact rows for every N (here we will use the values N = 72, 3: . The ring of invariants of this action can be computed to be the polynomial ring generated by the polynomials Of course g 
by Proposition 8. The first invariant given in Remark 13 is just 36. We then have
a Here in order to be compatible with the enumeration of g 0 , g 1 , g 2 , g 3 we allow 0 as a number in the permutations. We compute that
We now compute
By combining Eqs. (3.5) and (3.6) we obtain
Finally, we compute that the last invariant given in Remark 13 is given by Eq. (3.4)
This means that the invariants of Remark 13 are either constant or linear combinations of j (and these would give polynomials with the same growth as the Hilbert polynomials) and Y 0 Y 1 +Y 2 Y 3 which gives by evaluation at θ the A n class invariants.
Remark 15.
Notice that Eq. (3.4) allows us to find the minimal polynomials (over the ring class field) of the quantities
Remark 16. Notice that using only powers of the g i modular functions we can only construct an extension of the ring class field of order 4. The Ramanujan invariants H n allow us to construct a quadratic extension of the ring class field.
We return now to the study of Ramanujan invariants. Using magma and the above computations we compute that 5θ + 7 sends (1/R 2 )
12 to −3 6 /R 12 . The field generated by the class invariant H n is a quadratic extension of the ring class field of K.
On the other hand the above computation allows us to compute the minimal polynomial p n ∈ Z[x] of H(n) by using the formula 
. The results of these computations for some values n = 19 + 24i, i = 0, . . . , 18, are shown in Table 2 . We have used gp-pari [12] in order to compute them. We will now prove some properties for the minimal polynomials. We will need the following lemma. Σ = {ρ 1 , . . . , ρ n } of f and assume that f has no multiple roots. If the transformation x → 1/x sends the above defined set of roots Σ to Σ then a 0 = 1 and a ν = a n−ν .
Lemma 17. The following identity holds:
By the assumption all roots ρ i = 0. The result follows from the fact that the "reverse polynomial" 
The desired result now follows by Lemma 18.
Corollary 20. The values H(n) are real units.
Proof. This is clear since H(n) is real and the product of all roots of p n is a 0 = 1.
Corollary 21. The polynomials p n (x) have the following simplified form:
We have seen that H n is not a class invariant. But the quantity A n = H n + 1 Hn is a class invariant as we can verify using Theorem 7. This new invariant is not a unit anymore. The minimal polynomial q n ∈ Z[x] of A n is given by
In Table 3 we give minimal polynomials q n for 19 ≤ n ≤ 451, n ≡ 19 (mod 24).
Observe that if p n = 2h ν=0 a ν x ν and q n = h ν=0 b ν x ν then b ν = a h+ν as one can prove using the Vieta formulae.
D
If we wish to construct an EC over a prime field F p using the q n polynomials, we have to find one of their roots modulo p and then transform it to a root of the corresponding Hilbert polynomial j n . The root j n can be acquired using Eq. (5.2) and the relation j n = (C − 6) 3 .
Let us give a brief example on how q n polynomials can be used in the CM method. Suppose that we wish to generate an EC over the prime field F p where p = 2912592100297027922366637171900365067697538262949 and we choose to use a discriminant equal to n = 259. Initially, the CM method having as input the values p and n constructs the order of the EC which is equal to a prime number m = 2912592100297027922366635123877214056291799441739. This polynomial has four roots modulo p. Every such root can be transformed to a root j n using Eq. (5.2) and the relation j n = (C − 6) 3 . Equation (5.2) will result to two values C and this means that for every root modulo p of the q 259 (x) polynomial we will have two roots j 259 . However, only one of these two roots gives rise to an EC with order m. The correct choice is made easily: we follow the steps of the CM method, construct an EC having as input a value j 259 and then check whether the resulted curve (or its twist) has indeed order m. If the answer is negative, then this value is rejected. In order to check if this EC (or its twist) has order m, we choose a point P at random in it and we compute the point Q = mP . If this point is equal to the point at infinity then the EC has order m. Making the necessary computations for the above EC, we see that this is the case and our construction is finished. Thus, we conclude that we have chosen the correct j-invariant and the second value j 2 is rejected.
