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Resumo
As equac¸o˜es semigeostro´ficas, introduzidas por Hoskins e Bretherton em 1972 em [20],
sa˜o um conjunto de equac¸o˜es que modelam fluxos atmosfe´ricos/ oceaˆnicos de larga escala.
Elas possuem uma formulac¸a˜o em varia´veis duais que se presta ao tratamento anal´ıtico.
Alguns autores estudaram esta formulac¸a˜o, veja, por exemplo, [3], [14], [22], [12], [21],
em particular obtendo existeˆncia de soluc¸o˜es fracas em espac¸os de medidas. Contudo,
ha´ dificuldades em converter soluc¸o˜es fracas da formulac¸a˜o dual em soluc¸o˜es fracas na
formulac¸a˜o original, e portanto de interpretar fisicamente as soluc¸o˜es obtidas. Em [11],
Culled e Feldman provaram a existeˆncia de soluc¸o˜es Lagrangeanas para o sistema semi-
geostro´fico em coordenadas f´ısicas com vorticidade potencial em Lp, p > 1. No presente
trabalho estendemos os resultados de Cullen e Feldman para o caso limite p = 1 e estu-
damos o comportamento de sequ¨eˆncias de soluc¸o˜es Lagrangeanas correspondentes a uma
sequ¨eˆncia de vorticidades potenciais iniciais convergindo fortemente em L1. Provamos
que tais soluc¸o˜es Lagrangeanas convergem em L1loc. Exibimos um contra-exemplo que
sugere que nosso resultado na˜o pode ser estendido para o espac¸o das medidas de Radon.
Palavras-chaves: Equac¸o˜es semigeostro´ficas, soluc¸o˜es Lagrangeanas, transporte o´timo,
EDO sobre campos vetoriais BV.
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Abstract
The semigeostrophic equations, which were introduced by Hoskins and Bretherton in 1972
in [20], are a set of equations that model large-escale atmospheric/ocean flows. They have
a formulation in dual variables which can be analytically treated. Some authors studied
these equations in dual variables, see for instance [3], [14], [22], [12], [21], particularly it
is obtained existence of weak solutions in the space of Radon measures. In [11], Cullen
and Feldman proved existence of Lagrangian solutions for the semigeostrophic system in
physical variables with initial potential vorticity in Lp, p > 1. In the present work we
extend Cullen and Feldman’s result to the limit case p = 1 and we study the behavior
of sequences of Lagrangian solutions corresponding to a sequence of initial potential
vorticities converging strongly in L1. We prove that these Lagrangian solutions converge
in L1loc. However, there is difficulties in to turn weak solutions in dual formulations into
solutions in original formulation, and therefore there is difficulties in to interpret the
obtained solutions physically. We show by means of a counterexample that our result
cannot be extended to the space of Radon measures.
Keywords: Semigeostrophic equations, Lagrangian solutions, Optimal Transportation,
ODE on BV vector fields.
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Introduc¸a˜o
Nosso objetivo no presente trabalho e´ o estudo matema´tico das equac¸o˜es que modelam
fluxos atmosfe´ricos e/ou oceaˆnicos de larga escala, ou seja, fluxos que sa˜o influenciados
pelo movimento de rotac¸a˜o da terra. Ale´m disso, supomos que tais escoamentos ocorrem
em regio˜es extratropicais, no caso dos fluxos atmosfe´ricos, ou ocorrendo em regio˜es abaixo
dos 100 metros de profundidade e a mais de 100 km de distaˆncia da costa, no caso de
fluxos oceaˆnicos. Nestas condic¸o˜es ha´ um balanc¸o entre as componentes horizontais das
forc¸as de Coriolis, e as componentes horizontais do gradiente de pressa˜o, e dizemos que
estas componentes horizontais esta˜o em balanc¸o geostro´fico. Um modelo matema´tico
que estuda fluxos nas condic¸o˜es acima descritas foi introduzido no ano de 1972 por B.
Hoskins e F. Bretherton em [20], e e´ conhecido como sistema semigeostro´fico ou
equac¸o˜es semigeostro´ficas (SG).
Suponha que um fluido se mova no interior de um conjunto Ω ⊂ R3 um aberto e
limitado, e que satisfac¸a a um conjunto adequado de equac¸o˜es de Euler incompress´ıveis,
com aproximac¸o˜es de Boussinesq e hidrosta´tica:
Dt(u1, u2) + fu
⊥ = (−∂1p,−∂2p), (1)
Dtρ = 0 (2)
divu = 0 (3)
∂3p+ ρ = 0 (4)
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Dt = ∂t + u.∇, ∇ = (∂x1 , ∂x2 , ∂x3), (5)
onde u = (u1, u2, u3) e´ a velocidade, u
⊥ = (−u2, u1, 0). A func¸a˜o p denota a pressa˜o,
e ρ a densidade, func¸o˜es de (x, t) ∈ Ω × [0, T ), e f e´ dada pela forc¸a de Coriolis, que
consideraremos constante.
Estamos interessados em fluxos de larga escala, isto e´, fluxos que sa˜o influenciados
pela rotac¸a˜o da terra. Para tais fluxos ocorre a relac¸a˜o geostro´fica
(vg1 , v
g
2) = (−∂2p, ∂1p),
que define o chamado vento geostro´fico. Ale´m disso, a componente ageostro´fica da
velocidade deve ser transportada de forma passiva, ou seja, Dtv
ag = 0. Desta forma,
podemos substituir Dt(−∂2p, ∂1p) por Dt(u1, u2) em (1) e, ao tomarmos f = 1, obtemos
o sistema semigeostro´fico, descrito pelo seguinte conjunto de equac¸o˜es
(SG)
∣∣∣∣∣∣∣∣∣∣∣∣
Dt(v
g
1 , v
g
2) + (∂1p, ∂2p) = (u2,−u1)
(vg1 , v
g
2) = (−∂2p, ∂1p)
Dtρ = 0
divu = 0
∂3p+ ρ = 0
Dt = ∂t + u.∇, ∇ = (∂x1 , ∂x2 , ∂x3),
onde u = (u1, u2, u3) e´ a velocidade, composta de uma parte geostro´fica (v
g), e uma parte
ageostro´fica (vag), isto e´ u = vg + vag. A func¸a˜o p denota a pressa˜o, e ρ a densidade,
func¸o˜es de (x, t) ∈ Ω× [0, T ). Os dados inicias e de fronteira sa˜o dados por
u.ν = 0 sobre ∂Ω× [0, T )
p(x, 0) = p0(x) em Ω.
Sob esta formulac¸a˜o na˜o ha´ condic¸a˜o inicial sobre u, e tambe´m na˜o ha´ uma equac¸a˜o de
evoluc¸a˜o para o campo de velocidades u. No entanto, atrave´s da mudanc¸a de coordenadas
P (x, t) =
1
2
(x21 + x
2
2) + p(x, t), (6)
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introduzida por B. Hoskins em [19], o sistema SG pode ser reescrito como
DtX = J(X − x)
divu = 0
X = ∇P
u.ν = 0 sobre ∂Ω× [0, T )
P (x, 0) = P0(x) em Ω,
onde J =
 0 −1 01 0 0
0 0 0
, e este sistema e´ conhecido como a forma Lagrangeana das
equac¸o˜es semigeostro´ficas. Hoskins observou que, a partir de uma mudanc¸a entre as
varia´veis dependentes e independentes no sistema anterior, ou seja, se ao inve´s de con-
siderarmos X = ∇P como func¸a˜o de x = (x, y, z) ∈ Ω, considerarmos x como func¸a˜o
de X, obtemos um conjunto de equac¸o˜es nas varia´veis (X, t), as quais chamaremos de
varia´veis duais, dado por
∂tα +∇.(Uα) = 0 R3 × [0, T )
∇P (., t)#LΩ = α(., t), ∀t ∈ [0, T )
U(X, t) = J [X −∇P ∗(X, t)]
P ∗(X, t) = sup
x∈Ω
(x.X − P (x, t)), ∀(X, t) ∈ R3 × [0, T )
α(X, 0) = α0(X) q.t.p. em X ∈ R3.
Estas equac¸o˜es teˆm sido objeto de estudo de va´rios autores. Destacamos o trabalho
de J-D. Benamou e Y. Brenier [3], M. Cullen e H. Maroofi [12], H. Nussenzveig Lopes
e M. Lopes Filho [22], M. Cullen e W. Gangbo [14], G. Loeper [21], que estudaram
soluc¸o˜es fracas para estas equac¸o˜es sob a formulac¸a˜o dual acima citada. Note que na
formulac¸a˜o dual aparece naturalmente uma equac¸a˜o de Monge-Ampe`re, a qual, pelo
teorema de fatorizac¸a˜o polar devido a Brenier [4], possui uma soluc¸a˜o fraca. O teorema
de fatorizac¸a˜o polar expressa rearranjos de func¸o˜es em termos de gradientes de func¸o˜es
convexas, e e´ considerado um marco na Teoria do Transporte O´timo de Massa. Ale´m da
aplicac¸a˜o em Geof´ısica no contexto das equac¸o˜es semigeostro´ficas, a Teoria do Transporte
O´timo de massa tambe´m possui aplicac¸o˜es em problemas de irrigac¸a˜o e transporte em
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F´ısica e Biologia, em Economia, ao considerarmos a questa˜o da otimizac¸a˜o urbana, no
quesito de obtenc¸a˜o de escalas de otimizac¸a˜o de rede de suprimentos para o transporte
pu´blico e otimizac¸a˜o de tra´fego, entre outras.
Ainda com relac¸a˜o a` propriedades qualitativas das equac¸o˜es semigeostro´ficas, citamos
os resultados obtidos por G. Loeper em [21], o qual propoˆs uma nova formulac¸a˜o fraca
para a formulac¸a˜o dual das equac¸o˜es semigeostro´ficas, que pudesse ser aplicada no espac¸o
das medidas de Radon. Loeper tambe´m mostrou a estabilidade fraca de soluc¸o˜es das
equac¸o˜es semigeostro´ficas em varia´veis duais, no espac¸o das medidas de Radon. Nos refe-
rimos tambe´m aos resultado obtidos por M. Cullen e M. Feldman em [11], que mostram
a existeˆncia de soluc¸o˜es Lagrangeanas para as equac¸o˜es semigeostro´ficas no espac¸o f´ısico,
com vorticidade inicial em Lp, p > 1. Para a obtenc¸a˜o de tais resultados, os autores
se valeram da teoria recente desenvolvida por L. Ambrosio em [2], relativa a EDO’s e
equac¸o˜es de transporte por campos vetoriais de variac¸a˜o limitada (BV). Na˜o existem
ate´ o momento resultados com relac¸a˜o a` unicidade de soluc¸a˜o fraca das equac¸o˜es semi-
geostro´ficas.
Este texto tem por objetivo apresentar uma introduc¸a˜o a` Teoria do Transporte O´timo,
que serve de base para o desenvolvimento da teoria de existeˆncia de soluc¸o˜es fracas para
as equac¸o˜es semigeostro´ficas; apresentamos tambe´m alguns resultados sobre EDO’s e
equac¸o˜es de transporte por campos vetoriais BV, e seu foco principal e´ o estudo das
equac¸o˜es semigeostro´ficas no espac¸o f´ısico, estendendo o resultado de existeˆncia devido a
Cullen e Feldman para o caso limite p = 1, e mostrando um resultado com relac¸a˜o a` esta-
bilidade fraca das soluc¸o˜es Lagrangeanas das equac¸o˜es semigeostro´ficas. Foi estudado o
comportamento de sequeˆncias de soluc¸o˜es Lagrangeanas cujas vorticidades potenciais res-
pectivas convergem fortemente em L1. Provamos que soluc¸o˜es Lagrangeanas convergem
em L1loc, e atrave´s de um exemplo mostramos que nem sempre temos estabilidade fraca
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de soluc¸o˜es no espac¸o das medidas de Radon.
Este texto esta´ organizado como segue: primeiramente, fixamos algumas notac¸o˜es e
colocamos alguns resultados importantes que sera˜o utilizados no decorrer do texto. O
Cap´ıtulo 1 apresenta uma introduc¸a˜o a` Teoria do Transporte O´timo, incluindo o teorema
de fatorizac¸a˜o polar de Brenier, e uma introduc¸a˜o a`s equac¸o˜es semigeostro´ficas, apresen-
tando as formulac¸o˜es dual e Lagrangeana destas equac¸o˜es e alguns resultados relativos
a` formulac¸a˜o dual. O Cap´ıtulo 2 e´ dedicado ao estudo da formulac¸a˜o Lagrangeana, a
motivac¸a˜o para a introduc¸a˜o deste tipo de soluc¸a˜o, existeˆncia de soluc¸o˜es Lagrangeanas
para estas equac¸o˜es com dados iniciais em L1, e a unicidade do fluxo Lagrangeano no
espac¸o f´ısico . Neste Cap´ıtulo ainda ha´ uma sec¸a˜o na qual fazemos uma breve explanac¸a˜o
dos resultados obtidos por Ambrosio com relac¸a˜o a EDO’s sobre campos vetoriais BV,
e a aplicac¸a˜o destes resultados no contexto Lagrangeano das equac¸o˜es SG. O Cap´ıtulo
3 versa sobre estabilidade fraca de soluc¸o˜es Lagrangeanas das equac¸o˜es semigeostro´ficas,
incluindo uma breve explanac¸a˜o sobre os resultados obtidos com relac¸a˜o ao modelo a´gua
rasa destas equac¸o˜es. Tambe´m apresentamos neste cap´ıtulo um exemplo em que na˜o ha´
estabilidade fraca de soluc¸o˜es no espac¸o das medidas de Radon. Por fim, apresentamos
um apeˆndice contendo alguns resultado ba´sicos sobre os espac¸os de Orlicz.
Notac¸o˜es e resultados auxiliares
Nesta sec¸a˜o estaremos fixando notac¸o˜es, terminologia e mencionando resultados que sera˜o
utilizados no decorrer deste texto.
Se A e´ um subconjunto Lebesgue-mensura´vel de Rn, sua medida de Lebesgue n-
dimensional sera´ denotada por |A|Rn . Em algumas ocasio˜es, por convenieˆncia, a medida
de Lebesgue n-dimensional sera´ denotada por Ln. Denotamos por χA, a func¸a˜o carac-
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ter´ıstica de A. Denotamos por M(Rn) o conjunto de todas as medidas de Radon sobre
Rn, e seus subconjuntos BM(Rn) e P(Rn) sa˜o, respectivamente, o conjunto das medi-
das limitadas sobre Rn, e o conjunto das medidas de probabilidade sobre Rn. Dados
µ uma medida de Radon, e A um subconjunto mensura´vel com relac¸a˜o a esta medida,
denotaremos a medida de A com relac¸a˜o a µ por µ[A].
Sempre que T e´ uma aplicac¸a˜o de um espac¸o de medida X, munido de uma medida µ,
para um espac¸o de medida Y , denotamos por T#µ a medida imagem (ou “push-forward”)
de µ por T , para significar que: (T#µ)[A] := µ[T
−1(A)]; A ⊂ Y, T−1(A) ⊂ X. Quando µ
e´ a medida de Lebesgue, denotamos o push-forward da medida de Lebesgue em X pela
aplicac¸a˜o T por T#LX .
Seja A um subconjunto aberto de Rn. Denotamos por C0(A) o conjunto das func¸o˜es
cont´ınuas sobre A que se anulam no infinito, Cb(A) o conjunto das func¸o˜es cont´ınuas
e limitadas, e Ckc (A) o conjunto das func¸o˜es cont´ınuas, k-diferencia´veis e com suporte
compacto. Se E e´ um espac¸o de Banach, denotamos por C([0, T ), w − E) o conjunto
de todas func¸o˜es Lebesgue mensura´veis sobre [0, T ), com valores em E, tais que vt(·) :=
v(·, t) ∈ E para todo t ∈ [0, T ), e para todo {tk}∞k=1, t∗ ∈ [0, T ) satisfazendo lim
k→∞
tk = t
∗
tem-se que vtk ⇀ vt∗ fracamente (“weakly”) em E (o conjunto C([0, T ), w
∗ − E) possui
uma definic¸a˜o ana´loga).
A seguir, temos alguns resultados ba´sicos que sera˜o utilizados no decorrer das de-
monstrac¸o˜es. Alguns sera˜o apenas enunciados, e indicamos uma refereˆncia bibliogra´fica
para consulta posterior.
Alguns resultados de Ana´lise Convexa
Definic¸a˜o 1 Seja, E um espac¸o de Banach, e ϕ : E → R∪{∞}. Dizemos que ϕ e´ uma
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func¸a˜o convexa se, ∀x, y ∈ Rn, e todo λ, µ, ν ∈ R tal que ϕ(x) < µ,ϕ(y) < ν, 0 < λ < 1,
temos
ϕ(λx+ (1− λ)y) < λµ+ (1− λ)ν.
Observac¸a˜o 1 A definic¸a˜o anterior e´ equivalente a dizermos que ϕ satisfaz
ϕ(λx+ (1− λ)y) ≤ λϕ(x) + (1− λ)ϕ(y),
para todo x, y ∈ E e t ∈ (0, 1).
Denotaremos o domı´nio de uma func¸a˜o convexa ϕ por D(ϕ).
Uma func¸a˜o convexa ϕ e´ cont´ınua e localmente Lipschitziana sobre Int(D(ϕ)) (veja
[26], pp.67-69, ou [18] p.236, Teorema 1). Ale´m disso, se ϕ e´ convexa, pelo Teorema
de Rademacher (veja [18]) segue que ϕ e´ diferencia´vel quase sempre, e ∇ϕ e´ localmente
limitada.
Para todos os pontos x ∈ D(ϕ) tais que ∇ϕ(x) esteja definida, vale a relac¸a˜o
∀z ∈ Rn, ϕ(z) ≥ ϕ(x) + 〈∇ϕ(x), (z − x)〉. (7)
Esta relac¸a˜o pode ser interpretada pelo fato geome´trico do gra´fico de ϕ estar acima de seu
hiperplano tangente no ponto x. Ale´m disso, se ∇ϕ esta´ definida nos pontos x, z ∈ D(ϕ),
de (7) deduzimos que
〈∇ϕ(x)−∇ϕ(z), x− z〉 ≥ 0.
Toda func¸a˜o convexa ϕ e´ duas vezes diferencia´vel, para quase todo ponto x ∈ D(ϕ). Este
resultado e´ conhecido como Teorema de Aleksandrov, e pode ser encontrado, por exemplo,
em [18]. Este e´ resultado interessante visto que nos permite concluir, por exemplo, que
para toda func¸a˜o convexa ϕ, ∇ϕ e´ cont´ınua para quase todo ponto.
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No contexto das func¸o˜es convexas e´ poss´ıvel lidar com uma poss´ıvel na˜o diferencia-
bilidade. Para isto, e´ necessa´rio a introduc¸a˜o de uma noc¸a˜o “generalizada”do conceito
de diferencial, que definiremos a seguir.
Definic¸a˜o 2 Um vetor x∗ e´ dito ser um subgradiente de uma func¸a˜o convexa em um
ponto x se
ϕ(z) ≥ ϕ(x) + 〈x∗, z − x〉, ∀z.
O conjunto de todos os subgradientes de ϕ em x e´ chamado a subdiferencial de ϕ em x
e e´ denotado por ∂ϕ(x).
Quando uma func¸a˜o convexa ϕ e´ diferencia´vel no ponto x, enta˜o ∂ϕ(x) conte´m um
u´nico elemento x∗, o qual coincide com ∇ϕ(x). A proposic¸a˜o seguinte, na qual conside-
ramos E = Rn, demonstra este fato.
Proposic¸a˜o 1 Seja ϕ uma func¸a˜o definida sobre Rn, convexa, e seja x um ponto onde
ϕ e´ finita. Se ϕ e´ diferencia´vel em x enta˜o ∇ϕ(x) e´ o u´nico subgradiente de ϕ em x.
Demonstrac¸a˜o: Veja [24].
Observac¸a˜o 2 A rec´ıproca da Proposic¸a˜o 1 e´ verdadeira. Para detalhes, veja [24], Teo-
rema 25.1
Agora, observe que, se a aplicac¸a˜o ϕ e´ semicont´ınua inferiormente, enta˜o a subdife-
rencial ∂ϕ e´ cont´ınua em Rn, no seguinte sentido:
se xk → x, yk ∈ ∂ϕ(xk) e ∂ϕ(xk) 3 yk → y, enta˜o y ∈ ∂ϕ(x).
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De fato, seja ϕ uma func¸a˜o convexa semicont´ınua inferiormente, e xk, yk sequ¨eˆncias nas
condic¸o˜es descritas anteriormente. Enta˜o, ∀z ∈ Rn, quando k →∞, temos que
ϕ(z) ≥ ϕ(xk) + 〈yk, xk − z〉 ≥ ϕ(x) + 〈y, x− z〉,
e portanto y ∈ ∂ϕ(x).
A seguir, definimos a transformada de Legendre de uma func¸a˜o ϕ, a qual e´ denotada
por ϕ∗.
Definic¸a˜o 3 Para toda func¸a˜o ϕ : E → R ∪ {∞}, onde E e´ um espac¸o de Banach,
definimos a transformada de Legendre de ϕ por
ϕ∗(y) = sup
x∈Rn
{〈x, y〉E,E∗ − ϕ(x)} .
A transformada de Legendre ϕ∗ satisfaz as seguintes propriedades:
(a) ϕ∗ e´ convexa;
(b) ϕ∗ e´ semi-cont´ınua inferiormente;
(c) Se ϕ∗ esta´ definida sobre um subconjunto compacto Ω ⊂ Rn, tal que Ω ⊂ B(0, R),
enta˜o ϕ∗ e´ Lipschitz cont´ınua, e
|ϕ∗(z)− ϕ∗(y)| ≤ R|z − y|. (8)
Observe que decorre da Definic¸a˜o 3 que uma func¸a˜o ϕ e sua transformada de Legendre
ϕ∗ satisfazem, ∀x, y ∈ Rn, a seguinte desigualdade:
ϕ(x) + ϕ∗(y) ≥ x.y. (9)
A proposic¸a˜o seguinte caracteriza os casos em que temos a igualdade em (9).
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Proposic¸a˜o 2 Seja ϕ convexa e semi-cont´ınua inferiormente em Rn. Enta˜o, para x, y ∈
Rn, temos que
x.y = ϕ(x) + ϕ∗(y)⇔ y ∈ ∂ϕ(x). (10)
Demonstrac¸a˜o: Este resultado e´ uma consequ¨eˆncia direta da definic¸a˜o de subdiferen-
cial e de (9).
Temos a seguir um resultado importante que diz respeito a` relac¸a˜o entre func¸o˜es
convexas e suas transformadas de Legendre, e e´ conhecido Dualidade de Legendre para
func¸o˜es convexas semicont´ınuas inferiormente. Omitiremos sua demonstrac¸a˜o por ser
te´cnica, e fugir aos objetivos principais deste texto. Para o leitor interessado nos detalhes
da demonstrac¸a˜o sugerimos Villani [27].
Proposic¸a˜o 3 Seja ϕ : Rn → R ∪ {∞}. Sa˜o equivalentes:
(i) ϕ e´ convexa e semi-cont´ınua inferiormente;
(ii) ϕ = ψ∗ para alguma func¸a˜o ψ adequada;
(iii) ϕ∗∗ = ϕ.
Demonstrac¸a˜o: Veja C. Villani [27], pg. 56, Proposic¸a˜o 2.5.
O pro´ximo resultado diz respeito a` regularidade de ∇ϕ quando ϕ e´ uma func¸a˜o
convexa. Para cada r > 0, denotemos por Br a bola centrada na origem, e de raio r.
Lema 1 ([3]) Seja ϕ ∈ C2(Rd) uma func¸a˜o convexa, Lipschitziana. Enta˜o, para todo
r > 0, existe uma constante c = c(r) tal que
‖∇ϕ‖W 1,1(Br) ≤ c(r)Lip(ϕ).
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Demonstrac¸a˜o: Sabendo que ϕ e´ uma func¸a˜o convexa, e que ‖∇ϕ‖L1(Br) ≤ c(r)Lip(ϕ),
estimemos ‖D2ϕ‖L1(Br). Note que D2ϕ e´ uma matriz sime´trica e na˜o negativa pela
convexidade de ϕ. Ale´m disso, esta matriz so´ possui autovalores na˜o negativos. Lembre
que
∆ϕ = tr(D2ϕ) =
∑
λi ≥ 0. (11)
Utilizando a fo´rmula de Green, e pelo fato de ϕ ser convexa, temos que
‖∆ϕ‖L1(Br) =
∫
Br
|∆ϕ(x)|dx =
∫
Br
∆ϕ(x)dx =
∫
∂Br
∇ϕ(x).−→n dν.
Desta forma, chegamos a` seguinte desigualdade:
‖∆ϕ‖L1(Br) ≤
∫
∂Br
|∇ϕ(x)||−→n |dν ≤ Lip(ϕ)
∫
∂Br
dν = Lip(ϕ)c(r). (12)
Note que, como os autovalores de ϕ sa˜o na˜o negativos, temos que max{|λi|} = max{λi}.
Ale´m disso, max{|λi|} define uma norma em R2d. Portanto, de (11), e do fato que em
R2d as normas sa˜o equivalentes, obtemos que
‖D2ϕ‖L1(Br) ≤ c1‖max{λi}‖L1(Br) ≤ c1
∥∥∥∑λi∥∥∥
L1(Br)
= c1‖∆ϕ‖L1(Br). (13)
Logo, de (13) e do fato que ‖∇ϕ‖L1(Br) ≤ c(r)Lip(ϕ), conclu´ımos que
‖∇ϕ‖W 1,1(Br) = ‖∇ϕ‖L1(Br) + ‖D2ϕ‖L1(Br) ≤ Lip(ϕ)c(r).
Observac¸a˜o 3 • Este lema nos permite concluir que, se ϕ e´ convexa e globalmente
Lipschitziana, enta˜o ∇ϕ ∈ BV .
De fato, seja ϕn, sequ¨eˆncia de func¸o˜es convexas e globalmente Lipschtzianas, tal que
ϕn ∈ C2 e ϕn → ϕ (Note esta sequ¨encia existe, basta tomarmos ϕn = ϕ∗ηn, onde ηn
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e´ um mollifier padra˜o). Pelo lema anterior, temos que ‖∇ϕn‖W 1,1(Br) ≤ c(r)Lip(ϕ),
e portanto ∇ϕn ⇀ F , w∗BV , isto e´, para toda func¸a˜o teste ψ ∈ L∞ tal que
∇ψ ∈ C0, temos que ∫
∇ϕnψ →
∫
Fψ.
Mas, como ∫
∇ϕnψ = −
∫
ϕn∇ψ → −
∫
ϕ∇ψ =
∫
∇ϕψ,
temos que F = ∇ϕ, o que mostra o desejado.
• Note que, para 1 < p <∞, a desigualdade de Caldero´n-Zygmund noz diz que
‖D2ϕ‖Lp ≤ cp‖∇ϕ‖Lp .
Uma observac¸a˜o importante que decorre da demonstrac¸a˜o do Lema 1 (em particular
da desigualdade (13)) e´ que, para toda func¸a˜o convexa ϕ de classe C2 e globalmente
Lipschitziana, vale a desigualdade de Caldero´n-Zygmund quando p = 1.
Ainda com relac¸a˜o a func¸o˜es convexas e suas transformadas de Legendre, temos o
seguinte resultado de dualidade, que na verdade e´ um princ´ıpio “minimax”cla´ssico em
Ana´lise Funcional. Sua demonstrac¸a˜o e´ uma consequeˆncia do Teorema de Hahn-Banach,
e sera´ omitida, mas pode ser encontrada por exemplo em H. Bre`zis [5].
Lema 2 (Dualidade de Fenchel-Rockafellar) Sejam E um espac¸o vetorial normado, E∗
seu espac¸o dual topolo´gico, e Θ, Υ func¸o˜es convexas sobre E com valores em R ∪ {∞}.
Assuma que existe z0 ∈ E tal que Θ(z0) <∞, Υ(z0) <∞ e Θ e´ cont´ınua em z0. Se Θ∗,
Υ∗ sa˜o as transformadas de Legendre de Θ e Υ, respectivamente, enta˜o
inf
z∈E
[Θ(z) + Υ(z)] = max
z∗∈E∗
[−Θ∗(−z∗)−Υ∗(z∗)]. (14)
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Resultados diversos
A seguir apresentamos alguns resultados te´cnicos que sera˜o utilizados nas demons-
trac¸o˜es no decorrer do texto.
Lema 3 Sejam φ e ψ func¸o˜es cont´ınuas definidas em B(x0, R), a bola fechada de centro
x0 ∈ Rn e raio R. Suponha que φ possua um ma´ximo estrito em x0. Seja:
m = φ(x0)− max|x−x0|=Rφ.
Se ψ satisfaz a condic¸a˜o: max
|x−x0|≤R
|ψ − φ| < m
2
, enta˜o ψ tem um ma´ximo em B(x0, R).
Demonstrac¸a˜o: Veja H. Lopes e M. Lopes [23], Lema 3.1.
Observac¸a˜o 4 Note que deste lema pode-se concluir que, se uma func¸a˜o φ possui um
ma´ximo absoluto em x0, enta˜o toda func¸a˜o cont´ınua, suficientemente pro´xima de φ na
norma da convergeˆncia uniforme, tambe´m possui ma´ximo absoluto em uma vizinhanc¸a
de x0.
O pro´ximo resultado nos fornece uma versa˜o generalizada do Teorema de Convergeˆncia
Dominada de Lebesgue para o contexto de sequ¨eˆncias convergentes de medidas de Radon.
Lema 4 (Teorema da Convergeˆncia Dominada Generalizado) Seja (X,M) um espac¸o de
medida, e {µn} uma sequeˆncia de medidas tal que µ(E) = limµn(E), para todo E ∈M.
Sejam {fn} e {gn} duas sequeˆncias de func¸o˜es mensura´veis que convergem pontualmente
para f e g, respectivamente. Suponha |fn| ≤ gn e que
lim
∫
gndµn =
∫
gdµ <∞.
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Enta˜o
lim
∫
fndµn =
∫
fdµ.
Demonstrac¸a˜o: Veja H. L. Royden [25].
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Cap´ıtulo 1
Equac¸o˜es Semigeostro´ficas,
Transporte O´timo e Fatorizac¸a˜o
Polar
As equac¸o˜es semigeostro´ficas sa˜o um conjunto de equac¸o˜es que veˆm sendo amplamente
utilizadas em meteorologia na modelagem de fluxos atmosfe´ricos e oceaˆnicos de larga
escala, isto e´, fluxos que sa˜o influenciados pelo movimento de rotac¸a˜o da terra. O interesse
pelo estudo destas equac¸o˜es vem crescendo nos u´ltimos anos, uma vez que, apo´s algumas
mudanc¸as de varia´veis neste conjunto de equac¸o˜es, o sistema resultante tem soluc¸a˜o fraca,
obtida com o aux´ılio de um teorema de fatorizac¸a˜o polar, devido a Brenier [4]. Este
teorema revitalizou o estudo do problema de transporte o´timo, originalmente proposto
por Monge, caracterizando estrate´gias o´timas de transfereˆncia em termos de gradientes
de func¸o˜es convexas.
A seguir, damos uma breve explanac¸a˜o desta teoria que fundamenta alguns resultados
citados e/ou obtidos no decorrer deste texto.
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1.1. Transporte O´timo e Fatorizac¸a˜o Polar
1.1 Transporte O´timo e Fatorizac¸a˜o Polar
O problema do transporte o´timo de massa foi originalmente proposto por Monge em
1781, e provinha da pergunta: Dada uma pilha de areia e um buraco, o qual devera´ ser
completamente preenchido pela areia, qual a melhor forma de realizar este transporte,
com o menor custo poss´ıvel? (Observe que o buraco e o monte de areia devem ter o
mesmo volume).
Para entendermos este problema do ponto de vista matema´tico, vamos modelar a
pilha de areia e o buraco por medidas de probabilidade µ, ν, definidas respectivamente
sobre os espac¸os de medida X e Y . Interpretamos dµ(x) como a massa de areia em
x, e dν(y) a massa que sera´ colocada em y. A estrate´gia de transporte, que dira´ como
transportaremos uma quantidade de massa de X para Y sera´ dada por uma func¸a˜o
T : X → Y , e o custo de transportar uma unidade de massa de x para y sera´ denotado
por c(x, y).
Observe que a estrate´gia de transporte T esta´ rearranjando a massa da pilha de areia
no buraco em questa˜o. Este fenoˆmeno e´ denotado por ν = T#µ, e dizemos que ν e´
o ”push-forward”da medida µ por T . Isto significa que µ[T−1(A)] = ν[A], para todo
subconjunto de Borel A ⊂ Rn, e quer dizer que, para toda func¸a˜o teste φ ∈ C0(Y ), a
seguinte identidade e´ satisfeita:
∫
X
φ(T (x))dµ(x) =
∫
Y
φ(y)dν(y). (1.1.1)
O custo total no problema de Monge e´ dado por
∫
X
c(x, T (x))dµ(x),
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onde T e´ a aplicac¸a˜o que define a estrate´gia de transporte escolhida. Seja
A = {s : X → Y | s e´ injetiva e s#µ = ν}.
Desta forma, o problema de Monge consiste em encontrar T ∈ A tal que
I[T ] = min
s∈A
I[s], (1.1.2)
onde
I[s] =
∫
X
c(x, s(x))dµ(x).
Estrate´gias de transfereˆncia tambe´m podem modeladas por medidas de probabilidade
pi, na˜o negativas, sobre o espac¸o produto X × Y . A princ´ıpio e´ poss´ıvel que uma quan-
tidade de massa localizada em um ponto x possa ser dividida e redistribu´ıda em outras
partes. Assumiremos que
pi[A× Y ] = µ[A] pi[X ×B] = ν[B], (1.1.3)
para todo subconjunto mensura´vel A de X e B de Y , e escreveremos, projXpi = µ e
projY pi = ν para significar (1.1.3). Usando dualidade de medidas, (1.1.3) quer dizer que,
para toda func¸a˜o teste ϕ ∈ C0(X), ψ ∈ C0(Y ), devemos ter∫
X×Y
ϕ(x)dpi(x, y) =
∫
X
ϕ(x)dµ(x) = 〈ϕ, µ〉∫
X×Y
ψ(y)dpi(x, y) =
∫
Y
ψ(y)dν(y) = 〈ψ, ν〉.
(1.1.4)
Dizemos que as medidas de probabilidade pi que satisfazem (1.1.4) possuem marginais
µ e ν. Elas sera˜o denominadas estrate´gias de transfereˆncia admiss´ıveis. Denotaremos o
conjunto de tais medidas por
A∗ = {pi ∈ P(X × Y ); (1.1.4) vale para (ϕ, ψ) ∈ C0(X)× C0(Y )}, (1.1.5)
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onde P(X×Y ) denota o conjunto das medidas de probabilidade definidas sobre o espac¸o
produto X × Y .
Kantorovich propoˆs nos anos 40 o seguinte problema: encontrar um mı´nimo para o
funcional
J [pi] =
∫
X×Y
c(x, y)dpi(x, y); pi ∈ A∗. (1.1.6)
A aplicac¸a˜o deste problema em questo˜es ba´sicas de economia ligadas a`s relac¸o˜es entre
produc¸a˜o industrial e consumo garantiu um preˆmio Nobel a Kantorovich.
O problema de Kantorovich e´ dito ser uma versa˜o relaxada para o problema original
de Monge, e sua formulac¸a˜o permite que a massa proveniente de um ponto x ∈ x possa
ser dividida em va´rios pontos y ∈ Y .
1.1.1 Problema de Monge x Problema de Kantorovich
Gostar´ıamos de saber se existe alguma relac¸a˜o entre as soluc¸o˜es dos problemas de Kan-
torovich e Monge.
Para isto, tome p˜i uma soluc¸a˜o para o problema de Kantorovich, e suponha que exista
T˜ : X → Y , injetiva e tal que
dp˜i(x, y) = dµ(x)⊗ δ(y = T˜ (x)). (1.1.7)
Afirmac¸a˜o: y = T˜ (x) e´ soluc¸a˜o do problema de Monge.
Para provarmos esta afirmac¸a˜o devemos mostrar que T˜ ∈ A, e que T˜ minimiza o
custo do transporte no problema de Monge. De fato:
1. T˜ ∈ A.
Mostraremos que T˜#µ = ν. Para isto, observe que se ψ ∈ C0(Y ) enta˜o, como
projY p˜i = ν, temos que
18
Cap´ıtulo 1. Equac¸o˜es Semigeostro´ficas, Transporte O´timo e Fatorizac¸a˜o Polar
∫
Y
∫
X
ψ(y)dp˜i(x, y) =
∫
Y
ψ(y)dν(y). (1.1.8)
Por outro lado, utilizando o Teorema de Fubini, de (1.1.7) podemos concluir que∫
Y
∫
X
ψ(y)dp˜i(x, y) =
∫
Y
∫
X
ψ(y)dµ(x)δ(y = T˜ (x))
=
∫
X
∫
Y
ψ(y)δ(y = T˜ (x))dµ(x)
=
∫
X
ψ(T˜ (x))dµ(x),
(1.1.9)
para ψ ∈ C0(Y ).
Portanto, de (1.1.8) e (1.1.9) temos que∫
X
ψ(T˜ (x))dµ(x) =
∫
Y
ψ(y)dν(y). (1.1.10)
Como T˜ e´ injetiva por hipo´tese, e T˜ satisfaz (1.1.10), segue que T˜ ∈ A.
2. I[T˜ ] = min
T∈A
I[T ]
Seja T ∈ A. Observemos que, se pi e´ uma medida de probabilidade tal que
dpi(x, y) = dµ(x) ⊗ δ(y = T (x)), enta˜o pi ∈ A∗ pois, para ϕ ∈ C0(X), ψ ∈ C0(Y ),
(1.1.4) e´ satisfeita. De fato, temos que∫
Y
∫
X
ψ(y)dpi(x, y) =
∫
Y
∫
X
ψ(y)dµ(x)δ(y = T (x))
=
∫
X
ψ(T (x))dµ(x)
=
∫
Y
ψ(y)dν(y),
∀ϕ ∈ C0(X), e tambe´m, ∀ψ ∈ C0(Y ),∫
Y
∫
X
ϕ(x)dpi(x, y) =
∫
Y
∫
X
ϕ(x)dµ(x)δ(y = T (x))
=
∫
X
ϕ(x)dµ(x),
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uma vez que
∫
Y
δ(y = T (x)) = 1.
Assim, lembrando que p˜i e´ soluc¸a˜o para o problema de Kantorovich, temos que
J [pi] ≥ J [p˜i]. (1.1.11)
No entanto,observe que
J [pi] =
∫
X×Y
c(x, y)dpi(x, y) =
∫
X
c(x, T (x))dµ(x) = I[T ], (1.1.12)
e, da mesma forma, temos que
I[T˜ ] = J [p˜i]. (1.1.13)
Logo, de (1.1.11), (1.1.12) e (1.1.13) conclu´ımos que
I[T˜ ] = J [p˜i] ≤ J [pi] = I[T ],
ou seja I[T˜ ] = min
T∈A
I[T ].
Portanto, como T˜ ∈ A e T˜ minimiza o custo do transporte no problema de Monge
segue que T˜ satisfazendo (1.1.7) e´ soluc¸a˜o do problema de Monge.
Uma pergunta ba´sica que deve ser feita neste ponto e´ se, de fato, os problemas de
minimizac¸a˜o de Monge e de Kantorovich possuem soluc¸a˜o. A resposta e´ positiva em
algumas situac¸o˜es, e depende da natureza dos espac¸os de medida X, Y , e da func¸a˜o
custo c := c(x, y), x ∈ X, y ∈ Y .
Apresentamos a seguir uma ide´ia do procedimento utilizado no caso do custo quadra´tico
c(x, y) =
|x− y|2
2
, x ∈ X, y ∈ Y .
Considere o seguinte conjunto
A∗∗ = {(u, v), u ∈ C0(X), v ∈ C0(Y ); u(x) + v(y) ≤ c(x, y)}.
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Vamos introduzir uma formulac¸a˜o dual para o nosso problema, a qual consiste em
resolver o seguinte problema de maximizac¸a˜o:
max
(u,v)∈A∗∗
K[u, v], (1.1.14)
onde K[u, v] =
∫
X
u(x)dµ(x) +
∫
Y
v(y)dν(y). A relac¸a˜o entre a formulac¸a˜o relaxada de
Kantorovich (K) e a formulac¸a˜o dual (D) e´ estabelecida atrave´s do seguinte resultado:
Teorema 1.1.1 (Dualidade de Kantorovich)
min
pi∈A∗
J [pi] = max
(u,v)∈A∗∗
K[u, v],
onde K[u, v] =
∫
X
u(x)dµ(x) +
∫
Y
v(y)dν(y).
Demonstrac¸a˜o: A demonstrac¸a˜o apresentada e´ baseada no texto de C. Villani [27].
Por convenieˆncia, estaremos assumindo que X e Y sa˜o compactos, e que c e´ cont´ınua
sobre o espac¸o produto X ×Y . Denote E = C(X ×Y ), e E∗ = BM(X ×Y ), o conjunto
das medidas de Radon limitadas sobre X × Y . Vamos provar este resultado aplicando
o Teorema de Dualidade de Fenchel-Rockafellar (Lema 2). Para isto, necessitamos de
aplicac¸o˜es θ,Σ convexas sobre E, com valores em R ∪ {∞}, e tambe´m que exista um
ponto z0 ∈ E tal que θ(z0) <∞,Σ(z0) <∞ e θ e´ cont´ınua em z0.
Defina as aplicac¸o˜es θ,Σ como segue:
θ : E −→ R ∪ {+∞}
w 7→
{
0, w(x, y) ≥ −c(x, y), ∀(x, y) ∈ X × Y ;
+∞, caso contra´rio.
(1.1.15)
Σ : E −→ R ∪ {+∞}
w 7→

∫
X
u(x)dµ(x) +
∫
Y
v(y)dν(y), quando w(x, y) = u(x) + v(y);
+∞, caso contra´rio.
(1.1.16)
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Observe que θ e Σ sa˜o convexas sobre E. Escolha z0 = 0 ∈ E. Temos que θ(0) =
0, Σ(0) = 0, e θ e´ cont´ınua em 0. Desta forma, pelo Teorema de Fenchel-Rockafellar, se
θ∗,Σ∗ sa˜o as transformadas de Legendre de θ e Σ, enta˜o
inf
z∈E
(θ(z) + Σ(z)) = max
z∗∈E∗
[−θ(z∗) + Σ(z∗)].
Esta identidade, para as func¸o˜es Θ e Σ definidas acima, implicara´ que
min
pi∈A∗
J [pi] = max
(u,v)∈A∗∗
K[u, v].
De fato, primeiramente calculemos inf
z∈E
(θ(z) + Σ(z)). Note que
inf
z∈E
(θ(z) + Σ(z)) = inf
{∫
X
u(x)dµ(x) +
∫
Y
v(y)dν(y); u(x) + v(y) ≥ −c(x, y)
}
,
(1.1.17)
com u(x) + v(y) ∈ C(X × Y ).
Denote u˜ = −u, v˜ = −v. De (1.1.17) temos que
inf
z∈E
(θ(z) + Σ(z)) =
= inf
(u,v)∈A∗∗
{
−
∫
X
u˜(x)dµ(x)−
∫
Y
v˜(y)dν(y); u˜(x) + v˜(y) ∈ C(X × Y ); u˜(x) + v˜(y) ≤ c(x, y)
}
= − sup
(u,v)∈A∗∗
K[u, v],
ou seja,
inf
z∈E
(θ(z) + Σ(z)) = − sup
(u,v)∈A∗∗
K[u, v]. (1.1.18)
Agora, queremos calcular max
z∗∈E∗
[−θ(z∗) +Σ(z∗)]. Para isto, precisamos primeiramente
discutir as transformadas de Legendre de θ,Σ. Obter tais transformadas na˜o e´ trivial,
pois θ,Σ teˆm seus domı´nios sendo espac¸os de Banach. Se X e´ um espac¸o de Banach, e
f e´ uma func¸a˜o f : X → R∪ {∞}, a transformada de Legendre de f , denotada por f ∗ e´
dada por:
f ∗(α) = sup
x∈X
{〈u, α〉X,X∗ − f(u)} (1.1.19)
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Agora, calculemos as transformadas de Legendre de θ e Σ. A transformada de Le-
gendre θ∗ e´ dada por
θ∗(−pi) = sup
w∈E
{〈w,−pi〉E,E′ − θ(w)} .
De (1.1.15) temos que θ(w) =∞, quando w(x, y) < −c(x, y). Logo,
θ∗(−pi) = sup
w∈E
{
−
∫
X
∫
Y
w(x, y)dpi(x, y), w(x, y) ≥ −c(x, y)
}
= sup
w˜∈E
{∫
X
∫
Y
w˜(x, y)dpi(x, y), w˜(x, y) ≤ c(x, y)
}
.
Observemos que, se pi e´ uma medida na˜o positiva e na˜o identicamente nula, enta˜o
existe z ∈ E tal que z ≤ 0 e
∫
X
∫
Y
zdpi > 0. Assim, escolhendo w = λz (λ > 0), quando
λ→∞ temos que ∫
X
∫
Y
wdpi = λ
∫
X
∫
Y
zdpi →∞.
Por outro lado, se pi e´ na˜o negativa, enta˜o θ∗(−pi) ≤
∫
X
∫
Y
c(x, y)dpi(x, y).
Logo, temos que
θ∗(−pi) =

∫
X
∫
Y
c(x, y)dpi(x, y), pi ∈ BM+(X × Y );
+∞, caso contra´rio.
(1.1.20)
Agora, a transformada de Legendre de Σ e´ dada por
Σ∗(pi) = sup
w∈E
{∫
X
∫
Y
w(x, y)dpi(x, y)− Σ(w)
}
.
Se w(x, y) 6= u(x) + v(y), (x, y) ∈ X × Y , temos que Σ(w) = +∞ , e portanto
Σ∗(pi) =∞. Quando w(x, y) = u(x) + v(y), (x, y) ∈ X × Y , temos que
Σ∗(pi) = sup
w∈E
{∫
X
∫
Y
w(x, y)dpi(x, y)− Σ(w)
}
= sup
w∈E
{∫
X
∫
Y
w(x, y)dpi(x, y)−
∫
X
u(x)dµ(x)−
∫
Y
v(y)dν(y)
}
.
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Para calcularmos este supremo, sejam projXpi = α, projY pi = β. Assim, temos que
Σ∗(pi) = sup
(u,v)∈A∗∗
{∫
X
u(x)[dα(x)− dµ(x)]−
∫
Y
v(y)[dβ(y)− dν(y)]
}
=
{
0, α = µ e β = ν;
∞, α 6= µ ou β 6= ν.
(1.1.21)
Portanto, como
sup
pi∈E∗
{−θ∗(−pi)− Σ∗(pi)} = − inf
pi∈E∗
{θ∗(−pi) + Σ∗(pi)} ,
de (1.1.20) e (1.1.21) deduzimos que
sup
pi∈E∗
{−θ∗(−pi)− Σ∗(pi)} = − inf
pi∈A∗
{∫
X
∫
Y
c(x, y)dpi(x, y) + 0
}
= − inf
pi∈A∗
J [pi], (1.1.22)
e portanto, de (1.1.18) e (1.1.22) conclu´ımos que
− sup
u,v∈A∗∗
K[u, v] = inf
z∈E
(θ(z) + Σ(z)) = sup
z∗∈E∗
(−θ∗(−z∗)− Σ∗(z∗)) = − inf
pi∈A∗
J [pi],
isto e´,
sup
u,v∈A∗∗
K[u, v] = inf
pi∈A∗
J [pi].
Soluc¸a˜o do problema dual
A partir de agora estaremos considerando X = Y = Ω ⊂ Rn, limitado. Lembre-se que
queremos mostrar a existeˆncia de um minimizante para o problema de Monge. Para isto,
vamos utilizar a formulac¸a˜o dual definida anteriormente. Mostraremos que, partindo
da formulac¸a˜o dual podemos demonstrar a existeˆncia da aplicac¸a˜o T que minimiza o
funcional I em (1.1.2). Os detalhes sa˜o apresentados a seguir.
Primeiramente, considere a expressa˜o (1.1.14), referente a` formulac¸a˜o dual do pro-
blema. Observe que por hipo´tese temos que u(x)+v(y) ≤ c(x, y) = |x− y|
2
2
. Ale´m disso,
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temos que |x− y|2 = |x|2 − x · y + |y|2. Assim, deduzimos a seguinte desigualdade:
u(x) + v(y) ≤ |x|
2
2
− x · y + |y|
2
2
,
e portanto, temos que,
x.y ≤
( |x|2
2
− u(x)
)
+
( |y|2
2
− v(y)
)
. (1.1.23)
Defina K :=
∫
X
|x|2dµ(x) +
∫
Y
|y|2dν(y) e suponha que K < ∞. Defina tambe´m
Φ(x) =
|x|2
2
− u(x), x ∈ X, Ψ(y) = |y|
2
2
− v(y), y ∈ Y . Note que, de (1.1.23) temos que
Φ e Ψ satisfazem
x · y ≤ Φ(x) + Ψ(y).
Observe tambe´m que,
max
u,v∈A∗∗
K[u, v] = max
u,v∈A∗∗
∫
X
(
u(x)− |x|
2
2
+
|x|2
2
)
dµ(x) +
∫
Y
(
v(y)− |y|
2
2
+
|y|2
2
)
dν(y)
= K −min
Φ,Ψ
{∫
X
Φ(x)dµ(x) +
∫
Y
Ψ(y)dν(y)
}
,
(1.1.24)
onde K :=
∫
X
|x|2dµ(x) +
∫
Y
|y|2dν(y) < +∞, e Φ ∈ C0(X),Ψ ∈ C0(Y ) sa˜o tais que
Φ(x) + Ψ(y) ≥ x · y.
Portanto, como pela dualidade de Kantorovich temos que sup
u,v∈A∗∗
K[u, v] = inf
pi∈A∗
J [pi],
de (1.1.24) segue que
inf
pi∈A∗
J [pi] = min
pi∈A∗
∫
X
∫
Y
|x− y|2
2
dpi
= K −min
Φ,Ψ
{∫
X
Φ(x)dµ(x) +
∫
Y
Ψ(y)dν(y)
}
,
(1.1.25)
onde (Φ,Ψ) ∈ A∗∗∗ = {(Φ,Ψ); Φ ∈ C0(X),Ψ ∈ C0(Y ); Φ(x) + Ψ(y) ≥ x · y}.
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Logo, para obtermos inf
pi∈A∗
J [pi], basta analisarmos
min
(Φ,Ψ)∈ A∗∗∗
{∫
X
Φ(x)dµ(x) +
∫
Y
Ψ(y)dν(y)
}
. (1.1.26)
O pro´ximo resultado mostra a existeˆncia de um minimizante para este problema. Este
minimizante sera´ utilizado no resultado seguinte para mostrar a existeˆncia de soluc¸a˜o para
o problema de Monge.
Teorema 1.1.2 Seja
L[Φ,Ψ] =
∫
X
Φ(x)dµ(x) +
∫
Y
Ψ(y)dν(y).
Enta˜o:
1. Existem (Φ∗,Ψ∗) soluc¸a˜o de L[Φ∗,Ψ∗] = min
(Φ,Ψ)∈A∗∗∗
L[Φ,Ψ]
2. (Φ∗,Ψ∗) sa˜o pares convexos conjugados.
Demonstrac¸a˜o:
No que segue, estaremos utilizando alguns fatos importantes de ana´lise convexa a-
presentados no cap´ıtulo anterior. Demonstraremos este teorema em treˆs etapas:
1. Primeiramente, observe que min
Φ∈C0(X)
L[Φ∗∗,Φ∗] ≤ min
(Φ,Ψ)∈A∗∗∗
L[Φ,Ψ].
De fato, seja (Φ,Ψ) ∈ A∗∗∗. Logo, temos que
Φ(x) ≥ x · y −Ψ(y), ∀y
⇒ Φ(x) ≥ max
y
{x · y −Ψ(y)} = Ψ∗(x), (1.1.27)
e portanto a seguinte desigualdade e´ satisfeita:
Ψ∗(x) + Ψ(y) ≥ x · y. (1.1.28)
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De maneira ana´loga obtemos que
Ψ(y) ≥ Φ∗(x)
Φ(x) + Φ∗(y) ≥ x · y. (1.1.29)
Observe que as seguintes desigualdades tambe´m ocorrem:
Φ(x) ≥ x · y − Φ∗(y), ∀y
⇒ Φ(x) ≥ max
y
{x · y − Φ∗(y)} = Φ∗∗(x), (1.1.30)
e portanto, temos que
Φ∗(x) + Φ∗∗(y) ≥ x · y. (1.1.31)
Assim, de (1.1.27) e (1.1.30) podemos concluir que
L[Ψ∗,Φ∗] =
∫
X
Ψ∗(x)dµ(x) +
∫
Y
Φ∗(y)dν(y) ≤ L[Φ,Ψ]. (1.1.32)
Tambe´m, de (1.1.30), (1.1.31) temos que,
L[Φ∗∗,Φ∗] =
∫
X
Φ∗∗(x)dµ(x) +
∫
Y
Φ∗(y)dν(y)
≤
∫
X
Φ(x)dµ(x) +
∫
Y
Ψ(y)dν(y) = L[Φ,Ψ],
(1.1.33)
e desta u´ltima desigualdade podemos concluir que min
Φ∈C0(X)
L[Φ∗∗,Φ∗] ≤ min
(Φ,Ψ)∈A∗∗∗
L[Φ,Ψ],
como quer´ıamos demonstrar.
2. Existe min
(Φ,Ψ)∈A∗∗∗
L[Φ,Ψ].
Pele item anterior, podemos considerar uma sequeˆncia minimizante da forma {(ϕ∗∗n , ϕ∗n)}.
Vamos mostrar que
L(ϕ∗∗n , ϕ
∗
n)→ inf
(Φ,Ψ)∈A∗∗∗
L(Φ,Ψ).
Para isto, vamos utilizar o Teorema de Arzela´-Ascoli.
Observe que, se R > 0 e´ tal que Ω ⊂ BR(0), como X = Y = Ω sa˜o compactos em
Rn, e ϕ∗n, ϕ∗∗n sa˜o func¸o˜es convexas, de (8) temos que
|ϕ∗∗n |Lip(Ω) ≤ R, ∀n
|ϕ∗n|Lip(Ω) ≤ R, (1.1.34)
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ou seja, esta famı´lia de func¸o˜es sa˜o equicont´ınuas.
Afirmamos que, sem perda da generalidade, podemos assumir que
ϕ∗∗n (x) ≥ −
|x|2
2
ϕ∗n(y) ≥ −
|y|2
2
. (1.1.35)
Com efeito, seja a ∈ Ω tal que ϕ∗∗n (a) <∞. Logo, existe yn ∈ ∂ϕ∗∗n (a) tal que
ϕ∗∗n (z) ≥ ϕ∗∗n (a) + yn(z − a), ∀z ∈ Ω.
Seja In := inf
z∈Ω
{
ϕ∗∗n (z) +
|z|2
2
}
<∞, e defina
ϕ˜∗n(y) := ϕ
∗
n(y) + In
ϕ˜∗∗n (x) := ϕ
∗∗
n (x)− In.
Assim,
inf
X
ϕ˜∗∗n (x) +
|x|2
2
= inf
X
(
ϕ∗∗n (x)− In +
|x|2
2
)
= inf
X
(
ϕ∗∗n (x) +
|x|2
2
)
− inf
X
(
ϕ∗∗n (z) +
|z|2
2
)
= 0.
Disto segue que, para todo x
0 ≤ ϕ˜∗∗n (x)− In +
|x|2
2
≤ ϕ˜∗∗n (x) +
|x|2
2
,
e portanto ϕ˜∗∗n (x) ≥ −
|x|2
2
.
Observe tambe´m que
ϕ˜∗n(y) +
|y|2
2
= sup
x
{x · y − ϕ˜∗∗n (x)}+
|y|2
2
= sup
x
{
x · y + |y|
2
2
− ϕ˜∗∗n (x)
}
≥ sup
x
{
−|x|
2
2
− ϕ˜∗∗n (x)
}
= − inf
x
{ |x|2
2
+ ϕ˜∗∗n (x)
}
= 0,
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donde conclui-se que ϕ˜∗n(y) ≥ −
|y|2
2
.
Agora, observe que
L(ϕ˜∗n, ϕ˜
∗∗
n ) =
∫
X
ϕ˜∗∗n (x)dµ(x) +
∫
Y
ϕ˜∗n(y)dν(y)
=
∫
X
ϕ∗∗n (x)− Indµ(x) +
∫
Y
ϕ∗n(y) + Indν(y)
=
∫
X
ϕ∗∗n (x)dµ(x) +
∫
Y
ϕ∗n(y)dν(y) (pois X = Y )
= L(ϕ∗n, ϕ
∗∗
n ).
(1.1.36)
Assim, como (ϕ∗n, ϕ
∗∗
n ) e´ uma sequeˆncia minimizante e, por definic¸a˜o, (ϕ˜
∗
n, ϕ˜
∗∗
n ) ∈
A∗∗∗, de (1.1.36) podemos concluir que (ϕ˜∗n, ϕ˜∗∗n ) e´ tambe´m uma sequeˆncia mini-
mizante para L. Ale´m disso, esta sequeˆncia satisfaz (1.1.35).
Isto prova a afirmac¸a˜o.
Logo, para x, y ∈ BR(0), temos que
−R
2
2
≤ ϕ∗∗n (x) = sup
y
{x · y − ϕ∗n(y)} ≤ sup
y
{x · y + |x|
2
2
} ≤ 3R
2
2
−R
2
2
≤ ϕ∗n(y) = sup
x
{x · y − ϕ∗∗n (x)} ≤
3R2
2
,
e portanto ϕ∗n, ϕ
∗∗
n sa˜o limitadas uniformemente em n, e equicont´ınuas (por (1.1.34)).
Portanto, pelo Teorema de Arzela´-Ascoli, existem subsequ¨eˆncias ϕ∗∗nk , ϕ
∗
nk
, e limites
ϕ, ψ tais que
ϕ∗∗nk → ϕ
ϕ∗nk → ψ,
(1.1.37)
e tais convergeˆncias sa˜o uniformes.
Agora, denote ϕ = Φ∗, ψ = Ψ∗. Note que (Φ∗,Ψ∗) ∈ A∗∗∗ e, ale´m disso, temos que,
na verdade,
L[Φ∗,Ψ∗] = min
ϕ∈C0(X)
L[ϕ∗∗, ϕ∗].
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De fato, como ϕ∗∗nk → ϕ uniformemente, dado ε > 0, existe n0 ∈ N tal que, se
n ≥ n0,
‖ϕ∗∗nk − ϕ‖ <
ε
2M
; M = max{|X|, |Y |}. (1.1.38)
Da mesma forma, como ϕ∗nk → ψ uniformemente, dado ε > 0, existe n˜0 ∈ N tal
que, se nk ≥ n˜0 temos
‖ϕ∗nk − ψ‖ <
ε
2M
. (1.1.39)
Assim, de (1.1.37),(1.1.38) e (1.1.39) segue que
∣∣L[ϕ∗∗nk , ϕ∗nk ]− L[Φ∗,Ψ∗]∣∣ ≤ ∣∣∣∣∫
X
ϕ∗∗nk(x)− Φ∗(x)dµ(x)
∣∣∣∣+ ∣∣∣∣∫
Y
ϕ∗nk(y)−Ψ∗(y)dν(y)
∣∣∣∣ ≤ ε,
e portanto, L[Φ∗,Ψ∗] = min
ϕ∈C0(X)
L[ϕ∗∗, ϕ∗].
3. (Φ∗,Ψ∗) e´ par convexo conjugado.
Com efeito, seja (Φ∗,Ψ∗) ∈ A∗∗∗ o par minimizante obtido no item anterior. Note
que, como no item (1), podemos concluir que Φ∗ ≥ Ψ∗∗, e portanto L[Φ∗,Ψ∗] ≥
L[Ψ∗∗,Ψ∗]. Como (Φ∗,Ψ∗) e´ par minimizante, segue que Φ∗ = Ψ∗∗. Desta forma,
como
Ψ∗∗(x) = sup
y∈Y
{x · y −Ψ∗(y)} ≥ x · y −Ψ∗(y),
Φ∗(x) = sup
y∈Y
{x · y − Φ(y)} ≥ x · y − Φ(y),
enta˜o
0 = Ψ∗∗(x)− Φ∗(x) ≥ Φ(y)−Ψ∗(y),
isto e´, Φ(y) ≤ Ψ∗(y). Como a desigualdade Φ(y) ≥ Ψ∗(y) e´ sempre verdadeira,
enta˜o Φ = Ψ∗.
Pelo mesmo racioc´ınio obtemos que Ψ = Φ∗. Isto conclui a demonstrac¸a˜o.
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A seguir mostraremos que T (x) = DΦ∗(x) e´ uma soluc¸a˜o do problema de Monge.
Teorema 1.1.3 (Brenier) Se T (x) = DΦ∗(x), enta˜o T : X → Y , T#µ = ν, e
min
T#µ=ν
∫
X
|x− T (x)|2
2
dµ(x) =
∫
X
|x− T (x)|2
2
dµ(x).
Demonstrac¸a˜o: Primeiramente, note que Im(T ) ⊂ Y , a menos de um conjunto de
medida nula. Com efeito, note que
Ψ∗(y) = max
x∈X
{x · y − Φ∗(x)} = x · y − Φ∗(x).
Se X e´ um ponto interior de X enta˜o, como Φ∗ e´ diferencia´vel, tem-se Dx(x·y−Φ∗(x))|x =
0, ou seja,
y −DΦ∗(x) = 0⇒ DΦ∗(x) = y ∈ Y.
Se x e´ um ponto de fronteira de X, que e´ um subconjunto de medida nula de X,
temos que T = DΦ∗ na˜o esta´ definida em x, o que mostra que Im(T ) ⊂ Y a menos de
um conjunto de medida nula.
Para mostrar que T#µ = ν, seja h ∈ C0(Y ) e τ > 0. Defina as seguintes func¸o˜es
ψτ (y) := Ψ
∗(y) + τh(y)
ϕτ (x) := max
y∈Y
{x · y − ψτ (y)}.
Por definic¸a˜o, temos que, ϕτ (x) + ψτ (y) ≥ x · y, e portanto
L[Φ∗,Ψ∗] ≤ L[ϕτ , ψτ ].
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Denotando L[ϕτ , ψτ ] := i(τ), a aplicac¸a˜o τ 7→ i(τ) tem um mı´nimo em τ = 0, donde
0 ≤ L[ϕτ , ψτ ]− L[Φ
∗,Ψ∗]
τ
=
1
τ
{∫
X
ϕτ (x)dµ(x)−
∫
X
Φ∗(x)dµ(x) +
∫
Y
ψτ (y)dν(y)−
∫
Y
Ψ∗(y)dν(y)
}
=
∫
Y
h(y)dν(y) +
∫
X
ϕτ (x)− Φ∗(x)
τ
dµ(x).
(1.1.40)
Agora, note que,
ϕτ (x) = max
y∈Y
{x · y − ψτ (y)}
= max
y∈Y
{x · y −Ψ∗(y)− τh(y)}
≥ max
y
{x · y −Ψ∗(y)} − τ‖h‖L∞
= Φ∗(x)− τ‖h‖L∞ .
Logo
Φ∗(x)− τ‖h‖L∞ ≤ ϕτ (x) = max
y∈Y
{x · y −Ψ∗(y)− τh(y)}
≤ max
y
{x · y −Ψ∗(y)} − τ‖h‖L∞
= Φ∗(x) + τ‖h‖L∞ .
(1.1.41)
Agora, seja yτ tal que
ϕτ (x) = x · yτ −Ψ∗(yτ )− τh(yτ ).
Desta forma,
ϕτ (x)− Φ∗(x) = x · yτ −Ψ∗(yτ )− Φ∗(x)︸ ︷︷ ︸
≤0
−τh(yτ ) ≤ h(yτ ). (1.1.42)
Por outro lado, seja y tal que Φ∗(x) = x · y −Ψ∗(y). Desta forma,
ϕτ (x)− Φ∗(x) = ϕτ (x)− x · y + Ψ∗(y)
≥ x · y −Ψ∗(y)− τh(y)− x · y + Ψ∗(y)
= −τh(y).
(1.1.43)
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De (1.1.42) e (1.1.43) segue que
−h(y) ≤ ϕτ (x)− Φ
∗(x)
τ
≤ −h(yτ ). (1.1.44)
Como Φ∗ e´ convexa e Lipschitziana, Φ∗ e´ diferencia´vel quase sempre, pelo Teorema
de Rademacher (ver [18]). Seja x tal que Φ∗(x) e´ diferencia´vel. Desta forma, para y
definido anteriormente, temos
Φ∗(x) + Ψ∗(y) = x · y,
e portanto y ∈ ∂Φ∗(x). Mas como Φ∗ e´ diferencia´vel, em verdade temos DΦ∗(x) = y.
Mais ainda, o ponto de ma´ximo de x · y −Ψ∗(y) como func¸a˜o de y e´ u´nico.
Agora, notemos que x · y − Ψ∗(y) − τh(y) converge uniformemente a x · y − Ψ∗(y)
quando τ → 0. Logo, conforme a Observac¸a˜o 4, do Lema 3, existe um sequeˆncia {yτ} de
pontos de ma´ximo de x · y −Ψ∗(y)− τh(y) tal que yτ → y, quando τ → 0.
Desta forma, face ao anteriormente exposto temos, pelo Teorema da Convergeˆncia
Dominada, (1.1.40) e (1.1.44),
0 ≤
∫
Y
h(y)dν(y)−
∫
X
h(DΦ∗(x))dµ(x),
isto e´, ∫
X
h(DΦ∗(x))dµ(x) ≤
∫
Y
h(y)dν(y).
Trocando h por −h, por um racioc´ınio ana´logo ao desenvolvido para h, obtemos,∫
Y
h(y)dν(y) ≤
∫
X
h(DΦ∗(x))dµ(x),
e portanto ∫
X
h(DΦ∗(x))dµ(x) =
∫
Y
h(y)dν(y).
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Resta-nos mostrar que
min
T#µ=ν
∫
X
|x− T (x)|2
2
dµ(x) =
∫
X
|x− T (x)|2
2
dµ(x).
Para isto, primeiramente note que T, T satisfazem:∫
X
|x− T (x)|2
2
dµ(x) =
1
2
{∫
X
|x|2dµ(x) +
∫
X
|T (x)|2dµ(x)− 2
∫
X
x · T (x)dµ(x)
}
,
∫
X
|x− T (x)|2
2
dµ(x) =
1
2
{∫
X
|x|2dµ(x) +
∫
X
|T (x)|2dµ(x)− 2
∫
X
x · T (x)dµ(x)
}
.
Ao subtrairmos ambos os membros das identidades acima, podemos concluir que, se
mostrarmos a seguinte desigualdade∫
X
x · (T (x)− T (x))dµ(x) ≥ 0,
obtemos o resultado desejado. Note que como T#µ = ν, temos∫
X
Ψ∗(T (x))dµ(x) =
∫
Y
Ψ∗(y)dν(y) =
∫
X
Ψ∗(T (x))dµ(x).
Ale´m disso, T satisfaz
Φ∗(x) + Ψ∗(T (x)) = x · T (x). (1.1.45)
Observe tambe´m que, quando y = T (x), a seguinte desigualdade e´ satisfeita:
Φ∗(x) + Ψ∗(y) ≥ x · y. (1.1.46)
Portanto, como T#µ = ν e T#µ = ν, de (1.1.45) e (1.1.46) temos que
0 =
∫
X
{Ψ∗(T (x))−Ψ∗(T (x))}dµ(x)
≤
∫
X
{x · T (x)− Φ∗(x)− x · T (x) + Φ∗(x)}dµ(x)
=
∫
X
x · (T (x)− T (x))dµ(x).
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Isto conclui a demonstrac¸a˜o.
O interesse pelo problema do transporte o´timo cresceu a partir dos anos 90 com o
surgimento de um resultado a respeito da fatorizac¸a˜o polar de campos vetoriais. Tal
resultado, conhecido como Teorema de Fatorizac¸a˜o Polar (devido a Brenier), afirma que
qualquer aplicac¸a˜o de valores vetoriais na˜o-degenerada pode ser rearranjada como o gra-
diente de uma func¸a˜o convexa. Este teorema foi motivado pelo estudo do seguinte prob-
lema de projec¸a˜o: “Se H e´ o espac¸o de Hilbert L2(Ω,Rn) e S e o conjunto de todas as
aplicac¸o˜es sobre Ω que preservam medida, encontrar s ∈ S que minimize
∫
‖u(x)−s(x)‖2,
u ∈ H.”Observe que a resposta desejada pode ser obtida atrave´s do estudo do problema
de Monge-Kantorovich. O Teorema de Fatorizac¸a˜o Polar de Brenier e´ enunciado como
segue:
Teorema 1.1.4 (Teorema de Fatorizac¸a˜o Polar, Brenier [4]) Sejam X e Y sub-
conjuntos compactos, mensura´veis de Rn, e h : X → Rn campo L2(X). Sejam µ+, µ−, µ
medidas de probabilidade sobre X, Y,Rn, respectivamente, tais que h#µ+ = µ. Assuma
que µ−, µ atribuem medida nula a conjuntos de medida de Lebesgue 0.
Enta˜o existem u´nicos ∇ψ, ψ convexa, ψ : Y → Rn, e s : X → Y tais que s#µ+ = µ−
e h = ∇φ ◦ s. Mais ainda, s e´ a projec¸a˜o de h sobre
S := {s : X → Y, s ∈ L2, s#µ+ = µ−},
isto e´ ∫
X
|h(x)− s(x)|2dµ+(x) = min
s∈S
∫
X
|h(x)− s(x)|2dµ+(x).
Demonstrac¸a˜o: Procuramos s que resolva o seguinte problema de minimizac¸a˜o:
min
s∈S
∫
X
|h(x)− s(x)|2dµ+(x). (1.1.47)
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Se c(x, y) = |h(x)− y|2, reca´ımos na resoluc¸a˜o o problema de Monge, de minimizac¸a˜o do
funcional
I[T ] =
∫
X
c(x, T (x))dµ+(x),
agora sujeito a`s condic¸o˜es h#µ
+ = µ, T ∈ S. Na verdade, a resoluc¸a˜o deste problema
e´ ana´loga ao caso do custo quadra´tico descrito anteriormente, uma vez que os seguintes
fatos ocorrem:
1. Procedendo como na ana´lise do problema de Monge associado ao custo quadra´tico,
com as modificac¸o˜es necessa´rias, a soluc¸a˜o do problema de minimizac¸a˜o em questa˜o
e´ obtida ao minimizarmos o seguinte funcional
L[φ, ψ] =
∫
X
φ(h(x))dµ+(x) +
∫
Y
ψ(y)dµ−(y),
onde φ, ψ ∈ C0 esta˜o sujeitos a` condic¸a˜o φ(h(x)) + ψ(y) ≥ h(x) · y.
2. Por hipo´tese, h ∈ L2(X), e portanto∫
X
|h(x)|dµ+(x) ≤
(∫
X
dµ+(x)
) 1
2
‖h‖L2 <∞. (1.1.48)
Assim, ao considerarmos a desigualdade
∣∣L[ϕ∗∗nk , ϕ∗nk ]− L[ϕ, ψ]∣∣ ≤ ∫
X
|ϕ∗∗nk(h(x))−ϕ(h(x))|dµ+(x)+
∫
Y
|ϕ∗nk(y)−ψ(y)|dµ−(y),
a qual e´ proveniente da demonstrac¸a˜o da existeˆncia de minimizante para o funcional
L em questa˜o ( estamos seguindo exatamente os mesmos passos realizados no custo
quadra´tico), a desigualdade (1.1.48) permite que estimemos a primeira integral da
desigualdade acima.
3. Como h#µ
+ = µ, seN e´ um conjunto de medida de Lebesgue nula, temos µ+(h−1(N)) =
µ(N) = 0. Portanto, se φ∗ e´ tal que (φ∗, ψ∗) e´ o ponto de mı´nimo de L, enta˜o
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∇φ∗(h(x)) esta´ bem definida em X \ h−1(N), onde N , o conjunto onde ∇φ∗ na˜o
esta´ definida, e´ tal que |N | = 0.
Ale´m disso, como no custo quadra´tico, podemos concluir que s = ∇φ∗(h(x)).
4. Por fim, como s = ∇φ∗(h(x)) e´ soluc¸a˜o do problema dual associado ao custo
c(x, y) = |h(x) − y|2, e valendo-se do fato que p˜i e´ soluc¸a˜o do problema de Kan-
torovich associado a este mesmo custo, temos que∫
X×Y
{φ∗(h(x)) + ψ∗(y)− h(x) · y} dp˜i(x, y) = 0.
Como
0 =
∫
X×Y
{φ∗(h(x)) + ψ∗(y)− h(x) · y} dp˜i(x, y) =
=
∫
X
{φ∗(h(x)) + ψ∗(s(x))− h(x) · s(x)} dµ+(x),
conclu´ımos que
φ∗(h(x)) + ψ∗(s(x)) = h(x) · s(x), µ+ − q.t.p.. (1.1.49)
Como µ− atribui medida nula a conjuntos de medida de Lebesgue nula, e s#µ+ =
µ−, pelas propriedades de φ∗, ψ∗, temos que a identidade (1.1.49) implica que
∇ψ∗(s(x)) esta´ bem definida (pelos mesmo argumentos utilizados para mostrar
a boa definic¸a˜o de ∇φ∗(h(x))). Portanto, ψ∗ e´ diferencia´vel quase sempre, e
∇ψ∗(s(x)) = h(x), µ− q.t.p.,
ou seja, h = ∇ψ∗ ◦ s. Como (ψ∗, φ∗) e´ par convexo conjugado, ψ∗ = φ.
Isto conclui a demonstrac¸a˜o.
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Observac¸a˜o 1.1.5 Note que o problema de Monge associado ao custo quadra´tico pode
ser visto como um caso particular do Teorema de Fatorizac¸a˜o Polar se , para todo x,
substituirmos a func¸a˜o h do Teorema de Fatorizac¸a˜o Polar pela aplicac¸a˜o identidade Id,
e se substituirmos as medidas de probabilidade µ, µ+ do Teorema de Fatorizac¸a˜o Polar
pela medida de probabilidade µ definida sobre o espac¸o de medida X, e a medida µ− pela
medida de probabilidade ν definida sobre o espac¸o de medida Y . (Lembre que no problema
de Monge queremos definir uma estrate´gia de transporte T : X → Y .)
O Teorema de Fatorizac¸a˜o Polar tambe´m tem sido uma ferramenta muito utilizada
no estudo de soluc¸o˜es da equac¸a˜o de Monge-Ampe`re. A equac¸a˜o de Monge-Ampe`re
desempenha um papel importante no nosso estudo visto que, quando consideramos a
formulac¸a˜o dual das equac¸o˜es semigeostro´ficas, temos uma equac¸a˜o de transporte escalar
ativo, cujo campo transportante esta´ acoplado a` quantidade transportada atrave´s de
uma equac¸a˜o de Monge-Ampe`re. A seguir, faremos uma breve descric¸a˜o do Problema de
Monge-Ampe`re, a relac¸a˜o deste problema com o Teorema de Fatorizac¸a˜o Polar.
Problema de Monge-Ampe`re
Seja α ∈ L1(Rn) tal que α ≥ 0, e
∫
(1 + ‖y‖p)α(y)dy <∞. Sejam µ uma medida de
probabilidade absolutamente cont´ınua com respeito a` medida de Lebesgue, e φ : Rn → R
uma func¸a˜o convexa satisfazendo
µ(∇φ(y)) detD2φ(y) = α(y),∀y ∈ supp(α), (1.1.50)
∇φ transporta o suporte de α para Ω, (1.1.51)
onde (1.1.50) significa que, para toda func¸a˜o h ∈ Cb(Rn), temos∫
h(∇φ(y))α(y)dy =
∫
h(y)µ(y)dy. (1.1.52)
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Observe que a equac¸a˜o (1.1.50) e´ um caso particular da equac¸a˜o geral de Monge-Ampe`re
detD2φ(y) = F (y, φ(y)∇φ(y)).
Definic¸a˜o 1.1.6 As func¸o˜es convexas φ : Rn → R que satisfazem (1.1.51) e (1.1.52)
sa˜o chamadas soluc¸o˜es generalizadas da equac¸a˜o de Monge-Ampe`re (1.1.50).
O Teorema de Fatorizac¸a˜o Polar nos fornece uma soluc¸a˜o generalizada φ da equac¸a˜o de
Monge-Ampe`re no sentido da definic¸a˜o anterior. De fato, suponha que µ+ seja uma me-
dida de probabilidade em Rn absolutamente cont´ınua com respeito a` medida de Lebesgue,
e que h seja um campo satisfazendo as hipo´teses do Teorema de Fatorizac¸a˜o Polar. Se α
e´ uma medida de probabilidade definida por∫
Rn
f(y)dα(y) =
∫
X
f(h(x))µ+(x)d(x), f ∈ Cc(Rn), (1.1.53)
isto e´, h#µ
+ = α, pelo Teorema de Fatorizac¸a˜o Polar existe um u´nico s = ∇φ, φ aplicac¸a˜o
convexa, satisfazendo ∫
Rn
f(y)dα(y) =
∫
Ω
f(∇φ(x))µ+(x)d(x), (1.1.54)
para cada f ∈ Cc(Rn).
Como φ e´ convexa, se φ∗ e´ sua transformada de Legendre temos que, para quase todo
x ∈ D(φ), ∇φ(∇φ∗)(x) = x, e portanto, D2φ(∇φ∗(x)) · D2φ∗(x) = Id, onde Id e´ a
aplicac¸a˜o identidade. Desta forma, temos que detD2φ(∇P ∗(x)) · detD2φ∗(x) = 1. Fac¸a
a mudanc¸a de coordenadas y = ∇φ(x) no segundo membro da igualdade (1.1.54). Logo,
temos que x = ∇φ∗(y), e dx = detD2φ∗(y)dy, e portanto,∫
Ω
f(∇φ)µ(z)dz =
∫
supp(α)
f(y)µ(∇φ∗(y)) detD2φ∗(y)dy. (1.1.55)
Logo, de (1.1.54) e (1.1.55), segue que, ∀f ∈ Cc(Rn),∫
supp(α)
f(y)µ(∇φ∗(y)) detD2φ∗(y)dy =
∫
Rn
f(y)α(y)dy.
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Isto mostra o desejado.
1.2 Equac¸o˜es semigeostro´ficas: Formulac¸a˜o e Fato-
rizac¸a˜o Polar
Suponha que um fluido se mova no interior de um conjunto Ω ⊂ R3 um aberto e limi-
tado, e que satisfac¸a a um conjunto adequado de equac¸o˜es de Euler incompress´ıveis, com
aproximac¸o˜es de Boussinesq e hidrosta´tica, definido em (1)-(4) por:
Dt(u1, u2) + fu
⊥ = (−∂1p,−∂2p),
Dtρ = 0
divu = 0
∂3p+ ρ = 0
Dt = ∂t + u.∇, ∇ = (∂x1 , ∂x2 , ∂x3),
onde u = (u1, u2, u3) e´ a velocidade, u
⊥ = (−u2, u1, 0). A func¸a˜o p denota a pressa˜o, e
ρ a densidade, func¸o˜es de (x, t) ∈ Ω × [0, T ), e f e´ dada pela forc¸a de Coriolis, a qual
consideraremos constante.
Supomos ainda que o campo u dado acima satisfaz a relac¸a˜o geostro´fica
(vg1 , v
g
2) = (−∂2p, ∂1p),
, a qual define o vento geostro´fico. Ale´m disso, a componente ageostro´fica da velocidade
deve ser transportada de forma passiva, ou seja, Dtv
ag = 0. Assim, ao substituirmos
Dt(−∂2p, ∂1p) por Dt(u1, u2) no conjunto de equac¸o˜es acima, e tomarmos f = 1, obtemos
o sistema semigeostro´fico, descrito por
Dt(v
g
1 , v
g
2) + (∂1p, ∂2p) = (u2,−u1)
(vg1 , v
g
2) = (−∂2p, ∂1p)
Dtρ = 0
divu = 0
∂3p+ ρ = 0
Dt = ∂t + u.∇, ∇ = (∂x1 , ∂x2 , ∂x3),
(1.2.56)
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onde u = (u1, u2, u3) e´ a velocidade (u = v
g +vag), p e´ a pressa˜o, e ρ a densidade, func¸o˜es
de (x, t) ∈ Ω× [0, T ). Os dados inicias e de fronteira sa˜o
u · ν = 0 sobre ∂Ω× [0, T )
p(x, 0) = p0(x) em Ω.
(1.2.57)
Observe que, sob esta formulac¸a˜o (que sera´ referida como “a forma geral das equac¸o˜es
semigeostro´ficas”), na˜o ha´ condic¸a˜o inicial sobre u, e tambe´m na˜o ha´ uma equac¸a˜o de
evoluc¸a˜o em u, ou um outro tipo de equac¸a˜o nas outras varia´veis do problema cuja forma
ja´ seja conhecida. Introduzindo a seguinte mudanc¸a de varia´veis
P (x, t) = p(x, t) +
1
2
(x21 + x
2
2)
podemos reescrever (1.2.56) como um sistema de equac¸o˜es para P, u = (u1, u2, u3) depen-
dendo de (x, t) ∈ Ω× (0, T ). Com efeito, observe que, em termo de suas coordenadas, o
sistema anterior e´ dado por
Dtv
g
1 + ∂1p− u2 = 0
Dtv
g
2 + ∂2p+ u1 = 0
Dtρ = 0
divu = 0
Dxp = (v
g
2 , v
g
1 ,−ρ).
(1.2.58)
Assim, valendo-se do fato que
∂1p = ∂1P − x1 ∂2p = ∂2P − x2,
temos,
−Dt(∂2P ) + ∂1P − x1 = 0
Dt(∂1P ) + ∂2P − x2 = 0, (1.2.59)
ou, em termos matriciais
Dt(∂1P, ∂2P, ∂3P ) =
 0 −1 01 0 0
0 0 0
 ∂1P − x1∂2P − x2
∂3P − x3
 .
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Desta forma, obtemos,
DtX = J(X − x)
divu = 0
X = ∇P
u · ν = 0 sobre ∂Ω× [0, T )
P (x, 0) = P0(x) em Ω,
(1.2.60)
onde J =
 0 −1 01 0 0
0 0 0
.
Observac¸a˜o 1.2.1 Uma soluc¸a˜o de (1.2.60) determina uma soluc¸a˜o do sistema semi-
geostro´fico em sua forma geral. De fato, considere (P, u) soluc¸a˜o de (1.2.60). Como X =
∇P , ao considerarmos u = u, e tomando p(x, t) = P (x, t)− 1
2
(x21 + x
2
2), ρ(x, t) = −∂3p,
temos
Dt(∂2P )− ∂1P = −x1 ⇔ Dt(−∂2p) + ∂1p = u2
Dt(∂1P ) + ∂2P = x2 ⇔ Dt(∂1p) + ∂2p = −u1.
Se (v1g , v
2
g) = (−∂2p, ∂1p), enta˜o, como Dt(∂3P ) = 0 implica Dtρ = 0, pode-se concluir
que (P, u) determina uma soluc¸a˜o de (1.2.56).
Definic¸a˜o 1.2.2 O sistema (1.2.60) e´ chamado de forma Lagrangeana das equac¸o˜es
semigeostro´ficas.
Sejam P , X = ∇P , e u satisfazendo (1.2.60). Defina∣∣∣∣∣ ddtF (x, t) = u(F (x, t), t)F (x, 0) = x,
que determina a trajeto´ria t 7→ F (x, t) em Ω do marcador Lagrangeano com posic¸a˜o
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inicial x. Defina Z = Z(x, t) = ∇P (F (x, t), t), a varia´vel Lagrangeana. Enta˜o,
d
dt
Z(x, t) = J [Z(x, t)− F (x, t)]
=
∂
∂t
∇P|(F,t) +∇x(∇P|(F,t)) ·
dF (x, t)
dt︸ ︷︷ ︸
=u
= Dt(∇P (F (x, t), t))
= J [∇P (F (x, t), t)− F (x, t)]
, (1.2.61)
onde J e´ a matriz mencionada anteriormente.
Defina J˜ := J˜(x, t) = det[DxF ](x, t). Note que J˜(x, 0) = 1, pois
J˜(x, 0) = det [DxF ](x, 0) = 1.
Ale´m disso, J˜ satisfaz a seguinte propriedade, a qual na˜o sera´ demonstrada, mas que
pode ser encontrada por exemplo em [7]:
d
dt
J˜(x, t) = [div u(F (x, t), t)] · J˜(x, t). (1.2.62)
Assim, como, por (1.2.60), temos que div u = 0, enta˜o podemos concluir que F (x, t)
satisfaz
detDx F (x, t) = 1. (1.2.63)
De fato, temos que
d
dt
J˜(x, t) = 0, e J˜(x, 0) = 1. Claramente a soluc¸a˜o desta EDO e´
J˜(x, t) = 1, o que prova a afirmac¸a˜o.
Estamos interessados apenas em soluc¸o˜es tais que a pressa˜o modificada P seja con-
vexa. Cullen e Purser em [15] mostraram que estas soluc¸o˜es sa˜o esta´veis relativas a`
energia natural do sistema, que e´ dada por
E[X] :=
∫
Ω
( |x1 −X1(x)|2
2
+
|x2 −X2(x)|2
2
− x3X3(x)
)
dx,
onde X(x) = (X1(x), X2(x), X3(x)) e´ um campo vetorial que depende de x ∈ Ω. Ale´m
disso, de (1.2.63) segue que estamos interessados em aplicac¸o˜es F que preservam medida
de Lebesgue.
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Observe que a formulac¸a˜o Lagrangeana (1.2.60) das equac¸o˜es semigeostro´ficas e´ mais
simples do que sua forma geral. No entanto, os primeiros resultados acerca de e-
xisteˆncia de soluc¸o˜es para as equac¸o˜es semigeostro´ficas na˜o foram obtidos nesta forma
Lagrangeana, mas sim em sua forma “dual”, obtida atrave´s de uma mudanc¸a entre
varia´veis dependentes e independentes.
Nosso objetivo, a partir de agora, e´ obter a formulac¸a˜o das equac¸o˜es semigeostro´ficas
em varia´veis duais, mais conhecida como formulac¸a˜o dual das equac¸o˜es SG.
Sejam P uma func¸a˜o convexa, suave, e F uma aplicac¸a˜o que preserva medida, tais
que, se Z = ∇P (F (x, t), t), enta˜o para toda f ∈ Cc(R3), vale a seguinte identidade:∫
Ω
f(Z(x, t))dx =
∫
Ω
f(∇P (x, t))dx, ∀f ∈ Cc(R3). (1.2.64)
Seja α = ∇P (·, t)#LΩ, isto e´,∫
Ω
f(∇P (x, t))dx =
∫
R3
f(y)dα(y, t), ∀f ∈ Cc(R3). (1.2.65)
Suponha que α seja absolutamente cont´ınua com respeito a` medida de Lebesgue. Assim,
a mudanc¸a de varia´veis y = ∇P (x, t) no lado esquerdo de (1.2.65) resulta na seguinte
identidade∫
R3
f(y)α(y, t)dy =
∫
R3
f(y) det(D2P ∗(y, t))dy, ∀f ∈ Cc(R3), (1.2.66)
pois ∇P ◦ ∇P ∗ = Id, e P ∗(y, t) = sup
x∈Ω
{x · y − P (x, t)} e´ a transformada de Legendre de
P . Assim, no sentido fraco, podemos concluir que
α(y, t) = det(D2P ∗(y, t)). (1.2.67)
Este objeto sera´ chamado de vorticidade potencial pois, como veremos a seguir, α
satisfaz uma equac¸a˜o de transporte por um campo de divergente nulo, ana´logo a` equac¸a˜o
de Euler para vorticidade em 2D.
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A ide´ia, a partir de agora, e´ obter uma equac¸a˜o de evoluc¸a˜o para α(y, t). Seja ξ ∈
C∞c (R3 × [0, T )) uma func¸a˜o teste. Tomando a expressa˜o dada por (1.2.61), compondo
com ∇ξ ∈ C∞c (R3× [0, T )) (por razo˜es te´cnicas que veremos abaixo), e integrando sobre
R3 × [0, T ), obtemos∫
R3
∫ T
0
d
dt
Z(x, t) · ∇ξ(Z(x, t), t)dtdx =
∫
R3
∫ T
0
J [Z(x, t)− F (x, t)] · ∇ξ(Z(x, t), t)dtdx.
(1.2.68)
Observe que∫
R3
∫ T
0
d
dt
ξ(Z(x, t), t)dtdx =
∫
R3
∫ T
0
{
∂tξ(Z(x, t), t) +∇ξ(Z(x, t), t)dZ
dt
}
dtdx,
e portanto, calculando a integral em t do lado esquerdo da identidade acima, temos que∫
R3
∫ T
0
d
dt
Z(x, t)∇ξ(Z(x, t))dtdx = −
∫
R3
∂tξ(Z(x, t), t)dtdx−
∫
R3
∫ T
0
ξ(Z(x, 0), 0)dx.
(1.2.69)
Portanto, de (1.2.68) e (1.2.69), conclu´ımos que,∫
R3
∫ T
0
∂tξ(Z(x, t), t)dtdx+
∫
R3
∫ T
0
J [Z(x, t)− F (x, t)]∇ξ(Z(x, t), t)dtdx
−
∫
R3
ξ(Z(x, 0), 0)dx = 0.
Fazendo a mudanc¸a de varia´veis y = Z(x, t), lembrando que Z = ∇P ◦F , e utilizando
(1.2.64), (1.2.65), obtemos que,∫
R3
∫ T
0
{∂tξ(y, t) + U(y, t) · ∇ξ(y, t)}α(y, t)dtdy +
∫
R3
ξ(y, 0)α(y, 0)dy = 0, (1.2.70)
para toda func¸a˜o teste ξ ∈ C∞c (R3 × [0, T )), onde, aqui, o campo U e´ definido por
U(y, t) = J [y −∇P ∗(y, t)].
Definic¸a˜o 1.2.3 A identidade (1.2.70) e´ uma formulac¸a˜o fraca para a equac¸a˜o de trans-
porte ∂tα +∇ · (Uα) = 0.
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Desta forma, chegamos a uma equac¸a˜o de transporte escalar ativo, cujo campo trans-
portante esta´ acoplado a` quantidade transportada atrave´s de uma equac¸a˜o de Monge-
Ampe`re, ou seja,
∂tα +∇.(Uα) = 0 R3 × [0, T )
∇P (., t)#LΩ = α(., t), ∀t ∈ [0, T )
U(X, t) = J [X −∇P ∗(X, t)]
P ∗(X, t) = sup
x∈Ω
(x.X − P (x, t)), ∀(X, t) ∈ R3 × [0, T )
α(X, 0) = α0(X) q.t.p. em X ∈ R3.
(1.2.71)
Definic¸a˜o 1.2.4 O problema (1.2.71) e´ conhecido como a forma dual das equac¸o˜es semi-
geostro´ficas.
Conforme mencionado anteriormente, os primeiros resultados de existeˆncia de soluc¸o˜es
para as equac¸o˜es semigeostro´ficas foram obtidos no contexto dual. Os primeiros passos
nesta direc¸a˜o foram dados por Benamou e Brenier [3].
Definic¸a˜o 1.2.5 Sejam Ω ⊂ R3 um aberto limitado, e α0 ∈ Lp(R3), p ≥ 1, com suporte
compacto. Se α, P estiverem definidos sobre R3×[0, T ), dizemos que (α, P ) e´ uma soluc¸a˜o
fraca para o problema (1.2.71) se,
(i) para todo t, α(., t) possui suporte compacto contido em uma bola aberta B(0, S),
(ii) P (., t) e´ convexa, para todo t,
(iii) a formulac¸a˜o fraca (1.2.70) e´ satisfeita, ∀ξ ∈ C∞c (R3 × [0, T )),
(iv) (α, P ) satisfazem (1.2.65), que e´ a formulac¸a˜o fraca da equac¸a˜o de Monge- Ampe`re.
Benamou e Brenier constru´ıram uma sequeˆncia convergente de soluc¸o˜es aproximadas
para as equac¸o˜es semigeostro´ficas na forma dual verificando a formulac¸a˜o fraca (1.2.70),
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atrave´s de uma discretizac¸a˜o no tempo da equac¸a˜o de Monge-Ampe`re. Este resultado
de existeˆncia foi obtido considerando dados iniciais em Lp(R3), p > 3. Alguns anos mais
tarde, Nussenzveig Lopes e Lopes Filho [22], valendo-se das estruturas dos espac¸os de
Orlicz, adaptaram para os espac¸os L1(R3) a demonstrac¸a˜o ja´ conhecida, e atrave´s de
argumentos de propagac¸a˜o de compacidade provaram a existeˆncia de soluc¸o˜es neste caso.
No que segue, estaremos utilizando alguns espac¸os de Orlicz. Remetemos o leitor ao
Apeˆndice para obter definic¸o˜es relevantes e resultados utilizados.
No teorema a seguir, cuja demonstrac¸a˜o sera´ omitida, A denota uma N-func¸a˜o ∆-
regular tal que ∇P0#LΩ ∈ LA(R3), onde LA(R3) e´ o espac¸o de Orlicz associado a A,
e EA∗(R3) denota o espac¸o dual de LA(R3). Este teorema sintetiza os resultados de
existeˆncia obtidos em [3] e [22].
Teorema 1.2.6 (Benamou e Brenier, 1998; Nussenzveig Lopes e Lopes Filho, 2002)
Seja Ω ⊂ R3 um aberto limitado, tal que Ω ⊂ B onde B e´ uma bola aberta B(0, S). Seja
P0(x) uma func¸a˜o convexa e limitada em B, satisfazendo
α0 := DP0#LΩ ∈ Lq(R3)
para algum q ≥ 1.Enta˜o para qualquer T > 0 existem func¸o˜es α(X, t), P (X, t) sobre
R3 × [0, T ) tais que
(i) α, P satisfazem
α ∈ L∞([0, T ), Lq(R3)) ∩ C([0, T ), w∗ − LA(B(0, R0))
P ∈ L∞([0, T ),W 1,∞(Ω)) ∩ C([0, T ),W 1,r(Ω)),
onde r e´ um nu´mero real pertencente ao intervalo [1,∞), A e´ uma N- func¸a˜o, e
LA e´ o espac¸o de Orlicz associado a A.
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(ii) seja R0 = S(1 + T ). Enta˜o
supp(α(., t)) ⊂ B(0, R0); ∀t ∈ [0, T ), (1.2.72)
(iii) P (., t) e´ convexa em Ω;
(iv) P ∗ satisfaz
P ∗(., t) e´ convexa em R3 ∀t ∈ [0, T ),
P ∗ ∈ L∞loc(R3 × [0, T )),
∇P ∗ ∈ L∞([0, T ), EA∗(B(0, R0)) ∩ C([0, T ), Lr(B(0, R)))
para todo R > 0, e todo r ∈ [1,∞), onde EA∗(B(0, R0)) e´ o dual de LA(B(0, R0)).
Mais ainda,
‖∇P ∗(., t)‖L∞(R3) ≤ S ∀t ∈ [0, T ), (1.2.73)
(v) (α, P, P ∗) satisfazem (1.2.71), onde a equac¸a˜o de evoluc¸a˜o e o dado inicial para α
sa˜o entendidos no sentido fraco, a saber: para qualquer φ ∈ C1c (R3 × [0, T ))∫
R3×[0,T )
[∂tφ(X, t) + U(X, t).∇φ(X, t)]α(X, t)dXdt
+
∫
R3
α0(X)φ(X, 0)dX = 0.
(1.2.74)
Observac¸a˜o 1.2.7 O Teorema 1.2.6, em particular, nos garante a existeˆncia de uma
sequeˆncia {αn} de soluc¸o˜es fracas associada ao problema dual, e de sequ¨eˆncias {P n}, {(P n)∗}
associadas a {αn} tais que, para cada t ∈ [0, T ), se o par (α, P ) e´ soluc¸a˜o fraca de
(1.2.71), enta˜o as seguintes convergeˆncias ocorrem:
αn(., t) ⇀ α(., t) w∗ − LA(B(0, R0))
P n(., t) −→ P (., t) W 1,r(Ω)
P n0 −→ P0 W 1,1(Ω)
(P n)∗(., t) −→ P ∗(., t) W 1,1loc (R3)
(∇P n)∗(., t) −→ ∇P ∗(., t) (EA∗)loc(R3).
(1.2.75)
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Observe que, de acordo com a Definic¸a˜o 1.2.5, se α ∈ C([0, T ), w − L1(R3)) e´ uma
soluc¸a˜o fraca para a formulac¸a˜o dual das equac¸o˜es semigeostro´ficas, enta˜o α satisfaz a
seguinte identidade, ∀T > 0, ∀ϕ ∈ C∞c (R3 × [0, T )),∫
R3×[0,T )
{
∂tφ(X, t) + [X −∇P ∗(X, t)]⊥.∇φ(X, t)
}
α(X, t)dXdt
+
∫
R3
α0(X)φ(X, 0)dX = 0.
No entanto, se buscamos soluc¸o˜es α definidas no espac¸o medidas de Radon, a definic¸a˜o
de soluc¸a˜o fraca dada acima precisa ser reformulada, a fim de que o produto ∇P ∗ · α
fac¸a sentido em R3, visto que o mesmo na˜o esta´ definido quando α e´ uma medida. Na
verdade, se α e´ uma medida, o produto ∇P ∗ · α so´ esta´ bem definido quando ∇P ∗ e´
cont´ınuo. Mas, como aqui α = detD2P ∗, nem sempre podemos garantir que ∇P ∗ e´
cont´ınua. Por exemplo, se para todo t, αt(x) = δ0(x), onde δ0(x) e´ a medida de Dirac,
podemos verificar (isto esta´ detalhado na Sec¸a˜o 3.4 do Cap´ıtulo 3) que, para cada t, a
func¸a˜o convexa associada a α e´ dada por Pt(x) = |x|, e portanto ∇Pt(x) = x|x| ∈ L
∞(Ω),
que na˜o e´ cont´ınua em x = 0.
Gregoire Loeper, em [21], obteve uma nova formulac¸a˜o fraca para as equac¸o˜es semi-
geostro´ficas no contexto das medidas de probabilidade. Observe que, como α = ∇P#LΩ
e´ uma medida de probabilidade com suporte compacto, e absolutamente cont´ınua com
respeito a` medida de Lebesgue, temos que
∫
R3
[(∇P ∗)⊥ · ∇φ]α =
∫
Ω
x⊥ · ∇φ(∇P ),
e a segunda integral esta´ bem definida neste caso.
Estas observac¸o˜es foram a motivac¸a˜o para a introduc¸a˜o uma nova formulac¸a˜o fraca
para as equac¸o˜es semigeostro´ficas no contexto das medidas de probabilidade.
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Definic¸a˜o 1.2.8 Para todo t ∈ [0, T ], seja α(t) uma medida de probabilidade de R3.
Esta medida e´ dita ser uma soluc¸a˜o fraca para as equac¸o˜es semigeostro´ficas se
1. a medida de probabilidade α, dependente do tempo, pertence a C([0, T ], w∗ − P);
2. existe t 7→ R(t) na˜o crescente tal que para todo t ∈ [0, T ), α(., t) tem suporte em
B(0, R(t));
3. para todo T > 0 e todo φ ∈ C∞c (R3 × [0, T ]), temos∫
R3×[0,T ]
∂tφ(X, t)dα(x, dt) +
∫
Ω×[0,T ]
∇φ(∇P (x, t), t) · x⊥dxdt
−
∫
R3×[0,T ]
∇φ(X, t) ·X⊥dα(x, dt)
=
∫
R3
φ(X, 0)dα(X,T )−
∫
R3
φ(X, 0)dα(X, 0).
(1.2.76)
Observac¸a˜o 1.2.9 Se α e´ absolutamente cont´ınua com relac¸a˜o a` medida de Lebesgue,
a definic¸a˜o anterior e´ consistente com a definic¸a˜o ja´ conhecida de soluc¸a˜o fraca.
G. Loeper mostrou em [21] a existeˆncia de soluc¸a˜o fraca global para as equac¸o˜es
semigeostro´ficas com dado inicial no espac¸o de medidas de probabilidade. O pro´ximo
teorema descreve os resultados obtidos por Loeper.
Teorema 1.2.10 (Loeper, 2006)
1. Seja α0 uma medida de probabilidade com suporte compacto. Existe uma soluc¸a˜o
fraca global para o sistema semigeostro´fico.
2. Seja {αn} uma sequeˆncia de soluc¸o˜es fracas sobre [0, T ] para as equac¸o˜es semi-
geostro´ficas, no espac¸o das medidas de probabilidade. Seja {α0n} uma sequeˆncia de
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dados iniciais associada a {αn}, com suporte compacto contido em BR(R > 0 inde-
pendente de n). Enta˜o a sequeˆncia {αn} e´ precompacta em C([0, T ],P−w∗), e toda
subsequ¨eˆncia convergente converge para uma soluc¸a˜o das equac¸o˜es semigeostro´ficas.
Demonstrac¸a˜o: Veja [21].
Observac¸a˜o 1.2.11 Loeper denominou a propriedade (ii) do Teorema 1.2.10 de esta-
bilidade fraca.
Este resultado encerra a discussa˜o acerca das equac¸o˜es semigeostro´ficas na forma dual.
Quando trabalhamos com modelos que expressam fenoˆmenos f´ısicos, e´ natural ques-
tionarmos sobre propriedades destes modelos em experimentos pra´ticos. Atrave´s das
soluc¸o˜es obtidas no espac¸o dual na˜o se consegue, a priori, saber o que ocorre no espac¸o
f´ısico. Assim, propo˜e-se a busca por soluc¸o˜es no espac¸o f´ısico.
Uma resposta razoa´vel nesta direc¸a˜o foi obtida por Cullen e Feldman [11], atrave´s da
definic¸a˜o de soluc¸o˜es Lagrangeanas no espac¸o f´ısico. Para mostrarem a existeˆncia destas
soluc¸o˜es Lagrangeanas, eles utilizaram alguns resultados recentes obtidos por Ambrosio
[2] sobre equac¸o˜es de transporte e EDO’s definidas em campos vetoriais de variac¸a˜o
limitada. Isto sera´ detalhado no pro´ximo cap´ıtulo.
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Cap´ıtulo 2
Formulac¸a˜o Lagrangeana
Neste cap´ıtulo apresentamos o conceito de soluc¸a˜o Lagrangeana proposto por Cullen
e Feldman, bem como a motivac¸a˜o para a introduc¸a˜o deste novo conceito. Tambe´m
introduzimos alguns fatos sobre a teoria de EDO’s e equac¸o˜es de transporte sobre campos
vetoriais BV, e demonstramos um resultado sobre a existeˆncia de soluc¸o˜es Lagrangeanas
em L1. Este resultado segue a ide´ia do resultado obtido por Cullen e Feldman em [11]
para o caso p > 1.
2.1 Motivac¸a˜o
No que segue, estamos considerando Ω ⊂ R3 aberto, limitado e convexo. Seja
∂tX + u · ∇X = J(X − x) (2.1.1)
a forma Euleriana de (1.2.60). Como div u = 0, e div(u · X) = (div u)X + u · ∇X,
podemos reescrever (2.1.1) como
∂tX + div(u ·X) = J(X − x). (2.1.2)
Logo, uma definic¸a˜o para as soluc¸o˜es Eulerianas para as equac¸o˜es semigeostro´ficas pode
ser dada como segue:
53
2.1. Motivac¸a˜o
Definic¸a˜o 2.1.1 Sejam Ω ⊂ R3 aberto, limitado e convexo, u : Ω × [0, T ) → R3 e
P : Ω×[0, T )→ R satisfazendo u ∈ L1(Ω×[0, T )),∇P ∈ L∞(Ω×[0, T ))∩C([0, T ), L1(Ω)).
O par (u, P ) e´ uma soluc¸a˜o Euleriana fraca de (2.1.1) se∫
Ω×[0,T )
{∇P (x, t) · [∂tϕ(x, t) + (u(x, t) · ∇)ϕ(x, t)]
+J [∇P (x, t)− x] · ϕ(x, t)} dxdt+
∫
Ω
∇P0(x) · ϕ(x, 0)dx = 0
(2.1.3)
para toda ϕ ∈ C1c (Ω× [0, T )), e∫
Ω×[0,T )
u(x, t) · ∇ψ(x, t)dtdx = 0 (2.1.4)
para toda ψ ∈ C1c (Ω× [0, T )).
Observac¸a˜o 2.1.2 Nesta discussa˜o estamos supondo ainda que a aplicac¸a˜o P dada na
definic¸a˜o anterior satisfaz P (t, .) convexa em Ω para todo t ∈ [0,∞), o que na˜o invalida
os argumentos aqui apresentados.
Agora, observe que, se I(x) = x, x ∈ Ω, enta˜o DtI(x) = ∂tI(x)x + u · ∇I(x) = u.
Seja P uma func¸a˜o convexa e suave, e P ∗ sua transformada de Legendre. Logo, se
para cada t, X = ∇P (x, t), enta˜o, pelas propriedades de P e sua transformada de
Legendre, temos que x = ∇P ∗(X, t). Portanto, se tomarmos P uma aplicac¸a˜o convexa
e suave, e P ∗, u tais que DtX = J [X − x], como X = ∇P (x, t), x = ∇P ∗(X, t), enta˜o
d
dt
X(x, t) = DtX = J [X − x]. Assim, formalmente, podemos escrever o campo u em
coordenadas f´ısicas como
u(x, t) = DtI(x)
= Dt(∇P ∗(∇P (x, t))
= ∂t∇P ∗(∇P (x, t)) +D2P ∗(∇P (x, t), t) · d
dt
(∇P (x, t))
= ∂t∇P ∗(∇P (x, t)) +D2P ∗(∇P (x, t), t)[J(∇P (x, t)− x)].
(2.1.5)
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Note que, para encontrarmos uma soluc¸a˜o Euleriana de (2.1.1), podemos obter a
func¸a˜o P resolvendo o problema (1.2.71) nas varia´veis duais. No entanto, face a` regu-
laridade de P como soluc¸a˜o do problema dual, temos que P e´ localmente Lipschitziana,
e P ∗ ∈ L∞loc(R3 × [0, T )). Ale´m disso, se para cada t, definimos (P ∗t )ε = ηε ∗ P ∗t , onde
ηε := ηε(x, t) um mollifier padra˜o, e´ fa´cil verificar que (P
∗
t )ε e´ uma func¸a˜o convexa e lim-
itada (e portanto Lipschitziana, pelo teorema de Rademacher). Logo, pela Observac¸a˜o 3
(do Lema 1) segue que (∇P ∗t )ε ∈ BV (R3), e portanto
(D2P ∗t )ε → D2P ∗t em BM(R3). (2.1.6)
Desta forma, D2P ∗t e´ uma medida, e como ∇Pt ∈ L∞(Ω), temos que D2P ∗(∇P (x, t), t)
e´ uma expressa˜o dif´ıcil de definir e, portanto, o produto dos termos da forma ui∂jP que
aparecem em (2.1.3) na˜o esta˜o bem definidos. Assim, podemos concluir que com tal
regularidade na˜o e´ poss´ıvel tornar este ca´lculos rigorosos.
Tais dificuldades foram a motivac¸a˜o para a introduc¸a˜o do conceito de soluc¸a˜o La-
grangeana, a saber:
Definic¸a˜o 2.1.3 (Soluc¸o˜es Lagrangeanas) Sejam Ω ⊂ R3 um aberto limitado, con-
vexo, e T > 0. Seja P0(x) ∈ W 1,∞(Ω) convexa. Seja r ∈ [1,∞). Seja P : Ω× [0, T )→ R
satisfazendo
P (., t) ∈ L∞([0, T );W 1,∞(Ω)) ∩ C([0, T ),W 1,r(Ω)) (2.1.7)
P (., t) e´ convexa em Ω ;∀t ∈ [0, T ). (2.1.8)
Seja F : Ω× [0, T )→ Ω uma aplicac¸a˜o de Borel, satisfazendo
F ∈ C([0, T ), Lr(Ω)). (2.1.9)
Enta˜o o par (P, F ) e´ chamado uma soluc¸a˜o Lagrangeana de (1.2.60) em Ω× [0, T ) se
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(i) F (x, 0) = x, P (x, 0) = P0(x) para quase todo x ∈ Ω,
(ii) para todo t > 0 a aplicac¸a˜o Ft = F (., t) : Ω → Ω e´ uma aplicac¸a˜o que preserva
medida de Lebesgue (Ft#LΩ = LΩ),
(iii) Existe uma aplicac¸a˜o de Borel F ∗ : Ω × [0, T ) → Ω tal que para todo t ∈ (0, T ) a
aplicac¸a˜o F ∗t = F
∗(., t) = Ω → Ω preserva medida de Lebesgue (F ∗t #LΩ = LΩ), e
satisfaz Ft ◦ F ∗t (x) = x e F ∗t ◦ Ft(x) = x para quase todo x ∈ Ω,
(iv) A aplicac¸a˜o
Z(x, t) ≡ ∇P (Ft(x), t) (2.1.10)
e´ uma soluc¸a˜o fraca de
∂tZ(x, t) = J [Z(x, t)− F (x, t)], em Ω× [0, T )
Z(x, 0) = ∇P0(x), sobre Ω, (2.1.11)
no seguinte sentido: para todo ϕ ∈ C1c (Ω× [0, T )),∫
Ω×[0,T )
[Z(x, t).∂tϕ(x, t) + J(Z(x, t)− F (x, t)).ϕ(x, t)]dxdt
+
∫
Ω
∇P0(x).ϕ(x, 0)dx = 0.
(2.1.12)
Temos o seguinte resultado com relac¸a˜o a` existeˆncia de soluc¸o˜es Lagrangeanas no
espac¸o f´ısico:
Teorema 2.1.4 Seja Ω ⊂ R3 um aberto limitado e convexo, e Ω ⊂ B, onde B e´ uma
bola aberta B(0, S). Seja P0(x) uma func¸a˜o convexa e limitada em B. Assuma que P0
satisfaz
∇P0#LΩ ∈ Lq(R3) (2.1.13)
para algum q ≥ 1. Enta˜o para todo T > 0 existe uma soluc¸a˜o Lagrangeana (P, F ) de
(1.2.60) em Ω × [0, T ), onde (2.1.7),(2.1.9) sa˜o satisfeitas para todo r ∈ [1,∞). Mais
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ainda, a func¸a˜o Z(x, t) definida por (2.1.10) satisfaz Z(x, .) ∈ W 1,∞([0, T )) para quase
todo x ∈ Ω, e (2.1.11) e sua forma fraca (2.1.12) sa˜o satisfeitas, no seguinte sentido
∂tZ(x, t) = J(Z(x, t)− F (x, t)), para (x, t) ∈ Ω× (0, T ), L4 − q.s.
Z(x, 0) = ∇P0(x), para x ∈ Ω, L3 − q.s. (2.1.14)
Conforme sera´ demonstrado a seguir, o par (P, F ) correspondente a` soluc¸a˜o La-
grangeana e´ obtido da seguinte forma: a func¸a˜o P e´ proveniente da soluc¸a˜o do problema
dual. Mostraremos que a aplicac¸a˜o F dada por:
F (x, t) = ∇P ∗t ◦ Φt ◦ ∇P0(x), (2.1.15)
onde, para cada t, ∇P ∗t := ∇P ∗(., t) e´ obtido da soluc¸a˜o da formulac¸a˜o dual, ∇P0 :=
∇P (., 0) prove´m das hipo´teses do Teorema, e Φt := Φ(., t) e´ o fluxo Lagrangeano no
espac¸o dual com relac¸a˜o ao campo vetorial U(X, t) = J [X − ∇P ∗(X, t)], define um
fluxo Lagrangeano no espac¸o f´ısico que satisfaz as hipo´teses do Teorema 2.1.4. O fluxo
Lagrangeano Φ, definido no espac¸o dual, e´ obtido a partir dos resultado de L. Ambrosio
[2]. Os detalhes sobre a obtenc¸a˜o deste fluxo e uma breve explanac¸a˜o da teoria que
fundamenta a existeˆncia do mesmo sera˜o apresentados a seguir.
2.2 Fluxo Lagrangeano no espac¸o dual
Sejam Ω ⊂ R3 um aberto, limitado e convexo, tal que Ω ⊂ B, onde B e´ uma bola aberta
B(0, S), e P0 uma func¸a˜o convexa e limitada em B satisfazendo as hipo´teses do Teorema
2.1.4. Logo, P0 e´ tal que α0 := ∇P0#LΩ ∈ L1(R3), e portanto, as hipo´teses do Teorema
2.1.4 implicam que as hipo´teses do Teorema 1.2.6 sa˜o satisfeitas. Portanto, podemos
obter a func¸a˜o P , parte da soluc¸a˜o Lagrangeana (P, F ) das equac¸o˜es SG no espac¸o f´ısico,
a partir da soluc¸a˜o das equac¸o˜es SG no espac¸o dual. Nosso intuito e´ mostrar que (2.1.15)
e´ um fluxo Lagrangeano no espac¸o f´ısico tal que o par (P, F ) e´ soluc¸a˜o Lagrangeana de
57
2.2. Fluxo Lagrangeano no espac¸o dual
(1.2.60) em Ω × [0, T ). Para isto, precisamos obter o fluxo Lagrangeano Φ no espac¸o
dual. Os detalhes sa˜o apresentado a seguir.
Seja U o campo vetorial U(X, t) = J [X−∇P ∗(X, t)] no espac¸o dual dado em (1.2.71).
Como, para cada t ∈ [0, T ), P ∗t e´ convexa, pelo Lema 1 temos que ∇P ∗t ∈ BV (R3).
Ale´m disso, pelo Teorema 1.2.6 temos que L∞loc(R3 × [0, T )). Logo, o campo U(X, t) =
J [X −∇P ∗(X, t)] e´ tal que
U ∈ L∞([0, T ), BV (R3)) ∩ L∞loc(R3 × [0, T )). (2.2.16)
Note que, com tal regularidade, na˜o e´ poss´ıvel aplicar a teoria cla´ssica de EDO’s,
nem a teoria desenvolvida por Di-Perna Lions (para detalhes, veja [16]) para o campo
U , a fim de obtermos um fluxo Lagrangeano definido por este campo. Utilizaremos
os recentes resultados obtidos por Luigi Ambrosio em [2] para obter um u´nico fluxo
Lagrangeano no espac¸o dual, relativo ao campo vetorial U acima definido. Ambrosio
estudou propriedades quantitativas e qualitativas de equac¸o˜es diferenciais em campos
vetoriais de variac¸a˜o limitada. Faremos uma breve descric¸a˜o desta teoria e dos principais
resultados a seguir.
2.2.1 Equac¸o˜es diferenciais por campos vetoriais BV
Em 2004, Ambrosio demonstrou resultados importantes no contexto de equac¸o˜es dife-
renciais, com relac¸a˜o a` existeˆncia de soluc¸o˜es envolvendo campos vetoriais com pouca
regularidade. Tais resultados estendem a teoria desenvolvida por DiPerna-Lions [16], a
qual considerava campos vetoriais pertencentes a espac¸os de Sobolev.
Considere a equac¸a˜o do transporte
∂w
∂t
(x, t) + b(x, t) · ∇w(x, t) = e(x, t)w(x, t); (x, t) ∈ Rn × (0, T ), (2.2.17)
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onde b(., t) ∈ BVloc(Rn) para quase todo t ∈ (0, T ), e a aplicac¸a˜o e : Rn× (0, T )→ R sa˜o
tais que∫ T
0
‖e(., t)‖L∞(BR) + ‖divb(., t)‖L∞(BR) + ‖b(., t)‖BV (BR)dt < +∞; ∀R > 0. (2.2.18)
Em [2] Ambrosio mostrou que qualquer soluc¸a˜o distribucional de (2.2.17) e´ uma
soluc¸a˜o renormalizada (para detalhes sobre este conceito de soluc¸a˜o, recomendamos ao
leitor que veja [16] ou [2]). Ale´m disso, Ambrosio utiliza o resultado de existeˆncia de
soluc¸a˜o obtido para a equac¸a˜o do transporte (2.2.17) para analisar sob quais condic¸o˜es
ha´ existeˆncia e unicidade de soluc¸o˜es para a EDO ψ˙ = b(ψ, t), e tambe´m demonstrar a
existeˆncia e unicidade de fluxos Lagrangeanos para campos vetoriais de variac¸a˜o limitada
com relac¸a˜o a` varia´vel espacial, quando o campo b e´ tambe´m globalmente limitado.
A construc¸a˜o e os detalhes desta teoria fogem ao escopo e ao objetivo principal deste
texto. Apresentaremos somente algumas definic¸o˜es e resultados que sera˜o aqui utilizados.
Definic¸a˜o 2.2.1 Seja A ⊂ Rn um conjunto Lebesgue mensura´vel, e ψ : A→ C([0, T ],Rn)
uma aplicac¸a˜o mensura´vel. Dizemos que ψ e´ um fluxo Lagrangeano partindo do conjunto
A, relativo ao campo vetorial b se
ψ(x, t) = x+
∫ t
0
b(ψ(x, τ), τ)dτ ; ∀t ∈ [0, T ].
O fluxo Lagrangeano ψ e´ denominado regular se existe uma unia˜o crescente de conjuntos
Lebesgue mensura´veis Ah, cuja unia˜o e´ A, e constantes ch tais que∣∣∣∣∫
Ah
φ(ψ(x, t))dx
∣∣∣∣ ≤ ch ∫
Rn
|φ(y)|dy; ∀φ ∈ Cc(Rn); t ∈ [0, T ].
O teorema a seguir diz respeito a existeˆncia de fluxos Lagrangeanos sobre campos
vetoriais BV.
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Teorema 2.2.2 (Existeˆncia) Seja b : Rn × [0, T )→ Rn uma campo vetorial tal que:
(i) b ∈ L∞(Rn × (0, T ));
(ii) b(., t) ∈ BVloc(Rn), para quase todo t ∈ (0, T ), |Db(., t)|(BR) ∈ L1loc(0, T ), ∀R > 0, e∫ t
0
‖[divb(., t)]−‖L∞(BR) <∞, ∀R > 0.
Enta˜o, para todo conjunto mensura´vel A ⊂ Rn existe um fluxo Lagrangeano regular
partindo de A. Mais ainda, se∫ t
0
‖[divb(., t)]+‖L∞(BR) <∞, ∀R > 0,
enta˜o este fluxo e´ injetivo.
Demonstrac¸a˜o: Veja [2].
O pro´ximo resultado e´ concernente a` unicidade do fluxo Lagrangeano dado pelo Teo-
rema 2.2.2.
Teorema 2.2.3 (Unicidade) Assuma que as hipo´teses (i) e (ii) do Teorema 2.2.2 ocor-
rem. Enta˜o, se ψi sa˜o fluxos Lagrangeanos regulares partindo dos conjuntos mensura´veis
Ai ⊂ Rn, i = 1, 2, temos que
ψ1(x) = ψ2(x), para quase todo x ∈ A1 ∩ A2.
Demonstrac¸a˜o: Veja [2].
Para concluir esta introduc¸a˜o a` teoria de equac¸o˜es diferenciais sobre campos vetoriais
BV, apresentamos um resultado de estabilidade de fluxos Lagrangeanos com relac¸a˜o a
aproximac¸o˜es por campos vetoriais uniformemente limitados e localmente Lipschitzianos.
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Teorema 2.2.4 Suponha que as asserc¸o˜es (i) e (ii) do Teorema 2.2.2 sa˜o va´lidas. Seja
bh(x, t) : Rn × (0, T )→ Rn satisfazendo
bh(x, .) e´ Lebesgue mensura´vel em (0, T ) para todo x ∈ Rn, (2.2.19)
sup
h
‖bh‖ ≤ C e bh → b em L1loc(Rn × (0, T )), (2.2.20)
∇bh(., t) ∈ L∞(BR × (0, T )) ∀h ∈ N, R > 0. (2.2.21)
Sejam ψh(x)(t) as u´nicas soluc¸o˜es em [0, T ] da EDO ψ˙(t) = bh(ψ(t), t) com condic¸a˜o
inicial ψ(0) = x, e assuma que para todo R > 0 existe uma constante CR tal que∣∣∣∣∫
BR
φ(ψh((x)(t))dx
∣∣∣∣ ≤ CR ∫
BMR
|φ(y)| ∀φ ∈ Cc(Rn), t ∈ [0, T ], (2.2.22)
com MR = R + T suph ‖bh‖∞. Enta˜o, denotando por ψ o fluxo Lagrangeano regular
relativo a b partindo de Rn dado pelo Teorema 2.2.2, as func¸o˜es ψh convergem em
L1loc(Rn;C([0, T ],Rn)) para a func¸a˜o ψ, isto e´,
lim
h→∞
∫
BR
sup
t∈[0,T ]
|ψ(x)− ψh(x)|dx = 0, ∀R > 0. (2.2.23)
Demonstrac¸a˜o: Ver [2].
Observac¸a˜o 2.2.5 Observe que a Definic¸a˜o 2.2.1 de fluxo Lagrangeano na˜o envolve a
propriedade de semigrupo. No entanto, fixado s ∈ Q ∩ [0, T ] e um conjunto Lebesgue
mensura´vel Ah ⊂ Rn tal que∣∣∣∣∫
Ah
φ(ψ(x, t))dx
∣∣∣∣ ≤ ch ∫
Rn
|φ(y)|dy; ∀φ ∈ Cc(Rn); t ∈ [0, T ],
para alguma constante ch, definindo
φ˜(x, t) :=
{
φ(x, t), t ≤ s;
φ(φ(x, s), t− s), s ≤ t ≤ T, (2.2.24)
pode-se obter a seguinte propriedade: para quase todo x, tem-se que
φ(φ(x, s), t) = φ(x, s+ t), para todo s, t ≥ 0, com s+ t ≤ T. (2.2.25)
61
2.2. Fluxo Lagrangeano no espac¸o dual
2.2.2 O fluxo Lagrangeano no espac¸o dual
Baseado nos resultados descritos anteriormente, mostremos a existeˆncia de um fluxo
Lagrangeano Φ : R3 × [0, T ) → R3 no espac¸o dual, com relac¸a˜o ao campo U(X, t) =
J [X −∇P ∗(X, t)].
De (2.2.16) sabemos que U ∈ L∞([0, T ), BV (R3)) ∩ L∞loc(R3 × [0, T )), e nestas cir-
cunstaˆncias na˜o podemos aplicar o Teorema 2.2.2 para obtermos um fluxo Lagrangeano
pelo campo U em questa˜o. Para aplicarmos o Teorema 2.2.2., vamos modificar o campo
U em uma bola B(0, R1), com R1 a ser escolhido convenientemente. De acordo com o
Teorema 1.2.6, α tem suporte compacto no espac¸o. Assim, podemos modificar o campo
U de forma que o campo modificado U˜ satisfac¸a
U˜ ∈ L∞([0, T ), BV (R3)) ∩ L∞(R3 × [0, T ))
div U˜(., t) = 0 em R3, ∀t. (2.2.26)
Para isto, considere h ∈ C∞(R) tal que
h ≡ 1 sobre {|s| < R1}; h ≡ 0 sobre {|s| > R1 + 1}
0 ≤ h ≤ 1 em {|s| ≥ R1} ∩ {|s| ≤ R1 + 1}, (2.2.27)
e, para X ∈ R3, defina
H(X) = (h(|X1|)X1, h(|X2|)X2, h(|X3|)X3). (2.2.28)
Seja U˜ o campo vetorial definido por
U˜(X, t) = J [H(X)−∇P ∗(X, t)]. (2.2.29)
Enta˜o U˜ = U em B(0, R1), e U˜ satisfaz (2.2.26).
Com efeito, se X = (X1, X2, X3) ∈ B(0, R1), enta˜o h(|X1|) = h(|X2|) = h(|X3|) = 1,
e portanto
U˜(X, t) = J [X −∇P ∗(X, t)] = U(X, t), para todo X ∈ B(0, R1).
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Ale´m disso, U˜(X, t) =
(
h(|X2|)X2 − ∂P
∗
X2
,−h(|X1|)X1 + ∂P
∗
X1
, 0
)
, logo div U˜(X, t) = 0
para todo X ∈ R3. Observe tambe´m que, para todo (X, t) ∈ R3 × [0, T ), temos
‖U˜(X, t)‖ = ‖J [H(X)−∇P ∗(X, t)]‖
≤ C(‖H(X)‖+ ‖∇P ∗(X, t)‖
≤ C(R1 + 1 + ‖∇P ∗‖∞),
o que implica que U˜ ∈ L∞(R3×[0, T )). Por fim, para mostrar que U˜ ∈ L∞([0, T ), BV (R3)),
basta notar que ∇P ∗t ∈ BV (R3) (pela Obs. 1 do Lema 1).
Face a`s observac¸o˜es acima, podemos aplicar o Teorema 2.2.2 ao campo U˜ , obtendo o
seguinte resultado:
Proposic¸a˜o 2.2.6 Seja U˜ definida como em (2.2.29). Existe uma u´nica aplicac¸a˜o local-
mente limitada e Borel mensura´vel Φ : R3 × [0, T )→ R3 satisfazendo:
(i) Φ(X, .) ∈ W 1,∞([0, T )) para quase todo X ∈ R3;
(ii) Φ(X, 0) = X, X ∈ R3, L3 − q.s.;
(iii) Para quase todo (X, t) ∈ R3 × (0, T )
∂tΦ(X, t) = U˜(Φ(X, t), t); (2.2.30)
(iv) Φ(., t) : R3 → R3 e´ uma aplicac¸a˜o que preserva medida de Lebesgue em R3 para
todo t ∈ [0, T ).
(v) Se R1 na definic¸a˜o de U˜ e´ escolhida suficientemente grande dependendo somente de
Ω, T e ‖∇P0‖L∞(Ω), enta˜o,
Φ(X, t) ⊂ B(0, R1) para quase todo (X, t) ∈ ∇P0(Ω)× [0, T ). (2.2.31)
Em particular,
∂tΦ(X, t) = U(X, t) para quase todo (X, t) ∈ ∇P0(Ω)× [0, T ). (2.2.32)
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(vi) Existe uma aplicac¸a˜o de Borel Φ∗ : R3 × [0, T )→ R3 tal que, para todo t ∈ (0, T ) a
aplicac¸a˜o Φ∗t : R3 → R3 preserva medida de Lebesgue em R3, e tal que Φ∗t ◦Φt(x) = x
e Φt ◦ Φ∗t (x) = x, para quase todo x ∈ R3.
Demonstrac¸a˜o: Pelo Teorema 2.2.2 existe um u´nico fluxo Lagrangeano regular relativo
a U˜ , o qual determina uma aplicac¸a˜o localmente limitada Φ : R3 × [0, T )→ R3 tal que
Φ(X, t) = X +
∫ t
0
U˜(Φ(X, τ), τ)dτ ; ∀t ∈ [0, T ), (2.2.33)
e, mais ainda,
∂tΦ(X, t) = U˜(Φ(X, t), t) para quase todo (X, t) ∈ R3 × [0, T ). (2.2.34)
Desta forma, fixado X ∈ R3, temos que, se t ∈ [0, T ),
‖Φ(X, t)‖ ≤ ‖X‖+
∫ t
0
‖U˜(Φ(X, τ), τ)‖dτ
≤ c+ T‖U˜(Φ(X, τ), τ)‖L∞(R3×[0,T )),
‖∂tΦ(X, t)‖ ≤ ‖U˜(Φ(X, t), t)‖L∞(R3×[0,T )).
Ale´m disso, claramente, Φ(X, 0) = X, para quase todo X ∈ R3. Isto mostra os ı´tens
(i),(ii) e(iii).
Para mostrarmos os ı´tens (iv), (v) e (vi), primeiramente observe que o fluxo Φ satisfaz
a seguinte propriedade: existe uma sequeˆncia Φεk de fluxos Lagrangeanos no espac¸o f´ısico
que tal que
Φεk(X, t)→ Φ(X, t), (2.2.35)
uniformemente em [0, T ), quando k →∞, quase sempre em X.
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Com efeito, seja U˜ε : R3 × [0, T ) → R3 uma famı´lia de aproximac¸o˜es para U˜ satis-
fazendo
U˜ε ∈ C(R3 × [0, T ])
supε ‖U˜ε‖L∞(R3×[0,T ]) <∞
divU˜ε = 0
|∇U˜ε|L∞(BR×[0,T ]) ≤ C(ε, R) <∞
U˜ε −→ U˜ em L1loc(R3 × [0, T )).
(2.2.36)
Seja Φε(X, t) a u´nica soluc¸a˜o no intervalo [0, T ] da EDO
∂
∂t
Φε(X, t) = U˜ε(Φε(X, t), t),
com condic¸a˜o inicial Φε(X, 0) = X. Queremos mostrar que existe uma subsequ¨eˆncia Φεk
de Φε(X, t) tal que, para quase todo X, Φεk(X, t) → Φ(X, t), uniformemente em [0, T ),
quando k →∞. De fato, pelo Teorema 2.2.4, temos que
lim
ε→0
∫
BR
sup
t∈[0,T )
|Φ(X, t)− Φε(X, t)|dX = 0, ∀R > 0, (2.2.37)
donde, para todo t ∈ [0, T ),
lim
ε→0
∫
BR
|Φ(X, t)− Φε(X, t)|dX = 0.
Assim, como toda sequeˆncia convergente em L1 possui uma subsequ¨eˆncia que converge
quase sempre, da identidade acima segue para cada t ∈ [0, T ), existe kt ∈ N tal que se
k > kt, enta˜o lim
k→∞
Φεk(X, t) = Φ(X, t), para quase todo X ∈ BR. Seja k = maxt kt. Logo,
para k > k, existe uma subsequ¨eˆncia de soluc¸o˜es que ainda denotaremos por {Φεk(X, t)},
tal que lim
k→∞
Φεk(X, t) = Φ(X, t), para todo t ∈ [0, T ), isto e´,
Φεk(X, t)→ Φ(X, t),
uniformemente em [0, T ), quando k →∞, quase sempre em X.
Agora, observe que a famı´lia U˜ε satisfazendo (2.2.36) de fato existe. Para isto, tome
ηε : R3 × R→ R uma famı´lia de mollifiers. Estenda P ∗(X, t) a (−∞,∞) definindo
P ∗(X, t) = P ∗(X, 0); t < 0
P ∗(X, t) = P ∗(X,T ); t > T,
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e seja
U˜ε(X, t) = J [H(X)− (∇P ∗t )n ∗ ηε(X, t)], (2.2.38)
onde a convoluc¸a˜o e´ com relac¸a˜o a`s varia´veis X e t. Observe que, para a famı´lia U˜ε
definida em (2.2.38), as propriedades descritas em (2.2.36) sa˜o verificadas.
Desta forma, de (2.2.35), podemos concluir que Φ : R3× [0, T )→ R3 e´ uma aplicac¸a˜o
de Borel visto que e´ o limite de aplicac¸o˜es cont´ınuas. Tambe´m, como divU˜ε = 0, as
aplicac¸o˜es Φε(., t) sa˜o difeomorfismos que preservam medida, e portanto a convergeˆncia
uniforme (2.2.35) implica em (iv). Com efeito, como Φε(., t) preserva medida em R3,
enta˜o, para todo ϕ ∈ Cc(R3),∫
R3
ϕ(Φε(X, t))dX =
∫
R3
ϕ(X)dX.
Mas, como ϕ tem suporte compacto, e
|Φε(X, t)| ≤ |X|+ ‖U˜ε‖T ≤ R + ‖U˜ε‖T := RT ,
onde R > 0 e´ tal que suppϕ ⊂ B(0, R), temos que ‖ϕ ◦ Φε(X, t)‖ ≤ Kχ(B(0,RT ))(X), que
e´ uma func¸a˜o mensura´vel. Logo, de (2.2.35), e do Teorema da Convergeˆncia Dominada,
temos, ∫
R3
ϕ(X)dX =
∫
R3
ϕ(Φε(X, t))dX →
∫
R3
ϕ(Φ(X, t))dX,
e portanto, para cada t, Φt preserva medida.
Para mostrarmos o item (v) observe que, para a famı´lia U˜ε acima constru´ıda, usando
o fato que, pelo Teorema 1.2.6, para todo t ∈ [0, T ) temos que ‖∇P ∗(., t)‖L∞ ≤ S, onde
S e´ o raio da bola B(0, S) tal que Ω ⊂ B(0, S), temos que U˜ε satisfaz
|U˜ε| = ‖J [H(Y )− (∇P ∗ ∗ ηε)(Y, t)]‖
≤ ‖H(Y )‖+ ‖∇P ∗ ∗ ηε(Y, t)‖
≤ |Y |+
∫
R4
|∇P ∗(Y −X, t− h)ηε(Y, t)|dY
≤ |Y |+ ‖∇P ∗‖L∞‖ηε‖L1
≤ |Y |+ S + 1,
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onde S e´ o raio de B. Assim,
1
2
d
dt
|Φε(X, t)|2 = Φε(X, t) d
dt
(Φε(X, t))
= U˜ε(Φε(X, t), t) · Φε(X, t)
≤ 1
2
(U˜ε(Φε(X, t), t))
2 +
1
2
(Φε(X, t))
2
≤ 1
2
(Φε(X, t) + 1 + S)
2 +
1
2
(Φε(X, t))
2
=
1
2
|Φε(X, t)|2 + Φε(X, t)(1 + S) + 1
2
(1 + S)2 +
1
2
(Φε(X, t))
2
≤ |Φε(X, t)|2 + 1
2
(1 + S)2 +
1
2
(Φε(X, t))
2 +
1
2
(1 + S)2
=
3
2
|Φε(X, t)|2 + 1
2
(1 + S)2,
ou seja,
d
dt
(|Φε(X, t)|2) ≤ 3|Φε(X, t)|2 + 2(1 + S)2. (2.2.39)
Logo, pelo lema de Gronwall,
|Φε(X, t)|2 ≤ e3T (|X|2 + 2
∫ T
0
(1 + S)2dt)
= e3T (|X|2 + 2(1 + S)2T ),
donde,
|Φε(X, t)| ≤ e 3T2 (|X|2 + 2(1 + S)2T ) 12 . (2.2.40)
Da convergeˆncia uniforme (2.2.35), segue que
|Φ(X, t)| ≤ e 3T2 (|X|2 + 2(1 + S)2T ) 12 , (2.2.41)
para quase todo (X, t) ∈ R3 × [0, T ).
Agora, defina,
R1 = 2e
3T
2 (‖∇P0‖2 + 2(1 + S)2T ) 12 . (2.2.42)
Para esta escolha de R1, temos que, se (X, t) ∈ ∇P0(Ω)×[0, T ), enta˜o Φ(X, t) ⊂ B(0, R1),
o que mostra (2.2.31). Em particular, para (X, t) ∈ ∇P0(Ω) × [0, T ), vale (2.2.32) uma
vez que U˜ = U em B(0, R1). Isto conclui o item (v).
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Para provarmos o item (vi), tome t1, t2 ∈ [0, T ], tal t1 ≥ t2 e x ∈ R3, e denote
por Φ̂(x, t1, t2) o fluxo Lagrangeano regular relativo a U˜ , iniciando no tempo t1, isto e´,
Φ̂(·, t1, ·) satisfaz (i),(ii) e (iv) no intervalo [0, t1], e Φ̂(X, t1, t1) = X, para quase todo
ponto X ∈ R3. Considerando a propriedade de semigrupo (2.2.25) dada na Observac¸a˜o
2.2.5, tem-se que, para qualquer t1, t2, t3 ∈ [0, T ], vale a seguinte identidade
Φ̂(Φ̂(x, t2, t3), t1, t2) = Φ̂(x, t1, t3), q.t.p. x ∈ R3.
Ale´m disso, note que, dada uma famı´lia U˜ε de aproximac¸o˜es para U˜ satisfazendo
(2.2.36), se Φ̂ε(x, t1, t2) e´ o fluxo Lagrangeano regular com relac¸a˜o a U˜ε, iniciando no
tempo t1, temos pelo Teorema 2.2.4 que Φ̂ε → Φ̂ em L1loc(R3× [0, T ]× [0, T ]). Procedendo
de forma ana´loga a` ana´lise do fluxo Φ, temos que existe uma subsequ¨eˆncia Φ̂εk de Φ̂ε tal
que
Φ̂εk(X, t)→ Φ̂(X, t), (2.2.43)
uniformemente em [0, T ), quando k →∞, quase sempre em X. Logo, Φ̂ e´ uma aplicac¸a˜o
Boreliana, visto que, para quase todo x, e´ o limite de aplicac¸o˜es cont´ınuas, e tambe´m
preserva medida, visto que cada aplicac¸a˜o Φ̂εk tambe´m preserva medida.
Agora, note que Φ = Φ̂(·, 0, ·). Assim, fixado t, defina a aplicac¸a˜o Φ∗ por Φ∗ =
Φ∗(x, t) ≡ Φ̂(x, t, 0). Esta aplicac¸a˜o satisfaz, para quase todo x,
Φ∗(Φ(x, t), t) = Φ̂(Φ(x, t), t, 0) = Φ̂(Φ̂(x, 0, t), t, 0) = Φ̂(x, t, t) = x;
Φ(Φ∗(x, t), t) = Φ(Φ̂(x, 0, t), t) = Φ̂(Φ̂(x, t, 0), 0, t) = Φ̂(x, 0, 0) = Φ(x, 0) = x,
e de acordo com as observac¸o˜es acima, Φ∗ assim definida e´ uma aplicac¸a˜o de Borel, e
para cada t, Φ∗t e´ preserva medida. Isto conclui a demonstrac¸a˜o do item (vi).
A seguir, estaremos demonstrando que se (α, P ) e´ uma soluc¸a˜o fraca de (1.2.71), enta˜o
para cada t, αt = Φt#α0, onde Φt e´ o fluxo Lagrangeano constru´ıdo acima. Para isto,
necessitamos primeiramente de um resultado particular sobre as equac¸o˜es de transporte.
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Lema 2.2.7 Seja U ∈ L∞(R3× [0, T )) tal que U(., t) ∈ BV (R3) e div U(., t) = 0 em R3
no sentido das distribuic¸o˜es, para todo t ∈ (0, T ). Considere uma aplicac¸a˜o mensura´vel,
boreliana e localmente limitada Φ : R3 × [0, T ) → R3 satisfazendo as propriedades (i)-
(iv) da Proposic¸a˜o 2.2.6. Seja v0 ∈ Lq(R3), q ≥ 1 tal que supp v0 ⊂ B(0, R). Defina
v(x, t) = Φt(x)#v0(x). Enta˜o
v ∈ L∞((0, T ), Lq(R3)) ∩ C([0, T ], L∞w (R3)); (2.2.44)
supp v ⊂ B(0, RT )× [0, T ], onde RT = R + T‖U‖L∞, e v e´ uma soluc¸a˜o fraca de
∂tv + div (vU) = 0 (2.2.45)
sobre R3 × (0, T ), com dado inicial v(x, 0) = v0(x), isto e´, ∀ϕ ∈ C∞c (R3 × [0, T )),∫
R3×(0,T )
v(∂tϕ+ U · ∇ϕ)dxdt+
∫
R3
v0(x)ϕ(x, 0)dx = 0.
Demonstrac¸a˜o: Seja p tal que 1
p
+ 1
q
= 1. Seja vt(·) := v(·, t). Por definic¸a˜o, v(·, t) =
Φ(·, t)#v0(·) uma medida de probabilidade definida por
〈vt, ϕ〉 =
∫
R3
v0(x)ϕ(Φt(x))dx, ∀ϕ ∈ Cc(R3). (2.2.46)
Como Φt preserva medida, temos que
〈vt, ϕ〉 =
∫
R3
v0(x)ϕ(Φt(x))dx =
∫
R3
ϕ(Φt(x))v0(x)dx
≤ ‖v0‖Lq
[∫
R3
|ϕ(Φt(x))|pdx
] 1
p
= ‖v0‖Lq
[∫
R3
|ϕ(x)|pdx
] 1
p
= ‖v0‖Lq‖ϕ‖Lp ,
e portanto vt ∈ Lq(R3), com ‖vt‖Lq ≤ ‖v0‖Lq , ∀t. Assim, como Cc(R3) e´ denso em
Lp(R3), 1 ≤ p <∞, e como v ∈ (Lp)′ = Lq podemos escrever 〈vt, ϕ〉 como
〈vt, ϕ〉 =
∫
R3
vt(x)ϕ(x)dx, ∀ϕ ∈ Cc(R3).
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Agora, provemos a continuidade fraca de v com relac¸a˜o a t. De fato, sejam uma sequeˆncia
{tk}∞k=1, e t∗ ∈ [0, T ) tais que lim
t→∞
tk = t∗. Para cada tk, seja vtk := Φ(·, tk)#v0(·).
Queremos mostrar que, para toda func¸a˜o ϕ ∈ Lp(R3),∫
R3
vtk(x)ϕ(x)dx −→
∫
R3
vt∗(x)ϕ(x)dx. (2.2.47)
Para isto, mostraremos primeiramente que, para toda func¸a˜o ϕ ∈ Cc(R3),∫
R3
vtk(x)ϕ(x)dx = 〈vtk , ϕ〉 =
∫
R3
v0(x)ϕ(Φtk(x))dx
−→
∫
R3
v0(x)ϕ(Φt∗(x))dx =
∫
R3
vt∗(x)ϕ(x)dx.
(2.2.48)
Com efeito, note que, da Proposic¸a˜o 2.2.6 (i), temos, para quase todo X ∈ R3, que
Φ(X, .) ∈ W 1,∞([0, T )), e portanto , como lim
t→∞
tk = t∗, enta˜o Φtk → Φt∗ , para quase
todo X ∈ R3. Ale´m disso, como v0 e´ limitada, ϕ ∈ Cc(R3) e ‖Φ(X, t)‖ ≤ c +
T‖U˜(Φ(X, τ), τ)‖L∞(R3×[0,T )), temos que ‖ϕ ◦ Φε(X, t)‖ ≤ Kχ(B(0,RT ))(X), que e´ uma
func¸a˜o mensura´vel. Logo, pelo Teorema da Convergeˆncia Dominada temos que, para
toda func¸a˜o ϕ ∈ Cc(R3),∫
R3
vtk(x)ϕ(x)dx = 〈vtk , ϕ〉 =
∫
R3
v0(x)ϕ(Φtk(x))dx
−→
∫
R3
v0(x)ϕ(Φt∗(x))dx =
∫
R3
vt∗(x)ϕ(x)dx,
o que mostra (2.2.48).
Assim, como para cada ϕ ∈ Lp(R3) existe ϕ ∈ Cc(R3) tal que
∫
R3
|ϕ(x)−ϕ(x)|dx < ε
3c
temos que, para qualquer ϕ ∈ Lp(R3),∫
R3
|vtkϕ(x)− vt∗ϕ(x)|dx ≤
∫
R3
|vtkϕ(x)− vtkϕ(x)|dx
+
∫
R3
|vtkϕ(x)− vt∗ϕ(x)|dx+
∫
R3
|vt∗ϕ(x)− vt∗ϕ(x)|dx
≤
∫
R3
|vtk ||ϕ(x)− ϕ(x)|dx
+
∫
R3
|ϕ(x)||vtk − vt∗|dx+
∫
R3
|vt∗ ||ϕ(x)− ϕ(x)|dx < ε.
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Isto prova a continuidade fraca de v com respeito a t.
Agora, sabendo que |Φt(X) ≤ |X| + T‖U‖L∞ , e que supp v0 ⊂ B(0, R), mostremos
que supp vt ⊂ B(0, RT ). Com efeito, basta mostrarmos que vt se anula em B(0, RT )C ,
isto e´,
vt(ϕ) =
∫
R3
v0(x)ϕ(Φt(x))dx = 0, ∀ϕ ∈ Cc(B(0, RT )C).
De fato, como supp v0 ⊂ B(0, R), enta˜o
vt(ϕ) =
∫
R3
v0(x)ϕ(Φt(x))dx =
∫
B(0,R)
v0(x)ϕ(Φt(x))dx.
Sejam x ∈ B(0, R) e ϕ ∈ Cc(B(0, RT )C). Logo, |x| < R, e |Φt(x)| < R + T‖U‖L∞ = RT .
Desta forma ϕ(Φt(x)) = 0, e portanto vt(ϕ) = 0 se ϕ ∈ Cc(B(0, RT )C). Assim, vt se
anula em B(0, RT )
C
, donde supp vt ⊂ B(0, RT ).
Por fim, mostremos que v e´ uma soluc¸a˜o fraca de (2.2.45), com dado inicial v(x, 0) =
v0(x). Seja ϕ ∈ C∞c (R3 × [0, T )). Enta˜o, usando (2.2.47) e as propriedade (i)-(iv) da
Proposic¸a˜o 2.2.6, temos∫
R3×[0,T )
vt(x)∂tϕ(x, t)dxdt =
=
∫
R3×[0,T )
v0(x)∂tϕ(Φt(x), t)dxdt
=
∫ T
0
d
dt
[∫
R3
v0(x)ϕ(Φt(x), t)dx
]
dt−
∫ T
0
∫
R3
v0(x)∇ϕ(Φt(x), t)∂tΦt(x)dxdt
= −
∫
R3
v0(x)ϕ(x, 0)dx−
∫
R3×[0,T )
v0(x)∇ϕ(Φt(x), t) · U(Φt(x), t)dxdt
= −
∫
R3
v0(x)ϕ(x, 0)dxdt−
∫
R3×[0,T )
vt(x)∇ϕ(x, t) · U(x, t)dxdt.
Disto segue que∫
R3×(0,T )
v(∂tϕ+ U · ∇ϕ)dxdt+
∫
R3
v0(x)ϕ(x, 0)dx = 0,
o que conclui a demonstrac¸a˜o deste Lema.
71
2.2. Fluxo Lagrangeano no espac¸o dual
Proposic¸a˜o 2.2.8 Nas condic¸o˜es do Teorema 2.1.4, se (α, P ) e´ uma soluc¸a˜o fraca de
(1.2.71), e se o campo U˜ e´ tal que as condic¸o˜es (i)- (vi) da Proposic¸a˜o 2.2.6 sa˜o satis-
feitas, enta˜o, para todo t ∈ [0, T ],
αt = Φt#α0. (2.2.49)
Mais ainda, para todo t ∈ [0, T ],
αt(x) = α0(Φ
∗
t (x)) para quase todo x ∈ R3. (2.2.50)
Demonstrac¸a˜o: Primeiramente observe que, em particular, temos R1 ≥ R0 + 1, onde
R0 esta´ definido no Teorema 1.2.6. Nesta demonstrac¸a˜o utilizaremos uma discretizac¸a˜o
no tempo da equac¸a˜o de transporte ∂tα + div(U˜ .α) = 0, a fim de construirmos soluc¸o˜es
aproximadas. Este procedimento tambe´m foi utilizado em [3] para obtenc¸a˜o de soluc¸o˜es
fracas. Ale´m disso, utilizaremos alguns resultados demonstrados em [3], [14] e [22] no
decorrer desta demonstrac¸a˜o.
Seja h > 0 pequeno, escolhido de forma que T/h e´ um nu´mero inteiro. Seja ηh(·) =
1
h3
η
( ·
h
)
um mollifier padra˜o. Defina
αh0 := (α0) ∗ ηh. (2.2.51)
Para um nu´mero inteiro k, determinaremos indutivamente a soluc¸a˜o do problema (αkh, P
k
h )
no intervalo de tempo [kh, (k + 1)h), onde P kh e´ a u´nica func¸a˜o convexa satisfazendo
∇P kh#LΩ = αkh
P kh (x∗) = P0(x∗),
com x∗ ∈ Ω um ponto qualquer, o mesmo para toda func¸a˜o P kh .
Seja
Qkh = ηh ∗ (P kh )∗
W kh (X) = J [H(X)−∇(P kh )∗(X)]
Ukh (X) = J [H(X)−∇(Qkh)∗(X)].
(2.2.52)
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Para definirmos αk+1h resolvemos o problema
∂αh
∂t
+ div(αhU
k
h ) = 0 em R3 × [kh, (k + 1)h)
αh(X, kh) = α
k
h(X),
(2.2.53)
e definimos
αk+1h (X) = αh(X, (k + 1)h). (2.2.54)
Repete-se este procedimento para k = 1, · · · , T/h. Em particular, definimos uma
func¸a˜o αh(X, t) sobre R3 × [0, T ].
Para cada t ∈ (0, T ), defina Ph(·, t) como a u´nica func¸a˜o convexa satisfazendo
∇Ph(·, t)#LΩ = αh(·, t)
Ph(x∗, t) = P0(x∗),
e, a partir desta func¸a˜o, defina,
Qh(·, t) = ηh ∗ (Ph(·, t))∗
Wh(X, t) = J [H(X)−∇(Ph)∗(X, t)]
Uh(X, t) = J [H(X)−∇(Qh)∗(X, t)].
Agora, definamos P h sobre Ω× [0, T ], e αh, Qh,W h, Uh sobre R3× [0, T ] fazendo estas
func¸o˜es iguais a P kh , α
k
h, Q
k
h,W
k
h , U
k
h , respectivamente, no intervalo t ∈ [kh, (k+ 1)h). Em
[3] e [14] , mostrou-se a existeˆncia de uma subsequ¨eˆncia hj → 0 quando j → ∞ tal
que, para as subsequ¨eˆncias correspondentes a`s sequ¨eˆncias acima estabelecidas, temos as
seguintes propriedades:
(i) supp αhj(·, t) ⊂ B(0, R0), para cada t ∈ [0, T ],
(ii) A sequeˆncia αhj e´ precompacta em C([0, T ];w
∗ − LA(B(0, R0)),
(iii) ‖Uh(·, t)‖L∞(R3) ≤ S + R1 + 1, ‖∇Uh‖L∞(R3×(0,T )) ≤ C
(
S
h
+ 1
)
, c dependente
apenas de η,
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(iv) Uhj → J [H −∇P ∗] em Lr(R3 × [0, T ]), r ∈ [1,∞).
Agora, observe que, para cada h > 0, o campo Uh possui divergente nulo. Logo,
pelas propriedades (i)-(iv) acima, do Teorema 2.2.2 temos a existeˆncia de um u´nico
fluxo Lagrangeano Φh : R3 × [0, T ) → R3 induzido por Uh, e ale´m disso Φh satisfaz
a Proposic¸a˜o 2.2.6. Observe que, para cada t, de acordo com a Proposic¸a˜o 2.2.6, a
aplicac¸a˜o (Φt)h : R3 → R3 preserva medida. Desta forma, aplicando o Teorema 2.2.4
para subsequ¨eˆncia (Φ)hj conclu´ımos que,
(Φhj)t → Φt em L1loc(R3), para cada t ∈ [0, T ]. (2.2.55)
Note ainda que ‖α0h‖Lq(R3) ≤ ‖α0‖Lq(R3). Assim, pelo Lema 2.2.7 podemos concluir
que v(., t) = Φt#α
0
h ∈ L∞([0, T ], Lq(R3)) e´ uma soluc¸a˜o fraca de
∂αh
∂t
+ div(αhUh) = 0
αh(X, 0) = α
0
h(X).
(2.2.56)
Como, pela propriedade (iii) acima, Uh ∈ L∞([0, T ],W 1,∞(R3)), segue que (2.2.56) possui
no ma´ximo uma soluc¸a˜o α(por DiPerna-Lions [16]). Como v(., t) = Φt#α
0
h tambe´m e´ uma
soluc¸a˜o, conclu´ımos que
αh(., t) = Φt#α
0
h. (2.2.57)
Por fim, observe que de (2.2.57) e da propriedade (i) segue que, para qualquer t > 0,
j = 1, 2, ..., e toda func¸a˜o ϕ ∈ Cc(R3),∫
B(0,R0)
ϕ(Φhj(X, t))α
0
hj
(X)dX =
∫
B(0,R0)
ϕ(y)αhj(y, t)dy, (2.2.58)
onde R0 = S(1 +T ) e´ a constante dada no Teorema 1.2.6. Queremos passar ao limite na
identidade acima, quando j →∞. Para isto, vamos utilizar o Teorema da Convergeˆncia
Dominada Generalizado (Lema 4). De (2.2.55), e pela propriedade (ii) podemos aplicar
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Teorema da Convergeˆncia Dominada generalizado para o lado esquerdo de (2.2.58) , e
obtemos ∫
B(0,R0)
ϕ(Φhj(X, t))α
0
hj
(X)dX =
∫
B(0,R0)
ϕ(Φ(X, t))α0(X)dX. (2.2.59)
Para o lado direito, utilizando a propriedade (ii) e o Teorema de Convergeˆncia Dominada
cla´ssico, temos∫
B(0,R0)
ϕ(y)αhj(y, t)dy =
∫
B(0,R0)
ϕ(y)α(y, t)dy, ∀ϕ ∈ Cc(R3). (2.2.60)
Assim, de (2.2.58), (2.2.59), e (2.2.60), segue que∫
B(0,R0)
ϕ(Φ(X, t))α0(X)dX =
∫
B(0,R0)
ϕ(y)α(y, t)dy, ∀ϕ ∈ Cc(R3). (2.2.61)
Como supp α(·, t) ⊂ B(0, R0), temos∫
R3
ϕ(Φ(X, t))α0(X)dX =
∫
R3
ϕ(y)α(y, t)dy, ∀ϕ ∈ Cc(R3), (2.2.62)
ou seja, (2.2.49) e´ satisfeita.
Note que, pela Proposic¸a˜o 2.2.6 (vi) , para cada t existe Φ∗ que preserva medida, e tal
que Φ∗t ◦ Φt(x) = x para quase todo x ∈ R3. Assim, fazendo a mudanc¸a de coordenadas
y = Φ(x, t) no lado esquerdo de (2.2.62) temos que∫
R3
ϕ(Φ(X, t))α0(X)dX =
∫
R3
ϕ(y)α0(Φ
∗
t (y))dy,
e portanto, ∫
R3
ϕ(y)α0(Φ
∗
t (y))dy =
∫
R3
ϕ(y)α(y, t)dy, ∀ϕ ∈ Cc(R3),
donde segue que, para quase todo x ∈ R3,
αt(x) = α0(φ
∗
t (x)),
o que conclui esta demonstrac¸a˜o.
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2.3 Fluxo Lagrangeano no espac¸o f´ısico
O nosso objetivo a partir de agora e´ mostrar que a aplicac¸a˜o
F := F (x, t) = P ∗t ◦ Φt ◦ ∇P0(x),
definida em (2.1.15), define um fluxo Lagrangeano no espac¸o f´ısico, e e´ tal que (P, F )
e´ uma soluc¸a˜o Lagrangeana do Teorema 2.1.4. Mais ainda, dada uma aplicac¸a˜o P nas
hipo´teses do Teorema 2.1.4, o fluxo Lagrangeano F anteriormente definido e´ u´nico para
quase todo ponto. Cullen e Feldman mostraram apenas a existeˆncia deste fluxo La-
grangeano quando DP0#LΩ ∈ Lq(R3), q > 1. Mostramos que este resultado ainda e´
va´lido quando q = 1, adaptando a te´cnica desenvolvida em [11] atrave´s da utilizac¸a˜o
das te´cnicas observadas em [22], e mostramos tambe´m que, dado uma aplicac¸a˜o P nas
hipo´teses do Teorema 2.1.4, o fluxo Lagrangeano F associado a esta aplicac¸a˜o e´ u´nico.
O pro´ximo resultado mostra que a aplicac¸a˜o composta (∇P ∗t ◦ Φt ◦ ∇P0) esta´ bem
definida.
Lema 2.3.1 Para quase todo (x, t) ∈ Ω × [0, T ), ∇P ∗t ◦ Φt ◦ ∇P0(x) esta´ bem definida.
Mais ainda, para todo t ∈ [0, T ) esta composic¸a˜o esta´ definida para quase todo x ∈ Ω, e
a aplicac¸a˜o F : Ω× [0, T )→ Ω definida por (2.1.15) e´ Borel mensura´vel.
Demonstrac¸a˜o: Note que, como P0 e´ uma func¸a˜o convexa e limitada sobre B enta˜o
∇P0 esta´ definida sobre Ω \N10 , com N10 um subconjunto Borel mensura´vel de Ω tal que
|N10 |R3 = 0.
Ale´m disso, P ∗ e´ uma aplicac¸a˜o de Borel e limitada sobre R3 × [0, T ), convexa em
x, logo diferencia´vel quase sempre no espac¸o. Portanto, para cada t, ∇P ∗t esta´ definida
sobre R3 \N2t , com N2t um subconjunto boreliano de R3 tal que |N2t |R3=0. Mais ainda,
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se N2 ⊂ (R3× [0, T )) e´ tal que N2t = N2∩ (R3×{t}), temos que ∇P ∗ esta´ definida sobre
(R3 × [0, T )) \N2, e |N2|R4 = 0 pelo Teorema de Fubini.
Desta forma, devemos mostrar que (∇P ∗t ◦Φt◦∇P0) esta´ definida no seguinte conjunto:{
(x, t) ∈ Ω× [0, T ); (x, t) /∈ [(N10 × [0, T )) ∪M ]
}
,
onde M ⊂ R3× [0, T ) e´ definido por M = {(y, s) ∈ (Ω \N10 )× [0, T ); (Φ(∇P0(y), s), s) ∈
N2}.
Como (N10 × [0, T )) e´ um conjunto de medida nula em Ω × [0, T ), resta-nos mostrar
que |M |R4 = 0, e |Mt|R3 = 0 para todo t ∈ [0, T ), com Mt := M∩(R3×{t}). Observe que,
pelo Teorema de Fubini e´ suficiente mostrarmos que |Mt|R3 = 0 para todo t ∈ [0, T ), onde
Mt =
{
x ∈ Ω \N10 ; ∇P0(x) ∈ Φ−1t (N2t )
}
. Com efeito, fixe t ∈ [0, T ). Como Φt : R3 → R3
preserva medida, enta˜o |Φ−1t (N2t )|R3 = 0. Uma vez que ∇P0#LΩ = α0 e ∇P0 na˜o esta´
definido sobre N10 , segue que ∇P0#LΩ\N10 = α0. Assim, como α ∈ L1loc(R3), temos que,
|Mt| =
∣∣{x ∈ Ω \N10 ; ∇P0(x) ∈ Φ−1t (N2t )}∣∣
=
∫
Φ−1t (N2t )
α0(z)dz = 0
.
Portanto, podemos definir F : Ω× [0, T )→ Ω por F (x, t) = ∇P ∗t ◦Φt ◦∇P0(x), e tal
aplicac¸a˜o e´ Borel mensura´vel pela Proposic¸a˜o 2.2.6. Isto conclui a demonstrac¸a˜o.
A seguir demonstramos que F ∈ C([0, T ), L1(Ω)), e que aplicac¸a˜o F satisfaz as
condic¸o˜es (i) e (ii) da Definic¸a˜o 2.1.3.
Proposic¸a˜o 2.3.2 Seja F definida por (2.1.15). Enta˜o F satisfaz as seguintes pro-
priedades:
(i) F (x, 0) = x, para quase todo x ∈ Ω;
(ii) Para todo t > 0, a aplicac¸a˜o Ft : Ω→ Ω preserva medida;
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(iii) Para quaisquer t0 ∈ [0, T ), temos que
lim
t→t0
∫
Ω
|Ft(x)− Ft0(x)|dx = 0, t ∈ [0, T ); (2.3.63)
Demonstrac¸a˜o: Para mostrarmos o item (i), observemos primeiramente que F0(x) =
∇P ∗0 ◦ Φ0 ◦ ∇P0(x) para todo x ∈ Ω \ N0, onde N0 e´ um subconjunto boreliano tal que
|N0|R3 = 0, pelo lema anterior. Mostremos que ∇P ∗0 ◦ Φ0 ◦ ∇P0(x) = x para quase todo
x ∈ Ω.
De fato, como P0 e´ convexa em B, e tambe´m valendo-se do fato que P
∗
0 e´ dual
convexa de P0, existem subconjuntos N1 ⊂ Ω, N2 ⊂ R3 tais que |N1|R3 = 0, |N2|R3 = 0,
P0 e´ diferencia´vel em Ω \ N1, e P ∗0 e´ diferencia´vel sobre R3 \ N2. Mais ainda, se x ∈
Ω \ [N1 ∪∇P−10 (N2)], enta˜o ∇P ∗0 ◦ ∇P0(x) = x.
Agora, observe que pela Proposic¸a˜o 2.2.6(i), Φ0(x) = x em R3 \ N3, |N3|R3 = 0.
Assim, temos que F0(x) = x se Φ0 ◦∇P0(x) = ∇P0(x), isto e´ se ∇P0(x) /∈ N3, e tambe´m
se ∇P0(x) /∈ N2. Logo, F0(x) = x se x ∈ Ω \ [N0 ∪ N1 ∪ ∇P−10 (N2 ∪ N3)]. Como
|N0|R3 = |N1|R3 = 0, para completarmos a demonstrac¸a˜o do item(i), precisamos mostrar
que
|∇P−10 (N2 ∪N3) ∩ Ω|R3 = 0.
Para isto, defina µ = α0dx. Como α0 ∈ Lq(R3), e α e´ absolutamente cont´ınua com
respeito a` medida de Lebesgue, temos que µ(N2 ∪N3) = 0. Uma vez que ∇P0#LΩ = α0,
podemos concluir que∣∣∇P−10 (N2 ∪N3) ∩ Ω∣∣ = ∫
∇P−10 (N2∪N3)∩Ω
dx
=
∫
(N2∪N3)
detD2P ∗0 (z)dz
=
∫
(N2∪N3)
α0(z)dz
= µ(N2 ∪N3) = 0,
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o que conclui a demonstrac¸a˜o do item (i).
Com relac¸a˜o ao item (ii), observe que a seguinte identidade e´ va´lida:
∫
Ω
ϕ(Ft(x)) =
∫
Ω
ϕ ◦ ∇P ∗t ◦ Φt ◦ ∇P0(x)dx (2.3.64)
=
∫
R3
ϕ ◦ ∇P ∗t ◦ Φt(y)α0(y)dy (2.3.65)
=
∫
R3
ϕ ◦ ∇P ∗t (z)αt(z)dz (2.3.66)
=
∫
Ω
ϕ(x)dx. (2.3.67)
De fato, (2.3.64) segue da definic¸a˜o de Ft. Ale´m disso, como ∇P0#LΩ = α0, temos
que ∫
Ω
ψ ◦ ∇P0(x)dx =
∫
R3
ψ(y)α0(y)dy, ∀ψ ∈ C(R3).
Uma vez que α0 ∈ Lq(R3) tem suporte compacto, a identidade acima tambe´m e´ va´lida
para todo ψ ∈ L∞(R3). Tome ψ = ϕ ◦ ∇P ∗t ◦ Φt ∈ L∞(R3). Desta forma obtemos a
identidade (2.3.65). Tambe´m, como ϕ ◦ ∇P ∗t ∈ L∞(R3), α0 tem suporte compacto, e de
(2.2.49) temos que αt = Φt#α0, pelos mesmos argumentos utilizados para mostrarmos
(2.3.65) obtemos (2.3.66). Finalmente, (2.3.67) segue do fato que ∇P ∗t #αt = 1Ω, e
portanto o item (ii) esta´ demonstrado.
Mostremos agora que
lim
t→t0
∫
Ω
|Ft(x)− Ft0|dx = 0, t ∈ [0, T )
para qualquer t0 ∈ [0, T ). De fato, pelo Lema 2.3.1 temos que (2.1.15) esta´ definida para
quase todo x ∈ R3, e t ∈ [0, T ). Como ∇P0#LΩ = α0 e Φt : R3 → R3 preserva medida,
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temos, para t, t0 ∈ [0, T ), que∫
Ω
|Ft(x)− Ft0(x)| dx =
=
∫
Ω
∣∣∇P ∗t ◦ Φt ◦ ∇P0(x)−∇P ∗t0 ◦ Φt0 ◦ ∇P0(x)∣∣ dx
=
∫
R3
∣∣∇P ∗t ◦ Φt(y)−∇P ∗t0 ◦ Φt0(y)∣∣α0(y)dy
=
∫
R3
∣∣∇P ∗t ◦ Φt(y)−∇P ∗t0 ◦ Φt(y) +∇P ∗t0 ◦ Φt(y)−∇P ∗t0 ◦ Φt0(y)∣∣α0(y)dy
≤ c1
{∫
R3
∣∣∇P ∗t ◦ Φt(y)−∇P ∗t0 ◦ Φt(y)∣∣α0(y)dy+
+c2
∫
R3
∣∣∇P ∗t0 ◦ Φt(y)−∇P ∗t0 ◦ Φt0(y)∣∣α0(y)dy} ,
ou seja, ∫
Ω
|Ft(x)− Ft0(x)| dx ≤ c(I1 + I2). (2.3.68)
Mostraremos primeiramente que
I1 =
∫
R3
∣∣∇P ∗t ◦ Φt(y)−∇P ∗t0 ◦ Φt(y)∣∣α0(y)dy → 0
quando t → t0. Com efeito, note que ‖αt‖Lq(R3) = ‖α0‖Lq(R3), visto que Φ∗t preserva
medida, e αt(x) = α0(Φ
∗
t (x)), pela Proposic¸a˜o 2.2.8. Ale´m disso, se A denota uma
N-func¸a˜o ∆-regular, e se LA(R3) e´ o espac¸o de Orlicz associado a A, e E∗A denota o
espac¸o dual de LA, utilizando a desigualdade de Holder pra espac¸os de Orlicz (veja
(A.4)-Apeˆndice), temos que
I1 =
∫
R3
|∇P ∗t ◦ Φt(y)−∇P ∗t0 ◦ Φt(y)|α0(y)dy
=
∫
R3
|∇P ∗t (z)−∇P ∗t0(z)|αt(z)dz
≤ ‖∇P ∗t −∇P ∗t0‖EA∗‖αt‖LA
= ‖∇P ∗t −∇P ∗t0‖EA∗‖α0‖LA→0, t→ t0.
(2.3.69)
De fato, temos que ∇P ∗ ∈ L∞([0, T ), EA∗(B(0, R0)) ∩ C([0, T ), Lr(B(0, R))) para todo
R > 0, e todo r ∈ [1,∞), pelo Teorema 1.2.6. Logo ‖∇P ∗t ‖L∞ <∞ e se t0 ∈ [0, T ) e´ tal
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que t→ t0, enta˜o∇P ∗t → ∇P ∗t0 em L1(B(0, R). Logo, a sequeˆncia {∇P ∗t := ∇P ∗(., t)}t∈[0,T )
satisfaz as condic¸o˜es do Lema A.8 (apeˆndice), e portanto ∇P ∗t → ∇P ∗t0 em LA∗(R3).
Como EA∗(R3) = C∞c (R3)
LA∗
, enta˜o ∇P ∗t → ∇P ∗t0 em EA∗(R3).
Agora, mostremos que
I2 =
∫
R3
∣∣∇P ∗t0 ◦ Φt(y)−∇P ∗t0 ◦ Φt0(y)∣∣α0(y)dy → 0
quando t → t0. Para isto, note que, para cada t, ∇P ∗t (y) ∈ B para quase todo y. Ale´m
disso, α0 ∈ L1(Rn). Logo, pelo Teorema da Convergeˆncia Dominada resta-nos mostrar
que, para cada t0,
∇P ∗t0 ◦ Φt(y)−∇P ∗t0 ◦ Φt0(y)→ 0, t→ t0, (2.3.70)
para quase todo y ∈ R3.
Com efeito, primeiro observe que da Proposic¸a˜o 2.2.6 (i) podemos concluir que
Φt(y)→ Φt0(y), t→ t0 em [0, T ) (2.3.71)
para quase todo y ∈ R3, ja´ que Φ(y, .) ∈ W 1,∞([0, T )) para quase todo y ∈ R3. Seja
y ∈ R3 tal que a convergeˆncia em (2.3.71) ocorre. Se Φt0(y) e´ um ponto de continuidade
para ∇P ∗t0 , enta˜o (2.3.71) implica que, para tal y, a convergeˆncia em (2.3.70) ocorre.
Para verificarmos que ∇P ∗t0 e´ cont´ınua em Φt0(y) observe que, como P ∗t0 e´ convexa, ∇P ∗t0
e´ diferencia´vel quase sempre, pelo teorema de Aleksandrov (veja [18]), e portanto ∇P ∗t0
e´ cont´ınua para quase todo ponto. Ale´m disso, como Φt0 preserva medida, enta˜o ∇P ∗t0
e´ cont´ınua em Φt0(y), para quase todo y. De fato, se isto na˜o acontecesse, existiria um
subconjunto N ⊂ R3 de medida positiva, tal que ∇P ∗t0 seria descont´ınua em Φt0(y), para
todo y ∈ N , ou seja, ∇P ∗t0 seria descont´ınua em Φt0(N), e |Φt0(N)|R3 > 0, o que e´ uma
contradic¸a˜o.
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Logo, para quase todo y, ∇P ∗t0 e´ cont´ınua em Φt0(y), e portanto (2.3.71) implica que
(2.3.70) ocorre, o que encerra a demonstrac¸a˜o do item (iii).
Observac¸a˜o 2.3.3 Como Ω ⊂ R3 e´ limitado, do item (iii) da Proposic¸a˜o 2.3.2 podemos
concluir que, para todo r ∈ [1,∞),
lim
t→t0
∫
Ω
|Ft(x)− Ft0|rdx = 0, t ∈ [0, T ). (2.3.72)
O lema seguinte nos fornece um resultado te´cnico que sera´ utilizado no decorrer das
pro´ximas demonstrac¸o˜es.
Lema 2.3.4 Seja Z(x, t) = ∇P (F (x, t), t). Enta˜o Zt(x) = Φt ◦∇P0(x), para quase todo
(x, t) ∈ Ω× [0, T ).
Demonstrac¸a˜o: Note que, formalmente, temos a seguinte identidade:
Zt := ∇Pt ◦ Ft = ∇Pt ◦ ∇P ∗t ◦ Φt ◦ ∇P0 = Φt ◦ ∇P0, (2.3.73)
uma vez que ∇Pt ◦ ∇P ∗t = Id sobre o suporte de αt.
Para provar este lema, precisamos justificar estas igualdades. Como para cada t, Pt
e´ uma aplicac¸a˜o convexa e limitada, ∇Pt esta´ definida sobre Ω \ N1t , com |N1t |R3 = 0,
∀t ∈ [0, T ), e ale´m disso, ∇P esta´ definida em (Ω× [0, T ))\N1, com |N1|R4 = 0. Observe
que, como para cada t ∈ [0, T ) Ft e´ uma aplicac¸a˜o que preserva medida, temos que
|F−1t (N1t )|R3 = 0. Agora defina
G : Ω× [0, T )→ Ω× [0, T )
G(x, t) = (F (x, t), t).
Desta forma, G−1(N1) e´ um subconjunto de Ω× [0, T ) satisfazendo |G−1(N1)|R4 = 0. De
fato, note que
χF−1t (N1t )(x) =
{
1, x ∈ F−1t (N1t );
0, caso contra´rio,
82
Cap´ıtulo 2. Formulac¸a˜o Lagrangeana
e x ∈ F−1t (N1t )⇐⇒ Ft(x) ∈ N1t ⇐⇒ (F (x, t), t) ∈ N1 ⇐⇒ (x, t) ∈ G−1(N1). Logo,
0 =
∫ T
0
∫
Ω
χF−1t (N1t )(x)dxdt =
∫ T
0
∫
Ω
χG−1(N1)(x, t)dxdt
=
∫
Ω×[0,T )
χG−1(N1)(x, t)dxdt.
Desta forma, pelo Lema 2.3.1, podemos concluir que Zt(x) = ∇Pt ◦∇P ∗t ◦Φt ◦∇P0(x)
para (x, t) ∈ (Ω× [0, T ))\N˜ , |N˜ |R4 = 0. o que justifica a primeira identidade em (2.3.73).
Agora, justifiquemos a identidade ∇Pt ◦ ∇P ∗t ◦ Φt ◦ ∇P0 = Φt ◦ ∇P0. Seja M˜ =
{(x, t) ∈ R3 × [0, T );∇P (∇P ∗(x, t), t) 6= x} ∪ A, onde o conjunto A e´ tal que A =
{(x, t) ∈ R3 × [0, T );∇P ∗(x, t) ou ∇P (∇P ∗(x, t), t) na˜o existem}. Devemos mostrar que
∣∣∣{(x, t) ∈ (Ω× [0, T ]) \ N˜ ; (Φt ◦ ∇P0(x), t) ∈ M˜}∣∣∣ = 0. (2.3.74)
Observe que, se M˜t = M˜ ∩ (R3×{t}), pelo Teorema de Fubini basta mostrarmos que∣∣∣{x ∈ Ω \ N˜t; Φt ◦ ∇P0(x) ∈ M˜t}∣∣∣ = 0.
Com efeito, primeiramente observe que, como ∇Pt#LΩ = αt e ∇P ∗t #αt = 1Ω, enta˜o,
para todo t, temos que,∫
R3
ϕ(∇Pt(∇P ∗t (x)))αt(x)dx =
∫
Ω
ϕ(∇Pt(y))dy =
∫
R3
ϕ(x) αt(x)dx, ∀ϕ ∈ Cc(R3),
ou seja,
∇Pt ◦ ∇P ∗t (x) = x, x ∈ R3, αt − q.s..
Logo, da identidade anterior, podemos concluir que o conjunto Mt e´ de medida αt nula,
isto e´, ∫
M˜t
αt(y)dy = 0; ∀t ∈ [0, T ). (2.3.75)
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Assim, como, para qualquer t ∈ [0, T ], |N˜t| = 0 (e portanto o fato ∇P0#LΩ = α0,
implica que ∇P0#LΩ\N˜t = α0), da Proposic¸a˜o 2.2.6, ı´tens (iv) e (vi), de (2.2.50), e de
(2.3.75) conclu´ımos que∣∣∣{x ∈ Ω \ N˜t; Φt ◦ ∇P0(x) ∈ M˜t}∣∣∣ = ∣∣∣{x ∈ Ω \ N˜t; ∇P0(x) ∈ Φ∗t (M˜t)}∣∣∣
=
∫
Φ∗t (M˜t)
α0(x)dx
=
∫
M˜t
α0(Φ
∗
t (x))dx
=
∫
M˜t
αt(x)dx = 0.
Portanto, utilizando o Teorema de Fubini, obtemos (2.3.74), e por conseguinte temos
que ∇Pt ◦ ∇P ∗t ◦ Φt ◦ ∇P0 = Φt ◦ ∇P0. Isto conclui a demonstrac¸a˜o.
O resultado seguinte mostra que existe uma aplicac¸a˜o F ∗ que satisfaz a condic¸a˜o (iii)
da Definic¸a˜o 2.1.3.
Proposic¸a˜o 2.3.5 Existe F ∗ : Ω × [0, T ) → Ω tal que para todo t ∈ (0, T ) a aplicac¸a˜o
F ∗t = F
∗(·, t) = Ω → Ω preserva medida de Lebesgue (F ∗t #LΩ = LΩ), e satisfaz Ft ◦
F ∗t (x) = x e F
∗
t ◦ Ft(x) = x para quase todo x ∈ Ω.
Demonstrac¸a˜o: Defina, para cada t ∈ [0, T ),
F ∗t (x) = ∇P ∗0 ◦ Φ∗t ◦ ∇Pt(x). (2.3.76)
Vamos mostrar que esta aplicac¸a˜o satisfaz a condic¸a˜o (iii) da Definic¸a˜o 2.1.3.
Com efeito, observe que, de forma ana´loga ao Lema 2.3.1 podemos concluir, para
todo t ∈ [0, T ), que a expressa˜o ∇P ∗0 ◦Φ∗t ◦ ∇Pt(x) esta´ definida para quase todo x ∈ Ω,
e que a aplicac¸a˜o F ∗t : Ω→ Ω definida por (2.3.76) e´ boreliana.
Ale´m disso, se N˜ ⊂ Ω e´ o conjunto dos pontos tais que F ∗t na˜o esta´ definida, enta˜o
|N˜ | = 0, e portanto, como Ft preserva medida, |Ft(N˜)| = 0. Logo, F ∗t ◦ Ft(x) = ∇P ∗0 ◦
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Φ∗t ◦∇Pt ◦Ft(x) esta´ definida para quase todo x ∈ Ω tal que F ∗t esta´ definida. Note que,
usando o Lema 2.3.4 temos, F ∗t ◦ Ft(x) = ∇P ∗0 ◦ Φ∗t ◦ Φt ◦ ∇P0(x) quase sempre em Ω.
Note tambe´m que, como Φ∗t ◦Φt(y) = y quase sempre em R3, e portanto α0-quase sempre
em R3 (pois α0 e´ absolutamente cont´ınua com respeito a` medida de Lebesgue), o fato de
que ∇P0#LΩ = α0 implica que, ∀ϕ ∈ C(Ω)∫
Ω
ϕ◦Φ∗t◦Φt(∇P0(x))dx =
∫
R3
ϕ◦Φ∗t◦Φt(y)α0(y)dy =
∫
R3
ϕ(y) α0(y)dy =
∫
Ω
ϕ(∇P0(x))dx,
isto e´, Φ∗t ◦ Φt(∇P0(x)) = ∇P0(x) para quase todo x. Desta forma, temos que
F ∗t ◦ Ft(x) = ∇P ∗0 ◦ ∇P0(x) = x, q.t.p. x ∈ Ω.
Analogamente, conclu´ımos que Ft ◦ F ∗t (x) = x, para quase todo x ∈ Ω, o que conclui
esta demonstrac¸a˜o.
Por fim, mostraremos que Z(x, t) = ∇P (F (x, t), t) e´ soluc¸a˜o fraca de (2.1.11).
Proposic¸a˜o 2.3.6 Seja Z(x, t) = ∇P (F (x, t), t). Enta˜o, para qualquer φ ∈ C1c (Ω ×
[0, T )), a identidade em (2.1.12) e´ satisfeita. Mais ainda, apo´s mudarmos Z(x, t) sobre
um subconjunto de Ω × (0, T ) de medida nula, temos que Z(x, ·) ∈ W 1,∞([0, T )), para
quase todo x ∈ Ω, e a identidade (2.1.14) e´ va´lida.
Demonstrac¸a˜o: Para mostrarmos que Z(x, t) = ∇P (F (x, t), t) e´ soluc¸a˜o fraca de
(2.1.11), observe que, a definic¸a˜o do fluxo Lagrangeano Φ e a Proposic¸a˜o 2.2.6 implicam
que, para quase todo X ∈ R3 e todo t ∈ [0, T ), temos que
Φ(X, t) = X +
∫ T
0
U˜(Φs(X), s)ds. (2.3.77)
Desta forma, a identidade expressa em (2.3.77) e´ va´lida para todo X ∈ R3 \ N̂ , com
|N̂ |R3 = 0. Como ∇P0#LΩ = α0, α0 ∈ Lq(R3), enta˜o∣∣∣(∇P0)−1(N̂) ∩ Ω∣∣∣ = ∫
N̂
α0(z)dz = 0.
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Portanto, para quase todo x ∈ Ω, podemos tomar X = ∇P0(x) em (2.3.77). Assim,
obtemos que
Φ(∇P0(x), t) = ∇P0(x) +
∫ T
0
U(Φs(∇P0(x)), s)ds, (2.3.78)
para quase todo x ∈ Ω, e todo t ∈ [0, T ). Note que podemos trocar o campo U˜ pelo
campo U baseados na Proposic¸a˜o 2.2.6 (v).
Multiplicando (2.3.78) por ∂tη(x, t), onde η ∈ C1c (R3 × [0, T )), e integrando sobre
Ω× [0, T ), temos,∫
Ω×[0,T )
∂tη(x, t).Φ(∇P0(x), t)dxdt =
∫
Ω×[0,T )
∂tη(x, t).∇P0(x)dxdt
+
∫
Ω×[0,T )
∂tη(x, t)
∫ T
0
U(Φs(∇P0(x)), s)dsdxdt.
Assim,∫
Ω×[0,T )
∂tη(x, t).Φ(∇P0(x), t)dxdt = −
∫
Ω
η(x, 0).∇P0(x)dx
+
∫
Ω
[
η(x, t)
∫ T
0
U(Φs(∇P0(x)), s)ds
]T
0
dx
−
∫
Ω×[0,T )
η(x, t)∂t
[∫ T
0
U(Φs(∇P0(x)), s)ds
]
dxdt
= −
∫
Ω
∂tη(x, 0)∇P0(x)dx
−
∫
Ω×[0,T )
η(x, t)U(Φs(∇P0(x)), s)dxdt.
(2.3.79)
Agora, como U(X, t) = J [X −∇P ∗(X, t)], de (2.1.15) e do Lema 2.3.2 temos que
U(Φt(∇P0(x)), t) = J [Φt(∇P0(x))−∇P ∗t (Φt(∇P0(x)))]
= J [Z(x, t)− F (x, t)]
para quase todo (x, t). Logo∫
Ω×[0,T )
∂tη(x, t).Z(x, t)dxdt = −
∫
Ω
η(x, 0)∇P0(x)dx
−
∫
Ω×[0,T )
η(x, t).J [Z(x, t)− F (x, t)]dxdt,
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o que prova (2.1.12).
Finalmente, pelo Lema 2.3.4 temos que Z(x, t) = ∇P (F (x, t), t) = Φ(∇P0(x), t).
Como, pela Proposic¸a˜o 2.2.6(i) temos que Φ(X, .) ∈ W 1,∞([0, T )) para quase todo X ∈
R3, enta˜o Φ(∇P0(x), t) ∈ W 1,∞([0, T )) para os pontos X = ∇P0(x) tais que ∇P0(x)
esta´ definido. Logo, redefinindo, se necessa´rio, Z sobre o conjunto onde ∇P0(x) na˜o esta´
definido, temos que Z(x, .) = Φ(∇P0(x), .) ∈ W 1,∞([0, T )),o que encerra a demonstrac¸a˜o.
Mediante aos resultados anteriormente demonstrados, podemos demonstrar o Teo-
rema 2.1.4:
Demonstrac¸a˜o do Teorema 2.1.4
Sejam Ω ⊂ R3 um aberto convexo tal que Ω ⊂ B(0, S), e P0(x) uma func¸a˜o convexa
e limitada satisfazendo ∇P0#LΩ ∈ Lq(R3). Defina α0 por α0dx := ∇P0#LΩ. Observe
que α0 ∈ Lq(R3), q ≥ 1 e , como ja´ foi observado anteriormente, as hipo´teses do Teorema
2.1.4 implicam nas hipo´teses do Teorema 1.2.6. Seja P a func¸a˜o convexa dada pelo
Teorema 1.2.6. Se F e´ definida por (2.1.15), enta˜o pelo Lema 2.3.1, Proposic¸a˜o 2.3.2,
Observac¸a˜o 2.3.3, Proposic¸a˜o 2.3.5 e Proposic¸a˜o 2.3.6 conclu´ımos que o par (P, F ) e´
soluc¸a˜o Lagrangeana do problema (1.2.60).
Resta-nos mostrar a unicidade do fluxo Lagrangeano F com relac¸a˜o a uma dada
aplicac¸a˜o P satisfazendo as hipo´teses do Teorema 2.1.4. Na proposic¸a˜o seguinte deno-
taremos, para cada t ∈ [0, T ), (F1)t := F1(·, t), (F2)t := F2(·, t).
Proposic¸a˜o 2.3.7 (Unicidade do fluxo Lagrangeano F) Seja P uma aplicac¸a˜o sa-
tisfazendo hipo´teses do Teorema 2.1.4. Sejam F1, F2 fluxos Lagrangeanos no espac¸o
f´ısico com a seguinte propriedade: (P, F1), (P, F2) sa˜o soluc¸o˜es Lagrangeanas do prob-
87
2.3. Fluxo Lagrangeano no espac¸o f´ısico
lema (1.2.60), no sentido da Definic¸a˜o 2.1.3. Enta˜o, para quase todo ponto x ∈ Ω,
(F1)t = (F2)t. (Consequentemente, dado P , todo fluxo Lagrangeano no espac¸o f´ısico e´ da
forma (2.1.15).)
Demonstrac¸a˜o: Para mostrar este resultado, primeiramente tomemos P satisfazendo
hipo´teses do Teorema 2.1.4 e F tais que (P, F ) e´ soluc¸a˜o Lagrangeana do problema
(1.2.60). Vamos mostrar que
Φ = ∇P ◦ F ◦ ∇P ∗0 (2.3.80)
define um fluxo Lagrangeano no espac¸o dual.
De fato, mostremos que Φ satisfaz as condic¸o˜es (i)-(iv) da Proposic¸a˜o 2.2.6. Note
que, pela definic¸a˜o de Φ e pelas propriedades de P , F e´ fa´cil verificar que Φ(y, 0) = 0,
Φ(y, ·) ∈ W 1,∞([0, T )) e que, para cada t, Φt : Φ(·, t) preserva medida. Assim, temos (i),
(ii) e (iv).
Agora, denote ∇P ◦ F = Z, e U(y, t) = J [Zt ◦ ∇P ∗0 (y) − Ft ◦ ∇P ∗0 (y)]. Observe
que, como (P, F ) e´ soluc¸a˜o Lagrangeana, para toda func¸a˜o φ ∈ C1c (R3 × [0, T )), F deve
satisfazer a seguinte expressa˜o:∫
Ω×[0,T )
Z(x, t) · ∂tφ(x, t) + J [Z(x, t)− F (x, t)] · φ(x, t)dxdt+
∫
Ω
∇P0(x) · φ(x, 0)dx = 0.
Considere a mudanc¸a de varia´veis x = ∇P ∗0 (y) na expressa˜o anterior. Desta forma,
temos que,∫
(∇P ∗0 )−1(Ω)×[0,T )
{Z(∇P ∗0 (y), t) · ∂tφ(∇P ∗0 (y), t)}α0(y)dydt
+
∫
(∇P ∗0 )−1(Ω)×[0,T )
{J [Z(∇P ∗0 (y), t)− F (∇P ∗0 (y), t)] · φ(∇P ∗0 (y), t)}α0(y)dydt
+
∫
(∇P ∗0 )−1(Ω)
y · φ(∇P ∗0 (y), 0)α0(y)dy = 0.
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Note que Φ(y, t) = Z(∇P ∗0 (y), t). Assim,∫
(∇P ∗0 )−1(Ω)×[0,T )
{∂tφ(∇P ∗0 (y), t) · Φ(y, t)}α0(y)dydt
+
∫
(∇P ∗0 )−1(Ω)×[0,T )
{J [Φ(y, t)−∇P ∗t ◦ Φt(y)] · φ(∇P ∗0 (y), t)}α0(y)dydt
+
∫
(∇P ∗0 )−1(Ω)
y · φ(∇P ∗0 (y), 0)α0(y)dy = 0.
(2.3.81)
Agora, observe que, se φ(∇P ∗0 (y), t) fosse suave, (2.3.81) seria uma formulac¸a˜o fraca
para
d
dt
Φ(y, t) = J [Φ(y, t)−∇P ∗t ◦ Φt(y)]
Φ(y, 0) = y,
α0-quase sempre. Como φ(∇P ∗0 (y), t) ∈ L∞(R3), vamos utilizar um argumento de apro-
ximac¸a˜o para mostrar primeiramente que (2.3.81) e´ va´lida ∀φ ∈ L∞(∇P0(Ω) × [0, T ))
satisfazendo ∂tφ ∈ L∞(∇P0(Ω) × [0, T )) e supp φ ⊂ ∇P0(Ω) × [0, T − ε], ε > 0. Com
efeito, seja φ uma func¸a˜o satisfazendo a tais condic¸o˜es. Vamos construir uma sequeˆncia
aproximante φj ∈ C1c (∇P0(Ω)× [0, T )) como segue:
Estenda φ para ∇P0(Ω)× [0,∞) definindo φ(., t) = 0 para t ≥ T , e depois estenda φ
para ∇P0(Ω)× (−∞,∞) definindo φ(y, t) = φ(y,−t) para t < 0 e y ∈ ∇P0(Ω).
Seja h > 0 e (∇P0(Ω))h = {y ∈ ∇P0(Ω)| dist(x, ∂(∇P0(Ω)) > h}. Note que
φ.χ(∇P0(Ω))h esta´ definida em R3 × R. Agora, considere ηh(x, t) =
1
h4
η
( |(x, t)|
h
)
, um
mollifier padra˜o. Tome j > 1
ε
um inteiro. Enta˜o φj =
(
φ.χ(∇P0(Ω))h
) ∗ ηh, com h = 1j < ε
e´ tal que φj ∈ C1c (∇P0(Ω)× [0, T )) e ‖φj‖, ‖∂tφj‖ ≤ c, onde c na˜o depende de j.
Temos que
(φj, ∂tφj)→ (φ, ∂tφ) q.s. em ∇P0(Ω)× [0, T ); j →∞. (2.3.82)
Logo, como ∇P ∗0 #α0 = LΩ, e como x = ∇P ∗0 (y) ⇔ y = ∇P0(x), de (2.3.82) podemos
89
2.3. Fluxo Lagrangeano no espac¸o f´ısico
concluir que, para quase todo y ∈ (∇P ∗0 )−1(Ω),
∫
(∇P ∗0 )−1(Ω)×[0,T )
φj(∇P ∗0 (y))− φ(∇P ∗0 (y))α0(x)dx =
∫
Ω
φj(y)− φ(y)dx→ 0,
isto e´, φj(∇P ∗0 (y))→ φ(∇P ∗0 (y)) α0-q.t.p.
Da mesma forma, temos que ∂tφj(∇P ∗0 (y))→ ∂tφ(∇P ∗0 (y)) α0-q.t.p.
Denote por (2.3.81)j a identidade resultante da substituic¸a˜o de φ por φj em (2.3.81).
Logo, das observac¸o˜es acima podemos concluir, pelo Teorema da Convergeˆncia Dom-
inada, que o lado esquerdo de (2.3.81)j converge ao lado direito de (2.3.81), agora
para uma func¸a˜o φ tal que φ ∈ L∞(∇P0(Ω) × [0, T )), ∂tφ ∈ L∞(∇P0(Ω) × [0, T )) e
supp φ ⊂ ∇P0(Ω)× [0, T − ε], ε > 0.
Agora, para y ∈ Ω, seja φ(y, t) = η(∇P0(y), t), onde η ∈ C1c (∇P0(Ω) × [0, T )).
Enta˜o φ ∈ L∞(∇P0(Ω) × [0, T )) e supp φ ⊂ ∇P0(Ω) × [0, T − ε], para algum ε >
0, pois η ∈ C1c (∇P0(Ω) × [0, T )). Ale´m disso, ∂tφ(y, t) = (∂tη)(∇P0(y), t) e portanto
∂φt ∈ L∞(∇P0(Ω) × [0, T )). Desta forma, a formulac¸a˜o fraca (2.3.81) e´ va´lida para φ.
Substituindo φ(y, t) = η(∇P0(y), t) em (2.3.81), temos que
∫
(∇P ∗0 )−1(Ω)×[0,T )
{∂tη(y, t) · Φ(y, t)}α0(y)dydt
+
∫
(∇P ∗0 )−1(Ω)×[0,T )
{J [Φ(y, t)−∇P ∗t ◦ Φt(y)] · η(y, t)}α0(y)dydt
+
∫
(∇P ∗0 )−1(Ω)
y · η(y, 0)α0(y)dy = 0,
(2.3.83)
com η ∈ C1c (∇P0(Ω)× [0, T )). Note que η e´ arbitra´rio. Assim, a formulac¸a˜o fraca (2.3.81)
e´ satisfeita para todo η ∈ C1c (∇P0(Ω)× [0, T )).
Observe ainda que, como α0 = ∇P0#LΩ, enta˜o supp α0 ⊂ ∇P0(Ω) = (∇P ∗0 )−1(Ω).
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Logo, de (2.3.83) segue que∫
R3×[0,T )
{∂tη(y, t) · Φ(y, t)}α0(y)dydt
+
∫
R3×[0,T )
{J [Φ(y, t)−∇P ∗t ◦ Φt(y)] · η(y, t)}α0(y)dydt
+
∫
R3
y · η(y, 0)α0(y)dy = 0,
(2.3.84)
para todo η ∈ C1c (R3 × [0, T )).
Agora, tome η ∈ C1c (R3 × (0, T )). De (2.3.84) temos que∫
R3×[0,T )
{∂tη(y, t)Φ(y, t)}α0(y)dydt = −
∫
R3×[0,T )
{η(y, t)J [Φ(y, t)−∇P ∗t ◦ Φt(y)]}α0(y)dydt,
e portanto, no sentido das distribuic¸o˜es, ∂t[Φ(y, t)α0(y)] = J [Φ(y, t)−∇P ∗t ◦Φt(y)]. Mas
J [Φ−∇P ∗t ◦ Φt] ∈ L1(R3), e portanto ∂t[Φα0] ∈ L1(R3). Logo,∫
R3×[0,T )
{
∂t[Φ(y, t)α0(y)] + J [Φ˜(y, t)−∇P ∗t ◦ Φ˜t(y)]α0(y)
}
· η(y, t)dydt = 0. (2.3.85)
Observe tambe´m que,∫
R3×[0,T )
∂t[Φ(y, t)α0(y)]η(y, t)dydt =
∫
R3×[0,T )
Φ(y, t)α0(y)∂tη(y, t)dydt
=
∫
R3×[0,T )
Φ(y, t)∂t(α0(y)η(y, t))dydt
=
∫
R3×[0,T )
∂tΦ(y, t)α0(y)η(y, t)dydt,
ou seja, ∂t[Φ(y, t)α0(y)] = α0(y)∂tΦ(y, t). Portanto, de (2.3.85), temos que∫
R3×[0,T )
{∂tΦ(y, t) + J [Φ(y, t)−∇P ∗t ◦ Φt(y)]}α0(y)η(y, t)dydt = 0, (2.3.86)
∀η ∈ C1c (R3 × (0, T )). Como α0 tem suporte compacto, enta˜o,
∂tΦ(y, t) + J [Φ(y, t)−∇P ∗t ◦ Φt(y)] = 0, (2.3.87)
q.t.p. em suppα0.
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Logo, ∀η ∈ C1c (R3 × (0, T )),∫
R3×[0,T )
∂tη(y, t)Φ(y, t) + J [Φ(y, t)−∇P ∗t ◦ Φt(y)]η(y, t) = 0. (2.3.88)
Agora, seja η ∈ C1c (R3 × [0, T )), e defina η := η(y, t) = η(y, t) − η(y, 0). Note que
η ∈ C1c (R3 × (0, T )), e ∂tη = ∂tη. Assim, para η assim definida, temos que∫
R3×[0,T )
∂tη(y, t)Φ(y, t) + J [Φ(y, t)−∇P ∗t ◦ Φt(y)]η(y, t) =
=
∫
R3×[0,T )
∂tη(y, t)Φ(y, t) + J [Φ(y, t)−∇P ∗t ◦ Φt(y)](η(y, t)− η(y, 0)) = 0.
Portanto, ∫
R3×[0,T )
∂tη(y, t)Φ(y, t) + J [Φ(y, t)−∇P ∗t ◦ Φt(y)]η(y, t) =
=
∫
R3×[0,T )
J [Φ(y, t)−∇P ∗t ◦ Φt(y)]η(y, 0) = 0,
ou seja, ∀η ∈ C1c (R3 × [0, T )),∫
R3×[0,T )
∂tη(y, t)Φ(y, t) + J [Φ(y, t)−∇P ∗t ◦ Φt(y)]η(y, t) = 0.
Assim, Φ satisfaz ∂tΦ(x, t) = J [Φ(y, t)−∇P ∗t ◦Φt(y)] para quase todo ponto (y, t) ∈
R3 × [0, T ), o que mostra o item (iii).
Por fim, seja P nas hipo´teses do Teorema 2.1.4, e suponhamos que existam F1, F2
tais que (P, F1) e (P, F2) sa˜o soluc¸o˜es Lagrangeanas. Pela exposic¸a˜o anterior, temos
que se Φ1 e Φ2 sa˜o os fluxos Lagrangeanos definidos por (2.3.80) correspondente a F1
e F2, respectivamente, enta˜o ∂tΦ1(y, t) = J [Φ1(y, t) − ∇P ∗t ◦ Φt(y)] para quase todo
ponto (y, t) ∈ R3× [0, T ), e ∂tΦ2(y, t) = J [Φ2(y, t)−∇P ∗t ◦Φt(y)] para quase todo ponto
(y, t) ∈ R3×[0, T ), e Φ1, Φ2 satisfazem as condic¸o˜es (i)-(iv) da Proposic¸a˜o 2.2.6. Portanto,
pela Proposic¸a˜o 2.2.8 temos que αt = Φ1#α0, αt = Φ2#α0, isto e´, ∀ϕ ∈ C1c (R3 × [0, T )),∫
R3×[0,T )
ϕ(Φ1(y, t))α0(y)dydt =
∫
R3×[0,T )
ϕ(Φ2(y, t))α0(y)dydt,
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isto e´, para cada t ∈ [0, T ),
Φ1(·, t) = Φ2(·, t)
em suppα0.
Desta forma, para cada t ∈ [0, T ), temos, para y ∈ suppα0, que,
∇Pt ◦ (F1)t ◦ ∇P ∗0 (y) = Φ(y, t) = Φ1(y, t) = ∇Pt ◦ (F2)t ◦ ∇P ∗0 (y),
donde, do fato que ∇P ∗t ◦ ∇Pt(x) = x quase sempre em Ω, e ∇P ∗0 #α0 = LΩ, podemos
concluir que (F1)t = (F2)t q.t.p. em Ω.
Observac¸a˜o 2.3.8 • Da proposic¸a˜o anterior podemos concluir, em particular, que
todo fluxo Lagrangeano no espac¸o f´ısico e´ da forma F (x, t) = ∇P ∗t ◦ Φt ◦ ∇P0(x).
• Gostar´ıamos de observar que nossa contribuic¸a˜o com relac¸a˜o a` existeˆncia de soluc¸o˜es
Lagrangeanas no espac¸o f´ısico esta´ no fato que estendemos o resultado de existeˆncia
de soluc¸o˜es, originalmente formulado considerando P0 uma func¸a˜o convexa tal que
∇P0#LΩ ∈ Lq(R3), q > 1, para o caso limite q = 1. O ponto crucial nesta de-
monstrac¸a˜o esta´ na Proposic¸a˜o 2.3.2, item (iii). Sem a estrutura dos espac¸os de
Orlicz, na˜o conseguimos demonstrar que a integral I1 da referida proposic¸a˜o pode
convergir quando ∇P0#LΩ = α0 ∈ L1(R3), visto que |∇P ∗t −∇P ∗t0| na˜o converge a
zero em L∞(R3) quando t→ t0.
Ressaltamos tambe´m que, ate´ o momento, na˜o existia nenhum resultado com relac¸a˜o
a` unicidade de fluxos Lagranegeanos no espac¸o f´ısico. Com a Proposic¸a˜o 2.3.6
mostramos que sob condic¸o˜es espec´ıficas, temos a unicidade do fluxo Lagrangeano
F . Nada podemos afirmar com relac¸a˜o a` unicidade de soluc¸o˜es Lagrangeanas.
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Cap´ıtulo 3
Estabilidade Fraca
A noc¸a˜o de estabilidade fraca foi explorada por G. Loeper em [21] para as equac¸o˜es
semigeostro´ficas em sua formulac¸a˜o dual. Ele mostrou que, para todo T > 0, dada
uma sequeˆncia de medidas de probabilidade {αn}, soluc¸o˜es fracas para as equac¸o˜es semi-
geostro´ficas em [0, T ], se {α0n} e´ uma sequeˆncia de dados iniciais associada a {αn}, com
suporte compacto em BR para algum R > 0 independente de n, enta˜o a sequeˆncia {αn}
e´ precompacta em C([0, T ],P−w∗), e toda subsequ¨eˆncia convergente converge para uma
soluc¸a˜o das equac¸o˜es semigeostro´ficas (Teorema 1.2.10).
Um resultado equivalente pode ser obtido no contexto Lagrangeano das equac¸o˜es semi-
geostro´ficas. Mostraremos que, se α0 e´ uma sequeˆncia convergente de vorticidades iniciais
em L1, em varia´veis duais, enta˜o a sequ¨eˆncia correspondente de soluc¸o˜es Lagrangeanas
no espac¸o f´ısico e´ convergente em L1loc. Temos tambe´m um resultado de estabilidade fraca
para a versa˜o Lagrangeana do modelo a´gua-rasa das equac¸o˜es semigeostro´ficas.
O objetivo deste Cap´ıtulo e´ demonstrar os resultados de estabilidade fraca acima cita-
dos. Ale´m disso, daremos uma breve explanac¸a˜o sobre o modelo a´gua-rasa das equac¸o˜es
semigeostro´ficas. No fim deste cap´ıtulo mostraremos, a partir de um exemplo, que existe
uma sequeˆncia de vorticidades iniciais no espac¸o das medidas de probabilidade, tal que
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a sequeˆncia correspondente de soluc¸o˜es Lagrangeanas no espac¸o f´ısico na˜o e´ convergente.
3.1 Estabilidade fraca em L1 para as soluc¸o˜es La-
grangeanas das equac¸o˜es semigeostro´ficas
Sejam {αn0} ∈ L1(R3) uma sequeˆncia convergente, e αn := αn(x, t) uma sequeˆncia de
soluc¸o˜es fracas para as equac¸o˜es semigeostro´ficas, com dados iniciais αn0 . Sejam {P n0 }
uma sequeˆncia de func¸o˜es convexas e limitadas tais que, para cada n, ∇P n0 #LΩ = αn0 .
Lembre-se que, ao resolvermos, para cada n, o problema no espac¸o dual com dado
inicial αn0 , obtemos uma sequeˆncia P
n de presso˜es modificadas associadas a`s soluc¸o˜es
fracas αn. Denotaremos por Φn a sequeˆncia de fluxos Lagrangeanos no espac¸o dual
associada a αn. Seja, para cada n,
F nt := (∇P ∗t )n ◦ Φnt ◦ ∇P n0 (3.1.1)
o u´nico fluxo Lagrangeano no espac¸o f´ısico associado a αn0 , cuja existeˆncia e unicidade
com relac¸a˜o a uma aplicac¸a˜o P n dada esta´ garantida pelos Teorema 2.1.4 e Proposic¸a˜o
2.3.7.
Para mostrarmos um resultado de estabilidade fraca neste contexto, precisamos obter
uma noc¸a˜o de convergeˆncia para a sequeˆncia (3.1.1). Observe que esta na˜o e´ uma tarefa
simples, visto que F nt e´ dada pela composic¸a˜o de treˆs sequ¨eˆncias distintas e que convergem
independentemente nos espac¸os dual e f´ısico. No entanto, considerando as relac¸o˜es ex-
istentes entre o fluxo Lagrangeano no espac¸o dual e as soluc¸o˜es para as equac¸o˜es semi-
geostro´ficas no espac¸o dual (Proposic¸a˜o 2.2.8), bem como as propriedades dos fluxos La-
grangeanos nos espac¸os dual e f´ısico (Proposic¸a˜o 2.2.6 e Definic¸a˜o 2.1.3, respectivamente),
e´ poss´ıvel estabelecer uma noc¸a˜o de convergeˆncia para a sequeˆncia (3.1.1), descrita pelo
teorema a seguir:
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Teorema 3.1.1 Seja α0 ∈ L1(R3) tal que αn0 → α0 fortemente em L1(R3). Seja α uma
soluc¸a˜o fraca do problema dual com dado inicial α0 e seja F a aplicac¸a˜o Lagrangeana
correspondente. Enta˜o existe uma subsequeˆncia αnkt tal que F
nk
t → Ft em L1loc(Ω), para
0 < t < T .
Este e´ o resultado principal desta sec¸a˜o. Antes de demonstrarmos o Teorema 3.1.1,
precisamos de alguns resultados auxiliares. O pro´ximo lema e´ uma adaptac¸a˜o do Teorema
2.2.4 para a sequeˆncia Φn associada a` sequeˆncia de soluc¸o˜es das equac¸o˜es semigeostro´ficas
no espac¸o dual {αnt }n.
Lema 3.1.2 Seja {Φnt }n sequeˆncia de fluxos Lagrangeanos no espac¸o dual, associada a`
sequeˆncia de soluc¸o˜es {αnt }n. Enta˜o, para cada t,
lim
n→∞
∫
BR
sup
t∈[0,T ]
|Φn(X, t)− Φ(X, t)|dX = 0, ∀R > 0, (3.1.2)
onde Φt(X) e´ o fluxo Lagrangeano associado ao campo U˜(X, t) = J [H(X)−∇P ∗(X, t)],
e H(X) e´ a aplicac¸a˜o definida em (2.2.27), (2.2.28).
Demonstrac¸a˜o: Para mostrarmos (3.1.2), seja, para cada n, Φnt o fluxo Lagrangeano
no espac¸o dual, associado ao campo U˜n(X, t) = J [H(X)− (∇P ∗t )n]. Por (1.2.75), temos
que (P nk)∗(t, .)→ P ∗(t, .) em W 1,1loc (R3). Assim,
U˜n(X, t) −→ U˜(X, t) em L1loc(R3). (3.1.3)
No entanto, observando o Teorema 2.2.4, vemos que tais condic¸o˜es ainda na˜o sa˜o
suficientes para obtermos a convergeˆncia de {Φnt }. Consideremos, enta˜o, {U˜n,m(X, t)}
uma famı´lia de aproximac¸o˜es para U˜n descrita por
U˜n,m(X, t) = J [H(X)− (∇P ∗t )n ∗ ηm(X, t)] (3.1.4)
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onde ηm e´ um mollifier padra˜o.
Observe que a famı´lia {U˜n,m(X, t)} satisfaz as seguintes condic¸o˜es:
U˜n,m ∈ C([0, T ]× R3,R3)
supm ‖U˜n,m‖L∞(R3×[0,T ],R3) <∞
divU˜n,m = 0
|∇U˜n,m|L∞([0,T ]×BR,R3) ≤ C(n,m,R) <∞
U˜n,m −→ U˜n em L1loc(R3 × [0, T )).
(3.1.5)
Desta forma, se Φn,m(X, t) e´ a u´nica soluc¸a˜o em [0, T ] da EDO{
d
dt
Φn,m(X, t) = U˜n,m(t,Φn,m(X, t))
Φn,m(X, 0) = X
,
pelo Teorema 2.2.4, temos que
lim
m→∞
∫
BR
sup
t∈[0,T ]
|Φn(X, t)− Φn,m(X, t)|dX = 0, ∀R > 0. (3.1.6)
Por outro lado, observe tambe´m que U˜n,m(X, t)→ U˜(X, t) em L1loc(R3×[0, T )) quando
m,n→∞. Com efeito, como
‖(∇P ∗t )n ∗ ηm −∇P ∗t ‖1 ≤ ‖ηm‖∞‖(∇P ∗t )n −∇P ∗t ‖1 + ‖∇P ∗t ∗ ηm −∇P ∗t ‖1,
temos que, quando m,n→∞,
‖(∇P ∗t )n ∗ ηm −∇P ∗t ‖1 −→ 0,
pois (∇P ∗t )n −∇P ∗t )→ 0, (∇P ∗t ∗ ηm −∇P ∗t )→ 0, e ‖ηm‖∞ ≤ 1.
Desta forma, tambe´m temos que
lim
m,n→∞
∫
BR
sup
t∈[0,T ]
|Φ(X, t)− Φn,m(X, t)|dX = 0, ∀R > 0. (3.1.7)
Agora, observe que, da u´ltima expressa˜o de (3.1.5), para cada n, U˜n,m −→ U˜n em
L1loc(R3 × [0, T )). Portanto, toda subsequeˆncia de {U˜n,m}m deve convergir para U˜n, ∀n.
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Considere, enta˜o,uma subsequeˆncia {U˜n,m(n)} de {U˜n,m}m de tal forma que m(n) → ∞
quando n→∞. Assim, para tal subsequeˆncia, se Φn,m(n) e´ o fluxo Lagrangeano associado
no espac¸o dual, temos,
lim
m(n)→∞
∫
BR
sup
t∈[0,T ]
|Φn(X, t)− Φn,m(n)(X, t)|dX = 0, ∀R > 0. (3.1.8)
Das convergeˆncias anteriores, e valendo-se do fato que
|Φn(X, t)− Φ(X, t)| ≤ |Φn(X, t)− Φn,m(n)(X, t)|+ |Φn,m(n)(X, t)− Φ(X, t)|
podemos concluir que
lim
n→∞
∫
BR
sup
t∈[0,T ]
|Φn(X, t)− Φ(X, t)|dX = 0, ∀R > 0.
Isto mostra o desejado.
A proposic¸a˜o a seguir caracteriza a convergeˆncia das aplicac¸o˜es Lagrangeanas no
espac¸o f´ısico associadas a uma sequeˆncia {αn} de soluc¸o˜es fracas da formulac¸a˜o dual das
equac¸o˜es semigeostro´ficas satisfazendo a condic¸o˜es espec´ıficas de convergeˆncia.
Proposic¸a˜o 3.1.3 Seja {αn} uma sequeˆncia de soluc¸o˜es fracas associada ao problema
dual, e seja α tal que, para cada t ∈ [0, T ),
αn(., t) ⇀ α(., t) w∗ − LA(B(0, R0))
P n(., t) −→ P (., t) W 1,r(Ω)
P n0 −→ P0 W 1,1(Ω)
(P n)∗(., t) −→ P ∗(., t) W 1,1loc (R3)
(∇P n)∗(., t) −→ ∇P ∗(., t) (EA∗)loc(R3),
(3.1.9)
onde A e´ uma N-func¸a˜o, A∗ e´ a transformada de Legendre de A, LA(R3) e´ o espac¸o de
Orlicz associado a A, e EA∗(R3) = C∞c (R3)
L∗A.
Seja F n a aplicac¸a˜o Lagrangeana no espac¸o f´ısico correspondente a αn, e seja F a
aplicac¸a˜o Lagrangeana correspondente a α. Enta˜o F nt → Ft em L1loc(Ω).
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Demonstrac¸a˜o: Dado uma sequeˆncia de soluc¸o˜es fracas {αn} no espac¸o dual satis-
fazendo (3.1.9), sejam {F n} a sequeˆncia de aplicac¸o˜es Lagrangeanas associada a {αn}, e
F a aplicac¸a˜o Lagrangeana associada a α. Para mostrarmos que F nt → Ft em L1loc(Ω),
primeiramente observemos que, para cada t, temos a seguinte desigualdade:
∫
Ω
|F nt (x)− Ft(x)|dx =
∫
Ω
|(∇P ∗t )n ◦ Φnt ◦ ∇P n0 (x)− (∇P ∗t ) ◦ Φt ◦ ∇P0(x)|dx
≤ c
{∫
Ω
|(∇P ∗t )n ◦ Φnt ◦ ∇P n0 (x)− (∇P ∗t )n ◦ Φt ◦ ∇P n0 (x)|dx
+
∫
Ω
|(∇P ∗t )n ◦ Φt ◦ ∇P n0 (x)− (∇P ∗t ) ◦ Φt ◦ ∇P n0 (x)|dx
+
∫
Ω
|(∇P ∗t ) ◦ Φt ◦ ∇P n0 (x)− (∇P ∗t ) ◦ Φt ◦ ∇P0(x)|rdx
}
= c{I1 + I2 + I3},
(3.1.10)
onde c e´ uma constante que depende apenas de Ω.
Vamos mostrar que as integrais resultantes I1, I2, I3 convergem a zero quando n tende
ao infinito. De fato, tome a integral I1. Note que, para cada n, P
n
0 #LΩ = αn0 . Assim,
I1 =
∫
Ω
|(∇P ∗t )n ◦ Φnt ◦ ∇P n0 (x)− (∇P ∗t )n ◦ Φt ◦ ∇P n0 (x)|dx =
=
∫
R3
|(∇P ∗t )n ◦ Φnt (y)− (∇P ∗t )n ◦ Φt(y)|αn0 (y)dy
≤ c1
{∫
R3
|(∇P ∗t )n ◦ Φnt (y)− (∇P ∗t ) ◦ Φnt (y)|αn0 (y)dy+
+
∫
R3
|(∇P ∗t ) ◦ Φnt (y)− (∇P ∗t )n ◦ Φt(y)|αn0 (y)dy
}
= c1 {I11 + I21} .
(3.1.11)
Analisemos as integrais I11 e I
2
1 . Para a ana´lise de I
1
1 , observe que, da Proposic¸a˜o 2.2.8
temos que ‖αn0‖ = ‖αnt ‖ e αnt = Φnt #αn0 , para todo n e para t ∈ (0, T ). Assim, utilizando
a desigualdade de Holder em espac¸os de Orlicz, temos que a integral I11 satisfaz
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I11 =
∫
R3
|(∇P ∗t )n ◦ Φnt (y)− (∇P ∗t ) ◦ Φnt (y)|αn0 (y)dy
=
∫
R3
|(∇P ∗t )n(z)− (∇P ∗t )(z)|αnt (z)dz
≤ ‖∇(P ∗t )n − (∇P ∗t )‖EA∗‖αnt ‖LA
= ‖∇(P ∗t )n − (∇P ∗t )‖EA∗‖αn0‖LA n→∞−→ 0,
(3.1.12)
localmente em R3, pois de (3.1.9) temos que (∇P n)∗(., t)→ ∇P ∗(., t) em (EA∗)loc(R3).
Agora tome a integral I21 . Observe que
I21 =
∫
R3
|(∇P ∗t ) ◦ Φnt (y)− (∇P ∗t )n ◦ Φt(y)|αn0 (y)dy
= c2
{∫
R3
|(∇P ∗t ) ◦ Φnt (y)− (∇P ∗t ) ◦ Φt(y)|αn0 (y)dy+
+
∫
R3
|(∇P ∗t ) ◦ Φt(y)− (∇P ∗t )n ◦ Φt(y)|αn0 (y)dy
}
= c2{I2,11 + I2,21 }.
(3.1.13)
Estimemos a integral I2,11 . Queremos mostrar que
I2,11 =
∫
R3
|(∇P ∗t ) ◦ Φnt (y)− (∇P ∗t )n ◦ Φt(y)|αn0 (y)dy → 0.
Para isto, iremos utilizar o Teorema da Convergeˆncia Dominada generalizado (Lema 4).
De fato, observe que, como ∇P ∗t (R3) ⊂ B(0, S), ∀t, temos que |(∇P ∗t )◦Φnt (y)−(∇P ∗t )n◦
Φt(y)| ≤ c˜S. Ale´m disso, como αn0 −→ α0, ao definirmos fn = (∇P ∗t ) ◦ Φnt (y)− (∇P ∗t ) ◦
Φt(y), gn = c˜S e µn = α
n
0 , se mostrarmos que, para todo t,
(∇P ∗t ) ◦ Φnt (y)− (∇P ∗t ) ◦ Φt(y) −→ 0, n→∞, (3.1.14)
podemos concluir que I2,11 → 0. Para mostrarmos (3.1.14), note que, para cada t, temos
por hipo´tese que Φnt (y) − Φt(y) → 0 em B(0, R),∀R > 0. Ale´m disso, como P ∗t e´
convexa, ∇P ∗t e´ diferencia´vel quase sempre, e portanto ∇P ∗t e´ cont´ınua para quase todo
y (pois P ∗t e´ convexa na varia´vel espacial, para cada t, e portanto duas vezes diferencia´vel
pelo Teorema de Aleksandrov, veja [18] e resultados auxiliares descritos na introduc¸a˜o
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deste texto). Portanto, se Φt(y) for um ponto de continuidade para ∇P ∗t , obtemos a
convergeˆncia (3.1.14). Note que, como ∇P ∗t e´ cont´ınua em R3/N , com |N |R3 = 0, para
que ∇P ∗t seja cont´ınua em Φt(y), devemos ter que
|{y ∈ R3; Φt(y) ∈ N}| = 0.
Mas, como Φ∗t preserva medida, temos que∣∣{y ∈ R3; Φt(y) ∈ N}∣∣ = ∣∣{y ∈ R3; y ∈ Φ−1t (N)}∣∣
=
∣∣{y ∈ R3; y ∈ Φ∗t (N)}∣∣
= 0,
o que mostra que Φt(y) e´ um ponto de continuidade para ∇P ∗t , para quase todo y.
Portanto, temos que
(∇P ∗t ) ◦ Φnt (y)− (∇P ∗t ) ◦ Φt(y) −→ 0, n→∞,
para quase todo y ∈ R3 e, desta forma, conclu´ımos que,
I2,11 =
∫
R3
|(∇P ∗t ) ◦ Φnt (y)− (∇P ∗t ) ◦ Φt(y)|αn0 (y)dy → 0, (3.1.15)
localmente em R3
Agora estimemos a integral I2,21 . Note que ,∀t, n,temos que ∇P ∗t (R3), (∇P ∗t )n(R3) ⊂
B(0, S). Ale´m disso, (∇P ∗t )n → ∇P ∗t , localmente em EA∗(R3). Como Φt preserva
medida, temos que
(∇P ∗t )n ◦ Φt(y)− (∇P ∗t ) ◦ Φt(y) −→ 0,
localmente em EA∗(R3), para quase todo y. Como αn0 → α0, por um racioc´ınio ana´logo ao
utilizado para a integral I2,11 , podemos concluir, pelo Teorema da Convergeˆncia Dominada
generalizado, que∫
B(0,R)
|(∇P ∗t )n ◦ Φt(y)− (∇P ∗t ) ◦ Φt(y)|αn0 (y)dy → 0, ∀B(0, R). (3.1.16)
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Como I21 = I
2,1
1 + I
2,2
1 , de (3.1.15) e (3.1.16) segue que I
2
1 → 0 localmente em R3.
Assim, como I1 = I
1
1 + I
2
1 , e I
1
1 → 0 localmente em R3, I21 → 0 localmente em R3,
conclu´ımos que
I1 =
∫
Ω
|(∇P ∗t )n ◦ Φnt ◦ ∇P n0 (x)− (∇P ∗t )n ◦ Φt ◦ ∇P n0 (x)|dx→ 0, (3.1.17)
localmente em Ω.
Passemos a analisar a integral I2. Observe que, como ∇P n0 #1Ω = αn0 , temos que,∫
Ω
|(∇P ∗t )n ◦ Φt ◦ ∇P n0 (x)− (∇P ∗t ) ◦ Φt ◦ ∇P n0 (x)|dx =
=
∫
R3
|(∇P ∗t )n ◦ Φt(y)− (∇P ∗t ) ◦ Φt(y)|αn0 (y)dy,
(3.1.18)
ou seja, I2 = I
2,2
1 . Portanto, de (3.1.16), conclu´ımos que I2 → 0 localmente em Ω.
Agora, analisemos a u´ltima das integrais. Como
I3 =
∫
Ω
|(∇P ∗t ) ◦ Φt ◦ ∇P n0 (x)− (∇P ∗t ) ◦ Φt ◦ ∇P0(x)|dx,
e |(∇P ∗t ) ◦ Φt ◦ ∇P n0 (x) − (∇P ∗t ) ◦ Φt ◦ ∇P0(x)| ≤ c˜1S, pelo Teorema da Convergeˆncia
dominada (”na˜o-generalizado”), resta-nos mostrar que
(∇P ∗t ) ◦ Φt ◦ ∇P n0 (x)− (∇P ∗t ) ◦ Φt ◦ ∇P0(x)→ 0. (3.1.19)
Com efeito, como ∇P ∗t e´ cont´ınua em R3 \ N , |N |R3 = 0, para obtermos (3.1.19),
devemos mostrar que para quase todo x, Φt ◦ ∇P0(x) e´ um ponto de continuidade para
∇P ∗t , isto e´
|{x ∈ Ω; Φt ◦ ∇P0(x) ∈ N}| = 0.
Para isto, observe que,
|{x ∈ Ω; Φt ◦ ∇P0(x) ∈ N}| = |{x ∈ Ω; ∇P0(x) ∈ Φ∗t (N)}|.
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Assim, como ∇P0#LΩ = α0 e, para cada t, Φ∗t preserva medida, temos que
|{x ∈ Ω; Φt ◦ ∇P0(x) ∈ N}| = |{x ∈ Ω; ∇P0(x) ∈ Φ∗t (N)}|
=
∫
Φ∗t (N)
α0(x)dx = 0.
(3.1.20)
Logo I3 → 0 em Ω.
Portanto, de (3.1.10) e das ana´lises das integrais I1, I2, I3 conclu´ımos que F
n
t → Ft
em L1loc(Ω).
Face ao resultados acima expostos, estamos aptos a demonstrar o resultado principal
desta tese.
Demonstrac¸a˜o do Teorema 3.1.1
Observe que, se α0 ∈ L1(R3) e´ tal que αn0 → α0 fortemente em L1(R3), e se P0 e´ uma
func¸a˜o convexa e limitada tal que ∇P0#LΩ, enta˜o, pelos Teorema 1.2.6 e Observac¸a˜o
1.2.7, existem α soluc¸a˜o do problema na forma dual, e uma subsequeˆncia {αnkt } que
satisfaz as hipo´teses da Proposic¸a˜o 3.1.4. Logo, se {F nkt } e´ a subsequ¨eˆncia de fluxos
Lagrangeanos associada a` {αnkt }, enta˜o, pela Proposic¸a˜o 3.1.4, temos que
F nkt → Ft
em L1loc(Ω).
Observac¸a˜o 3.1.4 Observe que, como Ω ⊂ R3 e´ um conjunto limitado, do Teorema
3.3.1 podemos concluir que
F nkt → Ft em Lrloc(Ω), r ∈ [1,∞).
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3.2 Estabilidade fraca do modelo a´gua rasa para equac¸o˜es
semigeostro´ficas no espac¸o f´ısico
Nesta sec¸a˜o estaremos estendendo os resultados obtidos com relac¸a˜o a` estabilidade de
soluc¸o˜es Lagrangeanas para o modelo a´gua rasa das equac¸o˜es semigeostro´ficas.
3.2.1 O modelo a´gua-rasa: Formulac¸a˜o e existeˆncia de soluc¸o˜es
O modelo a´gua rasa para as equac¸o˜es semigeostro´ficas e´ um problema de fronteira livre
para o sistema (1.2.56) em uma regia˜o D(t) que varia com o tempo. A condic¸a˜o de
fronteira livre e´ definida por
u · ν := velocidade normal da fronteira, (3.2.21)
sobre ∂[∪t∈[0,T ){t} × D]. Dados D0 um conjunto, e p0 uma func¸a˜o, as condic¸o˜es iniciais
para este problema sa˜o
D(0) = D0
p(x, 0) = p0(x), em Ω.
(3.2.22)
Este modelo foi estudado por Cullen e Gangbo em [14], onde, a partir da condic¸a˜o
de fronteira livre e uma aproximac¸a˜o denominada “a´gua rasa”, o problema (1.2.56)
e´ reescrito como um problema no domı´nio 2-dimensional Ω˜ ⊂ R2, envolvendo a altura
h(x, t) do fluido definida sobre Ω˜ × [0, T ), e as componentes horizontais da velocidade
v = (v1, v2).
Com efeito, como este e´ um problema de fronteira livre, temos que o fluido esta´
contido em uma regia˜o do plano xy, no entanto a altura acima do n´ıvel de refereˆncia na˜o
e´ conhecida, e varia com o tempo. Desta forma, se para cada t, D(t) descreve a regia˜o
em que o fluido esta´ contido no instante t, enta˜o D(t) e´ descrito por
D(t) = {(x1, x2, x3); (x1, x2) ∈ Ω˜, 0 ≤ x3 ≤ h(x1, x2, t)}. (3.2.23)
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Representaremos a pressa˜o sobre a fronteira livre por uma constante p0 dada, e a
pressa˜o p por
p(x1, x2, x3, t) = [h(x1, x2, t)− x3] + p0. (3.2.24)
Logo, podemos concluir que o gradiente da pressa˜o e´ independente de x3, e portanto,
de (1.2.56) segue que as componentes horizontais da velocidade sa˜o independentes de x3.
De fato, denotando por v o campo de velocidades resultante desta aproximac¸a˜o, temos
que v esta´ definido sobre Ω˜× [0, T ), e
v(x1, x2) = (v1(x1, x2), v2(x1, x2))
= (u1(x1, x2, x3), u2(x1, x2, x3))
= (−Dt(∂1h(x1, x2, t))− ∂2h(x1, x2, t),−Dt(∂2h(x1, x2, t)) + ∂1h(x1, x2, t)) .
(3.2.25)
Ale´m disso, a altura h do fluido satisfaz a equac¸a˜o de continuidade:
∂h
∂t
+ div(hv) = 0 em Ω˜× [0,∞). (3.2.26)
Isto posto, podemos redefinir o sistema semigeostro´fico (1.2.56) para um sistema
2-dimensional chamado modelo a´gua-rasa das equac¸o˜es semigeostro´ficas. Este
sistema e´ descrito como segue:
Dt(v
g
1 , v
g
2) + (∂1p, ∂2p) = (v2,−v1) em Ω˜× [0,∞)
(vg1 , v
g
2) = (−∂2p, ∂1p) em Ω˜× [0,∞)
∂h
∂t
+ div(hv) = 0 em Ω˜× [0,∞)
v · n = 0 sobre ∂Ω˜× [0,∞)
h(·, 0) = h0 em Ω˜.
(3.2.27)
Atrave´s da mudanc¸a de varia´veis
P (x, t) = h(x, t) +
1
2
|x|2,
106
Cap´ıtulo 3. Estabilidade Fraca
podemos reescrever o sistema (3.2.27) como:
DtX = J(X − x) Ω× [0, T )
∂th+ div(hv) = 0 Ω× [0, T )
X = ∇P P (x1, x2, t) = h(x1, x2, t) + 12(x21 + x22)
Dt = ∂t + v.∇; ∇ = (∂x1 , ∂x2)
v · ν = 0 sobre ∂Ω× [0, T )
h(x, 0) = P0(x) em Ω.
(3.2.28)
Aqui, J = J2 =
(
0 −1
1 0
)
.
Assim como no caso incompress´ıvel, temos uma formulac¸a˜o dual para este problema,
dada por
∂tα +∇.(Uα) = 0 R2 × [0, T )
∇Pt#ht = αt; ∀t ∈ [0, T )
U(X, t) = J2[X −∇P ∗(X, t)] R2 × [0, T )
P ∗(X, t) = sup
x∈Ω
(x.X − P (x, t)), ∀(X, t) ∈ R2 × [0, T )
α(X, 0) = α0(X) e´ definida sobre R2.
(3.2.29)
Um resultado de existeˆncia de soluc¸o˜es fracas para este sistema foi obtido por Cullen
e Gangbo [14], para dados iniciais em Lp(R2), p > 1.
Teorema 3.2.1 (Cullen e Gangbo, 2001) Seja Ω˜ ⊂ R2 um aberto limitado, tal que
(Ω˜) ⊂ B onde B e´ uma bola aberta B(0, S). Seja h0 ≥ 0 tal que P0(x) = h0(x) + 12 |x|2 e´
uma func¸a˜o convexa e limitada em B, satisfazendo
DP0#h0 ∈ Lq(∇P0(Ω˜))
para algum q > 1.Enta˜o para qualquer T > 0 existem func¸o˜es α(X, t), P (X, t) sobre
R2 × [0, T ) tais que
(i) α, P satisfazem
α ∈ L∞([0, T ), Lq(R3)) ∩ C([0, T ), Lqw(R2))
P ∈ L∞([0, T ),W 1,∞(Ω˜)) ∩ C([0, T ),W 1,r(Ω˜)),
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onde r e´ um nu´mero real pertencente ao intervalo [1,∞);
(ii) seja R0 = S(1 + T ). Enta˜o
supp(α(., t)) ⊂ B(0, R0); ∀t ∈ [0, T ), (3.2.30)
(iii) P (., t) e´ convexa em Ω˜;
(iv) P ∗ satisfaz
P ∗(., t) e´ convexa em R2 ∀t ∈ [0, T ),
P ∗ ∈ L∞loc(R2 × [0, T )),
∇P ∗ ∈ L∞(R2 × [0, T )) ∩ C([0, T ), Lr(B(0, R)))
para todo R > 0, e todo r ∈ [1,∞). Mais ainda,
‖∇P ∗(., t)‖L∞(R2) ≤ S ∀t ∈ [0, T ), (3.2.31)
(v) (α, P, P ∗) satisfazem (3.2.29), onde a equac¸a˜o de evoluc¸a˜o e o dado inicial para α
sa˜o entendidos no sentido fraco, a saber: para qualquer φ ∈ C1c (R2 × [0, T ))∫
R2×[0,T )
[∂tφ(X, t) + U(X, t).∇φ(X, t)]α(X, t)dXdt
+
∫
R2
α0(X)φ(X, 0)dX = 0.
(3.2.32)
Como no caso 3D, tambe´m estamos interessados em soluc¸o˜es do modelo a´gua-rasa do
sistema SG no espac¸o f´ısico, e como anteriormente, a alternativa e´ tambe´m definir soluc¸o˜es
Lagrangeanas (F, P ). Observe que, no modelo a´gua-rasa, o campo de velocidades na˜o
tem divergente nulo, mas a equac¸a˜o do transporte ∂th + div(hv) = 0 e´ satisfeita. Logo,
se F um fluxo Lagrangeano pelo campo v, as soluc¸o˜es h desta equac¸a˜o do transporte
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satisfazem Ft#h0 = ht, ∀t ∈ [0, T ). Tal propriedade substitui o fato de que F deve
preservar medida de Lebesgue.
A seguir, definimos as soluc¸o˜es Lagrangeanas para este modelo.
Definic¸a˜o 3.2.2 (Soluc¸o˜es Lagrangeanas) Seja Ω˜ ⊂ R2 uma aberto limitado, e T > 0.
Seja P0 uma func¸a˜o convexa e limitada em Ω˜ tal que h0(x) = P0(x)− 1
2
|x|2 ≥ 0 em Ω˜.
Sejam r ∈ [0,∞) e P : Ω˜× [0, T )→ R satisfazendo
P ∈ L∞([0, T ),W 1,∞(Ω˜)) ∩ C([0, T ),W 1,r(Ω˜)) (3.2.33)
P (., t) e´ convexa em Ω para cada t ∈ [0, T ). (3.2.34)
Seja h(x, t) = P (x, t)− 1
2
|x|2. Seja F : Ω˜ × [0, T ) → Ω˜ uma aplicac¸a˜o de Borel satis-
fazendo
F ∈ C([0, T ), Lr(Ω˜, h0dx)). (3.2.35)
Enta˜o o par (P, F ) e´ chamado uma soluc¸a˜o Lagrangeana fraca de (3.2.28) em Ω˜× [0, T )
se
(i) F (x, 0) = x, h0-q.s. em Ω˜, P (x, 0) = P0(x) q.s em Ω˜,
(ii) para todo t > 0 a aplicac¸a˜o Ft = F (., t) : Ω˜→ Ω˜ satisfaz Ft#h0 = ht,
(iii) Existe uma aplicac¸a˜o de Borel F ∗ : Ω˜ × [0, T ) → Ω˜ tal que para todo t ∈ (0, T )
a aplicac¸a˜o F ∗t = F
∗(., t) = Ω˜ → Ω˜ satisfaz F ∗t #ht = h0, e Ft ◦ F ∗t (x) = x ht −
q.s. em Ω˜ e F ∗t ◦ Ft(x) = x h0 − q.s. em Ω˜,
(iv) A func¸a˜o
Z(x, t) = ∇P (Ft(x), t) (3.2.36)
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e´ uma soluc¸a˜o fraca de
∂tZ(x, t) = J [Z(x, t)− F (x, t)], sobre supp h0 em Ω˜× [0, T )
Z(x, 0) = ∇P0(x), sobre supp h0 em Ω˜, (3.2.37)
no seguinte sentido: para todo ϕ ∈ C1c (Ω˜× [0, T )),∫
Ω˜×[0,T )
[Z(x, t).∂tϕ(x, t) + J(Z(x, t)− F (x, t)).ϕ(x, t)]h0(x)dxdt+
+
∫
Ω˜
∇P0(x).ϕ(x, 0)h0(x)dx = 0.
(3.2.38)
Com relac¸a˜o a` existeˆncia de soluc¸o˜es Lagrangeanas para este modelo, temos o seguinte
resultado, tambe´m devido a Cullen e Feldman :
Teorema 3.2.3 (Cullen e Feldman, 2006) Seja Ω˜ ⊂ R2 um aberto limitado, e Ω ⊂ B,
onde B e´ uma bola aberta B(0, S). Seja h0 ≥ 0 tal que P0(x) = h0(x) + 12 |x|2 e´ uma
func¸a˜o convexa e limitada em B, e ale´m disto, que
DP0#h0 ∈ Lq(∇P0(Ω˜)) (3.2.39)
para algum q > 1. Enta˜o para todo T > 0 existe uma soluc¸a˜o Lagrangeana (P, F ) de
(3.2.28) em Ω× [0, T ), onde (46),(47) sa˜o satisfeitas para todo r ∈ [1,∞). Mais ainda, a
func¸a˜o Z(x, t) definida por (3.2.36) satisfaz Z(x, .) ∈ W 1,∞([0, T )) h0-quase sempre em
Ω˜, e (3.2.37) e sua forma fraca (3.2.38) sa˜o satisfeitas, no seguinte sentido
∂tZ(x, t) = J(Z(x, t)− F (x, t)), h0(L2 × L1) quase sempre em Ω˜× (0, T ),
Z(x, 0) = ∇P0(x), h0L2 quase sempre em Ω˜. (3.2.40)
Como anteriormente, obtemos P a partir do problema dual, e F e´ definida atrave´s
da seguinte expressa˜o
F (x, t) = ∇P ∗t ◦ Φt ◦ ∇P0(x),
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onde, para cada t, Φt(X) e´ o fluxo Lagrangeano no espac¸o dual associado ao campo
U(X, t) = J2[H(X) − ∇P ∗t (X)], e cuja construc¸a˜o em R2 segue os mesmos passos rea-
lizados anteriormente. Ale´m disso, como no caso incompress´ıvel, o fluxo Lagrangeano F
satisfaz:
Proposic¸a˜o 3.2.4 Seja F uma aplicac¸a˜o definida por F (x, t) = ∇P ∗t ◦Φt ◦∇P0(x), para
cada (x, t) ∈ Ω˜ × [0, T ). Enta˜o F esta´ bem definida h0-q.s., e satisfaz as propriedades
(i)-(iv) da Definic¸a˜o 3.2.1.
Demonstrac¸a˜o: Esta demonstrac¸a˜o segue os mesmo passos desenvolvidos na Proposic¸a˜o
2.3.2, observando que, nesta situac¸a˜o, ao inve´s de ∇Pt#LΩ = αt, ∇P ∗t #αt = LΩ, temos
que ∇Pt#ht = αt, ∇P ∗t #αt = ht, ∀t ∈ [0, T ).
Como h0(x) ≥ 0 e´ tal que P0(x) = h0(x) + 12 |x|2 e´ uma func¸a˜o convexa e limitada em
B(0, S), enta˜o ‖h0‖L∞ ≤ S. Defina uma medida h0 por h0 = h0dx. Logo, se N e´ um
subconjunto tal que |N | = 0, h0[N ] = 0.
Para verificarmos que a boa definic¸a˜o de F h0-q.s., note que, como P0 e´ uma func¸a˜o
convexa e limitada sobre B enta˜o∇P0 esta´ definida sobre Ω˜\N10 , com N10 um subconjunto
Borel mensura´vel de Ω˜ tal que |N10 |R2 = 0, e portanto h0[N10 ] = 0.
Como visto anteriormente , P ∗ e´ uma aplicac¸a˜o de Borel e limitada sobre R2× [0, T ),
convexa em x. Logo ∇P ∗ esta´ definida sobre (R2 × [0, T ))\N2, com N2 um subconjunto
boreliano de R2× [0, T ) tal que |N2|R3=0. Mais ainda, denotando N2t = N2∩ (R2×{t}),
pelo teorema de Fubini temos que |N2t |R2 = 0, ∀t ∈ [0, T ). Desta forma, (∇P ∗t ◦Φt◦∇P0)
esta´ definida no seguinte conjunto:
{
(x, t) ∈ Ω˜× [0, T ); (x, t) /∈ [(N10 × [0, T )) ∪M ]
}
,
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onde M = {(y, s) ∈ (Ω˜ \ N10 ) × [0, T ); (Φ(∇P0(y), s), s) ∈ N2}, que e´ um subconjunto
boreliano.
Resta-nos mostrar que h0[M ]R3 = 0, e h0[Mt]R2 = 0 para todo t ∈ [0, T ), onde
Mt := M ∩ (R2×{t}). Pelo Teorema de Fubini e´ suficiente mostrarmos que h0[Mt]R2 = 0
para todo t ∈ [0, T ). Com efeito, fixe t ∈ [0, T ). Como Φt : R2 → R2 preserva medida
de Lebesgue, enta˜o |Φ−1t (N2t )|R2 = 0, e portanto, h0[Φ−1t (N2t )]R2 = 0. Uma vez que
∇P0#h0 = α0 e ∇P0 na˜o esta´ definido sobre N10 , segue que ∇P0#h0(Ω˜\N10 ) = α0. Assim,
como α ∈ L1loc(R2), temos que,
h0[Mt] = h0
[{
x ∈ Ω˜ \N10 ; ∇P0(x) ∈ Φ−1t (N2t )
}]
=
∫
Φ−1t (N2t )
α0(z)dz = 0
.
Portanto, podemos definir F : Ω˜× [0, T )→ Ω˜ por F (x, t) = ∇P ∗t ◦Φt ◦∇P0(x), e tal
aplicac¸a˜o e´ Borel mensura´vel.
Procedendo de forma ana´loga ao item (i) da Proposic¸a˜o 2.3.2, para concluirmos que
F (x, 0) = x h0-q.s, resta-nos mostrar que
h0[∇P−10 (N2 ∪N3) ∩ Ω˜]R2 = 0,
onde N2, N3 ⊂ R2 sa˜o tais que P ∗0 e´ diferencia´vel sobre R2 \N2, Φ0(x) = x em R2 \N3, e
|N2|R2 = 0,|N3|R2 = 0. Com efeito, como P0 e´ convexa, enta˜o P0 e´ duas vezes diferencia´vel,
e portanto ∇P0 e´ cont´ınua para quase todo x. Desta forma, |(∇P0)−1(N2 ∪N3)|R2 = 0,
e portanto h0[∇P−10 (N2 ∪N3) ∩ Ω˜]R2 = 0.
Para mostrarmos que, para todo t > 0, Ft satisfaz Ft#h0 = ht,observe primeiramente
que, formalmente, temos a seguinte identidade:∫
Ω˜
ϕ(Ft(x))h0(x)dx =
∫
Ω˜
ϕ ◦ ∇P ∗t ◦ Φt ◦ ∇P0(x)h0(x)dx (3.2.41)
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=
∫
R3
ϕ ◦ ∇P ∗t ◦ Φt(y)α0(y)dy (3.2.42)
=
∫
R3
ϕ ◦ ∇P ∗t (z)αt(z)dz (3.2.43)
=
∫
Ω˜
ϕ(x)ht(x)dx. (3.2.44)
Precisamos justificar estas igualdades. De fato, (3.2.41) segue da definic¸a˜o de Ft.
Ale´m disso, como ∇P0#h0 = α0, temos que∫
Ω˜
ψ ◦ ∇P0(x)h0(x)dx =
∫
R2
ψ(y)α0(y)dy, ∀ψ ∈ C(R2).
Uma vez que α0 ∈ Lq(R3) tem suporte compacto, a identidade acima tambe´m e´ va´lida
para todo ψ ∈ L∞(R3). Tome ψ = ϕ ◦ ∇P ∗t ◦ Φt ∈ L∞(R3). Logo,∫
Ω˜
ϕ ◦ ∇P ∗t ◦ Φt ◦ ∇P0(x)h0(x)dx =
∫
R3
ϕ ◦ ∇P ∗t ◦ Φt(y)α0(y)dy,
o que mostra a identidade (3.2.42). Como ϕ◦∇P ∗t ∈ L∞(R3), α0 tem suporte compacto,
e αt = Φt#α0 (por (2.2.49)), argumentando como acima obtemos (3.2.43). Finalmente,
(3.2.44) segue do fato que ∇P ∗t #αt = ht.
Assim, conclu´ımos que F satisfaz o item (ii) da Definic¸a˜o 3.2.1.
Agora verifiquemos que F satisfaz o item (iii) da Definic¸a˜o 3.2.1. Para isto, defina,
para cada t ∈ [0, T ),
F ∗t (x) = ∇P ∗0 ◦ Φ∗t ◦ ∇Pt(x). (3.2.45)
Fazendo uma ana´lise semelhante a` realizada para a aplicac¸a˜o F podemos concluir
que, para todo t ∈ [0, T ), a expressa˜o ∇P ∗0 ◦Φ∗t ◦∇Pt(x) esta´ bem definida, e a aplicac¸a˜o
F ∗t : Ω˜→ Ω˜ definida por (3.2.45) e´ boreliana.
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Ale´m disso, usando o Lema 2.3.4, temos que∫
Ω˜
F ∗t ◦ Ft(x)h0(x)dx =
∫
Ω˜
∇P ∗0 ◦ Φ∗t ◦ ∇Pt ◦ Ft(x)h0(x)dx
=
∫
Ω˜
∇P ∗0 ◦ Φ∗t ◦ Φt ◦ ∇P0(x)h0(x)dx,
e portanto F ∗t ◦Ft(x) = ∇P ∗0 ◦Φ∗t ◦Φt◦∇P0(x) h0-quase sempre em Ω˜. Como Φ∗t ◦Φt(y) = y
quase sempre em R3, e tambe´m α0-quase sempre em R3, o fato de que ∇P0#h0 = α0
implica que, ∀ϕ ∈ C(Ω˜),∫
Ω˜
ϕ ◦ Φ∗t ◦ Φt(∇P0(x))h0(x)dx =
∫
R2
ϕ ◦ Φ∗t ◦ Φt(y)α0(y)dy
=
∫
R2
ϕ(y) α0(y)dy
=
∫
Ω˜
ϕ(∇P0(x))h0(x)dx,
isto e´, Φ∗t ◦ Φt(∇P0(x)) = ∇P0(x) h0-q.s.. Desta forma,∫
Ω˜
ϕ ◦ F ∗t ◦ Ft(x)h0(x)dx =
∫
Ω˜
ϕ ◦ ∇P ∗0 ◦ ∇P0(x)h0(x)dx
=
∫
R2
ϕ(∇P ∗0 (z))α0(z)dz
=
∫
Ω˜
ϕ(x)h0(x)dx,
∀ϕ ∈ C(Ω˜), e portanto F ∗t ◦ Ft(x) = x h0-quase sempre em Ω˜
Analogamente, conclu´ımos que Ft ◦ F ∗t (x) = x, ht-q.s. em Ω˜, o que demonstra que F
satisfaz o item (iii).
Para mostrarmos que a func¸a˜o Z(x, t) = ∇P (Ft(x), t) e´ uma soluc¸a˜o fraca de
∂tZ(x, t) = J [Z(x, t)− F (x, t)], sobre supp h0 em Ω˜× [0, T )
Z(x, 0) = ∇P0(x), sobre supp h0 em Ω˜,
tal que, para todo ϕ ∈ C1c (Ω˜× [0, T )),∫
Ω˜×[0,T )
[Z(x, t).∂tϕ(x, t) + J(Z(x, t)− F (x, t)).ϕ(x, t)]h0(x)dxdt+
+
∫
Ω˜
∇P0(x).ϕ(x, 0)h0(x)dx = 0,
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basta observar que, como no caso incompress´ıvel, para quase todo x ∈ Ω˜, e todo t ∈ [0, T ),
temos que
Φ(∇P0(x), t) = ∇P0(x) +
∫ T
0
U(Φs(∇P0(x)), s)ds. (3.2.46)
Multiplicando esta u´ltima equac¸a˜o por ∂tη(x, t), onde η ∈ C1c (R2 × [0, T )), e integrando,
temos que,∫
Ω˜×[0,T )
∂tη(x, t).Φ(∇P0(x), t)h0(x)dxdt =
∫
Ω˜×[0,T )
∂tη(x, t).∇P0(x)h0(x)dxdt
+
∫
Ω˜×[0,T )
∂tη(x, t)
∫ T
0
U(Φs(∇P0(x)), s)ds h0(x)dxdt.
Procedendo de forma ana´loga a` demonstrac¸a˜o da Proposic¸a˜o 2.3.6, obte´m-se o dese-
jado.
Por fim, mostremos que
lim
t→t0
∫
Ω˜
|Ft(x)− Ft0|rh0(x)dx = 0, t ∈ [0, T )
para quaisquer t0 ∈ [0, T ), r ∈ [1,∞). De fato, como F esta´ definida h0-q.s, e como
∇P0#h0 = α0 e Φt : R2 → R2 preserva medida, temos, para t, t0 ∈ [0, T ), que∫
Ω˜
|Ft(x)− Ft0(x)|r h0(x)dx =
=
∫
Ω˜
∣∣∇P ∗t ◦ Φt ◦ ∇P0(x)−∇P ∗t0 ◦ Φt0 ◦ ∇P0(x)∣∣r h0(x)dx
=
∫
R3
∣∣∇P ∗t ◦ Φt(y)−∇P ∗t0 ◦ Φt0(y)∣∣r α0(y)dy
=
∫
R3
∣∣∇P ∗t ◦ Φt(y)−∇P ∗t0 ◦ Φt(y) +∇P ∗t0 ◦ Φt(y)−∇P ∗t0 ◦ Φt0(y)∣∣r α0(y)dy
≤ c1
∫
R3
∣∣∇P ∗t ◦ Φt(y)−∇P ∗t0 ◦ Φt(y)∣∣r α0(y)dy+
+c2
∫
R3
∣∣∇P ∗t0 ◦ Φt(y)−∇P ∗t0 ◦ Φt0(y)∣∣r α0(y)dy
≤ c(I1 + I2).
(3.2.47)
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A ana´lise das integrais I1 e I2 sa˜o neste caso sa˜o feitas de forma ana´loga ao caso 3D,
donde conclu´ımos que
lim
t→t0
∫
Ω˜
|Ft(x)− Ft0|rh0(x)dx = 0, t ∈ [0, T ).
Do acima exposto podemos concluir que F satisfaz as propriedades (i)-(iv) da Definic¸a˜o
3.2.1. Isto encerra a demonstrac¸a˜o.
As considerac¸o˜es anteriores nos permitem demonstrar o Teorema 3.2.3.
Demonstrac¸a˜o do Teorema 3.2.3
Sejam Ω˜ ⊂ R2 um aberto convexo tal que Ω ⊂ B(0, S), h0 ≥ 0 tal que P0(x) =
h0(x) +
1
2
|x|2 e´ uma func¸a˜o convexa e limitada em B, e DP0#h0 ∈ Lq(∇P0(Ω˜)), para
algum q > 1. Defina α0 por α0 := DP0#h0, e observe que as hipo´teses do Teorema 3.2.3
implicam nas hipo´teses do Teorema 3.2.1. Como no caso incompress´ıvel, seja P a func¸a˜o
convexa dada pelo Teorema 3.2.1. Utilizando a Proposic¸a˜o 3.2.4, podemos concluir que
a aplicac¸a˜o F definida por F (x, t) = ∇P ∗t ◦ Φt ◦ ∇P0(x) e´ tal que (P, F ) e´ soluc¸a˜o
Lagrangeana para o modelo a´gua-rasa das equac¸o˜es semigeostro´ficas.
3.2.2 Estabilidade fraca para soluc¸o˜es Lagrangeanas no modelo
a´gua-rasa
Para estudarmos a estabilidade fraca de soluc¸o˜es para o modelo a´gua rasa, consider-
aremos α0 ∈ Lp(R2), p > 1, αn := αn(x, t) com dados iniciais αn0 . Sejam P n as presso˜es
modificadas associadas, e hn a sequeˆncia associada a αn, P n, satisfazendo
hn0 → h0 em L1(Ω˜)
hn(., t)→ h(., t) em W 1,∞(Ω˜), (3.2.48)
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para cada t. Seja Φn o fluxo Lagrangeano no espac¸o dual e F nt := (∇P ∗t )n ◦Φnt ◦∇P 0n , as
aplicac¸o˜es Lagrangeanas no espac¸o f´ısico associadas a`s sequ¨eˆncias acima relacionadas.
Vamos estabelecer uma noc¸a˜o de convergeˆncia nesta situac¸a˜o. O procedimento e´
ana´logo ao realizado no caso 3D. Ale´m disso, o Lema 3.1.2 permanece va´lido aqui, com
as alterac¸o˜es o´bvias provenientes do fato de estarmos trabalhando em um espac¸o 2-
dimensional.
A proposic¸a˜o a seguir caracteriza a convergeˆncia no espac¸o f´ısico das aplicac¸o˜es La-
grangeanas do modelo em questa˜o.
Proposic¸a˜o 3.2.5 Seja {αn} uma sequeˆncia de soluc¸o˜es fracas associada ao modelo a´gua
rasa no espac¸o dual, e seja α tal que, para cada t ∈ [0, T ),
αn(., t) ⇀ α(., t) Lp(R2), 1 < p <∞
P n(., t) −→ P (., t) W 1,r(Ω˜)
P n0 −→ P0 W 1,1(Ω˜)
(P n)∗(., t) −→ P ∗(., t) W 1,∞loc (R2)
hn0 → h0 L1(Ω˜)
hn(., t)→ h(., t) W 1,∞(Ω˜).
(3.2.49)
Seja F n a aplicac¸a˜o Lagrangeana no espac¸o f´ısico correspondente a αn e seja F a
aplicac¸a˜o Lagrangeana correspondente a α. Enta˜o
lim
n→∞
∫
|F nt (x)− Ft(x)|rh0(x)dx = 0; r ∈ [1,∞), (3.2.50)
localmente em Ω˜.
Demonstrac¸a˜o: Primeiramente, note que∫
Ω˜
|F nt (x)− Ft(x)|rh0(x)dx =
∫
Ω˜
|F nt (x)− Ft(x)|r(h0(x)− hn0 (x))dx
+
∫
Ω˜
|F nt (x)− Ft(x)|rhn0 (x)dx.
(3.2.51)
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Ale´m disso, observe que, como ∇P ∗t (R2), (∇P ∗t )n(R2) ⊂ B(0, S), temos que |F nt (x)−
Ft(x)|r ≤ (2S)r. Temos tambe´m que hn0 → h0 em L1(Ω˜), e |(h0(x) − hn0 (x))| ≤
‖P0‖L∞(Ω˜) + ‖P n0 ‖L∞(Ω˜) ≤ C ≤ ∞. Logo, pelo Teorema da Convergeˆncia Dominada,
segue que∫
Ω˜
|F nt (x)− Ft(x)|r(h0(x)− hn0 (x))dx ≤ (2S)r
∫
Ω˜
(h0(x)− hn0 (x))dx
≤ (2S)r
∫
Ω˜
|(h0(x)− hn0 (x))|dx n→∞−→ 0.
(3.2.52)
Portanto, para mostramos (3.2.50), resta verificarmos que
lim
n→∞
∫
Ω˜
|F nt (x)− Ft(x)|rhn0 (x)dx = 0.
Para isto, observe que,∫
Ω˜
|F nt (x)− Ft(x)|rhn0 (x)dx ≤
≤ c˜(r)
{∫
Ω˜
|(∇P ∗t )n ◦ Φnt ◦ ∇P n0 (x)− (∇P ∗t )n ◦ Φt ◦ ∇P n0 (x)|rhn0 (x)dx
+
∫
Ω˜
|(∇P ∗t )n ◦ Φt ◦ ∇P n0 (x)− (∇P ∗t ) ◦ Φt ◦ ∇P n0 (x)|rhn0 (x)dx
+
∫
Ω˜
|(∇P ∗t ) ◦ Φt ◦ ∇P n0 (x)− (∇P ∗t ) ◦ Φt ◦ ∇P0(x)|rhn0 (x)dx
}
= c˜(r)
{
I˜1 + I˜2 + I˜3
}
.
(3.2.53)
Analisemos as integrais I˜1, I˜2, I˜3. Com efeito, valendo-se do fato que ∇P n0 #hn0 = αn0 ,
temos que
I˜1 =
∫
Ω˜
|(∇P ∗t )n ◦ Φnt ◦ ∇P n0 (x)− (∇P ∗t )n ◦ Φt ◦ ∇P n0 (x)|rhn0 (x)dx
=
∫
R2
|(∇P ∗t )n ◦ Φnt (y)− (∇P ∗t )n ◦ Φt(y)|rαn0 (y)dy
≤ c˜1(r)
{∫
R2
|(∇P ∗t )n ◦ Φnt (y)− (∇P ∗t ) ◦ Φnt (y)|rαn0 (y)dy
+
∫
R2
|(∇P ∗t ) ◦ Φnt (y)− (∇P ∗t )n ◦ Φt(y)|rαn0 (y)dy
}
= c˜1(r){I˜11 + I˜21}.
(3.2.54)
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As integrais resultantes I˜11 , I˜
2
1 sa˜o estimadas de forma ana´loga a`s suas correspondentes
I11 , I
2
1 obtidas nas Proposic¸a˜o 3.1.3. Portanto, podemos concluir que
I˜1 =
∫
Ω˜
|(∇P ∗t )n ◦ Φnt ◦ ∇P n0 (x)− (∇P ∗t )n ◦ Φt ◦ ∇P n0 (x)|rhn0 (x)dx −→ 0 (3.2.55)
localmente em Ω˜.
Com relac¸a˜o a` integral I˜2, note que
I˜2 =
∫
Ω˜
|(∇P ∗t )n ◦ Φt ◦ ∇P n0 (x)− (∇P ∗t ) ◦ Φt ◦ ∇P n0 (x)|rhn0 (x)dx
=
∫
R2
|(∇P ∗t )n ◦ Φt(y)− (∇P ∗t ) ◦ Φt(y)|rαn0 (y)dy,
(3.2.56)
e portanto, conforme as estimativas anteriormente obtidas com relac¸a˜o a` integral corres-
pondente I2 (Proposic¸a˜o 3.1.3), temos que I˜2 → 0 localmente em Ω˜.
Finalmente, analisemos a integral I˜3. Observe que,
I˜3 =
∫
Ω˜
|(∇P ∗t ) ◦ Φt ◦ ∇P n0 (x)− (∇P ∗t ) ◦ Φt ◦ ∇P0(x)|rhn0 (x)dx. (3.2.57)
Desta forma, como ∇P ∗t (R2) ⊂ B(0, S), ∀t, e hn0 −→ h0, ao definirmos as sequ¨eˆncias
fn = (∇P ∗t ) ◦Φt ◦ ∇P n0 (x)− (∇P ∗t ) ◦Φt ◦ ∇P0(x), gn = c˜Sr e µn = hn0 , pelo Teorema da
Convergeˆncia Dominada de Lebesgue generalizado (Lema 4), devemos mostrar que, para
todo t,
(∇P ∗t ) ◦ Φt ◦ ∇P n0 (x)− (∇P ∗t ) ◦ Φt ◦ ∇P0(x)→ 0, n→∞. (3.2.58)
Com efeito, na Proposic¸a˜o 3.1.3 mostramos que esta convergeˆncia ocorre (veja (3.1.19)).
Portanto, I˜3 → 0 em Ω˜.
Do acima exposto podemos enta˜o concluir que, para cada t,
lim
n→∞
∫
|F nt (x)− Ft(x)|rhn0 (x)dx = 0 (3.2.59)
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localmente em Ω˜.
De (3.2.51), (3.2.52) e (3.2.59) segue que, para r ∈ [1,∞),
lim
n→∞
∫
|F nt (x)− Ft(x)|rh0(x)dx = 0,
localmente em Ω˜. Isto conclui a demonstrac¸a˜o.
O resultado principal desta sec¸a˜o e´ apresentado a seguir:
Teorema 3.2.6 Seja α0 ∈ Lp(R2) p > 1 tal que αn0 → α0 fortemente em Lp(R2). Seja α
uma soluc¸a˜o fraca para (3.2.29) com dado inicial α0 e seja F a aplicac¸a˜o Lagrangeana no
espac¸o f´ısico correspondente. Enta˜o existe uma subsequ¨eˆncia αnkt tal que, para 0 < t < T ,
lim
n→∞
∫
|F nkt (x)− Ft(x)|rh0(x)dx = 0; r ∈ [1,∞), (3.2.60)
localmente em Ω˜.
Demonstrac¸a˜o: Como no caso incompress´ıvel, se α0 ∈ Lp(R2) p > 1 e´ tal que αn0 → α0
fortemente em Lp(R2), enta˜o existem α soluc¸a˜o no espac¸o dual do modelo a´gua rasa, e
uma subsequ¨eˆncia αnkt satisfazendo as hipo´teses da Proposic¸a˜o 3.2.5.
A pro´xima sec¸a˜o mostra que na˜o e´ poss´ıvel obter um resultado de estabilidade fraca
no espac¸o f´ısico quando o dado inicial α0 e´ tomado no espac¸o das medidas de Radon.
3.3 Um exemplo no espac¸o das medidas
Considere Ω = B(0, 1) e x0 ∈ R2. Queremos discutir a estabilidade do sistema semi-
geostro´fico nos espac¸os dual e f´ısico quando tomamos como dado inicial α0(x) = δx0 .
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Para encontrarmos uma soluc¸a˜o para o problema em questa˜o, precisamos inicialmente
encontrar P ∗ tal que detD2P ∗ = δx0 , isto e´, encontrar P = P (y) convexa e tal que∫
Ω
f(∇P (y))dy
pi
=
∫
R2
f(x)dα0(x) = f(x0). (3.3.61)
Observe que, como a identidade acima e´ va´lida para qualquer func¸a˜o f cont´ınua,
temos em particular que ∫
Ω
f
(
∂P
∂yi
(y)
)
dy
pi
= x0i , (3.3.62)
isto e´, Pt(y) = x0.y+ b, ∀b ∈ R2, para todo t ∈ [0, T ), e´ uma func¸a˜o convexa que satisfaz
as condic¸o˜es do Teorema de Fatorizac¸a˜o Polar de Brenier nesta situac¸a˜o e, ale´m disso,
∇Pt e´ determinado unicamente. Logo podemos considerar, sem perda da generalidade,
que Pt(y) = x0.y, ∀t ∈ [0, T ). Tambe´m, por definic¸a˜o, temos que
P ∗t (x) = sup
x∈Ω
{x.y − x0.y} , (3.3.63)
e portanto P ∗t (x) = ‖x− x0‖. Note que, para cada t, P ∗t e´ uma func¸a˜o convexa e , ale´m
disso,
∇P ∗t (x) =
x− x0
‖x− x0‖ ; x 6= x0.
Desta forma, se x = x0,
detD2P ∗(x) = δx0 .
Este fato dificulta a ana´lise do fluxo Lagrangeano no espac¸o f´ısico no ponto x = x0,
visto que a aplicac¸a˜o ∇P ∗t (x) na˜o esta´ definida neste ponto.
Para contornarmos este problema, considereB(x0, ε), uma bola centrada no ponto x0 e
raio ε, para ε > 0 suficientemente pequeno. Faremos uma ana´lise do problema neste caso,
e tomaremos ε→ 0 para estimarmos o comportamento do problema na situac¸a˜o inicial.
De fato, note que, pelo Teorema de fatorizac¸a˜o Polar, ao transportarmos Ω para B(x0, ε),
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para cada t, este transporte e´ realizado atrave´s de uma u´nica aplicac¸a˜o ∇Pt, onde Pt e´
uma func¸a˜o convexa em Ω. Em verdade, Pt(y) = x0.y + ε
|y|2
2
, donde ∇Pt(y) = x0 + εy.
Como, para cada t ∈ [0, T ), temos por definic¸a˜o que P ∗t (x) = sup
y∈Ω
{x.y − Pt(y)}, enta˜o
neste caso, segue que, para cada ε,
(P ∗t )ε(x) =

‖x− x0‖2
2ε
; x ∈ B(x0, ε)
‖x− x0‖ − ε
2
; x 6∈ B(x0, ε).
(3.3.64)
Desta forma, para x ∈ B(x0, ε), o campo de velocidades Uε(x, t) = J [x−∇(P ∗t )ε(x),
na formulac¸a˜o dual, e´ dado por
Uε(x, t) = [x−∇(P ∗t )ε(x, t)]⊥
=
[(
ε− 1
ε
)
x+
x0
ε
]⊥
.
Observe tambe´m que o fluxo Lagrangeano Φε(x, t) no espac¸o dual e´ dado por
d
dt
Φε(x, t) = U(x, t)
Φε(x, 0) = x.
(3.3.65)
Seja x ∈ B(x0, ε). Logo, existe 0 ≤ γ ≤ 1 tal que ‖x−x0‖ = γε, e portanto temos que
x = γε(cos θ0, sin θ0) + x0. Fixe este γ, θ0. Logo, para x ∈ B(x0, ε), o fluxo Lagrangeano
Φε e´ dado por
Φε(x, t) = γε
(
cos
([
ε− 1
ε
]
t+ θ0
)
, sin
([
ε− 1
ε
]
t+ θ0
))
+ (x10, x
2
0). (3.3.66)
Assim, no espac¸o dual, quando ε→ 0, conclu´ımos que Φε(x, t)→ x0, uniformemente
em x e t.
Note que, no espac¸o f´ısico, a aplicac¸a˜o
Ft(y) = ∇P ∗t ◦ Φt ◦ ∇P0(y),
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que define o fluxo Lagrangeano neste espac¸o, nos fornece, para y ∈ Ω = B(0, 1), a
seguinte expressa˜o:
Ft(y) = ∇P ∗t ◦ Φt ◦ ∇P0(y)
= ∇P ∗t ◦ Φt(x0 + εy)
= ∇P ∗t
(
γε
[
cos
([
ε− 1
ε
]
t+ θ0
)]
+ x10, γε
[
sin
([
ε− 1
ε
]
t+ θ0
)]
+ x20
)
=
γε
ε
(
cos
([
ε− 1
ε
]
t+ θ0
)
, sin
([
ε− 1
ε
]
t+ θ0
))
= γ
(
cos
([
ε− 1
ε
]
t+ θ0
)
, sin
([
ε− 1
ε
]
t+ θ0
))
, γ ≤ 1,
onde γ e θ0 proveˆm do fato que, como (x0 + εy) ∈ B(x0, ε), enta˜o existe 0 ≤ γ ≤ 1 tal
que ‖x− x0‖ = γε, e portanto x = γε(cos θ0, sin θ0) + x0.
Defina θ(t) =
(
ε− 1
ε
)
t+ θ0. Portanto, ao tomarmos o limite quando ε→ 0, temos
que Ft(y) descreve a rotac¸a˜o ao redor de um c´ırculo com centro na origem e raio γ, com
velocidade angular θ′(t) =
(
ε− 1
ε
)
→∞, o que nos mostra que o fluxo Lagrangeano no
espac¸o f´ısico na˜o e´ convergente em nenhum sentido razoa´vel.
Portanto, este exemplo nos sugere que na˜o ha´ estabilidade fraca para as soluc¸o˜es
Lagrangeanas das equac¸o˜es semigeostro´ficas quando o dado inicial α0 no espac¸o dual e´
tomado no espac¸o das medidas de Radon.
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Considerac¸o˜es Finais
Existem outras questo˜es naturais que aparecem no estudo de propriedades das equac¸o˜es
semigeotro´ficas. Uma delas, por exemplo, e´ se podemos estender a noc¸a˜o de soluc¸a˜o
Lagrangeana para o modelo compress´ıvel das equac¸o˜es semigeostro´ficas, cuja formulac¸a˜o
dual foi estudada por Cullen e Maroofi em [12]. Considerando a soluc¸a˜o proposta por
Cullen e Feldman aqui discutida, a grande dificuldade no caso compress´ıvel e´ obter um
fluxo Lagrangeano no espac¸o f´ısico. O campo vetorial no espac¸o dual na˜o possui regu-
laridade suficiente para que seja aplicada a teoria cla´ssica de Equac¸o˜es Diferenciais Or-
dina´rias, nem para aplicarmos a teoria desenvolvida por Ambrosio em [2], com respeito
a`s equac¸o˜es diferenciais ordina´rias e equac¸o˜es de transporte definidas sobre campos ve-
toriais de variac¸a˜o limitada. Para resolver este problema, uma ide´ia e´ tentar melhorar as
estimativas no espac¸o dual a fim de que possamos resolveˆ-lo no espac¸o f´ısico usando as
ide´ias propostas por Cullen e Feldman.
Uma outra questa˜o esta´ relacionada a` existeˆncia de soluc¸o˜es para as equac¸o˜es semi-
geostro´ficas sobre uma esfera. Neste caso a forc¸a de Coriolis na˜o pode ser considerada
constante. Ale´m disso, ha´ uma grande dificuldade em resolver estas equac¸o˜es em varia´veis
duais. Se tentamos encontrar uma soluc¸a˜o para o problema sobre uma esfera pelo mesmo
me´todo utilizado para as equac¸o˜es definidas em um espac¸o Euclidiano, as equac¸o˜es re-
sultantes que sa˜o obtidas apo´s uma mudanc¸a de coordenadas sa˜o dif´ıceis de se resolver.
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Neste contexto uma questa˜o tambe´m muito interessante, e´ sobre o comportamento das
equac¸o˜es semigeostro´ficas quando nos aproximamos da linha do Equador, onde temos
que a forc¸a de Coriolis f e´ igual a zero.
Finalmente, uma outra questa˜o interessante, surge ao olharmos para a formulac¸a˜o
original do problema. A condic¸a˜o de fronteira aqui imposta exclui alguns casos que sa˜o,
do ponto de vista f´ısico e de aplicac¸o˜es, interessantes. Neste ponto, um problema em
aberto muito interessante seria o estudo desta equac¸o˜es com outros dados de fronteira.
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Espac¸os de Orlicz
Faremos aqui algumas considerac¸o˜es sobre os espac¸os de Orlicz, relacionando algumas
propriedades e resultados importantes. Para mais detalhes, veja [1].
Os espac¸os de Orlicz sa˜o definidos a partir de N -func¸o˜es A, cuja definic¸a˜o segue
abaixo:
Definic¸a˜o A.1 Considere uma func¸a˜o a : [0,∞)→ [0,∞) com as seguintes propriedades:
(i) a(0) = 0, a(t) > 0 se t > 0 e lim
t→∞
a(t) =∞,
(ii) a e´ na˜o decrescente,
(iii) a e´ cont´ınua a` direita.
Enta˜o a func¸a˜o de valores reais A definida sobre [0,∞), e tal que
A(t) =
∫ t
0
a(τ)dτ (A.1)
e´ chamada uma N-func¸a˜o.
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Observe que N - func¸o˜es sa˜o cont´ınuas em [0,∞), convexas, pois A′′(t) = a′(t) > 0,
e estritamente crescentes. Note que, geometricamente, A(t) representa a a´rea abaixo do
gra´fico de y = a(x), de x = 0 ate´ x = t.
Exemplo A.2 Sa˜o N-func¸o˜es:
A(t) = tp, 1 < p <∞;
A(t) = et − t− 1;
A(t) = (1 + t) log(1 + t)− t,
entre outras.
A seguir definiremos as N -func¸o˜es denominadas ∆-regulares. Conforme veremos a
seguir, as N -func¸o˜es ∆-regulares sa˜o importantes no nosso estudo visto que os espac¸os de
Orlicz definidos a partir de N -func¸o˜es ∆-regulares apresentam propriedades topolo´gicas
interessantes.
Definic¸a˜o A.3 Uma N-func¸a˜o e´ dita ∆-regular se existe uma constante positiva C e
t0 > 0 tal que A(2t) ≤ CA(t), ∀t ≥ t0.
De posse do conceito de N -func¸a˜o, estamos aptos para definir os espac¸os de Orlicz.
Definic¸a˜o A.4 Seja Ω um domı´nio em Rn, e A uma N-func¸a˜o. O espac¸o de Orlicz
LA(Ω) e´ definido como o fecho linear das func¸o˜es u ∈ L1loc(Ω) tais que A(|u|) e´ integra´vel.
O espac¸o de Orlicz LA(Ω) e´ um espac¸o de Banach com respeito a norma
‖u‖A = inf
{
k > 0,
∫
Ω
A
( |u(x)|
k
)
dx ≤ 1
}
. (A.2)
Estes espac¸os generalizam os espac¸os de Lebesgue Lp(Ω), que sa˜o associados a`s N -func¸o˜es
A(t) = tp.
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Vamos denotar por EA(Ω) o fecho em LA(Ω) das func¸o˜es suaves de suporte compacto.
Com relac¸a˜o aos espac¸os LA(Ω) e EA(Ω), observe que:
(I) Para toda N -func¸a˜o A, EA(Ω) e´ separa´vel;
(II) em geral, LA(Ω) e EA(Ω) sa˜o distintos, e LA(Ω) na˜o e´ separa´vel. A identidade
LA = EA ocorre quando A e´ ∆-regular.
A exemplo dos espac¸os Lp, existem relac¸o˜es de dualidade nos espac¸os de Orlicz. Antes
de mostrarmos estas relac¸o˜es necessitamos da definic¸a˜o da transformada de Legendre de
uma N -func¸a˜o.
Definic¸a˜o A.5 Seja A uma N-func¸a˜o. Definimos a transformada de Legendre A∗ de A
por
A∗ = A∗(s) = max
t≥0
(st− A(t)). (A.3)
Pode-se verificar que A∗ e´ uma N -func¸a˜o e A∗∗ = A. Ale´m disso, se A e´ uma N -func¸a˜o, e
A∗ e´ a transformada de Legendre de A, temos uma versa˜o generalizada da desigualdade
de Holder para os espac¸os de Orlicz:∣∣∣∣∫
Ω
u(x)v(x)dx
∣∣∣∣ ≤ 2‖u‖A‖v‖A∗ . (A.4)
Com relac¸a˜o a`s relac¸o˜es de dualidade em espac¸os de Orlicz, temos o seguinte resultado:
Teorema A.6 ([1]) O espac¸o dual de EA(Ω) e´ LA∗(Ω).
Os pro´ximos resultados sa˜o referentes a algumas propriedades topolo´gicas importantes
envolvendo o uso dos espac¸os de Orlicz. O lema a seguir e´ um corola´rio da caracterizac¸a˜o
de integrabilidade uniforme de la Valle´e-Poussin.
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Lema A.7 ([6]) Sejam Ω um domı´nio limitado em Rn e f ∈ L1(Ω). Existe uma N-
func¸a˜o A tal que f ∈ LA(Ω).
O pro´ximo resultado, que tambe´m pode ser encontrado em [22], caracteriza a con-
vergeˆncia em LA de sequ¨eˆncias limitadas.
Lema A.8 ([22]) Sejam {un} uma sequeˆncia de func¸o˜es limitada em L∞(Ω). Se un → u
em L1(Ω), enta˜o un → u em LA(Ω), para qualquer N-func¸a˜o A.
Demonstrac¸a˜o: Sejam {un} uma sequeˆncia limitada, e u tais que un → u em L1(Ω).
Sejam A uma N -func¸a˜o, fixe ε < 0, e defina
vn ≡ un − u
ε
. (A.5)
Para mostrarmos que un → u em LA(Ω), basta verificar que existe n0 > 0 tal que, se
n > n0, enta˜o ∫
Ω
A(|vn|)dx ≤ 1, (A.6)
pois, como ‖u‖A = inf
{
k > 0,
∫
Ω
A
( |u(x)|
k
)
dx ≤ 1
}
, se (A.6) se verifica, enta˜o ‖un−
u‖A < ε.Com efeito, defina
λ ≡ A−1
(
1
2|Ω|
)
.
Defina tambe´m, para cada n, o conjunto Ωn = {x ∈ Ω| |vn| ≥ λ}. Temos enta˜o,
|Ωn| ≤ ‖v
n‖L1
λ
=
‖un − u‖L1
λε
. (A.7)
Desta forma, como {un} e´ limitada, temos que ‖un‖L∞ ≤ C, e portanto ‖vn‖L∞ ≤ 2C
ε
.
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Logo, pelas propriedades da N -func¸a˜o A, do conjunto Ωn, e de (A.7), conclu´ımos que∫
Ω
A(|vn|)dx =
∫
Ωn
A(|vn|)dx+
∫
Ω−Ωn
A(|vn|)dx
≤ A
(
2C
ε
)
|Ωn|+ A(λ)|Ω|
≤ A
(
2C
ε
) ‖un − u‖L1
λε
+
1
2
.
(A.8)
Tambe´m, como un → u em L1, existe n1 > 0 tal que, se n > n1, enta˜o,
‖un − u‖L1 ≤ λε
2A(2C/ε)
. (A.9)
Desta forma, de (A.8) e (A.9) obtemos que∫
Ω
A(|vn|)dx ≤ 1,
o que conclui a demonstrac¸a˜o.
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