Studies of the physics and chemistry occurring in shock waves associated with regions of star formation by MccCoey, Carolyn
Durham E-Theses
Studies of the physics and chemistry occurring in
shock waves associated with regions of star formation
MccCoey, Carolyn
How to cite:
MccCoey, Carolyn (2004) Studies of the physics and chemistry occurring in shock waves associated with
regions of star formation, Durham theses, Durham University. Available at Durham E-Theses Online:
http://etheses.dur.ac.uk/3128/
Use policy
The full-text may be used and/or reproduced, and given to third parties in any format or medium, without prior permission or
charge, for personal research or study, educational, or not-for-profit purposes provided that:
• a full bibliographic reference is made to the original source
• a link is made to the metadata record in Durham E-Theses
• the full-text is not changed in any way
The full-text must not be sold in any format or medium without the formal permission of the copyright holders.
Please consult the full Durham E-Theses policy for further details.
Academic Support Office, Durham University, University Office, Old Elvet, Durham DH1 3HP
e-mail: e-theses.admin@dur.ac.uk Tel: +44 0191 334 6107
http://etheses.dur.ac.uk
Studies of the Physics and 
Chemistry occurring in 
Shock Waves associated with 
Regions of Star Formation 
Carolyn M'^ Coey 
A thesis submitted in fulf i lment of the 
requirements for the degree of 
Doctor of Philosophy 
The University of Durham 
Department of Physics 
2004 
A copyright of this thesis rests 
with the author. No quotation 
from it should be published 
without his prior written consent 
and information derived from it 
should be acknowledged. 
2 5 AUG 2 
Studies of the Physics and 
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Regions of Star Formation 
Carolyn M'^Coey 
Abstract 
Herbig-Haro (HH) objects, which are observed in molecular, ionic and atomic 
line emission, are shocked regions wi th in outflows associated wi th low mass 
star formation. A 1-D, planar shock code, M H D _ V O D E , which incorporates 
an extensive chemistry and calculates the population distributions of various 
important species throughout the shock wave, is used to model the H 2 , [Fe I I 
and [C I] line intensities observed f rom 14 H H objects. I t is found that models 
of non-equilibrium J-type shocks wi th magnetic precursors are required to 
reproduce the observed H 2 emission. These models have shock velocities in the 
range of 30-50 k m s"\ pre-shock densities of typically 10'' cm~^ and ages of 
the order of a few hundred years. However, such models predict a low electron 
density and are not able to reproduce the observed [Fe I I ] and [C I] emission. 
The ionization of H following dissociation of H 2 in a J-type shock results in 
weak H 2 emission but can produce the ionization fraction required for the 
atomic and ionic forbidden line emission. Thus, an elementary representation 
of a bow shock, consisting of a J-type shock wi th a magnetic precursor and a 
J-type shock, respectively, proves successful in reproducing both the H 2 and 
Fe I I ] emission. I t is necessary to assume that Fe has previously been eroded 
f rom dust grains, probably by the earlier passage of a C-type shock wave. 
These findings are consistent wi th observations, which have suggested that 
H H outflows are episodic phenomena and that the emission f rom H H objects 
arises in bow shocks. 
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1 
Introduction 
Stars form wi th in dusty, dense molecular clouds in the interstellar medium 
(ISM). The process is characterised by accretion f r o m a circumstellar disk 
onto the proto-star and by bipolar outflows of matter into the surrounding 
region. The process by which stars form is s t i l l uncertain but we can hope 
to improve our understanding by studying phenomena associated wi th star 
formation, such as outflows. In the case of stars that w i l l evolve to become 
high mass (>• 1 M Q ) , a stellar wind and an ultraviolet (UV) radiation field 
quickly develops and destroys the outflow. For this reason, outflows associated 
wi th high mass star formation are not easily observed. On the other hand, low 
mass 1 M Q ) stars evolve more slowly so their outflows remain observable 
for timescales of 10^-10^ years (Bachiller, 1996) and are not complicated by 
the effects of a strong U V field. Therefore, outflows associated wi th low mass 
star formation provide an excellent opportunity to study the earliest stages of 
stellar evolution. 
Strong evidence for the involvement of the accretion disk in the production of 
outflows comes f r o m two observed characteristics of low mass star forming sys-
tems: excess emission f rom accretion is always associated wi th outflow activity; 
and the energy carried away by the outflow is comparable wi th that associated 
with the energy released by accretion of matter f rom the circumstellar disk 
(Cabrit & Raga, 2000; Hartigan et al., 1995). I t is thought that the processes 
10 
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of accretion and ejection (outflow) are interdependent and self-regulating. The 
formation of an accretion disk provides a mechanism by which to store energy 
and angular momentum during the early evolution of a star, while the out-
flow removes excess energy and momentum. I t has become generally accepted 
that an interaction between the accretion disk and the magnetic field threaded 
through the disk is responsible for the launch of outflows. However, the details 
of the formation process of the outflow remain uncertain. 
Outflows are generally slow, wi th bulk velocities of tens of kilometres per sec-
ond, and poorly collimated. Jets, which are a phenomena that are strongly 
related to outflows, are faster (bulk velocities of typically hundreds of kilome-
tres per second) and highly collimated. Jets and outflows, and the shocks they 
produce in the ambient medium, are ubiquitous phenomena that are observed 
on all scales wi th in the Universe. They are associated wi th a diverse number 
of objects ranging f rom active galactic nuclei (AGN) through black hole X-ray 
transients, low- and high-mass X-ray binaries (possibly in the production of 
gamma ray bursts) and protoplanetary nebulae to low- and high-mass star 
formation. The physical conditions in all of these systems are very different 
and likewise the outflows associated wi th them have a wide range of charac-
teristics. For example, the jets associated wi th A G N are highly relativistic, 
while the jets associated w i t h low mass star formation, which are the simplest 
of the above phenomena, have much lower velocities of typically hundreds of 
kilometres per second. As wi th low mass stars, the mechanism responsible for 
driving these jets and outflows is s t i l l poorly understood. However, i t is likely 
to be related to the accretion of matter and to the associated magnetic fields, 
which play a role in every system. I t is possible that the same fundamental 
physics underlies all of these processes. Therefore, by studying and modelling 
outflows associated wi th low mass star formation, we may improve our under-
standing of both the dynamics of outflows and the processes occurring wi th in 
them and the mechanism by which outflows, on all scales, fo rm. 
The study of outflows associated wi th low mass star format ion (Herbig-Haro 
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outflows) have tended to investigate three aspects of the outflows: their mor-
phology, their kinematics and their spectrophotometry. From the results of 
these studies, which shall be described in the next two Sections, i t has become 
apparent that shocks are a common feature of these outflows. These shocked 
regions have a complex morphology that require a magnetohydrodynamical 
solution ( M H D , Chapter 2) and, as shall be described in Chapter 3, drive a 
variety of chemical reactions that do not occur in cjuiescent environments. De-
tailed modelling of the emission f rom outflows, therefore, is a useful tool wi th 
which to place strong constraints on the molecular dynamics and M H D in star 
forming regions. In this Thesis, shock models, which are described in Chapter 
4, are used to predict the H 2 , [Fe I I ] and [C I] emission observed in 14 shocked 
regions in Herbig-Haro outflows (Chapter 5). 
1.1 Characteristics of Herbig-Haro outflows 
The study of outflows associated wi th low mass star formation began wi th 
the observations of Herbig (1951) and Haro (1952) of small nebulosities, wi th 
peculiar emission line optical spectra and high proper motions, in regions of 
star formation. These nebulosities, which have become known as Herbig-Haro 
(HH) objects, are now recognised as the manifestations of outflow activity f rom 
the forming star. The outflows are observed over a wide range of wavelengths, 
from the ultraviolet (UV) to the radio, which may highlight diff'erent compo-
nents of the outflow. Bachiller (1996) gave a good review of the components of 
an outflow and of the H H objects themselves, which were reviewed by Reipurth 
& Bally (2001). We shall now consider first the outflow, then the H H objects. 
1.1.1 Components of the outflow 
Most of the mass in an outflow is contained in a relatively low velocity ( < 
30 km s ' \ e.g.. Bally & Lada, 1983), usually bipolar component consisting of 
molecular gas and, in particular, CO. This so-called 'CO outflow' is generally 
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poorly collimated material that is thought to have been swept up by an un-
derlying jet, forming two cavities (Snell et al., 1980). Radio emission of CO 
is observed f r o m the irregular lobes and incomplete shells surrounding these 
cavities. This molecular component is found around Young Stellar Objects 
(YSOs) of al l masses and luminosities and so suggests a common formation 
mechanism. These outflows are observed to be t ime variable both in the radio 
emission and the optical. For example, L1551 (the prototypical CO outflow) 
shows evidence for four separate mass loss events separated by approximately 
10'* yr (Bachiller et al., 1994). Variabil i ty is also observed in the same outflow 
at visible wavelengths on timescales of 10^-10^ yr (Neckel & Staude, 1987; 
Campbell et al., 1988; Davis et al., 1995). 
Another component of the H H outflow is a highly collimated jet (called an 
' H H jet ' ) observed at optical, radio and infrared (IR) wavelengths in neutral 
and ionized species, such as [ 0 I ] , [C I ] , [S I I ] , and [Fe I I ] , and also molecular 
species such as H 2 , N H 3 and HaO"*". These jets consist of strings of H H objects 
and often consist of multiple bow shocks. The strongest jets, for example 
HH34 (Chernin & Masson, 1995), H H l l l (Reipurth & Cernicharo, 1995), are 
associated w i t h the weakest CO outflows. Conversely systems wi th strong CO 
outflows often show no sign of a jet or the jet can be observed only in the 
IR (Reipurth & Bally, 2001). This implies that in the latter case the jet is 
completely obscured. H H objects and jets are the subject of this Thesis and 
wi l l be discussed in more detail in Section 1.1.2 below. 
The H H jets are often observed to have the same orientation and length as the 
low velocity CO outflow, which is much wider than the H H jet . This has led 
to suggestions of a "unified theory" in which the CO outflow is entrained by 
bow shocks associated wi th the H H jet. Some evidence for this comes f rom a 
comparison of the morphologies of the CO emission and the terminating bow 
shock in some objects (e.g., L1157 Umemoto et al., 1992; Gueth et al., 1997). 
Proper motions indicate that the outflow velocities of H H objects gradually 
decrease wi th distance f rom the source, and this is probably best explained 
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as a loss of momentum due to entrainment of the ambient medium (Cabrit & 
Raga, 2000). 
Similar jets are observed in only molecular emission lines, in particular those 
of CO, and are known as CO "bullets". Both H H objects and molecular 
"bullets" show a marked symmetry in their position and velocities w i t h respect 
the outflow source, which suggests that they are caused by periodic bursts of 
matter f rom the star rather than the forming as a result of instabilities wi th in 
the jet. Specifically, the inferred time between successive CO bullets (and H H 
objects) is typically 10^ years (Reipurth, 1989; Bachiller, 1996). The similarity 
seen between characteristics of the H H objects and the molecular "bullets" is 
striking. 
1.1.2 H H objects and jets 
Morphology and dynamics 
H H objects are small (20"-30") nebulosities around regions of low mass star 
formation. Their shapes are generally amorphous but some objects (or a series 
of H H objects) form a bow shock shape, while others are elongated in the 
direction of the flow. They are often found in pairs to either side of a forming 
star. Alternatively, they are seen to form linear or gently wiggling chains, 
which may be connected by fainter emission and contain other compact knots. 
Together, these form the systems known as H H jets. These jets are highly 
collimated wi th length-to-width ratios of 10:1 or more and are parsec scale in 
length (Bally & Devine, 1994). The typical dynamical lifetimes of IC* years of 
the H H jets contrasts w i th the observed variabil i ty wi th in them on timescales 
of 10^ years. I t seems likely, therefore, that the H H objects are not observed 
at equil ibrium conditions (Pineau des Forets et al., 1997; Smith & Mac Low, 
1997; Chieze et al., 1998). 
HH objects show low-excitation spectra that indicate shock velocities of a 
few tens of kilometres per second at most. This appears at odds wi th the 
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supersonic bulk velocities of the jets, which are several hundreds of kilometre 
per second. Since the H H objects in the jets also show large proper motions, 
this invalidates an early idea that they form as highly oblique (and hence 
weak and stationary) recoUimation shocks (e.g., Falle et al., 1987; Canto et al., 
1989). There are three recently popular theories for the formation of H H 
objects wi th in the jets. The first is that the outflow overruns and shocks 
clumps of gas in the ambient medium (Schwartz, 1978); however, this now 
seems unlikely given the regular spatial distr ibution of the H H objects along 
the jet axis. Another possibility is that instabilities [either hydrodynamic (e.g., 
Buehrke et al., 1988; Micono et al., 1998), magnetohydrodynamic (e.g.. Stone 
& Hardee, 2000) or thermal (e.g., de Gouveia dal Pino & Opher, 1990)] in 
the jet excite a series of oblique travelling shocks. Finafly, clumps of matter 
ejected f rom the forming star at different velocities can collide w i t h each other 
to form an internal working surface (Raga et al., 1990). The fact that these 
H H jets are observed to contain multiple groups of H H objects is evidence for 
variability in their ejection velocities, ejection directions, and possibly mass 
loss rates and degree of collimation (e.g., Noriega-Crespo et al., 2002). 
The most energetic and violent shock in the H H outflow, which is termed the 
"terminal working surface", occurs when the supersonic flow slams directly into 
the quiescent ambient medium. Both internal and terminal working surfaces 
consist of forward and reverse shocks, such as those observed in HH2 (Bally 
et al., 2002). The forward shock accelerates the material w i th which i t collides, 
while the reverse shock, which is also known as a Mach disk, decelerates the 
supersonic flow (Hartigan et al., 1989). The forward shock may take the form 
of a bow shock, as in H H l l l , in which the surface is normal to the direction 
of the flow axis but becomes increasingly oblique away f rom the axis in the 
wings or wake. Proper motion studies of bow shocks have indeed shown that 
this is the case (Reipurth & Bally, 2001). A simple prediction for symmetric 
bow shocks is that high excitation lines should dominate at the apex and lower 
excitation lines should be strong along the wings; and indeed, high resolution 
images of H H objects wi th bow shock morphologies have shown that [Fe 11 
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(a high excitation species) emission arises in the apex, while lower excitation 
H2 is seen in the wings. Some good examples of such objects are HH99 (Davis 
et al., 1999) and HH7 (Smith et al., 2003). 
Line emission in the infrared 
HH objects emit f rom the U V to the radio; the abil i ty of I R transitions to 
probe regions of high extinction makes them particularly useful diagnostic 
tools. For example, some shocked knots (also known as condensations) are 
observed only at I R wavelengths. I t has been suggested that these are regions 
where the extinction is particularly high. Although this possibility has yet to 
be formally estabUshed, i t is supported by the fact that H H jets are observed 
to have highly variable extinction (Hartmann & Raymond, 1984). 
Important line emission in the I R arises f rom transitions due to molecular, 
atomic and ionic species, such as H 2 , [C I] and [Fe I I ] . I R Ro-vibrational tran-
sitions of H2 are important tracers of H H outflows and are observed both in 
HH objects themselves and in a surrounding "cocoon" of gas between the H H 
jet and the CO outflow, which has been interpreted as the mixing layer where 
ambient gas is entrained (Davis & Eisloeffel, 1995). The 2.122 ^.m ^ ;=l-0 S( l ) 
and 2.247 jim. v=2-\ S ( l ) transitions are usually the strongest lines observed 
(the 2.122 / i m transition is often of comparable strength to the H a line in 
the same object) and are frequently used for mapping (e.g., H H l l l Gredel 
& Reipurth, 1993, 1994; Davis et al., 1994). The value of H2 as an observa-
tional diagnostic comes particularly f rom two features of its emission. The 
first is that i t is a good indicator of shock activity because the first vibrational 
level is about 6000 K above the ground state; therefore, H2 molecules become 
collisionally excited in dense regions at temperatures of few thousand kelvin. 
Secondly, because the transitions occur at IR wavelengths they are less affected 
by dust, allowing observations to probe deeper into obscured regions that are 
not observable at visible wavelengths. 
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Fe, and other elements that form refractory material, are depleted f rom the gas 
in the I S M on to solid dust grains (see Chapter 3 for further details). Therefore, 
the presence of [Fe I I ] emission is particularly interesting as i t implies that dust 
grains have been eroded, probably by the passage of a shock wave (May et al., 
2000). Naively, one might expect that strong shocks (characterised by higher 
ionization) would result in a higher gas phase abundance of Fe than weak 
shocks. However, studies of gas phase metal abundances in strong and weak 
shocks indicated a similar (and high) abundance of Fe (Beck-Winchatz et al., 
1994, 1996; Bohm & Mat t , 2001). One possible interpretation of this is that all 
H H objects undergo a strong shock at some point in their evolution, possibly 
during the launching of the jet. 
As shall be discussed in Chapter 3, the rich line spectrum of [Fe I I ] provides an 
excellent tool w i t h which to investigate the ionized component of shocked gas in 
H H objects. Almost all of the observed IR [Fe I I ] lines arise f rom four closely 
spaced levels in the a''D term, making the lines insensitive to temperature, 
but a useful diagnostic of density. Furthermore, [Fe I I ] lines have a larger 
critical density than those of [S I I ] and [ 0 I I I ] , which are observed at visible 
wavelengths, so [Fe I I ] lines allow us to probe more dense and more obscured 
regions of the outflows (Gredel, 1994, 1996). Indeed, the extinctions derived 
from [Fe I I ] lines indicate that the [Fe I I ] emission arises in regions that suffer 
from, typically, 1-2 magnitudes more extinction than the H2 emission, which 
itself arises in more obscured regions than the optical emission (e.g., Nisini 
et al., 2002). 
1.2 Previous work 
The recognition, after studies of molecular line widths and shifts, that shocks 
play a fundamental role in producing H H objects (Schwartz, 1978; Elias, 1980) 
enabled a physical interpretation of their emission. Two- and three-dimensional 
magnetohydrodynamic simulations, especially those incorporating variable ejec-
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tion mechanisms, are able to reproduce the morphological and kinematic char-
acteristics of H H jets described in the previous Section, for example, that of 
HH32 (Raga et al., 2004). However, at present, i t is too computationally 
expensive to incorporate into such models the f u l l chemical and microscopic 
processes that have an important influence upon these outflows (see Chapter 
3). Therefore, most of the investigations into such processes have been based 
on planar shock models, whose predictions may be compared wi th observed 
intensities, ratios and emission line profiles. 
'Tradit ional ' shock models are discontinuous (or 'J-type') and are solved by 
means of the Rankine-Hugoniot relations (see Chapter 2). Such models pre-
dict that H2 w i l l become fu l ly dissociated at shock velocities above 25 km s~^  
(Kwan, 1977). Therefore, the early models of H H objects were that of slow 
J-type shocks propagating through a pre-accelerated gas. Draine (1980), fol -
lowing on f rom work of MuUan (1971), showed that a shock propagating in a 
weakly ionized medium in the presence of a magnetic field is broadened, form-
ing a precursor to the J-type shock. For a sufficiently large magnetic field, the 
velocity change across the shock is continuous and the peak temperature of 
the gas is much lower than in a J-type shock of the same speed (see Chapter 
2 for more detail). Draine et al. (1983) showed that such shocks (known as 
continuous or 'C-type') were able to propagate at velocities of up to 40-50 
km s"^  before H2 dissociation occurs. The excitation conditions in C-type 
shocks were found to be able to explain that observed levels of H2 emission in 
some H H objects. These models, and subsequent ones (for example. Smith & 
Brand, 1990; Kaufman & Neufeld, 1996a,b) assumed a static equil ibrium when 
evaluating the degree of dissociation of H2 w i th in the shock wave. However, 
later work (Le Bourlot et al., 2002; Flower et al., 2003; Flower & Pineau des 
Forets, 2003) has shown that when this (invalid) assumption is relaxed, shock 
velocities of 60-70 k m s~^  may be attained. 
Early planar shock models, whilst explaining the levels of emission in some 
H H objects, were unable to reproduce the range of excitation conditions and 
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line widths of H2 observed in them (e.g., Carr, 1993; Hartigan et al., 1989). A 
proposed mechanism to reproduce the observed range of excitation conditions 
was that of a combination of two C-type planar shocks. In such models, the 
high excitation levels arise in a strong shock, while a weaker shock is responsible 
for the emission f rom low vibrational levels (e.g., Le Bourlot et al., 2002). An 
alternative is to assume pumping effects, such as fluorescence (Fernandes & 
Brand, 1995). These types of models have successfully reproduced the observed 
H2 emission in some H H objects by increasing the population in the higher 
vibrational levels. More commonly, both C-type (Smith et al., 1991) and J-
type (Smith, 1994) bow shock models have also successfully been applied to 
H H objects. 
A related issue is that the emission f rom H H objects is observed both f rom 
species thought to require a high degree of ionization, such as [Fe I I ] , and 
species expected to arise in a largely neutral medium, such as H 2 . C-type 
shock models (of any variety) were not expected to be compatible wi th these 
observations because they do not strongly ionize the gas. However, to the best 
of our knowledge, this has not previously been verified. 'Fast' (or radiative) 
J-type shocks, such as those of Hollenbach k McKee (1989), which form a 
radiative and ionizing precursor to the shock front , were able to reproduce the 
obsei'ved [Fe I I ] emission but not that of H 2 . This is because in such models 
H2 is dissociated in the shock front and reforms in the cooling flow behind 
the shock. This process gives rise to H2 emission that is some two orders of 
magnitude weaker than that expected f rom C-type shocks. Hartigan et al. 
(1987) constructed a bow shock model consisting of 43 radiative J-type planar 
shocks that was able to explain many aspects of the atomic and ionic emis-
sion observed at visible wavelengths towards H H objects but did not consider 
emission f rom molecular lines, such as H2. The apparent inabi l i ty of pure C-
or J-type shock models to reproduce both the low and high excitation species 
simultaneously has lead to suggestions that the emission may form in com-
binations of the two. Three possible mechanisms, which have been proposed 
for HH7, are bow shocks (Smith et al., 2003), J-type shocks wi th magnetic 
Chapter 1. Introduction 20 
precursors (Carr, 1993; Gredel, 1994) or a combination of the two (Hartigan 
et al., 1989): all three mechanisms can produce the high excitation species in a 
dissociative region and the low excitation species in a continuous component. 
From the above, i t can be seen that although shock modelling of H H objects 
has met w i t h many successes, we are st i l l not able to confidently identify the 
dominant shock mechanism in a given case. 
1.3 Motivation 
The widely held opinion that species such as [Fe I I ] and H2 arise in distinct 
shocks is based on comparisons wi th the predictions of 'fast' J-type shock 
models (commonly, observations are compared wi th the models of Hollenbach 
& McKee (1989)) and of C-type models such as those of Draine et al. (1983) 
and Kaufman k Neufeld (1996a,b). Such models assumed static equilibrium 
when evaluation the degree of dissociation of H2 and allowed a maximum C-
type shock velocity of only 40-50 k m s"^  and, to the best of our knowledge, 
were never actually used to calculate [Fe I I ] emission. Certainly, cooling due to 
fine-structure transitions of [Fe I I ] are not included in the models cited above. 
Furthermore, the relative gas phase abundance of Fe in the widely cited J-type 
shock model of Hollenbach & McKee (1989) was taken to be 10"^ based on 
the depletions tabulated by Harris et al. (1984), and the elemental abundance 
of Allen (1983). Later work has indicated that Fe is almost entirely depleted 
onto the dust grains and has a much smaller relative gas phase abundance of 
2.5x10"^ (Sofia & Meyer, 2001). 
Recently Le Bourlot et al. (2002) and Flower et al. (2003) have developed a 
more sophisticated planar C-type shock model in which the evolution of the 
shock is followed self-consistently wi th the chemistry and H2 level populations. 
In this model the maximum shock velocity can be higher, up to 60-70 k m s^^ 
In light of these developments, i t seems advisable to revisit the question of the 
origin of the [Fe I I ] and H2 emission. Furthermore, tremendous advances in 
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available instrumentation have greatly extended the number of I R [Fe I I ] tran-
sitions observed in H H objects. We can therefore make a detailed comparison 
wi th a number of H H objects to learn about the common physics. 
Chapter 2 
The physics of shock waves 
The prevalence of shock waves in the interstellar medium (ISM) was discussed 
in Chapter 1. In particular, the presence of bright knots in outflows associated 
wi th low mass star formation (Herbig-Haro outflows) are believed to be shocked 
phenomena. Since the physics of shock waves is relatively well understood, i t 
is possible to construct models that, in conjunction w i t h atomic and chemical 
processes, can be compared wi th observations. This comparison allows us 
to constrain parameters related to the physical conditions in the ISM (e.g., 
temperature and density) and thus aid our understanding of the processes 
occurring wi th in interstellar shocks. In this Chapter, the effect of a magnetic 
field upon the structure of a shock wi l l be discussed, following the work of 
Draine (1980). The construction of a one-dimensional shock model, and the 
influence of parameters upon that model, w i l l also be presented. 
2.1 Effects of the magnetic field upon shock 
structure 
Regions of star formation are permeated by magnetic fields, which can have 
various significant effects on physical processes wi th in the ISM. In particular, 
magnetic fields influence the process of star formation by supporting the pre-
stellar cloud against gravitational collapse (Pikel'Ner, 1967; Larson, 2003), and 
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by broadening shock waves (e.g., MuUan, 1971; Draine, 1980). In this Section, 
the latter effect and its implications for the shock structure are discussed. 
The presence of a sufficiently strong magnetic field, perpendicular to the direc-
tion of propagation of a shock wave, allows ion magnetosonic waves to travel 
ahead of the shock front (MuUan, 1971; Draine, 1980). The resulting temper-
ature rise ahead of the shock front damps the effects of the shock, as shall be 
described below. Draine (1980) categorised shocks according to the strength 
of the B-field and the size of the shock speed relative to the ion magnetosonic 
speed; his arguments are summarised below. 
A shock wave is assumed to propagate in one dimension, at constant speed 
into a homogeneous medium: these are s implifying assumptions that do not 
affect the physics discussed here. Furthermore, the magnetic field is assumed 
to always be perpendicular to the direction of propagation of the shock. In a 
cloud of part ial ly ionized gas, compressive waves travel through the medium as 
a result of collisions between, and wi th in , the neutral and charged (i.e., ion and 
electron) fluids. Waves due to collisions wi th in the neutral fluid travel through 
the medium at the neutral gas sound speed, {jUnkT/p„)^. Disturbances in 
the ionized fluid travel more slowly than those in the neutral fluid because 
Lorentz forces cause the ions gyrate about the magnetic field lines. The speed 
at which waves travel in the ion fluid is given by the ion magnetosonic speed, 
Vims (Spitzer, 1962; Draine, 1980) 
g + 7 ( n i + ne)feT]y 
(Pi + Pe) ) ' 
Here, B is the magnetic field strength, k is the Boltzmann constant, 7 is the 
ratio of specific heats at constant pressure and volume, T is the temperature, 
c is the sound speed and n n , n i , n e {pn,Pi,Pe) are the number (mass) densities 
of the neutrals, ions and electrons, respectively. 
Both the neutral sound waves and ion magnetosonic waves become damped 
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when collisions between the charged and neutral fluid occur. Collisions between 
the charged and neutral fluids travel through the medium at the eflfective 
magnetosonic speed, 
4TT 
7(nn + Tii + ne)kT 
(Pn + Pi + Pe) 
(2.2) 
Waves at the effective magnetosonic speed have a very long wavelength and 
traverse the medium w i t h l i t t le damping. For a shock to propagate through 
the medium, the shock velocity, Vs, must be greater than Vms] the structure of 
the shock, however, depends upon v^^s and the strength of the magnetic field. 
I f there is no magnetic field then the charged fluid experiences no Lorentz forces 
and flows w i t h the same velocity as the neutral fluid. The shock velocity in 
this case exceeds all the sound speeds in the medium and no disturbance can 
travel ahead of the shock front: a discontinuous or J-type shock occurs. In 
Figure 2.1, the temperature and velocity profiles of the gas, in the frame of the 
shock front , are plotted against time; panel a is an example of a J-type shock. 
The shock is discontinuous because the transitions at the point of the shock 
front occur on a scale of the order of the mean free path of the particles. 
In the presence of a magnetic field, the charged fluid is compressed wi th the 
magnetic field lines and (due to the slowing of the ionized fluid by Lorentz 
forces) is compressed more gradually than the neutral fluid. The discontinu-
i ty in the charged fluid becomes gradually wider w i t h increasing magnetic field 
and disappears when Vg < Uims- When such a condition is met, the ion-electron 
magnetosonic waves propagate faster than the shock wave and can transmit 
information about the shock to the medium ahead of the shock front via colli-
sions wi th the neutral and charged gas. As the ion magnetosonic waves travel 
ahead of the shock they compress the pre-shock B-field over their damping 
length and so form a magnetic precursor to the shock. For a moderate B-field 
the magnetic precursor is not large enough for the neutral fluid to be strongly 
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affected so a J-type shock front is st i l l present in the neutral fluid while there 
is a continuous change in the charged fluid variables. The damping length, and 
hence the length of the magnetic precursor and the wid th of the shock wave, 
increases as the difference between Vs and v\ms increases, i.e., w i th increasing 
magnetic field or ionization fraction and wi th decreasing Vs- As the size of the 
magnetic precursor increases, more collisions between the neutral and charged 
fluids occur ahead of the shock front resulting in the transfer of energy and 
momentum to the neutral fluid. The compression ratio of the neutral fluid 
across the discontinuity is then reduced and a gradual change of velocity in 
the neutral fluid occurs ahead of the discontinuity. These types of shocks are 
J-type shocks with magnetic precursors, and two examples are shown in panels 
b and c of Figure 2.1, where the lower peak temperature and greater width of 
the shock wave compared wi th that of a J-type shock can be seen. 
Above a critical value of magnetic field strength, Bcrit , the discontinuity in the 
neutrals is also broadened sufficiently that the flow is everywhere continuous. 
The critical value of the magnetic field strength depends upon the density and 
ionization fract ion of the gas as well as the shock velocity. This category of 
shock is a continuous or C-type shock, and an example is shown in Figure 
2 . Id . A comparison of the temperature profiles in Figure 2.1 shows that the 
effect of the magnetic field is to widen the shock wave and to reduce the peak 
temperature attained by the gas. 
In the frame of the shock, the ion fluid always has a smaller velocity than the 
neutral fluid in the precursor, due to the effect of the magnetic field. This 
velocity difference between the fluids, known as ambipolar diffusion, velocity 
d r i f t or (ion-neutral) streaming, is at its greatest at the peak of a shock wave 
and approaches the shock velocity. The effects of streaming w i l l be discussed 
further in Chapter 3. 
The above cases are examples of flows that have been allowed sufficient time 
to at tain steady state. However, i f that is not the case, the above types of 
shock can be thought of as stages wi th in an evolutionary process (Pineau des 
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Figure 2.1: The evolutionary process f rom a J-type shock (panel a) to a C-
type shock (panel d); the intermediary stages are represented by J-type shocks 
wi th magnetic precursors w i th ages of 200 yr (panel b) and 900 yr (panel c). 
Velocity and temperature profiles are plotted against t ime. The shock velocity 
is 40 k m s"\ nn = 10'* cm~^ and the ini t ia l magnetic induction, B is 100 fiG in 
all four cases. Calculations are performed in the frame of the shock: therefore, 
pre-shock gas is on the left-hand side of the Figure. 
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Forets et al., 1997; Smith & Mac Low, 1997; Chieze et al., 1998). A shock 
that is in i t ia l ly J-type broadens in the presence of a transverse magnetic field 
in the manner described above unt i l a precursor develops. Over time, the 
precursor lengthens and the J-type discontinuity weakens due to the eflFect of 
the magnetic field. For example, in Figure 2.1b the discontinuity is responsible 
for the peak temperature attained in the shock wave; in contrast, the shock in 
Figure 2.1c is 700 years older and the temperature attained by the discontinuity 
is less than that at the peak of the precursor. Eventually, the J-type shock 
is sufficiently broadened that the steady-state solution of a C-type shock is 
obtained, as in Figure 2 . Id . As Figures 2.1a-d indicate, a J-type shock wi th 
magnetic precursor can be considered as a J-type discontinuity introduced into 
a C-type shock profile at the point in the neutral fluid flow time, tn = J 1/vndz, 
that may be identified w i t h the age of the shock (Flower & Pineau des Forets, 
1999; Flower et al., 2003). 
2.2 Shock modelling 
From the discussion in the previous Section regarding the effect of a magnetic 
field on the different fluids in the gas, i t can be seen that when modelling a 
J-type shock in the absence of a magnetic field only a single fiuid need be 
considered. I n contrast, shocks in the presence of a magnetic field (C-type 
shocks and J-type shocks wi th magnetic precursors) require at least a two 
fluid treatment. I f the ionization fraction of the gas is low, the electrons wil l 
thermaUze at a different temperature to the ions and a three fluid treatment 
is necessary. I n this section the treatments required for single and mul t i - f lu id 
shocks are described. 
2.2.1 J-type Shocks 
In the simplest case, we can model the change of physical conditions in the 
gas in the absence of a magnetic field by consideration of the conservation of 
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mass, momentum and energy over a J-type shock front. This is expressed in 
the Rankine-Hugoniot relations: 
pv = a, (2.3) 
pv^+P = C (2.4) 
1^' + - ^ ' - = ^- (2.5) 2 7 - I p 
Equation (2.3) refers to mass conservation; (2.4) to momentum fiux and (2.5) 
to energy flux. The right-hand side in each case is a constant; v is the fluid 
velocity; p is the mass density of the fluid; p is the gas pressure and 7 is the 
ratio of the speciflc heat capacities of the fluid. Equation (2.3) gives us a means 
to measure the strength of the shock, and can be rewrit ten as: 
PiVi = P2V2 or — = — , (2.6) 
V2 P\ 
where the subscript 1 refers to pre-shock parameters and 2 to post-shock; in 
the frame of the shock vi = Wg. From the velocity ratio, vi/v^, and the pre-
shock parameters we can find the post-shock parameters (or vice versa). The 
ratio P2/P\ is known as the compression ratio: in monatomic gas, for which 
7 = 5/3, the compression ratio has a value of 4. Theoretically, diatomic (ful ly 
molecular, 7 = 7/5) gas should have a compression ratio of 6, while gas that 
is a mix of atomic and molecular material should have a compression ratio 
between these two values. In fact, wi th in the discontinuity the populations 
of the H2 energy levels do not have time to thermalize. Therefore, 7 = 5/3 
should be adopted and the internal energy treated explicit ly in the cooling flow 
(Flower et al., 2003). 
This type of analysis is appropriate for a pure J-shock where there is no mag-
netic field. This, however, is unlikely to be a realistic assumption in the ISM 
and a more useful representation of the conservation equations, which also 
includes the effect of the magnetic field, B, is (following Field et al., 1968): 
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dz 
(pv) = 0 
dz 
pv'^ +P+ — - O^^i 
dz 
1 p^, l^;2 + f / + 
V2 7 - 1 / 5 47r 
= 0 
dz \ p 
0. 
(2.7) 
(2.8) 
(2.9) 
(2.10) 
Equations (2.7) - (2.9) are equivalent to equations (2.3) - (2.5) but apply over 
the whole flow rather than only at the discontinuity. The internal (rotational) 
energy term, U, in equation (2.9) is incorporated into the last term on the 
left-hand side of (2.5). The last term in equation (2.8), Gxxh is the viscous 
stress tensor and the last three terms in (2.9) are the Foynting vector, the 
radiative flux vector and the viscous energy flux. Equation (2.10) deals wi th 
the compression of the magnetic field. 
These equations can be rearranged to find post-shock values of parameters 
such as velocity, density, temperature and magnetic induction. However, in the 
code, which is described in Chapter 4, an art if icial viscosity term is instead 
included in the conservation equations presented below, which may then be 
integrated through the J-type shock. This process and the precautions that 
must be taken when using i t are discussed in Chapter 4. 
2.2.2 C-type Shocks and IVEagnetic Precursors 
The conservation equations f rom above must be adapted for a two-fluid medium. 
One consequence of this model is that interactions between the two types of 
fluid can lead to changes in the particle number (and hence density, momentum 
and energy) of the fluids. In particular, chemical reactions can significantly 
affect the ionization fraction and hence the cooling of the gas (Flower et al., 
1985; Pineau des Forets et al., 1997). To model this, source terms are required; 
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these terms are the change per unit volume and t ime of the quantity under 
consideration and are discussed in Appendix A.2. The conservation equations 
for particle number density, mass density, momentum flux and energy flux for 
a mul t i - f lu id medium have been well described in several papers (Flower et al., 
1985; Flower &: Pineau des Forets, 1995; Flower et al., 2003) and are repro-
duced below. The subscript n refers to neutrals and i refers to ions. 
Particle number conservation 
The particle number conservation equations are 
d (pnVn) 
dz \ /i„ K (2.11) 
dz \ IX; ) 
where is the mean molecular weight and N is the number of particles created 
per unit volume and time. 
In addition, the inclusion of chemical reactions, which alter the ionization of 
the gas and wi l l be discussed in Chapter 3, means that the abundance, n^, of 
each atomic and molecular species, a, must be followed over the shock wave. 
Ca, the rate, per unit volume and time, at which a species is being formed 
through chemical reactions is given by: 
^ (ncv'f^ a) = C«. (2.13) 
Mass conservation 
As mass and charge are conserved, the source terms for the ion and neutral 
mass conservation equations, V, are of equal value but opposite in sign 
^ (Pn^n) = V, (2.14) 
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^ (Pi^i) = - T ' n . (2.15) 
Momentum flux conservation 
For the neutral fluid, the momentum conservation equation is given by: 
^[p.vl + ^ ] = A , . . (2.16) 
The compression of the magnetic fleld must be taken into account when con-
sidering the ion fluid: the B-field is assumed to be coupled only to the ion 
fluid (the "frozen field" approximation). The magnetic flux w i th in the shock 
wave is related to the pre-shock magnetic flux, BQ, via the following expression 
(Field et al., 1968): 
Bvi = BoVs. (2.17) 
Hence, the B'^/STT in equation (2.8) becomes the last term in the following 
equation, where A is the rate of change of momentum flux per unit volume: 
dz 
-An- (2.18) 
Energy flux conservation 
The energy conservation equation of the neutral fluid is given by: 
d / I 3 S ^ ^ ^ p ^ A (2.19) 
az \^ ^ Pn Pn / 
where Un is the mean internal energy per neutral particle. The dominant 
contribution to in molecular shocks is f rom the rovibrational states of H2 
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and so we can neglect this term in the ion f luid equation, in which we must 
again take account of the compression of the magnetic field. Here B is the rate 
of change per uni t volume of contributions to the energy flux, 
f(l..;A^^m=B-. ,2,20) 
To find the post-shock parameters f rom these equations they must be rear-
ranged in the fo rm dX/dz, where X is the dependent variable {v, T, p or 
n ) and z is the independent distance variable: the rearranged forms can be 
found in Appendix A . l . The changes in the variables are continuous so these 
differential equations can be integrated through the shock to f ind post-shock 
parameters. The dependence of the variable, X, upon t ime is found f rom 1/X 
\n{dX/dz). 
2.3 Effects of shock model parameters upon 
the shock structure 
The passage of a shock wave through the interstellar medium results in com-
pression and heating. H2, which is the predominant constituent and coolant of 
the gas, can become dissociated, resulting in further heating. Radiative emis-
sion, following collisional excitation in the compressed gas, f rom H2 and other 
atomic and ionic species causes the gas to cool again. The peak temperature 
attained and the wid th of the shock, which is related to the cooling time, de-
pend strongly upon the type of shock wave, the shock velocity, the pre-shock 
density and the pre-shock magnetic flux. The degree of ionization in the pre-
shock gas and, in the case of a J-shock wi th magnetic precursor, the age of the 
shock, are also significant parameters. The effects of these parameters upon 
the shock structure are discussed below. 
Chapter 2. The physics of shock waves 33 
I 
I 
3 
Neutral temperature: n,=1Cr 
~ ~ Neutral temperature: n^^tcr 
Neutral temperature: n,=1(f 
5 10 
z(cm) 
Figure 2.2: Temperature profiles for 40 km sfiocks of r iH = 10^ (solid line), 
lO'* (dashed line) and 10^ (dotted line) cm"^. Tfie shock narrows and attains 
a higher peak temperature as pre-shock density increases. 
2.3.1 Pre-shock density 
The rate of collisions wi th in a shock wave increases as density rises and this 
has the effect of strengthening the coupling between the charged and neutral 
fluids. As a result of the increased coupling, the maximum kinetic temperature 
attained by the neutral f luid and the rate at which falls to the adiabatic 
sound speed, which rises w i th the temperature of the neutrals, both increase. 
Therefore the effect of increasing pre-shock density is to cause the peak tem-
perature of the shock to rise and the shock wid th to decrease: this effect is 
illustrated in Figure 2.2. 
2.3.2 Shock velocity 
The peak temperature wi th in a shock wave rises wi th an increase in the shock 
velocity because the energy flux of the shock wave is proportional to (see 
equations (2.19) and (2.20) in Section 2.2.2). In C-type shocks, higher shock 
velocities give rise to a greater compression and narrower shock wid th . The 
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Figure 2.3: Temperature profiles for shocks of 30 (solid line), 40 (dashed line) 
and 50 (dotted line) k m s"' (nn = lO** cm"^ and B = 100 [xG in all three 
cases). The shock narrows and attains a higher peak temperature as shock 
velocity increases. 
greater compression results in a higher rate of collisions (in particular be-
tween H and H2, the dominant mechanism for excitation of H2) and hence an 
increased cooling rate, which is more efficient than the rate of heating. There-
fore, as the velocity of a C-type shock increases so does the rate at which the 
gas cools, resulting in a narrower shock wave. As an example, neutral temper-
ature profiles f rom shock models wi th nu = 10'' cm~^, B = 100 / iG and shock 
velocities of 30, 40 and 50 k m s~^  are shown in Figure 2.3. 
J-type shocks have a larger compression ratio than C-type shocks and so, 
because adiabatic expansion is assumed, a J-type shock w i l l produce a greater 
peak temperature than a C-type shock at the same velocity; see Figure 2.1. In 
the case of J-type shocks, a different behaviour w i t h increasing shock velocity 
is observed to that described for C-type shocks above: the shock wid th first 
increases before decreasing again at a particular velocity (i's=25 k m s~^  at 
n H = 10'' cm~^, Flower et al., 2003). The in i t ia l increase in shock wid th is 
related to the greater amount of energy that must be dissipated by the shock 
wave: a higher peak temperature requires more t ime in order to cool. The 
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rate of dissociation of H2 is greater and so the cooling less efficient in J-type 
shocks than C-type. As the shock velocity increases above a certain value, 
the degree of ionization in the gas increases and cooling via radiative decay 
following electron collisional excitation becomes important: the rate of cooling 
then increases wi th increasing shock speed and the shock width decreases. 
Le Bourlot et al. (2002) defined the critical velocity, VCTH, as the shock velocity 
at which sufficient H2 dissociation occurs wi th in a C-type shock wave that 
there is a rapid increase in the neutral temperature of the gas, which results 
in a sonic point (discontinuity) in the flow. These authors calculated Vcnt 
for a range of densities and found that (assuming the magnetic field scales 
as B{nG) =[nii (cm"^)]2 and neglecting the effects of external photons) the 
critical velocity decreased w i t h increasing density, f rom 81 km s~^  at nH = 10^ 
cm"^ to 32 k m s"^  at n H = 10^ cm~^. As U H increases the energy dissipated 
by the shock wave is less readily radiated away because the rate of cooling of 
the gas by radiative transitions of H2 decreases f rom a quadratic to a linear 
dependence upon nu. Hence, the dissociation rate of H2 increases and a sonic 
point is more readily attained. 
2.3.3 Charged grains 
The effect of the shock wave upon dust grains wi l l be discussed in Chapter 
3. Here, the influence of the grains on the shock structure, which was stud-
ied by Flower & Pineau des Forets (2003), shall be briefly described. In a 
weakly ionized medium the charged grains, because of their relatively high 
mass density, constitute a significant fraction of the ionized mass. This means 
that charged grains contribute to the dynamics of the shock wave in two ways. 
Charged grains enhance the momentum transfer f rom the neutral to the ion-
ized fluid, hence narrowing the shock wave. They also affect the magnetosonic 
speed, which must be greater than the shock velocity for a C-type shock to 
occur, by increasing the inertia of the ionized fluid. The latter effect was stud-
ied by Flower & Pineau des Forets (2003) who found that , when the effects of 
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charged grains on the shock structure were considered, the magnetosonic speed 
in the pre-shock gas — and hence the maximum possible velocity of a shock — 
could be lower than Vcru- The abundance of polycyclic aromatic hydrocarbons 
(PAHs), which are large molecules that can be considered as small grains and 
that carry most of the negative charge in the ionized f lu id , is significant in 
these findings. For a relative PAH abundance of 10~^, the maximum possible 
C-type shock velocity is determined by Vcnt, as above, for > 10^ cm""^ but 
by the magnetosonic speed at lower densities. For example, Flower & Pineau 
des Forets (2003) found that the maximum possible velocity of a C-type shock 
into gas wi th a pre-shock density of nn = 10'' cm"^ was l imited to the mag-
netosonic speed of approximately 60 km s"^ rather than the value of Vcnt ~ 
70 km s~^  found by consideration of collisional dissociation of H2. A t lower 
relative P A H abundances, the maximum possible C-type shock velocity was 
determined by the magnetosonic speed. 
The outflows modelled in Chapter 5 are expected to undergo several shock 
events wi th in their lifetimes. As shall be described in Chapter 3, one of the 
effects of the passage of a shock wave is to erode the dust grains, thereby 
reducing the mass of the dust grains and their influence on the inertia of 
the ionized f lu id . The number and frequency of shocks experienced by an 
outflow and, hence, the mass of material remaining on the dust grains is not 
well constrained. Furthermore, the rates of grain charging are unsure. In 
view of these uncertainties, the effects of grain charging on the dynamics of a 
shock wave were not included in the work described in Chapter 5. However, 
the models presented there typically have shock velocities in the range 30-
50 km s"^  and a pre-shock density of TT-H = W cm~^ and are, in any case, 
consistent w i t h the findings of Flower & Pineau des Forets (2003). 
2.3.4 Magnetic fields 
Increasing the value of the pre-shock value of the magnetic f lux results in a 
larger ion magnetosonic speed. As the Alfven part of the ion magnetosonic 
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Figure 2.4: Temperature profiles for shocks wi th an in i t i a l magnetic induction 
of 50 ^ G (solid line), 100 //G (dashed line) and 150 ^^G (dotted line). The 
shock widens and attains a lower peak temperature as the in i t i a l magnetic 
induction increases. 
sound speed increases, the effect is to broaden the shock wave and lower the 
peak temperature attained by the gas, as described in Section 2.1, in all types 
of shock waves. A n important consequence of this is that the crit ical velocity 
of a C-type shock tends to increase wi th increasing pre-shock magnetic flux 
(Le Bourlot et al., 2002). The effect of increasing the in i t i a l magnetic flux f rom 
50 / iG to 150 / i C on a 40 km s~^  C-type shock wave into gas w i t h nn = IC* 
cm"' ' is shown in Figure 2.4. 
2.3.5 Photoionization effects 
Photoionization of the pre-shock gas, perhaps due the presence of the back-
ground ultraviolet (UV) interstellar radiation field, leads to an increase the 
coupling between the neutral and the charged fluids, resulting in a narrower 
shock wave. A n increased ionization fraction also results in a higher peak tem-
perature, as described above. In the case of a C-type shock the effect of the 
increased ionization fract ion is to reduce the value of Vcui- In Figure 2.5 the 
effect of including photoionization processes on the temperature profile of a 40 
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Figure 2.5: Temperature profiles for shocks including photoionization effects 
(solid line) and without photoionization effects (dashed line). When photoion-
ization processes are included the peak temperature of the shock increases f rom 
4160 K to 4240 K . 
km s~^  C-type shock into gas wi th ne = IC^ cm"^ and B = ICQ i.iG can be 
seen. 
2.3.6 J-type shock with magnetic precursor: sensitivity 
of the model to age 
The age of a J-type shock w i t h magnetic precursor affects the peak temperature 
attained by the discontinuity and the width of the shock wave. Profiles of 
neutral temperature against time for shocks wi th Va=40 k m s"^ n H = 1 0 ' ' cm"^ 
and B=100 / iG at four stages of evolution f rom a J-type to a C-type shock 
wave are shown in Figures 2.1a.-d. Figure 2.1a shows the profile of a J-type 
shock: the exact values of the peak temperature and the wid th of this shock are 
determined by the in i t i a l conditions as described above. In figures 2.1b-d the 
shock is old enough that a precursor heats, accelerates and compresses the gas, 
which can subsequently start to cool, ahead of the J-type discontinuity. Rapid 
cooling results in the termination of the shock wave soon after the point of the 
J-type discontinuity (see Figures 2.1b and c). Therefore, the age of the shock 
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determines the extent of the precursor, which lengthens over time, and hence 
the conditions wi th in the gas in which the discontinuity occurs. A t greater 
shock ages, the gas heated by the precursor has slowed (in the frame of the 
shock) and cooled significantly and so the discontinuity attains ever lower peak 
temperatures (see, for example. Figure 2.1c). Ultimately, the discontinuity is 
completely removed f rom the profile and the wid th and peak temperature of 
the resulting C-type shock depend upon the conditions as above. 
Chapter 3 
Microscopic physics of shock 
waves 
The dynamical effects of a shock wave upon the ISM, and the eflFects of condi-
tions wi th in the gas upon the dynamics of the shock wave, were discussed in 
the previous Chapter. The effects of microscopic processes and shock waves 
upon each other can be similarly circular. When a shock passes through the 
interstellar medium the gas is heated and compressed so that H2 becomes ex-
cited through collisions and some dissociation may also occur. H2 deexcites 
through rotational-vibrational (ro-vibrational) transitions that also act to cool 
the gas; the progress of the shock wave is dependent upon the rate at which 
the gas cools. The velocities of particles in the medium are increased due to 
the shock so chemical reactions tend to occur at a greater rate. In particular, 
streaming drives ion-neutral reactions, which has significance for the shock 
structure, and endothermic reactions are also more likely to occur in a shock 
wave because more energy is available to them as the gas temperature rises. 
This temperature rise and subsequent fa l l after the passage of the shock alters 
the abundance of species in the medium, which can also significantly affect 
the cooling rate of the gas. In this Chapter, some aspects of the microscopic 
treatment of a shock wave most relevant to this Thesis w i l l be presented. In 
Section 3.1 the assumed in i t ia l chemical composition of the gas and some of 
the most important processes, such as grain erosion, shall be discussed. The 
40 
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emission treatment of H2, [Fe I I ] and some other species is described in Section 
3.2 and the effect of the shock on the H2 emission w i l l be dealt w i th in Section 
3.3. 
3.1 Chemical processes 
Chemical reactions are inextricably intertwined wi th shock waves: the pro-
cesses driven by the passage of the shock wave reactions alter the abundance 
of species and the ionization fraction of the gas, both of which affect the shock. 
A higher ionization fraction results in increased coupling of the charged and 
neutral fluids and gives rise to a narrower shock wave (Flower et al., 1985). 
The abundance of important coolants, such as H2, can be changed through 
chemical reactions and atomic processes, particularly dissociation in the shock 
wave, and this affects the rate of cooling in the gas, which in tu rn influences 
the rate at which chemical reactions and other atomic processes can occur. 
The presence of dust grains allows the reformation of H2 after the passage 
of the shock wave while the erosion of grains in the shock releases refractory 
species, such as SiO, Fe and Mg, into the gas phase: the line emission f rom 
these species can then be used as a tracer of shock activity. In this Section, 
the in i t ia l chemical conditions of the gas, some examples of shock chemistry 
and the erosion of dust grains w i l l be discussed. 
3.1.1 Initial chemical composition 
The chemistry in the model involves over 1000 reactions between 138 species 
comprising the atoms, ions, molecules and free radicals of H , He, N , C, 0 , S, 
Si, M g and Fe. The elemental abundances of these species are presented in Ta-
ble 3.1. They are derived f rom studies of: meteors and the solar photosphere 
(Anders & Grevesse, 1989); diffuse interstellar clouds (Savage & Sembach, 
1996); F and G stars (Sofia & Meyer, 2001); and embedded protostars (Gibb 
et al., 2000). Processes involving grains, electrons, photons, secondary pho-
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Table 3.1: In i t i a l elemental abundances, relative to nn = '^(H) 4- 2n(H2) + 
n(H+) , of the species included in the chemical model. 
Species Relative abundance 
H 1 
0 4.41x10-" 
C 3.55x10-" 
N 7.94x10"^ 
He 10x10-1 
M g 3.70x10-=^ 
S 1.86x10"^ 
Si 3.37x10-^ 
Fe 3.23x10-^ 
tons, cosmic ray particles and polycyclic aromatic hydrocarbons (PAHs) are 
also included. PAHs tend to "mop up" electrons (i.e., the negative charge in 
the gas) through electron attachment reactions wi th neutrals (des Forets et al., 
1988) and, therefore, play an important role in changing the ionization fraction 
in the gas, and hence the structure of the shock wave. The in i t ia l P A H abun-
dance used in this Thesis is 10-^, unless otherwise stated. The effects of dust 
grains w i l l be discussed in the next section: the in i t i a l grain/gas ratio, calcu-
lated f rom the sum of the abundances of species on the grains, is assumed to be 
1.2x10-^ and the in i t ia l grain size distr ibution used is that deduced by Mathis 
et al. (1977). The gas is assumed to in i t ia l ly be in chemical equil ibrium and the 
ini t ia l electron abundance is determined f rom the difference in the abundances 
of positive and negative ions, by the requirement of overall charge neutrality 
in the gas. Cosmic ray ionization, which gives rise to secondary photons, is 
assumed to occur at a rate of C = 5 x 10-^'' s-' while photon reaction rates 
correspond to the mean interstellar background U V radiation field (Draine, 
1978). The in i t i a l abundances of all the chemical species considered for gas 
wi th a density of nn = 10" cm-^ and for which photoionization effects have 
been included is given, as an example, in Appendix B, where the f u l l list of 
chemical reactions considered in the model can also be found. 
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3.1.2 Shock chemistry 
As an example of the chemistry that may occur in a shock wave, the formation 
of H2O and CO, which become important coolants as H2 is dissociated in a 
C-type shock wave, are described below (see also Flower, 1989). 
W i t h i n a shock wave, the temperature rise of the gas may be sufficient to drive 
the neutral-neutral reactions 
0 + H 2 - > 0 H + H (3.1) 
and 
O H + H 2 ^ H 2 0 + H, (3.2) 
whose rate coefficients are temperature-dependent (Cohen & Westberg, 1983) 
and can be expressed as 
k, 1 = 1.55 X 10-^3 ( ^ V ' e ( - ' ' ' ° / ^ ^ cm^ 
k,.2 = 9.54 X 10-13 ( I S ' e ( - i 4 9 ° / ^ ) cm^ s'^ 
OH can react w i t h C"*", which may have been produced by cosmic ray pho-
toionization of C. 
C+ + O H - > C O + + H (3.3) 
The C 0 + produced in 3.3 may react w i th H2 to fo rm HCO+, 
C 0 + + H2 ^ HCO+ + H (3.4) 
while H2O may also react w i th C"*" to form HCO"*", 
C + + H2O ^ HCO+-h H (3.5) 
which then dissociatively recombines to form CO 
H C O + - f e ^ C O - f H . (3.6) 
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Table 3.2: In i t i a l relative abundances of core species. 
Core species Relative abundance 
Q** 1.40x10-" 
Si** 3.37x10-5 
Mg** 3.70x10-5 
Fe** 3.23x10-5 
1.63x10-'' 
3: In i t ia l relative abundances of mantle 
Mantle species Relative abundance 
H2O* 1.03x10-" 
CO* 8.27x10-*^ 
CO2* 1.34x10-5 
CH4* 1.55x10-^ 
NH3* 1.55x10-5 
CH3OH* 1.86x10-^ 
H2CO* 6.2x10- ' ' 
HCO2H* 7.24x10-' ' 
OCS* 2.07x10-^ 
H2S* 3.72x10^^^ 
3.1.3 Dust grains 
Dust grains significantly affect both the chemical composition of the medium 
and the photons travelling through i t . The absorption of photons by dust 
grains results in the extinction of emission f rom an astrophysical body: extinc-
t ion laws (e.g., Beaton, 1979; Rieke & Lebofsky, 1985) are used to account for 
this effect. Dust grains can subsequently re-emit photons at longer wavelengths 
leading to an observed reddening of the emission, which can be corrected by 
adjusting observed line ratios to be consistent w i t h that expected by theory. 
For example, the ratio of the [Fe I I ] 1.644 fj,m and 1,257 j-im lines, which origi-
nate f rom the same upper level, is dependent only upon the Einstein A-values 
for each transition and is expected to have a value of 1.04 (Nussbaumer & 
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Storey, 1988). The observed ratio, in conjunction w i t h an extinction law, can 
then be used to determine the extinction by the lines (Gredel, 1994). Dust 
grains are also responsible for the scattering and polarisation of photons and 
deplete refractory elements, such as Fe, Mg, Si and C, f rom the ISM. Finally, 
grains are involved in a three body reaction wi th two H atoms to fo rm H2: the 
grain is the th i rd particle required to carry away the excess energy (as phonon 
excitation wi th in the grain). 
In the model, dust grains are assumed to consist of a t ight ly bound core made 
of particles or compounds of the heavier elements, such as carbon, silicon, 
magnesium and iron. I t is assumed that the grain cores are composed of 
graphite or a representative siUcate, in the form of olivine, MgFeSi04. The 
ini t ia l relative abundances of the grain core species used in the model are listed 
in Table 3.2: the values used are f rom the work of Anders & Grevesse (1989). 
The temperatures in the dense molecular clouds that star formation occurs in 
are so low (on the order of 10s of Kelvin) that a mantle, consisting of ices such 
as H2O, NH3 and CH4 forms around the core. The in i t i a l relative abundances 
of the mantle species are listed in Table 3.3 and are taken f rom Gibb et al. 
(2000). 
The influence of the magnetic field upon the dynamics of the charged fluid 
(discussed in Chapter 2) has consequences on microscopic scales. In particu-
lar, the slowing of the charged fluid in relation to the neutrals is responsible 
for the erosion of dust grains. The icy mantles tend to sputter off the dust 
grains as the the velocity difference develops in the in i t i a l stages of a shock. 
Cosmic ray impact can also remove the grain mantles via desorption. The 
cores are much more t ight ly bound and require greater energies than are avail-
able f rom the heating associated wi th the shock in order to break them up. 
Molecular outflows are situated wi th in clouds of dense, dusty gas and so are 
largely (although not necessarily completely) shielded against strong U V ra-
diation. Therefore, there is l i t t le photoionization of the grains and so there 
exists an attraction at long range between grains and electrons, due to polari-
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sation eflFects. The resulting potential features a well in which an electron can 
be trapped; giving the grain a net negative charge that repulses any further 
electrons. In the presence of a magnetic field, Lorentz forces w i l l cause the 
charged particles (and therefore the grains) in a moving gas to gyrate about 
the field lines while the neutrals are unaffected. The result of this is that the 
charged particles, which move wi th the B-field, are slowed and, as mentioned 
in Chapter 2, a velocity difference between the neutrals and ions builds up. 
This effect means that, in the reference frame of the shock, the neutrals can 
have a greater kinetic energy than the charged particles and, in particular, a 
greater kinetic energy than the grains. I f the energy difference is sufficient, 
particles can be knocked off the surface of the dust grains. May et al. (2000) 
showed that in C-type shocks typical to the ISM the velocity difference can 
be sufficient that collisions between dust grains and neutrals can remove up to 
50% of the grain constituents. 
3.2 H 2 and other atomic and ionic hne emis-
sion 
Cooling of the gas occurs largely through ro-vibrational transitions of H2. How-
ever, during the passage of a shock wave, the temperature and density of the 
gas increase, H2 is dissociated and H begins to be ionized. As a consequence, 
the contribution of radiative cooling by H2 decreases and that of other molec-
ular and atomic species, such as H2O, CO, 0 , C and Fe+, assumes greater 
importance. In particular, cooUng due to O and Fe+ becomes important after 
the peak of strongly dissociative J-type shocks. Therefore, models of H2, other 
molecular species, atomic and ionic emission are required. 
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3.2.1 H 2 emission 
The hydrogen molecule, which consists of two protons and two electrons, is the 
simplest (neutral) molecule that exists. The attractive state (^E^ ) that results 
when two n = l , 1=0 ground state hydrogen atoms approach each other is the 
ground state of the H2 molecule. The bound hydrogen atoms exhibit two types 
of motion: vibrat ion along the bond and (end over end) rotation about the 
midpoint of the inter-nuclear axis. The H2 ground state contains 14 bound v i -
brational {v) states, which are each split into a number of rotational (J) states. 
Therefore an energy level of H2 is described by its rotational-vibrational (rovi-
brational) state, {v,J). The homonuclear nature of H2 means that i t does not 
have a permanent dipole moment and so dipole transitions between different 
vibrational and rotational levels are forbidden in the electronic ground state. 
However, electric quadrupole transitions may occur, which have selection rules 
A J = 0, ± 2 , w i t h J = 0 ^ 0 also forbidden. Ro-vibrational transitions are 
labelled according to the vibrational transition, the difference in J (wi th 0 , 
Q, and S representing A J =+2, 0, and -2, respectively) and the final rota-
tional level. For example, the 2.122 //m transition f r o m v = 1 v = 0 and 
J = 3 —> 1 is represented as 1-0 S ( l ) . The spontaneous transition probabilities 
of the ro-vibrational transitions, which are emitted in the IR, are small but 
are compensated by the high abundance of H2 to make i t the most important 
coolant in the ISM. 
The population densities of each state are calculated taking into account the 
processes that create or destroy H2 and those that transfer population wi th in 
the molecule: namely, collisional excitation and de-excitation; spontaneous 
radiative decay: collisional dissociation and ionization; and reformation of H2 
on grains. The details and rates of these processes are well described by Le 
Bourlot et al. (2002) and Flower et al. (2003), and are only briefiy summarised 
here, below. The distr ibut ion of population among 150 rovibrational levels of 
H2 (i.e. up to {v = 8, J = 3) Eyj = 3.9 x 10'' K ) are calculated for all objects 
in Chapter 5. The equations for the H2 level populations are solved in parallel 
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wi th the chemical and dynamical conservation equations. This approach is 
essential to ensure the accuracy of the computed H2 column densities, because 
the level populations do not respond instantaneously to changes in the physical 
state of the gas. 
Population transfer due to collisions wi th H , H2, He and grains is taken into 
account using the data of Le Bourlot et al. (1999) and Pineau des Forets 
et al. (2001). Le Bourlot et al. (2002) noted that, at T,, = 1000 K, the rates 
coefficients for vibrational transitions induced by collisions w i t h H are approx-
imately two orders of magnitude larger than those for H2 or He. The l imi t 
of quantal calculations is reached at E{v,J) = 20,000 K . Above this energy 
only collisions wi th H and grains are considered. The rate coefficients used are 
the quasi-classical trajectory calculations of Mandy & Mar t i n (1993); Mar-
t in k Mandy (1995) and Pineau des Forets et al. (2001), respectively. The 
spontaneous decay rates of Abgrall & Roueff (1989) and RouefF (private com-
munication) were adopted. 
The ionization of H2 clearly reduces the tota l population densities but the 
ionization of both H and He also removes perturbers of H2 f r o m the gas, 
which has consequences for the excitation of H2. The rate coefficients for 
the collisional ionization of H and H2 by streaming ions are calculated in the 
manner described by Le Bourlot et al. (2002) and are given by 
1.1 X 10-^3exp[-179160/reff(H2)] cm^ s'^ (3.7) 
for H2, and 
1.3 X 10-^^exp[-157890/Tefr(H)] cm^ s"^ (3.8) 
for H. The rate coefficient for the ionization of He, which was not considered 
in Le Bourlot et al. (2002), is given by 
1.1 X 10-i^exp[-285328/reff(He)] cm^ s'^ (3.9) 
The effective temperature takes account of the energy imparted to the collision 
due to ion-neutral streaming in addition to the thermal energy of the gas. As 
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an example, the expression for the effective temperature for coUisions between 
an H atom and an ion, i, is given 
Te.(H) = + + (3.10) 
CoUisional ionization of H and H2 b j ' electrons is also considered; see Le Bourlot 
et al. (2002) for the rate coefficients. 
H2 is assumed to be dissociated in collisions w i t h atoms and ions (Wilgenbus 
et al., 2000) and wi th H , H2, He (Le Bourlot et al., 2002) and electrons (Flower 
et al., 1996, section 2.1). Le Bourlot et al. (2002) adapted the rate coefficient of 
Dove &: Mandy (1986) to allow for the excitation energy E{v, J) of the in i t ia l 
ro-vibrational level {v, J), which acts to increase the rate of dissociation. The 
rate coefficient adopted is 
1.0 X 10"^° 
" (H2) „ , 
53 niv, J) exp{-[56644 - E{v, J)]/r„} cm^ s-\ (3.11) 
where n(H2) Et ; , j "-('J^,-^) is the population density of the ro-vibrational level 
{v, J). H2 is also destroyed in chemical reactions: for example, H2 reacts wi th 
0 to form O H , which itself reacts wi th a further H2 molecule to form H2O. 
H2 is destroyed through collisions and chemical processes in the shock wave 
but reformed on grain surfaces at a rate 
" ( H ) n(gr) Trrg, 
7rmH(l + reff/30) 
(cm-^ s"^), (3.12) 
where 
T . „ = ^ = £ ( ^ ^ + T „ . (3.13) 
The energy associated wi th reformation of H2 on grains, which occurs in the 
wake of the shock wave over approximately 10^ yr, gives rise to a "knee" in the 
temperature profile at Tn ?a 300 K after which the gas continues to cool to the 
equilibrium value. The extent to which the gas is heated depends upon how 
the energy associated wi th reformation (up to the dissociation energy of the 
H2 molecule, 4.4781 eV) is assumed to be distributed. The energy can: go into 
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populating the energy levels of the molecule; provide kinetic energy for the H2 
molecule, which then goes into heating the gas; or be absorbed back into the 
grain as phonons. The simplest assumption to make is that the available energy 
is split equally among the three possibilities. Alternatively, the internal energy 
can be calculated by summing the products of the level populations and the 
energy of each level: the remaining energy is split between the kinetic energy 
of the molecule and the energy going into the grain. Four assumptions that 
can be made regarding the distribution of population in the H2 molecule as i t 
leaves the grain are: 
- The energy levels are populated in proportion to a Boltzmann distribu-
t ion at 1.4927 eV, which is 1/3 of the dissociation energy of H2 (4.4781 
eV); 
- The population is assumed to be excited to the dissociation l im i t or last 
bound state, x;=14, J = 6 (Black k van Dishoeck, 1987); 
- The population forms in i t ia l ly in the J=0 and 1 rotational levels of the 
iy=Q vibrational level (Black & van Dishoeck, 1987): an ortho-to-para 
ratio of 3:1 is assumed; 
- The levels are populated in proportion to the density of the local popu-
lation. 
The effects of these assumptions on the H2 excitation diagram are discussed 
later in this Chapter, in Section 3.3. Once the internal energy is calculated 
according to one of the four assumptions above, there are two possible assump-
tions that can be made regarding how the remaining energy is split between 
kinetic energy of the H2 molecule and energy that is absorbed by the grain. 
The simplest assumption is that half of the remaining energy (4.4781 eV -
internal energy) goes into kinetic energy of the molecule and half is absorbed 
by the grain. Alternatively, the kinetic energy is given by the lesser of 1/3 
of the dissociation energy (1.4927 eV) and (4.4781 eV - internal energy). In 
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Figure 3.1: Energy level diagram for Fe"*". The strongest transition f rom each 
of the even pari ty terms is marked. The odd parity terms decay most strongly 
to terms w i t h the same mul t ip l ic i ty and the strongest transitions f rom the 
z^D° and z''D° terms are marked as examples. The strongest observed I R 
transitions, the 1.257 and 1.644 / i m lines, are also indicated. 
practice, this means that unless the internal energy is greater than 2/3 of the 
dissociation energy, which may occur i f the H2 was assumed to fo rm off the 
grain in highly excited states, the kinetic energy w i l l be 1/3 of the dissociation 
energy. 
3.2.2 [Fe II] emission 
The rich energy structure of Fe"*", (see Figure 3.1) means that iron transitions 
are observed over a wide range of wavelengths — f rom the far I R to the X-
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ray — in a wide variety of astrophysical sources, making i t an important 
tool for astrophysics. The low ionization potential (7.87 eV) of iron means 
that, once i t has been eroded f rom grain cores, i t is rapidly ionized via charge 
transfer reactions w i t h ions; H+ in particular but also other ions such as HaO"*" 
and H 3 " . W i t h i n a C-type shock the electron density is sufficiently small (of 
order 10"^ x nn) that the timescale for ionization via charge transfer is short 
compared w i t h the timescale for electron recombination of Fe"*" to Fe. Instead, 
recombination wi th PAHs are the dominant mechanism for recombination of 
Fe+. W i t h i n a J-type shock, the electron abundances are comparable to that 
of H"*", which is the most abundant ion in a J-type shock wave, and radiative 
recombination wi th electrons becomes the dominant mechanism for converting 
Fe""" to Fe. The timescale for ionization via charge transfer reactions wi th H+ 
is much shorter than that for radiative electron recombination; at the peak of 
a 50 km s"^, nH = 10^ cm"^ J-type shock, where the temperature is of order 
10^ K , the timescales for these processes are approximately 5 x 10~^ yr and 
of the order 10 yr, respectively. Furthermore, in such a J-type shock, the 
timescale for ionization of Fe"*" to Fe^ "*" (of order 10~^ yr ) , via charge transfer 
reactions w i t h H"*", is an order of magnitude larger than the rate of electron 
recombination of Fe^ "*" to Fe"*" (Kingdon k Ferland, 1996). Therefore, iron is 
expected to be in the form of Fe"*" wi th in a shock wave. 
Singly ionized iron has twenty five electrons in the ground state electronic 
configuration ls^2s^2p^3s^3p^3d^4s. The first 18 electron are in a stable core, 
ls^2s^2p^3s^3p^, and are expected to remain inactive. The typical energies 
of collisions wi th in the region surrounding a low mass star are such that the 
electron in the 4s^  subshell or even an electron in the 3d^ subshell can become 
excited to, in theory, any of the higher levels of the ion. Once the ion has been 
excited above the ground state i t wi l l then decay radiatively or collisionally; 
radiative decay is the process that gives rise to the observed emission lines. 
In I R observations of outflows, [Fe I I ] is observed only in lines f rom the a'*D 
term. The strongest of these are the 1.257 /um and the 1.644 /.im lines, which 
share the same upper energy level and, hence, can be used to calculate the 
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extinction of the gas (e.g., Gredel, 1994). The proximity of the levels in the 
a^D term mean that the [Fe I I ] lines are only weakly sensitive to temperature 
(the levels in the a'^ D term lie at 1.1-1.3x10"* K ) . 
In the model of Fe"*", transitions among the 19 energy levels that arise f rom the 
a'^D, a'^F, a'^D, a^ P^ and b''? terms are considered. The rates of collisional and 
radiative transitions determine the relative Fe+ level populations at each point 
in the model and the absolute populations are found by mul t ip ly ing by the gas 
phase abundance of Fe"*". Line intensities can then be calculated f r o m the level 
populations. The spontaneous radiative transition probabilities computed by 
Nussbaumer & Storey (1988) are adopted; however, these data extend only to 
the a"*? term and so the data of Quinet et al. (1996) are used for transitions 
arising in the b^ P^ term. Excitat ion via collisions wi th the 'heavy' neutrals 
of H2, H and He are included in the model. No quantal calculations of rate 
coefficients are available so a classical approximation based on the 'orbit ing 
model' is used. However, electron spin conservation rules mean that only H , the 
least abundant of the three perturbers, is able to excite Fe"*" out of the ground 
state and so collisions w i t h these perturbers are not efficient enough to excite 
Fe+ to the degree observed in astrophysical shocks. (A more detailed discussion 
and a description of the classical approximation are given in Appendix C. l . ) 
Instead, collisions w i t h electrons in regions wi th a high fractional ionization are 
considered to be a more likely mechanism for excitation of Fe"*". The electron 
collision strengths of Zhang & Pradhan (1995) are adopted. 
Statistical equil ibrium can be assumed in the calculations of the Fe+ level 
populations: the timescale for population changes of the ion are, unlike those 
for H2 (see Section 3.2.1 above), on shorter timescales than those for dynamical 
changes wi th in the shock wave. A simple comparison of the timescales of these 
processes clearly demonstrates the validity of the assumption of statistical 
equilibrium. The flow time through a shock wave is determined by the time 
taken for the gas to first be heated by the passage of the shock and then to 
cool back to pre-shock temperatures. The latter process is dominated by the 
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rate at which H2, the dominant coolant of the gas, reforms on grain surfaces. 
Therefore, in the case of a J-type shock, in which the gas can be assumed to 
be almost instantaneously heated, the flow time through the shock wave is 
essentially that of the reformation time of H2; approximately 10^ years. This 
can be compared w i t h the timescales for excitation of Fe"*" and for radiative 
decay out of those excited levels. Nussbaumer & Storey (1988) found a decay 
rate of 4.83x 10~^ s"^  for the 1.257 /xm transition, which implies that the 
timescale for this process is of the order of 10~^ years. The rate of collisional 
excitation (cm"^ s"^) of Fe+, which is calculated f r o m the deexcitation rate 
and assuming detailed balance, is given by 
. . = ^ - ^ ^ ^ ' ° > e ( ^ ) ^ . (3.14) 
The 1.257 ^ m line corresponds to a transition between the first [i] and tenth 
[k) energy levels of Fe"*". The Maxwellian-averaged collision strength, T j t i , 
for this transit ion is 11 (Zhang k Pradhan, 1995) while a;fc=8 and ^^=10; 
a j = ( 2 j + l ) , where uj is the statistical weight and j is the angular momentum 
quantum number. Eki, the energy difference between the two levels, is 1.1 x 
lO'' K (Corliss k Sugar, 1982). Taking the temperature and electron number 
density attained in the cooling flow after the discontinuity (where the [Fe I I 
emission arises) of a 50 km s~^ TT-H = 10"* cm~^ J-type shock of Te=10'' K and 
ne=10'' cm~^, respectively, the timescale for collisional excitation of Fe"*" is 
found to be 10"'* years. Therefore, changes in the Fe"*" level populations occur 
on timescales of at least 7-8 orders of magnitude shorter than that associated 
wi th the flow time of a shock wave and the assumption of statistical equilibrium 
is valid. 
A l l of the observed [Fe I I ] I R transitions are f rom the a'^ D term, which lies at an 
energy of approximately 1 eV (10'' K ) above the ground state: see Figure 3.1. 
In order to correctly calculate the populations of the levels of this and other 
terms, i t is necessary to ensure that all significant cascade effects have been 
included. The highest level of the five terms considered lies at an energy of 
approximately 3 eV (3x10"* K ) , which is lower than the peak temperatures 
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(of order 10^ K ) attained in J-type shock models. The inclusion of higher 
energy terms, and in particular the a'^H, b''F, a'^ G and b^D terms, which decay 
preferentially to the a'^ F term, could conceivably change the distr ibution of 
population in the a'*D term. As a check on the convergence of the model 
results, a 50 km s~^  J-type shock model was run, including all of the 142 energy 
levels for which Zhang & Pradhan (1995) provided data, i.e. levels up to 11.5 
eV (1.3 X 10^ K ) above ground. The set of radiative transition probabilities 
was extended by means of the data of Quinet et al. (1996), up to the b'^D term, 
and of Nahar (1995) for the odd parity terms above this. The overall effect 
of including these terms is small: the intensities of the [Fe I I ] lines which are 
observed were reduced, but by no more than 10%, which is to be compared 
wi th the estimated uncertainty of 20% in the observed line intensities (see 
Chapter 5). I t is concluded that the basis of 19 levels is sufficient to model the 
observed [Fe I I ] emission fines, given the current observational uncertainties. 
3.2.3 Other species 
Shock activi ty is also traced by emission lines of abundant molecular, atomic 
and ionic species, such as CO, H2O, OH, NH3, (rotational transitions) and 
the atoms and ions of C, N , O, S and Si (fine structure transitions). The 
cooling rates of CO, H2O, O H and NH3 are calculated using an approximation 
described in Le Bourlot et al. (2002), which agrees well w i t h the 'escape prob-
abil i ty ' approach described by Neufeld k Kaufman (1993) for CO and H2O 
over the peak of the shock wave. Calculations, assuming statistical equilibrium 
(which can be just if ied in the same way as for Fe"*" above), of level populations 
are performed for the first five levels of the atoms and ions of C, N , O, S and 
Si in order to calculate the emission f rom the strongest observed lines. The 
calculations for all of these species take into account radiative decay as well as 
collisional excitation by electrons, H, H+, He and the ortho and para forms of 
H2. Two fines of [C I ] , the 0.983 and 0.985 fim transitions, are often observed 
in conjunction w i t h [Fe I I ] emission in H H outflows. In order to calculate the 
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intensities of these lines, the five energy levels in the ^P, and S^ terms of C 
are considered. Fits to the calculated rates for the excitation of [C I ] , which 
were taken f r o m the literature, were required; these fits and the references are 
listed in Appendix C.3. 
3.3 H2 Excitation Diagram: the dependence 
upon shock model parameters 
The excitation diagram (also know as Boltzmann plot or rotat ion diagram) 
is a plot of natural log of column density, A'^ , divided by statistical weight, 
(/, against the energy, E, of the upper level of a transition (in kelvin). The 
relative populations of two levels i and j are related by their statistical weights 
and the Boltzmann factor 
- = ^ e x p ( - £ ; , , / A ; T ) , (3.15) 
where Eji is the difference in energy (in eV) of the two levels. The statistical 
weight, g, is the product of the rotational statistical weight, (2J + 1), and 
the nuclear spin statistical weight, which has values of 1 and 3 for ortho and 
para rotational levels ( J ) , respectively. Therefore, these diagrams are useful 
diagnostic tools: the gradient of the values of\n{N/g) is inversely proportional 
to the temperature of the gas. For example, i f the gas is completely thermalized 
the values of \n(N/g) w i l l fa l l along a straight line on the diagram. A shock 
wave excites the gas over a ranges of temperatures and the departure f rom L T E 
is exhibited as a curve on the excitation diagram that may display deviation 
f rom the median line. The values of \n{N/g) and the extent of the departure 
f rom L T E exhibited in the excitation diagram provide useful constraints for 
shock models. Below, the effects of the shock type, the shock parameters and 
the assumptions made regarding H2 on the excitation diagram are discussed. 
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Figure 3.2: H2 excitation diagrams for 40 k m s~\ = 10'* cm"^ C-type 
(crosses), 200 yr J-type w i t h magnetic precursor (circles) and J-type (upright 
crosses) shocks. 
3.3.1 Shock type 
The values of \n{N/g) are determined by excitation conditions wi th in the gas, 
which are strongly dependent upon the type of shock wave. In a J-type shock 
the strong coupling between the neutral and charged fluids results in a strong, 
discontinuous rise in the temperature and density of the gas. This results in 
a high rate of collisions and hence a tendency towards L T E : the excitation 
diagram tends to a smooth curve that closely follows the median line. The 
broadening of a C-type shock by a magnetic field gives rise to lower rates of 
collisions and greater divergences f rom L T E than in a J-type shock, and this 
is reflected in the greater departure f rom the median curve in the excitation 
diagram. The high rates of H2 dissociation that can occur in a J-type shock 
result in weaker H2 emission than in an equivalent C-type shock (one wi th 
the same shock velocity, pre-shock density, etc.) and, therefore, lower values 
of \n{N/g) for low energy vibrational levels, in particular v=l. On the other 
hand, the higher temperatures attained in a J-type shock tend to result in 
greater population of the vibrational levels at high energies (especially above 
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v=2) than in an equivalent C-type shock, see Figure 3.2. 
A J-type shock wi th a magnetic precursor can be considered to be a com-
bination of a C-type shock and a J-type shock, and this is reflected in the 
excitation diagram. The t i=0 , 1 levels are largely populated due to the precur-
sor and exhibit the departure f rom L T E and the values of ln(A^/g') seen f rom an 
equivalent C-type shock. The higher energy levels are populated immediately 
after the discontinuity and tend to follow the shape and values of \n{N/g) seen 
f rom a equivalent J-type shock, see Figure 3.2. 
Regardless of the type of shock, most of the H2 population remains in the 
v=0 vibrational manifold because radiative cascade tends to shift population 
down f rom higher energy vibrational levels. In addition, population wi th in 
each vibrational level tends to accumulate in the lowest energy rotational level 
following rotationally inelastic collisions (Flower et al., 2003). 
3.3.2 Shock parameters 
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Figure 3.3: H2 excitation diagrams for 40 km s~' shocks w i t h nn = 10^ (cir-
cles), 10"* (squares) and 10^ (diamonds) cm"^. Column density increases wi th 
increasing pre-shock density. 
Figure 3.3 demonstrates that low pre-shock gas densities result in smaller ex-
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Figure 3.5: H2 excitation diagrams for 40 km s"\ rin = cm~^ C-type shocks 
wi th (squares) and without (upright crosses) the effects of photoionization. 
The inclusion of photoionization increases the tendency to thermalization. 
cited state column densities and greater departures of the level populations 
f rom LTE; this is due to low rates of collisional excitation of H2 molecules. For 
a given density, the shock speed is the main factor determining the column 
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Figure 3.6: H2 excitation diagrams for 40 km s~^  C-type shocks (nn = W 
cm"^) w i t h an in i t ia l magnetic induction of 50 (upright crosses), 100 (squares) 
and 150 (crosses) fiG. As the in i t i a l magnetic field tends to decreases the peak 
temperature attained in the shock wave and reduces the H2 column densities. 
densities (see Figure 3.4): an increase in the shock speed tends to result in 
larger column densities. Indeed, the model is so sensitive to the shock speed 
that a change of the order of 1 k m s"* in V g can make a significant difference 
to the excitation diagram. The age of a J-type shock w i t h magnetic precursor 
affects differentially the population densities of the more highly excited levels: 
the younger the object, the closer is the shock wave to being J-type and the 
higher are the column densities of the more highly excited rovibrational levels. 
Furthermore, the populations of these levels tend to be closer to LTE. The 
presence of a background radiation field leads to an increase in the degree of 
ionization of the gas and hence in the strength of the coupling between the 
neutral and the charged fluids. This results in a narrower shock wave and so 
the H2 populations are closer to L T E , see Figure 3.5. Finally, increasing the 
ini t ia l magnetic flux widens the shock wave and a lower peak temperature and 
density are attained. The effect of this on the H2 excitation diagram is shown 
in Figure 3.6: the rates of excitation into H2 levels, and hence the populations 
in these levels, tend to be slightly decreased. The effects of the assumptions re-
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garding the internal energy of the H2 molecule described in Section 3.2.1 above 
are not large and only have an effect in the higher energy levels, which can be 
seen in Figure 3.7. Assumptions 1 and 3 (labelled 'iforH2=r and ' i fo rH2=3 ' , 
respectively) lead to a similar distribution among the rotational levels but, 
because i t is less selective, assumption 1 gives rise to populations among the 
higher energy levels that are nearer to LTE. The assumption that 1/3 of the 
dissociation energy goes into populating the H2 energy levels ( ' i forH2=0 ' ) gives 
rise to a more thermalized distr ibution of population than the previous two 
cases. However, assumption 4 ( ' i forH2=4') is the least selective of all and 
increases the tendency to a Boltzmann distr ibution of the local population 
according to local conditions and therefore gives rise to a more nearly thermal 
distr ibution than assumptions 1 and 3. 
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Chapter 4 
Computer code and approach to 
modelUng 
In this Chapter, the capabilities and l imitations of the computer code used, 
M H D - V O D E , are discussed in Section 4.1. The code and the processes i t 
models are also well described in Le Bourlot et al. (2002) and Flower et al. 
(2003); only the most relevant assumptions and checks of accuracy used in the 
modelling of shock waves are presented here. The approach taken in order to 
determine the best model for the observed emission is also described in Section 
4.2. 
4.1 MHD_VODE 
I t is assumed that the shock propagates into a homogeneous medium and, in 
order that modelling may be carried out in one spatial dimension, that the 
flow is locally plane parallel. When modelling shocks, the stationary shock 
frame is used; that is, the gas is considered to flow into a stationary shock 
front at the shock speed. I t is also assumed that the magnetic held is 'frozen' 
into the electron-ion fluid. Finally, only the components of the magnetic field 
perpendicular to the shock are considered as this is the only direction in which 
the field is compressed. 
63 
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M H D _ V O D E is used to calculate the structure (i.e., temperature, velocity, 
density) of a shock wave and the emission expected f rom i t : in particular, 
the I R ro-vibrational transitions of H2 and the I R lines f rom atomic and ionic 
species, such as [Fe I I ] and [C I ] . M H D _ V O D E solves the magnetohydro-
dynamical equations for the three fluids (neutral, positively and negatively 
charged) in parallel w i th an extensive chemical network, which links 138 species 
by more than 1000 reactions. I t includes the effects of large molecules such as 
polycyclic aromatic hydrocarbons (PAHs) on chemical reactions. The inf lu-
ences of grains on both the charged fluid (via collisions) and the abundance of 
refractory species (via sputtering, erosion, adsorption and desorption) are cal-
culated. The line intensities are derived f rom a comprehensive treatment of the 
populations of rovibrational levels of H2 and other species. M H D . V O D E is ca-
pable of modelling steady-state C- and J-type shocks and also non-equilibrium 
J-type shocks w i t h magnetic precursors. In addition, i t can be used to cal-
culate the chemical equilibrium conditions in the pre-shock gas. I t should be 
noted that at the time the work presented in Appendices G and F was carried 
out the code was capable only of modelling C-type shock waves. 
The code treats the 'discontinuity' in both J-type shocks and J-type shocks 
wi th magnetic precursors by introducing an art if icial viscosity term, pl'^ {dv/dz)'^, 
into the energy and momentum conservation equations of the neutral fluid 
(Richmyer & Morton, 1957; Flower et al., 2003): 
and 
dz 
d_ 
Tz 
9 , ^ 5 2 ^Jdv 
pv^ + nkT + — + pr — 
STT V dz 
0, 
-pv^ + -nkT + — + nU + pr — 
2 2 47r \dz 
(4.1) 
(4.2) 
where n = p/p. is the number density of the gas and E is the energy source 
term. The length parameter, /, is the thickness of the 'discontinuity'. Care 
should be taken that / is of the same order as the characteristic length scale 
of elastic collisions in the gas so that the transition f rom pre- to post-shock 
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is adiabatic. I f I is too large, inelastic collisions may occur and the heating 
of the gas underestimated (Chieze et al., 1998); / must be small enough that 
the shock is able to at tain the peak temperature predicted by the Rankine-
Hugoniot relations. 
Once the 'discontinuity' has been passed the art if icial viscosity becomes negli-
gible and i t is dropped f rom the conservation equations; the change in the flow 
velocity and its first derivative are kept continuous at this point. Downstream 
of the 'discontinuity', the neutral fluid continues to fa l l in velocity; however, i f 
Vn < Wi, in the frame of the shock, the solution becomes unphysical. Transfer 
of momentum f rom the neutral to the charged fluid is responsible for main-
taining the compression of the magnetic field, and i f < v\ then this cannot 
occur and the magnetic field cannot remain compressed. Therefore, at the 
point where Vn = Vi the code changes to single-fiuid mode, which causes the 
neutral and charged fluids to be fu l ly coupled and prevents the divergence of 
the fluid velocities that would occur i f < f i : see Flower et al. (2003) for 
more detail. 
The integration of the st iff differential equations A . l - A . l O given in Appendix 
A . l is performed by the V O D E package (Brown et al., 1989), which uses 
variable step sizes to account for the widely differing characteristic length scales 
of the parameters {v, T, n and p). Equations A . l - A . l O describe an in i t ia l value 
problem and the in i t i a l values used, which should be derived f r o m observation 
and upon which the flnal outcome of the modelling depends, are deflned in an 
input file (input_mhd.in). As an illustration, relevant extracts of input-mhd.in, 
relating to dynamical and computational parameters, are reproduced below. 
In what follows, each variable w i l l be discussed in the order that i t appears in 
the input file. 
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! shock parameters 
C 
3 
l.ODO 
40.0 
1.0e3 
3.0 
10.00 
1.0D4 
15 
! env 
5.0D-17 
l.DO 
O.DO 
shock type : 'C or 'J', Steady state : 'S' 
Nfluids : 1, 2 or 3 
Bbeta: B f i e l d = Bbeta * sqrt(nH) 
Vs: shock speed (km/s) 
Vn - Vi i n i t i a l (cm s-1) 
op_H2: i n i t i a l H2 ortho/para r a t i o 
T(n,i,e): i n i t i a l gas temperature (K) 
nH.init: i n i t i a l value f o r n(H) +2.0n(H2) +n(H+) (cm-3) 
Tgrains: i n i t i a l grain temperature (K) 
ronment 
Zeta: cosmic ray i o n i z a t i o n rate (s-1) 
RAD: f l u x r a d i a t i o n ( m u l t i p l i c a t i v e f a c t o r ) 
Av: i n i t i a l e x t i n c t i o n (magnitudes) 
! numerical parameters 
150 
50 
BOTH 
4 
2 
I.OODIO 
1.85D5 
1.00D5 
NH2_lev: Number of H2 levels included 
NH2_lines_out: Max number of H2 lines i n output f i l e 
H_H2_flag: H-H2 c o l l i s i o n s : DRF, MM or BOTH 
iforH2: Formation on grain model ( 1 , 3, 4) 
ikinH2: Kinetic energy of H2 newly formed (1,2) 
XLL: characteristic viscous length (cm) 
timeJ: shock age (years) 
duration_max: max. shock duration (years) 
Shock parameters 
The shock and environmental parameters define the in i t i a l conditions of both 
the shock and the medium through which the shock wave passes. The first 
two parameters define the type of shock and the number of fluids ( 'Nfluids') 
considered in the integration. As explained in Chapter 2, a C-type shock 
('C') should be run w i t h 2 or 3 fluids, while both a J-type shock ('J') and 
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the steady state equil ibrium run ('S'), which is used to calculate the chemical 
equilibrium conditions and is not a shock, require only 1 fluid. To run a J-
type shock wi th magnetic precursor the flag ' C and a mul t i - f lu id model should 
be selected in order to accurately calculate the structure of the precursor. 
Computationally, 'single fluid mode' means that the dynamical parameters in 
the ion and electron fluids are set equal to those in the neutral fluid: V[ = Vn 
and Tj = Te = Tp. In the two-fluid mode, the electron temperature is set 
equal to the ion temperature, Te = Tj , while Tn has a distinct value. In the 
three-fluid mode differential equations are solved for all fluids and, init ial ly, 
the three temperatures are not equal. 
The scaling relation 5 ( / / G ) = b[nii{cm~^)f-^ is adopted in order to calcu-
late the in i t i a l magnetic flux, where b is 'Bbeta' in the input file. Ideally, b 
should be determined observationally, but this is not generally feasible. The 
value of 6 ft; 1 is consistent wi th equipartition of magnetic energy: therefore, 
'Bbeta' = 1 is used in the modelling work presented in this Thesis, unless 
stated otherwise. 
The charged fluid velocity should always be smaller than that of the neutral 
fluid; therefore, in i t i a l velocities are required for both the neutral and charged 
fluids. In practice, what is done is to assign the shock velocity, 'Vs' , to the 
neutral fluid and to subtract a small number f rom this to give the charged 
fluid velocity. I f the shock velocity is very much larger than the in i t ia l velocity 
difference between the fluids, as is the case for the models presented in Chapter 
5 and Appendices G and F, the code is not sensitive to this parameter. The 
shock velocity is input in k m s~^  while the velocity difference is given in cm s" :^ 
the value of 10^ cm s~^  that is found in the reproduction of the input file above 
was used throughout. 
The in i t ia l ortho-to-para ratio of H2 is set by 'op_H2'. I n the cold gas of a 
molecular cloud the equilibrium value of the ortho-to-para ratio is small ( < 0.1 
at T < 25 K ) . In the hot gas produced by a shock wave, para-H2 is converted to 
ortho-H2 by nuclear spin changing reactions wi th H"*". As shown by VVilgenbus 
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et al. (2000), the local ortho:para ratio increases to a value of 3 immediately 
behind the shock wave (assuming that i t has become thermalized through 
proton transfer reactions wi th H+ and H3"). The observations of ro-vibrational 
H2 emission f rom H H objects comprise emission lines f rom H2 levels of both 
ortho (J odd) and para (J even) symmetry and hence reflect the variation of 
the ortho:para ratio through the shock wave. However, the observations do not 
yield N(or tho) /N(para) , as the contributions f rom the levels of the vibrational 
ground state, whose populations become significant in the cooling flow, are not 
generally observable. Rather, the observations (of excited vibrational levels) 
reflect the value of the ortho:para ratio in the region of the hot gas in which 
the corresponding levels are preferentially excited and where the ortho-to-para 
ratio is expected to have the L T E value of 3. For this reason 'op_H2' was taken 
to be 3 in all the modelling work presented in this Thesis. Any systematic 
departure of the ortho:para ratio f rom its value in L T E would manifest itself 
as a downwards displacement of the ortho levels in the excitation diagram (cf. 
Wilgenbus et al., 2000); no such shift was discernible in the comparison wi th 
the models presented in Chapter 5. 
The in i t ia l temperatures of the gas and grains can be specified; however, un-
less a very low velocity shock is modelled these parameters do not, in prac-
tice, have an important effect because the 'memory' of these temperatures is 
rapidly lost in the passage of the shock wave. Of more importance is the in i -
t ia l density, which is important in determining the rate of collisions in the gas. 
The steady state equil ibrium conditions (the relative abundances of chemical 
species), which are dependent upon the assumed density should be calculated 
for each new density before a shock model is run. 
E n v i r o n m e n t 
The three environmental parameters refer to the rate of cosmic ray ionization 
('zeta'), the strength of the ultraviolet background radiation field ('rad') and 
the amount of extinction in the gas cloud ( 'Av ' ) . The cosmic ray ionization 
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rate above, ( = 5 x 1 0 " ^ ^ s~\ was used in all models. The parameter for the 
strength of the background radiation field is a multiplicative one and a value 
of 1 corresponds to the mean background interstellar U V radiation field of 
Draine (1978). ' A v ' refers to the extinction between a source of U V radiation 
and the object being modelled: a value of 0 indicates no extinction. The effect 
of photionization processes, which are perhaps induced by the background in-
terstellar U V radiation field, on the fit of the model to the observations was 
investigated for every object considered. For want of more specific informa-
tion, rates corresponding to the mean intersteUar background U V radiation 
field and zero extinction were assumed in every instance: further details are 
discussed in Section 4.2. 
N u m e r i c a l parameters 
The number of H2 levels, 'NH2_lev', included in the model should be enough 
that the cooling is accurately modelled. However, using a large number of levels 
can slow down the calculation considerably. Population transfer in collisions 
wi th H2 and He (Le Bourlot et al., 1999), wi th grains (Pineau des Forets et al., 
2001) and w i t h H (Le Bourlot et al., 1999) and (Mandy & Mar t in , 1993; Mar t in 
& Mandy, 1995)) is taken into account. The data for rates of collision between 
H and H2 comprises two sets: quantum calculations for the first 50 energy 
levels, up to an energy of approximately 20 000 K above the ground state 
(v = 0, J < 16; V = 1, J < 13; V = 2, J < 10; V ^ 3, J < 8) (Le Bourlot et al., 
1999) and quasi-classical trajectory calculations for 318 energy levels of H2 up 
to an energy of approximately 40 000 K (v = 0, J < 38 to u = 14, J < 4) 
(Mandy & Mar t in , 1993; Mar t in & Mandy, 1995). I t is possible to use only 
the quantal determinations of the rate coefficients by selecting the ' D R F ' fiag, 
whilst the data of Mandy k Mar t i n (1993) and M a r t i n & Mandy (1995) may 
be used by selecting the ' M M ' flag; alternatively, a composite of the two data 
sets, which consists of the rate coefficients of Le Bourlot et al. (1999) for the 
first 50 levels and the rate coefficients of Mandy & Mar t i n (1993); Mar t in & 
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Mandy (1995) for higher energy levels, can be used by selecting ' B O T H ' . The 
number of H2 lines wri t ten to the output file is l imited by 'NH2Jines-0ut'. 
As discussed in Chapter 3, the energy associated w i t h the reformation of H2 
on the surface of grains (up to the dissociation energy of the H2 molecule, 
4.4781 eV) is split between populating the H2 energy levels, the kinetic energy 
of the molecule as i t leaves the grain and phonon excitations in the grain. Five 
assumptions regarding the distribution of the population in the H2 molecule 
as i t leaves the grain were described in Chapter 3: i t is to these assumptions 
that the flag ' i fo rH2 ' refers: 
i forH2 = 0 1.4927 eV goes into populating the H2 molecule as the energy 
released by the formation of H2 is split equally between the grain, the 
kinetic energy of the molecule and the internal energy of the molecule; 
i forH2 = 1 The energy levels are populated in proportion to a Boltz-
mann distr ibut ion at 1.4927 eV, which is 1/3 of the dissociation energy 
of H2 (4.5 eV); 
i forH2 = 3 The population forms in i t ia l ly in the J=0 and 1 rotational 
levels of the v=6 vibrational level (Black & van Dishoeck, 1987): an 
ortho-to-para ratio of 3:1 is assumed; 
i forH2 = 4 The levels are populated in proportion to the local popula-
t ion density. 
One other possible assumption, that the H2 is populated in the final bound 
state (Black & van Dishoeck, 1987), is not used because i t causes numerical 
problems for the code. 
Two assumptions regarding the proportion of the energy associated wi th ref-
ormation of H2 (minus the internal energy) going into the kinetic energy of the 
molecule were also discussed in Chapter 3. The flag ' ik inH2 ' is used to select 
these assumptions: 
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i k i n H 2 = 1 The difference between the formation and internal energies 
is split equally between the kinetic energy and the energy going into the 
grain; 
i k i n H 2 = 2 The lesser of (4.4781 eV - internal energy) and 1.4927 eV 
(1/3 of dissociation energy) goes into kinetic energy. 
As discussed in Chapter 3, ' i fo rH2 '=4 and ' ik inH2 '=2 are the least selective as-
sumptions and all of the modelling presented in this Thesis has been performed 
using these values. 
Some parameters deal w i t h numerical aspects of the code that should not be 
'buil t i n ' , such as the characteristic length scale used in the art i f icial viscosity, 
X L L , for which appropriate values typically range between 10^-10^^ cm. Other 
parameters, which are not discussed here, relate to the precision at which 
calculations are made and limits to the size of the output files. 
Two timescales are associated w i t h J-type shocks w i t h magnetic precursors: 
the flow time at which the 'discontinuity' is introduced ( ' t imeJ') and the max-
imum duration of the shock wave ('duration_max'). The maximum duration 
of the shock wave should be long enough that the gas has t ime enough to cool 
down to equil ibrium conditions, which is set by the timescale for the slowest 
reactions, such as the formation of H2 on grains. Typically, 10^ years is suffi-
cient for any type of shock (including C- and J-type) while 10"" years is more 
appropriate for a static equil ibrium calculation, in which there is no compres-
sion and l i t t le heating so reactions proceed at a slower rate than in a shock. 
The position of the 'discontinuity' is calculated explici t ly in a J-type shock 
wave while there is no 'discontinuity' introduced into a C-type shock wave 
or the static equil ibrium calculation: therefore, 'T imeJ ' should be set greater 
than 'duration_max' for these types of calculations. 
There are various checks that can be made on the accuracy and reliabili ty of 
the calculation: here the most relevant to this project are listed. I t was ensured 
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that mass, momentum and energy are conserved and i t was also verified that 
the art if icial viscosity plays a significant role only wi th in the 'discontinuity' 
and that the change in temperature and density over the 'discontinuity' agree 
wi th that expected f rom the Rankine-Hugoniot relations. A t each step in the 
integration we also check that the sum of the relative level populations of 
the all the species for which level populations are calculated is equal to one. 
Finally, for the atomic and ionic species, we check that the thermal energy 
going into exciting the species is equal to the radiative energy emitted. 
4.2 Approach to Modelling 
In Chapter 5, modelling of H2, [Fe I I ] and [C I] emission observed towards 
H H outflows is described. I t was found that i t was not possible to reproduce 
the observed atomic and ionic emission wi th the same shock model used for 
the H2 emission: a higher degree of ionization was required. Pure J-type 
shocks can provide the levels of ionization, notably of H , required to model the 
atomic and ionic emission. Accordingly, i t was suggested that the atomic and 
ionic emission may arise in regions of higher ionization, distinct f rom those 
responsible for the H2 emission: at the apex of a bow shock or in a reverse 
shock, wi th in the jet, for example. This mechanism, and the bow shock theory 
in particular, has become favoured as high resolution observations have shown 
that H H objects often display a bow shock shape wi th ionic emission seemingly 
slightly displaced f rom the H2 emission, for example HH99 (Davis et al., 1999) 
and HH7 (Smith et al., 2003). The combination of a pure J-type shock and 
either a pure C-type shock, or a J-type shock wi th magnetic precursor, may be 
viewed as an elementary representation of a bow shock. For objects in which 
both H2 and [Fe I I ] were observed, such a composite model was employed, while 
models containing a C-type shock component were used for objects that were 
observed only in H2 emission. In what follows, the process by which the H2 
emission was simulated and the constraints upon the J-type shock component 
are explained. 
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4.2.1 Models of H2 emission 
The optimal values of the shock speed and pre-shock gas density were deter-
mined by comparison of the model predictions (calculated in a grid in the 
ranges Vs = O-^crit k m s~^  and lO'^-lO^ cm~^, respectively) w i t h observations. 
The shock velocity at which at discontinuity occurs in the flow is deflned as 
Vcrit (see Chapter 2 for more detail). Two additional parameters are the age 
of the shock wave, which determines the extent of the magnetic precursor, 
and the degree of ionization in the pre-shock gas, which may be affected by, 
for example, the background ultraviolet radiation field. I t is often assumed 
that H H outflows are shielded f rom U V radiation by the molecular clouds in 
which they reside. However, work presented in this Thesis has shown that H H 
outflows may be affected by nearby U V sources or other sources of ionizing 
radiation and that, in such cases, the model fits to the observed H2 emission 
can be improved by the inclusion of photoionization effects (see Chapter 5 and 
Giannini et al., 2004; ]VPCoey et al., 2004). In addition (and as discussed in 
the Introduction), the cavities that occur in star forming molecular clouds can 
be quite low-density (nn ~ W cm"^) and i t could also be envisaged that weak 
U V sources, such as Herbig Ae stars, wi th in the cloud could also affect emis-
sion f rom outflows. Furthermore, Gredel (1994) suggested that X-rays f rom T 
Tau stars in dark clouds could similarly photoionize the gas in star forming 
regions: although i t should be noted that photoionization due to X-rays are 
not included in the model. Accordingly, the effect of including photoionization 
upon the fit of the models to the observations of every H H object considered 
was systematically investigated. The influence of photoionization processes on 
the degree of ionization in the gas was simulated by including reactions for 
species w i t h ionization potentials less than that of H (13.6 eV): that is, C, S, 
Fe and Si. For want of more speciflc information, rates corresponding to the 
mean interstellar U V radiation field in the solar neighbourhood (Draine, 1978) 
were adopted. 
When comparing model predictions wi th observations, i t is important to re-
Chapter 4- Computer code and approach to modelling 74 
member that several quite different models (e.g., low pre-shock density and 
high shock velocity compared wi th high pre-shock density and low shock ve-
locity) can produce quite similar (although not identical) excitation conditions. 
Therefore, data spanning a wide range of energies are required to identify a 
unique model. Observed quantities are typically fine fluxes/intensities and can 
also yield column densities (divided by statistical weight), which can be pre-
sented graphically as excitation diagrams. Shock excitation in astrophysical 
outflows, particularly that in H H outflows, is marked by the large number of H2 
ro-vibrational transitions observed. The abundance of H2 lines and the effects 
of the shock parameters upon the excitation diagram, which were described 
in Chapter 3, makes them an especially useful tool for constraining possible 
models. The fitting of a model to the excitation diagram is done interactively 
and by eye. In general, a good fit is achieved through systematic application 
of the following considerations: 
- The strongest emphasis is placed on the fit of the model to the most 
accurately measured values of \n{N/g), which are typically those derived 
f r o m transitions f r o m low lying energy levels. 
- Each type of shock produces quite a distinct excitation diagram. I f the 
population lies close to the median curve and is nearly thermalized, then 
a J-type shock or a very young J-type shock w i t h a magnetic precursor 
w i l l be an appropriate model. Divergence f rom L T E and l i t t l e population 
in the higher energy levels indicate that either a C-type shock or a more 
evolved J-type shock wi th magnetic precursor is required. 
- The divergence f r o m L T E is also strongly affected by the pre-shock den-
sity: high pre-shock densities result in a more thermalized distr ibution 
of populations. 
- For a given pre-shock density, the values of ln(A^/^) are more sensitive 
to the shock velocity than any other parameter. 
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- H2 emission f rom an object that has not reached equil ibrium may have 
characteristics of emission f rom both C- and J-type shocks: in other 
words, a J-type shock wi th magnetic precursor. The population in the 
higher energy levels is increased (or decreased) by introducing the 'dis-
continuity' at an earlier (or later) flow time. 
- Finally, the inclusion of photoionization processes increases the tendency 
to L T E and can also cause the population in the v — I levels to increase. 
4.2.2 Models of atomic and ionic emission 
The atomic and ionic emission is assumed to arise in a J-type shock. Under 
'normal ' interstellar conditions, Fe is strongly depleted f rom the gas phase, 
and most of the elemental abundance of Fe (3.23 x 10~^: Anders & Grevesse 
(1989)) is to be found in the grains, probably in the fo rm of silicates. However, 
this equilibrium abundance of gas phase Fe is much smaller than that found 
f rom analysis of observed [Fe I I ] lines and so is too small to reproduce observed 
emission: therefore, the gas phase abundance of Fe must be increased by the 
release of Fe f rom grains. In shock waves, dust grains may be shattered in 
grain-grain collisions (Jones et al., 1994, 1996; Flower & Pineau des Forets, 
2003). However, this process breaks large grains into smaller grains, rather 
than releasing elements such as Fe into the gas phase. In a J-type shock, all 
fluids flow at the same velocity and, because the rate of grain erosion is assumed 
to be directly dependent upon the velocity difference between the fluids, grain 
erosion does not occur in J-type shocks in the context of the model. On the 
other hand, the velocity difference between the neutral and charged fluids in 
C-type shock waves gives rise to collisions between neutrals, such as CO, and 
charged grains which are sufficiently energetic to result in the erosion of the 
refractory grain cores (May et al., 2000). Thus, i f a C-type shock wave, or a 
J-type shock wi th a magnetic precursor, has passed previously through a given 
region, the fract ion of Fe in the gas phase could be significant (providing that 
there has been insufficient t ime for grains to reform). For dynamically young 
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objects, such as those we study and which are subject to episodic events on 
t ime scales of the order of 500-1000 yr or less (e.g., Reipurth & Bally, 2001) 
i t seems reasonable to treat the gas phase abundance of Fe as a variable. 
J-type shocks which cause significant ionization of H are highly dissociative 
and do not produce strong emission in H2. Nonetheless, the combined H2 
emission f r o m the pure J-type shock and the H2 model must remain consistent 
w i th that observed. Furthermore, the pure J-type shock should have a pre-
shock density similar to that of the corresponding H2 model and should include 
photoionization effects i f the H2 model does (although this is less significant 
in the context of the J-type component). 
In the models found for each object (and listed in Table 5.1 in Chapter 5), a 
J-type shock wi th emission consistent wi th the model of H2 emission was first 
found and then the in i t ia l gas phase abundance of Fe was varied in order to 
reproduce the observed [Fe I I ] emission. The intensities of the [Fe I I ] lines 
are relatively insensitive to changes in temperature above 10"^  K , because the 
levels f rom which emission arises are close together at 1.1-1.3x10'' K above 
ground. Consequently, the [Fe 11] lines are more sensitive to the abundance of 
Fe in the gas phase than to the shock velocity, once this is sufficient to give 
rise to part ial ionization of hydrogen. 
Chapter 5 
Astrophysical AppHcations 
Herbig-Haro Outflows 
Shock models were used to reproduce the I R (0.98-2.5 /.im) H2, [Fe I I ] and 
C I] emission observed towards 14 objects observed in H H outflows (HH72A, 
HH72D, HH26A, HH25C, HH320A, Knot 4, HH120, H H l l l F , HH240A and 
HH99, which comprises five knots labelled A, BO, B l , B2 and B3). The mod-
elling work presented here uses the observations of Nisini et al. (2002); Giannini 
et al. (2004); M'^Coey et al. (2004), who obtained spectra in the 0.98-2.5 i^im 
range of H H outfiows. I t should be noted that the modelling results presented 
here for HH72A, HH26A, HH25C, HH320A and HH99 derives largely f rom the 
published material of Giannini et al. (2004) and (M'^Coey et al., 2004). 
General modelling results are given in the forthcoming Section, while model 
results and discussion specific to each object are presented in Sections 5.2.1-
5.2.7. The modelling results are discussed in a more general sense in the final 
Section (5.3) of this Chapter. 
5.1 General results 
I t was found that non-equilibrium J-type shock models w i th magnetic precur-
sors were required in order to model the H2 emission in all of the the objects 
77 
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except for HH25C. Steady state C-type shocks underestimated the populations 
in the higher energy levels, while J-type shocks underestimated the population 
in the lower energy levels. Taking HH99B3 as an example, the excitation dia-
grams resulting f rom C- and J-type shocks are plotted w i t h the observations 
in Figure 5.1; these shock models have the same velocity as that used for the 
J-type shock wi th magnetic precursor, whose fit to the observations is shown 
in Section 5.2.7 below. 
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Figure 5.1: A demonstration that neither pure C- or J-type shocks can repro-
duce the observed H2 emission in HH99B3. 
However, i t was not possible to reproduce the observed atomic and ionic emis-
sion wi th the J-type w i t h magnetic precursor shock models used for the H2 
emission. The [Fe I I ] and [C I] lines were underestimated by several orders 
of magnitude because the degree of ionization in the shock (xe 10~^) is too 
low for collisions wi th electrons (or H) to cause sufficient excitation of Fe"*" or 
C. Instead, i t was found that pure J-type shocks can provide the necessary 
levels of ionization, notably of H , to reproduce the observed [Fe I I ] and [C I] 
emission. On the basis of observations, i t has been suggested that atomic and 
ionic emission may arise in regions of higher ionization, distinct f rom those 
responsible for the H2 emission: at the apex of a bow shock or in a reverse 
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shock, wi th in the jet, for example (e.g.. Smith et al., 1991; Davis et al., 1999; 
Smith et al., 2003). The combination of a pure J-type shock and either a 
pure C-type shock, or a J-type shock wi th magnetic precursor, may be viewed 
as an elementary representation of a bow shock. Attempts to reproduce the 
observed emission (molecular, atomic and ionic) using such a combination of 
models proved successful and shall be presented in Sections 5.2.1-5.2.7 below. 
These elementary bow shock models required that Fe be present in greater than 
'normal ' abundances in the gas phase, perhaps as a result of grain erosion by 
a previous shock: this assumption was discussed in the previous Chapter. 
The model parameters (the age used in the models of H2 emission, the per-
centage of Fe in the gas phase used in the J-type shock models and the shock 
velocities and pre-shock densities for both types of model) for each object are 
listed in Table 5.1. The H2 lines fluxes observed in the regions of HH72, HH26, 
HH320 and HH99 are listed in Appendix E; the observations towards HH120, 
H H l l l F and HH240 are published in Nisini et al. (2002). The predicted [Fe I I 
and [C I] line intensities are listed wi th those observed, for comparison, in Ap-
pendix D. 
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5.2 Comparisons of model predictions wi th ob-
servations 
5.2.1 L1660 region: HH72A and HH72D 
5" 
F*star 
II / / H """-""s 
inASDriB0-Z356 
V t 
30" HH72 
Figure 5.2: (Figure 2 of Giannini et al. (2004)) H2 2.122 image of the L1660 
region w i t h SOFI sUts superimposed. HH72-IRS, the source of the outflow is 
indicated by a cross. 
The L1660 region, in which the HH72 outflow resides, is a bright-r immed core 
il luminated by the young OB cluster NGC2362 in Vela (Reipurth & Graham, 
1988), and lies at a distance of ^ 1500 pc (Hi l ton & Lahulla, 1995). An E-
W, poorly collimated outflow (Schwartz et al., 1988) is present in the region, 
driven by the intermediate mass class 1 source HH72-IRS (Reipurth et al., 
1993, Uoi ^ I7OL0). The chain of H H objects (HH72 A - C ) was discovered 
by Reipurth & Graham (1988), who suggested that the L1660 region is slowly 
being destroyed by the U V emission f rom the OB cluster. Figure 5.2 shows 
the SOFI 2.12 fim image of the region (Giannini et al., 2004), where, together 
wi th the H H objects, several knots (or condensations) are recognizable (HH72 
D-Z). Three distinct chains of objects, which are overlaid by slits I , I I and 
I V in the image (Figure 5.2, can be seen and perhaps suggest some precession 
in the outflow source. HH72A, B and D appear to fo rm a bow shock shape 
wi th HH72B at the apex and HH72D seemingly lying fur ther away f rom the 
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apex than HH72A. HH72C lies further out f rom HH72-IRS than HH72 A, B 
and D and may perhaps be the result of an earlier outflow event. Giannini 
et al. (2004) found that the strongest H2 emission arose in HH72A and B 
(with HH72B exhibit ing the stronger emission of the two) but that HH72A 
was strongest in [Fe I I ] emission. As the [Fe I I ] lines are of particular interest 
to this study, i t was decided to model the emission f rom HH72A. Giannini et al. 
(2004) found that the condensation HH72D exhibited the strongest and richest 
H2 spectrum of all the condensations in the region and, in order to investigate 
any differences between H H objects and condensations, the H2 emission f rom 
HH72D was also modelled. 
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Figure 5.3: Observed and computed excitation diagrams for HH72A. Transi-
tions f r o m the v = 1, v = 2 and v = 3 vibrational manifolds are denoted 
by circles, squares and diamonds, respectively. Open symbols represent the 
models and filled symbols the observational results. 
In Figure 5.3 the excitation diagrams derived f rom the model (open symbols) 
and the observations (corresponding filled symbols) are shown. The observa-
tions extend up to approximately 2 x 10^ K above ground and include v=l, 2 
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and 3 vibrational levels. A t successive vibrational thresholds, the observational 
points do not depart notably f rom the raedian curve, indicating that there is 
a high degree of thermalization at the local temperature. Models w i th in i t ia l 
densities less than lO'' cm~^ yield lower column densities which diverge more 
evidently f rom the median curve at each vibrational threshold. Conversely, 
models w i th in i t i a l densities higher than 10'' cm^^ produce level populations 
which are closer to L T E , but the curvature of the Boltzmann plot is not con-
sistent wi th that observed. This analysis was used in the determination of the 
best-fitting model for each object. 
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Figure 5.4: Excitat ion diagrams f rom the models of H2 emission and pure 
J-type shock component for HH72A. The effect of the J-type shock is seen 
f rom the sum of the two components, denoted "J-shock -|- H2 model"). The 
contribution to the H2 emission f rom the J-type shock is not significant over 
the range of the observations. 
The excitation diagrams f rom the pure J-type shock model and the J-type 
shock wi th magnetic precursor model are plotted in Figure 5.4 together wi th 
their sum. I t can be seen that the contribution to the H2 emission f rom the J-
type shock is not significant over the observed range of excitation energies; only 
above 3x10'' K does the H2 emission f rom the J-type shock become important. 
I t may also be i l luminat ing to consider the excitation diagram of the Fe"*" level 
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S /N>3 (circles), compared wi th the predictions of the models (squares) for 
HH72A. 
populations predicted by the model (squares) and derived f rom observation 
(circles), which is shown in Figure 5.5 where each level of the a''D term is 
labelled for reference. In theory, the values of ln{N/g) derived f rom the obser-
vations should be the same for each transition f r o m the same level. Clearly, 
this is not this case: there is a factor of about 2 between values of \n{N/g) 
derived f rom transitions f rom the a^D7/2 level. Similar discrepancies are evi-
dent for almost all the objects discussed in this Thesis. I t seems likely that the 
problem is either an observational one or related to the reddening correction. 
For the three energy levels f rom which transitions are observed, the model pre-
dictions lie w i t h i n the error bars and the spread of the observational points. 
The model predicts that most of the Fe+ population should lie in the a'*Di/2 
level (the highest energy level of the a^D term): a prediction that does not 
seem to be borne out by the observations, which show no transitions f rom that 
level. The intensities of transitions f rom the a.''Di/2 level (the 1.271 and 1.664 
fxm lines) are observed to be less than the lowest intensity of any [Fe I I ] line 
observed towards HH72A (6.9x10"^ erg cm~^ s"') for most objects (see Table 
D.2 in Appendix D) . This may suggest that the intensity of transitions f rom 
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the a'*Di/2 level may be below the detection l im i t for HH72A. 
The intensities of [Fe I I ] and [C I] lines predicted by the model are com-
pared w i t h those observed in Table D.2 in Appendix D. The computed [Fe I I 
intensities are all wi th in the error bars of the the observed intensities wi th 
the exception of the 1.321 / im line, which is underestimated by the model. 
However, i t should be noted that this transition arises f rom the same energy 
level as the 1.644 and 1.257 fim lines, whose strong emission are well mod-
elled. Furthermore, the population computed for this energy level is in very 
good agreement w i t h that derived f rom these two observed line intensities. 
In contrast, the population derived f rom the observed 1.321 / i m line intensity 
seems anomalously large. Finally, the [C I] lines poorly modelled: they are 
underestimated by up to a factor of 7. 
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Figure 5.6: Observed and computed excitation diagrams for HH72D. Tran-
sitions f rom the v = 1, v = 2 and v = 3 vibrational manifolds are denoted 
by circles, squares and diamonds, respectively. Open symbols represent the 
models and filled symbols the observational results. 
The H2 excitation diagram for HH72D is very similar to that of HH72A (see 
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Figure 5.6): H2 emission is observed f rom the same vibrat ional levels, up to the 
same energy, and the degree of L T E is similar. In fact, the range of vibrational 
levels f rom which H2 emission is observed f rom HH72D is unusual in this 
outflow: all of the other condensations exhibit H2 emission f rom v < 2 (see 
Table E.3 in Appendix E). The values of ln ( iV/^ ) are slightly lower for HH72D 
especially at higher energies and this is reflected in the model for HH72D, which 
has a slightly lower shock speed and greater age than that found for HH72A. 
The similari ty of the models for the H2 emission and the proximity of HH72A 
and HH72D implies that the molecular gas in both objects is excited under 
the same conditions, possibly by the same shock wave. 
5.2.2 HH24-26 region: HH26A and HH25C 
Located in the L1630 Orion dark cloud (d ^ 400 pc Anthony-Twarog, 1982), 
the HH24-26 region is an active site of star formation, rich in young steflar 
objects at different evolutionary stages. Two low luminosity. Class 0 protostars 
(Andre et al., 2000), HH24MMS (Chini et al., 1993, Lt,oi=5LQ) and HH25MMS 
(Bontemps et al., 1995, L6o;=6L0) drive distinct compact jets, traced by means 
of both the 2.12 /^m H2 line and CO mm transitions (e.g., Gibb & Li t t le , 
1998), while the Class I protostar HH26IR (Davis et al., 1997, L6o,=28.8L0) 
gives rise to the more extended molecular outflow (Gibb & Heaton, 1993). 
Herbig-Haro objects (HH24, HH25 and HH26) are associated w i t h each of 
these three sources. Imaging in the 2.12 ^ m H2 rovibrational line (Davis et al., 
1997, see Figure 5.7) reveals a string of shocked condensations along the axis 
of the HH25MMS and HH26IR outflows, which lie orthogonally to each other 
and intersect near to HH25C. Both of these outflows describe an arc which 
may be due to density gradients in the region; large scale magnetic fields; 
or, the proper motions of HH25MMS and HH26IR (Davis et al., 1997). The 
curvature is unlikely to be due to wandering of the jets, which tends to result in 
an S-shaped curvature of the outflow. Far infrared spectra of the region were 
obtained by Benedettini et al. (2000), who interpreted the observed emission 
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Figure 5.7: (Figure 1 of Giannini et al. (2004)) The positions of the SOFI 
shts of Giannini et al. (2004) are superimposed on the H2 2.122 yum of Davis 
et al. (1997). The exciting sources of the outflows, HH24MMS, HH25MMS 
and HH26IR, are indicated by crosses. 
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( f rom [0 I ] , CO, H2O and H2 lines) as due to a mixture of both C- and J-
type shocks. Giannini et al. (2004) found that the H H object HH26A was 
the richest in both H2 and [Fe I I ] fines in tfie region and, therefore, the most 
suitable candidate for modelling work. HH25C is a typical condensation, and 
the richest such object in the region. Comparison wi th HH26C, an H H object 
which exhibits a similar spectrum over the v=l and 2 levels to HH25C, showed 
that emission f rom v = 3 and 4 levels might be expected f rom HH25C; Giannini 
et al. (2004) concluded that this indicated different excitation conditions for 
HH25C and HH26C. 
HH26A 
The observed points in the H2 excitation diagram extend, in the case of HH26A, 
to almost 3 x 10^ K and include emission f rom the v = 1-4 vibrational states: 
see Figure 5.8. The column densities are larger than observed in HH72A, 
implying a higher shock speed, and show a similar degree of departure f rom 
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L T E . The higher shock speed used for HH26A results in a higher rate of H2 
cooling and so the shock is narrower than HH72A; i t is for this reason that the 
model of HH26A has a smaller age than HH72A. 
The model of HH26A yields column densities of levels w i th v = 1 which ex-
ceed the observations beyond approximately lO'* K (cf. Figure 5.8); this is 
symptomatic of a more general tendency of the models to overestimate the 
populations of the levels in the v = 1 manifold. Such a tendency may point 
to an overestimation of the rates of vibrationally inelastic v = 0 v = 1 
collisions. The model of HH26A has the highest shock speed of all the objects 
considered and hence has the largest fractional abundance of H , owing to col-
lisional dissociation of H2. As the rate coefficients for vibrat ional excitation of 
H2 by H are much larger than for excitation by He or H2, a larger H abundance 
exacerbates the effect of any systematic error in the H-H2 collisional rate coef-
ficients. However, i t should be stressed that there is no independent evidence 
to confirm the existence of such a systematic error. 
The excitation diagrams f rom the J-type shock, the model for the H2 emission 
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and their sum are plotted in Figure 5.9. The J-type shock makes no significant 
contribution to the H2 emission over the range of the observations and only 
becomes important above 3.5x10'' K . Only the two strongest lines of [Fe I I ] , 
1.644 and 1.257 fim, are observed towards HH26A. The predicted intensities 
of these lines lie w i th in the error bars of the observations. Bo th of these lines 
originate in the same energy level, thus, an excitation diagram would not be 
instructive. The [C I] lines are, once again, underestimated but to a lesser 
extent than for HH72A. However, i t is of note that the column density of C 
predicted by the J-type shock model for HH26A of 3.8x10' ' ' cm^^ is exactly 
the upper l im i t to the column density found by Gibb & Li t t l e (1998). 
HH25C 
HH25C is an condensation which is observed in v=l and 2 lines of H2, at ex-
citation energies extending up to !?i 1.5 x 10'' K , beyond which there are only 
upper l imits on the line intensities and the column densities of the correspond-
ing levels. No [Fe I I ] or [C I] emission was observed towards HH25C. 
Two models of HH25C could be found, whose parameters are given in Table 5.1. 
Both the models are of C-type shocks in steady state, and the flow time through 
the shock wave provides only a lower l im i t to its age. The models are compared 
wi th the observations of HH25C in Figure 5.10. Regarding the levels which 
are definitely observed, w i t h excitation energies less than about 1.5 x lO"* K, 
the model w i t h the lower density (and higher shock speed) provides perhaps 
a better fit: the column densities of the v=l levels are overestimated and 
those of the v = 2 levels are underestimated to a greater extent by the higher 
density (and lower velocity) model 2. On the other hand, the predictions of the 
higher density model are more consistent w i t h the observational upper l imits 
at excitation energies above 1.5 x 10'' K. Straight line fits to the theoretical 
data yield excitation temperatures of 2770 K for model 1 and 2130 K for model 
2; the latter result is more consistent wi th the value of ^ 2300 K obtained by 
fitting to the observational data. 
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5.2.3 BHR71 region: HH320A and Knot 4 
- I 
U— 
HH 321 
Figure 5.11: (Figure 3 of Giannini et al. (2004)). The positions of the SOFI 
slits of Giannini et al. (2004) are superimposed on the H2 2.12 /xm image of 
BHR71 of Bourke (2001). The two driving sources I R S l and IRS2 are indicated 
by rectangles and, together w i th H H objects 320A/B and 321A/B, the pure 
H2 emission knots identified by Bourke (2001) are labelled 1-9. 
Figure 5.11 shows the H2 2.12/L/m image by Bourke (2001) of the Bok globule 
BHR71 (Bourke et al., 1995), which is located at a distance of ^ 200 pc (Sei-
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densticker & Schmidt-Kaler, 1989). A n embedded binary protostellar system, 
separated by ^ 3400 A U , has been found in the region (Bourke, 2001). One of 
the two sources has been identified as a Class 0 protostar, IRS 1, (L6oi~9Lo) 
by means of 1.3 m m observations (Bourke et al., 1997); ISO mid-IR maps led 
to the discovery of the possibly more evolved source IRS 2 (Bourke, 2001). A 
recent study by Lemaire et al. (2002) suggests the presence of a circumstellar 
disk around this object. A large scale CO outflow, where a shock enhanced 
chemistry has been revealed (Garay et al., 1998) and which is associated wi th 
HH321A and B, is driven by I R S l along the North-South direction. IRS2 gives 
rise to a more compact outflow, which is associated w i t h HH320A and B, wi th 
an inclination Ri-36°. Optical [S I I ] images revealed H H associations (HH320 
and HH321) along both the CO outflows (Corporon & Reipurth, 1997); the lack 
of H a emission observed by these authors towards these objects indicates that 
they have a low degree of ionization. Indeed, Giannini et al. (2004) detected 
only H2 emission towards the BHR71 region. They found HH320A exhibited 
the strongest and richest spectrum and that the strongest condensation in that 
outflow was Knot 4: therefore, these objects were selected for modelling. 
HH32GA 
Levels of the first six vibrational states, w i th excitation energies extending to 
over 3 x 10'* K , are observed: see Figure 5.12. The column densities observed 
for two levels {(v = 3, J ^7), E = 20 857 K and {v = 3, J = 9), E = 23 070 
K ) fa l l significantly below the mean curve in the excitation diagram. The level 
at E = 20 857 K has been observed twice, in two different transitions: one 
observation falls on the median curve, while the other, as already stated, falls 
below i t and out of line wi th the remaining v = 3 levels. I t is possible that 
this discrepancy arises f rom systematic errors (perhaps related to atmospheric 
absorption) in the observations and that the misalignment of the observational 
point at = 23 070 K level is attributable to a similar effect. Photoionization 
effects were not found to enhance the fit of the model to the observations, 
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Figure 5.12: Observed and computed excitation diagrams for HH320A. Tran-
sitions f r o m the = 0, w = 1, f = 2, = 3, = 4 and w = 5 vibrational 
manifolds are denoted by right-facing triangles, circles, squares, diamonds, 
triangles and downwards triangles, respectively. Open symbols represent the 
models and filled symbols the observational results. 
and their absence results in a wider shock wave than is the case for the other 
objects and thence to a greater shock age. 
No atomic or ionic emission is observed towards the BHR71 region. In fact, 
the model is consistent w i t h such a situation: the [Fe I I ] emission fiux of order 
10"^^ erg cm~^ s~^  predicted by the shock model is below the detection l imi t 
of the observations: the lowest fiux observed is of order 10~^^ erg cm~^ s~^  
(T. Giannini , private communication). However, the absence of both [Fe I I 
and [C I] lines, which were observed towards all other H H objects discussed, 
is particularly surprising. Here some possible reasons as to why these lines are 
not observed are given. 
Perhaps the most extreme possibility is that there is very l i t t le Fe and C present 
in the gas phase of the BHR71 region because they are mainly in solid (and, 
in the case of C, in molecular) form, which would imply that the dust grains 
have undergone l i t t le erosion. Whils t such a situation cannot be discounted 
Chapter 5. Astrophysical Applications: Herbig-Haro Outflows 95 
by the observations of Giannini et al. (2004), i t seems unUkely because the H2 
emission suggests that the gas has been been subjected to a strong shock. 
Emission f r o m [C I] and [Fe I I ] would not be observed i f C and Fe+ were ion-
ized by collisions, photons or charge transfer reactions; but i t should be noted 
that no lines of Fe^ "*" are observed in this region (there are no lines of C+ at I R 
wavelengths). Furthermore, the very high [S I l j / H o ; ratio found by Corporon 
& Reipurth (1997) indicates that the region is of low excitation. The energies 
required for ionization of C and Fe+ (11.26 eV and 16.16 eV, respectively) 
are such that, i f collisional or photoionization is invoked, emission should be 
expected f rom other ions (for example, [N I I ] ) that are not observed. Charge 
transfer ionization of C to C+ is ineffective and Fe^+ rapidly recombines via 
charge transfer recombination reactions wi th H (Kingdon & Ferland, 1996). 
For these reasons, i t seems unlikely that ionization is responsible for the ab-
sence of [C I] and [Fe I I ] emission. 
Collisional deexcitation of the lines could be responsible for their relative weak-
ness. The rate of electron collisional deexcitation of the [Fe I I ] and [C I] lines 
is of order 10"'' and 10"^ cm^ s~', respectively: by comparison, the radiative 
decay rates are of order 10"^ s"' for [Fe I I ] and 10"'' s~^  for [C I ] . Therefore, 
in order for collisional deexcitation to dominate radiative decay, rie must be 
greater than 10'' or 10^ cm"^, respectively, which, in contrast to observation, 
would imply that hydrogen is fu l l y ionized. 
An alternative and more probable explanation is that the atomic and ionic 
emission arises in the apex of a bow shock or a reverse shock in the jet , where 
the gas has a high degree of ionization. In either case, the region of atomic 
and ionic emission would be small, and i t is possible that the sUts did not 
encompass fu l l y the emit t ing areas. A further possibility is that the region 
around the HH320 has too low a degree of ionization for a J-type shock to 
occur at all : there are no sources of U V photons or X-rays near by and the 
outflow is deeply embedded in the molecular cloud, which makes penetration 
by a background U V radiation field unlikely. I f this were the case, then the Fe 
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Figure 5.13: Observed and computed excitation diagrams for Knot 4. Transi-
tions f rom the v = l,v = 2,v = 3 and w = 4 vibrational manifolds are denoted 
by circles, squares, diamonds and triangles, respectively. Open symbols repre-
sent the models and filled symbols the observational results. 
in the gas phase may not be sufficiently excited to emit strongly. 
As an aside, i t is interesting that [S I I ] is observed at optical wavelengths 
Corporon & Reipurth (1997) but not in the IR. The I R transitions originate 
in the four th and f i f t h energy levels (E > 3.5 x 10'* K ) of S+, while the optical 
transitions originate in lower levels < 2.1 x 10"* K ) : this may place an upper 
l im i t on the temperature of the gas in the region. The peak temperature 
attained in the shock model is less than 2 xlO"^ K . 
K n o t 4 
Knot 4 is the final condensation that was studied and, as for HH320A, no 
atomic or ionic emission was observed towards this object. The H2 emission 
f rom this object is observed over a slightly narrower range than for HH320A: 
there are transitions f rom four vibrational levels and up to an energy of 
2.5 xlO'* K , see Figure 5.13. Two (v = 1, J = 5) observational points at 
8.37x10^ K , which theoretically should have the same value of \n{N/g) but 
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do not coincide over the range of their error bars, seem to be outliers and are 
not considered in the modelling process. The degree of L T E is the same as 
for HH320A but column densities are slightly higher. Therefore, the model 
for Knot 4 has the same age and density as for HH320A but a slightly higher 
shock velocity. 
5.2.4 HH120 
• N 
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Figure 5.14: (Figure 3 of Nisini et al. (2002)). H2 2.122 / /m image of HH120 
wi th SOFI slit superimposed. IRS3 and the outflow dr iving source, IRS4, 
(Pettersson, 1984) are also labelled. 
HH120 forms part of the Cometary Globule CG30 {d ^400 pc Brandt et al., 
1971), which is thought to consist of HH120 and a reflection nebula (Pettersson, 
1984), and is excited by a young source, IRS4 (Pettersson, 1984) associated 
wi th F IR source IRAS 08076-3556 (see Figure 5.14). CG30 is itself situated in 
the Gum Nebula, an H I I region, which is excited by U V radiation sources, the 
of4 star, 7? Pup, and the W C star, 7^  Vel, (Reynolds, 1976; Weaver et al., 1977). 
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Hodapp & Ladd (1995) found evidence for outflows in the HH120 region (but 
not for one associated w i t h HH120) that showed multiple shocks at slightly 
different angles f rom the assumed source of each outflow. They suggested that 
this might be evidence for a wandering or precessing jet . The [Fe I I ] and H2 
emission are slightly displaced f rom each other in HH120 and Gredel (1994) 
suggested that a J-type shock wi th a magnetic precursor could be responsible 
for this and that the high ionization fraction of 0.1 derived by Pettersson (1984) 
would be sufficient for a J-type shock to propagate in the region. Gredel (1994) 
also suggested that OB stars or X rays f rom T Tan stars in dark clouds could 
provide the U V radiation necessary to ionize the gas to this degree. Nisini 
et al. (2002) considered that the rich [Fe I I ] spectra observed towards HH120 
indicated the presence of a strong J-type shock wave. 
The H2 emission f rom HH120 is observed over 4 vibrat ional levels and up to 
3x lO'* K; see Figure 5.15. The excitation diagram for this object is very similar 
to that of HH26A and this is reflected in the similari ty of the models, which 
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are listed in Table 5.1. I t should be noted that the v=l level populations are 
also overestimated by the model for HH120. 
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Figure 5.17: Excitat ion diagrams f rom unblended lines of [Fe I I ] w i t h S /N>3 
(circles), compared w i t h the predictions of the models (squares) for HH120. 
The J-type shock for the atomic and ionic emission observed towards HH120 
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makes no significant contribution to the H2 emission over the range of the 
observations but does become important above 3.5x10^ K; see Figure 5.16. 
Fe I I ] emission is observed f rom all four energy levels in the a''D term and 
over a wider range of wavelengths than previous objects considered. Therefore, 
a more thorough analysis of the abil i ty of the model to reproduce the observed 
Fe I I ] emission is possible for this object. The predicted level populations are 
wi th in the error bars and the spread in the observational points in the [Fe I I 
excitation diagram for all but the th i rd energy level, a^D3/2) which the model 
overestimates (see Figure 5.17). Most of the predicted [Fe I I ] intensities are 
wi th in a factor of two of that observed: the exceptions are the 1.248, 1.328, 
1.600, 1.677, 1.800 and 1.810 fim lines. The 1.248 fxm line is blended wi th the 
1.247 ^ m H2 2-0 Q(3) emission line, while the 1.800 and 1.810 fim lines lie at 
wavelengths that suffer f rom poor atmospheric transmission. The other fine 
intensities are exceeded by the model predictions by a l i t t l e over a factor of 
two and two of these transitions (1.328 and 1.677 fim) originate in the a'*D5/2 
level, whose population is over estimated by the model. The [C I] lines are 
underestimated by a factor of 2-3. 
5.2.5 H H l l l F 
HH111 
11 
Figure 5.18: (Figure 1 of Nisini et al. (2002)). H2 2.122 / /m image of H H l l l 
( f rom Davis et al. , 1994). The SOFI slit is superimposed and the knots iden-
tified, following the nomenclature of Gredel & Reipurth (1994). The outflow 
driving source is approximately 3" to the east of the IRS source. The high 
degree of coll imation of the outflow and the symmetry of the knots about the 
outflow source are apparent. 
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The extremely well-collimated H H l l l outflow is situated in the L1617 cloud 
at a distance about 460 pc Reipurth (1989) and is driven by a 25 L© class 
1 source, IRAS 0549H-2047 which is also a V L A source (Reipurth, 1989). 
The red (east) lobe is more obscured in the optical than the blue (west) but 
distr ibution of knots along the lobes show remarkable symmetry in the IR 
suggesting episodic emission (Reipurth, 1989; Gredel & Reipurth, 1994). The 
series of knots along both lobes of the outflow trace a sinuous path, which is 
ascribed to variations in the velocity and opening angle of the jet (Reipurth 
et al., 1997), and high spatial resolution observations of the blue lobes indicate 
that the H H objects ( F - V ) have a bow shock structure (Nisini et al., 2002). 
Optical emission-line velocity maps of H H l l l V have shown that the pre-shock 
material is flowing away f rom the driving source at about 300 k m s~^  suggesting 
that H H l l l V is moving into an even earlier ejection (Morse et al., 1993). This 
theory is supported by the mm observations of Cernicharo & Reipurth (1996), 
who found several compact, high-velocity CO bullets fur ther out along the flow 
axis. Further evidence comes f rom the HST WFPC2 H a and [S I I ] AA6716, 
6713 observations of Reipurth et al. (1997) f rom which they concluded that 
the outflow overruns previously ejected jet material. Their observations also 
showed bow shock structures along the outflow. Nisini et al. (2002) found 
that the [Fe I I ] emission peaks at H H l l l F and decrease moving away f rom 
the source and that generally both the atomic/ionic and molecular emission 
indicates that excitation decreases away f rom the source. The strength of the 
Fe I I ] lines observed towards H H l l l F motivated the modeUing work described 
below. 
The H2 emission f rom H H l l l F is observed in only the v=l and 2 levels up to 
an energy of just over 1.4 xlO'* K . Only three transitions f r o m the v—2 level 
are observed (see Figure 5.19); however, the degree of L T E , even in these few 
levels, is such that i t was clear that the nn = 10** cm"^, tis=36 k m s~^  model 
wi th an age of 100 yr that was adopted is the best for the object. 
A J-type shock that was compatible w i th the both H2 and [Fe I I ] observations 
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Figure 5.19: Observed and computed excitation diagrams for H H I U F . Transi-
tions f rom the w = 1 and v = 2 vibrational manifolds are denoted by circles and 
squares, respectively. Open symbols represent the models and filled symbols 
the observational results. 
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Figure 5.20: Excitat ion diagrams f rom the models of H2 emission and pure 
J-type shock component for H H l l l F . The effect of the J-type shock is seen 
f rom the sum of the two components, denoted "J-shock -|- H2 model"). The 
contribution to the H2 emission f rom the J-type shock is significant over the 
range of the observations. 
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could not be found. In Figure 5.20 the excitation diagram f rom the J-type 
shock model that was most successful is plotted w i t h that f r o m the model for 
the H2 emission. The contribution f rom the J-type shock causes the combined 
model to exceed the observations. 
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Figure 5.21: Excitat ion diagrams f rom unblended lines of [Fe I I ] w i t h S /N>3 
(circles), compared w i t h the predictions of the models (squares) for H H l l l F . 
The population predicted for the first and four th (a^D7/2 and a''Di/2) levels 
of Fe"*" are in good agreement w i th the populations derived f rom observations. 
The model overestimates the population in the second and th i rd (a^D5/2 and 
a'*D3/2) levels. 
5.2.6 HH240A 
Located in the core of L1634, a dark cloud in Orion (distance ^ 500 pc (Hodapp 
& Ladd, 1995)), the HH240 outflow is driven by IRAS 05173-0555 (Cohen et a l , 
1985), a class 0 deeply embedded source wi th Lboi ~ 171/0 (Reipurth et al., 
1993; Davis et al., 1997). The region was first detected in H2 by Schwartz 
et al. (1987). A t optical wavelengths, only the H H object nearest the source, 
HH240A also known as RN040, is visible (e.g., Bohigas et al., 1993). In the 
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Figure 5.22: (Figure 2 of Nisini et al. (2002)). H2 2.122/im image of the L1634 
region w i t h the SOFI slit superimposed. The knots in the HH240/241 chains 
are labelled following the nomenclature of Davis et al. (1997). The bow shock 
nature of the knots in the HH240 chain and the symmetry of the outflow about 
the source, IRAS05173-0555, are apparent. 
IR, the outflow emerges (see Figure 5.22), and can be seen to consist of a series 
of knots associated wi th HH241 ( A - D ) that make up the eastern (red-shifted) 
lobe while HH240 A - D comprise the western (blue-shifted) lobe. The bow 
shock structure of the knots, in particular in HH240 (see Figure 5.22), and 
the fllamentary and sinuous nature of the outflow also become apparent in 
the IR. The symmetry in the red and blue lobes w i t h respect to the dr iving 
source is suggestive of periodic eruptions while the curvature of the outflow 
might suggest a precession of the jet . The IR spectroscopic observations of 
Nisini et al. (2002) showed that the atomic and ionic emission ([Fe I I ] , [C I ] , 
N I ] , [S I I ] , [S I I I ] ) was only present in the two objects nearest to the source, 
HH240A and HH241A, f r o m which they concluded that the excitation in the 
outflow decreased wi th distance f rom the source. Furthermore, they considered 
that the higher degree of [Fe I I ] excitation nearer the source was due to a higher 
degree of ionization rather than a higher density. The [Fe I I ] emission they 
detected was strongest towards HH240A: therefore, modelling work of this 
object was undertaken. 
H2 emission is observed up to the four th vibrational level and to an energy 
of 2.5x10^ K . Two v=l observational points at 8.37x10^ K ( J = 5) and 
1.73x10"* K ( J = 12) seem to be outliers (see Figure 5.23) and are not taken 
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Figure 5.23: Observed and computed excitation diagrams for HH240A. Tran-
sitions f rom the v = l, v = 2, v = 3 and v = A vibrat ional manifolds are 
denoted by circles, squares, diamonds and triangles, respectively. Open sym-
bols represent the models and filled symbols the observational results. 
into account when modelling. 
The J-type shock found for the [Fe I I ] emission contributes to the H2 emission 
of the combined model (J-type shock plus J-type shock w i t h magnetic precur-
sor) over the range of the observations but is s t i l l w i th in the error bars and 
the spread of the points, see figure 5.24. 
The J-type shock predicts populations that are in good agreement wi th those 
derived f rom observations for the first two energy levels but exceeds the pop-
ulations observed in the a''D3/2 and a^Di/2 levels. Comparison between the 
observed and predicted [Fe I I ] line intensities, as should be expected, reflect 
this trend. 
5.2.7 HH99 
The HH99 region, a Herbig-Haro complex in the RCrA molecular core (d 
130 pc Marraco & Rydgren, 1981) comprises what appears to be a bow shock 
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Figure 5.24: Excitat ion diagrams f rom the models of H2 emission and pure 
J-type shock component for HH240A. The effect of the J-type shock is seen 
f rom the sum of the two components, denoted "J-shock -h H2 model"). The 
contribution to the H2 emission f rom the J-type shock is not significant over 
the range of the observations. 
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Figure 5.25: Excitat ion diagrams f rom unblended lines of [Fe I I ] w i th S /N>3 
(circles), compared wi th the predictions of the models (squares) for HH240A. 
(HH99B) and a bright wing feature (HH99A), which may have arisen as a 
result of the interaction of the flow wi th a dense ambient clump or cloudlet 
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Figure 5.26: (Figure 2 of M'^Coey et al. (2004)). The H2 (2.122 fxm) image 
(not continuum subtracted) obtained at ESO-NTT w i t h the SOFI I R camera. 
The knots of HH99 are labelled and slit positions are superposed. Knot BO 
has also been marked on Figure l b of Davis et al. (1999), in the inset. 
(Davis et al., 1999). On the basis of optical images and high resolution spectra, 
Hartigan &: Graham (1987) suggested that the HH99 complex is the red-shifted 
lobe of the HHIOO flow, powered by the embedded protostar H H lOOIR. More 
recently, near infrared images have demonstrated that the bow shock defines 
a direction consistent w i th the position of the infrared source IRS 9 and the 
pre-main sequence star R C r A (Wi lk ing et al., 1997). The low resolution K -
spectrum of HH99B3 and echelle spectra of the H2 2.122 fim line have been 
obtained by Davis et al. (1999), who also imaged the HH99 region in the 1.644 
/ i m line of [Fe I I ] and found strong emission towards the head of the shock 
(HH99B0) and in HH99A. IvrCoey et al. (2004) found a rich H2 spectrum (up 
to w = 4) and strong atomic and ionic emission, part icularly that of [Fe I I ] , 
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towards HH99B0. They also found strong H2 emission towards the other knots 
{v <3 for the other knots in HH99B and w = 1, 2 towards HH99A) along wi th 
weaker atomic and ionic emission, in the raw data, than observed towards 
HH99B0. 
H 2 emission 
Table 5.2: Parameters of possible shock excitation models for H2 emission 
that include photoionization effects. H2 was observed to emit over a narrower 
energy range in H H 9 9 than other objects considered in this Chapter and for 
this reason i t was more diff icul t to constrain the models of H2 emission for 
HH99. However, other observational considerations, which are described in 
the text, indicate that the models in bold face below (and in Table 5.1) are 
the most consistent w i t h observation. 
Object Age 
k m s~^  cm~'^ yr 
HH99A^ 50 10^ > 3x10^ 
HH99A2 34 5x10^ 350 
HH99A=' 28 10" 250 
H H 9 9 A " 12 10^ 40 
HH99B0 34 10" 130 
HH99B0 18 10^ 40 
HH99Bl ( s l i t 1) 55 10^ 400 
HH99Bl ( s l i t 1) 30 10" 190 
HH99Bl ( s l i t 2) 53 10^ 200 
HH99Bl ( s l i t 2) 30 10" 165 
HH99B2 55 10^ 200 
HH99B2 33 10" 125 
HH99B3 33 10" 115 
Notes: 
" riH = n(H) - f 2n(H2) 
S ^ 3 " Models 1, 2, 3 and 4 for H H 9 9 A 
As noted by Davis et al. (1999), and as can be seen in Figure 5.26, the mor-
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phology of the HH99B complex is suggestive of a bow shock. A bow shock 
can be modelled approximately as a sequence of planar shock fronts, for which 
the effective shock speed varies w i th the angle of attack. In the present study, 
a dissociative J-type shock is assumed to occur at the apex of the bow, and 
J-type shocks wi th magnetic precursors to dominate in the wings. 
The observed emission lines of H2 of M'^Coey et al. (2004) alone are usually 
insufficient to determine uniquely the shock parameters, notably the shock 
speed and age and the pre-shock gas density; measurements of the (weaker) 
lines f r o m levels of s t i l l higher excitation, particularly f r o m higher vibrational 
manifolds, would be required to do so. However, when other observational 
constraints are taken into account, the range of possible models, which are 
listed in Table 5.2, is more closely circumscribed. First, previous echelle spec-
troscopy by Davis et al. (1999) provides some constraints on the shock velocity 
for the knots HH99B1 and HH99B3. Second, i t seems reasonable to require 
that the pre-shock parameters for all the knots which are physically associated 
should be similar. Th i rd , the models of the H2 emission should be compatible 
wi th the J-type shock models which reproduce the [Fe I I ] and [C I] emission 
lines. 
The HH99B bow shock complex is physically connected, and i t is reason-
able to expect similar pre-shock conditions in all the models of the associated 
knots. Models w i t h a pre-shock gas density nn = lO'' cm~^, which included 
photoionization reactions, were found to yield the most consistent fits to the 
observations of all the H H objects in this complex: accordingly, these models 
were adopted. The shock velocities of such models were deduced to be about 
30 km s~^  for all the objects, and the evolutionary ages derived f rom the mod-
els of BO, B2 and B3 were about 120 yr (see Table 5.1). The observations of 
B l f rom slits 1 and 2 were modelled separately f r o m each other and yielded a 
similar age (but a greater age than for the other objects). HH99B1 forms part 
of the head and one wing of the putative bow shock (see Figure 5.26); i t is 
the only part of the bow shock whose emission was measured along the wing 
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(in slit 1), rather than across the head. In addition, the port ion of HH99B1 
captured in slit 2 lies further back f rom the apex of the bow shock than any 
other object (see Figure 5.26). As the H2 emission weakens along the wing 
wi th distance f rom the apex, i t might be anticipated that HH99B1 should ex-
hibi t a lower degree of excitation, consistent w i t h a greater evolutionary age 
than for the other objects in the complex. 
A further constraint on Vs in HH99B1 and HH99B3 can be derived f rom the 
echelle spectroscopy of Davis et al. (1999). Using the H2 2.122 /um line, they 
measured a F W H M of 15-20 km s'^ in B l and 20-40 k m s'^ in B3. These 
observations provide some indication of the fiow speed of the neutral gas in the 
region of the shock in which the lines are excited; but i t should be noted that 
the observed line profiles were not deconvolved f rom the instrumental profile 
and that there are (uncertain) l ine-of-sight projection effects. I t is perhaps 
notable that the shock velocity of the model for HH99B3 is in good agreement 
wi th the measured F W H M , whilst the narrower profile observed in B l favours 
the lower velocity model (i.e. Vs = 30 k m s~^) of the two considered for this 
knot. 
HH99A is separated by f rom HH99B by some 25" and so the constraint on 
density need not be applied so rigorously: i t would seem reasonable to require 
that photoionization effects s t i l l be included and only such models are consid-
ered here. Davis et al. (1999) suggested that HH99A could be either the edge 
of the HH99B bow shock or a clump of gas which has been overrun by the bow 
shock. In the latter case, HH99A should have a greater evolutionary age than 
HH99B. Alternatively, HH99A could be the result of a separate outfiow event. 
Referring to Table 5.2, i t can be seen that three possible models of HH99A, la-
belled 1, 2 and 3 in the Table, are more evolved than the corresponding models 
of HH99B; this is consistent w i t h HH99A being a clump of gas which has been 
overrun. The four th possible model (model 4 in Table 5.2) is consistent wi th a 
much more recent outflow event: the gas behind the bow shock w i l l continue 
to be compressed as i t cools. 
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Figure 5.27: Observed and computed excitation diagrams for H H 9 9 A (model 
1). Transitions f rom the v = l,v = 2, v = 3 and v = A vibrational manifolds 
are denoted by circles, squares, diamonds and triangles, respectively. Open 
symbols represent the models and filled symbols the observational results, wi th 
S / N > 3 (black) and 2 < S / N < 3 (grey). 
The H2 emission lines observed towards H H 9 9 A arise f rom levels w i th exci-
tat ion energies up to approximately 2.5 x 10^ K . However, observations wi th 
S/N > 3 extend only up to 1.5 x 10^ K, as compared wi th 2-2.5x10^ K for the 
H H 9 9 B objects. The lower S /N of the lines of high excitation f rom H H 9 9 A 
compromises attempts to refine the models further. The excitation diagrams 
derived f r o m models (open symbols) and observations (corresponding filled 
symbols) are shown in Figures 5.27-5.35. The results for models 1-4 of H H 9 9 A 
and the models adopted for the H H 9 9 B bow shock complex are plotted. 
Fe I I ] and [C I] emission 
In the models of J-type shocks, Vg = 50 km s ^ was adopted, together wi th the 
pre-shock densities used in the models for H2 emission, to be found in Table 
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Figure 5.28: Observed and computed excitation diagrams for HH99A (model 
2). Transitions are denoted by the same symbols as in Figure 5.27. 
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Figure 5.29: Observed and computed excitation diagrams for HH99A (model 
3). Transitions are denoted by the same symbols as in Figure 5.27. 
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Figure 5.30: Observed and computed excitation diagrams for HH99A (model 
4). Transitions are denoted by the same symbols as in Figure 5.27. 
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Figure 5.31: Observed and computed excitation diagrams for HH99B0. Tran-
sitions are denoted by the same symbols as in Figure 5.27. 
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Figure 5.32: Observed and computed excitation diagrams for HH99B1 (slit 1). 
Transitions are denoted by tlie same symbols as in Figure 5.27. 
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Figure 5.33: Observed and computed excitation diagrams for HH99B1 (slit 2). 
Transitions are denoted by the same symbols as in Figure 5.27. 
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Figure 5.34: Observed and computed excitation diagrams for HH99B2. Tran-
sitions are denoted by the same symbols as in Figure 5.27. 
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Figure 5.35: Observed and computed excitation diagrams for HH99B3. Tran-
sitions are denoted by the same symbols as in Figure 5.27. 
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5.2. Only the gas phase abundance of Fe differentiated the models: see column 
3 in Table 5.4. 
A comparison of the predicted and observed intensities of both [Fe I I ] and 
C I] lines is presented in Table D.2 in Appendix D, where only unblended 
lines of [Fe I I ] are included. The predictions of the model are in reasonably 
good agreement wi th the observations; the intensities of most of the lines are 
reproduced to wi th in a factor of 2 (or are consistent w i th the upper l imits 
for [C I] observed wi th slit 2). In particular, transitions f r o m the 
term of Fe"*" are generally reproduced well, especially the strong 1.257 and 
1.644 / i m lines. On the other hand, the intensity of the 1.248 yum line (from 
the a''D3/2 term) observed in HH99B3 is underestimated by more than an 
order of magnitude. I t is possible that this line is part ial ly blended wi th 
the nearby 1.247 fim H2 2-0 Q(3) line, which is comparable or stronger in 
intensity. Although these lines show distinct peaks in the spectrum, they 
are separated by only 9 A (T. Giannini , private communication) and the de-
blending process may not be completely accurate for such a small separation 
and some contribution f r o m the 1.247 ^ m line may remain. Consideration of 
Figure 5.41, in which the observations of [Fe I I ] emission lines in the form 
of an excitation diagram are presented and compared wi th the predictions 
of the model, supports this theory. The value of \n{N/g) derived f rom the 
1.248 yum transition, at 1.25x10'* K , lies at 28.4 cm"^ compared wi th a value 
of 25.7 cm"^ derived f r o m another observed transition f r o m the same energy 
level (1.279 ^ m ) and w i t h which the value of \n{N/g) predicted by the model 
(25.1 cm~^) is in reasonable agreement. 
In the upper panel of Figure 5.42, the excitation diagrams deriving f rom the 
J-type shock model and the model for the H2 emission of HH99B2 are plotted, 
together wi th their sum. I t can be seen that the contribution to the H2 emission 
f rom the J-type shock is not significant over the observed range of excitation 
energies; only above 3x10' ' K does the H2 emission f rom the J-type shock 
become important. The shock wave is sufficiently narrow that not all of the 
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Figure 5.36: Excitat ion diagrams f rom unblended lines of [Fe I I ] w i th S /N>3 
(circles), compared wi th the predictions of the models (squares), for HH99A 
(model 2). Only unblended lines observed wi th a S /N>3 were used when 
preparing this Figure. 
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Figure 5.37: Excitat ion diagrams f rom unblended lines of [Fe I I ] w i t h S /N>3 
(circles), compared wi th the predictions of the models (squares), for HH99B0. 
Only unblended lines observed wi th a S /N>3 were used when preparing this 
Figure. 
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Figure 5.38: Excitat ion diagrams f rom unblended lines of [Fe I I ] w i th S /N>3 
(circles), compared w i t h the predictions of the models (squares), for HH99B1 
(slit 1). Only unblended lines observed wi th a S /N>3 were used when prepar-
ing this Figure. 
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Figure 5.39: Exci ta t ion diagrams f rom unblended lines of [Fe I I ] w i th S /N>3 
(circles), compared w i t h the predictions of the models (squares), for HH99B1 
(slit 2). Only unblended lines observed wi th a S /N>3 were used when prepar-
ing this Figure. 
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Figure 5.40: Excitat ion diagrams f rom unblended lines of [Fe I I ] w i t h S/N>3 
(circles), compared wi th the predictions of the models (squares), for HH99B2. 
Only unblended lines observed w i t h a S /N>3 were used when preparing this 
Figure. 
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Figure 5.41: Excitat ion diagrams f rom unblended lines of [Fe I I ] w i t h S /N>3 
(circles), compared wi th the predictions of the models (squares), for HH99B3. 
Only unblended lines observed w i t h a S /N>3 were used when preparing this 
Figure. 
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excited levels have time to thermalize, and this results in the scatter about the 
median curve that can be seen in the upper panel of Figure 5.42 (this effect is 
observed in all the J-type shock models and is discussed further in Section 5.3). 
Observational upper l imits for HH99B2 are also plotted in the upper panel of 
Figure 5.42; they fa l l well above the model predictions. Similar results were 
obtained for the other models of HH99B models and are not shown here. The 
H2 emission observed towards HH99A exhibits lower excitation than is seen in 
the bow shock complex. In the case of HH99A, the emission f rom the J-type 
shock becomes significant above 2.2xlO'^ K (see Figure 5.42, lower panel). This 
contribution provides a means of discriminating between the models for the 
H2 emission of HH99A. When the contribution f r o m the J-type shock is added 
to that f rom models 1 and 3 (nn = 10^ and 10" cm~^, respectively), the upper 
l imi t to the column density of the v = d level at 2.3x 10" K is exceeded. In 
the case of model 2, this upper l imi t is not violated. Furthermore, no J-type 
shock model that was compatible wi th model 4 (nH=10^ cm~^) could be found. 
Therefore, only the combination of model 2 and the J-type shock associated 
wi th i t (that is, a 50 k m s~^  shock wi th nn = 5 x 10^ cm~^) is considered 
further. 
From the angular distance between HH99A and the HH99B complex (25", 
see Figure 5.26) and the ages of the shock models, and assuming a distance to 
HH99 oid = 130 pc Marraco & Rydgren (1981)), a jet speed can be estimated. 
Taking 120 years as a typical age for the main body of the HH99B complex, 
and the age of 350 yr f rom model 2 of HH99A, a jet speed of 70 km s~^  is found. 
This value is similar to the speeds of 80-120 km s^ ^ derived by Davis et al. 
(1999) f rom bow shock models (which provided kinematic and spectroscopic 
data but did not consider the chemistry and atomic processes included in the 
models presented here) of the HH99 system. 
The rapid and substantial dissociation of H2 at the peak of these J-type shock 
models reduces significantly the rate of cooling by Ho, and atomic/ionic cool-
ing, for example of Fe+ and O, following electron collisional excitation, can 
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Figure 5.42: Exci ta t ion diagrams f rom the models of H2 emission and pure 
J-type shock components for HH99B2 (upper panel) and model 2 of HH99A 
(lower panel). The effect of the J-type shock is seen f r o m the sum of the 
two components, denoted "J-shock -f- H2 model"). The contribution to the 
H2 emission f r o m the J-type shock is not significant over the range of the 
observations of HH99B2 but becomes possibly significant for HH99A, when the 
observational upper l imits for transitions f rom levels w i th excitation energies 
above 2.2x10'' K are taken into account. 
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Figure 5.43: The gas phase abundance of Fe is the only parameter which 
changes between these models of HH99B2 (71%) and HH99B3 (37%). The 
effect of the different rates of cooling by Fe"*" in the post-shock gas is reflected 
in the H2 f = 1 level populations. 
become important . The effect of cooling by Fe+ is seen, in the post-shock gas, 
in the region where the temperature drops below 10^ K . A t such tempera-
tures only the u = 1 H2 levels are significantly populated: the most important 
contribution to the higher vibrational level populations occurs immediately 
after the discontinuity. The effect of the cooling due to Fe"*", which becomes 
more pronounced as the gas phase abundance of Fe"*" increases, is to reduce 
the populations of the w = 1 H2 energy levels. By way of an i l lustration, the 
excitation diagrams f rom the J-type shock models of B2 and B3 are compared, 
in Figure 5.43. The only difference between the models is the fraction of Fe 
in the gas phase (71% for HH99B2 and 37% for HH99B3). I t may be seen 
that the higher gas phase abundance of Fe in the model of HH99B2 results 
in lower populations of the v = 1 energy levels. I t should be noted that this 
effect is not observationally significant: the contribution to the H2 emission by 
the V = 1 levels in the pure J-type shock is insignificant compared wi th that 
of the J-type shock wi th magnetic precursor. 
A comment should be made regarding the abundances of Fe assumed to be in 
the gas phase for each model. I t might be reasonable to assume that the gas 
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phase abundance of Fe should be the same for each object, given the proximity 
of the knots in HH99: clearly, this is not the situation described by the J-type 
shock models. The abundance of Fe used in the model is driven solely by the 
strength of the observed [Fe I I ] lines, which may be affected by inclination 
effects. I t should be remembered that a bow shock is a 3-dimensional object: 
here the bow is being modelled in two dimensions by a combination of planar 
shock waves. 
5.3 General discussion 
5.3.1 Models of H 2 emission 
Generally, the models of the H2 emission provide a good f i t to the values of the 
column densities and the degree of thermalization over the range of the obser-
vations. Any specific issues are discussed on a case-by-case basis in Sections 
5.2.1-5.2.7 above. However, some care should be taken because the model does 
not take into account the angle of inclination of the outflow. As shall now be 
demonstrated, this introduces some uncertainty into the calculation of the flux 
f rom a radiating shock. 
Consider a set of orthogonal axes, x, y and z, in which a shock is assumed to 
travel in the z-direction, the 'height' and 'thickness' of the shocked region are 
then measured in the y and x directions, respectively; see Figure 5.44. The 
emissivity of a transition f rom states / —> A; is given by 
j = ui Ai^k {El - Ek) erg c m ' ^ s-\ (5.1) 
thus, the total energy emitted per unit t ime is 
jdVevgs-\ (5.2) 
where dV = dx dy dz is a volume of radiating gas. As the emission is assumed 
to be isotropic, the energy per unit area at the distance, d, of the Earth is 
f j d V J j d x d y d z _^ _2 , ,^ 
^ = A 2^ = r~E s ' cm ^ (5.3) 
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Figure 5.44: A shock is assumed to propagate in the z direction. The 'height' 
and 'thickness' of the H H object are measured in the y and x directions, re-
spectively. 
I f the line of sight is along the axis of the jet {z) and the emission is uniform 
in the x and y directions, the flux is given by 
d ^ 
(5.4) 
where = dx dy. But , dA/dP = dS, an element of solid angle. Therefore, 
I d s J j d z 
F = 
= S 
4n 
47r 
Then 
F — 9y9x 
fjdz 
in 
(5.5) 
(5.6) 
where 6y and 6^ are the angular extent of the H H object in the y and x direc-
tions, respectively, while / j dz/An is calculated by the code. This situation, in 
which the shock propagates towards the line of sight, is assumed by the code 
and in this case, 9y and 9^ can be directly measured f rom their angular extent 
on the sky. However, outflows are more easily, and thus more frequently, ob-
served when they lie in the plane of the sky (perpendicular to the z-axis). In 
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this case, 9y can be measured, while dz is calculated by the code but is also 
the only other measured extent of the object on the sky: 9x is unknown. In 
order to calculate the flux 9^ must be estimated. (A further uncertainty, which 
applies to both situations considered here, is associated w i t h the distance to 
the source.) In practice, and for lack of better information, what is done is 
to assume 9j: is the same as the observed extent of the H H object in the z 
direction. For chains of H H objects, such as in the H H I U outflow, where the 
H H objects are seen to have a jet-like morphology and are elongated along 
the direction of the outflow, this assumption may result in an overestimate 
of the flux of radiation. In less collimated outflows, such as HH240, and in 
bow shocks, such as HH99, H H objects appear to be more amorphous and the 
neglect of geometrical effects may not be so important . 
The characteristic length of the shock wave, which is determined by the dis-
tance over which the ion and neutral velocities differ is calculated along the z 
axis. As H H outflows tend to be observed in the plane of the sky, the mod-
els may be tested by comparing the characteristic length of the shock wave 
wi th the observed dimension of the source. As the outflows are unlikely to 
lie completely w i th in the plane of the sky, this can only be an order of mag-
nitude comparison. In Table 5.3 the size (in cm) of each object in the slit, 
derived f rom the angular size of the object in the slit and distance (columns 1 
and 2), is compared wi th the characteristic shock length given by the model. 
The angular sizes were taken f rom measurements at the telescope for HH72A 
and HH99 (T. Giannini , private communication) and f r o m the images of the 
sources published in Nisini et al. (2002) and Giannini et al. (2004) for the 
other objects. Generally, the agreement between the two lengthscales is good. 
Although this is only an order of magnitude comparison, i t is perhaps worthy 
of note that, of the possible models for HH25C and HH99A, models 1 and 2, 
respectively, produce length scales closest to those observed. 
A pre-shock density of lO'' cm~^ is required for the major i ty of the objects 
modelled and the pre-shock density is always in the range 10^-10^ cm^^. I t is 
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Table 5.3: Comparisons between object size on the sky and characteristic 
length scale of the shock model. 
Object Angular size Distance Size on sky Model 
prediction 
(") (pc) (10 cm) 
HH72A 3 1500 3.5 2 
HH72D 1.5 1500 7 1.2 
HH26A 15 400 9 0.6 
HH25C (model 1) 12 400 7 1.1 
HH25C (model 2) 12 400 7 0.5 
HH320A 11 200 3 1.6 
Knot 4 4 200 1.2 1.5 
HH120 13 400 8 0.6 
H H l l l F 3.3 460 2.3 0.9 
HH240A 16 500 12 0.8 
HH99A (model 1) 11.3 130 2.2 6.3 
HH99A (model 2) 11.3 130 2.2 2.4 
HH99A (model 3) 11.3 130 2.2 1.5 
HH99A (model 4) 11.3 130 2.2 0.1 
HH99B0 5.8 130 1.1 1 
HH99B1 (slit 1) 12.4 130 2.4 1.3 
HH99B1 (slit 2) 4.1 130 0.8 1.2 
HH99B2 1.5 130 0.3 1 
HH99B3 4.2 130 0.8 0.9 
possible that i t is only under such conditions that the effects of the shock wave 
associated w i t h the outflow can be observed. I t could be expected that very 
few H H objects should be found in a low density environment: star forming 
regions are, by their nature, relatively dense. I t may be somewhat surprising, 
then, that higher pre-shock densities are not found. One possible reason could 
be that H H objects tend to fo rm in cavities that have been swept out by a 
wind f rom the forming star. 
In addition to that f r o m H H objects, the emission f rom three condensations 
(HH72D, HH25C and Knot 4) was also modelled. Condensations are thought 
to be H H objects that suffer f rom a greater extinction than their optically 
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visible counterparts. The models found for the condensations were strikingly 
similar to the models found for the H H objects, part icularly for HH72A and 
HH320A. These findings suggest that H H objects and condensations are sub-
ject to similar, or even the same, shock mechanisms. 
5.3.2 Models of [Fe II] and [C I] emission 
The errors in the observed [Fe I I ] line intensities given in Table D.2 in Appendix 
D are the rms of the local baseline multiplied by the instrumental profile width . 
Two further errors, relating to f lux calibration and inter-calibration over the 
two grisms used in the spectroscopy, of the order of 10% each should be added, 
giving a to ta l error of up to 20% (Giannini et al., 2004; Nisini et al., 2002). 
I t might be expected that the agreement between observed and predicted in-
tensities for the 1.257 / i m line should be good because, as the strongest and 
often most t ight ly constrained line, i t was the most used guide in selecting the 
model: however, i t is encouraging that this process generally also reproduces 
the 1.644 / i m line intensity well. The 1.800 and 1.810 /^m line intensities are 
never successfully modelled; however, they lie at wavelengths that suffer f rom 
poor atmospheric transmission (Nisini et al., 2002). Some of the weaker, and 
therefore more uncertain, observed transitions, such as the 1.328, 1.745 and 
1.295 fxm lines, are also generally not well modelled. The model predictions 
for the remaining lines, in particular the 1.321 and 1.534 / i m lines, are usually 
wi th in 20-50% of the observed value. 
The intensities of the [C I] lines are reproduced wi thout modification of the 
pre-shock abundance of C in the gas phase. Approximately 1/3 of the ele-
mental C abundance is already in the gas phase, in the fo rm of CO, which is 
dissociated at high temperature in reactions wi th H , producing C and OH. At 
the peak temperature of the 50 km s—1 J-type shocks, 99% of the H2 has been 
dissociated to H , and nearly all of the CO to C (Hollenbach & McKee, 1989). 
CO + H ^ OH + C 
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This approach seems to work relatively well for the data obtained from slit 
1 of HH99 and for HH99B0 in particular, although the model overestimates 
the intensity of the [C I] lines for HH99B1 by more than a factor of two. 
Unfortunately, the spectrum from slit 2 for HH99 suffered from noise around 
0.98 iJ,m and only upper limits could be obtained for the [C I] lines, which the 
model predictions are consistent with but much smaller than. In the other 
objects, the [C I] emission is stronger than that found in slit 1 of HH99 and 
the model underestimates the observations by more than a factor of two in 
almost all cases (the 0.985 /im line in HH26A is reproduced to within 50%). 
This underestimation of the [C I] line intensities by the model suggests that C 
should be treated the same way as Fe. Carbon is bound in grains as graphite 
and it is quite reasonable to expect that, if Fe is released into the gas phase by 
a previous shock wave, then C should be be also, although some carbon would 
desorb back onto grain mantles, in the form of CO, CO2, CH4 and other ices, 
as the post shock gas cools. 
Nisini et al. (2002) and Giannini et al. (2004) performed a semi-empirical 
analysis using the observed [Fe I I ] hues in order to estimate Ue, n(Fe) and Xe 
for the objects observed in those papers. Their analysis requires at least one 
of the 1.644 /im/1.600 ^m, 1.644 ^m/1.534 ^im and 1.644 /xm/1.677 fim line 
ratios, which are slightly sensitive to density variations, in order to estimate 
Tie, and observations of [S I I ] and [N I] to estimate n(Fe) and Xe- This semi-
empirical analysis is dependent upon the electron temperature, which must 
be assumed. In the case of the HH99 region, the complete analysis was only 
possible for HH99B0: however, values of could be estimated for HH99A, 
HH99B1 (slit 1) and HH99B2 (T. Giannini, private communication) and this 
was also the case for HH26A. In Table 5.4, the values of n(Fe) (see below), 
rie and predicted by the J-type shock models and those found from semi-
empirical analysis (where possible) are compared. Overall, the two sets of 
predictions are quite consistent with each other, which perhaps supports the 
hypothesis that the [Fe I I ] emission arises in a J-type shock. The predictions 
from the J-type shock model for HH99B0 are not in good agreement with 
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those from the semi-empirical analysis: in particular, the gas phase abundance 
of Fe predicted by the J-type shock model of 25% is smaller than the 50-
100% abundance predicted by the semi-empirical analysis while the density 
is larger. The ionization fraction predicted by the J-type shock model is in 
agreement with that predicted by the semi-empirical analysis but the latter 
is not very tightly constrained. However, the lower abundance of gas phase 
Fe and ionization fraction in the J-type shock model, in relation to those 
derived from semi-empirical analysis, are compensated by a higher electron 
density, so the two models predict similar levels of excitation of Fe"*". Finally, 
the electron density of 2.5x10^ cm"^ found from the semi-empirical analysis 
for HH99A favours model 1, which has an electron density of 3.2x10'^ cm"-^. 
Unfortunately, it was possible to predict only the electron density from the 
semi-empirical analysis for HH99A: the ful l analysis may have allowed a more 
certain discrimination between the three J-type shock models for that object. 
In the context of the model, no erosion of grains occurs in J-type shocks so the 
the only change in the gas phase abundance of Fe is that due to the compression 
of the shock wave. Furthermore, and as discussed in Chapter 3, the rates of 
ionization of Fe to Fe+ via charge transfer reactions with ions are such that Fe 
is rapidly ionized to Fe+ and remains in that form for the range of temperatures 
over which [Fe II ] emission occurs. Therefore, the initial percentage gas phase 
abundance of Fe, which is quoted in column 8 of Table 5.1 and column two of 
Table 5.4, is the same abundance of Fe"^  in the peak emission regions of the 
shock model. 
None of the J-type shock models described above significantly contribute to 
the H2 emission over the range of the observations but can begin to do so above 
3x10'' K. In particular, the population in high vibrational levels, (v=6, J = 1) 
(^=3.106x10^ K) , = 7,J = 1) (£=3.506x10' ' K) and = 8, J = 1) 
(£'=3.871x10'' K) for example, lie well above the median line of the excitation 
diagrams of the J-type shock models (see, for example, Figure 5.42). Popula-
tion in the (w = 8, J = 1) level would tend to vibrationally cascade into the 
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Table 5.4: Comparison between values of Fe gas phase abundance, electron 
density and ionization fraction derived from semi-empirical analysis of obser-
vations and model predictions. 
Object % Fe in g as phase Tie (cm 
Observed Model Observed Model Observed Model 
HH72A 20-35 23 5x10^* 1.3x10^ <0.25 0.07 
HH26A - 5 <5xl0^ 3.3x10" - 0.16 
HH120 20-60 34 0.5-1x10^ 2.4x10^* 0.1' 0.14 
H H l l l F 20-60 8 0.8-2x10^ 5.1x10'' 0.12 0.04 
HH240A 60-100 8 3x10'' 2.8x10^ 0.85-0.95 0.13 
HH99A - 100 2.5x10^ 3.2x10^ - 0.15 
(model 1) 
HH99A - 12 2.5x10^ 1.6x10" - 0.15 
(model 2) 
HH99A - 1 2.5x10^ 2.4x10" - 0.14 
(model 3) 
HH99B0 50-100 25 3-6 xlO^ 2.4x10" <0.9 0.14 
HH99B1 - 1 2.5x10^ 2.4x10" - 0.14 
(slit 1) 
HH99B1 - 23 - 2.4x10" - 0.14 
(slit 2) 
HH99B2 - 71 8-15x10^ 2.4x10" - 0.14 
HH99B3 - 31 - 2.4x10" - 0.14 
Notes: ' Pettersson (1984) 
2 Bacciotti k Eislolfel (1999) 
(t) = 7, J = 1) level and thence into the {v = 6, J — 1) level and similar levels 
below. In the 50 km s~' J-type shocks used for HH99, the time for which 
the gas is heated above 3x10" K is approximately 6x10"^ yr. This may be 
compared with the decay time of these levels which is of the order of 0.1 yr 
(Abgrall & Roueff, 1989, , Roueff, private communication). Therefore, the 
passage of the shock wave is rapid enough that the higher energy levels do not 
have time to thermalize and their population remains elevated as seen above. 
Chapter 6 
Modelling of the emission from outflows associated with low mass star for-
mation was undertaken using a state-of-art shock code, M H D . V O D E , (Le 
Bourlot et al., 2002; Flower et al., 2003, and references therein). The inten-
sities of H2, [Fe I I ] and [C I] emission lines observed towards 14 HH objects 
by Nisini et al. (2002); Giannini et al. (2004); M^Coey et al. (2004) have been 
used to constrain the parameters of shock models. The main conclusions of 
this work are as follows: 
- It was found that the excitation diagrams derived from the observed H2 
emission in the HH objects can be reproduced by non-equilibrium models 
of J-type shocks with magnetic precursors and ages of typically 100-200 
years. The shock velocities range from about 30 to about 50 km s"\ and 
the pre-shock gas densities are of the order of 10'' cm~^. For all the HH 
objects in which [Fe I I ] emission was observed, the fit to the H2 emission 
was improved by the inclusion of photoionization effects. In general, it 
was found that observations of H2 lines from energy levels with v > 2 
are required to constrain the models of H2 emission; 
- The same planar models that were used to fit the H2 emission systemati-
cally underestimated both the [Fe I I ] and [C I] lines intensities observed 
in the HH objects. Instead a higher ionization fraction, such as that 
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produced in a J-type shock, was required. Such a combination of excita-
tion conditions is expected from a bow shock. An elementary bow shock 
model was constructed in which the atomic and ionic emission originates 
in a J-type shock at the dissociative apex of the bow, while the H2 emis-
sion arises in the wings from the J-type shock with magnetic precursor 
shocks discussed above; 
- In order to reproduce the observed [Fe I I ] emission, it is necessary to as-
sume an elevated abundance of Fe in the gas phase, perhaps as the result 
of grain erosion in a previous shock wave. This assumption is supported 
by observations which indicate that variability within HH outflows oc-
curs on time scales of a factor of ten shorter than the lifetime of the 
outflow. Predictions of the J-type shock models of the abundance of 
Fe in the gas phase, the electron density and the ionization fraction of 
the gas are also consistent with estimates derived from semi-empirical 
analysis of observations of atomic and ionic lines from HH objects; 
- The intensities of the [Fe I I ] emission lines are reproduced satisfacto-
rily by pure J-type shocks. In particular, the computed intensities of 
the [Fe I I ] 1.257 /^m and 1.644 /xm lines, the strongest of the observed 
transitions, are in good agreement with the observations; 
- The [C I] line intensities are reasonably well reproduced by the J-type 
shocks for HH99, which has the weakest observed [C I] emission of all the 
HH objects considered, but underestimated by more than a factor of two 
for most of the other objects considered. It is suggested that C, which, 
like Fe, is bound up in grain cores, should also be assumed to have been 
eroded from grains in a previous shock wave. 
Investigation of the J-type shock models showed that Fe+ becomes a significant 
coolant in the gas after the discontinuity (owing to dissociation of H2 to H), in 
the region where the temperature drops below 10'* K. The eff"ect of the cooling 
due to Fe"*", which becomes more pronounced as the gas phase abundance of 
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Fe+ increases, is to reduce the populations of the w = 1 H2 energy levels. 
However, this effect is not observationally significant. The contribution of the 
J-type shock to the H2 emission over the range of the observations is negligible 
compared to that from the J-type shock with magnetic precursor, as should be 
expected from the apex of a bow shock. On the other hand, above 3x10" K 
the H2 emission from the J-type shock can become stronger than that from 
the models for the H2 emission. The temperature of the gas falls so rapidly 
after the discontinuity that the higher energy H2 levels, which are populated 
in the post-shock gas immediately after the discontinuity, do not have time 
to thermalize. The predictions of the J-type shock component are consistent 
with observed upper limits at such energies for HH99B2. 
Overall, the findings listed above are consistent with the conclusions that HH 
outflows are episodic phenomena and that the emission from HH objects arises 
in bow shocks, with the atomic and ionic emission lines being produced at the 
apex and the H2 emission lines in the wings. 
Appendix A 
Differential equations and 
source terms 
A . l Differential equations 
The velocity, temperature, mass density and particle number density are inte-
grated throughout the shock wave for each fluid. The conservation equations 
in Chapter 2 were given in a general form that contained charged fluid terms, 
which were the sum of the terms for positive and negative ions together with 
those for electrons. Here, the differential equations are given in the specific 
form used in M H D _ V O D E and neutral particles, positively charged ions, neg-
atively charged ions and electrons are considered separately. Note that charge 
neutrality is assumed so the number density of the positively charged ions 
is given by the sum of the number densities of the negatively charged ions 
and the electrons. In order that the shock parameters can be integrated, the 
conservation equations for particle number, mass, momentum and energy in a 
multi-fluid medium (Equations 2.11-2.20 in Section 2.2.2 of Chapter 2) must 
be rearranged into the form of differential equations for v, T, p and n. The 
form of the differential equations below follow that of Heck et al. (1990); the 
source terms, which are discussed in the next Section, are as in Sections 2.2.2 
in Chapter 2 with the subscripts n, i , neg and e denoting the neutral fluid, 
positive ions, negative ions and electrons, respectively. 
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(A. l ) 
d _ {-2VnVf + lAnVi + 5i + i3neg + ^ e ) 
dz §ni 
(A.2) 
dzP^ (A.3) 
(A.4) 
d _ (^neg Pnegrf'^ '^yi) 
(A.5) 
dz " (A;nn) 
(A.6) 
dz' 
(A.7) 
d _ ( l ^ n e g ^ i ' - l A / i f e T e - ( A - f A ) + (gneg + B,) - n,k%^) 
-i- f 
dz {\kn;v^ 
(A.8) 
(A.9) 
dz v\ 
(A.IO) 
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These differential equations are integrated numerically and the order in which 
this occurs is important. As can be seen above, dv/dz appears in all the other 
differential equations so equations (A. l ) and (A.2) must be solved before any 
others. 
A.2 Source terms 
The source terms provide the change in number and mass density, momentum 
and energy per unit volume per unit time and are calculated for each step of 
the integration. Draine (1980), Flower et al. (1985) and Flower et al. (1986) 
gave the expressions for the source terms used in the code and here they are 
reproduced. 
Number density 
The rate at which an atomic or molecular species, a, is produced in chemical 
reactions per unit volume and time was denoted by CQ. in Chapter 2. Therefore, 
the total number of neutral and ionized particles created per unit volume and 
time, respectively, are 
A / ' n = E ( A . l l ) 
Q, 
neutral 
species 
and 
(A.12) 
ionized 
species 
Mass density 
The rate at which the mass of an atomic or molecular species, TTIQ , is transferred 
from the the ionized to the neutral fluid through the same chemical processes 
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and so is given by 
E ^-rric (A. 13) 
o, 
neutral 
species 
and, similarly for the ions 
n= Yl <^-m^. (A.14) 
ionized 
species 
Conservation of mass requires that Vi = —Vn-
Momentum 
Momentum transfer between the neutral and ionized fluids occurs via reac-
tive ion-neutral collisions, which occurs at a rate A^^^ and elastic ion-neutral 
scattering, which occurs at a rate of .4 '^^ ''''. The source term for momentum 
transfer from the ionized to the neutral, is given by the sum of and 
A^^^: conservation of momentum implies that Aj = — ^ n -
Set 
Ca = E<^ a/3 (A.15) 
where Cap is the rate at which species a is created or destroyed through a 
chemical reaction /9. The rate of momentum transfer resulting from ion-neutral 
collisions is calculated assuming that species a is created or destroyed at the 
centre of mass velocity, Vg'^, of reaction p. 
^ n ° " = E T^af^rUaV^'' (A.16) 
a, 0 
neutral 
species 
Elastic ion-neutral scattering is assumed to occur at a rate of 
ai„ = 2.4l7r ^ (A.17) 
VMin'l'in/ 
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(Osterbrock, 1961), where e is the charge of the electron, is the polarizability 
of the neutral, /iin = MiAin/(Mi + Mn) is the reduced mass of ion-neutral system 
and v\a is the relative velocity of the ion and neutral particles. The cross 
section rate coefficient is 
(aw)in = 2 . 4 l 7 r p ^ (A.18) 
and the transfer of momentum from the ion to the neutral fluid occurs at a 
rate of 
= - ^ M i n ( ^ . - ^ ; n ) (A.19) 
Electron-neutral scattering provides a negligible contribution to momentum 
transfer due to the small mass of the electron. 
Energy 
There are several ways in which energy is assumed to be transferred between 
fluids: as kinetic energy resulting from chemical reactions, B^^"; as enthalpy 
due to formation and destruction processes, as heating or cooling due to 
energy defects of chemical reactions, g^'^ hem. heating or cooling due to 
ion-neutral, electron-neutral and electron-ion scattering, B'~", B^~'^ and B'^~\ 
respectively. The total heating/cooling rate per unit volume and time for each 
of the fluids is given by the sum of these contributions. 
The transfer of mass between the ionized and neutral fluids that occurs as 
a result of chemical reactions also gives rise to a transfer of kinetic energy. 
Kinetic energy is transferred to the neutral fluid at a rate 
^ n ' " = E E C c . 4 " ^ " ^ f ' ' (A-20) 
a, 13 ^ 
neutral 
species 
and to the ionized fluid at a rate 
^ u i n ^ E ECa,lm^vf'\ (A.21) 
a, 0 ^ 
ionized 
species 
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The small electron mass means that the contribution from the electrons is 
negligible. 
The destruction (C„^ < 0) and formation {Cap > 0) of atomic and molecular 
species, for example via dissociation and recombination, results in transfer of 
enthalpy between the ionized and neutral fluids. The destruction and forma-
tion processes should be considered separately and the rate at which enthalpy 
is added to the neutral fluid is given by 
th E 
neutral 
species 
L c^0>o Ca0<O 
(A.22) 
For the ions and electrons the rate of energy input is given by 
th 
E 
ionized 
species 
E lkT„Ca0+ E ^kT.C^P 
Cnfl>0 
and 
ionized CQ/3<0 
species 
(A.23) 
(A.24) 
Cosmic-ray ionization of H results in an injection of non-thermal electrons that 
are subsequently thermalized via collisions. The rate at which this process adds 
energy to the electron fluid is taken to be SEC^p^/v^, where 6E is the mean 
energy per cosmic-ray ionization (Spitzer & Scott, 1969) and C is the cosmic-
ray ionization rate, which is taken to be 5x10 -17 This process is not 
signiflcant in a shock wave but it is included for the sake of completeness. 
The energy defects, Ai?, of chemical processes may also result in the transfer of 
energy between the ionized fluids. The source term for the heating (or cooling) 
of the neutral fluid is 
MB - mo 
Bl chem = E E 
0, 
neutral Ca0>O 
species 
/3 
(A.25) 
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where M/s is the total mass of the products of the reaction jS. The source 
term for the heating (or cooling) of the ion fluid, Sf'"^"', has the same form but 
instead involves a summation over the ionized species. 
Ion-neutral, electron-neutral and electron-ion scattering also give rise to a 
transfer of heat among the fluids. Elastic scattering on the ions heats the 
neutral fluid at the rate 
Bn" = ^ W ) , n ^ ^ { ^ ^ r i - Tn) + l{v, - V,){l,,(,, + ^ n ^ n ) } (A.26) 
and conservation of energy implies that B\~"^ = — BJ,"". The heating of the 
neutral fluid by electron neutral scattering has a similar form but is simplified 
because me < < Hn, 
^ e - n ^ PlLPl^^^^^^2mAk{T, - T J + IfinVniVi - Vn)} (A.27) 
where the scattering cross section is taken to be independent of energy and is 
given by 
M e n = 1 0 - ' M ^ cm^. (A.28) 
y irme J 
Again, conservation of energy implies that Bl~" = —Bl~". Coulomb scattering 
on ions heats the electron fluid at a rate 
(c.f. Spitzer, 1962), where 
A = ^ ( ^ ) ' . (A.30) 
2e3 \ TTpi J 
Cooling of all three fluids can also occur via emission of photons, following col-
lisional excitation. Ro-vibrational transitions of H2 are important for cooling 
the gas while fine-structure transitions of Fe+ in particular and also the atoms 
and ions of C, S, 0, N and Si can play a role in cooling the gas immediately 
after the discontinuity in a J-type shock. These processes are discussed in 
Chapter 3 and further details are given in Appendix C. l . 
Appendix B 
Chemistry 
B . l Initial species abundances 
Table B . l : Initial abundances, relative to nn = 
sidered in the model, in which photoionization 
mantle and core species are labelled with a sin 
spectively. 
10'' cm~^, of all species con-
effects are considered. Grain 
gle and a double asterisk, re-
Species Relative abundance Species Relative abundance 
H 9.645x10-°^ H+ 1.430x10-°^ 
H2 5.000x10-°^ m 2.284x10-12 
He l.OOOxlO-'^i 1.110x10-°^^ 
C 1.480x10"°^ He+ 9.427x10-1° 
CH 1.975x10-08 C+ 6.999x10-°^ 
CH2 4.906x10-°^ CH+ 1.469x10-1'' 
CH3 7.814x10-12 CH+ 5.713x10-13 
CH4 3.908x10-11 CH+ 4.558x10-11 
0 4.453xlG-°5 CH+ 3.776x10-1^ 
O2 1.167x10-°^ CH+ 4.056x10-1" 
OH 3.846x10-°^ 0+ 1.085x10-1'' 
H2O 3.837x10-°^ ot 1.041x10-1" 
CO 7.944x10-"^ 0H+ 9.143x10-1" 
CO2 4.123x10-12 H2O+ 1.103x10-13 
C2 2.325x10-°^ H3O+ 2.828x10-12 
C2H 2.266x10-°^ C0+ 7.657x10-1^ 
C2H2 1.549x10-°^ HC0+ 4.380x10-11 
C3 3.125x10-11 HCO^ 4.080x10-1^ 
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Table B . l : (Continued.) 
Species Relative abundance Species Relative abundance 
C3H 8.470x10-1" C2+ 7.700x10" 15 
C3H2 9.992x10"'° C2H+ 2.730x10- 14 
CH3OH 1.000x10-16 C2H2+ 6.212x10" 12 
H2CO 1.000x10-'^ C2H+ 1.518x10" 14 
HCO2H 1.000x10-'^ 1.032x10" 13 
N 5.234x10"°^ C3H+ 3.681x10" 12 
NH 1.756x10-°^ C3H+ 4.979x10" 13 
NH2 3.437x10-°^ C3H3" 6.132x10" 13 
NHa 3.620x10"'° N+ 1.352x10" 13 
CN 1.867x10"°^ NH+ 7.439x10" 15 
HCN 1.694x10-°^ NH2+ 2.251x10" 13 
HNC 4.986x10"°^ NH3+ 6.928x10" 12 
N2 5.662x10"°^ N H | 4.393x10" 13 
NO 8.966x10"'° CN+ 1.970x10- 15 
S 7.825x10"°*^ C2N+ 1.395x10" 11 
SH 1.375x10-" HCN+ 5.704x10" 14 
H2S 2.633xl0-'2 H2CN+ 6.604x10- 12 
CS 7.189x10-°^ H2NC+ 4.539x10- 14 
SO 7.231x10"'° H2CO+ 2.262x10" 42 
SO2 4.273xl0"'3 N ^ 3.061x10" 15 
OCS 1.321x10""' N2H+ 2.361x10- 12 
Si 1.405x10"'*^ N 0 + 8.792x10" 13 
SiH 1.243x10-'^ HNO+ 2.921x10" 16 
SiH2 2.080 xlO"^'' S+ 6.159x10- 06 
SiHa 1.497x10-^° SH+ 8.963x10" 12 
SiH4 7.146xl0"29 H2S+ 2.353x10" 16 
SiO 8.129x10-'^ H3S+ 8.982x10" 16 
Si02 5.100xl0"23 CS+ 3.327x10" 13 
Mg l.OOOxlO-"' HCS+ 9.775x10- 12 
Fe 6.417x10"°'' S0+ 6.574x10" 12 
FeO 3.341x10"'^ HSO+ 6.224x10" 16 
FeH 9.977x10"'^ HSO^ 2.478x10- 19 
FeOH 9.977x10-'^ HOCS+ 6.300x10- 18 
C54H18 2.418x10"°^ Si+ 1.352x10- 15 
Cs 1.000x10""^ SiH+ 2.551x10- 22 
Cgo 3.072xl0"'2 SiH2+ 3.604x10- 22 
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Table B . l : (Continued.) 
Species Relative abundance Species Relative abundance 
H2O* 1.029x10-"" SiH3+ 4.161x10-2^ 
CO* 8.271x10"°^ SiH4+ 3.109x10-3^ 
CO^ 1.339x10-°^ SiH5+ 1.220x10-33 
CH* 1.549x10-°^ SiO+ 2.044x10-23 
NH^ 1.549x10-°^ SiOH+ 1.634x10-21 
CH3OH* 1.859x10-°^ Fe+ 8.570x10-°' ' 
H2CO* 6.199x10-°'^ FeO+ 9.977x10-1^ 
HCO2H* 7.240x10-°** FeH+ 9.977x10-1^ 
OCS* 2.069x10-°^ FeOH+ 1.987x10-25 
H2S* 3.720x10-°^ C54H18 3.434x10-11 
0** 1.399x10-"" ^ 6 0 2.733x10-1^^ 
Si** 3.370x10"°^ O54 1.000x10-1^ 
Mg** 3.700x10-°^ C54H18 7.583x10-°^ 
Fe** 3.230x10-"^ Oeo 6.796x10-11 
C** 1.629x10-"" O54 1.000x10-16 
B.2 Chemical reactions 
In this Section, all of the chemical reactions included in the model are listed 
as they are in the code. The rate (cm3 s-i) at which a reaction occurs is 
generally given by A; = 7 x (T/300)" x exp(-/3/T), where 7, a and P, respec-
tively, are listed in the flnal three columns. Electrons, grains, photons, cosmic-
ray photons and secondary photons are denoted by ' E L E C T R ' , ' G R A I N ' , 
' P H O T O N ' , 'CRP' and 'SECPHO', respectively. 
H H =H2 8 14D-17 0 5 
H ELECTR =H+ ELECTR ELECTR 9 20D-10 0 5 157890 0 
H2 ELECTR =H2+ ELECTR ELECTR 1 40D-09 0 5 179160 0 
H H+ =H+ H+ ELECTR 1 30D-13 0 5 157890 0 
H H3+ =H3+ H+ ELECTR 1 30D-13 0 5 157890 0 
H He+ =He+ H+ ELECTR 1 30D-13 0 5 157890 0 
H H30+ =H30+ H+ ELECTR 1 30D-13 0 5 157890 0 
H H3S+ =H3S+ H+ ELECTR 1 30D-13 0 5 157890 0 
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H HCO+ =HCO+ H+ ELECTR 1 30D- 13 0 5 157890 0 
H Fe+ =Fe+ H+ ELECTR 1 30D- 13 0 5 157890 0 
H NH3+ =NH3+ H+ ELECTR 1 30D- 13 0 5 157890 0 
H NH4+ =NH4+ H+ ELECTR 1 30D- 13 0 5 157890 0 
H S+ =S+ H+ ELECTR 1 30D- 13 0 5 157890 0 
H SiOH+ =SiOH+ H+ ELECTR 1 30D- 13 0 5 157890 0 
H 02+ =02+ H+ ELECTR 1 30D- 13 0 5 157890 0 
H2 H+ =H+ H2+ ELECTR 1 lOD- 13 0 5 179160 0 
H2 H3+ =H3+ H2+ ELECTR 1 lOD- 13 0 5 179160 0 
H2 He+ =He+ H2+ ELECTR 1 lOD- 13 0 5 179160 0 
H2 H30+ =H30+ H2+ ELECTR 1 lOD- 13 0 5 179160 0 
H2 H3S+ =H3S+ H2+ ELECTR 1 lOD- 13 0 5 179160 0 
H2 HCO+ =HCO+ H2+ ELECTR 1 lOD- 13 0 5 179160 0 
H2 Fe+ =Fe+ H2+ ELECTR 1 lOD- 13 0 5 179160 0 
H2 NH3+ =NH3+ H2+ ELECTR 1 lOD- 13 0 5 179160 0 
H2 NH4+ =NH4+ H2+ ELECTR 1 lOD- 13 0 5 179160 0 
H2 S+ =S+ H2+ ELECTR 1 lOD- 13 0 5 179160 0 
H2 SiOH+ =SiOH+ H2+ ELECTR 1 lOD- 13 0 5 179160 0 
H2 02+ =02+ H2+ ELECTR 1 lOD- 13 0 5 179160 0 
He H+ =H+ He+ ELECTR 1 lOD- 13 0 5 285328 0 
He H3+ =H3+ He+ ELECTR 1 lOD- 13 0 5 285328 0 
He He+ =He+ He+ ELECTR 1 lOD- 13 0 5 285328 0 
He H30+ =H30+ He+ ELECTR 1 lOD-13 0 5 285328 0 
He H3S+ =H3S+ He+ ELECTR 1 lOD-13 0 5 285328 0 
He HCO+ =HCO+ He+ ELECTR 1 lOD-13 0 5 285328 0 
He Fe+ =Fe+ He+ ELECTR 1 lOD-13 0 5 285328 0 
He NH3+ =NH3+ He+ ELECTR 1 lOD- 13 0 5 285328 0 
He NH4+ =NH4+ He+ ELECTR 1 lOD-13 0 5 285328 0 
He S+ =S+ He+ ELECTR 1 lOD-13 0 5 285328 0 
He SiOH+ =SiOH+ He+ ELECTR 1 lOD-13 0 5 285328 0 
He 02+ =02+ He+ ELECTR 1 lOD-13 0 5 285328 0 
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H2 ELECTR =ELECTR H H 2 .00D-09 0 .5 116300 0 
H2 H =H H H 1 .000-10 0 .0 52000 .0 
H2 He =He H H 1 .OOD-11 0 .0 52000 .0 
H2 H2 =H2 H H 1 .25D-11 0 .0 52000 0 
H2 H+ =H+ H H 3 .OOD-11 0 .5 52000 0 
H2 H3+ =H3+ H H 3 .OOD-11 0 .5 52000 0 
H2 He+ =He+ H H 3 OOD-11 0 .5 52000 0 
H2 H30+ =H30+ H H 3 OOD-11 0 .5 52000 0 
H2 H3S+ =H3S+ H H 3 OOD-11 0 5 52000 0 
H2 HCO+ =HCO+ H H 3 OOD-11 0 5 52000 0 
H2 Fe+ =Fe+ H H 3 OOD-11 0 5 52000 0 
H2 NH3+ =NH3+ H H 3 OOD-11 0 5 52000 0 
H2 NH4+ =NH4+ H H 3 OOD-11 0 5 52000 0 
H2 S+ =S+ H H 3 OOD-11 0 5 52000 0 
H2 SiOH+ =SiOH+ H H 3 OOD-11 0 5 52000 0 
H2 02+ =02+ H H 3 OOD-11 0 5 52000 0 
C54H18 ELECTR =C54H18- PHOTON 1 OOD-07 0 00 0 0 
C54H18+ ELECTR =C54H18 PHOTON 3 30D-06 -0 50 0 0 
C54H18+ C54H18--=C54H18 C54H18 3 OOD-09 -0 50 0 0 
C54H18- H+ =C54H18 H 7 50D-08 -0 50 0 0 
C54H18- H3+ =C54H18 H2 H 2 20D-08 -0 50 0 0 
C54H18- H3+ =C54H18 H H H 2 20D-08 -0 50 0 0 
C54H18- He+ =C54H18 He 3 80D-08 -0 50 0 0 
C54H18- C+ =C54H18 C 2 20D-08 -0 50 0 0 
C54H18- H30+ =C54H18 H20 H 1 70D-08 -0 50 0 0 
C54H18- H3S+ =C54H18 H2S H 1 30D-08 -0 50 0 0 
C54H18- NH4+ =C54H18 NHS H 1. 80D-08 -0 50 0. 0 
C54H18- HCO+ =C54H18 CO H 1. 40D-08 -0. 50 0. 0 
C54H18- HCS+ =C54H18 CS H 1. lOD-08 -0. 50 0. 0 
C54H18- Si+ =C54H18 S i 1. 40D-08 -0. 50 0. 0 
C54H18- Fe+ =C54H18 Fe 1. OOD-08 -0. 50 0. 0 
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C54H18- S+ =C54H18 S 1 .30D-08 -0 .50 0 .0 
C54H18 H+ =C54H18+ H 4 .40D-09 0 .00 0 .0 
C54H18 H3+ =C54H18+ H2 H 1 .30D-09 0 .00 0 .0 
C54H18 H3+ =C54H18+ H H H 1 .SOD-09 0 .00 0 .0 
C54H18 He+ =C54H18+ He 2 .20D-09 0 .00 0 .0 
C54H18 C+ =C54H18+ C 1 .SOD-09 0 .00 0 .0 
C54H18 H30+ =C54H18+ H20 H 1 .OOD-09 0 .00 0 .0 
C54H18 H3S+ =C54H18+ H2S H 7 .400-10 0 .00 0 .0 
C54H18 NH4+ =C54H18+ NHS H 1 .OOD-09 0 .00 0 .0 
C54H18 HCO+ =C54H18+ CO H 8 .20D-10 0 .00 0 .0 
C54H18 HCS+ =C54H18+ CS H 6 500-10 0 00 0 .0 
C54H18 Si+ =C54H18+ S i 8 SOD-10 0 00 0 0 
C54H18 Fe+ =C54H18+ Fe 5 90D-10 0 00 0 0 
C54H18 S+ =C54H18+ S 7 80D-10 0 00 0 0 
C54H18- H =C54H18 H ELECTR 3 SOD-09 0 00 5500 0 
C54H18- C =C54H18 C ELECTR 9 60D-10 0 00 5500 0 
C54H18- CH =C54H18 CH ELECTR 9 60D-10 0 00 5500 0 
C54H18- 0 =C54H18 0 ELECTR 8 SOD-10 0 00 5500 0 
C54H18- OH =C54H18 OH ELECTR 8 SOD-10 0 00 5500 0 
C54H18 SECPHO =C54H18+ ELECTR 2 OOD+04 0 00 140000 0 
C54H18- SECPHO =C54H18 ELECTR 2 OOD+04 0 00 140000 0 
C60 ELECTR =C60- PHOTON 6 900D-5 0 50 0 0 
C60- H+ =C60 H 1 60D-06 0 50 0 0 
C60- H3+ =C60 H2 H 4 61D-07 0 50 0 0 
C60- H3+ =C60 H H H 4 61D-07 0 50 0 0 
C60- He+ =C60 He 8. OOD-07 0 50 0 0 
C60- C+ =C60 C 4. 61D-07 0 50 0. 0 
C60- H30+ =C60 H20 H 3. 66D-07 0. 50 0. 0 
C60- H3S+ =C60 H2S H 2. 70D-07 0. 50 0. 0 
C60- NH4+ =C60 NHS H 3. 76D-07 0. 50 0. 0 
C60- HCO+ =C60 CO H 2. 96D-07 0. 50 0. 0 
Appendix B. Chemistry 147 
C60- HCS+ =C60 CS H 2 .38D-07 0 .50 0 .0 
C60- Si+ =C60 Si 3 .OlD-07 0 .50 0 .0 
C60- Fe+ =C60 Fe 2 .13D-07 0 .50 0 .0 
C60- S+ =C60 S 2 .82D-07 0 .50 0 .0 
C60 H+ =C60+ H 1 .60D-06 0 .50 0 .0 
C60 H3+ =C60+ H2 H 4 .61D-07 0 .50 0 .0 
C60 H3+ =C60+ H H H 4 .61D-07 0 .50 0 .0 
C60 He+ =C60+ He 8 .OOD-07 0 .50 0 .0 
C60 C+ =C60+ C 4 .61D-07 0 .50 0 .0 
C60 H30+ =C60+ H20 H 3 .66D-07 0 .50 0 .0 
C60 H3S+ =C60+ H2S H 2 .70D-07 0 .50 0 .0 
C60 NH4+ =C60+ NH3 H 3 76D-07 0 .50 0 .0 
C60 HCO+ =C60+ CO H 2 96D-07 0 50 0 0 
C60 HCS+ =C60+ CS H 2 38D-07 0 50 0 0 
C60 Si+ =C60+ S i 3 OlD-07 0 50 0 0 
C60 Fe+ =C60+ Fe 2 13D-07 0 50 0 0 
C60 S+ =C60+ S 2 82D-07 0 50 0 0 
C60+ ELECTR =C60 PHOTON 6 900D-5 0 50 0 0 
C60 SECPHO =C60+ ELECTR 0 63D+08 0 00 140000 0 
C60- SECPHO =C60 ELECTR 0 41D+09 0 00 140000 0 
C60- C60 =C60 C54- C6 7 OOOD-7 0 50 200000 0 
C60+ C60 =C60 C54+ C6 7 OOOD-7 0 50 200000 0 
H CRP =H+ ELECTR 4 60D-01 0 00 0 0 
He CRP =He+ ELECTR 5 OOD-01 0 00 0 0 
H2 CRP =H+ H ELECTR 4. OOD-02 0. 00 0 0 
H2 CRP =H H 1. 50D+00 0. 00 0. 0 
H2 CRP =H2+ ELECTR 9. 60D-01 0. 00 0. 0 
C CRP =C+ ELECTR 1. 80D+00 0. 00 0. 0 
0 CRP =0+ ELECTR 2. 80D+00 0. 00 0. 0 
C SECPHO =C+ ELECTR 1. 02D+03 0. 00 140000. 0 
CH SECPHO =C H 1. 46D+03 0. 00 140000. 0 
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CH4 SECPHO =CH3 H 4 .68D+03 0 .00 140000 .0 
CH+ SECPHO =C H+ 3 .52D+02 0 .00 140000 .0 
OH SECPHO =0 H 1 .02D+03 0 .00 140000 .0 
H20 SECPHO =0H H 1 .94D+03 0 .00 140000 .0 
02 SECPHO =02+ ELECTR 2 34D+02 0 .00 140000 .0 
02 SECPHO =0 0 1 50D+03 0 .00 140000 .0 
C02 SECPHO =C0 0 3 42D+03 0 .00 140000 .0 
C2 SECPHO =C C 4 74D+02 0 .00 140000 .0 
C2H SECPHO =C2 H 8 16D+03 0 .00 140000 0 
C2H2 SECPHO =C2H H 1 03D+04 0 00 140000 0 
C2H2 SECPHO =C2H2+ ELECTR 2 62D+03 0 .00 140000 0 
C3 SECPHO =C2 C 2 24D+03 0 00 140000 0 
C3H SECPHO =C3 H 8 16D+03 0 00 140000 0 
C3H2 SECPHO =C3H H 8 16D+03 0 00 140000 0 
CO SECPHO =C 0 6 80D+02 1 20 140000 0 
0 H2 =0H H 1 55D-13 2 80 2980 0 
CO H =0H C 1 lOD-10 0 50 77700 0 
02 H =0H 0 1 63D-09 -0 90 8750 0 
OH H =0 H2 7 OOD-14 2 80 1950 0 
OH H2 =H20 H 9 54D-13 2 00 1490 0 
H20 H =0H H2 5 24D-12 1 90 9265 0 
C H2 =CH H 1 16D-09 0 50 14100 0 
C H =CH PHOTON 1 OOD-17 0 00 0 0 
CH H2 =CH2 H 2 38D-10 0 00 1760 0 
CH2 H2 =CH3 H 5. 18D-11 0 17 6400 0 
CH3 H2 =CH4 H 3. OOD-10 0 00 5460 0 
C2 H2 =C2H H 1. 60D-10 0. 00 1419. 0 
C2H H2 =C2H2 H 1. 14D-11 0. 00 950. 0 
CH H =C H2 1. 16D-09 0. 50 2200. 0 
CH2 H =CH H2 4. 70D-10 0. 00 370. 0 
CH3 H =CH2 H2 5. 18D-11 0. 17 5600. 0 
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CH4 H =CH3 H2 3 .OOD-IO 0 .00 6560 0 
02 C =C0 0 3 .30D-11 0 .50 0 .0 
OH CO =C02 H 4 .400-13 -1 .15 390 0 
OH C =C0 H 3 .lOD-11 -0 .36 0 .0 
OH 0 =02 H 3 .lOD-11 -0 .36 0 .0 
CH 0 =HCO+ ELECTR 2 .40D-14 0 .50 0 0 
CH 0 =C0 H 9 .50D-11 0 .50 0 0 
CH2 0 =C0 H H 2 .OOD-11 0 50 0 0 
CH3 0 =C0 H2 H 1 80D-10 0 50 0 0 
C2 0 =C0 C 5 OOD-11 0 50 0 0 
C2H 0 =C0 CH 1 OOD-10 0 00 250 0 
C3 0 =C0 C2 5 OOD-11 0 50 0 0 
C3H 0 =C2H CO 5 OOD-11 0 50 0 0 
C3H2 0 =C2H2 CO 5 OOD-11 0 50 0 0 
C+ H =CH+ PHOTON 7 OOD-17 0 00 0 0 
C+ H2 =CH2+ PHOTON 5 OOD-16 0 00 0 0 
C+ H2 =CH+ H 1 50D-10 0 00 4640 0 
CH+ H =C+ H2 1 50D-10 0 00 0 0 
CH+ H2 =CH2+ H 1 20D-09 0 00 0 0 
CH2+ H =CH+ H2 1 20D-09 0 00 2700 0 
CH2+ H2 =CH3+ H 7 OOD-10 0 00 0 0 
CH3+ H =CH2+ H2 7 OOD-10 0 00 10560 0 
CH3+ H2 =CH5+ PHOTON 6 OOD-15 0 00 0 0 
CH3+ H2 =CH4+ H 2 OOD-10 0 00 32500 0 
CH4+ H =CH3+ H2 2 OOD-10 0 00 0 0 
CH4+ H2 =CH5+ H 4 OOD-11 0 00 0 0 
CH5+ H =CH4+ H2 4 OOD-11 0 00 2200 0 
H+ ELECTR =H PHOTON 2 90D-12 -0 74 0 0 
H2+ ELECTR =H H 1 60D-08 -0 43 0 0 
He+ ELECTR =He PHOTON 4 500-12 -0. 67 0 0 
H3+ ELECTR =H2 H 1 50D-07 -0. 50 0. 0 
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c+ ELECTR =C PHOTON 4 .40D-12 -0 .61 0 .0 
CH+ ELECTR =C H 1 .50D-07 -0 .42 0 .0 
CH2+ ELECTR =C H2 1 .25D-07 -0 .50 0 .0 
CH2+ ELECTR =CH H 1 .25D-07 -0 .50 0 .0 
CH3+ ELECTR =CH2 H 1 .75D-07 -0 .50 0 .0 
CH3+ ELECTR =CH H2 1 .75D-07 -0 .50 0 .0 
CH4+ ELECTR =CH3 H 3 .OOD-07 -0 .50 0 .0 
CH4+ ELECTR =CH2 H H 3 .OOD-07 -0 .50 0 .0 
CH5+ ELECTR =CH H2 H2 8 .75D-08 -0 .30 0 .0 
CH5+ ELECTR =CH2 H2 H 8 .75D-08 -0 .30 0 .0 
CH5+ ELECTR =CH3 H2 8 .75D-08 -0 .30 0 .0 
CH5+ ELECTR =CH4 H 8 .75D-08 -0 .30 0 0 
H+ H2 =H2+ H 6 .40D-10 0 00 21300 0 
H2+ H =H+ H2 6 40D-10 0 00 0 0 
H2+ H2 =H3+ H 2 lOD-09 0 00 0 0 
H3+ H =H2+ H2 2 lOD-09 0 00 20000 0 
H+ 0 =0+ H 6 OOD-10 0 00 227 0 
H+ OH =0H+ H 2 lOD-09 0 00 0 0 
H+ 02 =02+ H 1 20D-09 0 00 0 0 
H+ H20 =H20+ H 8 20D-09 0 00 0 0 
H+ CH =CH+ H 1 90D-09 0 00 0 0 
H+ CH2 =CH+ H2 1 40D-09 0 00 0 0 
H+ CH2 =CH2+ H 1 40D-09 0 00 0 0 
H+ CH3 =CH3+ H 3 40D-09 0 00 0 0 
H+ CH4 =CH3+ H2 2 28D-09 0 00 0. 0 
H+ CH4 =CH4+ H 1. 52D-09 0. 00 0. 0 
H+ C02 =HCO+ 0 4. 20D-09 0. 00 0. 0 
H2+ C =CH+ H 2. 400-09 0. 00 0. 0 
H2+ 0 =0H+ H 1. 50D-09 0. 00 0. 0 
H2+ CO =HCO+ H 2. 160-09 0, 00 0. 0 
H2+ CO =C0+ H2 6. 440-10 0. 00 0. 0 
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H2+ OH =0H+ H2 7 .60D-10 0 .00 0 .0 
H2+ H20 =H20+ H2 3 .90D-09 0 .00 0 .0 
H2+ H20 =HSO+ H 3 .40D-09 0 .00 0 .0 
H2+ CH =CH+ H2 7 .lOD-10 0 .00 0 .0 
H2+ CH =CH2+ H 7 .lOD-10 0 .00 0 .0 
H2+ CH2 =CH3+ H 1 .OOD-09 0 .00 0 .0 
H2+ CH2 =CH2+ H2 1 .OOD-09 0 .00 0 .0 
HS+ 0 =0H+ H2 8 .OOD-10 0 .00 0 0 
H3+ OH =H20+ H2 1 30D-09 0 .00 0 0 
H3+ CO =HCO+ H2 1 70D-09 0 .00 0 0 
HS+ C02 =HC02+ H2 2 OOD-09 0 00 0 0 
HS+ H20 =H30+ H2 4 SOD-09 0 00 0 0 
HS+ C =CH+ H2 2 OOD-09 0 00 0 0 
HS+ CH =CH2+ H2 1 20D-09 0 00 0 0 
HS+ CH2 =CH3+ H2 1 70D-09 0 00 0 0 
HS+ CHS =CH4+ H2 2 lOD-09 0 00 0 0 
H3+ CH4 =CH5+ H2 1 90D-09 0 00 0 0 
He+ H2 =H+ H He 1 lOD-13 -0 24 0 0 
He+ OH =0H+ He 5 50D-10 0 00 0 0 
He+ OH =0+ H He 5 50D-10 0 00 0 0 
He+ H20 =0H+ H He 2 SOD-10 -0 94 0 0 
He+ H20 =H20+ He 4 86D-11 -0 94 0 0 
He+ H20 =H+ OH He 1 64D-10 -0 94 0 0 
He+ CO =C+ 0 He 1 50D-09 0 00 0 0 
He+ 02 =0+ 0 He 1 OOD-09 0 00 0 0 
He+ C02 =C0+ 0 He 7 70D-10 0 00 0 0 
He+ C02 =0+ CO He 1 80D-10 0 00 0 0 
He+ C02 =C+ 02 He 4. OOD-11 0 00 0. 0 
He+ CH =C+ H He 1. lOD-09 0 00 0. 0 
He+ CH2 =C+ H2 He 7. 50D-10 0. 00 0. 0 
He+ CH2 =CH+ H He 7. 50D-10 0. 00 0. 0 
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He+ CH3 =CH+ H2 He 9 .OOD-10 0 .00 0 .0 
He+ CHS =CH2+ H He 9 .OOD-10 0 .00 0 .0 
He+ CH4 =H+ CHS He 4 .OOD-10 0 .00 0 .0 
He+ CH4 =CH+ H2 H He 2 .56D-10 0 .00 0 0 
He+ CH4 =CH2+ H2 He 8 .48D-10 0 00 0 0 
He+ CH4 =CH3+ H He 8 .OOD-11 0 00 0 0 
He+ CH4 =CH4+ He 1 60D-11 0 00 0 0 
C+ OH =C0+ H 8 OOD-10 0 00 0 0 
C+ OH =H+ CO 8 OOD-10 0 00 0 0 
C+ H20 =HCO+ H 2 43D-09 -0 63 0 0 
C+ 02 =0+ CO 5 15D-10 0 00 0 0 
C+ 02 =C0+ 0 3 15D-10 0 00 0 0 
C+ C02 =C0+ CO 1 lOD-09 0 00 0 0 
C+ CH =C2+ H 3 80D-10 0 00 0 0 
C+ CH =CH+ C 3 80D-10 0 00 0 0 
C+ CH2 =CH2+ C 5 20D-10 0 00 0 0 
C+ CH2 =C2H+ H 5 20D-10 0 00 0 0 
C+ CH4 =C2H2+ H2 3 25D-10 0 00 0 0 
C+ CH4 =C2H3+ H 9 75D-10 0 00 0 0 
0+ H =H+ 0 6 OOD-10 0 00 0 0 
0+ H2 =0H+ H 1 20D-09 0 00 0 0 
02+ C =C0+ 0 5 20D-11 0 00 0 0 
02+ C =C+ 02 5 20D-11 0 00 0 0 
0H+ H2 =H20+ H 1 OlD-09 0 00 0 0 
H20+ H2 =H30+ H 8 30D-10 0 00 0 0 
H30+ H =H20+ H2 6 lOD-10 0 00 20500. 0 
H30+ C =HCO+ H2 1 OOD-11 0. 00 0. 0 
H30+ CH =CH2+ H20 6. 80D-10 0. 00 0. 0 
H30+ CH2 =CH3+ H20 9. 40D-10 0. 00 0. 0 
0+ ELECTR =0 PHOTON 3. 400-12 -0. 64 0. 0 
02+ ELECTR =0 0 1. 95D-07 -0. 70 0. 0 
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0H+ ELECTR =0 H 3 .750-08 -0 .50 0 .0 
H20+ ELECTR =0H H 3 .150-07 -0 .50 0 .0 
H30+ ELECTR =0H H2 8 .450-07 -0 .50 0 .0 
H30+ ELECTR =H20 H 4 .550-07 -0 .50 0 0 
CH3+ 0 =HCO+ H2 3 .100-10 0 .00 0 0 
CH3+ 0 =H3+ CO 1 .300-11 0 .00 0 0 
CH5+ 0 =H30+ CH2 2 .160-10 0 .00 0 0 
CH5+ CO =HCO+ CH4 9 900-10 0 .00 0 0 
CH5+ H20 =H30+ CH4 3 70D-09 0 .00 0 0 
C0+ H2 =HCO+ H 1 300-09 0 00 0 0 
C0+ H =H+ CO 7 500-10 0 00 0 0 
HCO+ H =C0+ H2 1 300-09 0 00 24500 0 
HCO+ C =CH+ CO 1 lOD-09 0 00 0 0 
HCO+ CH =CH2+ CO 6 300-10 0 00 0 0 
HCO+ CH2 =CH3+ CO 8 600-10 0 00 0 0 
HCO+ CH3 =CH4+ CO 1 400-09 0 00 9060 0 
HCO+ CH4 =CH5+ CO 9 900-10 0 00 4920 0 
HCO+ H20 =H30+ CO 2 500-09 0 00 0 0 
HCO+ 02 =HC02+ 0 1 000-09 0 00 1450 0 
HC02+ 0 =HCO+ 02 1 000-09 0 00 0 0 
HCO+ OH =HC02+ H 1 000-09 0 00 0 0 
HC02+ H =HCO+ OH 1 000-09 0 00 7500 0 
HC02+ CO =HCO+ C02 1 000-09 0 00 0 0 
HCO+ C02 =HC02+ CO 1 000-09 0 00 5000 0 
HC02+ CH4 =CH5+ C02 7 80D-10 0 00 0 0 
C0+ ELECTR =C 0 1 000-07 -0 46 0 0 
HCO+ ELECTR =C0 H 2 400-07 -0 69 0 0 
HC02+ ELECTR =C02 H 2 240-07 -0 50 0. 0 
HC02+ ELECTR =C0 OH 1. 160-07 -0. 50 0. 0 
C2+ H2 =C2H+ H 1. 400-09 0. 00 0. 0 
C2+ H2 =H+ C2H 1. 500-09 0. 00 1260. 0 
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C2H+ H2 =C2H2+ H 1 .70D-09 0 .00 0 0 
C2H2+ H2 =C2H3+ H 5 .OOD-10 0 .00 800 0 
C2+ ELECTR =C C 3 .OOD-07 -0 .50 0 0 
C2H+ ELECTR =C2 H 1 .35D-07 -0 .50 0 0 
C2H+ ELECTR =CH C 1 .35D-07 -0 .50 0 0 
C2H2+ ELECTR =C2H H 1 50D-07 -0 .50 0 0 
C2H2+ ELECTR =CH CH 1 50D-07 -0 .50 0 0 
C2H3+ ELECTR =C2H H2 1 35D-07 -0 .50 0 0 
C2H3+ ELECTR =CH2 CH 1 35D-07 -0 .50 0 0 
C2H3+ ELECTR =C2H2 H 3 OOD-08 -0 .50 0 0 
C3+ H2 =C3H+ H 3 OOD-10 0 .00 0 0 
C3H+ H2 =C3H2+ H 1 OOD-09 0 .00 500 0 
C3H+ H2 =C3H3+ PHOTON 3 OOD-13 1.0 0 0 
C3H2+ H2 =C3H3+ H 1 OOD-10 0 .00 2000 0 
C3+ ELECTR =C2 C 3 OOD-07 -0 .50 0 0 
C3H+ ELECTR =C2 CH 1 50D-07 -0 50 0 0 
C3H+ ELECTR =C2H C 1 50D-07 -0 50 0 0 
C3H2+ ELECTR =C3H H 1 50D-07 -0 50 0 0 
C3H2+ ELECTR =C2H CH 1 50D-07 -0 50 0 0 
C3H3+ ELECTR =C3H2 H 1 50D-07 -0 50 0 0 
C3H3+ ELECTR =C2H2 CH 1 50D-07 -0 50 0 0 
H+ C2 =C2+ H 3 lOD-09 0 00 0 0 
H+ C2H =C2+ H2 1 500-09 0 00 0 0 
H+ C2H =C2H+ H 1 50D-09 0 00 0 0 
H+ C2H2 =C2H+ H2 2 OOD-09 0 00 0 0 
H+ C2H2 =C2H2+ H 2 OOD-09 0 00 0 0 
H+ C3H =C3+ H2 2 OOD-09 0 00 0 0 
H+ C3H =C3H+ H 2 OOD-09 0 00 0 0 
H+ C3H2 =C3H+ H2 2 OOD-09 0 00 0 0 
H+ C3H2 =C3H2+ H 2 OOD-09 0 00 0 0 
He+ C2H =C+ CH He 5. lOD-10 0 00 0. 0 
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He+ C2H =CH+ C He 5, , lOD-10 0, ,00 0. ,0 
He+ C2H =C2+ H He 5, , lOD-10 0. ,00 0, ,0 
He+ C2H2 =CH+ CH He 7, .70D-10 0. ,00 0, ,0 
He+ C2H2 =C2+ H2 He 1, .61D-09 0. ,00 0, ,0 
He+ C2H2 =C2H+ H He 8, ,75D-10 0, ,00 0, ,0 
He+ C2H2 =C2H2+ He 2, .45D-10 0, ,00 0, ,0 
He+ CSH =C3+ H He 2 .OOD-09 0, ,00 0, ,0 
He+ C3H2 =CSH+ H He 1, ,OOD-09 0, ,00 0, ,0 
He+ C3H2 =C3+ H2 He 1 .OOD-09 0 ,00 0, ,0 
H3+ C2H =C2H2+ H2 1, .70D-09 0, ,00 0, .0 
HS+ C2H2 =C2H3+ H2 2 .90D-09 0 ,00 0 ,0 
HS+ CSH =CSH2+ H2 2 ,OOD-09 0 ,00 0 .0 
HS+ CSH2 =CSHS+ H2 2 .OOD-09 0 ,00 0 .0 
C+ C2H =CS+ H 1 .OOD-09 0 .00 0 .0 
C+ C2H2 =C3H+ H 2 .20D-09 0 ,00 0 .0 
HCO+ C2H =C2H2+ CO 7 .80D-10 0 .00 0 .0 
HCO+ C2H2 =C2H3+ CO 1 .360-09 0 .00 0 .0 
HCO+ CSH =C3H2+ CO 1 .400-09 0 .00 0 .0 
HCO+ C3H2 =CSHS+ CO 1 ,400-09 0 ,00 0 ,0 
HSO+ C2H =C2H2+ H20 2 ,200-10 0 ,00 4100, ,0 
H30+ C2H2 =C2H3+ H20 1 ,000-09 0 ,00 7330, ,0 
HSO+ CSH =C3H2+ H20 2, ,OOD-09 0, ,00 0, ,0 
H30+ C3H2 =CSH3+ H20 3, .OOD-09 0, ,00 0, ,0 
C2H2+ H20 =HSO+ C2H 2, ,20D-10 0, ,00 0, ,0 
C2H3+ H20 =H30+ C2H2 1. ,llD-09 0, ,00 0, ,0 
CSH+ H20 =HCO+ C2H2 2, ,480-10 0, ,00 0, ,0 
C3H+ H20 =C2H3+ CO 2, ,020-10 0, ,00 0, ,0 
H+ Fe =Fe+ H 7, ,400-09 0, ,00 0, ,0 
H3+ Fe =Fe+ H2 H 4, ,900-09 0, ,00 0, ,0 
C+ Fe =Fe+ C 2, ,600-09 0, ,00 0, ,0 
HCO+ Fe =Fe+ CO H 1, ,900-09 0, ,00 0, ,0 
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H30+ Fe =Fe+ H20 H 3 .lOD-09 0 .00 0 .0 
02+ Fe =Fe+ 02 1 .lOD-09 0 .00 0 .0 
Fe+ ELECTR =Fe PHOTON 3 .70D-12 -0 .65 0 .0 
N CRP =N+ ELECTR 2 .lOE+00 0 .00 0 .0 
CN SECPHO =C N 2 .12D+04 0 .00 140000 .0 
HCN SECPHO =CN H 6 .23D+03 0 .00 140000 .0 
HNC SECPHO =CN H 6 .23D+03 0 .00 140000 .0 
NH2 SECPHO =NH H 1 .60D+02 0 .00 140000 .0 
NH2 SECPHO =NH2+ ELECTR 1 .30D+03 0 .00 140000 .0 
NHS SECPHO =NH2 H 2 .63D+03 0 .00 140000 .0 
H3 SECPHO =NH H2 1 .08D+03 0 .00 140000 0 
NHS SECPHO =NH3+ ELECTR 1 .15D+03 0 .00 140000 0 
NO SECPHO =N 0 9 64D+02 0 00 140000 0 
NO SECPHO =N0+ ELECTR 9 88D+02 0 00 140000 0 
N H2 =NH H 8 66D-10 0 50 14600 0 
NH H2 =NH2 H 5 25D-12 0 79 6700 0 
NH2 H2 =NH3 H 6 22D-11 0 50 6300 0 
CN H2 =HCN H 3 53D-13 3 31 756 0 
NH H =N H2 8 66D-10 0 50 2400 0 
NH2 H =NH H2 5 25D-12 0 79 2200 0 
NHS H =NH2 H2 6 22D-11 0 50 5700 0 
NH 0 =0H N 2 90D-11 0 50 0 0 
NH2 0 =NH OH 3 50D-12 0 50 0 0 
NHS 0 =NH2 OH 2 50D-12 0 00 3020 0 
CN 0 =C0 N 1 80D-11 0 50 50. 0 
NHS OH =NH2 H20 2. 30D-12 0. 00 800. 0 
NH C =CN H 1. lOD-10 0. 50 0. 0 
CH N =CN H 2. lOD-11 0. 00 0. 0 
CN N =N2 C 7. 30D-10 0. 00 4500. 0 
NH N =N2 H 5. OOD-11 0. 50 0. 0 
OH N =N0 H 5. 30D-11 0. 00 50. 0 
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02 N =N0 0 3 .300-12 1 .00 3150 .0 
NO C =CN 0 1 .lOD-10 0 .50 0 .0 
NO N =N2 0 3 .400-11 0 .00 50 .0 
NO 0 =02 N 7 .500-13 1 .00 16000 .0 
HNC H =HCN H 1 .000-10 0 .50 200 .0 
HNC 0 =C0 NH 2 .000-10 0 .50 200 .0 
HNC OH =H20 CN 2 .000-10 0 .50 200 .0 
HNC 02 =C02 NH 2 .000-11 0 .50 2000 .0 
NH2 C =HNC H 2 .000-11 0 .50 0 .0 
CH2 N =HCN H 2 .000-11 0 .50 0 .0 
CH3 N =HCN H2 2 .000-11 0 .50 0 .0 
CH5+ HNC =C2H3+ NH3 1 .000-09 0 .00 0 .0 
CH5+ HCN =C2H3+ NH3 1 .000-09 0 00 5120 0 
N+ H2 =NH+ H 8 400-10 0 00 168 5 
NH+ H2 =NH2+ H 1 270-09 0 00 0 0 
NH+ H2 =H3+ N 2 250-10 0 00 0 0 
NH2+ H2 =NH3+ H 2 700-10 0 00 0 0 
NH3+ H2 =NH4+ H 2 400-12 0 00 0 0 
NH+ H =N+ H2 6 520-10 0 00 0 0 
NH2+ H =NH+ H2 1 270-09 0 00 24000 0 
NH3+ H =NH2+ H2 2 250-10 0 00 12800 0 
NH4+ H =NH3+ H2 1 000-09 0 00 11000 0 
CN+ H2 =HCN+ H 1 OOD-09 0 00 0 0 
HCN+ H =CN+ H2 1 000-09 0 00 15800 0 
HCN+ H2 =H2CN+ H 9 80D-10 0. 00 0 0 
H2CN+ H =HCN+ H2 9. 800-10 0. 00 34400. 0 
N2+ H2 =N2H+ H 2. 000-09 0. 24 0. 0 
N2H+ H =N2+ H2 2. 100-09 0. 00 30300. 0 
N2H+ H2 =H3+ N2 1. 800-09 0. 00 8300. 0 
H+ HNC =H+ HCN 1. 000-09 0. 00 0, 0 
H+ HCN =H+ HNC 1. 000-09 0. 00 7850. 0 
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H+ NH =NH+ H 2 .100-09 0 .00 0 .0 
H+ NH2 =NH2+ H 2 .90D-09 0 .00 0 .0 
H+ NH3 =NH3+ H 5 .20D-09 0 .00 0 .0 
H+ CN =CN+ H 2 .lOD-09 0 .00 6150 .0 
H+ HCN =HCN+ H 1 .lOD-08 0 .00 0 .0 
H+ NO =N0+ H 1 .90D-09 0 .00 0 .0 
He+ NH =N+ H He 1 .lOD-09 0 .00 0 .0 
He+ NH2 =NH+ H He 8 .OOD-10 0 .00 0 .0 
He+ NH2 =N+ H2 He 8 .OOD-10 0 .00 0 .0 
He+ NHS =NH3+ He 2 .640-10 0 .00 0 .0 
He+ NH3 =NH2+ H He 1 .76D-09 0 .00 0 .0 
He+ NH3 =NH+ H2 He 1 .76D-10 0 00 0 0 
He+ CN =C+ N He 8 80D-10 0 00 0 0 
He+ CN =N+ C He 8 80D-10 0 00 0 0 
He+ HCN =CN+ H He 1 46D-09 0 00 0 0 
He+ HCN =CH+ N He 6 20D-10 0 00 0 0 
He+ HCN =C+ NH He 7 75D-10 0 00 0 0 
He+ HCN =N+ CH He 2 48D-10 0 00 0 0 
He+ HNC =CN+ H He 1 55D-09 0 00 0 0 
He+ HNC =C+ NH He 1 55D-09 0 00 0 0 
He+ N2 =N+ N He 7 92D-10 0 00 0 0 
He+ N2 =N2+ He 4 08D-10 0 00 0 0 
He+ NO =N+ 0 He 1 38D-09 0 00 0 0 
He+ NO =0+ N He 2 24D-10 0 00 0 0 
H3+ NH =NH2+ H2 1 30D-09 0. 00 0 0 
H3+ NH2 =NH3+ H2 1. 80D-09 0. 00 0. 0 
H3+ NHS =NH4+ H2 9. lOD-09 0. 00 0. 0 
H3+ N =NH2+ H 4. 50D-10 0. 00 0. 0 
H3+ CN =HCN+ H2 1. OOD-09 0. 00 0. 0 
H3+ CN =H2CN+ H 1. OOD-09 0. 00 0. 0 
H3+ HCN =H2CN+ H2 9. 50D-09 0. 00 0. 0 
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H3+ HNC =H2CN+ H2 9 .50D-09 0 .00 0 .0 
HS+ N2 =N2H+ H2 1 30D-09 0 00 0 .0 
HS+ NO =HNO+ H2 1 100-09 0 .00 0 .0 
H30+ NHS =NH4+ H20 2 .20D-09 0 00 0 .0 
H30+ CN =H2CN+ OH 4 500-09 0 00 0 .0 
HSO+ HCN =H2CN+ H20 4 500-09 0 00 0 .0 
H2CN+ H20 =HSO+ HCN 4 500-09 0 00 2460 0 
HSO+ HNC =H2CN+ H20 4 500-09 0 00 0 0 
H2CN+ H20 =H30+ HNC 4 500-09 0 00 10300 0 
HCO+ NH =NH2+ CO 6 400-10 0 00 0 0 
NH2+ CO =HCO+ NH 6 400-10 0 00 6100 0 
HCO+ NH2 =NHS+ CD 8 90D-10 0 00 0 0 
HCO+ NHS =NH4+ CO 1 900-09 0 00 0 0 
HCO+ HCN =H2CN+ CO 3 70D-09 0 00 0 0 
HCO+ HNC =H2CN+ CO 3 700-09 0 00 0 0 
HC02+ NO =HNO+ C02 1 OOD-10 0 00 0 0 
C+ NH =CN+ H 7 80D-10 0 00 0 0 
C+ NH2 =HCN+ H 1 lOD-09 0 00 0 0 
C+ NHS =NH3+ C 5 290-10 0 00 0 0 
C+ NHS =H2NC+ H 7 80D-10 0 00 0 0 
C+ NHS =H2CN+ H 7 800-10 0 00 0 0 
C+ NHS =HCN+ H2 2 080-10 0 00 0 0 
C+ HCN =C2N+ H 3 40D-09 0 00 0 0 
C+ HNC =C2N+ H 3 40D-09 0 00 0 0 
C+ NO =N0+ C 3 40D-09 0 00 0 0 
C+ NO =N+ CO 9 020-10 0 00 0 0 
N+ CO =C+ NO 9 020-10 0. 00 15400 0 
02+ N =N0+ 0 7. 840-11 0. 00 0 0 
02+ NHS =NH3+ 02 2. 000-09 0. 00 0. 0 
02+ NO =N0+ 02 4. 40D-10 0. 00 0 0 
CH2+ N =HCN+ H 9. 400-10 0. 00 0. 0 
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C2H+ N =C2N+ H 8. ,S0D-10 0, ,00 0. ,0 
CH3+ N =HCN+ H2 6. ,70D-11 0. ,00 0, ,0 
CH3+ N =H2CN+ H 6. ,70D-11 0. ,00 0, ,0 
C2H2+ N =CH+ HCN 2, ,50D-11 0. ,00 0. ,0 
C2H2+ N =CH+ HNC 2, ,50D-11 0. ,00 2600. ,0 
C2H2+ N =C2N+ H2 2, .25D-10 0. ,00 0, ,0 
N+ 02 =02+ N 2, ,81D-10 0, ,00 0, ,0 
N+ 02 =N0+ 0 2, .S7D-10 0, .00 0 .0 
N+ 02 =0+ NO S. ,SOD-11 0, ,00 0 .0 
N+ CO =C0+ N 8, ,25D-10 0, ,00 0 .0 
N+ CO =N0+ C 1, ,46D-10 0, ,00 0 .0 
N+ NO =N0+ N 4, ,51D-10 0, ,00 0 .0 
N+ NO =N2+ 0 7, .95D-11 0, ,00 0 .0 
NH3+ H20 =NH4+ OH 2, .50D-10 0, ,00 0 ,0 
NH4+ OH =NHS+ H20 2, ,50D-10 0, ,00 S400 .0 
N2H+ 0 =0H+ N2 1, .40D-10 0, ,00 S400, .0 
N2H+ H20 =H30+ N2 2, .60D-09 0, ,00 0 .0 
N2H+ CO =HCO+ N2 8, .80D-10 0, ,00 0 .0 
HCO+ N2 =N2H+ CO 8, .80D-10 0, ,00 11200 .0 
N2H+ C02 =HC02+ N2 1, .40D-09 0, ,00 0 .0 
HC02+ N2 =N2H+ C02 1, ,40D-09 0, ,00 6400 ,0 
N2H+ NHS =NH4+ N2 2, .30D-09 0, ,00 0 .0 
NH4+ N2 =N2H+ NHS 2, .30D-09 0, ,00 44000, .0 
N2H+ NO =HNO+ N2 S, .40D-10 0, ,00 0, .0 
C2N+ NHS =N2H+ C2H2 1. .90D-10 0, ,00 0, .0 
C2N+ NHS =H2CN+ HCN 1. ,70D-09 0, ,00 0, .0 
HNO+ C =CH+ NO 1. ,00D-09 0. ,00 0, .0 
HNO+ CO =HCO+ NO 1. ,00D-10 0. ,00 0, .0 
HNO+ C02 =HC02+ NO 1, ,00D-10 0, ,00 0, .0 
HNO+ OH =H20+ NO 6. ,20D-10 0, ,00 0, .0 
HNO+ H20 =HSO+ NO 2. ,S0D-09 0. ,00 0, .0 
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N0+ Fe =Fe+ NO 1 OOD-09 0 .00 0 .0 
N+ ELECTR =N PHOTON 3 80D-12 -0 .62 0 .0 
NH+ ELECTR =N H 2 OOD-07 -0 50 0 .0 
NH2+ ELECTR =NH H 1 50D-07 -0 50 0 .0 
NH2+ ELECTR =N H H 1 50D-07 -0 50 0 .0 
NH3+ ELECTR =NH2 H 3 OOD-07 -0 50 0 .0 
NH4+ ELECTR =NH2 H2 7 60D-07 -0 50 0 0 
NH4+ ELECTR =NH3 H 7 60D-07 -0 50 0 0 
CN+ ELECTR =C N 1 80D-07 -0 50 0 0 
C2N+ ELECTR =C2 N 1 OOD-07 -0 50 0 0 
C2N+ ELECTR =CN C 2 OOD-07 -0 50 0 0 
HCN+ ELECTR =CN H 1 50D-07 -0 50 0 0 
HCN+ ELECTR =CH N 1 50D-07 -0 50 0 0 
N2+ ELECTR =N N 3 60D-08 -0 42 0 0 
N2H+ ELECTR =N2 H 1 70D-07 -1 00 0 0 
H2CN+ ELECTR =HCN H 1 75D-07 -0 50 0 0 
H2CN+ ELECTR =HNC H 1 75D-07 -0 50 0 0 
H2NC+ ELECTR =HMC H 1 75D-07 -0 50 0 0 
H2NC+ ELECTR =NH2 C 1 75D-07 -0 50 0 0 
N0+ ELECTR =N 0 4 30D-07 -0 37 0 0 
HNO+ ELECTR =N0 H 3 000-07 -0 50 0 0 
SO +SECPHO =S 0 9 64D+02 0 00 140000 0 
CS +SECPHO =S C 2 12D+04 0 00 140000 0 
SH +SECPHO =S H 1 46D+03 0 00 140000 0 
DCS +SECPHO =C0 S 1 07D+04 0 00 140000 0 
H2S +SECPHO =S H2 1 030+04 0 00 140000 0 
H2S +SECPHO =H2S+ ELECTR 3 39D+03 0 00 140000 0 
S02 +SECPHO =S0 0 1 77D+03 0 00 140000 0 
S +H2 =SH H 1 04D-10 .132 9620 0 
SH +H2 =H2S H 6 41D-12 .087 8050 0 
SH +H =S H2 2. 50D-11 0 00 0 0 
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H2S +H =SH H2 1 .29D-11 0 .00 860 .0 
SO +H =0H S 5 .90D-10 -0 .31 11100 .0 
S02 +H =S0 OH 9 .25D-09 -0 .74 14700 .0 
OCS +H =SH CO 1 .70D-11 0 .00 2000 .0 
SH +0 =S0 H 1 .60D-10 0 .00 100 .0 
SH +0 =0H S 1 .70D-11 0 .67 950 .0 
H2S +0 =SH OH 1 .40D-11 0 .00 1920 .0 
H2S +0H =SH H20 6 .30D-12 0 .00 80 .0 
CS +0 =C0 S 2 .70D-10 0 .00 760 .0 
CS +0H -OCS H 1 55D-13 1 . 12 800 .0 
S +02 =S0 0 5 19D-12 0 .00 265 .0 
SO +0 =S 02 6 60D-13 0 .00 2760 0 
SO +02 =S02 0 1 40D-12 0 00 2820 0 
SO +0H =S02 H 1 96D-10 -0 17 0 0 
SO +N =N0 S 1 73D-11 0 50 750 0 
SO +C =C0 S 7 20D-11 0 00 0 0 
so +C =CS 0 1 70D-10 0 00 0 0 
S02 +0 =S0 02 9 27D-11 -0 46 9140 0 
OCS +0 =S0 CO 2 60D-11 0 00 2250 0 
CH +s =CS H 1 lOD-12 0 00 0 0 
CH +s =SH C 1 73D-11 0 50 4000 0 
OH +s =S0 H 1 OOD-10 0 00 100 0 
SH +c =CS H 2 OOD-11 0 00 0 0 
SH +c =CH S 1 20D-11 0 58 5880 0 
SH +C0 =OCS H 5. 95D-14 1 12 8330. 0 
S+ +H2 =SH+ H 2. 20D-10 0. 00 9860. 0 
SH+ +H2 =H2S+ H 1. 90D-10 0. 00 8500. 0 
SH+ +H2 =H3S+ PHOTO 1. OOD-15 0. 00 0. 0 
H2S+ +H2 =H3S+ H 1. 40D-11 0. 00 2300. 0 
CS+ +H2 =HCS+ H 4. 80D-10 0. 00 0. 0 
SH+ +H =S+ H2 1. lOD-10 0. 00 0. 0 
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H2S+ +H =SH+ H2 2 .OOD-10 0 .00 0 .0 
H3S+ +H =H2S+ H2 6 .OOD-11 0 .00 0 .0 
S0+ +H =S+ OH 6 .lOD-10 0 .00 11385 .0 
H+ +SH =SH+ H 1 .60D-09 0 .00 0 .0 
H+ +SH =S+ H2 1 .60D-09 0 .00 0 .0 
H+ +H2S =H2S+ H 7 .60D-09 0 .00 0 .0 
H+ +CS =CS+ H 4 .90D-09 0 .00 0 .0 
H+ +S0 =S0+ H 3 .20D-09 0 .00 0 .0 
H+ +OCS =SH+ CO 5 .90D-09 0 .00 0 0 
H3+ +S =SH+ H2 2 60D-09 0 .00 0 0 
H3+ +SH =H2S+ H2 1 90D-09 0 00 0 0 
H3+ +H2S =H3S+ H2 3 70D-09 0 00 0 0 
H3+ +CS =HCS+ H2 2 90D-09 0 00 0 0 
H3+ +S0 =HSO+ H2 1 90D-09 0 00 0 0 
H3+ +S02 =HS02+ H2 1 30D-09 0 00 0 0 
H3+ +OCS =HQCS+ H2 1 90D-09 0 00 0 0 
He+ +SH =S+ H He 1 70D-09 0 00 0 0 
He+ +H2S =S+ H2 He 3 60D-09 0 00 0 0 
He+ +H2S =SH+ H He 4 80D-10 0 00 0 0 
He+ +H2S =H2S+ He 3 lOD-10 0 00 0 0 
He+ +CS =C+ S He 1 30D-09 0 00 0 0 
He+ +CS =S+ C He 1 30D-09 0 00 0 0 
He+ +S0 =0+ S He 8 30D-10 0 00 0 0 
He+ +S0 =S+ 0 He 8 30D-10 0 00 0 0 
He+ +OCS =CS+ 0 He 7 60D-10 0 00 0 0 
He+ +OCS =S+ CO He 7. 60D-10 0. 00 0. 0 
He+ +OCS =C0+ S He 7. 60D-10 0. 00 0. 0 
He+ +OCS =0+ CS He 7. 60D-11 0. 00 0. 0 
He+ +S02 =S+ 02 He 8. 60D-10 0. 00 0. 0 
He+ +S02 =S0+ 0 He 3. 44D-09 0. 00 0. 0 
C+ +S =S+ C 1. 50D-09 0. 00 0. 0 
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c+ +SH =CS+ H 1 .lOD-09 0 .00 0 .0 
c+ +H2S =HCS+ H 1 .28D-09 0 .00 0 .0 
c+ +H2S =H2S+ C 4 .25D-10 0 .00 0 .0 
c+ +CS =CS+ C 1 .60D-09 0 .00 700 .0 
c+ +S0 =S+ CO 2 .60D-10 0 .00 0 .0 
c+ +S0 =CS+ 0 2 .60D-10 0 .00 0 .0 
c+ +S0 =S0+ C 2 .60D-10 0 .00 0 .0 
c+ +S0 =C0+ S 2 .60D-10 0 .00 0 .0 
c+ +OCS =CS+ CO 1 .60D-09 0 .00 0 .0 
c+ +S02 =30+ CO 2 .30D-09 0 .00 0 .0 
CH+ +S =S+ CH 4 .70D-10 0 00 0 .0 
CH+ +S =SH+ C 4 .70D-10 0 00 0 0 
CH+ +S =CS+ H 4 .70D-10 0 00 0 0 
CH+ +S0 =0H+ CS 1 .OOD-09 0 00 0 0 
CH+ +S0 =SH+ CO 1 OOD-09 0 00 0 0 
CH3+ +S =HCS+ H2 1 40D-09 0 00 0 0 
CH3+ +S0 =HOCS+ H2 9 50D-10 0 00 0 0 
CH5+ +S =SH+ CH4 1 30D-09 0 00 0 0 
H30+ +S =SH+ H20 3 20D-10 0 00 4930 0 
H30+ +H2S =H3S+ H20 1 90D-09 0 00 0 0 
HCO+ +S =SH+ CO 3 30D-10 0 00 0 0 
HCO+ +SH =H2S+ CO 8 20D-10 0 00 0 0 
HCO+ +CS =HCS+ CO 1 20D-09 0 00 0 0 
HCO+ +S0 =HSO+ CO 7 50D-10 0. 00 0 0 
HCO+ +H2S =H3S+ CO 1 60D-09 0. 00 0 0 
HCO+ +0CS =HOCS+ CO 1 lOD-09 0. 00 0. 0 
02+ +S =S0+ 0 5 40D-10 0. 00 0. 0 
02+ +S =S+ 02 5. 40D-10 0. 00 0. 0 
02+ +H2S =H2S+ 02 1. 40D-09 0. 00 0. 0 
S+ +CH =CS+ H 6. 20D-10 0. 00 0. 0 
S+ +CH2 =HCS+ H 1. OOD-11 0. 00 0. 0 
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s+ +0H =S0+ H 6 .lOD-10 0 .00 0 .0 
s+ +0H =SH+ 0 2 .90D-10 0 .00 8820 .0 
s+ +SH =SH+ S 9 .70D-10 0 .00 350 .0 
s+ +N0 =N0+ S S .20D-10 0 .00 0 .0 
s+ +NHS =NH3+ S 1 .60D-09 0 .00 0 .0 
s+ +02 =S0+ 0 2 .30D-11 0 .00 0 .0 
NHS+ +H2S =NH4+ SH 6 .OOD-10 0 .00 0 .0 
HNO+ +S =SH+ NO 1 .lOD-09 0 .00 0 .0 
N2H+ +S =SH+ N2 1 .lOD-09 0 .00 0 0 
SH+ +0 =S0+ H 2 .90D-10 0 .00 0 0 
SH+ +0 =S+ OH 2 .90D-10 0 .00 0 0 
SH+ +S =S+ SH 9 70D-10 0 .00 0 0 
SH+ +C =CS+ H 9 90D-10 0 .00 0 0 
SH+ +CH =CH2+ S 5 80D-10 0 .00 0 0 
SH+ +0H -H2S+ 0 3 lOD-10 0 00 7500 0 
SH+ +0H =H20+ S 4 30D-10 0 00 9200 0 
SH+ +H20 =HSO+ S 6 SOD-10 0 00 0 0 
SH+ +H2S =H2S+ SH 5 OOD-10 0 00 1000 0 
SH+ +H2S =HSS+ S 5 OOD-10 0 00 0 0 
SH+ +N0 =N0+ SH 3 30D-10 0 00 0 0 
SH+ +NHS =NH3+ SH 5 25D-10 0 00 0 0 
SH+ +NH3 =NH4+ S 9 75D-10 0 00 0 0 
H2S+ +0 =SH+ OH 3 lOD-10 0 00 0. 0 
H2S+ +0 =S0+ H2 3 lOD-10 0 00 0. 0 
H2S+ +C =HCS+ H 1. OOD-09 0 00 0. 0 
H2S+ +S =S+ H2S 1. lOD-09 0 00 0. 0 
H2S+ +SH =SH+ H2S 5. OOD-10 0. 00 0. 0 
H2S+ +N0 =N0+ H2S 3. 70D-10 0. 00 0. 0 
H2S+ +H20 =HSO+ SH 8. lOD-10 0. 00 0. 0 
H2S+ +NH3 =NH4+ SH 1. 36D-09 0. 00 0. 0 
H2S+ +NHS =NHS+ H2S 3. 40D-10 0. 00 0. 0 
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H3S+ +NH3 =NH4+ H2S 1 .90D-09 0 .00 0 .0 
H3S+ +HCN =H2CN+ H2S 1 .90D-09 0 .00 0 .0 
HCS+ +0 =HCO+ S 1 .OOD-09 0 .00 0 .0 
S0+ +NH3 =NH3+ SO 1 .300-09 0 00 0 .0 
S+ +Fe =Fe+ S 1 .800-10 0 00 0 .0 
SH+ +Fe =Fe+ SH 1 .600-09 0 00 0 .0 
S0+ +Fe =Fe+ SO 1 .600-09 0 00 0 .0 
H2S+ +Fe =Fe+ H2S 1 .800-09 0 00 0 .0 
S+ +ELECTR =S PHOTON 3 .900-12 -0 63 0 .0 
SH+ +ELECTR =S H 2 .000-07 -0 50 0 0 
H2S+ +ELECTR =SH H 1 .500-07 -0 50 0 0 
H2S+ +ELECTR =S H H 1 .500-07 -0 50 0 0 
H2S+ +ELECTR =H2S PHOTON 1 100-10 -0 70 0 0 
H3S+ +ELECTR =H2S H 3 OOD-07 -0 50 0 0 
H3S+ +ELECTR =SH H2 1 000-07 -0 50 0 0 
CS+ +ELECTR =C S 2 000-07 -0 50 0 0 
HCS+ +ELECTR =CS H 7 OOD-07 -0 50 0 0 
S0+ +ELECTR =S 0 2 000-07 -0 50 0 0 
HSO+ +ELECTR =S0 H 2 000-07 -0 50 0 0 
HS02+ ELECTR =S0 H 0 1 OOE-07 -0 50 0 0 
HS02+ ELECTR =S0 OH 1 OOE-07 -0 50 0 0 
HOCS+ +ELECTR =0H CS 2 000-07 -0 50 0 0 
HOCS+ +ELECTR =OCS H 2 000-07 -0 50 0 0 
Si +SECPHO =Si+ ELECTR 3 000+03 0 00 140000 0 
SiO +SECPHO =Si 0 3 000+03 0 00 140000. 0 
Si02 +SECPHO =SiO 0 3 000+03 0 00 140000. 0 
SiH +SECPHO =Si H 1 460+03 0. 00 140000. 0 
SiH4 +SECPHO =SiH3 H 4. 680+03 0. 00 140000. 0 
SiH4 H =SiH3 H2 2. 600-11 0. 00 1400. 0 
SiH3 H =SiH2 H2 2. 000-11 0. 00 0. 0 
SiH2 H =SiH H2 2. OOD-11 0. 00 0. 0 
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SiH H =Si H2 2 .OOD-11 0 .00 0 .0 
SiH2 02 =SiO H20 7 .50D-12 0 .00 0 .0 
SiH 02 =SiO OH 1 .70D-10 0 .00 0 .0 
SiH2 0 =SiO H H 5 •OOD-ll 0 .50 0 .0 
SiH 0 =SiO H 4 .OOD-11 0 .50 0 .0 
Si 02 =SiO 0 2 .70D-10 0 .00 111 0 
Si OH =SiO H 1 .OOD-10 0 .00 111 0 
SiO OH =Si02 H 1 .OOD-12 -0 .70 0 0 
Si+ H2 =SiH2+ PHOTON 3 .OOD-18 0 .00 0 0 
SiH+ H2 =SiH3+ PHOTON 3 .OOD-17 -1 .00 0 0 
SiH3+ H2 =SiH5+ PHOTON 1 .OOD-18 -0 .50 0 0 
Si+ H2 =SiH+ H 1 50D-10 0 .00 14310 0 
SiH+ H2 =SiH2+ H 1 20D-09 0 .00 28250 0 
SiH2+ H2 =SiH3+ H 7 OOD-10 0 00 6335 0 
SiH3+ H2 =SiH4+ H 2 OOD-10 0 00 47390 0 
SiH4+ H2 =SiH5+ H 1 OOD-09 0 00 0 0 
SiH+ H =Si+ H2 1 90D-09 0 00 0 0 
SiH2+ H =SiH+ H2 1 20D-09 0 00 0 0 
SiH3+ H =SiH2+ H2 7 OOD-10 0 00 0 0 
SiH4+ H =SiH3+ H 2 OOD-10 0 00 0 0 
SiH5+ H =SiH4+ H2 4 OOD-11 0 00 4470 0 
SiO+ H2 =SiOH+ H 3 20D-10 0 00 0 0 
H+ Si =Si+ H 9 90E-10 0 00 0 0 
H+ SiH =SiH+ H 1 70E-09 0 00 0 0 
H+ SiH =Si+ H2 1 70E-09 0 00 0 0 
H+ SiH2 =SiH2+ H 1. 50E-09 0 00 0. 0 
H+ SiH2 =SiH+ H2 1. 50E-09 0 00 0. 0 
H+ SiH3 =SiH3+ H 1. 50E-09 0. 00 0. 0 
H+ SiH3 =SiH2+ H2 1. 50E-09 0. 00 0. 0 
H+ SiH4 =SiH4+ H 1. 50E-09 0. 00 0. 0 
H+ SiH4 =SiH3+ H2 1. 50E-09 0. 00 0. 0 
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H+ SiO =SiO+ H 3 .30E-09 0 .00 0 .0 
He+ Si =Si+ He 3 .30E-09 0 .00 0 .0 
He+ SiH =Si+ H He 1 .80E-09 0 .00 0 .0 
He+ SiH2 =SiH+ H He 1 .OOE-09 0 .00 0 .0 
He+ SiH2 =Si+ H2 He 1 .OOE-09 0 .00 0 .0 
He+ SiH3 =SiH2+ H He 1 .OOE-09 0 .00 0 .0 
He+ SiH3 =SiH+ H2 He 1 .OOE-09 0 00 0 0 
He+ SiH4 =SiH3+ H He 1 OOE-09 0 00 0 0 
He+ SiH4 =SiH2+ H2 He 1 .OOE-09 0 00 0 0 
He+ SiO =Si+ 0 He 8 60E-10 0 00 0 0 
He+ SiO =0+ Si He 8 60E-10 0 00 0 0 
He+ Si02 =SiO+ 0 He 5 OOE-10 0 00 0 0 
He+ Si02 =Si+ 02 He 5 OOE-10 0 00 0 0 
C+ Si =Si+ C 2 lOE-09 0 00 0 0 
C+ SiH2 =SiH2+ C 1 OOE-09 0 00 0 0 
C+ SiHS =SiH3+ C 1 OOE-09 0 00 0 0 
C+ SiO =Si+ CO 5 40E-10 0 00 0 0 
C+ Si02 =SiO+ CO 1 OOE-09 -0 60 0 0 
S+ Si =Si+ S 1 60E-09 0 00 0 0 
S+ SiH =SiH+ S 4 20E-10 0 00 0 0 
H3+ Si =SiH+ H2 2 OOE-09 0 00 0 0 
H3+ SiH =SiH2+ H2 2 OOE-09 0 00 0 0 
HS+ Si =SiH2+ H 1 70E-09 0 00 0 0 
H3+ SiH2 =SiH3+ H2 2 OOE-09 0 00 0 0 
H3+ SiHS =SiH4+ H2 2 OOE-09 0 00 0 0 
H3+ SiH4 =SiH5+ H2 2 OOE-09 0 00 0 0 
H3+ SiO =SiOH+ H2 2 OOE-09 0 00 0. 0 
H30+ Si =SiH+ H20 1 80E-09 0. 00 0. 0 
H30+ SiH =SiH2+ H20 9. 70E-10 0. 00 0. 0 
H30+ SiH2 =SiH3+ H20 2. OOE-09 0. 00 0. 0 
H30+ SiO =SiOH+ H20 2. OOE-09 0. 00 0. 0 
Appendix B. Chemistry 169 
HCO+ Si =SiH+ CO 1 60E-09 0 00 0 0 
HCO+ SiH =SiH2+ CO 8 70E-10 0 00 0 0 
HCO+ SiH2 =SiH3+ CO 2 OOE-09 0 00 0 0 
HCO+ SiH4 =SiH5+ CO 1 40E-09 0 00 0 0 
HCO+ SiO =SiOH+ CO 7 90E-10 0 00 0 0 
Si+ OH =SiO+ H 6 30E-10 0 00 0 0 
Si+ H20 =SiOH+ H 2 30E-10 -0 60 0 0 
Si+ 02 =SiO+ 0 1 OOE-13 0 00 0 0 
SiH+ 0 =SiO+ H 4 OOE-10 0 00 0 0 
SiH+ NH3 =NH4+ Si 1 OOE-09 0 00 0 0 
SiH+ H20 =H30+ Si 8 OOE-10 0 00 0 0 
SiH2+ 0 =SiOH+ H 6 30E-10 0 00 0 0 
SiH2+ 02 =SiOH+ OH 2 40E-11 0 00 0 0 
SiH3+ 0 =SiOH+ H2 2 OOE-10 0 00 0 0 
SiH4+ H20 =H30+ SiH3 2 OOE-09 0 00 0 0 
SiH4+ CO =HCO+ SiH3 1 OOE-09 0 00 0 0 
SiH5+ H20 =H30+ SiH4 2 OOE-09 0 00 0 0 
Si+ ELECTR =Si PHOTON 4 90E-12 -0 60 0 0 
SiH+ ELECTR =Si H 2 OOE-07 -0 50 0 0 
SiH2+ ELECTR =Si H H 2 OOE-07 -0 50 0 0 
SiH2+ ELECTR =SiH H 1 50E-07 -0 50 0 0 
SiH2+ ELECTR =Si H2 1 50E-07 -0 50 0 0 
SiH3+ ELECTR =SiH2 H 1 50E-07 -0 50 0 0 
SiH3+ ELECTR =SiH H2 1 50E-07 -0 50 0 0 
SiH4+ ELECTR =SiH3 H 1 50E-07 -0 50 0 0 
SiH4+ ELECTR =SiH2 H2 1 50E-07 -0 50 0 0 
SiH5+ ELECTR =SiH4 H 1 50E-07 -0 50 0 0 
SiH5+ ELECTR =SiH3 H2 1 50E-07 -0 50 0 0 
SiO+ ELECTR =Si 0 2 OE-07 -0 50 0 0 
SiOH+ ELECTR =SiO H 1 50E-07 -0 50 0 0 
SiOH+ ELECTR =Si OH 1. 50E-07 -0 50 0 0 
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Mg** +He =GRAIN He Mg 1 .221D-2 73 .0 41 .187 
Fe** +He =GRAIN He Fe 1 .1510-2 73 .0 40 .976 
Si * * +He =GRAIN He Si 1 .2240-2 73 .0 42 .175 
c** +He =GRAIN He C 1 .2240-2 73 .0 42 .175 
0** +He =GRAIN He 0 5 .3480-2 73 .0 36 .030 
Mg** +C =GRAIN C Mg 2 .9350-2 48 .0 36 .740 
Fe** +C =GRAIN C Fe 2 .3860-2 47 .0 42 .794 
Si * * +C =GRAIN C Si 2 .6980-2 48 .0 36 .502 
c** +C =GRAIN C C 2 .6980-2 48 .0 36 502 
0** +C =GRAIN C 0 1 .0540-1 48 .0 30 812 
Mg** +N =GRAIN N Mg 2 .9350-2 48 .0 36 740 
Fe** +N =GRAIN N Fe 2 .3860-2 47 .0 42 794 
S i * * +N =GRAIN N Si 2 6980-2 48 0 36 502 
c** +N =GRAIN N C 2 6980-2 48 0 36 502 
0** +N =GRAIN N 0 1 0540-1 48 0 30 812 
Mg** +0 =GRAIN 0 Mg 2 8840-2 48 0 30 238 
Fe** +0 =GRAIN 0 Fe 4 1160-2 44 0 59 438 
Si * * +0 =GRAIN 0 Si 3 3730-2 47 0 37 810 
c** +0 -GRAIN 0 C 3 3730-2 47 0 37 810 
0** +0 =GRAIN 0 0 1 0060-1 47 0 31 588 
Mg** +H20 =GRAIN H20 Mg 2 8840-2 48 0 30 238 
Fe** +H20 =GRAIN H20 Fe 4 1160-2 44 0 59 438 
S i * * +H20 =GRAIN H20 Si 3 3730-2 47 0 37 810 
c** +H20 -GRAIN H20 C 3 3730-2 47 0 37 810 
0** +H20 -GRAIN H20 0 1 0060-1 47 0 31. 588 
Mg** +N2 -GRAIN N2 Mg 2 0930-2 48. 0 27. 730 
Fe** +N2 -GRAIN N2 Fe 4. 3240-2 47. 0 42. 335 
S i * * +N2 -GRAIN N2 Si 2. 2170-2 47. 0 28. 013 
c** +N2 -GRAIN N2 C 2. 2170-2 47. 0 28. 013 
0** +N2 -GRAIN N2 0 1. 1490-1 46. 0 46. 018 
Mg** +C0 -GRAIN CO Mg 2. 0930-2 48. 0 27. 730 
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Fe** +C0 =GRAIN CO Fe 4 .324D-2 47.0 42.335 
Si* * +C0 =GRAIN CO Si 2 .217D-2 47.0 28.013 
c** +C0 =GRAIN CO C 2 .217D-2 47.0 28.013 
0** +C0 =GRAIN CO 0 1 .149D-1 46.0 46.018 
Mg** +02 =GRAIN 02 Mg 2 .093D-2 48.0 27.730 
Fe** +02 =GRAIN 02 Fe 4 .324D-2 47.0 42.335 
Si* * +02 =GRAIN 02 Si 2 .217D-2 47.0 28.013 
c** +02 =GRAIN 02 C 2 .217D-2 47.0 28.013 
0** +02 =GRAIN 02 0 1 .149D-1 46.0 46.018 
c +GRAIN =CH4* 1 .OOD+00 0 00 102.0 
CH +GRAIN =CH4* 1 .OOD+00 0 00 102.0 
CH2 +GRAIN =CH4* 1 .OOD+00 0 00 102.0 
CH3 +GRAIN =CH4* 1 .OOD+00 0 00 102.0 
CH4 +GRAIN =CH4* 1 OOD+00 0 00 102.0 
0 +GRAIN =H20* 1 OOD+00 0 00 102.0 
OH +GRAIN =H20* 1 OOD+00 0 00 102.0 
H20 +GRAIN =H20* 1 OOD+00 0 00 102.0 
CO +GRAIN =co* 1 OOD+00 0 00 102.0 
C02 +GRAIN =C02* 1 OOD+00 0 00 102.0 
C2 +GRAIN =CH4* CH4* 1 OOD+00 0 00 102.0 
C2H +GRAIN =CH4* CH4* 1 OOD+00 0 00 102.0 
C2H2 +GRAIN =CH4* CH4* 1 OOD+00 0 00 102.0 
C3 +GRAIN =CH4* CH4* CH4* 1 OOD+00 0 00 102.0 
C3H +GRAIN =CH4* CH4* CH4* 1 OOD+00 0 00 102.0 
C3H2 +GRAIN =CH4* CH4* CH4* 1 OOD+00 0 00 102.0 
NH +GRAIN =NH3* 1 OOD+00 0 00 102.0 
NH2 +GRAIN =NH3* 1 OOD+00 0 00 102.0 
NH3 +GRAIN =NH3* 1 OOD+00 0 00 102.0 
CN +GRAIN =CH4* NH3* 1 OOD+00 0. 00 102.0 
HCN +GRAIN =CH4* NH3* 1. OOD+00 0. 00 102.0 
HNC +GRAIN =CH4* NH3* 1. OOD+00 0. 00 102.0 
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NO +GRAIN =H20* NHS* 1 •OOD+OO 0 .00 102 .0 
DCS +GRAIN =0CS* 1 .OOD+00 0 .00 102 .0 
S +GRAIN =H2S* 1 .OOD+OO 0 .00 102 .0 
SH +GRAIN =H2S* 1 .OOD+00 0 .00 102 .0 
H2S +GRAIN =H2S* 1 .OOD+OO 0 .00 102 .0 
CS +GRAIN =CH4* H2S* 1 .OOD+00 0 .00 102 .0 
SO +GRAIN =H20* H2S* 1 .OOD+00 0 .00 102 .0 
CH4* +H =CH4 H GRAIN 4 .OOD-05 0 .00 2000 .0 
CH4* +H2 =CH4 H2 GRAIN 1 .OOD-04 0 .00 2000 .0 
CH4* +He =CH4 He GRAIN 8 .OOD-04 0 .00 2000 .0 
H20* +H =H20 H GRAIN 4 .OOD-05 0 .00 6000 .0 
H20* +H2 =H20 H2 GRAIN 1 .OOD-04 0 .00 6000 0 
H20* +He =H20 He GRAIN 8 .OOD-04 0 .00 6000 0 
CO* +H =C0 H GRAIN 4 OOD-05 0 00 1900 0 
CO* +H2 =C0 H2 GRAIN 1 OOD-04 0 00 1900 0 
CO* +He =C0 He GRAIN 8 OOD-04 0 00 1900 0 
C02* +H =C02 H GRAIN 4 OOD-05 0 00 3100 0 
C02* +H2 =C02 H2 GRAIN 1 OOD-04 0 00 3100 0 
C02* +He =C02 He GRAIN 8 OOD-04 0 00 3100 0 
NHS* +H =NHS H GRAIN 4 OOD-05 0 00 3600 0 
NHS* +H2 =NH3 H2 GRAIN 1 OOD-04 0 00 3600 0 
NHS* +He =NH3 He GRAIN 8 OOD-04 0 00 3600 0 
CH30H* +H =CH30H H GRAIN 4 OOD-05 0 00 6000 0 
CHSOH* +H2 =CH30H H2 GRAIN 1 OOD-04 0 00 6000 0 
CH30H* +He =CH30H He GRAIN 8 OOD-04 0 00 6000 0 
H2C0* +H =H2C0 H GRAIN 4 OOD-05 0. 00 6000. 0 
H2C0* +H2 =H2C0 H2 GRAIN 1. OOD-04 0. 00 6000. 0 
H2C0* +He =H2C0 He GRAIN 8. OOD-04 0. 00 6000. 0 
HC02H* +H =HC02H H GRAIN 4. OOD-05 0. 00 6000. 0 
HC02H* +H2 =HC02H H2 GRAIN 1. OOD-04 0. 00 6000. 0 
HC02H* +He =HC02H He GRAIN 8. OOD-04 0. 00 6000. 0 
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ocs* +H =OCS H GRAIN 4 .OOD-05 0 .00 6000 .0 
ocs* +H2 =OCS H2 GRAIN 1 .OOD-04 0 .00 6000 .0 
ocs* +He =OCS He GRAIN 8 .OOD-04 0 .00 6000 .0 
H2S* +H =H2S H GRAIN 4 .OOD-05 0 .00 6000 .0 
H2S* +H2 =H2S H2 GRAIN 1 .OOD-04 0 .00 6000 .0 
H2S* +He =H2S He GRAIN 8 OOD-04 0 00 6000 .0 
CH4* +CRP =CH4 GRAIN 7 OOD+01 0 00 0 .0 
H20* +CRP =H20 GRAIN 7 OOD+01 0 00 0 .0 
CO* +CRP =C0 GRAIN 7 OOD+01 0 00 0 .0 
C02* +CRP =C02 GRAIN 7 OOD+01 0 00 0 .0 
NH3* +CRP =NH3 GRAIN 7 OOD+01 0 00 0 0 
CH30H* +CRP =CH30H GRAIN 7 OOD+01 0 00 0 0 
H2C0* +CRP =H2C0 GRAIN 7 OOD+01 0 00 0 0 
HC02H* +CRP =HC02H GRAIN 7 OOD+01 0 00 0 0 
OCS* +CRP =OCS GRAIN 7 OOD+01 0 00 0 0 
H2S* +CRP =H2S GRAIN 7 OOD+01 0 00 0 0 
C +PH0T0N =C+ ELECTR 2 20D-10 0 00 0 0 
S +PHOTON =S+ ELECTR 1 50E-10 0 00 0 0 
Si +PHOTON =Si+ ELECTR 2 OOD-09 0 00 0 0 
Fe +PHOTON =Fe+ ELECTR 1 80D-10 0 00 0 0 
CH+ +Fe =Fe+ CH 2 60D-10 0 00 0 0 
N+ +Fe =Fe+ N 1 50D-09 0 00 0 0 
CH3+ +Fe =Fe+ CH3 2 40D-09 0 00 0 0 
0+ +Fe =Fe+ 0 2 90D-09 0 00 0 0 
NH3+ +Fe =Fe+ NH3 2 30D-09 0 00 0 0 
H20+ +Fe =Fe+ H20 1 50D-09 0 00 0 0 
C2H2+ +Fe =Fe+ C2H2 2. OOD-09 0. 00 0 0 
N2+ +Fe =Fe+ N2 4. 30D-10 0. 00 0. 0 
Si+ +Fe =Fe+ Si 1. 90D-09 0. 00 0. 0 
H2C0+ +Fe =Fe+ H2C0 1. 90D-09 0. 00 0. 0 
Fe +CRP =Fe+ ELECTR 1. 30D-17 0. 00 1500. 0 
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Fe 02 =FeO 0 2 09E-10 0 00 10200 0 
Fe H20 =FeO H2 1 OOE-10 0 00. 9300 0 
Fe OH =FeO H 1 OOE-10 0 00 1550 0 
FeO H2 =FeOH H 1 OOE-10 0 00 12000 0 
H3+ FeO =FeOH+ H2 2 OOE-09 0 00 0 0 
He+ FeO =Fe+ 0 He 1 70E-09 0 00 0 0 
FeOH+ ELECTR =Fe OH 3 OOE-07 -0 50 0 0 
C+ +ELECTR =C 1 09D-11 -0 95 7490 0 
0+ +ELECTR =0 5 09D-14 0 13 1298 2 
N+ ELECTR =N 6 76D-11 -1 27 3997 8 
C+ +H =C H+ 9 28D-19 1 34 15917 0 
He+ +H =He H+ 5 60D-18 2 06 191 8 
N+ +H =N H+ 3 13D-12 -0 31 508 4 
S+ +H =S H+ 5 75D-16 1 25 27151 0 
C +H+ =C+ H 1 OOD-14 0 0 0 0 
S +H+ =S+ H 1 OOD-14 0 0 0 0 
N +H+ =N+ H 9 82D-12 -0 23 262 1 
Appendix C 
Atomic and ionic emission 
C . l Level population calculation of Fe+ 
The model used to calculate the population distribution of Fe"*", which accounts 
for population transfer among the 19 energy levels above the ground state 
arising in the a^D, a'^ F, a'^ D, a''P and b''? terms, was described in Chapter 3. 
The spontaneous radiative transition probabilities computed by Nussbaumer 
& Storey (1988), which extend to the a^P term, were adopted and those of 
Quinet et al. (1996) for the b''P term. Collisions with both neutral species 
and electrons were included; for deexcitation rate coefficients of the latter, the 
(Maxwellian-averaged, vji) collision strengths of Zhang & Pradhan (1995) were 
used. I t was stated in Chapter 3 that collisions with neutral species are not 
efficient in exciting Fe"*". Here the calculation of the population distribution will 
be described before the treatment regarding the neutral perturbers is presented 
and the reason for their ineffectiveness is explained in the next Section. 
Calculations of the distribution of the level populations followed the formalism 
of Seaton (1968). For electrons, the deexcitation rate coefficient is: 
8.63 X 10-6 T,i ,. 
OOj le 
Assuming detailed balance, the excitation rate coefficient, qij, is found by 
multiplying the deexcitation rate, Qji, by the ratio of statistical weights, uj, 
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and a Boltzmann factor 
g,, = ^ ( 7 , , e x p ( - E , , / r ) ( J > ^ ) , (C.2) 
where Eji is the difference between the energies (in K) of the levels j and i. 
The probability of a transition from state i to j is then given by 
dji + (Iji) -^ perturber 
+ (C.3) 
where A'^ penurber is the number density of the perturber, which is the electron 
density (but H2, H and He are also included, see later), and Aji is the proba-
bility of spontaneous radiative decay from j to i. The probability of radiative 
excitation is negligible compared to the probability of coUisional excitation so 
this term is neglected for j < i. (C.3) provides the elements of a matrix of 
transition probabilities in which the diagonal elements are zero. Assuming 
steady state and labelling the number of Fe+ ions per unit volume in level i as 
Ni gives 
T.d^JN, = Y.dJ^N^ (C.4) 
Setting the diagonal elements to 
d^^ = -Y.d3^, (C.5) 
gives 
E ^ u ^ . = 0 , (C.6) 
j 
where the number density. A'', of Fe"*" is given by 
Y.Nj = N. (C.7) 
For convenience, and because we are computing the relative level populations, 
we can set N = l and re-write the closure relation in (C.7) as 
E ^ W ^ . = 1. (C.8) 
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where dij = 1 (for all j). Then, in matrix form, 
/ 1 \ / 1 \ 
d N = or, N = 
\ 0 j 
(C.9) 
V o . y 
Thus, the level populations relative to the ground state are given by the first 
column of the inverse of the matrix, d. This method provides a check on the 
accuracy of the calculation: the sum of the level populations should be equal 
to one. 
C.2 Neutral perturbers of Fe + 
In the case of the neutral perturbers, only collisions with the most abundant 
neutral species, H2, H and He, were considered. We are not aware of any 
quantum mechanical calculations of cross sections for the electronic excitation 
of Fe"*" by these perturbers. Accordingly, the deexcitation rate coefficients 
were estimated using a simple classical approximation, which derives from the 
Langevin 'orbiting' model, adopting the polarizability, a, and reduced mass, 
M , appropriate to each perturber. 
1jr = ^ { ~ y i j > ^ ) • (C.IO) 
These deexcitation rate coefficients can be incorporated into the matrix dis-
cussed above. The ground state term of Fe+ is a sextet term while the other 
terms considered in the model of Fe+ are all quartet terms. Population can 
be transferred among terms of the same spin via collisions with electrons, H, 
H2 and He. However, assuming LS coupling, conservation of the total elec-
tron spin implies that the spin state of Fe"*" can be changed only by exchange 
of a bound and an incident electron with oppositely directed spins [if (weak) 
magnetic interactions are neglected]. Electron collisional excitation of the a''D 
term, from which all observed emission arises, from the a^D ground term pro-
ceeds via this electron exchange mechanism. In collisions between Fe"*" and H, 
a similar process of exchange can, in principle, take place, between one of the 
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bound electrons of the ion and the bound electron of the hydrogen atom. In 
the case of collisions with He, on the other hand, the ground state is a singlet, 
and exchange with an electron of opposite spin implies a transition to a triplet 
state. As the lowest energy triplet state of He lies almost 20 eV above ground, 
such events will be extremely rare under typical physical conditions in HH out-
flows. Finally, ground state H2 is also a singlet, and the lowest energy triplet 
state is repulsive. Hence, transitions to the triplet state lead to dissociation 
of the molecule and require an energy input of more than 4.5 eV. For these 
reasons it was concluded that transitions involving a change of spin, including 
excitation of a'*D from a^D, are induced at a significant rate only by collisions 
with electrons and H atoms. In the model, therefore, transfer of population 
between levels of differing spin is assumed to be effected only via collisions 
with electrons and H. For completeness and to accurately calculate the trans-
fer of population within terms of the same spin, collisions with H2 and He are 
included, although their effect is small. However, H is the least abundant of 
the three neutral perturbers in C-type shock waves and the work described in 
Chapter 5 showed that excitation of Fe"*" by H in C-component shocks, where 
the ionization fraction is low, is insufficient to reproduce the observed [Fe I I 
emission. Instead, excitation of Fe"*" by collisions with electrons in regions of 
high ionization are required. 
C.3 Rates coefficients for fine-structure tran-
sitions of [C I 
In addition to comparisons with [Fe I I ] line intensities, the intensity of the 
C I] ^D2-^Pi 0.985 i^m and [C I] ^D2-^P2 0.983 /im transitions predicted by 
the J-type shock models were compared with observation. The model for [C I 
calculated the transfer of population between the five ^P, and levels, 
which lie at energies of 0.0, 24, 62, 1.5 xlO'' and 3.1 xlO"* K above the ground 
state, as a result of collisions with H, ortho- and para-H2, He, H+ and elec-
trons and of spontaneous decay. The spontaneous decay rate coefficients of 
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Nussbaumer & Rusca (1979) were adopted. Fits to the rate coefficients for 
collisional excitation, which were taken from the literature, were performed by 
C. M'^Coey for electron collisions and by J. Le Bourlot for all others (private 
communication). In what follows the fit and original reference are given for 
each perturber. Each rate, kx, is calculated at the effective temperature for 
each perturber, X, which takes into account ion-neutral streaming. Therefore, 
the effective temperature for neutral-neutral collisions, such as with H, is the 
neutral temperature of the gas, Tn, while for collisions with electrons the ef-
fective temperature is the electron temperature, %. On the other hand, the 
effective temperature of ion-neutral collisions between H+ and C is given by 
3/c(mc + mH+) mc + mH+ 
For clarity, the energy levels of [C I] are labelled in the following way: 
Term Label 
P^o 1 
3Pi 2 
3 
^Do 4 
'So 5 
Collisions with H (Launay & Roueff, 1977): 
kn{l,2) = 1.01 X 10~^° X T^-'^' (C .12 ) 
A;H(1,3) = 4.49 X 10"^^ X T° ''' (C .13) 
kn{2,3) = 1.06 X 10"^° X T«-234 (C .14) 
(Schroder et al. , 1991): 
p^araH2 ( 1 ) 2 ) = = 0.80 X 10~ 10 (C .15) 
^orthoH2(l) 2) -= 0.75 X 1 0 " 10 (C .16) 
^paraH2(l)3) = = 0.90 X 1 0 " 10 (C .17) 
o^rthoH2 ( 1 ) 3) = = 3.54 X 10~ 11 ^ y0.167 (C .18) 
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W i 2 ( 2 , 3 ) = 2 .00x10 -1° 
^orthoH,(2,3) = 5.25 X 10-11 X T^-^'ii 
Collisions with He (Staemmler & Flower, 1991): 
(C.19) 
(C.20) 
^He(l,2) = 8.38 X 1 0 - 1 ' X r ° i59 (C.21) 
A;He(l,3) = 5.98 X 10-11 X T° °^ « (C.22) 
A;He(2,3) = 3.68 X 10-11 X T° °4i (C.23) 
Collisions with H-f (Roueff & Le Bourlot, 1990): 
A;H+(1, 2) = log-i{-10.359 + 0.7959 x log[reff(H+) 
-0.08748 X log'[Teff(H+)]} (C.24) 
A;H+(1,3) = log-i{-13.232-f 2.4171 X log[Teff(H+) 
-0.29151 X (log'[Teff(H+)]} (C.25) 
A;H+(2,3) = log-i{-11.290 + 1.7915 X log[Teff(H+) 
-0.23010 X (log2[Teff(H+)]} (C.26) 
Collisions with electrons (from Pequignot & Aldrovandi (1976) as compiled by 
Mendoza (1983)): 
kSA) = 8.629 X 10-*^  X ^^-^^ ^ ^ " ' ' ' ^ X (C.27) 
9A 9 
5) = 8.629 X 1 0 - X P-^^ X lO ' ' >< r . ' ^ " ) , ,^.28) 
55 9 
A;e(4,5) = 8.629 X 10-^ X (C.29) 
where i level 1, 2 or 3 and Qi is the statistical weight of the level. The division 
by 9 comes about because of the degeneracy of the term. 
Appendix D 
Observed and calculated [Fe 11 
and [C I] line intensities 
The observations are corrected for reddening, using the power law fit of Cardelli 
et al. (1989) to the data of Rieke & Lebofsky (1985), and adopting R = 3.1. 
The values used for the extinction were derived from the [Fe I I ] lines from the 
1.644, 1.257, 1.321 nm lines, which all arise in the 3^DT/2 level, and are listed 
below (Nisini et al. (2002); Giannini et al. (2004) and T. Giannini, private 
communication): 
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Table D . l : Values of extinction derived from [Fe II] lines 
Object 
HH72A 4.7±1.5 
HH26A 6±5 
HH120 3.2±1.3 
H H l l l F 9.1±0.4 
HH240A 2.5±0.8 
HH99A 5±1 
HH99B0 4±1 
HH99B1 (slit 1) 7±1 
HH99B1 (slit 2) 7±1 
HH99B2 6±1 
HH99B3 10±1 
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Table D.2: a. Comparison between observed (reddening corrected) and com-
puted Fe I I and C I line intensities in HH72A, HH26A and HH120 
Object Term Observed (I ± AI) 
(10~^ erg cm~^ 
Model 
sr-i) 
HH72A [Fe I I ] - a^Dg/2 1.257 39.0±2.9 38.8 
[Fe I I ] a'Dy2 - a^Dr/2 1.321 21.7±5.2 10.2 
[Fe l l ] a'D,/2 1.328 6.87±2.8 4.77 
[Fe l l ] a^Ds/s — a'^Fg/2 1.534 12.3±4.1 8.33 
[Fe l l ] a^Dy^ - a%,2 1.600 6.44±2.6 6.65 
[Fe I I ] a''Dj/2 - a%/2 1.644 29.2±3.1 28.5 
[C I] 1^ 2 --'Pi 0.983 68.5±34 9.93 
[C I] 1^ 2 --'P2 0.985 119±17 29.4 
HH26A [Fe I I ] a''D7f2 - a^D^,2 1.257 13.3±5.3 12.4 
[Fe I I ] a^Dy2 - a%,2 1.644 10.0±1.5 9.15 
[C I] 'D2 -'Pi 0.983 28.0±9.9 13.1 
[C I] 'D2 -'P2 0.985 57.7±9.9 39.0 
HH120 [Fe I I ] a''Dy2 - 1.257 50.1±0.22 50.6 
[Fe I I ] a"Di/2 - 0*^ 1^/2 1.271 5.88±0.74 4.25 
[Fe l l ] a'Dy2 - a 'A/2 1.279 5.20±0.73 7.17 
[Fe I I ] a''D,/2 - a 'A/2 1.295 7.18±1.4 10.1 
[Fe I I ] a^Dr/s - a'Dr^2 1.321 17.5±0.56 13.3 
[Fe l l ] a U / 2 - a^Dy2 1.328 2.99±0.42 6.15 
[Fe l l ] a'*D5/2 - 0,'^Fg/2 1.534 7.50±0.24 10.7 
[Fe l l ] a4i^ 3/2 - a%/2 1.600 3.72±0.29 8.35 
[Fe I I ] a''Dr/2 - a'^Fg/2 1.644 38.0±0.56 37.2 
[Fe I I ] a^Dy2 - a%/2 1.664 4.98±1.1 4.16 
[Fe l l ] 0^^5/2 - a%,2 1.677 3.85±1.1 7.81 
[Fe l l ] 0^^5/2 - a'F5/2 1.800 12.5±1.6 5.37 
[Fe I I ] a^Djf2 - a%,2 1.810 34.2±9.3 7.49 
[C I] 'D2 --'Pi 0.983 23.3±1.1 9.12 
[C I] 'D2 --'P2 0.985 67.8±0.33 27.0 
Notes: " 2<S/N<3 
Upper limit 
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Table D.2: b. Comparison between observed (reddening corrected) and com-
puted [Fe I I ] and C I line intensities in H H l l l F and HH240A 
Object Term A(//m) Observed (I ± AI) 
(10~^ erg cm"^ s" 
Model 
sr 
H H l l l F [Fe I I ] a^Dj^2 - a^D^/2 1.257 191.0±2.68 194.0 
[Fe l l ] a '^Di/s - 1.271 21.9±1.29 21.3 
[Fe l l ] a4D3/2 - a^Dy2 1.279 13.8±1.26 34.8 
[Fe l l ] 0^^5/2 - a'^5/2 1.295 24.1±2.41 48.2 
[Fe I I ] a4D7/2 1.321 70.6±1.12 50.7 
[Fe l l ] a^A/a - a^D3/2 1.328 14.3±2.20 29.3 
[Fe I I ] a^A/a - a%/2 1.534 26.1±1.41 51.2 
[Fe I I ] a'D,/2 - a%,2 1.600 18.3±3.16 40.6 
[Fe I I ] - 0'%I2 1.644 151.6±1.77 142.5 
[Fe I I ] a'Dy2 - a%2 1.664 9.74±1.72 20.8 
[FeII]a4D5/2 - a%,2 1.677 19.7±2.81 37.2 
[Fe I I ] a'Dj/^ - a%,2 1.810 109.1±9.49 28.7 
[C I] - 0.985 211±16.6 247 
HH240A [Fel l ] a'Dj/^ - a'^9/2 1.257 105±0.40 104 
[Fe I I ] a4Di/2 - a'^1/2 1.271 4.80±0.40 10.9 
[Fe I I ] a'D,f2 - a^Dy2 1.279 7.96±0.40 18.0 
[Fe l l ] a''I?5/2 - 1.295 13.8±0.79 25.4 
[FeII]a^D3/2 - 46^^1/2 1.298 2.74±0.39 7.89 
[Fe I I ] a''Dy2 - a'^7/2 1.321 33.9±0.77 27.2 
[Fe I I ] a'D,/2 - a'Dy2 1.328 4.29±0.27 15.5 
[Fe I I ] a'D,/2 — a'^Fg/2 1.534 17.3±1.00 27.0 
[Fe l l ] a''Dy2 - a%,2 1.600 10.2±0.66 21.0 
[Fe I I ] a'Dy2 - a%/2 1.644 79.1±0.65 76.5 
[Fe I I ] a4Di/2 - a%/2 1.664 3.85±0.32 10.7 
[Fe l l ] a4D5/2 - a%,2 1.677 9.88±0.96 19.6 
[Fe l l ] a'Dsf2 - a%f2 1.800 15.6±2.40 13.5 
[Fe I I ] a''Dy2 - a%,2 1.810 45.9±7.00 15.4 
[C 1]'D2--^Pi 0.983 8.62±0.50 58.6 
[C I] 'D2 --'P2 0.985 42.6±2.8 174 
Notes: « 2<S/N<3 
^ Upper limit 
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Table D.2: c. Comparison between observed (reddening corrected) and com-
puted Fe I I ] and [C I] line intensities in HH99 A - B l (slit 1) 
Object Term \{lim) Observed (I ± A l ) 
(1Q~^ erg cm~^ s"^  
Model 
sr-i) 
H H 9 9 A 1 
HH99B0 
HH99B1 
(slit 1) 
Fe II ] a^Dy2 
Fe II ] a^^T/s 
Fe II ] a^Dy2 
Fe I I ] o'^ Ds/s 
CIVD2 
C I] 
'Pi 
'P. 
a^Dy2 
a%/2 
Fe I I a^Dy2 -
Fe I I a^Dy2 - a'D,f2 
Fe I I a'B-ii2 - a^D^i2 
Fe I I - a'D5f2 
Fe I I a^Dj,i2 - 46D1/2 
Fe i r a^Dy2 - a^D7/2 
Fe i r a^D^l2 - a^Dy2 
Fe i r a^D^I2 — a'^F9/2 
Fe i r - a%i2 
Fe i r a^Dy2 — Cl''^F9/2 
Fe i r a'Dy2 - a%/2 
Fe i i j a'^D^/2 - a%,2 
Fe II] - a%i2 
Fe II] a'Dri2 — a'*F3/2 
Fe II] a'^D3/2 - a%,2 
C IYD2 - ' P i + 
C l]'D2 -'P2 
Fe I I ] 0^^7 /2 - 0^*^9/2 
Fe I I ] 0^^5 /2 - a^P9/2 
Fe I I ] a'*£'7/2 - 0^^9/2 
C I]^D2 -'Pi + 
GIVD2 -'P2 
1.257 11.5+0.34 11.5 
1.321 3.83+0.37 3.02 
1.644 8.48+0.31 8.50 
1.677 0.676+0.23 1.59 
0.983 10.2+2.0 6.71 
0.985 30.1+1.9 19.9 
1.257 40.8+0.34 40.8 
1.271 2.72+0.57 3.45 
1.279 3.49+0.97 5.80 
1.295 5.42+0.59 8.18 
1.298 1.53+0.33 2.54 
1.321 13.0+0.57 10.7 
1.328 3.23+0.63 4.97 
1.534 5.01+0.39 8.68 
1.600 2.70+0.52 6.76 
1.644 31.9+0.36 30.0 
1.664 1.91+0.71" 3.38 
1.677 2.87+0.56 6.31 
1.711 1.19+0.41" 1.77 
1.745 1.84+0.43 1.68 
1.798 1.40+0.59" 3.06 
0.983+0.985 37.2+3.2 40.1 
1.257 9.36+0.35 7.64 
1.534 2.01+0.36 1.66 
1.644 7.06+0.70 5.62 
0.983+0.985 25.3+8.3 61.1 
Notes: ^ Model 2 for HH99A. 
"2<S/N<3 
Upper limit 
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Table D.2: d. Comparison between observed (reddening corrected) and com-
puted [Fe I I ] and C I] line intensities in HH99 B l (slit 2), B2 and B3 
Object Term A(/Lim) Observed (I ± AI) 
(10-^ erg cm- ' s-i 
Model 
sr-i) 
HH99B1 [Fe I I ] a"D7/2 -- a ' A / 2 1.257 35.7+1.7 35.9 
(slit 2) [Fe I I ] a'^Dy2 -- a'^Dr/2 1.321 8.95+0.13 9.41 
[Fe l l ] a 4 l ? 5 / 2 -- a'^Fg/2 1.534 3.13+0.13" 7.88 
[Fe I I ] a''Dy2 -- a'iFg/2 1.644 27.2+0.12 26.4 
[Fe I I ] a''D,/2 -- a%j2 1.677 2.84+0.12° 5.73 
[Fe I I ] a'D3/2 -- a%/2 1.711 3.89+0.12 1.61 
[Fe I I ] a^Di/s -- a%/2 
+ 
1.745 3.90+0.12 1.52 
[C I] 1^2 -'Pi 0.983-f0.985 200** 38.0 
[C I] 1^2 -'P2 
HH99B2 [Fe I I ] a'Dy2 -- a«D9/2 1.257 71.1+1.8 72.7 
[Fe I I ] a'D.fi -- a '^5/2 1.295 6.18+2.1 14.5 
[Fe I I ] -- a«i?7/2 1.321 21.3+1.8 19.0 
[Fe I I ] a'D^/2 -- a '^3/2 1.328 3.69+1.2 8.84 
[Fe I I ] a4D5/2 -- a%/2 1.534 10.3+1.9 15.4 
[Fe l l ] a'D,^2-- a%/2 1.600 4.31 + 1.5" 11.9 
[Fe I I ] a'Dy2 -- a%,2 1.644 56.1+1.5 53.5 
[Fe I I ] aiDi/2 -- a4F5/2 1.664 6.45+1.6 5.88 
[Fe I I ] 0 1 ^ 5 / 2 -- a%i2 1.677 11.0+3.0 11.2 
[Fe l l ] a^D3/2-- a%/2 1.711 4.96+2.3'^ 3.13 
[C I ] i i ^ 2 - ' P i + 0.983+0.985 94** 22.5 
[C l]'D2 -'P2 
HH99B3 [Fe I I ] 0^^3 /2 -- a ' A / 2 1.248 7.31+1.6 0.256 
[Fe I I ] a''D7/2 -- a ' A / 2 1.257 45.7+2.0 46.7 
[Fe I I ] a''Di/2 -- a^Di/2 1.271 15.0+2.5 3.93 
[Fe I I ] aiD3/2 -- o ' A / 2 1.279 12.2+2.3 6.62 
[Fe I I ] aiD7/2 -- a'i:?7/2 1.321 24.5+3.1 12.2 
[Fe I I ] a'Dy2 -- o!^F<ii2 1.644 36.8+0.80 34.4 
[C l] 'D2 -'Pi + 0.983+0.985 269* 36.4 
[C I] 1^2 -'P2 
Notes: " 2<S/N<3 
* Upper Umit 
Appendix E 
Observed H9 line fluxes 
The fluxes of H2, [Fe I I ] , [C I] and other atomic and ionic species, uncorrected 
for reddening, observed towards the objects modelled in Chapter 5 are listed in 
Tables E.l-E.lO. The observations were performed by T. Giannini, B. Nissini, 
A. Caratti o Garatti and D. Lorenzetti and are published in Nisini et al. (2002), 
Giannini et al. (2004) and M^Coey et al. (2004). 
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Table E . l : Observed lines in HH25. 
Term A(^m) F ± A F (10-14 erg cm s-i) 
H2 lines HH25 A HH25B HH25 C HH25 D 
1-0 S(9) 1.688 3.6±0.5 
1-0 S(8) 1.715 2.4±0.4 
1-0 S(7) 1.748 0.85±0.07 14.1±0.2 
1-0 S(6) 1.788 1.2±0.1 10.4it0.2 
1-0 S(3) 1.958 36±1 
2-1 S(4) 2.004 
1-0 S(2) 2.034 l .OiO. l 2.0±0.1 18.9±0.3 
2-1 S(3) 2.073 0.9±0.1 6.3±0.8 
1-0 S(l) 2.122 2.7±0.1 6.07±0.06 48.0±0.3 1.0±0.3 
2-1 S(2) 2.154 0.41±0.08 1.5±0.3 
1-0 S(0) 2.223 0.9±0.1 1.9±0.1 10.8±0.1 
2-1 S(l) 2.248 1.1±0.2 6.1±0.7 
2-1 S(0) 2.355 
1-0 Q( l ) 2.407 4.0±0.3 44±1 
1-0 Q(2) 2.413 2.7±0.3 20±1 
1-0 Q(3) 2.424 2.9±0.4 37±1 
1-0 Q(4) 2.437 7.7±0.5 18±1 
1-0 Q(5) 2.455 12.4±0.5 30±1 
Notes: "S/N between 2 and 3. 
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Table E.2: Observed lines in HH26. 
Term A(/um) F ± A F (10- erg cm ^ s ^) 
H2 lines HH26 A HH26 B HH26 C HH26 D 
2-0 S(9) 1.053 5.3+0.5 4.7+0.4 
2-0 S(8) 1.057 2.1+0.4 
2-0 S(7) 1.064 5.4+0.3 3.5+0.3 
2-0 S(6) 1.073 3.0+0.4 1.8+0.4 
2-0 S(5) 1.085 7.0+0.3 4.7+0.4 
2-0 S(4) 1.100 3.9+0.5 1.5+0.1 
2-0 S(3) 1.117 4.1+0.6 1.3+0.2 
3-1 S(9) 1.122 1.7+0.2 3.3+0.7 
3-1 S(8) 1.124 1.4+0.5" 
3-1 S(7) 1.130 3.2+0.8 3+1 
2-0 S(2)+ 1.138+1.140 6+1 5+1 
3-1 S(6) 
3-1 S(5) 1.152 3.9+0.3 3.8+0.3 
2-0 S(l) 1.162 4.7+0.6 3.4+0.5 
3-1 S(4) 1.167 2.8+0.6 1.4+0.3 
3-1 S(3) 1.186 3.6+0.4 3.5+0.2 
2-0 S(0)-f 1.189+1.190 2±V 8.0+0.2 
4-2 S(10) 
4-2 S(9) + 1.196+1.199 1.0+0.2 
4-2 S(8) 
4-2 S(7)i 1.205 1.7+0.4 1.1+0.3 
3-1 S(2) 1.207 2.2+0.4 . . . 
4-2 S(6) 1.214 1.1+0.3 
4-2 S(5) 1.226 1.6+0.2 1.6+0.4 
3-1 S(l) 1.233 2.9+0.3 2.5+0.4 
2-0 Q( l ) 1.238 3.8+0.3 1.7+0.3 
2-0 Q(2)+ 1.242+1.242 1.9+0.3 2.0+0.6 
4-2 S(4) 
2-0 Q(3) 1.247 3.6+0.3 2.4+0.4 
2-0 Q(4) 1.254 1.0+0.4" 
4-2 S(3)-f 1.261+1.262-1.263 6.1+0.4 3.6+0.5 
3-1 S(0)+ 
2-0 Q(5) 
Notes : ^This line for HH26C is blended with 3-1 S(2). 
^This line for HH26C is blended with 2-0 Q(7). 
"S/N between 2 and 3. 
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Table E.2: (continued) Observed fines in HH26. 
Term A(^m) F + A F (10-14 erg cm ^ 
H2 lines HH26 A HH26 B HH26 C HH26 D 
2-0 Q(6) 
4-2 S(2)2 
1.274 1.5+0.5 1.1+0.2 
1.285 1.4+0.4 
2-0 Q(7) 1.287 4.0+0.7 1.4+0.2 
2-0 Q(8) 1.302 1.0+0.1 
4-2 S(l) 1.311 0.8+0.1 
2-0 Q(9) 1.319 2.2+0.5 
3-1 Q(3) 1.324 1.5+0.4 
3-1 Q(4) + 1.333+1.335 3.9+0.5 2.1+0.4 
2-0 0(3) 
3-1 Q(5)+ 1.342+1.342 2.3+0.4 1.2+0.3 
4-2 S(0) 
3-1 0(5) 1.522 1.7+0.4 
2-0 0(7) 1.546 0.6+0.2 
2-0 0 (8 )+ 1.610+1.613 0.9+0.2 
5-3 0(3) 
1-0 S ( l l ) 1.650 0.7+0.2 
1-0 S(10) 1.666 0.9+0.2 
1-0 S(9) 1.688 4.4+0.3 3.8+0.3 
1-0 S(8) 1.715 2.5+0.3 1.2+0.1 2.5+0.3 
1-0 S(7) 1.748 13.3+0.3 3+1 12.9+0.3 2.5+0.2 
1-0 S(6) 1.788 11.3+0.3 2.6+0.2 9.1+0.3 1.7+0.2 
1-0 S(3) 1.958 44+1 8+1 71+2 11+1 
2-1 S(4) 2.004 3.5+0.6 1.9+0.5 
1-0 S(2) 2.034 18.1+0.3 5+1 16.6+0.3 2.2+0.2 
3-2 S(5) 2.066 1.2+0.3 
2-1 S(3) 2.073 7.1+0.3 2.1+0.1 4.9+0.3 
1-0 S(l) 2.122 47.0+0.4 12.6+0.3 42.6+0.3 5.9+0.1 
2-1 S(2) 2.154 3.0+0.2 2.1+0.2 
3-2 S(3) 2.201 1.7+0.2 1.5+0.2 
1-0 S(0) 2.223 10.6+0.2 2.9+0.1 9.7+0.3 1.7+0.2 
2-1 S(l) 2.248 5.8+0.2 1.9+0.2 4.4+0.2 1.1+0.2 
3-2 S(2) 2.287 0.6+0.2 
Notes: "S/N between 2 and 3. 
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Table E.2: (continued) Observed lines in HH26. 
Term F±AF (10-11 erg cm ' 
H2 lines HH26 A HH26 B HH26 C HH26 D 
4-3 S(3) 2.344 . . . 0.7+0.2 
2-1 S(0) 2.355 1.3+0.3 
3-2 S(l) 2.386 2.2+0.6 
1-0 Q( l ) 2.407 27+1 8+1 34+1 4+1 
1-0 Q(2) 2.413 15+1 3+1 16+1 
1-0 Q(3) 2.424 23+1 9+1 28+1 3+1 
1-0 Q(4) 2.437 15+1 6+1 14+1 
1-0 Q(5) 2.455 16+1 11+1 
1-0 Q(6) 2.476 8+3" 
1-0 Q(7) 2.500 22+4 
Atomic and Ionic lines 
[C I] ID2 -'Pi 0.98 1.7+0.6 
[C I ] i i ^2 -'P2 0.985 3.5+0.6 
1.029 1.5+0.2 [S II]2P3/2 - ' D 3 / 2 
S II] 'P3/2 - ^ 1 ^ 5 / 2 + 1.032+1.034.3+0.3 
[S II] 'Pi /2 -'Dy2 
Fe II]a'iZ:>7/2 - a^Ds/2 1-257 
Fe II] 0^1)7/2 - a''F9/2 1-644 
1.0+0.4" 
1.3+0.2 
Notes: "S/N between 2 and 3. 
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Table E.3: a) Observed lines in HH72A-B. 
Term \{fj,m) F ± A F(10--15 gj.g 2 g 1-^  
H2 lines HH72 A HH72 B 
2-0 S(9) 1.053 1.9+0.5 4+2" 
2-0 S(7) 1.064 2.0+0.6 5+2" 
2-0 S(6) 
2-0 8(5)'' 
1.073 3+1 
1.085 6.7+0.5 6.4+0.9 
2-0 S(3) 1.117 4+1 
3-1 S(9) 1.122 4+1 
3-1 S(7) 1.130 6+2 
2-0 S(2) + 1.138+1.140 3.2+0.4 
3-1 S(6) 
3-1 S(5) 1.152 1.1+0.5" 4.1+0.7 
2-0 S(l) 1.162 1.7+0.3 
3-1 S(3) 1.186 1.4+0.4 2.9+0.8 
2-0 S(0) + 1.189+1.190 1.4+0.6" 
4-2 S(10) 
4-2 S(7) 1.205 1.1+0.5" 
3-1 S(2) 1.207 1.0+0.4" 
3-1 S(l) 1.233 1.8+0.4 2.3+0.6 
2-0 Q( l ) 1.238 1.2+0.3 2.0+0.4 
2-0 Q(3) 1.247 1.5+0.3 3.2+0.6 
3-1 S(0) + 1.262+1.263 1.6+0.4 4.1+0.6 
2-0 Q(5) 
4-2 S(2) + 1.285+1.287 1.2+0.5" 2.8+0.8 
2-0 Q(7) 
2-0 0(3) 1.335 1.4+0.3 4+2" 
4-2 S(0) 1.342 1.0+0.3" 
1-0 S(9) 1.688 2.7+0.4 3.6+0.7 
1-0 S(8) 1.715 1.6+0.6" 1.9+0.4 
1-0 S(7) 1.748 7.5+0.5 9.0+0.3 
1-0 S(6) 1.788 4.4+0.3 7.5+0.9 
1-0 S(3) 1.958 30.3+0.7 84+1 
2-1 S(4) 2.004 1.9+0.5 
1-0 S(2) 2.034 9.5+0.4 17.8+0.7 
2-1 S(3) 2.073 4.0+0.2 4.9+0.6 
Notes: "S/N between 2 and 3. 
''Blend with [S I] ^D2-^P2 (1.082/im) and Hel 1.083/^m. 
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Table E.3: a) (continued) Observed lines in HH72A-B 
Term A(//m) F±A F{10- erg cm ^ s ^) 
H2 lines HH72 A HH72 B 
1-0 S(l) 2.122 22.9±0.4 35.9±0.6 
2-1 S(2) 2.154 1.4±0.3 2.6±0.6 
3-2 S(3) 2.201 1.1±0.3 2.6±0.9° 
1-0 S(0) 2.223 5.4±0.2 10.4±0.6 
2-1 S(l) 2.248 3.8±0.3 7.8±0.6 
3-2 S(l) 2.386 2.3±0.9" 
1-0 Q( l ) 2.407 17±1 56±2 
1-0 Q(2) 2.413 7±1 25±2 
1-0 Q(3) 2.424 13±1 54±4 
1-0 Q(4) 2.437 7±1 
1-0 Q(5) 2.455 9±1 
1-0 0(5) 3.235 12±4 
0-0 S(13) 3.847 12±4 
Atomic and Ionic lines 
Cl]^D2~^Pi 0.983 
[ C I ] ^ D 2 - ^ P 2 0.985 
S II] - 2 ^ 3 / 2 1.029 
S II] - ^ P » 5 / 2 + 1.032+1.034 
S II]2Pi/2 - ' ^ 3 / 2 
N l]'P3/2,l/2 - ' P ' 5 / 2 + 1.040+1.041 
N l]'P3/2,l/2 - ' ^ 3 / 2 
Pa7 
Fell] a'*D7/2-a''P'9/2 
Pa/9 
Fell] a^Dy2-aPDy2 
Fell] a4p>5/2-a«P'3/2 
Fell] a^D^,2-a%,2 
Fe II] o''P>3/2 - a''P7/2 
Fe II] a^DTi2 - a%/2 
1.094 
1.257 
1.282 
1.321 
1.328 
1.534 
1.600 
1.644 
4±2" 
7±1 
3.5±0.4 
7.3±0.6 
8±2 
1.3+0.5" 
4.1+0.3 
2.4+0.5 
2.5+0.6 
0.8+0.3" 
1.8+0.6 
1.0±0.4" 
4.7+0.5 
8+2 
16+2 
3.9±0.4 
0.8+0.3° 
3.1+0.4 
Notes: "S/N between 2 and 3. 
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Table E.3: b) Observed lines in HH72: Knots D-G. 
Term A(/jm) F ± A F(10-i^ erg cm-^ g-i) 
H2 lines HH72 D HH72 E HH72 G 
2-0 S(9) 1.053 2.6+0.9^^ 
2-0 S(7) 1.064 2.4±0.8 
2-0 S(5) 1.085 2.8±0.6 
3-1 S(5) 1.152 1.6±0.5 
2-0 S(l) 1.162 2.4±0.9" 
3-1 S(3) 1.186 1.4±0.5'^ 
4-2 S(5) 1.226 0.9±0.3 
2-0 Q( l ) 1.238 13.5±0.4 
2-0 Q(3) 1.247 13.6±0.4 
4-2 S(2) + 1.285+1.287 13.1±0.4 
2-0 Q(7) 
2-0 Q(9) 1.319 18.1±0.6 
1-0 S(9) 1.688 2.4±0.5 
1-0 S(8) 1.715 1.2±0.4 
1-0 S(7) 1.748 7.1±0.7 3.9±0.4 1.6±0.1 
1-0 S(6) 1.788 5.2±0.8 4.1±0.4 1.6±0.2 
1-0 S(3) 1.958 30±4 16±2 13±2 
2-1 S(4) 2.004 1.5±0.5 
1-0 S(2) 2.034 8.7±0.5 8.7±0.6 3.9±0.5 
2-1 S(3) 2.073 3.3±0.5 3.4±0.5 1.3±0.2 
1-0 S(l) 2.122 20.1±0.3 16.8±0.6 9.3±0.3 
2-1 S(2) 2.154 1.1±0.2 
1-0 S(0) 2.223 5.2±0.3 4.4±0.3 
2-1 S(l) 2.248 5.2±0.7 3.3±0.4 1.7±0.5 
1-0 Q(l) 2.407 15±1 20±2 9±2 
1-0 Q(2) 2.413 6±1 12±1 
1-0 Q(3) 2.424 13±1 17±1 
1-0 Q(4) 2.437 6±1 10±2 
1-0 Q(5) 2.455 6±1 17±2 
Atomic and Ionic lines 
N I]^P3/2,i/2 -^D5/2+ 1.040+1.041 15.7+0.7" 
N I]'P3/2,l/2 - ' ^ 3 / 2 
Fe II] a^D7/2 - a%/2 1.644 0.9+0.3 
Notes: "S/N between 2 and 3. 
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Table E.4: a) Observed lines in BHR71: HH320A/B and HH321A/B. 
Term A(/im) F ± A F(10-i5 erg cm ^ s ^) 
H2 Lines HH320 A HH320 B HH321 A HH321 B 
2-0 S(9) 1.053 19±2 10+2 5+2° 
2-0 S(8) 1.057 8±2 6+2 
2-0 S(7) 1.064 10+1 13+1 12.9+0.5 
2-0 S(6) 1.073 9+1 7+1 5.2+0.5 
2-0 S(5) 1.085 24+1 17.9+0.7 20.3+0.4 
2-0 S(4) 1.100 11.1+0.8 7.3+0.7 6+3'^ 
2-0 S(3) 1.117 18+1 15.2+0.9 21+1 
3-1 S(9) 1.122 13+2 7+1 
3-1 S(7) 1.130 6+1 7.3+0.8 
2-0 S(2)+ 1.138+1.140 21+2 10.0+0.8 9.4+0.6 
3-1 S(6) 
3-1 S(5) 1.152 20+1 11.6+0.8 11.3+0.6 
2-0 S(l) 1.162 18+1 15+1 16.9+0.6 
3-1 S(4) 1.167 8+1 4.2+0.8 3.0+0.4 
3-1 S(3) 1.186 13.7+0.8 8.0+0.6 8.8+0.7 
2-0 S(0) + 1.189+1.190 5.3+0.8 2.8+0.6 
4-2 S(10) 
4-2 S(9) + 1.196+1.199 5+1 
4-2 S(8) 
4-2 S(7) + 1.205+1.207 6+2 7+2" 3.5+0.6 
3-1 S(2) 
4-2 S(5) 1.226 10+2 6+2 5+1 
3-1 S(l) 1.233 9+1 7.7+0.7 5.6+0.8 
2-0 Q( l ) 1.238 9+1 8.0+0.7 8.8+0.8 
2-0 Q(2) + 1.242+1.242 5+1 5.0+0.6 4.4+0.7 
4-2 S(4) 
2-0 Q(3) 1.247 10+1 7.6+0.9 9.5+0.8 
2-0 Q(4) 1.254 5.8+0.6 2.6+0.8 3.8+0.8 
4-2 S(3) + 1.261+1.262 16+1 5.9+0.8 13+1 
3-1 S(0)i 
Notes: "S/N between 2 and 3. 
ipor HH320 A and HH321 A this line is also blended with the 2-0 Q(5). 
Appendix E. Observed H2 line fluxes 196 
Table E.4: a) (continued) Observed lines in BHR71: 
HH321A/B. 
HH320A/B and 
Term A(/Lim) F + A F(10-^^ erg cm ^ s ^) 
H2 Lines HH320 A HH320 B HH321 A HH321 B 
2-0 Q(5) 1.263 10+1 
2-0 Q(6) 1.274 2.2+0.6 
4-2 S(2) + 1.285+1.287 8+1 6+1 9.0+0.8 
2-0 Q(7) 
2-0 Q(8) 1.302 4.1+0.9 1.8+0.3 
4-2 S(l) 1.311 6.5+0.9 3.7+0.7 3.9+0.3 
3-1 Q( l ) 1.314 4.1+0.5 
2-0 Q(9) 1.319 7+2 2.5+0.8 5.0+0.4 
3-1 Q(3) 1.324 5.2+0.6 4+1 
3-1 Q(4) + 1.333+1.335 8.3+0.7 6.5+0.9 7.1+0.4 
2-0 0(3) 
3-1 Q(5) + 1.342+1.342 9+1 5.1+0.9 4.3+0.4 
4-2 S(0) 
5-3 S(3) 1.347 4.6+0.6 1.9+0.7 " 1.9+0,7" 
4-2 Q(5) + 1.429+1.432 7+2 7+1 
2-0 0(5) 
3-1 Q ( l l ) 1.448 3.3+0.8 
5-3 Q(2) + 1.498+1.499 1.7+0.3 
4-2 Q(9) 
3-1 0(5) 1.522 4.1+0.6 5+2" 6+1 
2-0 0(7) 1.546 2.7+0.7 3.1+0.6 
5-3 0(2) + 1.561 + 1.563 1.4+0.5" 
5-3 Q(7) 
2-0 0(8) + 1.610+1.613 3.1+0.9 
5-3 0(3) 
Notes: "S/N between 2 and 3. 
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Table E.4: a) (continued) Observed lines in BHR71: HH320A/B and 
HH32 l A / B . 
Term A(/^m) P + A P(10-i^ erg cm ^ s" 
H2 Lines HH320 A HH320 B HH321 A HH321 B 
4-2 0(5) 1.622 2.8±0.2 
3-1 0(7) 1.645 3+1 4+2" 6±2 
1-0 S ( l l ) 
1-0 S(10)2 
1.650 4+1 2.9±0.4 
1.666 2.5+0.8 9+2 
1-0 S(9) 1.688 13.2+0.8 9.8+0.4 19+1 
1-0 S(8) 1.715 10+1 6+1 11+2 
1-0 S(7) 1.748 47+1 32+2 54.9+0.9 4+1 
1-0 S(6) 1.788 31±1 21+3 41.9+0.9 
1-0 S(3) 1.958 99+6 78+2 150+2 24+2 
2-1 S(4) 2.004 7.7±0.9 7±1 12+2 4+1 
3-2 S(6) 2.013 1.3+0.6" 
1-0 S(2) 2.034 48±1 39+1 74+2 10+2 
3-2 S(5) 2.066 2.5+0.5 2.7+0.6 4+1 
2-1 S(3) 2.073 21.8±0.8 13.9±0.6 33±1 
1-0 S(l) 2.122 125+2 98+2 212+3 35+1 
2-1 S(2) 2.154 7.9+0.9 5.4+0.4 15±1 
3-2 S(3) 2.201 4.8+0.7 3.6+0.5 6.8±0.8 
1-0 S(0) 2.223 29+1 22+1 48+2 10+1 
2-1 S(l) 2.248 14+1 11.4+0.9 22+1 
2-1 S(0) 2.355 6+1 4+2" 13+1 
3-2 S(l) 2.386 3±1 
1-0 Q( l ) 2.407 83+1 79+4 148+3 40±1 
1-0 Q(2) 2.413 41+4 36±4 73±3 17+2 
1-0 Q(3) 2.424 95±3 80+4 179+7 43+3 
1-0 Q(4) 2.437 38±4 31±4 66+3 
1-0 Q(5) 2.455 43+4 33+4 85+3 
1-0 Q(6) 2.476 23±5 40+5 
1-0 Q(7) 2.500 40±8 47+5 
0-0 S(13) 3.847 29+6 
Notes: "S/N between 2 and 3. 
^For HH321 A this line is also blended with the 2-0 0(9). 
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Table E.4: b). Observed lines in BHR71: condensations. 
Term F±A F(10-^^ erg cm'^ s'^) 
H2 Lines Knot 1 Knot 2 Knot3 Knot 4 Knot 5 
2-0 S(9) 1.053 7+2 
2-0 S(7) 1.064 5+2" 10+2 
2-0 S(6) 1.073 5+2" 
2-0 S(5) 1.085 8+2 11+2 
2-0 S(4) 1.100 4+1 
2-0 S(3) 1.117 7+2 10+2 
2-0 S(2) + 1.138+ ••• 7+3" 8+3" 
3-1 S(6) 1.140 
3-1 S(5) 1.152 6+3" 8+3" 
2-0 S(l) 1.162 8+2 11+3 
3-1 S(3) 1.186 7+1 
2-0 S(0) 1.189 4+1 
3-1 S(l) 1.233 3+1 
2-0 Q( l ) 1.238 5+2" 5+1 
2-0 Q(3) 1.247 6+2 7+2 
2-0 Q(5) 1.263 4+2" 6+2 
2-0 Q(6) 1.274 4+2" 
4-2 S(2) + 1.285+ ••• 5+2" 
2-0 Q(7) 1.287 
3-1 Q(3) 1.324 3+1 
3-1 Q(4) + 1.333+1.335- 5+1 3+1 
2-0 0(3) 
1-0 S(9) 1.688 2.9+0.9 3.4+0.5 
1-0 S(8) 1.715 
Notes: "S/N between 2 and 3. 
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Table E.4: (b) (continued) Observed lines in BHR71: condensations. 
Term A(/um) F±A F(10-i^ erg cm^^ s'^) 
H2 Lines Knot 1 Knot 2 Knot3 Knot 4 Knot 5 
1-0 S(7) 1.748 7+1 7.2+0.7 15+1 17+1 7+1 
1-0 S(6) 1.788 7+2 3.4+0.6 11+2 13+2 5+2" 
1-0 S(3) 1.958 32+2 15+2 59.1+0.9 58+2 12+2 
2-1 S(4) 2.004 6+3" 
1-0 S(2) 2.034 11.4+0.8 10+1 24+1 27+2 10+1 
2-1 S(3) 2.073 4.2+0.6 5+1 6+1 5+1 
1-0 S(l) 2.122 29.8+0.9 21.4+0.7 60+1 65+1 25.8+0.5 
2-1 S(2) 2.154 
1-0 S(0) 2.223 9.2+0.8 7+2 15+1 13.7+0.8 7+1 
2-1 S(l) 2.248 7+1 7.7+0.8 4+1 
1-0 Q( l ) 2.407 28+2 19+1 57+2 50+4 17+1 
1-0 Q(2) 2.413 15+4 6+1 24+2 17+4 7+2 
1-0 Q(3) 2.424 26+2 17+1 53+2 47+4 20+1 
1-0 Q(4) 2.437 7+2 22+3 18+4 9+3 
1-0 Q(5) 2.455 13+4 13+3 12+4 
Notes: "S/N between 2 and 3. 
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Table E.5: Observed lines in HH99 A. 
Term A (/im) P + A P (10-^ *^ erg cm-2 s-^) 
H2 lines 
2-0 S(7) 1.064 8.1 + 2.9" 
2-0 S(6) 1.073 8.0 + 4.0" 
2-0 S(5) 1.085 8.5 + 2.8 
3-1 S(5) 1.152 3.6 + 1.6" 
2-0 S(l) 1.162 6.6 + 2.2 
2-0 Q(7) 1.287 4.3 + 1.1 
1-0 S(9) 1.688 5.7 + 2.2" 
1-0 S(7) + 1.748+1.749 27.6 + 2.6 
[Fell] a%/2-a'Dr/2 
1-0 S(6) 1.788 18.4 + 2.8 
1-0 S(3) 1.958 246.0 + 8.7 
2-1 S(4) 2.004 6.6 + 1.8 
1-0 S(2) 2.034 62.2 + 2.2 
2-1 S(3) 2.073 12.0 + 1.8 
1-0 S(l) 2.122 163.2 + 2.4 
2-1 S(2) 2.154 7.8 + 1.2 
1-0 S(0) 2.223 42.3 + 1.1 
2-1 S(l) 2.248 17.7 + 1.3 
2-1 S(0) 2.355 12.0 + 4.4" 
1-0 Q( l ) 2.407 187.1 + 3.8 
1-0 Q(2) 2.413 75.4 + 4.1 
1-0 Q(3) 2.424 169.0 + 4.6 
1-0 Q(4) 2.437 52.3 +10.7 
Atomic and Ionic lines 
[C IVD2 -'P, 0.983 23.9 + 4.6 
[C IVD2 -'P2 0.985 71.4 + 4.6 
[S II]2P3/2 - 2 ^ 3 / 2 1.029 7.4 + 1.5 
[S II]2P3/2 - 2 ^ 5 / 2 1.032 4.6 + 1.3 
[FeII]a4Z)r/2-a^Aj/2 1.257 50.4 + 1.5 
[Fe II] a^Dj/2 - a^Dy2 1.321 18.6 + 1.8 
[Fell] a'Dy2-a'F^,2 1.644 58.6 + 2.2 
[Fell] a^Dy2-a%i2 1.678 4.8 + 1.6 
[¥%ll]a^Dy2-a%/2 + - 1.810+1.811 20.1 + 6.5 
[Fe II] a'P^,2 - a'Dy2 
Notes: "S/N between 2 and 3. 
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Table E.6: Observed lines in HH99 BO. 
Term A (^m) F + A F (lO'^^^ erg cm-^ s'^) 
H2 lines 
2-0 S(9) 1.053 4.9 + 2.0" 
2-0 S(7) 1.064 13.4 + 2.7 
2-0 S(6) 1.073 7.4 ± 1.9 
2-0 S(5) 1.085 17.6 + 2.3 
2-0 S(4) 1.100 9.1 + 4.0" 
3-1 S(5) 1.152 6.4 + 1.3 
2-0 S(l) 1.162 5.6 + 1.2 
3-1 S(4) 1.167 3.7 + 1.2 
3-1 S(3) 1.186 5.4 + 2.0" 
2-0 S(0) 1.189 3.6 + 1.1 
3-1 S(2) 1.207 3.4 + 1.4" 
4-2 S(6) 1.214 3.2 + 1.2" 
4-2 S(5) 1.226 3.9 + 1.2 
3-1 S(l) 1.233 5.7 + 0.7 
2-0 Q( l ) 1.238 4.6 + 1.0 
2-0 Q(2) + 1.242+1.242 3.6 + 0.8 
4-2S(4) 
2-0 Q(3) + 
[Fell] a4i?3/2 
1.247+1.248 4.0 + 1.4" 
2-0 Q(4) 1.254 2.9 + 0.6 
4-2 S(3) + 1.261+1.262 6.7 + 1.2 
3-lS(0) 
2-0 Q(5) 1.263 5.2 + 1.7 
2-0 Q(7) 1.287 5.2 + 0.9 
4-2 S(l) 1.311 5.0 + 1.8" 
2-0 0(3) 1.335 5.7 + 1.3 
3-1 Q(5) + 1.342+1.342 5.9 + 1.2 
4-2S(0) 
1-0 S(9) 1.688 14.2 + 2.0 
1-0 S(8) 1.715 12.1 ± 1.8 
1-0 S(7) + 1.748+1.749 47.5 + 1.4 
Fe II] Q^P3/2 - a'^D7/2 
Notes: "S/N between 2 and 3. 
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Table E.6: (continued) Observed lines in HH99 BO. 
Term A (/im) F±AF (10-^^ erg cm^^ s'^) 
H2 lines 
1-0 S(6) 1.788 34.6 + 1.3 
1-0 S(3) 1.958 199.6 + 6.5 
1-0 S(2) 2.034 61.0 + 1.8 
3-2 S(5) 2.066 7.2 + 1.4 
2-1 S(3) 2.073 18.3 + 1.4 
1-0 S(l) 2.122 147.4 + 1.4 
3-2 S(4) 2.127 4.5 + 0.7 
2-1 S(2) 2.154 13.1 + 1.4 
3-2 S(3) 2.201 8.5 ± 1.4 
1-0 S(0) 2.223 48.8 ± 1.1 
2-1 S(l) 2.248 26.6 + 1.2 
3-2 S(2) 2.287 7.0 + 1.2 
2-1 S(0) 2.355 14.2 + 1.3 
1-0 Q( l ) 2.407 212.4 + 4.3 
1-0 Q(2) 2.413 84.7 + 4.3 
1-0 Q(3) 2.424 209.5 + 4.3 
1-0 Q(4) 2.437 67.1 + 4.1 
1-0 Q(5) 2.455 54.5 + 4.9 
1-0 Q(6) 2.476 48.9 +11.7 
1-0 Q(7) 2.500 140.8 +15.0 
Notes: "S/N between 2 and 3. 
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Term 
Table E.6: (continued) Observed lines in HH99 BO. 
A (//m) F±AF (10-1^ erg cm'^ s'^) 
Atomic and Ionic lines 
C l]^D2 - 3 P i + 
C l]^D2 - ' P 2 
S II]2P3/2 - 2 ^ 3 / 2 
[S II]2p3/2 - 2 ^ 5 / 2 
[S II ]2F3/2 - 2 ^ 3 / 2 
[N I]2P3/2,l/2 -'D,/2 + 
0.983+0.985 
1.029 
1.032 
1.034 
1.040+1.041 
N I] 2 R 3/2,1/2 •D. 3/2 
66.1 + 5.6 
10.3 + 1.7 
9.5 + 1.2 
5.6 + 1.0 
11.4 + 2.2 
He 1^51 - 3 p ° , 1.083 7.9 + 2.1 
[Fe I I a'^Dr/2 - a'P'9/2 1.257 119.1 + 1.0 
[Fe ir a'D,/2 - a'P'1/2 1.271 8.1 + 1.7 
[Fe ir O^P*3/2 - a'P'3/2 1.279 10.5 + 2.9 
Pap 1.282 4.8 + 2.0" 
[Fe ir a*D5/2 - 1.295 16.6 + 1.8 
[Fe ir o'^ p'3/2 - a'P'1/2 1.298 4.7 + 1.0 
[Fe ir a'^D7/2 - a^D-ji2 1.321 41.0 + 1.8 
[Fe ir Cl''^5/2 - a'Dy2 1.328 10.3 + 2.0 
[Fe I l j a''P'5/2 - 0''^Fgf2 1.534 19.4 + 1.5 
[Fe II] a^i:'3/2 - a%/2 1.600 11.0 + 2.1 
[Fe II] a'^Dj/2 - a%/2 1.644 133.9 + 1.5 
[Fe II] a t»5 /2 - a%,2 1.678 12.3 ± 2.4 
[Fe II] a'D,/2 - a%/2 1.711 5.2 + 1.8" 
[Fe II] a'Dy2 - a%/2 1.745 8.2 + 1.9 
[Fe II] a^D3/2 - a%/2 1.798 6.4 + 2.7" 
[Fe II] a^Dy2 - a%,2 4 - 1.810+1.811 36.9 + 3.8 
[Fe II] a'P„2 - a^Dy2 
Notes: "S/N between 2 and 3. 
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Term 
Table E.7: Observed lines in HH99 B l (slit 1). 
A (/xm) F + A F (10-^6 erg cm-2 s^i) 
Ho lines 
2-0 S(7) 1.064 12.2 ± 2.2 
2-0 S(5) 1.085 12.1 ± 2.1 
3-1 S(8) 1.124 2.8 + 0.9 
2-0 S(2) 1.130 8.5 + 2.8 
3-1 S(7) 1.138 6.4 + 1.9 
3-1 S(5) 1.152 10.7 ± 2.5 
2-0 S(l) 1.162 15.4 + 3.5 
3-1 S(3) 1.186 7.8 + 2.0 
2-0 S(0) 1.189 5.1 + 1.8" 
3-1 S(2) 1.207 3.7 + 1.0 
4-2 S(5) 1.226 4.4 + 1.7" 
3-1 S(l) 1.233 7.9 ± 2.0 
2-0 Q( l ) 1.238 10.2 + 2.8 
2-0 Q(2) + 1.242+1.242 5.6 + 1.6 
4-2S(4) 
2-0 Q(3) 1.247 9.0 ± 1.8 
2-0 Q(4) 1.254 2.9 + 0.7 
4-2 S(3) + 1.261 + 1.262 5.2 + 0.9 
3-lS(0) 
2-0 Q(5) 1.263 4.6 + 0.8 
3-1 Q(5) + 1.342+1.342 7.4 + 0.6 
4-2S(0) 
3-1 Q(7) 1.368 6.6 + 2.4" 
1-0 S(9) 1.688 15.9 + 2.6 
1-0 S(8) 1.715 16.6 + 3.1 
1-0 S(7) 1.748 52.2 + 4.0 
1-0 S(6) 1.788 52.4 + 2.5 
1-0 S(3) 1.958 456.5 + 7.1 
Notes: "S/N between 2 and 3. 
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Table E.7: (continued) Observed lines in HH99 B l (slit 1). 
Term A (^m) F±AF (10"^ *^  erg cm'^ s"^) 
H2 lines 
2-1 S(4) 2.004 11.3 + 2.5 
1-0 S(2) 2.034 128.3 + 1.9 
2-1 S(3) 2.073 24.6 + 2.4 
1-0 S(l) 2.122 280.5 + 1.6 
3-2 S(4) 2.127 4.2 + 1.9" 
2-1 S(2) 2.154 21.1 + 1.5 
3-2 S(3) 2.201 7.0 + 1.8 
1-0 S(0) 2.223 74.2 + 1.5 
2-1 S(l) 2.248 25.8 + 5.8 
2-1 S(0) 2.355 12.3 + 2.4 
3-2 S(l) 2.386 9.7 + 2.2 
1-0 Q( l ) 2.407 287.4 +10.0 
1-0 Q(2) 2.413 125.0 +10.2 
1-0 Q(3) 2.424 246.9 + 9.4 
1-0 Q(4) 2.437 94.8 +10.2 
1-0 Q(5) 2.455 58.5 + 9.9 
1-0 Q(6) 2.476 71.7 +8.9 
1-0 Q(7) 2.500 212.5 +28.6 
Atomic and ionic lines 
[C IVD2 -'Pi 
[C IVD2 -'P2 
+ 0.983+0.985 30.6 +10.0 
[Fell] 0 ^ ^ 7 / 2 - 1.257 27.0 + 1.0 
[Fell] a^D,f2- 1.534 9.5 + 1.7 
[Fe II] a^Dy2 - a'*^9/2 1.644 38.3 ± 3.8 
Notes: "S/N between 2 and 3. 
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Table E.8: Observed lines in HH99 B l (slit 2). 
Term A (/im) F±AF (10-1^ erg cm'^ s'^) 
H2 lines 
2-0 S(3) 1.117 8.9 + 1.9 
3-1 S(9) + 1.120+1.120+1.121 8.5 + 2.2 
3-lS(10) + 
3- lS( l l ) 
3-1 S(8) 1.124 5.5 + 1.7 
3-1 S(7) 1.130 7.9 + 1.8 
2-0 S(2) 1.138 4.7 + 1.1 
3-1 S(6) 1.140 6.1 ± 1.2 
3-1 S(5) 1.152 8.6 ± 1.3 
2-0 S(l) 1.162 7.7 + 2.0 
3-1 S(3) 1.186 5.4 + 0.9 
2-0 S(0) 1.189 5.1 + 1.7 
4-2 S(5) 1.226 3.6 + 1.2 
3-1 S(l) 1.233 3.7 ± 1.4" 
2-0 Q( l ) 1.238 6.1 + 1.6 
2-0 Q(3) 1.247 5.3 ± 1.4 
2-0 Q(4) 1.254 2.9 + 0.6 
4-2 S(3) + 1.261 + 1.262 4.8 + 1.3 
3-lS(0) 
2-0 Q(5) 1.263 3.3 + 1.2" 
2-0 0(3) 1.335 4.1 + 1.4 
3-1 Q(5) + 1.342+1.342 4.7 + 1.4 
4-2S(0) 
1-0 S(9) 1.688 13.1 + 2.3 
1-0 S(8) 1.715 12.1 ± 3.0 
1-0 S(7) 1.748 36.7 + 2.7 
1-0 S(6) 1.788 21.0 + 2.6 
1-0 S(3) 1.958 119.0 ± 1.7 
Notes: "S/N between 2 and 3. 
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Table E.8: (continued) Observed lines in HH99 B l (slit 2). 
Term A (//m) P + A P (lO"^*^ erg cm"^ s'^) 
H2 lines 
1-0 S(2) 2.034 39.1 + 0.9 
2-1 S(3) 2.073 9.5 + 1.6 
1-0 S(l) 2.122 102.0 + 0.7 
2-1 S(2) 2.154 4.3 + 0.6 
1-0 S(0) 2.223 28.5 + 1.2 
2-1 S(l) 2.248 14.4 + 1.0 
2-1 S(0) 2.355 8.1 + 2.1 
1-0 Q(l ) 2.407 114.0 + 3.4 
1-0 Q(2) 2.413 48.8 + 3.9 
1-0 Q(3) 2.424 106.0 + 4.1 
1-0 Q(4) 2.437 61.0 + 5.7 
1-0 Q(5) 2.455 26.2 + 4.9 
Atomic and Ionic lines 
[Fe II] a'^ P'3/2 - a'D,/2 1.248 4.4 + 1.6" 
[Fe II] a''D7/2 - a'D,/2 1.257 34.0 + 1.6 
[Fe II] a'*D7/2 - a^Dr/2 1.321 9.8 + 1.4 
[Fell] a'Ds/2-a%/2 1.534 4.9 + 2.1" 
[Fell] a''Dr/2-a%/2 1.644 48.9 + 2.2 
[FeU]a''D,/2-a%/2 1.678 5.3 + 2.3" 
[Fell]a''Dy2-a%/2 1.711 7.5 + 2.4 
[Fe II] a4p)i/2 - a''P3/2 1.745 7.8 + 2.3 
[FeII]a4p»7/2-a'^i^7/2 + 1.810+1.811 10.2 + 2.4 
[Fell] a'P^,2-a^Dy2 
Notes: "S/N between 2 and 3. 
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Table E.9: Observed lines in HH99 B2. 
Term A (/.im) F ± / \ F (10-1*^ erg cm-^ s ' ^ ) 
H2 lines 
2-0 S(3) 1.117 2.8 ± 0.8 
3-1 S(9) + 1.120+1.120+1.121 2.6 ± 0.8 
3-lS(10) + 
3- lS( l l ) 
3-1 S(7) 1.130 4.6 ± 0.9 
2-0 S(2) 1.138 3.2 ± 0.8 
3-1 S(5) 1.152 3.2 ± 0.9 
2-0 S(l) 1.162 4.7 ± 1.2 
3-1 S(3) 1.186 4.6 ± 1.1 
4-2 S(5) 1.226 2.0 ± 0.9" 
3-1 S(l) 1.233 2.3 ± i . r 
2-0 Q( l ) 1.238 3.1 ± 1.1" 
2-0 Q(3) 1.247 4.6 ± 1.1 
4-2 S(3) + 1.261+1.262 2.7 ± 0.8 
3-lS(0) 
2-0 Q(7) 1.287 3.5 ± 0.7 
2-0 0(3) 1.335 2.3 ± 0.6 
1-0 S(9) 1.688 9.4 ± 3.0 
1-0 S(8) 1.715 7.3 ± 1.7 
1-0 S(7) + 1.748+1.749 22.4 ± 1.9 
[Fell] a4p3/2 - a'^Dji2 
1-0 S(6) 1.788 17.1 ± 1.7 
1-0 S(3) 1.958 68.0 ± 1.1 
2-1 S(4) 2.004 3.7 ± 1.4" 
1-0 S(2) 2.034 23.3 ± 1.2 
2-1 S(3) 2.073 6.2 ± 1.2 
Notes: "S/N between 2 and 3. 
Appendix E. Observed H2 line fluxes 209 
Table E.9: (continued) Observed lines in HH99 B2. 
Term F±AF (10-1^ erg cm'^ s'^) 
H2 lines 
1-0 S(l) 2.122 63.4 ± 1.1 
3-2 S(4) 2.127 1.4 ± 0.5" 
2-1 S(2) 2.154 4.6 ± 1.1 
3-2 S(3) 2.201 3.7 ± 1.3" 
1-0 S(0) 2.223 20.0 ± 1.1 
2-1 S(l) 2.248 10.8 ± 1.2 
2-1 S(0) 2.355 4.8 ± 1.3 
1-0 Q( l ) 2.407 105.0 ± 3.6 
1-0 Q(2) 2.413 43.6 ± 3.5 
1-0 Q(3) 2.424 106.0 ± 3.5 
1-0 Q(4) 2.437 45.6 ± 4.0 
1-0 Q(5) 2.455 19.9 ± 3.4 
1-0 Q(6) 2.476 37.5 ±16.8 
Atomic and Ionic lines 
[Fe II] - 1.257 32.1 ± 0.8 
[Fell] a'D^,2-a'^D^,2 1.295 3.0 ± 1.0 
[Fe II] a^Dy2 - a^Dy2 1.321 10.8 ± 0.9 
[Fell] a^Ds/s - ^6^/2 1.328 1.9 ± 0.6 
[Fe II] a'D^/2 - a%/2 1.534 7.1 ± 1.3 
[Fell] a''Dy2-a%/2 1.600 3.2 ± 1.1" 
[Fell] a''Dr/2-a%/2 1.644 43.5 ± 1.2 
[Fell] a'D,/2-a%/2 1.664 5.1 ± 1.3 
[Fe II] a^Ds/a - a%/2 1.678 8.8 ± 2.4 
[Fell] a''D,^2-a%^2 1.711 4.1 ± 1.9" 
[Fe II] a^Dy/s - 0^^7/2 4 - 1.810+1.811 36.9 ± 3.8 
[Fell] a'P,^2-a'Dj;2 
Notes: "S/N between 2 and 3. 
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Table E.IO: Observed lines in HH99 B3. 
Term \ (i^m) F ± A F (IQ-^*^ erg cm-^ s"^) 
H2 lines 
3-1 S(5) 1.152 7.2 ± 2.0 
2-0 S(l) 1.162 10.0 ± 1.2 
3-1 S(4) 1.169 3.9 ± 1.2 
3-1 S(3) 1.186 3.9 ± 0.9 
2-0 S(0) 1.189 2.8 ± 0.8 
4-2 S(5) 1.226 4.6 ± 1.2 
3-1 S(l) 1.233 5.5 ± 1.2 
2-0 Q( l ) 1.238 6.8 ± 1.9 
2-0 Q(3) 1.247 3.5 ± 0.7 
2-0 Q(4) 1.254 1.7 ± 0.6" 
4-2 S(3) + 1.261+1.262 4.8 ± 1.0 
3-lS(0) 
2-0 Q(5) 1.263 4.8 ± 1.1 
4-2 S(2) 1.285 3.4 ± i.e'' 
2-0 Q(7) 1.287 5.7 ± 1.8 
4-2 S(l) 1.311 5.6 ± 2.3° 
3-1 Q( l ) 1.314 5.3 ± 2.0" 
2-0 0(3) 1.335 4.6 ± 1.3 
3-1 Q(5) + 1.342+1.342 3.8 ± 1.2 
4-2S(0) 
1-0 S(9) 1.688 12.5 ± 3.0 
1-0 S(8) 1.715 9.7 ± 1.8 
1-0 S(7) + 
[FeII]a'*P3/2 
1.748+1.749 39.5 ± 3.4 
- a^^7/2 
1-0 S(6) 1.788 29.7 ± 2.7 
1-0 S(3) 1.958 103.0 ± 6.1 
2-1 S(4) 2.004 4.1 ± 1.3 
1-0 S(2) 2.034 37.7 ± 1.8 
3-2 S(5) 2.065 5.9 ± 2.2" 
2-1 S(3) 2.073 13.1 ± 1.6 
1-0 S(l) 2.122 120.0 ± 1.1 
2-1 S(2) 2.154 9.8 ± 0.8 
3-2 S(3) 2.201 8.0 ± 2.6 
1-0 S(0) 2.223 39.9 ± 1.5 
Notes: "S/N between 2 and 3. 
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Table E.IO: (continued) Observed lines in HH99 B3. 
Term X (/im) F ± A F (10-1^ erg cm'^ s-^) 
H2 lines 
2-1 S(l) 2.248 26.4 ± 1.2 
3-2 S(2) 2.287 5.2 ± 1.8" 
2-1 S(0) 2.355 13.0 ± 2.3 
3-2 S(l) 2.386 9.7 ± 1.9 
1-0 Q( l ) 2.407 223.3 ± 3.6 
1-0 Q(2) 2.413 93.1 ± 3.8 
1-0 Q(3) 2.424 221.1 ± 3.4 
1-0 Q(4) 2.437 89.3 ± 3.6 
1-0 Q(5) 2.455 36.8 ± 3.4 
1-0 Q(6) 2.476 111.2 ± 9.0 
Atomic and Ionic lines 
[Fell] a'Dy^ 1.248 3.2 ± 0.7 
[Fe 11] a^D7/2 - a'^D^n 1.257 20.6 ± 0.9 
[Fe II] a^Di/s - a'Dy2 1.271 7.1 ± 1.2 
[Fell] a'D3/2 - a^Dy2 1.279 5.9 ± 1.1 
[Fe II] a'Dy2 - a'Dr/2 1.321 13.5 ± 1.7 
[Fe II] a''L>7/2 - a%/2 1.644 41.0 ± 0.5 
Notes: "S/N between 2 and 3. 
Appendix F 
The Orion molecular cloud 
outflow 
The Orion Molecular Cloud, OMC-1, is, at a distance of approximately 450 pc 
(Genzel & Stutzki, 1989), the nearest and best studied region currently under-
going massive star formation. A photodissociation region (PDR) is sandwiched 
between the molecular cloud and a blister H I I region, which lies to the edge of 
OMC-1. Both the PDR and the H I I region are excited by the photoionizing 
stars in the Trapezium, which is located in front of OMC-1. Partially ionized 
globules and edge-on photoionization fronts are associated with the Trapezium 
(Hester et al., 1991; O'Dell et al., 1991). Within the molecular cloud, in the 
region of the Becklin-Neugebauer object (BN) (Menten & Reid, 1995), lie sev-
eral highly luminous and deeply embedded proto-stellar sources. One of these 
sources, the radio source " I " , ^ 8" south east of BN, is associated with the 
energetic Orion molecular outflow. 
Rosenthal et al. (2000) used the Short-Wavelength-Spectrometer on the In-
frared Space Observatory (ISO) to obtain near- and mid-spectra toward the 
brightest H2 emission peak (Peak 1) of the Orion molecular cloud (OMC-1) 
outflow. The observations were centred on a point in Peak 1 with an aperture 
of 14" X 20" for A < 12 1.1m, 14" x 27" at 12-27.5 /_/m, 20" x 27" at 27.5-29 
fj,m and 20" x 33" at 29-45.2 fim. In addition to 56 H2 ro-vibrational and 
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pure rotational lines, they detected H I recombination lines, atomic and ionic 
fine structure lines (including the [Si I I ] 34.8 //m and [Fe I I ] 17.936, 25.988 
and 35.777 (im lines), molecular lines of CO and H 2 O and PAH features. Such 
emission is typical of that expected from the shocks associated with outflows 
and Le Bourlot et al. (2002) successfully modelled the H2 emission with a 
two component (40 and 60 km s~ )^ C-type shock model. However, they found 
that this model underestimated the observed intensity of the 34.8 nm [Si I I 
transition by some five orders of magnitude. They suggested that the [Si I I 
observations may, at least partly, be a result of contributions from regions 
other than the shocked gas. Here, an attempt is made to model the [Fe I I 
lines in order to investigate this theory further. In the next Section the models 
used and the results from them are described the models used and give our 
results; in Section F.0.2 the results are discussed and in the final Section of 
this Chapter these findings are summarised. 
F.0.1 Model and Results 
In the work presented below, only C-type shock models were used (at the 
time the work was carried out the code had not been adapted to model J-
type shocks with magnetic precursors). Both electrons and neutral perturbers 
( H 2 , H and He) were considered in the excitation model for Fe+. Subsequent 
work showed that perturbers are inefficient at exciting Fe"*" because electron 
spin conservation (assuming LS coupling) means that only H and electrons 
can excite Fe"*" out of the ground state a^D term, in which most of the Fe"*" 
population is assumed to initially reside (see Chapter 3 and Appendix C.l for 
further detail). 
The [Fe I I ] line intensities observed by Rosenthal et al. (2000) are labelled 
as lobs and are given in the first row of Table F . l , where [Fe I I ] intensities 
predicted by several shock models are also presented. The shock models used 
by Le Bourlot et al. (2002) (nn = W c m ' ^ B=100 //G, = 40 and 60 km s'^) 
produced [Fe I I ] line intensities (labelled and in rows 2 and 3 of Table 
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F. l ) that are much smaller than those observed. Experimentation with shock 
parameters indicated the model that best fit the [Fe I I ] observations was a 54 
km s~^  C-type shock with an initial density of nn = 10^ cm"^ and magnetic 
field of B=400 //G: the intensities from this model are labelled as P and are 
given in row 4 of Table F . l . However, this model still could not reproduce the 
observations, especially the 25.988 and 35.777 iim lines. Of particular concern 
was the fact that the 35.777 //m line was so poorly reproduced, while the 
17.936 jjLm transition agreed to within a factor of two with the observations. 
The upper levels of these two transitions are only 0.09 eV apart (see Figure 
3.1, page 51, Chapter 3). 
Table F . l : Comparison between shock models and observations of [Fe II ] line 
intensities. The last two rows present the calculated intensities for Vs = 54 
km s^ '^  models in which the new Fe-chemistry {Ipe) has been removed and 
in which PAHs are destroyed in the shock (IPAH), respectively (see Section 
F.0.2). 
A (//m) 17.936 25.988 35.777 
term 
lobs 2.56x10-4 3.70xl0"3 1.22x10"^ 
/ I 1.82x10"^ 5.68x10"^ 1.56x10"^ 
8.23x10"^ 1.66x10"^ 5.15x10"^ 
P 1.83x10"'' 2.76x10"^ 1.28x10"^ 
-'Fe 2.09x10"'' 3.14x10"'* 1.47x10"^ 
^PAH 1.98x10"^ 4.08x10"^ 1.36x10"^ 
Notes: 
' Ws=60 km s"\ nn = 10^ cm'^, B=100 fiG 
2 Vs=40 km s-\ nn = W cm"^ B=100 //G 
3 Ws=54 km s-\ nn = 10^ cm"^ 5=400 /iG 
All intensities in erg s"' cm"^ sr"^ 
F.0.2 Discussion 
It is important to understand, first of all, why the observations of the [Fe 11 
lines could not be reproduced and, secondly, why the 35.777 iJ,m transition 
is so poorly modelled in comparison to the 17.936 /im line. Several possible 
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solutions were considered, which are dealt with case-by-case below. From here 
on only the 54 km s""^  shock model, and modifications to it , are considered. 
Statistical Equilibrium 
Although it is an unlikely scenario, if the gas were not in statistical equilibrium 
it is possible that the population in the a''F5/2 term could be significantly less 
than in the a'*F9/2 term, giving rise to the weaker intensity predicted for the 
35.777 /.im line. Statistical equilibrium can be tested for by checking that 
the length scale for a collision between Fe+ and, the most abundant collision 
partner, H 2 , is less than the width of the shock. At the peak of the shock, 
tii=7.9 xlO^ cm s'^ ^ n(H2)=2.44 xlO'' and the rate for deexcitation of Fe+ 
by H2 is 7.34 xlO-^° cm^ s-\ which gives ^=4.4x10^° cm. The width of the 
shock is of order 3 xlO^^ cm, see Fig. F . l , so as expected, this possible solution 
is discounted. 
reraperature 
'Kb IBM) 
z (cm) 
Figure F . l : Neutral temperature profile for the 54 km s ^ shock with initial 
nn = 10^ cm"^ and 5=400 /xG. The shock width is « 3x10^^ cm. 
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Iron Chemistry 
A rudimentary FeO-producing chemistry (G. P. des Forets, private communi-
cation) was included in the model prior to this work: 
Neutral reactions: 
Fe + O2 ^ FeO + O A; = 2.1 xlO-^° exp[-10200/Tn] cm^ s'^ 
Fe + H 2 O ^ FeO + H2 k = 1.0 x lO '^" exp[-9300/Tn] cm^ s"! 
Fe + OH FeO + H k = 1.0 xlO'^^ exp[-1550/Tn] cm^ s"^  
FeO + H2 FeOH + H A; = 1.0 x lO '^" exp[-12000/Tn] cm^ s"! 
Ion neutral reactions: 
H ^ + F e O - » FeOH++ H2 A; = 2.0 x l O ' ^ cm^ s'^ 
He+ + FeO ^ Fe+ + O + He k = 1.7 xlQ-^ cm^ s^ ^ 
FeOH+ + e" ^ FeO + H 3.0 xlO"^ {Tj300)-°-^ cm^ s'^ 
FeOH+ + e- ^ Fe + OH k = 3.0 xlO"^ {Tj300y°-^ cm^ s'^ 
However, the rates used are somewhat uncertain. Therefore, the Fe and Fe"*" 
abundances were calculated with and without this chemistry in order to in-
vestigate its impact on the results. In Figure F.2 the abundances of Fe and 
Fe"*" are plotted for the cases where the FeO-producing chemistry is included 
in the model and where i t is not. The FeO-producing chemistry results in 
the formation of Fe-bearing molecules (FeO, FeOH, FeOH"*") and a post-shock 
abundance of Fe plus Fe"*" that is 10% of the elemental (total) abundance of 
Fe. Removing the Fe-chemistry doubles the abundance of Fe plus Fe"*" in the 
post-shock gas to 20% of the total Fe abundance. However, this has little effect 
on our comparison with the observations, see row 5 in Table F . l . 
Ionization of Fe 
Fe is ionized in the shock via charge transfer reactions with ions, such as H+. It 
is expected that in the post-shock gas n(Fe+):§> n(Fe), it is often assumed that 
the post-shock iron is fully ionized; however, the model finds that most of the 
iron remains in its neutral form, see Fig. F.2. This is a possible explanation 
for the small intensities of the [Fe I I ] lines in relation to the observations and 
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so a few ways in which the post-shock abundance of Fe"*" can be increased are 
considered. 
I Length Scale 
Inspection of the abundance profiles of Fe and Fe"*", see Fig. F.2, show that the 
conversion of Fe to Fe+ is not completed over the shock. In order to check that 
this is consistent with the profile (e.g., density) predicted by the shock model, 
the scale length, L, of the Fe to Fe"*" reactions is calculated and compared to 
the shock width. 
The neutral velocity, Vn, at the peak of the shock is 4.89 xlO^ cm s~^ ; the rate 
coefficient, k, for the charge transfer reaction is of the order 10"^ cm^ s~^ As 
many ions, including H"*" (the most abundant ion) are involved in this process, 
the total ion density, which is equal to the electron density, Ug, may be used. 
Inserting these values into F . l gives a scale length of, L ?s 2 x 10^ ^ cm. As 
can be seen from Fig. F . l , the width of the shock is approximately 3 xlO^^ 
cm; therefore Fe cannot be fully converted to Fe+ via charge transfer reactions 
over the width of this shock. 
II Availability of Ions 
The charge transfer reactions take the form of 
X+ + Fe -^X + Fe+, 
where X'^ is the ion (for example, H"*", H3" and H3O"*"). I f these ions are 
not available (or very scarce) then the charge transfer reaction will not occur 
(or will occur very slowly). In Table F.2 the pre- and post-shock values of 
the summed relative abundances of the ions involved in the Fe to Fe+ charge 
transfer reactions are listed, along with the relative abundances of Fe and Fe"*". 
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There it can be seen that some 98% of the ions are neutralised through the 
conversion of Fe to Fe"*" and other reactions during the shock compression. The 
post-shock abundance of Fe is 3 orders of magnitude greater than that of Fe+ 
and so even if the remaining 2% of ions were used to convert Fe to Fe"*" a greater 
post-shock abundance of Fe+ then Fe would still not result. Therefore, whilst 
the length scale of the Fe to Fe"*" charge transfer reaction is greater than the 
width of the shock it seems likely that the neutralisation of ions is the primary 
reason for the cessation of the Fe to Fe"*" charge transfer reactions, and hence 
the small n(Fe"'")/n(Fe) ratio in the post-shock gas. 
Table F.2: Pre- and post-shock relative abundances of Fe, Fe+ and the summed 
contributions of the ions involved in the Fe to Fe"*" charge transfer reactions. 
Species Pre-shock Post-shock 
Relative Abundances 
Ions 1.28 xlO"^ 2.54 x l 0 - i ° 
Fe+ 4.10 xlO-i° 3.78 xlO"^ 
Fe 1.45 xlO-^ 2.94 xlO"*^ 
I I I PAHs 
Polycyclic aromatic hydrocarbons (PAHs) are very large molecules and it is not 
unreasonable to assume that, if the shock is sufficient to destroy or partially 
destroy grains, then PAHs may also be destroyed in the shock. 
In a C-type shock wave, the rate at which PAHs neutralise Fe+, through ion-
neutral and ion-ion reactions (see Section 3.2.2 in Chapter 3), is greater than 
the rate of electron recombination, which is the only other reaction to convert 
Fe"*" to Fe. Therefore, reactions with PAHs are the dominant mechanism for 
neutralising Fe"*". If the PAHs were destroyed in the shock then significantly 
less Fe"*" would be converted back into Fe, resulting in an increase in the degree 
of ionization of the gas. 
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The destruction of PAHs in the shock was very crudely modelled by removing 
the PAHs from the calculation. In order to maintain the overall n{C)/nn 
ratio, the carbon that had been removed from the gas in the form of PAHs 
was assumed instead to be bound in the grain cores. I t was found that the 
'destruction' of PAHs in the shock increased the amount of Fe"*" in the post-
shock gas, but not to a higher abundance than Fe, see Fig. F.2. The shock is 
also narrowed because, as stated above, the removal of PAHs acts to increase 
the ionization of the gas, which leads to an increased coupling between the 
neutral and charged fluids (des Forets et al., 1988). 
Model Fe 
Model Fe* 
PAHFe 
PAH Fe* 
Fe-chem Fe 
0 Fe-chem Fe* 
Figure F.2: Fe and Fe"*" profiles for the 54 km s"' shock with initial nn = 
10^ cm"^ and B=400 //G with no alterations (solid lines), PAH 'destruction' 
(dashed lines) and with the new Fe-chemistry removed (dotted lines). 
Aperture Size and Observations 
Le Bourlot et al. (2002) suggested that the observations of Rosenthal et al. 
(2000) include more than the outflow, as their calculation of the 34.8 ixm [Si I I 
line intensity was some five orders of magnitude smaller than the observation. 
The fact that here the [Fe I I ] lines are also underestimated by, in some cases, 
several orders of magnitude supports this idea. The aperture sizes of the 
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ISO-SWS can be large: 14" x 20" for A < 12 /xm; 14" x 27" at 12 to 27.5 
Aim; 20" X 27" at 27.5 to 29 iim and 20" x 33" at 29 to 45.2 yum so the 
three [Fe I I ] lines are observed with three different sized apertures, with each 
longer wavelength line captured in a larger aperture. Rosenthal et al. (2000) 
centred their observations at the centre of the brightest hydrogen peak in the 
OMC-1 outflow (peak 1). However, near the outflow region is what (Schultz 
et al, 1999) have termed a 'wisp': a structure just northeast of the Becklin-
Neugebauer object (BN) (Menten k Reid, 1995) that appears in Paa, [Fe I I ] , 
Hq!, [S I I ] and [N I I ] . The hydrogen recombination lines indicate that this is 
a photoexcitation region, probably due to the Trapezium just to the south of 
BN. All of the apertures that Rosenthal et al. (2000) use are large enough to 
detect emission from the wisp (see Figures. 1 in Rosenthal et al. (2000) and 
Schultz et al. (1999)) and, obviously, a larger aperture will detect a greater 
area of the wisp. This could explain why there is more Fe"*" observed than 
the shock model predicts and why the model gets progressively worse with 
increasing wavelength. 
The contribution that may be expected from the wisp may be calculated. The 
wisp extends over approximately 20" x 2.5" (O'Dell et al., 1991). From Fig. 1 
of Rosenthal et al. (2000) i t can be seen that approximately 22.5 square arcsec 
of the wisp is in the larger aperture and approximately 17.5 square arcsec is in 
the smaller aperture. The larger aperture is 20" x 30" and is used to observe 
the 35.777 micron line and the smaller aperture is 20" x 27" and is used to 
observe the 17.936 and 25.988 micron lines. Schultz et al. (1999) observe a 50 
square arcmin area in the 1.644 ^m line of [Fe I I ] and find a flux of 0.6 xl0~^ 
Jy per square arcsec (upper limit). It is assumed that all of this flux is due to 
the wisp: this is an overestimate as there are other [Fe I I ] sources in the field. 
The [Fe I I ] flux contribution from the wisp is therefore 50 x 50 x 0.6 xlO~^ 
Jy = 1.5 X 10~^ Jy, or 1.5 x 10~^^ erg cm"^ Hz~^ The frequency of the 
1.644 / i m line is 1.83 x 10^^  Hz and the filters used by Schultz et al. (1999) 
are 1 % bandpass. Hence, the frequency range of the observations is 1.83 x 
10^ ^ Hz and the flux due to the wisp is 2.75 x 10"^^ erg cm"^ s"^ In order 
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to be able to compare this flux with the observations, the angular size of the 
source must be considered. The total extent of the wisp is 50 square arcsecond 
so each aperture receives a contribution of 2.34 xlO"'* erg cm"^ s~^  sr~^ For 
comparison, the intensity of the 1.644 yum line predicted by the 54 km s"^  
model 7.61 x 10^^ erg cm~^ s~' sr~^ The values calculated for the wisp here 
are upper limits but it seems likely that there is a strong contribution from 
the wisp to the the observations of Rosenthal et al. (2000). 
The work on HH outflows presented in Chapter 5 showed that the [Fe I I ] emis-
sion in those objects also cannot be modelled by a C-type shock but required 
the higher degree of ionization found in J-type shocks. It is possible that such 
a situation could also be apply to Orion. 
F.0.3 Conclusions for Orion 
The best model that was found to reproduce the [Fe I I ] lines observed by 
Rosenthal et al. (2000) towards peak 1 in the Orion star forming region outflow 
is a 54 km s~^  C-type shock with initial density of nH=10^ cm~^ and an initial 
magnetic induction of B=400 fiG. However, this model produces [Fe I I ] line 
intensities that are a factor of two smaller than the 17.936 fj.m line intensity; 
an order of magnitude smaller than the 25.988 //m line intensity and two 
orders of magnitude smaller than the 35.777 fim line intensity. Several possible 
explanations for this discrepancy were considered and it was concluded that it 
is probable that the sizes of the apertures that Rosenthal et al. (2000) use are 
such that they detect emission from a photoexcitation emission region, known 
as the 'wisp', to the northeast of the outflow they were observing. However, 
it is also possible that the observed [Fe I I ] may originate in regions of higher 
ionization (possibly due to a J-type shock) than the H2 emission. 
Appendix G 
The Sagittarius B2 Outflow 
Sgr B2 is a massive 7 xlO^ M©, approx 45 pc in diameter) and very active 
star forming region. I t lies at a distance of 8.5 kpc from the sun and close, 
approximately 100 pc (Lis & Goldsmith, 1989), to the Galactic Centre. The Sgr 
B2 region contains three compact star forming cores with which H I I regions 
and outflows are associated (Vogel et al., 1987). These cores are labelled M 
(Main or Middle), N (North), S (South) and SW (South West) and are roughly 
aligned in a N-S direction. These cores are surrounded by a dense (nn ~ 10^ 
cm~^) and warm (?5i 100 K) envelope, which extends about 5 pc in the N-S 
direction and 2.5 pc in the E-W direction (Hiittemeister et al., 1993b). The 
dense envelope is itself surrounded by a hot (> 300 K) and tenuous 10^ 
cm~^) envelope, which is observed mostly in molecular absorption lines. From 
observations of metastable ammonia lines, Hiittemeister et al. (1995) suggested 
a component with an even higher temperature of approximately 600 K was also 
present. Possible heat sources for this hot and extended envelope include a 
high cosmic ray flux (Wilson et al., 1982) and C-type shocks (Flower et al., 
1995). 
In addition to heating the gas through which they pass, shocks also erode dust 
grains, thereby releasing species from their mantles (e.g., NH3) and grains 
(e.g., Fe) into the gas (see Chapter 3). Once in the gas, Fe is rapidly ionized 
to Fe"*" but it may be able to form molecules, such as FeO, in the shock wave. 
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Previous work (Flower et al., 1995) has shown that the metastable levels of 
ammonia (Hiittemeister et al., 1993a, 1995) observed in absorption towards Sgr 
B2 are consistent with the predictions of a shock model. The recent (tentative) 
observation of FeO in absorption towards Sgr B2 made by Walmsley et al. 
(2002) presents an opportunity to test the hypothesis that FeO may also be 
produced in a shock wave. 
Flower et al. (1995) constructed a shock model for this region which success-
fully reproduced the NH3 observations (see below for further details). Similar 
models to that of Flower et al. (1995) were explored to compare with the new 
observations of FeO. Additional constraints on the models come from compar-
isons with the column densities derived from observations of other species. The 
Sgr B2 region is highly active and complex; different features are characterised 
by their rest velocity. The H I I regions behind the layer of hot gas have a rest 
velocity between QQ<VLSR<^^ km s"'. Therefore, following a suggestion by C. 
M. Walmsley (private communication), the modelling targetted observations 
towards one H I I region, Sgr B2(M), between 60<VL5ft<70 km s"'. Finally, 
at the time that this work was carried out the code had not been adapted to 
model J-type shocks with magnetic precursors, therefore, only C-type shocks 
were considered. 
G.0.4 Comparison with previous work 
The modelling work presented here follows on from the work of Flower et al. 
(1995) (hereafter FPW) who showed that the metastable levels of NH3 up to 
(J, K ) = (14, 14) observed in absorption towards Sgr B2 by Hiittemeister et al. 
(1993a) and Hiittemeister et al. (1995) could be modelled using a 25 km s"' 
C-type shock with low initial density and small magnetic field, when sputtering 
and grain erosion were considered. The code they used, M H D . V O D E , has 
evolved considerably since their work was published and, of direct relevance 
here, calculations of the distribution of Fe"*" level populations and an FeO-
producing chemistry (G. P. des Forets, private communication, see Appendix 
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F) have been added. I t was also found that there was an error in the code 
used by F P W : the differential compression of the negatively charged grains 
had been omit ted, which produced a wider and cooler shock than should be 
expected. 
F P W found that i t was possible to model the first fifteen metastable levels of 
ammonia observed towards Sgr B2 wi th a shock speed of 25 k m s~ ,^ a pre-shock 
gas density of t i h of 500 cm"^ and a magnetic field of 5 jiG. I t was found that, 
due to the changes made to the code since 1995, using these conditions resulted 
in a sonic point in the flow; the shock remained continuous when an ini t ia l 
magnetic induction of 8 //G was adopted. The shock produced by this model 
is just over four times narrower than that of FPW, having a length of about a 
th i rd of a parsec compared to 1.5 pc, and has a correspondingly higher peak 
neutral temperature, r n = l . 3 8 x 1 0 ^ K compared to 611 K . These differences 
are entirely due to changes in the code since 1995 rather than increasing the 
magnetic field slightly, which would tend to decrease the temperature. The 
main effect is probably due to the inclusion of the differential compression of 
the negatively charged grains. 
The populations in the metastable levels of ammonia were calculated in the 
same way as described in Flower et al. (1995). That is, the collisional excitation 
rates were extrapolated f r o m the deexcitation rate coefficients of Danby et al. 
(1988), which were calculated for levels up to ( J = 6, K = 6) and for a 
temperature of 300 K , assuming detailed balance. An excitation temperature, 
Tex(i^', K) was estimated, taking the likely conditions in Sagittarius B2 into 
account, in order that the model results could be compared wi th observed 
quantity, N{K, K)/Tex{K, K). The column density of the levels populations 
were calculated at each step of the integration. 
The in i t ia l composition of grain mantles used in this study were the same as 
that of F P W , rather than that tabulated in Chapter 3 and are listed in Table 
G . l . F P W assumed that the grain cores consisted only of C and 0 , w i th 
relative abundances of 1.63x10^ and 1.43x10"*, while in the work presented 
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here i t was assumed that Si, M g and Fe were also bound in grain cores. The 
relative abundances of the species assumed to be in the grain cores for this 
study are, in some cases, different to those given in Chapter 3 and are listed 
in Table G.2. One further difference between the two studies is the fractional 
abundance of PAHs, n(PAH)/iVH, which here was taken to be a factor of ten 
smaller than the 10"^ used by F P W (and in Chapter 5). Instead, in the model 
presented here, there is a correspondingly greater abundance of C and H in 
the gas phase. 
Table G . l : In i t i a l composition of grains mantles: Table 3 of Flower et al. 
(1995) 
X n ( X ) / 7 Z H 
CH4 1.207x10- 6 
CO 1.207x10" 6 
C02 1.207x10- 6 
H20 1.137x10" 5 
02 1.137x10" 5 
NH3 1.867x10" 6 
N2 1.867x10" 6 
H2S 1.850x10" 6 
Table G.2: In i t i a l composition of grains cores 
X n ( X ) / n H 
C 2.12x10-^ 
0 1.43x10"^ 
Si 3.58x10-^ 
M g 3.85x10-^ 
Fe 3.23x10"^ 
G.0.5 Comparison with predictions of shock models 
I t was expected that any changes to the model for the NH3 emission would 
be small; nonetheless, a range of shock speeds, f rom 25 to 60 k m were 
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U b s e r v a t i o n s 
25 k m s 
3 0 k m s 
3 5 k m s 
6 0 k m s 
Figure G . l : Ratio of column density to excitation temperature against ro-
tational quantum number for shock speeds of 25 (squares), 30 (circles), 35 
(triangles) and 60 (crosses) km s~ .^ The observations are marked by a solid 
line: for clarity the observed points have been left unmarked in this and sub-
sequent figures. Shock speeds in the vicini ty of 25 km s"^ ^ f i t the observations 
best. 
considered. In Fig. G . l the calculated column density divided by excitation 
temperature are plotted against rotational angular momentum quantum num-
ber of the level for models wi th shock speeds of 25 (squares), 30 (circles), 35 
(triangles) and 60 (crosses) km s~ ;^ a solid line marks the observed quantities, 
f rom Hiittemeister et al. (1993b) and (Hiittemeister et al., 1995). I t is clear 
f rom Fig. G . l that , as expected, a model w i t h ~ 25 km s~^  provides the best 
f i t to the observations. The models wi th shock velocities of 30 and 35 km s"^  
overestimate the column densities over the whole range of the observations. 
The 60 k m s~^  model underestimates the lower levels but over estimates the 
higher ones because the higher temperatures attained in faster shock waves 
tend to shift the population to the higher levels. Similar discrepancies were 
found for shocks wi th velocities between 35 and 60 km s~^  and, in order to 
keep the plot uncluttered, are not shown in Figure G . l . 
Once i t was established that a shock speed in the region of 25 k m s ^ models 
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Obs 
20kms 
[> 21 kms 
• 22 tons 
0 23 tons 
O 24 tons 
A 25 tons 
Figure G.2: Ratio of column density to excitation temperature against rota-
tional quantum number for shock speeds of 20-25 k m s"^ 
the metastable levels of ammonia reasonably well, models w i t h shock velocities 
around this value were investigated in order to pinpoint the best shock speed. 
In Figures G.2 and G.3 the column density divided by excitation temperature 
against J for models w i t h Ds=20-25 and 24-28 km s~ ,^ respectively, are plot-
ted: once again the observations are indicated by a solid line. Models wi th 
shock velocities below 24 km s'^ generally underestimate the observed column 
densities. In Figure G.3 i t can be seen that models w i t h shock velocities of 27 
and 28 km s~^  almost always overestimate the column densities. The models 
do not follow the fo rm of the observations, which have less population in the 
higher J levels w i th respect to the models. However, of the remaining three 
models (vs= 24 (crosses), 25 (right-facing triangles) and 26 (squares) km s~^) 
the 25 km s~^  model provides the best f i t over the range of the observations. 
Column densities of several species (listed in Table G.3), in addition to the 
FeO column density, were collected f r o m the literature in order to compare 
wi th the column densities predicted by such a 25 k m shock model. I t can 
be seen that the column densities of H , H2, 0 and S-bearing species, wi th the 
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24 kms 
[> 25 kms 
• 26 kms 
0 27 kms 
O 28 kms 
Figure G.3: Ratio of column density to excitation temperature against rota-
tional quantum number for shock speeds of 24-28 km s"^ 
exception of CS, are underestimated by several orders of magnitude. However, 
the shock-related species that are of more relevance to this study, namely FeO, 
OH, NHg, SiO and H3O+, are reasonably well reproduced. These findings shall 
be discussed in the next Section. 
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G.0.6 Discussion 
NH3 
F P W found that levels above (J, K ) = (6, 6) were underpopulated and they 
suggested that the temperature of the gas may have been underestimated by 
their model. The version of the code used for this work produced a narrower 
shock wi th a higher peak temperature and, indeed, the model fits the observa-
tions quite well above (J, A') = (8, 8). However, below these levels the column 
density to excitation temperature ratios of the 25 km s~^  shock are smaller 
than the observed quantities (see Figures G.1-G.3). 
Other species 
The column densities calculated for H , H2 and O are due only to the shock: 
the probabili ty that these species are present along the line of sight outside 
of the shocked gas is not taken into account, and this is a likely reason for 
the difference between calculation and observation. The disparity between the 
observations and calculations for the S-bearing species is suspected to be in 
some way due to the chemistry used. 
The abil i ty of the model to accurately predict the FeO column density was of 
particular interest because i t was the first ever observation of this species to-
wards Sgr B2 (Walmsley et al., 2002) that prompted this investigation. WBFS 
concluded that their results were compatible w i t h a FeO column density of or-
der 10^^ cm~^ and the column density found for FeO of 4.5 x 10^^ cm~^ is 
in reasonable agreement wi th this value. WBFS estimate a value of 0.002 
for [FeO]/[SiO], based on their FeO column density and the SiO observation 
of Peng et al. (1995). The value for this ratio predicted by the model, 0.02, 
differs by an order of magnitude. However, this is due to a combination of 
factors of two and five difference in the values computed by the model for the 
column densities of SiO and FeO, respectively, rather than order of magnitude 
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differences in one or the other species, which might indicate a problem wi th 
the model. I t more diff icul t to say anything substantial about the [FeO]/[H2 
ratio as the column density of H2 is very poorly known. The value found for 
FeO]/[H2] of 1.4 X 10"^ is much larger than WBFS's estimate of 3 x IQ-^* 
but that is due to the fact that the model underestimate the column density 
of H2. 
I t can be seen in Table G.3 that observations have provided quite different 
column densities for some species: NH3 has been observed to have a column 
density of 9 x 10^^ c m ' ^ (Vogel et al., 1987) and 3 x 10^^ c m ' ^ (Ceccarelli 
et al., 2002); observations of the SiO column density range f r o m 9.6 x 10^^ 
(Nummelin et al., 2000) to 6 x 10^^ cm^^ (Liu et al., 1998) and the two OH 
column densities (Storey et al., 1981; Bieging, 1976) differ by two orders of 
magnitude. In the cases of NH3 and SiO i t is worth noting that the calculated 
column densities best match observations that were made in velocity ranges 
closest to the 60-70 km s~^  range that was targetted. For ammonia, the 9 x 
10^'' cm~^ observation (Vogel et al., 1987) was found to be at peak absorption 
at 50 km s~^  whereas the 3 x 10^^ cm"^ observation (Ceccarelli et al., 2002), 
which the predicted column density of 1.6x10^^ cm~^ is in good agreement 
wi th , was at peak absorption at 65 km s~^ In the case of SiO, the observations 
of L i u et al. (1998) and Peng et al. (1995) both peak at VI^SR ~ 65 km s"^  
while the observation of Nummelin et al. (2000) peaks at VLSR ~ 115 km s"^ 
The computed column density of SiO is slightly nearer to the values found 
by Peng et al. (1995) and by L iu et al. (1998) in the red lobe. The computed 
column density of CS is also in better agreement wi th the column density found 
towards the red lobe than the blue (Mehringer, 1995). When considering the 
OH observations, i t should be noted that the column density of Storey et al. 
(1981) is a lower l i m i t as they assume an optically th in case. Storey et al. 
(1981) consider the difference between their result and that of Bieging (1976), 
w i th which the predicted column density is in good agreement, to indicate that 
there is a large F I R optical depth. 
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G.O.T Conclusions for Sgr B2 
Sgr B2(M) can be simply modelled wi th a I D , planar, 25 k m s"^  C-type 
shock wi th an in i t ia l density of 500 cm"^ and magnetic field of 8 /iG. W i t h 
such a model the observations in the 60< VLSR <70 k m s~^  range of column 
densities of the shock-related species OH, NH3, SiO, FeO and H3O+ can be 
matched to wi th in a factor of two. This model also reproduces tolerably well 
the metastable levels of ammonia up to (J , /<) = (14, 14) w i th the levels above 
( J , / 0 = (8, 8) giving the best f i t . 
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