This paper presents a novel blind signal separation (BSS) approach based on the theory of independent component analysis. In the proposed BSS approach, the learning rule is derived by the conjugate gradient optimization algorithm rather than the ordinary gradient and natural gradient algorithm based on the minimum mutual information (MMI) criterion. The score function is a key point in solving the BSS problem. Instead of choosing nonlinear activity functions empirically, a kernel probability density function estimation method is used in order to estimate the probability density functions and their derivatives of the separated signals. Thus the score function is then estimated directly. The proposed BSS approach is applied to separate the mixtures of sub-Gaussian and super-Gaussian source signals simultaneously. Computer simulations are provided to demonstrate the superior learning performance of the proposed BSS approach.  Index Terms-Blind signal separation, minimum mutual information criterion, probability density estimate, conjugate gradient optimization algorithm 579
I. INTRODUCTION
Blind signal separation (BSS) has received considerable attentions by a number of researchers due to its various potential applications in many scientific fields of multi-dimensional signal processing. The general idea to solve the BSS problem is to exploit some statistical assumptions of the source signals, such as non-Gaussianity, mutual independence, sparsity, spatiotemporal decorrelation, smoothness and linear predictability etc., to identify the true sources or to find a representation of the observed signals with physical meaning [1] , [2] .
In this paper, it is supposed that the source signals are mutually independent and are mixed linearly and instantaneously, the static mixing model of the BSS problem can be formulated as follows:  x As n (1) where x is the N -dimensional observed sensor signals, s is the underlying N -dimensional source signals, A denotes the unknown mixing matrix with NN  entries and n represents the additive sensor noise. As the name Corresponding author: liweilwlcw@sina.com implies, the purpose of the BSS problem is to reveal the unobservable source signals from the observed possibly noisy sensor signals without any a priori information about the mixing process [3] . In other words, a NN  dimensional separating matrix W is to be estimated and applied to the sensor signals x to obtain the separated signals  y Wx (2) such that y are the estimation of the source signals, i.e.,  y PDs holds for a permutation matrix P and a diagonal matrix D . The mixing/separating system of BSS is shown in Fig. 1 . Fig. 1 The block diagram of the BSS mixing/separating system Up to now, a number of approaches with different behavior have been proposed for solving the BSS problem [4] - [6] . The most widely used method for BSS problem is the so-called independent component analysis (ICA). ICA was first proposed by Comon, who presented the definition of ICA issue as well as its resolution framework, and applied it to BSS [7] . Since then, The BSS problem was transformed to that of finding the appropriate cost functions of some statistics and the proper algorithms for optimization.
In the ICA-type BSS algorithms, mutual information (MI) is the most popular measurement of the statistical dependence among data and signals. For the linear BSS (LBSS) problems, Comon et al. [7] and Yang et al. [8] have used the Edgeworth expansion and the truncated Gram-Charlier expansion to estimate the MI of the separated signals respectively. Hild II et al. [9] employed Renyi's entropy with nonparametric probability density function estimation instead of Kullback-Leibler divergence to approximate the MI. Luo and Lu [10] combined the MI criterion with the Newton's method to realize the separation on the Stiefel manifold. Mokhtari et al. [11] separated the bilinear mixtures exploiting a recurrent network adjusted by the MI criterion. Pham derived a Gaussian mutual information cost function for separating the instantaneous mixtures [12] , [13] , and then generalized it to the blind signal deconvolution cases [14] , [15] . Rhabi et al. also considered the convolutive mixing case with MI [16] .
In addition to LBSS, Yang [17] extended the MMI to solve the nonlinear BSS (NLBSS) problem. Taleb and Jutten [18] and Achard et al. [19] applied the MMI to a specific nonlinear case, namely post-nonlinear mixture model. Almeida [20] , [21] proposed another efficient nonlinear BSS method, namely MISEP, which used a neural network as the separating system based on MI.
As to the optimization algorithm, the natural gradient algorithm (NGA) has been proven to be efficient for training the separating matrix [22] - [25] , which outperforms the ordinary gradient descent algorithm. Still, there exists a tough task for selecting the nonlinear activity function empirically [26] , [27] .
In this paper, a novel adaptive linear BSS approach based on the MMI criterion is developed. In the proposed approach, the MI is used as the cost function for deriving the adaptive learning rules, and the conjugate gradient searching algorithm is exploited to find the optimal separating matrix. The score function in the adaptive learning rules is not replaced by certain nonlinear activity functions empirically. Instead, a kernel density estimation method is used to estimate the score function directly. Some computer simulations are conducted to confirm the performance of the proposed conjugate gradient based BSS algorithm over that of the ordinary gradient algorithm and the natural gradient one.
The rest of this paper is organized as follows: The MMI cost function and its gradient are presented in Section 2. In Section 3, the conjugate gradient optimization algorithm is introduced and applied to search the optimal separating matrix in the BSS problem. The score function is estimated through a kernel density estimation method in Section 4. Some simulations for validating the proposed BSS method are presented in Section 5. Finally, Section 6 concludes the paper.
II. MMI COST FUNCTION AND THE LEARNING ALGORITHMS
In this section, the MMI cost function is presented, and the corresponding ordinary gradient and natural gradient are derived respectively.
A. The MMI Cost Function for BSS
The basic idea of MMI is to minimize the statistical dependence among the components of the output signals y of the separating system. 
where is an operator of the absolute value, det( ) denotes a determinant of a matrix. Since the entropy   H x does not depend on the separating matrix W , bring the above formula in to (4) except for the first term in the right hand side of (5), then the MI cost function can be rewritten as
B. The Ordinary Gradient and the Natural Gradient
In order to find the optimal parameter of the separating system, the BSS problem is equivalent to the following optimization problem   arg min , I  W W y W (7) For realizing the unsupervised adaptive training of the separating matrix W , the gradient of the cost function   , I yW with respect to W is calculated subsequently.
The gradient of the first term in the right hand side of formula (6) with respect to arbitrary   
Combining (8) and (9) together, we obtain the component-wise gradient as
And its matrix form is
The corresponding stochastic gradient algorithm is (13) where  is the step size bounded in the area from 0 to 1,
is the vector of the score functions. Generally, in the implementation of the algorithm, the score functions are often chosen to be some nonlinear activity functions heuristically. Because the update parameter is a matrix, the solution space is Riemannian space. Amari [22] introduces the natural gradient 
where I is an identity matrix. It can be observed that the natural gradient algorithm does not need to compute the inverse of a matrix not like the ordinary gradient in formula (13) . Consequently, it is supposed that the natural gradient algorithm has greater stability and faster convergence speed. The separating matrix and the estimation signals can be calculated as
where k is the number of iteration steps.
III. THE CONJUGATE GRADIENT BASED BSS ALGORITHM
The conjugate gradient searching algorithm has been validated to be an efficient learning algorithm with applications in the neural network field for training the weights between layers [28] . In this section, the proposed conjugate gradient based BSS algorithm, short for CGBSS, is deduced. The algorithm updates the separating matrix W along the conjugate gradient directions alternatively. For the convenience to the derivation of the algorithm, some preliminaries are first elucidated.
A. Some Preliminaries
Before elaborating the CGBSS algorithm, a useful definition is given first. Definition 1. [ 
where the parameter  is bounded in the interval  
is a tangent vector at the point A , which indicates the direction of the geodesic.
From the above definition of the geodesic, the following proposition is presented. Proposition 1. [ (6), the conjugate gradient method is detailed presented in the following.
The conjugate gradient searching method mainly contains two key procedures in each iteration: 1) Calculate the tangent vector of the current solution point, which is conjugate to the former searching direction, thus the next searching direction is determined; 2) Solve a one-dimensional optimization problem to find the new iterative point based on the newly formed trajectory of geodesic.
At the beginning of the algorithm, the separating matrix is initialized as 0  WW , and then the gradient
of the cost function (6) 
where the geodesic is given by When the statistical property of the signal is unknown, an intuitional method is to estimate the kurtosis on-line. According to the estimated kurtosis, the nonlinear activity function is then selected properly. This method can solve the BSS problem to a certain degree, but it needs to calculate the kurtosis repeatedly, which leads to heavy computational load as well as the bad robustness.
In this paper, instead of choosing nonlinear functions empirically and estimating the kurtosis on-line, an adaptive score function estimation approach is proposed. In the proposed approach, a kernel density estimation method is used to estimate the PDFs of signals and their derivatives directly. Thus, form formula (9), the score functions   Φ y can also be estimated directly.
It is assumed that there are T realizations 12 [31] , [32] . 
V. SIMULATION RESULTS
To show the performance of the proposed BSS algorithm, we perform some simulations in this section.
A. Validity of the Algorithm for Separating Sub-
Gaussian and Super-Gaussian Sources In this subsection, five signals with 6000 sample points, which are derived from the benchmark signals in the MATLAB toolbox ICALAB developed by Cichocki et al [34] , are used as the source signals, shown in Fig. 2(a) , to test the proposed BSS algorithm. The sources contain two sub-Gaussian artificial signals, two super-Gaussian speech signals and one Gaussian noise signal, whose kurtosis are separately -1.4550, -1.5441, 3.5126, 5.3750 and 0.0087.
The source signals are mixed by random generated matrix, whose elements are drawn from a standardized Gaussian distribution. Hence, the mixing matrix A is created with 5 rows and 5 columns. The mixture signals, shown in Fig. 2(b) , are generated from formula (1). From Fig. 2(b) , it can be observed that the sources have been highly mixed, thus we can not acquire any information about the sources from the mixtures.
To validate the superior performance of the proposed conjugate gradient based BSS algorithm (CGBSS) over that of the ordinary stochastic gradient BSS algorithm (SGBSS) in (13) and the natural gradient BSS algorithm (NGBSS) in (15) , we perform all these algorithms separately on the generated mixture signals. Note, in the CGBSS algorithm, the gradient direction can be chosen to be either the ordinary gradient or the natural gradient. We denote these two cases as SG-CGBSS and NG-CGBSS. Hence, four types of BSS algorithms are available here. Additionally, to evaluate the affect of the score function, we implement the SG-CGBSS and the NG-CGBSS algorithms using the proposed score function kernel density estimation method, the SGBSS algorithm with the nonlinear activity functions Fig. 2(c~f) .
From Fig. 2(c) and Fig. 2(d) , we find that the algorithms with only one specific nonlinear activity function can not achieve the separation task. However, from Fig. 2(e) and Fig. 2(f) , it can be intuitionally seen that the waveform of the source signals has been 583 ©2014 Engineering and Technology Publishing recovered apart from different permutation and scaling. Upon this fact, it is proven that the proposed BSS algorithm with kernel density function estimation can separate the mixtures with sub-Gaussian and super-Gaussian signals simultaneous successfully, which overcomes the deficiency of the algorithms using some specific nonlinear activity functions. Compare Fig. 2(e) and Fig. 2(f) with Fig. 2(a) separately, it can be observed that the recovered signals from the NG-CGBSS algorithm are more similar to the true source signals than those from the SG-CGBSS algorithm. Therefore, the learning algorithm with the natural gradient is more efficient than that with the ordinary gradient in Riemannian space. 
B. Quantitative Comparison of the Behavior of the BSS Algorithms
For the sake of quantitatively evaluating the performance of the proposed BSS algorithm, we conduct several simulations in this subsection. First of all, a classical performance index of the linear BSS problem is defined as
where ij c is the element of the globe system matrix  C WA in the i th row and j th column. It should be pointed out that for the linear BSS problem, the smaller the value of the performance index PI is, the better the result of the separation algorithm is. While we can observed that, from formula (28) , when only one element in each row or in each column of the globe system matrix C is in the dominant position, and the others are zeros, then PI arrives the minimum value.
We then separately apply the four BSS algorithms, SGBSS, NGBSS, SG-CGBSS and NG-CGBSS, to process the same mixture signals generated in the previous simulation. All the four algorithms are preformed for 100 times independently. The performance index PI of the algorithms are calculated for each run and averaged for all 100 runs. The averaged PI with respect to the number of iteration are drawn in Fig. 3 . It should be noted that in the implementation of the SGBSS algorithm and SG-CGBSS algorithm, the results may be trapped in the local optimum, leading to the failure of the separation task. Therefore, the values of the PI are averaged only with the successful runs. Nevertheless, this situation does not exist in the other two algorithms. From Fig. 3 , we observe that the conjugate gradient based BSS algorithms, SG-CGBSS and NG-CGBSS, have faster convergence speed than the traditional algorithms. The ordinary gradient algorithm has the slowest convergence speed. The reason is possibly that the parameter space of the BSS problem is the Riemannian space, while in the Riemannian space, the steepest decent direction is not the direction of the ordinary gradient any more but that of the natural gradient. Moreover, the conjugate gradient based BSS algorithms have smaller values of the index PI than the other algorithms. This means that the conjugate gradient based BSS algorithms can obtain a more accurate estimation of the sources and the inverse of the mixing matrix than the others.
For further performance comparison and investigating the influence of the mixing matrix, we conduct the following simulations. 1) Four previously mentioned algorithms are implemented, and then the values of the index PI and the signal to interference ratio (SIR, in dB) for each algorithm are recorded. The SIR is given by From Table. I, it can be seen that the conjugate gradient modified algorithms have more accurate estimation in terms of the final PI and the SIR and less convergence steps than the original algorithms. Still, the 585 ©2014 Engineering and Technology Publishing time consumption has not increased too much. We also find that the ordinary gradient type algorithms spend more time for training than the natural gradient type algorithms. This is possibly because the ordinary gradient algorithm needs to compute the inverse of the separating matrix 1  W in each update step, which results in heavy computational load, while the natural gradient algorithm does not need to do this. Compare the separation results under the two mixing cases, it can be found that although the performance of all the four algorithms degenerates as the mixing condition become worse, the conjugate gradient based BSS algorithms obtain better results than the others. Moreover, it should be noted that the ordinary gradient based algorithms become invalid under the bad mixing condition.
VI. CONCLUSIONS
In this paper, we have presented a novel ICA based BSS method. The method combines the minimum mutual information principle and the conjugate gradient optimizing algorithm together to derive the adaptive learning algorithms for updating the separating matrix. In the proposed BSS algorithm, the parameter of the separating system updates along the conjugate gradient directions alternatively, which is the combination of the geodesic and the gradient (ordinary gradient or natural gradient) of the current solution point. The computational load of the algorithm is reduced obviously, when the calculation of Hessian matrix is replaced by finite difference approximation.
Instead of choosing nonlinear activity functions empirically, the kernel density estimation method is employed in order to estimate the probability density function and its derivatives of the output signals directly. Consequently, the score function of the outputs can also be estimated directly.
The simulations have shown the superior performance of the proposed conjugate gradient based BSS algorithm. The proposed algorithm has faster convergence speed and more accurate estimation of the source signals than the ordinary gradient algorithm and the natural gradient algorithm. Moreover, the proposed BSS algorithm can separate the mixtures of sub-Gaussian and super-Gaussian source signals simultaneously.
