Abstract-This paper considers the problems of the achievable rate regions on broadcast channel with the eavesdropper. Many articles have given the meaningful results, like the inner bound of this model. However, the specific analysis processes for this model have not been given by previous work. So we focus on the study of the secrecy achievable rate regions on broadcast channel with eavesdropper and get a detailed analysis of the inner bounder.
BCE was first proposed by Ghadamali Bagherikaram et.al in [5] and [6] . We focus on analyzing the achievable security rate region which has been obtained in the following part of this paper.
The remaining paper is organized as follows. System model will be described in section II. Section III and IV will then focus on the analysis of achievable security rate region (inner bound), and the conclusion will be given in section V.
II. SYSTEM MODEL
The system model of BCE is shown as follow. 01 , MM and 2 M indicate the message variables which have been sent by the transmitter.  is the finite input alphabet of channel. 12 , yy and z are the finite output alphabets of receiver 1, receiver 2 and the eavesdropper's channel respectively. 12 ( , , | ) p y y z x is the transition probability function of the channel. Suppose that 00 The average error probability is defined as:
It should be noted that Wyner introduced the concept of perfect secrecy in [2] . It is that the eavesdropper can't receive any confidential messages which have been transmitted. Therefore, the perfect secrecy means: 
We will analyze achievable secrecy rate region of BCE in this section. The related coding scheme in the process of proof the inner bound of BCE is based on the combination of random differentiate, superimposed code, rate divided and Gelfand-Pinsker divided. 
In (1), 12 ,, V U U are auxiliary random variable, random variable group 
.
( ; | ) , ( ; | ) .
First, generate M . Therefore, the subscript i of division unit is determined, if the message 11 M is given.
Discussion of following two cases: If the above codeword pairs exist, but not unique, then we will randomly select one pair from them; if the above codeword does not exist, then we will declare an error. 
D. Error probability analysis
The error probability analysis of theorem 1 here is similar to the error probability analysis process in Marton's classic paper [7] , so the discussion will not be repeated here.
