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Figure4:GOとGI0OOにおける最優秀個体の､接続ニューロン間の距離と
Dressedウェイ ト値との相関.(kO.05)
数値実験の結果とHopfieldモデルとの比較をあげておく. 以下HはHopfieldモデルを
指 し､Eは九=0.05のときの第100世代の最優秀個体を指す.仝結合数はH:2352と
E:406､従って1ニューロンあたりの平均結合数は､H:48とE:8.29となる｡ つま.りEは
非常に希薄な結合を形成 しているo叩-∑.･,jW.･JWj,･/∑i.J項 こよって定義される対称バラ
-859-
研究会報告
メタTの値はH:1.0,E:0.23､すなわちEはかなり非対称なウェイトをもつ ｡ フィットネ
ス値についてはFig.2にも見られるとおりEがどの5%ノイズバターンに対 しても10
または10近くのフィットネス値を獲得するのにたいし､Hは平均で88.3の値を独得す
るにすぎない｡もちろんこの結果は記憶-想起すべきバターンを限定 した場合のもの
であるから､単純にEがHに勝るというものではないが､われわれの進化論的アプロー
チによって得られたニューラル .ネットワークが､その構造においてHopfieldモデル
と全 く異なるにもかかわらず､十分な連想記憶能力を持ち､かつHopfieldモデルを越
える可能性をも示 していると考えられる｡
4.おわりに
我々はGrowingNeuronによって形成され､遺伝的アルゴリズムに従って進化する相
互結合型ネットワークモデルを構築し､その連想記憶能力をシミュレーションによっ
て示 した｡得られたネットワークは､ニューロンの結合数 ･ウェイトの対称性の点で
Hopfieldモデルと著しく異な■るにもかかわらず､連想記憶能力は十分､あるいはHop-
fieldモデルを上回ることが可能である.
現在我々はタスクバターンの組を増やし､バターン組の与え方を変化させること､
すなわちタスク変化による動的環境を導入することによる影響を調べているが､これ
によって期待されるのはタスクの特殊性を除外とともに､学習と進化の相関の考察を
可能とすることである｡
さらに将来の課題として興味深いのはニューロンの位置決定に関する発生論的な観
点､アポ トー シスの導入､あるいは､Axon成長の際の目標ニューロンからの成長因子
の存在などをモデルに組み込むことがあげられよう｡
以上の内容およびさらに詳 しい参考文献については､文献[5】もご参照 ください｡
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