Abstract-The Riemannian exponential map on a noncompact Lie Group, which is determined by a Riemannian metric, is different from the Lie group exponential map determined by one-parameter subgroups. The Riemannian exponential map which represents the geodesic of the optimal transformation is obtained in terms of the minimal geodesic equation on SL(n, R). Generally, the Newton optimization method on Lie group is independent of the connection but with the one-parameter group. Based on the parameterization of the manifold with the Riemannian exponential map, we propose an intrinsic Newton optimization method on special linear group and prove its locally quadratic convergence to critical point of the cost function. Our approach is slightly superior to the counterpart based on Lie group exponential map. We demonstrate this by an image registration example.
I. INTRODUCTION
The control theory on various manifolds has been widely studied [1] . Recent years witness great progress on the controllability, state observer design, robust feedback control and path planning on the matrix groups [2] - [4] .
Optimization on matrix manifolds is an important tool in optimum control [5] . Optimization problems on Lie groups can often be related to the constrained optimization by embedding a Lie group in an Euclidean space. The classical way of dealing with the structure of the group is to use Lagrange multipliers or when the constraints are simple to have an ad hoc procedure to preserve the constraints (e.g. renormalize a quaternion to have a unit quaternion). An intrinsic technique is to use an alternative strategy known as geometric optimization which uses local canonical coordinates [6] . This strategy intrinsically takes care of the geometric structure of the group and allows the use of unconstrained optimization routines. This geometric optimization utilizes the Lie group exponential map, which connects a Lie group with its Lie algebra, to force the iterative process of solving the parameters in their real space. Adopting the target contour as the representative feature, Tom Drummond utilized the Lie algebra method to guide the robot hands to move along the geodesic under the affine Guangwei Li is with the Shenyang Institute of Automation, Chinese Academy of Sciences, Shenyang, China; and with the Department of Management Science and Engineering, Qingdao University, China; and with Graduate School of the Chinese Academy of Sciences, China. liguangwei@sia.cn Yunpeng Liu is with the Shenyang Institute of Automation, Chinese Academy of Sciences, Shenyang, China. ypliu@sia.cn Jian Yin is the Research Institute on General Development and Argumentation of Air Force, Beijing, China. yinyin610@sohu.com Zeli Shi is with the Shenyang Institute of Automation, Chinese Academy of Sciences, Shenyang, China. zlshi@sia.cn group constraints and obtained better accuracy in visual servoing than that in the vector space [7] .
Current research mainly focuses on the compact group SO( , R) n [8] or other related manifolds, such as special Euclidean group SE( , R) n [3] , Quadratic matrix group [9] ,
and Positive Symmetry manifold Sym ( , R) n + [11] . The main reason is that the Lie group exponential map and its inverse map, which play an important role in constructing the optimization algorithm, can be easily obtained on these manifolds. Noticeably, there exists a bi-invariant Riemannian metric on a compact Lie group and the geodesic at the identity element of group is one-parameter subgroup [12] . Hence, the Lie group exponential map agrees with the Riemannian exponential map. However, a noncompact Lie group (e.g. the special linear group SL( , R) n and affine group Aff ( , R) n ) has not any bi-invariant Riemannian metric and the Riemannian exponential map based on the geodesic is usually different from the exponential map based on the Lie group structure. Therefore, the geometric optimization algorithms on the noncompact Lie groups based on the Lie group exponential map have their limitations. To our knowledge, it seems that there is not so much research on the noncompact Lie group optimization. Mahony and Manton provided an instructive and insightful interpretation of the Newton optimization method on the noncompact Lie groups in terms of Cartan-Schouten connection of Riemannian geometry [13] . These connections ensure the canonical coordinates on a Lie group have the same geodesic properties as the normal coordinates on a Riemannian manifold. Researchers pay more attention to Riemannian optimization with affine connection or Riemannian metric and many algorithms have been presented including the convergence analysis [14] - [16] . The updated optimization technique can be found in [17] to deal with the coordination control on the matrix group.
Within the Lie group optimization framework, we present a Newton optimization method on SL( , R) n in which we takes the place of the Lie group exponential map with Riemannian exponential map. We get the closed Riemannian exponential map formula decided by the left invariant Riemannian metric, construct the Newton iterative algorithm and prove its locally quadratic convergence.
II. EXPONENTIAL MAP AND LIE GROUP OPTIMIZATION
To enable further discussion, we need to take a small detour into Lie group and Riemannian geometry. Further information can be found in any textbook on the subject, such as [18] , [19] .
A. Lie group exponential map
A Lie group is a group endowed with the smooth manifold structure. 
In what follows, we denote the map Rexp e , the Riemannian exponential map from the tangent space T e M at the identity element e of the Lie group M , by Rexpp
C. Relationship between the Lie group exponential map and the Riemannian exponential map
It is well known that every compact Lie group admits at least one bi-invariant metric, and the geodesics through e are exactly the one parameter subgroups. Therefore, the Riemannian exponential map at the identity defined by the bi-invariant Riemannian metric agrees with the Lie group exponential map, that is, for any tangent
However, the special linear group does not admit the bi-invariant Riemannian metric, and the one-parameter subgroups or its transmission does not correspond to the geodesic, i.e., the Riemannian exponential map at the identity is different from the Lie group exponential map.
D. Framework for Lie group optimization
Let M be a Lie group and ( ) M Λ its Lie algebra. Assume
x be a point in the neighborhood of t M ∈ there exists ( ) ( )
where 1 2 ( , , , )
is the basis of Lie algebra ( ) M Λ .Then, the Taylor series of a smooth function ( )
where
The Taylor series (8) allows us to construct various optimization algorithms on Lie groups by generalizing algorithms on the vector space. For example, the classical Newton-Raphson method adopts the following intrinsic update step
III. NEWTON OPTIMIZATION ON SPECIAL LINEAR GROUP

A. Geometry of special linear group
For convenience, we denote M( , R) n the linear space of all n n × invertible matrices with real entries and denote Tr( ) ⋅ the trace of a matrix.
The special linear matrix Lie group SL( , R) n is a 2 1 n − dimensional smooth manifold. Being a subgroup of GL( , R) n , it consists of all n n × unimodular matrices
The Lie algebra of the special linear group SL( , R) n is denoted by sl( , R) n . We have 
are solutions of the following matrix differential equation d ( ) dt ( ) ( ) ( ) ( ) [ ( ), ( )]
T T T v t v t v t v t v t v t v t = − = (20) So the equation of the minimal geodesic on SL( , )
n R is
A proof of Theorem 1 is given in Appendix A.
Therefore, the Riemannian exponential map decided by the geodesic equation on SL( , )
n R which emanates from the identity with a velocity v is expressed as Rexpp( ) exp( ) exp( )
We can also derive (22) in terms of the Cartan decomposition of sl( , R) n . A brief proof is given in Appendix B based on [19] 
C. Newton geodesic optimization on special linear group
It is well known that the point sequences generated by the Newton iteration on Euclidean space converge quadratically to the critical point provided that the initial point is sufficiently close to it. From (8), we can also obtain the similar conclusion when using the first kind of canonical coordinates to make the local parameterization map of SL( , R) n around. Now, we replace the Lie group exponential map Lexp with the Riemannian map Rexpp , and obtain the following theorem. 
where 1 π is given by the Newton step
and 2 π is given by (16) , involving projection back to the manifold via the smooth local parameterization map of 
Now, using (33) and (34), we compute the first derivative of the composite function in (27),
Substituting (35) into (29) shows that for all 2 
where y belongs to the topological closure of a sufficiently small open neighbourhood of origin in 2 1 R n − . Remark: The iteration step (23) has the generality. For a Lie group, the Lie group exponential map which is linked to so-called the first kind canonical coordinates gives the parameterization of the manifold. For a Riemannian exponential map, the Riemannian exponential map which is linked to so-called Riemannian normal coordinates also gives the parameterization of the manifold. In spirit, our proof of the theorem is very similar to [20] . We also noticed that if there is not such a relationship, [21] still can prove local quadratic convergence to a critical point of the cost function by means of analysis on manifolds. A further ongoing study on this topic can be found in [22] .
IV. EXPERIMENT AND ANALYSIS
A. Projective Image registration experiment
The image registration is the process of geometrically aligning two images (the reference and transformed images). The projective transformation describes the relationship between the two images of the same object which has a flat appearance. We choose the scale factor to normalize the projective group matrices such that its determinant is equal to 1. Then the matrices belong to the special linear group SL(3, R) . In the following experiment, we call the algorithm LEXP-GN, which utilizes the Lie group exponential map during the iteration process such as [7] . Besides, we intent to give the experimental results based on the Gauss-Newton algorithm in the vector space, which we call VECTOR-GN algorithm while we call our algorithm REXPP-GN, which is based on the Riemannian map. We utilized the experiment data and the same experiment setting We experiment with the image in Fig. 1 and manually selected a 100×100 pixel template (see Fig. 2 ) in the center of the image. We randomly perturbed the four corner points of the template 1000 times with additive white Gaussian noise of a certain standard variance σ from one pixel to ten pixels and fitted for the projective warp parameters that these perturbed points define (for each standard variance, we randomly generated 100 inputs). We say that an algorithm converged if the RMS (root mean square) error in the canonical point locations is less than 3.0 pixels after 15 iterations. We computed the percentage of times that each algorithm converged for each standard variance. The results are shown in Fig. 3(a) that shows when the perturbation to the canonical point locations is less than about 3.0 pixels, all the three algorithms converge almost always. With the increase of the σ , the frequency of convergence for LEXP-GN algorithm rapidly decreases. While 10 σ = , the frequency of convergence for VECTOR-GN algorithm, LEXP-GN algorithm and our REXPP-GN algorithm is 30%, 49% and 60% respectively. For 100 times experiments of
experiments test data are shown in Fig. 3(b) . Our REXPP-GN algorithm requires 8 iterations to coverage while LEXP-GN requires 9 iterations and VECTOR-GN requires 14 iterations.
B. Analysis
From the results of the experiments, we conclude that our algorithm utilizing the minimum geodesics can make the REXPP-GN algorithm far superior to the VECTOR-GN algorithm and slightly better than the LEXP-GN algorithm in the convergent frequency and convergence rate. Firstly, it is evident that the VECTOR-GN algorithm performs not well because it can not exploit the intrinsic manifold structure of the projective parameters. Secondly, it should be noted that when the distance between the two points is very close to the identity element, the REXPP-GN performance is almost identical to the LEXP-GN because now the geodesic on SL(3, R) can be replaced by the Lie exponential map. This can be obtained from Fig. 3 when the perturbation is very small, namely, the projective warp is not remarkable. When the warps are bigger our REXPP-GN performs better than LEXP-GN, especially on the convergence rate.
What should be emphasized here is it may be undesirable to use the exponential map parameterization in real application, as it requires an evaluation of a matrix exponential, which can be difficult [23] . While moving along the exponential map or a geodesic on the transformation manifold, it generally induces a relatively curved path in the image space, which can make the optimization more difficult. Therefore, the reason that optimizing performance along the geodesic is slightly superior to that of the method based on Lie group exponential map should be validated deeply in theory and practice in the future.
V. CONCLUSION
An optimization technique on special linear group is presented based on the Riemannian exponential map which is decided by the Riemannian metric. Comparative experiments validates the slightly superiority to the optimization method based on Lie group exponential map. In the future, while paying attention to the difference between the Newton method on Lie group and Euclidean space, we should pay more attention to the difference between Newton methods based on the one-parameter group and the Riemannian metric on the noncompact group to choose proper structure when designing optimum algorithm. Paying attention to (19) , we can obtain (39) and (40) as follows.
g t dt g t g t t t g t t g t t t g t t t
ε ε η ε η ε η = + = + + 
T T T v t v t v t v t v t v t v t
We can verify that (20) is a solution of the equations (19) and (43). 
B. Geodesic on special liner group based on Cartan decomposition
