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Zusammenfassung 
Das Ziel der Dissertation war, zu untersuchen, welche Aspekte bei Design und 
Implementierung von Gestensteuerung im Bereich Mensch-Maschine Interaktion wichtig 
sind. Der Schwerpunkt des ersten Teiles richtet sich auf Aspekte eines Gestenvokabulars und 
die Frage eines zusätzlichen Feedbacks unter Bezugnahme auf Usability, mentale Belastung 
und Nutzerzufriedenheit. Der Schwerpunkt des zweiten Teils liegt auf den Auswirkungen von 
Gestensteuerung auf das Fahrverhalten. 
In der vorliegenden Dissertation wurden drei relevante Aspekte von Gestensteuerung 
herausgestellt. Experiment 1 und 2 der Vorstudie untersuchten, wie ein Gestenvokabular 
aussehen sollte im Hinblick auf die Form der Gesten und die Anzahl verschiedener Gesten, die 
in einem System implementiert werden. Als Ergebnis schnitt die höchste Anzahl an Gesten (6) 
in Bezug auf User Experience und Akzeptanz am besten ab. Ebenso das Gestenset, das an die 
menschliche Kommunikation angelehnt war. 
Im Unterschied zur Bedienung eines Touchscreens gibt es bei Gestensteuerung kein direktes 
haptisches Feedback. Aus diesem Grund wurde in Experiment 3 der Vorstudie untersucht, ob 
es einen Ersatz für das fehlende direkte Feedback geben sollte. Als Ergebnis kann festgehalten 
werden, dass alle genutzten Feedback-Varianten nicht signifikant besser abschnitten als die 
Variante mit keinem zusätzlichen Feedback. 
Die Simulator- und die VIL-Studie untersuchten den Einfluss von Gestensteuerung auf das 
Blickverhalten und die Reaktion auf kritische Ereignisse im Straßenverkehr. Für diesen Zweck 
wurde das Gestensteuerungs-Setup in einen Simulator beziehungsweise das Vehicle in the 
Loop (VIL) übertragen. Die Simulator-Studie konnte zeigen, dass die Fahrer weniger häufig auf 
das Display im Fahrzeuginneren schauten, wenn sie Gestensteuerung benutzten im Vergleich 
zu Touchsteuerung. Außerdem fühlten sie sich sicherer und die Gebrauchstauglichkeit wurde 
als gut beschrieben. Die VIL-Studie konnte einen positiven Einfluss auf Reaktionszeiten auf 
kritische Ereignisse zeigen. Insgesamt kann damit Gestensteuerung als sichere Alternative für 
Interaktion im Fahrzeug bezeichnet werden, die darüber hinaus auch beliebt bei den Fahrern 
zu sein scheint. 
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Abstract 
This thesis investigates aspects of designing and implementing gestures in human-machine 
interaction (HMI). The first part focuses on aspects of a gesture set and additional feedback 
with regard to usability, workload, and user satisfaction. The second part focuses on the 
impact of gesture-based interaction (GBI) on driving behavior. 
More specifically, this thesis identifies three elementary aspects of designing a GBI. Pre-study 
experiments 1 and 2 examine how a gesture set should appear in terms of the shape and 
number of gestures used. The results indicate that the highest number of gestures, six, 
performs best in terms of user experience and acceptance. However, a gesture set borrowed 
from human communication performs equally well. 
In contrast to touch-based interaction (TBI), direct haptic feedback for mid-air gestures is not 
present. Therefore, pre-study experiment 3 is conducted in order to determine whether a 
surrogate is necessary. The results of this experiment suggest that implemented forms of 
feedback are not rated significantly higher than special feedback. 
The simulator-study and VIL-study investigate the real-world impact of GBI on driver behavior 
in terms of gaze behavior and reaction to critical events. For this purpose, the GBI setup is 
transferred into a simulator environment with a Vehicle in the Loop (VIL) to evaluate GBI for 
IVIS use. The simulator-study demonstrates that drivers look less to the display when using 
GBI compared to TBI. Moreover, they feel safer, and the user experience is better rated. 
Therefore, GBI has a positive impact on driver distraction. The VIL-study reveals a positive 
impact on reaction times to critical events. In conclusion, gestures can be a safe alternative 
for in-car interaction, an alternative which is popular among drivers. 
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I Introduction 
1 Human-Machine Interaction 
In recent decades, users have become accustomed to the same paradigms in terms of human-
computer interaction (HCI) and human-machine interaction (HMI). Nevertheless, this fact 
continues to change as technical devices find their way into everyday life and new forms of 
interaction become necessary. Touchscreens began a triumphal march in all areas of life, 
especially through smartphones, but also laptops, nearly all existing automats, and household 
appliances, among others. In the meantime, parents have assumed the witticism of their 
young children by trying to perform touch gestures on materials that lack the appearance of 
a display. Moreover, other forms of interaction are becoming increasingly popular, including 
simple gesture-based interaction (GBI) such as the detection of a hand in front of a water 
faucet to increase hygiene, a gaming device, speech-based interaction for a car navigational 
system, or a research approach to brain-interfaces for paralytic patients. These approaches all 
increase the intuitivism of interaction and decrease the stress associated with determining 
how an interface works, thereby opening new possibilities for users (Saffer, 2008). 
The following sections focus on the specific interaction types and their characteristics. 
1.1 Touch-Based Interaction 
Since the introduction of the smartphone, touch-based interaction (TBI) cannot be assumed 
away. Touch-based interaction systems are easy to understand and can be used intuitively, 
even for young children or the elderly. Moreover, TBI is well suited for people with disabilities 
(Gao & Sun, 2015; Murata & Iwase, 2005; Sesto, Irwin, Chen, Chourasia, & Wiegmann, 2012; 
Nacher, Jaen, Navarro, Catala, & González, 2015). 
Upon the initial introduction of TBI, only one single-touch interaction was possible. As such, 
the display could only process information from one touch interaction at a time. Later, multi-
touch functionalities were implemented so that interfaces were capable of processing 
information from more than one touch at a time. This improvement facilitated the 
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introduction of additional dynamic gestures, such as the “pinch” (two fingers can be moved 
together to decrease the size of an object or use the zoom function) or the “tilt” (two fingers 
hold an object, a third finger is moved to tilt or incline a 3D object). The interfaces also became 
capable of processing information from two or more people at the same time (e.g. Microsoft 
Surface Hub, Microsoft, 2019). As users have been increasingly able to directly and intuitively 
manipulate objects on the interface screen, their interaction with devices has become more 
“natural”. Natural in this sense is referring to a “clear and enjoyable” way of interaction 
(Wigdor & Wixon, 2011). Another advantage of touch-based interfaces is that they do not 
require other devices, like a mouse, joystick, or keyboard. Although the naturalness of the 
interaction has increased, it is still advantageous to provide instruction for users, especially 
for performing more complicated functions (Schürmann, Binder, Janzarik, & Vogt, 2015). 
However, to realize the expected benefits of touch interaction, it is crucial to adapt the design 
of the interface to the particular use case (see e.g. Wigdor & Wixon, 2011), such as buttons 
showing users where to click or touch (Conradi, Busch, & Alexander, 2015). 
In conceptual terms, a touch gesture can be described as a stroke. A stroke is an uninterrupted 
phase of contact with the display surface. As this definition falls short for gestures which 
require more than one contact with the display, a stroke can also be understood as the phase 
when at least one contact with the surface occurs (Schmidt & Weber, 2013). Villamor, Willis, 
and Wroblewski (2010) have identified 10 basic gestures used in modern touch interfaces, 
which are grouped into single-touch and multi-touch interaction. Examples for single-touch 
gestures include tap, double tap, flick, press, and drag. Multi-touch gestures include spread, 
punch, tap, and press as well as gestures that can be performed with more than one hand, 
such as rotate or press and drag. Using these gestures, it is possible to manipulate objects by 
scaling and moving to turn or to perform navigational tasks such as zoom, scroll, or browse. In 
addition, it is possible to draw gestures on the screen, such as a question mark. These gestures 
can be applied in a wide variety of use cases. Certain research activities have focused on 
designing touch gestures dedicated to particular tasks, such as web browsing (Billinghurst & 
Vu, 2015). A shared characteristic of these gestures is the index finger, which plays a crucial 
role because many touch gestures are performed only by the index finger or together with the 
index finger (Saffer, 2008). 
 
 
 
Human-Machine Interaction 12 
 
1.2 Auditory Interfaces 
Auditory interfaces consist of speech input from the user to the system and/or auditory output 
from the system to the user. Peres et al. (2008) have described auditory interfaces as 
“bidirectional, communicative connections between two systems – typically a human user and 
a technical product.” User inputs are processed via machine listening, speech recognition, and 
dialog systems. System outputs are provided using auditory displays, which use speech or non-
speech audio snippets to provide information and feedback to the user. In general, sound is a 
sufficient indicator of the current system status (for example, whether a system is working). 
Moreover, auditory warnings and alerts are used to indicate that the system status has 
deviated from an expected status and determine whether it requires user attention. However, 
sounds should be implemented carefully, as users can become confused and annoyed. As a 
result, users are likely to turn off the sound (Peres et al., 2008). The following section discusses 
the chances and problems of using such sounds for the use in HCI. 
1.2.1 Evaluation of Using Sounds for Interfaces 
Interfaces usually provide a lot of information through the visual channel. However, the use 
of sound can reduce visual demands. Thus, it is useful to convey important information via the 
auditory channel to avoid the user missing it. Use of the visual and auditory channels can be 
combined to increase the user’s degree of certainty that the system is processing the 
information. For example, when a user enters a PIN number, the interface displays the 
encrypted numbers and outputs a short audio snippet when a number is typed. Another 
benefit of using auditory information for system output is that the eyes can focus on 
something else simultaneously. When people are driving, it is useful to provide important 
information via the auditory channel so that the driver’s visual attention remains on the road. 
For example, instructions of a navigation system are usually provided using auditory 
information as well as displayed information on the screen. As a result, the risk of visual driver 
distraction is decreased. In some use cases, auditory information can provide better 
information than visual information. For example, changes in system status (e.g. the system 
turned off) can be efficiently communicated using audio information. Moreover, auditory 
information can also be used in situations for which no display or only a small display is 
available. Lastly, auditory interfaces can suggest emotions. For example, in video games, the 
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atmosphere of a setting is accentuated by sound. This level of information can be considered 
when designing audio snippets that differ in their level of urgency (Peres et al., 2008). 
However, using auditory information for system outputs also has drawbacks. As already 
mentioned, sound quickly catches the attention of the user. Therefore, auditory information 
should be used carefully, particularly in complex systems such as in-vehicle information 
systems (IVIS). When a system is used publicly, privacy can also be a problem. If the user 
cannot use a headset, he or she may not want everyone to know what he or she is intending 
to do. Moreover, if sounds are used excessively, this can lead to auditory overload or 
interference of different sounds, by which users can get annoyed and may even turn off the 
sound. While sounds can convey more information, on the other hand, there may be a lack of 
information when using sounds. For example, the location of a source is harder to determine 
when using sounds due to their lower resolution. Furthermore, the duration of information 
presented is timely limited using an auditory channel, whereas visual information can remain 
on a screen. As a result, the user can return to the information anytime he or she wants, which 
is not possible when using auditory information. This can be problematic, if the user was 
focusing on something else during the auditory output was presented. In some use cases, 
auditory information does not provide the appropriate quality of information. For instance, 
spatial information should not be provided via the auditory channel as tracking the location 
of sound is harder than with information that is visually displayed. Lastly, auditory information 
is useless if the user does not recognize the meaning of a specific auditory signal (Peres et al., 
2008). 
1.2.2 Voice Input 
Using voice-based input leads to other problems. According to Hura (2008), users gain 
experience in voice interaction mainly from human-to-human speech. Therefore, they expect 
the system to behave similar to a human (for detailed information on speech detection see, 
e.g. Hua & Ng, 2010 or Hura, 2008). Indeed, this expectation is far from the capabilities of 
current voice detection systems. Hence, users should be aware of the functionality and 
limitations of the system. This is crucial, particularly in safety critical situations such as driving. 
If users enter information into the navigation system using voice-input control and the 
detection is erroneous, drivers can become confused. On the other hand, if the speech 
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detection is working well, a city and a street name could be entered much faster than they 
would be through any other interface. However, voice user interfaces should support the 
natural language of users rather than require voice commands, which are not reflected in 
everyday communication (e.g. Neal, Thielman, Dobes, Haller, & Shapiro, 1989; Revuelta-
Martínez, Rodríguez, García-Varea, & Montero, 2013). 
Several studies have been conducted to verify the presumed advantages of voice user 
interfaces and provide design guidelines. Rauterberg (1999) has investigated whether an 
individually chosen sound improves performance. He has found that redundant feedback does 
not improve visual search time. In a second experiment, he has addressed the background 
processes that are invisible to the user by assigning them a specific sound. He concluded that 
continuous auditory feedback of invisible processes improves the performance of HCI and 
increases self-assurance and self-acceptance when using a system. Huang, Moll, Sallnäs, and 
Sundblad (2012) have examined whether audio feedback improves the cooperation of visually 
impaired and sighted participants. They observed that task performance is significantly faster 
with a system that combines audio, haptic, and visual feedback compared to systems that only 
use haptic and visual feedback. 
Niezgoda, Tarnowski, Kruszewski, and Kamiński (2015) have evaluated how workload can be 
measured by using an auditory-vocal secondary task while driving. First, they have suggested 
that auditory-vocal tasks decrease attentional focus on visual events caused by an increased 
number of blinks. This could cause drivers to overlook safety critical hazards in the primary 
driving task. Moreover, they found pupil size to be a valid parameter for assessing workload 
caused by auditory-vocal secondary tasks while driving. Demberg, Sayeed, Mahr, and Müller 
(2013) have noted that steering accuracy decreased when drivers were listening to a language. 
Furthermore, they revealed that steering accuracy decreased even more when driving 
difficulty was high. In another experiment conducted by Lee, Caven, Haake, and Brown (2001), 
a 30% increase in reaction time was observed for braking reaction in a car-following task when 
using a speech-based e-mail system as a secondary task. Moreover, a significantly higher level 
of cognitive workload was reported, with the highest workload for the complex e-mail system. 
The chances and problems of voice interaction system have also been highlighted by Reimer 
and Mehler (2013). In this case, the physiological arousal measured by heart rate and skin 
conductance was lower or comparable for voice interaction and a manual radio tuning task. 
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Nevertheless, a high level of visual demand was indicated for the voice-based entering of 
target location in navigation systems. 
1.3 Gesture-Based Interaction 
Gestures are considered a “nonverbal” form of communication. According to a German 
dictionary, gestures are spontaneous or consciously used movements of the body, especially 
of the hands or the head, which accompany or replace a person’s words and express a 
particular internal attitude indirectly (Dudenredaktion, 2019). In linguistic science, gesture-
based communication exists on a continuum, from sign language to gestures, as an integral 
part of multimodal speech (McNeill, 1992; Fricke, 2013). Speakers, or the sender of a message, 
can use gestures to point to environmental aspects, such as objects or persons, or emphasize 
their attitude on the subject of the current communication. 
Gestural interaction using hands begins with the hand resting in a relaxed position. Then, the 
hand is moved in front of body in order to perform a meaningful expression of the gesture 
before moving back to its starting position (Bressem & Ladewig, 2011). On a higher level, the 
variety of gestures is classified in two broad categories: Autonomous and co-verbal gestures. 
Autonomous gestures replace speech. They can stand alone and are usually understood 
without co-verbal clarification. Co-verbal gestures co-occur with other modalities, namely 
speech. More precisely, gestures are divided into five categories (Ekman, 2004): Emblems, 
illustrators, emotional expression, regulators, and manipulators. 
• Emblems: Emblems have a lexical meaning and can be translated directly into speech, such 
as showing the size of an object using the thumb and index finger. 
• Illustrators: Illustrators occur in conjunction with speech, being consciously or 
unconsciously used to generate attention or accentuate speech, such as pointing to an 
object. 
• Emotional Expressions: These affective utterances can accompany speech or be displayed 
unconsciously; they are closely related to social regulations such as smiling. 
• Regulators: Regulators are directly related to a conversation, as with nodding. 
• Manipulators: These manipulations of the body or an object are largely unintended and 
undesired, including touching the nose while speaking. 
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In recent years, GBI has been increasingly used for HCI. Saffer (2008) separates touch-based 
interfaces (TBI) from free-form interfaces. To interact with a touch-based interface, the user 
must touch the screen of the device directly. To interact with a free-form interface (or gesture-
based interface), the user is not required to touch the interface. Instead, the user can engage 
additional devices, such as a glove or controller, or bypass the input device and control the 
interface directly with the body. For TBI, “gesture” describes input actions of touch-based 
interfaces, such as sliding one or more fingers across the screen. In addition to Saffer’s (2008) 
proposition, a free-form interface would also comprise interfaces controlled via gaze or 
emotion detection. In the present work, “GBI” and “gesture” refer to in-air gestures only. 
1.3.1 Detection Techniques 
Gestures are usually detected using dedicated devices the user holds in the hands (e.g. 
Kouroupetroglou et al., 2012; Tsukada & Yasumura, 2002; Buchinger et al., 2010; Kühnel et 
al., 2011; Tian et al., 2013; Johnston, D'Haro, Levine, & Renger, 2007; Neßelrath, Lu, Schulz, 
Frey, & Alexandersson, 2011; Moyle & Cockburn, 2005) or camera-based systems which track 
the movements of the hands. Examples of dedicated hand-held devices include Nintendo Wii, 
mobile phones, or data gloves. Well-known examples of camera-based gesture-detection 
include Microsoft Kinect and Leap Motion. 
Data gloves were one of the first technologies used for gesture detection. These gloves, 
equipped with several tactile sensors or similar sensors, provide information about whether a 
hand is open or closed and whether the fingers are straight or bent. Active data gloves, which 
are also equipped with sensors, measure dynamic movements and acceleration. The detected 
information is transported via wired or wireless technology. In addition, passive data gloves 
are equipped with markers that are detected by a camera (Premaratne, 2014). For further 
information on gesture recognition by data gloves and different technical possibilities, see 
Parvini et al. (2009), Weissmann and Salomon (1999) or Kumar, Verma, and Prasad (2012). 
Other technologies used for GBI include devices such as the Wiimote (e.g. Schlömer, Poppinga, 
Henze, & Boll, 2008) or dedicated pens (e.g. Tian, Cheng, Wang, & Dai, 2006). However, 
gesture recognition devices can also be merely camera-based and thus, may not require the 
user to wear a glove or use an additional device. Examples of these devices include Microsoft 
Kinect (e.g. Biswas & Basu, 2011) or Leap Motion (e.g. Marin, Dominio, & Zanuttigh, 2014). 
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When using camera-based systems, the tracked data is processed in three layers: detection, 
tracking, and recognition. For the detection layer, the hand is distinguished from the 
background of the image. As a result, information on several features of the hand, such as 
motion, anatomy, and hand shape, is made available. This information is used to continuously 
track the hand position as a second step. In the third step, the semantics of the extracted 
information, such as location, posture, and gesture, are interpreted. For further details, see 
Khan and Ibraheem (2012) or Zabulis, Baltzakis, and Argyros (2009). 
1.3.2 Design of Gesture-Based Systems  
Whereas for TBI and voice user interfaces there are existing design guidelines a well-
established guideline for GBI has not been developed to explain how these interaction systems 
should be designed. However, there are already implemented systems using GBI and there 
are researchers focusing on different aspects of GBI, such as the shapes of gestures used for 
HCI as well as the type of feedback that should be provided to the user. 
Shape of Gestures 
Pereira, Wachs, Park, and Rempel (2015) have asked participants to think of and assess 
gestures for 34 interaction tasks that are usually performed with a computer. Thus, the 
authors have suggested a set of 13 gestures, with some being context-sensitive. Certain 
gestures had to be excluded due to the limitations of modern gesture detection devices. For 
example, a particular gesture using two hands was excluded, as one hand was overlaying the 
other, which compromised its visibility for the camera of the gesture detection device. Some 
gestures were composed of a combination of gestures, involving dynamic movements or being 
static. For gestures using both hands, the right hand performed the main movement of the 
gesture and the left hand was used for additional specification (e.g. by making a fist). 
Moreover, for specific interaction tasks, participants found it more difficult to think of a 
gesture, such as muting the volume. However, the faster the participants decided upon a 
gesture, the better they assessed it. 
An assessment of gestures has also been conducted by Loehmann, Knobel, Lamara, and Butz 
(2013). They first derived 34 gestures from literature. Based on pre-tests and expert 
interviews, their initial gesture set was reduced to a set of six gestures. The final gesture set 
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was assessed in a driving scenario by 91 participants. The participants drove on a test track 
while performing interaction tasks with the IVIS, either using a haptic interface or GBI. 
Examples include muting the radio or turning off the navigation. The results revealed that 
users tend to choose gestures. Participants also reported a positive impact on driving safety. 
Nacenta, Kamber, Qiang, and Kristensson (2013) have examined three gesture sets. One was 
developed by the participants, one by the authors, and one was randomly determined. 
Participants were asked to rate how easy the gestures were to recall. They rated their own 
gesture set as the easiest to learn and remember. 
In another study, Wobbrock, Morris, and Wilson (2009) have also asked participants to 
develop a set of gestures for Human-Computer Interaction (HCI). They observed that the 
number of used fingers was not important and that users preferred to use one hand instead 
of two hands. However, their results also revealed that the mental models of users were 
strongly influenced by the idea of having a desktop. 
Rempel, Camilleri, and Lee (2015) have asked sign language interpreters how gestures should 
be designed for HCI. They concluded that the design of gestures should be guided by natural 
language in combination with gestural contrast and detectability. Moreover, they found that 
fatigue and discomfort of the hand that performs the gestures play an important role. High 
discomfort correlated with a flexed wrist and extended or discordant adjacent fingers. 
Nielsen, Störring, Moeslund, and Granum (2003) have investigated how to determine an 
appropriate set of gestures. Their propositions are as follows: 
(1) Gestures should be easy to perform and remember 
(2) Gestures should be intuitive 
(3) Gestures should be iconic and metaphoric, making sense regarding their functions 
(4) Gestures should be ergonomic, not causing muscular fatigue when frequently performed 
(5) Gestures should be easy to detect by the used technique 
Feedback for Gesture-Based Interaction 
Shakeri, Williamson, and Brewster (2017) have evaluated several feedback types for GBI in a 
driving simulator setting. Their results have revealed that non-visual feedback significantly 
reduces glance duration for off-road glances, particularly auditory and tactile feedback 
(provided via the steering wheel). Moreover, they identified a correlation between off-road 
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glances and lane deviations, with glance duration having a stronger effect than the number of 
glances. The more time a gesture required to be performed, the longer and more often drivers 
tended to look away from the road. In addition, the performance of the gesture was less likely 
to be successful. The authors have concluded that the performance of gestures depends on 
the feedback type, noting that gestures were performed most successfully when the system 
provided visual feedback. In fact, the willingness to correct an erroneously performed or 
detected gesture was highest when using tactile feedback. 
Two studies have evaluated the use of ultrasound to provide feedback while interacting with 
a GBI system (Shakeri, Williamson, & Brewster, 2018; Georgiou et al., 2017). By using 
ultrasound, areas of friction can be created on the skin, thereby emulating tactile feedback. 
Shakeri et al. (2018) have used a specific feedback pattern for each gesture so that users know 
which gesture has been detected. Their results also revealed a reduced glance duration for 
off-road glances. 
1.4 Other Forms of Interaction  
1.4.1 Gaze Interaction 
Another way of interacting through HCI is gaze interaction. In gaze interaction systems, the 
visual behavior of the user is continuously observed, and the system recognizes exactly where 
the user is looking on the display. These systems depend on camera-based image processing, 
which tracks movements of the eyes and head. Several parameters are used for tracking visual 
behavior. Examples include electro-oculography, relation of corneal and pupil reflection, and 
tracking of pupils and eyelids. For more information on different technical methods, see Kim 
and Ramakrishna (1999), Ogata and Niino (2015), Zhang, Bulling, & Gellersen, 2013, and 
Santos, Santos, Jorge, and Abrantes (2014). 
Most eye tracking systems are implemented using head-mounted devices or remote systems. 
Head-mounted systems require the user to wear an eye-tracking device, such as glasses. This 
allows the user to change positions and move between locations. However, wearing the 
device can become uncomfortable over a long period. Remote systems are locally fixed and 
can only track visual behavior when the user remains within the detection range of the device. 
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Although glance interaction systems represent a natural form of interaction, this method is 
characterized by certain limitations. First, the accuracy of eye-tracking must be high enough 
to provide the user a reliable, satisfying system and avoid any interaction lapses. To achieve 
this high accuracy, the eye-tracking systems must be calibrated for a specific user before the 
initial use. Second, use-cases must be chosen carefully. For an overview of evaluated use 
cases, see Salvucci and Anderson (2000); Ohno (1998); Lim and Kim (2012); Mackay, Brewster, 
and Bødker (2013); Song, Cho, Baek, Lee, and Bang (2014). For example, while suitable for 
interacting in smart home environments, using gaze-interaction systems for IVIS can be critical 
for driving safety. As these systems encourage the driver to look more often and longer at the 
display in order to interact with the interface, the number and duration of risky off-road 
glances increases. 
1.4.2 Interfaces using Sense of Touch 
Referring to the sense of touch, haptic interfaces can also be used in HCI. The sense of touch 
comprises cutaneous and kinesthetic touch receptors. Cutaneous receptors allow the 
perception of surfaces and tactile perception. Kinesthetic receptors provide information about 
the location of limbs and their relation to the body using muscles and tendons (O'Malley & 
Gupta, 2008). Haptic interfaces allow users to gain a realistic understanding of an object, such 
as its size, structure, and location. For example, haptic buttons can be created on a 
touchscreen to provide the user with direct feedback when pressing a button. This decreases 
visual distraction as users receive direct feedback when they press the right button without 
having to look at the display, for example while driving. For further information and evaluated 
use cases, see Massie and Salisbury (1994), Neupert et al. (2015), or MacLean (2008). 
1.4.3 Interfaces using Chemical Senses 
Visual, auditory, and haptic senses relate to physical stimuli, whereas olfactory and gustatory 
senses are related chemical processes. Therefore, it is more difficult to create interfaces that 
address these senses. A limited number of materials can be used to create scents: carbon, 
oxygen, hydrogen, phosphorus, nitrogen, chlorine, sulfur, iodine, and bromine. It is not 
possible to create new scents by mixing these materials, just as new colors are not created by 
mixing primary colors. Humans are capable of recognizing approximately 400,000 scents and 
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distinguishing only 1,000 to 10,000 of those scents. Nevertheless, it is relatively easy to 
reproduce scents using a vaporizer (Yanagida, 2008). Unlike scent, taste is more difficult to 
display as it relies upon multifactor senses which perceive smell, chemical substances, haptic 
sensations, and sound (Iwata, 2008). 
1.4.4 Brain-Computer Interface 
Another way to interact with a system is by using a brain-computer interface. These interfaces 
allow users to control external devices by translating brain activity into signals, such as visual 
communication or auditory stimuli. This is important, particularly for people who suffer from 
paralysis or motoneuron diseases (Halder et al., 2010; Nijboer et al., 2008). However, the 
possibilities to design such interfaces rely on research on the human brain and its functions 
and on finding techniques how to best derive cerebral signals. 
1.4.5 Interfaces using Emotional and Social Stimuli 
Lastly, innovative attempts have been made in HCI research. For example, Picard and 
Wexelblat (2002) have investigated the potential of interfaces that recognize, express, and 
respond to emotional and social stimuli. The motivation behind this idea was the observation 
that people not only used interfaces as a tool but also as ways of interacting that followed 
social rules.  
2 Impact of HMI on Driving Safety 
Driving a car induces many demands for the driver, all coming from different sources, and the 
driver must correctly deal with them (Senders, 2013). These demands include but are not 
limited to navigational tasks, longitudinal and lateral control of the vehicle, driving maneuvers, 
and the perception and cognitive processing of the environment (Donges, 2016). To increase 
driving safety and efficiency as well as the comfort of the driver driving assistance systems are 
implemented (Hipp, Bengler, Kressel, & Feit, 2018; Vollrath & Krems, 2011). To change the 
mode of driver assistance systems or to use other information systems, such as the navigation 
system or the air condition, some form of interaction with the vehicle is necessary. The mode 
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of this interaction and the interaction design can strongly influence user experience and 
driving safety. 
2.1 Driving Task 
To begin, it is helpful to know what driving itself defines. The driving task itself consists of 
different subtasks that can be assigned to the primary, secondary and tertiary driving task (cf. 
e.g. Bubb, 2003). The primary subtask is characterized by the concrete driving like longitudinal 
and lateral control of the vehicle (e.g. braking, accelerating, steering). The secondary task 
consists of tasks not being related to keeping the vehicle on the road, but still being necessary 
for correct driving such as indicating the driving direction, using the car horn or driving 
assistant systems. The tertiary task is defined as not being related to driving itself, but with 
the comfort and information needs of the driver like using the air condition, the radio or 
information systems (e.g. Bubb, 2003). 
The primary task can be further divided. For example Brown (1986; cited in Cunningham & 
Regan, 2017) has suggested a taxonomy of driving by dividing the task into its functional 
subtasks: 
 
(1) Route-Finding 
Route-finding, according to Brown, is typically performed by drivers moving in unfamiliar 
surroundings. It is characterized by the visual search for cues that help mark the route, 
such as road signs or landmarks. 
(2) Route-Following 
In contrast to route-finding, route-following is performed by drivers in familiar 
environments where they can easily navigate from one landmark to the next. 
(3) Velocity Control 
Drivers use the speedometer or peripheral movement perception as hints for their 
velocity. With this knowledge, they decide whether to maintain or adjust their velocity to 
reach an appropriate level. This process is largely unconscious for experienced drivers. 
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(4) Collision Avoidance 
This subtask is characterized by the search for predictable hazards and the perception of 
unpredictable hazards. There are differences in performance between novice and 
experienced drivers, especially regarding surrounding familiarity. 
(5) Complying with Road Rules 
Complying with road rules involves the usage of known rules as well as the perception and 
usage of new rules. 
(6) Vehicle Monitoring 
Vehicle monitoring includes the monitoring of fuel or motor status. This task is currently 
decreasing as technical innovations have entered the car. 
 
A second functional approach was made by Bernotat (1970), who divided driving into three 
levels, namely navigation, guidance and stabilization. Navigation is defined by the 
determination of the route, guidance by longitudinal and lateral steering of the vehicle and 
the performance of driving maneuvers and stabilization by tasks being necessary for a stable 
driving mode like braking or steering. 
2.2 Driver Distraction 
Both secondary and tertiary tasks potentially require to interact with an assistance or 
information system, which can lead to driver distraction (Bubb, 2003). This is especially true 
for tertiary tasks, as they are not primarily necessary for controlling the car as discussed above. 
According to Lee, Young and Regan (2009, p. 34; cf. Regan, Hallett, & Gordon, 2011), driver 
distraction can be defined as “the diversion of attention away from activities critical for safe 
driving toward a competing activity, which may result in insufficient or no attention to 
activities critical for safe driving”. This distraction can be caused by secondary tasks in which 
the driver is engaged in addition to the driving task, such as eating, talking to a passenger, or 
using the in-vehicle infotainment system or a smartphone. In the literature on driver 
distraction, secondary and tertiary level tasks (as described above) are referred to as 
secondary tasks. Regan (2007) has ranked these distracting secondary tasks from most 
distracting to least distracting (cf. Cunningham, Regan, & Imberger, 2017): 
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• Internet/e-mail 
• Text messaging 
• Talking on mobile phone 
• Watching DVD 
• Talking to a passenger 
• Route navigation 
• Radio/music/ CD 
• Controlling climate 
• Drinking/eating 
• Smoking 
 
It can be seen that 6 out of these 10 tasks are related to the interaction with a technical device 
or IVIS. There are also different approaches to investigate the actual influence of driver 
distraction on driving safety. The National Highway Traffic Safety Administration (NHTSA) has 
concluded that approximately 15% of all injury crashes in 2015 were distraction-affected 
(National Center for Statistics and Analysis, 2017). 
For the year 2017, it is also assumed that 9% of fatal crashes in the US occurred due to 
distracted drivers. Of drivers involved in crashes, 6% were distracted. Furthermore, for young 
novice drivers, approximately 8% were distracted. Of those drivers, 14% were distracted due 
to cell phone use. These numbers have remained stable in recent years (National Center for 
Statistics and Analysis, 2019).  
However, after an accident it is hard to tell whether distracted played a role unless the 
concerned parties report it. But since interaction with technical vehicle functions is an 
important task in which drivers are engaged, it is useful to determine if other forms of 
interaction can reduce this cause of distraction. As such, it is important to consider how 
secondary task engagement influences driver distraction. 
In order to better understand the various aspects of driver distraction NHTSA proposes to 
divide driver distraction into three: Visual, manual, and cognitive distraction. Visual distraction 
is defined as the driver looking away from the driving situation toward the source of 
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distraction (e.g. using the navigation system). Manual distraction occurs when drivers move 
their hand away from the steering wheel (e.g. using the radio button). Cognitive distracting 
tasks require the driver to move his or her mind away from the driving task (e.g. talking to a 
passenger; NHTSA, 2010). Two or more types of distraction can occur simultaneously. 
However, Regan (2007) has divided distraction into four categories: Visual (the driver is 
looking away from the road), attentional (the driver is moving his or her mind from the driving 
task), physical (the driver is moving his or her hand from the steering wheel), and auditory 
(the driver turns devices in the car to a volume which cancels out other important sounds. 
Classical secondary tasks may not be the only tasks responsible for distraction. In a literature 
review, Cunningham and Regan (2016) have responded to the question of whether emotions 
influence safe driving and, if so, how. Emotional reaction during driving can be caused by the 
driver’s internal state, such as being anxious, worried, or happy. On the other hand, it can be 
caused by emotional advertisements on the roadside or mental health issues from which the 
driver presently suffers. Cunningham and Regan have concluded that emotions perceived by 
the driver, whether positive or negative, influence safe driving negatively. However, this 
question has only recently come into the focus of investigation. As such, the exact mechanisms 
and emotions that influence driving remain unclear. According to the authors, researchers 
have noted that depression and anxiety can also have a negative effect on distraction and 
driving, an outcome of which drivers should be made aware. 
These discussions on driver distraction also involve the driver being responsible for what is 
happening. This stands in in contrast with operating an airplane for example, where it is 
normal to have a crew of two pilots. In a car, it would be possible to share at least secondary 
tasks with a passenger. In reality, however, this is not the case (Regan, 2007). Thus, the driver 
of a car is vulnerable for errors in information processing and in performing the driving task, 
as there is no responsibility sharing with the passenger. 
2.3 Practical Implications of Driver Distraction for the Design of HMI 
Particularly with regard to the tasks of the primary and secondary driving task, the driver has 
to manage the requirements of the situation right at the moment they occur. In order to 
support the driver as best possible in performing these tasks, it is important to understand 
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how the situational demands affect the different aspects of the human information 
processing. Wickens’ multiple resource theory (e.g. Wickens, 2002, 2008) has explained and 
predicted human performance in situations of high workload for operators, such as driving, 
operating an aircraft, or working in a busy office. More precisely, it was developed in order to 
explain performance in an overload situation caused by two or more tasks occurring 
simultaneously. In contrast to other theories, for example that of Broadbent (1958), Wickens’ 
theory has no “bottleneck” or single resource to be shared by all of the tasks a person 
performs. 
In this thesis, the word “resource” indicates something that is limited but can be allocated by 
the human to a task. “Multiple,” however, stands for more than one such process that can be 
executed in parallel or independently. This is closely related to the term “workload,” although 
the two are not synonymous. Workload refers to the performance potential in specific 
situations, whereas multiple resources relates to the observed performance. 
According to Wickens, the multiple resource model consists of four categorical dimensions, 
each with two dichotomous levels: 
 
(1) Stages 
This dimension refers to the stage of processing. On the one hand, perceptual and 
cognitive tasks are present, and on the other hand, the selection and execution of action 
is realized. These tasks use different resources. 
(2) Modalities 
The dimension of perceptual modalities is related to the fact that visual tasks address 
different resources than auditory tasks do. Therefore, it is easier to share attention 
between an auditory and a visual task (listening to music while driving) than between two 
visual tasks (reading text messages while driving). 
(3) Processing codes 
A distinction exists between spatial and verbal processes, which depend on different 
resources. 
(4) Visual channels 
In addition to the dimension of modalities, focal and ambient vision are also differentiated 
within the visual channel. Focal vision refers to foveal perception, being responsible for 
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object recognition, and other high acuity visual tasks such as reading. Ambient vision, in 
contrast, involves the whole visual field and is responsible for orientation and movement. 
 
The Wickens model helps to understand which cognitive resources of a user are available and 
how they can be used for specific tasks. On this basis it is possible to make design-related 
decisions regarding the input and output modality of HMIs.  
Another model describing the driving task was derived by Engström (2011), being related to 
multitasking in everyday driving. According to this model, everyday driving is a multitasking 
activity for which attention plays an important role as safety-critical information must be 
detected and the appropriate actions must selected in order to maintain a high level of safety. 
In this model, schemata, which are functional action units, also play a key role. Two levels of 
schemata are defined, basic schemata and task context schemata. Basic schemata are divided 
into sensory-motor schemata, which are linked to sensations or controlling actions such as 
“press button,” and semantic schemata, which include perceptual acts like “recognize 
pedestrian.” Schemata can compete or collaborate with each other. A collaboration leads to 
a schema coalition. A task context schemata such as “going straight,” for example, can consist 
of several basic schemata, such as “recognize traffic light” or “recognize car ahead.” Schemata 
that build a coalition can inhibit excluded schemata. Based on the model, dual task 
interference can also be explained. There are three types of interference: (1) Peripheral 
interference (competition between sensory and actuator modalities, such as eyes and hands), 
(2) structural interference (competition of schemata), and (3) control interference 
(competition of cognitive control). 
3 Research Question 
Currently most IVIS are based on haptic interaction elements, namely TBI. To interact with 
such systems correctly the user is required to look at the interface and visually search for the 
interactive elements. Some modern IVIS already support voice control commands (e.g. in 
connection with a smartphone) to provide additional ways of interaction with a system. This 
could already help to keep the eyes of the driver on the road. However, not all functions can 
be fully covered by voice commands and there still some problems with the quality of the 
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voice detection This does not only affect the user experience, as the expectations of the users 
are not met, but is also likely to affect driving safety as the user is required to double check 
the results of his interaction or to repeat the commands. Alternatively, GBI represents an input 
modality which could complement the traditional interaction experience via TBI or even 
replace it. Moreover, it could be connected with voice control or auditory outputs to create a 
potential glance-free interaction. Nevertheless, there are still comprehensive studies on 
design parameters, influence on user experience and driving safety. 
Based on the insights and limitations of existing research and literature, this thesis intends to 
clarify several questions regarding the design of gesture-based systems and the practical 
implications for using GBI for IVIS. For this purpose, a series of studies have been conducted. 
To begin, different elementary aspects of a GBI system are addressed: (1) Size of gesture sets, 
(2) gesture shapes, and (3) feedback types. These aspects relate to the following research 
questions: 
• (1) Which principles should be followed for designing gesture shapes? Do users have strict 
preferences, or are their preferences open? 
• (2) What is an appropriate gesture set size? How many gestures should a gesture-based 
vocabulary contain? Is there a minimum number, meaning that gestures can no longer be 
assigned to a function in a metaphorically and semantically meaningful way? Is there a 
maximum number, meaning that the number of gestures is too difficult to learn and recall 
for users? 
•  (3) Is additional feedback needed? When using mid-air gestures, as no haptic feedback is 
required for touch-based devices or any others, is it possible to create a better experience 
with simple methods? 
These questions have been answered in the pre-study. After the clarification of these basic 
questions, the further investigation has focused on the benefits and impacts of GBI on driver 
safety. For this purpose, the results and insights of the pre-study have been consolidated and 
transferred to an in-vehicle interaction system scenario. Additional research questions have 
been addressed as follows: 
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• (4) How do drivers rate the user experience of GBI systems? (this question was mainly 
addressed in the simulator-study) 
• (5) How does GBI for IVIS affect glance behavior? How does glancing behavior change 
when using gestures compared to touch? (this question was mainly addressed in the 
simulator-study) 
• (6) How does GBI for IVIS affect driving performance and driver reactions to critical 
events? (this question was addressed in the VIL-study, which offered the possibility of 
making the experience of driving more realistic and collecting more driving and vehicle 
data) 
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The mentioned studies are presented in the subsequent chapters. Each chapter consists of 
one or two published papers or a manuscript submitted for review. 
Table 1. Papers contained in this thesis 
 Paper Chapters 
included in 
paper 
I Graichen, L., Graichen, M., & Krems, J. F. (2017b). Gestures in 
Human-Computer Interaction - Which shape and how 
many? In K. Blashki (Ed.), Proceedings of the International 
Conference Interfaces and Human Computer Interaction 
2017 (part of the Multi Conference on Computer Science 
and Information Systems (MCCSIS). Lisbon, Portugal, July 21 
- 23, 2017 (pp. 69–76). IADIS Press. 
II 
II Graichen, L., Graichen, M., & Krems, J. F. (2017a). Do users 
want additional feedback when using a gesture-based 
system? In K. Blashki (Ed.), Proceedings of the International 
Conference Interfaces and Human Computer Interaction 
2017 (part of the Multi Conference on Computer Science 
and Information Systems (MCCSIS). Lisbon, Portugal, July 21 
- 23, 2017 (pp. 93–99). IADIS Press. 
II 
III Graichen, L., Graichen, M., & Krems, J.F. (2019). Evaluation of 
Gesture-Based In-Vehicle Interaction: User Experience and 
the Potential to Reduce Driver Distraction. Human Factors. 
https://doi.org/10.1177/0018720818824253. 
III 
IV Graichen, L., Graichen, M., & Krems, J.F. (2020). Effects of 
gesture-based interaction on driving behavior – A driving 
simulator study using the projection-based Vehicle-in-the-
Loop. Human Factors. https://doi.org/ 
10.1177/0018720820943284. 
IV 
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II Pre-Study: Design of GBI 
4 Introduction 
4.1 Gestures in Human-Computer Interaction 
Gestures are usually considered a “nonverbal” form of communication. Scientists conducting 
research in the field of grammar normally focus on written and spoken language. These two 
facts demonstrate that gestures are separate from verbal speech and communication. In 
recent years, however, this has started to change. Researchers are currently engaging the new 
field of gesture use, in which they attempt to understand how gesture accompanies human 
speech. Speech, which is now seen as something multimodal that includes gestures (Fricke, 
2013), is described on a continuum, from gestures accompanying speech to sign language 
(McNeill, 1992). 
Speakers deliberately use gestures to show the appearance of an object, point to objects or 
persons, or make clear their attitude toward something. The process of gesturing begins with 
the hand in a relaxed position. It is then moved in front of the body to perform the meaningful 
part of the gesture, upon which it is moved back into a relaxed position. Gestures are classified 
in two global categories: Autonomous and co-verbal gestures. Autonomous gestures replace 
speech, stand alone, and can be understood without co-verbal clarification. Co-verbal gestures 
occur together with other modalities, typically with speech (Bressem & Ladewig, 2011). 
Gestures have recently been considered in the design process of modern human-computer-
interaction (HCI) in order to facilitate complex operation processes and offer entirely new 
interaction strategies. Saffer (2008) has divided modern gestural interfaces into two 
categories: Touch-based interfaces and free-form interfaces. To interact with a touch-based 
interface, the user must touch the screen of the device directly (e.g., with the fingertips). To 
interact with a free-form interface (or gesture-based interface), the user is not required to 
touch the device. The user must operate it using an input device such as a glove or controller, 
or perform the gestural input operations within the range of sensors (e.g. depth sensing 
cameras and infrared sensors), which track movements of the body (e.g. hand and fingers) 
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and convert them into 3D input. Referring to touch-based interaction (TBI), the term “gesture” 
is often used to describe input movements that are carried out on the screen, such as swiping 
the screen with one or two fingers. In addition to Saffer’s (2008) consideration, a free-form 
interface would also be controlled by gaze or emotions. In the following sections and 
experiments, the terms “gesture-based interaction” (GBI) and “gesture” refer to an in-air hand 
movement respective manipulating the interface by in-air gestures without touching the 
interaction device. 
For the traditional way of interaction with mouse and keyboard, the WIMP-paradigm 
(windows, icons, menus, and pointing devices) was developed (e.g. Kortum, 2008). When 
using the mouse, only one input possibility is available (in addition to the two-dimensional 
targeting of the cursor), clicking. Users must learn when, how, and where to click with each 
mouse button in order to get the desired outcome. However, TBI is similar as it uses fingers 
instead of the mouse. In contrast, however, using in-air gestures opens up new ways. The 
known paradigm remains possible by using fingers for cursor targeting and action performing, 
although it differs from TBI as fingers do not touch the display but remain in the air. It follows 
that no direct feedback is present for succeeding in the intended action, like perceiving the 
mouse click or contact with the display. In addition, a new way of using a specified gesture for 
a specified action is possible (cf. the gesture of drawing a circle is used for repeating 
something, see below). In this case, the user must know what kind of gesture stands for which 
action. On the other hand, visually searching for an item on the display is no longer necessary 
as the gesture can be performed in the air and the computer translates the recognized 
movement into a predefined operation. In combination with voice output, it would be possible 
to interact with the system without looking at the display, a function which makes GBI relevant 
for drivers interacting with in-vehicle information systems (IVIS). 
A new approach in HCI is a more natural design for the user experience by adapting the 
interaction with a computer or technical device so that it is more similar to face-to-face 
communication between humans (cf. Wigdor & Wixon, 2011). By doing so, interaction 
becomes more pleasant and stress-free for the user, and action accuracy increases (e.g. 
Gonzalez, 1996; Tavanti & Lind, 2001; Oh, Robinson, & Lee, 2013). When changing interaction 
modes, two starting points are possible: Input mode, which the user adopts for feeding the 
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system with entries, and output mode, which the system uses to deliver information to the 
user (e.g. Schomaker et al., 1995). 
One way is to increase the naturalness of gesture use, which the literature considers one of 
the most natural forms of interaction (e.g. Karam & Schraefel, 2005; Quek et al., 2002). While 
other modalities can be used, such as touch, haptics, voice commands, auditive outputs, gaze 
control, and emotion control, among others, changing input (or output) modes is only a first 
step in creating a more natural interface. It does not automatically create one. As such, the 
term “natural” describes the experience and behavior of the user, not the sheer product of 
the interface (Wigdor & Wixon, 2011). 
4.2 Research Question 
Several experiments have been conducted using GBI, and most use a narrowly defined scope 
or gestures adapted from TBI (for an overview see Graichen & Metzner, 2014). For this reason, 
the present study considers a broader view of GBI. To create any gestural interface (for 
smartphones, smart home environments, or in-vehicle technologies), it is necessary to know 
which gestures should be used and how many gestures users are likely to remember and use. 
For TBI, a specific set of gestures is used by nearly every interface. To create such a widely 
accepted set of gestures for GBI, the gesture design should be examined. For example, do 
users have special preferences or do they learn whatever is provided? Moreover, the number 
of gestures is important. With few gestures, learning effort is low. Yet, the gestures cannot be 
well adapted to the represented action. With more gestures, learning demand is higher, but 
the gestures better suit the represented action. As the literature has yet to address these 
questions, the present work intends to explore rather than evaluate user preferences in order 
to provide an initial guideline for designing GBI. 
The general importance of feedback in HCI has been emphasized by several design guidelines 
(cf. Kortum, 2008; Shneiderman & Plaisant, 2005; Wigdor & Wixon, 2011). Renaud and Cooper 
(2000) have stated that graphical feedback is especially useful. Therefore, it is necessary to 
determine if additional feedback should be provided when designing a gestural interface (e.g. 
for smartphones, smart home environments, or IVIS). When using TBI or a mouse, users 
receive direct feedback to confirm that an input action was correctly performed in the form 
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of the haptic of a screen or the click of a mouse. For in-air gestures, there would be no 
comparable feedback beyond seeing whether the intended action is being performed on the 
screen. Therefore, it is important to investigate whether users require a special type of 
feedback for successful GBI and if it is otherwise appropriate to receive lagged feedback, 
where the feedback is seen after the action has already been performed. 
Three experiments are described in this chapter. The first experiment focuses on the shape of 
gestures, the second experiment emphasizes the number of gestures when interacting with a 
fictional user interface, and the third experiment provides three levels of visual information 
depth to give feedback to the user. In the case of the latter, the three levels are 1) simple 
feedback providing limited information but is less cognitively demanding, 2) feedback with 
medium complexity, and 3) feedback providing a high amount of information that is 
cognitively demanding when being constantly monitored. As the topic of designing GBI is 
relatively new to HCI, no concrete hypotheses have been developed for this experiment (i.e. 
in favor of one feedback version). As previously noted, the study has been conducted with an 
explorative character. 
5 Method 
5.1 Participants 
Participants (mostly students) for the experiments were recruited via mailing lists of TU 
Chemnitz. In total, 30 (19 female) people participated in the first experiment with a mean age 
of 25.27 years (SD = 6.4). Eleven people said that they already had experience using GBI, and 
19 said they did not yet have any experience using it. Ten participants indicated they would 
be strongly interested in GBI, twelve indicated medium interest, and eight noted low interest. 
In the second experiment, 88 people (61 female) participated, with a mean age of 23.99 
(SD = 5.1 years). Participants were assigned to the experimental groups as follows: 29 
operated with two gestures, 29 with four gestures, and 30 with six gestures (these participants 
were the same as in experiment 1). Concerning their previous experience, 25 people said they 
had already used GBI, and 63 said they did not yet have any experience. Concerning the 
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general interest in GBI, 32 participants indicated they would be strongly interested, 39 
indicated medium interest, and 17 noted low interest. 
In the third experiment, a total of 29 (20 female) people took part, with a mean age of 23.01 
years (SD = 4.27). Twenty-one people said that they already had experience using GBI, and 
eight said they did not have any experience yet. Twelve participants indicated that they would 
be strongly interested in GBI, twelve indicated medium interest, and five noted low interest.  
5.2 Research Design 
To preclude inter-individual differences and discern the possibility of a direct comparison, a 
within-subject design was chosen for the first experiment. Each participant operated with the 
interface using (1) six gestures, developed to be as natural as possible (NUI, close to 
interpersonal communication and real-world-actions) and (2) six gestures, developed to be 
specific to human-machine interaction (HMI) (also abbreviated as TI for technical interaction). 
For the second experiment, a between-subject design was chosen. Every participant 
encountered the interface with two, four, or six gestures, all from the designed NUI-gesture 
set (see Figure 7 and Figure 8 and Table 2). This design was chosen to avoid participant 
confusion when interacting with the same interface and using a changing number of gestures. 
In terms of the third experiment, to preclude inter-individual differences and allow for a direct 
comparison of feedback information level, a within-subject design was chosen. Each 
participant operated with the interface three times using (1) feedback 1 with a low level of 
information, where only the cursor was highlighted (short magnification of the red circle) 
when a gesture was detected, (2) feedback 2 with a medium level of information by displaying 
the detected gesture in written form (e.g. “rotation”; see Figure 2), and (3) feedback 3 with a 
high level of information by a simplified (abstracted) animated figure of the actual hand and 
finger movements (similar to the gesture visualizer, as displayed in Figure 4) so that users 
could see what the Leap Motion was detecting at each moment (see Figure 6). 
5.3 Procedure 
Participants were first instructed to the interface and its functionalities. As such, participants 
were reminded that the experiment intended to rate the type of interaction, not the 
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aesthetics or usability of the interface. After that, they were asked if the experiment could be 
filmed for later evaluation. If they agreed, the video recording was started. Afterward, they 
could become familiarized with the user interface by mouse. Then, the instructor 
demonstrated the gestures and use cases according to the experimental conditions, and 
participants were required to repeat them. When all questions were clarified, a training 
session followed. In this training session, participants could monitor on a second screen what 
the gesture recognition device would detect in order to become familiar with the detection 
performance and learn how to conduct the gestures correctly. The instructor observed the 
participant in this phase in order to ensure that the gestures were performed correctly. When 
the participant felt confident in the usage of gestures, they were asked to accomplish a set of 
use cases while the instructor noted errors or special problems. The sequence of use cases 
was not randomized in order to increase content-related coherence. An error was defined as 
every action that did not lead to the correct result, such as an erroneous detection of the leap 
or a deficient conduction of the gesture. The experiment took each participant approximately 
90 minutes. 
Participants of the first experiment first learned one of two gesture sets. Then, they learned 
the second. After using each gesture set, participants assessed the acceptance, workload, and 
user experience and decided which gestures they preferred for each action. 
Participants of the third experiment first used one of the three feedback versions followed by 
the other two. The sequence was randomized. After using each gesture set, participants 
assessed the acceptance, workload, and adequacy of feedback. 
5.4 Facilities and Apparatus 
5.4.1 User Interface 
Participants operated with a self-developed web-based interface on a 14" laptop (Pentium 5 
processor), which represented simple tasks from everyday use when interacting with a 
computer and responded to user inputs via the gesture recognition device. These actions 
comprised (1) open and close something, (2) move to the next page (or scroll up or down), (3) 
zoom, and (4) rotate, (5) grab and move an object (similarly to drag & drop, or copy an object). 
The first screen was designed with different tiles containing symbols or pictures on their  
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Figure 1. Open and close Figure 2. Zoom and rotate 
  
Figure 3. Grab and move Figure 4. Experimental setup 
  
Figure 5. Feedback 2 Figure 6. Feedback 3 
 
surface (similar to Windows 8 tile interface), which could be opened and closed (see Figure 1). 
By doing so, another picture, a small text, or a map appeared on the screen. On the second 
screen, the user could choose a picture from a list by activating it through the buttons on the 
left. The selected picture appeared on the middle of the interface and could then be rotated 
and zoomed in on (see Figure 2). The third screen displayed a large white ball on a red 
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background. The ball could be grabbed and moved anywhere on the screen by the user (see 
Figure 3). When grabbing the ball, a blue ring signaled successful grabbing. The position of the 
cursor was indicated by a red dot. On both sides of each screen, arrows indicated that the user 
could move to the next screen or a previous screen. To move forward or backward, the user 
had to perform the corresponding gesture (swiping sideways, e.g. see Figure 1). The pictures 
used on the first two screens showed cars. The interface was the same for all experiments and 
experimental conditions to ensure that any differences could be attributed to differences in 
gestures sets. 
To display the information for feedback 2 and 3, a small window was placed in the upper left 
area (see Figure 5 and Figure 6). 
5.4.1 Gesture Recognition 
For the detection of gestures in open space, Leap Motion was used (e.g. Marin et al., 2014). 
The controller was placed in front of the laptop (see Figure 4), although participants were free 
to place it wherever best suited them. A second screen was placed next to the laptop in order 
to display the Leap Motion visualizer. This visualizer displayed a grid with an abstracted hand 
model to demonstrate what the controller detected at each moment. During the training 
session, the screen rotated towards the attendees. During the experimental session, it rotated 
to the camera. A video camera was placed next to the participants so that faces would not be 
visible but the screen with Leap Motion Visualizer would be apparent for later evaluation (e.g. 
errors in gesture recognition). 
5.4.2 Gesture Sets for Experiments 1 and 3 
For the first experiment, two gesture sets were designed (see Figure 7 and Figure 8) for (1) 
natural interaction (NUI) and (2) technical interaction (TI). The design process was guided by 
general literature on gestural human-human communication but was restricted by the 
detection quality of the gesture recognition device (all gestures were based on swiping or 
circle-drawing movements). While gestures for “Open,” “Close,” “Zoom,” and “Rotate” 
differed between both sets, gestures for “Move” and “Drag & Drop” were the same in each 
set as no useful alternative was identified for these actions. 
The gestures displayed in Figure 7 were also used for experiment 3. 
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Figure 7. NUI-Gestures used in experiment 1 Figure 8. TI-Gestures used in experiment 1 
5.4.1 Gesture Sets for Experiment 2 
In the second experiment, the number of NUI-gestures (see Experiment 1) was manipulated, 
as seen in Table 2. For the two-gesture-interface and the four-gesture-interface, some actions 
did not have their own adapted gesture (such as “close” or “zoom”). In this case, the gesture 
for “open something” was used, which meant that participants had to tap on a button that 
displayed an “x” in the upper right corner for “close something” or on a button that had 
“zoom” written on it. 
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Table 2. Gestures used in experiment 2 
 Two gestures Four gestures Six gestures 
Open Index finger pointing Index finger pointing Index finger pointing 
Close - Swipe backwards Swipe backwards 
Drag & Drop - - 
Grab ball with the whole 
hand 
Move Swipe sideways Swipe sideways Swipe sideways 
Zoom - Moving both hands apart 
Move both hands to each 
other 
Rotate - - Circle with index finger 
5.5 Subjective Data 
Acceptance was measured by a 9-item questionnaire that used a 5-point rating scale, ranging 
from -2 to 2, from Van der Laan, Heino, and Waard (1997). It consists of the two subscales 
“usefulness” (five items) and “satisfying” (four items). Workload was assessed using the 6-
item NASA-TLX developed by Hart and Staveland (1988). It estimates the level of “mental 
demand,” “physical demand,” “temporal demand,” “effort,” “performance,” and “frustration 
level,” with each item rating scale ranging from 0 to 20 (with a maximum total score of 100). 
User experience was assessed for the experimental factor of interaction type using the 
AttrakDiff questionnaire developed by Hassenzahl, Burmester, and Koller (2003). It consists of 
four subscales (with 7 items each): (1) “pragmatic quality” (PQ; pertaining to usability criteria), 
(2) “stimulation” (pertaining to interestingness and voluptuousness), (3) “identity” (pertaining 
to identification with the product), and (4) “attractiveness.” The subscales “stimulation” and 
“identity” form the general subscale of “hedonic quality” (HQ). 
In the first experiment, a short questionnaire was used to assess which gesture (NUI or TI) 
corresponded to each use case that participants preferred. 
For the assessment of more detailed feedback, in the third experiment a self-developed 
questionnaire with 13 items was used (see Table 2). Participants were asked to assess each 
feedback version on a 5-point Likert scale. 
6 Results 
The total workload score was obtained by averaging the subscales of NASA-TLX without 
weighting (often referred as raw TLX; in accordance with Hart (2006). For the interpretation 
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of the results HQ and PQ of AttrakDiff, the classification scheme of the questionnaire authors 
was consulted (see www.attrakdiff.com). For statistical analysis (two-sided) t-tests were 
conducted for experiment 1, and ANOVAs with independent measures were performed for 
experiment 2, including appropriate effect size calculation. None of the groups revealed 
significant differences, and any observed effects were small. Therefore, the detailed values 
are not reported in the following sections. Only descriptive statistics are presented. 
6.1 Experiment 1 
For acceptance, the usefulness and satisfying scale values were higher for NUI gestures (0.75 
and 0.65) than for TI gestures (0.38 and 0.39). The NASA-TLX score was lower for NUI gestures, 
which means a slightly lower workload was reported (9.63 vs. 10.04). For AttrakDiff, both 
interfaces were rated as “self-oriented.” The attractiveness subscale was again higher for NUI 
gestures (1.19) than for TI gestures (0.85). See Table 3 for detailed values. 
Table 3. Results for subjective data of experiment 1 
Score Set 1 NUI Set 2 TI 
 M SD M SD 
Usefulness 0.75 0.82 0.58 0.83 
Satisfying 0.65 0.95 0.39 1.01 
TLX 9.63 2.71 10.04 3.43 
HQ 1.66 0.64 1.44 0.64 
PQ 0.22 1.18 -0.09 1.36 
Attractiveness 1.19 1.19 0.85 1.27 
 
When asked what gestures they liked most, participants preferred NUI gesture for “close” and 
“zoom.” For “open,” no difference was observed in the preference of participants, although 
for “rotate,” TI gesture was slightly preferred (see Table 4). 
Table 4. User preferences concerning NUI or TI gestures for each use case 
Gesture Open Close Zoom Rotate 
 NUI TI NUI TI NUI TI NUI TI 
Number 15 15 26 4 22 8 14 16 
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6.2 Experiment 2 
For acceptance, the usefulness and satisfying scales were similar for two and four gestures 
(0.49 and 0.41 vs. 0.25 and 0.28) and were higher for six gestures (0.75 and 0.65). Workload 
was similar for all interfaces. The lowest score was reported for the four-gesture-interface, at 
9.27. For AttrakDiff, all interfaces were assessed as self-oriented. Attractiveness was again 
similar for two and four gestures (0.80 and 0.81) and higher for six gestures (1.18). See Table 
5 for detailed values. 
Table 5. Results for subjective data of experiment 2 
Score Two Gestures Four Gestures Six Gestures 
 M SD M SD M SD 
Usefulness 0.49 0.78 0.41 0.81 0.75 0.82 
Satisfying 0.25 0.98 0.28 0.82 0.65 0.95 
TLX 10.59 3.50 9.27 3.21 9.63 2.71 
HQ 1.55 0.89 1.36 0.67 1.66 0.64 
PQ 0.03 0.89 -0.26 1.05 0.22 1.18 
Attractiveness 0.80 0.88 0.81 1.04 1.19 1.19 
6.3 Experiment 3 
The overall workload score was obtained by averaging the subscales of NASA-TLX without 
weighting (often referred as raw TLX; in accordance with Hart (2006). For statistical analysis, 
ANOVAs with repeated measures, including appropriate effect size calculation, were 
conducted. However, an ANOVA was not conducted for the subjective feedback assessment 
since the questionnaire was self-developed. 
Table 6. Results of subjective data of experiment 3 
Score Feedback 1 Feedback 2 Feedback 3 
 M SD M SD M SD 
Usefulness 0.67 0.75 0.14 0.83 0.63 0.89 
Satisfying 0.61 0.74 0.41 0.63 0.55 0.88 
TLX 8.47 3.13 7.23 2.75 6.67 3.21 
 
For acceptance, means of the usefulness scale were comparable for feedback 1 and feedback 
3 (0.67 vs. 0.63), and feedback 2 was assessed lower (0.14). This difference is significant, 
F(2, 56) = 4.739; p = .013; 𝜂𝐺
2  = 0.081. For satisfying, the scale values were similar for all 
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feedback versions (0.71 vs. 0.41 and 0.55), and the difference is not significant, 
F(2, 56) = 4.079; p = .46; 𝜂𝐺
2  = 0.012. The NASA-TLX score was lowest for feedback 3 (6.67) and 
highest for feedback 1 (8.47). This difference is significant, F(2, 56) = 17.296; p < .001; 
𝜂𝐺
2  = 0.06. See Table 6 for detailed values. 
The results of the detailed assessment of the feedback versions are provided in Table 7. For 
most items, feedback 3 was assessed as the highest. The results indicate that feedback 3 is 
appropriate, conveys relevant information, and facilitates interface use. The impression of 
feeling distracted was lowest when using feedback 3. However, participants seemed to 
constantly monitor the small figure when using feedback 3. 
Table 7. Detailed assessment of feedback versions 
Question Fb 1 Fb 2 Fb 3 
The feedback is appropriate 3.22 2.97 3.52 
The feedback conveys all relevant information 3.24 3.21 3.24 
The feedback helps with using the interface 2.95 2.21 3.48 
Due to the feedback, I know exactly what I am doing 3.17 3.14 3.52 
The feedback shows me what the Leap Motion detects 3.64 4.14 3.69 
Due to the feedback, I know I performed the right action 3.25 3.76 3.00 
Due to the feedback, I know exactly what will happen next 2.41 2.03 2.45 
I would like to get more information from the feedback 2.52 2.86 2.69 
I am overly distracted by the feedback 3.86 4.03 3.38 
I monitored the feedback constantly 3.10 2.69 3.69 
The feedback would help to understand constraints of the system 3.08 2.83 3.41 
The feedback would help to realize the detection performance 3.61 4.03 3.79 
The feedback would help to understand occurring errors 3.02 2.69 3.14 
 
7 Discussion 
This pre-study investigates user preferences regarding the type and number of gestures when 
operating with an (computer) interface. Therefore, a simple experimental setup using a freely 
available gesture recognition device and a self-developed web-interface has been established. 
As no common state-of-the-art has been aggregated from the literature regarding these 
questions (see e.g. Zhang & Angell, 2014), the present study is conducted for exploratory 
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reasons, and no prior assumptions have been made. Nonetheless, important insights are 
gained from the user interactions. 
User ratings regarding acceptance are the highest for NUI-gestures and the set of six gestures 
(but on a relatively low level, with higher values of the perceived usability than for 
satisfaction). Similarly, the perceived workload is assessed lowest for NUI-gestures and is 
lowest for the set of four gestures. While the perceived pragmatic quality (which can be 
understood as a usability evaluation) is indifferent regarding NUI- and BI-gestures, the hedonic 
quality is relatively high for both gesture sets, indicating that the general usage of GBI is 
experienced as highly stimulating. This is also reflected in the ratings for attractiveness, which 
are highest for the set of six gestures. These results may be attributed to the initial contact 
with an innovative technology as such, but this would not hold true for participants with prior 
experience with GBI. The general positive results for both gesture designs indicate the 
potential of user experience for GBI in HCI. 
However, the investigated use cases represent only a small number of basic interaction tasks. 
The preference comparisons reveal that a general statement in favor of NUI or TI cannot be 
made. This implies that the design of GBI should not be guided by maximizing the naturalness 
of gestural movement mappings on related real-world tasks. As gestures itself are considered 
as a natural and seamless way of interaction (see e.g. Quek et al., 2002), it seems that there is 
not that much room for making it more intuitive by the selection of gestures. 
The number of different gestures has not presented a downside for users, and although a 
slight preference for the six-gesture alternative may be found, room for less gestures exists. 
For feedback forms, user ratings regarding acceptance are highest for feedback 1 and 
feedback 3, with feedback 2 being rated significantly lower. However, the perceived workload 
is assessed lowest for feedback 3 and highest for feedback 1. The detailed assessment 
concerning the three feedback versions indicates notable results. Feedback 3 is rated as the 
most informative. Moreover, it helps understand the interface in terms of its constraints and 
letting users know what they are doing. Another advantage is the improved understanding of 
occurring errors, as users can see what the Leap Motion detects. On the other hand, users 
frequently monitor the screen. 
However, the investigated use cases represent a limited number of basic interaction tasks. 
The preference comparisons reveal that a statement on the general necessity of an additional 
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feedback cannot be made, although the general importance of having feedback has been 
emphasized frequently (e.g. Kortum, 2008; Shneiderman & Plaisant, 2005; Wigdor & Wixon, 
2011). User ratings of feedback 3 (with a high information level) are similar to those for 
feedback 1 (with limited information). This might imply that the design of GBI should not be 
guided by implementing an additional feedback. Instead, it might be useful to increase 
acceptance and understanding (cf. building appropriate mental models on how the systems 
works) when the new interaction technology is introduced to a new domain. 
Further research should create a standard set of gestures that is widely accepted for different 
use cases, contexts, and devices (such as smartphones, smart environments, or in-vehicle 
interfaces) and represents a number of useful, transferable actions. Yet, this also requires a 
gesture recognition device with less restrictions concerning gesture design. The present 
results provide an initial direction for these standards. Therefore, more research on the 
usefulness of GBI in a realistic situation (like in-vehicle interaction or at home) is needed in 
order to determine the concrete user demands and user experience of this new type of 
interaction. As younger persons may be more flexible and open to new technologies, further 
research should investigate whether differences exist between younger and older 
participants. 
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III Evaluation of GBI within a Static Driving 
Simulator 
8 Introduction 
8.1 Gestures in Human-Machine Interaction 
In the past decade, gesture-based interaction (GBI) has become an integral part of modern 
interfaces. Across workplaces, industry, and entertainment, GBI facilitates comfortable, 
efficient, and natural human-machine interaction (HMI). Saffer (2008) divides gesture based 
HMI into two categories: touch-screen gestures and free-form, or in-air, gestures. To interact 
with a touch-sensitive interface, the user must touch the screen of the device directly, for 
example, with his or her fingers. In contrast, interfaces based on in-air gestures enable users 
to perform various inputs in space without touching the screen. However, the user must either 
use a dedicated input device, such as gloves or remote controllers, or perform the gestures 
within a close range of sensors, such as depth sensing cameras or infrared sensors that track 
the movement of the body, such as hand and fingers. The term “gesture” is frequently used 
to describe input actions of touch-based interfaces, such as sliding one or more fingers across 
the screen, for example, by swiping a finger from the left to the right side of the screen. In the 
present work, “gesture-based interaction” and “gesture” refer to in-air gestures only. 
Several works have investigated GBI in the context of human-computer interaction (Fariman, 
Alyamani, Kavakli, & Hamey, 2016; Geiger, Nieschulz, Zobl, & Lang, 2002; März, Schwahlen, 
Geisler, & Kopinski, 2016; May, Gable, Wu, Sardesai, & Walker, 2016). However, there is no 
gesture set that is widely accepted and commonly used or precise guidelines on how gesture 
interaction systems should be designed from a user’s perspective (Zhang & Angell, 2014). In 
three preliminary studies, we investigated the number and form of gestures and the type of 
visual feedback users would prefer when using GBI in a computer desk scenario (Graichen, 
Graichen, & Krems, 2017a; 2017b). The results reveal that users can quickly learn up to six 
gestures and prefer gestural movements that correspond to natural movements that are 
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similar to interpersonal communication. No special preferences are apparent regarding the 
type of feedback (e.g., display of the triggered functions such as “zoom” or online display of 
detected hand movements) given by the system. Ratings of acceptance and user experience 
were high in these studies, giving rise to further investigations in other areas of application. 
8.2 Gestures-based In-Vehicle Information Systems 
In-air gestures are increasingly included in in-vehicle interaction systems (IVIS; for example, 
the BMW 5/7 Series or VW Golf). The GBI for IVIS provides innovative interaction technology 
in terms of user experience. In a usability study by Geiger et al. (2002), gesture-based control 
concepts for in-car devices were accepted by the users and were rated as intuitive and less 
distracting. However, Van Laack, Kirsch, Tuzar, and Blessing (2016) have suggested that some 
tasks, such as information or entertainment functions (infotainment), are more suitably 
operated through GBI than other tasks that are more related to the primary driving task, such 
as activating the turn signal. Some participants were sceptical about GBI in general. 
It is assumed that GBI can increase driver safety and positively affect the driving performance 
because visual searches for haptic interaction elements of the user interface are no longer 
necessary. This fact is more apparent when GBI is combined with voice control (Reissner, 
2007). In comparison with speech recognition devices, however, GBI still requires manual 
input that could lead to unintended driver activities (Zhang & Angell, 2014), for example, when 
the system response is not what the user expected. Chiesa and Branciforti (2012) have 
contended that GBI could support the reduction of driver distraction, although they 
acknowledge that some drivers seek visual feedback on the interface. These findings 
emphasize two major requirements of system functionality that must be considered from a 
manufacturer’s side: The GBI must work the first time and must not require two or more 
attempts. Furthermore, GBI must be affirmative, such that the user is not necessarily required 
to discern which gesture or function the system detected. 
To evaluate GBI for IVIS operation regarding user experience and its potential to reduce driver 
distraction, further investigations are necessary. In the present study, drivers operated an IVIS 
in a driving scenario using either GBI or touch-based interaction (TBI) with typical interactions 
tasks to address this issue. The main objective was to compare subjective assessments of both 
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interaction types and to investigate the related glance behavior with regard to visual 
distraction. 
8.3 Driver Distraction 
Driving a vehicle is a highly demanding activity that requires the driver to deal with various 
demands of the current driving situation in a correct and timely manner (Senders, 2013). 
These demands include navigational tasks, driving maneuvers, longitudinal and lateral 
stabilization, as well as the perception and cognitive processing of environmental conditions 
such as traffic participants and traffic regulations (Donges, 2016). In addition, drivers 
occasionally engage in other tasks that are not directly linked to the primary driving task, such 
as eating, talking to a passenger, or operating technical devices. These secondary tasks can 
induce driver distraction, which is defined as “the diversion of attention away from activities 
critical for safe driving toward a competing activity, which may result in insufficient or no 
attention to activities critical for safe driving” (Lee et al., 2009, p. 34; cf. Regan et al., 2011). 
However, this definition does not describe which activities are considered “critical for safe 
driving” in different driving situations. Often, this only becomes clear when a risky situation 
or an accident has occurred (Engström, Victor, & Markkula, 2013). Driver distraction is 
generally difficult to avoid, as drivers report that, while driving, they want to focus on things 
other than the primary driving task (Hancock, 2013). However, a recent report by the NHTSA 
illustrated that at least 15% of all injury crashes in 2015 were reported as distracted-affected 
crashes (National Center for Statistics and Analysis, 2017). Still, there are other approaches to 
define driver distraction. For example, Kircher and Ahlstrom (2017) have offered the MiRA 
theory, which holds that drivers must display minimum required attention to maintain a 
correct mental situation model. Only when that is not the case can driver activity be classified 
as distracted or inattentive. 
Driver distraction is typically categorized into three types: visual, cognitive, and manual 
distraction. Visual distraction tasks require drivers to look away from the driving scenario and 
toward the source of distraction, such as monitoring the navigation system. Manual 
distraction tasks require drivers to remove their hands from the steering wheel to perform 
the distracting activity, such as changing the radio station using centre console buttons. 
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Cognitive distraction occurs when the driver is required to take his or her mind off of the 
driving scenario and think about something other than the driving task, such as talking to a 
passenger (NHTSA, 2010). A distracting activity may be assigned to more than one of these 
categories. 
8.3.1 Relationship of Driver Distraction and Driving Behavior 
Many laboratory and on-road studies have suggested that certain distracting activities 
negatively affect driving behavior and driving performance (for an overview, see Regan, Lee, 
& Young, 2009, and Regan, Lee, & Victor, 2013). Examples include an increased variability in 
speed, time headway to preceding vehicles, acceleration and deceleration (Saifuzzaman, 
Haque, Zheng, & Washington, 2015), increased accident likelihood (Choudhary & Velaga, 
2017), longer reaction times, and reduced performance with regard to lateral and longitudinal 
vehicle guidance (Caird, Simmons, Wiley, Johnston, & Horrey, 2018; Drews, Yazdani, Godfrey, 
Cooper, & Strayer, 2009; Greenberg et al., 2003). However, drivers also appeared to adapt 
their behavior and to compensate the risks of visually distracting activities by reducing speed 
(Engström, Johansson, & Östlund, 2005) or increasing their time headway to preceding 
vehicles (Kaber, Liang, Zhang, Rogers, & Gangakhedkar, 2012). Peng and Boyle (2015), 
nevertheless, have revealed that these behavioral adaptations decrease over time as drivers 
acclimate to the task. 
These results are also related to the drivers’ glance behavior and measures of workload. Liang 
and Lee (2010) found that visual distraction was more interfering than cognitive distraction, 
as drivers performed longer off-road glances as well as more frequent steering neglects and 
overcompensations. Lee, Roberts, Hoffman, and Angell (2012) have even indicated that off-
road glances during visual distraction tasks last longer than 2 s. Kaber et al. (2012) and Young, 
Salmon, and Lenné (2013) found that distraction is also related to a higher subjective workload 
of the driver. This effect was suggested to be related particularly to task complexity and the 
number of steps necessary to achieve a goal in the secondary task (Schaap, Van der Horst, van 
Arem, & Brookhuis, 2013). 
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8.3.2 Reduction of Driver Distraction 
Compensatory behavior is one way to reduce risk when performing secondary tasks while 
driving. Another strategy is to postpone secondary task execution until the requirements of 
the driving situation are lower. Driver application of this strategy has been investigated in 
various studies, producing mixed results. In some naturalistic driving studies, drivers only 
performed secondary tasks when the requirements of the driving scenario were not 
demanding (Metz, Landau, & Just, 2014; Tivesten & Dozza, 2015). In the work of Vollrath, 
Huemer, Teller, Likhacheva, and Fricke (2016) this postponement was only marginally visible. 
Meanwhile, in other studies, this strategy was not observed (Horrey & Lesch, 2009; Lee et al., 
2012). 
Considering the risks of long off-road glances, design standards have been proposed to 
mitigate the amount of time that drivers spend interacting with IVIS. For example, single 
glance duration should generally not exceed 2 s, and the total duration of interface glance 
should require no more than 20 s for task completion (Alliance of Automobile Manufacturers, 
2006; McGhee) McGehee, 2001) 
In addition to evaluating the impact of driver distraction on driving performance, it is 
important to look for strategies and innovative technologies to reduce or avoid driver 
distraction. For example, the effect of augmented reality glasses, such as Google Glass, on 
driver distraction has been recently investigated. The glasses were used as an alternative to a 
conventional head-up display, which offers information relevant to the driving task in the 
driver’s field of vision. Findings, however, revealed no positive effects on reaction to a critical 
event but a better recovery (Sawyer, Finomore, Calvo, & Hancock, 2014; Tippey, Sivaraj, & 
Ferris, 2017). Using GBI could be another new strategy to reduce driver distraction. 
8.4 Research Question 
New information and entertainment functions inside of vehicles are increasingly being 
included in vehicles, for example, by directly connecting individual smartphones and IVIS. 
Therefore, the importance of finding strategies to reduce driver distraction and minimize 
driver workload remains unchanged. The present study focuses on the potential of GBI for IVIS 
regarding user experience and driver safety. The use of objective metrics, such as the 
 
 
 
Introduction 51 
 
distribution of glance behavior is assumed to be related to the risk potential of an in-vehicle 
interaction technology (Kircher & Ahlstrom, 2017). We also assume that visual distraction 
more significantly decreases with the use of GBI compared with conventional TBI, as the driver 
is no longer required to visually search for the interface control elements. Similarly, we expect 
that the subjective impression of safe driving also increases. Although people cannot assess 
the degree of distraction adequately (Hanley & Sikka, 2012), it is still relevant to assess their 
subjective impressions concerning various aspects when using an IVIS while driving because 
these assessments indicate whether drivers are likely to use a system. 
To begin, we compared the subjective evaluation of GBI and TBI in terms of safe driving 
impressions. For this purpose, we contrasted the user ratings of GBI and TBI for IVIS interaction 
with typical secondary driving tasks. We expected the ratings for GBI to be higher than TBI 
(H1). Based on the subjective impression of safe driving, we assumed that the technology- 
related acceptance of GBI is higher than that of TBI (H2). By accounting for the innovation 
factor, particularly the pragmatic effect of using GBI, we assumed that GBI is assessed as more 
attractive than TBI (H3). 
Since the driver must perform a gesture and wait for system feedback, GBI also reduces the 
number of required steps to fulfill the task. However, this requires all necessary gestures to 
be well-learned and the required gesture to be successfully recalled. When using TBI, a 
sequence of actions is necessary, including moving the field of view (FOV) toward the 
interface, visual search of control elements, performing the operation, waiting for system 
feedback, and returning the FOV to the road. Therefore, we assumed that the subjective 
workload is lower when using GBI than TBI (H4). 
Several studies have reported the negative effects of visual distraction by emphasizing 
repeated, long off-road glances. Because the use of GBI requires less glancing toward the 
interface, we assumed the number of glances is also lower than with TBI (H5). When using 
GBI, drivers are only required to look at the interface to receive system feedback as necessary. 
Visual searches are no longer required. Therefore, the total glance duration (H6) and average 
glance duration (H7) should be shorter when using GBI. Given the recommendations of the 
Alliance of Automobile Manufacturers (2006); single glance duration should not exceed 2 s), 
Horrey and Wickens (2007) have suggested extending the common metrics of glance behavior 
analysis. Instead of examining the average glance duration, the proportion of glances that 
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exceed a given threshold should be considered. We followed this approach to analyze the 
glance duration distribution tails. We assumed that the proportion of glances exceeding the 
threshold of 1.6 s, which is the threshold cited by Wierwille (1993), is smaller for GBI than for 
TBI (H8). 
9 Method 
9.1 Research Design 
A three-way (2 x 2 x 2) repeated measures design was chosen, with two interaction types as 
the first factor (GBI vs. TBI). To increase task variety, we implemented interaction stories with 
the IVIS to represent basic, frequently used functions as well as tasks that require more 
complex interaction (several steps of interaction). Table 8 provides task details. The two levels 
of task complexity (basic vs. complex) were the second factor. The third factor results from 
two driving scenarios intended to represent different levels of scenario complexity (city vs. 
motorway). 
The driving scenario alternation was fixed. The order of interaction type and task complexity 
was counterbalanced according to the standard Latin square. 
9.2 Participants 
An opportunity sample of 36 participants was selected (31 female) using mailing lists of the 
Chemnitz University of Technology. The participants’ mean age was 25.01 (SD = 3.85 years, 
MIN = 19, MAX = 35). This research complied with the tenets of the Declaration of Helsinki, 
and informed consent was obtained from each participant. 
When asked whether the participants had experience using GBI, 19 people replied that they 
did have such experience (17 reported that they did not have such experience). Eighteen 
participants also indicated that they were strongly interested in GBI (15 reported medium 
interest, and three had little interest). 
No difference in the interaction system subjective ratings was identified regarding the level of 
experience with GBI, the level of interest in GBI, or between male and female participants. 
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9.3 Facilities an Apparatus 
9.3.1 Driving Simulator 
A fixed-base driving simulator (STISIM Drive 100w) was used for the study. The participants 
sat in a BMW 350i driving cab with automatic transmission (see Figure 9). The projection 
provided a horizontal FOV of 135 degrees. Two cameras were mounted in the car, one on the 
dashboard and the other on the top of the rear seat, and positioned to record the driver 
interactions with the IVIS. 
 
Figure 9. Driving simulator mock-up and experimental setup for gesture and touch interaction 
9.3.1 Driving Scenario 
Two driving scenarios were used: a motorway scenario and a city scenario. A two-lane 
motorway route was designed to represent a driving scenario with relatively low attentional 
demands. Drivers performed four overtaking maneuvers due to slower vehicles on the right 
lane. The urban route was designed to represent a driving scenario with relatively high 
attentional demands. To mitigate training effects, city routes were designed with variations in 
curves, intersection maneuvers (turning left vs. turning right, every turning direction occurred 
once in every city trial), characteristics of road users (cars and pedestrians) and sky cover. For 
each scenario type, a baseline route was designed such that both were used at the beginning 
and end of the experimental sessions. Another urban scenario was designed as a training 
scenario to familiarize participants with the driving simulator. Overall, participants completed 
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13 trips: 1 training scenario, 2 baselines before the experimental trials, 8 trips for experimental 
trials, and 2 baselines after the experimental trials. 
9.3.2 IVIS Interaction Setting 
Instead of the built-in central information display, a 10″ tablet (Acer IconiaTab W501P) was 
mounted on the center console (see Figure 9). The tablet was connected to a gesture 
recognition device (Leap Motion). Although the gesture detection rate of the Leap Motion was 
already quite high, we used the Wizard-of-Oz technique (WoO; Dahlbäck, Jönsson, & 
Ahrenberg, 1993) for the GBI and TBI interaction scenarios. As a result, all user inputs were 
operated by the examiner. This method ensured that participants would not experience 
sensor-related errors or long completion times of the tablet or gesture recognition device, 
which would have confounded the individual evaluations of both interaction systems. 
Furthermore, such a method avoided any unintended interaction experience that could be 
triggered by pressing the wrong button or performing the wrong gesture. 
The interaction display design was based on original displays of a Mini (BMW) brand vehicle. 
The interaction menus were displayed on the tablet as a slide show presentation using a VNC 
screen sharing operated by the examiner. At the time of the experimental trials, the examiner 
could observe the driving simulation and driver activity with video and audio monitoring. 
9.3.3 Interaction Tasks and Gesture Sets (Independent Variables) 
Six interaction tasks were designed for both interaction types. These tasks were derived from 
typical IVIS tasks. Three of the tasks could be performed by operating a single control element 
in conventional IVIS. The remaining tasks usually required more complex operations and 
several interaction steps in the interface. To ensure the gesture fit the selected interaction 
tasks, a pretest with 73 participants was conducted using an online questionnaire. Participants 
were presented images of various gestures and rated the appropriateness for each gesture 
for typical in-vehicle interaction tasks. In the present study, we chose six gestures for the 
interaction tasks that were rated as highly appropriate. Table 8 provides descriptions of the 
IVIS tasks and corresponding gestures. 
Audio snippet acoustic feedback was implemented in each interaction type to signal to 
participants that the task was finished without their having to look at the interface. For 
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convenience, the navigation task destination appeared as if it were entered by voice control 
after the driver correctly activated the menu using the appropriate gesture or by touching the 
correct field on the screen. At the task start, the “mute radio” song snippet was played. In the 
second, fourth, and sixth use cases, the system response for traffic information related to the 
instructions on the navigation device was recorded as an audio snippet. 
9.4 Procedure 
Upon arrival, participants first completed questionnaires pertaining to demographics and 
technical affinity. Then they were introduced to the IVIS tasks and the general usage of IVIS 
gesture-based and touch-based functionality. Each participant was provided as much time as 
needed to learn and practice both interaction types. They were tested repeatedly on their 
interaction performance to reduce training effects during the experiment and lower the odds 
of mistakenly performing the wrong action during an interaction task. Gesture recognition 
functionality was demonstrated using an online visualization on the tablet, illustrating device 
tracking of the participants’ fingers and palm (see Figure 9). Each participant then drove 13 
trips. In all trials, participants were required to drive according to the (German) road traffic 
act. Before each experimental trial, participants were instructed to perform the interaction 
task when they felt safe and comfortable to do so. 
In the motorway scenarios, participants were required to drive in the right lane, if possible, 
and maintain a speed of 130 km/h as drivers were encouraged to overtake slower vehicles. 
The appearance of a slower vehicle was used to trigger IVIS tasks, although tasks were not 
directly linked to an overtaking maneuver. In the city scenarios, participants were required to 
drive at a maximum speed of 50 km/h. When approaching an intersection, they were 
instructed on upcoming turning maneuvers (left/right) by the examiner. The intersection 
approach was used to trigger the IVIS tasks, although the tasks were not directly linked to the 
intersection maneuver. While participants were driving, the examiner either activated or 
blanked the interface before each task.
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Table 8. Tasks with corresponding gestures and procedures for completion: GBI and TBI 
Task complexity Task Picture of gesture Initial situation GBI subtasks TBI subtasks Result 
Basic Zoom into 
navigation map 
 
Map displayed (1) Perform 
gesture 
(1) Press button for “zoom” 
on touchscreen (TS) 
Auditory feedback + 
more detailed map 
displayed 
Basic Raise volume of 
navigation voice 
 
Map displayed 
instruction of 
navigation device 
played 
(1) Perform 
gesture 
(1) Press button for “raise 
volume” on TS 
Instruction of 
navigation device is 
repeated with higher 
volume 
Basic Mute radio 
 
Radio menu 
displayed 
Song snippet played 
(1) Perform 
gesture 
(1) Press button for “mute” 
on TS 
Song snippet is 
stopped 
Complex Repeat 
instruction of 
navigation 
device 
 
Map displayed 
Instruction of 
navigation device 
played 
(1) Perform 
gesture 
(1) Press button for “settings” 
on TS 
(2) Press button for 
“repetition of last 
instruction” on TS 
Instruction of 
navigation device is 
repeated 
Complex Call for traffic 
information 
 
Map displayed (1) Perform 
gesture 
(1) Press button for “settings” 
on TS 
(2) Press button for “traffic 
information” on TS 
Auditory feedback 
“No current traffic 
information” is 
displayed 
Complex Start navigation 
to “Wilhelm-
Raabe-Street” in 
Chemnitz 
 
Map displayed (1) Perform 
gesture 
(2) Speak 
destination 
(1) Press button for “start 
navigation” on TS 
(2) Speak destination(3) Press 
button for “accept 
destination” on TS 
Auditory feedback + 
Navigation map is 
displayed 
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After each trip, participants completed questionnaires regarding acceptance, trust, and work- 
load in terms of the recently experienced IVIS interaction. At the end of the experiment, 
participants completed further questionnaires pertaining to user experience and engagement 
in secondary tasks in addition to a general evaluation of both systems. 
9.5 Dependant Variables 
9.5.1 Subjective Data 
As a manipulation check of the WoO technique for both interaction types, participants 
assessed their trust in the IVIS functionality on a 12-item unidimensional scale (ranging 
between 1 and 7) of the “trust in automated systems” questionnaire (Jian, Bisantz, & Drury, 
2000). The reliability analysis using Cronbach’s Alpha provided good-to-excellent (cf. 
Cronbach, 1951) values, between .87 > α < .94.  
The general impression of safe driving when using GBI or TBI, in comparison to other 
secondary tasks, was measured using a 7-item questionnaire. We based items on the scale 
“distraction engagement” of the questionnaire “susceptibility to driver distraction” developed 
by Feng, Marulanda, and Donmez (2014). The original introductory term “When driving…” was 
replaced with “I have the impression of safe driving when …”. Items were adapted to capture 
both interaction types (the third item “… you adjust the settings of an in-vehicle technology” 
was used twice but ending with either “… by touch control” or “ … by gesture control”). In 
addition, the last item “… you daydream” was omitted. Figure 10 provides details for each 
question. 
Acceptance was measured using a 9-item questionnaire (with a 5-point rating scale ranging 
from -2 to 2) developed by Van der Laan et al. (1997). It consists of the two subscales 
“usefulness” (five items) and “satisfying” (four items). The Cronbach’s Alpha reached 
acceptable-to-excellent values, between .71 > α <. 88 for usefulness and 84 > α < .92 for 
satisfying.  
User experience was assessed for both interaction types using the AttrakDiff questionnaire 
formed by Hassenzahl et al. (2003). This questionnaire consists of four subscales (with seven 
items each ranging from 1 to 7): 1) pragmatic quality (PQ; pertaining to usability criteria), 2) 
stimulation (pertaining to interestingness and voluptuousness), 3) identity (pertaining to 
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identification with the product) and 4) attractiveness (Attr.). The subscales “stimulation” and 
“identity” together form the general subscale of “hedonic quality” (HQ). The Cronbach’s Alpha 
for AttrakDiff reached acceptable-to-excellent values of αPQ = .82 and αHQ = .71 for GBI, αPQ = 
.8 and αHQ = .71 for TBI, and αAttr = .9 for GBI and αAttr = .87 for TBI.  
The workload was assessed using the 6-item NASA-TLX questionnaire crafted by Hart and 
Staveland (1988). This estimates levels of “mental demand,” “physical demand,” “temporal 
demand,” “effort,” “performance,” and “frustration level,” with each item using a rating scale 
from 0 to 20 where the maximum total score is 120. In this case, the Cronbach’s Alpha reached 
acceptable-to-excellent values, between .68 > α < .91.  
A short questionnaire was developed for an overall system experience evaluation for both GBI 
and TBI. Figure 15 outlines further for each question. 
9.5.2 Objective Data 
The cameras’ video data and the driving simulation recordings were analyzed to assess off-
road glances. For both, the annotation process software ELAN (http://tla.mpi.nl/ tools/tla-
tools/elan/; Lausberg & Sloetjes, 2009) was used. All data were double checked by a second 
annotator. The glance analysis comprised the number and length of participant glances during 
one task. A glance was defined according to the first of four mentioned strategies in SAE J-
2396 (SAE International, 2017): Glances were annotated only for times at which the focal point 
remained on the display—with neither transition time from the previous target location nor 
to the next target location—and were included in the analysis only if they started not earlier 
than 1 s before the IVIS screen appeared and up to a maximum of 2 s until the IVIS screen was 
blanked again. 
10 Results 
10.1 Subjective Data 
In the questionnaires of acceptance and AttrakDiff, one missing value was identified and 
imputed subject-wise using R package “mice” with predictive mean matching (Van Buuren & 
Groothuis-Oudshoorn, 2011). For questionnaires investigating impressions of safe driving and 
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system evaluation, there was one complete missing case: a participant was excluded from all 
analyses due to simulator sickness. 
The overall workload score was obtained by averaging the subscales of NASA-TLX without 
weighting (often referred as raw TLX; in accordance with Hart, 2006). An overview of the 
descriptive statistics for means and standard deviations is provided in Table 9. 
In the following analyses of subjective data, an ANOVA for factorial repeated measures was 
conducted using R package “ez” (Lawrence, 2015). Inferential statistics are reported as 
significant at p < .05. Effects are reported using generalized eta-squared (𝜂𝐺
2 ; according to 
Bakeman, 2005) and were interpreted according to the conventions, i.e. Cohen (1988) defined 
values of .02 as small, .13 as medium, and .26 as large. Table 9 displays the descriptive 
statistics for means and standard deviations. 
Table 9. Means and standard deviation for subjective measures 
Score Interaction type Task complexity Driving scenario 
 GBI TBI Basic Complex City Highway 
 M SD M SD M SD M SD M SD M SD 
Trust 5.43 0.89 5.29 0.86 5.39 0.86 5.33 0.88 5.37 0.9 5.35 0.85 
Usef. 1.19 0.64 0.64 0.59 0.92 0.65 0.91 0.71 0.96 0.65 0.87 0.70 
Satisf. 1.13 0.77 0.33 0.81 0.72 0.89 0.74 0.88 0.74 0.86 0.73 0.91 
TLX 32.58 15.42 42.8 19.36 36.71 18.54 38.67 17.88 38.51 18.64 36.86 17.79 
HQ 1.21 0.1 -0.34 0.54 - - - - - - - - 
PQ 1.45 0.89 0.41 0.98 - - - - - - - - 
Attr. 1.62 0.84 0.33 0.85 - - - - - - - - 
Eval. 4.1 0.83 2.43 0.84 - - - - - - - - 
10.1.1 Trust (WoO) 
The interaction system revealed no significant effect on trust by interaction type, F(1, 34) = 
1.49, p = .23, 𝜂𝐺
2  = .006, task complexity, F(1, 34) = 2.24, p = .144, 𝜂𝐺
2  = .001, or driving scenario, 
F(1, 34) = 0.52, p = .476, 𝜂𝐺
2  < .001. Trust values were high and stable over all conditions, 
indicating that examiners correctly conducted the WoO-design. 
10.1.2 H1: Impression of Safe Driving 
The questionnaire item profile used to assess the impression of safe driving for each 
interaction type is presented in Figure 10. Two items aimed to directly measure the secondary 
task engagement when operating with either GBI (M = 3.88; SD = 0.98) or TBI (M = 2.29; 
 
 
 
Results 60 
 
SD = 1.03). In comparing these items, a paired t-test indicated a significant effect, t(33) = 6.35, 
p < .001, d = 1.09. This indication suggests that the impression of safe driving is higher when 
drivers use GBI compared to TBI. Using GBI is similar to talking to a passenger (M = 3.97, 
SD = 0.75), t(33) = -0.39, p = .702, d = 0.07, while TBI is similar to checking a roadside accident 
(M = 2.24, SD = 1.10), t(33) = -0.25, p = .804, d = 0.04 (see Figure 10). Hypothesis H1 is 
supported by these results. 
 
Figure 10. Item profile for secondary task engagement 
10.1.1 H2: Acceptance 
Results of both acceptance scales for each experimental condition are visualized in Figure 11 
and Figure 12. For the “usefulness” subscale, a significant main effect of interaction type was 
identified, F(1, 34) = 35.19, p < .001, 𝜂𝐺
2  = .17, although no significant main effects for task 
complexity were present, F(1, 34) = 0.02, p = .878, 𝜂𝐺
2  < .01. There was a significant effect for 
driving scenario, F(1, 34) = 6.34, p = .014, 𝜂𝐺
2  < .01. Yet, there were no significant interactions. 
For the “satisfying” subscale, a significant main effect for interaction type was found, F(1, 34) 
= 39.27, p < .001, 𝜂𝐺
2  = .21, but there were no significant main effects of task complexity, F(1, 
34) = 0.24, p = .628, 𝜂𝐺
2  < .01, or driving scenario, F(1, 34) = .02, p = .54, 𝜂𝐺
2  < .01. There were 
no significant interactions. The results reveal that gestures were more accepted by the 
participants than TBI, regardless of task complexity and driving scenario. Hypothesis H2 is 
supported by these results. 
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Figure 11. Average scores for acceptance 
(usefulness) 
Figure 12. Average scores for acceptance 
(satisfying) 
10.1.1 H3: AttrakDiff 
Results of AttrakDiff are displayed in the matrix provided in Figure 13, which compares the HQ 
and PQ results for both interaction types, complemented by qualitative annotations from the 
questionnaire authors (cf. www.attrakdiff.com). Gesture interface (MHQ = 1.23, SDHQ = 0.5; 
MPQ = 1.44, SDPQ = 0.88) was rated as “desired” and touch interface (MHQ = -0.31, SDHQ = 0.54; 
MPQ = 0.45, SDPQ = 0.98) as “neutral.” Both PQ and HQ differ significantly between GBI and TBI, 
where FPQ(1, 34) = 15.46, p < .001, 𝜂𝐺
2  = .24 and FHQ(1, 36) = 184.22, p < .001, 𝜂𝐺
2  = .74. 
Furthermore, participants assessed GBI as significantly more attractive than TBI, 
F(1, 36) = 153.6, p < .001 and 𝜂𝐺
2  = .69. These results support Hypothesis H3. 
  
Figure 13. Comparison of AttrakDiff results for 
gesture- and touch-based interaction (matrix 
annotations according to www.attrakdiff.com) 
Figure 14. Comparison of raw TLX results for 
gesture- and touch-based interaction 
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10.1.1 H4: NASA-TLX 
Results for the overall workload score (raw TLX) are provided in Figure 14. Interaction type 
had a significant main effect on the overall workload, F(1, 34) = 18.91, p < .001, 𝜂𝐺
2  = .08. There 
was no significant effect of task complexity, F(1, 34) = 2.92, p = .1, 𝜂𝐺
2  < .01 or driving scenario, 
F(1, 34) = 1.48, p = .23, 𝜂𝐺
2  < .01. There were no significant interactions. The results suggest 
that workload was lower when using GBI than when using TBI. This effect was not influenced 
by task complexity or driving scenario. Hypothesis H4 is supported by these results. 
10.1.2 System Evaluation 
The item profile of the assessed system evaluation is displayed in Figure 15. The interaction 
type had a significant effect on the overall score, F(1, 33) = 50.72, p < .001, 𝜂𝐺
2  = 5. The feeling 
of safety was reported to be higher when using GBI and it was less likely to affect driving 
performance negatively. Moreover, drivers felt less distracted and less encouraged to look at 
the display, responding that they would have liked to drive with the system in the future and 
that GBI would be an improvement to existing systems. 
 
Figure 15. System Evaluation 
10.1 Objective Data 
For exploratory reasons, all data pertaining to glance activity were checked for outliers. 
Potential outliers were double-checked using the video recordings and then assessed as lying, 
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within a reasonable range. No data had to be excluded. Furthermore, no glances were found 
with durations less than 0.2 s (cf. SAE International, 2017).  
The results were analyzed using a linear (mixed-) effects model (LME; according to Laird & 
Ware, 1982). Step by step, we added the three experimental conditions as well as their 
interaction effects as fixed effects to the model and compared the results to the baseline 
model. To ensure model comparability, we used the maximum-likelihood method to estimate 
model parameters. We used participants as a random intercept to account for the repeated 
measures design. We applied a log transformation, log(x+1), of the response variables to 
account for normal distributed residuals of the models. Using LME resolved issues if 
participants did not glance towards the display (e.g. particularly in conditions with GBI), which 
otherwise must be case-wise deleted when conducting an ANOVA with missing values. In 
terms of statistical tests, we used the R package “lme4” (Bates, Mächler, Bolker, & Walker, 
2015) and “lmerTest” (Kuznetsova, Brockhoff, & Christensen, 2017) to approximate degrees 
of freedom and p values for the t-tests. Again, all effects are reported as significant, at p < .05. 
10.1.1 H5: Average Number of Glances (ANG) 
The results for ANG for each experimental factor are visualized in Figure 16. The interaction 
type had a significant effect on ANG, χ²(1) = 326.32, p < .001, as did the task complexity, χ²(1) 
= 44.75, p < .001. The driving scenario had no significant effect on ANG, χ²(1) = 0.1, p = 0.747. 
There was also a significant interaction effect between interaction type and task complexity, 
χ²(1) = 62.89, p < .001. Contrasts revealed that TBI (compared to GBI) significantly increased 
ANG, b = 1.2, SE = 0.06, t(245) = 19.39, p < .001, but not task complexity, b = 0, SE = 0.06, t(245) 
= 0.03, p = 0.976. However, simple interaction tasks (compared to complex tasks) significantly 
lowered ANG when using TBI (compared to GBI) b = -0.5, SE = 0.09, t(245) = -5.69, p < .001. 
The results indicate that ANG is reduced when using GBI, thus supporting hypothesis 5. There 
is also an effect of task complexity in TBI, as complex touch tasks appear to require more 
glances. 
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Figure 16. Average number of glances. Low 
graduation indicates number of glances without 
zero-glance-cases 
Figure 17. Average glance duration 
10.1.1 H6: Total Glance Duration (TGD) 
The type of interaction had a significant effect on TGD, χ²(1) = 421.74, p < .001, as did task 
complexity, χ²(1) = 47.49, p < .001, and driving scenario χ²(1) = 4.23, p = 0.04. The interaction 
between interaction type and task complexity also had a significant effect on TGD, 
χ²(1) = 63.57, p < .001. 
Contrasts indicated that TBI (compared to GBI) significantly increased TGD, b = 2.39, SE = 0.09, 
t(245) = 25.53, p < .001. The effect of task complexity was comparable for simple and complex 
tasks b = 0, SE = 0.09, t(245) = 0.04, p = 0.969. Simple interaction tasks (compared to complex 
tasks) significantly lowered TGD in TBI (compared to GBI), b = -0.9, SE = 0.13, t(245) = -6.8, 
p < .001. The results provide that TGD is reduced when using GBI. Interestingly, there is an 
effect of task complexity in TBI, as complex touch tasks seem to require longer visual attention. 
Hypothesis H6 is supported by these results. 
10.1.2 H7: Average Glance Duration (AGD) 
The descriptive results for average glance duration (AGD) for each experimental condition are 
visualized in Figure 17. The interaction type had a signification effect on the AGD, 
χ²(1) = 154.49, p < .001, as did task complexity, χ²(1) = 6.35, p = 0.012, and driving scenario, 
χ²(1) = 11.06, p = 0.001. There were also significant interaction effects for interaction type and 
driving scenario, χ²(1) = 11.42, p = 0.001, task complexity and driving scenario, χ²(1) = 4.69, 
p = 0.03, as well as for the combination of the three fixed effects, χ²(1) = 3.94, p = 0.047. 
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Contrasts demonstrated that TBI (compared to GBI) significantly increased AGD, b = 0.53, 
SE = 0.04, t(190.1) = 11.98, p < .001. The effect of task complexity was comparable for both 
levels, b = 0, SE = 0.05, t(191.88) = 0.02, p = 0.987, as was that of driving scenario, b = 0.04, 
SE = 0.05, t(193.32) = 0.76, p = 0.449. Simple interaction tasks (compared to complex tasks) 
significantly lowered AGD in TBI (compared to GBI), b = -0.16, SE = 0.06, t(187.9) = -2.72, 
p = 0.007. The motorway driving scenario (compared to city) significantly lowered AGD in TBI 
(compared to GBI), b = -0.24, SE = 0.06, t(189.47) = -3.8, p < .001. These results support 
hypothesis H7. 
10.1.3 H8: Proportion of Glance Duration (PGD) 
To analyze the data in glance duration distribution tails, we separated the proportion of 
glances that exceeded 1.6 s (threshold cited by Wierwille, 1993; cf. Horrey & Wickens, 2007). 
As Figure 18 illustrates, the number of glances is notably lower when using GBI compared to 
TBI. Moreover, the figure indicates that the proportion of longer glances is lower when using 
GBI. Overall, 1.8% of glances exceeded the 1.6 s threshold when using GBI, as compared to 
16.7% when using TBI.  
The interaction type had a significant effect on the PGD over 1.6 s, χ²(1) = 75.62, p < .001, as 
did task complexity, χ²(1) = 17.01, p < .001, and driving scenario, χ²(1) = 6.31, p = 0.012. There 
were also significant effects of interaction type and task complexity, χ²(1) = 6.31, p = 0.012, 
interaction type and task complexity, χ²(1) = 5.28, p = 0.022 , and task complexity and driving 
scenario, χ²(1) = 6.99, p = 0.008. Contrasts revealed that TBI (compared to GBI) significantly 
increased PGD, b = 2.94, SE = 0.34, t(191.36) = 8.63, p < .001. Simple interaction tasks 
(compared to complex tasks) significantly lowered PGD in TBI (compared to GBI), b = -1.46, 
SE = 0.46, t(188.28) = -3.17, p = 0.002. The motorway driving scenario (compared to city) 
significantly lowered PGD in TBI (compared to GBI), b = -1.33, SE = 0.5, t(190.66) = -2.69, 
p = 0.008. These results complement the findings of the glance number and length. Thus, 
hypothesis H8 is supported by these results. 
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Figure 18. Distribution of Glance Duration 
11 Discussion and Conclusion 
11.1 Summary of Results 
The presented study focused on the potential of GBI compared with TBI to control IVIS 
regarding objective driver safety and subjective user experience. For this purpose, we 
designed a driving simulator study with two driving scenarios characterized by low or high 
attentional driver demands (motorway vs. urban scenario). While driving, participants 
performed six typical IVIS tasks characterized by low or high interaction complexity. 
To avoid confounding user experience by technology-based errors when detecting gesture or 
touch input, a WoO technique was applied. The results for trust in system functionality were 
high in all experimental conditions, which indicates that the system experience was not 
affected by the WoO technique. 
The subjective impression of safe driving was rated higher for GBI than TBI. Participants also 
assessed both interaction types concerning acceptance, user experience, and workload. All 
measurements were rated higher for GBI than TBI. This finding correlates with early results 
from Geiger et al. (2002). User experience was assessed regarding hedonic and pragmatic 
qualities, which allows assignment to groups of different attractiveness. According to the 
AttrakDiff (Hassenzahl, Burmester, & Koller, 2008; http://attrakdiff.de/index-en.html), in 
terms of overall attractiveness, GBI can be described as “desired” whereas TBI can be 
described as “neutral.” 
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Furthermore, visual behavior and driving performance during the IVIS interaction were 
analyzed. Participants performed significantly fewer glances toward the interface when using 
GBI compared with TBI. Glances toward the interface were also significantly shorter in average 
duration and in total duration when using GBI compared with TBI. The proportion of glances 
exceeding 1.6 s was significantly higher for TBI than for GBI. The results are independent of 
both driving scenarios, with either low or high attention demands on drivers as well as 
interaction task complexity. 
11.2 Implications 
Several studies have suggested that driver distraction is related to driving performance 
deterioration (e.g., Regan et al., 2009). With increased provision of additional information and 
entertainment services inside of vehicles, finding strategies to avoid driver distraction remains 
a challenge. Therefore, it is important to develop new ways of interaction that reduce driver 
distraction. Several studies have also reported negative ratings of conventional IVIS 
technologies in terms of usability and user satisfaction as well as attention allocation while 
driving (e.g., Lansdown, 2001). 
Innovative, touch-free interaction systems facilitate more pragmatic IVIS operation and have 
the potential to reduce the degree of visual distraction. The literature has already proven that 
in-air gestures could be an important alternative to conventional IVIS (e.g., Chiesa 
& Branciforti, 2012; Reissner, 2007). In our study, all subjective measures regarding user 
experience and workload were rated more positively for GBI than TBI. Interestingly, the 
subjective impression of safe driving when using GBI was rated similarly low to that of 
conversation with a passenger. This likeness indicates that GBI is experienced as less 
demanding. This fact could also be supported by objective data: The level of visual distraction 
was lower for GBI than for TBI. Contrary to the findings of Chiesa and Branciforti (2012), we 
did not observe that drivers using GBI looked at the display for a longer time in order to get 
visual feedback. For a large number of GBI tasks, participants did not look toward the display 
at all. This could result from the system providing auditory feedback after each user input, 
which was not provided in the experimental setting of Chiesa and Branciforti. In contrast, 
participants using TBI performed longer glances at the display. This characteristic of 
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conventional IVIS is related to the risk of severe driving errors (see Lee et al., 2012). 
Furthermore, the combination of GBI with voice input and auditory feedback could contribute 
to maintaining the driver’s attention on the road (cf. Reissner, 2007). 
Regarding the results of glance behavior, the implications depend on the definition of driver 
distraction. For some researchers, the pure shifting of attention away from the road is 
problematic. If this notion is taken as a basis, then TBI could be problematic as well. For 
example, participants in our study displayed longer and more frequent glances away from the 
road. When referring to the MiRA theory of Kircher and Ahlstrom (2017), the pure off-road 
glances would not necessarily be problematic. However, that only holds true if these glances 
hinder the driver to build a correct mental representation of the situation. Extended research 
is required on the consequences of glance behavior with regard to the number of actual 
driving errors and the occurrence of dangerous driving situations. 
Nevertheless, GBI seems to allow the driver to spend more visual attention on the driving 
situation, which is beneficial. Especially long glances to the display are dramatically reduced, 
and these long glances are supposed to be a higher danger (e.g., Horrey & Wickens, 2007). 
The Alliance of Automobile Manufacturers also recommends that IVIS should not require 
glance durations longer than 2 s (McGehee, 2001). 
11.3 Limitations and Further Research 
Despite the positive effects of GBI, there are also negative effects that must be considered. 
When using TBI, the workload will always be relatively high: The driver must know which 
control elements are required; he or she must visually search for them in order to effectively 
operate the system. In comparison, the initial cognitive workload for GBI may be even higher 
for beginners. Drivers must learn which gesture is needed for which function. In addition, the 
increased physical effort resulting from the more complex hand and finger movements must 
be taken into account (Zhang & Angell, 2014). However, this effort can be reduced by practice 
and automation of necessary movements. In this study, only a small number of gestures and 
potential use cases was investigated. Our study provided no indication of the difficulties of 
initial contact with GBI and long-term habituation. Moreover, no assessment about the total 
 
 
 
Discussion and Conclusion 69 
 
level of distraction caused by TBI or GBI can be made, as the objective of the study was to 
compare TBI with GBI, and no comparison with driving without secondary task was made. 
Further research is also needed on the precise design of these systems. There should be a 
widely accepted set of gestures for basic system functions, similar to what already exists for 
conventional systems. This standard would help drivers determine which gesture to make 
without having to remember it, and thus to use GBI more often. Additionally, investigations 
should examine real driving situations to ensure that these effects are not only reported in 
simulated environments. 
We have concluded that GBI is an effective way to reduce drivers’ off-road glances when 
operating IVIS. The participants revealed high levels of acceptance and user experience. 
Further research is needed to develop an established set of gestures so that this interaction 
strategy can be supported equally in all vehicles similar to existing touch-based systems. 
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IV Evaluation of GBI within the Vehicle in the 
Loop 
12 Introduction 
12.1 Gestures in Human-Machine Interaction 
In the last decade, gesture-based interaction (GBI) has become an integral part of modern 
interfaces as it facilitates a comfortable, efficient, and natural human-machine interaction 
(HMI). Gestural interfaces generally comprise systems of touch-based interaction (TBI) and 
mid-air GBI (e.g. Saffer, 2008). When interacting with a touch-sensitive interface, to control 
an object on the screen the user must touch the device screen directly, such as using fingers 
to swipe between open applications on a smartphone. In contrast, mid-air GBIs enable users 
to perform various inputs in space without touching a screen, either by using a dedicated 
gesture control device (such as gloves or remote controllers) or by performing gestures with 
parts of the body (such as hand and fingers). In the present research, “gesture” and “GBI” 
refer to mid-air, touchless hand gestures only. 
Several works have investigated GBI in the context of human-computer interaction HCI ( 
Fariman et al., 2016; Geiger et al., 2002; März et al., 2016; May et al., 2016). However, most 
of today’s applications are adopted for entertainment (e.g. video game controllers, virtual 
reality, and motion-controlled drones). While the implementation of mid-air GBI in safety-
critical domains, such vehicles and the workplace, has been discussed in contemporary work 
(e.g. Saffer, 2008; Ziegler, Döring, Pfeffer, & Urbas, 2014), further investigation is needed 
regarding the impact of gestures on user safety and user experience. Moreover, there is no 
precise guideline on how gesture interaction systems should be designed from the user’s 
perspective (Zhang & Angell, 2014). In our preliminary studies, we investigated the number 
and shape of gestures as well as the type of visual feedback users would prefer when using 
GBI (Graichen et al., 2017a, 2017b). The results reveal that users can quickly learn up to six 
gestures and prefer gestural movements that correspond to natural movements similar to 
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interpersonal communication. Users did not prefer specific types of feedback (e.g. display of 
the triggered functions such as “zoom” or online display of detected hand movements) given 
by the system. 
12.2 Gesture-Based In-Vehicle Information Systems 
Modern vehicles are increasingly equipped with infotainment systems, which are assumed to 
provide a natural way of interacting (cf. Wigdor & Wixon, 2011), such as touch-sensitive 
interfaces and voice control systems. In some manufacturer portfolios, including the BMW 5 
and 7 or VW Golf and VW Tiguan, GBI is already offered for interaction with IVIS.  
Although studies on behavioral aspects of gestures for IVIS have been published recently, 
many of these studies have focused on gestures for touch-sensitive interfaces (e.g. Ahmad et 
al., 2016; Burnett, Crundall, Large, Lawson, & Skrypchuk, 2013; Ecker, Broy, Hertzschuch, & 
Butz, 2010) or gestural interactions near or on the steering wheel (e.g. Angelini et al., 2014; 
Döring et al., 2011; Fang & Ainsworth, 2012; Lee, Yoon, & Shin, 2015; Mahr, Endres, 
Schneeberger, & Müller, 2011; Werner, 2014). Some works have investigated mid-air GBI from 
a user perspective, such as users’ preferences for gesture set design and feedback techniques 
(e.g. März et al., 2016; May, Gable, & Walker, 2017; Riener et al., 2013; Shakeri et al., 2017). 
In addition to increasing driver comfort, GBI is assumed to be less visually demanding than TBI 
and therefore reduce the risk of driver distraction (e.g. Geiger, Zobl, Bengler, & Lang, 2001). 
12.3 Driver Distraction 
Driving a vehicle requires the driver to handle various demands of current driving situations 
in a correct and timely manner (Senders, 2013). These demands include navigational tasks, 
driving maneuvers, stabilization of longitudinal and lateral lane keeping as well as the 
perception and cognitive processing of environmental conditions such as traffic participants 
and traffic regulations (Donges, 2016). At times, drivers also engage in secondary tasks such 
as eating, talking to a passenger or operating technical devices. These secondary tasks can 
induce driver distraction, which is defined as “the diversion of attention away from activities 
critical for safe driving toward a competing activity, which may result in insufficient or no 
attention to activities critical for safe driving” (Lee et al., 2009, p. 34; cf. Regan et al., 2011). In 
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fact, a recent report by the NHTSA has illustrated that at least 15 percent of all injury crashes 
in 2015 were reported as distracted-affected crashes (National Center for Statistics and 
Analysis, 2017).  
Driver distraction is typically categorized into three types: visual, cognitive and manual 
distraction. Visual distraction tasks require the driver to look away from the driving scenario 
and towards the source of distraction, such as monitoring a navigation system. Manual 
distraction tasks require the driver to remove their hands from the steering wheel to perform 
the distracting activity, such as changing the radio station using centre console buttons. 
Cognitive distraction occurs when the driver is required to take his or her focus away from the 
driving scenario and think about something other than the driving task, such as talking to a 
passenger (NHTSA, 2010). A distracting activity may not necessarily be assigned to only one of 
these categories. 
12.4 Relationship of Driver Distraction to Driving Behavior 
Many laboratory and on-road studies have suggested that certain distracting activities 
negatively affect driving behavior and driving performance (for an overview see Regan et al., 
2009 and Regan et al., 2013), such as increased variability in speed, time headway to preceding 
vehicles, acceleration and deceleration (Saifuzzaman et al., 2015), increased accident 
likelihood (Choudhary & Velaga, 2017), longer reaction times and reduced performance with 
regard to lateral and longitudinal vehicle guidance (Caird et al., 2018; Drews et al., 2009; 
Greenberg et al., 2003). Although drivers have adapted their behavior to compensate for the 
risks of visually distracting activities by reducing speed (Engström et al., 2005) or increasing 
their time headway to preceding vehicles (Kaber et al., 2012), Peng and Boyle (2015) have 
revealed that these behavioral adaptations decrease over time as drivers acclimate to the 
task.  
These results are also related to drivers’ glance behavior and workload measures. Liang and 
Lee (2010) have suggested that visual distraction interfered more than cognitive distraction, 
as drivers performed longer off-road glances as well as more frequent steering neglects and 
over-compensations. In addition, Lee et al. (2012) have indicated that off-road glances during 
visual distraction tasks last longer than 2 s. Kaber et al. (2012) and Young, Salmon, and 
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Cornelissen (2013) have found that distraction is also related to higher driver subjective 
workload, an effect suggested to be related to task complexity and the number of steps 
necessary to achieve a goal in the secondary task (Schaap et al., 2013). 
12.5 Reduction of Driver Distraction 
Compensatory behavior is one way to reduce risk when secondary tasks are performed while 
driving. Another risk reduction strategy is to postpone secondary task execution until there 
are fewer driving situation requirements. Driver’s postponement strategies have been 
examined in various studies, producing mixed results. In some naturalistic driving studies, 
drivers only performed secondary tasks when the demands of the driving scenario were low 
(Metz et al., 2014; Tivesten & Dozza, 2015). In a study by Vollrath et al. (2016), the 
postponement was only marginally visible. Meanwhile, in other studies, the strategy was not 
observed (Horrey & Lesch, 2009; Lee et al., 2012). 
In addition to evaluating the impact of driver distraction on driving performance, it is 
important to identify strategies and innovative technologies that reduce or avoid driver 
distraction. For example, recent studies have investigated the effect of augmented reality 
glasses, such as Google Glasses, on driver distraction. As an alternative to conventional head-
up displays, the glasses have been used to offer the driver information relevant to their task 
in their field of vision. Some study results have revealed positive effects of Google Glass on 
speed behavior but negative effects on steering performance (Sawyer et al., 2014; Tippey et 
al., 2017). Therefore, GBI use could be a new strategy to reduce driver distraction as it entails 
the potential of providing shortcuts to tasks that usually require visual searches for control 
elements in TBI systems. However, few studies have focused on the driving behavior effects 
of GBI (e.g. Kopinski, Eberwein, Geisler, & Handmann, 2016; Sterkenburg, Landry, & Jeon, 
2017). As a result, our recent study has investigated the potential of GBI to reduce driver 
distraction. The results revealed the beneficial effects of GBI compared to TBI as drivers 
performed fewer and shorter interface glances (Graichen, Graichen, & Krems, 2019). Based 
on this, we assume that GBI is a superior in-vehicle control for certain infotainment and 
navigation interactions tasks that are typically performed using TBI, but for which a shortcut 
using GBI could easily be provided. The objective of the present study is to quantify this 
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advantage by comparing GBI’s impact on driving behavior, investigating whether the potential 
facilitates appropriate driver reactions for critical driving situations, and to explore particular 
dimensions of the GBI channel. 
12.6 Research Questions and Hypotheses 
 
According to our previous findings, we assume that visual distraction decreases with the use 
of GBI compared to TBI, as the driver is no longer required to visually search for interface 
control elements. Similarly, previous studies have shown that the overall workload was higher 
when using TBI compared to GBI. Hence, we also assume that this workload leads to higher 
RTs since drivers must share limited cognitive capacities regarding the driving situation 
demands and secondary tasks.  
We compared objective measures of driving performance when using GBI compared to TBI. 
To begin, we contrasted the RT to safety critical events for drivers using GBI and TBI. We 
expected the RTs for GBI to be shorter than TBI (H1).  
According to the literature, the steering behavior of distracted drivers worsens, so we expect 
drivers’ steering performance to be more affected by TBI than GBI. For this purpose, we 
analyzed the steering wheel reversal rate (SWRR) and the steering wheel velocity (SWV) as 
measures of lateral driving performance. For both measures, we compared individual values 
with averaged baseline measurements. We expected the SWRR and SWV to be higher than 
the baseline when using TBI, but not when using GBI (H2).  
The effects of driver distraction on TH differ across studies as both a shorter TH and 
compensatory behavior leading to a longer TH have been reported. To investigate the effects 
on TH, we compared individual values for TH when using GBI or TBI with corresponding values 
from a baseline measurement. TH is defined as the "time between two successive vehicles 
when they pass a point on a roadway" (Transportation Research Board, 2010). According to 
the mixed results found in the literature, we expect TH to be statistically different from the 
baseline when using TBI, but not when using GBI (H3). However, in the experimental setting 
drivers were driving a real test vehicle on a test track, but the driving scenarios are based on 
simulated traffic participants. As a result, drivers might feel safer. Hence, it would also be likely 
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that no compensatory behavior can be observed and that TH is lower than corresponding 
baseline measures when using TBI, but not when using GBI. 
13 Method 
13.1 Design 
A two-way (2x2) repeated measures design was chosen where two types of interaction (GBI 
vs. TBI) compose the first factor. To increase task variety, we implemented interaction stories 
with the IVIS to represent basic, frequently-used functions and tasks that require more 
complex operation (several steps of interaction).  provides task details. The two levels of task 
complexity (basic vs. complex) constituted the second factor. All participants used both types 
of interaction and both levels of task complexity. In addition, four driving scenarios have been 
created to avoid learning effects. These scenarios allowed drivers the room to perform three 
IVIS tasks and to experience one safety-critical situation. The interaction type or task 
complexity remained constant during each trip and the sequence of trips as well as alternation 
of interaction type was fixed. The combination of interaction type and task complexity was 
counterbalanced according to the standard Latin square. Within each scenario, the timing of 
interaction tasks was fixed to provide participants enough time to perform them in a relaxed 
way that would fit to the specifics of the test track (such as crossings or turning maneuvers) 
as well as the occurrence of critical events.   
13.2 Participants 
An opportunity sample of 65 participants (16 female; mostly students) was selected. The 
participants’ mean age was 26.14 years (SD = 8.06, min = 18, max = 57). No restrictions were 
established regarding driving experience or visual aids; however, only people with a valid 
driving license were included in the sample. No statistical differences were observed between 
male and female participants. This research complied with the tenets of the Declaration of 
Helsinki such that informed consent was obtained from each participant. 
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13.3 Facilities and Apparatus 
13.3.1 Projection-based Vehicle in the Loop 
To provide a realistic driving scenario and vehicle setup, a recently modified version of the 
Vehicle-in-the-Loop (VIL) model was used. The VIL combines the driver immersion in a virtual 
environment with the experience of realistic dynamic forces and auditory feedback of a real 
test vehicle on a test track (Berg, Nitsch, & Färber, 2016; Bock, 2012). While the driver actually 
moves the vehicle over the test track using real control elements (such as the steering wheel 
and pedals), the visual channel is detached from reality. Instead, the driver is visually 
immersed in a virtual environment. The operating principle is depicted in Figure 19. The virtual 
environment was first constructed on the available routes of the test track. For the driving 
simulation, we used the software Virtual Test Drive by Vires (Neumann-Cosel, Dupuis, & 
Weiss, 2009). The vehicle position and orientation was determined using differential GPS and 
an inertial measuring unit. The driving simulation image generation was based on a sensor 
fusion of the GPS signals. In a previous VIL version, the driver interacted with the complete 
virtual reality using a head-mounted display, which limited its area of application for non-IVIS 
investigations. In contrast, the recent development of projection-based VIL (Pro-VIL) uses a 
short-distance projector that is directly mounted under the vehicle’s roof, projecting the 
driver’s front view onto an inset fitted in front of the windshield. The perceived criticality 
regarding longitudinal and lateral vehicle control was assessed as similar to driving on a test 
track (Riedl & Färber, 2015). For side views, two monitors were mounted outside the left and 
right front doors. Graichen, Graichen, Rottmann, and Nitsch (2018) have evaluated the 
applicability of the Pro-VIL for investigating IVIS and driver experience. 
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Figure 19. Functional principle of the Pro-VIL 
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13.3.2 Instrumentation 
Vehicle and position data were recorded directly from the CAN-bus and GPS modem via USB 
interface (Vector). To observe driver interaction with the IVIS, two cameras were mounted in 
the car, one on the rear mirror and one on the co-driver seat. All data and video recordings 
were synchronized using ADTF (Automotive Data and Time-Triggered Framework; 
https://www.elektrobit.com/). In addition, the SMI ETG 2W device was used for recording 
glance behavior. At the time of the experimental trials, the examiner could observe the driving 
simulation and driver activity with video and audio monitoring on a separate monitor. 
13.3.3 Driving Scenario 
For the driving simulation, one urban scenario was created, presenting a driving environment 
with relatively high attentional demands. To mitigate training effects, five trips (one baseline 
and four tests trials) and one training scenario were designed with variations in traffic 
participants, critical events (not in baseline), and turning directions. However, static 
environmental aspects (such as street alignments, buildings, or trees) did not differ. The trip 
length varied between 2 and 2.6 km depending on the starting point. Each trip included a 
critical traffic situation (see Figure 20-Figure 24 and Figure 25Figure 28) caused by a traffic 
participant crossing the driver’s lane. The average driving time towards the critical events was 
between 100 s and 120 s, measured from the beginning of the trip.  
 
Figure 20. Baseline trip 
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Figure 21. Trip 1 
 
Figure 22. Trip 2 
 
Figure 23. Trip 3 
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Figure 24. Trip 4 
To improve the situation, the driver was required to perform a strong braking reaction or an 
evasive maneuver. All critical events were triggered by a time-to-arrival (TTA) of 3 s calculated 
as driver speed divided by distance to the reference object. One trip also involved a car-
following maneuver, comparable to the two car-following maneuvers in the baseline. Each 
event’s design was validated by preliminary tests with experienced drivers and was arranged 
to fit the available length and path of the test track. To standardize the starting points for 
interaction task instructions, specific colored vehicles were positioned at the road side within 
40 m to an event. 
13.3.4 Interaction of IVIS Setting 
Instead of using the built-in central information display, a 7” monitor (Tontec, 1024 x 500) was 
mounted on the center console and participants were told that it was capable of touch 
interaction. The monitor was also connected to a gesture recognition device (Leap Motion) 
through a laptop (see Figure 29). Although the device’s gesture detection rate was already 
high, we used the Wizard-of-Oz technique (WoO; Dahlbäck et al., 1993) for GBI and TBI 
scenarios The WoO method means that participants had the impression of controlling the 
interface by using gestures or touch, but in fact the experimenter is controlling it from the 
backseat. This ensured that participants would not experience sensor-related errors or long 
completion times due to gesture-recognition device, especially since such actions could have 
confounded the individual evaluations of both interaction systems. Furthermore, the method 
avoided any unintended interaction experience that could be triggered by pressing the wrong 
button or performing the wrong gesture. The display design was based on original displays of 
 
 
 
Method 81 
 
a Mini (BMW) brand vehicle. The interaction menus were displayed on the monitor as using a 
slideshow presentation operated by the examiner. 
 
 
 
Figure 25. Turning vehicle ignores driver’s right 
of way 
 Figure 26. Evasive maneuver of opposing vehicle 
 
 
 
Figure 27. Crossing pedestrians  Figure 28. Vehicle backing out of parking space 
 
Figure 29. Vehicle setup with windshield projection, IVIS monitor, gesture recognition device (below 
the hand), gesture online-visualization, and eye-tracking markers 
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13.4 Interaction Tasks and Gesture Sets (Independent Variables) 
Six tasks were designed for both interaction types. These tasks were derived from typical IVIS 
tasks, which have the potential to be facilitated by shortcuts using GBI. Three of the tasks 
could be performed by operating a single control element in a conventional IVIS. The 
remaining tasks usually required more complex operations and several interaction steps in the 
interface. To ensure the gesture fit the selected interaction tasks, a pretest with 73 
participants was conducted using an online-questionnaire. Participants were presented with 
images of various gestures and were asked to rate the appropriateness of each gesture for 
typical in-vehicle interaction tasks. In the present study, we selected six gestures, which were 
rated as highly appropriate for the chosen interaction tasks. Table 10 presents the IVIS task 
descriptions and their corresponding gestures. 
Each task interaction was followed by an audio snippet acoustic feedback to signal to 
participants that the task was completed without requiring them to look at the interface. For 
convenience, the navigation task destination appeared as if it was entered by voice control 
after the driver correctly activated the menu using the appropriate gesture or by touching the 
correct field on the screen. To prompt the “Mute radio” task, a song snippet was played. In 
the second, fourth and sixth tasks, the system response for traffic information related to the 
navigation device instructions was recorded as an audio snippet. 
13.5 Procedure 
Upon arrival, participants completed questionnaires regarding demographics, technical 
affinity, and simulator sickness. Participants were then introduced to the VIL and general 
usage of IVIS gesture-based and touch-based functionality. Every participant was provided as 
much time as needed to learn and practice both interaction types. Participants were tested 
repeatedly on their interaction performance in order to reduce training effects during the 
experiment and lower the odds of performing the wrong gesture during an interaction task. 
The functionality of gesture recognition was demonstrated on the monitor using an online 
visualization (see Figure 29) which illustrated device tracking of the participant’s fingers and 
palm. The first trip familiarized the participant with the vehicle and the simulator setting while 
the second trip recorded the driving performance as a baseline measurement. The four 
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remaining trips were composed of one driving scenario and three IVIS interaction tasks 
performed by either gestures or touch. In all trials, participants were required to drive 
according to the German Road Traffic Act. Before each experimental trial, participants were 
instructed to perform the interaction task when they felt safe and comfortable to do so. 
While participants were driving, the experimenter activated or blanked the screen before and 
after each task. Moreover, each task was triggered by approaching a vehicle parked at the side 
of the road, signaling the experimenter to start instructing the interaction task using 
standardized wording. After the instruction of the task, the driver was approaching the point 
at which the critical event was triggered. All critical events were triggered by a time-to-arrival 
(TTA) of 3 s, calculated as driver speed divided by distance to the reference object. 
After each trip, participants completed a questionnaire about acceptance, trust, and workload 
in terms of their recent IVIS interaction. At the end of the experiment, participants completed 
further questionnaires pertaining to user experience, engagement in secondary tasks, system 
evaluation, and simulator sickness. Overall, the experiment required approximately 1.5 h for 
each participant to complete. 
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14 Results 
The present section focuses on driving behavior measurement. Driving experience results 
using the Pro-VIL and simulator sickness have been published by Graichen et al. (2018). The 
analysis of glance behavior and subjective measures will not be addressed in this report. 
14.1 Data Processing 
All recorded vehicle data and GPS information were exported from ADTF at a frequency of 50 
Hz. Data storage and pre-processing were performed using a PostgreSQL database. Relevant 
data sections were identified by computing the distance of the driver to the reference position 
of the relevant driving simulation objects (for more details see Graichen, Nitsch, and Färber, 
2018). Data sections were then fetched, processed, and analyzed using R.
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Table 10. Tasks with corresponding gestures and procedures for completion: GBI and TBI 
Task complexity Task Gesture image Initial situation GBI subtasks TBI subtasks Results 
Basic Zoom in on 
navigation map 
 
Map displayed (1) Perform 
gesture 
(1) Press button for “zoom” 
on touchscreen (TS) 
Auditory feedback; 
more detailed map 
displayed 
Basic Raise navigation 
voice volume  
 
Map displayed; 
navigation device 
instruction played 
(1) Perform 
gesture 
(1) Press button for “raise 
volume” on TS 
Navigation device 
instruction is repeated 
at a higher volume 
Basic Mute radio 
 
Radio menu 
displayed; 
song snippet played 
(1) Perform 
gesture 
(1) Press button for “mute” 
on TS 
Song snippet is 
stopped 
Complex Repeat 
navigation 
device 
instruction  
 
Map displayed; 
navigation device 
instruction played 
(1) Perform 
gesture 
(1) Press button for “settings” 
on TS 
(2) Press button for 
“repetition of last 
instruction” on TS 
Navigation device 
instruction is repeated 
Complex Call for traffic 
information 
 
Map displayed (1) Perform 
gesture 
(1) Press button for “settings” 
on TS 
(2) Press button for “traffic 
information” on TS 
Auditory feedback 
“No current traffic 
information” is 
displayed 
Complex Start navigation 
to “Wilhelm-
Raabe-Street” in 
Chemnitz 
 
Map displayed (1) Perform 
gesture 
(2) Speak 
destination 
(1) Press button for “start 
navigation” on TS 
(2) Speak destination  
(3) Press button for “accept 
destination” on TS 
Auditory feedback; 
navigation map is 
displayed 
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14.2 Data Analysis 
The RTs to critical events were analyzed using a linear (mixed) effects model (according to 
Laird & Ware, 1982). Step by step, the two experimental conditions were added as fixed 
effects to the model. Model parameters were estimated using the maximum-likelihood 
method. We used participants as a random intercept to account for the repeated measures 
design. We applied a log transformation, log(x), of the response variable to account for normal 
distributed residuals of the models. In terms of statistical tests, we used the R package “lme4” 
(Bates et al., 2015) and “lmerTest” (Kuznetsova et al., 2017) to approximate degrees of 
freedom and p values for the t tests.  
The measures for lateral driving performance as well as TH were analyzed using the M-
estimator. This robust measure of location (denoted by ψ) produces accurate results even 
when the distributions of the measures are not symmetrical (cf. Field, Miles, & Field, 2012; 
Wilcox, 2012). We used the R package “WRS2” (Mair & Wilcox, 2018) and the “onesampb” 
function to estimate whether the robust location measure differs from the baseline value 
based on percentile bootstrap (n = 2000). 
All effects are reported as significant at p < .05. 
14.3 Critical Driving Scenario Reaction Times 
To analyze RTs during critical events, pedal and steering wheel activity were examined for 
each driver and event. Since no participant chose to evade, the data were only filtered for the 
first braking reaction. The start of a braking reaction was determined as exceeding the 
threshold of seven bar (cf. Weber, Blum, Ernstberger, & Färber, 2015). In accordance with 
Burg and Moser (2017, p. 291), RTs until braking that fell below the threshold of 0.4 s were 
excluded, as they could not be reasonably attributed to the driver’s situational perception, 
interpretation, and decision making. The results for RT until braking are outlined for each 
event in Figure 30. The average difference between GBI and TBI is similar between all critical 
events. However, in the critical event “Turning vehicle,” participants revealed slower RTs 
compared to other critical events. The values for GBI correspond to the mean RT of 0.8 s with 
regard to pedal activity in unanticipated braking maneuvers, which was determined in a 
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preliminary study for the validation of longitudinal driving behavior in the VIL (Karl, Berg, 
Rüger, & Färber, 2013). 
For the analysis, the RTs have been averaged across the events. The interaction type had a 
significant effect on the RT, χ²(1) = 8.15, p = .004. The task complexity did not have a significant 
effect on the RT, χ²(1) < 0.16, p = .689, and neither did the interaction between interaction 
type and task complexity, χ²(1) = 0.42, p = .517. Contrasts revealed a significant effect between 
GBI and TBI, b = 0.17 SE = 0.07, t(170) = 2.53, p = .012. Task complexity did not have a 
significant effect for GBI, b = 0.01, SE = 0.07, t(170) = 0.186, p = .852, or for TBI, b = -0.05, SE = 
0.07, t(170) = -0.74, p = .461. The normality test (Shapiro-Wilk) of the model residuals were 
not significant, W = 0.99, p = .296. On average, drivers using GBI reacted 0.2 s faster than 
drivers using TBI. Based on these results, hypothesis H1 is supported. 
 
Figure 30. Reaction time until braking 
14.4 Lateral Driving Performance 
As a measure of lateral driving performance, the SWRR was used and interpreted as units per 
second. More specifically, SWRR is defined as change from clockwise to counterclockwise 
movement, or vice versa, when a) the rotational velocity exceeds three degrees per second 
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(cf. Theeuwes, Alferdinck, & Perel, 2002) and b) the gap size between the current position of 
the steering wheel is larger than 0.5 degree relative to the previous pose (cf. Östlund et al., 
2005). For each driver, a data section of 8 s after the start of the next maneuver was 
considered. To evaluate driving behavior, the researchers compared the score from the test 
trial to the average score from both baseline situations.  
When using GBI, behavior did not differ from baseline; however, when using TBI, drivers 
showed a higher SWRR (see Figure 31). Statistical analysis indicates that compared to the 
average SWRR from baseline measures (M = 0.55, SD = 0.32), GBI displays no significant 
difference, M = 0.62, SD = 0.42, ψ̂ = 0.57, 95% CI [0.37, 0.78], p = .466, although TBI does, M = 
0.77, SD = 0.36, ψ̂ = 0.77, 95% CI [0.61, 0.93], p = .002. Results for task complexity are 
comparable within each interaction type.  
In addition, the average SWV was analyzed (see Figure 32). Again, steering behavior did not 
differ from baseline when using GBI. In contrast, when using TBI, the SWV was higher than 
baseline. The results suggest that compared to the average baseline measure of M = 5.35 (SD 
(Vollrath, Brünger-Koch, Schießl, & Waibel, 2004)= 2.25), there is no significant difference for 
GBI, M = 4.84, SD = 1.52, ψ̂ = 4.46, 95% CI [4.08, 4.97], p = .5, but there is a significant difference 
for TBI, M = 7.07, SD = 2.88, ψ̂ = 6.67, 95% CI [5.95, 7.43], p = .001. Based on the two analyses 
of the lateral driving performance, hypothesis H2 is supported.  
For both SWR and SWV, results for task complexity are comparable within each interaction 
type (see Figure 31 and Figure 32). 
  
Figure 31. Average steering wheel reversal rate 
(with SE) 
Figure 32. Average steering wheel velocity (with 
SE) 
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14.1 Time Headway to Preceding Vehicle 
To analyze the TH in car-following maneuvers, the preceding vehicle position values were 
simulated in R and validated using log files in VTD. The parameters for triggering, acceleration, 
and target speed from the simulation were used in the analysis. To consider potential inter-
individual differences, the TH of both car-following maneuvers in the baseline were averaged 
to obtain the baseline measure. This baseline value was compared to the individual TH 
presented in the test trip. After beginning the car-following maneuver, participants using TBI 
began to increase their average TH to the preceding vehicle, relative to the baseline (see 
Figure 33). After two seconds (between 15 and 30 m, depending on driver speed), the values 
for TH of TBI differed significantly from zero, M = -0.36, SD = 0.72, ψ̂ = -0.35, 95% CI [-0.84, -
0.11], p = .007, as indicated in Figure 34. TH values for GBI did not differ significantly from 
zero, M = -0.05, SD = 1.04, ψ̂ = -0.42, 95% CI [-0.72, 0.38], p = .366. Moreover, the 
corresponding values for TH are M = 2.34 (SD = 1.04) for GBI, and M = 2.04 (SD = 0.72) for TBI. 
Thus, when using GBI TH does not differ from baseline, whereas TH is lower when using TBI. 
Therefore, since no compensatory behavior has been identified, hypothesis H3 is supported. 
  
Figure 33. Difference of average time headway in 
baseline (at 0 s) vs. time headway in test trips 
Figure 34. Evolution of statistical significance (p-
values) 
  
 
 
 
Discussion and Conclusion 90 
 
15 Discussion and Conclusion 
15.1 Results Summary 
This study compared the effects of GBI and TBI on various driving performance measures. To 
examine these effects, we used the recently developed Pro-VIL, which combines the dynamics 
of a real car with a visual driving simulation while allowing for modifications to the vehicle 
interior. During urban driving scenario, participants performed typical IVIS tasks characterized 
by low or high task complexity. To avoid confounding user experience through technology-
based errors when detecting gesture or touch input, a WoO technique was applied. This 
specific IVIS setting has been successfully applied in Graichen et al. (2019). Our research 
analyzed driving behavior for data sections corresponding to times in which participants 
interacted with the IVIS and safety-critical driving situations occurred. 
The reaction time to critical driving situations was significantly faster when using GBI than TBI 
(H1). A possible explanation for this effect could be the reduced visual effort during interface 
interaction. Therefore, the probability that the driver will detect critical driving situations 
increases. The length of reaction times corresponds to the results of our preliminary tests 
without interface interaction and is similar to the results from a validation study of the VIL 
with regard to pedal activity (Karl et al., 2013). Increased reaction times to the turning vehicle 
can be explained by the early vehicle visibility, which may cause the driver to expect the 
vehicle to stop before it enters the driver’s lane. This emerging vehicle is different from other 
situations in which the conflict partner enters the driver’s lane as soon as the driver is able to 
detect it. 
When participants were required to follow a vehicle ahead of them, they showed a 
significantly higher SWRR and SWV using TBI compared to baseline. When using GBI, no 
difference in SWRR and SWV was noted compared to baseline (H2). This lack of difference is 
assumed to be related to the decreased visual distraction and workload. TH to the preceding 
vehicle was significantly lower for TBI compared to the baseline, whereas no difference was 
noted for GBI relative to baseline (H3).   
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15.2 Implications 
The results indicate that mid-air gestures can provide a safe supplement for in-vehicle 
interaction. This finding is important given the increased functionalities provided in modern 
IVIS. While TBI is often associated with visual distraction of the driver, where the degree of 
distraction depends on the complexity of the task, GBI allows for glance-free interaction, 
which may alleviate driver distraction (cf. Reissner, 2007). Previous GBI studies have suggested 
that drivers glance at the display less or do not look at it at all when the display is not required 
for the completion of the task (Graichen et al., 2019). In fact, such studies have also noted that 
glances occur in less critical driving situations. 
Relevant findings in the literature are supported by the current results (e.g. Chiesa 
& Branciforti, 2012; Reissner, 2007). For example, drivers using TBI tended to be visually 
distracted by looking at the display, revealing that corresponding changes in behavior such as 
slower reactions to hazards and decreased steering performance. Given the research question 
asking whether visual distraction leads to compensatory behavior, our results conclude that 
this is not the case. In the present study, visually distracted drivers displayed a shorter TH 
when following another vehicle, which contradicts compensatory behavior. However, drivers 
who used GBI (which does not require as much visual distraction) did not show a decrease in 
driving behavior quality. 
15.3 Limitations and Further Research 
Despite the increased safety potential by the use of GBI, there is also a number of limitations 
that must be considered when applying this interaction channel in IVIS. In the presented study, 
only a subset of potential interaction tasks of modern infotainment systems was investigated. 
The selection of these tasks was guided by IVIS operations that are typically performed by 
drivers using TBI, and for which a shortcut using GBI could easily be provided and learnt by the 
user. However, considering the variety of possible interaction structures in modern IVIS, it is 
reasonable to assume that TBI can be supplemented with shortcuts using GBI, but not fully 
replaced. Hence, further research should focus on how to combine the best of both interaction 
channels and particular dimensions. 
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The presented study compared the effects of GBI and TBI on driver reactions to safety-critical 
driving situations. Further activities should focus on the combined analysis of driving 
performance data and glance behavior, which has been recorded using eye tracking glasses 
and tracking markers. Beside the positive effects of GBI on driving performance, different 
effects of workload and interaction characteristics need to be considered. When using TBI, the 
workload will always be relatively high for the driver: he or she must know which control 
elements are required, must visually search for them in order to effectively operate the 
system, and must respond to the changes on the display. However, the learning efforts of TBI 
are relatively low. In contrast, the initial cognitive workload for GBI may be higher for 
beginners: they must learn which gestures are needed to achieve a response. Moreover, GBI 
requires more complex hand and finger movements, which result in increased physical effort 
when compared to TBI (Zhang & Angell, 2014). Our study provides no indication of the 
difficulties of initial contact with GBI and long-term habituation; however, we assume such 
effort can be reduced by practice and automatization. Nevertheless, further research is 
required to develop an established gesture set which can be easily learned and which is 
supported in all vehicles equally, similar to those of existing touch-based systems.  
Moreover, practical challenges of implementing GBI for in-vehicle interaction needs to be 
considered. Naturally, it is very important that the gesture detection works with high precision 
and reliability in order to keep the error rate as low as possible. Otherwise, drivers would be 
required to look at the display and check whether an unintended action was triggered. In the 
presented study a WoO approach was used, which means that it would have been possible 
for participants to perform a wrong gesture and still complete the interaction task 
successfully. Future studies should also evaluate the effects of GBI for in-vehicle interaction 
without the WoO approach using an actual gesture recognition device. 
Alternatively to evaluating GBI in comparison to TBI, future studies should also compare GBI 
and its effect on user experience and driving performance to voice control interaction systems, 
particularly with regard to the auditory feedback. Similarly to GBI, this type of interaction also 
provides the possibility of interacting with a system without requiring the user to look at the 
display. As a result, drivers would be able to keep the hands on the steering wheel and to keep 
the visual attention on the road. 
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Finally, the effects on driving performance and driver distraction should be assessed in real 
traffic environments.  
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V Summary and Conclusion 
The purpose of this thesis is to investigate aspects of designing and implementing gesture-
based interaction (GBI) to improve human-machine interaction (HMI). The first part focuses 
on various aspects relevant for the design of GBI with regard to usability, workload, and user 
satisfaction. The second part examines the potential of GBI for in-vehicle interaction systems 
(IVIS). 
In this thesis, three elementary aspects for designing GBI have been identified. The pre-test 
investigates whether users prefer gesture shapes guided by natural interactive movements 
with real world objects and communications or gesture shapes artificially designed for the 
purpose of the interaction task. It also focuses on user preferences regarding the number of 
gestures required to perform typical HMI interaction tasks. As gestures are performed mid-
air, users do not experience natural feedback when interacting with the system. This outcome 
is different than touch-based interaction (TBI), which provides haptic feedback after tapping 
the screen, at least to that extend that there was any kind of action triggered (see e.g. Bubb, 
Bengler, Breuninger, Gold, & Helmbrecht, 2015). Therefore, three types of feedback have be 
evaluated with regard to user experience. The simulator-study and the VIL-study focus on the 
real-world application and effects of GBI in a complex environment. For this purpose, the GBI 
setup has been transferred into a vehicle to evaluate GBI for using IVIS. The simulator-study 
emphasizes the glance behavior of drivers when using GBI for IVIS and particularly the 
potential of GBI to reduce driver distraction. In the VIL-study, the effects of GBI and driver 
distraction on reactions to critical events are analyzed. 
16 Summary of Results 
The pre-test studies have been conducted in a laboratory setting. The experimental setup 
included a computer setup, as found in usual workplaces. Participants were required to 
perform a variety of common interaction tasks.  
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In pre-test experiment 1, two gesture sets were compared. The design of the gesture shapes 
of the first set was guided by movements found in human-to-human communication as well 
as human-object-interaction in natural environments. The design of gestures of the second 
set was guided by arbitrary interaction movements with technical devices, which did not 
correspond to movements found in natural environments. The results revealed that users are 
open to both gesture sets. The user ratings were higher for the first gesture set. However, the 
difference of ratings between the gesture sets was not significant. It is concluded that gestures 
which represent mental models of interaction movements in natural environment might be 
preferred, although they are not a mandatory aspect of the design of gesture sets. 
Pre-test experiment 2 evaluated the appropriate number of gestures to achieve the required 
task for the interaction system. The gesture sets consisted of two, four, or six gestures. 
Performing the interaction tasks with six gestures was rated best by participants. Again, the 
difference of ratings between the experimental conditions, specifically the sizes of gestures 
sets, was not large. Thus, it is concluded that the size of gesture set does not greatly affect 
user experience. However, since using six gestures was preferred by users, it is assumed that 
this condition did not reflect the upper limit. 
The objective of pre-test experiment 3 was to investigate the type of feedback needed to 
reflect a successful gestural interaction in the system. Three types of feedback were analyzed. 
The first feedback type reflected successful GBI by highlighting the cursor. The second 
feedback type displayed the detected gesture using text-based description. The third feedback 
type represented an abstract figure based upon detected hand and finger movements. In 
terms of user acceptance, the first and third feedback types were rated equally high. However, 
the third feedback type elicited side effects, such as frequent glances to the area in which the 
feedback was displayed. As such, it is concluded that a low level of feedback should be 
provided by the system to the user in order to display the detection of a performed gesture. 
Nevertheless, it might be useful to provide a high-level feedback in the initial phase when the 
user begins interacting with a system by means of gestures. 
In the simulator-study, the results of the first three studies were consolidated and transferred 
from the computer workplace scenario into an in-vehicle interaction system scenario. This 
study compared the effects of GBI and TBI on driving performance. More specifically, the 
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potential of GBI to reduce driver distraction was analyzed. For this study, a driver simulator 
setup was chosen. Participants were required to performed typical IVIS tasks while driving in 
a basic or complex driving scenario. The results revealed that GBI was preferred by users and 
was rated higher in terms of user experience than TBI. Moreover, the perceived workload was 
rated lower, and participants had the impression of driving more safely when using GBI 
compared to TBI. The latter was supported by the objective metrics of glance behaviors. The 
number of glances to the display significantly decreased when using GBI compared to TBI, 
especially for long off-road glances, which are related to risky driving. Thus, GBI can have 
positive effects on driver distraction. 
Given the results of the simulator-study, the VIL-study focused on the impact of GBI on driver 
reactions and reaction times in critical driving situations. For this purpose, an innovative 
driving simulator, the projection-based VIL, was used. This simulator combined a virtual visual 
environment with realistic kinesthetic feedback of a vehicle while driving on a closed test 
track. The IVIS setup was identical to the setup used in the simulator-study. Participants were 
required to perform typical IVIS tasks while driving in an urban traffic scenario. During some 
of these interaction tasks, drivers were confronted with different critical driving situations. 
These situations could only be mitigated by means of strong brake reactions or evasion 
maneuvers. The results indicated that reaction times could be reduced when using GBI 
compared to TBI. Moreover, parameters such as steering performance and time-headway to 
preceding vehicles also reflected safer driving behavior when using GBI compared to TBI. 
17 Implications 
17.1 Design of GBI 
Most studies on GBI have focused on technical implementation as well as limitations (for an 
overview see Graichen & Metzner, 2014). However, this thesis suggests that several aspects 
must be considered from a human factors perspective. Compared to traditional or haptic 
interaction devices or modern touch-interfaces, GBI starts with one crux: The user must learn 
and remember the gestures used to interact with the system. The pre-test has focused on 
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three elementary aspects to address this question: Shape of gestures, number of gestures, 
and system feedback. 
Recent literature has proposed a natural interaction approach when designing new user 
interfaces (e.g. Wigdor & Wixon, 2011). With regard to the initial learning curve, natural 
gesture shapes and movements support building the necessary mental models to interact with 
the system. However, in this case, the amount of natural gestures would be limited. Yet, 
participants in the presented studies remained open-minded with regard to arbitrary gesture 
shapes that did not correspond to similar interaction movements with real world objects. 
The study results also revealed that learning and remembering a larger set of gestures slightly 
increases the workload. However, this outcome did not affect the user experience, and users 
were able to recall the corresponding gesture when facing a specific interaction task. 
As GBI is performed mid-air, the user does not receive haptic feedback and thus might 
experience uncertainty regarding whether the gesture performance has been successful. The 
results revealed that providing low-level feedback, such as highlighting the cursor on the 
screen, is sufficient to indicate a successful GBI. To support the initial training phase with a 
GBI system, it might be beneficial to provide high-level feedback, which displays the detected 
motions and shape of the performed gesture. 
17.2 Gesture-Based Interaction for In-Vehicle Information Systems 
Interacting with an IVIS is a primary cause of driver distraction (see e.g. Bubb, 2003). 
Traditional interfaces require the driver to focus on the interface and visually search for the 
interaction elements. This causes the driver to shift his or her visual attention away from the 
road and toward the interface. Another system-inherent reason might be attributed to 
complex or tedious interaction paths through the interface menus, which lead to long 
interaction periods until the interaction task is finished. The results of the simulator-study and 
VIL-study suggested that GBI systems can significantly reduce the frequency and duration of 
glances to the system. Hence, the proportion of time the driver focuses on the traffic 
environment can be increased. Moreover, GBI for IVIS positively affects the reaction time to 
critical events as well as longitudinal and lateral steering performance during interaction tasks. 
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In combination with auditive feedback and voice-based input controls, this effect could be 
enhanced in future interfaces. 
18 Limitations and Outlook 
Touch-based interaction is currently the state-of-the-art of most modern interaction systems, 
such as smartphones, ticket automats, or IVIS. Interacting with a TBI system is easy to learn, 
as almost every interaction can be performed by tapping on dedicated areas of the screen. In 
most cases, users do not have to be trained to interact with these systems. However, this 
requires the user to look at the screen during the interaction period in order to identify the 
interaction elements. In addition, the user must be located close to the screen in order to 
perform a TBI. It follows that there can be a higher number of long glances to the display, 
which are critical (Horrey & Wickens, 2007) and should be cut down to no longer than 2 s 
(McGehee, 2001). 
Gesture-based interaction is an alternative to TBI (Chiesa & Branciforti, 2012, Reissner, 2007), 
particularly in domains where the user does not have the capacity to visually search for 
interaction elements or where the user is required to visually focus on environmental aspects 
other than the screen. Moreover, some interaction tasks might engage gestures to provide a 
more comfortable and efficient way of interacting with a system. For example, complex 
navigation through menus could be shortened by using a dedicated gesture. However, the 
drawback of GBI systems is that users must first learn and train the available hand positions 
and movements before they begin interacting with the system and there is a physical effort 
of moving the hand and the fingers (Zhang & Angell, 2014). 
Although GBI has already been introduced into selected domains, a well-established guideline 
has not been developed regarding how these interaction systems should be designed. 
Designing gesture-based systems without considering user expectations and requirements 
might affect the overall user acceptance of the systems. Moreover, users might be confused 
when different GBI systems use different gesture shapes for similar tasks, scrolling through 
interaction menus, swiping between interaction screens, or confirming interaction dialogues. 
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The first part of this study focused on elementary aspects in the design of GBI and represents 
a first step toward creating a guideline for designing GBI, which is easy to learn and is highly 
accepted by users. However, more research is needed to consolidate and standardize a 
comprehensive set of gestures to be used for generic tasks on a variety of interaction devices. 
Furthermore, future research should also investigate the user experience of GBI for the 
elderly, as most participants in the present study were young and had high technical affinity. 
While longer training periods would need to be observed with the GBI system for older 
participants, they could manage to use the system later without constraint. 
Gesture-based interaction systems that use camera-based technologies to detect gestures 
have the potential to provide a seamless interaction experience (see e.g. Quek et al., 2002). 
However, users must be aware of the limitations of these technologies. For example, 
depending on the lighting conditions, a performed gesture might not be detected or tracked 
correctly by the device. While the user experiences direct haptic feedback in TBI, the 
implementation of low-level feedback in GBI systems is an important aspect when designing 
such systems. To avoid detection errors in the presented studies, a Wizard of Oz approach was 
used in all experimental setups. Future research could also focus on behavioral adaptions 
when users face gesture detection errors as well as on strategies for mitigating potential user 
frustration. 
In terms of implementing GBI into real-world interaction, such as in the IVIS, future research 
should focus on long-term effects and behavioral adaptations. For example, future research 
should consider physical fatigue and requirements to comfortably perform gestures, the 
frequency of usage, and the circumstances under which a user prefers to perform a gesture 
interaction, all in favor of an equally available TBI. 
A recent question that will keep researchers busy for the next few years has examined how 
automated driving influences HMI and driver distraction (see e.g. Cunningham & Regan, 
2015). Automated driving is defined by NHTSA as the state in which the vehicle operates 
safety-critical functions by itself without driver input. This automation can affect different 
functions, as long as not all are automated, and occurs in five increasing levels (National 
Highway Traffic Safety Administration [NHTSA], 2013). For the beginning of the age of 
automated driving, the driver will be required to be attentive enough to assume control if the 
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system fails or reaches its technical borders. The workload of the driver will decrease as parts 
of the driving task are taken over by the system. On the other hand, however, drivers will 
engage in other tasks and therefore be inattentive to the vehicle and potentially become 
bored. This drowsiness influences driving performance and would affect the possibility of 
regaining control over an automated vehicle (Cunningham & Regan, 2015). Moreover, this 
leads to the question of what that means for in-car interaction. For example, is it still necessary 
to find ways to reduce workload caused by secondary tasks, such as using the in-car 
infotainment system? Or, will it be the contrary and become urgent to find ways to keep the 
driver awake and attentive? And, how can GBI contribute to this field of tension? Is it useful 
to reduce driver distraction and energize the driver by requesting physical action? 
19 Conclusion 
This thesis investigates GBI from a human factors perspective. It has revealed that users are 
open-minded toward different designs of GBI systems, although they prefer gestures that 
follow a human-oriented, natural design approach. 
The potential benefits of GBI for domains in which users are unable to continuously observe 
the interaction screen has been investigated by establishing a GBI setup for IVIS. Gesture-
based interaction has had positive effects on driver safety by supporting the driver to keep his 
or her eyes on the road and focus on the driving task. Moreover, the subjective impression of 
driving safely has also been higher than that of a conventional TBI system. 
The participants have rated GBI in terms of various aspects of user experience, including 
usability, attractiveness, and acceptance. The perceived workload has been rated as low. 
Future research should focus on developing a catalogue of gestures that can be used across 
GBI. For practical implications, the effects of age and the long-term effects should be 
investigated. 
  
 
 
 
References 101 
 
References 
Ahmad, B. I., Langdon, P. M., Godsill, S. J., Donkor, R., Wilde, R., & Skrypchuk, L. (2016). You 
do not have to touch to select: A study on predictive in-car touchscreen with mid-air 
selection. In P. Green, S. Boll, G. Burnett, J. Gabbard, & S. Osswald (Eds.): ICPS, 
AutomotiveUI 2016: 8th International Conference on Automotive User Interfaces and 
Interactive Vehicular Applications (Proceedings). October 24–26, 2016, Ann Arbor, MI, 
USA (pp. 113–120). New York, NY, USA: Association for Computing Machinery. 
https://doi.org/10.1145/3003715.3005461  
Alliance of Automobile Manufacturers (2006). Statement of principles, criteria and 
verification Procedures on driver interactions with advanced in-vehicle information and 
communication systems. Washington, D.C. Retrieved from 
http://umich.edu/~driving/publications/documents/DF-T%20with%202006%20-Updates-
prot.doc  
Angelini, L., Carrino, F., Carrino, S., Caon, M., Khaled, O. A., Baumgartner, J., . . . Mugellini, E. 
(2014). Gesturing on the steering wheel: A user-elicited taxonomy. In L. N. Boyle, P. 
Fröhlich, G. Burnett, & S. Iqbal (Eds.), AutomotiveUI 2014: 6th International Conference on 
Automotive User Interfaces and Interactive Vehicular Applications (Proceedings). 
September 17-19, 2014, Seattle, Washington, USA (pp. 1–8). New York, NY, USA: 
Association for Computing Machinery. https://doi.org/10.1145/2667317.2667414  
Bakeman, R. (2005). Recommended effect size statistics for repeated measures designs. 
Behavior research methods, 37(3), 379–384. https://doi.org/10.3758/BF03192707  
Bates, D., Mächler, M., Bolker, B., & Walker, S. (2015). Fitting linear mixed-effects models 
using lme4. Journal of Statistical Software, 67(1). https://doi.org/10.18637/jss.v067.i01  
Berg, G., Nitsch, V., & Färber, B. (2016). Vehicle in the Loop. In H. Winner, S. Hakuli, F. Lotz, & 
C. Singer (Eds.), Handbook of driver assistance systems: Basic Information, Components 
 
 
 
References 102 
 
and Systems for Active Safety and Comfort (pp. 199–210). Cham: Springer International 
Publishing. https://doi.org/10.1007/978-3-319-12352-3_10  
Bernotat, R. (1970). Anthropotechnik in der Fahrzeugführung. Ergonomics, 13(3), 353–377. 
Billinghurst, S. S., & Vu, K.-P. L. (2015). Touch screen gestures for web browsing tasks. 
Computers in Human Behavior, 53, 71–81. https://doi.org/10.1016/j.chb.2015.06.012  
Biswas, K. K., & Basu, S. K. (2011). Gesture recognition using Microsoft Kinect®. In G. Sen 
Gupta (Ed.), 2011 5th International Conference on Automation, Robotics and Applications 
(ICARA 2011). Wellington, New Zealand, 6 - 8 Dec. 2011 (pp. 100–103). Piscataway, NJ: 
IEEE. https://doi.org/10.1109/ICARA.2011.6144864  
Bock, T. (2012). Bewertung von Fahrerassistenzsystemen mittels der Vehicle in the Loop-
Simulation. In H. Winner, S. Hakuli, & G. Wolf (Eds.), ATZ/MTZ-Fachbuch. Handbuch 
Fahrerassistenzsysteme. Grundlagen, Komponenten und Systeme für aktive Sicherheit und 
Komfort (2nd ed., pp. 76–83). Wiesbaden: Vieweg + Teubner. 
https://doi.org/10.1007/978-3-8348-8619-4_9  
Bressem, J., & Ladewig, S. H. (2011). Rethinking gesture phases: Articulatory features of 
gestural movement? Semiotica, 2011(184). https://doi.org/10.1515/semi.2011.022  
Broadbent, D. E. (1958). Perception and Communication. Burlington: Elsevier Science. 
Retrieved from http://gbv.eblib.com/patron/FullRecord.aspx?p=1875000  
Bubb, H. (2003). Fahrerassistenz primär ein Beitrag zum Komfort oder für die Sicherheit? In : 
VDI-Berichte 1768, Der Fahrer im 21. Jahrhundert. Anforderungen, Anwendungen, Aspekte 
für Mensch-Maschine-Systeme, 2. VDI-Tagung Braunschweig, 2. und 3. Juni 2003. 
Düsseldorf: VDI-Verlag. 
Bubb, H., Bengler, K., Breuninger, J., Gold, C., & Helmbrecht, M. (2015). Systemergonomie 
des Fahrzeugs. In H. Bubb, K. Bengler, R. E. Grünen, & M. Vollrath (Eds.), 
Automobilergonomie (pp. 259–344). Wiesbaden: Springer Vieweg. 
https://doi.org/10.1007/978-3-8348-2297-0_6  
Buchinger, S., Hotop, E., Robitza, W., Hlavacs, H., Simone, F. de, Ebrahimi, T., . . . Fiedler, M. 
(2010). Towards a gesture-based video player interface. In Proceedings of the third Euro-
NF IA.7.5 Workshop on Socio-Economic Issues of Networks of the Future, Ghent, Belgium. 
 
 
 
References 103 
 
Burg, H., & Moser, A. (2017). Handbuch Verkehrsunfallrekonstruktion: Unfallaufnahme, 
Fahrdynamik, Simulation. ATZ / MTZ-Fachbuch. Wiesbaden: Springer Fachmedien 
Wiesbaden. 
Burnett, G., Crundall, E., Large, D., Lawson, G., & Skrypchuk, L. (2013). A study of 
unidirectional swipe gestures on in-vehicle touch screens. In J. Terken (Ed.), Proceedings 
of the 5th International Conference on Automotive User Interfaces and Interactive 
Vehicular Applications, Eindhoven, 2013, [October 28 - 30, 2013] (pp. 22–29). New York, 
NY: ACM. https://doi.org/10.1145/2516540.2516545  
Caird, J. K., Simmons, S. M., Wiley, K., Johnston, K. A., & Horrey, W. J. (2018). Does Talking on 
a Cell Phone, With a Passenger, or Dialing Affect Driving Performance? An Updated 
Systematic Review and Meta-Analysis of Experimental Studies. Human Factors: the 
Journal of the Human Factors and Ergonomics Society, 60(1), 101–133. 
https://doi.org/10.1177/0018720817748145  
Chiesa, M., & Branciforti, A. (2012). Experimenting Kinect interactions in the car. In A. L. Kun, 
L. N. Boyle, B. Reimer, & A. Riener (Chairs), AutomotiveUI 2012: 4th International 
Conference on Automotive User Interfaces and Vehicular Applications (Adjunct 
Proceedings). October 17-19, 2012, Portsmouth, New Hampshire, US. 
Choudhary, P., & Velaga, N. R. (2017). Mobile phone use during driving: Effects on speed and 
effectiveness of driver compensatory behaviour. Accident Analysis and Prevention, 106, 
370–378. https://doi.org/10.1016/j.aap.2017.06.021  
Cohen, J. (1988). Statistical Power Analysis for the Behavioral Sciences (2nd ed.). Hoboken: 
Taylor and Francis. Retrieved from 
http://gbv.eblib.com/patron/FullRecord.aspx?p=1192162  
Conradi, J., Busch, O., & Alexander, T. (2015). Optimal Touch Button Size for the use of 
Mobile Devices while Walking. Procedia Manufacturing, 3, 387–394. 
https://doi.org/10.1016/j.promfg.2015.07.182  
Cronbach, L. J. (1951). Coefficient alpha and the internal structure of tests. Psychometrika, 
16(3), 297–334. https://doi.org/10.1007/BF02310555  
 
 
 
References 104 
 
Cunningham, M., & Regan, M. (2015). Autonomous Vehicles: Human Factors Issues and 
Future Research. In L. McIntosh, I. Cameron, & N. Haworth (Chairs), Australasian Road 
Safety Conference, Gold Coast. 
Cunningham, M., & Regan, M. (2016). The impact of emotion, life stress and mental health 
issues on driving performance and safety. Road and Transport Research, 25(3), 40–50. 
Cunningham, M., & Regan, M. (2017). Human Factors in Traffic Engineering. In A. Delbosc & 
W. Young (Eds.), Traffic engineering and management (7th ed.). Clayton, Vic.: Monash 
Institute of Transport Studies. 
Cunningham, M., Regan, M., & Imberger, K. (2017). Understanding driver distraction 
associated with specific behavioural interactions with in-vehicle and portable 
technologies. Journal of the Australasian College of Road Safety, 2017, 27–40. 
Dahlbäck, N., Jönsson, A., & Ahrenberg, L. (1993). Wizard of Oz studies. In W. D. Gray (Ed.), 
Proceedings of the 1st international conference on Intelligent user interfaces (pp. 193–
200). New York, NY: ACM. https://doi.org/10.1145/169891.169968  
Demberg, V., Sayeed, A., Mahr, A., & Müller, C. (2013). Measuring linguistically-induced 
cognitive load during driving using the ConTRe task. In J. Terken (Ed.), Proceedings of the 
5th International Conference on Automotive User Interfaces and Interactive Vehicular 
Applications, Eindhoven, 2013, [October 28 - 30, 2013] (pp. 176–183). New York, NY: 
ACM. https://doi.org/10.1145/2516540.2516546  
Donges, E. (2016). Driver behavior models. In H. Winner, S. Hakuli, F. Lotz, & C. Singer (Eds.), 
Handbook of driver assistance systems: Basic Information, Components and Systems for 
Active Safety and Comfort (pp. 19–33). Cham: Springer International Publishing. 
https://doi.org/10.1007/978-3-319-12352-3_2  
Döring, T., Kern, D., Marshall, P., Pfeiffer, M., Schöning, J., Gruhn, V., & Schmidt, A. (2011). 
Gestural interaction on the steering wheel. In D. Tan, G. Fitzpatrick, C. Gutwin, B. Begole, 
& W. A. Kellogg (Eds.), Proceedings of the 2011 annual conference on Human factors in 
computing systems - CHI '11 (p. 483). New York, New York, USA: ACM Press. 
https://doi.org/10.1145/1978942.1979010  
 
 
 
References 105 
 
Drews, F. A., Yazdani, H., Godfrey, C. N., Cooper, J. M., & Strayer, D. L. (2009). Text 
messaging during simulated driving. Human Factors: the Journal of the Human Factors 
and Ergonomics Society, 51(5), 762–770. https://doi.org/10.1177/0018720809353319.  
Dudenredaktion (2019). Duden: Die deutsche Rechtschreibung. Retrieved from 
https://www.duden.de/  
Ecker, R., Broy, V., Hertzschuch, K., & Butz, A. (2010). Visual cues supporting direct touch 
gesture interaction with in-vehicle systems. In S. Boll, A. K. Dey, A. L. Kun, & A. Schmidt 
(Chairs), 2nd International Conference on Automotive User Intefaces and Interactive 
Vehicular Applications (AutomotiveUI 2010). November 11-12, 2010, Carnegie Mellon 
University, Pittsburgh, Pennsylvania, USA. 
Ekman, P. (2004). Emotional and Conversational Nonverbal Signals. In J. M. Larrazabal & L. A. 
P. Miranda (Eds.), Language, Knowledge, and Representation (pp. 39–50). Dordrecht: 
Springer Netherlands. https://doi.org/10.1007/978-1-4020-2783-3_3  
Engström, J. (2011). Understanding attention selection in driving: From limited capacity to 
adaptive behaviour. Zugl.: Göteborg, Univ., Diss., 2011. Doktorsavhandlingar vid Chalmers 
Tekniska Högskola: N.S., 3226. Göteborg: Chalmers Univ. of Technology. 
Engström, J., Johansson, E., & Östlund, J. (2005). Effects of visual and cognitive load in real 
and simulated motorway driving. Transportation Research Part F: Traffic Psychology and 
Behaviour, 8(2), 97–120. https://doi.org/10.1016/j.trf.2005.04.012  
Engström, J., Victor, T., & Markkula, G. (2013). Attention selection and multitasking in 
everyday driving: A conceptual model. In M. A. Regan, J. D. Lee, & T. W. Victor (Eds.), 
Driver distraction and inattention. Advances in research and countermeasures. Farnham, 
Burlington: Ashgate. 
Fang, V., & Ainsworth, L. (2012). Designing & rapid prototyping a gesture-enabled steering 
wheel. In A. L. Kun, L. N. Boyle, B. Reimer, & A. Riener (Chairs), AutomotiveUI 2012: 4th 
International Conference on Automotive User Interfaces and Vehicular Applications 
(Adjunct Proceedings). October 17-19, 2012, Portsmouth, New Hampshire, US. 
Fariman, H. J., Alyamani, H. J., Kavakli, M., & Hamey, L. (2016). Designing a user-defined 
gesture vocabulary for an in-vehicle climate control system. In H. Duh, C. Lueg, M. 
 
 
 
References 106 
 
Billinghust, & W. Huang (Eds.), Proceedings of the 28th Australian Computer-Human 
Interaction Conference (OzCHI 2016): 29 November - 2 December 2016, University of 
Tasmania (pp. 391–395). New York, NY, USA: ACM. 
https://doi.org/10.1145/3010915.3010955  
Feng, J., Marulanda, S., & Donmez, B. (2014). Susceptibility to Driver Distraction 
Questionnaire. Transportation Research Record: Journal of the Transportation Research 
Board, 2434, 26–34. https://doi.org/10.3141/2434-04  
Field, A., Miles, J., & Field, Z. (2012). Discovering statistics using R (Reprint). London: Sage 
Publications Ltd. 
Fricke, E. (2013). Towards a unified grammar of gesture and speed: A multimodal approach. 
In C. Müller, A. Cienki, E. Fricke, S. Ladewig, D. McNeill, & S. Teßendorf (Eds.), Handbücher 
zur Sprachund Kommunikationswissenschaft: Band 38.2. Body - Language - 
Communication: An international handbook on multimodality in human interaction. 
Volume 1. Berlin Germany, Boston Massachusetts: Walter de Gruyter GmbH. 
Gao, Q., & Sun, Q. (2015). Examining the usability of touch screen gestures for older and 
younger adults. Human Factors: the Journal of the Human Factors and Ergonomics 
Society, 57(5), 835–863. https://doi.org/10.1177/0018720815581293  
Geiger, M., Nieschulz, R., Zobl, M., & Lang, M. (2002). Bedienkonzept zur gestenbasierten 
Interaktion mit Geräten im Automobil (Gesture-based control concept for in-car devices). 
In : VDI-Berichte 1678, GMA Fachtagung USEWARE 2002. Darmstadt, Germany, June 11-
12. Düsseldorf: VDI Verlag. 
Geiger, M., Zobl, M., Bengler, K., & Lang, M. (2001). Intermodal differences in distraction 
effects while controlling automotive user interfaces. In M. J. Smith, G. Salvendy, D. Harris, 
& R. J. Koubek (Eds.), Human factors and ergonomics: jointly with Symposium on Human 
Interface (Japan) 2001, 4th International Conference on Engineering Psychology and 
Cognitive Ergonomics, 1st International Conference on Universal Access in Human-
Computer Interaction; August 5 - 10, 2001 in New Orleans, Louisiana, USA ; Vol. 1. 
Usability evaluation and interface design: Cognitive engineering, intelligent agents and 
virtual reality (pp. 263–267). Mahwah, NJ: Lawrence Erlbaum. 
 
 
 
References 107 
 
Georgiou, O., Biscione, V., Harwood, A., Griffiths, D., Giordano, M., Long, B., & Carter, T. 
(2017). Haptic In-Vehicle Gesture Controls. In S. Boll, A. Löcken, R. Schroeter, M. 
Baumann, I. Alvarez, L. Chuang,. . . S. Osswald (Eds.), AutomotiveUI 2017: The 9th 
International Conference on Automotive User Interfaces and Interactive Vehicular 
Applications (Adjunct Proceedings). Oldenburg, Germany, September 24-27, 2017 
(pp. 233–238). New York, NY, USA: Association for Computing Machinery. 
https://doi.org/10.1145/3131726.3132045  
Gonzalez, C. (1996). Does animation in user interfaces improve decision making? In M. J. 
Tauber, B. Nardi, & G. C. van der Veer (Eds.), Proceedings of the SIGCHI conference on 
Human factors in computing systems common ground - CHI '96 (pp. 27–34). New York, 
New York, USA: ACM Press. https://doi.org/10.1145/238386.238396  
Graichen, L., Graichen, M., & Krems, J. F. (2017a). Do users want additional feedback when 
using a gesture-based system? In K. Blashki (Ed.), Proceedings of the International 
Conference Interfaces and Human Computer Interaction 2017 (part of the Multi 
Conference on Computer Science and Information Systems (MCCSIS). Lisbon, Portugal, July 
21 - 23, 2017 (pp. 93–99). IADIS Press. 
Graichen, L., Graichen, M., & Krems, J. F. (2017b). Gestures in Human-Computer Interaction - 
Which shape and how many? In K. Blashki (Ed.), Proceedings of the International 
Conference Interfaces and Human Computer Interaction 2017 (part of the Multi 
Conference on Computer Science and Information Systems (MCCSIS). Lisbon, Portugal, July 
21 - 23, 2017 (pp. 69–76). IADIS Press. 
Graichen, L., Graichen, M., & Krems, J. F. (2019). Evaluation of gesture-based in-vehicle 
interaction: User experience and the potential to reduce driver distraction. Human 
Factors: The Journal of the Human Factors and Ergonomics Society. Advance online 
publication. https://doi.org/10.1177/0018720818824253  
Graichen, L., & Metzner, M. (2014). Gestures in human-computer interaction - A review from 
a psychological point of view. In K. Blashki & Y. Xiao (Eds.), Proceedings of the 
International Conferences on Interfaces and Human Computer Interaction 2014, Game 
and Entertainment Technologies 2014 and Computer Graphics, Visualization, Computer 
 
 
 
References 108 
 
Vision and Image Processing 2014 (part of the Multi Conference on Computer Science and 
Information Systems 2014): Lisbon, Portugal, July 15 - 19, 2014 (pp. 243–248). Lisbon: 
IADIS Press. 
Graichen, M., Graichen, L., Rottmann, T., & Nitsch, V. (2018). Using the projection-based 
Vehicle in the Loop for the investigation of in-vehicle information systems: First insights. 
In M. Helfert & O. Gusikhin (Eds.), VEHITS 2018: Proceedings of the 4th international 
conference on vehicle technology and intelligent transport systems. Funchal, Portugal, 
March 16-18, 2018. Portugal: SciTePress. 
Graichen, M., Nitsch, V., & Färber, B. (2018). Analysing behavioural data from on-road 
driving studies: Handling the challenges of data processing. In K. Bengler, J. Drüke, S. 
Hoffmann, D. Manstetten, & A. Neukum (Eds.), UR:BAN Human Factors in Traffic. 
Approaches for Safe, Efficient and Stressfree Urban Traffic. Wiesbaden: Springer. 
https://doi.org/10.1007/978-3-658-15418-9_9  
Greenberg, J., Tijerina, L., Curry, R., Artz, B., Cathey, L., Kochhar, D., . . . Grant, P. (2003). 
Driver Distraction: Evaluation with event detection paradigm. Transportation Research 
Record: Journal of the Transportation Research Board, 1843, 1–9. 
https://doi.org/10.3141/1843-01  
Halder, S., Rea, M., Andreoni, R., Nijboer, F., Hammer, E. M., Kleih, S. C., . . . Kübler, A. 
(2010). An auditory oddball brain-computer interface for binary choices. Clinical 
Neurophysiology : Official Journal of the International Federation of Clinical 
Neurophysiology, 121(4), 516–523. https://doi.org/10.1016/j.clinph.2009.11.087  
Hancock, P. A. (2013). Driven to distraction and back again. In M. A. Regan, J. D. Lee, & T. W. 
Victor (Eds.), Driver distraction and inattention. Advances in research and 
countermeasures. Farnham, Burlington: Ashgate. 
Hanley, P. F., & Sikka, N. (2012). Bias caused by self-reporting distraction and its impact on 
crash estimates. Accident Analysis and Prevention, 49, 360–365. 
https://doi.org/10.1016/j.aap.2012.02.008  
 
 
 
References 109 
 
Hart, S. G. (2006). Nasa-Task Load Index (NASA-TLX); 20 Years Later. Proceedings of the 
Human Factors and Ergonomics Society Annual Meeting, 50(9), 904–908. 
https://doi.org/10.1177/154193120605000909  
Hart, S. G., & Staveland, L. E. (1988). Development of NASA-TLX (Task Load Index): Results of 
empirical and theoretical research. In Advances in Psychology. Human Mental Workload 
(Vol. 52, pp. 139–183). Elsevier. https://doi.org/10.1016/S0166-4115(08)62386-9  
Hassenzahl, M., Burmester, M., & Koller, F. (2003). AttrakDiff: Ein Fragebogen zur Messung 
wahrgenommfener hedonischer und pragmatischer Qualität. In G. Szwillus & J. Ziegler 
(Eds.), Berichte des German Chapter of the ACM: Vol. 57. Mensch & Computer 2003: 
Interaktion in Bewegung (pp. 187–196). Stuttgart, Leipzig: B.G. Teubner. 
Hassenzahl, M., Burmester, M., & Koller, F. (2008). Der User Experience (UX) auf der Spur: 
Zum Einsatz von www.attrakdiff.de. In H. Brau, S. Diefenbach, M. Hassenzahl, F. Koller, M. 
Peissner, & K. Röse (Eds.), Usability Professionals 2008: Berichtband des sechsten 
Workshops des German Chapters der Usability Professionals Association e.V. 7. bis 10. 
September 2008, Lübeck (pp. 78–82). Stuttgart: German Chapter der Usability 
Professionals Assoc. 
Hipp, E., Bengler, K., Kressel, U., & Feit, S. (2018). The research initiative UR:BAN. In K. 
Bengler, J. Drüke, S. Hoffmann, D. Manstetten, & A. Neukum (Eds.), UR:BAN Human 
Factors in Traffic. Approaches for Safe, Efficient and Stressfree Urban Traffic. Wiesbaden: 
Springer. 
Horrey, W. J., & Lesch, M. F. (2009). Driver-initiated distractions: Examining strategic 
adaptation for in-vehicle task initiation. Accident Analysis and Prevention, 41(1), 115–122. 
https://doi.org/10.1016/j.aap.2008.10.008  
Horrey, W. J., & Wickens, C. D. (2007). In-vehicle glance duration: Distributions, tails, and 
model of crash risk. Transportation Research Record: Journal of the Transportation 
Research Board, 2018(1), 22–28. https://doi.org/10.3141/2018-04  
Hua, Z., & Ng, W. L. (2010). Speech Recognition Interface Design for In-Vehicle System. In A. 
Schmidt & A. K. Dey (Chairs), 2nd International Conference on Automotive User Interfaces 
and Interactive Vehicular Applications (AutomotiveUI 2010), Pittsburgh, Pennsylvania. 
 
 
 
References 110 
 
Huang, Y. Y., Moll, J., Sallnäs, E.-L., & Sundblad, Y. (2012). Auditory feedback in haptic 
collaborative interfaces. International Journal of Human-Computer Studies, 70(4), 257–
270. https://doi.org/10.1016/j.ijhcs.2011.11.006  
Hura, S. L. (2008). Voice user interfaces. In P. Kortum (Ed.), HCI beyond the GUI: Design for 
haptic, speech, olfactory and other nontraditional interfaces (pp. 197–228). Amsterdam, 
Boston: Elsevier/Morgan Kaufmann. 
Iwata, H. (2008). Taste interfaces. In P. Kortum (Ed.), HCI beyond the GUI: Design for haptic, 
speech, olfactory and other nontraditional interfaces (pp. 291–306). Amsterdam, Boston: 
Elsevier/Morgan Kaufmann. 
Jian, J.-Y., Bisantz, A. M., & Drury, C. G. (2000). Foundations for an Empirically Determined 
Scale of Trust in Automated Systems. International Journal of Cognitive Ergonomics, 4(1), 
53–71. https://doi.org/10.1207/S15327566IJCE0401_04  
Johnston, M., D'Haro, L. F., Levine, M., & Renger, B. (2007). A multimodal interface for access 
to content in the home. In U. Kohomban (Chair), Proceedings of the 45th Annual Meeting 
of the Association of Computational Linguistics. Symposium conducted at the meeting of 
Association for Computational Linguistics, Prague, Czech Republic. 
Kaber, D. B., Liang, Y., Zhang, Y., Rogers, M. L., & Gangakhedkar, S. (2012). Driver 
performance effects of simultaneous visual and cognitive distraction and adaptation 
behavior. Transportation Research Part F: Traffic Psychology and Behaviour, 15(5), 491–
501. https://doi.org/10.1016/j.trf.2012.05.004  
Karam, M., & Schraefel, M. C. (2005). A taxonomy of gestures in human computer 
interaction. Technical report, Electronics and Computer Science. University of 
Southampton. Retrieved from http://eprints.soton.ac.uk/261149/  
Karl, I., Berg, G., Rüger, F., & Färber, B. (2013). Driving Behavior and Simulator Sickness While 
Driving the Vehicle in the Loop: Validation of Longitudinal Driving Behavior. IEEE 
Intelligent Transportation Systems Magazine, 5(1), 42–57. 
https://doi.org/10.1109/MITS.2012.2217995  
 
 
 
References 111 
 
Khan, R. Z., & Ibraheem, N. A. (2012). Hand Gesture Recognition: A Literature Review. 
International Journal of Artificial Intelligence & Applications, 3(4), 161–174. 
https://doi.org/10.5121/ijaia.2012.3412  
Kim, K.-N., & Ramakrishna, R. S. (1999). Vision-based eye-gaze tracking for human computer 
interface. In 1999 IEEE International Conference on Systems, Man and Cybernetics. 12-15 
October, Tokyo, Japan, Tokyo, Japan. 
Kircher, K., & Ahlstrom, C. (2017). Minimum required attention: A human-centered approach 
to driver inattention. Human Factors: the Journal of the Human Factors and Ergonomics 
Society, 59(3), 471–484. https://doi.org/10.1177/0018720816672756  
Kopinski, T., Eberwein, J., Geisler, S., & Handmann, U. (2016). Touch versus mid-air gesture 
interfaces in road scenarios - measuring driver performance degradation. In 2016 IEEE 
19th International Conference on Intelligent Transportation Systems (ITSC) (pp. 661–666). 
IEEE. https://doi.org/10.1109/ITSC.2016.7795624  
Kortum, P. (Ed.) (2008). HCI beyond the GUI: Design for haptic, speech, olfactory and other 
nontraditional interfaces. Amsterdam, Boston: Elsevier/Morgan Kaufmann. 
Kouroupetroglou, G., Pino, A., Balmpakakis, A., Chalastanis, D., Golematis, V., Ioannou, N., & 
Koutsoumpas, I. (2012). Using Wiimote for 2D and 3D Pointing Tasks: Gesture 
Performance Evaluation. In D. Hutchison, T. Kanade, J. Kittler, J. M. Kleinberg, F. Mattern, 
J. C. Mitchell,. . . S.-E. Fotinea (Eds.), Lecture Notes in Computer Science. Gesture and Sign 
Language in Human-Computer Interaction and Embodied Communication (Vol. 7206, 
pp. 13–23). Berlin, Heidelberg: Springer Berlin Heidelberg. https://doi.org/10.1007/978-3-
642-34182-3_2  
Kühnel, C., Westermann, T., Hemmert, F., Kratz, S., Müller, A., & Möller, S. (2011). I'm home: 
Defining and evaluating a gesture set for smart-home control. International Journal of 
Human-Computer Studies, 69(11), 693–704. https://doi.org/10.1016/j.ijhcs.2011.04.005  
Kumar, P., Verma, J., & Prasad, S. (2012). Hand data glove: A wearable real-time device for 
human-computer interaction. International Journal of Advanced Science and Technology, 
43, 15–26. 
 
 
 
References 112 
 
Kuznetsova, A., Brockhoff, P. B., & Christensen, R. H. B. (2017). lmerTest package: Tests in 
linear mixed effects models. Journal of Statistical Software, 82(13). 
https://doi.org/10.18637/jss.v082.i13  
Laird, N. M., & Ware, J. H. (1982). Random-effects models for longitudinal data. Biometrics, 
38(4), 963. https://doi.org/10.2307/2529876  
Lansdown, T. C. (2001). Causes, measures, and effects of driver visual workload. In P. A. 
Hancock & P. A. Desmond (Eds.), Human factors in transportation. Stress, workload, and 
fatigue: ISBN 0-8058-3178-9, $75. Mahwah, N.J., London: Lawrence Erlbaum Associates. 
Lausberg, H., & Sloetjes, H. (2009). Coding gestural behavior with the NEUROGES-ELAN 
system. Behavior Research Methods, 41(3), 841–849. 
https://doi.org/10.3758/brm.41.3.841  
Lawrence, M. A. (2015). ez: Easy Analysis and Visualization of Factorial Experiments. 
Retrieved from https://CRAN.R-project.org/package=ez  
Lee, J. D., Caven, B., Haake, S., & Brown, T. L. (2001). Speech-based interaction with in-
vehicle computers: The effect of speech-based e-mail on drivers' attention to the 
roadway. Human Factors: the Journal of the Human Factors and Ergonomics Society, 
43(4), 631–640. https://doi.org/10.1518/001872001775870340  
Lee, J. D., Roberts, S. C., Hoffman, J. D., & Angell, L. S. (2012). Scrolling and driving: How an 
MP3 player and its aftermarket controller affect driving performance and visual behavior. 
Human Factors: the Journal of the Human Factors and Ergonomics Society, 54(2), 250–
263. https://doi.org/10.1177/0018720811429562  
Lee, J. D., Young, K. L., & Regan, M. A. (2009). Defining driver distraction. In M. A. Regan, J. D. 
Lee, & K. L. Young (Eds.), Driver distraction. Theory, effects, and mitigation. Boca Raton: 
CRC Press. 
Lee, S. H., Yoon, S.-O., & Shin, J. H. (2015). On-wheel finger gesture control for in-vehicle 
systems on central consoles. In G. Burnett, J. Gabbard, P. Green, S. Osswald, A. Kun, B. 
Pfleging,. . . V. Antrobus (Eds.), AutomotiveUI '15: 7th International Conference on 
Automotive User Interfaces and Interactive Vehicular Applications (Adjunct Proceedings) 
 
 
 
References 113 
 
(pp. 94–99). New York, New York: Association for Computing Machinery. 
https://doi.org/10.1145/2809730.2809739  
Liang, Y., & Lee, J. D. (2010). Combining cognitive and visual distraction: less than the sum of 
its parts. Accident Analysis and Prevention, 42(3), 881–890. 
https://doi.org/10.1016/j.aap.2009.05.001  
Lim, C. J., & Kim, D. (2012). Development of gaze tracking interface for controlling 3D 
contents. Sensors and Actuators A: Physical, 185, 151–159. 
https://doi.org/10.1016/j.sna.2012.07.017  
Loehmann, S., Knobel, M., Lamara, M., & Butz, A. (2013). Culturally Independent Gestures 
for In-Car Interactions. In D. Hutchison, T. Kanade, J. Kittler, J. M. Kleinberg, F. Mattern, J. 
C. Mitchell,. . . M. Winckler (Eds.), Lecture Notes in Computer Science. Human-Computer 
Interaction – INTERACT 2013 (Vol. 8119, pp. 538–545). Berlin, Heidelberg: Springer Berlin 
Heidelberg. https://doi.org/10.1007/978-3-642-40477-1_34  
Mackay, W., Brewster, S., & Bødker, S. (Eds.) (2013). Proceedings of the SIGCHI Conference 
on Human Factors in Computing Systems. New York: ACM. 
MacLean, K. E. (2008). Haptic Interaction Design for Everyday Interfaces. Reviews of Human 
Factors and Ergonomics, 4(1), 149–194. https://doi.org/10.1518/155723408X342826  
Mahr, A., Endres, C., Schneeberger, T., & Müller, C. (2011). Determining human-centered 
parameters of ergonomic micro-gesture interaction for drivers using the theater 
approach. In M. Tscheligi, M. Kranz, G. Weinberg, A. Meschtscherjakov, M. Murer, & D. 
Wilfinger (Eds.), AutomotiveUI '11: 3rd International Conference on Automotive User 
Interfaces and Interactive Vehicular Applications (Proceedings). November 30th - 
December 2nd, 2011, Salzburg, Austria. New York, NY, USA: Association for Computing 
Machinery. 
Mair, P., & Wilcox, R. (2018). WRS2: Wilcox robust estimation and testing. Retrieved from 
https://mran.revolutionanalytics.com/snapshot/2018-12-
31/web/packages/WRS2/vignettes/WRS2.pdf  
Marin, G., Dominio, F., & Zanuttigh, P. (2014). Hand gesture recognition with leap motion 
and kinect devices. In IEEE International Conference on Image Processing (ICIP), 2014: 
 
 
 
References 114 
 
Paris, France, 27 - 30 Oct. 2014 (pp. 1565–1569). Piscataway, NJ: IEEE. 
https://doi.org/10.1109/ICIP.2014.7025313  
März, P., Schwahlen, D., Geisler, S., & Kopinski, T. (2016). User Expectations on Touchless 
Gestures in Vehicles. In B. Weyers & A. Dittmar (Eds.), Mensch und Computer 2016 - 
Workshopband. Aachen: Gesellschaft für Informatik e.V. 
https://doi.org/10.18420/MUC2016-WS08-0002  
Massie, T. H., & Salisbury, J. K. (1994). The PHANTOM haptic interface: A device for probing 
vurtual objects. In E. Colgate & D. Adelstein (Eds.), Proceedings of the ASME Winter 
Annual Meeting: Symposium on Haptic Interfaces for Virtual Environment and 
Teleoperator Systems. ASME. 
May, K., Gable, T. M., Wu, X., Sardesai, R. R., & Walker, B. N. (2016). Choosing the Right Air 
Gesture: Impacts of menu length and air gesture type on driver workload. In P. Green, B. 
Pfleging, A. L. Kun, Y. Liang, A. Meschtscherjakov, & P. Fröhlich (Chairs), AutomotiveUI 
2016: 8th International Conference on Automotive User Interfaces and Interactive 
Vehicular Applications (Adjunct proceedings). Ann Arbor, MI, USA, October 24-26, 2016. 
May, K. R., Gable, T. M., & Walker, B. N. (2017). Designing an In-Vehicle Air Gesture Set Using 
Elicitation Methods. In S. Boll, B. Pfleging, & B. Donmez (Eds.), AutomotiveUI 2017: The 
9th International Conference on Automotive User Interfaces and Interactive Vehicular 
Applications (Proceedings). Oldenburg, Germany, September 24-27 (pp. 74–83). New York, 
NY, USA: Association for Computing Machinery. 
https://doi.org/10.1145/3122986.3123015  
McGehee, D. V. (2001). New design guidelines aim to reduce driver distraction. Human 
Factors and Ergonomics Society Bulletin, 44(10), 1–3. 
McGhee, C. Naturalistic Data: Opportunities for State DOT Research Programs. 
McNeill, D. (Ed.) (1992). Hand and mind: What gestures reveal about thought. Chicago: The 
University of Chicago Press. 
Metz, B., Landau, A., & Just, M. (2014). Frequency of secondary tasks in driving – Results 
from naturalistic driving data. Safety Science, 68, 195–203. 
https://doi.org/10.1016/j.ssci.2014.04.002  
 
 
 
References 115 
 
Microsoft (2019). Microsoft stellt Surface Hub 2S zur IFA 2019 vor. Retrieved from 
https://news.microsoft.com/de-de/surface-hub-2s-produktreservierung-deutschland/  
Moyle, M., & Cockburn, A. (2005). A flick in the right direction: A case study of gestural input. 
Behaviour & Information Technology, 24(4), 275–288. 
https://doi.org/10.1080/01449290512331321866  
Murata, A., & Iwase, H. (2005). Usability of touch-panel interfaces for older adults. Human 
Factors: the Journal of the Human Factors and Ergonomics Society, 47(4), 767–776. 
https://doi.org/10.1518/001872005775570952  
Nacenta, M. A., Kamber, Y., Qiang, Y., & Kristensson, P. O. (2013). Memorability of pre-
designed and user-defined gesture sets. In W. Mackay, S. Brewster, S. Bødker, & W. E. 
Mackay (Eds.), Proceedings of the SIGCHI Conference on Human Factors in Computing 
Systems (CHI '13). Extended Abstracts. 27 April - 2 May 2013, Paris, France (p. 1099). New 
York: ACM. https://doi.org/10.1145/2470654.2466142  
Nacher, V., Jaen, J., Navarro, E., Catala, A., & González, P. (2015). Multi-touch gestures for 
pre-kindergarten children. International Journal of Human-Computer Studies, 73, 37–51. 
https://doi.org/10.1016/j.ijhcs.2014.08.004  
National Center for Statistics and Analysis (2017). Distracted driving 2015. (Traffic Safety 
Facts Research Note. Report No. DOT HS 812 381). Washington, DC: National Highway 
Traffic Safety Administration. Retrieved from 
https://crashstats.nhtsa.dot.gov/Api/Public/ViewPublication/812381  
National Center for Statistics and Analysis (2019). Distracted driving 2017. (Traffic Safety 
Facts Research Note. Report No. DOT HS 812 381). Washington, DC: National Highway 
Traffic Safety Administration. Retrieved from 
https://crashstats.nhtsa.dot.gov/Api/Public/ViewPublication/812700  
National Highway Traffic Safety Administration (NHTSA) (2013). Preliminary Statement of 
Policy Concerning Automated Vehicles. Washington, D.C. 
Neal, J. G., Thielman, C. Y., Dobes, Z., Haller, S. M., & Shapiro, S. C. (1989). Natural language 
with integrated deictic and graphic gestures. In C. L. Wayne (Ed.), Speech and natural 
 
 
 
References 116 
 
language: Proceedings of a workshop held at Cape Cod, Massachusetts, October 15 - 18, 
1989 (p. 410). San Mateo, Calif.: Kaufmann. https://doi.org/10.3115/1075434.1075499  
Neßelrath, R., Lu, C., Schulz, C. H., Frey, J., & Alexandersson, J. (2011). A Gesture Based 
System for Context – Sensitive Interaction with Smart Homes. In R. Wichert & B. 
Eberhardt (Eds.), Ambient Assisted Living (pp. 209–219). Berlin, Heidelberg: Springer 
Berlin Heidelberg. https://doi.org/10.1007/978-3-642-18167-2_15  
Neumann-Cosel, K. von, Dupuis, M., & Weiss, C. (2009). Virtual test drive provision of a 
consistent toolset for [D,H,S,V]-in-the-loop. In Proceedings of DSC 2009 Europe Driving 
Simulation Conference. Monaco, Monaco, January 4 - 6, 2009. 
Neupert, C., Matich, S., Klug, F., Kirschniak, A., Pott, P. P., & Werthschützky, R. (2015). Haptic 
User Interface for a Telerobotic System – Design based on a Network Model. IFAC-
PapersOnLine, 48(20), 201–206. https://doi.org/10.1016/j.ifacol.2015.10.139  
NHTSA (2010). Overview of the national highway traffic safety administration's driver 
distraction program. (DOT HS 811 299). Washington, DC: US Department of 
Transportation. 
Nielsen, M., Störring, M., Moeslund, T. B., & Granum, E. (2003). A Procedure for Developing 
Intuitive and Ergonomic Gesture Interfaces for HCI. In G. Goos, J. Hartmanis, J. van 
Leeuwen, A. Camurri, & G. Volpe (Eds.): Lecture Notes in Computer Science, Gesture-
Based Communication in Human-Computer Interaction (pp. 409–420). Berlin, Heidelberg: 
Springer Berlin Heidelberg. https://doi.org/10.1007/978-3-540-24598-8_38  
Niezgoda, M., Tarnowski, A., Kruszewski, M., & Kamiński, T. (2015). Towards testing 
auditory–vocal interfaces and detecting distraction while driving: A comparison of eye-
movement measures in the assessment of cognitive workload. Transportation Research 
Part F: Traffic Psychology and Behaviour, 32, 23–34. 
https://doi.org/10.1016/j.trf.2015.04.012  
Nijboer, F., Furdea, A., Gunst, I., Mellinger, J., McFarland, D. J., Birbaumer, N., & Kübler, A. 
(2008). An auditory brain-computer interface (BCI). Journal of Neuroscience Methods, 
167(1), 43–50. https://doi.org/10.1016/j.jneumeth.2007.02.009  
 
 
 
References 117 
 
Ogata, K., & Niino, S. (2015). Automatic threshold-setting method for iris detection for 
brown eyes in an eye–gaze interface system with a visible light camera. Optics & Laser 
Technology, 66, 112–121. https://doi.org/10.1016/j.optlastec.2014.09.001  
Oh, J., Robinson, H. R., & Lee, J. Y. (2013). Page flipping vs. clicking: The impact of naturally 
mapped interaction technique on user learning and attitudes. Computers in Human 
Behavior, 29(4), 1334–1341. https://doi.org/10.1016/j.chb.2013.01.011  
Ohno, T. (1998). Features of eye gaze interface for selection tasks. In J. S. Gakkai (Chair), 3rd 
Asia Pacific Computer Human Interaction. Symposium conducted at the meeting of IEEE, 
Shonan Village Center, Japan. 
O'Malley, M. K., & Gupta, A. (2008). Haptic interfaces. In P. Kortum (Ed.), HCI beyond the 
GUI: Design for haptic, speech, olfactory and other nontraditional interfaces (pp. 25–74). 
Amsterdam, Boston: Elsevier/Morgan Kaufmann. 
Östlund, J., Peters, B., Thorslund, B., Engström, Johan, Markkula, Gustav, Keinath, A., Horst, 
D., . . . Foehl, U. (2005). Driving performance assessment methods and metrics. 
(Deliverable 2.2.5 of the AIDE project No. IST-1-507674-IP, SP2). Retrieved from 
http://www.aide-eu.org/pdf/sp2_deliv_new/aide_d2_2_5.pdf  
Parvini, F., McLeod, D., Shahabi, C., Navai, B., Zali, B., & Ghandeharizadeh, S. (2009). An 
Approach to Glove-Based Gesture Recognition. In J. A. Jacko (Ed.), Human-Computer 
Interaction. Novel Interaction Methods and Techniques (Vol. 5611, pp. 236–245). Berlin, 
Heidelberg: Springer Berlin Heidelberg. https://doi.org/10.1007/978-3-642-02577-8_26  
Peng, Y., & Boyle, L. N. (2015). Driver's adaptive glance behavior to in-vehicle information 
systems. Accident Analysis and Prevention, 85, 93–101. 
https://doi.org/10.1016/j.aap.2015.08.002  
Pereira, A., Wachs, J. P., Park, K., & Rempel, D. (2015). A User-Developed 3-D Hand Gesture 
Set for Human-Computer Interaction. Human Factors: the Journal of the Human Factors 
and Ergonomics Society, 57(4), 607–621. https://doi.org/10.1177/0018720814559307  
Peres, S. C., Best, V., Brock, D., Shinn-Cunningham, B., FRauenberger, C., Hermann, T., . . . 
Stockman, T. (2008). Auditory interfaces. In P. Kortum (Ed.), HCI beyond the GUI: Design 
 
 
 
References 118 
 
for haptic, speech, olfactory and other nontraditional interfaces (pp. 147–196). 
Amsterdam, Boston: Elsevier/Morgan Kaufmann. 
Picard, R. W., & Wexelblat, A. (2002). Future interfaces. In L. Terveen & D. Wixon (Eds.), 
Proceedings of the SIGCHI Conference on Human Factors in Computing Systems (pp. 698–
699). New York: ACM Press. https://doi.org/10.1145/506443.506552  
Premaratne, P. (Ed.) (2014). Human computer interaction using hand gestures. Cognitive 
science and technology. New York: Springer-Verlag. 
Quek, F., McNeill, D., Bryll, R., Duncan, S., Ma, X.-F., Kirbas, C., . . . Ansari, R. (2002). 
Multimodal human discourse: Gesture and speech. ACM Transactions on Computer-
Human Interaction, 9(3), 171–193. https://doi.org/10.1145/568513.568514  
Rauterberg, M. (1999). Different effects of auditory feedback in man-machine interfaces. In 
N. A. Stanton & J. Edworthy (Eds.), Human factors in auditory warnings. Aldershot: 
Ashgate. 
Regan, M. (2007). Driver distraction: Reflections on the past, present and future. In I. Faulks, 
M. Regan, M. Stevenson, J. Brown, A. Porter, & J. D. Irwin (Eds.), Distracted driving 
(pp. 29–73). Sydney, NSW: Australasian College of Road Safety. 
Regan, M. A., Hallett, C., & Gordon, C. P. (2011). Driver distraction and driver inattention: 
Definition, relationship and taxonomy. Accident Analysis and Prevention, 43(5), 1771–
1781. https://doi.org/10.1016/j.aap.2011.04.008  
Regan, M. A., Lee, J. D., & Victor, T. W. (Eds.) (2013). Driver distraction and inattention. 
Advances in research and countermeasures. Farnham, Burlington: Ashgate. 
Regan, M. A., Lee, J. D., & Young, K. L. (2009). Driver distraction: Toward a common 
definition. In First International Conference on Driver Diststraction and Inattention. 28-29 
September 2009, Gothenburg, Sweden. 
Reimer, B., & Mehler, B. (2013). The effects of a production level "voice-command" interface 
on driver behavior: Summary findings in reported workload, physiology, visual attention, 
and driving performance. Massachusetts Institute of Technology AgeLab. Retrieved from 
http://agelab.mit.edu/sites/default/files/private-files/MIT_AgeLab_White_Paper_2013-
18A_%28Voice_Interfaces%29.pdf  
 
 
 
References 119 
 
Reissner, U. (2007). Gestures and speech in cars. In Y. Matiyasevich & E. W. Mayr (Eds.), 
Electronic proceedings of Joint Advanced Student School (JASS). March 25 - April 4, 2007, 
St. Petersburg, Russia. 
Rempel, D., Camilleri, M. J., & Lee, D. L. (2015). The Design of Hand Gestures for Human-
Computer Interaction: Lessons from Sign Language Interpreters. International Journal of 
Human-Computer Studies, 72(10-11), 728–735. 
https://doi.org/10.1016/j.ijhcs.2014.05.003  
Renaud, K., & Cooper, R. L. (2000). Feedback in human-computer interaction - characteristics 
and recommendations. South African Computer Journal, 26, 105–114. 
Revuelta-Martínez, A., Rodríguez, L., García-Varea, I., & Montero, F. (2013). Multimodal 
interaction for information retrieval using natural language. Computer Standards & 
Interfaces, 35(5), 428–441. https://doi.org/10.1016/j.csi.2012.11.002  
Riedl, B., & Färber, B. (2015). Evaluation of a new projection concept for the Vehicle in the 
Loop (VIL) driving simulator. In H. Bülthoff, A. Kemeny, & P. Pretto (Chairs), Proceedings of 
DSC 2015 Europe Driving Simulation Conference & Exhibition: Tübingen, Germany, 
September 16 - 18, 2015. Symposium conducted at the meeting of Max-Planck-Institut für 
Biologische Kybernetik; Proceedings. DSC Europe Driving Simulation Conference & 
Exhibition; DSC Europe; Driving Simulation Conference and Exhibition. 
Riener, A., Weger, F., Ferscha, A., Bachmair, F., Hagmüller, P., Lemme, A., . . . Tappe, A. 
(2013). Standardization of the in-car gesture interaction space. In J. Terken (Ed.), 
Proceedings of the 5th International Conference on Automotive User Interfaces and 
Interactive Vehicular Applications, Eindhoven, 2013, [October 28 - 30, 2013] (pp. 14–21). 
New York, NY: ACM. https://doi.org/10.1145/2516540.2516544  
SAE International (2017). Definition and experimental measures related to the specification 
of driver visual behavior using video based techniques (J-2396). 400 Commonwealth Drive, 
Warrendale, PA, United States. 
Saffer, D. (2008). Designing gestural interfaces. Sebastopol, CA: O’Reilly Media, Inc. 
 
 
 
References 120 
 
Saifuzzaman, M., Haque, M. M., Zheng, Z., & Washington, S. (2015). Impact of mobile phone 
use on car-following behaviour of young drivers. Accident Analysis and Prevention, 82, 
10–19. https://doi.org/10.1016/j.aap.2015.05.001  
Salvucci, D. D., & Anderson, J. R. (2000). Intelligent gaze-added interfaces. In T. Turner & G. 
Szwillus (Eds.), Proceedings of the SIGCHI conference on Human Factors in Computing 
Systems (pp. 273–280). New York: ACM. https://doi.org/10.1145/332040.332444  
Santos, R., Santos, N., Jorge, P. M., & Abrantes, A. (2014). Eye Gaze as a Human-computer 
Interface. Procedia Technology, 17, 376–383. 
https://doi.org/10.1016/j.protcy.2014.10.247  
Sawyer, B. D., Finomore, V. S., Calvo, A. A., & Hancock, P. A. (2014). Google Glass: A Driver 
Distraction Cause or Cure? Human Factors: The Journal of the Human Factors and 
Ergonomics Society, 56(7), 1307–1321. https://doi.org/10.1177/0018720814555723  
Schaap, N., Van der Horst, R., van Arem, B., & Brookhuis, K. (2013). The relationship between 
driver distraction and mental workload. In M. A. Regan, J. D. Lee, & T. W. Victor (Eds.), 
Driver distraction and inattention. Advances in research and countermeasures. Farnham, 
Burlington: Ashgate. 
Schlömer, T., Poppinga, B., Henze, N., & Boll, S. (2008). Gesture recognition with a Wii 
controller. In Proceedings of the 2nd international conference on Tangible and embedded 
interaction (p. 11). New York, NY: ACM. https://doi.org/10.1145/1347390.1347395  
Schmidt, M., & Weber, G. (2013). Template based classification of multi-touch gestures. 
Pattern Recognition, 46(9), 2487–2496. https://doi.org/10.1016/j.patcog.2013.02.001  
Schomaker, L., Nijtmans, Camurri, A., Lavagetto F., Morasso, P., Benoit, C., . . . Blauert, J. 
(1995). A taxonomy of multimodal interaction in the human information processing 
system (A report of the Esprit Project 8579 MIAMI No. WP 1). Retrieved from 
http://www.ai.rug.nl/~lambert/projects/miami/taxonomy/taxonomy.html  
Schürmann, T., Binder, C., Janzarik, G., & Vogt, J. (2015). Movement transformation on multi-
touch devices: Intuition or instructional preparation? Applied Ergonomics, 50, 251–255. 
https://doi.org/10.1016/j.apergo.2015.03.004  
 
 
 
References 121 
 
Senders, J. W. (2013). Driver distraction and inattention - A queuing theory approach. In M. 
A. Regan, J. D. Lee, & T. W. Victor (Eds.), Driver distraction and inattention. Advances in 
research and countermeasures. Farnham, Burlington: Ashgate. 
Sesto, M. E., Irwin, C. B., Chen, K. B., Chourasia, A. O., & Wiegmann, D. A. (2012). Effect of 
touch screen button size and spacing on touch characteristics of users with and without 
disabilities. Human Factors: the Journal of the Human Factors and Ergonomics Society, 
54(3), 425–436. https://doi.org/10.1177/0018720811433831  
Shakeri, G., Williamson, J. H., & Brewster, S. (2017). Novel Multimodal Feedback Techniques 
for In-Car Mid-Air Gesture Interaction. In S. Boll, B. Pfleging, & B. Donmez (Eds.), 
AutomotiveUI 2017: The 9th International Conference on Automotive User Interfaces and 
Interactive Vehicular Applications (Proceedings). Oldenburg, Germany, September 24-27 
(pp. 84–93). New York, NY, USA: Association for Computing Machinery. 
https://doi.org/10.1145/3122986.3123011  
Shakeri, G., Williamson, J. H., & Brewster, S. (2018). May the Force Be with You. In B. 
Donmez, B. N. Walker, & P. Fröhlich (Eds.), Proceedings of the 10th International 
Conference on Automotive User Interfaces and Interactive Vehicular Applications - 
AutomotiveUI '18 (pp. 1–10). New York, New York, USA: ACM Press. 
https://doi.org/10.1145/3239060.3239081  
Shneiderman, B., & Plaisant, C. (2005). Designing the user interface: Strategies for effective 
human-computer interaction (4. ed.). Boston, Mass.: Pearson. 
Song, J., Cho, S., Baek, S.-Y., Lee, K., & Bang, H. (2014). GaFinC: Gaze and Finger Control 
interface for 3D model manipulation in CAD application. Computer-Aided Design, 46, 239–
245. https://doi.org/10.1016/j.cad.2013.08.039  
Sterkenburg, J., Landry, S., & Jeon, M. (2017). Eyes-free In-vehicle Gesture Controls. In S. 
Boll, A. Löcken, R. Schroeter, M. Baumann, I. Alvarez, L. Chuang,. . . S. Osswald (Eds.), 
AutomotiveUI 2017: The 9th International Conference on Automotive User Interfaces and 
Interactive Vehicular Applications (Adjunct Proceedings). Oldenburg, Germany, September 
24-27, 2017 (pp. 195–200). New York, NY, USA: Association for Computing Machinery. 
https://doi.org/10.1145/3131726.3131747  
 
 
 
References 122 
 
Tavanti, M., & Lind, M. (2001). 2D vs 3D, implications on spatial memory. In K. Andrews, S. 
Roth, & P. C. Wong (Eds.), IEEE Symposium on Information Visualization 2001 (InfoVis 
2001): 22-23 October 2001, San Diego, California, USA (pp. 139–145). Piscataway, NJ: 
IEEE. https://doi.org/10.1109/INFVIS.2001.963291  
Theeuwes, J., Alferdinck, J. W. A. M., & Perel, M. (2002). Relation between glare and driving 
performance. Human Factors: the Journal of the Human Factors and Ergonomics Society, 
44(1), 95–107. https://doi.org/10.1518/0018720024494775  
Tian, F., Cheng, T., Wang, H., & Dai, G. (2006). Research on user- centered design and 
recognition pen gestures. In D. Hutchison, T. Kanade, J. Kittler, J. M. Kleinberg, F. Mattern, 
J. C. Mitchell,. . . H.-P. Seidel (Eds.), Lecture Notes in Computer Science. Advances in 
Computer Graphics: 24th Computer Graphics International Conference, CGI 2006. 
Hangzhou, China, June 26-28, 2006 (pp. 312–323). Berlin, Heidelberg: Springer Berlin 
Heidelberg. https://doi.org/10.1007/11784203_27  
Tian, F., Lu, F., Jiang, Y., Zhang, X., Cao, X., Dai, G., & Wang, H. (2013). An exploration of pen 
tail gestures for interactions. International Journal of Human-Computer Studies, 71(5), 
551–569. https://doi.org/10.1016/j.ijhcs.2012.12.004  
Tippey, K. G., Sivaraj, E., & Ferris, T. K. (2017). Driving While Interacting With Google Glass: 
Investigating the Combined Effect of Head-Up Display and Hands-Free Input on Driving 
Safety and Multitask Performance. Human Factors: the Journal of the Human Factors and 
Ergonomics Society, 59(4), 671–688. https://doi.org/10.1177/0018720817691406  
Tivesten, E., & Dozza, M. (2015). Driving context influences drivers' decision to engage in 
visual-manual phone tasks: Evidence from a naturalistic driving study. Journal of Safety 
Research, 53, 87–96. https://doi.org/10.1016/j.jsr.2015.03.010  
Transportation Research Board (2010). HCM 2010. Highway capacity manual: Volume 1: 
Concepts. Washington (D.C.): Transportation Research Board. 
Tsukada, K., & Yasumura, M. (2002). Ubi-Finger: Gesture Input Device for Mobile Use. In G. 
D. Abowd & A. K. Dey (Chairs), Ubicomp 2001 Informal Companion Proceeding: Technical 
Report: GIT-GVU-TR-01-17. 
 
 
 
References 123 
 
Van Buuren, S., & Groothuis-Oudshoorn, K. (2011). mice: Multivariate Imputation by Chained 
Equations in R. Journal of Statistical Software, 45(3), 1–67. Retrieved from 
http://www.jstatsoft.org/v45/i03/  
Van der Laan, J. D., Heino, A., & Waard, D. de (1997). A simple procedure for the assessment 
of acceptance of advanced transport telematics. Transportation Research Part C: 
Emerging Technologies, 5(1), 1–10. https://doi.org/10.1016/S0968-090X(96)00025-3  
Van Laack, A., Kirsch, O., Tuzar, G.-D., & Blessing, J. (2016). Consumer insights about gesture 
interaction in vehicles. Visteon White Paper. Retrieved from 
https://www.visteon.com/products/technical-publications.html  
Villamor, C., Willis, D., & Wroblewski, L. (2010). Touch gesture Reference Guide. Retrieved 
from https://www.lukew.com/ff/entry.asp?1071  
Vollrath, M., Brünger-Koch, M., Schießl, C., & Waibel, F. (2004). INVENT Endbericht 
Kreuzungsverhalten - Normalverhalten, Beanspruchung und kritische Situationen bei 
Kreuzungsfahrten. 
Vollrath, M., Huemer, A. K., Teller, C., Likhacheva, A., & Fricke, J. (2016). Do German drivers 
use their smartphones safely?-Not really! Accident Analysis and Prevention, 96, 29–38. 
https://doi.org/10.1016/j.aap.2016.06.003  
Vollrath, M., & Krems, J. (Eds.) (2011). Verkehrspsychologie. Ein Lehrbuch für Psychologen, 
Ingenieure und Informatiker. Stuttgart: Kohlhammer Verlag. 
Weber, S., Blum, K., Ernstberger, A., & Färber, B. (2015). Standard Reactions – Driver 
Reactions in Critical Driving Situations. Procedia Manufacturing, 3, 2489–2496. 
https://doi.org/10.1016/j.promfg.2015.07.510  
Weissmann, J., & Salomon, R. (1999). Gesture recognition for virtual reality applications 
using data gloves and neural networks. In International Conference on Neural Networks, 
Washington, DC, USA. 
Werner, S. (2014). The Steering Wheel as a Touch Interface. In L. N. Boyle, P. Fröhlich, G. 
Burnett, & S. Iqbal (Eds.), AutomotiveUI 2014: 6th International Conference on 
Automotive User Interfaces and Interactive Vehicular Applications (Proceedings). 
 
 
 
References 124 
 
September 17-19, 2014, Seattle, Washington, USA (pp. 1–4). New York, NY, USA: 
Association for Computing Machinery. https://doi.org/10.1145/2667239.2667299  
Wickens, C. D. (2002). Multiple resources and performance prediction. Theoretical Issues in 
Ergonomics Science, 3(2), 159–177. https://doi.org/10.1080/14639220210123806  
Wickens, C. D. (2008). Multiple Resources and Mental Workload. Human Factors: The Journal 
of the Human Factors and Ergonomics Society, 50(3), 449–455. 
https://doi.org/10.1518/001872008X288394  
Wierwille, W. W. (1993). Visual and manual demands of in-car controls and displays. In B. 
Peacock & W. Karwowski (Eds.), Automotive ergonomics. 
Wigdor, D., & Wixon, D. (Eds.) (2011). Brave NUI world: Designing natural user interfaces for 
touch and gesture. Safari Tech Books Online. Amsterdam: Morgan Kaufmann/Elsevier. 
Wilcox, R. (2012). Introduction to robust estimation and hypothesis testing (3. ed.). 
Amsterdam: Elsevier. 
Wobbrock, J. O., Morris, M. R., & Wilson, A. D. (2009). User-defined gestures for surface 
computing. In D. R. Olsen & R. B. Arthur (Eds.), Proceedings of the 27th International 
Conference on Human Factors in Computing Systems: April 4-9, 2009, Boston, MA, USA 
(pp. 1083–1092). New York, N.Y.: ACM Press. 
Yanagida, Y. (2008). Olfactory interfaces. In P. Kortum (Ed.), HCI beyond the GUI: Design for 
haptic, speech, olfactory and other nontraditional interfaces (pp. 267–290). Amsterdam, 
Boston: Elsevier/Morgan Kaufmann. 
Young, K. L., Salmon, P. M., & Cornelissen, M. (2013). Distraction-induced driving error: an 
on-road examination of the errors made by distracted and undistracted drivers. Accident 
Analysis and Prevention, 58, 218–225. https://doi.org/10.1016/j.aap.2012.06.001  
Young, K. L., Salmon, P. M., & Lenné, M. G. (2013). At the cross-roads: An on-road 
examination of driving errors at intersections. Accident Analysis and Prevention, 58, 226–
234. https://doi.org/10.1016/j.aap.2012.09.014  
Zabulis, X., Baltzakis, H., & Argyros, A. (2009). Vision-Based Hand Gesture Recognition for 
Human-Computer Interaction. In C. Stephanidis (Ed.), Human factors and ergonomics. The 
 
 
 
References 125 
 
Universal Access Handbook (Vol. 20091047, pp. 1–30). CRC Press. 
https://doi.org/10.1201/9781420064995-c34  
Zhang, Y., Bulling, A., & Gellersen, H. (2013). SideWays: A Gaze Interface for Spontaneous 
Interaction with Situated Displays. In W. Mackay, S. Brewster, & S. Bødker (Eds.), 
Proceedings of the SIGCHI Conference on Human Factors in Computing Systems. New 
York: ACM. 
Zhang, Y., & Angell, L. (2014). Pointing Towards Future Automotive HMIs. In L. N. Boyle, A. L. 
Kun, B. Pearce, D. Szostak, & S. Osswald (Eds.), AutomotiveUI '14: 6th International 
Conference on Automotive User Interfaces and Interactive Vehicular Applications (Adjunct 
Proceedings). September 17-19, 2014, Seattle, WA, USA. New York: ACM. 
https://doi.org/10.1145/2667239.2667297  
Ziegler, J., Döring, R., Pfeffer, J., & Urbas, L. (2014). Hand Gesture Recognition as Means for 
Mobile Human Computer Interaction in Adverse Working Environments. In K. Blashki & P. 
Isaias (Eds.), Premier reference source. Emerging research and trends in interactivity and 
the human-computer interface (pp. 331–352). Hershey, Pa.: Information Science 
Reference/IGI Global. https://doi.org/10.4018/978-1-4666-4623-0.ch017  
 
