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Exaggeration-Based Haptic Interaction 
Taku Hachisu 
Abstract 
Designing and developing haptic interaction are promising research area to enrich experience 
in virtual reality. While natural approach to enrich the interaction is to reproduce physically ac-
curate phenomenon (i.e. photorealistic approach), this approach is not always efficient for follow-
ing reasons. First, a rigid adherence to physically accurate creation limits the range of expression. 
Second, the reliability of haptic sensation is relatively low so that haptic sensation is often domi-
nated by audio and vision. From these reasons, photorealistic haptic interaction is not the best for 
creating artificial feeling. 
To cope with this problem, the author employs exaggeration expression used in audio visual 
contents such as manga and animation, by which the creator makes the objects in the world seem 
faster, larger, heavier, etc. than they really are. The depicted world is not photorealistic, but readers 
or audiences feel plausibility and understand what the creator intends. In addition, the exaggera-
tion expression expands the range of expression. The purpose of this thesis is to design and de-
velop exaggeration-based haptic interaction and to find and systemize ways to apply the exagger-
ation expression to haptic interaction. 
The thesis first defines three logical models for exaggeration expression: 1) substitution model; 
2) modulation model; and 3) superimposition model to establish guide principle for designing and 
developing haptic interactions. In the first model, sensation A is substituted by another sensation 
B. In the second model, sensation A is modulated by modification k. In the third model, sensation 
A is superimposed by another sensation B. Then eight haptic interactions that the author designed 
and developed are described, which involve the whole body motion, hand-held tools and bare-
hand interactions. The purposes of each work are described and the implementations and evalua-
tions of the haptic interactions are conducted based on the purposes. Finally, the thesis concludes 
with discussion about the eight haptic interactions and three models, which envisions future di-







































ル，変調モデル，重畳モデル）を見いだす．代替モデルでは，感覚 A を別の感覚 B に置
換して提示する．変調モデルでは，感覚 A に操作 k を加えて変調し提示する．重畳モデ













第 4 章では，変調モデルに基づいた 3 つの触覚インタラクションの設計・開発につい
て述べる．1 つ目は叩き動作に対して振動提示することでタッチスクリーンが異なる材
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では例として視覚と比較する．視力 1.0 での 50cm 先（腕を伸ばして指先で触れられる
距離）を見たとき約 0.15mm のランドルト環（視力検査で用いられる C 型の指標）の切













































































ための 3 つの論理モデルを設定する．次に，3 つのモデルに基づいた 8 つの触覚インタ
ラクションの設計・開発に関する研究について述べる．各研究では個々の研究背景を述
べ，それに則した目的を設定し，具体的な触覚インタラクションの実装および評価を行







に示すモデルのように感覚 A を本質的に同様な感覚 A’で表現するといえる． 







代替モデルでは次に示すように感覚 A を別の感覚 B で代替する． 









変調モデルでは，感覚 A に操作 k を加えて変調する． 









重畳モデルでは，感覚 A に別の感覚 B を重畳する． 






































第 4 章では，変調モデルに基づいた 3 つの触覚インタラクションの設計・開発につい
て述べる．1 つ目は叩き動作に対して振動提示することでタッチスクリーンが異なる材





























































本論文ではこれを第四の触覚，疑似触覚（pseudo-haptic perception）とする．  
前章でも述べたとおり，触覚は他の感覚と比較して最も特異な点はその知覚に運動が



















































図 2-2 ヒトの手掌や足底などの肥厚した皮膚無毛部の断面（[172]を基に改変）： 
図中の記号 Mk, Mr, Pc および R はそれぞれメルケル盤，マイスナー小体，パチニ小体
およびルフィニ小体の存在位置を示している．実際にはパチニ小体が真皮底部にもみ
られるといったように，Pc および R でかなりの位置変動がある． 
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ットは，領域が狭くて境界が鮮明な I 型と，領域が広くて境界がはっきりしない II 型と
に二分される．また領域がプローブで押し込まれた際，プローブの動きに応答する速順




順応性および受容野の大きさを示す．表 2-2 は 4 種類の機械受容ユニットの典型的な
順応パタンである．それぞれ表 2-1 に示した特性を反映している． 
表 2-2 ヒトの手指皮膚，機械受容ユニットの 4 型（[132]を基に改変）： 
上は刺激（皮膚変形），下は神経インパルス発射の経過を示す． 
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Sensory receptor Adaptability Area 
FA-I Meisnner corpuscle 
Fast adptive, velocity 
response 
Ellipse of 3-5mm 
in diameter 
SA-I Melkel disk 
Slow adaptive, velocity 
and pressure reponcse 
Ellipse of 1-3mm 
in diameter 
FA-II Pacinien corpuscle 
Fast adaptive, accelera-
tion response 
At least whole 
finger 
SA-II Ruffini corpuscle 
Slow adaptive, pressure 
(strech) response 






ルがあるという意味で，4 チャンネル・モデルと呼ばれるが，これらは前述の 4 つの機
械受容ユニットに対応している．図 2-3 に 4 つの振動閾検出曲線を示す． 
























































































































Butadiene Styrene: ABS）樹脂製，リンクはアクリル製である．装置の全長は 205mm，重
さは 105g である． 
ジョイントの内部構造を図 3-2 左に示す．ジョイント部は外部のジョイント A（図 
3-2 左青色部）と内部のジョイント B（図 3-2 左赤色部），ステンレス製押しばねおよび
2 つのステンレス球から構成されている．ジョイント A，ジョイント B はそれぞれ上腕
 16 
リンク・前腕リンクに接続されており，互いに独立して最大約 150 度回転する．ジョイ
ント A の内径は 50mm で，内径上には最大高さ 3mm のなめらかな凸（カム）が 20 度
ごとに合計 18 個ある．ジョイント B は押しばねとその両端に 2 つのステンレス球を内




本装置のカチカチ感提示原理を図 3-2 右に示す．初期状態で球はジョイント A のカ






本装置は肘が 20 度屈伸する度にカチカチ感を提示し，最大約 150 度回転する．ただ
し，装置を限界まで伸展させた状態から最初に屈伸させる時だけは 10 度でカチカチ感
が提示される．したがって，10 度，30 度，50 度…といった間隔でカチカチ感が提示さ
れる． 
 
図 3-1 カチカチ感提示装置 
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2 つを用いた 2 条件を設定した．腕立て伏せにおける肘屈伸角度の目標値に 90 度（90












の前にスマートホン（Apple，iPhone3GS）を置き，画面上に 30bpm（1 往復 4 秒）の周
期で往復する無音のメトロノーム（MarketWall.com，Metronome）を表示した．被験者に
 
図 3-3 実験セットアップ 
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このメトロノームを注視するように指示し，リズムに合わせて 2 秒で肘を屈曲させ，次




被験者一人あたり 8 試行（目標角度 2 条件（90 度屈伸，MAX 屈伸）×カチカチ感提
示 2 条件（あり，なし）×繰り返し 2 試行）行った．試行条件は被験者ごとに異なって
いた．本実験には 8 名（全員男性；21 から 25 歳）が参加した． 
3.1.4.4 実験結果・考察 
計測結果の一例を図 3-4 に示す．x 軸は時間，y 軸は肩の高さを示す．以下の分析は
肩の高さの振幅（計測結果の最大値と最小値の差）に対して行った． 









していた．しかし，次の 2 点において本実験結果は仮説を支持しなかった．1 点目は，
 
図 3-4 計測結果の一例： 
x 軸は時間，y 軸は肩の高さを示す． 
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図 3-5 実験 1 結果： 
目標角度 2 条件およびカチカチ感提示 2 条件における肩の振幅の平均値． 
エラーバーは標準偏差を示す． 
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0 度となる位置まで伸展させた．肘の屈曲および伸展にかける時間は約 3 秒とし，伸展
させてから約 10 秒間静止させた．次に，被験者は左前腕を動かし，教示された角度を
再現するように肘を屈伸し，元に戻した．この教示－再現を 1 試行とし，被験者一人あ
たり 16 試行（カチカチ感提示 2 条件（あり，なし）×教示角度 4 条件（70，80，90，
100 度）×繰り返し 2 試行）行った．教示角度はランダムに提示され，被験者は教示角
 
図 3-6 セットアップ 
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度については知らされなかった．本実験には 4 名（全員男性；21 から 25 歳）の被験者
が参加した． 
3.1.5.3 実験結果・考察 
図 3-7 に被験者 1 名のカチカチ感提示なし，教示角度 70 度，2 試行目の教示および
再現時の軌跡を示す．実験結果を分析するために，再現軌跡の最大到達点と教示軌跡の
最大到達点の 2 点間の符号付き距離を算出した．なお，図 3-7 では符号付き距離は-
2.17cm であった． 








































図 3-8 実験 2 結果： 




ング 2011（日本科学未来館，2011 年 10 月 7-9 日）および ACM Augmented Human 2012




























































3.2 Visual Vibration: 叩き動作に応じた視覚的材質感提示 





























視覚特性上 50Hz 以上の振動の知覚が難しいためである[37][67]． 
そこで，本研究は HV によって振動感覚を提示する手法の実現することを目的とす
る．本節ではまず，pseudo-haptics を含む触覚の HV の先行研究について述べる．次に
Okamura らの物理現象をヒトの感覚特性に基づいて変調するという reality-based モデル
[134]について考察する．そして，物体を叩いたときに生じる振動を手がかりとした材質
                                                     
2 疑似触覚は聴覚等によっても生起するが（4.2.2 項参照），本項では特に断りがない
限り視覚によって生起する疑似力覚現象を pseudo-haptics と表記する． 
 27 






ことが知られている．例えば Rock と Victor は，被験者に正方形のタイルを触れさせて
いる際に同時にレンズで視覚的に長方形に変形させたタイルの像を見せるという状況
でタイルの形状を回答させる実験を行い，形状知覚において視覚が優位に寄与すること





























































弦波モデルを採用し，固い物体に触れた時から時間 t（図 3-9x 軸）が経過した振動加速
度 Q(t)（図 3-9y 軸）を再現した． 
 𝑸(𝒕) = 𝑨(𝒗) 𝐬𝐢𝐧(𝟐𝝅𝒇𝒕)𝐞𝐱𝐩⁡(−𝑩𝒕) (1) 











数帯域に制限があるため困難である．この問題を解決するために，Wellman と Howe は
力提示装置にボイスコイルを搭載することで，実際に物体を叩いた時に生じる数十から
数千 Hz の減衰正弦波振動を反力とともに提示するシステムを開発した[181]（図 3-10










できる数十から数百 Hz の周波数帯域（2.2 節参照）に変調するものである（図 3-10 の
2-3 段目）．ゴム，木，金属はそれぞれの周波数は 30，100，300Hz に設定され主に FA-
































幅とし，振動を視覚的に提示するために Aの値を増幅し，Bおよび f の値は減衰させる． 
マウスカーソルの振動の挙動として 2 つの振動様式が考えられる．一方はマウスカー
ソルが衝突位置を中心にバーチャルな物体内部に侵入しながら振動するものである（以




す：図 3-12 下）．したがって式(1)は次式のようになり，B-On では B-In の 2 倍の振動周
波数が観察される． 
 𝑸(𝒕) = −|𝑨(𝒗) 𝐬𝐢𝐧(𝟐𝝅𝒇𝒕) 𝐞𝐱𝐩⁡(−𝑩𝒕)| (2) 
最後に本アルゴリズムは振動周波数 fと減衰係数 Bにしたがってマウスカーソルを減衰
振動させる．したがって，本モデルでは材質感提示のための振動パラメータ（以後材質





3.2.4 実験 1：Visual Vibration による材質感提示検証 
実装した Visual Vibration によって材質感提示が可能であるかを検証するために実験
を行った．本実験では被験者が Visual Vibration を手がかりにバーチャルな物体の材質を
識別できるかを検証する．さらに Visual Vibration によって提示される材質感がどれくら
いその材質らしいかを評価する． 
 










本実験では Okamura らの論文[134]を参考に，3 つの材質（ゴム，木，金属）を再現し
た．前項で述べたように振動パラメータを変調するために，各材質の 3 つ材質感パラメ
ータ（A，B，f）を改変した．A と B に関しては，被験者が振動の違いが視覚的に分か
るように，f に関しては最も高い材質（金属）で 15Hz とした．15Hz は実験で使用した
モニタが安定して提示できる最大の周波数であった．さらに 3 組の材質の材質感パラメ
 
図 3-12 2 つの振動様式と 3 つの材質： 





ータに対し， 2 つの振動様式を適用した．したがって表 3-1 に示すように，被験者に
提示される振動パラメータは C1 から C6 の 6 種類であった． 
3.2.4.2 実験手続き 
本実験には 12 名（男性 10 名，女性 2 名；22 から 29 歳；全員右利き）が参加した．
被験者は G1 か G2 のいずれかに，それぞれ等しい人数になるように振り分けられた．












G1 の被験者は B-In 条件で本試行を行った後に B-On 条件で本試行を行い，G2 の被験
者は逆の順で行った．被験者は B-In，B-On それぞれの条件で 6 回の練習試行（3 条件
×2 試行）を行った後に，24 回の本試行（3 条件×8 試行）を行った．したがって被験者







表 3-1 6 種類の振動パラメータ： 
3 つの材質の材質感パラメータ×2 つの振動様式 
No. Material A [s] B [s-1] f [Hz] Vibrating 
C1 Rubber 0.015 6.0 1.5 B-In 
C2 Wood 0.009 8.0 5.0 B-In 
C3 Metal 0.020 9.0 15.0 B-In 
C4 Rubber 0.015 6.0 1.5 B-On 
C5 Wood 0.009 8.0 5.0 B-On 




























 𝑪𝒐𝒓𝒓𝒆𝒄𝒕~𝜶 + 𝜷 ×𝑴𝒂𝒕 + 𝜸 × 𝑽𝒊𝒃 + 𝜹 ×𝑴𝒂𝒕: 𝑽𝒊𝒃 + 𝒓 (4) 
ただし，Mat:Vib は材質感パラメータ条件と振動様式条件の相互効果である．分析の結
果，2 つの固有効果と同様に相互効果に有意差が認められた（いずれも p < 0.01）．した
がって，本実験で設計した Visual Vibration の 2 つの振動パラメータが被験者の材質識
別率に影響を及ぼしたことが示唆された． 
材質感の主観評価 
材質感の主観評価の結果を表 3-2 に示す．各材質に対して Steel-Dwass 検定を行った
ところ，B-On 条件が木の評価値（C4 および C5）および金属の評価値（C5 および C6）
 35 
を，B-In 条件がゴムの評価値（C1 および C2）を上昇させていることが示された（いず




かさを想起させると回答された．しかし，約半数の被験者が Visual Vibration が本物らし
くないと回答した．自由記述の内容をさらに注意深く読むと，本物らしくないと回答し
表 3-2 実験 1 の結果（材質感の主観評価）： 
6 つの振動パラメータに対する評価値の中央値（Me）および四分位範囲値（IQR）． 
黄色の塗り潰しは正答を表す． 
















C1, C2 > C3, C6; 
















C4 > C1, C2, C3, C6; 
















C3 > C1; 
 C5 > C1, C2; 
C6 > C1, C2, C4 
 
 
図 3-13 実験 1 の結果（材質感識別課題）： 
材質感パラメータと振動様式に対する正答率 
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た被験者を 2 つの群（1) 全く本物に思えない群，2) 本物とは思えないが理解できる群）
に分類できた．前者において，被験者は Visual Vibration が意図するものが全く分からな





金属の振動パラメータにそれぞれ C1，C5，C6 を採用する． 
3.2.5 実験 2：Visual Vibration による材質感識別再検証 





目は図 3-16 に示すように 3 つのバーチャルな物体をモニタに表示したことであり，二
点目はマウスカーソルを二次元平面上に動かせるようにしたことである． 
 
図 3-14 実験 2 のスクリーンショット 
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3.2.5.2 実験手続き 
本実験には 14 名（男性 12 名，女性 2 名；20 から 25 歳；全員右利き；全員前実験に
は不参加）が参加した．8 名は Visual Vibration の趣旨について知らされておらず（初心
















初心者群の正答率（66.7%）は有意に低かった（Fisher の正確確率検定，p < 0.001）．初
心者群において，4 名の被験者の正答率が 100%であったのに対して，3 名の被験者の














った．その結果，実験 2 においては木と金属が最も間違えて回答されたと考察できる． 
また B-In に関しては，C/D 比を操作することで粘性感や抵抗感の変化が生起する
pseudo-haptics にも関連すると考えられる．B-On ではカーソルは物体に衝突後それまで
の軌跡とは反対方向に跳ね返るのに対し，B-In では同方向に A(v)分動いた後に跳ね返
る．したがって，B-In では衝突後にカーソルに同方向の減加速が生じるため C/D 比を
操作した際と同様の効果が生じていたと考えられる． 
実験 1 において，Visual Vibration に本物らしさを感じられないと回答した複数の被験




Pseudo-haptics に関する先行研究において， C/D 比の操作によって生起する感覚（粘性
感，抵抗感，重さ感）がコンテンツの文脈に依存することが指摘されている[92]．本実











表 3-3 実験 2 の結果 
 Vibratory parameters 
 Rubber Wood Metal 
Rubber 92.3% 0% 7.1% 
Wood 0% 88.1% 11.9% 
Metal 7.1% 11.9% 80.1% 
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著者は Visual Vibration と HaCHIStick（4.1.2 項参照）を利用して，叩いた鍵盤打楽器
の音色だけでなく材質感も提示するバーチャル鍵盤打楽器を開発した．本システムは
PC，モニタ，オーディオアンプ，HaCHIStick および CMOS 赤外線センサ（任天堂，Wii
リモコン）およびオーディオスピーカより構成される．HaCHIStick のヘッド部分にはマ
ーカとして赤外線発光ダイオード（Light Emitting Diode: LED）が固定されており，赤外
線センサによってヘッドの位置を計測しモニタ上にばちの先端として表示する． 
体験の様子を図 3-17 に示す．本鍵盤打楽器を研究室公開（電気通信大学，2011 年 7
月 17 日）および情報処理学会エンタテインメントコンピューティング 2011（日本科学




















































3.3 第 3 章まとめ 


































作 k を加えて変調する変調モデルに基づく 3 つの研究について述べる．変調モデルでは
現象の差異が増幅されるのでその現象が分かりやすくなるという効果が期待される．一








4.1 HaCHIStick & HACHIStack: 叩き動作に応じたタッチス
クリーン材質感変調 
本節では，叩き動作に対して振動提示することでタッチスクリーンが異なる材質にな






































ず，スタイラス把持型の触覚拡張現実（触覚 Augmented Reality: 触覚 AR）の先行研究
について述べる．次に実物体への叩き動作に対して材質感変調を行う手法について述べ，
それを実現するための振動提示スティック HaCHIStick の実装について述べる．最後に
簡便な材質感再現実験によって HaCHIStick の材質感提示性能を評価する． 
4.1.2.1 先行研究 




されている．Nojima らの SmartTool は力提示装置と先端にセンサが固定されたスタイラ
スから構成される[115]．センサの計測値によって力を提示し，通常ユーザが触れること
のできない境界線（水と油の境目）がまるで硬い壁になったかのような感覚を提示する．






                                                     
3 Haptic Computer-Human Interaction Stick の略．著者名も埋め込まれている． 
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の再現を行った[68]．しかし，これらの先行研究は主に力提示装置を用いた主に固有受
容感覚提示に着目した触覚 AR である． 





















HaCHIStick の第一試作の外観および内部構造を図 4-2 に示す．ヘッド部分は ABS 樹
脂製，柄の部分はアルミニウム丸パイプで作成した．柄の部分には高い応答性と階調性
をもつボイスコイル型リニアアクチュエータ（Tactile Labs，Haptuator）[191]を内蔵した．
長さおよび重さはそれぞれ 200mm，90g であった． 
図 4-1 に HaCHIStick の周波数応答性能を示す．x 軸は周波数，y 軸は振動加速度の振








ーラ（NXP Semiconductors，mbed NCP LPC1768）より 10kHz のリフレッシュレートで
制御した． 
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の厚さは約 3mm であった． 
HaCHIStick のヘッド部分がパッドと接触すると，まずゲルシートによって振動が吸
収される．同時に，パッドに接続された I/O ポートの状態が low 状態から high 状態にな
 
図 4-2  HaCHIStick 第一試作：左）装置の外観（200mm，90g）， 
右）内部構造（ボイスコイル型リニアアクチュエータを内蔵） 
 
図 4-1  HaCHIStick の周波数応答性能： 





クチュエータの駆動までにかかる遅延は最大で 0.1ms であった． 















本実験には 12 名（男性 11 名，女性 1 名；20 から 35 歳；全員右利き）が参加した．
被験者は全員本手法に関してナイーブであった． 
 





本実験で得られた 3 つの振動モデルに対する回答率を表 4-2 に示す．チャンスレー
ト 33.3%に対して正答率（表中の黄色で示したセル）は 70%以上であった．金属の正答
率が最も高かった（90.9%）一方で，ゴムと木が最も間違えて回答された． 








図 4-4 実験セットアップ 
表 4-1 減衰正弦波のパラメータ 
 A [m/s2] B [s-1] f [Hz] 
Rubber 1.0 60 30 
Wood 0.7 80 100 























                                                     
4 Haptic and Auditory Computer-Human Interaction Stack の略．著者の名前も埋め込ま
れている． 
表 4-2 実験結果：3 つの振動モデルに対する回答率． 
黄色で示したセルは正答を表す． 
 Vibratory parameters 
Answer Rubber Wood Metal 
Rubber 81.8% 18.2% 0.0% 
Wood 18.2% 72.7% 9.1% 
Metal 0.0% 9.1% 90.9% 
 
表 4-3 実験結果：全正答（3 つ全ての材質を正しく回答できた）率の推移． 
First tiral Second trial Third trial Overall 




























クリーンが用いられる．Matsushita らの HoloWall は赤外線カメラ，プロジェクタおよび
赤外線 LED アレイから構成される[29]．スクリーン後方の赤外線 LED および赤外線カ
メラによってスクリーン上もしくは上方にあるユーザの手の動きを計測し，それに応じ
た映像をプロジェクタよりスクリーン上に投影する．Wilson の TouchLight も同様に赤
外線光と 2 台の赤外線カメラを用いることでスクリーン上・上方の手の位置を計測する

















作より interface widgets と呼ばれる Graphical User Interface（GUI）メニューを起動させ













































検出するものである[31][60][63][64][152]（図 4-6 上）． Hodges らは LED と光センサの
対をスクリーン背面に格子状に配置し，接触あるいは近接した物体の二次元位置を計測
する ThinSight を開発した[63]．Microsoft Surface 2[152]や BiDi スクリーン[60]も同様の



















するために x 軸と y 軸の接触検知モジュールを分割し垂直方向に積層した．したがっ
て，図 4-7 に示すように，x-y 軸間，つまり z 軸方向にギャップができる． 
図 4-8 に示すように，既知であるギャップ d1 を各接触検知モジュールにおける光遮
断の時間差 t2-t1で除することで接触速度 v を計測することが可能である．さらにスクリ





図 4-9 に 2 層の接触検知モジュールから実装した HACHIStack の第一試作を示す．各





図 4-7  HACHIStack の光源および光センサの配置：2 層の光遮断方式接触検知モジ
ュールから構成される 
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クスペースは 94×94mm，2 次元（xy 平面）位置計測の解像度は 12mm であった．また
d1および d2はそれぞれ 7mm および 3.5mm であった 
図 4-10 に示すように，各レーザモジュールは対面したフォトトランジスタに向かっ
てレーザ光を射出する．各フォトトランジスタの受光状態はシフトレジスタ（東芝， 
74HC165）を介して Serial Peripheral Interface（SPI）通信によりマイクロコントローラ




図 4-8 接触速度計測および接触時刻予測の原理（簡単のため x 軸と y 軸の接触検知
モジュールの光軸は平行にした） 
 













図 4-11 に示すように，HACHIStack をテーブルに設置し，定規をテーブルに対して垂
直に固定した．実験者は直径 28mm，質量 12g のゴム球を手動で高さ h｛25, 50, 75, 100, 
 
図 4-10  HACHIStack のシステム構成 
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200, 300, 400, 600, 800, 1000｝mm より落下させた．空気抵抗を無視した場合，テーブル
への接触速度の理論値 vtheoreticalは次式で求められる． 
 𝑣𝑡ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐𝑎𝑙 = √2𝑔ℎ (5) 
g は重力加速度（9.80665m/s2）である．したがって，接触速度の理論値 vtheoreticalは{0.700, 
0.990, 1.223, 1.981, 2.426, 2.801, 3.430, 3.961, 4.429}m/s であった．実験者は各高さ h に対
して 10 回ずつ，100 回の接触速度 vmeasuredを計測した． 
実験結果 





















ではこの接触時刻を実際の接触時刻 tactual として用いる． 
本実験には 3 名（男性 1 名，女性 2 名；24-26 歳）が参加した．参加者は様々な速度
で 100 回スティックによってアルミニウム箔を叩いた．本実験では HACHIStack より計
測された接触速度 v と予測された接触時刻 tpredicted，および I/O ポートより計測された実
際の接触時刻 tactualを記録した． 
実験結果 




図 4-13 接触時刻予測実験の設備構成 
 
図 4-12 接触速度計測実験結果： 

























図 4-14 接触時刻予測実験結果： 

















− 𝒕𝒍𝒂𝒕𝒆𝒏𝒄𝒚 (6) 
tlatency は接触速度計測および接触時刻予測の算出にかかる時間である．例えば，接触























ム，木，金属の 3 つの材質が表示されており，ゲルシートが設置されている． HaCHIStick
でユーザがスクリーンを叩くと，HaCHIStick に内蔵されたアクチュエータが叩いた材
質（位置）に応じた振動を提示する．また，接触速度に応じて，例えば速く叩いた場合
は初期振幅の大きいが振動が提示される．図 4-17 に 3 つの材質を異なる速さで叩いた
際のアクチュエータへの印加電圧を示す． 











図 4-15 HACHIStack 第二試作：ワークスペースは 294×190mm．x 軸上に 24 個，y









Rubber Wood Metal 
Slow tap Fast tap Slow tap Fast tap Slow tap Fast tap 
 










図 4-18 キー強弱表現が打鍵速度によって制御可能なバーチャルピアノ 
 





































本実験で用いたシステムはマイクロコントローラ（mbed NCP LPC 1768，NCP Semi-
conductors）より制御した．本システムは HaCHIStick，タッチスクリーンおよび PC か
ら構成された．PC は実験中の各試行の実験パラメータを設定するために用いた．本シ
ステムでは接触検知から振動子駆動までを 0.1ms の遅延で行うことができた． 
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Tactile Labs）を用い，マイクロコントローラからの D/A 出力をより出力の大きいオーデ
ィオアンプ（AA-AB32186，Sure Electronics，150W 出力）によって増幅し駆動した． 
図  4-21 に本実験で用いたタッチスクリーンを示す．本タッチスクリーンは
HACHIStack 第三試作（ワークスペース 200×200mm，x 軸上に 8 個，y 軸上に 8 個の赤
外線 LED およびフォトトランジスタより構成），透明電極（200×100mm），ゲルシート
および液晶ディスプレイから構成された．HACHIStack 接触位置および接触速度を計測
した．透明電極は厚さ 0.03mm の単一電極であり，マイクロコントローラの I/O ポート
およびプルダウン抵抗を介してグラウンドに接続された．透明電極にヘッド部分が接触











図 4-20  HaCHIStick 第二試作：左）装置の外観（170mm，50g）， 
右）内部構造（ボイスコイル型リニアアクチュエータを内蔵） 
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本実験では 2 対の刺激（標準刺激（遅延 0.1ms）と比較刺激（遅延 0.1 から 25.6ms））を
提示し，被験者は遅延がないと感じる刺激を選択した．被験者が標準刺激を選択した場
合を正答とし，比較刺激を選択した場合を不正答とした．正答の場合は比較刺激の遅延














表 4-4 減衰正弦波のパラメータ 
 A [s-1] B [s-1] f [Hz] 
Wood -9.9 80 100 
Metal -19.8 90 300 
 
 
図 4-21 実験で使用したタッチスクリーンの構成 
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触れた後，直ちにヘッド部分を上げるように，かつ接触速度が 100 から 500mm/s の間
になるように叩くように指示され，練習を行った．次にホワイトノイズが提示されたヘ
ッドホンを装着し，聴覚を遮断した．そして割り振られた材質感条件において上下法に
よる計測を 8 回（上昇系列 4 回，下降系列 4 回）行った．全計測終了後にアンケートに
回答して実験を終了した． 
本実験には 12 名（男性 10 名，女性 2 名；22 から 24 歳）が参加した．被験者 A から
F は木条件で，被験者 G から L は金属条件で実験を行った． 
実験結果・考察 
本実験結果を図 4-22 に示す．木条件における振動提示の 75%遅延検知閾は 2.4 から
8.8ms であり平均（標準偏差）は 4.7(±2.5)ms，金属条件においては 2.5 から 16.4ms で
あり平均（標準偏差）は 6.8(±4.8)ms であった．それぞれの 75%遅延検知閾の平均値に






















し，本実験で使用した振動周波数は 100Hz および 300Hz であり，触覚的には高周波で
振動振幅が最大になるまでにかかる時間（立ち上がり時間）は数ミリ秒であった．より
低い周波数の振動刺激を用いた場合，立ち上がり時間が数十から数百ミリ秒となること
から，遅延検知閾は大きくなる可能性がある．また，周波数が 100Hz および 300Hz の
振動刺激は FA-I と FA-II の両方で受容される（第 2 章参照）．一方で，例えばゴムを提





































を変調するシステム HaCHIStick と HACHIStack を実装した．これは実際に生じる振動
に操作を加え変調したといえる． 
本研究では特に叩いた瞬間を検知して，瞬時に振動提示を行うといった応答性を重視





















































SmartGuide シリーズでは歯を上下左右に 4 分割して LCD 画面上に表示し，ユーザに
該当の部分を磨いた時間と磨くべき時間を提示する[135]．また歯ブラシ内部に搭載さ
れた圧力センサにより歯ブラシの過度な押しつけを検出し，ビープ音によって警告する．





































Zampini と Spence は咀嚼音の音量レベルを上げるもしくは高周波成分を強調する
ことで，ポテトチップスが硬くかつ新鮮に感じられることを発見した[195]．この効果は
聴覚による疑似触覚提示の一種であるといえる．さらに Koizumi らにはこの効果を利











































図 4-24 歯磨き音の周波数変調による歯磨き感の拡張手法 
 
















ロコントローラ（Arduino，Arduino Duemilanove）を介して PC に送信された．これら 2
つの信号は次に述べる音声処理の際に使用された． 
本実験では音声処理に Max（Cycling '74，バージョン 6.0）を用いた．歯磨き音の周波
数変調には，事前にハイパスフィルタ，ローパスフィルタおよびバンドパスフィルタを
比較した予備実験より，より幅広い感覚を提示可能であったバンドパスフィルタを採用
した．バンドパスフィルタのピーク周波数として 5 条件（500，1000，2000，4000 およ
び 8000 Hz，それぞれ Q = 1.0）を設定した．また音響フィルタを適用しないフィルタな
し条件を対照条件として設定した． 
本実験では音量レベルとして 3 条件（-20，0，+20 dB）を設定した．また対照条件（フ
ィルタなし，0 dB 条件）の音圧レベルを騒音計（佐藤商事，TM-102）によって 75 dB(A)
になるように調整した．その他の条件では Max が示す音量レベルより調整した． 
また被験者が歯磨き時に歯ブラシに加える力の大きさが快・不快感および達成感に影





   





（把持力が 20 N を超える）とビープ音が鳴ることを指示され，ビープ音が鳴らないよ
うに軽く把持した．そして上あごの左側の奥歯 2 つのほほ側（上顎左側第 2・3 大臼歯








被験者は一人あたりこの評価タスクを 54 試行（（ピーク周波数 5 条件+フィルタなし
条件）×音量レベル 3 条件×繰り返し 3 試行）行った．比較条件はランダムに提示され，
被験者に各比較条件のパラメータは伝えられなかった． 
本試行の前に，被験者はヘッドホンを装着せずに数試行練習を行った．また本試行開
始前と 9 試行おきに，歯を汚すためにポテトチップスを 1 枚左側の歯で噛み，食べるよ
うに指示された．被験者は実験中自由に口をゆすぐことを許可されていた． 
本実験には 7 名（男性 4 名，女性 3 名；22 から 25 歳；全員右利き）が参加した． 
 
図 4-26 セットアップ 
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4.2.4.3 実験結果 
音量レベル 3 条件に対する快・不快感の評価値の平均値を図 4-27 に示す．グラフの
x 軸はバンドパスフィルタのピーク周波数，y 軸は評価値，エラーバーは標準偏差を示
す．実験結果に対して 2 要因（周波数 6 条件×音量レベル 2 条件）の被験者内分散分析
を行った．その結果，音量レベル要因において主効果が有意であった（F(2, 12)=4.51， 
p<0.05）．音量レベル 0 dB の条件で快・不快感の評価値（平均（M）=52.4；標準偏差（SD）
= 2.6）は-20 dB（M = 44.6; SD = 1.5）および 20 dB（M = 40.0; SD = 9.1）の条件よりも高
かった．また，周波数要因と音量レベル要因間の相互効果が有意であった（F(10, 60)=3.10，
p<0.01）．周波数 4000Hz およびフィルタなし条件下での音量レベル要因，音量レベル 20 
dB 条件下での周波数要因において単純主効果が認められた（それぞれ順に F(2, 12)=4.69，
p<0.05；F(2, 12)=7.68，p<0.01；F(5, 30)=4.69，p < 0.01）．本結果より音量レベルが 20 dB
の時，周波数変調が快・不快感に大きな影響を与えることが明らかとなった． 
音量レベル 3 条件に対する達成感の評価値の平均値を図 4-28 に示す．グラフの x 軸
はバンドパスフィルタのピーク周波数，y 軸は評価値，エラーバーは標準偏差を示す．
本実験結果に対して 2 要因（周波数 6 条件×音量レベル 2 条件）の被験者内分散分析を
行った．その結果，周波数要因と音量レベル要因において主効果が有意であった（それ
ぞれ順に F(5, 30)=13.12，p<0.01；F(2, 12)=21.33，p<0.01）．また，周波数要因と音量レ
ベル要因間の相互効果が有意であった（F(10, 60)=6.22，p<0.01）．周波数 2000Hz，4000Hz，
8000Hz およびフィルタなし条件下での音量レベル要因，音量レベル 20 dB 条件下での
周波数要因において単純主効果が認められた（それぞれ順に F(2, 12)=5.12，p<0.05；F(2, 
12)=9.11，p<0.01；F(2, 12)=18.33，p<0.01；F(2, 12)=29.07，p<0.01；F(5, 30)=25.12，p<0.01）．
本結果より音量レベルが 20 dB 条件の時，周波数変調が快・不快感と同様に達成感に大
きな影響を与えることが明らかとなった． 
 
図 4-27 実験 1 の結果（快・不快感の評価）： 
x 軸はバンドパスフィルタのピーク周波数，y 軸は評価値を示す． 
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2 つの評価軸の相関を検証するために，平均評価値を二次元座標（x 軸：快・不快感，














報告もあった．この報告は，先の 4 名の報告がある一方で，音量レベル 20 dB 条件下で
達成感の評価が低かったことに起因していると考えられる．また 2 名の被験者が，磨き
音が大きすぎて不快であったと報告している．こちらも音量レベル 20 dB 条件下で快・
不快感の評価が低かったことに起因していると考えられる．これらの報告から，音量レ
ベル 20 dB 条件は数人の被験者にとっては音が大きすぎたと考察できる．したがって，
 
図 4-28 実験 1 の結果（達成感の評価）： 
x 軸はバンドパスフィルタのピーク周波数，y 軸は評価値を示す． 
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今後は 0 から 20 dB 間での同様の実験を行い，最適な音量レベルについて検討する必要
がある． 
一方で，音量レベル-20 および 0 dB 条件では周波数要因の影響が小さかった．その理
由として，音量レベル-20 dB 条件では音量レベルが小さすぎて被験者が周波数の違いを












図 4-29 実験 1 の結果（快・不快感と達成感の評価の相関）： 
x 軸は快・不快感，y 軸は達成感を示す． 
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本実験では音声処理に Max を用いた．また，実験 1 と同様にバンドパスフィルタ
（Q=1.0）を採用した．実験 1 の結果を考慮して以下の条件を設定した．時間的な変動
としてピーク周波数が 1000Hz から 8000Hz に上昇する条件と，逆に下降する条件を設
定した．それぞれの条件では歯を磨いている間，10 秒かけて対数軸上で線形にピーク
周波数が上昇，下降した．さらに対照条件としてフィルタなし条件を加え計 3 条件を設
定した．音量レベルとして 3 条件（0，+10dB，+20 dB）を設定した．また対照条件（フ
ィルタなし，0 dB 条件）の音圧レベルを騒音計によっておよそ 75 dB(A)になるように
調整した．その他の条件では Max が示す音量レベルより調整した． 
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実験 1 と同様に被験者の把持力が 20 N を超えた場合，ビープ音が提示されるように






被験者は本実験での歯の磨き方について実験 1 と同様の指示を受けた．本実験では 5
ストロークの代わりに，ビープ音が鳴るまでの 10 秒間歯を磨くように指示した．評価
方法は実験 1 と同様（対照条件はフィルタなし，0dB 条件）であった．被験者は一人あ




始前と 3 試行おきに，歯を汚すためにポテトチップスを 1 枚左側の歯で噛み，食べるよ
うに指示された．被験者は実験中自由に口をゆすぐことを許可されていた．本実験には
7 名（男性 4 名，女性 3 名；21 から 26 歳；全員右利き）が参加した．7 名のうち 3 名
が実験 1 にも参加していた． 
4.2.5.3 実験結果 
9 条件の快・不快感の評価値の平均値を図 4-31 に示す．エラーバーは標準偏差を示
す．本実験結果に対して 2 要因（時間的変動 3 条件×音量レベル 3 条件）の被験者内分




20dB>10dB および 0dB（有意水準 5%での Bonferroni 検定）；上昇：F(2, 12)=16.29；p<0.01：
20dB および 10dB>0dB），音量レベル 0dB，10dB および 20dB 条件下での時間的変動要
因（0 dB：F(2, 12)=4.54，p < 0.05：上昇>下降；10dB：F(2,12)=9.47，p<0.05：フィルタ
なしおよび上昇>下降；20dB：F(2, 12)=6.02，p<0.05：上昇>下降およびフィルタなし）
において単純主効果が認められた． 
9 条件の達成感の評価値の平均値を図 4-30 に示す．エラーバーは標準偏差を示す．






20dB および 10dB>0dB；フィルタなし：F(2, 12)=4.44，p < 0.01：20dB> 0dB），音量レベ
ル 10dB および 20dB 条件下での時間的変動要因（0 dB：F(2, 12)=4.54，p < 0.05：上昇>
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下降；10dB：F(2,12)=9.47，p < 0.05：フィルタなしおよび上昇>下降；20dB：F(2, 12)=6.02，
p<0.05：上昇>下降およびフィルタなし）において単純主効果が認められた． 
 
図 4-31 実験 2 の結果（快・不快感の評価） 
 
図 4-30 実験 2 の結果（達成感の評価） 
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4.2.5.4 考察 












の約 1.5 倍の評価値を示した．また 0dB でピーク周波数が下降する条件で対照条件の約





































































で触れる．VR 研究において流体との多感覚インタラクションの再現は VR の質を向上
させる上で重要である．Cirio らは SPH（Smoothed-Particle Hydrodynamis）モデルを用い
て様々な粘度の流体とのリアルタイムでの触覚インタラクションを実現した[24][25]．
五十嵐らは実際の水から生じる反力に力提示装置で力を重畳することで，水流や粘性感


























態を 0 度とし，90 度，115 度，135 度，155 度，180 度の 5 条件を設定した．そして，蓋
を外すと同時に計測を開始した．計測は角度 1 条件に対して 5 回ずつ，計 25 回行った． 
 
図 4-32 左）計測システム，右）計測に使用した徳利 
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（図 4-34 下）．以上より，抽出した波形は 2 つの異なる周波数の減衰正弦波の合成でモ
デリングできると考えられる．徳利を角度 θ傾けた際の時刻 t における振動加速度 Q を
次式に示す． 








各角度条件におけるパラメータを表 4-5 に示す．ここで，T は抽出した波形の周期で
あり，計測者が目測で決定した．本モデリングでは，これらのパラメータに対し計測角
度によって線形補完を行った．図 4-36 に示すように，180 度条件の計測結果と構築し
た振動モデルは同様の波形となった． 
 








振器といい，共振周波数 fHは空気中の音速 v，容器の内容量 V0，開口部の長さ l，開口
部の半径 r，開口部の断面積 S によって決まり，次式で求められる． 
 
 









本計測で使用した徳利の容積 V0 は 300ml，開口部の長さ l は 2cm，開口部の半径 r は
1cmであり，空気中の音速 v を 340m/sとすると共振周波数 fHは約 320Hzとなり，本計
測で観測された高周波振周波数 f2とほぼ一致する． 
 
図 4-36 180 度条件での計測結果および振動モデル 
表 4-5 最小二乗法によって得られた各角度条件における振動モデルのパラメータ 
θ [degree] A1 [m/s2] A2 [m/s2] B1 [s-1] B2 [s-1] f1 [Hz] f2 [Hz] T [s] 
90 0.135 0.034 17 3.5 73 354 0.124 
115 0.339 0.132 15 5.2 61 305 0.092 
135 0.442 0.095 20 1.8 61 269 0.116 
155 0.339 0.232 10 16 48 256 0.116 
180 0.466 0.197 31 22 48 250 0.192 
 
 
図 4-35 ヘルムホルツ共振 
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また，f1および f2はいずれもヒトの皮膚感覚で受容できる周波数帯域内であり，おも









計測に用いた徳利と同様の徳利の内部に固定した（図 4-37 右）．本装置の傾き θを加速
度センサで計測し，マイクロコントローラを介して PC に送信する．PC ではその値と
構築した振動モデルを元に音声処理ソフトウェア Pure Data によって振動信号を生成し，
オーディオ出力する．信号はオーディオアンプで増幅され，アクチュエータを駆動する． 
図 4-38 に徳利型装置の周波数応答性能を示す．x 軸は周波数，y 軸は振動加速度の振











高周波減衰正弦波のみ（高周波条件），3) 低周波減衰正弦波のみ（低周波条件），の 3 条
件を設定した． 
 
図 4-37 左）システム構成，右）徳利型装置の内部構造 
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実験手続き 
被験者はまず 300ml の水が入った徳利を片手で把持し，素早く 135 度に傾け，この時
に生じる徳利の振動を覚えるように指示された．5 秒後に徳利型装置を 0 度の位置に戻
した．この操作を 5 回繰り返した． 
次に，徳利型装置を同様に把持し，素早く 135 度に傾け，この時に提示される振動を
覚えるように指示された．5 秒後に徳利型装置を 0 度の位置に戻した．この操作を 2 回
繰り返した．この時に適用される振動モデルには振動モデル 3 条件から 2 条件がランダ
ムに選択された．そして被験者は徳利型装置で提示された 2 条件の振動モデルのうちど
ちらが徳利から水を注いだ際に感じた振動に似ていたかを強制二択で回答した．この 2
条件の比較を 6 試行（3 条件から 2 条件を選んで得られる順列数；3P2=6）繰り返した． 
以上の試行を被験者一人あたり 3 回繰り返した．本実験には 6 名（男性 5 名，女性 1
名；22 から 23 歳）が参加した．実験中，被験者にヘッドホンよりホワイトノイズを提

























ソフティア S）を水に溶かすことで粘度の異なる 3 種類の液体（1000mPa･s，2000mPa･









表 4-6 実験結果：より徳利から水を注いだ振動に似ていると回答された確率． 
 Comparison vibratory model 
 Superposition High-frequency Low-frequency 
Superposition - 80.1% 94.4% 
High-frequency 19.4% - 86.1% 
Low-frequencu 5.1% 13.9% - 
 
 












図 4-40 異なる粘度の液体での振動計測： 











𝑨𝟏(𝜽) = 𝒄𝑨𝒔𝒖𝒎, 𝑨𝟐(𝜽) = (𝟏 − 𝒄)𝑨𝒔𝒖𝒎 
 where 0 < c < 1 
(9) 
ただし，最大振幅モデルの予備的な検証を考慮し，振幅比モデルでは全体の最大振幅を

















を 90 度に傾けるように指示した． 
表 4-7 フーリエ変換で観測された 2 つのピークの振幅比（135 度条件） 
 Water Low-viscosity Middle-viscosity High-viscosity 
Amp (low-freq.) 0.029 0.030 0.033 0.038 
Amp (high-freq.) 0.061 0.057 0.059 0.052 




まず，被験者は利き手で徳利型装置装置を把持し 90 度に傾けて振動モデル A を体験
し，5 秒後に元に戻した．次に，同様の操作で振動モデル B を体験した．そしてより粘
性を感じた振動モデルを強制二択（A もしくは B）で回答した．振動モデル A および B
にはランダムに標準刺激と比較刺激が適応された．また比較刺激は 9 条件の中からラン
ダムに選択された． 
以上の試行を被験者一人あたり 90 試行（比較刺激 9 条件×繰り返し 10 試行）行った．





ィッティングの結果を図 4-41 に示す．本結果より，25%弁別閾， 75%弁別閾はそれぞ



























た．したっがって，残量 V は流出速度 v によって次式で表せる． 




ここで θは徳利の傾き角度，t は時刻，V0は初期残量である． 
 





 𝑨𝒔𝒖𝒎 = 𝒌(𝜽)𝑽 (11) 
 
図 4-44 計測結果の一例：傾き角度 135 度で計測． 
 
図 4-43 残量と最大振幅の関係：傾き角度 135 度で計測． 
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ここで k は傾き角度によって決まる変数である．以上，式(10)(11)(9)(7)より振動加速度










































4.4 第 4 章まとめ 
本章では，HaCHIStick & HACHIStack，拡張歯ブラシおよびトクトク感再現の 3 つの
研究を挙げて，感覚 A を本質的に同様な感覚 A に操作 k を加えて変調する変調モデル
に基づいた触覚インタラクションの設計・開発について述べた．本論文では本モデルに
対して，現象の差異が増幅されるのでその現象が分かりやすくなるという効果を期待し


































































































































以上の試行を被験者一人あたり 40 試行（目標値 4 条件×振動提示 2 条件×繰り返し 5
試行）行った．本実験には 4 名（男性 2 名，女性 2 名；22 から 24 歳）が参加した． 
5.1.4.3 実験結果・考察 
注いだ水量を分析するために，被験者ごとに全 8 条件それぞれの繰り返し 5 試行分の
平均値を求め，その値を被験者間で平均した．図 5-2 の x 軸は注いだ水量の平均値，y
軸は目標値，エラーバーは標準偏差を示す．本実験結果に対し被験者内 2 要因分散分析
（目標値要因 4 水準｛100ml，200ml，300ml，400ml｝×振動提示要因 2 水準｛振動あ
り，振動なし｝）を行った．その結果，目標値要因（(F(3, 9)=103.5，p < 0.001）および振


































図 5-2 実験結果：注いだ水量と実験条件の関係： 













































として，1) 周期的な減衰正弦波提示による関節材質感変調手法，および 2) ロボット駆
動時の振動提示の 2 つを実装し関節材質感変調を実現する．そして，それぞれの手法に
ついて被験者実験によって評価を行う．最後に，本手法のビデオゲーム応用として，ロ














Higuchi らはクワッドコプタに取り付けられたカメラからの映像をユーザの HMD に提



















速度 v を一定とし，初期振幅 A を固定した． 
本手法を実現するためのシステム Jointonation を図 5-5 に示す．本第一試作システム
ではモーションキャプチャカメラに Microsoft の Kinect，マイクロコントローラに NXP 
Semiconductorsのmbed NXP LPC1768，D/Aコンバータに Linear Technologyの LTC1660，
オーディオアンプに Ramsteme Systems の RSDA202 を用い，ボイスコイル型リニアアク
チュエータ（Tactile Labs，Haptuator MkII）を内蔵した装具（リストバンド）から振動提



















表 5-1 減衰正弦波のパラメータ 
 A [m/s2] B [s-1] f [Hz] 
Rubber 15.1 60 30 
Wood 10.5 80 100 
Metal 19.6 90 300 
 
 










図 5-4 セットアップ 
 


















本実験には 8 名（男性 5 名，女性 3 名；22 から 27 歳；全員右利き）が参加した．被
験者は全員著者と同じ研究室に所属であったが，本手法に対しては未体験であった． 
実験結果・考察 
3 つの減衰正弦波モデルに対する被験者の回答率を表 5-2 に示す．全モデルにおいて
正答率は 80%を超えており，全体での正答率は 87.5%であった．各モデルにおける 3 つ
の選択肢の回答率に対してカイ二乗検定（比率の差の検定）を行った結果，全モデルに






2 つの質問に対して被験者が Yes と回答した確率を表 5-3 に示す．Q1 に対しては全
体の回答率は 62.8%で，ゴム（87.5 %），木材（62.5 %），金属（37.5 %）の順で高かっ
表 5-2 実験結果：3 つの減衰正弦波モデルに対する回答率． 
黄色いセルは正答を示す． 
 Vibratory model 
Answer Rubber Wood Metal 
Rubber 83.3% 12.5% 4.2% 
Wood 8.3% 87.5% 4.2% 
Metal 8.3% 0% 91.7% 
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み，FA-I および FA-II，FA-II のみで受容される（2.2 参照）．一方で，肘等の有毛部には























表 5-3  Q1 および Q2 に対して Yes と回答した確率 
Vibratory parameters Q1 Q2 
Rubber 87.5% 87.5% 
Wood 62.5% 75.0% 













































の肘関節に 3 軸加速度センサ（Bosch Sensortech，BMA180 計測レンジ±16G，解像度
14bit）をホットボンドで固定し，肘関節を 0，10，20 … 80 degree/s の角速度で両方向
に 90 度回転させた．0degree/s での回転は静止状態を意味するが，加速度センサはわず
かながら振動を検出した．80degree/s より大きい角速度で振動を検出しなかった理由は，
本ロボットの最高角速度が 85degree/s 程度であったためである．ロボットの駆動中，肘
関節の 3 軸加速度をサンプリングレート 2.5ksps で取得し，マイクロコントローラ（NXP 
Semiconductors，mbed NXP LPC1768）を介して PC に記録した．またエイリアシング効
果を防ぐため，加速度センサに内蔵されている 1.2kHz ローパスフィルタ機能を用いて





動加速度を時間領域で加算した．またロボットの回転範囲 90 度の中心となる 45 度付近
の 1 秒間分の振動加速度を抽出し，異なる角速度条件で記録されたデータの時間幅を統
一した（図 5-8 左）． 
本手法ではモデリング方式として音声処理で用いられる線形予測符号（Linear Predic-
tive Coding，LPC）を採用した．これにより振動加速度のパワースペクトル密度，すな
わち周波数特性の再現を試みた（図 5-8 中央）．LPC は主に音声信号の符号化に用いら
れるが，振動加速度のモデリングにも利用されている[146][147]．振動加速度に対して
10 次の FIR （Finite Impulse Response）フィルタを適用し，最小二乗法を用いて元の振











図 5-7 ロボット駆動時に生じる振動の計測 
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 ?̂?(𝒏) = 𝒘−∑𝒂(𝒌)𝒙(𝒏 − 𝒌) (12) 
ここで n はステップ数，x(n-k)は k ステップ過去の信号値，a(k)は LPC 係数，w は生成
されるホワイトガウシアンノイズの 1 サンプルを表す．本稿では現在の信号のみ推定が












屈伸角速度が 35-44degree/s の範囲内にある場合は，40degree/s でロボットを駆動した際




























ら 15 秒で右肘を様々な速度で屈曲，伸展させるよう指示した． 
本実験開始前の練習として，被験者は感覚提示 4 条件を 1 度ずつ体験した．この時，
必ず最初に基準条件（V+A 条件）を体験し，その後残りの 3 条件をランダムの順で一
度ずつに体験した． 
本実験では，被験者はまず基準条件を体験し，次に比較条件を体験した．そして被験
者は基準条件を 50 とした時の，ロボット感評価を 0（全くロボットでない）から 100
（とてもロボットになった）のアナログスケールで回答した．また抵抗感評価に関して
は 50 を（普段と同じ）とし 0（とてもスムーズ）から 100（とても抵抗を感じる）のア
ナログスケールで回答した．これを 1 試行とし，4 条件全てに対して評価を行った．比
較条件の提示順はランダムであった． 































図 5-10 実験結果：左）ロボット感評価，右）抵抗感評価． 
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本システムと第二試作システム（5.2.4 項参照）の異なる点は装具が両肘と両膝用の 4 つ
となった点である．また本システムで視覚提示に HMD（Oculus VR，Oculus Rift）を，
聴覚提示にスピーカを用いた．したがって本システムはモーションキャプチャカメラに
よる全身体動作の計測に加えて HMD の頭部位置計測が可能である． 
本システムではゲームエンジン（Unity Technologies，Unity）を用いて VR 空間を作成
し，その中にユーザのアバタであるヒューマノイドロボットと巨大ロボットを設置した．
HMD にはアバタからの一人称視点の立体映像が提示される（図 5-12）．また，ゲーム














図 5-12 HMD によるアバタからの一人称視点立体映像提示 
 





































本ゲームを Advances in Computer Entertainment Technology 2013（オランダ，2013 年 11


































するシステム Jointonation を設計・開発した．振動提示手法として，1) 周期的な減衰正
弦波振動による材質（ゴム，木，金属）感提示，2) ロボット駆動時に生じる振動提示，
といった 2 つを実装し，被験者実験より評価を行った．さらに，本手法の応用として没
















































吸引力を提示する．次に 3 つの GUI アプリケーション（Suction Button，Suction Slider，
Suction Dial）の実装について述べる．そして被験者実験より，VacuumTouch の引力提示






































































る．電磁弁の開閉はマイクロコントローラ（NXP Semiconductors，mbed NCP LPC 1768）


















図 5-17 プロトタイプシステム 
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5.3.3.3 遅延評価 







次に，マイクロコントローラから LED 点灯と電磁弁開放の指令を同時に出力した（図 
5-18 中央）．一定時間経過の後，生じた引力によりティッシュペーパの先端が吸引口へ
と引かれた（図 5-18 右）．この一連の様子を 500fps の高速カメラで撮影し，LED が点
灯してからティッシュペーパの先端が完全に吸引口へと引かれるまでのフレーム数（図 
5-18 における n）を計測した．10 回の計測の結果，遅延は 4 から 6 フレーム（平均 5 フ
レーム），およそ 10ms であった．同様の手順でマイクロコントローラの指令から引力が
消失するまでの時間を計測したところ，遅延は 40ms であった．なお，遅延の改善に関









図 5-19 に示すように，本システムのスクリーンは ABS 樹脂のプレートであり，280×
 
図 5-18 マイクロコントローラの指令から引力が生じるまでの遅延評価実験： 
n は高速カメラ（500fps）のフレーム数 
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ある．以下本項では VacuumTouch を用いた 3 つの GUI アプリケーションである Suction 
Button，Suction Slider および Suction Dial について述べる． 
 
図 5-19 VacuumTouch プロトタイプシステム： 
ワークスペースは 280×180mm，吸引口は 25（5×5）個． 
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5.3.5.1 Suction Button 








5.3.5.2 Suction Slider 





















5.3.6 引力提示によるダイヤル GUIの操作性評価実験 








図 5-20 3 つの VacuumTouch の GUI アプリケーション： 















ッシュレートは 30 から 120Hz であり，フィードバック条件間の差を観察するための時
間解像度としては低すぎる． 
本実験では，分析に必要な 1kHz のリフレッシュレートをもつタッチセンサを構築し
た．センサの構成および原理をそれぞれ図 5-22 および図 5-21 に示す．横一列に並べら









本実験では，200×200mm の ABS 樹脂のプレート中央横一列に 5 個の吸引口を設け









110B および 4101）を用いて計測したところ，最大振幅および周波数はそれぞれ 0.5G
（4.9m/s2）および 130Hz であった．また振幅は通電から 100ms 後に定常状態となった． 
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5.3.6.2 実験設計 










図 5-22 実験設備構成 
 


















本実験では 5 つのダイヤル長さ条件（4，6，8，10，12 個の数字がダイヤルに含まれ
る）を設定した．試行開始時，ダイヤルの左始端は“0”でありダイヤルを左にスクロ
ールするとダイヤルの数字は増加した．ダイヤル右終端の数字は 11 から 99 の間でラン
ダムに選択され，中間の数字も重複のないようにランダムで選択された． 

















本実験は 4 ブロックから構成された．各ブロックには 1 つのフィードバック条件が割
り振られた．1 ブロックは，被験者が割り振られたフィードバック条件でまず 15 試行
を行うトレーニングセクション，および続いて 15 試行を行うテストセクションから構
成された．ダイヤルの長さ 5 条件はランダムに選択され 3 度ずつ提示された．被験者は
全 4 ブロックの試行を行った．ブロック（フィードバック条件）の順番は被験者ごとに
異なり，全体を通して統制されていた．課題試行中は AF 条件および VB 条件で生じる
音をマスキングするためにイヤホンを介してホワイトノイズが提示された．本実験では
テストセクションのデータ（課題遂行時間および誤試行数）のみを記録した．  
4 ブロックの試行終了後，被験者は次に示す 5 つの質問および自由記述を含むアンケ
ートに回答した． 
Q1 VB 条件中，ダイヤル終端で振動を感じたか． 
Q2 AF 条件中，ダイヤル終端で引力を感じたか． 
Q3 VS は課題遂行に対してどのように影響したか． 
Q4 VB は課題遂行に対してどのように影響したか． 
Q5 AF は課題遂行に対してどのように影響したか． 
Q1 および Q2 は，被験者が触覚手がかりを感じていた頻度を調査する目的で設定さ
れた．被験者は 5 段階リッカートスケール（1：全く感じなかった－3：時々感じた－5：
常に感じた）で回答した．Q3，Q4 および Q5 は各フィードバック条件に対する被験者
の嗜好を調査する目的で設定された．被験者は 7 段階リッカートスケール（1：とても
悪かった－4：良くも悪くもなかった－7：とても良かった）で回答した． 
本実験には 24 名（男性 20 名，女性 4 名；20 から 28 歳；全員右利き）が参加した． 
5.3.6.4 仮説 
本実験結果に対して次の 3 つの仮説を立てた． 
H1 AF，VB，VS，NF 条件の順で課題遂行時間が長くなる． 
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H2 NF 条件で誤試行率が最も高くなる． 
H3 AF 条件が最も好まれる． 





以上の理由より，VB 条件での課題遂行時間は AF 条件よりも長くなると予想した．ま
た NF 条件で VS 条件より課題遂行時間が長くなってしまう理由は，NF 条件ではタッ
チセンサがドラッグ入力を検知できなかった場合とダイヤル終端とを見分けることが




課題遂行時間を分析するために，被験者ごとに全 20 条件それぞれの繰り返し 3 試行
分の課題遂行時間の中間値を求め，その値を被験者間で平均した．図 5-24 は各フィー
ドバック条件での課題遂行時間を示す．グラフの x 軸はダイヤル長さ，y 軸は課題遂行
時間，エラーバーは標準偏差を示す． 
 
図 5-24 4 つのフィードバック条件に対する平均課題遂行時間： 
x 軸はダイヤル長さ，y 軸は課題遂行時間，エラーバーは標準偏差を示す． 
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し多重比較を行った．L4 および L6 において，VB-AF 間および NF-VS 間を除いて有意
差が認められた．つまり触覚フィードバックありとなしの間で有意差が認められた．一
方で，L8 において NF-VB 間に，L10 において VS-VB 間に，L12 において NF-VB 間お





の傾向は AF では見られなかった．本結果は H1 を支持する． 
NF，VS，VB および AF の誤試行率はそれぞれ 3.1%，0.3%，1.3%および 0.8%であっ
た．この結果に対してロジット分析を行った．分析には次のモデルを適用した． 
 𝑬𝒓𝒓𝒐𝒓~𝜶+ 𝜷 × 𝑭𝑫𝑩𝑲+ 𝒓 (13) 
ここで Error は誤試行率，FDBK はフィードバック条件（NF，VS，VB，AF），r はラン
ダム効果（被験者）である．NF をベースラインに設定した時，VS，VB および AF のオ
ッズ比はそれぞれ 0.067（p<0.01），0.411（p=0.07）および 0.202（p<0.05）であった．VB
は有意水準に達しなかったが，本結果は部分的に H2 を支持する． 
5.3.6.6 アンケート 






Q3，Q4 および Q5 の回答結果を図 5-26 に示す．Steel-Dwass 検定より全 3 通りのス
コアの対比較を行った．その結果，Q3-Q5 間のスコアで有意差が認められた（t=3.1，
p<0.01）．一方で，Q3-Q4 間（t=2.0，p=0.11）および Q4-Q5 間（t=2.3，p=0.06）のスコア
においてはいずれも有意差は認められなかった．本実験結果では有意水準には達しなか











図 5-25  Q1 および Q2 の回答結果 
 












































































5.4 第 5 章まとめ 
本章では，トクトク感重畳，Jointonation および VacuumTouch の 3 つの研究を挙げて












































の 3 つの論理モデル：1) 代替モデル；2) 変調モデル；3) 重畳モデル，を定義した．次



























































 応答的 動的 
代替 
カチカチ感 2 3 1 3 
Visual Vibration 2 1 0 2 
変調 
HaCHIStick & HACHIStack 3 3 0 2 
拡張歯ブラシ 3 1 3 2 
トクトク感再現 3 1 3 1 
重畳 
トクトク感重畳 3 1 1 2 
Jointonation 2 1 2 3 
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