Simultaneously testing a collection of null hypotheses about a data generating distribution based on a sample of independent and identically distributed observations is a fundamental and important statistical problem involving many applications. Methods based on marginal null distributions (i.e., marginal p-values) are attractive since the marginal p-values can be based on a user supplied choice of marginal null distributions and they are computationally trivial, but they, by necessity, are known to either be conservative or to rely on assumptions about the dependence structure between the test-statistics. Re-sampling based multiple testing (Westfall and Young, 1993) involves sampling from a joint null distribution of the test-statistics, and controlling (possibly in a, for example, step-down fashion) the user supplied type-I error rate under this joint null distribution for the test-statistics. A generally asymptotically valid null distribution avoiding the need for the subset pivotality condition for the vector of test-statistics was proposed in Pollard, van der Laan (2003) for null hypotheses about general real valued parameters. This null distribution was generalized in Dudoit, vanderLaan, Pollard (2004) to general null hypotheses and test-statistics. In ongoing recent work van der Laan, Hubbard (2005), we propose a new generally asymptotically valid null distribution for the test-statistics and a corresponding bootstrap estimate, whose marginal distributions are user supplied, and can thus be set equal to the (most powerful) marginal null distributions one would use in univariate testing to obtain a p-value. Previous proposed null distributions either relied on a restrictive subset pivotality condition (Westfall and Young) or did not guarantee this latter property (Dudoit, vanderLaan, Pollard, 2004). It is argued and illustrated that the resulting new re-sampling based multiple testing methods provide more accurate control of the wished Type-I error in finite samples and are more powerful. We establish formal results and investigate the practical performance of this methodology in a simulation and data analysis.
Introduction
Recent technological developments in biological research, for instance genomics and proteomics, have created new statistical challenges by providing simultaneously thousands of biological measurements (e.g., gene expressions) on the same experimental unit. Typically, the collection of these measurements is made to determine, for example, which genes of the thousands of candidates are associated with some other, often phenotypic, characteristic (e.g., disease status). This has led to the problem of properly accounting for simultaneously testing a large number of null hypotheses when making inferences about the tests for which the null is rejected. Multiple testing is a subfield of statistics concerned with proposing procedures involving a rejection or acceptance decision for each null hypothesis. Multiple testing procedures (MTP's) are used to control various parameters of either the distribution of the number of false rejections or the proportion of false rejections, and these are often referred to as different varieties of Type-I error rates. In addition, among such procedures controlling a particular Type-I error rate (for a desired type I error rate of α, the procedure guarantees the error rate is ≤ α), one aims to find a procedure which has maximal power in the sense that it finds more of the true positives than competing procedures. Parallelling the introduction of new high-throughput technologies that demand adjustment for multiple comparisons, there has been a growing list of proposals for MTP's (e.g., Efron et al. (2001) , Genovese and Wasserman (2003) , Lehmann and Romano (2005) ).
Methods based on marginal null distributions, or equivalently, marginal p-values, are known to either be conservative (by having to be valid under all possible joint distributions for the test-statistics) or have to rely on assumptions about the dependence structure between the test-statistics. Resampling based multiple testing involves estimating a joint null distribution of the test-statistics, and controlling the user supplied type-I error rate under this data dependent joint null distribution.
In re-sampling based multiple testing it has been common practice to enforce the null distribution to correspond with a data generating distribution which satisfies the overall null hypothesis (Westfall and Young (1993) ). This typically results in a distribution which does not correctly specify the dependence structure (e.g., covariance matrix) of the true distribution of the test-statistics, and thereby does not guarantee the wished type-I error control under the true distribution: i.e., it relies on the so called subset pivotality condition introduced and discussed in Westfall and Young (1993) .
In order to avoid this restrictive subset-pivotality condition, a generally valid null distribution was originally proposed in Pollard and van der Laan (2003) for tests concerning real valued parameters, and it was generalized to general hypotheses and general test-statistics in a subsequent article (Dudoit et al. (2004) ). They choose as general null distribution, the null-value shifted distribution of the test-statistics (e.g., centered t-statistic), which conserves the dependence structure of the test-statistics, and thereby guarantees that the number of false rejections under the true distribution is dominated by the number of false rejections under their proposed null distribution. They showed that the latter null distribution is naturally estimated with the modelbased or nonparametric bootstrap, which involves sampling from an estimate of the true distribution of the data. If the null-value shifted marginal distribution of a test-statistic has a larger variance than one would have under a true null hypothesis, then they proposed to also scale the variance of the marginal distribution to the null value for the variance, which improves the power of the corresponding multiple testing procedure.
Typically, if the null hypothesis is true, then the marginal distribution of a test-statistic is known. The null-value shifting and scaling of the marginal distribution of the test-statistics, as proposed in Dudoit et al. (2004) , guarantees that the obtained marginal distribution has the mean and variance of this known marginal null distribution, but it does not guarantee that the whole marginal distribution is equal to this marginal null distribution. In particular, this proposed joint null distribution does not generalize the univariate null distribution one would use in univariate testing, and thereby does not necessarily imply the most powerful univariate testing procedure. Given that the previously proposed joint null distribution does not necessarily have the optimal marginal null distributions, one can expect that it should be possible to improve the power of the multiple testing procedure.
This motivates us to construct a new valid null distribution for the teststatistics whose marginal distributions are exactly equal to the wished usersupplied marginal null distributions one would use in univariate testing. As a consequence, marginal p-values under this newly proposed joint null distribution are now (can be chosen to be) equal to the marginal p-values one would use in univariate testing. As a consequence, the so called Type-I error adjusted p-values of a multiple testing procedure based on this joint null distribution, which in addition to getting the marginal null distribution of the test-statistic right, also capitalizes on the dependence among the test-statistics, are guaranteed to be smaller than the adjusted-p-values of the analogue of this multiple testing procedure only using the marginal null distributions.
Any of the re-sampling based multiple testing procedures controlling a particular type-I error rate proposed in the literature can now be applied to this new joint null distribution. In particular, we can apply our new joint null distribution to 1) the step-down re-sampling based multiple testing procedures controlling family-wise error (FWE; Westfall and Young (1993) , van der Laan et al. (2004c) ), 2) the single step re-sampling based multiple testing procedures controlling generalized FWE (Dudoit et al. (2004) , 3) the re-sampling based augmentation methods controlling the Tail probability of the proportion of false positive among the rejections at q ∈ (0, 1) (TPPFP(q)) (van der Laan et al. (2004b) ), and 4) the Empirical Bayes resampling based multiple testing method controlling TPPFP(q) (van der Laan et al. (2004a) ). This results in a new set of single step and step down re-sampling based multiple testing procedures MTP's asymptotically controlling a user supplied Type-I error rate. By utilizing the best of marginal p-value methods and re-sampling based methods, this class of procedures, under general data-generating distributions, should be as powerful or more powerful than any existing MTP. In addition, we have found that the existing re-sampling based MTP's can suffer from inaccurate control unless enormous number of bootstrap samples are performed. By being able to specify the marginal null distributions in our proposed joint null distribution, it has been our practical experience that one needs a much smaller number of bootstrap samples to achieve the wished performance. This makes our new re-sampling based MTP's not only more powerful, but also more practical than previous re-sampling based multiple testing procedures.
Organization.
In Section 2, we first present the statistical framework of multiple testing, and present the new joint null distribution and its bootstrap estimate. Unfortunately, this section relies heavily on notation. To aid the reader, we provide a glossary of notation in the appendix. We will stay consistent with notation from previous papers (Pollard and van der Laan (2003) , Dudoit et al. (2004) , van der Laan et al. (2004c) , van der Laan et al. (2004d) ). We formally establish that the sub-distribution corresponding with the true null hypotheses of this new joint null distribution asymptotically dominates the corresponding true sub-distribution of the test-statistics. In Section 3, we provide a general theorem establishing that a single step multiple testing procedure based on this null distribution asymptotically controls the wished type-I error rate. For additional formal results, stating asymptotic control of the wished Type-I error rate for single step and step-down multiple testing procedures based on this joint null distribution, we refer to general theorems in Dudoit et al. (2004) and van der Laan et al. (2004c) which can be applied to our new joint null distribution. In Section 4 we work out our proposed multiple testing methodology for two general classes of multiple testing problems. First, as in Pollard and van der Laan (2003) , we consider null hypotheses stating that a real valued parameter is smaller or equal than a hypothesized value, where we allow any kind of real valued parameter that can be estimated at a root-n-rate. For example, in genetic studies one might wish to test the null hypothesis that a particular single nucleotide polymorphism (SNP) has no effect on the mean of a phenotypic outcome for each SNP among a set of SNP's. In the second subsection of Section 4 we consider null hypotheses stating that K real valued parameters are equal. In Section 5 we provide a simulation study in order to investigate the practical performance of our bootstrap null distribution in re-sampling based multiple testing; in Section 6 we perform an analysis on SNP/cancer data and end with a discussion.
Multiple testing framework and the new joint null distribution
Statistical framework for multiple testing: Let X 1 , . . . , X n be n i.i.d. observations of X ∼ P , where P is known to be an element of a model M. Consider a collection of null hypotheses of the form H 0j : P ∈ M j for subsets M j ⊂ M, j = 1, . . . , m. Throughout this paper we will let T n = (T n (1), . . . , T n (m)) be a vector of test-statistics with unknown distribution Q n (P ) corresponding with this set of null hypotheses H 01 , . . . , H 0m such that large values of T n (j) provide statistical evidence that the null hypothesis H 0j is false, and n indicates the sample size. Here T n is a test-statistic vector based on a sample of n i.i.d. X 1 , . . . , X n with a common distribution P so that the distribution Q n = Q n (P ) of T n is identified by the data generating distribution P . Let P n denote the empirical distribution of X 1 , . . . , X n . In order to stress the dependence of T n on the data, we will also use the no-tation T n = T n (P n ). Let S 0 ≡ {j : H 0j is true} denote the set of true null hypotheses.
A multiple testing procedure is a random subset S n ⊂ {1, . . . , m} indicating the set of null hypotheses which are claimed to be false. Given a multiple-testing procedure one can define the number of false positives V n =| S n ∩ S 0 | under the true data generating distribution P . Consider a type-I error rate θ(F V n ) ∈ IR, where F V n denotes the cumulative distribution function of the number of false rejections, V n , of the given multiple testing procedure S n . The multiple testing literature is concerned with providing powerful multiple testing procedures controlling θ(
Consider a multiple testing procedure S(T n , Q, α) = {j : T n (j) > c j (Q, α)} based on a cut-off rule c(Q, α) aiming to control a particular Type-I error rate at level α, by controlling this Type-I error under a null distribution Q. For example, a single-step multiple testing procedure corresponds with setting the cut-off vector c (Q, α) 
is the number of rejections under the null distribution Q. Given such a multiple-testing procedure one can define the number of false positives
where T n ∼ Q n (P ) is distributed as the actual vector of test-statistics. Typically, Q is an estimated null distribution so that it is also random through P n .
In this section we propose a choice of null distribution (i.e., Q) which guarantees the wished asymptotic control of θ(F V n ) at level α. It will be assumed that this real valued parameter F → θ(F ) on cumulative distribution functions on {1, . . . , m} satisfies the monotonicity assumption (AMI) and the continuity assumption (ACI), as defined in Dudoit et al. (2004) : that is, if
As shown in the latter paper, these two conditions hold for all well known Type-I error rates (e.g,
Definition of finite sample joint null distribution: Let Q 0j be a marginal user-supplied null distribution, j = 1, . . . , m, so that for j ∈ S 0 and all
where Q nj is the j-th marginal distribution of the true distribution Q n = Q n (P ) of the test-statistic vector T n . That is, for j ∈ S 0 , the marginal distribution Q nj of T n (j) is asymptotically dominated by this null distribution
We note that the finite sample validity of the proposed joint null distribution and thereby corresponding multiple testing procedures depends on the user to specify the correct marginal null distribution Q 0j satisfying (1) for finite samples. As a consequence, for small sample sizes, exact (permutation) marginal, null distributions are preferred.
As general finite sample null distribution for a continuous T n we propose the distribution Q 0n (P ) ofT n defined bỹ
where Q −1 0j Q nj is a quantile-quantile function which maps a quantile of the marginal distribution Q nj of T n (j) into the corresponding quantiles of the desired marginal null distribution Q 0j . The j-th marginal distribution of Q 0n (P ) is exactly equal to Q 0j , j = 1 . . . , m. We also note that this joint null distribution Q 0n (P ) does indeed satisfy the wished multivariate asymptotic domination condition (Dudoit et al. (2004) ) stating that the sub-null distribution of Q 0n (P ) corresponding with the true null hypotheses asymptotically dominates the true sub-distribution of Q n (P ) corresponding with these true null hypotheses. This shows that this null distribution is indeed an appropriate null distribution in re-sampling based multiple testing; we present this as a formal result below. For non-continuous T n , we apply the generalized quantile-quantile function (Yu and van der Laan (2002) )
, with ∆ being an exogenous uniform (0, 1) random variable.
Result 1 (Domination Properties of finite sample joint null
where Q 0n,S 0 (P ) and Q n,S 0 (P ) denote the multivariate cumulative distribution functions of (T n (j) : j ∈ S 0 ) and (T n (j) : j ∈ S 0 ), respectively. In 
where 
and
If (1) holds uniformly in x over any given bounded interval [a, b] , that is,
then (6) holds uniformly in x over any bounded set B in the sense that
Asymptotic joint null distribution with same asymptotic domination properties: Since this null distribution Q 0n (P ) depends on the true data generating distribution P , one will have to estimate it based on the data X 1 , . . . , X n . We will estimate this distribution Q 0n (P ) with the regular bootstrap, which is described below. In order to establish that this bootstrap estimate indeed approximates a correct null distribution we will assume that there exists a limit joint null distribution Q 0 (P ) so that Q 0n,S 0 (P ) converges weakly to the limit distribution Q 0,S 0 (P ),
where Q 0,S 0 (P ) denotes the sub-distribution of Q 0 (P ) identified by the components in S 0 . The same two asymptotic domination properties (6) and (14) mentioned above apply now to this asymptotic null distribution Q 0 (P ).
Result 2 Assume the convergence in distribution of
and for all x ∈ {0, . . . , m} and any c lim sup
In addition, if Q 0n is an estimate of Q 0 (P ) and, given (P n :
and for all x ∈ {0, . . . , m} and all c lim sup
The last statement implies that, if we consistently estimate the limit null distribution Q 0 (P ), then the estimated null distribution also asymptotically dominates the true distribution of the test-statistics for the S 0 components.
We will now present a bootstrap estimate of Q 0n (P ) and view it as an estimate of the asymptotic null distribution Q 0 (P ). Bootstrap estimate of asymptotic null distribution Q 0 (P ): LetP n be an estimate of the true data generating distribution P . If the model is nonparametric, thenP n would be the empirical distribution P n of X 1 , . . . , X n . Alternatively,P n could be a model based estimate of the true data generating distribution P . Let X This distribution can be approximated by the Monte-Carlo empirical distribution of a large sampleT # nb , b = 1, . . . , B, based on B draws ofT # n . In order to exactly guarantee that the B draws from the j-th marginal distribution of Q # 0n still exactly equals Q 0j we propose the generalized quantile-quantile function transformation (which also applies to discrete random variables), as proposed in Yu and van der Laan (2002) . This transformation is defined as
The resulting m × B-matrix represents now our proposed null distribution Q # 0n,B whose marginal distributions equal Q 0j .
Asymptotic consistency of the bootstrap: For n converging to infinity, we will have thatP n approximates the true data generating distribution P so that one expects that the multivariate uniform distribution (Q # nj (T # n (j)) : j) (whose marginal distributions are exactly uniform (0, 1)) and the multivariate uniform distribution of (Q nj (T n (j)) : j) will be asymptotically identical (conditional on (P n : n ≥ 1)). That is, under regularity conditions, one will have that the S 0 -sub-distribution of the bootstrap distribution Q # n0 , given (P n : n ≥ 1), converges weakly to the S 0 -sub-distribution of the wished limit distribution Q 0 (P ). By the previous result above, it would then follow that our bootstrap null distribution Q # 0n asymptotically dominates the true distribution Q n (P ) for the S 0 -components, so that it is indeed appropriate to use this null distribution in re-sampling based multiple testing procedures.
Comparison with previously proposed joint null distribution (Dudoit, van der Laan, Pollard, 2004).
In this article we assumed that we know a marginal distribution Q 0j which dominates the true marginal distribution of T n (j) for each j ∈ S 0 . In Dudoit et al. (2004) it is assumed that there exist a null-mean µ 0 (j) and null-variance σ 2 0 (j) so that for j ∈ S 0 , lim sup n→∞ ET n (j) ≤ µ 0 (j) and lim sup n→∞ VAR(T n (j)) ≤ σ 2 0 (j). Given the actual marginal distributions Q 0j , j = 1, . . . , m, one could set µ 0 equal to the mean-vector of the marginal null distribution vector (Q 0j : j = 1, . . . , m), and it might often also be possible to choose σ 2 0 (j) equal to the variance of Q 0j . In Dudoit et al. (2004) we proposed as finite sample null distributioñ
That is, the true distribution of T n is shifted and scaled so that it has mean µ 0 and variance smaller or equal than σ 2 0 . The scaling reduces (asymptotically) to multiplying with 1 for j ∈ S 0 , so that the only purpose of the scaling is to obtain marginal null distributions for the j ∈ S 0 which provide reasonable power. Just as in this article, in Dudoit et al. (2004) it is assumed that this finite sample null distribution converges weakly to a limit joint null distribution Q * 0 (P ). This null distribution is estimated with the bootstrap analogue, which involves simply null value shifting and scaling the actual bootstrap distribution of T n . Both null distributions Q 0 (P ) and Q * 0 (P ) asymptotically dominate the true distribution of the test-statistics for the sub-vector indexed by S 0 , and thereby provide the wished asymptotic control of a Type-I error rate.
Regarding the comparison of these two asymptotic null distributions Q 0 (P ) and Q * 0 (P ) and their bootstrap estimates Q 0n and Q * 0n we note the following.
• If the true marginal distributions of T n (j) converge to Q 0j for j ∈ S 0 , then the S 0 -sub-distributions of the limit distributions Q 0 (P ) and Q * 0 (P ) are identical. In general, if the marginal distributions of T n (j) converge to a simple shift of Q 0j for j ∈ S 0 , then the S 0 -sub-distributions of Q 0 (P ) and Q * 0 (P ) are identical.
• The marginal distributions ofT n (j) andT * n (j) and their marginal limit distributions are typically very different for j ∈ S 0 , so that the S c 0 -sub-distributions of Q 0 (P ) and Q * 0 (P ) are very different. In particular,
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Statistical Applications in Genetics and Molecular Biology, Vol. 5 [2006 ], Iss. 1, Art. 14 DOI: 10.2202 /1544 -6115.1199 while the j-th marginal distribution of Q 0 (P ) is Q 0j , the null-value shifted and scaled j-th marginal distributions of Q * 0 (P ) is not necessarily equal to Q 0j , j ∈ S 0 .
• The bootstrap estimate Q 0n can be expected to be a more efficient estimate of Q 0 (P ) than Q * 0n is of Q * 0 (P ). To be concrete, consider the case that the S 0 -sub-distributions of Q 0 (P ) and Q * 0 (P ) are identical, and compare the estimates for this common sub-distribution. The bootstrap estimate Q 0n,S 0 can be viewed as an estimate of Q 0,S 0 (P ) in the model in which all marginal distributions Q 0j are given, while the bootstrap estimate Q * 0n ignores this knowledge about the marginal distributions, and indeed its finite sample j-th marginal distribution is different from Q 0j . For example, if Q 0 (P ) is multivariate normal, then the marginal distributions of Q 0n are fixed and equal to the marginal distributions of Q 0 (P ), while the marginal distributions of Q * 0n are subject to finite sample variability.
• The fact that the marginal distributions of Q 0n are exactly identical to the user supplied Q 0j is particularly appealing if these marginal distributions are actually known. For example, if the null hypothesis H 0j states that X j is independent of an outcome Y , then one can set Q 0j = Q 0j,n equal to the permutation distribution of the test-statistic T n (j). It is known that, if the null hypothesis is true, then this permutation distribution of T n (j) is actually the exact true conditional distribution of T n (j), given the marginal empirical distribution of X j and the marginal empirical distribution of Y . Thus, in this case, the marginal distributions of Q 0n are exact (a marginal test would provide an exact p-value). Alternatively, if one uses a t-statistic for a test H 0j : µ(j) ≤ µ 0 (j), then the marginal limit distribution Q 0j of Q 0 is known to be N(0, 1) (by the central limit theorem).
Comparing re-sampling based multiple testing with marginal p-value multiple testing.
Because of the fact that our re-sampling based multiple testing procedure can be based on a joint null distributions with user supplied marginal distributions, we can now provide a valid comparison between a multiple testing procedure based on marginal null distributions (i.e., p-values) and our cor-responding re-sampling based multiple testing procedure using our joint null distribution with the same marginal null distributions. Consider such a multiple testing method based on marginal p-values based on knowing for each null hypothesis a dominating marginal distribution of the test-statistic under the null hypothesis. In addition, assume that this marginal-p-value multiple testing method is not based on additional assumptions so that it is a method which controls the wished type-I error rate under any kind of joint distribution between the test-statistics. For example, this might be the multiple testing procedure which rejects any null hypothesis for which the marginal p-value is smaller or equal than α/m (i.e., the Bonferoni procedure), or the corresponding so called Holmes step down method, where the p-values are calculated under a known marginal null distribution (e.g., N(0, 1)). Both of these procedures are known to provide asymptotic control of the family wise error under any data generating distribution. The re-sampling based analogues of the Bonferoni and Holmes methods would now be the single step method based on controlling the FWE under our joint null distribution with the same marginal null distributions, and the step down method based on this same joint null distribution, respectively. Since the Bonferoni cut-offs are valid under any joint distribution and the re-sampling based multiple testing methods are based on cut-offs that are valid under an estimate of the true joint distribution of the test-statistics corresponding with the true nulls, it follows that the single step and step-down re-sampling based multiple testing methods are less conservative than the Bonferoni procedure and Holmes step down method, respectively. Of course, the same argument applies in general. We remind the reader that, given a multiple testing procedure indexed by a nominal level of a Type-I error rate, an adjusted-p-value for a particular test-statistic value t n (j) for T n (j) is the smallest α at which the multiple testing procedure rejects H 0j , j = 1, . . . , m. As a consequence of the above argument, an adjusted pvalue for a re-sampling-based multiple testing procedure based on our joint null distribution is smaller than the adjusted-p-value for the corresponding multiple testing procedure based on the marginal null distributions only. The fundamental theorems 1-4 in Dudoit et al. (2004) are concerned with establishing asymptotic control of a type-I error rate for a single step multiple testing procedure controlling this type-I error rate under a null distribution Q 0 (P ) or an estimate thereof. These theorems rely solely on the asymptotic domination condition of the limit null distribution Q 0 (P ) (Theorem 1 and 2) relative to the true distribution of the test-statistics Q n (P ), and on weak convergence of an estimated null distribution Q 0n (such as our bootstrap distribution Q # 0n ) to Q 0 (P ) (Theorem 3 and 4). Therefore a simple application of these theorems provides us with the wished results for single step re-sampling based multiple testing procedures. In order to provide the reader with a concrete presentation of a result in this article we will here just state the precise statement for our null distribution Q 0 (P ) analogue to Theorem 1 of Dudoit et al. (2004) . This theorem is an immediate corollary of Theorem 1 in Dudoit et al. (2004) and the asymptotic domination condition (1) for our joint null distribution Q 0 .
Theorem 1 Assume the convergence in distribution of Q 0n (P ) to a limit distribution Q 0 = Q 0 (P ) as stated in (10), and assume condition (1). Dudoit et al. (2004) 
Consider a type-I error rate θ(F V n ) ∈ IR, F V n being the cumulative distribution function of the number of false rejections, V n , of a given multiple testing procedure. Assume that this real valued parameter F → θ(F ) on cumulative distribution functions on {1, . . . , m} satisfies the monotonicity assumption AMI and the continuity assumption ACI as defined in
: e.g., θ(F ) = 1 − F (0) (FWE). Let (d j (Q 0 , α) : j = 1, . . . , m) with d j (Q 0 , δ) = inf{z : Q 0j (z) ≥ δ}, j = 1, . . . , m, be the common-quantile cut-off rule. Let c(Q 0 , α) = d(Q 0 , δ 0 (α)) be
the cut-off vector which yields the wished control under Q 0 , which is defined by
δ 0 (α) = inf{δ : θ(F R 0 (d(Q 0 ,δ) ) ≤ α},and R 0 (d) ≡ m j=1 I(Z j > d j ) isS(T n , Q 0 , α) ≡ {j : T n (j) > d j (Q 0 , δ 0 (α))}.
This multiple testing procedure S(T n , Q 0 , α) provides asymptotic control of the Type-I error rate θ(F
, j ∈ S 0 ) denotes the number of false positives, and T n ∼ Q n (P ) follows the true distribution Q n (P ).
Similarly, applications of Theorem 3 and 4 in Dudoit et al. (2004) imply that, if the bootstrap estimated distribution Q # 0n , given (P n : n ≥ 1), weakly converges to Q 0 = Q 0 (P ), then the multiple testing procedure S(T n , Q # 0n , α) also provides asymptotic control of θ(F V n ) at level α, under some mild continuity conditions on Q 0 (P ).
As a consequence, our null distribution Q # 0n provides asymptotic control of the type-I error rate for single step multiple testing procedures, as in Dudoit et al. (2004) . In addition, an application of the theorems in van der Laan et al. Beyond the asymptotic validity of any re-sampling based multiple testing method based on the joint null distribution Q # 0n , we suggest that this new null distribution will provide significant finite sample improvements to all these re-sampling based multiple testing procedures due to the fact that we can completely control the marginal null distributions. In particular, if a known marginal null distribution of the test-statistic is known to provide exact marginal Type-I error control (e.g., permutation distribution for testing independence between two random variables, or the students distributions for a t-statistic), then our joint null distribution can be expected to provide more accurate control in finite samples than the previously proposed joint null distribution.
Remark.
Regarding the results for Type-I error control such as the one stated in Theorem 1, since the results only concern the distribution of the S 0 -sub-vector of the test statistics, one only needs that the S 0 -sub-distribution 14 Statistical Applications in Genetics and Molecular Biology, Vol. 5 [2006] , Iss. 1, Art. 14 DOI: 10.2202 /1544 -6115.1199 of Q 0n (or Q # 0n ) converges to the S 0 -sub-distribution of Q 0 (P ). In certain applications, the latter is easier to show than the weak convergence to a complete m-dimensional limit distribution.
Two general examples: t-statistics and Chisquare statistics.
In this section, we present the new MTP for two general classes of multiple testing problems. First, we consider null hypotheses stating that a real valued parameter is smaller or equal than a hypothesized value, where we allow any kind of real valued parameter which can be estimated at a root-n-rate. For example, one might wish to test the null hypothesis that cancer cells have a particular gene expression that is less than or equal to non-cancer cells. In the second subsection we consider null hypotheses stating that K real valued parameters are equal. For example, one might wish to test the null hypothesis that 3 different sub-types of cancer have equal mean gene expression.
Testing real valued parameters.
Let Ψ(P )(j) be a real valued path-wise differentiable parameter of P , and consider the null hypothesis H 0j : Ψ(P )(j) ≤ ψ 0j for a null-value ψ 0j , j = 1, . . . , m. Given an asymptotically linear estimator ψ n (j) of Ψ(P )(j), let T n (j) = (ψ n (j)−ψ 0j )/σ n (j) be the test-statistic for testing the null hypothesis H 0j , where σ n (j) is the standard error of ψ n (j). Let IC j (O | P ) be the influence curve of the estimator ψ n (j) at P , j = 1, . . . , m. Since T n (j) = (ψ n (j) − Ψ(P )(j))/σ n (j) + (Ψ(P )(j) − ψ 0j )/σ n (j) and the first term converges to a N(0, 1) by the central limit theorem, it follows that, if j ∈ S 0 , then T n (j) is asymptotically dominated by a standard normal (i.e. ,  N(0, 1) ). Therefore, we should set Q 0j = Φ equal to the cumulative distribution function Φ of a standard normally distributed random variable. It also follows that the true marginal distribution Q nj of T n (j) can be approximated by a normal distribution with mean (Ψ(P )(j) − ψ 0j )/σ n (j) and variance 1. As a consequence, it follows that Q −1 0j Q nj (T n (j)) ≈ (ψ n (j) − Ψ(P )(j))/σ n (j) corresponds in first order with subtracting from T n (j) its shift (Ψ(P )(j) − ψ 0j )/σ n (j). However, the quantile-quantile function transformation actually In the next result we prove that, under mild regularity conditions, the conditional distribution ofT # n , given (P n : n ≥ 1), converges weakly to Q 0 (P ) = N(0, Σ(P )), where Σ(P ) is the correlation matrix of the vector influence curve IC(O | P ). This proves that our joint null distribution is asymptotically equivalent with the joint null distribution proposed in Pollard and van der Laan (2003) and the null-value shifted joint null distribution in Dudoit et al. (2004) . In particular, this shows that any of the theorems establishing Type-I error control in these latter papers also apply to this bootstrap null distribution Q # 0n . Theorem 2 Assume that ψ n is an asymptotically linear estimator of Ψ(P ) = (Ψ 1 (P ), . . . , Ψ m (P )) with influence curve IC(O | P ). Let Σ(P ) be the correlation matrix of IC(O | P ), and let σ n be an estimator of the standard error of ψ n so that Z n ≡ (ψ n − ψ)/σ n converges weakly to Q 0 (P ) = N(0, Σ(P )). Assume that σ # n − σ n converges to zero for n → ∞ a.s., and that, given (P n : n ≥ 1), the distribution of (ψ
where F Z denotes the cumulative distribution function of Z, conditional on (P n : n ≥ 1). The o(1) term converges to zero uniformly in x because σ # n behaves as a non-random σ n in the sense that σ # n − σ n → 0 for n → ∞, a.s. Because Z # n , given (P n : n ≥ 1), converges weakly to N(0, Σ(P )), and point-wise convergence of monotone functions to a continuous limit implies uniform convergence, we have that for n → ∞ As a consequence, it follows that for n → ∞ and any bounded interval [a, b] sup x∈ [a,b] 
. This shows that, conditional on (P n : n ≥ 1),T # n converges to the same limit distribution, Q 0 (P ) = N(0, Σ(P )), as Z # n . This completes the proof. 2 4.2 Testing equality of real valued parameters.
. . , K, be a collection of real valued path-wise differentiable parameters. Suppose that the null hypotheses of interest are H 0 (j) : Ψ j1 (P ) = Ψ j2 (P ) . . . = Ψ jK (P ), j = 1, . . . , m. That is, for each j, we wish to test equality of the K corresponding real valued parameters Ψ j1 (P ), . . . , Ψ jK (P ). For example, consider the case
is an outcome vector, L ∈ {1, . . . , K} is a group label, and we are concerned with testing equality of means across the K groups:
Let ψ jk,n be an asymptotically linear estimator of Ψ jk (P ) with influence curve IC jk (O | P ). Letψ jn be an asymptotically linear estimator ofΨ j (P ) =
ψ jk,n , or one might wish to use weights inversely proportional to a variance estimator of ψ jk,n , and use a corresponding weighted average. Now, note that, under H 0j , (ψ jk,n −ψ jn : k = 1, . . . , K) is an asymptotically linear estimator of (Ψ jk (P ) −Ψ j (P ) : k = 1, . . . , K) with influence curve
, and let Σ jn be an estimate of this covariance matrix. By the central limit theorem we have, under H 0j ,
Therefore we propose as test-statistic the squared Euclidean norm of the latter quantity:
If H 0j is true, then the marginal distribution of T n (j) converges to a X 2 -distribution with K − 1 degrees of freedom. Let G be the cumulative distribution function of this
n , given P n . Our proposed joint null distribution, Q 0n , for the test statistic T n is now the distribution of
and its bootstrap estimate, Q # 0n , is the distribution of
Note that the marginal distributions of Q 0n and Q # 0n are all exactly equal to the Chi-square distribution G with K − 1 degrees of freedom.
We will now establish the limit distribution of (T n (j) : j ∈ S 0 ) and show that the proposed bootstrap distribution (T # n (j) : j ∈ S 0 ) converges weakly to this limit distribution. Application of the previous stated and mentioned theorems now show that re-sampling based multiple testing procedures based on the bootstrap null distribution Q # 0n asymptotically control the wished Type-I error rate.
Theorem 3 We observe
n i.i.d. copies O 1 , . . . , O n of O ∼ P . Let Ψ jk (P ), j = 1, . . . , m, k = 1, . .
. , K, be a collection of real valued path-wise differentiable parameters. Suppose that the null hypotheses of interest are
Let ψ jk,n be an asymptotically linear estimator of Ψ jk (P ) with influence curve IC jk (O | P ). Letψ jn be an asymptotically linear estimator ofΨ j (P ) = 5 A simulation study.
Simulated data was used to examine the relative finite sample performance of the newly proposed quantile transformation method relative to the nullcentered, re-scaled bootstrap MTP as well as that based on marginal p-values (e.g., the Bonferroni method). The data generating mechanism was intended to provide situations for which Pearson χ 2 test is a valid test-statistic for testing the independence of two variables, Z and Y . Let X = (Z, Y ). In addition, we also wanted to engender dependence among test statistics to examine whether the quantile-method gained power over MTP's based strictly on marginal p-values (such as Bonferroni) that are only sharp under independence. The data-generating mechanism is defined as follows:
, where Z i was uniform over (0,1,2), i = 1, . . . , n, n = 99.
• Y ij was binary, where
• β 0i ∼ N(−0.57, 10) which means that every subject has a random intercept. This results in high positive correlation of the Y ij 's measured on the same subject, i, which engenders correlation of the test statistics, T n (j), j = 1, . . . , 100.
• For j = 1, . . . , 75, let β 1j = 0. For the remaining j it is fixed at a constant value, 0.40. The null hypotheses of interest are H 0j : Y j independent of Z, j = 1, . . . , 100. Note that the first 75 null hypotheses are true and the last 25 are false.
• The T n (j) are classic Pearson χ 2 statistics testing independence, which, under the null hypothesis, are asymptotically χ 2 distributed with 2 degrees of freedom (a binary variable, Y , vs. a variable with 3 categories, Z).
To summarize, we generated data that resulted in 100 dependent test statistics, for which we know the null hypothesis is true for 75 of them. In addition, we also know that if the null hypothesis is true, then the actual marginal distribution of the test statistics should be χ 2 distributed with 2 degrees of freedom. Thus we can choose the correct Q 0j . For each simulated data set we used the bootstrap to derive the null-centered, re-scaled test statistic and used a single-step approach to control family wise error rate 20 Statistical Applications in Genetics and Molecular Biology, Vol. 5 [2006 ], Iss. 1, Art. 14 DOI: 10.2202 /1544 -6115.1199 (FWER) defined as the probability of rejecting any true null hypothesis. This method for controlling FWER using a re-sampling based MTP is described in Dudoit et al. (2004) , which involves randomly re-sampling the independent units with replacement, calculating the Pearson χ 2 test statistic for each of the 100 tests, and repeating this B times (B = 5000 in this case). This results in a matrix of 100 rows and B columns. After re-scaling them to have the correct variance (a maximum of 2 times the degrees of freedom, or 4) and centering them to have mean equal to the degrees of freedom (2), one obtains the Monte-Carlo approximation of the proposed null distribution in Dudoit et al. (2004) based on 5000 replicates. We are now concerned with finding a common cut-off for the test-statistics so that under this null distribution the FWER is equal to 0.05. Thus, one finds the maximum for each column -the maximum over each of the 100 null-shifted, re-scaled test statistics, and one selects the 0.95 quantile of the obtained 5000 maxima. To control the FWER at 0.05, we reject the null hypothesis only if the observed T n (j) is greater than the 0.95 quantile of these maximums. The quantile method works the same, but the centering and scaling is now replaced by the quantile transformation on each row of orignal (before null-centering and re-scaling) matrix of bootstrapped test statistics, where Q −1 0j is now the inverse of the CDF of the χ 2 , df=2 distribution. Finally, the Bonferroni method is equivalent to rejecting the null hypothesis if the p-value is less than the desired FWER of 0.05 divided by the number of tests: in this case reject the null if 1 − F χ 2 ,df =2 (T n (j)) < 0.0005. For each simulated data set, the number of falsely rejected and accepted null hypotheses is recorded and the probability of making such mistakes estimated from repeated simulations (1000 in this case) provides both an estimate of the Type I error control and the power of these competing procedures.
First, for a single simulation, we compared the density of the null-centered re-scaled test statistics, the quantile transformed test statistics and the desired marginal null distribution (χ 2 ) among those test statistics for which the null is true. Figure 1 presents the smoothed (kernel) density estimators, both over the range of T n (j) and then for just the right tail. As one can see, the null-centered, re-scaled distribution does a poor job of approximating the χthe FWER based upon quantile transformed null distribution is reasonably sharp (FWER = 0.04). A single step method, whatever null distribution is used, should be conservative since not all null hypotheses are true. We also note that the quantile-transformation method has 10 times the power of the Bonferroni method. Thus, the simulations seem to confirm what the above discussion predicts -that a MTP based on a quantile-quantile function transformed bootstrap distribution of the test-statistics can remedy practical problems with the original re-sampling based procedures, in that good error control can be achieved with a practical number bootstrap repeats. We note that as B gets larger, by theory, the FWER for the null-value centering and scaled null distribution will also achieve the wished asymptotic control of the family wise error, but B must be very large to get accurate control in the extreme tails, and also the sample size will probably need to be larger. The quantile transformed bootstrap null distribution appears to provide a fix to these practical problems with the re-sampling based methodology. The bottom-line is a new technique that gives the optimal marginal inference and provides powerful and generally valid MTP's by taking advantage of the dependence among test statistics.
A data example.
We examine the same competing MTP's on a data set of the association of single nucleotide poly-morphisms (SNPs) in the ghrelin (GHRL) and neuropeptide Y (NPY) genes and a form of cancer, non-Hodgkin lymphoma (NHL). There is some biologic plausibility that poly-morphisms in these genes might be related to NHL (see Skibola et al. (2005) for more detail). We examined the association of 11 SNP's, each of which have 3 levels (homozygous wild-type, heterozygous, and homozygous mutant) and NHL. For each of these SNP's we also examine the association with 4 different sub-types of NHL: 1) all NHL cases, 2) diffuse large-cell lymphoma (DLCL), 3) follicular lymphoma (FL) and 4) cancers that are neither DLCL nor FL, resulting in a total of 44 tests. The samples size is n = 992. As in the simulations, the null hypotheses of interest are the independence of the SNP and NHL across the SNPs, and for each null hypothesis we use the Pearson χ 2 test. Table 1 has the raw and adjusted p-values based on the same three procedures performed in the simulations. As one can see, though no comparisons would be significant at an FWER of 0.05, the quantile transformation method appears to 7 Discussion.
In most marginal testing problems the wished (e.g., most powerful) marginal null distribution is known. Therefore, methods based on marginal p-values have been attractive because of that very reason, but users are also concerned about the fact that these methods are only sharp under complete independence. The re-sampling based multiple testing methodology based on a data generating null distribution in Westfall and Young (1993) controlled the choice of marginal null distributions, and aims to estimate a valid joint distribution for the test-statistics, but it relies on a very restrictive subset pivotality condition. Therefore it can only be applied to a limited set of multiple testing problems. The recently proposed re-sampling-based multiple testing methods based on the null-value centered and scaled bootstrap distribution of the test-statistics resolves the restrictive subset-pivotality condition, but its finite sample performance can suffer due to the fact that the marginal null distributions cannot be controlled. As a consequence, this method, though asymptotically always valid, might require larger sample sizes and large number of bootstrap replicates. We view our newly proposed resampling based multiple testing methodology based on the quantile-tranformed null distribution as the method solving all the above concerns: it provides asymptotically sharp control, it does not rely on the subset pivotality condition, and it still controls the choice of marginal null distributions. As a consequence, it will typically outperform the other methods in finite samples and asymptotically.
APPENDIX -Glossary of Notation X 1 , . . . , X n the data on n i.i.d units having distribution, X ∼ P .
P n is the empirical distribution of X.
H 0j , j = 1, . . . , m are the null hypotheses of interest.
T n = (T n (1), . . . , T n (m)) vector of observed test-statistics Q n (P ) is the unknown joint distribution of T n . S 0 ≡ {j : H 0j is true} is the set of true null hypotheses.
S n ⊂ {1, . . . , m} indicates the set of hypotheses for which one rejects the null hypotheses based on some MTP.
V n is the number of falsely rejected null hypotheses in the multiple testing procedure S n .
θ(F V n ) is the type I error rate, which is a function of the distribution of the number of false positives (F V n ), one wishes to control with the MTP.
S(T n , Q, α) = {j : T n (j) > c j (Q, α)} is a MTP based on chosen cut-off rule c (Q, α) , where α is the desired error rate, and Q is the proposed null distribution.
Q 0j is a marginal null distribution for the jth test statistic that dominates the true marginal distribution, Q nj , of the test-statistic for j ∈ S 0 (true nulls).
T n (j) = Q −1 0j Q nj (T n (j)) is the proposed finite sample null distribution of T n (j).
Q 0n (P ) is the finite sample joint null distribution dominating the true distribution Q n (P ) of T n , and Q 0 (P ) denotes the asymptotic limit distribution of Q 0n (P ). Genetics and Molecular Biology, Vol. 5 [2006] , Iss. 1, Art. 14 DOI: 10.2202 /1544 -6115.1199 
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