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a b s t r a c t
By a block representation of LU factorization for a general matrix introduced by Amodio
and Mazzia [P. Amodio, F. Mazzia, A new approach to the backward error analysis in the
LU factorization algorithm, BIT 39 (1999) 385–402], a block representation of block LU
factorization for block tridiagonal blockH-matrices is obtained and some properties on the
factors of the factorization are presented. Perturbation theory for the block LU factorization
of block tridiagonal block H-matrices is also considered. Then a rounding error analysis of
the block LU factorization for block tridiagonal blockH-matrices is given, and some bounds
for the growth factor are proposed. Finally, a numerical example is presented to illustrate
our theoretical results.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Block LU factorization appears to have first been proposed for block tridiagonal matrices, which frequently arise in
the discretization of partial differential equations. References relevant to this application include Isaacson and Keller [1],
Varah [2], Bank and Rose [3], Mattheij [4], and Concus et al. [5]. A new block LU factorization method for block tridiagonal
symmetric indefinitematriceswas proposed in [6]. Thismethod inherited the advantage of Cholesky factorizationwith small
storage and low computation costs and numerical results demonstrated that the factorization was stable if its condition
number was not too large.
Results were presented concerning the stable LU factorization of H-matrices, and Gaussian elimination with column-
diagonal-dominant (abbreviated cdd) pivoting was shown to be applicable toH-matrices in [7]. Using themost cdd pivoting
as a pivot element forM-matrices is numerically stable, and this method of selecting a pivoting is also stable when finding
the incomplete factorization of an H-matrix (see [8,9] for details).
The definition of a block H-matrix was first presented in [10]. Then a more general definition of block H-matrices was
given in [11] and he has shown that therewas an exact block LU factorization (without pivoting) for a nonsingular tridiagonal
matrix and the factors for a (pointwise) H-matrix L and U were also (pointwise) H-matrices. Moreover, there was an exact
block factorization without pivoting for a block H-matrix defined by Polman. However, some properties on the factors L
and U derived from the block factorization are not touched. Actually, using Gaussian elimination without pivoting for a
nonsingular block tridiagonal block H-matrix, reduced matrices can preserve the key property of the original matrices if
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some conditions are satisfied (see [12] for details). In this paper, applying the block representation of the LU factorization
for a general matrix presented in [13], we first give a block representation of the block LU factorization for block tridiagonal
block H-matrices. Then, based on the definition of block H-matrices proposed by Robert, some properties on the factors
Li,Ui,Di, Si, L and U associated with the block LU factorization in this paper for block tridiagonal block H-matrices are
obtained. Moreover, the conditions in [12] need not be satisfied in this paper, i.e., the conditions are relaxed.
There are lots of papers dealing with perturbation theory for the LU factorization. References relevant to this
problem include Demmel et al. [14], Barrlund [15], Stewart [16,17], Higham [18], etc. A highly structured componentwise
perturbation analysis of the LU factorization for tridiagonalmatrices without pivotingwas presented in [19]. Based on series
expansions, perturbation theory for the block LU factorization of Hermitianmatrices was presented in [20]. One of the goals
of this paper is to present perturbation theory for the block LU factorization of block tridiagonal block H-matrices. We
will show that the factors L˜i, U˜i, L˜ and U˜ are block H-matrices in some cases. Moreover, the perturbation A˜ is also a block
tridiagonal blockH-matrixwhen some conditions on E are satisfied, i.e., the key property on blockH-matrices is not sensitive
when some conditions on the matrix E are satisfied.
It is well known that a backward error analysis is one of the most powerful tools for studying the stability of numerical
algorithms. A backward error analysis of a point tridiagonal matrix was presented in [18]. Then the stability of the LU
factorization of tridiagonal matrices without pivoting was also considered in [19], and their result improved slightly the
backward error analysis obtained in [18]. Forsgren et al. [21] gave a rounding-error analysis of the symmetric indefinite
factorization when applied to t-diagonally dominant systems. A rounding error analysis of the block LU factorization in this
paper for block tridiagonal block H-matrices is also proposed. Moreover, it will be shown that the distinction between the
rounding error of the LU factorization for point tridiagonalmatrices, the general rounding error of block LU factorization and
that of the block LU factorization in this paper for block tridiagonal block H-matrices is exceedingly conspicuous in some
sense.
The growth factor and condition number are important for controlling numerical stability of the Gaussian elimination
algorithm. Traditionally, the growth factor was introduced in [22]. References relevant to this problem include Gould [23],
Day and Peterson [24], Trefethen and Schreiber [25], Mead et al. [26], and Peña [27]. Block LU factorization is stable for a
general matrix A as long as GE is stable for A, i.e., ρn defined in [13] is of order 1 and A is well conditioned. For a nonsingular
block tridiagonal block H-matrix, based on the growth factor ρn, the relation between κ(µ¯(s−1)(A)) and κ(µ¯(A)) is clarified,
where κ(µ¯(s−1)(A)) and κ(µ¯(A)) are condition numbers of the reduced matrix produced by the (s − 1)st step of Gaussian
elimination for µ¯(A) and of the matrix µ¯(A) defined in Definition 2.2, respectively. That is, a lower bound for the growth
factorρn(µ¯(A)) is given. Someupper bounds for the growth factorρn(A) are also presented in different cases, and anumerical
example is proposed to demonstrate our theoretical results.
In this paper, unless otherwise stated, let A = (aij), B = (bij) ∈ Rn×n, a, b, c ∈ Rn×1, and let the inequality A ≥ B be de-
noted by aij ≥ bij. Again, let T = {1, 2, . . . , s}, and assume that diag(A)denotes themain diagonal ofA, A = tridiag[c, a, b] =
(aij) means the entries aij = 0 whenever |i − j| > 1, and B = bidiag[a, b] denotes the entries bij = 0 except for the main
diagonal and upper(lower) minor diagonal of B.
2. Preliminaries
Analogous to the point comparison matrix, the block comparison matrix of a matrix can be defined as follows. Let
A = (Aij)s×s ∈ Cn×ns and Aii, l = 1, 2, . . . , s, be nonsingular. Then its block comparison matrix µ(A) = (ωij) is defined
by
ωij =
∥A−1ii ∥−1, if i = j,−∥Aij∥, if i ≠ j,
where ∥ • ∥ is some multiplicative matrix norm with ∥I∥ = 1 and I is the identity matrix. However, Robert has not applied
directly the block comparison matrices to the definition of block H-matrices. We can reformulate the definition of block
H-matrices due to Robert [10], but we first must recall the definition ofM-matrices.
Definition 2.1 ([28]). Let an n × n real matrix A = (aij) be nonsingular. If aij ≤ 0 for all i ≠ j and A−1 ≥ 0, then A is called
anM-matrix.
Definition 2.2 ([10]). Let A = (Aij)s×s ∈ Cn×ns and Aii, i = 1, 2, . . . , s, be nonsingular. If the matrix µ¯(A) = (mij), where
mij =

1, if i = j,
−∥A−1ii Aij∥, if i ≠ j, (1)
is anM-matrix, then A is a block H-matrix.
Applying Lemma 5 with Theorem 4 in [11], we have the following lemma.
Lemma 2.3 ([11]). If A is a block H-matrix, then there is the exact block LU factorization without pivoting.
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It is well known that the following properties onM-matrices are presented.
Lemma 2.4 ([29]). Let A, B ∈ Rn×n. If A is an M-matrix, B is an Z-matrix (bij ≤ 0 for all i ≠ j), and B ≥ A, then B is also an
M-matrix.
Lemma 2.5 ([28]). Let A ∈ Rn×n be an Z-matrix. If A is an M-matrix, then all principal submatrices are again M-matrices.
Consider the following nonsingular block tridiagonal matrix
A =

A1 C1
B2 A2 C2
. . .
. . .
. . .
. . .
. . . Cs−1
Bs As
 ∈ Rn×n, (2)
where s > 1, the off-diagonal blocks Bi ∈ Rki×ki−1 (i = 2, 3, . . . , s) and Ci ∈ Rki×ki+1 (i = 1, 2, . . . , s − 1), and
Ai ∈ Rki×ki (i = 1, 2, . . . , s) are nonsingular matrices. All ki satisfy 1 ≤ ki < n andsi=1 ki = n.
If A in (2) is a block H-matrix, using expression (1), we have
mij =

1, if i = j,
−∥A−1i Bi∥, if i = j+ 1,
−∥A−1i Ci∥, if i = j− 1,
(3)
and µ¯(A) = (mij)s×s is anM-matrix.
For a dense matrix, a block representation of the LU factorization was proposed in [13]. From Lemma 2.3 and this
factorization, we can obtain a similar representation of the block LU factorization for block tridiagonal H-matrices. The
factorization of A through s− 1 steps is presented. The first step of the factorization for block tridiagonal block H-matrices
is represented as
A =

I1
B2A−11 I2
. . .
Is
I1 S1

A1 C1
I2
. . .
Is
 = L1D1U1. (4)
The second step of the factorization can be applied to D1 in order to obtain a matrix D2 with a sub-block S2, then
D1 = L2D2U2. (5)
Applying expressions (4) and (5) recursively, we get
Di−1 = LiDiUi. (6)
After s− 1 steps the block Ss−1 is ks × ks and the factorization ends, we obtain
A = L1L2 · · · Ls−1Ds−1Us−1 · · ·U2U1 = LU, (7)
where L =s−1i=1 Li and U = Ds−1s−1i=1 Us−i.
3. Block LU factorization for block tridiagonal block H-matrices
By applying block Gaussian elimination for a dense matrix, it is well known that reduced matrices preserve the same
property when the matrix is a symmetric positive definite, an M-matrix (see [30]), or a block diagonally dominant matrix
introduced in [31]. In this section, some properties on the factors Li,Ui,Di, Si, L and U for block tridiagonal block H-matrices
are proposed. We first consider the relation between µ¯(Dk) and µ¯(A)(k), where µ¯(A)(k) is the reduced matrix produced by
the kth step of Gaussian elimination for µ¯(A). The problem is whether the relationship is the same as that of (pointwise)
H-matrices. The following theorem will give our response.
Theorem 3.1. Let the matrix A in (2) be a block tridiagonal block H-matrix, and let µ¯(Dk) = (m(k)ij ), µ¯(A)(k) = (d(k)ij ) denote the
reduced matrices of µ¯(A). Then
µ¯(A)(k) ≤ Xkµ¯(Dk),
where Xk = diag(1, . . . , 1, ∥(I − A−1k+1Bk+1U−1kk Ck)−1∥−1, 1, . . . , 1).
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Proof. By assumptions, µ¯(A) is anM-matrix. A1 is a nonsingular submatrix, then the first step of block LU factorization for
block tridiagonal block H-matrix succeeds, producing three matrices L1,D1 and U1 and the matrix µ¯(D1) can be written as
µ¯(D1) = tridiag(α, β, γ ), (8)
where α = (0,−∥A−13 B3∥, . . . ,−∥A−1s Bs∥)T , β = (1, . . . , 1, )T and γ = (0,−∥(A2 − B2A−11 C1)−1C2∥,
−∥A−13 C3∥, . . . ,−∥A−1s−1Cs−1∥)T . Using Gaussian elimination for the matrix µ¯(A) and producing the reduced matrix µ¯(A)(1)
can be represented as
µ¯(A)(1) = tridiag(α′, β ′, γ ′),
where β ′ = (1, 1− ∥A−12 B2∥ ∥A−11 C1∥, 1, . . . , 1)T , γ ′ = (−∥A−11 C1∥, . . . ,−∥A−1s−1Cs−1∥)T and α′ = α. Let
X1 = diag(1, ∥(I − A−12 B2A−11 C1)−1∥−1, 1, . . . , 1),
and multiply (8) on both sides with X1, we have
X1µ¯(D1) = (m¯(1)ij ),
m¯(1)23 ≥ −∥(I − A−12 B2A−11 C1)−1∥−1∥(I − A−12 B2A−11 C1)−1∥ ∥A−12 C2∥
= d(1)23 .
Using the following definition (see [18,31] for details)
∥A−1∥−1 = min∥x∥=1∥Ax∥,
and comparing m¯(1)22 with d
(1)
22 , we obtain
m¯(1)22 = min∥x∥=1∥(I − A−12 B2A−11 C1)x∥
≥ 1−max∥x∥=1∥A−12 B2A−11 C1x∥
≥ d(1)22 .
Thus
µ¯(A)(1) ≤ X1µ¯(D1).
For a given k (1 ≤ k ≤ s− 1), assume that there is the matrix Dk and
Xk = diag(1, . . . , 1, ∥(I − A−1k+1Bk+1U−1kk Ck)−1∥−1, 1, . . . , 1).
Then
m¯(k)k+1k+2 = −∥(I − A−1k+1Bk+1U−1kk Ck)−1∥−1∥(Ak+1 − Bk+1U−1kk Ck)−1Ck+1∥
≥ −∥A−1k+1Ck+1∥ = d(k)k+1k+2.
By induction, assume that
µ¯(A)(k−1) ≤ Xk−1µ¯(Dk−1).
Then
d(k−1)k,k ≤ ∥(I − A−1k BkU−1k−1,k−1Ck−1)−1∥−1.
Thus
m¯(k)k+1k+1 = min∥x∥=1∥(I − A−1k+1Bk+1U−1kk Ck)x∥
≥ 1− ∥A−1k+1Bk+1∥ ∥U−1kk Ck∥
≥ 1− ∥A−1k+1Bk+1∥ ∥(I − A−1k BkU−1k−1,k−1Ck−1)−1∥ ∥A−1k Ck∥
≥ 1− ∥A
−1
k+1Bk+1∥ ∥A−1k Ck∥
d(k−1)k,k
= d(k)k+1k+1.
Therefore the theorem is proved. 
The corresponding result for point H-matrices is as follows:
M(k) ≤ µ(A(k)), 1 ≤ k ≤ n− 1, (9)
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where A(k) and M(k), respectively, denote the reduced matrices of A and the reduced matrices of comparison matrix µ(A)
(see [7] for details). From Theorem 3.1, it is conspicuous that inequality (9) is not admitted for block H-matrices.
From Lemma 2.4 and Theorem 3.1, we have the following theorem.
Theorem 3.2. Let A in (2) be a block tridiagonal block H-matrix. Then Dk, for all 1 ≤ k ≤ s− 1, are also block H-matrices.
Proof. Using Theorem 3.1, it follows that
µ¯(A)(k) ≤ Xkµ¯(Dk).
Thus
X−1k µ¯(A)
(k) ≤ µ¯(Dk).
By the definition of blockH-matrices, µ¯(A) is anM-matrix. Reducedmatrices ofM-matrices inherit the key property (see [30]
for details), thus thematrices µ¯(A)(k), for all 1 ≤ k ≤ s−1, are alsoM-matrices. For the positive diagonalmatrix Xk, applying
the definition of M-matrices, it follows that X−1k µ¯(A)(k) is also an M-matrix. From Lemma 2.4, the matrices µ¯(Dk), for all
1 ≤ k ≤ s− 1, areM-matrices. Therefore Dk, for all 1 ≤ k ≤ s− 1, are also block H-matrices and this finishes the proof. 
Using Lemma 2.5 and Theorem 3.2, we have the following theorem about Si for all 1 ≤ i ≤ s− 1.
Theorem 3.3. Let thematrix A in (2) be a block tridiagonal block H-matrix. Then Si, for all 1 ≤ i ≤ s−1, are also block tridiagonal
block H-matrices.
Proof. By expression (4), it follows that Si is a principle submatrix of Di, i.e., µ¯(Si) is a principle submatrix of µ¯(Di). From
Lemma 2.5 and Theorem 3.2, µ¯(Si) is also an M-matrix. Thus the matrices Si, for all 1 ≤ i ≤ s − 1, are also block H-
matrices. Moreover, it is conspicuous that the matrices Si (1 ≤ i ≤ s − 1) are also block tridiagonal matrices. The proof is
completed. 
The problem is whether the matrices Li,Ui, L and U are also block H-matrices when the matrix A in (2) is a block
tridiagonal block H-matrix? We first deal with the property on the matrices Li and Ui.
Theorem 3.4. Let A in (2) be block tridiagonal block H-matrix. Then Li and Ui, for all 1 ≤ i ≤ s− 1, are also block H-matrices.
Proof. By expressions (1) and (4), we can obtain µ¯(L1) and µ¯(U1). Then inverting them, it follows that
µ¯(L1)−1 =

1
∥B2A−11 ∥ 1
. . .
1
 , µ¯(U1)−1 =

1 ∥A−11 C1∥
1
. . .
1
 .
Therefore
µ¯(L1)−1 ≥ 0, µ¯(U1)−1 ≥ 0.
Applying the definition ofM-matrices, µ¯(L1)−1 and µ¯(U1)−1 areM-matrices. By the definition of block H-matrices, both L1
and U1 are block H-matrices. For a given i (1 ≤ i ≤ s− 1), from expressions (5) and (6), we have
µ¯(Li)−1 ≥ 0, µ¯(Ui)−1 ≥ 0.
Thus both µ¯(Li) and µ¯(Ui) areM-matrices, i.e., both Li and Ui are also block H-matrices. The result follows. 
By Theorem 3.4 and expression (7), we have the following theorem.
Theorem 3.5. Let the matrix A in (2) be a block tridiagonal block H-matrix. Then L and U are also block H-matrices.
Proof. Since L = s−1i=1 Li and U = Ds−1s−1i=1 Us−i, applying expression (1) we can get µ¯(L) and µ¯(U). Inverting them, it
follows that
µ¯(L)−1 =

1
∥B2A−11 ∥ 1
∥B3U−12 ∥ ∥B2A−11 ∥ ∥B3U−12 ∥ 1
...
...
. . .
. . .
∥BsU−1s−1∥ · · · ∥B2A−11 ∥ ∥BsU−1s−1∥ · · · ∥B3U−12 ∥ · · · ∥BsU−1s−1∥ 1
 ,
µ¯(U)−1 =

1 ∥A−11 C1∥ ∥A−11 C1∥ ∥U−12 C2∥ · · · ∥A−11 C1∥ · · · ∥U−1s−1Cs−1∥
1 ∥U−12 C2∥ · · · ∥U−12 C2∥ · · · ∥U−1s−1Cs−1∥
. . .
. . .
...
1 ∥U−1s−1Cs−1∥
1
 .
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Then
µ¯(L)−1 ≥ 0 and µ¯(U)−1 ≥ 0.
Therefore both µ¯(L) and µ¯(U) areM-matrices, i.e., the factors L and U are also block H-matrices. 
Comparing the above theoremwith the corresponding result in [12], it is obvious that reducedmatrices in [12] inherited
the key property of the originalmatrixwhen the conditions that all A−1i BiU
−1
i−1,i−1Ci−1 wereHurwitz stable had to be satisfied.
However, the conditions need not be satisfied in this paper, i.e., the conditions are relaxed.
4. Perturbation theory
Consider a perturbation A˜ = A+ E of A, where E is also a block tridiagonal matrix with ρ(A−1i Eii) < 1 and ρ(A−1E) < 1.
Then A˜i and A˜ are nonsingular andhave auniqueblock LU factorization for the perturbation A˜. In this section, the perturbation
theory for the block LU factorization appearing in (7) for block tridiagonal blockH-matrices is proposed. The problem iswhat
conditions can make sure A˜, L˜i and U˜i are also block H-matrices. The following theorems are our response.
Theorem 4.1. Let the matrix A in (2) be a block tridiagonal block H-matrix. Assume that E is also a block tridiagonal and
Eij = εijAij, where εij are sufficiently small and εii ≥ εij for all i ≠ j. Then
(1) µ¯(A˜) ≥ µ¯(A);
(2) the perturbation A˜ = A+ E is also a block tridiagonal block H-matrix;
(3) A˜ has a block LU factorization A˜ = L˜U˜ , where L˜ and U˜ are also block H-matrices.
Proof. (1): By assumptions, we have
A˜ = A+ E = L(I + L−1EU−1)U,
ρ(L−1EU−1) ≤ ∥L−1EU−1∥ ≤ ∥L−1∥ ∥E∥ ∥U−1∥ ≤ εκ(L)κ(U) < 1,
where ε = max1≤i,j≤s{|εij|} is also sufficiently small and the condition numbers κ(L) = ∥L−1∥ ∥L∥ and κ(U) = ∥U−1∥ ∥U∥
are acceptable. Then I + L−1EU−1 is nonsingular, i.e., A˜ is also nonsingular. By the definition of µ¯(.), we have
µ¯(A˜) = tridiag(X, Y , Z),
where
X = [−∥(A2 + E22)−1(B2 + E21)∥, . . . ,−∥(As + Ess)−1(Bs + Ess−1)∥]T ,
Y = [1, 1, . . . , 1]T ,
Z = [−∥(A1 + E11)−1(C1 + E12)∥, . . . ,−∥(As−1 + Es−1s−1)−1(Cs−1 + Es−1s)∥]T .
To save clutter we will omit ‘‘+O(ε2)’’. The matrix E11 = ε11A1, then
(A1 + E11)−1 = A−11 − A−11 E11A−11 . (10)
Multiplying (10) on both sides with (C1 + E12) gives
(A1 + E11)−1(C1 + E12) = A−11 C1 − ε11A−11 A1A−11 C1 + ε12A−11 C1
= (1− ε11 + ε12)A−11 C1.
Therefore
∥(A1 + E11)−1(C1 + E12)∥ ≤ ∥A−11 C1∥.
Similarly, we have
∥(A2 + E22)−1(B2 + E21)∥ ≤ ∥A−12 B2∥.
For a given i (1 ≤ i ≤ s), it follows that
∥(Ai + Eii)−1(Bi + Eii−1)∥ ≤ ∥A−1i Bi∥, (11)
∥(Ai + Eii)−1(Ci + Eii+1)∥ ≤ ∥A−1i Ci∥. (12)
Applying inequalities (11) and (12) gives
µ¯(A˜) ≥ µ¯(A). (13)
(2): Since µ¯(A) is anM-matrix, from Lemma 2.4 and inequality (13), µ¯(A˜) is also anM-matrix. Therefore A˜ is anH-matrix.
(3): Based on the above result mentioned, A˜ is a block tridiagonal block H-matrix. Applying Lemma 2.3, A˜ has a block LU
factorization A˜ = L˜U˜ . From Theorem 3.5, the factors L˜ and U˜ preserve the key property of the original matrix A˜. 
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From Theorem 4.1, it has shown that the property on block tridiagonal block H-matrices can be inherited if some
conditions on E can be satisfied, i.e., block tridiagonal block H-matrices are not sensitive to a certain small perturbation.
Moreover, so is the sensitivity of the key property on the factors L and U .
Theorem 4.2. Let the matrix A in (2) be a block tridiagonal block H-matrix. Assume that E is also a block tridiagonal and
Eij = εijAij, where εij are sufficiently small and εii ≥ εij for all i ≠ j. Then all L˜i and U˜i are block H-matrices.
Proof. From Theorem 4.1, A˜ is also a block H-matrix. Thus, by Theorem 3.4, all L˜i and U˜i are block H-matrices. 
If εii ≥ εij is not satisfied, thenwe cannot obtain the first result of Theorem4.1. Fortunately, the rest results of Theorem4.1
hold as long as ∥E∥ is sufficiently small and A has a block LU factorization. The results and the proof are as follows.
Theorem 4.3. Let the matrix A in (2) be a block tridiagonal block H-matrix, and let ∥E∥ be sufficiently small. Then
(1) the perturbation A˜ = A+ E is also a block tridiagonal block H-matrix;
(2) A˜ has a block LU factorization A˜ = L˜U˜ , where L˜ and U˜ are also block H-matrices;
(3) all L˜i and U˜i are block H-matrices.
Proof. Since ∥E∥ is sufficiently small, by the continuity, its eigenvalues have positive real part. Thus µ¯(A + E) is an M-
matrix, i.e., A+ E is a block H-matrix. By Lemma 2.3, A˜ has a block LU factorization. From Theorem 3.4, all L˜i and U˜i are block
H-matrices. 
Similarly, from Theorems 4.2 and 4.3, the factors L˜i and U˜i are also block H-matrices when some conditions on the
perturbation A˜ can be satisfied or their sensitivity is also limited in some cases.
5. Rounding error analysis
Unless otherwise stated, in this section an unsubscripted norm denotes
∥A∥ := maxi,j|aij|.
Note that for this norm, with A and B dimensioned as the following assumption (a),
∥AB∥ ≤ n∥A∥ ∥B∥
is the best such inequality. It is well known that this norm is not consistent, but for sparse matrices it is simple and proper
choice.
The use of BLAS3 based on fast matrix multiplication techniques affects the stability only insofar as it increases the
constant terms in the normwise backward error bounds (see [32] for details). We make assumptions about the underlying
level-3 BLAS (matrix–matrix operations) as follows.
(a) If A ∈ Rm×n and B ∈ Rn×p, then the computed approximation Cˆ to C = AB satisfies
Cˆ = AB+1C, ∥1C∥ ≤ c1(m, n, p)u∥A∥ ∥B∥ + O(u2), (14)
where c1(m, n, p) denotes a constant depending on m, n and p, and u is the unit rounding-off associated with the
particular machine being used.
(b) The computed solution Xˆ to the triangular systems TX = B, where T ∈ Rm×m and B ∈ Rm×p, satisfies
T Xˆ = B+1B, ∥1B∥ ≤ c2(m, p)u∥T∥ ∥Xˆ∥ + O(u2), (15)
where c2(m, p) denotes a constant depending onm and p.
For conventional BLAS3 implementations, condition (14) holdswith c1(m, n, p) = n2 (see [33]). In this section, a rounding
error analysis of the block LU factorization for block tridiagonal block H-matrices is given. We first recall the case of point
tridiagonal matrices.
Lemma 5.1 ([19]). Let the algorithm in [19] applied to the tridiagonal n × n matrix T = tridiag[c, a, b] succeed. Then the
computed LU factors, Lˆ = bidiagl[lˆ, ones] and Uˆ = bidiagu[uˆ, b], satisfy
tridiag[b+1b, a+1a, c] = LˆUˆ, |1b| ≤ u|b|, |1a| ≤ udiag(|Lˆ| |Uˆ|).
Furthermore, Demmel et al. [14] presented the following lemma on the general backward error result on BLU
factorization.
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Lemma 5.2 ([14]). Let Lˆ and Uˆ be the computed block LU factors of A ∈ Rn×n from Algorithm BLU. For L21A11 = A21, assume
that the computed matrices Lˆ21 satisfy
Lˆ21A11 = A21 +1A21, ∥1A21∥ ≤ cnu∥Lˆ21∥ ∥A11∥ + O(u2).
Then
LˆUˆ = A+1A, ∥1A∥ ≤ dnu(∥A∥ + ∥Lˆ∥ ∥Uˆ∥).
For block tridiagonal block H-matrices, whether the forms of the upper bounds of ∥1Ai∥, ∥1Bi∥, and ∥1Ci∥ satisfy the
similar to those of point tridiagonal matrices and those of general backward error result on BLU factorization? The following
theorem is to present our response.
Theorem 5.3. Let the matrix A in (2) be a block tridiagonal block H-matrix. If
max
i
{nc2(n, n)κ(Li)u} < 1, (16)
then, under assumptions (a) and (b), the computed block LU factors satisfy
tridiag[B+1B, A′ +1A′, C] = LˆUˆ, ∥1B∥ ≤ c ′u∥B∥ + O(u2), ∥1A′∥ ≤ c ′′u∥µ(Lˆ)∥ ∥µ˘(Uˆ)∥ + O(u2),
where
A′ +1A′ = [A1 +1A1, . . . , As +1As]T , c ′ = max
i
{c1(ki+1, ki, ki)kiκ(Ui)} ,
B+1B = [B1 +1B1, . . . , Bs +1Bs]T , c ′′ = max
i
{(ki + c1(ki+1, ki, ki+1))n},
and µ˘(Uˆ) = (nij) is defined by
nij =
∥Uii∥, if i = j,
−∥Ci∥, if i = j− 1.
Proof. To save clutter we will omit ‘‘+O(u2)’’. By the computed quantities, we have
∥Uˆi∥ ≤ ∥Ui∥ + O(u), ∥Uˆ−1i ∥ ≤ ∥U−1i ∥ + O(u). (17)
Now ∥Uˆii∥ ≤ ∥Uˆi∥ and ∥Uˆ−1ii ∥ ≤ ∥Uˆ−1i ∥. By the process of block LU factorization and assumption (a) it follows that
Lˆi+1i = Bi+1Uˆ−1ii +1Li+1i, ∥1Li+1i∥ ≤ c1(ki+1, ki, ki)u∥Bi+1∥ ∥Uˆ−1ii ∥. (18)
Multiplying (18) on the both sides with Uˆii and combining with (17) gives
Lˆi+1iUˆii = Bi+1 +1Li+1iUˆii = Bi+1 +1Bi+1, ∥1Bi+1∥ ≤ ki∥1Li+1i∥ ∥Uˆii∥ ≤ c1(ki+1, ki, ki)kiκ(Ui)u∥Bi+1∥.
Therefore ∥1B∥ ≤ c ′u∥B∥. For the bound for ∥1A′∥, we first consider
L−1i Lˆi = I +1I ′′, ∥1I ′′∥ ≤ c2(n, n)u∥L−1i ∥ ∥Lˆi∥.
Then
Lˆi = Li + Li1I ′′, ∥Lˆi∥ ≤ ∥Li∥1− c2(n, n)nκ(Li)u .
Now ∥Lˆi+1i∥ ≤ ∥Lˆi∥. Let the computed approximation Fˆ satisfy
Fˆ = Lˆi+1iCi +1F , ∥1F∥ ≤ c1(ki+1, ki, ki+1)1− c2(n, n)nκ(Li)uu∥Li∥ ∥Ci∥.
And
Uˆi+1i+1 + Fˆ = Ai+1 + G, ∥G∥ ≤ u(∥Uˆi+1i+1∥ + ∥Fˆ∥),
then
Uˆi+1i+1 + Lˆi+1iCi = Ai+1 +1Ai+1,
∥1Ai+1∥ ≤ c1(ki+1, ki, ki+1)u∥Lˆi+1i∥ ∥Ci∥ + u(∥Uˆi+1i+1∥ + ∥Fˆ∥)
≤ (ki + c1(ki+1, ki, ki+1))u(∥Lˆi+1i∥ ∥Ci∥ + ∥Uˆi+1i+1∥)
≤ (ki + c1(ki+1, ki, ki+1))nu∥µ(Lˆi)∥ ∥µ˘(Uˆi)µ˘(Uˆi+1)∥,
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where µ(Lˆi) is the block comparison matrices of Lˆi, µ˘(Uˆi) = (hlm) is denoted by
hlm =

1, if l = m ≠ i,
∥Uˆii∥, if l = m = i,
−∥Ci∥, if l = m− 1 = i.
Therefore the bound for ∥1A′∥ can be obtained and the proof is completed. 
Comparing Lemma 5.1 with Theorem 5.3, it is conspicuous that there exists the distinction between the rounding error
of the LU factorization for point tridiagonal matrices and that of the block LU in this paper for block tridiagonal block H-
matrices. Additionally, condition (16) can be canceled when the block tridiagonal H-matrices are well conditioned.
Comparing Lemma 5.2 with Theorem 5.3, we can obtain the following remarks.
(a) Based on different representations, the result of Theorem 5.3 is simpler than that of Lemma 5.2 in some sense. Taking
∥1B∥ for example, by Theorem 5.3, we obtain the estimate by B. However, in Lemma 5.2, we must apply the matrices
A, Lˆ and Uˆ . Moreover, in Theorem 5.3, the estimate on1C is the exact value 0, whereas its estimate in Lemma 5.2 is poor.
(b) Unfortunately, in the proof of Theorem 5.3, there is a drawback that we need to compute κ(Ui) and κ(Li).
6. Growth factor
Numerical stability of the Gaussian elimination algorithm requires controlling the size of ‘‘growth factor’’. A general and
well-known definition of growth factor was presented in [34], and a new definition of the growth factor ρn denoted by
ρn =
max
i
∥Sˆi∥∞
∥A∥∞ , 0 ≤ i ≤ s− 1,
which allowed us to obtain a more accurate bound for the norm of 1A, was proposed in [13]. For block tridiagonal block
H-matrices, the growth factor ρn needs further study. Therefore, in this section, based on the growth factor ρn(µ¯(A)), the
relationship existing between κ(µ¯(s−1)(A)) and κ(µ¯(A)) is clarified and a lower bound for ρn(µ¯(A)) is proposed. Finally,
some upper bounds for the growth factor ρn(A) are presented.
Theorem 6.1. Let the matrix A in (2) be a block tridiagonal block H-matrix. Assume that the matrix µ¯(A) has a LU factorization.
Then
κ(µ¯(s−1)(A)) ≤ ρn(µ¯(A))κ(µ¯(A)),
where κ(µ¯(s−1)(A)) and κ(µ¯(A)) are the condition numbers of µ¯(s−1)(A) and µ¯(A), respectively.
Proof. A is a block H-matrix, applying the definition of block H-matrices and the proof of Theorem 3.1, then µ¯(A) and
µ¯(i)(A) (1 ≤ i ≤ s− 1) are alsoM-matrices. Thus µ¯−1(A) and µ¯(s−1)−1(A) are positive, L(µ¯(A)) = L1(µ¯(A)) · · · Ls−1 (µ¯(A))
has non-positive off-diagonal elements and
µ¯(s−1)
−1
(A) = µ¯−1(A)L(µ¯(A)) ≤ µ¯−1(A).
Taking∞-norm on both sides gives
∥µ¯(s−1)−1(A)∥∞ ≤ ∥µ¯−1(A)∥∞. (19)
By the process of the LU factorization, we have
∥µ¯(s−1)(A)∥∞ ≤ max
i
∥Sˆi(µ¯(A))∥∞. (20)
Combining (19) with (20), it follows that
∥µ¯(s−1)−1(A)∥∞∥µ¯(s−1)(A)∥∞ ≤ ∥µ¯−1(A)∥∞maxi∥Sˆi(µ¯(A))∥∞.
By the definition of ρn, this theorem is proved. 
From Theorem 6.1, a lower bound for the growth factor is as follows:
ρn(µ¯(A)) ≥ κ(µ¯
(s−1)(A))
κ(µ¯(A))
.
For anM-matrix, the corresponding relation is
ρn(A) ≥ κ(U)
κ(A)
(see, e.g., [13]). It is obvious that there exists the difference between the relation ofM-matrices and that of block tridiagonal
block H-matrices.
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For the growth factor ρn(A) of A in (2), we need consider two cases as follows. (I) The first case is that the maximum row
sum appears in some row of the first submatrix of Si. (II) The second case is that the maximum row sum appears in some
row of the other submatrices of Si.
Theorem 6.2. Let the matrix A in (2) be a block tridiagonal block H-matrix. Then in the first case the growth factor
ρn(A) ≤


4
∥A∥∞ − 2 +
κ(A1)
∥A1∥∞

1
2
∥A∥∞
2s
, if ∥A∥∞ ≥ 2,
s+ 1, if ∥A∥∞ ≤ 2 and ∥A−11 ∥∞ ≤ 2,
s− 1+ κ(A1)∥A1∥∞ , if ∥A∥∞ ≤ 2 and ∥A
−1
1 ∥∞ ≥ 2;
in the second case the growth factor satisfies ρn(A) ≤ 1.
Proof. For ∥Si∥∞, we first consider the first case. Applying the proof of Theorem 3.1, it follows that
∥Ui+1,i+1∥∞ ≤ ∥Ai+1∥∞ + ∥Bi+1∥∞(∥Ai∥∞ − ∥Bi∥∞∥U−1i−1i−1∥∞∥Ci−1∥∞)∥Ci∥∞
· · ·
≤ ∥Ai+1∥∞ + ∥Bi+1∥∞

∥Ai∥∞ − ∥Bi∥∞∥Ai−1∥∞∥Ci−1∥∞ + · · ·
+ (−1)i−1∥Bi∥∞ · · · ∥B3∥∞∥A2∥∞∥C2∥∞ · · · ∥Ci−1∥∞
+ (−1)i∥Bi∥∞ · · · ∥B2∥∞∥A−11 ∥∞∥C1∥∞ · · · ∥Ci−1∥∞

∥Ci∥∞.
When i is even, applying the important inequality and ∥A∥∞ ≥ ∥Bi∥∞ + ∥Ai∥∞ + ∥Ci∥∞, then
∥Ui+1,i+1∥∞ ≤ ∥Ai+1∥∞ + ∥Bi+1∥∞

∥Ai∥∞∥Ci∥∞ + ∥Bi∥∞∥Bi−1∥∞∥Ai−2∥∞
×∥Ci−2∥∞∥Ci−1∥∞∥Ci∥∞ + · · · + ∥Bi∥∞∥Bi−1∥∞ · · · ∥B3∥∞∥A2∥∞∥C2∥∞ · · · ∥Ci∥∞

≤ ∥Ai+1∥∞ + ∥Bi+1∥∞

1
2
∥A∥∞
2
+ · · · +

1
2
∥A∥∞
2i−2
≤ ∥Ai+1∥∞ + (1/2∥A∥∞)
2i
(1/2∥A∥∞)2 − 1∥Bi+1∥∞.
Thus
∥Ui+1,i+1∥∞ + ∥Ci+1∥∞ ≤ (1/2∥A∥∞)
2i
1/2∥A∥∞ − 1 . (21)
When i is odd, similarly it follows that
∥Ui+1,i+1∥∞ ≤ ∥Ai+1∥∞ + ∥Bi+1∥∞

1
2
∥A∥∞
2
+ · · · +

1
2
∥A∥∞
2(i−2)
+ κ(A1)∥A1∥2∞

1
2
∥A∥∞
2i
≤ ∥Ai+1∥∞ +

8
∥A∥2∞(∥A∥∞ − 2)
+ κ(A1)∥A1∥2∞

1
2
∥A∥∞
2i
∥Bi+1∥∞.
Then
∥Ui+1,i+1∥∞ + ∥Ci+1∥∞ ≤

8
∥A∥∞(∥A∥∞ − 2) +
κ(A1)
∥A1∥∞

1
2
∥A∥∞
2i
. (22)
From (21) and (22), assume that ∥A∥∞ ≥ 2; then the growth factor
ρn(A) ≤ (1/2∥A∥∞)
2s
1/2∥A∥∞ − 1 (when s is even); (23)
ρn(A) ≤

4
∥A∥∞ − 2 +
κ(A1)
∥A1∥∞

1
2
∥A∥∞
2s
(when s is odd). (24)
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Table 1
Bounds for the growth factors.
Size General real value Bounds in this paper Bounds
in [27]
64× 64 1.0072 4.9968e+009 1.8447e+019
256× 256 1.0197 2.1521e+019 1.1579e+077
576× 576 1.0242 9.2433e+028 2.4733e+173
1024× 1024 1.0266 3.9700e+038 Inf
1600× 1600 1.0281 1.7051e+048 Inf
Combining (23) and (24), the first result in the first case follows. Assume that ∥A∥∞ ≤ 2, we get the bound for ∥Ui+1,i+1∥∞
again as follows:
∥Ui+1,i+1∥∞ ≤ ∥Ai+1∥∞ + i+ 12 ∥Bi+1∥∞ (when i is even); (25)
∥Ui+1,i+1∥∞ ≤ ∥Ai+1∥∞ +

i− 1
2
+ κ(A1)∥A1∥2∞

∥Bi+1∥∞ (when i is odd). (26)
From (25), (26), and ∥A∥∞ ≤ 2, then
ρn(A) ≤ s+ 1 (when s is even); ρn(A) ≤ s− 1+ κ(A1)∥A1∥∞ (when s is odd).
Therefore the second result in the first case holds.
It is conspicuous that the growth factor in the second case is less than or equal to 1. Here we omit the proof. 
Generally, bounds for the growth factors depend on n. For example, in [27], the upper bound for the growth factor
under GE is 2n when the original matrix is symmetric positive definite, i.e., the value is quite terrible when n is very large.
Fortunately, the above theorem shows that the growth factor leans upon s, ∥A∥∞ and ∥A−11 ∥∞, and it just relies on s when
κ(A1) is less than or equal to 4. Thus, in theory, the latter should be superior to the former except for the computation of
∥A∥∞ and ∥A−11 ∥∞.
7. Numerical experiment
We use a numerical test to illustrate our result analyses. The test is performed on a Lenovo PC, with 1 Gb memory and a
3 GHz Pentium(R) D CPU.
Example. Consider a block tridiagonalmatrixA = tridiag(−I,D,−I) generated from thediscretization of partial differential
equation −1u = f , where D = tridiag(−1, 4,−1)m×m. Then A is a block tridiagonal block H-matrix and it is also a
symmetric positive-definite matrix, i.e., both the results on the growth factors in [27] and Theorem 6.2 in this paper can
be applied to A. From Table 1, in practice, it is obvious that the latter is superior to the former.
8. Conclusions
Using the block representation of the LU factorization for a general matrix presented in [13], we obtained a similar
algorithm for block tridiagonal block H-matrices and gave some properties on the factors Li,Ui,Di, Si (1 ≤ i ≤ s− 1), L, and
U . In [12], reduced matrices inherited the key property of the original matrix when the conditions that all A−1i BiU
−1
i−1,i−1Ci−1
were Hurwitz stable had to be satisfied. However, the conditions need not be satisfied in this paper, i.e., the conditions
are relaxed. Perturbation theory for the block LU factorization of block tridiagonal block H-matrices was also considered,
it has been shown that the sensitivity of the block LU factorization for block tridiagonal block H-matrices was limited
when some conditions on the matrix E were satisfied. Then a rounding error analysis of the block LU factorization for block
tridiagonal block H-matrices was also given. Moreover, the distinction between the rounding error of the LU factorization
for point tridiagonal matrices and that of the block LU factorization in this paper for block tridiagonal block H-matrices
was exceedingly conspicuous in some sense. Finally, the growth factor was extremely important for controlling numerical
stability of the Gaussian elimination algorithm; then some bounds for the growth factor were given, the upper bound in this
paper is better than that of [27] in some sense, and an example was presented to illustrate our theoretical results.
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