Wiley,
1963) similarity choice model (SCM) were tested using an alphabetic confusion paradigm.
Four stimulus conditions were employed that varied in set size (three, four or five stimulus elements) and set constituency (block letters: A, E, X, F, H, X, A, E, F, H; A. E, F, H, X), and were presented to each subject in independent blocks. The four interpretations of the SCM were generated by constraining one, both, or neither of its similarity and bias parameter sets to be invariant in across-stimulus set model predictions.
The strictest interpretation of the SCM (both the similarity and bias parameters constrained), shown to be a special case of the CRR, and the CRR produced nearly equivalent across-set predictions that provided a reasonable first approximation to the data. However, they proved inferior to the least strict SCM (neither the similarity nor bias parameters were constrained; the common interpretation of the SCM in visual confusion). Additionally, the least strict SCM was compared to J. T. Townsend's (Perception and Psychophysics, 1971, 9, 4&50, 4499454) overlap model, the all-or-none model (J. T. Townsend, Journal of Mathematical Psychology, 1978, 18, 25-38) and a modified version of L. H. Nakatani's (Journal of Mathematical Psychology, 1972, 9, 104-127) confusion-choice model. Both the least strict SCM and confusion-choice models produced nearly equivalent within stimulus set predictions that were superior to the overlap and all-or-none within-set predictions. Measurement conditions related to model structure and equivalence relations among the models, many of them new, were examined and compared with the statistical fit results of the investigation.
How people go about the recognition of symbolic patterns, especially letters in their language, has long been of interest to psychologists, both in its own right and as a subprocess of reading. Although the recognition process is still far from well understood, it is perhaps fair to say that progress has been made, at least in so far as being able to predict letter accuracy and confusions in experiments employing degraded displays (e.g., Townsend, 1971a Townsend, , 1971b , response time deadline procedures (Pachella, Smith, & Stanovich, 1978) , and subjects who are not entirely versed in the alphabet (e.g., children, as in Gibson, Osser, Shiff, & Smith, Note 1) is concerned.
TOWNSEND AND LANDON
A particularly useful device for the analysis of the recognition process has been the so-called confusion matrix, with one of the first applications to letter perception being that of Gibson et al. (Note 1) . In a typical experiment, a subject is presented a letter in a very brief display (on the order of less than 100 msec in most cases) and is asked to identify the presented letter by verbal response or by pushing an appropriate button. The data acquired by such a procedure can be analyzed by arraying it as a confusion matrix. Usually, the rows of the matrix represent the stimulus letters and the columns the responses. The columns are ordered to correspond to the rows so that row i and column i designate the proper response-to-stimulus assignment (e.g., in a whole alphabet experiment, response A with stimulus A, etc.). Each cell in the matrix will then contain the proportion of times the subject responded with j given the presentation of stimulus i, with the negative diagonal cells containing the proportion correct for each stimulus.
The theoretical approaches to letter recognition that are oriented around mathematical modeling can be roughly broken down into those models based explicitly on the notion of feature processing (e.g., Geyer & DeWald, 1973: Townsend, Hu, & Ashby, 198 1) and those which are somewhat of a more descriptive nature (e.g., Townsend, I97Ia, 197lb, 1978) . In fact, the former have been referred to as "substantive feature models" because of the relatively detailed delineation of the models in terms of feature mechanisms, while the others have been called "descriptive models" (Townsend & Landon, 1982; Townsend & Ashby, Note 2) . Although the dynamic processing notions of the feature models are usually quite explicit, the descriptive models vary in the degree to which they have been interpreted in terms of processing concepts.
A third mathematical approach, as yet largely untried but not independent of the approaches just described, may be referred to as the "measurement approach." The measurement approach (in our sense) could be said to be interested in the types of constraints on confusion matrices that are implied by various models of confusion (e.g., Holman, 1979) , or that are simply related to some characterization of confusion. In the former case, it is sometimes possible to find constraints on the patterns of confusion in the matrices that are non-parametrically predicted to hold by a model or class of models. Or, in the latter case, one might start with a set of constraints and define a class of models by those constraints.
One measurement constraint of considerable importance is the constant-ratio rule (Clarke, 1957; Lute, 1959 ; hereafter referred to as CRR'). It has been employed or tested in other contexts (e.g., auditory recognition; Clarke, 1957) but not, to our knowledge, in visual letter recognition (Anderson, Note 3, employed visually presented monosyllables).
The CRR can be tested in its own right (several tests are cited below), but may also be associated with a particular interpretation of what we call the similarity choice model (SCM; see Lute, 1963) . In addition to testing the CRR in letter recognition, one of the primary goals of the present investigation is to test several interpretations of the SCM (each based on varying degrees of association ' 
Appendix
A contains a glossary of the abbreviations which are used in the paper to save space.
with the CRR measurement constraint) against each other, as well as testing the SCM against other descriptive models of confusion. The emphasis on the SCM derives from its consistently good performance in predicting the patterns of confusions in recognition relative to other models over a number of studies (several are cited below). In addition, where feasible, implication and equivalence relations are developed among models in order to enhance understanding of their logical structure and where it is possible and not possible to test them. Finally, certain other measurement constraints that have been discovered are examined in the data. Before proceeding, it will be helpful to outline some notation that will be used throughout the paper. The lowercase letters i, j, k,... will denote elements from the sets .Y' = (1, 2, 3 ,..., s}, .&?= { 1, 2, 3 ,..., m}, L? = (1, 2, 3 ,..., q}, where .Y, -4, and 9 denote sets of stimuli comprising confusion matrices S, M, and Q, respectively.
Specifically, M will represent a finite m x m confusion matrix containing the m stimuli of -4, where -4 contains all of the stimuli employed in the experiment. M will be considered the master matrix. S will represent a finite s x s confusion matrix such that ,4c' G. X. That is, S will be a confusion matrix obtained with a subset of the stimuli used.in the master matrix M and will be referred to as a subset matrix. Q will represent any general finite q x q confusion matrix. The notation M and S will be used when the distinction between a master matrix and a subset matrix is important, whereas Q will be used in the general case where the distinction is not important. The notation Ps(j 1 i), PiM(j 1 i), and P,(j 1 i) will represent the probability that stimulus j is confused for stimulus i in a confusion matrix S, M, and Q, respectively. Other notation will be introduced as needed.
I. THE CONSTANT-RATIO
RULE AND SIMILARITY CHOICE MODEL Clarke (1957) introduced a method of predicting the patterns of confusions in a subset of stimuli from known confusions in a subset of stimuli from known confusions in a master set. He termed this method the CRR because it assumes that the ratio between any two entries in a row of the subset matrix is equal to the ratio between the corresponding entries in the master matrix. DEFINITION 1. For a subset matrix S, the CRR hypothesis is defined as for i, j E ,Y'.
Several tests of the CRR have been conducted, and most have concluded that the CRR does make satisfactory predictions with choice data (Anderson, Note 3; Clarke, 1957 Clarke, , 1959 Clarke & Anderson, 1957; Egan, 1957, Note 4; Hodge, 1967; Hodge & Pollack, 1962; Pollack & Decker, 1960) . However, there is some question as to the validity of the results of these past studies due to what was at the time a lack of any statistical test of the deviations of the results from the predictions of the CRR. Morgan (1974) pointed out this problem and proposed that a likelihood ratio test of equality between two transition matrices (Hilton, 1971; Wilks, 1938) be utilized to statistically test CRR predictions. Morgan (1974) applied his likelihood ratio test to the data reported by Clarke (1957) and Egan (1957) and found their data to depart significantly from the predictions of the CRR. Both Clarke (1957) and Egan (1957) presented their data pooled over subjects and reported that the CRR held with their data. Morgan (1974) suggested that the discrepancy between his conclusion and the conclusions of Clarke and Egan might have been due to the use of pooled data, and could possibly be cleared up through the use of individual subject data and analysis. Lute (1959) has shown that the CRR can be derived from a general theory of choice behavior composed of the two-part choice axiom. Let s+' be a set of choice objects and .Y a subset of ,d. Part (i) of the choice axiom demands that the probability that i E ,Y' c .ry" is selected from the total set ,& is equal to the probability that the selected element comes from the subset F times the probability that i is chosen when the only alternatives available are contained in ,Y'. That is, letting P(i; &) equal the overall probability of selecting i from a set <.d, then part (i) of the choice axiom states that
Part (ii) of the choice axiom states that if an alternative i is always chosen over an alternative j in set ,&, then j may be deleted from set S' when considering choices from that set. If P(j; i) represents the probability that j is selected from set (i, j}. then, for i, j E ,d and P(j; i) = 0, part (ii) of the choice axiom states that P(i; s3f) = P(i; d -{i)).
In the situations considered in this paper, imperfect discrimination will be assumed so that part (ii) will not be required. In confusion terms, P(j 1 i) > 0 for all i, j E &'. Observe that our notation for choice in confusion experiments is more specialized than that used here for the choice axiom to take into account the stimulus presented as well as the choice set (stimulus alphabet) available. Part (i) is equivalent to the CRR (see Lute, 1959, p. 9) , and rests on a version of the assumption of independence from irrelevant alternatives, the idea being that alternatives that should be irrelevant to the choice situation are in fact irrelevant. Lute (1959, pp. 23-27) has shown further that his general choice theory can be expressed by the formula
where V(i) represents the constant scale value of alternative i. Lute (1963) has also proposed a variation of the choice theory (Eq. (3)) that can be used for non-binary psychophysical analyses (e.g., confusion matrices) in which he multiplicatively decomposes the V ratio scale into an n ratio scale and a p ratio scale. This model has sometimes been referred to as the "biased choice model." We prefer the name "similarity choice model" (SCM, as noted) to differentiate it from certain other choice models of Lute. For instance, Lute (1959) presents a model for psychophysical tasks which includes separate terms for the stimulus and response bias, but the stimulus terms do not permit unique similarity between two stimuli. DEFINITION 2. For any single finite q x q confusion matrix Q, the SCM predicts the entries in Q as with the constraints that 0 < qij < 1, 0 <pj < 1, vii = 1, and vii = qji.* The SCM requires that [(q(q + 1))/2] -I parameters be estimated. The q scale is interpreted as a stimulus similarity measure (qij represents the similarity between stimulus i and stimulus j) and the p scale is interpreted as a response bias measure.
Equation (4) is fairly well known, and has been widely investigated. For example, Shipley and Lute (1964) had some success in fitting Eq. (4) to data from discriminations of different weights, while Townsend (1971a Townsend ( , 1971b and Townsend and Ashby (Note 2) found that Eq. (4) performed better than the other tested models in fitting alphabetic confusion matrices. More recently, Lupker (1979) found acceptable fits of Eq. (4) to his eight confusion matrices.
The SCM (Eq. (4)) need not be associated with the CRR (Eq. (1)). That is, Eq. (4) may be employed to predict a confusion matrix without necessarily assuming the CRR, which is an across-matrix predictor. If, however, it is assumed that the q's and /?'s of Eq. (4) are invariant from the master to the subset matrices, then the CRR is automatically predicted. We term this the strong similarity choice model (SSCM). while the variant without the CRR will be termed the weak similarity choice model (WSCM). ' It is easy to show that the vii = I condition is equivalent to simply requiring that vii = vu. The constraint that /lj < 1 is not substantive; in fact, one may require that C/J! = 1 without loss of generality. Equation (6) describes Eq. (4) when Eq. (4) is separately iit to the available confusion matrices, even though one or more of the available confusion matrices are comprised of stimuli that represent a subset of a larger confusion matrix. Equation (6) is also the common interpretation of Eq. (4) that most researchers have used when employing the SCM in their studies, although the distinction between the weak and strong versions of Eq. (4) was not specified. However, some work has been done investigating the invariance of the q's and variations of the p's in the SCM when motivational aspects of the experiment were changed (Townsend & Ashby, Note 2).
It is interesting to note that the SSCM is a special case of the CRR. The latter may hold without the former holding, but not vice versa. This is demonstrated in the following theorem. The SSCM implies the CRR, but the CRR does not implv the sscA4.
ProoJ
(a) SSCM 3 CRR is obvious by the definition of the SSCM.
(b) CRR 4 SSCM. First note that the predictions of the CRR are independent across rows in the sense that logically it can hold for some rows but not for others (see Eq. (1)). Let V,(i, j) be the scale value of response j given stimulus i in the master matrix M, where in general, V,(i, j) # V,,(j, i). Rewriting the scale values of Eq. (3) in terms of a certain row of Eq. (l), the confusion probabilities of a subset matrix S may be expressed as P,(j I i> = VA j) Ihy Ydk k) ' where 0 < VM(i, j) < +co. From this representation, it is easy to ascertain that the CRR puts no constraints whatsoever on the master matrix. That is, the representation by Eq. (3) is always possible for a single matrix. This is of course not true for the SSCM in its form of WSCM for a single matrix. It will be shown later that the WSCM puts several constraints on a single matrix (cf. Definition 8 and Theorem 2). 1 Equation (3) (and the CRR) acquires its strength (in the SSCM) from the invariance constraints in going from the master matrix to the submatrices. It is also apparent that the CRR does not imply the WSCM and conversely because the CRR assumes a row independence in the confusion matrix, which the WSCM does not, and the WSCM assumes that vii = vii, which the CRR does not.
The SSCM expressed by Eq. (5) is a very strong interpretation of Eq. (4) and the CRR in the sense that both the u and /I parameter estimates in an experiment are constrained to be invariant between the master matrix and the predicted subset matrices. In other words, only one set of parameters may be estimated from a master confusion matrix containing all of the stimuli used in the experiment, and then the appropriate q and p parameter values necessary for a specific subset drawn from the master set are used to find the model predictions of the confusions that should be obtained when that subset of stimuli is independently presented to the subject.
Models that lie between the SSCM and the WSCM can be obtained by constraining either the q or the /I parameter estimates rather than both, as in the SSCM. In the former case, the q parameter estimates obtained from a tit of Eq. (4) to the master matrix are constrained to be constant across all subsets drawn from the master set, while the p parameters are considered unconstrained and are reestimated for each subset matrix. This model will be referred to as the SSCM@) (i.e., the unconstrained parameter appears in the parentheses). The p parameters can also be constrained, while the 7 parameters are reestimated for each subset matrix. This model will be called SSCM(q). for i, j E S with the usual constraints on vii, Pk. It is then required that m -1 bias parameters be estimated that apply to M and (any) S GM and s(s -1)/2 + m(m -1)/2 similarity parameters be estimated for the separate matrices, resulting in a total of [m(m + 1)/2] + s(s -1)/2 -1 parameters.
Although the CRR has been found to perform fairly well, the previous tests of the CRR were not very stringent in that they lacked strict statistical tests of CRR predictions. Additionally, although Eq. (4) has been tested, the distinction between the weak and the strong versions was not made. The fact that the SSCM is predicted by the CRR, and that the SSCM, SSCM(r), and SSCM(/3) are special cases of the WSCM, gives rise to the question of how these models will compare in an appropriate test.
II. OTHER CURRENT

MODELS OF CONFUSION
The SSCM and the WSCM can be compared to other standard models of confusion. The other models to be examined in this study are the overlap model (OVLP; Townsend, 197la), the all-or-none model (AON; Townsend, 1978) , and a specialized version of Nakatani's (1972) confusion-choice model (NCC). The OVLP is a special case of the WSCM within the context of a single confusion matrix (Pachella et al., 1978) , although not across two or more confusion matrices produced by manipulation of stimulus or response variables. The AON is a useful, if simple, vehicle for providing a base comparison in that it assumes a complete lack of effect of inter-stimulus similarity (Townsend, 197 la, 1971 b) as well as row by column multiplicativity in off-diagonal matrix cells (Townsend. 1978) . The NCC is a general version of the OVLP that has the same number of parameters as the WSCM. Neither the OVLP, the AON, nor the NCC predicts the CRR. As mathematical and psychological treatments of all three models may be found elsewhere (e.g., Nakatani, 1972; Pachalla et aZ., 1978; Townsend, 197 la, 197lb, 1978 ; Townsend & Ashby, Note 2), only a brief explanation of each model will be offered.
The simplest interpretation of the AON is as a strict template matching perceptual process. Upon presentation of the stimulus, the subject either recognizes the stimulus perfectly (which occurs with probability pi), or with probability 1 -pi the subject is thrown into a null information state in which he/she can guess the correct stimulus with probability hi. The probability pi is interpreted as a sensory parameter that indicates the degree to which stimulus i is perfectly recognized. The probability hl is interpreted as a bias parameter for stimulus j indicative of subject preference for responding j. The AON is formally presented in Definition 5. For any single finite q X q confusion matrix Q, the AON predicts the entries in Q as
with the constraints that 0 < pi < 1, 0 < hj < 1, and cj hj = 1. The AON requires that 2q -1 parameters be estimated.
The OVLP model assumes that either perfect information or two-way partial information is acquired by the subject at each stimulus presentation. With probability rii stimulus i is recognized perfectly and the correct response is given. With probability 1 -tii the subject enters some pairwise confusion state in which the subject is unsure as to which of the two letters in the pairwise state was actually presented. cij represents the probability that the pairwise confusion state is between stimulus i and stimulus j. When in the pairwise confusion state, the subject responds with j according to the ratio of the biases of the two stimuli involved in the pairwise confusion. The OVLP is formally presented in Definition 6. DEFINITION 6. For any single finite q x q confusion matrix Q, the OVLP predicts the entries in Q as
with the constraints that 0 < rij < 1, rij = lji, and xj lij = 1. The OVLP requires that Id9 + 1Pl-1 parameters be estimated. It may also be assumed that 0 < gj < 1 and cj gj = 1 without a loss of generality.
The probability 6 is interpreted as a similarity parameter indicative of the degree to which stimulus i and stimulus j are likely to occur together in a pairwise confusion. The probability gj is interpreted as a bias parameter that indicates the subject's preference for responding with j.
The OVLP was employed in the present study in order that simple pairwise interstimulus relationships may be contrasted with the pure guessing strategy of the AON and the stimulus similarity relationships of the WSCM and the SSCM. An additional comparison can be made between the OVLP and the WSCM by employing a perceptual model that allows for larger confusion states than just pairwise states (i.e., three-way and four-way confusions). 3 A specialized version of Nakatani's (1972) confusion-choice model (NCC, as noted) was developed for this purpose as it can predict large confusion states without an overabundance of parameters. It is particularly useful in this study as the specialized version has the same number of parameters as the WSCM and OVLP (( i.e., ((q(q + 1))/2] -1) and has not yet been tested against the AON, OVLP, and choice models. 3 Pachella et nl. (1978) have developed a model they refer to as the informed guessing model. Although it allows for a total confusion state along with pairwise confusion states, it does not allow for the possible three-and four-way confusions that could be found in the stimulus sets that are used in the present study.
The special case of the NCC derived for the present study is essentially a generalized (logically, not mathematically) version of the OVLP. Upon stimulus presentation, the subject enters an n-way confusion state with some probability, and then selects his/her response from that set. Let 0 be the class of all possible confusion states, where u/, E Q represents one possible confusion state with n acceptable responses out of the possible q stimuli. That is, each %$ represents a set of possible alternatives in 9. The probability that 5Zk is the confusion state that arises from presentation of stimulus i is denoted nik. Each probability rik is obtained by a multiplicative combination of acceptance probabilities, denoted wij, where oij represents the probability that j enters the confusion state (set) when stimulus i has been presented. Once the subject enters a particular n-way confusion state, pk, response j is selected from the state with probability A,, which represents the ratio of the biases of the stimuli contained in the n-way confusion state. The NCC is formalized in Definition 7. DEFINITION 7. (a) The acceptance matrix, A, is defined as a finite q x 2q matrix of probabilities 7rik, where rtik is defined as follows for a finite stimulus set 2:
jevk l#Fk with the constraints that 0 < wij = wji < 1 and wii = wjj = 1. The constraint that wii = 1 will set the probability rcik = 0 whenever the presented stimulus i is not included in the confusion set pk.
(b) The decision matrix, D, is defined as a finite 24 x q matrix of probabilities II,, where each A, is defined as follows for a finite stimulus set 9: (12) with the constraints that 0 < Sj < 1 and xjE1 Si = 1. When j b? g,, A, = 0. The index k in the summation of Eq. (13) ranges over the number of possible confusion sets, 5F,,, in a finite stimulus set -2, which is 2q. As noted, the NCC requires that [q(q + 1)/2] -1 parameters be estimated.
A comparison of the above specialized version of the NCC with the original formulation (Nakatani, (972) will reveal that the probabilities oij are being assumed to be free parameters that will be estimated. In the original formulation, the cuii probabilities are defined (not estimated) relative to a Euclidean multidimensional space. This space is occupied by sets of multidimensional Gaussian distributions (or spheres), with the center point of these spheres representative of a stimulus/response. A boundary lies within each of these spheres that defines an acceptance region. Responsej is an acceptable reponse given that an observation falls within the acceptance region of the sphere whose center point represents the location of stimulus/response j. Therefore, wij represents the probability that an observation will fall within the acceptance region of the sphere of response j given that stimulus i was presented. In the present version of Nakatani's model, the constraint that oij = wii implies that the acceptance regions have equal diameter and variance. The constraint that wii = 1 further implies that the variance of the multidimensional Gaussian distribution in the sphere surrounding stimulus/response i is small relative to the diameter of the acceptance region to ensure that response i is acceptable given that stimulus i was presented. The free parameters in the original model are the point coordinates in an L-dimensional Euclidean space and the bias probabilities, while the specialized version employed here begins on a more macroscopic level. This permits estimation and testing to be comparable to that of the other models investigated here.
III. EQUIVALENCE AND IMPLICATION RELATIONS AND MEASUREMENT CONSTRAINTS
Some knowledge has been gained concerning the equivalence relationships among the AON, OVLP, and WSCM. "Equivalence" in this discussion will be with respect to a single confusion matrix rather than across confusion matrices generated empirically by manipulation of experimental variables (such as stimulus related or response related variables), or theoretically by varying the parameter values of a model (see, e.g., Townsend, 1978) . All of the models considered here are distinct if it is assumed that certain classes of parameters change with certain experimental manipulations while leaving the others unchanged. Within this context, it has been shown through parameter mappings from one model to another that AON and OVLP are special cases of the WSCM when the WSCM is restricted to the confusion data space of the AON and OVLP (Townsend, 1978; Pachella et al., 1978) . Therefore, if the AON and OVLP perfectly predict a confusion matrix, then the WSCM will perfectly fit the confusion matrix.
However, the converse need not be true as the AON and OVLP do not fill out the WSCM confusion space.
Although equivalence relations are important, a related important concern for the confusion models revolves around the necessary and sufficient measurement conditions that must exist in order for a confusion data space to be tit perfectly by the models. These conditions place restrictions on the admissable data so that there is quantitative assurance that the models will lit the data. By quantitative assurance we mean that, as long as the data meet certain requirements, parameter estimation is not needed in order to know that the model will be able to perfectly predict the data. Further, the identification of necessary and sufficient measurement constraints for the models sometimes permits model equivalences to be investigated in a way other than parameter mappings. If two models share the same necessary and sufficient constraints, they are equivalent. We have been able to determine nine measurement conditions that, in one way or another, the various models require in order to restrict the data in the confusion matrices and allow perfect predictive capability. These will be listed below and then discussed.4
It is pertinent to mention that other types of equivalence than that pursued here may be investigated. For example, van Santen and Bamber (1981) have shown that a large class of confusion models (which includes the SCM) may be represented as possessing an infinite number of sensory confusion states, but not as finite state models. They refer to the type of equivalence we are pursuing here as "data equivalence." DEFINITION 8. For any single finite q x q confusion matrix Q, let Pi,i = P,(j 1 i) represent the probability that response j is confused for stimulus i in Q.' For i, j, k, I E .2?, any, all, or none of the following conditions may hold in Q:
(a) bias transitivity (Holman, 1979) Pji > P, and P, > Pjk a Pki > Pikr i#j#k, (b) bias substitutability (Holman, 1979) Pki > Pi, and P,i > Pi, 3 Pji > P,, or P, ,< P,,, i#j#k#l.
(c) quasisymmetry (Caussinus, 1966) PijPj,P,, = PikPkjPji, i#j#k, (f) symmetric cells inequality (Townsend, 197 la)
.,Ti 1 (h) ratio constraint, two independent types (Townsend, 1978) , By cancellation and noting from (i) that
and dividing the numerator and denominator by the square root of the latter, we get
Since, from (i),
6 As noted, the equivalence relations and measurement conditions are being applied within the context of a single confusion matrix only. In this case, the additional notation of Definition 3(b) is not needed, and therefore WSCM and SCM denote the same model (Eq. (4) and gi = Pki/Pik for arbitrary but fixed k E 9. Clearly, by (ii) and (iii), 0 < rij < 1 for i, j E 9. Further, for any i # j,
as required when i # j. The same strategy may be used to show that pii = tii + + tik X gi/(gi + g/o, kyi and it will be left to the reader. 1
The AON (i.e., Definition 5) is probably the most well known model of the multiplicative type (see Townsend, 1978) . Townsend (1978) has shown that confusion data must follow quasisymmetry and the ratio constraints (both types 1 and 2) in order to be perfectly fit by a multiplicative model, while Schulze (Note 5) has shown that the ratio constraints and modified diagonal maximization are necessary and sufficient measurement conditions for the AON. Additionally, since the AON and OVLP are special cases of the WSCM, then diagonal maximization holds for these models also. Holman (1979) has shown that the WSCM follows properties that he terms row and column biases. Although these are unimportant for the present discussion, what is important is that he shows that bias substitutability and bias transitivity follow from row and column biases. Since the WSCM has these properties, then (qualitatively speaking) both bias substitutability and bias transitivity should be observable in confusion matrices the model fits well.
The NCC is a member of the general class of models known as sophisticated guessing models. Actually, the general form of the sophisticated guessing model is given by Eq. (13) in Definition 7, where rcik represents the probability a confusion state gk arises from presentation of stimulus i, and II, represents the probability that response j is given when confusion state gk is centered. If Eq. (13) is taken without further constraints (i.e., ignoring parts a and b of Definition 7), it can be shown that this general form of the sophisticated guessing model requires that 3q24-' -2q -2* t 1 parameters be estimated. This is a rather large number when compared to the degrees of freedom in a confusion matrix (i.e., q(q -1)). Therefore, additional assumptions are used in various specific instances of the general sophisticated guessing model to make the specific models tractable and without a preponderance of parameters. It seems that three common assumptions are the following (e.g., Broadbent, 1967; Pachella et al., 1978) : (1) and (3) but not (2). The OVLP is an instance of the sophisticated guessing model satisfying conditions (l), (2), and (3). From Definition 5 it can be seen that the AON is an instance of the sophisticated guessing model where there are q + 2 confusion states, qk = {k} and g@ = {the empty set}, and conditions (1) and (3) are satislied.
Theorem 4 establishes a more formal relationship between the WSCM and the sophisticated guessing models. The proof proceeds by way of showing that such a sophisticated guessing model satisfies (i) quasisymmetry and (ii) diagonal maximization (cf. Theorem 2). Because of restrictions (1) and (3), the only confusion states relating to P, that have nonzero probability contain both i and j. Let rrjj be the probability that confusion state gj = (i, j,...} arises from the presentation of stimulus i. Let kj be the probability that response j is given when confusion state qj is entered. In general, there are 2q-2qr's and different Aj's for each distinct gij.
(1) Quasisymmetry: P, Pjk Pki 1 Pi, P, Pji, i#j#k.
In terms of the general sophisticated guessing model (cf. Eq. (13)), this may be expressed as
Because of restrictions (1) and (3) Note that the set of states (%I can be broken down into a union of the set states {qj}, those confusion states containing both stimuli i and j, and the set of states (q,;}, those confusion states containing stimulus i but not stimulusj. That is, {q} = {sqj} u {Fj}.
The above proposed inequality can be rewritten as From restriction (3), this becomes $';'r.. cpij " L,:ij g, . Si =A Since gi and gj cancel, and all terms in the expression are nonnegative, the inequality is proven. I Part (1) of Theorem 4 succeeds because of all three of the restrictions being placed on the general sophisticated guessing model. From Definition 7(a), it can be seen that the NCC is not constrained by restriction (2). (I.e., rrij # rrji. You can enter the same confusion set with different probabilities depending upon which stimulus of that confusion set was presented.)
Although restriction (2) is used in the proof of quasisymmetry (see part (1). Theorem 4), the lack of restriction (2) in the NCC leaves its relationship with quasisymmetry still undetermined. That the NCC does not imply quasisymmetry will be shown through the following example. For simplicity, assume that a three-element stimulus set, {i, j, k}, is presented to the subject. Quasisymmetry predicts that the following condition will be observed in the resultant 3 x 3 confusion matrix (cf. Definition 8(c)):
(2). (2). ($1.
Using the first ratio as an example, the left-hand side of the above equation can be rewritten in terms of the NCC parameters as follows (again let qY = confusion set given stimulus i and containingj as well as i):
The summation in both the numerator and denominator ranges over those subsets of the three-element stimulus set that certain at least stimuli i and j. There are only two such subsets, (i, j} and {i, j, k}, and so the ratio can be expanded as Rewriting PjJPkj and P,,/P,, in terms of the NCC parameters as was done above for Pij/Pji, and cancelling the g's, quasisymmetry implies that
Clwkj> + Okj(gk + gi> = 1
Cl -cuij) + "ij(gk + gj> '
As an example, letting uij = mji = .80, uik = uki = .70, ujk = uki = .60, gi = SO. gi = .30, and g, = .20, and simplifying, yields:
.423 12 -# 1. .43472 A similar strategy can be used for stimulus sets with more than three elements, although the equations become more complex due to the increase in the number of the relevant subsets.
It is obvious from the above discussion that quasisymmetry is an important condition, entering into the structure of a number of models, and as a test between models. However, we have found it difficult to test, due in part to the very small numbers that often result from the multiplication of the off-diagonal proportions. Additionally, it follows from the above discussion that since the NCC does not imply quasisymmetry, it is not a special case of the WSCM. However, we have been unable to develop an analytic proof showing that the WSCM is, or is not, a special case of the NCC. We have done some computer simulations indicating that confusion matrices generated by certain extreme patterns of WSCM parameter values are not lit well by the NCC, suggesting that the WSCM is not a special case of the NCC. However, these results are tentative and will not be presented.
One last point to note is that part (2) of Theorem 4 depends only upon restrictions (1) and (3), which are constraints of the NCC (cf. Definition 7). Therefore, diagonal maximization is implied by the NCC.
To summarize, Fig. 1 presents a diagram of the relationships between models and between models and measurement conditions established by the theorems and discussion in this section and Appendix B. In addition, certain additional obvious results are included in Fig. 1 , such as the fact that NCC does not imply OVLP (because it need not satisfy the column constraint). It may be that neither AON nor OVLP implies NCC because of the multinomial form of the latter but this has not been proven, It is also easy to show that OVLP implies diagonal maximization but this is not shown in Fig. 1 
IV. EMPIRICAL INVESTIGATION OF THE CONFUSION MODELS
Empirical investigations of perceptual models can proceed in several ways. One often used method of testing is to construct a stimulus set and examine how well the models predict the results derived from that stimulus set. Other stimulus sets can then be developed to test the generality or limitations of the models across the various types of stimulus sets. The present perceptual models, along with the CRR, have been previously tested in this manner, numerous citations having been presented earlier in the paper.
A different method of testing these types of models is to systematically examine their structure, which includes both their theoretical underpinnings and the interpretations of their parameters. That is, a single well defined stimulus set (not necessarily "realistic," but hopefully so) can be constructed and systematic subsets of this set examined to determine how far and in what ways the models can be "pushed" with respect to their measurement constraints and the invariances of their parameters across the different subsets. The results of such a test would help to formulate perceptual processing mechanisms based on the models' structures, an important concern in the case of the SCM where no accepted processing interpretation yet exists.
The models presented in this paper have not yet been thoroughly investigated in this manner. Thus, the SCM can be tested with respect to the invariance of its parameters across context manipulations, various across-set predictor versions of the SCM having been constructed with respect to the CRR in Section I of this paper. Parameter invariances can also be investigated in the confusion models presented in Section II. Additionally, the measurement constraints of the models established in Section III can be examined both within and across sets. The present experiment was designed to generate data that could be used explicitly for such tests as proposed here, there being little, if any, data extant in the literature suitable for the purpose. Moreover, the SCM and CRR tests are particularly important because: (a) SCM has overall fared better than competing models, (b) it is therefore of substantial interest to learn whether behavior that satisfies WSCM might be generated by a stronger deeper principle which implies the CRR version of "independence of irrelevant alternatives." The experiment is not simply an attempt to determine if a visual stimulus set can be discovered that fails to satisfy CRR.
With this motivation in mind, the stimulus set selected for the present study was chosen on the basis of being able to provide a straightforward manipulation of set context and size as well as being identical in form to a previous study (Townsend & Ashby, Note 2). Five block letters (A, E, F, H, X) were constructed of equal length line segments with the aid of a square template, with the letter X comprising the diagonals of the template (see Fig. 2 ). The letters A, E, F, H were selected due to their high overlap of common line segments and angles in this font in contrast to the letter X. By adding and subtracting the letters A, E, F, H and the letter X, a context manipulation can be achieved between various subsets of the five letters in independent presentations to the subject of the various subsets of the letters (i.e.. independent blocks of presentations, each block consisting of a different subset of letters). The confusion matrices so generated can then be used to compare the performances of the models both within and across the various confusion matrices. Four different sets of the five letters (A, E, F, H, X) were employed as independent stimulus sets in the present study. One set served as the master set from which the CRR and the SSCM predictions were obtained, and consisted of all five letters. A four letter subset (A, E, F, H) was employed in order to examine the relationships between these letters and the effects of these relationships on model predictions. Two three letter subsets, one consisting of the letters, A, E, X and the other of the letters F, H, X. were also employed as independent stimulus sets. The A, E, X subset was used to determine the effects of letter dissimilarity on model predictions. A previous study (Townsend & Ashby, Note 2) has shown that the letters A, H are highly similar, as are E, F, in the font being used here. In order to create a dissimilar subset, the letters A, E, X were selected. The dissimilarity of the letter X was assumed. The F, H, X set was used as a three letter control for comparison with the A, E, X set. A previous study (Townsend, 1971a) , using a font fairly similar to the one used here, suggested that the letters F, H, X are confused with each other to about the same degree, and presumably more than the letters A, E, X. As will be seen, the latter supposition turned out to be questionable in the present experiment.
Debreu (1960) suggested a criticism of the choice axiom that concerned the assumption of independence from irrelevant alternatives as expressed by Eq. (2). Debreu pointed out that adding alternatives to a choice set that are very similar to one of the alternatives already present in the choice set would probably affect the relative choice probabilities of the similar alternatives, and not those of the dissimilar alternatives. In other words, dependencies may exist between alternatives in a choice set, and these dependencies may be selectively altered by the appropriate choice of alternatives for addition to or deletion from the offered choice set. This criticism bears a strong resemblance to the differences exhibited between the stimulus sets being used in the present study, although the sets were not constructed specifically with Debreu's criticism in mind. Even though Debreu's criticism was more concerned with the general area of human preference, recent theoretical work in perception (e.g.. Krumhansl, 1978) indicates that the specific criticism of Debreu may have some application to certain psychophysical areas of research.
The CRR is unable to predict reference data obtained with sets constructed in the manner that was outlined above (e.g., Becker, DeCroot, & Marschak, 1963; Tversky, 1972) , and may not be able to predict psychophysical data of a similar nature. As shown by Theorem 1, the SSCM is a special case of the CRR and so should perform no better than the CRR. The WSCM may be able to predict the data quite well, as it can be fit to the obtained confusion matrices separately without any violations of its parameter constraints. Neither the SSCM(n) nor the SSCM(p) implies the CRR and should predict the subsets somewhat better than the SSCM and somewhat worse than the WSCM.
Method
Subjects
The subjects were four Purdue University students who participated for credit in an experimental psychology course. Each subject was individually tested in daily I-hr sessions for 16 days, excluding Sundays. Before the experiment proper commenced, each subject underwent a calibration and practice period of 4 days in which each subject's average accuracy of correct responses was stabilized at between 55 and .65. Neither the calibration data nor the practice data were included in the analyses presented for the present study.
Apparatus
A Gerbrands two-field tachistoscope (model T-2B) was used to present the stimuli. The five stimulus letters (A, E, F, H, X) were drawn in black ink with the aid of a square template, and were presented on 5 X 8 white index cards, one letter per card. The letters A, E, F, H were constructed of equal length line segments (the length of a side of the square template), with the two line segments of the letter X comprising the diagonals of the square template (see Fig. 2) .
A pre-and post-stimulus fixation field was described by a set of four dots arranged at the corners of a square with the letter appearing in the center. The four dots were present at all times except for the intervals of stimulus presentation. The fixation field on any one side subtended a visual angle of about 4', and a letter subtended a visual angle of about 1 .
lo The luminance for the pre-and post-stimulus fixation field was held at 35.63 cd/m2 and the luminance for the stimulus field was held at 33.00 cd/m'.
Procedure
Each experimental session consisted of four blocks of presentations. One block consisted of the letters A, E, F, H, X (master set). Another block consisted of the letters A, E, X. A third block consisted of the letters F, H, X. A fourth block consisted of the letters A, E, F, H. The four different blocks of presentations were counterbalanced across sessions with respect to presentation order so that each different block appeared four times in each of the four within-session serial positions. The letters for each block were randomly presented for a total of 15 trials per letter per block in which it appeared. There was a total of 225 trials per session.
When summed over blocks, each letter appeared 45 times per session. When summed over sessions, each letter appeared 240 times for each block in which it occurred.
The subject was informed of the block presentation order before each session began, and was reminded of the letters in each block prior to their presentation. The presentation rate was regulated by the experimenter under the constraint that no 2 trials occur within 8 set of each other. Responses were given verbally and consisted of the subject naming the letter he or she thought had been presented on that trial. Stimuli and responses were recorded by hand on appropriate record keeping sheets. Prior to each experimental session, the subject was given 15 practice trials consisting of three presentations each of the five letters, randomly ordered. Tables  l-4 has been quartered. The obtained response proportions appear in the upper left quadrant of each cell. Predicted response proportions for the WSCM, SSCM, and CRR appear in the upper right, lower right, and lower left quadrants of each cell, respectively. A line has been drawn in the confusion cells not applicable to a specific matrix. The WSCM predictions were of course elicited by completely re-estimating the vii's and /3is for each matrix. SSCM predictions on the other hand, were obtained by estimating the ylii)s and pj in the master matrix and then carrying them over to predict the subset matrices. These estimates and the fit statistics were provided by Chandler's x2 STEPIT (1959) program. Similarly, CRR generated entries for Table 4 by Eq. (1). That is, each appropriate cell of the master matrix M was normalized by the sum of the appropriate cells in the same row, thus forming a prediction entry for the subset matrix S.* Under the stated procedure no CRR predicted proportion existed for the master matrix (A, E, F, H, X). The WSCM and SSCM, likewise, produce equivalent predicted response proportions in all cases for the master matrix, and are reported in the lower right quadrant (SSCM) of the master matrix (i.e., the top 5 x 5 matrix) in each of Tables l-4. A guide for the identification of the confusion cell entries has been included in a footnote beneath each table.
Results and Discussion
' In order to save space, the parameter estimates of all of the models fit to the data, via STEPIT, have been omitted. Certain other numerical results have also been omitted. The parameter estimates and other numerical results that are discussed but not reported are available from the authors upon request. A non-parametric test of the obtained response proportions and the CRR and SSCM predicted response proportions is given in the upper half of Table 5 (the lower half will be explained below). This method of analysis was employed in some of the earlier studies of the CRR (e.g., Clarke, 1957) , prior to Morgan's (1974) development of his likelihood ratio test for CRR predictions. The first row in the upper half of Table 5 reports the mean of the obtained response proportions of correct responses (i.e., entries on the negative diagonal) in the various matrices. The second row reports the mean of the absolute difference scores between the obtained and predicted proportions in the various matrices. The third row reports the percentage of the absolute difference scores that exceeded .lO (a criterion suggested by Clarke, 1957) . A second criterion of .05 is reported in the fourth row due to the 0% entry in the third row of the A, E, F, H subset matrix for both the CRR and SSCM. The individual subject results were combined for the non-parametric analysis in the upper half of Table 5 .
The non-parametric analyses of the CRR and SSCM presented in Table 5 appear to support the predictive capability of both the CRR and SSCM according to the criteria outlined by the earlier studies of the CRR. In order to provide more stringent tests, some stricter parametric analyses were conducted for both the CRR and SSCM predictions. The likelihood ratio test of CRR predictions proposed by Morgan (1974) was conducted on both the individual subject and grouped data. (The grouped data were obtained by summing the numbers of confusions in corresponding confusion matrix cells across subjects. The resultant grouped data represented response proportions out of 960 total for each row in each of the four confusion matrices.) The results are presented in Table 6 , and support the non-parametric analyses of the CRR (upper half of Table 5) in that the A, E, X and A, E, F, H subset matrices were predicted well, but the F, H, X subset matrix was not. These results suggest that Morgan's (1974) rejection of the CRR might have been due to the use of grouped data. However, in the present study the grouped data for the A, E, X and A, E, F, H subset matrices were predicted fairly well according to the likelihood ratio test. The discrepancies between these results and those of Morgan (1974) could be due to differences in modality (Morgan's data were derived from auditory confusions) and design (see Clarke, 1957, and Egan, 1957) . SSCM, as well as CRR, was then tested according to a x2 test of deviations. The SSCM test was based on the STEPIT-estimated parameters whereas the theoretical entries of CRR for a subset matrix 5' simply came, as noted above, directly from M. Although it appears possible to provide a likelihood ratio test for SSCM, the x2 test was chosen for purposes of comparison with the other models below as well as with past studies. The lower half of Table 5 presents x2 goodness of tit values for the CRR and SSCM predicted subset matrices. The x2 values in the lower half of Table 5 indicate that neither the CRR nor the SSCM predicted the A, E, X and F, H, X subset matrices with a high degree of accuracy. Both the CRR and SSCM fitted excellently, with the exception of D.X., in the A, E, F, H subset matrices.9 9 First, on face value on might expect, if L = Morgan's likelihood ratio value, that -2 log L should about equal our ,$ values, on the basis of large sample statistical theory. It is true that these values must ultimately approach one another for very large samples. However, the likelihood ratio in essence forms an estimate of the "true" subset matrix using both S and M under the null hypothesis. The x2 test, on the
The pattern of results presented in Table 5 suggests that both the CRR and SSCM provided a good first, but not second, order approximation in the prediction of the A, E, X and F, H, X subset matrices with F, H, X being especially suspect. The CRR and SSCM are apparently unable to predict the patterns of the results obtained in the A, E ,X and F, H, X subset matrices with high accuracy as they both predict that the confusions for the missing stimuli (i.e., A, E or F, H) would be evenly distributed across the confusions with the remaining stimuli. This follows from the assumption of independence from irrelevant alternatives that underlies both models. In the present study, this assumption suggests that subtracting letters from the master set should not have any effect on the relative recognition probabilities between the remaining letters, whether they are presented in the context of the master set or in a subset by themselves. This result was obtained with the A, E, F, H subset, and to a moderate extent with the A, E, X subset, but not at all with the F, H, X subset.
What happened can be seen by a visual inspection of Tables l-4. The confusions among the four letters A, E, F, H in the master matrix tended to concentrate into the two letters A, E and F, H in their respective subset matrices rather than spreading evenly across all three letters in the subset matrices as predicted by the CRR and SSCM. Both the CRR and SSCM tended to underestimate the P(E 1 A) and Q.4 /E) confusion entries in the A, E, X subset matrix and the P(F / H) and P(H / F) confusion entries in the F, H, X subset matrix. That the CRR and SSCM also underestimated the P(j 1 X) (for j = A, E, F, H) entries in the A, E, X and F, H, X subset matrices suggests that the letter X was quite dissimilar to all of the letters A, E, F, H in this study. (This was not assumed a priori. Recall that an earlier study suggested that F, H might be more similar to X than would A, E.) This analysis indicates that both the CRR and SSCM are unable to compensate for the failures inherent in the strong assumptions underlying their development, specifically the assumpion of the independence from irrelevant alternatives. The lack of high precision of prediction in the subset matrices containing a highly dissimilar object (here, the letter X) may indicate some relevance of Debreu's (1960) criticisms of the choice axiom that were mentioned earlier.
One could disagree with the above analysis as there is a confounding of changes in the number of stimuli in the subsets with changes in the letter constituency of those subsets. It may be argued that the change in the number of stimuli could be responsible for the poorer performance of the CRR and SSCM in the 3 x 3 subset matrix.
That is, reducing the set size from 5 to 4 is a smaller change in number than reducing the set size from 5 to 3. For this to be a plausible explanation, the CRR and SSCM should predict the 4 X 4 subset matrices better than the 3 x 3 subset matrices and other hand, is testing the hypothesis that S is composed of exactly the values estimated from M. Because of the variance of both M and S, the sample x2 value test is going to have greater variance than -2 log L and will be conservative with respect to accepting the CRR hypothesis. In any case, the basic outcome was the same for both tests. Second, the fact that SSCM sometimes fits a little better than CRR is not really a paradox.
SSCM is indeed a special case of CRR in that if SSCM tits both matrices perfectly so must CRR but not vice versa. However, if SSCM does not fit M perfectly, then it is quite possible for the S predictions to be better than those from CRR.
worse than the 5 x 5 master matrix. The x2 goodness of fit values in Tables 5 and 7 can be compared to see if this is the case. While all x2 fit values of the 4 x 4 subset matrix reported in Table 5 are larger than the corresponding values in Table 7 (the SSCM master matrix x2 values are where the M row intersects the WSCM column in Table 7 )," the 3 x 3 x2 fit values in Table 5 fail to exceed the corresponding 4 x 4 x' values 7 out of 16 times, or 44%. This result, plus analyses to be presented later, make an explanation based solely on changes in the number of stimuli rather than changes in set constituency unlikely. Additional insight as to the failure of the SSCM to highly predict the A, E, X and F, H, X subset matrices can be obtained by an examination of the SSCM(r) and the SSCMfJ3) models. These models were applied by estimating both parameters from A4 and then re-estimating the flexible parameter (v and p, respectively) in S. This analysis indicated the SSCM(q) did somewhat better than the SSCMfJ?) in predicting the three subset matrices (7 significant x2 fit values, 4 at the .Ol level, vs 9 dignificant x2 fit values, 7 at the .Ol level, respectively, over a total of 12 x2 fits; cf. Table 5 ). " However, a more revealing analysis is obtained from the fact that the SSCM, SSCM(q>, SSCMCO), and WSCM are nested versions of the same model. (I.e., Eq. (4). This is readily apparent from Definitions 2-4.) As such, it would be of interest to see if any of the x2 fits of the SSCM, SSCM(v), SSCMV), and WSCM are significantly different from each other (using a nested x2 test). This information can then be used to help determine whether the n or /3 measure is more sensitive to constraint, and is thus making the larger contribution to the poor performance of the SSCM. This analysis indicated that the SSCM(r) produced more significant improvements over the SSCM in predicting the three submatrices than did the SSCM(p). Further the WSCM produced fewer significant improvements over the SSCM(q) than it did over the SSCM(,B). [Out of a total of 12 x2 differences, for the SSCM-SSCM(q) comparison there were 9 significant x2 differences, 8 at the .Ol level; for the SSCM-SSCMV) comparison there were 7 significant x' differences, 4 at the .Ol level; for the SSCM(v)-WSCM comparison there were 6 significant x2 differences, 3 at the .Ol level; and for the SSCM('&WSCM comparison there were 8 significant x' differences, all at the .Ol level.] These findings indicate that the change in the alphabet from the master set to the subsets is disturbing both the sensory-similarity structure and the bias structure of the confusion matrices, but the sensory-similarity structure more so than the bias structure. An examination of the estimated v's for the WSCM revealed that similarity (as measured by I?) increased an average of 69% of the time (within each subject, 12 comparisons were possible) when descending from the master to the subset matrices. The p's, on the other hand, showed no systematic variation.
In order to learn to what degree the improvement of the WSCM over the SSCM was due to the minimization of the x2 over all of the matrices in the WSCM, the I0 The CRR will return x2 values of 0 if "fit" to the master matrix as it uses the probabilities in the master matrix for predictions.
" A rejection level of .05 was used for significance calculations. A note is included for the number of significant values that could also be rejected at the .Ol level.
SSCM was simultaneously fit to all four matrices within each subject. Although the overall x2's were, as expected, improved over what they had been when the SSCM parameters were simply taken from the master matrix, they still were not as good as when the WSCM was employed in separate tits. Overall, we can characterize the results with the present class of choice models (and the CRR) as establishing that the CRR holds to a reasonable first approximation. Further, the SSCM performed about as well as the CRR, even though it is a special case of the CRR. The SSCM also has the advantage of possessing interpretable parameter structure. However, the change in the alphabet in the subsets brought about an alteration in the similarity structure of the resultant confusion matrices so that a high degree of prediction was possible only with the WSCM, fit as it was to each separate confusion matrix.
(ii) Analysis of the WSCM, OVLP, AON, and NCC Models in separate fits of these models to the data across subjects and matrices (Chandler's, 1959, x2 STEPIT program was used to obtain the model fits reported in this study). The bottom row in Table 7 gives the degrees of freedom for the four models across the four matrices.
The results presented in Table 7 indicate that the WSCM and NCC produced much better fits to the data in the master matrix and A, E, F, H subset matrix than did the OVLP and AON. However, there was an equality of model fits in both the A, E, X and F, H, X subset matrices for the WSCM, OVLP, and AON. The low x2 goodness of lit values indicate that the models were fitting these data nearly perfectly. It has been shown that the WSCM, OVLP, and AON will produce equivalent fits of 2 x 2 confusion matrices (i.e., all three of these models are multiplicative with respect to 2 x 2 confusion data; see Falmagne, 1972) . This is not the case for 3 x 3 confusion data. It is also known that the AON and OVLP are special cases of the WSCM (see Sections II and III). It appears that the 3 x 3 confusion data obtained in this study did not fall in that part of the WSCM confusion data that would violate the AON or OVLP. I2 There is thus a range of 3 x 3 confusion data that the WSCM, OVLP, and AON lit equally well, as indicated by the results in Table 7 , although it has not been determined just what this range is. Examples of 3 x 3 confusion data where the WSCM, OVLP, and AON are not equivalent are given in Appendix B.
The pattern of the x2 goodness of fit values for the AON and OVLP reported in Table 7 for the master matrix (M rows) and the A, E, F, H subset matrix (C rows) verifies earlier findings. Previous studies (Townsend, 1971a, 197 lb; Townsend & Ashby, Note 2) have reported the same general pattern of the AON fitting poorly, the WSCM fitting quite well, and the OVLP fitting no better than the WSCM (depending on experimental circumstances).
What is more surprising is the very good fits obtained with the specialized NCC, which has not heretofore been tested against alphabetic confusion data. In the light of this fact, the NCC will be examined more closely in a comparison with the various interpretations of the SCM that are being tested in this study.
The general version of the NCC (Definition 7) has already been compared with the general version of the SCM (i.e., the WSCM) in Table 7 . Although the NCC does not imply the CRR, its w (sensory confusion) and 6 (response bias) parameters can be systematically constrained to obtain NCC parallels to the SSCM, SSCM(q), and SSCM(p).
The NCC versions will be referred to by SNNC, SNCC(o), and SNCC(S), respectively (i.e., the free parameter appearing in the parentheses), with the general unconstrained version now referred to by WNCC.
'* There was one exception to the 3 x 3 confusion data equivalence in the A, E, X subset matrix data for the subject A.X. in the OVLP. This is indicative that there are some 3 x 3 confusion data in which the OVLP.
at The SNCC (i.e., the SSCM version) x2 goodness of tits are presented in Table 8 . As can be seen, the SNCC model did not predict the A, E, X and F, H, X subset matrices with a high degree of precision, but did somewhat better in predicting the A, E, F, H subset marix. This is in general agreement with the results of the SSCM and CRR reported in Table 5 . Nevetheless, it did not perform quite as well overall as the SSCM.
As was done with the SSCM(v) and SSCM@), the SNCC(w) and SNCC(G) can be examined to see which measure, w or 6, is the most sensitive to constraint. This analysis indicated that the SNCC(o) did considerably better than the SNCC(S) in predicting the three subset matrices (4 significant x2 fit values, 1 at the .Ol level, and 9 significant x2 fit values, 8 at the .Ol value, respectively, over a total of 12 x2 tits; cf. Table 8 ). The nested x2 differences were calculated for the SNCC, SNCC(w), and SNCC(S) [as was done for the SSCM, SSCM(r), and SSCM@)], and the same pattern of results was obtained. [Out of a total of 12 x2 differences, for the SNCC-SNCC(w) comparison there were 9 significant x2 differences, all at the .Ol level; for the SNCC-SNCC(S) comparison there were 5 significant x2 differences, 4 at the .Ol level, and 4 cases where the SNCC(S) did worse than the SNCC; for the SNCC(w)-NCC comparison there were 3 significant x2 differences, 1 at the .Ol level; and for the SNCC(S)-NCC comparison there were 8 significant x2 differences, all at the .Ol level.] Moreover, the sensory parameters (w) in the SNCC increased 73% of the time (averaged across each subject, 12 comparisons per subject) between the master and the subset matrices, as r] did in the WSCM analysis, denoting again a presumed increase in the relative similarity between pairs of letters (if it is assumed that o is indicative of similarity as is q). The bias parameters, 6, also showed no systematic variations. Thus, the qualitative aspects here are precisely the same as those with the choice model analysis, if not a little stronger.
Because the overall tits of the AON and OVLP were poor, it did not seem worthwhile to analyze their measurement constraints in any detail. However, a casual inspection of Tables 1-4 suggests widespread violations of the column constraint and the ratio constraints (types 1 and 2) in the master matrix and A, E, F, H subset matrix for each subject.
Because the WNCC and WSCM predicted the four matrices quite well in this study, from Theorems 2 and 4 and Holman (1979) , it should follow that the conditions of bias substitutability, bias transitivity, diagonal maximization, and quasisymmetry should not be grossly violated in the obtained data in Tables l-4.  Table 9 presents the percentages of the tests passed across each matrix and subject. Quasisymmetry was not included in Table 9 . We found quasisymmetry to be diffkult to test in any meaningful manner. This was partially due to the very small values it generates (by multiplying proportions), and partially due to the strict equality it requires. The bias substitutability test was not applicable to the A, E, X and F, H, X subset matrices as it requires a minimum of four stimuli. In most cases, a strong majority of the non-parametric tests held. Yet, the percentages presented in Table 9 indicate that the confusion data need not necessarily follow all of the non-parametric requirements of these tests while being predicted reasonably well by the WNCC and WSCM. Of course, counting the numbers of violations is a rough measure which does not take into account the magnitude of the violation. That is, for our purposes, any magnitude greater than 0 was suflicient for counting a violation as having occurred. The problem is that no statistical interpretation of the number of violations of tests such as these yet exists. However, with a magnitude measure there is the equally difftcult problem of determining just what magnitude of violation is excessive. At the least, more comparisons between qualitative measurement conditions and parametric fits, as in the present investigation, may help to achieve a more adequate understanding of the relationship between model representations and data structure.
V. INDICATIONS FOR MODELS OF VISUAL CONFUSION
Inspection of the parameters of the WSCM and WNCC indicated that an increase of similarity parameter values occurred for the WSCM and WNCC in moving from the master matrix to the subset matrices, with some minor variations in the bias parameters on a more or less random basis. These results are in line with the major experimental manipulation being restricted to manipulations of the stimulus set rather than to motivational and learning variables.
Since the primary variables under consideration in the present study were set size and context (i.e., the specific stimuli presented in each block), reasons for the changes in the sensory parameter estimates necessary for the WSCM and WNCC to obtain the best fits across the four matrix conditions require consideration. It is important to note first that a simple limited capacity interpretation does not work. On the basis of limited capacity notions alone, the qi;s and w,.i)s should decrease as set size decreases, indicating a sharpening of discrimination, in opposition to the observed results.
Consider first the WNCC. Recall that upon presentation of stimulus i, the processing mechanism enters some n-way confusion state @,, with probability nTCik, where each probability rrik is determined by a product of the probability estimates wij (Eq. (11)). A response is then selected from the available responses in the confusion state according to the ratio of the biases for each available response. Accordingly, the variation in oij values might be accounted for by interpreting the o measure in terms of Nakatani's (1972) original rationale. The increase in oij as the number of stimuli decreases would then indicate that the subject may be relaxing his acceptance boundaries, or, in other words, increasing the acceptance regions for the possible responses in the subset. As there are fewer stimuli to confuse, then the subject could relax the acceptance boundaries because, even if all of the possible responses become acceptable and a guess is made, he/she will have a greater likelihood of getting a hit.
Next, although the SSCM demands invariance in the n parameter values, it may be that a processing intepretation of the WSCM would not be incompatible with a variation of n. Although there is as yet no uniformly accepted processing interpretation for the WSCM, some work has been done in this area. One of the more attractive candidates is the maximal match choice model (Townsend, Note 6; Townsend, Evans, & Hu, Note 7; van Santen & Bamber, 1981 , independently arrived at this model). The model assumes that the observer selects that alternative pattern which exhibits the maximal comparison, or match, with the stimulus pattern. The match process is assumed to be random, utilizing the idea of Holman and Marley (cited in Lute & Suppes, 1965), and later Yellott (1977) , showing how the double exponential distribution can lead to the ratio of strengths form (Eq. (4)).
First, the assumptions:
1. Let X, be a random variable expressing the matching of the input representation of stimulus i with the representation in memory of stimulus j. Assume that the output of the match is log X,.
2. Let /Ii be a constant expressing the bias toward response j, and suppose that the output of the bias process is log/Ii.
3. Assume that the bias output and match output are added as shown in Fig. 3 .
4. Assume that Y, = log X, is distributed as the double exponential with scale value log vii. Then Y, + logbj is distributed as P(yij + log Pj ,< Yij + log @j) = F( .,Vjj + log pj) = EXP [ --EXp(-Yij + log qjj + log Pj) 1, that is, as a double exponential with scale value log vii + log /Ij. Figure 3 exhibits a flow diagram of this model. We are now in a position to show that these combined assumptions result in the proper choice expression. The distribution on Y, = log X, + log fij may be expressed as F(yij + log Pj) = EXp[-EXP(-lOg(X~j/~,Pj,)I = ExP(-V~jPj/x~j)~ --oO < y;j < +oO, o<xij<+oo.
Now let Z, = l/X,, so that F(yi,j + log pj) = F(lOg Xjj + log pj) = F(lOg Zi$' + log pi)
o<zij<+a.
This obviously results in (assuming a total of q stimuli and presentation of stimulus i): which is the formula sought. I3 Within the context of the present study, the maximal match model would need to account for the increase in rij values as set size decreases. This could be accomplished by a shift in the location of the double exponential distribution of the log Xi,i towards log Xii (which has scale value 0 from the constraint that vii = 1).
One way in which this might occur is if the observer activates a filter or "template" for each potential pattern to be shown. It might take an amount of processing capacity to energize and maintain such filters. With a smaller alphabet, the observer could "loosen up" a little and permit a less finely tuned filter for each memory pattern. On the average, this would lead to some degradation in the pairwise matching process but performance would still improve overall due to the smaller number of patterns.
It is interesting that the proposed interpretations for the WSCM as well as the WNCC both rely on mechanisms that may be motivational yet affect what have traditionally been sensory parameters. It will take further experimental work to sort " It is interesting that the WSCM has no reasonable representation along a continuum as it does here if, instead of permitting a maximal selector, it is supposed that a set of decision criteria separates the choice alternatives, Cxcept when N = 2 (Marley, 197 1).
out these effects, not to mention more tests between the WSCM and the WNCC, both of which did a creditable job with the data obtained in the present study.
SUMMARY
The constant-ratio rule (CRR; Clarke, 1957) and four interpretatons of the similarity choice model (Lute, 1963) were tested in an across-matrix alphabetic confusion paradigm. The four matrix conditions varied with set size (three, four, or five stimulus elements), and set constituency (A, E,X, F, H,X; A, E, F, H; A, E, F, H, X). The strongest interpretation of the similarity choice model (SSCM) assumed an invariance of parameter estimates across the four matrix conditions, and was a special case of the CRR. The weak interpretation of the similarity choice model (WSCM) did not assume an invariance of parameter estimates across the four matrix conditions, and represented the commonly accepted interpretation of the similarity choice model (e.g., Pachella et al., 1978; Townsend, 1971a) . Additionally, the all-or-none (AON; Townsend, 1978) , overlap (OVLP; Townsend, 197 la), and Nakatani (1972) confusion-choice (NCC) perceptutal models were also examined in a comparison with the strong and weak versions of the similarity choice model.
The major conclusions of the study were as follows:
(1) The CRR and SSCM model both provided good first approximations in predicting the three subset matrices (A, E, X, F, H, X, A, E, F, H) from the master matrix (A, E, F, H, H). However, stricter statistical tests showed that, if a high degree of prediction precision is required, both the SSCM and the CRR are inadequate. The lack of a high degree of predictive precision of the CRR and SSCM appeared to be due to the varying set contexts across the four matrix conditions. An examination of two weaker versions of the SSCM model indicated that the failure of the model to predict accurately the data from the three subset matrices used in this study was due primarily to the restrictions placed on its njj similarity parameter estimates. The SSCM appears to be the preferable instrument as an overall first approximation because predictions were at least as good as the CRR and the SSCM is a stronger model. Further, the parameters of the SSCM permit the data to be broken down into bias and sensory confusion measures. However, the SSCM did not produce nearly as good a fit to the four matrix conditions as did the WSCM, even after the fact that the WSCM has fewer degrees of freedom was accounted for.
(2) Of the four perceptual models investigated in this study (AON; OVLP: NCC; WSCM), the WSCM and NCC produced by far the best tits to the data, and were essentially equal in their predictive power. The NCC results were found to closely parallel the interpretations of the WSCM. Psychological interpretations were offered for the sensory parameter changes that occurred in both models between the master matrix (A, E, IF, H, X) and the three subset matrices. The results of this study indicate that the specialized version of the NCC analyzed in this study will have to be given more attention in future studies of visual perception, and tested further against the WSCM.
We conclude that although CRR (or SSCM) may be useful for general rough predictive purposes, it fails as an underlying principle of visual confusion; in particular as a probable generating seed behind the ratio of strengths form of WSCM. It might be mentioned in this context, that the SSCM or CRR predictions are as good or better than many predictions that are represented in the experimental literature as supporting a theory or model but that are not statistically tested. Although the range of the confusion space that would produce WSCM, AON, and OVLP equality in the prediction of 3 x 3 confusion data could not be determined, it is a rather easier task to show that there do exist 3 X 3 confusion data where an , 1978; Townsend, 1978) , along with Section III, indicate that the WSCM, AON, and OVLP are related as follows: (1) the AON and OVLP are special cases of the WSCM; (2) the AON and OVLP are not special cases of each other; and (3) there is a range of confusion data that is fit well by all three models. Using this information, four types of confusion matrices can be examined: (1) where the WSCM fits well, but the AON and OVLP do not; (2) where the WSCM and OVLP fit well, but the AON does not; (3) where the WSCM and AON tit well, but the OVLP does not; and (4) where all three models fit well. Although these four types can be represented in any finite q X q confusion space, only 3 x 3 confusion matrix examples of the four types will be presented here. In fact, where the models "tit well" they tit perfectly, except for rounding error because they were used to generate the "data." A confusion matrix representative of type (1) is obtained by letting vii = vii = .l 1, r,rik = nki = .99, qjjk = nkj = .06, pi = .27, pj = .44, and & = .29 in the WSCM. Table A presents the (rounded off) confusion matrix produced by these parameter values. The matrix in Table A violates the column constraint (Definition 8(g)) necessary for the OVLP (cf. Theorem 2), and at least one instance of the modified diagonal maximization constraint (Definition 8(e)) necessary for the AON (Schulze, Note 5). Specifically, for the modified diagonal maximization constraint, .45 Z# (.06 X .47)/.04.
AON
The following 3 x 3 confusion matrix would be representative of type (2). Letting, for the WSCM, vii = vji = .I 1, qik = qki = .64, vjk = qkj = .04, pi = .28, pi = .41, Pk = .3 1, and letting, for the OVLP, rjj = lji = .16, cik = cki = .74, rj, = rkj = .06, (3) would be one where all of its cell entries are f. The parameter values for the AON would be pi = 0, hj = $ for all i,j and for the WSCM would be vii = vii = 1 and pj= f for all i, j. This matrix is trivial (and probably uninteresting), but nevertheless violates the column constraint necessary for the OVLP model.
A 3 x 3 confusion matrix representative of type (4) would be the obtained F, H, X matrix of subject AX (see Table 4 ). This matrix was fit by all three models with a x' value of .003 (see Table 7 ). The reason for the small but positive x2 value is most likely due to computational errors in the STEPIT computer estimation procedure (e.g., rounding errors).
