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ВСТУП 
Ефективність моніторингу повітряного та 
наземного оточення за допомогою безпілот-
ного літального апарату значною мірою 
визначається інформаційною спроможністю 
бортової оптико-електронної системи іденти-
фікації об’єктів інтересу. 
При розробці бортових систем відео-
спостереження набули широкого викорис-
тання локальні і глобальні дескриптори 
фрагментів зображення, оскільки вони забез-
печують інваріантність до зміни масштабу, 
освітленості та афінних перетворень [1]. При 
цьому переважна більшість праць, пов’яза-них 
з ідентифікацією об’єктів на м ісцевості, 
присвячені дослідженню і розробці нових 
алгоритмів кратномасштабної фільтрації зоб-
ражень та обчислення локальних дескрип-
торів окремих фрагментів. Питання вибору 
структури і розмірності глобальних дескрип-
торів об’єктів на зображенні все ще залиша-
ється малодослідженим. Одним з перспек-
тивних шляхів обґрунтування вибору пара-
метрів формування вхідного математичного 
опису системи ідентифікації об’єктів на 
зображенні є використання ідей і методів 
інформаційно-екстремальної інтелектуальної 
технології (ІЕІ-технології), що ґрунтується на 
максимізації в процесі навчання інфор-
маційної спроможності системи [2].  
В роботі в рамках ІЕІ-технології розгляд-
дається метод синтезу класифікатора об’єк-тів 
на місцевості з оптимальною в інформа-
ційному сенсі розмірністю глобального    
дескриптора, що описує вектори-реалізації 
класів навчальної матриці. 
ОСНОВНА ЧАСТИНА 
Нехай дано алфавіт { omX | M1,=m } класів 
розпізнавання, які характеризують об’єкти 
інтересу на місцевості. Як реалізації кожного 
класу розпізнавання розглядаються впоряд-
ковані дескрипторні вектори ознак 
;;{ m
(j)
im, n1,=jM1,=m|y }N1,=i , де M  – 
потужність алфавіту класів розпізнавання; mn  
– кількість реалізацій класу omX ; N  – 
кількість ознак розпізнавання, що описують-ся 
дескрипторами вікна пошуку. Відомий 
структурований вектор параметрів:  
   >d,δN,=<g mi ,   (1) 
де i  – параметр, який визначає півширину 
симетричного поля контрольних допусків на 
значення i -ї ознаки розпізнавання відносно 
усередненого значенню i -ї ознаки в базовому 
класу }{
m1
oo XX , який характеризує об’єкт 
найбільшого інтересу; md – кодовий радіус 
гіперсферичного (вписаного в одиничний 
гіперпаралелепіпед) контейнера класу omX , 
який відновлюється в радіальному базисі 
бінарного простору Хеммінга. 
Відомі обмеження на параметри функціо-
нування g : ]δ;0[δ ii max, , де iδmax,  – 
максимальна ширина поля контрольних 
допусків; )( cmm xxdd , де )( cm xxd  – 
кодова відстань між еталонними векторами 
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класу omX  та найближчого до нього класу 
o
сX . 
Процес машинного навчання полягає в 
організації послідовних ітераційних проце-дур 
оптимізації параметрів навчання (1) з метою 
забезпечення максимуму усередне-ного за 
алфавітом класів розпізнавання 
інформаційного критерію функціональної 
ефективності (КФЕ) [2] 
   m
M
m
k
E
M
E
1
}{
*
max
1
,  (2) 
де mE – інформаційний КФЕ навчання 
системи керування розпізнавати реалізації 
класу omX ; }{k – впорядкована множина 
кроків навчання (відновлення контейнерів 
класів розпізнавання). 
Основним етапом обробки вхідних даних є 
пошук на зображенні за допомогою оператора 
Гессе ключових фрагментів і обчислення для 
кожного з них локальних дескрипторів SURF, 
що відображають флук-туації градієнту 
навколо центральної точки кожного 
фрагменту [1]. Словник ознак об’єктів 
інтересу формується за результа-тами кластер-
аналізу локальних дескрипто-рів, в результаті 
якого схожі фрагменти об’єднуються в одну 
групу, яку представляє усереднений 
дескриптор.  
Як алгоритм кластер-аналізу можна 
використати один з найпростіших, наприклад 
алгоритм k-серед-ніх [1]. При цьому вибір 
оптимальної в інформаційному сенсі кількості 
кластерів *k ключових фрагментів, що 
формують словник ознак інформаційно-
екстремального класифікатора 
** Nk , 
запропоновано здій-снювати за результатами 
ітераційної про-цедури максимізації 
усередненого за алфа-вітом класів 
інформаційного КФЕ (2) в допустимій області 
визначення його функції   
  EN
GN
maxmaxarg
}{
*
. (3) 
З метою забезпечення інваріантності до 
масштабу глобальних дескрипторів можна 
використовувати кратномасштабне подання 
зображення, що інколи називають пірамідою 
зображень [1]. Піраміда зображень представ-
ляє собою послідовність зображень, де кож-не  
наступне зображення отримане з поперед-
нього шляхом фільтрації і прорідження в два 
рази. 
На рис. 1 показано приклади навчальних 
зображень. 
 
 
Рисунок 1 – Приклади навчальних зображень:  
а – об’єкт інтересу; б – місцевість 
ВИСНОВКИ 
Таким, чином алгоритм машинного нав-
чання системи ідентифікації об’єктів на 
місцевості з визначенням оптимальної в 
інформаційному сенсі розмірності глобаль-
ного дескриптора об’єктів інтересу полягає в 
ітераційній процедурі наближення глобаль-
ного максимуму інформаційного КФЕ (2) до 
його граничного значення.  
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