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Abstract
In this paper, we prove a rigidity theorem of asymptotically hyperbolic
manifolds only under the assumptions on curvature. Its proof is based on
analyzing asymptotic structures of such manifolds at infinity and a volume
comparison theorem.
1 Introduction
In this paper, we study the rigidity problem for asymptotically hyperbolic man-
ifolds. Much progress has been made on this problem. In [7], using the Dirac
operator, Min-oo proved that a spin manifold of dimension n must be a hy-
perbolic space if it is asymptotic to hyperbolic space in a strong sense and its
scalar curvature is not less that −n(n− 1). His argument was refined and new
exciting results were obtained by Andersson and Dahl [2] and X.Wang [11]. For
even dimensional manifolds, Leung proved in [6] that any conformally compact
Einstein manifold (Bn, g) which is asymptotically hyperbolic of order greater
than 2 must be hyperbolic. By exploring properties of positive eigenfunctions,
∗The first author’s research is partially supported by NSF of China, project 10231010.
†The second author’s research is partially supported by an NSF grant and Simons fund.
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J.Qing proved that a conformally compact Einstein manifold with round sphere
as its conformal infinity has to be a hyperbolic space when the dimension is not
greater than 7 (cf. [8]). He did not need to assume that the manifold considered
is spin. However, his approach relies on the positive mass theorem for asymp-
totically flat manifolds. In all above results, one needs to assume that there are
nice coordinates at infinity and in such coordinates, the metrics tensor behaves
well. In view of geometry, it would be natural to ask whether such an assump-
tion can be replaced by an intrinsic geometric condition. In this paper, we will
show a rigidity theorem of this type only under the assumption on curvature.
Let (Xn+1, g) be a complete noncompact Riemannian manifold, we call it
an asymptotically locally hyperbolic manifold, which we abbreviate as ALH in
the following, of order α if |K(x)+1| = O(e−αρ(x)), where K(x) is the sectional
curvature of g at point x in any direction and ρ(x) = distg(x, o).
Recall that a Riemannian manifold X has a pole o if the exponential map
expo : ToX → X is a diffeomorphism. Without loss of generality, in our case,
we may assume that the sectional curvature is negative outside a unit ball of
(X, g). We have:
Theorem 1.1. Suppose that (Xn+1, g) n ≥ 2 and n 6= 3 is an ALH manifold of
order α with a pole and there is a ρ > 1 such that the geodesic sphere with radius
ρ and center at the pole is convex. If we further have α > 2 and Ric(g) ≥ −ng,
then (Xn+1, g) is isometric to Hn+1.
As a corollary, we have:
Corollary 1.2. Suppose that (Xn+1, g) n ≥ 2 and n 6= 3 is an ALH manifold
of order α (α > 2), K ≤ 0 and Ric(g) ≥ −ng, then (Xn+1, g) is isometric to
H
n+1.
Let Rm0 denotes the traceless part of the curvature tensor1,‖Rm0‖ denote
the norm of the tensor for (X, g), then for n = 3, we have:
Theorem 1.3. Suppose that (X4, g) is an ALH manifold of order α > 2 with a
pole and there is a ρ > 1 such that the geodesic sphere with radius ρ and center
at the pole is convex. If we further have ‖Rm0‖ ∈ L1(X) and Ric(g) ≥ −3g,
then (X4, g) is isometric to H4.
We will use the volume comparison theorem to prove above theorem. In
order to use the volume comparison, we need to estimate the volume growth
of geodesic spheres at infinity. We will carry this out in several steps. First,
we show that by changing the metric conformally, we can compactify (X, g)
in an appropriate way. Next, we will show that the boundary of compactified
Riemannian manifold is isometric to standard sphere, in this step, we first ver-
ify that the boundary is conformal to the standard sphere. It follows from the
assumption on curvature that the boundary is diffeomorphic to the standard
sphere, hence, it suffices to show that the boundary is locally conformally flat.
1The metric g is of constant sectional curvature iff Rm0 vanishes. This property determines
Rm0 uniquely.
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By a direct computation, we can show that the Weyl tensor of the boundary
vanishes, if the induced metric on the boundary is sufficiently smooth we know
that it is locally conformally flat. However, since the metric on the compact-
ified boundary is not necessarily smooth enough, we have to check what the
locally conformal flatness of the boundary means in our current case. Under
the assumption on Ricci curvatures in above theorem, we observe that the scalar
curvature and volume of the boundary of compactified manifolds is less or equal
to those of the standard sphere. It follows that the scalar curvature of the
boundary is actually equal to that of the standard sphere, hence, if n = 2, we
see that the boundary is isometric to the standard sphere; if n ≥ 3, then by
Obata’s theorem, we know that the boundary is also isometric to the standard
sphere; Finally, we can show that the volume of geodesic spheres of (X, g) is
equal to that of corresponding geodesic spheres in Hn+1 with the same radius,
then, by the volume comparison theorem, we prove the main theorem.
This assumption α > 2 should be optimal, since there are many asymptot-
ically hyperbolic Einstein metrics on B4 with α = 2, we refer the readers to
Theorem C and Appendix in [1] for details. In the case of n = 3, in order to
show locally conformal flatness of the boundary, one has to check that certain
linear combination of covariant derivatives of Schouten tensor vanishes, for time
being, we do not know how to deduce this one from the assumption α > 2, this
is the reason why we need the extra assumption ‖Rm0‖g ∈ L1(X), we doubt its
necessity. We also think that the assumption on existence of a pole is unneces-
sary. In order to remove the assumption on pole, one may study asymptotics
of certain eigenfunctions at infinity and use appropriate power of them to scale
metrics as we do in the next section. We will discuss this in a future paper. also
one can generalize arguments to study rigidity of asymptotic symmetric spaces,
one particularly interesting case is for asymptotic complex hyperbolic Ka¨hler
manifolds. We expect that a similar result can be proved for Ka¨hler manifolds
by assuming that bisectional curvature tends to -1 at a sufficiently fast rate.
The organization of this paper is as follows: In Section 2, we discuss the
compactification and conformal structure of (X, g) at infinity; In Section 3,
we show that the boundary of the compactified manifold is isometric to the
standard sphere and then use it to deduce the main theorem.
Acknowledgment: Part of this work was done during the first author’s
visit at Department of Mathematics of MIT. He would like to thank colleagues
there for providing an excellent research environment. Especially, he wants to
thank Dr. X.Wang for stimulating discussions during this visit.
2 Compactfication and conformal structure at
infinity
In this section, we give a compactfication of (X, g) at infinity and study the
induced conformal structure at infinity. This compactification is crucial in the
proof of our main theorem.
3
Let Σρ be the geodesic sphere in (X, g) with radius ρ and a fixed center o.
Define g¯ to be sinh−2 ρg, then we have:
Theorem 2.1. There is a subsequence of (Σρ, g¯ρ) which converges to a W
2,p ∩
C1,α Riemannian manifold (Σ∞, g¯∞) in the weakly W
2,p-topology, where p ∈
(1,∞) and α ∈ (0, 1) are arbitrary. Here by a W 2,p∩C1,α structure on (Σ∞, g¯ρ),
we mean that there is a covering {Ui} of Σ∞ by coordinates φi : Ui 7→ Rn
such that the transition functions φi · φ−1j and the metric tensors φ−1∗i g are in
W 2,p ∩ C1,α. Furthermore, (Σ∞, g¯∞) is conformally equivalent to the standard
sphere. Here g¯ρ denotes the restriction of g¯ to Σρ.
By the compactness theorem proved in [4], in order to have the convergence
property of (Σρ, g¯ρ), we only need to show the following
Lemma 2.2. There exists a constant C such that |Rm(g¯ρ)| ≤ C, V ol(Σρ, g¯ρ) ≥
C−1, diam(Σρ, g¯ρ) ≤ C, where Rm(g¯) denotes the curvature tensor of g¯.
Let us first recall some basic formulae. For time being, we assume g¯=u2g.
Let {ωa}1≤a≤n+1 be a local orthonormal coframe of g such that ωn+1 = dρ
and {ωi}1≤i≤n is tangent to Σρ. For convenience, we also denote g = dρ2 +
gij(ρ, θ)dθidθj . Then we have structure equations{
dωa=
∑n+1
b=1 ωab ∧ ωb, ωab + ωba = 0
dωab=
∑n+1
c=1 ωac ∧ ωcb − 12
∑n+1
c,d=1Rabcdωc ∧ ωd,
(2.1)
where Rabcd denote components of the curvature tensor. The second funda-
mental form, denoted by A = (hij)1≤i,j≤n, of Σρ with respect to g is given
by
ωn+1i|Σ =
n∑
j=1
hijωj , hij = hji,
where (·)|Σ denotes the restriction of an 1-form to Σρ. The corresponding mean
curvature is given by H =
∑n
i=1 hii.
Let ηa = uωa (1 ≤ a ≤ n+1), then {ηa}1≤a≤n+1 is an orthonormal coframe
for the metric g¯, and{
dηa=
∑n+1
b=1 ηab ∧ ηb, ηab + ηba = 0
dηab=
∑n+1
c=1 ηac ∧ ηcb − 12
∑n+1
c,d=1 R¯abcdηc ∧ ηd
(2.2)
where R¯abcd are components of the curvature tensor of (X, g¯) in the coframe
{ηa}1≤a≤n+1. By a direct computation, we see that
ηab = ωab − (log u)bωa + (log u)aωb.
Here for any smooth function f on X , fa is defined by df=
∑n+1
a=1 faωa. Thus,
we get
ηn+1,i|Σρ = (hij +
∂
∂ρ
(log u)δij)u
−1ηj .
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It follows that the second fundamental form of Σρ with respect to g¯ and {ηi}1≤i≤n
is given by
h¯ij = (hij +
∂
∂ρ
(log u)δij)u
−1. (2.3)
On the other hand, we can deduce from the structure equations for curva-
tures
∂hij
∂ρ
+
n∑
k=1
hikhkj = −Rn+1in+1j . (2.4)
In order to estimate hij , we need the following
Lemma 2.3. Suppose that f is a smooth function and for any ρ > 0, we have
|f(ρ) − 1| ≤ Ke−αρ for some α > 2 and 14 ≤ f(ρ). If y is a solution of the
equation
y′ + y2 = f(ρ) and y(0) > 0.
Then there is a constant C > 0, which depends only on K and y(0), such that
|y − 1| ≤ Ce−2ρ.
Proof. We will prove this lemma in the following steps.
Claim 1: 0 < y(ρ) ≤ ρ+ C1 for any ρ > 0.
Here and in the sequel, Ci always denotes a constant which depends only on
y(0) and K. Clearly, y(ρ) ≤ ρ+C1. To see that y(ρ) > 0, we first observe that
f ≥ frac14, hence, by using the equation, y′(ρ) > 0 whenever y(ρ) < frac12.
It follows that y increases in the region where y < 12 . Then the claim follows
from y(0) > 0.
Claim 2: |y − 1| ≤ C2e−ρ.
Set v = y − 1, we have ρ+ C1 − 1 ≥ v ≥ −1 and −1 ≤ v(0) ≤ y(0). Choose
β = 1 + fracα2 < α. Then |v| ≤ C3e(α−β)ρ, consequently, using the equation
for y, we can deduce
(v2)′ + 2v2 ≤ (v2)′ + (4 + 2v)v2 ≤ C4e−βρ, 2 < β < α.
It follows
(v2e2ρ)′ ≤ C4e(2−β)ρ,
Integrating this inequality, we get
v2 ≤ (v2(0) + 2C4
α− 2)e
−2ρ ≤ C5e−2ρ.
Claim 2 follows.
Now we can finish the proof of this lemma. By Claim 2, we have
|v| ≤ C5e−ρ.
Using this and the equation for y, we have
(v2)′ + (4− 2|v|)v2 ≤ 2Ke−αρ|v|.
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Suppose that we have proved v2 ≤ e−2βk for some βk ≥ 1, then it follows from
the above
(v2e4ρ)′ ≤ C6(e(4−α−βk)ρ + e(4−3βk)ρ.
Integrating this, we get
v2 ≤ C7(e−4ρ + e−min{3βk,α+βk}ρ).
If min{3βk, α+βk} ≥ 4, we are done, otherwise, then we take βk+1 = 12 min{3βk, α+
βk} ≥ βk + α2 − 1 and repeat the above process. Then the lemma follows after
finitely many iterations.
Lemma 2.4. Let A=
∑
ij hijωi ⊗ ωj be the second fundamental form of Σρ in
(X, g) and write
hij = δij + Tije
−2ρ,
then ‖T ‖g ≤ C< +∞, where T =
∑
ij Tijωi ⊗ ωj.
Remark 2.5. If hˆij denotes components of the second fundamental form of Σρ
in (X, g) in the coordinate frame { ∂
∂θi
}, then we have
hˆij = gij + pije
−2ρ.
Write ωi =
∑
j bijdθ
j, we have (gij) =(bij)
T · (bij) and (pij) =(bij)T · (Tij) · (bij).
Proof. Let λmax and λmin be the largest and smallest eigenvalue of matrix (hij),
then they are Lipschitz, and we claim that
d
dρ
λmax + λ
2
max = 1 +O(e
−αρ). (2.5)
d
dρ
λmin + λ
2
min = 1 +O(e
−αρ). (2.6)
In fact, for any ρ = ρ0, let V be the unit eigenvector of λmax, then V
T (hij)V |ρ=ρ0
=λmax(ρ0), and V
T (hij)V ≤ λmax(ρ) for any ρ, thus,
d
dρ
λmax|ρ=ρ0 =
d
dρ
V T (hij)V |ρ=ρ0 ,
hence,
d
dρ
λmax|ρ=ρ0 + λ2max|ρ=ρ0 = 1 +O(e−αρ),
which implies (2.2) is true, by the same reason, (2.3)is true too. On the
other hand, when ρ is sufficiently large the eigenvalue of matrix (Rn+1in+1j) is
less than − 14 , and note that there is a convex geodesic sphere with sufficiently
large radius, hence, we may assume the initial data of equation (2.3),(2.4) is
positive, then by Lemma 2.3, we see Lemma 2.4 is true.
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Due to Lemma 2.4, we have supΣρ |Tij |≤ C < +∞ for any ρ ≥ 1.
Proof of Lemma 2.2: By a direct computation, we have
R¯abcd = u
−2Rabcd − u−2((log u)bm − (log u)m(log u)b)(δacδdm − δadδmc)
− u−2((log u)am − (log u)m(log u)a)(δmcδdb − δmdδbc)
− u−2|∇ log u|2(δacδbd − δadδbc),
(2.7)
where R¯abcd denote the components of the curvature tensor of (X, g¯) in the
coframe {ηa}. By our assumption on asymptotic hyperbolicity, we may write
Rabcd = (δbcδad − δacδbd) + Eabcd,
where |Eabcd| = O(e−αρ).
Now let u = sinh−1 ρ. Noticing that for any 1 ≤ a, b ≤ n
(log u)ab = (log u)ρ(δab + Tabe
−2ρ),
we can deduce from the above and Lemma 2.42
R¯abcd =
1
4
(Tbdδac − Tbcδad − Tadδbc + Tacδbd) +Eabcd, 1 ≤ a, b, c, d ≤ n (2.8)
here, |Eabcd| = O(e(2−α)ρ) as ρ tends to infinity.
R¯n+1bcd = O(e
(2−α)ρ),
R¯n+1bn+1d = Tbd − 1
2
δbd +O(e
(2−α)ρ).
Let h¯ij be the components of the second fundamental form of Σρ ⊂ X with
respect to the metric g¯. It follows from (2.3) that:
h¯ij = O(e
−ρ). (2.9)
Now let us estimate the volume and diameter of (Σρ, g¯). We can write g in
the form dρ2 + gij(ρ, θ)dθ
idθj , then we have
∂
∂ρ
gij = 2hˆij.
Using the facts that hˆij = gij + pije
−2ρ and −c(gij) ≤ (hˆij) ≤ c(gij) for some
constant c, we can show that there exists a constant Λ independent of ρ such
that
Λ−1e2ρ(δij) ≤ (gij) ≤ Λe2ρ(δij). (2.10)
It follows that diam(Σρ, g¯) ≤ C2 and V ol(Σρ, g¯) ≥ δ0 > 0. The proof of Lemma
2.2 is completed.
2Without loss of generality, we may assume that α ≤ 4.
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By using (2.8), (2.9) and the Gauss equations, we see that the sectional
curvature of (Σρ, g¯) is uniformly bounded. Then it follows from Lemma 2.2 and
[4] that there exists a sequence of (Σρi , g¯ρi), which will be denoted by (Σi, g¯i),
converges to (Σ∞, g¯∞) in the sense of weak topology ofW
2,p for any p <∞, and
for any q ∈ Σ∞, there is a coordinate charts (Bq, θi) in which the components
of g¯∞ is C
1,α
⋂
W 2,p, ∀p < +∞ and the curvature of (Σ∞, g¯∞) is bounded.
Let Rˆijkl be the components of the curvature tensor of (Σρ, g¯ρ) under the
orthonomal frame ηi (1 ≤ i ≤ n), then the Weyl tensor is:
Wˆijkl = Rˆijkl− 1
n− 2(Rˆikδjl−Rˆjkδil+Rˆjlδik−Rˆilδjk)+
Rˆ
(n− 1)(n− 2)(δikδjl−δjkδil)
Combined with (2.8) and (2.9), we see that ‖Wˆ‖ = o(1) as ρ tends to ∞, and
the Ricci tensor is of the form
Rˆij =
1
4
[(n− 2)Tij + trg¯Tδij] + Eij ,
where Eij = g¯
klEikjl and |Eij | = o(1) as ρ tends to infinity.
Recall that the Schouten tensor of g is
Sˆij =
1
n− 2(2Rˆij −
Rˆ
n− 1δij). (2.11)
Therefore, the Weyl tensor of (Σ∞, g¯∞) vanishes in the L
p-sense. Together with
Gauss equations and Codazzi equations and (2.11), we deduce
∇¯kSˆij − ∇¯j Sˆik = 1
2
e2ρ sinh ρRn+1kij +
2
n− 2(∇¯kEij − ∇¯jEik)
− 1
(n− 1)(n− 2)(∇¯kEδij − ∇¯jEδik)
(2.12)
If n = 3, by the assumption that ‖Rm0‖g ∈ L1(X), we see that there are ρi
which tend to infinity such that∫
Σρi
||Rm0||g sinh3 ρi → 0,
in particular, we have ∫
Σρi
|R4ijk|e3ρi → 0.
It follows that for any φ ∈ C∞(Σρi),∫
Σρi
φR4ijke
2ρi sinh ρi → 0. (2.13)
Without loss of generality, we may assume (Σρi , g¯ρi) converges to (Σ∞, g¯∞),
for simplicity, in the sequel, (Σ∞, g¯∞) will be denoted by (Σ, g¯) and the com-
ponents of its curvature tensor will be simply denoted by R¯ijkl . Then if n = 3,
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we see that the Schouton tensor of (Σ, g¯) satisfies the following equations in the
sense of distribution,
∇¯kS¯ij − ∇¯jS¯ik = 0, (2.14)
that is, for any φ ∈ C∞(Σ), we have∫
Σ
S¯ij∇¯kφ− S¯ik∇¯jφ = 0,
where ∇¯k are covariant derivatives of (Σ, g¯) with respect to an orthonormal
basis {ei}1≤i≤n.
Now, we are in the position to show the following:
Theorem 2.6. Suppose that (Σ, g) is an n-dimensional Riemannian manifold
and the metric g is in W 2,p for any 1 < p < ∞. If its curvature tensor is
bounded and Weyl tensor W = 0 if n > 3; and (2.14) is true if n = 3, then g
is locally conformally flat, i.e., for any point q ∈ V , there is a neighborhood U ,
such that in U , we have a positive W 2,p function f with g = fgeuc, where geuc
denotes a flat metric on U .
Clearly, it is a local result, hence, we need to consider only the problem
in a local coordinate chart, i.e., we assume that Σ is a ball Bn ⊂ Rn and
g = gijdxidxj , where x1, · · · , xn are euclidean coordinates of Rn. By our as-
sumption, gij are W
2,p functions on Bn for any 1 < p < ∞. It follows the
the curvature tensor Rijkl and the Christoffel symbol Γ
i
jk are in L
p and W 1,p
respectively. Hence, we can define covariant derivatives of Rijkl,h in the sense
of distribution, that is, for any φ ∈ C∞0 (Bn), we have:∫
Bn
Rijkl,hφ
√
det(g)dx = −
∫
Bn
Rijkl
∂
∂xh
(φ
√
det(g))dx+
∫
Bn
Rm∗Γφ
√
det(g)dx,
where det(g) = det(gij) and Rm ∗ Γ refers to a bilinear form of Rijkl and Γijk.
Since Rijkl are in L
p and ∂
∂xh
(φ
√
det(g)) is in Cα for some α > 0, the right
hand side of the above equation is well defined. Similarly, we can define Rijkl,hm
in the sense of distribution, that is, for any φ ∈ C∞0 (Bn), we have:∫
Bn
Rijkl,hmφ
√
det(g)dx =
∫
Bn
Rijkl
∂2
∂xh∂xm
(φ
√
det(g))dx− ∫
Bn
Rm ∗ Γ ∂
∂xm
(φ
√
det(g))dx
− ∫
Bn
Rm ∗ ∂
∂xm
(Γφ
√
det(g))dx +
∫
Bn
Rm ∗ Γ ∗ Γφ
√
det(g)dx.
Now we have:
Lemma 2.7. Suppose that g ∈ W 2,p for some p > 1, then in the distributional
sense, we have the second Bianchi identity
Rijkl,h +Rijlh,k +Rijhk,l = 0 (2.15)
and
Rik,lt = Rik,tl +Ric ∗Rm. (2.16)
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That is, for any φ ∈ C∞0 (Bn), we have∫
Bn
(Rijkl,h +Rijlh,k +Rijhk,l)φ
√
det(g)dx = 0
and ∫
Bn
(Rik,lt −Rik,tl −Ric ∗Rm)φ
√
det(g)dx = 0.
Here Rij is the Ricci tensor of g and Ric ∗Rm denotes a bilinear form of Ricci
tensor and curvature tensor.
Proof. By the assumption, we may take a sequence of smooth metrics gi which
converges to g in W 2,p. Since (2.15) and (2.16) hold for the curvature tensor
of gi and curvature tensors of gi converge to that of g in L
p, we see that (2.15)
and (2.16) hold for g, too.
Next we construct harmonic coordinates around any point of manifold.
Without loss of generality, we only need to show
Lemma 2.8. Suppose that gij are in W
2,p on Bn for any 1 < p < ∞, then
there are harmonic coordinates (z1, · · · , zn) around o ∈ Bn with zi in W 3,p.
Proof. Let Γijk denote the Christoffel symbols of g in euclidean coordinates
x1, · · · , xn. Define yi by xi = yi − Γijk(o)yjyk (1 ≤ i ≤ n), by the Inverse
Theorem, we see that yi are smooth functions of (x1, · · · , xn) around o and form
coordinates. Let Γ¯ijk be the Christoffel symbols of g in coordinates (y
1, · · · , yn),
then by direct computations, we see
Γ¯kij
∂xs
∂yk
=
∂2xs
∂yi∂yj
+
∂xl
∂yj
∂xm
∂yi
Γslm.
It follows that Γ¯kij(o) = 0, consequently, ∆y
i = 0 at o. This implies that
||∆yi||L∞(Bǫ(o)) tends to 0 as ǫ goes to zero. Consider the following boundary
value problem on Bǫ(o) {
∆zi= 0
zi|∂Bǫ= yi|∂Bǫ .
then, using standard estimates for elliptic equations, we get
||zi − yi||C1,α ≤ C||∆yi||L∞(Bǫ).
Therefore, z1, · · · , zn form local coordinates on Bǫ(0) when ǫ is sufficiently small.
Clearly, zi are in W 3,p(Bǫ) and harmonic with respect to g. The lemma is
proved.
By a direct computation and Lemma 2.8, we see that metric tensor of g in
coordinates z1, · · · , zn is also in W 2,p. In the following, we will consider the
problem in these harmonic coordinates, and the metric components will be still
denoted by gij .
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Lemma 2.9. Let R be the scalar curvature of g and bounded, then when ǫ is
sufficiently small, the following equation{
∆u− n−24(n−1)Ru= 0
u|∂Bǫ= 1|∂Bǫ .
has a positive solution in W 2,p(Bǫ).
Proof. We note that when ǫ is sufficiently small, the first Dirichlet eigenvalue
can be arbitrarily large, and R is bounded, hence, the corresponding homoge-
nous equation has only trivial solution, and this implies the above equation has
nonnegative solution, then by Lemma 3.4 in [10] (p34), we see that the solution
has to be positive. This finishes the proof of the lemma.
In order to show Theorem 2.6, we need the following lemma ( see Theorem
17.2.7, [5], p18 for its proof).
Lemma 2.10. Let aij(x) be Lipschitz continuous in an open set Ω ⊂ Rn, and
assume that the matrix (aij) is positive definite and u ∈ L2loc(Ω). Then
Σ
∂
∂xj
(ajk
∂u
∂xk
) = f,
implies u ∈ W 1,2loc (Ω) if f ∈ H−1loc (Ω), moreover, if f ∈ L2loc(Ω), then u ∈
W
2,2
loc (Ω). Here H
−1
loc (Ω) is the dual space of W
1,2
0 (Ω).
Now we can finish the proof of Theorem 2.6. Since the scalar curvature of
(Σ, g) is bounded, by Lemma 2.9, we may choose a sufficiently small neighbor-
hood of q such that there is a positive W 2,p function u on this neighborhood
such that the scalar curvature of g¯ = u
4
n−2 g vanishes. It is easy to show that
g¯ is also in W 2,p for any 1 < p <∞, moreover, its Weyl tensor also vanishes if
n ≥ 4 and (2.14) still holds if n = 3. By Lemma 2.8, we can choose harmonic
coordinates of the metric g¯ with metric tensor g¯ij in W
2,p. It suffices to show
that the corresponding Ricci tensor is smooth in these harmonic coordinates.
In the sequel, we will do everything in these coordinates.
Since the Weyl tensor and the scalar curvature vanish, we have
R¯ijkl =
1
n− 2(R¯ik g¯jl − R¯jk g¯il + R¯jlg¯ik − R¯ilg¯ik) (2.17)
On the other hand, by Lemma 2.7, we have the second Bianchi identity for
g¯, hence, by a direct computation, we deduce
g¯jhR¯jk,h = 0. (2.18)
If n ≥ 4, using (2.17), (2.18) and the Bianchi identity, we can also derive
R¯il,k − R¯ik,l = 0. (2.19)
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When n = 3, since the scalar curvature vanishes, the above equation is nothing
but (2.14). It follows
g¯ktR¯il,kt − g¯ktR¯ik,lt = 0,
and because of (2.16) in Lemma 2.7, we have
g¯ktR¯ik,lt = g¯
ktR¯ik,tl + g¯ ∗ R¯ic ∗ R¯m.
Note that
g¯ktR¯ik,tl = (g¯
ktR¯ik,t),l = 0,
so we have
g¯ktR¯il,kt = g¯ ∗ R¯ic ∗ R¯m.
Since g¯ is in W 2,p, the above equation can be written as
∂
∂xt
(g¯kt
∂R¯il
∂xk
) = ∂g¯ ∗ ∂R¯ic+ g¯ ∗ R¯ic ∗ R¯m. (2.20)
Noticing that g¯ ∈W 2,p and R¯m ∈ Lp for any p > 1, we see that the right hand
side of (2.20) is in H−1, which is dual to W 1,20 . Then it follows from Lemma
2.10 that R¯ij are actually in W
1,2
loc , in turns, this implies that the right side of
(2.20) is in L2loc, then again by Lemma 2.10, we see that R¯ij are in W
2,2
loc , then
it follows from the standard theory for elliptic equations that R¯ij are actually
C
2,α
loc , therefore, g¯ is smooth, and consequently, by the classsical Weyl Theorem,
it is locally conformal flat. Theorem 2.6 is proved.
Now, we can prove Theorem 2.1.
Proof of Theorem 2.1: It only remains to show that (Σ, g¯) is conformally
equivalent to the standard sphere. By the assumption of Theorem 2.1, we see
that Σ is diffeomorphic to Sn. On the other hand, by Theorem 2.6, we know
that (Σ, g¯) is a locally conformally flat manifold, so is conformally equivalent to
S
n. Theorem 2.1 is proved.
3 Proof of Main Theorems
To prove Theorem 1.1 and Theorem 1.3, we need to compare both the volume
and the scalar curvature of (Σ, g¯) which is the boundary of Riemannian manifold
(X, g¯) with those corresponding quantities of the standard sphere. Using this,
we are able to show that (Σ, g¯) is actually isometric to the standard sphere.
Then by the Volume Comparison theorem, we can conclude that the original
manifold (X, g) is isometric to Hn+1.
Lemma 3.1. Let ωn denote the volume of S
n and R¯ be the scarlar curvature
of (Σ, g¯), then we have Vol(Σ, g¯) ≤ ωn and R¯ ≤ n(n− 1).
Proof. Recall that Rˆ is the scalar curvature of (Σρ, g¯ρ), then by the computa-
tions in last section, we have
Rˆ =
n− 1
2
n∑
i,j=1
gijpij + o(1), as ρ→∞
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and
H = n+ e−2ρ
n∑
i,j=1
gijpij ,
where H denotes the mean curvature of Σρ in (X, g). On the other hand,
because of Ric(g) ≥ −ng, we can use the Laplacian Comparison Theorem to
get
H |Σρ = △gρ|Σρ ≤ n coth ρ (3.1)
It follows
n∑
i,j=1
gijpij ≤ 2ne
2ρ
e2ρ − 1 ,
and consequently,
Rˆ ≤ n(n− 1) + o(1),
letting ρ go to ∞, we get R¯ ≤ n(n− 1).
To show Vol(Σ, g¯) ≤ ωn, we only need to prove for any ρ > 0,
Vol(Σρ, g) ≤ (sinh ρ)n ωn. (3.2)
For any δ > 0, integrating (3.1), we obtain∫
Bτ+δ\Bτ
△gρdVg ≤
∫
Bτ+δ\Bτ
n coth ρdVg,
which is equivalent to
Vol(Στ+δ −Vol(Στ )
δ
≤ n
δ
∫ τ+δ
τ
coth ρVol(Σρ)dρ.
Let δ → 0, we have
(log
(
(sinh τ)−nVol(Στ )
)
)′ ≤ 0.
Hence (sinh τ)−nVol(Στ ) is non-increasing with τ . Since limτ→0(sinh τ)
−nVol(Σρ) =
ωn, we see from the above that (3.2) is true. This implies that Vol(Σ, g¯) ≤ ωn.
Thus Lemma 3.1 is proved.
Our next goal is to establish
Lemma 3.2. The limit space (Σ, g¯) is isometric to the standard sphere (Sn, g0)
Proof. If n = 2, we only need to show R¯ = 2, suppose not, we have R¯ < 2 and
Vol(Σ, g¯) ≤ 4π, this is in contradiction with Gauss-Bonnet formula.
If n ≥ 3, it suffices to prove that R¯ = n(n− 1). In fact, we can write
g¯ = u
4
n−2 g0 (3.3)
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for some u > 0 which belongs toW 2,p for any p <∞. If R¯ = n(n−1), u satisfies
a semi-linear elliptic equation and the standard regularity theory implies that
u is smooth. Then Lemma 3.2 follows from the Obata theorem.
Let dV¯ and dV0 be the volume elements of (Σ, g¯) and (S
n, g0), respectively,
then by (3.3), dV¯ = u
2n
n−2 dV0. The following equation is well-known
R¯ = u
n+2
2−n (n(n− 1)u− 4(n− 1)
n− 2 △Snu),
it follows ∫
Sn
R¯u
2n
n−2 dV0 =
∫
Sn
((n− 1)nu2 + 4(n− 1)
n− 2 |∇Snu|
2)dV0,
since R¯ ≤ n(n− 1), we get
n(n− 1)(
∫
Sn
u
2n
n−2dV0)
2
n ≥
∫
Sn
((n− 1)nu2 + 4(n−1)
n−2 |∇Snu|2)dV0
(
∫
Sn
u
2n
n−2 dV0)
n−2
n
.
Using the fact that dV¯ = u
2n
n−2dV0 and V ol(Σ, g¯) ≤ ωn, we see that:
n(n− 1)ωn 2n ≥
∫
Sn
((n− 1)nu2 + 4(n−1)
n−2 |∇Snu|2)dV0
(
∫
Sn
u
2n
n−2dV0)
n−2
n
. (3.4)
Write g0 = ψ
4
n−2 ds2
Rn
, where ψ(x) = (1+|x|
2
2 )
2−n
2 , then dV0 = ψ
2n
n−2 dx, where
dx is the volume element of Rn, we have:
The RHS of (3.4) =
4(n− 1)
n− 2
∫
Rn
|∇Rn(uψ)|2dx
(
∫
Rn
(uψ)
2n
n−2 dx)
n−2
n
. (3.5)
On the other hand, by a direct computation, we have:
n(n− 1)ωn 2n = 4(n− 1)
n− 2
∫
Rn
|∇Rnψ|2dx
(
∫
Rn
ψ
2n
n−2 dx)
n−2
n
(3.6)
Putting (3.4), (3.5) and (3.6) together, we obtain∫
Rn
|∇Rnψ|2dx
(
∫
Rn
ψ
2n
n−2 dx)
n−2
n
≥
∫
Rn
|∇Rnuψ|2dx
(
∫
Rn
(uψ)
2n
n−2 dx)
n−2
n
. (3.7)
Note that ψ = (1+|x|
2
2 )
2−n
2 , we know that the LHS of (3.7) is the best Sobolev
constant for Rn, hence, the equality in (3.7) holds, so R¯ = n(n − 1). Thus we
see that (Σ, g¯) is nothing but (Sn, g0). Lemma 3.1 is proved.
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Proof of Theorem 1.1: In the proof of Lemma 3.1, we have shown that
(sinh ρ)nVol(Σρ, g) is non-increasing. By Lemma 3.2 and the fact that (Σρ, g¯ρ)
subconverges to (Σ, g¯) in the Cheeger-Gromov topology, we get
lim
ρ→∞
(sinh ρ)−nVol(Σρ, g) = ωn.
Hence, by the Volume Comparison Theorem, we have that for any ρ > 0,
(sinh ρ)−nVol(Σρ, g) = ωn. Now we claim that
△gρ = H |Σρ = n coth ρ, ∀ρ > 0.
If it is false, there is a point p ∈ Σρ such that △gρ|p < n coth ρ|p, so∫
Bρ+δ(o)\Bρ(o)
△gτdVg <
∫
Bρ+δ(o)\Bρ(o)
n coth τdVg ,
or equivalently
Vol(Σρ+δ)−Vol(Σρ) < n
∫ ρ+δ
ρ
coth τArea(Στ )dτ.
This contradicts to that Vol(Στ ) = (sinh τ)
nωn. Hence for any ρ > 0, H |Σρ =
n coth ρ and consequently
∂H
∂ρ
+
H2
n
= n.
However, from (2.2), we see that
∂H
∂ρ
+
H2
n
≤ n,
moreover, the equality holds if and only if hij = coth ρgij . On the other hand,
a direct computation shows that
∂gij
∂ρ
= 2hij = 2 coth ρgij ,
and
lim
ρ→0
ρ−2gij = (g0)ij ,
Hence, gij = (sinh ρ)
2(g0)ij , where g0 is the standard metric on S
n. Therefore,
we see g = dρ2 + (sinh ρ)2(g0)ijdθ
idθj , that is, (X, g) is isometric to Hn+1.
Theorem 1.1 is proved.
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