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Abstract
Parametric models have been the only viable alternative to unsuccess-
ful theories of the language faculty based on evaluation metrics for 
grammars. In this article I show that parametric analyses can attain 
a high degree of typological and historical adequacy, though they 
raise serious problems for explanatory and evolutionary adequacy. 
I propose to replace the Principles&Parameters theory by a simpli-ÀHG PRGHO RI WKH ODQJXDJH IDFXOW\ ZKLFK HOLPLQDWHV SDUDPHWHUV
altogether from the initial state of the mind, replacing them with few 
abstract variation schemata, and, in the absence of positive evidence 
in the primary corpora, eliminates them even as open questions in 
the course of acquisition in the absence of positive evidence. In this 
model, parameters only arise as positive answers to yes/no questions 
of limited form. Attained I-languages can be represented as simple 
strings of positive and neutralized values of different lengths. The 
new research program (Principles&Schemata) is capable of retain-
ing the advantages warranted by a system of heavily constrained 
binary choices for language acquisition, variation, and history, while 
underspecifying UG and simplifying the acquisition path and the 
representation of the steady state of each I-language: it promises to be 
able to return to a feasible question-based model of syntax acquisition 
triggered by positive evidence only, though without the shortcomings 
emerged from the classical Principles&Parameters theory.
1. Parametric linguistics
This article develops some programmatic ideas about the study RIODQJXDJHGLYHUVLW\DQGUHÀQHVDPRGHORIJUDPPDWLFDOYDULDWLRQÀUVWVNHWFKHGLQ/RQJREDUGLD
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Since the 1960s, generative grammar has tried to pursue the twin JRDOVRIGHVFULSWLYHDQGH[SODQDWRU\DGHTXDF\&KRPVN\EXW
the large amount of attested grammatical variation among natural ODQJXDJHVKDVEURXJKW WR OLJKW D UHPDUNDEOH WHQVLRQEHWZHHQ WKH
two goals.
The crucial issue for the success of the whole generative approach 
is indeed attaining explanatory adequacy, i.e. accounting for the 
fact that humans acquire natural languages given the (constricted) 
empirical conditions under which they do. Solving the problem of 
language acquisition is a crucial standard for claims that linguistics 
is a theory of mind and plays a role among the cognitive sciences. 
Obviously, the main obstacle to build up a universally valid theory 
of language acquisition is represented by language diversity. For, the 
shared human ability to acquire one from a wide variety of possible 
languages cannot be trivially circumvented by simply appealing to ULJLGWKHRULHVRILQQDWHNQRZOHGJH7KHFODVVLFDOJHQHUDWLYHWKHRU\GHYHORSHGEHWZHHQ&KRPVN\
especially ch. 6, and the AspectsPRGHO&KRPVN\YLHZHGWKH
Language Acquisition Device (LAD, i.e., the idealized initial state 
S
0
 of the linguistic mind) as consisting of:
(1) a set of universal principles (Universal Grammar, UG) + an 
Evaluation Metrics for grammars
WKHODWWHUZDVVXSSRVHGWRUDQNJUDPPDUVFRQVWUXFWHGfreely by the 
language learner within the bounds posed by the universal principles DQGWKHREVHUYHGSULPDU\GDWD7RZRUNHIÀFLHQWO\WKLVOLQJXLVWLF
theory presupposed that grammars subject to evaluation should be, in HDFKFDVHÀQLWHOLPLWHGDQGVXIÀFLHQWO\VFDWWHUHGLQIRUPLIPDQ\RUHYHQLQÀQLWHO\PDQ\JUDPPDUVDUHLQGHHGFRPSDWLEOHZLWKWKH
universal constraints and the data, there is no guarantee that differ-
ent learners would subject to evaluation the same candidates, thus 
leaving the crucial uniformity of certain subtle linguistic intuitions ZLWKLQFRPPXQLWLHVRIVSHDNHUVXQH[SODLQHG
Within such a model, the existence of variation is potentially 
explained in terms of minimization of the genetic endowment: the 
freedom of variation allowed can be construed as inversely propor-
tional to the restrictive principles made available by UG (the more 
such constraining principles, the higher the number of languages 
prohibited). Therefore, the broadness of attested linguistic diversity 
PRINCIPLES, PARAMETERS, AND SCHEMATA 
could be due to the fact that the amount of universal restrictions made 
available by human nature is limited by a sort of load constraint 
on genetic transmission of cognitive information; this would be a 
conceivable economy condition on the architecture of the LAD, 
active through evolutionary history. 
This model has been progressively abandoned since the 1970s, PDLQO\DVWKHUHVXOWRIWKHIDLOXUHLQÀQGLQJRXWDVXIÀFLHQWO\JHQHUDOHYDOXDWLRQPHWULFVDQGLQUHVWULFWLQJJUDPPDUVWRÀQLWHDQGZHOOVFDW-
tered sets (indeed, many natural languages differ minimally), along 
with other conceptual considerations about generative capacity and 
learnability. The model of Principles and Parameters arose as an DQVZHUWRVXFKLVVXHV´%HIRUHWKH3	3IUDPHZRUNFU\VWDOOL]HGWKH
assumption within the Generative Enterprise was that UG provided a IRUPDWIRULQÀQLWHO\PDQ\SRVVLEOHJUDPPDUV,ODQJXDJHVDQGDQ
evaluation measure to select among them, given the data available. It ZDVZHOOXQGHUVWRRGWKDWWKLVDSSURDFKKDVIXQGDPHQWDOGHÀFLHQFLHV,NQRZRIQRFRKHUHQWDOWHUQDWLYHWRWKHVHWZRDSSURDFKHVµ&KRPVN\2,QWKH3	3PRGHO&KRPVN\WKH/$'FRQVLVWVRID8*
with both universal principles and parameters:
(2) UG = Principles + Parameters. Open parameters at S
0
, closed 
parameters at S
S
)RUFRQYHQLHQFHLQWKLVDUWLFOH,ZLOOWDNH´ SDUDPHWHUVµWRUHIHULQ
a broad sense to any discrete, ideally binary, question about the gram-PDURIDVSHFLÀF,ODQJXDJHZKLFKLVUDLVHGE\WKHOHDUQHUOLQJXLVW
and has one or more empirical consequences in the E-language. This QRWLRQIRUH[DPSOHLQFOXGHVDOO\HVQRFKRLFHVWKDWOHDUQHUVPDNHV
on their native grammars, e.g., of the type discussed by Epstein et al. 
(2017) and Lightfoot (2017), whether they are called parametric RUQRWLQRWKHUZRUNV)RU  \HDUV QRZ SDUDPHWULF OLQJXLVWLFV KDV EHHQ UHJDUGHG DVWKHPDLQIUDPHZRUNWRUHVROYHWKHWHQVLRQEHWZHHQGHVFULSWLYHDQG
explanatory adequacy and to provide a privileged testing ground for 
theories about the interaction between biologically shaped structures 
and culturally variable information.+RZHYHUDVVWUHVVHGLQ&KRPVN\WKH3ULQFLSOHVDQG
Parameters model (P&P) was and still is  in part a bold speculation UDWKHUWKDQDVSHFLÀFK\SRWKHVLV1HYHUWKHOHVVLWVEDVLFDVVXPSWLRQV
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seem reasonable. and they do suggest a natural way to resolve the 
tension between descriptive and explanatory adequacy).
Here, I will consider the balance of advantages and of problems 
characterizing classical P&P theories, and will highlight the sense 
in which the latter caused the P&P model to remain mostly a bold VSHFXODWLRQ· WKHQ ,ZLOO WU\ WR VNHWFKDSDUWO\GLIIHUHQWPRGHORI
language diversity and language acquisition, which might eventu-
ally better resolve the tension between different levels of adequacy.
2. Parameters: 
variation, acquisition, history, and evolution
At least four general questions could guide the search for more 
adequate parametric models:
(3) a. What are the actual parameters of UG?
 b. How are these parameters set in language acquisition?
 c. Are parameter values distributed in time and space in any   VLJQLÀFDQWZD\"
 d. What is the form of possible parameters?
6OLJKWO\DGDSWLQJWKHWHUPLQRORJ\SURSRVHGLQ&KRPVN\ZH
can say that answering question (3)a guarantees a level of typologi-
cal adequacy (a crosslinguistic sort of descriptive adequacy): it is a 
higher level of adequacy than just classical descriptive adequacy: 
the latter concerns the description a single I-language, which should 
minimize the primitives (rules, principles, categories) necessary WRFRUUHFWO\UHSUHVHQWWKHFRPSHWHQFHRIDVSHDNHUW\SRORJLFDODG-
equacy is attained by a theory of several I-languages, in principle 
all possible I-languages, which minimizes the number of primitive 
differences among all of them.
However, even the best possible answer to (3a) does not neces-
sarily achieve explanatory adequacy. The latter can be attained 
only by providing an answer to (3b) (at least for a substantial set 
of parameters): the hundreds of excellent case studies proposing 
all sorts of morphosyntactic parameters over the past twenty years, 
especially since Rizzi (1978), Taraldsen (1978), have mostly (and 
rather successfully) focused just on question (3a). In other words, WKH\KDYHRIWHQIDLOHGWRGHÀQHWKHFRQGLWLRQVXQGHUZKLFKOHDUQHUV
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set the relevant parameters. To begin answering (3b), any good para-
metric proposal should try to specify which data set a parameter to 
one value or the other, and in principle should do so for all language W\SHVGHÀQHGE\WKHSRVVLEOHFRPELQDWLRQVRIVHWWLQJVRIWKHRWKHU
parameters; and these data should be plausibly accessible in primary 
corpora of language learners.
Crucial as it ultimately is, problem (3b) is not the easiest line 
to start addressing a theory of parameters, however. In this article, ,ZLOOVNHWFKDZD\WRWDFNOHWKHSUREOHPVVWDUWLQJIURPTXHVWLRQV
(3c) and (3d).
Addressing (3c and d) can be construed as one way to pursue two IXUWKHUOHYHOVRIDGHTXDF\ZLWKUHVSHFWWRWKRVHSURSRVHGLQ&KRPVN\DQGWRZKDWZDVGHÀQHGDV´W\SRORJLFDODGHTXDF\µDERYH
They were termed evolutionary adequacy and historical adequacy 
in Longobardi (2003). There, it was argued that an effective way to 
evaluate parameter systems could be trying indeed to assess their 
historical adequacy.+LVWRULFDODGHTXDF\ LVE\GHÀQLWLRQDSURSHUW\RI V\VWHPVRI
historically related3 I-languages (not of a single I-language) which 
may successfully answer questions of the form:
(4) Why (i.e., by which combination of language faculty principles 
and actual historical antecedents, i.e., previous I-languages) 
do we have precisely the I-languages we observe?
To attain evolutionary adequacy, instead, a linguistic theory should XOWLPDWHFRQWULEXWHWRHOXFLGDWHDTXHVWLRQOLNHWKHIROORZLQJ
 :K\KDVWKHKXPDQODQJXDJHIDFXOW\FRPHWRGLVSOD\SUHFLVHO\
the design it does?
,VVXHVOLNHWKHODWWHUDUHREYLRXVO\DPRQJWKHFHQWUDOFRQFHUQVRI WKHPLQLPDOLVW SURJUDP &KRPVN\%RHFN[ DQG3LDWWHOOL3DOPDULQL
3. Parametric data
A necessary, though neglected, prerequisite to assess any general WKHRU\RISDUDPHWHUVLVDVXIÀFLHQWFROOHFWLRQRIVWUXFWXUHGGDWDDERXW
 GIUSEPPE LONGOBARDI
grammatical diversity and a way of representing such information 
in a perspicuous parametric form.
To approach this objective, Longobardi (2003) has suggested 
one should adopt the strategy of Modularized Global Parametriza-
tion (MGP).4 Trivializing matters to some extent, this method can 
be summarized in the following formula: studying relatively many 
parameters across relatively many languages within a single module 
of grammar.
Considering a certain number of parameters together is obviously 
necessary to attempt any sensible generalization; observing more than 
just a pair of contrasting languages for each parameter is required 
of a theory with some ambition of typological completeness; and FRQFHQWUDWLQJRQDVLQJOHPRGXOHPDNHVWKHHQWHUSULVHPRUHUHDOLVWL-
cally feasible but also allows one to explore a major formal feature of SDUDPHWHUVHWVDVDOUHDG\HPHUJLQJIURPWKHZRUNVRI)RGRU%DNHUDQGPRVWH[SOLFLWO\IURP/RQJREDUGLDQG*XDUGLDQR
(2009), namely their pervasive interdependence (cf. below). The 
MGP method seems thus to be an appropriate compromise between 
depth and coverage.
Following this method, a grid of 91 parameters affecting the 
internal structure of Determiner Phrases has been set up within 
the ERC Advanced Grant LanGeLin research project (http://www.\RUNDFXNODQJXDJHUHVHDUFKSURMHFWVODQJHOLQ) and used for vari-
ous computations and correlations, mostly devoted to establish if 
formal grammar can be a science of human history; the values of WKHVHSDUDPHWHUVKDYHEHHQHPSLULFDOO\VWDWHGLQRYHUODQJXDJHV
(Table A below, from Ceolin et al. 2017, indeed reports the states of VXFKSDUDPHWHUVIRURIWKHPEHORQJLQJWRDWOHDVWGLVWLQFWJHQHDORJLFDOVWRFNVDQGWKHLUSDUWLDOGHSHQGHQFLHVWKHODWWHUHQFRGH
the frequent situations in which choosing one of the two values of 
a parameter neutralizes the relevance of valuing another parameter. 
All such parameters could be formulated as binary and their values KDYHEHHQPDUNHGLQWKHDGRSWHGIRUPDOLVPDVDQG²:KHQWKH
state of a parameter depends entirely on the state of other parameters LWLVPDUNHGZLWKD7KLVDSSURDFKDQGIRUPDOLVPSURGXFHSDUD-
metric grids summarizing large amounts of empirical information 
and theoretical hypotheses, highly valuable for further speculation 
on the theory of parameters itself.
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Fig.1: Table A
Legend. Fig. 1, Table A. (For a more legible version of this chart, 
please copy and paste the following URL in your browser <https://
raw.githubusercontent.com/AndreaCeolin/The_probability_of_lan-
guage_relatedness/master/Fig1.%20TableA.jpg>). Each parameter LV LGHQWLÀHG E\ D SURJUHVVLYH QXPEHU LQ WKH ÀUVW FROXPQ DQG
additionally, by a combination of three capital letters (in the third 
column). The order of the parameters is not motivated except for 
ease of expression of cross-parametric dependencies (see directly 
below), which are organized to proceed top-down. The alternative SDUDPHWHUVWDWHVDUHHQFRGHGDV¶·DQG¶²·7KHV\PERO¶·HQFRGHV
the neutralizing effect of implicational dependencies across param-
eters, i.e., those cases in which the content of a parameter is entirely 
predictable, or irrelevant altogether. The conditions that must hold 
for each parameter to be relevant (i.e., not neutralized) are indicated 
in the second column after the name of the parameter itself. They are 
expressed in a Boolean form, i.e., either as simple values of other 
parameters, or as conjunctions (written ,), disjunctions (or), or 
negation (¬) thereof.
As a space-saving convention, in the implications, disjunctions ZKLFKDUHDOOLQFOXVLYHDUHDOZD\VPHDQWWREHSDUVHGÀUVWFRQ-
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junctions later, unless parentheses are used to explicitly signify the 
opposite order of embedding. Thus, as an example of how to read the QRWDWLRQWKHLPSOLFDWLRQDOFRQGLWLRQRISDUDPHWHU16'VKRXOGVRXQGDVIROORZVS16'FDQEHVHWLIDQGRQO\LIS)1'LVVHWWRDQGS)61LVQRWVHWWRRULIDQGRQO\LIS'*5LV
set to + (or both disjoined conditions hold: the disjunction is always 
meant to be non-exclusive); otherwise it will be neutralized (0).
Especially within compact modules of grammar, the set of impli-
cational relations across parameters turns out impressively intricate, DVZLWQHVVHGE\WKHFRQVHTXHQFHVHJRISDUDPHWHUVS)*1S
(DGR), p30 (AST).
4. Advantages of parametric analyses: 
typological and historical adequacy
In the terminology adopted above, clear support for parametric 
theories comes from their success with respect to 1) typological ad-
equacy, and 2) historical adequacy. Consider some properties of the 
Table A dataset above, a condensed example of parametric analyses.
First, as noticed, it accounts for detailed differences in the behavior RIQRPLQDOV\QWD[LQODQJXDJHVLQFOXGLQJPLQLPDOO\GLIIHULQJ
varieties along with very distant ones; furthermore, it was calcu-
lated that the statement in descriptive terms of all these differences 
amounts to at least 200 manifestations, meaning that on the average 
each binary parameter potentially accounts for over 2 descriptive 
differences which appear to cluster together typologically.
Second, such a set of parameters can be shown to provide surpris-LQJO\DFFXUDWHDQGSODXVLEOHUHFRQVWUXFWLRQVRINQRZQSK\ORJHQLHV
of languages. Consider the phylogenetic tree below automatically 
generated from language distances calculated from the data of Table 
A above through the Kitsch algorithm  (from Ceolin et al. submitted; 
bootstrap: 1000 replicas):
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Fig. 2
Legend for the language acronyms in Fig. 2. (For a more legible ver-
sion of this chart, please copy and paste the following URL in your 
browser <https://raw.githubusercontent.com/AndreaCeolin/The_prob-
ability_of_language_relatedness/master/Fig2.%20KITSCH%20%20
Phylogenetic%20Tree.png>). E Indo-European: Romance: French (Fr), 
Italian (It), Portuguese (Ptg), Romanian (Rm), Sicilian (Sic), Spanish 6S*UHHN&\SULRW*UHHN&\*6WDQGDUG0RGHUQ*UHHN*UN5RPH\ND3RQWLF53$6DOHQWR*UHHN6D**HUPDQLF'DQLVK'D(QJOLVK(*HUPDQ',FHODQGLF,FH1RUZHJLDQ1RU6ODYLF
Bulgarian (Blg), Polish (Po), Russian (Rus), Serbo-Croat (SC), Slo-
venian (Slo). Celtic: Irish (Ir), Welsh (Wel). Indo-Iranian: Farsi (Far), 
Hindi (Hi), Marathi (Ma), Pashto (Pas); Uralic: Estonian (Est), Finnish )LQ+XQJDULDQ+X.KDQWLDND2VWLDNWZRYDULHWLHVVDPSOHG.K$.K%0HDGRZ0DULDND&KHUHPLVVP08GPXUWDND9RWLDN8G7XUNLF7XUNLVK7XU<DNXW<D0RQJROLDQ%XU\DW%XU7XQJXVLF(YHQWZRYDULHWLHV(Y$(Y%(YHQNL(N,QXLW,QXNWLWXW,QX-DSRQLF-DSDQHVH-DS.RUHDQ.RUHDQ.RU<XNDJKLU<XNDJKLU<XN%DVTXH%DVTXHWZRYDULHWLHV:HVWHUQDQG&HQWUDOZ%DQG
cB); Sino-Tibetan: Mandarin (Man) and Cantonese (Can), Guaicuruan: .DGLZHX.D&DULE.XLNXUR.X0XVNRJHDQ&KLFNDVDZ&N
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The tree of Fig. 2 is supported by the fact that it matches nearly 
all the well-established results provided by the methods relying on 
vocabulary: 1) the unity of such families as Indo-European, as Uralic 
and as Altaic, respectively, is recognized; 2) their internal articulations 
(with the minor exceptions of the outlying position of Bulgarian within 
Slavic and of Farsi with respect to the rest of Indo-European) are all 
well retrieved; 3) the two Sinitic and the two Basque languages of the VDPSOHIRUPWZRFRUUHFWFOXVWHUVQRNQRZQIDPLO\LVGLVUXSWHG
by any of the remaining language isolates. This result expands on 
Longobardi et al. (2013) which runs counter to widespread negative RUVNHSWLFDOH[SHFWDWLRQVDERXW WKHKLVWRULFDOYDOXHRISDUDPHWHUV1HZPH\HU/LJKWIRRWDQGFHQWXU\ORQJRQHVDERXWWKDW
of syntax more generally (cf. Anderson 2017).(VSHFLDOO\JLYHQWKDWWD[RQRPLFXQLWVSRWHQWLDOO\JHQHUDWH
different rooted binary branching trees, it would be hard to obtain 
this result if the model of parametric representation in Table A were 
not, at least in part, correct.
5. Problems with parametric analyses
2QWKHRWKHUKDQGLWKDVEHHQFRUUHFWO\UHPDUNHGWKDWSDUDPHWULF
analyses, especially when laid down as explicit wide-range hypotheses OLNH7DEOH$UDLVHVRPHSUREOHPVZKLFKFDQPDNH3	3WKHRULHV
implausible models of grammatical diversity for the purpose of cap-
turing cognitive reality and ultimately attain explanatory adequacy 
(cf. Lightfoot this volume). Consider the three issues below:
(i) First, still at the crosslinguistic descriptive level, hardly any VLJQLÀFDQWPRGXOHRIJUDPPDUKDVVRIDUDWWDLQHGDGHJUHHRI
parametrization with pretension of typological exhaustiveness. <HWSURSRVHGRUFRQFHLYDEOHSDUDPHWHUVVHHPWRDOUHDG\UXQLQWKHKXQGUHGVPRUHOLNHO\LQWKHWKRXVDQGVDQGLQD3	3PRGHODOORIWKHPPXVWEHDWWULEXWHGLQVRPHVHQVHWRVSHDNHUV·
minds at the initial state S
0
.
(ii) Second, even the simplest attempts to lay down a relatively 
large set of parameters in a non-trivial number of languages (as VWDUWHGHJLQ/RQJREDUGLDQG*XDUGLDQRDQGH[HPSOLÀHG
by Fig. 1 above) have had to face an extremely intricate system 
of implicational interactions among parameters and among 
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surface properties setting them; this leads to overly complex DQGVSHFLÀFSRVWXODWLRQVDERXWWKHJUDPPDWLFDOVWUXFWXUHRIKXPDQPLQG%RHFN[DQG/HLYDGiDW6
0
, which must 
include a high amount of redundant information that will never 
be activated at successive states of maturation (see below). This 
situation raises some doubts not only about the learnability of SDUDPHWHUV)RGRU:H[OHU)RGRUDQG6DNDV
but also about the very plausibility of the basic assumptions 
of a classical P&P theory.
(iii) Third, P&P theories have so far failed to answer general evo-OXWLRQDU\TXHVWLRQVOLNH
(6) a. Why is grammatical variation so wide (i.e. why are there so 
  many parameters)?
 b. Why is there grammatical variation (i.e. parameters) at all? 
,QIDFWSUREOHPVOLNHKDYHEHFRPHPRUHDFXWHSUHFLVHO\ZLWK
the development of parametric approaches (cf. Longobardi 2003 and 
below); for, here, in principle, grammatical variation is also innately 
given (exhaustively given, at the appropriate level of idealization), XQGHUWKHIRUPRIDSUHVXPDEO\ÀQLWHDPRXQWRIGLVFUHWHSRVVLELOL-
ties: variability is already present at the initial state of the mind S
0
 
in the form of open parameters, actual varieties are represented by 
closed parameters at the steady state SS. In this model the existence 
of variation is hardly explained, and certainly cannot be explained 
through the previous line of reasoning: for, limiting the amount of 
transmittable genetic information, i.e., the size of the LAD, should 
presumably reduce the number of possible parameters as well; there-
fore, it should increase, rather than decrease, the degree of invariance 
of the language faculty observable across individual languages .
To sum up, owing to these problems, parametric analyses seem to IDLOVRPHLPSRUWDQWFULWHULDIRUH[SODQDWRU\DGHTXDF\&KRPVN\5L]]LDDQGHYROXWLRQDU\DGHTXDF\LQWKHVHQVHGHÀQHGDERYH
In the following section I will clarify some further aspects of 
problem (ii) above; then I will propose potential ways to solve all 
of problems(i), (ii), and (iii).
 GIUSEPPE LONGOBARDI
6. Dependencies in the data: 
Table A and parameter hierarchies 
To fully appreciate the import of problem (ii), recall that the in-
terdependence of parameters has gained much wider attention since WKHWLPHRI%DNHURU/RQJREDUGLDQG*XDUGLDQR)RULQVWDQFHSULQFLSOHGKLHUDUFKLFDO V\VWHPVZHOO H[HPSOLÀHG LQ WKHIRUPDWRIVLPSOHELQDU\WUHHVOLNHWKHIROORZLQJRQHRQ9HUEPRYH-
ment parameters (from Biberauer and Roberts 2012, 281), have been 
pervasively pursued by research in the ERC project ReCoS (http://UHFRVGWDOPPOFDPDFXN
(7)        V-movement?
  <9WR7"          1PYWRI>9@"
<     1
     high   Aux-movement?
  V-movt  <Y$X[WR7    19WRY"
<    1   <     169&"
$X[LQ7  70$V  ORZ  <    1    LQÁHFWLQJ9PRYW
                SVCs   rigidly           LQÁHFWLQJ  KHDGÀQDO
                 languages (?)
In the latter cases, the relevance of one parameter depends on one 
and not the opposite value of a single other parameter, potentially 
in a recursive fashion.+RZHYHUDVVRRQDVDVXIÀFLHQWQXPEHURISDUDPHWHUVLVLQYHVWL-
gated with the explicit goal of pursuing large typological and historical 
adequacy within a real-size module of grammar, many parametric 
implications fall well beyond this format. As illustrated in Table A 
above, a parameter can often only be settable depending 1) on the 
conjunction of values of more than one parameter at a time; 2) on 
the disjunction of values of other parameters, i.e., either on the value 
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of another parameter or on the value of a third parameter; 3) on the 
absence of a certain value from another parameter (i.e., on the pres-
ence of either the opposite value or also of 0, expressible through the 
negation of a value). Furthermore, the value of one parameter can be 
implicationally dependent on many other parameters.
As noted in the legend of Fig. 1, such more complex and realistic 
feature geometry can be coded in a Boolean form, i.e., representing LPSOLFDWLRQDOFRQGLWLRQVHLWKHUDVVLPSOHVWDWHVDQG²RIDQRWKHU
parameter, or as conjunctions (written ,), disjunctions (or) or nega-
tion (¬) thereof, as shown in Table A above. The appealing simplicity 
of the tree hierarchy format of (7) is certainly the goal that we would OLNHWRDFKLHYHLQIRUPDOW\SRORJ\EXWDWSUHVHQWLWVHHPVWREHUDWKHU
the result of idealizing the scope of crosslinguistic theoretical inquiry, 
focusing only on very simply related parameters. A less idealized DFFRXQWRIREVHUYHGGLYHUVLW\OLNHWKHRQHVNHWFKHGLQ7DEOH$RQ
the other hand, appears too complex to provide a realistic decision 
path for learners in the process of acquisition of parameter values.
Indeed, the argument that a realistic parametric UG does not seem 
to provide a plausible model for acquisition, owing especially to the LQWULFDF\RIUHGXQGDQFLHVDQGRYHUVSHFLÀFDWLRQVKDVEHHQIRUFHIXOO\PDGHE\%RHFN[DQG/HLYDGiSUHFLVHO\RQGDWDEDVHVRI7DEOH
A type. Some quantitative considerations can help achieve full ap-
preciation of the scope of the redundancy problem.,Q7DEOH$DERYHRXWRI[ FHOOV SDUDPHWHUVWDWHVDUHQXOOFRQWDLQLHRIWKHLQIRUPDWLRQLVUHGXQGDQW
To pursue this point also in a different way, consider a system of n 
independent parameters. A priori, the number of potential grammars 
generated by such a system should be 2n. Let us consider instead a VLPSOHWKRXJKSHUYDVLYHLPSOLFDWLRQDOVWUXFWXUHOLNHWKDWVXJJHVWHG
in (7): each parameter depends on one setting of the previous one, 
otherwise it cannot be set. The cardinality of the set of generated 
grammars is now n+1.
These two cases represent simple extremes along a continuum of 
implicational constraints on possible grammars. An empirical, real-ZRUOGPRGHODVVNHWFKHGLQ7DEOH$VHHPVQRZWRIDOOLQEHWZHHQ
hence its properties are less trivial to compute. So, specially designed 
algorithms are needed, even to just approximate to the cardinality of 
the languages generated by a realistic system of parameters.%RUWROXVVLHWDOKDYHZRUNHGRXWDQDOJRULWKPWRFDOFX-
late the number of possible strings of parameter values (languages) 
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generated according to a system of parametric implications. Ac-FRUGLQJWRWKLVDOJRULWKPWKHÀUVWSDUDPHWHUVIURP7DEOH$OHVV
implicationally constrained than the successive ones) generate less 
than 219 admissible grammars (Ceolin et al. submitted), a reduction 
of at least eleven orders of magnitude compared to the 230 expected 
under total independence.
Such a hiatus provides another way to quantify the impressive DPRXQWRILUUHOHYDQWLQIRUPDWLRQHQFRGHGLQIXOO\VSHFLÀHGJUDPPDWL-
cal systems based on parameters. Within a P&P model, information 
about all parameters must be supposed to be present at some state of HYHU\VSHDNHU·VPLQGHYHQWKDWZKLFKZLOOQHYHUEHXVHGWRQDWLYHO\
acquire their particular language.2QWKHRWKHUKDQGWKHLGHQWLÀFDWLRQRIWKLVSHUYDVLYHVWUXFWXUHRI
interdependence (the best realization of Meillets 1903 and passim 
claim that language is un système où tout se tient) is obviously an 
important contribution to the predictive power of syntactic theory, 
and potentially even toward attaining explanatory adequacy, because 
it reduces the number of possible grammars.
The interdependence structure of parametric variation has another 
relevant corollary for biolinguistic theories. Through this structure 
any axiom of the theory of grammar becomes proteiform on the 
surface, in the sense of its theorems or physical manifestations EHLQJUHODWLYL]HGWRWKHZKROHVHWRISDUDPHWHUYDOXHVRIWKHVSHFLÀF
language (Guardiano and Longobardi 2017). Therefore, it is possible 
for the human faculty of language to possess a number of invariant 
properties (conceivably, all the implications notated in Figure 1 are 
universal as implicational principles), though it is hardly the case 
that they emerge in the data with the same visible manifestations.
Thus, even if it were true that  there are vanishingly few universals 
of language in the direct sense that all languages exhibit them, as FODLPHGE\(YDQVDQG/HYLQVRQWKLVZRXOGQRWFRQÁLFW
as they hint, with the hypothesis that languages are all built to a 
common pattern.
Anyway, the amount of irrelevant information which should be LQWKHPLQGRIVSHDNHUVXQGHUWKHK\SRWKHVLVWKDWDOOSDUDPHWHUVDUHSUHVHQWIURPWKHVWDUWDQGQHHGWREHFKHFNHGDWVRPHSRLQWWKH
Twenty question model of parameter setting, in Fodors 2000 WHUPLQRORJ\DOVRVHH)RGRUDQG6DNDVLVYHU\KLJK
Considering these issues, it is worth exploring alternatives to the FODVVLFDO3	3PRGHO,QWKHUHVWRIWKLVDUWLFOH,ZLOOVNHWFKDUHVHDUFK
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program and diversity model that, if implemented successfully, will 
be able to reconcile the advantages of parameters reported in § 4 
above with potential solutions to the problems noticed in §DQG
7. Parametric minimalism
Precisely on the grounds of the empirical material on parameters 
collected over the years and of a database such as Table A, it becomes ÀQDOO\SRVVLEOH WR UDLVH DPRUHJHQHUDOPHWKRGRORJLFDOTXHVWLRQ
such as (8):
(8) Can we subject parameters and their formats to minimalist 
critique?
7KHEHVWNQRZQUHVWULFWLRQSURSRVHGRQWKHIRUPDWRISDUDPHWHUV
is the conjecture, stemming from Borer (1984), that parameters are 
always properties of functional heads of a languages vocabulary. 
Accepting this insight as a point of departure, in what follows I will 
suggest the possibility of a more articulated restrictive theory of 
parameters and point out its desirable consequences./RQJREDUGLDSURSRVHGWKDWWKHIRUPDWRIPRVWSDUDPHWHUV
can be reduced to a set of abstract parameter schemata. An updated 
proposal (resulting also from Gianollo, Guardiano, Longobardi 2008, 
and Longobardi 2014) about such schemata is presented below, where 
F and X,Y are variables over features and functional categories, 
respectively, and f is a feature value:
(9) a. Is F, F a feature, grammaticalized?
 b. Does F, F a grammaticalized feature, Agree with X, X a 
  category (i.e., probes X)?
 c. Is F, F a grammaticalized feature, strong (set in the terminol-  RJ\RI&KRPVN\LHRYHUWO\DWWUDFWV;RUHTXLYD
  lently probes X with an EPP feature)?
 d. Is F, F a grammaticalized feature, spread on X, X a category?
 e. Does a functional category (a set of lexically cooccurring   JUDPPDWLFDOL]HGIHDWXUHV;KDYHDSKRQRORJLFDOPDWUL[Ɯ"
 f. Does F, F a grammaticalized feature, probe the minimal 
  accessible category of type X (or is pied-piping possible)?
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 g. Are f1 and f2, the respective values of two grammaticalized 
  features, associated on X, X a category?
 h. Are f1 and f2, two feature values associated on X, optionally 
  associated?
 i. Does a functional feature (set) exist in the vocabulary as a 
  bound/free morpheme?
7KHVFKHPDWDGHÀQHWKHQFRUUHVSRQGLQJW\SHVRISDUDPHWHUV
(10) a. Grammaticalization parameters
 b. Probing parameters 
 c. Strength (or EPP) parameters
 d. Spreading parameters H 1XOOFDWHJRU\SDUDPHWHUV
 f. Pied-piping parameters
 g. Association parameters
 h. (Inclusive) Disjunction parameters
 i. Availability parameters
/HWXVQRZEULHÁ\H[DPLQHWKHVFKHPDWD
By grammaticalized in (9a), it is meant that the feature must 
obligatorily occur and be valued in a grammatically (generally) rather WKDQOH[LFDOO\LGLRV\QFUDWLFDOO\GHÀQDEOHFRQWH[WHJWKHGHÀQLWHLQGHÀQLWHLQWHUSUHWDWLRQRI'LVREOLJDWRULO\YDOXHGDQGPDUNHGLQ
argument DPs in certain languages, say English or Spanish, not in 
others, say Latin or Polish (also cf. below). This does not mean that 
even the latter languages cannot have lexical items usable to convey WKHVHPDQWLFPHDQLQJRIGHÀQLWHQHVVSUHVXPDEO\GHPRQVWUDWLYHVDQGXQLYHUVDOTXDQWLÀHUVFDQFRQYH\VXFKDPHDQLQJLQHYHU\ODQJXDJHEXWLQWKLVFDVHWKHIHDWXUH´GHÀQLWHQHVVµZRXOGEHUHJDUGHGDVD
lexical, not a grammatical one.EDVNVZKHWKHUDFHUWDLQIHDWXUHUHTXLUHVHVWDEOLVKLQJDUHODWLRQZLWKDVSHFLÀFRSWLRQDOO\RUREOLJDWRULO\SUHVHQWFDWHJRU\LQWKH
structure, creating a dependency (acts as probe searching a certain 
syntactic space for a goalLQ&KRPVN\·VWHUPLQRORJ\2SWLPDOO\
the domain of probing (i.e., the scope of application of Agree) should 
be determined by universal properties of grammaticalized features 
and categories, and from variation affecting the latter (arising from 
schemata such as (9g) and h); hence (9b) could perhaps be eventually 
eliminated from parameter schemata and the relative labor divided 
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e.g., between (9a) and (9c). However, some dimension of variation 
in that spirit probably has to be maintained at the level of externaliza-WLRQSURSHUWLHVHVSHFLDOO\JRYHUQLQJZKHWKHUKHDGPRYHPHQWWDNHVSODFHLQDODQJXDJHWRIRUPVD\1enclitic article or V+T clusters. 
Further questions arise with respect to clitics in general (Roberts and 
Roussou 2003, Roberts 2010, Biberauer and Roberts 2012).
(9c) corresponds to the traditional schema inaugurated by Huang 
(1982) for whTXHVWLRQVDVNLQJZKHWKHUDGHSHQGHQF\RIWKHW\SH
mentioned in (9b) involves overt displacement of X, i.e., re-merging 
of X next to F, or not. Innumerable cases of crosslinguistic variation 
of this type have been pointed out.GDVNVLIDIHDWXUHZKLFKLVLQWHUSUHWHGLQDFHUWDLQVWUXFWXUDO
position also has uninterpretable occurrences, depending in value 
on it, or on other categories. This is meant to cover the widespread 
phenomenon of concord, e.g., in phi-features; attributive adjectives 
agree in gender and number with determiners and head nouns in, 
say, Italian, though not in English, or nouns agree in number with 
determiners in English, though not in Basque. Though ultimately 
morphological, these differences may trigger salient syntactic con-
sequences: e.g., determinerless argument nominals are possible in 
English and Italian, where number is a shared feature between at 
least some determiners and nouns, though not in Basque where it 
is only represented on determiners (also cf. the behavior of Maori, RQWKLVSRLQW3HDUFHDQGHVSHFLDOO\VHH'HOÀWWRDQG6FKURWHQZKRÀUVWIRUPXODWHGWKLVLPSRUWDQWJHQHUDOL]DWLRQREVHUYLQJ
the history of French); and determinerless argument substantivized 
adjectives are possible in, say, Italian but impossible in English, 
where they dont share number with any category.HLVWDNHQWRGHÀQHZKHWKHUVRPHEXQGOHRIXQLYHUVDOPHDQ-
ing features is always null in the lexicon of a certain language: for 
example wh-operators in comparative clauses seem to be null in 
English, overt in Italian (John was smarter than I expected he could 
be/John è stato più intelligente di quanto mi aspettassi che potesse 
essere; John arrived before I expected he would show up/Gianni 
è arrivato prima di quando mi aspettassi che sarebbe comparso). 
Similarly, English seems to have a null version of complementizer WKDWLQERWKGHFODUDWLYHVDQGUHODWLYHVZKLFKLVXQNQRZQLQ)UHQFKRU*HUPDQ:RUNE\.D\QHKDVPDGHVHYHUDOLQVSLULQJSUR-
posals in this sense.
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,WLVVWLOOWREHXQGHUVWRRGZKHWKHUWKHVFKHPDFDQEHXQLÀHGZLWK
classical variation cases where an X drops its phonological matrix ƜLQDVXEVHWRIHQYLURQPHQWVHJQXOODUJXPHQWV9SURMHFWLRQ
deletion etc., among very many examples: cf. Taraldsen 1978 and 
especially Rizzi 1986, Sigurdsson 2011, and Lightfoot 2006; or 
deletion of relative wh-operators under recoverability conditions in (QJOLVK5RPDQFHWKRXJKQRWLQ*HUPDQ&KRPVN\DQG/DVQLN
Such phenomena, e.g., null arguments, are obviously parametrized, 
but it remains to be seen if the variation of these environmental 
conditions is a parametric choice, or is always predictable for each ODQJXDJHIURPRWKHUSRVVLEOHVRXUFHVÀUVWRIDOOVFKHPDDLH
non-grammaticalization of certain features, as is plausible for several 
properties of East-Asian languages, in the spirit of Kuroda 1988, 
or in the case of article systems in DPs, in light of Crismas 2011 
proposals); but also independent morphological properties, related 
to schema (9c), or even to phonological/prosodic conditions, as 
hinted at, e.g., in Longobardi (1996) for null pronominal genitives 
of construct-state constructions.ILVLQVSLUHGE\ZRUNE\%LEHUDXHUDQG5LFKDUGVLQDG-GLWLRQWRPDQ\WUDGLWLRQDOREVHUYDWLRQVJRLQJEDFNWR5RVV,ISLHGSLSLQJLVDOORZHGLQDVSHFLÀFFRQVWUXFWLRQWKHQLGHDOO\RWKHU
conditions (on movement and bounding) should establish whether LWRFFXUVRSWLRQDOO\RUREOLJDWRULO\SUREDEO\ZLWKDJHQHUDOPDUNHG
status of optional pied-piping). For example, adnominal possessives 
cannot be relativized with pied-piping in French (la femme, dont je FRQQDLVODÀOOH vs. *ODIHPPHGRQWODÀOOHMHFRQQDLV), but can and 
actually must in English (*the woman whose I know the daughter 
vs. the woman whose daughter I know).$VIRU JDQG LWVVSHFLÀFDWLRQK*LDQROOR*XDUGLDQRDQG
Longobardi (2008: 120) suggested that a further  candidate for 
schema status is represented by parametrization about the encoding of VRPHXQLYHUVDOO\GHÀQDEOHIXQFWLRQDOIHDWXUHV³VD\>SURQRPLQDO@>DQDSKRULF@>YDULDEOH@>GHÀQLWH@>GHLFWLF@DQGVRRQ³LQGLIIHUHQW
categories. This latter schema was in fact used by Sportiche (1986), 
to account for the peculiarities of Japanese zibun and kare as opposed 
to English anaphors and pronouns. Sportiche (1986) suggested that 
different languages may distribute certain valued features on different 
bundles of other valued features (basically, the feature +Bound Vari-DEOHVHHPVDVVRFLDWHGDOVRZLWK²$QDSKRULF3URQRPLQDOLQ(QJOLVKEXWRQO\ZLWK$QDSKRULF²3URQRPLQDOLQ-DSDQHVH
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Longobardi (2014) made use of both (9g) and (9h) schemata to H[SODLQ VRPH GLIIHUHQFHV LQ QHJDWLYH ZRUGV V\VWHPV ÀUVW GLVWLQ-JXLVKLQJ(QJOLVKQHJDWLYHTXDQWLÀHUVIURPWKH5RPDQFHRQHVWKH
nobody/anybody doublet vs. nadie, personne, nessuno, somehow 
corresponding to both); then, through the second schema, the distinc-
tion was made between the Spanish and the (high-register) Italian 
negative words (nadie vs. nessuno in preverbal position) (cf. Rizzi 
1982, Longobardi 1991 and Español-Echevarría 1994).LDVNVZKLFKIHDWXUHVIURPRXUHQF\FORSHGLDDSDUWIURPWKHJUDP-PDWLFDOL]HGRQHVZKLFKZLOOEHREOLJDWRU\LQGHÀQHGFRQWH[WVFDQ
be expressed by a functional, closed-class (bound or free) morpheme 
in a given language, whether or not it has other consequences, e.g., SURELQJ)RULQVWDQFHZKDWNLQGRI&DVHPRUSKHPHVRU$X[LOLDULHVDODQJXDJHPD\PDNHDYDLODEOHFDQEHUHGXFHGWRDVHWRIELQDU\
questions about a list of plausible features (also cf. Biberauer 2016).
8. The restrictive potential of a schemata theory
Let us then suppose, very speculatively, that these are the only 
possible core parameter schemata; from this approach it already 
follows that certain conceivable types of variation are excluded. 
There follows, e.g., a conclusion with far-reaching consequences, 
such as (11):
(11) The locus of interpretation of each grammatical feature is 
universal, not parametrized
most other conceivable variations are disallowed: e.g., if grammatical-
ized at all, a feature is ÀUVWPHUJHGLQWRDXQLYHUVDOO\GHÀQHGSRVLWLRQDQGPRYHGLIQHFHVVDU\XQGHUXQLYHUVDOFRQGLWLRQVRQFKHFNLQJLH
on Agree). Also, Gianollo, Guardiano and Longobardi (2008, 120) 
note that under the schemata above even the locus of interpretation 
of each grammatical feature must be universal, not parametrized, a 
welcome conclusion which can be called the Topological Mapping 
Theorem /RQJREDUGL E +LQ]HQ DQG 6KHHKDQ  
Martín and Hinzen 2014). In other words, such a schemata model 
may easily incorporate/derive a theory of the universality of both 
D-structure (Kayne 1994) and Logical Form, to use traditional terms, 
or of well-corroborated cartographies of functional heads.
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9. A set of parameters and their schemata
The 9 schemata above certainly fall short of covering the whole 
amount of syntactic diversity among the worlds languages, but they 
could well represent most of the core of parametric variability./HWXVFRQVLGHUDVDÀUVWHPSLULFDODSSUR[LPDWLRQWKDWRXWRI
the 91 parameters of Table A in Fig. 1 above suggest themselves 
as plausible or at least tentative candidates for one or the other of 
the schemata above, and have been assigned to their hypothetical 
schema, indicated with the abbreviation of the parameter types (10), 
in the column immediately to the left of the parameter names and 
their implications in the subTable A of Fig. 3 below:
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Fig. 3
Fig. 3. (For a more legible version of this chart, please copy and 
paste the following URL in your browser <https://raw.githubusercon-
tent.com/AndreaCeolin/The_probability_of_language_relatedness/
master/Fig3.%20Parameter%20Schemata.jpg>). A couple of others 
 GIUSEPPE LONGOBARDI
are still very unclear in their schema status and require much more ZRUN2IFRXUVHWZRLPSRUWDQWSRLQWVPXVWEHVWUHVVHGIRUIXWXUHUHVHDUFKÀUVWLWLVQRWDOZD\VREYLRXVLQWRZKLFKVFKHPDDSDUWLFX-
lar parameter may fall (some cases of ambiguity are determined by LQFRPSOHWHNQRZOHGJHRI8*3ULQFLSOHVLQWHUDFWLQJZLWK6FKHPDWD
particularly it may not be straightforward to decide when some varia-
tion falls under a Probing or a Strength parameter, or sometimes a 
Grammaticalization one); second, the very limit between parametric YDULDWLRQDQGOH[LFDOYDULDWLRQLVQRWIXOO\GHÀQHGDQGSUHVHQWVVRPH
grey zone, especially with respect to Availability parameters (also cf. 
Biberauer and Roberts 2012 notion of nano-parameter).
10. Schemata, parameters, and the speakers mind: 
a constructivist UG
7KLVZD\SDUDPHWHUVFKHPDWDRIWKHVRUWVNHWFKHGLQGHULYH
actual parameters, which can be literally constructed out of functional 
features, lexical categories, and indeed schemata, and set under usual 
assumptions. 
The inventory of features that can be grammaticalized is probably 
very wide, and perhaps open at the margins (this may be one aspect 
of an emergentist notion of UG: Biberauer 2016): some features are 
part of the core and often grammaticalized, others are only rarely; 
some are found in many languages, others are infrequent or very 
areal, exactly as is the case for members of phonological inventories. 
Classical phi-features (person, number and some variant of gender) DUHZLGHVSUHDG OLNHVRPHFRPPRQYRZHOV IRU LQVWDQFH ,QVRPH
native American languages the perceived position and direction of 
the reference of an argument nominal must be spelled out, rather 
in the way the categories expressed by articles in many European 
languages, in order to prevent the noun from having a general in-WHUSUHWDWLRQDNLQWRWKDWRIEDUHSOXUDODQGPDVVQRXQVLQ:HVWHUQ(XURSH &DUOVRQ 7KH UDULW\ DQG DUHDO FRQÀQHPHQW RI WKLVW\SHRI13VDWXUDWLQJIHDWXUHVUHFDOOVWKHVLPLODUVLWXDWLRQZLWKVXFKSKRQRORJLFDOSURSHUWLHVDVFOLFNVLQVWHDG
The distinction into schemata and domains of categories/features 
to which they apply seems to realize the perspicuous distinction 
proposed in Rizzi (2017b) between format (schemata) and locus 
(domain of application) of parameters.
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If this approach is correct in its essentials, it becomes unnecessary WRVXSSRVHWKDWWKHLQLWLDOVWDWHRIWKHPLQGFRQVLVWVRIKLJKO\VSHFLÀF
parameters, but just of an incomparably more restricted amount of 
parameter schemata, which combine with the appropriate functional 
elements of the lexicon (features and categories) of a language under 
the relevant triggers in the primary data to both yield all and only the 
necessary parameters for that language (i.e. raise the relevant binary 
questions) and set their values:
(8) Principles&Schemata model: UG = principles and parameter 
schemata. Parameter schemata at S
0
, closed parameters at S
S
It is then conceivable that parameters which are set to 0 (according 
to the formalism of TableA above) in a particular I-language have 
actually not been present in the initial state of the mind attaining that 
I-language, so that this approach frees our model of that mind from 
a salient amount of redundancy.
The enormous number of possible core parameters depends, in 
principle, on the more limited numbers of functional features F and RIOH[LFDOFDWHJRULHV;<FRPELQHGZLWKWKHWLQ\FODVVRISDUDPHWHUVFKHPDWD1RWLFHKRZHYHUWKDWLWLVQRWQHFHVVDU\IRUDOOSDUDPHWHU
schemata to be realized for every possible functional feature and all SRWHQWLDOO\UHOHYDQWFDWHJRULHVVSHFLÀFSULQFLSOHVRI8*PLJKWIRUELG
variation of an a priori admitted format for particular combinations 
of features and categories. The descriptive claim, for example, that 
the so called EPP feature in clauses is universally strong amounts 
to preventing a widespread schema of variation among languages 
from determining differences as to whether the Spec of T is overtly ÀOOHGRUQRW
11. Speculations on variation and evolution
Accepting the Principles&Schemata model immediately de-WHUPLQHV WKH SRVVLELOLW\ RI KXJH DULWKPHWLF VLPSOLÀFDWLRQ LQ WKHSULPLWLYHD[LRPVRIWKHWKHRU\RIJUDPPDWLFDOYDULDWLRQH[DFWO\OLNH
parameters were adopted (also) as cross-constructional generaliza-WLRQVVLJQLÀFDQWO\UHGXFLQJWKHDPRXQWRIDSSDUHQWO\DWRPLFSRLQWV
of variation, parameter schemata, in the intended sense, are more DEVWUDFW FURVVSDUDPHWULF HQWLWLHV DOORZLQJ IXUWKHU VLPSOLÀFDWLRQ
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of the set of primitives. This begins to provide a sensible answer to SUREOHPVGDQGXOWLPDWHO\EHFDXVHWKHDPRXQWRIYDULDWLRQLWVHOIWREHH[SODLQHGLVGUDVWLFDOO\UHGXFHGLWZLOOEHVXIÀFLHQWWRMXVWLI\WKHH[LVWHQFHRIDFHUWDLQSDUDPHWHUVFKHPDWKURXJKMXVWLÀFD-WLRQHJUHGXFWLRQWR´YLUWXDOFRQFHSWXDOQHFHVVLW\µLQ&KRPVN\
VVHQVHRIDVLQJOHSDUDPHWHURIWKDWVFKHPDLQRUGHUWRH[SODLQ
the possibility (ultimately, the evolutionary rise) of the whole family 
of parameters of the same format.
But such an approach already relieves the burden of the explanation 
for the very existence of language diversity (issue (2b)) as well: for, 
within the proposed model, variation could largely be explained as LQWKHÀUVWSUH3	3JHQHUDWLYHPRGHO$VZHKDYHMXVWQRWHGRQFH
the introduction of a parameter schema into the language faculty LV MXVWLÀHG HJ HYROXWLRQDULO\ H[SODLQHG SHUKDSV UHGXFLQJ LW WRFRQGLWLRQVRIHIÀFLHQF\RQODQJXDJHWUDQVPLVVLRQDQGXVHIRURQH
case, that schema will be admitted and cause proliferating potential 
variation for all possible combinations of relevant entities of the 
lexicon (features and categories). This, unless a further particular 
principle of UG prohibits certain types of variation: in other words, 
once a schema has entered UG, then reducing variation essentially 
requires adding to the size of LAD, exactly as in the Aspects model. 7KHNLQGRIH[SODQDWLRQLQWHUPVRI¶HFRQRP\RI8*VL]H·LPSOLFLWLQ
that model can therefore be reproposed in the Principles&Schemata 
approach.
Of course, in order for a full minimalist program to be pursued 
within this approach it is necessary to show each of the parameter 
schemata to be indispensable, i.e. reducible to virtual conceptual QHFHVVLW\RUDWOHDVWWREHVLJQLÀFDQWO\UHODWHGWRDUFKLWHFWXUDOFRP-
putational properties present in other biological systems.
This whole, crucial, part of the program cannot be seriously ad-GUHVVHGQRZHVSHFLDOO\ZLWKLQWKHOLPLWVRIWKHSUHVHQWZRUN2QO\VRPHH[HPSOLÀFDWLRQRIWKHUHTXLUHGGLUHFWLRQRIUHVHDUFKFDQEH
provided.
For example, (9a) could be motivated again by economy con-
straints (cf. § 1 above) on cognitive load or performance (no language 
could grammaticalize the full set of conceivable functional features), WREHVSHOOHGRXWE\VSHFLÀFUHVHDUFKGFRXOGSHUKDSVEHXOWL-
mately related to an acquisition strategy of formal preservation of 
morphological content under the pervasive diachronic phenomenon 
of category shift or reanalysis (say, of a lexical item from a class 
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where the occurrence of certain features is interpretable to another 
one where it is not), then resulting in easing perception and parsing 
of strings.
12. Implications: schemata and hierarchies
Pervasive parametric implications of the type formalized in any 
simple version of TableA above appear as one of the most salient 
universal aspect of grammar. It is possible in this sense that im-
plicational rather than absolute universals (in Greenbergs 1963 
terms) constitute the majority of the content of principles of UG 
in a Principles&Parameters model. It is interesting to see, then, if, 
in a Principles&Schemata model, it is possible to proceed to some 
minimalist reduction of such Principles governing implications.6RPHLPSOLFDWLRQVDSSHDUVSHFLÀFWRWKHUHODWLRQEHWZHHQIHD-
tures and categories and must probably be stipulated as substantive 
Principles on their own: for instance, the implicational hierarchy HQFRGHGLQ7DEOH$DERYHEHWZHHQSDQGSSLHWKHJUDP-PDWLFDOL]DWLRQRIWKHSKLIHDWXUHV1XPEHUDQG*HQGHULVWHQWDWLYHO\PRWLYDWHGE\HPSLULFDOW\SRORJ\JRLQJEDFNWR*UHHQEHUJ
But other implications appear to carry a general, virtually 
analytical component, and much of this can probably be stated at 
the level of schemata, not of single parameter clusters. The implica-
tion of (9g) by (9h) is indeed analytical, but if it is a peculiarity of IXQFWLRQDOIHDWXUHVWKDWWKH\FDQSUREHDQGEHVWURQJZHDNLQWKH
relevant sense, then parameters of Probing, Strength and possibly 
Spread (schemata (9b), (9c) and (9g) about a certain feature F will 
also imply the positive setting of a corresponding Grammaticaliza-
tion parameter of schema (9a) for that feature .7KLVZD\VRPHRIWKHLPSOLFDWLRQDOXQLYHUVDOVZKLFKDUHOLNHO\
to represent a good amount of what is termed the Principles of UG 
do not need to be stipulated, as they are reducible to general, often 
logical, conditions on the relations among schemata. Thus, that p17 
+strong Person implies + at p1 +grammaticalized Person (through WUDQVLWLYLW\LQWKHGHÀQHGLPSOLFDWLRQVRI7DEOH$VKRXOGIROORZIURP
the two parameters being of schemata (9c) and (9a), respectively.6LPLODUO\GHÀQLWHQHVVEHLQJRQHFUXFLDOIHDWXUHYDOXHIWRVDWLVI\
the requirements of + at p14 +grammaticalized Amount (Crisma 
2011), it is natural for +p14 to be a condition to set many param-
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HWHUVRIRWKHUVFKHPDWDLQYROYLQJGHÀQLWHQHVVHJSSSRI7DEOH$JRYHUQLQJWKHVSUHDGRIGHÀQLWHQHVVIURPWKHKHDGQRXQWRUHODWLYHFODXVHVWKHXVHRIGHÀQLWHQHVVWRYDOXHWKHUHOHYDQWIHD-
ture of D through a demonstrative or a possessive. In addition, p16 
+strong Amount, as the corresponding Strength parameter, depends 
on +p14 (cf. below). These implications which can be reduced to 
general relations of between pairs of parameter schemata rather than 
to idiosyncratic relations between individual parameters may greatly 
further simplify the load imposed to the initial state of the mind: they 
should, typically, represent themselves frequently in the formulations 
of parameter hierachies of the type advocated e.g., in Biberauer and 5REHUWVDQGIROORZLQJZRUNDQGFRQVWLWXWHWKHLGHDOLQWHUIDFH
between a theory of hierarchies and a theory of schemata.
13. Schemata as heuristics for parameters
In Gianollo, Guardiano, Longobardi (2008) the notion of com-
pleteness (and of completeness table) was introduced for parameter 
values: a set of parameters is complete if and only if all admissible 
(given implications and other possible universal constraints) com-ELQDWLRQVRIYDOXHVIRUWKDWVHWLVLQVWDQWLDWHGE\DWOHDVWRQHNQRZQ
language. This concept may act as a sort of Mendeleev periodical 
table of value combinations and as a heuristic for language types (or 
for reasons why certain types are unattested).
The present proposal about schemata raises the interesting pos-
sibility of a completeness table for parameters rather than parameter 
values, acting as a heuristic for parametric variation over schemata. 
We should not expect completeness even here, owing to potential 
absolute universal constraints, possibly descending from Third Factor FRQVLGHUDWLRQV&KRPVN\DQGWRSDUWLFXODUHPSLULFDOLPSOL-FDWLRQDOXQLYHUVDOV+RZHYHUVRPHUHÁHFWLRQVPD\EHVXJJHVWLYH
We noticed that a doublet of Grammaticalization/Strength param-
eters (p1, p17) has been postulated for the feature Person (Longobardi 
2008), connected in Table A by an implication (though embedded in a WUDQVLWLYLW\LPSOLFDWLRQDOFKDLQ,QGHSHQGHQWO\LWWXUQHGRXWÀQDOO\WKDW
the parameters p14 and p16 about articles can also be understandable DVLQVWDQWLDWLQJWKHVDPHW\SHRIGRXEOHWDVNLQJDERXWWKH*UDPPDWL-
calization (hence the obligatory valuing) and then the possible Strength 
of a feature (Known) Amount (Crisma 2011 and forthcoming),
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The pair p1, p17, is instantiated on the surface of E-languages by GLIIHUHQFHVLQFRPSOH[VHWVRIPDQLIHVWDWLRQVGHÀQHGLQWKH$SSHQGL[
An intriguing question now is if at least other analogous features IRUZKLFKZH LGHQWLÀHGJUDPPDWLFDOL]DWLRQSDUDPHWHUV H[KLELW D
corresponding strength parameter. We may speculate on how to ad-
dress the issue with respect to other features represented and perhaps LQWHUSUHWHG LQ ' VXFK DV 1XPEHU ZKRVH JUDPPDWLFDOL]DWLRQ DQGGLVWULEXWLRQLVJRYHUQHGDWOHDVWE\SSDQGS&DQWKHUHH[LVWDVWURQJ1XPEHUSDUDPHWHUDQGFDQLWEHIRXQGDOUHDG\ZLWKLQ7DEOH$"$KLQWZKLFKPD\FRQQHFW1XPEHUWRDFURVVOLQJXLVWLFPRYHPHQW
alternation (a Strength parameter) may come from the fact that spread RISKLIHDWXUHVIURP'WR1FUXFLDOO\LQFOXGLQJFRQFRUGLQ1XPEHU3HUVRQLVSUREDEO\XQLYHUVDOO\QRWPDUNHGRQQRXQV*HQGHULVD
feature intrinsic to nouns) is absent in some languages in which the 13FRPSOHPHQWRI'UDLVHVWRWKH6SHFRIWKHODWWHUJLYLQJULVHWRDV\VWHPDWLF'ÀQDO'3LQGHHGLQ7DEOH$WKHWZRODQJXDJHVUDLVLQJ13WR6SHF'%DVTXHDQG:RORIDUHDOVRODQJXDJHVZLWKQR1XP-EHUFRQFRUGEHWZHHQ1DQG'7KLVFRUUHODWLRQ LVDSSDUHQWO\QRW
true in all other languages, but it is anyway suggestive to try regard SJRYHUQLQJRYHUWUDLVLQJRIWKHFRPSOHPHQWRI'WRLWV6SHFDVXQGHUO\LQJO\KDYLQJWRGRZLWK1XPEHUDQGDFWXDOO\EHLQJWKHVHFRQGDU\HIIHFWRID1XPEHUIHDWXUHRQ'WKDWLVVR´VWURQJµDVWRRYHUWO\DWWUDFW13WR'UDWKHUWKDQHVWDEOLVKLQJWKHUHODWLRQWKURXJKFRQFRUGDQGZLWKRXWPRYHPHQW+HQFHSFRXOGSHUKDSVLQVWDQWLDWHDVWURQJ1XPEHUSDUDPHWHU$OVR WKDQNV WR WKH KHXULVWLF SRZHU RI D VFKHPDWD WKHRU\ LW LV
possible to begin to tentatively extract from Table A some revealing SDUDPHWULFKLHUDUFKLHVUHSRUWHGKHUHDVVLPSOLÀHGLGHDOL]DWLRQVLQWKHELQDU\UDPLÀFDWLRQIRUPDWXVHGE\%LEHUDXHUDQG5REHUWV
connecting various parameters ultimately to the fundamental ones 
about Grammaticalization of Person, proposed in Longobardi (2008) DQGRI1XPEHU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(12)          Grammaticalized Person
   ²          
  Japanese     IE, Semitic, Basque,  .RUHDQ      8UDOLF$OWDLF:RORI1LJHU&RQJR  &KLQHVH     &KLFNDVDZ0XVNRJHDQ12
         Strong Person
     ²          
    Germanic       Romance    &HOWLF"        *UHHN
    Wolof?        Bulgarian
              Arabic
              Basque
(13)     Grammaticalized Number
    ²          
  &KLFNDVDZ"     ,(6HPLWLF
           Basque, Wolof,
           Uralic, Altaic 
         Strong Number
     ²           
    IE, Semitic      Basque, Wolof 
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     *UDPPDWLFDOL]HG1XPEHU
   ²             
  Japanese        IE, Semitic,
  Korean         Basque, Wolof,
  Chinese?        Uralic, Altaic
       Grammaticalized Gender
      ²            
     Basque         IE, Semitic
     Uralic, Altaic       Wolof
In the spirit of MGP and of TableA, these parameters all have 
salient manifestations in the nominal system, especially affecting 
the system of determination, as reported in the manifestation table 
of the Appendix. However, since they affect such basic entities as 
the main phi-features, their role in grammar can be expected to be 
pervasive: indeed, they probably extend to affect some properties of FODXVDOVWUXFWXUHVOLNHSURQRPLQDOYDULDEOHELQGLQJERXQGYDULDEOHLQWHUSUHWDWLRQQRWRULRXVO\LPSRVVLEOHIRUH[SUHVVLRQVOLNH-DSDQHVH
kare (Sportiche 1986 and references cited), could be governed by 
+grammaticalized Person, as the latter feature might be responsible 
for the existence and distribution of personal pronouns with the 
semantic and distributional characteristics familiar from IE lan-
guages: raising to D even in languages in which proper names do 
not (English: Postal 1969, Longobardi 2008; or Slavic: Progovac 5XWNRZVNLDQGLQGHHGDFWLQJDVERXQGYDULDEOHVUDWKHU
than R-expressions. Furthermore, it has been proposed (Longobardi 
2008) that even +strong Person, in addition to governing the raising 
of proper names to D and the interpretation of bare common nouns, 
might affect the realization of clausal null subjects in different lan-
guages. Thus, it would interestingly interact with a possible clausal SDUDPHWHURIVFKHPDI(TXDOO\QXOOVXEMHFWODQJXDJHVOLNH,WDOLDQ
and German might differ in that German null subjects are only im-
personal, while the Italian ones are notoriously understood as fully 
personal empty pronouns: this may follow from German being a UHJXODU*HUPDQLFODQJXDJHLQVHWWLQJLWVYDOXHWR²VWURQJ3HUVRQDV
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RSSRVHGWR5RPDQFH1RWLFHWKDWLQVWHDGD5RPDQFHODQJXDJHOLNH
French, even if it is plausibly +strong Person, cannot by this have QXOOVXEMHFWVLIWKHODWWHUDUHQRWLQGHSHQGHQWO\OLFHQVHGE\DVSHFLÀF
parameter of the appropriate schema.7KH QH[W QDWXUDO KHXULVWLF TXHVWLRQ ORRNLQJ DW WKH KLHUDUFKLHV
above is if also a corresponding +strong Gender parameter can be LGHQWLÀHGLQ7DEOH$RUEH\RQG
    *UDPPDWLFDOL]HG*HQGHU
  ²           
 Basque         IE, Semitic
 Uralic, Altaic       Wolof
        Strong Gender?
     ²           
Although some suggestive candidates for this parameter could 
perhaps be considered already within Table A, e.g., inspecting certain 
crosslinguistic correlations between grammaticalization of Gender DQGSDUWLDO1RXQUDLVLQJ%HUQVWHLQ&ULVPD9DORLV&LQTXHDQGVXEVHTXHQWZRUNRYHURWKHU
constituents, a full examination of this issue cannot yet be conclusive 
and certainly exceeds the limits of the present discussion. 
Of course many of these speculations require more typological 
inquiry, but if they withstand further investigation, they can provide 
evidence of how a system of schemata may generate hints and driving 
questions for establishing the nature of parameters and for a partial 
deduction of their pervasive interdependence.
14. Parameters after S
0
DQGDQXQGHUVSHFLÀHG8*
A well-implemented theory of schemata could then begin to pro-
vide some answer to problem i) and perhaps to aspects of problem 
iii) of § 6, removing parameters from the initial state of the mind S
0
 DOWRJHWKHU$IXUWKHUUHÀQHGPRGHORISDUDPHWHUVHWWLQJVKRXOGQRZ
be conceived to provide an answer to the problem in ii).
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Among other things, the introduction of schemata suggests a SULQFLSOHGGHÀQLWLRQRIHDFKSDUDPHWULFTXHVWLRQKHQFHWKHDQG²YDOXHVFDQEHUHJDUGHGDVKDYLQJVRPHRQWRORJLFDOYDOXHQRWDV
freely interchangeable and oppositional. Owing to this restrictive 
property of UG, it is no longer possible to freely twist a parameter IRUPXODWLRQDVVLJQLQJDRU²YDOXHDUELWUDULO\RUDFFRUGLQJVD\
to criteria of typological frequency: +grammaticalized F necessarily 
means that the relevant feature must appear in the relevant context. 
This restriction is general and sometimes may lead to non-trivial GHFLVLRQVDERXWZKDWVKRXOGEHFRGHGE\D²DQGZKDWE\DLQ
binary syntactic variation.
Thus, the introduction of schemata allows, among other things, a SULQFLSOHGGHÀQLWLRQRIZKDWLVDDQGZKDWLVD²LQDQ\SDUDPHWHU
An empirical expectation that seems to be suggested by this model 
is that, indeed, the + value of a parameter will be represented by vis-
ible evidence in the extensional language generated, while in several FDVHVWKH²YDOXHZLOOEHPDQLIHVWHGE\ODFNRIHYLGHQFHGHIDXOW
value or default state of UG).
In Fig. 4 in the Appendix, a table of manifestations for the pa-
rameters mostly discussed in the text is presented; it is easy to see 
that the expectation above is met for these parameters, and so it is 
more widely. We can thus suppose that no + value will be settable 
just as default.8QGHUWKLVDSSURDFKWKHVWLPXOXVEDVHGDFTXLVLWLRQWDVNUHGXFHV
in principle to setting + values when the learner is met with positive 
evidence for them. Therefore, not only will the learner not need to 
worry about parameters which are neutralized in his/her language as 
the result of not being deduced from the schemata present at S
0
; in 
principle s/he will never be concerned at any stage with any parameter WREHVHWWR²WKH\DUHDOOMXVWWKHGHIDXOWVWDWHRI8*LQSULQFLSOH
unchanged from S
0
 through S
S
.
After setting + upon exposure to positive evidence, the only other WDVNWREHDFFRPSOLVKHGWRDWWDLQWKHFRUUHFWJUDPPDUDWWKHVWHDG\
state S
S
 (i.e., for the linguist to attain descriptive adequacy) is deduc-
ing the E-language manifestations of other parameters neutralized E\WKHGLVWULEXWLRQRIYDOXHVDFTXLUHGIRUWKHWDUJHWODQJXDJH1RZFRQVLGHUWKDWVLQDSDUDPHWULFIRUPDWOLNH7DEOH$RI)LJQRUPDOO\
correspond to two types of manifestations. One type is identical to 
those that would appear if the parameter were actually used and set 
to +: let us call this type of implied information 0+, for convenience. 
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In other cases the implied information has the surface manifestation RIWKHSRWHQWLDO²YDOXHFDOOLW,I²DOZD\VFRUUHVSRQGVWRWKH
default state of UG, then in order to achieve a complete grammati-FDOVSHFLÀFDWLRQRIDODQJXDJHLWLVRQO\QHFHVVDU\WRGHGXFHWKHYDOXHVIURPWKHLPSOLFDWLRQV(YHU\WKLQJHOVHZLOOEHD²RUDD
distinction irrelevant for descriptive adequacy.
In this sense, parameters would only be activating operations 
in the path from S
0
 to S
S
, setting positive values from positive evi-GHQFHVRSURYLGLQJDUDGLFDOVLPSOLÀFDWLRQRIWKHDFTXLVLWLRQSDWK
To execute this model in better detail some technical problems need 
to be addressed.7KXVFRQVLGHUWKHÀUVWVWHSRISDUDPHWHUVHWWLQJDVWKHVHWWLQJRI
positive values (+) on the basis of positive evidence only. Then, in 
order to achieve descriptive adequacy (i.e., in our case, attain the ULJKWVWULQJRISDUDPHWHUVWDWHVGHÀQLQJWKHZKROHODQJXDJHLWZRXOG
be necessary to deduce all (and only) the 0 values that have some UHÁH[RQWKHODQJXDJHVWUXFWXUHLHDPDQLIHVWDWLRQGLIIHUHQWIURP
the default state of UG for the relevant parameter. In our terminol-
ogy above, these should be the 0+ states. In order to do so straight-
forwardly, it is necessary to be able to deduce such 0+ states from 
positive evidence only. Therefore, ideally, we expect all 0+ states to 
be ultimately predictable from + or 0+ states of other parameters, the 
ones we are sure are represented by unequivocal positive evidence 
in the data . Is this a realistic assumption or objective?
A parameter which can be set only if another parameter is set WR ² LVRQHZKRVHYDOXHZLOOEHLHSRWHQWLDOO\DLIWKHRWKHU
parameter is instead + (or 0+). This case will never be problematic: DZLOOEHLQVHUWHGIURPWKHSRVLWLYHVSHFLÀFDWLRQRIDQRWKHUSD-
rameter. To stay on the safe side in terms of learnability, what should 
be eliminated from the Table is dependencies inserting a 0+ from D²RUD7KLVFDVHLVSUREDEO\UDUHXVLQJWKHÀUVWSDUDPHWHUV
of the Table A in Fig. 1 (about functional features and determiner 
systems) as a toy Table for idealized experiments, it seems that no 
0+ is assigned as the result of a negative value to another parameter.
Therefore, no conceptual reformulations of parameters seems OLNHO\WREHQHFHVVDU\WRREWDLQDV\VWHPLQZKLFKGHGXFLQJVWDWHV
simply from positive evidence of the corpora (that encoded as straight 
+ or 0+) is perfectly feasible.$WWKLVSRLQWLWLVSRVVLEOHLQWKHRU\WRFORVHWKHDFTXLVLWLRQWDVNZLWKRXWDGGLQJDQ\RWKHUVSHFLÀFDWLRQ8*ZLOOQRWKDYHWRUHVHW
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any of its default aspects, to become a S
S
 of a natural language. $VUHPDUNHGDERYHDGHVFULSWLYHO\DGHTXDWHJUDPPDUFRXOG MXVW
be a string of + states (some set from the data, others actually 0+, GHGXFHGIURPRWKHUVWDWHVVHWWLQJ²LQWKLVPRGHOLVFRPSOHWHO\
unnecessary and meaningless from the viewpoint of descriptive and 
explanatory adequacy. So, there should be no space for a distinction EHWZHHQ²DQG<HWLIWKHUHDUHLPSOLFDWLRQVZKLFKGHWHUPLQHVWDWHVWKH\DUHGHÀQLWHO\UHOHYDQWIURPWKHYLHZSRLQWRIW\SRORJLFDO
adequacy; even if we could exactly describe and explain the onto-
genetic development of every possible I-language (full descriptive DQGH[SODQDWRU\DGHTXDF\ZHZRXOGOLNHWRFDSWXUHDOOWKHOLPLWVZKLFKGHÀQHWKHFODVVRIVXFKODQJXDJHV$VWDWHPHDQVWKDWDFHU-
tain cluster of properties e.g., cannot occur in any natural language. 
Thus, in principle, there may arise some apparent tension between 
explanatory adequacy (which requires the shortest path toward ac-TXLVLWLRQDQGW\SRORJLFDODGHTXDF\DVZHOO,WZRXOGEHGLIÀFXOWWR
accept the existence of universal constraints on possible languages ZKLFKKDYHQRMXVWLÀFDWLRQLQWKHVWUXFWXUHRIPLQGDWDQ\VWDJHIRU
a similar argument about constraints on diachrony see Longobardi 
1978). Therefore residual 0- values must be dealt with in some way. 
The easiest one is reversing the parametric implications; rather than KDYLQJVHPDQWLF*HQGHUSGHSHQGRQJUDPP1XPEHUSSGHWHUPLQLQJDWSLQRUGHUWRHQFRGH*UHHQEHUJ·VW\SRORJLFDOJHQHUDOL]DWLRQZHVKRXOGVD\WKDWLWLVSWKDWGHWHUPLQHVDWS,QRWKHUFDVHVDW\SRORJLFDOO\PRWLYDWHG²PD\EHGHWHUPLQHGE\
general or logical implication among schemata (e.g., if a category is 
neither Available nor Grammaticalized, then any further  hierarchy of 
parametric questions about it will be meaningless, also see Roberts RUÀQDOO\E\IXQFWLRQDOFRQVLGHUDWLRQVRQRYHUORDGHGJUDP-PDWLFDOVSDFHDOLNHO\7KLUG)DFWRUOLPLWDWLRQLQ&KRPVN\·V
sense more than a strictly grammatical one)./HWPHH[HPSOLI\DFDVHRIERWKW\SHVLQ7DEOH$7KHVSHFLÀFD-WLRQa)61DIIHFWLQJWKHLPSOLFDWLRQVRISSDQGSDQG
indirectly p22) basically amounts to stating that those parameters, 
which are about articles, are only to be set in languages with visible DUWLFOHV RWKHUZLVH WKH ODQJXDJH ZLOO QRW DVN DQ\ RWKHU TXHVWLRQV
about articles, such as the ones encoded in p17, p19, p21, and p22. 
Hence, this is a logical property of the system, not one to be stated DV D VSHFLÀF LQVWUXFWLRQ IRU WKH DFTXLVLWLRQ SURFHVV ,QVWHDG WKHGHSHQGHQF\ IURP ²&*% S LQ WKH LPSOLFDWLRQV FRUUHVSRQGLQJ
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to parameters p16 and p20 amounts to stating that languages with 
unbounded (number-neutral) readings for singular count nouns (e.g., +XQJDULDQ)DUNDVDQG'H6ZDUWRU+LQGL'D\DOZLOOQRWKDYHLQGHÀQLWHDUWLFOHVZLWKWKHSURSHUWLHVDQGGLVWULEXWLRQ
of modern Romance and Germanic languages (i.e., distinguishing FRXQWYVPDVVLQWHUSUHWDWLRQIRUVLQJXODULQGHÀQLWHV%RUHU&ULVPDIRUWKFRPLQJRUDXVHRISDUWLWLYH&DVHDNLQWRWKDWIRXQGLQ
Finnish. In either case, this seems to be related to some natural up-SHUERXQGWRWKHRYHUORDGRIVSHFLÀFDWLRQVRQQRQGHÀQLWHQRPLQDOH[SUHVVLRQVLI\RXQHHGWRRYHUWO\PDUNVLQJXODULW\DVRSSRVHGWR
number neutrality), you do not use a similar (let alone the same) GHYLFHWRPDUNMXVWFRXQWDELOLW\RUSDUWLWLYLW\QRQPD[LPDOLW\
15. Conclusion: 
a twenty(-one!) question model again?
In any event, it appears that there are no conceptual obstacles 
against a model in which syntax acquisition consists only of setting 
+ values in response to positive corpus evidence and deducing 0+ 
states from them (with few cases in which perhaps general principles 
may a priori prevent the choice of +, i.e., so called 0- states).7KLVZD\WKHDFWXDOGHÀQLWLRQRIDQLQGLYLGXDOODQJXDJHRQWKH
basis of external evidence may reduce to a much smaller set of ques-WLRQVWKDQWKRVHDSSDUHQWO\GHÀQHGE\FRPSOH[V\VWHPVOLNH7DEOH$RI&HROLQHWDOVXEPLWWHGDQGRI)LJWKHODQJXDJHVLQFOXGHG
there contain 1092 values relevantly set to +, i.e., an average of just 
21,84 questions per language is necessary to establish most core 
properties of their nominal syntax.
In a sound Principles&Schemata theory, the goal of a Twenty 
question model discussed by Fodor (2001) is, after all, not com-
pletely beside the point.
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Fig. 4
PRINCIPLES, PARAMETERS, AND SCHEMATA 
Legend. Fig. 4. (For a more legible version of this chart, please 
copy and paste the following URL in your browser <https://raw.
githubusercontent.com/AndreaCeolin/The_probability_of_lan-
guage_relatedness/master/Fig4.%20Manifestation%20Table.jpg>). 
Any testable parametric theory should be able to explicitly state, in a 
vocabulary compatible with assumptions of epistemological priority 
about observable data, which combination of utterances (manifes-WDWLRQKDVEHHQVXIÀFLHQWWRVHWRQHYDOXHRIHYHU\SDUDPHWHUIRU
the languages analyzed, and to at least assign a Default state to the 
opposite value. In this sense a manifestation may be a complex set 
of utterances which should all be present at som point in a primary 
corpus to constitute evidence for one setting. In Fig. 4, for each SDUDPHWHUPDQLIHVWDWLRQVXVHGWRVHWWKHYDOXHRUWKHYDOXH²LQVRPHRIWKHODQJXDJHVRI)LJDUHUHSRUWHGLQWKHÀUVWFROXPQLQWKHVHFRQGFROXPQFRQFHUQLQJWKHVHWWLQJRIWKHYDOXHD<(6RUD12PHDQVWKDWLVVHWLQWKHSUHVHQFHRUDEVHQFHUHVSHFWLYHO\
of the manifestion of the corresponding row. The same is true for WKHYDOXH²LQWKHWKHWKLUGURZ,WLVREYLRXVDOUHDG\IURPWKLVVPDOOVDPSOHKRZVRPHSRVLWLYHHYLGHQFHWKHSUHVHQFHRID<(6LQWKHVHFRQGURZLVDOZD\VSUHVHQWIRUWKHYDOXH12LVLUUHOHYDQWLQ
this sense, because it represents direct negative evidence, presum-
ably only available to linguists, not relevantly present in childrens SULPDU\FRUSRUD7KHYDOXH²FDQLQVWHDGLQVRPHFDVHVRQO\VHWLQWKHSUHVHQFHRI12VRWKDWLQVHYHUDOLQVWDQFHVLWZLOOEHPDUNHGDV
the default case (indicated by a D in parenthesis).
