The performances of Particle Swarm Optimization and Genetic Algorithm have been compared to develop a methodology for concurrent and integrated design of mechanical structure and controller of a 2-dof robotic manipulator solving tracking problems. The proposed design scheme optimizes various parameters belonging to different domains (that is, link geometry, mass distribution, moment of inertia, control gains) concurrently to design manipulator, which can track some given paths accurately with a minimum power consumption. The main strength of this study lies with the design of an integrated scheme to solve the above problem. Both real-coded Genetic Algorithm and Particle Swarm Optimization are used to solve this complex optimization problem. Four approaches have been developed and their performances are compared. Particle Swarm Optimization is found to perform better than the Genetic Algorithm, as the former carries out both global and local searches simultaneously, whereas the latter concentrates mainly on the global search. Controllers with adaptive gain values have shown better performance compared to the conventional ones, as expected.
Introduction
In the age of high precision manufacturing of components and parts, there is a need to develop precisely controlled manipulator for handling micro-precision jobs and machining applications. Also, the manipulator has to traverse a given trajectory as accurately as possible to avoid variations in trajectory causing damage to other parts in assembly or distorted machining of geometric components or inaccurate welding of jobs. Thus, trajectory tracking is one of the most important tasks to be performed by the manipulator.
A user specify motions as the sequences of points through which a tool fixed to the end-effector of a manipulator has to pass. The effectiveness of such motion specifying mechanism is greatly increased, if the tool moves in a specified path between the user-specified points. Intermediate points are interpolated along the path at regular intervals of time during the motion, and the manipulator's kinematics equations are solved to produce the corresponding joint parameter values. The developed path interpolating function offers several advantages, including less computational cost and improved motion characteristics. A second method uses a motion planning phase to pre-compute enough intermediate points, so that the manipulator may be driven by interpolation of joint parameter values, while keeping the tool on an approximately pre-specified path. This technique allows a substantial reduction in real-time computation. The planning is done by an efficient recursive algorithm, which generates enough intermediate points to guarantee that the tool's deviation from the path to be tracked stays within a pre-specified error bounds.
Several attempts were made by various investigators to design and develop suitable controllers for the robots. The following model-based robot controllers had been used: computed torque control, non-adaptive Proportional Derivative (PD) control, PD control with feedback, and others. Some of those attempts are discussed below.
Qu [1] developed PD control scheme to solve trajectory tracking problem of a manipulator. He concluded that PD control with time-varying gains could guarantee global stability for the trajectory following problem of a manipulator. Homsup and Anderson [2] proposed a model-based PD control for a 2-dof planar manipulator. Its performance was measured using system performance ellipsoids drawn utilizing the information of control parameters, manipulator's Jacobian and inertia matrices. Thus, the performance was dependent not only on the robot's kinematics and dynamics, but also on the control algorithm. A correlation between trajectory tracking errors and workspace location was established. Kelly and Salgado [3] developed a design procedure for selecting gain values (that is, p K and d K ) of PD control with computed feed-forward of robot dynamics and desired trajectory. The performance of their approach was tested through computer simulations on 2-dof manipulator. An evolutionary PD control strategy was used by Ouyang and Zhang [4] to improve trajectory tracking performance of a closed-loop robot manipulator. It could ensure good trajectory tracking performance without using the knowledge of robot dynamics. The performance of their strategy was tested through computer simulations and found to be better than conventional PD and non-linear PD control strategies in terms of trajectory tracking performance and fluctuation in the actuator's torques.
Ravichandran et al. [5] developed a scheme for simultaneous plant-controller design optimization for a 2-dof planar rigid manipulator and non-linear PD controller. During optimization, a heuristic search technique named evolution strategy and a weighted-sum problem formulation were adopted to take care of multiple objectives and generate a single Pareto-optimal solution. The performance of the developed scheme was demonstrated on computer simulations, and the potential of the scheme to yield desirable designs of the manipulator and controller was realized.
Soft computing-based tools [6] had also been used to design and develop suitable controller for the robots. Some of those studies are discussed here. Ozaki et al. [7] proposed a non-linear compensator using neural networks for trajectory control of a 2-dof manipulator. Its performance was compared with that of adaptive controller proposed by Craig [8] in compensating unstructured uncertainties of the manipulator. The neural network-based approach was found to be effective and efficient in learning manipulator dynamics, and consequently could track the trajectory accurately. Ghalia and Alouani [9] designed a fuzzy logic-based controller of a 2-dof manipulator to determine appropriate gain values of the compensator for tracking some trajectories accurately. The performance of their approach was tested on computer simulations. Rueda and Pedrycz [10] proposed a hierarchical fuzzy-neural-PD controller for N-dof robot manipulators to solve tracking problems accurately. In their approach, a coordinator was implemented as a fuzzy-neural network, whose purpose was to select activation levels for local regulators implemented as timevarying PD controllers.
Park and Asada [11] developed a concurrent design method of determining mechanical structure and suitable controller for a 2-dof planar non-rigid manipulator. An attempt was made to achieve high speed positioning by optimizing arm link geometry, actuator locations and feedback gains. In their study, optimal feed-back gains minimizing the settling time were obtained as the fluctuations of structural parameters, which were optimized using a non-linear programming technique. Based on the obtained optimal design, one prototype robot was built and an outstanding performance was observed.
The concept of PSO algorithm was introduced by Kennedy and Eberhart [12] in 1995. It is a population-based search algorithm, which is initialized with the population of random solutions, called particles, and the population is known as swarm. Several modifications in the PSO algorithm had been done by various researchers. Shi and Eberhert [13] introduced a new parameter called inertia weight into the original PSO algorithm, which played an important role in balancing the global and local searches. Clerc and Kennedy [14] analyzed how a particle carries out its search in a complex problem space and modified the original PSO on the basis of this analysis. Chen et al. [15] improved the PSO algorithm with adaptive inertia weight W and acceleration coefficients in order to maintain population diversity and sustain good convergence capacity to optimize back-propagation neural networks.
PSO is simple in concept, as it has a few parameters only to be adjusted. It has found applications in various areas like constrained optimization problems, min-max problems, multi-objective optimization problems and many more. In addition to these application areas, it has been applied to evolve weights and structure of some neural networks (NNs). Han and Jiang [16] proposed an endpoint prediction model of Basic Oxygen Furnace (BOF) steelmaking based on PSO-tuned radial basis function neural network. Braik et al. [17] developed a mechanism to improve performance of NN in modeling a chemical process through PSO. Abe and Komuro [18] utilized an NN, tuned by PSO to save energy of the flexible manipulator for point-to-point motion. Joint an-gles generated by the NN suppressed the residual vibration and hence, minimized the motor torques, which was kept as the objective function. The authors conducted numerical studies and verified by the same with experiments and concluded that PSO is an efficient optimizer.
Although a considerable amount of work has been carried out in this field of research, there is still a need for an integrated scheme for obtaining optimal mechanical structure and controllers with adaptive gain values of 2-dof manipulator solving tracking problems. The aim of this study is to obtain an optimal mechanical structure of the manipulator along with adaptive controller that enables high precision positioning. The links of the manipulator are treated as rigid bodies. To speed up operations, one needs powerful actuators and lightweight arm links. In positioning, however, the major issue is to minimize the settling time of the control system. The settling time depends on a broad range of design parameters including mass and stiffness properties of the links, gain values of the compensator, and others. These parameters are coupled to each other and have intricate interactions with respect to the robot's settling time. For instance, increasing the structural stiffness alone does not always decrease the settling time. All the design parameters must be considered in an integrated manner in order to optimize the performance. In the present paper, an integrated scheme for obtaining optimal mechanical structure and controller of a 2-dof manipulator solving path tracking problems, has been proposed. Four approaches are developed, and their performances have been compared on two path tracking problems.
The remaining part of this paper has been organized as follows: Section 2 deals with mathematical formulation of the problem. Tools and techniques used in the present work are discussed and the proposed algorithms have been explained in Section 3. Results are stated and discussed in the Section 4. Some concluding remarks are made in Section 5 and the scope for future work is indicated in Section 6.
Mathematical Formulation of the Problem
This section deals with mathematical formulation of the problem. It has been posed as a constrained optimization problem
Trajectory Analysis
A two degrees of freedom serial manipulator with hollow circular cross-section links of lengths: 1 and 2 (where 1 > 2 ) has been considered, as shown in Figure 1 . A photograph of the set-up has been displayed Figure 2 . The links are connected using rotary joints. The end-effector of the manipulator is directed to track one straight and another circular paths separately, start-
The forward kinematics equations of the manipulator can be written as follows: 
The joint angles: and can be obtained by carrying out inverse kinematics, as given below:
Determination of Power Consumption
Lagrange-Euler formulation [19] is used to determine energy consumption of the manipulator at its two joints. The manipulator's joints torques:
 consist of inertia, centrifugal and Coriolis and gravity terms, as given below.
where , , and represent inertia, centrifugal and Coriolis, and gravity terms, respectively. Now, torques required at two joints of the manipulator (refer to Figure  1 ) can be determined as follows: 
where the second part of this equation indicates the en-ergy dissipated by the motors connected at the joints [20] .
It is important to mention that the cycle time has been assumed to be equal to 100 seconds and it is divided into 100 instants.
Structural Analysis: Bending of the Links
Structural analysis [21] is confined to Hooke's Law of analysis, for which the manipulator is used to verify its behavior while tracking the trajectory with minimum error. Due to the weight of the links and motors, there is a chance of bending and deflection of the links and thus, it may deviate from the desired trajectory. To prevent mechanical failure of the links, the developed stress should be less than the allowable stress , that is, .
For minimum consumption of energy by the manipulator, suitable hollow cross-section of the links possessing sufficient strength and rigidity to withstand the bending and deflection is to be determined. The links are made up of aluminum. and w represents uniformly distributed load on the links due to self-weight. Link1 can be considered as a beam of hollow circular cross-section, which is subjected to , and a fixed moment of
Thus, it is to be designed considering the effect of bending moment 1 M , which can be determined as follows:
where 2 m represents the weight of second motor. As the two links are assumed to have same cross-section and link1 is more critical compared to the other one, an attention has been focused on its safe design. The developed bending stress on link1 can be determined as follows:
where and represent the outer and inner radii of the hollow circular link and the maximum bending moment M max can be determined as follows :
It is important to mention that linear relationships for elastic modulus (E) and yield strength ( y  ) of aluminum with its density (ρ) have been established according to [22] [23] [24] [25] [26] [27] [28] , as given below. 
Stability and Response Analysis in Trajectory Tracking
The control problem of a robotic manipulator is that of determining the time history of joint inputs required to cause its end-effectors to execute a commanded motion typically specified either as a sequence of end-effector's positions and orientations or as a continuous path. Depending on the controller design, the joints inputs may be in the form of joint forces, torques or inputs from actuators. A particular controller design has a significant impact on the performance of the manipulator and consequently, on the range of its possible applications (either point-to-point or continuous). In addition, mechanical design of the manipulator itself will influence the type of control scheme needed. It is to be noted that permanent magnet DC motors with gear reduction are commonly used in robots. The design objective is to choose the compensator (either PD or PID) in such a way that the plant output tracks or follows a desired path. For set points, tracking is a problem of constant or step reference command d  that arises in point-to-point motion [29] , [30] . For a PD compensator, the control input U(s) is given in the Laplace domain as follows:
The resulting closed-loop system response is given by the following expression:
where D(s) is the disturbance on the system (here, it has been assumed to be equal to zero), and
The closed-loop system will be stable for positive values of
K and bounded disturbances, and the joint error is given by
For the PD compensator given in Equation (9) 
The trajectory equations are found to be as follows after considering error in motors and deflection of links. 
Therefore, the trajectory error can be calculated as follows:
Total Trajectory error can be determined like the following. 
This problem can be posed as a constrained optimization as given below.
Minimize 
Proposed Algorithm
The said constrained optimization problem has been solved using a real-coded Genetic Algorithm (GA) [32] , as the variables are real in nature. Moreover, a real-coded GA has some advantages over the binary-coded GA, such as its ability to provide more precise solutions and there is no hamming cliff problem [6] . A GA is a population-based search and optimization technique, which works based on the mechanics of natural genetics and principle of natural selection [33, 34] . It starts with a population of solutions created at random, which are further modified using the operators like reproduction, crossover and mutation. In the present study, tournament selection, polynomial mutation and simulated binary crossover have been used. Interested readers may refer to [6] for a detailed description of the algorithm. Particle Swarm Optimization (PSO), introduced by Kennedy and Eberhart in 1995 [12] is a stochastic population-based evolutionary computation technique, which has also been used to solve the said optimization problem. It can be linked to bird flocking, fish schooling or sociological behavior of a group of people. It has been used to solve a variety of optimization problems. In PSO, the population of solution is known as swarm. It uses a number of agents known as particles that constitute a swarm moving around in the search space looking for the best solution. Each particle is treated as a point in an N-dimensional space, which adjusts its flying according to its own flying experience and that of other particles. Each particle keeps track of its coordinates in the solution space, which are associated with the best solution in terms of fitness that has been achieved so far by it. This value is called personal best, Pbest. Another best value that is tracked by the PSO is the best value obtained so far by any particle lying in its neighborhood. This value is called global best, Gbest. The basic concept of PSO lies in accelerating each particle toward its Pbest and the Gbest locations, with a random weighted acceleration at each time step. Four approaches have been developed as explained below.
Approach 1
Optimization using a real-coded GA only Figure 3 shows the working cycle of a real-coded GA. A GA-solution carries real values of six variables, such as t , ρ, 1  , 2  , 1 s , 2 s . The constrained optimization problem has been solved using a penalty function approach [6] . As it is a minimization problem, a fixed positive penalty of P 100 has been added for each violated constraint (if any). Thus, the fitness ( f ) of the GA-solution can be represented as follows:
The GA tries to find optimal solution iteratively.
Approach 2
Optimization using a combined neural network and X and with their corresponding target values, and these are fed as inputs to a feed-forward neural network (refer to Appendix A), which consists of three layers, namely input, hidden and output layers. There are two and four neurons in the input and output layers of the network, as decided by the number of inputs and outputs, respectively. A thorough parametric study has been carried out to determine the numbers of hidden neurons, which has come to be equal to four. The first and third output neurons have log-sigmoid transfer function, and the second and fourth neurons are assumed to have tan-sigmoid transfer function. The neurons of input and hidden layers are assumed to have linear and tan-sigmoid transfer functions, respectively. In this approach, the GA carries information of thickness of the links ( t ), density of the link material ( Figure 4 displays the flowchart of approach 2. The fitness of a solution has been calculated using Equation (19) .
Approach 3 Optimization using Particle Swarm Optimization (PSO) only
Similar to other population-based optimization methods, such as GAs, the PSO starts with the random initialization of population particles in the search space. The PSO algorithm works based on the social behaviour of the particles in the swarm. Therefore, it finds the global best solution by simply adjusting the trajectory of each individual toward its own best location and toward the best particle of the entire swarm at each time step (generation) [12, 14] . In PSO algorithm, the trajectory of each individual in the search space is adjusted by dynamically changing the veloci h particle, accordty of eac 
to reduce the tendency of particles to leave the search space. The value of ma is usually chosen to be equal to max x v , k x  where [35] . According to a user defined fitness function, let us say that the best position of each particle (which corresponds to the best fitness value obtained by that particle at time t) is 1 i i and the fittest particle found so far at time t is 
where id is the velocity of dth dimension of the ith particle, W is a constant known as inertia weight [36] , 1 and denote the acceleration coefficients, and (20) represents the previous velocity, which provides the necessary momentum for the particles to roam across the search space. The second part of Equation (20) is known as the cognitive component that represents the personal thinking of each particle. The cognitive component encourages the particles to move toward their own best positions found so far. The third part of Equation (20) is known as the social component, which indicates the collaborative effect of the particles in finding the global optimal solution. The social component always pulls the particles toward the global best particle found so far. The PSO is becoming very popular due to its simple architecture, ease of implementation and ability to quickly converge to a reasonably good solution. The flowchart of PSO algorithm is shown in Figure 5 . The values of six variables, namely t ,  , 1  , 2  , 1 has been determined using Equation (19) .
Approach 4
Optimization using combined neural network and PSO algorithm In approach 3, one PSO-solution gives one set of values of ω 1 , ω 2 , s 1 , s 2 for the entire cycle time of 100 seconds. However, it may be required to choose separate sets of the said parameters for different instants of the cycle time to track the trajectory accurately. It has been attempted in this approach. For each duration, error and error values are obtained by comparing the calculated values of X Y X and with their corresponding target values, and these are fed as inputs to a feed-forward neural network (refer to Appendix A), which consists of three layers, namely input, hidden and output layers. The input and output layers of the network contain two and four neurons, respectively. A detailed parametric study has been carried out to decide the numbers of hidden neurons, which has turned out to be equal to four. The first and third output neurons have log-sigmoid transfer function, and the second and fourth neurons are assumed to have tan-sigmoid transfer function. The neurons of input and hidden layers are assumed to have linear and tan-sigmoid transfer functions, respectively. In this approach, the PSO solution carries information of the thickness of the links (t), density of the link material (ρ) and thirty real variables related to the neural network, such as eight and sixteen connecting weights between the input and hidden layers (that is, [V]) and hidden and output layers (that is, [W]), respectively; bias and coefficients of transfer function of hidden neurons; four different coefficients of transfer functions of the output neurons. The values of ω 1 , ω 2 , s 1 , and s 2 , are obtained as the outputs of the neural network. The fitness of a solution has been determined using Equation (19) . 
Results and Discussion
The performances of the developed four approaches have been tested through computer simulations. The lengths of two links: 1 and 2 are assumed to be equal to 0.3m and 0.2 m, respectively. The terms: B (effective damping) and L L  (damping ratio) [31] of Equation (12) have been set equal to 0.02 and 1.0, respectively. The outer radius of two circular links is considered as R = 0.03 m. The motor connected to the second link weighs 0.568 kg. Simulations are conducted on a P-IV PC. Results of four developed approaches are stated and discussed below for tracking of one straight path and another circular path separately.
Straight Path Tracking
The 2-dof manipulator will have to track a straight path as accurately as possible after consuming minimum power and ensuring enough mechanical strength. Inverse kinematics calculations have been carried out using Equation (2) 
Results of Approach 1
As the performance of a GA depends on its parameters, a thorough parametric study is carried out to determine the values of optimal GA-parameters. Figure 6 shows the results of the said parametric study, in which one parameter has been varied at a time keeping the others fixed.
Thus, the following GA-parameters are found to yield the best results: c = 0.76, m = 0.0055, Population size = 150, maximum number of generations max = 150. The optimized values of the parameters:
s , 2  and 2 s are found to be equal to 0.001m, 2600.00 kg/m 3 , 5.002, −0.02612, 10.00 and −0.0141, respectively. The obtained results will be discussed in Figures 7 to 11 , at the end of this section.
Results of Approach 2
The set of optimal GA-parameters has been obtained using an approach explained earlier. The following GA-parameters are found to give the best results: c = 0.86, m = 0.0055, Population size = 220, Maximum number of generations max = 240. During optimization, the ranges of The optimized values of the variables, which are obtained using this approach, are shown in Table 1 . Results have been discussed and compared with those of other approaches with the help of Figures 7 to 11. 
Results of Approach 3
In this approach, the following PSO-parameters are found to yield the best results: number of particles interacting with each particle = 3; dimension of the search space d = 6; number of runs =100; number of executions =1000. The optimized values of the parameters: , ρ, 1
s , 2  , and 2
s are found to be equal to 0.001m, 2600.00 kg/m 3 , 13.715, 0.078, 14.271, and 0.00556, respectively. Results of this approach have been explained in detail with the help of Figures 7 to 11 , at the end of this section.
Results of Approach 4
The following PSO-parameters are seen to give the best results: = 3; d = 36; number of runs =100; number of executions = 1000. The optimal values of the parameters:
s , 2  and 2 s are found to be equal to 0.001 m, 2600.00 kg/m 3 , 11.715, 0.078, 10.271 and 0.00551, respectively. Table 2 shows the optimized values of other variables obtained by the PSO algorithm in approach 4. Results of this approach have been compared with that of other approaches in Figures 7 to 11. 
Comparisons
The paths tracked and energy consumed by the manipulator using approaches 1, 2, 3 and 4 are compared here. and Y values in a cycle, respectively, for the four approaches. The deviations in tracking the trajectory are found to be less in approaches 2 and 4 compared to that in approaches 1 and 3. Approach 4 is found to perform better than other approaches in terms of accuracy in path tracking and power consumption. The better performance of approach 4 could be due to the use of a PSO algorithm in place of a GA. The latter is a potential tool for global search only but its local search capability is poor, whereas the former carries out both the global and local searches simultaneously. Moreover, PSO is a greedier algorithm compared to the GA.
Circular Path Tracking
The end-effector of the manipulator will have to trace a circular path in Cartesian coordinate system. The corresponding joint angle values are determined using Equation (2) . A second-order polynomial is found to be suit- 
Results of Approach 1
The following GA-parameters (obtained through a careful parametric study as explained earlier) are found to The optimized values of the parameters:
s , 2  and 2
s are seen to be equal to 0.001m, 2600.00 kg/m 3 , 7.017, −0.02, 10.00, and −0.0116, respectively.
Results of Approach 2
The best results have been obtained with the following GA-parameters: c = 0.96, m = 0.0055, Population size = 150, Maximum number of generations max = 240. The optimized values of the parameters: 
Results of Approach 3
The following PSO-parameters (obtained through a careful parametric study as explained earlier) are found to yield the best results: 
Results of Approach 4
The following PSO-parameters (obtained through a systematic study as explained earlier) are found to yield the best results: k = 3; d = 36; number of runs = 100; number of executions = 7000. The optimized values of the variables obtained by the PSO algorithm are shown in Table  4 .
Comparisons
Results of the above four approaches have been compared here. The variations of d K and p K values for the joints: 1 and 2 are displayed in Figures 12 and 13 , respectively. The manipulator is found to consume 0.864591, 0.771185, 0.755222, 0.752206 kW of energy using approaches 1, 2, 3 and 4, respectively. Figure 14(a) shows the circular path tracked by the manipulator using the above four approaches. In order to clearly distinguish the path traced by the robot, a segment of this path has been displayed in Figure 14(b) The values of percent deviation in prediction of X-and Y-values have been determined as obtained by the said four approaches and these are shown in Figures 15 and 16 , respectively. Approaches 1, 2, 3 and 4 have yielded the values of average absolute percent deviation in prediction of the path as 0.000001103, 0.00000032, 0.00000038, and 0.00000023, respectively. Once again, approach 4 has proved its supremacy over other approaches in terms of accuracy in path tracking and energy consumption. It has happened so, due to the reasons explained above.
Comparisons with Others' Studies
Path tracking problems of a 2-dof manipulator had been solved by various researchers. In this connection, the studies of Qu [1] , Homsup and Anderson [2] , Kelly and Salgado [3] and Ouyang and Zhang [4] are worth mentioning. Soft computing-based approaches had also been developed for the said purpose [7, 9, 10] . This study also deals with trajectory tracking problems of a manipulator. In the present paper, an integrated scheme has been de- veloped to obtain optimal mechanical structure and PD controllers simultaneously for a 2-dof manipulator, so that it can track the trajectories accurately after consuming the minimum power. To the best of the authors' knowledge, this study is unique for a rigid link manipulator, although an attempt (not exactly the same) was made by Park and Asada [11] for a non-rigid link manipulator. It had been reported in Abe et al. [18] , Braik et al. [17] , Chen et al. [15] that computational cost of the PSO is less compared to that of a GA. The performance of PSO algorithm has been compared with that of a GA, in the present study. 
Conclusions
An integrated scheme for obtaining optimal mechanical structures and adaptive PD controller for a 2-dof manipulator has been developed and its performance has been tested through computer simulations on two trajectory tracking problems. The robot studied in this paper is a simple one. However, the main strength of this study lies with the design and development of the above integrated scheme. The robot should be able to track the trajectory accurately, after consuming the minimum power and ensuring no mechanical failure of the same. Four approaches have been developed. In approaches 1 and 3, natural frequency  and stability locus point s have been kept constant throughout the cycle, whereas these values are selected adaptively in the cycle in approaches 2 and 4. Approach 4 has outperformed other three approaches in terms of both power consumption as well as accuracy in trajectory tracking due to the reasons explained earlier. Moreover, approach 4 has yielded a more stable system compared to other approaches. The better performance of the PSO algorithm than that of the GA could be due to its inherent ability to carry out the global and local searches simultaneously. On the other hand, the GA is a potential tool for global search, although it may not be so much powerful in local search.
Scope for Future Work
In the present study, the performances of developed approaches have been tested through computer simulations. However, it will be more interesting to test their performances in real-experiments. An improved version of PSO algorithm [37, 38] may also be used in future to solve the said problem. The authors are working on these issues. 10 14 , , a a  Coefficients of fourth-order polynomial 20 32 , 
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