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Abstract
• Context: Scheduling in the cloud is a complex task due to the number and
variety of resources available and the volatility of usage-patterns of resources
considering that the resource setting is on the service provider. This is com-
pounded further when security issues and Quality of Service (QoS) are also
factored in.
• Aim: The aim of this research is to address limitations and gaps in current ap-
proaches of resource scheduling in cloud computing by developing a Scheduling
Security Model (SSM).
• Method: Considering security as a key element that cloud services rely on
which affects the services performance, cost and time concerns within the
security constraints of the cloud service. Furthermore, this research will inves-
tigate and define the considerable challenges facing trusted and cost-effective
resource scheduling in cloud computing environments. The SSM analyses the
customer requirements for a service then works to schedule all tasks submitted
to run over available resources depending on the security level. It then uses
the SSM Algorithm and the Fast-Track technique to reduce the cost and the
overall waiting time.
• Results: The worked examples of the SSM with different scenarios and com-
paring the SSM against other approaches in the same field show that the SSM
can meet the customer requirements for cost effective and the QoS required.
• Conclusions: The advantages from the results show that the SSM can reduce
the overall service cost compared to other approaches.
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Chapter 1
Introduction
1.1 Background
Cloud computing is used by a number of different sectors, predominantly by edu-
cational and business, as well as for personal use, for various purposes. Due to the
rapid growth and the development in technology and facilities that cloud services
can provide it has added a fascinating transformation to the Information Technology
(IT) industry. Also, cloud computing provides convenient services enabling access
to different computing resources such as networks, storage, and applications.
Cloud computing includes services such as data services, storage services, schedul-
ing services, accessing to applications via the Internet, on-demand self-service, and
service management. Data service is about all database services, processing, and
data store. While storage services include using a cloud storage system to manage
saving data remotely in a different storage location. The scheduling services include
allowing customers to execute tasks on virtual resources and trying to allocate these
tasks on these resources efficiently.
All these services can be provided on customer request without or with less ser-
vice provider interaction. For example, a customer can request a storage space by
submitting the request to a provider website. Then the customer can get the service
by finalising service payment without any interaction from the service provider.
1
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Cloud services bring various benefits to stakeholders (providers and customers).
These benefits include wide access to software and applications over the Internet
without any need to install any software on the customer terminal device. More-
over, using cloud services can be cost effective, as the cloud computing environment
depends on reducing infrastructure cost.
Having said that, there are a number of different risks related to the use of cloud
computing. For instance, risks pertaining to security and privacy (or lack thereof)
are considered to be a big concern for all parties that are involved in the cloud-
based services. Thus, any breach or failure in security will cause loss of customers
and business. Another risk that, makes customers aware of the service they receive
is that they will be locked into a contract with one provider until their contract is
complete. As a result, service providers are more concerned and conscious of pro-
viding a better and more trusted service.
These considerations include the need of improving the Quality of Services (QoS)
provided. QoS includes different aspects such as time, service performance, reducing
cost, and some non-functional requirements like reliability and recovery [39]. The
success of applying these QoS aspects will improve the cloud services to meet cus-
tomer expectations.
With all the benefits of the cloud, security is still one of the main concerns that
affect the use of the cloud service. Cloud providers will be subject to many threats
at different level of the cloud. Similarly, customers have concern about security and
they share some responsibility with the cloud providers to keep the service security
at a high level. For example, a customer requests a cloud service with a set of tasks
with different security levels, it is required to have a technique that can handle this
request. This technique should be able to execute the tasks submitted in the right
order combined with security and QoS aspects.
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Executing tasks requires using a scheduling process that serves security as the
main category, then uses priority to put tasks in right order. Security as a feature
will be applied to all parts of the service, and the QoS will be applied to make the
service more reliable and more efficient while the service is running. This complex
request should be cost effective because the customer needs a cloud service that is
secure, reliable, and with a very competitive cost compared to other service provider.
In this thesis, an investigation of the current situation shall be described, fol-
lowed by a discussion on the requirement of having a cloud security model that is
based on costs that can manage requests, focusing on security as a main feature
that is associated with QoS aspects to meet the customer requirements. The model
then seeks to execute scheduled tasks over allocated resources.
Moreover, this thesis defines a Scheduling Security Model (SSM) for a cloud
environment that uses security as a main feature and the QoS to deal with customers’
requests with different security levels.
1.2 About this Research
This thesis focuses on the issues related to scheduling and security within the cloud
environment. In addition, it aims to address issues related to the cost of providing
such a service, and also on how these overall costs can be reduced. Whilst, taking
into consideration the customers’ requirements.
In light of this, the thesis shall develop a model that can establish a cloud
service that is based on a set of a predefined requirements from customers, which
are achieved by identifying the security level required for each task.
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1.3 Aims and Objectives
This section provides the research aims and objectives explaining why security is an
important factor to be considered for scheduling in cloud computing.
1.3.1 Research Aim
After reviewing recent research and work in cloud security and how it affects schedul-
ing in the cloud, the main aim of this research is to develop a model that determines
security constraints to secure services, and then to use this model in scheduling to
achieve a good QoS standard.
1.3.2 Research Objectives
In order to achieve the aim of this research, the following research objectives will be
undertaken:
• To consider previous research for further investigation to understand the se-
curity constraints of scheduling.
• To identify the type of security constraints used by cloud providers and cus-
tomers.
• To identify the evaluation metrics from recent research into scheduling in the
cloud.
• To develop a scheduling security model that considers security as main factor
for the resource scheduling process.
• To analyse and assess the scheduling security model using tools for scheduling
in the cloud associated with the QoS.
1.3.3 Research Method
The method for this research is as follows:
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• To develop a model that addresses some of the security limitations that affect
resource scheduling such as: data security (confidentiality, intrusion, large data
volume), service availability, and reliability.
• The model design should cover some resource scheduling limitations such as:
performance, cost, resource scaling, provision of heterogeneous resources, se-
curity breaches on the running virtual machines (VMs).
1.4 Research Questions
Taking the aims and objectives into consideration, this research will attempt to
answer the following main, secondary and evaluation questions:
1.4.1 Main Questions
1. To what degree can a Scheduling Security Model (SSM) be developed or
adapted from existing models to incorporate security and scheduling?
2. What are the barriers to scheduling, in terms of security and how do they
affect scheduling?
3. To what degree can any barriers identified to the use of the SSM be overcome?
1.4.2 Secondary Questions
The following questions are secondary questions that arise as a result of (and in
relation to) the main research questions. They shall also be a part of the literature
review process:
1. Within the field of cloud-based service, what previous research has been con-
ducted on scheduling in reference to security constraints?
2. Aside from security, what other constraints need to be considered by cloud
stakeholders in terms of scheduling on the cloud.
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3. What different types of security constraints have been identified and what do
they defend against?
4. What evaluation metrics have been used to help to evaluate recent research
into Scheduling in the cloud?
5. Based on the analysed research identified, which form of security aware schedul-
ing merits further research, and why is more research needed and what issues
should the further research be addressing?
1.4.3 Evaluation Questions
The following questions are the evaluation questions that will be used to see how
this research achieved its aims:
1. How does the SSM improve the security aspects of the cloud service?
2. How does the SSM impact resource scheduling and performance and security?
3. How well does the SSM help to achieve QoS?
1.5 Research Criteria for Success
To assess whether this thesis has fulfilled its objectives, the following aspects have
been identified as the criteria for success.
1.5.1 Identification of Security Issues in Cloud Computing
It is very important to identify security issues in cloud computing as it is a major
concern to all parties in the cloud environment. This will help to develop the new
service model.
1.5.2 Development of a Scheduling Security Model
This thesis proposes a new service model considering the security as a main feature
to drive the scheduling process in the service.
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1.5.3 Evaluating the Model
To determine the overall effectiveness of the new model it will be evaluated.
1.5.4 Comparison Against Other Approaches
For more investigation, the model will be compared against other approaches to see
the advantages and disadvantages of all approaches.
1.6 Thesis Outline
The work in this thesis discusses existing research that has been completely or par-
tially obtained from journals or conference papers published during the period of
completing this study.
The thesis is subsequently organised in the following manner:
• Chapter 2: presents the literature survey of research in Scheduling, Security,
Cloud Environment, Scheduling in the Cloud, and Security in the Cloud.
• Chapter 3: defines and discusses the proposed Model, the SSM Components,
the calculated components, the SSM algorithm, and shows some basic Exam-
ples of Costs.
• Chapter 4: presents the SSM Results, Examples and Scenarios used to examine
the SSM. Then it shows a comparison of SSM and other Models.
• Chapter 5: discusses the evaluation, Example and Scenarios, and the Com-
parison of the SSM with other approaches.
• Chapter 6: concludes the thesis with a summary of main findings and discusses
the future research.
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1.7 Summary
This chapter presented an overview of this research background, then it has ex-
plained the research aims. After that, the research objectives have been addressed
with the research method. Next, it discussed the research questions along with the
evaluation questions. Then the research criteria for success were given.
Chapter 2
Literature Survey
2.1 Introduction
This chapter discusses and gives an overview of all the features that are involved
to develop a new service model which are Scheduling, Quality of Service (QoS),
Security, and Cloud Environment. The first part is Scheduling and it will be dis-
cussed to explain why scheduling is important process to make an efficient use of
the cloud resources. Then it discusses the Quality of Service (QoS) and how it is
important to have a better service quality considering the affecting factors. After
that, as the security is a shared component for all parts it will show that how the
materials need to be secured even physically or digitally and how it can be classified
to different levels. Next, the Cloud Environment is discussed by defining the cloud
and its characteristics and architecture. Then it discusses its service models and
deployment models. Then in the following section, a discussion of the relation be-
tween scheduling and the cloud and what tools are used for cloud scheduling. Then
the next section presents the relation between the security and the cloud and what
security issues that need to be considered in the cloud service. Then it shows the
security issues in the deployment models explaining the most common issues that
need to be addressed. After a literature review has been completed to investigate
the related work of this thesis finding the research direction and the assumption
made to develop the new model.
9
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2.2 Scheduling
Scheduling is a process of decision making to deal with allocating resources to tasks
within a certain amount of time [50]. There are many types of resources and it can
be a machine in a workshop, or resource in computing environment [38]. Scheduler
has been classified as follows [50] [22]:
• Batch Scheduling: used to avoid any handling during the running time [28].
There are two types of batch scheduling: serial and parallel. In serial batching,
tasks with same setting can be executed one by one on a machine. In parallel
batching, a set of tasks can be grouped and executed at same time.
• Interactive: to allow decision making at running time to take an immediate
response.
• Real Time: the ability to schedule tasks with specific time requirements.
• Parallel: tasks or group of tasks executed at the same time in one or more
VMs [50].
There are three level of scheduling decisions:
1. Long Term: to control and decide what task execute first and to be supported
once at anytime.
2. Medium Term: to control switching tasks for different criteria such as non
active, fault, and low priority.
3. Short Term: to allow frequent interaction to make decisions in short time slot.
The main scheduling goals are:
1. Performance:
The scheduling algorithms should be able to consider the following measures
in order to get good performance behaviour:
(a) maximise CPU Utilisation: to control the amount of tasks that can be
processed.
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(b) maximise Throughput: to execute as many tasks as possible in a certain
amount of time.
(c) maximise Scheduling Efficiency: to execute all tasks without interruption.
(d) minimise Waiting Time: to reduce the amount of time that is needed for
executing tasks for users.
(e) minimise Energy: to control and reduce the power consumption of re-
sources.
2. Fairness:
One of the important goals of scheduling is to treat all tasks to run in a
reasonable time.
(a) Equal CPU consumption: to allocate tasks the same processing time in
the CPU.
(b) Fair per(user, process, thread): giving all the same characteristics for
execution.
(c) CPU bound, I/O bound: to allow direct priority to task from a user.
3. Unfair:
Sometimes the scheduling process tends to be unfair by giving advantage to
tasks over another for a specific aim.
(a) Priority System: to allow tasks with higher priority to run before the
lower priority one.
(b) Avoid starvation: to prevent that any task stays with no processing.
2.3 Quality of Service
Quality of Service (QoS) is one of the important factors that can help to improve
any services, software, and applications [39]. So, the QoS means that the essential
services features should meet all customer requirements.
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According to Ramadan et al. [39], to have a good QoS there are some factors
that need to be considered which affect the overall service as follows:
• Flexibility: It is all about managing all main function without any harm to
the system.
• Maintainability and Readability: Similar to the flexibility but it is more fo-
cusing on error correction and making any modification needed.
• Performance and Efficiency: It is all about the response time and making sure
there is no delay or unexpected waiting time.
• Scalability: It is about responding to customers’ activities in reasonable amount
of time.
• Availability and Robustness: It is all about the availability all the time even
if a failure has occurred.
• Usability and Accessibility: It is all about making the user interface the most
visible side by making it very comfortable for the customer and easy to use.
• Platform Compatibility: For better quality the service should be made to run
on as many different platforms as it can on with different system environments
such as operating systems, and internet browsers.
• Security: It is the most important factor that needs to be considered in any
service, and for QoS there is a need to apply security policies to make sure
there are no security breaches at any level.
2.4 Security
Security is a concept that the process protect from physical or digital unauthorised
use of any asset [32]. Also, security is a critical feature for any Service. The service
must be secure and trusted for both customer and provider as they have both agreed
to the Service Level Agreement (SLA) [55]. Security issues can affect Data, Net-
works, Communications, Privacy, unauthorised access and most things connected
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via the internet.
All of these variables need to be protected, and each one requires a different way
of security. So, these variables can be classified into different security levels from
high to low. This classification depends how much valuable information is included
in each asset. For example, storing very important government data requires a very
high security level. This security level includes physical security measures and se-
cure network connection and secure encrypted data storage. Also, it may require a
limited access control to manage the process of retrieving and storing this data.
So, Security is a very critical point that needs to be aware of all kind of infor-
mation for all levels such as individuals, academic, business, and government even
if it is digital or non digital materials.
2.5 Cloud Environment
This section serves as a background and a general view of cloud computing, basic
cloud architecture and cloud features. Also, it shows the considered top ten obstacles
that are facing the growth of cloud computing and how they are related to the
security in the cloud. Then it presents the research method for this Systematic
Literature Review (SLR). After that, it explains why this SLR is needed to be
performed.
2.5.1 Cloud Definition
There are many different definitions of cloud computing. The National Institute of
Standard and Technology (NIST) [30] gives a basic definition of cloud computing
as a model for enabling convenient, on-demand network access to a shared pool of
configurable computing resources (e.g. networks, servers, storage, application, and
services) that can be rapidly provisioned and released with minimal management
effort or service provider interaction.
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To obtain a cloud service a customer needs to contact a service provider. This
communication process makes the customer and the provider reach an agreement of
the level of the service. This agreement is referred as the Service Level Agreement
(SLA) [35]. This SLA is the basis for the expected level of the service between the
customer and the provider. The Service Level Agreement (SLA) is an agreement
between a service provider and a customer, that specify the level of the service
provided [1] [31] [33]. Also, both provider and customer follow the rules and condi-
tions of this agreement to keep the service secure without any security issues. The
provider of a cloud architecture can offer various services to a customer. Quality of
Service (QoS) refers to the cloud stakeholders’ expectation of obtaining a desirable
service meeting requirements such as timeliness, scalability, high availability, trust
and security specified in the Service Level of Agreement SLA [33]. For this research,
Quality of Service (QoS) includes the following concerns:
• Security: Security is a shared responsibility between cloud providers and
customer to ensure that the level of security is at a desired level. Customers
need to be aware of security from their side and protect their service from
any threats. Cloud providers are able to achieve better scalability by run-
ning multiple virtual machines on physical machines. They have to defend
the service against any security risks from any unauthorised physical access,
data security, security software, and resource security. Other cloud providers
who do not use virtual machine have to secure servers and data storage from
any security risks. Then any security risks in the virtualisation technology
that allows co-occupant virtual machines to make unauthorised access could
compromise the information assets of customers [31].
• Service Performance: A customer that requires a certain level of the ser-
vice performance will need provider guarantees to run the required service in
the cloud. As a result, the service quality is included in the SLA and the
service provider must provide a service with good behaviour, stable network
connection, process time with no delay, and reduced cost.
Services can vary both in terms of functionality (such as storage capacity or pro-
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cessor count) or in terms of the Quality of Service (QoS) provided [48]. In terms
of the QoS a provider will offer a defined SLA which the customer can use when
determining the ‘best provider for their needs.
According to Mell and Grance [30], the cloud architecture is a combination of
the following three components:
1. Essential Characteristics: The essential characteristics refer to a set of
cloud features that allow providers and customers managing, accessing, and
measuring the cloud services and resources. These characteristics provide
cloud providers and customers with different level of control to measure the
provision of the service. From a security prospective, each characteristic has
a different security concern for both provider and customer. These security
concerns include access control and data security [5]. Access control includes
accessing, managing the service, and access availability. Data security includes
data confidentiality, date integrity, and data availability.
The five essential cloud characteristics are:
1. On-demand self-service: A customer can manage and control the ser-
vice resources such as sever time and network storage without any phys-
ical interactions by the provider.
2. Broad network access: Customers can access and use the cloud service
from anywhere across the network.
3. Resource pooling: Providers can serve customers with different re-
sources according to customer demand. Resources such as storage, pro-
cessing, physical machine, and network bandwidth [5]. Customers do not
need to be concerned about physical location of resources.
4. Rapid elasticity: Resources can be rapidly scaled outward or inward
at any time according to customer demand.
5. Measured service: Measured service is the ability to track and control
the usage of the resources which can be performed by customers.
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2. Service Models: Service models in the cloud define to a customer the type
of the system management and system operations, and the type of the access
to cloud systems. According to Nallur et al. [31] service availability, security
and performance are the main elements that are considered to affect the cloud
service in the service models. Based on the SLA, customers have to trust
the provider on the service availability. The only concern is if there is any
downtime to the service it will be the time of the service recovery to obtain the
service again. The recovery process is the responsibility of the service provider
based on the SLA. Both provider and customer are involved in security such
as data security and protection. The provider is concerned about providing a
secure and reliable service via the network. Service performance means that
the service provided to customers at a satisfactory level and good quality.
There are three types of service model, each service model provides different
capabilities to obtain the service:
1. Infrastructure as a Service (IaaS): To provide a basic form of the
service such as a Virtual Machine (VM), virtual storage and network
bandwidth [31]. Customers have to configure the setting and install any
needed operating system and software before running the service. One of
the main security concerns in IaaS is that the provider has to check that
there is no VMs interfering while the service is running.
2. Software as a Service (SaaS): Here, software and applications are
provided by the cloud provider which let customers use these applications
[30]. Customers can have access to the service from different devices
via different interfaces such as web browser or a program interface. One
security concern that needs to be considered is web browser security. The
level of the browser security is very important, weak browser security can
let an attacker get important information or hijack the customer resources
and data.
3. Platform as a Service (PaaS): In this form, the cloud provider pro-
vides a platform that allows the customer to develop their application but
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the cloud provider is still responsible for maintenance and all upgrades
of the platform [30].
3. Deployment Models: Deployment models describe how the cloud services
deliver to customers. According to Dillon et al. [15] there are many security
concerns on the cloud deployment models including data privacy and trust,
policies, and data transfer. As a result of these concerns providers have to
secure cloud services. Also, providers need to apply security policies that can
handle data access and security. The four deployment models, which specify
the availability of using cloud service [30], are:
1. Public: To specify that the cloud service is accessible with no restriction
for all users.
2. Private: To make the cloud services available to a particular single
group.
3. Community: To make the cloud services shared between limited groups
sharing similar concerns.
4. Hybrid: A hybrid cloud includes services using multiple cloud combined
together, for example joining services and making some parts private and
other parts public or community [20].
2.6 Scheduling in the Cloud
Scheduling is a process or mechanism applied to minimise wasting limited resources
by efficiently allocating them among all active nodes [63]. Nodes or Virtual Ma-
chines (VMs) are the virtual resources that are assigned to customers for running
the service and executing tasks [5]. Scheduling is a very complex operation in cloud
computing and it is used to allocate resources, improve server utilisation, enhance
service performance, and execute tasks [54].
Scheduling can be either static or dynamic for scheduling resources in cloud
computing, which can provide sufficient use of cloud resources to meet QoS re-
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quirements [18]. Furthermore, using scheduling techniques can avoid conflicts of
allocating active resources. For example, scheduling can avoid duplication of al-
locating the same virtual resource in the same time. Also, it can manage limited
resources by handling high demand of requests by using a dynamic method that can
update the system regularly and to execute tasks over resources. However, there are
some issues that need to be considered such as security, limited resources, virtual
machines and applications.
Executing and running tasks over the allocated resources raises some security
issues that need to be considered such as data security, and service security. Data
security includes privacy, integrity, and protection from any threats and attacks.
Service security includes resource security, and privacy. So, there is a need to con-
sider these issues and the security constraints include data security, and availability
to get an optimised resource schedule. For this research, the main focus will be on
the resource scheduling mechanisms where security is factored into the cloud model.
According to Singh et al. [51], there are two main objectives of resource schedul-
ing as follows:
• To identify suitable resources for scheduling workloads on time and to enhance
the effectiveness of resource utilisation. Workloads refer to the tasks that
customers want to run over the resources.
• To identify heterogeneous multiple workloads to fulfil the QoS requirements
such as CPU utilisation, availability, reliability and security.
2.6.1 Tools for Cloud and Scheduling
There are many software tools used for testing, managing and provisioning resources
in Cloud Environments and in self-hosting [6]. However, one of main differences is
that cloud service provides a huge number of resources via sharing features that is
not provided by a self-hosting environment [56]. Using resources in a cloud envi-
ronment provides better performance in terms of large or small scale, and resource
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allocation using dynamic or static techniques which is different from a self-hosting
environment.
There are many different techniques that can be used for cloud systems. Each
technique is different in implementation and can be used for different purposes.
These techniques include simulation, service mocking, test job parallelisation, and
environment virtualisation [6].
• Simulation: Simulation is used to deploy a cloud service in a dependant
environment, which can reduce the cost of running a real cloud environment
to do experiments or utilisation [24]. It also allows testing the service and
getting results of any tests that can be compared to a real cloud deployment.
That would be more essential to focus on problems in different scenario with
less complexity to conduct better cloud services.
Many simulation tools and systems have been implemented and developed
for cloud computing such as CloudSim [12]. CloudSim is a toolkit used for
modelling and simulating cloud computing environments and evaluation of
resource provisioning algorithms. CloudSim is a useful tool for investigating
and testing and deploying in a Cloud Environment before applying it in a real
environment. It can support obtaining an overview of the service performance
and overall activities that need to be optimised.
• Service Mocking or Service Oriented: Service mocking or service ori-
ented [23] is used to divide a task, so it can be tested independently. Service
mocking replaces a remote service with a simulated one which behaves as if
the real one is called [56].
• Test job parallelisation: Test job parallelisation is a technique that splits
tasks from the service and execute them individually in a large parallel system
at one time. This would be more efficient in time and cost but not for running
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the all service together.
• Environment virtualisation: helps to maintain and test a cloud environ-
ment. In this technique resources such as virtual machines are used for fast
processing which is beneficial for testing service performance and to reduce
testing cost. Also, this technique provides various testing tools for security
and performance testing.
2.7 Security in Cloud
This section presents the main seven security risks in cloud services. Then it dis-
cusses some security issues in the Cloud especially in the service models. After that
it shows some common security issues in the deployment models.
With all the benefits that providers can offer to customers using cloud services,
security is still a major concern that affects a Cloud Environment [58]. According
to Che et al. [14] there are seven security risks shown in Figure 2.1, which have been
extended from [55], that need to be considered in a cloud computing service. These
issues are:
1. Abusing the cloud service and privilege user access.
2. Insecure interfaces and APIs.
3. Malicious inside the service.
4. Sharing technology issues and service recovery.
5. Losing Data or leakage including data security and location.
6. Account or service hijacking.
7. Unknown risk profile
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Security in cloud computing is a shared responsibility between providers and cus-
tomers [31]. Che et al. [14] analysed the security concerns between cloud providers
and customers. Customers’ security concerns include data security, user access, and
data leakage. Cloud providers’ security concerns include availability, long term sys-
tem security, how to defend against hacking, data centre security, secure transaction,
resources security, and access control and management system.
Figure 2.1: Security Risks in Cloud Service, adopted from [55]
2.7.1 Security Issues in Service Models
Table 2.1 shows the main security issues that exists for each service model [53].
From Table 2.1, SaaS has the most security issues because it is more complex than
the other service models. PaaS and IaaS have less security issues compared with
SaaS because they have better control over the security and they are not involved
in the application level.
Table 2.1 shows the responsibility perspective for the the security issues for
providers and customers. These issues are different in terms of responsibilities from
the providers and customers. The table shows that most responsibility to ensure
the security level of the service is on the providers. The providers’ responsibili-
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ties include data (security, locality, segregation, confidentiality), network security,
authentication and authorisation, vulnerability in virtualisation, availability, and
identity management. Using secure web applications to access the service is mostly
the responsibility of the customers. The other security issues such as data access,
data breaches and backup are shared responsibilities for providers and customers.
These security issues affect differently each service model. These issues are:
• Data Security: Providers need to use good techniques to secure data access
such as encryption and decryption.
• Network Security: To secure the data flow through the network from any
security breach or leakage.
• Data Locality: To manage storing customers’ data in a reliable location and
to protect it from any risks.
• Data Integrity: To make sure that data is stored and then it correctly and
accurately flows through the database over the service.
• Data Segregation: To secure the data flow, and data storage from any intru-
sions hacking the system on each level of the service.
• Data Access: To control data access for customers.
• Authorisation, Authentication: To manage accessing to the service or database.
• Data Confidentiality: To control and protect the data flow on each level of the
service.
• Web Application Security: Customers need to ensure their web applications
are secure to access the service.
• Data Breaches: Providers need to protect data and prevent any indirect access.
• Vulnerability in Virtualisation: Providers need to ensure that each tasks exe-
cuted separately from each other to reduce security risks that could occur.
• Availability: Providers need to ensure that the service is delivered on demand.
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• Backup: The backup information is important and if it has been hacked
then any unauthorised accessed will cause a security issues for the customers.
Providers need to ensure that backup is taken regularly and be secured and
encrypted to make the service more reliable and fast recovery when it required.
• Identity Management: To control and check the identity of accessing to the
service and resources by identifying all information that used to log in.
Table 2.1: Security Issues in the Service Models [53]
Security Issues Service Models Responsibility Perspective
IaaS PaaS SaaS Providers Customers
Data Security
√ √ √ √
Network Security
√ √ √ √
Data Locality
√ √ √
Data Integrity
√ √ √
Data Segregation
√ √
Data Access
√ √ √ √ √
Authorisation, Authentication
√ √ √
Data Confidentiality
√ √
Web Application Security
√ √
Data Breaches
√ √ √
Vulnerability in Virtualisation
√ √ √ √
Availability
√ √ √ √
Backup
√ √ √
Identity Management
√ √ √
Subashini and Kavitha [53] claim that the security issues in the service models
such as data security and network security make a significant trade-off to each ser-
vice model to obtain a reliable, trusted and secure services.
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These service models offer different features to customers and providers to op-
erate the service. SaaS offers many significant benefits to customers such as service
efficiency improvement and reduced costs. In SaaS providers do all provisioning for
hardware, data storage, power, virtual resources. As a result, customers have to
pay for what they use, and there is no upfront cost for anything else. With all the
benefits that are provided in SaaS, it has some issues such as lack of visibility of
data stored and security.
In PaaS users can build their application on top of the platform, but this fea-
ture raises the security risks for all the services. Building applications on top of
the platform increase security risks such as data security and network intrusion by
unlocking the way to intruders trying any unauthorised actions [53]. For example,
hackers can attack the applications code and run a very large amount of malicious
programs to attack the service. In IaaS, customers can get services with less cost
with basic security configuration and less load balance. Providers have to ensure
that the service infrastructure is highly secure for, data storage, data security, data
transmission, and network security.
2.7.2 Security Issues in Deployment Models
The common security issues that need to be addressed for the deployment models are
Authentication, Authorisation, Availability, Access Control and Data Security [53].
These security issues are so important because each deployment model has a differ-
ent security level. For example, the public cloud is less secure than the other cloud
model, so it is more likely to be attacked by malicious hackers to get information
that can used then to be hack at the private level. Providers are responsible for ser-
vice security and they have to stop any unauthorised access or any malicious attacks
of the service. Suspicious behaviour includes any malicious attacks and abuse of the
service. Customer take responsibility for information security and data security such
as integrity, confidentiality, authorisation and authentication.
There is a list of the top ten obstacles facing cloud computing summarised in
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Table 2.2 [5]. Armbrust et al. [5] indicate that the consideration for each obstacle
will vary from one stakeholder to another (customer and provider).
Table 2.2: The Top Ten Obstacles and Category [5]
No Obstacles Category Stakeholder
Perspective
1 Service Availability Cloud Service Availability Customer
2 Data Storage Data, Data Boundaries Provider
3 Data Confidentiality Data, Data Boundaries Customer
4 Data Transfer Data, Data Boundaries Customer
5 Performance Unpredictability Performance, Scalability Customer
6 Scalable Storage Performance, Scalability Customer
7 Error of Large Scale Performance, Scalability Provider
8 Quick Scaling Performance, Scalability Customer
9 Service Level Agreement (SLA) Service Policies Provider,
Customer
10 Software Licence Service Policies Provider,
Customer
The first obstacle is Service Availability which has multiple sides. One side is
cloud providers offer multiple sites to improve availability, however, customers may
choose to use multiple providers to increase availability. As a result, some parts of
the services may become unavailable for some customers for any time.
There are many reasons that can cause service unavailability such as crashed ap-
plications, high loads in the service, and service hijack [40]. Then the customers will
think that the service was down and it is not available to be used. However, services
with multiple clouds or multiple sites give more opportunities for an attacker to
cause a security threat. An attacker can use a public service to get to unauthorised
access to resources or by doing many malicious activities that affect the service. One
way to defend this issue is to use quick scale-up method and security monitoring [5].
Scaling method in the cloud is used to control cloud resources, which include two
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type of scaling, horizontal and vertical [36]. The vertical or scale up is used to
increase the virtual resources for restoring and improving performance also known
as scaling outward. Service Availability is an issue that can be addressed using this
method if any virtual resource becomes unavailable. The horizontal method is to
scale upward by running the service in one physical resource. Providing the service
from one physical resource or one site is an issue of the service availability.
The second, third and fourth obstacles are about data boundaries between plat-
forms and Data Storage, Data Confidentiality, and Data Transfer. There are many
security implications that should be considered including loosing data, data leakage,
transferring data, and data security. The fifth, sixth, seventh, and eighth obstacles
are more technical being related to performance, Scalable Storage, removing errors
in a large scale distributing system, and how services can be established with quick
scaling getting an overview of service costs. Quick scaling could cause unavailability
of the service if there is a very high load tasks which needs to be considered as a
security implication of this method. The ninth and tenth obstacles are about service
policies for Service Level Agreement (SLA) and Software Licence. The concern here
is about the eligibility or the authorisation of using the software and to ensure there
is no misuse of the licence [5].
2.8 Related Work
This section discusses recent related approaches in the area of cloud security such as
Data storage approaches that are related to Data as a Service (DaaS) data storage
moving from a single cloud to a multi-cloud, and security models. It also provides
some approaches in resource management that used static and dynamic methods
focusing on performance.
A review of recent cloud models has been performed to get an overview of the
models categories shown in Table 2.3 Models have been classified to categories re-
lated to the main focus of the approaches including Data as a service (DaaS), In-
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frastructure as a Service (IaaS) and cloud storage. The DaaS models focus on all
data security and different from cloud storage which is concerned about data centre
security. The IaaS models focus on the infrastructure security.
In addition, Table 2.3 shows that there are some issues have less attention than
others such as Authentication, Accountability, Intrusion, and Reliability. The most
focused areas are Integrity, Availability, and Security. Most approaches are related
to cloud storage and DaaS which make IaaS need more work especially in security.
The DepSky System [7] addresses the availability and the confidentiality of data
in their storage system by using multi-cloud providers, combining Byzantine quo-
rum system protocols, cryptographic secret sharing and erasure codes. Whereas
NetDB2-MS [2] is a Model to ensure privacy level in DaaS based on data distributed
to different service providers and to employ Shamirs secret algorithm [43].
The BlueSky System [57] has extended the DepSky System to be more reliable
and deal with large storage volume from a cloud provider and to avoid a dedicated
hardware server. Similarly, the SafeStore system [25] is more focused on availability
not on performance and cost which is quite different than the other systems.
Other approaches like HAIL [8], ICStore [11], SPORC [16], Depot [29], Data
storage Models [34] [49] have focused on cloud storage including some data security
aspects such as security and data integrity and data confidentiality. They also have
similar limitations such as data intrusion and availability.
There are some models at the deployment level which deal with the security
risks but with limitations in confidentiality and integrity such as Separation Model,
Migration Model, Availability Model, Tunnel Model, and Cryptography Model [65].
Data privacy is still a big concern in other Models like Jerico Formus Cloud Cube
Model [13], Hexagon model [13], Multi-Tenancy Cloud Model [14], Cloud Risk Ac-
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cumulation Model [9], and the Mapping Model [13] [14]. The logging approach [61]
ensures that the log files can mitigate the risks to benefit both sides of accountabil-
ity, security, performance, and scalability.
Other work in scheduling such as Tripathy and Patra [54] brought into consider-
ation tasks priorities then assign them to be executed over the allocated resources.
If there more than one task for each resource, it will be scheduled with different
methods depending on what is better for each resource. Then it will use parallel
running for all tasks. This work assigned dependant tasks first to run first then non
dependant one that to minimise the deadlock situation.
Table 2.4 shows some approaches that related to resource management used
static and dynamic methods and focusing on performance.
Approaches by Li et al. [27] and Yazir et al. [64] relate to resource scheduling
using static and dynamic mechanism but they did not include any security factors
to avoid any security risks. Static scheduling mechanism such as the approach in-
troduced by Jiayin et al. [26] offers a static scheduling solution to improve service
performance over virtual machines. The tasks are executed on certain cloud re-
sources based on the static resource allocation. It aims to regulate many resources
utilisation of Service Level Objectives (SLOs) of applications. Also, Qiu et. al. [26]
propose an algorithm that adjust resource allocation based on updating the actual
task executions which helps to recalculate the finishing time that assigned to the
cloud.
Walsh et al. [59] proposed a utility function as a solution by dividing the architec-
ture into two-layers (local and global). The local layer is responsible for calculating
resource allocation dynamically. Whereas, the global layer computes the near opti-
mal configuration of allocating resources based on results provided by the local layer,
and to fix the load balancing with the server cluster which also helps applications
scalability.
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Table 2.3: Review of Cloud Models
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DepSky [7]
√ √ √
Bluesky [57]
√
SafeStore [25]
√ √
NetDB2-
MS [2]
√ √ √ √
NCCloud [21]
√ √ √ √
HAIL [8]
√ √ √
ICStore [11]
√ √
SPORC [16]
√ √
Depot [29]
√ √ √ √
Logging Solu-
tions [61]
√ √ √ √
Venus [49]
√ √
TCCP [41]
√ √ √
CCM [13]
√
Hexagon
Model [13]
√
MTCM [13]
√
CSA [13]
√
Mapping
model [13]
√
Separation
Model [65]
√
Migration
Model [65]
√ √
Availability
Model [65]
√ √
Tunnel Model
[65]
√ √
Cryptography
Model [65]
√ √
NDSM [3]
√ √ √
Cloud Trust
Model [42]
√ √
DSM [62]
√ √ √
DSSM [34]
√ √ √ √
SC [54]
√
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Table 2.4: Approaches for Resource Scheduling
Ref Resource
Management
Static Dynamic Performance
Adaptive management of virtualised resources [27]
√ √ √
Adaptive resource allocation [26]
√ √ √
Dynamic resource allocation [64]
√ √ √
Resource allocation for multi-tier [19]
√ √ √
Resource Allocation Policies [52]
√ √ √
Other approaches that use dynamic mechanism such as Yazir et al. [64] and
Slegers et al. [52] include a comparison of static and four heuristic dynamic policies.
They showed some differences and presented benefits and weaknesses of using each
type in terms of using and managing cloud resources. A price model was introduced
by Sharma et al. [44] for dynamic resource management and low cost of cloud service
but they did not include the security factor and indicate saving cost on physical
resources and maintenance cost as limitations of their model.
2.8.1 Research Focus
In this research, an investigation has been performed to understand what scheduling
technique would be best suited to serve the purpose of this study. It has been found
that the most appropriate scheduling technique would be use the scheduling priority
method, as it will help to execute tasks over the allocated resources as it will be
combined with the security as a main feature.
Cloud security is necessary in order to classify tasks and divide the resources to
match this classification. Which is very important to keep the security as it required
all the time during any service requests.
As a part of any service, QoS factors will be considered as it discussed in Section
2.3. It needs to address the affecting factors to have a better quality for the service
provided.
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The service via cloud environment needs all the parts discussed (Scheduling,
QoS, and Security), Figure 2.2. shows where this thesis focused on and it combined
these features in the model which depends on the literature review that has been
done.
Figure 2.2: Features of the SSM
2.9 Assumptions for New Model
This section discussed the initial proposed new model Scheduling Security Model
(SSM) and discusses a set of assumptions as follows:
• Security level is the main driver to group tasks.
• Task importance to control ordering tasks within resources.
• Execution time and elapsed time are used for Re-calculation.
• Tasks are not paused once started.
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• Resources are not duplicated.
• Task size is ignored.
• Fast-Track list and Execution list in each resource for control executing tasks.
• A resource is available for each security level.
• Infinite number of tasks are allowed.
• Resource cost is per hour.
2.10 Summary
This chapter discussed and gave an overview of all parts that involved were to
develop a new service model. The first part is scheduling and it has been discussed
as it is an important process to make an efficient use of the cloud resources. Then it
discussed the QoS and how it is important to have a better service quality considering
the affecting factors. After that, as the security is a shared component for all
parts it has been shown that how the materials need to be secured even physical
or digitally secured and it can be classified to different levels. Next, the cloud
environment has been discussed with defining the cloud and its characteristics and
architecture. Then it discussed its service models and deployment models. Then
in the following section, a discussion of the relation of scheduling and the cloud
and what tools are used for cloud scheduling have presented. Then next section
presented the relation with the security and the cloud and what security issues that
need to be considered in the cloud service. Then it showed the security issues in the
deployment models explaining the most common issues that need to be addressed.
After a literature review has been done to investigate the related work to this thesis
finding the research direction and the assumption made to develop the new model.
Chapter 3
Scheduling Security Model (SSM)
3.1 Introduction
In this Chapter, Security and its level will be explained in the context of the Schedul-
ing Security Model (SSM). Also, this chapter defines the SSM and its components.
Then it explains how the SSM calculates the costs for a service requested. Next, it
defines the SSM and the Scheduling Function steps. It presents some examples of
costs to show how the SSM works. Then it points to some limitations of the SSM.
3.1.1 Security Definition
Before identifying the model components there is a need to define what security level
means in this context. According to Watson [60] the overall security level can be
considered to be applied for executing tasks from trusted public resources to highly
trusted private resources. So, the SSM defined the security level as shown in Figure
3.1. Then the SSM security levels considered as the following:
1. Level 1: is trusted public resource with basic security that can execute public
tasks.
2. Level 2: is more trusted public resource with more security setting that can
execute public tasks.
3. Level 3: is highly trusted public resource with security that can execute public
tasks.
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4. Level 4: is trusted private resource with security level that can execute private
tasks.
5. Level 5: is highly trusted private resource with more security setting that can
execute private tasks.
As a result, each task will be given a security level from 1 to 5. Then the resources
will be created depending on how many security levels are identified by the tasks.
Figure 3.1: Security Levels from Public to Private Resources, adopted from [60]
For example, a customer requests a service that includes two tasks. One task
is to analyse general data with no security requirement. The other task is to save
private data that requires higher security level. So, the service will require two
resources one is trusted public resource with basic security feature to execute the
first task, and another trusted private resource with security feature such as more
secure fire-wall to execute the second task.
3.2 The SSM
This section presents the Scheduling Security Model (SSM) components and how
the costs for executing a service can be calculated. Also, it defines the SSM model
and the scheduling function steps.
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3.2.1 SSM Components
The suffixes used in the definitions are specified as follows:
i : Tasks
k : Resources
j : Security Level
l : Task Importance
The values in the definitions are:
- T : Set of tasks, Where M is the number of tasks. Each task has a security
level and importance level ti (hj, pl)
ti: tasks i
- tm: Time cost
tmi: time cost for task i
- q: Quality of Service for the service.
- b: Customer budget for the service.
- h: Security level for a task.
hj: Security level ∈
{
1, 2, 3, 4, 5
}
- hw: Security weight for the security level (for each task).
hwj: Security weight for security level j.
- Each task (ti) has a security level hj
(and then a security weight hwj)
- R: Set of resources (Rk), k ∈
{
1, 2, 3, 4, 5
}
(can use up to to 5 resources
{
R1, R2, R3, R4, R5
}
)
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then, used resources will be numbered from 1 to N
N: is the number of resources used (N determined later)
- Rk: is a set of tasks, where the hwj = Rwk
- Rw: Resource security weight (for each resource)
Rwk: Security weight for resource k (Rk)
Rwk = hwj
- p: Tasks Importance, pl: is the importance
{
1, 2, 3
}
task ti has importance pl
- M : Number of tasks.
- N : Number of resources.
- e: Maximum time.
The SSM consists of the following components:
• Tasks Set T: The customer will specify all the tasks that need to be executed,
where M is the total number of tasks.
T = {t1 , t2 , t3 , ...., tM} (3.2.1)
• Time cost: The elapsed time tmi will be associated with each task to be
executed on the allocated resource. The calculated total time cost is:
tm = tm1 + tm2 + tm3 + ... + tmM (3.2.2)
• Quality of Service (QoS): SSM supports quality of service which allows the
scheduler to adjust the service scheduling tasks to achieve the required quality
of service q within the customer budget. Depending on the customer QoS
target, q will be selected from a set of options associated with different costs.
QoS can be a value in the range from 0, low quality, and incremented by 0.1
to reach 1.0 which is the highest quality level of service:
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q ∈ {0 .0 , 0 .1 , 0 .2 , 0 .3 , 0 .4 , 0 .5 , 0 .6 , 0 .7 , 0 .8 , 0 .9 , 1 .0} (3.2.3)
• Customer Budget: A customer will submit the overall budget, b for the service
request.
• Security Level: The security level in this context means that the required level
of the security that can be applied to each task. The customer will submit the
security level required for each task. The security level, hj, will be a number
between 1 (low security) to 5 (high security), each level is the security level
required for the task to run over a resource see Figure 3.1. SSM will then map
this security level to security weight, hwj for task ti.
hj ∈
{
1 , 2 , 3 , 4 , 5
}
(3.2.4)
Then the associated weight for each level of security will be as follows by
indexing the values:
For tasks:
hwj = [0 .0 , 0 .25 , 0 .5 , 0 .75 , 1 .0 ] (3.2.5)
All tasks will be allocated and executed on the same Resource with the same
security weight. Then the associated security weight for Resources will be as
follows:
Rwk = [0 .0 , 0 .25 , 0 .5 , 0 .75 , 1 .0 ] (3.2.6)
The SSM will map the associated security weight from the equivalent security
level. So that, for example if h1= 2 then hw1 = 0.25. This will be used to
calculate the estimated cost to establish the service and to create the required
resources with the security level for each resource (public with low security or
private with higher security weight).
• Tasks Importance: There are many techniques that can be used to prioritise
tasks for execution, and in the SSM there will be three levels of task importance
pi which will help ordering the tasks queue. The main reason for specifying
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the task importance to three levels is to order the task in a Resource R. These
importance levels will be considered after classifying tasks based on the security
levels given by the customer and to be ordered as first come first served. The
customer will submit the importance level required for each task:
pl ∈ {1 , 2 , 3} (3.2.7)
The reason for making the Task Importance in three levels is that the schedul-
ing in the SSM is serving the security as a category, then there is a need to give
each task within the same category an order to be executed. So, the order will
be as identified with this three levels but if there are some tasks with the same
Task Importance level then the scheduling will be for first come first served.
This means that tasks with the highest value of pi = 3 is the most important
for the customer.
For example, a customer has submitted tasks t1 with security level h1 = 1 and
importance p1 = 2, and t2 with security level h2 = 1 and importance p2 = 3.
That means t2 will be executed before t1 because t2 has the highest importance.
Also, the Tasks will be allocated and to be executed on one Resource R1 as
they have the same Security Level see Table 3.1.
Table 3.1: Example of Ordering Tasks
Security Level(Weight)/Importance 1 2 3 Rk
1 (0.00) t1 t2 R1
2 (0.25)
3 (0.50)
4 (0.75)
5 (1.00)
After submitting all Tasks details, the SSM will ask the customer if there any
task decencies, if there are dependencies between tasks the customer needs to
enter the dependant task for each task submitted. That will help executing
Tasks in the scheduling process using the Fast-Track technique.
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Another simple example with tasks dependencies will be discussed in details
later in the Scheduling Process. A customer has submitted tasks t1 with
security level h1 = 1 and importance p1 = 2, t2 with security level h2 = 1 and
importance p2 = 3, and t3 with security level h3 = 3 and importance p3 =
2. Then the Task dependency t3 depends on t1. The SSM will analyse this
input and allocates Tasks to two Resources R1 and R2. Tasks t1 and t2 will
be allocated to R1 and t3 to R2. But with the dependencies required t1 will
assigned to the Fast-Track list. That means t1 will be executed first then t3
depends on t1 and it has the highest Security Level that lets the SSM to list
first see Table 3.2.
Table 3.2: Example of Ordering Tasks with Dependencies
Security Level(Weight)/Importance 1 2 3 Rk
1 (0.00) tFT1 t2 R1
2 (0.25)
3 (0.50) t3 R2
4 (0.75)
5 (1.00)
Table 3.3 shows a summary of the components that specify the customer re-
quirement for requesting a service. Then SSM will analyse the requirements
for the calculating step.
3.2.2 Calculated Components
• Table 3.3 shows a summary of the customer inputs for the SSM.
• Resources Required for a set of tasks: First the model will categorise the
tasks into categories depending on their security level. Then it creates, N, the
number of resources required, which will be equal to the number of the task
categorise and each resource will take the security level of that category and
it will mapped to the resources security weight Rwk.
For example, if the customer submitted tasks (t1: with h1=2, p1=2 and t2: h3
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Table 3.3: Summary of the customer inputs
Component Values Range
Budget b b > 0
Maximum Time e 0 < e ≤ 60
QoS q 0.0, 0.1, 0.2,..,1.0
Tasks t1, t2, t3, ... ti, indexed by i,
i ∈ {1−M}
M Tasks
Task Security Level h1,h2, h3,.... hj, indexed by
j
j ∈ {1, 2, 3, 4, 5 }
Task Importance p1, p2,p3,... pl, indexed by l l ∈ { 1, 2, 3 }
=0.5,p2=1), q=0.0, and e=60 minutes, the model will categorise these tasks
into two categories with two different security levels. After that the model
creates two resources N=2, R1 takes security weight Rw1 0.25, and R2 with
security weight Rw2 0.5 then assign each category to the similar resources with
same security weight as shown in Table 3.4.
Table 3.4: Example of a Service Required
Security Level(Weight)/Importance 1 2 3 Rk RCk
1 (0.00)
2 (0.25) t1 R1 20
3 (0.50) t2 R2 20
4 (0.75)
5 (1.00)
• Actual Cost: The Actual Cost calculated for the service calculated depends
on the customer requirement.
– Resource Cost = Cost of resources for RTk hours.
Resource Cost(RC ) =
N∑
k=1
(RCk ∗ RTk) (3.2.8)
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Where RCk is Resource Cost for Resource k per hour and RTk is the
actual time used by Resource k in hours.
– Quality of Service Cost = Resource Cost * Quality of Service required
QoS Cost = RC ∗ q (3.2.9)
– Security Cost for each Resource
SCk = RCk ∗ Rwk ∗ RTk (3.2.10)
Where Rwk is Security weight for Resource k.
– Security Cost for all Resources
SC =
N∑
k=1
SCk =
N∑
k=1
(RCk ∗ Rwk ∗ RTk) (3.2.11)
– Actual Cost (AC) = RC + SC + QoS Cost
Therefore
AC =
N∑
k=1
(RCk ∗ RTk) + q ∗
N∑
k=1
(RCk ∗ RTk) +
N∑
k=1
(RCk ∗ Rwk ∗ RTk)
(3.2.12)
Then
AC =
N∑
k=1
((RCk ∗ RTk) ∗ (1 + q + Rwk)) (3.2.13)
3.2.3 The Model
The main idea of the SSM is to categorise the submitted tasks on their security
level. Then it calculates the estimated cost of the service. Next, it asks for customer
confirmation to establish the service. After getting the customer confirmation the
service will be established, then it tries to recalculate the cost for possible cost
reduction. The model has the following stages, shown in Figure 3.2:
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Figure 3.2: Scheduling Security Model (SSM)
1. Submit:
A customer requests a service and provides information on all attributes of
the requirement needs. They submit attributes: Over all Time of the service,
Number of tasks, tasks importance, overall budget, security level for each task,
and QoS required.
• Budget b.
• The Maximum Time Required e: Minimum 60 minutes (one hour).
• The QoS q.
• The Number of Tasks M.
• For each Task ti the information: Security Level: hj ∈
{
1, 2, 3, 4, 5
}
, and
Tasks Importance: pl ∈ {1, 2, 3}.
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2. Scheduler Process:
The SSM analyses the customer requirements given in the Table 3.2. Then it
categorises the tasks depending on the security level of each task. The number
of categories is equal to the number of the security levels required. For each
category, tasks will be ordered depending on the tasks importance. The task
with higher task importance will be run first down to the task with lowest task
importance. If there are more than one task with the same task importance
the SSM will put them in the task number order.
3. Calculations:
In this stage, the SSM scheduler calculates the Actual Cost and compares
it to the customer budget. This will help to identify the service attributes
and resources (VMs). The service attributes are sent to the customer for
confirmation.
4. Customer Confirmation:
The customer will receive an overview of all costs to take the final decision to
go ahead before establishing the service.
5. Establishing the Service:
After Customer Confirmation, the SSM will establish the service and execute
the tasks on the allocated resources.
6. Re-Calculating:
At run time, for each Resource, the SSM optimises time cost and calculate the
Resource actual time usage and not the elapsed time. The difference in the cost
will be discussed in Examples of Costs section. In general, the elapsed time
considers the running time of each resource without calculating any waiting
time. So, if there are any dependencies over different Resources it will cause
a delay to the service. But by considering the actual running time that will
calculate that existed from waiting the dependent tasks to finish.
Considering the Resource actual time usage after the tasks execution process
there may a chance to add some credit to the customer budget b to reduce
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the cost. So, the SSM will calculate the sum of actual times for each task in
a Resource, then reflect the actual time on the resource cost.
The SSM will check the cost of actual resource time against the resource cost.
If the actual time is less than the required time there will be credit added to
the customer, and if the actual time is more than the required time then the
SSM will stop the service until the customer adds more credit to continue with
the service.
3.2.4 SSM Scheduling Function
This section explains the SSM Scheduling Function and what components are in-
volved in each step. Then it explains what change will occur, and what it is look like
after the current step. The SSM Scheduling Function includes the following steps:
1. Categorise:
From the attributes given by the customer this step uses the security level
for each task to categorise tasks into categories. Each category represents a
security level required for running tasks in this category. So this step does the
following:
• Involved Components:
All Tasks: T = {t1, t2, t3, ...., tM}, Security Level: hj ∈
{
1, 2, 3, 4, 5
}
,
Tasks Importance: pl ∈ {1, 2, 3}. Also, the components budget: b, and
QoS: q will be considered for the Calculation step to check that there
enough credit before establishing the service. The time: e will be checked
as the minimum time of the service should be 60 minutes see Table 3.5.
• The Change:
First the SSM takes all the tasks and categorises them depending on
the security level, and allocates them in categories which have the same
security level.
• Components after the Process:
Tasks are categorised to different Category depending on Tasks Secu-
rity Level. For example, if tasks are categorised into two categories that
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Table 3.5: Categorise Involved Components
Component Values Range
Budget b EstimatedCost ≤ b
Time e 0 < e ≤ 60
QoS q 0.0, 0.1, 0.2,..,1.0
Tasks t1, t2, t3, ..ti.. tM , indexed
by i, i ∈ {1−M}
M Tasks
Task Security Level h1,h2, h3,.... hj hj {1, 2, 3, 4, 5 }
Task Importance p1, p2,p3,... pl { 1, 2, 3 }
means there were two security levels for all tasks. Then the number of
categories N will be used to identified the number of Resources required
to establish the service see Table 3.5. The number of Categories is equal
to the number of Security Levels required. For example, if there are three
Security Levels required that means there will be three Categories then
after customer confirmation there will be three Resources See Table 3.6.
Table 3.6: Categorise Components after Scheduler Process
Component Values Range
Budget b EstimatedCost ≤ b
Time e 0 < e ≤ 60
QoS q q ∈ {0.0, 0.1, 0.2,..,1.0}
Tasks t1, t2, t3, ..ti.. tM , indexed
by i, i ∈ {1−M}
M Tasks
Task Security Level h1,h2, h3,.... hj j ∈ {1, 2, 3, 4, 5}
Task Importance p1, p2,p3,... pl l ∈ {1, 2, 3}
Categories 1,2,3,...N {1, 2, 3, 4, 5}
Categories Security Level Security Level {1, 2, 3, 4, 5}
2. Compare and Order:
In each category Tasks will be ordered by the Task Importance level. So, the
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SSM compares Tasks in each category to put them in right order preparing
them to be executed in establishing the service step. Task with higher Task
Importance will be ordered first then the task with lower Task Importance.
Then Resources will be identified to be the same number of the categories with
equivalent security level. So this step does the following:
• Involved Components:
All Tasks: T = {t1, t2, t3, ...., tM} each task has a Security Level: hj ∈{
1, 2, 3, 4, 5
}
, and Tasks Importance: pl ∈ {1, 2, 3}. Then budget b after
analysing the customer inputs will be compared with the estimated cost.
• The Change:
For each Category, tasks will be compared and ordered depending on the
Task Importance pl. Task with higher Task Importance will come first
then the Task with lower Task Importance.
• Components after the Process:
All Categories created and ordered and will be ready to send to the
customer to confirm the service. The Number of the category will be
used to identified how many Resources needed for the service requested.
Also, the SSM will check the estimated cost if it less than customer budget
b, if it less the customer will be asked to add more credit if the service
confirmed.
3. Assign:
After ordering all tasks in each Category and receiving customer confirmation
to establish the service, all category will be assigned to a Resource Rk that
match the Security Level of Tasks in the Category. Also, if there any depen-
dencies all dependent Tasks will be allocated in the Fast-Track list in each
Resource.
• Involved Components:
All Categories and number of Categories N, all Tasks: T = {t1, t2, t3, ...., tM},
Security Level: hj ∈
{
1, 2, 3, 4, 5
}
, Tasks Importance: pl ∈ {1, 2, 3}.
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Table 3.7: Assign Components after Process
Component Values Range
Tasks t1, t2, t3, ..ti.. tM , indexed
by i, i ∈ {1−M}
M Tasks
Task Security Level h1, h2, h3,.... hj j ∈ {1, 2, 3, 4, 5 }
Task Importance p1, p2, p3,... pl l ∈ { 1, 2, 3 }
Resources 1,2,3,...N { 1, 2, 3, 4, 5 }
Resource Security Weight Rw1, Rw2, Rw3,.. RwN {0.00, 0.25, 0.50, 0.75, 1.00}
• The Change:
All Security Levels will be mapped to correspondent Security Weight for
each Task then to identify the Security Level for each Resource. Then all
Resources Rk created, and each category including Tasks will be assigned
to a Resource Rk with same Security Level.
• Components after the Process:
All Categories including all Tasks assigned to the correspondent Resource
Rk and to be ready for the next step.
4. Execute:
All Tasks including Tasks in Fast-Track list ready to be Executed over the
allocated Resources Rk.
• Involved Components:
All Tasks and Resources are ready to establish the service.
• The Change:
All Tasks will be in the executing process. The SSM will run the Fast-
Track list for each Resource if there any Task dependencies then Tasks
in the normal order depending on Task Importance.
• Components after the Process:
All Tasks executed and all Resources will be deleted after finishing the
service.
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3.2.5 SSM Algorithm
The SSM will use a basic algorithm that divide into multiple steps starting from
getting the customer inputs including budget, QoS, maximum time, and all Tasks
information. This information will be used to calculate the total cost of the service.
Also, the task information such as Security Weight will be used to categorise Tasks
into Categories. The Security is the feature that the SSM will use to schedule
the Tasks over Resources then it uses Task Importance to order Tasks within the
Resource. Moreover, if there are any Task dependencies the SSM will use Fast-
Track technique. In the Fast-Track technique there will be an additional list in each
Resource, this list will include all dependent Tasks ordered depending on the related
Task with the higher Security Level in other Resource more details on how it works
explained in Example 3.2.
3.2.6 Fast-Track
The Fast-Track technique is to give any task a high priority for execution depending
on the security level required and it will be applied at the Execution step if there
are dependencies between tasks. For example, a customer submitted three tasks
requiring the same security level t1, t2, t3 and importance level 1,2,3 respectively.
The normal executing order is t3, t2, t1. If t3 depends on t1, then applying the
Fast-Track technique and the executing order will be t2, t1, t3.
3.3 EXAMPLE OF COSTS
This section presents simple examples of calculating costs (Actual Cost, Time).
Moreover, it shows the different between the cost with the actual time usage and
the elapsed time. Also, how the SSM schedules and orders Tasks within the allocated
Resources. Then it explains how all Tasks will be executed.
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3.3.1 Example 3.1:
1. Submit:
Customer has requested and submitted information as shown in Table 3.5, q
= 0.0, b = £100, and e = 60 minutes.
Table 3.8: Example 3.1 Customer Requirement for a Service
Security Level(Weight)/Importance 1 2 3 Rk
1 (0.00)
2 (0.25) t1 R1
3 (0.50) t2 R2
4 (0.75)
5 (1.00)
2. Scheduling Process:
The SSM will analyse the request from the information submitted by the
customer. After the Categorise step and the Customer Confirmation, Tasks
are assigned to Resources R1 and R2 as shown in Table 3.8. Then it identified
the service requirements as follows:
• For this service request, the submitted tasks have two security levels. The
SSM will categories tasks into two categories. Each category represents
different security level. Next, the SSM identified the number of Resources
depending on the number of categories. So, the number of Resources is
N = 2 Resources. The Resource Costs are RC1 = 20, and RC2 = 20.
• For the tasks submitted the Resources associated as follows:
– Task t1 will be allocated to Resource R1 with security weight 0.25.
– Task t2 will be allocated to Resource R2 with security weight 0.5.
Table 3.9. shows the result of the SSM analysing customer requirements for
this service request, and the level of security for all tasks and Resources, and
tasks allocated to Resources.
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Table 3.9: Example 3.1 SSM Analysing Customer Requirement
Security Level(Weight)/Importance 1 2 3 R RCk
1 (0.00)
2 (0.25) t1 R1 20
3 (0.50) t2 R2 20
4 (0.75)
5 (1.00)
3. Calculation:
The SSM will calculate the initial cost for each resource and send it to the
customer as follows:
• Resource Cost:
RCk= Cost of Rk per hour
RTk = 1 for each Rk (i.e 60 minutes)
Therefore:
RC1 = 20, RC2= 20
RC = RC1 + RC2
RC = 20 + 20 = 40
• QoS Cost:
QoS Cost = RC ∗ q
QoS Cost = 40 * 0.0 = 0.0
• Security Cost:
Security Cost for Resources (SC):
SC1 for R1 = (20 * 0.25) = 5
SC2 for R2 = (20 * 0.50) = 10
SC = SC1 + SC2 = 5 + 10 = 15
• Actual Cost:
Actual Cost AC = RC + q + SC
Actual Cost AC = £40 + £0.0 + £15 = £55
• Check if less than or equal to b:
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55 ≤ 100 = True
4. Customer Confirmation:
The SSM will send all information about the service to the customer for con-
firmation as follows:
Task t1 requires one Resource (R1) and task t2 requires one Resource (R2)
with Time e = 60 minutes, and the Cost = £55 is less than or equal to b =
£100.
5. Service Established over Resources R:
After receiving the confirmation from the customer, the SSM will start to
execute the tasks over the allocated resources. Because there is no dependency
R1 and R2 can be established at the same time.
6. Re-calculating: In this example the time has been calculated after the es-
tablishing the service for the tasks:
tm1 = 1.67 minutes , tm2 = 3.33 minutes
So, the SSM will Re-calculating the Actual Cost for t1 over R1 and t2 over R2,
and then the Actual Cost will be as the following:
• Resource Cost (RC):
RC1 = 1.67/60 * 20 = 0.56
RC2 = 3.33/60 * 20 = 1.11
RC = 0.56 + 1.11 = 1.67
• QoS Cost q:
QoS Cost = 1.67 * 0.0 = 0
• Security Cost (SC):
SC1 = 0.56 * 0.25 = 0.14
SC2 = 1.11 * 0.50 = 0.56
SC = 0.14 + 0.56 = 0.7
• Then AC = 1.67 + 0.0 + 0.7 = £2.37
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Therefore, after the Re-calculating step the AC is less than the initial AC at
the calculation step because less time is used.
This example shows that categorising Tasks depending on the Security Level
required makes different cost to the Resources. But the cost can be reduced if
there is no dependencies between tasks. Also, the Re-calculating step consider
the elapsed time to calculate the Actual Cost and can be reflected on the
customer budget and can add more credit to it.
3.3.2 Example 3.2:
1. Submit:
Customer has requested and submitted information as shown in Table 3.10,
q=0.0 and e = 60 minutes. Tasks dependencies as follows:
t6 depends on t3, t5 depends on t1.
Table 3.10: Example 3.2 Customer Requirement for a Service
Security Level(Weight)/Importance 1 2 3 R
1 (0.00)
2 (0.25) t1 t2
3 (0.50)
4 (0.75) t3 t4
5 (1.00) t5 t6
2. Scheduling process:
The SSM will analyse the request from the information submitted by the
customer and shown in Table 3.11. Then it identifies the service requirements
as follows:
• For this service request, the submitted tasks have three security levels
required. The SSM will categories Tasks into three Categories. Each Cat-
egory represents different Security Level. The SSM identifies the number
of Resources depending on the number of categories. So, the number of
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Resources is N = 3 Resources. The Resource costs are RC1 = 20, RC2
= 20, and RC3 = 20.
• For the tasks submitted the Resources associated as follows:
– Tasks t1, and t2 will be allocated to Resource R1 with security weight
0.25.
– Tasks t3, and t4 will be allocated to Resource R2 with security weight
0.75.
– Tasks t5, and t6 will be allocated to Resource R3 with security weight
1.00.
Table 3.11 shows the SSM analysing customer requirements for this service re-
quest, and the level of security for all tasks and Resources, and tasks allocated
to Resources.
Table 3.11: Example 3.2 SSM Analysing Customer Requirement
Security Level(Weight)/Importance 1 2 3 R RCk
1 (0.00)
2 (0.25) t1 t2 R1 20
3 (0.50)
4 (0.75) t3 t4 R2 20
5 (1.00) t5 t6 R3 20
3. Calculation:
After analysing the requirement, the SSM sends the details to the customer
to get the final confirmation to establish the service.
• Resource Cost:
RCk= Cost for one hour per Resource Rk
Because RTk = 1
Therefore
RC1 = 20, RC2 = 20, RC3 = 20
RC = RC1 + RC2 + RC3
RC = 20 + 20 + 20 = 60
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• QoS Cost:
QoS Cost = RC ∗ q
QoS Cost = 60 * 0.0 = 0.0
• Security Cost for one hour per Resources:
Security Cost for each Resource:
SC1 for R1 = (20* 0.25) = 5
SC2 for R2 = (20* 0.75) = 15
SC3 for R3 = (20* 1.00) = 20
Security Cost for all Resources SC:
SC = SC1 + SC2 + SC3
(SC)= 5 + 15 + 20 = 40
• Actual Cost:
Actual Cost (AC) = 60 + 0 + 40 = £100
• Check if less than or equal to b:
100 ≤ 200 = True
4. Customer Confirmation:
The SSM sends all information about the service to the customer for confir-
mation as follows:
Tasks t1, and t2 require one Resource (R1) and Tasks t3, and t4 require one
Resource (R2) and Tasks t5, and t6 require one Resource (R3) with Time e =
60 minutes, and the Cost = £100 is less than or equal to b = £200.
Then, the SSM waits the customer confirmation to establish the service.
5. Service Established over Resources R:
After receiving the confirmation from the customer, the SSM will start to
execute the tasks over the allocated resources as follows:
• All Resources R1, R2, and R3 will be established at the same time. The
Tasks execution order for each Resource depends on the security and
Importance Levels only and all Resources start at same time:
– R3 : t6, t5
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– R2 : t4, t3
– R1 : t2, t1
• For the same service request in this example suppose that there are de-
pendencies between tasks as follows:
t6 depends on t3, and t5 depends on t1
Tasks execution order will change and the SSM will use the Fast-Track
technique see Table 3.12, and the new execution order will be as follows:
– R2 : tFT3 , t4
– R1 : tFT1 , t2
– Then R3 : t6, t5
Table 3.12: Example 3.2 SSM Analysing Customer Requirement with Fast-Track
Security Level(Weight)/Importance 1 2 3 R RCk
1 (0.00)
2 (0.25) tFT1 t2 R1 20
3 (0.50)
4 (0.75) tFT3 t4 R2 20
5 (1.00) t5 t6 R3 20
• The SSM will start running Tasks in the Fast-Track list for each resource.
Then it will use time-out technique to ensure there will not be huge delay
in the service and not affecting the other tasks.
Example 2 shows that the scheduling process taking Security Level as main driver to
execute Tasks over different Resources is very complex when there are dependencies
between Tasks. But by applying the Fast-Track technique to simplify the process
when dependencies exist, should not causes any delay to other tasks.
3.4 Benefits of the SSM
This section identifies points that have been addressed by the SSM:
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• The SSM offers various options to request a service that should meet the
customer requirements such as requiring different Security Levels and QoS
which are applicable to the SSM.
• As indicated in the Cloud definition the service should be available on demand
at any time. So, the SSM should provide the service at any time for any service
request.
• The SSM provides Resources availability for all Security Levels required for
any service request.
• Parallel execution over a Resource with dependency. The SSM lets Resource to
run at the same time with other Resources if there is any Tasks dependencies
to avoid unnecessary waiting time.
• The SSM limited the service to 5 security levels and 5 Resources to minimise
the cost. That makes it more clearer for the customer to identify the service
requirements.
• Task size is ignored by the SSM, and the SSM more focused on the Tasks
Security Levels to establish the service.
• The Security Cost requires defining how many Security Levels to the service
request which makes different to the total cost and no matter how many Tasks
will be executed in each level, even if all Security Levels are required for a
service.
3.5 Summary
This chapter defined the Scheduling Security Model (SSM), and its components.
Also, it explained the security in the context of the SSM model as the main factor.
After that, it introduced how the SSM model works in each stages explaining the
scheduling function and the algorithm. Then it shows how the costs are calculated.
At the end, it showed how the SSM works through some examples. Finally, it
concluded with benefits that are addressed by the SSM.
Chapter 4
Results
4.1 Introduction
In this chapter, the Scheduling Security Model (SSM) will be examined through
worked examples of customer submitted service requests. Each example is presented
with some possible scenarios. The SSM shows the Actual Cost (AC), then it applies
the time calculating steps in the Re-calculating stage to present the cost of both
elapsed time and actual running time. Furthermore, it discusses the cost and effect
of the service in each scenario. The main effect is that both the AC of the elapsed
time and AC of actual running time are cheaper than the cost of establishing the
service. Also, by applying the time Calculating steps the service will run with less
waiting time. Finally, as a result of these worked examples and scenarios, it is
suggested that comparing the SSM against similar scheduling models in same area
would identify more implications and clarify other cases related to cost and effects
on the service.
4.2 Examples and Scenarios
This section discusses the Re-Calculating step considering the elapsed time of the
tasks compared to the running time. The following examples are to show Re-
Calculating for different scenarios. It assumes the Quality of Service cost q is 0,
and that all the times are in minutes. Also, a standard cost of £20 per hour has
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been set for all examples, that will help to understand how security cost affects the
Actual Cost for the service.
4.2.1 Example: 1
A customer submits a service request with the details showing in Table 4.1.
Table 4.1: SSM Customer Requirement for Example 1
Security Level(Weight)/Importance 1 2 3 Resource RCi
1 (0.00)
2 (0.25) t1 R1 20
3 (0.50) t2 R2 20
4 (0.75)
5 (1.00)
Tasks submitted as follows:
• Task t1: p1= 3, hw1 = 0.25
• Task t2: p2= 2, hw2 = 0.50
After analysing the customer inputs, the SSM created a Resource for each Task as
follows:
• R1 for t1
• R2 for t2
Scenario: 1.1
The calculated AC will be as follows:
From equation 3.2.13
AC = ((20*1) * (1+0+0.25)) + ((20*1) * (1+0+0.50))
AC = £25 + £30 = £55
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For Example 1 Table 4.1: the actual running time each Resource as follows:
• R1 : t1 and tm1 = 18 minutes
• R2 : t2 and tm2 = 13 minutes
Tasks time line for Scenario 1.1 is shown in Figure 4.1. Here both actual time
and the elapsed time will be equal because there are no dependencies between the
tasks. As a result the AC will be the cost of actual running time for each resource.
The actual running time for each Resource:
• tm1 = 18 minutes, RT1: Time for R1 = 18 minutes
• tm2 = 13 minutes, RT2: Time for R2 = 13 minutes
So, the SSM will use the actual running time for all Resources to Re-Calculating
the Actual Cost.
Re−Calculating:
From equation 3.2.13
AC = ((20*18/60) * (1+0+0.25))+((20*13/60) * (1+0+0.50))
AC = £7.5 + £6.5
AC = £14
Figure 4.1: Tasks Time Line for Scenario 1.1
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Table 4.2: SSM Customer Requirement for Example 2
Security Level(Weight)/ Importance 1 2 3 Resource RCi
1 (0.00)
2 (0.25) t1 t2 R1 20
3 (0.50)
4 (0.75) t3 t4 R2 20
5 (1.00) t5 t6 R3 20
4.2.2 Example: 2
A customer submitted a service request with the details shown in Table 4.2.
Scenario: 2.1
For Example 2 Table 4.2: Scenario: 2.1, the running time for each Resource, and
the Tasks with FT indicates that is has been Fast-Tracked as follows:
• R1 : tFT1 and tm1 = 18 minutes, t2 and tm2 = 15 minutes
• R2 : tFT3 and tm3 = 13 minutes, t4 and tm4 = 10 minutes
• R3 : t6 and tm6 = 10 minutes, t5 and tm5 = 5 minutes
The dependencies are: t5 depends on t1 and t6 depends on t3. If the SSM considers
the running time for each Task, there will be a delay in executing Tasks t6 and
t5 because of the dependencies. In this case, the calculated running time for each
Resource will be as follows:
• tm1 = 18 minutes, tm2 = 15 minutes, RT1 Time for R1 = 18+15 = 33 minutes
• tm3 = 13 minutes, tm4 = 10 minutes, RT2: Time for R2 = 13+10 = 23 minutes
• tm6 = 10 minutes, tm5 = 5 minutes, RT3: Time for R3 = 10+5 = 15 minutes
Here there will be waiting time, so it will be added to RT3: Time for R3 = 13 + 10
+ 5 = 28 minutes. The reason for adding tm3 not tm1 is that tm3 is less than tm1
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which can let the related Task t6 start just after it finishes.
Re−Calculating:
From equation 3.2.13
AC = £13.75 + £13.42 + £18.67
AC = £45.84
This is illustrated in Tasks time line in Figure 4.2. If, the SSM does not consider
the waiting time and just calculates the elapsed time as follows:
• tm1 = 18 minutes, tm2 = 15 minutes, RT1 Time for R1 = 18 + 15 = 33
minutes
• tm3 = 13 minutes, tm4 = 10 minutes, RT2: Time for R2 = 13 + 10 = 23
minutes
• tm6 = 10 minutes, tm5 = 5 minutes, RT3 Time for R3 = 10 + 5 = 15 minutes
Re−Calculating:
From equation 3.2.13
AC = £13.75 + £13.42 + £10.00
AC= £37.17
As a result of calculating the elapsed time the AC is less than calculating the AC
with the running time.
Scenario: 2.2
For Example 2 Table 4.2: Scenario 2.2, one of dependant Tasks finishes before the
other Task that relates to a higher Security Level. So, the SSM will start executing
the higher Security Task but in a different order depending on what dependant Tasks
finishes first:
• R1 : tFT1 and tm1 = 8 minutes, t2 and tm2 = 3 minutes
• R2 : tFT3 and tm3 = 10 minutes, t4 and tm4 = 4 minutes
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Figure 4.2: Tasks Time Line for Scenario 2.1
• R3 : t6 and tm6 = 5 minutes, t5 and tm5 = 7 minutes
The dependencies are: t5 depends on t1 and t6 depends on t3. If the SSM considers
the running time for each Tasks, there will be a delay of executing tasks t6 and
t5 because of the dependencies. In this case, the calculated running time for each
Resource will be as follows:
• tm1 = 8 minutes, tm2 = 3 minutes, RT1: Time for R1 = 8 + 3 = 11 minutes
• tm3 = 10 minutes, tm4 = 4 minutes, RT2: Time for R2 = 10 + 4 = 14 minutes
• tm6 = 5 minutes, tm5 = 7 minutes, RT3: Time for R3 = 5 + 7 = 12 minutes
Here there will be waiting time, so it will be added to RT3: Time for R3 = 8 + 7 +
5 = 20 minutes. The reason for adding tm1 not tm3 is that tm1 less than tm3 which
can let the related Task t5 start just after it finishes and is different from Scenario
2.1.
Tasks time line is shown in Figure 4.3. Also, it shows Tasks order on each Resource
and the calculated waiting time until Tasks on R3 start.
Re−Calculating:
From equation 3.2.13
AC = £4.58 + £8.17 + £13.33
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AC = £26.08
If, the waiting time is not considered then the elapsed time is calculated as:
• tm1 = 8 minutes, tm2 = 3 minutes, RT1: Time for R1 = 8 + 3 = 11 minutes
• tm3 = 10 minutes, tm4 = 4 minutes, RT2: Time for R2 = 10 + 4 = 14 minutes
• tm6 = 5 minutes, tm5 = 7 minutes, RT3: Time for R3 = 5 + 7 = 12 minutes
Re−Calculating:
From equation 3.2.13
AC = £4.58 + £8.17 + £8.00
AC = £20.75
Again as a result of calculating the elapsed time the AC is less than calculating the
AC with the running time.
Figure 4.3: Tasks Time Line for Scenario 2.2
Scenario: 2.3
For Example 2 Table 4.2: Scenario 2.3, there are two Tasks dependent on the same
Task. So, the SSM will start executing Tasks in same scheduling order considering
the Task Importance.
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• R1 : t1 and tm1 = 5 minutes, t2 and tm2 = 5 minutes
• R2 : tFT3 and tm3 = 5 minutes, t4 and tm4 = 5 minutes
• R3 : t6 and tm6 = 5 minutes, t5 and tm5 = 5 minutes
The dependencies are: t5 depends on t3 and t6 depends on t3. If the SSM considers
the running time for each Tasks, there will be a delay of executing tasks t6 and
t5 because of the dependencies. In this case, the calculated running time for each
Resource will be as follows:
• tm1 = 5 minutes, tm2= 5 minutes, RT1: Time for R1 = 5+5 = 10 minutes
• tm3 = 5 minutes, tm4= 5 minutes, RT2: Time for R2 = 5+5 = 10 minutes
• tm6= 5 minutes, tm5= 5 minutes, RT3: Time for R3 = 5+5= 10 minutes
Here there will be waiting time, so it will be added to RT3.
Then, RT3 = 5 + 5 + 5 = 15 minutes. Tasks time line is shown in Figure 4.3. Also,
it shows Tasks order on each Resource and the calculated waiting time until Tasks
on R3 start.
Re−Calculating:
From equation 3.2.13
AC = £4.17 + £5.83 + £10.00
AC = £20
If, the SSM does not consider the waiting time and just calculates the elapsed time
as follows:
• tm1 = 5 minutes, tm2 = 5 minutes, RT1: Time for R1 = 5+5 = 10 minutes
• tm3 = 5 minutes, tm4 = 5 minutes, RT2: Time for R2 = 5+5 = 10 minutes
• tm6 = 5 minutes, tm5 = 5 minutes, RT3: Time for R3 = 5+5 = 10 minutes
Re−Calculating:
From equation 3.2.13
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AC = £4.17 + £5.83 + £6.67
AC = £16.67
As a result of calculating the elapsed time the AC is less than calculating the
AC with the running time.
Figure 4.4: Tasks Time Line for Scenario 2.3
4.2.3 Example: 3
A customer submitted a service request with the details shown in Table 4.3.
Table 4.3: SSM Customer Requirement for Example 3
Security Level(Weight)/Importance 1 2 3 Resource RCi
1 (0.00)
2 (0.25) t1 t2 R1 20
3 (0.50)
4 (0.75) t3 t4 R2 20
5 (1.00) t5, t7 t6 R3 20
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Scenario: 3.1
For Example 3 Table 4.3: Scenario 3.1, one of the dependant Tasks finishes before
the other Tasks that are related to a higher Security Level. So, the SSM will start
executing the higher Security Task in a different order depending on what dependant
Tasks finishes first:
• R1 : tFT1 and tm1 = 8 minutes, t2 and tm2 = 3 minutes
• R2 : tFT3 and tm3 = 10 minutes, t4 and tm4 = 4 minutes
• R3 : t5 and tm5 = 7 minutes, t6 and tm6 = 5 minutes, t7 and tm7 = 7 minutes
The dependencies are: t5 depends on t1 and t6 depends on t3. If the SSM considers
the running time for each Tasks, there will be a delay of executing Tasks t6 and
t5 because of the dependencies. In this case, the calculated running time for each
Resource will be as follows:
• tm1 = 8 minutes, tm2 = 3 minutes, RT1: Time for R1 = 8+3 = 11 minutes
• tm3 = 10 minutes, tm4 = 4 minutes, RT2: Time for R2 = 10+4 = 14 minutes
• tm6 = 5 minutes, tm5= 7 minutes, tm7= 7 minutes, RT3: Time for R3 =
7+5+7= 19 minutes
Here, there will be waiting time, so it will be added to RT3 = 8 + 7 + 5 + 7 = 27
minutes. The reason for adding tm1 not tm3 is that tm1 less than tm3 which can
let the related Task t5 start just after t1 finishes.
Re−Calculating:
From equation 3.2.13
AC = £4.58 + £8.17 + £18.00
AC = £30.75
If, the waiting time is not considered then the elapsed time is calculated as:
• tm1 = 8 minutes, tm2 = 3 minutes, RT1: Time for R1 = 8 + 3 = 11 minutes
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• tm3 = 10 minutes, tm4 = 4 minutes, RT2: Time for R2 = 10 + 4 = 14 minutes
• tm5 = 7 minutes, tm6= 5 minutes, tm7= 7 minutes, RT3: Time for R3=
7+5+7= 19 minutes
Tasks time line is shown in Figure 4.5. Also, it shows Tasks order on each Resource
and the calculated waiting time until Tasks on R3 start.
Again, as a result of calculating the elapsed time the AC is less than calculated
AC with the running time. But, what if the SSM lets t7 run first to reduce the total
running time as follows:
The waiting time will be less in both cases in the running time:
For Resource R3: (8-7) + 7 + 5 + 7 = 20 minutes
Re−Calculation:
From equation 3.2.13
AC = £4.58 + £8.17 + £13.33
AC = £26.08
Figure 4.5: Tasks Time Line for Scenario 3.1
Scenario: 3.2
For Example 3 Table 4.3: Scenario 3.2, one of the dependant Tasks finishes before
the other Tasks that are related to a higher Security Level. So, the SSM will start
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executing the higher Security Task in a different order depending on what dependant
Tasks finishes first:
• R1 : tFT1 and tm1 = 8 minutes, t2 and tm2 = 3 minutes
• R2 : tFT3 and tm3 = 10 minutes, t4 and tm4 = 4 minutes
• R3 : t5 and tm5 = 7 minutes, t6 and tm6 = 5 minutes, t7 and tm7= 12 minutes
The dependencies are: t5 depends on t1 and t6 depends on t3. If the SSM considers
the running time for each tasks, there will be a delay of executing tasks t6 and
t5 because of the dependencies. In this case, the calculated running time for each
Resource will be as follows:
• tm1 = 8 minutes, tm2 = 3 minutes, RT1: Time for R1= 8+3= 11 minutes
• tm3 = 10 minutes, tm4 = 4 minutes, RT2: Time for R2= 10+4= 14 minutes
• tm5 = 7 minutes, tm6 = 5 minutes, tm7= 12 minutes, RT3: Time for R3=
7+5+12 = 24 minutes
Here there will be waiting time, so it will be added to RT3 = 8+7+5+12 = 32
minutes.
The reason for adding tm1 not tm3 is that tm1 is less than tm3 which can let the
related Task t5 start just after t1 finishes.
Re−Calculating:
From equation 3.2.13
AC = £4.58 + £8.17 + £21.33
AC = £34.08
Tasks time line for Scenario 3.2 shown in Figure 4.6. Also, it shows Tasks order
on each Resource and the calculated waiting time until Tasks on R3 start. If, the
waiting time is not considered then the elapsed time is calculated as:
• tm1 = 8 minutes, tm2 = 3 minutes, RT1: Time for R1 = 8 + 3 = 11 minutes
• tm3 = 10 minutes, tm4 = 4 minutes, RT2: Time for R2 = 10 + 4 = 14 minutes
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• tm5= 7 minutes, tm6= 5 minutes, tm7= 12 minutes, RT3: Time for R3=5+7+12=
24 minutes
Here, if the SSM lets t7 run first there will be a delay for running t5 and t6 with no
waiting time.
Re−Calculating:
From equation 3.2.13
AC= £4.58 + £8.17 + £16.00
AC = £28.75
Also, in this scenario, t6 will run after t7 then t5 as it has a higher Security Level,
and it is depending on Task t3.
Figure 4.6: Tasks Time Line for Scenario 3.2
4.2.4 Example: 4
A customer submitted a service request with the details shown in Table 4.4.
Scenario: 4.1
For Example 4 Table 4.4: Scenario 4.1 where more than one Task depends on each
other. The dependencies are: Task t5 depends on Task t3, and Task t3 depends
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Table 4.4: SSM Customer Requirement for Example 4
Security Level(Weight)/Importance 1 2 3 Resource RCi
1 (0.00)
2 (0.25) t1 t2 R1 20
3 (0.50)
4 (0.75) t3 t4 R2 20
5 (1.00) t5 t6 R3 20
on Task t2. Also, Task t6 depends on Task t1, then Tasks will be allocated over
Resources as the following:
• R1 : tFT1 and tm1 = 8 minutes, tFT2 and tm2 = 3 minutes
• R2 : tFT3 and tm3 = 6 minutes, t4 and tm4 = 4 minutes
• R3 : t5 and tm5 = 7 minutes, t6 and tm6 = 5 minutes
The implication here is that Task t2 has higher Task Importance than Task t1, then
if the SSM lets Task t2 run first it will cause a delay to run related Tasks. That
will cause more delay to Task t3 then to Tasks t5 and t6. The SSM runs Tasks t2
then t1, see Figure 4.7 for Tasks time line, and Tasks order on each Resource and
the calculated time including waiting time (W ) until Tasks start will be as follows:
• R1: tFT1 and tm1= 8 minutes, tFT2 and tm2= 3 minutes, RT1= 8+3 = 11
minutes
• R2: tFT3 and tm3= 6 minutes, t4 and tm4= 4 minutes, RT2= 3+6+4 = 13
minutes
• R3: t5 and tm5= 7 minutes, t6 and tm6= 5 minutes, RT3= 11+7+5 = 23
minutes
The reason of adding tm2 as a waiting time (W ) to RT2 is that Task t3 is waiting
for Task t2 to finish. Also, adding RT1 to RT3 because R3 can not start running
Tasks until R1 is finished.
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Figure 4.7: Tasks Time Line for Scenario 4.1
4.3 The SSM vs Others
Comparing the SSM against similar work will be useful to see similarities and dif-
ferences and effects on cost.
For example, Tripathy and Patra [54] give an overview of scheduling Tasks (jobs)
with priorities. Their aim is to run all high priority Tasks first over the number of
Resources required. Because the Task priority is the main consideration it has been
justified to have five level to order tasks to be executed over Resources where 1 is
minimum priority and 5 is the highest. They indicated that a job can be executed on
multiple Resources Rk. The following example explains how they execute jobs over
Resources. As a start, the Task identified with the following attributes jobi(j,k,l):
i for job or Task id, j number of Resources required, k for Task duration, and l for
Task priority. Then the following service request given:
• job1(2,5,1)
• job2(6,10,5)
• job3(2,5,4)
• job4(2,5,2)
4.4. Discussion 72
Table 4.5. simplifies this service request. The table shows the Task id, and the five
Priority Level required for each Task, and there are no Task dependencies between
Tasks. Also, it shows the number of Resources required for each Task.
In this service request, there are more than one Resource needed for each Task.
That means the total number of Resources is 6 Resources.
Table 4.5: Service Request from Tripathy and Patra [54]
Jobs/Tasks 1 2 3 4 5 Resource
t1
√
2 Resources
t2
√
6 Resources
t3
√
2 Resources
t4
√
2 Resources
Figure 4.8 shows how Tasks are running over Resources. If the SSM is used for
this service to calculate the cost assuming that the Security Level is the minimum
and as same as the Quality of Service then the actual cost will be the total cost for
all Resources. Also, all Resources have the same running time = 15 minutes. So,
the cost for each Resource = (15*20)/60 = £5.
Therefore, the total cost for all Resources = 5 * 6 = £30.
4.4 Discussion
The worked examples show different cost that meet the customer requirements of
cost and Quality of Service in the required time. For all examples, each Resource
can run a single Task or a set of Tasks. Also, each example ends up with a different
cost that is less than the initial cost of establishing the service and shows the differ-
ent cost by calculating actual running time and calculating the elapsed time.
In Example 1, Scenario 1.1 shows a service request with two different Tasks at
a different Security Level. So, the SSM allocated them to two different Resources,
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Figure 4.8: Tasks Time Line for Tripathy and Patra [54]
the basic cost was the cost per hour. In the Re-calculating step, the SSM calculates
the actual running time of the Resources and as a result the AC becomes cheaper.
Also, there is no big effect here in the cost because there is no difference between
AC with elapsed time and AC with actual running time.
Example 2 shows a customer request of a service with more Tasks and different
Security Levels. Then it presents different possible scenarios with Tasks dependen-
cies to show the difference in cost and the differences that could affect it in the
Re-Calculating step.
In Scenario 2.1, the SSM compares the time of the Tasks with the Fast Tracked
Tasks t1 and t3 for the dependant Tasks t5 and t6. If the times tm3 > tm1, the SSM
lets the Task with the less time run first. The effect is shown in Re-Calculating step
the cost using either the elapsed time or the actual running time. As a result, the
AC of the elapsed time is less than the AC of the running time.
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Scenario 2.2 shows that the dependant Task t1 has time tm1 less than tm3, but
the SSM lets t1 run first because the total delay time will be less than if the SSM
lets t3 run first. This is the only situation that the SSM lets a Task with less Task
Importance run first to avoid any possible delay to the service.
In Scenario 2.3, the SSM considers the running time for each Task, and there
will is a delay in executing Tasks t6 and t5 because of the dependencies.
Example 3 shows a customer request of a service with different Security Levels
with Tasks that do not depend on any other Tasks with a higher Security Level.
Then it presents different possible scenarios to show the difference in cost and how
it affects it in the Re-Calculating step.
In Scenario 3.1, the SSM will start executing Task with higher Security Level
but with different order depending on what dependant Tasks finish first. Here, the
SSM compares times tm7 with tm1 and tm3, and it found tm7 is the smallest time.
So, the SSM lets Task t7 run first because the total waiting time will be less than if
it waits for the other Tasks to finish.
In Scenario 3.2, the SSM found that one of the dependant Tasks t1 with less time
tm1 finishes before the other related Tasks with higher Security Level. So, the SSM
lets Task t1 run first, and that lets the Tasks in the higher Security Resource start
running after it finished. As a result, the effect is the waiting time becomes less and
the cost is cheaper than the cost of establishing the service.
Example 4 shows a customer request of a service with different dependencies
which is more complex. Then it shows how the SSM will respond to this kind of
request in possible scenarios.
Scenario 4.1 shows how the SSM works with more complex dependencies. The
SSM compares Task times to avoid any delay in the waiting time. Here, the SSM
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found times tm3 > tm1. The main issue here is that Task t2 has higher Task Impor-
tance than Task t1. If the SSM lets Task t2 run first it will cause a delay running
related tasks. This will cause more delay to Task t3 then to Task t5 and Task t6.
So, the SSM lets Task t2 run first to make Task t3 run next then Task t1 and then
all tasks in R3 to run after. The effect here is that the cost becomes cheaper and
the SSM chooses the possible time without any extra waiting time.
Comparing SSM with Tripathy and Patra [54] gives different cost with different
effects. For the example given by Tripathy and Patra the cost is 30. But if the
SSM takes the service request and apply the model with same Tasks, the cost will
be different. Because, there will be just one Resource to run all the Tasks for the
same Security Level. Then will execute all Tasks in the order given with their times.
The difference will be the Resource will be reserved for each Task at the time until
it finishes, not like Fig 5.8 showing a delay and each Resource is on hold until the
Task finishes. So, calculating the Actual Cost by the SSM will be the cost of total
time for one Resource. The total time= 10 + 5 + 5 + 5 = 25 minutes, considering
the Security Level is 1 and q is 0, then AC= 25*20/60 = £8.33.
Table 4.6 shows the comparison of the similarities and differences between SSM
and the other work.
Table 4.6: Compare SSM with another Model
Model Security QoS Priority Time Cost
SSM X X X X
Tripathy and Parta [54] X X
In all the scenarios, the SSM has applied the following time calculating steps:
• For each Task ask if it has dependants .
– If no dependants then add Task time to Resource time RTk.
– If dependants then go to dependant Task and ask again.
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• There will be different scenarios for calculating the time if dependant Tasks
are on different Resources Rk. So, time can be calculated from one of the
following:
– The dependant Task for the higher Security Task has less or equal time
than the others. So, it will be run first then add its time to the corre-
spondent Resource time RTk.
– The dependant Task for the higher Security Task requires more time than
the others. So, the SSM will run the Task with less time and then return
to it and add both times to RTk.
– In the case, where the dependant task t1 with tm1 also has a dependant
Task t2 with tm2, the SSM will add tm2 to the Resource time with tm1.
Then both times will be added to the correspondent Resource Rk.
– In the case, where two or more Tasks with dependant Tasks, the SSM
will check the time for the dependant Task with higher Security Level
and then decide which dependant Task will run first then add its time to
the correspondent Resource Rk.
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4.5 Summary
This chapter examined the Scheduling Security Model (SSM) through worked ex-
amples of customer submitted service requests. Each example is presented with
some possible scenarios. The SSM showed the Actual Cost (AC), then it applied
the time calculating steps in the Re-Calculating stage to present the cost of both
elapsed time and actual running time. Furthermore, it discussed the cost and effect
of the service in each scenario. The main effect is that both the AC of the elapsed
time and AC of actual running time are cheaper than the cost of establishing the
service. Also, by applying the time in the calculating steps the service will run with
less waiting time. Finally, as a result of these worked examples and scenarios, it is
suggested that comparing the SSM against similar scheduling models in same area
would identify more implications and clarify other cases related to cost and effects
on the service.
Chapter 5
Evaluation
5.1 Introduction
This Chapter will discuss and evaluate the SSM and how it developed incorporating
Security and Scheduling. Then it discusses the examples from Chapter 4 to evaluate
the SSM and to see what is the impact on the service cost before and after estab-
lishing the service. Finally, it discusses the SSM and its benefits compared to other
approaches that have been found depending on the literature survey that has been
done in Chapter 2.
5.2 Evaluation Discussion
5.2.1 Main Questions
1. Can a Scheduling Security Model (SSM) be developed or adapted from exist-
ing models to incorporate security and scheduling?
Chapter 3 Section 3.2 has defined the SSM incorporating with scheduling. As
the scheduling process can serve a specific type of Tasks and order them de-
pends on the Task Priority, the SSM added Security feature to be the main
driver for scheduling the Tasks over the allocated Resources. Then Task Im-
portance will be used to put the Task in the right order in each Resource.
2. What are the barriers to scheduling in terms of security and how they affect
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scheduling?
Tasks dependencies affects scheduling and Categorising Tasks by Security can
make the scheduling more effective it discussed in Chapter 4 Section 4.2.
3. Can any barriers identified to the use of the SSM be overcome?
The SSM tries to avoid unnecessary waiting time especially when Tasks de-
pendencies existed for a service request discussed in Chapter 4 Section 4.4.
5.2.2 Background Questions
The following questions are background questions that have been identified which
will be a part of the literature review process in Chapter 2:
1. What previous research has been done in terms of Scheduling in the cloud in
the presence of security constraints?
Most of previous research focused on Tasks Priority and Scheduling perfor-
mance and Security has been addressed in other models for different cloud
services such as Database services and Data storing.
2. What constraints other than security need to be considered by each cloud
stakeholder in terms of scheduling in the cloud?
As it discussed, security is a shared responsibility for all parties. Everyone
should follow all security procedure to make the service in top security.
3. What different types of security constraints are identified and what do these
security constraints defend against?
Security is a terms that include securing all assets from any threats, even if
the asset is physical or digital.
4. What evaluation metrics have been used to help to evaluate recent research
into Scheduling in the cloud?
The SSM takes time, cost, security, priority, and QoS in consideration to
be addressed in the scheduling process. All examples in Chapter 4 Section
4.4. discussed how the service time and cost become better after the SSM
establishing the service.
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5. Based on the analysed research identified, which forms of security aware schedul-
ing merits further research, and why is more research needed and what issues
should the further research be addressing?
There is a need to investigate having more than one Resources in each security
level. Does it bring more security implications especially when there are Tasks
dependencies as it allows transactions between Resources.
5.2.3 Evaluation Questions
The following questions are the evaluation questions that will be used to see how
this research achieved its aims:
1. How does the SSM improve the security aspects of the cloud service?
The SSM applies security to the tasks level to make the customer to be more
specific on the service requirement. After that the SSM applies security to the
resource level to help running the cloud service on a trusted level (See Chapter
3 Section 3.3 and Section 3.4).
2. How does the SSM impact Resource scheduling and performance and security?
Performance is a big issue in regards to cloud-based services and currently, the
SSM allows for each resource to run a single task or a set of tasks. However,
there is a need to investigate how it impacts the service from the performance
perspective.
3. How well does the SSM help to achieve QoS?
The SSM applies different levels of QoS, but there is still a need to clarify and
inspect these levels of QoS, as well as explore how QoS affects the factors that
were considered in these levels (See Chapter 3 Section 3.4).
Figure 5.1. shows the SSM features for a cloud service request. These features
are Security, Priority, QoS, Time, and Cost per Resource. QoS contributes to the
overall service cost and any change in QoS levels will affect the actual service cost.
Security applied to the service cost as well and used in the scheduling process by
Categorising the Tasks by the Task Security Level. Priority will be used in the
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scheduling process to put the Tasks in the right order for each Resource. Time will
be calculated initially before establishing the service and after to show the different
between the elapsed time and the actual running time. Cost per Resource will be
calculated before establishing the service and after receiving customer confirmation
it will be Re-Calculating to have the Actual Cost.
Figure 5.1: Service Features of Applying the SSM
5.3. Examples and Scenarios 82
5.3 Examples and Scenarios
For all examples and scenarios will discuss aspects that important to be addressed
by the service which are Security, Time, and Cost.
First, in all examples and scenarios Tasks Security is identified by the customer
and the value that added to the service request is to know all service requirements.
Which is better than just requesting a service in a certain level of security with
Resources then requesting a different Resource with different security level.
Next, one of the main important issues for any cloud services is to be in a con-
venience time for any customer requests. Also, the service provider should manage
to finish the cloud service on requested time or less.
Last, it is very important that the customer identified all service requirements
for any service request, because it would help the service provider to analyse the
requirements and establish the service without any issues or asking the customer for
more details.
Table 5.1: Example 1.1.1
SSM Features Example 1
Before After
Security Applied to Categorise Tasks X
QoS Calculated X
Priority Applied to Order Tasks X
Time Initial Time Calculated for 1 hour or 60 minutes 18 minutes
Cost Initial Cost Calculated £55 £14
Table 5.1 shows the changes to the service requested on the SSM features in
Example 1.1.1. The Features are Security, QoS, Priority, Time, and Cost. In this
example, there are no change in the Security, Priority, and QoS. The change means
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there are no values reduced or increased that could cause any effects to the service.
Also, this the reason the starting points for all of this three features is in the centre
of the graph.
As shown in Figure 5.2, the calculated time is less than the initial time after
establishing the service. The Cost calculated in £Pounds as a cost unit for this
example. As seen in Figure 5.3 the initial cost before establishing the service is £55.
Then it reduced after running the service to £14. Service time is calculated initially
for 1 hour or 60 minutes, but the SSM will Re-calculating the service time after
getting the Customer Confirmation to establish the service.
Figure 5.2: Example 1 Scenario 1: Change in Service Cost Before and After SSM
Applied
So, in this example the service time calculated for each Resource and for the first
Resource the time is 13 minutes and for the second Resource is 18 minutes. As a
result, both Resources did not take more than the higher Time which is the time
for the second Resource, and it reflected on the total or the Actual Cost (AC).
Table 5.2. Example 2 shows that in the Re-Calculating step the cost using either
the elapsed time or the actual running time are less than the initial cost. Figure 5.4.
shows the change in service time for each Resource before and after applying the
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Figure 5.3: Example 1 Scenario 1: Changes in Service Time Before and After SSM
Applied
SSM. As a result, the AC of the elapsed time is less than the AC of the running time.
Table 5.2: Example 2
SSM Features Example 1
Before After
Security Applied to Categorise Tasks X
QoS Calculated X
Priority Applied to Order Tasks X
Time Initial Time Calculated X
Cost Initial Calculated X
The change in cost for each Resource and then the different between the initial
cost and AC shown in Figure 5.5. Also, this example has shown how the SSM works
with the Tasks dependencies by explaining the Fast-Track technique with its bene-
fits for scheduling the dependent Tasks with high Security Level.
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Figure 5.4: Example 2 Scenario 1: Change in Service Cost Before and After SSM
Applied
For Example 3, Table 5.3. has shown that the SSM very effective and it works
to reduce the waiting time until the dependent Tasks run. Moreover, this example
has been extended in Example 4. to have more complex Tasks dependencies. It
shows how the SSM select the dependent Tasks to avoid unnecessary waiting time
to execute the Task with higher Security Level.
Figure 5.5: Example 2 Scenario 1: Change in Service Time Before and After SSM
Applied
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Table 5.3: Example 3
SSM Features Example 1
Before After
Security Applied to Categorise Tasks X
QoS Calculated X
Priority Applied to Order Tasks X
Time Initial Time Calculated X
Cost Initial Calculated X
5.4 Comparison with Other Approaches
In order to identify more implications and to clarify issues in the SSM. As a result,
the comparison showed that the SSM and other model have different cost and with
different effects on service time. The SSM has more features than other models, but
one of the implications that have been founded is the SSM does not allow more than
one Resource in the same Security Level. This can affect the total service time and
it might cause a delay to execute other Tasks in the same Resource.
However, there is a lack of similar work with security as main feature for schedul-
ing Tasks over allocated Resources. Table 5.4. shows that what is the SSM providing
against other Cloud Models. Also, it shows that there are shared features but there
are for different purpose. For example, the Cloud Trust Model [42] is including
security but it serves DaaS field. So, The SSM adds to Scheduling and QoS the
features Security, Cost, Service Availability, and IaaS all together to improve the
cloud service.
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Table 5.4: The SSM and Other Cloud Models
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DepSky [7]
√ √ √
Bluesky [57]
√
SafeStore [25]
√ √
NetDB2-
MS [2]
√ √ √ √
NCCloud [21]
√ √ √ √
HAIL [8]
√ √ √
ICStore [11]
√ √
SPORC [16]
√ √
Depot [29]
√ √ √ √
Logging Solu-
tions [61]
√ √ √ √
Venus [49]
√ √
TCCP [41]
√ √ √
CCM [13]
√
Hexagon
Model [13]
√
MTCM [13]
√
CSA [13]
√
Mapping
model [13]
√
Separation
Model [65]
√
Migration
Model [65]
√ √
Availability
Model [65]
√ √
Tunnel Model
[65]
√ √
Cryptography
Model [65]
√ √
NDSM [3]
√ √ √
Cloud Trust
Model [42]
√ √
DSM [62]
√ √ √
DSSM [34]
√ √ √ √
SC [54]
√
SSM
√ √ √ √
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5.5 Summary
This Chapter provided a discussion of the results from Chapter 4, which helped
to discuss the evaluation questions to give better understanding to the SSM. It
presented how the SSM improve the security aspect of the Cloud service by imple-
menting the security as a main feature for executing Tasks and the effects on the
Cost.
Chapter 6
Conclusions
6.1 Introduction
The rapid development of the field of Information Technology (IT) has introduced
different methods for services such as storing and saving data and running tasks
from a remote location. One of these methods is cloud computing, and it has many
benefits as it can provide convenient services with the availability of accessing re-
sources such as networks, data storage, and applications anytime from anywhere.
It becomes widely used by different sectors and individuals for different purpose.
Also, it provides many facilities and services that do not required any involvement
from the service providers to start the services or to adjust the service settings for
the customers. In general, customers can start the cloud services just by purchasing
what they need online via the Internet.
Cloud services brings many benefits for all users, they can access to software
and applications without installing to their devices. This can reduce costs of buying
the full software or buying more computing resources such as more storage or more
advanced units.
As there are benefits of using cloud computing services there are many risks.
Security and Privacy are the major concerns for the cloud environment, that can
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affect trusting the service for all parties. Another concern is losing the business as
their no quality of the service provided.
So, the consideration of having better Quality of Service (QoS) includes applying
aspects such as service time, performance, cost, and security successfully. As a re-
sult of this, the cloud services will be improved and will meet customer expectations.
Moreover, cloud security (and the potential breaching of this security) is sig-
nificant issue that needs to be addressed within the cloud environment, because
interaction with cloud services is all done through the Internet. So, that brings
concerns and shared same responsibilities to all parties to keep the security in the
top level.
Interacting with cloud services such as running tasks on resources requires schedul-
ing technique that can handle requests in right order without any delays. Scheduling
is a very complex process and it should be precise to make the service more reliable.
In addition, there are different type of scheduling but the most important is to
include security in the scheduling process. That will help in providing secure ser-
vices to very complicating requests with high security requirements.
In this thesis, investigation of the current situation described and then discussed
the requirement of having a cloud security model based on cost that can manage
requests by identifying security as a main feature associated with QoS aspects to
meet customer requirements. Then the model runs the scheduled tasks over allo-
cated resources.
Also, this thesis defined and developed a Scheduling Security Model (SSM) for
a Cloud Environment that uses Security as a main feature and QoS to handle cus-
tomers requests with different security levels.
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6.2 Research Criteria for Success
Research criteria for success were introduced and outlined in Chapter 1 to assess
this thesis in achieving the identified objectives. The review for each one will be as
the following:
6.2.1 Identification of Security Issues in Cloud Computing
It is very important to identify security issues in cloud computing as it is a major
concern to all parties in the cloud environment. This will help to propose the new
service model. Chapter 2 Section 2.7, has identified what are the security factors in
cloud computing that could affect the services.
6.2.2 Development of a Scheduling Security Model
There are several models have been reviewed in Chapter 2 Section 2.8 and Section
2.9, to identify the direction of this thesis. As a result, this thesis proposed and de-
fined a new Scheduling Security Model (SSM), that serves security as a main feature
to schedule tasks and execute them over Resources and this model successfully de-
veloped to be Scheduling Security Model (SSM) introduced in Chapter 3 Section 3.2.
In Chapter 4 Section 4.4, examples with scenarios used to examine the SSM and
discussed the cost and the effect of the service in each scenario. As a result, each
time at the Re-Calculating process the AC is cheaper than AC of establishing the
service.
6.2.3 Evaluating the Model
In order to achieve the aims of the SSM, it has been evaluated in Chapter 5. It
shows that how is applying the SSM can keep the security for a service requested
in the required level. As a result, it present that how it can improve the security
for the cloud service. On the other hand, the service performance needs to be more
investigated by applying the SSM as currently does not show any implications about
having a high load work with a huge number of tasks. Also, the SSM has not been
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investigated with QoS levels and all examples have been set up with the minimum
QoS level as there many affecting factors have been pointed in Chapter 2 Section
2.3. This will help for more investigation to understand the impact on service cost
of applying different QoS levels.
6.2.4 Comparison Against Other Approaches
In order to identify more implications and to clarify issues in the SSM. A comparison
has been suggested in Chapter 4 Section 4.3 and Section 4.4 to compare the SSM
and other Models. As a result, the comparison showed that the SSM and other
model have different cost with different effects. The SSM has more features than
other models, but one of the implications that have been founded is the SSM does
not allow more than one Resource in the same level of security and it affects the
total service time and it might cause a delay execute other tasks in same Resource.
However, this comparison needs to be extended against different approaches that
have same security feature but currently there is a lack of similar work with security
as main feature for scheduling tasks over allocated resources.
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6.3 Future Work
This thesis propose a number of future directions this section discusses these future
work as follows:
6.3.1 Developing the SSM: Security Level with Multi Re-
sources
This section discusses possible developing to the SSM and trying to avoid the overall
waiting time. The proposed development is to allow creating more resources in each
security level to avoid waiting time.
• How?
This technique can allow to have more than one Resource for each Security
Level. To do that, the SSM will create more Resource in same security level
required.
• Mini Resources:
The SSM will create mini Resources with same security level that have a Fast-
Track list into mini Resources. The first one includes the Fast-Track list and
the others as required include other tasks with the normal scheduling order.
All mini Resources will be running in the same time.
• Benefits of proposed technique:
This technique will try to avoid any waiting time that cause delay to the overall
running time for all Resources. Also, it will help to avoid waiting time to other
tasks in Resources especially tasks are not in fast-track list.
• Examples:
Chapter 4 has presented examples with scenarios to examine the SSM. The
proposed technique will use the same examples and scenarios to see how it can
be applied.
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6.3.2 Developing the SSM with GUI
The current system is implemented using command line. But, for more usability it
would be better to develop the system using Graphic User Interface (GUI) to make
it more clear for any customers to deal with the system. That will help to make the
Submit process easier for the customer. Identifying the service inputs in better way
will make the system result more understandable.
6.3.3 Investigate Different Security Levels
It suggested that to investigate the SSM with different security levels more or less.
That could to see more impact on the cloud service and service cost.
6.3.4 Investigate Service Performance for the SSM
The SSM allows for a cloud service request a single task or a set of tasks to be
executing over Resources. But there is a need for more investigation of the impact
on service performance and to know what implications can be result in of using the
SSM.
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6.4 Summary
This Thesis discussed and presented the overview of features involved to develop the
new service model. These features are Scheduling, Quality of Service (QoS), Secu-
rity, and Cloud Environment. Then it explained what part every feature it gives to
the cloud services. First of all, it discussed the Scheduling and why it is important
to have an efficient use of cloud resources. Then it explained that to have a better
service quality there is a need to consider the QoS affecting factors. After that, it
discussed the Security as a shared responsibility for all cloud parties and how can
classify different assets to multiple security levels. Next, Cloud Environment has
been presented and discussed by defining the cloud characteristics and architecture.
Also, it explained the security issues in the service models and the deployment
models. Then it explained the relation between all the features that involved to
develop the new service model within the cloud. After it investigated the related
work to identify the assumptions that used to develop and define the new model.
As a result, it explained why there is a need to have the Scheduling Security Model
(SSM) based on cost for a cloud environment as a new approach. The results
showed that the SSM is cost effective by applying the SSM for a service request
and by keeping the security level as it required. Finally, it evaluated and compared
different possible scenarios to find any implications that could occur by applying
the SSM on a cloud service request.
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