ABSTRACT
I. INTRODUCTION
We shall, in this paper, develop the method of upper and lower solutions and the monotone iterative technique for second order boundary value problems of the form u"(t) = f (t, u(t) We first note that the classical arguments of [2] for f continuous are no longer valid since if u is a solution of (P), then u" needs not to be continuous but only u" (5 Ll(0, Tr Let E = {u (5 w2'l(I) u'(0)= u'(r)= 0} with the norm of w2'l(/)and F = LI(I) with the usual one. We shall denote by I[" I! E and I1" [I the norms in E and F, respectively. By a solution of (N) we mean a function u (5 E satisfying the equation for a.e. t (5 I. Now, suppose that a, fl (5 W2'1(I) are such that a(t) < fl(t), t (5 I. Then, relative to (N) we shall consider the following modified problem ,,"(t) = a (t,,,(t) ) u(t) + p (t, (t) Suppose that a, 1 e W2'1(I) are lower and upper solutions for (N), respectively, such that a(t) < fl(t) for every I. Then there exists at least one solution u of (N) such that a(t) < u(t) < (t) for every I.
Proof:
We first note that any solution u of (N) such that a _< u _</ is also a solution of (2.2). On the other hand, any solution u of (2.2) with c < u _</ is a solution of (N). We shall show that any solution u of (2.2) is such that a < u _< fl on I and that (2.2) has at least one solution. Now, let u be a solution of (2.2). We first show that c(t) _< u(t), for every t E I. If a(t) > u(t) for every t I, then -u"(t)=f (t,(t) 
"(t) = f(t, (t))-M(t)[(t)-,(t)], u'(0) = 0 = u'() "(t) + (t)(t) = f(t, o(t))+ M(t)O(t), u'(O) = 0 = u'().

"(t) = u"(t) >_ f(t,(t))-M(t)(t) + M(t)u(t) + f(t, fl(t)) > M(t)[13(t)-r/(t)]-M(t)o(t) + M(t)u(t) = M(t)o(t).
By Lemma 3.1 we can conclude that a(t) _< 0 for every ( I, that is, u < fl on I. The proof that c < u is similar.
To show that validity of (3.5), let = Kr h -Kr/2. ( I and, in consequence, we obtain that Kr h _< Kr/2 on I. Suppose that and fl are lower and upper solutions, respectively, of (N) such that < 13 on I and (3.3) holds. Then, there exists monotone sequences {an} and {/3n} with o = c, o =t3, a n < flm for every n, m N and tim a_ = r, ldrnt3 n = p uniformly on I. Here, r and p are respectively the minimal and maximal solutions of (N) between and t3 in the sense that if u is a solution with a <_ u < fl on I, then r < u <_ p on I.
Proof:
Let a 0 = a and a n = Ka,_ l(n = 1, 2,...). We first prove that a 0 _< Indeed, let = ao-a1.
Thus, "(t) > f(t,a(t))-M(t)al(t + f(t,a(t))+ M(t)a(t) = M(t)a(t) for a.e. E i. This implies that a_< 0 on I in view of Lemma 3.2.
Taking into account property (3.5) we see that a 1 = Ka 0 < Ka x = a 2 and, by induction, that a n<a n+ for every nEN. Similarly, defining o = and Dn =KDn-x we have that /n + 1 < /n, n N. Combining properties (3.4) and (3.5) we see that a < a n _< Dm -< fl for every n, m N.
Therefore, the sequence {an} is uniformly bounded and increasing and it has a pointwise limit, say r(t), t I. We now prove that r is a solution of (N). Choose R > 0 such that lan(t) <_ R for every n NI, t E I. The sequence {a} is bounded in r since -a(t) = M(t)an(t + f(t, an_ l(t))+ M(t)a n l (t) Letting n---,oo and using the uniform convergence of {an} we see that r satisfies the integral equation (2.3) and (2.4), that is, r is a solution of (N).
Using the same integral representation for the solutions of (N) we get that {fin} converges uniformly to a solution p of (N) and it is obvious that a < r _< p < .
Finally, if u is a solution of (N) with a_< u <_ / on I, then a _< Ku = u <_ fl. By induction we get that a n <_ u <_ fin for every n Ni which implies that r < u _< p and concludes the proof of the theorem. 
If (t) > 0 for every E I, then "(t) > 0 for a.e. t I and 9' is strictly increasing on I and '(0) < '(r). However, B(0) < 0 and B(a') < 0 implies that '(0) > 0 and '(r)<_ 0 which is a contradiction. Now, reasoning as in the proof of Lemma 3.2 we see that there is no t q I with (t) 
