Aggressive technology scaling trends have made the hardware of high performance computing (HPC) systems more susceptible to faults. Some of these faults can lead to silent data corruption (SDC), and represent a serious problem because they alter the HPC simulation results. In this paper, we present a full-coverage, systematic methodology called DCV to identify critical variables in HPC applications for protection against SDC. DCV uses automatic dierentiation (AD) to determine the sensitivity of the simulation output to errors in program variables. We empirically validate our approach in identifying vulnerable variables by comparing the results against a full-coverage code-level fault injection campaign. We nd that our DCV correctly identies the variables that are critical to ensure application SDC resilience with a high degree of accuracy compared to the results of the fault injection campaign. Additionally, D CV requires only two executions of the target program to generate results, whereas in our experiments we needed to perform millions of executions to get the same information from a fault injection campaign.
Introduction
Aggressive technology scaling trends are expected to make the hardware of high performance computing (HPC) systems more susceptible to transient faults caused by electrical noise or high energy particle strikes from cosmic radiation. Transient faults occur sporadically and manifest in application execution in several ways. A fault can cause a program to crash, e.g., the fault can corrupt a pointer that when dereferenced results in a segmentation fault. Alternatively, a fault can be masked by the logic, architecture and application level fault masking eects, where although an fault occurs, it does not aect program output. However, the focus of our work is on the most insidious manifestation of a fault known as silent data corruption (SDC). Here, the fault introduces an error into the application that is not readily detected and can result in erroneous program output. SDC in HPC applications is particularly alarming because the simulation results are critical for understanding the physical world, e.g., hurricane simulations predict timing, location, and severity of hurricane impact. If the results of such a simulation are corrupted by SDC, scientists and policy makers relying on the results may make incorrect predictions and decisions that impact lives and property.
Because of the insidious nature of SDC, there has been much eort towards making systems and applications resilient to faults. Traditional methods of redundancy at the architectural level are expensive and complete replication at the software level, where instructions or data values are replicated, incurs signicant overhead. Because full, agnostic protection of an application for SDC resilience is prohibitively expensive, researchers have worked to understand the impact of SDC on applications with the goal of identifying vulnerable code locations to focus eorts on protecting only those. The current state-of-the-art in understanding how SDC aects a particular application is with a fault injection campaign [10, 13, 20] . In a fault injection experiment, a tool injects a fault (a bit ip) on a register at a specic instance of time (usually random) in an application run and records the result: application crash, no change in output, or erroneous output. A fault injection campaign is a collection of repeated fault injection experiments, the results of which can be used to infer the vulnerable locations of the application code. While eective, these campaigns can potentially be very time intensive due to needing a prohibitively large number of injection experiments to get full coverage of possible code location and corruption types. To mitigate this problem, randomized fault injection studies are conducted with smaller sample size (typically thousands) but the statistical approaches do not guarantee full coverage of the application execution space and thus do not give information about the vulnerability of parts of the application in which faults were not injected.
In this work, we present a novel approach called DCV that provides the key insights needed for low-overhead protection of HPC applications from SDC. DCV analytically identies the critical variables of an application that have the most impact on output and provides full coverage of HPC application code without the need for exhaustive fault injection campaigns. Our focus in this work is on understanding the impact of SDC on data variables in applications, as opposed to SDC in control variables or pointers. Errors in control and pointers are well-understood and researchers have developed low cost method to mitigate them [6, 9] . However, there is a lack of understanding in the impact of SDC on data variables, especially oating point variables which are relied on extensively in HPC applications. DCV is based on algorithmic dierentiation (AD) [17] , a known method for numerically computing the derivative of computer programs, to analyze the sensitivity of the simulation output to errors in program variables. Although AD has been utilized to understand program behavior such as uncertainty quantication and parameter optimization, to the best of our knowledge ours is the rst approach to apply AD to the problem of SDC. In DCV, we base our critical variable identication on two metrics derived from the AD analysis: SDC rate and SDC impact. The SDC rate of a variable is a measure of how likely SDC in that variable will cause error in the output, and the SDC Impact of a variable indicates the degree to which SDC in the variable will aect the output. In our evaluation of DCV, we nd that we are able to correctly identify critical variables in HPC programs when compared to an exhaustive fault injection campaign.
Our main contributions in this work are the following:
• DCV, a novel method to predict the outcome of SDC in variables without running prohibitively expensive, exhaustive fault injection campaigns; • An evaluation of DCV ndings against exhaustive fault injection campaigns on a small program and two HPC kernels: fast fourier transform and conjugate gradient solve; • Visualization tool that highlights critical lines of code;
• A discussion of the advantages and limitations of our DCV approach.
In our evaluation, we nd that the DCV approach is validated with negligible dierences in predicted nal output when compared to the exhaustive fault injection campaign. Additionally, DCV can identify critical program variables in only two executions of the target program. In contrast, in order to collect the same information from a fault injection campaign, we needed as many as~5 million executions of the program. The DCV approach will enable developers to evaluate and design targeted software resilience techniques, reducing programmer eort and runtime overhead.
The remainder of this paper is organized as follows. We provide algorithmic dierentiation background in Section 2. In Section 3, we give an overview of our approach and dene the metrics we use to determine the impact of SDC on program variables. Our evaluation of DCV is presented in Section 4 followed by analysis in Section 5 and related work in Section 6. Finally, we conclude in Section 7.
Algorithmic Dierentiation Background
Algorithmic dierentiation (AD), also known as automatic dierentiation, is a set of techniques to compute the analytic derivative of the output of a function, given as a computer program, with respect to its inputs [17] . Algorithmic differentiation has been applied in uncertainty quantication, sensitivity analysis of a simulation to its input parameters, optimization using gradient descent, solving discretized nonlinear PDEs, studying the sensitivity of algorithmic parameters, mesh quality optimization etc.
AD treats a computer program as a function which is the composition of a sequence of elementary arithmetic operations which are viewed as primitive functions. The derivative of the program output is computed by calculating the derivatives of the primitive functions and using the chain rule of dierential calculus to link those to form desired derivative. Typically, AD transforms the original program that computes the numerical value of a function into a transformed function that computes the numerical derivatives of that function.
Suppose we are interested in the function = f 1 ( f 2 (x )) = f 1 (z). When we apply the chain rule, we get:
Here d dz and d dx are referred to as the adjoints for z and x respectively. Using AD, the derivative can be computed in two modes: forward and reverse mode. In the example above, forward mode will compute dz dx rst, traversing chain rule from inside to outside, while the reverse mode will compute d dz rst, going outside to inside. Our approach uses the reverse mode of automatic dierentiation.
In reverse mode, rst a trace of the forward execution of the program is collected containing the control ow such as branches and loop counts, and intermediate variables. This forward execution sweep is only used to gather information about the computation which will be used for computing derivatives. Next, a reverse sweep is performed in which the partial derivatives of all operations are multiplied with the adjoint variables of their outputs to yield the derivative. The adjoint variables are computed starting from the output variables and computing derivatives in the reverse order until the process reaches the input variables. Reverse mode AD can compute the derivatives of a particular output with respect to all program inputs in one reverse computation. Figure 1 shows backward pass of automatic dierentiation for a small example.
There are numerous tools that automate AD. The two main approaches are operator overloading and source code transformation. In operator overloading, objects for real numbers and arithmetic operations are overloaded to calculate the derivatives. Examples include Codipack [2] . In source code transformation, the tool reads the source code and carries out the analysis and transformation to produce a program that computes the derivative. Examples of such tools include Tapenade [11] , ADIC [5] , ADIFOR [4] etc. We use the reverse mode of Tapenade for our approach.
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Step 1 ' 1 ' (   Figure 1 . An example of the reverse mode of automatic dierentiation. The primitive functions of the computer program are shown in the circles. The edges represent the ow of information in computing the derivatives (shown in blue). We see that the approach computes the change in the nal value of with respect to all inputs along the computation path.
The DCV Approach
Our goal with DCV is to determine how SDC introduced into program variables aects the nal output. In order to do this, we need to dene several metrics for describing the contribution of error for program variables.
Error Prediction Model
Our key idea for developing an error metric is to use a rst order Taylor series approximation of the program around the input to compute output error estimates. More concretely, let x be an intermediate variable created in the program and let be some target variable of interest computed using x. We use = f (x ) to signify that depends on x and represent the part of program that performs this computation. Let x = a be a value of the intermediate variable around which we intend to study the behavior of = f (x ). Typically, this would be the eect of changing x = a to x = a + x for x error introduced in x. The rst order taylor series approximation around a yields
Our approach uses the above approximation to estimate , the error introduced in , as a result of x error in x as follows:
We use the reverse mode of AD (See Section 2) to compute the adjoint f 0 (a) for all intermediate variables of a given input. We then use those derivatives to predict the error in the output. We quantify that error in two metrics: SDC Rate and SDC Impact.
SDC Rate of a Variable
Let n x be the number of output corruptions that resulted from SDC introduced in variable x. We dene the SDC rate of x as n x /total_f aults_injected. We determine output error by comparing the output value from an SDC experiment with the correct output of an execution that had no SDC. Depending upon the type of HPC application under study, the dierence in the output values may be acceptable if it is within a tolerance threshold, or the output may need to be exactly identical. We determine whether the output is corrupt or not based on the needs of the application being studied.
SDC Impact of a Variable
We use SDC Impact, I , of a variable to estimate the degree to which the SDC in the variable aects the nal output. In our study, we consider transient faults that occur as single bit ips. For a variable of type unsigned integer, a bit ip in i th position will result in an error of 2 i . For oating point variables with double precision, the error due to a bit ip is dependent upon the oating point representation, e.g., IEEE Standard 754. For a variable with value x let the bits b 0 . . . b 51 be the mantissa, b 52 . . . b 62 the exponent, and bit b 63 the sign bit.
The value is given by
(4)
where e is biased exponent. Since the signicand is 1.0 and < 2, we get
Let (i ) represent the error due to a bit ip in the i th location. The expected error due to random bit ip is given by
Where s is the error due to a bit ip in the sign bit, m the absolute error due to random bit ip in mantissa and e the absolute error due to a random bit ip in the exponent part. The absolute error due to bit ip in the sign bit is given by
e be the error due to a bit ip in i th location of the biased exponent (bits from 52 . . . 62), then
where K 1 is a constant. Let
m be the error due to bit ip in the i th bit of mantissa, then
Using equation 6 we get
where K 2 is a constant.
Finally using equations 7,8,9,11 we have
From above we see that the expected error due to a random bit ip in x is related to the magnitude of x itself and is bounded by a constant scaling. Therefore, we dene SDC Impact, I , of a variable x as:
Tool Methodology
We use Tapenade [11] to obtain the adjoints for each dynamic instance of the program variables. To compute adjoints, Tapenade transforms the original source code to produce augmented code with additional instructions to compute adjoints. To retrieve adjoints for variables of interest, we inserted hooks in the Tapenade generated code. To maintain information about each dynamic instance of a variable in the execution each variable is tagged with a monotonically increasing sequence number. Finally, the transformed program is executed with a representative input to obtain adjoints of all the variables and their instances as a generated le.
In the next phase, for each variable assignment statement, a callback is made to calculate the metrics for that variable. The callback takes the value of the variable, retrieves the adjoint values stored in the previous phase to calculate the metrics for that dynamic instance. To calculate the SDC rate described in Section 3.2, we iterate over all the bit locations, compute the error in the variable and predict the output error using equation 3.
Evaluation
In this section, we present our evaluation of DCV. For our evaluation, we compare the DCV predictions of the impact of SDC on three programs. The rst is a simple arc length program that we include because it is easy to reason about and provides a clear basis for understanding our approach. The other two programs are representative of HPC computational kernels: Fast Fourier Transform (FFT) and conjugate gradient (CG). For each of these programs we compare the DCV predictions with actual values as determined by an exhaustive fault injection campaign. For the experiments we use a cluster with Intel Xeon 8-core E5-2670 processor with 2.6 GHz cores and 32 GB of memory per node.
Exhaustive Fault Injection Campaign
In this section, we compare the results of our DCV predictions with actual results from a full-coverage, exhaustive fault injection campaign. For the fault injection experiments, we insert function calls into our target programs that selectively and deterministically inject a bit ip into a particular dynamic instance of a variable at a particular bit location. Our fault injection campaign injects errors only in the data variables and not in pointers and control variables. Each fault injection experiment introduces a single bit ip into one variable instance. For our exhaustive fault injection campaign, we perform a fault injection experiment for every bit location of every dynamic instance of every variable in the program and collect the data for comparison with our D CV predictions. We perform fault injection at the source code level because our goal is to identify source code abstractions, such as variables, that require protection against soft errors. Lower-level fault injection mechanisms, such as hardware emulation and binary injection methods, work on low-level code that has been already transformed by the compiler (i.e., by optimizations) and on which these highlevel abstractions have been lost already. Source code level insights about the application can help developers design suitable resilience techniques.
Simple Arc Length Program
We perform an analysis of our DCV methodology using a simple program that estimates the arc length of the function
. There 2, 301 dynamic instances of variables in the arc length program. For our exhaustive fault injection campaign of this program, we performed a total of 147, 264 fault injection experiments. For this program, the output is considered correct if it is within a tolerance of 10 8 ; experiments which resulted in errors larger than this are marked as having corrupted output. We used Eq. 3 to calculate the error in the nal output. We did a comparison between our calculated value and the actual error obtained through the baseline fault injection campaign. Figure 15 shows the dierence in predicted and the actual error in the output for each bit location averaged over all the variables. The x-axis is the location of the ipped bit and the y-axis shows the dierence in predicted and actual output error. We note that our approach has better predictive capability when SDC is introduced in the mantissa bits of the variables.
In Figure 2 we highlight two dynamic instances of variables and compare the predicted and the actual output error for dierent bit ip locations. Figure 2a shows the predicted and the actual output error for one dynamic instance of the ft1 variable. Our method accurately predicts the output error for all bit ips. In Figure 2b we show the predicted and the actual output error for variable h. The dierence in predicted error from DCV is higher when SDC is introduced in higher bit locations.
We calculate the SDC rate of each dynamic variable instance. Our baseline exhaustive fault injection campaign gives an overall SDC rate of this program to be 0.51. D CV predicts a very similar overall SDC rate of 0.52. We also compute the dierence in the actual SDC Rate and the DCV prediction for all dynamic instances of variables. DCV is able to accurately predict the outcome of a fault in most cases with a mean dierence of 0.015 and a standard deviation of 0.03. In Figure 3 , we show the actual SDC Rate versus the DCV prediction for each line number in the source program. We see again that DCV predicts SDC Rate with high accuracy. Figure 4a shows the SDC Impact (Eq. 14) for the arc length program. Our results show that SDC introduced later in the execution of the arc length program has higher impact on the output. This nding is validated by results of the fault injection campaign shown in Figure 4b which shows the interquartile mean, used for eliminating outliers, of the error in the nal output increasing with dynamic instance. Finally, we translate the SDC Impact to the line number in a given program le. Figure 5 shows the SDC Impact and the error in the nal output due to error introduced in a variable at each line number. The SDC Impact prediction by DCV is very close to the actual output error results. We developed a visualization tool to highlight lines of code that are deemed critical by DCV. Figure 6 shows the output of our tool for the arc length program. On the left 32 } Figure 6 . Output of our visualization tool highlighting lines of code of the arc length program that are deemed critical by DCV. On the left we show highlighting using the SDC Impact while on the right using SDC rate as the measure of criticality.
we show highlighting using the SDC Impact while on the right using SDC rate as measure of criticality.
FFT
We evaluate our DCV method on the Fast Fourier Transform (FFT) benchmark from SPLASH-2 [19] with input m8. This program has 34, 816 dynamic instances of variables where a fault can be injected, which translates to over 2 million fault sites for our exhaustive fault injection campaign. Figure 7 shows the dierence in predicted and the actual error in the output for all dynamic instances of the variables of FFT. The error shown is the interquartile mean of output error due to fault in all the bit locations. DCV is able to predict the nal output error with good accuracy within an error of 10 13 .
Overall the SDC Rate from the fault injection campaign is 0.14 and the prediction from DCV is 0.11. We translate the SDC Rate in variable instances to its corresponding line number and compare the SDC rates of the fault injection study and DCV. Figure 8b shows that DCV is able to accurately calculate the SDC Rate for each source line and identies trends in SDC rate with respect to source code line number. Figure 9b shows the SDC Impact calculated using the equation 14. It shows that some variable instances have higher impact on the nal output than other variables which is validated by the fault injection study. Figure 9a shows the interquartile mean of the error in the nal output for each variable instance. This indicates that there are a few critical variables that are good candidates for selective protection.
For comparison, we performed a randomized fault injection study with 250 samples that was determined using rigorous statistical methods [14] to have a margin error of 3% and condence of 95%. The randomized fault injection study with a small sample size was able to provide overall SDC rates within an error margin of 10 3 , but it cannot give any information about variables which were not part of the injection sample. Figure 10c shows the output error for randomized fault injection study, Figure 10a study also does not provide information about which variables have high SDC Impact.
Conjugate Gradient Solve
We evaluate DCV on the Conjugate Gradient (CG) solve kernel of the miniFE Coral Benchmarks [1] . There are 85, 499 dynamic instances of variables in CG which translates to over 5 million fault sites for the exhaustive fault injection campaign. CG is an interesting program for this study because it has the property of continuing to execute more iterations if the solution does not converge. Thus, in some cases when SDC is introduced into this program, it will execute for a larger number of executions but will eventually converge to the correct solution anyway. Because of this property, DC V reports a conservative SDC Impact that doesn't account for the self-healing nature of CG. However, DCV is able to identify the variables that are most important for selective protection, and by protecting them one could benet by ensuring a faster time to solution because the additional iterations would not have to be performed to reach convergence. In an error-free run, it takes 21 iterations to converge where the maximum iteration limit was set to 30. Figure 11 displays the dierence in the DCV predicted and the actual error in the output for all dynamic variable instances. The x-axis shows the dynamic instance of variable the y-axis shows the dierence in predicted and actual output error. The error is dened as the interquartile mean of output error due to fault in all the bit locations. This result shows that DCV can predict the nal output error with excellent accuracy within an error of 10 17 .
We calculate the SDC Rate of each dynamic instance of variables in CG. The overall SDC Rate given by the exhaustive fault injection study is 0.04 and DCV gives 0.03. Both rates are very similar and also conrm that CG is relatively resilient to faults as the algorithm used is naturally self-correcting. Figure 12 shows the dierence in SDC Rate between the actual rate and the DCV prediction for all dynamic variable instances.
To dive further into the behavior of CG and to explore the information that can be obtained from our DCV method, we investigate more detailed results from line number 25 of CG which has the highest SDC Impact (See Figure 13) . In Figures 14c and 14d , we show the behavior of line 25 with respect to output error over time. For both the actual values from the exhaustive fault injection study and the DCV predictions, we see that errors introduced in the early part of the application run can signicantly impact the output error. Thus, for CG, selective protection of the initial dynamic instances will help improve the resilience of this application.
Discussion
In this section, we summarize the predictive capabilities of our DCV method for identifying critical variables for protection from SDC corruption in HPC applications. Following this, we present a discussion of the current limitations of DCV that could be addressed as future work.
Summary of DCV Experiments
Accuracy: Overall, we found that the predictions from our DCV method were very close to those from the fullcoverage fault injection campaigns. The DCV predicted overall SDC Rates and SDC Rates for dynamic variable instances and line numbers of each application with negligible dierences from the actual values. We also nd that the SDC Impact predictions from DCV closely match the actual output errors from the exhaustive fault injection studies. Given that we designed the SDC Impact metric to be a measure of the impact of SDC on nal output, we nd that it is indeed capable of identifying the critical variables for SDC protection in HPC applications.
One aspect of DCV that needs improvement is the predicted output error with respect to high-order bit ip locations. Our results show that the predictions by DCV are only accurate for lower bits of the values. The predictions for the high bits (the exponent bits) are dierent than the actual errors by orders of magnitude. We explore the reasons for this mismatch below in the section discussing the limitations of the current status of DCV. Overhead: Perhaps the greatest benet of DCV is the ability to obtain this detailed program behavior information without needing to perform prohibitively expensive exhaustive fault injection campaigns. To put it in perspective, in each exhaustive fault injection campaign, we needed to perform~150 thousand fault injection experiments for arc length,~2 million for FFT, and~5 million for CG. In contrast, for DCV we only need to execute the target program twice, once with the Tapenade tool to generate the adjoints and the second time to compute the metrics of interest. Additionally, the execution time of each of the runs with DCV is on the same order as the original program execution time.
Current Limitations of DCV Approach
While our method performs well for the applications investigated, here we identify several limitations of our approach as it is currently implemented. of instructions to execute. Such branches may not be differentiable. These are typically handled by keeping track of the program execution path and dierentiating only along that path. The implicit assumption is that control ow will not change as a result of small perturbations in program variables. However, if the control depends on dierentiated variables, then it is possible that a small change in the variable can result in a change in the outcome of the control statement. To the best of our knowledge, this is still an open problem and beyond the scope of this work. We will have to rely on low-cost methods [6, 9] to mitigate them and control-ow checking techniques [8] linear approximation is good enough. For larger errors, the accuracy of predictions would depend on the form of the function being dierentiated and would vary from application to application. For the applications tested, we found that the predictions were reasonable except for very large errors. Figure 15 visualizes the average error dierence from the actual error across all variables for each bit for the arc length program. As expected, larger dierences are observed for bits that are more signicant and thus correspond to larger errors. Note that for a large fraction of the bits the predicted error is reasonably close to the actual.
Related Work
There are several approaches and tools to selectively protecting vulnerable portions of the program. Most of the research uses fault injection studies, heuristics, statistical analysis or learning based approaches to identify critical regions of the code. Hari et al. [9] identies application sites vulnerable to SDC by using Relyzer [10] , which not only makes SDC outcome predictions based on known-outcome and heuristics but it also relies on fault injection study to provide a reliability prole of an application. Our approach doesn't require any fault injection campaign to identify vulnerable portions of the code. Shoestring [7] provides a software solution to reduce SDCs by protecting only those program instructions that potentially result in SDCs. For identifying the potential SDC causing instructions, it employs a static program analysis that conservatively assumes that all writes to memory and function arguments are SDC causing sites. Shaque et al. [18] identies vulnerable instructions in the program, which is estimated by performing a static analysis of the application's control and data ow graph, which is conservative by nature. In contrast, our work uses automatic dierentiation which uses dynamic computation graph. Pattibhiraman et al. [16] used statistic analysis to identify critical locations to place detectors. They use properties of the dynamic dependence graph of the program and fanout to determine locations to place the detector. Their focus is on preventing system crashes while ours is identifying variables to reduce SDC.
Benso et al. [3] proposed a solution that performs runtime analysis of the application variables to obtain the criticality behavior of every variable using an analytical model. Using a xed parameter for the model predictions were made of multiple programs. Their results were shown on very small applications with few variables. Machine learning techniques have been used in IPAS [13] for selectively protecting instructions. Lu et al. [15] developed SDTune which identies SDC proneness based on training applications. Our work is along the similar direction but we propose rigorous analytical method to decide the criticality of variables in an application.
Khudia et al. [12] proposes a compiler-based software approach for identifying Unacceptable Silent Data Corruptionscausing variables using heuristics that variables that carry a state across iterations in a loop are critical variables. Thomas et al. [20] proposes a technique where they formulate programlevel heuristics to identify Egregious Data Corruptions (EDCs), which are errors that cause unacceptable deviations in the program's output. Our approach uses runtime analysis of the computation graph to compute derivative to identify critical variables. Our approach is not restricted to identifying USDC or EDCs in soft computations but can also be used to identify variables that result in SDCs, which are typically larger fraction.
Conclusion
Our goal in this work was to explore the viability of DCV for identifying the critical variables of HPC applications for protection from silent data corruption (SDC). The novelty DCV is the use of automatic dierentiation (AD) to predict the impact of SDC in program variables on application output. In contrast to heuristic or statistical approaches that are typically used, AD is an analytical approach that provides full and accurate information about program sensitivity to SDC. To evaluate DCV, we dened two key metrics, SDC Rate and SDC Impact, and compared the predicted results from DCV with exhaustive fault injection campaigns. We explored the predictions of DCV for a simple arc length program, as well as FFT and conjugate gradient kernels.
Overall, we found that our DCV method was able to correctly identify the critical variables and line numbers of applications that have the most impact on application output when corrupted by SDC. The results from DCV closely tracked the actual results from the exhaustive fault injection campaign with negligible dierences. Most importantly, our DCV is able to produce its results with only two executions of the target program, compared to the hundreds of thousands or millions of executions needed in our exhaustive fault injection campaigns. With DCV application programmers can quickly identify the critical variables in their codes for selective protection from SDC.
