Le VIX journalier et Google Trends by St-Jacques, Antoine











Mémoire présenté au programme de Maîtrise en administration en vue de l’obtention du 







ÉCOLE DE GESTION 
UNIVERSITÉ DE SHERBROOKE  
Le 23 juin 2017 
  
Remerciements 
L’accomplissement de ce mémoire n’aurait pas été possible sans l’aide et le suivi de M. 
Jean Desrochers. Son temps et ses conseils se sont avérés, à plusieurs reprises, m’être 
d’une grande valeur. Je l’en remercie profondément.  
 
Les recommandations et les commentaires de M. Jean Cadieux et M. Mario Lavallée, à 
titre de lecteurs, furent d’une utilité considérable, et je me dois de les remercier pour 
leur généreuse contribution. De même, les bourses de l’École de Gestion de l’Université 
de Sherbrooke, ainsi que celles du Gouvernement du Québec, ont été très appréciées. 
 
Enfin, merci à Élizabeth, Lise, mon frère et la famille Doucet pour leur présence, leurs 
encouragements et leurs conseils.  
  
  
Table des matières 
Remerciements ............................................................................................................. 2 
Sommaire ..................................................................................................................... 5 
Introduction .................................................................................................................. 5 
Cadre théorique............................................................................................................. 7 
Initiation à Google Trends. ........................................................................................ 8 
Une théorie de l’attention ........................................................................................ 13 
SVI : Une mesure directe de l’attention ................................................................... 15 
Efficacité du SVI vis-à-vis de la finance .................................................................. 18 
VIX : « The Fear Index » ........................................................................................ 19 
Qui utilise Google comme source d’information financière? ................................... 20 
Périodicité ............................................................................................................... 20 
Méthodologie .............................................................................................................. 22 
SVI de Google Trends ............................................................................................. 22 
Collecte des valeurs SVI ......................................................................................... 25 
Collecte du VIX ...................................................................................................... 30 
Particularités du VIX .............................................................................................. 31 
Contexte historique ................................................................................................. 34 
Choix des modèles .................................................................................................. 36 
  
Détail des modèles de contrôles .............................................................................. 38 
Détail du modèle principal ...................................................................................... 39 
Prévisions ............................................................................................................... 40 
Résultats ..................................................................................................................... 40 
Modèles simples ..................................................................................................... 41 
Modèles avec variables exogènes ............................................................................ 46 
Conclusion .................................................................................................................. 57 
Bibliographie .............................................................................................................. 58 
Liste des figures .......................................................................................................... 61 
Liste des tableaux ....................................................................................................... 61 
Liste des graphiques .................................................................................................... 62 





Cette étude tente d’améliorer le modèle standard de prévision de l’indice de 
volatilité VIX à l’aide du Search Volume Index (SVI) rapporté par Google 
Trends à l’échelle journalière. La volatilité des marchés étant basée sur la 
peur et la recherche de gains économiques des agents de marché, Google 
Trends permet un accès direct et virtuellement immédiat aux désirs et aux 
inquiétudes de ceux-ci. Durant la période de janvier 2010 à décembre 2016, 
les séries de 15 termes de recherche liés à l’économie sont utilisées pour 
tenter d’améliorer les modèles ARIMA et SARIMA recommandés dans la 
prévision du VIX. Contrairement aux études similaires effectuées à l’échelle 
hebdomadaire, les résultats démontrent qu’il n’y a pas d’amélioration des 
prévisions causée par l’addition des données Google Trends aux modèles. 
Introduction 
 La finance comportementale affirme que les acteurs des marchés financiers sont 
irrationnels, motivés par le désir de gains économiques et la peur (Lo et al., 2005). Ces 
émotions jouent un rôle important dans le processus de décision financière (Jegadeesh 
& Titman, 2001). Depuis la crise financière de 2008, l’utilisation et l’étude de la 
volatilité de divers titres financiers ont grandement gagné en popularité, et ce, tant en ce 
qui a trait à la gestion du risque qu’à la création de nouvelles stratégies financières. 
L’intérêt repose donc dans la quantification de cette volatilité qui est fondamentalement 
liée à la perception et à la peur des acteurs sur les marchés.  
 
 Certains chercheurs ont entrepris de comprendre ce phénomène plutôt subjectif à 
l’aide de multiples indicateurs macroéconomiques tels que le taux de chômage ou le 
6 
niveau de consommation (Nofsinger & Prucyk, 2003). D’autres ont créé des indices de 
volatilité à partir d’indices de prix, comme le VIX, qui représente le niveau de volatilité 
implicite des options dérivés du S&P500. Avec l’adoption en masse d’internet et des 
médias sociaux dans la dernière décennie, de nouveaux types de données ont surgi, 
permettant d’approcher le problème d’un angle particulièrement intéressant et plus 
personnel. Il est effectivement plus facile que jamais d’avoir accès aux sentiments des 
agents grâce à des plateformes en ligne comme Facebook, Twitter et Google. Depuis 
2008, ce dernier met à la disposition de ses utilisateurs l’application Google Trends 
(Google Insight auparavant) qui offre ses statistiques d’utilisation du moteur de 
recherche sous forme agrégée, permettant un accès direct au niveau d’intérêt pour tout 
type de requête d’information (faillite, hypothèque, achat de voiture, voyage, etc.).  
 
 En comparaison aux mesures plus conventionnelles du sentiment d’investisseurs 
(qui font habituellement l’usage d’articles de journaux et de sondages), Google Trends 
laisse la population révéler ses incertitudes et ses désirs directement et quasi 
instantanément (délai de publication presque nul). Ces caractéristiques sont largement 
prisées pour une meilleure compréhension du  lien entre l’attention des agents et les 
marchés financiers. Cette recherche tente ainsi de découvrir si  « l’indice de peur » VIX 
peut être prévu encore aujourd’hui par une variation de cette variable basée dans la 
finance comportementale : l’intérêt, le désir d’information. 
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À cette fin, l’index du volume de recherches en ligne Google Trends (SVI)1 pour 
une gamme de termes financiers sera utilisé pour prévoir l’indice de volatilité VIX 
journalier de Q1 2010 à Q4 2016. 
Cadre théorique 
Il est reconnu et documenté qu’en temps d’incertitude économique, énormément 
d’argent se dirige vers les valeurs refuges, tels les métaux précieux et l’argent comptant, 
affectant leurs prix à la hausse. C’est là une relation directe entre la peur et les outils 
financiers. Ce phénomène se reflète aussi bien dans le prix de l’or que dans les niveaux 
de l’indice VIX, les deux présentant de fortes corrélations (Cohen & Qadan, 2010) 
(Qadan & Yagil, 2012). Depuis la crise de 2008, la volatilité des titres financiers de 
toutes parts a observé un gain de popularité autant chez les régulateurs internationaux 
que dans les stratégies de placement des firmes privées
2
. En effet, la création de 
multiples produits dérivés ayant le VIX comme sous-jacent
3
 permet ainsi de profiter de 
ses mouvements directement. C’est entre autres pourquoi il est impératif de comprendre 
la source des mouvements de cette volatilité, nécessairement expliquée en partie par les 
actions, et donc la psyché des agents économiques.  
 
                                               
1Les données Google Trends sont référées par l’acronyme « SVI », Search Volume Index, dans la 
littérature et dans les sections subséquentes de la présente recherche. 
2 Les accords de Bâle III (www.usbasel3.com/tool/) 
3Popularité du VIX et dérivés (reuters.com/article/usa-options-vix-idUSL3N0ZQ5E120150716) 
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Google Trends permet un nouveau regard sur cette variable difficilement quantifiable et 
subjective qu’est la peur. Bien qu’il s’agisse d’un phénomène relativement récent 
(Google Insight a vu le jour en 2008 et devint Google Trends en 2012
4
), la littérature 
joignant Google Trends au monde de la finance ne manque pas. C’est là une 
conséquence directe de l’excellente synergie entre le SVI et les données de multiples 
sphères du monde financier.  
 
Initiation à Google Trends5. 
Avant toute chose, il est impératif de bien saisir le fonctionnement de Google Trends et 
surtout, de ne pas le confondre avec l’outil dont il tire son information, Google Search.  
 
Google Search est l’outil bien connu que le lecteur aura certainement utilisé à maintes 
reprises pour trouver de l’information. Chaque fois qu’une recherche est effectuée, 
Google entrepose la requête d’information ainsi que le profil de l’utilisateur (version 
anonyme) dans une banque de données à laquelle Google Trends donne accès. Google 
Trends sert donc à observer ce que les utilisateurs de Google recherchent et à 
quelle fréquence ils le font. Le profil de l’utilisateur permet de raffiner l’extrant de 
Google Trends géographiquement (certains pays permettent une plus grande précision, 
par exemple, les 50 états des États-Unis, chaque province du Canada, etc.) et même 
d’observer quelles autres recherches connexes l’utilisateur a effectuées par la suite. Le 
                                               
4 https://adwords.googleblog.com/2008/08/announcing-google-insights-for-search.html 
5 Cette section est optionnelle pour ceux étant familier avec l’outil. 
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concept est illustré à l’aide des Figure 1 et Figure 2 dans le contexte d’une utilisation 
banale de Google Trends. 
 




Figure 2 : Le terme « BBQ » insérer dans Google Trends pour l’Australie 
 
  
Ici, le terme « BBQ » est inscrit dans la barre de recherche. Une série temporelle 
représentant le nombre de recherches effectuées pour ce terme apparaît. Google Trends 
n’admet pas de nombres précis, mais plutôt un indice compris entre 0 et 100 selon la 
période sélectionnée (chaque donnée dépend donc de toute la série). La série est 
recueillie à l’échelle mondiale par défaut. Sans surprise, les utilisateurs de Google.com 
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cherchent de l’information sur les « BBQ » lors de la saison estivale, notamment durant 
les mois de mai, juin, juillet et août de chaque année, alors que les recherches 
s’affaissent durant l’hiver. Fait intéressant, les faibles pics haussiers observés dans les 
plus gros creux de la série correspondent au mois de décembre, signifiant 
potentiellement que les gens cherchent à se procurer un BBQ à rabais pour Noël. Ceci a 
du sens, mais lorsqu’on segmente et regarde les séries par pays (seuls les États-Unis, le 
Canada et l’Australie ressortent particulièrement à l’échelle mondiale), on remarque que 
l’Australie possède une série similaire, mais décalée de six mois. Puisqu’en Australie 
l’été est en décembre, les Australiens recherchent de l’information sur les BBQ en 
décembre plutôt qu’en juin ou en juillet. 
 
Cette conclusion n’est pas très utile dans un contexte académique, mais pourrait servir à 
toute l’industrie du BBQ (accessoires, gaz propane, etc.) dans la détermination et la 
prévision des ventes futures et la détermination du public cible (i.e. province X achète 
davantage). C’est cette capacité à expliquer des phénomènes du vrai monde, à observer 
les désirs et les interrogations des gens directement qui fait de Google Trends un outil 
innovateur et captivant.  
 
Évidemment, l’outil n’est pas sans fautes et ne fait pas exception à la règle du 
« Garbage in, garbage out ». Un chercheur inscrivant le terme « Apple », par exemple,  
obtiendra une série combinant les recherches autant sur le fruit que sur la compagnie. 
L’outil suggèrera cependant différents usages du même terme selon diverses catégories 
d’intérêts, tel que démontré à la Figure 3. Toujours par rapport à l’aspect linguistique, il 
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est possible, pour un même terme, de posséder différents sens dans différentes langues, 
menant à divers pièges culturels pouvant fausser les données. Un exemple encore une 
fois banal : le terme anglais « chips » signifiera des croustilles de pomme de terre en 
Amérique du Nord, alors qu’au Royaume-Uni, le terme est utilisé pour désigner ce que 
nous appelons des frites (et vice-versa). Il est donc impératif de s’assurer de comprendre 
la signification des termes utilisés dans la région d’intérêt lorsqu’il n’est pas possible de 
cibler des zones unilingues avec l’outil (Da et al., 2011).  
 
Aussi, Google Trend ne présentera aucune donnée si les termes qui y sont inscrits ne 
sont pas recherchés par une masse suffisamment grande d’utilisateur (en d’autres mots, 
si les termes utilisés sont trop obscurs). Il est donc possible de se retrouver dans une 
position où les termes d’intérêt pour le chercheur sont trop spécifiques. C’est le cercle 
vicieux de la popularité où des sujets peu connus sont ardus à analyser, ce qui les rend 
naturellement difficiles à populariser. Même dans le cas de sujets connus, le chercheur 
doit se mettre dans la peau de l’utilisateur cible pour s’assurer de choisir les termes les 
plus accessibles et représentatifs, ce qui peut nécessiter un certain travail. Par exemple, 
lors de l’analyse d’actions en bourse, le chercheur pourrait être tenté d’utiliser « stock » 
suivit du symbole de la compagnie d’intérêt, mais Kristoufek (2013) suggère que 
l’emploi seul du symbole (ticker) de la compagnie mènera à une série de données plus 
riches en informations. Enfin, les données Google Trends possèdent toujours, bien que 
minimalement, une erreur d’échantillonnage (les données obtenues provenant d’une 
population bien plus grande). Cet élément est cependant négligeable.  
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Figure 3 : Comparaison de divers utilisation d’un même terme dans Google Trends 
 
Une théorie de l’attention 
L’utilité du SVI réside dans sa capacité à représenter numériquement l’attention relative 
des agents sur les marchés. La théorie de l’attention stipulée par Barber & Odean (2008) 
est l’un des blocs fondateurs de cette littérature. Elle fait état de multiples biais cognitifs 
observés chez les investisseurs, amalgamés notamment par Jegadeesh & Titman 
(2001)
6
, tout en établissant et confirmant plusieurs concepts de finance 
comportementale.  
 
                                               
6 Quelques exemples : 
Representative heuristic : L’agent pense « un titre en croissance depuis longtemps devrait continuer de 
croître malgré des pertes récentes et majeures. » 
Self-attribution bias : Les actions gagnantes sont attribuées au talent de l’agent, les actions perdantes sont 
attribuées au manque de chance. Mène à une confiance aveugle chez l’agent.  
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Barber & Odean (2008) concentrent leur analyse sur le comportement des investisseurs 
à l’échelle journalière, en correspondance avec la périodicité de la présente étude. Ils 
définissent l’attention comme étant une ressource. Lorsque les investisseurs cherchent à 
s’informer sur les conditions des marchés, ils n’ont pas le temps de scruter l’ensemble 
des titres et des variables à leur portée. Ils doivent donc se concentrer et faire des choix. 
Ceci signifie que les valeurs mobilières qui attirent le plus l’attention se verront 
naturellement transigées davantage, indépendamment de la qualité du produit (i.e. 
Google, Apple, etc.). 
 
Dans cette ligne d’idée, l’investisseur moyen possède un portfolio contenant très peu de 
titres. Kelly (1995) trouve que l’investisseur individuel médian aux États-Unis ne 
détient qu’un (1) titre dans une seule compagnie. Pour les investisseurs à haut revenu, la 
médiane est de 10 titres. Une brève analyse effectuée sur le Survey of Consumer 
Finance
7
 de la Réserve Fédérale américaine de 2013 présente un portfolio médian de 3 
titres, un 75
e
 percentile de 7 titres et un 90
e
 percentile à 20 titres. Sans être une preuve, 
ces nombres peu élevés mettent en évidence la facilité avec laquelle un large 
pourcentage des fonds d’un investisseur pourraient se diriger vers des titres attirant 
l’attention.  
De ce fait, Barber et Odean (2008) en viennent à prouver, et c’est là le point clé de leur 
théorie, que les investisseurs individuels deviennent des acheteurs nets d’actions qui 
attirent leur attention. Ceux-ci augmentent leurs achats lors d’événements particuliers 
                                               
7 https://www.federalreserve.gov/econresdata/scf/scfindex.htm 
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comme l’atteinte d’un prix élevé ou la sortie d’un produit hautement médiatisé. Par 
contre, lorsque vient le temps de vendre, ils auront tendance à vendre ce qu’ils 
possèdent déjà, réduisant énormément leur sélection (peu de vente à découvert). Cet 
effet est accentué par l’effet de disposition qui veut que les investisseurs vendent leurs 
titres gagnants rapidement et gardent prise sur leurs titres perdants, souvent par orgueil 
ou par peur de réaliser leurs pertes (Shefrin & Statman, 1985). Ce concept fait en sorte 
que les prix des dits « attention-grabbing stocks » observeront des pressions haussières 
à court terme (les agents se précipitent sur les titres populaires), mais baissières à long 
terme (les agents gardent leurs titres dans la tendance baissière). Cette relation 
fondamentale entre l’attention et les prix, bien qu’elle ne représente qu’un facteur parmi 
tant d’autres, prouve qu’une mesure de cette attention possède une grande valeur 
informationnelle à l’échelle journalière.  
 
SVI : Une mesure directe de l’attention 
L’une des études les plus complètes sur la relation entre le Search Volume Index (SVI) 
et les marchés boursiers est celle de Da et al. (2011) qui se base grandement sur la 
précédente théorie. En plus d’être en accord avec les résultats de Barber & Odean 
(2008), ils prouvent que le SVI est une meilleure mesure de cette attention que les 
mesures habituelles (sondages, nouvelles, volume de transaction, etc.). 
 
Plusieurs résultats démontrant la valeur du SVI sont présentés dans cette section. 
Toutefois, l’essentiel en est capturé dans le résultat suivant : dans la détermination de 
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l’attention portée envers de populaires actions8, le log(Abnormal SVI)9 s’est prouvé 
être un indicateur avancé des autres mesures d’attention couramment utilisées. 
Ces autres mesures sont : les rendements extrêmes, le volume de transaction (turnover) 
et les nouvelles. Le SVI possèderait une corrélation positive avec ces derniers, mais 
étonnamment assez faible (Da et al., 2011), signifiant l’apport potentiel d’une nouvelle 
perspective dans la détermination du prix d’actions populaires. 
 
Ceci met en lumière le problème sous-jacent suivant : avant Google Trends, aucune 
mesure directe de l’attention des investisseurs n’existait. Ce problème transparaît dans 
l’utilisation du procédé nommé « nowcasting »10, souvent utilisé par les économistes 
(Castle, Fawcett, & Hendry, 2009).  
 
Par exemple, un analyste financier peut facilement observer le prix de ses actions en 
accédant le marché sur lequel il transige. Les forces du marché déterminent le prix du 
moment. Les économistes, au contraire, se doivent de dépenser énormément de 
ressources pour obtenir un juste portrait de l’économie au moment présent (modèles 
scientifiques, sondages téléphoniques, recensement, etc.). Cette nuance complexifie 
grandement le processus de décision des économistes. Castle et al. (2009) déterminent 
que le SVI de Google Trends permet d’améliorer les résultats de modèles de nowcasting 
                                               
8 Telles AAPL (Apple Inc.) et MSFT (Microsoft), etc. 
9 Le Abnormal SVI (ASVI) est le SVI hebdomadaire au temps T moins le SVI médian des 8 dernières 
semaines  
10 Déterminer le présent, versus « forecasting », déterminer le futur. 
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sur une gamme d’indicateurs économiques, miroitant la capacité du SVI à représenter 
l’attention portée à divers secteurs de l’économie sur le moment. 
Dans la même suite d’idée, Choi & Varian (2012) prouvent que le SVI permet de 
quantifier non seulement les ventes d’un produit quelconque, mais également le 
moment où les consommateurs planifient leurs achats. Ceci s’explique par le fait que les 
acheteurs d’un produit (dont le prix justifie la recherche d’information) utiliseront 
Google pour satisfaire ce besoin. Par exemple, un potentiel acheteur de voiture 
effectuera peut-être quelques dizaines de recherches Google avant de passer à l’acte. 
Virtuellement sans délai (le SVI est disponible à la minute), un vendeur de voitures ou 
un analyste du marché automobile aura accès à cette information (des consommateurs 
désirent ou du moins considèrent l’achat d’une automobile), ce qui n’est pas possible 
au même degré avec les autres mesures tels les sondages ou autres outils de prévision. 
 
Bien que l’outil soit puissant, il faut garder en tête que le SVI ne représente rien d’autre 
qu’un désir d’information. Un vendeur de voitures ne devrait jamais assumer que 
chaque recherche se transformera en vente, ou même que chaque recherche représente 
un acheteur potentiel. Tel le nombre de visiteurs d’un commerce en ligne, il est possible 
d’obtenir un taux relatif de conversion entre visiteurs et acheteurs (i.e. pour 100 




                                               
11Ce taux variera sans doute par zone géographique (langue, niveau de pauvreté, etc.) et à travers le 
temps.    
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Revenant au problème principal, la tâche d’établir des liens entre l’attention et la 
volatilité (ou tout autre type de variable financière) est donc simplifiée et plus efficiente 
grâce à aux multiples caractéristiques du SVI.  
 
Efficacité du SVI vis-à-vis de la finance 
Mao, Counts, & Bollen (2011) comparent une large gamme d’indicateurs de 
l’attention12 et trouvent que le SVI affecte plusieurs indices et indicateurs financiers 
comme le DJIA, le volume de transactions, le VIX et l’or au sens des équations de 
Granger (Granger-cause
13
). Ceci signifie que l’ajout du SVI dans la prévision de ces 
variables est bénéfique. Rui (2015), a récemment trouvé une relation positive entre le 
SVI (utilisant le « ticker » comme terme de recherche) et le niveau de prix ainsi que la 
volatilité des titres du secteur des technologies, celle-ci étant plus accentuée lors de 
périodes de stabilité et d’expansion économique. Risteski & Davcev (2014) réussissent 
à améliorer des prévisions sur le niveau et la volatilité de l’indice CAC40 (marché 
boursier français) faites par un modèle EGARCH grâce au SVI. Le même type de 
résultat est obtenu par Smith (2012) avec un modèle GARCH sur le FOREX. Par 
ailleurs, une augmentation du ASVI de Da et al. (2011) de 1% a mené à une 
augmentation de 30 points de base pour des actions de l’indice Russel3000 dans les 
deux semaines suivantes, ainsi qu’à un revers complet de cette pression haussière un an 
                                               
12 Variables comparées : SVI, Daily Sentiment Index and Twitter Investor sentiment (Twitter), Investor 
Intelligence (sondages), nouvelles.  
13 Test statistique permettant de déterminer si l’ajout de X permet de mieux prévoir Y que les valeurs 
passées de Y seules. Il ne s’agit pas ici d’une véritable preuve de l’existence d’une relation cause à effet, 
mais plutôt d’une corrélation significative dans un seul sens. 
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plus tard. Le ASVI fut le seul de plusieurs indicateurs de sentiment à permettre ces 
résultats. 
VIX : « The Fear Index » 
Graphique 1 : Le VIX brut depuis 1990 
 
Le VIX fut dérivé du modèle Black-Schole-Merton (Jiang et Tian 2007) de son arrivé 
sur les marchés (1993
14
) jusqu’en 2003. Il est depuis calculé directement à partir de 
produits dérivés sur le S&P500 (le losange rouge du Graphique 1 indique la coupure). 
Whaley (2009)
 15
 résume le concept du VIX avec une comparaison: 
[…]it is forward-looking, measuring volatility that the investors expect to see. 
[…] Conceptually, VIX is like a bond’s yield to maturity. Yield to maturity is the 
discount rate that equates a bond’s price to the present value of its promised 
payments. As such, a bond’s yield is implied by its current price and represents 
                                               
14 L’indice fut développé en 1986 mais offert par le CBOE à partir de 1993 
15 Voir Whaley (2008) pour plus de détails sur les calculs impliqués dans la construction du VIX et du 
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the expected future return of the bond over its remaining life. In the same 
manner, VIX is implied by the current prices of S&P 500 index options and 
represents expected future market volatility over the next 30 calendar days. 
 
Cet indice permet donc aux investisseurs de juger des niveaux de volatilité sur les 
marchés directement à partir du niveau observé, et ce, de manière ponctuelle. Il est bon 
de préciser que cette étude se concentre bien sur le VIX et non le prix des produits 
dérivés dont le VIX est le sous-jacent.  
 
Qui utilise Google comme source d’information financière? 
Les résultats de Da et al. (2011) confirment les résultats de Barber & Odean (2008) 
voulant que les investisseurs individuels constituent la principale source des 
mouvements motivés par l’attention. En d’autres mots, ils utilisent réellement le moteur 
de recherche Google comme source d’information. Ils trouvent que les mouvements de 
marchés sur lesquels les investisseurs sont les moins sophistiqués ont de plus fortes 
corrélations avec les données Google Trends, pointant vers une dépendance accrue de 
l’outil en ligne pour ce type d’investisseur. Évidemment, plus les acteurs des marchés 
utiliseront Google, plus la fidélité des résultats du SVI sera accrue, et plus l’outil en 
deviendra puissant comme outil d’analyse. 
 
Périodicité 
Rui (2015) se base sur des données hebdomadaires de trois périodes économiques dans 
la dernière décennie. Il conclut que la relation entre le prix d’une compagnie du secteur 
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technologique et le SVI de son « ticker » s’est accentuée dans les dernières années, 
pointant vers une utilité grandissante de Google Trends comme outil financier. Il 
observe que les investisseurs ne sont probablement pas portés à attendre une semaine 
entière entre leur recherche d’informations et leurs transactions, un défaut 
potentiellement majeur des données hebdomadaires. Puisque la majorité des recherches 
similaires sont effectuées sur le SVI hebdomadaire et mensuel, la relation court terme 
reste peu explorée. Une granularité accentuée pourrait mettre en lumière cette 
caractéristique dans les habitudes des agents économiques. C’est pourquoi cette 
recherche se concentre sur les valeurs journalières du SVI et du VIX.  
 
Mao, Counts, & Bollen (2011) présentent malgré eux les limites de choix de période 
d’un utilisateur du SVI. En 2011, Google Trends n’offrait aucune option pour obtenir 
les données journalières, forçant les chercheurs à abdiquer ou à opter pour des variables 
de substitution. Ceux-ci incluent des indices de sentiment provenant de Twitter qui ne 
permettent pas le même type d’analyse. Google Trends permet dorénavant d’obtenir des 
données par tranches de 90 jours, ce qui reste une limite importante lorsqu’un chercheur 
désire étudier des effets à long terme sur une échelle journalière. Google offrira peut-
être un accès moins restreint dans un futur proche. D’ici là, une méthode pour étendre la 
série journalière disponible jusqu’à un peu plus de 12 ans est proposée16. 
                                               
16 Voir la section « Collecte des valeurs SVI » sous « Méthodologie ». 
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Méthodologie 
SVI de Google Trends 
Google Trends
17
 a été utilisé pour obtenir le SVI pour divers termes de recherche du 1
er
 
janvier 2010 jusqu’au 31 décembre 2016. Ces termes proviennent initialement d’une 
longue liste où chaque terme a été sélectionné et classifié par ordre de pertinence envers 
la finance selon la méthodologie de Preis, Moat et al. (2013). Pour se faire, ils calculent 
la fréquence d’occurrence du terme sélectionné dans l’édition en ligne du Financial 
Times sur 10 ans, normalisé par le SVI du même terme. Quinze de ces termes ont été 
retenus, soit une combinaison des plus liés à la finance et de ceux qui ont rapporté le 
plus de rendement lorsqu’à la base d’une stratégie de placement (afin de garder le 
nombre de combinaisons et de modèles possibles à des niveaux raisonnables). 
Voici les quinze termes qui deviendront des variables suite à leur utilisation dans 
Google Trends (en ordre décroissant de pertinence vis-à-vis de la finance)18: 
Debt, Stocks, Restaurant, Portfolio, Housing, Dow Jones, Revenue, Credit, 
Markets, Unemployment, Money, S&P500, Stocks to buy, Return, Marriage 
 
La raison pour laquelle la période de 7 ans entre Q1 2010 et Q4 2016 est choisie est 
bien représentée dans les deux figures suivantes :  
                                               
17 https://www.google.ca/trends/  
18 En français: Dette, Action, Restaurant, Portfolio, Immobilier, Dow Jones, Revenu, Crédit, Marché, 
Chômage, Argent, S&P500, Action à acheter, Rendement, Mariage 
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Graphique 3 : Taux de croissance du volume de recherche totale de 2002 à 2012 
 
                                               
19 http://www.internetlivestats.com/google-search-statistics/ 
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En effet, l’adoption en masse d’internet lors de la décennie 2000 à 2010 a causé une 
croissance énorme du niveau annuel de recherches sur Google. Cette croissance 
s’essouffle plus on s’approche de l’an 2010, se stabilisant de plus en plus vers un niveau 
de 10% par année. Suite à cela, l’écosystème composé d’internet et de Google devient 
absolument gigantesque, donc bien plus représentatif, bien plus stable.  
 
Google Trends offre ses données sur une base allant de l’annuel jusqu’à la minute, 
permettant d’analyser les impacts à court, à moyen et à long terme sur le VIX. Tel que 
mentionné ci-haut, seules les données journalières seront utilisées ici. Les données sur 




Des données en provenance des États-Unis seulement sont utilisées pour plusieurs 
raisons. D’abord, le VIX est basé sur le S&P500, un indice lui-même basé sur le marché 
américain. Il est sensé utiliser le SVI en provenance de ce pays, non seulement puisque 
la langue y est relativement uniforme (limite le double sens de certains termes de 
recherches dans différentes langues), mais aussi puisque Google y est l’engin de 
recherche de prédilection avec 65% des parts de marché en moyenne dans la dernière 
décennie
21
 (les plus proches compétiteurs étant Microsoft avec 20% et Yahoo avec 
13%). De plus, Preis, Moat, & Stanley (2013) trouvent que les données SVI des États-
Unis performent mieux que les données mondiales lorsque vient le temps de prévoir le 
                                               





marché états-unien dans le but d’établir des stratégies financières. Ils expliquent et 
confirment ceci en partie par le concept du « Home Bias » (French & Poterba, 1991), 
voulant que les investisseurs aient tendance à transiger davantage des produits 
financiers basés dans leur propre pays d’origine. Ainsi, les investisseurs américains 
chercheront de l’information et transigeront des actions en majorité américaines. C’est 
donc pourquoi le choix est fait de contraindre le SVI à ce niveau géographique. 
 
L’utilisation du SVI dans le modèle principal se présente sous la forme du lag de la 
différence de premier ordre, soit : (∆𝑆𝑉𝐼)𝑡−1. La différenciation sert à obtenir la 
stationnarité, éliminant la corrélation avec le temps.  
 
Collecte des valeurs SVI 
Une des raisons expliquant la présence d’un plus grand nombre de recherches utilisant 
le SVI hebdomadaire que journalier est la disponibilité limitée de ce dernier. 
Étrangement, l’échelle temporelle des données offertes par Google Trends dépend de la 
période choisie. Si la période est inférieure à trois mois, les données téléchargées seront 
journalières. Entre 3 mois et 3 ans, elles seront hebdomadaires, et au-delà de trois ans, 
mensuelles. C’est une caractéristique fâcheuse qui limite la liberté du chercheur. En 
d’autres mots, il est facile de télécharger une décennie entière de valeurs mensuelles, 
mais l’accès aux données journalières est  limité à des tranches de 90 jours.  
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Figure 4 : Le terme « debt » insérer dans l’outil Google Trends 
 
 
La question se pose alors : pourquoi ne pas simplement télécharger des tranches de 3 
mois une à la suite de l’autre? Ces données sont normalisées automatiquement par 
Google Trends sur une échelle de 0 à 100 par rapport à la valeur maximale de la période 
choisie. Ceci rend la réconciliation des diverses tranches de 90 jours impossible 
puisqu’elles ne sont pas comparables directement. En effet, similaire à la comparaison 
du 50
e
 percentile de différentes séries de données (les résultats à un examen de deux 
classes différentes, par exemple), il est impossible de retrouver les valeurs absolues des 
deux séries SVI si la valeur maximale de chaque série initiale n’est pas connue. Le 
procédé suivant permettra au chercheur d’étendre ses séries journalières, passant du 
maigre 90 jours à un minimum de 3 ans. Les données les plus anciennes datant de 2004, 
il serait possible d’obtenir plus de 12 ans de données. 
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Le procédé en question, utilisé pour obtenir l’échantillon de cette étude, débute par le 
choix d’une période de minimum trois ans (ici, de janvier 2010 à décembre 2016). En 
explorant l’onglet de périodicité pour choisir « Période personnalisée », il est possible 
d’obtenir une série mensuelle sur la période sélectionnée.  
 
Ensuite vient la collecte des données journalières par période d’un mois. Pour chaque 
mois de la série mensuelle, le chercheur devra obtenir le fichier « .csv » à échelle 
journalière du mois entier correspondant. Il s’agit d’une tâche excessivement répétitive 
et fastidieuse, même pour la période minimale de trois ans. L’auteur recommande 
fortement d’utiliser un langage de programmation (laissé à la discrétion du lecteur) pour 




Ayant en main toutes les données journalières par tranche d’un mois et la série de 
données mensuelles, chaque mois (en données journalières) devra être multiplié par la 
valeur du mois (en mensuel) correspondant. Ce dernier sera divisé par 100 pour obtenir 
un facteur en pourcentage. 
 
En chiffres réels, le Tableau 1 présente les 8 premiers jours du mois de janvier 2010 
pour le terme « Credit ». À la droite de ce tableau se retrouve le facteur mensuel du 
mois de janvier 2010 d’une valeur de 77. C’est ce facteur qui, divisé par 100, est 
appliqué à la série journalière du mois de janvier au complet. Donc, la série brute 
                                               
22 Python a été utilisé dans ce cas mais plusieurs autres permettront une collecte du genre 
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multipliée par 0.77 ou 77% permet d’obtenir la série ajustée. Pour le premier janvier, 67 
devient 67*0.77=51.59. Pour le quatre janvier, 100 devient 77. Le seul et unique 100 de 
la série ajustée sera obtenu lorsque le 100 de la série mensuelle de 2010 à 2016 sera 
multiplié au 100 du mois en valeurs journalières correspondant. 
Tableau 1 : Segment des données brut et transformées pour le SVI 
 


















Où d(m) est le nombre de jour selon le mois (i.e. janvier=31 et avril=30). Chaque mois 
est concaténé pour former la série de 7 ans en valeurs journalières ajustées.  
 
En image, le Graphique 4 ci-dessous présente le SVI brut apposé au SVI ajusté pour le 
terme anglais « Credit » sur 7 ans. Le SVI brut est composé de tranches d’un mois en 
Date SVI_Credit_Brut SVI_Credit_Ajusté Jan-10









données journalières, normalisées sur 100 pour chaque mois. C’est pourquoi il y aura 
énormément d’entrées au niveau de 100 (une par mois, soit le maximum de chaque 
mois). Comparativement, le SVI ajusté ne présente qu’une seule entrée au niveau de 
100 lorsque le mois et le jour de ce mois avaient chacun une valeur de 100 (100% 
multiplié par 100% donne 100%) soit le maximum sur les 7 années. 
  
Graphique 4 : Données SVI dans le temps, brut contre ajusté 
 
 
Maintenant, il est nécessaire de tester la stationnarité de ces séries à l’aide du test 
Dickey-Fuller avancé (ADF) pour éliminer les potentiels problèmes liés à une relation 
avec le temps
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. Sur les 15 termes Google Trends, aucun ne présente une p-value 
permettant de rejeter l’hypothèse nulle de ce test, excepté la série du terme 
« Unemployment » au seuil de 5%. Les 15 variables seront donc différenciés d’une 
période. 
                                               








03/11/2009 18/03/2011 30/07/2012 12/12/2013 26/04/2015 07/09/2016
SVI_Credit_Brut SVI_Credit_Ajusté
Comment [AS1]: J’ai essayé de 
représenter le concept visuellement avec 
quelques mois mais on ne comprend pas 
vraiment l’idée avec si peu de données.  
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Un tableau détaillant les statistiques de l’échantillon des 15 variables ajustées est laissé 
en l’annexe. 
 
Collecte du VIX 
Les valeurs de l’indice sont obtenues à partir du site du Chicago Board Options 
Exchange (CBOE)  sur la période d’intérêt de 7 ans. Parmi les multiples versions du 
VIX offertes, le niveau de fermeture a été choisi. Les fins de semaine et jours fériés 
manquent à la série, mais ces trous sont remplis au moyen d’une interpolation linéaire 
sur les valeurs bornant les données manquantes.  
 
Sur la portion gauche du Tableau 2 est présenté un segment de la série VIX d’origine. 
Les 1, 2, 3, 9 et 10 janvier étaient des jours de fin de semaine (ou fériés) et sont donc 
manquants. La section de droite du tableau présente la nouvelle série additionnée des 
données interpolées linéairement, ces dernières étant surlignées. 
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Tableau 2 : Transformation du VIX brut au VIX ajusté 
 
Particularités du VIX 
Le VIX possède quelques particularités. D’abord, il n’est pas normalement distribué. 
Les dernières décennies tracent le portrait d’un cycle économique généralement stable 
sur une longue période, mais qui se termine par une courte période de volatilité parfois 
assez extrême. Ce cycle détermine la forme inclinée des courbes de densité : les 
mouvements en pourcentage du S&P500 sont, la plupart du temps, à un niveau positif 
relativement élevé et avec une volatilité faible (VIX bas), jusqu’à ce que vienne la crise, 
période de grande instabilité et de mouvements à la baisse (VIX élevé).  
 
Ainsi, le VIX hérite directement de la distribution du S&P500 où la tendance centrale 
du S&P500 représente la stabilité (beaucoup de petits mouvements) (Graphique 5). 
C’est pourquoi sa distribution est inclinée vers la droite, le VIX est habituellement bas. 
Date Origine VIX Close Date + VIX Close VIX_LN D_VIX_LN
12/31/2009 21.68 2010-01-01 21.27 3.057298
1/4/2010 20.04 2010-01-02 20.86 3.037833 -0.01946
1/5/2010 19.35 2010-01-03 20.45 3.017983 -0.01985
1/6/2010 19.16 2010-01-04 20.04 2.99773 -0.02025
1/7/2010 19.06 2010-01-05 19.35 2.962692 -0.03504
1/8/2010 18.13 2010-01-06 19.16 2.952825 -0.00987
1/11/2010 17.55 2010-01-07 19.06 2.947592 -0.00523
1/12/2010 18.25 2010-01-08 18.13 2.897568 -0.05002
2010-01-09 17.93667 2.886847 -0.01072
2010-01-10 17.74333 2.87601 -0.01084
2010-01-11 17.55 2.865054 -0.01096
2010-01-12 18.25 2.904165 0.039111
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Graphique 5 : Comparaison des densités du VIX contre le S&P500 
  
Ahoniemi (2008) discute en détail des propriétés du VIX et note qu’il s’agit d’une série 
très persistante présentant de fortes autocorrélations au niveau journalier (voir 
Graphique 6).  
 
Il propose d’abord de prendre le logarithme du VIX en raison de l’asymétrie de la 
distribution du VIX. De cette façon, la variable  Δ ln(VIX)  sera normalement distribuée 
sous l’hypothèse que le VIX est log-normal. Ensuite, il est nécessaire de différencier la 
série obtenue de manière à obtenir la stationnarité (voir Graphique 7 : Test 
d’autocorrélation SAC-SPAC pour  Δ(ln(VIX)). Les SAC-SPAC ne présentant aucun 
pic significatif, la série serait stationnaire.  
 
Pour en être sûr, le test « Augmented Dickey Fuller » (ADF) permettant de détecter les 
racines unitaires des séries temporelles est utilisé (voir Tableau 3). L’absence de racine 
unitaire signifie que la série est stationnaire. La p-value de 0.443 pour le log naturel du 
VIX signifie qu’on ne peut rejeter l’hypothèse de la présence d’une racine unitaire. 
Ainsi, la différenciation est nécessaire et permet de réduire la p-value du test à une 
Densité du VIX 
absolue (2015) 
Densité des rendements 
du S&P500 (2015) 
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valeur virtuellement nulle, la série est maintenant stationnaire. Il est alors possible de 
travailler avec cette variable transformée, soit la différence du log naturel du VIX : 
Δln(VIX). 
  
Graphique 6 : Test d’autocorrélation SAC-SPAC pour  ln(VIX) 
 





Tableau 3 : Test Augmented Dickey Fuller pour détection de racine unitaire 
 
ADF_VIX ADF_VIX_LN ADF_D_VIX_LN 
Test Statistic -1.256 -0.628 -13.116 
p-value 0.193 0.443 0.000 
#Lags Used 16 22 21 
Number of 
Observations Used 2539 2533 2534 
Critical Value (5%) -1.941 -1.941 -1.941 
Critical Value (10%) -1.617 -1.617 -1.617 
Critical Value (1%) -2.567 -2.567 -2.567 
 
En terminant, voici un résumé de l’échantillon final utilisé dans les modèles  
Tableau 4 : Sommaire du VIX de janvier 2010 à décembre 2016 
 
ln(VIX) Δ(ln(VIX)) 
Minimum 2.33 -0.314 
Maximum 3.87 0.4 
Moyenne 2.84 -0.00017 
Écart-Type 0.28 0.0569 
25ième Percentile 2.62 -0.025 
Médiane 2.79 0 
75ième Percentile 2.99 0.021 
95ième Percentile 3.44 0.093 
Nb Obs. 2557 2556 
 
Contexte historique 
Cette section sert à mettre l’étude en perspective. La période étudiée est de Q1 2010 à 
Q4 2016, caractérisée jusqu’en 2012 par une lente sortie de la crise économique de 
2008-2009 et une croissance assez stable jusqu’à la fin de Q2 2015. Un ralentissement 
économique peut être observé à partir de Q3 2015. La ligne rouge de la Figure 5 
représente le VIX, la ligne bleue le S&P500. La corrélation inverse entre le S&P500 et 
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le VIX est claire : Les moments de grande volatilité correspondent à des baisses du prix 
des compagnies composant l’indice boursier du marché américain.  
Figure 5 : S&P500 apposé au VIX de Q1 2010 à Q4 2016 en % du niveau de 2010 
 
  
De pair avec la figure précédente, le taux d’intérêt de la Réserve Fédérale américaine 
(Figure 6) permet de comprendre le type de climat économique de la dernière décennie. 
C’est en effet une période particulière étant donné la longue période de 7 ans où le taux 
inférieur à 0.5% est le plus bas taux jamais observé. La reprise économique fut lente, 
mais relativement stable. Il faudra attendre jusqu’à 2016 pour voir le taux débuter son 
ascension graduelle jusqu’à 1%.  
 
Il est important de noter qu’aucune crise majeure n’est présente sur la période, menant 
possiblement vers un certain manque de représentation des événements catastrophiques 
caractérisant les marchés boursiers. Les deux pics de 2010 et 2011 sont relativement 
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élevés, mais avec un VIX d’environ 45 à leurs plus haut, ils ne sont pas comparables au 
niveau de 80 observés lors de la crise de 2008. Bref, les résultats présentés plus bas 
pourraient ne pas être représentatifs lors de crises majeures. 
  
Figure 6 : Taux d’intérêt de la Réserve Fédérale américaine de Q1 2007 à Q1 2017 
 
 
Choix des modèles 
Choi & Varian (2012) ont effectué plusieurs tests utilisant les données Google Trends 
pour tenter de prévoir une gamme d’indicateurs économiques variés et ont conclu que 
les modèles autorégressifs (AR) utilisant les données SVI performent mieux que ceux 
qui ne les utilisent pas (prévisions jusqu’à 18% plus précises). Ils suggèrent ainsi la 
méthode suivante pour un chercheur utilisant le SVI:  
 
Spécifier le modèle le plus approprié pour la série à prévoir en temps 
normal et y incorporer les données SVI.  
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Giot & Laurent (2007) trouvent que les modèles plus complexes utilisant des « jump 
and continuous components of historical volatility » n’apportent pas d’avantages 
majeurs comparativement à des modèles plus simples de type autorégressifs utilisant le 
VIX.  Dans une étude similaire à la présente, Mao, Counts, & Bollen (2011) ont fait 
usage d’un simple modèle AR pour prévoir le VIX hebdomadaire et l’ont amélioré (sur 
la base du MAPE) en utilisant des données Google Trends de 2008 à 2011
24
. Par 
ailleurs, Ahoniemi (2008) trouve qu’un ARIMA (1,1,1) – GARCH (1,1) réplique le 
VIX et permet de prévoir la direction (le signe) de ses changements 58.4% du temps.   
 
À la lumière de ce consensus, un modèle de type ARIMA additionné de la série d’un 
terme SVI par modèle (ARIMAX) est choisi pour tester l’hypothèse principale sur les 
15 modèles. Ceci étant dit, Ahoniemi (2008)  trouve que le VIX est en moyenne à son 
niveau le plus élevé de la semaine le lundi et diminue chaque jour pour atteindre son 
niveau le plus bas le vendredi. Cette saisonnalité hebdomadaire de la volatilité 
impliquée fut, entre autres, répertoriée par Harvey & Whaley (1991). Pour représenter 
cette caractéristique dans son modèle, Ahoniemi (2008) ajoute une variable 
dichotomique prenant une valeur de 1 si le jour de la semaine correspond au lundi ou au 
vendredi, 0 autrement. Cette variable sera utilisée de la même façon dans le modèle 
principal. Advenant la présence de pics saisonniers dans les SAC et SPAC des résidus, 
un modèle SARIMAX (seasonal ARIMA) tentera de remédier au problème. 
                                               




Finalement, dans le but de comparer l’utilité des modèles ARIMAX et SARIMAX à 
celle de méthodes plus simples, les modèles suivants seront aussi développés :  
 Modèle naïf ( 𝑉𝐼𝑋𝑡 =  𝑉𝐼𝑋𝑡−1 ) 
 Modèle de simple moyenne mobile (MA2 et MA3) 
 Modèle ARIMA sans SVI 
 Modèle SARIMA sans SVI 
Des ajustements seront faits en fin de compte suivant la potentielle présence 
d’irrégularités dans l’analyse des résidus finaux. Celle-ci suivra les étapes suivantes : 
 SAC-SPAC 
 Tests de normalité et autocorrélation : Shapiro-Wilk, Kolmogorov-Smirnov, 
Lilliefors, Jarque-Bera, Ljung-Box 
 Analyse graphique des résidus par rapport au temps et au VIX. 
Détail des modèles de contrôles  
Modèle naïf (où 𝒆𝒕 est l’erreur du modèle au temps t)
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:  
Equation 1 : 
 ∆𝒍𝒏(𝑽𝑰𝑿𝒕+𝟏) = ∆𝒍𝒏(𝑽𝑰𝑿𝒕) + 𝒆𝒕 
Modèle MA2 et MA3 où 𝜽 est le coefficient de moyenne mobile MA : 
Equation 2 : 
 ∆𝒍𝒏(𝑽𝑰𝑿𝒕) = 𝒄 + 𝜽𝟏(𝒆𝒕−𝟏) +  𝜽𝟐(𝒆𝒕−𝟐) + 𝒆𝒕 
Equation 3 : 
                                               
25 Ceci reste valable pour les autres équations. Il en est de même pour les symboles des autres 
coefficients. 
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 ∆𝒍𝒏(𝑽𝑰𝑿𝒕) = 𝒄 − 𝜽𝟏(𝒆𝒕−𝟏) −  𝜽𝟐(𝒆𝒕−𝟐) − 𝜽𝟑(𝒆𝒕−𝟑) + 𝒆𝒕 
Modèle ARIMA(101) et ARIMA(111) où β est le coefficient autorégressif:  
Equation 4 : 
 𝒍𝒏(𝑽𝑰𝑿𝒕) = 𝒄 + 𝜽(𝒆𝒕−𝟏) +  𝜷(𝒍𝒏(𝑽𝑰𝑿𝒕−𝟏)) + 𝒆𝒕 
Equation 5 : 
 𝒍𝒏(𝑽𝑰𝑿𝒕) −  𝒍𝒏(𝑽𝑰𝑿𝒕−𝟏) = 𝒄 + 𝜽(𝒆𝒕−𝟏) +  𝜷(𝒍𝒏(𝑽𝑰𝑿𝒕−𝟏) − 𝒍𝒏(𝑽𝑰𝑿𝒕−𝟐)) + 𝒆𝒕 
Détail du modèle principal 
La méthodologie Box-Jenkins est appliquée à la série journalière du VIX. Les 
spécifications du modèle principal pour la prévision du VIX sont établies : un 
SARIMAX(1,1,1)-S(1,0,0). Ce modèle ARIMA avec composante saisonnière sera 
dupliqué à 15 reprises. Une fois pour chacune des 15 variables SVI, de manière à 
obtenir la formule suivante :  
Equation 6 : 
𝜟𝒍𝒏(𝑽𝑰𝑿)𝒕 =  𝜷 (∆𝒍𝒏(𝑽𝑰𝑿)𝒕−𝟏) − 𝜽(𝒆𝒕−𝟏) + 𝜶((𝒍𝒏(𝑽𝑰𝑿𝒕) − 𝒍𝒏 (𝑽𝑰𝑿𝒕−𝟕))𝒕−𝟕)
+  𝝋(∆𝑺𝑽𝑰𝒕−𝟏) + 𝑫𝒌 + 𝒆𝒕 
Avec : 
β = coefficient autorégressif de premier ordre 
θ = coefficient de moyenne mobile de premier ordre 
α = coefficient autorégressif saisonnier (cycle de 7 jours) 
φ = coefficient de la variable SVI sélectionné pour le modèle (allant de 1 à 15) 
Dk = coefficient de la variable binaire représentant la semaine (0) et la fin de 
semaine (1) 
et = résidu 
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Un modèle similaire sans composante saisonnière est aussi effectué, soit le 
ARIMAX(1,1,1) avec SVI : 
Equation 7 : 
𝒍𝒏(𝑽𝑰𝑿𝒕) −  𝒍𝒏(𝑽𝑰𝑿𝒕−𝟏)
= 𝒄 − 𝜽(𝒆𝒕−𝟏) +  𝜷(𝒍𝒏(𝑽𝑰𝑿𝒕−𝟏) − 𝒍𝒏(𝑽𝑰𝑿𝒕−𝟐)) + 𝝋(𝜟𝑺𝑽𝑰𝒕−𝟏) + 𝒆𝒕 
 
Prévisions 
Les 20 derniers jours de la base de données sont réservés comme période de test pour 
les modèles (soient les données du 12 au 31 décembre 2016). Le reste des données 
permettront d’en spécifier leurs paramètres. Chaque modèle sera utilisé pour effectuer 
20 prévisions d’une journée dans le futur. À la façon d’un « rolling forecast », chaque 
prévision se sert de toutes les données précédentes, y compris celle prévue à la dernière 
itération. Le MSE, RMSE, MAE et MAPE jugeront de la précision et de la performance 
de chaque modèle. Il sera ainsi possible de comparer les 15 modèles principaux  
(chacun utilisant un terme différent) entre eux et par rapport aux modèles simplifiés.  
Résultats 
Le modèle ARIMA(1,1,1) est si performant qu’il est difficile d’en minimiser les résidus 
d’avantage. L’addition des données SVI ne permet donc pas d’améliorer les prévisions 
du VIX. Cependant, les modèles l’utilisant offrent des résultats similaires au  modèle 
optimal. Les sections suivantes traitent de ces résultats. 
 
Comment [AS2]: J’ai mis les tableaux 
de résumés statistique des variables à la fin 
des sections respectives de chacune 
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Modèles simples 
Le Tableau 5 présente le MSE (mean squared error), le RMSE (root mean squared 
error), le MAE (mean absolute error) et le MAPE (mean absolute percentage error)
26
. 
Ces quatre indicateurs offrent une perspective sur l’ampleur des résidus des prévisions. 
Naturellement, lorsqu’un seul indicateur pour un modèle est plus bas que celui d’un 
autre modèle, les trois autres indicateurs présenteront la même conclusion étant donnée 
la similarité des quatre équations. Ainsi, les modèles seront comparés avec le RMSE, 
mais les conclusions tiennent en utilisant les autres indicateurs.  
  
Les modèles les plus simples (naïf, MA1, MA2) offrent des prévisions étonnamment  
convenables, mais les modèles de type ARIMA sont nettement plus performant. 
 
Tableau 5 : Statistiques d’erreurs de prévision pour modèles sans SVI 
 
Model Naïf MA_1 MA_2 ARIMA101 ARIMA111 SARIMA111-100 
MSE 0.001179 0.001168 0.001179 0.000056 0.000001 0.000003 
RMSE 0.034336 0.034177 0.034341 0.007482 0.001086 0.001735 
MAE 0.028640 0.028467 0.028646 0.007349 0.000865 0.001567 
MAPE 1.232254 1.224796 1.232502 0.002931 0.000345 0.000625 
 
Ces premiers obtiennent un RMSE de 0.0342 en moyenne. Le plus simple modèle 
ARIMA(1,0,1) permet cependant de diminuer le RMSE à 0.0075 . Avec différenciation, 
le ARIMA(1,1,1) réduit cette mesure à 0.0011. 
                                               
26 En français, MSE devient Erreur moyenne au carré, RMSE devient Racine carré de la moyenne de 
l’erreur au carré, MAE devient Erreur moyenne absolue et MAPE devient Erreur moyenne absolue en 
pourcentage 
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Graphique 8 : Prévisions pour le modèle MA(1) 
 
Graphique 9 : Prévisions pour le modèle ARIMA(1,1,1) 
 
En observant le SAC-SPAC des résidus du modèle ARIMA(1,1,1) au Graphique 10, il 
semble évident que l’addition d’une composante saisonnière permettrait d’éliminer le 
cycle hebdomadaire observé dans les pics. 
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Graphique 10 : SAC-SPAC pour ARIMA 
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Bien que l’hypothèse précédente s’avère correcte (les pics saisonniers des SAC-SPACS 
disparaissent), les prévisions provenant du nouveau modèle saisonnier SARIMA(1,1,1)-
S(1,0,0) n’en sont toutefois pas améliorées. Le RMSE du SARIMA est presque 70% 
plus élevé que celui du modèle ARIMA(1,1,1) avec 0.0017 contre 0.0011. Cela peut 
sembler extrême, mais avec des valeurs aussi basses, la différence n’est pas si grande.   
 
Graphique 11 : Prévisions pour SARIMA 
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Graphique 12 : SAC-SPAC pour SARIMA 
 
Ces deux derniers modèles présentent donc une capacité exemplaire à réduire les erreurs 
de prévision, si bien qu’il en serait difficile d’obtenir des résultats plus puissants, avec 
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ou sans variables exogènes.  En d’autres mots, il serait surprenant d’observer une 
différence majeure avec l’addition du SVI. Ceci est particulièrement apparent en 
observant les graphiques des prévisions ci-haut pour le Graphique 9 : Prévisions pour le 
modèle ARIMA(1,1,1) et le Graphique 11 où la ligne de prévision est pratiquement 
superposée à la ligne du VIX. 
 
Modèles avec variables exogènes 
En commençant par les 15 modèles ARIMAX(1,1,1) (un modèle par terme), les 
résultats sont assez similaires à ceux du ARIMA(1,1,1). Aucun parmi les 15 modèles 
n’arrive à faire mieux que le RMSE de 0.0003 du ARIMA(1,1,1), le plus près étant le 
modèle ARIMAX(1,1,1) avec le terme « Markets » (RMSE = 0.0004) présenté au 
Graphique 13. De plus, les SAC-SPAC des résidus des 15 modèles ARIMAX 
présentent toujours le même problème de pics saisonniers rencontré avec le modèle 
ARIMA simple. Les modèles avec Google Trends offrent tous des prévisions très 
similaires,  c’est pourquoi seul le plus performant d’entre eux est gardé pour 




                                               
27 Voir l’annexe pour les autres modèles 
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Tableau 6 : Résumé du modèle ARIMAX - Markets 
============================================================================== 
Dep. Variable:               D.VIX_LN   No. Observations:                 2553 
Model:                 ARIMA(1, 1, 1)   Log Likelihood                3698.316 
Method:                       css-mle   S.D. of innovations              0.057 
Date:                Fri, 20 Jan 2017   AIC                          -7384.631 
Time:                        16:31:20   BIC                          -7349.561 
Sample:                    01-05-2010   HQIC                         -7371.913 
                         - 12-31-2016                                          
================================================================================== 
                     coef    std err          z      P>|z|      [0.025      0.975] 
---------------------------------------------------------------------------------- 
const              0.0018      0.002      0.833      0.405      -0.002       0.006 
GT_markets        -0.0001      0.000     -0.657      0.511      -0.000       0.000 
Dummy             -0.0027      0.003     -1.080      0.280      -0.008       0.002 
ar.L1.D.VIX_LN     0.1792      0.291      0.615      0.538      -0.392       0.750 
ma.L1.D.VIX_LN    -0.1434      0.292     -0.490      0.624      -0.717       0.430 
=============================================================================  
Le Tableau 6 offre les détails du modèle, mais tel que mentionné plus tôt, la qualité des 
coefficients et leurs p-values ne devraient pas être priorisée dans ce type d’analyse. 
 












MSE 0.000016 0.000004 0.000025 0.000004 0.000002 
RMSE 0.0040 0.0019 0.0050 0.0021 0.0013 
MAE 0.0035 0.0016 0.0042 0.0016 0.0011 
MAPE 0.0014 0.0006 0.0017 0.0006 0.0004 
 
     
ARIMAX(1,1,1) marriage money portfolio restaurant return 
MSE 0.000002 0.000002 0.000003 0.000004 0.000007 
RMSE 0.0014 0.0015 0.0017 0.0019 0.0026 
MAE 0.0012 0.0013 0.0013 0.0016 0.0022 
MAPE 0.0005 0.0005 0.0005 0.0006 0.0009 
 
     




MSE 0.000005 0.000004 0.000006 0.000002 0.000002 
RMSE 0.0022 0.0019 0.0024 0.0016 0.0014 
MAE 0.0018 0.0016 0.0021 0.0012 0.0012 




Graphique 14 : SAC-SPAC pour ARIMAX avec terme « Markets » 
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L’utilisation de la version saisonnière de ce modèle permet encore une fois de régler le 
problème pour les 15 modèles avec Google Trends 
Graphique 15 : SAC-SPAC pour SARIMAX avec terme « Money » 
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Graphique 16 : Prévisions SARIMAX pour le terme « Money » 
 
Certes, les prévisions des SARIMAX restent tout à fait convenables, mais les RMSE 
des 15 modèles (Tableau 9) ne sont toujours pas plus bas que le simple modèle 
ARIMA(1,1,1). Les plus près sont les SARIMAX utilisant les termes « Marriage » et 
« Money » avec 0.0018. Ainsi, le modèle saisonnier avec données Google Trends 
n’apporte aucun avantage. N’oubliant pas la présence de la variable indiquant l’effet du 
jour de la semaine, le coefficient est non-significatif, autant pour le ARIMAX-Markets 
(Tableau 8) que pour le SARIMAX-Money. Le coefficient du terme AR saisonnier est 
significatif à un seuil de 0.01 et semble représenté entièrement la composante 
saisonnière, surtout en observant le coefficient de la variable dichotomique de 
pratiquement 0 avec une p-value de 0.978. Sa similarité au modèle ARIMA(1,1,1) et la 




Tableau 8 : Résumé du modèle SARIMAX - Money 
========================================================================================= 
Dep. Variable:                            VIX_LN   No. Observations:                 2554 
Model:             SARIMAX(1, 1, 1)x(1, 0, 0, 7)   Log Likelihood                3701.521 
Date:                           Fri, 20 Jan 2017   AIC                          -7391.042 
Time:                                   16:39:29   BIC                          -7355.969 
Sample:                               01-04-2010   HQIC                         -7378.323 
                                    - 12-31-2016                                          
Covariance Type:                             opg                                          
============================================================================== 
                 coef    std err          z      P>|z|      [0.025      0.975] 
------------------------------------------------------------------------------ 
GT_money       0.0003      0.000      1.386      0.166      -0.000       0.001 
Dummy       4.401e-05      0.002      0.028      0.978      -0.003       0.003 
ar.L1          0.2778      0.441      0.630      0.528      -0.586       1.141 
ma.L1         -0.2483      0.444     -0.560      0.576      -1.118       0.621 
ar.S.L7       -0.0499      0.015     -3.268      0.001      -0.080      -0.020 
sigma2         0.0032   4.65e-05     69.362      0.000       0.003       0.003 
=================================================================================== 
Ljung-Box (Q):                       71.58   Jarque-Bera (JB):              3984.54 
Prob(Q):                              0.00   Prob(JB):                         0.00 
Heteroskedasticity (H):               1.18   Skew:                             0.70 














MSE 0.000004 0.000004 0.000004 0.000004 0.000004 
RMSE 0.0019 0.0019 0.0019 0.0019 0.0019 
MAE 0.0017 0.0017 0.0017 0.0017 0.0017 
MAPE 0.0007 0.0007 0.0007 0.0007 0.0007 
 
     
SARIMAX(1,1,1)-
S(1,0,0) 
marriage money portfolio restaurant return 
MSE 0.000003 0.000003 0.000004 0.000004 0.000003 
RMSE 0.0018 0.0018 0.0019 0.0019 0.0019 
MAE 0.0016 0.0016 0.0017 0.0017 0.0017 
MAPE 0.0006 0.0006 0.0007 0.0007 0.0007 
 








MSE 0.000003 0.000004 0.000004 0.000004 0.000004 
RMSE 0.0019 0.0019 0.0019 0.0019 0.0019 
MAE 0.0017 0.0017 0.0017 0.0017 0.0017 
MAPE 0.0007 0.0007 0.0007 0.0007 0.0007 
 
En se tournant vers l’analyse graphique des résidus, les modèles optimaux 
ARIMA(1,1,1) et le meilleur SARIMAX (celui utilisant le terme « Money ») sont 
comparés. Bien que le ARIMA(1,1,1) souffre d’autocorrélation saisonnière au niveau 
hebdomadaire (voir Graphique 10), il semble évident que les deux modèles ont des 
résidus normalement distribués et ne présentent pas de relation particulière avec le 
temps ou le VIX lui-même.  




Graphique 18 : Densité croisée des résidus du ARIMA(1,1,1) contre D_ln(VIX) 
 
Graphique 19 : Résidus du SARIMAX(Money) dans le temps 
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Graphique 20 : Densité croisée entre D_ln(VIX) et les résidus du SARIMAX_Money 
 
Le seul élément problématique est un léger cas d’hétéroscédasticité, problème pouvant 
être réglé avec un modèle prenant en compte ce type de changement de variance tel un 
ARFIMA ou un TGARCH. En retournant à la Figure 5 présentant le VIX historique, il 
ne fait aucun doute que les périodes de grands mouvements du VIX ne sont pas 
modélisées proprement.   
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Tableau 10 : Statistiques de normalité et d’autocorrélation pour les résidus des 
modèles ARIMA(111) et SARIMAX-Money 
 
resid_ARIMA111 resid_d_SARIMAX_GT_money 
Shapiro-Wilk Stat 0.91 0.50 
Shapiro-Wilk P-
Value 0 0 
Kolmogorov-
Smirnov Stat 0.12 0.18 
Kolmogorov-
Smirnov P-Value 0 0 
Lilliefors Stat 0.12 0.18 
Lilliefors P-Value 0 0 
Jarque-Bera Stat 4066.22 51498256.20 
Jarque-Bera P-
Value 0 0 
Jarque-Bera 
Skew 0.70 19.26 
Jarque-Bera 
Kurtosis 9.02 697.58 
Ljung-Box L.0 0.97 0.79 
Ljung-Box L.1 0.92 0.97 
Ljung-Box L.2 0.95 0.98 
Ljung-Box L.3 0.10 0.50 
Ljung-Box L.4 0.0006 0.2329 
Ljung-Box L.5 0.0011 0.3027 
Ljung-Box L.6 0.0002 0.4082 
Ljung-Box L.7 0.0001 0.4869 
Ljung-Box L.8 0.0002 0.5744 
Ljung-Box L.9 0.0004 0.6673 
 
Le Tableau 10 présente une multitude de tests sur les résidus des deux modèles 
principaux. Les tests Shapiro-Wilk, Kolmogorov-Smirnov, Lilliefors et Jarque-Bera 
sont unanimes : les résidus des deux modèles ne suivent pas une distribution normale 
conventionnelle. Les graphiques de densités jointes entre les résidus et le VIX 
(Graphique 18 et Graphique 20) démontrent clairement une loi qui s’apparente à la loi 
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normale, mais avec un kurtose et une inclinaison (skew) différents. Par ailleurs, le test 
Ljung-Box confirme le problème d’autocorrélations saisonnières présenté dans le SAC-
SPAC du ARIMA(1,1,1) (voir le Graphique 9). Les valeurs basses à partir du quatrième 
lag du test signifient la présence d’autocorrélation. Puisque le SARIMAX n’a pas ce 
problème, toutes ses valeurs de Ljung-Box sont très élevées : il n’y a plus 
d’autocorrélation même pour les lags éloignés.  
Conclusion 
En accord avec les résultats de A Degiannakis (2015), il semblerait que l’indice VIX 
fournissent une majorité de l’information nécessaire à sa propre prévision d’une journée 
dans le futur. L’addition du SVI n’améliore pas la prévision du VIX. Cette conclusion 
s’aligne avec les présents résultats montrant qu’un ARIMA(1,1,1) offre d’excellentes 
prévisions, le RMSE de ce modèle étant quasi-nulle. L’addition du SVI aux modèles 
nuit marginalement aux prévisions, mais amène tout de même une amélioration aux 
modèles naïf, MA1 et MA2.  
Répéter l’expérience à très court terme (heures ou minutes) pourrait mettre en lumière le 
facteur instantané du SVI. Les données par minute sont disponibles, mais pour de très 
courte périodes précédant le moment d’utilisation de l’outil. Ceci permettrait de savoir 
si le VIX reste l’ultime variable pour prévoir le VIX, ou si des variables exogènes 
permettraient d’améliorer sa prévision. Google Trends permet aussi de parcourir les 
termes les plus populaires de chaque année selon multiples sujets généraux. Cet outil 
pourrait mener vers une sélection de termes plus appropriés.  
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Nb Obs. 2557 2557 2557 2557 2557 2557 2557 2557 2557 2557 2557 2557 2557 2557 2557
Sommaire des variables Google Trends ajustées









Test Statistic -1.26 -0.63 -13.12 -0.15 -1.23 -1.21 -0.80 -0.83 -1.11
p-value 0.19 0.44 0.00 0.63 0.20 0.21 0.37 0.36 0.24
#Lags Used 16.00 22.00 21.00 27.00 27.00 27.00 27.00 27.00 27.00
Number of 
Observations 



















Test Statistic -0.29 -0.87 -0.55 -0.43 -1.50 0.83 -0.81 -0.85 -2.16
p-value 0.58 0.34 0.48 0.52 0.13 0.89 0.37 0.35 0.03




2529.00 2528.00 2528.00 2529.00 2528.00 2528.00 2528.00 2528.00 2528.00
Tests Advanced Dickey-Fuller pour le VIX et les séries Google Trends
A3 
A4 
A5 
A6 
A7 
A8 
A9 
A10 
A11 
A12 
A13 
A14 
A15 
A16 
A17 
A18 
A19 
A20 
 
A21 
 
  
A22 
 
  
A23 
 
  
A24 
 
  
A25 
 
  
A26 
 
  
A27 
 
  
A28 
 
  
A29 
 
  
A30 
 
  
A31 
 
  
A32 
 
  
A33 
 
  
A34 
 
  
A35 
 
  
A36 
 
  
A37 
 
  
A38 
 
  
A39 
 
  
A40 
 
  
A41 
 
  
A42 
 
  
A43 
 
  
A44 
 
  
A45 
 
  
A46 
 
  
A47 
 
  
A48 
 
  
A49 
 
  
A50 
 
  
A51 
A52 
A53 
A54 
A55 
A56 
A57 
A58 
A59 
A60 
A61 
A62 
A63 
A64 
A65 
A66 
A67 
 
