Abstmet-We consider the problem of link scheduling in a sensor network employing a TDMA MAC protocol. Our link scheduling algorithm involves two phases. In the first phase, we assign a color to each edge in the network such that no two edges incident on the same node are assigned the same color. We propose a distributed edge coloring algorithm that needs at most (d+l) The main challenge in adopting a TDMA MAC protocol for sensor networks is in allocating timeslots for each pair of neighboring nodes, This problem is referred to as link scheduling [6], [21]. To avoid collisions. a feasible timeslot allocation should be such that exactly one of the neighbors of a receiving node should transmit in a timeslot; the other neighbors might receive during the timeslot. A naive approach for a feasible timeslot allocation is to assign a unique timeslot to each pair of neighbors in the network. Although this eliminates the possibility of collisions, the large number of timeslots required increases the latency of communication.
I. INTRODUCT~ON
We consider a sensor network consisting of a large number of sratic sensor nodes deployed on-the-fly for unattended operation [a] , [lo] . These networks are employed for critical applications like surveillance and remote monitoring [19] .
Each sensor node is expected to independently monitor its surrounding environment and detect occurrences of events of interest. On detecting an event. a node attempts to quickly report it to a base station associated with the sensor network.
As each node is powered by limited battery-supplied energy it may not be feasible to transmit the data directly to a base station. Thus, sensor nodes are required to form a multi-hop wireless network to communicate with a base station in a timely and energy-efficient fashion. A Medium Access Control (MAC) protocol is needed to forward data along each link of such a multi-hop wireless network. .
In general, contention-based MAC protocols like LEEE 802.11 [16] may require multiple retransmissions of packets due to collisions. As each retransmission drains energy from the nodes, such protocols are not suitable for energyconstrained sensor nodes. Moreover, such schemes may result in non-deterministic per hop delay. Time Division Multiple Access (TDMA) MAC protocols (see, e.g. [5j) eliminate collisions, guarantee fairness and provide bounds on per-hop latency. To conserve energy, a node employing a TDMA MAC protocol can switch off its transceiver when it is neither transmitting nor receiving. We therefore believe that TDMA is a suitable MAC protocol for sensor networks. In a TDMA MAC protocol, time is split into equal intervals referred to as tirneframes. Each timeframe is further divided into slots of equal length referred to as timeslors. For facilitating two-way communication. at least two timeslots must be allocated for every pair of neighboring nodes.
The main challenge in adopting a TDMA MAC protocol for sensor networks is in allocating timeslots for each pair of neighboring nodes, This problem is referred to as link scheduling [6] , [21] . To avoid collisions. a feasible timeslot allocation should be such that exactly one of the neighbors of a receiving node should transmit in a timeslot; the other neighbors might receive during the timeslot. A naive approach for a feasible timeslot allocation is to assign a unique timeslot to each pair of neighbors in the network. Although this eliminates the possibility of collisions, the large number of timeslots required increases the latency of communication.
We therefore require a feasible fimeslor allocation tAat 14ses a minitrial number of titneslots.
A. fitneslot Assigntnent as an Edge Coloring Problem:
The timeslot assignment problem is closely relaled to the edge coloring problem for a graph. In a valid edge coloring, no two edges incident on tile same node are assigned the same colas. Vizing's theorem [7] states that a valid edge coloring for a graph can be obrained by using at most ( a -t l ) colors, where 6 is the maximum degree of a node in the graph. Given a valid edge coloring of the graph that represents the sensor network, a timeslot assignment for the sensor nodes can be obtained by mapping each timeslot to a color. However, such a TDMA schedule suffers from the hidden tenninal probIetn [24] . To illustrate this, consider the topology shown in Figure l(a) . Here, edges (1, 4) and (2, 3 ) are assigned color 1 and edges (1, 2) and ( 3 , 4) are assigned color 2. Let the directions of transmission in timeslot 1, corresponding to color 1, be as shown in Figure l(rl) . The reception at nodes 2 and 4 wilt be garbled due to collision of transmissions from nodes 1 and 3, respectively. As a result, both the receivers (Le., nodes 2 and 4) will be unable to receive properly in this timeslot. To overcome the hidden terminal problem, a possible alternative is to assign colors to edges such that no two edges incident on a node or its neighbors have the same color. But, doing so results in the exposed terminal problem 1241.
The result of such a coloring in our example graph is shown in Figure l(b) . In this case, the number of colors required is four and the number of timeslots required to support duplex communication is eight. Alternatively, if we can assign the direction of transmission along the edges as shown in Figure l (c), we can facilitate transmission from node 1 to node 4, and from node 2 to node 3. Observe that by reversing the direction of transmission along each edge, we can facilitate transmission from node 4 to node 1, and from node 3 to node 2. Here, we need four timeslots to support duplex communication. The basic idea behind our timeslot assignment algorithm is to first obtain a valid edge coloring of the graph and then determine directions of transmission along each edge so that the hidden terminal problem is avoided. If no such assignment exists, then we identify the edges that need to be assigned a different timeslot (Le., a color) to obtain a feasible assignment. Such an assignment enables one-way communication between every pair of nodes. We show that duplex communication can be facilitated between every pair of nodes by reversing the direction of transmission along each
In this paper, we present a distributed, edge coloring-based link scheduling algorithm for sensor networks. Our algorithm works in two phases. The first phase yields a valid coloring of rhe edges of the network in a distributed fashion. Our distributed edge coloring algorithm is based on a centralized constructive proof of Vizing's theorem due to Misra and Gries [14j. In the second phase, for every node and for every incident color on that node, a sign (+ or -) is associated such that collision-free transmission can take place along the edges.
A node assigned a + (resp. -) sign can transmit (resp. receive) during the corresponding timeslot. The important contributions of our work are:
A distributed edge-coloring algorithm using at most 6 + 1 colors. To our knowledge, this is the only known edge.
distributed algorithm to obtain a valid color assignment using at most 6 + 1 colors. [14] provided a constructive proof for Vizing's theorem. Given an arbitrary graph with no self-loops and no multiple edges, their algorithm provides a valid edge coloring using at most 6 + 1 colors. For a detailed description and a proof of correctness we refer the reader to [14] . Here, we briefly describe their centralized method and provide our distributed implementation of it.
DISTRIBUTED EDGE COLORING ALGORITHM

Misra and Gries
A. Misra and Gries Centralized (MGC) AlgoritJim
The MGC algorithm uses two data structures: a fan and a cd-path. A fan < f...l > (see Figure 2 has to be assigned a color.
2) Find a neighbor ' U. of i such that U is not already in the fan and color of (i, U) is free at the last node added to the fan. Add the node U to the fan. 3 ) Repeat step ( 2 ) until no node satisfies the condition stated in (2).
In the operation rotate f a n (see Figure 2(b) ) the color of every fan edge (;:U) is replaced by the color of the edge ( 2 , u s ) , where 12 is the successor of node U in the fan.
Let c and d be colors free at nodes i and 1, respectively (see Identify a node w E < f...l > as follows:
(defined above) is in the cd-path.
-w = U if node v (defined above) is not in the cd-path.
The list < J...w > will be a fan. Rotate this fan.
4 Assign color d to the edge (i? w). Note that the edge (i, f ) is colored as a result of fan rotation. If node v is in the cd-path, then it will be the last node in the path because by construction of a fan, color d should be free at node v . Thus, the cd-path cannot be extended beyond node 'U. The above procedure is sequentially repeated at each node until all the edges in the graph are assigned a color.
The MGC algorithm described above is sequeniial and centralized. As sensor nodes are deployed in large numbers, it may not be possible to collect the entire topology at a single node and apply the algorithm. We therefore describe a distributed should b e added into h e fan aftzr node I . thus contradicting the fact that 1 is the last node in the fan.
2i.e. cd-path is of length zero.
\ implementation which can be invoked concurrently by sensor nodes and requires minimal amount of local information.
B. Distribrrted . E& Coloring
The design gods of our distributed implementation of the MGC algorithm are: (1) to reduce the number of messages exchanged by the nodes (conserves energy at sensor nodes), and (2) allow as many nodes as possible to concurrently color the edges incident on them. We first identify the required conditions to concurrently execute the algorithm and a few strategies to reduce messape compIexity of our dislributed implementation. We then present our distributed implementation.
Consider a sensor node z, which is independently appiying the MGC algorithm to color the edges incident on it. For coloring an edge, i constructs a fan. To ensure correctness, the fan has to remain valid until the coloring of edge (i,w) (see Section 111-A) is completed. The only required condition for the fan to remain valid is that the color assignment of edges incident on neighbors of i remains unchanged. Thus, when a node is coloring the edges incident on it, none of its two-hop neighbors should change he colors of edges incident on them.
Any distributed implementation of the invert (Seclion III-A) operation would require propagation of a message along the cd-path to: (1) explore the cd-path and (2) invert the colors of edges along the cd-path. Note that while a cd-path is explored, the colors of edges along the cd-path should not change. Hence, the cd-path invert operation requires all the nodes along the path to refrain from changing colors, including nodes beyond the two-hop neighborhood of i . Thus, the cdpath exploration can potentially reduce the concurrency of the distributed edge coloring algorithm.
To minimize loss of concurrency and reduce the message complexity we propose to split the edge coloring process into two rounds. In the first round, colors are assigned to as many edges as possible without invoking the invert operation. If color d is selected such that it is free at node i also (see Figure 2) , then the length of the cd-path has to be zero (explained in Section 111-A). This will allow us to color the edge ( i , f) (see Figure 2 ) without invoking the invert operation. In the second round, the remaining edges are colored using the cdpath invert operation.
C. Coloring in First Round
The set of available colors, with cardinality 6 + 1, is represented by Available. During the first round of coloring, a node i maintains the following sets: (1) By the end of the first round of coloring, there may be some uncolored edges. In the second round. we allow invocation of the invert operation on the cd-path.
D. Problems with Concurrenr cd-path Inversion
A simple approach to implement the cd-path invert operation would be to forward a message along the path starting from node i with alternating edges colored d and c. Any node receiving this message would check if the cd-path can be further extended. If so, the message will be forwarded to the next node on the cd-path. If the cd-path cannot be extended, the node will include its ID in the message and send it back towards node i along the cd-path. Once node i gets this message it initiates the cd-path invert operation, followed by fan rotation (see Section 111-A).
With different nodes concurrently coloring edges in different parts of the network, it is possible that cd-paths originating at two different nodes mighl overlap or intersect. If a cldl-path and a czdz-path are being concurrently explored, where cl, c2, dl and d:! are distinct colors, they can only intersect at nodes and will have no edges in common. Therefore concurrent inversion of these two paths will not interfere witb each other. However, if two such paths have at least one color in common, they may share some common edges. We refer: to such paths as overlapping paths. If the invert operations corresponding to the overlapping paths are carried out independently there is a possibility that some edges might receive conflicting color assignments. For example, consider a qd-path and a cd-path overlapping with one common edge ( k 5 1 ) which is colored A well-known mechanism for serialization between two concurrent computations that share resources is locking. In the case of cd-path inversion we need to lock the colors of edges on the cd-path. Once colors of all edges along the cdpath are successfully locked, invert operation can be performed and locks can be released. However, this locking mechanism is prone to deadlocks. Locking the colors of an edge entails acquiring corresponding locks at the two nodes on which the edge is incident. Let (fLl,nZ) be the common edge of two overlapping cd-paths PI and P2. If concurrently, PI acquires the lock at n1 and P2 acquires the lock at n2 then neither PI nor P2 can successfully lock the edge. A deadlock occurs because PI is waiting for P 2 to release the lock at n2 and vice versa.
Another possible deadlock scenario is illustrated in Figure 5 .
Here, the paths to be inverted are PI and P. with colors c, d2 and c, dl, respectively. The nodes along the paths PI and P2 are 2 -p -q -T -s and y -T -s -y -p, respectively.
At the instant shown in Figure 5 , PI has succeeded in locking colors c and d? at nodes p and q and is waiting at node T for the locks, Similarfy, P2 has succeeded in locking colors c and d l at nodes T and s and is waiting at node q for the locks. As can be seen in Figure 5: we have a circular wait resulting in a deadlock.
E. Basic Idea Behind Second Round Coloring
In order to avoid deadlocks we introduce priorities to lock requests, and pre-emption of locks based on priorities. Locking requests to extend a cd-path are prioritized based on the ID of the cd-path initiator: Higher the initiators ID, higher the priori6y of locking reqrrest. We first describe how colors of edges along the cd-path are locked and subsequently inverted. Second, we describe how deadlocks are avoided in this locking mechanism.
We use two types of locks: pre-emptive and non-preemptive.
Their meaning will become clear in the following discussion.
Node a, shown in Figure 6 discovery message) to node j . On receiving this message each node on the cd-path, except the last one, acquires pre-emptive locks on colors c and d and forwards the lock request message. For example, node k shown in Figure 6 (a), on receiving the lock request message acquires pre-emptive locks on colors c and d for the edges ( j , k ) and (k, l ) , respectively. The last node n (see Figure 6(b) ) on receiving the message acquires a nonpreemptive lock for color d corresponding to edge (m: 7 1 ) and sends a lock success message back towards i along the same cd-path. Every node along the cd-path on receiving the lock success message converts its locks from pre-emptive to nonpreemptive, and forwards the message towards i. Eventually when node z receives the lock success message, il concludes that locking of colors c and d was successful at all the nodes on the cd-path. Then, node i sends a message along the cdpath requesting intermediate nodes to invert the colors of edges on the cd-path. On receiving this message, a node will invert the colors, release the locks and forward the message to next node on the cd-path (see Figure 6jd) ). Nole that the color of an edge is changed only when the nodes at both end points of the edge have made a note of the new color assigned to the edge. Now, let us observe how pre-emptlon can be used to avoid deadlocks in the above-described locking mechanism. If a node receives a lock request message corresponding to a cdlpath and color c is locked (say by a &-path), then the lock request message has to wait until the lock on color c is released under the following conditions: a Lock on color c is non-preemptive.
Lock on color c is pre-emptive but the priority of lock request message associated with cdl path is Lower than that of the cd2 path.
If neither of the condillom are satisfied. i.e. the lock on color c is pre-emptive and the incoming lock request has a higher priority, then a pre-emptive lock on color c is obtained for cdl path and a lock failure message is sent in both directions of the cdn path. A node on receiving the lock failure message would release the locks of corresponding colors and forward the message to the next node on the path. When the initiator of a cd-path receives failures message, it would retry to explore and invert the cd-path. The lock pre-emption mechanism described above will ensure that there are no circular waits, thus avoiding deadlocks. Before performing coloring in the second round, a node will acquire non-preemptive locks on all the colors at itself and its neighbors.
IV. SIGN ASSIGNMENT TO NODES
The aigorithm described in Section I11 produces a valid edge coloring of the sensor network. We now describe how this coloring can be used to assign timeslots to each edge. The idea is to map each coIor to a unique timeslot and assign a feasible direction of transmission for each edge such that there are no collisions. For assigning a direction of transmission to an edge in a timeslor, we decide which node amongst the two endpoints of that edge will transmit in the timeslot. The transmitting node is assigned a + sign and the receiving node is assigned a -sign. In this section, we describe the signing problem and our solution. To simplify the discussion, we consider a centralized scenario wherein the entire sensor network and the colors assigned to each edge in the network are known. The DFS-based sign assignment algorithm presented in Section IV-I3 can be easily implemented in a distributed fashion [12] , [I 73.
A. Noration and Problem Formlation
Let G(r! E ) denote the sensor network, where V is the set of sensor nodes and E C IT x V is the set of wireless links.
Given a valid coloring of G, define the subgraph Gg(Vy, E9) corresponding to a color, say g, as follows: 
B. Tple DFS-based Sign Assignment Algorithm
The following algorithm, based on Depth First Search (DFS), assigns a valid signing to G9 provided such an assignment exists. In a DFS, when an edge ( i , j ) is traversed from a visited node i to an unvisited node j then i is referred to as parent of j and j is referred to as child of i. Note that the DFS is performed only on the derived graph Gg. 1) Start by visiting any node r in V g and initiate a DFS procedure. Assign a + sign to node r. Follow an edge in G9 to visit a neighbor of r . 2 ) Let PufeentSign be the sign assigned to the parent node (say i) of the node currently visited.
3) Set the sign of current node (say j) = PurentSign if the edge (2, j ) does not have the color 9. Otherwise, sign of current node = flip(Paren6Sign) if edge (i, j ) has color Y.
The function flip returns + if the input is -and vice versa.
As Gg may consist of different connected components, every on them.
in V g .
node independently initiates the DFS procedure; once visited by a DFS initiated by a higher LD node, a node will act as an unvisited node and abort the DFS procedure initiated by it. The DFS initiuted by highest ID node in each connected romponent wilt sign ull the nodes in corresponding connecred coniponenrs. Note that signing of nodes has to be done with respect to each color used in the edge coloring. Figure 7 shows an example of a valid signing.
Green Cobrcd Edge
Non--Colored Edge Fig. 7 . Valid Signing
C. Vulid Sign Assignments in Cycles
It is easy to see that the algorithm described above obtains a valid signing for acyclic networks. However, if Gg contains cycles, a valid signing may not exist. Below, in Theorem 4.3, we prove a characterization of cycles that cannot have a valid signing. We first need the following two results. Without loss of generality, assume that in a valid signing of nodes in P, 'u1 is assigned +. Now consider the working of the DFS-based sign assignment algorithm on path P. Starting at node . u~. i t flips the sign to be assigned to a node if and only if it crosses an edge with color g. Thus, a node that is visited immediately after crossing two edges with color y has the same sign as q. Moreover, a11 nodes that are visited before the crossing of the third edge with color g also have the same sign as V I . In general, for a non-negative integer y, all nodes in P that are visited after crossing 2q edges of color g and before crossing a A similar argument can be used to prove the following the orem. has color g, then P has an odd number of edges with color g. A valid signing of P has opposite signs for nodes'.vl and v k (Theorem 4.2) and is therefore a valid signing of C (see constraints listed in Section IV-A). Otherwise, if edge (.uk7 V I ) does not have color g, then P has an even number of' edges with color g. Then. a valid signing of P has the same signs for nodes 211 and u k (Theorem 4.1) and is therefore a valid signing of C. The converse follows from a similar argument. Note that a cycle in Gg indicates that the same cycle is present in G and every node in the cycle has an edge with color g incident on them. Next, we show that if the DFS-based signing algorithm cannot assign a feasible sign to a node then no feasible signing exists for that node. all the neighboring nodes, we propose to employ a TDMA MAC wherein each node is assigned a timeslot (broadcast sclieduling). We assume that a reasonably long TDMA timeframe is used during the setup phase of the sensor network.
Each node picks a timeslot randomly and propagates a tuple of < nmdclD, slotnumbe7-> in its two-hop neighborhood.
Some well known mechanisms like CSMA/CA [Sj can be used to propagate this information. If some nodes in a twohop neighborhood have selected the same timeslot, the node with the highest node ID will retain the timeslot. All nodes which were not successful in selecting a timeslot will wail for sufficient time LO learn about timeslot selection of all their twohop neighbors. Then, these nodes will randomly select a slot from the remaining timeslots and repeat the above procedure until they grab a timeslot. Note that this slot assignment will be used by the nodes only during the coloring and sign assignment.
V. SIMULATION RESULTS
To evaluate the performance of the proposed link scheduling algorithm, we simulated a sensor network with nodes randomly distributed in a 200 x 200 meter-square area. The number of nodes in the network was varied from 50 to 400 in steps of 50. The transmission range of each sensor node was set to 30 meters. The maximum, minimum and average degree of nodes in the simulated networks are shown in figure 9 (a).
The energy spent in transmitting a bit over one meter distance was taken as 0.1 nJ/bit-m* [25] and the energy spent in receiving a bit was set to 50 nJ/biI [25J. Packets of variable length were used. The length of packet header was set to 40 bits. Node ZD and colors were represented using 32 bits and S bits, respectively. The length of packets used to explore and invert cd-paths was set to 128 bits.
As explained in Section III-B, we propose to split the edge coloring of a graph into two rounds. In the first round, the goal is to color as many edges as possible without invoking the cd-path invert operation. Figure 91b) shows the number of edges colored in the first round. It can be noticed that for sparse graphs almost all the edges are colored during the first round. For dense graphs, with average degree up to 24, around 98.85% of the edges are colored during this round. Thus, for coloring only a small fraction of nodes we need to invoke the cd-path invert operation. As the cd-path invert operation reduces the concurrency of distributed coloring, we conclude that the proposed algorithm colors almost all edges with a high level of concurrency.
Figures 10(a) and 10(b) show the maximum, minimum and average energy spent by sensor nodes while employing our link scheduling algorithm. It can be noticed from Figure 10 (a) that increasing the number of nodes in the same area results in a polynomial increase in the average energy spent by a node. This is because adding more nodes results in polynomial increase in the number edges (see Figure 9 (b)) that need to be assigned a timeslot. This inference is supported by Figure 10 (b) which shows that the average energy spent by a node increases linearly with increasing number of edges. The maximum energy spent by my node in a network of 400 nodes is around 0.02 Joules (Figure 10ia) ). Typically. increase the lifetime of h e network. As a result of employing topoiogy control algorithms, the degree of active nodes at any given instance of time is considerably less. For example, the topology control scheme proposed in [18] preserves the network connectivity and the node degree of any node is bounded by 6 in the denved topology. Thus employing our link scheduling algorithm in conjunction with known topology control schemes would ensure that number of timeslots used is close to the lower bound. This is a topic of hture research.
In all the simulation experiments discussed above, the locations of the nodes were generated randomly. We repeated all the above experiments with nodes distributed uniformly in an area of 200 x 200 meter-square. Similar trends were observed.
VI. CONCLUSIONS AND FUTURE WORK
We proposed a link scheduling algorithm for sensor networks employing a TDMA MAC protocol. The algorithm consists of two phases. In the first phase, each edge in the sensor network is assigned a valid color in a distributed fashion. The distributed edge coloring algorithm presented in this paper is the only known algorithm to edge color a graph using at most (d-t I) colors. In the second phase, each color is mapped to a unique timeslot and a direction of transmission is assigned to each edge. The direction of transmissions are such that both the hidden terminal probtem and the exposed terminal probIem are avoided. The topologies for which a feasible direction of transmission cannot be assigned are identified. For such topologies additional colors (timeslots) are added in a greedy fashion. Given a feasible direction assignment, it is shown that reversing the direction of transmission along every edge will result in another feasible direction assignment. The TDMA schedule to provide duplex communication between every pair of neighbors can be constructed using both feasible directions of transmission. We have shown that for all acyclic topologies a TDMA schedule can be constructed using at most 2(6+ 1) timeslots. Through simulations we demonstrated that for sparse graphs with cycles the number of timeslots used is close to 2 ( 6 + 1). This result is of significance in sensor networks where nodes employ topology control schemes to reduce the degree of active nodes and to extend the lifetime of the network.
Our link scheduling algorithm expects the topology of the network to remain unchanged while timeslot assignment is done. However, topology might change in sensor networks due to displacement or faiIure of nodes. FauIt tolerant edge coloring and signing algorithms are interesting research directions that we are currently exploring. We are also interested in extending the current link scheduling algorithm such that new sensor nodes when added to an existing network can efficiently assign timeslots to their edges.
