1. Introduction. Currently, the most effective constructions of lowdiscrepancy point sets and sequences, which are of great importance for quasi-Monte Carlo methods in multidimensional numerical integration, are based on the concept of (t, m, s)-nets and (t, s)-sequences. A detailed theory was developed in Niederreiter [9] (see also [10, Chapter 4] for surveys of this theory).
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So-called digital nets and sequences are of special interest due to the following two reasons. First, until now all construction methods for (t, m, s)-nets and (t, s)-sequences which are relevant for applications in quasi-Monte Carlo methods are digital methods over certain rings. Second, digital (t, m, s)-nets behave extremely well for the numerical integration of functions which are representable by an in some sense rapidly converging multivariate Walsh series. In a series of papers, Larcher and several co-authors established lattice rules for the numerical integration of multivariate Walsh series by digital nets. We refer to [5] for a concise introduction in the field of Larcher's lattice rules. s , s ≥ 1, which are extremely well distributed if the quality parameters t ∈ N 0 are "small". We follow [10] in our basic notation and terminology. In a quite similar way we define digital (t, s)-sequences constructed over a finite ring R. be the digit expansion of n in base b, where a r (n) ∈ Z b for r ≥ 0 and a r (n) = 0 for all sufficiently large r. We put
Definitions and notations. The concepts of (t, m, s)-nets and of (t, s)-sequences
for n ≥ 0, 1 ≤ i ≤ s, and j ≥ 1, and we assume that for each n ≥ 0 and 1 ≤ i ≤ s we have y (i) nj < b − 1 for infinitely many j. If for some integer t ≥ 0 the sequence
R e m a r k. The condition on the y . . .
over R. Then we have
Some properties of digital nets.
. Again (compare with the remark following Definition 4) we may also think of C as an s-tuple (C (1) , . . . , C (s) ) of m × m matrices over R, where c (i) j is the jth row of C (i) .
Definition 5. For a system C = {c
define S(C, t, m) to be the set of all subsystems {c
For a subsystem C ∈ S(C, t, m) with C = {c 1 , . . . , c m−t } we may also think of C as an (m − t) × m matrix over R, where c j is the jth row of C. We now rephrase [10, Theorem 4 .26], using this terminology: 
is linearly independent over R.
Propagation rules for digital nets.
In [9, Lemmas 2.6-2.8] Niederreiter has established some fundamental properties of (t, m, s)-nets in an arbitrary base b ≥ 2, which were later called the "three propagation rules" which allow one to obtain a new net from a given net. We show that these propagation rules also hold for digital nets. [4] .
(c) The proof for t = 0 was done in Schmid [15] . One problem for a generalization to t > 0 was: is it possible to complete an arbitrary number (≤ m) of linearly independent elements of R m to m linearly independent elements of R m ? In [8] Nashier and Nichols defined a ring R with identity to be weakly left semi-Steinitz if any finite linearly independent subset of a finitely generated free left R-module F can be extended to a basis of F . In Corollary 2.5 they show that a commutative noetherian ring R is weakly semi-Steinitz if and only if every non-zero-divisor of R is a unit. Clearly this meets the conditions of our finite commutative rings R with identity and therefore we have: An (m − t) × m row-regular matrix in R can be completed (by adding additional rows) to an m × m row-regular square matrix in R which therefore is regular and invertible.
, . . . , C (s) ) be the system providing the digital (t, m, s)-net over R. From Lemma 2 it follows that the first m − t rows of each of the s matrices are linearly independent over R. Since only these rows are of significance for the net (Lemma 1), we can omit the other rows and complete C to a system of regular matrices (X (1) , . . . , X Z provide the same net as C (1) , . . . , C (s) . (Multiplication with a regular matrix Z only causes a permutation of the net points.)
In the following we suppose that each of the m×m matrices C (1) , . . . , C
is regular, and C We construct a new system X = (X (1) , . . . , X , 1 ≤ j ≤ u, in the following way:
and we show that X provides a digital (t, u, s)-net over R. Let X be an arbitrary subsystem of S(X, t, u) with
Without loss of generality we consider the last d s elements of C, originating from C
. By the definition of C (s) we find that,
Since X and f 1 , . . . , f u are arbitrary the proof is finished by Lemma 1.
2.
Best bounds for the dimension of digital nets and sequences over F 2 with small quality parameter. In [12] Niederreiter and Xing introduced a new way for the construction of digital (t, s)-sequences. The key idea is to work with global function fields containing many places of degree 1 instead of working with rational function fields as was done in earlier construction methods (see for example [10] ). The new method yields significantly better results than all previous methods. Table 1 gives a comparison, in the case of Niederreiter and Xing show that for any integers s ≥ 1 and b ≥ 2 there exists a digital (t, s)-sequence in base b with quality parameter t = O(s) (see for example [12, Corollary 2] ). This result is asymptotically best possible, in the sense that t must grow at least linearly with s. In [13] they improve the lower bound for the quality parameter to: 
This improvement was based on a result of Lawrence [6] , who used a new lower bound, established by Bierbrauer [1, Theorem 1], for the number of rows in an orthogonal array. We will give the key ideas of the proof (OA(b 
(6) Following the proof of [13, Theorem 8] , inserting the value k = s − s/b + 1 yields the desired result.
R e m a r k. This bound clearly holds for digital sequences. For an independent proof in the digital case over F q , the following arguments are sufficient: 
and therefore the same result as before.
In the binary case we have computed lower bounds on the quality parameters provided by [13, Theorem 8] . Using these results we have tabulated (Table 2) upper bounds s t on the dimension of binary (t, s)-sequences. From (4) in the above sketch of a proof of [13, Theorem 8] (see also Lawrence [6, Theorem 4.4.14]) we clearly have a lower bound for the quality parameters of general nets (and therefore also for digital nets):
But as seen above, this bound only works for s
In the following we will provide an upper bound for the dimension (and therefore a lower bound for the quality parameter) of arbitrary digital nets over F q without the above restriction on k. 
Improved upper bound for the dimension of digital nets over
where
For u ∈ {1, . . . , k/2 } we consider linear combinations of u vectors from C. Let l ∈ {1, . . . , min(u, s)} be the number of matrices from which we take these vectors. Let 1 ≤ s 1 < s 2 < . . . < s l ≤ s be the numbering of these matrices. Then we choose integers 0 If k is odd we additionally consider all linear combinations of (k + 1)/2 vectors such that at least one vector is taken from one fixed matrix. Therefore we only have R e m a r k s.
• We have checked by computer that A k , for k odd, seems to be too small to improve the numerical results. Until now in all of our calculations we obtained the same results when we evaluated Proposition 1 for k − 1 even and applied Lemma 3(c).
• The result of Proposition 1 is the best possible result that can be obtained by the method of linear combinations.
• Niederreiter and Xing [11, Proposition 1] obtained a similar, but a little weaker estimate by using a bound from coding theory. However, they used only the first row vectors c (i) 1 of each of the matrices. Our improvement was possible by considering the first k/2 row vectors of each matrix. In Table 3 we provide upper bounds for the dimension s of binary digital (t, t + k, s)-nets deduced from Proposition 1. Here and in the following sections, s(t, t + k, q) denotes the maximal dimension s for which there exists a digital (t, t + k, s)-net over F q .
As mentioned above, the bound for odd k is provided either by Proposition 1, or by taking the bound for k − 1 even and applying Lemma 3(c).
To date, Proposition 1 provides the best upper bounds for s(t, t + k, q) which are deduced from a closed formula. Clearly for special values of t, k, and q, this bound can be improved (see for example the following sections).
Best bounds for small quality parameters.
It is the aim of this section to close the gap between the results given in Tables 1 and 2 for the values t = 0, 1, 2 and therefore to show that in these cases the method of Niederreiter and Xing is best possible.
By Proposition 1, a digital (2, 8, 9)-net (and therefore a digital (2, 8)-sequence) over F 2 cannot exist. We have the following improvement for the upper bound of s:
For the proof we make use of Lemma 5. First it is convenient (also for the next sections) to give the following definition: P(1, . . . , m) . 
Now we have:
(1) For k = 3 there are mod S 6 (up to permutations) exactly three systems A 
is said to have property ( * * ) if both A k and A l have property ( * ) and if (ii) s 1 = 1. As in case (i) we get s 2 = 2 and s 3 = 3. (iii) s 1 = 2. We get s 3 = 1 and s 2 = 3. Notice that τ ∈ S 6 , τ = (54)(32) transforms the system (iii) into the system of (ii).
Therefore we have Considering the first case x 1 = 12, x 2 = 34, and x 3 = 56 it follows from |x| = 1 and |x + x i | ≥ 3 (since x + x i ∈ [s i , r, s]) that there is no subset x of {1, . . . , 6} with |x| = 1 to generate a system with the desired property. In an analogous way it is easy to see that none of the remaining seven cases leads to a system with property ( * ).
(c) |x| = 2. As in case (a) and (b) we obtain the systems A ad (3) . Starting with the three systems of part (1) it is easy to see that they lead to the desired systems with property ( * * ). Assume that there is a system providing a digital (2, 8, 7)-net over F 2 . Then there exists a subsystem S which is a (6, 8, 3, 7)-system over F 2 . We identify a row vector in F is a subset of {0, 1, . . . , 5}. We can let j = 0. Since y 0 ∈ [0, r, s, t, u] for all 1 ≤ r, s, t, u ≤ 5 we get y 0 = 012345 or y 0 = 12345, contrary to S being a (6, 8, 3, 7) -system. So for each y i , 0 ≤ i ≤ 5, there are three possible cases:
We can assume that y 0 and y 1 are of the same type (I or II or III). 
Since y i ∈ [i, r, s, t, u] if and only if y i + i ∈ [i, r, s, t, u]
, 0 ≤ i ≤ 1, we can assume that 0 ∈ y 0 and 1 ∈ y 1 . Hence, with α = 0123456, we get y 0 = α or y 0 = α + i and y 1 = α or y 1 = α + j for some i ∈ {1, 2, . . . , 6} and j ∈ {0, 2, . . . , 6}. All these cases lead to a contradiction. Therefore we get two cases:
(a) 7 ∈ y i for all 0 ≤ i ≤ 6. (b) Without loss of generality, 7 ∈ y 6 and 7 ∈ y i for all 0 ≤ i ≤ 5. Assume that 7 ∈ z 0 . By looking at the cases 7 ∈ z i or 7 ∈ z i for 1 ≤ i ≤ 5 it is easy to see that in both cases (a) and (b) the system S is a (6, 8, 3, 7) system if and only if S = ((0/y 0 /z 0 + y 0 ), (1/y 1 /z 1 ), . . . , (6/y 6 /z 6 )) is a (6, 8, 3, 7) -system. So we can assume 7 ∈ z 0 . If we continue in the same way we get 7 ∈ z 0 , z 1 , . . . , z 5 with y 6 = y 6 + v 0 in case (a), y 6 = y 6 in case (b), and with
S is a (6, 8, 3, 7) -system if and only if S is a (6, 8, 3, 7) -system. Hence we get, without loss of generality, 
and y 6 = y 6 + 6 if 6 ∈ y 6 , y 6 otherwise.
It is easy to check that Now we take a detailed look at cases (a) and (b): (a) 7 ∈ y 6 . Write y 6 = u 6 + 7 with u 6 a subset of {0, . . . , 6}. We can assume 0 ∈ u 1 , . . . , u k and 0 ∈ u k+1 , . . . , u 6 for some 0 ≤ k ≤ 6. Now it is easy to see that is a subsystem of S.
(b) 7 ∈ y 6 . We can assume 0 ∈ u 1 , . . . , u k and 0 ∈ u k+1 , . . . , u 5 for some 0 ≤ k ≤ 5. As in case (a), it is easy to see that Table 1 ). From Proposition 1 we deduce that for the existence of a digital (1, 5, s)-net over F 2 we must have s ≤ 5. Combining this result resp. Lemma 4 with [12, Lemma 1] completes the proof.
3. Improved construction of digital (t, t + 4, s)-nets over F q from linear codes. In [7] a new method for the construction of digital nets in prime power bases was discussed which makes use of sets of independent vectors over finite fields.
is a set of n vectors in F t+k q with the property that any k of them are linearly independent over F q . Further, let max k (t + k, q) be the maximal number of vectors of length t + k over F q with the property that any k of the vectors are linearly independent over
Theorem 1] Let q be a prime power , and let n, t ≥ 0, and k ≥ 2 be integers.
A well known upper bound for the dimension of digital (t, m, s)-nets over F q is s ≤ (q t+2 − 1)/(q − 1). By using max 2 (t + 2, q) = (q t+2 − 1)/(q − 1) (see [3, Theorem 14.4] ) and max 3 (t + 3, 2) = 2 t+2 (see [3, Corollary 14.12] ), this upper bound can be achieved by [7, Theorem 1] . As pointed out in [7] , there is a small gap between the lower and upper bound for the maximal dimension s already for digital (t, t + 3, s)-nets over F q with q > 2. The following improvement has closed this gap (for a detailed proof see [15] ). R e m a r k. In the theory of error-correcting codes it is well known that the existence of an (n, k)-set in F t+k q is equivalent to the existence of a linear [n, n − (t + k), k + 1]-code over F q . (We refer to [3] for an introduction to linear coding theory.) Therefore [7, Theorem 4] provides a complete solution, in terms of linear codes, for the existence of digital (t, t + 3, s)-nets over F q .
An upper bound for max k (t+k, q) is an upper bound for the dimension s of a digital (t, t + k, s)-net over F q , which is easily seen by the following fact: if C (1) , . . . , C (s) are the matrices providing a digital (t, t + k, s)-net over F q then the first row vectors of each of the matrices provide an (s, k)-set in F t+k q . Brouwer [2] has made available a data base of bounds for the minimum distance for binary, ternary and quaternary codes. We have used this data base and improved values of Bierbrauer and Edel (for the various manuscripts see the homepage of J. Bierbrauer under URL http:// www.math.mtu.edu/home/math/jbierbra/Home.html) to compute upper and lower bounds for max 4 (t + 4, q) (see Table 4 ).
If we use these bounds, we find by the above mentioned fact and by [7, Theorem 1] , that there are large differences between the lower and upper bounds for the maximal dimension s(t, t + 4, q) of digital (t, t + 4, s)-nets over Table 4 ).
There is the following considerable improvement:
Theorem 2. Let q be a prime power , and let s and t ≥ 0 be integers.
Notice that S := ((c
1 )) is, in our terminology, a (4, t + 4, 1, s)-system over F q if and only if all vectors of
So we get some c
2 ) = c
1 ∈ A 1 for all α ∈ F q . So we have found some c 
2 , λc
the same arguments as before lead
Hence there is some c We now extend the above constructed (4, t + 4, 2, s)-system to a (4, t + 4, 3, s)-system. For fixed 1 ≤ i ≤ s let , then, for s ≤ min(N (t, q), max 4 (t + 4, q)), a digital (t, t + 4, s)-net over F q exists.
In Table 4 we compare the lower bounds for s(t, t + 4, q) deduced from Theorem 2 (min (N (t, q) , max 4 (t + 4, q))) with the results deduced from [7, Theorem 1] (max 4 (t + 4, q)/2). Note that "max 4 (t + 4, q): upp" is also an upper bound for s(t, t + 4, q). 
4.
Best bounds for the dimension of digital (t, t + k, s)-nets over F 2 with small k. In this section we give a survey of lower and upper bounds for the maximal dimension s(t, t + k, 2) of digital nets and close some gaps between these bounds. Explanations to Table 5 :
• "shift-net" means that the net is provided by the so-called shift method of Schmid [14] . This method improves many of the best known values. The article [14] is in preparation so we enclose the concrete matrices in the appendix.
• "by hand" means that the matrices providing this net were found by trying and using linear properties -see the appendix.
• "Nied.-Xing" refers to the method of Niederreiter and Xing which we have mentioned in the section on digital sequences. We also have found matrices providing such nets "by hand" but we have resigned to include them in the appendix. We remark that the lower bound for s(t, t + 4, 2) can also be deduced by their method.
• As mentioned in the previous section, an upper bound for max k (t+k, q) is also an upper bound for s(t, t + k, q).
R e m a r k. We want to point out that the lower bounds in Table 5 are not only existence results. All of the matrices providing the digital nets with the given parameters can be obtained from the authors. (1), . . . , (6) , (0123456/y 7 )) is a subsystem of S.
(b) |x 7 | = 6. We can assume x 7 = 012345. For ((0), (1), . . . , (6), (012345/y 7 )) is a subsystem of S it follows that |y 7 | = 4; we can assume y 7 = 0126. But now we conclude that there is no y 6 such that ((0), (1), . . . , (5), (6/y 6 ), (012345/y 7 )) is a subsystem of S.
(c) |x 7 | = 5. We can assume x 7 = 01234. Searching for some y 7 we get |y 7 | = 4 or 5. It follows that 5, 6 ∈ y 7 and that there is no 0 ≤ i ≤ 4 such that |y i | = 6.
(i) |y 7 | = 5. We can assume y 7 = 01256. Now take a look at the subsystem ((0/y 0 ), (1), (2) , (3/y 3 ), (4/y 4 ), (5), (6) , (01234/01256)) of S. It is easy to see that |y 3 | = |y 4 | = 5 and 4, 5, 6 ∈ y 3 and 3, 5, 6 ∈ y 4 . Furthermore, we get y 3 ∈ {01456, 02456, 12456} and y 4 ∈ {01356, 02356, 12356} and, without loss of generality, y 3 = 01456. Hence we have y 4 = 02356 or y 4 = 12356 and, without loss of generality, y 4 = 02356. Looking at the cases |y 0 | = 4 or 5 it is easy to see that no y 0 exists such that ((0/y 0 ), (1), (2), (3/01456), (4/02356), (5), (6) , (01234/01256)) is a subsystem of S.
(ii) |y 7 | = 4. We can assume y 7 = 0156. We find that the system S has the form S = ((0/y 0 ), . . . , (6/y 6 ), (01234/0156)) with i ∈ y i and |y i | = 4 or 5 for 0 ≤ i ≤ 6. Looking at y 0 and y 1 we get |y 0 | = |y 1 | = 5 and 1, 5, 6 ∈ y 0 and 0, 5, 6 ∈ y 1 . It follows that y 0 ∈ {12356, 12456, 13456} and y 1 ∈ {02356, 02456, 03456}. We can assume y 0 = 12356 and therefore y 1 ∈ {02456, 03456}. We can assume y 1 = 02456. Looking at several cases we find that there is no y 2 such that ((0/12356), (1/02456), (2/y 2 ), 3, 4, 5, 6, (01234/0156)) is a subsystem of S.
R e m a r k. In [15] it is conjectured that for prime powers q the existence of a digital net over F q is equivalent to the existence of a general net in base q. But there are also many opinions against this (private communication). The sharp bounds (for the dimension of digital nets) of the last sections will make it easier to find counterexamples to this conjecture (if they exist).
