Background {#Sec1}
==========

Defining the molecular basis for complex disease at high resolution has become increasingly important for the discovery of actionable drug targets and the improvement of diagnosis and prognosis of cancer patients. To this end, a widespread approach has been through differential gene expression (DGE) analyses that utilize massively parallel high-throughput RNA sequencing (RNA-Seq). RNA-Seq provides a wealth of information beyond gene expression that can be used to characterize the transcriptome, such as alternative splicing via changes in isoform proportions. Notably, it has recently been shown that single nucleotide variants (SNVs) in the genome can be accurately and reliably called from RNA-Seq data as well \[[@CR64]\]. This is significant as previously acquired RNA-Seq data can now be analyzed to determine genotype and provide more biological insight.

It is imperative that SNVs be studied as they molecularly underpin complex disease and phenotype \[[@CR17]\]. For example, several SNVs, known to affect major regulatory pathways, have been associated with chemotherapy resistance and survival in lung cancer patients \[[@CR39], [@CR88]\]. In addition to changes in protein structure and function due to mutations in coding sequences of transcripts, SNVs have a variety of functional effects on gene regulation and expression. For example, variants lying in intronic regions can have functional effects on expression by modulating alternative splicing \[[@CR82]\].

Furthermore, models created from co-occurring SNV features have also been successful in predicting disease phenotype, such as susceptibility to breast or lung cancer \[[@CR51], [@CR52]\]. These models, however, rely on SNVs that have already been found to be associated with the disease phenotype in question. Herein, we demonstrate that accurate multivariate predictive models which identify and prioritize small subsets of candidate biomarkers can be created from SNV features derived from RNA-Seq data and that *a priori* knowledge of their phenotypic associations is not necessary for their creation. In fact, because variants with unknown clinical associations are included, novel variants and/or genomic regions can be implicated as candidate biomarkers.

Our proposed methodology seeks to train accurate predictive models on SNV allele fraction (AF) values using sparse projections to latent structures discriminant analysis (sPLS-DA). This approach allows the identification of disease-associated SNVs located in coding regions as well other expressed locations of the genome, such as from intronic, intergenic, and 5' UTR regions, which are often under-represented in cancer biology literature. The continuous nature of SNV AF features from RNA-Seq data also allows the exploration of several genomic phenomena, mainly allele specific expression (ASE), where one allele is preferentially expressed over the other. However, it is important to note that the proposed methodology does not discriminate these events from other sources of allelic imbalance, such as from differential cell survival leading to clonal expansion or depletion and/or from copy number amplification and deletion. In our view, this inherent naïveté is a strength in that these events can be analyzed concurrently in a whole genome fashion, providing a shotgun approach to biomarker discovery. The identification of disease-associated SNVs can thus inform and limit regions of interest when using more comprehensive approaches, such as differential expression, as well as implicate novel unannotated regions that are often ignored using traditional approaches. Furthermore, SNV calling from RNA-Seq avoids using relatively more expensive technology, such as whole-exome and whole-genome sequencing (WES/WGS), and can be used to investigate variations due to RNA-editing, which have been shown to have prognostic value regarding outcomes in cancer \[[@CR63]\].

We demonstrate the effectiveness of the proposed methodology and software pipeline, SNV Discriminant Analysis (SNV-DA), on two datasets. The first of which is relatively small dataset of non-small cell lung cancer (NSCLC) primary tumors from which we sought to classify future recurrence. Lung cancer is the leading cause of cancer-related deaths worldwide, with the subtype NSCLC compromising approximately 87 % of lung cancer cases in the United States and causing an estimated 500,000 deaths per year worldwide \[[@CR26], [@CR32]\]. Despite advances in diagnosis and clinical treatments, NSCLC continues to be the highest cause of cancer-related deaths in major populations across the world \[[@CR73]\]. Thus, it is imperative that a better understanding of the molecular events that drive indolent lung cancers into more aggressive tumors be reached to guide future clinical patient management.

The second dataset included in this analysis is composed of 42 estrogen receptor positive (ER+) and 42 triple negative (TR-) primary breast cancer tumors. Standard targeted therapies for breast cancer rely on the presence of either estrogen, progesterone, and/or Her2/neu receptors in the primary tumor sample \[[@CR8]\]. Those tumors that lack these receptors, TR-, are thus resistant to standard approaches and require a combination of chemotherapeutic drugs for their treatment \[[@CR60]\]. Compounding this issue, these tumors usually show a more aggressive and metastatic phenotype \[[@CR28]\]. Therefore, it is necessary that targets be found that drive triple negative breast cancer to identify effective treatment of this subset of breast cancer.

We show that SNV-DA is able to create multivariate predictive models that accurately predict disease phenotype from variants called from RNA-Seq data and are significantly discriminant towards true sample groupings. We also show that the proposed software pipeline is able to identify and prioritize disease-associative SNVs. Importantly, the utility of SNV-DA is supported by the result that rankings produced by the methodology are significantly different than rankings produced from univariate tests and are enriched within genes with significant ASE. Lastly, we present as proof of concept, the discovery of a previously unknown highly mutated ER+ associated hotspot (ERPAHS), which is associated with epigenetic markers in cancer cell lines and whose expression is significantly upregulated in ER+ primary tumors as well as significantly correlated with identified SNV features.

Methods {#Sec2}
=======

First, SNVs are called from processed RNA-seq files using Genome Analysis Toolkit (GATK) \[[@CR58]\]. Calls are then filtered by SNPiR tools \[[@CR64]\] to remove SNVs that may result from sequencing noise and/or alignment errors. After data transformation, sPLS-DA models are trained on SNVs limited by region of origin. Following the empirical estimation of the optimal number of selected features to be included in the model, performance is evaluating using 10-fold cross-validation. Finally, top predictive SNV features are characterized to determine their relevance to the cancer phenotype in question.

Variant calling pipeline {#Sec3}
------------------------

The variant calling and filtering pipeline, SNPiR, has been shown to obtain accurate SNVs with minimal false-positives from RNA-Seq data \[[@CR64]\]. For each sample, the pipeline consists of several steps: pre- and post-processing, filtering, alignment, and variant calling. Burrows-Wheelers Aligner (BWA) \[[@CR48]\] is used with default parameters to map reads as single-end sequences to the human genome (hg19), which is concatenated with exons with known splice junctions as per SNPiR protocol. Samtools and Picardtools are used to remove duplicate and unmapped reads, while GATK \[[@CR58]\] is used for indel realignment, base calibration and variant calling using the reference SNP database, dbSNP (NCBI hg19 build 141). SNPiR tools are then used to remove mismatches from the first 6 bp of aligned reads, as well as to remove variant calls from repetitive regions, intronic sites within 4 bp of splice junctions, homopolymer runs, and ambiguously mapped reads determined by BLAT \[[@CR42]\].

The resulting output is a BED file containing SNVs with their genomic coordinates and allele fractions. RADAR is first used to determine if SNVs are located at RNA-editing sites \[[@CR67]\]. The SNV annotation program, ANNOVAR (v2014jul14), is then used to annotate unique SNVs using default parameters \[[@CR79]\]. For each SNV, ANNOVAR provides information on the gene and region of origin, which include exonic, intronic, 5' or 3' UTR, intergenic, up/downstream, and non-coding RNA (ncRNA). ANNOVAR defines intergenic variants to those that are at least 2 kb distal from a coding sequence, whereas the ncRNA category contains variants that do not overlap coding transcript annotations and is used by ANNOVAR to encapsulate both annotated non-coding RNA, such as known miRNA and lncRNA, as well as unannotated loci in the genome. Lastly, Bedtools genomecov \[[@CR66]\] is used to determine loci with adequate read coverage using hg19 as reference.

Data transformation and filtering {#Sec4}
---------------------------------

The total set of variants is transformed into a matrix SNVM, where SNVM ~*i*,*j*~ is the allele fraction of the *i*-th SNV in sample *j*. Allele fraction, or read-frequency, is defined as the amount of reads supporting the variant allele over the total amount of reads covering that nucleotide position. Read coverages are determined for every SNVM ~*i*,*j*~. Those SNVM ~*i*,*j*~ values that do not reach the threshold read coverage (default 10) are given a non-available (NA) value. Sub-models can then be generated by limiting SNVs to those located in a region of interest, such as exonic positions, and/or by requiring a minimum number of non-zero features.

sPLS-DA and optimal number of features {#Sec5}
--------------------------------------

Predictive models are created using sPLS-DA, which is implemented in the mixOmics R package \[[@CR13], [@CR15]\]. PLS-DA is a supervised, multivariate modeling technique used to determine the variation within X, the SNV data, that is correlated to Y, the class labels (e.g. disease-free versus relapse). The sparse version of the technique, sPLS-DA, seeks to identify the best *K* features that provides the best discrimination between two classes, ignoring all other features. sPLS-DA thus provides a framework for both feature selection and classification.

Nested cross-validations are used to determine the amount of features, *K*, utilized by sPLS-DA that result in the best predictive performance. For every iteration of 10-fold cross-validation, sub-cross-validations are performed across a range of values for *K*. For each *K*, the model is trained on 10-fold sub-training sets and evaluated. The value of *K* with the best performance for each iteration of the parent cross-validation is then stored. This process is repeated 15 times to more accurately estimate the distribution of optimal Ks from 150 values. The optimal *K* is then determined as the rounded value of *K* that corresponds to the maximum of the estimated kernel density of the distribution of selected *K*'s, as represented in Fig. [1](#Fig1){ref-type="fig"}. Fig. 1Selection of Optimal K. A kernel density is estimated from the distribution of *K*s selected within the nested cross-validations during the creation of each model. The value of *K* that corresponds to the max of the density is chosen as the optimal value of *K*. The example shown is the distribution of Ks that maximized internal cross validations in the breast cancer exonic SNV model

Construction of gene expression models {#Sec6}
--------------------------------------

To compare the performance of the proposed methodology with traditional gene expression classifiers, models were created using gene expression values as input. For the NSCLC dataset, Bowtie (v1.2.18) \[[@CR46]\] and RSEM (v1.2.18) \[[@CR47]\] were used with default parameters to align reads to the transcriptome and quantify reads, respectively. For the breast cancer dataset, BWA (v0.7.12) \[[@CR48]\] and featureCounts (v1.4.6) \[[@CR49]\] was used with default parameters to align reads to the genome and quantify reads, respectively. For both datasets, read counts were normalized via DESeq2 (v1.10.0) \[[@CR54]\]. Herein, adjusted *p*-values reported by DESeq2 will simply be referred to as *p*-values. Models were trained on subsequent gene expression matrices using the same parameters as those used in the creation of SNV models. For each dataset, the distribution of performance statistics are compared to that of the corresponding SNV model to identify the similarity of performance between the proposed methodology and the traditional approach.

Evaluation {#Sec7}
----------

After the empirical estimation of the optimal value of *K*, the model is then evaluated using fifteen 10-fold cross-validations to determine performance via its predictive accuracy, classification sensitivities, and area under the receiver operating characteristic curve (AUC), which seeks to quantify the relationship between true and false positive rates. Though sPLS-DA is able to train a model on features that include NA values, missing data in the test set is not compatible with the resulting model. Therefore, NA values are replaced with the mean of the means of the centered and standardized AF values for each feature within each group in the training set. For example, the mean of the normalized AF values for feature *X* in group *A* is averaged together with the mean of normalized AF values for feature *X* in group *B* disregarding samples from the test set. This value is then used as a proxy for the missing data in the test set.

To determine if the proposed methodology is discriminant towards the true grouping of disease phenotype, permutation tests are repeated 1000 times to construct the null distribution of model performance (i.e., no relation to phenotype) for each model. The true model performance is then compared to this null distribution to determine significance, with a significantly discriminant model outperforming the majority of permutation test models.Otherwise, it could be said that model performance is independent of the true grouping and is, thus, insignificant. For each test, one iteration of a 10-fold cross-validation is used to train and test models with randomly permuted sample group labels using the optimal K that was used in the true model. The number of models with AUC greater than or equal to the true model AUC is divided by the number of tests to determine permutation test *p*-values.

Lastly, to obtain the final set of putative SNV features, the model is trained using all samples and the optimal value of *K*. The selected features are then ranked by the absolute values of their predictive coefficients (or loadings) as determined by sPLS-DA. In order to assay the utility of the proposed methodology, a Friedman rank sum test is used to compare the rankings of selected features to those of traditional approaches --- the univariate non-parametric tests, Fisher's exact and Wilcoxon rank sum.

The Fisher's exact test is implemented by the production of a 2 ×4 table for each SNV locus, where each value corresponds to the number of samples in each group with detectable levels of each allele in (A, C, G, T), while disregarding samples with sub-threshold read coverage (\<10) at that locus. As the presence of an allele is binary in this case, the test only takes into account the differential abundance of the alleles across groups. Whereas, Wilcoxon rank sum test p-values are produced by comparing the distributions of continuous allele fractions and do not directly include information on their differential abundance across samples.

To determine if the proposed methodology selects SNVs that lie in genes that have significant allele-specific expression, selected SNVs were analyzed using MBASED: a method that combines evidence across multiple SNVs to identify gene-level ASE \[[@CR56]\]. Though the method was designed for the integration of expression data with exonic SNV calls from WES and/or WGS, we applied the methodology on SNVs selected during the creation of our SNV genic models: exonic, intronic, and 3'UTR. To determine if genes from which selected SNVs are located are enriched for ASE, we compared the number of significant ASE gene/sample pairs to those found in equally sized random subsets of genes from which the total set of SNVs were called. One thousand subsets were evaluated to determine the null distribution from which enrichment *p*-values can be computed.

Finally, the top 15 features selected by SNV-DA are characterized by their relevance to cancer phenotype and are analyzed via hierarchical clustering to visualize the co-occurrence of features.

Case studies {#Sec8}
------------

### Disease outcome in non-small cell lung cancer {#Sec9}

NSCLC is the leading cause of cancer-related mortality in the US. Adenocarcinoma, the most frequent histological subtype, accounts for 40 % of such deaths \[[@CR74]\]. RNA samples were collected from 21 different lung adenocarcinoma tumors with known clinical outcomes obtained from the American College of Surgery Oncology Group (ACOSOG). Since the RNA specimens were received from ACOSOG with no personal identifying information, the local IRB has considered the proposed project "not human subject research" after reviewing the protocol (IRB Pro00013739). Ten of the RNA samples were derived from patients who developed cancer recurrence within three years of their initial surgical resection (Relapse; R). The remaining eleven patients had remained disease free (DF) after three years. Using these samples, we sought to determine the ability of the proposed methodology to identify and prioritize candidate biomarkers that may help predict relapse phenotype in NSCLC.

RNA integrity was verified on an Agilent 2200 Bioanalyzer (Agilent Technologies, Palo Alto, CA). One hundred to two hundred ng of total RNA was used to prepare RNA-Seq libraries using the TruSeq RNA Sample Prep Kit following the protocol as described by the manufacturer (Illumina, San Diego, CA). Three samples per lane were clustered on a cBot as described by the manufacturer (Illumina, San Diego, CA). Clustered RNA-Seq libraries were paired-end sequenced with 2 ×100 cycles on a HiScanSQ. Demultiplexing was performed utilizing CASAVA to generate the Fastq files. Each sample produced approximately 25 million reads after sequencing. One sample from the relapse group was removed from subsequent analysis after being identified in our previous study as an outlier based on principle component analyses of expression and alternative splicing \[[@CR2]\]. The removal of this sample is additionally supported by the iLOO outlier detection algorithm \[[@CR27]\]. Using normalized counts from DESeq2\[[@CR54]\] of all relapse samples, the algorithm identified 567 outlying gene features in the suspect sample − 5.74 standard deviations greater than the distribution of the number of outlying features in the other samples (mean = 143.44, standard deviation = 73.82).

### Hormone receptor status in breast cancer {#Sec10}

To further validate our model, we obtained a dataset from the publicly available SRA database (SRP042620), which was provided by Varley et al., 2014 \[[@CR78]\]. In their publication, the authors sought to identify read-through transcripts that are significantly correlated with breast cancer and/or hormone receptor status. RNA-Seq was obtained from 42 ER+ and 42 TR- primary tumors using poly-A capture and Tn-RNA-Seq for library construction. Libraries were sequenced on the Illumina HiSeq 2000 using 50 bp paired-end reads, which produced 50 million reads on average. Instead of trying to predict some future outcome of the patients from which these tumors were sampled, we sought to identify SNV features that co-occur with hormone receptor status. Selected SNVs may thus provide insight into molecular mechanisms differentiating these two subgroups of breast cancer.

Results and discussion {#Sec11}
======================

Called SNVs {#Sec12}
-----------

After variant calling and SNPiR post-processing, 96,025 and 213,020 unique variants with read coverages \>=10 were found in the NSCLC and breast cancer datasets, respectively. SNV matrices were created by limiting SNVs to those that had at least 3 non-zero values across samples in the NSCLC dataset and 6 non-zero values in the breast cancer dataset. Tables [1](#Tab1){ref-type="table"} and [2](#Tab2){ref-type="table"} show the distributions of SNVs for each dataset based on region of origin as determined by RefSeq annotations. Table 1Lung: Distribution of SNVs by RegionRegionTotal setFiltered set3' UTR27,62612,570exonic25,78810,870intronic21,7064,847nonsynonymous exonic11,8044,334intergenic12,8672,460ncRNA4,0621,2855' UTR2,519928up/downstream1,669448RNA-editing1,627430All SNVs96,02533,467The distribution of called SNVs by region of origin in the NSCLC dataset. A filtered set is created by only including SNVs that have at least three samples with non-zero allele fractionsTable 2Breast: Distribution of SNVs by RegionRegionTotal setFiltered setintronic93,86012,3783' UTR33,8009,034exonic31,2356,195nonsynonymous exonic12,5982,484intergenic26,7642,341ncRNA10,7671,767up/downstream3,1894915' UTR2,148419RNA-editing1,902215All SNVs213,02031,788The distribution of called SNVs by region of origin in the breast cancer dataset. A filtered set is created by only including SNVs that have at least six samples with non-zero allele fractions

Model performance {#Sec13}
-----------------

sPLS-DA was used to create models using different subsets of SNVs based on type (as shown in Tables [1](#Tab1){ref-type="table"} and [2](#Tab2){ref-type="table"}) over different ranges of *K*. For the NSCLC dataset, the classification target was patient relapse within a 3 year period, labeled as Relapse, R, or Disease Free, DF. For the breast cancer dataset, the model sought to classify each sample as being from either the cancer subtype estrogen receptor positive, ER+, or hormone receptor triple negative, TR-.

### Disease outcome in non-small cell lung cancer {#Sec14}

Table [3](#Tab3){ref-type="table"} contains measures of performance for models trained on different subsets of SNVs in the NSCLC dataset. What is immediately apparent is that the nonsynonymous exonic model had the best performance by a large margin. The model performed better than chance as seen by its AUC and predictive accuracy. Furthermore, permutation tests reveal that the performance of the model is dependent on the true label groupings (*p*=0.016), thereby, suggesting that selected SNVs reflect a true biological phenomenon. With the addition of synonymous variants in the model, however, performance reflects that of a failed model. Interestingly, the distribution of AUCs from the nonsynonymous exonic model was significantly better than the distribution of AUCs from the gene expression model (Student's t-test, *p*\<0.001). Though some of the other models have AUC values that seem to be better than chance, their performances are not significant based on permutation test values. Table 3NSCLC model performancesModelTested Range of K, Every NthOpt. KAUC \[95 % CI\]*P*-valuePred. AccuracyDF Sens.R Sens.nonsynonymous exonic10--1000, 408410.874 \[0.845--0.903\]0.0160.8030.8360.7633' UTR10--1000, 40460.720 \[0.650--0.789\]\>0.100.6260.6260.626up/downstream10--400, 151380.708 \[0.690 -- 0.725\]\>0.100.6530.6900.615all-SNVs10--1000, 401390.643 \[0.615--0.671\]\>0.100.5870.6790.474intronic10--1000, 40590.634 \[0.599--0.669\]\>0.100.6070.5580.667RNA-editing10--400, 10360.615 \[0.577 -- 0.653\]\>0.100.5730.5030.659exonic10-1000, 40540.580 \[0.552--0.609\]\>0.100.4500.6120.252intergenic10--1000, 40600.561 \[0.519--0.602\]\>0.100.4870.6420.296ncRNA10--1000, 40360.556 \[0.520--0.591\]\>0.100.5470.7210.3335' UTR10--750, 30160.242 \[0.215--0.268\]\>0.100.2900.3940.163gene expression10--1000, 405920.824 \[0.803--0.845\]0.0680.7400.7640.711The range of K tested, the optimal value of K, AUC and 95 % confidence interval, *p* value from 1000 iteration permutation tests, predictive accuracy, and classification sensitivities of the top-performing models by genomic region

### Hormone receptor status in breast cancer {#Sec15}

Table [4](#Tab4){ref-type="table"} contains measures of performance for models trained on different subsets of SNVs in the larger breast cancer dataset. Strikingly, all models tested have high AUC distributions and high predictive accuracies. In contrast to the NSCLC dataset, the addition of synonymous SNVs in the exonic model produced significantly better performance (Student's t-test, *p*\<0.001), while selecting roughly half as many features. The distributions of AUC values from the intergenic and all-SNVs models were significantly higher than from all other models (Student's t-test, *p*s \<0.001) - being able to accurately predict TR- samples 96 and 97 % of the time. Interestingly, models with relatively small amounts of starting features (5' UTR, up/downstream models, and RNA-editing) were also able to produce accurate results. Most importantly, the biological significance of these models is supported by the result that all had permutation test *p*-values \<0.001. Of note, the model trained on gene expression features had significantly better performance than all models trained on SNV features (Student's t-test, *p* \<0.001), however, the all-SNVs model surpassed the gene expression model when classifying TR- samples (Student's t-test, *p*=0.018), which in this dataset can be considered the experimental group. Furthermore, only one of the top 15 features selected by the gene expression model corresponds to a gene where from a top predictive SNV feature is found: ZNF552. Table 4Breast model performancesModelTested Range of K, Every NthOpt. KAUC \[95 % CI\]*P*-valuePred. AccuracyER+ Sens.TR- Sens.intergenic10--1000, 407710.975 \[0.972--0.977\]\<0.0010.9390.9220.956all-SNVs10--1000, 401630.972 \[0.969--0.975\]\<0.0010.9410.9360.968up/downstream10--400, 153860.960 \[0.959--0.962\]\<0.0010.9150.9100.920exonic10--1000, 40500.958 \[0.952--0.964\]\<0.0010.9120.9060.9173' UTR10--1000, 401290.939 \[0.936--0.942\]\<0.0010.8840.9140.854ncRNA10--1000, 409110.939 \[0.936--0.942\]\<0.0010.8430.9170.7685' UTR10--400, 153700.939 \[0.931--0.946\]\<0.0010.8370.8730.801intronic10--1000, 403150.935 \[0.933--0.937\]\<0.0010.8790.8290.930nonsynonymous exonic10--1000, 40920.920 \[0.915--0.926\]\<0.0010.8690.8570.881RNA-editing10--200, 5120.878 \[0.873--0.883\]\<0.0010.8200.7470.894gene expression10--1000, 404720.985 \[0.983--0.987\]\<0.0010.9630.9760.951The range of K tested, the optimal value of K, AUC and 95 % confidence interval, *p* value from 1000 iteration permutation tests, predictive accuracy, and classification sensitivities of the top-performing models by genomic region

Predictive SNV features: disease outcome in non-small cell lung cancer {#Sec16}
----------------------------------------------------------------------

The rankings of selected nonsynonymous features in the NSCLC dataset were significantly different than univariate rankings from Fisher's exact and Wilcoxon rank sum tests as determined by Friedman rank sum tests (*p*s \< 10^−16^). Figure [2](#Fig2){ref-type="fig"} visualizes allele fraction distributions of the top 15 predictive SNVs identified during the creation of nonsynonymous exonic SNV model. SNVs chosen are more abundant in one of the groups and/or have higher AF values. Both classes were equally representative in the top selected SNV features (7 DF vs 8 R). Figure [3](#Fig3){ref-type="fig"} contains a heatmap produced during hierarchical clustering analysis of the top 15 selected features. Not surprisingly, SNV-DA was able to prioritize features that segregate the two groups. The heatmap also visualizes co-occurring features, one example being the three SNV features lying in TACC3, which form their own cluster. Fig. 2NSCLC Exonic SNVs Alelle Fractions. Box plots of allele fraction distributions of the top 15 predictive SNVs identified during the creation of the nonsynonymous exonic SNV model in the NSCLC dataset. Only allele fractions \>0 are plotted, though zero values contribute to box plot distributionsFig. 3Hierarchical Clustering of NSCLC Exonic SNVs A heatmap demonstrating the distinct clustering of sample groups and the co-occurrence of top nonsynonymous exonic SNV features in the NSCLC dataset. NA values are filled in with black

Additional file [1](#MOESM1){ref-type="media"} contains the list of nonsynonymous exonic SNVs selected in this dataset as well as their respective model loadings. Limiting analysis to genes where selected SNVS are located, 19.49 % of gene/sample pairs showed significant ASE - an enrichment compared to that of the null distribution (*p*\<0.001, 2.64X greater than the mean of the null distribution).

Table [5](#Tab5){ref-type="table"} contains annotations of the top 15 selected features. With 11 of the top 15 features being from genes that have previous associations with cancer, it is clear that the proposed methodology was able to identify features that have possible implications to cancer biology. Several examples include: CEACAM6, which is routinely used as a tumor marker in several cancers (including lung cancer) \[[@CR9]\]; MTRR, in which variants have a well-documented association with increased risk of NSCLC \[[@CR77]\]; and three SNVS in TACC3, whose high expression is associated with poor prognosis in NSCLC \[[@CR37]\]. Table 5Top 15 nonsynonymous exonic SNV features in NSCLCGenedbSNP IDLocus (Chr:bp)VariantClassDescriptionMTRRrs18020595:7878179C →TDFVariants in gene are associated with NSCLC risk \[[@CR77]\]TACC3rs176808814:1732978G →ARHigh expression of TACC3 associated with poor prognosis in NSCLC \[[@CR37]\]TACC3rs10637434:1729988G →ARHigh expression of TACC3 associated with poor prognosis in NSCLC \[[@CR37]\]EXOSC7rs67943:45052775G →CDFDownregulated in papillary thyroid cancer; component of exosome \[[@CR31]\]VPS8rs38217503:184766301T →CDFVacular protein sorting 8 homolog \[[@CR68]\]SACM1Lrs14685423:45779136A →TDFPhosphatidylinositol-4-phosphate phosphatase activity \[[@CR68]\]ADD1rs49614:2906707G →TRSpecific variant is associated with hyper-tension \[[@CR45]\]; regulates PPAR- *γ* which is involved in cancer \[[@CR44]\]PJA2rs2461055:108672946C →TRPresence of FER-PJA2 chimeras are associated with poor post-operative NSCLC survival \[[@CR41]\]; over-expressed in thryoid cancer \[[@CR14]\]TACC3rs171320474:1729953G →ARHigher expression of TACC3 associated with poor prognosis in NSCLC \[[@CR37]\]PEMTrs89745317:17425631C →TRIncreased expression of PEMT in NSCLC patients predict shorter survival \[[@CR89]\]CLIM1rs229696110:97023630T →CDFUpregulated in breast cancer; cytoskeleton adapter protein; regulates estrogen receptor \[[@CR36]\]HS1rs20701803:121351338C →TROver-expression associated with poor survival in leukemia \[[@CR12]\]CHMP4Ars229532214:24679877C →TROver-expression associated with recurrent ovarian cancer \[[@CR7]\]CEACAM6rs1154873519:42265889G →TDFCarcinoembryonic antigen-related cell adhesion molecule, tumor marker in cancer \[[@CR9]\]PLA2G7rs18050176:46684222C →TDFAssociated with aggressive prostate cancer \[[@CR76]\]; specific variant association with protection from coronary heart disease \[[@CR83]\]

Predictive SNV features: breast cancer hormone receptor status {#Sec17}
--------------------------------------------------------------

Except for up/downstream and 5'UTR models, the rankings of selected SNV features for each model were significantly different than univariate rankings from Fisher's exact test (*p*s \<10^−6^). When comparing rankings to those produced by Wilcoxon rank sum test, all were significantly different (*p*s \<10^−7^). The similarity to univariate rankings in the two models is likely a result of a small initial feature set size and/or the types of patterns seen in the data. For example, though the 5' UTR model produced rankings that were significantly different than rankings from Wilcoxon rank sum test, they were not significantly different than those from Fisher's exact test (*p* =0.515), suggesting that predictive power of selected SNVs in this model result more from the differential abundance of AF values (number of nonzeros) than with the differential magnitude of AF values between groups, which Wilcoxon rank sum test seeks to quantify. The distribution of SNVs by region of origin selected during the training of the all-SNVs model is given in Fig. [4](#Fig4){ref-type="fig"}. Notice that the majority of selected SNVs are located in traditional coding regions. Fig. 4Distribution of Selected SNV Features in All-SNVs Breast Cancer Model. 3'UTR, exonic, and intronic SNVs dominate the distribution of selected SNV features

Additional files [2](#MOESM2){ref-type="media"}, [3](#MOESM3){ref-type="media"}, [4](#MOESM4){ref-type="media"}, [5](#MOESM5){ref-type="media"}, [6](#MOESM6){ref-type="media"}, [7](#MOESM7){ref-type="media"} and [8](#MOESM8){ref-type="media"} contain the lists of SNV features selected during the creation of each model. In the following sections, the top 15 SNVs for selected models are highlighted to demonstrate that the genes in which they are reside are enriched for associations with cancer.

Exonic {#Sec18}
------

Figure [5](#Fig5){ref-type="fig"} visualizes allele fraction distributions of the top 15 predictive SNVs identified during the creation of the exonic SNV model in the breast cancer dataaset. SNVs chosen are more abundant in one of the groups and/or have higher AF values. Figure [6](#Fig6){ref-type="fig"} demonstrates the clustering of samples by hormone receptor status. Though not a perfect clustering, the top 15 (of 50) features adequately segregate the two groups. Genes where selected exonic SNVs are located showed an enrichment of significant ASE events −16.67 *%* of gene/sample pairs (*p*\<0.001, 1.75X greater than random mean). Fig. 5Breast Exonic SNVs Alelle Fractions. Box plots of allele fraction distributions of top 15 predictive SNVs identified during the creation of the exonic SNV model in the breast cancer dataset. Only allele fractions \>0 are plotted, though zero values contribute to box plot distributionsFig. 6Hierarchical Clustering of Breast Exonic SNVs. A heatmap demonstrating the distinct clustering of sample groups and the co-occurrence of top exonic SNV features in the breast cancer dataset. NA values are filled in with black

Ten of the top 15 SNV features lie in genes that have previous associations with cancer; 6, of which, are located in genes specifically associated with breast cancer (Table [6](#Tab6){ref-type="table"}). Several outstanding examples include: HRPAP20, a hormone regulated breast cancer oncogene that promotes malignant tumor growth \[[@CR40]\]; ARHGEF16, which promotes migration and invasion of breast cancer cells \[[@CR29]\]; FASN, whose upregulation is associated with HER2+ tumors and metastatic lesions \[[@CR38]\] (confirmed in this dataset: FC = 3.6, *p*\<10^−5^, DESeq2); and USP35, amplification of which is associated with significantly worse prognosis in breast cancer patients and is associated with ER- tumors \[[@CR21]\]. The latter demonstrates a seemingly paradoxical result as the SNV in question is largely abundant in ER+ tumors. In fact, in this dataset USP35 is significantly upregulated in ER+ tumors (FC =4.2, *p*\<10^−5^), perhaps providing evidence that conflict with the observation that USP35 amplification is associated with ER- tumors. It is important to note that the 5 SNV features that do not have previous associations with cancer lie in genes that are uncharacterized, 3 of which from the same gene, LRRC56. These SNVs thus implicate genes that may provide future insight into the biology of the different cancer subtypes. Table 6Top exonic SNVs in breastGenedbSNP IDLocus (Chr:bp)VariantTypeClassDescriptionEML4rs67369132:42510018A →GNSTR-EML4-ALK mutants are frequently found in NSCLC and some breast cancers \[[@CR69], [@CR72]\]TBC1D9rs15604404:141543997G →ASER+A marker of tumor recurrence in breast cancer \[[@CR3]\]HRPAP20rs114026:97339088C →TSTR-A hormone regulated oncogene in breast cancer that promotes malignant tumor growth \[[@CR40]\]LMNTD2rs2840618311:556521C →GSER+Uncharacterized lamin tail domain containing protein 2\[[@CR68]\]GOLGA2rs777689479:131019765C →ANSER+Downregulation of GOLGA2/GM130 decreased angiogenesis and cancer cell invasion in vitro and suppressed tumorigenesis in lung cancer mice model \[[@CR18]\]USP35rs251252611:77921527G →CNSER+Amplification of which is associated with significantly worse prognosis in breast cancer and with ER- breast tumors \[[@CR21]\]LYARrs73763904:4276132T →CNSTR-Promotes invasion in colorectal cancer cells \[[@CR81]\]ARHGEF16rs46380541:3394456T →CSER+Promotes migration and invasion of breast cancer cells \[[@CR29]\]LRRC56rs1090217011:554166C →GNSER+Uncharacterized in humans \[[@CR68]\]USE1rs41452819:17330060T →CNSTR-A recently characterized SNARE protein, no characterized association with cancer phenotype \[[@CR62]\]FASNrs222830917:80051183A →GSER+Upregulation is associated with HER2+ tumors and metastatic lesions \[[@CR38]\]LRRC56rs794203011:549959C →TSER+Uncharacterized in humans \[[@CR68]\]KIF20Brs188699610:91498127T →CNSTR-Upregulation is associated with pancreatic cancer \[[@CR4]\]SLC12A7rs68657655:1081702A →GSER+Also known as KCC4, in which LOF mutations significantly inhibit xenograft tumors in SCID mice \[[@CR30]\]LRRC56rs496319811:551753G →ANSER+Uncharacterized in humans \[[@CR68]\]

Intronic {#Sec19}
--------

Figure [7](#Fig7){ref-type="fig"} visualizes allele fraction distributions of the top 15 predictive SNVs identified during the creation of the intronic SNV model in the breast cancer dataaset. The majority of identified SNV features have obvious differences in AF distributions, except for the SNV in HFM1 (chr1:91852851 A → G) which has small AF values. Interestingly, this gene is differentially expressed in this dataset with ER+ tumors expressing less reads (FC=−1.9,*p*=0.011), suggesting a possible association of the SNV in the downregulation of the gene. Though not significant, the expression of HFM1 is decreased in samples in which the SNV is present (Student's t-test, *p*=0.084). Furthermore, selected intronic SNVs lie in genes that are enriched with ASE events, 24.04 % of gene/sample pairs (*p*\<0.001, 3.16X greater than random mean). Fig. 7Breast Intronic SNVs Alelle Fractions. Box plots of allele fraction distributions of top 15 predictive SNVs identified during the creation of the intronic SNV model in the breast cancer dataset. Only allele fractions \>0 are plotted, though zero values contribute to box plot distributions

Eleven of the top 15 SNVs are located in genes that have previous associations with cancer (Table [7](#Tab7){ref-type="table"}); 9 of which are associated with breast cancer specifically. Some interesting examples include: 2 SNVs that are located in HDAC7, which has been shown to promote breast cancer cell survival and resistance to therapy \[[@CR80]\]; 2 SNVs lying in CTBP1 and CTBP2, both of which are associated with breast cancer cell proliferation - the former being a regulator of BRCA \[[@CR23], [@CR53]\]; CD151, whose deregulation is predictive of poor outcome in node-negative lobular breast carcinoma \[[@CR70]\]; and SNED1, high expression of which is correlated with poor outcome for ER-/PR- breast cancer patients \[[@CR61]\] (interestingly SNED1 is significantly upregulated in ER+ in this dataset: FC = 2.8, *p*\<10^−4^). Also of note, several variants lie in genes that were previously implicated in the exonic model: two SNVs in ARHGEF16, one in EML4, and one in LMNTD2. Table 7Top intronic SNVs in breastGenedbSNP IDLocus (Chr:bp)VariantClassDescriptionHFM1NA1:91852851A →GER+A DNA helicase that is specifically expressed in germline cells \[[@CR75]\]EML4rs72332:42396722A →GTR-EML4-ALK mutants are frequently found in NSCLC and some breast cancers \[[@CR69]\]ARHGEF16rs45343241:3394674T →CER+Promotes migration and invasion of breast cancer cells \[[@CR29]\]LRRC56rs739687511:551405G →AER+Uncharacterized in humans \[[@CR68]\]LMNTD2rs93646611:557342T →CER+Uncharacterized lamnin tail containing domain protein \[[@CR68]\]CTBP1rs12501004:1236182A →GER+Downregulates BRCA and E-cadherin in breast cancer, potential biomarker for cancer development \[[@CR23]\]HDAC7rs381513812:48178465T →CER+Promotes breast cancer cell survival and therapy resistance by inhibiting autophagic cell death \[[@CR80]\]SNED1rs67159412:241993027C →TER+High expression is correlated with poor outcome for ER-/PR- breast cancer patients \[[@CR61]\]CTBP2rs496271610:126685867T →CER+High expression is associated with E-cadherin and cellular proliferation in breast cancer \[[@CR53]\]CD151rs2845451611:833828G →AER+Deregulation is predictive of poor outcome in node-negative lobular breast carcinoma \[[@CR70]\]DLG2rs494392011:85195154A →TTR-The location of DLG2 is a common fragile site and is under expressed in several cancers \[[@CR57]\]ARHGEF16rs44229461:3394640A →GER+Promotes migration and invasion of breast cancer cells \[[@CR29]\]OAZ1rs252317419:2271181T →CER+mRNA biomarker for oral cancer patients \[[@CR20]\]GAArs1294480217:78084418G →AER+Acid alpha-glucosidase, which is essential for the degradation of glycogen to glucose in lysosomes \[[@CR68]\]HDAC7rs381513212:48179048C →TER+Promotes breast cancer cell survival and therapy resistance by inhibiting autophagic cell death \[[@CR80]\]

3' UTR {#Sec20}
------

Figure [8](#Fig8){ref-type="fig"} visualizes allele fraction distributions of the top 15 predictive SNVs identified during the creation of the 3' UTR SNV model in the breast cancer dataset - demonstrating differential abundance and/or AF distributions. 20.41 % of gene/sample pairs were enriched with significant ASE events (*p*\<0.001, 1.71X greater than random mean). Fig. 8Breast 3'UTR SNVs Alelle Fractions. Box plots of allele fraction distributions of top 15 predictive SNVs identified during the creation of the 3'UTR SNV model in the breast cancer dataset. Only allele fractions \>0 are plotted, though zero values contribute to box plot distributions

Similar to the previously described models, the top 15 SNV features are located in genes enriched with cancer associations, 10 of 15 (Table [8](#Tab8){ref-type="table"}); 6 of which are specifically associated with breast cancer. Some interesting examples include: NOTCH1, which has been shown to promote recurrence in breast cancer \[[@CR1]\]; IKBKE, a breast cancer oncogene which is upregulated in TR- breast cancers \[[@CR6]\]; LAMB1, a breast cancer biomarker \[[@CR85]\]; PDXK, which is associated with breast cancer relapse and metastasis \[[@CR35]\]; and COL1A1, which is upregulated in progesterone receptor positive breast cancer patients \[[@CR50]\]. Interestingly, the top predictive SNV, rs11515 (a SNP located in the tumor suppressor gene CDKN2A), is associated with poor survival in glibolastoma patients and is moderately associated with breast cancer risk \[[@CR24], [@CR71]\]. Also of note, one of the SNVs lies in LRRC56, which has appeared in the top selected features in the two previous models. Table 8Top 3' UTR SNVs in breastGenedbSNP IDLocus (Chr:bp)VariantClassDescriptionCDKN2Ars115159:21968199C →GTR-Moderate association with breast cancer risk \[[@CR24]\]; rs11515 is associated with poor survival in patients with glioblastoma multiforme \[[@CR71]\]AP2M1NA3:183901795T →CER+Over-expressed in espohageal squamous cell carcinoma \[[@CR22]\]LRRC56rs1090217211:554299C →GER+Uncharacterized in humans \[[@CR68]\]SEC22Ars42342103:122990805G →ATR-Vesicle trafficking protein \[[@CR68]\]MTG1rs225526210:135234078A →GER+GTPase associated with ERBB4, which is associated with advanced NSCLC \[[@CR55]\]BTBD3rs666020:11907058C →TTR-Targeted by hsa-let-7i during colorectal cancer metastasis \[[@CR87]\]NOTCH1rs65639:139389184A →GTR-Promotes recurrence in breast cancer \[[@CR1]\]ZNF74rs88702322:20761899C →TTR-Zinc finger protein \[[@CR68]\]IKBKErs10577418:42188550A →GER+Breast cancer oncogene \[[@CR10]\]; upregulated in triple negative breast cancers \[[@CR6]\]ZNF552NA19:58319085T →CER+Zinc finger protein \[[@CR68]\]TRAPPC10rs251652421:45525899A →GTR-Transmembrane protein \[[@CR68]\]PDXKrs481930921:45178438C →ATR-Associated with breast cancer relapse and metastasis \[[@CR35]\]LAMB1rs75617:107564366T →GTR-Identified as a secretome biomarker of breast cancer \[[@CR85]\]COL1A1NA17:48261525A →TER+Upregulated in progesterone receptor positive patients \[[@CR50]\]QSOX2rs101173339:139099451A →CTR-Upregulated in glioblastoma patients \[[@CR5]\]

RNA-editing {#Sec21}
-----------

Figure [9](#Fig9){ref-type="fig"} visualizes allele fraction distributions of the 12 predictive SNVs identified during the creation of the model using SNVs located at known RNA-editing sites. Nine of the SNVs lie in genes that have previous associations with cancer (Table [9](#Tab9){ref-type="table"}). The top SNV, a synonymous mutation lying in NEIL1, is the only exonic SNV chosen in the model. In fact, there is a paucity of exonic SNVs in the total set (*n*=8). Interestingly, RNA-editing sites and SNPs in this gene have been identified in other cancers \[[@CR65]\]. Another interesting example is a SNV lying in NEAT1, a lncRNA whose overexpression is associated with poor prognosis in squamous cell carcinoma patients \[[@CR19]\]. Intriguingly, one of the RNA-editing SNVs lies in ZNF552, which is also implicated in the 3' UTR and gene expression models. Fig. 9Breast RNA-editing SNVs Alelle Fractions. Box plots of allele fraction distributions of 12 predictive SNVs identified during the creation of the RNA-editing SNV model in the breast cancer dataset. Only allele fractions \>0 are plotted, though zero values contribute to box plot distributionsTable 9Top RNA-editing SNVs in breastGeneLocus (Chr:bp)VariantTypeClassDescriptionNEIL115:75646087A →GexonicER+A DNA repair protein in which polymorphisms and RNA-editing sites have been reported in several cancers \[[@CR65]\]ZNF55219:58321691T →CintronicER+Zinc finger protein \[[@CR68]\]ABHD2chr15:89744476G →T3' UTRER+Upregulation is associated with colorectal cancer \[[@CR84]\]RAB11FIP3chr16:548088A →GintronicER+Rab11-binding protein that regulates breast cancer cell motility \[[@CR34]\]SMIM11chr21:35761073G →T3' UTRTR-Uncharacterized small integral membrane protein \[[@CR34]\]PSMB2chr1:36068370T →C3' UTRTR-A SNP, rs6661896, within this gene is associated with chronic myelogenous leukemia \[[@CR11]\]TPM4chr19:161915020A →GintronicTR-Upregulated in primary breast tumors compared to metastatic lesions \[[@CR59]\]NOM1chr7:156762883A →G3' UTRTR-Nucleolar Protein with MIF4G domain, involved with protein translation \[[@CR68]\]NEAT1chr11:65208856A →GintergenicTR-A lncRNA whose overexpression is associated with poor prognosis in squamous cell carcinoma patients \[[@CR19]\]SEPT2chr2:242266408A →GintronicTR-Expression is associated with hepatocellular cancer growth \[[@CR16]\]LANCL2&VOPP1chr7:55525773T →CintergenicTR-LANCL2 is a regulator of the oncogene AKT1\[[@CR86]\]PLB2&SDSchr12:113828961A →GintergenicTR-Uncharacterized locus

Intergenic {#Sec22}
----------

Something immediately noticeable about the features selected by this model is that 66 of the 771 features are located proximal to each other spanning 8,610 bp (chr9: 68, 416, 905--68, 425, 515; hg19). Interestingly, 36 of these are further concentrated in a 1,635 bp region (chr9: 68, 418, 108--68, 419, 742) defined by a strong H3K27Ac peak and histone methylation peaks (H3K4me1, H3K4me3, H3K27me3, and H3K36me3) present in chronic myelogenous leukemia cell lines (K562), a moderate peak in human embryonic stem cells (H1-ESC), as well as a DNaseI hypersensitivity site and evidence of CTCF binding (Fig. [10](#Fig10){ref-type="fig"}) \[[@CR25]\]. The enrichment of these peaks provide strong evidence that this locus is regulated in K562. Because this region is highly enriched with selected SNVs associated with the ER+ subtype, we have termed this locus *estrogen receptor positive associated hotspot* (ERPAHS). In fact, 9 of the top 15 selected intergenic SNVs are located in this concentrated region (Fig. [11](#Fig11){ref-type="fig"}). Furthermore, the only characterized transcripts within 100 kbp of ERPAHS are two immediately flanking miRNAs (mir4477A and mir4477B) and a pseudogene FRG1JP, all of unknown function \[[@CR68]\], though the two miRNA were shown to be expressed by a subset of lymphoma cell lines in a published study \[[@CR33]\]. Fig. 10Breast Intergenic Hotspot A UCSC genome browser view demonstrating the region of enriched selected intergenic SNVs in genomic position 9q12\[[@CR43]\]. This locus is defined by the presence of several regulatory markers including CTCF binding, H3K27Ac, histone methylation marks, and a DNaseI hypersensitvity site, all of which were found K562 cell lines. The enrichment of top selective intergenic SNV features suggests that this locus is associated and regulated in ER+ primary tumorsFig. 11Breast Intergenic SNVs Alelle Fractions. Box plots of allele fraction distributions of top 15 predictive SNVs identified during the creation of the intergenic SNV model in the breast cancer dataset. Only allele fractions \>0 are plotted, though zero values contribute to box plot distributions. SNVs lying in the densely populated region of the estrogen positive associated hotspot are highlighted in red

To assay whether this region is regulated in ER+ and TR- breast samples, we sought to determine if the locus is differentially expressed. The location of ERPAHS (as defined by the 8,610 bp region ± 1,000 bp; chr9: 68, 415, 905--68, 426, 515) was included in the hg19 RefSeq annotation used by featureCounts during read assignment. Importantly, this region does not overlap the annotated transcripts mentioned above. Strikingly, this region is highly expressed in both ER+ and TR- breast samples and is upregulated in ER+ tumors (FC = 1.63, *p*=0.0265, Fig. [12](#Fig12){ref-type="fig"}). Furthermore, allele fraction values of the most predictive intergenic SNV, rs113539941 (chr9: 68418921 C →T), were significantly correlated with increased expression of this locus (Fig. [12](#Fig12){ref-type="fig"}). When comparing expression across samples classified with the binary presence of rs113539941, there is a more pronounced level of differential expression (FC = 2.67, *p*\<10^−5^, Fig. [13](#Fig13){ref-type="fig"}), suggesting a functional role for associated mutations at this locus. This example provides a proof of concept of the utility of the proposed approach to identify biologically associated regions, genes, and/or SNVs. In fact, there are 7 other regions identified via the selected intergenic SNVs that have at least 10 co-occurring SNVs. These loci provide potential new avenues for breast cancer research - further work should be done to identify their biological significance and functional roles in cancer. Fig. 12Correlation of ERPAHS Expression with Hormone Receptor Status and rs113539941 A boxplot demonstrating the high expression of ERPAHS in both ER+ and TR- primary breast cancer samples as well as the significant upregulation of ERPAHS in ER+ tumors compared to those of TR-. Increased expression of ERPAHS is also correlated with higher allele fraction values in tumors. The grey region represents the 95 % CI from linear regressionFig. 13Differential Expression of ERPAHS in Tumors Bearing rs113539941 Mean raw read coverage of tumors bearing rs113539941 and tumors lacking the SNV over the genomic location of ERPAHS. The approximate region of regulatory enrichment is highlighted in green with rs113539941 marked with a dashed line. Fold change and significance of differential expression is given from DESeq2 using normalized read counts

Conclusions {#Sec23}
===========

This study introduces a new methodology and software pipeline, SNV-DA, which is used to identify differential patterns of mutation between two phenotypes from SNVs called from RNA-Seq data. In the breast cancer dataset, we demonstrated that SNV-DA was able to produce models with high predictive performances and that models were discriminant towards the true group labels, indicating that the methodology can identify and prioritize differentially abundant SNVs that are of biological interest. However, in the NSCLC dataset, the power of the proposed methodology to identify non-exonic SNVs that were predictive of disease outcome was likely limited by a combination of small sample size and/or shallow sequencing. We further demonstrated the utility of the proposed methodology by showing that selected SNV feature rankings were significantly different than univariate rankings by Fisher's exact and Wilcoxon rank sum tests and that the locations of selected SNVs were enriched with genes displaying significant allele-specific expression (Additional file [9](#MOESM9){ref-type="media"}). Though the relative performance of SNV models to traditional models trained on gene expression features varied, their performances were comparable - with the all-SNVs model producing the best classification accuracy of triple negative breast cancer samples (Additional file [10](#MOESM10){ref-type="media"}).

Importantly, SNV-DA was able to identify small subsets of SNVs that can be used for further analysis (as little as 50 features in the breast exonic model). Characterization of top performing SNV features from optimally performing models demonstrated that there is an enrichment of SNVs originating from genes previously associated with cancer risk, progression, and survival. That the majority of selected features lie in genes that have strong relationships with the analyzed phenotype supports the use of SNV-DA for the identification and prioritization of novel molecular targets associated with disease phenotype. Furthermore, in the breast cancer dataset, SNV-DA was able to identify predictive SNVs located in ncRNA as well as intronic, 5' UTR, 3' UTR, up/downstream, and intergenic regions - locations in the genome that are routinely ignored by whole exome sequencing. One outstanding example was the prioritization of the previously studied SNP, rs11515, located in the 3'UTR of the tumor suppressor CDKN2A, which has clear associations with poor prognosis and risk in different cancers \[[@CR71]\]. SNV-DA was also able to implicate SNVs originating from RNA-editing, an analysis exclusive to RNA sequencing data. Lastly, the identification of the differentially expressed ERPAHS locus, its significant correlation with predictive SNV allele fractions, and association with regulatory regions in the K562 cancer cell line demonstrates the utility of the proposed methodology for the identification of interesting unannotated expressed regions of the genome (also ignored by traditional differential gene expression analyses).

Because RNA-Seq variant calling is limited to regions of the genome that are expressed, the proposed methodology would not be able to identify variants that result in a marked decrease of expression below a threshold level. However, SNVs called from RNA-Seq data have the added benefit over traditional whole-genome or exome sequencing in that they provide information on the relative amounts of allelic expression, which - as shown - can be implicated in disease or phenotype. Moreover, this methodology can also be used to analyze WGS and WES data to determine the differential abundance of alleles across heterogenous tissues. Furthermore, the developers of GATK have recently outlined best practices for indel calling from RNA-Seq data; therefore, SNV-DA can also be used for the analysis of those variants where special attention is given to feature definitions (over-lapping intervals, etc). Though SNV-DA identified predictive SNVs lying in miRNA and lncRNA, the SNPiR pipeline is not designed for non-standard RNA-Seq methodologies, such as small RNA-Seq. Consequently, the development of novel variant calling methods for these non-standard approaches may produce new avenues of research that are amenable to classification using SNV-DA. A tremendous amount of RNA-Seq data has already been collected in the private and public domain. This data now has the added benefit in that it can be mined for more clinical insights via SNV-DA.

Availability of supporting data {#Sec24}
===============================

SNV-DA is freely available at <https://github.com/Anderson-Lab/SNV-DA>. Data transformation is implemented in Python and parallelized model creation, evaluation, and permutation tests are implemented in R. The package allows users to specify cross-validation design, filtering criteria, and values of K to be tested, as well as the automatic creation of supporting figures. The repository also contains variant data used in this study, as well as the necessary code and documentation to run SNV-DA and SNV calling from RNA-Seq data.
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