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Abstract
This paper studies the causal relations between regional employment growth in Knowledge-
Intensive Business Services (KIBS) and overall regional employment growth using German
labour-market data for the period 1999-2012. Adopting a recently developed technique, we
are able to estimate a structural vector autoregressive model in which the causal directions
between KIBS and other sectors are examined including various time lags. One main finding
holds that although regional growth has a negative short-term effect on KIBS, KIBS growth
has a long-term positive effect on the whole regional economy. This result confirms the claim
that KIBS can play a key role in regional policies. Distinguishing between financial and
non-financial KIBS, we find that financial KIBS have a procyclical effect on regional growth
underlining the potential de-stabilizing effect of a large financial sector.
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1 Introduction
New global challenges call for more comprehensive research and innovation policies, relevant to
all the sectors of the economy (Foray et al., 2009). Increasingly, the emphasis lies on policies
that foster an entrepreneurial process of discovery: entrepreneurs should be enabled to discover
the research and innovation domains in which a region can hope to excel, by gathering localized
information about the region’s skills, materials, environmental conditions, and market access
conditions (Foray et al., 2009; McCann and Ortega-Argilés, 2013). Service innovation (coming
from either services or manufacturing sectors) can boost entrepreneurial dynamism, by closing
the gap between scientific innovation and market requirements, and facilitating a cross-sectoral
fertilization which ultimately contributes to growth and jobs (European Commission, 2012).
Inherent difficulties in supporting novelty creation in the form of services rather than goods
(Rubalcaba et al., 2012; Janssen, 2014) may explain why in the European Union only a few
countries have implemented policies explicitly focused on the service sectors (European Com-
mission, 2009). Yet it remains unclear whether selecting target sectors may contribute to overall
economic growth, let alone which sectors should receive most attention from policymakers. Ad-
ditional empirical evidence on causal relations between sectoral employment growth dynamics
is needed to address this issue.
Service sectors may occupy key positions in the network of inter-sectoral knowledge flows.
Notably, knowledge-intensive business services (henceforth: KIBS) are able to provide advanced
technological knowledge directly to other industrial sectors, and indirectly to the whole economy
(Castellacci, 2008). Business service industries can be defined as KIBS if they are private
organisations that rely heavily on professional knowledge, and supply intermediate products
and services that are knowledge-based (Miles et al., 1995; Den Hertog, 2000). The process
of “knowledge re-engineering” operated by the KIBS when interacting with other enterprises,
and in particular with small and medium ones, causes KIBS to be a “relevant object” for both
innovation and regional policies (Muller and Zenker, 2001). Still, the peculiarity of such process
of knowledge creation has often prevented researchers from obtaining a precise evaluation of the
innovative contribution of KIBS (Muller and Doloreux, 2009). Also for what concerns the impact
of KIBS on growth (either at regional or at national level), there is no conclusive evidence in
the literature (Rubalcaba, 2011). Because KIBS are attracted to places where they find demand
and labour (Keeble and Nachum, 2002; Koch and Stahlecker, 2006; Jacobs et al., 2014; Herstad
and Ebersberger, 2014), some authors argue that public policy should not be aimed directly at
KIBS growth, but rather at fostering regional diversification and technological upgrading which
in turn would drive KIBS growth through a demand-pull process (Wernerheim and Sharpe, 2003;
Meliciani and Savona, 2015).
Research is needed to further investigate the system-wide interactions of KIBS, and to assess
how different typologies of KIBS and manufacturing segments interact (Corrocher and Cusmano,
2014). This study investigates the causal relations between regional employment growth in the
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KIBS sector and regional employment growth in the rest of the economy. By means of a
recent development of the Vector Auto Regression (VAR) approach, we are able to investigate
empirically the causal effects of employment changes in KIBS and the rest of the economy on
each other, as well as the time lags at which these feedbacks take place. In doing so, we would
learn from the causal impact of past exogenous shocks what would be the expected impact of
a (future) policy shock. The analysis is conducted over 270 labour market regions in Germany,
observed between years 1999 and 2012.
Section 2 discusses the mechanisms linking the dynamics of the KIBS sector to the rest of
the economy. Section 3 explains the methodology used, and the reasons for adopting it. Section
4 describes the data. Section 5 shows the results and Section 6 concludes.
2 Hypotheses
2.1 Feedback effects between KIBS and the rest of the economy
It is often conjectured that future urban employment will be increasingly dependent on KIBS
(Wood, 2006). The geographic distribution of KIBS is generally not more concentrated than
other economic branches (Merino and Rubalcaba, 2013) but, at the same time, shows abnor-
mally high values in some cities (Bryson et al., 2004). This could be explained by the tendency
of KIBS to co-locate with multinational enterprises (Jacobs et al., 2014) in global cities (Sassen,
1991) and, in general, to rely on resources available externally (Herstad and Ebersberger, 2014).
Especially in the early stages after foundation, KIBS benefit from their proximity to suppliers
and clients (Koch and Stahlecker, 2006) and, in general, both demand-side influences and local-
ized “collective learning” processes seem to determine the clustering of KIBS firms (Keeble and
Nachum, 2002). Indeed, their activities are often associated to face-to-face interactions (Mc-
Cann and Ortega-Argilés, 2013): the knowledge generated by the KIBS stems from interactive
learning with a diverse set of economic actors. Yet, the economy can benefit collectively of
the knowledge produced by KIBS even in the absence of bilateral connections among them, as
their knowledge is diffused throughout the economy (Leiponen, 2001; Jensen et al., 2007). As a
consequence, the contribution of KIBS to the productivity of the other industrial sectors may
well exceed the productivity gains as measured within the KIBS sector itself (Castaldi, 2009).
Such feedback effects can be rephrased in terms of the following hypotheses:
H1 (Knowledge diffusion): KIBS growth causes growth of the rest of the economy through its
positive impact on productivity.
H2 (Demand-pull): Growth in the rest of the economy causes KIBS to grow by increasing the
demand for their services.
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2.2 KIBS, Manufacturing and Services
The impact of KIBS on the local economy goes well beyond its contribution through the growth
effects of knowledge diffusion and productivity growth, which we may reckon can be only ob-
served after a certain delay. Indeed, another channel, more evident in the short-run, has been
put forward by Moretti (2010) and Moretti and Thulin (2013). Their results imply that a growth
in high-skilled labour-intensive activities stimulates the local economy by creating demand, es-
pecially in the non-tradable sector (i.e. services locally produced and consumed). They call this
effect a “local multiplier” which can be understood as a “pecuniary externality”:
“This multiplier effect stems from increases in the demand for local services gen-
erated by the increase in total earnings in the traded sector. As the number and
wages of, say, manufacturing workers increases in a city, their demand for services
like haircuts, restaurant meals, and medical care increases, thus raising the demand
for hair stylists, waiters, and doctors in the city.”(Moretti and Thulin, 2013, p. 339)
Although they focus on the impact of the tradable sector on local services (in order to explain
why local governments subsidize the arrival of large new manufacturing firms, e.g. from the auto-
mobile industry), we may expect, from the same mechanism, that KIBS growth would also foster
the demand for local services. Indeed, the magnitude of the “local multiplier” is “particularly
large for employers with many well-educated workers and for employers in the high-technology
sector”(Moretti and Thulin, 2013, p. 342). This leads us to formulate the following hypothesis:
H3 (Local multiplier): In the short-run, we expect growth in the KIBS sector to cause growth of
other services, through the local multiplier effect.
Besides such link with other services, KIBS also co-evolve with the manufacturing sector.
The first reason has to do with the role of KIBS in the development of (local) outsourcing of
service activities (Fixler and Siegel, 1999; Groshen and Potter, 2003; Heshmati, 2003; Ono, 2003;
Miozzo and Grimshaw, 2005; Grimshaw and Miozzo, 2006; Arora and Forman, 2007; Henderson
and Ono, 2008), sustaining the productivity growth in both the manufacturing and service
sectors (Fixler and Siegel, 1999). The externalization of business services has generally tightened
the links between the manufacturing and services industries (Castellacci, 2008; Corrocher and
Cusmano, 2014):
“[A]n intense process of outsourcing has taken place in recent decades, where
many activities previously performed within manufacturing firms are now carried
out by specialized business services. This process is leading to an increasing in-
terdependence and a more intense knowledge exchange between manufacturing and
service activities” (Castellacci, 2008, p.981).
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What are the implications of such interdependence on employment patterns across KIBS and
manufacturing sectors? Heshmati (2003) explains that the impact of outsourcing on the in-
crease in the labor share of services is due to its direct effect on workers’ displacement as well
as its indirect effect on the demand for services. In the case of KIBS, clients retain minimum
“in-house” capabilities allowing them to keep interacting with the external supplier in close
proximity (Miozzo and Grimshaw, 2005). This requires the outsourcing to be done in the local
context (Ono, 2003; Miozzo and Grimshaw, 2005; Grimshaw and Miozzo, 2006; Henderson and
Ono, 2008). Thus, we might infer that hypotheses 1 and 2 are all the more true when con-
sidering manufacturing sectors only: they should exert a demand-pull effect on KIBS, and the
knowledge created by KIBS should spill more easily onto manufacturing firms due to outsourc-
ing. In turn, the “displacement effect” mentioned by Heshmati (2003) can be explained by the
fact that, in the short-run, local economies are limited in their availability of specialized labour:
growing sectors drain their new employees from other industries. An increase in the activities
and turnover of KIBS may require an increase in their number of employees, and such increase
may be possible only through a decrease of employment in other sectors of the economy. A sim-
ilar negative relation would operate also in the opposite direction: an increase in employment
of the manufacturing sector, possibly due to integration of activities, might require the shift of
specialized labour from the KIBS. In general, we can expect the following:
H4 (Labour Sharing): We expect that in the short-term, KIBS and the manufacturing sector
would drain labour resources away from each other, corresponding to a negative relation.
Since our main research question relates to the interrelations between the KIBS sector and the
rest of the economy, KIBS’ internal diversity may matter as well.
2.3 The different faces of KIBS
While financial aspects of economic geographies have been neglected for a long time because
“the prevailing notion was that financial markets are somehow separate from the real economy”
(Lee et al., 2009, p. 726), more recent works have studied the geographical characteristics of
financial activities (Coval and Moskowitz, 1999, 2001; Pike and Pollard, 2010). Pike and Pollard
(2010) have pushed for considering financial activities as an “integral” element of our economic
geographies. Their framing of the interrelation of financial activities and the real sector is quite
negative, one reason being the risks such financialization puts on the real economy, due to the
high procyclicality of their activities, thus accentuating the volatility of the business cycle.
By revealing the existence of a “local bias” in investors’ portfolio, Coval and Moskowitz
(1999) have shown that geography also matters when it comes to financial decisions.1 Such bias
is due to the existence of asymmetric information between equity buyers and sellers, which can
1Klagge and Martin (2005) have confirmed the local bias in the case of venture capital firms in Germany.
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be best overcome by acquiring ‘soft’ information about companies.2 This type of information,
yielding abnormal returns, requires proximity (Coval and Moskowitz, 2001). The importance
of (short) distance to the acquisition of soft information has been much studied in the bank-
ing literature (Petersen and Rajan, 2002; Degryse and Ongena, 2005; Agarwal and Hauswald,
2010). Because their access to lending depends on a close relationship with their bank, small
and young businesses are especially captive of local banks. Indeed, only close monitoring allows
lenders to overcome these firms’ opacity and lack of credit record (Degryse and Ongena, 2005).
The importance of local banks to regional dynamics is all the more prevalent in decentralized
financial systems such as in Germany (Klagge and Martin, 2005). Its “three-pillar” banking
system groups universal banks into private banks, public banks or cooperative banks, of which
both the public and cooperative ones have highly localized activities. Because of the prevalence
of small-and-medium firms (the “Mittelstand”) with poor access to external capital markets,
local credit dominates the German financial system (Stolz and Wedow, 2011). This leads us to
formulate our last hypothesis:
H5 (Financial vs. non-financial KIBS): We expect the impact of financial KIBS on the rest of
the local economy to be larger than that of non-financial KIBS.
Summarizing our hypotheses, we could expect in the short-run either that KIBS growth leads
to growth in services (H3: Local multiplier) or that the rest of the economy (especially man-
ufacturing) negatively impacts KIBS growth due to H4 (Labour sharing). Instead, with some
delay, we should observe a positive feedback effect from KIBS to the rest of the economy (H1:
Knowledge diffusion) and back (H2: Demand-pull). Finally, we anticipate differences in the
impact of financial and non-financial KIBS on the rest of the economy (H5).
3 Methodology
There are two variables of interest in our benchmark model, before proceeding to further disag-
gregation: regional employment growth in KIBS, and regional employment growth in the rest
of the economy (i.e. in all the other industrial sectors, considered altogether). The goal of this
study is determining how changes in one variable of interest, like a policy action which suddenly
changes the employment growth in KIBS or in the rest of the economy, influences the evolution
over time of both variables. The two variables of interest are endogenous: they influence each
other, although we do not know to what extent nor over which time frame, as discussed in the
previous section.
We denote by yt the vector containing the two variables of interest, as observed in year
t. We assume that the whole regional economic system evolves in reaction to some exogenous
2Soft information is opposed to ‘hard’ information which is easily codifiable and can be found in firms’ financial
statements and credit records.
6
events. These events are assumed to be drawn from a zero-mean probability distribution, and to
be temporally uncorrelated; contemporaneous events are independent. In the literature on the
VAR method these effects are called shocks and we use this language in the methodological part,
calling changes that are triggered from exogenous events shocks. We denote by t the vector of
shocks impacting the variables of interest in year t.
We assume that the development of the regional economic system, independently of the sign
and size of the shocks, can be described by the following Vector AutoRegression (VAR):
yt = Byt + Γ1yt−1 + ...+ Γpyt−p + t (1)
where the number of lags p will be selected according to several information criteria, as
explained in the next section. Equation (1) shows the dynamics of the regional economic system
that we assume “structural” with respect to interventions on the shocks, and thus allows to
predict the behavior of the variables of interest following the exogenous events (Hurwicz, 1962).
The economic system evolves according to a law connecting the current growth of KIBS and
of the rest of the economy (the vector yt on the left side of the equation) to its past values
(the vectors yt−1, yt−2, . . . , yt−p) through the parameters Γ. Current growth of KIBS and of the
rest of the economy is also connected to the current exogenous shocks t, and to itself through
the matrix parameter B. Indeed, there are contemporaneous relations among the variables of
interest, by which a shock to one variable may affect another variable “instantaneously” (within
one time unit, i.e. within one year).3
Notice that, in Equation (1), all the information about past shocks is not explicitly shown,
but is instead embodied in the values yt−1, yt−2, . . . , yt−p. In economic terms, that means: if
we know the growth of KIBS and of the rest of the economy in the past, we do not need to
reconstruct the whole history of previous exogenous shocks (i.e. why in the past the system
evolved in that way) in order to understand what will happen to the economy this year, but we
only need to know the new shocks t. Of course, the economic situation of one year ago or two
years ago resulted in turn from other previous exogenous shocks. Under a stability condition
(see Luetkepohl, 2009), we can easily represent the same model of Equation (1) as a moving
average (Wold, 1938):
yt = Ψ0t + Ψ1t−1 + ...+ Ψ∞t−∞ (2)
where the economic situation of today is explicitly shown to depend on the whole history of
exogenous shocks occurred in the past. Ψ are the parameters connecting shocks and variables
of interest, i.e. the “impulse responses” we want to estimate in order to assess the consequences
that exogenous shocks have over time. The information about the past shocks 1, 2, . . . , t, that
3In the final part of this section, we will explain why the existence of (almost) instantaneous relations among
the variables of interest (in our case: of fast spillovers from KIBS growth to the other industries’ growth, or vice
versa) is an important issue that often prevents from a proper estimation of the structural form of the model.
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was shown in Equation (1), as embodied in the past values of y, is now explicitly expressed in
terms of all previous exogenous shocks that in the past have hit the variables of interest, i.e. all
shocks (including policy actions) that have shaped the evolution of the KIBS sector and of the
rest of the economy. In order to assess the possible outcome of, e.g., future policies, we want to
know the impulse responses Ψ, as in Equation (2).
The representation in Equation (2) is easy to obtain when knowing the “structural” form of
the model as in Equation (1). However, estimating the “structural” form is not straightforward,
because of the presence of contemporaneous effects as indicated by the parameter B in Equation
(1); instead, a vector autoregression in the “reduced form”
yt = A1yt−1 + ...+Apyt−p + ut (3)
can be easily estimated (Stock and Watson, 2001). The reduced form (Equation 3) would
be structural only if there were no contemporaneous causal relations among the variables of
interest, i.e. assuming that the matrix B in Equation (1) is composed only of zeroes. If this is
not the case, estimating the reduced form of Equation (3) cannot help to define the effects of
an exogenous event (Sargent, 1979; Sims, 1986).
Indeed, there are many values of the parameters of Equation (1) that are consistent with
estimates of Equation (3), and additional assumptions are needed to identify a preferred set of
values. This “identifiability” problem has driven the research on structural vector autoregressions
over the last three decades (see Stock and Watson, 2001, for a short summary and Hashimzade
and Thornton, 2013, for a detailed survey). The main strands of research have focused on
searching for plausible additional assumptions drawn from economic theory. The assumptions
might concern the causal ordering, that is the short-term spillovers of the shocks (in our case, for
instance, deciding a priori that KIBS affects the rest of the economy within one year, but not
vice versa) or the long-term effects of the shocks (in our case, for instance, deciding a priori that
a shock to KIBS does not influence regional growth in the long run, while a shock to the rest of
the economy does). However, as argued in Section 2, there are no clear theoretical predictions
about the direction of the contemporaneous or long-term relations between the growth of KIBS
and of the rest of the economy.
Recent developments in the econometric research on structural vector autoregressions, cou-
pled with recent empirical findings about regional dynamics, enable us to avoid imposing strong
a priori causal ordering. The developments to which we refer, brought to the attention of the
economic research community by Moneta et al. (2013), are based upon a deeper investigation of
what the assumption of independence of the exogenous shocks (t in Equation 1) entails.
Retrieving the structural form (1) from the estimated reduced form (3) means also retrieving
the current and past exogenous shocks (t, t−1 etc.) from the current and past residuals of
the reduced-form estimation residuals (ut, ut−1 etc.). In algebraic terms, this is equivalent to
finding a rotation of the residual matrix which can be a possible structural shock matrix, i.e. a
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rotation of the residual matrix that is consistent with the assumptions about structural shocks.
Traditionally, a way to consider a rotation of the residuals as a candidate for being the matrix
of structural shocks is checking the correlation of its elements. However, the independence
assumed for our model’s shocks is a more restrictive concept than uncorrelatedness (lack of
correlation is a necessary but not sufficient condition for independence). Therefore, the number
of rotations, of the reduced-form residuals, which are characterized by independence is lower than
the number of rotations which are characterized by uncorrelatedness. A deeper investigation
of the independence property of the shocks allows to decrease the number of matrices that are
potential candidates for representing the structural shocks (t, t−1 etc.), and thus to decrease
the number of additional assumptions needed to choose among those candidates. Finding the
rotations that have the independence property is known, in the signal processing literature, as
“independent component analysis”: if we assume that all exogenous shocks, or all shocks but
one, are not only independent but also non-Gaussian, then it is possible to retrieve them from
an observable rotation of them, that is, in our case, from the reduced-form estimation residuals
(Comon, 1994; Hyvärinen and Oja, 2000).
Can we assume, in our context, that the exogenous shocks are non-Gaussian? We employ
the same data set for which Duschl and Brenner (2013a) have observed a non-Gaussian (almost
Laplacian) distribution of regional industry-specific employment growth rates (the data will be
described in the next section). This finding can be connected to previous studies which found
heavier-than-Gaussian tails in the empirical distributions of firm (sales and employment) growth
rates (Stanley et al., 1996; Bottazzi et al., 2011), of industry (value added) growth rates (Castaldi
and Sapio, 2008) and of country (aggregate output) growth rates (Fagiolo et al., 2008). Non-
Gaussian distributions might in principle result from a stochastic process governed by Gaussian
shocks (Brock, 1999). However, when the dependent variable of a linear model is characterized by
a fat-tailed distribution (resembling a Laplace, or Exponential Power distribution), it is common
practice to assume that the shocks are drawn from a similar distribution, and consequently to
estimate the model by Least Absolute Deviation (LAD) regressions rather than by ordinary
least squares (see e.g. Coad, 2010; Coad and Broekel, 2012). Non-Gaussianity of errors can
thus be considered a reasonable assumption also for a model explaining industry growth rates
at regional level.
The assumptions of independence and of non-Gaussianity of the shocks are not sufficient to
identify the structural form (1); we need the third assumption that there is no contemporaneous
feedback among the variables, which Moneta et al. (2013) refer to as the “acyclicality” assump-
tion. It must be interpreted as follows: if, in our model, an exogenous shock to one variable is
immediately able (within one time-unit, that is within one year in our context) to affect a second
variable, then it is not possible that an exogenous shock to the second variable is immediately
able to affect the first variable. Notice that there is no need to define a priori the ordering of the
variables in the described causal structure. The Vector Auto-Regression Linear Non-Gaussian
9
Acyclic Model (VAR-LiNGAM) algorithm (Shimizu et al., 2006; Hyvärinen et al., 2008), which
we employ in this research, will define through a data-driven procedure whether a shock to KIBS
is able to immediately affect the rest of the economy, or the other way around. The acyclicality
is imposed only for the same time period in which the shock hits the economy, and the acyclic
ordering is supposed to be constant over time: the immediate inter-sectoral propagation of the
shock always goes in the same direction. However, the non-immediate propagation, that is the
inter-sectoral spillover happening with a time lag equal or higher than one, is not restricted:
the effect of any shock occurred in a given year (no matter whether the shock originated in the
KIBS sectors or in other industries) can in principle propagate over the whole economy during
the following years, and possibly generates cycles of growth across different sectors.4
4 Data and variables
Our data cover 270 labour market regions observed in Germany between years 1999 and 2012.
They result from the aggregation over the 413 German NUTS3 districts, and are in accor-
dance with commuting flows (Binder and Schwengler, 2006). Moreover, labour market regions
have been argued to be the adequate regional dimension in the context of innovation processes
(Broekel and Binder, 2007). In particular, the 270 German labour market regions have already
been used as geographical units for the estimation of a vector autoregression having regional
employment growth as a variable of interest (Buerger et al., 2012).
We adopt the empirical classification in Jacobs et al. (2014), in turn based on the theoretical
considerations by Strambach (2008), to define the KIBS sectors according to their NACE (Rev.
2) industry code (see Table 1). According to this classification, the financial organizations are
considered as KIBS. Part of the literature shares the same view (e.g. Wood, 2006), while other
studies prefer to adopt a more restrictive definition of KIBS (e.g. Koch and Stahlecker, 2006).
To account for potential differences in their interaction with the regional economy, thus testing
our last hypothesis (H5: Financial vs. non-financial KIBS), we also consider financial KIBS and
non-financial KIBS separately (see Table 1). Unfortunately, given the amount of data available,
the model estimation is not possible when the variables of interest are more than two. Therefore,
we will estimate separate models in which, in turn, the “KIBS” variable of interest refers to all
the KIBS, or only to the financial KIBS, or only to the non-financial KIBS.
Analogously, the peculiar relations observed between KIBS and manufacturing sectors (e.g.
Corrocher and Cusmano, 2014) bring us to estimate two models having, as a second variable of
interest opposed to KIBS, respectively manufacturing and service sectors. Indeed, as discussed
in Section 2, the Local multiplier (H3), and Labour sharing (H4) effects imply a particular
4Details about the VARLiNGAM estimation algorithm can be found in Hyvärinen et al. (2008). Pioneering
applications of the algorithm to economic fields have involved macroeconomics (Moneta et al., 2013), happiness
economics (Coad and Binder, 2014), energy economics (Ferkingstad et al., 2011), firm dynamics (Moneta et al.,
2013; Coad et al., 2012), and regional dynamics (Duschl and Brenner, 2013b).
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Table 1: Definition of KIBS in terms of NACE industry classification
KIBS NACE Description
category
Financial 64.1 Monetary intermediation
KIBS 64.2 Activities of holding companies
64.3 Trusts, funds and similar financial entities
64.9 Other financial services activities, except insurance and pension funding
66.1.1 Administration of financial markets
69.2 Accounting, bookkeeping and auditing activities; tax consultancy
Non-financial 62.0.1 Computer programming activities
KIBS 62.0.2 Computer consultancy activities
70.1 Activities of head offices
70.2 Management consultancy services
73.1 Advertising
73.2 Market research and public opinion polling
72.1 Research & experimental development on natural sciences and engineering
72.2 Research & experimental development on social sciences and humanities
relation between KIBS and other services or manufacturing sectors. We consider as services all
sectors having the following 2-digit NACE codes: 33; 45 to 82; and 90 to 96 (for our analysis,
we exclude from this list the sectors that we consider as KIBS, to avoid double counting).5
Summing up, we have six variables divided into a set of three variables associated to KIBS
(all KIBS, only financial KIBS, only non-financial KIBS), and a set of three variables associated
to the rest of the economy (all non-KIBS sectors, only manufacturing, only non-KIBS services).
We will estimate nine models, each one considering, as variables of interest, only one variable
from the first (KIBS) set, and only one variable from the second (rest of the economy) set. Said
in terms of the notation in Equation (1), there are always only two elements constituting the
vector yt. See Table 2 for a summary of each model in terms of its variables of interest.
To construct the six variables, our starting point is the regional employment level (which
we denote by xt) associated to each of the variables. The second column of Table 3 shows the
mean and standard deviations, computed across regions and across years, of the employment
level respectively for the six variables. Then, we compute the regional employment growth rates
gt as log-differences of employment:
gt = log(xt) − log(xt−1) (4)
5The rationale behind our NACE code list is the following. The OECD (the official OECD website:
http://stats.oecd.org/glossary/detail.asp?ID=2435) does not consider construction, nor energy, nor public
administration sectors as part of the service sector. Castaldi (2009) excludes, from her analysis of intersectoral
linkages, also education, health and social work “because, by responding only partially to market forces, they
follow different patterns of competition and growth”. Because of similar reasons (building of waste disposal plants,
which can involve mainly construction and manufacturing processes; partial dependence on state control) we also
exclude the sectors related to water supply, sewages and waste management from our services NACE list.
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Table 2: Summary of the nine models.
All KIBS Financial Non-financial
KIBS KIBS
All the other (non-KIBS) sectors Model 1 Model 2 Model 3
Manufacturing sectors Model 4 Model 5 Model 6
Other (non-KIBS) service sectors Model 7 Model 8 Model 9
Note. Column labels indicate the first variable of interest, i.e. the first element of
yt in Equation 1; row labels indicate the second variable of interest, i.e. the second
element of yt in Equation 1.
We cannot directly feed the growth rates gt to our estimation algorithm, because of a negative
relation between the levels of the region-industry employment, and the variance of their growth
rates (Duschl and Brenner, 2013a). Such “variance scaling” relation is well-known in industrial
dynamics: the lower is the firm size, the higher is the variance of its growth rate (Stanley et al.,
1996). This empirical law seems to hold also for regional dynamics, and cannot be ignored
when modeling growth rates, because the heteroscedasticity generated by the law can bias the
estimation (Bottazzi et al., 2014). Duschl and Brenner (2013a) show that the problem can be
circumvented by an appropriate rescaling of the growth rates, based on the estimation of the
variance scaling parameters. We adopt the same procedure (for details, see Duschl and Brenner,
2013a), and we obtain the rescaled growth rates which we will use as variables of interest in
our model (i.e. as the elements of the vector denoted as yt in Equations 1, 2 and 3). For each
of the six sectoral aggregations, corresponding to the six variables of interest, Table 3 reports
descriptive statistics of both the not rescaled growth rates (gt) and the rescaled growth rates
(yt). Henceforth, when referring simply to “growth”, we will mean “rescaled growth”.
Table 3: Descriptive statistics
Employment level Employment growth
Not rescaled (gt) Rescaled (yt)
Mean s.d. Mean s.d. Mean s.d.
All KIBS 6542.8 16524.2 -0.013 0.069 -0.012 0.069
Financial KIBS 3567.2 7994.8 -0.003 0.044 -0.003 0.044
Non-financial KIBS 2975.6 8920.8 0.006 0.203 0.001 0.184
All other (non-KIBS) sectors 92259.8 132782.4 -0.002 0.018 -0.002 0.017
Manufacturing 23547.4 29303.8 0.003 0.034 0.002 0.033
Other (non-KIBS) services 41396.2 72856.0 -0.002 0.030 -0.002 0.028
In Figure 1, we show the empirical distribution of regional growth rates for, respectively,
12
KIBS (left plot) and all the other sectors (right plot, pooling together the regional growth rates
of all the yearly cross-sectional waves). With log frequency on the vertical axis, the distributions
look clearly tent-shaped, thus confirming the finding by Duschl and Brenner (2013a) that the
Laplace-like features of growth rate distributions can be retrieved also at regional level.6 As
previously explained, this finding hints that non-Gaussian shocks are driving the dynamics of
our data, an important prerequisite for the estimation of the structural form of the models.
Figure 1: Growth rate distributions. Left: Growth of KIBS; right: Growth in all the other
sectors.
There are other variables that influence the variables of interest, and are not influenced by
them: they are assumed to be exogenous to our model, and we control for them. Such control
variables are measured only at the initial time of our dataset (later observation might invalidate
the exogeneity assumption) and are: population density, share of KIBS employment over total
employment, and a dummy variable equal to 1 if the region belongs to the former East Germany
(and zero otherwise). Although we do not report the statistics and estimations relative to them,
the control variables are always included in our models.
The selection of the number of lags p in the vector autoregression is based on various statis-
tics, like the Akaike Information, the Hannan-Quinn or the Schwarz Criterion (Lütkepohl, 2001).
Here, all criteria advocate a 1-lag model, which is driven by the disproportionate loss of informa-
tion that is not counterbalanced by additional explanatory power from the inclusion of further
lags. Because the selection of lag length might statistically collide with the determination of the
causal ordering (Demiralp and Hoover, 2003), we checked whether the latter stays robust when
6For all the other variables we consider, the empirical growth distributions (not shown here) display similar
features.
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increasing the number of lags. No changes in the causal ordering are observed and the estimates
remain very similar in a 2-year lag model.
5 Results
For each model, we present our results in two forms. Tables 4 to 6 will show the parameter
estimates for the structural autoregressive form of the model, as in Equation (1). Figures 2 to
4 will illustrate the evolution of the variables of interest over time, following a shock applied to
one of them.
In the tables, each estimated coefficient must be interpreted as measuring the effect of the
row variable on the column variable. The estimates of the instantaneous spillovers (the spillovers
occurring within one year, that is the elements of the matrix parameter B of Equation 1) are,
then, in the rows having, as label on the left column, the variables with the “(t)” suffix; while
the estimates of the spillovers occurring at lag 1 (i.e. the spillovers Γ1 occurring after one year)
are in the rows having, as label on the left column, the variables with the “(t-1)” suffix.
We can trace the evolution of the variables of interest over time by, first, moving from
the autoregressive representation (1) to the moving average representation (2) (i.e. from the
autoregression parameters B and Γ to the impulse responses Ψ), and then by computing the
cumulative sum of the impulse response function as:
Ψal =
l∑
j=0
Ψj (5)
where l indicates the number of time units (lags) after the shock impact. The “accumulated”
impulse response function in Equation (5) is instrumental to answer our research question be-
cause of the complicated time structure of impulse responses in Equation (2). To explain why
this is the case, we need to reflect, in economic terms, on the model representations in Equations
(1) and (2). Having only one lag in the autoregressive representation (1) means that the level,
this year, of a variable of interest, say of employment growth in KIBS, has an influence on next
year’s level of the other variable of interest, say of growth in the rest of the economy. But the
growth of the rest of the economy next year will influence the growth of KIBS, and of the rest of
the economy, the following year (i.e. in two years from now): an exogenous shock applied today
to any variable can change the whole evolution of all the variables throughout all the following
years. That is why, in the moving average representation of Equation (2), we see that the current
growth rate of a variable depends on the exogenous shocks that occurred in the system in all the
previous years. In order to understand the overall effect on the rest of the economy, after five
years, of a shock to KIBS that occurred today, we need to sum all the effects that today’s shock
will have year after year: we need the accumulated impulse response function of Equation (5).7
7We do not show any graphs of the accumulated response of a variable to a shock on the same variable, since
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Table 4 shows the estimates of the parameters of the structural autoregression (Equation 1)
when modelling KIBS growth versus growth in all the other sectors (i.e. versus rescaled growth
of total regional employment minus KIBS employment). In particular, the top panel of Table
4 shows the estimates for Model 1, when not distinguishing between financial and non-financial
KIBS. Because of the “acyclicality” assumption we impose, the VARLiNGAM algorithm has to
choose the prevailing causality direction for instantaneous inter-sectoral diffusion. The causality
direction goes from the rest of the economy to KIBS. Notably, the parameter estimation is
negative (estimation value: −0.258): an increase in employment in the regional economy brings
immediately a decrease in the employment in KIBS. This could be due to a labour-supply effect
by which, in the very short term, employees move from KIBS firms to the rest of the economy, in
accordance with hypothesis H4 (Labour sharing). Instead, hypothesis H3 (Local Multiplier) on
the positive income effect of KIBS workers’ high wages on the local economy is not corroborated
by the evidence.
After one year, however, the picture is completely different: the growth in the rest of the
economy calls for a higher demand of business services, which in turn translates into KIBS
growth (parameter estimate: +0.381). This result is in line with hypothesis H2 (Demand-pull).
Because we also observe a positive lagged effect of KIBS on the rest of the economy (parameter
estimate: +0.024), as expected from hypothesis H1 (Knowledge diffusion), a positive feedback
loop is set into motion.
To understand which effect prevails in the long run, we need to inspect the left panel of
Figure 2(a), showing the accumulated response of KIBS growth (as a solid line) to a unit shock
on the growth in the rest of the economy. The dashed lines in the figure delimit a 68% confidence
interval.8 It appears that, after one year, KIBS are likely to recover from the initial negative
impact, and after three years the cumulated effect becomes significantly positive.
The central and lower panels of Table 4 (where, respectively, only financial and only non-
financial KIBS have been considered) show that the non-financial KIBS are the only ones ex-
periencing the instantaneous negative repercussion (parameter estimate: −1.133). According
to our explanation above, this means that labour sharing with the rest of the economy (H4)
mainly concerns non-financial service activities. It is also a first element corroborating our hy-
pothesis H5 (Financial vs. non-financial KIBS). Indeed, financial KIBS experience a positive
effect already during the first year of general growth in the region (parameter estimate: +0.130),
although we are not able to discern whether the negative repercussion does not exist at all, or
is simply overcompensated by a very fast increase in demand for financial expertise from the
rest of the economy, as expected by H2 (Demand-pull). At this point, we need to remind the
the focus of our study is on growth spillovers across different industries.
8The 68% confidence interval is often used because of its comparability with the Gaussian case. When the
distribution of the estimation errors is Gaussian, by adding (subtracting) exactly one standard deviation to (from)
the mean estimation, the upper (lower) bound of the 68% confidence interval is obtained.
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Table 4: VARLiNGAM estimates of the parameters of the structural autoregression (1) when
modelling KIBS growth versus growth in all the other sectors.
Model 1: All KIBS vs all other (non-KIBS) sectors
dep var: all KIBS (t) all other (non-KIBS)
sectors (t)
all KIBS (t) - -
- -
all other (non-KIBS) sectors (t) -0.258* -
(0.139) -
all KIBS (t-1) 0.015 0.024***
(0.015) (0.005)
all other (non-KIBS) sectors (t-1) 0.381*** 0.391***
(0.079) (0.027)
Model 2: Financial KIBS vs all other (non-KIBS) sectors
dep var: fin. KIBS (t) all other (non-KIBS)
sectors (t)
fin. KIBS (t) - -
- -
all other (non-KIBS) sectors (t) 0.130*** -
(0.050) -
fin. KIBS (t-1) 0.078*** 0.027***
(0.021) (0.007)
all other (non-KIBS) sectors (t-1) 0.181*** 0.395***
(0.046) (0.028)
Model 3: Non-financial KIBS vs all other (non-KIBS) sectors
dep var: non-fin. KIBS (t) all other (non-KIBS)
sectors (t)
non-fin. KIBS (t) - -
- -
all other (non-KIBS) sectors (t) -1.133*** -
(0.350) -
non-fin. KIBS (t-1) 0.014 0.009***
(0.012) (0.002)
all other (non-KIBS) sectors (t-1) 0.763*** 0.391***
(0.189) (0.028)
Notes. * 10% significance; ** 5% significance; *** 1% significance;
bootstrapped standard errors in brackets.
16
Table 5: VARLiNGAM estimates of the parameters of the structural autoregression (1) when
modelling KIBS growth versus growth in the manufacturing sectors.
Model 4: All KIBS vs Manufacturing
dep var: all KIBS (t) Manufacturing (t)
all KIBS (t) - -
- -
Manufacturing (t) -0.298*** -
(0.094) -
all KIBS (t-1) 0.011 0.009
(0.021) (0.011)
Manufacturing (t-1) 0.056 0.247***
(0.042) (0.027)
Model 5: Financial KIBS vs Manufacturing
dep var: fin. KIBS (t) Manufacturing (t)
fin. KIBS (t) - -
- -
Manufacturing (t) -0.086 -
(0.084) -
fin. KIBS (t-1) 0.099*** 0.008
(0.022) (0.016)
Manufacturing (t-1) 0.026 0.249***
(0.028) (0.027)
Model 6: Non-financial KIBS vs Manufacturing
dep var: non-fin. KIBS (t) Manufacturing (t)
non-fin. KIBS (t) - -
- -
Manufacturing (t) -0.508*** -
(0.160) -
non-fin. KIBS (t-1) 0.005 0.008**
(0.011) (0.004)
Manufacturing (t-1) 0.239*** 0.249***
(0.073) (0.026)
Notes. * 10% significance; ** 5% significance; *** 1% significance;
bootstrapped standard errors in brackets.
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Table 6: VARLiNGAM estimates of the parameters of the structural autoregression (1) when
modelling KIBS growth versus growth in all the other service sectors.
Model 7: All KIBS vs all other (non-KIBS) service sectors
dep var: all KIBS (t) all other (non-KIBS)
service sectors (t)
all KIBS (t) - -
- -
all other (non-KIBS) service sectors (t) 0.025 -
(0.132) -
all KIBS (t-1) 0.019 0.035***
(0.016) (0.009)
all other (non-KIBS) service sectors (t-1) 0.132*** 0.222***
(0.048) (0.027)
Model 8: Financial KIBS vs all other (non-KIBS) service sectors
dep var: fin. KIBS (t) all other (non-KIBS)
service sectors (t)
fin. KIBS (t) - -
- -
all other (non-KIBS) service sectors (t) 0.184** -
(0.080) -
fin. KIBS (t-1) 0.075*** 0.046**
(0.021) (0.019)
all other (non-KIBS) service sectors (t-1) 0.067** 0.212***
(0.030) (0.029)
Model 9: Non-financial KIBS vs all other (non-KIBS) service sectors
dep var: non-fin. KIBS (t) all other (non-KIBS)
service sectors (t)
non-fin. KIBS (t) - -
- -
all other (non-KIBS) service sectors (t) -0.224 -
(0.241) -
non-fin. KIBS (t-1) 0.006 0.011***
(0.012) (0.003)
all other (non-KIBS) service sectors (t-1) 0.290*** 0.216***
(0.103) (0.027)
Notes. * 10% significance; ** 5% significance; *** 1% significance;
bootstrapped standard errors in brackets.
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Figure 2: Cumulative impulse response functions when modelling KIBS growth versus
growth in all the other sectors. The dashed lines delimit the 68% confidence intervals.
(a) Model 1 (All KIBS vs. all other (non-KIBS) sectors)
(b) Model 2 (Financial KIBS vs. all other (non-KIBS)
sectors)
(c) Model 3 (Non-financial KIBS vs. all other (non-KIBS)
sectors)
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Figure 3: Cumulative impulse response functions when modelling KIBS growth versus
growth in the manufacturing sectors. The dashed lines delimit the 68% confidence intervals.
(a) Model 4 (All KIBS vs. Manufacturing)
(b) Model 5 (Financial KIBS vs. Manufacturing)
(c) Model 6 (Non-financial KIBS vs. Manufacturing)
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Figure 4: Cumulative impulse response functions when modelling KIBS growth versus
growth in all the other service sectors. The dashed lines delimit the 68% confidence intervals.
(a) Model 7 (All KIBS vs. all other (non-KIBS) service
sectors)
(b) Model 8 (Financial KIBS vs. all other (non-KIBS)
service sectors)
(c) Model 9 (Non-financial KIBS vs. all other (non-KIBS)
service sectors)
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reader that the relations of our system, as modeled in Equation (1) and (2), are linear, and thus
symmetric: a positive effect of a positive shock corresponds to a negative effect of a negative
shock. In our tables, a positive estimated coefficient indicates a positive causal relation between
variables, and also as a potential source of contagion to other industries of a crisis originated
in one sector. In this sense, the fact that our results point toward a procyclical behavior of
financial KIBS, i.e. the fact that financial KIBS seem to prosper during the good times of the
economy, must be taken into account also when evaluating the potential impact of a crisis in
the rest of the economy: financial KIBS are going to suffer already in the immediate aftermath
of a bad event affecting the region.
The fact that hypothesis H4 (Labour sharing) only seems to be validated in the case of
non-financial KIBS could be due to the reduced labour sharing opportunities between financial
KIBS and the rest of the economy associated with a lower level of transferability of skills.
Indeed, Neffke and Henning (2013) have shown that financial services are highly clustered in
the periphery of the industry space, meaning they require highly specialized labour for which
the skills are difficult to transfer to other sectors. In the case of Germany, Klagge and Martin
(2005) qualify these specialized labour markets as “financial communities”. Instead, business
services (and by extension to our typology, non-financial KIBS) are positioned in a wide range
of locations, thus sharing skills with many non-KIBS activities.9
The left panel of Figure 2(c) puts in evidence how non-financial KIBS may never fully
recover from the negative impact, despite a positive feedback effect after a one-year delay, from
non-financial KIBS to the rest of the economy (+0.009, third column of the bottom panel of
Table 4) and from the rest of the economy to non-financial KIBS (+0.763, second column of
the same table). Contributing to the “cycle” of growth connecting financial KIBS to the rest
of the economy, there is the high positive estimate (+0.027, third column of the central panel
of Table 4) of the parameter linking growth in the rest of the economy to the previous year’s
growth of financial KIBS, as well as from the rest of the economy to financial KIBS (+0.181,
third column of the same table). Thus, the development of non-financial and financial KIBS in
the following years as a response to an exogenously caused change in the rest of the economy
are quite different.
The rest of the economy profits from growth in non-financial KIBS as well as from financial
KIBS. So, in general, we can say that a positive exogenous shock on KIBS, although with some
lag, creates employment growth in the rest of the economy, as also depicted in the right panels
of Figures 2(b) and (c). We can now investigate whether the positive shock of KIBS spills over
the whole economy indistinctly, or instead employment is created only in manufacturing or in
service sectors.
The right columns of Table 5 show that the manufacturing sector seems to profit with a
9Such variety across KIBS sectors’ occupational structures and skill requirements is in accordance with other
contributions from the literature (Consoli and Elche-Hortelano, 2010).
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time lag of one year from growth in non-financial KIBS (+0.008), while financial KIBS do not
significantly impact the manufacturing sector. When considering KIBS as a whole (top panel
of Table 5), the manufacturing sector appears not to be significantly affected by growth in
KIBS, while KIBS seem to be affected by positive manufacturing growth only negatively in the
short-run. Indeed, the contemporaneous negative influence of manufacturing growth on KIBS
is high (parameter estimate: −0.298), as a result of the strong negative effect on non-financial
KIBS (−0.508, in the bottom panel of Table 5) not compensated by any influence on financial
KIBS (−0.086, not significant). This result is in line with our above argument on a higher
skill-relatedness between non-financial KIBS and the rest of the economy than for financial
KIBS.
After one year, there is a positive inter-relation between manufacturing and non-financial
KIBS only, and no relation at all with regard to financial KIBS. This can be explained by the
fact that relations between manufacturing sectors and non-financial KIBS have been recently
made stronger by a higher intensity of outsourcing of non-financial service activities, such as
cleaning and building management but also research, computer-related and marketing activities,
by those manufacturing firms (see also Castellacci, 2008).
In Figure 3(b) the separation between the financial KIBS and the manufacturing sector is
evident: none of the two variables experiences an appreciable effect of a shock to the other vari-
able. The right panel of Figure 3(c), instead, shows that the manufacturing sector employment
grows after a positive shock to non-financial KIBS.
Similarly, the rest of the service sector follows, with some lag, the growth in non-financial
KIBS (+0.011, bottom panel of Table 6), while, contrary to the manufacturing case, labour
sharing between service sectors and non-financial KIBS is not observed (−0.224, not significant).
Hence, its growth can reach higher levels (Figure 4(c), right panel). The interaction between
financial KIBS and other service industries is strong (high and significant estimates in the central
panel of Table 6), with financial KIBS experiencing an immediate growth spurt following a
positive change in other services (Figure 4(b)).
Before concluding this paper, we implement as a robustness test a structural VAR which
is estimated via ordinary least squares for all nine models. For the SVAR to be estimated we
need only to impose that structural innovations are orthogonal, but normally distributed. We
use as short-run restriction that the KIBS sector has no contemporaneous impact on the rest
of the economy (the contemporaneous causal ordering is fixed ex-ante instead of being data-
driven). This exercise is intended to confirm that imposing the causal ordering but weakening
our assumption on the structure of shocks does not alter our findings. The results show that
the signs and magnitudes of the coefficients are very similar to our initial results under this
alternative methodology, giving breadth to our findings.
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6 Conclusion
Using a new statistical technique, we have been able to analyse the causal relations between re-
gional employment growth in Knowledge-Intensive Business Services (KIBS) and overall regional
employment growth in Germany for the period 1999-2012. Our findings can be summarized in
three main messages, one general and two more specific.
First, there are clear connections between KIBS and the rest of the regional economy in terms
of employment growth. Growth in other industries can influence the expansion of KIBS and
leads the feedback to the regional economy in the long-run. It follows, regions might experience
a positive feedback loop for some years if either KIBS activities or activities in the rest of the
economy are triggered by exogenous events, such as policy measures. Hence our results support
the earlier arguments that KIBS should be made part of regional policy (Den Hertog, 2000;
Muller and Zenker, 2001).
Second, further investigation of the feedbacks showed that the manufacturing sector benefits
from growth in non-financial KIBS in the long-run, but not from growth in financial KIBS.
In general, financial KIBS seem to have connections only with service industries, and their
interactions with the overall regional growth seem to occur uniquely through their effect on, and
influences from, the growth in other services. Insofar as the objective of regional policy is to
enhance the manufacturing sector, and KIBS is supportive of these sectors, such policies should
focus on non-financial KIBS rather than financial KIBS.
Third, the effects of growth in the rest of the economy, especially the other service industries,
on financial KIBS seem to be strongest. That is, financial KIBS do not suffer from short-term
negative interactions with the rest of the economy, and seem instead to feed back on the rest of
the economy both in the short and in the long term, and at higher magnitude levels than the other
KIBS. In bad times, such procyclical behaviour could backfire: in case of a negative shock to
the economy, no matter whether the original shock hits financial KIBS or some other industries,
the crisis can enter a vicious depressing circle. Thus, financial KIBS can be seen as accelerators
in the regional economy as well in positive developments as in negative developments. In line
with recent evidence (Borio et al., 2001; Bikker and Metzemakers, 2005; Pike and Pollard, 2010),
financial services tend to have de-stabilizing effects on a sustained growth path of regions.
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