ABSTRACT. -We present a construction which lifts Darmon's Stark-Heegner points from elliptic curves to certain modular Jacobians. Let N be a positive integer and let p be a prime not dividing N . Our essential idea is to replace the modular symbol attached to an elliptic curve E of conductor Np with the universal modular symbol for Γ0(Np). We then construct a certain torus T over Qp and lattice L ⊂ T , and prove that the quotient T /L is isogenous to the maximal toric quotient J0 (Np) p-new of the Jacobian of X0(Np). This theorem generalizes a conjecture of Mazur, Tate, and Teitelbaum on the p-adic periods of elliptic curves, which was proven by Greenberg and Stevens. As a by-product of our theorem, we obtain an efficient method of calculating the p-adic periods of J0 (Np 
Introduction
The theory of complex multiplication allows the construction of a collection of points on arithmetic curves over Q, defined over Abelian extensions of quadratic imaginary fields. Foremost among these are Heegner points on modular curves, as described for example in [20] . By embedding a modular curve in its Jacobian (typically by sending a rational cusp to the origin), one may transfer Heegner points on the curve to each factor of its Jacobian. A study of the arithmetic properties of the points constructed in this fashion has yielded many striking results, most notably, the theorems of Gross and Zagier [21] , Kolyvagin [26] , and Kolyvagin and Logachëv [27] .
The goal of [6] was to define certain points on elliptic curves analogous to Heegner points, except that they would be defined over Abelian extensions of real quadratic fields instead of imaginary quadratic fields. In the setting considered, the existence of such points is predicted by the conjecture of Birch and Swinnerton-Dyer. Darmon constructs these "Stark-Heegner points" analytically by replacing complex integration with a certain p-adic integral. The conjecture that Stark-Heegner points are defined over global number fields remains open.
The goal of the present article is to lift the construction of Stark-Heegner points from elliptic curves to certain modular Jacobians. Let N be a positive integer and let p be a prime not dividing N . Our essential idea is to replace the modular symbol attached to an elliptic curve E of conductor Np (a key tool in [6] ) with the universal modular symbol for Γ 0 (Np). We then construct a certain torus T over Q p and lattice L ⊂ T , and prove that the quotient T/L is isogenous to the maximal toric quotient J 0 (Np) p-new of the Jacobian of X 0 (Np). This theorem generalizes a conjecture of Mazur, Tate, and Teitelbaum [32] on the p-adic periods of elliptic curves, which was proven by Greenberg and Stevens [16, 17] . Indeed, our proof borrows greatly from theirs.
Our isogeny theorem allows us to define Stark-Heegner points on the Abelian variety J 0 (Np) p-new . The points we define map to the Stark-Heegner points on E under the projection J 0 (Np) p-new → E. We conjecture that they satisfy the same algebraicity properties. One interesting difference from the case of classical Heegner points is that our points, while lying on modular Jacobians, do not appear to arise from points on the modular curves themselves.
Although the construction of Stark-Heegner points is the most significant arithmetic application of our isogeny theorem, the result is interesting in its own right because it allows the practical computation of the p-adic periods of J 0 (Np) p-new . In Section 2 we summarize known uniformization results, beginning with the complex analytic construction of J 0 (N ) and classical Heegner points. We then discuss p-adic uniformization of Mumford curves via Schottky groups, and present the Manin-Drinfeld theorem on the uniformization of the Jacobian of a Mumford curve in the language of p-adic integration. In Section 3 we construct our analytic space T/L and state the isogeny theorem. We then use the isogeny theorem to define Stark-Heegner points on J 0 (Np) p-new . The remainder of the article is devoted to proving the isogeny theorem. Section 5.1 describes precisely how our result generalizes the Mazur-Tate-Teitelbaum conjecture.
There are some differences to note between our presentation and that of [16] . First, by dealing with the entire Jacobian rather than a component associated to a particular newform, we avoid some technicalities arising in Hida theory. Furthermore, the role of −2a p (2) in [16] is played by L p := the "derivative" of 1 − U 2 p , as defined in Section 5.2; accordingly we treat the cases of split and non-split reduction simultaneously. The proof that the L -invariant of T/L is equal to L p is somewhat different from (though certainly bears commonalities with) what appears in [16] . Indeed, the space T/L is constructed from the group
and a study of its cohomology. The construction of Stark-Heegner points is contingent on the splitting of a certain 2-cocycle for Γ, which is proven by lifting measures on P 1 (Q p ) to the Z × pbundle X = (Z p × Z p ) of primitive vectors over this space. The connection between integrals on X and p-adic L-functions is described in [2, 7] .
In Section 6, we give some computational data to demonstrate how the isogeny theorem may be used to calculate the p-adic periods of J 0 (Np) p-new .
Previous uniformization results
The classical theory of Abel-Jacobi gives a complex analytic uniformization of the Jacobian of a nonsingular proper curve over C. We begin this section by recalling this construction for X 0 (N ) and giving the definition of Heegner points on J 0 (N ) using this uniformization. Manin and Drinfeld have also given a p-adic uniformization for the Jacobians of Mumford curves. We give a restatement of their result in the language of p-adic integration, which may thus be viewed as a p-adic Abel-Jacobi theory. Unfortunately, the p-adic uniformization of J 0 (p) that arises in this fashion does not allow the natural construction of Heegner-type points in an obvious manner. The constructions which occupy the remainder of this paper remedy this problem by finding an alternate p-adic uniformization of J 0 (Np) p-new . This section is entirely expository and only provides motivation for what follows.
Archimedean uniformization
The Abel-Jacobi theorem states that the Jacobian of a nonsingular proper curve X over C is analytically isomorphic to the quotient of the dual of its space of 1-forms by the image of the natural integration map from H 1 (X(C), Z). To execute this uniformization in practice, one often wants to understand the space of 1-forms and the first homology group of X explicitly. A general approach to this problem is given by Schottky uniformization. (See [37] for the original work and [23] for a modern summary and generalization.) The "retrosection" theorem of [25] states that there exists a Schottky group Γ ⊂ PGL 2 (C) and an open set H Γ ⊂ P 1 (C) such that X(C) is analytically isomorphic to Γ\H Γ . Among its other properties, the group Γ is free of rank g, the genus of the curve X. Under certain convergence conditions, one may describe the Jacobian of X as the quotient of a split torus (C × ) g by the image of an explicit homomorphism from Γ.
While Schottky uniformization is useful as a general theory, it does not necessarily provide a method of constructing rational points on X or its Jacobian in cases of arithmetic interest. Furthermore, if the parameterizing group Γ cannot be found explicitly, one may not even be able to calculate the periods of X in practice.
In our case of study, namely the modular curves X 0 (N ), it is essential to exploit the "arithmeticity" given by modularity. By its moduli description, the set of complex points of X 0 (N ) can be identified with the quotient of the extended upper half plane H * = H ∪ P 1 (Q) by the discrete group Γ 0 (N ) acting on the left via linear fractional transformations:
Denote by g the genus of X 0 (N ), and let S 2 (N ) denote the space of cusp forms of level N . For any τ 1 , τ 2 ∈ H * , we can define a homomorphism denoted τ2 τ1
from S 2 (N ) to C via a complex line integral:
Since f is a modular form of level N , this value is unchanged if τ 1 and τ 2 are replaced by γτ 1 and γτ 2 , respectively, for γ ∈ Γ 0 (N ). Thus if Div 0 H * denotes the group of degree-zero divisors on the points of the extended upper half plane, we obtain a homomorphism
The short exact sequence
gives rise to a boundary map in homology:
Denote the composition of the maps in (2) and (3) by
and let L denote the image of Φ 1 . The group L is free Abelian of rank 2g and is Hecke-stable. For x ∈ H * , letx represent the image of x in X 0 (N )(C) = Γ 0 (N )\H * . Under these notations, the Abel-Jacobi theorem may be stated as follows:
induces a complex analytic uniformization of the Jacobian of X 0 (N ):
Let τ ∈ H
* lie in an imaginary quadratic subfield K of C. Then
is a Heegner point on J 0 (N ). The theory of complex multiplication shows that this analytically defined point is actually defined over an Abelian extension of K, and it furthermore prescribes the action of the Galois group of K on this point. The goal of the remainder of this section is to present the theory of p-adic uniformization of Jacobians of degenerating curves via Schottky groups, as studied by Tate, Mumford, Manin, and Drinfeld, in the language of p-adic integration. The standard presentation of this subject (see [15] , for example) involves certain theta functions that often have no direct analogue in the complex analytic situation because of convergence issues. Thus our new notation, inspired by [1] , allows one to draw a more direct parallel between the complex analytic and p-adic settings. (The ideas we have drawn from in [1] appear in the construction of certain p-adic L-functions.)
Non-Archimedean uniformization
Let K be a local field (a locally compact field, complete with respect to a discrete valuation). Denote by C the completion of an algebraic closure of K, and by k the residue field of K. A discrete subgroup Γ of PGL 2 (K) is called a Schottky group if it is finitely generated and has no nontrivial elements of finite order; such a group is necessarily free. The group Γ acts on P 1 (K) by linear fractional transformations. The set of limit points L of Γ is defined to be the set of P ∈ P 1 (K) such that there exist Q ∈ P 1 (K) and distinct γ n ∈ Γ with γ n Q converging to P.
A curve X over K is called a Mumford curve if the stable reduction of X contains only rational curves that intersect at normal crossings defined over k. The curve X 0 (p) over the quadratic unramified extension of Q p is such a curve. Mumford has proven that for every Mumford curve X, there exists a Schottky group Γ ⊂ PGL 2 (K) and a Gal(C/K)-equivariant rigid analytic isomorphism
Furthermore, the Schottky group Γ satisfying (4) is unique up to conjugation in PGL 2 (K). It is free of rank g, the genus of X.
To proceed onwards to a p-adic uniformization of the Jacobian of X, we must first present an analogue of the complex line integrals appearing in Theorem 2.1. Let L have the induced topology from P 1 (K). 
The group Meas(L, H) has a natural Γ action, given by (γµ)(U ) :
Choose a rational function f d on P 1 (C) with divisor d, and define the multiplicative integral:
Here the limit is taken over uniformly finer disjoint covers U of L by nonempty open compact subsets U , and t U is an arbitrarily chosen point of U .
Remark 2.2. -The products in (5) are finite since L is compact. The limit converges since µ is a measure. Also, since µ(L) = 0, the multiplicative integral on L of a constant (with respect to µ) vanishes, so Definition 2.2 is independent of the choice of f d .
For a complete field extension F of K lying in C, denote by H Γ (F ) the space
The Γ-invariance of µ implies:
Thus the multiplicative integral defines a map
Here we view H Γ and G m as functors on the category of complete field extensions of K contained in C. Let T denote the torus G m ⊗ H.
as in [6] .
As we saw in (3) above, there is a canonical map
which composed with (6) yields
Let L denote the image of Φ 1 .
As we will describe, there is a universal group H admitting a Γ-invariant measure µ, in the sense that if µ ∈ Meas(L, H ) Γ , then there exists a homomorphism f : H → H such that µ (U ) = f (µ(U )) for all compact opens U ⊂ L. To properly express this fact, we introduce the Bruhat-Tits tree associated to L. We then analyze the rigid analytic space T/L in the universal setting.
Generalities on p-adic measures
We begin by recalling the Bruhat-Tits tree T of PGL 2 (K) (see [15] 
We note some essential properties of this assignment: -For an oriented edge e, the oppositely oriented edge e satisfies U e = P 1 (K) − U e . -For each vertex v, the sets U e as e ranges over the edges emanating from v form a disjoint cover of P 1 (K). -The sets U e form a basis of compact open subsets of P 1 (K). Let us now return to our Schottky group Γ. The group Γ acts on the tree T Γ . To each oriented edge e of T Γ we associate the compact open set U e (Γ) = U e ∩ L. The sets U e (Γ) satisfy the properties above with P 1 (K) replaced by L. An end of a tree is a path without backtracking that is infinite in exactly one direction, modulo the relation that two such paths are equivalent if they are eventually equal. 1 The ends of T Γ are naturally in bijection with L, by sending an end to the unique point in the intersection of all U e (Γ) for the oriented edges e of the end.
The space H Γ may be viewed as a thickening of the tree T Γ by means of the reduction map
We will define the reduction map only on the points of H Γ defined over finite unramified extensions F of K. In this case, the tree T of PGL 2 (K) is naturally a subtree of the BruhatTits tree T F of PGL 2 (F ), and hence the tree T Γ may be viewed as a subtree of T F as well. A point u ∈ H Γ (F ) corresponds to an end of T F ; this end may be represented by a unique path originating from a vertex v u in T Γ and intersecting T Γ only at v u . The vertex v u is defined to be the reduction of u.
The Bruhat-Tits tree of Γ allows one to understand measures on L combinatorially. Denote by E Γ (respectively V Γ ) the set of all oriented edges (respectively vertices) of the tree T Γ . Denote by C E the group Div E Γ /(e + e), the Abelian group generated freely by the oriented edges of T Γ modulo the relation that oppositely oriented edges add to zero. Denote by C V the group Div V Γ . Define a trace map Tr : C V → C E by sending each vertex v to the sum of the edges of T Γ with source vertex v. The trace map is injective. The correspondence e → U e (Γ) shows that for each H, the group Meas(L, H) is the kernel of the dual of the trace map:
The right-hand side of (8) is called the group of Γ-invariant harmonic cocycles on T Γ with values in H. Now (C E ) Γ ∼ = C E and (C V ) Γ ∼ = C V where C E and C V are the corresponding groups for the finite quotient graph Γ\T Γ . Thus from basic topology, one identifies (9) with
Since Γ acts freely on the contractible space T Γ the cohomology group H 1 (Γ\T Γ , Z) is canonically identified with
Hence the universal free Abelian group admitting a Γ-invariant measure on L is precisely the rank g group H = Hom(Γ, Z). The associated universal Γ-invariant measure µ may be described explicitly as follows. Let e be an oriented edge of T Γ , and let γ ∈ Γ. Choose any vertex v of T Γ and consider the unique path P from v to γv in T Γ . For each oriented edge in the path P , count +1 if the edge is Γ-equivalent to e, count −1 if the edge is Γ-equivalent to e, and count 0 otherwise. The total sum of these counts is independent of v and equals the value µ(U e )(γ) ∈ Z.
The Manin-Drinfeld theorem
Let H = Hom(Γ, Z) be as above and let µ be the associated universal Γ-invariant measure on L. In Section 2.2 we associated to the pair (H, µ) a torus T and subgroup L of T via the technique of p-adic integration. For x ∈ H Γ (C), letx represent the image of x in X(C) = H Γ (C)/Γ. 
(One must assume that ∞ is not a limit point of Γ to ensure convergence of the product above.)
The following result relates our multiplicative integral to values of theta functions, and allows one to derive our version of Theorem 2.5 from the original statement [15, 29] . 
for any z ∈ H Γ (C) − (Γa ∪ Γb) and δ ∈ Γ. (The automorphy properties of Θ imply that the right-hand side is independent of z.)
The proof of this proposition is given in [10, Proposition 2.3.1], but the ideas of the proof are present already in [1] .
Theorem 2.5 is the p-adic analogue of the Abel-Jacobi theorem. However, it does not allow for the obvious construction of any Heegner-type points in the case X = X 0 (p). In fact, since Mumford's group Γ is not given in an explicit way and is probably not an arithmetic group, it appears unclear how to calculate the periods of J 0 (p) (i.e. calculate L) using this uniformization. (See [14] for the calculation of L modulo p using this theory, however.) Accordingly, one needs to find an alternative uniformization for modular Jacobians which uses arithmetic groups in a crucial way; this is taken up in the next section.
An arithmetic uniformization and Stark-Heegner points
Let p be a prime number and N 1 an integer not divisible by p. Write M = Np. In this section we will present a p-adic uniformization of the maximal quotient of J 0 (M ) with toric reduction at p. A key idea, suggested by the definitions of [6] , is that the p-adic arithmetic of J 0 (M ) is intimately linked with the group
and its homology. The group Γ is not discrete as a subgroup of PGL 2 (Q p ) and hence acts with dense orbits on P 1 . In this setting, with K = Q p , the limit point set equals
is slightly ad hoc.) We also have
where C p is the completion of an algebraic closure of Q p . A measure on P 1 (Q p ) is given by a harmonic cocycle on the entire Bruhat-Tits tree T of PGL 2 (Q p ). Repeating the analysis of Section 2.3, one finds that there are no non-trivial Γ-invariant measures on P 1 (Q p ). This problem can be remedied by introducing a Γ-invariant measure-valued modular symbol as follows.
Let M := Div 0 P 1 (Q) be the group of degree-zero divisors on P 1 (Q), viewed as cusps of the complex upper half plane. The group M is defined by the exact sequence
The group Γ acts on M via its action on P 1 (Q) by linear fractional transformations. For a free Abelian group H, a Meas(
The group of modular symbols µ has a Γ-action given by
Motivated by Sections 2.3 and 2.4, we will explore the universal Γ-invariant modular symbol of measures on P 1 (Q p ).
The universal modular symbol
One can interpret the group of co-invariants
, the image of this path gives a well defined element of H 1 (X 0 (M ), cusps, Z), the singular homology of the Riemann surface X 0 (M )(C) relative to the cusps. Manin [28] proves that this map induces an isomorphism between H 1 (X 0 (M ), cusps, Z) and the maximal torsion-free quotient of M Γ0(M ) . This maximal torsionfree quotient will be denoted
is finite and supported at 2 and 3. The projection
The points of X 0 (M ) over C correspond to isomorphism classes of pairs (E, C M ) of generalized elliptic curves E/C equipped with a cyclic subgroup C M ⊂ E of order M. To such a pair we can associate two points of X 0 (N ), namely the points corresponding to the pairs (E, C N ) and (E/C p , C M /C p ), where C p and C N are the subgroups of C M of order p and N , respectively. This defines two morphisms of curves
each of which is defined over Q. The map f 2 is the composition of f 1 with the Atkin-Lehner
(respectively f * and f * ) for the induced maps on (relative) singular homology:
Via the universal modular symbol, the last two maps are identified with maps
Proof. -Let C E denote the free Abelian group on the oriented edges of T modulo the relation e + e = 0 for all edges, and let C V denote the free Abelian group on the vertices of T . Let Tr : C V → C E denote the trace map which sends a vertex v to the sum of the oriented edges with source vertex v. The correspondence between harmonic cocycles and measures shows that a Γ-invariant modular symbol of measures on P 1 (Q p ) with values in a group A is equivalent to an element of
Hence there is a universal such modular symbol taking values in
The action of Γ on the tree T is particularly easy to describe [38, §II] . Each oriented edge of T is equivalent to either e * or e * ; each vertex is equivalent to either v * or w * . The stabilizers of v * and w * in Γ are Γ 0 (N ) and P −1 Γ 0 (N )P , respectively, where P is the matrix
. The stabilizer of e * is the intersection of these, namely Γ 0 (M ); also, U e * = Z p . Shapiro's Lemma identifies (17) with
Noting that the map m → P m defines an isomorphism
and that the map Tr in (18) is nothing but the map denoted f * in (15) proves the result. 2
Statement of the uniformization
The Abelian variety J 0 (M ) p-new is defined to be the quotient of J 0 (M ) by the sum of the images of the Picard maps on Jacobians associated to the maps f 1 and f 2 of (13). This is the Abelian variety with purely toric reduction at p for which we will provide a uniformization (up to isogeny). Proof. -It is well known that f * is injective and that H has rank 2g. Consider the following commutative diagram of relative homology sequences:
Here C(N ) and C(M ) denote the groups of degree-zero divisors on the set of cusps of X 0 (N ) and X 0 (M ), respectively. If c denotes the number of cusps of X 0 (N ), these are free Abelian groups of rank c − 1 and 2c − 1, respectively. Above each cusp of X 0 (N ) (under the map f 1 ) lie two cusps of X 0 (M ), one of which has ramification index p and the other one of which is unramified. The map W p on X 0 (M ) interchanges these two cusps. This implies that the map (19) is injective and that the torsion subgroup of its cokernel has exponent dividing p 2 − 1. Since H and H are the cokernels of f * and f * , the snake lemma yields the proposition. (Note that we have also shown that f * is injective.) 2
To define a modular symbol that takes values in H rather than H, we choose a map
We will require two properties of the map ψ, whose uses will later become evident: -The groups H and H have natural Hecke actions described in Section 4.2. We assume that the map ψ is Hecke-equivariant. -We assume that the composition of ψ with the inclusion H ⊂ H is an endomorphism of H with finite cokernel. Let µ be the universal Γ-invariant modular symbol of measures on P 1 (Q p ) from Proposition 3.1, and define µ : 
with the notation as in Definition 2.2.
The Γ-invariance of µ implies that this integral is Γ-invariant:
Letting T denote the torus T = G m ⊗ Z H, we obtain a homomorphism
Consider the short exact sequence of Γ-modules defining Div 0 H p :
After tensoring with M, the long exact sequence in homology gives a boundary map
The long exact sequence in homology associated to the sequence (12) defining M gives a boundary map
Denote the composition of the homomorphisms in (21) and (22) by
and the further composition with (23) by
Each element in the image of Φ 1 may be expressed in terms of double integrals involving divisors d supported on H Γ (F ) for any nontrivial extension F of Q p . By the independence of the integral from the choice of F , it follows that the image of Φ 1 , and hence Φ 2 as well, lies in T (Q p ).
Denote by L the image of Φ 2 . The torus T inherits a Hecke action from H. We may now state our main result. During the course of proving Theorem 3.3, we will give some control over the set of primes appearing in the degree of this isogeny. Also, we will see that if one lets the nontrivial element of Gal(K p /Q p ) act on T/L by the Hecke operator U p (defined in Section 4.2), this isogeny is defined over Q p .
Remark 3.4. -If we had not used the auxiliary projection ψ : H → H and continued our construction with integrals valued in G m ⊗ H, the corresponding quotient T /L would be isogenous to two copies of J 0 (M ) p-new , with one copy of G m , arising from the rank one quotient H/H. However, as the projections to this G m of the Stark-Heegner points we will define later bear little arithmetic interest (see [10, Chapter 8] ), we lose little in employing the projection ψ in exchange for the technical simplicity gained. The Eisenstein quotient H/H has eigenvalue +1 for complex conjugation. In [7] , partial modular symbols are used to construct Eisenstein quotients where complex conjugation acts as −1, and the resulting projections of the StarkHeegner points to G m are related to the p-units arising in Gross's variant of Stark's Conjectures [19] . 
Stark-Heegner points
Fix τ ∈ H p and x ∈ P 1 (Q). Consider the 2-cocycle in
where here as always Γ acts trivially on T . It is an easy verification that the image d of
is independent of the choice of τ and x. Since T (C p ) is divisible and H 1 (Γ, Z) is finite (see Proposition 3.7 below), the universal coefficient theorem identifies d with a homomorphism
this homomorphism is precisely Φ 2 . Thus L, which was defined to be the image of Φ 2 , is the minimal subgroup of
The 1-cochain β τ,x is defined uniquely up to an element of Hom(Γ, T/L). The following proposition allows us to deal with this ambiguity. Proof. -This is a result of Ihara [24] ; we provide a quick sketch. In (33) we described an exact sequence that identifies H 1 (Γ, Z) with the cokernel of the natural map
Since Γ 0 (N ) acts on the complex upper half plane H with isotropy groups supported at the primes 2 and 3, the group H 1 (Γ 0 (N ), Z) may be identified with the corresponding singular homology of Y 0 (N )(C) = Γ 0 (N )\H outside of a finite torsion group supported at 2 and 3. Hence we must show that
has finite cokernel. Poincaré duality identifies H 1 (Y 0 (N ), Z) with the Z-dual of the relative homology group H 1 (X 0 (N ), cusps, Z). We are thus led to reconsider the diagram (19) of Proposition 3.2. The injectivity of f * implies that the cokernel of (26) is finite; furthermore, this cokernel is isomorphic to a subgroup of the cokernel of f * . A result of Ribet [36] implies that the torsion subgroup of the cokernel of f * is supported on the set of primes dividing ϕ(N ). We saw in the proof of Proposition 3.2 that the torsion subgroup of the cokernel of C(N ) 2 → C(M ) has exponent p 2 − 1. The snake lemma completes the proof. 2
We may now define Stark-Heegner points on J 0 (M ) p-new . Define the ring
Let K be a real quadratic field such that p is inert in K; choose an embedding σ of K into R, and also an embedding of
Here τ denotes the conjugate of τ over Q; the definition of γ τ is independent of choice of σ. Finally, choose an x ∈ P 1 (Q), and let t denote the exponent of the abelianization of Γ. 
Multiplication by t ensures that this definition is independent of choice of β τ,x satisfying (25), and one also checks that Φ(τ ) is independent of x. Furthermore, the point Φ(τ ) depends only on the Γ-orbit of τ , so we obtain a map
Let us now denote by ν ± the two maps T/L → J 0 (M ) p-new of Theorem 3.3, where the ± sign denotes the corresponding eigenvalue of complex conjugation on H. Composing Φ with the maps ν ± , we obtain
The images of Φ ± are the Stark-Heegner points on J 0 (M ) p-new . As in [6, 7] , we conjecture that the images of Φ ± satisfy explicit algebraicity properties. 
The basic conjecture regarding StarkHeegner points is:
We now proceed to refine this statement into a "Shimura reciprocity law" for Stark-Heegner
There is a natural bijection τ from
where
and
Here we have written ω → ω for the action of the nontrivial automorphism of
and hence it also acts on τ (Ω N (O)) = Γ\H O p . Denote this latter action by
Our conjectural reciprocity law then states:
, and
Remark 3.10.
-Since H + is a ring class field, the complex conjugation associated to either real place of K is the same in Gal(H + /K). Let a ∞ denote an element of Pic + (O) corresponding to this complex conjugation. Then for either choice of sign = ±, we have
The proof of this fact is identical to Proposition 5.13 of [6] , since the map ν factors through a torus on which the Hecke operator W ∞ (see Definition 4.3) acts as .
The general conjecture that Stark-Heegner points are defined over global fields, and certainly the full Conjecture 3.9, are very much open. However, theoretical evidence is provided in [2, 7] . Computational evidence is provided in [8, 9, 11] . Theorem 3.3 is proven over the course of the next two sections. We start with some combinatorial observations that lead to a complete understanding of the p-adic valuation of the integration map.
Combinatorial observations
We now review the exact sequence in homology which arises when a group acts without inversion on a tree (see [38, Chapter II, §2.8]), and apply these observations in our context. Define homomorphisms
:
Since T is a tree, the sequence
is exact. Let A be any Γ-module. Since Z is free, we may tensor (30) with A without losing exactness, and then taking homology gives the long exact sequence
As we saw from the description of the action of Γ on T described in the proof of Proposition 3.1 (namely, that Γ acts on V with 2 orbits and transitively on E, with stabilizers isomorphic to Γ 0 (N ) and Γ 0 (M ) respectively), Shapiro's Lemma gives natural identifications:
The long exact sequence (31) in conjunction with (32) yields the exact sequence:
The p-adic valuation of the integration map
Let the valuation ord p of Q p be normalized so that the valuation of p is 1. In this section we will analyze the composite map
By definition (see (15) ), H is a quotient of H 0 (Γ 0 (M ), M), so we have natural maps
where φ is the last arrow of (33) 
Extend the valuation ord p to the maximal unramified extension of Q p . Then we have
Proof. -The group PGL 2 (Q p ) acts transitively on the edges of its Bruhat-Tits tree, and the reduction map is PGL 2 (Q p )-equivariant. Thus it suffices to consider the case where τ 1 reduces to the standard vertex corresponding to Z p ⊕ Z p and τ 2 reduces to the vertex corresponding to Z p ⊕ pZ p . In this case, we have U e = P 1 (Q p ) − Z p . Let τ 1 ∈ P 1 (F ) for an unramified extension F of Q p . The fact that τ 1 reduces to v * implies that the image of τ 1 in P 1 (k F ) does not equal the image of any point t ∈ P 1 (Q p ) in P 1 (k F ), where k F is the residue field of F . In particular, τ 1 ∈ O F . Thus for t ∈ P 1 (Q p ), we have
Similarly,
Without loss of generality, in the definition of the multiplicative integral, we need consider only open coverings U that refine the open covering {U e , U e }. For each U in such a covering, the previous calculation shows that ord p ((t U − τ 2 )/(t U − τ 1 )) equals −1 or 0 according to whether U ⊂ U e or not. Thus the valuation of each product inside the limit defining the multiplicative integral equals −µ m (U e ) = µ m (U e ). 2 Lemma 4.2 explains the p-adic valuation of the double integral in terms of the combinatorics of T , and allows us to prove Proposition 4.1.
Proof. -We give a quick sketch; see [10] for a more detailed exposition. Let m be a 1-cycle representing a class in H 1 (Γ, M); this is a formal linear combination γ∈Γ m γ [γ] such that all but finitely many of the m γ ∈ M are zero, and γ (γm γ − m γ ) = 0. Choose any τ ∈ H p ; then
Choose τ such that it reduces to the standard vertex v * . For each γ let c γ be the unique element of
. Then Lemma 4.2 implies that ord p Φ 1 (m) equals ψ applied to the image of γ c γ ⊗ m γ in H, with H viewed as in (17) . Understanding the sequence (31) at i = 1 shows that this is exactly ι(m). 2
Hecke actions
Let ∆ Q = PGL 2 (Q), and let ∆ denote one of the groups Γ, Γ 0 (N ), or Γ 0 (M ), considered as a subgroup of ∆ Q . For α ∈ ∆ Q , let This definition is clearly independent of the choice of α i . Also, for each γ ∈ ∆ and each α i , there exist unique j and γ i ∈ ∆ such that
For γ fixed, the correspondence i → j is a permutation. This implies that the definition of T (α) is independent of choice of representative m for m. 
where the α i and γ i are as in (36) .
Once again one may check that this definition is independent of all choices. ), according to whether divides M or not. For these two groups, the situation for Hecke operators at p is subtle. Let N denote the normalizer of Γ 0 (Np) in
× is embedded in R × via scalar matrices. The determinant on Γ maps to U/U 2 , which is a Klein 4-group. When restricted to N , the determinant map induces an isomorphism
Let α p denote any matrix in N which maps to the image of p under the determinant map, and let α ∞ be any matrix which maps to the image of −1. To be explicit, we may take
where px − Ny = 1. In particular, Lemma 4.5 provides a Hecke action on H. The subgroup H ⊂ H is Heckestable. For the group Γ, the double coset of P is the right coset of any one matrix of R × of determinant p. Thus the operator U p = W p is an involution on the homology groups of Γ. Also, U p = −W p is an involution on H. We write W for the involutions U p on H and the homology groups of Γ.
We relegate the proof of the following proposition to Appendix A:
-Endow T with a Hecke action via the action on H. The integration map (21)
is equivariant for all the Hecke operators: T for M , U for |N , W , and W ∞ .
The lattice L

From (33) we have
The sequence (39) combined with Proposition 4.1 implies that the image of H 1 (Γ 0 (N ), M) 2 in H 1 (Γ, M) under the integration map Φ 1 has trivial p-adic valuation. Thus, for the image of the integration map to be discrete in T , it must be the case that the image of H 1 (Γ 0 (N ), M) 2 in T is finite. We will prove this by exploiting Hecke actions. We exclude the proof of the following Lemma (see [ 
Hence Proposition 4.6 implies that Φ 2 is Hecke-equivariant, and thus that L is Hecke-stable.
From (39), the kernel of the map
2 , which has finite image under the integration map. Thus it remains to show that the image of H 2 (Γ, Z) in H has rank 2g and injects into H ⊂ H. The group H 2 (Γ, Z) may be understood using the sequence (33) again:
As in the proof of Proposition 3.7, the homology of Γ 0 (N ) may be identified with that of Y 0 (N ) outside of 2 and 3-torsion. Since Y 0 (N ) is a noncompact Riemann surface, the group H 2 (Y 0 (N ), Z) vanishes. And the right-hand arrow of (40) may be identified with
Thus the image of H 2 (Γ, Z) in H = ker f * is precisely H := ker f * . We need to show that H injects into H = coker f * and has finite cokernel. Yet the endomorphism
2 can be given explicitly by the matrix
Since the eigenvalues of T p are bounded by 2 √ p, this endomorphism is injective and has finite cokernel; the result follows. 2 Remark 4.10. -The finite group H/H reflects congruences between modular forms of level N and M . In [3] , the images of Stark-Heegner points in this finite Hecke-module under the p-adic valuation map is related to special values of certain Rankin L-series.
Proof of Theorem 3.3
Let T denote the Hecke algebra of H (that is, the subring of the ring of endomorphisms of the group H generated over Z by T for M , U for |N , and W ). In Proposition 4.1 we gave a combinatorial description of the map ord p :
where now and throughout this article we choose the branch of the logarithm for which log p (p) = 0.
Proposition 5.1 will be proved in Section 5.3.
be the maximal quotients of H on which complex conjugation acts as a scalar ±1. The fact that there is an element L p in T ⊗ Q p satisfying (41) for each of the factors H − ⊗ Q p and H + ⊗ Q p follows from the fact that each of these modules is free of rank one over T ⊗ Q p and that ord p : L ⊗ Q p → H ± ⊗ Q p is surjective. The fact that the same L p works on each factor, and that this element is integral, follows from our specific construction and proof in Section 5.3.
Our goal is to connect T/L with the Abelian variety J = J 0 (M ) p-new . This Abelian variety has purely toric reduction at p, and its p-adic uniformization can be described as follows. Let S denote the set of supersingular points in characteristic p on X 0 (N ), and let X := Div 0 S denote the group of degree-zero divisors on S. The group X has a natural Hecke action: by T for M (U for |N , and U p ) by sending a supersingular point on X 0 (N ) to the formal sum of the + 1 (respectively 2 + 1 and 1) -isogenous supersingular points, counted with multiplicity; the operator W = U p has order two and is also given by the action of Gal(F p 2 /F p ) on the supersingular points. It is well known that the Hecke algebra of X equals that of H; in other words, there is a ring homomorphism T → End(X) sending T → T , etc. 4 Thus we may consider X as a module for T . Let
is given by a symmetric pairing
(Here we have written X * = Hom(X, Z).) The Hecke operators are self-adjoint for this pairing.
Remark 5.3. -Although this description of J(Q p ) seems to be well known to the experts, we could not find this description in the literature except for the case when N = 1 and X 0 (p) is a Mumford curve [13, 14] . For the general case, [12, Chap VI, Theorem 6.9] describes a regular proper model for X 0 (Np) over Z p whose special fiber consists of two copies of X 0 (N ) intersecting transversely at the supersingular points. From [5, Example 8] (see also [5, Corollary 9.7 .2] and the comments following), this implies that the character group of the toric part of the reduction of the Néron model of J 0 (Np) is canonically identified with X. Sections 1 and 2 of [4] (in particular Theorems 1.2 and 2.1) combined with the self-duality of J yield our given description; the functoriality of these constructions under correspondences yields the Hecke-equivariance.
Composing (42) with the p-adic valuation gives a Z-valued pairing (the "monodromy pairing") on X which is nondegenerate, 5 and hence yields an injection
Similarly, composing Q with log p yields
Proposition 5.4 will be proved in Section 5.4. Propositions 5.1 and 5.4 imply Theorem 3.3 as follows. For a set of primes P, we say that two analytic spaces are P-isogenous if there is an isogeny between them whose degree is supported on the elements of P. Let π ± : H → H ± denote the natural projections. Since Φ 2 is equivariant for W ∞ , and
We will show that each of (T/L) ± is isogenous to J .
Recall the Hecke-equivariant map ψ : H → H from Section 3.2 used to define our modular symbol valued in H, and denote by ψ − : H − → H − the induced map obtained by modding out by W ∞ + 1. Recall that H = ker f * and let H − be its corresponding quotient.
Since all of the groups below are free of rank 1 over T ⊗ Q after tensoring with Q, it is possible to find Hecke-equivariant maps ξ − and ξ − fitting into a commutative diagram
where the horizontal arrow H − → H − is the natural inclusion. Recall that
2 is canonically identified with H (see the proof of Proposition 4.9). The identification of (43) implies that ξ − induces a map H 2 (Γ, Z) − → X, also denoted ξ − .
Consider the diagram
Proposition 4.1 implies that the composition of the top row of (44) with ord p is equal to the composition of H 2 (Γ, Z) − → H − with the top row of (43). Thus the commutativity of (43) implies the commutativity of the p-adic valuation of (44). Since all the maps in (44) are Hecke-equivariant, Propositions 5.1 and 5.4 show that the commutativity of the ord p of (44) automatically implies the commutativity of the log p of (44). Thus the diagram (44) itself commutes, up to elements in the kernel of both log p and ord p ; these elements are torsion of order dividing p − 1 (or 2 if p = 2).
Hence the map
induces an isogeny (T/Λ) − → J. Furthermore, the kernel of this isogeny is identified with the cokernel of
A similar argument for H + then proves Theorem 3.3 and furthermore bounds the primes dividing the degree of the isogeny to lie in P = : divides 2(p − 1) or the size of either coker ξ ± : H ± → X .
Connection with the Mazur-Tate-Teitelbaum conjecture
Let E be an elliptic curve with conductor Np and split multiplicative reduction at p. In this section, we show that Theorem 3.3 implies the Mazur-Tate-Teitelbaum conjecture for E. The conjecture, stated below in Theorem 5.5, was proven by Greenberg and Stevens in [16] .
Let I + E denote the ideal of the Hecke algebra of H corresponding to E and the "plus" modular symbol (that is, the ideal generated by T − a for Np, W p − 1, and W ∞ − 1, where a = + 1 − #E(F )). The quotient H/I + E has rank 1 over Z; the projection
is the plus modular symbol attached to E. We retain the notation of [32] and write E (a, c) ,
After tensoring with G m , the projection Ψ + E yields a map ϕ : T → G m . According to Theorem 3.3, the quotient G m /ϕ(L) is an analytic space isogenous to the elliptic curve E. This implies that every element of ϕ(L) is commensurable with the Tate period q E of E. By evaluating a particular element of ϕ(L), we will deduce the MTT conjecture. In what follows, we denote
The element c is in the image of the boundary map from H 2 (Γ, Z), since a simple calculation shows that the image of c in the next term of the exact sequence
vanishes (this is true for any class represented by
, for γ stabilizing x and y). Here Γ ∞ denotes the stabilizer of ∞ in Γ, and the equality of (45) follows from Shapiro's Lemma. Thus the double integral
, and in particular does not depend on the choice of τ . In fact, since W p = W ∞ = 1 on H + E , it follows (see [6, Proposition 5.13] ) that the multiplicative double integral is invariant under the full group Γ (defined in (37)). In particular, one finds that
is independent of τ and that q = q 2 . Thus q is commensurable with q E as well, so
To evaluate q, choose τ to reduce to the standard vertex v * of the tree T . Since the matrix P The 
Using the map
we further map our element t to
The image of t under this series of maps is denoted t ∈ T 0 , to reflect the intuition that it represents the derivative of t in the direction of the level (i.e., the fact that t o ∈ IT o means that the "value" of the "function" t is 0 at the base of the tower, so its image in IT o /I 2 T o is its "derivative").
Since 
Proof of Proposition 5.1
Let τ ∈ H p lie in the quadratic unramified extension K p of Q p , and assume further that τ reduces to the central vertex v * of the tree T . Consider the map
As in Section 3.3, the lattice β Lp (L) is the smallest subgroup of K p ⊗ H such that the cocycle d splits. We will in fact show a stronger result. Define a 1-cocycle
by the rule
Composing c τ with β Lp , we obtain a 1-cocycle
It is a basic calculation 6 that the splitting of c is to lift the modular symbol µ of measures on P 1 (Q p ) to a modular symbol of measures µ on a Z × p -bundle X over P 1 (Q p ). The space X := (Z p × Z p ) is defined to be the set of pairs (a, b) ∈ Z p × Z p such that a and b are not both divisible by p; this set of "primitive vectors" makes an appearance in the earlier work of Greenberg and Stevens [17] . The space X admits a map
The fibers of π are principal homogeneous spaces for Z × p . If we consider the elements of X as column vectors and let GL 2 (Z p ) act on the left, the map π is GL 2 (Z p )-equivariant. In this section, we will consider the groups Γ 0 (N ), Γ r , Γ, etc. as subgroups of GL 2 (rather than PGL 2 as in previous sections).
Remark 5.8. -If the function f (t) = t − τ were integrable on P 1 (Q p ), a formal calculation would show that
is an explicit splitting of the cocycle log p c τ , i.e. that dρ τ = log p c τ . However, this is not the case since f (t) has a pole at t = ∞. This explains the role of the space X: the function f (a, b) = a−bτ is integrable on X, has a zero along the fiber over τ , and no poles. 6 If the 0-chain ρτ splits c 
(Recall that the map ψ was defined in Section 3.2 to create a modular symbol valued in H rather than H.) 
is a bijection and hence induces an isomorphism
Thus by Shapiro's Lemma and the universal coefficient theorem, (54) can be identified with
Concretely, an element of (55) Extending our maps via Z p -linearity, and identifying H 0 (Γ r , M) T geometrically with H 1 (X r , cusps, Z), we may write
In relating the module M(A) to the work of Hida, it will be convenient to dualize the description above. Denote byǍ the Z p -dual Hom Zp (A, Z p ); then for two finite free Z p -modules A and B, it is clear that Hom Zp (A, B) = Hom Zp (B,Ǎ); we write the map corresponding to
The statement of the proposition is that there exists an element of M(H ⊗ Z p ) such that its image in Hom Zp (Ȟ, H 1 (Y 0 , Z p )) is preciselyψ. Such an element exists since the maps
In the course of the above proof, we showed M(A) = Hom Zp (M, A), where
As usual M has a Hecke algebra generated over Z p by the diamond operators and the operators T , etc. 
We will demonstrate the first case of the proposition by considering U = U (a, c; r, r) with Np|c and (a, p) = 1. Thenμ
, where the * 's are chosen so that the resulting matrices lie in Γ 0 (N ). This proves the first case of the proposition. Similarly, one shows that 
Since the integrand depends only on t = x/y and the push forward ofμ is µ, the above expression equals
where the last equality follows since µ has total measure zero. 2
For the matrix P / ∈ Γ 0 (N ), the situation is somewhat different.
Proof. -We use the change of variables (x, y) → (px, y) and the decomposition
where a represents the upper left entry of the matrix γ. The action of d is given by a matrix
As γ ranges through coset representatives for Γ 0 (Np)/Γ r , the matrices γγ d do as well; the change of variables γ → γγ d in the first sum of (66) simplifies the entire expression to
This proves the desired result. 2 Propositions 5.14 and 5.15 together imply that for γ ∈ Γ 0 (N ), we have 
Proof of Proposition 5.4
The methods of this section follow very closely those of [16] , but we include the argument for completeness. The map Q yields an exact sequence of T [G p ]-modules:
The image of the first nontrivial map above lies in Hom(X,
where log p Q and ord p Q have been extended via Q p -linearity.
Following Greenberg and Stevens, we will interpret the L -invariant of J as arising from the deformation theory of the Galois action on its Tate module Ta p J . From (68) one finds (by connecting (68) with itself via the multiplication by p r map, employing the snake lemma, and taking the inverse limit over all r):
Twist the above sequence by the unramified character ϕ : G p → T × that sends Frob p to U p (so the module X(ϕ) has trivial G p -action), and tensor with Q p . We then have
where Vp denotes Q p ⊗ Ta p . We will denote the three terms in this sequence by A, B, and C, respectively. As noted by Greenberg and Stevens, the L -invariant of J can be deduced from knowledge about deformations of the sequence (69). A deformation of the module A is a Proof. -This is Proposition 2 of Chapter 8 in [34] ; see the comments at the end of that chapter for a description of the Galois action. Although [34] deals only with N = 1, the constructions of [33] from which the result is derived are carried out for higher level N as well. 
Computational examples
Definition 3.1 of the multiplicative double integral is explicitly calculable on a computer. For fixed p, this definition allows one to calculate a given double integral to an accuracy of M p-adic digits in time exponential in M . Darmon and Pollack [9] have devised an algorithm to calculate these double integrals in time polynomial in M , but we use only the naive definition in the present article. The computations of this section were done in PARI/GP to 3 significant p-adic digits.
In this section we restrict to the case N = 1. As noted by Manin [28] , the group H = H 0 (Γ 0 (p), M) has a presentation with generators i for i ∈ P 1 (F p ) subject to the relations For simplicity, we will only consider the minus quotient H − , and take ψ − to be the natural projection H → H − .
Recall sequence (45):
There is an explicit isomorphism Γ → (ord p (a), ab). We identify the image of H 2 (Γ, Z) in H 1 (Γ, M) as those elements whose images in Γ ab ∞ vanish. As discussed in the proof of Proposition 4.9, the group H 2 (Γ, Z) is isomorphic to H 1 (Y 0 (p), Z) (perhaps modulo some 2-and 3-torsion, which we will ignore). The kernel of H 1 (Y 0 (p), Z) → H 1 (X 0 (p), cusps, Z) is generated by a small loop around one of the cusps. By sequence (33), the image of in H 1 (Γ, M) lies in the image of H 1 (PSL 2 (Z), M) 2 . But an explicit calculation shows that a generator g of H 1 (PSL 2 (Z), M) maps to (0, 6) in Γ ab ∞ ; thus the image of in H 1 (Γ, M) is precisely ((p 2 − 1)/6)g. But this multiple of g vanishes under the integration map Φ 1 (we saw already that Φ 1 (g) is torsion, and hence of order dividing p − 1; in fact by Mazur's work on the Eisenstein ideal it follows that g has order dividing the numerator of (p − 1)/12).
Thus, we may calculate Φ 2 (y) for an element y ∈ H 2 (Γ, Z) as follows. We find the image of y in H, calculate a pre-image in H 1 (Γ, M), and modify this pre-image by a multiple of g so that its image in Γ ab ∞ vanishes; this defines an element y ∈ H 1 (Γ, M), and we have
where m γ [γ] is a 1-cycle representing y .
Genus one
Consider the case p = 11. The group H is generated by 0, 2, and 4. The subgroup H + on which complex conjugation acts as +1 is generated by 0 and 2, so the quotient H − ∼ = Z is generated by the image of 4. We calculate a lift of 4 from H to H 1 (Γ, M) whose image in Γ ab ∞ vanishes, and find that its image under the integration map is q ⊗ 4, where q = 10 · 11 + 4 · 11 2 + 9 · 11 3 + O 11 4 .
This q is the Tate period of the elliptic curve labelled 11A2 in Cremona's tables, with minimal Weierstrass equation
This elliptic curve is 5-isogenous to E 11A1 = X 0 (11) = J 0 (11). The Tate period of E 11A1 is q 5 , and an explicit isogeny E 11A2 = G m /q → E 11A1 = G m /q 5 is given by x → x 5 . Thus the conjecture that the Stark-Heegner points we define on E 11A2 are global implies that the StarkHeegner points which Darmon defines on X 0 (11) should be images of global points from E 11A2 . Computationally, Darmon and Green [8] found even more to be true: their results suggest that the Stark-Heegner points on X 0 (11) constructed from the minus modular symbol are all globally multiples of 5.
The cases p = 17 and p = 19 are similar.
Genus two
For the cases where J 0 (p) has genus two and is simple (p = 23, 29, 31), Teitelbaum [39] has provided an explicit power series expression for theta series which can be used to compute the p-adic expansions of the periods. We now compare our results to those which he obtains.
For p = 23, the group H is generated by 0, 2, 5, 7, and 16. The subgroup H + is generated by 0, 2, and 7 + 16. The quotient H − is generated by the images of 5 and 7. Lifting the elements 5 and 7 to elements of H 1 (Γ, M) in the image of H 2 (Γ, Z), we find the following periods in Q The supersingular j-invariants in characteristic 23 are −4, 1728, and 0; the corresponding elliptic curves have automorphism groups of size 2, 4, and 6, respectively. The elements γ 1 = e 1728 − e 0 and γ 2 = e 0 − e −4 form a basis for X. There is an isomorphism of Hecke modules ξ − : H − → X given by ξ − ( 5) = γ 1 and ξ − ( 7) = γ 1 + γ 2 . Letting ξ − be the composition
