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ON THE INELASTIC 2-SOLITON COLLISION FOR GKDV EQUATIONS
WITH GENERAL NONLINEARITY
CLAUDIO MUN˜OZ C.
Abstract. We study the problem of 2-soliton collision for the generalized Korteweg-de Vries
equations, completing some recent works of Y. Martel and F. Merle [24, 25]. We classify the
nonlinearities for which collisions are elastic or inelastic. Our main result states that in the case
of small solitons, with one soliton smaller than the other one, the unique nonlinearities allowing
a perfectly elastic collision are precisely the integrable cases, namely the quadratic (KdV), cubic
(mKdV) and Gardner nonlinearities.
1. Introduction and Main Results
In this work we consider the generalized Korteweg-de Vries equation (gKdV) on the real line
ut + (uxx + f(u))x = 0, in Rt × Rx. (1)
Here u = u(t, x) is a real-valued function, and f : R→ R a nonlinear function, often refered as
the nonlinearity of (1). This equation represents a mathematical generalization of the Korteweg-de
Vries equation (KdV), namely the case f(s) = s2,
ut + (uxx + u
2)x = 0, in Rt × Rx; (2)
other physically important cases are the cubic one f(s) = s3, and the quadratic-cubic nonlinearity,
namely f(s) = s2−µs3, µ ∈ R. In the former case, the equation (1) is often refered as the (focusing)
modified KdV equation (mKdV), and in the latter, it is known as the Gardner equation.
Concerning the KdV equation, it arises in Physics as a model of propagation of dispersive long
waves, as was pointed out by J. S. Russel in 1834 [27]. The exact formulation of the KdV equation
comes from Korteweg and de Vries (1895) [15]. This equation was re-discovered in a numerical
work by N. Zabusky and M. Kruskal in 1965 [34].
After this work, a great amount of literature has emerged, physical, numerical and mathemat-
ical, for the study of this equation, see for example [5, 14, 30, 18, 9, 28, 27]. Although under
different points of view, among the main topics treated are the following: existence of explicit
solutions and their stability, local and global well posedness, long time behavior properties and,
of course, related generalized models, hierarchies and their properties.
This continuous, focused research on the KdV equation can be in part explained by some
striking algebraic properties. One of the first properties is the existence of localized, rapidly
decaying, stable and smooth solutions called solitons. Given three real numbers t0, x0 and c > 0,
solitons are solutions of (2) of the form
u(t, x) := Qc(x − x0 − c(t− t0)), Qc(s) := cQ(c1/2s), (3)
and where Q satisfies the second order nonlinear differential equation
Q′′ −Q+Q2 = 0, Q(x) = 3
2 cosh2(12x)
.
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1
2 2-soliton collision for gKdV equations
The 3-parameter family of solitons (3) contains three important symmetries of the equation,
namely scaling and translation in space and time invariances. From the Noe¨ther theorem, these
two last symmetries are related to conserved quantities, invariant under the KdV flow, usually
called Mass and Energy, represented below in (7)-(8) (in a general form). Moreover, due to the
mass and energy conservation, the Sobolev space H1(R) appears as an ideal space to study long
time properties of KdV.
Even more striking is the fact that KdV, mKdV and the Gardner equation, being infinite
dimensional dynamical systems, possess an infinity number of conserved quantities, a consequence
of the so-called complete integrability property. This one is closely related to the existence of a
Lax pair for these equations (see Lax, [17]). Another important property is the following well
known fact: given any Schwartz initial data, the corresponding solution to the Cauchy problem
for (2) exists globally in time and decouples, as t→ +∞, into a radiation part going leftward plus
a nonlinear multisoliton component going to the right, see [31].
The dynamical problem of 2-soliton collision is a classical problem in nonlinear wave propagation
(see [24] for a review and references therein). By 2-soliton collision we mean the following problem:
given two solitons, solutions of (1), largely separated at some early time and having different
velocities, we expect that they have to collide at some finite time. The resulting solution after
the collision is precisely the object of study. In particular, one considers if any change in size,
position, or shape, even destruction of the solitons, after some large time, may be present.
Let us review some relevant works in this direction. First, the works of Fermi, Pasta and Ulam
[7] and Zabusky and Kruskal [34] exhibited numerical results showing a remarkable phenomena
related to solitons collision. More precisely, they put in evidence the elastic character of the
collision between two solitons. By elastic we mean that collision keeps the solitons unchanged and
does not produce any residual term of positive mass for large times. The unique consequence of the
collision is a shift translation on each soliton, depending on their sizes. Next, the work of Lax [17]
developed a mathematical framework to study these problems. After this, the inverse scattering
method (we refer e.g. to [1] and [27] for a review) provided explicit formulas for N -soliton solutions
(Hirota [10]). Indeed, let c1 > c2 > 0 and δ1, δ2 ∈ R be arbitrary given numbers. There exists an
explicit solution U = Uc1,c2(t, x) of (2) which satisfies∥∥∥U(t, ·)− 2∑
j=1
Qcj(· − cjt− δj)
∥∥∥
H1(R)
−→
t→−∞
0,
∥∥∥U(t, ·)− 2∑
j=1
Qcj(· − cjt− δ′j)
∥∥∥
H1(R)
−→
t→+∞
0, (4)
for some δ′j such that the shifts ∆j = δ
′
j − δj depend only on c1, c2. This solution, called 2-soliton,
represents the pure collision of two solitons, with no residual terms before and after the collision.
In other words, the collision is elastic.
These properties are also valid for the cubic mKdV, (see [1], p. 390) and for the Gardner
equation (see [8, 32] and references there in). In particular, complete integrability and elastic
collisions are still present. Let us recall that for the Gardner equation
ut + (uxx + u
2 − µu3)x = 0, (5)
given µ ∈ R, soliton solutions exist for all c > 0 in the case µ < 0, and provided c < 29µ if
µ > 0. These solutions are explicit and given by u(t, x) = Qµ,c(x− ct), where Qµ,c is the Schwartz
function [32]
Qµ,c(x) :=
3c
1 + ρ cosh(
√
cx)
; ρ := (1 − 9
2
µc)1/2. (6)
In particular, no soliton-solution exists provided µ > 0, and c > 0 large enough, where the
character of the equation becomes defocusing.
We point out that these techniques are known to be too rigid to be applied to more general
models, and have no equivalent for the case of the gKdV equation (1) with a general nonlinear-
ity. The first purpose of this paper is to confirm this belief under reasonable hypothesis on the
nonlinearity: the collision of two solitons is not elastic in general, except by KdV, mKdV and
the Gardner equations. Before establishing our main result we explain the framework where the
problem must be posed.
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The complete integrability property has been studied in many other differential equations, as
NLS, KPI, Benjamin-Ono, etc.; see for example [1]. In particular, when complete integrability is
lost, very little is known. We mention the recent works of Perelman [29], Holmer, Marzuola and
Zworski [11, 12, 13] and Abou Salem, Fro¨hlich and Sigal [3] on the problem of 2-soliton collision for
the nonlinear Schro¨dinger equation (NLS) under the action of a potential and considering higher
velocities.
1.1. Setting and hypothesis. Let us come back to the general equation (1). Assume that
the nonlinearity f ∈ C3(R). The Cauchy problem for equation (1) (namely, adding the initial
condition u(t = 0) = u0) is locally well-posed for u0 ∈ H1(R) (see Kenig, Ponce and Vega [16]).
For H1(R) solutions, in the general case, unlike the integrable cases, only the following two
quantities are conserved by the flow:
M(t) :=
∫
R
u2(t, x) dx =
∫
R
u20(x) dx =M(0), (Mass), (7)
and
E(t) :=
1
2
∫
R
u2x(t, x) dx −
∫
R
F (u(t, x)) dx
=
1
2
∫
R
(u0)
2
x(x) dx−
∫
R
F (u0(x)) dx = E(0), (Energy) (8)
where we have denoted
F (s) :=
∫ s
0
f(σ) dσ. (9)
In the case of a pure power f(s) = sm, m < 5, any H1(R) solution is global in time thanks
to the conservation of energy (8). For m = 5, solitons are shown to be unstable and the Cauchy
problem for the corresponding gKdV equation has finite-time blow-up solutions, and see [21] and
references there in. It is believed that for m > 5 the situation is the same. The origin grosso
modo of this instability comes from the lack of control for the injection H1(R)→ Lp(R) for p ≥ 5.
Indeed, from the Galiardo-Nirenberg inequality∫
R
|v|p+1 ≤ C(p)( ∫
R
v2
) p+3
4
( ∫
R
v2x
) p−1
4 ,
valid for any v ∈ H1(R), one can see that the energy (8) cannot be controlled by the usual
H1-norm. Consequently, in this work, we will discard high-order nonlinearities at leading order.
Indeed, we will consider nonlinearities f of the form
f ∈ Cm+2(R), f(u) := um + f1(u), m = 2, 3, 4, with lim
s→0
|f1(s)|
|s|m = 0. (10)
Moreover, using stability properties of the solitons, we will have only global in time solutions,
namely u(t) ∈ H1(R) for all time t ∈ R.
The positive sign leading in front of f (see (10)) allows the existence of solitons for (21) of the
form
u(t, x) := Qc(x− x0 − ct),
with c > 0 small enough and x0 ∈ R, where the function Qc satisfies the elliptic equation
Q′′c + f(Qc) = cQc, Qc ∈ H1(R). (11)
From Berestycki and Lions [4] and (1), it follows that there exists c∗(f) > 0 (possibly +∞) defined
by
c∗(f) := sup{c > 0 such that for all c′ ∈ (0, c), exists Qc′ positive solution of (11)}.
For all c > 0, if a solution Qc > 0 of (11) exists then it can be chosen even on R and exponentially
decreasing on R+ (and similarly if Qc < 0). Moreover, in [22], the authors have showed that
0 < c < c∗(f) is a sufficient condition for asymptotic stability in the energy space H1 around the
soliton Qc, see also Proposition 3.3 for details.
4 2-soliton collision for gKdV equations
Finally, in this paper, we consider only nonlinear stable solitons in the sense of Weinstein [33],
i.e. such that
d
dc′
∫
Q2c′(x)dx
∣∣∣
c′=c
> 0. (12)
Note that since m = 2, 3, 4 in (10), this condition is automatically satisfied for c > 0 small enough
(in the pure power case f(s) = sm, this condition is satisfied for any c > 0 provided m < 5, see
[33]).
1.2. Previous analytic results on 2-soliton collision in non-integrable cases. As pointed
out in [24], the problem of describing the collision of two traveling waves or solitons is a general
problem for nonlinear PDEs, which is almost completely open, except in the integrable cases
described above. On the other hand, these problems have been studied since the 60’s from both
experimental and numerical points of view.
We deal with these questions for (1) with a general nonlinearity f(u) in a particular setting: we
consider two positive solitons Qc1 , Qc2 , 0 < c2 < c1 < c∗(f), and we assume c2 small compared
with c1.
Under these assumptions, Martel and Merle [24] considered the collision problem for (28) in the
quartic case, f(s) = s4, with one soliton small with respect to the other. They showed that the
collision is almost elastic, but inelastic, by showing the nonexistence of pure 2-soliton solution.
Theorem 1.1 (Non-existence of a pure 2-soliton solution, quartic case [24]). Let f(s) := s4 and
0 < c := c2c1 < 1. There exists a constant c0 > 0 such that if c < c0 then the following holds. Let
u(t) ∈ H1(R) be the unique solution of (1) such that
lim
t→−∞
‖u(t)−Qc1(· − c1t)−Qc2(· − c2t)‖H1(R) = 0. (13)
Then there exist x+1 , x
+
2 , c
+
1 > c
+
2 > 0 and constants T0,K > 0 large enough such that
w+(t, ·) := u(t, ·)−Qc+1 (· − x
+
1 − c+1 t)−Qc+2 (· − x
+
2 − c+2 t)
satisfies
(1) Support on the left of solitons.
lim
t→+∞
∥∥w+(t)∥∥
H1(x> 110 c2t)
= 0.
(2) Parameters perturbation. The limit scaling parameters c+1 and c
+
2 satisfy
1
K
c
17
6 ≤ c
+
1
c1
− 1 ≤ Kc 116 , and 1
K
c
8
3 ≤ 1− c
+
2
c
≤ Kc 13 .
In particular, c+1 > c1 and c
+
2 < c2.
(3) Non zero residual term. For every t ≥ T0, the adapted H1-norm of w+(t) satisfies
1
K
c
7
12
1 c
17
12 ≤
∥∥w+x (t)∥∥L2(R) +√c1c ∥∥w+(t)∥∥L2(R) ≤ Kc 7121 c 1112 .
Remark 1.1. The existence and uniqueness of the solution of (1) satisfying (13) was proved in [19].
Remark 1.2. Note that ‖Qc2‖H1(R) ∼ c
1
12 ≫ Kc 512 ≥ ‖w+(t)‖L2(R) for c small. In other words the
defect w+ is really small compared with Qc2 .
The next question arising from this result is to generalize these results to (1) under assumption
(10). In this case, Martel and Merle [25] proved that the collision is still stable, giving upper
bounds on the residual terms appearing after the collision. In particular, their result extends the
positive part of Theorem 1.1.
Theorem 1.2 (Behavior after collision of a pure 2-soliton solution, [25]).
Let f satisfying (10). Let 0 < c2 < c1 < c∗(f) be such that the positive solution Qc1 of (11)
satisfies (12). Then there exists c0 = c0(c1) ∈ (0, c1) such that if c2 < c0(c1) then the following
holds. Let u(t) be the solution of (21) satisfying
lim
t→−∞
‖u(t)−Qc1(· − c1t)−Qc2(· − c2t)‖H1(R) = 0. (14)
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Then, there exist ρ1(t), ρ2(t), c
+
1 > c
+
2 > 0 and K > 0 such that
w+(t, x) := u(t, x)−Qc+1 (x− ρ1(t))−Qc+2 (x− ρ2(t))
satisfies supt∈R ‖w+(t)‖H1(R) ≤ Kc
1
m−1
2 and for q = qm :=
2
m−1 +
1
4 ,
lim
t→+∞
‖w+(t)‖H1(x> 110 c2t) = 0, lim supt→+∞ ‖w
+(t)‖H1(R) ≤ Kcq−
1
2− 1100
2 , (15)
lim
t→+∞
|ρ′1(t)− c+1 |+ |ρ′2(t)− c+2 | = 0. (16)
Moreover, limt→+∞E(w+(t)) =: E+ and limt→+∞
∫
R
(w+)2(t) =: M+ exist and the following
bounds hold
1
2
lim sup
t→+∞
∫
R
((w+x )
2 + c2(w
+)2)(t) ≤ 2E+ + c2M+ ≤ lim inf
t→+∞
∫
R
((w+x )
2 + 2c2(w
+)2)(t). (17)
Finally, the limit parameters c+1 and c
+
2 satisfy the following bounds
1
K
(2E+ + c2M
+) ≤ c
+
1
c1
− 1 ≤ K(2E+ + c2M+), (18)
and
1
K
c
q− 34
2 (2E
+ + c1M
+) ≤ 1− c
+
2
c2
≤ Kcq−
3
4
2 (2E
+ + c1M
+). (19)
Remark 1.3. In Theorem 1.2, if c+1 = c1 and c
+
2 = c2 (or equivalently E
+ = M+ = 0), then the
solution u(t) is a pure 2-soliton solution and the collision is elastic.
In [25], the question of whether the collision is elastic or inelastic in the general case –and thus
the nonexistence of pure 2-soliton solutions– was left open, see [25], Remark 1. More precisely,
the authors conjectured a classification result concerning the nonlinearities f(s) allowing small
stable solitons. This affirmation asserts that under reasonable stability properties, the unique
nonlinearities for which any 2-soliton collision is pure are the integrable cases, f(s) = s2, f(s) = s3
and a linear combination of both nonlinearities. Theorem 1.1 from [24] was the first step in this
direction. By extending some techniques from [24], [25] and developping new computations, we
are able to provide a satisfactory answer to this open question.
1.3. Main results. Consider the framework introduced in Theorem 1.2. In addition to this result,
we have the following
Theorem 1.3 (Non-existence of pure 2-soliton solution, general case). Let f be as in (10), with
m = 2 or 3, and
f ∈ Cp+1(R), f (p)(0) 6= 0 for some p ≥ 4. (20)
For 0 < c2 ≪ c1 ≪ 1 equation (1) has no pure 2-soliton solution of sizes c1, c2. In particular
Theorem 1.2 holds with c+1 > c1 and c
+
2 < c2.
Remark 1.4. The nonzero condition f (p)(0) 6= 0 for some p ≥ 4 rules out the integrable cases
f(s) = sm, m = 2 or 3 and the Gardner nonlinearity f(s) = s2 − µs3.
Remark 1.5. We do not treat the degenerate cases f(s) = sm+f1(s), for f1(s) 6= 0 but f (p)1 (0) = 0
for all p ≥ 4. These cases seem to be not physically relevant.
Remark 1.6. The result of Theorem 1.3 in the quartic case m = 4 follows directly from the proof
of Theorem 1.1 in [24] together with the techniques used in the present paper. This remark and
Theorem 1.3 allow to classify the nonlinearities for which 2-soliton collision is elastic. In particular,
with the restriction mentioned in Remark 1.5, we obtain that pure 2-soliton solutions are present
for any pair of solitons with different velocities if and only if f corresponds to the integrable cases,
f(s) = s2, s3 and linear combinations. We recall that for m ≥ 5 in (10), solitons have been shown
to be unstable (see [6]). It is believed that collision may produce blow-up solutions in finite time.
6 2-soliton collision for gKdV equations
Theorem 1.3 is a consequence of the following reduction of the problem. Let p be the smallest
integer greater or equal than 4 satisfying (20). Let c1 > 0 small. Consider the transformation
u˜(t, x) := c
− 1
m−1
1 u(c
− 32
1 t, c
− 12
1 x),
which maps Qc1(x − c1t) to Q(x − t) and Qc2(x− c2t) to Qc(x − ct), with c := c2c1 . If u = u(t, x)
is solution of (1) then u˜ is solution of the equation{
u˜t + (u˜xx + f˜(u˜))x = 0,
with f˜(u˜) := u˜m + f˜1(u˜), f˜1(u˜) := c
− m
m−1
1 f1(c
1
m−1
1 u˜).
Note that f˜1 satisfies (10). Then, for the case m = 3, f˜1 can be expanded as
f˜1(u˜) = c
− 32
1
[ 1
p!
f
(p)
1 (0)(c
1
2
1 u˜)
p +O((c
1
2
1 u˜)
p+1)
]
=: εu˜p + |ε|1+ 1p−3 fˆ1(u˜),
where ε := 1p!f
(p)
1 (0)c
p−3
2
1 is small and fˆ1 satisfies the decay relation lims→0 |s|−pfˆ1(s) = 0.
For the quadratic case, we need more care because of the Gardner nonlinearity. We have
f˜1(u˜) = c
−2
1
[1
6
f
(3)
1 (0)(c1u˜)
3 +
1
p!
f
(p)
1 (0)(c1u˜)
p +O((c1u˜)
p+1)
]
=
1
6
f
(3)
1 (0)c1u˜
3 +
1
p!
f
(p)
1 (0)c
p−2
1 u˜
p +O(cp−11 u˜
p+1)
=: µ(ε)u˜3 + εu˜p + |ε|1+ 1p−2 fˆ1(u˜),
where ε := 1p!f
(p)
1 (0)c
p−2
1 6= 0 by hypothesis, and µ(ε) := 16f
(3)
1 (0)c1 = µˆε
1
p−2 , µˆ ∈ R. Here both
ε and µ are small (depending on c1) and fˆ1 satisfies the decay relation lims→0 |s|−pfˆ1(s) = 0.
Note that in this framework, the quadratic case can be seen as a particular case of the Gardner
nonlinearity, for which µˆ = 0.
Finally, we drop the tilde on u˜ and f˜ and the hat on fˆ1. We are now reduced to the ε-dependent
equation
ut + (uxx + f(u))x = 0, (21)
where µ(ε) = µˆε
1
p−2 , µˆ ∈ R,
f = fε ∈ Cp+1(R), f(u) =
{
u2 + µ(ε)u3 + εup + ε1+
1
p−2 f1(u), m = 2,
u3 + εup + ε1+
1
p−3 f1(u), m = 3,
lim
s→0
f1(s)
|s|p = 0, (22)
and ε is small, and p ≥ 4. For notational commodity we will skip the ε-dependence on the functions
considered along this work, except in some computations performed in Appendix B. Lastly, note
that for ε small Q and Qc satisfy (12), see also Remark 3.2.
In this framework, we now claim the main result of this paper:
Theorem 1.4 (Non-existence of pure 2-soliton solution, general case).
Suppose m = 2, 3 and f satisfying (22) for p ≥ 4. There exists a constant ε0 > 0 such that if
0 < |ε| < ε0, and 0 < c ≤ |ε|m−1+
1
25 , (23)
then the following holds. Let u(t) be solution of (21) satisfying
lim
t→−∞
‖u(t)−Q(· − t)−Qc(· − ct)‖H1(R) = 0, (24)
there exist K,T0 > 0 such that
(1) Non zero residual term. There exist ρ1(t), ρ2(t), c
+
1 > c
+
2 > 0 such that
w+(t) := u(t, x)−Qc+1 (x− ρ1(t)) −Qc+2 (x− ρ2(t))
satisfies, for every t ≥ T0,
lim
t→+∞
‖w+(t)‖H1(x> 110 ct) = 0, (25)
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and for q = 2m−1 +
1
4 ,
1
K
|ε| cq+ 12 ≤ ∥∥w+x (t)∥∥L2(R) +√c ∥∥w+(t)∥∥L2(R) ≤ K |ε| cq. (26)
(2) The asymptotic scaling parameters c+1 and c
+
2 satisfy
1
K
ε2c2q+1 ≤ c+1 − 1 ≤ Kε2c2q, and
1
K
ε2c3q+
1
4 ≤ 1− c
+
2
c
≤ Kε2c3q− 74 . (27)
Before sketching the proof of this Theorem, some remarks are in order.
Remark 1.7 (Comments on the assumptions). In the present paper, as in [24, 25], we study the
collision of two solitons Qc1 and Qc2 . The assumption c2 small allows to linearize in c2, and then to
reduce the non existence of a pure 2-soliton solution to the computation of a coefficient depending
only on c1. For general f , as in (10), and general c1 > 0, it is an open question to compute
this coefficient, see Remark 2.7 (for p = 4, a special algebraic structure allowed to compute this
coefficient, see [24]).
According to this, we compute the asymptotics of this coefficient as c1 is small (or equivalent,
ε is small), see Appendix B. This is the only place where ε small is needed. This asymptotic
allows us to conclude under the additional restriction 0 < c < |ε|m−1+ 125 (see Proposition 2.11 and
estimate (105)). The exponent 125 has no special meaning, and can be taken as small as we want,
as long as c is taken even smaller.
Two open questions then arise:
(1) Can we relax in (23) the second condition on c?
(2) For general f , do there exist special values of c1 for which the coefficient is zero? The
residue from the collision would then be of smaller order in c2.
Remark 1.8. For m = 2, the smoothness condition (22) allows nonlinearities of type f(s) =
s2 + νεp−2sp, with p ≥ 4 (possibly non integer). For m = 3, the same conclusion follows for
nonlinearities of the type f(s) = s3 + εsp, p = 4 and p ≥ 5 (possibly non integer). See also
Appendix A and final remarks in Appendix B.
Remark 1.9. Although this theorem asserts that collision is indeed inelastic, near-elastic, the
appearance of smaller solitons on the left of the solitons is not discarded by our proof, and (25).
However, we believe that, at least under the condition of Theorem 1.4, there are no such small
solitons.
1.4. Sketch of the proof. Our proof will follow closely the approach described by Martel, Merle
and Mizumachi [24, 25, 26]. The argument is as follows: we consider the solution (unique, see
[19]) u(t) of (21) satisfying (14) at time t ∼ −∞. Then, we separate the analysis among three
different time intervals: t≪ −c− 12 , |t| ≤ c− 12 and c− 12 ≪ t. On each interval the solution possesses
a specific behavior which we briefly describe:
(1) (t≪ −c− 12 ). In this interval of time we prove that u(t) remains close to a 2-soliton solution
with no changes on scaling and shift parameters. This result is possible for negative long
enough times, such that both solitons are still far from each other, and is a consequence
of [19].
(2) (|t| ≤ c− 12 ). This is the interval where solitons collision leads the dynamic of u(t). The
novelty in the method is the construction of an approximate solution of (21) with high
order of accuracy such that (a) at time t ∼ −c− 12 this solution is close to a 2-soliton
solution and therefore to u(t), (b) it describes the 2-soliton collision in this interval, (c)
at time t ∼ c− 12 , when solitons are sufficiently separated, it possesses an extra, nonzero,
residual term product of the collision, and characterized by a number d(ε) 6= 0 (cf. (56)-
(57)), and (d) it is possible to extend the solution u(t) to the whole interval [−c 12 , c 12 ]
being still close to our approximate solution, uniformly on time, modulo modulation on
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a translation parameter. This property confirms that our Ansatz is indeed the correct
approximate solution describing the collision.
(3) (t ≫ c− 12 ) Here some stability properties (see Proposition 3.3) will be used to establish
the convergence of the solution u(t) to a 2-soliton solution with modified parameters.
Moreover, by using a monotony argument, it will be possible to show that the residue
appearing after the collision at time t ∼ c− 12 is still present at infinity. This gives the
conclusion of the Theorem.
The plan of this paper is as follows. In Section 2 we construct the aforementioned approximate
solution and compute the error term produced in terms of a set of linear problems. Then we solve
such linear systems and finally we give the first basic estimates concerning this solution. We finally
prove that it is indeed close to a 2-soliton solution. In section 3 we construct an actual solution
u close to the approximate solution for small times, and state some stability results to study the
long time behavior of the solution u. Finally, in section 4, we prove Theorem using above results.
2. Construction of an approximate 2-soliton solution
The objective of this section is to construct an approximate solution of the gKdV equation (21),
which will precisely describe the collision of two solitons. Hereafter, we assume the hypothesis of
Theorem 1.4. We suppose both solitons are positive (the negative case, for m = 3, can be treated
in the same way).
Secondly, note that Q and Qc have velocity (and size) 1 and c respectively; so that working
with u(t, x+ t) instead of u(t, x) we can assume that the great soliton Q is fixed at x = 0 and the
small soliton has velocity c − 1 < 0. Of course, v(t, x) := u(t, x + t) satisfies now the translated
equation
vt + (vxx − v + f(v))x = 0 on Rt × Rx. (28)
Finally, denote
Tc := c
− 12− 1100 > 0. (29)
This quantity can be understood as the time of interaction between the two solitons. The exponent
1
100 can be replaced by any small positive number without relevant modifications.
The following result deals with the problem of describing the collision in the interval of time
[−Tc, Tc]:
Proposition 2.1 (Construction of an approximate solution of the gKdV equation). Let m = 2, 3
and f as in (22). There exist constants c0 = c0(f) > 0 and K0 = K0(f) such that for all 0 < c < c0
there exists a function u˜ = u˜1,c(t, x) such that the following hold:
(1) Approximate solution on [−Tc, Tc]. For all t ∈ [−Tc, Tc],
‖u˜t + (u˜xx − u˜+ f(u˜))x‖H2(R) ≤ K0c
3
m−1+
3
4 .
(2) Closeness to the sum of two solitons: For all time t ∈ [−Tc, Tc], the function u˜ belongs to
H1(R) and satisfies
‖u˜(t)−Q(x− α) −Qc(x+ (1 − c)t)‖H1(R) ≤ K0c
1
m−1 ,
where α = α(t, x) is a smooth bounded function, to be defined below, see (31).
Remark 2.1. The proof of this proposition requires several steps, starting in Subsection 2.1 to
finally ending in Subsection 2.3, Proposition 2.10. However, the proof is intuitively clear to
describe: our approximate solution will consists of a linear combination of a nonlinear basis
well behaved under the gKdV flow, together a variable decomposition resembling the classical
separation of variables from second order linear PDEs. This description was first introduced by
Martel and Merle [24], [25].
First of all we explain how the approximate solution is composed. We follow [24].
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2.1. Decomposition of the approximate solution. We look for u˜(t, x), the approximate so-
lution for (28), carring out a specific structure. We first introduce a set of indices, depending on
the cases we deal with. Let
Σ2 := {(k, l) = (1, 0), (1, 1), (2, 0), (2, 1), (1, 2), (3, 0)},
for the quadratic case (m = 2), and
Σ3 := {(k, l) = (1, 0), (1, 1), (2, 0), (2, 1), (3, 0), (4, 0)},
for the cubic one (m = 3).
We recall now an order relation for indices (k, l), (k′, l′) ∈ Σm introduced in [24]. We say that
(k′, l′) < (k, l) if and only if
{
k′ < k and l′ ≤ l, or
k′ ≤ k and l′ < l. (30)
We set two variables denoting the position of each soliton. For the small soliton, let
yc := x+ (1− c)t and Rc(t, x) := Qc(yc),
and for the great soliton,
y := x− α(yc) and R(t, x) := Q(y),
where for (ak,l)(k,l)∈Σm ,
α(s) :=
∫ s
0
β(s′)ds′, β(s) :=
∑
(k,l)∈Σm
ak,l c
lQkc (s). (31)
The correction term α is intended to describe the shift on the position of the great soliton.
Note that α might be nonzero even in the integrable case, see (4). Moreover, in the quartic case
m = 4, ε = 0, one has |α| → +∞ as c→ 0, see [22]. Along this work α will be a bounded function,
uniformly on c.
The form of u˜(t, x) is, as it should be expected, the sum of the two soliton plus a correction
term:
u˜(t, x) := Q(y) +Qc(yc) +W (t, x), (32)
W (t, x) :=
∑
(k,l)∈Σm
cl
(
Qkc (yc)Ak,l(y) + (Q
k
c )
′(yc)Bk,l(y)
)
, (33)
where ak,l, Ak,l, Bk,l are unknowns to be determined.
The motivation in [24] for choosing W of the form (33) is precisely the closeness of the family
of functions {
clQkc , c
l(Qkc )
′, k ≥ 1, l ≥ 0} (34)
under multiplication and differentiation, due to the specific form of the equation of Qc (see Lemma
2.1 in [24]). In the case of equation (28), for a general nonlinearity this structure is preserved up
to a lower order term (see Lemma A.2).
We want to measure the size of the error produced by inserting u˜ as defined in (32)-(33) in the
equation (28). For this, let
S[u˜](t, x) := u˜t + (u˜xx − u˜+ f(u˜))x. (35)
Our first result in the above direction is the following
Proposition 2.2 (Decomposition of S(u˜)). Let
Lw := −wyy + w − f ′(Q)w. (36)
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Then,
S[u˜](t, x) =
∑
(k,l)∈Σm
clQkc (yc)
[
ak,l(−3Q+ 2f(Q))′(y)− (LAk,l)′(y) + Fk,l(y)
]
+
∑
(k,l)∈Σm
cl(Qkc )
′(yc)
[
ak,l(−3Q′′)(y) +
(
3A′′k,l + f
′(Q)Ak,l
)
(y)− (LBk,l)′(y) +Gk,l(y)
]
+ E(t, x)
where Fk,l, Gk,l and E satisfy, for any (k, l) ∈ Σm,
(i) Dependence property of Fk,l and Gk,l: The expressions of Fk,l and Gk,l depend only on
(ak′,l′), (Ak′,l′), (Bk′,l′) for (k
′, l′) < (k, l).
(ii) Parity property of Fk,l and Gk,l: Assume that for any (k
′, l′) such that (k′, l′) < (k, l)
Ak′,l′ is even and Bk′,l′ is odd, then Fk,l is odd and Gk,l is even.
Moreover, F1,0 = (f
′(Q))′ and G1,0 = f ′(Q), and higher order terms are given in
Appendix A.
(iii) Estimate on E: Assume both (Ak,l) and (Bk,l) bounded, and (A′k,l), (B′k,l) ∈ Y for (k, l) ∈
Σm. Then there exists κ > 0 such that for all j = 0, 1, 2, and for every (t, x) ∈ [−Tc, Tc]×R,
|∂jxE(t, x)| ≤ κcm−1Qc(yc).
Remark 2.2. Note that (Lw)y , as defined in (36), represents the linear operator associated to the
gKdV equation (28). Thus, the expression for S[u˜] above stated can be seen as a generalization
of the linearized gKdV equation, with the addition of some correction terms.
Proof. We postpone the proof of the Proposition 2.2, merely calculative, to Appendix A. We note
that this Proposition has been already stated in [25], but here we will need an improved version,
describing explicitly every term Fk,l, Gk,l up to a fixed high order. For the details, see Appendix
A. 
Note that if we want to improve the approximation u˜, the unknown functions Ak,l and Bk,l for
a fixed (k, l) must be chosen satisfying a sort of modified linear gKdV system where the source
terms are composed of preceding, well-known, Ak′,l′ and Bk′,l′ functions. Indeed, if we choose
(formally) Ak,l and Bk,l such that for any (k, l) ∈ Σm
(Ωk,l)
{
(LAk,l)′ + ak,l(3Q− 2f(Q))′ = Fk,l,
(LBk,l)′ + 3ak,lQ′′ − 3A′′k,l − f ′(Q)Ak,l = Gk,l,
then the error term will be reduced to the quantity
S[u˜] = E(t, x).
Of course the solvability theory for the linear systems (Ωk,l) and the measure of this error term
must be stated in a rigorous form. This will be established in the following section.
2.2. Resolution of linear systems (Ωk,l). First, we recall some preliminary notation and results
from [24]. We denote by Y the set of C∞ functions f such that
∀j ∈ N, ∃Kj , rj > 0, ∀x ∈ R, |f (j)(x)| ≤ Kj(1 + |x|)rj e−|x|. (37)
We recall some well-known results concerning a resonance function and the operator L.
Claim 1 ([25]). The function ϕ(x) = −Q′(x)Q(x) is odd and satisfies:
(i) limx→−∞ ϕ(x) = −1; limx→+∞ ϕ(x) = 1;
(ii) ∀x ∈ R, |ϕ′(x)| + |ϕ′′(x)| + |ϕ(3)(x)| ≤ Ce−|x|.
(iii) ϕ′ ∈ Y, (1− ϕ2) ∈ Y.
Lemma 2.3 (Properties of L, see [25]). The operator L defined in L2(R) by (36) has domain
H2(R), is self-adjoint and satisfies the following properties:
(i) There exist a unique λ0 > 0, χ0 ∈ H1(R), χ0 > 0 such that Lχ0 = −λ0χ0.
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(ii) The kernel of L is {λQ′, λ ∈ R}. Let ΛQ := ddcQc|c=1, then L(ΛQ) = −Q.
(iii) (Inverse) For all h ∈ L2(R) such that ∫
R
hQ′ = 0, there exists a unique h˜ ∈ H2(R) such
that
∫
R
h˜Q′ = 0 and Lh˜ = h; moreover, if h is even (resp. odd), then h˜ is even (resp.
odd).
(iv) For h ∈ H2(R), Lh ∈ Y implies h ∈ Y.
(v) (Coercivity) If ddec
∫
R
Q2
ec |ec=c > 0 then there exists λc > 0 such that if∫
R
wQc =
∫
R
wQ′c = 0 then
∫
R
(w2x + cw
2 − f ′(Qc)w2) ≥ λc
∫
R
w2.
(vi) There exist unique even solutions P and P¯ of the ordinary differential equations
LP = 3Q′′ + f ′(Q)Q, P ∈ Y, (38)
LP¯ = f ′(Q), P¯ ∈ Y. (39)
Moreover, P := −(xQ′ + ΛQ+Q).
Remark 2.3. Item (vi) from above Lemma is new; the proof follows directly from (ii), (iii) and
(iv). On the other hand, for general nonlinearities P¯ is not explicit.
2.2.1. Existence theory for a model problem. We recall that linear systems (Ωk,l) are very similar
and then proving existence reduces to prove the result for a model problem. This idea comes from
[24], but we will need a simplified version, from [26].
Proposition 2.4 (Existence for a model problem, see [25]). Let F ∈ Y, odd, and G ∈ Y, even.
Let γ, κ ∈ R. Then, there exist a, b ∈ R, A˜ ∈ Y even, and B˜ ∈ Y odd, such that
A = A˜+ γ, and B = B˜ + bϕ+ κQ′
satisfy
(Ω)
{
(LA)′ + a(3Q− 2f(Q))′ = F,
(LB)′ + 3aQ′′ − 3A′′ − f ′(Q)A = G
Moreover,
a =
−1∫
R
ΛQQ
{
γ
∫
R
P +
∫
R
GQ −
∫
R
F
∫ x
0
P
}
(40)
and
b =
1
2
[
γ
∫
R
P¯ + a
∫
R
ΛQ−
∫
R
F
∫ x
0
P¯ +
∫
R
G
]
. (41)
Proof. We give a sketch of the proof for the sake of completeness. The original result comes from
[25], and here it is even simpler since we deal only with F,G ∈ Y.
Set A := A˜ + γ, B := B˜ + bϕ, where γ is given, while b is a parameter to be found. Since
(L1)′ = (1 − f(Q))′ = −(f(Q))′, we obtain the following system for A˜, B˜:{
(LA˜)′ + a(3Q− 2f(Q))′ = F + γ(f(Q))′,
(LB˜)′ + 3aQ′′ − 3A˜′′ − f ′(Q)A˜ = G+ γf ′(Q)− b(Lϕ)′.
Note that F ∈ Y is odd, therefore H(x) = ∫ x−∞ F (z)dz + γf(Q) belong to Y and is even. By
integration of the first line, we are reduced to solve{LA˜+ a(3Q− 2f(Q)) = H,
(LB˜)′ + 3aQ′′ − 3A˜′′ − f ′(Q)A˜ = G+ γf ′(Q)− b(Lϕ)′.
Since
∫
R
HQ′ = 0 (by parity) and H ∈ Y, by Lemma 2.3, there exists H ∈ Y, even, such that
LH = H.
Define Pˆ to be the unique even solution of
LPˆ = 3Q− 2f(Q), Pˆ ∈ Y.
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Indeed, Pˆ has an explicit formula
Pˆ = −(xQ′ + ΛQ), with L(ΛQ) = −Q. (42)
It follows that A˜ := −aPˆ +H is even, belongs to Y and solves the first line of the previous system.
Note that at this stage, the parameters a and b are still free.
Now, we only need to find B˜ ∈ Y, odd, such that (LB˜)′ = −aZ0 +D − b(Lϕ)′, where
D := 3H
′′
+ f ′(Q)H +G+ γf ′(Q) ∈ Y, even, Z0 := 3Q′′ + 3Pˆ ′′ + f ′(Q)Pˆ ∈ Y, even.
Let
E :=
∫ x
0
(D − aZ0)(z)dz − bLϕ.
This function a priori is in L∞(R), independent of a, b.
Claim 2. There exist numbers a and b such that E ∈ Y and
∫
R
EQ′ = 0.
Assuming Claim 2, we fix a, b so that E ∈ Y and ∫
R
EQ′ = 0. It follows from Lemma 2.3 that
there exists B˜ ∈ Y, odd, such that LB˜ = E. The final solution is then given by A := A˜+ γ and
B := B˜ + bϕ+ κQ′, where κ is a free parameter, because LQ′ = 0 (see Lemma 2.3, (ii)).
Proof of Claim 2. First, we check a sort of non-degeneracy condition, namely that
∫
R
Z0Q 6= 0.
Indeed, by (38) ∫
R
Z0Q = −3
∫
R
Q′2 +
∫
R
LPPˆ = −3
∫
R
Q′2 +
∫
R
P (3Q− 2f(Q)).
We recall now the following auxiliary result.
Claim 3 ([25], Claim 2.2). We have
3
∫
R
Q′2 −
∫
R
(3Q− 2f(Q))P =
∫
R
ΛQQ 6= 0.
Remark 2.4. Indeed, ∫
R
ΛQQ =
1
2
∂c
∫
R
Q2c
∣∣∣
c=1
> 0,
thanks to (12) provided ε small enough (independent of c).
Let us continue with the proof of Claim 2. By the preceding result, it suffices to choose
a :=
∫
R
DQ∫
R
Z0Q
, and b :=
∫ +∞
0
(D − aZ0)(z)dz (note that lim±∞ Lϕ = lim±∞ ϕ = ±1). This finishes
the proof of Claim 2. 
We return to the proof of Proposition 2.4. Now we find the constants a and b in terms of known
quantities in (Ω). First, we multiply the equation of B by Q and use LQ′ = 0. We get
−3a
∫
R
Q′2 =
∫
R
(3Q′′ + f ′(Q)Q)A+
∫
R
GQ
=
∫
R
(LA)P +
∫
R
GQ.
Second, we multiply the equation of A by
∫ x
0 P (s) ds. We obtain∫
R
(LA)′
∫ x
0
P = −
∫
R
(LA)P + γ
∫
R
P
= a
∫
R
(3Q− 2f(Q))P +
∫
R
F
∫ x
0
P.
Thus, combining the two identities, we get:
− a
{
3
∫
R
Q′2 −
∫
R
(3Q− 2f(Q))P
}
= γ
∫
R
P +
∫
R
GQ−
∫
R
F
∫ x
0
P.
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and the expression for a follows from Claim 3.
To find out b, we integrate the equation for B in (Ω) over R to obtain
2b =
∫
R
f ′(Q)A+
∫
R
G. (43)
Now we consider P¯ the function defined in (39). We multiply the equation for A by
∫ x
0
P¯ (s) ds
and then we integrate. We get∫
R
f ′(Q)A = γ
∫
R
P¯ − a
∫
R
P¯ (3Q− 2f(Q))−
∫
R
F
∫ x
0
P¯ .
Now, note that∫
R
P¯ (3Q− 2f(Q)) =
∫
R
LPˆ P¯ =
∫
R
Pˆ f ′(Q) =
∫
R
Pˆ (1− L1) =
∫
R
Pˆ −
∫
R
(3Q− 2f(Q)).
From (42) we replace the explicit value of Pˆ and we use the equation satisfied by Q, namely
Q′′ −Q+ f(Q) = 0, to obtain ∫
R
P¯ (3Q− 2f(Q)) = −
∫
R
ΛQ.
With a previously known we replace this quantity in (43) to obtain (41). This finishes the proof.

We have now a good solvability theory for the linear systems (Ωk,l), that avoids the emergency
of linearly growing solutions at this order. As an example, the general theory constructed in [24]
for the quartic KdV equation deals with possibly growing solutions, see [24] Proposition 2.3.
Here, for each system (Ωk,l), (k, l) ∈ Σm, we will look for solutions such that
Ak,l = A˜k,l + γk,l, Bk,l = B˜k,l + bk,lϕ+ κk,lQ
′, ak,l, bk,l, κk,l ∈ R; (44)
where A˜k,l ∈ Y is even and B˜k,l ∈ Y is odd. (see Proposition 2.10 for a justification of this choice).
This election will have several good properties, but we will emphasize a crucial one. Let
(k, l) ∈ Σm fixed. We say that (k, l) satisfies the (IP) property (IP = important property) if and
only if
(IP)
{
Any derivative of Ak,l or Bk,l is a localized Y-function.
Moreover, for (k, l) = (1, 0) we have A1,0 ∈ Y.
This property, although depending on the specific pair (k, l), will be useful to quickly discard
localized terms composing Fk,l, Gk,l, and seeing essentially the bounded but non localized terms.
Indeed, note that thanks to Claim 1 any solution as in (44) satisfies this property. For the details,
see Appendix A.
We start by solving the first system.
2.2.2. Resolution of the system (Ω1,0). From Proposition 2.2 (ii) the system (Ω1,0) is given by
(LA1,0)′ = −a1,0(3Q− 2f(Q))′ + (f ′(Q))′, (45)
(LB1,0)′ = 3A′′1,0 + f ′(Q)A1,0 − 3a1,0Q′′ + f ′(Q) (46)
This first system is easily solvable, as shows the following
Lemma 2.5 (Resolution of (Ω1,0)). There exists a solution (A1,0, B1,0, a1,0) of (45)-(46) of the
form (44) and such that A1,0 ∈ Y is even (and γ1,0 = 0), B1,0 is odd and a1,0, b1,0 are given by
the formulae
a1,0 =
∫
R
ΛQ∫
R
ΛQQ
, b1,0 =
1
2
a1,0
∫
R
ΛQ+
1
2
∫
R
P¯ . (47)
Moreover, A1,0 is given by
A1,0 = P¯ − a1,0Pˆ . (48)
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(cf. (45), (42) and (39)). Finally, we choose B1,0 such that
∫
R
Q′B1,0 = 0.
Remark 2.5. Note that from the value of Pˆ = −(xQ′ + ΛQ) and (48) we get
b1,0 =
1
2
[
a1,0
∫
R
Q+
∫
R
A1,0
]
. (49)
Proof. Note that both (f ′(Q))′ and f ′(Q) are odd and even Y-functions respectively, so thanks
to Proposition 2.4, a solution with the desired properties does exist. We will chose γ1,0 := 0. The
value of a1,0 and b1,0 comes from (40)-(41), after some simple computations. These computations
have been carried out in [25], but by completeness we rewrite them. Indeed, note that we only
need to verify that ∫
R
f ′(Q)(Q+ P ) = −
∫
R
ΛQ.
In fact, from (38), the explicit value of P and Claim 2.3 (ii), we have∫
R
f ′(Q)(Q+ P ) = −
∫
R
f ′(Q)(xQ′ + ΛQ) =
∫
R
f(Q)−
∫
R
(1− L1)ΛQ =
∫
R
(f(Q)−Q)−
∫
R
ΛQ,
but f(Q)−Q = −Q′′, so we are done.
On the other hand, note that L(1 + P¯ ) = 1, thus∫
R
f ′(Q)(P¯ + 1) =
∫
R
LP¯ (1 + P¯ ) =
∫
R
P¯1.
This give finally the expected value of b1,0.
Finally, the constant κ1,0 in the expression of B1,0 is a free parameter that we will fix such
that
∫
R
B1,0Q
′ = 0 for convenience in some future computations (see Proposition 2.4 and (185) in
Appendix B). We have
0 =
∫
R
Q′B1,0 =
∫
R
B˜1,0Q
′ + b1,0
∫
R
ϕQ′ + κ1,0
∫
R
Q′2.
where we can obtain κ1,0. 
2.2.3. Resolution of the system (Ω2,0). From Proposition A.1 (iii) in Appendix A, the system
(Ω2,0) is given by
(LA2,0)′ = a2,0(3Q− 2f(Q))′ + F2,0, (50)
(LB2,0)′ = 3A′′2,0 + f ′(Q)A2,0 − 3a2,0Q′′ +G2,0 (51)
where the source terms are given by
(1) Case m = 2,
F2,0 = −(3A′1,0 + 3B′′1,0 + f ′(Q)B1,0) +
1
2
(f ′′(Q)(2A1,0 +A21,0))
′
−a1,0(3A′′1,0 −Q+ f ′(Q)(1 +A1,0))′ + 3a21,0Q(3) +
1
2
(f ′′(Q)− 2)′, (52)
and
G2,0 =
1
2
(f ′′(Q)− 2)− (A1,0 + 3B′1,0) +
1
2
f ′′(Q)(2A1,0 +A21,0) +
3
2
a21,0Q
′′
−1
2
a1,0(9A
′
1,0 + 3B
′′
1,0 + f
′(Q)B1,0)′ +
1
2
(f ′′(Q)(B1,0 +A1,0B1,0))′. (53)
(2) Case m = 3,
F2,0 = (
1
2
f ′′(Q)(1 +A1,0)2)′ + 3a21,0Q
(3) − a1,0(f ′(Q) + 3A′′1,0 + f ′(Q)A1,0)′ (54)
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and
G2,0 =
1
2
f ′′(Q)(1 +A1,0)2 +
3
2
a21,0Q
′′ − 1
2
a1,0(9A
′
1,0 + 3B
′′
1,0 + f
′(Q)B1,0)′
+
1
2
(f ′′(Q)(1 +A1,0)B1,0)′. (55)
Proposition 2.6 (Resolution of (Ω2,0)). Let f be as in (22). There exists a constant ε0 > 0 not
depending on c such that the following holds.
(1) (Case m = 2) There exists a solution (A2,0, B2,0, a2,0) of (Ω2,0) satisfying (44) and such
that
lim
+∞
A2,0 = −1
2
b21,0 = γ2,0, A2,0 − γ2,0 ∈ Y,
lim
+∞B2,0 = b2,0, B2,0 − b2,0ϕ ∈ Y,
but for all |ε| ∈ (0, ε0)
d(ε) := b2,0(f) +
1
6
b31,0(f) = c2,pε+ o(ε), with c2,p 6= 0 for all p ≥ 4. (56)
(2) (Case m = 3) There exists a solution (A2,0, B2,0, a2,0) of (Ω2,0) such that A2,0 ∈ Y is
even, B2,0 is bounded, odd and
lim
+∞
B2,0 = b2,0, B2,0 − b2,0ϕ ∈ Y,
but for all |ε| ∈ (0, ε0),
d(ε) := b2,0(f) = c3,pε+ o(ε), and c3,p 6= 0 for all p ≥ 4. (57)
Moreover, in both cases the solution found satisfies (IP).
Remark 2.6. Note that in the case m = 2, one has c2,p = 0 for p = 3 (see (60)). This cancelation
is consequence of the complete integrability of the Gardner equation.
Proof. Note that in both cases, m = 2 and m = 3 the source terms F2,0, G2,0 belongs to Y, with
the former being an odd function and the last one being even. Thus the existence of solutions to
(50)-(51) with the desired properties follows directly from Proposition 2.4 above.
In particular we will choose γ2,0 := − 12b21,0 for the quadratic case and γ2,0 := 0 in the cubic one.
Let us now check that, being fixed γ1,0, a1,0, b1,0 and γ2,0, the value of a2,0 and b2,0 is uniquely
determined. Indeed, from (40)-(41)
a2,0 = − 1∫
R
ΛQQ
[
γ2,0
∫
R
P +
∫
R
G2,0Q−
∫
R
F2,0
∫ x
0
P
]
, (58)
and
b2,0 =
1
2
[
γ2,0
∫
R
P¯ + a2,0
∫
R
ΛQ−
∫
R
F2,0
∫ x
0
P¯ +
∫
R
G2,0
]
. (59)
We claim (56) and (57) with
c2,p := −
[ (p− 3)(2p− 1)(24− 23p+ 3p2 + 2p3)
36(p2 − 1)(p− 2)
] ∫
R
[ 3
2 cosh2(12x)
]p
, (60)
and
c3,p := −
[ (p− 1)(p− 3)(p2 − 3p+ 8)
8(p− 2)(p+ 1)
] ∫
R
[ √2
coshx
]p
. (61)
The end of the proof of (56)-(57), and (60)-(61) is a lengthy but straightforward computation. For
the sake of continuity we postpose the proof to Appendix B. 
Remark 2.7. An explicit expression for d(ε) for any nonlinearity has escaped to us (see Claim
11), and we only have in our hands an asymptotic expression for small values of ε. We believe,
however, that it may exist a –necessarily– large ε0 for which d(ε0) = 0, and even more, a pure
2-soliton solution may exist at any order.
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Remark 2.8. The expressions (56)-(57) above say roughly speaking that the second order linear
system (Ω2,0) has a solution that does not obey (at third order derivatives) the Taylor expansion
of a small soliton shifted. Indeed,
Qc(yc + b1,0ϕ) ∼ Qc(yc) + b1,0ϕQ′c(yc) +
1
2
b21,0Q
′′
c (yc) +
1
6
b31,0Q
(3)
c (yc).
Note that (cf. (128) and (129))
Q′′c (yc) ∼ cQc(yc)−Qmc (yc), Q(3)c (yc) ∼ cQ′c(yc)− (Qmc )′(yc),
and thus for a perfect collision we should have b2,0 = − 16b31,0 for m = 2 and b2,0 = 0 for m = 3, as
in the integrable cases. This formal discussion will be justified in the proof of Proposition 2.10.
2.2.4. Resolution of system (Ω1,1), cases m = 2, 3. Now we consider the first mixed system, (Ω1,1).
Note that this system has a different order depending on the power of leading nonlinearity: for
m = 2, cQc is of quadratic order in Qc, meanwhile, in the cubic one, cQc is a term of cubic order.
From Proposition A.1 the system (Ω1,1) is given by
(LA1,1)′ = a1,1(3Q− 2f(Q))′ + (3A′1,0 + 3B′′1,0 + f ′(Q)B1,0), (62)
(LB1,1)′ = 3A′′1,1 + f ′(Q)A1,1 − 3a1,1Q′′ + 3B′1,0. (63)
For this system, we recall its source terms
F1,1 := 3A
′
1,0 + 3B
′′
1,0 + f
′(Q)B1,0, G1,1 := 3B′1,0. (64)
Note that as (k, l) = (1, 0) satisfies the (IP) property, we have both F1,1, G1,1 ∈ Y.
Lemma 2.7 (Resolution of (Ω1,1), m = 2, 3). There exists a solution (A1,1, B1,1, a1,1) of (Ω1,1)
such that A1,1 is even, B1,1 is odd and
lim
+∞A1,1 = γ1,1 :=
1
2
b21,0, A1,1 − γ1,1 ∈ Y,
lim
+∞
B1,1 = b1,1, B1,1 − b1,1ϕ ∈ Y.
Besides, this solution implies that (IP) holds for (k, l) = (1, 1).
Proof. From Proposition 2.2, it is clear that F1,1 and G1,1 given in (64) satisfy the assumptions of
Proposition 2.4. The choice of γ1,1 will be justified in Proposition 2.10. In the rest of this paper,
we will not need the expression of b1,1 (note that it would be possible to compute it as in the proof
of Proposition 2.6). 
2.2.5. Resolution of high order systems, quadratic case. From now on, we consider the triplet
(Ak,l, Bk,l, ak,l)
defined for all (k, l) ∈ Σm, 1 ≤ k + l ≤ 2 in Lemma 2.5, Proposition 2.6 and Lemma 2.7. We now
solve the systems (Ωk,l) for k + l = 3 . Denote δ33 := 1 and δp3 := 0 for p ≥ 4.
Lemma 2.8 (Resolution of (Ωk,l) for k+ l = 3 and m = 2). For all (k, l) ∈ Σ2 such that k+ l = 3,
Fk,l is odd and Gk,l even; both are in the class Y, and there exists a solution (Ak,l, Bk,l, ak,l) of
(Ωk,l) such that Ak,l is even, Bk,l is odd and
lim
+∞
Ak,l = γk,l, Ak,l − γk,l ∈ Y,
lim
+∞Bk,l = bk,l, Bk,l − bk,lϕ ∈ Y.
Moreover, we will choose the particular values
γ3,0 :=
5
36
b41,0 +
10
3
d(ε)b1,0 +
1
2
µ(ε)b21,0, γ2,1 :=
1
24
b41,0 − b1,0b1,1 − 4d(ε)b1,0,
γ1,2 := − 3
24
b41,0 + b1,0b1,1,
where d(ε) satisfies (56)-(57).
Claudio Mun˜oz 17
Proof. The proof of this result is easy after the validity of the following claim:
For all (k, l) ∈ Σ2 such that k + l = 3, we have Fk,l ∈ Y is odd, Gk,l ∈ Y is even. (65)
Assuming (65), Lemma 2.8 is a direct consequence of Proposition 2.4.
Let us prove (65). From the Appendix A and Proposition A.1 several (bounded but) nonlocal-
ized terms appear in the expression of Fk,l and Gk,l for k+ l = 3, but all these terms eventually
cancel.
Indeed, thanks to the (IP) property, terms containing derivatives of B1,0, A1,1 and A2,0 are
in Y as well as terms of the kind f ′(Q)B1,0 and so on. Thus, we focus on the terms containing
only B1,0, A1,1 and A2,0 without derivatives nor multiplication by functions of Q. Note also that
A1,0 ∈ Y, so we also discard it. For simplicity of notation, we will skip the variables yc and y.
Now, we recollect all the non-localized terms (due to B1,0, A1,1 and A2,0) in S[u˜] of order c
lQkc
or cl(Qkc )
′ with k + l = 3. We have only three cases: the pairs (3, 0), (2, 1) and (1, 2). From
Proposition A.1 we obtain
(1) (Case (3, 0)). Here
F3,0 = F˜3,0, G3,0 = G˜3,0 − 2
3
(B21,0 + 2A2,0), with F˜3,0, G˜3,0 ∈ Y;
(2) (Case (2, 1)). Here
F2,1 = F˜2,1, G2,1 = G˜2,1 + (B
2
1,0 +A1,1 + 3A2,0), with F˜2,1, G˜2,1 ∈ Y;
(3) (Case (1, 2)). Here F1,2, G1,2 ∈ Y.
Using the following relations among the limits of A2,0, A1,1 and B
2
1,0 at ±∞ (see Proposition
2.6 and Lemma 2.7):
lim±∞A2,0 = −
1
2
lim±∞B
2
1,0, lim±∞A1,1 = − lim±∞A2,0,
we observe that the source functions in (Ωk,l) are in fact all localized. This proves (65). 
2.2.6. Resolution of high order systems, cubic case. Finally we claim the existence of bounded
solutions for the third and fourth order systems in the cubic case. The proof of these results is
identical to the previous Lemma.
Lemma 2.9 (Resolution of (Ω3,0), (Ω4,0) and (Ω2,1) for m = 3). For all (k, l) ∈ Σ3 with k ≥ 2
there exists a solution (Ak,l, Bk,l, ak,l) of (Ωk,l) such that Ak,l is even, Bk,l is odd and
lim
+∞
Ak,l = γk,l, Ak,l − γk,l ∈ Y,
lim
+∞
Bk,l = bk,l, Bk,l − bk,lϕ ∈ Y.
In particular, we choose
γ3,0 := −1
2
b21,0, γ2,1 := −4b1,0d(ε), γ4,0 := 3d(ε)b1,0 +
1
2
εb21,0δp4. (66)
In this case d(ε) := b2,0(ε) (cf. (57)).
Proof. We note that, thanks to the (IP) property and Proposition A.1, the only a priori non
localized source term is
G2,1 = 3A2,0 + G˜2,0, with G˜2,0 ∈ Y.
Then the conclusion of the Lemma follows from the fact that, from Proposition 2.6, in the cubic
case, we have a priori chosen A2,0 ∈ Y. 
For further purposes, we recall the important quantities (see (29) and (56)-(57))
Tc = c
− 12− 1100 , d(ε) = b2,0(ε) +
1
6
b31,0(ε)δm2, (67)
with δm2 = 0 for m = 3, and δ22 = 1.
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2.3. Recomposition of the approximate solution. Proof of Proposition 2.1. Having
solved several linear systems we now are able to prove Proposition 2.1. Indeed, we have now the
enough knowlegde about the notation, so we can go further and claim the following improved
result on u˜.
Proposition 2.10 (Construction of a symmetric approximate solution of gKdV, improved ver-
sion). The solution u˜ above constructed satisfies, for any 0 < c < c0, the following properties:
(1) For all (t, x) u˜(t, x) = u˜(−t,−x).
(2) For every time t ∈ [−Tc, Tc],
‖S[u˜](t)‖H2(R) ≤ Kc
3
m−1+
3
4 . (68)
(3) Closeness to the sum of two soliton solution: For all time t ∈ [−Tc, Tc], the function u˜ is
in H1(R) and satisfies the estimate
‖u˜(t)−Q(y)−Qc(yc)‖H1(R) ≤ K0c
1
m−1 . (69)
(4) Closeness to a shifted two soliton solution plus a strange term: Denote
∆1 :=
∑
(k,l)∈Σm
ak,l c
l
∫
R
Qkc , b˜1,1 := b1,1 −
1
6
b31,0, ∆2 := 2(b1,0 + cb˜1,1δm2). (70)
Then u˜ satisfies at time ±Tc
‖u˜(±Tc)−Q(· ∓ 1
2
∆1)−Qc(· ± (1− c)Tc ∓ 1
2
∆2)
± d(ε)(Q2c)′(· ± (1− c)Tc ∓
1
2
∆2)}‖H1(R) ≤ Kc
3
m−1+
1
4 ,
(71)
provided for each (k, l) ∈ Σm, the constants γk,l must be chosen as in Lemma 2.5, Propo-
sition 2.6, Lemmas 2.7, 2.8 and 2.9. Recall that d(ε) satisfies (56)-(57).
Remark 2.9. The quantity b¯1,1 in (70) represents the difference between the expected value of b1,1
given by the integrable case and the actual one; namely, for ε = 0 we have b¯1,1 = 0.
Proof. Let us start by proving (68). This follows from from Proposition A.1, and the choice of
ak,l, Ak,l, Bk,l for (k, l) ∈ Σm, solving each linear system (Ωk,l), so that
S[u˜] = E(t, x).
Now we deal with (69). This is an easy consequence of the fact that y = x−α, yc = x+(1−c)t,
and
u˜(t)−Q(y)−Qc(yc) =W (t, x), ‖W (t)‖H1(R) ≤ K0c
1
m−1 .
Proof of (71). We begin with some preliminary estimates.
Claim 4.
‖α‖L∞ ≤ Kc 1m−1− 12 , ‖α′‖L∞ ≤ Kc 1m−1 . (72)
Suppose f = f(y) ∈ Y. Then for all t ∈ [−Tc, Tc],∥∥f(y)Qkc (yv)∥∥L2(R) + 1√c ∥∥f(y)(Qkc )′(yv)∥∥L2(R) ≤ Kc km−1 e−(1−c)√c|t|, (73)
and for g = g(y) ∈ L∞(R),∥∥g(y)Qkc (yv)∥∥L2(R) + 1√c ∥∥g(y)(Qkc )′(yv)∥∥L2(R) ≤ Kc km−1− 14 . (74)
In particular, if t = Tc and f ∈ Y, we have, for c > 0 small,
‖f(y)Qc(yc)‖H1(R) ≤ Kc10, (75)
‖Q(y)−Q(x− 12∆1)‖H1(R) ≤ Kc10. (76)
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Proof. The proof of these estimates are similar to Claim C.1 in the Appendix C of [26]. See also
Claim 2.6 in [24]. In particular for the proof we use Lemma A.2 from Appendix A. We skip the
details. 
We continue the proof of (71).
For the sake of brevity, we will prove only the case m = 3. The case m = 2 is identical to
Lemma 2.6 in [26].
Note that from Claim 4,
‖Qc(yc − b1,0)−Qc + b1,0Q′c −
1
2
b21,0Q
′′
c‖H1(R) ≤ Kc
7
4 , (77)
and
‖(Q2c)′(yc − b1,0)− (Q2c)′ + b1,0(Q2c)′′‖H1(R) ≤ Kc
9
4 , (78)
(here we have used the fact ‖Q(3)c ‖H1(R) ≤ Kc 74 and ‖(Q2c)(3)‖H1(R) ≤ Kc
9
4 ). From the identities
Q′′c = cQc −Q3c − εQpc +O(Qp+1c ), (Q2c)′′ = 4cQ2c − 3Q4c +O(Q5c),
we obtain ∥∥Qc(yc − b1,0)− d(ε)(Q2c)′(yc − b1,0)
− [Qc − b1,0Q′c +
1
2
b21,0cQc −
1
2
b21,0Q
3
c −
1
2
εb21,0δp4Q
4
c ]
+ d(ε)[(Q2c)
′ − 4b1,0cQ2c + 3b1,0Q4c]
∥∥
H1(R)
≤ Kc 74 .
(79)
On the other hand, using the fact that lim+∞Ak,l = γk,l, lim+∞Bk,l = bk,l, and Claim 4 we get∥∥u˜(Tc)−Q−Qc − b1,0Q′c − γ2,0Q2c − b2,0(Q2c)′ − γ1,1cQc
−γ2,1cQ2c − γ3,0Q3c − γ4,0Q4c
∥∥
H1(R)
≤ Kc7/4.
Combining this estimate and (79), we find∥∥u˜(Tc)− {Q(y) +Qc(yc − b1,0)− d(ε)(Q2c)′(yc − b1,0)}
+ (γ1,1 − 1
2
b21,0)cQc + γ2,0Q
2
c + (b2,0 − d(ε))(Q2c)′ + (γ2,1 + 4d(ε)b1,0)cQ2c
+ (γ3,0 +
1
2
b21,0)Q
3
c + (γ4,0 − 3d(ε)b1,0 −
1
2
εb21,0δp4)Q
4
c
∥∥
H1(R)
≤ Kc 74 .
It follows that with the choice
γ1,1 =
1
2
b21,0, γ2,0 = 0, γ3,0 = −
1
2
b21,0, b2,0 = d(ε),
γ2,1 = −4d(ε)b1,0 and γ4,0 = 3d(ε)b1,0 + 1
2
εb21,0δp4.
we obtain
‖u˜(Tc)−Q(y)−Qc(yc − b1,0) + d(ε)(Q2c)′(yc − b1,0)‖H1(R) ≤ Kc
7
4 . (80)
The case t = −Tc is similar and we left the proof to the reader.
Together with (76), we complete the proof of (71). This justifies in particular the choices of
γk,l, (k, l) ∈ Σm done in preceding Lemmas. 
2.4. Existence of the approximate pure 2-soliton collision solution. The fact that d(ε) 6= 0
(see Proposition 2.6) in Proposition 2.10 means formally that the collision is not elastic and that
the residue due to the collision is of order (Q2c)
′. However, the approximate solution u˜(t, x) given
in Lemma 2.10 being symmetric, it contains the residue at both −Tc and Tc (see (71)). To match
the solution u(t) considered in Theorem 1.4, which is pure at −∞, we need to introduce a modified
approximate solution, which, at main order, will contain a residue only at time t = Tc. This will
be clear after the following
Proposition 2.11. There exists a function uˆ = uˆ(t, x), of the form given by (33) such that for
some constants K, c0 > 0 and 0 < c < c0, the following estimates hold:
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(1) uˆ(t, x) 6≡ uˆ(−t,−x) for every t, x.
(2) Almost solution. For any t ∈ [−Tc, Tc],
‖S[uˆ](t)‖H1(R) ≤ Kc
2
m−1+
3
4 [c
1
m−1 + |d(ε)| c 14 ], (81)
(recall that d(ε) measures the residue after the collision, introduced in (56)-(57)).
(3) Closeness to a two-soliton solution at time t = −Tc. With the defintions of shifts given in
(70), the modified function uˆ is close to a two solitons solution at time −Tc:
‖uˆ(−Tc)− {Q(·+ 12∆2) +Qc(·+ (1− c)Tc + 12∆2)}‖H1(R) ≤ Kc
2
m−1+
1
4 [c
1
m−1 + |d(ε)| c 12 ]. (82)
(4) Non-matching with a two-soliton solution at time t = Tc:
‖uˆ(Tc)−Q(· − 1
2
∆1)−Qc(·+ (1− c)Tc − 1
2
∆2)
+ 2d(ε)(Q2c)
′(·+ (1 − c)Tc − 1
2
∆2)‖H1(R) ≤ Kc
2
m−1+
1
4 [c
1
m−1 + |d(ε)| c 12 ].
(83)
where, from (56)-(57),
∀0 < |ε| ≤ ε0, d(ε) = cm,pε+ o(ε),
and ∣∣∣∣∆1 − a1,0 ∫
R
Qc
∣∣∣∣ ≤ Kc 2m−1− 12 , |∆2 − 2b1,0| ≤ Kc. (84)
(5) Comparison residue versus error terms: The residue in (83) satisfies∥∥2d(ε)(Q2c)′(·+ (1− c)Tc − 12∆2)∥∥H1(R) ∼ |d(ε)| c 2m−1+ 14
≫ c 2m−1+ 14 [c 1m−1 + |d(ε)| c 12 ],
provided c
1
m−1 ≪ |d(ε)|.
Remark 2.10. The approximate solution uˆ above mentioned describes the collision of two pure
solitons that at time t ∼ Tc (after colliding) differ by a term of order |d(ε)| c
2
m−1+
1
4 of the ingoing
solitons before the collision, at time t ∼ −Tc, provided (23) holds.
For even small values of ε such that condition (23) does not hold, we need to go further in
our approximate solution and solve even more linear systems. We believe that in this case, more
involved, the conclusions of this paper are the same.
Let us return to the proof of Proposition 2.11.
Proof. Let uˆ := u˜+ w#, where
w#(t, x) := −d(ε)(Q2c)′(yc)(1 + P¯ (y)), (85)
and P¯ was defined in (39). Now w# can be expressed in the form
w#(t, x) = Q(y) +Qc(yc) +
∑
(k,l)∈Σm
cl{Aˆk,l(y)Qkc (yc) + Bˆk,l(y)(Qkc )′(yc)},
where Aˆk,l = Ak,l, Bˆk,l = Bk,l + w#δ(k,l),(2,0). Here δ(2,0),(2,0) = 1 and δ(k,l),(2,0) = 0 otherwise.
Let us prove (83). Replacing u˜ = uˆ− w# in (71), we have
‖uˆ(Tc)−Q(· − 1
2
∆1)−Qc(·+ (1− c)Tc − 1
2
∆2)
+ d(ε)(Q2c)
′(·+ (1− c)Tc − 1
2
∆2)− w#(Tc)‖H1(R) ≤ Kc
3
m−1+
1
4 .
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Thus, using (75) (note that P¯ ∈ Y)
‖uˆ(Tc)−Q(· − 1
2
∆1)−Qc(·+ (1− c)Tc − 1
2
∆2) + 2d(ε)(Q
2
c)
′(·+ (1− c)Tc − 1
2
∆2)‖H1(R)
≤ Kc 3m−1+ 14 + ‖d(ε)(Q2c)′(·+ (1− c)Tc −
1
2
∆2) + w#(Tc)‖H1(R)
≤ Kc 3m−1+ 14 +K |d(ε)| ‖(Q2c)′(· −
1
2
∆2)− (Q2c)′‖H1(R)
≤ Kc 3m−1+ 14 +K |d(ε)| c 2m−1+ 34 .
Similarly, at time t = −Tc
‖uˆ(−Tc)−Q(·+ 1
2
∆1)−Qc(· − (1− c)Tc + 1
2
∆2)
−d(ε)(Q2c)′(· − (1− c)Tc +
1
2
∆2)− w#(−Tc)‖H1(R) ≤ Kc
3
m−1+
1
4 ,
so that
‖uˆ(−Tc)−Q(·+ 1
2
∆1)−Qc(· − (1 − c)Tc + 1
2
∆2)‖H1(R)
≤ Kc 3m−1+ 14 +K |d(ε)| ‖(Q2c)′(·+
1
2
∆2)− (Q2c)′‖H1(R)
≤ Kc 3m−1+ 14 +K |d(ε)| c 2m−1+ 34 .
Note that (84) is clearly a consequence of (70).
Finally, we prove (81). Note that (cf. Appendix B for the definitions)
S[uˆ] = S[u˜+ w#]
= S[u˜] + III(w#) + [f(u˜+ w#)− f(u˜)− f ′(Q)w#]x
The following estimates allow to conclude (81). We claim
Claim 5. With the choice of w# given in (85),
‖III(w#)‖H1(R) ≤ K |d(ε)| c1+
2
m−1 . (86)
and
‖[f(u˜+ w#)− f(u˜)− f ′(Q)w#]x‖H1(R) ≤ K |d(ε)| c
1
2+
3
m−1 (87)
Proof. The proof is similar to the proof of Proposition A.1 above. We only sketch the main ideas.
Let us prove (86). First, note that for P¯ defined in (39)
(L(1 + P¯ ))′ = (1− f ′(Q) + f ′(Q))′ = 0. (88)
This property will be useful in what follows. From the calculations performed in (138), (88) and
the fact that (1 + P¯ )′ ∈ Y, we note that (cf. (131) and (137) for the definition of III(·) and Σ′m
respectively)
III((1 + P¯ )(Q2c)
′) = −(L(1 + P¯ ))′(Q2c)′ − c(1 + P¯ )(Q2c)′′ + (1 + P¯ )(Q2c)(3)
+
∑
(k,l)∈Σ′m
cl[F˜k,lQ
k
c + G˜k,l(Q
k
c )
′] +O(cQ3c +Q
5
c + c
2Qc)
=
∑
(k,l)∈Σ′m
cl[F˜k,lQ
k
c + G˜k,l(Q
k
c )
′] +O(c(Q2c)
′ + cQ3c +Q
5
c + c
2Qc),
where both F˜k,l and G˜k,l are in Y. Moreover, F˜3,0 = 0. From here, the definition of w# in (85)
and Claim 4, we obtain
‖III(w#)‖H2(R) ≤ K |d(ε)| c
2
m−1+1.
Now, we deal with (87). We note that
(87) = [f(u˜+ w#)− f(u˜)− f ′(u˜)w#]x + [(f ′(u˜)− f ′(Q))w#]x
[
1
2
f ′′(u˜)w2# +O(w
3
#)]x + [f
′′(Q)(u˜ −Q)w# + 1
2
f (3)(Q)(u˜ −Q)2w# +O((u˜ −Q)3w#)]x.
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From here, using the expresion for w# and Claim 4, we obtain
‖(87)‖H2 ≤ K |d(ε)| [|d(ε)| c
3
2+
4
m−1 + c
1
2+
4
m−1 + c
1
2+
3
m−1 ] ≤ K |d(ε)| c 12+ 3m−1 .
This finishes the proof.

This Claim allows us to finish the proof of the Proposition.

3. Preliminary results for stability of the 2-soliton structure
In this section several stability results will allow to study the long time behavior of the 2-soliton
soliton solution. First of all, we recall a general result proved in [25] concerning the existence and
properties of an actual function u = u(t, x), solution of (28) in the interval [−Tc, Tc] and close
enough to our approximate solution uˆ. This will be done in the next subsection.
Next, we study the stability of a solution u(t) of (21) for long time, namely t ≥ Tc. These results
have been proved in great generality by Martel and Merle in [22], [25], and [23]. In particular,
we will use the stability and asymptotic stability of the two solitons (Proposition 3.3) to show the
persistence of the 2-soliton structure for long time.
Finally, a key result is the decomposition result from Lemma 3.4, which will be essential to show
the persistence of the residual term (cf. (83)) at infinity.
3.1. Dynamic stability in the interaction region. For any c > 0 sufficiently small, we will
consider the function uˆ(t) of the form
uˆ(t, x) = Q(y) +Qc(yc) +
∑
(k,l)∈Σm
cl
{
Qkc (yc)Aˆk,l(y) + (Q
k
c )
′(yc)Bˆk,l(y)
}
defined in Proposition 2.11 (the notation was introduced in (32) and (33)). Recall the error term
S[uˆ](t) = uˆt + (uˆxx − u+ f(uˆ))x.
Proposition 3.1 (Exact solution close to the approximate solution uˆ, [25]). Let θ > 1m−1 and ε
small enough such that (12) holds for Q. There exists c0 > 0 such that the following holds for any
0 < c < c0. Suppose that for all t ∈ [−Tc, Tc]
‖S[uˆ](t)‖H2(R) ≤ K
cθ
Tc
, (89)
and for some T0 ∈ [−Tc, Tc],
‖u(T0)− uˆ(T0)‖H1(R) ≤ Kcθ, (90)
where u(t) is an H1 solution of (28). Then, there exist K0 = K0(θ,K, f) and a C
1 function
ρ : [−Tc, Tc]→ R such that, for all t ∈ [−Tc, Tc],
‖u(t)− uˆ(t, · − ρ(t))‖H1(R) ≤ K0cθ, |ρ′(t)− 1| ≤ K0cθ. (91)
Remark 3.1. The proof of the above Proposition is nontrivial and requires some refined tech-
niques such as modulation theory, coercivity properties and the introduction of a modified energy
functional adapted to a two soliton collision. It is necessary to emphasize that one of the key
elements in the proof is the smallness of the error term S[uˆ] along the collision. For the sake of
completeness, we will draw the main lines of the argument, see [25] for the actual complete proof.
Proof. It suffices to show the result on the interval [T0, Tc]. By using the transformation x→ −x,
t→ −t, the proof is the same on [−Tc, T0].
Let K∗ > 1 be a constant to be fixed later. Since ‖u(T0) − uˆ(T0)‖H1(R) ≤ cθ, by continuity in
time in H1(R), there exists T0 < T
∗ ≤ Tc such that
T ∗ = sup
{
T ∈ [T0, Tc] such that for all t ∈ [T0, T ], there exists r(t) ∈ R with
‖u(t)− uˆ(t, · − r(t))‖H1(R) ≤ K∗cθ
}
.
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The objective is to prove that T ∗ = Tc for K∗ large. For this, we argue by contradiction, assuming
that T ∗ < Tc and reaching a contradiction with the definition of T ∗ by proving some independent
estimates on ‖u(t)− uˆ(t, · − r)‖H1(R) on [T0, T ∗].
An argument using the Implicit function theorem allows to construct a modulation parameter
and to estimate its variation in time:
Claim 6. Assume that 0 < c < c(K∗) small enough. There exists a unique C1 function ρ(t) such
that, for all t ∈ [T0, T ∗],
z(t, x) = u(t, x+ ρ(t))− uˆ(t, x) satisfies
∫
R
z(t, x)Q′(y)dx = 0.
Moreover, we have, for all t ∈ [T0, T ∗],
|ρ(T0)|+ ‖z(T0)‖H1(R) ≤ Kcθ, ‖z(t)‖H1(R) ≤ 2K∗cθ,
zt + (zxx − z + f(z + uˆ)− f(uˆ))x = −S[uˆ](t) + (ρ′(t)− 1)(uˆ+ z)x.
|ρ′(t)− 1| ≤ K‖z(t)‖H1(R) +K‖S[uˆ](t)‖H1(R),
The purpose of the modulation theory is to establish a lower bound in the following energy
functional for z(t):
F(t) := 1
2
∫
R
(
(∂xz)
2 + (1 + α′(yc))z2
)− ∫
R
(F (uˆ + z)− F (uˆ)− f(uˆ)z).
Indeed, this functional enjoys two useful properties: it has a very small time variation and it is
coercive up to the direction Q:
Lemma 3.2 (Coercivity of F). Assume that 0 < c < c(K∗) small enough. There exists K > 0
(independent of K∗ and c) such that
(1) Coercivity of F under orthogonality conditions:
∀t ∈ [T0, T ∗], ‖z(t)‖2H1(R) ≤ KF(t) +K
∣∣∣∣∫
R
z(t)Q(y)
∣∣∣∣2 .
(2) Control of the direction Q:
∀t ∈ [T0, T ∗],
∣∣∣∣∫
R
z(t)Q(y)
∣∣∣∣ ≤ Kcθ +Kc 1p−1− 14 ‖z(t)‖L2 +K‖z(t)‖2L2.
(3) Control of the variation of the energy functional:
F(T ∗)−F(T0) ≤ Kc2θ
(
(K∗)2(1 +K∗)c
1
2(m−1)
− 18 +K∗
)
.
These estimates allow us, after fixing K∗ large enough and possibly taking c even smaller, to
show that actually
‖z(T ∗)‖2H1(R) ≤
1
2
(K∗)2c2θ.
contradicting the definition of T ∗, thus proving that T ∗ = Tc. 
Once the existence of an actual solution (close to our approximate solution uˆ in the interval
[−Tc, Tc]) is established, one would like to investigate the behavior in long time of this solution.
We treat this problem in the next subsection.
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3.2. Stability and asymptotic stability for large time. Here we consider the stability of the
2-soliton structure after the collision, and for a long time. Let Tc be defined in (29). We start
with an important
Remark 3.2. Since (12) holds for f(s) = sm, m = 2, 3, it is clear by a perturbation argument that
(12) holds also for f as in (22) for all 0 < c < 1, provided 0 < |ε| < ε0 is small enough.
Proposition 3.3 (Stability of two decoupled solitons, [22], [23]). Let ε small enough such that
(12) holds for Q. Then there exist constants c0,K > 0, such that for any 0 < c < c0 and for any
ω > 0, the following holds. Let u(t) be an H1 solution of (28) such that for some time t1 ∈ R and
1
2Tc ≤ X0 ≤ 32Tc,
‖u(t1)−Q −Qc(·+X0)‖H1(R) ≤ c
1
4+
1
m−1+ω. (92)
Then there exist C1-functions ρ1(t), ρ2(t) defined on [t1,+∞) such that
(1) Stability:
sup
t≥t1
‖u(t)−Q(· − ρ1(t))−Qc(· − ρ2(t))‖H1(R) ≤ Kc−
1
4+
1
m−1+ω, (93)
and for all t ≥ t1,
1
2
≤ ρ′1(t)− ρ′2(t) ≤
3
2
, |ρ1(t1)| ≤ Kc 14+ 1m−1+ω, |ρ2(t1) +X0| ≤ Kcω. (94)
(2) Asymptotic stability: There exist c+1 , c
+
2 > 0 such that on the right hand side limit
lim
t→+∞
‖u(t)−Qc+1 (x− ρ1(t))−Qc+2 (x− ρ2(t)))‖H1(x> 110 ct) = 0, (95)
with ∣∣c+1 − 1∣∣ ≤ Kc 14+ 1m−1+ω, ∣∣∣c+2c − 1
∣∣∣ ≤ Kcω. (96)
3.3. A decomposition result. Recall a more precise decomposition of u(t) used in the proof of
Proposition 3.3 in [22], [23].
Lemma 3.4 (Decomposition of the solution, [23]). Suppose (12) holds for Q. Let u = u(t) be a
solution of the gKdV equation (21) such that the estimate (92) holds. Then there exist C1-functions
ρ1(t), ρ2(t), c1(t), c2(t), defined on [t1,+∞), such that the function
η(t, x) := u(t, x)−R1(t, x)−R2(t, x),
where, for j = 1, 2, Rj(t, x) := Qcj(t)(x− ρj(t)), satisfies for all t ≥ t1,∫
R
Rj(t)η(t) =
∫
R
(x− ρj(t))Rj(t)η(t) = 0, j = 1, 2, (97)
‖η(t)‖H1(R) + |c1(t)− 1|+ c
1
m−1− 14
∣∣∣∣c2(t)c − 1
∣∣∣∣ ≤ Kcω+ 1m−1− 14 , (98)
and for all t ≥ t1 |ρ′2(t)|+ |ρ′1(t)− 1| ≤
1
10
, ρ1(t)− ρ2(t) ≥ 1
2
t+
1
4
Tc. (99)
Moreover, we have the convergence limt→+∞ c¯j(t) = c+j for j = 1, 2.
At this moment we have all the necessary information about the 2-soliton solution of (28).
Indeed, recall from the sketch of proof (Subsection 1.4) that the asymptotic in long time will be
treated using the tools from this section, more precisely using Proposition 3.3 and Lemma 3.4.
On the other hand the collision region will be described by Proposition 3.1. This is the purpose
of the next section.
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4. Proof of the Theorem 1.4
Now we are in a position to prove the main Theorem of this work.
Proof of Theorem 1.4. Let 1 = c1 < c∗(f) such that (12) holds and 0 < c < c0(ε) small enough
(depending on ε). Let u(t) be the unique solution of (21) such that (see Theorem 1 and Remark
2 in [19])
lim
t→−∞
‖u(t)−Q(x− t)−Qc(x− ct)‖H1(R) = 0.
1. Behavior at −Tc. We claim that for all t < − 132Tc,
‖u(t)−Q(· − t)−Qc(· − ct)‖H1(R) ≤ Ke
1
4
√
c(1−c)t. (100)
This is a consequence of the proof of existence of u(t) in [19]. See Proposition 5.1 in [24] for a
proof in the power case.
Now, using (100), we will match the function u with the collision solution uˆ constructed in
Proposition 2.11. For this, we will translate u in time and space, as follows.
Let ∆1, ∆2 be defined in Proposition 2.10 and
T−c := Tc +
1
2
∆1 −∆2
1− c , a :=
1
2
∆1 − T−c .
Since from (84)
|∆1| ≤ Kc 1m−1− 12 , and |∆2| ≤ K,
we have −T−c ≤ − 132Tc, and thus, from (100) for c small enough, and after a translation by a, we
get
‖u(−T−c , ·+ a)−Q(·+
∆1
2
)−Qc(· − (1− c)Tc + ∆2
2
)‖H1(R) ≤ Ke−
1
4
√
c(1−c)T−c ≤ Kc10.
By translation invariance, we may assume T−c = Tc and a = 0, such that
‖u(−Tc)−Q(·+ ∆1
2
)−Qc(· − (1 − c)Tc + ∆2
2
)‖H1(R) ≤ Kc10. (101)
2. Behavior at +Tc. Now, possibly taking a smaller c, consider uˆ = uˆ1,c constructed in
Proposition 2.11. By (82) and (101), we have
‖u(−Tc)− uˆ(−Tc)‖H1(R) ≤ Kc
2
m−1+
1
4 [c
1
m−1 + |d(ε)| c 12 ].
Applying Proposition 3.1 with
T0 = −Tc, cθ := c 2m−1+ 14− 1100 [c 1m−1 + |d(ε)| c 14 ],
it follows that there exists a function ρ(t) such that for all t ∈ [−Tc, Tc],
‖u(t)− uˆ(t, · − ρ(t))‖H1(R) ≤ Kcθ.
In particular, for r := ρ(Tc), we have
‖u(Tc)− uˆ(Tc, · − r)‖H1(R) ≤ Kcθ.
Using (83) and triangular inequality , we obtain
‖u(Tc)−Q(· − r1)−Qc(· − r2)− 2d(ε)(Q2c)′(· − r2)‖H1(R) ≤ Kcθ. (102)
Here,
r1 :=
1
2
∆1 + r, r2 := (c− 1)Tc + 1
2
∆2 + r,
so that r1 − r2 = (1 − c)Tc + 12 (∆1 −∆2) satisfies
1
2
(1− c)Tc ≤ r1 − r2 ≤ 32(1− c)Tc. (103)
Moreover, note that ∥∥(Q2c)′∥∥H1(R) ≤ Kc 2m−1+ 14 ,
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so that
‖u(Tc)−Q(· − r1)−Qc(· − r2)‖H1(R) ≤ Kc
2
m−1+
1
4 [|d(ε)|+ c 1m−1 ] ≤ K |d(ε)| c 2m−1+ 14 , (104)
provided
|d(ε)| ≥ κ0c 1m−1− 1100 , (105)
for some κ0 > 0 large enough but fixed. We have thus arrived to time t = +Tc with a stability
property of the 2-soliton structure, namely (104).
3. Behavior as t→ +∞. From (104), it follows that we can apply Proposition 3.3 to u(t, ·+ r1)
for t ≥ Tc (that is, t1 := Tc), with X0 := r1 − r2, and
cω := |d(ε)| c 1m−1 .
It follows that there exist ρ1(t), ρ2(t), c
+
1 > 0, c
+
2 > 0 so that
w+(t, x) := u(t, x)−Qc+1 (x− r1 − ρ1(t))−Qc+2 (x− r1 − ρ2(t)) (106)
satisfies
sup
t≥Tc
‖w+(t)‖H1(R) ≤ K |d(ε)| c
2
m−1− 14 , lim
t→+∞ ‖w
+(t)‖H1(x> c10 t+r1) = 0, (107)
and
|c+1 − 1| ≤ K |d(ε)| c
2
m−1+
1
4 , |c+2 − c| ≤ K |d(ε)| c1+
1
m−1 . (108)
In particular, the behavior of the 2-soliton structure remains stable at infinity, modulo the
emergency of a possible H1-nonzero residual term. This proves the upper bound in (26). At this
stage, we do not know if this residual term (that is, w+) can be bounded by below uniformly in
time. This is the purpose of the following key step.
4. Lower bound on w+(t) for t > Tc large. Consider the decomposition of u(·, ·+ r1) defined
in Lemma 3.4, i.e. the center of mass ρ¯1(t), ρ¯2(t), the scaling parameters c¯1(t), c¯2(t) such that,
for t > Tc,
η(t, x) := u(t, x)−Qc¯1(t)(x− r1 − ρ¯1(t)) −Qc¯2(t)(x − r1 − ρ¯2(t)) (109)
satisfies
sup
t≥Tc
‖η(t)‖H1(R) ≤ K |d(ε)| c
2
m−1− 14 , |c¯1(Tc)− 1| ≤ K |d(ε)| c 2m−1− 14 ,
ρ¯1(t)− ρ¯2(t) ≥ 1
2
t+
1
4
Tc, |c¯2(t)− c| ≤ K |d(ε)| c 1m−1+ 32 ,
(110)
and
|ρ¯2(Tc) + r1 − r2| ≤ K |d(ε)| c 1m−1 . (111)
Moreover, we have for j = 1, 2
lim
t→+∞ c¯j(t) = c
+
j . (112)
First, as a consequence of (102), we claim the following lower bound at t = Tc: for K0 > 0,
independent of c > 0, ∫
x<ρ¯2(Tc)+r1+
1
4Tc
η2(Tc, x)dx ≥ K0 |d(ε)|2 c 4m−1+ 12 . (113)
Proof of (113). The proof will proceed by a contradiction argument. Indeed, suppose that for
any α > 0 there exists c > 0 small enough such that (113) does not hold properly, namely
‖η(Tc)‖L2(x<ρ¯2(Tc)+r1+ 14Tc) ≤ α |d(ε)| c
2
m−1+
1
4 . (114)
Replacing
u(Tc, x) = Qc¯1(T )(x− r1 − ρ¯1(Tc)) +Qc¯2(Tc)(x − r1 − ρ¯2(Tc)) + η(Tc, x)
in (102), we find∥∥[Qc¯1(Tc)(· − r1 − ρ¯1(Tc))−Q(· − r1)] + [Qc¯2(Tc)(· − r1 − ρ¯2(Tc))−Qc(· − r2)]
+ η(Tc) + 2d(ε)(Q
2
c)
′(· − r2)
∥∥
H1(R)
≤ Kc 2m−1+ 14 [c 1m−1 + |d(ε)| c 12 ].
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By the decay properties of Q, (110) at time t = Tc and r1 − r2 ≥ 12 (1 − c)Tc (see (103)), we
obtain
‖[Qc¯2(Tc)(· − r1 − ρ¯2(Tc))−Qc(· − r2)] + η(Tc) + 2d(ε)(Q2c)′(· − r2)‖L2(x<ρ¯2(Tc)+r1+ 14Tc)
≤ Kc 2m−1+ 14 [c 1m−1 + |d(ε)| c 12 ].
Then, using (114) and (105),
‖[Qc¯2(Tc)(· − r1 − ρ¯2(Tc))−Qc(.− r2)] + 2d(ε)(Q2c)′(· − r2)‖L2(x<ρ¯2(Tc)+r1+ 14Tc)
≤ c 2m−1+ 14 [Kc 12 + 2α+ K
κ0
c
1
100
] |d(ε)| .
By scaling and translation, and decay of Q, we obtain
‖Q¯−Q+ 2d(ε)c 12+ 1m−1 (Q2)′‖L2(R) ≤ c
1
m−1+
1
2
[
Kc
1
2 + 2α+
K
κ0
c
1
100
] |d(ε)|
+‖Q¯−Q+ 2d(ε)c 12+ 1m−1 (Q2)′‖L2(x>β),
where Q¯(x) = λQ (µx− ξ) , and
λ :=
[ c¯2(Tc)
c
] 1
m−1
, µ :=
√
c¯2(Tc)
c
,
(do not be confused with µ of Theorem 1.4), and
ξ =
√
c¯2(Tc)(ρ¯2(Tc) + r1 − r2), β :=
√
c(
1
4
Tc + ρ¯2(Tc) + r1 − r2).
Note that from (110) and (111),
β ≥ 1
8
√
cTc ≥ 1
8
c−
1
100 , ‖Q¯−Q+ 2d(ε)c 12+ 1m−1 (Q2)′‖L2(x>β) ≤ Kc10.
Moreover, note that Q¯(x) = Qµ(x− ξµ ), and that by (110), we have
|µ− 1| ≤ K |d(ε)| c 12+ 1m−1 , |ξ| ≤ K |d(ε)| c 12+ 1m−1 .
Expanding Q¯ in µ− 1, and ξ/µ, and using parity properties, we find
‖ξQ′ + 2d(ε)c 12+ 1m−1 (Q2)′‖L2(R) ≤
[
Kc
1
2 + 3α+
K
κ0
c
1
100
] |d(ε)| c 12+ 1m−1 ,
so that for some constant ξ¯ ∈ R,
‖ξ¯Q′ + 2d(ε)(Q2)′‖L2(R) ≤
[
Kc
1
2 + 4α+
K
κ0
c
1
100
] |d(ε)| .
Note that exists κ1 > 0, independent of ε and c, such that
inf
ξ¯∈R
‖ξ¯Q′ + 2d(ε)(Q2)′‖L2(R) ≥ κ1 |d(ε)| ,
since Q′ 6= γ(Q2)′ for all γ ∈ R. By choosing κ0 large enough in (105), depending only on κ1, and
c small enough, we find a contradiction for α small. This contradiction proves (113).
Now, we finish the proof of the lower bound by proving the following
Lemma 4.1. There exists K0 > 0 such that
lim inf
t→+∞
‖w+(t)‖H1c (R) ≥ K0 |d(ε)| c
3
4+
2
m−1 . (115)
Note that (115) combined with (56)-(57) prove the lower bound in (26). Thus, we are now
reduced to prove (115).
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Proof. We argue by contradiction. Assume that for any α > 0, there exist arbitrarily large T0 and
c arbitrarily close to 0 such that
‖w+(T0)‖H1c (R) ≤ α |d(ε)| c
3
4+
2
m−1 . (116)
By (112), we can choose T0 > Tc large enough so that
‖η(T0)‖H1c (x<m(T0)+T04 ) ≤ 2α |d(ε)| c
3
4+
2
m−1 . (117)
Here m(t) := r1 +
1
2 (ρ¯1(t) + ρ¯2(t)) is the middle point between the two solitons at time t.
We need to estimate some local in space conservation laws. For this reason we introduce a sort
of cutoff function supported on the small soliton. Let
ψ(x) =
2
pi
arctan(exp(x/κ)), so that lim
−∞
ψ = 0, lim
∞
ψ = 1, and for all x ∈ R,
ψ(−x) = 1− ψ(x), ψ′(x) = 1
piκ cosh(x/κ)
, |ψ′′′(x)| ≤ 1
κ2
|ψ′(x)|.
(118)
Let
a :=
E(Qc¯(T0))− E(Qc¯(Tc))
M(Qc¯(Tc))−M(Qc¯(T0))
.
We set
G(t) := 1
2
a
∫
R
u2(t, x)(1 − ψ(x −m(t)))dx + 1
2
∫
R
(u2x − 2F (u))(t, x)(1 − ψ(x −m(t)))dx
= aM(u(t)) + E(u(t))− (aM1(t) + E1(t)),
where
M1(t) := 1
2
∫
R
u2(t, x)ψ(x −m(t))dx, E1(t) := 1
2
∫
R
(u2x − 2F (u))(t, x)ψ(x −m(t))dx.
We claim the following results on m(t), a and G(t).
Claim 7. The following estimates hold
1
2
≤ m′(t) ≤ 3
2
. (119)
and for a positive constant km,
a = kmc+ o(c). (120)
(Here o(c) means
∣∣c−1o(c)∣∣→ 0 as c→ 0.)
Proof. To prove (119), it is enough to consider Lemma 3.4 on the interval [Tc, T0] to have
m′(t) ≥ 1− 1
10
≥ 1
2
; m′(t) ≤ 1 + 1
10
≤ 3
2
.
Let us now treat (120). It is easy to show that
M(Qc) = c
2
m−1− 12
∫
R
Q2 + o(c
2
m−1− 12 ).
On the other hand,
E(Qc) =
1
2
c
2
m−1+
1
2
[ ∫
R
Q′2 − 2
m+ 1
∫
R
Qm+1
]
+ o(c
m+1
m−1+
1
2 ).
Thus, from (110) and the fact that E(Q) < 0, a Taylor expansion and L’Hopital rule gives
a = − ∂cE(Qc)
∂cM(Qc)
∣∣∣
c=c¯(Tc)
+O(|c¯(T0)− c¯(Tc)|) = − E(Q)
M(Q)
c¯(Tc) + o(c) = kmc+ o(c). (121)
where km := − E(Q)M(Q) > 0 is a constant depending on m. 
Lemma 4.2. For 0 < c < c0 small enough,
G(Tc)− G(T0) ≤ Kc10.
Proof. We will need the following
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Claim 8. Define h := uxx + f(u), such that ut = −hx. Then
M′1(t) = −
3
2
a
∫
R
u2xψ
′ +
a
2
∫
R
u2(ψ′′′ −m′ψ′) + a
∫
R
(uf(u)− F (u))ψ′,
and
E ′1(t) = −
3
2
∫
R
h2ψ′ − 1
2
∫
R
u2x(m
′ψ′ − ψ′′′) +
∫
R
F (u)(m′ψ′ + ψ′′′)
+
∫
R
f2(u)ψ′ −
∫
R
u2xf
′(u)ψ′.
Proof. A direct computation, see for example [26]. 
Now, we follow the proof contained in Appendix D, [26]. From above Claim, we have
G′(t) = 3
2
∫
R
h2ψ′ +
1
2
∫
R
u2x(m
′ψ′ − ψ′′′ + 3aψ′) + a
2
∫
R
u2(m′ψ′ − ψ′′′)
−a
∫
R
(uf(u)− F (u))ψ′ −
∫
R
F (u)(m′ψ′ + ψ′′′)−
∫
R
f2(u)ψ′ +
∫
R
u2xf
′(u)ψ′.
From Claim 7 we choose κ > 0 large enough such that m′ψ′ − ψ′′′ ≥ 14ψ′. From here,
3
2
∫
R
h2ψ′ +
1
2
∫
R
u2x(m
′ψ′ − ψ′′′ + 3aψ′) + a
2
∫
R
u2(m′ψ′ − ψ′′′) ≥ c
4
∫
R
(u2x + u
2)ψ′
Let us consider now the nonlinear terms in the second row of G′(t). For this, let
I := [r1 + ρ¯2(t) +
1
8
Tc, r1 + ρ¯1(t)− 1
8
Tc]
an interval between the two solitons. We have two cases: x ∈ I and x 6∈ I.
In the first case, from (109) we have for all t ≥ Tc
|u(t)| ≤ |Qc¯1 | (t) + |Qc¯2 | (t) + |η| (t) ≤ K |d(ε)| c
2
m−1− 14 .
Thus, ∣∣∣∣−a ∫
I
(uf(u)− F (u))ψ′ −
∫
I
F (u)(m′ψ′ + ψ′′′)−
∫
I
f2(u)ψ′ +
∫
I
u2xf
′(u)ψ′
∣∣∣∣
≤ K
[
‖u(t)‖m−1L∞(I) + ‖u(t)‖2(m−1)L∞(I)
] ∫
R
(u2 + u2x)ψ
′
≤ K |d(ε)|m−1 c2− 14 (m−1)
[
|d(ε)|m−1 c2− 14 (m−1) + 1
] ∫
R
(u2 + u2x)ψ
′
≤ Kc 32
∫
R
(u2 + u2x)ψ
′.
In the second case, we have |x−m(t)| ≥ t4 and thus ψ′(x −m(t)) ≤ Ke−γt, with γ > 0 a fixed
constant. From here,∣∣∣∣−a ∫
x 6∈I
(uf(u)− F (u))ψ′ −
∫
x 6∈I
F (u)(m′ψ′ + ψ′′′)−
∫
x 6∈I
f2(u)ψ′ +
∫
x 6∈I
u2xf
′(u)ψ′
∣∣∣∣ ≤ Ke−γt.
In conclusion, putting together above estimates, we get for all t ∈ [Tc, T0],
G′(t) ≥ −Ke−γt,
and after integration we obtain the desired result. The proof is now complete. 
Now, define
H(t) :=
∫
R
[
aη2 + η2x − f ′(R2)η2
]
(1− ψ).
We have the
Lemma 4.3. For 0 < c < c0 small enough,
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(1) Small variation:
G(Tc)− G(T0) = 1
2
(H(Tc)−H(T0)) +O(α2 |d(ε)|3 c 6m−1+ 14 c
m−2
m−1 )
+O(|d(ε)| c 2m−1− 14 cm−2m−1
∫
R
η2(Tc)(1− ψ)) +O(c10), (122)
(2) Coercivity:
H(t) ≥ σ0
∫
R
[
cη2 + η2x
]
(t, x)(1 − ψ)dx. (123)
for some σ0 > 0 independent of c.
Proof. Let us first prove (122). We replace u = R1 +R2 + η in the definition of G. We obtain
M(t) = 1
2
∫
R
(R1 +R2 + η)
2(1 − ψ)
=
1
2
∫
R
R22(1 − ψ) +
∫
R
ηR2(1− ψ) + 1
2
∫
R
η2(1− ψ) +O(c10).
Here we have used the estimate for t ≥ Tc∣∣∣∣∫
R
R1(t)(1 − ψ)
∣∣∣∣ ≤ Ke− 12 t ≤ Kc10,
among other similar estimates.
In the same way,
1
2
∫
R
u2x(1− ψ) =
1
2
∫
R
(R2)
2
x(1− ψ) +
∫
R
ηx(R2)x(1 − ψ) + 1
2
∫
R
η2x(1− ψ) +O(c10).
Finally, using the character exponentially decreasing of R1 where 1− ψ is away from zero,∫
R
F (u)(1− ψ) =
∫
R
F (R1 +R2 + η)(1− ψ)
=
∫
R
[F (R1 +R2 + η)− F (R2 + η)](1 − ψ)
+
∫
R
[F (R2 + η)− F (R2)− f(R2)η − 1
2
f ′(R2)η2](1 − ψ)
+
∫
R
[F (R2) + f(R2)η +
1
2
f ′(R2)η2](1− ψ)
=
∫
R
[f(R2 + η)R1 +O(R
2
1)](1− ψ) +O(‖R2‖m−2L∞(R)
∫
R
|η(t)|3 (1− ψ))
+
∫
R
[F (R2) + f(R2)η +
1
2
f ′(R2)η2](1− ψ)
=
∫
R
[F (R2) + f(R2)η +
1
2
f ′(R2)η2](1− ψ)
+O
[ ‖R2‖m−2L∞(R) ‖η(t)‖H1 ∫
R
η2(t)(1 − ψ)] +O(c10).
From this,
G(t) = G[R2](t) +H(t) +O
[ ‖R2‖m−2L∞(R) ‖η(t)‖H1 ∫
R
η2(t)(1 − ψ)]+O(c10).
Putting together these estimates, using the value of a, evaluating at times t = Tc and t = T0 and
using (117) and (110), we obtain the desired result.
The proof of (123) is standard, see e.g. [23] Appendix B.3.

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Combining Lemmas 4.2 and 4.3, we find∫
R
[
cη2 + η2x
]
(Tc)(1− ψ) ≤ KH(Tc)
≤ KH(T0) +K |d(ε)| c 1m−1+ 34
∫
R
η2(Tc)(1− ψ)
+ Kα2 |d(ε)|3 c 5m−1+ 54 +O(c10) +K(G(Tc)− G(T0))
≤ Kα2 |d(ε)|2 c 4m−1+ 32 +Kα2 |d(ε)|3 c 5m−1+ 54 +Kc10. (124)
The last inequality is consequence of
|d(ε)| c 1m−1+ 34 ≪ c
K
, m = 2, 3 and 4;
therefore the term
K |d(ε)| c 1m−1+ 34
∫
R
η2(Tc)(1 − ψ)
can be sent to the left hand side of (124). Using (113) we finally get
|d(ε)|2 c 4m−1+ 32 ≤ Kα2 |d(ε)|2 c 4m−1+ 32 +Kα2 |d(ε)|3 c 5m−1+ 54 .
But this estimate is a contradiction for α > 0 small enough and 0 < c < c0 small enough (it is
enough to put ε even smaller). The proof of Claim 4.1 is now complete. 
5. Lower bounds on the parameters. We finally prove (27). This result is a consequence
of Theorem 1.2, (17), (18) and (19), see also [25] for the proof. Indeed, from (17) and (26), we
have
1
K
|d(ε)|2 c 32+ 4m−1 ≤ 2E+ + cM+ ≤ 1
K
|d(ε)|2 c 12+ 4m−1 .
The final conclusion follows from (18), (19) and (56)-(57).
This finishes the proof of the Theorem 1.4. 
Appendix A. Proof of Proposition 2.2
The proof is similar to Proposition 2.2 in [25] and Appendix in [24]. The main difference
consists in the fact that we need to know explicitly all linear systems up to order m + 1 to show
the nonexistence of growing solutions. We will discard several trivial terms by using the property
(IP). For this purpose it is better to state an improved version of Proposition 2.2. Before that we
introduce a useful notation.
Definition A.1. Consider f, g : R→ R given functions. We say that f = g mod Y if there exists
h ∈ Y such that f = g + h.
In our case, this definition will be useful to discard localized functions in the source terms.
Indeed,
Proposition A.1 (Decomposition of S(u˜), improved version). Assume that f is of class Cm+2.
Let
Lw = −wyy + w − f ′(Q)w. (125)
Then,
S[u˜](t, x) =
∑
(k,l)∈Σm
clQkc (yc)
[
ak,l(−3Q+ 2f(Q))′(y)− (LAk,l)′(y) + Fk,l(y)
]
+
∑
(k,l)∈Σm
cl(Qkc )
′(yc)
[
ak,l(−3Q′′)(y) +
(
3A′′k,l + f
′(Q)Ak,l
)
(y)− (LBk,l)′(y) +Gk,l(y)
]
+ E(t, x) (126)
where Fk,l, Gk,l and E satisfy, for any (k, l) ∈ Σm,
(i) Dependence property of Fk,l and Gk,l: The expressions of Fk,l and Gk,l depend only on
(ak′,l′), (Ak′,l′), (Bk′,l′) for (k
′, l′) < (k, l).
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(ii) Parity property of Fk,l and Gk,l: Assume that for any (k
′, l′) such that (k′, l′) < (k, l)
Ak′,l′ is even and Bk′,l′ is odd, then Fk,l is odd and Gk,l is even.
(iii) Explicit source terms: We have F1,0 = (f
′(Q))′ and G1,0 = f ′(Q),
F2,0 = −(3A′1,0 + 3B′′1,0 + f ′(Q)B1,0) +
1
2
(f ′′(Q)(2A1,0 +A21,0))
′
−a1,0(3A′′1,0 −Q+ f ′(Q)(1 +A1,0))′ + 3a21,0Q(3) +
1
2
(f ′′(Q)− 2)′,
and
G2,0 =
1
2
(f ′′(Q)− 2)− (A1,0 + 3B′1,0) +
1
2
f ′′(Q)(2A1,0 +A21,0) +
3
2
a21,0Q
′′
−1
2
a1,0(9A
′
1,0 + 3B
′′
1,0 + f
′(Q)B1,0)′ +
1
2
(f ′′(Q)(B1,0 +A1,0B1,0))′.
for the case m = 2, and
F2,0 = (
1
2
f ′′(Q)(1 +A1,0)2)′ + 3a21,0Q
(3) − a1,0(f ′(Q) + 3A′′1,0 + f ′(Q)A1,0)′
and
G2,0 =
1
2
f ′′(Q)(1 +A1,0)2 +
3
2
a21,0Q
′′ − 1
2
a1,0(9A
′
1,0 + 3B
′′
1,0 + f
′(Q)B1,0)′
+
1
2
(f ′′(Q)(1 +A1,0)B1,0)′.
in the case m = 3. If property (IP) holds for (k, l) = (1, 0), then each term above is in Y.
(iv) Explicit high order source terms modulo Y: Suppose property (IP) holds for (k, l) ∈ Σm
with k + l ≤ 2. Then, for the quadratic case,
F1,2, G1,2, F2,1 and F3,0 ∈ Y; G3,0 = −2
3
(B21,0 + 2A2,0) mod Y,
and
G2,1 = B
2
1,0 +A1,1 + 3A2,0 mod Y.
For the cubic case,
F3,0, G3,0, F2,1, F4,0 and G4,0 ∈ Y, G2,1 = 3A2,0 mod Y.
(v) Improved estimate on E: Suppose in addition that property (IP) holds for any (k, l) ∈ Σm,
then for all j = 0, 1, 2 ∥∥∂jxE(t, x)∥∥H1(R) ≤ Kc 34+ 3m−1 .
Proof. Expansion (126), and items (i) and (ii) were proven in [25], so in what follows we deal with
(iii)-(v). For this it is necesary to improve the computation done in [25].
We start with an important lemma concerning the algebra of Qc.
Lemma A.2 (Properties of Qc, see Lemma 2.1 in [25]). Suppose 0 < c ≤ 1, 0 < ε ≤ ε0 small,
k ∈ {1, . . . , k0}, and m = 2, 3. Then
(1) There exists a positive constant K = K(ε) > 0 such that
1
K
c
1
m−1 e−
√
c|x| ≤ Qc(x) ≤ Kc 1m−1 e−
√
c|x|, |Q′c(x)| ≤ Kc
1
m−1+
1
2 e−
√
c|x|. (127)
(2) For F defined in (9) and any k ≥ 1,
Q′′c = cQc − f(Qc), Q′2c = cQ2c − 2F (Qc). (128)
(Qkc )
′′ = ck2Qkc − 2k(k − 1)Qk−2c F (Qc)− kf(Qc)Qk−1c . (129)
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We recall the notation introduced in Subsection (2.1):
S[u˜] = u˜t + (u˜xx − u˜+ f(u˜))x.
We easily verify that
S[u˜] = I+ II+ III+ IV, (130)
where (we omit the dependence on t, x)
I := S[R], II := (f(R+Rc)− f(R)− f(Rc))x,
and
L = −∂2x + 1− f ′(Q),
III = III(W ) :=Wt − (LW )x,
IV := {f(R+Rc +W )− f(R+Rc)− f(R)W}x .
(131)
Since Qc(yc) is a solution to (11), we have S(Qc) = 0.
Claim 9. Let A = A(y) and q = q(yc) be C
3-functions with y, yc defined in Section 2.1. Then
III(Aq) = −q(LA)′ + q′(3A′′ + f ′(Q)A)
+q(−3βA(3) − βA′ − 3βxA′′ −A′βxx + βA′ − β(f ′(Q)A)′)
+q(3β2A(3) + 3ββxA
′′ − β3A(3) + cβA′)
+q′(−cA− 6A′′β − 3A′βx + 3A′′β2)
+q′′(3A′ − 3A′β) +Aq(3).
Proof. Direct differentiation, see [25], Proposition 2.2. 
Claim 10. Recall from (31),
β =
∑
(k,l)∈Σm
ak,lc
lQkc (yc) (132)
Then, for some fixed numbers aˆ1k,l, aˆ
2
k,l, a¯k,l, a˜k,l with (k, l) ∈ Σm, depending only on ak′,l′ with
(k′, l′) ≤ (k, l), we have
βx =
∑
(k,l)∈Σm ak,lc
l(Qkc )
′(yc),
βxx =
∑
(k,l)∈Σm
l≥1
aˆ1k,lc
lQkc (yc) +
∑
(k,l)∈Σm
k≥m
aˆ2k,lc
lQkc (yc) +O(Q
5
c + cQ
3
c),
β2 =
∑
(k,l)∈Σm
k≥2
a¯k,lc
lQkc (yc) +O(Q
5
c + cQ
3
c)
(β2)x =
∑
(k,l)∈Σm
k≥2
a¯k,lc
l(Qkc )
′(yc) +O(Q5c + cQ
3
c), and
β3 =
∑
(k,l)∈Σm
k≥3
a˜k,lc
lQkc (yc) +O(Q
5
c + cQ
3
c).
Proof. The proof follows by elementary calculations from (31). 
In the next lemmas, we expand the terms in (130).
Lemma A.3.
I =
∑
(k,l)∈Σm
cl
[
Qkc (yc)ak,l(2f(Q)− 3Q)′(y) + (Qkc )′(yc)(−3ak,lQ′′(y))
]
+
∑
(k,l)∈Σm
cl
(
Qkc (yc)F
I
k,l(y) + (Q
k
c )
′(yc)GIk,l(y)
)
+ c3O(Qc(yc)),
(133)
where
F I1,0 = G
I
1,0 = F
I
1,1 = G
I
1,1 = 0,
F I2,0 = 3a
2
1,0Q
(3) + a1,0Q
′δm2, GI2,0 =
3
2
a21,0Q
′′,
and for all (k, l) ∈ Σm, F Ik,l ∈ Y is odd, GIk,l ∈ Y is even and depend only on ak′,l′ for (k′, l′) <
(k, l).
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Proof of Lemma A.3. We have (here ′ denotes derivative with respect to y)
I = Rt + (Rxx −R + f(R))x
= −(1− c)βQ′ + (f(Q))′(1− β)−Q′(1− β) + (Q′′(1− β)2 −Q′βx)x
= (Q′′ −Q+ f(Q))′ +Q(3)(−3β + 3β2 − β3)− 3Q′′(βx − ββx)− βxxQ′ − β(f(Q))′ + cβQ′
= −[3βQ(3) + 3Q′′βx + β(f(Q))′] + 3β2Q(3) + 3ββxQ′′ − βxxQ′ + cβQ′ − β3Q(3).
Hence using Claim 10, we obtain
I = a1,0(2f(Q)− 3Q)′Qc(yc) + a1,0(−3Q′′)Q′c(yc)
+
(
a2,0(2f(Q)− 3Q)′ + 3a21,0Q(3) + a1,0Q′δm2
)
Q2c(yc)
+
(
a2,0(−3Q′′) + 32a21,0Q′′
)
(Q2c)
′(yc)
+
∑
k+l=3,4
cl
(
ak,l(2f(Q)− 3Q)′(y)Qkc (yc) + ak,l(−3Q′′)(y)(Qkc )′(yc)
)
+
∑
k+l=3,4
cl
(
F Ik,lQ
k
c (yc) +G
I
k,l(Q
k
c )
′(yc)
)
+ c3O(Qc),
where for all k + l = 3, F Ik,l ∈ Y and GIk,l ∈ Y, as claimed in the statement of the Lemma. 
Lemma A.4.
II =
∑
(k,l)∈Σm
cl
(
Qkc (yc)F
II
k,l(y) + (Q
k
c )
′(yc)GIIk,l(y)
)
+O(Qm+2c ),
where for all (k, l) ∈ Σm and for all p ≥ m+ 1, F IIk,l , GIIk,l ∈ Y and are odd and even respectively.
Moreover, for m = 2,
F II1,0 = (f
′(Q))′, GII1,0 = f
′(Q), F II1,1 = G
II
1,1 = 0,
F II2,0 = (
1
2
f ′′(Q)− a1,0f ′(Q))′, GII2,0 =
1
2
f ′′(Q)− 1.
Finally, if m = 3,
F II1,0 = (f
′(Q))′, GII1,0 = f
′(Q), F II1,1 = G
II
1,1 = 0,
F II2,0 = (
1
2
f ′′(Q)− a1,0f ′(Q))′, GII2,0 =
1
2
f ′′(Q).
Proof. First define I˜I := f(R+Rc)− f(R)− f(Rc). Note that
I˜I = f ′(R)Rc +
1
2
f ′′(R)R2c +
1
6
f (3)(R)R3c − f(Rc) +
1
24
f (4)(R)R4c +O(R
5
c),
Thus taking derivative
II = (f ′(Q))′(1− β)Qc + f ′(Q)Q′c +
1
2
(f ′′(Q))′(1− β)Q2c +
1
2
f ′′(Q)(Q2c)
′ +
1
6
(f (3)(Q))′(1 − β)Q3c
+
1
6
f (3)(Q)(Q3c)
′ +
1
24
(f (4)(Q))′Q4c +
1
24
f (4)(Q)(Q4c)
′ − (f(Qc))′ +O(Q5c). (134)
Here we have to identify two different results, depending on the value of m. For m = 2, namely,
the quadratic case, we will need only up to third order terms. After replacing the value of β given
by (132), we will obtain (recall that p ≥ 3)
II = (f ′(Q))′Qc + f ′(Q)Q′c + (
1
2
f ′′(Q)− a1,0f ′(Q))′Q2c + (
1
2
f ′′(Q)− 1)(Q2c)′ − a1,1(f ′(Q))′cQ2c
+(
1
6
f (3)(Q)− 1
2
a1,0f
′′(Q)− a2,0f ′(Q))′Q3c +
1
6
f (3)(Q)(Q3c)
′ − ε(Qpc)′ − (f1(Qc))′ +O(Q4c).
It is easy to check that every term depending on y up to order Q3c , (Q
3
c)
′ is indeed in the class Y.
Even in the worst case, p = 3, we will have the cancelation
1
6
f (3)(Q)(Q3c)
′ − ε(Qpc)′ =
1
6
f
(3)
1 (Q)(Q
3
c)
′,
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with 16f
(3)
1 (Q) ∈ Y.
Let us consider now the cubic case, m = 3. The procedure is completely similar, although we
must keep the fourth order terms. We start by replacing β in (134) and collecting similar terms
II = (f ′(Q))′(1− β)Qc + f ′(Q)Q′c +
1
2
(f ′′(Q))′(1− β)Q2c +
1
2
f ′′(Q)(Q2c)
′ +
1
6
(f (3)(Q))′(1 − β)Q3c
+
1
6
f (3)(Q)(Q3c)
′ +
1
24
(f (4)(Q))′Q4c +
1
24
f (4)(Q)(Q4c)
′ − (f(Qc))′ +O(Q5c).
= (f ′(Q))′Qc + f ′(Q)Q′c + (
1
2
f ′′(Q)− a1,0f ′(Q))′Q2c +
1
2
f ′′(Q)(Q2c)
′
(
1
6
f (3)(Q)− 1
2
a1,0f
′′(Q)− a2,0f ′(Q))′Q3c + (
1
6
f (3)(Q)− 1)(Q3c)′ − a1,1(f ′(Q))′cQ2c
+(
1
24
f (4)(Q)− 1
6
a1,0f
(3)(Q)− 1
2
a2,0f
′′(Q)− a3,0f ′(Q))′Q4c +
1
24
f (4)(Q)(Q4c)
′
−(εQpc + f1(Qc))′ +O(cQ3c + cQ4c +Q5c).
It is straightforward to check that every function depending on y is indeed in Y. The only
complicated terms are (note that p ≥ 4)
1
6
f (3)(Q)− 1 = 1
6
p(p− 1)(p− 2)εQp−3 + 1
6
f
(3)
1 (Q) ∈ Y,
which is in front of (Q3c)
′; and for p = 4, facing (Q4c)
′ we have
1
24
f (4)(Q)− ε = ε+ 1
24
f
(4)
1 (Q)− ε =
1
24
f
(4)
1 (Q) ∈ Y.

Lemma A.5.
III =
∑
(k,l)∈Σm
cl
(
Qkc (yc)(−LAk,l)′(y) + (Qkc )′(yc)((−LBk,l)′ + 3A′′k,l + f ′(Q)Ak,l)(y)
)
+
∑
(k,l)∈Σm
cl
(
Qkc (yc)F
III
k,l (y) + (Q
k
c )
′(yc)GIIIk,l (y)
)
+O(Qm+2c ),
where
F II1,0 = 0, G
II
1,0 = 0, F
II
1,1 = 3A
′
1,0 + 3B
′′
1,0 + f
′(Q)B1,0, GII1,1 = 3B
′
1,0,
F II2,0 = −a1,0(3A′′1,0 + f ′(Q)A1,0)′ − (3A′1,0 + 3B′′1,0 + f ′(Q)B1,0)δm2
GII2,0 = −
1
2
a1,0
(
9A′1,0 + 3B
′′
1,0 + f
′(Q)B1,0
)′ − (A1,0 + 3B′1,0)δm2,
and for (k, l) ∈ Σm, F IIk,l, GIIk,l depend on Ak′,l′ , Bk′,l′ such that (k′, l′) < (k, l). Moreover, if Ak′,l′
are even and Bk′,l′ are odd then F
II
k,l are odd and G
II
k,l are even.
Finally, the following important property holds. Suppose (IP) holds for any (k, l) ∈ Σm with
k + l ≤ 2. Then we have a sharp decomposition for each high order source term:
(1) For m = 2,
F III3,0 = 0, G
III
3,0 = −
10
3
A2,0, F
III
2,1 = 0, G
III
2,1 = −A1,1 + 3A2,0, F III1,2 = GIII1,2 = 0 mod Y.
(135)
(2) For m = 3,
F III3,0 , G
III
3,0 , F
III
2,1 ∈ Y, GIII2,1 = 3A2,0, F III4,0 = 0, GIII4,0 = −3A2,0 mod Y. (136)
Proof. We have, thanks to the linearity of the operator III(·),
III(W ) =
∑
(k,l)∈Σm
cl
(
III(Ak,l(y)Q
k
c (yc)) + III(Bk,l(y)(Q
k
c )
′(yc))
)
.
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In what follows, for commodity of notation we omit the variables y, yc, if there is no related
confusion. First, we compute III(A1,0(y)Qc(yc)). By Claim 9 and the definition of β, we have
III(A1,0Qc) = −Qc(LA1,0)′ +Q′c(3A′′1,0 + f ′(Q)A1,0)
+Qc(−3βA(3)1,0 − βA′1,0 − 3βxA′′1,0 −A′1,0βxx + βA′1,0 − β(f ′(Q)A1,0)′)
+Qc(3β
2A
(3)
1,0 + 3ββxA
′′
1,0 − β3A(3)1,0 + cβA′1,0)
+Q′c(−cA1,0 − 6A′′1,0β − 3A′1,0βx + 3A′′1,0β2)
+Q′′c (3A
′
1,0 − 3A′1,0β) +A1,0Q(3)c
= −(LA1,0)′Qc + (3A′′1,0 + f ′(Q)A1,0)Q′c + 3A′′1,0cQc
−(3a1,0A′′1,0 + a1,0f ′(Q)A1,0 + 3A1,0δm2)′Q2c − (
9
2
a1,0A
′′
1,0 +A1,0δm2)(Q
2
c)
′
+
∑
3≤k+l≤4
cl(Fk,lQ
k
c +Gk,l(Q
k
c )
′) +O(cQ3c +Q
5
c + c
2Qc).
Moreover, by hypothesis A1,0 ∈ Y so we have all the source terms Fk,l, Gk,l ∈ Y, as can be verified
directly.
Now, we compute III(B1,0(y)Q
′
c(yc)) in a similar way:
III(B1,0Q
′
c) = −Q′c(LB1,0)′ +Q′′c (3B′′1,0 + f ′(Q)B1,0)
+Q′c(−3βB(3)1,0 − βB′1,0 − 3βxB′′1,0 −B′1,0βxx + βB′1,0 − β(f ′(Q)B1,0)′)
+Q′c(3β
2B
(3)
1,0 + 3ββxB
′′
1,0 − β3B(3)1,0 + cβB′1,0)
+Q′′c (−cB1,0 − 6B′′1,0β − 3B′1,0βx + 3B′′1,0β2)
+Q(3)c (3B
′
1,0 − 3B′1,0β) +B1,0Q(4)c
= −(LB1,0)′Q′c −Q2c(3B′′1,0 + f ′(Q)B1,0)δm2 + (3B′′1,0 + f ′(Q)B1,0)cQc
−(3a1,0A′′1,0 + a1,0f ′(Q)A1,0 + 3A1,0δm2)′Q2c − (
9
2
a1,0A
′′
1,0 +A1,0δm2)(Q
2
c)
′
+
∑
3≤k+l≤4
cl(Fk,lQ
k
c +Gk,l(Q
k
c )
′) +O(cQ3c +Q
5
c + c
2Qc).
Suppose now that 2 ≤ k + l ≤ 4. Here we will use (IP) for k + l ≤ 2 to discard several terms
of a tedious but direct computation. Indeed, from Claim 9 we have
III(Ak,lQ
k
c ) = −Qkc (LAk,l)′ + (Qkc )′(3A′′k,l + f ′(Q)Ak,l)
+Qkc (−3βA(3)k,l − βA′k,l − 3βxA′′k,l −A′k,lβxx + βA′k,l − β(f ′(Q)Ak,l)′)
+Qkc (3β
2A
(3)
k,l + 3ββxA
′′
k,l − β3A(3)k,l + cβA′k,l)
+(Qkc )
′(−cAk,l − 6A′′k,lβ − 3A′k,lβx + 3A′′k,lβ2)
+(Qkc )
′′(3A′k,l − 3A′k,lβ) + Ak,l(Qkc )(3)
= −Qkc (LAk,l)′ + (Qkc )′(3A′′k,l + f ′(Q)Ak,l) +Ak,l(Qkc )(3) −Ak,lc(Qkc )′
+
∑
(k′,l′)∈Σ′m
(k,l)≤(k′,l′)
cl
′
(Fk′,l′Q
k′
c +Gk′,l′(Q
k′
c )
′) +O(cQ3c +Q
5
c + c
2Qc).
Here Σ′m ⊆ Σm is the set of indices of third order in Σm. More specificaly,
Σ′2 := {(1, 2), (2, 1), (3, 0)}, Σ′3 := {(2, 1), (3, 0), (4, 0)}. (137)
The terms describing Fk′,l′ and Gk′,l′ with (k
′, l′) ∈ Σ′m are in Y provided (IP) is satisfied for
every (k, l) ∈ Σm\Σ′m.
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Now note that from (129)
(Qkc )
(3) = k2(cQkc )
′ − k(2k +m− 1)
m+ 1
(Qk+m−1c )
′ − εk k(2k + p− 1)
p+ 1
(Qk+p−1c )
′ +O(Qk+pc ).
We can finally conclude that
III(Ak,lQ
k
c ) = −Qkc (LAk,l)′ + (Qkc )′(3A′′k,l + f ′(Q)Ak,l) + (k2 − 1)Ak,lc(Qkc )′
−k(2k +m− 1)
m+ 1
Ak,l(Q
k+m−1
c )
′ +
∑
(k′,l′)∈Σ′m
cl
′
(Fk′,l′Q
k′
c +Gk′,l′(Q
k′
c )
′)
+O(cQ3c +Q
5
c + c
2Qc),
where, as described above, the terms Fk′,l′ and Gk′,l′ with (k
′, l′) ∈ Σ′m are in Y provided (IP) is
satisfied for every (k, l) ∈ Σm\Σ′m.
On the other hand, the terms of the form
III(Bk,l(Q
k
c )
′), (k, l) ∈ Σm, 2 ≤ k + l ≤ 4, (138)
can be treated in the same way as above, and we only write the final result (see the computation
of III(B1,0Q
′
c) for example):
III(Bk,l(Q
k
c )
′) = −(Qkc )′(LBk,l)′ +Bk,l(Qkc )(4) −Bk,l(cQkc )′′
+
∑
1≤k′≤4
cl
′
(Fk′,l′Q
k′
c +Gk′,l′(Q
k′
c )
′) +O(cQ3c +Q
5
c + c
2Qc)
= −(Qkc )′(LBk,l)′ +
∑
(k′,l′)∈Σ′m
(k,l)≤(k′,l′)
cl
′
(Fk′,l′Q
k′
c +Gk′,l′(Q
k′
c )
′) +O(cQ3c +Q
5
c + c
2Qc).
To obtain (135) and (136) we only evaluate the expressions for III(Ak,lQ
k
c ) and III(Bk,l(Q
k
c )
′)
for each (k, l) ∈ Σm with 2 ≤ k+ l. The final result follows from the sum of each term III(Ak,lQkc ),
III(Bk,l(Q
k
c )
′) for (k, l) ∈ Σm, discarding localized terms. This concludes the proof. 
The final term reads
Lemma A.6.
IV =
∑
(k,l)∈Σm
cl
(
Qkc (yc)F
IV
k,l (y) + (Q
k
c )
′(yc)GIVk,l (y)
)
+ c3O(Qc), (139)
where
F IV1,0 = G
IV
1,0 = 0, F
IV
1,1 = G
IV
1,1 = 0,
F IV2,0 =
1
2
(f ′′(Q)(2A1,0 +A21,0))
′, GIV2,0 =
1
2
[
f ′′(Q)(2A1,0 +A21,0) + (f
′′(Q)(B1,0 +A1,0B1,0))′
]
,
and for (k, l) ∈ Σ′m (see (137)), F IVk,l , GIVk,l depend on Ak′,l′ , Bk′,l′ for (k′, l′) ∈ Σm with (k′, l′) <
(k, l). Moreover, if Ak′,l′ are even and Bk′,l′ are odd then F
IV
k,l are odd and G
IV
k,l are even.
Finally, suppose (IP) holds for (k, l) ∈ Σm with k + l ≤ 2. Then the only non localized terms
for (k, l) ∈ Σ′m are given by
F IV2,1 = 0, G
IV
2,1 =
1
2
f ′′(Q)(2A1,1 +B21,0) mod Y, (140)
and
F IV3,0 = 0, G
IV
3,0 = f
′′(Q)(A2,0 − 1
3
B21,0) mod Y, (141)
for the quadratic case, and
GIV4,0 =
1
2
f (3)(Q)A2,0 mod Y. (142)
in the cubic case.
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Proof. As above, first define ˜IV := f(R+Rc +W )− f(R+Rc)− f ′(R)W . Note that, using that
R := Q(y) and Rc := Qc(yc),
˜IV = (f ′(Q+Qc)− f ′(Q))W + 1
2
f ′′(Q+Qc)W 2 +
1
6
f (3)(Q +Qc)W
3
+
1
24
f (4)(Q+Qc)W
4 +O(W 5)
= [f ′′(Q)Qc +
1
2
f (3)(Q)Q2c +
1
6
f (4)(Q)Q3c +O(Q
4
c)]W
+
1
2
[f ′′(Q) + f (3)(Q)Qc +
1
2
f (4)(Q)Q2c +O(Qc)
3]W 2
+
1
6
[f (3)(Q) + f (4)(Q)Qc +O(Q
2
c)]W
3 +
1
24
f (4)(Q)W 4 +O(Q5c)
= f ′′(Q)(QcW +
1
2
W 2) +
1
2
f (3)(Q)(Q2cW +W
2Qc +
1
3
W 3)
+
1
2
f (4)(Q)(
1
3
Q3cW +
1
2
Q2cW
2 +
1
3
QcW
3 +
1
12
W 4) +O(Q5c).
Now, the final value of IV depends on the different values of m. We will proceed carefully in
both cases.
Case m = 2. Here we consider only up to third order, namely
˜IV =
1
2
f ′′(Q)(2QcW +W 2) +
1
2
f (3)(Q)(Q2cW +W
2Qc +
1
3
W 3) +O(Q4c)
=: ˜IV2 + ˜IV3 +O(Q
4
c).
First of all let us consider the third order term ˜IV3. A quickly computation using (33) gives us
Q2cW = A1,0Q
3
c +
1
3
B1,0(Q
3
c)
′ +O(c3Qc),
and
W 2Qc = A
2
1,0Q
3
c +
2
3
A1,0B1,0(Q
3
c)
′ +O(c3Qc), W 3 = A31,0Q
3
c +A1,0B1,0(Q
3
c)
′ +O(c3Qc).
If we suppose A1,0 ∈ Y and B1,0 bounded (this is actually the case), we will obtain
˜IV3 = F
˜IV 3
3,0 Q
3
c + (G
˜IV 3
3,0 +
1
6
f (3)(Q)B1,0)(Q
3
c)
′ +O(c3Qc),
where F
˜IV 3
3,0 , G
˜IV 3
3,0 ∈ Y. Moreover, for p ≥ 4, actually f (3)(Q)− 6µ(ε) ∈ Y, because of
f (3)(Q) = 6µ(ε) + p(p− 1)(p− 2)εQp−3 + f (3)1 (Q).
Now, let us compute in detail the term ˜IV2. These terms above are important because they will
give us source terms of second order. Now from the definition of W in (33) it is easy to check
that, up to third order,
QcW = A1,0Q
2
c +
1
2
B1,0(Q
2
c)
′ +A1,1cQ2c +
1
2
B1,1c(Q
2
c)
′ +A2,0Q3c +
2
3
B2,0(Q
3
c)
′ +O(c3Qc),
and
W 2 = A21,0Q
2
c +A1,0B1,0(Q
2
c)
′ + (2A1,0A1,1 +B21,0)cQ
2
c + (A1,0B1,1 +B1,0A1,1)c(Q
2
c)
′
+(2A1,0A2,0 − 2
3
B21,0)Q
3
c +
2
3
(A1,0B2,0 +B1,0A2,0)(Q
3
c)
′.
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From here,
˜IV2 =
1
2
f ′′(Q)(2A1,0 +A21,0)Q
2
c +
1
2
f ′′(Q)(B1,0 +A1,0B1,0)(Q2c)
′
+
1
2
f ′′(Q)(F
˜IV 2
2,1 + 2A1,1 +B
2
1,0)cQ
2
c +
1
2
f ′′(Q)(G
˜IV 2
2,1 +B1,1 +A1,1B1,0)c(Q
2
c)
′
+
1
2
f ′′(Q)(F
˜IV 2
3,0 + 2A2,0 −
2
3
B21,0)Q
3
c +
1
2
f ′′(Q)(G
˜IV 2
3,0 +
4
3
B2,0 +
2
3
A2,0B1,0)(Q
3
c)
′
+O(c3Qc),
where for k+ l = 3 it is satisfied F
˜IV 2
k,l , G
˜IV 2
k,l ∈ Y, provided A1,0 ∈ Y and B1,0 is bounded (namely
(k, l) = (1, 0) satisfies (IP)).
Putting all this information together, and after derivation, we obtain (note that p ≥ 3 and
(f ′′(Q))′ ∈ Y)
IV = ( ˜IV2 + ˜IV3 +O(Q
4
c))x
=
1
2
(f ′′(Q))′(1− β)(2A1,0 +A21,0)Q2c +
1
2
f ′′(Q)(2A1,0 +A21,0)
′(1− β)Q2c
+
1
2
f ′′(Q)(2A1,0 + A21,0)(Q
2
c)
′ +
1
2
(f ′′(Q))′(1− β)(B1,0 +A1,0B1,0)(Q2c)′
+
1
2
f ′′(Q)(1− β)(B1,0 +A1,0B1,0)′(Q2c)′
+F IV2,1 cQ
2
c + [G
IV
2,1 +
1
2
f ′′(Q)(2A1,1 +B21,0)](cQ
2
c)
′
+
[
F IV3,0 + f
′′(Q)(A2,0 − 1
3
B21,0)
]
(Q3c)
′ +
[
GIV3,0 + f
′′(Q)(
2
3
B2,0 +
1
3
A2,0B1,0)
]
(Q3c)
′′
+O(c3Qc),
=
1
2
[
f ′′(Q)(2A1,0 +A21,0)
]′
Q2c
+
1
2
[
f ′′(Q)(2A1,0 +A21,0) + (f
′′(Q)(B1,0 +A1,0B1,0))′
]
(Q2c)
′
+F IV2,1 cQ
2
c + [G
IV
2,1 +
1
2
f ′′(Q)(2A1,1 +B21,0)](cQ
2
c)
′ + F IV3,0Q
3
c
+
[
GIV3,0 + f
′′(Q)(A2,0 − 1
3
B21,0)
]
(Q3c)
′ +O(c3Qc),
where F IV2,1 , G
IV
2,1, F
IV
3,0 and G
IV
3,0 are Y-functions provided property (IP) holds for k + l ≤ 2. We
finally get the Lemma in the quadratic case, the decomposition (139), (140) and (141), with the
desired properties.
Case m = 3. Here we consider up to fourth order in our computations. First of all, we write
˜IV =
1
2
f ′′(Q)(2QcW +W 2) +
1
2
f (3)(Q)(Q2cW +W
2Qc +
1
3
W 3)
+
1
2
f (4)(Q)(
1
3
Q3cW +
1
2
Q2cW
2 +
1
3
QcW
3 +
1
12
W 4) +O(Q5c)
=: ˜IV2 + ˜IV3 + ˜IV4 +O(Q
5
c).
From now on, and for the sake of simplicity in our computations, we will consider that property
(IP) holds for any (k, l) ∈ Σ3 and that A1,0 ∈ Y. We recall that in the cubic case, our correction
term is given by
W = A1,0Qc +B1,0Q
′
c +A1,1cQc +B1,1cQ
′
c
+A2,0Q
2
c +B2,0(Q
2
c)
′ +A3,0Q3c +B3,0(Q
3
c)
′
+A2,1cQ
2
c +B2,1c(Q
2
c)
′ +A4,0Q4c +B4,0(Q
4
c)
′.
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Let us first consider the term ˜IV2. Note that
QcW = A1,0Q
2
c +
1
2
B1,0(Q
2
c)
′ +A1,1cQ2c +
1
2
B1,1c(Q
2
c)
′ +A2,0Q3c +
2
3
B2,0(Q
3
c)
′
+A3,0Q
4
c +
3
4
B3,0(Q
4
c)
′ +O(cQ3c +Q
5
c).
Using (128) we get
W 2 = A21,0Q
2
c +B
2
1,0Q
′2
c +A
4
2,0Q
4
c
+A1,0B1,0(Q
2
c)
′ + 2A1,0A1,1cQ2c +A1,0B1,1c(Q
2
c)
′
+2A1,0A2,0Q
3
c +
4
3
A1,0B2,0(Q
3
c)
′ + 2A1,0A3,0Q4c +
3
2
A1,0B3,0(Q
4
c)
′
+A1,1B1,0c(Q
2
c)
′ +
2
3
A2,0B1,0(Q
3
c)
′ +
1
2
A3,0B1,0(Q
4
c)
′ +O(cQ3c +Q
5
c)
= A21,0Q
2
c +A1,0B1,0(Q
2
c)
′ + (2A1,0A1,1 +B21,0)cQ
2
c
+(A1,1B1,0 +A1,0B1,1)c(Q
2
c)
′ + 2A1,0A2,0Q3c +
2
3
(2A1,0B2,0 +A2,0B1,0)(Q
3
c)
′
+(2A1,0A3,0 +A
4
2,0 −
1
2
B21,0)Q
4
c +
1
2
(3A1,0B3,0 +A3,0B1,0)(Q
4
c)
′ +O(cQ3c +Q
5
c).
From here, and using the (IP) property, we get (note that f ′′(Q) ∈ Y)
˜IV2 =
1
2
f ′′(Q)(2A1,0 +A21,0)Q
2
c +
1
2
f ′′(Q)(B1,0 +A1,0B1,0)(Q2c)
′
+
∑
(k,l)∈Σ′3
cl(F
˜IV 2
k,l Q
k
c +G
˜IV 2
k,l (Q
k
c )
′) +O(cQ3c +Q
5
c),
where Σ
′
3 was introduced in (137), and F
˜IV 2
k,l , G
˜IV 2
k,l ∈ Y.
Now we deal with ˜IV3. Here we have
Q2cW = A1,0Q
3
c +
1
3
B1,0(Q
3
c)
′ +A2,0Q4c +
1
4
B2,0(Q
4
c)
′ +O(cQ3c +Q
5
c).
and
QcW
2 = A21,0Q
3
c +
2
3
A1,0B1,0(Q
3
c)
′ + 2A1,0A2,0Q4c
+
1
2
(2A1,0B2,0 +A2,0B1,0)(Q
4
c)
′ +O(cQ3c +Q
5
c).
Finally
W 3 = W 2W
= A31,0Q
3
c +
2
3
A21,0B1,0(Q
3
c)
′ + 2A21,0A2,0Q
4
c +
1
2
(2A21,0B2,0 +A1,0A2,0B1,0)(Q
4
c)
′
+
1
3
B1,0A
2
1,0(Q
3
c)
′ +
1
2
A1,0B1,0A2,0(Q
4
c)
′
+A2,0A
2
1,0Q
4
c +
1
2
A2,0A1,0B1,0(Q
4
c)
′ +
1
2
A21,0B2,0(Q
4
c)
′ +O(cQ3c +Q
5
c)
= A31,0Q
3
c +A
2
1,0B1,0(Q
3
c)
′ + 3A21,0A2,0Q
4
c +
3
2
(A21,0B2,0 +A1,0A2,0B1,0)(Q
4
c)
′
+O(cQ3c +Q
5
c).
From here, and using the (IP) property, we get
˜IV3 =
1
2
f (3)(Q)[
1
3
B1,0(Q
3
c)
′ +A2,0Q4c +
1
4
(2A2,0B1,0 +B2,0)(Q
4
c)
′]
+
∑
(k,l)∈Σ′3
cl(F
˜IV 2
k,l Q
k
c +G
˜IV 2
k,l (Q
k
c )
′) +O(cQ3c +Q
5
c),
where Σ
′
3 was introduced in (137), and F
˜IV 3
k,l , G
˜IV 3
k,l ∈ Y.
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Finally, fourth order terms are easy to compute:
Q3cW = A1,0Q
4
c +
1
4
B1,0(Q
4
c)
′ +O(Q5c + cQ
3
c),
Q2cW
2 = A21,0Q
4
c +
1
2
A1,0B1,0(Q
4
c)
′ + O(Q5c + cQ
3
c),
QcW
3 = A31,0Q
4
c +
3
4
A21,0B1,0(Q
4
c)
′ +O(Q5c + cQ
3
c),
and
W 4 = A41,0Q
4
c +A
3
1,0B1,0(Q
4
c)
′ +O(Q5c + cQ
3
c).
As we have supposed A1,0 ∈ Y ((1, 0) satisfies (IP)), we will obtain
˜IV4 = F
˜IV 4
4,0 Q
4
c + [G
˜IV 4
4,0 +
1
24
f (4)(Q)B1,0](Q
4
c)
′ +O(Q5c + cQ
3
c),
where F
˜IV 4
4,0 , G
˜IV 4
4,0 ∈ Y.
We finally collect the expansions of ˜IV2, ˜IV3 and ˜IV4. We derivate to obtain
IV = ( ˜IV2 + ˜IV3 + ˜IV4 +O(Q
5
c))x
1
2
(f ′′(Q)(2A1,0 +A21,0))
′Q2c +
1
2
f (3)(Q)A2,0(Q
4
c)
′
+
1
2
[
f ′′(Q)(2A1,0 +A21,0) + (f
′′(Q)(B1,0 +A1,0B1,0))′
]
(Q2c)
′
+
∑
(k,l)∈Σ′3
cl(F
˜IV
k,l Q
k
c +G
˜IV
k,l (Q
k
c )
′) +O(cQ3c +Q
5
c),
where, as we have emphasized, F
˜IV
k,l , G
˜IV
k,l ∈ Y provided Ak′,l′ , Bk′,l′ satisfy the (IP) property for
(k′, l′) < (k, l), as is the case. Here we have also used that (f ′′(Q))′, (f (4)(Q))′ ∈ Y for all p ≥ 4.
The set Σ
′
3 was defined in (137).
Let us finally prove (v). From (i), the rest term E(t, x) is a finite sum of terms of the type
clQkc (yc)f(y) or c
l(Qkc )
′(yc)f(y), where (k, l) 6∈ Σm. More specifically, this means k + l ≥ 4 for
m = 2 and (k, l) = (1, 2), (3, 1) or higher order terms (excluding (k, l) = (4, 0)) in the case m = 3
(see the definition of Σm in Section 2.1). Here f is a bounded function such that f
′ ∈ Y. Thus,
we easily conclude, using Claim 4,
‖E(t)‖H1(R) ≤ Kc3(
1
m−1+
1
4 ),
as desired. This finishes the proof.

Putting together Lemmas A.3–A.6, we obtain Proposition A.1, in particular, the explicit ex-
pressions of Fk,l and Gk,l for 1 ≤ k + l ≤ 2.

Appendix B. End of proof of Proposition 2.6
Continuing with the proof of Proposition 2.6, we show now the existence of a nonzero residual
term appearing after the collision.
B.1. General computations. We proceed to compute the constants b2,0 more explicitly. In the
course of the proof we will made use several times of the equations satisfied by the functions
Ak,l, Bk,l, ak,l for (k, l) = (1, 0) and (2, 0), cf. (45)-(46) for the system (Ω1,0) and (50)-(51) for the
second one.
Claim 11 (Explicit value of b2,0). Suppose f as in (10). Then the following expressions for the
b2,0 coefficient hold.
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(1) Case m = 2.
b2,0 = −1
2
b31,0 +
1
4
∫
R
(f ′′(Q)− 2)(1 +A1,0)3 − 2b1,0 + 1
2
∫
R
A1,0(1 +A
2
1,0)
−1
2
a1,0
∫
R
QA1,0 − 3
4
a31,0
∫
R
Q′2 +
1
2
a21,0
∫
R
Q[Q− f ′(Q)(1 +A1,0)]
−3
4
a1,0
∫
R
[f ′(Q)(1 +A1,0) + 3A′′1,0]A1,0 +
1
2
∫
R
B1,0[3A
′
1,0 + f
′(Q)
∫ x
0
(A1,0 + a1,0Q)]
+3a21,0
∫
R
Q′′A1,0. (143)
(2) Case m = 3.
b2,0 =
1
4
∫
R
f ′′(Q)(1 +A1,0)3 − 3
4
a1,0
∫
R
f ′(Q)(1 +A1,0)A1,0 +
9
4
a1,0
∫
R
A′21,0
−1
2
a21,0
∫
R
f ′(Q)Q(1 +A1,0) + 3a21,0
∫
R
A1,0Q
′′ − 3
4
a31,0
∫
R
Q′2. (144)
Proof. We treat first the cubic case, being easier. Let us start with (58) and (59). In this case,
we have a priori chosen A2,0 ∈ Y, so that γ2,0 = 0, and then from (47)
b2,0 =
1
2
[
− a1,0
∫
R
G2,0Q− a1,0
∫
R
F˜2,0P +
∫
R
F˜2,0P¯ +
∫
R
G2,0
]
, (145)
where F˜ ′2,0 = F2,0, F˜2,0 ∈ Y. More precisely,
F˜2,0 :=
1
2
f ′′(Q)(1 +A1,0)2 + 3a21,0Q
′′ − a1,0(3A′′1,0 + f ′(Q)(1 +A1,0)).
First, it is easy to see from (55) by using the (IP) property for (k, l) = (1, 0), that∫
R
G2,0 =
1
2
∫
R
f ′′(Q)(1 +A1,0)2. (146)
Secondly, from (48), (38) and (42), P¯ − a1,0P = A1,0 + a1,0Q, and thus
b2,0 =
1
2
[
a1,0
∫
R
(F˜2,0 −G2,0)Q +
∫
R
F˜2,0A1,0 +
1
2
∫
R
f ′′(Q)(1 +A1,0)2
]
.
It is clear that
F˜2,0 −G2,0 = 3
2
a21,0Q
′′ + a1,0[
3
2
A′′1,0 − f ′(Q)(1 +A1,0) +
3
2
B
(3)
1,0 +
1
2
(f ′(Q)B1,0)′]
−1
2
(f ′′(Q)(1 +A1,0)B1,0)′.
From here, after several integration by parts,∫
R
(F˜2,0 −G2,0)Q = −3
2
a21,0
∫
R
Q′2 + a1,0
∫
R
[
3
2
A′′1,0 − f ′(Q)(1 +A1,0)]Q
−1
2
a1,0
∫
R
B1,0[3Q
′′ + f(Q)]′ +
1
2
∫
R
B1,0(f
′(Q))′(1 +A1,0)
= −3
2
a21,0
∫
R
Q′2 + a1,0
∫
R
[
3
2
A′′1,0 − f ′(Q)(1 +A1,0)]Q
+
1
2
∫
R
B1,0[(f
′(Q))′(1 +A1,0)− a1,0(3Q− 2f(Q))′]. (147)
But from (45), (L(1 +A1,0))′ = (1 − f ′(Q) + LA1,0)′ = −a1,0(3Q − 2f(Q))′. On the other hand,
expanding (L(1 +A1,0))′, we get
(L(1 +A1,0))′ = −A(3)1,0 +A′1,0 − (f ′(Q))′(1 +A1,0)− f ′(Q)A′1,0.
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From here, the quantity in front of B1,0 in (147) is nothing but LA′1,0. Coming back to (147), and
using the equation for B1,0 (46), we obtain∫
R
(F˜2,0 −G2,0)Q = −3
2
a21,0
∫
R
Q′2 + a1,0
∫
R
[
3
2
A′′1,0 − f ′(Q)(1 +A1,0)]Q −
1
2
∫
R
A1,0(LB1,0)′
= −3
2
a21,0
∫
R
Q′2 +
3
2
∫
R
A′21,0 + 3a1,0
∫
R
Q′′A1,0
−a1,0
∫
R
f ′(Q)Q(1 +A1,0)− 1
2
∫
R
f ′(Q)(1 +A1,0)A1,0. (148)
Finally, an easy computation shows that∫
R
F˜2,0A1,0 =
1
2
∫
R
f ′′(Q)(1 +A1,0)2A1,0 + 3a21,0
∫
R
A1,0Q
′′
−a1,0
∫
R
(3A′′1,0 + f
′(Q)(1 +A1,0))A1,0 (149)
Collecting (148) and (149), we get
b2,0 =
1
4
∫
R
f ′′(Q)(1 +A1,0)3 − 3
4
a1,0
∫
R
f ′(Q)(1 +A1,0)A1,0 +
9
4
a1,0
∫
R
A′21,0
−1
2
a21,0
∫
R
f ′(Q)Q(1 +A1,0) + 3a21,0
∫
R
A1,0Q
′′ − 3
4
a31,0
∫
R
Q′2.
as desired.
Let us treat now the quadratic case. The procedure is similar, but more involved. Now we
assume that γ2,0 = − 12b21,0 as in Proposition 2.6 (i), and consider (58)-(59). We get
b2,0 =
1
2
[
− 1
2
b21,0
∫
R
(P¯ − a1,0P ) +
∫
R
F2,0
∫ x
0
(a1,0P − P¯ ) +
∫
R
G2,0 − a1,0
∫
R
G2,0Q
]
.
Now several remarks. Note that from (48) and the definition of P in (38) we have P¯ − a1,0P =
A1,0 + a1,0Q, and from (49), ∫
R
(P¯ − a1,0P ) = 2b1,0.
Second, note that from b1,0 = ± lim±∞B1,0 and lim±∞ f ′′(Q) = 2,∫
R
G2,0 =
1
2
∫
R
(f ′′(Q)− 2)−
∫
R
A1,0 − 4b1,0 + 1
2
∫
R
f ′′(Q)(2A1,0 +A21,0).
On the other hand, from (52), F2,0 = F˜
′
2,0 − f ′(Q)B1,0, where F˜2,0 ∈ Y and is given by
F˜2,0 := −(3A1,0 + 3B′1,0) +
1
2
f ′′(Q)(2A1,0 +A21,0)
−a1,0(3A′′1,0 −Q+ f ′(Q)(1 +A1,0)) + 3a21,0Q′′ +
1
2
(f ′′(Q)− 2).
Thus, ∫
R
F2,0
∫ x
0
(a1,0P − P¯ ) =
∫
R
F˜2,0(P¯ − a1,0P ) +
∫
R
f ′(Q)B1,0
∫ x
0
(P¯ − a1,0P )
=
∫
R
F˜2,0(A1,0 + a1,0Q) +
∫
R
f ′(Q)B1,0
∫ x
0
(A1,0 + a1,0Q).
Repeating the same computation for the cubic case, we obtain∫
R
Q(F˜2,0 −G2,0) = −2
∫
R
QA1,0 − 3
2
a21,0
∫
R
Q′2 + a1,0
∫
R
Q(
3
2
A′′1,0 +Q− f ′(Q)(1 +A1,0))
−1
2
∫
R
[f ′(Q)(1 +A1,0) + 3A′′1,0 − 3a1,0Q′′]A1,0,
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and∫
R
F˜2,0A1,0 = −
∫
R
A1,0(3A1,0 + 3B
′
1,0) +
1
2
∫
R
f ′′(Q)(2A1,0 +A21,0)A1,0 + 3a
2
1,0
∫
R
Q′′A1,0
−a1,0
∫
R
(3A′′1,0 −Q+ f ′(Q)(1 +A1,0))A1,0 +
1
2
∫
R
(f ′′(Q)− 2)A1,0.
Collecting the above identities and after several simplifications we get
b2,0 = −1
2
b31,0 +
1
4
∫
R
(f ′′(Q)− 2)(1 +A1,0)3 − 2b1,0 + 1
2
∫
R
A1,0(1 +A
2
1,0)
−1
2
a1,0
∫
R
QA1,0 − 3
4
a31,0
∫
R
Q′2 +
1
2
a21,0
∫
R
Q(Q− f ′(Q)(1 +A1,0))
−3
4
a1,0
∫
R
[f ′(Q)(1 +A1,0) + 3A′′1,0]A1,0 +
1
2
∫
R
B1,0[3A
′
1,0 + f
′(Q)
∫ x
0
(A1,0 + a1,0Q)]
+3a21,0
∫
R
Q′′A1,0.
The proof is now complete. 
The objective is now to give the first order terms for the coefficient b2,0. For this, we consider
separate cases. It turns out that computations in the cubic case are easy to carry out. We first
deal with this case.
B.2. Cubic case. The objective of this paragraph is to prove the following
Lemma B.1 (Asymptotic expansions, case m = 3). We have
b2,0 = b
1
2,0ε+ o(ε).
where
b12,0 =: c3,p = −
[ (p− 1)(p− 3)(p2 − 3p+ 8)
8(p− 2)(p+ 1)
] ∫
R
(Q0)p. (150)
In particular, for any p ≥ 4, b2,0(ε) 6= 0 provided 0 < |ε| ≤ ε0 for ε0 small.
First of all we start with an auxiliary
Claim 12 (Asymptotic expansions, basic functions). Suppose f as in (22), p ≥ 4. The following
asymptotic expansions hold.
(1) The soliton solution Q can be expanded as
Q = Q0 + εQ1 + o(ε), o(ε) ∈ Y, (151)
where Q0 and Q1 satisfy the equations
− (Q0)′′ +Q0 − (Q0)3 = 0, L0Q1 := −(Q1)′′ +Q1 − 3(Q0)2Q1 = (Q0)p. (152)
Finally, 
f(Q) = (Q0)3 + ε(3(Q0)2Q1 + (Q0)p) + o(ε),
f ′(Q) = 3(Q0)2 + ε(6Q0Q1 + p(Q0)p−1) + o(ε),
f ′′(Q) = 6Q0 + ε(6Q1 + p(p− 1)(Q0)p−2) + o(ε),
(153)
where every term o(ε) ∈ Y uniformly in ε < ε0.
(2) The operator L satisfies
L = L0 − ε[6Q0Q1 + p(Q0)p−1] + o(ε), L0 = −∂2x + 1− 3(Q0)2. (154)
(3) From (38), (39) and (42), the test functions P, P¯ and Pˆ satisfy the following relations{
ΛQ = ΛQ0 + εΛQ1 + o(ε) ∈ Y where ΛQ0 := 12 (x(Q0)′ +Q0), L0ΛQ0 = −Q0;
and L0ΛQ1 := (6Q0ΛQ0 − 1)Q1 + p(Q0)p−1ΛQ0. (155)
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Moreover, the following identities hold∫
R
ΛQ0 = 0,∫
R
ΛQ1 =
∫
R
[−1 + (Q0)2 + 6Q0ΛQ0 − 6(Q0)3ΛQ0]Q1
+p
∫
R
(Q0)p−1ΛQ0(1− (Q0)2). (156)
(4) Integrals. For any p ≥ 1,∫
R
(Q0)p+2 =
2p
1 + p
∫
R
(Q0)p,
∫
R
(Q0)2 = 4. (157)
(5) Let D(ε) =
∫
R
ΛQQ. Then
D(ε) = 1 + O(ε). (158)
(6) Inverse functions. The following identities hold
L0(−9
4
x(Q0)′ − 15
4
Q0 +
3
2
(Q0)3) =
9
2
Q0(1− (Q0)2)2, (159)
L0(xQ0(Q0)′) = −4(Q0)2 + 3(Q0)4 − 3xQ0(Q0)′(1− (Q0)2), (160)
L0((Q0)4) = −15(Q0)4 + 7(Q0)6. (161)
Proof. First of all, (151)-(154) follow by Taylor expansion in ε. Concerning (155), it follows from
(151)-(154). Let us see (156). From the definition of L0ΛQ1 and the identity L0(Q0)2 = −3(Q0)2,
we have ∫
R
L0ΛQ1 =
∫
R
ΛQ1 +
∫
R
(Q0)2L0ΛQ1,
thus ∫
R
ΛQ1 =
∫
R
[1− (Q0)2]L0ΛQ1 =
∫
R
[1− (Q0)2][(6Q0ΛQ0 − 1)Q1 + p(Q0)p−1ΛQ0],
where we obtain (156).
To obtain (157) we use integration by parts and the explicit function Q0(x) :=
√
2
cosh x .
We prove (158). It follows from the fact that∫
R
Q0ΛQ0 =
1
2
∫
R
(
1
2
x((Q0)2)′ + (Q0)2) =
1
4
∫
R
(Q0)2 = 1.
Finally, (159)-(161) are obtained by simple differentiation. We left the proof to the reader. 
Claim 13 (Asymptotic expansions, case m = 3). The following expansion hold.
a1,0 = a
0
1,0 + εa
1
1,0 + o(ε), a
0
1,0 = 0,
A1,0 = A
0
1,0 + εA
1
1,0 + o(ε), o(ε) ∈ Y, A01,0 = −(Q0)2,
B1,0 = B
0
1,0 + εB
1
1,0 + o(ε), B
0
1,0 = −2ϕ0 − 34
√
2pi(Q0)′.
(162)
Here a11,0 :=
∫
R
ΛQ1 and A11,0, B
1
1,0 satisfy the following linear system{
(L0A11,0)′ + a11,0(3Q0 − 2(Q0)3)′ = ((6Q0Q1 + p(Q0)p−1)(1 +A01,0))′,
(L0B11,0)′ + 3a11,0(Q0)′′ − 3(A11,0)′′ − 3(Q0)2A11,0 = (6Q0Q1 + p(Q0)p−1)(1 +A01,0).
(163)
Proof. We start with the zeroth order system. From (45)-(46) and using Claim 12 we get{
(L0A01,0)′ + a01,0(3Q0 − 2(Q0)3)′ = (3(Q0)2)′.
(L0B01,0)′ + 3a01,0(Q0)′′ − 3(A01,0)′′ − 3(Q0)2A01,0 = 3(Q0)2.
It is easy to verify that a01,0 = 0, A
0
1,0 = −(Q0)2 ∈ Y and B01,0 = −2ϕ0 − 34
√
2pi(Q0)′ satisfy this
system with the required properties. In particular,∫
R
B01,0(Q
0)′ = 0.
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Concerning the system (163), it follows directly from (50)-(51) and using Claim 12. We will not
solve this system explicitly, but we only compute the constant a11,0.
Indeed, from (47) and Claim 12, we have a1,0 = a
0
1,0 + a
1
1,0ε+ o(ε), where
a01,0 :=
∫
R
ΛQ0∫
R
ΛQ0Q0
= 0, and a11,0 :=
∫
R
ΛQ1∫
R
ΛQ0Q0
=
∫
R
ΛQ1.
This finishes the proof. 
We finally prove Lemma B.1.
Proof of Lemma B.1. From (144) and (162) we have b2,0 = b
0
2,0 + εb
1
2,0 + o(ε), where
b02,0 =
1
4
∫
R
6Q0(1 +A01,0)
3 =
1
4
∫
R
6Q0(1− (Q0)2)3 = 0,
and
b12,0 =
1
4
∫
R
(6Q1 + p(p− 1)(Q0)p−2)(1− (Q0)2)3 + 9
2
∫
R
Q0(1 − (Q0)2)2A11,0
+
9
4
a11,0
[ ∫
R
(Q0)2(1− (Q0)2)(Q0)2 +
∫
R
4(Q0)2((Q0)2 − 1
2
(Q0)4)
]
.
From (159), the selfadjointness of the operator L0 and by using (163), we get
9
2
∫
R
Q0(1− (Q0)2))2A11,0 =
3
4
∫
R
(−3x(Q0)′ − 5Q0 + 2(Q0)3)L0A11,0
=
3
4
a11,0
∫
R
(3x(Q0)′ + 5Q0 − 2(Q0)3)(3Q0 − 2(Q0)3)
−3
4
∫
R
(3x(Q0)′ + 5Q0 − 2(Q0)3)(6Q0Q1 + p(Q0)p−1)(1− (Q0)2).
Therefore,
b12,0 =
3
2
∫
R
Q1(1− (Q0)2)[1− 2(Q0)2 + (Q0)4 − 3Q0(3x(Q0)′ + 5Q0 − 2(Q0)3)]
+
p
4
∫
R
(Q0)p−2(1 − (Q0)2)[(p− 1)(1− 2(Q0)2 + (Q0)4)− 3Q0(3x(Q0)′ + 5Q0 − 2(Q0)3)]
+
3
4
∫
R
ΛQ1
[ ∫
R
(3x(Q0)′ + 5Q0 − 2(Q0)3)(3Q0 − 2(Q0)3) + 3
∫
R
(Q0)4(5 − 3(Q0)2)
]
.
Note that, from (157)∫
R
(3x(Q0)′ + 5Q0 − 2(Q0)3)(3Q0 − 2(Q0)3) + 3
∫
R
(Q0)4(5− 3(Q0)2) = 2,
thus from (156) we get
b12,0 =
3
2
∫
R
Q1(1− (Q0)2)[−14(Q0)2 + 7(Q0)4 − 6xQ0(Q0)′]
+
p
4
∫
R
(Q0)p−2(1 − (Q0)2)[(p− 1)(1− 2(Q0)2 + (Q0)4)− 3Q0(3x(Q0)′ + 5Q0 − 2(Q0)3)]
+
3
2
p
∫
R
(Q0)p−1ΛQ0(1− (Q0)2)
Finally, from (160), (161) and the identity L0(Q0)2 = −3(Q0)2, we have
L0[2(Q0)2 − (Q0)4 + 2xQ0(Q0)′] = (1− (Q0)2)[−14(Q0)2 + 7(Q0)4 − 6xQ0(Q0)′].
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Using the selfadjointness of L0 and the equation for Q1 in (152), and after integrating by parts,
we conclude that
b12,0 =
3
2
∫
R
(Q0)p(2(Q0)2 − (Q0)4 + 2xQ0(Q0)′) + 3
2
p
∫
R
(Q0)p−1ΛQ0(1− (Q0)2)
+
p
4
∫
R
(Q0)p−2(1 − (Q0)2)[(p− 1)(1− 2(Q0)2 + (Q0)4)− 3Q0(3x(Q0)′ + 5Q0 − 2(Q0)3)]
=
p
4
(p− 1)
∫
R
(Q0)p−2 − 3
4
(p2 + 3p− 2)
∫
R
(Q0)p +
3
4(p+ 2)
(p3 + 7p2 + 12p+ 4)
∫
R
(Q0)p+2
−1
4
(p2 + 5p+ 6)
∫
R
(Q0)p+4.
Finally, from (157), and after some simplifications,
b12,0 = −
[ (p− 1)(p− 3)(p2 − 3p+ 8)
8(p− 2)(p+ 1)
] ∫
R
(Q0)p. (164)
The proof is now complete. 
Remark B.1. Note that even though the higher regularity needed in our results (f ∈ C5 for
m = 3), we are able to take, at least formally, the limit p ↓ 3 in (164), recovering the results from
the integrable case (that is, b12,0 = 0). This gain of regularity comes from (54) and (144): for these
identities, we only need f ∈ C3(R).
B.3. Gardner and quadratic nonlinearities. These two nonlinearities are very similar to han-
dle. Although computations are harder for the Gardner nonlinearity, a simple trick will allow to
link both results. As a consequence, we are reduced to consider only the quadratic case.
Finally, recall the soliton Qµ˜,1 introduced in (6), well defined for µ˜ <
2
9 . Given µ˜, ν ∈ R,
µ˜ < 29 and ν small enough, let dµ˜,ν be the defect (possibly zero) associated the the nonlinearity
fµ˜,ν(s) := s
2 − µ˜s3 + νsp, namely
dµ˜,ν := b2,0(fµ˜,ν) +
1
6
b31,0(fµ˜,ν). (165)
We following reduction Lemma is the key ingredient of the proof.
Lemma B.2.
Let d(ε) be the defect parameter introduced in (56) for the nonlinearity f(s) described in (22),
m = 2, and let dµ˜,ν be the defect introduced in (165), for µ˜, ν small. Then the following properties
are satisfied:
(1) For all µ˜ < 29 , ν ∈ R small, dµ˜,ν is a smooth function of µ˜, ν and for all µ˜ < 29 ,
dµ˜,0 = 0. (166)
(2) Given ε small, let µ˜ = µ(ε) and ν = ε. Then the following expansion holds
dµ(ε),ε = −ε
[(p− 3)(2p− 1)(48− 46p+ 6p2 + 4p3)
72(p2 − 1)(p− 2)
] ∫
R
[ 3
2 cosh2(x/2)
]p
+ o(ε), (167)
for all |ε| < ε0 and p ≥ 3.
(3) The following expansion holds
d(ε) = dµ(ε),ε + o(ε), as ε→ 0. (168)
Proof of (168). This is an easy consequence of the definition of f in (21), and the fact that f(Q) =
fµ(ε),ε(Q) + o(ε), with o(ε) ∈ Y. In particular, the soliton Q and each term a1,0, b1,0, A1,0, B1,0
and b2,0 depends smoothly in ε and can be expanded in a similar way. 
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Proof of (166). The smoothness is a direct consequence of the formula for b2,0 in Claim 11 and
b1,0 in (49). We have to prove that for all µ˜ <
2
9 ,
b2,0(fµ˜,0) +
1
6
b31,0(fµ˜,0) = 0,
In order to prove this identity, we claim the following
Claim 14 (Basic functions). Let Q0 := Qµ˜,1 be the soliton for the Gardner equation. Then we
have
(1) The soliton solution Q0 satisfies
−(Q0)′′ +Q0 − (Q0)2 + µ˜(Q0)3 = 0, L0(Q0)′ = 0,
where L0 := −∂xx + 1− (2Q0 − 3µ˜(Q0)2).
(2) From the definition of Q0, we have
ΛQ0 :=
1
2
(x(Q0)′ + 2Q0) +
3µ˜
4ρ2
(3Q0 − (Q0)2), L0ΛQ0 = −Q0. (169)
Moreover, ∫
R
ΛQ0 =
3
ρ2
,
∫
R
ΛQ0Q0 =
9
2ρ2
.
(3) Resonance functions. Define ϕ0 := − (Q0)′Q0 . Then
(ϕ0)′ =
1
3
Q0 − µ˜
2
(Q0)2, (ϕ0)2 = 1− 2
3
Q0 +
µ˜
2
(Q0)2. (170)
(4) Integrals. For any p ≥ 1,
µ˜
∫
R
(Q0)p+2 =
2(2p+ 1)
3(1 + p)
∫
R
(Q0)p+1 − 2p
p+ 1
∫
R
(Q0)p. (171)
Proof. A direct computation, see e.g. Claim 12 for a similar proof. 
Now we proceed to give the explicit value the constants and functions related to system (Ω1,0),
see (45)-(46).
Claim 15 (Resolution of (Ω1,0) for the Gardner equation). Denote by (a
0
1,0, A
0
1,0, B
0
1,0) the solution
of the linear system (Ω1,0), for the Gardner nonlinearity. Then we have
a01,0 =
2
3 ,
A01,0 = − 43Q0 + µ˜(Q0)2, B01,0 = −2ϕ0 + κ01,0(Q0)′,
b01,0 = lim+∞B
0
1,0 = −2,
with
κ01,0 =
3µ˜(
∫
R
(Q0)2 − 3 ∫
R
Q0)
(3µ˜− 1) ∫
R
(Q0)2 +
∫
R
Q0
= −10
3
+ oµ˜(1). (172)
Remark B.2. It is remarkable the similarity among the functions solution of the Gardner system
(Ω1,0) and the corresponding ones for the quadratic nonlinearity (let µ˜→ 0).
Proof. First of all, the explicit value of (a01,0, A
0
1,0, B
0
1,0) comes from a straightforward verification.
More precisely, this triplet is a solution of the zeroth order system{
(L0A01,0)′ + a01,0(3Q0 − 2(Q0)2 + 2µ˜(Q0)3)′ = (2Q0 − 3µ˜(Q0)2)′,
(L0B01,0)′ + 3a01,0(Q0)′′ − 3(A01,0)′′ − (2Q0 − 3µ˜(Q0)2)A01,0 = 2Q0 − 3µ˜(Q0)2,
which comes from (45)-(46). In particular, we choose κ1,0 such that
∫
R
B01,0(Q
0)′ = 0. The value
of b01,0 comes from the fact that b
0
1,0 = −2 lim+∞ ϕ0 = −2. On the other hand, from (49), one has
b01,0 = −
1
3
∫
R
Q0 +
1
2
µ˜
∫
R
(Q0)2 = −2.

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Now we are able to prove (166). (Note that this is also a consequence of the integrability of the
Gardner equation.) First, we claim that
3(A01,0)
′ + (2Q0 − 3µ˜(Q0)2)
∫ x
0
(A01,0 + a
0
1,0Q
0) = 3(A01,0)
′ − 2(2Q0 − 3µ˜(Q0)2)ϕ0 = 0.
This is an easy consequence of (170) and the values of of A01,0 and a
0
1,0. Consider now the expression
for b2,0, m = 2 in Claim 11. Note that the term containing B
0
1,0 disappears. Replacing the values
of a01,0 and A
0
1,0, and using the recursive formula (171), we have
dµ˜,0 = −1
3
(b01,0)
3 − 3
2
µ˜
∫
R
Q0(1 +A01,0)
3 − 2b01,0 +
1
2
∫
R
A01,0(1 + (A
0
1,0)
2)− 1
3
∫
R
Q0A01,0
−2
9
∫
R
(Q0)′2 +
2
9
∫
R
(Q0)2[1− (2− 3µ˜Q0)(1 +A01,0)] +
4
3
∫
R
(Q0)′′A01,0
−1
2
∫
R
[(2Q0 − 3µ˜(Q0)2)(1 +A01,0) + 3(A01,0)′′]A01,0
= −1
3
(b01,0)
3 − 3
2
µ˜
∫
R
Q0 + (
11
2
µ˜− 28
9
)
∫
R
(Q0)2 + (−9
2
µ˜2 +
2
3
µ˜+
20
9
)
∫
R
(Q0)3
+µ˜(
15
2
µ˜− 13
3
)
∫
R
(Q0)4 − 9
2
µ˜3
∫
R
(Q0)5 +
7
2
µ˜3
∫
R
(Q0)6 − 3
2
µ˜4
∫
R
(Q0)7
= −1
3
(b01,0)
3 − 4
9
∫
R
Q0 +
2
3
µ˜
∫
R
(Q0)2
=
1
3
b01,0(4− (b01,0)2) = 0.
This proves (166). 
Proof of (167). The proof of (167) is a consequence of (166) and the simple relationship
dµ˜,ν = dµ˜,0 + ν∂νdµ˜,ν + oν(ν) = ν(∂νd0,ν + oµ˜(1)) + oν(ν),
valid for any µ˜, ν ∈ R small enough. This result says that, in order to prove (167), we only need
to compute the defect for first order expansion in ν of the quadratic nonlinearity f(s) = s2 + νsp,
p ≥ 3. Then we use the fact that µ˜ = µ(ε) ∼ ε1/(p−2) and ν = ε to conclude. Consequently, in
what follows we are reduced to prove that ∂νd0,ν 6= 0 for all ν small enough. 
Claim 16 (Asymptotic expansions, case m = 2, basic functions). Suppose now f(s) = f0,ν(s) =
s2+νsp. Let Q0(x) = 3
2 cosh2(x/2)
be the soliton solution for the quadratic case. Then the following
asymptotic expansions hold.
(1) The soliton solution Q for the nonlinearity f can be expanded as
Q = Q0 + νQ1 + o(ν), o(ν) ∈ Y, (173)
where Q1 satisfies the equation L0Q1 := −(Q1)′′ +Q1 − 2Q0Q1 = (Q0)p. We also have
f(Q) = (Q0)2 + ν((Q0)p + 2Q0Q1) + o(ν),
f ′(Q) = 2Q0 + ν(2Q1 + p(Q0)p−1) + o(ν),
f ′′(Q) = 2 + νp(p− 1)(Q0)p−2 + o(ν),
(174)
where every term o(ν) ∈ Y uniformly in ν < ν0 small.
(2) The operator L satisfies
L = L0 − ν[2Q1 + p(Q0)p−1] + o(ν).
(3) From the definition of Q, we have
ΛQ = ΛQ0 + νΛQ1 + o(ν), L0ΛQ1 = −Q1 + (2Q1 + p(Q0)p−1)ΛQ0. (175)
(4) Let D(ν) :=
∫
R
ΛQQ. Then
D(ν) =
9
2
+ ν(
∫
R
ΛQ1Q0 +
∫
R
ΛQ0Q1) + o(ν). (176)
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(5) Inverse functions. We have
L0[1− 4
3
ΛQ0
]
= 1− 2
3
Q0. (177)
L0[(1−Q0)(1 + 1
3
x2Q0)−Q0] = 1− 8
3
ΛQ0 +
8
3
(ΛQ0)2. (178)
L0[− 5 + 68
9
Q0 − 6ΛQ0] = −5 + 16Q0 − 68
9
(Q0)2. (179)
L0[2 + 20
3
ΛQ0 − 170
27
Q0
]
= 2− 32
3
Q0 +
170
27
(Q0)2. (180)
Proof. First of all, (173)-(175) are a direct consequence of a Taylor expansion of the considered
functions. The expression for (ΛQ0)2 comes from a simple computation.
The expansion of D(ν) in (176) follows from a Taylor expansion and the fact that∫
R
ΛQ0Q0 =
3
4
∫
R
(Q0)2 =
9
2
.
Finally we prove (178), (179) and (180). These follow from the identities L01 = 1−2Q0, L0Q0 =
−(Q0)2, L0ΛQ0 = −Q0, L0(x2Q0) = −2Q0 − 4x(Q0)′ − x2(Q0)2, and
L0(x2(Q0)2) = −2(Q0)2 − 8xQ0(Q0)′ − 3x2(Q0)2 + 4
3
x2(Q0)3.
This finishes the proof. 
Now we proceed to give an asymptotic expansion of the constants and functions related to
system (Ω1,0), see (45)-(46).
Claim 17 (Asymptotic expansions II, case m = 2). There exists ν0 small enough such that for all
|ν| ≤ ν0, the following holds. Let f(s) = s2 + νsp, then the corresponding solution to the system
(Ω1,0) for this case can be expanded as follows:
a1,0 =
2
3
+ νa11,0 + o(ν), A1,0 = −
4
3
Q0 + νA11,0 + o(ν) ∈ Y, b1,0 = −2 + b11,0ν + o(ν), (181)
where ν−1o(ν)→ 0 as ν → 0 and A11,0 ∈ Y is a solution of the following linear equation
(L0A11,0)′ + a11,0(3Q0 − 2(Q0)2)′ = [p(Q0)p−1 −
4
3
(p− 1)(Q0)p]′, (182)
Finally, the following two expressions are satisfied
a11,0 = −
1
9
[ (p− 3)(2p− 1)
p+ 1
] ∫
R
(Q0)p, (183)
and
b11,0 =
1
2
∫
R
A11,0 +
1
2
a11,0
∫
R
Q0 +
1
3
∫
R
Q1. (184)
Proof. The proof of (181) and (182) is direct from Claim 16 and (45)-(46). To prove (183), first
note that from Claim 16
a11,0 =
2
9
[ ∫
R
(1− 2
3
Q0)ΛQ1 − 2
3
∫
R
Q1ΛQ0
]
=
2
9
∫
R
[1− 4
3
ΛQ0][−Q1 + (2Q1 + p(Q0)p−1)ΛQ0]− 4
27
∫
R
Q1ΛQ0
= −2
9
∫
R
Q1[1− 8
3
ΛQ0 +
8
3
(ΛQ0)2] +
2p
9
∫
R
(Q0)p−1ΛQ0[1− 4
3
ΛQ0].
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Thus from (178) and Claim 16 (i), we get after integration by parts
a11,0 =
2
9
∫
R
(Q0)p−1
[
pΛQ0(1 − 4
3
ΛQ0)−Q0(1−Q0)(1 + 1
3
x2Q0) + (Q0)2
]
=
2
9
[ ∫
R
(Q0)p−1
[
(p− 1)Q0 + (2− 4
3
p)(Q0)2 +
p
2
x(Q0)′ − 4
3
pxQ0(Q0)′
]
−1
3
∫
R
x2(Q0)p+1
[
(p+ 1)− (1 + 2
3
p)Q0
]]
=
2
9
[
(p− 3
2
)
∫
R
(Q0)p + (
10
3
− 4
3
p− 4
3
1
p+ 1
)
∫
R
(Q0)p+1
−1
3
∫
R
x2(Q0)p+1
[
(p+ 1)− (1 + 2
3
p)Q0
]]
.
Now, recall that from the equation satisfied byQ0, [(Q0)p+1]′′ = (p+1)(Q0)p+1[(p+1)−(1+ 23p)Q0],
so that ∫
R
x2(Q0)p+1[(p+ 1)− (1 + 2
3
p)Q0] =
1
p+ 1
∫
R
x2[(Q0)p+1]′′ =
2
p+ 1
∫
R
(Q0)p+1.
In conclusion, from (171),
a11,0 =
2
9
[
(p− 3
2
)
∫
R
(Q0)p + (
10
3
− 4
3
p− 2
p+ 1
)
∫
R
(Q0)p+1
]
= −1
9
[ (p− 3)(2p− 1)
p+ 1
] ∫
R
(Q0)p,
as desired. Finally, from (49) we obtain (184). 
Now we deal with the second order system (Ω2,0) written in (50), (51), (52) and (53).
Claim 18 (Asymptotic expansions III, case m = 2). The following identity holds
∂νd0,ν |ν=0 = −
[ (p− 3)(2p− 1)(24− 23p+ 3p2 + 2p3)
36(p2 − 1)(p− 2)
] ∫
R
(Q0)p,
for all p ≥ 3.
Proof. The proof of the above result is equivalent to prove that for the nonlinearity f0,ν(s) =
s2 + µsp, p ≥ 3 and ν small, we have
d0,ν = b2,0(f0,ν) +
1
6
b31,0(f0,ν) = −ν
[ (p− 3)(2p− 1)(24− 23p+ 3p2 + 2p3)
36(p2 − 1)(p− 2)
] ∫
R
(Q0)p + o(ν).
First of all, note that we can expand b2,0 = b
0
2,0 + νb
1
2,0 + o(ν), with b
0
2,0 =
4
3 (cf. [24], Lemma
3.1). By considering (143) in Claim 11, Claim 16 and expanding at first order in ν, we get
b12,0 = −8b11,0 +
1
4
p(p− 1)
∫
R
(Q0)p−2(1 +A01,0)
3 +
1
2
∫
R
A11,0(1 + 3(A
0
1,0)
2)− 1
2
a11,0
∫
R
Q0A01,0
−1
3
∫
R
Q1A01,0 −
1
3
∫
R
Q0A11,0 − a11,0
∫
R
(Q0)′2 − 4
9
∫
R
(Q0)′(Q1)′
+
2
3
a11,0
∫
R
(Q0)2(1− 2(1 +A01,0)) +
2
9
∫
R
Q0Q1(1− 2(1 +A01,0))
+
2
9
∫
R
Q0[Q1 − 2Q0A11,0 − (2Q1 + p(Q0)p−1)(1 +A01,0)]
−3
4
a11,0
∫
R
[2Q0(1 +A01,0) + 3(A
0
1,0)
′′]A01,0 −
1
2
∫
R
[2Q0(1 +A01,0) + 3(A
0
1,0)
′′]A11,0
−1
2
∫
R
[(2Q1 + p(Q0)p−1)(1 +A01,0) + 2Q
0A11,0 + 3(A
1
1,0)
′′]A01,0
+
1
2
∫
R
B01,0(2Q
1 + p(Q0)p−1)
∫ x
0
(A01,0 +
2
3
Q0) +
1
2
∫
R
B01,0[3(A
1
1,0)
′
+2Q0
∫ x
0
(A11,0 + a
1
1,0Q
0 +
2
3
Q1)] + 4a11,0
∫
R
(Q0)′′A01,0 +
4
3
∫
R
(Q1)′′A01,0 +
4
3
∫
R
(Q0)′′A11,0.
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Now we arrange the above expression according to a11,0, A
1
1,0, Q
1, b11,0, B
1
1,0 and the rest terms.
We obtain,
b12,0 = −8b11,0 +
1
4
p(p− 1)
∫
R
(Q0)p−2(1 +A01,0)
3 − p
3
∫
R
(Q0)p−1(1 +A01,0)(
3
2
A01,0 +
2
3
Q0)
+p
∫
R
B01,0(Q
0)p−2(Q0)′ +
∫
R
B01,0Q
0
∫ x
0
A11,0 +
1
2
∫
R
A11,0FA + δa
1
1,0 +
∫
R
Q1FQ
+
2
3
∫
R
B01,0Q
0
∫ x
0
Q1,
where
FA := 1 + 3(A
0
1,0)
2 − 2
3
Q0 − 8
9
(Q0)2 − (2Q0 + 2Q0A01,0 + 3(A01,0)′′)− (2Q0A01,0 + 3(A01,0)′′)
−3(B01,0)′ +
8
3
(Q0)′′;
δ := −1
2
∫
R
Q0A01,0 +
∫
R
Q0(Q0)′′ − 2
3
∫
R
(Q0)2(1 + 2A01,0)
−3
4
∫
R
(2Q0 + 2Q0A01,0 + 3(A
0
1,0)
′′)A01,0 + 4
∫
R
(Q0)′′A01,0;
and
FQ := −1
3
A01,0 +
4
9
(Q0)′′ − 4
9
Q0(1 + 2A01,0)− (1 +A01,0)A01,0 − 2ϕ0B01,0 +
4
3
(A01,0)
′′.
Note that we have used that∫
R
B01,0(Q
0)′ = 0,
∫ x
0
(A01,0 +
2
3
Q0) = −2ϕ0. (185)
Now we use the expressions (183) and (184) in Claim 17 to have
b12,0 + 2b
1
1,0 = −
12
5
a11,0 +
1
4
p(p− 1)
∫
R
(Q0)p−2(1− 4
3
Q0)3 +
4p
9
∫
R
(Q0)p(1 − 4
3
Q0)
+p
∫
R
(Q0)p−1
[
2− 14
3
Q0 +
20
9
(Q0)2
]
+
1
2
∫
R
A11,0
[
− 5 + 16Q0 − 68
9
(Q0)2
]
+
∫
R
Q1
[
2− 32
3
Q0 +
170
27
(Q0)2
]
.
Note that we have also made use of (171) with µ˜ = 0 to obtain
−3
∫
R
Q0 − 1
2
∫
R
Q0A01,0 +
∫
R
Q0(Q0)′′ − 2
3
∫
R
(Q0)2(1 + 2A01,0)
−3
4
∫
R
(2Q0 + 2Q0A01,0 + 3(A
0
1,0)
′′)A01,0 + 4
∫
R
(Q0)′′A01,0 = −
12
5
.
Using (179), (180) and (182), we have
b12,0 + 2b
1
1,0 = −
12
5
a11,0 +
1
4
p(p− 1)
∫
R
(Q0)p−2(1− 4
3
Q0)3 +
4p
9
∫
R
(Q0)p(1− 4
3
Q0)
+
1
2
∫
R
[
− a11,0(3Q0 − 2(Q0)2) + p(Q0)p−1 −
4
3
(p− 1)(Q0)p
][
− 5− 6ΛQ0 + 68
9
Q0
]
+
∫
R
(Q0)p
[
2 +
20
3
ΛQ0 − 170
27
Q0
]
+ p
∫
R
(Q0)p−1
[
2− 14
3
Q0 +
20
9
(Q0)2
]
.
A simple computation using (175) and (171) with µ˜ = 0 shows that∫
R
(3Q0 − 2(Q0)2)(−5− 6ΛQ0 + 68
9
Q0) = −59
5
.
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Thus, replacing the value of a11,0 given by (183),
b12,0 + 2b
1
1,0 = −
7
18
[ (p− 3)(2p− 1)
p+ 1
] ∫
R
(Q0)p +
4p
9
∫
R
(Q0)p(1 − 4
3
Q0)
+
1
4
p(p− 1)
∫
R
(Q0)p−2(1− 4
3
Q0)3 + p
∫
R
(Q0)p−1
[
2− 14
3
Q0 +
20
9
(Q0)2
]
+
1
2
∫
R
[
p(Q0)p−1 − 4
3
(p− 1)(Q0)p
][
− 5− 6ΛQ0 + 68
9
Q0
]
+2
∫
R
(Q0)p +
10
3
2p+ 1
p+ 1
∫
R
(Q0)p+1 − 170
27
∫
R
(Q0)p+1.
Simplifiying, we get
b12,0 + 2b
1
1,0 = −
7
18
(p− 3)(2p− 1)
p+ 1
∫
R
(Q0)p +
1
4
p(p− 1)
∫
R
(Q0)p−2 − p(p− 1
2
)
∫
R
(Q0)p−1
+(
1
6
− 13
9
p+
4
3
p2)
∫
R
(Q0)p + (−16
27
+
32
27
p+
2
3
1
p+ 1
− 16
27
p2)
∫
R
(Q0)p+1.
Using (171) with µ˜ = 0 and the fact that p ≥ 3, we finally obtain
b12,0 + 2b
1
1,0 =
[
− 7
18
(p− 3)(2p− 1)
p+ 1
+
1
36
p
(2p− 1)(2p− 3)
p− 2 −
1
3
p(p− 1
2
)
(2p− 1)
p− 1 +
+(
1
6
− 13
9
p+
4
3
p2) +
3p
1 + 2p
(−16
27
+
32
27
p+
2
3
1
p+ 1
− 16
27
p2)
] ∫
R
(Q0)p
= − (p− 3)(2p− 1)(24− 23p+ 3p
2 + 2p3)
36(p2 − 1)(p− 2)
∫
R
(Q0)p.
Let us define, for p real, f(p) := 24− 23p+ 3p2 + 2p3. Then we have
f(p) ≥ 36 for all p ≥ 3. (186)
It is clear that this last affirmation allows us to conclude the proof. Let us prove (186). Note that
f(3) = 36 and f ′(p) is given by f ′(p) = 6p2 + 6p− 23 > 0 for all p ≥ 3. This implies (186). The
proof is complete. 
Remark B.3. First of all, note that in the above expression we recover the integrability condition
of the Gardner equation (p = 3). Furthermore, note that this term is divergent when we formally
take the limit p ↓ 2 and the equation approaches the integrable case. This can be explained by
the higher regularity needed in our results (f ∈ C4 for m = 2), to justify the asymptotics. Indeed,
from (52) and (143) we need at least f ∈ C3(R), and f(s) := s2 + εsp is not C3 at zero as p ↓ 2,
p > 2. In addition, the terms in (52), (53)
1
2
(f ′′(Q)− 2)′, 1
2
(f ′′(Q)− 2),
vanish in the integrable casem = p = 2. For the computation in the quadratic case, see Proposition
2.1 and Lemma 3.1 in [24].
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