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Abstract
Information and Imowledge are among the major resources in chemical process 
enteiprise. Effective Imowledge sharing and decision coordination are important to 
collaborative product development and integrated manufacturing. The integration of 
Imowledge management in chemical process industry can provide the enterprise an 
environment for Imowledge sharing and coordinate decision-maldng, it can also help the 
enterprise to realize the best value of its Imowledge assets and make businesses more 
competitive and profitable.
In this work, an Ontology-based Imowledge management system is proposed for 
Imowledge integration and decision support in chemical process industry. Information 
technology, artificial intelligence and chemical engineering domain technology are 
integrated into a unified system to support Imowledge integration, cooperate 
manufacturing, enterprise management and information serwice in chemical process 
industry. The system in&astructure includes Ontologies, Imowledge repository, 
information retrieving agent, Imowledge discovery tools and user interface.
Ontology plays an important role in the knowledge management system for knowledge 
integration, knowledge sharing and reuse. Ontology classifies the knowledge base, 
integrates sources of Imowledge into the Imowledge repository, supervise database and 
user interface construction, and severs as a backbone of the knowledge management 
system development. A flexible and systematic approach for orrtology development and 
implementation is established in this work to support ontology creation and application in 
the Imowledge management system.
Knowledge retrieving services are developed in the knowledge management system to 
extract information and knowledge from various data sources. Information retrieving 
agents retrieve information from the Imowledge repository according to the user’s 
requirement, and provide cleaned information through information filtering. Ontology-
based information retrieving approach is utilized in this work. Data mining technique is 
applied to exti'act the implicit and potentially useful information, and also predict tr ends 
by mining the historic data.
Knowledge management in chemical process industry consists of a set of practices aimed 
at monitoring the process operation and providing decision support for the engineers and 
managers. However, curTently available computer-aided systems for chemical process 
engineering are normally isolated, which make it difficult for data and information 
exchange and decision support. Multi-agent system is utilized in this work to coordinate 
these tasks and incorporate the disparate infomiation resources. Process simulation, rule- 
base decision support, artificial intelligence such as artificial neural network (ANN) are 
integrated in this system for process analysis, data processing, process monitoring and 
diagnosis, process performance prediction and operation suggestion.
A multi-agent system developed on the basis of JADE (Java Agent DEvelopment 
Framework) is integrated in the Imowledge management system, in which software 
agents are designed to perform the tasks of process monitoring, process performance 
prediction, manufacturing management and information service. With a common 
communication language and shared ontologies, agents can communicate and cooperate 
with each other to exchange and share information, and achieve timely decisions in 
dealing with various enterprise scenarios.
The implementation of Imowledge management system will provide well-organized 
information for technical monitoring in chemical process industry, and enable the 
Imowledge integration and sharing among researchers, engineers and managers. The 
application of the Imowledge management system in chemical process industry can also 
help the engineers to coordinate in manufacturing execution, and provide decision 
support based on up-to-date information and Imowledge.
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Chapter 1 Introduction
Chapter 1 Introduction
Knowledge Is power. Knowledge gives us the power to grow, to better 
ourselves, and to succeed in our endeavors. In the business world, 
knowledge is power as well. Knowledge is what enables businesses to 
grow and to succeed (Gallagher Financial System, Inc., 2000).
1.1 Chemical Industries in the knowledge economies
The world is entering a new period. In this Imowledge society, the success of enterprise 
depends on infonnation, knowledge and intelligence (Feigenbaum and McCorduck, 
1983), and the power lies in the ability to obtain data, information and Imowledge, and 
their accessibility in fast, powerful ways to anybody who wants it such as engineers, 
manager and policymaker. Accordingly, knowledge management has become a critical 
success factor in the enteiprises, and it is closely intertwined with the business, 
professional and management activities (Wigg, 1997).
With Imowledge being a major driving force behind the economics and resource- 
independent areas of growth, effective Imowledge sharing and decision coordination are 
vital to collaborative product development and integrated manufacturing. The 
development of information technology such as the Internet and Intranet has made it 
possible to break the geographical baniers and put people together to achieve the 
common goals (Aguine, Brena, Cantu, 2001). This makes the sharing of knowledge 
becomes possible, and it will lead to the global, networked and knowledge-intensive 
economy.
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Chemical industiy is increasingly becoming a knowledge-based community that is 
connected to manufacture and customers for sharing Imowledge, reducing administrative 
costs and improving the quality of service. During the last decade advanced application 
of computer-based techniques such as expert systems, artificial intelligence and 
Imowledge base management systems have been developed to solve the chemical 
engineering problems.
The utilization of knowledge-based technology in chemical industry takes the advantage 
of developing collaborative infi'astructures to accelerate development of integrated 
strategic and operational decision-making to optimize enterprise-wide operation, 
manufacturing, supply chain and customer engagement. Chemical industry has 
experienced increased profitability due to the application of the Imowledge-based 
technology.
1.2 Knowledge engineering technology
As knowledge is one of the most crucial factors for enterprises, the competency of 
enterprises depends on the ability to effectively integrate and sharing knowledge 
within and across the organizations. Knowledge management is emerging as the new 
discipline that provides the mechanisms for systematically managing the knowledge 
that evolves with the enterprise (Abdullah, et ah 2002).
Knowledge management attempts to identify and capture knowledge, to promote the 
sharing of knowledge between individuals, to leverage existing knowledge in the 
creation of new knowledge, and to use knowledge to define and improve business 
practices. Knowledge management has been viewed as a strategically important 
means for enterprises to manage their intellectual assets and gain competitive 
advantage (Wiig, 1997; Hendriks and Virens, 1999).
Knowledge management has attracted the interest of many organizations, companies, 
government, and academicians (O'Leary, 1998b; Wiig, 1993). During the last two 
decades, Imowledge management has often been associated with computers and
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information systems. The wide range of technologies developed in artificial 
intelligence research has the potential to support knowledge-based system 
development across many disciplines. Technologies, tools and protocols developed 
for the World Wide Web make it possible to provide knowledge acquisition, 
representation and inference systems internationally to anyone with access to the 
Internet. Such knowledge-based technologies integrate with other applications to 
provide a distributed knowledge medium that supports the knowledge processes of 
professional communities.
Knowledge management is a key competitive factor for an organization's survival, 
and the power resides in sharing knowledge rather than in the knowledge in its own 
(Wiig, 1999a,b). Knowledge management and knowledge management systems enable 
businesses to put their Imowledge assets to work as efficiently and cost-effectively as 
possible (Wiig, 1997) and put forth for efficiently gathering, evaluating, structuring, and 
distributing intellectual capital of the enterprise (Aguin e, Brena, Cantu, 2001).
The application of knowledge management technology can make a company more 
agile and able to respond to changes in the industry. The sharing of knowledge 
between knowledge workers will increase the performance of the enterprise, and the 
implementation of knowledge assets in the company’s information technology 
infrastructure maximizes return on investment, which contribute to make businesses 
more competitive and profitable.
1.3 Knowledge management in chemical industry
Chemical industry can be viewed as an organization consists of the activities in 
material purchasing, manufacturing and product distribution, etc. Energy flow, mass 
flow and information flow are the main elements in the manufacturing and business 
process.
Effective mass and energy integration will provide opportunities for reasonable mass and 
energy distribution and utilization within the chemical process and accordingly improve
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process efficiency (El-Halwagi, 1998; Gao, Shi, Yao, 2001). On the other hand, 
effective information and knowledge integration and sharing will provide advantages 
in collaborative product development and decision coordination. The integiation of 
information resource and knowledge becomes increasingly important due to the 
increasing business competition, it was seen as a major factor for business success in 
chemical industry.
Chemical engineers and managers have to deal with vast amount of data in production 
planning, maintenance scheduling and process operation. They are facing continuously 
growing amounts of data and information including process flowsheets, process 
descriptions, equipment specifications, experimental data, mathematical models, 
simulation results, cost calculations, safety reports, etc. The information is created, used 
and stored in different and often very specialized software systems. Integrating and 
sharing of these distribute, different format of infonnation resource becomes a critical 
problem. And turning these data and information into Imowledge that can help the 
engineers to make better decision-making is another challenge.
Knowledge management can provide integrated solution for a significant 
improvement of the work processes in chemical industry. Knowledge management 
emphasizes the creation, capturing, organization, sharing and application of Imowledge 
in all the enteiprise's plans, operations and activities to have the best possible Imowledge 
available at each point of action. Knowledge management can support enterprise-level 
management of specific intellectual assets such as operational and management practices, 
technologies, organizational anangements, and other knowledge assets. Incoiporating 
knowledge management practices in chemical industry will bring great potential in 
the improvement of business performance.
1.4 Motivation of this work
Owing to the vital role that Imowledge plays in Imowledge-based products development, 
chemical industry should take knowledge management as a strategy for the business
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development. However, to bring knowledge management into the business practice, a 
systematic methodology for knowledge management is required. This work is carried 
out on the basis of EU funded Information Society Technology project IST-2001- 
33174 h-TechSight (Kokossis, et al. 2002), which is intend to establish a systemic 
framework for Imowledge management in chemical industry, and put emphasis on the 
technologies involved in the knowledge management system development that will 
enable knowledge integration and sharing, coordinate manufacturing execution and 
decision-making support.
In this work, a knowledge management system framework is proposed to integrate 
chemical engineering domain technology, artificial intelligence and information 
technology into a unified environment to support Imowledge integiation and utilization, 
process operation, enterprise management and information service. The knowledge 
management system is aimed provide an open and extensible environment to 
facilitate the exchange of information between tools and applications, and support the 
collaboration in the business process. The system utilizes state-of-the art techniques 
to provide an integrated platform, standard vocabulary, and communication ability 
between legacy systems and applications.
The development of the integrated, open enviromnent for knowledge management, 
requires common, consistent understanding of the domain. Ontology technique 
supports the integiation of Imowledge sources and facilitates the common understanding 
of the task for communication and collaboration between knowledge workers. Ontology 
has been applied in this work to obtain a better understanding of the domain, and provide 
integi'ated architecture for system development.
Effective information retrieving has become an essential element of the competitive 
capability of companies within knowledge-intensive industiies. Better information 
retiieving means better decision-making. Information retrieving and Imowledge 
discovery techniques are utilized in the knowledge management system for knowledge 
delivery and discovery from the knowledge asset. Information retrieving is to retrieve
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infomiation from the knowledge repository according to the users requirement and 
provides cleaned information through information filtering. Data mining extracts the 
implicit and potentially useful infonnation, and also predicts tiends by mining the 
historic data. Artificial intelligence and machine-learning techniques are applied on the 
Imowledge repository to induce new knowledge fiom these repositories.
Due to the distributed nature of the data in the chemical industiy, the complexity of the 
software solution, the requirement to maintain independence between the enteiprise 
entities, and to communicate and coordinate in order to achieve common goals, software 
agents have been proposed to have the potential to assist in a wide range of activities in 
the engineering environments. Software agents can help people better cope with the 
increasing volume and complexity of infonnation and computing resources. They can 
maintain the autonomy of the collaborating participants, integrate disparate operating 
environments, coordinate distributed data in different departments within the enteiprise, 
and other organizations involved in the manufacturing process.
Multi-agent system is utilized in this work to integrate diversity and heterogeneity of 
infonnation sources, cooperate the distinct but complementary tasks, and facilitate the 
interoperation of software or application programs. Multi-agent system which is intended 
to function in distributed systems, will enable us extend our application in an open, 
distributed environment. Knowledge integration and sharing, coordinate 
manufacturing can be achieved through agent collaborating in the multi-agent system.
1.5 Structure of the thesis
In this work we propose an ontology-based knowledge management system for 
knowledge integration in chemical process enterprise. The main content of this work 
includes knowledge management system establishment, information modeling, 
knowledge retrieving service, and multi-agent system design and application. The 
thesis is organized as follows:
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Chapter 2 gives the background introduction of knowledge management and 
Imowledge management system. Knowledge management process, and the 
application of knowledge management in chemical industry will be provided.
Chapter 3 presents the framework of the ontology-based knowledge management 
system. System architecture, key components and support techniques will be 
discussed.
Chapter 4 introduces the role of ontology in knowledge modeling and integration. 
Ontology development tools, language and methodology will be discussed. Ontology 
creation, processing and application in the knowledge management system will be 
illustrated.
Chapter 5 discusses information retrieving and knowledge discovery technique. 
Knowledge retrieval in the knowledge management system is demonstrated through a 
web-based Imowledge portal.
Chapter 6 presents the application of agent techniques for knowledge management 
activities. Multi-agent system architecture, system design and implementation will be 
addressed. Application of the multi-agent system is demonstrated through some 
example scenarios.
Chapter 7 provides the concluding remarks. Result from this work and future research 
perspective will be discussed.
Chapter 2 State-of-the art in knowledge management
Chapter 2 State-of-the Art in Knowledge Management
2.1 Background of knowledge management
2.1.1 History of Imowledge management
From an evolutionary perspective, we can see the process that has led to today's 
importance of Imowledge management (Treacy and Wiersema, 1993). The historic 
developments can be portiayed by the following stages of dominant economic 
activities: Agrarian economies-^ Natural Resource Economies-^ Industrial
Revolution—> Product Revolution—> Information Revolution-^ Knowledge Revolution.
The world has increased its reliance on laiowledge by observing how the economic 
focus has shifted over time. Early on, the focus was on concerns with how to make the 
most products with limited resources. Later, the focus shifted to maldng clever 
products. Presently, advanced organizations focus on creating ingenious solutions and 
developing broad relationships to make customers succeed in their business (Wigg, 
1997).
Explicit and systematic management of Imowledge has emerged naturally as a result of 
several developments (Tuomi, 2002). After WW II, socioeconomic and business 
environments led to changes in the demand for Imowledge-based products and seivices. 
In the late 1950s, emergence of information technology led to the first steps to 
automating intelligent behavior in artificial intelligence. In the 1960s our understanding 
of business operations, in the forms of operations research and management sciences, 
strategic planning, and applied cybernetics and systems thinking became better 
established. This allowed us to think of business processes and their interactions, 
internal operations, and dynamic characteristics in a new way. Our understanding of
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how people think and reason has also gradually improved over the years but was 
brought foiward by cognitive sciences work in the 1970s and subsequent years. Our 
understanding of Icnowledge-based organizational behaviors such as individual and 
group decision-making were elucidated in the 1980s (Barclay and MuiTay,1997).
The present emphasis on knowledge management has resulted naturally from the 
economic, industrial and cultural developments that have taken place. This notion is 
based on the new emphasis and explicit dependence on adding competitive value to 
products and seivices by application of direct or embedded human expertise- 
Imowledge. This is a considerable change from providing value by relying on natural 
resources or operational efficiency, as was the case in previous eras.
2.1.2 What is laiowledge?
It is generally agreed that data, information and laiowledge exist within any enterprise. 
Here we discuss the definition of knowledge and explain how it differs from data and 
infomiation, all of which are essential components of laiowledge management.
Knowledge can be viewed as part of the hierarchy made up of data, infoimation and 
laiowledge (Bock, 1998).
Data are any facts, numbers or text that can be processed by a computer, they are mostly 
structured, factual, and numeric (Chen, 2001). Data can form the basis of laiowledge, 
as they are gathered, analyzed, and synthesized by individuals within an organization. 
They often exist as business transactions in database management systems (DBMS) 
such as Oracle, DB2, and MS SQL.
Today, organizations are accumulating vast and growing amounts of data in different 
formats and different databases. This includes:
• Operational or transactional data such as, sales, cost, inventory, and accounting;
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• Non-operational data, such as forecast data, and macro economic data;
• Meta data, data about the data itself, such as logical database design or data 
dictionary definitions
Information is formatted, filtered and summarized data. When data are combined with 
interprétation and meaning, information emerges. The patterns, associations, or 
relationships among all this data can provide information. Information results fiom the 
collection and communication of ideas and experiences, and it is usually codified into 
documents, e-mail, and other forms of communication, which can be easily shared 
between individuals. It is explicit precisely because it has been written down in some 
format, and it is useful because it can be stored and reused to avoid the duplication of 
work and the repetition of mistakes.
Information became a hot item for businesses in the 1990s, especially after the Internet 
explosion and the successes of many search engines. Web pages and email are good 
examples of information that often exists in search engines, groupware, and document 
management systems.
Knowledge is information with guidance for action. Information becomes laiowledge 
when it combined with action and application. Information can be converted into 
laiowledge about historical patterns and future trends. Knowledge is inferential, 
abstract, and is needed to support business decisions. Knowledge exists in forms such as 
instincts, ideas, rules, and procedures that guide actions and decisions.
The concept of laiowledge has become prevalent in many disciplines and business 
practices. For example, information scientists consider taxonomies, subject headings, 
and classification schemes as representations of laiowledge. Artificial intelligence 
researchers have long been seeldng such ways to represent human laiowledge as 
semantic nets, logic, production systems, and fiâmes. Consulting firms have also been
10
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actively promoting practices and methodologies to capture corporate laiowledge assets 
and organizational memory.
The significant difference between information and laiowledge is that laiowledge is the 
capability to act (Liebowitz, 2001). Knowledge transcends both data and information in 
that it comprises ideas, experiences and insights themselves. ICnowledge also represents 
the intelligence that individuals apply to data and information to draw conclusions and 
to make decisions.
2.1.3 Where is Imowledge?
Knowledge can be classified into two main categories: explicit laiowledge and tacit 
laiowledge. Explicit laiowledge can be defined as things that are clearly stated or 
defined, it is the laiowledge that can be seen, shared and communicated with others. 
Tacit laiowledge can be defined as things that are not expressed openly, but implied, it 
is the laiowledge that embedded in a person’s memory, which is difficult to extract and 
share with others. (Bloodgood and Salisbury, 2001; Herschel, et al 2001; Abdullah, et 
a l 2002).
Explicit laiowledge can be the business plan, sales records, product design, marketing 
reports and so on. They can be in electronic or paper form, or they can exist as diagrams 
(Newman and Conrad, 2000). Explicit knowledge can be managed more easily because 
it exists in a tangible form such as: files, documents, manuals, handbooks and so on. 
Tacit knowledge can also be managed if it can be converted into explicit knowledge 
(Maiwick, 2001).
Knowledge artifacts come in a variety of forms, including documents, files, papers, 
conversations, pictures, thoughts, software, databases, e-mail messages, data sets, etc. 
that can be used to represent meaning and understanding (Abdullah, et a l 2002). 
Knowledge artifacts form the linkages between the activities and events that comprise 
laiowledge flows. Knowledge artifacts differ from one another in their form of
11
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codification, the way in which they are rendered, their degi ee of abstraction and their 
ability to enable actions and decisions.
Knowledge assets are the laiowledge regarding markets, products, technologies and 
organizations, that a business owns and which enable its business processes to generate 
profits, add value, etc. The repositories of knowledge can be classified into structured 
repositories and unstructured repositories. Structured repositories are databases, expert 
systems, etc. They are characterized by their search ability such as indexes, keywords, 
controlled vocabulary and so on. In most organizations, unstructured repositories 
include project reports and other sources which are not organized by indexing. These 
two types of repositories are for explicit knowledge. There's also tacit knowledge, 
which is resides in the people’s head.
2.2 Knowledge management
Knowledge management is an emerging discipline that attempts to identify and capture 
knowledge, to promote the sharing of knowledge between individuals, to leverage 
existing knowledge in the creation of new laiowledge, and to use knowledge to define 
and improve business practices (Domingue and Motta, 1999; Gallagher Financial 
System, Inc., 2000 ).
Knowledge management seeks to improve the performance of individuals and 
organizations by maintaining and leveraging the value of knowledge assets. It is based 
on the belief that significant organizational productivity improvements can be achieved 
through retaining and reusing knowledge across the organization.
Knowledge management is the process of creating value firom an organization's 
intangible assets (Liebowitz and Beckman, 1998; Liebowitz, 1999). It deals with how 
best to leverage knowledge internally in the organization and externally to the 
customers and stakeholders.
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Knowledge management provides a methodology for the organizations to create, 
capture, disseminate, utilize and reuse knowledge to achieve organizational objectives. 
It is the system and managerial approach to collect, process and organize enteiprise- 
specific laiowledge assets for business functions and decisions.
Knowledge management incorporates and enhances many other business disciplines, 
and combines various concepts from numerous disciplines, including organizational 
behavior, human resources management, artificial intelligence, information technology, 
and so on (Liebowitz, 2001). The focus is how best to share knowledge to create value 
added benefits to the organization.
Knowledge management is not a new practice, but an integiating practice (Newman and 
Conrad, 2000). It offers a fiamework for balancing the myiiad of technologies and 
approaches that provide value, tying them together into a seamless whole. It helps 
analysts and designers better address the interests of stakeholders across interrelated 
knowledge flows and enables individuals, systems and organizations to exhibit truly 
intelligent behavior in multiple contexts.
2.3 Knowledge management system
Knowledge management system (KMS) is the software fiamework that provides 
laiowledge processing functions, and it is intended to assist those who desire to 
formulate and retiieve knowledge for different applications.
A laiowledge managemen system is an integrated multifunctional system that can 
support all main knowledge management and laiowledge processing activities, such as 
capturing, organising, classifying and understanding, finding and retiieving as well as 
application and sharing laiowledge (Bose, 2003). Knowledge management system is to 
effect the management of knowledge and is manifested in a variety of implementations 
including document repositories, expertise databases, discussion lists and context-
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specific retrieval systems incorporating collaborative filtering (Davenport and Prusak, 
2000; Hahn and Subramani, 2000).
Knowledge management system is a significant emerging approach for the development 
of a software systems that contilbiite to laiowledge management practices which 
attempt to codify and extract laiowledge using automated, algorithmic, and data-driven 
techniques. An integrated laiowledge management system should provide as much 
functionality as possible within cun'ent IT constraints.
Knowledge management system interacts with the organization’s systems to facilitate 
all aspects of knowledge processing. It provide the function for managing knowledge, 
helping organizations in problem-solving activities and facilitating the making of 
decisions. Such systems have been used in the areas of medicine, engineering, product 
design, finance, construction and so on (Hendriks and Virens, 1999; Davenport and 
Prusak, 2000; Tiwana and Ramesh, 2001; Chau, 2002).
Knowledge management and laiowledge management systems enable businesses to put 
their knowledge assets to work as efficiently and cost-effectively as possible (Wiig, 
1997), and put forth for efficiently gathering, evaluating, stiucturing and distributing 
intellectual capital of the enterprise (Skandia, 1996; Aguirre, et a l 2001).
2.4 Benefits of knowledge management
Systematic management of knowledge is important in the cunent economic reality 
where knowledge is a competitive factor for individuals, coiporations and nations. This 
reality is the driving force behind broad adoption and continued development of 
powerful methods and tools to manage laiowledge.
If knowledge is power, knowledge management is the best means of tapping into that 
power. Knowledge management and laiowledge management systems enable 
businesses to put their knowledge assets to work as efficiently and cost-effectively as
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possible. Knowledge is the major factor for businesses to suiwive, and only through the 
cultivation, dissemination, and effective use of that laiowledge can businesses thrive.
Moreover, in accordance to ‘knowledge is power’, there is an extension of this concept - 
-‘sharing laiowledge is power’ (Wigg, 1999a,b; Liebowitz, 2001). Enterprise has 
recognized that their competitive advantage is intellectual capital in the organization 
(Skandia, 1996). If there is a way to harness, capture, secure and share this laiowledge 
among the employees and customers, then tremendous synergies could result.
Overall, the potential benefits of adopting laiowledge management in the enteiprise 
stiategy lies in the following aspects:
• The implementation of laiowledge management makes the enterprise act as 
intelligently as possible.
• The proper use of knowledge management techniques makes a company more 
agile and able to respond to changes quickly.
• The sharing of knowledge between laiowledge workers increases enterprise 
performance, and reduces the amount of tiaining that is required for new 
employees (Gallagher Financial System, Inc., 2000).
• The adopting laiowledge management can retain expertise of personnel.
• Effective knowledge management can increase customer satisfaction, 
improving profits or increasing revenues.
• Application of laiowledge management can make enteiprise to secure its 
viability and success, and to realize the best value of its knowledge assets.
• Knowledge management can maximize the enterprise's laiowledge-related 
effectiveness and returns fi’om its laiowledge assets, to create and derive value
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from knowledge assets. These efforts will lead to critical success from the 
competitive knowledge assets and their effective utilization.
• The implementation of knowledge assets in the company’s information 
technology infrastructure maximizes return on investment.
All of these factors contribute to render businesses more competitive and profitable.
2.5 Knowledge management processes
An organization’s knowledge is its professional intellect that can be shared and 
communicated. The knowledge may be explicit, in a structured form that is suitable for 
easy storage and processing, or it may be tacit, in the non-structured form that needs to 
be structured before it is used for storage and processing. Knowledge management 
includes concerted, coordinated and deliberate efforts to manage the organization’s 
knowledge through the processes of creating, structuring, disseminating and applying it 
to enhance organizational performance and create value.
The knowledge management process is shown in Figure 2.1. The entire process of 
knowledge management include 1) knowledge creation and capturing; 2) knowledge 
organization, storage and classification; 3) knowledge distribution and 4) knowledge
Knowledge
Application
Knowledge
Distribution
Knowledge
Organization/
Storage
Knowledge
creation/
Acquisition
Figure 2.1 Knowledge management process
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application (Staab, et a l 2001; Bose, 2003; 3*^  ^ Millennium, Inc, 2003). A brief 
description of each stage is provided below:
■ ICnowledge Creation
The raw material for laiowledge creation is data and information. Knowledge can be 
created from several sources and methods such as research and design, organizational 
learning outcomes, lessons-leamed analysis and innovation. However, laiowledge 
resulting from the interpretation of information may remain tacit. Knowledge 
management process cannot proceed unless tacit is transformed into explicit laiowledge. 
Such ti'ansfomiation is achieved when tacit laiowledge is identified, rendering it 
explicit.
Once rendered explicit, knowledge must be captured, or recorded in a structured and 
consistent manner so that it may be used for specific purposes. Structure and 
consistency minimize biases and heterogeneities that can potentially hinder the analysis 
and exploitation of this laiowledge. Enterprise laiowledge management system allows 
for the systematic capture and dissemination of some of the valuable knowledge 
generated in a given organization. This comprises activities associated with laiowledge 
development, discovery and the entry of new laiowledge into the system.
■ Knowledge Structuring and Storage
Captured laiowledge is often stored in knowledge repositories. Knowledge repositories 
serve multiple purposes. They provide durable storage of the laiowledge and implement 
functions that provide access to the laiowledge. Knowledge repositories always provide 
a sti'ucture for the content they contain. Normally the organization of the infoimation 
depends upon the type of laiowledge itself. However, laiowledge type is not the only 
classification framework, organization of information may also correspond to models of 
the underlying science.
17
Chapter 2 State-of-the art in knowledge management
The mechanisms employed for classifying laiowledge in a repository depend in large 
part on the structure of the repository. The classification of the laiowledge is usually 
performed as it is loaded into the repository. Consequently, the classification of the 
laiowledge is the same as the model for the repository.
The laiowledge structuring process includes defining, categorizing, indexing, storing, 
and linking digital objects such as documents to knowledge units. Mapping the existing 
and available laiowledge in terms of its context, relevance, and locations helps in the 
classification of the laiowledge into taxonomies.
Devising a classification system is the key to building laiowledge taxonomies. The 
classification system groups similar documents together and fits them into topical 
categories. To truly add value to knowledge spread across the enterprise, organizations 
should provide multiple ways to categorize it. This allows knowledge management 
system users to slice through the laiowledge using the method best suited for their 
specific problem.
■ Knowledge Distributing
Knowledge management strives at disseminating laiowledge to the people who need it. 
There are two main mechanisms for disseminating knowledge: distribute and access. In 
order to distribute laiowledge most effectively, criteria for who should get what 
laiowledge must be established. A common means of implementing knowledge 
distribution is through alerts. Knowledge users register their interests and receive newly 
captured laiowledge that matches the conditions for tiiggering the alerts. The 
knowledge distiibuting process involves laiowledge sharing and collaboration. This 
refers to activities associated with the flow of laiowledge from one party to another. To 
support the collaborative task, there needs to be open, flexible and reactive 
communication mechanisms to distiibute laiowledge.
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Search functions provide users with the means of actively accessing the available 
knowledge. Knowledge retrieving activity can be executed when a knowledge worker 
seeks pieces of laiowledge that are required to perform one's tasks, it includes searching 
and retrieving relevant content and presenting to users on the basis of their needs and 
interests. Searching consist of a set of criteria defined by a user that can be matched to 
the content of the repository. Knowledge that matches the criteria can be provided to the 
requesting user after it is filtered according to relevant access control rules. Normally, a 
laiowledge retrieving activity is based on one or more keywords. In a rapidly changing 
environment, keyword-based laiowledge retrieving can not satisfy all the requirements. 
The dynamic nature of such an environment requires content-based, context-based 
knowledge retrieving.
■ lOiowledge Application
Knowledge extracted from a repository is valuable only if it can be applied to solve a 
problem. The laiowledge application process involves applying knowledge in support of 
decisions, actions, problem-solving for improving productivity, establishing 
communities of interest, automating routine work such as workflow, providing job aids. 
This includes the activities and events connected with the application of knowledge to 
business processes.
The application of laiowledge may be considered the end point of the laiowledge 
management process, however it is also its starting point. The application of laiowledge 
often results in the creation of new knowledge. As people find value in interacting with 
and applying laiowledge they extract from repositories, in combination with laiowledge 
from other sources, they are likely to feed their discoveries into the knowledge 
management process. Such feedback loop ensures that the process is sustained.
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2.6 Disciplines involved in knowledge management
Knowledge management has attracted researchers from many disciplines including 
computer science, information systems and sciences, management science and social 
sciences to research issues related to content creation, information management, 
knowledge exti*action, and organizational adoption of different technologies and 
practices. As a result, laiowledge management has been enriched with ideas, 
methodologies, approaches and technologies from such diverse sources.
Knowledge management draws from a wide range of overlapped disciplines and 
technologies, which includes data warehousing, e-portals, search engines, groupware, 
workflow, content management, data mining, agents, etc..
* Relational and object databases. Relational databases are cunently used 
primarily as tools for managing structured data, and object-oriented databases 
are considered more appropriate for complex data with internal structural.
Intemet/Inti'anet, e-portals. The development of the Internet and Intianet has 
efficiently broken down communication baniers that prevent organizations fr om 
reaping the benefits brought by active knowledge management, sharing and 
collaboration, e-portals are used to create enterprise information systems, 
provide access to applications and electronic resoui'ce distribution for the global 
enterprise, offering business process integration. Generally, they comprise web- 
based systems accessed by users and are accessible from anywhere through the 
Internet. Typically portals also include a search capability and a generic 
mechanism for adding content.
Search engines. Search engines deal with text-based web content. Internet users 
are increasingly using search engines to find specific information. Search 
engines rely on text indexing and retrieval technologies as those adopted in 
document management systems.
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Agents. Agents are relatively independent pieces of software interacting with 
each other through message-based communication. Agents are now being 
recognized as a requirement for business organizations requiring more flexible 
and dynamic access to heterogeneous, distributed information sources.
Knowledge discovery/Data mining. Data mining and text mining are two of the 
most relevant sub-fields within knowledge management. Data mining performs 
various statistical and arlifrcial intelligence analyses on structured data sets. Text 
mining performs various searching functions, linguistic analysis, and 
categorizations.
Groupware. A computer-supported collaborative environment to support the 
task of organizational Icnowledge management in larowledge sharing and 
collaboration. Groupware facilitates decision-making processes by providing 
means to share information and to collaborate. Groupware provides 
communication and collaboration mechanisms in research and design 
environments where face-to-face conversation is difficult or expensive.
Content management. Content management provides directory and indexing 
capabilities to automatically manage the knowledge residing in laiowledge 
repository. Content management using meta-laiowledge such as taxonomies, 
laiowledge map, or ontology to define types of knowledge, to integrate 
enterprise knowledge and corresponding laiowledge discovery.
Expert systems and laiowledge-based management systems. The increasing 
processing power resulted in extensive interest in expert systems and 
laiowledge-based technology. Expert systems were marketed as solutions to 
alleviate the problems of organizational downsizing, retirement of experts, and 
loss of critical competencies, they can be used in solving engineering problems 
that depend heavily on experts’ experience (Rao, Sun, Feng, 2000).
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• Artificial intelligence. Research in artificial intelligence was focused on 
automated processing of laiowledge. The increasing capability to store 
infomiation made knowledge discovery an attractive and challenging task 
through the application of artificial intelligence.
• Decision support systems. Decision support systems are designed to provide 
managers with the right information at the right time to enable them to make 
better decisions. Decision support systems have brought together the fields of 
cognitive sciences, management sciences, computer sciences, operations 
research, and systems engineering in order to produce both computerized 
artifacts for helping knowledge workers in their performance of cognitive tasks, 
and to integrate such artifacts within the decision-making processes of modem 
organizations. A wide range of technologies such as rule-based or machine 
learning engines can be applied for decision support.
2.7 Application of knowledge management in chemical industry
The chemical industiy is increasingly becoming a laiowledge-based community that is 
connected to manufactures and customers for sharing laiowledge, reducing 
administrative costs and improving the quality of service. During the last decade 
advanced application of computer-based techniques such as expert systems, artificial 
intelligence and knowledge base management systems have been developed to solve 
chemical engineering problems. Chemical industry has experienced increased 
profitability due to the application of information technology.
Information technology supported development in chemical industry includes data 
measurement, infonnation gathering, data/information transfer, data analysis, 
infonnation management, etc. All these put together contribute to cost effective 
knowledge management in the process industry in the way of increased production, 
lower energy requirements and less capital investment. The developments in the real
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time data generation, process optimization and control system also contributes to 
achieve better knowledge management in chemical industries.
2.7.1 Data, information and knowledge in chemical industry
In general there are two types of information being managed in the information system, 
which are plant information and the business information. Plant information refers to 
the information originated from plant operation system, while business information 
resident in business management process (Datta, 2003).
In the chemical plant, data, information and knowledge can be viewed to comprise four 
different levels. They are broadly divided as operation level, technical & service 
engineering level, plant executive level and business executive level. Figure 2.2 
illustrates the data, information and knowledge transferring process in chemical 
industry.
The raw data generated from operator level are processed and analysised by engineers 
to derive information for process operation. Plant executives further analyze and
Decisions
- t -
Knowledge
Information
Data
Figure 2.2 Information flow in the chemical plant
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interpret the data/information using application software available at this level and 
generate decision support for plant operation stiategy. This is modified by the business 
executive depending on the market scenario such as product demand, strategic 
requirements and other coiporate considerations. Decision-making can then be taken at 
business executive level.
The integration of plant operation with the business function requires the connection of 
a number of hardware and software systems which includes business information 
management, technical information management, electronic document management, 
plant maintenance, supply chain management, etc. Knowledge management system is to 
collect and store the data fiom various plant and business units and work up the data to 
the level of information and Icnowledge as the requirement of each group, to ensure 
profitability, safe operation and sustained growth of the enteiprise.
2.7.2 Data analysis and Icnowledge management
In large-scale production environment, the rapid transfer of reliable, quality-related data 
throughout an organization facilitates earlier and better decisions. Gathering raw data 
and refining these into information can help to make strategic business decisions, and 
the organization may benefit by bringing products to market faster, maintaining 
competitive and achieving a higher return on investment.
Managing engineering data is key to improvement of process perfonnance. The most 
effective use of the collected data can be obtained by appropriate data-warehousing and 
data mining technology. Artificial intelligent technique such as neural networks can be 
developed to exti'act information from the historic data, and to develop inferential 
process models that can help to adjust the manipulative variables to maintain desired 
process conditions. These can prove invaluable for improving manufacturing efficiency 
and quality control, as well as for accelerating product development. In addition, 
modem analysis tools can be used to constmct models for optimization to provide 
reduced waste, higher product yields, and faster scale-up of production.
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The development and management of knowledge is a particularly high-profile issue for 
making data and the derived Icnowledge readily available to managers and decision­
makers in the organization. Within the manufacturing environment, knowledge 
management has a more immediate benefit.
Knowledge management can provide integrated solutions for plant and enterprise-wide 
monitoring and management (Thurston, 2004). Validated analytical information is 
directly and immediately available to the systems and managers involved in the 
manufacturing process, resulting in better control of process plant operations, reduced 
product loss, and improved productivity. As raw data are transmitted to the information 
management system, plant engineers can analyze and track data trends and make 
decisions based on data fiom different locations throughout the production process. 
CoiTclations can be drawn between operational parameters in the process and the 
quality contiol data, enabling plant engineers to make adjustments to parameters before 
they have a chance to impact product quality.
2.7.3 The challenging tasks
The success of enteiprise depends critically on the collection, analysis and seamless 
exchange and utilization of information and Icnowledge within and across the 
organizational boundaries. However, data/information collection in a process plant 
covers process units, utility units, offsite facilities, laboratory, management and sales 
departments, etc. The challenge is to provide effective communication among the 
enterprise’s many different systems throughout the enteiprise processes from material 
delivery through production and distribution. This requires a comprehensive system that 
facilitates the collection of infonnation from different area across the plant and seamless 
integration between the various plant functional groups, to achieve decision 
coordination and collaborative product development.
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In order to achieve synergy in the enterprise, reaching new level of collaboration, 
consistency, efficiency and productivity, the development of laiowledge management 
system requires:
• integrated system infrastructure,
• common understanding knowledge model,
• effective knowledge discovery and delivery tools,
• convenient communication mechanism between system and groups.
First of all, there needs to be an infrastructure within the organization that is actively 
capturing and validating the laiowledge and then analyzing and disseminating them to 
appropriate individuals in the organization. A well-designed laiowledge management 
infrastructure is needed by an organization to facilitate the creation and management of 
business laiowledge that would help improve production efficiency, greater customer 
intimacy, and flexible adaptation to market changes. In this work, a ontology-based 
knowledge management system is developed to integrate chemical engineering domain 
technology, artificial intelligent and information technology into a unified environment 
to enable knowledge sharing within the enterprise, coordinate operation and 
manufacturing through advanced information management, and to provide decision­
making support for the engineers in chemical industry.
Knowledge modeling is an important aspect in the process of building laiowledge 
management systems for laiowledge integration, reuse and sharing. Knowledge 
modeling contributes to understand and integiate the sources of laiowledge, standardize 
the inputs and outputs, and the flow of laiowledge (Davenport and Prusak, 2000). With 
the modeling approach, systems development can be more efficient through the reuse of 
the existing models in different areas of the same domain (Studer, et al. 1998).
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Ontologies have been shown to be the right answer to laiowledge structuring and 
modeling by providing a formal conceptualization of a particular domain (Ehrig, 2003), 
it has been widely used in the integration of knowledge bases as a meta-level 
description of laiowledge presentation (Guarino, 1997; Neniati, 2002).
Ontology has been used in this work to obtain a better understanding of the domain 
of chemical engineering through the investigation and development of information 
models. These models build the basis for the integration of tools into an open 
environment and the development of numerous computer aided support 
functionalities.
Intelligent information system is intended to cany out the tasks of data collection, 
tiansfer, analysis and implementation of decisions. Effective information retrieval has 
become an essential element in the infonnation system development to provide the 
competitive capability of companies within laiowledge-intensive industries. Better 
information retrieval means better decision-making. Information retrieving and 
knowledge discovery can help in knowledge delivery and discovery from the 
knowledge asset. Artificial intelligence and machine-learning techniques can be applied 
on the laiowledge repository to induce new laiowledge from these repositories.
Software agents have the potential to assist in a wide range of activities in the 
engineering environments. They can maintain the autonomy of the collaborating 
participants, integrate disparate operating environments, coordinate distributed data in 
different departments within the enteiprise, and other organizations involved in the 
manufacturing process.
Multi-agent systems which offer a modular architecture that allows for the distiibution 
of the intelligence is appropriate to deal with diversity and heterogeneity of infomiation 
sources, distinct but complementary tasks. Multi-agent system will enable us extend our 
application in an open, distribute environment, and provide flexible and dynamic access 
to heterogeneous, distributed information sources. The cooperation and coordination
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feature between agents in the multi-agent system will provide convenience for the 
knowledge management system development with the requirement of information 
integration and coordinate manufacturing.
This work highlights the application of state-of-the-art technologies for laiowledge 
management in the chemical industiy for the purpose of laiowledge integration, sharing, 
and collaborate manufacturing execution. In the next chapter we present a systematic 
framework of the knowledge management system that brings together the key 
components on laiowledge management. The major techniques and their 
implementation in knowledge management system will be discussed in the following 
chapters.
28
Chapter 3 Design o f  ontology-based knowledge management system
Chapter 3 Design of Ontology-based Knowledge 
Management System
3.1 Introduction
Infoimation and Icnowledge are among the major resources in chemical process 
enteiprise. Effective Icnowledge sharing and decision coordination are vital to 
collaborative product development and integrated manufacturing. In order to help the 
enterprise to realize the best value of its knowledge assets and make businesses more 
competitive and profitable, a knowledge management system framework is needed 
to integrate various tools and methods for knowledge management practice.
Several Icnowledge management fiameworks have been reported in the literature that 
characterize the strategic view of knowledge management, these models provide a high 
level view of the activities that should be part of Icnowledge management. However, 
they fall short of incoiporating necessary processes, tools and techniques.
This research work attempts to integiate relevant enabling technologies into an 
environment that would support organizational Icnowledge utilization, sharing and 
management. Moreover, the systematic approach for knowledge management system 
development is investigated to help integrate manufacturing process in a common 
technical architecture, and to provide a decision support infrastructure for engineers and 
managers.
An ontology-based Icnowledge management system for knowledge integiation in 
chemical industry is proposed in this work. Information technology, artificial 
intelligence and chemical engineering domain technology are integrated in this 
knowledge management system. Ontology plays an important role in the Icnowledge
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management system for laiowledge integiation, laiowledge sharing and reuse, and it 
severs as a backbone of the knowledge management system development. In this 
chapter, we first discuss the support technology for such a laiowledge management 
system establishment. System architecture, building blocks, and techniques integrated in 
this system will be then discussed in the following sections.
3.2 Technologies support for establishing a knowledge management 
system
A repertoire of methods, techniques and tools are required to support laiowledge 
management system development. These technologies include information technology, 
artificial intelligence, modeling language and domain technology. This section discusses 
a selection of those techniques that play crucial roles in facilitating communication and 
collaboration among knowledge workers in an organization.
3.2.1 IT Support for laiowledge management
The development of computer technology and communication networks has enabled 
organizations to acquire and retain their distributed organizational structures. Using a 
computer network, geographically distributed people with common goals can 
communicate, coordinate, and collaborate their work efforts across time and space 
barriers. The company’s infomiation technology infrastructure provides the ideal place 
to adopt laiowledge management practices. A laiowledge management system built on 
the network-based IT infrastructure will provide access to shared resources across the 
network.
The recent popularity of the World Wide Web has provided a tremendous opportunity 
to expedite the dispersion of various knowledge creation/diffusion infiastructures. As 
the Web enables organizations to create a larowledge repository and to extend the scope 
of collaboration in an easy and cost-effective manner, it creates the possibility of 
developing global collaborative laiowledge management platforms. Internet standards
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are increasingly seen as the means to provide an open infrastructure to integrate various 
software elements.
Meanwhile, the intranet with its potential to host a common pool of Icnowledge is 
rapidly emerging as the primary focus for Icnowledge management initiatives. The 
intranet's ability to provide a single set of web-based access standards makes it feasible 
to provide enterprise wide access to information. Early implementations of intranets 
have been developed as a web publishing and subscription platform for posting and 
accessing corporate information. Many organizations are now seeking to exploit its 
connectivity for running more sophisticated collaborative Icnowledge management 
processes.
Online communities are also ways of sharing and distributing Icnowledge. Knowledge is 
distributed via the web to members of these online communities. Members of these 
communities can share their experiences, thoughts, information, questions/answers, and 
Icnowledge over the web.
3.2.2 Knowledge modeling
Enterprises are realizing the importance of making maximum use of the Icnowledge. 
This larowledge resides in many different places such as: databases, knowledge bases, 
filing cabinets and peoples' heads, and are distributed across the enterprise. Sometime 
one part of an enterprise repeats work of another part simply because it is impossible to 
keep track and make use of Icnowledge in other parts. Enterprises need to know:
• what their knowledge assets are
• how to manage and make use of these assets to get maximum retuni
There are many problems associated with identifying these Icnowledge assets and being 
able to use them and marrage them in an efficient and cost-effective manner. Enterprises 
need to:
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• have an enterprise-wide vocabulary to ensure that the laiowledge is correctly 
understood;
• be able to identify, model and explicitly represent their laiowledge;
• share and reuse their larowledge among different applications for various types 
of users, including the sharing of existing larowledge sources and also future 
ones.
In order to represent laiowledge in the laiowledge repositories, a larowledge taxonomy 
and laiowledge mapping are typically constructed for ser*ving as the frameworks on 
which to build these larowledge repositories. The larowledge management field can 
apply these techniques to help codify the larowledge in the laiowledge management 
systems.
Knowledge modeling techniques can support larowledge management by providing the 
standard vocabulary that will enable the laiowledge to be understood by human as well 
as the applications, and support the integration of the enterprise knowledge and 
standardize workflow. Knowledge modeling is also an important aspect in the process 
of building larowledge management systems. Knowledge modeling contributes to 
understand and integrate the sources of knowledge, standardize the inputs and outputs, 
and the flow of larowledge (Davenport and Prusak, 2000). With the modeling approach, 
systems development can be more efficient through the reuse of the existing models in 
different areas of the same domain (Studer, et al. 1998).
Ontologies have been shown to be the right answer to larowledge structuring and 
modeling by providing a formal conceptualization of a particular domain (Ehrig, 2003), 
it has been widely used in the integration of larowledge bases as a meta-level 
description of larowledge presentation (Guarino, 1998; Neniati, 2002).
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Ontology provides a standard vocabulary, a shared and common understanding of a 
domain that can be communicated between people, unambiguously interpreted by 
software, and be reused and shared across applications and groups. Ontology has been 
considered as an adequate methodology to support the variety activities of Icnowledge 
management such as knowledge storing, searching, communication and sharing in 
Icnowledge management systems (O'Leary, 1998a). The establishment of ontology is 
usually the starting point for laiowledge management system development,
3.2.3 Data mining
One of the important areas of Icnowledge management is Icnowledge capture and 
representation (Hüttenegger, 2003). Data mining approaches could be used to 
inductively detemiine relationships and trends in these Icnowledge repositories for 
creating new Icnowledge. This is already being done effectively in the marketing and 
finance fields.
Data mining (also called Icnowledge discovery) is a process that uses a variety of data 
analysis tools to discover patterns and relationships in data that may be used to make 
valid predictions (Frawley, Piatetsky-Shapiro, Matheus, 1992). It helps to convert data 
and information into Icnowledge by the extraction of hidden predictive infomiation from 
databases. The discovered knowledge is typically represented as a model of the 
semantic structure of the dataset, where the model may be used on new data for 
prediction or classification.
Data mining has emerged over the past decade as an effective business tool for decision 
support. Many disciplines have contributed to data mining including database 
management systems, statistical analysis, machine learning, neural networks, etc.
Data mining can be further classified into data mining and text mining. Data mining, 
which is better Icnown within the IT community, perfoims various statistical and 
artificial intelligence analyses on structured and numeric data sets. Text mining
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performs various searching functions, linguistic analysis, and categorizations. Both data 
mining and text mining adopt significant analytical methods and their results are often 
highly visual and graphical, which is well suited for human decision-making.
Data mining provides great potential to help companies focus on the most important 
infoimation in their data warehouses. Applying data mining technology can generate 
new business opportunities by providing prediction of trends and behaviors, automates 
the process of finding predictive infoimation in large databases, discovery of previously 
unknown patterns, it will also allow businesses to make proactive, laiowledge-driven 
decisions.
3.2.4 Agent techniques
Knowledge management and multi-agent system technology are two disciplines that 
share in common the fact of having integrated concepts and techniques from various 
disciplines, which include management science, computer science and artificial 
intelligence (Aguirre, Brena, Cantu, 2001). Multi-agent system technology has been 
applied in the area of knowledge-based systems, automated reasoning, cooperative 
problem solving, rational decision-maldng, etc.
Knowledge distribution, one of the basic functions of laiowledge management, involves 
sending laiowledge internally and externally to those who could benefit from the use 
and application of the laiowledge. Typically, there is an infrasti'ucture within the 
organization whose responsibility is to disseminate the laiowledge to the relevant 
individuals or gioups. Instead of simply having a passive distribution mode where it is 
up to the individual workers to access the organization's laiowledge repository, it may 
be preferable to have a laiowledge management service in charge of analyzing the 
laiowledge and distiibuting it to employees, management, customers, and stakeholders.
A natural approach for knowledge distribution is the application of intelligent agents as 
their naturally distributed nature (Sycara, 1998; Weiss, 1999; Wooldridge and Jennings,
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1995). Agent is a computational long-lived process acting on behalf of a user in a 
specific environment. Multi-agent systems work through the interaction with other 
agents, cooperating or competing to achieve their goals. The importance of automated 
intelligent agents in the organizations comes from their natural distribution, their ability 
to pre-process information for users, their continuous presence and availability and the 
interactions with other agents and users.
Intelligent agents can be used to help in the search, retrieval and delivery of Icnowledge 
in the Icnowledge management systems (Bradshaw, et al 1998). They can be applied to 
analyze the Icnowledge from various resources and to disseminate appropriate 
summaries or individual pieces of information and Icnowledge to those who should best 
make use of it. Agents can also be used to help in combining knowledge that would 
ultimately lead to the creation of new Icnowledge.
3.3 Ontology-based Icnowledge management system
In this work, we propose an ontology-based Icnowledge management system for 
knowledge integration, sharing and utilization. The system is designed to capture 
Icnowledge from individuals as well as the organizations in the enteiprise, preseiwe 
intellectual assets, standardize work processes across the organization and deliver up-to- 
date Icnowledge to the user. The architecture of the knowledge management system is 
shown in Figure 3.1.
The knowledge management system comprises a number of integrated components that 
have complementary roles. The major components are ontologies, Icnowledge 
repository, information retiieving agents, Icnowledge discovery tools and user interface. 
Ontology-based knowledge management system uses ontologies for integration, 
accessing and representing Icnowledge sources. The function of this system is discussed 
in the following:
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Figure 3.1 Knowledge management system architecture
3.3.1 Knowledge repository
Knowledge repository is a foundation building block for a knowledge management 
system. Knowledge repository integrates diverse information sources throughout the 
organization. It incorporates all relevant information, allows data, information and 
knowledge to be accessed, and functions as an information storage and catalogue. 
Normally knowledge repository consists of databases, knowledge base, and file system.
Knowledge management in chemical industry consists of a set of practices aimed at 
monitoring process operation and providing decision support for the engineers and 
managers. System knowledge bases comprise the information and knowledge from 
different department of the enterprise, which includes expert knowledge, technical
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resources, publications, product design, business plan, marketing reports, historic 
process operation records and so on. Databases comprise user database, skills database, 
infoiTnation database, metadata database, etc. The user database contains the basic 
information of users, such as user name, ID, password. Skills database stored expert 
information and their expertise. Information database consist of infoimation from 
various sources such as organizational infonnation, technical information, etc.
The system use database management systems (DBMS) to capture and store data, 
information and Icnowledge with predefined keywords and meta-data so that the 
contents can be accessed through database driver and user interface. By this way, the 
Icnowledge management system provides ubiquitous access to the knowledge 
repository, easy ways of inputting information and Icnowledge into the Icnowledge 
repository, and the ability to update and enrich the information automatically to keep 
the Icnowledge up-to-date.
3.3.2 Ontology
Ontology is used for Icnowledge modeling in this work. Ontology provides a shared 
vocabulary to ensure that the knowledge is correctly understood, be able to identify, 
model and explicitly represent, share and reuse among differing applications for various 
types of users. The ontology is implemented as a logical taxonomy of the knowledge 
resources, and it is available to the user via the knowledge management system.
Ontology provides an overall classification for the disparate resources that make up the 
laiowledge repository. Ontology classifies the Icnowledge base, integrates sources of 
Icnowledge into the laiowledge repository, and supeiwises database and user interface 
construction. Ontologies are used as the meta Icnowledge in the system Icnowledge base, 
they can be kept in metadata database for storage, maintenance and further application.
Ontologies are utilized in the knowledge management system to classify the domain 
knowledge, model the system information content, enteiprise structure and the tasks of
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agents and services. Domain ontology consists of the concepts, attributes and instances 
of domain knowledge. Infoimation ontology is used as a meta-model that describes 
knowledge objects and contains generic concepts and attiibutes of all information about 
the knowledge objects. Information ontology makes it clear the two important attributes 
of the information, the nature of the laiowledge and the location of the laiowledge 
underlying laiowledge management systems. Enteiprise and task ontology modeling the 
business processes, resources, capabilities, roles and authority as well as the 
communication between agents.
Ontology plays an important role in the laiowledge management system for laiowledge 
integration, sharing and reuse. Ontology helps the laiowledge manager to model the 
business processes in the organization to enhance the effectiveness of the laiowledge 
management process. System components are tied together by the ontology 
infrasti'ucture. Knowledge resources are linked, combined, and utilized by the 
application of ontology. Ontology also facilitates access and reuse of knowledge in 
laiowledge repository, and makes laiowledge retrieving services a transparent process 
for end users.
3.3.3 Information retrieving and laiowledge discovery
Knowledge management should have knowledge analysis function in their systems. 
Infonnation retiieving and laiowledge discovery help people to understand their 
laiowledge assets, enable people to find the knowledge that exists within the 
organization. These services include the search techniques based on pattern-matching 
algorithms or semantic analysis, tools for the automatic clustering or classification of 
documents, and the use of agents and other technologies to improve the delivery of 
relevant information.
Information retrieving is to retrieve infonnation from the laiowledge repository 
according to the users requirement and provides cleaned information through
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infonnation filtering. Data mining exti'acts the implicit and potentially usefiil 
infonnation, and also predicts tiends by mining the historic data.
Intelligent agents are used to retiieve information from the knowledge repository and 
access to knowledge discovery tools and applications that perform laiowledge mining, 
statistical analysis, and décision-support, etc. The system utilizes various forms of 
artificial intelligence and machine learning techniques on the laiowledge repository to 
induce new laiowledge from these repositories. This feature contributes the most toward 
turning the business knowledge into competitive advantage.
3.3.4 User interface
The laiowledge management platform provides infonnation seiwice to the users through 
user interface, to make the functions and facilities provided by the underlying layers of 
the laiowledge management system available to the users.
User interface integrates a range of information sources and established a collaborative 
environment for laiowledge workers. User interface provides a view on the organization 
of information and laiowledge in the laiowledge repository, a way to navigate around 
the network resources and an interface to update system knowledge repository.
User interface makes the infonnation retiieving and knowledge discovery service 
available to the user. It provides powerful search mechanisms and hierarchical access to 
the information using ontology, and guides the user to reach the laiowledge discovery 
tools, which is used to extiact the underlying laiowledge from the knowledge 
repository.
User interface provides a way to join in the coiporate service, it creates a shared space 
for network-based communities, where their members can exchange knowledge and 
manage common tasks and resources. Through the common interface, users can add
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new infonnation in the system to be integrated into the workflow. These make it 
possible to share Icnowledge and contribute to the coiporate work.
3,4 System implementation
The knowledge management architecture discussed above facilitates integration and 
interoperability between previously disparate knowledge repositories belonging to 
different organizational units. It would help to eliminate the traditional separations 
between different department, such as manufacturing, purchasing and marketing. The 
system can coordinate across separate environments, integrate and utilizes the 
Icnowledge resources and tools to support an efficient and unified approach to 
coordinate manufacturing.
To achieve the flexibility and openness of knowledge management fiamework for 
integrating various resources and applications, the system utilize the following 
techniques in the system implementation in supporting interoperation of recourses and 
services over infomiation networks:
■ Ontologies
The main advantage of adopting ontology-based system is that ontology provides a 
formalized, common and shared description of a domain, it describes the categories and 
concepts of knowledge required for knowledge management. Ontology is essential 
technology in Icnowledge management system for supporting data, infomiation and 
Icnowledge integration, exchange, sharing and reuse. The application of ontology in the 
Icnowledge management system will lead to effective and efficient Icnowledge 
management.
In this work, multiple Ontologies are utilized to represents a different perspective on the 
organization resources and activities, they provide the function of:
• modelling the resources
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• modelling the business processes
• modelling capabilities, roles and tasks
• modelling the communication between agents
■ Knowledge retrieving services
Knowledge retrieving seivices situated between the laiowledge base and the user 
interface, it provides functions and features that give laiowledge intensive solutions. 
Knowledge retrieving includes data extraction, linguistic analysis and laiowledge 
discovery. Information retrieval has meant a considerable emphasis on laiowledge 
retrieving. Knowledge retiieving provides easy navigation and access to coiporate 
laiowledge, providing the ability to retiieve infonnation to get the information required 
by the user. Knowledge retrieving also provides access to knowledge discovery tools 
and applications that perfoim laiowledge mining, online analysis process, statistical 
analysis, décision-support sessions, etc.
■ Knowledge portal
Knowledge portal is applied for the knowledge management to provide a way to join 
the coiporate seiwice through a web browser. The user interface fulfills the requirements 
such as seamless integration of existing and newly introduced systems and their 
functions. Internet consist of platform seiwices, network seiwices, and distiibuted object 
models, and used as a foundation for delivery of knowledge management applications. 
Knowledge portal provides open back-end integration to a range of data sources and a 
collaborative environment for laiowledge workers. Knowledge portal also provides an 
interaction with appropriate intellectual capital, applications, expertise and services for 
all people involved in the enteiprise.
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■ Agents
Agent technique is suitable for the development of an infonnation system with a 
flexible infrastructure to facilitate enterprise integration, manufacturing management, 
infomiation sharing, and decision-making support. Agent-based system is intended to 
function in networked distributed environment, where the system structure can change 
easily (Nwana, 1996; Ndumu and Nwana, 1997). Software agents can help people solve 
problems by collaborating with other software agents and other resources in the network 
(Bradshaw, et al., 1997). Specialized agents can cooperate the information resources to 
address the information processing requirements. Incorporating legacy programs into an 
agent system can also be done by building an agent wrapper around the progiam to 
enable it interoperate with other systems (Genesereth and Ketchpel, 1994).
The application of these technologies will enable the knowledge management system 
have easy ways of inputting information and laiowledge into the knowledge repository, 
automatically analyze and disseminate them through intelligent agents to appropriate 
individuals who could benefit ftoni those laiowledge, have easy ways of maintaining 
these knowledge repositories and apply knowledge discovery techniques to induce new 
laiowledge from these repositories, be able to access the knowledge management 
system in an easy and portable manner. Further discussion on the above-mentioned 
techniques and their application to perforai laiowledge management tasks will be given 
in the following chapters.
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4.1 Introduction
Knowledge management is becoming necessity for many organizations to manage their 
intellectual assets and gain competitive advantage. To maximize this advantage, 
laiowledge management needs to be available across the enterprise. In order to build 
such a laiowledge management system that can integiate various information resources 
across the organization, the information and knowledge must be identified and 
modelled.
Ontology has been considered as an adequate methodology to support the variety 
activities of laiowledge management. Ontology defines shared vocabulary for 
facilitating laiowledge storing, searching, communication and sharing in knowledge 
management systems (O'Leary, 1998a, Ehrig, et ah 2003). Ontology supports the 
integration of laiowledge sources and facilitates the common understanding of the task 
for communication and collaboration between laiowledge workers. The establishment 
of ontology is usually the starting point for laiowledge management system 
development (Li, 2003).
This chapter introduces ontology as one of the knowledge modeling techniques that are 
used for developing laiowledge management systems. Tools, language for ontology 
development as well as the development methodology are introduced. The roles that 
ontology plays in the laiowledge management system will be discussed. At the end, 
methodology for ontology creation, parsing and application will be illustrated.
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4.2 Ontology for knowledge modeling 
4.2.1Kjiowledge modeling
Integrating and sharing Icnowledge among the knowledge management system is of 
great necessity and is a crucial challenge (Cody, et ah 2002). The integiation of 
Icnowledge can bring variety of benefits. It provides common understanding of roles, 
responsibilities and methods between knowledge workers and managers, makes 
everyone have a clear understanding of how the unique work of the organization gets 
done, and how their work affects other workers and other functional gioups in the 
organization. Knowledge integration makes it easy to coordinate interdepartmental 
activities, standardize the tasks, identify and remedy operational problems (Comprose 
Inc., 2003).
Knowledge modeling is an important aspect in the process of building knowledge 
management systems for knowledge integration, reuse and sharing. Knowledge 
modeling contributes to understand and integi ate the sources of knowledge, standardize 
the inputs and outputs, and the flow of Icnowledge (Davenport and Prusak, 2000). With 
the modeling approach, systems development can be more efficient through the reuse of 
the existing models in different areas of the same domain (Studer, et al. 1998).
In the past, most laiowledge systems had to be developed fi-om scratch every time a new 
system was needed, and it could not interact with other systems in the organization. The 
paradigm shift towards a modeling strategy has resulted in reducing development costs. 
Models are used to capture the essential features of real systems by breaking them down 
into more manageable parts that are easy to understand and to manipulate. Models are 
used in systems development activities to draw the blueprints of the system and to 
facilitate communication between different people in the team at different levels of 
abstiaction. As people may have different views of the system, conceptual models can
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help them understand the working mechanisms within a loiowledge-based system in a 
unified manner.
Understanding and selecting the modeling technique that is appropriate for different 
domains of laiowledge will ensure the success of the laiowledge management system 
design. Amongst the many techniques used in knowledge modeling, the most common 
ones are the Unified Modeling Language (UML), Ontology, ConimonKADS (Wielinga, 
et al. 1997; Devedzic, 2001), and Multi-perspective modelling (Abdullah, et al. 2002). 
Ontology can be considered as an effective laiowledge modeling methodology. 
Ontologies have been shown to be the right answer to knowledge structuring and 
modeling by providing a fomial conceptualization of a particular domain (Ehrig, 2003), 
it has been widely used in the integration of laiowledge bases as a meta-level 
description of laiowledge presentation (Guarino, 1997; Nemati, 2002).
4.2.2 Ontology
Ontologies were developed in artificial intelligence to facilitate laiowledge sharing and 
reuse. In recent years, ontology became widespread in fields such as intelligent 
infoimation integration, cooperative infomiation systems, infoimation retiieval, 
electi'onic commerce and laiowledge management (Fensel, 2001c; Ding and Fensel, 
2002).
Ontology is a formal, explicit specification o f a shared conceptualization (Gmber, 
1993a).
Ontology provides a standard vocabulary, a shared and common understanding of a 
domain that can be communicated between people, unambiguously inteipreted by 
software, and be reused and shared across gioups and application systems.
Typically ontology contains a hierarchical description of important concepts in a 
domain, and describes crucial properties of each concept through an attribute-value
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mechanism. Further relations between concepts may be described through additional 
logical sentences. Ontology can also contain structures or axioms that define the 
semantics of the vocabulary tenns. These semantics can be used to infer information 
based on background knowledge of the domain and to integrate data sources from 
different domains.
Ontology is an essential backbone technology in the laiowledge management system 
because it is a formalized, common and shared description of a domain. Ontology 
describes the categories and concepts of laiowledge required for knowledge 
management, offers a terminology for the knowledge indexing and searching process 
(Stojanovic, et al. 2002), and supports data, information and laiowledge integration, 
exchange, sharing and reuse (Ton'alba-Rodriguez, et al. 2002). Ontology is also 
needed to help the agents and analysis tools to retiieve the information from various 
information resources. The application of ontology will lead to effective and efficient 
laiowledge management.
Depending on the aim and function of the ontology development, different types of 
ontologies may be identified that fulfill different roles in the laiowledge management 
system. Generally, Ontologies may fall into the following categories (Torralba- 
Rodriguez, et al. 2002; Banares-Alcantara, et al. 2003a):
• Domain Ontologies: capture the laiowledge valid for a particular type of domain (e.g. 
electronic, medical, biology domain).
• Information Ontologies: provide a vocabulary for describing the content of 
infonnation sources.
• Task Ontologies: provide terms specific for particular tasks.
• Enteiprise Ontologies: define the vocabulary for standardize the worlcflow within the 
enterprise.
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4.3 Ontology Language and Tools
In this section, we will introduce some languages and tools that provide the basic 
infrastructure of the ontology development.
4.3.1 Ontology language
Many languages have been developed for the description of ontology over the years, 
among these, RDF(s), OIL and OIL+DAML are the most popular languages for 
ontology.
■ RDF and RDF Schema (RDFs)
Resource Description Framework (RDF) is the emerging standard proposed by the 
W3C for the representation and exchange of metadata on the Semantic Web. RDF and 
RDF Schema provide a Icnowledge representation mechanism for Web resources 
(Decker, et al 1999). RDF is a mechanism to tell something about data, it is a model for 
representing data. This type of data about data is called metadata. RDF provides an 
infrasti'ucture that enables the encoding, exchange and reuse of stiuctured metadata. 
RDF specification defines a data model and syntax. The syntax is defined on top of the 
XML (Extensible Markup Language) syntax, which is a standard mechanism to 
structure data. The data model is defined in terms of resources often identified with 
URIs and literal.
RDF Schema is a simple type system for RDF. It provides a mechanism to define 
domain-specific properties and classes of resources to which you can apply those 
properties. The basis of RDFs strength as a laiowledge management tool is that it allows 
user to organize, intenelate, classify, and annotate this Icnowledge, thereby increasing 
the aggregate value of the stored data. RDF Schema provides the standard dedicated to 
the representation of ontological knowledge used in RDF statements.
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■ OIL
OIL stands for the Ontology Inference Layer. OIL is a frame-based standard proposal 
for ontology interchange language, which include the necessary core language 
primitives and provide the developers with the possibility to create their own extensions 
of the language.
OIL is the result of an initiative to integrate intuitive modeling primitives, Web- 
languages, and formal semantics into one language. OIL extends RDFS to provide a 
fully-fledged web-based ontology language. One of the central design ideas in OIL is its 
onion model (Fensel, 2001b). It offers languages of varying complexity, which allows 
applications to select the degree of complexity they require.
■ DAML + OIL
DARPA Agent Markup Language (DAML) is the leading ontology system for RDF. 
DAML incorporated useful concepts from the Ontology Inference Layer (OIL), and the 
resulting language is DAML+OIL. One of its dialects called DAML+OIL reflects a 
broad European and American consensus on modeling primitives for the semantic web 
and will be the departure point for standardization by the W3C.
DAML+OIL is currently used by the W3C Web-Ontology (WebOnt) Working Group as 
a starting point for a W3C Ontology Web Language (OWL). W3C RDFS provides
DAML+OIL
OIL (Ontology Inference Layer)
RDF (Resource Description Framework) 
& RDFS (RDF Schema)
XML (Extensible Markup Language)'
Figure 4.1 O ntology language developm ent
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primitive classification and simple rules for this, but DAML+OIL goes much further. 
DAML+OIL provides the business rules for the Semantic Web, it's much more flexible 
than most business-rules-languages in common use.
Both OIL and DAML+OIL are defined as an extension to RDFS, which makes them to 
a large extent compatible with RDFS. Their main additions to RDFS are formal 
semantics, based on Description Logic, and more advanced modeling primitives, such 
as Boolean expressions and some axioms. Figure 4.1 illustrates the development of 
Ontology language.
4.3.2 Ontology tools
Manually building ontologies is a time-consuming and cumbersome task. Ontology 
editors help laiowledge engineers to build ontologies. Ontology editors support the 
definition of concept hierarchies, attributes for concepts, and the axioms and constraints. 
CuiTently available ontology editors are OilEd, Protégé, OntoEdit, Onto Web, etc.
■ OilEd
OilEd is a simple ontology editor allowing the user to build ontologies using OIL or 
DAML+OIL. The intention behind OilEd is to provide a simple, freeware editor that 
demonstrates the use of OIL. In addition to building ontologies, OilEd allows the user to 
use the Fast Classification of Terminologies (FaCT) reasoner to check the consistency 
of ontologies, add implicit subClassOf relations, and export ontologies in a number of 
fonnats, including Ontology Interchange Language Resource Description Framework 
(OIL-RDF) and DARPA Agent Mark Up Language Resource Description Framework 
(DAML-RDF).
OilEd is not intended as a full environment for development of large-scale ontologies. It 
is designed to be the "NotePad" of ontology editiors, best suited to tasks such as
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learning to build ontologies and demonstrating how the FaCT reasoner can be used to 
check and enrich ontologies.
■ Protégé
Protégé is an ontology building tool from Stanford Medical Informatics (SMI), 
supporting ontology and knowledge acquisition for a single user. Protégé-2000 is the 
latest component-based and platform-independent generation of the Protégé toolset. 
Protégé-2000 is designed to achieve interoperability with other knowledge- 
representation systems and being an easy-to-use and configurable knowledge- 
acquisition tool.
Protégé 2000 modelling technique supports Open Knowledge Base Connectivity 
(OKBC) knowledge model and can be adapted for editing models in different Semantic 
Web languages and supports RDF (Resource Description Framework) format for saving 
files. The Protégé 2000 knowledge modelling environment is a frame-based ontology
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Figure 4.2 O ntology created with Protégé-2000
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editing tool with knowledge acquisition tools that are widely used for domain modelling 
(Grosso, Eriksson, Fergerson, 1999).
Protégé-2000 support RDF as a meta-class architecture. This enables the creation and 
editing of RDF documents in Protégé-2000. The Protégé ontology has classes, slots, 
facets and axioms. Classes are abstract representations of domain concepts. Classes in 
Protégé 2000 constitute a taxonomic hierarchy and are templates for individual instance 
frames ( Li, Philip, Noy, 2000). A sub-class can have all the instances of the class. Each 
class has an associated form and is used to get the instances of the class. Developers use 
the classes tab in Protégé-2000 to define classes and class hierarchy, slots and slot-value 
restrictions, relationships between classes and properties of these relationships. Figure
4.2 shows the ontology created with Protégé-2000.
■ OntoEdit
OntoEdit makes it possible to inspect, browse, codify and modify ontologies, and thus
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Figure 4.3 O ntology visualization using OntoEdit
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serves to support the ontology development and maintenance task. Modelling 
ontologies using OntoEdit involves modelling at a conceptual level. It is independent of 
any concrete representation language, and using GUI's representing views on 
conceptual structures (concepts, concept hierarchy, relations, axioms) rather than 
codifying conceptual structures in ASCII (Fensel, 2001a). OntoEdit can import 
ontologies written in RDF(s), DAML+ OIL language, it can also import ontology from 
database. The ontology created by OntoEdit can also be export to database, or save as 
RDF, DAML+OIL fonnat. Figure 4.3 shows the ontology visualization using OntoEdit.
■ Webonto
Webonto is a Web-based Ontology editor, which supports the joint creation of 
ontologies over the web, it is an ontology-based infonnation exchange for laiowledge 
management, it can bring together researchers and industrials coming fr om the research 
and applications.
■ Sesame
Sesame is an RDF schema-based repository and querying service, being developed by 
administrator in the frame of the On-To-Knowledge project. Sesame is a system that 
allows persistent storage of RDF data and schema information and subsequent online 
querying of that information. Sesame has been designed with scalability, portability and 
extensibility in mind.
One of the most prominent modules of Sesame is its query engine. This query engine 
supports an OQL-style query language called RQL. RQL supports querying of both 
RDF data and schema infomiation. The RQL language implemented in Sesame allows 
querying class definitions and class instances by their properties, supporting an 
extensive set of querying expressions. Ontologies and their instances are accessible in a 
uniform way by means of RQL queries.
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4.4 Ontology development methodology
Ontologies support capturing domain Icnowledge in a generic way and provide a 
commonly agreed understanding of a domain, which may be reused and shared across 
applications and groups. Ontologies typically consist of definitions of concepts, 
relations and axioms.
Ontologies development aiming at the share of Icnowledge is suggested to follow the 
design criteria of clarity, coherence, extendibility, minimal encoding bias and minimal 
ontological commitment (Gruber, 1993b, Banares-Alcantara, e ta l  2003a) .
Although there is some collective experience in developing and using ontologies, there 
are no standard methodologies for building ontologies. Methodology for introducing 
specific guidelines for developing and maintaining the respective ontology has been 
widely discussed. Special emphasis was put on a stepwise construction and evaluation 
of the ontology. Such a methodology would include a set of stages that occur when 
building ontologies, guidelines and principles to assist in the different stages, and an 
ontology life-cycle which indicates the relationships among stages. The most well 
known ontology consti'uction guidelines were developed by Gruber (Gruber 1993b), to 
encourage the development of more re-usable ontologies.
Figures 4.4 represents a life-cycle process for building ontologies. The main stages in 
ontology building life-cycle are (Gruber, 1993b; Uschold and Gruninger, 1996; Stevens 
et al, 2000):
• Identify purpose and scope. Developing a requirements specification for the 
ontology by identifying the intended scope and puipose of the ontology. A well- 
characterised requirements specification is important to the design, evaluation 
and re-use of an ontology.
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Knowledge Acquisition. The process of acquiring domain knowledge from 
which the ontology will be built.
Conceptualization. Identifying the key concepts that exist in the domain, their 
properties and the relationships that hold between them; identifying natural 
language terms to refer to such concepts, relations and attributes; and structuring 
domain knowledge into explicit conceptual models. This is the process where 
the concepts and relationships describing the domain are captured. The ontology 
is usually described using some informal terminology. Gruber suggests writing
Identify purpose 
and scope
Knowledge
acquisition
Conceptualisation
Languages^
Representation
Integrating
Encoding Development
tools
Evaluation
Figure 4.4 L ife-cycle  o f  ontology developm ent
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lists of the concepts to be contained within the ontology and exploring other 
Ontologies to re-use all or part of their conceptualizations and terminologies.
• Integrating. Use or specialise the existing ontologies.
• Encoding. Representing the conceptualization in some foimal language. A 
formalization phase to transfer the ontology into the target ontology expressed in 
formal representation languages such as RDFs, DAML+OIL, etc. The 
representation language is chosen according to the specific requirements of the 
envisaged application.
• Documentation. Documentation is important for defining the exact meaning of 
terms within the ontology. This is essential to promote the appropriate use and 
re-use of the ontology.
• Evaluation. Determining the appropriateness of the ontology for its intended 
application. The evaluation phase serves as a proof for the usefulness of 
developed ontologies and their associated software environment. Evaluation is 
done by assessing the competency of the ontology to satisfy the requirements of 
its application, including determining the consistency, completeness and 
conciseness of an ontology.
4.5 Ontology in the knowledge management system
Knowledge management is concerned with acquiring, maintaining, and accessing 
laiowledge of an organization. It aims to exploit an organization’s intellectual assets for 
greater productivity, new value, and increased competitiveness. In the ontology-based 
laiowledge management system in this work, ontology plays an important role in the 
laiowledge management system infrastructure by tying together the system components, 
links, combines, and utilizes knowledge resources, also facilitates access and reuse of
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laiowledge in laiowledge repository, and provides a starting point to manage the 
laiowledge assets.
Ontology can have impact on laiowledge management system in both system 
development and application stage. Here we discuss the specific roles ontology can play 
within a knowledge management system, from the architectural perspective as well as 
the functions that ontology plays in all aspects and components of the laiowledge 
management system.
4.5.1 Ontology for laiowledge management system development
In the process of laiowledge management system development, ontology plays an 
important role in the requirement analysis and conceptual modeling. Ontologies can 
help the designer in the task of conceptual analysis in the system development. The 
resulting conceptual model can be represented as a computer processable ontology and 
from there mapped to concrete target platforms. In this case, ontology provides a 
powerful tool that can increase the quality of the analysis process.
In the ontology-based knowledge management system, the semantic contents expressed 
by the ontology are translated into a component of the lorowledge management system. 
Ontology is also used in lorowledge management system development stage for 
information integr ation, by mapping heterogeneous information resources to a common 
top-level ontology.
The benefit of using ontology in the development process also lies in that it enables the 
developer to practice a higher level of reuse. It enables the developer to reuse and share 
application domain laiowledge using a common vocabulary across heterogeneous 
software platforms. It also enables the developer to concentr ate on the structure of the 
domain and the task at hand rather than being bothered too much by implementation 
details.
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In addition, in the ontology-based knowledge management system development, 
ontology not only can be used to build a new laiowledge management system, it can 
also be used for knowledge management system re-engineering, in order to increase 
reuse and maintainability. In this way the software investments done in the past can be 
protected and leveraged.
4.5.2 Ontology in laiowledge management system implementation
The major components in the ontology-based laiowledge management system 
comprised of Ontology, knowledge repository, laiowledge retrieving services, which 
includes infonnation retrieving agents and knowledge discovery tools, and user 
interfaces. Ontology is an important component in the ontology-based laiowledge 
management system. The other components are integiated through ontology to 
accomplish a concrete purpose. Each of these components can use ontology in its own 
specific way. In the following, we discus the specific role an ontology can play in each 
of these components.
■ Ontology in knowledge repository
Ontology provides an overall classification for the disparate resources that make up the 
laiowledge repository. The availability of explicit ontology for infonnation resources is 
at the core of information integration. In the system application, there are many ways 
ontology and databases can cooperate. In fact, ontology can be compared with the 
schema component of a database. The most obvious use of ontology is in connection 
with the database component.
■ Ontology in the user interface
User interface integrates a range of information sources and established a collaborative 
environment for knowledge workers. The role of ontology within the user interface is to 
connect with the user interface component, and also serve as a laiowledge map in the
57
Chapter 4 Ontologies
user interface to provide explicit structure of the underlying knowledge resources. 
Ontology allow itself to be queried and browsed by the user. So the user is aware of the 
ontology, and uses it as part of his normal use of the laiowledge management. In this 
way, the user can browse the ontology in order to better understand the vocabulary used 
by the knowledge system, be able to formulate queries at the desired level of specificity.
■ Ontology for laiowledge retrieving
Ontology makes laiowledge retrieving services a transparent process. Ontology-based 
laiowledge retrieving can increase the quality of responses since they aim to capture 
within computer systems some part of the semantics of concepts, which allowing for 
better information retrieving. In the infonnation retiieval application, ontologies are 
used to guide the search so that the system may return more relevant results. Ontology- 
driven information retiieving will allow the information retiieving system a better 
representation of the concepts being searched and thus make possible an improvement 
of its performance.
■ Ontology in the multi-agent system
An important reason for using ontology in the multi-agent system is enabling the 
communication between software agents. Software agents are communicating with each 
other via messages that contain expressions formulated in terms of ontology. In order 
for a software agent to understand the meaning of these expressions, the agent needs 
access to the ontology they commit to. Ontology can also define the tasks that each 
agent is response for, and how they cooperate to achieve the common goal.
4.6 Ontology development and application
4.6.1 Ontology creation
Ontology is the major concern for the performance of laiowledge management system. 
Usually the establishment of ontology is the first step before engaging in laiowledge
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management activities. Multiple ontologies including chemical engineering domain 
ontology, information ontology and task ontology are utilized in this laiowledge 
management system (Kokossis, Linke, Gao, 2002).
Domain ontology classified the domain knowledge, it defines concepts, relations, 
properties in the application domain, and provides shared vocabulary and the common 
understanding of the domain. Chemical engineering domain ontology consists of 
technology ontology, industiy sector ontology, employment ontology, and process- 
oriented ontology (Kourakis, et al. 2004), Figure 4.5 shows part of the domain ontology 
for chemical industry.
Information ontology integrates all the information sources in the laiowledge repository. 
Information ontology can be used for information classification, storing and retrieving. 
It defines types of knowledge, provides directory and indexing capabilities to manage 
the knowledge residing in system laiowledge base, file systems and web pages.
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Figure 4.5 Top level concepts of 
chemical engineering ontology
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Enteiprise ontology can be developed to support the modeling of enteiprise 
organizations and business process management. Enteiprise ontology integrates the 
enteiprise into a unite system, which includes management, engineering, manufacturing, 
finance, marketing, customer seivice, etc., it presents organizational structure and 
standardizes information and knowledge exchange between different departments in the 
enterprise.
Task ontology defines the business processes and the tasks to be perfonned. It 
standardizes the workflow, the inputs and outputs, the function of the agents that is 
responsible for cany out the task, and the flow of laiowledge between the agents. Task 
ontology can also defines the roles played by different agents when performing a task 
and the language for agent communication.
4.6.2 Ontology application
In order to use ontology in different aspects of the laiowledge manage system, a 
systematic approach for ontology development and application is established in this 
work.
In this methodology. Ontology editors are used to support the definition of concept 
hierarchies, attributes, relations, axioms and constraints. OntoEdit is utilized as an 
ontology editor for building, maintaining and utilizing ontology in this work.
Resource Description Framework (RDF) is used to represent the ontology to describe 
application-specific attiibutes and their coiTesponding semantics, such as class 
hierarchies, domains and ranges of properties. The ontology edited by OntoEdit is 
exported to RDF files.
RDF parser is developed to parse the RDF file to various application of ontology in the 
laiowledge management system. The RDF parser utilized a set of Java classes to parse 
RDF documents into the three-tiiples of the corresponding RDF data model. The
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ontology in RDF format can be parsed and stored in the in relational database as meta­
knowledge. This meta-knowledge is used as database schema in database construction, 
and supervises the information storage in the database. MS SQL Server is used as 
database server in this work. Ontology can also be parsed as knowledge map in the user 
interface to provide easy navigation and access to the knowledge resources. The 
knowledge map can be generated by retrieving ontology from database or RDF file and 
represent the ontology on the web pages using Java Script, ASP or Java Servlet. In this 
way, users are offered to browse or search for information in the available of knowledge 
maps. Figure 4.6 illustrates the ontology creation and application process.
Ontology 
in RDF fileOntologyEditor RDF Parser
Ontology storage 
and maintenanceOntologyapplication
Figure 4.6 Ontology creation and utilization
The ontology implementation process discussed above is flexible and applicable to 
other domain for ontology creation and application. In this work, the application of this 
methodology is demonstrate in the following four aspects:
• Ontology-database mapping
• Ontology represented as knowledge map
• Ontology-driven information retrieving
• Ontology represents the tasks of agents in the multi-agent system
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Figure 4,7 Ontology created in OntoEdit
Examples for ontology-database mapping and ontology serves as knowledge map is 
given as Figure 4.7 -  Figure 4.10. Ontology driven information retrieving and ontology 
application in multi-agent system will be discussed in the next two chapters.
In the ontology-database mapping application, ontology is created in the OntoEdit 
(Figure 4.7) and export to RDFs format. RDF Parser parses this RDFs file and writes 
this ontology in the database as a mete-data for information classification and storage. 
Figure 4.8 gives part of the Java program for mapping the RDFs classes in to the 
database. Figure 4.9 shows the ontology stored in the database table.
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package rdfpaser;
import rdfsearch.onto.*; 
import java.util.Vector; 
importjava.sql.*;
public class DBSet { 
private static int id; 
public static Connection con; 
public static Statement stmt;
public DBSetO { 
tliis.id =  1;
}
public static void DBConn(){
try {
CIass.forName("com.microsoft.jdbc.sqlserver.SQLServerDriver"); 
con =  DriverManager.getConnection("jdbc:microsoft:sqlserver://prise- 
seiv'V'sa'V'pOiseseOv");
stmt =  con.createStatementO; 
stmt.execute("USE ChemSight3");
} //end try
catch (ClassNotFoundException cnfe) {
System.out.println(cnfe);
}
catch (SQLException sqle) {
System.out.println(sqle);
}}
public static void nextStep(RDFClass rdfclass, int num) {
Iterator it == rdfclass.getAllChildrenQ; 
while(it.hasNextO) {
RDFClass rdf =  (RDFClass)it.next(); 
id =  id + 1;
System.out.printIn(id +" - "+ idf.getNameQ +" - "+ num);
DBInput( id, rdf.getName(), num); 
if(rdf.get number_of_children() != 0) 
nextStep(rdf, id);
} //end wliileO
}
public static void OntoSet(RDFClass rdfclass) {
RDFClass c =  rdfclass;
System. out .printing d +" - "+ p.getNameQ +" - 0");
DBInput( id, c.getName(), 0); 
nextStep(c, 1);
}
Figure 4.8 to be continued
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public static void DBInput(int i, String Name, int num){ 
String input = "Insert into htblChemCategory" +
"(intCategorylD, strName, intParentID)"+ 
"values( '"+i+'",'"+Name+"', num+"')";
try{
stmt.executeUpdate(input);
}
catch(Exception e){ 
System.out.println("java.sql.SQLException"+e);
}
}}
Figure 4.8 Java class for writing ontology from RDFs into Database
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Ontology can be parsed to serve as knowledge map in two ways. One is to parse 
ontology from RDFs file, and mapped into database as the above-motioned method, 
then retrieve the ontology from database using Java or ASP, to represent the ontology 
on the web. The other way is to use Java class to parse the ontology from RDF and 
represent it on the web using Java Servlet. Figure 4.10 illustrates the application of 
information ontology in the web-based user interface.
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Chapter 5 Information Retrieving and Knowledge 
Discovery
5.1 Introduction
The last few years have seen a dramatic increase in the generation of information. 
Meanwhile, the development of the World Wide Web (Web) has provided a tremendous 
opportunity to expedite the dispersion of various knowledge creation-diffusion 
infrastructures. The Web enables organizations to create a laiowledge repository and to 
extend the scope of collaboration in an easy and cost-effective way, and it creates the 
possibility of developing collaborative knowledge management platforms.
The result of this evolution makes the extraction of laiowledge from information 
become a critical factor for business. Effective laiowledge retrieval is an essential 
element for the competitive capability of companies within loiowledge-intensive 
industries. Better information retrieving means better decision-making, the central role 
that information plays in decision-making requires high quality of the retrieved 
information, which will help the industry to identify business opportunities and 
enhanced problem solving capability.
Information retrieving and knowledge discovery are among the many techniques for 
knowledge retrieving to exact, deliver and discover the knowledge from the laiowledge 
asset. In this chapter, the techniques for laiowledge retrieving will be introduced. 
Ontology based information retrieving and the application of data mining techniques in 
chemical industr y will be discussed. The integrated application of these techniques will 
be demonstrate through an example knowledge porlal.
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5.2 Information retrieving
Infoniiation retrieving includes information retrieving from Database, document 
management system and the World Wide Web. Information retrieving from Database is 
straightforward with the application of ODBC/JDBC and Structural Query Language 
(SQL). Content management has been used in categorization/indexing of documents 
and other source of data. Compare to information stored in database and document 
management system, information retrieving from the Internet is a challenging task for 
its dynamic nature. In this section, we mainly discussed the information retrieving from 
the Internet.
5.2.1 The World Wide Web
The Web is a client-server system on the Internet that links computers worldwide. 
Web technology is based on the use of hyperlinks to allow users to move within a 
document or to other documents. Web documents are mostly coded using Hypertext 
Markup Language (HTML) (Gaines and Shaw, 1996) and Extensible Markup 
Language (XML).
Web content has become the fastest growing information asset, and significantly 
expanded the types, availability, and volume of data available to an information 
management system. The web provide us an effective information resources in that:
• It allows access to networked, widely distributed information resources;
• It provides a uniform interface to multi-media resources including text, 
images, sound, video, and so on;
• It is hypertext based, making it possible to link documents together in novel 
or interesting ways.
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The web has rapidly imposed itself as a new medium for interconnecting people 
throughout the world. It has been used in a variety of applications to provide 
platform-independent access to relevant information, through a friendly user 
interface. The ability to instantly communicate and exchange information through 
the Internet has eliminated distances between people.
Web-based technologies also hold great potential for enabling the rapid 
dissemination of information and facilitating distributed decision-making. In fact, 
the web and its associated technologies have become a platform for the integration 
of different applications, and deploying them through the Internet using a graphical 
user interface (GUI).
5.2.2 Information retrieving from the Web
Internet has caused a vast change both in the information availability and in the number 
of the information sources (Fensel, et ah 1998). This evolution offers great promise for 
obtaining and sharing diverse information conveniently. However, the multitude, 
diversity and dynamic nature of on-line information sources make information 
retrieving from Internet a difficult task. The most challenges to effective information 
retrieving lies in:
• Web page complexity far exceeds the complexity of any traditional text document 
collection. The Web functions as a huge digital library, the pages themselves lack a 
uniform structure and contain far more authoring style and content variations than the 
traditional text-based documents. Moreover, the tremendous number of documents in 
this digital library have not been indexed, which makes searching the contained data 
extremely difficult.
• The Web constitutes a highly dynamic information source. Not only does the Web 
continue to grow rapidly, the information it holds also receives constant updates. 
Linkage information and access records also updates frequently.
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• Only a small portion of the Web’s pages contain truly relevant or useful information.
CuiTent techniques for information retrieving from Internet includes indexing and 
search engine.
■ Indexing
Indexing is one of the most important tools for information retrieving using a collection 
of terms with pointers to places where information about document can be found 
(Gudivada, et ah 1997). Indexing builds a data structure that will allow quick searching 
of the text. Most indexing techniques are based on the tr aditional inverted index or the 
vector space model developed by Gerald Salton (Salton, 1989). The vector space model 
creates a weighted keyword score representing the relationship between a user query 
and web pages.
There are several new approaches to indexing documents on the web, such as intelligent 
or agent-based indexing, metadata or RDF, and annotation-based indexing (Kobayashi 
and Takeda, 2000). Among these, metadata is the promising new approaches to 
indexing such as the summaries of web page content or sites that are placed in the page 
for the purpose of aiding automatic indexers.
In the context of web pages on the internet, the term metadata usually refers to an 
invisible file attached to a web page which facilities collection of information by 
automatic indexers, the file is invisible in the sense that it has no effect on the visual 
appearance of the page when viewed using standard web browser. An element of 
metadata describes an information resource or helps to provide access to an information 
resource. The W3 Consortium proposed RDF (Resource Description Framework) to be 
used as the metadata coding scheme for web documents.
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■ Search engines
Given the enormous volume of Web pages in existence, Internet users are increasingly 
using search engines to find specific information (Kobayashi and Takeda, 2000). Search 
engines deal with text-based web content, and rely on text indexing and retrieval 
technologies as those adopted in document management systems. Recently, search 
engines have evolved significantly in spidering, ranking, and database capabilities.
Most search engines provide a quality ranking for each web page retrieved. The Page 
Rank algorithm adopted in Google is a good example of a link analysis technique that is 
based on a random-walk algorithm within link information to selectively collect high- 
quality web pages.
However the cunent generation of search engine normally has slow speed of retrieval, 
communication delays and poor quality of retrieved results such as irrelevant and 
broken links. Search engine content and indexes are often out of date. In addition, the 
amount of content collected fr om Internet sources could be overwhelming.
In many cases there may be too many relevant pages, a web user would tend to be more 
concerned about retrieving and being able to identify only very highly valuable pages. 
Kleinberg recognizes the importance of finding the most information rich, or authority 
pages (Kobayashi and Takeda, 2000). Hub pages, pages which have linlcs to many 
authority pages are also recognized as being very valuable.
One of the keys to become a popular and successful search engine lies in the 
development of new algorithms specially designed for fast and accurate retrieval of 
valuable information, the speed of retrieval, presentation formats of the retrieval results, 
and quality of retrieved information.
Web browsers are the common vehicles for accessing search engines. Some newer 
search-engine based companies have evolved into e-portals that aim to ser*ve the
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infoimation needs of a corporate Intranet. Both internal content and external resources 
such as industry reports, marketing intelligence in various formats can be captured in 
such systems.
5.2.3 Developing trends for information retrieving from the Internet
For the Web to reach its full potential, we must improve its services, make it more 
comprehensible, and increase its usability. The following technology can help us 
improve the service of information retrieving;
■ Developing semantic web
The current web infrastructure is based on the hypertext syntax and structure. The 
HTML hyperlinks do not suggest any semantic or meaningful relationships between 
web pages. We only Icnow that two hyperlinked pages have some sort of relationship. 
How to represent semantics on the web and to create a semantic meaningful 
interconnected web objects and content is a challenging research topic.
The Semantic Web is an extension of the cunent web in which information is given 
well-defined meaning, better enabling computers and people to work in cooperation. 
The semantic web provides a common framework that allows data to be shared and 
reused across application, enterprise, and community boundaries. It is a collaborative 
effort led by W3C with participation from a large number of researchers and industrial 
partners. It is based on the Resource Description Framework (RDF), which integrates a 
variety of applications using XML for syntax and URIs for naming.
The explicit representation of the semantics underlying data, programs, pages, and other 
web resources, will enable a loiowledge-based web that provides a qualitatively new 
level of service. Automated services will improve in their capacity to assist humans in 
achieving their goals by “understanding” more of the content on the web and thus 
provide more accurate filtering, categorization, and search of information sources.
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Semantic web technology is still in its early stage. The focus is on building its basic and 
mostly static infrastructure. The next step will be to realize active components on top 
that make use of this infrastructure to provide intelligent services to human user for 
information searching, extracting, maintaining and automatic document generation.
■ Meta search
The current search engines suffer from the disadvantage that their coverage is partial. 
Etzioni suggested to use a meta search engine (Etzioni, 1996). This search engine works 
not by directly maintaining a database of pages, but by querying a number of search 
engines in parallel. The results from these search engines can then be collated and 
presented to the user.
The concept of meta searching was shown to be very powerful. A search agent could 
connect to multiple search engines, databases and collect comprehensive and timely 
infoimation. Such infoimation can then be loaded into a user’s own computer to allow 
him to perform a more detailed analysis.
■ Internet agent
While the Web allows various kinds of knowledge to be created and disseminated 
across time and space barriers, it does not support the processes of using and updating 
the knowledge in a timely manner. In order to realize the potential of the Internet, and 
overcome the limitations discussed above, it has been argued that we need tools that 
(Durfee and Rosenschein, 1994):
• give a single coherent view of distributed, heterogeneous infoimation resources;
• able to overcome the infoimation overload problem;
• scalable, distiibuted, and modular;
• support the expected growth of the Internet and the Web;
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• adaptive and self-optimization, to ensure that seivices are flexible and efficient.
Many researchers have argued that intelligent agent technology can provides such kind 
of innovative systems and techniques (Bryson, et a l 2002). The modular design of the 
agent allows users to switch among the representations of different domain-specific 
hierarchies depending on the goals of the search. The use of intelligent agents has also 
been suggested as a promising solution for assisting and facilitating the processes of 
using and updating the knowledge in a timely manner.
5.3 Ontology-based information retrieving
In this work, we utilize an ontology-based infoimation retiieving approach for the 
information retrieving from Internet. Ontology is served as knowledge map in the 
laiowledge management system. Internet information retiieving agent is developed to 
retrieve infoimation fi'om collective web sites.
5.3.1 Ontology-driven Information retrieving
As the conventional keyword-based search engines have infoimation overloading 
problem, and a search can miss many highly related pages that do not explicitly contain 
the posed keywords. Incorporating data semantics could substantially enhance the 
quality of keyword-based searches.
However, the way of creating subject hierarchies or knowledge maps based on human 
efforts (such as the Yahoo’s directory stmcture) is not practical or scalable. The existing 
amount of business infoimation, the speed of future information acquisition activities, 
and the amount of human effort involved make the manual approach obsolete. A 
dynamic, customizable analysis component based on text mining techniques can help 
alleviate such a search bottleneck.
The use of ontology-based information retrieving promises to address this issue since it 
attempts to replicate the level of quality of human-based representation of infoimation
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and concepts while still being able to handle vast amounts of data. Implementing an 
Ontology-based approach to information retrieving offers multiple benefits. Using 
ontologies, semantic annotations will allow structural and semantic definitions of 
documents providing completely new possibilities such as intelligent search with 
ontology mappings instead of keyword matching. Ontology-based approaches also 
helps to increase the quality of responses since they aim to capture within computer 
systems some part of the semantics of concepts allowing for better information retrieval.
In the infoimation retrieval application, ontologies are used to guide the search so that 
the system may return more relevant results. In this way, ontology allows the system a 
better representation of the concepts being searched and thus makes possible an 
improvement of its perfoimance. Ontology can also be used in the filtering, ranking and 
presentation of the results covering quality issues such as contradictions and related 
information.
5.3.2 Information retrieving agent development
Internet infoimation retrieving agent is developed for infoimation retrieving from the 
Web to help users collect fiesh and comprehensive Internet information and support 
dynamic analysis of content. Figure 5.1 illustiates the procedure of infoimation 
retrieving form Internet.
The Internet infoimation retrieving agent allows simultaneous search using a set of 
navigators. The agent sends queries to all or selected search engines, eliminates 
duplicates and combines returned results from the different search engines. The merged 
result is then filtered to delete the out of date URLs and iiTelevant results, which is 
evaluated by analyzing the content of the URLs according to user’s query, checking the 
relevant concepts in the URL content with the application of Java program. The 
collected URL results can also be ranked according to the frequency of the concepts 
occurrence in the content of the URL.
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Internet Information 
Retrieving Agent
Information Resources
SourceProcessor j
 1
RulesSetting  j
TextProcessor i
I
i_______________________________________J
Result Merging/ Filtering
information Storage/ Presentation
Figure 5.1 Information retrieving 
form Internet
This approach supports a collection of information sites. In this way, the Internet 
information retrieval agents combine the power of several search engines to search a 
broader range of web pages, it performs a parallel search that will obtain a larger set of 
documents than the single search engine would return. The search agent then can search 
the set of relevant Web documents obtained so far to select a smaller set of highly 
relevant and authoritative documents to present to the user. This approach can be used 
to retrieve information from Internet to avoid the information overload (Marwick, 2001) 
and out of date problems when using the existing web search engines (Han and Chang, 
2002), and the quality of the information retrieving results is also improved.
The application of the Internet information retrieving agent is demonstrated in the 
following:
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5.3.2.1 Ontology-based information retrieving
The information retrieving agent is applied in the ontology-driven information 
retrieving from Internet to search chemical engineering information. Six search engines 
(Google, Yahoo, Altavista, MetaCrawler, WebCrawler, Chemlndustry) are utilized in 
this work, multiple agents are used to search the web in parallel, each agent contact to 
one information resources, and the coordinator agent combines the search result and 
represents to the user. The retrieved results can be stored in the Database according to 
the ontology for future application and analysis.
The system also supports online ontology-based information retrieving. The information 
retrieving results can be presented to the user directly on the user interface with the 
correlation of ontology. In this way, the retrieved web pages are automatically classified
w ■ ■» J -IÎ a Ü
Figure 5.2 Ontology-driven information retrieving from Internet
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with the application of ontology as metadata and knowledge map. Figure 5.2 illustrates 
the ontology-driven information retrieving from Internet and the result presentation.
5.3.2.2 Multi-agent search (MASH)
A multi-agent system — MASH (Banares-Alcantara, et at. 2002) is developed for 
information retrieving from the Web in the h-TechSight project, in which ontology is 
used to exact information from the Web and to discover new concepts from the 
retrieved pages. The purposed agents periodically access a user-given ontology and 
support search functions resulting in the retrieval of documents related to the ontology 
concepts. The retrieved information can be stored in a local database, mapping to the 
domain Ontologies. Conceptually similar documents will get clustered into categories, 
and information will then be extracted by statistical approaches.
In this method, several agents are used to perform the information retrieving tasks. The 
User Agent allows the user to specify a query and to configure the initial ontology. The
inform ation ontologyFrom
the userresponseontology/
property,,responseontology.
'user
From the 
^ in te rn e t  /  "responseontology,,
Figure 5.3 Ontologies handled by the Coordinator Agent 
(Banares-Alcantara, et al. 2002 )
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Coordinator Agent receives the domain ontology created by the user as an input, and is 
responsible for partitioning it into several query ontologies which are sent to the Internet 
Agents.
Internet Agents search the web according to the query ontology, with the help of one or 
more Internet search engines and returns the web pages related to this concept in the 
form of the respond ontology. The retrieved web pages are sorted according to a weight 
function. The system can deploy as many Internet Agents as requested.
The Coordinator Agent is in charge of generating the knowledge base that stores all the 
responses given by the Internet Agents. The Coordinator Agent therefore merges and 
classifies all the respond ontologies into the information ontology as shown in Figure 
5.3.
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The Multi-Agent Search was applied to search the Web with chemical engineering 
domain ontology. The ontology is used as an input to MASH and invoke a search over 
the Internet using one or more search engines. The Coordinator Agent would split the 
domain ontology into different query ontologies. Results have been obtained and can 
be reviewed at http://www.atc.gr/techsight demo/testframe.asp. The input ontology is 
shown in Figure 5.4, and Figure 5.5 shows the resulting web pages, the links related to 
the “Reaction” class. The normalized relevance of each web page to the concept in the 
ontology is also represented.
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Figure 5.5 Search result from MASH
5.3.2.3 Web content annotation
Information retrieving process is followed by web content analysis in the context of text 
mining, which is to extract information from the retrieved documents. This process also 
contributes to find out possible relationships among extracted terms and concepts of the
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Ontologies. The results provided in this process may be used for further analysis for 
Ontology enrichment or update (Banares-Alcantara, et al. 2003b).
The retrieved links from the information retrieving process can be processed by GATE 
(General Architecture of Text Engineering) (Kourakis, et al. 2004). GATE features an 
architecture for language-engineering which contains a suite of tools for language 
processing. In this work, GATE is used for information extraction to enable the 
semantic annotation of web-mined documents. GATE allows input a number of 
documents and will semantically annotate relevant terms to a number of concepts 
loaded in the application.
The input to GATE takes the form of a set of URLs of target web pages, and an 
ontology of the domain. Its output comprises annotated instances of the ontology 
concepts. Once an Ontology is loaded and trained in GATE, the retrieved documents 
may be annotated according to the Ontology concepts which are described as Tokens.
Ë2BBS
Eh Idk yfiam FgyartM loob
^ j) 'JJ , X I l i JFRviitW ^ | -I 2( ’
Adiiess life] hitp://prtt*-sa^.cp« surr^.ac.iA/htêchdghtAa^fAfm.Mp
^yMnolMal .feiarngk ;4JACL«sont ^http-^<c«)lygeoeO-niiA-UMrCSwht ^CurtonaaLfte
* I @1101 bhclmd
h  - T c c h S ig h t
My
All Varaionr C  L#i
Q  chemeng
N chamical_engin«eiing (2Ù) 
'*• in d ii itj^ o ed o , (20) 
iH l iq i B ia l  a m
0-T8chrialt.oy<20) 
Reaction (19)
*  Sapaiat.on QQ)
[MÎÎalliÂMfllMlKîli
[imoAiellBaiwiiCABi
# ]  A oM  TrMAppiBt stvtad
T e< H ilg tlt
SchaAwhr («geut Parwarvall— C»nt*ct H*(p
E m p lo y m an t b a s e d  In fo rm a tio n  E n tra tlo n ____________________
E n te r  URL : jM tp  : / / • • » .  n a v s c i e n t i s t  job* . coiO 'v iewjob. a c t io n ? job .
A o n o ta tio n s  (E m p lav m en t Q ntQ loov^ :
P  A pp lication  F  Email
P  O rg a n iz a tio n  P  E x p ertis e
F  F irs tP a rso n  F  S a la ry
P  Skills F  P a rso n
P  Title 
I Run C at#  |
Click h e r*  i»  th a  D u ra m ic i o f  iiis ta n jB S . 
P h a r t r  ih #  A nM M i*  f n r  Mw> trM n t4 n n  mm M h*
I f  AO* I Fanan |
Figure 5.6 W eb content annotation in h-TechSight
80
Chapter 5 Information retrieving and knowledge discovery
Figure 5.6 demonstrates an example of Web content annotation of a web-mined 
document using GATE. In this example, the annotation is done on a selected website 
(URL) using concepts of the Employment ontology.
GATE runs the Employment Ontology using the list of concepts loaded into GATE, 
applied natural language processing (NLP) rules over the text of the document. The web 
available seiwice keeps all functionalities in GATE and enables users to select a URL 
that relates to employment, select concepts from the ontology. Analysis is performed 
dynamically and automatically. Results can be stored for post-process statistical and 
data mining analysis that could yield links between different concepts, and emerging 
profiles within a concept. Figure 5.7 illustrates results that were automatically 
developed by the system. Annotation results are presented in the web page, the 
annotation inside the website reflects instances that match the concepts in the ontology.
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Annotation Keys :
ÀQplicatioii Organization Expertise Skills
GATE output :
M RC - National Institute for M edical Research
B ioinform atics O fficer - (Ref: S M B /0412)
D iv is ion  o f  M athem atical B io logy
Y ou  w ill have:
• a degree, or preferably higher qualification, in som e field  o f  science or 
computer science
• know ledge o f  bioinform atics, w ith a proven track record o f  at least 5 years' 
research experience (preferably m ore) w orking relatively independently in 
a research group
• know ledge o f  the Linux operating system; advanced j)rogramming
sk ills, preferably exp erience in jueb-applications and user interface 
design; Experience in running and maintaining a Pentium-based 
cluster. A broad know ledge o f  computer operating systems w ould  
also be useful.
Research T echnician - (Ref: A L S L /16865)
Y ou should have a degree or equivalent qualification in an appropriate 
scientific discipline. Y ou w ill preferably  be com puter literate in M S W ord, E xcel 
and A ccess , w ith  the ability  to maintain an archive database; have previous 
laboratory experience (1-2  years); know led ge o f  biological and health safety 
procedures; and knowledge of tissue culture or fermentation.
Figure 5.7 Annotation result
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5.4 Knowledge discovery
Knowledge discovery is a process that uses a variety of data analysis tools to discover 
patterns and relationships in data that may be used to make valid predictions (Matheus, 
Chan, Piatetsky-Shapiro, 1993). It is the process of converting data and infoimation into 
laiowledge by the extraction of hidden predictive information from databases. The 
discovered knowledge is typically represented as a model of the semantic structure of 
the dataset, where the model may be used on new data for prediction or classification.
Knowledge discovery provides great potential to help companies focus on the most 
important information in their data warehouses. Applying laiowledge discovery 
technology can generate new business opportunities by providing prediction of trends 
and behaviors, automates the process of finding predictive information in large 
databases, discovery of previously unknown patterns, and allowing businesses to make 
proactive, knowledge-driven decisions.
Knowledge discovery can be classified into data mining, text mining and web mining 
according to the type of data it analyst. Data mining has emerged over the past decade 
as an effective business tool for decision support. Many successful applications have 
been reported including market and sales analysis, fraud detection, manufacturing 
process analysis, scientific data analysis, etc. Such applications often target sti'uctured, 
numeric transaction data residing in relational data warehouses (Witten and Frank, 
2000). Unsti'uctured, textual document analysis is often considered text mining, a field 
cross between search engines and data mining. Web mining, the adaptation of data and 
text mining techniques for web content, transactions, and user behavior is another 
emerging sub-field of laiowledge management (Chen, 2002).
In this section, we mainly discuss the data mining technology and their application in 
chemical industry, however text mining and web mining will also be introduced briefly.
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5.4.1 Data mining
Data mining is often considered a step within the Knowledge Discovery in Databases 
(KDD), through which an organization’s data assets are processed and analyzed in order 
to gain insights for business decisions (Fayyad, et al. 1996). It originates with data 
residing in a company’s relational, tiansactional database management system or data 
warehouse. Data mining has recently received considerable attention due to the roles in 
decision-making.
Data mining projects are domain-specific, application dependent, and often require 
significant business analysis, customization and refinement (Chen, 2001). Normally 
data mining process has the following steps: data preparation, data processing, 
transfonnation, data analysis, interpretation and evaluation. While most attention has 
been devoted to the analysis phase involving the mining of patterns from appropriately 
transfoimed data, other phases are also considerably important for Imowledge-discovery 
systems to be successful in practice.
Data mining analyzes relationships and patterns in stored transaction data. Generally, 
four types of relationships are being sought in data mining:
• Classes: Classification predicts into what category or class a case falls.
• Clusters: Clustering divides a database into different groups. Data items can be 
grouped according to logical relationships or consumer preferences.
• Associations: Data can be mined to identify associations.
• Sequential patterns: Data can be mined to anticipate behavior patterns and 
tiends.
The goal of data mining is to produce new laiowledge that the user can act upon. This 
can be achieved by building a model of the real world based on data collected fi’om a
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variety of sources. The result of the model building is a description of patterns and 
relationships in the data that can be confidently used for prediction.
Data mining models perform a variety of functions including predictive modeling 
(classification and prediction), link analysis (associations discovery and sequential 
pattern discovery), database segmentation (demographic clustering and neural network 
clustering), and deviation detection (visualization and statistics).
Prediction can compute important future attiibutes, it can be applied in combination 
with OLAP (Online Analysis Process) techniques to monitor real-time operation 
conditions. There are two types of prediction: classification and regression. 
Classification aims to identify the characteristics that indicate the group to which each 
case belongs. Data mining creates classification models by examining already classified 
data and inductively finding a predictive pattern. This pattern can be used both to 
understand the existing data and to predict how new instances will behave. Regression 
predicts what number value a variable will have. Regiession uses existing values to 
forecast what other values will be.
5.4.2 Data mining algorithms
Many disciplines have contiibuted to data mining including database management 
systems, statistical analysis, machine learning such as neural networks, etc. The most 
commonly used techniques in data mining are:
• Artificial neural networks: Non-linear predictive models that leam through 
tiaining and resemble biological neural networks in stiucture.
# Decision trees: Tree-shaped sti'uctures that represent sets of decisions. These 
decisions generate rules for the classification of a dataset.
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• Rule induction: The extinction of useful if-then rules from data based on 
statistical significance. Rule induction is a method for deriving a set of rules to 
classify cases.
• Genetic algorithms: Optimization techniques that use processes such as genetic 
combination, mutation, and natural selection in a design based on the concepts 
of evolution.
• Nearest neighbor method: A technique that classifies each record in a dataset 
based on a combination of the classes of the k record(s) most similar to it in a 
historical dataset (where k 1). Sometimes called tlie /c-nearest neighbor 
technique.
All these approaches to machine learning have been successfully applied to real-world 
problems. These algorithms overlap in the problems they can solve, but for a given 
problem there's usually a best algorithm. The choice of method in each case seems to be 
based largely on the experience and preference of the researchers involved.
Among these data mining algorithms, neural networks and decision trees are most 
widely used. Decision trees and neural networks can be used to forecast fiiture values 
for many real-world problems which are not simply linear projections of previous 
values. Normally neural network is used to perform the regression, and decision tree is 
used for the classification. However, the same model types can often be used for both 
regression and classification. In the following we mainly intioduce the neural networks 
and decision tiees method.
5.4.2.1 Neural networks
Neural networks, a computational paradigm in development since the 1960s, became 
robust and popular in the 1990s as neural networks have been shown to be highly 
accurate and flexible. As the name suggests, neural networks are broadly intended to 
model physical aspects of the human brain with the simulating of the natural learning
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processes (Chen, 1995). Neural networks represent Icnowledge as weighted links 
between nodes in a multi-layer network, with activation spreading from input to output 
nodes during the classification process. Learning involves altering the weights on the 
links until the output nodes give the correct response to the inputs.
Neural networks are of particular interest because they offer a means of efficiently 
modeling large and complex problems in which there may be a lot of predictor variables 
that have many interactions. Neural networks can not only used in classification 
problems where the output is a categorical variable, they can also used for regiessions 
where the output variable is continuous.
> Y i
>Y2 
Output layer
Input layer
Hidden layer
Figure 5.8 A feed-forward neural network with one hidden layer
A feed-forward neural network (as Figure 5.8 shows) starts with an input layer, where 
each node coixesponds to a predictor variable. These input nodes are connected to a 
number of nodes in a hidden layer. Each input node is connected to every node in the 
hidden layer. The nodes in the hidden layer may be connected to nodes in another 
hidden layer, or to an output layer. The output layer consists of one or more response 
variables.
After the input layer, each node takes in a set of inputs, multiplies them by a connection 
weight Wxy, adds them together, applies a function (called the activation or squashing
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function) to them, and passes the output to the node(s) in the next layer. The connection 
weights (W’s) are the unlaiown parameters which are estimated by a training method.
The architecture of a neural network refers to the number of nodes and hidden layers, 
and how they are connected. In designing a neural network, either the user or the 
software must choose the number of hidden nodes and hidden layers, the activation 
function, and limits on the weights.
The methods for neural network training include backpropagation, conjugate gradient, 
quasi-Newton, Levenberg-Marquardt, and genetic algorithms. Each tiaining method has 
a set of parameters that contiol various aspects of training such as avoiding local optima 
or adjusting the speed of conversion.
Feed-forward baclq)ropagation network is one of the most common types of neural 
network, which adopt baclqpropagation tiaining method. Backpropagation tiaining is 
simply a version of giadient descent, a type of algorithm that ti'ies to reduce a target 
value (such as the eiTor in the case of neural networks) at each step. The algorithm 
proceeds as follows (Two crows corporation, 1999):
Feed forward: The value of the output node is calculated based on the input node values 
and a set of initial weights. The values from the input nodes are combined in the hidden 
layers, and the values of those nodes are combined to calculate the output value.
The error in the output is computed by finding the difference between the calculated 
output (the actual values found in the tiaining set) and the desired output.
Baclcpropagation: The error from the output is assigned to the hidden layer nodes 
proportionally to their Weights. This permits an error to be computed for every output 
node and hidden node in the Network. The error at each of the hidden and output nodes 
are used by the algorithm to adjust the weight coming into that node to reduce the eifor.
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This process is repeated for each row in the training set. Each pass through all rows in 
the training set is called an epoch. The training set will be used repeatedly, until the 
err or no longer decreases. At that point the neural network is considered to be trained to 
find the pattern in the test set. Since the goal of data mining is to make predictions on 
data other than the tiaining set, the trained neural network will be evaluate against the 
test data.
As a “black box” predictor, neural networks require an extensive amount of training 
time. However, once the neural network is trained, they can provide predictions very 
quickly. Neural network is convenience for numeric problems, but it can also suit for 
prediction of categorical data.
5.4.2.2 Decision trees
Decision tree is a way of representing a series of rules that lead to a class or value. By 
navigating the decision tree you can assign a value or class to a case by deciding which 
branch to take, starting at the root node and moving to each subsequent node until a leaf 
node is reached. Each node uses the data from the case to choose the appropriate 
branch.
Decision tree models are commonly used in data mining to examine the data and induce 
the ti'ee and its rules that will be used to make predictions or decisions. A number of 
different algorithms may be used for building decision tiees including CHAID (Chi- 
squared Automatic Interaction Detection), CART (Classification And Regression 
Trees), Quest, and C4.5. These tiees are elegant, yet powerful (Quinlan, 1993), and their j
results are easy to inteipret for business decisions. j
Decision tiees handle non-numeric data very well, however it can also be used in |
mining the numeric data. Decision trees which are used to predict categorical variables j
are called classification trees because they place instances in categories or classes.
Decision trees used to predict continuous variables are called regression trees. The
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ability to accept categorical data minimizes the amount of data tiansfbrmations and the 
explosion of predictor variables inherent in neural networks. Some classification tiees 
were designed for and therefore work best when the predictor variables are also 
categorical. Continuous predictors can frequency be used even in these cases by 
converting the continuous variable to a set of ranges.
5.4.3 Text mining and web mining
With the development of digital document and the World Wide Web, data mining 
technique has been expanded their application on the analysis of text document and web 
content for information retiieving, document annotation and knowledge management.
However, there are several areas distinguish text mining from data mining:
• Data characteristics of text mining require significant linguistic processing or 
natural language processing abilities.
Data mining often attempts to identify causal relationships through classification 
techniques. Text mining, on the other hand, aims to create organizational 
knowledge maps or concept yellow-pages.
• Text mining applications deal with much more diverse and eclectic collections 
of systems and formats (such as email, web pages. Notes databases, 
newsgroups). Sometimes organization-specific ontologies (e.g., product and 
service directories) need to be incorporated in order to generate a comprehensive 
Imowledge map.
Text analysis includes such features as natural or statistical language processing, 
indexer or phrase creator, entity extraction, conceptual associations, dohiain-specific 
Imowledge filter (using vocabularies or ontologies), automatic taxonomy creation, 
multi-document format support, and multi-language support.
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Some effective means have been developed to deal with structured, numeric content, 
but text processing and analysis is significantly more difficult. The unstmctured nature 
and diversity of natural language text presents interesting challenges for achieving a 
universal text solution.
Text mining analysis techniques can be classified into four main layers: linguistic 
analysis/natural language processing (NLP), statistical/co-occurrence analysis, 
statistical and neural networks clustering/categorization, and visualization. Statistical 
and neural network based clustering and categorization techniques are often used to 
group similar documents, queries, or communities in subject hierarchies, which could 
serve as coi*porate knowledge maps.
Text mining can be viewed as a cross between infoimation retiieval and artificial 
intelligence. User modeling and natural language processing teclmiques were developed 
to assist in representing users and documents. Machine learning, artificial intelligence 
techniques, such as rule induction, decision trees, instance-based learning, neural 
networks, have been applied in information retrieving studies. These paradigms are 
used in so-called “intelligent” information retrieval systems where the documents are 
described by features such as word-frequency measures (Cunningham, Littin, Witten, 
1997). Decision ti’ee and rule induction schemes are the most-studied and best- 
developed machine learning techniques. They generate an explicit description of the 
concept represented by the input data. As with all machine-learning algorithms, the 
accuracy and appropriateness of the concept description reflect the quality of the data 
supplied.
Web mining, developed on the bases of text mining, aim to perforai the following tasks: 
mining Web search-engine data; Web-page ranking; analyzing the Web’s link 
structures; classifying Web documents automatically; mining Web page semantic 
sti'uctures and contents; mining Web dynamics; analysis visitor record, browsing 
preference and item characteristics, and visitor interactions (Han and Chang, 2002).
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Web mining is an important research in Web technology, which makes it possible to 
fully use the immense information available on the Web. However, we must overcome 
many research challenges before we can make the Web a richer, friendlier, and more 
intelligent resource that we can all share and explore.
5.5 Data mining application
5.5.1 Problem statement
In chemical industry, process monitoring and operation control is of great importance 
for effective and successful manufacturing. Application of data mining techniques will 
provide prediction function that can give the engineers and operators a forecast of the 
process operation situation, to prevent abnormal event, and be able to respond to 
abnormal problem quickly.
However, chemical manufacturing is very complex process, and data in the chemical 
process operation is non-liner and dynamic. Process performance prediction can be 
performed on the basis of a rigorous process model or based on mining the historic 
process operation data. In some circumstances, the application of the rigorous 
mathematical models is difficult because of the complexity of chemical processes. In 
this context, process simulation is utilized as a basis to establish process rigorous 
model, on top of which data mining and process performance prediction can be 
performed.
In this work, we take HDA production process as an to discuss the application of data 
mining in process performance prediction. Toluene hydrodealkylation (HDA) is a 
process where benzene is produced from the hydrodemethylation of toluene under 
catalytic or thermal conditions. The hydrodealkylation of toluene (HDA) process is a 
highly nonlinear and highly integrated system containing heater, reactor and separation 
columns. The layout of the HDA plant is shown in Figure 5.9.
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In this process, toluene is mixed with a hydrogen stream and they are heated at a 
specific pressure. The stream is then moved past a dealkylation catalyst contained in the 
reactor. Here the toluene reacts with the hydrogen, benzene and methane are produced. 
Benzene is then separated fiom the methane using a separator, which is separate at high 
pressures. Here the gas containing the methane is removed. The product is then sent to a 
benzene column where distillation is used to recover the benzene. The benzene is then 
sent to be stored. Un-reacted toluene and other heavier aromatic by products are 
separated further in the recycle column and toluene is recycled back to the feed.
Resctor
Figure 5.9 Lay out of HDA plant
In this section, we take the Benzene-Toluene separation process as example to illustrate 
the application of data mining. In this case, the puipose of the data mining application is 
to examine the influence of operation parameters on the benzene and toluene recovery 
rate.
Three operation parameters were selected for the investigation: the feed stage of the 
Benzene column, feed temperature, and the column pressure. The data mining process 
involves careful data selection and preparation. Sample data are collected from process 
simulation at different operation condition. These data are selected to cover a wide
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range of operation condition. In the following we discuss the application of two 
machine learning algorithms— decision tiee and neural network for process performance 
prediction in Benzene-Toluene separation process.
5.5.2 Data mining using decision tree
Weka software is used to perform the data mining task of Bezene-Toluene separation 
process. The Waikato Environment for Knowledge Analysis (Weka) is written entirely 
in Java to facilitate the availability of data mining tools regardless of computer 
platform. The software architecture is flexible to pemiit other learning schemes, and 
other types of learning schemes, to be slotted into Weka.
Weka software implement many state-of-the-art machine learning algorithms (Witten, 
et aï. 1999). The primary learning methods in Weka are “classifiers”, and they induce a 
rule set or decision ti'ee that models the data. Weka also includes algorithms for learning 
association rules and clustering data. All implementations have a uniform command- 
line interface (Cunningham and Holmes, 1999),
We select a numeric prediction method in Weka, weka.classifiers.m5.M5Prime, to 
perform the data mining task. M5Prime is a rational reconstruction of Quinlan’s M5 
model tree inducer (Witten and Frank, 2000). The output fi'om this learning scheme is a
©relation 'Benzene'
©attiibute Feed_Stage real 
©attribute Feed_Tempeture real 
©attribute Colum_Pressure real 
©attribute Benzene_production real
©data
30,140,1.5,9.6401
30,140,1,9.798
30.140.0.7.9.8663
30.140.0.4.9.947
20.140.0.7.9.8613
25.140.0.7.9.8655
35.140.0.7.9.8664
30.120.0.7.9.6495...
Figure 5 .10  W eka input file
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classifier, in the form of a decision tree or set of rules that can be used to predict the 
classification of a new data instance. The result decision trees can be used for numeric 
prediction in which the leaf nodes of the tiee contain a numeric value which is the 
average of all the dataset’s values that tire leaf applies to.
Figure 5.10 shows the training data set. Figure 5.11 gives the result presented as a tree 
model. The model is test by a group of operation data. The prediction model is not very
— = Run information ===Scheme: \veka.classifiers.tiees.M5P -M 4,0
Relation; Benzene 
Instances: 64 
Attributes: 4
Feed_Stage
Feed_Tempeture
Colum_Pressure
Benzene_production
Test mode: 10-fold c ro ss -v a lid a t io n =  Classifier model (full training set) = M 5
pruned model tree:
(using smoothed linear models)Feed_Tempeture <= 110 :
1 Colum_Pressure <= 0.55 : LMI (4/0%)
I Colum Pressure >  0.55 ; LM2 (12/0.78%)
Feed_Tempeture >  110:
I Feed Tempeture <= 130 : LM3 (16/1.52%)
1 Feed_Tempeture > 130 : LM4 (32/2.336%)LM num: 1 
Benzene_iiroduction =
0.0201 * Feed_Tempeture
- 0.1344 * Colum_Pressure 
+ 5.6597LM num: 2
Benzene_production =
0.0201 * Feed Tempeture 
-0 .1646  * Colum Pressure 
+ 5.6657LM num: 3 
Benzene_production =
0.0123 * Feed_Tempeture
- 0.1879 * Colum Pressure 
+ 8.1242LM num: 4
Benzene_production =
0.0142 * Feed_Tempeture
- 0.2002 * Colum Pressure
+  7.9416Number o f  Rules : 4Time taken to build model: 0.13 secon d s= =  
Cross-validation = =
=== Summary ===Correlation coefficient 0.986
Mean absolute error 0.2179
Root mean squared error 0.256
Relative absolute error 21.8851 %
Root relative squared enor 22.0709 %
Total Number o f  Instances 64
Figure 5.11 W eka classification  result using M5 algorithm
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precise in prediction the separation output comparing with the data obtained ftom 
process simulation, but it gives the trend of the likely situation according to the different 
operation condition, and can be used for process analysis.
5.5.3 Neural network modeling
For the pmpose of process prediction, it is strongly desirable that the model is able to 
describe the system accurately, and the prediction can be proceeded in a short time 
period. Neural networks have the ability to capture the nonlinear underlying phenomena 
contained in the training data set. In this sense, neural networks can be used as a 
substitute for first-principle models. Neural network is used in this study for modeling 
Benzene-Toluene separation process and predicting process separation result.
In this work, a back-propagation (BP) neural network is used to model the relationship 
between variables. Three layered feed-forward BP network is utilized in this 
investigation. The sti'ucture of the neural network has three layers. There are three 
nodes in the input layer, six nodes in the hidden layer and two nodes in the output layer. 
The input nodes represent the three input parameters: feed stage, feed temperature, and 
column pressure. The output nodes represent the two output variables of the benzene- 
toluene separation process. Benzene recovery rate and Toluene recovery rate.
The neural network is established on the basis of process simulation, it was trained with 
a data set originated from the process simulation. The tiaining data were selected 
through cross sampling along the range of decision variables. The sum of squares eiTor 
in the training process decreased when the training began and reached a minimum point 
when neural network was trained for sufficient times. The neural network was then 
saved at this minimum point, and was tested using data obtained fiom process 
simulation. If the prediction accuracy meets the acceptable level, the neural network 
model is set and can be used in process performance prediction.
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The neural network is established using C language, the training process takes 1958s, 
and the prediction process takes 0.1s. The neural network model is test using the data 
obtained from process simulation, the relative error of benzene and toluene recovery 
rate is less than 1%, so the neural network model can be used in process performance 
prediction, as a replace of process rigorous simulation.
The trained neural network model can be applied for online process performance 
prediction as a substitute of rigorous process simulation. The utilization of an equivalent 
neural network model for process performance prediction takes advantage of high speed 
processing, since simulation with a neural network involves only a few non-iterative 
algebraic calculations. This approach is more reliable and it is not computational time- 
consuming.
5.6 Web-based Imowledge portal
Knowledge management in chemical process industry consists of a set of practices 
aimed at integiation and sharing technical information, monitoring process operation, 
technique trends and market change. In this work, a prototype web-based Imowledge 
portal is established in the knowledge management system to support knowledge 
integration and sharing, business and process operation monitoring as well as providing 
decision support for the engineers and managers.
The system applications consist of user interface, knowledge resources, ontologies 
and knowledge retrieving services. The system has a variety of tools and programs 
that are integrated and run seamlessly as a single application. The system is 
implemented on the base of Java J2EE platform, and the user interface contains several 
ASP pages and Java Servlets. The implementation of the knowledge portal is illustiated 
in Figure 5.12.
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Knowledge and services of the organization are accessed from the web-based 
knowledge portal, which provides an interaction with appropriate knowledge sources, 
applications, and services.
System knowledge base comprises domain technology and enterprise information and 
knowledge, chemical processes, technical resources, process historic data and models, 
etc. The information resources are kept in the database and file system. All the 
information in the web portal can be treated as a part of information ontology.
The knowledge portal combines semantic technologies with conventional information 
retrieving approaches. Ontologies provide a conceptual basis for establishing such 
knowledge portals. Ontology links the diverse knowledge resources that exist in the 
organization and acts as a directory for the knowledge repository, facilitate access and 
reuse of knowledge in knowledge repository, and functions as a knowledge map for the
Internet
Ontology 
4--------- ►InternetInterface Web Search . Agent
JDBC
OntoEdit Ontologies Database
Figure 5.12 K now ledge portal im plem entation
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users in the web service. Ontologies also help to improve information retrieving through 
ontology-guided information retrieving.
Users can engage in the activities of knowledge management, including creating, 
editing, browsing, and searching knowledge. People in the organization can put 
business information and technical knowledge into the system according to the 
classification defined by ontology, this gives users the ability to access to the 
knowledge being published. Users are offered to browse or search for information in the 
available of ontologies which function as knowledge maps.
The system also supports ontology upload and navigation as shown in Figure 5.13 and 
Figure 5.14. Ontology can be graphically browsed in the user interface. The use of 
selectable ontologies provides an easy navigation and access to relevant information by 
browsing through the modeled concepts and their relations. OntoEdit provides 
collaborative design, adaptation and import of ontologies as knowledge models to feed 
the knowledge management system. Ontologies in RDF file can be parsed to the web 
applications through the RDF parser as discussed in chapter 4.
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Figure 5.14 Ontology deployment
The system provides knowledge retrieving services to extract information and 
knowledge from various data sources, such as file system, databases as well as Internet. 
Techniques of information retrieving vary according to different information resources. 
DBMS system supports information retrieving from Database by using SQL and 
Database driver, while content management provides the convenience to retrieve 
information from the file system.
Agents are designed to retrieve information from different information resources, 
mining the knowledge from the knowledge repository, and analysis the technique 
information and developing trends in chemical industry. Internet information retrieving 
agent discussed in section 5.3 is integrated in this system for information retrieving 
from the web to help users collect fresh and comprehensive Internet content and support 
dynamic analysis of content. The information retrieving agent is applied in the 
ontology-driven information retrieving to search chemical engineering information.
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Ontology-base knowledge retrieving can also be illustrated through the HDA process. 
The clickable flowsheet (Figure5.15 and 5.16) is established to present the visualize 
view of the information and knowledge relevant to the HDA process. Data mining of 
the separation process is presented on the web application using neural network 
prediction model. Figure 5.17 illustrates the on-line process performance prediction 
application of benzene-toluene separation process. The information of HDA process is 
organized using a ontology, as shown in Figure 5.18, Figure 5.19 and Figure 5.20. 
Technical and process—oriented information can be retrieved with the application of 
ontology which is served as knowledge map.
» ■» O Ld a gs—* J  ^3 ' a ^
LTta 4 ) r it f iU*« njMi-4d( -^YihDai Nm  TmYahool
Onf«lo|y 
!W«b S acrtb
Fresh hydrogen
Recycle hydrogen
Figure 5.15 Clickable flow-sheet
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Chapter 6 Application of Software Agents in the 
Knowledge Management System
6.1 Introduction
In chemical process industiy, data and infomiatioii are important resources apart from 
materials and energy. Effective infoimation sharing and decision coordination are vital 
to collaborative product development and integrated manufacturing (McGuire, et al 
1993). However currently available computer-aided systems for chemical process 
engineering normally consists of a set of separate software applications, which make it 
difficult for data and information exchange and decision support.
The development of agent technique will enable us establish an information system with 
a flexible infrastructure to facilitate enterprise integration, manufacturing management, 
information sharing, and decision-maldng support. In contrast to traditional software 
programs, software agents are programs that help people solve problems by 
collaborating with other software agents and other resources in the network (Bradshaw, 
et ah 1997). Multi-agent system is intended to function in networked distributed 
environment, where the system structure can change easily (Nwana, 1996). 
Incorporating legacy programs into an agent system can also be done by building an 
agent wrapper around the program to enable it interoperate with other systems 
(Genesereth and Ketchpel, 1994), and the modification of such applications can be kept 
minimum when they are brought into the system.
In this chapter, we discuss the application of software agents in the Icnowledge 
management system in support of interoperation of data and services in a dynamic and 
open environment to facilitate information integration, coordinate manufacturing 
execution, and to help engineers making decisions on the basis of up-to-date
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infoimation. This chapter is organized as the follows. In the next section, we discuss the 
requirement of integrating multi-agent system (MAS) into the Imowledge management 
system. Section 3 introduces the basic concept of multi-agent system. Section 4 and 5 
presents the design of multi-agent system for décision-support in chemical process 
industry, the architecture and implementation methodology of the MAS will be 
described. The system application is discussed in section 6 through some example 
scenarios.
6.2 Why we need software agents?
Our aim is to design a knowledge management system to provide decision support for 
the chemical industry. The desired system should have flexible infrastructure to support 
the Imowledge sharing and exchange, as well as software interoperation.
However, the rapidly growing amount and complexity of information available has 
compounded tlie problems of technical information sharing and delivery. The 
complexity of chemical engineering systems require for timely access to technical and 
operational information resources, most of these information resources are likely to be 
kept in the electi'onic format, in the distiibuted network environment, such as document 
file, database, software output, industry website, etc. They are valuable and the most 
expensive knowledge resource in engineering organizations, and may be intended for 
use by a lot of people. Designers, engineers, operators, maintenance teclinicians and 
suppliers often require access to the same documents or other information sources, but 
for different purposes and with different perspectives and terminology. The effectively 
management for the variety of information resources becomes necessary for better 
access and delivery of the information.
In the other aspect, many software products are used to solve engineering design and 
operation problems. While most of these programs provide their users with significant 
value when used in isolation, there is increasing demand for programs that can
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interoperate to exchange information and services with other programs and thereby 
solve problems that cannot be solved alone. But the interoperation between programs is 
difficult because of the heterogeneity of these programs. Programs were written by 
different people, at different times, in different languages. Moreover, programs are 
frequently rewritten, new programs are added, old programs removed.
According to the distributed nature of the data, the complexity of the software solution, 
the requirement to maintain independence between the enterprise entities,- and to 
communicate and coordinate in order to achieve common goals, multi-agent system 
seemed to have an increasingly important role to play in engineering domains in that 
they significantly enhance the ability to model, design and build complex, distiibuted 
software systems.
Software agents have been proposed as a way to help people better cope with the 
increasing volume and complexity of information and computing resources. Agents 
have the potential to assist in a wide range of activities in the engineering environments. 
They can maintain the autonomy of the collaborating participants, integiate disparate 
operating environments, coordinate distributed data in different departments within an 
enteiprise, and other organisations involved in the manufacturing process, handle the 
complexity of solutions through decomposition, modelling and organising the 
interrelationships between components.
Software agents also facilitate the interoperation of software or application programs. 
The application programs can be written as software agents, software components can 
communicate with their peers by exchanging messages in an expressive agent 
communication language.
Multi-agent systems offer a modular approach for software engineering. The modular 
architecture that allows for the distiibution of the intelligence is more appropriate to 
deal with diversity and heterogeneity of information sources, distinct but
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complementary tasks. This enable us defining a multi-agent architecture allowing the 
integiation of tools already available, as well as to add others as they become available.
Overall, multi-agent system which is intended to function in distributed systems, will 
enable us extend our application into an open, distributed environment. The cooperation 
and coordination feature between agents in the multi-agent system will provide 
convenience for the knowledge management system development with the requirement 
of information integration and coordinate manufacturing. These considerations motivate 
our choice of integrating software agents in the Imowledge management system 
development.
6.3 Multi-agent system and agent communication
6.3.1 Intelligent agents
There is no universally accepted definition of the teim agents. Here we adapt the 
definition fiom Wooldridge and Jennings (Wooldridge and Jennings, 1995a):
An agent is a computer system that is situated in some environment, and that is capable 
of autonomous action in this environment in order to meet its design objectives.
Figure 6.1 gives an abstract view of an agent. Agents are entities within an environment, 
and that they can sense and act. Agent has some knowledge that enables it to perform a 
task, it acquires information fiom its environment and decides about its actions and
Agent
Action
output
Sensor
input
Environment
Figure 6.1 A n agent in its environm ent
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perforais. The interaction is usually an ongoing, non-terminating one. Agents are 
relatively independent pieces of software interacting with each other through message- 
based communication. Agents are not isolated entities, they are capable of navigation, 
communication and collaborate with other agents (Wooldridge and Jennings, 1995b).
An agent exhibits three important general characteristics: autonomy, adaptation, and 
cooperation (Peng, et a/. 1998). Autonomy means that agents have their own agenda of 
goals and exhibit goal-directed behaviour. They are not simply reactive, but can be 
proactive and take initiatives as they deem appropriate. Adaptation implies that agents 
are capable of adapting to the environment, which includes other agents and human 
users, and can learn fi'om the experience in order to improve themselves in a changing 
environment. Agents communicate for the puipose of cooperation and negotiation, 
learning to improve performance over time (Wooldridge and Jennings, 1999). These 
properties make agents different to tiaditional standalone software systems.
Agent technique has now being recognized as a requirement for business organizations 
requiring more flexible and dynamic access to heterogeneous, distributed infoimation 
sources. It is important to note that the agent paradigm suits better the real structure of a 
manufacturing enterprise, where different entities are in charge of their own 
responsibilities. As members of a loosely coupled network, these entities work together 
to solve a problem that is beyond the individual capabilities or knowledge of each 
component.
Software agents have been proved to be a useful technique in designing distributed and 
co-operative systems in many industrial and business sectors, including 
telecommunication, air traffic control, traffic and transportation management (Wahle 
and Schreckenberg, 2001), supply chain management (Julka, Srinivasan, Karimi, 2002), 
and medical care (Jennings, et al., 1996). They have also been used for developing 
distributed systems that can collaboratively solve domain problems over the Internet 
(Clark and Lazarou, 1997).
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6.3.2 Multi-agent system
Multi-agent system (MAS) has its origin in both distiibuted artificial intelligence and 
object-oriented distiibuted systems. There are various definitions for the terai multi­
agent system proposed fiom different disciplines. From the view of distributed artificial 
intelligence, a multi-agent system is a loosely coupled network of agent entities that 
work together to find answers to problems that are beyond the individual capabilities or 
knowledge of each entity.
A multi-agent system consist of a number of agents, which interact with one another, 
typically by exchanging messages through the computer network infrastructure. In the 
most general case, the agents in a multi-agent system represent or act on behalf of users 
with different goals and motivations. In order to successfully interact, these agents need 
to have the ability to cooperate, coordinate and negotiate with each other, in much the 
same way that we cooperate, and negotiate with other people in our everyday lives.
Multi-agent system has the following characteristics:
• each agent has incomplete capabilities to solve a problem
• there is no global system control
• data is decentralized
• computation is asynchronous
Multi-agent system performs collaborative tasks using many intelligent agents in a 
distributed environment. Cooperation and coordination between agents is probably the 
most important feature of multi-agent systems. Unlike those stand-alone agents, agents 
in a multi-agent system collaborate with each other to achieve common goals 
(Schroeder and Bazzan, 2002). These agents share information, knowledge and tasks 
among themselves.
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The intelligence of MAS is not only reflected by the expertise of individual agents but 
also exhibited by the emerged collective behaviour beyond individual agents. From 
software engineering point of view, the approach of MAS is also proven to be an 
effective way to develop large distributed systems (Cutkosky, et al. 1993). The main 
feature of MAS systems is their applicability for complex, distributed, real-time 
domains (Soler, et al. 2002). A multi-agent system can more easily manage the 
detection and response to important time-critical information that could appear suddenly 
at any of a large number of different information sources.
Comparing with object-oriented software engineering, in which systems are modelled as 
a collection of interacting but passive objects, multi-agent systems are understood and 
modelled as a collection of interacting autonomous agents. Agent-oriented software 
engineering is appropriate when building systems in which the agent metaphor is 
natural for delivering system functionality, data, control, expertise, or resources are 
distributed, or a number of legacy systems must be included and must cooperate with 
other parts of a larger system. Such technology can be applied to the development of 
complex industrial systems fragmented in a group of small modules, which is modelled 
by a small society of agents.
For the programs that have already been written, called legacy program or software, a 
number of different approaches have been taken to bring them to the multi-agent system 
(Genesereth and Ketchpel, 1994). One approach is to rewrite the original progiam. 
Another approach is to implement a transducer that mediates between an existing 
program and other agents. A better way to dealing with legacy progiam is to implement 
an agent wrapper. The wrapper can directly examine the data structures of the program 
and can modify those data structures. This approach has the advantage of greater 
efficiency for software interoperation and has been put to use in a variety of 
applications such as concuiTent engineering, database integration, and so on.
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6.3.3 Advantage of utilization MAS in knowledge management system 
development
The utilizing agent technique in the loiowledge management system development for 
decision support in chemical process industry can bring us the following advantages:
• Multi-agent system can be used to solve problems that are too large for a 
centralized agent to solve because of resource limitations or the sheer risk of having 
one centralized system that could be a performance bottleneck or could fail at 
critical times. In a multi-agent system, several smaller agents divide complex tasks 
and specialize for performing parts of the complex tasks. Multi-agent systems 
achieve higher adaptively of individual agents and the system as a whole, and higher 
flexibility when there are many different users.
• Multi-agent system can incorporate legacy programs into an agent society by 
building an agent wrapper around the program so that such legacy programs can 
remain useful to incoiporate them into a wider cooperating agent system, and the 
rewriting of all application programs into a monolithic integiated system can be 
avoided.
• Multi-agent system can provide efficient solutions when infoimation sources 
and expertise is distiibuted in the chemical manufacturing process.
• Application of agent-based system will help to enhance system performance in 
the aspects of computational efficiency, modularity, reliability, extensibility, 
maintainability, flexibility and reusability (Sycara, 1998; Moreno, Sanchez, Isem, 
2003). System development, integiation and maintenance are easier and less costly. 
It is easy to add new agents into the multi-agent system, and the modification can be 
done without much change in the system sti ucture.
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6.3.4 Agent communication
Cooperation and coordination of agents in a multi-agent system requires agents to be 
able to understand each other and to communicate effectively with each other. For such 
communications to be efficient, multi-agent system infrastructure includes the following 
key components to support agent cooperation (Garcia-Flores and Wang, 2002): a 
common agent communication language (ACL) and protocol, a shared ontology 
(Wooldridge, 2002). The agent communication language is a specification of a 
communication language to be employed by the agents for the interaction processes. It 
enables agents to base their messages on common syntax and semantic. Ontologies 
allow agents to agree about the meaning of concepts.
6.3.4J Agent communication language
Agents typically communicate by exchanging messages represented in a standard 
fonnat and using a standard agent communication language. The language used by 
agents is its expressiveness. It allows for the exchange of data and logical infoimation, 
individual commands and scripts such as programs. Using this language, agents can 
communicate complex infoimation and goals, directly or indirectly to each other in 
useful ways.
A number of ACLs have been proposed, in which Knowledge Query and Manipulation 
Language (KQML), Knowledge Interchange Foimat language (KIF) (Finin, et al., 
1997) and FIFA's agent communication language (FIFA ACL) (FIFA00023, 2000) are 
used most frequently.
■ KQML
KQML (knowledge query and manipulation language) is a message-based language for 
agent communication (Batres, et <2/. 1999), it defines a common format for messages. A 
KQML message has a performative, and a number of parameters. Message content can
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be described in any language and is wrapped up in description of its attributes, such as 
the message type, the content language, and the underlying domain ontology.
KQML language can be thought of as consisting of three layers: a communication layer 
which describes low level communication parameters, such as sender, recipient, and 
communication identifiers; a message layer which contains a performative and indicates 
the protocol of inteipretation; and a content layer which contains information pertaining 
to the performative submitted.
KQML is a specification of a message format and protocol for semantic loiowledge 
sharing between cooperative agents. Agents communicate via a standard set of KQML 
performatives, which specify a set of permissible actions that can be performed on the 
recipient agent, including basic query perfomiatives, informational performatives, and 
capability definition performatives. Since KQML is not tied to any representation 
language, it can be used as a shell to contain messages in various languages and 
loiowledge representation foimats, and peimit routing by agents which do not 
necessarily understand the syntax or semantics of the content message.
■ Knowledge interchange format
The KQML research team has proposed a more appropriate language fn order to express 
the value of the parameter content of a message, the Knowledge Interchange Format 
language (KIF). KIF provides a common communication mechanism for the 
interchange of loiowledge between widely disparate programs with differing internal 
loiowledge representation schemes (Bayardo, et ah 1997). KIF is a format to 
standardize knowledge representation schemes based on first-order logic. It is human 
readable, with declarative semantics. It can express first-order logic sentences, with 
some second-order capabilities. Several translators exist that convert existing 
loiowledge representation languages to and fi'om KIF. Typically, an agent converts 
queries or data fioni its internal foimat into KIF, then wiaps the KIF message in a 
KQML perfoimative before sending to the recipient agent.
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■ FIPA’s agent communication language (FIPA ACL)
The Foundation for Intelligent Physical Agents (FIPA) was fonned in 1996 to produce 
software standards for heterogeneous and interacting agents and agent-based systems. 
FIPA’s agent communication language (FIPA ACL) is developed by the Foundation of 
Intelligent Physical Agent. FIPA ACL is similar to KQML, in that it is independent of 
the content language and ontology used and is also message oriented. It is based on 
messages as actions or communicative acts. The communicative acts are intended to 
allow an agent to communicate its intention for some action to be performed. The action 
can in fact be anything from an assertion, query to a command, just like KQML (Hon, 
2001). One important criteria for agents implementing FIPA ACL is that they must have 
an understanding of semantic language (SL). That is the semantics used to describe 
modal operators such as an agents beliefs, desires, intentions, etc. This will represent the 
proposition or the state they are in. In this way, an agent will know of another agent's 
proposition and will know of the appropriate communicative act to send.
6.3.4.2 Ontologies for agent communication
If two agents are to communicate about a specific domain, then it is necessary for them 
to agiee on the teiminology that they use to describe this domain. In the terminology of 
the agent community, agents must share a common ontology (Sansare and Shah, 2001). 
Ontology is defined as specification schemes for describing concepts and their 
relationships in a domain. Ontology provides a fomial description of entities and their 
properties, relationships, constraints and behaviour (Garcia-Flores and Wang, 2002). 
Agents must share the same conceptual model of the domain problem in order to 
understand the concepts and get effective communication. It is important that agents not 
only have ontologies to conceptualize a domain, but also have ontologies with similar 
constructions. Such ontologies are called common ontologies. Once interacting agents 
have committed to a common ontology, it is expected that they will use this ontology to
115
Chapter 6 Application o f  software agents in the knowledge management system
interpret communication interactions, thereby leading to mutual understanding and 
predictable behaviours,
6.3A. S Agent collaboration
With a common communication language, a shared ontology, agents can communicate 
with each other in the same manner, in the same syntax, and with the same 
understanding of the domain. However, to make agent collaboration more efficient and 
effective, some service agents are often created in multi-agent systems for advertising, 
finding, presenting, managing and updating agent seiwices and information.
One type of the seiwice agent is the Agent Name Server (ANS). The ANS serves as the 
central repository of physical addresses in the form of the chosen transport mechanism 
for all involved agents. It maintains an address table of all registered agents, accessible 
through the agents’ symbolic names. Newly created agents must register themselves 
with the ANS with their names, physical addresses and possibly other information by 
sending to the ANS a message with the performative register.
Another type of a service agent is call middle agent. Middle agents are entities to which 
other agents advertise their capabilities, and which are neither requesters nor providers 
from the standpoint of the transaction under consideration. The advantage of using 
middle agents is that they allow a MAS to operate robustly when confronted with agent 
appearance, disappearance and mobility. Middle agent are normally appear in the 
format of as Facilitators agent. Mediators agent. Brokers agent etc. (Flores-Mendez, 
1999). Facilitator agent provides additional seiwices to other agents, it is the agents to 
which other agents surrender their autonomy in exchange for the facilitator's services. 
Facilitators can coordinate agents' activities and can satisfy requests on behalf of their 
subordinated agents. Broker Agent (BA) seiwes as a dynamic information hub or 
switchboard. It registers seiwices offered and requested by individual agents and 
connects dynamically available seiwices to requests whenever possible.
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6.4 Multi-agent system for decision support in chemical process 
industry
In this section, we discuss the multi-agent system development for decision support and 
cooperate manufacturing in chemical industry. Process simulation, rule-base decision 
support, artificial intelligent technique such as artificial neural network (ANN) are 
integrated in this system for process analysis, data processing, process monitoring and 
diagnosis, process performance prediction and operation suggestion.
6.4.1 Design of the multi-agent system
Chemical industries are integrated networks where a number of business entities, i.e., 
suppliers, manufacturers, distributors and retailers, work together to acquire raw 
materials, convert them into chemical products, and deliver the products to the retailers 
and customers. An enteiprise in chemical industry can be viewed as an organization 
which include raw material purchasing, manufacturing, warehouses, product 
distribution, and customer services. In order to achieve enterprise integration in a unite 
infoimation systems, two main dimensions have to be considered in the multi-agent 
system design: the organizational dimension which is to deal with all the dependencies 
between the departments, and the technical dimension concerning the techniques used 
to construct the system.
In the organization dimension, agents can be designed for worlcflow and business 
process management in this system to automate the processes of a business, ensuring 
that different business tasks are expedited by the appropriate people at the right time, 
ensuring that a particular information flow is maintained and managed within an 
organization.
Multi-agents system functions as a simulation of the dynamic enteiprise behaviour, such 
as the production, operation, purchasing, tiading, etc.. The enteiprise departments can 
be simulated by individual agents with different tasks and functions, but can
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communicate and exchange infoimation. These agents represent organizations, 
departments or individuals. Each agent had a number of resources under its control, and 
was capable of a range of problem solving behaviors. To achieve their individual 
objectives, agents needed to interact with one another. In this case, all interactions took 
the foim of negotiations about which seiwices the agents would provide to one another 
and under what terms and conditions. This gives the advantage of modeling of 
individual behaviour and industiy information system structure to facilitate knowledge 
management, task coordination and decision support.
In the technique dimension of the multi-agent system design (as shown in Figure 6.2), 
agents are designed to capture and access information in heterogeneous, distributed
User agents
Broker agent
Task agents
Data analysis 
&Information retrievingOptimization&Scheduling
Process monitoring & 
Performance prediction
Information and 
Management systemUtility systemProduction process
"Knowledge ^ f ...
base ^
Models Heuristicrules InformationData
Figure 6.2 Multi-agent system architecture
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electronic repositories, to support loiowledge integration, sharing, reuse, software 
interoperation, and collaborate manufacturing.
In the multi-agent system, data, infoimation and loiowledge are kept in the system 
loiowledge base in the format of process models, heuristic rules, process related data 
and information. Process models include the models for process simulation, 
optimization, scheduling, process performance prediction, and manufacturing execution. 
These models might be developed utilizing different computing language and software. 
Heuristic rules provide process operation and events action guidance according to 
historic or experts’ experience. Data refers to the historic data or real-time operation 
data of plant operation and management. Information on expert knowledge and 
technical resources related to the chemical manufacturing process are also provided in 
the knowledge base.
These sources of infoimation and knowledge are distributed among different sectors in 
the production system. In the open and dynamic environment, the volume of data 
available is a critical problem affecting the scalability of the system. The system uses a 
number of agents with different tasks to access the infoimation resources, to share or 
reuse information and models within a distributed environment, to collaborate and solve 
the engineering and management problems.
Collaborations between agents in a multi-agent system tend to take one agent’s output 
as another agent’s input without directly utilizing the agent’s built-in knowledge model 
(Jennings, et a l 1996; Chao, et a l 1998). Ontologies are used to specify the context in 
which the various agents operate, and inteipret the content information of the messages 
exchanged between agents. This enables decisions on which agents to execute 
according to the various requests. Thus, ontologies are used to specify the inftastiucture 
underlying the agent-based system, and characterize information content in the 
exchanged messages and the underlying data repositories.
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The business process also has a number of legacy components such as databases, 
process simulation and scheduling software etc. Cuirent methods on software design 
and development tools for intelligent manufacturing systems is usually difficult to make 
extensions of the existing programs or software, it is also not easy to reuse their 
components in developing intelligent manufacturing systems. In the multi-agent system, 
these were generally wrapped up as resources or tasks within particular agents to 
provide the interoperate ability between the software components, and to achieve 
flexible and scalable applications in distiibuted environments.
6.4.2 Task of agents
In this system, a set of agents with specialized expertise is designed to be able to be 
assembled to gather relevant infoimation and loiowledge utilizing the resources in the 
knowledge base, and to cooperate with each other to achieve timely decisions in dealing 
with various enterprise scenarios. These agents are organized in a layered, distributed 
environment, which comprises user agents, broker agent and a group of task agents.
The functionalities of each of the agents are briefly described below.
• User agent constitutes the user's intelligent gateway into the system. User agents 
receive tasks from the users and return results. It uses the system's ontologies to assist 
the user in formulating queries and in displaying their results.
• Broker agent is responsible for task decomposition and planning. The broker agent 
receives and stores advertisements from all agents in the system on their capabilities. 
Based on this information, it identify the resources that have the requested infoimation, 
and responds to queries from agents as to where to route their specific requests, and 
reassembles the results. Broker agent distiibutes the tasks, coordinates the performance 
of the task agents, assists human decision-making by combining the information from 
the task agents and notifies the result to the user agent.
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• Task agents execute the infonnation-gathering tasks to fulfill the queries. It can 
decompose a given task into a number of subtasks and dispatch the subtasks to relevant 
agents to perfomi, in order to achieve its goals. In this work task agents are designed to 
perform the tasks of process monitoring, process performance prediction, process 
simulation, optimization, scheduling, manufacturing management and infoimation 
seiwice. The function of these task agents are discussed in the following:
■ Monitoring agents monitor, detect, and notify operation situation or abnormal 
events that need to be attended, and also give suggestions for taking actions. 
Prediction agents can predict the process operation trend with the utilizing of the 
prediction models. Monitoring agent interacts with the prediction agent and 
decision-making agent to analyse the levels of abnormal operation.
■ Data analysis agents collect, aggregate, and analyze the raw transaction data, 
and to make the result available by other agents. Data analysis agent conesponds 
to information retrieving agents specialized for data retrieving or mining 
methods.
■ Information retrieving agents are tightly coupled with data sources. Information 
retrieving agents extract relevant information ftom knowledge base according to 
the user requirement, such as indexing information, retrieving and updating 
loiowledge from a knowledge repository, distributing loiowledge, monitoring 
changes that occurred in a knowledge repository. Information retrieving agent 
provides a mapping from the information ontology to the database schema, and 
executes the requests specific to that resource.
■ Decision-making agent combines the outcomes of data analysis agent to give a 
solution of process monitoring and management, and also give suggestions for- 
changing the operation parameters.
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In this work, agent components run on top of conventional technologies such as process 
models, relational databases, and so on to reduce the development time, as well as 
increasing compatibility with existing systems in the organizations.
The system infrastructure supports communication between previously established 
application software and programs for process simulation, optimization, scheduling and 
process performance prediction. This can reduce the necessary modifications of these 
applications to the minimum. In such a system, agents can run on the same or different 
computers, information sources can be stored in distributed location. Agents cooperate 
in performing their tasks with a shared resource. The cooperation and coordination 
feature between agents in the multi-agent system facilitate the information system 
development with the requirement of information integration, coordinate 
manufacturing, and cooperate decision-making.
In addition, the system performance is reliable, flexible, extendable and reusable. It is 
easy to expand the system by adding new functional agent, and if one agent fails, it 
won’t affect other agents in the system. It is graceful recovery of component failures, 
and the number and the capabilities of agents worldng on a problem can be altered. The 
modularity of the system makes it easier to maintain, and functionally specific agents 
can be reused in different agent teams to solve different problems.
6.5 System implementation
Java Agent DEvelopment Framework (JADE) is utilized in this work to establish the 
multi-agent intelligent system for information integration and decision support in 
chemical process industry. User interface is developed to provide a friendly 
environment for the users to access and utilize the system. User agent, broker agent and 
a group of task agents are constructed in this system to perform the tasks of process 
monitoring, process performance prediction, utility system scheduling and optimizaiton.
122
Chapter 6 Application o f  software agents in the knowledge management system
manufacturing management and information service. Information integration, cooperate 
manufacturing can also be achieved through agent collaboration.
The system design is scalable and portable. This is accomplished through the use of 
collaborative agents, and the use of Java as a common agent wrapper. The selection of 
Java as the implementation language provides inter-platform portability, owing to its 
networking facilities, and its support for object-oriented, and multi-thread programming 
in distributed heterogeneous environments.
In this system, all the agents speak FIPA ACL, TCP/IP is used as the low-level 
ti'ansport mechanism for agent to communication, and a machine interpretable ontology 
is defined to provide mutual understanding between the agents. With the common 
communication language and shared ontologies, agents can communicate and cooperate 
with each other to exchange and share infoimation, and achieve timely decisions in 
dealing with various enterprise scenarios. Here we discuss the implementation detail of 
the multi-agent system, and some application scenarios are used to demonstrate the 
implementation of the multi-agent information system in the next section.
6.5.1 JADE Platform for multi-agent system development
JADE is used as a platform for the multi-agent system development. Jade is a software 
fiamework, which implement the multi-agent systems through a middle-ware that 
complies with the FIPA specifications. The agent platform can be distributed across 
machines and the configuration can be controlled via a remote GUI. JADE includes two 
main products: a FIPA-compliant agent platform and a package to develop Java agents. 
Multi-agent system based upon FIPA specification offer good interoperability and 
reusability.
JADE is written in Java language and is made of various Java packages, giving 
application progr ammers both ready-made pieces of functionality and abstract interfaces 
to customize application dependent tasks.
JADE offers to the agent programmer the following features:
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Distributed agent platform. The agent platform can be split among several hosts. 
Only one Java application is executed on each host. Agents are implemented as Java 
threads and live within agent containers that provide the runtime support to the 
agent execution.
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Graphical user interface (as Figure 6.3 illustrates) to manage several agents and 
agent containers from a remote host.
Intra-platform agent mobility, including transfer of both the state and the code.
Support to the execution of multiple, parallel and concurrent agent activities via the 
behaviour model.
Efficient transport of ACL messages inside the same agent platform.
Library of FIPA interaction protocols ready to be used.
Automatic registration and deregistration of agents with the AMS.
Support for application-defined content languages and ontologies.
Directory
Facilitator
Agent Agent
Management
Message Transport System
Agent platform
Figure 6.4 FIPA agent platform 
(http://jade.cselt.it/doc/programmersguide.pdf)
JADE warrants syntactical compliance and semantic compliance with FIPA 
specifications. Figure 6.4 represents the standard model of an agent platform defined by 
FIPA. FIPA-compliant agent platform includes the Agent Management System(AMS), 
the Directory Facilitator(DF), and the Agent Communication Channel(ACC). 
Communication message interchange is based on FIPA-ACL message specification. 
FIPA compliant HTTP protocol to connect different agent platforms.
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The Agent Management System is the agent who exerts supervisory control over access 
to and use of the Agent Platform. Only one AMS will exist in a single platform. The 
AMS provides white-page and life-cycle service, maintaining a directory of agent 
identifiers (AID) and agent state. Each agent must register with an AMS in order to get 
a valid AID.
The Directory Facilitator (DF) is the agent who provides the default yellow page service 
in the platform.
The Message Transport System, also called Agent Communication Channel, is the 
software component controlling all the exchange of messages within the platform, 
including messages to/from remote platforms.
JADE fully complies with this reference architecture, and when a JADE platform is 
launched, the AMS and DF are immediately created and the ACC module is set to allow 
message communication. The agent platform can be split on several hosts as Figure 6.5
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Figure 6.5 Jade agent platform distributed over several containers
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illustrates (http://jade.cselt.it/doc/progiammersguide.pdf). Only one Java application, 
and therefore only one Java Virtual Machine (JVM) is executed on each host. Each 
JVM is a basic container of agents that provides a complete run time environment for 
agent execution and allows several agents to concurrently execute on the same host. The 
main-container, or front-end, is the agent container where the AMS and DF lives and 
where the RMI registry is created. The other agent containers, instead, connect to the 
main container and provide a complete run-time environment for the execution of any 
set of JADE agents.
6.5.2 Ontologies in MAS
The system architecture discussed in the previous section is based on the 
communication among a community of agents, cooperating to help the user to find and 
retiieve the needed information. A critical issue in the communication among the agents 
is that of ontological commitments, the agreement among the various agents on the 
terms for specifying the context of the information handled by the agents.
Ontologies are used in the multi-agent system to model MAS architecture, and the 
communication between agents. The system provides two types of ontology: agent 
communication ontology and task ontology to facilitate the consti’uction of the MAS. 
The communication ontology ensures that the teims used by different agents are 
consistent, so that it is able to share the information between the agents. 
Communication ontology contains a reserved word to determine information on the 
agents and their appropriate values. Figure 6.6 and Figure 6.7 show the Java classes that 
define communication ontology and vocabulary.
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package mas;public interface MASVocabulary {
j j  > Basic vocabulary
public static final int MONITORING = 1 ;
public static final int INFORMATIONRETRIEVE = 3;
public static final int WEBINFO =  4;
public static final int PREDICTION = 2;
public static final int SEPMONITORING =  5;
public static final Stiing SERVER_AGENT == "Server agent";
public static final Stiing MONITOR AGENT = "Monitor agent";
public static final String INFORMATION AGENT = "Information agent";
public static final Stiing WEBSEARCH_AGENT =  "Websearcli agent";
public static final String PREDICT AGENT ="Predict agent";
public static final String MONITORSEP_AGENT="Monitorsep Agent";
//------- > Ontology vocabulary public static final Stiing MONITOR = "Monitoring";
public static final Stiing MONITOR NAM E =  "name"; public static final String 
SEPM ONITOR= "SepMonitor";
public static final Stiing SEPMONITOR NAM E =  "name"; public static final String 
OUTCOME = "Outcome"; 
public static final Stiing OUTCOME NAM E = "name"; 
public static final String OUTCOME DATE = "date";
public static final String OUTCOME RESULT =  "Result"; public static final Stiing 
PREDICT = "Predict";
public static final Stiing PREDICT UNIT =  "unit"; public static final String 
PREDICTRESULT= "PredictResult"; 
public static final Stiing PREDICTRESULT UNIT =  "unit"; 
public static final String PREDICTRESULT RESULT =  "result"; public static final 
String INFORETRIEV = "InfoRetriev";
public static final Stiing INFORETRIEV KEYWORD =  "keyword"; public static final 
String RETRIEVERESULT =  "Retrieveresult"; 
public static final Sbing RETRIEVERESULT_KEYWORD = "keyword"; 
public static final Stiing RETRIEYERESULT_RESULT -  "result";}
Figure 6.6 M A S Vocabulary
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package tnasjimport j ade.content.onto. * ; 
import jade.content.scliema.*;
public class M ASOntology extends Ontology implements MASVocabulary { 
public static final Stiing ONTOLOGY NAM E =  "MAS-Ontology"; 
private static Ontology instance =  new MASOntology(); 
public static Ontology getlnstance() { return instance; }
private MASOntologyO { super(ONTOLOGY_NAME, BasicOntology.getInstance()); try
{ / /  Add Concepts // OutCome
ConceptSchema cs =  new ConceptscIiema(OUTCOME); 
add(cs, OutCome.class);
cs. add(OUTCOME_N A ME, (PrimitiveScliema) getSchema(BasicOntology.STRING),
Obj ectScliema.MANDATORY) ;
cs.add(OUTCOME DATE, (PriniitiveSchema) getScliema(BasicOntology.DATE),
Obj ectSchem aM AND ATORY) ;
cs.add(OUTCOME_RESULT, (PriniitiveSchema) getSchema(BasicOntology.STRING), 
ObjectSchemaM ANDATORY);
add(cs =  new ConceptSchema(PREDICTRESULT), PredictResult.class); 
cs.add(PREDICTRESULT_UNIT, (PriniitiveSchema) getSchema(BasicOntology.STRING), 
Obj ectScliema.MANDATORY) ;
cs.add(PREDICTRESULT_RESULT, (PrimitiveScliema) 
getSchema(BasicOntology.STRING), ObjectSchema.MANDATORY);
/ / ---------Add Agent Actions
// Monitor
Agent A ctions cheiiia as =  new AgentActionSchema(MONITOR); 
add(as, Monitor.class);
as.add(MONITOR NAME, (PrimitiveScliema) getSchema(BasicOntolo’gy.STRING),
Obj ectScliema.MANDATORY);
//  Predict
add(as = new AgentActionSchema(PREDICT), Predict.class); 
as.add(PREDICT_UNIT, (PrimitiveScliema) getSchema(BasicOntology.STRING),
Obj ectScliema.MANDATORY); } 
catch (OntologyException oe) { 
oe.piintStackTraceQ;
}
}
}// M ASOntology
Figure 6.7 M A S O ntology class
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Task ontology specifies the function performed by different agents in the system. The 
creation of task ontology is accomplished by using OntoEdit (as shown in Figure 6.8).
RÜ8 Edtor I GvmM Mooa | Irfarandnp | VBudhtf | Dflbugoar | OoiMtKOMCor | IdentAcabon | Metadata |
SBnaeaa^MAW ai -i"! -i«ii«i
Figure 6.8 MAS ontology edited using OntoEdit
6.5.3 The agents
In the multi-agent system, agents work at the user interface in conjunction with 
ontologies to select the right data, assemble the needed components, present and format 
the information in the most appropriate way for a specific user and situation. Behind the 
scenes, agents take advantage of distributed management of databases, documents, 
workflow with the transaction, searching, indexing, and networking capabilities to 
discover, link and access the appropriate data and services. Here we describe the 
functionality and implementation of agents in the MAS.
■ User Agent
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The user agent links the user interface to the agent network. It assists the user in 
formulating queries, and in displaying the results of queries to the user. After a query is 
formulated according to the selected ontology, it is sent to the task execution agent that 
best meets the user's needs with respect to the current query context. When the task 
execution agent has obtained a result, it engages in a FIPA ACL conversation with the 
user agent, in which the results are returned and displayed.
A user interface is provided via GUI or Java Servlet for query formulation and data 
display. Figure 6.9 presents the MAS ontology displayed in GUI, where query 
formulation can be based on knowledge of the concepts in the ontology.
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9  U tllity _ S y s tem _ O p tlm lza tlo n  
©- V ary ln g _ p rlc8 s  
€>• V a ry ln g _ d 8 m a n c ls  
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©■ W e b  
©- D a ta b a s e  
©- F lle _ S y s te m  
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QUIT
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«  S ülect an action  ! »
Figure 6.9 MAS ontology in the GUI
Broker Agent
The broker agent is a semantic matchmaking service that pairs agents seeking a 
particular service with agents that can perform that service. The broker agent determines 
the set of relevant resources that can perform the requested service. As agents come on 
line, they advertise their services to the broker via FIPA ACL. The Broker agent
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responds to an agent's request for service with information about the other agents that 
have previously advertised relevant service.
The existence of the broker agent reduces the individual agent's need for knowledge 
about the structure of the network and decreases the amount of network ti'affic required 
to accomplish an agent's task. The advertisements specify the agent's capabilities in 
terms of one or more of the ontologies. From the user's perspective, semantic brokering 
enables requests to be specified in terms of the concepts in an ontology, and matches 
those semantic concepts to the resources that are cuiTently best suited to handle those 
specific requests.
■ Task Agent
Task agents execute information gathering tasks such as information retrieving and data 
analysis activities. Task agent is designed to deal with dynamic, incomplete and 
uncertain larowledge. The execution of specific task is to be discussed in the application 
scenarios in the next section, but generally task agent execution can be described as the 
following steps:
Advertise to the broker agent, and wait to receive a reply, this is normally done 
when an agent is initialised.
Wait to receive queries from broker agents. These will typically be encoded as 
FIPA ACL. The query as well as the domain context determines which task 
agent to process the query.
Parse the query, and decompose it if appropriate. Constrnct FIPA ACL queries 
based on the queries contents, and the relevant resource agents specified by the 
broker.
Compose the results in FIPA ACL, and return the results to the user agent.
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6.5.4 Agents interactions
There are three communication categories in the multi-agent system: (1) Agent -  
Internal resources such as Database; (2) Agent -Agent; (3) Agent -  External Data. The 
communication protocol depends on the type of agents involved and the information 
and loiowledge being exchanged.
Agent to database communication is based on ODBC/JDBC and using SQL requests 
and commands. This protocol is relatively stiaightfbrward. Agent to external data 
source communication is to collect and filter the necessary information from distributed 
data resources such as the Internet. Agents communicate with each other using the FIPA 
-ACL.
The system comprised of a network of cooperating agents communicating by means of 
the FIPA ACL. Users specify requests and queries over specified ontologies via 
Graphical user interfaces. The queries are routed by broker agents to specialized agents 
for data retrieval from distributed resources, and for integration and analysis of results. 
In the following, we demonstrate a scenario of interaction among the agents in the 
context of a simple query execution:
During system start-up, the User agent initialises MAS ontology. At the mean time, 
each agent advertises its address and function to the broker agent. On receiving a 
request for retrieving specific information from one selected information resource, for 
example from database, the User agent then queries the broker agent for the location of 
the Information retrieving agent, information retrieving agent then assign the task to DB 
agent, queries the DB agent for the data appropriate to the given query. The agent 
interaction and the message flow in the agent system is illustrate in Figure 6.10. It 
outlines how agents are cooperating with one another to resolve the infoimation 
retrieving scenario, and sketches the message flow in the agent system.
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User
agent
Broker Information
agent agent DB agent
DatabaseFIPA ACL FIPA ACL , 
iVlassage 'Massage
,  ODBC SQL
' interaction
viassagc
FIPA ACL 
Viassagc
Figure 6.10 Information flow in the M AS for information retiieving 
One of FIPA ACL message can be illustrate as the following:
(request
: sender 
: receiver 
; content 
: language 
: ontology 
)
BrokerAgent 
InformâtlonAgent 
(find catalyst information from Database)'' 
si
MASontology
The message starts with the word "request", which is the action (performative) intended 
for the message. The message contains keywords needed for the message and 
communication layers:
• sender: the agent which sending the message.
• receiver: the agent which receiving the message.
• content: describing the specific information of this message.
• language: language for interpreting the information in the content field of this 
message.
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• ontology: identifies the ontology to interpret the information in the content field 
of this message.
The above scenario illustrates a simple query execution. Other common scenarios of 
interactions in MAS would reflect complex queries with multiple tasks, data analysis 
queries, and distribute platform application. Figure 6.11 demonstrates the information 
retrieving from remote JADE platform. Figure 6.12 shows The Java codes for remote 
agent communication. Message of the information retrieving result from remote 
location is illustrate in Figure 6. 13.
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File Actions Tools Ftemote P latform s Help8 g g s % 0- Sw' JADE
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name I addresses I stale I o w n e r
UA@ pc-ce... http:Wpc-c... active
Figure 6.11 Remote agent communication using JADE Platform
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ACLMessage msg = new 
A CLMessage(A CLMessage. QUER Y_REF);
AID receiver = new AID("RV@prise-serv: 1099/JADE", 
true):
receiver.addAddres ses ("http://prise-serv: 7778/acc "); 
msg. addReceiver(receiver): 
msg.setContent("retrieve "); 
send(msg):
System.out.println(msg);
Figure 6. 12 Java codes for remote agent communication
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Figure 6.13 Remote agent communication massage exchange
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6.6 MAS application
In this work, software agents are applied in the knowledge management system for 
knowledge integration and decision support in chemical industry. Agents are 
designed to retrieve information from Imowledge repository, analysis technique and 
maiiceting information, and the developing trends in chemical industry. Agents are 
also designed to perfonn the tasks of process monitoring, process perfoimance 
prediction, etc. Java Agent Development Framework (JADE) is utilized to develop 
such an agent system. Ontologies are applied to model the agent system design, 
specified the task of agents and the communication between agents.
In this section, the application of the multi-agent system is demonstrated through 
some application scenarios in infoiination retrieving, process monitoring, process 
performance prediction, and utility system optimization.
6.6.1 MAS for information retrieving
hi the enteiprise environment, infoimation is usually handled in computerized and 
distributed system (Pelletier, PieiTe, Hoang, 2003) . Multi-agent system can be used 
to cope with the problem of infoimation retrieving from multiple and heterogeneous 
information souices that exist in a distributed enviromnent. The structure of such a 
system for infoimation retrieving is illustrated in Figure 6.14.
The system is aimed at dynamically integrates heterogeneous data sources while 
maintaining their local autonomy, and executes infoimation gathering tasks that are 
capable of dealing with dynamic and uncertain knowledge of the application 
domain. In this system, there aie a number of infoimation repositories, which may 
include databases, Web sites, file system or any other form.
Information resources are wrapped with agent capabilities. The infoimation agents 
establish a link between the information sources and the agent environment. Agents 
work in parallel and m an autonomous fashion.
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Information retrieving agent
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InternetD B l D B2
Figure 6.14 Multi-agent system for information retrieving
Information retrieving agents provide access to the infoimation resources, and also 
make infoimation contained in these resources available for retrieving and update. 
These information retrieving agents are designed to accept requests from user, 
identify the infoimation sources that contain the information relevant to the request, 
pose the request to these sources, collect and process the conesponding results, and 
present the results to the user.
Databases, including centialized and distributed enterprise databases, are relatively 
static information resources, in which information is centrally managed and the 
structure of data is consistent. Information retrieving from database is 
straightfoi*ward with the application of SQL queries. The Database infoimation 
retrieving agent (DB Agent) provides access to relational databases via JDBC and 
ODBC interfaces. We have run it successfully with Microsoft SQL Server 
databases.
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Internet information retrieving agent is developed with the utilization of multiple 
search engines. As discussed in chapter 5, the Internet information retrieving agent 
works by querying a number of search engines in parallel through several subagents, 
each agent contact to one information resources. The results from these search 
engines are then collected and presented to the user.
In this system, user interacts with the user agent. User agent formulates the user's 
query, translates into an appropriate format of query message and displays the 
answers. The broker agent is in charge of organizing the query answering process. It 
accepts queries from user agents and attempts to find which information agent have 
the potential to help answer part of or the entire query.
Communication among agents is established through the exchange of messages. 
Messages’ syntax and semantics are based on performative statements which follow 
the standards established by FIPA ACL. User interface is available in GUIs as well 
as in Java Servlets (as Figure 6.15 shows), which can be executed from any browser 
on any platform.
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Figure 6 .15 M A S  user interface for inform ation retrieving
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6.6.2 Process monitoring and process performance prediction
In chemical process industiy, process monitoring is intended to get timely report on 
process operation situation. In the event when process operation is abnonnal, the 
system should be able to alami warning and provide operation suggestion to help the 
engineers to respond quickly and effectively. In this situation, process perfoimance 
prediction programs can be used to help the engineers to decide or adjust the 
operation parameter by predicting the trend of process performance. In this work, a 
multi-agent system is used to simulate the process monitoring and process 
performance prediction activities in chemical industiy. HDA process is used as a 
base for the case study. Figure 6.16 illustrates the system structure for process 
monitoring and perfoimance prediction.
( ^ e r  Agent ) ( ^ e r  A g e i ^  Q ^ e r  Agent )  (^ s e r  Agent
A
Broker Agents
Chemical process
Knowledge base
Prediction agentM onitor agent
Heat 
L exchangingj
SeparationReaction
History data 
Rule-based decision 
Process models
Figure 6 .1 6  M ulti-agent system  for process m onitoring and prediction
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There are three categories of information on the process operation handled in the 
system: historical, current and predictive. Historical data describe the previous states 
of process operation. Current information refers to the real-time operation. 
Predictive data reflects expectations and helps the operators to determine optimal 
parameters. Predictive data can be obtained on the basis of process simulations or 
the modelling of the historical data. Heuristics can also be derived on the basis of 
historical data analysis, which can be used to provide a short-term process operation 
forecast and decision-making.
In this system, user can submit the request of process monitoring or process 
performance prediction task through user interface and user agent. The broker agent 
decides which agent to perform the relevant task. The monitor agent can detect 
problems and evaluate of the abnormal situation. Detection is carried out using 
production rules to define where the disturbance started, while evaluation is based 
on the data and some rules of the operation conditions. If abnormal is detected, the 
monitor agent will inform the appropriate agent that is responsible for transferring 
this.
The monitor agent checks the on-line operation data (sensor data) and compare with
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Figure 6 .17  R eaction  units operation result presentation
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the design data in the database. With the utilization of the heuristic mles in the 
system knowledge base, the monitor agent will be able to give the monitoring result 
and operation suggestion to the user agent. Figure 6.17 shows the process 
monitoring of the reaction process.
In the case of abnormal process operation, the system will suggest the coiTective 
actions and instructions such as changing the operation parameters. In this case, user 
can input the alternative operation parameters tlurough the user interface. The 
prediction agent can predict the process operation ti*end at the alternated parameters 
utilizing process prediction models.
The prediction result can be examined by the monitoring agent to see whether the 
alternated operation parameters can lead to the desired production standard. If not, 
the user will be suggested to give another group of operation parameter. In this 
scenario, rule-based decision support and artificial intelligent technique are utilized 
in dealing with abnormal operation situation. The prediction model is established 
using Artificial Neural Network (ANN) on the basic of process simulation and the 
historic unit operation data. The process performance prediction model is written in 
C language, and it is wrapped by the prediction agent through JAVA Native 
hiterface (JNI).
The coordination of monitor agent and prediction agents will help the engineers to 
achieve timely decision in the event of abnormal process operation. Here, Benzene- 
toluene separation process is used as an example to illustrate the cooperation of 
monitoring agent and process prediction agent to deal with abnormal process 
operation situation. Figure 6.18 shows the monitoring results of the Benzene- 
Toluene separation process, as the separation result is not satisfied, process 
performance prediction agent is used to select and adjust the operation parameters. 
Figure 6.19 illustrates the user interface for process performance prediction. Figure
6.20 gives the prediction result. The changed parameter can be examine by the 
monitoring agent to check the whether it will lead to satisfied separation. Figure
6.21 shows the process monitoring on the changed operation condition.
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Figure 6.18 Monitoring of the separation units 
and result presentation
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Figure 6.21 Monitoring the separation process again
This system can be applied on the distribute agent platform. Figure 6.22, Figure6.23 
and Figure 6.24 shows the Java code, the message exchange and the result 
representation for remote platform commutation.
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ACLMessage msg = new ACLMessage(ACLMessage.QUERY_REF);
AID receiver = new AID("RV@prise-serv: 1099/JADE", true);
receiver.addAddresses("http://prise-serv:7778/acc");
msg.addReceiver(receiver);
msg.setContent("separation monitoring");
send(msg);
Figure 6.22 Separation monitoring from remote agent platform
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Figure 6.23 Remote communication
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6.6.3 Utility system optimization
6.6.3.1 problem statement
A typical chemical plant usually consists of several chemical production processes 
that consume heat and power in order to make products. Most process plants 
normally operate in the context of a total site in which heat and power are supplied 
by the same utility system (Shang and Kokossis, 2004). Figure 6.25 shows the 
interactions present on a typical total site. The processes consume and/or generate 
steam at various levels. The steam generated by the processes can be supplied to the 
steam mains, and eventually consumed in other processes.
Fuel
POWER
F u e j j n
F u el COND HIGH PR ESS I
MED. PR ESS
LOW PR E S S  I
F u e lF u el.
PR O C ESS BPR O C ESS A PR O C ESS C
COOLING WATER
Figure 6.25 A typical total site
Traditionally industrial seiwice units such as site utility system units were driven by 
the internal demands of sections and business plants. Nowadays the service units 
operate much more independently and are responsible for their economic viability. 
They need to prove that they make profits and their services are sold outside the 
corporate environment. They need to monitor opportunities and the integiation of 
online trading and their scheduling should be more dynamic. Thus dynamic 
management systems are required to support decisions and dynamic trading in such 
modem industrial complexes.
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6.6.3.2 MAS fo r utility system optimisation and decision-maldng
In this work, we intend to establish an agent-enabled environment to support 
decisions and dynamic trading in process engineering plants. The agent-enabled 
environment is proposed to emulate the different departments of a total site and 
individual production processes, utility system, market trading department, as well 
as the site management. The agents could negotiate steam pressure levels, steam 
consumptions, electricity consumptions of the production processes, and the 
electricity price exported to the public grid.
The multi-agent system for utility system optimisation and decision-making process 
consists of utility system optimization model, utility system knowledge base, and a 
group of agents such as site agent, broker agent, utility system optimization agent. 
The agents interact with the optimization models and knowledge models about the 
process, the design and operational options letting the user pursue the decisions and 
analysis. Planning and operational data can be stored in database for manage and 
support decisions.
For utility system optimisation, the objective is to identify the appropriate 
operational maintenance strategies that ensure operational feasibility at the 
minimum cost. The utility system optimization and scheduling problem is 
formulated as a multi-period mixed integer linear programming (MIL?) model. The 
objective function minimizes the overall operating cost over the given operating 
period subject to unit maintenance, system hardware and reliability constraints. The 
cost includes the fuel cost, the boiler feed water cost and the electricity cost. The 
utility system optimization model is established using GAMS program, and was 
wrapped by the utility optimization agent.
Site agent is used to interact with customer, get customer commands, illustrate 
utility system ontology and provide the user interface to get user input information. 
Figure 6.26 shows the interface of the multi-agent system used for the dynamic 
management of a total site utility system. The user interface is loaded when the 
multi-agent system launched. The utility system ontology is presented in the user 
interface. The utility system ontology modelled the task of agents and the
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Figure 6.26 Utility system optimisation-User interface
information exchange in the multi-agent system. Customer can submit steam and 
power demand and other information for utility system optimization through the 
GUI (graphical user interface), and this information will be used as the input 
parameters for the utility system optimization that will be performed by the utility 
optimization agent.
Utility optimization agent will invoke the GAMS program to perform utility system 
optimization task when they get the message of steam and power demand from the 
site agent. The optimization result from GAMS program will provide décision- 
support for the engineers and managers on the operation cost, hardware purchasing, 
etc. The utility optimization agent will send a message back to the broker agent 
informing the utility system optimization result. With the combination of the utility 
system optimization result and the analysis on historic utility system operation data 
and information, the broker agent will generate heuristic rules to automatically 
negotiate with the site agents about the services level and utility prices. The site
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agent can make their own decision on the steam and power demand according to the 
proposal of the broker agent and decision rules. Figure 6.27 illustrates the utility 
system optimization and decision process.
Utility optimization
-1**-
MASA .
•R esult Analysis 
•H istory data analysis 
Rule-base decisions
MAS
Different
solutions
Solution
Figure 6.27 Utility system optimisation and decision-making
6.6.3.3 Case Study
The application of the proposed multi-agent system is illustrated with a case study 
which considers the de-bottlenecking of a utility operation problem. The total site 
utility system services four plants. Figure 6.28 presents the configuration of the total 
site utility system considered. The site utility system consists of five steam levels, 
five boilers, six steam turbines, and one deaerator. The capacities of the utility units 
and current operating conditions are given in Figure 6.28. The utility system is 
interconnected with the public grid. The occasional shortage of power is addressed 
by importing power from the public grid. Surplus power could be exported through 
the grid. Cost data for the utilities are given in Table 6.1. The current operating cost 
is 82.2M$/year. The current site power demand is 212.5 MW. The demands of VLP, 
LP, MP and HP are 40 MW, 80MW, lOOMW and 150 MW respectively. No power 
is imported fi*om or exported to public grid. Because of the deregulation, the 
government now allows the complex to sell electricity to the public companies. The 
maximum power to be allowed to export is 65 MW. The maximum capacity of gas
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turbines used is 40 MW. The multi-agent system is used to support decisions and 
dynamic trading for the industrial complex.
Table 6.1 Utility cost data (US$/kWh)
F u el(B l) F u el(B l) F u el(B l) Electricity HP MP LP VLP
0.0095 0.0097 0.0125 0.1 0.038 0.036 0.034 0.032
The objective o f this case study is to identify the best investment scheme for the site 
utility system by negotiating the electricity demand and price with each internal 
consumer and external consumer. Figure 6.29 and Figure 6.30 illustrate the user 
interface and result presentation for this utility system optimisation problem. The 
site utility system is optimized for different negotiating scenarios as shown in Figure 
6.31. The results of the following scenarios have been obtained.
Local Ethylene
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Max 42St/ti
Fuel: 317MW " y
74MW
Max 74MWMax 29MW
236*0
14Bar
BFW
I.IB a r
0.1 Bar 
50 *C
Make-up water
plant
■VRF
Figure 6 .28  E xistin g  total site  u tility  system
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■ Scenario A (no new unit)
For this scenario, no units are required. By negotiating with both internal and 
external customers, the following new agreement has been achieved: the utility 
system only supplies 80% of the internal electricity demand, in return, the internal 
users only pay 90% of the standard price (0.1US$/kWh). Thus the utility system 
could export 42.5 MW electricity to the external users at a price of 0.13 US$/kWh. 
Table 6.2 gives the economics of the scenario.
Table 6.2 Economics of Scenario A
Cost Revenue of selling
electricity
(external)
Revenue of selling 
electricity (internal)
Revenue of selling 
steam
Profit
82.2 M$/year 48.4 M$/year 134 M$/year 116 M$/year 217 M$/year
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■ Scenario B (one new gas turbine + one steam turbine)
For this scenario, one new gas turbine and one steam turbine are required (Figure 
6.32). By negotiating with both internal and external customers, the following new 
agreement has been achieved: the utility system only supplies 90% of the internal 
electricity demand, in return, the internal users only pay 95% of the standaid price. 
Thus the utility system could export 65 MW electricity to the external users at a 
price of 0.13 US$/kWh. Table 6.3 gives the economics of the scenario.
Table 6.3 Economics of Scenario B
Cost Revenue of selling 
electricity (external)
Revenue of selling 
electricity (internal)
Revenue of selling 
steam
Profit
92.5 M$/year 74 M$/year 170 M$/year 116 M$/year 268 M$/year
W
Figure 6 .3 2  U tility  system  w ith  on e n ew  gas turbine and on e n ew  steam  turbine
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■ Scenario C (one new gas turbine + three steam turbines)
For this scenario, one new gas turbine and thiee new steam tiu'bines are required 
(Figure 6.33). Actually this is the optimal design obtained by optimising the utility 
system satisfying both internal and external demands without involving negotiations. 
The utility system can supply all the internal electricity demand the standard price 
and export 65 MW electiicity to the external users at a price of 0.13 US$/kWh. 
Table 6.4 gives the economics of the scenario.
Table 6.4 Economics of Scenario C
Cost Revenue of selling 
electricity (external)
Revenue of selling 
electricity (internal)
Revenue of selling 
steam
Profit
103 M$/year 74 M$/year 186 M$/year 116 M$/year 274 M$/year
"Vnr"
I Moke-up wdov
Figure 6 .33  U tility  system  w ith  on e n ew  gas turbine and three n ew  steam  turbines
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Chapter 7 Conclusions and Future Work
This research work integrates relevant enabling technologies into an open and 
extensible environment to provide a systemic framework for knowledge management 
in chemical process industry. Information technology, artificial intelligence and 
chemical engineering domain technology are integrated into the unified system to 
support Imowledge integration, cooperative manufacturing, enteiprise management and 
information service.
An Ontology-based knowledge management system is established in this work. The 
Imowledge management system architecture provides flexibility for integrating various 
resources and applications, and supports the collaboration and decision-making in the 
business process. The system utilized state-of-the-art techniques to provide an 
integrated platform, standard vocabulary, and communication ability between legacy 
systems and functional groups to achieve the flexibility and openness. The major 
components in the knowledge management system are ontologies, Imowledge 
repository, information retrieving agents, knowledge discovery tools and user interface.
Ontology has been applied in this work to provide integrated architecture for system 
development. Ontology supports the integration of knowledge sources and facilitates 
the common understanding of the task for communication and collaboration between 
knowledge workers and applications. Ontology also plays an important role in the 
Imowledge management system infrastructure by bringing together the system 
components, and facilitates access and reuse of Imowledge in knowledge repository.
Multiple ontologies including chemical engineering domain ontology, information 
ontology and task ontology are created and utilized in this knowledge management 
system. A systematic approach for ontology development and implementation is 
established in this work. In this methodology. Resource Description Framework (RDF)
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is used to represent the ontology to describe application-specific attributes and their 
corresponding semantics. RDF parser is developed to parse the RDF file to various 
application of ontology in the knowledge management system. The ontology 
implementation process introduced in this work is flexible and applicable to other 
domain for ontology creation and application.
The system provides knowledge retrieving services to extract information and 
Imowledge from various data sources, such as databases and Internet. Agents are 
designed to retrieve infoimation from different information resources, mining implicit 
knowledge from the knowledge repository. Internet information retrieving agent is 
developed for information retrieving from the web to help users collect fresh and 
comprehensive Internet content and support dynamic analysis of content. Multiple 
search engines are applied to search the collective web sites in parallel, combine the 
search results, filter the out-of-date and inelevant information, and represent the results 
to the user. This approach combines the power of several search engines, it can be used 
to retrieve information fiom Internet to avoid the information overload and out of date 
problems, and the quality of the information retrieving results is also improved.
Ontology-based information retrieving approach is utilized in this work. Ontologies 
serve as Imowledge map in the Imowledge management system, they are used to guide 
the information retrieving process so that the system may return more relevant results. 
The information retrieving agent is applied in the ontology-driven information 
retrieving from Internet to search chemical engineering information, the retrieved 
information are automatically classified with the application of ontology.
Data mining technique was applied to provide prediction function that can give the 
engineers and operators a forecast of the process operation situation in chemical 
industry, to prevent abnormal event, and to respond to abnormal problem quickly. The 
application of machine learning algorithms for process operation prediction was 
discussed in this work. The integrated application of ontology-based information
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retrieving and data mining techniques was demonstrated through a prototype Imowledge 
portal.
Software agents have been applied in the knowledge management system in support of 
interoperation of data and services in a dynamic and open environment to facilitate 
information integration, coordinate manufacturing execution, and to help engineers 
make decisions on the basis of up-to-date information. Multi-agent system is developed 
in this work to integrate diversity and heterogeneity of information sources, coordinate 
the distinct but complementary tasks, and facilitate the interoperation of software or 
application programs. Knowledge integration and sharing, coordinated 
manufacturing can be achieved through agents, collaborating in the multi-agent 
system.
Artificial intelligence techniques such as artificial neural network (ANN), rule-based 
decision support are integrated in this system for process monitoring and diagnosis, 
process performance prediction and operation suggestion. Java Agent Development 
Framework (JADE) is used as the basis to develop the multi-agent system. With a 
common communication language and shared ontologies, agents can communicate and 
cooperate with each other to exchange and share information, and achieve timely 
decisions in dealing with various enterprise scenarios.
The application of software agents supports communication between previously 
established application software and programs for process simulation, optimization, 
scheduling and process performance prediction. This can reduce the necessary 
modifications of these applications to the minimum. In such a system, agents cooperate 
in performing their tasks with a shared resource. The cooperation and coordination 
feature between agents in the multi-agent system facilitate the information system 
development with the requirement of information integration, coordinate 
manufacturing, and cooperate decision-maldng.
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The system perfonnance is reliable, flexible, extendable and reusable. The modularity 
of the system makes it easier to maintain, and functionally specific agents can be reused 
in different agent teams to solve different problems. The application of MAS has been 
discussed through some example scenarios in information retrieving, process 
monitoring, process performance prediction, and utility system optimization.
The implementation of knowledge management system will facilitate knowledge 
integr ation and sharing among researchers, engineers and managers in chemical process 
industry. The system can also help engineers coordinate in manufacturing execution, 
and provide decision support based on up-to-date information and Imowledge. In 
addition, the knowledge management system also provides a flexibility and sharable 
common framework for different applications such as product development, supply 
chain management, etc.
Currently the implementation of the knowledge management system is focused on the 
integr ation and sharing of knowledge, providing information retrieving service, and the 
application of data mining technique on the knowledge asset to support knowledge 
discovery and decision-making. Further integration of artificial intelligent techniques 
into the knowledge management system for text mining and web mining should be 
explored to acquire and deliver valuable implicit knowledge from the unstructured 
information in document repositories and the Internet.
On the basic of this work, further research work can be carried out to apply the 
Imowledge management system in the life cycle of industry activities including 
manufacturing, management, purchasing, distribution and customer service in the 
chemical process industry, which will bring significant benefit for the enterprise.
The application of agent-based system should also be integrated in industry 
manufacturing and management system to identify more complex enterprise scenarios 
in chemical process industry. With the interacting with plant operation data in process 
manufacturing and management system, the development of agent-based real-time
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dynamic process simulation and control system, as well as industry work-flow 
management system will very useful in the chemical process industry.
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