We extend the well know estimates for the negative eigenvalues of the Schrödinger operator to a wide class of Hamiltonians, which include in particular, operators on continuous and discrete groups (free groups, lattices, some nilpotent groups), on the Lobachevsky plane and on quantum graphs.
Introduction
Let us recall the classical estimates for the operator H = −∆ + V (x) on L 2 (R d ), d ≥ 3. Let N E (V ) be the number of eigenvalues E i of the operator H below or equal to E ≤ 0. In particular, N 0 (V ) is the number of non-positive eigenvalues. Let
be the number of strictly negative eigenvalues of the operator H. Then the Cwikel-Lieb-Rozenblum and Lieb-Thirring inequalities have the following form, respectively,
i:
Here V (x) = min(V (x), 0), γ ≥ 0.
We shall extend these classical estimates to a wide class of operators in L 2 (X) where X is a metric space with a measure µ(dx). In the majority of examples, the estimates will depend on two parameters α and β, and have the form
where h > 0 is arbitrary, W = |V − |. The parameters α and β characterize the "local dimension" and the "global dimension" of X, respectively. For example α = β = d in the Lieb-Thirring case of X = R d . If X = Z d is a lattice, then α = 0, β = d. If X = S n × R d is the product of n-dimensional sphere and R d , then α = n + d, β = d. On the rigorous level, the parameters α and β are defined in terms of the behavior of the fundamental solution p 0 (t, x, x) of the parabolic semigroup for the unperturbed operator:
We shall use the Lieb-Thirring method (as it is presented in [8] ) which is based essentially on trace inequalities and the Kac-Feinman representation of the Schrödinger parabolic semigroup. Our main observation is that this approach, after some modifications, is applicable to a much wider class of operators.
The classical inequalities (1), (2) are valid only in dimensions d > 2. We have a similar restriction concerning the global structure of the space X. Namely, we shall assume that β > 2. The local dimension α of the space X can be arbitrary. Note that the inequality (3) does not depend on α if the potential is bounded and h = sup W (x). However, the direct generalization of the Lieb-Thirring method leads to a weaker result than (3) if α ≤ 2, and additional arguments are needed in this case.
The paper is organized as follows. The main results will be stated in the next section. Section 3 contains the proofs of these results. Sections 4 and 5 are devoted to examples. Section 6 concerns the case of low local dimension α. Some technical details related to examples are moved to appendices.
The authors are very grateful to V. Konakov and O. Safronov for very useful discussions.
Main results.
Let X be a complete σ-compact metric space with Borel σ-algebra B(X) and a σ-finite measure µ(dx). Let H 0 be a selfadjoint non-negative operator on L 2 (X, B,µ) with the following two properties:
(a) The parabolic problem ∂p 0 ∂t = −H 0 p 0 , t > 0, p 0 (0, x, y) = δ y (x), X p 0 (t, x, y)µ(dy) = 1,
has a unique fundamental solution p 0 (t, x, y) in the class of functions that are symmetric, non negative and continuous with respect to all the variables. Hence, we can define a Markov process x s , s ≥ 0, on X with the transition density p 0 (t, x, y) with respect to the measure µ.
Note that this assumption implies that p 0 (t, x, x) is strictly positive for all x ∈ X, t > 0, since p 0 (t, x, x) = X p 2 0 ( t 2 , x, y)µ(dy) > 0.
(b) There exists a function π(t) such that p 0 (t, x, x) ≤ π(t) for t ≥ 0 and all x ∈ X. Many examples of operators which satisfy these conditions will be given in sections 4 and 5. At this point we would like to mention two important classes of such operators. First consider operators for which Aronson inequality holds. Let
be a self adjoint uniformly elliptic operator, i.e.
Then condition (a) holds, and Aronson inequality is valid:
with some d ± , γ ± which depend only on the dimension d and the ellipticity constants c ± . The latter implies condition (b) with π(t) = t −d/2 . Another wide class of operators with conditions (a), (b) consists of operators which satisfy the condition (a) and are invariant with respect to transformations from a reach enough subgroup Γ of the group of isometries of X. The subgroup Γ has to be transitive: i.e. for some reference point x 0 ∈ X and each x ∈ X there exists an element g x ∈ Γ for which g x (x 0 ) = x. Then condition (b) holds with π(t) = p 0 (t, x 0 , x 0 ). The simplest example of such an operator is given by
. The group Γ in this case is the group of translations or the group of all Euclidean transformations (translations and rotations). Another example is given by X = Z d being a lattice and −H 0 a difference Laplacian. Other examples will be given later.
(c) Our next assumption has two parts. The first part mostly concerns the potential. We need to know that the perturbed operator H = H 0 + V (x) is well defined and has pure discrete spectrum on the negative semiaxis. For this purpose it is enough to assume that the operator V (x)(H 0 − E) −1 is compact for some E > 0. This assumption can be weakened. Let V − (x) = min(V (x), 0) be the negative part of the potential V and let W (x) = |V − (x)| ≥ 0. If the domain of H 0 contains a dense in L 2 (X, B,µ) set of bounded compactly supported functions, then it is enough to assume that W (x)(H 0 − E) −1 is compact for some E > 0 and the positive part of the potential is locally integrable (see [1] ). The second part requires a stronger condition on the truncated resolvent R E,w = w(H 0 − E) −1 w, where the function w is bounded and has a compact support. We assume that for some E > 0, some integer n > 0, and arbitrary bounded compactly supported function w, the trace Tr(R n E,w ) < ∞ is finite (i.e. R E,w belongs to a Neumann-Schatten class S p , p = 1/n).
Note that the kernel of the operator R E,w is equal to
and the condition on the trace of the operator R n E,w can be expressed in terms of convergence of some integral.
Typically (in particular, in all the examples below) H 0 is an elliptic operator, R E has singularity only at x = y, this singularity is weak, and the assumptions (c) holds if m is large enough. Therefore we do not need to discuss the validity of this assumption in examples below.
where H 0 is a selfadjoint, non-negative operator on L 2 (X, B,µ), the potential V = V (x) is real valued, and the assumptions (a)-(c) hold. Then for any γ ≥ 0 and integer m ≥ 1,
and
where
, then π(t) = ct −d/2 , and the integrals with respect to t in the formulas above can be easily evaluated by substitution tW = τ. This immediately implies inequalities (1) and (2) . Note that the standard Cwikel-Lieb-Rozenblum inequality (1) for Schrödinger operators in R d estimates the number of strictly negative eigenvalues, and the left hand side of (5) includes the dimension of the null space of the operator H. Remark 2.3. The value of m above has to be chosen to guarantee the convergence of the integrals (5) and (6) . For this purpose we need m ≥ n − 1 where n is defined in condition (c) (see [8] ).
Then
In particular, if
for some α ≥ 0 and β > 2, then
In some cases max(α/2, 1) can be replaced by α/2, as will be discussed in section 5.
3 Proof of the main results.
Proof of Theorem 2.1. Since the proof follows the one in [8] very closely, we refer the reader to [8] for all the missing details. We repeat the main steps of the proof in order to show that it works in the general setting stated in the theorem above. The main modifications in the proof are made in steps 4, 5 and 6.
Step 1. Since the eigenvalues E i depend monotonically on the potential V (x), without loss of generality one can assume that
We shall prove only inequality (5) . The derivation of (6) from (5) can be obtained the same way as in [8] . First (steps 1-5) we shall prove inequality (5) for N(V ). Then (step 6) we'll show that this implies the validity of (5) for N 0 (V ).
When strictly negative eigenvalues are considered, one can assume that V (x) ∈ C com (X) (see [8] ). We shall consider only the case m = 1. The generalization to arbitrary integer m ≥ 1 can be obtained the same way as in [8] .
Step 2. One can define the Markov process x s , s ≥ 0, for which p 0 (t, x, y) is the transition density with respect to the measure µ. The generator L of the Markov process x s , s ≥ 0, defined as
coincides with −H 0 on a dense subset of L 2 (X, B,µ). Kac-Feinman formula allows us to write an "explicit" representation for the Schrödinger semigroup e t(L−W (x)) using the Markov process x s associated to the unperturbed operator H 0 . Namely, the solution of the parabolic problem
can be written in the form
Note that the finite-dimensional distributions of x s (for 0 < t 1 < ... < t n , Γ 1 , ...Γ n ∈ B(X) ) are given by the formula
If p 0 (t, x, y) > 0, then one can define the conditional process (bridge) b s = b x→y,t s , s ∈ [0, t], which starts at x and ends at y. Its finite-dimensional distributions are
x, x 1 )...p 0 (t n − t n−1 , x n−1 , x n )p 0 (t − t n , x n , y)µ(dx 1 )...µ(dx n ) p 0 (t, x, y) .
In particular, the bridge b x→x,t s , s ∈ [0, t], is defined, since it is assumed that p 0 (t, x, x) > 0. Let p = p(t, x, y) be the fundamental solution of the problem (10), i.e. u(t, x) = X p(t, x, y)ϕ(y)µ(dy).
Then p(t, x, y) can be expressed in terms of the bridge b s = b x→y,t s , s ∈ [0, t] :
One of the consequences of (11) is that
Step 3. If N E (V ) = #{E i ≤ E = κ 2 < 0}, then
A standard proof of this estimate (see [8] ) uses only symmetry of H 0 and the inequality e −tH 0 ≥ e −t(H 0 +W ) which follows from (12). Now (11) implies
Step 4. We would like to rewrite the last inequality in the form
with arbitrary τ ∈ [0, t]. For that purpose, it is enough to show that
The validity of (14) can be justified using the Markov property of b s and its symmetry (reversibility in time). We fix τ ∈ (0, t).
The first bridge starts at x and ends at y, the second one starts at y and goes back to x. Using these bridges one can represent the left hand side above as
which coincides with the right hand side of (14). This proves (13).
Step 5. We take the average of both sides of (13) with respect to τ ∈ [0, t] and rewrite it in the form
can be estimated from above and below by a convex function ϕ(u) such that ϕ(u) ∼ u 2 as u → 0, ϕ(u) ∼ u as u → ∞:
Then Jensen inequality implies that
It is essential that one can use the exact formula for the distribution above.
From here and (15) it follows that
Note that assumption (b) was not used up to this point. If assumption (b) holds, then (5) (with m = 1) follows. The case of arbitrary integer m > 1 can be considered similarly (see [8] ).
Step 6. It remains to show that inequality (5) for N(V ) implies the validity of this inequality (with the same constant C m ) for N 0 (V ).
One can assume that the right-hand side of (5) is finite. Let {ψ i }, 1 ≤ i ≤ n be a basis in the null space of the operator H. We need to show that n is finite and N(V ) + n does not exceed the right-hand side of (5) .
Consider the operator
This operators has at least N(V ) + k strictly negative eigenvalues. In fact, the Dirichlet form
with ε > 0 is negative if φ is an eigenfunction of H with a negative eigenvalue or φ = ψ j , j ≤ k. Therefore there exist at least N(V ) + k linearly independent functions φ for which the Dirichlet form is negative. Now from inequality (5) for strictly negative eigenvalues of the operator H ε,k it follows that
Assume that the double integral in (16) converges when ε = 1. Since the integrand depends on ε monotonically, one can pass to the limit as ε → 0 in (16) and get
Here k is arbitrary if n = ∞, and one can take k = n if n = ∞. This proves (5) . Hence it remains only to justify the convergence of the double integral in (16) with ε = 1 under the condition that the double integral in (5) converges.
The integrands in (16) and (5) coincide when x / ∈ X k . Hence we only need to prove the convergence of the integral (16) with X replaced by X k . We denote by I k and J k the double integrals in (16) and (5), respectively, where X is replaced by X k . We write them as sums
In order to estimate I ′′ we note that
In order to complete the proof of the theorem it remains only to show that the integrals in right-hand side above are finite. The latter follows from the convergence of the integral (5), since there is a subset of X of positive measure where W (x) < C < ∞ and there is a subset of X of positive measure where W (x) > ε > 0.
Proof of the corollary. Inequality (7) follows from the substitution t = τ /|V − | in the integral (6) . It remains only to show that (8) implies that for arbitrary
.
(17)
The left hand side of (17) does not exceed
Let v < h −1 . Then the first term above does not exceed
The second term does not exceed
This justifies the first estimate of (17).
This proves the second estimate of (17). The last one can be proved similarly.
Examples, continuous case.
This and the next sections contain some examples of operators which satisfy conditions (a) and (b).
1. Uniformly elliptic operators in R d . This example was discussed in section 2. In this case α = β = d. Note that these operators can also be studied by direct variational method, since the Dirichlet form for H 0 can be estimated from above and below by the Dirichlet form for −∆.
2. Operators on quantum graphs. We will consider a specific quantum graph Γ d , the so called Avron-Exner-Last graph. Its vertices are points of the lattice Z d , and edges are all segments of length one connecting neighboring vertices. Let s ∈ [0, 1] be a natural parameter on the edges (distance from one of the end points of the edge). Consider the space D of smooth functions ϕ on edges of Γ d with the following (Kirchoff's) boundary conditions at vertices: at each vertex ϕ is continuous and
where ϕ ′ i are derivatives along the adjoint edges in the direction out of the vertex. The operator H 0 acts on functions ϕ ∈ D as − d 2 ds 2 . The closure of this operator in L 2 (Γ d ) is a self adjoint operator with the spectrum [0, ∞) (see [5] )
One can easily see that there is a Markov process with the generator −H 0 , and condition (a) of Theorem 2.1 holds. In appendix 1, we shall estimate the function p 0 in order to show that condition (b) holds and find constants α, β defined in corollary 2.4. In fact, the same arguments can be used to verify condition (a) analytically. It will be shown that α = 1, β = d.
3. Lobachevsky plane (see [2] , [7] ). We shall use the Poincare disc model (also known as the conformal disc model) where the plane X is represented by the interior of the unit circle {z = x + iy : |z| < 1} and lines are represented by arcs of circles that are orthogonal to the boundary circle, plus diameters of the boundary circle. The (Riemannian) metric on X has the form
The geodesic lines of this metric are the lines described above. The measure µ on X is defined by the metric and has the density (1 −r 2 ) −2 with respect to the Lebesgue measure
Laplace-Beltrami operator ∆ ′ which corresponds to the metric (20) has the form
where ∆ is the usual Laplacian, ∆ = ∂ 2 ∂x 2 + ∂ One needs to find constants α, β in order to apply corollary 2.4. It is shown in [4] that the fundamental solution for the parabolic equation u t = −∆ ′ u has the following asymptotic behavior
Thus α = 2, β = 3 for the operator H 0 = −∆ ′ − 1 4 I. 4. Markov processes with independent increments (homogeneous pseudo differential operators). Let H 0 be a pseudo differential operator in X = R d of the form
where the symbol Φ(k) of the operator H 0 has the following form
Here µ(dx) = ν(x)dx is an arbitrary measure (for simplicity we assumed that it has a density) such that
Assumption (23) is needed (and is sufficient) to construct a Markov process with the generator L = −H 0 (see below). However, we will impose an additional restriction on the measure µ(dx) assuming that the density ν(x) has the following power asymptotics at zero and at infinity
with some γ, δ ∈ (0, 2). Note that assumption (23) holds in this case. To be more rigorous, we assume that
where a, b, ε > 0. Let us show that Theorem 2.1 and corollary 8 can be applied to study negative eigenvalues of the operator H 0 + V (x).
We will prove that (25) implies the following behavior of Φ(k) at zero and at infinity
with some f, g, ε 1 > 0. The solution of problem (4) is given by
The second of relations (26) implies that the integral above converges and p 0 is continuous when t > 0. Obviously, p 0 is symmetric, and π(t) = p 0 (t, 0). It is also obvious that p 0 (t, 0) > 0 for t > 0. Thus conditions (a), (b) of Theorem 2.1 hold if we show that p 0 (t, x − y) ≥ 0. This estimate will be proved below.
We need also to find constants α and β in order to apply corollary 8. Let us evaluate β. From (27) it follows that
Hence β = 2d/δ. In order to find α we put π(t) = 1 (2π) d |k|>1 e −tΦ(k) dk + O(1) as t → 0, and make the substitution k → t 1/γ k. This leads to
Hence α = 2d/γ. Thus α = 2d/γ and β = 2d/δ are arbitrary numbers bigger than d. They depend on choice of γ, δ ∈ (0, 2). In dimension d = 1 one needs to assume that δ ∈ (0, 1) to guarantee that β > 2.
It remains to show that p 0 (t, x − y) ≥ 0 and to prove (26). A special form of the pseudo differential operator H 0 is chosen in order to guarantee that p 0 ≥ 0. In fact, let x s , s > 0, be a Markov process in R d with symmetric independent increments. It means that for any 0 < s 1 < s 2 < ... , the random variables x s 1 − x 0 , x s 2 − x s 1 , ... are independent and the distribution of x t+s − x s is independent of s. The symmetry condition means that Law(x s − x 0 ) =Law(x 0 − x s ), or p(s, x, y) = p(s, y, x), where p is the transition density of the process. According to the Levy-Khinchin theorem (see [3] ) the Fourier transform (characteristic function) of this distribution has the form Ee i(k,x t+s −xs) = e −tΦ(k) , with Φ(k) given by (23). Moreover, any measure (24) corresponds to some process. One can consider the family of processes x Eϕ (27) is the transition density of some process, and therefore p 0 (t, x) ≥ 0.
Thus, function
Finally, let us show that the asymptotics formulas (26) are valid. We write (23) in the form
The term Φ 1 (k) is analytic in k and is of order O(|k| 2 ) as k → 0. We represent the second term as
where · x= x/|x| and
The middle term above is of order O(|k| 2 ) as k → 0. The first term above can be evaluated by substitution x → |k|x. It coincides with f ( k |k| )|k| δ . One can reduce ε to guarantee that δ + ε < 2. Then the last term can be estimated using the same substitution. This leads to the asymptotics (26) as k → 0.
Let now |k| → ∞. Since Φ 2 (k) is bounded uniformly in k, it remains to show that Φ 1 (k) has the appropriate asymptotics. We write v(x) in the integrand of Φ 1 (k) as follows
The substitution x → |k|x justifies that the first term in the right hand side above coincides with g( k |k| )|k| γ . The same substitution shows that the other two terms are of smaller order if ε is reduced in such a way that γ + ε < 2. Hence, (26) is proved.
5. Laplace-Beltrami operator on the nilpotent group H 3 , continuous case. Let X be the group of 3 × 3 matrices
with real entries. The metric on X is defined as follows (see an explanation below):
The matrix G of the form (29) is equal to
and the Riemannian measure associated with this metric coincides with the Lebesgue measures, since √ det Gdxdydz = dxdydz. There are three subgroups N 3 generates three first order differential operators in the space of functions on X. In particular, if f = f (x, y, z) = f (g), then
Similarly, D 3 f = ∂f ∂z . Operator D 2 has different form:
Obviously, operators D j are left-invariant, i.e. D j f (g 0 g) = g 0 D j f (g) for any fixed g 0 ∈ X. Thus the operator ∆ ′ is also left-invariant. The metric (29) was chosen in such a way that ∆ ′ is the Laplace-Beltrami operator on X.
The operator H 0 = −∆ ′ is symmetric and non-negative. Since X is a group and H 0 is left-invariant, condition (b) holds. Thus Theorem 2.1 can be applied to study the operator H 0 + V. In order to apply corollary 2.4 one needs to find constants α and β. It is not difficult to show that α = 3 (as for Laplacian in R 3 ). It is more difficult to find β. It will be shown in Appendix 2 that β = 4.
5 Examples, discrete case. 6 . Lattice Z d , d ≥ 1. Let X = Z d be d-dimensional integer lattice, and let −H 0 be the difference Laplace operator
It is a positive and selfadjoint operator, since in the Fourier space
ψ(x)e i(k,x) } −∆ acts as multiplication by − ∆(k) = 2 1≤j≤d (1 − cos k j ). Since ∆ is invariant with respect to translations, p 0 (t, x, x) = p 0 (t, 0, 0) for any x ∈ Z d , i.e. conditions (a) and (b) hold. We have
Obviously, π(t) → 1 as t → 0. Stationary phase method implies that π(t) ∼ ct d/2 as t → ∞, c = (2π) d/2 . Hence α = 0, β = d. 7. Countable groups with a finite number of generators. Let X be a group Γ with generators a 1 , a 2 , ... a d , inverse elements a −1 , a −2 , ... a −d , the unit element e, and a certain set of identities. Each element g ∈ Γ is a word g = a i 1 · ... · a in which can be chosen not uniquely due to the existence of identities in Γ. The metric on Γ is given by
where m(g) is the number of letters a ±i in a the shortest form of g. The measure µ on Γ is introduced by the condition that µ({g}) = 1 for any g ∈ Γ.
Define the operator ∆ Γ on X = Γ by the formula
Obviously, the operator −∆ Γ is bounded and non-negative in L 2 (Γ, µ). In fact, ||∆ Γ || ≤ 4d. As it is easy to see, the operator ∆ Γ is left invariant:
for any fixed g ∈ Γ. Thus, conditions (a), (b) hold for operator −∆ Γ . In order to apply corollary 2.4 one needs also to find parameters α and β. Below we consider two simple cases where α and β can be found. The nilpotent group ZH 3 of the integer valued matrices of the form
The generators of this group are matrices
Here a −j = (a j ) −1 . Let us introduce a random matrix of the form
where ε k,j = ±1, 0, and probabilities that this matrix coincides with one of the matrices a ±j are equal to 1/6. The position g n of the random walk on ZN 3 (starting from I 3 =   1 0 0 0 1 0 0 0 1   ) after n jumps is equal to
The elements S n , T n , Z n are linear or bilinear functionals over the sequence of i.i.d. random vectors ε k = (ε k,1 , ε k,2 , ε k,3 ). The time of the n-th jump is equal to τ n = θ 1 +...+θ n where θ i are independent exponentially distributed r.v.: P {θ i > a} = e −6a . After the normalization
the triplet (S * n , T * n , Z * n ) converges in law to (w 1 , v 1 , 1 0 w s dv s ) due to the functional CLT (compare with the continuous model, example 5). However, we need a slightly more difficult result: the local CLT. In particular, the asymptotics of π(t) = p 0 (t, e, e) = P {S t = 0, T t = 0, Z t = 0} as t → ∞ needs to be found. Direct calculations using characteristic functions (as in Appendix 2) give π(t) ∼ c 0 t 2 , c 0 > 0, t → ∞. The free group. Consider a countable group Γ with a finite number of generators and no identities other than a i a −i = a −i a i = e, 1 ≤ i ≤ d.
Below we shall prove the following two facts about the operator −∆ Γ on Γ : a) The spectrum of the operator ∆ Γ is absolutely continuous and coincides with the interval
The kernel of the parabolic semigroup π Γ (t) = (e t∆ Γ )(t, e, e) on the diagonal has the following asymptotic behavior at zero and infinity
Since the absolutely continuous spectrum of the operator −∆ Γ is shifted (it starts from γ, not from zero), the natural question about the eigenvalues of the operator −∆ Γ + V (g) is to estimate the number N Γ (V ) of eigenvalues below the threshold γ. Obviously N Γ (V ) coincides with the number N(V ) of the negative eigenvalues of the operator H 0 + V (g), where H 0 = −∆ Γ − γI. Hence one can apply Theorem 2.1 and Corollary 2.4 to this operator. From (31) it follows that constants α, β for the operator H 0 = −∆ Γ − γI are equal to 0 and 3, respectively.
We will conclude this section by proving statements a) and b) mentioned above. Let us find the kernel R λ (g 1 , g 2 ) of the resolvent (∆ Γ − λ) −1 . From the Γ-invariance it follows that R λ (g 1 , g 2 ) = R λ (e, g −1 1 g 2 ). Hence it is enough to determine u λ (g) = R λ (e, g). This function satisfies the equation
where δ e (g) = 1 if g = e, δ e (g) = 0 if g = e. Since the equation above is preserved under permutations of the generators, the solution u λ (g) depends only on m(g). Let ψ λ (m) = u λ (g), m = m(g). Obviously, if g = e, then m(ga i ) = m(g) − 1 for one of the elements a i , i = 0, and m(ga i ) = m(g) + 1 for all other elements a i , i = 0. Hence (32) implies
Two linearly independent solutions of these equations have the form ψ λ (m) = ν m ± , where ν ± are the roots of the equation
The interval l d was singled out as the set of real λ such that the discriminant above is not positive. Since ν + ν − = 1/(2d − 1), we have
Now if we take into account that the set
Relations (34) imply that R\l d belongs to the resolvent set of the operator ∆ Γ , and that R λ (e, g) = cν m(g) − . Relation (35) implies that l d belongs to the absolutely continuous spectrum of the operator ∆ Γ with functions g 1 (ν
) being the eigenfunctions of the continuous spectrum. Here g 1 is an arbitrary fixed element of Γ. Hence statement a) is justified.
Note that the constant c in the formula for R λ (e, g) can be found from (33). This gives
Thus
Hence, for any a > 0,
The integrand here is analytic with branching points at the ends of the segment l d , and the contour of integration can be bent into the left half plane Reλ < 0 and replaced by any closed contour around l d . This immediately implies the first relation of (31). The asymptotic behavior of the integral as t → ∞ is defined by the singularity of the integrand at point −γ (the right end of l d ). Since the integrand there has the form e λt [a + b √ λ + γ + O(λ + γ)], λ + γ → 0, this leads to the second relation of (31).
6 Low local dimension: α = 0 or 1.
I. It is easy to see that the main results are not exact if α = 0 or 1. Let −H 0 = ∆ be the Laplacian on the lattice discussed in example 6 of section 5. If the potential V (x) = −mδ(x − x 0 ) is supported on one point, then the operator −∆ + V (x) has at most one eigenvalue, since −∆ + V (x) is a rank one perturbation of the operator −∆ which has purely absolutely continuous spectrum. In fact, −∆ + V (x) has exactly one eigenvalue if m is big enough. However, corollary 2.4 estimates the number of negative eigenvalues
and m i are big enough, then N(V ) = n, but corollary 2.4 gives only that N(V ) ≤ C m i .
The following simple clarification makes the main result in the case under consideration more exact. The meaning of the statement below is that we replace max(α/2, 1) = 1 in (9) by α/2 = 0.
Theorem 6.1. Let −H 0 be the Laplacian on L 2 (Z d ). Then for any h > 0
Proof. As in the proof of Theorem 2.1 the second inequality is a consequence of the first one. In order to prove the first inequality we split the potential V (
It remains to apply corollary 2.4 to the operator −∆ + ε −1 V 1 and pass to the limit as ε → 1. The form of the dependence of the inequality above of h can be found in the proof of Corollary 2.4. Remark. A statement similar to Theorem 6.1 is valid for general difference operators on discrete sets X = {x}. Let an operator H 0 on L 2 (X) is defined as following II. The situation is more complicated if α = 1. We will illustrate it using the operator H 0 on quantum graph Γ d considered in example 6 of section 5. We will consider two specific classes of potentials. In one case inequality (9) is valid with max(α/2, 1) = 1 replaced by α/2 = 1/2. However, inequality (9) can not be improved for potentials of the second type.
x ∈ e i , for finitely many edges e 1 , ..., e m , and V (x) = 0, x / ∈ ∪ n i=1 e i . Let m be fixed and v i → ∞. Then
Proof. One can estimate N(V ) from above (below) by imposing the Neumann (Dirichlet) boundary conditions at all vertices of Γ. This leads to the estimates
which justifies the proposition, since an estimate for N(V ) implies the same estimate for N 0 (V ) (see Step 6 in the proof of Theorem 2.1).
The same arguments together with the first of the relations (36) (with ε = 1/2) allow one to get the following clarification of Corollary 2.4. It concerns almost the same situation as in the previous proposition. 
The next example shows that there are potentials on Γ d for which max(α/2, 1) in (9) can not be replaced by any value less than one. Consider the potential V (x) = −A m i=1 δ(x − x i ) where x i are middle points of some edges, A > 4. One can easily modify the example by considering δ -sequences instead of δ-functions (in order to get a smooth potential.) Then Note that we replaced −λ by λ in the Laplace transform above. It is convenient for future notations. Then ϕ satisfies the equation
and u can be found using the inverse Laplace transform
The spectrum of H 0 is [0, ∞), and ϕ is analytic in λ when λ ∈ C\[0, ∞). We are going to study the properties of ϕ when λ → 0 and λ → ∞. Let ψ(z) = ψ λ (z), z ∈ Z d , be the restriction of the function ϕ on the lattice Z d . Let e be an arbitrary edge of Γ d with end points z 1 , z 2 ∈ Z d and parametrization from z 1 to z 2 . By solving the boundary value problem on e, we can represent ϕ on e in the form
where k = √ λ, Imk > 0, and G = 1 k sin k sin ks sin k(1 − t), s < t sin kt sin k(1 − s), s ≥ t .
Due to the invariance of H 0 with respect to translations and rotations in Z d , it is enough to estimate p 0 (t, x, x) when x belongs to the edge e 0 with z 1 being the origin in Z d and z 2 = (1, 0, ..., 0). Let f be supported on one edge e 0 . Then (39) is still valid, but ϕ par = 0 on all the edges except e 0 . We substitute (39) into (19) and get the following equation for ψ :
(∆ − 2d cos k)ψ(z) = 1 k Here ∆ is the lattice Laplacian defined in (30) and δ 0 , δ 1 are functions on Z d equal to one on z, y, respectively, and equal to zero elsewhere. In particular, if f is the delta function at a point s of the edge e 0 , then
Let R µ (z − z 0 ) be the kernel of the resolvent (∆ − µ) −1 of the lattice Laplacian. Then (40) implies that
Function R µ (z) has the form R µ (z) = T e i(σ,z) dσ ( 1≤j≤d 2 cos σ j ) − µ , T = [−π, π] d . which satisfies the following stochastic equation
Obviously, σσ * coincides with the matrix of the operator −H 0 . Hence −H 0 is the generator of the process b t , and the following theorem implies that β = 4.
Theorem 6.4. The process b t (ω) has strictly positive, symmetric, smooth joint distribution density p t (x, y, z), and for each fixed x, y, z ∈ R p t (x, y, z) ∼ c 0 t 2 , c 0 > 0, t → ∞.
The expression for c 0 can be found below.
Here we used integration by parts: It is easy to see that In our case all λ n are strictly positive, and the characteristic function (46) is positive and decreases faster than any power of τ (in fact, exponentially). Thus, the random variable 1 0 w s d u s has a C ∞ density q(z) = q(−z) > 0 and
The eigenvalues λ n and the constant q(0) can be evaluated explicitly (see [6] ).
