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Abstract
Topological insulators (TI) are a new class of materials that are highly promising for novel
electronic device applications, including spintronic and fault-tolerant quantum computing. They
possess an insulating bulk bandgap but conducting boundary states that are protected by timereversal symmetry. In an ideal TI, these conducting boundary states take the form of a Dirac cone,
in which the valence and conducting bands are gapless, exhibit a linear dispersion at the Dirac
point, and crucially, show band inversion.
Since the initial description of TIs in the mid-2000s with model Hamiltonians, a number
of TI materials have been discovered through first-principles calculations and experiments. Among
them is Bi₂Se₃, which, along with other V-VI compounds, has continued to be one of the primary
subjects for TI studies. Bi₂Se₃, formerly drawing most interest for its thermoelectrical and
semiconducting properties in bulk, has proven particularly attractive for TI research, due to several
properties including robustness to decreasing thickness of its TI physics. The material possesses a
rhombohedral crystal structure and a 'stacked' quintuple-layer (QL) unit cell. Thus, its thickness is
itself dependent on the number of QLs (NQL).
Experimental efforts to establish a relationship between the NQL and the emergence and
maintenance of TI physics in Bi₂Se₃ have been undertaken with conclusive results.
Complimentary first-principles studies have also been performed, but, owing to the ambiguities of
modeling electronic materials with Density Functional Theory (DFT), they still must address
several open problems. DFT calculations of Bi₂Se₃ require the use of an exchange-correlation
functional (XCF) and slab-models of imperfect congruity to real thin-films. The interaction and
coupling of these elements of DFT blurs the boundary between the effects of atomic structure,
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charge-carrier physics, and the limitations of DFT approximations in the observation of the Dirac
cone. In other words, it is necessary to control for a model-dependency when the Dirac cone
appears to ensure a description of the TI physics can be formulated separate of one of the
theoretical characteristics of DFT. In addition to this, different combinations of XCFs and slabmodels might yield comparably useful results, but require vastly different computational resources.
Thus, aside from the basic relation of the topological descriptors vs. NQL, it is also important to
address: the nature of surface relaxation and how it affects the electronic structure; the role XCFs
play in the prediction of electronic properties; and whether it is possible to identify an ‘optimal’
Bi₂Se₃ DFT model—one that strikes a balance between accuracy (to the extent accuracy can be
measured within the bounds of the other issues) and computational efficiency.
In this work, a DFT study of Bi₂Se₃ is carried out systematically for slab models of 1-7
QLs. For each slab model, electronic structure calculations are performed with three functionals:
the local density (LDA), generalized gradient (GGA) and meta-generalized gradient (meta-GGA)
approximations. It is found that a strong relationship exists between the atomic relaxation along
the <0001> direction and the bandgap. Under LDA, the layers relax 'inward', while GGA and metaGGA predict 'outward' relaxation of the layers. Invariably, expansion slows the rate of bandgap
reduction as a function of NQL, and contraction increases it. It is shown that this effect is distinct
of the XCFs themselves. In addition, since the LDA functional predicts a surface Dirac cone for
small QL models, it could be effective in exploring certain problems at lower computational cost.
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1. Introduction
This thesis reports a systematic evaluation of the relationship between the structural and
electronic properties of Bi2Se3 performed with Density Functional theory. An effort is made to
describe this relationship independent of the conceptual paradigm of Density Functional theory
and the limitations thereof by various methods. In addition, an effort was made to optimize the
application of Density Functional theory to the task of modeling Bi2Se3 generally.
The intention of this introduction is to offer a relatively brief summary of the topics that,
together, form the theoretical framework of the research reported in this thesis. These topics are
covered in three sections:
1. Topological insulators
2. History of Bi2Se3 Research
3. Density Functional theory and Motivation
The first section is intended to give the reader a sense of the potential importance of Topological
insulators (TIs) for the development of novel electronics, as well as an understanding of the
physical characteristics that allow TIs to serve this purpose. This will enable the reader to properly
appreciate the significance of the discovery that Bi2Se3 is a TI, which is discussed in the second
section and is integral to the motivation of this work.
i.

Topological insulators
TIs represent a relatively new class of materials, noted for its unique electronic properties. The

theoretical description and subsequent experimental observation of TIs were greeted with much
excitement by the condensed matter and materials communities, given the immense promise of
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such ‘topological’ electronic compounds for both fundamental research and novel device
applications such as spintronic devices, quantum computers, and
superconductors.

1-3

To describe their electronic physics in a practical sense, TIs can be said to

have a non-zero electronic bandgap (i.e. be an insulator) throughout their bulk but possess a special
gapless electronic band structure at their surface. This surface band structure, referred to as a Dirac
cone, exists in a state of topological ‘protection’, which is the basis of its appeal.4-8
In principle, the Dirac cone is the consequence of significant spin-orbit coupling (SOC) in
particular narrow bandgap semiconductors. In these semiconductors, SOC leads to the sorting of
charge carriers by spin into opposing directions along the surface. Figure 3a is a representation the
ideal band structure of a Dirac cone in 3D, where this phenomenon is illustrated. The circulating
arrows represent the spin-sorted charge carriers, propagating in opposite directions within
reciprocal space.1, 6 What is also evident is the zero bandgap, and the distinctive linear dispersion
at the Dirac point (the point in reciprocal space which the valence and conducting bands meet—
the Gamma point, in this case.) Another way to characterize these features is as a band inversion.
Within an ideal TI, the valence and conducting bands at the surface, carrying charges of opposing
spin, trade places at the Dirac point, continuing to convey their respective spin-sorted carriers into
the band opposite their initial one.6 In practical cases, a combination of a zero or close-to-zero
bandgap, a linear dispersion, and band inversion may be used to identify a Dirac cone at the surface
of a semiconductor. Figure 3b captures this more directly. It is a 2D projection of the Dirac cone
illustrated in Figure 3a. Here, the color-coded bands emphasize the role of band inversion in
producing the linear, gapless states, as well as account for the spin-sorted charge carrier
propagation.
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Another way to characterize the Dirac cone is as a topologically ‘protected’ state. This refers
to the fact that the Dirac cone is maintained so long as the Bloch waves for the bulk and surface
states remain topologically inequivalent (a situation native to the TI).1, 2 Because the topological
inequivalence is bound up in time-reversal symmetry, the only thing that can disrupt it are
phenomena that break time-reversal symmetry, such as magnetic fields.6, 9 For technological
applications, this is extremely useful, since it means that charge carriers within the surface state
must continue exhibiting the desirable properties the Dirac cone confers them in all other
circumstances.

Figure 1 a) The 3D time-reversal symmetric surface state of a TI; the Dirac cone. b) The same surface
state, but a 2D projection.

For example, nonmagnetic point defects do not lead to dispersive backscattering in TIs, a basic
source of conductive inefficiency in ordinary electrical systems—backscattering spin-sorted
charge carriers would violate time-reversal symmetry and, thus, it simply does not happen. This
spin-sorting presents a highly compelling route for device design, by way of spintronics. In
principle, it would be possible to attach spin-sensitive charge-probes to opposite ends of the
Brillouin zone of a TI and receive two distinct signals of the same charge. This would lend itself
Reid, A Systematic Theoretical Study of Topological Insulator Bi2Se3, Page 3

to computing paradigms that, among other things, require greatly reduced power to function
relative to contemporary ones.10, 11
The next section describes the history of Bi2Se3 research up to the modern discovery that it is
a TI. At the end, it observes in the literature contradictions regarding the application of Density
Functional theory (DFT) to the modeling of topological properties in Bi2Se3, which require
reconciliation. It is intended that this section will enable the reader to understand the particular
value of Bi2Se3 relative to other TI materials and the development of the motivation for this work.
ii.

History of Bi2Se3 Research and Motivation
First, it is necessary for this work to understand the atomic structure of Bi2Se3. In bulk, the

&
material possesses a rhombohedral crystal symmetry (space group 𝐷$%
(R3(m)). Its unit cell

contains five atoms, ordered Se(1)-Bi(1)-Se(2)-Bi(1)-Se(1). Thus, an individual unit cell is
typically described as a quintuple layer (QL). ‘Stacking’ QLs along c produces a slab; a single QL
is the thinnest possible slab12, 13.
In order to discuss the electronic characteristics of Bi2Se3, as we will, it is necessary to produce
an electronic band structure plot. A suitable method of mapping the three-dimensional momentumspace the bands occupy to two dimensions is shown in Figure 4a. With this method, the electronic
bands are probed across the (111) surface of the rhombohedral Brillouin-zone (BZ) along the
* – Γ(– K
* path. The bands of the QL structure of Figure 4b are thus probed ‘top-down’,
projected M
which allows the band plot of the QL structure to be generated irrespective of the size of the
supercell, or the NQL. After this mapping, rhombohedral <111> becomes identical to hexagonal
<0001>.13, 14
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Figure 2. a) Schematic of 3D rhombohedral BZ with hexagonal (111) surface mapping. Adapted from ref. 13,
Figure 1d. b) Schematic of the atomic structure of Bi2Se3.

Bi2Se3 has been the subject of intensive study since the 2009 discovery that it is a TI 13-26. Until
that announcement, Bi2 Se3 had attracted interest for its electronic properties, but only in bulk, in
which it is a semiconductor27-29. As a semiconductor, it is largely attractive as a thermoelectric
material, due to its large Seebeck coefficient (a measure of induced voltage in response to a
temperature difference across a material; Volts/Kelvin) and has seen applications in thermoelectric
cooling and energy harvesting30, 31. Bi1-xSbx, a V-VI compound, was the first known 3D TI, but,
for various reasons, it is not well suited to the study of TI physics; a subsequent effort was made
to explore the surface states of additional V-VI compounds, during which the topological
characteristics of Bi2Se3 became known13. While several more TIs are now known32, 33, the
popularity of Bi2Se3 has endured for several reasons, including the simplicity of its surface state
band structure, its relatively large bulk bandgap, and the robustness of its Dirac cone to decreasing
thickness. Combined, these properties make the TI physics of Bi2Se3 relatively easy to study for
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their own sake and promising for real applications.19, 20, 34 Generally speaking and for this study,
the matter of the robustness to decreasing thickness is particularly interesting, and for two reasons:
Firstly, it suggests a method for bandgap tuning (varying thickness such that a bandgap of a
desirable size is created, i.e. a thickness dependent bandgap in general).4, 35 Secondly, in TI studies,
thinner materials are generally more desirable, since their higher surface-to-volume ratio
proportionally reduces the potential contributions of the bulk to observed electronic states, and
their thinness satisfies the size requirements of nanoscale electronic applications, as in spintronic
and quantum computing. 35-37
Many experimental and theoretical studies have been carried out to evaluate the relationship
between the topological electronic physics and slab thickness, including studies using DFT. What
is notable about the DFT studies is that there is not much agreement regarding the design of the
Bi2Se3 slab-model within the DFT framework.13, 16, 25, 38, 39 Given the historical propensity of DFT
to produce divergent results for the same system for differing sets of input parameters, it becomes
fair to ask: How can the results of these slab-model studies of Bi2Se3 be compared? Or, what do
these slab-model studies have in common, such that general observations about the relationship
between the topological electronic physics and slab thickness are possible to make?
Thus, additional efforts must be made to decouple the behavior of the relevant physical
observables from the model-properties native to DFT. In particular, in the context of DFT, relating
slab thickness as a function of the NQL to the emergence of the Dirac cone requires minimizing
the potential influence of: the exchange-correlation functional (XCF), where different XCFs
historically return vastly different outcomes—with the ‘correct’ XCF, in this case, not intuitively
obvious, given variation across the literature; and geometric optimization, where it stands to reason
that the surface c-axis parameter (Figure 4b) would not be equivalent to the bulk c-axis parameter,
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and thus that an ab initio thickness might be more physical. Separately, it is reasonable that, of the
many Bi2Se3 models possible given varying XCFs, lattice parameters, and NQLs, convergent
trends in the basic relationship between TI physics and thickness that they attempt to capture might
become apparent. In this case, it would be prudent to identify an ‘optimal’ Bi2Se3 DFT model or
model-set—one that strikes a balance between accuracy and computational efficiency. In this
work, a systematic study is undertaken to answer these questions. The full model-design space is
summarized in Figure 5.
Finally, the ‘emergence’ of the Dirac cone is defined as the representation in the electronic
band structure of a linear dispersion, band inversion at the Dirac point, and a zero (or, given
numerical limitations, close-to-zero) bandgap—the definition of a Dirac cone offered in the TI
section.
In the next and final section, the theoretical groundwork of DFT is laid in brief, starting with
the Schrödinger equation and concluding with the computational Kohn-Sham equation. During
this process, the deeper significance of notions like the XCF is explained. It is intended that this
section offers the reader a clear understanding of the principles of DFT in practice as well as a
retroactive appreciation of the importance of modeling problems outlined in this section to the
study of TI properties in Bi2Se3.
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iii.

Density Functional Theory

Table 1. Definitions of variables used in this section.

Variable

Definition

𝒏

Charge density

𝜳, 𝝍𝒊

Wave function, single-electron wave function

𝒁

Nuclear charge

𝑬, 𝑬𝟎 , 𝑬𝒙𝒄 , 𝜺𝒊

Energy, ground-state energy,
exchange-correlation energy,
single-electron energy

𝑽𝒏 , 𝑽𝒙𝒄 , 𝒗𝒑 , 𝒗𝑯 , 𝒗𝒙𝒄

External potential, exchange-correlation
potential, pseudopotential, single-electron
Hartree potential, single-electron exchangecorrelation potential

Density Functional theory (DFT) is a method for obtaining the ground-state energy of a manyelectron system. Practically speaking, it prescribes a convergence algorithm, in which the KohnSham equation (KSE) is solved first using an estimate of the non-interacting electron density 𝑛(𝒓),
yielding a new 𝑛(𝒓), and is subsequently solved using the 𝑛(𝒓) of the previous solution until the
resultant 𝑛(𝒓) is sufficiently similar to it. This condition is also known as “self-consistency”, and
it implies that the self-consistent electron density is that of the ground-state. Once self-consistency
is obtained, the ground-state electron density can be used to calculate the ground-state energy,
which, importantly, may be further applied in the calculation of materials and molecular
properties.40 This convergence algorithm is outlined in Figure 1.
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Figure 3. The self-consistency algorithm of DFT. Adapted from the lectures of Dr.
Rampi Ramprasad for the University of Connecticut course MSE 5310, Spring 2017.

Speaking more fundamentally, DFT is a method for extracting useful information from the
Schrödinger equation (there are other such methods—they will be touched on at the end of this
section). The KSE, which underpins DFT theoretically, can be understood as a treatment of the
time-independent Schrödinger equation (TISE):
J

J

J

ℏD
A−
G ∇DI + G 𝑉 (𝒓I ) + G G 𝑈P𝒓I , 𝒓R SU Ψ = 𝐸Ψ
2𝑚
IKL

IKL

(1)

IKL RTI

The TISE, in the form of Eq. 1, where Ψ = Ψ(𝒓L , … , 𝒓J ) and 𝐸 = 𝐸 (𝒓L , … , 𝒓J ) for a set
of electrons 𝑁, amounts to a full description of the ground-state energy of an arbitrary system of
interacting atomic nuclei and electrons (barring some exotic cases).40 The terms refer to, from left
to right, the kinetic energy of the electrons, the electron-nucleus interaction energy, and the
electron-electron interaction energy. The kinetic energy of the nuclei and the nucleus-nucleus
interaction energies are decoupled, consistent with the Born-Oppenheimer approximation.41 This
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equation alone is not sufficient to produce ground-state energies for practical problems, however—
it is overwhelmingly complex for an atomic system of just a few particles, let alone one of a size
realistic for chemistry or materials science. A simple molecule, like NO2, contains 23 electrons. A
wavefunction that describes all of them would need to account for 69 spatial variables. An analytic
solution would be massively unwieldy. For a standard problem in materials science, say a 100atom cluster of Ti, a Schrödinger wavefunction of this type would require 6,600 spatial variables—
flatly unsolvable. And, in any case, the wavefunction is only a shadow of the complexity that
emerges from the Hamiltonian, where the third term, the electron-electron interaction term,
requires not merely the dimensionality of any given electron, but the dimensionality of the spatial
position of every electron relative to every other.40 (The combinatorics would require, in the case
of the 100-atom cluster of Ti, 21,776,700 spatial variables in the electron-electron interaction
term!)
A researcher who wants to predict materials properties might be drawn to Eq. 1 but would
be unable to employ it in a calculation of the ground-state energy of the atomic system of their
interest. Over the course of scientific history, many attempts have been made to grapple with this
fact by, in some way, working around the complexity of the many-body TISE. DFT is among those
efforts and it has seen the most widespread adoption in the modern day of any of them. It possesses
a large scalability, but still reliable accuracy; other methods might offer results more often
consistent with experiment, but they cannot be applied to systems of comparable size.41 Before
delving more specifically into the conceptual underpinnings of DFT, however, it is useful to briefly
discuss aspects of the ideas that came before it and informed it. We will be discussing, in particular,
the contributions of the Hartree method.
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The Hartree method was one of the earliest attempts to practicalize the many-body TISE.41
To do this, it first proposes that the TISE can be further simplified by the elimination of the
electron-electron interaction energy. This allows that the many-body wavefunction be
approximated as a product of orthonormal, single-particle wavefunctions:
Ψ(𝒓L , 𝒓D , … , 𝒓J ) = 𝜓L (𝒓L )𝜓D (𝒓D ) … 𝜓J (𝒓J )

(2)

Practically, finding the ground-state energy of the TISE relies on the variational theorem,
which says, essentially, that the minimum energy of a system may be obtained through the
minimization of a normalized set of parameterized wavefunctions which, furthermore, corresponds
to the ground-state energy of the system. The application of the variational theorem in the Hartree
method can be demonstrated relatively straightforwardly, but the full algebra is tedious and
lengthy, so it will be excluded.41 To summarize, it is first necessary to obtain an expression for the
total energy. Rewriting the TISE in the compact form HΨ = 𝐸Ψ, where H is a Hamiltonian, we
can multiply both sides by Ψ ∗ and integrate over all 𝒓I , which yields:
𝐸 = ^ 𝑑𝒓L … 𝑑𝒓J Ψ ∗ HΨ

(3)

To confirm, this works out because it is assumed the wavefunctions are normalized to
unity.41 Equation 3, more compactly:
𝐸 = ⟨Ψ|H|Ψ⟩

(4)

We know that we seek the ground-state energy. The variational theorem thereby offers a
way forward: if the minimum wavefunction can be determined, then an eigenfunction in which the
ground-state energy is a solution can be determined. Taken together, Equation 2 and Equation 4
lead to the collapse of Ψ to the lone, single particle wavefunction 𝜓I . Thus, the variational theorem
condition may be stated more directly as:
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𝛿𝐸
= 0,
𝛿𝜓 ∗

(5)

where, now, 𝐸 = ⟨𝜓I |H|𝜓I ⟩.41 At this point, we will continue no further.
Ultimately, the solution to this derivative produces the single-electron Hartree equation,
which takes the form:
A−

𝑛R P𝑟R S $
ℏD D
𝑍f 𝑒 D
∇I − G
+ G 𝑒D ^
𝑑 𝑟R U 𝜓I (𝑟I ) = 𝜀I 𝜓I (𝑟I )
|𝑅f − 𝑟I |
2𝑚
j𝑟I − 𝑟R j
f

(6)

RkI

While there is no need to be specific about the details of this equation’s meaning on a variable-byvariable basis, attention should be paid to the third term of the Hamiltonian. Examining it, one
might become confused, as it appears to account for some electron-electron interaction (see 𝑒 D ),
even though it was stated earlier the electron-electron interaction has been excluded.41 The term in
question is known as the Hartree potential, and its presence does not contradict this premise. The
Hartree potential describes the classical interaction energy between an electron and the charge
density in which it is suspended. The latter may be written as:
𝑛(𝒓) = G 𝜓I∗ (𝒓)𝜓I (𝒓)

(7)

I

The charge density is simply the probability of finding any electron 𝑖 at a location 𝒓.40 It is, put
another way, a summary of the possibility that electrostatic interactions will occur. The singleelectron formulation is thus preserved: By way of the charge density, the electron being treated
only interacts with the other electrons indirectly. The Hartree equation never ‘sees’ more than one
electron at a time. This might raise another question, however: How is it possible to know the
electron density of the whole system if information for only one electron is available per solution?
The answer is that the electron density must be guessed, and we can be sure that a correct guess
has been made by the achievement of self-consistency.40, 41
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It is worth noting, now, the similarity the Hartree equation bears to the KSE described in
Figure 1. This is not an accident, and the derivation by way of the variational theorem of the KSE,
as well as the single-particle, self-consistency algorithm for the ground-state energy of DFT more
generally (see Figure 1), is owed to the Hartree method. The distinguishing characteristics of DFT,
in this context, will be discussed next. But, before moving on, it is finally worth noting that the
Hartree method sees use today under modified forms. These modified Hartree methods can
generate results that agree supremely well with experiment, but, due to their computational
complexity, are limited in use to very small systems.41
DFT draws on the Hartree method, but its approach to solving the TISE relies on a unique
set of theoretical insights. These insights consist of the two key mathematical theorems of
Hohenberg and Kohn, published in the famous paper “Inhomogeneous electron gas” and the
mathematical method of Kohn and Sham, published in the famous paper “Self-consistent
Equations Including Exchange and Correlation Effects”.40, 42, 43
The first of the two theorems is that the ground-state energy of the TISE is a one-to-one
functional of the charge density. This theorem says, broadly, that
𝐸n = 𝐸[𝑛(𝒓)]

(8)

where 𝐸n is the ground-state state energy. In other words, it proposes that the charge density is
sufficient to solve for the exact ground-state energy.42 It is possible to distinguish this conception
of the charge density from its role in Equation 6 by noting that Equation 6 is not exact, but an
approximation. While it includes the charge density, it does not recognize that charge density
accounts for all physical interactions, even those that its approximation excludes. Referring to
Equation 7, it is clear that the charge density is a function of merely three spatial variables. Thus,
the first theorem’s main contribution is the imposition of a ceiling on the number of spatial
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variables treated by the TISE, resolving the problem that the complexity of the equation rises
insurmountably with increasing complexity of the system being treated, while retaining the
possibility of an exact solution. This theorem may be proven by a set of three premises41:
1. The potential of a ground-state arrangement of electrons around a nucleus (an ‘external
potential’) is a functional of a unique electron density: 𝑛 → 𝑉r
2. The many-body electron wavefunction for an arrangement of electrons at any state of
excitation is a functional of a unique external potential: 𝑉r → Ψ
3. The total energy of an arrangement of electrons at any state of excitation is a functional
of the many-body wavefunction: Ψ → 𝐸
Taken together, these premises lend themselves to the conclusion that the total energy of a groundstate arrangement of electrons is a functional of the charge density, in support of Equation 8. Or:
𝑛 → 𝑉r → Ψ → 𝐸. Though time will not be spent to further prove these premises, more information
can be found in Materials Modeling using Density Functional Theory, Giustino, Section 3.1.1. It
must also be said that this theorem has the effect of increasing the potential points of comparison
between theoretical and experimental results. Unlike the electron wavefunction, the charge density
can be observed.
The second theorem states that the minimal electron density is that of the minimal solution
and, thus, corresponds to the ground-state energy.42 This theorem is the application of the
variational theorem to the charge density formulation of Equation 8. While, as before, the
mechanics of the variational theorem will not be discussed at great length, the basic idea in the
context of DFT is relevant for upcoming discussion, so that will be written here:
𝛿𝐸 [𝑛(𝒓)]
s = 0,
𝛿𝑛
r

(9)

t
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where 𝑛n is the ground-state charge density. The value of the second theorem is also analogous to
the value of the variational theorem in the context of the Hartree method—it provides a path for
deriving the single-electron equation for the self-consistent algorithm.41
The mathematical method of Kohn and Sham is the culmination of all the theoretical
discussion so far. It is informed by the Hartree method, as well as both theorems of Hohenberg
and Kohn. This method, which can also be called the Kohn-Sham method, converges with the
practical overview of DFT offered at the beginning of this section, providing, finally, the KSE and
a justification for the computational method described then.
The Kohn-Sham method can be developed by first returning to the Hartree method. The
Hartree method is built on the self-consistent solution of the single-electron Hartree equation for
𝑁 electrons. The Kohn-Sham method adopts this self-consistent, single-electron framework by the
same logic, but attempts to grapple with the consequences of the missing many-body effects, which
were lost during the transition to the non-interacting electron approximation. The electrons of a
multi-electron system would also be subject to the Pauli exclusion principle (‘exchange’) and, due
to the Coulomb repulsion and other possible interactions, a distribution throughout space separate
of the one predicted by charge density (‘correlation’).41, 43 Together, these effects may be referred
to as the exchange-correlation effects, which are represented in the KSE by a single functional
called the exchange-correlation functional (XCF). With the exception of the added XCF term, the
meaning of every term in the KSE Hamiltonian is the same as every term in the Hartree equation
Hamiltonian. But, the addition of the XCF calculation is not the only difference between the KohnSham method and the Hartree method. The Kohn-Sham method also draws on the two HohenbergKohn theorems, which allows it to formulate the solution of the ground-state energy as a functional
of only the charge density. In light of what had been thus far established by Hartree, the
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Hohenberg-Kohn theorems allowed Kohn and Sham to conclude with certainty that XCF is a
functional of the charge density. In other words, it allowed them to conclude that the many-body
effects Hartree neglected could also be accounted for by the charge density. In this context, the
second Hohenberg-Kohn theorem served as the justification for using the variational theorem to
obtain an eigenfunction from the density-functional ground-state energy. Applying the variational
theorem to a density-functional energy of the form 𝐸 [𝑛(𝒓)] = ⟨𝜓I |H[𝑛(𝒓)]|𝜓I ⟩, the following
equation may be obtained41:
𝑛R P𝑟R S $
ℏD D
𝑍f 𝑒 D
u−
∇I − G
+ 𝑒D ^
𝑑 𝑟R + 𝑉vw (𝒓)x 𝜓I (𝑟I ) = 𝜀I 𝜓I (𝑟I )
|𝑅f − 𝑟I |
2𝑚
j𝑟I − 𝑟R j

(10)

f

Equation 10 is the full KSE. In accordance with Equation 9,
𝑉vw =

𝛿𝐸vw [𝑛]
(𝒓)
𝛿𝑛

(11)

For completeness’ sake, and to illustrate the pervasiveness of the charge density in the Kohn-Sham
method, the total density-functional ground-state energy will be included41:
u− G ^ 𝜓I∗
I

𝑛I 𝑛R
∇DI
1
𝜓I 𝑑𝒓 + ^ 𝑛𝑉r 𝑑𝒓I + z
𝑑 $ 𝑟I 𝑑 $ 𝑟R + 𝐸vw [𝑛]x 𝜓I (𝑟I ) = 𝐸[𝑛]
2
2
j𝑟I − 𝑟R j

(12)

| ~•

Here, 𝑉r = ∑f |€ }•‚ | and all [ ](𝒓) function notation is excluded for compactness.
}

ƒ

This theoretical discussion of DFT has essentially now come full-circle. We now have the
KSE that was introduced at the beginning of this section and we know what to do with it. However,
Equation 11 leaves a doubt lingering: Can the XCF not be articulated more specifically? As it turns
out, the answer, at this point in history, is ‘no’. Or, rather, the exact XCF cannot be articulated.
Many approximate XCFs are available to researchers who wish to employ DFT in their work. But,
so far, an XCF that satisfies the first Hohenberg-Kohn theorem has eluded discovery. This is not
to say that this theorem is incorrect—it, after all, only proved that such a functional should exist.
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It did not seek to describe its form. “Self-consistent Equations Including Exchange and Correlation
Effects” provided the first approximate XCF, known as the Local Density approximation (LDA).43
Others include the Generalized Gradient approximation (GGA) and the meta-Generalized Gradient
approximation (meta-GGA).40, 41 These three XCFs see use in this work.
Last, some housekeeping. It must first be noted that computational software packages do
not typically make use of the KSE as it is written in Equation 10 for materials science problems.
To be practical, Equation 10 must be adapted somewhat. The computational materials science KSE
is written:
„−

ℏD
(∇ + 𝑖𝑘)D + 𝑣‡ (𝐫) + 𝑣‰ (𝐫) + 𝑣vw (𝐫)Š 𝑢IŒ (𝐫) = 𝜀IŒ 𝑢IŒ (𝒓)
2𝑚

(13)

Examining Equation 13, a number of differences between it and Equation 10 become apparent.
Each of these differences relate to a computational input parameter that is relevant for
understanding the methodology of this work. While the theoretical justification for the differences
will not be dwelled upon, they will be enumerated along with their corresponding input parameter,
as follows41:
1. Index 𝑘: The current k-point. This is related to the selection of a k-point grid, on which
the system is mapped spatially.
2. Wavefunction 𝑢(𝒓): The periodic wavefunction, or Bloch wave. This is related to the
selection of a cutoff energy, or the energy of the cutoff vector, which refers to the
uppermost term in a Fourier expansion of 𝑢(𝒓) defined by the user.
3. Potential 𝑣‡ : The pseudopotential. This is related to the selection of the class of
pseudopotentials, or the set of potentials that approximately describe the core electrons
and nuclei of all elements. Correct results for certain XCFs, or varying requirements
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for accuracy, might depend on the selection of the right class of pseudopotentials. For
the same requirements, a given pseudopotential for a given element will never change.
Second, it must be noted that DFT is also compatible with geometric optimization algorithms. If a
researcher wishes to minimize strain in an atomic system they have designed, including conditions
under which the motion of an arbitrary number of atoms is fixed along an arbitrary number of axes,
they may do so.41 Geometric optimization algorithms rely on a geometric optimization ‘loop’,
which is summarized in Figure 2.

Figure 4. Geometric optimization in DFT. Adapted from the lectures of Dr. Rampi Ramprasad for the University
of Connecticut course MSE 5310, Spring 2017.
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2. Computational Details
We performed our calculations in the Vienna Ab-initio Simulation Package (VASP). For every
model of Bi2Se3 we tested, we applied the projector-augmented wave pseudopotentials, a 5´5´1
k-point grid, and a plane-wave energy cutoff of no less than 300 eV. The unit-cell of every model
was doubled along the x- and y-dimensions in anticipation of the application of the outcomes of
this research to future studies requiring multi-cell supercells. Every calculation incorporated the
effects of SOC. Every calculation made use of the bulk lattice parameters identified by Nakajima12.
For those models that were allowed to relax, the x and y axes were held constant.
We modulated the three following input variables per model: slab thickness (NQL), XCF
(LDA, PBE-GGA44 (PBE), SCAN-meta-GGA45 (SCAN)), and NQL free to relax (‘All’ or
‘None’). The input variables are summarized in Figure 5.
Table 2. Construction of all slab-models used in this work.
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3. Results and Discussion
Figure 6 represents the band structures of all possible PBE-based Bi2Se3 slab-models. It is
included to illustrate the relationship between NQL, relaxation-mode, and the band structure.
Although the same data can be offered for LDA and SCAN as well PBE was selected since it is
usually regarded as a benchmark functional—one that typically produces reliable results within
tolerable computational time—and has seen use in several prominent papers. On the rightmost side
of each row of plots is a key that indicates the ‘weight’ of the Bismuth and Selenium contributions
to the bands, with blue signifying ‘pure’ Selenium and red ‘pure’ Bismuth.

Figure 5. Band structures for every possible combination of input parameter with PBE. Each band
structure is labeled by sequence of letters, meaning XCF, Slab Thickness, QLs Relaxed.
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An important part of this work is identifying the particular slab-models that return a Dirac
cone. Earlier, it was established that a Dirac cone can be essentialized as an electronic structure
that exhibits a linear dispersion, band inversion at the Dirac point, and a zero or close-to-zero
bandgap. It is clear from these plots that the first two signifiers can be discarded, and we can
continue our discussion of the Dirac point for this data by referring only to the bandgap. This is
because, for every model that has a zero or close-to-zero bandgap, a linear dispersion and a band
inversion is evident. And, for the models that lack band inversion (all of them show the linear
dispersion), the bandgap is wide, which disqualifies their band structures as Dirac cones. The same
is true of the band structures for LDA and SCAN, although they are excluded to conserve space.

Figure 6. a) Plot of Band gap (eV) vs. Model (NQL) for the models with bulk c parameters. Three lines
for LDA, PBE, and SCAN. b) Plot of Band gap (eV) vs. Model (NQL) for the models with relaxed c
parameters. Three lines, again, for LDA, PBE, and SCAN.

Inspecting Figure 7, a thickness-dependence of the sort described in the literature is evident.
As the NQL increases, the bandgap shrinks. It is notable, though, that this dependence does not
apply to the relaxed slab models as strongly. For the relaxed slab models, increasing the NQL
yields a far less severe reduction in the bandgap. In fact, as Figure 7 shows, the bandgap for relaxed
PBE decreases at a rate that would appear to maintain a significant n3onzero bandgap for a number
of QLs beyond seven, whereas the unrelaxed, fully bulk PBE models reach a close-to-zero bandgap
at three QLs, along with LDA and SCAN.
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Meanwhile, it also is clear that, for the relaxed slabs, the three XCFs yield significantly
different relationships between the bandgap and the NQL, with the relaxed LDA models reaching
a close-to-zero bandgap at 2 QLs—more quickly than the equivalent unrelaxed LDA model—and
the relaxed SCAN model approaching zero bandgap at 3 QLs, before rising at 4 QLs, then
approaching zero again between 5 and 7 QLs. Figure 8 shows the relationship between the percent
change in slab thickness after relaxation and the NQL, for each XCF. Thus, we can surmise that
the XCF exerts a large degree of control over the way in which a given slab-model relaxes. LDA
seems to induce an inward relaxation in the slab, whereas PBE and SCAN seem largely to favor
outward relaxation.

Figure 7. Percent change, slab thickness vs. Model (number of QLs). Three lines for LDA, PBE,
and SCAN, respectively.

This suggests that the differing trends evinced by each XCF in Figure 7(b) is owed to the
structural effects of relaxation and, in particular, the direction of relaxation. If the slab relaxes
inward, the Dirac point emerges more quickly. If the QLs are allowed relax outward, the Dirac
point emerges far more slowly and, based on this data, might never emerge if the trend for PBE
were to prove to be asymptotic. Simultaneously, when the atomic structure is not allowed to relax,
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all three XCFs predict that the Dirac point will emerge at per-QL rates that are approximately
similar. To summarize, we observe a broad trend that increasing the NQL from one to seven QLs
decreases the bandgap of the surface states such that, for 3-4 QLs, the band structure adopts the
features of a Dirac cone. Furthermore, we observe that slab thickness, as a function of inter-QL
distance, also plays a role in the genesis of Dirac points, in the manner described.
Supporting this point is Figure 9, which shows the evolution of the xy-integrated charge density
over the c-axis (represented there as z) for the non-relaxed 6 QL slab, for all three XCFs. The
dashed line represents the atomic layer position nearest the vacuum, the latter extending ‘down’
the entirety of the z-axis beneath the atomic layer. Since the atomic positions are held fixed for all
three XCFs, we can assume that any differences observable in the three charge density distributions
may be attributed only to the way in which each XCF calculates the distribution of charge density.
And, it can be seen that each XCF generates a similar spread for spatial charge densities. Thus, we

Figure 8. Position along z (Angs,) vs. xy-integrated charge density (C/m2), for bulk 6 QLs.
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can say with more certainty that the atomic structure accounts predominately for the differing
predictions of each XCF after relaxation—not the treatment of the charge density per se.
The present results further validate the experimental and theoretical works that indicate the
existence of the topologically protected surface states in Bi2Se3 is strongly dependent on the NQL
in the Bi2Se3 slab. In addition, it does not appear to have been previously reported, per se, that the
three XCFs used in this work distinctly influence the outcomes of relaxations such that the NQLdependence of the Dirac cone is altered.
The problem of model-dependency can also be addressed. In Bi2Se3, when we control for
atomic structure, it is clear that each ab initio XCF offers fairly similar results for the bandgap.
Thus, at least for undoped Bi2Se3 slab-models, the choice of XCF does not appear to be an
important consideration. When the slab is allowed to undergo geometric optimization, the choice
of XCF leads to widely varying outcomes for the bandgap. But, it would appear to be a mistake to
allow this to influence a choice of XCF. The XCFs each lead to different outcomes for relaxation
(Figure 8), but it is those relaxations that play the biggest role in the different bandgaps observed
thereafter, not the charge distributions predicted by the XCFs. This is suggested by Figure 9. If
this is the case, then it would stand to reason that comparable bandgap evolutions could be obtained
for each set of post-relaxation slab thicknesses with any of the three functionals. This implies that
there is not a special physical significance to these thicknesses, and that they can be more fairly
conceptualized as arbitrary degrees of strain along the c-axis. Further, no experimental results have
assessed the relaxation character of the Bi2Se3 surfaces. Thus, we can again return to the conclusion
that the XCF is not salient to the ‘correct’ DFT slab-model of Bi2Se3, and, further, we can say that
geometric optimization only matters to the extent that it can be used to adjust the thickness of the
slab separate of the NQL.
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It is worth noting that these results do not agree with experimental results that indicate the
Dirac cone emerges at 5-6 nm film thicknesses (5-6 QLs), with large bandgaps in smaller films.
For no combination of XCF and relaxation-mode does a bandgap-versus-NQL curve resembling
the one predicted by experiment appear—all of them approach zero too quickly, or too slowly. It
is difficult to say why this might be. The tendency of DFT to underestimate bandgap is well known,
which would probably explain the too-fast trends. As for the too-slow trends, it seems tempting to
say that the relaxations that produced them were not physical. But, a DFT study also differs from
experiment in many other ways. DFT is computationally limited such that we cannot consider
thermal effects, electronic contributions from a substrate, or defects, to name some phenomena
particular to experiments. There is a separate line of thinking that would seek to disambiguate the
role of the native limitations of DFT in generating the disparate outcomes seen in this work by
deferring to the result that appears to match experiment most closely. But, it is not clear that that
such a result can be readily identified. There are no experimental reports that could help us
eliminate the possibility that other factors do not explain the difference between our results and
experiment. And, for that reason, attempting to choose a ‘correct’ set of DFT input parameters
based on their capacity to reproduce experimental results exactly is not possible, at least in this
case.
Lastly, we must try to pick an ‘optimal’ model—one that we know possess a Dirac cone, but
that requires the least possible computational time. Returning to Figure 8, we notice that all three
XCFs lead to a similar pattern of relaxation as a function of NQL—a period of linear change
between one and three QLs, a large net increase in size at four QLs, after which rate of change
settles into a parabolic regime between four and seven QLs. To the extent that these results can be
related to experiment, four QLs will be conservatively selected based on this, since it is the first
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model in the regime the experimentally prescribed five and six QLs occupied. As established
before, XCF is not salient for this system as long as structure is held constant, and geometric
optimization is not salient since it does not appear to produce results physically meaningful in and
of themselves. In addition, in Figure 8, 4 QL LDA shows little change or, in other words, the bulk
and relaxed positions agree. So, even if relaxation was physically meaningful, it has no effect for
this model, which allows us to discount it. Thus, the ‘optimal’ model is the four QL model with
the most efficient XCF and the most efficient relaxation-mode. This would mean choosing LDA,
and not relaxing the slab. Its band structure follows in Figure 9.

Figure 9. Band structure for LDA, 4QL, unrelaxed model.
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4. Conclusion
The principle concepts of DFT, the TI, and the modern research background and problems of
TI Bi2Se3 were introduced. It was determined that some efforts to describe the properties of TI
Bi2Se3 in the literature using DFT were not sufficiently model-independent. So, an effort was
undertaken to assess the extent to which conclusions about TI Bi2Se3 could be made separate of
the native limitations of DFT, and what some such conclusions might be. This effort consisted of
a systematic, comprehensive sweep of the possibility-space for Bi2Se3 model design,
incorporating variations in XCF, relaxation mode, and slab thickness as a function of NQL.
This work validated the longstanding conclusion that slab thickness as a function of NQL for
Bi2Se3 is strongly tied to the emergence of the Dirac cone. This work also uncovered the
previously unreported relationship between the LDA, PBE, and SCAN XCFs and the outcomes
of relaxations such that the NQL-dependence of the Dirac cone is altered by XCF.
In addition, this work also differentiated the role of particular XCFs, NQLs, and relaxation
modes in modeling a Dirac cone, finding that the selection of the former did not significantly
affect the outcome of a given calculation controlled for atomic structure, and the latter, being a
function of the former, could be conditionally ignored. This facilitated the conclusion that a four
QL, LDA-based, unrelaxed captures the topological band properties.
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7. Appendix

Figure 10. Band structures for every possible combination of input parameter with LDA. Each
band structure is labeled by sequence of letters, meaning XCF, Slab Thickness, QLs Relaxed.
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Figure 11. Band structures for every possible combination of input parameter with SCAN. Each band
structure is labeled by sequence of letters, meaning XCF, Slab Thickness, QLs Relaxed.
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