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ABSTRACT
This study filled a gap in the higher education literature regarding whether a relationship exists
between students’ employment location on or off campus, students’ identification as either native
or transfer, and academic success as measured by self-reported grades for full-time seniors
between the ages of 20-23 who enrolled in urban colleges and universities. The researcher used
the National Survey of Student Engagement survey to collect data. It was administered to
students during the 2013 or 2014 administrations at urban colleges and universities, with the
purpose of representing the senior cohorts of students at their college or university during the
years of administration. The researcher performed a secondary data analysis of the survey
responses to the National Survey of Student Experiences of senior students who fit the sampling
criterion, with the permission of Indiana University Center for Postsecondary Research. The
results showed that, for both native and transfer senior student cohorts, as work hours off campus
increased, there was a decrease in self-reported grades. In contrast, both native and transfer
students who worked on campus enjoyed higher self-reported grades, and students who worked
on campus performed better academically than even those students who did not work at all.
Finally, the researcher noted no significant difference between the senior native and transfer
student populations’ experiences with employment location and grades.
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CHAPTER ONE: INTRODUCTION
Student success literature explored how various levels of engagement with the college
campus may shape students’ later academic performance. The preponderance of evidence indicates
that the more meaningful interactions students have with their campuses and the more each campus
creates educationally purposive activities for their student body, the more likely students are to
enjoy academic success, as measured by grades and time until a degree is granted (Astin, 1985;
Berger & Lyon, 2005; Tinto, 2005; Webb, 1987). However, the increasing financial need for
students to work while enrolled in school can directly influence their ability to engage in such
activities (Riggert, Boyle, Petrosko, Ash, & Rude-Parkins, 2006, Tyson, 2012). The purpose of this
study was to add perspective to the existing literature on student success. To achieve this end, this
study focused on full-time students who were employed from institutions within the Carnegie
classification system of baccalaureate colleges, master’s colleges and universities, and doctoral
universities located in urban metropolitan statistical areas. Also, the students came from colleges
that administered the National Survey of Student Engagement (NSSE) from 2013–2014. The study
investigated students’ educational experiences as potentially influenced by admission status (native
versus transfer) and the ways engaging in employment might relate to academic success during
senior coursework completion.
One common characteristic of students enrolled in higher education, regardless of their
standing, is a need to engage in employment activities while completing coursework to support
themselves financially. Over the last 15 years, research has demonstrated that 57% of students
work full or part-time and 80% of all undergraduates will work at some point during their
1

enrollment (Broadbridge & Swanson, 2005; Furr & Elling, 2000; Hakes, 2010; National Center for
Education Statistics [NCES], 1998; 2002). Additionally, students with senior standing in public
universities have been found to spend more hours working than students with freshman and
sophomore standing (Lang, 2012). This population of undergraduate students who work during
senior year has also been studied less than other students with freshman and sophomore standing.
As students’ engagement in employment has increased over the years, researchers noted possible
influencing factors. Federal and state governments are decreasing financial support. Along with
decreasing support, these governments have altered disbursement criteria requiring these awards to
be disbursed based on merit as opposed to financial need. This change in ability to acquire financial
aid can influence student decisions regarding employment while enrolled in college. Due to
financial need, the number of students engaging in employment while enrolled has risen
significantly over the last few decades (Dynarski, 2003; Kane, 2004; Long, 2006; Tinto, 2012).
It is important to study the employment of senior first-time-in-college (FTIC) students, or
native students, compared to transfer students and employment’s potential impact on academic
success for each group because it can potentially show correlations between time spent on work
activities and grades (Baum, McPherson, & Steele, 2008). Investigating the relationship between
employment and student academic success may be useful, as the results can potentially be used to
inform students on potential impacts of employment on their educational experiences. The findings
may also inform college and university administrators of the importance of structuring academic
programs and policies around the needs of students who work to minimize attrition and time until
degree attainment for this population and serve as an incentive to more thoughtfully create oncampus employment experiences.
Purpose of the Study
The purpose of this study was to determine the relationship between full-time student’s
2

employment experiences, its location on or off campus and student academic achievement as
defined by self-reported institutional grades. The independent variables included hours students
work per week, whether employment was located on or off campus, and whether the participants
studied are native students or transfer students. The dependent variable studied was the student
self-reported grades during the year of the administration of the NSSE.
Conceptual Framework
This research drew from Astin’s (1970) model of input, environment, and output, or (I-EO), and the zero-sum model of student persistence (Warren, 2002). Astin’s theory noted that
student academic outcomes are influenced by the qualities with which students enter the
educational environment as well as what students experience while enrolled (Astin, 1970). The
zero-sum model of student persistence notes that student employment takes time away from student
schedules that they could be devoting to academic pursuits which can obstruct positive
performance. Drawing from these two theories, this study explored the relationship between upperlevel student employment status and academic success. As student characteristics and environment
can potentially influence educational outcomes, this analysis explored whether student inputs of
admissions status, native or transfer, and employment characteristics could have a relationship with
grades (Astin, 1970). The research also drew from Tinto (1975), whose work noted the importance
of social integration. This study hypothesized that quality integration potentially diminishes as
employment hours spent off-campus increase. The validity of this hypothesis was determined by
exploring the relationship between course performance and hours spent engaging in employmentrelated activities.
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Theoretical Background
College students characterized as native students enroll in a 4-year university or college and
never transfer as undergraduate students. This student population accounts for about 40% of the
native FTIC population. These students who first enrolled at a 4-year university at a traditional age,
under 22, and never transfer are the population of students researched most frequently (Choy,
2002). These same students were often recipients of scholarships, lived on- campus, and became
involved in university affiliated research activities or other social groups such as clubs.
Involvement with social groups is known to correlate with an increase in persistence and academic
performance (Choy, 2002). These students may also be likely to have some degree of financial
dependence upon their parents and receive scholarship support and be of high intellectual ability.
This population of traditional native students commonly experiences trouble adjusting to
college life. Issues such as homesickness and dealing with the responsibility of new, unprecedented
freedoms can disrupt previously established academic patterns (Baum, 2011; Robinson, 1997). As
a result of these transitions, it is common for students to engage in a range of troublesome
behaviors such as missing classes and neglecting studies, resulting in poor grades on quizzes and
examinations (Baum, 2011; Robinson, 1997).
By the time native students reach their senior year classes, many have lost some, if not all,
of their scholarships. They are more likely to live off-campus and be employed to help meet their
financial obligations, which have likely changed by the time they enroll in their first courses during
senior year (Lang, 2012). Henry, Rubenstein, and Bugler (2004) found that students who lost their
Georgia HOPE scholarships persist and graduate at rates comparable to those who did not ever
receive the award. They suggested this was because the students who did not receive the award
initially were likely to have had to work throughout their enrollment and these students were close
to meeting the initial eligibility benchmarks, but barely failed to do so. There has not been
4

significant research done to date that establishes reasons why these students persist at different
rates. But the similarities in persistence rates between the two initially high-achieving groups might
be in part due to students who lost the award and no longer have financial support needing to work
for the first time to maintain financial viability. These students are not accustomed to the time
management required that the other student population was able to acquire earlier in their academic
career.
Nontraditional learners and low-income students have also been found to be more likely to
rely on financial aid programs and use significant portions of their Pell grant funding early in their
collegiate career (Bragg et al., 2009; Bragg & Barnett, 2007; Chao, DeRocco, & Flynn, 2007).
Loss of financial resources can factor into these students’ decisions to work by the time they reach
senior year courses. As both native and transfer students include nontraditional learners and lowincome students in their respective populations, the literature remains unclear as to how these
variables are related to student educational outcomes. Thus, the relationship between the decisions
by native and transfer students in upper-division coursework to support themselves financially and
potential impacts on academic achievement deserves more careful analysis.
Transfer students are a large portion of the college-going population with unique enrollment
patterns. Of the fall 2008 student cohort, about 3.6 million students (over one third) transferred to a
different institution at least once within 6 years (Shapiro, Dundar, Wakhungu, Yuan, & Harrell,
2015). Students transfer from one institution to another for a multitude of reasons and at different
times during their academic careers. Most transfer during their second year of academic study
(36.6%). The second most common time for transfer is during the third year of study when another
quarter of students (24.4%) transition. About 46% of all students who completed a degree at a 4year institution enrolled previously at a 2-year institution at some point in the previous 10 years. Of
that group, approximately 38% had a 2-3 gap between the time they completed their degrees at a 45

year institution and their last enrollment at a 2-year institution (Shapiro et al., 2015). Researchers
have found that individual transfer student rates of persistence and completion tend to be higher
than institutional rates of persistence and completion. This is due to previous research not
accounting for the fact that transfer students will drop out of one institution, impacting their
completion rates, and transfer into another where they will graduate successfully (Tinto, 2012).
Knowing what factors contribute to persistence patterns in transfer students and the ways these
factors impact institutional success is essential as many studies look only at institutional
performance patterns and neglect to differentiate between unique student populations such as
transfer students.
Transfer students who have moved from one 4-year institution to another, or to a 2-year
institution, are also becoming a sizable population. The data on the undergraduate cohort that began
college in 2008 have shown that about one-third of students who start in a 4-year institution will
enroll in another institution at least once during a 6-year period (Shapiro et al., 2015). The reasons
behind these transfer rates are complex; however, it is evident that transfer students who enrolled in
4-year institutions during the 2007 to 2008 academic year consistently received smaller aid packages
than their native counterparts with the same financial need and class standing (U.S. Department of
Education, 2009). These findings suggest that many transfer students might need to engage in
employment activities while enrolled to support themselves financially at a greater rate than their
native counterparts. This continuous engagement in the workforce makes transfer students an
interesting contrast to students who first matriculate at 4-year institutions because of their diverse
demographics, financial aid packages, and experiences in the workforce.
A unique characteristic of transfer students when compared to native students is that they
often have less resource availability and that can impact their employment decisions. According to
Adelman (2005), many transfer students enter college with very different backgrounds than those
6

of the average native student. Many of them first enter community colleges and then transition to
4-year universities, relying upon their employment to financially support themselves and their
dependents. Adelman (2005) found three-quarters of FTIC credit-seeking community college
students to be under 24, similar to 4-year students. By the time these students transfer to 4-year
institutions, they are older students who are more likely to be classified as financially independent
by the government when compared to their native counterparts.
Many of these transfer students have also worked concurrently during their enrollment in
lower-division coursework because of their need to support dependents. Many of these same
students plan on working throughout their time in college, including while enrolled in upperdivision coursework senior year at the universities into which they will transfer (Heller, 2004;
Mellow & Heelan, 2008).
The American Council on Education (ACE) reported in a 2006 study that, regardless of
other demographic characteristics of students or institutions, “70–80% of students work while they
are enrolled” and “23% of full-time students work more than 35 hours per week while enrolled”
(pp. 1–2). On average, employed students spend approximately 30 hours per week working while
enrolled. The ACE study also reported that [s]tudents are more likely to work than they are to live
on campus, to study full-time, to attend a 4-year college or university, or to apply for or receive
financial aid. Students work, regardless of the type or institution they attend, their age or family
responsibilities, or even their family income or educational living expenses. Working while
enrolled is perhaps the single most common major activity among America’s diverse undergraduate
population (p. 2).
Additionally, Horn and Berger (2004) found that 60% of students who eventually earn a
bachelor’s degree will have been enrolled in more than one institution, further justifying the
study of transfer students in the 4-year university environment. Three quarters of all 4-year college
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students earn a paycheck and about a quarter of them work full-time while enrolled (Choy, 2002;
Hossler, Ziskin, Gross, Kim, & Cekic, 2012). The frequency with which students balance
employment with academic pursuits indicates the importance of studying how students adjust to
employment as a native FTIC or transfer student. Fjortoft (1995) and Riggert et al. (2006)
suggested there is a need to explore employment’s influence on students’ opportunities for
engagement in activities that increase integration with their campuses. Tyson (2012) noted that
students, faculty, and administrators often differ in their expectations regarding why students work,
how this work might relate to their academic performance, and how they should engage in other
campus activities that take time away from paid work but promote degree completion and viability
in the job market.
Research Parameters
Edgerton and colleagues met in early 1998 to discuss how to change America’s dialogue
about higher education quality from college rankings focused on reputation and resources to that of
evidence based effective educational practices and student learning outcomes (Kuh, 2001).
The result of this meeting was the initial idea for formulating NSSE instrument, also called
the College Student Report. After a design team assembled, the prototype of the instrument
developed drew heavily from other well-regarded college student research programs, such as the
College Student Experience Questionnaire. After bidding ended, the Indiana Center for
Postsecondary Research was selected to run the survey administration and move it towards longterm financial self-sustainability. The stated purpose of NSSE is to continue to provide helpful and
accurate data that colleges can utilize to improve enrolled student experiences, discover more about
post-secondary educational practices that are effective, and improve access to and public use of
empirically derived measures of institutional quality (Kuh, 2001). This study compared responses to
employment related questions from various administrations of the NSSE between 2013 and 2014 at
8

several large urban 4-year public universities with self-reports of student academic progress to see if
a possible link exists.
This study examined full-time students who enrolled in a college or university within the
Carnegie classification system of baccalaureate colleges, master’s colleges and universities, and
doctoral universities that administered the NSSE located in urban metropolitan statistical areas
from 2013–2014 and who were between the ages of 20-23 (Federal Register, 2000; U.S. Census
Bureau, 2013). Students in these areas have numerous work opportunities both on and off campus
that can relate to their academic success.
Due to the large number of students who have completed the NSSE, working within these limits
decreased the sample size needed for analysis while maintaining findings of potential correlational
significance. Specifically, an in-depth investigation into the ways work could impact academic
achievement and engagement for native FTIC and transfer senior level students is extremely
relevant to future students and practitioners. This study measured potential relationships of both the
number of weekly hours spent in employment, and whether the employment location was on or off
campus, on student success for students taking senior-level coursework. A better understanding of
this relationship illuminates ways that schools can more effectively minimize attrition and
maximize academic success among the studied populations.
Research Questions
This study tried to determine what effect the independent variable of work location might
have on college grades. Specific research questions include the following:
1. What is the difference between the self-reported grades of full-time native senior students
who work off-campus and those who don’t work on or off-campus as measured by their
self-reported grades?
2. What is the difference between the self-reported grades of full-time transfer senior students
9

who work off-campus and those who don’t work on or off-campus as measured by their
self-reported grades?
3. What is the difference between the self-reported grades of full-time native senior students
who work on-campus and those who don’t work on or off campus as measured by their selfreported grades?
4. What is the difference between the self-reported grades of full-time transfer senior students
who work on-campus and those who don’t work on or off-campus as measured by their
self-reported grades?
5. What is the difference between the self-reported grades of full-time transfer senior students
who work off-campus and full-time native senior students who work off- campus?
6. What is the difference between the self-reported grades of full-time transfer senior students
who work on-campus and full-time native senior students who work on-campus?
Limitations
Certain limitations may affect the generalizability and applicability of this study. This study
is not a true experimental design, as it does not allow the results to suggest a cause and effect
relationship, just a correlation. The NSSE does not have a measure that allows students to report on
the mental or physical nature of their employment; as such, it is impossible to determine if the
employment activity engaged in was related to their major or was beneficial for their long-term
employability. The study was dependent upon students’ self-reported grades on the NSSE, which
can lead to error. Data regarding students’ participation in other activities requiring a substantial
time commitment were not included in the analysis. There was no measure to control for academic
ability as the researcher did not consider these students’ high school grades, standardized test
scores, and major selections. Consequently, the potential impact of student employment and its
effect on academic success is only one of many factors that can influence student experiences.
10

Additionally, students who reported working both on and off campus were excluded from the
analysis to manage the size and scope of the study. Thus, this study did not have any findings that
will apply to this cohort. Furthermore, there is no metric for controlling for student income or
issues related to institutional grade point average comparability. Further generalizations of the
findings were limited to colleges and universities that fall into the classification constraints of the
study. The classification constraints purposefully limited the size of the study and helped the
researcher draw correlations that general practitioners may use when designing advising and
outreach programs that students might find helpful.
Delimitations
The generalizations of the findings are further limited to students enrolled in coursework
during their senior year at the college and university types studied. As such, the results of this study
are not applicable to other cohorts. This research parameter was due to a large amount of research
on students in their first and second year of undergraduate study, with fewer studies involving
studying students with more advanced class standing. To manage the size and scope of the study,
the researcher decided to study those who reported being enrolled during their senior year of study.
The findings were further limited to students whose self-reported ages fell between 20 and
23 during the time of the survey. This parameter was used because academic achievement by older
students tends to be higher than that of students of traditional age and could skew the
generalizability of a correlation between the data sets studied. Additionally, because many
transfer students will enter their first institution of higher education at the age of 19 or younger, this
age range was removed to avoid modifying the results.
The sample also included only student self-reports from those actively enrolled in colleges
and universities from institutions within the Carnegie classification system of baccalaureate
colleges, master’s colleges and universities, and doctoral universities located in metropolitan
11

statistical areas. This was done to manage the size and cost of the data required.
Definition of Terms
For this study, the following terms have been defined to provide additional clarification:
Credit hour(s): A unit of measurement that demonstrates the value or time requirement
expected for completion of an academic course in an institution of post-secondary education.
Full-time student: A student who is currently enrolled in 12 or more credit hours of
undergraduate coursework during a given academic semester, or the full-time equivalent at their
undergraduate institution or in their degree program.
Native student(s): Students who have enrolled in a college or university for the first time as
a degree seeking students and who were enrolled when identifying themselves on the NSSE. For
this study, this term can be used interchangeably with FTIC student(s).”
Senior level coursework: Coursework taken during the last half of an undergraduate degree
program by students during their final, or senior, year of study who identify on the NSSE as having
reached senior academic standing at their undergraduate institution.
Transfer student(s): Students who have enrolled in more than one post-secondary
institution and have identified themselves as such on the NSSE.
Significance of Study
The existing literature regarding the influence of employment on student academic success
is limited. The literature does not usually differentiate between a student’s academic level in
college or university and admissions status. Additionally, the literature on factors contributing to,
or taking away from, student academic success needs expansion, as it does not often look at
employment’s potential impact on different students relative to their admissions status. Thus, this
study added to the literature available in the field by exploring the potential relationship between
employment and students’ self-reported academic achievement and any potential differences that
12

might exist between native students and transfer students while pursuing their undergraduate
studies.
This study was limited to students who were of senior standing in the pursuit of their
undergraduate coursework at the time of the survey administration. This allowed the researcher to
look at the potential role of employment, or lack thereof, on students with a significant amount of
experience managing coursework. Additionally, the study was limited to institutions within the
Carnegie classification system constraints, noted previously; to manage the size of the project and
allow more specific correlations within the defined institutional profiles.
Description of Subsequent Chapters
In Chapter Two, the researcher will provide an in-depth review of the literature as it has
explored student success, student employment, and undergraduate financial aid. Additionally, the
researcher examines the literature on the significant differences between students who continue to
enroll in just one institution of higher education versus those who enroll in two or more institutions
of higher education.
In Chapter Three, the researcher will describe the methods for this study. A brief overview
of basic quantitative research and an in-depth explanation of this study’s methods occur, followed
by an in-depth description of the research plan.
In Chapter Four, the researcher will describe the results of the statistical techniques run.
Additionally, a description of non-parametric techniques and the results of them as
complementary analysis are presented.
In Chapter Five, the researcher will describe how the results attained in chapter four inform
answers to each of the six research questions presented. This will be followed by
recommendations for further research and suggestions for practice based upon the results attained.

13

CHAPTER TWO: LITERATURE REVIEW
Theoretical Background
Research has demonstrated that both institutional characteristics and the effort students put
into their academic work might have a relationship to college and university student experiences
and persistence (Astin, 1970; Bozick, 2007; Pascarella & Terenzini, 2005; Sullivan, 2002).
Research of this type becomes particularly relevant when studying employment characteristics of
students, as time spent working both on and off campus, may influence their ability to engage with
their institution and exert academic effort. Astin (1970) is a pioneering authority on student
involvement and its relationship to student success. His I-E-O model indicated that three main
factors contribute to student changes as a result of their time spent in college (as cited by Pascarella
and Terenzini, 2005):
College outcomes are viewed as functions of three sets of elements: inputs, the
demographic characteristics, family backgrounds, and the academic and social experiences
that students bring to college; environment, the full range of people, programs, policies,
cultures, and experiences that students encounter in college, whether on or off campus; and
outcomes, students’ characteristics, knowledge, skills, attitudes, values, beliefs, and
behaviors as they exist after college. (p. 53)
The I-E-O theory informs practitioners regarding how various student characteristics can
influence achievement and outcomes. Cultural capital is a set of knowledge of the dominant
culture, especially the ability to understand and use language associated with the educated classes
in society (Bourdieu, 1977; Bozick, 2007; Sullivan, 2002). Thus, an understanding of the
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importance of the cultural capital students bring into their senior level coursework is important, as it
informs assumptions regarding the ways which students’ backgrounds might have a relationship to
their interactions with their academic environments while engaging in employment. Based on this
knowledge, Astin further postulated that he could propose a theory for preventing student attrition
(1977, 1985). He suggested students’ level of involvement, whether physical or psychological,
would influence their likelihood of dropping out. His model also accounts for the importance of
examining other demographic factors such as gender and age of the student, place of residence,
and institutional characteristics such as type, location, and selectivity.
Many other studies have also described the factors that influence student persistence.
Building upon the work of Astin, Tinto (1975, 1987, 1993, 2005, 2006, 2012) proposed another
model of student departure from college. More sociological, his model described some of the
factors that lead to student attrition from college. Much like Astin, he noted that the social and
cultural capital students have before entry into college will directly influence their decisions to stay
or drop out. Specifically, family background, skills and abilities, socioeconomic status, and prior
schooling will have a strong influence on students’ experiences while enrolled. Also, formal
academic experiences such as experiences in the classroom, grades, and formal interactions with
university faculty and staff might influence academic integration. He noted that social integration
could also be influenced by the experiences students have with peer groups on campus and
involvement in extracurricular activities. Tinto (2005) concluded that the combination of academic
and social integration leave students either feeling connected, or not, with their academic
environment. This relationship between social and academic experiences is directly related to the
cohesion students feel with their institution, and therefore their institutional commitment can be
evaluated accordingly. However, he also found that external commitments like work and family
obligations are an important influence on decisions to stay or leave.
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Building upon Tinto’s work, Riggert et al. (2006) found that students engaged in
employment related activities at the upper division are less likely to engage in social activities,
both on and off campus. Tyson (2012) also found that employment harmed engineering students’
time management and academic performance, especially from the viewpoint of faculty and
administrators in those programs. Consequently, studying employment related activities’ potential
influence on students’ academic performance at the senior level is warranted as Riggert et al.
(2006) and Tyson’s (2012) studies show employment having a potentially negative effect on some
student populations. However, their data lacked generalizable results for the upper- division
demographic.
Furthermore, other researchers (Jones, 2008; Tinto, 2004; Tinto, 2005) have found various
methods that institutions can use to contribute to student academic success and persistence
positively. Such methods include an institutional commitment to student engagement, the
articulation of clear expectations and involvement, or engagement with students during their time
spent enrolled. Other researchers, such as Jones (2008) and Stukalina (2012) showed that out-ofclass support by college instructors has a strong correlation with the college’s ability to increase
students’ institutional satisfaction and motivation to perform at a high level. Tinto believed that
institutions committed to providing students with positive experiences in these ways are more
likely to increase student’s institutional commitments. Ultimately, the theoretical research
demonstrated that students who have the most opportunities to engage on campus are likely to be
the ones who perform the best academically and are least likely to be lost due to attrition.
Student Employment Literature

Adding to student persistence literature, Terenzini and Pascarella (1980, p. 280) deduced
that “background characteristics of students are important only to the extent that they help
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determine academic and social integration within the college environment.” Determinants of
persistence are not solely embodied in the kinds of students enrolled but are also subject to the
various influences of institutional policies, programs, or conditions that may shape students after
their arrival on campus (Kelly, 1996; Pascarella, 1985). One very important condition that is
impinging on the ability of students to engage with their campus environments and participate in
such programs is their financial situations and engagement in employment related activities. When
studying working and non-working students at mid-sized public universities, Lang (2012) found
that there did not seem to be many differences between the two groups. Of those differences noted,
when working hours increase, the number of hours spent socializing and engaging in non-academic
activities during student free time decreased.
Tinto (1993) and St. John, Cabrera, Nora, and Asker (2000) noted that fluctuations in
finances could cause students to withdraw from important college integration opportunities or
academically withdraw from college. They also observed that changes in financial aid packages,
especially work study programs, can help prevent departure by helping students to overcome
financial difficulties. Additionally, some prior studies have shown that financial aid award
packages have a substantial impact on students learning efforts and educational outcomes
(Dynarski, 2003; Kane, 2004; Long, 2006; Tinto, 2012; Tyson, 2012). Riggert et al. (2006) found
that employment influences academic performance as employment can potentially negatively
impact time spent engaging with the campus community, while others found that employment is
beneficial. Tinto (2012) also noted that researchers must be careful to note differences in size,
geographic location, public versus private status, and other measures that can affect resource
availability between institutional types when measuring such items, as institutions with more
resources available for their students tend to garner both higher institutional and student persistence
and graduation rates.
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Furthermore, the number of students who are working while in school has been shown to be
steadily increasing since the 1960s (Henke, Lyons, & Krachenburg, 1993; Stern & Nakata, 1991;
St. John, Paulsen, & Carter, 2005; Triventi, 2014). As many as 51.7% of students at 4-year colleges
in the United States were working by the early-1990s, and the proportion may have continued to
rise since then (Riggert et al., 2006; U.S. Bureau of Labor Statistics, 1998).
Researchers have attributed this rise to the increasing costs of college tuition relative to
family income. Also, the decreased availability of subsidies and other financial aid programs for
students is a factor. Another factor is the increasing desire among students to be financially
independent; however, the desire for financial independence can lead to premature departure after
matriculation in some instances (Breier, 2010; Stern & Nakata, 1991). Thus, this study was
designed to analyze how employment hours may influence the student success of seniors at 4- year
institutions. The reason for this study becomes apparent as “student employment is no longer an
isolated phenomenon; it is an educational fact of life” (Riggert et al., 2006, p. 64).
Researchers on student employment, both on and off-campus, cited many positive and
negative effects of employment, with correlations between specific numbers of hours worked on
students’ GPAs, persistence, graduation rates, and level of debt upon graduation (Astin, 1993;
Bradburn, 2002; Furr & Elling, 2000; King, 2002; Pascarella & Terenzini, 1991; Pike, Kuh,
McKinley, 2008; Wilke & Jones, 1994). Students who work off-campus tend to work about 4
hours more per week than their on-campus working counterparts (Riggert et al., 2006).
Researchers have also shown the impact of on-campus student employment, such as workstudy programs, and its positive relationship to persistence and graduation. According to King’s
2002 study of 12,000 undergraduates, students who worked more than 15 hours per week were less
likely to graduate in 4 years. King (as cited by Dundes & Marx, 2006) also found that those who
work fewer than 15 hours were more likely to graduate in 4 years than those who do not work at
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all. Furthermore, students who work long hours may be more likely to drop out of school and never
receive a college degree (Astin, 1993). Lang (2012) used the NSSE data from a mid-sized public
university to show that there are no academic differences between students who work and those
who do not. The differences that Lang noted in the study were that students engaged in less
socializing when employed off-campus and that upper-level students and men are more likely to
work off-campus than lower level students and women. The researcher concludes that there is a
lack of consistency in the findings regarding employment that allow for generalizable assumptions
about potential impacts of employment on student academic outcomes.
Research has also shown that employment can impact upper-division and lower-division
students differently, and as such differences between senior students and other cohorts might arise.
Riggert et al. (2006) reported that students in upper-division coursework were almost 1.3 times
more likely to work than first year students or sophomores. Kohen, Nestel, and Kamas (1978)
found that employment harmed first and second year students but did not alter the academic
progress of upper-level students in a similar capacity. Also, researchers documented that first and
second year students had higher attrition rates when engaging in paid employment when compared
to their peers (Ehrenberg & Sherman, 1987; Triventi, 2014). Interestingly, upper-division students
often work significantly more hours per week than the average student with lower class standing.
Similarly, researchers found that students who are older, specifically ages 25–34, have been more
likely to engage in paid employment than students of traditional age, or 20–24 (Dougherty &
Woodland, 2007; Stern & Nakata, 1991). In sum, researchers have found that, at every age interval,
older students were more likely to work than younger students. Canabal (1998) noted a positive
relationship between age and number of hours worked per week. Findings on student level and
employment show that, on average, upper-division students, including seniors, work more hours
per week than their lower-division peers. These findings suggest that the impact of student
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employment on student success can vary widely based on hours worked, the location of
employment on or off campus, and student type. This study added to this literature by adding
depth to the information available about how hours worked might impact native and transfer
student success in senior level coursework.
Based on a careful reading of the student employment literature to date, there appears to be
agreement among researchers about the inconsistencies regarding whether employment helps or
harms academic performance overall. The primary reason for this is that the literature lacks
longitudinal data that are broadly applicable to all student types. There are two theories proposed
regarding employments potential generalizable effects (Riggert et al., 2006). The first orientation
model of student employment assumes that paid employment only affects academics negatively
when its intensity corresponds with a diminished interest in academics. As long as students are
motivated, they should still perform well. On the opposite side of the spectrum is the second model,
the zero-sum model of student employment, which assumes that any time spent engaging in paid
employment will hamper academics as it takes away time spent studying and engaging in campus
activities (Warren, 2002). The dichotomy of these models suggests that further research needs to
be performed to give practitioners a clearer picture of the potential impacts of employment on all
student types attending various types of institutions.
Student decisions regarding employment, including location and frequency, are often
influenced by financial aid availability. Institutional financial aid packages remain a contributing
factor that influences the decisions of students to engage in employment and remain enrolled, or
not, in their classes. Bean (1980, 1990) found that the decisions of students to depart from college
closely mirrored turnover decisions in the workplace. Bean created a student attrition model based
on this research on the workplace. Recognizing the influence of external factors on persistence
such as those noted by Astin (1970) and Tinto (1975), Bean (1980, 1990) theorized that
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institutional policies were of extreme importance in influencing students’ decisions to stay or leave
the academic setting. Additionally, Thomas (2002) noted “Many students cope with poverty, high
levels of debt and significant burdens of paid work to complete their courses of study” (p. 423).
For students who work full time, financial aid packages often dwindled, and institutional policies
became important mitigating factors in their decision making process related to continued
enrollment. Because the income provided by employment presents a false appearance of available
financial resources, while there is often no disposable income available to pay for tuition,
institutional policies regarding working students and payment policies become factors that can
influence persistence. This is especially true for students who must also support a family (Hawley
& Harris, 2006; Spellman, 2007). As such, exploring how work influences student success in this
study should add to the literature base by further informing practitioners on ways work hours might
affect student grades. This, in turn, should allow institutions to make informed decisions regarding
how their policies are likely influencing student persistence rates, as well as allow these schools to
better advise students on the potential impacts of their work hours and location of employment on
academic success.
Adding to the literature on student success and persistence, Cabrera, Nora, and Castaneda’s
(1993) work contributes additional perspective on the confounding variables that contribute to
persistence and attrition. They proposed a model that combined the best of Tinto (1975) and Bean’s
(1980, 1990) theories. It combined the student integration model (Tinto, 1975) and the student
attrition model (Bean, 1980; 1990) with structural equation modeling, leading to the integrated
model of student persistence. This model proposed that institutional commitment by students is
directly shaped by their level of academic integration and intellectual development, encouragement
from significant others such as family and faculty, financial aid availability, financial attitudes, and
social integration. Additionally, like most other theories noted above, the model proposed that pre21

collegiate academic performance and college GPA have indirect effects on institutional
commitment and, thus, performance and retention (Strauss & Volkwein, 2004). This work informed
that as feelings of integration with institutions, employment, and financial aid availability all
continue to influence student institutional commitments and decisions to stay or leave studying all
potential impacts of employment on students’ academic success is warranted. For this study, the
researcher will focus on employment’s role in senior student academic success.
Academic Financing Literature
Although colleges and universities, the federal government, state governments, and private
organizations all provide financial aid (the sum of which amounted to $175 billion in 2010–2011)
to undergraduate students, access to higher education remains challenging for many students. Both
public and private tuition rates continue to increase at three times the rate of growth of family
income and inflation (Heller, 2011). The reasons behind this are well documented. In private
institutions, the resource race that exists for prominent faculty, new facilities, technology, and a
diverse student body costs a premium and has been a major driving force in the operational costs of
these institutions for years (Clotfelter, 1996; Cunningham, Wellman, Clinedinst, & Merisotis,
2001; Ehrenberg, 2000, Heller, 2011; Mumper, 2011). Public institutions suffered cuts, or slow
growth, of state allocations for higher education. The link between state appropriations for higher
education and the changes that result in tuition prices is also well documented (Cunningham et al.,
2001; Heller, 2004). A study of tuition increases conducted in 1998 found that, “For the public 4year institutions, the single most important factor associated with tuition increases was decreasing
revenue from government appropriations, with state appropriations making up the majority of such
revenue” (Cunningham et al., 2001, p. 132; Perna & Jones, 2013, p. 105). As such, as states
continue to cut funding for colleges and universities, the ability of students to remain financially
viable during enrollment will continue to be tied to employment during enrollment.
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Additionally, financial aid that is made available to students has shifted from need-based
aid to merit-based aid over the last few decades. In 1990, over 90% of all state grant dollars
allocated for undergraduate financial aid was awarded via some form of means testing; this was
reduced to 70% by 2010 (Heller, 2011; Perna & Jones, 2013). Similarly, in the 1995–1996
academic year, 65% of all grants provided by institutions of higher education were awarded based
upon financial need. By the 2007-2008 academic year, this percentage of need-based awards had
fallen to 45% (NCES, 2005, 2010; Perna & Jones, 2013). As such, students from low and
moderate-income families are even less likely to have access to the free money from state and
institutional sources.
The result of this has been a spike in student borrowing rates, doubling between 1981 and
2010, and an increased need to engage in employment concurrently with enrollment. This is
especially true among students from socioeconomically disadvantaged backgrounds (Perna &
Jones, 2013). Ample research has shown that students who have parents with a high income level,
or who are financially independent and able to cover the costs of attendance, are more likely to
persist. Additionally, students who can access grants and scholarships enjoy an increased
likelihood of persisting at greater rates than those students who must rely on the Federal Stafford
Loan program. In summary, increasing debt has consistently been negatively linked to student
success and retention across institutional types (Astin, 1975; Hossler et al., 2009; St. John, 2000).
Student Success Literature
The literature available to date has shown many variables influencing student success in the
post-secondary environment. The most common pre-enrollment characteristics of students who
persist rather than drop out include good high school academic records, ambitious educational
goals and higher standardized test scores. Students who persist also typically have parents with
higher educational levels and are more likely to be of traditional college-going age (Astin, 1971,
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1975, 1993). Once enrolled, place of residence by students (on versus off-campus), the amount and
type of financial aid they receive, and hours worked per week are external characteristics that
might influence academic success and chance of persisting. Choice of academic major, athletic
involvement, and extent of participation in campus organizations and planned activities also has a
strong influence on success and persistence (Astin & Oseguera, 2002, 2005; Chickering, 1974;
Lau, 2003; Mangold, Bean, & Adams, 2003; Mullin, 2012; Pascarella, Pierson, Wolniak, &
Terenzini, 2004).
As more has become known about factors that influence student success and persistence
during each year of undergraduate study, the next logical step was for researchers to develop a
model to predict how these factors influence incoming undergraduate students’ odds of academic
success and persistence. Miller and colleagues developed an attrition model to predict first-year
student departure from a large public university with a complimentary intervention strategy
designed to prevent student departure based upon the results of the data obtained. The first model
of this kind, it predicts attrition based upon pre-matriculation student data characteristics and
student expectations. Student expectations are then used to predict which students are likely to
encounter academic problems and then drop out. This model allows institutions to make informed
decisions as to whether they want to implement targeted intervention strategies for students at risk
of dropping out and, if so, which areas to address based upon institutional resources. The work of
Miller and Tyree (2009) is specifically of note in this regard, as their work emphasizes the
importance of universities exerting effort to promote students’ academic and social integration. The
promotion of integration by institutions can yield retention gains, which benefit both the institution
and students (Miller, 2007; Miller & Herreid, 2008; Miller & Herreid, 2009; Miller & Tyree,
2009). The findings that integration promoted positive outcomes is relevant to note here because
students who work might require different, or more, programs designed to promote institutional
24

engagement and persistence. Regardless of this study’s particular findings, these previous studies
have added to the student success literature by emphasizing targeted integration efforts and their
potential impact on student chances of success. It is likely that the sum of this work will help
inform the discussion of how institutions should apply data regarding the potential influence of
employment on student outcomes for programming in the future.
Researchers found that students who feel a sense of social cohesion with their campuses are
more likely to persist and graduate. Spady (1970, 1971) and Rootman (1970) established that
attrition risk works much like Durkheim’s (1951) theory of egoistic suicide, as it may result when a
student fails to integrate into the college community socially or intellectually. Astin (1975) also
noted that students are more likely to persist if their backgrounds are similar to those of other
students they engage within their academic community. The “lack of fit between the needs, desires,
values, aspirations, and abilities of the student on the one hand and the perceived opportunities in
the college environment to express or satisfy those characteristics” is the background information
recommended for understanding the phenomenon of student attrition according to the General
Accounting Office (1976, p. 62). From this point of view, student employment can serve one of
two purposes: student employment can move students off campus and keep them away from
educationally purposive activities that promote integration into the campus culture, or student
employment can serve as one of the few distinguishing demographic characteristics linking over
half of the student population. If employment can be viewed as a common characteristic of many
students, with classes and outreach activities purposefully designed around it, this characteristic,
when acknowledged, could serve as a means to aid students’ sense of social cohesion with their
campus community and aid academic performance.
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Summary
Chapter Two described the literature that serves as the grounding of this study. In this
chapter, the author discussed how using Astin’s (1970) model of I-E-O is useful to assume the
importance of student involvement during enrollment, as it influences academic outcomes. The
study is further informed by Tinto’s (1975, 1987, 1993, 2005, 2006, 2012) work on the importance
of social integration, as well as by the work of Riggert et al. (2006), Cabreara et al. (1993), and
Perna and Jones (2013), among others who note the potential impacts of employment on student
success and higher education financing trends. The intersection of these three subject areas informs
our understanding of the importance of student feelings of integration with institutions, as well as
employment and financial aid availability as influencing factors on employment and persistence
decisions. Thus, the purpose of this study on the potential impact of employment on academic
outcomes in senior level undergraduate coursework follows from the gaps in the literature noted
within this review.
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CHAPTER THREE: METHODS
The purpose of this study was to analyze the variables attained from the NSSE survey
instrument’s results from 2013-2014. Full-time students between the ages of 20-23 who attended
colleges and universities located in urban metropolitan statistical areas from 2013–2014 were
analyzed specifically. The participant answers compared include native FTIC students and transfer
students enrolled in coursework during their senior year at the 4-year college and university level,
self-reported hours of work averaged per week, work location on or off campus, and self-reported
grades. The purpose was to ascertain how hours worked per week and work settings might have a
relationship to student’s academic performance in upper-level courses.
Research Design
This chapter describes the research design, including the research instrument, the NSSE
(Pace & Kuh, 1998) and data selection procedures used in this study. This chapter also describes
the form of data analysis that will be employed, the population and sampling methods, and the
variables to be studied.
For this study, the researcher decided that a quantitative approach is necessary because the
data were collected via a survey instrument. Because the researcher attempted to describe student
experience trends on a large scale, this design is the most effective method of analyzing a large
number of survey responses to make generalizations about specific populations (Creswell, 2008).
The researcher performed secondary data analysis on quantitative data obtained from
administration of the NSSE. The researcher initially collected the data used in this study between
the years of 2013 and 2014 from institutions located in urban areas, herein defined as metropolitan
statistical areas by the U.S. Government (Federal Register, 2000; U.S. Census Bureau, 2013). The
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sample parameters yielded a convenience sample of survey responses, which were provided by the
Indiana University Center for Postsecondary Research.
The focus of this was on the potential relationship between the self-reported number of
hours students work per week while enrolled as full-time degree seeking students, the location of
their employment (on or off campus), and its relationship to students’ self-reported academic
progress. The research aim was to explore the relationships between the variables of the number of
hours worked per week, on- or off-campus employment, and students’ identification as either
native or transfer students and academic success as measured by self-reported grades by students
within a defined age parameter.
Conceptual Framework
Building upon Astin’s (1970) model of input, environment, and output; this study examined
a potential relationship between admission status, self-reports of hours worked per week and selfreported grades. The researcher tried to answer whether input, admission status, self-reported hours
worked per week, or environment have a relationship with output or academic success in classes
during the senior year of undergraduate study. Within this data set, the researcher will compare
native students and transfer students when these students are employed in a similar capacity while
attending a 4-year college or university to see if any variance in experiences can be identified.
Analysis of the potential effects of working on versus off campus will also take place in the
research analysis.

Population and Sample
This study used students’ responses to the NSSE collected from 2013-2014 from
institutions with the Carnegie classification system of baccalaureate colleges, master’s colleges and
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universities, and doctoral universities located in urban metropolitan statistical areas (Federal
Register, 2000; U.S. Census Bureau, 2013). The sample was further refined by the inclusion of
responses from students between the ages of 20-23 at the time of the exam’s administration, who
were enrolled as full-time students and identified their year in college as seniors. The data from
this survey were gathered by the administrators of the NSSE between 2013-2014 with a sampling
criterion of students who were seniors in the year of the survey administration who were meant to
be representative of the student bodies of the institutions that administered it.
For this study, only those responses to the purposefully selected questions noted below
from NSSE were analyzed. Within the NSSE survey students responded to these specific questions
that will be used for data analysis:
1. Enter your year of birth (e.g., 1994): Responses included what students wrote in the text
box provided.
2. What is your class level? Responses permitted the selection of one of the following:
(a) freshman/first-year, (b) sophomore, (c) junior, (d) senior, (e) unclassified.
3. Did you begin college at this institution or elsewhere? Responses permitted the selection of
(a) started here or (b) started elsewhere.
4. Thinking about this current academic term, are you a full-time student? Responses
permitted the selection of (a) yes or (b) no.
5. About how many hours do you spend in a typical 7-day week doing the following?
Working for pay on campus? Responses permitted the selection of the following: (a) 0, (b)
1-5, (c) 6-10, (d) 11-15, (e) 16-20, (f) 21-25, (g) 26-30, (h) More than 30.
6. About how many hours do you spend in a typical 7-day week doing the following: Working
for pay off campus? Responses permitted the selection of the following: (a) 0, (b) 1-5, (c)
6-10, (d) 11-15, (e) 16-20, (f) 21-25, (g) 26-30, (h) More than 30.
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7. What have most of your grades been up to now at this institution? Possible responses
included: (a) A, (b) A-, (c) B+, (d) B, (e) B-, (f) C+, (g) C, (h) C- or lower.
List of Variables
The independent variables to be studied included student type (native and transfer), the
number of hours students work per week, and whether that work occurred on or off campus. The
researcher controlled extraneous variables such as class standing and age by limiting ranges
studied. There is no option to identify socioeconomic status within the College Student
Experiences Questionnaire (CSEQ). The dependent variables to be studied include students actual
academic progress as defined by their self-reported grades at the institution where the survey was
administered. The first survey responses collected represents one of 16 options:

1. Zero hours working on-campus
2. Zero hours working off-campus
3. 1–5 hours a week on-campus
4. 1–5 hours a week off-campus
5. 6-10 hours on-campus
6.

6-10 hours off-campus

7. 11-15 hours on-campus
8. 11-15 hours off-campus
9. 16-20 hours on-campus
10. 16-20 hours off-campus
11. 21-25 hours on-campus
12. 21-25 hours off-campus
13. 26-30 hours on-campus
30

14. 26-30 hours off-campus
15. More than 30 hours on-campus
16. More than 30 hours off-campus
The second survey responses collected represents a probe as to each student’s grades, asked
for in letter form. Possible responses include (a) A, (b) A-, (c) B+, (d) B, (e) B-, (f) C+, (g) C, (h)
C- or lower.
Instruments of Measurement
Because the study questions presented here deal with student experiences during their
academic career, the researcher selected the NSSE as the instrument of choice. This survey
instrument was developed with the intention of increasing access to data derived measures of
institutional quality and effectiveness (Kuh, 2001). After several revisions, the most recent in
2013, the NSSE Research Program’s data is collected and maintained by the Indiana University
Center for Postsecondary Research.
The NSSE instrument is typically administered via a traditional online version emailed to
students for completion. Due to the nature of its questions regarding how students spend their time
at college, the survey was normally administered in the late spring to ensure that all student
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participants had completed 1 full year of academic study at the institution administering the
instrument. On average the survey took about 15 minutes for students to complete.
Data Collection Method
The researcher conducted secondary data analysis from the national NSSE data on native
students and transfer students currently attending 4-year public universities who completed the
NSSE survey. All student identifiers will be de-identified. These data sets were obtained from the
Indiana University Center for Postsecondary Research. The survey data sets are publicly available
for a fee to interested researchers.
For this study, the researcher used the responses of students to the NSSE collected from
2013–2014 from institutions with the Carnegie classification system of baccalaureate colleges,
master’s colleges and universities, and doctoral universities located in urban metropolitan
statistical areas. The Carnegie classification system encompasses all accredited, degree-granting
colleges and universities in the United States who are also represented by the National Center for
Education Statistics (Integrated Postsecondary Education Data System) into basic and elective
classification frameworks for describing institutional diversity in higher education. There were
4,633 institutions classified by the basic Carnegie classification system in 2010. The researcher
contacted the Indiana Center for Postsecondary Research, which granted permission to attain a
sample of colleges and universities that fit the sampling criteria and administered the survey
instrument from 2013-2014. The researcher used the NSSE data with permission from The Indiana
Center for Postsecondary Research and The University of South Florida’s institutional review
board (Matrix 3-4).
Reliability of Data Source
The NSSE was a survey questionnaire based upon student self-reports of activities,
perceptions, and gains while enrolled in college. There are known liabilities inherent in using self32

reported data. An examination of the validity of self-report questionnaires (Baird, 1976; Lowman
& Williams, 1987; Pace, 1985) indicates that they are valid assuming five conditions are met:
1. The information requested is known to the respondents.
2. The questions are phrased clearly and unambiguously.
3. The questions refer to recent activities.
4. The respondents think the questions merit a serious and thoughtful response.
5. Answering the questions does not encourage the respondent to feel embarrassed,
threatened, or anxious.
Additionally, Pike (1995) commented that student reports of their personal experiences
linked closely with achievement test scores. He found that if the relationship between the content
of the criterion variable and the proxy indicator is, in fact, strong, then self-reports of progress can
serve as a proxy for achievement test findings (Gonyea, Kish, Kush, Muthiah, & Thomas, 2003:
Goodrich, 2015). Also, self-reported data are often the only economical source of data available.
Gonyea et al. (2003) noted that student self-reports are reliable under five conditions, all of which
the NSSE complies:
1. Respondents should be able and willing to provide accurate information.
2. Questions should be about recent behavior.
3. Questions shouldn’t explore sensitive areas.
4. Questions should be phrased clearly and unambiguously.
5. Respondents should take the questions seriously.
The psychometric properties of the NSSE have been well studied to ensure the reliability
and validity of the survey for institutions administering the exam (NSSE, 2011). After the survey
data was calculated, reports were issued to institutions who participated which show response rate
and other data such as benchmarks for institutions with similar sizes and missions are in the annual
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report (Wilson, 2012).
Several peer-reviewed articles have supported the psychometric properties of the CSEQ, as
these articles have found that it is reliable in measuring educational practices that affect student
outcomes (Gonyea et al., 2003; Goodrich, 2015). Ewell and Jones (1996) concluded in a report
produced by the National Center for Higher Education Management Systems (NCHEMS) that the
CSEQ had “excellent psychometric properties” (p. 31), was easy to administer, and enjoyed high
to moderate potential for assessing student behavior. All of the questions on the NSSE instrument
utilized in this study are drawn from scales used in the College Student Experience Questionnaire,
which has been found to be understandable, well-defined, and have high face validity by various
researchers. This has been supported by factor analysis and reviews in the Buros Mental
Measurements Yearbooks (Brown, 1985; DeCoster, 1989; McCammon, 1989; Miller and Miller,
2005; Mitchell, 1983). Content experts can establish content validity, and several assessment
professionals have shown CSEQ to be a very reliable instrument, making it a good model (Brown,
1985; Ewell & Jones, 1996; McCammon, 1989; Mitchell, 1983). Additionally, using a normal
curve distribution as a guide, the standard deviations of each scale within the survey point to
strong differences in students’ quality of effort.
Measurement error in the scores yielded by a test is the best way to ascertain the reliability
of an instrument (Gall, Gall, & Borg, 2007). By analyzing correlation patterns among items within
measurement scales and the correlations with quality of effort, college environment, and an
estimate of gains, researchers can estimate the reliability of an instrument (Gall et al., 2007;
Goodrich, 2015). Often they are in the 0.3 to 0.4 range and even higher in many cases.
Statistics such as these indicate that the questions on an instrument are reliable (Goodrich,
2015; Hair, Anderson, Tatham, & Black, 1998). NSSE has conducted various self-studies to assess
the internal consistency and consistency of scale items over time. Available to the general
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population on the website, the scores all indicate an acceptable level of reliability (NSSE, 2017).
Data Analysis Procedures
The data were analyzed using IBM’s Statistical Package for the Social Sciences Statistics
(SPSS) software; the methodology employed for the data analysis will consist of several factorial
analyses of variance (factorial ANOVAs) to address the six research questions:
1. What is the difference between the self-reported grades of full-time native senior students
who work off-campus and those who don’t work on or off-campus as measured by their
self-reported grades?
2. What is the difference between the self-reported grades of full-time transfer senior
students who work off-campus and those who don’t work on or off-campus as measured
by their self-reported grades?
3. What is the difference between the self-reported grades of full-time native senior students
who work on-campus and those who don’t work on or off campus as measured by their
self-reported grades?
4. What is the difference between the self-reported grades of full-time transfer senior
students who work on-campus and those who don’t work on or off-campus as
measured by their self-reported grades?
5. What is the difference between the self-reported grades of full-time transfer senior
students who work off-campus and full-time native senior students who work offcampus?
6. What is the difference between the self-reported grades of full-time transfer senior
students who work on-campus and full-time native senior students who work oncampus?
Analyses of variance (ANOVA), a widely used statistical procedure, compares the ratio
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of between-group variance in individual scores with the amount of within-group variance.
Results that reveal a significantly high ratio, indicate a greater difference between groups than
within groups for a particular variable (Gall, Borg, & Gall, 1996). When the significance level
of each ANOVA is lower than 0.05, it makes the scores statistically significant. A post-hoc
multiple comparison analysis, Tukey HSD, can also be run to test for possible pairwise
comparisons for each group. However, one limitation of ANOVA is that it does not allow the
researcher the ability to test the two or more categorical independent variables required by this
study.
To ascertain whether the self-reported measures of employment have a relationship with
academic progress differently from those students who are not working on or off campus, the
questions will need to be addressed by running factorial ANOVAs. This procedure allows the
researcher to see if there is a difference between full-time students who do not work on or off
campus and the working student type studied in research questions one through four. A factorial
ANOVA test will be conducted as it is the test employed when two or more categorical
independent variables are being used to predict the interaction between two or more dependent
variables. A factorial ANOVA measures whether a combination of independent variables—
student type and hours worked per week, and work location on or off campus—has predictive
value for the dependent variables. The results of the factorial ANOVA’s show main effects and the
interactions among the variables studied. When a statistically significant interaction is found, a
post hoc analysis will be conducted. The consistency of scores will also be looked at for reliability
after the test. See Matrix 1 and Matrix 2 (pages 63-64).
Summary
The purpose of Chapter Three was to describe the research method of this study. The
purpose of each section is to give enough detail about how the researcher performed each
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procedure so that other researchers can duplicate the study if they wish. In this chapter, the
researcher discusses the research design; the population; the sample and its acquisition methods;
the instrument used to conduct the study and how it was established; and the data collection
procedures; as well as the statistical applications used for the data analysis.
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CHAPTER FOUR: RESULTS
Introduction
The purpose of this study was to determine what type of relationship might exist between
work location on the dependent variable of college grades during senior year of study for both
transfer and native student populations. This section defines the analysis between the dependent
variable of self-reported grades as well as the demographic variables of student status and the
number of hours worked on or off campus. The study examined the full-time senior students who
enrolled in a college or university within the Carnegie classification system of baccalaureate
colleges, master’s colleges and universities, and doctoral universities that administered the
National Survey of Student Engagement (NSSE) located in metropolitan statistical areas between
2013-2014 and whose students responded to the survey when they were between the ages of 20- 23
years old. The original data set provided by the Indiana University Center for Post Secondary
Research gave a sample of 29,651 student survey response records that fit the research parameters.
This initial data set was then pared down to 13,192 individual student survey responses once
records that were missing data for any of the selected variables such as grades, amount of time
worked on or off campus, age, school year, full-time status, or native or transfer status were
excluded. Table 1 provides demographic characteristics of the sample.

38

Table 1
Demographic Characteristics of the Sample

Age
20
21
22
23
Gender
Female
Male
Race/ethnicity
American Indian or Alaska native
Asian
Black or African American
Hispanic or Latino
Native Hawaiian or other Pacific Islander
White
Other
Foreign or nonresident alien
Two or more ethnicities
Unknown

Frequency

Percent

509
6,178
4,710
1,795

3.9
46.8
35.7
13.6

8,805
4,387

66.7
33.3

54
601
802
1,044
14
8,039
53
375
262
1,948

.4
4.6
6.1
7.9
.1
60.9
.4
2.8
2.0
14.8

Descriptive Analysis
Variable coding and pre-tests. The student survey responses attained from the University
of Indiana’s Center for Post Secondary Research yielded a sample size of 29,651 unique student
survey responses. These data were then cleaned of all student survey responses that were missing
the required variables needed to conduct the study. This yielded a result of 13,192 senior student
survey responses. After this task, the researcher completed an assumption of normality test. An
assumption of normality is required for any ANOVA test. To test this assumption, frequency
distributions were analyzed within SPSS for the main study variables, including hours worked on
and off campus and self-reported grades. Given the nature of the distributions found for the
variables studied, as shown in Table 2, grades and number of hours worked on and off campus
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presented large deviations from normality, which was accounted for when analyzing the results of
subsequent tests (Table 2).

Table 2
Summary Statistics for Study Variables (n = 13192)

Variable

Mean

Median

SD

Skewness

SE

SK/SE

Off-campus

8.05

0

10.58

1.03

0.02

48.95

On-campus

4.73

0

7.33

1.56

0.02

74.14

On- and off-campus

12.78

13

11.40

0.69

0.02

33.05

Self-reported grade*

6.33

6

1.45

-0.66

0.02

-31.57

Hours working

*Note. C- = 1; A = 8
SK/SE values (skewness divided by the standard error of skewness) of +/- 3.92, which
would have indicated normality. Attempts were made to normalize the distributions, including
applying logarithm, reciprocal, and square root transformations. The scale used for the summary
statistics included a range where grades were defined as follows: A = 8, A- = 7, B+ = 6, B = 5,
B- = 4, C+ = 3, C = 2, C – or lower = 1. Frequency distributions for hours worked and grades is
provided in Matrix 5.
The researcher decided to run the factorial ANOVA tests due to the large sample size,
resulting in a higher statistical power for parametric tests. The results of the test and a discussion
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on the results implications follow Tables 3-7 below:
Table 3
Between-Subjects Factors

onoff_none

1.00
2.00
3.00

Value Label
On Campus
Off Campus
Does Not Work
Started Here

N
3,371
4,581
3,474
8,604

1

Started Elsewhere

2.822

Did you begin college
at this school?

Table 4
Descriptive Statistics: Self-reported Grade Average (1-8)
onoff_none
On campus

Off campus

Does not work

Total

Started here
Started elsewhere
Total
Started here
Started elsewhere
Started here
Started elsewhere
Total
Started here
Started elsewhere
Total

Mean
6.57
6.57
6.57
6.20
6.10
6.17
6.30
6.25
6.29
6.35
6.23
6.32

Std. Deviation
1.323
1.416
1.337
1.426
1.502
1.452
1.481
1.557
1.500
1.419
1.513
1.443

The researcher found upon analysis of Table 4 that the standard deviations were sufficiently
similar to proceed with further analysis. Tables 5 and 6 show the results of the tests of betweeneffect subject as well as the results of the post hoc tests run.
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Table 5
Tests of Between-Effects Subject
Source
Corrected
model
Intercept
Work
Category
Student
Status
Work
Category *
Student
Status
Error
Total
Corrected
Total

Type III Sum
of Squares
330.878

df

Mean Square

F

Sig

5

66.176

32.195

.000

291487.352
209.294

1
2

281487.352
104.647

141811.468
50.912

0.000
<.001

4.328

1

4.328

2.106

.147

3.110

2

1.555

.756

.469

23473.317
4480536.000
32804.195

11,420
11,426
11,425

2.055

Table 6
Post Hoc Test: Multiple Comparisons (Self-reported Grade Average)
(l)onoff_non
e
On campus

Mean
Difference
(I- J)
.40*
.28*

Std. Error

Sig.

Confiden
ce
Interval
(L
.32
.20

.033
< .001
Off
.035
< .001
Campus
Not
Off campus Does
-.40*
.033
< .001
-.48
On
-.12*
.032
<
.001
-.20
Campus
Does Not
-.28*
.035
< .001
-.36
Does
On
.12*
.032
<
.001
.05
not
Campus
Note. Based on observed means. The error term is MeanSquare (Error)=2.055.
*The mean difference is significant at the .05 level.
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Confiden
ce
Interval
(U
.48
.36
-.32
-.05
-.20
.20

Figure 1. Means by location.
As seen in the test results, the main effect of native versus transfer status was found to not
be significant which is a new and interesting finding of these student populations. In order to
interpret effects, a graph of the marginal means for grades (y-axis) is provided in Figure 1.
It is clear from the data analyzed and consistent with previous research that grades go down
as more hours are worked for senior students between the ages of 20-23 who responded to the
NSSE survey instrument between 2013-2014, and that grades are lower for students who work off
campus versus on campus. The interaction between hours and on versus off-campus employment to
student achievement appears to be because grades go down across categories of increasing hours
more consistently for students who worked off-campus.
Additional Analysis
In order to provide additional information regarding how hours worked on-campus and offcampus might impact student academic achievement further descriptive statistics were run and the
results are presented below.
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Table 7

In students who worked on campus, the grades level off for those who worked between 6
and 25 hours. This distinction raises many practical suggestions for both students and
administrators who are looking to understand how employment might impact the student
experience as it is related to grades. For students who will be working on campus, administrators
can now advise that working between 6 and 25 hours a week should not have major impacts on
academic performance, but marginal decreases might still occur. However, for students who work
off campus, increasing hours of employment is more likely to correlate with more significant
negative academic impacts and, as such, advising that fewer hours should be worked off campus
should be encouraged when other funding options exist such as employment on campus and
financial aid.
In order to provide additional insight into the data presented above, the decision was made
by the researcher to use non-parametric equivalents to test the research questions and thereby
provide additional data for analysis to better inform interested parties. Research questions one
through four were tested using Spearman’s correlations, and research questions five and six were
tested using Fisher’s Z tests to compare the correlations between the native and transfer students.
The results are in Table 7 below.
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Table 8
Spearman Correlations Between Self-reported Grade Average and Time Worked On and OffCampus
Transfer
Total Students Native Students
Fisher's
Students
Hours Worked
p-value
(n = 13,192)
(n = 10,031)
Z
(n = 3,161)
Off-campus

-0.099

-0.092

-0.111

0.94

0.347

On-campus

0.079

0.067

0.103

1.78

0.075

On- and off-campus

-0.060

-0.054

-0.072

0.89

0.374

Note. All correlations are significant at the p < .001 level
The results presented in Table 7 show that for all students, and for native and transfer
students separately, there were significant negative relationships between the number of hours the
students reported working off-campus and self-reported grades. Therefore, in answer to research
questions one and two, students who reported working more hours off campus also reported
receiving lower grades compared to those who reported working fewer off campus hours. As
shown in Table 7, similar negative relationships were found between grades and all working hours
combined (on and off-campus). However, the opposite correlation was found for the relationship
between the number of hours worked on campus and self-reported grades. There were significant
positive correlations found for all students and separately for native and transfer students.
Therefore, in answer to research questions three and four, students who reported working more
hours on campus also reported having higher grades compared to those who reported working
fewer hours on-campus.
Research questions five and six were tested using Fisher’s Z tests to compare the
correlations between native and transfer students. As shown in Table 7 significant differences were
found (p > .05). Hence, although significant relationships were found between grades and hours
worked for both native and transfer students, those relationships were not significantly stronger for
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either group compared to the other.
Two additional analyses were then conducted to confirm the relationships found with the
Spearman correlations. Because the distributions of hours worked and grades had already been
found to be skewed, the distributions were recoded using approximate median splits. The number
of hours worked was dichotomized into “C- to B+” (1-6) versus “A- to A” (7-8). Two Pearson chisquare analyses were used to compare grades to hours worked. The results of these tests showed
that there were no significant differences between the native and transfer students in the strength of
the relationships between grades and hours worked, the chi-square analyses were conducted using
the total sample. The results are in Tables 8 and 9:
Table 9
Chi-square Between Self-reported Grade Average and Time Worked Off Campus
Self-reported Grades
C- to B+
A- to A
3239
3606
47.3%
52.7%
3361
2986
53.0%
47.0%
6600
6592
50.0%
50.0%

Total
6845
100.0%
6347
100.0%
13192
100.0%
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2
41.8

p-value
< .001

Table 10
Chi-square Between Self-reported Grade Average and Time Worked On Campus

Self-reported
Grades

Worked
oncampus

no time
any time
Total

Count
%
Count
%
Count
%

C- to B+
4313
53.5%
2287
44.5%
6600
50.0%

A- to A
3742
46.5%
2850
55.5%
6592
50.0%

Total
8055
100.0%
5137
100.0%
13192
100.0%

2
102.2

p-value
< .001

Table 8 illustrates that a significant portion of the students who reported working no time offcampus reported grades of A- to A (52.7%), whereas significantly more of those who reported
working any time off campus also reported grades under A- (53.0%) (2 (1) = 41.8, p<.001).
Conversely, Table 9 illustrates that significantly more of the students who reported working any
time on campus also reported grades of A- to A (55.5%), whereas significantly more of those who
reported working no time on-campus reported grades under A- (53.5%) (2 (1) = 102.2, p
< .001). These results support the Spearman correlation findings illustrated in Table 7.
Results by Research Question
Research question one asked: What is the difference between the self-reported grades of
full-time native senior students who work off campus and those who don’t work on or off- campus
as measured by their self-reported grades? Based on the results, it has been demonstrated that
native students who work off-campus perform less well academically than native students who do
not work at all.
Research question two asked: What is the difference between the self-reported grades of fulltime transfer senior students who work off-campus and those who don’t work on or off- campus as
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measured by their self-reported grades? Based on the results, it has been demonstrated that transfer
students who work off-campus perform less well academically than transfer students who do not
work at all.
Research question three asked: What is the difference between the self-reported grades of
full-time native senior students who work on-campus and those who don’t work on or off- campus
as measured by their self-reported grades? Based upon the results, it has been demonstrated that
native students who work on campus perform better academically than native students who do not
work at all.
Research question four asked: What is the difference between the self-reported grades of
full-time transfer senior students who work on campus and those who don’t work on or off- campus
as measured by their self-reported grades? The results show that transfer students who work on
campus perform better academically than transfer students who do not work at all.
Research question five asked: What is the difference between the self-reported grades of
full-time transfer senior students who work off-campus and full-time native senior students who
work off-campus? Based upon the results, there was not a statistically significant difference
between native students and transfer students who worked-off campus based upon the results of the
two-way ANOVA means (6.20 native, 6.10 transfer, Fisher’s Z showed p> .05).
Research question six asked: What is the difference between the self-reported grades of fulltime transfer senior students who work on-campus and full-time native senior students who work
on-campus? Based upon the results, there was not a statistically significant difference between
native students and transfer students who worked on-campus based upon the results of the two-way
ANOVA means (6.57 native, 6.57 transfer, Fisher’s Z showed p> .05).
Conclusion
The quantitative analysis of research questions one through six revealed many interesting
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trends. Research questions one and two showed that, for the native and transfer senior student
populations studied, that off-campus work negatively impacts academic performance compared
those students who do not partake in it. Research questions three and four revealed that on- campus
work is positively associated with positive academic achievement for both the native and transfer
senior student populations studied. The analysis of research questions five and six showed that
there is no statistically significant difference between the native and transfer senior student
populations studied and, as such, student status does not appear to moderate the relationship
between work location and academic success.
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CHAPTER FIVE: SUMMARY OF FINDINGS
Introduction
Student success literature has examined how campus interactions shape students’
perceptions of college and academic achievement as measured by their grades for some time.
Furthermore, as there is an increasing need for students to work while enrolled in the college
environment to maintain financial viability, the hours spent engaging in this activity can decrease
the amount of time available for them to spend on campus if their employment is not physically
located there (Riggert et al., 2006; Tyson, 2012). This lack of time can result in fewer opportunities
for positive campus engagement with professors, social organizations, and administrators which
have been shown to be positively correlated with positive academic achievement and persistence
(Astin, 1985; Astin, 1993; Berger & Lyon, 2005; Furr & Eling, 2000; King, 2002; Tinto, 2005;
Webb, 1987).
Colleges and university administrators, professional associations, students and local
employers should better understand the role of employment location and student academic
achievement for student populations who regularly spend a large period of their free time away
from academics and employed in the workforce. As upper-division senior students have been
found to spend more time working than lower-division students, this study is able to add to the
dialogue around student employment for senior students. Furthermore, as the literature is scarce on
studies looking at the potential impact of employment location on upper-level students as well as
how a student’s native or transfer status might serve as a moderating factor, this study adds richness
to what we know about these student populations and how employment can impact their academics
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while enrolled based upon their native of transfer student status.
Purpose of the Study
The purpose of this study was to add perspective to the existing literature on student
success and student employment location for senior students at urban universities and to identify
whether native or transfer status was a moderating factor. This study was meant to serve as an
examination of full-time senior students between the ages of 20-23 who were actively enrolled in
an urban college or university within the Carnegie classification system of baccalaureate colleges,
master’s colleges and universities, and doctoral universities who administered the NSSE between
2013-2014. The Indiana Center for Post Secondary Research, which administers and is the records
custodian for these exams, provided a total of 21,651 unique student survey responses that fit the
sampling criterion. The student responses from this data set were then removed from the data set if
they were missing any of the selected variables to be studied such as age, school year, academic
status of native or transfer, full-time status, self-reported grades, or hours worked on and off
campus. This led to a final analysis of data obtained from 13,192 unique students.
Research Questions
This study was designed to answer the following questions:
1. What is the difference between the self-reported grades of full-time native senior
students who work off-campus and those who don’t work on or off-campus as
measured by their self-reported grades?
2. What is the difference between the self-reported grades of full-time transfer senior
students who work off-campus and those who don’t work on or off-campus as measured
by their self-reported grades?
3. What is the difference between the self-reported grades of full-time native senior
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students who work on-campus and those who don’t work on or off campus as measured
by their self-reported grades?
4. What is the difference between the self-reported grades of full-time transfer senior
students who work on-campus and those who don’t work on or off-campus as measured
by their self-reported grades?
5. What is the difference between the self-reported grades of full-time transfer senior
students who work off-campus and full-time native senior students who work offcampus?
6. What is the difference between the self-reported grades of full-time transfer senior
students who work on-campus and full-time native senior students who work oncampus?
Methods
These research questions were addressed by a quantitative study analyzing data collected
from urban colleges and universities who administered the NSSE between 2013-2014 for senior
students. The original data set was obtained with permission from the Indiana University Center for
Post Secondary Research who gave a sample of 29,651 student survey response records that fit the
research parameters. These data were then reduced down to 13,192 individual student survey
responses once records that were missing data for any of the selected variables such as grades,
amount of time worked on or off campus, age, school year, full-time status, or native or transfer
status were excluded from the init ial data provided.
This study analyzed only those responses to the following prompts on the NSSE survey
instrument taken in 2013-2014 at urban institutions by senior students who at the time of survey
administration were meant to be representative of the student bodies of the institutions that
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administered the instrument:
1. Enter your year of birth (e.g., 1994): Responses included what students wrote in the text
box provided.
2. What is your class level? Responses permitted the selection of one of the following
(a) freshman/first-year, (b) sophomore, (c) junior, (d) senior, or (e) unclassified.
3. Did you begin college at this institution or elsewhere? Responses permitted the selection of
(a) started here or (b) started elsewhere.
4. Thinking about this current academic term, are you a full-time student? Responses
permitted the selection of (a) yes or (b) no.
5. About how many hours do you spend in a typical 7-day week doing the following?
Working for pay on campus? Responses permitted the selection of the following: (a) 0, (b)
1-5, (c) 6-10, (d) 11-15, (e) 16-20, (f) 21-25, (g) 26-30, or (h) More than 30.
6. About how many hours do you spend in a typical 7-day week doing the following?
Working for pay off campus? Responses permitted the selection of the following: (a) 0, (b)
1-5, (c) 6-10, (d) 11-15, (e) 16-20, (f) 21-25, (g) 26-30, or (h) More than 30.
7. What have most of your grades been up to now at this institution? Possible responses
included: (a) A, (b) A-, (c) B+, (d) B, (e) B-, (f) C+, (g) C, or (h) C- or lower.
The data that were obtained from these survey answers were then analyzed using both parametric
and nonparametric statistics using SPSS statistical software and several themes emerged.

Principle Findings
Research questions one and two asked if working more hours off campus also had an
impact on self-reported grades for both native and transfer student populations. The results showed
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that, consistent with some previous research, working more hours off campus was found to result
in lower grades compared to students who worked fewer hours off campus (King, 2002; Riggert et
al, 2006).
Research questions three and four asked if working more hours on campus had an impact
on self-reported grades for both native and transfer student populations. The results showed that
there was a significant positive correlation found between hours spent working on campus and
grades for both native and transfer student populations studied when compared to those who
reported working fewer hours on campus.
Research questions five and six asked if there was a difference in the impact of employment
off or on campus for native and transfer student self-reported grades. The results showed that no
significant differences were apparent between native and transfer student populations when
compared to each other, although strong relationships do exist between grades and hours worked
for both student populations.
Overall, the results show that employment experiences of the senior students studied are in
many ways similar to the experiences of other undergraduate student populations. Working off
campus is highly correlated with a lower level of academic achievement as measured by selfreported grades for both native and transfer senior student populations. It is easy to understand how
working off campus can distract from academics and how it can distract from other student
engagement opportunities regardless of academic level. Investigating the specific reasons that
senior students might express for why off-campus employment negatively impacted their grades,
and if there are any differences to be found between the native and transfer student populations
experiences, is beyond the scope of this study. However, the notion that a need to support oneself
financially in an environment that is less accommodating of class schedules and organizational
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commitments is a reasonable assumption.
Inversely, working on campus is highly correlated with positive academic achievement as
measured by self-reported grades for both native and transfer student populations and is also more
beneficial than not working at all. As a best practice among practitioners within higher education,
encouraging student workers to achieve academically and allowing for work schedules that
accommodate student course schedules and other university-affiliated demands is a common
exercise. A qualitative investigation into the student experience of senior on- campus workers and
students who do not work might be valuable in explaining the academic achievement difference
between these two senior student populations. Although it is beyond the scope of this study, one
might expect that the encouragement for academic success that is reinforced by working physically
on campus and the correlating lack of stress that results from having a stable source of income to
fund academic pursuits and flexible work schedule might account for some of the differences found
within the analysis for this student cohort.
Implications for Practice
This study can inform practice for various professionals employed in higher education as
well as student populations, their families and those who might employ them. In this section,
implications for higher education practitioners, professional organizations, potential employers and
students who might work while enrolled during their senior year of study are discussed.
Student affairs professionals and others who work in higher education environments can use this
study to inform their advising of senior students who are deciding how to fund their education and
are considering on and/or off-campus employment. The implications regarding expected academic
trends to applied advising practice is strong. Administrators might create educational marketing
materials for students that note what trends are expected to occur in their grades based upon hours
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worked on and off campus. Material can also be produced that explains to recipients of Federal
Work-Study how this experience is correlated with higher grades than if they were to not work at
all. This might eventually result in improved persistence rates, graduate school placement rates and
job prospects upon graduation for students who have this type of cultural capital available on their
campuses.
Furthermore, those who are responsible for lobbying to state and federal agencies, as well
as to alumni and other influential donors, for additional financial resources for urban colleges and
universities might cite this study based on a national data set in a funding appeal. Many financial
contributors are motivated not just by the desire to ease the financial burden of higher education
faced by students from financially disadvantaged backgrounds, but also by data that correlate
improved performance and graduation rates to variables they can directly influence. As such, the
results of this study might be used to influence the provision of additional money allocated
specifically towards on-campus employment opportunities for students if an appeal to the
government or other donors is made citing data found within this analysis.
Those who will potentially supervise a student emplo yee on campus also have an
opportunity for the practical application of the lessons learned from this study. When appealing to
supervisors for funding for student workers, the ability to cite a study that used data from a large
national student survey such as NSSE, which shows that senior students greatly benefit from oncampus work academically even more so than students who did not work, might allow for a pretty
compelling funding argument for student workers versus other employee types.
Furthermore, recognizing the theoretical application of these results that confirm that oncampus work is positively correlated with higher self-reported grades for senior students regardless
of status; supervisors have an opportunity to synthesize the results of this study with that of others.
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Noting the specific benefits of on-campus employment, and how they can apply these lessons to
their student employees’ experiences based upon the synthesis of best practices learned from the
research available to date (Jones, 2008; Long, 2006; Riggert et al., 2006; St. John, 2000; Stukalina,
2021; Triventi, 2014; Tinto, 2005; Tinto, 2006; Tinto, 2012).
Students are the individuals who have the most to learn from the results of this study.
Individual student employment decisions are often based upon the ease of securing employment
and how that employment impacts their budget required to fund their higher education experience.
Senior students who are proactive in seeking out how work location might impact their academic
success can be positively impacted by the results of this analysis by using it as a guide when
choosing their work location on or off campus and how many hours a week they will choose to
work. Transfer and native senior student populations might also benefit from the knowledge that,
even if they have never been employed before, their unique status is not a predictor of how their
employment location might impact their academic achievement during their senior year of study.
Universities that employ large numbers of part-time employees would benefit from
applying the results of this study to their hiring practices. As on-campus employment of senior
student populations has been shown to be related to an increase in student grades, colleges and
universities might consider instituting a policy where part-time positions are filled by student
workers it at all possible. This would yield several positive results, not only students academically
and financially, but also leading to better overall rates of student persistence and time until degree is
granted for the colleges and universities that institute it as a best practice.
Colleges and universities might also consider adopting novel ways of incorporating offcampus employment into the academic experience. As most employment experiences yield several
important life lessons, regardless of applicability to a student’s major selection, instituting course
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credit opportunities for off-campus employment might facilitate students’ overall academic
achievement and grades. Having students and faculty jointly write internship guidelines and
learning objectives for an off-campus employment experience would allow the student to feel
connected to their studies while engaged in off-campus work, while also allowing them to progress
in their degree program in a more timely manner.
Finally, professional organizations might consider noting the implications of these results in
professional development opportunities designed for higher education practitioners or student
populations. They might also consider how funding addit ional studies related to this topic that
might help to improve the scope of knowledge currently available regarding student status,
employment location and grades on senior student populations as senior student populations have
historically been studied less than other student population types.
Limitations and Delimitations
The research done within this study does have various limitations due to the nature of the
data analyzed, the sample, and the methods utilized. As previously discussed, this research does not
represent a true experimental design, just a correlation. As the NSSE does not have a measure that
allows for students to report on the mental or physical nature of their employment, it was
impossible to determine if the employment activit y engaged in was related to major or was
beneficial for long-term employability and career goals. The study was also dependent upon
students’ self-reported grades on the NSSE, which can lead to error. Data regarding students’
participation in other activities requiring a substantial time commitment were not included in this
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analysis. Furthermore, there was no measure to control for academic ability as these students’ high
school grades, standardized test scores, and major selections were not considered. Consequently, the
findings on student employment and its effects on academic success for senior students must be
viewed as only one of many factors that can influence student experiences.
Further generalizations of the findings of the parametric and nonparametric statistics
employed are limited to colleges and universities that fall into the classification constraints of the
study. The classification constraints purposefully limited the size and scope of the study and helped
the researcher draw correlations that general practitioners may use when designing advising and
outreach programs that students might find helpful.
Recommendations for Future Research
This study revealed that, for both native and transfer senior student populations who took
the NSEE between 2013-2014 at colleges and universities located in urban areas, student status is
not a predictor of employment’s impact on academic achievement as measured by self- reported
grades. Furthermore, it showed that on-campus employment is positively correlated with high
grades while off-campus work is not, which is consistent with previous research findings. Areas of
future research might include a study examining how the variables of ethnicity, gender, and nontraditional age impact senior student status and self-reported grades.
Another study that would further clarify the results found in this study would involve a
quantitative analysis using a regression analysis where one ANOVA is used with on and offcampus work entered as dichotomous factors and the interaction with student status is used as a
moderator. Then a regression model using continuous log-transformed versions of on- and offcampus work would allow insight into the differences in slope that might exist between native and
transfer students. Regression models using the variables of on and off-campus work would also
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offer additional interesting insights as well that have the potential to help elucidate the impact of
employment location on grades for the student population analyzed in this study.
An analysis conducted by individual institutions with access to their students NSSE survey
responses, student identifiers as well as the student responders’ actual institutional grades would
allow for an interesting analysis of how student status might moderate academic achievement when
accurate non-speculative grade information is available for specific institution types.
Additionally, as more recent findings from the National Survey of Student Experiences
questionnaire become available another quantitative study that looks at these same mediating
factors might yield interesting results over a longer period of time. An analysis of 5- and 10- year
trends might allow for more generalizable results for the populations studied.
A similar study using a qualitative approach might also yield further insight into this area of
study as well. Specific feedback by students at urban institutions, utilizing written self reports and
interviews, allowing students the opportunity to self-analyze how they believe their unique student
status of native versus transfer might have impacted, if at all, their decisions of where to work, and
how that employment location then resulted in their specific academic achievement would lend
helpful insight to practitioners. Data on how to best advise future students who are finding
themselves making these types of employment decisions would also lead to better advising
practices for these student populations. Advising on potential consequences of not just employment
location choice, and student status, but also how students are likely to adjust to their employment
environments based upon said choice might be impacted by allowing students who have
experienced these scenarios a voice within the research available for these student population types.
Summary
This secondary data analysis of senior student survey responses to the NSSE between 201360

2014 explored how employment location experiences during the senior year of study correlated
with self-reported academic outcomes for native and transfer students between the ages of 20-23.
The information from this study can be used to inform higher education administrators and students
alike at institutions located in urban metropolitan statistical areas of the potential impact on- and
off-campus employment can have on academic success, as measured by self-reported grades, for
the senior student populations studied. Strategic findings for each research question are included to
aid administrators and students interested in advising and building programming around these
results. Furthermore, a list of recommendations for future research was presented to guide other
researchers interested in the topic. The results of this research demonstrate and confirm previous
research findings that, for the senior student population at urban metropolitan colleges and
universities, off-campus employment is more highly correlated with lower academic performance
while on-campus employment is correlated with higher academic performance among those
students who work while enrolled full time.
Furthermore, it has added to the literature by finding for the first time that no statistically
significant difference exists between native and transfer student populations between the ages of
20-23 who work on or off campus while enrolled during their senior year of study in relation to
grades who were enrolled at institutions located in urban metropolitan statistical areas between
2013 and 2014.
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This is a facsimile of the U.S. English version of the online NSSE instrument as it appears to the
student.
A paper‐formatted facsimile of the survey which includes item numbering is available on the
NSSE Web site: nsse.iub.edu/html/survey_instruments.cfm

NSSE is registered with the U.S.
Patent and Trademark Office.
Copyright © 2016 The Trustees of
Indiana University
Use of this survey without
permission is prohibited.

Screen 1 of 5
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Screen 1 of 5 (continued)
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Patent and Trademark Office.
Copyright© 2016 The Trustees of
Indiana University
Use of this survey without permission
is prohibited.
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Screen 2 of
NSSE is registered with the
U.S. Patent and Trademark
Office. Copyright © 2016
The Trustees of Indiana
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Use of this survey without
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Screen 2 of 5 (continued)
NSSE is registered with the U.S.
Patent and Trademark Office.
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Screen 3 of 5
NSSE is registered with the U.S.
Patent and Trademark Office.
Copyright © 2016 The Trustees of
Indiana University
Use of this survey without
permission is prohibited.

83

Screen 3 of 5 (continued)
NSSE is registered with the U.S.
Patent and Trademark Office.
Copyright© 2016 The Trustees of
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Screen 4 of 5
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Screen 4 of 5 (continued)
NSSEis registered with the U.S.
Patent and Trademark Office.
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Screen 4 of 5 (continued)
NSSE is registered with the U.S.
Patent and Trademark Office.
Copyright© 2016 The Trustees of
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Use of this survey without permission is prohibited.
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[Question administered per institution
request.]

Screen 4 of 5 (continued)
NSSEis registered with the U.S.
Patent and Trademark Office.
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Use of this survey without permission
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Screen 5 of 5
NSSEis registered with the U.S.
Patent and Trademark Office.
Copyright© 2016 The Trustees of
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MATRIX 1:
FACTORIAL ANOVA RESEARCH DESIGN DESCRIPTION
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MATRIX 2:
FACTORIAL ANOVA RESEARCH DESIGN MATRIX
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MATRIX 3:
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MATRIX 4:
Frequency Distributions for Hours Worked and Self-reported Grades

Frequency

Percent

Estimated hours working on-campus
0

8055

61.1

3

828

6.3

8
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12.3
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2.0
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.8
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0
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3

873

6.6

8
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7.8
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1053

8.0

18
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9.2
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6.9

28

550

4.2

33

709

5.4

0

3474

26.3

3

881

6.7

Estimated hours working off-campus

Estimated hours working on- and off-campus
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6
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1.0

8

1712

13.0

11

210

1.6
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1481

11.2

16

290

2.2

18

1662
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2.3
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7.1
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1.3
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173
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.4

51
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.1
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4

.0
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17

.1

1

16

.1

2

150
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3
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4

749

5.7

5
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19.0

Self-reported grade average (1-8)
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7

3013
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8
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