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Abstract 
This paper proposes the use of process models for DSS 
design. The kind of process models suggested are task 
structures and decision structures with simple graphical 
syntax and semantics. The process models form the basis 
for a coherent DSS design methodology, based upon the 
bounded rationality paradigm. The history of DSS and 
DSS design is discussed to form our theoretical position. 
The resulting methodology has been tested and evaluated 
in a laboratory experiment. The results of this evaluation 
will be used for continuous improvement of the methodo- 
logy. 
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1: The technological perspective 
' The growing preoccupation of operations researchers 
and management scientists with Management Information 
Systems (MIS's) is apparent ... Enthusiasm for such 
systems is understandable: it involves the researcher in a 
romantic relationship with the most glamorous instrument 
of our time, the computer'. This citation is, contrary to 
what one might think, not a very recent one. It was 
written in 1967 by Russell Ackoff [l]. In the paper, 
Ackoff identifies several problems determining the 
malfunctioning of MIS. But he also identifies very 
clearly that there are in fact several types of management 
decisions, each requiring a different kind of support. He 
argues that managerial decisions '... can be classijled into 
three types: 
(a) Decisions for which adequate models are available or 
can be constructed and from which optimal solutions ... 
can be derived. In such cases the decision process itserf 
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should be incorporated into the information system ... 
(6) Decisions for which adequate models can be 
constructed but from which optimal solutions cannot be 
extracted.. A simulation of the model will ... permit 
comparison of proposed alternative solutions. 
(e) Decisions for which adequate models cannot be 
constructed. Research is required here to determine what 
information is relevant'. 
This classification fits into our current distinction 
between MIS, DSS and EIS. But it was not until 1978 
that the first complete text on DSS was published by 
Keen and Scott Morton [ l l ] .  Since then, more and more 
DSS applications have evolved, thanks to developments 
in hardware (PCs) and software (4th generation 
languages). These developments lead to questions about 
the design of DSS applications. Arinze [2] classifies 
various DSS design methodologies according to paradigm 
(decision-driven, systemic or data-driven), structure 
(stage-driven or context-based) and orientation 
(normative or descriptive). In the beginning of the 1 9 8 0 ~ ~  
the questions about DSS design were addressed by 
describing scenario's for system construction [21, 231. 
Therefore, we conclude there was a strong technological 
focus in DSS design theory. The emphasis in this theory 
lay on the S for "system". A central theme was that an 
evolutionary or iterative approach was necessary for DSS 
construction. Such an approach can be seen as an 
iterative cycle between the DSS generator and the 
specific DSS [12]. This design strategy was contrasted 
with the linear approach commonly used in the design of 
the traditional Management Information Systems. Several 
reasons were identified for an iterative or prototyping 
approach as a scenario for DSS design. 
1 Users have difficulty stating their requirements in 
advance. New requirements arise as they use the sys- 
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tem. An iterative design approach enables the users to 
go through a learning curve. 
Specifications of user requirements have to address 
aspects of the form of the system, like the user 
interface and the response times. This can be done by 
using prototypes. 
There are communication problems between users and 
analysts, due to differences in background and 
experiences. The prototype provides a vehicle for 
communication. 
prototyping scenario may form part of a larger and 
more formalized life cycle development process. This 
will ensure proper validation, documentation and testing. 
Sprague & Carlson [21], however, advocated the throwa- 
way prototype approach as the most suitable strategy for 
DSS builders. It lowers their risk and their users' 
expectations. If the users like the prototype, the evolving 
prototype is hard to avoid, because the users cannot see 
any reasons to throw it away. 
At the end of the 1980s however, the effectiveness of 
DSS was seriously doubted. Therefore, a number of 
empirical studies [18, 161 were conducted. It was 
concluded the decision strategy used by the decision 
maker is very important [16] and that the system should 
provide decisional guidance based on such a strategy 
[ 171. As a result, the decision process gained renewed 
attention [5]. Research on DSS design acquired a strong 
organizational focus: the D for "decision" was put back 
in DSS design. This focus recognizes that the interplay 
between the organization and the information system is 
extremely important [ 151. Various DSS design 
methodologies have been proposed as a result of this 
change in perspective. Arinze & Snehemay [3] put the 
DSS design process in the larger framework of data 
collection and system maintenance. Bahl & Hunt [4] base 
their methodology on the analysis of business events, a 
participant analysis and a decision content analysis. 
Similarly, three phases of executive problem definition, 
solution definition and data collection were proposed in a 
DSS methodology by Guimares & Saraph [9]. Though 
these methodologies propose tabulations and lists of 
intermediate design products, none of them includes a 
simple graphical formalism to analyse the decision 
process. This is in large contrast to the literature in MIS 
design where numerous data modelling techniques (e.g. 
entity relationship diagrams) and process modelling 
techniques (e.g. data flow diagrams) have been proposed. 
This motivated our work on the DSS design 
methodology that we also tested on third year MIS and 
Computer Science students. A fiture assessment of our 
methodology in comparison with other methodologies as 
was done by Mahmood & Medewitz [14] should explore 
the advantages of graphical formalisms for the 
description of decision processes. 
This paper is firther organized as follows. Section 2 
describes the proposed parts of a design methodology. 
These parts are combined in a coherent DSS design 
methodology in section 3. The research method is given 
in section 4, while section 5 describes the research 
results. 'Ihese are discussed in section 6. 
2: The methodological perspective 
The paradigm used in current research on DSS is the 
satisficing and process-oriented view of decision making. 
This assumes bounded rationality of the decision maker. 
A model of such a decision-making process is given by 
Simon [21]. It consists of three stages: intelligence, 
design, and choice. The bounded rationality paradigm 
implies that we have to analyze the current decision 
making situation, as a starting point for change. The 
rationale behind this is that these current circumstances 
determine the possibilities for a decision maker to 
generate and evaluate alternatives, thus they determine 
how far the decision maker's rationality is in fact 
bounded. Application of this approach implies: 
- building a descriptive model of the decision process; 
and 
- improving the existing situation, by giving the 
decision maker the possibility to generate and review 
alternatives, thus reducing his bounds on rationality. 
To this end, Sol [20] describes a model cycle which can 
be summarized as description, abstraction, modification 
and reapplication. The first phase in the modelling 
process consists of analyzing the existing situation, lea- 
ding to a description of the decision process as it takes 
place. This description is called the descriptive empirical 
model. On the basis of one or more descriptive empirical 
models, a descriptive conceptual model can be construc- 
ted. This model is still a description of an existing 
situation, but on a higher level of abstraction. It is more 
generic, which makes it applicable to other, similar 
organizations. On the basis of the descriptive conceptual 
model, and the research results or experiences of the 
designer, the prescriptive conceptual model can be 
constructed. This model is an improved version of the 
decision process under analysis. A possible design for an 
automated system can be based on this model. The 
specification of the improved decision process in its 
organizational context, is called the prescriptive empirical 
model. 
We suggest the use of process models to specify the 
conceptual models. In process models, the sequence of 
the different steps taken in the decision process and the 
decision maker's position are subject to analysis. Todd & 
Benbasat [24] refer to this kind of modelling as global 
modelling. 'Global modelling involves a direct 
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Fig.1: example of a task hierarchy for the gasoline supply case. 
examination of the processes of problem solving. This 
approach shows not only which actions are taken during 
problem solving, but also the sequence of their execution. 
A flowchart of the problem-solving process is generally 
the result of this activiry'. The models specify the 
decision process and can therefore be used to identify 
where improvements may be made. This makes these 
kinds of models suitable for use in the design cycle 
described above. An example of process models for DSS 
design (in this case a GDSS for knowledge acquisition) 
can be found in [13]. Examples of process models for 
MIS design can be found in [6]. Bots & Sol [5] specify a 
method of modelling decision processes using tasks, 
decisions and information as separate entities. A task is 
defined as "solving a problem". The method starts with 
the description of the task structure. A task structure for 
a given problem consists of two components. The task 
hierarchy, which shows the hierarchical structure of the 
task, can be described in terms of subtasks. In figure 1 
an example of a task hierarchy is shown for the gasoline 
supply case (see section 4). We see for instance that the 
main task "Distribution planning" is subdivided into the 
tasks "Make route plan", "Determine trucks" and 'Trocess 
orders". For the first task, the complete task subdivision 
is shown (see figure 1). The task flow defines the 
sequence in which the subtasks and coordinating 
decisions are related. In figure 2 the task flow diagram 
for the task "Make route plan" is given. Coordinating 
decisions determine which subtasks have to be executed 
in which sequence. Figure 2 for instance shows that if an 
order from a gasoline station doesn't fit in the current 
volume and weight constraints of a truck, it starts a new 
cluster of orders. A subtask which cannot be subdivided 
anymore, is called a leaf task. Each leaf task can be 
specified in terms of decisions (denoted by circles) and 
input / output information. This is called a decision 
structure. The whole process of designing task 
hierarchies, task flows and decision structures, is referred 
to as "task analysis". 
3: DSS design methodology 
The prototyping approach, the model cycle as specified 
by Sol [20] and the task analysis as specified by Bots & 
Sol [5], can be combined into a coherent DSS design 
methodology. Observe that we apply a method 
engineering approach [19] to configure a design method 
for DSS, by putting together some proven parts of other 
methods. 
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Fig.2: example of a task flow for the task “Make 
route plan” in the gasoline supply case. 
We define prototyping as a method to determine the 
complete specifications of a system, characterized by the 
use of prototypes in an iterative fashion. We distinguish 
five stages in the prototyping process: 
1. global analysis and specification: 
2. design and realization; 
3. use and evaluation; 
4. adaption; 
5.  completion of the specifications. 
An iterative cycling takes place between the stages 3 and 
4. Within the stages 1 and 2, the model cycle of Sol [20] 
can be applied. The descriptive empirical model as well 
as the descriptive conceptual model can be specified in 
the first stage of the prototyping process. The 
prescriptive conceptual model can be specified during the 
design phase. The prescriptive empirical model evolves 
in the realization phase. The conceptual models can be 
specified using the process modelling technique discussed 
in section 2. 
The presented design methodology has two advantages. 
Firstly, a large decision process will consist of many 
subtasks and decisions. A design methodology should be 
able to handle this by being able to make distinctions 
between different abstraction levels. Our proposed design 
methodology has this ability. Secondly, the methodology 
should be able to address the bounded rationality of the 
user. Figure 3 illustrates how bounded rationality is 
addressed by different aspects of the proposed DSS 
design methodology. The methodology has been tested in 
i 
Fig.3: bounded rationality addressed on 
different DSS design levels. 
4: Research method 
In the laboratory experiment 40 pairs of students were 
given a case for which a DSS had to be designed and 
constructed. The students had already followed courses in 
Information Managehent, Systems Analysis and 
Computer Programming. The case described a gasoline 
supply company delivering different types of gasoline to 
different customers. The DSS support in this case was 
intended to concem the route planning of each gasoline 
truck. A truck has different sections for different types of 
gasoline. Each truck is different in size. Customers are 
located on different locations and order different amounts 
and types of gasoline. The planning process should be 
based upon the purchase orders of customers (gasoline 
stations) and should minimize the driving distance for 
each truck. To this end, an operations research model 
was supplied as part of the case description. 
For the construction of the DSS the RDMS Paradox 
4.1 was used. This software can be classified as a DSS 
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generator [22] because it is a user-friendly 4th generation 
language, offering both graphical and modelling 
facilities, apart from the database facilities. Research 
results were collected in a qualitative and a quantitative 
fashion. The qualitative material consisted of two reports 
on the design of the system. The first report was made 
by each group before building the system, the second 
report was made afier the realization of the system. Each 
report consisted of a description of the prescriptive 
conceptual model in terms of task hierarchies, task flows 
and decision structures. The quantitative material 
consisted of closed questionnaires filled in by each 
individual group member. The questionnaire was 
constructed with a five points scale, and contained 
questions about the use of the design methodology. 
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The research approach is comparable with the approach 
followed by Dennis et al. [8] in their evaluation of 
Group DSS use. Both approaches evaluate the user 
satisfaction on the basis of quantitative and qualitative 
material, in order to identify possibilities for 
improvement. Notice that we don’t use the students as 
surrogates for managers, which is an often critized 
approach [IO], but as surrogates for DSS designers. 
Using MIS and Computer Science students as surrogates 
for DSS designers makes sense because DSS designers 
will often have the same background as the students we 
use as their surrogates. 
5: Research results 
In this section, we review the results of the qualitative 
and quantitative material jointly. The questionnaire has 
been filled in by 80% of the participants. The research 
results describe the usefulness of the DSS design 
methodology for system design and construction. This 
has been tested for three separate areas: menus (the 
dialog component), tables (the data component), and 
algorithms (the model component). The complete 
questionnaire contained 19 questions. The most important 
ones are discussed here. 
Firstly, the relationship between the modelling process 
and the menus which have been used has been evaluated. 
The questionnaire contained the following question: 
‘Does task analysis offer enough grip for the design of a 
menu structure (user-interface) for a DSS?’. The results 
of this question are given in figure 4. A majority of 
60.4% thinks the methodology is sufficient or good. 
Furthermore, it appears from the reports the participants 
wrote, that the implemented menu-structure has indeed 
been derived from the task hierarchy. 
Secondly, the relationship between the tables used in 
the DSS and the modelling process has been investigated. 
For this relationship the questionnaire contained the 
following question: ‘Does task analysis offer enough grip 
for the design of an information structure (tables) for a 
DSS?’. This question leads to the results as described in 
figure 5.  A majority of the respondents (46.1%) think 
that the task analysis is sufficient for its purpose. 
However, 38.1% considers that the methodology not 
sufficient. In the reports the respondents indicate that the 
decision structures, which should describe the data requi- 
rements, offer no support in designing the tables. The 
fact that the necessary algorithm and its data 
requirements have been given beforehand, could be an 
explanation for this result. But the application of task 
flow diagrams in the area of meta CASE tools [7] 
confirms the outcome in figure 5 .  The modelling of a 
requirements engineering process involving tasks, 
decisions and documents required an additional document 
modelling technique based on entity relationship 
diagrams. 
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Thirdly, the relationship between the modelling 
process and the algorithm used has been evaluated. 
Primarily the task structures are thought to be useful for 
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mapping the algorithms. The question asked in the 
questionnaire was: ‘Does task-analysis ofler enough grip 
for designing algorithms (models) for a DSS?’. Figure 6 
shows the results. 
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To evaluate the application of the methodology for the 
design of the procedures (algorithms), we have also com- 
pared the procedures written by the respondents with 
their task structures. In most of the cases there was a 
good resemblance between the task structures and the 
procedures written. As can be seen in figure 6, most of 
the respondents also think that task analysis is useful for 
the design of the algoritm (52.4%). 
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The respondents have also been asked how the 
modelling process would have been t h q  had not used 
the design methodology. Figure 7 shows the results of 
this question. 46.9% of the respondents think that the 
modelling process would have been worse or much 
worse without the task analysis. In the reports a lot of 
the participants indicate that the analysis helped them to 
oversee the problem and structure their thoughts and the 
design process. The relative small number of respondents 
indicating the positive effects of the task analysis on the 
design process, is in our opinion due to the pre- 
structuring of the case. Restrictions on the educational 
infrastructure did not allow an unstructured case 
description with a lot of open questions. 
According to the respondents, the design methodology 
also has a positive impact on the quality of the DSS. 
Figure 8 shows that 42.2%, of the respondents think the 
quality of the system would have been worse without 
using the task-analysis. However, 48.4% of the respon- 
dents indicate that the quality would have been just as 
well. Again, the degree of structure in the case 
description might be an explanation for this result. 
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In order to apply the task analysis, the respondents 
only got a short description of the modelling process. 
The reports show however that task analysis is an easy to 
learn modelling process. The first reports of the 
respondents were already quite good, but in the final 
report, the task analysis was in most of the cases 
sufficient to good. The learning time for task analysis has 
also been evaluated by a question: ‘Do you think you can 
model decision problems yourseg with the help of task 
analysis?’. The results of this question are shown in 
figure 9. 
A final remark can be made on the amount of detail of 
the analysis done by the respondents. From the reports 
and from the systems build it appears that task-analysis 
can be done on quite different levels of detail. Further 
guidelines will be incorporated in the methodology 
assisting the creation of task models of sufficient detail. 
6: Discussion 
The research findings clearly show the advantages of a 
structured design methodology for DSS involving 
graphical modelling techniques. Notations for tasks and 
decisions, that are easy to learn by designers and easy to 
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read by users, are a necessity for a simple, but structured 
design process. It is our intention to use the research 
results for improvements and expansions upon the 
suggested DSS design methodology. The results 
presented here are satisfying, but they also indicate the 
need for further research. This concems the use of the 
decision structures. The results show that the respondents 
don’t like to use this technique to model the data 
requirements. This could be due to the degree of 
structure in our case material for the students. However, 
it is also possible that decision structures aren’t suitable 
for data modelling in a DSS environment. The 
incorporation of a suitable information structuring 
technique in the methodology is currently in progress. 
Furthermore, this design methodology for DSS 
construction needs to be evaluated in real business 
practice. At this moment, the methodology is being 
applied to build a personnel planning DSS for a Rank 
Xerox service department. The results of this project will 
be published later. In a later stage, it is our intention to 
apply the design methodology also on the construction of 
Group DSS. However, the methodology might have to be 
expanded for this purpose. Suggestions to do this have 
already been proposed by Zuurbier [25]. At this moment, 
the first exploratory cases are being done with the 
expanded methodology. When the expansions prove to be 
useful for Group DSS design, we will apply the Group 
DSS design methodology on a larger scale, to test its 
applicability. 
Eventually, this research into DSS design methodology 
must, together with on-going research concerning design 
methods for other applications, contribute to a design 
methodology for information systems. That is: a theory 
about the construction of methods suitable for 
information systems design [7, 191. 
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