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Riassunto
Negli ultimi anni ha acquisito sempre più interesse lo studio dello stato di riposo cere-
brale, ovverosia del segnale neuronale proprio dell’individuo sveglio e all’erta, ma non
impegnato in alcuno sforzo cognitivo mirato. Si ritiene infatti che l’attività rilevabile in
questa condizione sia il risultato dell’interazione fra numerose reti cerebrali altamente
organizzate e che sia in grado di influenzare in modo significativo le attivazioni spe-
cifiche rilevate durante i compiti finalizzati. È stato ipotizzato, inoltre, che tramite il
suo studio si possano ottenere correlati funzionali misurabili di variabili psicometriche,
monitorando la loro eventuale evoluzione fino alla patologia.
Nell’ottica di una visione dimensionale della malattia mentale, l’ansia sociale può
essere facilmente intesa e misurata come una variabile continua in ogni individuo, estesa
dalla semplice timidezza ai fenomeni di evitamento e panico in situazioni sociali propri
della fobia sociale conclamata. Per questo motivo tale dimensione è stata oggetto
di studio nella presente tesi, nella quale sono stati confrontati i punteggi sulla scala
Liebowitz (LSAS) dell’ansia sociale di 36 soggetti e due misure funzionali calcolate a
partire dai loro dati acquisiti in stato di riposo tramite risonanza magnetica funzionale
cerebrale: la connettività del Default Mode Network e l’indice di Hurst.
Il Default Mode Network è un insieme di aree cerebrali attive e funzionalmente
connesse in stato di riposo che riducono fortemente la loro scarica spontanea durante
l’attività finalizzata (Raichle et al., 2001). Queste sono: corteccia cingolata posterio-
re/precuneo (PCC), corteccia prefrontale mediale (MPFC) e corteccia parietale mediale
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(MPC), laterale (LPC) e inferiore (IPC). Nel presente lavoro, lo studio del DMN ha
reso possibile la valutazione dell’integrità dei collegamenti funzionali fra aree diverse in
individui con vari gradi di ansia sociale.
L’indice di Hurst (H) è un indice frattale impiegato per descrivere l’andamento del
segnale emodinamico all’interno delle singole aree cerebrali. Si tratta di un numero
compreso fra 0 e 1 che descrive la tendenza relativa della serie temporale di regredire
verso la sua media o di spostarsi in una direzione. In condizioni fisiologiche, gli indici di
Hurst del segnale emodinamico cerebrale presentano solitamente un intervallo ristretto
di valori (Herman et al., 2009). H troppo discostati dalla norma potrebbero dunque
rappresentare la presenza di una patologia o la progressione verso di essa.
La connettività del DMN con il resto del cervello e gli H di ogni voxel sono stati
confrontati con i valori LSAS dei 36 soggetti tramite due procedure distinte. La prima
è stata una regressione lineare fra gli indici funzionali di ogni partecipante e il loro
punteggio di LSAS, la seconda è stata un confronto tramite t-test fra i 12 individui con
LSAS ≥ 30 e 12 altri.
I risultati hanno indicato che un aumento di LSAS è correlato a una connettività
funzionale ridotta fra insula e DMN a riposo. Questo potrebbe essere indice di uno
stato di allarme in grado di sfuggire ai normali meccanismi di controllo dell’attività
cerebrale, generando una predisposizione a sviluppare ansia e preoccupazione con più
facilità in risposta a stimoli sociali, come volti e sguardi, ed enterocettivi.
Fra i soggetti con LSAS ≥ 30 sono state inoltre ritrovate differenze significative
della connettività del DMN con precuneo, PCC, IPL e insula. La sincronia minore
fra le oscillazioni di queste aree e quelle del resto del DMN potrebbe portare questi
individui ad assegnare una maggior quota di attenzione sia alle percezioni enterocettive
che alle proprie elaborazioni cognitive egodistoniche (bias attenzionale).
Per quanto riguarda l’indice di Hurst, è stata rilevata una correlazione positiva fra
H e i punteggi sulla scala LSAS dei soggetti a livello di SPL e precuneo, aree coinvolte
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nei fenomeni attentivi e nell’integrazione degli stimoli tattili e visivi (Shomstein, 2012).
L’aumento di H in queste sedi potrebbe riflettere una loro maggiore rigidità nell’adat-
tarsi agli impulsi provenienti da altre aree corticali che potrebbe esitare in difficoltà
per il paziente nel variare l’allocazione della propria attenzione verso stimoli esterni in
grado di smentire il suo giudizio riguardo alle proprie abilità sociali.
I risultati del presente studio forniscono una nuova base biologica a un’osservazione
che era stata già formulata in ambito psicologico, clinico e psicometrico: l’ansia sociale si
comporta come una dimensione estesa su un continuum che va dalla normale timidezza
alla patologia.
Il fatto che questi risultati siano stati ottenuti a riposo, infine, potrebbe indicare
che l’ansia sociale è una dimensione di tratto in grado di modificare la predisposizione a
valutare le percezioni in un modo piuttosto che in un altro e di influenzare le successive
elaborazioni cognitive.
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Capitolo 1
Introduzione
Da tempo uno degli approcci sperimentali più diffusi per studiare la funzione cerebrale
è quello di prendere in esame il reclutamento di aree specifiche durante lo svolgimento
di compiti definiti. Oltre a questo tipo di procedura sperimentale, negli ultimi anni ha
acquisito sempre più interesse anche lo studio dello stato di riposo, ovverosia dell’attività
neuronale propria dell’individuo sveglio e all’erta ma non impegnato in alcuno sforzo
cognitivo mirato.
Se si paragona il consumo energetico cerebrale nello stato di riposo con quello mi-
surato durante l’esecuzione di un compito, in effetti, si può osservare come questo sia
solo leggermente più alto nel secondo caso (Raichle e Gusnard, 2002; Raichle e Mintun,
2006). Gran parte dell’investimento metabolico del cervello viene quindi impiegato nel
mantenimento o nella modifica di un’attività sempre presente e da questo si evince co-
me il concentrarsi, nello studio dell’organo, solamente sulle modifiche funzionali rilevate
durante l’esecuzione di compiti possa essere riduttivo.
Oggi si ritiene che l’attività rilevabile in stato di riposo sia il risultato dell’interazione
fra numerose reti cerebrali altamente organizzate e che sia persino in grado di influenzare
in modo significativo le attivazioni specifiche rilevate durante le azioni finalizzate. È
stato ipotizzato, inoltre, che tramite il suo studio si possano ottenere correlati funzionali
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misurabili di variabili psicometriche, monitorando la loro eventuale evoluzione fino alla
patologia. Esistono numerosi dati che in effetti indicano un’alterazione della funzione
cerebrale a riposo in diversi disturbi come la malattia di Alzheimer, la schizofrenia, la
sindrome da deficit di attenzione e iperattività (ADHD), l’autismo, i disturbi dell’umore
e quelli d’ansia.
La ricerca delle corrispondenze fra attività cerebrale e dimensioni personologiche ha
beneficiato negli ultimi anni dell’affermazione di una visione dimensionale della malat-
tia mentale, contrapposta a quella categoriale rappresentata dal DSM-IV TR. Secondo
questo approccio, la malattia viene intesa come estremizzazione di variabili psicometri-
che facilmente misurabili in ogni individuo e sulla base delle quali può essere situato
in un continuum fra fisiologia e patologia. In questa ottica, la dimensione di ansia
sociale assume particolare interesse in quanto può essere intesa e misurata come una
variabile continua, estesa dalla semplice timidezza ai fenomeni di evitamento e panico
in situazioni sociali propri della fobia sociale conclamata.
Questo lavoro di tesi si inserisce nel quadro di un progetto di ricerca più ampio
dell’Unità Operativa di Psicologia Clinica e della Cattedra di Biochimica Clinica e
Biologia Molecolare Clinica dell’Università di Pisa, volto a indagare le correlazioni fra
diverse valutazioni psicometriche e alcuni indicatori misurabili di attività cerebrale. In
particolare, è stato valutato il rapporto fra i punteggi sulla scala Liebowitz dell’ansia
sociale di 36 soggetti e due misure calcolate a partire dai loro dati funzionali acquisiti
in stato di riposo: la connettività del Default Mode Network e l’indice di Hurst.
Dopo un’introduzione sui vari metodi che vengono abitualmente utilizzati per lo
studio dello stato di riposo, verranno approfondite le tecniche e le misurazioni specifiche
che sono state scelte per essere impiegate nel protocollo sperimentale. Questo verrà poi
esposto nel dettaglio nei capitoli successivi a cui seguiranno un’analisi critica dei risultati
ottenuti e una conclusione.
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Capitolo 2
Lo studio dello stato di riposo
Nel corso degli anni numerose tecniche sono state sviluppate per lo studio dell’attività
cerebrale e queste possono naturalmente essere anche applicate nello studio specifico
dello stato di riposo. In particolare, i metodi più utilizzati sono distinguibili in due
gruppi: quelli che prevedono una misura indiretta del consumo metabolico cerebrale,
come tomografia a emissione di positroni (PET) e risonanza magnetica funzionale (fM-
RI), e quelli che sono in grado di misurare direttamente l’attività elettrica cellulare,
come l’elettroencefalogramma (EEG) e la magnetoencefalografia (MEG). Ognuno di
questi strumenti presenta specifici vantaggi, svantaggi e campi di applicazione, oltre
che tecniche di analisi del segnale dedicate.
2.1 Tomografia a emissione di positroni
La Tomografia a Emissione di Positroni (PET) è una tecnica che è stata impiegata a
lungo per lo studio della funzione cerebrale e che si basa sull’impiego di composti marca-
ti con radioisotopi positrone-emittenti. Questi sono costituiti da atomi energeticamente
instabili con un eccesso di protoni che tendono a decadere spontaneamente emettendo
positroni. Le particelle così rilasciate possiedono un’energia cinetica variabile e tale
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da permettergli di percorrere un tratto di pochi millimetri prima di interagire con un
elettrone. L’effetto risultante da questo evento è l’annichilazione delle due particelle e
la formazione di due fotoni che si dipartono dal punto di incontro con velocità uguale
e direzione opposta. I due fotoni raggiungono il tomografo colpendo quasi contem-
poraneamente una coppia di sensori diametralmente opposti e collegati ad un circuito
computerizzato in grado di misurare la coincidenza fra i due impatti. Quando un fotone
colpisce il cristallo contenuto nel detettore, questo emette luce tramite scintillazione,
che viene poi amplificata da un fotomoltiplicatore e convertita in un segnale elettrico.
La linea che unisce due rilevatori opposti è detta linea di coincidenza e l’analisi del-
le linee di coincidenza consente di identificare il numero di eventi di annichilazione al
secondo che si verificano in ogni voxel.
È dunque possibile apprezzare la distribuzione nel tempo a livello tissutale del ra-
dionuclide utilizzato, la quale assume un significato differente a seconda del composto.
Questo rende la PET una metodica versatile e ampiamente utilizzata nello studio dei
processi metabolici. A livello cerebrale, in particolare, l’utilizzo di 15O2 e del 18Fluoro-2-
deossi-D-glucosio hanno permesso, rispettivamente, lo studio della perfusione cerebrale
e del consumo di glucosio cellulare, entrambi indici indiretti di attività neuronale.
Il vantaggio della PET è quello di disporre di differenti traccianti a seconda del tipo
di misurazione desiderata. Tuttavia, la scarsa risoluzione temporale della metodica la
rende inadatta allo studio delle modifiche dell’attività neuronale e soprattutto a quello
delle connessioni funzionali fra aree diverse. Anche la risoluzione spaziale è limitata a
4-8 mm e l’impiego di materiali radioattivi presenta inoltre un potenziale rischio per la
salute dell’utente.
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2.2 Risonanza magnetica funzionale
L’imaging a risonanza magnetica (Magnetic Resonance Imaging, MRI) è una tecnica
di generazione di immagini, basata sul principio fisico della risonanza magnetica nu-
cleare. Durante l’esecuzione dell’esame, il soggetto viene sottoposto ad un forte campo
magnetico statico, la cui intensità può variare dai decimi di tesla, per piccole macchine
dedicate allo studio delle articolazioni, ai 3 tesla per le macchine abitualmente impiegate
per scopi diagnostici e di ricerca. Alcuni apparecchi attualmente in commercio raggiun-
gono anche campi di 7 T, mentre nell’ambito sperimentale sono in sviluppo dispositivi
da 8 e 9 T.
Nel campo magnetico statico, gli spin dei protoni all’interno dei tessuti tendono ad
allinearsi in modo parallelo o antiparallelo. Poiché gli spin allineati in senso parallelo
sono in numero superiore, i tessuti vengono a possedere una leggera magnetizzazione
totale. Durante l’allineamento, gli spin acquisiscono inoltre una precessione attorno alla
direzione del campo magnetico che mostra una frequenza tipica nell’ordine dei MHz e
quindi nel campo della radiofrequenza. Se sul paziente viene dunque applicato un
secondo campo magnetico di questa esatta frequenza e di energia sufficiente, è possibile
ruotare la magnetizzazione dei protoni di un angolo arbitrario che dipende dal tipo di
immagini che si desidera ottenere (risonanza).
Dopo la somministrazione di questo campo, gli spin dei protoni tenderanno a tor-
nare al loro stato iniziale di allineamento (fenomeno di rilassamento) emettendo una
radiofrequenza rilevabile. Tramite una bobina ricevente viene misurato questo feno-
meno, solitamente in due momenti temporali: il primo, indicato con T1, misura la
rapidità con cui si ricostruisce la magnetizzazione diretta lungo la direzione del campo
principale, il secondo (T2) misura la rapidità con cui si elimina la componente di ma-
gnetizzazione trasversale. In base alle loro caratteristiche magnetiche rilevate al tempo
T1 e T2 è possibile distinguere i differenti tipi di tessuto e la loro composizione sui tre
piani: assiale, coronale, sagittale.
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In teoria, sarebbe possibile effettuare misurazioni rilevando il segnale emesso da una
grande varietà di nuclei atomici, come ad esempio quelli del sodio, del fosforo, del carbo-
nio e dell’idrogeno, impostando la frequenza di risonanza delle bobine a radiofrequenza
al valore appropriato. Tuttavia come fonte di segnale viene attualmente usato quasi
esclusivamente l’idrogeno.
La risonanza magnetica funzionale (Functional Magnetic Resonance Imaging, fMRI)
impiega gli stessi principi della RMI per valutare la funzionalità di un organo o un
apparato. In particolare, la risonanza magnetica funzionale neuronale è una tecnica in
grado di visualizzare la risposta emodinamica correlata all’attività cerebrale.
La fMRI trova il proprio fondamento nell’osservazione che l’emoglobina è diama-
gnetica quando ossigenata ma paramagnetica quando non ossigenata. Il segnale fornito
dal sangue nella risonanza magnetica nucleare varia dunque in funzione del suo livello
di ossigenazione e può essere rilevato usando un’appropriata sequenza di impulsi MRI
(segnale Blood Oxygenation Level Dependent, BOLD). Maggiori intensità del segna-
le BOLD derivano da aumenti nella concentrazione di emoglobina ossigenata e grazie
a questa tecnica è quindi possibile stimare le variazioni relative del flusso sanguigno
cerebrale e del consumo d’ossigeno a livello parenchimale.
Per misurare il segnale BOLD si impiegano immagini acquisite in 1-4 secondi con
voxel di dimensioni di circa 2-4 mm3. Il segnale così acquisito rappresenta l’aﬄusso
sanguigno cerebrale da parte delle grandi arterie e vene, delle piccole arteriole e venule.
È possibile visualizzare anche vasi più piccoli usando campi magnetici più intensi, ac-
quisendo quindi una maggiore risoluzione spaziale. Per questo motivo negli ultimi anni
sono stati resi operativi scanner da 7 tesla e sono in sviluppo scanner sperimentali da
8 e da 9 tesla.
Grazie alla fMRI è anche possibile stimare la connettività funzionale fra i raggruppa-
menti neuronali, ovverosia il grado di correlazione fra le serie temporali del loro segnale
BOLD. In particolare, i metodi impiegati a tale proposito sono numerosi e possono
14
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essere suddivisi in due gruppi: approcci seed-based, che si basano sulla definizione di
regioni di interesse (ROI), oppure approcci completamente data-driven, ad esempio l’a-
nalisi tramite componenti indipendenti (ICA) e il calcolo di dimensioni frattali, come
l’indice di Hurst.
Gli approcci seed-based usano analisi statistiche di correlazione e di regressione per
esaminare la coerenza temporale fra i valori nel tempo di un voxel o di una ROI se-
lezionata e quelli di tutti gli altri voxel acquisiti (Uddin et al., 2008). Questi metodi
permettono dunque di considerare funzionalmente connessi quei voxel o quelle ROI che
presentano un’attività correlata nel tempo (Fox e Raichle, 2007), considerata un’indi-
catore della sincronizzazione fra le scariche oscillatorie di raggruppamenti di neuroni
(Friston, 1994). In questo modo si possono anche studiare quella che viene definita
“omogeneità del network”, ovverosia la correlazione tra l’attività di un voxel e tutti gli
altri di una rete cerebrale predefinita (Uddin et al., 2008) e la “connettività regionale”,
calcolata fra voxel di aree cerebrali e quelli vicini (Yu-Feng et al., 2007; Deshpande
et al., 2009).
I metodi data-driven, invece, non necessitano che lo sperimentatore definisca a prio-
ri quali aree cerebrali debbano essere oggetto di studio. Nella ICA, per esempio, si
scompongono tramite algoritmi le serie temporali di tutti i voxel acquisiti in compo-
nenti massimamente indipendenti. Queste, idealmente, rappresentano le tracce carat-
teristiche delle fonti che, attraverso la loro somma lineare, producono il segnale totale
registrato (McKeown et al., 1998). Il calcolo di dimensioni frattali a partire dalle serie
temporali di valori acquisite in ogni voxel, invece, è una procedura di analisi relativa-
mente recente, che si basa sull’assunzione che l’attività metabolica cerebrale, in quanto
frutto dell’interazione complessa fra più componenti organizzate, possa essere ricondotta
a un modello matematico di tipo frattale (Herman et al., 2009).
A differenza della PET, la MRI è generalmente considerata innocua per l’utente,
in quanto quest’ultimo non è sottoposto a radiazioni ionizzanti. Questo vantaggio,
15
2. Lo studio dello stato di riposo
unito a una migliore risoluzione temporale, fa sì che questa metodica sia in generale
preferita per gli studi di connettività cerebrale. Gli svantaggi dell’utilizzo di questa
tecnica si riducono quindi principalmente ai costi elevati e ai tempi lunghi necessari
all’acquisizione delle immagini.
2.3 EEG e MEG
Nonostante la fMRI consenta una visualizzazione delle attivazioni cerebrali ideale dal
punto di vista anatomico, la risoluzione temporale della metodica è bassa e l’aspetto
dell’attività neuronale che produce cambiamenti nel segnale BOLD non è stato ancora
definito chiaramente (Huettel et al., 2004). L’elettroencefalogramma, invece, permette
l’osservazione delle variazioni del potenziale elettrico nelle aree cerebrali anche durante
brevissimi intervalli.
L’EEG registra infatti un segnale continuo, definito nel dominio del tempo. Per
poter studiare i fenomeni di connettività funzionale con questa metodica, è tuttavia ne-
cessario esprimerlo nel dominio della frequenza grazie a una trasformazione di Fourier
con finestra temporale mobile, un metodo detto “short time Fourier transform” (STFT)
(Bruns, 2004). Una alternativa è la “wavelet transform”, che convolve il segnale misura-
to con una serie di filtri oscillatori, ognuno che rappresenta bande di frequenza diverse.
Questo sistema fornisce una risoluzione tempo-frequenza più alta della STFT ma neces-
sita di più tempo per essere calcolato (Gramatikov e Georgiev, 1995). Grazie a queste
analisi si possono ottenere parametri come ampiezza e fase del segnale da cui derivare
altre misure, come la sincronicità di fase, una misura che indica se il phase shift fra due
canali di registrazione è vicino a una costante nell’intervallo di tempo specificato per
ciascuna frequenza data (Tcheslavski e Beex, 2006). Sulla base del valore di sincronicità
di fase si definisce infine se è presente phase locking fra due frequenze, ovverosia se due
segnali sono correlati o meno.
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Anche l’analisi delle variazioni di campo magnetico prodotte dall’attività cerebrale
tramite la magnetoencefalografia (MEG) sta diventando una metodica promettente
per studiare lo stato di riposo. Grazie a questo strumento, è stato possibile rilevare
alterazioni a questo livello in diverse patologie, quali la malattia di Parkinson (Bosboom
et al., 2006; Osipova et al., 2006), di Alzheimer (Stam et al., 2006; Stoffers et al., 2008),
la demenza indotta da HIV (Becker et al., 2012) e i disturbi dello spettro autistico
(Cornew et al., 2012).
2.4 Problemi metodologici
Nonostante esistano dunque svariate metodologie di indagine che rendono possibile lo
studio dello stato di riposo, ognuna presenta alcuni inconvenienti. Per esempio, non è
ancora completamente chiarito il rapporto tra l’attività neuronale misurata con EEG
o MEG e le variazioni del segnale fMRI. Inoltre, sia l’EEG che la MEG forniscono un
segnale rumoroso e ricco di artefatti, anche se l’impiego della seconda metodica sembra
essere più vantaggioso per l’osservazione dell’attività corticale. È probabile anche che
molti segnali visibili con queste due tecniche non lo siano necessariamente con l’impiego
della fMRI. Al contrario, il 20% dei neuroni della sostanza grigia non sono piramidali
ma hanno comunque un’attività metabolica che non può essere misurata dall’EEG o
dalla MEG e che potrebbe invece essere visibile grazie alla fMRI.
Un altro inconveniente è rappresentato dal fatto che le oscillazioni elettromagnetiche
a bassa frequenza (fra 0.01 e 0.1 Hz), caratteristiche di diverse reti neuronali attive a
riposo, sono difficili da studiare e per analizzarle sono necessari tempi di acquisizione
lunghi, che possono ridurre la compliance e la stazionarietà dei partecipanti agli espe-
rimenti (Birn et al., 2006). A questo proposito, è stato osservato come una misura
indipendente dell’attività respiratoria e del battito cardiaco siano molto utili per iden-
tificare il segnale neuronale più accuratamente, pur rendendo ancora più complessa la
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procedura di acquisizione (Birn et al., 2008).
Il problema dell’eccesso di dati artefattuali e della sovrapposizione di segnali da
più origini può in ogni caso essere affrontato per esempio con lo studio tramite ICA.
Questo metodo è infatti in grado di stimare ogni singola fonte che contribuisce a ge-
nerare il segnale, rendendo più agevole l’isolamento degli artefatti e del rumore (Jung
et al., 2000; Makeig et al., 2002; Vigario et al., 2000). Per aumentare l’efficacia del
sistema, è possibile anche usare l’ICA a singolo segnale, una forma di ICA che isola i
componenti sottostanti usando solo l’informazione temporale di registrazioni a singolo
canale (Davies e James, 2007). Lo svantaggio di questo tipo di procedure è la scelta
delle frequenze da classificare come rumore, la quale viene lasciata allo sperimentatore
e può portare alla perdita di dati.
Da quanto sin qui esposto si può concludere che esistono svariati modi per analiz-
zare lo stato di riposo, i quali comprendono sia tecniche per valutare la connettività
funzionale fra aree cerebrali distinte sia analisi dell’attività di singole regioni. Per la
parte sperimentale del presente lavoro di tesi sono stati scelti due fra questi metodi:
lo studio della connettività funzionale del Default Mode Network tramite un approc-
cio seed-based e quello dell’indice di Hurst sull’intero volume cerebrale. Questi due
argomenti verranno approfonditi nei capitoli successivi.
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Il Default Mode Network
Lo studio dello stato di riposo è stato rivalutato e affrontato in maniera approfondita
negli ultimi anni da quando Marcus Raichle ha dimostrato, utilizzando la PET e la
fMRI, che esistono alcune aree cerebrali attive e funzionalmente connesse nell’individuo
sveglio e all’erta che riducono fortemente la loro atività spontanea quando questi inizia
una qualunque attività finalizzata (Raichle et al., 2001). In particolare, queste aree
includono la corteccia cingolata posteriore/precuneo (PCC), la corteccia prefrontale
mediale (MPFC) e la corteccia parietale mediale (MPC), laterale (LPC) e inferiore
(IPC). La presenza di connettività funzionale fra queste strutture è stata confermata
non solo in fMRI sia da metodi seed-based che data-driven (Bluhm et al., 2008), ma
anche da studi elettroencefalografici. L’attività peculiare di queste aree è stata infatti
osservata con l’EEG sia in termini di bande tradizionali (Chen et al., 2008) sia di
bande a frequenze molto lente (Helps et al., 2008; Vanhatalo et al., 2004). Chen et
al. hanno anche elaborato, sulla base delle loro registrazioni elettroencefalografiche,
la distribuzione spaziale delle fonti dell’attività elettrica a riposo rilevata (Chen et al.,
2008). La rete funzionale individuata è stata infine misurata contemporaneamente con
EEG e fMRI, trovando numerose corrispondenze fra il segnale BOLD delle aree coinvolte
e la loro attività elettrica (Debener et al., 2005, 2006; Herrmann e Debener, 2008; Laufs,
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2008).
Secondo Raichle e colleghi le aree coinvolte in questo fenomeno possono essere con-
siderate come parti di un’unica rete funzionale, denominata “Default Mode Network”
(DMN), attiva nello stato di riposo dell’attività cerebrale ma pronta a disattivarsi quan-
do è necessario svolgere un compito di qualsiasi tipo (Raichle et al., 2001). In effetti,
la connettività funzionale del DMN sembra persino riflettere i collegamenti anatomici
noti fra le strutture che lo compongono (Greicius et al., 2009). A riprova di que-
sta corrispondenza, le attivazioni nelle aree coinvolte sono state anche confrontate con
le connessioni strutturali presenti in una corteccia di macaco, individuando relazioni
funzione-struttura su più livelli (Honey et al., 2007).
L’analisi dell’attività cerebrale in condizioni di riposo ha anche evidenziato aree
che, al contrario del DMN, vengono attivate in modo aspecifico durante un’attività
finalizzata. Esiste dunque una rete che è stata definita “task-positiva”, che include la
corteccia dorsolaterale prefrontale (DLPFC), parietale inferiore (IPC) e l’area motoria
supplementare (SMA). L’attività di queste aree sembra essere associata con uno stato
di allerta aumentata e di preparazione alla risposta comportamentale agli stimoli (Fox
et al., 2005; Fransson, 2005; Sonuga-Barke e Castellanos, 2007).
Il network task-positivo e il DMN presentano serie temporali ad andamento opposto
nel tempo e l’attivazione della prima rete riduce quella della seconda. Diverse ipotesi
sono state formulate per tentare di spiegare l’interazione fra questi due sistemi. Per
esempio, secondo alcune teorie, l’attività oscillante del network task-positivo potrebbe
riflettere l’attenzione rivolta ai fenomeni esterocettivi durante il riposo, in modo da
garantire una preparazione agli eventi inaspettati. Quindi il sistema di feedback fra
le due reti potrebbe essere inteso come una transizione continua a bassa frequenza fra
uno stato in cui l’attenzione viene rivolta verso l’ambiente esterno e uno in cui viene
rivolta ai processi cognitivi, garantendo che l’individuo sia pronto a reagire agli eventi
nonostante le sue elaborazioni mentali (Fox et al., 2005; Fransson, 2005).
20
3. Il Default Mode Network
Successivamente all’identificazione delle aree coinvolte nei vari sistemi attivi a ri-
poso, sono stati fatti in ogni caso significativi progressi nella caratterizzazione della
loro attività, grazie all’applicazione mirata di metodiche di indagine volte a rilevare
i fenomeni di connettività funzionale fra le loro componenti in vivo. In particolare,
grazie alle moderne tecniche di imaging, soprattutto il DMN è stato studiato in modo
approfondito in condizioni sia fisiologiche che patologiche.
3.1 Proprietà del DMN
In seguito allo studio del DMN in vivo si è giunti a definirlo come una rete ad attività
oscillante a bassa frequenza composta da aree con proprietà e funzioni distinte, coinvolta
nei fenomeni di attenzione e elaborazione mentale cosciente.
3.1.1 Bassa frequenza oscillatoria
Le oscillazioni rilevate nelle componenti del DMN hanno una frequenza minore di 0.1
Hz e si estendono collegando in modo funzionale aree molto diverse fra loro (Sonuga-
Barke e Castellanos, 2007). La possibilità che esista una comunicazione stabile di questo
tipo fra porzioni cerebrali anche anatomicamente distanti è stata dimostrata persino in
presenza di collegamenti sinaptici deboli (Helps et al., 2008). Esistono inoltre altre reti
a bassa frequenza documentate oltre al DMN e alla rete task-positiva nella corteccia
uditiva, sensoriale, motoria e in altre aree probabilmente coinvolte nella memoria e nelle
funzioni esecutive (Damoiseaux et al., 2006; Mantini et al., 2007).
In generale, le proprietà delle reti neurali prevedono che le oscillazioni a bassa fre-
quenza siano proprie di reti estese, mentre quelle ad alta frequenza si ritrovano solita-
mente in strutture più piccole. Si pensa a questo proposito che le prime siano in grado
di modulare l’attività delle seconde e di collegarle fra loro (Buzsaki e Draguhn, 2004;
Fox e Raichle, 2007). Per quanto riguarda il DMN, le sue oscillazioni sembrano appunto
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inserirsi in modo lineare su quelle generate durante vari compiti a livello delle loro aree
specifiche (Fox et al., 2006).
Nonostante lo studio delle reti neurali sia un campo in rapida espansione, il ruolo
preciso della correlazione fra le aree cerebrali tramite oscillazioni a bassa frequenza
rimane ancora ignoto. Le ipotesi attualmente più accreditate gli attribuiscono funzione
di collegamento temporale delle informazioni (Fries et al., 2001), di coordinazione fra
gruppi neuronali che lavorano spesso insieme (Fox e Raichle, 2007), di registrazione di
pattern di attività relativi a un compito (Fox e Raichle, 2007), di predizioni dinamiche di
attività future (Fox e Raichle, 2007) e di collegamento fra un meccanismo di attenzione
rivolto verso l’esterno e l’interno (Fransson, 2006).
3.1.2 Aree coinvolte
Nonostante la funzione di ogni singola area del DMN sia ancora per la maggior parte
sconosciuta, le ricerche volte a definire il loro ruolo nella rete consentono di formulare
alcune ipotesi.
In particolare, la PCC sembra avere un ruolo nel campionamento continuo dell’am-
biente interno ed esterno (Raichle et al., 2001) e la riduzione della sua attività durante
un compito appare in grado di facilitare l’impiego di attenzione per esso. Inoltre si
pensa sia implicata nei fenomeni di memoria, siccome la sua attività si modifica in
compiti mnemonici (Greicius et al., 2003) ed è particolarmente suscettibile all’atrofia
in pazienti con la malattia di Alzheimer (Buckner et al., 2005).
Per quanto riguarda MPFC, invece, questa potrebbe avere un ruolo nella cognizio-
ne sociale, nel monitoraggio del proprio stato interiore e nella formulazione di pensieri
sugli stati psicologici altrui (Blakemore, 2008; Gusnard et al., 2001; Rilling et al., 2008;
Schilbach et al., 2008). Nel contesto del DMN si ritiene che questa struttura sia coin-
volta nella mediazione fra emozioni e funzioni cognitive delle regioni ventrali e dorsali.
In particolare, la MPFC ventrale è connessa con strutture limbiche come l’amigdala, lo
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striato ventrale e l’ipotalamo e potrebbe svolgere un ruolo nell’indurre i correlati visce-
romotori dell’informazione emozionale derivata da stimoli interni ed esterni (Gusnard
et al., 2001).
Anche l’attività del precuneo, come quella di MPFC, è associata con processi intro-
spettivi associati all’elaborazione auto riferita ed emotiva ed è ridotta quando l’atten-
zione è diretta ad elementi esterni (Gusnard et al., 2001). A riprova del coinvolgimento
di questa struttura nei fenomeni attentivi, è stato anche evidenziato che una sua atti-
vità aumentata, o ridotta meno di quanto atteso, è in grado di predire errori in un test
flanker fino a 30 secondi prima che questi vengano commessi (Eichele et al., 2008).
È interessante notare inoltre come il DMN sembri avere una sua evoluzione durante
lo sviluppo. Infatti, la sua presenza del bambino è più ridotta (Fransson et al., 2007), e
la connettività fra le sue strutture si presenta meno estesa in bambini di 7-9 anni (Fair
et al., 2008) rispetto a quelli di 9-12 (Thomason et al., 2008).
3.1.3 Funzioni del DMN
Come già è stato accennato, molti degli studi svolti portano a ipotizzare un ruolo del
DMN nel fenomeno più generale dell’attenzione. È stato infatti osservato che, durante
la transizione fra stato di riposo e azione, la connettività fra le aree del DMN non
viene annullata del tutto ma solo ridotta (Eichele et al., 2008; Fransson, 2006; Greicius
et al., 2003, 2004) e più il compito richiede attenzione, più la riduzione è consistente
(Garrity et al., 2007; Singh e Fawcett, 2008). Per esempio, l’attività del DMN persiste
durante semplici compiti sensoriali (Greicius et al., 2003; Wilson et al., 2008), durante
i primi stadi del sonno (Horovitz et al., 2008) e, anche se in misura minore, sotto
sedazione cosciente (Greicius et al., 2008). Allo stesso modo, perdite di attenzione
momentanee durante un compito sono state associate a una attività persistente del
DMN e a un’attività ridotta in altre aree cerebrali come il giro frontale inferiore (IFG),
mediale (MFG) e la corteccia cingolata anteriore (ACC) (Weissman et al., 2006). Anche
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lo stato di “mind wandering” può essere incluso fra le condizioni in cui l’attenzione non
è rivolta a un compito specifico e uno studio di Mason et al. (2008) ha mostrato come in
effetti l’attività tonica del DMN sia associata con questo fenomeno nella veglia (Mason
et al., 2007).
In generale i compiti coscienti portano quindi a una inattivazione del DMN, ma
esistono alcune eccezioni degne di nota. Durante attività che richiedono pensiero auto-
riferito o memoria di lavoro vengono infatti disattivate solamente alcune aree del DMN
o addirittura altre aumentano la loro attività. Per esempio, l’elaborazione di giudizi
soggettivi ha portato a un aumento dell’attività nel MPFC dorsale (Gusnard et al.,
2001). I compiti di memoria, invece, disattivano solamente il PCC in maniera diretta-
mente proporzionale alla loro difficoltà (Esposito et al., 2006). Questi dati sembrano
confermare l’ipotesi che la MPFC e, più in generale, il DMN, possano avere anche un
ruolo nell’elaborazione del pensiero introspettivo.
Alcuni studiosi hanno anche ipotizzato che il DMN possa rappresentare un corre-
lato funzionale dell’attività cerebrale necessaria a mantenere uno stato fisiologico di
coscienza del sé (Guldenmund et al., 2012). Questa ipotesi sembra essere avvalorata
dall’osservazione di una connettività ridotta della rete durante il sonno non REM (Vogt
e Laureys, 2005), l’ipnosi (Guldenmund et al., 2012), l’anestesia e la sedazione (Greicius
et al., 2008), in particolare a livello del precuneo/PCC. È stato persino osservato che
la connettività di questa struttura con gli altri componenti del DMN può permettere
di distinguere pazienti in stato vegetativo, pazienti affetti da sindrome di veglia non
responsiva e pazienti in coma in seguito a danno cerebrale (Guldenmund et al., 2012).
Altri Autori, tuttavia, si sono opposti a questa visione e ritengono che il DMN costitui-
sca solamente un hub funzionale in grado di integrare l’attività aree cerebrali distanti
(Fries et al., 2001; Fox e Raichle, 2007).
Dopo aver individuato alcune delle sue proprietà fisiologiche, sono stati eseguiti
diversi studi per definire se il DMN si presenti alterato in svariate condizioni pato-
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logiche. Il ruolo ipotizzato della rete, infatti, lascia presupporre che un suo alterato
funzionamento possa avere un impatto diretto sui fenomeni attentivi, di memoria e di
pensiero auto-riferito e che possa essere correlato a manifestazioni di alcune patologie
psichiatriche.
3.2 Alterazioni del DMN
Cambiamenti dell’attività del Default Mode Network sono stati in effetti individuati
in diverse condizioni, patologiche e non. Un’attività anomala della rete, in particolare,
sembra poter essere messa in relazione con la riduzione di capacità a svolgere compiti
finalizzati e con disturbi comportamentali, emotivi e del pensiero presenti in alcune
condizioni psicopatologiche
3.2.1 Interferenza del DMN
Si è più volte ribadito il ruolo del DMN nella modulazione dell’attenzione. È stato
a tale proposito riportato come l’attivazione spontanea a bassa frequenza del DMN
possa interferire con l’attenzione necessaria a svolgere un compito e quindi portare a un
peggioramento della capacità di eseguirlo (Fox et al., 2005). Per questo motivo è stato
formulato il concetto di “interferenza del DMN” secondo cui l’attività a bassa frequenza
del DMN che normalmente viene attenuata nel corso di compiti con uno scopo potrebbe
persistere in alcune circostanze (motivazione subottimale e disturbi dell’attenzione) o
riemergere durante i periodi di attività al punto da portare a cali attentivi e deficit di
performance (Sonuga-Barke e Castellanos, 2007).
Un fenomeno simile è stato riportato anche nello stato di mind wandering citato
in precedenza, una condizione caratterizzata dalla presenza di pensieri interferenti con
un’attività impegnativa (Mason et al., 2007). Si è rilevato infatti come l’attività regi-
strata del DMN sia proporzionale all’aumento di errori nell’esecuzione del compito in
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questa circostanza (Mason et al., 2007). In risposta a questa ipotesi, anche Gilbert et
al. hanno fatto notare come l’attività di MPFC fosse persistente in prove con tempi
di reazione aumentati e hanno sostenuto che questo fosse dovuto a un coinvolgimento
eccessivo del DMN nella risposta allo stimolo sperimentale (Gilbert et al., 2007).
In generale, si può in ogni caso ipotizzare che l’interferenza del DMN nell’attivazio-
ne neuronale specifica per un compito volontario possa essere indotta o aggravata da
alterazioni funzionali o quantitative dell’attività della rete.
3.2.2 DMN e patologia
Pattern atipici di anti-correlazione tra il DMN e il network task-positivo o connettività
aberrante tra le regioni che li compongono sono tutti possibili meccanismi che potreb-
bero portare a uno sconvolgimento dell’equilibrio fra le reti attive a riposo, portando
quindi a deficit di attenzione e peggioramento delle performance nelle azioni finalizzate.
A riprova di questa teoria, questo tipo di alterazioni sono risultate evidenti in diversi
disturbi mentali, alcuni dei quali caratterizzati da gravi disfunzioni dei processi intro-
spettivi, come la malattia di Alzheimer, l’autismo, la sindrome da deficit di attenzione
e iperattività (ADHD), i disturbi dell’umore e d’ansia.
Malattia di Alzheimer
Le connessioni fra le aree del DMN nello stato di riposo si presentano alterate nel-
l’invecchiamento fisiologico (Damoiseaux et al., 2008), ma nella malattia di Alzheimer
questo aspetto diventa particolarmente evidente: la connettività fra l’ippocampo destro
e molte regioni, alcune delle quali componenti il DMN, come la MPFC dorsale, l’ACC
ventrale, il MTG e la PCC destra è infatti ridotta significativamente (Wang et al.,
2006). Questa alterazione potrebbe essere collegata al deficit della memoria di lavoro e
dell’attenzione caratteristici del disturbo.
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In pazienti affetti, l’entità della deattivazione del DMN può fornire addirittura un
indicatore misurabile della gravità della patologia. In base alla sua ampiezza, tempistica
e alle sue caratteristiche spaziali durante un compito di memoria è stato infatti possi-
bile distinguere malati di Alzheimer da individui lievemente alterati cognitivamente e
sani (Rombouts et al., 2005). In questi soggetti, inoltre, l’omogeneità della connettività
regionale nel PCC/precuneo correla positivamente con la progressione di malattia mi-
surata dai punteggi sulla scala mini-mental state (He et al., 2007) ed è alterata persino
in caso di rischio genetico aumentato di malattia (Persson et al., 2008).
Autismo
Nei pazienti affetti da autismo, il pensiero affettivo e introspettivo atipico o ridotto
è associato con una bassa attività del DMN a riposo. In particolare, si pensa che
la mancanza di attivazione del componente orbito-frontale mediale del DMN durante
l’analisi di parole associate a un’emozione possa essere un’indicatore dell’elaborazione
emotiva anomala caratteristica di questa patologia (Kennedy et al., 2006).
Inoltre, nei soggetti autistici, anche la connettività fra le componenti del DMN si
presenta ridotta, in particolare fra la MPFC e la PCC. Questo potrebbe portare a un
disturbo limitato all’elaborazione emozionale e del pensiero riferito a sé (Cherkassky
et al., 2006; Kennedy e Courchesne, 2008; Kennedy et al., 2006) e in effetti questa
interpretazione è in accordo con la normale funzione del network task-positivo rilevata
in questo gruppo clinico (Kennedy e Courchesne, 2008).
Un altro aspetto peculiare degli individui con disturbi dello spettro autistico è infine
l’assenza di significative anti-correlazioni fra network task-positivo e DMN. Si è a tale
proposito ipotizzato che in questi soggetti il rapporto fra le due reti sia sbilanciato e che
questo potrebbe portarli fin dall’età dello sviluppo verso elaborazioni non emozionali e
non sociali (Kennedy e Courchesne, 2008).
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ADHD
Anche in pazienti affetti da sindrome da iperattività e deficit dell’attenzione (ADHD)
uno studio ha riportato connettività alterata fra tutte le strutture del DMN (Tian et al.,
2006), nonchè un’alterata interazione fra la sue parti anteriori (MFPC e giro frontale
superiore) e posteriori (PCC e precuneo) (Castellanos et al., 2008; Uddin et al., 2008).
Gli Autori hanno ipotizzato che questa anomalia potrebbe esprimersi sotto forma di
una relazione difettosa fra memoria di lavoro e controllo attentivo.
In modo simile a quanto osservato nei soggetti autistici, fMRI a riposo di soggetti con
ADHD hanno mostrato un’anti-correlazione ridotta fra network task-positivo e DMN
rispetto a quella rilevata in controlli sani. Si pensa che questo possa spiegare almeno
in parte i cali di attenzione e la variabilità di performance durante i compiti finalizzati,
caratteristiche tipiche di questo disturbo (Castellanos et al., 2008). In effetti, anche in
una popolazione sana la variazione fra gli individui nella forza dell’anti correlazione tra
il DMN e le componenti del network task-positivo sembra essere in grado di influire sulle
performance in esercizi impegnativi dal punto di vista cognitivo. In particolare, un’anti-
correlazione più forte fra le reti sembra essere associata a un migliore svolgimento del
compito (Kelly et al., 2008).
Schizofrenia
Al contrario di ciò che avviene per i soggetti autistici e affetti da ADHD, nei pazienti
schizofrenici è stata individuata una maggiore connettività fra le strutture all’interno
delle reti attive nello stato di riposo, che potrebbe determinare la mentalizzazione ec-
cessiva e l’allerta costante verso l’ambiente esterno tipiche di questi individui (Zhou
et al., 2007).
Nello specifico, anche la connettività fra il DMN e gli altri network appare maggiore
della norma, il che suggerisce una loro interdipendenza più alta. Questa osservazione
potrebbe indicare uno stato di distraibilità permanentemente aumentata dalle alluci-
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nazioni e dai deliri (Jafri et al., 2008). A riprova del coinvolgimento delle strutture del
DMN in questi fenomeni, è stata evidenziata una correlazione fra la loro gravità e l’en-
tità di una deattivazione in eccesso del MFG e del precuneo durante compiti cognitivi
(Garrity et al., 2007).
Risulta particolarmente interessante l’osservazione, in un gruppo di schizofrenici, di
indici di connettività significativamente più alti rispetto a soggetti sani non solo all’in-
terno del DMN e fra questo e altre reti, ma anche nel network task-positivo. Inoltre,
l’anti-correlazione fra i due sistemi si è presentata significativamente aumentata. Le
strutture coinvolte da questo fenomeno sono state, per quanto riguarda il DMN, so-
prattutto la MPFC dorsale, il giro temporale inferiore e le regioni parietali laterali. Il
network task-positivo, invece, ha mostrato maggiore attività nel PFC dorsale laterale
destro, nelle insule e nel giro orbito frontale. Gli Autori sostengono che anche l’au-
mento di anti correlazione fra le due reti potrebbe rappresentare un loro antagonismo
eccessivo, che probabilmente contribuisce all’eccesso di mentalizzazione e al deficit del
controllo attentivo tipici della schizofrenia. Sono state evidenziate anche anticorrelazio-
ni ridotte all’interno del DMN, fra la corteccia premotoria destra dorsale, il PCC e le
regioni parietali. Queste suggeriscono che la corteccia dorsale premotoria destra possa
mediare l’anticorrelazione fra i due network (Zhou et al., 2007).
Da tutti questi risultati emerge l’ipotesi che una rivalità eccessiva fra il network
task-positivo e il DMN sia accompagnata da cali ciclici nell’attenzione e da deficit nel-
l’esecuzione di attività rivolte a uno scopo. D’altro canto, una anticorrelazione minore
della norma sembra riflettere l’attività preponderante di uno dei due componenti, che
può portare alla disfunzione anche dell’altro.
Disturbi dell’umore
Nei pazienti affetti da disturbo depressivo maggiore l’attività del DMN durante com-
piti emozionali è risultata significativamente diversa da quella di soggetti di controllo
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(Grimm et al., 2008). È stato inoltre osservato che il cingolato subgeniale costituisce
in questa patologia una regione inclusa nel DMN, la cui attività appare direttamente
correlata alla lunghezza dell’episodio depressivo (Greicius et al., 2007). Come già ac-
cennato, si ipotizza che le regioni del DMN siano coinvolte nell’elaborazione di pensieri
rivolti a sé e al monitoraggio dell’ambiente esterno e interno. Queste attività sono ipe-
rattive nella depressione, soprattutto in forma di ruminazioni (Grimm et al., 2008) e
questi risultati sembrano confermarlo.
Anche la presenza di disturbo bipolare è stata associata con anomalie della connet-
tività nelle regioni prefrontali e limbiche del DMN (Liu et al., 2012). Una maggiore
attività del putamen si è inoltre rivelata in grado di distinguere questa patologia dal
disturbo depressivo maggiore (Ford et al., 2013).
Disturbi d’ansia
In individui con disturbi d’ansia si sono rilevate invece una deattivazione minore del
MPFC e una ridotta attività del PCC durante la presentazione di parole associate a
minaccia accompagnate da aumentati livelli di ansia (MPFC), elaborazioni emozionali
(PCC) (Zhao et al., 2007) e nel riconoscimento di volti neutri (Gentili et al., 2009; Danti
et al., 2010). In questi soggetti sono state anche evidenziate anomalie a livello di svariate
reti attive in stato di riposo, fra cui una ridotta connettività fra il PCC/precuneo e il
resto del DMN. È stato inoltre osservato un aumento della connettività di MPFC con
il resto della rete correlato alla gravità della patologia (Liao et al., 2010). Gli studi
sperimentali riguardanti questo gruppo di patologie appaiono tuttavia meno numerosi
rispetto a quelli riportati in precedenza.
30
Capitolo 4
L’indice di Hurst
Le tecniche di misura della connettività funzionale si pongono come obiettivo quello di
chiarire alcuni aspetti dell’attività neuronale ricercando la presenza di una interazione
lineare fra aree cerebrali. L’attività del cervello, tuttavia, costituisce un sistema com-
plesso il cui funzionamento globale non può essere derivato da quello delle sue parti
considerate singolarmente e neppure dallo studio di un numero limitato di esse.
È evidente infatti che il comportamento dell’organo e la sua attività nel tempo ri-
sultano dall’interazione fra cellule numerose e interconnesse che generano un segnale
variabile. Un’organizzazione di questo tipo prevede numerose ridondanze strutturali e
funzionali ed è spesso presente nei sistemi biologici, in quanto garantisce l’integrità glo-
bale del complesso anche in caso di eliminazione di singoli elementi che lo compongono.
Gli strumenti di indagine attualmente disponibili non sono in grado di formulare un
modello che riproduca esattamente il comportamento globale di questo tipo di sistemi,
ma la descrizione della loro struttura è possibile tramite strumenti appositi, mirati a
ricondurre a modelli matematici noti la sua attività osservata.
Data la ricorrenza nei sistemi biologici di organizzazioni assimilabili a modelli di tipo
frattale, questi sono stati applicati per descrivere l’andamento nel tempo del segnale
emodinamico cerebrale, misurato sia con metodi ottici che tramite fMRI (Herman et al.,
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2009). Questo approccio ha consentito il calcolo di alcuni suoi parametri, come l’indice
di Hurst, che rappresentano elementi misurabili di interesse ai fini della caratterizzazione
dell’attività neuronale.
4.1 Proprietà dei frattali
Un frattale è un oggetto definito come tale in base ad alcune sue proprietà geometriche
e matematiche (Falconer, 1990) come l’auto-somiglianza, l’obbedienza alla relazione di
scala a legge di potenza e l’invarianza di scala.
L’auto-somiglianza è una delle caratteristiche più peculiari dei frattali e rappresenta
la loro tendenza a ripetersi nella propria forma allo stesso modo su scale di misura
diverse. Dal punto di vista matematico, questa proprietà può essere espressa dalla
relazione di scala a legge di potenza:
q = ps (4.1)
Dove q è una misura quantitativa in scala s, p è un fattore di proporzionalità e  è un
numero negativo detto esponente di scala.
In base a questa equazione si può osservare come la misura di un parametro frattale
diminuisca al’aumentare della scala impiegata. Si immagini ad esempio di misurare
un oggetto il cui perimetro obbedisca alla relazione di scala a legge di potenza con
p = 2 e  = −2 con un righello di dimensione s1 = 1. In questo caso, risulterebbe
q1 = 2× 1−2 = 2. Se si decidesse di impiegare, invece un righello di dimensione s2 = 2,
l’equazione darebbe q2 = 2× 2−2 = 0, 5.
Assumendo di avere eseguito una serie di misurazioni e dunque di disporre di un’in-
sieme di valori di q e di p corrispondenti, per valutare la loro obbedienza alla relazione
di scala a legge di potenza è possibile determinare il valore di  come la pendenza del-
la retta di regressione lineare che più si avvicina alla loro distribuzione su un piano
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cartesiano in base logaritmica, come risulta dall’equazione derivata dalla precedente:
log q = log p+  log s (4.2)
I valori di q dei frattali detti esatti non si discostano da questa retta, mentre quelli
relativi ai fenomeni naturali sono di solito definiti statistici, in quanto le due parti
dell’equazione sono uguali soltanto per quanto riguarda la loro distribuzione.
L’invarianza di scala è un’altra proprietà dei frattali, espressione del fatto che il
rapporto fra due stime di q misurate in due scale diverse s1 e s2 dipende solamente dal
rapporto fra le scale s2/s1 e non dai valori assoluti di s1 e s2 secondo la relazione:
q2/q1 = ps

2/ps

1 = (s2/s1)
 (4.3)
Nell’esempio precedente, la relazione risulta: 0, 5/2 = 2× 2−2/2× 1−2 = (2/1)−2
Per i frattali esatti, s2/s1 è una variabile discreta, mentre per quelli statistici può
cambiare in modo continuo mantenendo però valida l’equazione. In questo ultimo caso,
come nel precedente, le due parti dell’equazione sono uguali solo nella loro distribuzione.
È evidente che, per i frattali naturali, la proprietà dell’invarianza di scala vale solo in
un campo ristretto di valori, in quanto al di sotto di una certa soglia viene raggiunta
la dimensione degli elementi strutturali più piccoli.
4.2 Analisi frattale e coefficiente H
L’analisi frattale è un insieme di strumenti matematici che permettono di ricercare
nella serie temporale di un segnale l’obbedienza alle leggi matematiche sopra descritte,
permettendo dunque l’utilizzo di indici frattali come l’indice di Hurst per definirne
alcune proprietà.
Il calcolo di questo indice presenta il vantaggio di poter essere svolto senza ideare
33
4. L’indice di Hurst
alcun modello che stimi le interazioni fisiologiche delle componenti del sistema e si basa
sull’osservazione che i segnali fisiologici seguono un andamento nel tempo che può essere
descritto con un processo detto moto Browniano frazionario (fBm) (Eke et al., 2000).
Un segnale fBm può essere considerato auto-somigliante, in quanto il suo segmento
campionato xi,n di lunghezza n ha la stessa distribuzione di un segmento più lungo xi,sn
di lunghezza sn riscalato, cioè moltiplicato per s−H . Questo significa che ogni misura
statistica mn di una serie temporale fBm di lunghezza n è proporzionale a nH secondo
la relazione già citata:
xi,n = ds
−Hxi,snmn = dpnH (4.4)
Da cui deriva:
logmn = dlogp+Hlogn (4.5)
Dove H è detto coefficiente di Hurst e rappresenta l’indice di scala di questo tipo di
frattale e p è un fattore di proporzionalità.
H ha un significato particolare all’interno di un modello che descrive l’andamento di
un segnale fBm nel tempo. Si tratta di un numero compreso fra 0 e 1 che descrive la ten-
denza relativa della serie temporale di regredire verso la sua media o di spostarsi in una
direzione. Data una serie di valori fino a un istante, quindi, un valore di 0 < H < 0, 5
indica un’alta probabilità che la serie prosegua con un andamento opposto rispetto a
quello precedente. In questo caso, ad esempio, un valore alto sarà probabilmente seguito
da un valore basso e viceversa, con una persistenza di questa tendenza all’inversione nel
futuro. A un indice 0, 5 < H < 1 corrisponde al contrario una probabile prosecuzione
della serie nella stessa direzione. Un valore alto sarà quindi probabilmente seguito da
un altro valore alto e anche i valori nel futuro saranno probabilmente alti. Un valore
di H = 0, 5 invece può indicare una serie completamente non correlata, ma corrisponde
anche a serie per cui le correlazioni fra i dati possono essere positive o negative solo in
piccoli intervalli temporali.
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Dal punto di vista metodologico, esistono diverse operazioni matematiche che pos-
sono essere effettuate per individuare l’indice di Hurst di una serie temporale auto-
somigliante. La scelta di quali utilizzare dipende soprattutto dal tipo di segnale e dal
suo dominio. Grazie al metodo power spectral density (PSD) (Eke et al., 2000), per
esempio, Herman et al. hanno calcolato l’indice di Hurst dalle serie temporali del se-
gnale emodinamico spontaneo a riposo nel cervello di ratto. Questo si è rivelato in
grado di permettere la distinzione fra il flusso ematico capillare (parenchimale) e quel-
lo dei piccoli vasi (Herman et al., 2009). Inoltre, i valori di H in regioni di sostanza
bianca e grigia sono risultati diversi in soggetti umani e sono stati in grado di rivelare
l’irrigidimento della vascolarizzazione cerebrale legato a età e sesso (Eke et al., 2005).
Questi risultati hanno portato a formulare l’ipotesi che gli indici frattali calcolati
sulla base dell’andamento di alcuni rilievi dell’attività cerebrale siano in grado di fornire
indicazioni su alcune caratteristiche di interesse altrimenti non misurabili. In condizioni
fisiologiche, infatti, gli indici di Hurst delle serie temporali del segnale emodinamico
cerebrale presentano solitamente un intervallo ristretto di valori (Herman et al., 2009).
Valori diH troppo discostati dalla norma potrebbero quindi rappresentare una maggiore
instabilità del sistema e dunque la presenza di una patologia o della progressione verso
di essa.
4.3 Razionale dello studio
Alla luce della necessità di approfondire lo studio dei correlati neurologici funzionali
dei disturbi mentali, nel presente lavoro si è scelto di esaminare la dimensione di ansia
sociale in stato di riposo ricercando la sua associazione con alterazioni misurabili del
DMN e dell’indice di Hurst. Per questo sono state scelte due metodiche di analisi. In
primo luogo si è scelto di valutare la connettività funzionale fra le strutture del DMN
e il resto del cervello per ogni soggetto e di valutarne la relazione con i livelli di ansia
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sociale misurati con la scala Liebowitz alla ricerca di una correlazione fra i due indici di
patologia. In secondo luogo è stato deciso di applicare alle serie temporali del segnale
BOLD dei partecipanti una tecnica di calcolo dell’indice di Hurst. Anche i valori di H
così ottenuti sono stati correlati con i punteggi della medesima scala psicometrica. Le
due analisi illustrate hanno fini complementari: la prima è volta ad esplorare variazioni
della connettività fra aree distanti, mentre la seconda è in grado di fornire informazioni
sulle differenze dell’attività nelle singole regioni nel tempo.
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Materiali e metodi
In questo capitolo verranno approfonditi il processo di acquisizione delle immagini, la
loro elaborazione iniziale e i passaggi che hanno permesso di valutare la connettività
fra le strutture componenti il DMN e di eseguire il calcolo dell’indice di Hurst per le
serie temporali del segnale registrato.
Tutte le operazioni sono state eseguite con i programmi del pacchetto software AFNI
(http://afni.nimh.nih.gov), salvo dove diversamente indicato.
5.1 Partecipanti
Trentasei volontari sani (16 di sesso femminile, età media±deviazione standard: 27± 4
anni) sono stati reclutati per lo studio. Tutti sono andati incontro a una anamnesi
clinica, a un esame obiettivo e a test ematochimici di routine. Non assumevano inoltre
farmaci al momento dell’acquisizione delle immagini e non avevano storia di patologie
mediche, neurologiche o psichiatriche che avrebbero potuto influenzare la loro funzione
cerebrale.
I partecipanti hanno dato il loro consenso in forma scritta dopo essere stati informati
dei metodi dell’esperimento e dei suoi rischi potenziali. Hanno comunque mantenuto il
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diritto di ritirarlo in qualunque momento dello studio. Il protocollo è stato approvato dal
comitato etico della Facoltà di Medicina dell’Università di Pisa (Protocollo n. 020850).
5.2 Scala psicometrica
In questo studio il test psicometrico utilizzato è stato la scala Liebowitz dell’ansia
sociale (LSAS). La LSAS è uno strumento progettato per valutare il grado di ansia
sociale misurando paura ed evitamento in situazioni di interazione e performance sociale
(Liebowitz, 1993). In particolare, è stata impiegata la versione auto-somministrata
della scala (LSAS-SR), che ha dimostrato di presentare solo minime differenze rispetto
a quella compilata durante colloquio specialistico (Fresco et al., 2001). Questo test è
stato incluso come allegato al termine del presente lavoro.
5.3 Acquisizione FMRI
Per ogni sessione di fMRI è stata ottenuta una serie temporale, in cui l’intero volume
cerebrale è stato acquisito 450 volte in forma di 26 fette contigue spesse 4 mm (TR =
2000 ms, TE = 40 ms, flip angle 90◦, FOV = 24 cm, risoluzione = 64x64 pixels) in
sequenza echo-planar imaging (EPI).
Sono state inoltre ottenute per ogni soggetto immagini anatomiche ad alta risolu-
zione T1-pesate in sequenza spoiled gradient recall.
I soggetti sono stati invitati a rimanere sdraiati nello scanner con gli occhi chiusi e
a rilassarsi senza addormentarsi.
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5.4 Analisi dei dati
5.4.1 Preprocessing
L’apparecchio impiegato acquisisce il volume cerebrale a fette alterne, in modo da ri-
durre il rumore prodotto dall’attivazione di un voxel di una fetta su quelli delle fette
contigue. È stato dunque necessario riallineare dal punto di vista spaziale e temporale
le acquisizioni di ogni soggetto, utilizzando i programmi 3dvolreg e 3dTshift, in grado
di ricostruire per ogni voxel una serie temporalmente esatta.
5.4.2 Analisi di connettività
La prima operazione eseguita per ridurre il rumore delle acquisizioni è stata quella di
scegliere un valore c al di sotto del quale ogni voxel potesse essere considerato vuoto.
Questa operazione è stata svolta in modo automatico tramite il programma cliplevel.
Il valore di ogni voxel in ogni istante temporale è stato poi normalizzato secondo la
formula:
(a−m)(a− c)/m (5.1)
Dove a è il valore rilevato del voxel, m è la media dei valori di quel voxel in ogni
momento temporale e c è il valore generato dal programma cliplevel.
Sono poi stati applicati un filtro passa alto (frequenza = 0,01), uno passa basso
(frequenza = 0,10) e uno smoothing gaussiano con larghezza a metà altezza (fwhm) di
6, rispettivamente grazie ai programmi 3dFourier e 3dmerge.
Per eliminare gli artefatti dovuti al movimento del paziente nello scanner, è stata
eseguita una regressione lineare tramite il programma 3dDeconvolve comprendente 6
regressori in grado di descrivere i movimenti della testa nello spazio possibili partendo
da un file automaticamente generato dall’allineamento delle fette nello spazio. Grazie
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a questa procedura, è stato possibile generare una mappa che comprendesse tutti i tipi
di rumore dovuti allo spostamento del soggetto.
In modo da escludere anche il rumore generato dai fenomeni fisiologici, come la
respirazione e il battito cardiaco, sono state create una seed region nello splenio del
corpo calloso e una nel terzo ventricolo. L’attività rilevata in queste regioni è stata
considerata completamente artefattuale ed è stata unita a quella dovuta ai movimenti
del paziente con il software 3dSynthesize, in modo da creare un dataset di solo rumore.
I valori di ogni voxel di questo sono stati infine sottratti algebricamente da quelli totali,
con il programma 3dCalc.
I dati risultanti sono poi stati convertiti nello spazio anatomico standardizzato Ta-
lairach (Talairach e Tournoux, 1988) grazie al software adwarp, in modo da permettere
il confronto con altri studi e l’identificazione delle aree cerebrali tramite l’atlante di
riferimento.
A questo punto è stato possibile definire le aree di interesse e procedere alla valu-
tazione della connettività funzionale fra di esse e il resto del cervello. In particolare,
le aree selezionate sono state quattro componenti principali del DMN: la corteccia me-
diale prefrontale (MCC), la corteccia cingolata posteriore (PCC) e il lobulo parietale
inferiore destro e sinistro (IPL).
Per valutare la presenza di connettività fra le varie regioni, è stata eseguita un’analisi
di correlazione fra i valori delle serie temporali acquisite e quelle del resto del volume
cerebrale con il programma 3dfim+, correggendo per la reciproca influenza delle 4 ROI.
I valori dei coefficienti di correlazione delle mappe risultanti sono stati convertiti in
una distribuzione normale tramite la trasformata di Fisher e utilizzati per l’analisi di
gruppo.
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5.4.3 Calcolo dell’indice di Hurst
Per il calcolo dell’indice di Hurst, l’eliminazione del rumore dovuto al movimento dei
partecipanti tramite il programma 3dDeconvolver è stata la prima operazione eseguita,
con le stesse modalità di quanto già descritto in precedenza.
Come osservato da Maxim (Maxim et al., 2005), il rumore della fMRI dopo questa
elaborazione si può descrivere come frazionale gaussiano (fGn). Dato che questo tipo
di segnale può essere considerato come l’incremento stazionario di un moto Browniano
frazionato, è stato ottenuto quest’ultimo integrando le serie temporali di ogni voxel
corrette per il movimento e sottoposte a detrending lineare. L’indice di Hurst è stato
poi stimato usando un approccio detto discreto di secondo ordine (Elsevier, 1997),
implementato dalla funzione wfbmesti disponibile in Matlab (MathWorks Inc., Natick,
MA, 2000).
5.4.4 Analisi di gruppo
Per confrontare i dati funzionali ottenuti ai punteggi dei partecipanti sulla scala Liebo-
witz sono stati utilizzati due metodi.
Il primo è stato l’esecuzione di un’analisi di regressione lineare tramite il software
3dRegAna per valutare se l’incremento del coefficiente di correlazione r e dell’indice di
Hurst fossero associati in alcune aree cerebrali a valori più elevati ottenuti nella scala
psicometrica. Il punteggio di LSAS è stato dunque testato come variabile indipendente
(predittore) per stimare H e r (criterio).
Il secondo procedimento è stato individuare i soggetti con un punteggio di LSAS
≥ 30, un valore considerato indicativo di una diagnosi di fobia sociale con un’accuratezza
del 93,9% (Rytwinski et al., 2009). Questi 12 soggetti sono stati confrontati con i 12
che avevano ottenuto i punteggi minori sulla scala tramite un t test per testare l’ipotesi
zero di distribuzione casuale dei parametri funzionali fra i due gruppi.
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Le aree individuate dall’analisi finale, infine, sono state sottoposte ad una correzione
finale per controllare per confronti multipli. In modo da avere una stima attendibile del
numero minimo di voxel da considerare come costituenti un unico cluster significativo,
è stata eseguita una simulazione a 10000 permutazioni con il programma 3dClustSim.
È stata presa in considerazione una soglia di significatività dell’analisi di gruppo di
p≤ 0.01 e la simulazione ha riportato come dimensioni di cluster rappresentanti un
valido cut-off (p = 0.05) 1728 per l’analisi di connettività e 494 per il calcolo dell’indice
di Hurst. La differenza fra le due simulazioni è dovuta al diverso pre-processing delle
immagini.
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Risultati
6.1 Scala Liebowitz
Nel nostro campione, il punteggio di LSAS è stato in media di 23, 58± 6.85 (deviazione
standard). In particolare, 12 dei 26 soggetti avevano un punteggio maggiore o uguale
al cut-off di 30.
6.2 Analisi di gruppo
In questa sezione verranno esposti i risultati delle analisi di gruppo. Saranno dunque
elencati i cluster di dimensioni significative (p ≤ 0, 05) in cui le analisi hanno dato
risultati (p ≤ 0, 01). In particolare, per ogni cluster verranno indicate le coordinate
in spazio Talairach (Talairach e Tournoux, 1988) del centro di massa e del picco di
attivazione, le regioni e l’emisfero di appartenenza, lo Z score e, nel caso dell’analisi di
connettività, il coefficiente r di Pearson.
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6.2.1 Connettività funzionale
L’analisi ha mostrato che nell’insula è presente un cluster in cui è stata individuata
una correlazione positiva (p ≤ 0, 01) fra il coefficiente di connettività funzionale r e i
risultati della scala Liebowitz (Tabella 6.1).
Centro di massa Picco Volume Regione Emisfero R Z
X Y Z X Y Z
33,2 -34,1 13,9 32 -31 16 1758 Insula R 0,55 -3,5
Tabella 6.1: Cluster con regressione lineare fra r e LSAS significativa
Il cluster individuato è illustrato in Figura 6-1.
Figura 6-1: Localizzazione cluster con regressione fra r e LSAS significativa
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La media dei valori di r dei voxel all’interno del cluster (asse orizzontale) e il pun-
teggio di LSAS (asse verticale) di ognuno dei soggetti sono presentati sotto forma di
grafico in Figura 6-2 insieme alla loro retta di regressione (in rosso).
Figura 6-2: Valori cluster con regressione fra r e LSAS significativa
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Per quanto riguarda il t test, è stata individuata una connettività funzionale signifi-
cativamente minore (p ≤ 0, 01) negli individui con LSAS ≥ 30 fra il DMN e il cingolato
posteriore, l’insula, il precuneo e il lobulo parietale inferiore (Tabella 6.2).
Centro di massa Picco Volume Regione Emisfero Z
X Y Z X Y Z
-14 -80,2 16,9 -11 -89 15 4624 PCC L -0,36
36,8 -31,1 16,3 40 -35 16 2467 Insula R -0,28
22,6 -51,1 53,4 23 -48 57 2430 Precuneo R -0,32
-50,3 -25,9 26 -57 -29 12 1862 IPL L 0,28
Tabella 6.2: Cluster con t-test su r significativo
I cluster individuati sono illustrati in Figura 6-3 a pagina 47.
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Figura 6-3: Localizzazione cluster con t-test su r significativo
47
6. Risultati
La media dei valori di r dei voxel all’interno del cluster (asse orizzontale) e il pun-
teggio di LSAS (asse verticale) di ognuno dei soggetti sono presentati sotto forma di
grafico in Figura 6-4 insieme alla loro retta di regressione (in rosso).
Figura 6-4: Valori cluster con t-test su r significativo
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6.2.2 Indice di Hurst
I cluster di dimensione superiore al cut-off (494) in cui si è rivelata significativa (p ≤ 0, 01)
l’analisi di regressione fra l’indice di Hurst e i risultati della scala Liebowitz si trovano
a livello del precuneo, della PCC e del SPL (Tabella 6.3).
Centro di massa Picco Volume Regione Emisfero R Z
X Y Z X Y Z
23,7 -50,4 9,7 24 -51 9 851 Precuneo R 0,7 4,75
-25 -54,6 59 -24 -54 59 820 SPL L 0,65 4,33
-24,1 -58,7 37 -24 -61 38 629 Precuneo L 0,6 3,876
-15,3 -67,5 27 16 -74 31 521 Precuneo R 0,55 4,10
Tabella 6.3: Cluster con regressione fra H e LSAS significativa
I cluster individuati sono illustrati in 6-5 a pagina 50.
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Figura 6-5: Localizzazione cluster con regressione fra H e LSAS significativa
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6. Risultati
La media dei valori di H dei voxel all’interno del cluster (asse orizzontale) e il
punteggio di LSAS (asse verticale) di ognuno dei soggetti sono presentati sotto forma
di grafico in Figura 6-6 insieme alla loro retta di regressione (in rosso).
Figura 6-6: Valori cluster con regressione fra H e LSAS significativa
Per quanto riguarda il t test, questo non ha dato risultati significativi.
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Discussione
7.1 Connettività funzionale
La connettività del DMN con l’insula dei partecipanti ha mostrato di essere correlata
negativamente con i loro punteggi sulla scala LSAS. Questo risultato non è sorprendente:
la corteccia insulare ha mostrato a più riprese un’attività anomala nella fobia sociale
e, in generale, nei disturbi d’ansia. Questa struttura sembra infatti essere un sito
di elaborazione delle percezioni estero- ed enterocettive, coinvolta in particolare nella
valutazione del rischio che queste pongono per l’organismo e nel coordinamento di una
risposta visceromotoria per farvi fronte.
L’enterocezione, definita come la percezione costante della condizione dell’intero cor-
po, ha origine da afferenti primari di piccolo diametro che convogliano segnali ai nuclei
della sostanza reticolare, al talamo e alla corteccia posteriore e anteriore dell’insula, la
quale riceve anche afferenze esterocettive dalle aree sensoriali (Craig, 2002). Il ruolo di
primo piano della corteccia insulare nell’abbinare le percezioni al loro correlato emotivo
è dovuto alle sue connessioni bidirezionali sia verso l’amigdala che verso il nucleus ac-
cumbens (Reynolds e Zahm, 2005) e la corteccia orbitofrontale (Öngür e Price, 2000).
Siccome i neuroni dell’amigdala possono adattare la loro risposta per dare valore posi-
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tivo o negativo a uno stimolo (Paton et al., 2006), l’insula è posizionata in modo ideale
per ricevere informazioni sul significato di una percezione e integrarle con l’effetto che
potrebbe avere sullo stato corporeo, innescando poi una risposta vegetativa all’eventuale
pericolo. Inoltre l’informazione, dopo essere stata ricevuta dall’insula posteriore, viene
inviata a quella anteriore che la ritrasmette alla corteccia cingolata anteriore, la quale
può facilitare l’allocazione di risorse attentive per far fronte a un’eventuale situazione
di emergenza (Carter et al., 1999).
Questo meccanismo sembra essere coinvolto in numerose risposte alla percezione,
in individui sia sani che affetti da disturbi d’ansia. Anche in assenza di patologia,
per esempio, l’anticipazione o la percezione di stimoli avversi è in grado di attivare
l’insula (Paulus et al., 2003; Nitschke et al., 2006), così come l’elaborazione cognitiva
delle espressioni facciali, soprattutto quelle esprimenti paura o disgusto (Paulus e Stein,
2006). Già nei soggetti timidi, tuttavia, questa area corticale presenta un’attivazione
aumentata in risposta a volti non solo arrabbiati e disgustati, ma anche felici e spaven-
tati (Beaton et al., 2010). Pazienti affetti da fobia sociale, invece, mostrano una forte
iperattivazione dell’insula (Straube et al., 2004; Amir et al., 2005; Gentili et al., 2008;
Wright et al., 2003) e un aumento della sua connettività con l’amigdala (Danti et al.,
2010) durante il riconoscimento di volti anche neutrali. Individui affetti da altri distur-
bi d’ansia, inoltre, presentano un’attività della corteccia insulare aumentata durante il
processamento emotivo (Stein et al., 2007) e nei soggetti con fobia specifica l’induzione
dei sintomi ha dato un aumento del flusso cerebrale in questa regione (Rauch et al.,
1997). Questo eccesso di attività trova un suo riscontro anche dal punto di vista recet-
toriale, in quanto in soggetti affetti da disturbo da panico è stata rilevata una minore
espressione del recettore inibitorio GABAA a livello dell’insula (Malizia et al., 1998).
In seguito a terapia ansiolitica, questi fenomeni sembrano regredire: in pazienti
con disturbo d’ansia generalizzato, infatti, si è osservata una riduzione dell’attivazione
dell’insula in modo dose dipendente dopo l’attenuazione dei sintomi tramite terapia con
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citalopram (Hoehn-Saric et al., 2004) e lorazepam (Paulus et al., 2005).
Nel presente studio, il rilievo di un’attività desincronizzata fra insula e DMN a riposo
potrebbe essere indice di uno stato di allarme in grado di sfuggire ai normali meccanismi
di controllo dell’attività cerebrale. L’insula, infatti, potrebbe presentare una frequenza
di scarica autonoma, svincolata dalle oscillazioni delle altre reti cerebrali attive a riposo,
generando una predisposizione a sviluppare ansia e preoccupazione con più facilità in
risposta a stimoli sociali, come volti e sguardi, ed enterocettivi. Questa ipotesi trova una
corrispondenza nel caratteristico vissuto del disturbo, che viene solitamente descritto
come innescato da qualunque elemento sociale (esterocettivo) generante disagio e ansia
(enterocettivi), i quali vengono a loro volta nuovamente percepiti e amplificati.
Eseguendo un confronto tramite t-test fra i 12 soggetti con LSAS superiore a 30 e i
12 con il punteggio minore, sono state ritrovate differenze significative della connettività
del DMN con precuneo, PCC, IPL e insula. Il precuneo e la PCC, come è già stato
accennato, sono aree di primaria importanza nel DMN e sono coinvolte nei fenomeni
attentivi e nell’elaborazione del pensiero auto-riferito (Gusnard et al., 2001; Eichele
et al., 2008). Anche IPL ha un ruolo nel mantenimento e nella selettività dell’attenzio-
ne (Coull et al., 1996; Shomstein, 2012), consentendo l’impiego di risorse mentali per le
operazioni inerenti un compito volontario rispetto a quelle considerate irrilevanti (Fink
et al., 1996; Hopfinger et al., 2000; Downar et al., 2001). Il rilievo di una sincronia mi-
nore fra le oscillazioni di queste aree e quelle del resto del DMN potrebbe indicare una
loro sottrazione alla normale attività oscillatoria globale propria dello stato di riposo,
dunque una loro maggiore autonomia e reattività ad altri tipi di stimoli. Ciò potrebbe
portare i soggetti con LSAS elevato ad assegnare una maggior quota di attenzione sia
alle percezioni enterocettive sia alle proprie elaborazioni cognitive egodistoniche (bias
attenzionale). Queste ultime, nell’ambito dei disturbi d’ansia, si presentano spesso co-
me ruminazioni amplificanti la sensazione avvertita di disagio e facilitano l’insorgenza
di ansia anticipatoria ed evitamento. Alla luce di quanto illustrato in precedenza sul-
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l’alterata attività della corteccia dell’insula in questi partecipanti, peraltro confermata
anche dal t test, si può intuire come questa e il precuneo/PCC potrebbero interagire
in modo sinergico nella determinare le caratteristiche del disturbo. Gli aspetti clinici
della fobia sociale potrebbero infatti essere almeno in parte dovuti a un circolo vizio-
so in cui uno stimolo sociale innocuo innesca una percezione di rischio e un correlato
visceromotorio spiacevole abnormi (insula), ai quali viene attribuita sempre crescente
attenzione (precuneo e PCC), portando alla loro amplificazione.
7.2 Indice di Hurst
È stata rilevata una correlazione positiva fra l’indice di Hurst e i punteggi sulla scala
LSAS dei soggetti a livello di SPL e precuneo. Come già osservato, si ritiene che a
ogni specifica area corticale corrisponda, in condizioni fisiologiche, un indice di Hurst
variabile entro un certo intervallo e che il riscontro di valori che si discostano da quelli
usuali indichi un’alterazione della predicibilità dell’attività regionale.
SPL è un’area coinvolta nei fenomeni attentivi e rappresenta anche un sito di in-
tegrazione degli stimoli tattili e visivi (Shomstein, 2012). Tutte le regioni che sono
state individuate tramite l’analisi di regressione, dunque, sono coinvolte nel controllo
dell’attenzione, sia per quanto riguarda quella rivolta all’attività cognitiva autoriferita
che quella rivolta agli stimoli esterocettivi. L’aumento di H in queste sedi potrebbe
riflettere una loro maggiore rigidità nell’adattarsi agli impulsi provenienti da altre aree
corticali.
Questa ipotesi presenta in effetti un riscontro nelle caratteristiche della patologia.
Quando il tratto di ansia sociale è basso, il precuneo, SPL e PCC potrebbero essere
più disponibili a variare il proprio input, rendendo la propria attività meno predicibile.
In questo modo, il soggetto potrebbe prendere in esame l’informazione enterocettiva ed
esterocettiva in maniera più libera, potendo in ogni momento variare il quantitativo di
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attenzione assegnato all’una o all’altra attività.
Un soggetto con elevata fobia sociale, invece, potrebbe avere un equilibrio attentivo
sbilanciato a favore del pensiero autoriferito (Clark e McManus, 2002) ed eccessiva-
mente stabilizzato in tal senso. Questa rigidità nell’allocazione della propria attenzione
potrebbe anche rendere conto di uno degli aspetti più caratteristici della patologia: l’in-
capacità di considerare stimoli esterni che potrebbero smentire il giudizio del paziente
riguardo alle proprie abilità sociali. La mancata possibilità di ridirigere le proprie risor-
se cognitive verso altre attività potrebbe inoltre favorire l’insorgere e il mantenimento
delle ruminazioni.
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Conclusione
La ricerca di correlati psicobiologici delle malattie mentali offre un gran numero di
prospettive per lo sviluppo della scienza medica. In particolare, gli indici misurabili
di patologia individuati potrebbero essere impiegati in futuro per chiarire i meccanismi
fisiopatologici dei disturbi psichiatrici, per facilitarne diagnosi e valutazione prognostica
e per misurare l’efficacia dei loro specifici trattamenti.
Per quanto riguarda il presente studio, le correlazioni lineari individuate fra i para-
metri funzionali indagati e i punteggi di LSAS dei soggetti forniscono una nuova base
biologica a un’osservazione che era stata già formulata in ambito psicologico, clinico e
psicometrico: l’ansia sociale si comporta come una dimensione estesa su un continuum
che va dalla normale timidezza alla patologia.
I 12 soggetti con valori della scala Liebowitz al di sopra del cut-off utilizzato per lo
screening della fobia sociale, inoltre, hanno presentato significative differenze in diverse
aree cerebrali sia per quanto riguarda la connettività funzionale del DMN che per quanto
riguarda l’indice di Hurst.
Studi futuri potranno allargare la valutazione dell’ansia sociale fino alla patologia
franca e confermare i risultati anche in pazienti con diagnosi clinica di fobia sociale.
In base ai dati presentati in questo lavoro, in ogni caso, appare probabile che possano
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essere ritrovate anche in questo gruppo di soggetti differenze simili a quelle riscontrate
negli individui con valori di LSAS superiori al cut-off di 30.
Il fatto che questi risultati siano stati ottenuti a riposo, dunque in assenza di qua-
lunque stimolo sociale, è infine di particolare interesse. Questo potrebbe indicare che
l’ansia sociale è una dimensione di tratto in grado di modificare l’attività cerebrale a
riposo così come la predisposizione a valutare le percezioni in un modo piuttosto che
in un altro. In effetti sembra comunque ragionevole assumere che il modo in cui un
individuo reagisce agli stimoli sociali ed effettua le elaborazioni cognitive conseguenti
derivi almeno in parte dai suoi tratti di personalità e psicologici.
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Figura 8-1: Allegato: Scala Liebowitz per l’ansia sociale (1)
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Figura 8-2: Allegato: Scala Liebowitz per l’ansia sociale (2)
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