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Abstract
Aqueous-phase heterogeneous catalysis has many applications, including biomass reforming, Fischer-Tropsch synthesis, and electrocatalysis. Formulation of accurate kinetic models for
these systems is necessary not only to gain mechanistic understanding but also to have quantitative
prediction of the activity and selectivity under reaction conditions. However, the molecular modeling
of the solid-liquid interfaces, especially the adsorption and the surface intermediate reaction, which
are important steps in aqueous phase heterogeneous catalysis, are still under development. In order
to better understand these systems, in this work, we developed novel mathematical and molecular
methods to study the catalytic adsorption and the surface adsorbate solvation free energies at the
liquid-Pt(111) interface.
The molecular modeling of the adsorption at the liquid-solid interface is challenging because
the pathway of how molecules approach and stick to the catalytic surface with the presence of the
solvent is less studied. Most previous work applied gas phase adsorption theory to the liquid phase,
which did not capture the solvent influence. The method we developed in this work combined both
molecular dynamics (MD) simulation and the random walk model, to simulate a methanol solute
di↵using in the water solvent and adsorbing to the Pt(111) catalytic surface. The presence of water
solvent a↵ected the di↵usion of the methanol that led to a di↵erent adsorption phenomenon than
in the gas phase due to ever-changing water configurations. The molecular dynamics simulation
was first carried out to track the motions of the methanol molecule, and then a Continuous-Time
Random-Walk mathematical model was used to model its trajectory, where di↵erent di↵usion and
adsorption states were extracted from the model. The sticking coefficient which represents the
fraction of impinging molecules that stick to the surface was calculated from the model and can
serve as an important property in future kinetics models.
Calculating the solvation free energies of catalytic adsorbates at the liquid-solid interface
ii

is also challenging because of both the many configurations of the liquid solvent and the energy
accuracy due to bond breaking and forming need to be considered. Most previous studies used
implicit solvation or ice to represent the solvent molecules which cannot capture the dynamics of the
solvent-adsorbates interaction. In this work, we developed a multiscale sampling (MSS) method to
calculate the surface adsorbate solvation free energy which combined the density functional theory
(DFT) and the molecular dynamics simulation. This method not only captured the more accurate
energy from quantum simulation but also the configurational dynamics of the solvent to obtain
the entropy. We compared our methods with the implicit solvation and the results indicated that
explicit quantum-based methods are needed when adsorbates form chemical bonds and/or strong
hydrogen bonds with the solvent. We also investigated the energetic and entropic contributions
to the solvation free energy. We found that adsorbates that exhibit strong energies also exhibit
strong and negative entropies, and we attributed this relationship to hydrogen bonding between the
adsorbates and the solvent molecules, which provides a large energetic contribution but reduces the
overall mobility of the solvent.
The calculation of adsorbate solvation free energies using the MSS method requires multiple
steps and also considerable amount of time due to the presence of explicit solvent molecules when
calculating the DFT energies. This limits our ability to study more adsorbates and learn the essential
factors that influence the solvation free energy. To solve this problem, we developed a pipeline
which automates the simulation procedure and allows us to collect more data including 90 reactive
intermediates of methane, methanol, C2 and glycerol decomposition. With this data set, we find
a linear relationship between the DFT calculated energy and the MD calculated entropy, and the
time-consuming energy calculation can be estimated from the entropy so that the solvation free
energy can be evaluated just from entropy. Another way to bypass the tedious calculation of the
DFT energy is to study the structure-property relationship, where the structure of the simulated
model is used to predict the energy property. For this work, we implemented the machine learning
method and applied Coulomb Matrix and Bag of Bond descriptors and obtained initial results.
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Chapter 1

Introduction
1.1

Motivation
Aqueous phase heterogeneous catalysis, e.g., where the catalyst is a transition metal surface

and the reaction is carried out in liquid H2 O, is of interest for at least three reasons: 1) widespread
interest into the aqueous phase reforming (APR) of biomass derivatives [130, 23, 27, 106, 22, 26, 165,
80, 32, 66, 65], which utilizes aqueous phase heterogeneous catalysis, 2) tightening of environmental
hazard regulations, which are moving toward “greener” solvents and low temperature processing
[127, 42, 147], and 3) increasing reports of the significance of the roles of water on catalytic activity
[82, 83]. We are interested in aqueous phase heterogeneous catalysis because we would like to
understand the ways in which the water environment influences catalytic phenomena.
The drive to understand the roles of water is motivated, at least in part, by catalyst design.
Theoretically, a unique catalyst that optimizes activity and selectivity (and minimizes cost) exists for
every possible chemical reaction. To design such a catalyst requires understanding, in molecular-level
detail, the chemistry that occurs as reactants are catalytically converted to products. Computational
studies have found that water plays an important role in many reactions like catalytic oxidations and
Fischer-Tropsch synthesis [28]. However, most previous studies use simulation models that neglect
the environment of the solvent due to the difficulty of considering both the accuracy and the cost at
the same time. This results in limited prediction of the thermodynamic and kinetic properties. In
this dissertation, we developed novel methods, multiscale sampling (MSS), to improve the modeling
procedures in aqueous phase catalysis that specifically focus on solvation free energy and surface
1

adsorption. We then applied linear scaling relationship and machine learning methods to address
the time challenges when calculating free energies using MSS method.

1.2

Roles of Water in Aqueous Phase Catalysis
It is important to understand how water a↵ects the catalytic surface reactions and adsorp-

tions if we want to develop improved simulation models. In this dissertation, we focus on the roles
of water that are influenced by the structure of water at the Pt(111) catalyst interface.

1.2.1

Hydrogen Bonding With Catalyst Surface Intermediates
Water solvent can form hydrogen bond with the catalyst surface intermediates. Hydrogen

bonding influences the adsorption of certain species. For example, water influences both the binding
geometry and energy of acetone on Ru(0001). Whereas in gas phase, acetone binds iso-energetically
in two di↵erent configurations (with adsorption energies of -0.47 eV), in the presence of a H2 O
molecule, one structure is energetically preferable (by 0.18 eV) due to the formation of a hydrogen
bond with water [107]. Similar stabilization has been found for C3 H7 O* [11], CH3 OH* [55, 54, 64],
CH2 OH* [11], CH3 O* [64], H2 COOH* [64], HCOOH* [64], HCOO* [64], CH2 O2* [54], NH2* [150],
and OH* [119] on various metal (111) and (211) surfaces. Okamoto et al. found that the energies
of most of the steps along the methanol dehydrogenation pathway (i.e., CH3 OH* + 4*

!

CO* + 4H*) are a↵ected by interactions with water, with the energy of the CO* + 4H* product
being 0.7 eV less exothermic in water than in gas phase [122]. Those authors attributed the 0.7 eV
energy di↵erence to a loss of hydrogen bonds along the dehydrogenation pathway. Interestingly,
interactions with water were found to have a destabilizing e↵ect on H*, OH*, and O* on an electrified
Pt(332) surface [71]. In contrast, no stabilization or destabilization e↵ect was observed for O* on
non-electrified Pt(111) [119]. Our previous results suggest that H2 O hydrogen bonds with O* on
Ag3 Pd(111) and increases the adsorption energy of O* by 0.25 eV [33]. We have also found that
H2 O forms hydrogen bonds with CO* but that it has a negligible e↵ect on its adsorption energy
[11]. Interestingly, ATR-IR studies indicate that H2 O enhances the polarization of CO* on a Pt
catalyst, causing a shift in the CO stretch (from 2065 cm

1

in gas phase to 2015 cm

1

in aqueous

phase) along with a fourfold increase in the IR intensity [35]. Density functional theory (DFT)
calculations suggest that this red shift is due to increased ⇡ back-donation from the Pt surface to
2

CO* [39]. The increase in polarization could explain why CO* forms hydrogen bonds with H2 O, but
it is unclear why interactions with H2 O have no influence on the CO* adsorption energy. In contrast,
the binding energies of CO* [4] and O2* [97, 4] have been found to be enhanced by water on Au and
AuCu nanoparticles. Multiple papers from the Neurock group indicate that the adsorption energies
of charged species (specifically, acetate, OH, H, CH2 OH and CHx O ) are enhanced by hydrogen
bonding [31, 30, 115], and Santana et al. suggested that the adsorption strengths of HSO4 – anions
are enhanced because H2 O molecules reduce the Coulombic repulsion between the ions [140].

1.2.2

Acting as a Co-catalyst
One of the main roles of H2 O in catalysis is co-catalyzing certain reaction steps, e.g., proton

transfers and dissociation of O2* . Water molecules facilitate proton transfers through the process
of hydrogen shuttling, where H+ are transferred through a hydrogen bonding network, forming
H(2n+1) On + complexes. For example, Nie et al. [116] found that in the electrochemical reduction of
CO2 over Cu(111), the CO2* + H*

! COOH* + * reaction proceeds through a transition state

that comprises H5 O2+ . Specifically, H* forms a bond with a H2 O molecule, which in turn transfers
one of its hydrogens to another H2 O molecule, which donates a di↵erent hydrogen to CO2* . The
! COH* + * reaction initiates from a CO* +

same authors also found that the CO* + H*

H5 O2+ reactant state and proceeds to a COH* + 2H2 O product. Similarly, using ab initio molecular
dynamics (AIMD) simulations, Hartnig and Spohr found that on Pt(111), the reaction CH2 OH* +
*

! CH2 O* + H*, which is part of the mechanism for catalytic methanol oxidation, proceeds

through a H5 O2+ intermediate [55], and Neurock reported that the CH3 OH* + *

! CH2 OH* +

H* step in the same mechanism proceeds through H3 O+ [115]. Neurock and Iglesia found hydrogen
shuttling to play a significant role in Fischer-Tropsch synthesis [59], and Huang et al. reported that
several steps in the methanol steam reforming process, e.g., CH3 OH* + *

! CH3 O* + H*,

involve hydrogen shuttling [64]. Santana et al. studied electrochemical hydrogen oxidation using
AIMD and found a number of H(2n+1) On + products with stoichiometry up to H9 O4+ [140, 141]. In
a similar mechanism (albeit without forming H(2n+1) On + complexes), H2 O donates a hydrogen to
O2* in catalytic O2 dissociation, forming OOH* and OH* [97, 136, 142, 18]. The OH* eventually
combines with the residual hydrogen atom, recovering the H2 O molecule.

3

1.3

Computational Modeling of the Solvent at the SolidLiquid Interfaces
There are two main methods for modeling solvation, with explicit and implicit water. In

explicit models, water is treated as individual H2 O molecules, while in implicit models, it is represented by a structureless, continuous medium. Implicit models are computationally efficient, since
they average over the degrees of freedom of the water environment rather than taking the configurations of many H2 O molecules explicitly into account [157, 156, 84, 95, 117]. Faheem and Heyden
have compared explicit and implicit methods for calculating the energetics of C-C bond cleavage in
ethylene glycol on Pt(111) and found that the two methods give similar results [37]. Montemore
and Medlin [110] compared implicit and explicit solvation models for alkyl chain growth on Cu(111)
and found that both perform equally well for small chain molecules, but longer chain molecules
require explicit models in order to properly capture the extent of solvation. Interestingly, their results suggested that continuum models over-solvate long chain molecules, by allowing solvent into
regions that would be sterically-inaccessible if explicit H2 O molecules were used. Our group has
found that the adsorption energy of CO* is the same under both implicit and explicit water, while
the adsorption energies of CH2 OH* and C3 H7 O3* are di↵erent [11]. Wang and Liu also found that
explicit models were needed to properly model formic acid adsorption on Pt [163]. Thus, the choice
of model seems to depend on the system under consideration as well as the properties that need to
be calculated.
Many varieties of explicit methods have been employed, and the number of water molecules
that have been included ranges from one or two H2 O molecules to a full liquid structure [116].
Models employing full water structures have used ice-like structures, e.g., comprising one or more
bilayers of crystalline ice above the catalyst surface [70], as well as more “disordered” liquid-like
structures [122]. When ice structures are used, decisions about the configuration of the ice relative
to the surface must be made. For example, bilayers of hexagonal ice comprise two types of O-H
bonds: parallel to the surface and perpendicular to the surface [70]. The perpendicular O-H bond
can either orient the H atom toward or away from the surface, and the energetic preference depends
on various factors [144, 151, 134, 45, 155]. We find that this choice has a noticeable e↵ect on the
binding energy of CO* [11].

4

1.3.1

Challenges of Calculating Solvation Free Energy
Methods for calculating the free energies of catalytic phenomena at the solid-liquid inter-

face are not well-established. As solvent, H2 O molecules are known to form hydrogen bonds with
adsorbates, which influence the adsorbates’ energies significantly [55, 119, 64, 33, 71, 107, 115, 39,
38, 37, 8, 7, 11]. It is unclear that implicit solvation has the precision to capture such phenomena. When solvent molecules participate in catalytic chemistry, the limitations of implicit solvation
are more pronounced. For example, H2 O molecules have been shown to participate in aqueous
phase heterogeneously catalyzed reactions by helping to promote bond breaking and forming processes [116, 55, 140, 64, 115, 136, 166]. Modeling such phenomena requires including at least one
H2 O molecule explicitly in the simulation. When there is not just one configuration, sampling over
multiple configurations of H2 O molecules is required.
Sampling has been performed using ab initio molecular dynamics (AIMD) [45, 122, 40,
150, 169, 31, 30, 55, 97, 140, 141], quantum mechanics/molecular mechanics (QM/MM) [37], and
classical molecular dynamics [11]. In general, it is important to include enough simulation time
in between configurations to ensure that the di↵erent configurations are uncorrelated. The decay
times for hydrogen bonds in bulk liquid water have been measured to be ⇠1.2 ps [25, 41], and thus
the time between two configurations in a molecular dynamics (MD) trajectory of bulk liquid water
should be greater than 1.2 ps to avoid configurational bias. We have calculated the rotational time
correlation function (rotational motion) and the mean square displacement (translational motion)
of the H2 O molecules involved in hydrogen bonds with catalytic surface intermediates in order to
estimate the decay times for hydrogen bonds between liquid H2 O molecules and CO* and CH2 OH*
surface intermediates. By our estimates, the decay times for these hydrogen bonds are ⇠5 ps and
⇠30 ps, respectively (Figure 1.1) [175]. These results indicate the need for careful MD sampling.
In general, AIMD is too expensive to generate more than a couple of uncorrelated configurations
per adsorbate, and thus we have used classical MD in our work [11]. That said, another important
consideration is how to calculate the energy of interaction between the H2 O molecules and the
catalyst and adsorbates. AIMD uses quantum chemistry to calculate the molecular potential energy
and Newton’s equations of motion to move the atoms. It is thus highly accurate but cannot be
run for long enough to observe the relevant properties. Classical MD uses non-bonding potentials
such as the Lennard-Jones + Coulombic (LJ + C) model, which is faster and in general perform
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Figure 1.1: Rotational time correlation function (top) and mean square displacement (bottom) for
hydrogen bonds formed between liquid H2 O molecules and CO* and CH2 OH* adsorbates on Pt(111).
Computational methods and other relevant details are provided in refs [175, 124]. The decay time
for the hydrogen bonds can be estimated as the times where the error bars become appreciable.
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best for weak physical interactions, but not for chemical bonding. To address such challanges, in
this dissertation, we establish methods for calculating the solvation free energies by employing an
explicit solvation method using a multiscale sampling (MSS) approach. This MSS approach combines
classical molecular dynamics with density functional theory, leveraging accuracy and efficiency.

1.3.2

Challenges of Calculating Adsorption Rate
Adsorption of reactants to the solid catalyst surface is usually the first step of a hetero-

geneous catalytic reaction. In this process, the reactants from the fluid phase (gas or liquid) are
localized at the surface in order to conduct the surface reaction. It is an important step in heterogeneous catalysis as it predetermines how many reactant molecules can participate in a surface
reaction per unit time. Adsorption rate in liquid-solid interface is a↵ected by two factors [24, 142, 20]
(1) Flux, which is the number of fluid phase molecules collide to the catalyst surface per unit area
per unit time. (2) Sticking coefficient, which refers to the probability that an impinging fluid phase
molecule remains on the surface after it impinges on the surface. In gas phase without any solvent,
flux and sticking coefficient can be easily obtained through molecular beam method [85, 58, 62],
which is a collimated stream of low density gas that is introduced into a vacuum chamber colliding
to a surface. Another way is kinetic modeling which usually has given flux and solves the sticking coefficient along with the system pressure or surface coverage and other di↵erential equations
[125, 145].
For liquid phase, strategies equivalent to molecular beam techniques don’t exist, and there
is no direct method for measuring sticking experimentally. Some studies have measured sticking
frequencies or sticking coefficients indirectly, with the use of physically realistic models and numerical
simulations or approximations [176, 162, 164, 77]. Even though, the adsorption process in both
theory and experiment are still not well studied for liquid-solid adsorption. This is partly because
the ever-changing configurations of liquid-phase solvent molecules impede the ability to study a
molecule approaching a surface from a liquid phase by either experiment or theory. In this work,
we develop a method using molecular dynamics (MD) simulations to study the rate of adsorption
in liquid-solid adsorption processes. We choose a methanol molecule as the solute and track its
di↵using status in the solvent when approaching to the catalytic surface. Then we approximate the
solute motion as a random walk model, and the adsorbed and non-adsorbed states of the methanol
molecule near the catalytic surface can be discerned and quantified. This methodology enables
7

extracting a sticking coefficient and a macroscopically relatable adsorption rate.

1.4

Machine Learning in Catalysis
We will see in chapter 4 that the use of MSS method to calculate surface adsorbate solvation

free energies gives more reasonable results than other previous methods, in that it separates the free
energy into two parts, DFT calculated energy and MD calculated entropy. We also recognize that
this multi-scale sampling technique requires considerable amount of time when sampling over the
quantum calculations, which are used to obtain the DFT energy. Therefore, we look for methods
that may help reduce the amount of time for solvation free energy calculation, and machine learning
has been an interest to many areas recently which showed its potential for speeding up research
findings [15, 17, 56, 158]. Machine learning (ML) is a study that learns the features and outcome
from the observed data, and build a prediction model to predict the outcome for new data [57].
It has been widely used in many areas in the past decade including chemical physics and material
science, where the main tasks are to solve regression problems of the quantitative data and the
classification problems of the qualitative data. Some ML applications in catalysis are, for example,
solving regression problems like prediction of free energies, atomistic potentials, band gaps and
reaction rates, and solving classification problems like solvent selection, material conductivity and
structure [15, 17, 56, 158, 2]. For the solvation free energy calculation using machine learning
method, most studies have been focusing on the free molecules or ions in the solvent without any
catalytic surface [6, 67, 143, 132, 172]. In this dissertation, we will build our own data set using MSS
method, and develop a ML model for the estimation of the surface adsorbate solvation free energy.

1.5

Dissertation Outline
Chapter 2 discusses in details of the multiscale sampling (MSS) method that is used in both

surface adsorption modeling and free energy calculation, the theory of random walk model that is
implemented in the surface adsorption, and the machine learning knowledge that is applied to the
adsorbates solvation free energy dataset. This chapter provides the information of catalyst model,
the parameters used DFT and MD simulation, as well as the machine learning algorithms that are
utilized to improve model prediction.
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Chapter 3 focuses on the modeling of catalytic surface adsorption. We develop a method using MD simulations to study the rate of adsorption in liquid-solid adsorption processes. Specifically,
we use MD to model the di↵usion of a methanol molecule in aqueous solvent and its adsorption to
a Pt(111) surface. We find that by approximating the solute motion as following the same displacement rates as a random walk model, the adsorbed and non-adsorbed states of the methanol molecule
near the Pt(111) surface can be discerned and quantified. In particular, this methodology enables
extracting a sticking coefficient and a macroscopically relatable adsorption rate. This method can
be applied to arbitrary types of reactants and surfaces, as well as di↵erent liquid environments,
thus providing a general tool for predicting quantitative adsorption rates of liquid-solid adsorption
systems.
Chapter 4 focuses on the surface adsorbate solvation free energy calculation. We employ an
explicit solvation method using MSS approach, and calculate the free energies of solvation of catalytic
species, specifically adsorbed NH* , NH2* , CO* , COH* , CH2 OH* , and C3 H7 O3* on Pt(111) surfaces
under aqueous phase and under a mixed H2 O/CH3 OH solvent. We compare our calculated values
with analogous values from implicit solvation for validation and to identify situations where implicit
solvation is sufficient versus where explicit solvent is needed to compute adsorbate free energies.
Chapter 5 focuses on approaches to simplify the surface adsorbate solvation free energy calculation using machine learning methods. We built a data set including 90 catalytic intermediates
from water (H2 O), methane (CH4 ), methanol (CH3 OH), ethane (CH3 CH3 ), formic acid (HCOOH),
ethanol (CH3 CH2 OH), ethylene glycol (HOCH2 CH2 OH), and glycerol (CH2 OHCHOHCH2 OH) decomposition. We study the relationship between MD calculated entropy and DFT calculated energy
as well as explore features that are representative of the DFT energy.
Finally, conclusions and recommendations for future work are provided in Chapter 6.
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Chapter 2

Research Design and Methods
2.1

Multiscale Sampling
We have learned from chapter 1.3.1 that modeling the molecular phenomena involved in

heterogeneous catalysis under liquid conditions requires a fine balance between chemical accuracy
and computational expense. In general, since catalysis involves the breaking and forming of chemical
bonds, quantum mechanics must be used to at least some degree; however, long simulations are
challenging in quantum mechanics, as they require significant computer resources. Since molecules
in the liquid phase are under constant thermal motion, simulations must also include configurational
sampling, i.e., they must incorporate multiple spatial arrangements of the liquid molecules, as each
di↵erent spatial arrangement (i.e., each configuration) has a di↵erent energy. This means that
multiple configurations of liquid molecules must be simulated for each catalytic species of interest.
These needs – to use quantum mechanics and to perform multiple calculations per catalytic species
– can render modeling in heterogeneous catalysis under liquid phase computationally intractable.
As discussed in chapter 1.2, water molecules have significant influence on catalytic phenomena in heterogeneously catalyzed reactions, such as interacting with catalytic species, participating in
catalytic reactions, and influencing reaction pathways and/or catalytic rates. And modeling of these
phenomena has been performed using QM and/or ab initio molecular dynamics (AIMD), classical
molecular dynamics (MD), and quantum mechanics/molecular mechanics (QM/MM). In AIMD, the
system energy and forces are calculated with quantum mechanics, whereas in MD, the system energy
and forces are calculated using force fields, which are algebraic expressions that are parameterized
10

based on experimental or QM data. In QM/MM, the portion of the system where the bond breaking
and forming occurs is calculated with QM, and the remainder of the system is calculated with MM,
which employs force fields. Because they directly employ QM, AIMD and QM/MM are better suited
for capturing the bond breaking and forming that occurs in aqueous phase heterogeneous catalysis;
however, MD is significantly more computationally tractable and thus better suited for generating
the configurations of liquid H2 O molecules. We argue that at least with the methods and computer
resources that are presently available, neither purely quantum nor purely classical methods are capable of accurately modeling the interactions and energies in liquid phase. In this dissertation, we
implement the multiscale sampling (MSS) [13] method which combines the DFT and MD methods,
that balances chemical accuracy and computational expense and enables computationally tractable
simulations of phenomena in heterogeneous catalysis under liquid phase.

2.2

Catalytic System
Pt catalysts are modeled with periodic, three-layer 3 ⇥ 3 Pt(111) slabs in monoclinic super-

cells (↵ =

= 90 ,

= 60 ) constructed from the structure of bulk Pt. The structure of bulk Pt is

face centered cubic with a lattice parameter of 3.967 Å and interatomic Pt-Pt distances of 2.805 Å.
There is one adsorbate per slab, giving a total adsorbate coverage of 1/9 monolayer (ML, where 1
ML is equal to 1 adsorbate per surface metal atom). The arrangements of adsorbates on the surfaces
are configured such that the distances between neighboring adsorbates are maximized. Adsorbate
conformations are obtained by performing geometry relaxations using DFT as described in Section
2.3. The volume of the simulation boxes above the Pt surfaces are initially set such that the H2 O
density is ⇠1 g/cm3 , and these box dimensions are refined according to the particular adsorbate as
follows. The procedure is described in Ref. [173] and illustrated schematically in Figure 2.1. First,
54 H2 O molecules are randomly placed above the top surfaces of the Pt slabs. Positions of the H2 O
molecules are refined by performing energy minimizations with the Large-scale Atomic/Molecular
Massively Parallel Simulator (LAMMPS [128], details about the simulations are provided in Section
2.4) using the conjugate gradient method until the relative change in energy between successive iterations ( E/E) falls below 10
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and the maximum force on any atom falls below 10

10

kcal/mol-Å.

Following energy minimization, the system is equilibrated via a 2 ns MD simulation performed in
the canonical (NVT) ensemble, where the temperature is maintained at 300 K using the thermostat
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of Bussi et al.[14] This simulation is followed by a 500 ps simulation performed in the microcanonical
(NVE) ensemble to check for energy conservation. Finally, an MD simulation is performed in the
isothermal-isobaric (NPT) ensemble to determine the appropriate height of the simulation box. The
NPT simulation is carried out for a total of 5 ns at 300 K and 1 atm, maintained by the NoséHoover thermostat and barostat [120, 63] along with a temperature damping parameter of 100 fs
and a stressing damping parameter of 5 ps. The resulting average simulation box heights vary from
35 Å to 38 Å, depending on the adsorbate. The average water density in the bulk regions of the
simulation boxes (i.e., the regions where the water densities as functions of distance from the Pt
surfaces have plateaued) is 1.01 ± 0.01 g/cm3 , which compares favorably with the reported value
of 1.002 g/cm3 at 1 bar and 298 K for the water model employed in this work (TIP3P/CHARMM
[101, 74]). After the simulation box heights have been determined, configurations of liquid solvent
molecules are generated in MD using the canonical (NVT) ensemble. These simulations are carried
out at 300 K for a total of 5 ns, where the first 2 ns are used for system equilibration and the
remaining 3 ns are used to sample configurations of H2 O molecules. When the configurations from
MD are used for DFT calculations, an additional 14 Å of vacuum space is added above the top of
the H2 O layer, resulting in box heights of 49 Å to 52 Å. The reason for this is to minimize the dipole
interactions between neighboring cells in the c direction in the DFT calculations. Since there is
minimal (if any) perturbation to the H2 O structure in DFT calculations (see Section 2.3), changes
in the local H2 O densities around the adsorbate due to this change are negligible. We performed
several test calculations to determine the influence of the simulation box size on quantities of interest
for this manuscript, and they are discussed in the Supporting Information of Ref. [173].

2.3

Density Functional Theory Simulation
DFT calculations are performed with the Vienna Ab initio Simulation Package (VASP) [89,

90, 87, 88], which uses periodic boundary conditions and plane-wave basis sets. The Perdew, Burke,
and Ernzerhof (PBE) [126] variation of the generalized gradient approximation (GGA) is used for
electron exchange and correlation, and the projector augmented wave (PAW) [10, 91] method is
used to calculate interactions between the valence and core electrons to an energy cuto↵ of 400 eV.
Gaussian smearing with a smearing factor of 0.1 eV is used for all calculations. The D2 method is
employed to improve modeling of dispersion [49]. The e↵ect of the dispersion model on the energy
12

Figure 2.1: Multiscale sampling method scheme.
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is discussed in the Supporting Information of Ref. [173]. The first Brillouin zone is sampled with 7
⇥ 7 ⇥ 1 Monkhorst-Pack [108] k-point meshes. Electronic structures are calculated self-consistently
and considered to be converged when the di↵erence in the electronic energy between subsequent
iterations falls below 10

5

eV.

Conformations of adsorbates and in some cases the surrounding solvent molecules are obtained using partial geometry relaxations performed with the quasi-Newton algorithm. The partial
relaxations are carried out as follows. In relaxations carried out under vacuum, implicit solvation,
and Ih ice, adsorbate atoms are allowed to relax, while all other atoms are held fixed. In relaxations
carried out under explicit solvent, the adsorbate and the solvent molecules that are hydrogen bonded
to it are allowed to relax, while all other atoms are held fixed. In all partial geometry relaxations,
geometries are considered to be converged when the forces on all of the non-fixed atoms fall below
0.03 eV/Å. The Pt atoms are held fixed in all DFT simulations. This choice has a minor influence
on the adsorbate binding energies and structures (see Supporting Information of Ref. [173]).

2.4

Classical Molecular Dynamics Simulation
The solvent molecules are allowed to be flexible and are modeled with the TIP3P/CHARMM

[73, 101] force field for H2 O solvent and OPLS-AA [75] force field for other solvent. All other species
are held rigid. Intermolecular energies are calculated using pairwise Lennard-Jones + Coulomb
(LJ + C) potentials. LJ parameters for the Pt atoms are taken from the universal force field
(UFF) [129], and LJ parameters for surface adsorbates are taken from the OPLS-AA force field.
All LJ cross terms are calculated with geometric mixing rules, except for the intermolecular O-H
interactions between H2 O molecules, which use Lorentz-Berthelot mixing rules [98, 9]. Coulomb
terms for Pt atoms and surface adsorbates are their calculated partial charges, which are obtained
from charge densities calculated in DFT. These are used instead of the Coulomb terms defined by
the UFF and OPLS-AA force fields to capture the charge redistribution that occurs between the
adsorbates and the Pt surface atoms upon adsorption. Partial charges are calculated using the
Density Derived Electrostatic and Chemical (DDEC) method [103]. Further details about charge
partitioning calculations are provided in the Supporting Information of Ref. [173]. The cuto↵ value
for LJ + C interactions is 7 Å. Long-ranged Coulomb interactions are calculated using the ParticleParticle Particle-Mesh (PPPM) method [61] with the accuracy set to 10
14

4

. All LJ and C parameters,

as well as intramolecular parameters for H2 O and CH3 OH solvent molecules are provided in the
Supporting Information of Ref. [173]. As the MD simulations are used to generate configurations of
solvent molecules, and the DFT results depend on the configurations that are generated, the DFT
results depend on the classical potentials and other decisions employed in the MD simulations. We
investigated the e↵ects of di↵erent potentials for H2 O and Pt on the number of solvent molecules
that hydrogen bond with the adsorbates studied in this work. We found minor to modest di↵erences.
These tests are discussed further in the Supporting Information of Ref. [173].
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Chapter 3

Surface Adsorption
3.1

Introduction
Formulation of accurate kinetic models for aqueous phase heterogeneous catalysis is nec-

essary not only to gain mechanistic understanding but also to have quantitative prediction of the
activity and selectivity under reaction conditions [104]. Many studies on aqueous phase catalysis
have found that the liquid solvation environment can influence the reaction mechanisms and kinetics
di↵erently than the gas phase – e.g., by forming hydrogen bonds with reaction intermediates, cocatalyzing certain reactions, and a↵ecting kinetic barriers and reaction mechanisms [59, 12, 173, 149].
However, most of the studies on aqueous phase catalysis focus on surface intermediate reaction steps;
whereas for a full catalytic cycle, the kinetics of adsorption from the liquid solvation environment
to the surface are equally important [138]. Despite its importance, understanding how the aqueous
environment influences adsorption kinetics in aqueous phase heterogeneous catalysis is significantly
less developed.
In the adsorption process, species from the fluid phase (gas or liquid) are localized at the
surface. The adsorption rate per unit area

is usually written as

rads, = F ⇥ S ⇥ ✓S

(3.1)

where F is the flux, S is the sticking coefficient (i.e., the fraction of impinging molecules
that stick to the surface), and ✓S is the number of surface sites per unit surface area that is available
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for adsorption. Sticking can occur either directly when the molecule encounters the surface or via
trapping (the italic is used for terminology in this chapter), which involves the molecule binding
transiently to the surface, resulting in a short-lived adsorbed state that can serve as a precursor to
sticking. At the mesoscopic system level, F depends on three factors external to the elementary
reaction step [24, 142, 20]: 1) the rate of di↵usion of the fluid molecule from the bulk fluid phase
to the solid surface, 2) the concentration of the fluid molecule in the gas or liquid phase, and 3) the
functional form for the flux, i.e., the rate of collisions/encounters that result in an average number
of opportunities for adsorption per unit time. In gas-solid adsorption, the flux is calculated from
collision theory as [24, 20, 77]

Fg

s

=p

PA
2⇡mkB T

(3.2)

Where PA is the partial pressure of the adsorbing species, m is its molecular mass, kB is
Boltzmann’s constant, and T is the temperature. Theoretical calculations of the sticking coefficient
are not trivial; partly due to challenges in calculating the steric factor, which determines the fraction
of orientations of the fluid molecule relative to the surface that are capable of sticking [19, 160, 112,
86, 99, 153, 50]. In gas-solid adsorption, every encounter between a gas molecule and the solid
surface results in a single collision event, which enables quantification of the sticking coefficient
using experimental [58, 62, 79, 85, 123] or empirical [125, 145] methods. In liquid-solid adsorption,
the number of encounters does not equal the number of collisions. In contrast to gas-solid adsorption,
the impinging molecules undergo multiple collisions per encounter, which makes it more challenging
to determine the flux and sticking coefficient. The di↵erence between an encounter and a collision is
depicted in Figure 3.1; these terms and others in this chapter, which are italicized on first mention,
are collected in a table of terms and definitions in Table 3.1. Even with this challenge, a handful of
experimental studies have measured sticking frequencies or sticking coefficients indirectly with the
use of physically realistic models and numerical simulations or approximations [142, 77, 76, 176, 162,
164]. However, these studies are limited to specific systems and in most cases require specialized
analytical techniques. A general strategy for predicting and assessing sticking phenomena in the
liquid phase is still an outstanding problem.
Molecular dynamics (MD) simulations are practical for sampling the diverse environments
that liquid molecules experience [3] and for developing general strategies to obtain liquid-solid stick-
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Table 3.1: Terminology used for deriving sticking coefficient at liquid-solid interface, listed in alphabetic order.
Term/Variable
Adjacent layer
Bulk layer
Boundary
Collision

Encounter

Layer
Process

Sticking

Trapping

Visits

RSDF

SE
SC
SoS

⌧

Definition
The volumetric cross section of solution that is within 1 molecular diameter of
the surface. E.g., L1 in Figure 3.2.
Volumetric cross sections of solution that are 1 molecular diameter wide and
not adjacent to Pt surface. E.g., L3 in Figure 3.2.
Planes used to distinguish neighboring layers. E.g., B1 represents the boundary
between L1 and L2 in Figure 3.2.
A collision occurs when the distance between the center of a molecule and the
nucleus of a surface atom is less than or equal to the sum of their radii (see
Figure 3.1).
An encounter occurs when the distance between the center of a molecule and
the edge of a surface atom is less than or equal to the kinetic diameter of the
molecule (see Figure 3.1).
A volume cross section (or voxel) of solution with height equal to the diameter
of the methanol molecule.
A process is a kinetically distinct type of transition between states or lumped
states. Examples include di↵usion between layers in this work, desorption, or a
chemical reaction.
Sticking occurs when a molecule stays on the surface in a defined adsorption
state, and can be entered directly from a collision or via a precursor state such
as by trapping.
Trapping occurs when a molecule enters a short-lived adsorbed state (up to
microseconds) following a collision, without being confined to a discrete surface
site.
A visit occurs when a molecule hops into a layer for a finite amount of time.
We use subscripts to track the history of a particular visit. For example, VB1F,T
represents the total number (T ) of visits originating from layer 2 to layer 1 (i.e.,
across boundary B1 in the forward direction, F).
Raw survival distribution function: the complementary cumulative distribution function of the Poisson distribution based on raw input rather than the
normalized probability. Further defined in the text.
Encounter sticking coefficient: The probability per encounter that a molecule
ends up sticking.
Collision sticking coefficient: the probability per collision that a molecule ends
up sticking.
Set of States. A molecule (solute) can experience many conformations due to
various possible solvation orientations: when there is no large chemical di↵erence between these states, such states can be chemically / physically lumped
into a single set of states (SoS). Thus, the states of a molecule in a layer can
be approximated by a finite number of SoS (the example presented in this work
employs 2-3 SoS).
Residence time. Here, generally used for the time that a molecule spends in
a layer before hopping to the next layer. In this work, the directions are
also tracked using subscripts: ⌧B1F,T denotes the total residence time (T) that
molecule spends in layer 2 before it hops to layer 1 (forward hopping, F, to the
Pt surface via boundary B1).
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Figure 3.1: A molecule (red sphere) approaches (left), encounters (middle), and collides with (right)
a Pt(111) surface (gold spheres). These di↵erent events are distinguished by the distance of the
molecule from the surface relative to the diameter of the molecule (in this work: 3.7 Åfor methanol).
ing coefficients. In this work, we present a method based on MD simulations to calculate the encounter sticking coefficient (SE ), which is the probability per encounter that a molecule ultimately
sticks to the solid surface. To apply this method, MD is first used to simulate the di↵usion of a
methanol molecule in aqueous solvent and its adsorption to and desorption from a Pt(111) surface,
with multiple encounters occurring per simulation. Motions of the methanol molecule normal to
the surface are approximated as having the same rate of motion as a continuous time random walk
(CTRW). The data from each simulation is fitted with a Poisson distribution of the residence times
within fluid layers above the catalyst surface, which is used to extract SE . Using this treatment, we
find that the average lifetimes of adsorbed versus non-adsorbed states of the methanol molecule near
the Pt(111) surface can be separated and quantified, providing a straightforward tool for studying
the adsorption rate and obtaining parameters needed in microkinetic modeling.

3.2

Theory
Extraction of the liquid-solid sticking coefficient is non-trivial even in molecular simulations,

in part due to the challenge of separating collisions from encounters. An encounter is the time where
the potentially adsorbing molecule is in the fluid phase neighboring the surface; whereas, a collision
occurs when the distance between the molecule and the surface equals the sum of the radii of the
molecule and a surface atom (Figure 3.1). In liquid phase, each encounter consists of many collisions,
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and each collision may or may not result in sticking. Even encounters that consist of many thousands
of collisions may not result in sticking, since the process of sticking may be activated. In addition to
the possibility of an activation energy, impinging molecules can experience a variety of configurations
during an encounter, which makes it challenging to determine the encounter sticking coefficient SE .
An intuitive idea for extracting SE from MD simulations is to use molecular coordinates, but such
an approach is complicated for two reasons: 1) molecules can adsorb in multiple types of surface
sites (e.g., atop, bridge) and adsorption geometries (e.g., due to intramolecular rotations), which
are difficult to predict ahead of time, and 2) molecules that have encountered the surface but not
undergone sticking can assume geometries that resemble those of an adsorbed molecule. Even
when geometric criteria can be used to determine when a molecule has adsorbed to the surface, that
knowledge alone would still be insufficient to calculate the sticking coefficient, since calculation of the
sticking coefficient also requires extracting the number of encounters. Consequently, while geometric
algorithms are useful, they are complementary to rather than a replacement for the methodology
introduced herein. In this work, we describe a method that is based on tracking the motions of
the molecule perpendicular to the surface generated in atomistic MD simulations and fitting the
resulting distributions of times that the molecule spends at di↵erent distances from the surface.
Since this approach utilizes atomistic simulations, it captures the diverse set of configurations that
the molecule can sample. This approach is also compatible with situations where the accessible
adsorption states are not known before the simulation.
In this study, we calculate SE for a methanol molecule on a Pt(111) surface under aqueous
phase. We know from density functional theory (DFT) analysis that methanol prefers to bind to
Pt(111) via its oxygen atom [12]. Hence, we track the motions of the oxygen atom normal to the
surface in our MD simulations, and we use these to determine encounters for quantification of SE .
Specifically, the MD simulation box is divided into layers (Figure 3.2) with heights equal to the
diameter of the methanol molecule. The diameter of the methanol molecule is determined using
DFT calculations. Briefly, we calculate the interaction energy between the methanol molecule and
the Pt surface as a function of distance from the surface and plot the results. The distance at which
the interaction energy goes to 20% of the full interaction is taken as the methanol diameter. Full
details of this analysis are provided in the Supporting Information Section S1 in Ref. [174]. To
calculate SE , we take continuous position data for the methanol molecule relative to the Pt(111)
surface and bin it into di↵erent fluid layers. This enables us to determine the amount of time that
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the molecule spends in fluid layers at di↵erent distances from the catalyst surface. The amount of
time spent in a layer is the residence time for that layer. To determine the residence times for the
di↵erent layers, we track the number of times that the molecule “hops” between layers. The word
“hop” here has a meaning that is di↵erent from typical surface kinetics studies. In surface kinetics, a
hop typically means the molecule has moved from one stable (or metastable) binding site to another,
e.g., moving between adjacent sites in a lattice, whereas in this work a hop refers to the molecule
di↵using across a geometric boundary (i.e., analogous to a walk step in random walk model). We note
that boundaries and layers are separate terms; layers are volumes, and boundaries are planes that
separate layers (these terms are not related to the “boundary layers” in continuum fluid dynamics).
In contrast to surface kinetics studies, hops in this work do not necessarily correspond to crossing
an activation barrier. In this work, we assume that hops can be coarse grained as a continuous time
random walk (CTRW) with a fixed step length. This enables us to use the distribution of residence
times that the methanol molecule spends in particular layers (which are the durations of individual
encounters [142]) as indication of how quickly molecules exchange positions with their neighbors in
a particular direction. Fitting this distribution of times allows extraction of SE . The assumptions
made in this work are as follows.

3.2.1

Vertical Motions of a Solvated Molecule Can Be Described by a
Continuous-Time Random-Walk (CTRW) Model
We chose this model based on the assumption that methanol di↵usion around water molecules

obeys a first order Fickian mechanism [77, 76, 164, 118], consistent with molecular transport and
a random walk process [161]. Then, the motions of the methanol molecule can be simplified as
hops between fluid layers perpendicular to the Pt(111) surface. Layers are labeled L1-L6 and have
corresponding boundary planes labeled B1-B5 in Figure 3.2. In our model, L1 is referred to as the
“adjacent layer” because it is adjacent to the Pt(111) surface. While L6 is also adjacent to Pt(111),
it does not constitute a “full” layer, due to di↵erences in the sizes of the solvent and solute molecules
(see the Supporting Information of Ref. [174]), and hence, all references to “the Pt surface” or “the
surface” are to the lower Pt surface in Figure 3.2. Further, since we only study the lower Pt surface
with the adjacent layer and enough layers to represent the “bulk” solvent, we only report information
for L1-L4 in this manuscript. The hop length (functioning as a random walk step length) between
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Figure 3.2: Periodic simulation box used in this work, comprising an aqueous phase methanol
molecule and a Pt(111) surface. The fluid is broken into layers (L), which are separated by boundary
planes (B). Water molecules are de-emphasized for clarity. The distance between periodic Pt(111)
surfaces (i.e., from the top of the lower surface to the bottom of the upper surface in the next
adjacent image) is 21.3629 Å, and each layer is 3.7 Å thick except for L6 (see Section 3.2.1). Color
key: C = cyan, H = white, O = red, Pt = gold.
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neighboring layers is fixed and equal to the layer length, which is defined here as the methanol kinetic
diameter of 3.7 Å. How this value influences the results is discussed in the Supporting Information
Section S6 of Ref. [174]. Herein, we define hops moving toward the surface as “forward” hops and
hops moving away from the surface as “reverse” hops.

3.2.2

The Residence Time (⌧ ) that a Molecule Stays in a Particular Layer
Can be Modeled with a Poisson Distribution
Suppose a methanol molecule enters a layer at time t = 0. The residence time is then the

amount of time that the methanol molecule stays in this layer until time t (t > 0), when it hops to
another layer (at which time the methanol is considered to have experienced a transition). This is
called a visit. During MD simulation, the methanol molecule hops between layers multiple times, and
for each individual hop, there is an associated residence time. The total residence time in each layer is
modeled using a Poisson distribution (the relevant expressions are provided in equations 3.3, 3.4, and
3.6). Since the presence of the Pt(111) surface provides asymmetry and causes anisotropic motions
of the methanol molecule, we track residence times in both the forward and reverse directions. This
accounting is indicated by subscripting ⌧ . For example, ⌧B1F,T denotes the average residence time
that the molecule spends in L2 before it crosses boundary B1, i.e., before it hops in the forward
direction (F) to L1. The T in the subscript stands for “total” to indicate that ⌧B1F,T corresponds
to a sum over all forward processes across B1. Considering L2, for example: A molecule in L2 could
hop either to L1 or to L3. ⌧B1F,T is the total time that the molecule spends in L2 before hopping
to L1. ⌧B1F,T is thus less than the total residence time for L2. For example, if the molecule stays
in L2 for total of 100 ps, where 45 of the 100 ps results in the molecule hopping to L1 (hence 55 ps
result in hopping to L3), then ⌧B1F,T = 45 ps.

3.2.3

The Diverse States that the Solvated Molecule Accesses Can Be
Lumped into a Small Number of Kinetically Distinct Sets of States
within Each Layer
Within the solvent layers, there can be multiple states (thousands or more) arising from the

multiple conformations that the molecule can access, multiple configurations that the solvent can take
on, and multiple types of interactions at play between the molecule and the solvent (e.g., via hydrogen
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Figure 3.3: Methanol encountering the Pt surface in (a) an adsorbed state (long residence time),
and (b) a non-adsorbed state (short residence time).
bonding). We assume that these diverse states can be chemically lumped into kinetically distinct sets
of states (SoS) and that the number of SoS is smaller, to the extent of being countable. For example,
it may be that all conformations of methanol that form a specific number (nHB ), of hydrogen
bonds with the surrounding water environment could be lumped into a single SoS, regardless of the
configurations of the surrounding water molecules. It is not necessary to know the chemical origins of
the di↵erent SoS to apply the method presented here; in fact, the method presented here can be used
to gain chemical information about the di↵erent SoS without any prior knowledge. The di↵erent
SoS give rise to kinetically distinct di↵usion/desorption rates, with di↵usion/desorption being faster
for some SoS (short-lived states) and slower for other SoS (long-lived states). For example, for L1,
we anticipate at least two types of SoS, including at least one adsorbed SoS (long-lived state) and
at least one non-adsorbed SoS (short-lived state). Depictions of adsorbed (i.e., through the oxygen
atom) and non-adsorbed states in L1 are shown in Figure 3.3. Each SoS has its own characteristic
residence time, which can be modeled with a Poisson distribution [111, 53]. Specifically, the Poisson
distribution is used to model the probability per unit time that the methanol molecule transitions
between one SoS to another.
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3.2.4

Each Kinetically Distinct Type of Transition is a Process (p) with
Transition Frequencies that Can Be Modeled Using a Poisson Distribution.
These processes move the solute between SoS, with each such movement being a transition

event. For example, moving from a particular SoS in L2 to a particular SoS in L3 is a process; each
time this happens is a transition event. When modeled by a Poisson distribution, the probability of
a process event occurring within a particular unit time is expected to obey the probability density
function
Pp (n, t) =

(

p t)

n

n!

pt

e

where n represents the specific number of hop events to have occurred within time t and

(3.3)
p

is the

average transition frequency (hopping rate) for that process. We anticipate that there will be at
least two processes associated with hopping from L1 to L2, one due to desorption and one due to
di↵usion. When methanol has a long lifetime in L1, it will on average be due to an adsorbed SoS
produced by sticking. In contrast, for hopping between other layers (where there is no surface), the
hopping rate between layers is solely due to di↵usion, though there still may be more than one SoS
and thus more than one di↵usion process. To extract information about the statistics of the SoS,
we must consider the distribution for the number of visits (V ) that have residence times longer than
some time t within a given layer. This information can be modeled using a raw survival distribution
function (RSDF), i.e., an unscaled complementary cumulative distribution function of eq 3.3 that
represents the probability that the molecule resides in a state beyond a certain length of time

Pp (⌧ > t) = e

pt

(3.4)

where Pp (⌧ > t) is the probability of occurrence for a particular residence time ⌧ > t. Equation 3.4
enables us to resolve the statistics for processes from a given SoS that are associated with di↵erent
di↵usion/desorption rates. Resolving the extent of non-adsorbed versus adsorbed SoS in L1 is
essential to extract the e↵ective SE , as it enables us to distinguish the percentage of visits that
result in adsorption.
SE =

VB1F,A
VB1F,T
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(3.5)

where the subscript A stands for the adsorbed (and the subscript B1F indicates the total forward
visits across B1, i.e., into adsorbed and non-adsorbed SoS).
The process flow for the procedure presented in this work is provided in Figure 3.4. The
innovative aspect is to extract VB1F,A (and VB1F ) from MD simulations by analyzing the distribution
of visit residence times within the di↵erent layers. We carry out such an analysis for MD simulations
of the methanol/water/ Pt(111) system in Section 3.4.

3.3
3.3.1

Simulation Methods
System Setup
The Pt surface is modeled with a three-layer thick 6 Pt ⇥ 6 Pt slab in a periodic supercell

with a = 16.8318 Å, b = 14.5768 Å, and c = 28.6979 Å.The c dimension is determined using MD in
the NPT ensemble to attain the proper density of bulk H2 O (of 1 g/cm3 in the middle of the unit
cell) [173, 13]. The full procedure for obtaining this value is discussed in detail in Refs. [173, 13].
The simulation box comprises one methanol molecule and 165 H2 O molecules above the Pt(111)
surface. The size of the unit cell (and hence the number of H2 O molecules) is chosen to balance
computational expense with the requirement of having two types of H2 O in the system: interfacial
H2 O (near the surface) and bulk H2 O (further from the surface). This unit cell size is suitable to
have one methanol molecule in the system, which simplifies the analysis of methanol di↵usion, while
maintaining a reasonable methanol concentration (of 0.32 mol/L). We have previously tested the
e↵ect of varying the number of H2 O molecules on the water structure at a Pt(111) interface6 and
found that interfacial properties are constant when between 24 and 240 H2 O molecules are used in
the MD simulation. Results of these tests are provided in Section S4 of the Supporting Information
of Ref. [174]. Based on these results, we do not expect the small size of the unit cell to influence
the interfacial behavior of the methanol molecule in our simulations.

3.3.2

Molecular Dynamics Simulation
MD simulations are carried out using the large-scale atomic/molecular massively parallel

simulator (LAMMPS), similar to our prior work [173, 13]. Intermolecular energies in LAMMPS
are calculated using pairwise Lennard-Jones + Coulomb (LJ + C) potentials. LJ interactions are
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Figure 3.4: Process flow used in this work to obtain the sticking coefficient SE and adsorption rate
equation. Feedback loops are not required provided that appropriate boundaries have already been
chosen and the run time is sufficiently long.
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calculated up to cuto↵ distances of 10 Å. This distance is chosen since all LJ interactions are ⇠0 at
this distance. Water molecules are modeled using the flexible transferable intermolecular potential
with 3 points-Chemistry at Harvard Macromolecular Mechanics (TIP3P/CHARMM) [101] force
field, the methanol molecule is modeled using the optimized potentials for liquid simulations (OPLSAA) [78] force field, and Pt atoms are modeled using the universal force field (UFF) [129], with the
exception that the partial charges on the Pt atoms are set to 0 in our models. The positions of all
Pt atoms are held fixed during all simulations. All LJ cross terms are calculated with geometric
mixing rules, except for the intermolecular O-H interactions between H2 O molecules, which employ
Lorentz-Berthelot mixing rules. The particle-particle particle-mesh (PPPM) method is used to
calculate long-range Coulomb interactions to an accuracy of 104 . All LJ + C model parameters
are provided in the Supporting Information of Ref. [174]. Following simulation box initialization
(described in detail in our prior work [173, 13], di↵usion of the methanol molecule in liquid H2 O
solvent is simulated in the canonical (NVT) ensemble at 300 K, which is maintained with a NoséHoover thermostat. The NVT simulation is carried out for a total of 200 ns using 1 fs timesteps.
The first 2 ns are used for system equilibration, and the remaining time is the production run. The
positions of the methanol O atom are sampled every 10 fs during the production runs. A total of
10 NVT simulations are performed. Results reported herein are averages over those 10 simulations
unless specified otherwise. For averaged quantities, two standard deviations are used for the 95%
confidence intervals.

3.4

Results
According to the development in Section 3.2, two quantities are needed in order to calculate

SE : VB1F,T and VB1F,A . We discuss how we obtain VB1F,T in Section 3.4.1 and how we extract
VB1F,A in Section 3.4.2. Then, in Section 3.4.3, we use these quantities to calculate an apparent
rate constant for adsorption, which is needed in conventional kinetic modeling. These values are
expected to depend on the simulation temperature; all values presented herein were obtained using
a simulation temperature of 300 K.
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Figure 3.5: The number of times the methanol molecule crosses boundaries B1-B3 in the forward
(solid) and reverse (hashed) directions. The results represent the average of 10 simulation runs, and
the error bars represents 95% confidence intervals.

3.4.1

Methanol Hopping between Layers
Figure 3.5 plots the number of times the methanol molecule hops across B1-B3 in both

the forward and reverse directions during our MD simulations. We are especially interested in the
number of forward hops across boundary B1, as this quantity is equal to the total number of visits
to L1 from L2, i.e., VB1F,T , which is the denominator in eq 3.5. We find that VB1F,T = 7020.

3.4.2

Methanol Residence Time Distribution in Each Layer
Obtaining the numerator of eq 3.5 is more challenging. When the methanol molecule hops

to a certain layer, it will stay there for some amount of time until hopping to another layer. The
time between the two consecutive hops is the residence time for the individual directional hopping
event. During the MD simulation, there will be multiple such hops, giving rise to a distribution
of residence times. These are plotted for L1 (reverse direction) in Figure 3.6a and L2 (forward
direction) in Figure 3.6b. Note that the residence times plotted in Figure 3.6 are not yet separated:
they represent a sum of transitions. For example, if methanol has two possible SoS in L2, resulting in
two di↵usion rates (

1

and

2 ),

then the data in Figure 3.6b are the sum of the distributions of these

two SoS. To di↵erentiate the di↵erent SoS in each layer, we fit an RSDF with a multi-exponential
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Figure 3.6: Raw Survival Distribution of methanol residence times for ⌧ > t in (a) L1 and (b) L2.
Each graph shows the count for discretized residence times in bins of 0.01 ps width. The counts in
each graph encompass multiple SoS; data for the adsorbed SoS are encompassed within L1 (panel
a). For clarity, only data from the first out of the 10 simulations are displayed.
function to the residence time distributions for each layer

P (⌧ > t) =

n
X

ap e

pt

(3.6)

p=1

where ap refers to the number of hopping events associated with that process. Some clarification is
provided in the Supporting Information Section S8 in Ref. [174] about why

p

is associated with a

process rather than with an SoS.
For this work, the transition frequency

p

is taken as the “rate” of hopping across a boundary

layer in units of molecules per second. For first-order processes, the

p

term is equal to the product

of the concentration of methanol molecules in the layer and the e↵ective rate constant for leaving
the particular SoS, i.e.,

p

e↵
e↵
= kp,c
ci = kp,⌘
⌘i , where ci is the absolute concentration of species i in
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e↵
a particular layer (e.g., in units of mol/L), kp,c
is the e↵ective rate constant when expressed with
e↵
absolute concentration units, and kp,⌘
is the e↵ective rate constant when expressed with relative

concentration units. The relative concentration units used here are defined as follows: ⌘i =

ci
csingle ,

where csingle corresponds to the concentration when there is one molecule contained within the
volume associated with the layer. Thus, ⌘i is the number of molecules within that layer. The terms
e↵
e↵
kp,c
ci and kp,⌘
⌘i are based on layer thickness (which in this work = 3.7 Å) and thus have units

which correspond to concentrations and process transition rates relative to the number of molecules
in a layer of that specific thickness. The flux of molecules across a boundary (JB ) is given by
JB =

eff
kp,⌘
⌘i
B

=

eff
kp,c
ci
B

where

B

is the area of the boundary. The simulated data in this work always

correspond to a single molecule in a layer (because we never have more than 1 methanol in the
system), and thus ⌘i = 1 for all transitions observed during simulations in this work, i.e., this work
samples the special case where

p

e↵
= kp,⌘
⇥ 1 (though the method can be extended that is, to cases

of arbitrary solute concentration). Since each SoS is inferred from a sampling of di↵usion events
e↵
that occur in various configurational environments, kp,⌘
is an e↵ective di↵usion rate constant.

In fitting the raw survival distribution function to the data in Figure 3.6, we applied the
simplest model capable of explaining the data. Hence, we initially assumed each layer has only one
SoS (so that n in equation 3.6 equals to 1) and then we incrementally increased n until a good
fit was obtained (see the Supporting Information in Ref. [174] for details). Comparing fits for n
= 1, 2, and 3, we find that (i) n = 2 is sufficient to explain visits to L1 from L2, and (ii) visits
from L1 to L2 (which include transitions from the adsorbed SoS) can be well described by n = 3.
Results from fitting are tabulated in Table 3.2 and shown in Figure 3.7. Table 3.2 also includes the
percentage of boundary crossings associated with each process, ap %, which is calculated for process
⇣P
⌘
n
p by normalizing to a sum across all processes by ap % = ap /
a
.
j
j=1
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Figure 3.7: Fitted Raw-Survival-Distribution-Functions (equation 3.6) of the residence times in (a)
L1 and (b) L2. The fits shown have three B1-crossing processes in L1 and two B1-crossing processes
in L2. For clarity, only data from the first out of the ten simulations are displayed. Some of the raw
data (gray circles) are obscured by the fitted functions.
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Table 3.2: Parameters from Multi-Exponential Fitting of Residence Time Distributions Using Equation 3.6 for the Di↵erent Processes in L1 and L2a .

L1

a

Process

ap

ap %

1

3374 ± 254

48 ± 2.7

2

1722 ± 232

3

1923 ± 157

L2
1

ps

ap %

6.639 ± 0.448

5168 ± 404

74 ± 0.9

4.284 ± 0.08

25 ± 2.6

1.312 ± 0.132

1851 ± 115

26 ± 0.9

0.274 ± 0.01

27 ± 0.6

0.027 ± 0.001

N/A

N/A

N/A

p

ps

1

ap

p

The results are the averages from 10 simulations at 300 K, and the ± values are 95% confidence

intervals.

In the interpretation presented here for the data in Table 3.2, the fitted values for
reflect the rates of processes for leaving the associated layer. Furthermore, each

p

p

is related to

the e↵ective di↵usion and/or desorption rate for the process associated with leaving a specific nonadsorbed/adsorbed SoS. In L2, the

p

values can only correspond to di↵usion events and non-

adsorbed SoS. It is interesting that even in L2, there are 2 types of di↵usion processes, which could
correspond to the two di↵erent modes of di↵usion for solutes in a solvent (i.e., as discussed by Nir
and Stein [118]); however, our analysis does not enable us to discriminate between two processes of
di↵usion for a single type of solvated SoS versus two types of solvated SoS with separate di↵usion
processes (answering that question is saved for future work). For L1, two of the three

p

values

are on the same order of magnitude as those for L2. We ascribe these to di↵usion processes. The
third, which has a small value of 0.027 ± 0.001 ps
observed value of

3,L1

1

, we ascribe to surface adsorbed methanol. The

= 0.027 reflects an average residence time due to three processes: (1) a

molecule di↵using from the B1 boundary to the surface, (2) a molecule being adsorbed on a surface,
and (3) a molecule di↵using from the surface back to the B1 boundary at the end of an adsorption
visit. However, we know that the di↵usion of non-adsorbed methanol occurs on a substantially
faster time scale (as described by the much higher-hopping e↵ective transition frequencies) and that
the residence times in those di↵using SoS are negligible relative to the length of time spent in the
adsorbed state. Consequently, the observed

3,L1

e↵ective transition frequency is (by approximation)
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taken as the e↵ective transition frequency for desorption. The associated occurrence of visits that
include the adsorbed SoS, VB1F,A , has a value of 1923 ± 157 (obtained from fitting as the coefficient
ap in eq 3.6).

3.4.3

Sticking Coefficient and Apparent Rate Constants
Inserting VB1F,T obtained in Section 3.4.1 with VB1F,A obtained in Section 3.4.2, we can use

eq 3.6 to calculate the encounter sticking coefficient SE =

VB1F,A
VB1F,T

= 0.27. Assuming an Arrhenius

factor and conventional chemical kinetics theory, the sticking coefficient is related to the steric factor
for the encounter sticking coefficient by SE = SE,0 ⇥ e

EA,ads /RT

, where SE,0 is the steric factor and

EA,ads is the activation barrier for adsorption. The lower bound for SE,0 (corresponding to the case
where there is no adsorption barrier) is thus 0.27 at 300 K (the upper bound is by definition 1).
While investigating the temperature dependence of adsorption and di↵usion is beyond the scope of
this work, application of the method presented here to obtain SE at multiple temperatures would
enable SE,0 and EA,ads to be obtained.
The apparent rate constant for methanol hopping between layers, which is useful for kinetic
modeling, is obtained in a similar manner to SE . The apparent rate constant of methanol crossing
a particular boundary encompasses the behavior of all SoS in that layer (as opposed to an e↵ective
rate constant, which is for a single SoS). The apparent rate constant of hopping can be obtained by
app
kO,B,D,⌘(hop)
=

number of visits that exited layer of origin O across boundary B in direction D
total residence time in layer of origin O
(3.7)

For these rate constants, O is a layer number (associated with the layer of origin), B is the boundary
plane being crossed, and D is a direction (either forward (F) or reverse (R)). The subscript ⌘ is
as defined in Section 3.4.2. However, since the layer of origin can be inferred, we can simplify the
app
app
notation, i.e., kL2,B1,F,⌘(hop)
can be truncated to kB1F,⌘(hop)
. The total residence times for methanol

in each layer and the maximum (longest) residence time for an individual visit are listed in Table 3.3.
While no formal convergence or steady state analysis was performed [113, 114], it is evident that
the simulation times were long enough for the values to have converged after averaging 10 runs.

34

Figure 3.8: Apparent rate constant for methanol hopping crosses boundaries B1-B3 in the forward
(solid) and reverse (hashed) directions. The error bars are the 95% confidence intervals..
Table 3.3: Total Residence Time of Methanol Spent in Each Layer and the Maximum Residence
Time of a Single Visit in Each Layera .
Layer

Total residence time (ps)

Percentage of total resi-

Longest residence time ob-

dence time during the whole

served for a single visit (ps)

MD simulation (%)

a

1

73,040 ± 5760

36.5 ± 2.9

308 ± 31

2

15,617 ± 800

7.8 ± 0.4

35 ± 2

3

14,928 ± 488

7.5 ± 0.2

34 ± 2

4

15,090 ± 867

7.5 ± 0.4

33 ± 2

The results represent the average of 10 simulation runs, and the error bars represents 95%

confidence intervals.

Using equation 3.7 with values shown in Figure 3.4 (number of hops) and Table 3.3 (total
residence time), the apparent rate constants for methanol hopping between layers are calculated and
app
shown in Figure 3.8. In Figure 3.8, it is interesting to compare kB1F,⌘(hop)
(value of 0.45 ⇥ 1012 s

1

),

which is the apparent rate constant of methanol hopping forward to the Pt surface from L2 to
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app
L1, and kB1R,⌘(hop)
(value of 0.10 ⇥ 1012 s

1

), which is the apparent rate constant of methanol

app
leaving the layer closest to the surface (L1). kB1R,⌘(hop)
encompasses two kinds of hops: from visits
app
where adsorption occurred and visits where adsorption did not occur. kB1R,⌘(hop)
therefore does not
app
app
reflect a single intrinsic rate constant. The ratio of kB1F,⌘(hop)
/kB1R,⌘(hop)
displays the magnitude of

di↵erence in the kinetic residence times in the two layers. For this system, the residence time in L1
app
app
is dominated by the time in the adsorbed state, and thus kB1F,⌘(hop)
/kB1R,⌘(hop)
is also an e↵ective

equilibrium constant for residing on the surface relative to solvation (this ratio directly compares the
apparent rate constants of the hops between L1 and L2, and thus is free from any entropic e↵ects
from the size of the full solution space). This concept of an e↵ective equilibrium constant is useful
for relating the sticking coefficient to the bulk concentration, which is an experimentally measurable
quantity; tying this methodology to experimentally measurable quantities is further described below.

3.5
3.5.1

Discussion
Extracting SE and the Adsorption Rate Equation from Simulations
From the apparent rate constants, one can calculate the average flux and then obtain the

expected adsorption rate using eq 3.1 (rads, = Fl

s

⇥ SE ⇥ ✓s ). The average flux is the same as

the absolute rate per unit area and can be related to the hopping rate through hF i = r(absl) =
r(hop) ⇥ molecules
, where the diamond brackets denote the arithmetic average and the word molecules
B
is included as a unit conversion. In this study, the area of the layer boundary is also equal to the
nominal surface area

B

=

2

S

= 245.35 Å . Similar to the discussion in Section 3.4.2, r(hop) =

app
app
kc(hop)
⇥ hci = k⌘(hop)
⇥ h⌘i. From the above considerations, we are able to obtain the average flux

into a layer L from across a particular boundary B by
app
hFL,B i = kO,B,D,c(hop)
⇥ hcO i ⇥

=

app
kO,B,D,⌘(hop)

⇥ h⌘O i ⇥

molecules
B

molecules

(3.8)

B

with subscripts as previously defined. Note that the left-hand side of eq 3.8 has a subscript of L
while the right-hand side has a subscript of O: this is because we typically refer to the flux towards
the surface, which depends on the concentration at the layer from which the molecules are entering.
For adsorption to the surface, L is layer 1 and O is layer 2. Thus, as an example, when h⌘2 i = 0.002,
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the rate of adsorption on an empty surface would be given by
rads, = Fl s ⇥ SE ⇥ ✓s
✓
◆
molecules
app
= kL2,B1F,⌘(hop) ⇥ h⌘2 i ⇥
⇥ SE ⇥ ✓ s
B
✓
◆
molecules
12
1
= 0.45 ⇥ 10 s ⇥ 0.002 ⇥
⇥ 0.27 ⇥ 1
2
245.35 Å
app
app
1
If desired, converting from kO,B,D,⌘(hop)
to kO,B,D,c(hop)
is accomplished using kO,B,D,⌘(hop) ⇥csingle
=

kO,B,D,c(hop) where csingle corresponds to the concentration for one molecule per the volume associated with a layer, as discussed in Section 3.4.2. Then
rads, = Fl s ⇥ SE ⇥ ✓s
✓
◆
molecules
app
⇥ SE ⇥ ✓ s
= kL2,B1F,c(hop)
⇥ hc2 i ⇥
B
✓
◆
molecules
app
1
= kL2,B1F,⌘(hop)
⇥ csingle
⇥ hc2 i ⇥
⇥ SE ⇥ ✓ s
B

It is worth noting that even at equilibrium the concentration in L2 may be di↵erent from that
deep in the bulk. For cases where there are no mass transfer limitations, it is convenient to use
the equilibrium ratio of L2 relative to the bulk (in this present study, the concentration from L3
is a bulk concentration). The e↵ective equilibrium constant is calculated by K2b = hcb i / hc2 i =
h⌘b i / h⌘2 i, where for this system, values of h⌘b i and h⌘2 i are from Table 3.3 with h⌘b i = 0.075
and h⌘2 i = 0.078, which gives K2b = 0.96. Now, if we obtain hcb i, we can calculate hc2 i and get
the adsorption rate. Notice that hcb i is the average bulk concentration and is the quantity that is
typically controlled experimentally. Thus, this approach will enable a more direct comparison with
experiment for situations where equilibrium is maintained between hc2 i and hcb i. For cases where
adsorption is mass-transfer limited, h⌘2 i can be calculated using numerical evaluation of Fick’s law,
as in refs [77] and [76]. In this work, we have considered a situation where the adsorption occurs
with the solute concentration sufficiently close to the dilute limit that the adsorption rate would be
expected to be linear with solute concentration. However, with increasing solute concentrations, the
sticking coefficient and adsorption rate would exhibit solute concentration dependence. The method
presented here can be extended to investigating the concentration dependence of the adsorption rate
by running simulations with varying concentrations of solute.
The method presented here can be used to produce experimentally relevant rates as follows.
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Consider a situation for the system in this work where the bulk methanol concentration hcb i is
8.26 ⇥ 10

5 molecule
Å

3

and ✓S = 0.5 and conditions where the concentration in hc2 i is determined by

equilibrium rather than mass transport, then, hc2 i = hcb i /K2b = 8.61 ⇥ 10

5 molecule
Å

3

, and the rate

of adsorption is
rads, = Fl s ⇥ SE ⇥ ✓s
✓
◆
molecules
app
1
= kL2,B1F,⌘(hop) ⇥ csingle ⇥ hc2 i ⇥
⇥ SE ⇥ ✓ s
=

0.45 ⇥ 1012 s

1

⇥

✓

1molecule
907.80 Å

= 1.94 ⇥ 107 molecules · Å

2

= 3.2 ⇥ 103 mol · m

1

2

· s

· s

3

◆

B

1

⇥ 8.61 ⇥ 10

5

molecule
Å

3

⇥

molecules
245.3 Å

2

!

⇥ 0.27 ⇥ 0.5

1

which is in experimentally relevant units. We note, however, that the chemistry and rates are
influenced by the methanol Pt(111) interaction energy, which depends on the force field that is
employed. The force field employed here captures physisorption but not chemisorption. Our DFT
calculations (see ref [12] and the Supporting Information in Ref. [174]) indicate that the methanol
molecule chemisorbs to Pt(111), and we recognize that the example in this paper is lacking that
chemistry. Obtaining values that match experiment thus requires accurate force fields to capture
the interaction between the methanol molecule and the Pt surface. This is a subject of ongoing
work by our group and others [154]. The method described herein will accommodate the more
chemically accurate force fields being developed, enabling one to obtain a sticking coefficient from
simulation and subsequently an adsorption rate equation that relies only on bulk concentrations and
the fraction of surface sites available.
The above rate equation can be used in microkinetic modeling and kinetic Monte Carlo
simulations [104]. Additionally, as the bulk concentration is an easily controllable and measurable
experimental quantity, the rate equation can also be used in conjunction with experimental studies,
demonstrating the robust utility of the method. Furthermore, the method provides an improvement
in physical realism relative to basing liquid-solid adsorption rates on the gas-phase partial pressure
(allowing greater accuracy in future elementary step kinetic modeling, such as in refs [8] and [102]).
A comparison of values from the method presented herein to those from algebraic approximations
is provided in Section 3.5.2.
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3.5.2

Estimating Steady-State Adsorption Rates for Non-simulated Systems
app
1
In the best case, the factors kL2,B1F,⌘(hop)
⇥ csingle
⇥ hc2 i and K2b are known, enabling

the calculation of the rate of adsorption for arbitrary conditions by eq 3.8. However, it is worth
considering what approximations can be used to estimate the rate of adsorption under steady state
for non-simulated systems. The general case is that the rate of adsorption is given by the sticking
coefficient, the flux (encounter frequency), and the percentage of surface that is unoccupied: rads, =
F1

s ⇥SE ⇥✓s .

Based on the simulations in this work, we are able to compare our results to algebraic

approximations for the rate of adsorption for non-simulated systems. The flux is dependent on the
solute concentration in layer 2. It is possible to employ approximations for the flux and set SE
and K2b to 1, in which case the rate of adsorption can be approximated as a function of the bulk
concentration, rads, = f (cb ) ⇥ ✓s . Additional discussion and the origins of the approximations
below are provided in the Supporting Information Section S11 of Ref. [174].
One simple method would be to estimate the flux from layer 2 as being similar to that given
by the mean displacement of the bulk di↵usion coefficient, which we will denote with a subscript
bdc,
rads,

,bdc

✓
Db
⇠ 2 ⇥ S0 ⇥ e
d

EA,ads
RT

◆

⇥ ✓s ⇥ hcb i ⇥ (K2b )

1

⇥d

(3.9)

Where Db is a bulk di↵usion coefficient for the solute, S0 is the steric factor from collision theory
(in our notation, S0 is just one term in the sticking coefficient), EA,ads is the activation energy
for adsorption, ✓s is the fraction of empty sites, and d is the layer thickness, which is equal to the
diameter of the solute molecule. As noted in the literature, for most liquid-solid catalytic reactions,
the rate of adsorption does not have a high degree of rate control [8]. Thus, it is likely that for cases
in which a reactant starts in the gas phase and then undergoes a solid-catalyzed reaction in the
liquid phase, that there will often be a pre-equilibrium established between the gas phase and the
pc
solute. In this case, the term eq 3.9 can be obtained by hcb i = PA ⇥ (KH
)

1

pc
, where the term KH

is a Henry’s law constant (used to obtain the equilibrium absolute concentration from the gas-phase
partial pressure of the solute/adsorbate) [139]. There are various types of Henry’s law constants,
and the reader is directed to the reference provided for further information on the various units
that are possible in Henry’s law constants. For small molecules the di↵usion coefficient in liquids
is typically ⇠ 1.0 ⇥ 10

9

m2 s

1

(for example, Db = 2.0 ⇥ 10
39

9

m2 s

1

for methanol [29]) and the

rate can be even further approximated as

rads,

,bdc

⇠ 1.0 ⇥ 10

9

m2 s

1

⇥ ✓s ⇥ hcb i ⇥ d

(3.10)

where hcb i can again be calculated as noted above. Further details about these approximations are
provided in the Supporting Information Section S11 of Ref. [174].
An alternative method is based on the kinetic gas flux (eq 3.2). When correcting the density
di↵erence between the liquid phase and the gas phase, this turns out to be a good approximation for
the flux across a plane in the liquid phase (see also refs [77] and [76]). We denote this approximation
with the subscript kgf :

rads,

,kgf

✓
PA
⇠p
⇥ S0 ⇥ e
2⇡mkB T

EA,ads
RT

◆

⇥ ✓s ⇥ x ⇥ (K2b )

1

✓

(1

◆
⇢(solvent )
⇢(solute )
x)
+ (x)
⇢A(g)
⇢A(g)
(3.11)

px
Where x is the mole fraction of the solute in the solvent as obtained by x = PA (KH
)

1

, ⇢(solvent)

is the molar density of the solvent in its pure bulk liquid form, ⇢(solute) is the molar density of the
solute in its pure bulk liquid form, and ⇢A(g) is the density of the adsorbing species in the gas phase
above the liquid. As liquids of small molecules are typically on the order of ⇠ 103 times more dense
than gases at 1 bar, the equation can be further approximated for small molecules by:

rads,

,kgf

P
⇠p
⇥ ✓s ⇥ x ⇥
2⇡mkB T

3

10 ⇥

✓

PA
1bar

◆

1

!

(3.12)

where x can again be calculated as noted above.
The comparison of the values obtained by the various equations is shown in Table 3.4
for the methanol-to-Pt(111) adsorption rate simulated in this study, for the case that T = 300
K, the bulk methanol to water concentration mole ratio is 1:150. Using a realistic value [139]
pc
of (KH
)

1

= 2.0 mol m

3

Pa

1

px
, which corresponds to KH
= 27.7 ⇥ 103 Pa, we see that this

corresponds to a partial pressure of 184.4 Pa of methanol and gives a bulk molar concentration of
hcb i ⇠ 2.22 ⇥ 10

4

methanol Å

3

. We see that eqs 3.9-3.12 provide reasonable order of magnitude

estimates for the adsorption rate simulated in this study. Thus, the above algebraic expressions seem
to provide a good intermediate term approximation for order of magnitude accuracy, which can be
used in microkinetic modeling (elementary step kinetic modeling) of catalytic systems when constants
from the methodology presented in this work are not available. In the long term, systematic studies
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Table 3.4: Comparison of estimates for steady-state adsorption ratesa .
Equation
3.8
3.2
3.9
3.10
3.11
3.12

Method for solute to surface flux estimation
Extracted from MD
Kinetic gas flux directly
Bulk di↵usion coefficient
Bulk di↵usion coefficient
further approximated
Kinetic gas flux with density correction
Kinetic gas flux with density correction further approximated

Estimated adsorption rate
(molecules · m2 · s 1 )
3.85 ⇥ 1028
4.96 ⇥ 1024
1.20 ⇥ 1027
6.00 ⇥ 1026

Factor relative to equation 3.8
1.0
1.29 ⇥ 10 4
3.12 ⇥ 10 2
1.56 ⇥ 10 2

2.47 ⇥ 1028

6.41 ⇥ 10

1

1.82 ⇥ 1028

4.71 ⇥ 10

1

a

The value obtained from the method presented herein is presented in bold. For eq 3.8, the constants
from the simulations were utilized. For eqs 3.9-3.12, it was assumed that in the absence of simulations
the value of K2b would be unknown. Thus, for eqs 3.9-3.12 the values used were K2b = 1, d=3.7 Å,
1
px
pc
1
3
9
2
1
KH
= 0.273 atm, and (KH
) =
⇣ 2.0 mol ⌘m Pa . For eq 3.10, a Db of 2.0 ⇥ 10 m s was
used. For eqs 3.9 and 3.11, S0 ⇥ e

EA,ads
RT

= 1 was used. For all cases, ✓ = 1.0 was used.

based on the methodology presented in this study could result in more accurate system specific
approximations (for example, by machine learning).

3.6

Conclusions
In this work, we developed a method using molecular dynamics (MD) simulations to calcu-

late the encounter sticking coefficient (SE ) and the adsorption rate for liquid-phase solutes adsorbing to a solid surface. The method was applied to the case of methanol adsorbing molecularly on
a Pt(111) surface under aqueous conditions. The residence times of the molecule in the direction
normal to the Pt(111) surface were fitted using Poisson distributions with the assumption that motions of the molecule can be coarse grained into consecutive hops based on their positions during
MD simulations. Using this methodology, encounters of the methanol molecule with the Pt surface
were quantified, and adsorbed and non-adsorbed states near the Pt(111) surface were discerned by
fitting to a raw survival distribution function (RSDF). Our procedure provides a straightforward
way to extract the encounter sticking coefficient in liquid-solid adsorption. After obtaining the
sticking coefficient, a rate equation for adsorption related to the bulk concentrations can then be
written. The rate equation allows this methodology to create inputs for microkinetic modeling and
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kinetic Monte Carlo simulations. Additionally, as the bulk concentration is an easily controllable
and measurable experimental quantity, the apparent rate constant can also be used in conjunction
with experimental studies. Application of this method should enable simulation-based screening
studies, such as across di↵erent solvents, various concentrations, etc. Using insights from this study,
we present several algebraic approximations that can be used for systems where molecular dynamics
simulations are not explicitly carried out. Comparisons of the adsorption rates obtained from the
algebraic expressions show that they can achieve order of magnitude accuracy for adsorption rates
under equilibrium conditions and are suitable for kinetic modeling of catalytic systems.
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Chapter 4

Solvation Free Energy
4.1

Introduction
Calculating the free energies of catalytic adsorbates under liquid phase is imperative for

modeling catalyst performance in liquid phase reaction conditions; however, methods for performing
such calculations remain unresolved. In general, the energies of catalytic species must be calculated
with quantum mechanics (QM), which captures the potential energies that are stored within the
chemical bonds. The free energies are influenced by the thermal movements of the atoms and
molecules (including the solvent molecules) and thus require finite-temperature methods. Present
strategies for calculating free energies of catalytic adsorbates in liquid reaction conditions entail
vac
summing the adsorbate’s free energy calculated under vacuum (Fads
) with its free energy of solvation

( Fsol ) [43, 168, 146, 81, 69, 39, 37, 38, 8, 7, 137], i.e.,
liq
vac
Fads
(T ) = Fads
(T ) +

Fsol (T )

(4.1)

where Fsol (T ) is the di↵erence in free energy between a solvated adsorbate and the same adsorbate
vac
under vacuum at temperature T , and Fads
(T ) is the free energy of the adsorbate under vacuum at

temperature T calculated relative to the energy of the adsorbate at 0 K [44, 46, 34, 133, 16, 72, 152],
i.e.,
vac
vac
vac
Fads
(T ) = Eelec
+ EZP
+

43

vac
Fvib
(T )

(4.2)

vac
vac
Here Eelec
and EZP
are the electronic and zero-point vibrational energies calculated with QM (at 0

K), and

vac
vac
Fvib
(T ) is its temperature-dependent vibrational free energy calculated relative to EZP
.

Fsol (T ) is most often calculated in quantum mechanics using implicit solvation [43, 105, 39, 38,
8, 7, 69, 146, 81], which collapses the thermal e↵ects of the solvent into a continuum based on the
solvent’s dielectric constant. This method thus does not include solvent molecules explicitly. Save for
one comparison of this strategy with an analogous method employing explicit solvation (calculated
using a combination of QM and molecular mechanics, i.e., QM/MM) for calculating the free energy of
a single reaction (i.e., (CHOH)2 * ! 2CHOH*, where the * are catalyst sites) on a Pt(111) catalyst
[37], the validity and limitations of using implicit solvation for calculating free energies involved in
heterogeneous liquid phase catalysis remain to be established. In situations where solvent molecules
interact strongly with catalytic adsorbates and/or participate in the catalytic reaction, it is expected
that implicit solvation will be insufficient.
It is our goal in this work to begin establishing such methods, as well as to provide guidelines
for when implicit solvation can and cannot be employed for calculating the free energies of catalytic
phenomena in liquid reaction conditions. Specifically, we employ a multiscale sampling (MSS)
approach [11, 13, 167, 166], that combines density functional theory (DFT) with classical molecular
dynamics (MD) for calculating the free energies of solvation of catalytic adsorbates under explicit
solvation. In this method, MD is used to generate configurations of liquid solvent molecules, and
DFT is used to calculate their energies. This method thus takes advantage of the strengths of both
DFT — accurately calculating system energies — and MD — efficiently producing configurations of
liquid solvent molecules at finite T . We use this method to calculate the free energies of solvation
of NH* , NH2* , CO* , COH* , CH2 OH* , and C3 H7 O3* adsorbates on Pt(111) catalysts under liquid
solvent. We are interested in these adsorbates because they are important in ammonia synthesis and
biomass processing, which are reactions of societal interest [92, 47], and because they demonstrate
di↵erent interactions with the solvent environment. In order to establish guidelines for when implicit
solvation can be used for calculating free energies and when explicit solvation is needed, we compare
free energies of solvation calculated with explicit solvation using MSS for these adsorbates to implicit
solvation. We find that the COH* , CH2 OH* , and C3 H7 O3* adsorbates, which comprise

OH groups

that form strong hydrogen bonds with H2 O, require explicit solvation to fully capture solvation
energies; however, implicit solvation is sufficient for the remaining adsorbates considered in this work.
Using the MSS approach, we are additionally able to parse the calculated free energies of solvation
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into energetic and entropic contributions, which enables analysis of the origins of these contributions.
We find that adsorbates that interact strongly with H2 O also exhibit large and negative entropies
of solvation, which are caused by decreased rotational dynamics of H2 O molecules that are strongly
bonded to the adsorbates.

4.2

Computational Methods

4.2.1

System Setup
The simulation system of Pt(111) catalyst with explicit H2 O solvent is set up according to

chapter 2.2. Positions of the adsorbates on the surface are selected according to the literature [11,
48, 121]. For comparison, we also calculate the thermodynamics of solvation of catalytic adsorbates
in a 50%/50% by weight solution of H2 O and CH3 OH. These systems utilize the same 3 ⇥ 3 Pt(111)
slabs and contain 27 H2 O molecules and 15 CH3 OH molecules. Otherwise, the systems are set up
analogously to the pure H2 O systems.

4.2.2

Classical MD Simulations
Energies in LAMMPS are calculated classically according to chapter 2.4.

4.2.3

Free Energies
Solvation free energies of the adsorbates presented in this work are calculated in two ways:

MSS
with multiscale sampling using a combination of DFT and MD ( Fsol
) and with implicit solvation
imp
using DFT ( Fsol
).

4.2.3.1

Multiscale Sampling
Values of

MSS
Fsol
combine energies calculated with DFT with entropies calculated with MD,

i.e.,

MSS
Fsol
=

where
and

DFT
Eint

MD
T Sint

(4.3)

DFT
Eint
is the adsorbate-water interaction energy calculated with DFT, T is the temperature,
MD
Sint
is the adsorbate-water interaction entropy calculated with MD. More details about the
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derivation of this equation are provided in the Supporting Information of Ref. [173]. Since one
cannot directly output entropies from an MD simulation, we extract entropies from MD-calculated
MD
free energies ( Fsol
, see Equation 4.6). These are calculated using the method of thermodynamic

integration. In this method, a solute (here, the Pt surface with adsorbate) is “grown” in a sea
of solvent over the course of an MD simulation performed in the NVT ensemble. This growth is
simulated by scaling the LJ and C parameters between the solute and solvent via scaling parameters,
LJ

and

C,

respectively. These scaling parameters take on values from 0 (LJ or C cross terms are

equal to 0) to 1 (LJ or C cross terms are equal to their normal values). In order to avoid singularities
when

LJ

= 0, a soft core potential implemented in LAMMPS is used [148]. The free energy is
MD
FPt+ads
=

Z

=1
=0

⌧

@ E( )
@

d

(4.4)

where E is the energy of interaction between the Pt surface+adsorbate with the solvent molecules
at di↵erent values of , where

can be either

LJ

or

C

(these are varied one at a time, following

the method outlined by Shirts and Pande[148]). Values of h@ E ( ) /@ i are obtained by making
small perturbations to

(

= 0.0001) and calculating the di↵erences in E. Herein, we use 21

equally-spaced values of

( = 0, 0.05, 0.10, . . ., 1) to evaluate

F MD . For each value of , a NVT

MD simulation is performed for 350 ps, where the first 100 ps are used for system equilibration
and the last 250 ps are used for configurational sampling. Further details about the influence of the
length of the NVT trajectory on the results are provided in the Supporting Information of Ref. [173].
Configurations are sampled every 1 ps over the production run of the NVT MD trajectory in order
to calculate E. Since this yields the free energy of solvation for the Pt+adsorbate system, we
additionally calculate

F MD for the clean Pt surface, which allows us to separate the contribution

due to the adsorbate.

MD
Fsol
=
MD
Sint
is obtained by decomposing

MD
FPt

(4.5)

MD
Fsol
into energetic and entropic contributions [159, 170]

MD
Sint
=

where

MD
FPt+ads

MD
Fsol

MD
Eint

T

(4.6)

MD
Eint
are calculated by simply evaluating the LJ + C potential between the solvent molecules
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and the adsorbate at various configurations of solvent molecules over the course of a straightforward
(i.e., without the scaling parameter ) NVT MD trajectory.
DFT
Eint
(used in Equation 4.3 to calculate

MSS
Fsol
) comprises all of the physical and chemical

interactions between the liquid solvent molecules and the adsorbate and is calculated as

DFT
Eint
=

D

liq
(EPt+ads

vac
EPt+ads
)

liq
(EPt

vac
EPt
)

E

(4.7)

liq
where EPt+ads
is the DFT-calculated energy of the Pt surface plus adsorbate under explicit solvent,
liq
vac
EPt+ads
is the DFT-calculated energy of the Pt surface plus adsorbate under vacuum, EPt
is the
vac
DFT-calculated energy of the clean Pt surface (without the adsorbate) under explicit solvent, EPt
is

the DFT-calculated energy of the clean Pt surface under vacuum, and the bracket notation indicates
liq
the ensemble average. EPt+ads
are calculated as follows [11]. An initial guess of the conformation of

the adsorbate is obtained by relaxing the structure of the adsorbate on a Pt(111) surface under Ih
ice in DFT, according to the procedure in Section 2.3. The resulting Pt+adsorbate structure is then
simulated under explicit solvent in MD in the NVT ensemble, following the procedures described
in Sections 4.2.1 and 2.4. Positions of the solvent molecules are sampled at constant time intervals
of at least 300 ps in order to generate at least 5 configurations of solvent molecules around the
adsorbate. The conformations of the adsorbate and the surrounding solvent molecules are then
liq
re-relaxed in DFT following one of the strategies discussed in Section 2.3. EPt+ads
are the energies
liq
vac
of the resulting conformations. EPt+ads
and EPt
are calculated by removing the solvent molecules
liq
vac
(EPt+ads
) or adsorbate (EPt
) and re-calculating the system energy in DFT. These calculations

are “single point” calculations, where all atoms are held fixed. Values of

DFT
Eint
are reported as

arithmetic averages taken over at least 5 configurations of solvent molecules.
4.2.3.2

Implicit Solvation
imp
Fsol
are calculated as

imp
imp
Fsol
= (FPt+ads

vac
EPt+ads
)

imp
(FPt

vac
EPt
)

(4.8)

imp
imp
where FPt+ads
and FPt
are free energies (electronic energies plus free energies of solvation) of

the Pt surface with the adsorbate and the clean Pt surface, respectively, calculated under implicit
vac
vac
solvation, and EPt+ads
and EPt
are the electronic energies of same systems calculated under vacuum
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(i.e., with implicit solvation turned o↵). Values of F imp are calculated in DFT using the VASPsol
method [105]. VASPsol adds a dielectric term to the Hamiltonian that simulates a solvent continuum.
The dielectric constant is set to 78.40 for pure water and 54.39 for the 50/50 H2 O/CH3 OH mixed
solvent [1]. Technically, free energies calculated in this way are Gibbs free energies (i.e., Gimp
Pt+ads
and Gimp
Pt ); however, since P V is expected to be two orders of magnitude smaller than

E for

these systems [159], we use values calculated in this way to approximate the Helmholtz free energies
imp
( Fsol
) in order to compare with

4.2.4

MSS
Fsol
.

DFT Calculations
DFT calculations are performed according to chapter 2.3.

4.2.5

Hydrogen Bond Criteria
Hydrogen bonds (HBs) are identified using geometric criteria as follows [100]. The distance

between the solvent oxygen atom and the electronegative atom on the adsorbate (i.e., the Osolvent –
Nads /Oads distance) must be  3.5 Å. Additionally, when the solvent molecule is a HB donor, the
angle between the electronegative atom on the adsorbate, the solvent molecule oxygen atom, and
the participating solvent molecule hydrogen atom (i.e., the Nads /Oads –Osolvent –Hsolvent angle) must
be  30 , and the distance between the electronegative atom on the adsorbate and the participating
hydrogen atom on the solvent molecule (i.e., the Nads /Oads –Hsolvent distance) must be  2.5 Å.
When the solvent molecule is a HB acceptor, the angle between the solvent molecule oxygen atom,
the electronegative atom on the adsorbate, and the participating hydrogen atom on the solvent
molecule (i.e., the Osolvent –Nads /Oads –Hads angle) must be  30 , and the distance between the
solvent molecule oxygen atom and the hydrogen atom on the adsorbate (i.e., the Osolvent –Hads
distance) must be  2.5 Å. Hydrogen bonds can be formed between the adsorbates and solvent H2 O
molecules as well as between adsorbates and solvent CH3 OH molecules when the mixed solvent is
employed.

4.2.6

Rotational Dynamics of Solvent Molecules
The mobilities of the H2 O molecules that are hydrogen bonded to the adsorbates are studied

using the dipole-dipole time correlation function (TCF) [124, 175]. The dipole-dipole TCF indicates
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how fast a H2 O molecule rotates away from its initial orientation after forming a hydrogen bond
with the adsorbate. It is calculated as

Cµ (t) =

hµi (t) · µi (0)i
hµi (0) · µi (0)i

(4.9)

where µi (t) and µi (0) are the unit dipole vectors of the ith hydrogen-bonded H2 O molecule at time
t = t and t = 0, respectively, and the bracket notation indicates an ensemble average. The vectors
µi are obtained from the production runs of NVT MD simulations, which are carried out for 45 ns,
where the first 5 ns are used for system equilibration, the last 40 ns are used for configurational
sampling, and configurations are sampled every 100 fs during the production runs.

4.3

Results

4.3.1

Free Energies of Solvation Calculated with Multiscale Sampling versus Implicit Solvation
MSS
) and implicit solvaFree energies of solvation calculated with multiscale sampling ( Fsol

imp
tion ( Fsol
) are listed in Table 4.1. Calculated

MSS
Fsol
follow the trend C3 H7 O3* < COH* < CH2 OH* < NH2* < NH* < CO* , with

values of

MSS
Fsol
for C3 H7 O3* being quite appreciable at

of

Fsol are all exothermic. In pure H2 O solvent,

imp
Fsol
follow a similar trend as

adsorbates,

MSS
Fsol
and

0.91 eV and

MSS
Fsol
. While

MSS
Fsol
⇡

MSS
Fsol
for CO* being ⇠ 0. Values
imp
Fsol
for the NH* , NH2* , and CO*

imp
Fsol
for the COH* , CH2 OH* , and C3 H7 O3* adsorbates are di↵erent by

0.38 eV, 0.12 eV, and 0.56 eV, respectively. These di↵erences could have energetic origins, entropic
origins, or both, and we investigate these possibilities in Sections 4.3.2 and 4.3.3.

4.3.2

Energetic Origins
One reason for the di↵erences between

MSS
Fsol
and

imp
Fsol
for some adsorbates could be that

those adsorbates interact more strongly with H2 O than is captured by implicit solvation. Calculated
interaction energies for the NH* , NH2* , CO* , COH* , CH2 OH* , and C3 H7 O3* adsorbates are listed
in Table 4.1. Calculated

Eint are all negative, indicating favorable interactions with solvent. In

general, the strengths of the interaction energies are related to the propensities of the adsorbates to
form hydrogen bonds. Thus, NH* , NH2* , COH* , CH2 OH* , and C3 H7 O3* , which all feature either
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Table 4.1: Solvation free energies ( Fsol ), interaction energies ( Eint ), and interaction entropies
(T Sint ) for NH* , NH2* , CO* , COH* , CH2 OH* , C3 H7 O3* adsorbates on Pt(111) under pure
H2 O solvent and a 50% H2 O/50% CH3 OH (w/w) mixed solvent at T = 300 K, calculated with
multiscale sampling (MSS), DFT with explicit solvation (DFT), DFT with implicit solvation (imp),
and molecular dynamics (MD)a
NH*

NH2*

CO*

COH*

CH2 OH*

C 3 H7 O 3 *

0.30
0.18
0.63
0.63
0.33
0.40

0.91
0.35
1.52
1.33
0.61
0.95

H2 O
MSS
Fsol
imp
Fsol
DFT
Eint
DFT
Eint
(mb)
MD
T Sint
MD
T Sint
(pert)

0.20
0.19
0.34
0.30
0.14
dnc

0.28
0.26
0.49
0.46
0.21
dnc

0.02
0.04
0.09
0.07
0.07
dnc

0.69
0.31
0.99
0.63
0.30
0.41

50% H2 O/50% CH3 OH (w/w)
MSS
Fsol
imp
Fsol
DFT
Eint
MD
T Sint

0.14
0.18
0.30
0.16

0.16
0.24
0.40
0.24

0.04
0.04
0.03
0.07

a

0.59
0.29
0.90
0.31

0.14
0.17
0.46
0.33

0.52
0.31
1.16
0.64

All values are calculated according to the procedures in Section 4.2, except for those labeled ‘mb’,
which are calculated according to the procedure in Section 4.3.2, and those labeled ‘pert’, which are
discussed in Section 4.3.3. All values are in units of eV. dnc stands for “did not calculate”.
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NH or

OH groups, exhibit strong

Eint , whereas CO* exhibits

Eint < 0.1 eV. Snapshots of the

NH* , NH2* , COH* , CH2 OH* , and C3 H7 O3* adsorbates along with representative configurations of
hydrogen bonded H2 O molecules are shown in Figure 4.1.
If an adsorbate interacts more strongly with a H2 O molecule than is captured by implicit
solvation, it could be because the adsorbate is forming a chemical bond with H2 O. To explore this
possibility, we re-calculated

DFT
Eint
, this time only allowing the solvent molecules that are hydrogen

bonded to the adsorbate to relax (and thus holding all other atoms, including those in the adsorbate,
fixed). Calculations performed in this manner are labeled ‘mb’ (for “method b”) in Table 4.1 and
Figure 4.1. We postulated that if the di↵erences between

MSS
Fsol
and

imp
Fsol
were due to a chemical

bond, that holding the adsorbate molecule fixed would prevent optimization of the chemical bond
and thus result in a weaker (less negative) value of
value for

MSS
Fsol
.

DFT
Eint
, which would result in a less exothermic

DFT
Eint
calculated using this second relaxation method are tabulated in Table 4.1.

Comparing these values with the original values of

DFT
Eint
, the NH* , NH2* , CO* , and CH2 OH*

adsorbates show minor changes of 0.04 eV or less, while the COH* and C3 H7 O3* adsorbates show
much more significant di↵erences of 0.36 eV and 0.19 eV, respectively. Note that for COH* , this
di↵erence is nearly identical to the di↵erence between

MSS
Fsol
and

imp
Fsol
. Comparing the geometries

of the COH* -H2 O and C3 H7 O3* -H2 O systems calculated using the two di↵erent relxation methods
(i.e., comparing Figure 4.1c with Figure 4.1d and Figure 4.1g with Figure 4.1h), there are noticeable
di↵erences in the adsorbate-H2 O distances due the relaxation method used, lending credence to the
hypothesis that these adsorbates form chemical bonds with H2 O solvent. In contrast, the relaxation
method has at most a minor influence on the adsorbate-H2 O distance for NH* , NH2* , and CH2 OH* .
To further investigate the possibility of chemical bonds forming between the COH* and
C3 H7 O3* adsorbates and H2 O, we calculated the charge density di↵erences for these adsorbates due
to interaction with H2 O molecules (details about these simulations are provided in the Supporting
Information of Ref. [173]). The results (Figure 4.2) show a significant increase in charge density
between the COH* adsorbate and the H2 O molecule, suggesting formation of a chemical bond,
whereas the charge density increase between the C3 H7 O3* adsorbate and H2 O solvent is minor.
Thus, we conclude that the COH* adsorbate forms a chemical bond with H2 O solvent, which results
in a much more exothermic free energy of solvation when calculated with explicit solvent than with
implicit solvent.
The di↵erences between

MSS
Fsol
and

imp
Fsol
for CH2 OH* and C3 H7 O3* must have di↵erent,
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Figure 4.1: Representative geometries of NH* (a), NH2* (b), COH* (c,d), CH2 OH* (e,f), C3 H7 O3*
(g,h) adsorbates along with hydrogen-bonded H2 O molecules. For clarity, H2 O molecules that are
not hydrogen bonded to the adsorbates are not rendered. All geometries were calculated according
to the procedures in Section 4.2, except for those labeled ‘mb’, which were calculated according to
the procedure in Section 4.3.2. Color key: N = blue, H = white, O = red, C = cyan, Pt = gold.
Distances are labeled in Å.
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Figure 4.2: Charge density di↵erences due to interaction for COH* -H2 O (top) and C3 H7 O3* -H2 O
(bottom). Color key: H = white, O = red, C = cyan, Pt = gold. Green and purple iso-surfaces
represent regions of charge accumulation and depletion, respectively, and are rendered at values of
0.006 e/Å3 .
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or at least other, origins. Another possibility is the interaction between the polar solvent and
these polarizable adsorbates. To explore this possibility, we modified the polarity of the solvent by
switching from a pure H2 O solvent (dielectric constant = 78.40) to a solution that is 50% H2 O/50%
CH3 OH by weight (dielectric constant = 54.39). We reasoned that reducing the polarity of the
solvent would reduce the strength of the adsorbate-solvent interaction for polarizable adsorbates and
thus reduce the di↵erence between

MSS
Fsol
and

imp
Fsol
. Values of

mixed solvent are tabulated in Table 4.1. Values of

MSS
Fsol
and

imp
Fsol
calculated in

MSS
Fsol
are more positive in the mixed solvent

than in pure H2 O, with the most significant di↵erences being for CH2 OH* (0.16 eV) and C3 H7 O3*
(0.39 eV). In fact,

imp
Fsol
for CH2 OH* are nearly equal under the mixed solvent,

MSS
Fsol
and

suggesting the interaction between the polar solvent and this polarizable adsorbate as a reason for
the di↵erence between

MSS
Fsol
and

imp
Fsol
for CH2 OH* under pure H2 O.

For the C3 H7 O3* adsorbate, the di↵erence between

MSS
Fsol
and

imp
Fsol
in pure H2 O solvent

of 0.56 eV seems to be due to a combination of chemical bonding and solvent polarity/adsorbate
polarizability. To test this, we calculated
‘mb’ strategy discussed above.
value of

DFT
Eint
for C3 H7 O3* under the mixed solvent using the

DFT
Eint
calculated in this manner is

1.05 eV, compared with the

1.16 eV calculated using the “standard” method (discussed in Section 2). This di↵erence

of 0.11 eV accounts for part of the di↵erence of 0.21 eV between

MSS
Fsol
and

imp
Fsol
for C3 H7 O3* in

the mixed solvent, suggesting that chemical bonding indeed contributes to the di↵erences between
MSS
Fsol
and

imp
Fsol
. Further, the much less significant di↵erence between

MSS
Fsol
and

imp
Fsol
in the

mixed solvent versus pure H2 O suggests that solvent polarity/adsorbate polarizability contributes
as well.

4.3.3

Entropic origins
Entropic contributions could also influence di↵erences between

explore those in this Section. Values of

MSS
Fsol
and

MD
T Sint
are listed in Table 4.1. Values of

MD
positive (i.e., T Sint
are all negative), and thus they counteract values of

of

Fsol . Values of

imp
Fsol
, and we
MD
T Sint
are all

Eint in the calculation

MD
T Sint
follow the trend C3 H7 O3* > CH2 OH* > COH* > NH2* > NH* >

CO* , which, other than that the order of COH* and CH2 OH* is reversed, is identical to the rank
orders of

MSS
Fsol
and

DFT
Eint
. Thus, adsorbates that demonstrate strong interaction energies also

exhibit large and negative interaction entropies. It is thus possible that the interaction entropies of
adsorbates that exhibit chemical bonding and/or strong hydrogen bonds with highly polar solvents
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contribute to the di↵erences between

MSS
Fsol
and

imp
Fsol
, and we investigate each of those e↵ects

separately here.
Unfortunately, the MSS method in its present form cannot capture the influence of chemMD
Sint
, since the classical force fields that are employed do not capture chemical

ical bonding on

bonding. Thus, we investigated how

MD
Sint
would change if the bond between H2 O and the COH* ,

CH2 OH* , and C3 H7 O3* adsorbates were stronger by manually perturbing the LJ cross terms for
these interactions until the

MD
Eint
for these adsorbates were ⇡ their

DFT
Eint
. More details about

these perturbations are provided in the Supporting Information of Ref. [173]. Values for
calculated in this way are labeled “pert” (for perturbed) in Table 4.1. Values of

MD
T Sint

MD
T Sint
for the

COH* and CH2 OH* adsorbates increase by < 0.10 eV when the force fields are altered in this way.
The values of 0.10 eV or less are small and likely within the error caused by making a manual perturbation to the force field. Thus, entropy likely does not contribute to the di↵erences between
and

imp
Fsol
for these adsorbates. For the C3 H7 O3* adsorbate,

MSS
Fsol

MD
T Sint
increases by 0.34 eV when

its interaction with H2 O is strengthened in the MD simulations. While this exact value should be
taken lightly, given the rough manner in which it was obtained, its magnitude suggests that entropy
cannot be ruled out as contributing to the di↵erence between

MSS
Fsol
and

imp
Fsol
for C3 H7 O3* in

pure H2 O solvent.
Looking into the influence of polarity on

Sint , values of

MD
T Sint
calculated in pure H2 O

are nearly identical to those calculated in mixed solvent, suggesting that the solvent polarity has
little e↵ect on

Sint . Hence, we conclude that di↵erences between

MSS
Fsol
and

imp
Fsol
uncovered

in this work are due to energetic e↵ects caused by chemical bonding and/or strong hydrogen bonds
induced by highly polar solvents, and, in the case of C3 H7 O3* , entropic influences resulting from
such interactions.

4.4

Discussion
To this point, we have shown that the strengths of the adsorbate–solvent interactions are

dominated by hydrogen bonding, interactions between a polar solvent and a polarizable adsorbate,
and, in some cases, chemical bonding. Adsorbates that demonstrate strong
MD
exhibit large, negative values of T Sint
. Because of this, values of

pensated when calculating

Eint with solvent also

DFT
Eint
are significantly com-

MSS
MD
Fsol
. Here, we postulate that the large, negative values for T Sint
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are due to restricted dynamics of solvent molecules that interact strongly with catalytic surface
adsorbates. To demonstrate this, we calculate dipole-dipole TCFs (Cµ (t)), which illustrate the rotational dynamics of the solvent molecules that hydrogen bond to the adsorbates, along with their
mean square displacements, which illustrate their translational dynamics, under pure H2 O solvent.
The dipole-dipole TCF results are shown in Figure 4.3. The mean square displacement has a similar
trend as the dipole-dipole TCF (Supporting Information of Ref. [173]). On the graphs in Figure
4.3, the abscissae denote the time elapsed over the lifetime of a hydrogen bond. Once the hydrogen
bond between the H2 O molecule and the adsorbate is broken, it is no longer counted toward Cµ (t).
Thus, Cµ (t) values level o↵ as t gets larger, and the di↵erent curve lengths are because the di↵erent
adsorbates have di↵erent HB lifetimes. (More information about HB lifetimes is provided in the
Supporting Information of Ref. [173].) The Cµ (t) curves illustrate how the orientations of the dipole
vectors of the H2 O molecules that are hydrogen bonded to the adsorbates change over time. At
t = 0, Cµ (t) = 1, and this value decreases as t increases, indicating rotation of the H2 O molecule.
As t gets large, the H2 O molecule rotates enough that the geometric angle criteria for hydrogen
bonding (see Section 4.2.6) are violated. When this happens, the Cµ (t) curves in Figure 4.3 end.
When the H2 O molecules have more restricted rotational motions, their values of Cµ (t) are larger
(i.e., they stay closer to 1). Thus, hydrogen-bonded H2 O molecules have less rotational mobility
around adsorbates with Cµ (t) closer to 1. Cµ (t) calculated for the di↵erent adsorbates follow the
trend COH* > CH2 OH* > NH2* > C3 H7 O3* > NH* . This suggests that H2 O molecules that are
hydrogen bonded to COH* have the slowest rotational dynamics, whereas H2 O molecules that are
hydrogen bonded to NH* have the fastest. The trend for Cµ (t) is similar to that for

Eint , except

for C3 H7 O3* , where the H2 O molecules exhibit fast rotational dynamics; however, this adsorbate
has multiple

OH groups that contribute to

DFT
Eint
, so the relationship between Cµ (t) and

DFT
Eint

will be di↵erent than for the other adsorbates. The translational dynamics of the hydrogen-bonded
water molecules (shown in the Supporting Information of Ref. [173]) follow a similar trend. Taken
together, these results suggest that strong interactions between catalytic adsorbates and solvent
molecules restrict the rotational and translational dynamics of the solvent molecules. As entropy
is related to mobility, we argue that the loss of the rotational and translational mobilities of the
MD
solvent molecules contributes to the large T Sint
exhibited by adsorbates that interact strongly

with solvent.
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Figure 4.3: Dipole-dipole time correlation function as a function of time elapsed over the lifetime of
a hydrogen bond for the NH* , NH2* , COH* , CH2 OH* , and C3 H7 O3* adsorbates.

4.5

Conclusions
In this work, we used a combination of DFT and classical MD to explore the free energies

of solvation for catalytic surface adsorbates under H2 O and mixed H2 O/CH3 OH solvents, and we
additionally identified the origins of the energetic and entropic contributions to the free energies
of solvation. We found that the free energies of solvation have large contributions from both the
adsorbate–solvent interaction energies as well as their entropies. Adsorbate–solvent interaction energies are dominated by hydrogen bonding, solvent polarity/adsorbate polarizability, and, in some
cases, chemical bonding. Adsorbates that exhibit strong interactions with solvent molecules restrict
the rotational dynamics of those solvent molecules, and this influences the adsorbate–solvent interaction entropies as well. Thus, the interaction energies are largely compensated by the interaction
entropies when calculating the free energies of solvation. That said, the free energies of solvation can
be rather significant, with values in this work being as large as

0.91 eV. Implicit solvation using the

VASPsol method can be used to calculate free energies of solvation for catalytic adsorbates that do
not interact chemically with solvent molecules and that do not demonstrate enhanced interactions
with highly polar solvents. For adsorbates that do exhibit chemical bonds or strong interactions
with polar solvents, we present a multiscale sampling method for calculating the free energies of
solvation. While this method is powerful, it has its limitations. For one, it is computationally intensive, requiring the use of DFT and MD simulations and also sampling multiple configurations of
solvent in DFT. Further, this method uses rigid catalytic surface adsorbates and Pt surfaces, and
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thus does not fully capture thermal e↵ects (nor does implicit solvation). We are presently working
on methods to address both issues.
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Chapter 5

Prediction of Solvation Free
Energy using Machine Learning
Method
5.1

Introduction
In our previous study [173], we developed a multiscale sampling (MSS) approach for the

surface adsorbate solvation free energy calculation that combines both DFT and MD methods. The
MSS approach applies two di↵erent levels of simulation technique to the two components of free
energy: the DFT method is used for the energy part and the MD method us used for the entropy
part. As our MSS approach captures solvent-adsorbate interaction on some surface adsorbates that
other methods haven’t, we do realize that the sampling over the DFT calculation is not very time
efficient since we have dozens of solvent molecules in the system that are calculated using quantum
method, which makes it difficult to study the solvation free energy for a variety number of catalytic
intermediates.
One way of improving our MSS method for solvation free energy calculation is using machine
learning (ML) method, which predicts the desired property using a learned model. Several studies
have been done to calculate solvation free energy using machine learning methods. For example,
Riniker [132] combined MD simulation and ML regression approach to study the solvation free
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energies of organic molecules from the FreeSolv database in five di↵erent solvents (water, octanol,
chloroform, hexadecane, and cyclohexane). Lim and Jung [96] developed a Delfos model which
employs the encoder and decoder network to predict solvation free energies of organic compounds
in various solvents. Their method shows a good performance as quantum chemical methods when
training with a sufficient chemical database. Hutchinson et. al [67] studied the FreeSolv and MNSol
data set and proposed a Functional Class Fingerprint (FCFP) featuriser that better describes the
interaction between solute molecules and the solvent, that slightly improved the previous version of
featuriser Extended Connectivity Fingerprint (ECFP). In general, existing studies on the solvation
free energy calculation using ML methods are focusing on free solute in the solvent, and the surface
adsorbates are less studied due to the lack of data set and the difficulty to obtain relatively accurate
results without using multiscale sampling method.
In this study, we start building a data set using our MSS method that includes multiple
surface adsorbates and their DFT energies. We then select descriptors that represent the adsorbate
structure and properties and apply machine learning models to predict their energy part of the
solvation free energies, as the energy part is calculate from DFT and is time consuming. Our results
showed that by selecting appropriate descriptors and ML models, we can save the sampling time
of the DFT calculation in our MSS method and estimate solvation free energies for more surface
adsorbates. This is exploratory work that will be used to assess the feasibility of using ML to
calculation solvation thermodynamics, which will be used to set the stage for future work.

5.2
5.2.1

Computational Methods
Data collection
The first step to train and evaluate ML models is to build a data set. Since prediction of

DFT energy is a regression problem under the supervised learning technique, the data set usually
includes both raw data and labels. In our work, raw data can be the adsorbate’s geometry, charges,
electronegativity or other properties that are not processed, while the labels are the DFT energies of
the adsorbates that are calculated from MSS method. We built a data set that consists 90 adsorbates
on Pt(111) surface. These adsorbates are decomposition intermediates from water (H2 O), methane
(CH4 ), methanol (CH3 OH), ethane (CH3 CH3 ), formic acid (HCOOH), ethanol (CH3 CH2 OH), ethylene glycol (HOCH2 CH2 OH), and glycerol (CH2 OHCHOHCH2 OH) molecules [166, 94]. The full list
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of the adsorbates and their DFT energies
simulation used to calculate

DFT
Eint
are shown in Table 5.1. The details of the MSS

DFT
Eint
is described in Section 4.2.3.1. In short, the two components

MSS
of the solvation free energy ( Fsol
), energy and

DFT
MD
Eint
and entropy T Sint
, are calculated from

DFT and MD, respectively. The subscript int used in the energy and entropy parts stands for
interaction since the solvation of the adsorbates are the interaction between the adsorbates and the
solvent.

5.2.2

Data representation
A supervised ML model need paired data: input X and output y. In our work, output y

indicates the labels in the data set which are the calculated solvation free energy. However, the raw
data are usually not directly used as the input in the ML model since the format of the raw data
in general is not very e↵ective for a ML algorithm to learn [15]. Therefore, we need descriptors or
features to represent the raw data. The process of converting raw data into descriptors/features
is referred to as feature engineering. It depends on researchers to select the optimum descriptors
that best represent the raw data and achieve best model performance. There exists some criteria
to choose descriptors, e.g., (1) easy to interpret (2) low-dimensional to avoid redundancy, and (3)
computationally efficient [5]. In our previous study [173], we found that the solvation free energy of
the surface adsorbates relates closely to the structure and composition of the adsorbates, indicating
that descriptors that include such information will be important in this work.
Coulomb matrix [135, 109] was developed at first to predict the atomization energies of
organic molecules through the nuclear charges and atomic positions in the molecules. This descriptor
incorporates a set of Cartesian coordinates RI and nuclear charges ZI , which are the same molecular
information used first principle electronic structure calculations, to represent the atomic energies and
the internuclear Coulomb repulsion. Specifically, it uses a matrix M to represent a chemical molecule,

MIJ =

8
>
>
< 0.5ZI2.4
>
>
:

ZI Z J
|RI RJ |

for I = J

(5.1)

for I 6= J

where the o↵-diagonal elements (I 6= J) are the Coulomb repulsion between nuclear charges of atoms
I and J, and the diagonal terms (I = J) are an exponential fit of the nuclear charges to the potential
energy of free atoms. The Coulomb matrix is invariant to molecular translations and rotations, and
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Table 5.1: DFT energies
Adsorbate
OH
H2O
CH
CHO
HCOO
COOH
CH2
CH2O
CHOH
HCOOH
CH3
CH4
CH3OH
C2
CCO
OCCO
C2H
CHCO
CCHO
CCOH
OCCHO
OCCOH
CH2C
CHCH
CH2CO
CHCHO
CCH2O
CHCOH
CCHOH
OCHCHO
OCCH2O
HOCHCO
HOCCOH
CH3C
CH2CH
CH3CO
CH2CHO
CHCH2O
CH2COH
CHCHOH
CCH2OH
OCH2CHO
HOCCH2O
HOCHCHO
OHCH2CO

DFT (eV)
Eint
-0.23
-0.55
-0.02
-0.12
-0.22
-0.32
-0.05
-0.15
-0.15
-0.57
-0.08
-0.12
-0.50
-0.06
-0.15
-0.20
-0.19
-1.18
-0.22
-0.48
-0.21
-0.29
-0.15
-0.16
-0.25
-0.25
-0.23
-0.46
-0.18
-0.40
-0.30
-0.67
-0.94
-0.21
-0.17
-0.20
-0.24
-0.32
-0.26
-0.51
-0.30
-0.50
-0.17
-0.36
-0.34

DFT
Eint
of 90 adsorbates in the data set.

Adsorbate
CH3CH
CH2CH2
CH3CHO
CH2CH2O
CH3COH
CH2CHOH
CHCH2OH
OCH2CH2O
HOCHCH2O
HOCH2CHO
HOCH2COH
HOCHCHOH
CH3CH2
CH3CH2O
CH3CHOH
CH2CH2OH
HOCH2CHOH
CH3CH3
CH3CH2OH
CH2OH-CHOH-CH2OH
CH2OH-COH-CH2OH
CHOH-COH-CH2OH
CHOH-COH-CHOH
COH-COH-CHOH
COH-COH-COH
CO-COH-COH
CO-COH-CO
CO-CHOH-CH2OH
CHOH-CH2OH
CO-COH-CH2OH
COH-CH2OH
CO-CHOH-CHOH
CHOH-CHOH
CO-COH-CHOH
COH-CHOH
CO-CHOH-COH
CO-COH-COH
COH-COH
COH-CHOH-CH2OH
C-CHOH-CH2OH
CHOH-C-CHOH
C-COH-CHOH
COH-CO-CH2OH
C-CO-CH2OH
C-COH-COH
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DFT (eV)
Eint
-0.22
-0.20
-0.26
-0.33
-0.24
-0.54
-0.34
-0.40
-0.41
-0.41
-0.21
-0.52
-0.18
-0.22
-0.42
-0.41
-0.95
-0.19
-0.42
-0.41
-0.39
-0.56
-0.77
-0.61
-0.44
-0.58
-0.57
-0.68
-0.68
-0.62
-0.47
-0.56
-0.53
-0.72
-0.36
-0.82
-0.62
-0.70
-0.78
-0.48
-0.74
-0.80
-0.95
-0.36
-0.58

has been widely used in predicting surface adsorbate properties, such as adsorption energies and free
energies [21, 171]. One problem of using Coulomb matrix as descriptor is that it is not invariant
of atomic indices, i.e., it depends on the atom orders of rows and columns in the matrix, which
may a↵ect the ML model performance [109]. To address such problem, several approaches have
been proposed to enforce the invariance with respect to atom indexing, such as sorting according to
eigenvalues of the matrix [135] and Euclidean norm of each row or column [52]. Another problem
is that di↵erent adsorbates have di↵erent numbers of atoms, which gives various dimensionalities of
the Coulomb matrix that are difficult to be used as a descriptor in a ML model. This is addressed
by zero-padding the matrix, i.e., determine the largest atom number of adsorbates N in the data
set, set the matrix row and column size to N for all adsorbates, and then introduce ”dummy atoms”
with zero nuclear charge and no interactions with the other atoms, which pads each matrix with
zeros [135, 52]. In our work, the Euclidean norm of the matrix was implemented using the open
source packages DScribe [60]. The largest atom number N = 14 is used since the glycerol has the
largest atom number (14 atoms) in our data set, which gives a flattened vector of size 196 from
14 ⇥ 14 matrix.
Bag of bonds (BoB) [51] is another descriptor that contains the molecule structure information by utilizing entries of the Coulomb matrix. BoB descriptor is a vector composed of bags, where
each bag corresponds to a particular bond type, such as C-C, C-H, etc. Each element in a ”bag”
vector is calculated as ZI ZJ / |RI

RJ |, where Z, R, I, J are the same as in Coulomb matrix. To

ensure the uniform size of the descriptor, each ”bag” vector are set to the same length across all
molecules by padding with zeros. Then all bag vectors within one molecule are sorted by decreasing
magnitude and concatenated into the final descriptor. The BoB descriptor, like the Coulomb matrix,
is also invariant under molecular rotations and translations. In our data set, the largest BoB vector
is 105, corresponding to glycerol adsorbate. The BoB descriptor was implemented using open source
package MML toolkit [36].
While it’s reasonable to build powerful machine learning models from large data set, big
data in practice is not always available. In our work, we have limited samples in our data set with 90
adsorbates due to the expensive computation in calculating the solvation free energies using multiscale sampling (MSS) method. Meanwhile, both the Coulomb matrix and the BoB descriptors have
higher dimensions (196 and 105, respectively), which makes it infeasible to train ML models directly.
As data collection is often a limiting factor, it is desirable to develop suitable solutions to apply ma63

chine learning for small data set. One way is to reduce the dimensions of the feature descriptor,
which can lower the requirements of larger data set, and make it possible to train machine learning
models for our limited data set. There are generally two approaches for the dimension reduction:
linear and nonlinear methods. The linear method usually employs the principal component analysis (PCA). PCA applies a linear transformation to map the descriptors to a low-dimension space,
while maintaining most of the variation of the descriptors. It achieves the dimension reduction by
identifying the principle components which act as compact representation of the original descriptors
[131, 93]. In this work, we have reduced the Coulomb matrix and BoB descriptors to di↵erent dimensions and compared their performance. PCA is a simple linear transformation, which may not
model relatively complex relationships and non-linearities in the descriptor. Thus, we also tested
more powerful and sophisticated technique, AutoEncoder, to reduce dimensions of the descriptors.
AutoEncoder is based on Encoder-Decoder architecture, where the encoder encodes the descriptor
to lower dimension and the decoder maps the lower-dimensional representation back. Because the
AutoEncoder tries to reconstruct the original descriptor via lower-dimensional representation, it
enforces the Encoder to focus on important information or relationships and get rid of the feature
redundancy. AutoEncoder is an unsupervised artificial neural network and usually trained through
Gradient descent algorithm. After training, we only keep the learned encoder to do non-linear
transformation and no longer need the decoder.

5.2.3

Machine learning models
There are various types of regression models to choose according to specific conditions. In

this work, we compare nine di↵erent regression models: Epsilon-Support Vector Regression (SVRegression), Ridge regression (RidgeCV), Linear Regression, Bayesian ridge regression (BayesianRidge), Decision Tree Regressor, Regression based on k-nearest neighbors (KNeighborsRegressor),
Random Forest Regressor, Gradient Boosting for regression, and XGBoost regression. All these
models are implemented based on the python sklearn library. We apply k-fold cross-validation to
estimate the capability of models on unseen data. The k-fold cross validation is to divide the data
set into k subsets, and each of the k subsets is used as the test data while the other k-1 subsets
are put together to form a training data. In our experiment, k = 5. We choose the MAE (mean
absolute error) as the metric to evaluate model performance on small data.
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5.3
5.3.1

Results
Dimensionality reduction of Coulomb matrix and BoB
The main goal of using dimensionality reduction technique for the feature descriptors is to

allow us applying machine learning models in small data set. The problems of using small data set
with high dimension descriptors in a ML model is the possibility of learning unimportant information,
which leads to the overfitting problem. The benefit of dimensionality reduction is that it can reduce
the model size, and hence the amount of data samples needed. Before the dimensionality reduction,
it is necessary to check if there is highly correlated (redundant) information in the descriptors. If
there is correlated information, the dimensionality reduction technique can remove the information
redundancy. Otherwise, dimensionality reduction could result in a certain loss of information and
eventually a↵ect the performance of machine learning models. In order to avoid too much information
loss, we cannot reduce the dimension too low.
There are two common methods to detect information redundancy: Chi-square Test and
Pearson correlation coefficient. We choose the latter one because it is used for numeric or quantitative
data. It is a normalized measurement of the covariance, and the value is always between -1 and 1.
The correlation coefficients for Coulomb matrix and BoB descriptors are shown in Figure 5.1. If
the correlation coefficient is 0 (white color), then the dimensions are independent. If it is positive
(red color), the higher the correlation coefficient, the stronger correlated are the dimensions. It
implies that one dimension is influenced by others and one or more of them can be discarded. If
it is negative then one dimension has a negative impact on anther dimension, i.e., if value of one
dimension increases then value of other decreases. We observed large area of red color in both
covariance matrices, suggesting that there is indeed information redundancy in the descriptors.
However, the dependence relationship is complex in di↵erent dimensions. Some dimensions form
a group, and the dimension in the group has a high correlation with each other. But this group
is independent of other dimensions outside. Therefore, it’s necessary to apply dimension reduction
techniques to remove redundancy. It’s unclear for now how much dimensions to reduce, and further
experiments are needed to determine suitable low-dimensional representations.
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Figure 5.1: Covariance matrix showing correlation coefficients for Coulomb matrix (top) and BoB
(bottom) descriptors. It’s symmetrical.
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5.3.2

Model performance using PCA reduction
To run the dimension reduction, we need to set a hyperparamter for PCA, which is the

number of orthogonal dimensions. In this work, we performed a series of experiments to compare the
e↵ects of di↵erent dimensions on the model performance. We first apply PCA on the Coulomb matrix
descriptors and obtain representations with three di↵erent dimensions: 20, 27 and 35. Then we train
nine di↵erent regression models using these lower-dimensional representations, as shown in Table 5.2.
These results can be roughly divided into two categories. The first category includes the first five
models: SVRegression, RidgeCV, LinearRegression, BayesianRidge, and KNeighbors. These models
have relative high errors in both training data and test data and thus have poor performance,
indicating that these models have the underfitting problem. It is necessary to consider alternative
more powerful machine learning models, such as models in the second category: DecisionTree,
RandomForest, GradientBoosting and xgboost. However, another common problem, overfitting,
occurs. It refers to the situation where models perform very well on the training data, but poor on
the test data. The reason is that the random fluctuations are learned when training ML models.
But these usually are useless to the test data, and will negatively impact the generalization ability of
models. Similarly, we apply PCA on the BoB descriptors and also set the dimensions to 20, 27 and
35. The MAE results of nine regression models are shown in Table 5.3. Compared with Table 5.2,
Coulomb matrix enables models to obtain a better performance.
Table 5.2: MAE results (in eV) of nine regression models using di↵erent dimensions for Coulomb
matrix descriptors on training data and test data. These values are the average of 5-fold crossvalidation.
Model
SVRegression
RidgeCV
LinearRegression
BayesianRidge
KNeighbors
DecisionTree
RandomForest
GradientBoosting
xgboost

Dim-20
Train
Test
0.1234 0.1405
0.1131 0.1690
0.0993 0.2989
0.1179 0.1628
0.1121 0.1257
0.0
0.2607
0.0475 0.1289
0.0056 0.1429
0.0004 0.1366

Dim-27
Train
Test
0.1232 0.1408
0.1104 0.1661
0.0913 0.4175
0.1163 0.1635
0.1105 0.1285
0.0
0.1782
0.0486 0.1310
0.0045 0.1399
0.0004 0.1381

Dim-35
Train
Test
0.1231 0.1408
0.1096 0.1653
0.0790 6.2722
0.1161 0.1630
0.1103 0.1278
0.0
0.2573
0.0478 0.1340
0.0042 0.1371
0.0003 0.1459

It is difficult to select a model between underfitting and overfitting due to the limited data
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Table 5.3: MAE results (in eV) of nine regression models using di↵erent dimensions for BoB descriptors on training data and test data. These values are the average of 5-fold cross-validation.
Model
SVRegression
RidgeCV
LinearRegression
BayesianRidge
KNeighbors
DecisionTree
RandomForest
GradientBoosting
xgboost

Dim-20
Train
Test
0.1241 0.1398
0.1067 0.1559
0.0858 0.4696
0.0991 0.1734
0.1058 0.1284
0.0
0.1833
0.0504 0.1476
0.0090 0.1580
0.0004 0.1991

Dim-27
Train
Test
0.1241 0.1399
0.1060 0.1552
0.0753 0.8252
0.0941 0.1713
0.1051 0.1292
0.0
0.1860
0.0499 0.1473
0.0063 0.1488
0.0004 0.1879

Dim-35
Train
Test
0.1241 0.1399
0.1059 0.1552
0.0630 7.6638
0.0936 0.1716
0.1043 0.1290
0.0
0.1876
0.0515 0.1543
0.0045 0.1483
0.0004 0.1916

set. Meanwhile, since models have not been trained to the best, it cannot be reasonably evaluated
as to which dimension is better. Therefore, we simply set the dimension to 27, and choose the best
two models (KNeighbors and Random Forest) from these nine models based on Coulomb matrix
and BoB descriptors, and plot the 5-fold prediction results, as shown in Figure 5.2, Figure 5.3,
Figure 5.4, and Figure 5.5. The experimental results show that although our data is limited, the
model can still predict reasonable results, especially for the Random Forest algorithm. Even though
the model performance is not optimal, it doesn’t mean that machine learning models cannot achieve
the desired results. First, using PCA to reduce dimensions may have some disadvantages, since it
only keeps the high variance components, while the useful information for prediction might be in
the low variance components. Thus, applying PCA may not obtain the optimal model performance.
Second, we can collect more data to train models, which can alleviate the overfitting problem and
further improve the model performance.

Figure 5.2: 5-fold prediction results of Coulomb matrix after PCA from K Neighbors Regressor.
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Figure 5.3: 5-fold prediction results of Coulomb matrix after PCA from Random Forest Regressor.

Figure 5.4: 5-fold prediction results of BoB after PCA from K Neighbors Regressor.

Figure 5.5: 5-fold prediction results of BoB after PCA from Random Forest Regressor.

5.3.3

Model performance using AutoEncoder reduction
In AutoEncoder, the encoder maps the high-dimensional data to a lower-dimension and the

decoder reconstructs the original high-dimensional data using the lower-dimensional representation.
There is a tradeo↵ between the dimensionality reduction and the reconstruction quality. To train
this encoder-decoder pair, it’s optimal to obtain a lower reconstruction loss in order to maintain
most information, and this requires reducing the dimensionality not too much. However, if the
encoder reduces only slightly the dimension, even though it is beneficial to the reconstruction process
since most of the information is retained, it may lead to the information redundancy in learned
representation. In our work, we performed tests to determine how many dimensions are the encoder’s
output. Another important factor is the model size of AutoEncoder. Because of our limited amount
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of data, we can only choose neural networks with one hidden layer as the encoder and the decoder.
The hidden layer sizes for the AutoEncoder can be expressed as: encoder layer 1, latent layer,
decoder layer 1. Both of encoder layer 1 and decoder layer 1 are set to 40, and latent layer is set to
di↵erent values (20, 27, 35) to test. We choose the MLPRegressor from sklearn to implement our
AutoEncoder model and the activation function is set to tanh (tanh(x) =

ex e
ex +e

x
x

). After training,

we only keep the encoder layer and latent layer to output the lower-dimensional representations.
Table 5.4 and Table 5.5 show the prediction results of two descriptors after dimensionality
reduction using AutoEncoder. Compared with the PCA results, these models also have the underfitting and overfitting problems. And this nonlinear dimensionality reduction technique doesn’t
improve the prediction results of models. The main reason is that the AutoEncoder still requires
larger dataset to train. We also plot the 5-fold prediction results of Coulomb matrix and BoB descriptors from Random Forest Regressor, as shown in Figure 5.6 and Figure 5.7. The prediction
results of some folds are better than others, which implies that we can expect good predictions.
Since the data set is small, the distribution of training data and test data are inconsistent when
performing cross-validation, resulting in di↵erent prediction results in di↵erent folds.
Table 5.4: MAE results (in eV) of nine regression models using di↵erent dimensions after AutoEncoder dimension reduction for Coulomb matrix descriptors on training data and test data. These
values are the average of 5-fold cross-validation.
Model
SVRegression
RidgeCV
LinearRegression
BayesianRidge
KNeighbors
DecisionTree
RandomForest
GradientBoosting
xgboost

Dim-20
Train
Test
0.1589 0.1834
0.1434 0.1597
0.1150 0.1967
0.1472 0.1634
0.1255 0.1542
0.0
0.2192
0.0567 0.1581
0.0131 0.1745
0.0004 0.1760
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Dim-27
Train
Test
0.1468 0.1630
0.1239 0.1404
0.0937 0.4877
0.1211 0.1448
0.1079 0.1344
0.0
0.1758
0.0534 0.1422
0.0160 0.1445
0.0006 0.1534

Dim-35
Train
Test
0.1442 0.1579
0.1207 0.1654
0.0739 0.7583
0.1251 0.1583
0.1133 0.1508
0.0
0.1924
0.0527 0.1485
0.0110 0.1639
0.0005 0.1570

Table 5.5: MAE results (in eV) of nine regression models using di↵erent dimensions after AutoEncoder dimension reduction for BoB descriptors on training data and test data. These values are the
average of 5-fold cross-validation.
Model
SVRegression
RidgeCV
LinearRegression
BayesianRidge
KNeighbors
DecisionTree
RandomForest
GradientBoosting
xgboost

Dim-20
Train
Test
0.1323 0.1409
0.1144 0.1511
0.1022 0.2412
0.1162 0.1504
0.1075 0.1469
0.0
0.1826
0.0493 0.1624
0.0124 0.1771
0.0006 0.1898

Dim-27
Train
Test
0.1309 0.1466
0.1093 0.1661
0.0904 0.6458
0.1126 0.1638
0.1137 0.1483
0.0
0.17
0.0494 0.1538
0.0138 0.1454
0.0005 0.1734

Dim-35
Train
Test
0.1265 0.1432
0.1055 0.1628
0.0772 1.0507
0.1124 0.1541
0.1044 0.1376
0.0
0.1502
0.0456 0.1447
0.0095 0.1450
0.0005 0.1684

Figure 5.6: 5-fold prediction results of Coulomb matrix after AutoEncoder from Random Forest
Regressor.

Figure 5.7: 5-fold prediction results of BoB after AutoEncoder from Random Forest Regressor.

5.4

Discussion
Usually PCA is used for small dataset and AutoEncoder is for comparatively larger dataset.

Due to the limitation of the model size of AutoEncoder, it’s still difficult for AutoEncoder to learn
a better low-dimensional representation than PCA. In this work, we utilize Coulomb Matrix and
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BoB descriptors to perform exploratory experiments on small data set, and the results show that
it’s possible to accurately predict DFT energy through machine learning models. And we need to
collect more data to achieve desired prediction results. When we have enough data, we can also add
more descriptors from the adsorbate such as electronegativity, atomic radius, coordination number.
And we can also consider information from the surrounding water molecules, such as the hydrogen
bond, dipole moment, solvation shell, etc. With more data sample and various descriptors from
both adsorbate and solvent environment, we expect the ML models will achieve better performance.
When ML models are not able to give the best results, we can also use the information of
the linear relationship between DFT calculated energy
We can see from Figure 5.8 that
is around half of the

DFT
MD
Eint
and MD calculated entropy T Sint
.

DFT
MD
MD
Eint
and T Sint
have a good linear relationship, and T Sint

DFT
Eint
for these species (on average), which agrees with bulk phase solution

thermodynamics [68]. This suggests that

DFT
MD
Eint
can also be predicted from T Sint
. The di↵erence

in using ML method and this linear relationship procedures is that ML method doesn’t need MD
and DFT sampling while linear relationship needs the MD sampling to obtain the entropy. When
solvent descriptors are utilized in the future, ML method will also need the MD sampling but such
sampling only requires the configuration and not the energy calculation.

Figure 5.8: Scaling relationship between

5.5

DFT
MD
Eint
and T Sint
.

Conclusion
In this work, we applied machine learning (ML) methods to predict the surface adsorbate

DFT solvation energy

DFT
Eint
, which is one of the two components in the solvation free energy

MSS
Fsol
calcuated using multiscale sampling (MSS) method. We implemented Coulomb matrix and
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Bag of Bond (BoB) descriptors that can represent very well of the adsorbate structure, and applied
PCA and AutoEncoder techniques to reduce these two descriptors dimension redundancy. Nine
regression models are tested and K Neighbors and Random Froest algorithms give better results
than others. ML methods can provide faster way than our previous MSS method to obtain the
solvation free energy for unknown adsorbates, since it saves the computational time of DFT sampling
procedure. Because our data set is small with only 90 adsorbates, these are only exploratory results
that do not represent the best performance. In the future, we will collect more data sample and add
more descriptors to improve the model performance.
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Chapter 6

Conclusions and Recommendations
Understanding the thermodynamic and kinetic properties of aqueous phase heterogeneous
catalysis are important for rational catalyst design. However, the computational modeling of such
systems are challenging due to the difficulty in studying the ever-changing environment of the liquid
reaction medium. In this dissertation, we address the challenges of modeling catalytic adsorption
and surface adsorbate solvation free energy at the liquid-Pt(111) interface by developing novel mathematical and molecular methods.

6.1

Conclusions
In Chapter 3, we developed a method for modeling the rate of di↵usion of catalytic species

as well as their adsorption to solid catalyst surfaces. This method combines molecular dynamics
(MD) simulations and mathematical modeling (random walk model), and simulates the process of
methanol adsorption to Pt(111) surfaces from water solvent. The MD simulations explicitly model
the liquid environment, enabling the trajectories of the reactant molecule (methanol) to be followed
as it adsorbs on the catalyst surface. The mathematical modeling analyzes the essential behavior
of the adsorbing process and provides quantitative studies of the adsorption rate. This combined
model enables the computation of sticking coefficient, and is the first method to provide quantitative
information for these processes, with the prior state-of-the-art being equations based o↵ of ideal gas
assumptions – for modeling liquid phase phenomena.
In Chapter 4, we developed a multiscale sampling (MSS) method for calculating free energies
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of species adsorbed to Pt(111) surfaces under liquid solvent. The method uses quantum mechanics
(QM) to calculate energies of interfacial species and molecular dynamics (MD) to simulate configurational e↵ects. Specifically, the MSS method calculates enthalpies with QM and entropies with
MD. This is the first explicit solvation method that we know of that is capable of calculating the
free energies of catalytic species at liquid/solid catalyst interfaces as well as the only explicit solvation method that we know of that generates configurations of interfacial liquid molecules based on
chemical physics. Our MSS method exhibits excellent agreement with an empirically-based implicit
solvation model for certain systems, such as adsorbate NH*, and performs better than prior models
for systems that exhibit explicit chemical interactions, such as adsorbate COH*.
In Chapter 5, we built a data set including 90 catalytic adsorbates and computed their
solvation free energies using MSS method. We selected two features, Coulomb matrix and Bag of
Bond, to represent the property of the adsorbates, and applied machine learning models to predict
the DFT energies, which are part of the solvation free energies and is expensive to calculate. Our
results showed that the K Neighbors and Random Forest algorithms performs relatively better than
other regression models. As an exploratory work, we still need larger data set with more adsorbates in
order to achieve better model performance, but overall the prediction trend suggested that machine
learning model is a promising method to predict DFT energies that can be used for the calculation
of solvation free energies.
To summarize, we combine di↵erent computational methods, including quantum mechanics,
molecular dynamics and mathematical modeling to investigate the catalytic adsorption and solvation
free energies of catalytic adsorbates on Pt(111) catalytic surface. We found that the solvent configurations influences the aqueous phase heterogeneous catalysis di↵erently than the gas phase and it
is important to model the solvent appropriately. The multiscale sampling (MSS) method leverages
the computational accuracy and cost and has been tested in this work to give more realistic results
for modeling aqueous phase catalysis.

6.2

Recommendations
In this dissertation, focusing on Pt(111)/liquid water interfaces, we developed a novel ap-

proach combining molecular dynamics (MD) and mathematical modeling for studying molecules
adsorbing to the catalytic surface, proposed a multiscale samping (MSS) method for calculating
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solvation free energies of catalytic surface species, and also introduced machine learning method for
speeding up calculation of solvation free energy. While these methods greatly improved the modeling performance of catalytic adsorptions and surface reactions under aqueous phase heterogeneous
catalysis, there is still room for improvement.

6.2.1

Improving force field for surface adsorption
In MD simulation, we applied OPLS [75] force field for modeling the methanol molecule

adsorbing to the Pt(111) surface. Since OPLS force field was developed for modeling molecules only
under liquid solvent but with no catalytic surface, it cannot capture the chemical bonded interaction
between methanol and the Pt(111) surface as the quantum simulations. In our group, we are working
on developing an interfacial force field for CH3 OH–Pt(111) interaction under aqueous solvent, which
incorporates the binding energy contributions between the methanol and the platinum: bond, angles,
and dihedrals. This force field can be implemented in the LAMMPS packages [128] that we are
using for the MD simulations. With this force field, more realistic interactions will be captured near
the interface, providing more accurate adsorption behaviors for methanol molecule approaching to
Pt(111) surface.

6.2.2

Improving machine learning performance on solvation free energy
The data set we used to perform machine learning methods for prediction of solvation free

energy has only 90 adsorbates, which is far less sufficient to obtain a good model performance.
Since calculating solvation free energy using MSS method requires several steps involving di↵erent
simulation packages and in-house script analysis, we simplified the procedure by developing an
automated pipeline that significantly sped up the data collection process. The script for the pipeline
is available in Github page . Except for collecting more data, we can also add more descriptors
to represent the modeling system. Currently, we only include the adsorbates in the descriptors
and only tested two descriptors: Coulomb matrix and Bag of Bond. In the future, we can add
more descriptors of the adsorbates and also include the surrounding water solvent molecules in the
descriptors.
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