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ABSTRACT 
We derive bounds for the solution of an irreducible tridiagonal linear system of 
dimension N which arises in many areas of numerical analysis. The conditions for 
which the linear system is invertible and its solution bounded by a constant indepen- 
dent of N or dependent weakly on N are established. The results derived are strictly 
related to the study of the condition number for the coefficient matrix of the system. 
Two examples which lead to this kind of linear systems are given, the second of which 
derives from the solution of boundary value problems by means of difference 
methods. 
1. INTRODUCTION 
In recent years considerable effort has been devoted to studying the 
solution of irreducible tridiagonal linear systems arising in many areas of 
numerical analysis, such as difference methods for boundary value problems, 
numerical solution of linear second order recurrence relations, etc. (see [2-7, 
131). 
In order to introduce our results we consider the following set of second 
order difference equations: 
Y n+1 - SY, + Pnyn-1 = b, for n = l,...,N, (la> 
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with real coefficients and assigned boundary conditions 
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yo=5 and Y~+~=TI. (lb) 
The equations (1) are equivalent to the following tridiagonal system of linear 
equations: 
I 
Yl 
Yz 
= 
b, - PI5 
b2 
) (2) 
YN -77+bN 
and the system (2) is irreducible if /3, is different from zero for any 
n=l ,***> N. 
The above linear system is said to be well conditioned if there exists a 
unique solution and a constant K, independent of N, such that 
lynl Q K ma ISI, Id, ( 1 <m,i&7 lb4 for n=l >**.1 N, . . 
and it is said to be weakly well conditioned if the stability constant K is such 
that K = O(Nr) with p = 1 or p = 2 (see [5]). 
It is important to note that this analysis is closely related to the study of 
the condition number of the tridiagonal coefficient matrix A of (2). 
In the case of constant coefficients (Y, = ‘Y, p,, = j3 for n = 1,. . . , N, 
the condition for the well-conditioning is equivalent to the requirement that 
I a I > 11 + /3 ] (see [5]). In the case of variable coefficients, if A is diagonally 
dominant then (2) is well conditioned. If this requirement is not satisfied, the 
conditions for the well-conditioning are more complex (see [2, 61). 
In this paper we concentrate our attention on the case in which the 
coefficients of the system satisfy the following condition: 
ff, =1+p, for n = l,..., N. (3) 
As far as the conditioning is concerned, from the results established in [5] 
it follows that (2)-(3) is not well conditioned; instead, using the results stated 
in [2], it follows that the condition number of the coefficient matrix A is 
O(N’). 
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In this paper we will show how these estimates may be improved. In 
particular we will study the invertibility of (2)-(3) and we will establish 
bounds for its solution corresponding to the different behaviors of the 
sequence { &}. First we will consider the case in which the elements of { &,l 
have constant sign, and then the case in which they change sign. For instance, 
the latter case is of a certain interest in the numerical solution of boundary 
value problems in one dimension by difference methods. 
2. MAIN RESULTS 
The solution of the discrete boundary value problem (1) is known and 
given by 
where the sequence {x,} is the solution of the following discrete Riccati 
equation: 
%X,+1 - P,X,+1% - 1 = 0 for n = l,..., N (5) 
with xi = 0 (see [7]). In particular, interest has been centered on linear 
systems of form (2) with cr, = 1 + & for n = 1,. . . , N. In order to derive . 
bounds for the solution (4, we consider 
where {q, + 1l must be a sequence with u0 = 0 (so that xi = 0) and IV,+ iI > 0 
so that x,+i is well defined for n = 1,. . . , N. Then, inserting (6) in (5), it 
follows that {o, + i} must satisfy the following initial value problem: 
V n+1 - (1 + P,)% + PA-1 = 0 for n=l >***> N, (7) 
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with u,, = 0, u1 > 0. The difference equation (7) represents the homoge- 
neous equation associated with (1). 
At this point a result concerned with the behavior of the solution of (7) is 
shown. From this result the invertibility of (2)-(3) will follow. 
THEOREM 1. The solution of the diflerence equation (7) is such that 
1. if 0 < &, for n = 1,. . . , N, then {v,+ 1) is a strictly positive increas- 
ing sequence; 
2. if there exists a positive constant /3 such that 1 < p d & for n = 
1 >***> N and { /3,} is a &creasing sequence, then 
for i=l,...,N, 
i-n 
for i = n,..., N; (3b) 
3. if there exists a positive constant /3 such that - 1 < - p Q & < 0 for 
n = 1, . . . , N, then {II,,+ 1) is strictly positive and 
(1 - P>u, Q Q+1 6 fJl> for n = l,...,N, 
'i 1 
-<1-p 
‘j 
for i,j = l,..., N; 
4. if there exists a positive constant p such that & Q -/3 < - 1 for 
n = l,..., N, then (un+l) 
relations hold: 
is a sequence of alternating sign and the following 
IQ1 1 I~“_J 1 
(p-l)~~&,+J, - - - 
Iu,+J Q P - 1 ’ b,+J G 2 
for n=l,...,N, 
0-c for i=l,...,N 
Iz),I 1 
m <k_- pg-n for i 2 n., 
where k is a constant depending only on /_x 
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Proof. From (7) we have 
and 
V n+l - v?l = A(% - %1); 
thus, by induction on the index n, we obtain that {o,+ i} is a positive 
increasing sequence. 
In order to show (8a) and (8b) we first prove, by induction, that 
V n+l > P,o, for any 72. Since oi > 0 and va = (1 + &)o,, the previous 
relation is satisfied for n = 1. Suppose v, > P,- iv,_ 1 for n 2 2; since 
/3, 6 j3, _ i, we obtain 
V nfl = PA + (on - Pn%1) 2 P”%, 
from which the relations (8a) and (8b) follow. 
Now, in order to show the results in part 3, we observe that 1 + & > 0, 
-& > 0, u1 > 0, u,, = 0. Then, from (7), it follows that os > 0, and by 
induction on the index n, we obtain that v,+ i > 0 for any n = 1,. . . , N. 
Since us = (1 + &>u,, we find 
Moreover, since v,+ 1 is a linear convex combination of o, and u, _ r , from (7) 
it follows that 
min{u,_,, 0”) < 2),+1 < max{o,-r, on} for n = 2,..., N, 
from which 
2)2<u,+1<01 for n = 2,..., N; 
thus part 3 is shown. 
Now part 4 will be proved. Since ua = 0 and vi > 0, it follows that 
the elements of {u,+ i) h ave alternating signs. Moreover, we have II),+ iI 2 
(P - l)lo,l and lo,,+ 1 I > PIu,_~I, from which Iu,+~I 2 (P - lh,l for any 
n, and we find that the elements of the sequence {u,+ i) do not vanish. 
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The elements of the solution of (7) can be written as 
from which it is easy to show that 
P 
<- 
P-l 
for i = l,..., N. 
Furthermore, using the previous relation we find 
P2 1 
=G 
( p - 1)” pi-* 
for i an, 
thus part 4 is shown also. W 
We observe that uN+ 1 is the determinant of the matrix -A; thus from 
the previous theorem the following result, concerned with the invertibility of 
(2)~(31, holds. 
COROLLARY. Under the assumptions of Theorem 1, it follows that the 
system (2)-(3) is inuertible. 
Now, using the relation 
n-l 
nx,+,=s for j=l,..., N+l, n=j ,..., N+l, 
i=j n 
from (4) we see that 
(9) 
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At this point it is possible to give the first result concerning the condition- 
ing of the tridiagonal linear system (2)-(3). 
THEOREM 2. Zf max, 1 b,l < b and there exists a constant p such that 
the sequence { p,,} verijes one of the conditions 
1. 0 < p,, < /3 < 1 for n = 1,. . . , N, 
2. 1 < /3 < /3,, for n = 1,. . . , N, and { /3,} is a decreasing sequence, 
3. -l< -P<&,<Oforn=l,..., N, 
4. &,G -PC -lforn=l,..., N, 
then the solution of (2)--(3) is such that 
lynl G l~lk, + 15Ik, + bk,N, n = l,..., N, (10) 
with k,, k,, k, constants depending only on p. 
Proof. From (9) it follows that 
Under the hypotheses of part 1, we obtain that {v,, r) is a strictly positive 
increasing sequence. Then, from (ll), using the results shown in Theorem 1, 
it follows that 
ly,l < 1~1 + 151 t Pi + ; 
i=n i=n 
, 
from which 
G 1771 + I51 &+,,(,.A). 
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Now, under the hypotheses stated in part 2, we find that IV,,+ i} is a strictly 
positive increasing sequence and the relations (Sa) and (8b) hold. Then from 
(11) the following can be obtained: 
lY”l =G 1771 + ISI 5 lb,1 + +.+1,Lg 
i=n j=l 
u 
( 
u 
Q lql+ ItI- +bN 1+- 
1-o 1-a 1 
with u = l/P. Likewise, under the hypotheses of part 3, using (11) we find 
that 
lynl G & 1171+151L iV ’ Pj 
[ + I ’ - P i=n j=l 
+ t lb,1 + 
i=n ( 
$$$$I@~ llbjl) 
1 
- 
G 1-p 
hII+ I51 II ; 
thus a bound similar to (10) is shown. 
Finally, if the conditions of part 4 are satisfied and the results shown in 
Theorem 1 are used, we can obtain a bound similar to (10) by means of a 
demonstration parallel to the previous one. W 
REMARK. From (10) it follows that the N dependence of the stability 
constant is only due to the known vector (b,, b,, . . . , bN). Thus the linear 
system (2)-(3) is only weakly well conditioned, but the system in which 
b, = 0 for any rr = 1, . . . , N will be well conditioned. 
It should be noted that if the constant /3 in Theorem 2 is close to 1, then 
the constants k,, k,, k, may depend linearly on N and (2)-(3) will be only 
weakly well conditioned. For instance, it is easy to prove the following result. 
THEOREM 3. Zf max, I b,J < b and there exists a constant p close to 1 
and such that 0 < & Q /3 < 1 for n = 1,. . . , N, then 
I y,,l < Id + ICIN + bN2> n = l,..., N. 
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Systems of the form (2)-(3) in which the elements of the sequence { &} 
change sign with increasing n are of some interest in the applications. 
Bounds similar to (10) can be derived for the solutions of these systems also 
in the general case in which the behavior of {p,,} is a combination of the 
typical behaviors stated in Theorem 2. For instance, the following result 
holds. 
THEOREM 4. Zf max, 1 b, 1 < b and there exists an integer m and a 
constant p such that 
1. 0 < p, < p < 1 for n = l,..., m - 1, 
2. -1-C -p<&<Oforn=m ,..., N, 
then a bound similar to (10) holds. 
Proof. Under the hypotheses of this theorem, using Theorem 1, we find 
that Iv, + r) is a strictly positive increasing sequence for n = 1,. . . , m, while 
v,_r < V,+r =G V, for n =m,..., N, 
and the following estimate is true: 
( ii 
m-2 i 
I 
-1 
v?n 
m-l m-l 
-=l+ ,QlPj 
%-1 
‘+ C IIPj 
i=l j=l 
< 1+ n pjgl+p-? 
j=l 
Then from (111, using the previous relation, a bound similar to (10) can 
be derived. W 
Results similar to the above may also be shown in the case in which the 
behavior of the sequence { p,,) is more general than that stated in Theorem 4. 
3. EXAMPLES 
Two applications of these results will now be shown. First we consider a 
linear system in which the coeffkient matrix is of dimension N and of the 
following form: 
B, = 
-(l+P) l 
P -(l+P) 1 
P’ -(l i P> 
P -(I: PI NXN 
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For instance, systems of this kind with ) /3 1 > 1 may be found in the solution 
of ordinary differential equations by boundary value methods (see [9, lo]), 
and with p = I in several applications. Then, using the results derived in 
Theorem 2 and Theorem 3, it follows that the linear system having B, as 
coefficient matrix is well conditioned or weakly well conditioned. 
Now, we consider the discrete boundary value problem having B, as 
coefficient matrix, known vector given by b, = 1 for any rr = 1,. . . , N, and 
boundary conditions given by y,, = yN+ r = 0. In Figure 1 we plot the 
maximum norm of the solution of such a system against N for different 
values of P. We can observe how rapidly the maximum norm of the solution 
increases with N, especially for /3 close to 1. 
We now consider a different example of application of these results to the 
following class of linear second order singularly perturbed boundary value 
problems: 
&y”(t) + s(+,&) =f(t>, t E [to, Q], 
y(4 = t> y(b) = rl> 
(12) 
where 0 < E < 1. The functions s(t) and f(t) are continuous and regular on 
the integration interval [to, tf]. 
It is assumed that there exists a unique solution y(t) of (12) and it is 
supposed that s(t) may change sign in [to, tf]. Problems of this kind present 
regions where the solution varies rapidly. These regions may be located near 
the endpoints (boundary layers) or near the turning points where s(t) 
changes sign (interior layers) (see [l]). In the solution of boundary value 
problems by difference methods both the stability and the problem of 
constructing a good mesh have been extensively studied (see for instance [8, 
11, 121). 
For solving (12) we consider the partition t, < t, < ..- < t, < tN+l = 
tf of the integration interval [to, t,], obtained by the variable stepsizes h,, 
h h,, with h,_, =t,-tt,_, for n=l,..., N+l. To approximate 
tlke’second derivative of y(t), the usual variable stepsize formula is consid- 
ered, 
y”(&) = 
k-lY(t”+J - (k + hn-JY(tJ + hnY(L-1) 
~hn-A(hn-, + h”) 
while to approximate the first derivative, the formula 
Y'O") = 
hLy(tn+J - (hL - ~:)Y(L) - ~:Y(L,) 
hn-,hn(hn-1 +4) 
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12or ; 
IOO- P = -0.5 
= 
;;;=L2 
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N 
FIG. 1. 
232 L. LOPEZ 
is employed. By substituting these formulas in (12) we obtain a set of N 
difference equations similar to (1) where the condition (3) is verified and 
hn 2~ - s(t,)h, 
‘, = h,_, 2~ + s(t,)h,_l ’ 
b = Mhn-1 + hn) 
n 
2~ + s(t,)h,_l 
.f(tn) for ?X=l ,***, N. 
If we impose that 0 < p, < 1 for n = 1,. . . , N, then the resulting linear 
system will be well conditioned because the results of Theorem 2 may be 
applied. However, this condition gives stepsizes of order E, and an expensive 
mesh is required to which a very large N corresponds. 
On the other hand, a good mesh will be fine (with stepsizes of order E) 
near the boundary and interior layers, while it will be coarse (with large 
stepsizes) in the regions where the solution is smooth. If a good mesh is 
considered, then in correspondence with the boundary or interior layers we 
will have 0 < /3, < 1, while in correspondence with the regions where the 
solution is smooth we will have - 1 < &, < 0. Thus, using Theorem 4, it 
follows that the numerical solution of problem (12) will be well conditioned. 
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