An adaptive method for high-order discretizations of the Reynolds-averaged NavierStokes (RANS) equations is examined. The RANS equations and Spalart-Allmaras (SA) turbulence model are discretized with a dual consistent, discontinuous Galerkin discretization. To avoid oscillations in the solution in under-resolved regions, particularly the edge of the boundary layer, artificial dissipation is added to the SA model equation. Two adaptive procedures are examined: a standard output-based adaptation algorithm that requires the steady state solution to estimate the error and a new, unsteady approach that allows the mesh to be adapted without requiring a steady state solution. Results show that the combination of a dual consistent discretization with artificial dissipation and adaptation has significant promise as a practical method for obtaining high-order RANS solutions.
I. Introduction
In recent years, various high-order discretizations have been proposed for the Euler, Navier-Stokes, and Reynolds-averaged Navier-Stokes (RANS) equations. [1] [2] [3] [4] [5] [6] [7] [8] [9] In particular, many researchers have investigated and applied the discontinuous Galerkin finite element method (DGFEM). [10] [11] [12] [13] [14] [15] [16] Compared to high-order finite volume methods, DGFEM is attractive because it allows the development of high-order accurate discretizations with element-wise compact stencils. These compact stencils simplify the task of achieving high-order accuracy for problems involving complex geometries, where unstructured meshes are often employed, and allow the development of efficient solution methods.
In this paper, a dual consistent DGFEM discretization of the RANS equations with the Spalart-Allmaras (SA) turbulence model 17 is proposed. Dual consistency provides a connection between the continuous and discrete dual problems. In particular, if a discretization is dual consistent, then the exact solution of the strong form of the dual problem satisfies the discrete dual problem taken about the exact solution of the strong form of the primal problem. Dual consistency is important in many contexts. For example, algorithms involving the dual problem have become popular for design optimization, error estimation, and grid adaptation, [18] [19] [20] [21] [22] [23] [24] [25] and it is well known that the dual consistency of the discretization can significantly impact the performance of these algorithms. 26 Furthermore, many existing proofs of optimal order of accuracy for DGFEM discretizations rely on dual consistency, 27, 28 and multiple authors [29] [30] [31] [32] have shown that dual consistent schemes provide superior output accuracy when compared to similar but dual inconsistent discretizations.
In the application of high-order DGFEM to RANS, two additional elements are considered: artificial dissipation and adaptive meshing. Artificial dissipation is added to the SA equation to avoid oscillations in the eddy viscosity that can appear in unresolved regions. For example, near the edge of the boundary layer, the eddy viscosity goes from a large value to essentially zero over a very short distance. To properly resolve this solution feature requires much higher resolution near the edge of the boundary layer than that required to resolve the other flow variables. However, if the region is under-resolved, the high-order scheme will produce oscillations in the eddy viscosity which may cause the solution to diverge. This problem can be alleviated by adding artificial viscosity in the under-resolved regions. 33 In this work, the artificial viscosity is governed by an additional PDE, originally developed for shock capturing by Barter and Darmofal. When combined with output-based error estimation, adaptive meshing can significantly improve the robustness and automation of CFD. Two different adaptation algorithms are examined: the standard, steady approach and a new, unsteady approach. Both methods rely on an output error estimate based on the method of dual-weighted residuals. 23 In the standard approach, the steady state solution is obtained on the current mesh and used to estimate the error in the computed output. The Achilles' heal of this algorithm is the need to obtain a steady state solution. This need places an unrealistic robustness requirement on the flow solver. In particular, the flow solver is required to obtain a steady state flow solution on an arbitrary mesh. To eliminate this requirement, an unsteady approach is proposed, in which adaptation is performed after each time step. In this new approach, the estimated error in the output due to the spatial discretization averaged over the time step drives the mesh adaptation.
The paper begins with a description of the RANS equations, the dual consistent DGFEM discretization, and the artificial dissipation governing equation in Section II. Section III describes both the steady and the unsteady adaptation algorithms. Section IV shows results. Results for a simple flat plate test case show that the dual consistent discretization proposed is more accurate than a similar dual inconsistent discretization. Furthermore, the results for the flat plate case illustrate that the addition of artificial dissipation significantly smooths the profile of the turbulence model working variable without severely impacting the accuracy of the computed drag. Section IV also shows adaptation results. In particular, the standard adaptation algorithm is successfully applied to the RANS flat plate case. At the time of this writing, the unsteady algorithm has not been successfully applied to RANS. However, as a proof of concept, results for a high Reynolds number, laminar airfoil problem are presented. These results show that the unsteady adaptation algorithm has the potential to succeed even where the steady algorithm fails.
II. Governing Equations and Discretization

II.A. RANS
The RANS equations and SA turbulence model are given by
In two-dimensions, u = [ρ, ρu, ρv, ρE,ν] T is the state vector; ∇u) ) is the viscous flux vector; and S(u, ∇u) is the source term. In particular,
, µ is the dynamic viscosity, κ is the thermal conductivity, µ t is the eddy viscosity, and κ t is the eddy thermal conductivity, and d is the distance to the nearest no slip wall. The eddy viscosity is defined in terms of the turbulence model working variable,ν, as follows:
, χ =ν ν .
The remaining closure functions for the SA turbulence model are given bỹ
,
and the constants are c b1 = 0.1355, σ = 2/3, c b2 = 0.622, k = 0.41, c w1 = c b1 /k 2 + (1 + c b2 )/σ, c w2 = 0.3, c w3 = 2, and c v1 = 7.1. In this work, the trip terms of the SA model are neglected. Furthermore, for convenience, the left hand side of the model is changed from the standard Dν/Dt to that shown above. For the low Mach number cases considered here, this modification should have little impact on the computed results.
II.B. DG Discretization
Let Ω ⊂ R n be the domain of interest. Furthermore, let T h be a subdivision of the domain into nonoverlapping elements κ such thatΩ = ∪ κ∈T hκ . From here forward, κ is used to denote an element of the mesh, not the thermal conductivity. Finally, let m be the rank of the state vector, and let V p h be the space of vector-valued, piecewise polynomial functions of order p defined on T h . That is,
Then, the spatial discretization is given by the following statement: find u h ∈ V p h such that
where R h is a semi-linear form. For clarity, the discretization is divided into the three parts: the inviscid, viscous, and source term discretizations. In particular,
The inviscid discretization is given by
where (·) + and (·) − denote trace values taken from opposite sides of a face,n + is the normal vector pointing away from the + side of the face, and H and H b are numerical flux functions for interior and boundary faces, respectively. In this work, H is the Roe flux.
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The viscous terms are discretized using the second method of Bassi and Rebay. 37 For brevity, the discretization is not given here. See references 31, 37, 38 for more details.
Two different discretizations of the source term are considered:
where S h,DinC denotes the dual inconsistent discretization and S h,DC denotes the dual consistent scheme. These discretizations are analogous to those analyzed for a scalar PDE in reference.
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Dual consistency is defined following. 31 The discretization defined by the semi-linear form, R h , and functional output of interest, J , is said to be dual consistent if, given exact solutions u ∈ V and ψ ∈ V of the continuous primal and dual problems, respectively,
Assuming sufficient solution regularity, one can show that to achieve dual consistency, the "dual fluxes" β and β b must satisfy
for interior and boundary faces, respectively, where D ∂iu S is the matrix of derivatives of S with respect to ∂u/∂x i . One flux that provides dual consistency is a simple average. That is,
However, examination of the dual problem shows that this term corresponds to a convection term. For example, if the output of interest depends only on the solution on the boundary, the dual problem is given by
where ( T ψ)-represents convection of the adjoint state due to the dependence of the the primal source term on the spatial derivatives of the primal state. It is this dependence on the derivatives that causes S h,DinC to be dual inconsistent. The additional terms in S h,DC correspond to the flux terms in a standard DG discretization of the ∇ · (S ′ [∇u] T ψ) convection term in the dual problem. An average flux is well-known to result in an unstable discretization. Thus, the local Lax-Friedrichs flux is used to add dissipation to the resulting discretization.
II.C. Artificial Dissipation
Artificial dissipation is added to avoid solution oscillations in under-resolved regions of the flow. For RANS, one such under-resolved region is often the edge of a boundary layer. It is well known that near the edge of the boundary layer, there exists a laminar superlayer 17, 33, 39 where the eddy viscosity goes to zero (or a freestream value very close to zero). In this region, the production and destruction terms of the SA model are negligible. Furthermore, order of magnitude analysis shows that the SA model reduces to
where n is the coordinate normal to the wall and v is the velocity normal to the wall. Thus, the width of the laminar superlayer, ℓ, is set by the Reynolds number. In particular,
where L is the relevant length scale for changes in the streamwise direction (e.g. the airfoil chord) and δ is a measure of the boundary layer height. Thus, for high Reynolds number flows, the eddy viscosity changes rapidly near the edge of the boundary layer. If this layer is not resolved, the high-order discretization will produce, at best, a highly oscillatory solution for the eddy viscosity. At worst, oscillations that appear during the solution procedure will cause the solution to become unstable. Because of the large computational cost of resolving this layer, it is desirable to instead change the behavior of the SA model in this region. This change can be accomplished by adding artificial dissipation to the SA model equation, as demonstrated by Nguyen, Persson and Peraire.
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In this work, the artificial dissipation added is governed by an additional state variable, ǫ, and an additional governing equation. Following the work of Barter and Darmofal, 34 the artificial dissipation governing PDE is ∂ǫ ∂t
where τ is an appropriate time constant, η is the dissipation matrix, and f s an indicator function designed to detect spurious numerical oscillations. To ensure that ǫ evolves at least as fast as the primary variables and desiring to spread the artificial dissipation a distance O(h) into neighboring elements, Barter and Darmofal
where h x and h y are measures of the mesh spacing in the x and y directions, respectively,h is the average mesh spacing, p is the interpolation order, and λ max is the maximum convective wave speed of the system. Thus,
In this case, C 1 = 3 and C 1 C 2 = 1. The indicator function used is
where K = 0.2,
and θ S is a maximum value of the indicator. The additional equation (2) is discretized using the DGFEM in an analogous fashion as the original governing equations. In this implementation, artificial viscosity is added only to the SA model equation. In particular, the SA model equation becomes
where the artificial viscosity matrix, ν a , is given by
where θ ǫ is a maximum limit for ǫ.
III. Error Estimation and Adaptation
In this section, two output-based error estimation and adaptation strategies are described. Variations of the steady approach appear throughout the literature. 23-25, 31, 40, 41 The implementation here exactly follows the work of Fidkowski and Darmofal. 41, 42 The unsteady approach uses a slight modification of the steady algorithm to allow the error to be estimated, and hence the mesh to be adapted, without first obtaining a steady state solution on the current mesh. The section begins with a high-level description of both methods in III.A. The steady error estimation procedure is described in III.B. Section III.C shows how the error estimation procedure is applied in the unsteady case. Given the error estimate, the mesh adaptation strategy is the same in both cases. Specifically, the strategy used was developed and applied by Fidkowski and Darmofal. For details, see references.
41, 42
III.A. Overview
To highlight the differences between the steady and the unsteady adaptation approaches, both are briefly presented here.
The steady algorithm takes the following form:
1. Generate an initial mesh.
2. Solve the steady state problem, R(U) = 0, where R denotes the discrete steady residual vector and U denotes the discrete solution.
(a) Choose an initial solution guess, U 0 . Set i = 1.
(b) Solve the steady problem. Specifically, while R(
where ǫ tol is the solution tolerance, M is the mass matrix, and ∆t is the current time step.
3. Solve the adjoint problem:
, where J is the discrete output of interest.
4. Using U and Ψ, estimate the error in the computed output.
5. If the error is less than the desired tolerance, quit. Otherwise, adapt the mesh, and return to step 2.
The main idea of the unsteady algorithm is to estimate the error and adapt the mesh at every time step. The solution procedure utilized in step 2(b) of the steady algorithm reduces to Newton's method as ∆t → ∞. For finite ∆t, the state update is that resulting from a single Newton iteration on a backward Euler discretization of the analogous unsteady problem. By taking additional Newton iterations on this unsteady problem, one can find the update that solves the unsteady problem. Given this unsteady solution and the appropriate adjoint, the error can be estimated, as shown in III.C. This realization motivates the following unsteady algorithm:
1. Generate an initial mesh and initial condition, U 0 . Set i = 1.
While R(U
(a) Solve the unsteady problem at the current time step, R uns (U i ) = 0, where
In particular,
iii.
(b) Find Ψ that solves the appropriate dual problem for the current time step:
(c) Use U i and Ψ to estimate the error in the output averaged over the current time step.
(d) If the error estimate is less than the desired tolerance and R(U i ) < ǫ tol , quit. Otherwise, adapt the mesh, i → i + 1, and return to step (a).
Thus, additional sub-iterations on the primal problem have been added to fully solve for the unsteady update, and an unsteady term has been added to the dual problem. However, in the limit as ∆t → ∞, the unsteady algorithm becomes the steady algorithm.
III.B. Error Estimation: Steady Case
In this section, the standard error estimation algorithm is described. Let R H (·, ·) be a semi-linear form, and let u H ∈ V H be such that
where V H is an appropriate finite dimensional function space. Furthermore, let u ∈ V be the exact solution of the underlying problem of interest. Then, for a general output of interest, J (·), the dual problem is as follows: find ψ ∈ V such thatR
whereR H andJ are mean-value linearizations given bȳ
Thus,R
Assuming that R H (u, w) = 0, ∀w ∈ V H + V and using the definition of the adjoint solution and Galerkin orthogonality, the error in the computed output may be written
for all ψ H ∈ V H . Thus, if the exact adjoint is known, the error may be computed by evaluating the primal residual. Alternatively, by defining the adjoint residual,
, it is possible to express the error in terms of the exact primal solution. In particular, one can show that
Of course, u and ψ are unknown. Thus, the exact errors u−u H and ψ−ψ H are replaced by approximations u 41 for details on patch reconstruction. Also, to obtain a practical error estimation algorithm, all mean-value linearizations are replaced by linearizations about the discrete solution, u H . Then, to minimize the error due to this approximation, ψ H is set to the discrete adjoint solution. 41, 42 That is,
where R h and R ψ h denote the primal and dual residual forms on the space V h . Finally, an elemental error indicator is constructed by averaging the primal residual and dual residual approximations to the error contribution from the element. That is, for each element κ,
III.C. Error Estimation: Unsteady Case
In the unsteady case, the error estimation algorithm is slightly modified from the steady case. The output of interest is taken to be the average over each time step of the steady state output of interest. Thus, if the output of interest of the steady simulation is denoted J , the output of interest for the ith time step is given by J uns (w) = 1 ∆t
Since only backward Euler time discretization is considered, the solution from t i−1 to t i is assumed to be constant, i.e. u i H . Thus,
. It is not clear that this output is the best choice to ensure the robustness of the adaptation procedure. However, it does guarantee that the unsteady and standard algorithms converge to the same procedure as ∆t → ∞.
At each time step, the semi-linear form for the unsteady case is given by
where R H is the semi-linear form corresponding to the steady problem. One can view R uns,H as a spatial discretization of the following temporally discrete but spatially continuous problem: given the solution at the previous time step,
where R(·, ·) is the weak form of the steady governing equations. Then, by the same analysis as in section III.B, the error can be written in terms of the primal or the adjoint residual:
H ; v) = 0, ∀v ∈ V H + V, and the mean-value linearizations arē
. The exact solution, u i and adjoint, ψ, are still unknown. However, making the same approximations as in the steady case, the contribution to the error due to spatial discretization of a single element can be estimated by
, where ψ H solves the following dual problem: find ψ H ∈ V H such that
This dual problem corresponds to that solved in step 2(b) of the unsteady adaptation algorithm.
IV. Results
Results are presented for M ∞ = 0.25, Re = 10 7 , turbulent flow over a flat plate and M ∞ = 0.5, Re = 2 × 10 5 , laminar flow over a NACA 0012 airfoil.
IV.A. Dual Consistency
In this section, the effect of the dual consistency of the discretization is examined. No artificial dissipation is added. Results for both the dual consistent and dual inconsistent discretizations defined in II.B for the flat plate test case were computed on two meshes having 234 and 936 elements. The fine mesh is a uniform refinement of the coarse mesh. The meshes are shown in Figure 1 Both discretizations can produce results that agree with experimental 43 and analytic data for the flat plate boundary layer, as shown in Figure 2 . However, examining the computed drag, there is a clear difference. than the dual inconsistent result. More importantly, these differences can be significant. For example, for the p = 4, fine grid result, the dual consistent error is less than half the error of the dual inconsistent result. In addition to drag accuracy, the effect of dual consistency can be observed in the adjoint solution. Figure 3 shows adjoint results for the flat plate case on the coarse mesh. Especially for the p = 5 case, the adjoint solution appears well-resolved and, for the dual consistent case, is quite smooth. However, there are noticable jumps in the adjoint, even for p = 5, in the dual inconsistent case.
Given that the dual consistent discretization gives a more accurate output and a smoother discrete adjoint, only the dual consistent scheme is used for the remainder of the results.
IV.B. Artificial Dissipation
This section examines the effect of adding artificial dissipation on the solution of the turbulent flat plate case. Figure 4 shows results computed on the 234 element mesh at x = 0.25. The figure showsν computed with and without artificial dissipation and the state variable for the artificial dissipation equation, ǫ. Clearly, ǫ is largest near the edge of the boundary layer, and theν profiles computed with artificial dissipation are less oscillatory than those computed without artificial dissipation. Thus, the addition of artificial dissipation smooths theν profile near the edge of the boundary layer. This effect is beneficial to the robustness of the solution process. However, the computed drag is affected. Table 2 compares the drag results with and without artificial dissipation. The error is computed relative the p = 5 result without artificial dissipation on the 3744 element mesh. Clearly, the error due to artificial dissipation is significant. For p = 4 on the 936 element mesh, the error when using artificial dissipation is more than 100 times larger than when no artificial dissipation is applied. However, it is expected that, especially for problems more complex than flat plate flow, artificial dissipation will be essential for robustness. Furthermore, the errors are fairly small in an absolute sense. On the 234 element mesh, the p = 3 case with artificial dissipation produces a drag error of 0.25 counts, which is less than one percent of the drag on the plate.
IV.C. Adaptation
Three cases are presented: successful application of the steady adaptation algorithm to the turbulent flat plate flow, unsuccessful application of the steady algorithm to laminar flow over an airfoil, and successful application of the unsteady algorithm to the same laminar problem.
IV.C.1. Steady Adaptation: RANS Success Figure 5 shows the drag error versus degrees of freedom for steady adaptation on the flat plate test case without artificial dissipation. For all cases shown in this section, the initial mesh was a 234 element coarse mesh (similar to but not the same as the 234 element mesh used in IV.A and IV.B), and the error tolerance was 0.02 drag counts. The "actual error" is measured relative to the p = 5, 3744 element, no artificial dissipation result. The figure shows that, as expected, the higher-order schemes achieve the required tolerance using fewer degrees of freedom than the p = 1 scheme. Figure 6 shows the drag error versus degrees of freedom for steady adaptation on the turbulent flow over a flat plate using artificial dissipation. Again, the figure shows that the higher-order schemes achieve the required tolerance for the estimated error using fewer degrees of freedom than the p = 1 scheme. However, in this case, all orders produce approximately the same actual error for a given number of degrees of freedom. Moreover, for p = 1, the actual error on the final mesh, which is well below the required tolerance, is many times smaller than the estimated error. Thus, the final p = 1 mesh is a significant over-refinement. Furthermore, it appears that the main benefit of the higher-order schemes in this case is that the error estimate is more accurate. However, it is not clear whether this condition is necessarily the case or if a modification of the artificial dissipation used could produce better results.
The final meshes for the p = 1 and p = 3 cases without artificial dissipation are shown in Figure 7 . In both cases, the leading edge and boundary layer regions have been refined while the outer, uniform flow region remains relatively coarse. Figure 8 shows the final meshes for the p = 1 and p = 3 cases using artificial dissipation. As in the case without artificial dissipation, the boundary layer is refined while the outer flow region remains coarse. However, the edge of the boundary layer region is also refined. This region is refined because the addition of artificial viscosity acts to more tightly couple the drag to the solution in the boundary layer edge region. Given that the resolution added in this region is required only forν, it is somewhat wasted. Thus, the development of a turbulence model with a less severe behavior at the edge of the boundary layer would be beneficial to the application of high-order schemes to RANS. In this section, the steady algorithm is applied to M ∞ = 0.5, Re = 2 × 10 4 , laminar flow over a NACA 0012 airfoil at α = 0 o . For this case, with a coarse initial mesh, the adaptation procedure fails after 2 adaptation iterations, when the solver cannot find the steady state solution. Figure 9 shows the initial mesh and the xmomentum state component of the p = 3, steady state solution on the initial mesh. Clearly, the solution does In fact, the x-momentum is negative over a large portion of the upper surface. However, regardless of the quality of the solution, the steady state solution has been found, and the steady error estimation and grid adaptation method can be applied. Unfortunately, after two mesh adaptations, the solver cannot find a steady state solution. Figure 10 shows the failure mesh and the solution after 139 solver iterations, when the residual norm is 8.31 × 10 −2 . While the mesh is indeed finer than the initial mesh near the airfoil, the solution looks even worse. When allowed to continue iterating, the solver encounters a non-physical state and exits. Thus, the adaptive process cannot continue.
IV.C.3. Unsteady Adaptation
While the steady adaptation fails for the airfoil case presented in IV.C.2, the unsteady algorithm succeeds starting from the same initial mesh. Figure 11 shows the convergence history for the p = 3 unsteady adaptation. As the residual converges, the mesh is refined, and the error is driven down. Figure 12 shows four of the meshes obtained during this procedure. The figure shows that the unsteady algorithm initially adds resolution in the boundary layer, and as the procedure continues, the wake region is also refined.
V. Conclusions
A dual consistent DGFEM discretization of the RANS equations with SA model has been presented. To make this scheme practical, artificial dissipation is added to smooth the solution of the turbulence model near the edge of the boundary layer. Furthermore, two output-based mesh adaptation schemes have been presented: the steady algorithm, which requires the steady state solution to drive the adaptation, and a new, unsteady approach where the mesh is adapted at each time step.
The results show that the dual consistent discretization is more accurate for both the primal and dual problems than a similar but dual inconsistent scheme. The addition of artificial dissipation is successful in smoothing the eddy viscosity profile, leading to an improvement in the robustness of the scheme. However, this addition has a negative impact on the accuracy of the computed drag.
The steady adaptation algorithm has been successfully applied to RANS. The results show that the higher-order methods provide similar accuracy as the low-order methods with fewer degrees of freedom. However, the results for the laminar flow over an airfoil demonstrate that the steady algorithm is not robust enough to start the adaptation procedure from very coarse-and hence easy to generate-meshes. The unsteady algorithm shows the potential to overcome this difficulty by adapting the mesh at every time step. In particular, for the same flow case that lead to a failure of the steady algorithm, the unsteady algorithm succeeds in finding a steady solution that satisfies the error tolerance.
Future work includes optimization of the addition of artificial dissipation to minimize the impact on the computed drag. In addition to the artificial viscosity approach, possible modifications of the SA model to change the boundary layer edge behavior without sacrificing any essential modeling features are also being examined. Finally, the unsteady adaptation algorithm must be applied to the RANS equations.
