We present an implementation of Simultaneous Localization and Mapping (SLAM) that uses infrared (IR) camera images collected at 10 Hz from a Packbot robot. The Packbot has a number of challenging characteristics with regard to vision based SLAM. The robot travels on tracks which causes the odometry to be poor especially while turning. The IMU is of relatively low quality as well making the drift in the motion prediction greater than on conventional robots. In addition, the very low placement of the camera and its fixed orientation looking forward is not ideal for estimating motion from the images. Several novel ideas are tested here. Harris corners are extracted from every 5 th frame and used as image features for our SLAM. Scale Invariant Feature Transform, SIF T , descriptors are formed from each of these. These are used to match image features over these 5 frame intervals. Lucas-Kanade tracking is done to find corresponding pixels in the frames between the SIFT frames. This allows a substantial computational savings over doing SIFT matching every frame. The epipolar constraints between all these matches that are implied by the dead-reckoning are used to further test the matches and eliminate poor features. Finally, the features are initialized on the map at once using an inverse depth parameterization which eliminates the delay in initialization of the 3D point features.
Introduction
The goal of much research over the last decade has been to give robots a sense of location and direction comparable to that of humans. Humans have very limited sense of their ego motion with eyes closed. With eyes opened one can move with much more confidence. Judgements of distance and orientation are greatly improved. The problem has been given the name of vision based simultaneous localization and mapping SLAM. An issue in making maps from features seen in images is the lack of depth information in a single image [7] . Most of the SLAM methodologies estimate a maximum likelihood solution given the motion and feature measurements. This estimate typically assumes that the map and robot pose can be described by Gaussian distributions. Features seen in a single camera image correspond to real 3D objects. The probability distribution of such an object's location given the image has the shape of an infinite cone in Cartesian 3 space. This causes considerable difficulty for SLAM methods that use xyz as the feature representation. This problem has been cleverly solved [8] by utilizing a representation in terms of the bearing from the pose of the camera at the first observation and the inverse depth in that frame. The 6 parameters of the camera pose for this frame also become part of the parameterization. The result is a 9 parameter representation of the 3D point whose distribution can be well approximated by a Gaussian. Another issue in vision based SLAM is the extraction of pixel level features from images [9], [10] and matching these with images of the same objects from different vantage points. Scale Invariant Feature Transform, SIFT, features have been use for SLAM [11] , [12] . SIFT features have relatively weak descriptors associated with them. These descriptors have the advantage of invariance with respect to scale. They are also fairly similar for changes in viewing angle up to about 15-20 degrees. The descriptors alone can not be used to match features however and must be combined with other evidence such as epipolar constraints or the relative locations of other matching points. Figure 1 shows the Packbot robot. This robot is designed to reach inaccessible places. It can travel up and down stairs, on its back and even withstand drops of several meters. It communicates over a wireless Ethernet connection. To help it stay localized, it has GPS, an inexpensive IMU and encoders on its two tracks. The GPS is of no value indoors and the robot is meant to be used in GPS deprived areas. The encoders on the tracks give reasonably good information on distance traveled while the robot moves straight on level ground with good traction. Obviously there is much error when slippage occurs on turns and poor surfaces. The IMU helps reduce this somewhat but can not correct all of the errors.
Packbot Robot
The robot is also equipped with two cameras, one a wide angle camera and the other an IR camera. We have used the IR camera to improve the motion estimate by doing Fig. 1 . The Packbot robot has a rectangular window in the front. Behind this sits an IR camera and a wide angle camera. Left is an example of one of the IR images from the Packbot. The green + signs are detected Harris corners. The size of theses + signs indicates the scale of the corresponding SIFT descriptor.
