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La humedad del combustible vivo (HCV) es un factor importante para determinar el riesgo de 
incendio en los montes de la Comunidad Valenciana (España). La empresa pública VAERSA ha 
venido adquiriendo mensualmente, desde abril de 2014,  datos de HCV de la especie vegetal 
Rosmarinus officinalis, para la Dirección de Prevención de Incendios Forestales de la Generalitat 
Valenciana, en diferentes puntos de muestreo distribuidos por las tres provincias de la Comunidad 
Valenciana. En este trabajo se analizó la relación entre los valores de HCV y los valores de diferentes 
variables meteorológicas calculados a partir de los valores de precipitación, temperatura, velocidad y 
dirección del viento, humedad relativa y punto de rocío en observatorios cercanos a los puntos de 
muestreo. Para ello se ha descrito el proceso de creación de los modelos de regresión múltiple que 
permiten estimar los valores de HCV en toda la serie temporal de cada punto de muestreo usando 
como predictores las variables meteorológicas. También se  ha explicado  el proceso de elección del 
mejor modelo de regresión múltiple usando diferentes indicadores: R2 ajustada por los grados de 
libertad, Cp de Mallows y varios criterios de información. Y se ha analizado la verificación de las 
hipótesis de los modelos de regresión. Para la obtención de los modelos de regresión se usó el 
programa Statgraphics y el programa R Studio.  
Se ha estudiado la mejora en la precisión que se obtiene al añadir como predictores diferentes índices 
de vegetación, extraídos a nivel de píxel de imágenes obtenidas con el satélite Sentinel-2. Además, 
se  ha analizado  la capacidad predictiva de los modelos obtenidos usando el método de validación 
cruzada. La metodología descrita se aplicó a cada uno de los puntos de muestreo comparando las 
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Life Fuel Moisture Content (LFMC) is an important factor to determine the risk of fire in the 
mountains of the Comunidad Valenciana (Spain). The company ‘VAERSA’ has been acquiring 
monthly, since April 2014, LFMC data of the plant species Rosmarinus officinalis, for the Department 
of Forest Fires Prevention of Generalitat Valenciana, in different sampling points located through the 
three provinces of the Valencian Community . In this research we analyzed the relationship between 
LFMC values, and the values of different meteorological variables calculated from the values of 
precipitation, temperature, wind speed and direction, relative humidity and dew point in observatories 
near the sampling points. For this, the process of  the creation of the multiple regression models that 
allow estimating the LFMC values in the entire time series of each sampling point using 
meteorological variables as predictors has been described. The process of choosing the best multiple 
regression model using different indicators: R2 adjusted for the degrees of freedom, Cp de Mallows 
and various information criterio. And we have analyzed the verification of the hypothesis of the 
regression models. To obtain the regression models, The Statgraphics program and the R Studio 
program were used. 
We have studied the improvement in accuracy obtained by adding, several predictors, different 
vegetation indexes, extracted at the pixel level from images obtained with the Sentinel-2 satellite. In 
addition, the predictive capacity of the models obtained using the cross-validation method was 
analyzed. The methodology describeded was applied to each of the sampling points comparing the 
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1. INTRODUCCIÓN Y OBJETIVOS  
1.1 Introducción  
El contenido de humedad del combustible vivo (HCV) es característicamente importante ya que 
afecta a la ignición y a la propagación de incendios en ecosistemas forestales (Rachael, Javier, 
Carles, Tetsuto, & Victor, 2018) 
Un alto contenido de humedad aumenta el calor necesario para encender un combustible, ya que 
parte de esta energía se utiliza para evaporar el agua. Al mismo tiempo, los altos valores de 
humedad del combustible vivo provocan una lenta propagación, porque parte del calor liberado 
por el frente del incendio se utiliza para absorber el agua de los combustibles adyacentes y, como 
el aire tiene más vapor de agua, habrá menos oxígeno disponible para la combustión.  
El autor (Byram,1959), menciona que se ha observado una reducción del 50% en la producción 
de calor de la materia en combustión cuando el contenido de humedad aumenta del 100% al 200% 
de la materia seca.  
Además, el contenido de humedad también se ha relacionado directamente con la energía 
requerida para encender un combustible, y su papel es crítico para convertir un pequeño incendio 
en un incendio de magnitudes considerables (Ruffaulta, Nicolas, Francois, & Jean-Luc, 2018) 
El contenido de agua que posee la vegetación hace referencia a la humedad del combustible 
(Quílez & Mérida, 2014), y se dice que la humedad de combustible vivo varía dependiendo de la 
época del año y del estado fenológico de cada especie, y establece la combustibilidad, por otra 
parte  la humedad del combustible muerto, que se ve influenciada en mayor medida por los 
factores ambientales (Soriano J. , 2016), está compuesta por las partes muertas de la vegetación 
y determina la inflamabilidad.  
 
Partiendo de lo anterior, es importante monitorear y predecir el contenido de humedad del 
combustible con el fin de realizar evaluaciones de riesgo de incendios forestales, evaluar las 
condiciones de los incendios anteriores y modelar el comportamiento del fuego (Rachael, Javier, 
Carles, Tetsuto, & Victor, 2018). 
 
A pesar de la necesidad de contar con estimaciones de HCV confiables en la investigación y el 
manejo de incendios forestales, la obtención de series de tiempo completas y confiables de HCV 
sigue siendo problemática. Una de las principales dificultades es que la dinámica de la humedad 
en el combustible vivo sigue siendo poco conocida y predecible. 
 
El HCV responde a interacciones dinámicas y no lineales entre las condiciones climáticas, las 
propiedades del suelo y los procesos fisiológicos de las plantas (Rachael, Javier, Carles, Tetsuto, 
& Victor, 2018). Como consecuencia, la medición de campo sigue siendo un método de referencia 
para proporcionar estimaciones de puntos HCV confiables. Sin embargo, este método demanda 
la recogida de múltiples tipos de vegetación que deben pesarse en fresco, secarse en horno durante 





Además, su extensión en el paisaje o las escalas regionales no es factible, particularmente en 
áreas donde la heterogeneidad climática y / o de la cobertura del suelo es importante, como el 
Mediterráneo.  
 
Durante la elaboración de este estudio se produjo un incendio importante dentro de la Comunidad 
Valenciana ocurrió en verano, el 6 de agosto de 2018, afectando aproximadamente 3270 hectáreas 
de las cuales no todas fueron de masa forestal, también incluyeron campos agrícolas sin uso y 
arbustos, además de pérdidas materiales y múltiples desalojos de habitantes de la zona para 
precautelar su integridad;  siete municipios fueron afectados Llutxent, Gandía, Pinet, Ador, Barx , 
Quatretonda y Rótova. El equipo de agentes medioambientales que trabajó en la investigación de 
las causas del incendio constató gráficamente que el origen del fuego fue la caída de un rayo 
sobre un árbol en la madrugada del 6 de agosto, según informó la Conselleria de Medio Ambiente 
(Gómez, 2018). 
 
La Generalitat Valenciana, cuenta con planes de acción frente al Riesgo de Incendios Forestales, 
conjuntamente posee un Plan Especial frente al Riesgo de Incendios Forestales, que permite 
movilizar los recursos humanos y económicos para afrontar cualquier emergencia (112 
Comunitat Valenciana, 2018). Para la prevención de incendios, resultaría de gran utilidad poder 
contar con modelos matemáticos que determinasen la humedad de combustible vivo usando los 
valores de variables meteorológicas e índices de vegetación. 
 
Ante este contexto, el presente estudio se enfoca en generar modelos de regresión lineal múltiple, 
que permitan estimar la humedad del combustible vivo - HCV de la especie Rosmarinus 
Officinalis, conocida comúnmente como Romero, especie que se encuentra distribuida a lo largo 
del todo el territorio y que en condiciones meteorológicas adversas puede llegar hacer elemento 
activo de un incendio forestal, se analizará una serie de tiempo entre el 2014 a 2018.  
Se han tomado 18 puntos de muestreo distribuidos en la Comunidad Valenciana; los datos de 
HCV tomados en campo fueron provistos por la empresa VAERSA que trabaja para la Dirección 
de Prevención de Incendios Forestales de la Generalitat Valenciana, quienes han sido 













1.2 Objetivos  
1.2.1 Objetivo General  
Generar y validar la capacidad predictiva de los modelos de regresión lineal múltiple de Humedad 
de Combustible Vivo - HCV de la especie vegetal Rosmarinus officinalis, en 18 puntos de 
muestreos distribuidos en la Comunidad Valenciana, mediante técnicas de estadística 
multivariante usando variables meteorológicas e índices de vegetación en una serie temporal de 
5 años, para estimar valores de Humedad de Combustible Vivo de la especie vegetal en estudio.  
 
1.2.2 Objetivos Específicos  
• Analizar la relación entre los valores de HCV de la especie vegetal Rosmarinus officinalis y 
los valores de diferentes variables meteorológicas calculadas a partir de los valores de 
precipitación, temperatura, velocidad y dirección del viento, humedad relativa y punto de 
rocío en estaciones meteorológicas cercanas a los puntos de muestreo.  
 
• Describir los procesos de selección de variables para la generación del mejor modelo de 
regresión lineal múltiple de Humedad de Combustible Vivo.  
 
• Comparar diferentes métodos para generar modelos de regresión lineal múltiple.  
 
• Explicar el proceso de elección del mejor modelo de regresión lineal múltiple usando 
diferentes indicadores: R cuadrada ajustada por los grados de libertad, Cp de Mallows y 
varios criterios de información 
 
• Analizar la mejora de precisión de los modelos de regresión al incluir Índices de Vegetación 
calculados en el pixel exacto de cada punto de muestreo mediante Sentinel-2.  
 














2.1 Ubicación de la Zona de Estudio y Puntos de Muestreo  
La zona de estudio se emplaza en la Comunidad Valenciana, localizada al este y sureste de la 
Península Ibérica, cubre un área de 23266 km2 según manifiesta el Instituto Cartográfico Valenciano, 
de las cuales 12965.73 km2 corresponden a superficie forestal es decir 55% del territorio total.   
 
Según el PATFOR (Plan de Acción Territorial Forestal), en este territorio existen 22 ecosistemas 
forestales, 10 de ellos arbolados, 11 no arbolados y otro mixto. Dentro de las más destacables se 
encuentran las formaciones de pinares de Pinus halepensis y formaciones arbustivas donde la especie 
principal es Quercus coccifera. En el estrato arbóreo se encuentran otras especies como Quercus ilex, 
Pinus nigra y Pinus pinaster, y en el estrato arbustivo se encuentra la especie Rosmarinus officinalis, 
Ulex parviflorus, Pistacea lentiscus y Juniperus oxycedrus.  
 
Los puntos de muestreo se localizan a lo largo de toda la Comunidad Valenciana ( ver Figura 1), y 
fueron ubicados siguiendo varios parámetros (Soriano J. L., 2016). Es importante indicar que estos 
puntos fueron determinados por la empresa VAERSA misma que se encuentra vinculada 
directamente con la  Dirección de Prevención de Incendios Forestales de la Generalitat Valenciana; 
es así como cumplen con lo que se menciona a continuación:  
 
• Áreas que posean matorrales, herbazales y arbolados, especies típicas de la zona de estudio.  
• La distribución de los puntos de muestreo debe ser representativa en toda la Comunidad 
Valenciana. 




Figura 1: Ubicación de Puntos de Muestreo de la especie Rosmarinus officinalis  
En la Tabla 1 se muestra las coordenadas geográficas de cada punto de muestreo, así como también 
el ecosistema que se encuentra presente en estos.  
Tabla 1: Puntos de Muestreo  
 Coordenadas  
Punto de Muestreo X Y Z Ecosistema 
Albaida - Muro de Alcoy  721238  4298513  560  Garriga  
Altea  755562  4281788  310  Arbolado de Pinus halepensis  
Ayora  667474  4318436  690  Arbolado de Pinus halepensis  
Bétera  715903 4391950  130 Arbolado de Pinus halepensis  
Biar  694871  4276564  827  Arbolado de Pinus halepensis  






Lastonar de Brachypodium 
retusum, con terófitos y geófitos  
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Castielfabib 636667  4440355  1356  Arbolado de Juniperus Thurifera  
Cortes de Pallas - Muela 
Cortes 
680786 4339389 873 Garriga  
Chelva  672464  4404094  715 Garriga  
Fredes  767823  4508581  1020 Arbolado de Pinus nigra  






Matorral o herbazal xero-
termófilo mediterráneo  
Gilet 726619  4393272  338  Arbolado de Pinus halepensis  
Llombai 708575  4353506  122  Garriga  
Montanejos  712282  4440006  688  Arbolado de Pinus halepensis  
Navarrés  698154  4332623  219  Garriga  
Puebla Tornesa  756294 4442164 371 Garriga  
Villargordo del Cabriel  631749  4372505  574  Arbolado de Pinus halepensis  






Matorral esclerófilo arborescente 
(maquias y otros matorrales altos)  
  Fuente: (Soriano J. L., 2016) 
2.2 Humedad de Combustible Vivo especie vegetal Rosmarinus officinalis 
 
La especie Rosmarinus officinalis está dentro de los Ecosistemas Matorrales y Herbazales según 
el Plan de Acción Territorial Forestal, como se puede observar en la Figura 2, este ecosistema se 
encuentra distribuido en toda la Comunidad Valenciana, es por eso la importancia del estudio el 
HCV de esta especie ya que, en condiciones meteorológicas extremas como las que se presentan 
en verano puede llegar a ser elemento activo de incendios forestales tanto naturales como 
antrópicos. Siendo así, que dentro del trabajo que realiza VAERSA se incluye la toma de muestra 
de esta especie como parte del  cálculo del HCV, son captadas en campo en 18 puntos de muestreo 
(ver apartado 1.3), tanto la ubicación de los puntos de muestreo como la metodología para el 
cálculo de HCV es ejecutada por la empresa, la cual se realiza mediante la identificación de las 
especies vegetales por punto, la recolección de muestras se la realiza una vez por mes, entre las 
12 y 14 horas.  
 
La metodología usada para el cálculo de HCV sigue las recomendaciones del Laboratorio del 
Fuego del INIA. Para esto se determina el Peso Verde a través del cálculo de la diferencia entre 
el valor de Peso Total y Peso del Bote. El Peso Total se calcula pesando el bote con la muestra 









PesoVerde = PesoTotal – PesoBote                        (1) 
 
 
El Peso Verde es necesario para el cálculo del HCV, además se debe obtener el valor del peso de 
la muestra en seco, el cual se consigue secando la muestra en una estufa de secado a 100ºC al 
menos 24 h.  El valor de HCV de Romero se obtiene mediante la siguiente formula:  
 
HCV =  
Peso Verde−Peso Seco 
Peso Seco 
∗ 100                             (2) 
Los resultados del cálculo forman parte de una base datos que viene dada desde el segundo 
semestre del año 2014 hasta julio de 2018 inclusive.  
 
 





2.2 Datos Meteorológicos  
 
La Comunidad Valenciana posee varios organismos que proporcionan información meteorológica 
entre estos están: la Agencia Estatal de Meteorología (AEMET), Asociación Valenciana de 
Meteorología (AVAMET),  Institut Valencià d’Investigacions Agraries (IVIA) y Red Valenciana de 
Vigilancia y Control de la Contaminación del Atmosférica (RVVCCA). 
 
Como se puede observar en la Figura 3 la distribución de las estaciones meteorológicas es bastante 
amplia pero no todas proporcionan datos completos, algunas son solo Pluviométricas, Termométricas 
o Termo pluviométricas y para fines de este estudio se necesita tener datos diarios de estaciones 
automáticas, por lo que se procuró tomar datos de las estaciones que mayor cantidad y calidad de 
datos dispongan, también que sus datos sean homogéneos y que se permita la comparación entre ellos.  
 
Teniendo en cuenta lo anterior se seleccionó estaciones que sean automáticas es decir que tomen 
datos las 24 horas diariamente, que pertenezcan a la AEMET y se encuentren preferentemente a 5 km 
a la redonda del punto de muestreo;  para los puntos de muestreo que no tuvieron cerca una estación 
con estas características se trabajó con estaciones del IVIA cercanas punto de muestreo y se completó 
los datos de levante y punto de rocío con la estación AEMET más cercana y que posea una altitud 
parecida al punto de muestreo.  
 
 




En la Tabla 2 se detalla las estaciones y las variables que se han tomado a partir de los datos de cada 
una, como se ha mencionado anteriormente se procuró trabajar con estaciones de la AEMET, pero en 
casos excepcionales como en el punto de muestreo Altea, Bétera, Biar, Gandía y Llombai se trabajó 
con estaciones de IVIA por la cercanía al lugar de toma de datos; es importante mencionar que IVIA 
no proporciona todas las variables necesarias para el cálculo de levante y punto de rocío por lo que 
se las calculó a partir de datos de estaciones de la AEMET cercanas.  
 
 




IVIA Variables AEMET Variables 
Albaida - Muro 
de Alcoy  
  Alcoy ▪ Precipitación 
▪ Temperatura  
▪ Humedad Relativa 
▪ Viento  
▪ Levante  
▪ Punto de Rocío 
Altea  Altea  ▪ Precipitación 
▪ Temperatura  
▪ Humedad 
Relativa 
▪ Viento  
Alcoy ▪ Levante  
▪ Punto de Rocío  
Ayora    Jalance  ▪ Precipitación 
▪ Temperatura  
▪ Humedad Relativa 
▪ Viento  
▪ Levante  
▪ Punto de Rocío 
Bétera  Bétera  ▪ Precipitación 




Llíria  ▪ Levante  
▪ Punto de Rocío 
Biar  Camp de 
Mirra 
▪ Precipitación 




Alcoy  ▪ Levante  
▪ Punto de Rocío 
Buñol    Buñol  ▪ Precipitación 
▪ Temperatura  
▪ Humedad Relativa 
▪ Viento  
▪ Levante  
▪ Punto de Rocío 
Castielfabib   Ademuz  ▪ Precipitación 
▪ Temperatura  
▪ Humedad Relativa 
▪ Viento  
▪ Levante  




Pallas - Muela 
Cortes 
  Jalance  ▪ Precipitación 
▪ Temperatura  
▪ Humedad Relativa 
▪ Viento  
▪ Levante  
▪ Punto de Rocío 
Chelva    Chelva ▪ Precipitación 
▪ Temperatura  
▪ Humedad Relativa 
▪ Viento  
▪ Levante  
▪ Punto de Rocío 




▪ Temperatura  
▪ Humedad Relativa 
▪ Viento  
▪ Levante  
▪ Punto de Rocío 
Gandia  Gandia 
Marxuquera 
▪ Precipitación 
▪ Temperatura  
▪ Humedad Relativa 
▪ Viento  
 
Ontinyent ▪ Levante  
▪ Punto de Rocío 
Gilet   Sagunto  ▪ Precipitación 
▪ Temperatura  
▪ Humedad Relativa 
▪ Viento  
▪ Levante  
▪ Punto de Rocío 
Llombai Carlet el 
Fossaret 
▪ Precipitación 
▪ Temperatura  
▪ Humedad Relativa 
▪ Viento  
 
Bicorp ▪ Levante  
▪ Punto de Rocío 
Montanejos    Arenos-
Pantano  
▪ Precipitación 
▪ Temperatura  
▪ Humedad Relativa 
▪ Viento  
▪ Levante  
▪ Punto de Rocío 
Navarrés    Bicorp  ▪ Precipitación 
▪ Temperatura  
▪ Humedad Relativa 
▪ Viento  
▪ Levante  
▪ Punto de Rocío 
Puebla 
Tornesa  
  Atzeneta del 
Maestrat 
▪ Precipitación 
▪ Temperatura  
▪ Humedad Relativa 
▪ Viento  
▪ Levante  
▪ Punto de Rocío 
Villargordo del 
Cabriel  
  Utiel, La 
Cubera 
▪ Precipitación 
▪ Temperatura  
▪ Humedad Relativa 
▪ Viento  
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▪ Levante  
▪ Punto de Rocío 
Villar del 
Arzobispo 
  Llíria  ▪ Precipitación 
▪ Temperatura  
▪ Humedad Relativa 
▪ Viento  
▪ Levante  
▪ Punto de Rocío 
 
2.3 Procesamiento de Datos Meteorológicos  
 
El cálculo de las variables meteorológicas sigue la metodología propuesta por Soriano, José Luis en 
su trabajo de fin de Máster denominado  “Análisis de la Humedad del Combustible Vivo (HCV) en 
la Comunidad Valenciana y la influencia de las variables meteorológicas”. 
Se tomó 28 variables meteorológicas relacionadas entre sí: Precipitación, Temperatura, Humedad 
Relativa, Viento, Levante y Punto de Rocío; en la Tabla 3 se muestran las variables, la unidad de 
medida junto con su descripción.  
La variable de precipitación supone un aporte de agua a las plantas, por lo que se toma en cuenta la 
cantidad de agua que es absorbida por estas.  Con el fin de conocer la humedad acumulada en el suelo 
se toma la precipitación hasta 60 días antes de la toma de muestra. La unidad de medida es mm.  
Las variables que proceden de la Temperatura son Temperatura máxima y Temperatura media; hacen 
referencia a la evapotranspiración de la vegetación, pérdida de humedad y nos permiten realizar el 
análisis de la situación meteorológica de los días previos. La unidad de medida es ºC. 
Las variables que proceden de la Humedad Relativa son Humedad Relativa máxima y mínima; la 
primera entre más alta sea se dice que existe un mayor intercambio de humedad de las plantas con el 
ambiente, y la segunda variable hace referencia a la perdida de humedad por evapotranspiración. La 
unidad de medida es %.  
La variable Viento máximo se relaciona con la humedad relativa, es decir a mayor velocidad de viento 
mayor evapotranspiración, y esta a su vez se relaciona con altas temperaturas que producen una 
pérdida de humedad. Se mide en km/h.  
La variable Levante, permite relacionar la humedad aportada por el viento de levante con la humedad 
absorbida por las plantas, siendo importante ya que se sabe que el viento del Este en la zona de estudio 
proviene del mar, es decir que viene saturado de humedad. Se la calculó en horas.   
La variable Punto de Rocío, sirvió para analizar la influencia que tiene la condensación y la 
precipitación horizontal sobre la HCV. Se calculó en número de días.  
Para esta variable en específico fue necesario realizar cálculos adicionales a partir de la fórmula 
empírica de Magnus para el cálculo de la tensión saturante que sirvió para el cálculo de la tensión de 








                  
 Siendo:  
esat: tensión saturante en Hpa. a la temperatura t   
a: 7,50 (cálculo sobre agua) 
b: 237,3 (cálculo sobre agua)  
 





e: Tensión de vapor 
hr: Humedad relativa en tanto por ciento       
esat: Tensión saturante, sobre agua, a la temperatura del termómetro seco.  
 
Punto del Rocío  
 
 Siendo:  
td: Temperatura del punto de rocío        
e:   Tensión de vapor en Hpa  
a:   7,50 (valor sobre agua) 













𝑒𝑠𝑎𝑡 = 6,1078 . 10
𝑎.𝑡
𝑏+𝑡                                                                                                  (3) 
  𝑒 =
ℎ𝑟
100
𝑒𝑠𝑎𝑡                                                                                                                  (4) 
 







                                                                                                     (5) 
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Tabla 3: Descripción de Variables Meteorológicas  
 












P3 mm  Precipitación acumulada en los últimos 3 días. 
P7 Precipitación acumulada en los últimos 7 días. 
P15 Precipitación acumulada en los últimos 15 días. 
P30 Precipitación acumulada en los últimos 30 días. 













Tmax3 °C  Media de las temperaturas máximas en los últimos 3 días.  
Tmax7 Media de las temperaturas máximas en los últimos 7 días.  
Tmax15 Media de las temperaturas máximas en los últimos 15 días.  
Tmax30 Media de las temperaturas máximas en los últimos 30 días.  
Tmedia3 Media de las temperaturas medias en los últimos 3 días.  
Tmedia7 Media de las temperaturas medias en los últimos 7 días.  

















HRmax3 % Media de la humedad relativa máxima de los últimos 3 días. 
HRmax7 Media de la humedad relativa máxima de los últimos 7 días. 
HRmax15 Media de la humedad relativa máxima de los últimos 15 días. 
HRmin3 Media de la humedad relativa mínima de los últimos 3 días. 
HRmin7 Media de la humedad relativa mínima de los últimos 7 días. 









Media de la velocidad máxima media del viento en 10 minutos 
de los últimos 3 días. 
Vmax7 Media de la velocidad máxima media del viento en 10 minutos 
de los últimos 7 días. 
Vmax15 Media de la velocidad máxima media del viento en 10 minutos 
de los últimos 15 días. 
Lev3 horas  Media de la suma de frecuencia del viento en los octantes 2 y 
3 (vientos de componente E), en los últimos 3 días. 
Lev7 Media de la suma de frecuencia del viento en los octantes 2 y 
3 (vientos de componente E), en los últimos 7 días. 
Lev15 Media de la suma de frecuencia del viento en los octantes 2 y 












 Pto_r3 número de días  Número de días en que se ha producido condensación en los 
últimos 3 días.  
Pto_r7 Número de días en que se ha producido condensación en los 
últimos 7 días.  
Pto_r15 Número de días en que se ha producido condensación en los 
últimos 15 días.  
Pto_r30 Número de días en que se ha producido condensación en los 
últimos 30 días.  







2.4 Datos de Índices de Vegetación  
 
Existen estudios previos que demuestran la capacidad de los índices de vegetación obtenidos 
mediante imágenes de satélite para la estimación de HCV  (Chuvieco et Alabama. 2004, García et al. 
2008, Yebra et al. 2008). Las imágenes satelitales ofrecen métodos apropiados para monitorear 
espacial y temporalmente las condiciones de la vegetación y, posteriormente, ofrecen una alternativa 
sólida al muestreo de campo y los índices meteorológicos, como medio para estimar el HCV.  Los 
índices de vegetación se han usado ampliamente para estimar el HCV generalmente basado en ajustes 
empíricos a partir de datos de resolución aproximada, tales como imágenes NOAA / AVHRR o 
MODIS (Garcia, Chuvieco, Nieto, & Aguado, 2008) 
La nueva generación de sensores Sentinel-2, lanzado en junio del 2015, proporciona información 
espectral a una resolución espacial alta,  que varía entre 10 y 60 m. La mayoría de los índices de 
vegetación trabajan con las bandas visibles e infrarrojo cercano (NIR) las cuales tienen una resolución 
de 10 metros; el detalle de las bandas del satélite Sentinel 2 se muestran en la Tabla 4. 
Tabla 4. Características de las bandas Sentinel-2.  
Bandas Longitud de onda 
 (nm) 
Resolución Espacial  
(m) 
Banda 2 Azul 490 10 
Banda 3 Verde 560 
Banda 4 Rojo 665 
Banda 8 Infrarrojo cercano - NIR 842 
Banda 5 705 20 
Banda 6 740 
Banda 7 783 
Banda 8A 865 
Banda 11 Infrarrojo lejano - SWIR 1610 
Banda 12 2190 
Banda 1 Aerosol 443 60 
Banda 9 Vapor de agua 940 
Banda 10 Cirrus 1375 
Fuente: (SENTINEL, 2018) 
La descarga de las imágenes satelitales se las realizó a través de la página web de Copernicus previo 
registro. Para cubrir toda la Comunidad Valenciana se descargó un total de siete escenas, una imagen 
satelital por mes y por escena en el periodo 2016 – 2018.  
En la Figura 4, se muestra el contenido de la información del fichero .ZIP de las imágenes 
descargadas. Dentro de las más relevantes se encuentran, los ficheros XML con la información 
general del producto, la imagen en formato JPEG2000, subcarpetas con datos de la imagen (granule) 
en formato GML-JPEG2000, así también los datos auxiliares contenidos en una subcarpeta adicional 





Figura 4: Archivos  de Descarga Sentinel-2.  
Fuente: (ESA, 2018) 
 
Una vez descargadas las imágenes se realizó la corrección atmosférica, del terreno y de las 
nubosidades( Nivel L1C a L2A), para esto Copernicus provee un software de libre acceso SNAP que 
contiene la extensión SEN2COR que permite realizar este proceso. El formato del producto de salida 
es imágenes JPEG 2000 (Nivel 1C), para este estudio se utilizó los productos de resolución 10m. 
(European Space Agency, 2018). 
Cálculo de Índices de Vegetación  
A partir de las imágenes corregidas se generó  seis índices de vegetación, los cuales han dado buena 
respuesta para la estimación de HCV (ver Tabla 5), los índices utilizados miden las variaciones de 
verdor de la planta, así como el contenido de agua de la hoja que afectan directamente a la producción 
de clorofila y a la estructura interna de la hoja.  
El cálculo se ha realizado para el pixel exacto de los puntos de muestreo, es decir en un pixel de  
tamaño 10 m, para esto se  realizó un análisis previo entre el punto de muestreo y el pixel que lo 
contenía, asegurando que se encuentren muestras de vegetación  dentro de la zona. Para agilitar el 
cálculo de estas variables se creó un script en Python que permitió conseguir los datos en menor 
tiempo y con un coste computacional relativamente menor.   
Las fechas de las imágenes utilizadas no son las mismas que las de toma de muestra dotadas por 
VAERSA, por lo que se realizó una interpolación lineal entre las fechas de toma de la imagen por el 
satélite y fecha de toma de muestra en campo de la HCV de la especie Romero, siendo estos valores 




Tabla 5: Índices Espectrales usados para estimar HCV  
Índice Fórmula Referencia 
Índice de vegetación 
normalizada (NDVI) 





(Rouse Jr., 1974) 
Índice de vegetación 
mejorado (EVI) 𝐸𝑉𝐼
=  2.5 
𝑁𝐼𝑅 − 𝑅𝑂𝐽𝑂
𝑁𝐼𝑅 + 6 ∗ 𝑅𝑂𝐽𝑂 − 7.5 ∗ 𝐴𝑍𝑈𝐿 + 1
 
 
(Huete A. R., 1997) 
Índice de vegetación 
ajustado del suelo (SAVI) 
 
𝑆𝐴𝑉𝐼 =  
1.5 ∗ (𝑁𝐼𝑅 − 𝑅𝑂𝐽𝑂)
𝑁𝐼𝑅 + 𝑅𝑂𝐽𝑂 + 0.5
 
(Huete A. , 1988) 
Índice de diferencia de 
agua normalizada (NDWI) 
𝑁𝐷𝑊𝐼 =





Índice de resistencia 
atmosférica visible (VARI) 
 
𝑁𝐷𝑊𝐼 =
𝑉𝑒𝑟𝑑𝑒 − 𝑅𝑜𝑗𝑜 
𝑉𝑒𝑟𝑑𝑒 + 𝑅𝑜𝑗𝑜 − 𝐴𝑧𝑢𝑙
 
(Gitelson et al.,2002) 






















3.1 Estructura de Procesos 
 
 En la Figura 5 se muestra, el mapa de procesos de la metodología a seguir en este estudio. Se presenta 
desde el cálculo de las variables meteorológicas, del cual se generó 18 archivos Excel uno por cada 
punto de muestreo, además se calculó los seis índices de vegetación mencionados en el apartado 2.4 
mediante código Python. Con esta información se realizó varios procesos para la selección de las 
mejores variables y los mejores modelos, además de las pruebas de normalidad, linealidad, 
homocedasticidad e independencia. Para finalizar se obtuvo los modelos incluyendo las variables 
meteorológicas e índices de vegetación y se analizó la capacidad predictiva de estos mediante 
validación cruzada.  
 
 










3.2 Métodos de Regresión  
3.2.1 Introducción del cuadrado de variables independientes en los modelos 
de regresión. 
Una regresión polinomial se trata de una forma de regresión lineal en la que se modela la variable 
dependiente Y a través de X variables independientes de orden n, las cuales sean capaces de 
ajustarse casi perfectamente a la tendencia general de los datos.  
Para la Humedad de Combustible Vivo se intentó predecir a través de un modelo de regresión 
lineal múltiple el cual no se ajustó del todo bien, para tomar como ejemplo el punto de muestreo 
Albaida Muro de Alcoy  alcanzó un R cuadrado ajustado de 41,60%, para mejorar el ajuste se 
consideró incluir variables elevadas al exponente 2, consiguiendo un R cuadrado ajustado de 
50,71 %. Para llegar a esto se visualizó que se tenía cierta asociación entre HCV y HRmin15, 
pero la linealidad no recogía los datos de una manera adecuada(ver Figura 6), por lo que se optó 
por un modelo polinomial que explique mejor la variable como se puede observar en la Figura 7 
en la que la línea de tendencia cuadrática mejora considerablemente el modelo.  
 
Figura 6: Gráfico del Modelo Ajustado Lineal (Punto de Muestreo Albaida Muro de Alcoy) 
 
Figura 7: Gráfico del Modelo Ajustado a Nivel Cuadrático  ( Punto de Muestreo Albaida Muro de Alcoy) 
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El incorporar una variable cuadrática al modelo no siempre es de utilidad por lo que también es 
conveniente analizar el valor-P de la variable , en la Tabla 6 se puede observar que el valor-P 
obtenido confirma que el modelo cuadrático es superior, es decir esta variable es estadísticamente 
significativa .  
Tabla 6: Comparación de Modelos Lineales y Polinomiales ( Punto de Muestreo Albaida Muro de Alcoy) 
Variable T de Student Valor -P R cuadrada 
ajustada  (%) 
Modelo 
HRmin15 3,57424 0,0010 41,60 HCV = 203,772 - 2,12281*P3 + 
0,911087*P15 + 0,85205*HRmax3 - 
3,5052*HRmax15 - 1,54605*pto_r15 + 
3,47341*HRmin15 
 
HRmin152 4,28169 0,0001 50,71 HCV = 245,822 - 0,0700213*P3^2 + 
0,0128868*P15^2 - 3,15675*HRmax15 + 
0,0451367*HRmin15^2 - 
0,0423993*pto_r15^2 + 0,817315*HRmax3 
 
 
En la Figura 8, se muestra el gráfico X-Y Múltiple de HCV y Modelo de Regresión Lineal 
Múltiple y en la Figura 9, se puede observar el Modelo de Regresión Polinomial obtenido con 
una mejora notable.  
 
Figura 8: Gráfico X-Y Múltiple HCV y Modelo de Regresión Lineal Múltiple 










Figura 9: Gráfico X-Y Múltiple HCV y Modelo de Regresión que incluye variable HRmin15^2 
( Punto de Muestreo Albaida Muro de Alcoy ) 
 
3.2.2 Interacción de variables  
 
Los modelos de regresión lineal múltiple pueden llegar a ser modelos aditivos o modelos de efectos 
principales, esto depende de los efectos que causen las variaciones de las variables independientes X 
sobre la variable dependiente Y; es decir la interacción que tienen las variables entre sí y los cambios 
que produce al incluirlas en el modelo de regresión lineal, tomando en cuenta si hay una mejora en el 
modelo y si es estadísticamente significativo se la deberá incluir como parte de la estimación; al 
incorporar una interacción también se debe incluir las variables X individuales que forman parte de 
la interacción; independientemente del valor-P que posean.  
Para el caso específico del punto de muestreo Fredes se obtuvo un modelo lineal múltiple con un R 
cuadrado ajustado de 55,33% con las variables Tmax15, P60 y Tmax30^2 como se puede visualizar 
en la Tabla 7 el valor-P es menor que 0.05 por lo que se consideran variables estadísticamente 
significativas 
Tabla 7: Modelo de Regresión Lineal Múltiple sin interacción de variables (Punto de Muestreo Fredes) 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
Residual standard error: 19.6 on 38 degrees of freedom 
Multiple R-squared:  0.586, Adjusted R-squared:  0.553  
F-statistic: 17.9 on 3 and 38 DF,  p-value: 2.06e-07 
 Estimate Std. Error t value Pr(>|t|)    
Intercept 57.6272 12.4099 4.64   0e-05 *** 
P60 0.1141 0.0371     3.08    0.0039 ** 
Tmax15 7.9637    1.6342     4.87   2.0e-05 *** 
I(Tmax30^2) -0.2854      0.0545    -5.23   6.4e-06 *** 
Modelo  HCV = 57,6272 + 0,114069*P60 + 7,96373*Tmax15 - 0,285435*Tmax30^2 
30 
 
Las variables meteorológicas están estrechamente relacionadas y más aún la Precipitación y la 
Temperatura, por lo cual se generó un modelo con interacción en R indicando de forma explícita las 
variables individuales y entre que variables se quiere evaluar la interacción, se logró un ajuste de 54 
% ,pero a diferencia del anterior modelo ahora P60 tiene un valor- P mayor a 0.05 y la interacción 
entre P60 y Tmax 15 tampoco cumple con la condición de valor-P menor a 0.05 es decir no es 
estadísticamente significativa ( ver Tabla 8) .   
Como se puede notar no hay una mejora importante al trabajar con interacción de variables, además 
se debe incluir variables que no son estadísticamente significativas, es preferible añadir nuevas 
variables que aporten estadísticamente al modelo; por lo que para este estudio no se utilizará este 
método ya que no ha dado buenos resultados.  
Tabla 8: Modelo de Regresión Lineal Múltiple con interacción de variables (Punto de Muestreo Fredes) 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
Residual standard error: 19.8 on 37 degrees of freedom 
Multiple R-squared:  0.589, Adjusted R-squared:  0.544  
F-statistic: 13.2 on 4 and 37 DF,  p-value: 8.65e-07 
 
3.2.3 Método de regresión selección hacia atrás usando la técnica del P-valor. 
 
El método de regresión selección  hacia atrás se incluyen todas las variables en la ecuación para luego 
sacarlas una tras otra; se elimina del modelo la variable que sea menos significativa es decir que no 
cumplen con el valor especificado para este caso el valor de F teórico determinado por α (valor-P), el 
procedimiento concluye cuando ninguna de las variables incluidas tiene valor-P mayor al 
especificado, para este estudio se ha determinado un valor-P de 0.05.  
Este tipo de procedimiento se ve reflejado en el punto de muestreo Navarrés, se incluyeron 24 
variables meteorológicas; a continuación, se presentan el proceso que se realizó en Statgraphics; en 
el que se quitaron 8 variables HRmax7, HRmin7, HRmin15. Lev3, HRmax3,lev7,lev15 y P30; las 




 Estimate Std. Error t value Pr(>|t|)    
Intercept 63.64998    17.55975     3.62   0.00086 *** 
P60 0.07850 0.08172     0.96   0.34301     
Tmax15 7.28578     2.15429     3.38   0.00171 ** 
I(Tmax30^2) -0.27234     0.06124    -4.45   7.7e-05 *** 
P60:Tmax15 0.00288     0.00589     0.49   0.62716     




Regresión por Pasos 
Método: Selección Hacia Atrás 
Alpha a introducir: 0,05 
Alpha a cambiar: 0,05 
 
Paso 0: 
24 variable(s) en el modelo.  26 g.l. para el error. 
R-cuadrado = 84,71%     R-cuadrado ajustado = 70,60%     CME = 284,614 
 
Paso 1: 
Cambiando variable HRmax7 con Alpha a cambiar =0,934964 
23 variable(s) en el modelo.  27 g.l. para el error. 
R-cuadrado = 84,71%     R-cuadrado ajustado = 71,69%     CME = 274,145 
 
Paso 2: 
Cambiando variable HRmin15 con Alpha a cambiar =0,93074 
22 variable(s) en el modelo.  28 g.l. para el error. 
R-cuadrado = 84,71%     R-cuadrado ajustado = 72,69%     CME = 264,429 
 
Paso 3: 
Cambiando variable HRmin7 con Alpha a cambiar =0,859292 
21 variable(s) en el modelo.  29 g.l. para el error. 
R-cuadrado = 84,69%     R-cuadrado ajustado = 73,60%     CME = 255,603 
 
Paso 4: 
Cambiando variable lev3 con Alpha a cambiar =0,59919 
20 variable(s) en el modelo.  30 g.l. para el error. 
R-cuadrado = 84,54%     R-cuadrado ajustado = 74,23%     CME = 249,489 
 
Paso 5: 
Cambiando variable HRmax3 con Alpha a cambiar =0,317621 
19 variable(s) en el modelo.  31 g.l. para el error. 
R-cuadrado = 84,01%     R-cuadrado ajustado = 74,21%     CME = 249,753 
 
Paso 6: 
Cambiando variable lev7 con Alpha a cambiar =0,306384 
18 variable(s) en el modelo.  32 g.l. para el error. 
R-cuadrado = 83,45%     R-cuadrado ajustado = 74,14%     CME = 250,39 
 
Paso 7: 
Cambiando variable lev15 con Alpha a cambiar =0,350519 
17 variable(s) en el modelo.  33 g.l. para el error. 
R-cuadrado = 82,98%     R-cuadrado ajustado = 74,22%     CME = 249,613 
 
Paso 8: 
Cambiando variable P30 con Alpha a cambiar =0,282362 
16 variable(s) en el modelo.  34 g.l. para el error. 
R-cuadrado = 82,37%     R-cuadrado ajustado = 74,07%     CME = 251,04 
 
La ecuación del modelo final ajustado es:  
HCV = 169,03 + 1,64534*P3 - 1,63059*P7 + 0,629117*P15 + 0,226537*P60 + 3,34759*Tmax3 - 13,6958*Tmax7 + 
16,7064*Tmax15 - 9,05955*Tmax30 - 9,30835*Tmedia3 + 19,8868*Tmedia7 - 10,0855*Tmedia15 -0,413607*HRmax15 




En la Tabla 9, se observan los valores de estadístico T y valor-P para cada una de las variables que 
son estadísticamente significativas para el modelo además en la Tabla 10 se muestra el análisis de la 
varianza del modelo obtenido, lo anterior se complementa con el gráfico X- Y Múltiple del HCV y el 
Modelo de Regresión Lineal Múltiple mismo que se ajusta bastante bien a las mediciones reales de 
Humedad de Combustible Vivo de Romero (ver Figura 10). 
Tabla 9: Modelo de Regresión Lineal Múltiple Selección Hacia Atrás (Punto de Muestreo: Navarrés)  
 Error Estadístico  
Parámetro Estimación Estándar T Valor-P 
CONSTANTE 169,03 26,1723 6,45836 0,0000 
P3 1,64534 0,324938 5,06353 0,0000 
P7 -1,63059 0,221465 -7,36275 0,0000 
P15 0,629117 0,146544 4,29303 0,0001 
P60 0,226537 0,0637678 3,55253 0,0011 
Tmax3 3,34759 1,25776 2,66156 0,0118 
Tmax7 -13,6958 2,88121 -4,75347 0,0000 
Tmax15 16,7064 3,79998 4,39643 0,0001 
Tmax30 -9,05955 2,5378 -3,56985 0,0011 
Tmedia3 -9,30835 3,95983 -2,3507 0,0247 
Tmedia7 19,8868 7,64831 2,60015 0,0137 
Tmedia15 -10,0855 4,24325 -2,37684 0,0232 
HRmax15 -0,413607 0,191593 -2,15878 0,0380 
HRmin3 0,666164 0,25148 2,64897 0,0122 
Vmax3 3,69558 1,4842 2,48995 0,0178 
Vmax7 -7,29845 2,46153 -2,96501 0,0055 
Vmax15 4,24112 1,93565 2,19106 0,0354 
 
Tabla 10: Análisis de Varianza 
 
Fuente Suma de Cuadrados Gl Cuadrado Medio Razón-F Valor-P 
Modelo 39876,1 16 2492,26 9,93 0,0000 
Residuo 8535,36 34 251,04   




Figura 10: Gráfico X-Y Múltiple HCV y Modelo de Regresión Lineal Múltiple ( Navarrés)  
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3.2.4 Método de regresión selección hacia adelante usando la técnica del P-
valor. 
El método de regresión selección hacia adelante incorpora variables al modelo, empieza con un 
modelo que tiene solo la constante solo se incorporan las variables que cumplan con ser 
estadísticamente significativas es decir que cumplan con el criterio de α (valor-P) menor a 0,05; el 
proceso finaliza cuando ya no existan variables que cumplan la condición.  
Para el punto de muestreo Villargordo del Cabriel se utilizó este tipo de procedimiento incluyendo 
24 variables meteorológicas el proceso realizado por Statgraphics, añadió tres variables Tmax30, 
Tmedia15 y P15 que son estadísticamente significativas con un valor-P menor a 0.05 y alcanzando 
un R cuadrado ajustado de 64,13% .  
 
Regresión por Pasos 
Método: Selección Hacia Adelante 
Alpha a introducir: 0,05 
Alpha a cambiar: 0,05 
 
Paso 0: 
0 variable(s) en el modelo.  50 g.l. para el error. 
R-cuadrado = 0,00%     R-cuadrado ajustado =   0,00%     CME = 928,29 
 
Paso 1: 
Añadiendo variable Tmax30 con Alpha a introducir =5,37514E-9 
1 variable(s) en el modelo.  49 g.l. para el error. 
R-cuadrado = 50,42%     R-cuadrado ajustado = 49,41%     CME = 469,642 
 
Paso 2: 
Añadiendo variable P15 con Alpha a introducir =0,000442153 
2 variable(s) en el modelo.  48 g.l. para el error. 
R-cuadrado = 61,76%     R-cuadrado ajustado = 60,17%     CME = 369,728 
 
Paso 3: 
Añadiendo variable Tmedia15 con Alpha a introducir =0,0155673 
3 variable(s) en el modelo.  47 g.l. para el error. 
R-cuadrado = 66,28%     R-cuadrado ajustado = 64,13%     CME = 332,956 
 
 
La ecuación del modelo final ajustado es:  
HCV = 160,457 + 0,416312*P15 - 6,1984*Tmax30 + 4,49953*Tmedia15 
 
En la Tabla 11, se observan los valores de estadístico T y valor-P para cada una de las variables que 
son estadísticamente significativas para el modelo además en la Tabla 12 se muestra el análisis de la 
varianza del modelo obtenido, además se generó el gráfico X- Y múltiple del HCV y el Modelo de 






Tabla 11: Modelo de Regresión Lineal Múltiple Selección Hacia Adelante(Punto de Muestreo: Villargordo 
del Cabriel)  
 Error Estadístico  
Parámetro Estimación Estándar T Valor-P 
CONSTANTE 160,457 11,7048 13,7086 0,0000 
P15 0,416312 0,108531 3,83589 0,0004 
Tmax30 -6,1984 1,55657 -3,98208 0,0002 
Tmedia15 4,49953 1,7925 2,5102 0,0156 
 
Tabla 12: Análisis de Varianza 
 
Fuente Suma de Cuadrados Gl Cuadrado Medio Razón-F Valor-P 
Modelo 30765,5 3 10255,2 30,80 0,0000 
Residuo 15648,9 47 332,956   
Total (Corr.) 46414,5 50    
 
R-cuadrada = 66,2843 porciento 
R-cuadrado (ajustado para g.l.) = 64,1323 porciento 
Error estándar del est. = 18,2471 
Error absoluto medio = 13,8833 
Estadístico Durbin-Watson = 2,12333 (P=0,5995) 
Autocorrelación de residuos en retraso 1 = -0,072682 
 
 









3.2.5 Método de regresión selección hacia atrás con criterio de información 
de AKAIKE. 
El criterio de información de Akaike se enmarca en la resolución del problema de selección de 
modelos buscando el modelo que tenga un menor valor AIC, entre un conjunto de modelos 
propuestos; no se busca el modelo que mejor se ajuste sino el modelo que menos información pierda; 
por lo que se debe tomar en cuenta al elegir el modelo ya que existe dependencia con la calidad de 
las variables incluidas en el modelo.   
En R se utiliza la función step() que permite encontrar el mejor modelo basado en AIC que se define 
como : 
𝐴𝐼𝐶 =  −2 log(𝐿(𝜃)) + 2𝐾             (3) 
 
Donde log(𝐿(𝜃)) es el logaritmo de la máxima probabilidad, que permite determinar los valores de 
los parámetros libres de un modelo estadístico, y K es el número de parámetros libres del modelo 
estadístico. (Martinez, Albin, Cabaleiro, & Pena, 2009). 
 
Para el punto de muestreo Buñol se calculó el mejor modelo basado en AIC mediante el método step 
- “backward” de manera que se pueda comparar con el modelo obtenido en Statgraphics con el método 
selección hacia atrás.  En la Tabla 13, se muestra el ajuste del modelo en el que todas las variables 
son estadísticamente significativas con un valor-P menor a 0.05 y un R cuadrado ajustado de 74,28%. 
 
Tabla 13: Modelo de Regresión Lineal Múltiple obtenido en R ( Punto de Muestreo Buñol)  
Coeficientes:     
 Estimate  Std Error t value Pr(>|t|)     
(Intercept) 117.412201   60.730557 1.933 0.061317 
P30 0.235106    0.064488    3.646 0.000858 *** 
P60 0.393012    0.083496    4.707 3.88e-05 *** 
I(P60^2) -0.001186    0.000187   -6.344 2.73e-07 *** 
Tmax15 -14.877660    3.922469   -3.793 0.000566 *** 
Tmedia3 4.299394    1.743139    2.466 0.018687 *   
HRmax3 -1.410881    0.442238   -3.190 0.002995 ** 
HRmax15 2.465799    0.997733    2.471 0.018470 *   
HRmin3 2.022667    0.487646    4.148 0.000203 *** 
HRmin15 -3.557499    0.797430   -4.461 8.07e-05 *** 
Vmax7 2.778557    0.976122    2.847 0.007344 ** 
lev7 5.383730    1.446115    3.723 0.000690 *** 
pto_r3 -31.498602    9.877413   -3.189 0.003006 ** 
pto_r7 10.206561    3.850279    2.651 0.011976 *   
Tmax7 7.147511    3.128945    2.284 0.028530 *   
Tmedia7 -13.369489    5.257145 -2.543 0.015563 *   
Tmedia15 12.422051    5.294574    2.346 0.024758 *   
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 14.96 on 35 degrees of freedom 
Multiple R-squared:  0.8235, Adjusted R-squared:  0.7428  




En la Tabla 14, se muestran los coeficientes de cada variable del modelo independientemente de si es 
estadísticamente significativa o no, por lo que se debe tener cuidado al aceptar estas variables porque 
cabe la posibilidad de que no aporten estadísticamente al modelo; este no es el caso ya que coinciden 
con el obtenido en Statgraphics con el método selección hacia atrás. Se debe tomar en cuenta que no 
siempre coinciden las variables obtenidas por un método de selección con el criterio de información 
de Akaike; por lo que se deben tomar en cuenta que sean variables estadísticamente significativas.    
Tabla 14:  Coeficientes del Modelo de Regresión Lineal Múltiple ( Punto de Muestreo Buñol)  
Coeficientes: Criterio de información  Akaike  Selección hacia atras 
( Statgraphics) 
 Estimate 
(Intercept) 117.412201   117,412 
P30 0.235106    0,235106 
P60 0.393012    0,393012 
I(P60^2) -0.001186    -0,00118603 
Tmax15 -14.877660    -14,8777 
Tmedia3 4.299394    4,29939 
HRmax3 -1.410881    -1,41088 
HRmax15 2.465799    2,4658 
HRmin3 2.022667    2,02267 
HRmin15 -3.557499    -3,5575 
Vmax7 2.778557    2,77856 
lev7 5.383730    5,38373 
pto_r3 -31.498602    -31,4986 
pto_r7 10.206561    10,2066 
Tmax7 7.147511    7,14751 
Tmedia7 -13.369489    -13,3695 
Tmedia15 12.422051    12,4221 
 
3.2.6 Comparación de modelos de regresión (R2 ajustada, Cp de Mallows y 
criterios información). 
R Cuadrada Ajustada  
El coeficiente de determinación ajustado (R cuadrado ajustado) mide la variabilidad de HCV que es 
explicada por el modelo; la Tabla 15 muestra modelos para el punto de muestreo Buñol que 
proporcionan los valores más altos de R cuadrada ajustada( >70%); el mejor modelo contiene 16 
variables; P30, P60, P60^2, Tmax7, Tmax15, Tmedia3, Tmedia7, Tmedia15, HRmax3, HRmax15, 
HRmin3, HRmin15, Vmax7, lev7, pto_r3, y pto_r7  con un ajuste de 74,28%; el modelo con 13 
variables también tiene un buen ajuste 71,55% siguiendo el principio de parsimonia en que el modelo 
más sencillo es el mejor; lo que se debe contrastar con otros criterios de selección de variables.  
 
A=P30 B=P60 C=P60^2 D=Tmax7 E=Tmax15 F=Tmedia3 G=Tmedia7 H=Tmedia15 
I=HRmax3 J=HRmax15 K=HRmin3 L=HRmin15 M=Vmax7 N=lev7 O=pto_r3 
 
P=pto_r7 
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 Tabla 15:  Modelos con Mayor R-Cuadrada Ajustada ( Punto de Muestreo Buñol)  
     
  R-Cuadrada  Variables 
CME R-Cuadrada Ajustada Cp Incluidas 
223,913 82,3459 74,2755 17,0 ABCDEFGHIJKLMNOP 
247,591 78,8058 71,5552 18,0184 ABCEFIJKLMNOP 
250,149 79,7139 71,2613 20,2181 ABCEFGHIJKLMNOP 
250,277 79,1397 71,2466 19,3565 ABCEFGIJKLMNOP 
251,642 79,0259 71,0898 19,5821 ABCEFHIJKLMNOP 
251,93 79,5694 71,0566 20,5046 ABCDEFGIJKLMNOP 
254,089 78,822 70,8087 19,9864 ABCDEFIJKLMNOP 
255,531 79,2774 70,643 21,0835 ABCDEGHIJKLMNOP 
255,682 79,2651 70,6256 21,1078 ABCDEFGHIKLMNOP 
257,919 79,0837 70,3686 21,4674 ABCDEFHIJKLMNOP 
259,366 77,2136 70,2023 19,1751 ABCEFIJKLNOP 




En la Figura 12, se muestra la gráfica de R cuadrada ajustada para HCV en la que los dos modelos 
con R cuadrada ajustada son los mostrados en la anterior Tabla modelos con 16 y 13 variables con 
valores mayores al 70%.  
 










Cp de Mallows  
 
El estadístico Cp de Mallows se utiliza para seleccionar entre modelo de regresión que incluye todas 
las variables y aquellos que han eliminado algunas de ellas.  
Los modelos con falta de ajuste y sesgo poseen valores de Cp de Mallows más grandes que p; siendo 
p el número de variables más 1; se debe tomar en cuenta modelos con valores de Cp cercanos a p. La 
Tabla 16 muestra los modelos que dan los valores más pequeños del estadístico Cp de Mallows, el 
mejor modelo es el que incluye 16 variables P30, P60, P60^2, Tmax7, Tmax15, Tmedia3, Tmedia7, 
Tmedia15, HRmax3, HRmax15, HRmin3, HRmin15, Vmax7, lev7, pto_r3, y pto_r7 , pero también 
el modelo con 13 variables  P30, P60, P60^2, Tmax15, Tmedia3, HRmax3, HRmax15, HRmin3, 
HRmin15, Vmax7, lev7, pto_r3, y pto_r7 con un valor de Cp de 18.  
Tabla 16: Modelos con Menor Cp ( Punto de Muestreo Buñol)  
 
  R-Cuadrada  Variables 
CME R-Cuadrada Ajustada Cp Incluidas 
223,913 82,3459 74,2755 17,0 ABCDEFGHIJKLMNOP 
247,591 78,8058 71,5552 18,0184 ABCEFIJKLMNOP 
259,366 77,2136 70,2023 19,1751 ABCEFIJKLNOP 
260,163 77,1436 70,1108 19,3139 ABCEFIJKLMNO 
250,277 79,1397 71,2466 19,3565 ABCEFGIJKLMNOP 
251,642 79,0259 71,0898 19,5821 ABCEFHIJKLMNOP 
267,18 75,9252 69,3047 19,7293 ABCEFIJKLNO 
254,089 78,822 70,8087 19,9864 ABCDEFIJKLMNOP 
250,149 79,7139 71,2613 20,2181 ABCEFGHIJKLMNOP 
251,93 79,5694 71,0566 20,5046 ABCDEFGIJKLMNOP 
262,955 77,4906 69,79 20,6259 ABCEFHIJKLNOP 
263,544 77,4402 69,7224 20,7257 ABCEFHIJKLMNO 
270,114 76,2693 68,9676 21,0471 ABCEFHIJKLNO 
270,186 76,263 68,9593 21,0597 ABCEFIKLMNOP 
265,615 77,2629 69,4844 21,0773 ABCEFGIJKLMNO 
265,64 77,2608 69,4816 21,0815 ABCEFGIJKLNOP 
255,531 79,2774 70,643 21,0835 ABCDEGHIJKLMNOP 
255,682 79,2651 70,6256 21,1078 ABCDEFGHIKLMNOP 
257,919 79,0837 70,3686 21,4674 ABCDEFHIJKLMNOP 
276,932 75,0465 68,1842 21,4715 ABCEFKLMNOP 
273,914 75,9355 68,531 21,7089 ABCDEFIJKLNO 
278,633 74,8932 67,9889 21,7753 ABCEFIKLNOP 
283,176 73,846 67,4669 21,8515 ABCEFKLNOP 
266,168 77,8151 69,4209 21,9825 ABCEFGHIJKLMNO 
267,525 77,7021 69,265 22,2066 ABCEFGHIJKLNOP 
282,808 74,517 67,5092 22,5211 ABCEFIJKLNP 
286,57 74,178 67,077 23,1932 ABCEFHKLNOP 
294,439 72,1424 66,1729 23,2289 ABCEFKLNO 
291,815 73,0481 66,4744 23,4334 ABCEFIKLNO 
292,666 72,9695 66,3767 23,5892 ABCEFKLMNO 
295,994 72,6621 65,9944 24,1985 ABCEFJKLNO 
298,143 72,4636 65,7475 24,592 ABCEFHKLNO 
303,526 71,2827 65,1289 24,9334 ABCEFJLNO 
309,635 70,7048 64,4272 26,0791 ABCEGJLNO 
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311,742 70,5054 64,1851 26,4743 ABCEFKLOP 
313,683 70,3217 63,9621 26,8384 ABCEFKLNP 
 
 
En la Figura 13 se puede observar que con todas las variables Cp de Mallows está próxima al número 
de coeficientes que es k+1=17 (próxima a la recta azul), el modelo con 16 variables es que se ubica 
sobre la recta azul ( y=x).  
 
Figura 13: Gráfico de Cp de Mallows para HCV ( Punto de Muestreo Buñol)  
 
Mejor Criterio de Información  
Otra alternativa es utilizar el método con el mejor Criterio de Información que incluye el análisis de 
Criterio de Información de Akaike ( AIC), Criterio de Hannan-Quinn (HQC) y Criterio de 
Información Schwarz-Bayesian  (SBIC); cada uno de estos criterios penalizan en función creciente 
del número de parámetros estimados; se procura seleccionar un modelo con el menor número de 
coeficientes y el mínimo error residual. 
Se suele recomendar utilizar el criterio de Schwarz-Bayesian  (SBIC) ya que Akaike tiende a 
sobreajuste, es decir, elegir aquel modelo con mayor número de variables explicativas, sobre el 
criterio de H-Q se dice que no es eficiente asintóticamente  (Gujarati, 2010).  
La Tabla 17 ordena los modelos de regresión de acuerdo con el valor del criterio de información de 
Akaike (AIC). El mejor modelo es el que minimiza el criterio de información.  Cada criterio utiliza 
una fórmula diferente para la penalización, es por eso que el mejor modelo depende del criterio de 
información seleccionado; por ejemplo, el mejor modelo tomando en cuenta el AIC es el que incluye 
12 variables P30, P60, P60^2, Tmax15, Tmedia3, HRmax3, HRmax15, Hrmin3, HRmin15, lev7 y 
pto_r3, pero para los criterios HQ y SB  se toma el modelo que incluye 10 variables : variables P30, 







Tabla 17: Modelos con el mejor criterio de información ( Punto de Muestreo Buñol)  
 
MSE Coeficientes AIC HQC SBIC Variables incluidas 
267,18 12 6,04946 6,22209 6,49975 ABCEFIJKLNO 
247,591 14 6,05024 6,25164 6,57557 ABCEFIJKLMNOP 
259,366 13 6,05824 6,24526 6,54605 ABCEFIJKLNOP 
260,163 13 6,06131 6,24832 6,54912 ABCEFIJKLMNO 
223,913 17 6,0651 6,30966 6,70301 ABCDEFGHIJKLMNOP 
283,176 11 6,06915 6,22739 6,48191 ABCEFKLNOP 
294,439 10 6,06969 6,21355 6,44493 ABCEFKLNO 
276,932 12 6,08531 6,25794 6,5356 ABCEFKLMNOP 
278,633 12 6,09143 6,26406 6,54172 ABCEFIKLNOP 
270,114 13 6,09885 6,28586 6,58666 ABCEFHIJKLNO 
270,186 13 6,09911 6,28613 6,58692 ABCEFIKLMNOP 
291,815 11 6,0992 6,25744 6,51196 ABCEFIKLNO 
250,277 15 6,09949 6,31528 6,66235 ABCEFGIJKLMNOP 
303,526 10 6,10008 6,24394 6,47532 ABCEFJLNO 
292,666 11 6,10211 6,26035 6,51487 ABCEFKLMNO 
251,642 15 6,10493 6,32072 6,66779 ABCEFHIJKLMNOP 
282,808 12 6,10631 6,27894 6,55659 ABCEFIJKLNP 
262,955 14 6,11045 6,31185 6,63578 ABCEFHIJKLNOP 
263,544 14 6,11268 6,31408 6,63802 ABCEFHIJKLMNO 
273,914 13 6,11281 6,29983 6,60062 ABCDEFIJKLNO 
295,994 11 6,11341 6,27166 6,52618 ABCEFJKLNO 
254,089 15 6,11461 6,33039 6,67747 ABCDEFIJKLMNOP 
320,5 9 6,11604 6,24551 6,45375 ABCEFLNO 
286,57 12 6,11952 6,29215 6,56981 ABCEFHKLNOP 
309,635 10 6,12001 6,26387 6,49525 ABCEGJLNO 
265,615 14 6,12051 6,32191 6,64584 ABCEFGIJKLMNO 
265,64 14 6,1206 6,322 6,64594 ABCEFGIJKLNOP 
298,143 11 6,12065 6,27889 6,53341 ABCEFHKLNO 
311,742 10 6,12679 6,27065 6,50203 ABCEFKLOP 
313,683 10 6,133 6,27686 6,50824 ABCEFKLNP 
250,149 16 6,13744 6,36761 6,73782 ABCEFGHIJKLMNOP 
251,93 16 6,14454 6,37471 6,74492 ABCDEFGIJKLMNOP 
331,69 9 6,15036 6,27983 6,48807 ABCEFKLO 
345,897 8 6,15383 6,26892 6,45403 ABCFHNO 
332,965 9 6,15419 6,28366 6,49191 ABCEGJLN 
255,531 16 6,15873 6,3889 6,75911 ABCDEGHIJKLMNOP 
255,682 16 6,15932 6,38949 6,7597 ABCDEFGHIKLMNOP 
334,752 9 6,15954 6,28901 6,49726 ABCEFJLN 
335,059 9 6,16046 6,28993 6,49818 ABCEFLNP 
266,168 15 6,16105 6,37684 6,72391 ABCEFGHIJKLMNO 
267,525 15 6,16614 6,38192 6,729 ABCEFGHIJKLNOP 





En la Tabla 18, se muestra los mejores modelos obtenidos por los diferentes criterios de selección de 
variables, se puede notar que los modelos ABCDEFGHIJKLMNOP y ABCEFIJKLMNOP de los 
cuales se realizó el análisis de Regresión Múltiple por Mínimos Cuadrados Ordinarios,  para observar 
el Valor-P de cada una de las variables.  
 
 
Tabla 18:  Criterios de Selección de Variables ( Punto de Muestreo Buñol)  
Criterio  Valor  Modelo  
R Cuadrada ajustada  74,2755 ABCDEFGHIJKLMNOP 
71,5552 ABCEFIJKLMNOP 
Cp de Mallows 17,0 ABCDEFGHIJKLMNOP 
18,0184 ABCEFIJKLMNOP 
AIC 6,04946 ABCEFIJKLNO 
HQC 6,21355 ABCEFKLNO 
SBIC 6,44493 ABCEFKLNO 
 
En la Tabla 19, se muestra las variables que se incluyeron en el modelo ABCEFIJKLMNOP la 
variable Vmax7 y pto_r7 poseen valores-P mayores a 0,05 es decir estas variables no son 
estadísticamente significativas a un nivel de confianza de 95% ; las mismas que pueden ser eliminadas 
del modelo. El modelo tiene un ajuste de 71,55%. 
 
Tabla 19:  Modelo de Regresión Lineal Múltiple 13 variables  ( Punto de Muestreo Buñol)  
 
Modelo  HCV = 148,996 + 0,207333*P30 + 0,320514*P60 - 0,0010329*P60^2 - 
7,77171*Tmax15 + 3,33779*Tmedia3 - 1,03161*HRmax3 + 2,15618*HRmax15 
+ 1,30984*HRmin3 - 3,01416*HRmin15 + 1,46368*Vmax7 + 4,57744*lev7 - 
21,4068*pto_r3 + 6,38914*pto_r7 
 
  Error Estadístico  
Parámetro Estimación Estándar T Valor-P 
CONSTANTE 148,996 60,9511 2,44451 0,0193 
P30 0,207333 0,0666805 3,10935 0,0035 
P60 0,320514 0,0829073 3,86593 0,0004 
P60^2 -0,0010329 0,000186919 -5,52592 0,0000 
Tmax15 -7,77171 1,22638 -6,3371 0,0000 
Tmedia3 3,33779 0,995513 3,35284 0,0018 
HRmax3 -1,03161 0,413968 -2,49201 0,0172 
HRmax15 2,15618 1,00981 2,13523 0,0392 
HRmin3 1,30984 0,417351 3,13845 0,0033 
HRmin15 -3,01416 0,665486 -4,52925 0,0001 
Vmax7 1,46368 0,866264 1,68964 0,0993 
lev7 4,57744 1,44096 3,17667 0,0030 
pto_r3 -21,4068 9,38298 -2,28145 0,0282 
pto_r7 6,38914 3,70089 1,72638 0,0924 
 
 
La Tabla 20, muestra las variables que se incluyeron en el modelo ABCDEFGHIJKLMNOP, todas 
las variables son estadísticamente significativas con valor-P menor a 0,05 a un nivel de confianza de 
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95%; es decir no se puede eliminar ninguna variable del modelo se tiene un R cuadrado ajustado de 
74,28%; en consecuencia, se tomó como mejor modelo ya que cumple con el criterio de R cuadrado 
ajustado y Cp de Mallows.  
 
Tabla 20:  Modelo de Regresión Lineal Múltiple 16 variables ( Punto de Muestreo Buñol)  
 
Modelo  HCV = 117,412 + 0,235106*P30 + 0,393012*P60 - 0,00118603*P60^2 - 
14,8777*Tmax15 + 4,29939*Tmedia3 - 1,41088*HRmax3 + 2,4658*HRmax15 
+ 2,02267*HRmin3 - 3,5575*HRmin15 + 2,77856*Vmax7 + 5,38373*lev7 - 
31,4986*pto_r3 + 10,2066*pto_r7 + 7,14751*Tmax7 - 13,3695*Tmedia7 + 
12,4221*Tmedia15 
 
  Error Estadístico  
Parámetro Estimación Estándar T Valor-P 
CONSTANTE 117,412 60,7306 1,93333 0,0613 
P30 0,235106 0,0644878 3,64574 0,0009 
P60 0,393012 0,083496 4,70696 0,0000 
P60^2 -0,00118603 0,000186958 -6,34381 0,0000 
Tmax15 -14,8777 3,92247 -3,79293 0,0006 
Tmedia3 4,29939 1,74314 2,46647 0,0187 
HRmax3 -1,41088 0,442238 -3,19032 0,0030 
HRmax15 2,4658 0,997733 2,4714 0,0185 
HRmin3 2,02267 0,487646 4,14782 0,0002 
HRmin15 -3,5575 0,79743 -4,46121 0,0001 
Vmax7 2,77856 0,976122 2,84653 0,0073 
lev7 5,38373 1,44612 3,72289 0,0007 
pto_r3 -31,4986 9,87741 -3,18895 0,0030 
pto_r7 10,2066 3,85028 2,65086 0,0120 
Tmax7 7,14751 3,12894 2,28432 0,0285 
Tmedia7 -13,3695 5,25714 -2,54311 0,0156 
Tmedia15 12,4221 5,29457 2,34619 0,0248 
 
3.2.7 Análisis de hipótesis de modelos de regresión: Normalidad, Linealidad, 
Homocedasticidad e Independencia. 
Pruebas de Normalidad  
Para comprobar si los residuos del modelo obtenido cumplen las hipótesis de normalidad, linealidad 
y homocedasticidad se han realizado ciertas pruebas de normalidad que se presentan en la Tabla 21. 
Estas pruebas se enmarcan en la comparación de las observaciones con las observaciones esperadas, 
así como también en la comparación los cuartiles de la distribución normal ajustada con los datos, 
la simetría y la forma de la distribución de los datos comparándolos con la distribución normal.  
La prueba de Kolmogorov-Smirnov calcula la distancia máxima entre la distribución acumulada de 
RESIDUOS y la FDA de la distribución normal ajustada. En este caso, la distancia máxima es 
0,0936598.  
Los demás estadísticos comparan la función de distribución empírica con la FDA ajustada, en 
diferentes formas.  
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 Se puede observar que no se puede se puede rechazar la hipótesis de que los residuos siguen una 
distribución normal con una confianza del 95%, ya que sus valores no son menores que 0,05.  
 








En la Figura 14 se puede observar el Histograma para los residuos, en la que muestra que los datos 
están muy concentrados en la media siendo una curva apuntada, y que se ajusta a la distribución 
normal.  
 
Figura 14: Histograma para Residuos ( Punto de Muestreo Buñol)  
 
Analizaremos los gráficos de Cuantiles y Cuantil- Cuantil Figura 15 y 16 respectivamente; se puede 
notar que cumplen con la hipótesis de normalidad, excepto por los valores extremos (residuos 
atípicos) que superan el valor de 3 en absoluto (ver Tabla 22), para este caso son 4 residuos 
Estudentizados mayores que 2, pero ninguno mayor que 3. 
Prueba Estadístico Valor-P 
Chi-Cuadrado 12,3077 0,722541 
Estadístico W de Shapiro-Wilk 0,972781 0,449463 
Valor-Z para asimetría 0,758885 0,447919 
Valor-Z para curtosis 0,911221 0,362178 
Kolmogorov-Smirnov   0,0936598.   >=0.10 
Kuiper V 0,160036 >=0.10 
Cramer-Von Mises W^2 0,0599917 >=0.10 







Figura 15: Gráfico de Cuantiles ( Punto de Muestreo Buñol)  
 
Figura 16: Gráfico de Cuantil – Cuantil  ( Punto de Muestreo Buñol)  
Tabla 22:  Residuos Atípicos ( Punto de Muestreo Buñol)  
 
  Y  Residuo 
Fila Y Predicha Residuo Estudentizado 
10 122,0 93,2606 28,7394 2,29 
18 135,0 109,952 25,0479 2,01 
47 99,3 130,208 -30,9075 -2,43 
48 186,12 156,359 29,7611 2,40 
 
 
Para analizar la Linealidad y Homocedasticidad se realizó el gráfico Residuos vs Predichos a partir 
de la Regresión Múltiple (ver Figura 17), en la que se observa que acepta la hipótesis de linealidad 
ya que los datos se encuentran dispersos, no se acepta que sea homocedastico ya que los valores 




Figura 17: Gráfico de Residuos Predicho – Residuo Estudentizado ( Punto de Muestreo Buñol)  
 
Para analizar la independencia de los residuos se la realizará a través de el gráfico de Residuos número 
de fila vs Residuo Estudentizado,  los residuos son independientes respecto al orden en el que se han 
tomado los datos puesto que se observa una nube sin forma. Cómo se puede visualizar en la Figura 
18 los residuos son independientes; el valor del Estadístico Durbin-Watson = 2,19041 , el valor-P es 
0,5956 es mayor que 0,05 lo que nos indica que no hay indicación de una autocorrelación  serial en 
los residuos con un nivel de confianza del 95,0%.   
 
 






3.2.8 Multicolinealidad  
Una de las hipótesis del Modelo de Regresión Lineal es que entre variables existe una relación 
aproximadamente lineal, por lo que se dice que los estimadores que se obtengan serán en general 
poco precisos; además los errores estándar de las estimaciones se vuelven infinitamente grandes 
(Ghosh, 2017).  
Existen varias pruebas para detectar multicolinealidad dentro de las comunes se encuentra el factor 
de inflación varianza (VIF) lo medimos así:  
𝑉𝐼𝐹 =   
1
1−𝑅2
                                          (6) 
 
Nos indica el grado en el que la varianza del estimador de mínimos cuadrados se eleva por la 
colinealidad entre variables. Valores altos de VIF, son evidencia de que la variable X, puede 
explicarse por otras variables no incluidas en el modelo; se recomienda tomar como referencia un 
VIF grande cuando este sea mayor a 10, el cual es probable cuando se alcanza un R2 > 0.9. 
(Hernandez, 2009) 
 
Se realizó el análisis de multicolinealidad para el punto de muestreo Buñol, se sabe que se tiene un R 
cuadrado ajustado de 74,28% , se analizó la colinealidad entre pares de variables, la matriz de 
correlación por pares (Figura 19) muestra que existe correlación alta entre las variables P60 y P30, 
P60 y P60^2 y las variables de Temperatura; es lo más lógico haber encontrado multicolinealidad 
entre estas variables porque explican el mismo fenómeno.  
Para contrastar lo anterior se calcula la matriz de coeficiente de correlación parcial entre las variables 
que se muestra en la Tabla 23.  
 
 




Tabla 23:  Matriz de Coeficientes de Correlación  ( Punto de Muestreo Buñol)  
  
 
Mediante las funciones 'omcdiag' e 'imcdiag' bajo el paquete 'mctest' en R, se realizó la comprobación 
de diagnóstico global e individual para la multicolinealidad, en la Tabla 24 , se muestra el diagnostico 
general de la multicolinealidad , el valor del determinante estandarizado se encuentra en 0.000, que 
es muy pequeño. El valor calculado del estadístico de prueba de ji cuadrado es 1229.7575 y es 
altamente significativo, lo que implica la presencia de multicolinealidad en el modelo  
Tabla 24:  Diagnostico de Multicolinealidad General ( Punto de Muestreo Buñol)  
 MC Results  
detection 
Determinant |X'X|: 0.0000 1 
Farrar Chi-Square: 1229.7575 1 
Red Indicator: 0.4385 0 
Sum of Lambda Inverse: 478.6839 1 
Theil's Method: 2.1856 1 
Condition Number: 178.7846 1 
1 --> COLLINEARITY is detected by the test  
0 --> COLLINEARITY is not detected by the test 
 
Se realizó el diagnostico individual de multicolinealidad para revisar que variable tiene 
multicolinealidad. El valor de VIF para la variable Tmedia15 es bastante alto (212,55), seguido de la 
variable Tmedia7 (197,85) y Tmax15 (155,20); existen variables que tiene valores más bajos que 
también presentan multicolinealidad, pero es consecuencia de la presencia de las variables antes 




Tabla 25:  Diagnostico de Multicolinealidad Individual ( Punto de Muestreo Buñol)  
              VIF    TOL       Wi       Fi Leamer     CVIF Klein 
P30 5.5317 0.1808  11.9767  13.2465 0.4252  -1.7883     1 
P60 13.3912 0.0747  32.7481  36.2204 0.2733  -4.3291     1 
P60^2 12.0781 0.0828  29.2778  32.3821 0.2877  -3.9046     1 
Tmax15 155.2074 0.0064 407.5480 450.7600 0.0803 -50.1758     1 
Tmedia3 29.8240 0.0335  76.1778  84.2549 0.1831  -9.6416     1 
Tmax7 90.2270 0.0111 235.8143 260.8174 0.1053 -29.1688     1 
Tmedia7 197.8518 0.0051 520.2511 575.4128 0.0711 -63.9620     1 
Tmedia15 212.5500 0.0047 559.0965 618.3770 0.0686 -68.7137     1 
HRmax3 9.6179 0.1040  22.7758  25.1907 0.3224  -3.1093     1 
HRmax15 9.6543 0.1036  22.8720  25.2970 0.3218  -3.1211     1 
HRmin3 9.6659 0.1035  22.9027  25.3311 0.3216  -3.1248     1 
HRmin15 15.9255 0.0628  39.4459  43.6283 0.2506  -5.1484     1 
Vmax7 2.2208 0.4503   3.2264   3.5685 0.6710  -0.7180     0 
lev7 4.0626 0.2462   8.0939   8.9521 0.4961  -1.3134     0 
pto_r3 2.1726 0.4603   3.0991   3.4277 0.6784  -0.7024     0 
1 --> COLLINEARITY is detected by the test  
0 --> COLLINEARITY is not detected by the test 
Tmedia3 , Tmax7 , Tmedia7 , Tmedia15 , Vmax7 , coefficient(s) are non-significant may be due to multicollinear
ity 
R-square of y on all x: 0.788  
 
 
3.2.9 Modelos de regresión múltiple entre HCV y las variables meteorológicas 
en la serie de tiempo abril 2014-julio 2018. 
La serie temporal de HCV (Humedad de Combustible Vivo) cuenta con datos desde el segundo 
semestre del 2014 hasta el primer semestre del 2018, para este lapso se generó los modelos de 
regresión múltiple incluyendo 28 variables meteorológicas. En la Tabla 26 se muestra los resultados 
utilizando el método selección hacia atrás; tomando en cuenta el valor de R cuadrado ajustado, los 
mejores modelos son los de los puntos de muestreo: Bétera, Buñol, Navarrés y Villargordo del Cabriel 
con valores superiores al 70% sabiendo que todas las variables son estadísticamente significativas 
con un valor-P menor a 0,05 .  
En la Figura 20, se muestra los porcentajes de influencia de las variables meteorológicas en los 
modelos de regresión múltiple, calculados en referencia al total de los puntos de muestreo (18); de 
los cuales 15 modelos de regresión múltiple incluyeron variables de precipitación y temperatura es 
decir, el 83% se ven influenciadas directamente por estas variables, el 50% de los modelos de 
regresión múltiple incluyen a las variables de humedad relativa, las variables punto de rocío y viento 
se incluyen en solo el 33% de los modelos de regresión y finalmente con el 22% se encuentra la 
variable levante. 
Para el punto de muestreo Muela Cortes no se generó un modelo de regresión explicativo de HCV 
por lo que se puede decir que no está influenciado directamente por las variables meteorológicas, y 




Figura 20: Porcentaje de Influencia en Modelos de Regresión Múltiple 
 






Albaida Muro de 
Alcoy 
50,7106 HCV = 245,822 - 0,0700213*P3^2 + 0,0128868*P15^2 + 
0,817315*HRmax3 - 3,15675*HRmax15 + 0,0451367*HRmin15^2 - 
0,0423993*pto_r15^2 
Altea 68,4487 HCV = 83,4926 - 1,18823*P7 + 1,52581*P15 - 0,459137*P30 + 
0,139397*P60 - 5,15624*Tmedia15 + 2,70746*HRmax15 - 
2,67691*HRmin15 - 151,711*pto_r3 - 66,7545*pto_r7 + 115,935*pto_r15 
- 42,1776*pto_r30 
Ayora  32,5777 HCV = 126,911 - 10,8908*Tmax15 - 4,95567*Tmax30 + 
14,9034*Tmedia15 + 0,783499*HRmax3 + 2,93929*HRmax15 - 
3,55493*HRmin15 - 2,95447*Vmax3 - 5,36946*lev7 
Bétera  98,5372 HCV = 93,9428 + 4,61862*P7 - 2,69037*P15 - 0,701003*P60 + 
14,7103*Tmax7 - 32,6908*Tmax15 - 6,53847*Tmax30 + 
6,89948*Tmedia3 - 34,6093*Tmedia7 + 55,376*Tmedia15 - 
2,34332*HRmax3 + 6,37171*HRmax15 + 3,21022*HRmin3 - 
6,23174*HRmin7 + 22,2853*Vmax3  - 21,6333*Vmax7 - 5,90314*lev3 + 
41,1723*lev7 - 49,3326*lev15 
Biar 56,1426 HCV = 42,2657 + 0,415955*P60 + 6,27552*Tmax3 - 8,32068*Tmedia3 + 
5,22065*Vmax3 - 9,78646*pto_r7 + 0,182409*pto_r7^2 
Buñol 74,2755 HCV = 117,412 + 0,235106*P30 + 0,393012*P60 - 0,00118603*P60^2 + 
7,14751*Tmax7 - 14,8777*Tmax15 + 4,29939*Tmedia3 - 
13,3695*Tmedia7 + 12,4221*Tmedia15 - 1,41088*HRmax3 + 
2,4658*HRmax15 + 2,02267*HRmin3 - 3,5575*HRmin15 + 
2,77856*Vmax7 +  5,38373*lev7 - 31,4986*pto_r3 + 10,2066*pto_r7 
















Chelva 60,7795 HCV = 9,07815 + 0,854871*P15 - 0,00750093*P15^2 + 0,711442*P60 - 
0,00295595*P60^2 - 2,64445*Tmedia7 + 2,08122*HRmax3 - 
0,0113404*HRmax3^2 
Fredes 55,3366 HCV = 57,6272 + 0,114069*P60 + 7,96373*Tmax15 - 
0,285435*Tmax30^2 
Gandia 54,2224 HCV = 206,288 + 2,9091*P60 - 184,566*Tmax3 + 170,753*Tmax7 - 
186,884*Tmax30 + 172,567*Tmedia3 + 2,53343*HRmax15 - 
6,52186*HRmin3 + 0,0495128*HRmin3^2 + 4,59088*HRmin7 - 
2,67493*HRmin15 - 23,9875*Vmax3 + 46,2217*Vmax7 - 
36,9178*Vmax15  - 1,74524*pto_r7 
Gilet  53,9563 HCV = 140,235 + 0,493503*P60 - 2,99363*Tmax30 - 0,00117828*P60^2 
Llombai 66,8175 HCV = -115,702 + 13,0705*P30 - 0,56276*P30^2 + 99,1847*Tmax30 - 
100,024*Tmedia3 + 2,3188*HRmax3 - 4,79936*HRmax7 + 
3,14056*HRmax15 - 1,67473*HRmin3 + 2,43018*HRmin7 + 
12,4633*Vmax3 - 22,2768*Vmax7 + 17,4008*Vmax15 
Montanejos 53,7003 HCV = 138,811 - 15,0265*pto_r3 + 0,00519936*P15^2 - 
0,206091*Tmax30^2 + 0,213467*Tmedia15^2 + 21,8287*lev3^2 + 
0,355283*pto_r7^2 0,301149*pto_r15^2 
Navarrés  74,0723 HCV = 169,03 + 1,64534*P3 - 1,63059*P7 + 0,629117*P15 + 
0,226537*P60 + 3,34759*Tmax3 - 13,6958*Tmax7 + 16,7064*Tmax15 - 
9,05955*Tmax30 - 9,30835*Tmedia3 + 19,8868*Tmedia7 - 
10,0855*Tmedia15 - 0,413607*HRmax15 + 0,666164*HRmin3 + 
3,69558*Vmax3 -7,29845*Vmax7 + 4,24112*Vmax15 
Puebla Tornesa 25,3399 HCV = 126,43 + 0,133629*P60 - 0,0572276*Tmedia7^2 
Villargordo del 
Cabriel 
74,0185 HCV = 138,413 + 3,07553*P7 + 0,181128*P60 - 4,0609*Tmax30 + 
2,12603*Tmedia7 - 0,058865*P7^2 
Villar del 
Arzobispo  
11,0115 HCV = 128,23 + 1,67031*Tmax3 - 2,70587*Tmax30 
Cortes de Pallas - 




3.2.10 Modelos de Regresión Lineal Múltiple de HCV Romero e Índices de 
Vegetación  
El cálculo del modelo de regresión lineal múltiple se ha realizado para los 18 puntos de muestreo. Se 
observó que los modelos  tuvieron un ajuste menor que solo usando variables meteorológicas, en la 
Tabla 27, se muestra los valores de R cuadrado-ajustado de los modelos generados con variables 
meteorológica y los que solo usaron índices de vegetación. Se puede visualizar que a excepción de 
los puntos de muestreo Castielfabib y Villar del Arzobispo, los demás  puntos de muestreo no 
obtuvieron un mejor ajuste incluyendo solamente Índices de Vegetación.  
 
































Punto de Muestreo 
R2 ajustada 
Variables Meteorológicas  Índices de Vegetación  
Albaida Muro de Alcoy 50,7106 20,6663 
Altea 68,4487 28,104120 
Ayora  32,5777 23,3507 
Bétera  98,5372 40,1966 
Biar 56,1426 10,9086 
Buñol 74,2755 18,3907 
Castielfabib  10,7634 54,5377 
Chelva 60,7795 21,7215 
Fredes 55,3366 0 
Gandia 54,2224 0 
Gilet  53,9563 28,5451 
Llombai 66,8175 0 
Montanejos 53,7003 17,97 
Navarrés  74,0723 16,0515 
Puebla Tornesa 25,3399 18,8184 
Villargordo del Cabriel 74,0185 0 
Villar del Arzobispo  11,0115 22,424 
Cortes de Pallas - Muela Cortes  0 0 
52 
 
A continuación, se describirá el procedimiento para el punto de muestreo Castielfabib; la variable 
dependiente será HCV (Humedad de Combustible Vivo) y las variables independientes los Índices 
de Vegetación calculados en el píxel exacto de la toma de muestra y los cuadrados de estos.  
 
En la Tabla 28 y 29  se muestran los resultados de ajustar un modelo de regresión lineal múltiple, en 
el que se ha incluido nueve variables  EVI, NDWI, VARI, Vigreen, NDVI2, EVI2, SAVI2, VARI2, y 
Vigreen2 se empleó el método selección hacia atrás y se obtuvo un R-cuadrado ajustado de 54,54%, 
se puede notar que las variables tienen un valor P menor a 0,05 es decir que las variables son 
estadísticamente significativas con un nivel de confianza del 95,0%. El error absoluto medio (MAE) 
es de 11,22 se refiere al valor promedio de los residuos.  
 
Tabla 28: Regresión Múltiple t de Student Punto de Muestreo Castielfabib 
  Error Estadístico  
Parámetro Estimación Estándar T Valor-P 
CONSTANTE 9602,39 3359,8 2,85803 0,0097 
EVI -2323,91 443,067 -5,24504 0,0000 
NDWI -7409,16 1473,04 -5,02983 0,0001 
VARI -21529,7 6153,06 -3,49903 0,0023 
Vigreen 38965,3 10255,7 3,79937 0,0011 
NDVI^2 -8528,86 1709,85 -4,98807 0,0001 
EVI^2 1074,31 203,97 5,26699 0,0000 
SAVI 1^2 -4368,85 1511,72 -2,88999 0,0091 
VARI^2 -68023,2 23897,4 -2,84647 0,0100 
Vigreen^2 145350, 52056,0 2,79218 0,0112 
 
 
Tabla 29: Análisis de Varianza Punto de Muestreo Castielfabib 
 
Fuente Suma de Cuadrados Gl Cuadrado Medio Razón-F Valor-P 
Modelo 14693,2 4 3673,31 4,22 0,0081 
Residuo 25213,7 29 869,439   
Total (Corr.) 39907,0 33    
 
La ecuación del modelo ajustado: 
HCV = 9602,39 - 2323,91*EVI - 7409,16*NDWI - 21529,7*VARI + 38965,3*Vigreen - 8528,86*NDVI^2 + 





















En la Figura 21, se puede visualizar el Gráfico X-Y Múltiple entre el HCV y Modelo obtenido. 
 
Figura 21: Gráfica X-Y Múltiple (Punto de Muestreo Castielfabib) 
 
3.2.10.1 Evaluación del ajuste de regresión. Elección del mejor modelo de 
regresión lineal múltiple. 
R - ajustada 
En la Tabla 30, se muestra los modelos con mayor R- Cuadrada Ajustada; este estadístico mide 
variabilidad de HCV que es explicada por el modelo. Valores grandes de R-Cuadrada ajustada 
corresponden a valores pequeños de cuadrado medio del error (CME). Se muestran modelos que 
tengan un ajuste mayor al 40%. El mejor modelo contiene 9 variables llegando a un valor de R -
Cuadrada Ajustada de 54,5377%, se puede observar en la Figura 22, el gráfico de R-cuadrada 
Ajustada con el número de las variables mencionadas anteriormente.  
Tabla 30: Modelos con Mayor R-Cuadrada Ajustada Punto de Muestreo Castielfabib 
 
  R-Cuadrada  Variables 
CME R-Cuadrada Ajustada Cp Incluidas 
288,801 68,6467 54,5377 7,05463 BDEFGHIKL 
293,633 68,1221 53,777 7,34 BCDEFGHKL 
301,674 67,2491 52,5112 7,81485 ABEFGHIKL 
303,308 68,7181 52,254 9,01578 BCDEFGHIKL 
303,701 68,6776 52,1921 9,03783 BDEFGHIJKL 
303,993 68,6475 52,1461 9,05422 ABDEFGHIKL 
… … … … … 
338,677 68,7471 46,6863 13,0 ABCDEFGHIJKL 
352,208 61,763 44,5564 10,799 ABCEFHJKL 
359,214 57,1026 43,4534 9,33406 ABEFGHI 
359,446 57,0749 43,4168 9,34914 ABCEFGH 
360,076 58,9542 43,3178 10,3268 ABEFGHJL 
368,91 57,9472 41,9271 10,8746 ABCEFHJK 
368,949 57,9428 41,9211 10,877 ABEFHIJK 
373,999 55,337 41,1261 10,2944 ABDEFHJ 
Fecha
Gráfico X-Y Múltiple





















Figura 22: Grafica de R-Cuadrada Ajustada para HCV (Punto de Muestreo Castielfabib) 
Cp de Mallows 
En la Tabla 31, se muestra los modelos que proporcionan los valores más pequeños del estadístico 
Cp de Mallows. Cp es una medida del bias (sesgo) en el modelo, basada en la comparación entre el 
cuadrado medio del error total y la varianza del error verdadero. Se observó los modelos con Cp más 
pequeña y que sea cercana a los números de coeficientes del modelo más la constante, es decir 10 por 
lo que el modelo que tiene mejor Cp es el que incluye nueve variables mismas que coinciden con el 
criterio de mayor R-Cuadrada Ajustada; con un valor de Cp de 7,05463. 
Tabla 31: Modelos con Menor Cp Punto de Muestreo Castielfabib 
 
  R-Cuadrada  Variables 
CME R-Cuadrada Ajustada Cp Incluidas 
288,801 68,6467 54,5377 7,05463 BDEFGHIKL 
293,633 68,1221 53,777 7,34 BCDEFGHKL 
301,674 67,2491 52,5112 7,81485 ABEFGHIKL 
305,434 66,841 51,9194 8,03687 ABCEFGHKL 
303,308 68,7181 52,254 9,01578 BCDEFGHIKL 
303,701 68,6776 52,1921 9,03783 BDEFGHIJKL 
303,993 68,6475 52,1461 9,05422 ABDEFGHIKL 
308,683 68,1638 51,4078 9,31733 BCDEFGHJKL 
359,214 57,1026 43,4534 9,33406 ABEFGHI 
309,056 68,1253 51,3492 9,33824 ABCDEFGHKL 
359,446 57,0749 43,4168 9,34914 ABCEFGH 
364,536 56,467 42,6156 9,67976 ABEFGHL 
366,107 56,2794 42,3683 9,78183 ABEFHJL 
373,999 55,337 41,1261 10,2944 ABDEFHJ 
360,076 58,9542 43,3178 10,3268 ABEFGHJL 
366,392 58,2343 42,3236 10,7185 ABCEFGHK 
366,41 58,2322 42,3206 10,7196 ABEFGHIK 
352,208 61,763 44,5564 10,799 ABCEFHJKL 
55 
 
368,91 57,9472 41,9271 10,8746 ABCEFHJK 
368,949 57,9428 41,9211 10,877 ABEFHIJK 
319,865 68,7468 49,6476 11,0002 BCDEFGHIJKL 
320,117 68,7222 49,608 11,0136 ABCDEFGHIKL 
320,569 68,678 49,5368 11,0376 ABDEFGHIJKL 





Figura 23: Grafica de CP de Mallows para HCV (Punto de Muestreo Castielfabib) 
 
Mejor Criterio de Información  
La Tabla 32 ordena los modelos de regresión de acuerdo con el valor del criterio de información de 
Akaike (AIC). El mejor modelo es el que minimiza el criterio de información; aplicando este criterio 
el mejor modelo es el de 9 variables que para este caso particular coincide con los modelos analizados 
con otros criterios de selección de variables. 
 
Tabla 32: Modelos con el mejor criterio de información Punto de Muestreo Castielfabib 
 
MSE Coeficientes AIC HQC SBIC Variables incluidas 
288,801 10 6,3324 6,48182 6,79947 BDEFGHIKL 
293,633 10 6,349 6,49842 6,81606 BCDEFGHKL 
301,674 10 6,37601 6,52543 6,84308 ABEFGHIKL 
305,434 10 6,3884 6,53782 6,85547 ABCEFGHKL 
359,214 8 6,41725 6,53679 6,79091 ABEFGHI 
359,446 8 6,4179 6,53743 6,79155 ABCEFGH 
364,536 8 6,43196 6,55149 6,80561 ABEFGHL 
366,107 8 6,43626 6,55579 6,80991 ABEFHJL 
549,091 2 6,4416 6,47148 6,53501 E 
303,308 11 6,44808 6,61244 6,96186 BCDEFGHIKL 
303,701 11 6,44938 6,61374 6,96315 BDEFGHIJKL 
303,993 11 6,45034 6,6147 6,96411 ABDEFGHIKL 
56 
 
373,999 8 6,45759 6,57712 6,83124 ABDEFHJ 
308,683 11 6,46565 6,63001 6,97942 BCDEFGHJKL 
 
 
Las variables que se ha seleccionado para el modelo han coincidido en los criterios analizados: EVI, 
NDWI, VARI, Vigreen, NDVI2, EVI2, SAVI2, VARI2, y Vigreen2 por lo que se realizó el análisis de 
regresión múltiple con mínimos cuadrados ordinarios para observar el valor-P de cada una de las 
variables. 
Se observa en la Tabla 33 que las nueve variables cumplen con valor- P menor a 0,05 es decir son 
estadísticamente significativas con un nivel de confianza del 95,0% . 
 
Tabla 33: Regresión Múltiple Mínimos Cuadrados Ordinarios Punto de Muestreo Castielfabib 
 
  Error Estadístico  
Parámetro Estimación Estándar T Valor-P 
CONSTANTE 9602,39 3359,8 2,85803 0,0097 
EVI -2323,91 443,067 -5,24504 0,0000 
NDWI -7409,16 1473,04 -5,02983 0,0001 
VARI -21529,7 6153,06 -3,49903 0,0023 
Vigreen 38965,3 10255,7 3,79937 0,0011 
NDVI^2 -8528,86 1709,85 -4,98807 0,0001 
EVI^2 1074,31 203,97 5,26699 0,0000 
SAVI^2 -4368,85 1511,72 -2,88999 0,0091 
VARI^2 -68023,2 23897,4 -2,84647 0,0100 
Vigreen^2 145350, 52056,0 2,79218 0,0112 
 
3.2.10.2 Pruebas de Normalidad, Linealidad, Homocedasticidad e 
Independencia. 
 
Se realizó varias pruebas de normalidad, con el fin de comprobar si los residuos del modelo obtenido 
cumplen las hipótesis de normalidad, linealidad y homocedasticidad en la Tabla 34, se puede observar 
que los residuos siguen una distribución normal con una confianza del 95%, ya que sus valores no 
son menores que 0,05.  
Tabla 34: Pruebas de Normalidad para RESIDUOS Punto de muestreo Castielfabib 
 
Prueba Estadístico Valor-P 
Chi-Cuadrado 11,0 0,528919 
Estadístico W de Shapiro-Wilk 0,988088 0,977743 
Valor-Z para asimetría 0,532257 0,594545 
Valor-Z para curtosis 0,76452 0,444555 
Kolmogorov-Smirnov   0,0645536 0,993436 
Kuiper V 0,142328 >=0.10 
Cramer-Von Mises W^2 0,026915 >=0.10 
Watson U^2 0,0255939 >=0.10 




En la Figura 24, se muestra el Histograma para los residuos, en la que muestra que los datos están 
muy concentrados en la media siendo una curva muy apuntada, y una curva que se acopla a la 
Distribución Normal.  
 
Figura 24: Histograma para Residuos (Punto de Muestreo Castielfabib) 
Para analizar la Linealidad y Homocedasticidad se realizó el gráfico Residuos vs Predichos a partir 
de la Regresión Múltiple (ver Figura 25), en la que se observa que acepta la hipótesis de linealidad 
ya que los datos se encuentran dispersos, se acepta que sea homocedastico a pensar que  presentan 




































Para analizar la independencia de los residuos se la realizo a través de el gráfico de Residuos número 
de fila vs Residuo Estudentizado,  los residuos son independientes respecto al orden en el que se han 
tomado los datos puesto que se observa una nube sin forma. Como se puede visualizar en la Figura 
26 los residuos  son independientes ya que se encuentran  cercanos a cero , a excepción de los  dos 
valores atípicos; el valor del Estadístico Durbin-Watson = 2,11344 (P=0,3009)  es mayor que 0,05 y 
una autocorrelación cercana a cero -0,0831394. 
 




Para determinar la multicolinealidad del modelo se calculó las correlaciones entre variables, para 
luego obtener la matriz de coeficientes de correlación parcial y finalmente obtener el análisis general 
e individual de multicolinealidad del modelo. 
En la Figura 27, se muestra los resultados de correlaciones entre variables, las variables VARI y 
Vigreen y sus respectivos cuadrados son las que mayor correlación presentan llegando -0,94 y 0,997 
respectivamente, así como Vigreen2 y SAVI2 con una completa colinealidad de 1.  
  
Gráfico de Residuos




































Para contrastar lo anterior se calcula la matriz de coeficiente de correlación parcial entre las variables 
que se muestra en la Tabla 35, se puede observar que no coinciden con los de la figura anterior; presentan 
valores altos de correlación entre todas las variables, y los cuadrados de las variables son los que más 
correlacionados se encuentran llegando a tener valores de 1 (correlación positiva perfecta)  por lo que sería 
conveniente eliminar esas variables del modelo.  
 
Tabla 35:  Matriz de Coeficientes de Correlación ( Punto de Muestreo Castielfabib)  
       [,1]   [,2]   [,3]   [,4]   [,5]   [,6]   [,7]   [,8]   [,9] 
 [1,]  1.000 -0.929  0.930 -0.685 -0.997 -0.668 -0.786  0.834  0.668 
 [2,] -0.929  1.000  0.999 -0.668 -0.944 -0.656 -0.787  0.825  0.650 
 [3,]  0.930  0.999  1.000  0.653  0.946  0.641  0.777 -0.816 -0.635 
 [4,] -0.685 -0.668  0.653  1.000 -0.670 -0.998 -0.971  0.960  1.000 
 [5,] -0.997 -0.944  0.946 -0.670  1.000 -0.653 -0.782  0.829  0.652 
 [6,] -0.668 -0.656  0.641 -0.998 -0.653  1.000 -0.968  0.954  0.999 
 [7,] -0.786 -0.787  0.777 -0.971 -0.782 -0.968  1.000  0.996  0.965 
 [8,]  0.834  0.825 -0.816  0.960  0.829  0.954  0.996  1.000 -0.953 
 [9,]  0.668  0.650 -0.635  1.000  0.652  0.999  0.965 -0.953  1.000 
 
Con el análisis anterior, ya se tiene una idea de que se tiene multicolinealidad; en la Tabla 36 se 
muestra la Multicolinealidad General calculada a través de varios test los mismo que determinan 
multicolinealidad en el modelo, para visualizar las variables que poseen mayor colinealidad se calculó 
el estadístico VIF que se presenta en la Tabla 37 y que muestra que todas las variables presentan 
multicolinealidad con valores sobrepasando los 1000.  
Tabla 36:  Diagnostico de Multicolinealidad General ( Punto de Muestreo Castielfabib)  
 MC Results  
detection 
Determinant |X'X|: 0.00e+00 1 
Farrar Chi-Square: 1.20e+03              1 
Red Indicator: 5.31e-01              1 
Sum of Lambda Inverse: 5.27e+08              1 
Theil's Method: 3.50e+00              1 
Condition Number: 6.01e+04              1 
1 --> COLLINEARITY is detected by the test  



























Tabla 37:  Diagnostico de Multicolinealidad Individual ( Punto de Muestreo Castielfabib)  
 




6.66e+02 0.002 1.75e+03 2.09e+03 0.039 4.26e+02     1 
 
EVI 1.70e+03 0.001 4.47e+03 5.35e+03 0.024 1.09e+03     1 
EVI2 
 
1.86e+03 0.001 4.88e+03 5.85e+03 0.023 1.19e+03     1 
 
SAVI2 2.84e+08 0.000 7.45e+08 8.92e+08 0.000 1.82e+08     1 
NDWI 9.49e+02 0.001 2.49e+03 2.98e+03 0.032 6.07e+02     1 
VARI2 5.63e+03 0.000 1.48e+04 1.77e+04 0.013 3.60e+03     1 
VARI 1.01e+04 0.000 2.66e+04 3.19e+04 0.010 6.48e+03     1 
Vigreen 1.92e+06 0.000 5.03e+06 6.03e+06 0.001 1.23e+06     1 
Vigreen2 
 
2.41e+08 0.000 6.32e+08 7.57e+08 0.000 1.54e+08     1 
 
1 --> COLLINEARITY is detected by the test  
0 --> COLLINEARITY is not detected by the test 
* all coefficients have significant t-ratios 
R-square of y on all x: 0.686  
 
3.2.11 Modelos de Regresión Lineal múltiple (Variables meteorológicas e 
índices de vegetación)  
 
Para mejorar el ajuste de los modelos de regresión lineal múltiple se probó incluir variables 
meteorológicas e índices de vegetación y analizar si juntas dan mejores resultados. Cabe mencionar 
que el análisis se ha realizado para el periodo de tiempo de 2016 al 2018 ya que los datos de índices 
de vegetación se han calculado para los años mencionados, debido a la disponibilidad de la 
información por parte de Sentinel 2 las imágenes para 2015 tenían problemas de nubes en las áreas 
de los puntos de muestreo.  
Se cuenta con 12 variables correspondientes a índices de vegetación y 28 variables meteorológicas; 
teniendo más variables que datos observados; por lo que se trabajó por separado, es decir primero se 
incluyeron las variables de índices de vegetación con el método de selección hacia adelante para 
recoger las variables que explican mejor el HCV. Cabe mencionar que el objetivo es introducir menos 
índices de vegetación en los modelos, ya que entre dichas variables existe mayor multicolinealidad. 
Luego se añadió las variables meteorológicas utilizando el método de selección hacia; se utilizó este 
método ya que recoge más variables estadísticamente significativas  capaces de definir la variación 
en escalas de tiempo pequeñas.  
A continuación, se muestra el modelo obtenido para el punto de muestreo Montanejos, se tiene un R 
cuadrado ajustado de 93,01% e incluyó 21 variables independientes, solo 1 es índice de Vegetación 
(Vigreen) ;  es importante indicar que todas las variables son estadísticamente significativas con un 




Tabla 38:  Regresión Múltiple t de Student Punto de Muestreo Montanejos 
 
 Error Estadístico  
Parámetro Estimación Estándar T Valor-P 
CONSTANTE 476,33 47,8525 9,95413 0,0000 
P7 0,549487 0,1532 3,58673 0,0033 
P30 -0,771728 0,15199 -5,0775 0,0002 
P60 0,423425 0,0936532 4,5212 0,0006 
Tmax3 -20,9373 2,50114 -8,37112 0,0000 
Tmax7 16,2393 2,37252 6,84474 0,0000 
Tmax15 -12,2674 2,75309 -4,45588 0,0006 
Tmax30 -11,9798 1,52398 -7,86083 0,0000 
Tmedia3 32,4302 3,87563 8,36774 0,0000 
Tmedia7 -29,8857 4,08864 -7,30944 0,0000 
Tmedia15 24,0312 3,24061 7,41563 0,0000 
HRmax7 -2,73231 0,57713 -4,73431 0,0004 
HRmax15 3,7207 0,716681 5,19157 0,0002 
HRmin15 -1,65749 0,51478 -3,2198 0,0067 
Vmax7 -8,95343 0,931738 -9,60939 0,0000 
lev3 30,914 7,35493 4,20317 0,0010 
lev7 -87,4968 14,1671 -6,17606 0,0000 
lev15 75,1935 17,4646 4,30548 0,0009 
pto_r3 -32,3785 3,52789 -9,17785 0,0000 
pto_r7 8,73652 1,21236 7,2062 0,0000 
pto_r15 -8,18493 0,962559 -8,5033 0,0000 
Vigreen 98,3457 41,2614 2,38348 0,0331 
 
 
La Tabla 39,muestra la comparación entre los modelos únicamente con variables meteorológicas y 
modelos incluyendo variables meteorológicas e índices de vegetación; la mejora al incluir un índice 
de vegetación es evidente, el modelo con variables meteorológicas alcanza un R cuadrado ajustado 
de 53,7003% en el cual solamente se incluyeron 7 variables meteorológicas, dejando fuera variables 
de Humedad Relativa y Viento, cabe mencionar que son series temporales diferentes la primera de 5 
años mientras que  el segundo modelo corresponde a 3 años.  
 
Tabla 39:  Comparación de Modelos Punto de Muestreo Montanejos  
 
Variables incluidas  R cuadrado 
Ajustado  
Modelo 
Meteorológicas  53,7003 HCV = 138,811 - 15,0265*pto_r3 + 0,00519936*P15^2 - 
0,206091*Tmax30^2 + 0,213467*Tmedia15^2 + 21,8287*lev3^2 + 
0,355283*pto_r7^2 - 0,301149*pto_r15^2 
 
Meteorológicas e 
Índices de Vegetación  
93,01 HCV = 476,33 + 0,549487*P7 - 0,771728*P30 + 0,423425*P60 - 
20,9373*Tmax3 + 16,2393*Tmax7 -12,2674*Tmax15 - 
11,9798*Tmax30 + 32,4302*Tmedia3 - 29,8857*Tmedia7 + 
24,0312*Tmedia15 - 2,73231*HRmax7 + 3,7207*HRmax15 - 
1,65749*HRmin15 - 8,95343*Vmax7 + 30,914*lev3 - 87,4968*lev7 + 




En la Figura 28, se puede visualizar el Gráfico X-Y Múltiple entre el HCV y Modelo obtenido para 
el punto de muestreo Montanejos; se puede notar que se ajusta a la variación de HCV tomados en 






Figura 28: Gráfica X-Y Múltiple Punto de Muestreo Montanejos 
 
Evaluación del ajuste de regresión. Elección del mejor modelo de regresión lineal múltiple 
El análisis de selección del mejor modelo de regresión lineal múltiple, en los que existen más 
variables que datos se los ejecutó mediante código R, por lo que se analizó el mejor R cuadrado 
ajustado y el criterio cp. de Mallows. El punto de muestreo que se tomará como ejemplo será 
Montanejos.  
R2 - ajustado 
Los modelos que se obtuvo mediante R son los que se muestran en la Tabla 40 ,en la que “*” 
representan las variables en cada modelo el método para obtenerlo fue selección hacia atrás. Se 
muestra los modelos que tienen un R cuadrado ajustado mayor a 80%. En la Tabla 41, se detallan los 
valores de R cuadrado ajustado por modelo según el número de variables.  
Tabla 40:  Modelos con el mejor R cuadrado ajustado Punto de Muestreo Montanejos  
 
          P7 P30 P60 Tmax3 Tmax7 Tmax15 Tmax30 Tmedia3 Tmedia7 Tmedia15 HRmax7 HRmax15 HRmin1
5 
16  ( 1 ) "*" "*" "*" "*"   "*"   " "    "*"    "*"     "*"     "*"      " "    " "     " "     
17  ( 1 ) "*" "*" "*" "*"   "*"   " "    "*"    "*"     "*"     "*"      "*"    " "     " "     
18  ( 1 ) "*" "*" "*" "*"   "*"   " "    "*"    "*"     "*"     "*"      "*"    "*"     " "     
19  ( 1 ) "*" "*" "*" "*"   "*"   "*"    "*"    "*"     "*"     "*"      "*"    "*"     " "     
20  ( 1 ) "*" "*" "*" "*"   "*"   "*"    "*"    "*"     "*"     "*"      "*"    "*"     "*"     
21  ( 1 ) "*" "*" "*" "*"   "*"   "*"    "*"    "*"     "*"     "*"      "*"    "*"     "*" 
 
     




16  ( 1 ) "*"   "*"  "*"  "*"   "*"    "*"    "*"     " "      
17  ( 1 ) "*"   "*"  "*"  "*"   "*"    "*"    "*"     " "      
18  ( 1 ) "*"   "*"  "*"  "*"   "*"    "*"    "*"     " "      
19  ( 1 ) "*"   "*"  "*"  "*"   "*"    "*"    "*"     " "      
20  ( 1 ) "*"   "*"  "*"  "*"   "*"    "*"    "*"     " "      
21  ( 1 ) "*"   "*"  "*"  "*"   "*"    "*"    "*"     "*"      
 
Tabla 41:  R cuadrado ajustado por modelo según número de variables Punto de Muestreo Montanejos  
  








En la Figura 29, se muestra los modelos que el estadístico ha escogido y observar la evolución de la 
precisión de cada modelo en función del número de variables, es claro que los seis últimos modelos 
poseen mejor ajuste.   
 
 








Cp de Mallows 
En la Tabla 42, se muestra las variables que ingresaron en los modelos con mejor cp. de Mallows al 
igual que en el apartado anterior “*” representan las variables en cada modelo, el método para 
obtenerlo fue selección hacia atrás. En la Tabla 43 se muestra los valores de cp. de Mallows para cada 
modelo según el número de variables teniendo en cuenta que los modelos con 20 y 21 variables son 
los más destacables.  
Tabla 42:  Modelos con el menor cp. de Mallows Punto de Muestreo Montanejos  
 
          P7 P30 P60 Tmax3 Tmax7 Tmax15 Tmax30 Tmedia3 Tmedia7 Tmedia15 HRmax7 HRmax15 HRmin15 
18  ( 1 ) "*" "*" "*" "*"   "*"   " "    "*"    "*"     "*"     "*"      "*"    "*"     " "     
19  ( 1 ) "*" "*" "*" "*"   "*"   "*"    "*"    "*"     "*"     "*"      "*"    "*"     " "     
20  ( 1 ) "*" "*" "*" "*"   "*"   "*"    "*"    "*"     "*"     "*"      "*"    "*"     "*"     
21  ( 1 ) "*" "*" "*" "*"   "*"   "*"    "*"    "*"     "*"     "*"      "*"    "*"     "*"     
          Vmax7 lev3 lev7 lev15 pto_r3 pto_r7 pto_r15 Vigreen 
18  ( 1 ) "*"   "*"  "*"  "*"   "*"    "*"    "*"     " "      
19  ( 1 ) "*"   "*"  "*"  "*"   "*"    "*"    "*"     " "      
20  ( 1 ) "*"   "*"  "*"  "*"   "*"    "*"    "*"     " "      
21  ( 1 ) "*"   "*"  "*"  "*"   "*"    "*"    "*"     "*"      
 
Tabla 43: Menor cp. de Mallows por modelo Punto de Muestreo Montanejos  
  
Numero de Variables  Cp de Mallows  
18 38.82590   
19 34.06757   
20 25.68097   
21 22.00000 
 
En la Figura 30, se muestra los modelos que el estadístico ha escogido y observar la evolución de los 
valores de cp. de Mallows según el número de variables, se puede observar claramente que el modelo 





Figura 30: cp. de Mallows vs Número de Predictores Punto de Muestreo Montanejos 
En la Tabla 44, se muestra los mejores modelos obtenidos por los diferentes criterios de selección de 
variables, se puede notar que los modelos que incluyen 20 y 21 variables de los cuales se realizó el 
análisis de Regresión Múltiple por Mínimos Cuadrados Ordinarios,  para observar el Valor-P de cada 
una de las variables.  
 
Tabla 44:  Criterios de Selección de Variables ( Punto de Muestreo Montanejos )  
Criterio  Valor  Modelo(número de 
Variables ) 
R Cuadrado Ajustado 0,9067460 20 
0,9301131 21 
Cp de Mallows 25.68097   20 
22.00000 21 
 
En la Tabla 45, se muestra las 20 variables que se incluyeron en el modelo todas las variables poseen 
valores-P menores a 0,05 es decir son variables estadísticamente significativas a un nivel de confianza 
de 95%, aunque la variable Tmax15 posee un valor-P de 0,0053 que está en el límite de cumplir esta 














Tabla 45:  Modelo de Regresión Lineal Múltiple 20 variables  ( Punto de Muestreo Montanejos)  
 
Modelo  HCV = 523,898 + 0,61094*P7 - 0,653649*P30 + 0,373855*P60 - 19,5218*Tmax3 
+ 14,8434*Tmax7 - 9,51761*Tmax15 - 11,6624*Tmax30 + 28,1376*Tmedia3 - 
24,6495*Tmedia7 + 19,6659*Tmedia15 - 2,81438*HRmax7 + 3,14726*HRmax15 
- 1,65904*HRmin15 - 9,17609* Vmax7 + 30,8685*lev3  - 83,7843*lev7 + 
78,8505*lev15 - 32,2049*pto_r3 + 8,41998*pto_r7 - 7,79884*pto_r15 
  Error Estadístico  
Parámetro Estimación Estándar T Valor-P 
CONSTANTE 523,898 50,2397 10,428 0,0000 
P7 0,61094 0,174444 3,50222 0,0035 
P30 -0,653649 0,165982 -3,93808 0,0015 
P60 0,373855 0,105482 3,54427 0,0032 
Tmax3  -19,5218 2,80654 -6,95582 0,0000 
Tmax7 14,8434 2,65579 5,58907 0,0001 
Tmax15 -9,51761 2,8875 -3,29614 0,0053 
Tmax30 -11,6624 1,75368 -6,65021 0,0000 
Tmedia3 28,1376 3,96417 7,09799 0,0000 
Tmedia7 -24,6495 3,98327 -6,18825 0,0000 
Tmedia15 19,6659 3,08822 6,36805 0,0000 
HRmax7 -2,81438 0,665481 -4,22909 0,0008 
HRmax15 3,14726 0,779828 4,03584 0,0012 
HRmin15 -1,65904 0,594644 -2,78998 0,0145 
Vmax7 -9,17609 1,07087 -8,56884 0,0000 
lev3  30,8685 8,49597 3,63331 0,0027 
lev7 -83,7843 16,2658 -5,15094 0,0001 
lev15 78,8505 20,0961 3,92367 0,0015 
pto_r3 -32,2049 4,07435 -7,90429 0,0000 
pto_r7 8,41998 1,39202 6,04873 0,0000 
pto_r15 -7,79884 1,09604 -7,1155 0,0000 
 
 
La Tabla 46, muestra 21 las variables que se incluyeron en el modelo, todas las variables son 
estadísticamente significativas con valor-P menor a 0,05 a un nivel de confianza de 95% ; es decir no 
se puede eliminar ninguna variable del modelo se tiene un R cuadrado ajustado de 93,01%; en 
consecuencia, se tomó como mejor modelo ya que cumple con el criterio de R cuadrado ajustado y 

















Tabla 46:  Modelo de Regresión Lineal Múltiple 21 variables ( Punto de Muestreo Montanejos)  
 
Modelo  HCV = 476,33 + 0,549487*P7 - 0,771728*P30 + 0,423425*P60 - 20,9373*Tmax3 
+ 16,2393*Tmax7 - 12,2674*Tmax15 - 11,9798*Tmax30 + 32,4302*Tmedia3 - 
29,8857*Tmedia7 + 24,0312*Tmedia15 - 2,73231*HRmax7 + 3,7207*HRmax15 - 
1,65749*HRmin15 - 8,95343* Vmax7 + 30,914*lev3 - 87,4968*lev7 + 
75,1935*lev15 - 32,3785*pto_r3 + 8,73652*pto_r7 - 8,18493*pto_r15 + 
98,3457*Vigreen 
  Error Estadístico  
Parámetro Estimación Estándar T Valor-P 
CONSTANTE 476,33 47,8525 9,95413 0,0000 
P7 0,549487 0,1532 3,58673 0,0033 
P30 -0,771728 0,15199 -5,0775 0,0002 
P60 0,423425 0,0936532 4,5212 0,0006 
Tmax3 -20,9373 2,50114 -8,37112 0,0000 
Tmax7 16,2393 2,37252 6,84474 0,0000 
Tmax15 -12,2674 2,75309 -4,45588 0,0006 
Tmax30 -11,9798 1,52398 -7,86083 0,0000 
Tmedia3 32,4302 3,87563 8,36774 0,0000 
Tmedia7 -29,8857 4,08864 -7,30944 0,0000 
Tmedia15 24,0312 3,24061 7,41563 0,0000 
HRmax7 -2,73231 0,57713 -4,73431 0,0004 
HRmax15 3,7207 0,716681 5,19157 0,0002 
HRmin15 -1,65749 0,51478 -3,2198 0,0067 
 Vmax7 -8,95343 0,931738 -9,60939 0,0000 
lev3 (h) 30,914 7,35493 4,20317 0,0010 
lev7 -87,4968 14,1671 -6,17606 0,0000 
lev15 75,1935 17,4646 4,30548 0,0009 
pto_r3 -32,3785 3,52789 -9,17785 0,0000 
pto_r7 8,73652 1,21236 7,2062 0,0000 
pto_r15 -8,18493 0,962559 -8,5033 0,0000 
Vigreen 98,3457 41,2614 2,38348 0,0331 
 
Pruebas de Normalidad  
En la Tabla 47, se puede observar que no se puede rechazar la hipótesis de que los residuos siguen 
una distribución normal con una confianza del 95%, ya que los valores-P de todos los estadísticos son 
mayores que 0,05.  
Tabla 47: Pruebas de Normalidad para RESIDUOS Punto de muestreo Montanejos  
 
Prueba Estadístico Valor-P 
Chi-Cuadrado 6,6 0,921573 
Estadístico W de Shapiro-Wilk 0,987539 0,966322 
Valor-Z para asimetría 0,128728 0,897568 
Valor-Z para curtosis 0,264987 0,791016 
Kolmogorov-Smirnov 0,0493061 0,999394 
Kuiper V 0,11074 >=0.10 
Cramer-Von Mises W^2 0,0231715 >=0.10 
Watson U^2 0,0227208 >=0.10 






En la Figura 31 muestra el Histograma para los residuos, en la que se observa que los datos están muy 
concentrados entre -2 y 4, siendo una curva ligeramente asimétrica, pero en términos generales los 
datos se acoplan a una Distribución Normal.  
 
Figura 31: Histograma para Residuos (Punto de Muestreo Montanejos) 
Para analizar la Linealidad y Homocedasticidad se realizó el gráfico Residuos vs Predichos a partir 
de la Regresión Múltiple (ver Figura 32), en la que se observa que acepta la hipótesis de linealidad 
ya que los datos se encuentran dispersos , se puede aceptar la hipótesis de homocedasticidad pues la 
varianza no tiene una variación considerable.  
 
Figura 32: Gráfico de Residuos Predicho – Residuo Estudentizado (Punto de Muestreo Montanejos) 
Con respecto a la independencia de los residuos se dice que cumplen con esta condición cuando se 
observa una nube sin forma y están cercanos a 0; cómo se puede visualizar en la Figura 33 los residuos 
son independientes ya los datos se acercan a cero, no posee valores atípicos.   
El valor del Estadístico Durbin-Watson = 1,89812 y valor-P = 0,1806 que es mayor que 0,05 y una 





Figura 33: Gráfico de Residuos (Punto de Muestreo Montanejos) 
 
Multicolinealidad  
Se realizó un análisis de correlación de las variables tanto de índices de vegetación como 
meteorológicas, para luego obtener la matriz de coeficientes de correlación parcial y finalmente 
obtener el análisis general e individual de multicolinealidad del modelo. 
En la Figura 34, se muestra los resultados de correlaciones entre variables; las variables Precipitación, 
Temperatura y Punto de Rocío son las que presentan mayor correlación entre ellas que era de 
esperarse ya que describen un mismo fenómeno por ejemplo Temperatura máxima en los últimos 7 
días y Temperatura máxima en los últimos 3 días posee una correlación de 0,96 así como Punto de 












Para contrastar lo anterior se calcula la matriz de coeficiente de correlación parcial entre las variables 
que se muestra en la Tabla 48; se puede observar que coinciden con los de la figura anterior; presentan 
valores altos de correlación entre las variables de Temperatura y Punto de Rocío; pero difieren en la 
correlación de Precipitación según la matriz estas variables no están correlacionadas entre sí.   
 
 
1=Vigreen 2=P7  3= P30 4=P60 5=Tmax3 
6=Tmax7 7=Tmax15 8=Tmax30 9= Tmedia3 10= Tmedia7 
11= Tmedia15 12= HRmax7 13=HRmax15 14=HRmin15 15= Vmax7 
16= lev3 17= lev15 18= lev15 19=pto_r3 20=pto_r7 
21= pto_r15 
 




Tabla 48:  Coeficientes de Correlación ( Punto de Muestreo Montanejos)  
    
                              [,1]                    [,2]                  [,3]                  [,4]                  [,5]                    [,6]                   [,7]                   [,8] 
 [1,]  1.000000000  0.168296553  0.32594778 -0.22206667  0.23744585 -0.246844063  0.41905628  0.087378077 
 [2,]  0.168296553  1.000000000  0.29154774  0.05514655 -0.33152780  0.001280324 -0.03104784 -0.079642727 
 [3,]  0.325947785  0.291547745  1.00000000  0.82430820 -0.08261074  0.396087203 -0.44344004 -0.142628458 
 [4,] -0.222066667  0.055146549  0.82430820  1.00000000  0.29088089 -0.472683474  0.51751942 -0.104290689 
 [5,]  0.237445847 -0.331527804 -0.08261074  0.29088089  1.00000000  0.701633513 -0.53837743  0.160446213 
 [6,] -0.246844063  0.001280324  0.39608720 -0.47268347  0.70163351  1.000000000  0.68673336 -0.284409316 
 [7,]  0.419056279 -0.031047843 -0.44344004  0.51751942 -0.53837743  0.686733359  1.00000000  0.405474683 
 [8,]  0.087378077 -0.079642727 -0.14262846 -0.10429069  0.16044621 -0.284409316  0.40547468  1.000000000 
 [9,] -0.464693515  0.423562193  0.12129695 -0.25525716  0.86854500 -0.554941216  0.46784627  0.008636998 
[10,]  0.537312504 -0.271950116 -0.37906587  0.44688112 -0.68262975  0.742597817 -0.60358964  0.059824817 
[11,] -0.565155410  0.214893860  0.54859810 -0.54884407  0.51030014 -0.563901863  0.80425804  0.102177110 
[12,] -0.059658533  0.429148518 -0.39482686  0.43594655 -0.22688375  0.511152785 -0.43777125  0.322142614 
[13,] -0.335697268 -0.230412119  0.39285538 -0.37299359  0.35948841 -0.477253008  0.85493772 -0.362618313 
[14,] -0.001266051  0.009668728  0.05922455 -0.01782755 -0.24228771  0.024386112 -0.42528980  0.120038002 
[15,] -0.100262445  0.374951673 -0.22336131  0.02528601 -0.37408671  0.308804440 -0.29914667 -0.134510514 
[16,] -0.002598328 -0.338465450 -0.01549312  0.08641079 -0.10720520 -0.172248593  0.20489039 -0.374288614 
[17,]  0.109946983  0.471873497 -0.30052305  0.03231893  0.08503527  0.139033023 -0.16172721  0.077347800 
[18,]  0.087850808 -0.550347040  0.35195492 -0.06962607 -0.29995372 -0.047327993 -0.13149362  0.055469808 
[19,]  0.020650312  0.531027292 -0.56027771  0.54470064 -0.21663459  0.476390552 -0.46796423  0.334566687 
[20,] -0.109544017 -0.329962274  0.26841015 -0.15857055 -0.01241188 -0.374913809  0.29629698 -0.270155882 
[21,]  0.168285108  0.272098925 -0.25389555  0.16379287 -0.15240673  0.393285260 -0.34891411  0.169885087 
              [,9]       [,10]       [,11]        [,12]       [,13]        [,14]       [,15]        [,16] 
 [1,] -0.464693515  0.53731250 -0.56515541 -0.059658533 -0.33569727 -0.001266051 -0.10026245 -0.002598328 
 [2,]  0.423562193 -0.27195012  0.21489386  0.429148518 -0.23041212  0.009668728  0.37495167 -0.338465450 
 [3,]  0.121296954 -0.37906587  0.54859810 -0.394826857  0.39285538  0.059224552 -0.22336131 -0.015493116 
 [4,] -0.255257158  0.44688112 -0.54884407  0.435946553 -0.37299359 -0.017827551  0.02528601  0.086410790 
 [5,]  0.868545003 -0.68262975  0.51030014 -0.226883747  0.35948841 -0.242287712 -0.37408671 -0.107205200 
 [6,] -0.554941216  0.74259782 -0.56390186  0.511152785 -0.47725301  0.024386112  0.30880444 -0.172248593 
 [7,]  0.467846271 -0.60358964  0.80425804 -0.437771254  0.85493772 -0.425289804 -0.29914667  0.204890388 
 [8,]  0.008636998  0.05982482  0.10217711  0.322142614 -0.36261831  0.120038002 -0.13451051 -0.374288614 




[10,]  0.852009105  1.00000000  0.76066152 -0.168133283  0.37310599  0.037475961 -0.11772616  0.182283977 
[11,] -0.597798850  0.76066152  1.00000000  0.202063498 -0.60512105  0.243623927  0.26035523 -0.055725520 
[12,]  0.008628213 -0.16813328  0.20206350  1.000000000  0.56644380 -0.158330667 -0.43745093  0.190518244 
[13,] -0.284028041  0.37310599 -0.60512105  0.566443803  1.00000000  0.675784512  0.44689615 -0.178295480 
[14,]  0.123361365  0.03747596  0.24362393 -0.158330667  0.67578451  1.000000000 -0.39728934 -0.141143725 
[15,]  0.199478001 -0.11772616  0.26035523 -0.437450934  0.44689615 -0.397289344  1.00000000  0.067528635 
[16,]  0.029434931  0.18228398 -0.05572552  0.190518244 -0.17829548 -0.141143725  0.06752864  1.000000000 
[17,]  0.018811940 -0.17109214  0.11617224 -0.013222129  0.17699511  0.016547991 -0.24736521  0.599729121 
[18,]  0.265132784 -0.07824165  0.17827556  0.187033515  0.05152416 -0.174627827  0.16757791 -0.318436442 
[19,]  0.112371398 -0.31043370  0.30238442 -0.661146961  0.51439162 -0.058120245 -0.39570983  0.456421603 
[20,] -0.035793910  0.27157256 -0.12098607  0.371430935 -0.30480768 -0.081815680  0.12186964 -0.661389419 
[21,]  0.242827521 -0.38411196  0.21657150 -0.351527364  0.35423811  0.000169359 -0.21394261  0.531900073 
            [,17]       [,18]       [,19]       [,20]        [,21] 
 [1,]  0.10994698  0.08785081  0.02065031 -0.10954402  0.168285108 
 [2,]  0.47187350 -0.55034704  0.53102729 -0.32996227  0.272098925 
 [3,] -0.30052305  0.35195492 -0.56027771  0.26841015 -0.253895553 
 [4,]  0.03231893 -0.06962607  0.54470064 -0.15857055  0.163792874 
 [5,]  0.08503527 -0.29995372 -0.21663459 -0.01241188 -0.152406732 
 [6,]  0.13903302 -0.04732799  0.47639055 -0.37491381  0.393285260 
 [7,] -0.16172721 -0.13149362 -0.46796423  0.29629698 -0.348914111 
 [8,]  0.07734780  0.05546981  0.33456669 -0.27015588  0.169885087 
 [9,]  0.01881194  0.26513278  0.11237140 -0.03579391  0.242827521 
[10,] -0.17109214 -0.07824165 -0.31043370  0.27157256 -0.384111958 
[11,]  0.11617224  0.17827556  0.30238442 -0.12098607  0.216571504 
[12,] -0.01322213  0.18703351 -0.66114696  0.37143094 -0.351527364 
[13,]  0.17699511  0.05152416  0.51439162 -0.30480768  0.354238105 
[14,]  0.01654799 -0.17462783 -0.05812024 -0.08181568  0.000169359 
[15,] -0.24736521  0.16757791 -0.39570983  0.12186964 -0.213942610 
[16,]  0.59972912 -0.31843644  0.45642160 -0.66138942  0.531900073 
[17,]  1.00000000  0.72149219 -0.45475410  0.59343714 -0.479567502 
[18,]  0.72149219  1.00000000  0.34607410 -0.59606907  0.517052629 
[19,] -0.45475410  0.34607410  1.00000000  0.56473239 -0.447777965 
[20,]  0.59343714 -0.59606907  0.56473239  1.00000000  0.885809077 




Con el análisis anterior, ya se tiene una idea de que se tiene multicolinealidad; en la Tabla 49, se 
muestra la Multicolinealidad General calculada a través de varias pruebas los mismo que 
determinan multicolinealidad en el modelo. 
Para visualizar las variables que poseen mayor colinealidad se calculó el estadístico VIF que se 
presenta en la Tabla 50 y que muestra que las variables Vigreen, HRmax7, HRmin15,Vmax7 y 
las variables de Levante no poseen multicolinealidad a comparación de las variables de 
temperatura que presentan multicolinealidad con valores sobrepasando los 200, esto se debe a que 
las variables explican un mismo fenómeno en diferentes intervalos de tiempo, pero parten de un 
mismo dato lo que puede ser causante de la multicolinealidad.  
Tabla 49:  Diagnostico de Multicolinealidad General ( Punto de Muestreo Montanejos)  
 MC Results  
detection 
Determinant |X'X|: 0.0000 1 
Farrar Chi-Square: 1257.8994          1 
Red Indicator: 0.4018 0 
Sum of Lambda Inverse: 2030.8693 1 
Theil's Method: -0.1650 0 
Condition Number: 450.2257 1 
1 --> COLLINEARITY is detected by the test  
0 --> COLLINEARITY is not detected by the test 
 
Tabla 50:  Diagnóstico de Multicolinealidad Individual ( Punto de Muestreo Montanejos) 
 
                      VIF    TOL       Wi       Fi Leamer     CVIF     Klein 
Vigreen1              2.9433 0.3398   1.3603   1.5342 0.5829  -0.1422     0 
P7                   12.1234 0.0825   7.7864   8.7816 0.2872  -0.5858     0 
P30                  21.5503 0.0464  14.3852  16.2239 0.2154  -1.0413     0 
P60                  21.9229 0.0456  14.6461  16.5181 0.2136  -1.0593     0 
Tmax3               218.7038 0.0046 152.3926 171.8714 0.0676 -10.5673     1 
Tmax7               180.6268 0.0055 125.7387 141.8106 0.0744  -8.7275     1 
Tmax15              242.9116 0.0041 169.3381 190.9828 0.0642 -11.7369     1 
Tmax30               58.9873 0.0170  40.5911  45.7794 0.1302  -2.8501     1 
Tmedia3             422.6260 0.0024 295.1382 332.8626 0.0486 -20.4203     1 
Tmedia7             458.2112 0.0022 320.0478 360.9562 0.0467 -22.1397     1 
Tmedia15            264.8237 0.0038 184.6766 208.2819 0.0614 -12.7957     1 
HRmax7                6.2680 0.1595   3.6876   4.1589 0.3994  -0.3029     0 
HRmax15              29.7757 0.0336  20.1430  22.7177 0.1833  -1.4387     0 
HRmin15               9.0670 0.1103   5.6469   6.3687 0.3321  -0.4381     0 
Vmax7                 4.7711 0.2096   2.6398   2.9772 0.4578  -0.2305     0 
lev3                  4.6195 0.2165   2.5337   2.8575 0.4653  -0.2232     0 
lev7                  8.7380 0.1144   5.4166   6.1089 0.3383  -0.4222     0 
lev15                 8.3558 0.1197   5.1490   5.8072 0.3459  -0.4037     0 
pto_r3               11.7710 0.0850   7.5397   8.5034 0.2915  -0.5687     0 
pto_r7               24.0690 0.0415  16.1483  18.2124 0.2038  -1.1630     0 
pto_r15              18.0040 0.0555  11.9028  13.4242 0.2357  -0.8699     0 
 
1 --> COLLINEARITY is detected by the test  
0 --> COLLINEARITY is not detected by the test 
* all coefficients have significant t-ratios 





 Modelo de Regresión General de HCV para la Comunidad Valenciana periodo 2016 - 2018 
Para determinar si se puede obtener un modelo general para toda la Comunidad Valenciana, se 
creó una base de datos con la información de los 18 puntos de muestreo. Con la base de datos se 
creó un modelo con el método selección hacia atrás, y alcanzó un R cuadrada ajustada de 33,89%. 
Como se puede observar en la Tabla 51, el modelo que incluye 9 variables meteorológicas y un 
índice de vegetación (EVI) variables estadísticamente significativas con un 95% de confianza.  
Tabla 51:  Variables Modelo de Regresión General  
  Error Estadístico  
Parámetro Estimación Estándar T Valor-P 
CONSTANTE 96,5101 6,88627 14,0149 0,0000 
P30 -0,105346 0,0418997 -2,51424 0,0122 
P60 0,340322 0,0433709 7,84679 0,0000 
P60^2 -0,000535977 0,0000981157 -5,4627 0,0000 
Tmax15 3,61424 0,719262 5,02492 0,0000 
Tmax30 -4,42696 0,716662 -6,17719 0,0000 
Tmedia15 -0,948521 0,258934 -3,66318 0,0003 
HRmax7 0,175041 0,0707004 2,47581 0,0136 
lev15 5,61013 1,09927 5,10351 0,0000 
lev15^2 -0,511757 0,100437 -5,09529 0,0000 
EVI^2 1,16068 0,548059 2,1178 0,0346 
 
La ecuación del modelo ajustado es :  
 
HCV = 96,5101 - 0,105346*P30 + 0,340322*P60 - 0,000535977*P60^2 + 3,61424*Tmax15 - 
4,42696*Tmax30 - 0,948521*Tmedia15 +  0,175041*HRmax7 + 5,61013*lev15 - 0,511757*lev15^2 + 
1,16068*EVI1^2 
 
En la Figura 35, se muestran los mejores puntos de muestreo ajustados siendo estos Gilet, 
Montanejos y Navarrés. Se puede visualizar que no se ajustan en los puntos en los que existe 
mayor variación de HCV, por lo que no se puede utilizar un único modelo para todo el territorio. 
Se ha creado un modelo regresión múltiple  por punto de muestreo, ya que la dinámica del HCV 




































4.1 Modelos de Regresión Múltiple con Variables Meteorológicas  
 
En esta sección se analizan los resultados obtenidos con los modelos de regresión lineal múltiple 
los cuales solo usan variables meteorológicas como variables predictoras, los datos fueron 
obtenidos a partir del segundo semestre del 2014 hasta el primer semestre del 2018.  
Los modelos de estimación del HCV de Romero fueron obtenidos mediante el método selección 
hacia atrás ya que ha sido el método que mejor resultado se ha conseguido tras realizar las pruebas 
con los métodos descritos en el apartado 3; siendo los puntos de muestreo Bétera, Buñol, Navarrés 
y Villargordo de Cabriel los que mejor R cuadrada ajustada han alcanzado con valores superiores 
al 70%.  Los modelos de regresión lineal múltiple incluyen variables meteorológicas y para 
mejorar el modelo se incluyó en algunos casos variables polinomiales de grado 2.  
En la Tabla 52, se muestra el valor de R cuadrada ajustada y los Modelos obtenidos por punto de 
muestreo, solo en el  22,22% de los puntos de muestreo han logrado un buen ajuste R cuadrada 
ajustada mayor al 70%, es decir que las variables meteorológicas han logrado explicar el HCV de 
Romero, el restante 77,78% ha obtenido modelos de regresión lineal múltiple que no logran 
estimar el HCV  más allá de un 60%  a excepción de Cortes de Pallas- Muela Cortes que no se ha 
obtenido un modelo que posea variables meteorológicas estadísticamente significativas (ver 
Figura 36).  
Como se puede observar en el punto de muestreo Castielfabib, el modelo solo ha incluido una 
variable estadísticamente significativa razón por la cual posee un R cuadrado ajustado bajo con 
respecto a las demás estaciones.  
Los puntos de muestreo Villar del Arzobispo, Puebla Tornesa y Ayora poseen modelos que no se 
ajustan a las mediciones de HCV, y como solo depende de la información meteorológica se ha 
analizado la distancia de las estaciones meteorológicas a los puntos de muestreo, y efectivamente 
son estaciones de la AEMET (Jalance, Atzeneta del Maestrat y Llíria)  que se encuentran a una 
distancia mayor a 15km, razón por la cual no se han conseguido un buen ajuste. 
Tabla 52:  Modelos Lineales de Regresión Múltiple (variables meteorológicas)  
Punto de Muestreo R2 ajustado Modelos*  
Albaida - Muro de 
Alcoy  
50,7106 HCV = 245,822 - 0,0700213*P3^2 + 0,0128868*P15^2 + 
0,817315*HRmax3 - 3,15675*HRmax15 + 0,0451367*HRmin15^2 - 
0,0423993*pto_r15^2 
 
Altea  68,4487 HCV = 83,4926 - 1,18823*P7 + 1,52581*P15 - 0,459137*P30 + 
0,139397*P60 - 5,15624*Tmedia15 + 2,70746*HRmax15 - 
2,67691*HRmin15 - 151,711*pto_r3 - 66,7545*pto_r7 + 
115,935*pto_r15 - 42,1776*pto_r30 
 
Ayora  32,5777 HCV = 126,911 - 10,8908*Tmax15 - 4,95567*Tmax30 + 
14,9034*Tmedia15 + 0,783499*HRmax3 + 2,93929*HRmax15 - 
3,55493*HRmin15 - 2,95447*Vmax3 - 5,36946*lev7 
 
Bétera  98,5372 HCV = 93,9428 + 4,61862*P7 - 2,69037*P15 - 0,701003*P60 + 
14,7103*Tmax7 - 32,6908*Tmax15 - 6,53847*Tmax30 + 
6,89948*Tmedia3 - 34,6093*Tmedia7 + 55,376*Tmedia15 - 
2,34332*HRmax3 + 6,37171*HRmax15 + 3,21022*HRmin3 - 
6,23174*HRmin7 + 22,2853*Vmax3 - 21,6333*Vmax7 - 5,90314*lev3 





Biar  56,1426 HCV = 42,2657 + 0,415955*P60 + 6,27552*Tmax3 - 8,32068*Tmedia3 
+ 5,22065*Vmax3 - 9,78646*pto_r7 + 0,182409*pto_r7^2 
 
Buñol  74,2755 HCV = 117,412 + 0,235106*P30 + 0,393012*P60 - 0,00118603*P60^2 
+ 7,14751*Tmax7 - 14,8777*Tmax15 + 4,29939*Tmedia3 - 
13,3695*Tmedia7 + 12,4221*Tmedia15 - 1,41088*HRmax3 + 
2,4658*HRmax15 + 2,02267*HRmin3 - 3,5575*HRmin15 + 
2,77856*Vmax7 +  5,38373*lev7 - 31,4986*pto_r3 + 10,2066*pto_r7 
 
Castielfabib 10,7634 HCV = 99,5286 + 0,140771*P3^2 
 
Cortes de Pallas - 
Muela Cortes 
- - 
Chelva  60,7795 HCV = 9,07815 + 0,854871*P15 - 0,00750093*P15^2 + 0,711442*P60 
- 0,00295595*P60^2 - 2,64445*Tmedia7 + 2,08122*HRmax3 - 
0,0113404*HRmax3^2 
 
Fredes  55,3366 HCV = 57,6272 + 0,114069*P60 + 7,96373*Tmax15 - 
0,285435*Tmax30^2 
 
Gandia  54,2224 HCV = 206,288 + 2,9091*P60 - 184,566*Tmax3 + 170,753*Tmax7 - 
186,884*Tmax30 + 172,567*Tmedia3 + 2,53343*HRmax15 - 
6,52186*HRmin3 + 0,0495128*HRmin3^2 + 4,59088*HRmin7 - 
2,67493*HRmin15 - 23,9875*Vmax3 + 46,2217*Vmax7 - 
36,9178*Vmax15  - 1,74524*pto_r7 
 
Gilet 53,9563 HCV = 140,235 + 0,493503*P60 - 2,99363*Tmax30 - 
0,00117828*P60^2 
 
Llombai 66,8175 HCV = -115,702 + 13,0705*P30 - 0,56276*P30^2 + 99,1847*Tmax30 - 
100,024*Tmedia3 + 2,3188*HRmax3 - 4,79936*HRmax7 +  
3,14056*HRmax15 - 1,67473*HRmin3 + 2,43018*HRmin7 + 
12,4633*Vmax3 - 22,2768*Vmax7 + 17,4008*Vmax15 
 
Montanejos  53,7003 HCV = 138,811 - 15,0265*pto_r3 + 0,00519936*P15^2 - 
0,206091*Tmax30^2 + 0,213467*Tmedia15^2 + 21,8287*lev3^2 + 
0,355283*pto_r7^2 - 0,301149*pto_r15^2 
 
Navarrés  74,0723 HCV = 169,03 + 1,64534*P3 - 1,63059*P7 + 0,629117*P15 + 
0,226537*P60 + 3,34759*Tmax3 - 13,6958*Tmax7 + 16,7064*Tmax15 
- 9,05955*Tmax30 - 9,30835*Tmedia3 + 19,8868*Tmedia7 - 
10,0855*Tmedia15 - 0,413607*HRmax15 + 0,666164*HRmin3 + 
3,69558*Vmax3 - 7,29845*Vmax7 + 4,24112*Vmax15 
 
Puebla Tornesa  25,3399 HCV = 126,43 + 0,133629*P60 - 0,0572276*Tmedia7^2 
Villargordo del 
Cabriel  
74,0185 HCV = 138,413 + 3,07553*P7 + 0,181128*P60 - 4,0609*Tmax30 + 
2,12603*Tmedia7 - 0,058865*P7^2 
 
Villar del Arzobispo 11,0115 HCV = 128,23 + 1,67031*Tmax3 - 2,70587*Tmax30 
 






Figura 36: Modelos de Regresión Lineal Múltiple (Variables Meteorológicas ) 
 
La Figura 37, muestra los gráficos X-Y Múltiple de cada uno de los puntos de muestreo como se 
puede observar en la mayoría de los gráficos el modelo generado no se acerca a las mediciones 
reales de HCV, especialmente en las mediciones que tienen picos no llega a estimar con precisión 
la medida de HCV; estos picos se deben a las constantes subidas y bajadas de valores de HCV 
que son más notorios, ya que se visualiza una serie temporal de aproximadamente 4 años, hecho 
que no ocurre en el punto de muestreo Bétera que estima casi de manera exacta el HCV del 
Romero pero cabe recalcar que para este punto de muestreo solo se tiene mediciones desde 2016 
al 2018, es decir la serie temporal no tiene  mucha variabilidad de HCV por lo que el modelo 


































Figura 37: Gráficos X – Y Múltiple por Punto de Muestreo (variables meteorológicas)   
4.2 Modelos de Regresión Múltiple con Variables Meteorológicas e Índices 
Vegetación  
 
En esta sección se analizará los modelos de regresión lineal múltiple obtenidos que incluyeron 
las variables meteorológicas e índices de vegetación durante el periodo 2016 a 2018.  
Se sabe que el HCV no solo depende de las condiciones climáticas y que al interactuar con 
variables de Índices de Vegetación mejoró los modelos considerablemente, 16 de 18 puntos 
de muestreo alcanzaron un R cuadrada ajustada mayor al 80%, los dos restantes mejoraron 
considerablemente con respecto a lo analizado en la Tabla 53 pero no superan el R cuadrada 
del 70%; en los modelos solo aparecen variables que son estadísticamente significativas con 
un nivel de confianza del 95%. 
 
Al incluir índices de vegetación la interacción de estos con variables meteorológicas es 
diferente ya que se trabaja con datos sobre el punto de muestreo, esto hace que se deje fuera 
o ingresen otras variables meteorológicas, como por ejemplo en el  punto de muestreo 
Castielfabib hubo una buena relación entre índices de vegetación y variables meteorológicas 
siendo así que se incluyeron siete variables meteorológicas junto con dos índices de 
vegetación, en contraste con el modelo que solo incluía variables meteorológicas el cual 
solamente incluía una variable estadísticamente significativa; lo mismo sucede en el punto de 
muestreo Villar del Arzobispo en el que se incluyen 15 variables meteorológicas y 6 índices 
de vegetación, es decir la interacción de estas variables logran explicar el HCV.  En el punto 
de muestreo Ayora las variables meteorológicas se duplican es decir de 7 variables que incluía 
el modelo en el apartado 4.1 ahora se incrementaron a 15 variables junto con 9 índices de 
vegetación alcanzando un R cuadrado ajustado de 91,97%.  
Los mejores modelos son los de los puntos de muestreo Villar del Arzobispo, Cortes de Pallas 












Albaida - Muro 
de Alcoy  
87,3475 HCV = -273443, + 7,25669*P3 - 9,36723*P7 + 2,77428*P15 - 
1,81913*P30 + 1,38431*P60 + 54,0656*Tmax15 + 12,4294*Tmedia7 
- 69,0415*Tmedia15 + 0,942831*HRmax3 - 4,29913*HRmax15 + 
5,03352*HRmin15 - 18,982*Vmax3 + 27,2337*Vmax7 - 
8,93397*lev3+ 86,8164*pto_r7 - 10338,7*NDVI - 990,079*EVI + 
181453,*SAVI - 14559,7*NDWI - 5585,27*VARI + 18459,8*Vigreen 
 
Altea  90,3431 HCV = 827,995 + 0,00342034*P15^2 - 1,68986*P30 + 
0,0089124*P30^2 - 7,06136*Tmedia15 + 5,7216*HRmax3 -
7,78454*HRmax7 + 1,98466*HRmax15 - 4,03595*HRmin3 + 
5,43663*HRmin7 - 19,1122*Vmax3 + 32,6295*Vmax7 - 3,4141*lev3+ 
12,8561*pto_r3 - 434,614*SAVI - 449,349*VARI + 
745,275*Vigreen_1 
 
Ayora  91,9714 HCV = 5011,77 - 5,89732*P3 - 0,827365*P7 - 0,67311*P30 + 
0,519983*P60 + 5,71749*Tmax3 - 85,0889*Tmax15 - 
22,0746*Tmax30 -  75,4322*Tmedia7 + 180,572*Tmedia15 + 
4,59602*HRmax3 + 3,5672*HRmax7 + 7,25998*HRmax15 + 
5,24194*HRmin3 - 8,96983*HRmin7  - 6,54963*HRmin15 + 
18153,9*NDVI + 63,5142*EVI + 33508,1*NDWI + 20106,3*VARI- 
15603,8*Vigreen -  23998,4*NDVI^2 + 35508,0*NDWI^2 + 
62276,6*VARI^2 - 70077,0*Vigreen^2 
 
Bétera  91,0963 HCV = -190921, - 42,7456*EVI + 127451,*SAVI 1 + 42,444*NDWI - 
1426,96*VARI + 1902,58*Vigreen + 1,96761*P3 - 0,768327*P15 + 
0,786451*P30 + 7,71734*Tmax3 - 8,64278*Tmax7 + 12,1079*lev7 - 
19,3225*lev15 
 
Biar  82,7543 HCV = 1116,49 + 5,52001*P3 - 0,901698*P3^2 + 0,091347*P7^2 -
4,01936*Tmedia15 + 0,825276*HRmax3 - 23,8871*HRmax15 +  
0,157854*HRmax15^2 - 1,11508*HRmin3 - 0,0381629*HRmin15^2 
+ 5,61148*Vmax3 + 7,38679*Vmax7 + 27,4375*pto_r30 - 
87,8105*EVI - 35,7698*NDWI + 436,86*VARI - 28,1824*SAVI  
Buñol  90,2821 HCV = 47,5294 - 2,50526*Tmax3 + 11,3467*Tmax7 - 
11,2275*Tmax15 - 4,39276*Tmax30 - 9,82176*Tmedia7 + 
13,3757*Tmedia15 - 5,30685*HRmax7 + 6,78923*HRmax15 + 
1,08554*HRmin3 - 1,73576*HRmin15 + 8,95955*Vmax3 - 
7,13347*Vmax7 + 17,0749*lev7 - 11,8469*lev15 + 11,4923*pto_r7 - 
10,7424*pto_r15 + 0,339387*P7 
 
Castielfabib 71,9425 HCV = 61,5398 + 26,0777*EVI^2 - 10,07*Vigreen^2 + 
0,00793322*P30^2 - 0,00431416*P60^2 + 8,56401*Tmax15 -




Pallas - Muela 
Cortes 
97,4101 HCV = 309,908 + 143,627*P7 - 47,5779*P7^2 + 3,04318*P15 + 
0,261195*P30 + 9,30486*Tmedia3 - 10,3975*Tmedia15 - 
1,61542*HRmax3 + 2,82819*HRmax7 - 4,92817*HRmin3 + 
14,4931*Vmax7 - 23,471*Vmax15 
 
Chelva  89,6214 HCV = -31,9724 + 75,2549*EVI_3 - 102,364*NDWI_3 - 
766,512*VARI_3 + 12,8693*P3 + 0,938508* P15 - 0,727943*P30 + 
16,9866*Tmax7 - 0,158815*Tmax30^2 - 13,0963*Tmedia7 - 8,77146* 
HRmax3 + 0,0467454* HRmax3^2 + 4,06727*HRmax7 - 1,65809*     
HRmin3 + 0,036171* HRmin7^2 - 0,052224*HRmin15^2 
 
Fredes  92,5562 HCV = 42,1005 + 1,17169*P60 - 0,00825902*P60^2 + 1,31734*P30 - 
12,0802*Tmax3+ 33,798*Tmax15 - 13,4087*Tmax30 +  
9,03592*Tmedia3 - 13,953*Tmedia15 + 1,35555*HRmax7 - 




10,9947*lev15 -  8,35021*pto_r3 + 0,478415*pto_r15 + 
160,126*NDWI^2 + 71,7658*NDWI - 317,095*VARI + 
1322,88*VARI^2 
 
Gandia  81,0865 HCV = -1423,16 + 471,056*EVI - 91,5243*EVI^2 + 3987,48*NDVI - 
4450,79*NDVI^2 + 1068,21*NDWI^2 -  
2,74569*P30 - 210,469*Tmax3 + 189,951*Tmax15 - 208,385*Tmax30 
+ 216,388*Tmedia3 + 1,68871*HRmax7 
 
Gilet 84,2055 HCV = 80,0421 - 314,502*NDWI - 151,848*VARI + 2,69029*P30 - 
0,475126*P60 + 16,6094*Tmax3 - 14,327*Tmax7 + 22,3928*Tmax15 
- 21,5362*Tmax30 - 12,8483*Tmedia7 - 3,98444*HRmax3 + 
4,36628*HRmin7 + 2,54353*HRmin15 + 8,52377*lev3 + 
37,2591*pto_r3 - 27,722*pto_r7 - 5,52288*pto_r30 
 
Llombai 82,9387 HCV = 132,796 - 14,0619*P7 - 16,3744*P3 + 17,5625*P15 + 
22,3761*P30 - 1,4691*P30^2 - 2,03914*P60 + 297,392*Tmax7 - 
90,1224*Tmax15 - 267,759*Tmedia7 + 1,60999*HRmax3 -
5,56013*HRmax7 + 2,64306*HRmax15 + 3,31732*HRmin7 - 
115,8*EVI - 2050,84*VARI- 127,429*NDWI + 3443,25*Vigreen 
 
Montanejos  93,0113 HCV = 476,33 + 0,549487*P7 - 0,771728*P30 + 0,423425*P60 - 
20,9373*Tmax3+ 16,2393*Tmax7 - 12,2674*Tmax15 -  
11,9798*Tmax30 + 32,4302*Tmedia3 - 29,8857*Tmedia7 + 
24,0312*Tmedia15 - 2,73231*HRmax7 + 3,7207*HRmax15 - 
1,65749*HRmin15  - 8,95343*Vmax7 + 30,914*lev3- 87,4968*lev7 + 
75,1935*lev15 - 32,3785*pto_r3 + 8,73652*pto_r7 - 8,18493*pto_r15 
+  98,3457*Vigreen 
 
Navarrés  81,2519 HCV = 179,918 + 0,28412*P60 - 0,00112122*P60^2 + 
11,2572*Tmax3- 13,6738*Tmax7 - 9,08356*Tmedia3 + 
9,72781*Tmedia7 - 0,700999*HRmax3 + 1,41218*HRmin3 - 




69,7408 HCV = 105753, - 30,655*P3 + 1,02066*P30 - 22,1277*Tmax3+ 
21,6119*Tmax7 + 7,13986*Tmax30 + 37,4902*Tmedia3 - 
44,5416*Tmedia7 - 2284,24*VARI + 3081,52*Vigreen - 




85,2366 HCV = -102,641 - 0,46879*P30 + 0,57889*P60 - 1,87826*Tmax7 + 
1,26899*HRmax3 - 1,25351*HRmin7 + 1,96807*HRmin15 + 




96,5836 HCV = -369690 + 0,949233*P15 + 0,566668*P30 - 1,02655*P60 + 
41,2976*Tmax3 - 13,5582*Tmax7 - 21,2898*Tmax30 - 
40,1556*Tmedia3 + 26,9906*Tmedia15 - 5,64708*HRmax7 + 
5,5845*HRmax15 + 2,69381*HRmin3 + 2,12136*HRmin7 -  
5,91707*HRmin15 + 2,49499*Vmax3 - 4,03646*Vmax7 - 
617,504*NDWI - 140,415*EVI_3 - 899,713*NDVI_3 +  
246949,*SAVI_3 - 4593,68*VARI_3 + 7541,57*Vigreen_3 
 






Figura 38: Modelos de Regresión Lineal Múltiple (Variables Meteorológicas e Índices de 
Vegetación) 
 
La Figura 39 muestra los gráficos X-Y Múltiple de cada uno de los puntos de muestreo como 
se puede observar en la mayoría de los gráficos el modelo generado se aproximan a las 
mediciones reales de HCV, a excepción de Castielfabib y Puebla Tornesa que en los valores 
extremos (picos) no logran estimar el valor de HCV, predice valores por debajo de los 
tomados en campo, ya que sus modelos no han tomado en cuenta variables de Humedad 
Relativa, Viento, Levante y Punto del Rocío mismas que al interactuar con los Índices de 





































Figura 39: Gráficos X – Y Múltiple por Punto de Muestreo (variables meteorológicas e índices de 
vegetación)    
4.3 Análisis de la Influencia de Variables Meteorológicas e Índices de Vegetación  
Cada punto de muestreo se ve afectado por diferentes variables tanto meteorológicas como 
índices de vegetación, en la Tabla 54, se puede visualizar las variables meteorológicas e 
índices de vegetación por punto de muestreo.  
El punto de muestreo Buñol y Cortes de Pallas – Muela Cortes no se han visto influenciados 
por las variables de índices de vegetación, logrando un R cuadrada ajustada de 90,28% y 
97,41% respectivamente incluyendo solamente variables meteorológicas.  
Las variables meteorológicas que se presentan en todos los modelos de regresión lineal 
múltiple son Precipitación y Temperatura, es decir HCV está altamente influenciada por estas 
variables seguida de la Humedad Relativa, en contraste solo 7 de los 18 puntos de muestreo 
ha incluido la variable Punto de Rocío, es decir que no tiene influencia relevante para la 
estimación del HCV.  
Analizando los puntos de muestreo Albaida Muro de Alcoy, Altea, Biar, Buñol, Fredes, Gilet 
y Montanejos que en sus modelos han incluido Punto de Rocío, los datos se distinguen de los 




Noviembre y Diciembre del 2016; por lo que es una variable detonante para el modelo de 
regresión múltiple de HCV.  
Los Índices de Vegetación se encuentran presentes en el 80% de los puntos de muestreo, 
siendo VARI la variable presente en 13 puntos de muestreo, seguida de NDWI que se ha 
incluido en 11 puntos de muestreo y dejando de lado al índice de vegetación más conocido 
NDVI y SAVI que solo se los ha incluido en 6 puntos de muestreo que solo se relaciona bien 
con las variables meteorológicas Precipitación, Temperatura y Humedad Relativa ( ver Figura 
40).  
El punto de muestreo Montanejos no tienen gran influencia de índices de vegetación en el 
modelo solo se ha incluido la variable Vigreen, así como también los puntos de muestreo 
Gilet y Castielfabib que solo han incluido dos variables al modelo de regresión múltiple, para 
estos lugares específicos los índices de vegetación no tienen un aporte relevante.  
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                     *Índices de vegetación calculados con los 3 pixeles vecinos al punto de muestreo 
 
Figura 40: Índices de vegetación incluidos en los Puntos de Muestreo 
 
4.4 Validación Cruzada 
Una vez realizada las consideraciones necesarias y asegurándonos que los predictores de los 
modelos son los correctos y que se ajustan correctamente, se evaluó la capacidad del modelo 
para predecir el HCV. 
Para evaluar los modelos se utilizó el método K-Fold Cross-Validation el cual es un proceso 
iterativo, el cual divide los datos de forma aleatoria en k grupos procurando que sean del 
mismo tamaño.  
k-1 grupos se emplean para entrenar el modelo y el otro grupo  se utiliza como test ,  el proceso 
se repite k veces como se requiera utilizando para cada iteración un grupo “test” distinto. El 
proceso genera n estimaciones del test error cuyo promedio se emplea como estimación final 
(Rodrigo, 2016). 
Una de las principales ventajas de utilizar este método es el gasto computacional al elegir el 
número de iteraciones que se recomienda sean entre 5 y 10, en comparación con otros métodos 
que utilizan todos los datos para realizar las iteraciones.  
Otra de las ventajas es el número de grupos empleados como entrenamiento son menos 
solapantes, es decir se tiene menor varianza al promediar las estimaciones del error a 
comparación del método LOOCV que emplea k-1 observaciones para entrenar el modelo, lo 
que es prácticamente todo el set de datos disponible, maximizando así el ajuste del modelo 
a los datos disponibles y reduciendo el bias. Sin embargo, para la estimación final del test 
error rate se promedian las estimaciones de m modelos entrenados con prácticamente los 




altamente correlacionados. Esto se traduce en un mayor riesgo de overfitting y por lo tanto 
varianza (Rodrigo, 2016). 
 Para este estudio, se ha ejecutado un script en R, con un número de grupos ( folds) de k=5,  el 
cual entrega el análisis de la varianza de las variables de cada uno de los puntos de muestreo 
(ver Anexo1).Además  se muestra el valor predicho, el valor real y el residual; también se ha 
calculado el RSME que se refiere a la varianza de los residuos; es decir cuan cerca están los 
valores pronosticados de los valores observados en campo.  
El valor predicho (predicted) se refiere al valor estimado de HCV por el modelo, mientras que 
el valor predicho por cross validation (cvpred) indica el valor estimado aplicando el proceso 
de validación cruzada , el valor de HCV es el valor real que ha sido tomado aleatoriamente del 
conjunto de datos de entrada y CVresidual muestra la diferencia entre el valor predicho por 
validación cruzada (cvpred) y el valor real de HCV.  
El valor de RSME se calcula a través de la función en R train de la librería caret, la fórmula 
para su cálculo es :  
                                          𝑅𝑀𝑆𝐸 =  √
1
𝑝
∑ (𝑑𝑖 − 𝑏𝑖)2
𝑝
𝑖=1                     (7) 
Donde :  
d = valores del modelo (ajustados)  
b = valores observados (verdaderos)  
 
En la Tabla 55, se muestra los resultados de la validación cruzada para cada modelo por punto 
de muestreo; se realizó 5 grupos (folds) con un numero de iteración igual a 5, no siempre deben 
coincidir estos valores, pero para este estudio se ha visto conveniente realizarlos de esta 
manera porque la cantidad de datos no es masiva.  
Un modelo con residuales altos entre el valor predicho por validación cruzada y el valor 
tomado en campo es el del punto de muestreo Ayora en 3 de los 5 folds poseen residuales 
mayores a 30, para analizar lo que ocurre con estos datos se revisado en la base de datos de 
HCV tomados en campo, y se observó que fueron obtenidos en los meses de octubre, 
noviembre y diciembre de 2016 es decir en otoño e invierno, en contraste se tiene también los 
valores predichos por el modelo, la diferencia con los valores reales no es considerable, de 
hecho se encuentran diferencias en el rango [1,3], por lo que no se puede decir que la capacidad 
predictiva del modelo es limitada. 
Uno de los mejores modelos según el proceso de validación cruzada pertenece a Fredes, se 
muestran valores de residuales de bastante bajos a excepción del fold 2 que pertenece del dato 
tomado en Julio del 2016, aun así, no es un valor demasiado alto (-11), considerando que el 
modelo tiene un R cuadrada ajustada de 93%.  
Los residuos (CVresidual) de los puntos Buñol y Castielfabib son similares en valor absoluto, 
pero su valor de RSME es bastante distinto, esto se debe a los valores de R cuadrado ajustado 
mientras que Buñol tiene un ajuste de 90.28%, Castielfabib posee un valor de 71.94% es por 







 Tabla 55:  Análisis de Residuos 5-fold Cross Validation 
Punto de Muestreo Cross Validation  RMSE 
Albaida - Muro de 
Alcoy  
            [,1]  [,2]  [,3]  [,4]  [,5]   
Predicted   119.4 92.84 147.1 140.4 116.5  
cvpred      103.1 89.97 198.6 136.3 100.8   
HCV         124.0 91.00 145.0 148.0 113.0  




Altea              [,1] [,2]  [,3]  [,4]  [,5] 
Predicted   93.9 54.0  73.0 170.2 91.59 
cvpred      81.0 58.5  83.9 158.6 88.29 
HCV         95.0 64.0  56.0 175.0 92.00 




Ayora             [,1]  [,2]  [,3]   [,4]  [,5] 
Predicted   140.3 112.3 113.5 161.73 90.88 
cvpred      112.4 167.9  60.4 172.37 93.37 
HCV         142.7 111.1 114.6 162.66 87.91 




Bétera              [,1]  [,2]  [,3]  [,4]  [,5] 
Predicted   110.85  81.6 127.7 96.94 75.04 
cvpred      108.11  73.2 126.8 94.33 73.17 
HCV         106.00 105.0 141.0 97.00 68.00 
CVresidual  -2.11  31.8  14.2  2.67 -5.17 
 
52.7 
Biar              [,1]  [,2]  [,3]  [,4]  [,5] 
Predicted   101.76  71.0 71.88 118.7 116.0 
cvpred      105.06  76.9 70.18 125.1 122.5 
HCV          97.00  54.0 73.00 115.0 101.0 




Buñol             [,1]   [,2] [,3]  [,4]  [,5] 
Predicted   125.9 121.54 77.0  96.6  68.4 
cvpred      139.0 120.00 66.3  86.5 120.4 
HCV         121.1 113.46 91.8 101.2  68.3 




Castielfabib            [,1]  [,2]   [,3]  [,4]  [,5] 
Predicted   102.40  61.0 100.96 90.26 104.5 
cvpred      102.15  63.6 104.59 92.72 107.4 
HCV         110.00  50.0  99.00 85.00  93.0 




Cortes de Pallas - 
Muela Cortes 
            [,1] [,2]  [,3]  [,4]  [,5]   
Predicted   143.88 43.2 54.59 122.6 153.8   
cvpred      146.44 32.0 55.96 140.4 115.8  
HCV         143.00 50.0 60.00 121.0 155.0   





Chelva             [,1]   [,2]  [,3]  [,4]  [,5]    
Predicted    96.21 118.66 75.48  74.3 63.41  






HCV         103.05 118.76 77.54  68.0 59.78  
CV residual   9.88  -1.53  2.73 -12.6 -4.28   
 
Fredes               [,1]  [,2] [,3]  [,4]  [,5] 
Predicted   147.011  87.3  121 83.87 55.5079 
cvpred      147.474  93.5  121 77.87 57.9607 
HCV         148.000  82.0  120 83.00 58.000 




Gandia              [,1]    [,2]  [,3]  [,4]  [,5] 
Predicted   233.55 131.23 151.7 165.484 122.2 
cvpred      239.41  126.31 131.3 163.682 108.
8 
HCV         232.97  132.67 178.4 164.310 132.
3 





Gilet              [,1]  [,2]  [,3]  [,4] [,5]   
Predicted    82.0  56.5 90.07 95.57 64.9  
cvpred      100.8  66.7 85.87 95.65 62.6  
HCV          80.8  48.0 89.58 92.10 74.6  




Llombai             [,1]  [,2]  [,3]  [,4]  [,5] 
Predicted   99.4 42.36 102.4 109.6  94.9 
cvpred      99.4 33.54  64.1  93.6 108.3 
HCV         98.1 43.11 108.0 109.7  91.3 




Montanejos   
             [,1]  [,2] [,3] [,4]  [,5]   
Predicted   126.6 101.3 60.5  151  70.6   
cvpred      115.5  79.1 50.3  188  95.3   
HCV         131.0  93.0 60.0  145  72.0   




Navarrés          [,1]  [,2]   [,3]   [,4]    [,5]   
Predicted    96.3 93.61 144.74  99.67 101.5  
cvpred       98.4 95.48 152.66 102.84 102.4  
HCV          86.0 96.00 143.00 105.00 102.0  
CVresidual -12.4  0.52 -9.66   2.16  -0.437  
 
12.9 
Puebla Tornesa               [,1]  [,2]  [,3]  [,4]   [,5] 
Predicted   148.6  97.9 129.6  82.2 111.73 
cvpred      145.9 115.5 137.4  91.8 111.41 
HCV         156.0  62.0 126.0  73.0 105.00 






              [,1]   [,2]  [,3] [,4]   [,5]   
Predicted   107.04 64.501  95.6 79.9 108.35  
cvpred      107.86 62.763  90.6 76.4 109.97  
HCV          99.31 62.200 101.3 91.2 101.75  







Villar del Arzobispo            [,1]  [,2]  [,3]   [,4]  [,5]  
Predicted   110.3 89.05 101.4 108.79 168.8 
cvpred      120.2 83.70 115.3 108.48 185.8  
HCV         109.7 87.48 100.4 111.61 164.9 




































La Tabla 56, muestra el presupuesto aproximado del estudio, desglosado en tres grupos Personal 
Técnico, Datos y Software. Se hace referencia a los costos de contratación de personal técnico de 
nivel medio, que son de aproximadamente de 1200 euros por mes considerando que se trabaja 25 
horas semanales durante 20 semanas; además de los costos de Seguridad Social y Adicionales 
durante 5 meses. Los datos de HCV fueron provistos por la empresa VAERSA que trabaja para 
la Dirección de Prevención de Incendios Forestales de la Generalitat Valenciana de manera 
gratuita y las  imágenes satelitales están disponibles sin costo en la página de Copernicus 
https://scihub.copernicus.eu/. Los datos meteorológicos provistos por AEMET, se toma en cuenta 
el número de estaciones, el número de variables y el número de meses de los cuales se requería 
la información (5 años), con un coste de 2,81 euros. Con respecto al software, se ha hecho uso del 
Software Estadístico R que es de libre acceso y el Software Statgraphics XVII-X64 con una 
licencia de estudiante por un periodo de 1 año. Finalmente, el costo aproximado de la ejecución 
de este estudio fue de 21762,06 euros.  
 
Tabla 56: Presupuesto  
 










  1200 1200 1200 1200 1200 6000 
Seguridad Social y 
Gastos Adicionales  




Número de estaciones  18 
2,81 




Numero de variables  
(Precitación, 
Temperatura, Humedad  
Relativa y Viento)  
4  - -  -  -  -  
Tiempo (meses) 60  - -  -  -  -  
Datos de HCV 
Provistos por VAERSA de 
forma gratuita 
  0   0 0 0 0 
Imágenes 
Satelitales  
Provistas por Copernicus de 
manera gratuita 
  0   0 0 0 0 
Software  
Software 
Estadístico R  
Software Libre   0 0 0 0 0 0 
StatGraphics XVII 
- X64** 














En este trabajo se han usado los datos de Humedad de Combustible Vivo (HCV) de la especie 
vegetal Rosmarinus officinalis que han sido tomados mensualmente, por la empresa VAERSA, 
durante un periodo de 4 años completos, desde agosto de 2014 hasta julio 2018, en 18 puntos de 
muestreo repartidos por las tres provincias de la Comunidad Valenciana. Se han definido 18 
modelos de regresión múltiple, uno por cada punto de muestreo usando como variables 
predictoras 28 variables meteorológicas obtenidas a partir de las 18 estaciones meteorológicas 
más cercanas a los puntos de muestreo que contaban con información diaria de Precipitación, 
Temperatura, Humedad Relativa, Viento, Levante y Punto de Rocío.  
Mediante el análisis de la relación de las variables se pudo determinar que el incluir variables 
elevadas al cuadrado, lograba explicar el HCV de forma más precisa,  obteniendo modelos de 
regresión múltiple más explicativos; por el contrario, el considerar en el modelo términos que tienen 
en cuenta la interacción entre las variables no dio buenos resultados a pesar de tener variables 
estrechamente relacionadas no lograron mejorar los modelos. Además, presentaban valores-P 
mayores a 0.05 es decir que no eran estadísticamente con un 95% de confianza, por esto no 
formaron parte de este estudio.  
El método de selección hacia atrás fue el que se utilizó durante todo el estudio, ya que se 
obtuvieron buenos resultados añadiendo todas las variables y quedándose solo con las que 
cumplen con la condición de valor-P < 0.05, valor establecido para este trabajo, de esta manera 
se aseguró que todas las variables incluidas en los modelos sean estadísticamente significativas. 
Se analizó también el método de regresión selección hacia atrás con criterio de información de 
AKAIKE con el fin de corroborar los modelos obtenidos y las variables incluidas, tomando en 
cuenta que este criterio no busca el mejor modelo con variables estadísticamente significativas sino 
el modelo que menos información pierda. Se analizó minuciosamente las variables que se incluían 
ya que podían ingresar variables que no fuesen estadísticamente significativas. Los modelos que 
entregó el análisis con AKAIKE coincidieron con los generados por selección hacia atrás, por lo 
que las variables se tomaron como válidas por ser estadísticamente significativas.  
La comparación de modelos de regresión múltiple permitió obtener modelos que cumplan con el 
principio de parsimonia, fueron evaluados mediante criterios de información de mejor R cuadrado 
ajustado, Cp de Mallows y otros criterios de información como AIC, HQC y BIC. Se obtuvieron 
modelos que tengan un R cuadrado ajustado alto y un Cp de Mallows bajo.   
El tener variables altamente relacionadas ocasiona que exista multicolinealidad. El análisis de la 
multicolinealidad se lo realizó a través del factor de inflación de varianza (VIF), valores mayores 
a 10 hacen referencia a que existe la probabilidad de que se tenga variables que aporten el mismo 
tipo de información, lo que ocurre entre variables de Temperatura máxima y mínima, que muestran 
valores de VIF mayores a 100, lo mismo ocurre con la variable Punto de Rocío medidos entren 
los 7 y 15 días ya que describen un mismo evento.  
Solamente el 22,22% de los modelos que usaban sólo las variables meteorológicas como variables 
predictoras lograron alcanzar un R cuadrado ajustado mayor al 70% e inclusive un punto de 
muestreo ( Cortes de Pallas – Muela Cortes ) no se obtuvo modelo con variables estadísticamente 
significativas; estos modelos se ven directamente influenciados por la distancia a la que se 
encuentran las estaciones meteorológicas. Esto afecta a la precisión de las predicciones.  
Para mejorar el ajuste de los modelos de regresión múltiple conseguido con variables 
meteorológicas se añadieron seis índices de vegetación NDVI, VARI, SAVI, Vigreen, NDWI y 
EVI los cuales fueron calculados en el pixel exacto del punto de muestreo a partir de imágenes 




2018. La interacción de estas variables efectivamente mejoró los modelos de regresión 
consiguiendo un R cuadrado ajustado superior al  70% , existen solo dos puntos de muestreo por 
debajo del 80% ( Puebla Tornesa y Castielfabib). Además, los puntos de muestreo Biar, Villar del 
Arzobispo y Cortes de Pallas- Muela Cortes superan el 95% de ajuste .  
Tras el análisis de los modelos de regresión múltiple se puede mencionar que las variables de 
precipitación y temperatura, VARI y NDWI son las que mayor influencia tienen en la estimación 
de HCV, dejando de lado variables como NDVI, levante y punto de rocío .De esta última se tiene 
que decir que al tener valores de cero en la mayoría de los puntos de muestreo provoca que no sea 
un determinante para explicar el HCV.  
La capacidad predictiva de los modelos fue analizada mediante k-folds Cross Validation, tomando 
como número de folds e iteraciones un valor igual a 5. En términos generales los modelos 
proporcionan estimaciones de HCV bastante exactas, pero son muy sensibles a los cambios de 
estaciones del año se ha visto que en el punto de muestreo como Ayora en otoño e invierno el 
modelo tiene una capacidad predictiva limitada, por lo que convendría analizar la ubicación del 
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8  ANEXOS 
Anexo 1 
 
Tablas de Análisis de la Varianza por puntos de muestreo  
Albaida - Muro de Alcoy 
Coefficients: 
             Estimate Std. Error t value Pr(>|t|)     
(Intercept) -2.73e+05   6.20e+04   -4.41  0.00169 **  
P3           7.26e+00   1.65e+00    4.41  0.00170 **  
P7          -9.37e+00   1.93e+00   -4.86  0.00090 *** 
P15          2.77e+00   4.37e-01    6.35  0.00013 *** 
P30         -1.82e+00   2.10e-01   -8.67  1.2e-05 *** 
P60          1.38e+00   1.52e-01    9.09  7.9e-06 *** 
Tmax15       5.41e+01   9.03e+00    5.99  0.00021 *** 
Tmedia7      1.24e+01   2.57e+00    4.84  0.00092 *** 
Tmedia15    -6.90e+01   1.08e+01   -6.38  0.00013 *** 
HRmax3       9.43e-01   3.35e-01    2.81  0.02034 *   
HRmax15     -4.30e+00   9.37e-01   -4.59  0.00131 **  
HRmin15      5.03e+00   1.15e+00    4.39  0.00176 **  
Vmax3       -1.90e+01   2.73e+00   -6.96  6.6e-05 *** 
Vmax7        2.72e+01   4.04e+00    6.74  8.4e-05 *** 
lev3        -8.93e+00   2.07e+00   -4.32  0.00193 **  
pto_r7       8.68e+01   1.61e+01    5.38  0.00045 *** 
NDVI1       -1.03e+04   1.97e+03   -5.26  0.00052 *** 
EVI1        -9.90e+02   3.50e+02   -2.83  0.01965 *   
SAVI1        1.81e+05   4.12e+04    4.40  0.00171 **  
NDWI1       -1.46e+04   3.01e+03   -4.84  0.00092 *** 
VARI1       -5.59e+03   1.58e+03   -3.54  0.00629 **  
Vigreen1     1.85e+04   4.29e+03    4.30  0.00200 **  
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 10.9 on 9 degrees of freedom 
Multiple R-squared:  0.962, Adjusted R-squared:  0.873  




             Estimate Std. Error t value Pr(>|t|)     
(Intercept)  8.28e+02   1.45e+02    5.70  2.6e-05 *** 
I(P15^2)     3.42e-03   7.59e-04    4.50  0.00031 *** 
P30         -1.69e+00   2.70e-01   -6.26  8.6e-06 *** 
I(P30^2)     8.91e-03   1.34e-03    6.68  3.9e-06 *** 
Tmedia15    -7.06e+00   6.75e-01  -10.45  8.0e-09 *** 
HRmax3       5.72e+00   9.14e-01    6.26  8.6e-06 *** 
HRmax7      -7.78e+00   1.28e+00   -6.08  1.2e-05 *** 
HRmax15      1.98e+00   7.36e-01    2.70  0.01531 *   
HRmin3      -4.04e+00   8.42e-01   -4.80  0.00017 *** 
HRmin7       5.44e+00   1.32e+00    4.11  0.00074 *** 




Vmax7        3.26e+01   7.18e+00    4.54  0.00029 *** 
lev3        -3.41e+00   1.19e+00   -2.87  0.01068 *   
pto_r3       1.29e+01   2.79e+00    4.61  0.00025 *** 
SAVI_1      -4.35e+02   7.15e+01   -6.08  1.2e-05 *** 
VARI_1      -4.49e+02   8.50e+01   -5.29  6.0e-05 *** 
Vigreen_1    7.45e+02   1.09e+02    6.81  3.0e-06 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 10.8 on 17 degrees of freedom 
Multiple R-squared:  0.95, Adjusted R-squared:  0.903  




                  Estimate Std. Error t value Pr(>|t|)     
(Intercept)       5.01e+03   4.63e+02   10.83  3.7e-05 *** 
P3               -5.90e+00   8.61e-01   -6.85  0.00047 *** 
P7               -8.27e-01   2.26e-01   -3.67  0.01051 *   
P30              -6.73e-01   1.61e-01   -4.19  0.00577 **  
P60               5.20e-01   9.79e-02    5.31  0.00181 **  
Tmax3             5.72e+00   1.45e+00    3.94  0.00762 **  
Tmax15           -8.51e+01   9.17e+00   -9.28  8.9e-05 *** 
Tmax30           -2.21e+01   3.13e+00   -7.06  0.00040 *** 
Tmedia7          -7.54e+01   7.21e+00  -10.46  4.5e-05 *** 
Tmedia15          1.81e+02   1.87e+01    9.67  7.0e-05 *** 
HRmax3            4.60e+00   1.21e+00    3.80  0.00893 **  
HRmax7            3.57e+00   1.13e+00    3.16  0.01945 *   
HRmax15           7.26e+00   1.12e+00    6.47  0.00065 *** 
HRmin3            5.24e+00   7.00e-01    7.49  0.00029 *** 
HRmin7           -8.97e+00   1.35e+00   -6.62  0.00057 *** 
HRmin15          -6.55e+00   9.25e-01   -7.08  0.00040 *** 
NDVI_1_I          1.82e+04   2.67e+03    6.80  0.00050 *** 
EVI_1_I           6.35e+01   1.50e+01    4.23  0.00550 **  
NDWI_1_I          3.35e+04   3.18e+03   10.53  4.3e-05 *** 
VARI_1_I          2.01e+04   2.30e+03    8.76  0.00012 *** 
Vigreen_1_I      -1.56e+04   1.65e+03   -9.46  7.9e-05 *** 
I(NDVI_1_I^2)    -2.40e+04   2.09e+03  -11.49  2.6e-05 *** 
I(NDWI_1_I^2)     3.55e+04   3.17e+03   11.18  3.0e-05 *** 
I(VARI_1_I^2)     6.23e+04   6.05e+03   10.29  4.9e-05 *** 
I(Vigreen_1_I^2) -7.01e+04   6.92e+03  -10.12  5.4e-05 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 7.56 on 6 degrees of freedom 
Multiple R-squared:  0.984, Adjusted R-squared:  0.92  




             Estimate Std. Error t value Pr(>|t|)     
(Intercept) -1.91e+05   5.25e+04   -3.64  0.00244 **  
EVI1        -4.27e+01   5.79e+00   -7.39  2.3e-06 *** 




NDWI1        4.24e+01   1.07e+01    3.98  0.00122 **  
VARI1       -1.43e+03   3.99e+02   -3.58  0.00276 **  
Vigreen1     1.90e+03   5.61e+02    3.39  0.00401 **  
P3           1.97e+00   3.33e-01    5.92  2.8e-05 *** 
P15         -7.68e-01   2.54e-01   -3.03  0.00848 **  
P30          7.86e-01   1.96e-01    4.01  0.00114 **  
Tmax3        7.72e+00   1.38e+00    5.57  5.3e-05 *** 
Tmax7       -8.64e+00   1.75e+00   -4.95  0.00017 *** 
lev7         1.21e+01   2.84e+00    4.27  0.00067 *** 
lev15       -1.93e+01   2.51e+00   -7.70  1.4e-06 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 11.5 on 15 degrees of freedom 
Multiple R-squared:  0.951, Adjusted R-squared:  0.911  





              Estimate Std. Error t value Pr(>|t|)     
(Intercept)  1116.4944   351.4299    3.18  0.00551 **  
P3              5.5200     1.5250    3.62  0.00212 **  
I(P3^2)        -0.9017     0.1646   -5.48  4.1e-05 *** 
I(P7^2)         0.0913     0.0195    4.69  0.00021 *** 
Tmedia15       -4.0194     0.7150   -5.62  3.1e-05 *** 
HRmax3          0.8253     0.2939    2.81  0.01210 *   
HRmax15       -23.8871     8.5385   -2.80  0.01237 *   
I(HRmax15^2)    0.1579     0.0508    3.11  0.00638 **  
HRmin3         -1.1151     0.3924   -2.84  0.01128 *   
I(HRmin15^2)   -0.0382     0.0104   -3.65  0.00197 **  
Vmax3           5.6115     1.4716    3.81  0.00139 **  
Vmax7           7.3868     1.7941    4.12  0.00072 *** 
pto_r30        27.4375     5.0902    5.39  4.9e-05 *** 
EVI1          -87.8105    19.7842   -4.44  0.00036 *** 
NDWI1         -35.7698    11.2199   -3.19  0.00538 **  
VARI1         436.8603    99.4958    4.39  0.00040 *** 
SAVI1         -28.1824    11.0243   -2.56  0.02044 *   
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 11.2 on 17 degrees of freedom 
Multiple R-squared:  0.911, Adjusted R-squared:  0.828  




            Estimate Std. Error t value Pr(>|t|)     
(Intercept)   47.529     47.613    1.00  0.33216     
Tmax3         -2.505      0.983   -2.55  0.02075 *   
Tmax7         11.347      2.661    4.26  0.00052 *** 
Tmax15       -11.227      3.423   -3.28  0.00441 **  
Tmax30        -4.393      1.763   -2.49  0.02337 *   




Tmedia15      13.376      4.579    2.92  0.00953 **  
HRmax7        -5.307      0.785   -6.76  3.3e-06 *** 
HRmax15        6.789      0.933    7.28  1.3e-06 *** 
HRmin3         1.086      0.325    3.34  0.00391 **  
HRmin15       -1.736      0.822   -2.11  0.04974 *   
Vmax3          8.960      1.200    7.47  9.2e-07 *** 
Vmax7         -7.133      1.307   -5.46  4.3e-05 *** 
lev7          17.075      2.426    7.04  2.0e-06 *** 
lev15        -11.847      2.480   -4.78  0.00018 *** 
pto_r7        11.492      2.255    5.10  9.0e-05 *** 
pto_r15      -10.742      2.152   -4.99  0.00011 *** 
P7             0.339      0.112    3.04  0.00737 **  
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 9.23 on 17 degrees of freedom 
Multiple R-squared:  0.951, Adjusted R-squared:  0.903  




               Estimate Std. Error t value Pr(>|t|)     
(Intercept)    6.15e+01   1.89e+01    3.25  0.00402 **  
I(EVI1^2)      2.61e+01   5.86e+00    4.45  0.00024 *** 
I(Vigreen1^2) -1.01e+01   3.58e+00   -2.81  0.01074 *   
I(P30^2)       7.93e-03   1.54e-03    5.14  5.0e-05 *** 
I(P60^2)      -4.31e-03   9.66e-04   -4.46  0.00024 *** 
Tmax15         8.56e+00   1.93e+00    4.43  0.00026 *** 
I(Tmax15^2)   -3.89e-01   7.78e-02   -5.00  6.9e-05 *** 
I(Tmedia15^2)  3.58e-01   1.03e-01    3.49  0.00233 **  
HRmax3        -2.65e+00   7.39e-01   -3.58  0.00188 **  
I(HRmax3^2)    2.45e-02   7.62e-03    3.21  0.00439 **  
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 13.4 on 20 degrees of freedom 
Multiple R-squared:  0.806, Adjusted R-squared:  0.719  
F-statistic: 9.26 on 9 and 20 DF,  p-value: 2.05e-05 
 
Cortes de Pallas - Muela Cortés  
Coefficients: 
            Estimate Std. Error t value Pr(>|t|)     
(Intercept) 309.9083    16.4550   18.83  1.4e-06 *** 
P7          143.6272    21.7800    6.59  0.00058 *** 
I(P7^2)     -47.5779     7.8261   -6.08  0.00090 *** 
P15           3.0432     0.7746    3.93  0.00772 **  
P30           0.2612     0.0417    6.27  0.00077 *** 
Tmedia3       9.3049     1.1192    8.31  0.00016 *** 
Tmedia15    -10.3975     1.2754   -8.15  0.00018 *** 
HRmax3       -1.6154     0.5395   -2.99  0.02418 *   
HRmax7        2.8282     0.4966    5.69  0.00127 **  
HRmin3       -4.9282     0.3291  -14.98  5.6e-06 *** 




Vmax15      -23.4710     2.3699   -9.90  6.1e-05 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 6.42 on 6 degrees of freedom 
Multiple R-squared:  0.991, Adjusted R-squared:  0.974  




              Estimate Std. Error t value Pr(>|t|)     
(Intercept)  -3.20e+01   4.30e+01   -0.74  0.46534     
EVI_3_I       7.53e+01   2.17e+01    3.47  0.00242 **  
NDWI_3_I     -1.02e+02   4.25e+01   -2.41  0.02587 *   
VARI_3_I     -7.67e+02   1.26e+02   -6.08  6.1e-06 *** 
P3            1.29e+01   1.59e+00    8.09  9.8e-08 *** 
P15           9.39e-01   1.55e-01    6.06  6.3e-06 *** 
P30          -7.28e-01   1.18e-01   -6.15  5.2e-06 *** 
Tmax7         1.70e+01   3.28e+00    5.18  4.5e-05 *** 
I(Tmax30^2)  -1.59e-01   2.59e-02   -6.13  5.4e-06 *** 
Tmedia7      -1.31e+01   3.89e+00   -3.37  0.00305 **  
HRmax3       -8.77e+00   1.05e+00   -8.37  5.8e-08 *** 
I(HRmax3^2)   4.67e-02   5.63e-03    8.30  6.6e-08 *** 
HRmax7        4.07e+00   5.94e-01    6.84  1.2e-06 *** 
HRmin3       -1.66e+00   4.83e-01   -3.43  0.00263 **  
I(HRmin7^2)   3.62e-02   8.97e-03    4.03  0.00065 *** 
I(HRmin15^2) -5.22e-02   8.10e-03   -6.45  2.7e-06 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
Residual standard error: 10.5 on 20 degrees of freedom 
Multiple R-squared:  0.941, Adjusted R-squared:  0.896  




             Estimate Std. Error t value Pr(>|t|)     
(Intercept)  4.21e+01   2.28e+01    1.84  0.09824 .   
P60          1.17e+00   2.44e-01    4.80  0.00097 *** 
I(P60^2)    -8.26e-03   1.57e-03   -5.26  0.00052 *** 
P30          1.32e+00   2.00e-01    6.60  9.9e-05 *** 
Tmax3       -1.21e+01   2.10e+00   -5.75  0.00027 *** 
Tmax15       3.38e+01   3.62e+00    9.33  6.4e-06 *** 
Tmax30      -1.34e+01   1.75e+00   -7.68  3.1e-05 *** 
Tmedia3      9.04e+00   2.26e+00    3.99  0.00315 **  
Tmedia15    -1.40e+01   2.31e+00   -6.04  0.00019 *** 
HRmax7       1.36e+00   5.35e-01    2.54  0.03194 *   
HRmax15     -1.86e+00   5.57e-01   -3.33  0.00875 **  
HRmin7       1.19e+00   4.65e-01    2.56  0.03074 *   
Vmax3       -9.06e-01   2.51e-01   -3.60  0.00572 **  
lev15       -1.10e+01   1.40e+00   -7.84  2.6e-05 *** 
pto_r3      -8.35e+00   1.24e+00   -6.74  8.5e-05 *** 
pto_r15      4.78e-01   1.03e-01    4.66  0.00118 **  
I(NDWI1^2)   1.60e+02   5.06e+01    3.16  0.01148 *   




VARI1       -3.17e+02   1.07e+02   -2.97  0.01565 *   
I(VARI1^2)   1.32e+03   4.53e+02    2.92  0.01702 *   
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 8.18 on 9 degrees of freedom 
Multiple R-squared:  0.976, Adjusted R-squared:  0.926  




               Estimate Std. Error t value Pr(>|t|)     
(Intercept)   -1423.162    370.863   -3.84  0.00145 **  
EVI_1_I         471.056    134.382    3.51  0.00293 **  
I(EVI_1_I^2)    -91.524     29.389   -3.11  0.00668 **  
NDVI_1_I       3987.482   1168.055    3.41  0.00356 **  
I(NDVI_1_I^2) -4450.792   1012.743   -4.39  0.00045 *** 
I(NDWI_1_I^2)  1068.209    240.537    4.44  0.00041 *** 
P30              -2.746      0.695   -3.95  0.00114 **  
Tmax3          -210.469     38.862   -5.42  5.7e-05 *** 
Tmax15          189.951     36.689    5.18  9.2e-05 *** 
Tmax30         -208.385     35.251   -5.91  2.2e-05 *** 
Tmedia3         216.388     48.369    4.47  0.00038 *** 
HRmax7            1.689      0.560    3.02  0.00821 **  
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 17.4 on 16 degrees of freedom 
Multiple R-squared:  0.888, Adjusted R-squared:  0.811  




            Estimate Std. Error t value Pr(>|t|)     
(Intercept)   80.042     62.815    1.27  0.22332     
NDWI_1_I    -314.502     92.757   -3.39  0.00439 **  
VARI_1_I    -151.848     63.381   -2.40  0.03112 *   
P30            2.690      0.436    6.17  2.4e-05 *** 
P60           -0.475      0.122   -3.88  0.00167 **  
Tmax3         16.609      3.764    4.41  0.00059 *** 
Tmax7        -14.327      4.464   -3.21  0.00630 **  
Tmax15        22.393      4.070    5.50  7.8e-05 *** 
Tmax30       -21.536      2.847   -7.56  2.6e-06 *** 
Tmedia7      -12.848      3.912   -3.28  0.00543 **  
HRmax3        -3.984      0.751   -5.30  0.00011 *** 
HRmin7         4.366      0.929    4.70  0.00034 *** 
HRmin15        2.544      0.868    2.93  0.01096 *   
lev3           8.524      2.166    3.94  0.00149 **  
pto_r3        37.259     14.424    2.58  0.02167 *   
pto_r7       -27.722     11.360   -2.44  0.02857 *   
pto_r30       -5.523      0.953   -5.80  4.6e-05 *** 
--- 





Residual standard error: 12 on 14 degrees of freedom 
Multiple R-squared:  0.926, Adjusted R-squared:  0.842  




             Estimate Std. Error t value Pr(>|t|)     
(Intercept)   132.796     32.429    4.09   0.0018 **  
P7            -14.062      4.666   -3.01   0.0118 *   
P3            -16.374      4.717   -3.47   0.0052 **  
P15            17.562      4.383    4.01   0.0021 **  
P30            22.376      3.404    6.57  4.0e-05 *** 
I(P30^2)       -1.469      0.244   -6.01  8.8e-05 *** 
P60            -2.039      0.791   -2.58   0.0258 *   
Tmax7         297.392     68.704    4.33   0.0012 **  
Tmax15        -90.122     35.075   -2.57   0.0261 *   
Tmedia7      -267.759     74.754   -3.58   0.0043 **  
HRmax3          1.610      0.447    3.60   0.0041 **  
HRmax7         -5.560      1.454   -3.82   0.0028 **  
HRmax15         2.643      0.860    3.07   0.0106 *   
HRmin7          3.317      0.908    3.65   0.0038 **  
EVI_1_I      -115.800     18.859   -6.14  7.3e-05 *** 
VARI_1_I    -2050.843    716.978   -2.86   0.0155 *   
NDWI_1_I     -127.429     48.044   -2.65   0.0225 *   
Vigreen_1_I  3443.247   1143.581    3.01   0.0118 *   
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 11.1 on 11 degrees of freedom 
Multiple R-squared:  0.933, Adjusted R-squared:  0.829  




            Estimate Std. Error t value Pr(>|t|)     
(Intercept) 476.3302    47.8525    9.95  1.9e-07 *** 
P7            0.5495     0.1532    3.59  0.00331 **  
P30          -0.7717     0.1520   -5.08  0.00021 *** 
P60           0.4234     0.0937    4.52  0.00057 *** 
Tmax3       -20.9373     2.5011   -8.37  1.4e-06 *** 
Tmax7        16.2393     2.3725    6.84  1.2e-05 *** 
Tmax15      -12.2674     2.7531   -4.46  0.00065 *** 
Tmax30      -11.9798     1.5240   -7.86  2.7e-06 *** 
Tmedia3      32.4302     3.8756    8.37  1.4e-06 *** 
Tmedia7     -29.8857     4.0886   -7.31  5.9e-06 *** 
Tmedia15     24.0312     3.2406    7.42  5.1e-06 *** 
HRmax7       -2.7323     0.5771   -4.73  0.00039 *** 
HRmax15       3.7207     0.7167    5.19  0.00017 *** 
HRmin15      -1.6575     0.5148   -3.22  0.00671 **  
Vmax7        -8.9534     0.9317   -9.61  2.9e-07 *** 
lev3         30.9140     7.3549    4.20  0.00103 **  
lev7        -87.4968    14.1671   -6.18  3.3e-05 *** 




pto_r3      -32.3785     3.5279   -9.18  4.8e-07 *** 
pto_r7        8.7365     1.2124    7.21  6.9e-06 *** 
pto_r15      -8.1849     0.9626   -8.50  1.1e-06 *** 
Vigreen1     98.3457    41.2614    2.38  0.03309 *   
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 7.09 on 13 degrees of freedom 
Multiple R-squared:  0.973, Adjusted R-squared:  0.93  




             Estimate Std. Error t value Pr(>|t|)     
(Intercept)  1.80e+02   2.57e+01    7.00  3.1e-07 *** 
P60          2.84e-01   8.01e-02    3.55  0.00164 **  
I(P60^2)    -1.12e-03   1.65e-04   -6.81  4.8e-07 *** 
Tmax3        1.13e+01   3.16e+00    3.56  0.00157 **  
Tmax7       -1.37e+01   3.02e+00   -4.53  0.00014 *** 
Tmedia3     -9.08e+00   4.17e+00   -2.18  0.03939 *   
Tmedia7      9.73e+00   3.21e+00    3.03  0.00580 **  
HRmax3      -7.01e-01   2.31e-01   -3.04  0.00564 **  
HRmin3       1.41e+00   3.87e-01    3.64  0.00129 **  
NDVI1       -1.79e+03   2.52e+02   -7.10  2.5e-07 *** 
NDWI1       -1.73e+03   2.49e+02   -6.96  3.4e-07 *** 
VARI1        8.65e+02   1.20e+02    7.22  1.8e-07 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 11.5 on 24 degrees of freedom 
Multiple R-squared:  0.871, Adjusted R-squared:  0.813  
F-statistic: 14.8 on 11 and 24 DF,  p-value: 3.95e-08 
 
Puebla Tornesa  
Coefficients: 
               Estimate Std. Error t value Pr(>|t|)     
(Intercept)   105753.40   18428.26    5.74  3.0e-05 *** 
P3               -30.66       6.99   -4.39  0.00046 *** 
P30                1.02       0.23    4.45  0.00041 *** 
Tmax3            -22.13       4.00   -5.52  4.6e-05 *** 
Tmax7             21.61       4.97    4.35  0.00049 *** 
Tmax30             7.14       2.05    3.49  0.00304 **  
Tmedia3           37.49       6.96    5.38  6.1e-05 *** 
Tmedia7          -44.54       7.74   -5.76  2.9e-05 *** 
VARI1          -2284.24     500.82   -4.56  0.00032 *** 
Vigreen1        3081.52     712.82    4.32  0.00052 *** 
I(SAVI1^2)    -47014.75    8200.38   -5.73  3.1e-05 *** 
I(VARI1^2)     11755.03    2728.60    4.31  0.00054 *** 
I(Vigreen1^2) -22305.97    5475.09   -4.07  0.00088 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
esidual standard error: 18.1 on 16 degrees of freedom 
Multiple R-squared:  0.827, Adjusted R-squared:  0.697  





Villargordo Del Cabriel  
Coefficients: 
             Estimate Std. Error t value Pr(>|t|)     
(Intercept) -102.6411    25.5937   -4.01  0.00048 *** 
P30           -0.4688     0.1099   -4.27  0.00025 *** 
P60            0.5789     0.0769    7.52  7.1e-08 *** 
Tmax7         -1.8783     0.3840   -4.89  4.9e-05 *** 
HRmax3         1.2690     0.2224    5.71  6.1e-06 *** 
HRmin7        -1.2535     0.3282   -3.82  0.00079 *** 
HRmin15        1.9681     0.4509    4.37  0.00019 *** 
NDVI_1_I     177.2902    32.6559    5.43  1.2e-05 *** 
VARI_1_I    -964.4860   346.7745   -2.78  0.01014 *   
Vigreen_1_I 1252.0741   479.1633    2.61  0.01497 *   
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 11.1 on 25 degrees of freedom 
Multiple R-squared:  0.891, Adjusted R-squared:  0.852  
F-statistic: 22.8 on 9 and 25 DF,  p-value: 6.41e-10 
 
Villar del Arzobispo  
Coefficients: 
             Estimate Std. Error t value Pr(>|t|)     
(Intercept) -3.70e+05   6.33e+04   -5.84  0.00039 *** 
P15          9.49e-01   1.30e-01    7.32  8.2e-05 *** 
P30          5.67e-01   1.16e-01    4.89  0.00121 **  
P60         -1.03e+00   9.08e-02  -11.31  3.4e-06 *** 
Tmax3        4.13e+01   4.65e+00    8.88  2.0e-05 *** 
Tmax7       -1.36e+01   3.74e+00   -3.63  0.00669 **  
Tmax30      -2.13e+01   3.58e+00   -5.94  0.00035 *** 
Tmedia3     -4.02e+01   3.70e+00  -10.85  4.6e-06 *** 
Tmedia15     2.70e+01   4.48e+00    6.02  0.00032 *** 
HRmax7      -5.65e+00   6.04e-01   -9.35  1.4e-05 *** 
HRmax15      5.58e+00   9.00e-01    6.20  0.00026 *** 
HRmin3       2.69e+00   8.05e-01    3.35  0.01011 *   
HRmin7       2.12e+00   6.98e-01    3.04  0.01608 *   
HRmin15     -5.92e+00   9.50e-01   -6.23  0.00025 *** 
Vmax3        2.50e+00   9.93e-01    2.51  0.03628 *   
Vmax7       -4.04e+00   1.64e+00   -2.47  0.03879 *   
NDWI_1_I    -6.18e+02   1.74e+02   -3.55  0.00755 **  
EVI_3_I     -1.40e+02   1.97e+01   -7.14  9.9e-05 *** 
NDVI_3_I    -9.00e+02   1.73e+02   -5.21  0.00082 *** 
SAVI_3_I     2.47e+05   4.22e+04    5.85  0.00038 *** 
VARI_3_I    -4.59e+03   9.31e+02   -4.93  0.00115 **  
Vigreen_3_I  7.54e+03   1.33e+03    5.65  0.00048 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 5.26 on 8 degrees of freedom 
Multiple R-squared:  0.991, Adjusted R-squared:  0.966  
F-statistic:   40 on 21 and 8 DF,  p-value: 6.23e-06 
 
