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(ERS) [14] are extensively used in BCI systems.
Motor imagery (MI)-based BCI systems work without external stimulus and are operated more easily compared with stimuli-based BCI [15, 16] . Most BCI systems require multichannel EEG data to achieve good performance [17] . However, many channels would contain redundant information and noise for data processing and cause inconvenience for practical application [18] [19] [20] . In several cases, no clear agreement exists on the number and location of necessary channels for MI [21] . Thus, channel selection methods are necessary to improve the performance of MI-based BCI.
Various channel selection methods have been proposed [22] [23] [24] [25] . In several studies, channels were selected manually based on neurophysiologic knowledge. MI-based BCI commonly uses C3, C4, and Cz channels, which record important characteristics of MI [26] [27] [28] [29] . Wrapper-based methods, filter-based methods, and common spatial pattern (CSP)-based methods are used to select EEG channels more often than the manual selection method [30] . Wrapper-based methods usually select channels coupled with a specific classifier [20, 31] ; its performance mainly depends on the applied classifier. Filter-based channel ranking methods are commonly found in the literature, such as the mutual information-based channel selection method [32, 33] and the Fisher score-based channel selection method [34] . In these two filter-based methods, channels are ranked individually. In general, good features do not necessarily lead to good performance [35] . As a method for feature extraction, CSP is effective in detecting MI EEG signals [36] [37] [38] [39] . The CSP algorithm has also shown validity in channel selection [40, 41] . In [42] , the regularized CSP was used to select channels.
Typically, channel selection could work toward two opposite directions: 1) to select the most effective channels one by one and 2) to eliminate noisy channels one by one [30] . The sequential floating forward selection (SFFS) was originally developed by Pudil et al. [43] . SFFS takes the most significant feature from the remaining features at each time, inserts it into the selected feature subset, and dynamically deletes the most meaningless feature from the selected feature subset. Thus, the SFFS is appropriate for channel selection. However, this method is time consuming, particularly when the number of features is large. To address this issue, the present study proposes the improved SFFS to select the optimal channels. The improved SFFS could select or delete several channels at each time.
Two datasets from publicly available BCI competitions were used to evaluate the performance of the improved SFFS algorithm: one dataset with a moderate number of initial channels (59 channels) and the other dataset with denser electrodes (118 channels). The classification performance of the improved SFFS was also compared with the support vector machine recursive feature elimination (SVM-RFE) method [44] .
The paper is structured as follows: Section 2 describes the applied datasets and the proposed method. Section 3 shows the results of computation time and the classification accuracies. Section 4 presents the discussion. Finally, Section 5 concludes this study.
Methods

Description of the data
Data 1 (BCI Competition IV datasets 1): This dataset was recorded from healthy subjects at 59 EEG channels. In the entire session, MI was performed without feedback. For each subject, two classes of MI were selected from the following three classes: left hand, right hand, and foot. In each run, visual cues on a computer screen were in the form of arrows pointing left, right, or down. Cues were 3 displayed for a period of 4 s, during which the subject was instructed to perform the corresponding MI task. These periods were interleaved with 2 s of blank screen and 2 s of a fixation cross shown at the center of the screen. The fixation cross was superimposed on the cues, i.e., it was shown for 6 s. The calibration data of this dataset include two runs with each run consisting of 100 single trials. The sampling rate is 100 Hz. In the present study, the first run was selected as the training data and the second run was selected as the test data. The experimental process of a trial is illustrated in Fig. 1 .
More details about the dataset can be found in the following website:
http://www.bbci.de/competition/IV/. Data 2 (BCI Competition III datasets IVa): This dataset was recorded from 5 subjects at 118 EEG channels. Visual cues were displayed for 3.5 s, during which the subject had to perform the MI tasks:
left hand, right hand, and foot. Only cues for the classes "right hand" and "foot" were provided for the competition. A total of 280 trials of EEG measurements for each subject are available (downsampled to 100 Hz). In the present study, the first 140 trials were selected as the training data and the remainder was utilized as the test data. The experimental process is illustrated in Fig. 2 . More details about the dataset can be found in the following website: http://www.bbci.de/competition/iii/. 
Common spatial pattern
The CSP algorithm is an efficient feature extraction algorithm that has been extensively used in MI-based BCI systems [45] [46] [47] [48] [49] [50] . The CSP is based on the simultaneous diagonalization of two covariance matrices. This algorithm finds a spatial filter to maximize the variance for one class and minimize the variance for another class at the same time to achieve the purpose of classification. Using CPS, features were extracted from two classes of original EEG samples. A classifier can be trained with these extracted CSP features and corresponding labels.
For the analysis, the original EEG signal data are represented as a matrix
the EEG samples of a trial with dimensions NT  , N is the number of channels, and T is the number of sampling points for each channel. The CSP operation process is as follows: Calculate the spatial covariance of the EEG data:
.
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(1) l C and r C represent two spatial covariance matrixes (two classes of MI) , which can be calculated by averaging over the trials of each group. The composite spatial covariance matrix can be expressed as follows:
where c U is the matrix of eigenvectors and c  is the diagonal matrix of eigenvalues. In the process, the eigenvalues are arranged in descending order.
The whitening transformation is expressed as follows:
Then, the covariance matrices l C and r C can be transformed into the following expressions: ,.
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where I is the identity matrix. The projection matrix is achieved by the following equation: ) .
This equation is the expected spatial filter. After whitening, the EEG signals can be projected on the first m and last m columns of B . Thus, the EEG data of a single trial can be transformed into the following expression:
The present study selected
as the features of the original EEG data, expressed as follows:
Support vector machine
Support vector machine (SVM) is a machine learning method proposed by Vapnik et al. in the 1990s [51] . The SVM is mainly proposed for two classes of pattern recognition problems. If a given data d A R  from two classes can be divided linearly by a hyperplane, then the hyperplane can be expressed as
is the weight vector and b is the intercept (scalar). Thus, the problem is transformed to find the optimal hyperplane, as follows:
The optimization problem is a convex quadratic programming problem [52] , where () i A is a feature vector of a training sample and i y is the category with labels {−1, 1} in which () i A belongs to. W is the hyperplane coefficient vector. The parameter ε i is called the slack variable, and c is the regularization parameter. c is used to control the trade-off between model complexity and empirical 5 risk [53] .
For a nonlinearly separable classification problem, kernel functions can be used to map the training samples into a high-dimensional space. Thus, the resulting SVM classifier function can be rewritten as follows:
where n is the number of support vectors, i  is the Lagrange multiplier, and   
Improved sequential floating forward selection
The SFFS is a common feature selection algorithm, which is based on a bottom-up approach [43] .
The SFFS is a suitable method to select EEG channels [34] . Starting from k X , the SFFS performs the loop of channel selection continuously. In the present study, the symbol The search process does not stop until a stopping criterion is fulfilled. This criterion can be as follows: 1) the performance of the current subset meets the requirement or 2) the desired number of channels is reached. The present study used the second criterion. When k varied from 1 to n (to find the optimal channels, n is the number of initial channels), the configuration of channels was recorded each time. Thus, n configurations of channels were obtained in the end: 1 2 3 , , , , n X X X X  . The configuration with the best performance is selected as the final configuration.
If k features are selected from universial set Y to form the subset , max = ( ), Fig. 3 shows the search process of the SFFS algorithm. The channel distributions of two datasets are shown in Fig. 5 . For data 1 (59 channels), the number of features in the universal set was reduced to 37. For data 2 (118 channels), the number of features in the universal set was reduced to 59.
Data Processing
The EEG data after the visual cue were used (4-7 s for data 1 and 0-3.5 s for data 2). The EEG data were band-pass filtered using a fifth-order Butterworth band-pass filter from 8 Hz to 30 Hz because this frequency band includes the range of frequencies that are mainly involved in performing MI. Then, the filtered EEG data from the training data were used to select the optimal channels. In the present study, the improved SFFS started from X 0 (channels AF3 and AF4 for data 1 and channels FP1 and AFP1 for data 2) and performed the loop of channel selection for CSP continuously. The variance of the spatially filtered signals were applied as the inputs of the SVM classifier. Tenfold cross-validation accuracy of the training data presented the performance of each channel set.
The structure of the channel selection method proposed in the present study is shown in Fig. 6 . The improved SFFS performed the loop of channel selection continuously until the stop criterion was fulfilled. The CSP was used for feature extraction from the selected channels. Then, the SVM was adopted to classify the features. 
Results
Channel selection
In this section, the cross-validation accuracy behavior over varying numbers of channels are presented to show how the channel number affects the performance. For each dataset, the improved SFFS performed channel selection until all the channels were used. The overall accuracy behavior averaged from all the subjects in each dataset is shown in Fig. 7 . For each dataset, the accuracy initially reached a peak at a certain point and then decreased with the increase in channel number. The performances of data 1 decreased more quickly and steeply than that of data 2. 
Computation time comparison
The computation time of the two methods when cross-validation accuracy reached the optimal point are shown in Figs. 8 and 9 to compare their operating speeds.
Operating platform: 1) Hardware: processor: Intel(R) Core(TM) i5-2450 CPU @ 2.5 GHz; RAM: 8 GB; 2) Software: Windows 7 professional; Matlab R2014a. The computation time of the improved SFFS was significantly less than that of the SFFS (p < 0.005) for data 1. The average computation time was reduced by 57% (760 s). Fig. 9 shows the results for data 2, which has a large number of channels. On average, the improved SFFS method reduced the computation time of the original SFFS by 65% (4,745 s). The computation time decreased significantly (p < 0.005) for the improved SFFS of data 2.
Comparisons between Figs. 8 and 9 reveal that the improved SFFS significantly reduced computation time when cross-validation accuracies reached the peak for both datasets. The reduction of time was more obvious for the dataset with a larger number of channels (65% reduction for data 2 and 57% reduction for data 1). The topographic maps formed by the improved SFFS method also showed differences between two classes of MI tasks. It was almost consistent with the first row in the case of fewer channels. Selecting the appropriate channels was beneficial to feature extraction [30, 40] because it could provide effective features and remove several inconsequential channels at the same time. SVM-RFE is a feature selection method using weight magnitude as the ranking criterion based on SVM concept [41] . This method eliminates the feature with the smallest ranking criterion. In the present study, SVM-RFE was used to select channels and then compared with the proposed method. 
Feature extraction
Test results comparison
SFFS improved SFFS
For each subject, all the channels ranked by SVM-RFE and the first r channels that obtained the best cross-validation accuracy were selected. Table 1 Performance comparison of different methods applied on data 1 with 59 channels overall.
Subject
Data 1 (BCI Competition IV datasets 1)
All channels
Improved Table 1 shows the results for data 1. The proposed improved SFFS algorithm yielded an average classification accuracy of 78%. The improvement in the classification accuracy of the improved SFFS was substantial compared with using all the channels and shows that the improved SFFS is capable of selecting important channels. On average, the improved SFFS achieved significantly better classification accuracy than the SVM-RFE (p value = 0.012). In addition, the accuracy performances of the improved SFFS and SFFS were almost the same (p value = 0.91). Table 2 Performance comparison of different methods applied on data 2 with 118 channels overall. Table 2 shows the results for a large number of channels. The average classification accuracy of the improved SFFS was 83.3% and yielded an average improvement of 3.8% with the use of only 30.8 out of 118 channels. On average, the improved SFFS achieved significantly better classification accuracy than the SVM-RFE (p value = 0.045). In addition, no statistically significant differences exist between the improved SFFS and SFFS (p value = 0.39). Tables 1 and 2 reveal that, in both datasets, the improved SFFS can significantly increase classification accuracy compared with using all the channels. Moreover, the improved SFFS achieved almost the same accuracy as the SFFS and, at the same time, significantly reduced computation time.
Subject
Although the SVM-RFE was the best method to reduce the number of channels, the classification accuracy was lower than that of the improved SFFS.
Discussion
Differences between SFFS and SVM-RFE
The improved SFFS yielded higher overall classification accuracy than the SVM-RFE. Several differences were observed between these two methods. The improved SFFS performed channel selection from a small subset and added channels and mainly focused on the performance of the entire channel configuration rather than individual channels. The SVM-RFE method removed the channel with the lowest score at each iteration step and mainly focused on the performance of individual channels rather than the channel configuration. Thus, the SVM-RFE performed channel removal rather than channel selection [20] . The ranking procedure was suboptimal because a channel that has been eliminated was not revisited. Moreover, good individual features do not necessarily lead to good classification performance [22] . In terms of computation time, the SVM-RFE was a fast method, whereas the SFFS was a time-consuming method. These two methods were compared in the present study because of these differences.
Distributions of the selected channels
The distributions of channels selected by the improved SFFS are shown in Fig. 11 . The selected channels were marked with different colors according to the number of times each channel was selected. The darker color represents a larger number.
For data 1, C3 and C4 were selected more than four times. C3 and C4 were also verified as important in right and left hand MI tasks [26, 27] . In addition, several channels besides C3 and C4 were also selected (C5, C1, C2, CCP3, and CCP4); they were all distributed in motor areas of the cerebral cortex.
For data 2, five subjects all performed right hand and foot MI tasks. The distributions of generic channels were compared with topographic maps. In Fig. 10 , the ERD phenomenon mainly occurred in the left cerebral cortex during right hand MI task. As shown in Fig. 11 , C3 and several channels (C1, CCP3, CCP5, and CP3) around it were selected; they were all distributed in motor areas of the left cerebral cortex. The ERD phenomenon of foot imagery localized close to the primary foot area between both hemispheres [26] . In Fig 11, Cz, CCP1 , and CFC2 were all distributed in this area.
Many channels distributed in the front area of the cerebral cortex were selected. These channels were unrelated to MI because the improved SFFS method used in this study selected channels according to 12 the order from top to bottom. Thus, channels distributed in the front area of the cerebral cortex were prioritized when the cross-validation accuracies were the same. The performance of each channel could only be judged by the evaluation criterion. Thus, the selected channels were distributed in an irregular manner. However, several important channels related to MI were selected. Fig. 11 . The distributions of the selected channels for two datasets. For data 1, channels selected more than three times out of seven subjects were marked. CCP3 and CCP1 were selected six times. For data 2, channels selected more than one time out of five subjects were marked. C1 and C3 were selected four times.
Conclusion
The SFFS method has been considered one of the best feature selection methods [54] . However, the SFFS was time consuming, particularly when the number of features was large. In this study, the improved SFFS method was introduced to select channels for CSP in MI-based BCI. Based on the distribution of channels in the cerebral cortex, a strategy for simultaneous selection of multiple channels was implemented. Experimental studies on two public EEG datasets (BCI Competition IV datasets 1 and BCI Competition III datasets IVa) indicated that the improved SFFS could significantly reduce the computation time. The improved SFFS can also obtain higher classification accuracy than the SVM-RFE.
In summary, this study mainly provided a way to optimize EEG channels in terms of reducing computation time. This study presented two major contributions. First, the improvement significantly reduced the computation time of the SFFS algorithm without compromising the classification accuracy.
Reducing the time of channel selection is good for the practical application of BCIs. Second, this study introduced an idea for channel selection, which combines the actual distribution of channels and the intelligent selection algorithm. This combination might lead to good results for feature selection. In future studies, the proposed method could be used in more feature selection cases and should be evaluated using more EEG data.
