Principal component analysis is a multivariate statistical procedure that can be used to identify factors (correlated subsets of variables) in large data sets.
Introduction

Factor Ana1vsis
Common factor analysis (FA) is a statistical procedure designed to identify factors as correlated subsets of variables in large data sets.
Principal component analysis (PCA) provides a set of components that, when rotated, can be used for the same purpose.
It should be made clear that all references to PCA in this paper refer not to the initial principal components that can be extracted, but to the rotated components, or factors, that define the correlated subsets of variables; hence the use of the word "factors" throughout the paper.
The essential difference between FA and PCA lies in the definition of the variance that is targeted for extraction, but both can be considered forms of factor analysis.
In fact, major software designers (SAS, SPSS, STATGRAPHICS,and SYSTAT) have made principal components the default option in their factor analysis procedures. Harman (1976) defined FA as an exploratory statistical device which will provide the best results when the "practitioner" understands " .
. at least in principle, what is going on in the analysis of a body of data.
" I n other words, some knowledge of the system being examined will be important in conducting and interpreting FA.
Burden of Proof
A survey of the literature in which PCA/FA are used to investigate soil-landscape and soil-site relationships revealed a distressing lack of consideration for important PCA/FA analytical procedures (Arp, 1984; Campbell et al., 1970; Fourt etal, 1971; La Bastide and Van Goor, 1970; Litaor et al., 1989; Nortcliff, 1978; Ovalles and Collins, 1988; Page, 1976; Richardson and Bigler, 1984; Rowe and Sheard, 1981; Sarkar et al., 1966; Severson, 1981; Sondheim et al., 1981; Sondheim and Standish, 1983; Williams and Rayner, 1977) . Since clear guidelines for determining the "optimum" final PCA/FA solution currently do not exist, we believe that the burden of proving that reported results are optimum lies with the investigators. A need exists for more complete and precise reporting of statistical methodology, particularly with "nontraditional" procedures. Lack of awareness of analytical methods used to produce reported results reduces confidence in the results and the methodology. More importantly, the ability to transfer knowledge from system to system is hindered. Among the deficiencies that can be found in the literature are:
1. Observations-per-variable ratio is not addressed (in some cases, investigators used fewer observations than variables) ; 2. Data sets often are extremely small, a problem accentuated when; 3. Robustness of the data is seldom addressed or tested; 4. Research objectives sometimes are not suited for PCA/FA; 5. Important methodologies are not discussed, including the procedures for determining the optimum number of extracted factors and criteria to determine which variables contribute to the variance extracted, and; 6. The criteria for an "optimum" solution are not discussed.
Objectives
The objective of this manuscript is to present and discuss a methodology for a more systematic PCA/FA analysis. Specific emphasis will be given to determining which variables to retain in the data set and in extracting the optimum number of factors. A large data set of soil chemical and physical properties will be used as the template. Four complete rotated factor loading matrices will be presented so that the reader may begin to develop an appreciation of the the subtle changes which occur as the data are compressed into an optimum solution.
Methodo1ogy
The Data Set Data were obtained as part of a research project designed to statistically evaluate a forest land classification for the Mid-Cumberland Plateau in Tennessee (Smalley, 1982; 1984) . All soil profiles had A (surface) horizons, Bt (argillic horizons with high clay content), and transition horizons that were labelled AB horizons.
A total of 138 grid points was sampled. Soil physical properties measured in the field included horizon matrix color (from the Munsell charts), coded (Buntley and Westin, 1965) for statistical analyses, and horizon thicknesses.
Basic Nomenclature and Principles
Principal component analysis and common factor analysis ordinarily begin with the correlation matrix and are mathematically similar in many respects. The methods share the common goals of; 1) attempting to summarize intercorrelations among the variables, and 2) reducing a large number of variables to a smaller number of factors.
The major difference in the two methods is the variance that is targeted for explanation. PCA attempts to account for all of the variance in the data set, as represented by the 1.0 values in the diagonal of the correlation matrix.
Common factor analysis attempts to account for only that variance that is common to the variables sampled. For example, the shared variance for a given variable is often represented by the squared multiple correlation, R2j, between the jth variable and the rest of the variables. Clearly R2j is less than or equal to 1.0. The focus on only that portion of the variance that is shared by the variables led to the phrase "common factor analysis". Detailed discussion is beyond the scope of this paper.
The remainder of this paper will center, for the sake of convenience, upon PCA and orthogonal rotations of the principal components into factors.
The presented methodology applies equally well to FA.
Factor analysis could be substituted for PCA throughout the manuscript without thanging the relevance of interpretations.
The general PCA model, after orthogonal rotation, can be represented by: where any variable (Zj) is represented by the sum of its loadings (aji' .ajm) onto the factors (F 1 .F m ).
The ajk values form an n-by-m factor matrix, each row of which shows how that variable loads on the m factors.
Each column of the matrix shows the relative strength of the variables in that factor. The factor is characterized by those variables which load primarily upon it.
"Primary loaded" variables should account for most of the variance extracted by the factor.
The total variance (S2 k ) the factor extracts from the data is the sum of the squared factor loadings in the kth column, or:
nk'
(2 )
where "1" through "n" represent individual variables. A single factor is a vector in space which contains positive and negative loadings.
These "directions," as well as the variables themselves, will determine the user's interpretation of factor.
the The estimation of the correlation matrix during peA is characterized by the use of communalities to estimate the "l's" on the diagonal. The communality (h 2 j ) of a variable, j, is the sum of the squared factor loadings of the variable (row j of the matrix) : 2 a jm, (3) and represents the amount of variance of that variable that is captured by the factors.
Low communalities indicate that the variable is somewhat unique, and doesn't cluster well with the other variables in the data set.
Such variables are inappropriate for factor analysis.
Statistical MethQds
The procedures and definitions detailed below have been used for a number of years in a graduate level Factor Analysis course taught at the University of Tennessee by Dr. Philpot. The procedures have been tested on data from the behavioral and biological sciences. The peA analysis described below was performed on a MacIntosh SE with an accelerator board and SYSTA? version 3.2 software (Wilkinson, 1986) . The FA results with which the peA analysis is compared were obtained using SAS (SAS Institute Inc, 1982) mainframe software, using the same iterative techniques.
Assumptions made prior to these analyses and adhered to during the search for the "best" peA/FA solution were: 1) the optimum number of factors and variables is not known, and ".;ill be determined during the analysis; 2) judgement and statistical procedures will be used together to determine the final solution; and 3) the final solution, if valid, will be "logical" (it will make sense) and "clean" (will consist of variables strongly aligned upon factors and will have few secondary loadings) .
Interpreting the Factor Matrix Each stage leading to a final PCA solution requires determining the optimum number of factors to extract and deciding which variables to retain in the data set. The rotated PCA solution should consist of factors which each contain several correlated variables which are "primarily" loaded upon that factor.
Factors should have few secondary loadings. Each variable will load onto all factors in the solution, but should load primarily onto one factor.
The objective here is to achieve a simple, easily interpreted factor matrix via orthogonal rotation.
The factor matrix can be developed almost like a print is developed in the darkroom.
The procedure for finding the structure inherent in the factor matrix is:
1. Calculate the mean and standard deviation of the communalities of all variables involved. For any variables having communalities more than two standard deviations below the mean, the corresponding row of the factor matrix should be deleted. 2. Examine the remaining rows of the factor matrix.
Highlight the (absolute) maximum loading in each row.
These are primary loadings. 3. Find the (absolute) minimum of the primary loadings. This value determines the lower boundary of the salient loadings. 4. Highlight all other (absolute) loadings in the factor matrix that equal or exceed the boundary value found in step 3. These are secondary loadings. The salient loadings consist of the primary loadings for each variable plus any secondary loadings. 5. Re-analyze using only those variables with robust corr~unalities and only those factors that are well defined by three or more salient loadings. Table 1 is an example of a rotated loading score matrix. The primary loading of a variable is the highest absolute value of all its loading scores.
In this case, the primary loading of organic matter is 0.712 on factor 2. Calcium (Ca) loads primarily onto factor 1, and magnesium (Mg) loads primarily onto factor 2.
The minimum primary loading is 0.448, which becomes the boundary value. A secondary loading occurs when the absolute value of a non-primary loading of a variable equals or exceeds the boundary value.
In table 1, calcium has a secondary loading on factor 2 because the loading score of 0.452 exceeds 0.448. Large nuwners of secondary loadings in an analysis create ambiguity and decrease the clarity of interpretations.
Factor Extraction 95
The initial number of factors to extract is often based on one of two criteria--a scree plot or the number of eigenvalues greater than 1. Alternatively, an extraction with ~/3 factors, where n is the number of variables, should provide a good starting point. After the initial extraction, the number of factors will be depend on the pattern of salient loadings. A factor should contain at least three variables with salient loadings to be considered for retention.
Variable Retention
Two criteria were used to determine which variables to retain--variable "behavior" and the distance of the communality of each variable from the mean communality for that extraction. Variable "behavior" refers to the persistence of alignment of individual variables with correlated variables upon a factor. Variables should not "jump around" from one stage of the analysis to the next.
Robustness and Observations-per-Variable Ratio
Observation-to-variable ratio is an important topic not well addressed in the literature. Tabachnick and Fidell (1983) recowmended a minimum of 100 samples and suggested that 1000 observations would be optimum. Kendall (1975) suggested thaL the number of observations should be 10 times the number of variables. The rule of thumb Philpot developed through teaching and research experience is that n*(n-1)/2 is the preferred number of observations for n>7 (where n is the number of variables), and 3n is the minimum acceptable ratio. This study utilized 138 observations on three soil horizons. A total of 38 soil variables resulted (Table 2) . Tabachnick and Fidel (1983) suggested that robustness be verified by splitting the data set and performing, then comparing, separate analyses.
Ideally, similar results should be achieved.
The time and expense required to build a robust soils data set from field and laboratory analyses generally precludes this technique.
Robustness of the data analyzed in this project was tested by subjecting the data to FA solutions using Minimum Residual (MINRES), Maximum Likelihood, and Image analyses, and comparing them with PCA. This approach is patterned after the recommendations of Harris (1967) .
Results and Discussion
Changes in variable alignment, factor loadings and variance extracted were observed as the data were systematically compressed into the optimum solution. Careful observation of the rotated factor loading matrices provides insight into relationships among the variables. More importantly, the changes observed in successive stages underscore the importance of bringing careful, objective logic to PCA/FA analyses.
Four of the rotated factor loading matrices are compared and discussed to illustrate this point.
The analyses required 13 stages to reach a final solution. Table 3 summarizes the progression of steps to the final (optimum) PCA solution, which contained 17 fewer variables and four fewer factors than the second stage.
The fluctuation in the minimum communality is noteworthy, and ranged from 0.163 (third stage) to 0.723 (ninth stage).
As variables with low communalities were progressively dropped, the minimum communality rose steadily.
The optimum solution, which had a minimum communality of 0.701 and no secondary loadings, indicates that all of the retained variables extracted high variance and were strongly aligned with a particular factor. Table 4 is the rotated factor loading matrix of the 38 original variables on six factors, and is from the third stage (Table 3) Calcium in the A horizon has three secondary loadings (on factors 1,4, and 5) and is aligned with K and Mg on factor 6.
The three secondary loadings indicate that excessive "noise" exists.
The number of secondary loadings in the matrix (20) indicates great ambiguity in this solution.
The communalities of pH (H 2 0) in the Bt and extractable acidity in the AB (0.163 and 0.245), respectively, were more than two standard deviations from the mean, so these variables were dropped prior to the fourth stage.
The fourth s~age revealed that two more variables (pH (KCl) in the Bt horizon and thickness of the AB horizon) had communalities sufficiently low to warrant their removal.
The fifth stage (Table 5) contained 34 variables and 6 factors.
Comparison of tables 4 and 5 reveals interesting changes in the composition of the rotated factor loading matrix after dropping four variables.
Factor 5 remained virtually unchanged, accounting for 7.8% of the variance and loaded primarily by the same variables.
Factors 1 and 3 seemed to change places between the third and fifth stages.
The variables aligned upon factor 1 in Table 4 aligned upon factor 3 in Table 5 , and the amount of variance extracted increased to 18.6% from 17.7%.
Four fewer variables are contributing to the variance, but the stronger alignment of the remaining variables increased the variance extracted by factor 3.
The variable "A horizon clay" loaded primarily onto factor 6 in the third stage, but by the fifth stage it had aligned onto factor 1 with several other textural variables. Variables associated with factor 2 did not change, but the signs of the loading scores were reversed.
The total amount of variance extracted by the factors increased from 70.2% to 75.8% during the two stages.
The changes resulting from removal of four variables illustrate the importance of some degree of uniformity in deciding how to determine and report the optimum PCA/FA solutions of large multivariate data sets.
A subjective decision was made at this juncture in the analysis. Alignment of the textural variables was not so "clean" as had been expected. A colleague (G.J. Buntley, personal communication) suggested that fine silts would behave like clays and that fine sands and very fine sands would behave like coarse silts.
The 10 textural variables were combined into four classes.
Within horizons, fine sands, very fine sands, and coarse silts were combined into a single variable called "silt" and clay and fine silt were combined into a variable called "clay."
Results of combining the textural variables were very satisfactory ( Table 6 ). The textural variables together aligned primarily onto a single factor which accounted for 14.4% of the extracted variance.
The alignment of textural variables left the A horizon cations (except Na) aligned upon a single factor with organic matter.
The new factor 1, loaded primarily by cations from the AB and Bt horizons, extracted 21.6% of the variance.
This was the first stage in which the ultimate variable alignment began to become apparent.
Three variables (Na in the AB and Bt horizons, and A horizon color) possessed communal~~ies more than two standard deviations below the mean, and were dropped from the subsequent stage.
Factor 4 of the seventh stage had primary loadings for only the two A horizon pH variables, and no secondary loadings.
The correlation matrix revealed a correlation coefficient between these two variables of 0.911.
The high correlation indicated that the two variables could be considered as one in this horizon.
Since there were fewer than three salient loadings, the decision was made to reduce the number of factors by one.
The eighth stage revealed that organic matter and Na in the A horizon had low communalities, so they were dropped.
The ninth stage contained one factor (number 5) loaded primarily by only two variables from the A horizon--extractable acidity and thickness. The factor accounted for only 7% of the variance, and the correlation coefficient between the two variables was only -0.464, so a subjective decision was made to compress the data further by removing one more factor.
The two variables were dropped subsequently because of low communalities.
They had loaded onto a shared factor not because they were highly correlated, but because they were not strongly correlated with variables aligning upon the more robust factors.
The preceding discussion illustrates the importance of consulting the correlation matrix when considering relationships among variables in the rotated factor loading scores matrix.
The twelfth stage resulted in no secondary loadings and no communalities more than two standard deviations from the mean. Four robust factors each contained several correlated primary loaded variables (Table 7) . This was deemed the "optimum" solution after subsequent compression to 3 factors resulted in an increase in secondary loadings (from 0 to 4) and a reduction in variance extracted (from 79.3% to 70.9% (Table 3) ).
The final solution was "clean" and "logical." The four factors could be named according to the variables loaded upon them, as indicated in table 8.
The variables dropped from the data set during compression to the final solution accounted for a total of only 22.4% of the variance extracted from the first stage of 12 factors and 38 variables.
One could logically argue that the eleventh stage would have been an acceptable final solution.
It contained no secondary loadings and differed from the 12th stage primarily in that A horizon thickness was dropped.
Comparison of this rotated PCA solution with several FA solutions and a rotated peA solution using SAS (SAS, 1982) software indicates that A horizon thickness was retained by Maximum Likelihood analysis and Minimum Residuals, but was dropped in Image analysis and in the other PCA analysis ( Table 9 ). Results of the four procedures were very similar.
The data used in this analysis appear to be robust.
One might question how the data would have behaved had the textural variables been combined prior to the first stage rather than part way through the analyses.
To test this concern, the analysis was repeated from the beginning, using the same procedures and guidelines upon the data, but with the textural variables combined.
The same results were obtained. The same variables were retained, and the same alignment was achieved
Conclusions
The various FA procedures and rotated PCA produced "clean," "logical" final solutions.
The methods used to obtain the optimum solution produced similar results with all procedures, indicating that different investigators could probably arrive independently at the same conclusions following the suggested guidelines.
Knowledge of the subject matter and reference to the correlation matrix were essential in arriving at the final solution. Deming's (1960) observation ".
.mathematics, judgement, and substantive knowledge work together to the best advantage." is particularly apropos for multivariate analyses. One should not expect the statistical procedures to sort all the noise from the data.
In the hands of the careful, competent investigator, the subjective nature of these multivariate statistical procedures is not a detriment.
On the contrary, the astute investigator obtains valuable insight into the structure and relationships of the variables as the optimum solution is developed.
The analyses reduced a large, complex data set to four logical factors, and indicated that approximately one fourth of the variables made minimal contributions to the structure of the data set.
Subsequent analysis of soil-landscapes in this region could focus upon the correlated variables.
This would allow investigators to build larger data sets without additional expenditures for laboratory analyses.
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