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Two aspects of neuronal function were investigated: ,\.he passive electrical 
properties of neuronal membranes and the Initiation of action potentials. 
The pa8zsive electrical propertiezs of a neurone, toqether with its morpholO9Y, 
determine the effiCiency of synaptic current transfer to the impulse initiation 
zone. A general analysis was made of the problems of estimating the electrical 
properties of Q neurone from the measured input Impedance With the a1d of 
equations for the input impedance. These equations were used to quantify the 
error resulting from an idealization of the neurones structure. Furthermore, 
frequency and time domain methods for electrotonic parameter estimation were 
contrasted and frequency doma1n methods were shown to be less susceptible to 
I -error. 
Frequency domain methods were applied to the problem of estimating the 
electrotonic parameters of some identified neurones of the garden snail. The 
mem~e time constants for the group of neurones studiect had an average 
value of 43 ms. 
The nonlinear properties of snail neurones were characteri~ by measuring-
the harmonic content of the voltag-e response to a sinusoidal current input. The 
model so deduced accounted for the response of neurones for inputs wIth 
peak-to-peak ampl1tu~es up to 2 nA, but the form of the input showed a strong-
dependence on the OC bias of the input. 
In the second part of this thesis stochastic and deterministic siqnals were 
. "'-
used to characterise and model the dynamics of spike initiation. neurones were 
stimulated with Gaussian white noise currenl signals. Records of the action 
potentials evoked. together with the inpul noise allowed measurement of the 
characteristics of the current trajectories that lead to the initiation of action 
potentials . These records were analysed in the framework of Wiener's theory of 
nonlinear systems. to obtain a model of the current-to-spike transformation. The 
models were similar in form to thal of a low-pass filler in cascade with a 
threshold device and predicted 60 to 80" of the observed action potentials. The 
spiking behaviour evoked by slep currenl inputs was contrasted with that 
produced by Gaussian white noise and the dynamics of the neurone were shown 
to depend on the form of the input used. 
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SYMBOLS 
= cable r-adius 
= capacitance per- unit ar-ea of membr-ane ( F -" cm .... 
Cm = 2'TI'aCm = membr-ane capac i tance per- un it l. ength of cab l. e 





= conductance of soma 
= cur-r-ent 
= Laplace tr-ansfor-m of cur-r-ent. 
= (_1)1/2 
Kij (j0) = tr-ansfer impedance between points j 
kij(t) = Fourier tr-ansform of Kij (j0). 
and i on cable. 




= intr-acellular- r-esistivity. 
= R,(~a2 = intr-acellular r-esistance to axial 
1 
cur-r-ent along a cable 
R = r-esistance of unit area of membrane ( g cm 1). m 
flow of 
r-m = Rm /2 'TI'a = membr-ane r-esistance of Ltnit length. 






= tr-ansmembr-ane potential 
= Laplace tr-ansform of vet) 
= ra/~ ,= char-acteristic impedance of cable 
= ( 1+j0~m ) 1/2 1 ~ = pr-opagation constant 
= (r- Ir-) 1/2 = space constant. 
m a 
= 2'TI'f = anguI ar- fr-equency ( r-ad/sec ). 
= I?(,) tanh (L) 
= 1/(r-a~Gs)' 
= standar-d deviation of GWN signal 
= RmCm = membr-ane time constant. 
ABBREVIATIONS 
ACT = Aver-age cur-r-ent tr-ajector-y 
B&C = Butz and Cowan ( 1974 ) 
GWN = Gaussian white-noise 
Lpr- = Left par-ietal 




1.1. NEURONES AND NETWORKS 
It is a commonplace assumption that the operation of a 
neuronal network can in principle be explained in terms of the 
properties of the component neurones and their interactions. Any 
assay of this supposition is crucially dependent on the way in 
which the neurones are represented; an elaborate representation 
might render the test impracticable, while a simpler one might 
omit features essential to the networks operation. This thesis 
is an attempt to model the input-output characteristics of 
identified molluscan neurones. 
It is difficult to avoid the conclusion that any such 
representations must be mathematical, for the simple reason that 
there is no other way of predicting the operation of a complex 
" 
interconnected network. Even a verbal description would have to 
be transformed into some form of mathematical formalism~ however 
primitive~ to predict the working of a neuronal network. 
A related problem is that of locating the appropriate level 
at which to base the neuronal representation. For e>: amp I e ~ it 
would be inappropriate to attempt to reconstitute the input-
output properties of a neurone from the quantum mechanics of its 
component molecules. It may seem more fitting to deduce a 
neurone's dynamics from the kinetics of the component ionic 
channels. Even this project would be daunting: not only would it 
be necessary to measure the kinetics of all types of channels in 
UNIVERSITY the neurone and reveal the new-one> s morphology, but it WOllI d 
LIBRARY 
CAMBRIDGE also be necessary to measure the detailed density distribution of ... 
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all channel types (Skaugen & Walloe, 1979 ) • Furthermore 
mathematical models at this level of representation prove to be 
very time- consuming to solve ( Joyner et al. 1978). 
These considerations drive one back to what is essentially a 
classical neurophysiological method ( Lapique, 1907; Lucas, 1917 
) , namely the search for purely phenomenological models of 
neuronal activity. For e}:ample, spike initiation might be 
represented as a integrator circuit in cascade with a threshold 
device. This model has no direct relationship to the structure of 
the neurone; it simply attempts to reproduce the input-output 
properties of the neurone. 
1.1.2. MODELLING NEURONES 
Some theoretical treatments of n~ural systems assume that 
their function derives principally from the connectivity of the 
neurones, while all the component neurones are treated as simple 
stereotyped units ( Conrad et al., 1974; Amari, 1974 ). Often the 
neurone is modelled as a threshold device that responds to the 
instantaneous value of the sum of the inputs 
"I ogi cal neurone" McCulloch & Pitts, 1943 ). 
the so-called 
McCulloch and 
Pitts ( 1943) demonstrated that any process that can be described 
by an algorithm can be emulated by a machine composed of logical 
neurones. It is, however, likely that for any given process there 
will be many different ways of realising the circuitry using 
logical neurones. It is therefore hazardous to attempt to derive 
the neuronal basis of behaviour simply from a system's input-
output properties. 
Neurones are much more complex than the logical neLlrone 
model would suggest. Besides omitting the important category of 
2 
all channel types (Skaugen & Walloe, 1979 ). Furthermore 
mathematical models at this level of representation prove to be 
very time- consuming to solve ( Joyner et al. 1978). 
These considerations drive one back to what is essentially a 
classical neurophysiological method ( Lapique, 1907; Lucas, 1917 
) , namely the search for purely phenomenological models of 
neuronal activity. For e>:ample, spike initiation might be 
represented as a integrator circuit in cascade with a threshold 
device. This model has no direct relationship to the structure of 
the neurone; it simply attempts to reproduce the input-output 
properties of the neurone. 
1.1.2. MODELLING NEURONES 
Some theoretical treatments of n~ural systems assume that 
their function derives principally from the connectivity of the 
neurones, while all the component neurones are treated as simple 
stereotyped units ( Conrad et al., 1974; Amari, 1974 ). Often the 
neurone is modelled as a threshold device that responds to the 
instantaneous value of the sum of the inputs the so-called 
"logical neurone" McCulloch & Pitts, 1943 ). McCulloch and 
Pitts ( 1943) demonstrated that any process that can be described 
by an algorithm can be emulated by a machine composed of logical 
neurones. It is, however, likely that for any given process there 
will be many different ways of realising the circuitry using 
logical neurones. It is therefore hazardous to attempt to derive 
the neuronal basis of behaviour simply from a system's input-
output properties. 
Neurones are much more complex than the logical neurone 
model would suggest. Besides omitting the important category of 
3 
nonspiking neurones ( Bush & Roberts, 1981 ), the logical neurone 
model also does not account for the nonlinear interaction between 
converging synaptic inputs. Furthermore, it reduces spike 
initiation to a simple threshold crossing event, whereas the 
multiplicity of complex time dependent phenomena associated with 
spike initiation ego adaptation, accommodation, rebound 
excitation, plateauing and spike failures ), suggests a need for 
more elaborate models. 
This thesis 
properties of 
attempts to characterise the 
some identified snail neurones 
input-output 
by finding 
mathematical functions that map the input in the form of synaptic 
current, into an output in the form of spikes or synaptic 
potentials. It is not possible to measure directly the overall 
input-output function, because the voltage at all points in the 
neurone cannot be sampled. This problem can be circumvented by 
representing the overall neuronal input-output function as a 
cascade of operationally separable process, each represented by a 
single input-output function, termed here a transfer function. 
Following Calvin and Graubard (1979) four types of transfer 
functions are defined, as follows; 
(1) The Synaptic transfer function describes the transformation 
of presynaptic voltage into postsynaptic current. It encompasses 
all processes, from the initiation of neurotransmitter release 
to the postsynaptic conductance change, and should include all 
time dependent effects like facilitation and depression. 
(2) The Electrotonic transfer function transforms current 
injected at one site on the dendrite to voltage at another in the 
same neurone. To take into account interaction between synapses, 
all synaptic sites should be linked by transfer functions to all 
4 
others. Furthermore, the spike initiation zone should be linked 
by electrotonic 
output sites, to 
transfer functions to all synaptic input and 
include the effect of the retrograde invasion 
of the action potential. 
(3) The Spike initiation transfer function converts current at 
the spike initiation zone into action potentials. This transfer 
function may be represented as a simple threshold device or it 
may be a more complex function of the input current. 
(4) The spike propagation transfer function describes the 
transformation of action potentials at the impulse initiation 
zone into action potentials at the nerve terminals. In the 
simplest case it is a time delay element. In more complex cases, 
it may be necessary to take into account changes in the 
propagation velocity resulting from the interaction between 





illustrates how a simple neuronal n~twork can be 
the four transfer functions. In subsequent 
chapters it is shown how the transfer functions can be 
represented mathematically. 
1.1.3. TWO CAVEATS 
It should be noted that although it may be possible to 
predict the operation of a neuronal network from the properties 
of its parts, such a simulation of a system does not necessarily 
disclose its function. For example, a computer simulation of a 
radio may correctly predict the voltage at all points in the 
circuit, but it would leave someone ignorant of electromagnetic 
radiation no wiser as to what a radio actually does. 








o spike initiation 
____ ...,JI electrotonic 
1 
spike propagation 
Figure 1.1 (A) Hypothetical neuronal circuit. (B) Representation 
of the neuronal circuit depicted in A, 
( Synaptic transfer functions have 
postsynaptic and presynaptic elements. 
correspondence of the parts in figures A 
using transfer functions. 
been divided into a 
Shading indicates the 
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plea for a multiplicity of approaches to neural systems, 
the whole system and at the neuronal level. 
at both 
Only deterministic neuronal representations will be 
considered in this work; however it should be recognized that 
neurones are intrinsically stochastic and that this may 
contribute in a significant way to the sort of operations the 
neuronal networks can perform ( Holden, 1976). For example, it 
has been shown for learning automata, constructed from logical 
neurones, that a certain class of problems can be solved by 
stochastic automata, but not by deterministic ones 
Poppelbaum, 1981 ). 
Mars & 
1.2. OUTLINE OF THESIS 
With the development of techniques for reliably staining 
neurones, it has become routine to reveal a neurone's morphology 
and to measure its physiological properties. The literature is 
replete with detailed drawings of identified neurones in 
invertebrate ganglia (eg. molluscs; Winlow & Kandel, 1976 
Haydon & Winlow, 1981: arthropods; Siegler & Burrows, 1979 
Sigvardt et al. 1982 ), but morphology alone does not disclose 
the strength of the electrical coupling between various parts of 
a neurone. However, from a knowledge of the resistance and 
capacitance of the neurone's membrane it is possible to translate 
these details of morphology into predictions about the 
attenuation of synaptic potentials between any two points on the 
dendritic tree. 
The first part of this work considers the general problem of 
estimating the passive electrical properties of neurones. In 
chapters 2 and 3, equations representing the electrical 
properties of neurones are derived, that are then used to develop 
6 
techniques for measuring the electrical properties of neurones. 
Particular attention is given to estimating the reliability of 
these techniques. The methods so developed are applied in chapter 
4 to the measurement of the passive electrical properties of some 
identified snail neurones. In chapter 5 a method is devised for 
quantifying the nonlinear properties of neuronal membranes. 
The second part of this thesis is devoted to 
phenomenological characterization of spike initiation. 
the 
Both 
deterministic and noise signals are used~ to probe the process of 
spike initiation, and to aid in the formulation of models of the 
input current-to-spike transformation. 
1.3. SYSTEM IDENTIFICATION 
Much of this thesis is concerned with the formulation and 
verification of models. As both these processes are complex and 
hazardous~ this section attempts to clarify the activity of model 
building. 
The relationship of models to reality is complex~ and in 
practice bears little resemblance to the simple inductivist view 
that theories derive in some straightforward way from 
observations. There is inevitably a complex interplay of theory 
and observations~ the one conditioning the other~ However I shall 
not dwell on the origins of models, as this is largely a question 
of creativity~ but in what follows I shall examine the various 
stages in the verification of a model. 
Following the terminology of Eykhoff (1974) , the 
mathematical representation of a system is referred to as a 
model, and the total process of establishing and confirming a 
model is called Syste~ Identification. 
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1.3.1. WHY MODEL? 
There are two main reasons for wanting to model a system, 
1.3.1.1. System Representation. One may need a compact 
mathematical model that replicates the input-output dynamics of 
the system, either as an aid to understanding the nature of the 
transformation performed on the input, or as an element in the 




useful in the 
networks. 
of the dynamics of single neurones 
understanding of the operation of 
When attempting to reproduce the dynamics of a 
form of the mathematical equations need have 
system, the 
no direct 
relationship to the structure of the system: the model is judged 
solely on the grounds of its ability to reproduce the input-
output dynamics of the system. 
1.3.1.2. Parameter Esti1TJation. Alternatively a model may be used 
to estimate aspects of the system which are not open to direct 
measurement. For example, a model of a neurone>s passive 
electrical properties provides a link between the measured input 
impedance and the unit membrane resistance, a quantity that 
cannot be measured directly in a nonspace-clamped neurone ( Jack, 
Noble & Tsien 1975 ). 
Models used for parameter estimation, if accurate, should 
for the reproduce the system>s input-output dynamics. 





derivation of the model should be tested 
since a correspondence between the input-output 
properties of the system and the model is not in general an 
8 
adequate test of these assumptions. 
1.3.2. MODEL SPECIFICATION 
Calculating the response of a given mathematical model to 
any input is straightforward, if one is prepared to accept a 
numerical solution. However, the inverse problem of specifying 
the form of the model given the input-output data of the system~ 
is far more difficult. Indeed it is not possible to deduce a 
model of the system that has a direct relationship to its 
internal structure by using an algorithmic procedure~ operating 
simply on the input and output of the system Marmarelis & 
Marmarelis~ 1978 ). Models that mirror the internal structure of 
the system can only be derived from prior information about the 
structure of the system. 
These considerations lead to a distinction between two sorts 
of models~ nonparametric and parametric models: 
1.3.2.1 Nonpa;ametric models. No assumptions are made about the 
internal structure of the system (ie. it is treated as a "black 
box" )~ and the system's input-output properties are modelled as 
a series approximation, which has no direct relationship to the 
structure of the system. This form of model is often part of a 
system identification procedure which prescribes the form of the 
input and a method for estimating the terms of the series 
approximation. An example of this form of procedure is described 
in more detail in chapter 6. 
1.3.2.2. Parametric models are derived from information, or from 
a conjecture, about the structure of the system, rather than 
directly from the input-output properties of the system. An 
example of this class of model is encountered in cable theory in 
which information about a neurone's shape and electrical 
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properties, together with the laws of electrical current flow, 
are used to derive a partial differential equation linking 
current input and voltage output ( Jack, Noble & Tsien, 1975 ). 
1.3.3. PARAMETER ESTIMATION 
Assuming that the form of a parametric mod~l is known and 
that there is no simple algebraic relationship between the system 
parameters and the system output, the parameters can be estimated 
by minimizing the difference between the output of model and the 
response of the system. The difference between the model and the 
system output is quantified by an error statistic, normally taken 
to be the sum of squares of the difference between the model 
ouput and the measured output ( Grove et al.,1980 ). This process 
of parameter estimation can be visualized by considering a two 
parameter model: if the error statistic is plotted as a function 
of the two parameters, a surface in three-dimensional space is 
obtained, and if a unique solution exists, the sOrface has a 
global minimum. 
The shape of the error surface is dependent not only on the 
form of the model, but also on the type of input used to perturb 
the system. Therefore the choice of input signal can influence 
the variance of the estimated parameters ( Swanson, 1977 ), and 
can also influence the rate of convergence of the routine that 
searches for the solution ( Nicola et al., 1980 ). 
1.3.4. ERRORS OF PARAMETER ESTIMATION 
Once a model has been selected, it may seem natural to pass 
on immediately to parameter estimation. However, if the estimated 
parameters are to have any meaning , the structure of the model 
itself ought to be explored beforehand. Three possible sources of 
10 
error in parameter estimation are considered in the following 
subsections. 
1.3.4.1 SYSTEM IDENTIFIABILITY 
The models encountered in biological problems are often 
rate or diffusion equations, and there is often no simple 
algebraic relationship between the system's output and the 
model's parameters. It is not always obvious from the form of the 
mathematical model, whether or not a unique parameter set exists. 
A model is said to be structurally identifiable if a unique 
parameter set does exist Bellman & Astrom, 1970) 
Parameter estimation should not be attempted with a model 
that is not structurally identifiable, because althou~h it may be 
possible in this case to estimate a set of parameters, there may 
be infintely many parameters consistent with the data. (Swanson 
(1977) and Zierler (1981) give examples from the biological 
literature where this error has been committed. ) 
The problem of deciding whether or not a model 
structurally identifiable 
that of linear systems, 
is complex: even the simplest 




mathematicians ( Nguyen & Wood, 1982 ). Some specific examples of 
structural identifiability are raised in chapters 2 and 4. 
1.3.4.2. PARAMETER SENSITIVITY 
Structural identifiability is concerned with the idealized 
situation where the data is free from noise. Noise will have the 
effect of decreasing the accuracy of the estimated parameters. 
The relationship between the noise and the accuracy of the 
parameters is determined by the nature of the model , and it is 
as well to investigate this relationship prior to parameter 
estimation, because it might be that the parameters to be 
11 
estimated a~e so sensitive to noise as to render their 
measurement meaningless ( Grove et al., 1980 ). 
The effect of noise can to a certain extent be minimized by 
an appropriate choice of the form of the input signal, because as 
was mentioned above, the shape of the error surface, and 
consequently the parameter's variance, is partially determined by 
the form of the input ( Swanson, 1977 ). 
1.3.4.3. MODELLING ERRORS 
Simplifying assumptions are often introduced into a model to 
render the mathematical equations more tractable. If the 
correspondence of the assumptions to the system is poor, the 
estimated parameters will be in error. This so-called modelling 
error can be calculated if the detailed version of the model can 
be solved. Examples of such calculations are given in chapter 2. 
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CHAPTER 2 
FREQUENCY DOMAIN ELECTROTONIC THEORY 
2.1. INTRODUCTION 
The input impedance measured from the van~age point of the 
soma contains information about the cell"s electrical properties 
and shape. In this chapter the influence of neuronal morphology 
and electrical properties on the input impedance are explored 
using analytic expressions for the input impedance derived by the 
method of Butz and Cowan(1974) ( see below). These equations are 
also used to define the theoretical limits to the reliable 
estimation of the electrotonic properties of a neurone from the 
measured input impedance. 
The view from the soma will be pursued because it is often 
the only site from which reliable recordings may be made. In 
addition, when estimating electrotonic parameters, it 
essential to know the location of the electrode, 
most cases, is only possible for the soma. 
and ~his, 
2.1.1. LINEARITY IN THE FREQUENCY DOMAIN 
is 
in 
A system is linear if, for all possible sinusoidal inputs, 
the steady-state response is a sine wave with the same frequency 
as the input. The output may have a different amplitude and its 
phase may be shifted with respect to the input. In addition the 
ratio of the input to output amplitude must be independent of 
the input amplitude. If the output contains frequency components 
that were not present in the input, then the system is nonlinear. 
Measurement of the magnitude and phase of the ouput over a 
range of frequencies defines the transfer function ( or impedance 
13 
if the input is current and the output voltage), which provides a 
complete description of the system, in that it can be used to 
calculate the response to any input. The transfer function, 
because it is represented as a function of frequency, is termed a 
"frequency domain" representation. An alternative complete 
description of a linear system is provided in the time domain by 
the response of the system to a unit impulse input. The time and 
frequency domain representation of the systems are equivalent in 
that they are Fourier transforms of one another Bracewell, 
1965), however parameter estimation often proves simpler and more 
reliable when the system is represented in the frequency domain 
(Diamond & Machen, 1983 ). 
2.1.2. ORGANIZATION OF CHAPTER 
This chapter is divided into three sections. The first part 
describes a method for translating the neurone"s morphology into 
an algebraic representation of its linear electrotonic 
properties. In part two the frequency domain behaviour of some 
simple circuits are described and these are then used to 
facilitate the understanding of more complex electrotonic 
strLlctures. In the third section the input impedance expressions 
ar used to explore the influence of data accuracy and modelling 
errors on parameter estimation. 
2.2. THE BUTZ & COWAN GRAPHICAL CALCULUS 
Butz and Cowan (1974, abbreviated as B&C) developed a 
graphical calculus for deriving the transfer impedance between 
any two points on a linear dendritic tree. The current-to-voltage 
transfer function 1< . . (s), 
lJ 
relates the voltage output at site i , 
to the current input at site j, as follows: 
V . (s)= 1<' . (s) I . (s) (1) 
1 lJ J 
-90 90 1 








Figure 2.1. (A)The input-output relationship of a linear system. 
CB) Some simple electrotonic objects and their equivalent 
circuits. The membrane of all structures has a unit resistance~ 
Rm ~ and capac i tance per Llni t area of Cm. (D. }:=l ength increment) ,., ,..., 
(I) isopotential soma of radius b~ rs=Rm/4 'nb":" 8~ c s =4 ·nb ·':"'Cm. (11) 
~ 
finite cable of .... adl·.L'S a~ ".. -R I~n'a .... -R I'n'a "::' ~ c -'? 'n'aC (Ill) , , , m- m"::" ~ I a- a '-~ m-":" m" 
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y(t)=Bsin(wt-,) .. Output 
B 
I Cs 
(A) The input-output relationship of a linear system. 
simple electrotonic objects and their equivalent 
circuits. The membrane of all structures has a unit resistance, 
Rm, and capac i tance per un it area of Cm' (t::. >: =1 ength increment) ..., ..., 
(1) isopotentia1 soma of radius b, rs=Rm/4 'nb"::' ~~ c s =4'T1b ''::'Cm. (11) ..., 
finite cable of rad]',LIS a, r -R I~ 'n'a r -R I 'n'a"::' ~ c -~ 'T1'aC (Ill) m- m ~ ~ a- a ~ m-~ m' 
Hypothetical neurone approximated by a structure composed of 
cylinders. 
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where V. (s) and I . (s) are the Laplace transforms of the voltage 
1 J 
and current respectively and s is the Laplace transform 
1/2 
variable. ( s can be replaced by j <...> , where j = (-1) and w is 
the frequency in radians per second ( Bendat & Piersol, 1971). 
The transfer impedance is a complex function, its magnitude 
is the ratio of the amplitude of the output sinusoid to that of 
the input. The phase of the transfer impedance is the phase 
shift between an output and input at frequency 0. 
relationships for a linear system are displayed in fig lA. 
The time domain expression equivalent to equation 1 is, 
v . (t) -- .r 
1 
o 
k. . ("r,:) i . (t _Or,:) d"t 
1 J J 
i (t) :::: (l for t <: 0 
These 
(2 ) 
where the lower case letters are the Laplace transforms of the 
equivalent symbols in equation 1. As a mathematical expression, 
this is clea~ly more difficult to evaluate than the frequency 
domain equivalent, equation 1. In addition, it is only possible 
to invert K . . (j(.;.) for some simple symmetrical 
1 J 
trees dendritic 
(Jack & Redman, 1971; Horwitz, 1981 & 1983 . On the other hand 
c an be found analytically fo~ an arbitrarily complex 
dendritic tree. 
In the derivation of the graphical calculus Butz and Cowan 
drew on the standard assumptions of linear cable theory. These 
assumptions have been discussed and justified by RaIl (1977) and 
Jack, Noble & Tsien (1975), and will he nce only be reproduced 
here. The assumptions are, 
(1) The unit membrane can be represented by a linear impedance . 
(2) The intracellular medium provides a purely ohmic resistance 
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to current flow. 
(3) The extracellular resistance is negligible. 
These assumptions imply that a dendritic process with 
uniform diameter, much less than the space constant, can be 
represented by a one-dimensional cable ( see fig.1B 11 ), while a 
cell body with a diameter much less than the space constant can 
be represented by an isopotential compartment (see fig.1B I 
The BLC method can be applied to any dendritic tree that 
can be approximated by a structure composed of cylinders with 
uniform electrotonic properties (see fig lB III ) . In this 
exposition of the method the unit membrane is assumed to be a 
resistance and capacitance in parallel (R-C) , however in 
appendi>: A the method is generalized to include the case of an 
arbitrary membrane impedance. In the BLC calculus the unit 
membrane impedance may be non-uniform and there are no 
restrictions on the radii at branch points. 
The BLC procedure translates a diagram of a dendritic tree 
into a transfer impedance connecting any two points on the tree. 
The elements of the calculus, termed here 'building blocks', are 
two components of trees, namely, branches ( unbifurcated cable) 
and triads ( bifurcated cable). The building blocks are treated 
as algebraic entities that are manipulated according to a set of 
rules, the end result of which is a symbolic equivalent of the 
transfer impedance. The building blocks are then replaced by 
their mathematical equivalents to produce the input impedance in 
its analytic form. 
The BLC method will be given in full because a few 
innovations to the method have been introduced and an error in 
the original paper has been corrected. 
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2.2.1. THE BUILDING BLOCKS 
The building blocks and their various manifestations are 
defined in the following table. When using the B&C method it is 
only necessary to remember the symbolic representation. 











Zl Z2 [L I
] [L ...... J [L..,..] 
~L~ 
-< ~~J 
.::. * . .:..
L "" +Zl Z2 [L 1
] [L~] [L~] 
1 L * 4- ..::. 3 ~ +Z ...... Z..,.. [L 1 ] [L ...... ] [L~] .L ...:.,. .::. .,:: . 
Z. = r I ~ = characteristic impedance of cylinder i 
1 a 
r =R. I ·11·a 2 
a 1 
.;-; = (l+jo:.:,T,:m) 112 I ~\ = propagation constant 
a = cable radius 
A = (R a I 2 R. )1/2 = length constant 
m 1 
R. = !ntracellular resistivity. 
1 
T,:m = RmnCm = membrane time constant 
Rm = Unit membrane resistance 
Cm = capacitance per unit area of membrane 
1 . = Physical length of cylinder i 
1 
L. = 1./A. = Dimensionless electrotonic length of 
1 1 1 
cylinder i 
* - Denotes an operation, 'complementation' which has 
the effect of changing all occurrences of sinh to cosh and vice 
versa. 
It is assumed that for each segment the following 
parameters are known; L,a,Rm,Cm and Ra. 
2.2.2. BRANCH TERMINATIONS 
To derive the transfer impedance of a dendritic tree it is 
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necessary to specify the impedance at the termination of all 
branches. Within the B&C calculus there are three ways of 
terminating a branch. Firstly the termination may be a parallel 
R-C circuit, which is termed a "leaky" termination and is 
represented in diagrams by "-0". Then there are two special cases 
of the leaky termination: the "closed-circuit' termination, with 
the resistance and capacitance both zero (represented as an 
unadorned branch tip and the 'open-circuit' termination, 
with an infinite resistance at the tip ( represented in diagrams 
by'-;». 
A leaky termination may be used to represent an isopotential 
soma or a branch terminated with a disk of membrane having the 
same impedance as the rest of the cable. Whenever a tip is 
designated a leaky termination, all the symbolic representations 
of the branch ( ego [x] ) must be replaced by EO-x] where the 
mathematical equivalent of this term is, 
EO-x] _ Zsinh(~x) + Z cosh(~x) 
o 
(3 ) 
Where Z = l/(sC +G ); Go = Conductance of the tip 
000 
and C = Capacitance of the tip. o 
Additional configurations may be derived from the basic 
building blocks by the introduction of the notion of a 'virtual 
branch> • This is a branch with zero length and, where 
appropriate, a closed tip. The virtual branch is denoted by a 
dashed line. Consider the representation of cables that undergo a 





It is important for the derivation of the transfer function, 
to hang onto the virtual branch until the derivation is 
completed, and only then can it be eliminated by substituting 
L=O. 
In what follows the B&C calculus is represented as a set of 
rules in the form of a flow chart on the left-hand side of the 
page and on the right-hand side of the page the appropriate 
manipulations are performed on a dendritic tree. 
2.2.3. THE RULES 
current electrode 
Draw a "stick" representation of L, 
'-' 
the neurone. Denote tip conditions 
and position of soma Position 
recording an.d current passing 
voltage electrode 
electrodes. 
Rssume initially that all tips 
that do not have a leaky 
termination, have a closed-circuit 
termination 
The numerator and denominator of 




Delete branches on the direct line 
between the two electrodes. The 
numerator is composed of the 
product of two terms: 
The product of all 
characteri sti c impedances ( Z . ) of 
1 
branches that lie on a deleted 
branch point. A given branch may 
be represented no more than twice 
in this term. 
(ii)The product of the symbols of 
all the remaining bits of the tree. 
Symbols more complicated than the 
building blocks are simplified in 
the same way ~ as those in the 
denominator, as demonstrated below. 
DENOMINATOR 
The denominator is the 
representation of the whole tree. 
The denominator is simplified by 
taking the ' ® ' product of all 
the component triads of the tree. 
Where ® represents multiplication 
in the ordinary sense, save that 
when the same branch is involved i n 
deleted branch 
J. < 
_ t .... ... ... . . 
U---J ..... .. .. 
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the operation the following 
conversion rule applies: 
sinh(U sinh(U ...,. sinh(L) 
cosh(L) cosh(L) ...,. sinh(L) 
sinh(L) cosh(L) ...,. cosh(L) 
The transfer function at this 
stage is that for the tree with 
all tips having a closed-circuit 
termination. If there are any 
open-circuit terminations the 
following operations are 
performed: 
All symbols in the numerator 
and denominator with open-cirCUit 
terminations are complemented the 
..... Numerator = 
term. If a branch in a triad is 
[0-><] {u -<~:: ] [L4 ] HyH same number of times as there are open-circuit terminations in that 
complemented~ all terms in the 
mathematical representation are 
complemented. 
Denominator = 
The derivation is now complete. The mathematical equivalents 
of the building blocks can now be substituted into the symbolic 
e>:pression. 
As explained above the magnitude and phase of the transfer 
function represents the attenuation and phase shift experienced 
21 
by an input sine wave. Such a magnitude-phase, or Bode plot can 
be obtained by encoding the transfer function in a computer 
language with a facility for handling complex numbers ego 




x = Re ( /.:::. . (~o:.) 
1 J 
Y = Im ( K .. <.,0:':') 
lJ 
Amplitude = 
Phase = arctan ( V/X ) 
(4 ) 
Where Re and Im are operators that take the real and 
imaginary part of the operand respectively. 
2.2 . 4 . SOME USEFUL PROPERTIES OF TRANSFER IMPEDANCES 
(1) The transfer impedance at oo=U, K . . (0). 
lJ . 
is the transfer 
resistance between i and j for a D. C. input at j. 
(2) For a tree-like structure ( Koch et al., 1982 
K .. (jo:.:.) = V (j" o" ) 
lJ ' ' ji " 
( 5 ) 
(3) The current transfer between sites i and j for current input 
at j is, 
I . (j(o) = ( 1< .. (jo:.) I . (j I:.) 1 I< . . (j I:':.) (6 ) 
J Jl 1 JJ 
(4 ) The fraction of charge injected at site i reaching site j, 
(the charge factor, Q) is Koch et al. , 1982 ) , 
Q = K .. '(O) 11< .. (0) ( 7) 
Jl JJ 
(5 ) If, instead of an R- C circuit, the membrane is represented 
by an arbitrary l i near circuit with admittance y(joo), then all 
that needs to be changed in the B&C method is the definition of 
the propagation constant for proof see appendix A ): 
. 1/2 
r y( J':':'» a 
(8 ) 
(6) A method for introducing synapses is given in appendi>: B. 
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A WORKED EXAMPLE 
To illustrate the use of the B&C calculus I shall derive the 





* * = [O-x][y] 1[0-1] 
= (Z sinh etl:.:) + Z cosh n:l>:» ( Z cosh Oly» --_________ s~ _____________ (9) 
(Z cosh CH) + Z si nh Cn» 
s 
The input impedance at the soma can be found by moving both 
electrodes to the soma. (ie >:=0 , y=l ) 
v = 1/( (l/Z ) + (l/Z)tanh( ~l » "'ss s ( 10) 
Rearranging equation (10), 
K (j.;.:o) = (1/8) I ( 1 + j.;.:."t. + t:=:· (l+j.;,."t. )1/2tanhnll» (11) 
ss s m m m 
Where t-=:· =l/(r :;:\8 
-m a s is the ratio of the dendritic to 
somatic conductance, for an equivalent LSFC with a cable of semi-
infinite length ( Jack, Noble & Tsien, 1975 
The DC input resistance measured at the soma can then be 
found from this expression by setting 00=0 • 
I< (0) = ss ( 1/8 ) I ( s 1 + f-' tanh ( 1 I~:'L) ) - 0) ( 12) 
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2.3 THE FREQUENCY DOMAIN REPRESENTATION 
OF SOME ELECTROTONIC STRUCTURES 
2.3.1. THE FREQUENCY DEPENDENT SPACE CONSTANT 
The space constant~ ~ defines the steady-state voltage 
decrement with distance in an infinite cable; ~ is the distance 
at which the voltage declines to exp(-1) of its value at the site 
of current injection. To extend the notion of a space constant to 
time varying signals, consider the transfer impedance of an 
infinite cable~ with the current injected at site i, the 
measuring site j being at a distance x from the current source, 
for 0 <: :{ 
( 13) 
Using equations 13 and 4~ the ratio of the output to the input 
amplitude is, 
V.(.)))/I. (0;.:.) = R A e:·:p (_(2)-1/2«1+0;.)2-r.:2 ) 1/2+U 1/2(}:/)L» (14) J 1 ~a~ ____________________________________________ __ 
2 2 1/4 ( 1 +0;.) -r.: ) 
From this equation it follows that the amplitude of the 
output falls to exp(-1) of its value at x=O, when x is equal to 
the effecti ve space ' constant, ~:'L' (0;.:.), def i ned as, 
( '"') 1/2 .' ..:... ."'0. (15) 
2 2 1/2 1/2 ( ( 1 +0;.:. -r.:) + 1 ) 
The complex space constant is an inverse function of 
frequency, so high frequency inputs are attenuated more strongly 
with distance than low frequency inputs. 
The frequency dependence of the space constant proves useful 
in rationalising the frequency domain representation of the input 
impedance of neurones. In what follows the frequency domain 
behaviour of some simple electrotonic structures are exhibited 
and it is shown that the input impedance of more complex 
J 
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electrotonic structures can be understood in terms of the 
response of these simple circuits, when account is taken of the 
frequency dependence of the space constant. 
All input impedance plots are displayed as phase-magnitude 
plots and in all cases the magnitude has been normalized by the 
maximum value of the magnitude. The magnitude and frequency are 
both scaled logarithmically. Further the frequency in all plots 
designates dimensionless frequency, which is the product of the 
frequency in radians per second and the membrane time constant in 
seconds. The shapes of all phase-magnitude plots are thus 
rendered independent of the absolute value of the membrane time 
constant. 
2.3.2. ISOPOTENTIALITY 
The notion of isopotentiality recurs frequently in this work 
and consequently deserves some clarification. Any part of a 
neurone is isopotential if, when perturbed by a current input, 
voltage gradients do not develop within the defined area. Whether 
a given part of a neurone is isopotential will depend on the 
neurone's electrotonic structure and on the frequency components 
in the input. It is important to note that even though, for 
example, a soma may be isopotential, there may be voltage 
gradients between the dendrite and the soma; the neurone is then, 
as a whole, not isopotential. The distinction between the 
isopotentiality of the whole or part of a neurone is important 
because only when the neurone as a whole is isopotential, does 
the measured input impedance correspond to the unit membrane 
impedance. In a nonisopotential neurone the unit membrane 
impedance can only be measured through the intermediate of an 
. I 
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electrotonic model. It should also be noted that because of the 
frequency dependence of the space constant, a neurone may be 
isopotential at low frequencies but not at high frequencies 
Eisenberg & Johnson, 1970). 
2.3.3. THE ISOPOTENTIAL SOMA AND THE INFINITE CABLE 
The parallel R-C combination is conventionally used to 
represent an isopotential soma ( Jack, Noble & Tsien, 1975 ). The 
input impedance of an R-C circuit is, 
1<. . (j (.;0 ) = R 1 ( 1 + j (.;oRC ) 
11 
(16) 
The Bode plot Fig. 2A) of the R-C circuit is 
characterized by an amplitude which decreases with a slope of -1 
at high frequencies. The time constant of the circuit (~=RC) can 
be measured directly from the gain-phase plot and it is equal to 
the inverse of the frequency (in rads/s ) at which the gain falls 
to (2)-1/2 of its initial value. The phase at very low frequency 
is zero and at a frequency of .1/~ it begins to lag the input, 
o and decreases to a phase of -90 , at a frequency of approximately 
10/T. 
The input impedance of an infinite cable is: 
I<ii (j(.:c) = ra ~\ 1 (17) 
The magnitude decreases with a slope of -1/2, and the time 
constant is given by the inverse of the frequency rads/s ) at 
which the amplitude has fallen to (2)-1/4 its original value (see 
fig. 2A). The phase shows a progressive lag with increasing 
frequency, but now tends to a limit of -450 • 
2.3.4. REFLECTIONS 
The effect of introducing open-circuit terminations to a 
cable can be illustrated as follows. Consider a homogeneous 
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Figure 2.2. (A) Phase-magnitude plot of the input impedance of an 
infinite cable (---) and a parallel R-C circuit (-----). 
(B) Comparison of the steady-state voltage distribution of an 
infinite cable ( ) and a finite cable of length 2~\ (-----) 
with open-circuit terminations. 
2 
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dist~ibution of voltage is given by see fig. 2B): 
- (.... .., /'?) e" p . IL .:.... , ' , 
a 
v ().: ) (18) 
whe~e >: is the distance f~om the cu~~ent elect~ode. 
If the cable is cut at points ~ and -~, and the end points 
capped with infinite resistances, and a step of cu~~ent applied 
to the middle of the cable, the steady state voltage dist~ibution 
i s f o~ (> <. ).: <: 1 
v (>:) = (19) 
si nh ( ·i:~21 ) 
where "15 0 = 1/;:,. 
In fig.2B the two dist~ibutions are plotted on the same 
axes and a~e clea~ly diffe~ent. The voltage decays less rapidly 
with distance in the case of the te~minated cable, because 
cu~~ent is ~eflected back towa~ds the elect~odes by the 
te~minating impedances. Such reflections will occu~ wheneve~ two 
abutting ~egions of the cable have diffe~ent cha~acte~istic 
impedances; this is termed an impedance mismatch Dwo~sky, 
1979). The cha~acte~istic impedance of a cable is the input 
impedance of an equivalent infinite cable.) 
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2.3.5. FINITE CABLE WITH OPEN-CIRCUIT TERMINATIONS 
The input impedance of a cable with open-circuit ends 
resembles at low frequencies a parallel R-C circuit,and at high 
frequencies an infinite cable ( see fig. 3A ). The shorter the 
cable, the higher the frequency at which this transition occurs. 
This shift in the electrotonic appearance of the cable with 
frequency can be explained in terms of the frequency 
dependence of the space constant as follows. The length constant 
is an inverse function of frequency, therefore at low frequencies 
the terminations appear to be closer to the electrodes than at 
high frequencies. This increases the amount of current reflected 
back to the stimulating electrode, making the voltage 
distribution within the cable uniform. The whole cable then 
resembles an isopotential compartment and consequently behaves 
like a parallel R-C circuit. At high frequencies the cable 
appears very long, and the terminations will have little effect, 
consequently the cable's response resembles that of an infinite 
cable. 
2.3.6. FINITE CABLE WITH CLOSED-CIRCUIT TERMINATIONS 
The input impedance of cable with closed-circuit 
terminations is almost indistinguishable from that of an infinite 
cable, in that its magnitude decreases with a slope of -1/2 and 
o the phase tends at high frequencies towards -45 (see fig. 3B ). 
It is only distinguishable from the infinite cable at the 
frequencies where roll-off commences and by a transient phase 
o roll-off past -45 . 
Unlike the infinite cable the time constant cannot be 
determined from the amplitude plot alone, as the frequency at 
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Figure 2.3. Input impedance of a finite cable with electrodes in 
the middle of the cable CA) open-circuit terminations (B) 
closed-circuit terminations. The length of the cable increases in 
, the direction of the arrow; L = O.5~ 1~ 1.5~ 2~. All impedance 
curves were traced by hand from computer generated plots . 
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decreases. 
2.3.7. THE LUMPED SOMA FINITE CABLE MODEL (LSFC) 
The simplest analogue of a neurone is a lumped soma attached 
in parallel to finite cable (the abbreviation LSFC refers, 
unless otherwise stated to the case where the cable has an open-
circuit termination ). The LFSC occupies a central role in 
practical cable theory for two reasons. Firstly it is probably 
the most complex model that can be used for electrotonic 
parameter estimation. The LSFC model has three unknown parameters 
~.~ and L). while if a bifurcated cable is substituted for 
m' 0:' ' 
the cable the model now has seven unknown parameters . . Given the 
limited precision of biological data and the number of unknown 
parameters, fitting the equations of this model would prove 
intractable for most optimization routines. Secondly, RaIl 
<1962 ) has shown that if a dendritic tree satisfies certain 
conditions, the somatic input impedance is indistinguishable from 
that of an LSFC model. These conditions for a dendritic tree 
with a homogeneous unit membrane impedance are, 
(1) The relationship of all parent branch diameters, d " to 
J 




) 3/2 = t ( d(j-l)k -I"" ) .,) 4 (20) 
(2) All direct paths from the soma to the branch terminations 
must be of the same electrotonic length. 
(3) All branch terminations must have the same impedance. 
In fig .4 the input impedance of an LSFC model is plotted for 
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Figure 2.4. Somatic input impedance of an LSFC model CA) L=O.5~ 
(B) L=2.0~ ~oo increases in the direction of the arrow; 1~ 3.16~ 
10. ~ 31. 6 ~ 100. 
t:~ - . m 
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For low p the soma dominates the response and the presence -m 
of the cable cannot be detected. As P is increased the cable - m 
gives evidence of its presence, in.the amplitude plot as an 
intermediate region with a slope of greater than -1, and in the 
phase plots as a tendency for the high frequency limit to shift 
toward -450 • At very high < ' ~ 100 the response is 
indistinguishable from that of a pure cable. 
2.3.8 INHOMOGENEOUS LSFC 
Most electrotonic models assume for reasons of parsimony 
that the unit membrane resistance is uniform. This is by no means 
necessary and it is possible that the soma and dendrites might 
have different unit resistances (Fatt, 1957). The B&C method can 
cope with membrane inhomogeneity and in fig 6. Bode plots of an 
LSFC model with different somatic and dendritic resistances are 
displayed. 
The impedance of an inhomogeneous model differs from that of 
the homogeneous case, however whether one can detect a 
discontinuity in membrane resistance will depend on the model's 
parameters <e and L) 
ill 
the difference between the somatic and 
dendritic resistance, and the accuracy of the experimental data. 
Although the precise range over which it is possible to 
distinguish between the somatic and dendritic reSistance, has not 
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Figure 2.6. Input 
diffe~ent somatic 
impedance of an LSFC model ( t:-O)=5 




somatic time constant, ~s increases in the direction of the 
arrow; ~s = O.5~m' ~~ and 1.5~m· 
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employed for this purpose. It should be noted that input 
impedance measurements alone cannot distinguish between a reduced 
somatic time constant that is the result of a microelectrode 
induced leak or the result of the natural variation of the 
membrane time constant. 
2.3.9. INDUCTANCE 
Although there are no true inductive elements in biological 
systems, inductive-like responses may arise through the behaviour 
of voltage gateable channels (Chandler et al., 1962). 
Consider a channel, which may be open or closed. Let p be 
the fraction of channels in the open state and ~ and ~ be the 
voltage dependent rate constants for the opening and closing 
reactions respectively. The reaction can be represented as: 
~ 
( 1 - P ) ~ p -. 
~ 
By linearizing the rate equation about an average voltage v, 
Chandler et al. 1962 ) were able to derive the small-signal 
admittance: 
y(j~) = 9 + G 
o 
/ 1 + j~ / 00 o 
where: G = o a p(v) / a ~ ) (v-E )g o 0 00 o = ~(v) + ~(v) 
(21) 
E o = 
electrochemical potential of the channel ; 9 = conductance of o 
channel; 9 = 9 p(v); V = voltage change about v o 
To estimate the effect of cable properties on the input 
impedance of an inductive-like system, the admittance represented 
by equation 21 is taken in parallel with a capacitance, and this 
combination is used as the unit membrane impedance of a fini~e 
cable. 
The input impedance of this system is plotted in figure 
IJJ 
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Figure 2.7. (A) , Phase-magnitude plot of a finite cable with an 
inductive-like membrane ( 00=100 rad s-l; Go=.01 mS)~ measured 
at the centre of the cable. The cable has open-circuit 
terminations. The length of the cable increases in the direction 
0.8, 1.5~. The frequency is in rad s-l. 
an LSFC model ( L=2; ~m = 5 )~ with the 
in the soma and the voltage electrode a 
of the arrow; L= 0.125, 
(B) Transfer impedance of 
current passing electrode 
distance X from the soma; X increases in the direction of the 
arrow; X = 0.05, 0.1, 0.15 ~. 
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7A for a number of different cable lengths. The position of the 
resonance peak~ determined by 00 • 
o' 
is not affected by the length 
of the cab1e~ however, increasing the cable length leads to a 
magnitude plot with reduced slope at high frequencies~ tending 
for very long cables to the infinite cable limit of -1/2. The 
cable length also has a pronounced affect on the phase plots; 
increasing the cable length compresses the maximum phase 
e>: cursi ons. This example illustrates again the importance of 
using an electrotonic model to deduce the unit membrane impedance 
of a nonisopotentia1 system. 
2.3.10. NON- ISOPOTENTIALITY 
As the frequency of input to a neurone increases there must 
come a point where isopotentia1ity even within the soma breaks 
down, because the space constant declines with increasing 
frequency. Roberge et a1 (1977). have derived an approximate 
expression for this frequency for a homogeneous spherical soma, 
? 
f = «0.01 ~/a)-crit G 
2) 1/2/ ~ . C 
- L ~ m 
m 
(22) 
where G =membrane conductivity per unit area m a = cell radius; 
Cm = membrane capacitance per unit area; ~ = conductivity of 
cytoplasm. 
Using the average values found for Helix aspersa neurones in 
chapter 4 R = 5 >~ ~ m 
mhos/cm and C = llJF m 
4 2 10 Q cm ~ a= 100 IJm~ a nd assuming (J' = .01 
2 
cm ~ the critical frequency is 1591 Hz. This 
frequency is well beyond the highest frequency used to measure 
the input impedance 200 Hz. ), so for the structures 
encountered in this study the effects of non-isopotentiality will 
be very small. It is nevertheless interesting to enquire how 
non-isopotentiality might manifest itself in the frequency 
domain. Initially a series appro>:imation derived by Eisenberg and 
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Engel ( 1970 ) w~s used to simulate non-isopotentiality, but its 
convergence properties proved very poor. To simulate the effects 
of non-isopotentiality the LSFC model was used, with the input 
electrode in the soma and the output electrode in the proximal 
dendrite. ( see fig. 7B ). Non-isopotentiality manifests at high 
frequencies as an amplitude roll-off with upward convexity and a 
o phase that rolls off past -90 • 
2.3.11. ELECTROTONICALLY INDISTINGUISHABLE CABLES 
If the analytical impedances of two structures are equal, it 
is impossible from the input impedance alone to distinguish 
between the structures. If one is to decide between two possible 
forms, then either the experiment must be performed from a 
different locus, or details of the morphology must be obtained. 
For example it is not possible to distinguish between the 
following two configurations, 
IV 
~ L ~ ~~ ~ L ~ 
2.4. ELECTROTONIC PARAMETER ESTIMATION 
In appendix E it is demonstrated that the LSFC model is 
structurally identifiable, it is hence licit to use this model to 
estimate the electrotonic parameters, F and L. 
-~ 
These 
parameters can be estimated by sampling the input impedance at a 
range of logarithmically spaced frequencies and then adjusting 
the model parameters until the fit between the model and the data 
is optimal. The accuracy with which the parameters of the LSFC 
model can be determined is limited by the precision of data, the 
verity of the model and the value of the model parameters. 
2.4.1 DISTINGUISHABLE ELECTROTONIC STRUCTURES 
The range of electrotonic parameters consistent with the 
experimental error, can be calculated from the expression for 
the input impedance of an LSFC model. To implement this 
calculation, a criterion has to be established for deciding 
whether two electrotonic structures are distinguishable. Using 
the fact that the phase shift is very sensitive to variations in 
the electrotonic structure Clausen et al., 1979 ) , the 
difference between two impedances can be quantified by the 
statistic P, defined as, 
N 
P = 1/N I 
i=l 





where, N is the number of frequencies at which the impedance is 
measured and e t . denotes the phase of the experimental and 
1 
and theoretical impedances at the ith frequency. If the phase can 
only be determined with an accuracy of say ± - C'0 0.'-1 , then the two 
impedances are distinguishable when P exceeds 0.5. (In all that 
follows the experimental error will be assumed to be ±0.5°, as 
this is the expected error with the method used in chapter 4 ). 
2.4.2. PARAMETER ESTIMATION AND DATA ACCURACY 
2.4.2.1 THE ERROR IN THE MEMBRANE TIME CONSTANT 
To establish the range of the time constants consistent with 
a given experimental error, the following procedure was used. An 
LFSC model with time constant ~e was used to generate the 
> e>:perimental' impedance. The phase was calculated at 10 
logarithmically spaced frequencies, e over the range . 1/2·n-r. to 
e 
10/2·n-r. Hz • , where the impedance is maximally sensitive to 
frequency variations. The electrotonic length and held 
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constant while . the time constant, r-efer-r-ed to as was 
incr-eased ( decr-eased ) in ver-y small steps until the impedance 
was just indistinguishable fr-om the exper-imental cur-ve. In this 
way an upper- (lower-) bound was established for- the time constant 
at a given exper-imental er-r-or-. 
The r-elative bounds on the time constant ar-e independent of 
the absolute value of the time constant, but the er-r-or- bounds 
i ncr-ease wi th decr-easi ng t?'. . (see fig. BA ). The electr-otonic 
1.),1 
length does influence the er-r-or- bounds, but only to a slight 
e:·:tent; for- a given e .. the er-r-or- associated with a long cable is 
1 .. 1.1 
gr-eater- than that with a shor-t cable. 
2.4.2.2. ERROR IN THE ESTIMATED CABLE LENGTH 
The same technique was used to examine the effect of data 
accur-acy and e on the ability to estimate cor-r-ectly the length 
((I 
of the dendr-itic cable (L). An LSFC model with known e • ~ and L 
0) ' m 
was used to gener-ate the exper-imental impedance. Fixing the value 
of ~ m and t=' ·0/ at the values used in the model, 
L was var-ied, 
until the impedance was just distinguishable fr-om the 
exper-imental values. In this way an upper- and lower- bound for- the 
electr-otonic length was established. The bounds on the 
electr-otonic length ar-e influenced by the length of Land t? • but 
0) ' 
not by the absolute value of the membrane time constant. The 
er-ror- bounds on an LSFC model with two different lengths of 
cable ar-e shown in figur-e , as a function of e . 
0:' 
The r-ange of 
indistinguishable electrotonic lengths incr-eases with decreasing 
P and with incr-easing L. Fr-om figur-e BB it can be seen that for 
.. 1:1) 
a typical physiological value of e equal to 5, 
(/.. 
it is not 
possible to distinguish between cables with lengths in the r-ange 
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(A) The er-ror bounds ( E= ~t/~e ) on the membr-ane 
time constant of an LSFC model~ as a function of eoo for- an 
exper-imental er-r-or- of ±O.5° at two differ-ent cable lengths. (B) 
The error bounds of the electrotonic length (L) of an LSFC model 
as a function of eoo for an experimental err-or- of ±O.5°. 
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The error bounds established in the last two sections should 
be regarded as minimal bounds, as perfect knowledge was assumed 
about two of the parameters. It is likely that if all parameters 
are allowed to vary, the error bounds will increase. 
2.4.3 MODELLING ERRORS 
2.4.3.1. SECONDARY BRANCH VISIBILITY 
Real neurones seldom correspond morphologically to an LSFC 
model. In this section the effect of adding a single cable to an 
LSFC is examined. In particular, how small does the diameter of 
the appended branch have to be, for it to be undetectable from 
the soma? 
The technique for investigating this is identical to that 
used in the last section. The radius, r~ of the appended branch 
,,;,. 
was reduced until the impedance was just indistinguishable from 
that of the LSFC model without a secondary branch. * If r~ denotes ,,;,. 
the radius of the secondary branch when the model is just 
indistinguishable from the LSFC model, and r 1 is the radius of 
the primary branch, the 'visibility',V of the secondary branch 
can be defined as, 
* r ..... ,,;,. V ( f' _ , L 1 ' L~ ) = r 1 / (/J ,,;,. 
The visibility is a function of ~~, 
leng th(L 1
) and the appended branch length 
(24) 
the primary branch 
(L ..... ), but it is 
,,;,. 
independent of the primary branch diameter and the membrane time 
constant. Moving an appended branch towards the soma increases 
its visibility, however if the branch is closer than O.l~ the 
visibility diminishes as the branch is moved closer to the soma ( 
see fig. 9). This paradoxical effect has its origins in the 
disappearance of the impedance mismatch at the bifurcation, when 
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Figure 2.9. The visibility CV) of a secondary brahch on an LSFC 
model as a function of the electrotonic distance from the soma 
(X). (A) The effect of primary branch length. (B) The effect of 
secondary br anct)· 1 ength. (C) The ef f ect of t?'O) 
9 
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the primary branch is so short as to be indistinguishable from 
the soma. The model neurone can then be approximated by a soma 
with two branches attached directly to the soma, and for the case 
when the two branches have the same electrotonic length the model 
is indistinguishable from an LSFC model. 
If instead of a single appended branch, there were N 
branches~ all attached at the same distance from the soma~ then 
this cluster of branches will have the same electrotonic 
appearance as the original branch~ if it has the same input 
impedance. This will be true if all branches in the cluster have 
the same electrotonic length as the original branch and if the 
relationship of the single ' branch diameter to that o~ the cluster 
obeys the 3/2 rule (equation 20 ). 
2.4.3.2. PARAMETER ESTIMATION AND MODELLING ERRORS 
Most methods for estimating the electrotonic properties of 
neurones are based on the assumption that the neurone can be 
represented by an LSFC model. The conditions under which the 
correspondence between a branched neurone and an LSFC is exact~ 
have been discussed in section 2.3.7. However many neurones do 
not comply with this condition Barrett & Crill~ 1974; 
Christensen & Teubl~ 1979 ). It is the object of this section to 
examine the effect of an erroneous assumption about the structure 
of the neurone on the estimated time constant ( ie. a modelling 
error in the terminology of chapter 1). In particular how does 
the assumption of an LSFC model effect the estimation of the 
electrotonic parameters, when the neurone is in fact a bifurcated 
cable attached to a soma? 
The procedure for estimating the modelling error was as 





to a lumped soma was used to calculate the 'experimental" 
impedance at 30 logarithmically spaced frequencies. In all cases 
the secondary branches were symmetrical. A nonlinear least 
squares routine ( see chapter 4 for details was used to fit an 
LSFC model to the data. The routine adjusted the value of the 
three parameters ( -r.: .F' .L ) m" - 0:0 " of the LSFC model until an optimum 
fit between the experimental data and the LSFC model was 
achieved. 
The results of parameter estimation, in the presence of 
modelling error are displayed in figures 10. The estimated time 
constant expressed as a fraction (E) of the true time constant 
and is plotted against the ratio (R) of the secondary branch 
radius to primary branch radius, since the error is independent 
of the absolute value of the time constant and the primary branch 
radius. The error in the estimate of the time constant does 
depend on F' 
.. ((I 
, the ratio of the secondary to primary branch 
radius and the lengths of the secondary and primary branches. 
Errors in the estimated time constant occur for branch radii 
greater than and less than the impedance match radius ( indicated 
by an arrow in figs. 10 ). The sudden increase in the estimated 
time constant in figure lOA occurs at the point where the 
appended cable appears to un d ergo a discontinuous transition from 
a finite to an infinite cable. 
The error in the estimated membrane time constant as a 
function of the primary branch length is illustrated in figure 
lOB. The error is most significant for intermediate primary 
branch lengths 0.01 to 1 A ). At very high primary branch 







































Figure 2.10. The error in the estimated time constant ( E = 
~m(estimated)/~m(true) incurred when fitting a lumped soma 
attached to a bifurcated cable with an LSFC model. (A) The error 
as a function of R ( the ratio of the radius of the secondary 
branch to that of the primary branch )~ for secondary branches of 
infinite length~ at two values of ~~. The impedance match 
condition has been denoted by an arrow. (B) The error (E) as a 
function of the primary branch length~ with the secondary 
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Figure 2.11. The estimated length (L) of a lumped soma with 
bifurcated cable, when an LSFC model is assumed~ as a function of 
R ( the ratio of the secondary to primary branch radius )~ at two 
different primary branch lengths. 
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At very short primary branch lengths the model behaves like a 
soma with two cables attached directly to it, which is 
indistinguishable from an LSFC model. 
An impedance mismatch at the branch point leads to errors in 
the estimates of Land f' • The error in the length constant for a m 
short neurone is illustrated in figure lOB . 
The results of figures 10 and 11 can be extended to other 
electrotonic structures. For example if the secondary branches 
are replaced by a cluster of cables, all with the same 
electrotonic length, the input impedance will be unchanged if the 
diameters of the branches in the cluster are related to those of 
the original secondary branches by the 3/2 rule ( equation 20 ). 
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CHAPTER 3 
TIME DOMAIN ELECTROTONIC METHODS 
3.1. INTRODUCTION 
Electrotonic analysis has most often been performed in the 
time domain, estimating the electrotonic parameters of neurones 
from their transient response to a step or pulse of current. In 
this chapter the reliability of various time domain methods is 
investigated. 
Four time domain techniques are evaluated, all of which are 
based on the assumption that the neurone can be represented by an 
LSFC model. In the first section a series solution for the time 
domain response of an LSFC model, deri ved by RaIl ( 1977 ), is 
presented and used to illustrate the time domain techniques and 
their possible shortcomings. In section two the reliability of 
the time domain methods are evaluated by applying them to 
estimate the electrotonic parameters of LSFC models. These 
methods are then contrasted with the frequency domain technique 
described in the last chapter. 
TIME DOMAIN METHODS IN THEORY 
3.2.1. TIME DOMAIN RESPONSE OF LSFC MODEL 
Both Jack and Redman (1971), and RaIl (1977) have derived 
series solutions to the impulse response of an LSFC model, but 
only RaIl's equation is considered here, as it mirrors more 
closely the form of the methods used for estimating electrotonic 
parameters. 
The response of an arbitrary one-dimensional linear cable to 
a step current input, can be approximated by a sum of 
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- )' c 
"'""'_ n 
n=ll 
e:·:p ( -t/l,: 
n 
whe~e the longest time constant~ I,: • 
o' 
is the memb~ane time 
constant and the ~est of the time constants~ 1,: . a~e termed the 
1 
"equalizing" time constants~ as they ~eflect the decay of cu~~ent 
within the cable ~athe~ than through the memb~ane. The ter:ms c . 
1 
a~e constants that depend on the cable st~ucture and bounda~y 
cond it i ons ~ and v w. is the steady-state vol tage. 
1001•1 
Fo~ a step of current, i (t) , applied at a distance X f~om 
the soma of an LSFC model, the voltage ~esponse at the soma is 
(Rall,1977): 










whe~e; the steady state voltage, v = i R . cosh(L-X)/cosh(L), 
(I) lnp 
..... 
and R. is the input resistance. lnp 
and co~~esponds to the successive ~oots of 
transcendental equation: 
~ L cot (~ L) = -e L coth 
n n 
wher-e (n-1) 'n' <: .:c L <: n'n' 
n 
The ~atio of time constants 
I,: I I,: 1 + .:(: 2 = 
0 n n 
B I i R. = E'+l I k+1 
0 lnp 
B cos ( (I~ L) = 2B I,: n n 0 n 




L ) = -k 












As the system is linear- the impulse r-esponse is simply the 
time de~ivative of the step r-esponse: 
dv(t) 
dt 
? ? = Z (1 + .:t -) (1/'t ) B cos( 0:: (l-}() )e:':p[-(l+o:: -) (t/"t )] 
non n n 0 
n=O 
3.2.2. EXPONENTIAL PEELING 
Most time domain methods r-ely on estimates of the fir-st few 
time constants of equation 1 and of their- cor-r-esponding inter-cept 
ter-ms, c • The exponential components of a tr-ansient r-esponse a~e 
n 
nor-mally estimated by a pr-ocess known as 'peeling' ( Rail, 1969 
), which is per-for-med by plotting the natur-al log of the decaying 
voltage transient against time. A st~aight line is fitted to the 
ter-minal por-tion of the plot; the r-ecip~ocal of the slope of this 
line cor-~esponds to the membr-ane time constant, and the anti log 
of the inter-cept is equal to c • o The e:·:pr-essi on, 
(t/"t ) 
o 
is subt~acted from the obser-ved transient and the peeling pr-ocess 
"-
is ~epeated until the ~esultant tr-ansient is reduced to zer-o. In 
practice it is seldom possible to str-ip mor-e than thr-ee 
exponentials fr-om a tr-ansient. 
The components of a sum of exponentials cannot in practice 
be r-esolved for- all values of the par-ameter-s "t o 
1 
and c . . 
1 
For-
example it is not possible to separ a te two exponential components 
with time constants that ar-e of the same order- of magnitude 
(Endr-enyi, 1980). Even if the time constants are well separ-ated, 
it may be difficult to measu~e a component if its magnitude is 
much smaller than the dominant component. 
The magnitude of "t o and C . of an LSFC model ar-e deter-mined 
1 1 
by the values of the electr-otonic length of the cable and f ' ... • 
1_1,1 
Figur-e 1 shows the relative size of the fir-st thr-ee equalizing 
c 
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Figure 3.1. The size of the component exponentials of the 
I~esponse of an LSFC model, with ~:'(I:o=5, as €-I fLlnction of L. 
(A) The size of the first three equalizing time constants 
relative to the membrane time constant. (B) The magnitude of the 
first three equalizing exponentials relative to that of the 
membrane time constant, of the step response. (C) The magnitude 
of the first three equalizing exponentials relative to that of 
the membrane time constant, of the impulse response. 
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time constants and c . as a function of L. Note that the relative 
1 
sizes of the equalizing components are greater in the impulse 
response than in the step response. 
In some may be too small relative to c • o' 
for the second and third exponential terms to be detectable. The 
relative sizes of these terms can be increased by differentiating 
the 'step response with respect to time. This procedure, first 
recommended by RaIl ( 1969 ) has been used by numerous authors, 
however, since numerical differentiation amplifies any noise in 
the signal ( Hamming, 1977 ), this procedure should be avoided. 
It is preferable to estimate the impulse response of the system, 
which corresponds to the derivative of the step response, but 
does not suffer from the artifacts associated with numerical 
differentiation. The response of a linear system to a pulse with 
duration ~ 0.01 is a good approximation to the impulse 
response ( Jack & Redman, 1971 ). 
A further difficulty with the peeling method is that it is 
what mathematicians term an 'ill posed' problem. That is there 
are many indistinguishable ways of decomposing a transient into a 
sum of exponentials ( Lanczos, 1956; Eisenberg & Mathias, 1980 ). 
For example, if data of limited precision is created using a sum 
of three exponentials it may be possible to find a sum of two 
exponentials that fits the data as well as the original equation. 
This should be contrasted with the Fourier analysis of a signal, 
where the resultant sum of sinusoids is unique. This difference 
arises from the fact that sinusoids form an orthogonal set while 
exponentials do not. The consequences of the theoretical flaws in 
the peeling method are illustrated in section 3.3.2. 
3.2.3. ESTIMATING THE MEMBRANE TIME CONSTANT 
The primary objective of electrotonic analysis 
accurate measurement of the membrane time constant, 
is the 
~ . m For 
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neurones that can be identified with an LSFC model however, there 
are only two cases where the time constant can be reliably 
estimated from the transient response to a current input, without 
having to resort to parameter estimation. Firstly, if L is very 
short ( < 1~), a plot of the natural log of the voltage transient 
against time has a linear terminal portion, whose slope 
corresponds to the inverse of the membrane time constant. 
Secondly, if the cable is very long > 2 ~ ), and the transient 
response of the neurone to an impulse input or to the time 
derivative of the step reponse ) is plotted as log( v (t)1/2 
against time, the terminal portion of this plot has a slope which 
is the inverse of the membrane time constant. This form of plot 
is referred to as an LRTV plot ( log root time voltage; RaIl, 
1960). 
For LSFC models with L in the intermediate range of 1 to 2 
~, the time constants estimated by either of the above procedures 
will not accurately reflect the membrane time constant. The log-
time plot tends to underestimate the time constant, while the 
LRTV plot overestimates the time constant. 
3.2.4 ESTIMATING LAND f-' 
.. I)) 
Four methods are described in the following section for 
estimating L and ~ from the transient response of a neurone to a 
0) 
step or impulse response. 
3.2.4.1. RALL'S METHOD 
For the case of complete dendritic dominance i . e. ~I = ((I 
equation 4 implies that RaIl, 1960 ), 
L = °Tf 1 «-'::0 1 -'::1) - 1 ) 1/2 (8 ) 
This formula gives reliable estimates of L for ~ > 5. 
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3.2.4.2. BROWN"S METHOD 
Brown et al. 1981 ) have derived an approximate method for 
estimating the parameters of an LSFC model from the transient 
voltage response to a step current input: 
1:':-




As it is only possible to estimate at most three 
e)':ponenti al s~ ~ will here tend to be underestimated. The 
electrotonic length of the cable can be found from equation 3~ 
using Newton"s method ( Gerald, 1978 ), and assigning L a 
starting value in the range ~/2 <: ~lL <: ~. 
3.2.4.3. JOHNSTON'S METHOD 
From RaIl's equation (2), Johnston (1981) derived an exact 











The right - hand side can be estimated from an experimental 
transient~ and knowing that L is in the range 'n'/2 < ,:,\ L( 'n' ,the 
equation can be solved for L using Newton's method. 
The right hand side of equation 10 can range from 0 to +m. 
If it lies outside this range~ either the exponentials have been 
peeled incorrectly, or the neurone does not correspond to an 
LSFC. Unlike Brown's method, equation 10 is exact and does not 
depend on the number of exponentials estimated. Once L has been 
found ~ can be calculated from equation 4. 
3.2.4.4. JACK & REDMAN"S METHOD 
The method of Jack and Redman ( 1971 ) is described in 
detail in the original paper and will only be outlined here. The 
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response of the neurone to an impulse of duration less than • 1 -r.: 
m 
is measured and the time constant estimated from the final phase 
of a log (v) vs t plot. The values of P and L are then estimated 
- 0) 
from the measured voltage transient with the aid of the graphs 
given in Jack and Redman ( 1971 ), but in contrast to the other 
time domain methods, without the need to estimate the first 
equalizing time constant, which is particularly susceptible to 
error. 
It is possible to determine the nature of the terminating 
resistance of an LSFC model using Jack & Redman's method~ if ~0»5 
and L <: 1. However, P is less than 5, in most invertebrate 
.. 0) 
neurones and this particular aspect of the method cannot be 
e>:pl oi ted. 
3.2.5. ALTERNATIVE ELECTROTONIC METHODS 
3.2.5.1. THE INPUT RESISTANCE METHOD 
An alterQative method for measuring the membrane resistance 
R relies on the measurement of the neurone's detailed m 
morphology and the neurone"s input resistance Barrett & Crill, 
1974 ) . The method assumes that linear cable theory is 
applicable, and that the membrane resistance is uniform, and that 
the cytoplasmic resistance is known. It is then possible to 
calculate the input resistance of the neurone from the 
morphology, at a range of membrane resistances, using either the 
BLC method or a method devised by RaIl (1959 ). The membrane 
resistance is then the value of R that results in a calculated 
m 
input resistance equal to that measured experimentally. 
It is at present not possible to assess the distortions 
induced in a neurone"s morphology by dye filling and fixation. 
Moreover, as the cell body and neurites of molluscan neurones are 
extensively infolded~ the 




can only be accurately 
the neurone. One is 
reluctant to embark on such a time-consuming procedure knowing 
that the final reconstruction may be a poor approximation of the 
true morphology. Furthermore, the method may in certain cases be 
very sensitive to errors in the measured morphology; for example 
an 5% error in the estimate of the radius of an LSFC may 
translate into an error of 20% in the unit membrane resistance 
(Kay~ unpublished calculations). 
3.2.5.2. THE GENERALIZED ADRIAN ALMERS METHOD 
Following a suggestion by Eisenberg and Mathias (1980) a 
method is developed in appendix E for the estimation of the 
electrotonic parameters of an LSFC model; the method does not 
rely on exponential peeling. The derivation is omitted from the 
body of this text because of its complexity and the limited 
reliablity of the method in practice. 
3.3. ELECTROTONIC PARAMETER ESTIMATION IN PRACTICE 
In section 2.4. the effect of data noise and modelling 
errors on the accuracy of parameter estimation was assessed in 
the frequency domain. Since the impulse response and the input 
impedance are equivalent, the conclusions of that section also 
apply to time domain methods. However~ the accuracy of the 
estimated parameters will also depend on the nature of the 
methods used for estimating the parameters. In the following 
section the time domain methods introduced above are evaluated~ 
by applying them to steps and impulse responses of the LSFC 
model. 
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3.3.1. EXPONENTIAL PEELING 
The step and impulse responses of an LSFC model were 
calculated using RaIl's equations ( 2& 3), with 20 and 30 terms 
respectively in each approximation. In order to replicate the 
conditions of the experimental chapter, 
represented by an eight-bit number ( i.e. 
the transients were 
with a precision of 1 
in 256). For each transient the peeling method, as described 
below, was used to estimate the parameters of the first two 
e>: ponent i al s . In all cases the peeling was repeated five times, 
using different initial conditions to start the peeling, and the 
solution was taken to be the sum of two exponentials that gave 
the lowest sum of squares. 
The transients were analysed using an interactive BASIC 
program which first produces a plot of the log of the voltage 
against time on an X-V plotter. The user is then requested to 
enter the in~ tial and final points of a part of the transient 
which appears to be linear. The program performs a linear 
regression over the designated points. The anti log of the fitted 
line is subtracted from the data and the log of the resultant 
plotted against time. From this, a second exponential is peeled ( 
see fig. 2) • The goodness of fit of the estimated equations is 
assessed by the sum of squares. 
Attempts to improve the initial fit with a Newton-Rhapson 
minimization method proved very time-consuming, and in no 
instance did this lead to fits that were significantly better 
than the first estimates. 






Figure 3.2. Peeling the first two exponential components of the 
step response of an LSFC model ( ~m = 75 ms, L=5.0~ ~~ = 5.0 ) . 
Each dot represen ts a di gitized point. 
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a step input, the transient was smoothed with a 5 point least 
squares quadratic ( Hamming, 1977 ): 
~ = (1/35)~3v 2+12v 1+17v +12v +-13v +~) n n- n- n n n L ( 11> 
where v is the smoothed voltage at time n. The smoothed 
n 
transients was then differentiated using the central difference 
formula ( Gerald 1978 ): 
v = (1/ 12h) ( - v ~ +8v -1 8v 1 +v ~) n n+L n+ n- n-L ( 12) 
where h is the sampling interval. 
3.3.2. RESULTS OF PARAMETER ESTIMATION 
The results of estimating the electrotonic parameters of 
LSFC models from theoretically generated step and impulse 
responses are illustrated in tables 1 and 2 respectively. 
The error in a membrane time constant estimated from the 
slope of the terminal portion of a log (v) vs t plot, increases as 
the electrotonic length of the cable increases. This parallels 
the increase in the magnitude of the equalising time constants 
relative to the membrane time constant, which makes it 
progressively more difficult to resolve the exponential 
components as L is increased. 
In all cases the membrane time constant estimated from the 
step response proved more accurate than that estimated from the 
impulse response. 
time constants 
This is so because the size of the equalising 
c . /l;. 
1 1 
in the impulse response are elevated 
relative to those in the step response, making the resolution of 
the exponentials in the impulse response more difficult. 
The results of tables 1 and 2 also illustrate the 
discrepancy between the estimated exponential components and 
their true values. This is a practical consequence of the ill 
posed nature of exponential peeling, mentioned in section 3.2.2. 
TABLE 1 
Comparison of the accuracy of three methods for estimating the 
electrotonic parameters of an LSFC model from its step response. The 
parameters ~o' ~l' Co and cl defined in equation I ), were estimated by 
exponential peeling and are expressed as ratios to render the quantities 
independent of the absolute value of the membrane time constant. %~m and 
%~lrtv are the time constants estimated from the log (v) vs t and LRTV plots 
respectively, as a percentage of the membrane time constant. 
Actual values Estimated values 
~o Co ~o Co Brown Johnston RaIl 
i 
t-::· t-::· L ~l cl I%~m %~lrtv ~1 c i - - ((I I .... ______ ._. __ t:' L f' L L 
5 5.5 0.5 29.70 17.9 99.3 121.1 49.3 7.0 6.8 0.4 0.5 
5 7.9 .75 14.07 8.3 99.2 124.0 15.2 4 . 8 2.7 0.7 0.8 
5 6.6 1.0 8.57 4. 9 I 98. 0 114. 5 10.7 3.8 2.10.7 1.0 
5 5.5 1.5 4.52 2.5 95.0 120.0 6.4 2.4 1. 6 0.9 1.3 
5 5.2 2.() 3.06 1.6 91. 6 110. 1 4. 1 1.7 1.1 1.3 1.8 
5 5.0 5.0 1.36 0.7 81.6 101.3 3.1 2. 1 0.5 1.4 2.1 1. 4 2. 1 
2 4.3 0.5 22.502().2 99.6 134.5 40.0 11.6 3.4 0.4 0.5 
2 3.1 .75 10.80 9.3 98.5 127.6 11. 9 6.7 1.6 0.7 6.3 0.8 1.0 
2 2.6 1.0 6.76 5.4 97.3 127.1 7.6 5. 1 1.1 0.8 3.0 0.9 1.2 
I 
2 2.2 1.5 3.70 2. 8 I 97 • 2 123. 6 4.6 2.6 1.1 1.2 4.8 1.5 1.5 
I 
2 2.1 2.0 2.67 i 1.8 !91.1 100.1 3.7 3.2 1.3 1.3 3.2 1.3 1.7 
I 
SI '"" - C" -I..:... ..::..0 ..J.O 1.32 O. 7 [83.4 100. (I 2.7 2.7 1.4 1.4 1.1 1. 4 2.3 
TABLE 2 
Comparison of the accuracy of four methods for estimating the 
electrotonic param~ters of an LSFC model from its impulse response. The 
parameters ~o~ ~1' b o and b 1 ( b i = ci / ~i )~ were estimated by 
exponential peeling and are expressed as ratios to render the quantities 
independent of the absolute value of the membrane time constant. %~m and 
%~lrtv are the time constants esfimated from the log (v) vs t and LRTV plots 
respectively, as a percentage of the membrane time constant. 
Actual values Estimated values 
~ b 
o ~ 
t=' t-::' L 
.. - ((I ~1 b 1 
5 5.5 ().5 29.70 0.60 
~o b o 
Brown Johnston 
%~m %~lrtv ~1 b 1 t' L t' L 




L t? (I) L 
0.7 4.0 0.6 
5 7.9-.'75 14.07 0.59199.7 124.3 9.1 1.0 0.8 0.7 1.4 0.8 1.1 6.0 0.8 
5 6.6 1.0 8. 57 O. 57 I 99. 6 120. 5 9. 5 O. 4 1. 9 O. 8 1.13.50.9 
5 5.5 1.5 4.52 0.55 1 94.9 113.3 5.8 0.3 1.6 1. 1 1.4 4.5 1.2 
5 5.2 2.() ~:. . 06 O. 53 1 89. 1 116. 8 4. 5 O. 4 1. 3 1. 2 1. 7 4.5 1.6 
5 5.0 5.0 1 . 36 O. 51 1 72. 8 98. 6 6. 2 O. 4 1. 4 1. 0 1.4 4.5 " .... •••• J::, 
2 4.3 0.5 22.5() 0.89 99.8 125.7 24.8 0.7 1.4 0.4 3.4 0.5 0.6 -,.. <::" ._ .... J < .• 5 
.., -,.. 1 7<::" 1 - 8 - - 8<::" I 99 4 1 .... <::" .... 11 .... - 8 1 - - 6 ..... 1 - 7 1 - ..... <::" - 7 .:.. '-' •• ..J 0.0 O • ..J • '::'..J • ..) • .::. O. f 'O O • .::.. Cl. .0 .::. • ..J O. 
2 2.6 1.0 6.76 0.82 199.8 121.1 
2 2.2 1.5 3.70 0.72 190.4 116.0 
1 2 2.1 2.() 2.67 O. 66 I 86. 3 114. 0 
2 2.0 5.0 1.32 0.54 177.2 100.8 
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Errors in the estimates of the equalising time constants 
lead to inaccuracies in the estimates of ~ and L. In all cases 
Brown's method underestimates both L and ~~ the latter by as much 
501.. Johnston's method is applicable in only a few instances as 
it is very sensitive to slight errors in exponential stripping. 
Of those methods based on exponential peeling, RaIl's method 
proved to be the most reliable for estimating the electrotonic 
length, however, none of the three techniques could reliably 
detect the presence of an effectively infinite cable (i.e. L)2 ). 
( This last result has been noted by de Jongh and Kernell ( 1982) 
for RaIl's method. 
Jack and Redman's method provided the most accurate 
estimates of and L in the time domain, but it only reliably 
discloses the presence of an infinite cable if ~ is greater than m 
or equal to 5. 
~ 
The slope of the terminal portion of an LRTV plot, only 
gives an accurate estimate of the membrane time constant for 
neurones with cable lengths greater than 2~. It is however 
difficult to estimate accurately the cables electrotonic length 
in the absence of reliable estimates of ~ • 
m' 
and it is therefore 
hard to judge when the time constant estimated from the LRTV plot 
is appropriate. 
In summary, the results of tables 1 and 2 suggest that the 
membrane time constant should be estimated from a log (v) vs t 
plot of the step response unless the appended cable can be shown 
to be greater than 2~, in which case the time constant should be 
estimated from an LRTV plot of the impulse response. 
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3.3.3. FREQUENCY DOMAIN PARAMETER ESTIMATION IN PRACTICE 
The input impedance of an LSFC model was generated with 
equation 2.11. , with the same accuracy as the impulse response 
used in section 3.3.1. Thirty points of the impeqance were 
calculated in the logarithmically spaced range of .1/~ to 100/~ m m 
and a nonlinear least squares procedure ( see section 4.2.7. 
was used to estimate the electrotonic parameters ~ • 
m' 
1'=' and L. 
.. I)) 
The results of parameter estimation are given in table 3. For all 
values of the parameters the frequency domain method proved more 
accurate than the time domain methods. Furthermore, the nonlinear 
least squares routine converged to the correct solution, even if 
the starting values of the parameters were in error by as much as 
fifty percent. 
3.4. CONCLUSION 
The results of this chapter demonstrate that time domain 
methods of eJectrotonic analysis may be very inaccurate leading 
to errors of as much as twenty percent in the estimate of the 
membrane time constant, even in the absence of modelling errors. 
In contrast, estimation of the parameters of an LSFC model in 
the frequency domain proves accurate irrespective of the actual 
values of the parameters. 
TABLE 3 
Parameter estimation in the frequency domain 
True va! LIes Estimated Val LIes 
"T = 100.0 ms m ---
to:· L "T L t:' 
.. ((t m 1:1) 
1 0.5 107. 14 + 0.03 0.54 + o. 14 0.89 + 0.52 
1.0 1 (>3.35 + 0.01 1.09 + 0.04 0.96 + 0.28 
1.5 106.01 + 0.01 2. ()2 + 0.09 0.95 + 1. 47 -
2.0 104.54 5.46 0.98 
.... C" 
":'.,J 104. 10 c-~. 11 0.99 
3.0 104.28 8.26 0.99 
5 0.5 102.05 + o. 10 0.48 + 0.05 C' ~. 16 + 0.54 -
-
1.0 103.61 + 0.02 1.02 + 0.05 C' 12 + 0.69 ~. -
1.5 101.79 + 0.02 1. 54 + 0.05 5.02 + 0.45 -
2.0 102.39 + 0.01 2.28 + 0.07 5.02 + 211 ()5 - -
2.5 102. 12 """ 10 5. ()3 .';1. 
3.0 101.81 5.3() 5.04 
10 0.5 101.75 + o. 14 0.48 + 0.06 10.20 + 1. 26 - -
1.0 101. 19 + 0.09 1.01 + 0.05 10.20 + ().52 -
1.5 101.22 + 0.03 1. 57 + 0.06 10. 10 + 0.95 - -
2.0 101.76 + 0 . 01 .... 11 + 0.07 10. 10 + 1 . 50 ..:.:... - -
.... C' 
.:..~ 100.90 + 0.01 2.59 + 0.07 10. 10 + 2.54 -
3. c) 100.58 5.09 10. 10 
Value + 99.5 I. confidence interval. 
In some cases the confidence interval 
could not be calculated. 
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CHAPTER 4 
EXPERIMENTAL ELECTROTONIC ANALYSIS 
4.1 INTRODUCTION 
The B&C calculus allows the calculation of the attenuation 
of synaptic potentials between any two points on a neurone, if 
the electrotonic constants are known. Estimates of the unit 
membrane capacitance, of a great variety of cells, based on 
accurate measurements of the cell's area have generally arrived 
-2 at values close to 1.0 ~ F cm (Cole, 1968) , while the value 
of the intracellular resistivity, R .• 
l ' 
lies in the narrow range 50 
to 100 ( Foster et al., 1976 ) ~l cm. However, the unit membrane 
resistance, 
"7 




lxl0 n cm- ( Rnisodoris nobilis, Gorman & Mirolli, 1972 ). These 
observations suggest that while it is reasonable to assume values 
for R. 
1 
and C , m' it is not so for R • m The objective of this 
chapter was to determine the unit membrane impedance of some 
identified neurones of the garden snail. 
Frequency domain analysis has proved of value in 
understanding the complex electrical properties of skeletal 
muscle ( Falk & Fatt, 1964; Valdiosera et al., 1974 ), yet the 
method has been applied to the analysis of nonspace-clamped 
neurones in only one instance, that of cat motoneurones (Nelson & 
1970 ) . In this chapter the input impedances of some 
identified snail neurones were measured and the minimization 
technique of chapter 2 was used to estimate the electrotonic 
properties. Inferences about the neurone's morphology derived 
from the input impedance were in some cases corroborated by 
filling the neurones with the dye Lucifer yellow. 
I : 
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Although p~rameter estimation is more accurate if performed 
in the frequency domain, the time domain responses of the 
neuro8es were measured because the step response is particularly 
sensitive to processess with very long time constants that might 
arise if the infoldings of the somatic membrane manifested as a 
resistance in series with the unit membrane resistance. 
4.2. MATERIALS AND METHODS 
4.2.1. PREPARATION 
All experiments were performed on identified neurones of the 
suboesophogeal ganglion of the garden snail,Helix aspersa. The 
animals were collected locally and maintained in the laboratory 
at room temperature, on a diet of lettuce. 
The brain was removed and mounted in a sylgard dish with the 
o circulating saline maintained at a temperature of 19-20 C. The 
experimental saline had the composition given by Kerkut and 
Meech (1966), with the addition of 10 mM glucose: NaCl 80 mM; 
KCl 4mM; CaCI~ 7mM; MgCl~ 5 mM; Tris HCl 5 mM; pH 7.8. 
~ ~ 
The connective tissue sheath was torn using a pair of 
jeweller"s forceps. The ganglion was then exposed to a 1% (w/v) 
solution of protease ( Sigma type VI ) for 2 minutes, to soften 
the fine sheath overlying the cell bodies. 
The neurones used are shown in figure 1. They were numbered 
according to Kerkut et al. (1975). Here the names of the ganglia 
are abbreviated to Lpr, Rpr and V, for the left parietal, right 
parietal and visceral. 
4.2.2. RECORDING TECHNIQUES 
Microelectrodes were filled with 3 M KCl and bevelled to a 






Figure 4. 1. The location of identified neurones in the 
suboesophageal ganglion. The nerves are numbered; 1, left pallial; 
2, cutaneous pallial 3, anal; 4, intestinal; 5, right pallial. 






Figure 4. 1. The location of identified neurones in the 
suboesophageal ganglion. The nerves are numbered; 1, left pallial; 
2, cutaneous pallial 3, anal; 4, intestinal; 5, right pall i al. 
e Lpl = left pleural ; Rpl = right pleural ) 
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Lederer et al. 1979 ). In all experiments two independent 
microelectodes were used. The electrodes were held at an angle of 
approximately 60 0 to one another~ to minimize the artefact 
associated with the high access resistance of the current passing 
electrodes ( Eisenberg & Engel, 1970 ). 
Potentials recorded with this two electrode arrangement may 
be distorted by current flow in stray capacitances around and 
between electrodes. It is possible to estimate these capacitances 
and to correct the measured response (Falk & Fatt~ 1964 )~ 
however, the impedance of snail neurones is high and with 
precautions to minimize the stray capacitances, correction proves 
unnecessary. 
The inter-electrode capacitance was reduced by interposing a 
grounded and insulated aluminium shield between the electrodes 
extending to within 0.5 mm of the tips of the electrodes. The 
, 
microelectrode to bath capacitance was kept low~ by ensuring that 
the saline only just covered the tips of the electrodes. A high 
input impedance, low input capacitance amplifier, without 
capacitance neutralization was used to record the voltage. see 
appendix C for design ). The input capacitance was minimized by 
driving the headstage lines and the FET case with a replica of 
the input voltage. The frequency response of the amplifier was 
flat up to 20 K Hz, this is well beyond the range over which the 
snail impedance was measured, ie .1 - 200 Hz. The inter-electrode 
coupling was measured by removing the current electrode from the 
neurone and measuring the coupling. In the frequency domain 
coupling up to 200 Hz. was insignificant. 
Lederer et al. 1979 ). In all experiments two independent 
microelectodes were used. The electrodes were held at an angle of 
approximately 60 0 to one another~ to minimize the artefact 
associated with the high access resistance of the current passing 
electrodes ( Eisenberg & Engel, 1970 ) . 
Potentials recorded with this two electrode arrangement may 
be distorted by current flow in stray capacitances around and 
between electrodes. It is possible to estimate these capacitances 
and to correct the measured response (Falk & Fatt, 1964 ) , 
however, the impedance of snail neurones is high and with 
precautions to minimize the stray capacitances, correction proves 
unnecessary. 
The inter-electrode capacitance was reduced by interposing a 
grounded and insulated aluminium shield between the electrodes 
extending to within 0.5 mm of the tips of the electrodes. The 
microelectrode to bath capacitance was kept low~ by ensuring that 
the saline only just covered the tips of the electrodes. A high 
input impedance, low input capacitance amplifier, without 
capacitance neutralization was used to record the voltage. see 
appendix C for design ). The input capacitance was minimized by 
driving the headstage lines and the FET case with a replica of 
the input voltage. The frequency response of the amplifier was 
flat up to 20 K Hz, this is well beyond the range over which the 
snail impedance was measured, ie .1 - 200 Hz. The inter-electrode 
coupling was measured by removing the current electrode from the 
neurone and measuring the coupling. In the frequency domain 
coupling up to 200 Hz. was insignificant. 
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4.2.3. EXPERIMENTAL PROTOCOL 
In all experiments a standard procedure was used to minimize 
the possibly deleterious effects of high current inputs. The 
order was : measure resting potential on entry ; note spontaneous 
spikes 
small 
; frequency domain impedance 
amplitude steps and impulses; 
time domain reponse to 
current-voltage curve 
resting potential on exit 
Lucifer yellow. 
repenetrate and fill cell with 
4.2.4. NEURONAL MORPHOLOGY 
Microelectrodes for the iontophoretic injection of Lucifer 
yellow CH were prepared by filling the tips with a 5% solution of 
the dye and the barrels with IM LiCl. The electrodes were 
bevelled to a resistance of 50-80 MC and the dye was injected 
using hyperpolarizing current pulses, 10-20 nA., of 500 ms. 
duration at a rate of 1 Hz. for one hour. The dye was allowed to 
diffuse 
at 100 C. 
for ~t least two hours and in some cases left overnight 
To view neurones in a whole mount preparation, it was 
necessary to remove the pedal ganglion that underlies the 
visceral and parietal ganglia. The suboesophageal ganglion was 
fixed in 5% formaldehyde and then dehydrated in alcohol, and 
cleared in methyl salicylate. 
The whole mounts were viewed with a Zeiss epifluorescence 
microscope. Drawings of the neurones were made with the aid of 
a 10 by 10 grid in the eyepiece. A program written for the North 
Star computer and digitizing tablet was used to rescale and where 
necessary mirror image the drawings. In addition, the program 
estimated the length and the area of all digitized branches. 
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4.2.5. DATA ACQUISITION SYSTEM 
Most of the data captu~e and p~ocessing was pe~fo~med on a 
No~th Sta~ Horizon, an eight-bit mic~ocompute~ with 56K of RAM, a 
floating point board and two floppy disk d~ives. Analogue signals 
we~e digitized and output wavefo~ms p~oduced by a C~omenco eight-
bit AID. The data capture ~outines we~e w~itten in ZSO machine 
code and the analysis of data was pe~fo~med in No~th Sta~ 
floating point BASIC. 
4.2.5. TIME DOMAIN ELECTROTONIC METHODS 
The input current and the t~ansient voltage ~esponse we~e 
both digitized and sto~ed on disk. The sampling ~ate was set such 
that the~e were at least 200 points sampled ove~ the fi~st two 
thi~ds of the transient. A minimum of ten t~ansients we~e sto~ed 
and subsequently ave~aged to imp~ove the signal to noise ~atio. 
The averaged response was sto~ed on disk fo~ fu~the~ analysis. 
T~ansients were analysed as desc~ibed in section 3.3.1. 
The steady-state cu~~ent-voltage ( I-V) relationship of a 
neu~one was measured in the following way. The neu~one was 
stimulated with a triangula~ cu~~ent wave-fo~m with a pe~iod 
long enough to dissipate any capacitative effects. Both the input 
cu~~ent and voltage output we~e sto~ed on diSk. 
4.2.6. FREQUENCY DOMAIN ELECTROTONIC ANALYSIS 
The input impedance in the f~equency domain was measu~ed by 
applying sinusoidal cur~ents to the soma, and measu~ing the 
amplitude and phase of the voltage output as a function of input 
f~equency. The amplitude and phase we~e determined using a single 
frequency Fourier t~ansfo~m, the Goertzel algorithm see 
appendix D). An automatic p~ocedu~e fo~ measu~ing the impedance 
at a set of logarithmically spaced f~equencies, was implemented 
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4.2.5. DATA ACQUISITION SYSTEM 
Most of the data capture and processing was performed on a 
North Star Horizon, an eight-bit microcomputer with 56K of RAM, a 
floating point board and two floppy disk drives. Analogue signals 
were digitized and output waveforms produced by a Cromenco eight-
bit AID. The data capture routines were written in Z80 machine 
code and the analysis of data was performed in North Star 
floating point BASIC. 
4.2.5. TIME DOMAIN ELECTROTONIC METHODS 
The input current and the transient voltage response were 
both digitized and stored on disk. The sampling rate was set such 
that there were at least 200 points sampled over the first two 
thirds of the transient. A minimum of ten transients were stored 
and subsequently averaged to improve the signal to noise ratio. 
The averaged response was stored on disk for further analysis. 
Transients were analysed as described in section 3.3.1. 
The steady-state current-voltage ( I-V) relationship of a 
neurone was measured in the following way. The neurone was 
stimulated with a triangular current wave-form with a period 
long enough to dissipate any capacitative effects. Both the input 
current and voltage output were stored on di~k. 
4.2.6. FREQUENCY DOMAIN ELECTROTONIC ANALYSIS 
The input impedance in the frequency domain was measured by 
applying sinusoidal currents to the soma, and measuring the 
amplitude and phase of the voltage output as a function of input 
frequency. The amplitude and phase were determined using a single 
frequency Fourier transform , the Goert z el algorithm see 
appendix D ). An automatic procedure for measuring the impedance 
at a set of logarithmically spaced frequencies, was implemented 
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on a North Star Horizon microcomputer. 
The input wave-form was either a single sinusoid or a sum of 
two sine waves. For single sinusoid experiments the sine wave had 
a resolution of 32 points per period and the frequency could be 
set in the range .1 to 750 Hz. 
same rate as the input. 
The output was sampled at the 
For each point on the impedance curve a minimum 16 periods 
were output and stored. Beginning at the 5th period, groups 4 
periods long were averaged using a machine code routine. Up to 
33, 4-period groups could be averaged. The first 4-period groups 
were omitted from the average to allow the system to come to a 
sinusoidal steady-state. 
on a number of neurones, 
The adequacy of this period was tested 
using different frequencies and varying 
the number of omitted periods. No significant difference was 
found between the phase and amplitude measured when more than two 
periods were omitted, for frequencies ranging from 1 to 500 hz. 
The Goertzel algorithm was applied to the average wave-form 
stored in RAM. It is important to note that the algorithm was 
applied to a wave-form with 4 periods. This was done so as to 
reduce the broadness of the amplitude response of the Goertzel 
algorithm, the broadness being inversely proportional to the 
filter number of periods Bracewell, 1965 ) . The 
characteristics of the algorithm was measured by applying a 
constant frequency sine wave and sweeping the algorithm through a 
range of frequencies on either side of the input frequency ( see 
fig. 2) 
The eight-bit AID used places an unavoidable limitation on 






Figure 4.2. The filter characteristic of the Goertzel algorithm. 
The input was a 25 Hz sinusoidal signal. The ordinate of the 
figure represents the normalized amplitude of the input measured 
by the algorithm. 
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sinusoidal stimulation is used the precision can be extended by 
increasing the gain of the input amplifier as the amplitude of 
the output falls. In these experiments twenty frequencies in the 
range .5 to 10 Hz were sampled and stored, then the gain was 
increased and twenty frequencies in the range 10 to 200 Hz were 
sampled. 
If a signal contains components with frequencies greater 
than half the sampling frequency, these high frequencies will be 
shifted to low frequencies in the sampled signal. This effect, 
termed aliasing, can be avoided by using a filter which 
eliminates all frequency components with frequencies half the 
sampling rate ( Bracewell, 1965). However, in the experiments 
described in this chapter the system is driven with a sinusoidal 
signal, and the output has a greater amplitude than the aliased 
components. That aliasing was in fact insignificant, was 
demonstrated as follows. The Goertzel algorithm was used to 
measure the amplitude and phase of a sinusoidal signal, before 
and after filtering by an anti-aliasing filter. For signals with 
a signal-to-noise ratio as high as 5:1 there was no detectable 
difference between the filtered and unfiltered signal. As the 
signal-to-noise ratio in the experimental system was never 
greater than 5:1, the effects of aliasing should therefore be 
negligible and no anti-aliasing filter was used. Furthermore, 
the input and output signals were averaged in all experiments and 
this also has the effect of reducing aliasing. 
4.2.7. PARAMETER ESTIMATION IN THE FREQUENCY DOMAIN 
To estimate the neurone's electrotonic properties a 
homogeneous LSFC model was assumed and the error between the 
experimental and the theoretical impedance was minimized by 
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varying three parameters: the membrane time constant.~ . m the 
electrotonic length of the cable~ L; the dendritic to somatic 
conductance ratio for a cable with infinite length~ t?,_ . 
1_'.1 
The input impedance of an L8FC model was derived section 
and using the definition of 
rewritten as~ 
K (j(.:,) = 
ss R. lnp 
1+ j(.)~ + F' 
m - 0:' 
1 + t-=· tanh L ) 
.. ((I 
1/2 
(1 + j(.:,~) tanh 
m 
equation 2.10 can be 
(1) 
The impedance data was transfered to an IBM 3081 and the 
minimization affected with a modified Gauss-Newton algorithm 
(Numerical Algorithms Group E04FCF). The sum of squares to be 
minimized was given the form: 
N 
808= 1/N ::E [ 
i=1 
(2) 
where~ "A" = amplitude~ * = phase~ F the maximum modulus of the 
phase and ,~" and 't' denote the experimental and theoretical 
quantities respectively. This normalization is necessary to 
ensure that the amplitude and phase have equal weighting. 
It is not possible to prove that the best fit obtained is a 
global minimum. The parameters obtained were considered 
satisfactory if the routine converged to the same solution when 
different starting values were used for the parameters. As an 
additional test of the fitted parameters their 99.5 I. confidence 
intervals were calculated. If the confidence interval is an 
appreciable fraction of the parameter value itself the parameter 
is poorly determined by the available data. 
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4.3. RESULTS 
4.3.1 NEURONAL MORPHOLOGY 
The neurones used in the electrotonic experiments were Lpr1 
and 2~ and Rpr 76 and 77~ which are located on the dorsal 
surface of the left and right parietal ganglia, as a symmetrical 
pair- about the cleft separating the two ganglia (see fig. 1). 
The cell bodies are large~ with diameters in the range 80-200 
~m~ and are clearly distinguishable from the neighbouring cells. 
In some preparations only two or three of the neurones were 
visible. In all cases where this was investigated the missing 
cells were found to be obscured by small overlying cells or were 
located deep within the cleft between the left and right parietal 
ganglia. The neurones showed little synaptic activity and few 
spontaneously generated action potentials. Nothing is known about 
the function of these neurones. 
It was nQt possible to distinguish between LPrl and Lpr2~ or 
between Rpr 76 and Rpr 77 on the basis of cell position, neuronal 
activity or action potential shape. However~ it was shown ( see 
below) that one of the left-hand cells is coupled electrically to 
one of the right-hand cells. This coupling was only discovered 
towards the end of my period of research and was not used to 
identify neurones in the electrotonic experiments. As ipsilateral 
neurones were not distinguished in these experiments the left 
parietal neurones are referred to as Lpr 1/2 and the right 
parietal neurones as Rpr 76/77. 
Lucifer yellow disclosed the presence of branches at 
distances of up to 1000 ~m from the soma, and neurites having 
diameters less than 0.5 ~m were revealed. In all Lpr 1/2 and Rpr 
76/77 neurones where the finest branches were visible~ there was 
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a marked differ~nce between the diameters of the fine neurites 
and their parent branches. The fine neurites never exceeded a 
diameter of 1 ~m, while the parent branches were seldom less than 
than 5~ in diameter see fig. 3 ) . 
An attempt was made to distinguish between ipsilateral 
partners of Lprl/2 and Rpr 76/77 on the basis of the shape of the 
neurones. To classify the neurones, only the major neuronal 
branches are considered. However, the branches running through to 
the pleural ganglia were often inadvertendly destroyed during the 
preparation of the ganglion, and as it is difficult to 
distinguish between a true termination and a broken branch these 
branches were not considered when classifying the neurones. 
Furthermore, it is difficult to distinguish between a true branch 
termination and an incompletely filled one, therefore only the 
presence o~ absence of a branch is taken into account in 
cl assi f yi ng the neurone, not whether or not the branch e>: its 
through a peripheral nerve. 
4.3. 1. Lpr 1/2 
Of the eleven Lpr 1/2 neurones filled, nine were monopolar, 
with the primary neurite bifurcating 50 to 200 ~m from the soma. 
Two neurones were bipolar. 
In the eleven filled neurones there were four possible 
branches running in or towards the peripheral nerves. If the 
neurones were divided into classes on the basis of the number and 
type of branches, irrespective of where the branch terminated, 
there were three classes. There was no obvious way of dividing 
the filled neurones into two classes on topological grounds. 






Drawings of Lucifer yellow fills of; (A) Lpr 1/2 (B) 

















Figure 4.4 Diagram of the axonal projections of; (A) Lprl/2 (B) 
Rpr 76/77 . The fractions indicate the observed occurrence of the 
designated branch. 
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b~anch is given in figu~e 4A. The only inva~iant cha~acte~istic 
of the filled neu~ones was the possession of two te~tia~y 
b~anches in the right parietal ganglion ( b~anches c&d ). 
4.3.2. Rp~ 76/77 
The p~ima~y and seconda~y b~anches we~e the mi~~o~ image of 
those of Lp~1/2. The~e we~e howeve~ now five possible b~anches 
~unning into o~ towa~ds the pe~iphe~al ne~ves. Again c~eating 
classes on the basis of the numbe~ and type of b~anches, fo~ the 
12 filled neu~ones the~e we~e six classes. In cont~ast to 
Lp~1/2 the p~esence of two branches in the ~ight pa~ietal 
ganglion was not inva~iant, and the~e was always at least one 
b~anch in the visce~al ganglion ( see fig. 4B). 
The inability to sepa~ate ipsilate~al neu~ones on 
mo~phological g~ounds is consistent with the obse~ved va~iability 
of identified molluscan neu~ones ( Winlow & Kandel, 1976 
& Winlow, 198L). 
4.3.2. ELECTROTONIC COUPLING 
Haydon 
Elect~otonic analysis is to some extent dependent upon the 
~evealed mo~phology cor~esponding to the elect~otonic st~uctu~e. 
If fo~ example a neurone is coupled elect~ically to anothe~ 
neu~one, and the coupling is not ~evealed by int~acellula~ dye, 
the coupling will in effect behave like an invisible dend~itic 
b~anch. This could seve~ely disto~t the measu~ed time constant if 
the couplng is st~ong and mo~phology is used to calculate the 
time constant. 
Lucife~ yellow fills of Lp~1/2 and Rp~ 76/77 gave no 
evidence of dye coupling. Howeve~, in othe~ inverteb~ate ganglia 
the~e are examples of electical coupling in the absence of 
Lucife~ yellow coupling ( Gibson, 1983 ). As a fi~st app~oach to 
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the problem, coupling between members of the group Lprl/2 and 
Rpr76/77 was tested electrophysiologically. In ganglia in which 
all four cells were clearly visible, all six possible coupling 
pairs were tested. In nine ganglia tested, one right parietal 
cell was coupled to one left parietal cell. The coupled pair was 
most often, though not invariably, the two most anteriorly 
located cells and the coupled pair were designated Lpr1 and Rpr 
76. This method of identifying cells was discovered at the end 
of my period of research and was not used to identify cells in 
the electrotonic experiments. 
The responses of the electrically linked neurones to 
hyperpolarizing and depolarizing steps are illustrated in figure 
5A. The response to depolarizing current is broken periodically 
by hyperpolarizing bouts, which result from the electrotonic 
coupling of the after-potential of the action potential see 
fig. 5B ). 
The transfer impedance between neurones Lprl and Rpr76 was 
measured by applying sinusoidal current signals to one neurone 
and measuring the amplitude and phase of the voltage in the other 
neurone. The voltage response was nonlinear ( see fig. 6 A & B ), 
however measurement of the fundamental content gives an estimate 
of the linear properties of the system ( see ch. 5 ). A typical 
transfer function is illustrated in figure 6A. In all cases where 
the transfer function was measured, the phase decreased with 
frequency past -900 • Should the neurones be linked at the soma, 
which is clearly impossible in this case, the phase could not be 
lower than - 900 ( Di Caprio & French, 1975). The form of the 
transfer impedance curves demonstrates that the two somas are 
A I I I 5 
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(A) The response of the coupled neurones, 
hyperpolarizing (hyp) and depolarizing 
Lpr 1 and 
( dep ) 
current steps. (I) Current input to Rpr 76 and voltage response 
of Lpr 1 (11) Current input to Lpr 1 and voltage response of 
Rpr 76. All voltage responses are the average of 25 transients. 
(B) Response of Lprl and Rpr76 to a step current input applied to 
Lpr 1. 
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linked by a non-isopotential length of cable. 
It might be ar-gued that the phase change r-esults fr-om the 
nonlinear-ity of the neur-onal membr-ane, however- in chapter- 5 it is 
shown that the phase change of the input impedance is in a 
dir-ection opposite to that expected fr-om an inter-posed cable. 
If the electr-otonic constants of both the linked neur-ones 
wer-e known, and each neurone could be modelled as a simple 
electr-otonic str-uctur-e, the length of the connecting cable could 
be estimated fr-om the tr-ansfer- impedance by par-ameter- estimation 
using the appr-opr-iate B&C equation. 
To estimate the possible effects of electr-otonic coupling on 
measur-ements of the electr-otonic pr-oper-ties of the coupled 
neLlr-ones, they wer-e modelled as two somas linked by a cable. The 
B&C for-mal ism was used to der-ive a steady-state equation which 
allows the estimation of the diameter- of the linking cable, if 
R, the soma r-adius and the length of the cable are known. Using 
m 
the aver-age value of the soma diameter- (100 ~m see section 
4.3.4.2.) , the aver-age unit membr-ane r-esistance ( 5xl04 c 2 cm 
see section 4.3.5 ) and the aver-age coupling r-esistance (200 Kc 
) , the cable diameter- at differ-ent cable lengths is; 
~m . 18 ~m ; 2 A, 0.39 ~m. The effective diameter- of the 
coupling branch is smaller than the major neuronal branches 
diameter-s typically 5~m ), and as the ar-guments of section 
2.4.3.1. show the coupling should have no influence on the 
measured electrotonic proper-ties. 
4.3.3. MEMBRANE LINEARITY 
The electr-otonic methods described in chapters 2 and 3 are 
predicated upon the linearity of the system, and therefore, the 
accur-acy of the methods will in part be determined by the 
adherence of the system to linear behaviour-. Neurones, however-, 
are intrinsically nonlinear, and linearity can only be ensured 
if the amplitude of the input is kept suitably small. Two methods 
R 
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The steady-state I-V characteristics of a neurone were 
measured with a slowly rising current ramp approximately 0.5 
nA/s ). In general, the curves were linear for 3 to 5 nA on the 
hyperpolarizing side of zero current and for 1 to 2 nA. on the 
depolarizing side see fig. 7) . For depolarizing and 
hyperpolarizing currents at high amplitudes, rectification was 
evident. 
In the frequency domain linearity is simply defined: if the 
response of a system to a sine wave input contains no harmonic 
components, then the system is linear. In chapter 5 it is shown 
that if the response of Lprl/2 or Rpr 76/77 is nonlinear, the 
second harmonic component is always the predominant harmonic 
component. Furthermore, the amplitude of the second harmonic 
decreases as the frequency of the input increases. To establish 
an appropriate amplitude for use in electrotonic analysis the 
following procedure was used; a 1 Hz sine wave was used to 
stimulate the neurone and the second harmonic content of the 
response was measured. The amplitude of the input was adjusted so 
that the nonlinear content of the response was negligibly small. 
The frequency domain method proved more sensitive than the 
time domain method in detecting nonlinearities. Furthermore, the 
frequency domain method is simpler to perform on-line than the 
time domain method. 
4.3.4. FREQUENCY DOMAIN ELECTROTONIC PROPERTIES 
Two representative input impedance curves are displayed in 
figures 8 and 9 the first has a long cable ( > 1~) and the 








-12.4 o 12.4 
I (nA) 
B 
-10.2 o 10.2 
I (nA) 
Figure. 4.7. Steady- state I-V curves of (A) Lprl/2 (B) Rpr76/77. 
The frequency of the saw tooth input was O.05Hz. No hysteresis 
was observed . 
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impedance compatible with the response of a parallel R-C circuit; 
the influence of a loading cable could always be detected. 
Parameter estimation indicated that the measured input impedance 
was consistent with a low P « 5 ) and L in the range .7-3 -m 
As mentioned in chapter 2~ low values of P mask the influence -m 
of any appended cable~ making it difficult to estimate reliably 
the length of the cable. 
The parameters estimated from the measured input impedances 
are given in figures 8 & 9 together with the associated 
confidence levels. Both P and L had high confidence levels. -m In 
contrast the membrane time constant was in most cases well 
determined, the confidence level being no more than 21. of the 
absolute value. Two impedance curves were measured in most cases 
and they proved to be reproducible to within 31.. 
In a number of cases attempts were made to fit the measured 
input impedance with an LSFC with a closed-termination ( n = 8 
and with an LSFC model with different somatic and dendritic unit 
resistances ( n = 10 ). In no case did either of these models fit 
the data better than the LSFC model. Furthermore~ the results of 
fitting an inhomogeneous LSFC model to the measured input 
impedance were in all cases consistent with a homogeneous unit 
membrane resistance. Neither of these models proved to be 
statistically better than the LSFC model. Furthermore, the 
results of fitting an inhomogeneous LSFC model to the measured 
input impedance were in all cases consistent with a homogeneous 
unit membrane resistance. 












Input impedance of Rpr 76/77 neurone. 
8 
100 
amplitude was 0.7 nA and the magnitude has been normalized by the 
maximum voltage of 3.2 mV. The continuous line represents the 
best fitting LSFC model with parameters; estimated value + 99.5 
% confidence level T - ~8 4 + , ~ --" (T, _. ..:.:.... . _.: 1,_ • • ...:1 111';::- 1._ :::: 1.. t:,'=t + ()" Cj' f?((, .-
4.2 + 2,,4. 
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Figure. 4 Q n 1. Input i~pedance of a Rpr 76/77 neurone. The input 
amplitude was 0.8 nA and the magnitude has been normalized by the 
maximum voltage of 6.7 mV. The continuous line represents the 
best fitting LSFC model with parameters; ( estimated value + 99.5 
% confidence level ) ~m - 56.7 + 0.5 ms ; L = 0.87 ± 0.52 
4.8 + 1.4. 
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4.3.4.1 TWO-TIME CONSTANT RESPONSES 
All neurones responded to a step input with a voltage 
transient that appeared to be a sum of exponentials. In 30.5% (n= 
110 the transients the slowest time constant measured by 
exponential peeling was very slow, being in the range 100-200 ms. 
These values are compatible with membrane time constants reported 
in the literature ( Gorman & Mirolli, 1972 ), hQwever~ comparison 
of the time and frequency domain responses demonstrates that this 
slow time constant cannot be identified with the membrane time 
constant. 
The step response shown in figure lib could be approximated 
by a sum of two exponential s with time constants of 179 and 50 
ms. This suggest that the membrane time constant is 179ms, 
however, the time constant of the system estimated by fitting the 
frequency domain data to an LSFC model is 63 ms. The impedance 
was not sampled at a low enough frequency to det~ct the slow 
component. Nevertheless the slow component observed in the time 
domain cannot be equated with the membrane time constant because 
it would result in a half-maximal phase change at a frequency of 
about 1Hz whereas in practice it occurs at 3 Hz. 
No attempt was made to define the origins of the slow 
component. 
1 10 







Figure. 4.10. Iriput impedance of a Rpr 76/77 neurone. The input 
amplitude was 0.4 nA and the magnitude has been normalized by the 
maximum voltage of 7.7 mV. The continuous line represents the 
best fitting LSFC model with parameters; ( estimated value + 99.5 










O. 25 nA 11. __ 
, PC ( d ,,. fr,. w4 '" e ....... 
100 lOOms 
T (liS) 
4.11. (A) log (V) vs t plot of the transient response of 
76/77 neurone of fig. 10, to a hyperpolarizing step 
input. The transient was normalized by the maximum 
of 3.8 mV . The average voltage transient ( n=25 is 
repres~nted in B. 
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4.3.4.2. MORPHOLOGY AND INPUT IMPEDANCE 
In fifteen instances both the morphology and the input 
impedance of a neurone were measured. These are of interest 
because it is possible to attempt to relate the observed 
morphology to measured impedance. However, care should be 
exercised in the interpretation of the morphology as determined 
from whole mount preparations, as the membranes of molluscan 
neurones are known to have numerous infoldings ( Helix; Akaike et 
al. ( 1983); Lane & Swales (1976) ). In ~plysia, the observed 
diameter of a dendrite may underestimate the true diameter by a 
factor of ten ( Graubard, 1975 ). The observed diameter in a 
whole mount preparation may therefore be much smaller than the 
true diameter and length constants estimated from the apparent 
diameter should be considered as lower bounds. 
The input impedances of the neurones displayed in figure 3 A 
and B are shown in figures 13 and 14 respectively. In both cases 
the fit to an LSFC model is good and i t is not pos sible to detect 












Figure 4.13. Input impedance of the Lpr 1/2 neurone represented in 
fig. The input amplitude was 1.3 nA and the magnitude has 
been normalized by the maximum voltage of 8. :l ._1 I 111 '.1 • 'file 
continuous line rep~esents the best fitting LSFC model with 
pal'· aiflet er" s; 
4~)' 7 + 0.2 iTlS 
estimated value + 99.5 % confidence level ) 













Figure 4.14. Input impedance of the Rpr 76/77 neurone represented 
in figure 38. The input amplitude '0.8 nA and the magnitude has 
been normalized by the maximum voltage of 4.4 mV. The continuous 
line represents the best fitting LSFC model with parameters; 
(estimated value + 99.5 % confidence level 
L = 1.0 ± 0.5 ; + 0.9. 
T = 45.7 + 0.2 ms ' m 
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The bifurcation of the primary neurite of the neurones 
depicted in figure 3 occurs very close to the cell body. If the 
measured time constants are used to estimate the electrotonic 
distance from the soma to the point of bifurcation, the distance 
for both neurones is approximately 0.01 ~. The shortness of the 
cable suggests that the soma and primary neurite may behave like 
an isopotential compartment ( see section 2.4.3.2.>. If the 
daughter branches had the same electrotonic length, but not 
necessarily the same diameter, the neurone would correspond 
exactly to an LSFC. The daughter branches do, however, show 
considerable variation in diameter throughout their course. This 
may give rise to some modelling error, but in the absence of a 
detailed reconstruction of the neurone it is difficult to 
estimate the magnitude of the expected errors. 
The radius of a soma can be calculated from the estimated 
and R_ using the relationship derived from the lnp 
t' 
I))' 
a = [ R ( 1 + r:.=' ) 1 4 -noR J 1/2 
m inp 
The area of the soma so estimated corresponds 
of the neurone that behaves like an R-C circuit 
necessarily be the same as the morphological soma. 




to that part 
and need not 
the calculated 
radii of the neurones depicted in figures 13 & 14 are 440 and 
470 I-'m respectively, which are approximately five times the 
radius of the morphological somas. This disparity could be 
explained by the inclusion of the primary neurite into the 
effective soma and by infolding of the somatic membrane. 
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The fine neu~ites attached to the p~ima~y and seconda~y 
b~anches of the neu~one a~e some ten times smalle~ than thei~ 
pa~ent b~anches. These b~anches should, as the arguments in 
section 2.4.3.1. show, have little effect on the input impedance 
measu~ed f~om the soma. 
4.3.5. AVERAGE ELECTROTONIC CONSTANTS 
The ave~age electrotonic constants of Lp~1/2 and Rp~76/77, 
as estimated by the f~equency domain method, a~e given in the 
following table; 
Table 1 
-r.: ( msec. ) L t:' R . (M~-:! ) m - (I) lnp 
Lp~1/2 41.2 + .,.. ,., __ ". L 1.2 + ().2 '7 -:r ,_'1 •• .) + (l.3 5.4 + 0.5 
(n=23) (21-76) ( 0.5-3) <0.8-4.4) (1.6-10.9) 
Rp~76/77 46 . 1 + 2.8 1.9 + 0.2 2.6 + ().2 5.3 + 0.5 
(n=28) (24-73) (0.7-3) (.6-4. 1) (1.8-9.9) 
Values are means + SE. Values in pa~entheses are ~anges. 
The time, constants should be co~pa~ed with p~eviol.ls 
estimates; all estimated by conventional time domain methods: 
30 ms ( Helix pomatia visceral neu~ones, Maiskii ( 1963 » 44 ms 
( Helix po~atia suboesophageal neu~ones, Meves (1968»; 96 and 68 




In most cases the LSFC model provided a good approximation 
of the neurone's input impedance, in that it accounted for both 
the phase and the magnitude over the full range of frequencies. 
Since the observed structure of the neurones does not correspond 
to an LSFC and the dendritic branches displayed considerable 
variations of diameter along their length, some modelling error 
must occur, but it is not possible to estimate the exact extent 
of the error in the absence of a detailed reconstruction of the 
neurone's morphology. 
Possible sources of error in the estimated membrane time 
constant were discussed in detail in section 2.4. and will not be 
reconsidered here. It is, however, worthwhile considering a 
further possible source of error. The insertion of 
microelectrode , into a neurone creates a leakage resistance and if 
this resistance is of the same order of magnitude as the somatic 
resistance the estimated time constant will be in error Jack, 
1979 ) • In all cases where an attempt was made to distinguish 
between the unit membrane resistance of the soma and that of the 
dendrites, 
resistance 
no difference was found. 
were uniform this would 
If the unit membrane 
indicate that the 
microelectrode induced leak is insignificant. However, it is by 
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no means necessa~y that the unit memb~ane ~esistance be 
homogeneous. 
penet~ation, 
The question of the e~~o~ induced by mic~oelect~ode 
and of the homogeneity of the memb~ane ~esistance 
can only be ~esolved if the mic~oelect~ode induced leakage can be 
measu~ed by a method that does not ~ely on an assumption about 
the elect~otonic st~uctu~e of the neu~one. 
The ve~y fine neu~ites attached to the p~ima~y and seconda~y 
b~anches of neu~ones Lp~ 1/2 and Rp~ 76/77 will, as the a~guments 
of section 2.4.3.1. show, have little influence on the measu~ed 
somatic input ~esistance. The~efo~e, even if the fine neu~ites 
had a diffe~ent unit memb~ane ~esistance to the majo~ b~anches it 
would not be possible to detect it f~om the soma. It may howeve~, 
be possible to test the assumption of the homogeneity of the unit 
memb~ane ~esistance if both the t~ansfe~ impedance between a 
neu~ite and the soma, and the somatic input impedance could be 
measu~ed. Homogeneity would be indicated by a co~~espondence 
between the t~ansfe~ impedance calculated f~om the somatic input 
impedance and the measu~ed t~ansfe~ impedance. 
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4.5. Conclusion 
The measured input impedances of neurones Lpr1/2 and 
Rpr76/77 were consistent with an LSFC model. The average time 
constant, as determined in the frequency domain was 43 ms with a 
range of 23 to 76 ms. 
Thirty percent of the neurones studied gave evidence of a 
slow time constant ( ie. > 100 ms ). It was shown that if a 
neurones exhibited this effect, time domain methods may give 
estimates of the membrane time constant that are severely in 
error. This emphasises the need for the measurement of both the 
time and frequency domain linear properties of neurones. 
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CHAPTER 5 
NONLINEAR MEMBRANE PROPERTIES 
5.1 INTRODUCTION 
In chapter 3 the electrotonic parameters of a neurone were 
derived from its response to inputs that do not recruit 
nonlinearities. An electrotonic model based on these parameters 
may accurately predict the propagation and interaction of small 
synaptic potentials, however, large potential changes, such as 
needed to initiate action potentials, will be outside the range 
of linear cable theory. 
In this chapter sinusoidal current inputs are used to probe 
the subthreshold nonlinear properties of molluscan neurones. The 
theoretical basis of this method, which can be considered as an 
extension of linear systems theory, is given in the first section 
of this chapter. The objective of this investigation is to 
, 
explore the usefulness of this method in the phenomenological 
characterization of the nonlinear properties of neuronal 
membranes. 
For the definition and measurement of nonlinearity, the 
frequency domain proves useful. Consider a system to which a sine 
wave of frequency f is applied. A linear system has an output 
which is a pure sine wave of the same frequency as the input. 
While a nonlinear system has an output which contains harmonics 
of the fundamental frequency, f ( i e. 2f , 3f , 4f , ••• ) • The 
complexity of a nonlinear system can be measured by the number of 
significant harmonic terms in the response to a sine wave input. 
For example the simplest nonlinearity is that of a second-order 
system, in which the output only has terms of frequency f an 2f. 
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It is relatively simple in the time domain to determine 
whether or not a system is linear. If a step is applied to the 
system and the on and off-transients are e>:actly superimposable, 
then the system is linear. It is however difficult to quantify 
the nonlinearity in any useful way in the time domain. 
5.2 THEORY 
A linear system is completely characterized by its impulse 
response. For any input, the output of the system is the 
convolution of the input with the impulse response (see section 
2.2. ). Volterra generalized the notion of convolution to include 
nonlinear systems which are stationary and have a finite memory, 
through the following expression ( Schetzen, 1980 ): 
yet) = go + J gl(~)x(t-~)d~ 
o 
, +J J g2(~1'~2)x(t-~1)x(t-~2)d~1d~2 + •.• 
o 0 
(1) 
where x(t) an yet) are the input and output respectively and 
g (~ ••• ~ ) 
n 1 n 
is the nth-order Volterra kernel of the system: 
corresponds to the impulse response of the system. The meaning of 
the second-order Volterra kernel, g~ is illustrated operationally 
..::. 




A second-order system is completely defined by the first 
two terms in the Volterra series. To illustrate the meaning of 
the second-order Volterra kernel in the frequency domain, 
consider the following: if a signal composed of the sum of N 
sinusoids is applied to a second order system, the output 
contains components with the fundamental frequency, f 1 ..• f N
. The 
output also contains components at the second harmonic 
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frequencies, 2f 1···2fN, 
and at all possible sums of the N 
frequencies, f 1 +f 2' f 1 +f 3· .. and at all possible difference 
frequencies, f 1-f .." f 1-f..,.., ••• The latter two frequencies are 
"- -' 
collectively referred to as 'combination' terms.) The second-
order Volterra kernel is a two dimensional complex function, and 
its amplitude is proportional to that of the second harmonic and 
combination terms of the output. To make this relationship more 






>, is defined 
as the measured amplitude of the (f .+f
k
> component of the output, 
j , 
for an input which is the sum of two sinusoids of frequency f . 
J 
and f k' with amplitudes a j and a k • The second-order Volterra 
kernel has a direct relationship to the frequency kernel ( Victor 
& Shapley, 1980 >: 
G2 (f j' f k) = 
(2 ) 
G..., (f . , f .) = 2K.., (f ., f .) / a . a . 
..:. J J "- j J J J 
Howey-~r, the zeroth-order frequency kernel of a second-
order system, has contributions from the second order Volterra 




2 + 112 I a . 
j=l j 
N 
G..., (f .• f .) 
..:. j' -j 
(3 ) 
For the second-order Volterra kernel to be completely 
specified measurements must be made at both sum and difference 
terms. Despite the claims of French (1976 >, the difference 
terms cannot be deduced from the sum terms. The frequency kernel 
is symmetrical about the line f.= f. and f.=-f. and the kernel is 
1 J 1 J 
completely specified by one quadrant bounded by these lines ( see 
fig.3 > 
The tendency for the frequency kernel to contain 
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contributions from higher-order Volterra kernels increases as 
the nonlinearity of the system increases. The simple relationship 
between the Volterra and frequency kernels that obtained for a 
second-order system, is lost. For example the first-order 
frequency kernel of a third-order system has contributions from 
both the first and third-order Volterra kernels (Victor & 
Shapley, 1980 ). For nonlinearities of order higher than two, it 
is in general impossible to measure the Volterra kernels unless 
the form of the system is known a priori ( Aertsen & Johannesma, 
1981 ) . In chapter 6 an approach first suggested by Wiener 
(1958) is used to circumvent these problems. However in this 
series of experiments I have attempted to explore the region 
over which the system can be adequately modelled as a pure 
second-order system. This will be the case if the second-order 
frequency kernel is proportional to the product of the input 
amplitudes aQd if the contributions from higher order harmonics 
is negligible compared to the second-order terms. 
5.3 MATERIALS AND METHODS 
Experiments were performed on cells Lpr 1/2 and Rpr 76/77. 
Because of the relatively small size of the second and third 
harmonic components it was necessary to eliminate synaptic 
potentials. Initially attempts were ma de to ligate the cell 
bodies, however, this procedure always lead to leaky preparations 
input resistance < 0.5 Ma), with no restoration of the 
resistance even when the neurone was left to recover for up to 
three hours. The following procedure proved effective in 
producing isolated neurones with a high input resistance. The 
ganglion was desheathed and exposed to a 11. solution of protease 
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( Sigma type VI ) for 2 minutes. Neurones surrounding the cluster 
of four cells, Rpr 76/77 and Lpr1/2, were destroyed with a fine 
pair of jeweller's forceps. The cell body was penetrated with two 
electrodes and the input impedance at 1 Hz was measured every 
minute. The input resistance in most cases increased and reached 
a stable limit within half an hour. Experiments were only 
performed on isolated neurones with a stable input resistance 
greater than 2 MQ. 
The input impedance of neurones was measured using the 
procedure described in section 4.2.6. In addition the second and 
third harmonic content of the voltage output was measured. In 
some cases the input was a sum of two sinusoids, which 
consisted of the standard sine wave of 32 points per period 
designated f to which a higher frequency term of the same 
amplitude had been added. The most frequently used sum of 
sinusoids, in this study was f+ 1. 5f, which has the second 
harmonic terms 2f and 3f and the combination terms 2.5f and O.5f. 
This input was used because it gave the largest nonlinear 
response. However, the third harmonic in this sum-of-sinusoids 
overlaps with the second harmonic of 1.5f, and was not measured. 
Plots of the harmonic content of the output as a function of the 
fundamental frequency are referred to as ' nonlinear transfer 
functions '. 
In all experiments the sinusoidal purity of the input signal 
was estimated whenever a harmonic term was measured to check if 
the input was introducing any nonlinearity. If the second 
harmonic content of the input exceeded 1% of the fundamental, 
the experiment was terminated and the electrode replaced. 
All nonlinear transfer functions were plotted as a function 
of the 1f component of the (1+1.5)f input. The amplitude of all 
components in anyone nonlinear transfer function plot, were 
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normalized by th~ maximum value of the fundamental term 
(abbreviated as 'vmax' ). All amplitudes quoted are peak-to-peak 
values. 
5.4 RESULTS 
5.4.1 INPUT IMPEDANCE, ISOPOTENTIALITY AND STATIONARITY 
OF ISOLATED NEURONES 
The input impedance of all isolated neurones used in thi~ 
- study was determined with an input of less than 0 . 5 nA. An input 
impedance curve of an isolated neurone is illustrated in figure 
1. The average electrotonic parameters of isolated Lpr1/2 ( n=6) 
and Rpr 76/77 (n=5) neurones, determined by the methods of 
section 4.2.7, were; ~ = 52.7 + 6.6 ms, P = 2.0 + m -~ 
0.4 , L = 1.5 ± 0.4. ( Mean ± S.E. 
The presence of a dendrite will reduce the nonlinearity of 
the membrane cur ~ent-voltage relationship as measured at the soma 
( Jack, Noble & Tsien, 1975 ). This effect of dendritic loading 
will to some extent be compensated by the low value of ~m' 
Nevertheless, in the absence of methods for correcting the effect 
of a loading cable, the measured nonlinearity should be 
considered as a lower limit of the true membrane nonlinearity. 
In no cases did the neurones give evidence of non-
isopotentiality. In some cases the electrodes were placed at 
opposite ends of the soma to accentuate any possible non-
isopotentiality. This inhomogeneity of voltage across the soma 
would manifest in the frequency domain as an upward convex 
amplitude plot, and at high frequencies a phase shift less than -
900 ( see section 2.3.10 ). So for the frequency range covered in 
these experiments ,.1-100 Hz, the soma behaves like a 
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Fi gure 5. 1. Im'pedance of an i sol ated Rpr 76/77 neurone measured 
with an input of .5 nA. The amplitude was normalized with the 
maximum amplitude of 7.9 mV. The solid curve represents the 
best fitting LSFC curve with parameters: ~m = 44.7 ms, L= 0.27 





Fo~ the Volte~~a ~ep~esentation to be applicable to the 
isolated neu~one p~epa~ation, it is necessa~y that the 
fundamental and ha~monic content of the ouput ~each and maintain 
a steady-state and be independent of the previous stimulus 
histo~y. This stationa~ity of the output was tested in detail in 
a number of isolated neurones with an input sine wave of 1 Hz 
and an amplitude of 2-3 nA. The fundamental and second ha~monic 
amplitudes we~e measu~ed at inte~vals of th~ee seconds fo~ one 
minute. In no case was the standa~d deviation of the fundamental 
o~ second ha~monic mo~e than 2 I. or 51. of thei~ mean values 
respectively. Neither did the fundamental or ha~monic component 
display any systematic inc~ease with time. 
A typical ~esponse of an isolated neurone to a sum of 
sinusoids input is illust~ated in figure 2, togethe~ with the 
Fou~ie~ synth~sis and decomposition of the ~esponse. 
5.4.2 NONLINEAR TRANSFER FUNCTIONS 
Nonlinea~ t~ansfe~ functions of an isolated neu~one a~e 
displayed in fig 3A. Each nonlinea~ t~ansfe~ function, rep~esents 
a diagonal "slice' th~ough the second-orde~ f~equency ke~nel. 
This ~elationship is illust~ated in figure 3B. ( If the second-
o~de~ t~ansfe~ function is to equal to the second-o~de~ 
f~equency ke~nel, the s e c ond ha~monic amplitude should be 
multiplied by two. 
Although the~e were diffe~ences in detail between the 
f~equency kernels from different cells the~e we~e a numbe~ of 
constant featu~es . Fo~ the f+1.5f f~equency set, measu~ing the 









Figure 5.2. Input and output of an isolated Lpr1/2 neurone to a 
sum-of-sinusoids (1 + 1.5 Hz). The output was analysed into its 
Fourier components with the Goertzel algorithm. Fourier synthesis 
was achieved by adding the components. 
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Figure 5.3. (A) Nonlinear transfer function of an isolated 
Rpr 76/77 neurone measured with an input of f+l.5f, with an 
amplitude of 3 nA and vmax = 36 mV. 
(B) projection of the second-order frequency kernel, K2 (f 1 ,f 2 ) 
illustrating the symmetry and the position of the 'slices' 
measured in the nonlinear transfer functions. The dotted lines 
are two fold symmetry axes. The shaded portion is the segment 
needed to completely specify the whole kernel. 
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(a) The dominant nonlinearity was the O.5f term and the order of 
the second order nonlinearity amplitudes was O.5f>2.5>2f. 
(b) The amplitude of all three terms began to decrease at about 2 
Hz and became undetectable below 10 Hz. 
(c) In a given frequency kernel the amplitude as a function of 
frequency, was approximately the same shape for all three 
nonlinear terms. 
(d) The relative position of the phase of the three nonlinear 
components at 1 Hz was similar from cell to cell O.5f~ 1_-0 .. :;0(.) ::!:: 
4 0. ~ 2.5f, mean + standard 
error) . 
The shape of the nonlinear transfer function w~s sensitive 
to the imposed DC bias. This is illustrated in figure 4 where the 
frequency kernel was determined at three different bias currents. 
In contrast,at a fixed bias current, increasing the input 
amplitude did not cause a marked change of the shape of the 
nonlinear transfer function (see fig. 5). 
5.4.3 DEPENDENCE OF NONLINEARITY ON CURRENT AMPLITUDE 
Figure 6 illustrates the dependence of the first two 
harmonic components and fundamental on the amplitude of input 
current, at a frequency of 1 Hz. The fundamental component 
initially varies linearly with the current amplitude, however 
rectification becomes evident at high input current amplitudes. 
The second harmonic component first becomes detectable at a 
current amplitude of about 0.5 nA. The initial rise of this 
component is approximately proportional to the second power of 
the input current amplitude ( fig. 6 ). In some cases this 
dependence broke down at higher input amplitudes to give way to a 
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<e) ,second (+) and third <~) harmonic 
components of the voltage response , a s a funct ion of the input 
current amplitude of a 1 Hz sinusoidal signal, for two different 
Rpr 76/77 neurones. Lines of slope 1, 2 and 3 have been drawn 
throuqh the data by eye. 
fo~m of ~ectification. The thi~d ha~monic component gene~ally 
eme~ged f~om the backg~ound noise at highe~ input cu~~ent 
st~engths than the second ha~monic ( 1-2 nA ). 
The nonlinea~ I-V cu~ves as plotted in figu~e 6 provide a 
g~aphic illust~ation of the ~egions ove~ which diffe~ent models 
need to be deployed. Conside~ figure 6B. Up to.5 nA the system 
can be adequately desc~ibed by a linea~ input impedance. F~om .5 
to 1 nA the system is to a good app~oximation a second-o~de~ 
system. Ove~ this ~egion the simple one-to-one relationship 
between the f~equency and Volterra kernels holds, as exp~essed 
in equation 2. With the eme~gence of the third ha~monic te~m it 
not possible to ext~act the Volterra kernel. 
5.4.4 EFFECT OF DC BIAS ON NONLINEARITY 
In figure 4, the form of the nonlinear impedance cu~ves we~e 
shown to be very sensitive to the imposed DC bias. Figure 7 shows 
the dependence of both fundamental and second harmonic components 
on the bias current. The relationship was complex and showed 
va~iations f~om cell to cell. In all cases where this 
relationship was examined the only consistent feature was the 
tendency of a hyperpolarizing bias to reduce the nonlinearity. 
5M5 DISCUSSION 
The isolated neurones of Lp~ 1/2 and Rpr 76/77 respond 
linea~ly to current inputs with a peak-to-peak amplitude of less 
than .5 nA. Increasing the amplitude of the cu~rent, 
progressively recruits nonlinearities of higher order. For inputs 
up to an amplitude of 1-2 nA, the response is consistent with 
that of a second-order system. 
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tendency of a hyperpolarizing bias to reduce the nonlinearity. 
5~5 DISCUSSION 
The isolated neurones of Lpr 1/2 and Rpr 76/77 respond 
linearly to current inputs with a peak-ta-peak amplitude of less 
than .5 nA. Increasing the amplitude of the cur~ent, 
progressively recruits nonlinearities of higher order. For inputs 
up to an amplitude of 1-2 nA, the response is consistent with 
that of a second-order system. 
I 





• • • • • • • • • • 
1~ 
mV .. .. .. .. 
1 .. .. .. .. .. .. 
• 1 




• • • • • 
10 
mV 





-3 -2 -1 ~ 1 2 3 
DC (nA) 
Figur-e 5.7. Fundamental (.> and second harmonic (+) components 
as a funetion of the bias cur-rent. The input was a sine. wave of 
fr-equency 1 Hz. Input ampl i tude= (A) 2.0 nA (B) 3.4 nA. 
A and B wer-e differ-ent neur-ones. 
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The nonlinear impedance curves measured in this study are 
only a part of the full second-order frequency kernel. If we 
assume that the kernel can be adequately represented by ten 
points in the range 1 to 10 Hz~ and that the nonlinearity above 
10 Hz is negligible, then it would require the measurement of 100 
complex numbers (amplitude and phase) to specify the second 
order frequency kernel. But the frequency kernel changes with the 
imposed 
different 
bias current. If ten frequency 
bias currents are sufficient to 
kernels measured at 
accurately represent 
the system, then it would take 1000 complex numbers to fully 
characterize the second-order properties of the system. This 
model would be very cumbersome. It may be possible to find 
analytic representations of the second-order frequency kernels as 
was done for the linear impedance in chapter 4, and this would 
greatly facilitate the calculation of the Volterra series 
(Schetzen, 1980 ). 
The measured second-order nonlinear transfer function is a 
well defined function of frequency and is consistent in overall 
form for all the neurones studied. The shape of the frequency 
kernel is ultimately determined by the kinetics of the ion 
channels 
FitzHugh 
in the neuronal membrane FitzHugh, 1981 ) . 
1983) has derived analytic expressions for the 
harmonic components of the Hodgkin-Huxley equation~ 
a sinusoidal 
parameters of 
voltage clamp. The relationship 




harmonic amplitude are very complex: this makes it unlikely that 
the kinetics of an unknown system c an be deduced from the 
dependence of the second harmonic on frequency. 
system with known kinetics the measurement of 
However~ for a 
the frequency 
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analytic ~ep~esentations of the second-o~de~ f~equency ke~nels as 
was done fo~ the linea~ impedance in chapte~ 4, and this would 
g~eatly facilitate the calculation of the Volte~~a se~ies 
(Schetzen~ 1980 ). 
The measu~ed second-o~de~ nonlinea~ t~ansfe~ function is a 
well defined function of f~equency and is consistent in ove~all 
fo~m fo~ all the neu~ones studied. The shape of the f~equency 
ke~nel is ultimately dete~mined by the kinetics of the ion 
channels 
FitzHugh 
in the neu~onal memb~ane FitzHugh~ 1981 ) . 
1983) has de~ived analytic exp~essions fo~ the 
ha~monic components of the Hodgkin-Huxley equation~ 
a sinusoidal 
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voltage clamp. The ~elationship 




ha~monic amplitude a~e ve~y complex: this makes it unlikely that 
the kinetics of an unknown system can be deduced f~om the 
dependence of the second harmonic on f~equency. 
system with known kinetics the measurement of 
Howeve~~ fo~ a 
the f~equency 
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dependence of the second ha~monic component may provide a 
sensitive test of the kinetic model De Felice et al.~ 1981) • 
This approach may be of pa~ticula~ value in studying gating 





Most neurones convert inputs, in the form of synaptic 
current, into a train of action potentials. The dependence of 
this process on the time course of the input shapes the input-
output properties of the neurone, and will in part determine the 
operation of neuronal networks. This chapter describes how both 
stochastic and deterministic signals were used to estimate the 
dynamics of spike initiation in some identified neurones of the 
snail. 
In this study a method formulated by Wiener ( 1958) is used 
to build up a nonparametric model of spike initiation. The method 
involves estimating a series approximation to the system from its 
response to a defined input. A number of different inputs are 
valid in the framework of Wiener"s theory (Schetzen, 1980), but 
in this series of experiments Gaussian white-noise ( GWN is 
used ( Marmarelis & Marmarelis, 1978 ). 
The series approximation is built up in a stepwise fashion, 
starting with the best first-order estimate of the system"s 
response. The process is often terminated after the estimation of 
the second-order approximation, because the computation of higher 
order terms is prohibitively time-consuming. 
To probe the dynamics of spike initiation, electrodes should 
ideally be located at the impulse initiation zone. This was not 
possible in Helix neurones. The experiments described here were 
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performed by injecting current into the soma, and detecting 
action potentials with an independent electrode, al so in the 
soma. In molluscan neurones, spikes are first initiated at the 
spike initiation zone and only after this in the soma Tauc, 
1962). So in the experiments performed here the process estimated 
is that of the transfer of current to the initiation zone 
a>( onal and then somatic spike initiation. This path of spike 
initiation is not normally observed, as there are no synapses on 
the soma: it is however often the only route open to the 
experimental neurobiologist. 
As a tentative hypothesis, it is assumed that the process of 
spike initiation can be represented as in fig. 1. The current 
injected into the soma is transformed into a smooth internal 
variate, u(t), at the impulse initiation zone. Whenever u(t) 
* exceeds a threshold u, an action potential is initiated and the 
threshold element then remains refractory for some time ( termed 
the 'dead time" ). The internal variate is left unspecified, but 
it should be emphasized that it does not necessarily correspond 
to the voltage at the impulse initiation zone. It could, as is 
the case for a homogeneous Hodgkin-Huxley axon, correspond to the 
spatial integral of the membrane current. ( Noble & Stein, 1966 ). 
In this study white noise analysis was used to model spike 
initiation in some identified snail neurones and to test the 
adequacy of the model of spike initiation in figure 1. 
Furthermore, the white noise method was used to explore the 
constancy of the dynamics of spike initiation in a given 
identified neurone from individual to individual. 
Step current inputs have been used extensively to study 
spike initiation in both invertebrate and vertebrate neurones 
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Model of spike initiation. The element 'X' 
represents a system that transforms the input current into the 
internal variate~ uCt) at the spike initiation zone. 
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(reviewed by Calvin 1975, 1978 ). In this study the dynamics of 
spiking evoked by step current inputs was contrasted with that 
elicited by GWN signals to explore the possible dependence of the 
dynamics upon the form of the input used ( Aertsen & Johannesma, 
1981) 
6.2. THEORY 
In chapter 5 the representation of a nonlinear system by a 
generalized convolution integral, the Volterra series, was 
introduced. This series converges very poorly, and for complex 
systems it is not possible to measure the kernels. Wiener (1958) 
however, found a way of bypassing these problems. As with the 
Volterra series, he represented the output of the system as a sum 
of functionals, but he chose a set of functionals which are 
mutually orthogonal. (Operationally, orthogonality means that 
the time average of the product of any two functionals, is zero). 
This has the following practical implications 
Marmarelis, 1978 ). 
(1) Each kernel can be measured independently. 
Marmarelis & 
(2) The Wiener functional expansion, truncated at the nth-order 
term, will be, statistically the best possible nth-order 
approximation to the system. 
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where G. is the ith-order orthogonal functional~ 
1 
>: (t) is the GWN 
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is the ith-order Wiener kernel~ and P is the power 
density of the input signal. 
The first-order Wiener kernel corresponds to the impulse 
response introduced in chapter 2. By convol vi ng h 1 wi th any 
input a linear approximation of the output is obtained. 
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The height of the second-order kernel is proportional to the 
difference between the response of the system to the 
simultaneous application of two impulses and the response 
predicted from the separate application of the two impulses~ when 
only second order interactions occur. The variables 1.:1 and 
correspond to the time after the application of the first and 
second impulses respectively. 
To estimate the Wiener kernels the crosscorrelation method 
of Lee and Schetzen (1966) was used. Their formulae for the 
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The height of the second-order kernel is proportional to the 
difference between the response of the system to the 
simultaneous application of two impulses and the response 
predicted from the separate application of the two impulses, when 
only second order interactions occur. The variables T.1 and 
correspond to the time after the application of the first and 
second impulses respectively. 
To estimate the Wiener kernels the crosscorrelation method 
of Lee and Schetzen (1966) was used. Their formulae for the 
90 
estimation of the first three kernels are: 
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where T is the duration of the input. 
The process to be estimated in this study is the 
transformation of input current into action potentials. If the 
duration of the action potential is considered unimportant, the 
output can be represented as a sequence of delta functions. If N 
spikes occur at times t . (i=l •.• N), 
1 
then the output can be 
written as: 
N 
Y ( t) = :z .5 ( t -t . ) 
i=l 1 
(8 ) 
__ {_Ol if t=t i 8(t-t . ) , 
1 if tft i 
It is possible to transform the discontinuous spike train 
output into a smooth function of time. However, all such 
transformations are noncausal, and the form of the kernel may 
depend simply on the form of the transformation chosen ( Baker & 
Hartline, 1978) . Such arbitrary transformations were first shown 
to be unnecessary by de Boer (1967). Equation 8 can be 
substituted into the Lee- Schetzen equations ( 5-7) and after 
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some simplification the following equations result: 
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- h IPN 
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mathematical result; for the class of systems that can be 
represented by a cascade of linear elements and static nonlinear 
elements, the so- called sandwich systems, the first-order kernel 
Wiener corresponds exactly to the cascade of linear elements 
(deBoer, 1976 a static system is one in which the output 
depends only on the instantaneous value of the input). 
There are two possible interpretations of the output of the 
functional model, equation 1, when the kernels are represented by 
equations 9-11. Firstly, the output may be regarded as the 
probability of firing. Secondly, if the neurone can be 
represented by a sandwich system, composed of an input current-
to-internal variate system in cascade with a threshold device, 
then the output of the estimated first-order system, corresponds 
to the internal variate at the impulse initiation zone ( deBoer & 
de Jongh, 1978 ). 
6.3. MATERIALS AND METHODS 
The experimental procedure and electronics were the same as 
those described in chapter 3. All experiments were performed with 
two separate microelectrodes inserted into the cell body. The 




6.3.1. Generating Gaussian White Noise 
The 'distribution' method of Eckhorn and Popel (1979) was 
used to create band-limited Gaussian white-noise (GWN). A section 
of the computer"s RAM, 3096 bytes long, was filled with integers 
in the range -127 to 127, following a Gaussian density 
distribution centered on zero. The distribution was truncated at 
+ 2.54 standard deviations from the mean. Two independent 
uniform random numbers were generated, and used to select two 
locations in the RAM, and the numbers so designated were 
exchanged. This shuffling procedure was carried out 30960 times 
before the RAM's contents were written to a disk. The process was 
repeated until a pre-selected number of files were completed. 
6.3.2 Data Acquisition 
The GWN experiments were performed on-line. The neurone was 
, 
stimulated with GWN delivered by the computer at a pre-selected 
frequency, while the neurone's voltage was monitored for action 
potentials. 
For each step of the noise record, a single measurement of 
the current monitor was stored in the RAM. The voltage channel 
was checked every 1 msec for a threshold crossing, and when this 
occurred the time elapsed since the last spike was stored. At the 
end of the noise signal, the contents of the RAM, containing 
the measured input signal and the interspike intervals, were 
written to a data disk. 
6.3.4. Output Stationarity 
The stationarity of the output spike train was assessed 
using the "run' test described by Marmarelis and Marmarelis 
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(1978). Only data that was stationary at a significance level of 
0.05 was used in the estimation of the Wiener kernels. 
In order to avoid fruitless accumulation of data, a simple 
preliminary test of stationarity was established. A segment of 
GWN with 512 steps was repeatedly applied to the system. If the 
number of spikes per record changed by less than 15%, over four 
sequential applications of the noise, the GWN experiment was 
allowed to proceed. This criterion was in most cases consistent 
with the run test, however only data satisfying the run test was 
used to calculate the Wiener kernels. 
6.3.5. Average Current Trajectory (ACT) 
The first-order Wiener kernel, as defined in equation 10, is 
the average of all current trajectories that lead to spike 
initiation. To facilitate the statistical evaluation of the 
kernel, the average current trajectory ( ACT ), s~, was measured 
(Bryant & Segundo, 1976 ), 
N 
s~ = l/N I x(t.-~) 
.' i =1 1 
( 12) 
where ~ is the time before action potential initiation and N 
the number of action potentials. This function differs from the 
first-order Wiener kernel by a constant multiplicative factor 
(h IF'). 
o 
If action potentials occur at random, 
zero. Assuming a confidence level of 96%, 
the ACT will tend to 
a point on the ACT is 
significantly different from zero if it lies outside a band two 
standard errors on either side of the mean current Bryant ~< 
Segundo, 1976) where standard / (N) 
1/2 and one error = () H 
where Cl is the standard deviation of the input) 
>: 
In order to reveal the full dynamics of a neurone, the 
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highest frequency of the input noise should be greater than the 
highest frequency to which the system is responsive. If this 
condition is not met the ACT will be broadened. However the cut-
off frequency of the noise should not extend too much over the 
systems band-width as this would lead to an increase in the 
variance of the kernel estimates Marmarelis & Marmarelis, 
1978). It would also lead to an increase in the amount of data, 
and may render the computation too time-consuming to be 
practical. 
The high frequency cut-off of the neurone was established by 
sinusoidal stimulation, in the following way. The frequency of 
the input signal was increased, starting at a frequency of 2 Hz., 
until the neurone failed to respond in the steady-state. The cut-
off frequency of the input GWN, was taken to be twice the cut-off 
frequency of the neurone. The adequacy of this procedure was 
checked in a number of cases, by measuring the ACT with GWN 
signals having twice and four times the cut-off frequency of the 
neurone. In all cases increasing the frequency of the GWN signal 
did not result in a change of the ACT, demonstrating that the 
lower input frequency does cover the system band-width. 
The resolution of the ACT is determined by the frequency at 
which the input is sampled. The timing of action potentials was 
determined with greater accuracy (1000Hz.) than the input (5-
10Hz.), and this extra resolution was used to interpolate values 
of the ACT. This simply provides a greater density of points in 
the ACT, but does not increase the frequency resolution that is 
set by the input sampling rate. 
An estimate of the dispersion of the ACT was obtained by 
95 
measuring the ~tandard deviation of the current as a function of 
time ( Cl ( -,:: ) ). The 96% confidence limits for CI(-'::) are ( Bryant & 
Segundo, 1976 ) : 
0" Cl < 1::;- ("0 <: t3 Cl (13) .' >: H 
(1 2/9N 2.326 2/9N ) 
1/2 3/2 
co:: = 
~: = ( 1 2/9N + 2.326 2/9N ) 1/2 3/2 
6.3.6. Threshold 
The internal variate Ut was computed from the convolution of 




Lt = Z s. 
t i=O 1 
}~ t . 
"-1 
( 14) 
where t=0,1,2 .•. and n corresponds to the time when the ACT 
reaches zero. The internal variate is assumed to be fed through a 
threshold device and whenever Ut crosses a threshold 
spike is produced. 
* u a 
To locate the threshold, a histogram of Ut was measured, 
with 100 bins over the full range of the variable. Concurrently, 
the number of spikes occurring at each value of Ut was measured. 
The ratio of the two represents the empirical firing probability 
(Brillinger ~~ Segundo, 1980 ) and the threshold is defined as the 
value of Ut at which the probability of firing is 0.5. 
6.3.7 Leaky Integrator 
The leaky integrator is perhaps the simplest plausible model 
of spike initiation ( Holden, 1976 ). The leaky integrator can be 
represented by a parallel R-C circuit, in cascade with a 
threshold element. For a subthreshold impulse of current the 
voltage response decays e>:ponentially with a time constant -,:: ( = 














Figure 6.2. The response of a Lpr 5 neurone to the repeated 
application of a GWN signal~ applied at intervals of 2 secs. The 
arrow indicates the position of the spike that occurs as a 
somatic spike in trace 1, and as an axonal spike in all other 
traces. The numbering of the records corresponds to the order in 
which they were recorded. 
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and the integrator is reset to zero volts. An analogue model of 
the leaky integrator was constructed in order to test the GWN 
analysis programs, and to estimate the kernels and firing 
probability function of this canonic model. 
6.3.8 Adaptation 
The response of neurones to step current inputs w~s measured 
with a modification of the program used for the GWN experiments. 
The interspike intervals were determined with a precision of 0.5 
ms and, together with the input current amplitude, were stored on 
disk for subsequent analysis. 
6.4. RESULTS 
6.4.1. NEURONAL TIME-INVARIANCE 
Wiener's method is applicable only to time-invariant 
systems, but time-invariance is by no means a necessary 
attribute of neurones. Indeed, many neurones in this study 
proved 
Lpr1/2 
to be nonstationary; particularly neurones of the groups 
often responded to the repeated and Rpr76/77, which 
application of a segment of GWN with continuously declining 
numbers of spikes. Furthermore, it was not possible to sustain a 
time-invariant response at a firing rate of greater than 
approximately 0.7 spikes per second for more than 2 minutes, with 
any of the neurones used in this study. 
A typical response of a neurone to repeated applications of a 
segment of GWN is illustrated in figure 2. The timing of spikes 
and subthreshold responses are virtually identical. The only 
notable difference is that the action potential, marked with an 
arrow in trace 1, is a somatic spike, while in the other records 
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and the integ~ato~ is ~eset to ze~o volts. An analogue model of 
the leaky integ~ato~ was const~ucted in o~de~ to test the GWN 
analysis p~og~ams, and to estimate the ke~nels and fi~ing 
p~obability function of this canonic model. 
6.3.8 Adaptation 
The ~esponse of neu~ones to step cu~~ent inputs w~s measu~ed 
with a modification of the p~og~am used fo~ the GWN expe~iments. 
The inte~spike inte~vals we~e dete~mined with a p~ecision of 0.5 
ms and, togethe~ with the input cu~~ent amplitude, we~e sto~ed on 
disk fo~ subsequent analysis. 
6.4. RESULTS 
6.4.1. NEURONAL TIME-INVARIANCE 
Wiene~'s method is applicable only to time-inva~iant 
systems, but time-inva~iance is by no means a necessa~y 
att~ibute of neu~ones. Indeed, many neu~ones in this study 
p~oved 
Lp~1/2 
to be nonstationa~y; 
and Rp~76/77, which 
pa~ticula~ly neu~ones of the g~oups 
often ~esponded to the ~epeated 
application of a segment of GWN with continuously declining 
numbe~s of spikes. Fu~the~mo~e, it was not possible to sustain a 
time-inva~iant ~esponse at a fi~ing ~ate of g~eate~ than 
app~oximately 0.7 spikes pe~ second fo~ mo~e than 2 minutes, with 
any of the neu~ones used in this study. 
A typical ~esponse of a neu~one to ~epeated applications of a 
segment of GWN is illustrated in figu~e 2. The timing of spikes 
and subth~eshold ~esponses a~e vi~tually identical. The only 
notable diffe~ence is that the action potential, ma~ked with an 
a~~ow in t~ace 1, is a somatic spike, while in the othe~ ~eco~ds 
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it is an axonal spike. The persistence of axonal spikes in the 
absence of somatic spikes was often observed in neur-one Lpr-5. In 
all exper-iments the thr-eshold was set so that only somatic spikes 
wer-e detected, and in consequence, the models measured r-epr-esent 
the conver-sion of somatic cur-r-ent to somatic spikes. 
6.4.2. AVERAGE CURRENT TRAJECTORY 
The ACT is the aver-age of all cur-r-ent wavefor-ms that 
successfully lead to spike initiation. 
neur-ones ar-e plotted in figur-es 3 & 4. 
Four- ACTs of differ-ent 
It is impor-tant to note 
that the time a>:is r-epresents the time before action potential 
initiation, the action potential being initiated at time zer-o. 
The or-dinate r-epr-esents the aver-age cur-r-ent: positive values 
cor-r-espond to depolar-izing cur-rent and negative to 
hyper-polar-izing cur-r-ent. 
In all cases the ACTs wer-e at least twice as br-oad as the 
autocorr-elation function of the input ( 100-200 ms). If the 
neur-one fir-ed an action potential whenever the input cur-r-ent 
exceeded some thr-eshold, the ACT would be a sharp pulse of 
appr-oximately the same length as the input autocorr-elation 
function. The relatively gr-eat dur-ation of the ACT implies that 
the decision to fire an action potential does not depend simply 
on the instantaneous value of the curr-ent, but also on the 
histor-y of the input up to that time. The length of time for-
which a stimulus has an effect on the firing pr-obability will be 
ter-med the neur-one"s "memor-y', and it corr-esponds to the time 
befor-e spike initiation, at which the ACT first emer-ges fr-om the 
confidence bands ( Br-yant & Segundo, 1976 ). 
In most instances the ACT was r-oughly biphasic and to 
facilitate discusion of its qualitative shape, the ACT is divided 































Figure 6.3. The ACT and its associated standard deviation~ of two 
identified neurones. The 
1 i nes. 
confidence limits are denoted by dashed 
(A) Rpr1 (J
H = 0.7 nA band pass = 10 Hz ) . 
(B) Lpr5 C", ,', = 1.1 nA band pass = 10 Hz ) . 
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Figure 6.4. The ACT and its associated standard deviation~ of two 
identified neurones. 
(A) Rpr 76/77 
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Figure 6.4. The ACT and its associated standard deviation~ of two 
identified neurones. 
(A) RpI'"" 76/77 ':1\1 ,', = 4.0 nA band pass = 5 Hz ) . 
(B) LpI'"" 1/2 ( ':1" ,', = 1.0 nA band pass = 5 Hz ) . 
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into two phases: a late phase, cor-r-esponding to the peak just 
before action potential initiation, and an early phase which 
begins as the ACT emer-ges fr-om the confidence bands. 
If action potentials wer-e initiated by a few ster-eotyped 
inputs, the standard deviation of the ACT would be close to zer-o. 
Figur-es ..,. 0_' and 4 show that this is not the case. The standar-d 
deviation emer-ges fr-om the confidence band at appr-oximately the 
same time as the aver-age cur-r-ent. It decr-eases with a r-oughly 
biphasic time cour-se to a minimum that occur-s on the r-ising phase 
of the ACT. That the ACT is the aver-age of a multiplicity of 
differ-ent curr-ent tr-ajector-ies can be seen mor-e clear-Iy fr-om 
plots of the cur-rent distr-ibution. The cur-r-ent distr-ibutions at 
50 and 200 ms befor-e action potential initiation, are plotted in 
figur-e 5. The distr-ibutions are clear-ly nar-r-ower- than the input 
distribution and the mean is shifted towar-ds depolar-izing cur-r-ent 
values. 
6.4.2.1. EFFECT OF BIAS CURRENT AND POWER ON THE ACT 
The imposition of a DC bias on the input GWN, without 
changing the fr-equency or the standar-d deviation, results in a 
tr-ansformation of the shape of the ACT. Some examples ar-e shown 
in figure 6. In the six cases wher-e the effect of bias cur-r-ent 
was studied ther-e was little change in the late phase of the ACT. 
However-, the ear-Iy phase changed in a systematic way: in all 
cases a hyperpolarizing bias made the early phase mor-e 
depolarizing, while for- depolarizing biases the conver-se held 
tr-ue. This gener-alization is identical to that found by Br-yant 
and Segundo (1976 ) for ~plysia neur-ones. 
Increasing the standar-d deviation, and hence the power- of 
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Figure 6.5. The normalized distribution of current values at time 
lags of; (A) 50 ms and (B) 200 ms before spike initiation for a 
Rpr 76/77 neurone. The ACT of this neurone is shown in figure 
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Figure 6.6. The effect of bias current on the shape of the ACT 
of a neurone. 
(A) Lpr5 (--) DC = 0, 
pass = 10 Hz ) 
(-----) DC = -.5 nA (17" = 1.6 nA, band 
i, 
( B) Lpr5 (--) DC = 0, 
Cl" = 1.0 nA, (----) DC = 1.0 nA 
band pass = 10 Hz ) ,., 
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the input noise, but without changing the DC bias current or the 
frequency, changes the shape of the ACT. Three examples of the 
sort of changes induced by increasing the power of the input are 
shown in figure 7. The most commonly observed change was that, as 
the power increased, the early phase of the ACT showed a tendency 
to increase in amplitude relative to the late phase. This change 
was observed for 63% of the neurones studied (n =8). However, in 
no case did the integral of the ACT remain constant when the 
power of the input was changed; a phenomenon that held true for 
Aplysia neurones ( Bryant & Segundo; 1976 ). 
This dependence of the shape of the ACT on the input power 
illustrates that the Wiener functional series, measured at a 
particular power level, does not necessarily predict the 
response of the system to a noise signal with a different power 
level. It is likely that the functional model is a good 
approximation of the system for a continuous range of powers, 
however it would be difficult to measure this range because it is 
only rarely possible to measure more than two ACTs before the 
system becomes nonstationary. 
The failure of the ACTs to preserve their shape when the 
input power was changed also demonstrates that the input current-
to-spike transformation cannot be modelled as a sandwich system. 
This does not, however, exclude the possibility that for a given 
power level the system can be represented by a sandwich system. 
6.4.2.1. ACT AND IDENTIFIED NEURONES 
The homologous neurones Rpr1 and Lpr5, have quite different 
behaviours in the isolated ganglion. Neurone Rpr1 exhibited 
bursting or continuous firing, while Lpr5 showed occasional and 
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'., -----------.... -.. ~:~ -....... ----~--
,-~ ...... !-; • 
TIME (MS) 
Figure 6.7. The influence of the standard deviation of the input 
GWN on the form of the ACT. 
(A) Lpr5 (-- ) l::t}.{ = 0.6 nA~ ( ----) (:t" ,., = 1.0 nA~ band pass = 
10 Hz ) 
(B) Lpr 1/2 (-) (J\I = 0.7 nA~ ( -----) CI\I = 1.9 nA, ( band pass 
" " = 5 Hz ). 
(C) Rprl ( -) (:i,v, = O. 6 n A ~ (- - - - -) (:i" = 1. 2 n A ~ ,., band pass = 
10H::::: ). 
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distinguishable. . In figure 8, the ACTs, normalized by their 
maximum values, have been plotted for a number of different 
preparations. All the experiments on Lpr5 and RPrl were 
performed with a GWN signal having a standard deviation in the 
range .9 to 1.1 nA, and a cut-off frequency of 10 Hz. The ACT of 
Rprl is half maximal at time zero and rises to a peak at 50 ms. 
It then declines monotonically to zero within 150 to 200 ms. In 
contrast, the ACT of Lpr5 at time zero is approximately 90% of 
its maximum value. It peaks at 50 ms but then decreases more 
rapidly than Rprl. The decline ceases when the ACT reaches 20-
40% of the maximum and remains approximately constant for about 
150 ms before declining to zero. The ACTs of Lpr5 have longer 
memories 
n = 17 ). 
334±24 ms., n = 15 ) than that of RPrl 213±12 ms., 
The ACTs of neurones Rpr76/77 and Lprl/2 were measured with 
a GWN signal with a standard deviation in the range 1-3 nA and a 
bandwidth of 5 Hz. There is an overall consistency in the shape 
of the ACTs of all four cells, and it is not possible to 
distinguish between the curves from contra-lateral cells. The 
normalized ACTs of this group of neurones is plotted in figure 
8C. The form of the ACT is quite distinct from that of Lpr5 and 
Rprl, and it is especially distinguished from these by the length 
of the neurone"s memory ( 505 ± 22 ms, n = 17 ). 
6.4.3. THRESHOLD 
If a neurone has a discrete threshold, and the threshold 
varidte is correctly identified, then the firing probability 
function (defined in section 6.3.6. will exhibit a step from 
zero to one at the threshold value of the internal variate 
R 1 + 8 f 
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.Figure 6.8. Normalized average of ACTs of; (A) Rprl ( n=8) (B) 
Lpr 5 ( n = 7) (C) Rpr 76/77 l!1. Lpr 1/2 ( n = 8 ). 
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(Brillinger & Segundo, 1979 ). If, instead of a deterministic 
threshold, the threshold was a normally distributed variable, the 
firing probability function would become a sigmoid function of 
the internal variate. 
Figure 9A shows the firing probability function for a leaky 
integrator model, the internal variate being the convolution of 
the ACT and the input noise. The firing probability shows the 
expected step, but the firing probability at high values of the 
internal variate does not equal one. This is so because the 
first-order estimate of the model omits the resseting mechanism 
of the leaky integrator. Figure 9B illustrates the . effect of 
incorporating the effect of the reset mechanism. Again, the input 
was convolved with the ACT, but now the internal variate was set 
to zero whenever a spike occurred. The firing probability now 
shows the expected step-like response. If the input current, 
which in this case is not the threshold variate, is used as the 
internal variate, the appro>:imation of the firing probability to 
a step function is poor ( Fig. 9C). 
Figure 10 shows the firing probability function estimated 
from the response of a Rprl neurbne to GWN. In all measured 
cases the firing probability showed the expected step-like 
response to the internal variate, however the firing probability 
rose more slowly than the leaky integrator model and the maximum 
firing probability was invariably less than one. Inclusion of a 
reset mechanism increased both the rate of rise and the maximum 
of the firing probability curves ( see fig. lOB). Nevertheless, 
the firing probability curves were still broader than those of 
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Figure 6.9. The firing probability ( uhbroken line) of a leaky 
integrator model as a function of the chosen internal variate. 
The dashed line is the normalized distribution of the internal 
variate. 
internal 
The scaling of the horizontal axis is arbitrary. The 
variate was; (A) the convolution of the measured ACT 
wi th the input si gnal (B) same as A~ 
(C) input current. 
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Figure 6.10. The firing probability ( unbroken line) of a Rprl 
neurone as a function of the internal variate and the dashed line 
is the normalized distribution of the internal variate. The 
internal variate is the convolution of the input current and the 





a sharp step could be due either to the 
functi onal model, in the sense 
incompleteness 
that nonlinear 
contributions need to be added, 
threshold or to both. 
or to fluctuation of the 
The first-order Wiener kernel in cascade with a threshold 
device, did however provide an good approximation of spike 
initiation, in that it predicted the timing of 60-80% of the 
observed action potentials elicited by a GWN input ( see fig. 
11>. 
6.4.4. ADAPTATION 
All neurones studied in this chapter showed the classical 
adaptation response to a step current input. That is to say, the 
instantaneous frequency decreased asymptotically to a steady 
value. This decay could be approximated by a single exponential 
for the neurones Lpr1/2 and Rpr 76/77, except for a rapid phase 
occurring ove~ the first three to six spikes ( see fig. 12). The 
average time constants were; 2.5 ± 0.2 s for Lpr1/2 (n=22) and 
2.1 + 0.1 s for Rpr 76/77 ( n=29 ). The decay time constants 
showed no dependence on the input amplitude in the range .25 to 
20 nA. Furthermore, it was impossible to distinguish between 
left and right-hand cells on the basis of the dynamics of 
adaptation. 
The impulse response of a linear system is equal to the time 
derivative of the step response. This relationship can be used 
to estimate the approximate form of the impulse response of a 
nonlinear system. To calculate the impulse response the 
interspike intervals were converted to instantaneous frequency, 
smoothed with a five point least-squares quadratic formula and 
differentiated with the central difference formula see 
• •• • • •• •• ••• ••• 11 
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Figure 6.11. Response of Rprl neurone (+) to a continuous GWN 
signal and spikes predicted (.) from the convolution of the 
measured ACT and the input noise (I). The scaling of the output 
of the linear model (u) is arbitrary. 
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equations 3.11 & 3.12 respectively). Two typical impulse 
responses are illustrated in figure 12. Both have the 
characteristics of a system that responds to the rate of change 
of the input, that is to say, a sharp positive peak followed by a 
prolonged negative undershoot. 
6.5. DISCUSSION 
6.5.1. GWN EXPERIMENTS 
It is noteworthy that the response of many of the neurones 
tested remained invariant during the repeated application of a 
segment of GWN. However it should be emphasized that the 
stationarity is not an invariant characteristic of a neurone: an 
apparently stationary neurone can be made non-stationary by 
increasing the average rate of firing. 
The stationarity test is useful even when it is not coupled 
to a Wiener analysis, because if the system is stationary, it is 
in principle possible to find a model of spike initiation that 
shows no dependence on the rate of firing. Whereas if the system 
is non-stationary, a model of spike initiation will have to take 
into account the activity dependence of the spike threshold. This 
might arise through the accumulation of ions Adelman & 
FitzHugh,1975) or the long term modification of membrane 
properties invoked by spiking ( de Peyer et ai, 1982 ) Non-
stationarity may of course indicate that the condition of the 
cell is declining. 
The ACT as defined in this study represents the average of 
all current waveforms that lead to spike initiation. In most 
cases the shape of the ACT was similar to that of a leaky 
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integ~ato~, in that it decays monotonically to ze~o. But in 
gene~al its detailed time cou~se was not that of a simple 
exponential. 
Plots of the standa~d deviation of the ACT and the cu~~ent 
dist~ibution, show clearly that the neurones do not respond to a 
small set of stereotyped inputs. Action potentials we~e t~igge~ed 
by a va~iety of cu~rent t~ajecto~ies of which the ACT was the 
ave~age. 
The st~ong dependence of the ke~nel shape on the DC bias and 
on the powe~ of the input~ ~aises again the question of the 
models t~actability. To adequately ~ep~esent the system up to 
fi~st-o~de~, estimates of the ke~nels are needed at a numbe~ of 
DC biases and~ fo~ each bias cur~ent~ at a ~ange of input powe~s. 
The numbe~ of ke~nels needed make the estimation and 
~ep~esentation of the system difficult. 
The early phase of the ACT was often in the form of a 
plateau. In a few cases increasing the power of the input led to 
a greater increase in the height of the plateau than of the 
height of the late phase. Guttman etal. 1974) observed a 
simila~ phenomenon in the space-clamped squid axon. They 
demonstrated that the plateau phase and its dependence on the 
input power could be reproduced by the Hodgkin-Huxley model~ if 
account was taken of the spike latency distribution. The increase 
of the plateau phase with input power, is a consequence of the 
~eduction of spike latency and its variance~ 
overshoot increases. 
as the threshold 
The value of a functional model for a bursting neurone like 
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Figure 6.12. Response of neurones to step current inputs. 
(A) Rpr 76/77 step input = 11.7 nA (B) time derivative of A. 
(C) Lpr 1/2~ step input = 9.5 nA (C) time derivative of C. 
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neu~one in ~plysia, that in the intact animal, the neu~one does 
not bu~st and appea~s to be d~iven synaptically (Stinnak~e & 
Tauc, 1969). In this study it was found that the endogenous 
cu~~ents can be ove~~idden to the extent that the cell ~esponds 
identically to ~epeated applications of GWN . Fu~the~mo~e, the 
functional model leads to good p~edictions of spike timing in 
~esponse to a GWN input. 
6.5.2. THRESHOLD 
The white noise method ~econst~ucts the fo~m of the inte~nal 
va~iate, but it does not unequivocally disclose the identity of 
the va~iate the inte~nal va~iate has dimensions of inve~se 
seconds ). It is inco~~ect, to do as B~illinge~ and Segundo 
(1979) do, to identify the inte~nal va~iate automatically with 
the voltage at the impulse initiation zone. This is neithe~ 
~equi~ed by Wiene~'s theo~y, no~ do excitable memb~anes 
necessa~ily behave like voltage-th~eshold devices. Noble and 
Stein 1966) have shown that an infinite cable with Hodgkin-
Huxley kinetics, will not inva~iably initiate an action potential 
when the voltage exceeds the th~eshold fo~ the space clamped 
axon. The th~eshold condition in this case is that the integ~al 
of memb~ane cu~~ent have a net inwa~d component. 
If the soma-to-spike initiation zone t~ansfe~ function we~e 
linea~, and the neu~one behaved like a voltage th~eshold device, 
the ACT would co~~espond exactly to the soma-to-spike initiation 
t~ansfe~ function this follows f~om the theo~em stated in 
section 6.2.> To estimate the fo~m of the soma-to-initiation zone 
transfer function of neurones Lpr1/2, the neurones we~e modelled 
as a lumped soma with two infinite cables of the same diamete~ 
attached to the soma. It can be shown using the B&C calculus that 
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the transfer function from the soma to one of the branches~ is 
identical to that of an LSFC model with the same soma-to-dendrite 
conductance ratio~ ~. . 
0) 
The transfer function of the LSFC model was calculated by 
using a fast Fourier transform algorithm to invert the transfer 
impedance ( Norman, 1972)~ which was calculated by the B&C method 
Fig. 13) . If the ACT has the same shape as the transfer 
function~ and ~ and P are known~ m .. 0) the approximate position of 
the initiation zone could be estimated by finding the soma-to-
dendrite distance that gives a transfer function with the same 
broadness at half height as the measured ACT. 
The calculated transfer functions do not match the shape of 
the measured ACTs foro neurones Lpr 1/2 and Rpr 76/77. In 
particular the transfer function does not match the complex shape 
of the early phase of the ACT ( compare fig.13 with figs. 4 ALB 
). The failure of the simple voltage threshold model to account 
for the shape of the ACT could result from the ommission of spike 
latency fluctuations or from the misidentification of the 
threshold variate. Furthermore, it is likely that the linear 
membrane properties, estimated from the neurones response to 
small amplitude perturbation, does not correspond to the best 
first-order estimator for large amplitude inputs ( see chapter 
5) • 
The failure of the predicted soma-to-dendrite transfer 
function to match the ACT does not exclude the possibility that 
the neurones behave like voltage threshold devices, but it does 
suggest that modelling the input current-ta-spike transformation 
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Figure 6.13. Transient voltage response of an LSFC model at a 
distance of X~ from the soma~ to an impulse applied at the soma. 
The responses have been normalized and are plotted as a function 
of dimensionless time T ( = t/~m ). 
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inadequate. 
6.5.3. STIMULUS DEPENDENCE OF THE DYNAMICS 
The Wiener functional representation estimated from the 
response of the system to a GWN signal with a particular power 
density, will only be the best functional model for that 
particular input ( Schetzen, 1980 ). It will not in general be 
the best representation of the response of the system to any 
other input (eg. other sorts of noise signals and step inputs ). 
If a stimulus-invariant functional representation is desired, 
the Wiener kernels must be transformed to the corresponding 
Volterra kernels. This transformation can be. described 
analytically (Schetzen, 1980 ); however low-order Volterra 
kernels will have contributions from high-order Wiener kernels. 
Since in practice it is only feasible to measure Wiener kernels 
up to third-order, it will not be possible to transform Wiener to 
Volterra kernels. 
A related problem is whether the behaviour of the system 
depends 
itself 
on the form of the input stimulus. Could 
change the state of the system? Aertsen and 
the signal 
Johannesma 
(1981) have suggested how this might be tested using inputs that 
are linear transforms of GWN. Wiener kernels could be estimated 
for two different signals using the Lee-Schetzen method, and if 
the system is not affected by the signal, the Volterra kernels 
should be identical. However, the problem of estimating enough 
Wiener kernels to accurately convert the kernels to Volterra 
kernels persists, and this makes the method impracticable. 
Deterministic inputs were used both to explore alternative 
methods of measuring neuronal dynamics, and to test for the 
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possibility of the stimulus-dependence of the dynamics. From the 
adaptation response of a neurone to a step input it was possible 
to estimate the form of the impulse response. However, caution 
should be exercised in comparing the impulse response with the 
ACT because in the absence of details of the system's dynamics it 
is not possible to make explicit the precise relationship between 
these two first-order predictors. Only in the case of a first-
order system will the ACT correspond exactly to the impulse 
response. 
The difference between the dynamics estimated from the step 
response and that from the response to GWN~ 
underlined by comparing the duration (i.e. 
can be most clearly 
the memory ) of the 
first-order functions. In the case of neurones Lpr 1/2 and Rpr 
76/77 the mean duration of the ACT was 505 ms while that of the 
impulse response was in all cases greater than 1.5 s. Furthermore 
only 2 of the 60 measured ACTs showed the characteristic negative 
undershoot of adaptation~ which all the measured impulse 
responses exhibited. It might be argued that the method used to 
measure the ACT may in some way mask any ongoing adaptation. 
However, the fact that the ACT is a good predictor of the 
occurrence of action potentials in response to GWN, suggest that 
little adaptation occurs in response to GWN. This conclusion 
probably only holds good for low firing rates ( i.e. less than .7 
spikes per second ). It was not possible to test this conjecture~ 
because high firing rates were associated with output non-
stationarity, and this rendered the Wiener method inapplicable. 
It is worth emphasizing that adaptation is not necessarily 
associated with time-invariance. If adaptation results from an 
activity-related increase in threshold, and the threshold relaxes 
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back to its initial value after being perturbed, the system is 
stationary. However if the change in threshold is irreversible 
then the system is non-stationary. 
In summary, the above findings suggest that steps and GWN 
signals appear to invoke different dynamics. Models estimated 
from the response to GWN serve as poor predictors of the 
response to step i npLlts and vice versa. Different 
phenomenological models are needed to account for each sort of 
input. However, it is possible that a Hodgkin-Huxley-like model, 
might encompass the response to both forms of input. 
The demonstration of the dependence of the neuronal dynamics 
on the form of the input, raises the question of the 
appropriateness of an input in assaying neuronal dynamics. For 
example, it is known that neurones can be damaged by high 
amplitude current inputs ( Zimmerman, 1982 or driven into 
exotic forms of behaviour ( Holden & Ramadan, 1981 ) • The latter 
may throw light on the underlying dynamics. However, in building 
up simple 
inputs to 
phenomenological models it may be useful to 
some range that may be termed 'natural' 
restrict 
for the 
neurone. To infer the range of natural inputs it would be 
necessary to measure spike patterns in an intact animal during a 
number of different behavioural acts. A natural current input 
could then be defined as one that does not give rise to spike 
patterns that do not occur in the intact animal. 
6.5.4. A NOTE ON THE SECOND-ORDER WIENER KERNEL 
The Wiener method has in this study only been taken as far 
as estimating the first-order Wiener kernel. The functional model 
was terminated at this stage because there are certain 
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theoretical and practical impediments to the measurement of the 
second-order Wiener kernel of the current-to-internal variate 
transformation, that can be explained as follows. If spike 
initiation can be represented by a cascade of an input current-
to-internal variate transformation ( termed here "X' and a 
threshold device, then if X is a sandwich system, the first-order 
Wiener kernel of the whole system corresponds exactly to the 
linear part of X. However the second-order Wiener kernel of the 
whole system is not the same as the second-order component of X, 
but is a combination of the second order properties of both 
systems Marmarelis & Marmarelis, 1978 ). The second-order 
Wiener kernel of X can only be calculated if the second-order 
Volterra components of both the whole system and the threshold 
device are known. As the arguments of section 6.5.4. show it 
will be difficult if not impossible to measure the relevant 
Volterra kernels. 
The fact that the firing probability function of the 
measured first-order kernel, together with a reset mechanism, 
does not show a very sharp step, suggests that a nonlinear 
component may be needed to account for the current-to-internal 
variate transformation. 
6.6. CONCLUSION 
The Wiener method of system identification provides a useful 
first approximation of a neurone"s input-output dynamics, however 
progress towards better neuronal models within the context of 
Wiener's theory is limited for two reasons. Firstly, it is seldom 
possible to measure kernels of order greater than two. Secondly 
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it is difficult to find stimulus invariant forms of the Wiener 
functional representation. 
Both of these deficiencies of the functional representation 
could be met by parametric models. However, there is no automatic 
procedure for generating parametric models; they can only be 
found by the judicious interplay of physiological knowledge and 
mathematical intuition. If the task of explaining neuronal 
networks in terms of the properties of its component neurones is 
to prove feasible, models are needed that are mathematically 
simpler than detailed channel based models Joyner et al., 
1978), yet more robust than the functional series representation. 
( The models of FitzHugh (1969) and Krinskii & Kokoz ( 1973 ) may 
serve as useful starting points ). 
Wiener's system identification procedure is unlikely to 
prove useful in the specification of parametric models, because 
of the complex relationship between the system' dynamics and its 
Wiener kernels. However, given the form of the model, noise 
signals may provide a more rigorous test of the model than 
deterministic signals, because noise subjects the system to a 
greater range of input trajectories. Furthermore, once outside 
the formal framework of Wiener's theory, there is no restriction 
on the form of the noise, and one is free to use input signals 
that approximate more closely the fluctuations observed in 
biological systems ( ego l/f noise, Verveen & DeFelice, 1974). 
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APPENDIX A 
GENERALIZING THE B&C METHOD 
The B&C calculus can be extended to include the case of a 
dend~itic cylinde~ with a memb~ane that can be ~ep~esented by 
any combination of linea~ elements ( i.e. ~esisto~s, capacito~s 
and i nducto~s. ) 
Conside~ a cable of length 1 te~minated with impedances 
Z (s) 
o and Zl (s),and with a cu~~ent sou~ce at x=l. Let v ( >: , t) be 
the t~ansmemb~ane potential measu~ed ~elative to the ~esting 
potential. F~om Ki~choff's cu~~ent law the spatial ~ate of 
change of the axial cu~~ent, i (>:. t) is equal and opposi te to the a . 
memb~ane cu~~ent pe~ unit length, i (>:,t) at all points on the 
m 
cable except that at which the cu~~ent is applied, 
ai la>: = -i ( 1 ) 
a m 
F~om Ohm's law the ~ate of change of voltage with distance 
is given by : 
a v I a x = - ~ i 
a a 
Diffe~entiating equation 2 with ~espect to x, 
the ~esult with equation 1, 





Let y(s) be the admittance of the unit memb~ane, and V(s) 
and I (s) be the Laplace t~ansfo~ms of the voltage and cu~~ent 
~espectively, 
is: 
then the Laplace t~ansfo~m of the memb~ane cu~~ent 
I = Y V m (4 ) 
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Taking the Laplace transform of equations 2 and 4 and 
substituting equation 4 for the membrane curren~, 
become respectively, 
If we 
dV/dx + r I = 0 
a a 
2 2 d V/dx - r y V = 0 
a 






and 6 are 
identical to equations 31 and 32 of B&C, which serve as the 
starting point for the derivation of the method. Since no other 
assumptions are introduced in the course of the derivation of the 
graphical calculus, the B&C method is applicable to a tree with 
an arbitrary unit membrane impedance, the only modification 







The B&C equations predict the voltage output for a constant 
current source, synapses are however not ideal current sources, 
as the amount of current delivered depends on the voltage at the 
synapse. Further the B&C equations predict that the transfer 
impedance is not altered by the interchange of current and 
voltage electrodes. In contrast, when current is injected through 
a synapse the amount of current delivered will depend on the 
input impedance. This can be illustrated by considering the 
attenuation of DC potentials between any two point i and j on an 
arbitrary dendritic tree, the synapse being located at site i. 
The current generated by a synapse with conductance g is 
where El = E 
i 
synapse and E 
o 
i . (t) = g (t) (E' .. -v. (t) ) 
III
E and E is the reversal potential 
i 0 i 
the resting potential. 
(1) 
of the 
Considering only steady-state potentials, the potential at 
the site of current injection is, 
v . = K .. i. 
1 11 1 
Substituting this into equation 1 and solving for 
, 
i . = gE. / ( 1 +gl< .. ) 
1 1 11 
The membrane potential at site j is then: 
, 
Vj = gEiKij/(1+gKii) 





For small changes in conductance the output is proportional 
to the synaptic conductance, however for large conductance 
changes the output saturates at a value of E . K . .11-<. .• 
1 lJ 11 
It is in general not possible to solve the time dependent 
case of equation 1 in closed form, however Poggio and Torre 
(1978) have described a simple graphical technique for deriving a 
Volterra series approximation. 
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APPENDIX C 
Figure A.1. A wide-band microelectrode amplifier (designed by 















THE GOERTZEL ALGORITHM: a single frequency Fourier transform. 
Assume that N+l points of some wave form have been sampled 
at intervals of T seconds and stored in an array. The Goertzel 
algorithm ( Gold & Rader, 1969 ) provides a way of extracting the 
magnitude and phase of any frequency component in the range k/NT 
Hz ( k = 0, 1, 2, ... N/2 ) from the digitized record. 
In what follows the algorithm is formalized in a BASIC-like 
language. Comments are denoted by a semicolon. 
DIM X(N) 
FREO = 2* 'Tf/N 
INPUT "HARMONIC", I< 
A= 2*COS (FREOn:: ) 
Vl = 0 
V2 = 0 
FOR I = 1 TO N 
v = X(I) + A*Vl - V2 
V2 = Vl 
Vl = V 
NEXT I 
;Array holding digitized waveform 
; starts at X (0) 
;note algorithm begins at the second 
;point in the array 
RE = (2/N)*( Vl-«A*V2)/2») real component at frequency 
k/N*T 
imaginary component 
AMP = SQRT( RE*RE + IM*IM) amplitude of component 
PHASE = ARCTAN( IM/RE ) 




THE GENERALIZED ADRIAN ALMERS METHOD 
Eisenber-g and Mathias ( 1980) outlined a method for-
estimating electr-otonic par-ameter-s in such a way as to avoid 
exponential peeling. I have applied this method to the estimation 
of the electr-otonic par-ameter-s of an LSFC model and have found 
the method to be so sensitive to noise as to r-ender- it 
inapplicable in most cases. Never-theless the der-ivation is given 
her-e as it illustr-ates the usefulness of algebr-aic computer-
methods. Fur-ther-mor-e the der-ivation ser-ves as a pr-oof of the 
str-uctur-al identifiablity of the LSFC model. 
Consider- an ar-bitr-ar-y linear- cir-cuit with an input 
admittance Y(s). If all der-ivatives of Y(s) with r-espect to the 
Laplace tr-ansfor-m var-iable, s, exist at s=O, then the admittance 
can be r-epr-esented by a Taylor- ser-ies expansion (Adr-ian & Almer-s, 
1974) : 
Y(s) = Y(o) + sy(1) (0) + s2/2! Y(O) (0) + ••• sn /n ! y(n) (0) (1) 
wher-e y(n) = d n Y(O) I d sn 
Adr-ian and Almer-s (1974) showed that the ter-m y(l) is the 
effective capacity of the system, and for- the special case of a 
par-allel R-C cir-cuit, cor-r-esponds to the r-eal capacitance. 
Eisenber-g and Mathias (1980) have gener-alized this appr-oach to 
consider- higher--or-der- der-ivatives of the admittance. They 
demonstr-ated that for- a linear- system r-epr-esented by an impedance 
Z(s), for- a step cur-r-ent input i • 
0)" 
the nth der-ivative of Z(s) at 
s=O is given by . . 
Z (n) 
((I 
(0 ) = n/i .r 
0:' 
(-t) (n-1) [ v(t) - v(o:.) J dt (2 ) 
o 
All the terms on the r-ight hand side of equation 2 can be 
measur-ed, ther-efor-e Z(n) (0) can be calculated. The der-ivatives 
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of the admittance can then be calculated f~om the de~ivatives of 
the impedance. The admittance is by definition the inve~se of 
the impedance Y(s)= 1 I Z(s) ) and f~om this it follows that: 
Y (1) = - Z (1) I Z 2 (3) 
y(2) = - Z(2) IZ2 + 2(Z(1»2/Z 3 (4 ) 
y(3) = _Z(3) IZ2 + (6Z(1)Z(2»/Z
3 - 6(Z(1»3)/Z 4 (5 ) 
y(4) = _Z(4) IZ 2+(8Z(1)Z(3)+6(Z(2»2)/Z3 (6 ) 
- 36(Z(1»2Z (2)Z/Z 4 + 24(Z(1»4 /Z 5 
A co~~espondence is now set up between the measu~ed 
de~ivatives of the admittance and the pa~amete~s of the LSFC 
model. 
For the LSFC model the admittance is: 
y(s) = 1 + s~ + p Q tanh (QL) m " et;. (7) 
R . (1 + t-=· tanh (L» 
lnp "0) 
whe~e: Q=(1+s~)1/2 
The analytic expressions fo~ the derivatives of the 
admittance of this exp~ession at s=O, we~e calculated using the 
algeb~aic language CAMAL Fitch, 1975). The equations a~e 
~ep~esented in fig.2. 
These equations cannot be solved analytically, so a 
g~aphical method is used. Combining equations 9,10 & 11 of 
fig.2 .. 
F(3) 
= ( 13) 
F(2)F(4) 
The left-hand side of equation 13 can be derived from the 
measured values of the derivatives of the admittance, while the 
right-hand side is a function of L only see fig.2 ). The 
elect~otonic length of the cable can be found from a table of 
Appendix figure 2 
Algebraic e x pansion of the input admittance of an LSFC model 
Key to symbols of CAMAL progl'"am 
a = s Gm b ~ = L. , c = r::' (I) 
d = 1 I I ( Rinp ( 1 + t-:' tanh (L) ) ) - ((, 
f = tanh (L) 
CAMAL pl'"ogl'"am ( comments denoted by "I" ) 
1\=1 
~ 0 R T = 1 : 1 : 'I 
A = (A+(lt-a)/A)/2. 
R ~p I:'~ 1\ r 
R=f 
F' ;J R T = 1 : 1 : N 
B=t+$«(l-BB)b(dA/da)) 
REPE~T 






I ex n and s ~H t ( 1 + i1 ) 
d-3 
I expand t::lnh(t-, sqrt(l+d)) 
, $ = integral sign 
I input ~dmittance of LSFC 
'-------------------------------- ----' 
Output of CAMAL pl'"ogl'"am. 
Whel'"e~ F[n] = y(n) I n! and .~" denotes e x pon~ntiation. 
F(OJ = 
f ( 1 J = 
f (2] = 
(d+ fed) 
( d + (1/2) h c d + (1/2) £ c d -
(1/2) ft2 bed) 
( (1/8) bed - (1/8) fed - (1/4) f bt2 c d -
(1/8) fi2 bed + (1/4) fi3 bi2 cd) 
('7' ) 
f(l] = -( (1/16) bed - (1116) fed + (1/24) b-r3 c d - (11) 
(1/16) ft2 bed - (1/6) ft2 btJ C d t 
(l/g) fi4 bi3 cd) 
( (5/128) bed - (5/128) f c cl + 
(1/9~) b.J c d + ('/~4) f bi2 c d -
(5/178) ft2 bed + (1/24) f bt4 c d -
(1/21) ft2 bt3 c j - (1/64) ft3 bt2 c d -
(S/4 Q ) f.3 bt4 c d t (1/32) f14 br1 c d + 
(1/lh) ttS bt4 cd) 
.: 12 ) 
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values of the right hand side of equation 13. 
From equation 9 & 10~ 
0.: = (2! Y (3») F (2») (14) 
m 3! Y(2)(F(3) 
The second term in brackets is a function of L only and so 
the membrane time constant can be calculated. 
From equation 8 & 9~ 
y(O) ( 15) 
0.: 
m 
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