Abstract. Within a subclass of monoids (with zero) a structural characterization is given of those that are associated to topologically transitive subshifts with Property (A).
Introduction
Let Σ be a finite alphabet, and let S Σ be the shift on the shift space Σ Z ,
In symbolic dynamics one studies subshifts, by which are meant the dynamical systems (C, S), where C is an S Σ -invariant closed subset of Σ Z , and S is the restriction of S Σ to C. An introduction to the theory of subshifts is in [Ki, LM] (see also [B, BP] ). Here we continue the investigation of the semigroup invariants of subshifts as begun in [Kr] . There a partially ordered set P C was invariantly associated to a subshift. Also an invariant property (A) of subshifts was described. If a subshift has Property (A) C then a semigroup (with zero) M C is invariantly associated to C. M C is a monoid if and only if P C is a singleton set and then P C contains the unit of M C .
Let M be a semigroup (with zero). We denote by Γ − (α) We denote by M + (M − ) the set of elements in M \ {0} that cannot be annihilated by multiplication on the right (left).
In section 2 we show that for topologically transitive subshifts C with property (A), the projection of M C onto [M C ] is an isomorphism. We also show that for a topologically transitive subshift C with property (A) and such that
one has that M C is a monoid (with zero), and that
In the converse direction we consider in section 3 finitely generated monoids M (with zero) such that
and
and such that every element in M + has a left inverse in M − , and every element in M − has a right inverse in M + , and such that the projection of M C onto [M C ] is an isomorphism. For a finite generating set Γ of such a monoid M, we show that the topologically transitive subshift C(Γ) ⊂ Γ Z with admissible words (γ i ) 1≤i≤I given by 1≤i≤I γ i = 0, has property (A), and that M C(Γ) is isomorphic to M.
In section 4 we give examples. These are described in terms of systems of stringrewriting rules.
Topologically transitive subshifts with property (A)
We fix notation and terminology. Given a subshift C ⊂ Σ Z , we set for x ∈ C
and we set
We use similar notation also for blocks,
and also if indices range in semi-infinite intervals The context of a block a ∈
With the notation
for the left context of a block we set
ω − (a) has the time symmetric meaning. In [Kr] a partially ordered set P C was invariantly associated to a subshift C. We recall this construction. For a subshift C ⊂ Σ Z set
with the time symmetric meaning for X − n (C). We set
X − C has the time symmetric meaning. Also set
We denote by P (X n (C)) the set of periodic points in X n (C), n ∈ N, and also set
Introduce a reflexive and transitive relation ≤ (C) into the set P C . For u, u ′ ∈ P C , u ≥ (C)u ′ will mean that there exists a point in X C that is negatively asymptotic to the orbit of u and positively asymptotic to the orbit of u ′ . Denote the resulting equivalence relation by = (C) and the set of = (C)-equivalence classes by P C . The partial order that is induced by ≤ (C) on P C denote also by ≤ (C).
In [Kr] the property (A) of subshifts was introduced. For n, H ∈ ⋉ a subshift C ⊂ Σ Z is said to have property (a, n, H), if the following holds: X n (C) = ∅ , and
then the context of a is equal to the context of b. A subshift C ⊂ Σ Z has property (a, n) if there is an H ∈ N, such that C has property (a, n, H), and a subshift
In [Kr] also a semigroup (with zero) M C was invariantly associated to subshifts with property (A). We recall this construction. For a subshift C with Property (A), denote by Y n (C) the set of points in C that are negatively asymptotic to a point in P (X n (C)) and also positively asymptotic to a point in P (X n (C)), n ∈ N, and set
One introduces an equivalence relation ≈ (C, H) into the set Y C , where for u, v ∈ Y C , u ≈ (C)v means that for n ∈ N such that C has Property (a, n) and such that u, v ∈ Y n (C) one has with q − , q + , r − , r + ∈ P (X n (C)) such that u is negatively asymptotic to q − and positively asymptotic to q + , and such that v is negatively asymptotic to r − and positively asymptotic to r + , that
and with
, with H ∈ N such that C has Property (a, n, H), and with i − , i + ∈ Z,
such that
and such that
have the same context. Let n, H ∈ N and let the subshift C have Property (a, n, H). Given q + , r − ∈ P (X n (C)) and u, v ∈ Y n (C) such that u is positively asymptotic to q + , and v is negatively asymptotic to r − we say that a point x ∈ Y C is a defining point, more precisely an n-defining point for [u] 
, and
The construction of the semigroup (with zero) M C is completed by defining a binary operation in M C by setting for
, whenever such a defining point exists, and by setting [u] ≈(C) )[v] ≈(C) equal to zero otherwise. If P C is a singleton set, then M C is a monoid (with zero) and P C contains the unit of M C .
(2.1) Lemma. Let C be a topologically transitive subshift,
Proof. Let u be a forward and backward transitive point of C, and let q ∈ P 1 (C). Let further v ∈ C, K ∈ N . Then there are J − , J + , I ∈ Z, such that
One defines a point y in C by
and has then
Proof. Let π be a period of r. By (1) there is an
has an n-defining point, and among the n-defining points of
By Property (a, n, H n ) of C one has for a J
. Property (a, 1, H 1 ) of C then implies the lemma . Proof. To prove the theorem it is enough to consider the situation where one is given n, H ∈ N and a subshift C ⊂ Σ Z with Property (a, n, H), and r − , r + ∈ P (X n (C)), together with v, w ∈ Y C and I
, and such that , r
).
and by Lemma (2.2) there is an n-defining point
, w (I − 0 ,∞) ).
One sees now that there is an
Otherwise it would follow from Lemma (2.2) that there are n-defining points
By (3), (4) and (5) (2.4) Lemma. Let C be a topologically transitive subshift with property (A), and let v ∈ Y C be such that
Proof. Consider a topologically transitive subshift
and let r − , r + ∈ P 1 (X) and i − , i + ∈ Z, i − < i + , be such that
We show that
which implies that v ∈ X
To show (2), let
As a consequence of Lemma (2.1) there exist p (n) ∈ P 1 (C), n ∈ N, and I n , I
′ n ∈ Z,
such that one has points u (n) ∈ Y 1 (C) such that
and by Lemma (2.2) then (u
It is lim
and (2) follows.
(2.5) Theorem. Let C be a topologically transitive subshift with property (A) such that
Then M is a monoid (with zero), and
Proof. We prove that there exists a p ∈ P (X C ) such that
By (1) there is a y ∈ Y C such that
and by Lemma 2.4 (4) y ∈ X C .
Let p be the periodic point in X C to which y is left asymptotic, and let q be the periodic point in X C to which y is right asymptotic. By (2) 
[y] ≈(C) = 0, and therefore (5) q ≥ (C)p.
It follows from (4) and (5) that there is a y ∈ [y] ≈(C) that is left asymptotic to p and right asymptotic to the orbit of p and such that y ∈ X C . By Property (A)
. It follows from (1) that all periodic points in X C are = (C)-equivalent to p and that [p] ≈(C) = 1.
Subshifts constructed from a class of monoids
In this section we show for a certain class of finitely generated monoids (with zero) M and a finite generating set Γ of M, that the subshift C(Γ) has Property (A), and that the monoid (with zero) that is associated to it is isomorphic to M. 
and the projection of M onto [M] is an isomorphism.
Proof. By Theorems (2.1) and (2.5), (b) is a necessary condition for (a) to hold. Assume (b), and let Γ be a finite generating set of M. We prove that P C(Γ) has Property (A) and that M = M C(Γ) . The proof is in four parts. 1. Write with K ∈ N, the unit of M in terms of the generators in Γ,
and let a periodic point of C(Γ) with period K be given by
and also
. By a symmetric argument also p ∈ X + K (C(Γ)). We have shown that X C(Γ) is not empty.
2. The hypotheses that every element in M − has a right inverse in M + and every element in M + has a left inverse in M − , and that the projection of M onto [M] is an isomorphism, together with (1) and (2), imply that every element of M has a unique presentation as a product α + α − , where α + ∈ M + , and α − ∈ M − . To prove that C(Γ) has Property (A), let n ∈ N, let I − , I + ∈ Z, I + − I − > 2n, and let (γ i ) I − ≤i≤I + be an admissible word of C(Γ) such that
There are
given by
Here necessarily β + = 1, for otherwise by the hypotheses on the existence of inverses and by (2) there would be α
With J, K ∈ Z, K < J < I − , write then α − and η − in terms of the generators in Γ,
which means that the word (γ i ) K≤i≤I − +n is admissible for C(Γ), but the word (γ i ) K≤i≤I + is not, contradicting (4). Symmetrically one has that β − = 1. We have shown that Γ(
and it is seen that the context of the word (γ i ) I − ≤i≤I + is determined by the initial and final segments of length n of the word, and this is sufficient to confirm that the subshift C(Γ) has Property (A). 3. To show that all periodic points in X C(Γ) are = (C(Γ))-equivalent, let K ∈ N, and let there be given periodic points u, v ∈ X K (C(Γ)), both with period K. Let
By an argument as already seen in the second part of the proof
Write with J • , J ∈ N, J > J • , α + and β − in terms of the generators in Γ,
and let a point w ∈ C(Γ) be given by
w is in X C(Γ) , and we have shown that u ≥ (C(Γ))v, and symmetrically one has that v ≥ (C(Γ))u. 4. Let y ∈ Y C(Γ) be left asymptotic to q − ∈ P (X C(Γ) ) and right asymptotic to q + ∈ P (X C(Γ) ). Let I − , I + ∈ Z, I − < I + , such that
, With π(−) a period of q − , and π(+) a period of q − , let
The mapping that sends [y]
We note that the subshifts C(Γ) are coded in the sense of [BH] . Compare here how sofic systems were originally introduced [W] . However, note that no algebraic structure as considered in this section can be finite, since a monoid (with zero) that is associated to a synchronizing system with property (A) is necessarily trivial. Proof. Let α, α ′ ∈ M, α = α ′ ,
and consider the case that β + = β ′ + , and that there is a γ − ∈ M − such that
Then (γ − , 1) ∈ Γ(α), (γ − , 1) / ∈ Γ(α ′ ).
A class of examples
We describe a class of monoids (with zero) M such that
such that every element of M + has a left inverse in M − and every element of M − has a right inverse in M + , and such that the mappings
are injective. In these examples M + and M − are freely and finitely generated. Let L be the set of generators of M − and let R be the set of generators of M + . The examples arise by specifying that the generators in L and R satisfy relations such that λρ ∈ {0, 1} ∪ L ∪ R, λ ∈ L, ρ ∈ R, and that these relations present the monoid (with zero). Note that these relations determine then the isomorphism type of the monoid (with zero) up to permutations of L and of R. These relations also give then rise to a finite confluent monadic system of string-rewriting rules ( [BO] , for a decision theory see section 4.3). One has for these examples by direct arguments, that if a generator in L has a right inverse, then it has a word in the generators in R of length less than or equal to card(R) as a right inverse. If a generator in L can be annihilated by multiplication
