




















Los sistemas de ecuaciones estructurales  
en el ámbito de la psicología: análisis de un modelo de 
predicción de la ansiedad social 
 














Aquesta tesi doctoral està subjecta a la llicència Reconeixement 4.0. Espanya de Creative 
Commons. 
 
Esta tesis doctoral está sujeta a la licencia  Reconocimiento 4.0.  España de Creative 
Commons. 
 
This doctoral thesis is licensed under the Creative Commons Attribution 4.0. Spain License.  
 
LOS SISTEMAS DE ECUACIONES ESTRUCTURALES
EN EL AMBITO DE LA PSICOLOGIA:
Análisis de un Modelo de predicción de la Ansiedad Social
Tesis Doctoral
D. JOAN GUARDIA OLMOS
Facultad de Psicología
División de Ciencias de la Salud
Universidad de Barcelona
Director:
DR. JAUME ARNAU GRAS




CAPITULO 1: Los Modelos de ecuaciones estructurales en el ámbito de la
Psicología.
1.1 Consideraciones acerca de los modelos estructurales:una propue�
ta de definición.
1.2 Presentación matemática del modelo estructural general.
1.2.1. Modelos de Medida.
1.2.2. Modelos de Ecuaciones estructurales
1.2.3. Procedimientos de obtención de la matriz � en modelos
con variables latentes.
1.2.4. Procedimiento de obtención de la matriz �en modelos
con variables observables.
1.3 Proceso de modelización estructural
1.4 Proceso de introducción de los modelos de ecuaciones estruc-
turales en el campo de la Psicología
1.5 Aplicación substantiva de los modelos estructurales
1.6 Aplicaciones de carácter técnico de los modelos estructurales
1.6.1. Investigaciones de carácter no experimental
1.6.2. Investigaciones de carácter experimental
1.6.3. Aplicaciones de carácter estadístico
1.7 Consideraciones acerca de las posibilidades de interpretación
de los modelos estructurales
CAPITULO 2: La fase de identificación en los sistemas de ecuaciones
estructurales
2.1 Modelos de Medida
2.2 Modelos Recursivos
2.3 Modelos no recursivos
2.3.1. Aproximación mediante formas reducidas
2.3.2. Aproximación de la combinación lineal
2.3.3. Condiciones para la identificación
2.3.3.1. Condición de orden
2.3.3.2. Condición de rango
CAPITULO 3: La fase de estimación de parámetros en los sistemas de
ecuaciones estructurales.
3.1 Algoritmos de resolución
3.2 Análisis de estimaciones no usuales
3.3 Estimación OLS.
3.3.1. Estimación OLS en regresión no lineal





3.8 Esquema de la derivación general de las estimaciones itera-
tivas
3.9 Estimación Ridge Regression (RR)
3.9.1. Efecto de la multicolinealidad en la estimación OLS
3.9.2. Indice VIF de multicolinealidad
3.9.3. Modificación RR de las estimaciones OLS
3.9.4. Cálculo del parámetro de sesgo (K) en RR.
3.10 Estimación NR.
3.11 Estimaciones 2SRR y 2SNR
3.12 Análisis comprativo RR y OLS
CAPITULO 4: La fase de verificación y ajuste en los sistemas de
ecuaciones estructurales.






•• a �s�s e as ma r�ces: yo.
4.4. Análisis de los índices de ajuste GFI, AGFI, RMR Y del Q-plot.
4.5. Análisis del ajuste mediante el estadístico X�.
4.5.1. r como estadístico de ajuste diferencial
4.5.2. X� como estadístico de ajuste
4.5.2.1. Riesgos estadísticos en el ajusteX.:'J.
4.5.2.2. Alteraciones en el ajuste debidas al tamaño
de la muestra.
4.5.2.3. Alteraciones en el ajuste debidas a la consisten­
cia estructural de la matriz inicial
4.6. Ajustes basados en el estudio de las variancias
4.6.1. Propuesta de ajuste de Fornell y Larcker (lg81a)
4.6.2. Análisis de la variancia de las ecuiaciones estruc-
turales como ajuste predictivo
4.6.2.1. Ajuste de variancia para sistemas estructurales
sin variables latentes
4.6.2.2. Ajuste de variancia para sistemas estructurales
con variables latentes.
SEGUNDA PARTE
CAPITULO 5: Los sistemas de medidas en evaluación conductual
5.1. Medición de la Ansiedad Social
5.1.1. Características del canal fisiológico
5.1.2. Características del canal motor (Registro observacional)
5.1.3. Características del canal cognitivo (Autoinformes Conduc-
tuales)
5.2. Desajustes en la investigación clinica aplicada
5.3. Desajustes de las técnicas evaluativas
CAPITULO 6: Modelo estructural para el análisis de los autoinformes
conductuales: estimación de parámetros y ajuste
6.1. Planteamiento de un modelo estructural (Path Diagrama) en
torno a la Ansiedad Social




6.2.3. Condiciones para la identificación
6.2.3.1. Condición de orden
6.2.3.2. Condición de rango
6.3. Estiaación de parametros
6.3.1. Regogida de datos y matriz inicial R
6.3.2. estimación TSLS
6.3.3. Estimación ML
6.3.4. Estimación RR y Na
6.4. Análisis de los ajustes y verificación del modelo
6.4.1. Ajustes de covariancia
6.4.1.1. Verificación a partir de la estimación TSLS
6.4.1.2. Verificación a partir de la estimación ML
6.4.1.3. Verificación a partir de la estimación NR
6.4.2. Ajustes de Variancia
6.4.2.1. Ajuste de Variancia a partir de la estimación
TSLS.
6.4.2.2. Ajuste de Variancia a partir de la estimación
NR.
CAPITULO 7: Comentarios a partir de las consideraciones metodológicas,
Estadísticas y de carácter aplicado planteadas.
7.1. Consideraciones de carácter metodológico
7.2. Consideraciones de carácter estadístico
7.3. Consideraciones de carácter aplicado
REFERENCIAS BIBLIOGRAFICAS
INTRODUCCION
En un reciente articulo Tovs (1985) recoge un concepto acuñado en
los inicios de la Psicologia Experimental. Comenta, este autor, la
gran cantidad de trabajos que incluyen en su desarrollo tirminos co
mo proceso, mecanismos, funciones o estructuras, atribuy�ndo tal es
tado de cosas a la "hipótesis dom í n ar.t e " del rtcne n t o , analizado es-
te aspecto, claro est�, d�sde el campo d� estudio en el �ue se 5i-
tua esta afirmación, es decir, referida a la Psicologia Informacio
nal.
La existencia de un a "hipóteis dorti n an t e " no es un f".::r:.mG2l1c Ú!'1Í




en muc os amDl�OS slempre y cuando '�s �én repI'esentadJs '?n las l1:-:.;::;a.::3
de investigación actuales.
Asi pues, no se escapa a esta situación, aspectos tan concretos
como el an&lisis de datos y el i:lterés creci2nte de los psicólogos
Iil.n establecer "modelos". Esta es, pue s , la "h.i pó te s í s dorrri.n an t e " del
momento: encontrar modelos tanto an a
lizar su utilidad. Este interés se ha desarrollado a partir del �o-
mento en que la Psicologia Matem&tica ha tomado definitivamente car­
ta de nat uraleza. Ahora bien, no es es te una 6/.J.uacio'n. que se haya e s ta
blecido en los �ltimos tiempos. Es interesante observar como Bro�n
(1936a) ya plantea aspectos relativos al papel de las Matem&ticas en
la formalización de teorias y cual es la relación entre la topolmgia
y el estudio de los fenómer:.os psicológicos. Igualmente intersante, a
la vez que sug�ridor, es comprobar como Thurstone (1986) sigue plan�
te ándo s e asp�c.tos concomitantes a los de Br-own (1986b). Afortunada-
�-. �
mente, hay· elementos que están plenamente asumidos y podemos dar pcr'
descartados planteamientos no encaminados a la aceptación de las Ma­
temáticas como instrumento relevante en la investigación psicológica.
Atendiendo a elementos o posturas-provenientes de la Filosofia ya
cl&sica, esa utilización de las Matemáticas en la .lnvestigación psi-
d
cológica nos facilitaría un argumento para defender el c í.en t í f i smo
psicológico (recuérdense las posturas de Kant a este respecto, cua.!2_
do afirma que una disciplina es científica cuando se pueden aplicar
las Matem�ticas a sus planteamientos).
Sin embargo, no creemos que esta situación sea de tan s imp l.e pla.!2_
teamien t o . Al contrario, seria Lmpr-uden te hace r un parale 1 I s mo en t re
ciencia y Hatemáticas, y más aún, responsaDilizar a la l-s i.co Loc í a >:�
,
d
r . '". 1
., ,
te�atica el caracter Clentl=lCO ce la PSlcologla, pues�o que este
le viene dado en principio por la propia utilización del método ciell
tífico.
Pero, ¿Qué papel jueua la Psicología Matemática? Para ��spo�de�
a esta cuestión podemos recurrir a varias aportacia�es que, en ge­
neral, tienen en común reconocer lo que en lJaJlabras tle '_:hurs tone
(1986) supone la Psicología Matemática: facilitar la c0l1sideraci6n de
la Psicología como una ciencia racional cuantitativa.
Pero, tal como deciamos antes, no es prudente maximizar las apor-
taciones de las Matemáticas a la Psicología puesto que debecos acep-
..." , .
dtar que, por el momento, la PSlcologla Matematlca �Q es �apaz e a�
ceder a todos los fenómenos psicológicos, lo que reduce, su campo de
acción.
Ahora bien, si que debe reconocerse que hay un aspecto que, cada
vez más, los psicólogos tienen en consideración. Se trata, concret�
mente, de la parte de la Psicología Matemática que trata directamen­
te del análisis de datos psicológicos, es decir, de la Estadística
aplicada a la Psicología o, como últimanente la denominamos, la Psi
coestadístic�_(no es que se de una Estadistica exclusiva para la 'Psi
cOlogia, pe���í que se plantean problemas específicos de nuestro cam
po que requieren soluciones, asimismo, especificas).
No es nuevo este interés de los psicólogos por las técnicas de an�
lisis de datos. Prueba de ello es una reciente publicación de
Appelbaum (1986) en la que analiza las aportaciones sobre análisis de





entre 1960 Y 1984. Por su ir;terés demostrativo reproducimas parcial
mente la tabla que el citado autor presenta (Tabla nQ 1).
TABLA NQ 1: Relaci6n de temas estadisticos publicados en la
revista Psychometrika desde 1960 hasta 1964.(To­
mado de Appelbaum, 1986).
Estadistica General (38 publicaciones)
Correlaci6n e indices de asociaci6n (38 publicaciones)
Análisis de la Variancia (24 publicaciones)
T�cnicas Multivariabl�s (23 publicaciones)




a (17 pub l í.c ac í.or.e s )
Corr�laci6n r:úl tiple y Regresi6:1 (16 pub í i.c ac io.ie s )
Dise�os expreimentales (9 publicaciones)
Estructuras de Covariancias (3 publicacio�es)(�
Pruebas de 2.obustez (3 pubt i c ac icr.e s )
Anllisis del Cambio (2 publicacic�es)
{� 5610 aspectos no estadisticos
TOTAL PUBLICADO 173 publicaciones (Representa un 15% del total
publicado en esa revista durante el periodo citado).
Corno se ve, la actividad investigadora se dirige, en parte, a la
búsqueda de nuevas alternativas al análisis de datos. Quizás se no­
ta, en esta tabla, la ausencia de trabajos relacionados con el campo
más aplicadQ, como podria ser el análisis estadistico de datos de di
señas de sujeto único, aunque tal como señala Green (1986) en un in­
teresante trabajo bibliométrico-hist6rico, es este un tema más común
en otro tipo de publicaciones (véase en este sentido el Journal of
Applied Behavior Analysis, o el Behavioral Assessment).
\
---. '�-----..---�-- �--_.. _- , . _. --, -- - -r _ _,.._----·--· �_. �--.--•• "...", -.......0:-- •• ,--
-, •.•.••_�. --',..--., -�_..,..,.-
A partir de lo hasta ahora visto, no es de axtra�ar que �sta parte
d 1 P" 1"" eÓ.Ó» , d ie a SlCO ogla �ate�atlca aoarque aspectos lvergentes y � la
cortp Lemen t ar-Lo s , c.om:) seria el dcd i c ar s e a es tud
í
o s o ás i c amen te c;xplo
ratorios a trav�s del estudio de la correlaci6n y la covariancia (¿A
está o no relacionado con B?) hasta lle0ar al pla�t2aDie��0 y ajuste
de �odelos, coa variables latentes, altamente soFisticados.
En este momento, recono�ida la incid��cid de la Sstad:s�ica �n la
Psicología, se no s plantea una cueva s í.t uac i ón : ¿:�asta que punto los
psicólogos han hecho aportacio�e5 tanta t�c�icas co�o ne:od016;icas
para acoplar los diferentes tipos de análisi3 de datos a las carac­
terísticas del campo substantivo de su i�ter�s? A esta cuestión
puede res ponde r s e de muchas f or-mas , a ter.d
í
er.dc a los diferen t e s de-
sarrollos que la Psicolo�ía ha tenido. �o es necesario mencionar
aquí aportaciones fundamentales como el Análisis Factorial (Mulaik,
1986) o el esfuerzo en estudiar los modelos de series temporales
(Gorsuch, 1983; Huber, 1984), o los exc e Len te s t r ab a jo s s c cre las
t éc n í.c as mu l, ti variables e n gei1eral (tesselroade y Fo r d , 1 ')05) e Lnc l u
so la parsimonia con la que los psic61ogos han aplicado el Análisis
de Variancia (Arnau, 1981; 19(4) en t re otras (An quer-á , 1983; EdginS­
ton, 1984; Wallace y Elder, .1980). Pero, frente a esta presencia,
tambi�n se dan fenómenos contrarios como sería la escasa a¿ortación
en el campo del análisis categorial, de :a regresión no lineal y po­
linóuica, o de modelos de representaci6n de datos. s� consecue�cia,
a la pregunta que habíamos formulado la respuesta no puede ser taxa­
tiva. Nuestra aportación es muy diversa en algunos temas, pero en
otros nos limitaDos a siDples usuarios.
Con ello no se pretende defender un psicólogo únicamente preocup�
do por la t�cnica de análisis de datos, sino presentar la necesidad de
que la utilí�ación de instrumentos estadísticos vaya precedida de un
estudio profundo acerca de como y en que medida podemos aplicarlo sin
más. Los trabajos de Quera y Estany (1964) y Quera (1986) son un ex­
celente ejemplo de ello, al presentarnos por un lado sOttware de so­
porte y por otro modificaciones de la técnica de reducci6n de datos de
Sackett adaptada a un campo teórico de investigación.
4
Cuando se realiza un análisis ele las actuales " h i pó t e s Ls dorrí r.an t e s
dentro del marco de la Sstadística �n ?sicolo�ia, no es �iilcil �ec�-
d 1
�.
r1 _..1'" 1"nocer que una e as tecnlcas ue melLellzaClon esta�lstlca �ue �oza
de casi todas las prerroga�ivas para serlo serl los �odela� d� ecua-
ciones estructurales () lo .:;:ue gen��ralr:lente ienc::üLamos "r.tode Lo s cau-
sales",1denominación Esta que no usa�emos por considerarla excesiva-
�ente arriescada, tal como desarrollanos en ca�ítulcs pcst�riores.
Desd,� que Goldberger y Dunc an (1 S7 3) pre SP�1 taren s u ya c::" ás iea s i� .
tetizaeión de las diversas aportaciones y aplicaciones que hasta �se
momento habían caracterizado el desarrollo de los modelos estructura
les, muchas han sido las publicaciones de índole psicológica que han
recurrido a esta técnica de análisis para tratar sus datos. �llo nos
lleva a una primera impresión general: la fonnulaci6n y ajuste de DO
delos estructurales aplicados a la ?sicolocía se ha c.:;:-wcrti:io 2:1 U:'1
hecho que a nadie Ll arna laatención.
Sin embargo, tal como plantéábanos anteriormente, es:a utilización
no se ha visto acompaftada de·un a��lisis exhaustivo de las repercusi2
nes que estos modelos tienen en el ámbito de la Psicología; irde�en-
dienternente que esas repercusiones sean le caracter e�iTIente�ente
tc6rico o metodológico, aspecto éste que a menudo queda excesivan�nte
relegado, por mor de un desmesurado interés en tenas más aplica���.
En consecuencia, uno de los ob j e t í.vc s de este trabajo es ''''::-.' �'.;. "
un análisis teórico de las características que los modelos estructur�
les poseen y como inciden en su aplicación a la Psicología, y, por su
pU2Sto, a :u interpretación. Creemos que -t r-!.::;s =.:::nomenos ;;sicológicos
tienen la suficiente entidad para que sea productivo el co�siderar
que su análisis no está unicamente fundamentado en la simple aplica­
ción de la Estadística, sino que es necesario, CODO en el caso de los
modelos estructurales, recurrir a criterios metodológicos que .garan­
ticen una correcta asimilación.
Esta consideración se hace más consistente si tenemos en cuenta
que, en el caso que nos ocupa, ex�sten aspectos técnicos no suficien­
temente desarrollados, a la vez que lagunas en su interpretación, lo
s:
que puede traducirse en una infrautilizaci6n de los rtatos r�cosidGs.
Sería inconvenient� aplicar estas �onsideraciones acerca de los �o
delos estructurales a su olobalidad, puesto (lue hay aspectos 4ue son
inherentes a la propia Psicología. No se �uede ssparar la J�Qluci6n
de los modelos de mcd í.d a con la propia de la P�3icometría. llo puede
olvidarse que los precursores de 185 node Lo s e s t r-uc t ur a'l e s hay que
buscarlos el'! los e s t ud i o s psi'�ométricos ac er'c a de LiS er2C1'25 de me




realizado por ps í.cóme t r as (T:!ric;ht, 1934; Dunlap y Cur e tcn , 1930;
Engelhart, 1936) e incluso en la utilizaci6n que ya Thurstone (1947)
hizo del Path diagrama. (Para una revisi6n más exhaustiva de este pU!l
to es necesario c or. s u L tal' la publicación <1'2 i3,::�!th:r, 1986).
Pero también cabe s e íiat ar que los uode l.o s e s t r-uc t ur-a'l e s pret>�nd':;L
ir más allá del puro Ln s t r-umen t o ps
í
com s t r
í
co para couve r t
í
r-s e en un
instrumento de modelización estarlistica hlás (,lobal, .í.ncor oar-audo e: �� .
-




or e s e n t r-e
variables.
Piénsese, entonces, que si ya es fur.dameiltal para la ?sicolocía el
estudio de los modelos de �edida, como culminaci6n del Análisis Fac­
torial Exploratorio, más lo será un ins t r-umen to Das ado en los lílismos
principios pero con objetivos más amplios.
Hay que matizar, sin embar qo , que todo -:::s te fenómeno de desarrollo
rápido no es consecuencia 6nicamente de un determinado eS9iritu uni-
ficador de los investigadores en lo que se refiere al trat amd en t o de
los datos, sino que el establecimiento de los primeros algoritmos de
estimación de parámetros estructurales mediante la fur:.ción de máxima
verosimilitud (en lo sucesivo m.) (SchoneJ!1.ann, 1965; Jores�og, 1967)
propició una incorporación casi inmediata de la técnica de análisis
en las previsiones de los investigadores, no ya de la Psicologia, sino
de lo que en general se dAno�inan Ciencias Sociales.
Dejando en un plano secundario a los modelos de Qedida (los cuales
no serán objetivo directo de este trabajo) cabe destacar que la uti
lización que los psicólogos han hecho de los modelos estructurales se
ha visto afectada por la t r ad í.c
í
ór. (IW; han Lnpue s to otras disciplinas,
básicamente la E�onüJ.1etría y la Soc
í
oue t r La , E;:.; co.iven i en t e tener pre
sente que las mayores apor t ac i cne s r e l ac
í
on ada s con c::ste c ar.po las
:�an protagonizado econcrri s tas (Goldb-eY'c;",:r es un e Laro -= jemplo), soció
logos como Blalock o pedas;ógcs cono '.:erts. :;á�;, no sería justo no re-
cordal' aportaciones de Psicólocos tan prestisiosos co@o B2�tler (con
una -,,:xtensa obra al respecto) o = .u l a i.k , o i3rAtt en otros.
A pesar de ello pe!1samos que no se ha profundizado en aspectos más
aplicados de la t�nica en cuestióg. No se trata de que los psicólogos
sociológos u otros tomen el relevo de los t�cnicos en el tema (como
Joreskog, Sorbom o Lee) sino que de su propia experiencia pueda� rea­
lizar análisis adecuados de los elenentos poc� desarrollados de las
t�cnicas utilizadas. En resumen, aquellos que trabajamos en campos ne
tamente aplicados tenemos la obli[aciór, de s,,"f�alar 0\.luc:11-)5 a s pe c t oz
en los que se dan dudas razonables el: su adecuaciS�, e para
simples, mostrar que hay temas que no queda� su3icientem0nt� tratad:�
con las herramientas e Lr.s t r umen t o s de análisis ,-:;:ue s':: r.c s f ac I L'i t an ,
Es t a po s t ur a "0 pr-e ter.de crear u''"Ia ;:o.r
• ...;.;c:;.;t.. .. e c t r e ;:>1 t
é
cn i cc " el__ ':::' u' �, i, \....-:l..-'- __ -'-uI, '::::i_ '- _.Jo. '-<.:'� ,_._ '.> .Y ,� ,
en este caso, psicólogo que trabaja e� c arnpo s s ubs t an t
í
vo s . Se han da4
do e j emp Lo s de que la simbiosis entre ambas facetas e.3 t o t at.nen t e fac
tibIe y además, creemos que en algunos casos, f:luy reconendable.
En un deseo de Da�tGnOr esta ccher2�cia prosa�ta�os este_trabajo
estricturado en dos partes perfectamente identificadas y a la vez cOln
plementarias. En la primera de ellas se trata de poner de relieve to­
dos aquellos puntos sobre los modelos estructurales que BOS evidencian
desajustes o puntos no suficientemente aclarados o desarrollados.
Este análisis un tanto crítico, debe dirigirse preferentemente a as­
pectos estadísticos, en general sobre los procedimientos de identifi-
-- -- .... -v-:-
cación, e$·tim�¿lón de parámetros, de verificación y ajuste de los
modelos. A su vez, es necesario completar estos apuntes con considera
ciones de más amplio abasto, como�os problemas derivados de su apli­
cación en Psicología o de su interpretación.
Lógicamen te, es te trabajo carecería de ri COI' rno todo Ló c í.cc �) i an t e
1 a present ación de lirü taciones no s e pLan t ear an d2 rrcdo e -.r: j U�: L:C al-




co que ayuden a superarlas. Nos sustaría r-emar-c ar (¡Ué 2:l "::�, l_e punto
los ps icólogos con formación t eór
í
co-cne todo Ló c i c a , t::S t á., en dispos i-
ción de hacer aportaciones, en este y otrus nuchos ram�(- de una re'_ Ja� ._);:¡, L
_
levancia extrema. rTust:::'cJ. tradición ;.l�·co(lo16cica :105 res_::¿lua suf í.c í e n
te�ente para este tipo de e�presas. �s por ello que en les teDas d�-
dicadios a ternas e�i�entemente estadísticos se incluir�n, junto con
matices técnicos, apor taciones de carácter c Lar-ame n te me todo Ló q i cc .
Desds el monento en que nos introducimos �� nuestro trabajo de i�ves-
tigación, dentro de esta t2cnica de aná l Ls i s (Guardia, 1 SG�_) sieIüp::'
ha sido necesario nante�er constan�es debate3 rtedica10s a te�as ��,�
c amen t e matemá t
í
cos , pero taf.1.bié::. acer-ca d":! cuestiones t eór i c as (por
ejemplo sobre la posibilidad o no de f or-mu l.ar- i'ite�'[Jr-:;':acio:_es eaus a-
les en el ajuste de modelos estructurales), :to cual nos l.a i:-:ipulsado
a recoger estas preocupaciones en el contexto del �re3e�te trabajo.
La segunda parte de este volunen se (ü�dica al desar:c�
110 de una investigación dentro del caDpo ds la svaluaci6n co�ductual
que ser� tratada mediante el an�lisis d2 los Qodelos estructurales, in
troduciendo aquellos aspectos que en la primera parte se hayan mostra




Quiz�s pueda preguntársenos porque utilizar 21 campo de la Cvalua
ci6n Conductual y no otro. Con ello solo se pretende nantener una li
nea de investigación coherente y en la que aún tenemos las suficientes
lagunas y problemas de investigación que acometer, que aún se nos re
vela como un�marco teórico sugeridor e importante. Esta notoriedad no
se basa ún í.camente en cri terios personales. 1\.1 contrario, cuando a
mediados se siglo, aproximadamente, se hace imperante en la investig�
ción psiCOlógica b�sica el paradigoa basado en la teoría del proce­
samiento de la información y en el momento en que la PsiCOlogía Ccg--
nitiva toma carta de naturaleza, los esquenas conductua�es parecen
perder protagonismo. Ese deterioro se ve compensado mediante una es-
f






ón , por 1,
parte de los psic610sos clinicos, de las t§cnicas de tratamiento
c4,./lfac1tLj del condicionamiento clásico (terapia de cor.duc t a ) o
del operante (modificación de conducta). Este interés lósicamente
se ha ido afianzando con el tiempo hasta el extremo que en estos
momentos no es posible pansar en un servicio asiste�cial psicOIQ
s;-ico que desconozca este tipo de pl an t e ami cn to s , Tambi�:1, COí:lO
consecuencia de lo anterior, se ha desdrrollado 0xt�aor1inaria­
ne n t e la investigación oe carácter aplicado e n e s t e c anpc ,
Dentro de estas consideraciones, no pUAde dejarse dp. lado que
de modo concomitante con el interés cli�i�o, �ebe estudiarse �:l
profundidad todo aquello que se refiera a la correcta cediciCn
del comportamiento de los SUj2tOS, en base a de��ctar canv��ipn-
temente los cambios que en estos prOdUC2:1 la
tratamientos elegidos.
En capítulos posteriores an t r-ar-emo s .-:-tá.s a Fondo '2i1 e e t e t enia ,
pero sirvan unas pequeñas matizaciones con respecto al psicooia._g_
nóstico conductual que faciliten la correcta ubicación del te�a
de estudio. Uno de los cmportamientos más analizados �or los �si
cólogos clinicos, tanto en su vertiente evaluativa como cerap�u­
tica, es la aparición de transtornos relacionados con la ansiedad
(Ansorena, Cobo y Romero, 1983). A pesar de que son innumerables
los trabajos relacionados con este tema, aún quedan por resolver
puntos relacionados ya con su tratamiento, ya con su evaluación
(Ferrer, HoIaF'ra.fHorItlJb'i, 1984; Guardia, Nalapeira y Honrubia, 1984), ele­
mento éste último que gozará de nuestra atención preferente en es
te trabaj_o�
Indudablemente, no es nuevo el estudio de los sistemas de medi
�.;':':�:"_"'� ..
ción(recuperando terminologia claramente psicométrica) en el campo
conductual. Basta con revisar obras como las de Cone y Hawkins
(1977); Ciminero, Calhoun y Adams (1977) o Fernandez y Caroobles
(1981) (por citar algunas de las más conocidas) para comprobar fe­
hacientemente que el interés por el tema data de tiempo atraso Sin
embargo, el tratar:üento de datos que se ha aplicado a estos e s tu-
dios ha s ido en muchas ocas iones poco sugeridor. �1uchas de las pu
blicaciones al respecto han utilizado simples comparacio�es de gru
pos o, por otro lado, an�lisis dR la significación de correlacio-
nes.
Nuestro objetivo es formular, a partir de las datos de los que
disponemos en la bibliografía al U30, una serie de modelos estruc
turales que nos den idea de cómo y cuales son las relaciones en-
t r e las variables r-e Le van t e s que e s t ud i aremo s (que se de f i.n i r-an e:-;
s u cor-r-e s pond í.errt e aapí t ulo) •
Los modelos propuestos s e r á.. id,,::ntificaclos, e s t imado s y �¡",rifi-
cados introduciendo en cada ur.c de esos procesos ariuellas modifica
ciones que en la primera fase de esta inv�sti�aci6� se hayan pr�-
sentado.
-:De fodo ello se t r ans Luce un v
í
vo .i n t er-e s en .nan tene r- par a





s i s t'�cnico-me tudolós;ico que garan t í.c e las posi
bilidades de aplicación del Lr.s t r-umer.t o de a:-"álisis. ?ara ello,
se deber� tratar con formulaciones de car�cter ¡1atem�tico a la vez
que discutir a fondo sus�rencias de tipo te6rico . Para que esa
premisa sea de m�s f�cil désarrollo, creernos que la f6rmula de la
presen tación de una ap l
í
c ac
í ór; en un campo :3 ub.s :jL: ti va a)llldar{� a
analizar de modo m�s preciso las diferentes contenidos presentados.
Tal como se se�alaba anteriormente nuestro �nimo no es el de ma-
tematizar los contenidos teóricos, nl tan" siquiera el de formalizar
matem�ticamente ningún cuerpo teórico de la PsiCOlogía. En todo ca
so, el objetivo prioritario es el de someter una serie de datos,
por nosotros recogidos, a un an�lisis (modelOS estructur�
les) que está íntimamer.te ligado con el cuerpo de conocimientos.
Esta última consideración se relaciona directamente con una po­
lémica, por describirlo de un modo simple, entre aquello que repr�
sentan los modelos matem�ticos (tan comunes en la Psicologia Cog­
nitiva) y los modelos estadísticos estructurales. En sentido amplio
y aceptando que la Psicoestadística es una parte de PsiCOlogía
,(D
>latemática, ambo s tipos de mode Lo s sozarían de a l quuas car-ac t c r i s
ticas comunes. Ello, por ,::jemplo, :-;e pU'3d",: cX.�proor1r C0L re t at i.va
facilidad si se observa que se dan �odelos matemáticos (por ejemplo
los patrones conductuales estadísticos) que est&rl basados en el es
tudio de distribuciones de probabilidad y Fur.c
í
or.e s de densidad de
variables aleatorias, terna este último que está ligado, obviamente,
con aspectos más directos de la Estadística. De cualquier modo, au�
que puedan apreciarse paralelismos, no creemos que ambas vertientes
deban confundirse. Existe un c b j e t i vo diference e:-l c ad a uno de -=!SC:3
modelos. Mientras que el modelo mateDático prete�de, An s"';ntido aro-"-
plio, representar cun lencuaje mate�ático el c0np0r�aaie�to d�l
cirIo; el node Lo e s t ad i s t
í
co ún i c amer.t e es t ab l.ec e
. ,
ura 'ó:.::ua::::Gn a
partir de una Eor-mu'l ac i
ó
n , en c;e�-_c�ra2. Ln var i an t e , (�':cd(:::'(J Lir�eal
Ge::1eralo Generalizable) que s;_,= ajusta a los dat o s ar.a l
í
z adc s . ::='0-
driamos decir que en el case de los f�delos �at�m�ticcs, d�ndose
detprminadas circu::1stancias, es ';cc}-ib/e i�1ferir c ar ac t ar i s t í.c as del
suj-eto, mientras que en ;:1 caso e s t a-í
í
s t i co So;-' no.s F'ac i Li t ar-La .:=:1
conecimien to de la es tructura de los datos, no pud i
é
..?ose .i r f e ri r'
de ello características propias del sujeto.
A pesar de que este es un pUnto que se discutir� po�t�riorrnente
AS interesante se�alar que los mod21os pstructu�ales e�tad!3ticos
tienen posibilidades de mejoras substanciales. Uecu�rdese la apor­
tación que supone el uso de �odelos multiecuacio�ales frpntp a los
uniecuacion�les. Igualmente, destacar la relaci6n entre ecuación
estructural y ecuación predictiva, que del mismo modo trataremos
más adelante. En alguna oc�sión se ha manifestado que, en concreto,
el sistema de ecuaciunes estructurales, puede suponer un punto in-
_.
termedio entr� los modelos matemáticos y los modelos estadísticos.
Sin embargo, creernos que no hay en la actualidad, base suficiente
para afirmar que sea eseel punto de su ubicación en un supuesto
1/
contlÍ:nuo entre modelo matemático y estadístico.
Conjuntamente con esta serie de matizaciones, habrá �ue reco-
ger de nuevo el concepto de J:lodelo (incluso desde un punto de vista
epistemo16gico) puesto que, y volvemos al punto de partida de esta
introducci6n, es una de las actuales "hip6tesi3 dorn i n an tes", utili-
zándose el término no siempre con las tiecesarias 0arantias.
Sirva pues, toda esta presentaci6n para concretizar los objeti­
vos del presente trabajo, así como para situar claramente el marco
de actuaci6n en le que nos moveremos. Igualmente, se�alar, que todas
las formulaciones matemáticas que se preserlten tienen la preten­
si6n de ayudar al seguimiento de las difere�tes etapas. En modo al­
cuno se intenta dar un contenido t o t ajmen t e For-ma l í.z ado a les !Ju:_­
tos te6ricos que trabajaDOS.
Quizás, como elemento complemer:tario a 1;:)5 que aqu i ::;e han desa-
rrollado de forma breve, puntualizar un aspecto que con s i de r amo s r�
levante. Es cierto que en los 6ltimos tiempos el tratamiento de da-
tos ha sufrido una evoluci6r. especcdcular. Cada vez nás, ::;2 inten-'
d i
. -1' .ta que la Esta lstlca no sea ur.a parte �e la �ateDatlca que no teg
ga relaci6n alguna con el cuerpo te6rico de interés. Un ejemplo de
ello es, de hecho, los modelos de sistemas de ecuaciones estructu­
rales puesto que sin pretender, en nuestra opini6n, llegar a la fo�
malizaci6n de un modelo matemático teor�tico, si nantiene una re-
laci6n de carácter más amplio con la teoría en la que se inserta.
Esas amplias relaciones se caracterizan principalmente por la mi­
si6n confirmatoria que pueden desarrollar.
De cualquier modo, todo ello debe dirigirse a conseguir que el
papel que seg6n Bunge (1972, pág.�) jug6 la Estadística dntes de
mi tad de.; �dg_l-,o, en el sentido de "utilizar su aparato para encu­
brir la pobreza conceptual", no vuelva a producirse.
Señalar por último que todas las referencias acerca del progra­
ma LISREE se hará sobre su versi6n VI (]oreskog y Sorbonm, 1984)
actualmente incorporado en el "release" 2.0 del paquete SPSSX. (La
notaci6n aquí utilizada corresponde a la empleada en LISREL�.
lO:¿
PRIMERA PARTE
CAPITULO I: LOS ¡:ODE1.OS DE EC":UACIOT;ES ES':'EUCTURALES Ef� ��L i,:íBITO
DE LA PSICOLOGIA.
1 .1. Consideraciones acerca de los ;';odelos Estru.ctu�ales: una Dro-
puesta de definición.
Cuando se revisa la bilbic9rafía relativa al tema de esta parte
del presente trabajo, se cae f aci Lrie n t e en 1 a tentac
í
óri
buscar una definción que marque claramente las características de
este tipo de instrumento estadístico. En este campo, co�o en otros
muchos, las definiciones son muchas y reflejan el se�tido particu­
lar que cada autor asig-na al objeto de F í.n
í do . ¡'.:Jí,aEte la necesiclocl:
un conociniento anplio de lo �ue supone la t6c�i�1
que estudiamos, hemo s c r-e
í do nás .í.n t c re s ant e acud
í
r a "'..que l Lo s t r-a
hajos con una tendencia más global i:: adora er, :J u de s ar r-o 110.
Lovie (1979) p l an t e a que la apar
í
c i ór; de Lo s nod= Lo s e s t r uc t ur-a
les suponen la aportación más impurtante rlesde la divul;aci6n del
An,álisis Ele Variancia. Quizás sea esta una a�irT:1aci6ri exce s í.vemer.-
te parcial, puesto que las ecuaciones estructurales no gozan aún
de la tradición metodológica que caracteriza al AVAR en el campo
de la Ps ico logía. S in ernbar-co , no puede nt-�;arse :¡ue S u apar í.c i ón
ha revitalizado conceptos que llace un tiempo parecían haber perdi­
do actualidad. Debe destacarse, en este sentido, que la pr�jlemá­
tica acerca de las posibilidades de i�terpretaciones causales a
partir de estos modelos, ha provocado muchas y recientes publica­
ciones acerca de este tema desde un punto estricta�ente epistemo­
lógico (punto éste, que trataremos con posterioridad).
No es de extrañar, en consecuencia, que muchas de las definicio
nes se caracterizen por incluir en sus desarrollos aspectos que h�
cen referencia más a las posibilidades de interpretación que a las




Entr� las defi�iciones m�s ajustadas encontramos la propues�a
por Bentler y Bonett (1950); B�ntler (19�O) al r�f�rir�e a los
sistemas de ecuacio�es lineales co�o:
"
... un conjunto de regresiones lineale3, �studiadas
inicialmente a partir de la Gatriz de covaria�cias o
correlaciones ... que se ap l i c ar. a difsre¡;t(�3 si tua-
ciones: An
á í i s í s F'ac:torial COJ::irmatorio, Pa�h }·r,a-
lysis, Ecuaciones sunut t á-ie as v Ec uac í.c r e s ;::��tl'uctu-J
rales,
de covariancia un �rupo d� t�cnicas para la verific�
ción de teorías raerl
í
an t e datos cor-r-e Lac i.or.ad e s ;!'
Cono 'leDOS esta es una defi�ición caracterizada por la inc
ón de elementos estadísticos y metodológicos. Por lo que se r2i��
re a su capacidad CODO instrumento de validaci6n de teorias pare-
ce ser este un objetivo e xc e s i vanen t e a.np l
í
o a las po s
í
o i.Li-Iade s
t�cnicas que aportan los mode10s.
Otra de las .�dactq utilizadas :;rl los in te n to s de de f í r í.c í ó.:
es la que se basa en las característi.cas (L;l Lr.s t r-uue.i t o estadís-
tico. En esta linea Goldberger (1�73) al conentar los �od�los co�
variables latentes,y entre estes los modelos de ecuaciones estruc
turales,plantea respecto a estos 61tim05:
� ... poseen u�a serie de características comunes al L
resto que los rlefinen:
· Utilización de datos de investigaciones no expe­
rimentales.
No utilización en investigaciones de carácter bá-
sico.
• Planteamiento del control estadístico como alterna
tiva.
• Uso de constructos.
· Representación de las relaciones teóricas mediante
ecuaciones."
IY-
Cono se ve, esta d-:;:fir�ición :; upcr.e la
. ,
s upe r ac i on , c:::,rnc ya diji-
11 tanto en inv�stigacién experimental como �n la
no exper-í.ment ai , .... justificando los supue s t o s :,.¿;
cesarios para una estimación de n�xi@a verosi�ilitud,
pueden hacerse una serie de pr-uebas de s i.cn i E'i c ac
í
ór.
usando el procediBiento LISREL, obtcni�ndose es�i�d-
c í.o.ie s de los par áme tras de i n t�rés . 11
mas, de algunos de los puntos
(1 ':':73) anteriormente pr e s an tar:!.,;!. 0i�uie:,do con p lar.t e ami en tc s me-
todológicos, debe nenc
í
on ar-s e la consideración de los modelos cerno
aport�ción de car�cter teórico en lo que se refierp a la cG�exi6n
entre la t20ria y la investigación. Al respecto, solane::te reccr­
dar las s uccr-enc i as de Bla10c� (1964) al l'ef�ri::'s�: al le::c;uaje na
" se piensa en términos de L:nguaje teórico que
tem�tico:
con t ie ne noc i orie s CCElO causa, f ue r z a , si:;t:::,�::a y pr2_
piedades. Pero, sin enbargo, esos plantAamie�tcs se




as y o per-ac í.cne a ,
11
El mismo autor se refiere a este tipo de situaciones del siºuie�
te rnodo :
11 se situan 2:1 el 'lacio existente entre el 1en-
guaje de la teoría y la investigación".
No se trata en este apartado de dar una innumerable lista de de
finiciones más o menos adecuadas. Lo que se pretende es plasmar ca
mo, a pesar de las diferentes orientaciones que cada autor presen­
ta, se configura una serie de puntos que, si bien no son comunes a
todas las definiciones, si que poseen una complementariedad. (para
un análisis más exhaustivo de las diferentes definiciones véase la
publicación de Bentler, 1980).
Dadas estas circunstancias, � necesario un esfuerzo de sin
tesis y hacer una relación de aquellos aspectos que son identificati
vos de los modelos estructurales. "En consecuencia, a partir de les
criterios expuestos, podemos destacar los siguientes pu�tcs de in­
terés:
1.- Los modelos de ecuaciones, -e sc t r-uc t ur-a l e s se definen como mo
delos de variables latentes, au='que ello no excluye el uso
de variables manifiestas u observatles.
2. - Exigen que las r-e t ac í.or.e s 2n trf; las variables ':;::: tudiadas s e an
de carácter lineal.
3. - Em s u vertiente conLí r-mator-La , el s i s t erna d� eL: uac í.one s p,:;-
tructurales refleja una serie de relaciones e n t r-e var i ab l c s ,
teoricame�te fundamentadas.
4.- Supone el estudio de los términos de perturjaci6� eGIDO al­
ternativa a los planteaJ7lientos determin�s�as.
5.- Tendencia, en su aplicaci6n, a la convercencia i�terriispi-
plinar y transdisciplinaria.
6.- Los po s í.b l o s s ubrtode l.o s del mode Lo s genor."ll �)·I·�·�C�-. ::'as Tnis-
mas características �ue este �ltiJ7lü.'·
7.- Maximizaci6n del control estadistico sin J7lenoscabn de cual-
quier otro tipo de control de variables.
8. - Aplicabilidad a cualquier ámbito de inves t i c ac ió.: .
9.- Se utilidad en Psicología se justifica por la posibilidad de
análisis con variables latentes.
10.- Facilitan la formalización matemática de algunos dspectos
teóricos.
Estos puntos, aquí presentados, solo suponen unas lineas general�
de enmarque' .acer-ca de este tipo de modelos. No pr-e tende n convertir-
.,,,. p� -"_:_
se en una serie de características coh�rentes al propio prócedi-
miento técnico, sino que son una síntesis de aquellos aspectos en
los que hay un cierto acuerdo entre autores. Obsérvese, que en la
relación citada, se ha obviado cualquier referencia a la parte in-
Ir
terpretativa y de sus posibilidades de uso, puesto que esto lo de­
sarrollaremos posteriormente.
A pesar de que la utilización de las ecuaciones estructurales
es amplia, puede decirse que, en general, todas las aplicaciones
se inspiran en alguno de los puntos relacionados anteriormente y
que, por supuesto, ello no supone que no se puedan dar alternativas
más concretas al respecto (por ejemplo introduciendo aspectos me­
todológicos relativos a las técnicas de estimación de parámetros).
Por &ltimo, destacar la diversidad de denominaciones con las
que se caracteriza a las distintas ver.rrones del LISREL. Se le de­
fine como "modelo", "planteamiento", "aproximación" entre otras,
cuando, a nuestro entender, se trata de un paquete estadístico in­
formatizado.
1.2. Presentación matemática del Modelo Estructural General.
A pesar de que existen manuales en los que está perfectamente
desarrollado el planteamiento matemático de los modelos estructu­
rales, pretendemos dar una breve idea de ese aspecto, con objeto
de dejar sentado, desde un inicio, sus características básicas.
Para ello vamos a plantear un modele supuesto para, de este modo
poder ejemplificar cada uno de los (Figura, nº1.1)
Figura 1 .1 .: Path diagrama del modelo supuesto (Tomado de Guard:ia/�P1
J8
La ecuación fundamental de los modelos estructurales adopta la
siguiente expresión matricial:
donde, f1¡ son las variables endógenas latentes
s.. las variables , latentes(J son exogenas




tei efectos de j,. sobre r¡i o de X¡' sobre Y¿'j
;" carga o saturación de la variable observable X,' sobre'ti
la variable latente !q'
).'iJ carga o saturación de la variable observable Vi sobre
la variable latente 'V.
d, error de medida de la variable Xi
él error de medida de la variable Y¿
Yi es el término de perturbación correspondente a la
ecuación que determina �¿
�� efecto de la variable endógena latente 1, sobre ?iJ
AJr¡,mr que la matriz de variancias - covariancias de los errores
de medida � se denomina �á, que la matriz de variancias - covarian­
cias de los errores de medida é¿se denomina �. ; que la misma matriz
para � es lf' y, por úl timo, las matrices 11" y /\y recogen las satura­
ciones de las exógenas y endógenas respectivamente, mientras que la
correlación entre exógenas latentes se describe por �.
Así pues, en general, cada uno de los posibles submodelos queda­
rán reflejados en la forma particular que adopten las ocho matrices
fundamentales:
r efectos de las exógenas sobre las endógenas
P efectos de las endógenas sobre las endógenas
� variancia - covariancia entre términos de perturbación es­
tructurales.
eó: variancia - covariancia entre errores de medida exógenos
Sf: variancia - covariancia entre errores de medida endógenos
Jq
� : Correlación entre variables exógenas latentes
�x: Cargas de las variables exógenas observables sobre las la­
tentes exógenas.
A� Cargas de las variables endógenas observables sobre las la­
tentes endógenas.
Por último, acerca de la ecuación general, es fácil plantear­
la con una ligera modificación. En efecto 9perando en (1),
'7 - (31 = L5 r:l
'7 (I-�)= rg�t
137
= rs +-.':/ (.2)
donde,
Vamos a desarrollar brevemente los dos grandes modelos que pue­
den plantearse.
1.2.1. Modelos de Medida
Siguiendo con el modelo presentado en la figura 1.1. se pueden ex
traer dos submodelos correspondientes a este apartado
Figura 1.2.: Path diagramas de los Modelos de medida del modelo
general supuesto, para variables exógenas (a) y p�
ra �as variables endógenas (b).
Desarrollaremos, simplemente,y dada su analogía el submodelo de 1
la figura 1.2a. la ecuación correspondiente sería matricialmente:
(3)
(4)
Como se observa, en este caso las matrices implicadas en el mo­
delo son �x (gJ, debiéndose obtener el valor de los parámetros de
las mismas. Caso de haber desarrollado matricialmente el modelo de
la figura 1.2.b., las matrices implicadas hubieran sido Ay 1 BE
Señalar, por lo que se refiere a las matrices de los modelos, que
si en el modelo de la figura 1.2.a. se plantearan dos o más variable
exógenas latentes, debería incluirse como matriz a estimar sus pará
metros la matriz �, de tal modo que si se asume la ortogonalidad de
esas variables se cumpliría que � = r. Lógicamente, los modelos de
;;J
medida poseen una serie de supuestos teóricos que deben asumirse.
Estos pueden reunirse del siguiente modo:
E::'<)= E{�)=E(7 6.): r;(Et�� = (;{éJ')" E(r¡rfj= E(€.�)=- É(J;Gj'�:- Q (.5)
toda vez que E( 6' �.,) = E( J;'J/ ) = 0, es decir, los errores de me­
dida estan incorrelacionados, las matrices 6ié y r9cf serán matrices
diagonales, en las que figuran solamente las variancias de los e­
rrores de medida, a los que representaremos por ��Y �; respecti
vamente. Así, en nuestro ejemplo,
62<
l�lE¡O A" 9ó .r-, .{_��... - I[),=- - D,.-Í ¡O 8t v�t O \Ea __...i
O O O 8.t
c."
Por último señalar que estos modelos corresponden al modelo del Aná
lisis Factorial Confirmatorio.
1.2.2. Modelos de Ec.uac.lor¡es
Una vez analizados los modelos de medida de la figura 1.2. debe­
mos abordar el análisis del modelo global presentado. Ello supone
incluir en este planteamiento los modelos de medida anteriores. A
partir de la expresión (1) y de acuerdo con el diagrama presentado,
las diferentes matrices cuyos parámetros deberán estimarse adopta­
ran la siguiente expresión:
Ello deberá complementarse con las ecuaciones de los modelos de me­
dida tratados. Lo cual se reflejará en la expresión (4) y la siguie�
te para las endógenas,
L/( );, O El
lnl é<y� )�, Ó · �:J � (1):::'13 ,,\' r:O hz. 1::.::
lfll O X \12. E. '-1
De este modo las expresiones (4), (6) y (7) representan en forma
matricial los tres submodelos del modelo propuesto. De forma aná-
loga las dos ecuaciones que se plantean son las siguientes:
'71 - '1" � +- .!It
'te :: (�:l.1 1i + 'Í., í f 1;
Del mismo modo que en el caso anterior se dan una serie de supue�
tos que deben asumirse (ademas de los antes descritos en (S),(Sbis))
E(g:l) = E(YY') = O (9)
I
Recuerdese además la igualdad descrita con respecto a �:
(1 O)
En consecuencia, deberán estimarse, siempre siguiendo el modelo
propues to, los valores de las matrices /h I 11� , (3, r; lf, [)cr ¡ r9é_
En este caso no tiene sentido incluir la matriz 0 puesto que solo
hay una variable � con lo que no puede darse ninguna correlación
con otra variable exógena latente. Como señalábamos anteriormente,
cada uno de los modelos provocará una forma especial en. cada una
de las ocho matrices fundamentales en el sistema de ecuaciones es
tructurales. De este modo, podemos caracterizar los parámetros a
estimar en tres grandes tipos:
· Parámetros fijos: parámetros a los que se asigna un valor de­
terminado y que no ha de ser estimado. (por
ejemplo )�1 = O).
· Parámetros libres: parámetros a los que no se asigna un valor
determinado y que han de ser estimados. (Por
ejemplo 621 ).
· Parámetros restringidos: igualación de valores.
A este respecto, la tabla 1.1 es un resumen de las posibilidades
de plantear submodelos a partir de la ecuación general (Joreskog y
sor-bom , 1984).
TABLA 1.1.: Posibles submodelos estructurales.
(Tomado de Joreskog y Sorbom, 1984)
MODELOS
x= ;1" � r cJ _ _ _ _ _ � _ _ _ /Ix, cj J f}d
�::: (3 � .¡ Ix -+- Y' - - - - - - - - - - (8, r, tf
o- ::: LX + c¡- _ - - - - - - - - -1 \f (Er¡ esk caso �: o)
� :: (3 t + Y- _ - - - - - - - - �'J yJ
d =11� (l-�}((rt +J) 1- é /I} , (31 11 � I 1/1 ge \
A. (1) r, (¡;() u� (AJO (3-=01
� :: /I� (r! +y) � é - __ ... __ I\� J [', lf I 7) C7f
/
r (11 (r-pt'y+ E
- - - - - -lid I (3, 1)1, <9,;
r¡ = (11 + r! + y - /Ix, /11/ (3, �,r'/ (Jo,
6L !Ji
Como se ve los distintos modelos determinan diferentes tipos de
matrices. En general, las matrices que juegan un papel relevante
son las matrices (3 y tp pudiendo adoptar formas diagonal, simétr_l
ca o triangular (se pueden dar más expresiones, pero no son frecueg
tes). En la tabla 1.2. se da un pequeño esquema acerca de los mode­
los que la manipulación de � y � originan (Palmer, 1985, pág.27).
TABLA 1.2.: Tipos-de modelos segfrn la forma diagonal
o simétrica de las matrices (3 y cP

































Modelo de regresión simple




No hay relación simúltá­
nea.
Si se justifica queE(���o




las variables exógenas son
distintas en cada ecuación.
Correlación entre errores de
me0ida de la misma variable
en diferentes momentos (Di­
seños de pane 1) .




El siguiente paso, una vez espectt1Cddo el modelo, será el. de es-
timar los diferentes valores de los parámetros estructurales a par­
tir de la matriz de variancias - covariancias S o de correlaciones
R observados. Hechas las estimaciones correspondientes (ver capít�
lo nQ 3\de este trabajo) se obtiene la estimación i de la matriz
de variancia - covariancia poblacional �, analizándose el ajuste
...
del modelo a través de (S - �) (analizado en el capí tulo nQ 4).
"
1.2.3. Procedimiento de obtención de la matriz � en modelos
con variables latentes.
Toda vez que hemos definido en (5) que E(x) = E(y) = 0, obte­
nemos que las variables latentes también están medidas en unidades
de desviación. Por lo tanto,
(11)




A partir de la expresión (1) puede hacerse una modificación simi­
lar a la propuesta en (2):
7 = (3'1 + rS
+y
B7 = rs r Y [B� (I- (3)J
'1: a-IrS
+ s-'y Cl3)
Vamos a ir desarrollando cada uno de los elementos de la expresión
( 12)
• E (?'l') = E[(8-'rg + B-'Y)(B-fr'_!+ B-fY)] ::
:: E [( E-t BJ-frS!) T ( 13-'B,-frJ!f) t (g-:ye/'r '1',) + (8-'.1 B,-feY � =
,/
Recuerdese para llegar a (14) las expresiones (5), (9), y (10)
•
(10)
• E(7 t) = E[ (B-I[-(! 1- B-'.f)J '] ::
z: E[ B-frSS' t: 8-'.1tJ =
= /3-1 rjF (15)
I
Recuerd�para llegar a (15) las expresiones (9) y (10)
(¡Sbis)
Así pues, la expresión (12) puede formalizarse del siguiente modo:
A




( 5) , la matriz
'"
la expreslon en este caso, s: puede ex-





�=E :=. E. (n)
.XL(' XX'
Teniendo en cuenta la expresión (3) y su análoga para endógenas
x= 1\.x�Tcf (3)
(3 b,'s)
Podemos desarrollar cada uno de los elementos de (17):
• E ( � � ') = E:. [( /) ( ? fE) ( J1;r 1 + <E)
IJ =
= E [1 /I��;i 7 7 ,) • ( 11� 7 -: • ( éAl?,) • (Ee)] =
• t: ( 'J ,') = E[( Il:; 7 + E) (/IxJ T- cf) ,] =
z: E[(l/nl1�J)+ (11:/7 rI) + (EAx'J")+ (éá'»)=
-== �� [E{1 :s)j A�
E ('(}-X') .: 11t¡ /3-1r e? /l �
según la expresión (15)
• E ex'd) s: E I (/Jx � + 6) ( 1J:t7 + E) J ::
= &Ir /),� /i� 7') i: (-1xJ E) + (ó),n) r ([h')] =
= AK [ '= (§ '7')J � i según la expresión (1 5 bis)
E(X�') = !Ix B,-fr'�7 /Ji (20)
• E (xx') � E [( /'Ix l' + d) (11 xj + á)] z:
� E [(IIx�; SS') T ( t1 x j á') -f ( d 1\ x' t')
+ (dcf ,)) =
-::. Ax r�:(§�')J!lx+é}esegún (5 bis) y (10)
E (xx') :: ""x 011k :f8; {o?-V
De este modo se reformula (17):
Los puntos aquí desarrollados, sólo pretenden ser una ligera
aproximación al planteamiento matemático de los modelos estruc­
turales. Estas consideraciones deben insertarse en un proceso
más general que trataremos brevemente en el siguiente apartado. Pa­
ra un análisis detallado de las características y formulaciones
de estos modelos puede recurrirse a diferentes publicaciones:
Everitt (1984); Goldberger y Duncan (1973); Viladrich (1985}; Bagozzi
(1980); Scott (1983a, 1983b); Saris y Stronkhorst (1984a, 1984b);
Kenny (1979); Joreskog y Sorbom (1979, 1981, 1982, 1984); Dwyer
(1983); Batista (1982); Asher (1976); Palmer (1985); Joreskog
(1967, 1969, 1977, 1978) Y Visauta (1986) entre otros.
1.3. Proceso de Modelización Estructural.
Como 'último apartado relativo a las generalidades de los mode­
los estructurales deberemos de analizar, brevemente, el proceso de
modelización que es necesario seguir cuando se pretende aplicarlos.
Para ello, solamente, presentaremos de forma esquemática las dife­
rentes etapas de las que se compone, puesto que todas ellas serán
analizadas con más exhaustividad en los sucesivos capítulos. En
consecuencia, Dwyer (1983) presenta cinco grandes fases: teoriza­
ción, "path" diagrama, identificación, estimación y verificación.
Estas etapas de amplia configuración pueden ser complementadas con al
gunas sugerencias a partir de las posibilidades reales de utiliza­
ción. El proceso, así considerado, se desarrolla en la tabla 1.3.
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Matizar, unicamente, que en el caso de que se implementen modifi­
caciones en el modelo propuesto, a tenor del análisis del ajuste,
pensamos que, en situaciones confirmatorias, deben realizarse con
la parsimonia necesaria. En general, esas modificaciones se cen­
tran en la manipulación de los parámetros a estimar, con lo cual
se varian las condiciones de significación del modelo.
1 .4. Proceso de Introducción de los Modelos Estructurales en el
Campo de la Psicología.
Cuando se aborda el estudio de la evolución que experimentan los
diversos elementos del análisis estadístico, es sorprendente comprQ
bar como, a menudo, la justificación de determinados modos de apli­
cación son producto de la tradición de análisis de disciplinas afi­
nes a la nuestra. No es este un hecho que escape a los modelos es­
tructurales. Se ha comentado anteriormente la convergencia de li­
neas de investigación en biometría, socioffietría y psicometría que
ha caracterizado su desarrollo. Sin embargo, desde la Psicología,
no puede circunscribirse su aplicación sólo al ámbito psicométrico,
sino que se ha extendido a diversas temáticas, como veremos en el
apartado siguiente de este capítulo. De ello se desprende que e�
interesante analizar las aportaciones que se han ido desarrollando
y de donde hemos, los psicólogos, recogido los elementos que con­
figuran la actual aplicación en Psicología de estos modelos.
En este sentido, dos aportaciones deben destacarse en lo que se
relaciona con el análisis de datos con ecuaciones estructurales.
Estos dos puntos, paralelos entre sí, pueden resumirse del siguieg
te modo:
• El análisis de sistemas multiecuacionales frente a los
uniecuacionales.
El estudio de la matriz de variancias - covariancias desde
una perspectiva global, prefiriéndose la obtención de macro
estructuras a las microestructuras.
La Tabla 1 .4. refleja de modo simple los distintos paralelismos
entre ambas consideraciones.


























Como se ve, se establece una relación entre la regresión y los
modelos estructurales, mediatizada por el "path" analysis. En este
sentido es interesante consultar el excelente trabajo de Viladrich
(1985) relativo al análisis de los tres enfoques de forma simultá­
nea. En general, puede decirse que la Psicología asimila este tipo
de análisis en base a dos circunstancias bien definidas:
• El interés del psicólogo investigador en estudiar macroes­
tructuras en base al auge del planteamiento, a muchos nive­
les, de modelos .
. La propia tradición psicológica, profundamente implicada en
los estudios estructurales de datos. El Análisis Factorial
refleja muy adecuadamente este interés.
Con respecto al Análisis Factorial Exploratorio y Confirmatorio
(Modelos de Medida) no creemos necesario hacer comentario alguno acer
ca de su evolución puesto que ya está suficientemente descrito�
(Mulaik, 1986). Ahora bien, destacar un aspecto relevante implica-
do en esta técnica. Se trata de la aparición de algoritmos de reso
lución para la estimación ML, que permitió el pase a una etapa de
plena utilización de este tipo de modelos. Así, la tabla 1.5. re
coge los diferentes puntos de interés con respecto a su desarro­
llo.
Como se comprueba, la psicometría ha desempeñado un papel re­
levante en la concretización de los modelos estructurales. Ahora
bien, debido a los puntos de contacto con la Sociología, el plag
teamiento de la técnica se ha hecho siguiendo pautas referidas a
esa disciplina, no elaboradas en el seno de nuestras propias li­
neas de trabajo. Todo ello debe ceñirse única y exclusivamente
al planteamiento general, en ningún modo pueden extenderse estas
consideraciones al campo psicométrico ni a los modelos de medida.
Afortunadamente, este es un proceso, solo atribuible a inves­
tigadores y técnicas provenientes de la Psicología.
1.5. Aplicación Substantiva De Los Modelos Estructurales.
Al analizar las distintas aplicaciones que se han efectuado
de los modelos estructurales en la investigación psicológica se
comprueba una gran variedad y dispersión temática. No es nuestro
interés mostrar un sinfín de ejemplos que justifiquen el derecho
de las psicólogos a intervenir en el instrumento de análisis. Cen
traremos este apartado simplemente a presentar algunas de las
aportaciones dirigidas al tratamiento de datos dentro de una li­
nea de investigación. En consecuencia, no se tratan de trabajos
de caracter técnico o estadístico, aunque es muy frecuente que,
en ocasiones, se den conjuntamente ambas vertientes: mejoras téE
nicas del instrumento de análisis conjuntamente con su aplica­
ción�en un caso concreto.
No se puede proponer un estudio de las aplicaciones sin men­
cionar una publicación fundamental al respecto. Joreskog (1979),
desarrolla las características generales del análisis de estruc­
turas de covariancia, desarrollando tanto definiciones de los cog
ceptos estadísticos, de las técnicas de estimación y de los pro­
cedimientos de ajuste de modelos. Es conveniente comprobar como en
33
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la introducción de esa publicación se reconoce la importancia de
la P$icologia en la tarea de progresar en el perfeccionamiento
de les modelos; asimismo considerar en su justa valoración el
título del artículo: "Analyzing Psychological data by structural
analysis of covariance matrices", que hace innecesarios más co­
mentarios al respecto.
De cualquier modo, y en función de lo hasta ahora visto, seria
parcial no reconocer que los psicólogos hanladoptado criterios de
aplicación propios de disciplinas afines a este campo. Ante el
inter�s de sociólogos y económetras por las variables latentes
posibles de su campo (pi�nsese por ejemplo en variables como la
"expectativa de ventas" en Economía) se han elaborado trabajos
muy interesantes que deben ser tenidos en cuenta para la config�
ración de investigaciones psicológicas.
Por ejemplo, entre los más comun¡es de carácter económico se en
cuentra la publicación de Bagozzi (1980) con un perfecto desarro­
llo de multitud de modelos conjuntamente con las matrices que los
definen, lo cual se traduce en una herramienta con posiblili-
dades docentes altamente favorables. Como· ejemplo aplicado en
el campo económico, y por citar un original exponen te de ello, I¡¿:\(af"
el trabajo de Grembowski (1984) acerca del diseño de un esquema ev�
luativo de estrategias económicas. En el campo de las publicaciones
t�cnico-aplicadas, mencionar, igualmente a título demostrativo,
a Fornell y Bookstein (1982) � .es'¡w:i..¡án.. ., las teorías de consumo.
Por supuesto hacer mención de las publicaciones económicas en el
campo temático que nos ocupa, supondría citar, aasi íntegramente,
todos los títulos de revistas como el Journal of Econometrics, por
ejemplo, lo cual, obviamente, escapa a nuestro objetivo.
De igual manera hay que destacar que los modelos estructurales
se han utilizado en disciplinas de las Ciencias Sociales menos
frecuentes. Así, a trabajos ya clásicos como el de Jackson (19t3)
acerca de fenómenos electorales, Hay que añadir ap�rtaciones como
las de McPherson, Welch y Clark (1977).0 más recientes como
* Estas publicaciones pueden encontrarse tembién en Blalock (1985)
McCaffrey, Andersen y McCold (1985) dirigidas a estudios netamen­
te pOlíticos. Incluso se pueden ver trabajos en la que la Econo­
mía y la pOlítica convergen en un mismo proceso de modelización
estructural (Abizadeh, 1986).
Aplicaciones de características más apartadas de lineas afi­
nes a la Psicología se pueden, igualmente, consultar. Así, el tra
bajo de Hamilton (1983) sobre aspectos relacionados con la vida do
méstica, es un ejemplo evidente de la diversidad temática a la que
anteriormente nos referimos.
Volviendo al punto de partida, es decir a los estudios de ca­
rácter psicológico, es importante señalar que, independientemente
de las cuestiones de tipo�icométrico, los campos de aplicación no
son muchos, pero, en cambio, si se dan frecuentes trabajos. Es re­
lativamente fácil comprobar que muchas de las publicaciones estan
relacionadas con el tema de los problemas laborales, es decir, de�
de una perspectiva de la Psicología Social Aplicada. Al trabajo
de Duncan y Featherman (1973) sobre los factores que determinan
la actividad profesional, hay que resaltar aportaciones similares
(Nerlove y Schultz, 1973) t incluso estudiando variables con tan­
ta tradición psicológica como la inteligencia (Kohn y Schooler,
1978)� Son frecuentes, igualmente, modelos relativos a la satis­
facción en el trabajo (Schmitt, 1982; sch1mitt y Bedeian, 1982)
de los que se puede encontrar una buena revisión en Visauta (1986).
Por otro lado, una de las constantes en el análisis estructu­
ral lo protagoniza el interés en el estudio de las actitudes con
un sentido claramente identificado con la Psicología Social. Son
frecuentes las presentaciones de modelos actitudinales en muchas
de las publicaciones e, igualmente, se utilizan con cierta asidui-
�Estas publicaciones pueden encontrarse también en Blalock(1985)
dad para ejemplificar desarrollos técnicos. Bentler y Speckart
(1979) marcan una pauta a seguir por lo que a este aspecto se
refiere, en tanto en cuanto, se ha convertido, por su excelente
análisis, en un /l'YIO� frecuente para todos los investigadores
interesados en el tema. Igual situación se da en la revisión de
Bentler (1980) en la que se incluye una referencia a los modelos
actitudinales. Siguiendo con el aáálisis de modelos estructura­
les dedicados al estudio actitudinal, pueden consultarse ejem­
plos basados en la linea de Bentler, como los trabajos de Bagozzi
(1981) Y de Reddy y LaBarbera (1985), aunque éste último está
centrado, en parte, en el estudio del ajuste de modelos jerárqui
coso REferencias sobre este campo pueden verse igualmente en Lopez
Feal (1 982) .
Es interesante análizar aplicaciones de carácter más aplicado
y no tan centrados en aspectos básicos o técnicos como el estudio
sobre dvogadicción (como parte aplicada del desarrollo matemático)
de Batista (1982).
Otro de los campos temáticos en la que la producción de modelos
estructurales es elevada, se relaciona básicamente con la Educa­
ción. Sus autores son generalmente pedagogos y psicólogos que com
parten interés de investigación. De nuevo nos encontramos con tra
bajos que son considerados como clásicos. Griliches y Mason (1973)
o Hauser (1973) son claros exponentes de esta consideración. Ade­
más, cabe destacar la actuación de autores muy prestigiosos, no
tan solo en el campo pedagógico, sino en el terreno técnico o meto
dológico. As!, los trabajos de Werts, Linn y Joreskog (1977, 1978)
de Bentler y Weeks (1980); o de Linn, Werts y Tucker (1971), cons­
tituyen trabajos fundamentales tanto en su campo substantivo como
en el análisis de los diseños longitudinales. Aportaciones más apli
cadas pueden verse en Freixa y Guardia (1985) o en los capítulos
finales de Viladrich (1985).
Cabe destacar que se dan aplicaciones de carácter más amplio
como pueden ser los trabajos de Comr�y (1985) y Marsh (1985) direc
de . grari tradici6n en Psicología como la teoria de Bandura
tamente relacionados con modelos dirigidos al análisis de varia­
bles de personalidad. Asimismo pueden estudiarse con detenimiento
publicaciones relativas al estudio de elementos causales de teorias
(Feltz, 1982; Feltz y Mugno, 1983) aunque éstos últimos requerían
de una discusi6n individual por la dificultad que supone formali­
zar mediante modelos estructurales los contenidos té6ricos de Ban-
dura.
Una de las lineas en las que han aplicado las ecuaciones estruc
turales que se destaca de las demás por su escasez de producci6n,
es la que protagonizan los modelos estructurales como instrumento
para el análisis de datos de investigaciones centradas en la Psi­
cOlogía Cognitiva. Un excelente ejemplo de ello lo encontramos en R
Regal y Larntz (1978) en el que se hace un estudio de la aplica­
ci6n de la estimaci6n ML en los modelos de soluci6n de problem��
basados en los experimentos de Restle y Davis. Trabájos de carác­
ter menos concreto que el anterior podemos ejemplificarlo con la
aportaci6n de Bohrnstedt y Felson (1983) con respecto a variables
cognitivas con relaci6n a la ejecuci6n de diversas tareas en niños.
Por 'último, citar de forma relevante el trabajo de Donaldson
(1983) en el que se presenta un análisis de modelos de medida acer
ca de los tiempos de reacci6n como unidad de medida en la Psicolo­
gía Cognitiva, tema éste de gran actualidad. Señalar que se dan
igualmente estudios elaborados por psic6logos enmarcados en contex
tos aplicados, como el trabajo de Blasco y Casas (1985) acerca de
pruebas psicomotrices para la evaluaci6n psiGtécnica de automovi­
listas.
1.6. Aplicaciones de Carácter Técnico de los Modelos Estructurales.
En este apartado�nos referiremos a algunas de las aportaciones
de carácter estadístico o metodo16gico que se han realizado a tra­
vés de la utilizaci6n de los modelos estructurales. Ello se refiere
básicamente a la presentaci6n b dreve e algunos temas no aplicados
Jg
que se han estudiado mediante las ecuaciones estructurales. Para
ello plantearemos este apartado en función de las características
de los datos analizados, es decir, no experimentales y experimentales.
Igualmente, introduciremos un tercer apartado en el que se hará
referencia directa a las posibles modificaciones de las que son sus
ceptibles los modelos estructurales para recoger el desarrollo de
técnicas estadísticas ya conocidas.
1.6.1. Investigaciones de Carácter no Experimental.
Dentro de este apartado, obviamente, trataremos preferentemente
aquellos trabajos relacionados con la regida de datos de carácter
longitudinal y, además, de los que se centran en cuestiones de tipo
psicométrico.
Entre éstas últimas pueden diferenciarse varias lineas de inves­
tigación. Destacan, por su interés aplicado, los estudios de McCa­
llum (1983) sobre la comparación de varios programas de ordenador
para la ejecución de Análisys Factoriales, tanto exploratorios co­
mo confirmatorios. En la misma linea Cudeck (1985) presenta una s�
rie de modelos estructurales comparativos entre pruebas psicométri
cas clásicas y tests adaptativos computarizados, hallando rasgos
diferenciales entre ambas.
En otro sentido, desde la publicación de Joreskog (1971) acerca
del Análisis Factorial aplicado simultaneamente a varias poblacio­
nes, muchas son las distintas aportaciones efectuadas en este campo.
Así, Sorbom (1974) desarrolla el modelo de medida y la técnica de
estimación para medias factoriales en distintos grupos. El modelo
así propuesto quedaría reformulado del sigui�nte modo:
donde, fL = vector constante de orden p (nº de variables) represen­
tando el origen de la medida.
ff} = vector aleatorio de orden k (nº de factores) represen­
tando el factor común.
lIc¡ = Matriz p x k de cargas factoriales
E'J = Vector aleatorio de orden p
Observese con respecto a la expresión (3) como se modifica in­
cl uyendo el vector J< .
De este modo, la matriz i se obtendría mediante la siguiente
operación:
E: (XXI) = E[( Xt¡ - »: /lQi ()�) ( Xc; -� -AJ e�JJ -
z: ;1 '1 d� � � .¡ 1f'J-
1. (24)
donde, 9� = Vector de medias de 1'c¡
ft¡. = Matriz de variancias covariancias de !}
��2 = Matriz diagonal de las variancias del factor único.
De este modo la esperanza matemática de las medidas puede e xpr .:
sarse:






En este mismo trabajo se plantean dos tipos de parámetros que
son de frecuente utilización: parámetros diferenciados de las medidas
y parámetros descriptores del espacio factorial. Ya que la expre-
sión (23) es un modelo no identificado, Sorbom realiza una modi-
ficación de la estimación ML que solventa esta situación.
Lomax (1983) menciona algunas de las premisas a considerar en la
utilización de ecuaciones estructurales con varios grupos, lo cual
puede relacionarse con el trabajo previo de Sorbom en el sentido
matemático. Un trabajo de similares características lo presentan
Cole y Maxwell (1985) en la utilización del análisis factorial con­
firmatorio para realizar, mediante matrices multirasgo- mUltimetodo,
comparaciones entre varias poblaciones.
4D
Del mismo modo que el análisis factorial entre grupos ha sido
ampliamente estudiado, también se han realizado trabajos con res­
pecto al análisis de componentes siguiendo la perspectiva del an�
lisis factorial. Joreskog (1979a) presenta el desarrollo de este
tema en base a la formulación de un factor "i" que excluyéndolo
provoque la no correlación entre las variables observables � y X2. •
De ahí que pueda formularse la correlación como:
Extendiendo la expresión (28):
1, -:: ), t( +- e,
Xl..: )z.f, +- ez
Tal que
.xL "" l·A +- e¿
�()()= c(f):: E{e) = �(et'�.') = o (30)
En el caso de dos factores" 1. yt " (28) sería:
r (j tO J xJ o : ¡; I h) -= o 'ti: !i
De este mOGO las ecuaciones (29) se plantearían:
X,= )lIhr A12�-J-e,
(32)
Tal que 1;[ f�) = E ti):; E (x) = e {e; �o,) = D
y l=(h� = E( t_1) s: i
(33)
En (32) puede observarse como) actua como si fuera un coeficiente
de regresión parcial, siendo € el residual. En consecuencia' se pue-
de
Plantear�(Xi!(¡") � ¡;Ir A.1f, ,_ 1,/z +- ei) ( )J' 1, ')Jzt +- 1;)J =
= ;L1 )J2 t=-(f:) 4- l.! )iz e (f:) +- 1'1 1jz t:_(t h) +- J211 E(fJJ=
z: 11 1;-1 +- ,lo! AJl.. (31.f)
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Como se observa (34) coincide con la expresión clásica de la
descomposición de la correlación en el Análisis Factorial basado
en Thurstone y que posteriormente permite, resolviendo tadas las
ecuaciones análogas a (34) la obtención de la matriz �x • El cál-
'"
culo de la matriz � , ámpliamente conocido, puede obtenerse fácil-
"
mente; consultan�o el término de la matriz particionada 2 corres-
pondiente a E(xx') en la expresión (22). Desarrollos paralelos al
que aquí se ha descrito de forma breve, podemos verlos aplicados
en Werts, Rock y Linn (1979) o en el estudio de modelos de medida
con errores correlacionados (Werts, Joreskog y Linn, 1976).
Otra variante psicométrica es la que se refiere a la utiliza­
ción de los modelos de medida como instrumento de análisis de fia
bilidad y validez de componentes. Werts, Rock, Linn y Joreskog
(1978) presentan un método, basado en la matriz � y en los resi­
duales del modelo, para analizar la fiabilidad de pruebas unifac­
toriales o multifactoriales (una aplicación de este importante mé
\
todo puede verse en Guardia, 1 984 'J La¡wz FecJ, i6).
Contribuciones de carácter técnico al análisis factorial pueden
encontrarse también relacionadas con el tipo de variables usadas.
Así, M�then (1978) presenta las modificaciones pertinentes del An�
lisis Factorial aplicado a variables dicotomizadas y Comrey (1985a)
presenta un método de análisis de los "outliers" en este mismo tipo
de análisis. En la misma linea psicométrica, es interesante consul­
tar el trabajo de Gomez (1986) acerca de los modelos estructurales
como instrumento de análisis de validez de constructo, presentádose
una excelente aplicación del método.
En un plano más estadístico, y por citar un ejemplo, Cudeck (1986)
presenta una modificación del proceso de cálculo de los modelos
estructurales aplicados a los modelos "circumplex" (presentados por
Guttman (1954) tratándose a partir de matrices de correlaciones or­
denadas). Joreskog (1979) presenta la técnica de análisis para es­
tos modelos, pero no siendo aplicables cuando S contiene elementos
negativos, Cudeck modifica este planteamiento, resolviendo esta di­
ficultad.
4¿
Muchos trabajos se relacioanan con el estudio de los errores de
medida, sobretodo en diseños de panel y longitudinales, aspecto de
gran relevancia psicométrica. En este sentido Heise (1969)� Wiley
y Wiley (1970); Blalock (1970)� Werts, Joreskog y Linn (1971);
.¡lo
Sorbom (1975); Hargens, Reskin y Allison (1976) o Werts, Breland,
Grandy y Rock (1980) son ejemplos claros del interés mencionado
por el estudio ae los errores de medida y de las repercusiones que
supone la violación de los supuestos teóricos e- (cS6')lod E(éé) =1-0.
Saris (1984) presenta tres sistemas de resolución de los errores
de medida aleatorios, planteando las siguientes estrategias:
. Método de los indicadores múltiples: Indicadores paralelos
"y" equivalentes
Congenéricos
.Método de la replicación
. Método de replicación con indicadores múltiples.
Estudios relacionados con los diseños de panel, y en concreto
acerca de las correlaciones cruzadas (cross-laged correlation) son
muy frecuentes. Kenny (1973) presenta un estudio clásico sobre el
tema, pudiéndose ver B ¡ínea seguida sobre este punto en Shingles
ff'
(1976) acerca de las posibilidades de interpretación causal de
este tipo de correlación e igualmente analizar las críticas sobre
este mismo punto de Rogosa (1980), el cual mantiene actitudes contra
rias a las de Shingles con respecto a su interpretación.
Acerca de los diseños longitudinales se han publicado trabajos
de ámbito global, ya no dirigidos a conceptos concretos (como el
estudio de los errores de medida). Joreskog (1977a); Rogosa (1979)
o Freenberg y Kessler (1982)�son referencias a tener en cuenta
� Estas referencias pueden encontrarse en Blalock (1985)
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para un análisis global.
Siguiendo con la aplicación de los modelos estructurales en di­
seños longitudinales, también se ha analizado la repercusión del
tipo de variable usada. Al igual que en el Análisis Factorial se
han modificado les planteamientos de los modelos al aplicarse con
variables observables categóricas (Laudis y Koch, 1979; Muthen,
1983). Con respecto al uso de variables discretas en los modelos
estructurales es interesante la síntesis que sobre el tema efectu�
ron Winship y Mare (1983) incluyendo el "path" analysis entre los
modelos estudiados, al igual que otras posibilidades (Log-Linear,
series temporales, ... ).
1.6.2. Investigaciones de Caraéter Experimental.
Muchos han querido ver en los modelos estructurales un instru­
mento específico de las investigaciones no experimentales, tal como
hemos visto al principio de este capítulo. El hecho de que el aná­
lisis se base en matrices de variancia - covariancia o de correla­
ciones ha provocado que esta idea se haya afianzado, en la medida
que la correlación y covariancia son estadísticos típicos de la in
vestigación no experimental.
Sin embargo, esta identificación no es correcta en modo alguno.
Los modelos de ecuaciones estructurales ham sido aplicados, con di�
tinto: resultado, al análisis de diseños experimentales, sobre todo
a partir de la utilización de "dummy" variables. Desde luego, hay
que reconocer, que es este un ámbito en el que surgen multitud de
dificultades (como el estudio de la interacción) que provoca una
cierta escasez productiva. Alwin y Tessler (1974rpresentan una a­
plicación de datos sociológicos y psicológicos de carácter experi­
mental al análisis de estructuras de covariancia. Presenta un mode-
�Estas referencias pueden encontrarse en Blalock (1985)
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lo simple para la comparación de hipótesis experimentales, aunque
su planteamiento es excesivamente teórico y dirigido, en nuestra
opinión, a un excesivo uso del control estadístico. (Figura 1.3.)
E
Figura 1.3.: Path diagrama de un diseño experimental de
Alwin y Tessler (1974).
En la figura anterior,;(� y V representan las manipulaciones
experimentales a comparar, ebteniéndose el análisis deseado median
te el estudio de los parámetros 't�� , "'14"" , �"'" y rL... "E" repr�
senta la variable que recoge los grupos experimentales (dummy) por
lo que no se estima su error de medida, puesto que no lo tiene,
al igual que en K,.. y V
Una de las aportaciones que consideramos más relevante es la pr�
tagonizada por Bagozzi (1977, 1980) sobre este tema, al presentar,
a partir de un diseño simple de grupos al azar, las diversas modi­
ficaciones que son factibles para el análisis de datos experimen­
tales. Sin embargo, un tema que el autor recalca, tiene un funda­
mento netamente metodológico: la verificación de la manipulación.
Como su nombre indica, supone el control de los efectos que la ma
nipulación de la variable indipendiente (VI) provoca . Veamos el
modelo que este autor presenta (Figura 1.4.):
ti'
e"
Figura 1.4.: Path diagrama de un diseño simple de Bagozzi (1980)
En este modelo el autor plantea que �f es la verdadera VI cuyo
indicador sin er�or es )(" cuya manipulación afecta, por ejemplo,
al estado psicológico del sujeto ('1.,). Los indicadores Vf' e Y'l. cons­
tituyen una medida de hasta que punto la manipulación de la var i.a.i , .
independiente ha sido correcta e no. Finalmente?t es la variable de­
pendiente (VD) del sistema. La verificación de la manipulación supo­
ne, a nuestro entender, una aportación relevante en el campo expe­
rimental puesto que pertenece al'ámbito del control estadístico como
al puramente metodológico. Arnau (1982) realiza una síntesis de es­
tas consideraciones acerca de los diseños experimentales.
Corno deciamos anteriormente, una de las dificultades más impor­
tantes en este tema lo supone el estudio de las interacciones.
Viladrich (1985) propone el uso de variables independientes gener�
das a partir del producto de los efectos principales, es decir, si
X. e Xt son VI, la interacción se estudiaría añadiendo al modelo
una tercera variable X.,X,. Mardsen (1983) efectua un estudio acerca
de corno podrían modelizarse variables de bloqueo con lo cual la in­
teracción tiene un sentido distinto al que desempeña) por ejemplo,
en un diseño factorial de grupos al azar.
Sin embargo, Pénsamos que la solución para el estudio de las in­
teracciones debe buscarse en la innovación de los contrastes estru�
turales. Generalmente los parámetros son, como hemos dicho, fijados
4C,
o libres (también restringidos), presentando Rindskopf (1984)
una alternativa para conseguir nuevos contrastes mediante la u­
tilización de variables latentes que el autor denomina "phantom"
e imaginarias. Supongamos el siguiente modelo (Figura 1 .5.):
Figura 1 .5.: Path diagrama con una variable "phantom"
En este caso, 'h es una variable "phantom" en el sentido que m�� .
diatiza la relación entre�4 y �z pero de tal modc que los parámp.­
tros (3z1 y t3lt son iguales, denominándolos a ambos solamente por /3, .
7, puede desempeñar distintos papeles, entre ellos la interacción
entre variables, basta- con no s upone r que (3, se de entre 'h y 1f por un
un lado y entre 1, y 'l� por otro, para comprobar si la incorporación
de ?�es beneficiosa con respecto al procentaje de variación expli­
cada. Obsérvese el siguiente desarrollo de� modelo de la figura
1 • 5. :
1 z :: (3� fJ. 1
't, s: (J' 12
Csr)
pero puede efectuarse una substitución:
y}z : (31 n,
r¡3 : (3f {(31 1J: (3,� 1.1
La expresión de qJ final en (36) refleja un parámetro cuadrá
tico, lo cual amplia las posibilidades de deteminación de paráme­
tros, dentro del cual se podría incluir los efectos de las interac
ciones. Algunos ejemplos de estos efectos pueden verse en la figu­
ra 1.6.
1z': P�r¡1
'13" (341z lo k11:: (31((3j 1{)
i k?4 z:
::. v¡ 4 ((3/' +- 1<) (31)
Vl1." 13/1.1
'73:: ¡'Ji V¡Z': p:'l-f
�'1 :: - f'13 +- /(71 =




1'1 = (3J. 71
1:;" (3411.: p:r¡1
n. _- fl.11!.J (,1/ 1(71
=
:: (3� (f�1J � �4 [(3111) +- k1, =
:: {(3/' +ft + 1<) 11 (J1)
FIGURA 1.6.: Ejemplos de modelos con variables "phantom"
Desafortunadamente, lo reciente de la publicación no ha permi­
tido ver aplicadas las grandes posibilidades del trabajo de Rinds­
Kopf. Con respecto a la medición de las VD es interesante estudiar
el diseño presentado por Blalock (1985a) con respecto a la medida
de la VD en distintos momentos temporales, con un planteamiento que
sería semejante a los diseños de sujeto único.
Otro de los trabajos importantes en el campo experimental corre
a cargo de Costner (1971)� al incluir en los modelos una alternativa
para controlar tres aspectos distintos:
• Las expectativas del experimentador
· Efectos de sesgo
· Reactividad a la medición
Veamos únicamente, el planteamiento del primer punto propuesto
por Costner (Figura 1.7.)
a)
FIGURA 1.7.: Path Diagrama de un modelo simple para estudiar
el efecto de las expectativas del experimentador
(Costner,19� .
• Esta referencia puede encontrarse en Blalock (1985)
Si la VI afecta a la VD, cabe esperar que se establezca una re
lación del tipo:
Ahora bien, planteando los modelos de la figura 1.7. podemos
analizar el efecto del experimentador. En el primer caso (a) la
variable experimentador (X4 ) puede modificar algún componente
del sujeto o de la secuencia experimental (1f ) que tenga efectos
en la VD (?z) ya sea a nivel latente, como en este caso, como a ni
vel observable (Figura 1.7.b). Es decir, podemos encontrar efecto
principal en� pero este puede ser provocado, por ejemplo, pcr mani
pulaciones incontroladas del experimentador. Estudiando los modelos
de la figura 1.7. conoceremos si se dan o no estos efectcs. Plantea
mientos similares pueden efectuarse con respecto a los dos puntos
restantes que hemos mencionado, pudiend�(definir como alternativas
estadísticas al control experimental.
1.6.3. Aplicaciones de Carácter Estadístico
En este apartado señalaremos brevemente algunas de las modifi­
caciones de los modelos estructurales en base a recoger las cara�
terísticas de pruebas estadísticas alternativas. De forma rápida,
señalar y recomendar la publicación de Hellevik (1984) acerca de
la interpretación causal de tablas de asociación con variables
cualitativas. En especial se efectua un análisis de la interpre­
tación causal de estos planteamientos y en concreto de los mode­
los Log-Linear y Logit (Goodman, 1978, 1979).
Baltagi (1984) presenta un estudio acerca de las posibles conco­
mitancias entre los modelos de series temporales y los modelos
estructurales, a partir de la modificación del modelo de medida:
x :: r + !1x ; r cr ( l/o)
donde ¡U representa la media de la serie temporal diferenciada. Un
planteamiento similar puede verse en el mencionado trabajo de
Winship y Mare (1983).
Otra de las aplicaciones conocidas es la propuesta por Bagozzi,
Fornell y Larcker (1981) sobre la correlaci6n can6nica. En base
la expresi6n de Lord y Novick (1968) para el cálculo de la corre-
laci6n can6nica:
donde fxx' y ��' son medidas de fiabilidad de los indicadores de las
variables latentes U y � (puede verse una aplicaci6n de esta expr�
si6n en Werts y Linn, 1972), los autores plantean un modelo estruc
tural en que algunos parámetros suponen la propia correlaci6n
nica (Winne y Belfry, 1982).
"
e ano
Por último, Sorbcm (1978) presenta una alternativa al Análisis de
Covariancia (ACOVAR) que, de algún modo, se había planteado en al­
gunas investigaciones como poco ajustado (Werts y Linn, 1971, 1971a)
sobre todo por la dificultad de establecer relaciones lineales entre
la variante y la covariante. Siguiendo el esquema de Sorbom encon­
tramos un trabajo de Hodapp y Wermuth (1983) en el que a través de
la descomposici6n de modelos, establece una estructura �covariante
como alternativa al ACOVAR.
1.7. Consideraciones Acerca Las Posibilidades De Interpretaci6n De
Los Modelos Estructurales.
Trataremos en este punto de establecer algunos de los elementos
que definen a los modelos estructurales en base a sus posibilidades
interpretativas, relacionándolo con el papel que desempeñan'en fun­
ci6n del objetivo que el investigador persigue, Veiamos como auto­
res como Bentler y Bonet (1980) les asignan la facultad de "ccmpr.2_
bar técnicas" o en un sentido más concreto, La aceptaci6n de in ter­
pretaciones causales que Hellevik (1984) propone. Frente a esta p.2,
SI
sición proclive a las interpretaciones causales podemos ver au­
tores con planteamientos totalmente opuestos. Fornell y Larcker
(1984), al tratar sobre los objetivos del análisis de estructuras
de covariancias, establecen que se centra en el uso de relaciones
entre variables observables para efectuar inferencias a propósi­
to de las relaciones entre variables observables.
Podemos concretar, pues, la situación en dos planteamientos:
¿podemos establecer relaciones causales entre variables o estas
relaciones son únicamente estructurales?;
Obviamente, de poder establecerse que la variable X es causa de
la variable Y implicaria que ambas están relacionadas, pero la
situación contraria no es cierta, es decir, del hecho de que esten
relacionadas no puede inferirse que una sea la causa de la otra.
No es este el momento de discutir el concepto de causa ni la:
características que la definen. James, Mulaik y Brett (1982) ya
han tratado extensamente el tema, simplemente recoger tres puntos
básicos ya mencionados por Asher (1976) con respecto a las condi­
ciones de causalidad:
· Debe existir covariación entre X e Y
• Asimetría temporal u ordenación en el tiempo
· Eliminación de otros factores causales.
Con respecto al primer punto ya se ha indicado que si una varia­
ble es causa de otra, ambas están relacionadas, Bunge (1971)
Joreskog (1978) ya establece que las relaciones entre variables
estructurales pueden tener�un valo� heurístico, generando hipóte­
sis a confirmar mediante análisis multivariante.
Parece que esta limitación se dirija preferentemente a la fun­
ción exploratoria de los modelos, lo cual, obviamente, invalida
cualquier interpretación causal que pueda realizarse (Mulaik, 1986).
Por tanto la cuestión se concreta aún más: ¿A partir de una matriz
de correlaciones o covariancias puede establecerse relaciones cau­
sales? Piénsese que la matriz inicial S o R puede desprenderse
de datos de carácteT experimental o no experimental, es decir, da-
tos en los que se da manipulación activa de las variables o datos
en que no existe esa manipulación. Dykstra (1985) plantea la simila
ridad entre mecanismos causales en datos experimentales y no expe­
rimentales, aplicándose el mismo análisis básico en ambas lineas.
Ello es c�to , puesto que el proceso analítico será el mismo sea
cual sea el tipo de dato. El tratamiento al que se someterá a S o
a R será id�ntico (con la modificación que provoque el uso de va­
riables "dummy"). A pesar de ello no podemos aceptar como idénti­
cos los mecanismos causales. Ello supondría aceptar que la caus�
lidad se da en ambos casos con la única diferencia que cuando se
parte del estadístico para un análisis causal, se da una ma-
yor incertidumbre en la relación causal que cuando se aplican pr.u�
bas estadísticas mas "robustas" en esa linea (como por ejemplo el
AVAR) , Blalock (1964) mantiene que la manipulación experimental es
un modo de maximizar la correlación. Ello nos conduce a una situd
ciónen la que datos de cará�ter experimental por el mero hecho de
;
ser tratados mediante modelos estructurales (a partir de S o R)
no pOdrían ser interpretados con la misma certeza que si hubieran
sido analizados con AVAR, lo cual es lógicamente inverosimil.
Nunca un tratamiento estadístico puede ser un elemento que en un
determinado proceso modifique el nivel causal hallado (si es que
puede hablarse de causalidad en niveles). Por tanto, la caasali­
dad no vendrá dada por la técnica sino por el tipo de dato anali
zado y sobre todo, según el paradigma en el que se ha recogido.
En planteamientos no experimentales, se dice que la relación ca�
sal no tiene la misma certeza que en los experimentales, no sien­
do éstos últimos la situación perfecta. En efecto, según el ter­
cer punto de Asher (1976) implica una selección de variables lo�
cual en el procedimiento experimental no es siempre garantizable.
Sn embargo, el hecho de la selección poco definida o incorrecta
puede darse perfectamente en situaciones no experimentales.
Esa distinta certeza en la causalidad en función del paradig­
ma plantea un nueva situación que pOdría definirse como contradic
toria: ¿Cómo integrar probabilidad (niveles de causales) con deter
minismo - causalidad?
Para aceptar esta posibilidad (Eells, 1983, 1985) debería
asumirse que la causalidad no es un tipo de relación que se da
o no se da, sino que tiene diferentes niveles de certeza. Mulaik
(1986) propone la siguiente solución:
"
... las causas determinan probabilidades, que la causa­
lidad debe estudiarse como una relación funcional que
refleja los valores de las variables cuasales en el gr�
po de todas las posibles distribuciones de probabilidad
que pueden ser definidas en los valores de las variables
dependientes (que puede ser mUltivariado)".
El autor relaciona claramente causalidad y probabilidad a par­
tir de funciones de probabilidad. No creemos, de nuevo, que est�
dística y causalidad tengan una relación tan directa y estrecha.
La causalidad se da o no se da en función de la evidencia empíri
ca de la que se disponga a través de un paradigma experimental.
Caso contrario, el encontrar un parámetro significativo seré lo
mismo que hallar una relación causal. Evidentemente, el método
científico tiene otros planteamientos. En este sentido Hartman
(1983) expone que:
"
... si escogemos un grupo de fenómenos sociales sin
ningún antecedente de la presencia o ausencia de cau
sación en ellos, el cálculo de los coeficientes de �
correlación total o parcial, no supone un paso más ha
cia la evaluación de las causas".
Igualmente, De Leeuw (1985) propone la siguiente formulación:
"
... el uso de la terminología causa-efecto no puede
usarse ni defenderse, excepto en alquellos casos raros
(como la genética mendeliana) en la que la información.
acerca del mecanismo causal es obtenido a partir de
otras fuentes. Si toda la información que poseemos es
un grupo de correlaciones, entoncer podemos tratar de
describir esas correlaciones "parsimoniosamente" en
términos de modelos restrictivos. Pero eso es todo
lo que podemos hacer. En consecuencia, el metodo
LISREL no es un método de construcción de teorias".
En este sentido, el concepto causalidad en datos no experimen­
tales tiene un sentido "metafórico" y la propuesta de Bentler y
_Bonet (1980) con respecto a los modelos estructurales de "conf:br
mar teorias" puede ser revatida.
Evidentemente, a partir de lo antedicho, la ordenación causal
no puede inferirse de modo automático (per se) de la estimación
de parámetros, siendo más congruente realizar asociaciones empí­
ricas que interpretaciones cuasales (Fornell y Larcker, 1981).
La ordenación causal debe establecerse desde un punto de vista
teórico nunca empírico, como se obtiene a partir de la aproxima­
ción al tema de Simon-Blalock.
Muchas veces se confunde causalidad con predictibilidad en el
sentido de que esta última puede permitir determinar el valor de
la VD. Pero, evidentemente, para predecir no es necesario emplear
variables causales. Cuando nos referimos a an modelo estructural
como técnica de análisis causal, quizás olvidamos la diferencia
entre causalidad y predicción, y, lo que es más grave, ésta últi­
ma faceta no se ha estudiado con la smf�ciente profundidad ni ri
gor.
Desde un punto de vista matemático la simetria en las relaciones
son admisibles. Es decir, tienen sentido las siguientes expresiones:
X -:. (�- CA) / b
Este planteamiento, lógicamente, no tiene sentido en el terre
no teórico puesto que la ordenación temporal lo impide (como se
contempla en el punto segundo de Asher). A partir de �quí puede
plantearse que si en un sistema se da (42) la expresión (43) RU�
da darse en otro subsistema (Blalock, 1964) lo cual, si la orde­
nación temporal esta correctamente establecida, nos parece difí­
cil. Sin embargo, y en función de estas consideraciones, podemos
formular preguntas tan sugerentes como la de Hausman (1983): ¿se
dan relaciones causales entre variables dependientes? en un claro
propósi to de analizar aquellos modelos en los que (3:f:. 0, extendien
do sus consideraciones a los modelos no recursivos, los cuales
contradicen la ordenación temporal asimétrica. Este autor expone
la confusión que se da entre causalidad y ecuación matemática
(que ya hemos comentado), sus recelos ante los modelos no recu�
sivos, oto�gando a la manipulación activa el carácter de mejor
prueba de ordenación causal pero sin ser un proceso necesario.
.. Hausman, al
referirse a las posibilidades de interpretación causal de los mo
delos estructural, expone que:
"
... puede inferirse que X es causa de Y, no porque
la estructura del modelo estableza "per se" que el
planteamiento causal es correcto, si no porque si
hubiera sido rechazado lo sería por no relacionar
correctamente los hechos causales".
Olvida este autor que un modelo estructural no es un instrumen
to de validación causal directo, y que adeptar un modelo como aju�
tado no invalida al resto de posibilidades (Cliff, 1983). Dos mo­
delos estructurales, con diferentes planteamientos causales, pue­
den ser aceptados con lo cual seguimos sin disponer de garantias
de una correcta interpretación de los modelos en términos de cau­
salidad, eso sin analizar lo desajustado que puede resultar en al
gunos casos los índices ae1validación que se usan (Fornell, 1983).
TAmbién debemos mencionar que se dan igualmente, elementos y
óG
aspectos que deben tenerse presente en el momento de interpretar
los resultados obtenidos. Entre estos elementos hay que destacar
la conocida "falacia nominalista" en la que se incurre fácilmen­
te. Las variables latentes no emergen de las observables, tienen
que estar ya presentes en el contexto, provocando que eh el caso
de análisis confirmatorios BO se vean los factores confirmados si
no que simplemente verificamos que S o R se ajustan a un conjunto
de parámetr05.
En general, pues, pensamos que los modelos estructurales pue­
den interpretarse causalmente cuando el paradigma de recogica de
datos lo permita, es decir, cuando se da manipulación experimen­
tal. Los modelos estructurales no son por definición un paradig­
ma sino una técnica estadística, que plantea el uso de variables
latentes, lo cual es una aportación de máxima importancia.
Deben. hacerse, a nuestro entender, unas breves consideracion0�
acerca de la clarificación del modelo estructural estadístico co­
mo modelo matemático. Es cierto que el modelo estructural puede
considerarse matemático en tanto en cuanto usan las Matemáticas
en su formulación. Sin embargo, cuando hablamos de modelos mate­
máticos teoréticos esta asimilación no es tan aceptable . Recuér­
dese que los modelos matemáticos representan el comportamiento del
sujeto, mientras que los estructurales descomponen un dato. No es
lo mismo inferir características del sujeto que estudiar la varia
bilidad de una distribución. En este sentido se han presentado mo­
delos "quasimatemáticos" en algunas áreas de la Psicología (por e­
jemplo �n la teoria de Hull según Hillgard y Bcwer), para definir
a los modelos que sólo cumplen tareas representacionales, puesto
que no son validas para predecir. El modelo matemático reune las dos
implicaciones: representan y predecir, mientras que el estructural
. sólo sirve para predecir.
Durante este capítulo no hemos hecho referencia a las fases de
identificación, estimación y verificación citadas en la tabla 1.3.,
puesto que en los siguientes capítulos, y dada su relevancia, serán
tratadas con un especial émfasis.
s:¡-
CAPITULO 2: LA FASE DE IDENTIFICACION EN EL SISTEMA DE ECUACIONES
ESTRUCTURALES.
Cuando se aplican las técnicas estadísticas en los diversos
campos científicos uno de los puntos que frecuentemeúte no se men
ciona es todo lo relacionado con el cumplimiento de las condiciones
de aplicación de la prueba en cuestión. Difícilmente veremos en la
práctica la utilización del AVAR con la mención previa de la con­
dición de homocedasticidad o de ncrmalidad de las distribuciones,
u otras similares. El caso que nos ocupa, los modelos estructura­
les no es una excepción. En la mayoría de publicaciones no se ha­
ce referencia a las características de las ccndiciones de aplica­
ción, excepto la concretización de los grados de libertad, por es
tar relacionados en el ajuste del modelo.
La identificación de las ecuaciones estructurales supone, por
consiguiente, la fase previa de mayor relevancia técnica, ya que
permite la utilización garantizada del instrumento estadístico.
Obviamente, el hecho de que las estructuras de covariancia permi­
tan la inclusión de variables latentes implica que la identifica­
cién de los modelos sea más compleja y que surgan más problemas
(Blalock, 1986b). Ello se justifica en base a que la inclusión de
latentes nos exija, lógicamente, más número de parámetros a esti­
mar, con lo que ello supone, como veremos, de pérdida en los gra-
dos de libertad.
Come primer punto a tratar vamos a comentar en que consiste la
fase de identificación. Joreskog (1978) trata de modo sencillo es
ta cuestión. En cada modelo se deben estimar una serie de paráme­
tros según el tipo de modelo que se analice. En general, vamos a
designar por e el ccnjunto de parámetros a estimar sean cuales
sean. Así pues, el espacio muestrall e 1 genera un matriz � (se­
gún veíamos en el capítulo anterior, expresiones (16) y (22».
Cuando dos espacios muestrales diferentes ei:., blj general la mis-
'"
ma matriz ¿ , se dice que el modelo es no identificado, puesto que
las estimaciones no tienen una única solución. En consecuencia,
podemos resumir diciendo que el modelo es identificado cuando
se dan 8z, 8¿' si y sólo si:
( tJ-4)
A pesar de que el modelo no sea identificado, ello no pupone
que todos sus parámetros no sean estimables. Si los elementos de
S los denominamos ó:í debe cumplirse que:
(1-5)
Si tenenmos en c�enta que las ecuaciones a partir de las cuales
efectuamos la estUaación de los parámetros provienen de la descom
posición de los elementos de las matrices S o R, podemos plantear
un sistema de tant2s ecuaciones como elementos de S o R podamos
descomponer (Ver expresión (34) o recordar las leyes del path an�
lysis). Siendo "p" el número de variables, podemos, en general,
obtener el siguiente número de ecuaciones:
nº de ecuaciones _ 1_- 2 p (p+ 1 ) (46)
Si denominamos como "t" al número de parámetros a estimar, para que
el sistema de ecuaciones sea resoluble debe haber menos o igual nú
mero de inc6gnitas que de ecuaciones simples. En consecuencia, el
modelo será identificado cuando:
t � � P (p+1) (47)
Cmando (47) no se cumple se acostumbran a hacer restricciones con
respecto a G , siendc la más común fijar a O algunos parámetros,
con lo que t disminuye. Joreskog (1978) plantea el siguiente pro­
cedimiento de identificación:




· Efectuar la estimación con z como si fuera S o R
Comprobar: si e¿::::! e¿ Modelo identificado
. flstimar e:
si Modelo no identificado.
En función de les expuesto, podemos encontrarnos con tres si-
tuaciones típicas por lo que se refiere a la identificación:
Si t = .1 P (p+1 ) Modelo exactamente identificado (g.l.=O)2
Si t < 1 P (p+1 ) Modelo sobreidentificado (g.l. -:'? 1 )2"
Si t > 1 P (p+1 ) Modelo no identificado (g.1.'::;-1)2"
Abordaremos el problema de la identificación y la presentación
de les métodos de analizarla en función de los diferentes modelos
que podemos establecer (Ver tabla 1.2.).
Señalar por mltimo que, generalmente, se prefieren los modelos
exactamente identificados a los sobreidentificados, puesto que é�
tos últimos suponen, en algunos casos, la modificación del proce­
so de estimación (Goldberger, 1973a).
6.1. Modelos de Medida.
Para tratar este apartado, no deberemos olvidar que nos basamos
en el Análisis Factorial por lo que de modo previo a cualquier plag
teamiento de la identificación, habrá de estudiarse las característica�
de la matriz inicial, en general R. Se trata, obviamente, del aná­
lisis de esfericidad para establecer que R # 1, pues en caso con­
trario, no uendría sentido establecer la reducción de las variables
observables en latentes; deberían haber tantas latentes como obser
vables.
Una de las pruebas que a este respecto son más conocidas es lac
X� de esfericidad de Bartlett (1950), aunque esta no es la única
posibilidad. Bentler (1977) presenta un índice de simplicidad fac­
torial con un rango entre O y 1 que es útil para este objetivo.
Steiger (1980) formaliza un estadístico alternativo de esfericidad
que se ha mostrado más sensible que el de Bartlett (Wilson y Marlin,
(1 983)
y que responde a la siguiente expresión:
(48)
donde p = nQ de variables observables.
Analizado este aspecto y establecidc que R � 1 deberemos abor­
dar la identificación del modelo, teniendo presente que el número
de variables latentes ha de ser menor que el de observables, y que
en caso de que sólo haya una variable latente la matriz de cargas
se reduce a un vector columna con p elementos. En función de la ex
presión (44) si el número de latentes (k) es mayor que 1 (k >1) el
modelo no será identificado si hay un infinito número de formas
de A que originen la misma predicción
"
para :2 •
Veamos un pequeño ejemplo de ello (Everitt, 1984):
A partir de la expresión (3): )( :::./\x � +-d
y según el modelo general (22) z.: 1\ x e} I\)(',,¡, 9cf
para exógenas (�
u.z)
Vamos a efectuar una serie de transformaciones,
La matriz.$ por la matriz distinta 1'1}
1\ AxN'La matriz x por la matriz distinta /1
donde � es una matriz ortogonal de kxk elementos
En consecuencia la expresión !lAS de la ecuación (3) se reformu-
laria: (4CJ)
De este modo hemos ir.staurado unos nuevos factores (H§) a partir
de las mismas variables observables, es decir, dos estructuras fac­
toriales distintas: � y (f1S ) .
A partir de (49) se establece el nuevo modelo según:
(SD)
Si el modelo es no identificado implicaría que, por ejemplo, el
modelo representado por (50) se ajustaría a la expresión (3) y (22).
Es decir, dos estructuras diferentes nos llevarían a la misma con­




• E (X>+ E \ [11),11')(Mt) + <Cl [r!lx H� ( If� -t- Ó)J} =
� E [rlix M '11511; I1I1'JY + (lIx f1'HJ óy, (AS< 1111'1" ó)' [JJ)J
= (11)f H) { H � H � (¡1 � M) f t3J z:
= (!lx �11/ /1' 1111 n) + Be! -
(Sz)
La expresión (52) se obtiene teniendo en cuenta las expresio­
nes (5) y (5bis). Como se observa (51) y (3) son equivalentes, así
como (52) y su correspondiente en (22). De este modo la nueva es­
tructura factorial (ItxH') con las latentes (M!) sería no identifi
cable, es decir, tanto las matrices !1x, � y rp como las matrices
(l\xM'), (H,S) Y (M rjJ 11') satisfarían el modelo general, a partir
de la misma matriz S o R.
Este planteamiento (del que puede verse un ejemplo análogo en
Visauta, 1986) supone las bases del procedimiento de la rotación,
puesto que la matriz de cargas no rotadas se transforma en la ma­
triz rotada, satisfaciendo ambas el modelo general.
En los modeles confirmatorios se tiene una estructura teórica
a priori que determina los parámetros libres de Ax y de �, con
lo que no existiran problemas de identificación, puesto que sólo
habrá una única solución para esos parámetros libres. Si el núme­
ro de parámetros a estimar en �xy en � los denominamos respectiv�
mente por �Xy P? , entonces podemos establecer una condición nece
saria y no suficiente para la solución única de la estimación:
Cuando no hay una estructura previa factorial, la identificación
pasa por considerar a f ortogonal ( � = I) efectuando una extrac­
ción factorial por el método del factor principal.
Si t = 1 la expresión (22) se reformula:
E" (XX') = ;1)( 0;1.; 4- Bó = !l x 111; + ecl r: ;1. )(/íY;
+ ()el ( J3)
Vemos que (53) se ajusta al principio fundamental de Thurstone
sobre Análisis Factorial Exploratorio.
Resumiendo, podemos hacer el siguiente esquema del proceso de
identificación de los modelos de medida:
Condición necesaria y no suficiente
t 4 � p (p+1) (4r)
siendo p el nQ de variables observables y K el número de fac­
tores, podemos descomponer t del siguiente modo:
1 ) Cuando � = 1 entonces: I1x tendrá pxk parámetros
8ó tendrá p parámetros
� tendrá �k (k-1 ) parámetros (di�. =1 I
De este modo podemos expresar t de la siguiente manera:
(5"1/)
En consecuencia los grados de libertad (gl.) seguirán la
[ss)
2) Cuando � 1: 1 entonces: I\x tendrá p x k parámetros
8ttendrá � p (p+1) parámetros
� tendrá � k (k+1) parámetros
De este �odo podemos expresar t según:
Así, los grados de libertad se expresarán:
�[( ) { P+ l' ( l-r+ I )1= J?(?+()- ?xi< + r=z»: K---¿/
Condición suficiente y no necesaria:
1) � es una matriz simétrica y definida postivamente con la
diagonal igual a 1 .
2) 8ó debe ser una matriz diagonal (8J)
3) �x tiene como mínimo K-1 parámetros fijados a O en cada
columna.
A< �
4) /Ix tiene rango K-1, donde !lx (K= 1, 2, 3, ... )es la sub-
matriz de J1x que consta de las filas de !Ix que tienen fij.§;
dos a O los elementos en la columna K.
Condición necesaria y suficiente:
Cada parámetro debe tener una única estimación (solución).
2.2. Modelos Recursivos.
Como veiamos en el capítulo anterior este tipo de modelos no con
templan la relación recíproca entre variables endógenas, siendo de
uso frecuente en Ciencias Sociales (Land, 1973). Se caracterizan
por n ecuaciones lineales con su correspondiente término de pertur
bación y por p variables observables y k no observables. En estos
modelos la existencia de variables endógenas y exógenas relaciona
das entre si, y �o�aque las endógenas también lo estan entre si,
las matrices (3 y 1 deben ser estimadas, así como la matriz Ip •
Estas matrices adoptan la siguiente forma:
� es triangular puesto que no se admiten relaciones recí­
procas, es decir:
si se da (3"z1 no puede darse (dt�
- lp es diagonal lo que implica que E{!h�.')=o
r es una matriz de parámetros entre exógenas y exógenas.
Berry (1984) considera poco ajustados estos modelos a la rea
lidad por esas relaciones unidireccicnales que contemplan. Debe
señalarse que aún así, son los modelos con menos problemas de i­
r
dentificicación1puesto que siempre lo son. Las ecuaciones que se
plantean tienen un sentido ordenado, jerarquizado, expresados
del siguiente modo:
�
Y¡ :: f ( ex0'1-€nas)
Yl.: f (VI, .exdc;enCLJ)
VJ :: ¡ (Y, I Vz I fXO'jeY1C<.J)
(5"3)
En la figura 2.1. puede verse un ejemplo sencillo de modelo
no cursivo.
FIGURA 2.1.: Paht diagrama de un modelo recursivo supuesto.
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El sistema de ecuaciones lineales que se derivan del modelo
de la figura 2.1. serían las siguientes:
't, : tll �1 + '/,¿ t, -r �
1J. = (3.1-1 71 + (!z f Y1
1.3 -" ¡fd31 �1 + !�J2 r¿ +- (3.t + " 34 i �
(fq)
De este modo las ecuaciones estructurales en forma matricial se-
rian:
V{f '6" '142. O O
t. J,
Y7l O O Ó
(321 i:
J'¿ -l Y, (�o)YJ; o V)z. + o • -t= O • O O
�3 r31 rn
I '/34 1'4 �O '13 O O '033
X1 �1I O O O �1 a,
i...(. )21 o o Ozo
X3 o )JZ o o f< J3 (61)X.. o �4Z +- eL,- o o •-
i.r O o AJ"3 O t df
x, O o )b3 o J,





E<.,y?, 111 O O Cb2)
íl�2 .¡-� :- o O €...3
�I( O �\¿ O
l�:Y.r IO e )J3'-IG I Ec;;() D ):63
De este modo, las ocho matrices a estimar � (3 1-1serlan, , - , se-
,
(60) , /)x , ( 61 ) !1�
,
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o 8,<-El.
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q = i, cP32 1
q'H c/>'1l �\(3 1
G"+
Las expresiones (63), (64) y (65) se establecen a partir de las
siguientes condiciones:
E ts. I YJ -) z: O
1= ( j!i I Xj.) z: O
G( Yc:/ >j) -:; o







Como se observa, el "orden" en que las ecuaciones se establecen
impiden las relaciones recíprocas.
Al igual que en los modelos de medida, esquematizaremos brev0-
mente las condiciones de aplicación.
Condición necesaria y no suficiente.
1) Cuando el modelo no incorpora variables latentes.




lo cual:y n exogenas, con
la matriz lY tendrá K parámetros
la matriz r tendrá n x k parámetros
la matriz (3 tendrá 1. K ( K-1 ) parámetros2
En consecuencia el valor t como máximo será:
t = � K (K-1) + K + K.n =
= � K (K + 2n + 1) (68)
Por otro lado el número de ecuaciórrsa utilizar
en la estimación vendrá determinada como siem­
pre por � p (p+1) que, a p�rtir de p = n + k
puede expresarse como:
68
� p (p+ 1 )
2 2
= (p +p)/2= (n-ik ) + (n+k)/2 =
= n(n+1) + k(k+1+2n)/2 =
= � n í n-e t ) + k(k+2n+1) (69)
Si se comparan las expresiones (68) y (69) facilmente
se puede comprobar que siempre (68) < (69), es decir:
� k Ck-r zn-r t ) < � nj n-i t ) + k(k+2n+1) (70)
El término n(n+1) de la derecha de la expresión
ocasiona que estos modelos sean siempre identifi­
cables.
2) Cuando el modelo incorpora variables latentes
sean los siguientes parámetros: p variables ob­
servables, X exógenas e y endógenas; K endóge­
nas latentes y r exógenas, de este modo,
La matriz ljJ tendrá K parámetros
La matriz r tendrá r"K parámetros
La matriz (3 tendrá
1 k( K-1 )2"
La matriz � tendrá 1 r (r-1 )2"
Por lo tanto el valor t puede expresarse
t K + rk + 1 K(k-1 ) + � r (r-1 ) == 2"
k2_k 2= k + rk + + r -r =
=(2k + rk + k2 k 2 r) /2- + r - =
=(k-r + rk + k2 + r2) /2 =
= � [k (r + k + 1 ) + r (p ... 1·D (71 )
Por otro lado � p(p+1) puede expresarse según p = x+y
�p(p+1) = p2+p)/2 = Üx+y)2 + (x-i-y )J /2 =
2 2
= (x +y + 2xy + x +y) /2 =
= L� (x-i t ) + y(y+1) +2XY] /2 =
= xy + � [X(X+1) + y(y+1 � (72)





y queda patente el hecho de ser modelos siempre justifi­
cables.
Condición suficiente y no necesaria
1 ) !3 es triangular
2) cP es simétrica con diag = 1
3) 8cr es diagonal (variancia de los errores de mec.ida exógenos)
4) GlE es diagonal (variancia de los errores de medida endógenos:
5) lj) es diagnoal (variancia de los términos de perturbación)
- Condición necesaria y suficiente
La solución de la estimación de cada parámetro ha de ser única.
'lO
2.3. Modelos no Recursivos.
En este punto centraremos buena parte de nuestra atención
puesto que se tratan los modelos con más dificultades de iden­
tificación, en la medida que integran relaciones recíprocas en­
tre variables endógenas. En consecuencia un modelo no recursivo
completo tendría la siguiente expresión ecuacional con variables
latentes:
Veamos donde radica la dificultad de identificación de los mode­
los no recursivos. En la figura 2.2. plantearnos un sencillo eje�
plo:
�l1
FIGURA 2.2.: Path diagrama de un modelo no recursivo
sffincillo.
Este modelo, que Beray (1984) denomina de reciprocidad completa,
posee las siguientes ecuaciones y matrices:
\I� = (3/2. �z. t- �




A partir de (75), (76), y (77) se infiere que:
E ( Yt' ) XJ') = D 't/L 'fJ (En el ccvJl) r" ku¡;�ra. (?J(dc¡eYl04)
E ( f( ):: E (Ye) = E (�);: O
tE. /Y¿, �,,) * O
La expresión (80) es fundamental puesto que supone aceptar
que los términos de perturbación pueden estar correlacionados. El
modelo de la figura 2.2. determina la estimación de un número de
parámetros superior a las ecuaciones que se pueden plantear a pa�
tir de S. En efecto, pueden plantearse tres ecuaciones (como p=2
entonces � p(p+1) = � 2(3) = 3) debiendose estimar más de tres
parámetros según (76) y (77). En consecuencia el modelo es no i­
dentificado. Ber�y (1984) muestra dos aproximaciones para el aná­
lisis de la identificación de modelos no recursivos.
2.3.1. Aproximación Mediante Formas Reducidas.
Satorra y Stronkhorst (1984) plantean la misma estrategia con
ligeras variahles. Se basa en el análisis de identificación de mee
delos a partir de identificar una forma reducida del modelo, lo
cual, supone una reducción de parámetros con el subsiguiente au­
mento de grados de libertad. Veamos un caso de no identificación
(Figura 2.3.)
X,
FIGURA 2.3.: Path diagrama de un modelo rto �ivo
no identificado.
Las ecuaciones estructurales del modelo son:
L/� = (312 '11. .¡. 'tJ X, i- Y,
Y2. :: (3.J. f 1/4 t- Yz., X�
+ 'fu Xl.. -f �z
Sustituyendo la expresi6n de � en � y viceversa:
�1:: (3,z- ((321 YI -1- 'hf x, -f" 0::2 Xl. + �) -f '¡{,X.¡ -1- y., (f¿)
L/z. :: {t31.1 ( (3'1- 'Iz -t r: X, -t- !/,) r fz f j" -+ tzl x. f � (J'3)
Deshaciendo paréntesis
Y, :: ¡'3'2 (J1.1 � + (3ll � I XI
-1- 01z tz Xz f- PIlo � + XI/¡ + y; (ss)
Vz.:: (dJ 1 (3,1. Y.z. + (3Zf 0'" XI
+ r.z1 � .¡. ti X J- (;1. x. + � (!J)
Extraemos términos iguales a la izquierda
Y4 - (312 /]2 f Y4 ::= (3IZ �, X.¡. ¡3IZ tz.Jz
-1 (3,¿ � lo í.l X, r!J1 ( J'(;)
l!]. - (321 ;3,2 %. :: (J21 t�h ., ;321 y; ..; tI �
.¡ Yzz Xz + � (n)
términcs a la derecha
V, - (J/� (121 ,/f: ((3/� t;{ + 'b) x', ..; ((3/Z 'hz X¿ )
+ ( (d12 r¿_ + �)
Y2. - (311 (J12 �: ((321 t, f {u)X1 � ('Iu Iz)
1 ((3u � +�)
Agrupando
Expresando (88) y (89) en funci6n de las ex6genas
V, >U(3" i. ,1,,) X, , ((J" i, Iz), {(3" '4 +Y,J]/I-/3"(3,,
11 :[[(3 V + ,/') X. -1 (Iu Xz )
-t ( (321 � + Yz)J ) )- /3IZ?f'12 1/()11 du 4 /
13
· ( refClrC!fl71<:: .� z.cl.C"ic)� )
Aplicando un cambio de variables/para reducir parámetros (Land,
1973; Berry, 1984):
!1�/::- ((3/1. í1 + '(o) ) I - /3u ;321 (tu)
11,� :: [ (J,� iz) ) 1- ¡3le /221 ( c;z)
J1:¡'1 .: ( !3Z1 tI + i,) / 1 - fu (J/� ("I3)
1¿z, ::- �;l ) 1 - (321 ;311. (qv)
l) = [ (3/� y¡ + yJ) 1- l/j,� (J21 ( 1.r)
V .: ( (3<1 � + ;Iz) / / - (321 /J(� (16)
En función de esta transformación,el modelo de la figura 2.3.
quedaría, en su forma reducida:
( c¡:¡)
Observemos como 11" , l'Ju.. ,f7z1 , l/u son estimables, pues el modelo
reducid9 es perfectamente identificadc. Una vez obtenidas las es­
timaciones de ; los parámetros 17ti ' deberiamos, a partir de ellos,
calcular la estimación de los parámetros estructurales del modelo
no reducido. En efecto, se pueden dar, por ejemplo, estas iguald�
des.
(3,2. ::- n.: / n.; (r:¡Cf)
i" = n2.. - ( n: /11../ /l1u) ( lOO)
Comprobemos la expresión (99)
B,z -= n; I(/lZ s: [ ( (3,Z iz / j - (3/z (31..1) / (íz / 1- (3/2 (JZI)J =
:: [{ (311.. 'lzz) ( f - ;312 ¡3Z1) / iz {I-f3IZ ;321)J ..-
::' (3'2 iz / hz = (3,2 (04)
'tl/
La solución para obtener �/t es única, por tanto es un parámetro
identificado. Repitamos la operación para (100)
tI/ s: /71/ - {lfl.¿ J1¿ ( / J1.1.<'-) -==
:: ["'� � j2rz fz1 / 1- /�/¿¡J¿1) -1((3rz'hL) 1-!3/ZpZ1) (fu +(l.f't� /1-(3/�¿Ji/
/ ( r: / I - ¡3ll /]21)J -z
• (1. ,puf" )f-¡J,,�,J -\ [_¡3,,(fu JNJ.,!�,)(l�'A,t, j¡-¡Jtz¡1Jj
/ ( fzz ) {- r/1 (21) -:
-vi /)/ J-
z: {'(;¡ + (3,,- fu /.{- /31¿ Id,) -(dI;;L( Jl1 T¡'l.1i; / 1- ¡J12/JU
-
,/ \ / l (
v /) /] /1 /1 - ¡51.??ZI) z:
-:: [( t1 ¡ ¡JI¿ O,¿,,) {- (312 (Jzt_j
- j]rdl.l -I/.J1Z¡ 2 f JI / ')
( I (.{ 12 ../) / j - (3IJ /Z I =s: J 1/ - / �/ s I ... :¿ 1 011 / b
Así pues í también sería identificable, y con ello estaría igual­
mente identificada la ecuación de � en la expresión (81). Quedaría
por establecer el cálculo para /]lf , �f Y h2. .
Para hacer más claro el desarrollo, la expresión (99) la hemos ob­
tenido:
I'f,l:: /)12'1zZ. /1-f3/2(J2./
n; : iz. ).{ - I3I¿P¿ I
11,1. ::- /3,2. (fa /1-16;¿!32)
lJ2L = Ó;.z JJ - ;3/2 iJ2/
(/03
s ubs ti tuyendo 1zz en f!,2 según (103)




El cálculo de ¡3}.1 ,0;1 y Yz1 nos permi te comprobar como las soluciones
mo son únicas, es decir, distintas exoresiones pueden determinar
esos parámetros, dando cada una, evidentemente distintos valores.
Por ejemplo en el caso de (321' obtenemos:
) lJlZ. = /'j'l. Yz2. /-1 - »; j]1.I
l !JZL : fu. //- ¡J,z PZI
1 '7/1.
- !J,Z ¡J'2 /31.1 z: (JI¿ fz¿
!Ju - ¡Sil (31.1 n; : Iz¿
I q" /]"(3,, � 17,_"
- n; 1"
(1l..L_ (31¿ (321:- n.; fz z.
lOS-
(31./ : 11'2
- ;3/2 Yz¿ / r¡1¿ ¡3t¿
z: 12) - �¿ / n: /�/l.
{ID;'}
( ¡DI')
En (107) y (108) obtenemos dos expresiones análogas para el cálculo
de 021 • Sin embargo si planteamos en lugar de las ecuaciones (92)
y (94) las expresiones (91) y (93) obtenemos ecuaciones diferentes
para el cálculo de (J21 • En efecto:
'7" = �I +- !?JI:/... fz¡ / 1- n..1321
12.1 .: fz1 r (32/ 1,3 / 1- !3/¿ (3.1.1
Desarrollando solamente la ecuación (91):
11" =- (/" j31¿ (321 z: :tu
-1- /'3/2 h,
f/" PI¿ /3l' z: J1"
- (f, -1- /3/¿ d;')
(Ji' -= !7J1 - (111 -1 ;3//./;'1)/ n., /!'jIZ -::
V' I 1
= {r¡/J )rl.41 (311.) / I tu 7- (312 01.( jrJll/]12)
=
t: A /13}¿ - [(;{¡, + /<3n ¡;1)/ '1,11 J =
-1/(31<- - [ 1111 (1- (3n/J;.,)/ /lAI]
::
-IJ (312..





Las expresiones (107) y (110) no permiten obtener el mismo valor
para �11 con lo que el parámetro no es identificado, y por tanto
el modelo tampoco.
Hemos visto como a pesar de identificar el modelo reducido no he·¡
mos podido hacerlo en su forma general. Del mismo modo,señalar que
aún cuando el modelo sea no identificado, ello no implica que alguna
de las ecuaciones lo sea. En nuestro caso la ecuación Y1 era identi-
ficada, no así la de Y2. •
Cuando los modelos son sobreidentificados, nos encontramos que
obtenemos más ecuaciones que parámetros, con lo cual debemos esp�
rar que distintas expresiones nos den el mismo valor del parámetro
a estimar.
Vista la aproximación de la forma reducida en mmdelos no identi
ficados, planteamos el desarrollo de un modelo sobreidentificado.
(Figura 2.4.)
'1i
Las ecuaciones correspondientes son las siguientes:
V, -= /3L1 ljI. � 'Iu 11 -/- 0'/2 fz + �








FIGURA 2.4.: Path diagrama de un modelo sobreidentificado
(Berry, 1984)
Vamos a repetir el proceso anterior. En consecuencia substi t ui.r-e...
valores:
\/� =: ¡l?>l1 (!3/l YA -i-: tu t
-+ Yz) + 111 1" + �Z t -1 1,
�I¿ :: (dl¿ (f3¿1 Y2. -+ íJ/� -1 0;2 Xz
+ YI) + �3 i + �
( 1/3)
( l/v)
Reel aborando esas expresiones:
I
Y1 = ['tll � + �lt + (3'1 tu � · {:A +(3" �)J/ 1-(3'l ¡311
v ra v .r +- (3
-r X + 1;3 X3 + (Yz + (5z1 :t )J JI - ('3,2 (3Z1




Aplicando un cambio de variable con el siguiente criterio:
n", :: 1,3/4 - (3,z ;'31.1
'1'2-: t; / 1- �/.l. !3-Z1
�/3 :: (J I:/, ís-/ ,¡ - ¡; /¿ (3,l,1
'1l1 :: �J.1 t. / I - (3/z (3J.1
(fI+)
( /Ii)
( 11 '7) .
( J¿O)
( f¿ 1)
12.3 :o 1:5 ) 1- !�/2 (321
U : � � ¡?)JZ� /1- ru. ¡!J21




obteniendo el siguiente modelo reducido
'1� :: ni, XI -1- !7/¿){z r 11/3..G
.¡- U
V.z. :: /1¿f /4 +- i7L1. A'i -f lb �
T V
(/25)
Para no repetir todo el proceso anterior, solo presentaremos la
estimación del parámetro p21, que puede obtenerse del siguiente
modo:
)
n u. :: 'In / ./ - ¡J" j3¿1
1u. _- (32/ J;z /1-;3/2. (32/
( 10)
( la)
A partir de (127) y �128) se
(3:¡f :- ;321 '/¡L / s:
z: !la / !7,¿
I
También se cumple para �J1 que:
;321 : fi/:<. s; / t1 ::
: h.Z1 /"1,({
Así pues, para el parámetro �21 , la forma de cálculo puede ser la
(/JO)
expresión (129) y (130), y para que el cálculo sea único deberá
cumplirse que:
En efecto se comprueba que:
'1v. / /¡IZ = )721 //1.11
(13" 1,';1-�" (3.)j('¿ /1 - (l"f3,,) o ((3" i,jl- ;>4,,)//y,,J1-(3" ;3") {/3<}
{3.(.f ,",,2/"<- -:. 1'.211'/1 I t,
2.3.2. Aproximación De La Combinación Lineal.
Se trata de obtener combinaciones lineales a partir de las ecu�
cior.es del modelo inicial. Caso de que no se puedan establecer so­
lución para la es timación de la e c uac i ón .comb i n ad a , se demues tra
que la solución de la estimación es única y por tanto las ecuacio­
nes del modelo están identificadas.
Veamos como se aplicaria esta aproximación en el modelo no iden­
tificado de la figura 2.3.
Las ecuaciones son las siguientes (81):
/4 = /'3/2 Y2 + tI! 1,.,.... YI
\./2. = ft 2 f Y1 -1- Ou X,
.jo tz¿h + Yz
) Y1 z: ) (3,1. V¿ + ") )�I XI -f ;) Yt







Multiplicamos cada ecuación por las constantes) y� respectivamente�
Igualamos a O ambas expresiones:
/);3Il tj¿ .¡. J "/,,)1 +)Yt - )Yt s: O
j)rZlY1 +/" 'h,J1 -1/ h2.� / � / � z: O
Sumando (135) y (136):
)(3,Z � + )�/h + AY,




Expresando la ecuación según Y.z. obtenemos:
Despejando el valor en (139):
Y, ' - ()'j'3" - ) /)p" 7') X - (?,(" ,)d"/A/1" 7-)X, - V 'la/Jit":)y. - ()Y, 'J' r¡,/AI'0(filO)
Aplicamos la siguiente modificación de variable:
(3:, = - (j< (3�f - J / )/1,� /)
í; = - ()í,-f/ '/11 / -r- ¡)
e : - (j< Y:¿ /A/J,), -/)




De tal modo que (140) se expresa:
yz: (32� 'iA + i: h + t;L* �
� J¿
*
(145) cumple las siguientes condiciones:
(/Vb)
Es evidente la similitud entre (145) y la ecuación de Yz. en (�'
con la diferencia que los parámetros de (145J son una combinación
lineal de los de (81) con lo cual la estimación para (81) no es unl
ca, lo cual muestra que se trata de un modelo no identificado. Berry
(1984) denomina como "nontrivial" aquellas combinaciones lineales
que no incluyen ninguna constante iªual a O como las aqui utili­
zadas.
2.3.3. Condiciones Para La Identificación
A partir de las dos aproximaciones a la identificación que se
han presentado pueden plantearse dos procedimientos derivados de
ellos y más simples para el análisis de la identificación. Son las
denominadas condición de orden y de rango.
2.3.3.1. Condición de Orden
Condición necesaria y no suficiente, se puede establecer a
partir de la aproximación de la forma reducida. Cada una de las










ke = , de variables , incluidas lanumero exogenas no en
. ,
está analizando.ecuaClon que se
,
de variables endógenas incluidas la/Y1I¿ = numero en
-:- �ro ck IIcw:ab�s enctdcyl7Clj YJ(} t't1c1uJdo:/ U.( k �U�
�yt) Ivk& ¡;.1./2 ¿c.u.aUbYI-RS
La condic�n a satisfacer se puede expresar del siguiente modo:
(fIl7)
Añadiendo �e a cada miembro puede obtenerse una forma alterna­
tivade(147):
ke + /rn e � /rY7 t -1 (llI?)
A partir de (149) se puede considerar que una ecuación está iden
tificada cuando el número de exógenas y endógenas no incluidas en
ella es igualo mayor al total de ecuaciones menos una.
En el modelo de la figura 2.3. y cuyas ecuaciones responden a
la expresión (81) podemos aplicar la condición de orden, compro­
bando su no identificación. En efecto, la ecuación para �es:
eN)
de donde:
Aplicando la expresión (149):
1 + O � 2 -1
de donde, 1= 1 : se cumple la condición de orden para la ecua­
ción Y1..
Veamos que ocurre con la segunda ecuación para �




Aplicando de nuevo (149):
O + O � 2 -1
O':: 1 No cumple la condición de rango para iz.
En virtud de ello, el modelo es no identificado. A este respe�
to recuérdese que al tratar la aproximación de la forma reducida
ya veíamos como la ecuación de � era no identifida al no obtener
soluciones Únicas para sus parámetros.
2.3.3.2 Condición de Rango.
Basada en la aproximación mediante la combinación lineal sigue
sus mismos planteamientos, con lo cual la condición de rango su­
pondrá la extensión de la combinación lineal. Utilizando la nota­
ción anterior:
Cuando J.(e = fYJ'l,. - 1 se trata de una ecuación exactamente
identificada.
J,(e -1- (tY1i - 1 se trata de una ecuación sobr-e iden
ficada.
33
Veamos como se analiza la no identificación en el modelo de la
figura 2.3.:
Y(=f(¿� +iJ/x, .f.Yr
VI. -- fü '11
-1 'h./ XI .J- �z 1.; + �
{!J
Re ordenando la expresión (81):
O = -y� ¡.. (dl-<. Y.¿. r 'I/I):Í 1- y/
O = - yz 1- (3,1( Yt .¡.. �,Yt + !t2�
1- Ji
Podemos reflejar las ecuaciones ( 1 50) en forma matricial
Y4 Vz Xi Xl
V� (-1 (J,l.
t. ;,J (Js1)V1.. (31.1 -1 iZ1
Vamos a reemplazar los eJ..ementos de ( 1 51 ) que no sean igual a O
por un 7t- para facilitar la notación:
(I.a)
*
A partir de (152) operaremos de igual modo que si tratara de efe�
tuar una combinación lineal, analizandose cada ecuación por sepa­
rado a partir de (152) la cual se denomina: "Matri deIs sistema".
Los distintos pasos a seguir se esquematizan del siguiente modo:
1) Analizar la condición de orden en cada ecuación. Casa de
que no se cumpla no uiene sentido estudiar la de rango.
2) En la matriz del sistema trazamos una linea horizontal que
tache la ecuación analizada y hacemos lo mismo en las colum
nas que presentan un asterisco.
3) Los elementos de la matriz del sistema que no esten tachados
configuran lo que se denomina (Berry, 1984): "matriz colapsada"
81/
La matriz colapsada puede ser analizada (y por tanto la ecua­
ción) cuando se trata de una matriz "simple", definiéndose ésta
cuando en una columna se encuentra el primer asterísco de alguna
fila (de iz��ierda a derecha)tno hay ningún asperisco en la mis­
ma cclumna. Cuando la matriz colapsada no es simple, se dice que
está "desajustada".
�eamos como sería el proceso con la matriz del sistema (152):
Para la ecuación 1n�v�
1
La matriz colapsada correspodiente, en este caso, �dría ex­
presada por un único asterisco (no queda tachada) con lo cual,
obviamente, es una matriz simple.
Con respecto a la segunda ecuación (recuérdese que no cumple
la condición de orden):
1 1 1 1J ( IJ"V)
La matriz colapsada no existiría, con lo cual ni siquiera te­
nemos oportunidad de comprobar si es simple o desajustada, lo que
supone su no identificación.
Comprobemos que sucedería con respecto al modelo de la figura 2.4.
que presentará el siguiente proceso de análisis:
1� = fbz.I yz. + tI! X.¡ + a:¿X2
-f Yt ( 111)
- Condición de orden:




--. 1 + o = 2 - 1; se cumple
Para (11 2) : Ke. = 2
Jm1e : O2 - 2 + O > 2 - 1tml: Se cumple
- Condición de rango
Obtención de la matriz del sistema
O = - Y-f + j5¿1 yz. +- t 11 )(.( -+ /I¿ Xz + lit




tI 1 1 \ :J ( /.5'8)
La matriz colapsada se compone sólo de un asterísco, con lo
cual es, lógicamente, simple
Para (112)
11 1 o cu»)o
La matriz cOlapsada vendría por el siguiente vector fila
(160) que es igualmente simple.
Pasa analizar con más detalle un modelo más complejo, veamos
como se aplicaría la condición de rango en el siguiente modelo:
Y" ;; (311.. Yt. + t" X" + �2 �
+ �
v¿ = ;921 Y, + fz) X3 + Yz
� s: (31/ � -+ (3JV v, +- /3/ X.., + tz %¿ + �





La matriz del sistema correspondiente
�
serla:
1f 7f O o *" !(. O
{r- If- O O O O ?(
(IGS)
* O * * '* 'If- O
1f * ;(- O O ifO




1 "* 7\'- t
O




Como se observa (167) no es una matriz simple, sino desa-
justada, puesto que se comprueba que:
- el primer * de la fila 1 está en la columna 3
i
hall(.��!-
dose en la misma columna otro �
- El primer 7f de la fila 2 está en la columna 1, hallándose
en la misma columna otro *
- El primer ;Y' de la fila 3 está en la columna 1, hallán­
dose en la misma columna otro *






En este Gaso (168) se comprobaria la identificación de la ecu�
ción en cuestión, puesto que se debería cumplir que si se defi-
ne:
R = número de filas con asteriscos
si
R = (/Y)f::-.{ entonces se trata de una ecuación
identificada




Para �81) primera ecuación �1=2-1









Cuando, en algunos casos, queremos manipular o restringir le'
rámetros de un determinado sistema de ecuaciones, lo que en el
fondo se.efectua son cambios en la matriz cOlapsada para conver-
. ." .
tlrla en slmple. Una gUla para estas alteraClones se encuentra
esquematizada en la tabla 2.1. donde se presenta el algoritmo de
resolución.
Puede optarse igualmente por efectuar un análisis acerca de las
ecuaciones identificad�para comprobar si se trata de ecuaciones
sobreidentificadas o exactamente identificadas:
( 81 )
. , 1 �e = 1 f;Para primera ecuaClon 1 1 1-1 --. Sobreidentificada('(YI� =
( 111 ) ) �e = 1 1 f; 1-1--'SobreidentificadaPara 1rrt/¿=
( 1 61 ) \
�e = 1























TABLA 2.1.: Algoritmo para
.




el análisis de la condi­
(Berry, 1984)
,._-------- ---
�ja dos filas de la
I ����i� Colapsada que
sean 19uales y conten­
gan un solo
Deje igual una de ellas
y ponga "O" en tedos los





da que sean idénti­
cas y que con ten-
SI
gan un solo
Considere como CP a la
siguiente columna.
Efectuar los siguientes pasos para todas
las filas excepto FP:
1) Si la fila tiene 1 cero en CP dejela
igual.
2) Si la fila tiene un en CP, cambielo
por O. En la misma fila, substituya un
en cada columna que tenga un en FP.
















CAPITULO 3: LA FASE DE ESTIMACION DE PARAMETROS EN LOS SISTEMAS
DE ECUACIONES ESTRUCTURALES.
Quizás sea esta una de las fases en la utílización de las
ecuaciones estructurales con una mayor complejidad en s� desa­
rrolle, dada la extensa derivación matemática que lleva implí­
cita. Desde nuestro particular punto de vista, como psiCÓlogos,
no creemos que nuestra tarea se debe centrar en estos temas con
un estíritu matemático. Sin dejar de lado este aspecto, será mu
cho más provechoso>enfocarlo en función del interés que la psi­
cOlogía, como otras Ciencias Sociales, tiene en efectuar, a pa�
tir de los datos obtenidos, estimaciones consistentes y no ses­
gadas.
En consecuencia, en este capítulo trataremos de analizar las
técnicas de estimación más usuales en las ecuaciones estructura
les, describiendo algunos de ellas, presentando sus ventajas e ig
convinientes, así como sus peculiaridades y por último, plantear
una técnica alternativa poco conocida en el campo psicológico.
Debe señalarse, que este capítulo, al igual que el anterior en al
gunos aspectos, tiene un claro sentido demostrativo en tanto en
cuanto, se pretende mostrar más que aportar.
La fase de Estimación en las ecuaciones estructura
les, puede definirse de .. modo muy simple: sea una población con p
medidas (/) y matriz de variancias - covariancias 2:: f (&) sieg
do e desconocido, debiéndose pues, estimar en función de una
muestra N con p vectores independientes (x) (J5reskog, 1978). La
estimación se realiza a partir de:
S = ( ��. ) Matriz de covariancias pxp con N-1 grados
de libertad.
Matriz de correlaciones y el conjunto de des
viaciones típicas, Sf) S.z., SJ, __ "', Sp J c)oY'de
s ¿a"
= s Pt.j' /N-1




Y(d" :: Jtd" / SI "Si
Como se observa (169) responde a la Estadística más básica que P2
demos encontrar en cualquier manual. La utilización de S o p
penderá de si detectan problemas en el escalamiento de laj
bIes, puesto que puede ser aconsejable disponer de variables es-
/
tandarizadas (Recuerd�eque S depende de la unidad de medida, no
así R). Así pues, estimamos las variancias - cavariancias pobl�
cionales a partir de un cierto conjunto de parámetros! 8., I G¿ I "_ ••
" '" 8é, _.Ide tal modo que
y a nivel matricial
Óti � Oei (e)
i -: ¿ [9)
{ ("1-0)
( t "f.()
Se asume que Óti [e) es contínua y que también lo son sus Eleri vadas
de primer orden. Por otro lado 2 está definida positivamente p�
ra cada valor de e del espacio de los parámetros. Las distribu­
ciones de las variables se describen perfectamente por sus momen
tos de primer y segundo orden. De este modo las correlaciones PQ
blacionales se definen por:
( tt¿)
De este modo (171) se puede expresar:
2. = Drr P (e) DO',
donG.e, �atriz diagonal de las desviaciones típicas de la
población Of, �/"")Óp de las variables observables.
p(� : Matriz de correlaciones.
La estimación de los parámetros e se efectua a partir de la fun
ción de discrepancia entre S y � , con lo cual se pretende en de-
finitiva que s.:::::.¿_(e). Land (1973) esquematiza las caracterís­
ticas de e .
Definición 5.1.: e es un vector de parámetros a estimar:
1) e es no sesgado si y solo si E.( e) -= e
....
2) e es MVUE (Minimum variance unbiased estima-
'"
tor) si y solo e es no sesgado y
E[(e-e)(e-B)]-E[(e-e)(e- 8)'J es definida posi-
tivamente, siendo e y ª Estimaciones de 8
3) § es MVUE de B si y solo si § es un estimador
lineal, no sesgado, y es el se mínima varian­
cia entre la clase de estimadores lineales in
sesgados.
Tanto E(8) Y Var (8) dependen del tamaño de muestra N. Sin embar
go también se dan las propiedades para cuando N tienee a �, es de
cir, con distribuciones asistóticas:
Definición 5.2.:
,..
1) ges un estimador insesgado asintótico si y
solo si ..eirn_ E (eN) z: {)
/1/ ..... 00"
2) Ges un estimador insesgado asintótico si y so
lo si para cada E>O
-&rn_ prob. t \ éN
- el> E} -= oN_oo
'"
3) e es un estimador eficiente asintótico de e
si y solo si es consistente. y se cumple que:
(1/N) � \"�[r6. - e)(e.
- Bl} (1/N) �\�EÚe.- e)(e.
- el']}
"V "
sea no negativo, siendo eN y eN estimadores
de e.
"
4) e es un estimador asintótico normal si y solo
si ,...;fl.(éN - fJ) se distribuye normalmente con
media O y matriz de variancia - covariancia �ge
cuando N tiende a !lO •
"
5) e es el mejor estimador asistóttico normal
(BAN: Best Asjmptotically Normal) si y solo
si es consistente, normal y eficiente.
Estimar e es la finalidad de las funciones de discrepar.cia, de
las que hay distintas modalidades en función de las característi­
cas de las variables, muestra, etc. Sin embargo, todas ellas pre­
sentan una serie de propiedades comunes. Denomin¿remos F(s,�(e�
a la función de discrepancia, si se �umple que (Everitt, 1984):
1 ) F(S, «e)) ¿ o
p(s,2.(e)) � o si y solo si





A este respecto, Browne (1982) muestra como la identificación de G
supone que todas las estimaciones son consistentes sea cual sea
la función utilizada. Sin embargo, ello no implica que se obten­
gan estimaciones con. poca variancia.
En consecuencia, nuestro interés se centra preferentemente en
el análisis de las diversas funciones de discrepancia que son más
frecuentes. De entre ellas cabe destacar las siguientes:
· Mínimos Cuadrados Ordinarios (01S)
· Minimos Cuadrados en Dos Etapas (TS1S)
· Mínimos Cuadrados Indirectos (I1S)
· Mínimos Cuadrados Directos (D1S)
· Mínimos Cuadrados Parciales (P1S)
, Mínimos Cuadrados Ponderados (W1S)
· Mínimos Cuadrados No Ponderados (ULS)
· Mínimos Cuadrados Generalizados ( G1S)
· Mínimos Cuadrados en Tres Etapas (3S1S)
· Máxima Verosimilitud (M1)
Estas son algunas de las funciones frecuentes en las publica­
ciones sobre el tema, pero no son, obviamente, las únicas posibi
lidades.tEn la bibliograf!a pueden encontrarse diversas técnicas
de estimación como:
SURE (Seemingley unrelated regression estimation o multi­
variate nonlinear regression). (Bulcock y Lee, 1985)
QEP (Quantile Estimation Procedure) (Gorr y Hsa, 1985)
MELO (Minimum Exprected Loss) (Zellner, 1978)
FABIN (Factor Analysis by Instrumental Variables) (Hagglund,
1 982) .
NIPALS (Nonlinear iteractive partial least squares)(Prece­
dente del PLS)
NILES (Nonlinear iterative least squares) (Precedente
del PLS)
RR (Ridge Regression)
NR (Normalization Ridge Regression)
2SNR (Two-stage Normalization Ridge Regression)
2SRR (Two-stage Ridge Regression)
Ciertamente, esta última relación podría ser más extensa, aun
que basta este pequeño grupo para mostrar que las técnicas de es­
timación son uno de los objetivos preferente en las publicaciones
especializadas.No trataremos en este capítulo ninguna técnica es­
pecífica de estimación relacionada ccn una problemática concreta.
Es decir, por ejemplo SURE solo se aplica a un cierto tipo de fug
ciones no lineales o QEP se utiliza en seraes temporales no pará­
métricas. Con ello se comprueba que tienen un ámbito limitado, sieg
do nuestro interés centrarnos en técnicas más generales, OLS, TSLS,
ULS, GLS, y ML. A pesar de ello incluiremos un desarrollo minucioso
de las estimaciones de la "familia" de "Ridge Regression" (RR) por
su escasa divulgación enPsicología, a pesar de ser una técnica
perfectamente útil y, como veremos, recomendable.
3.1. Algoritmos De Resolución.
Las funciones de discrepancia se resuelven, en general, mediag
te alogaritmos de resolución computerizados, obtenéndose una sol�
ción única al final del proceso y siempre que el modelo o ecuación
sea identificado, o lo que en terminología de Bamber y Van Santen
(1985) se denominarían modelos QT (Quantitative Testability) , es
decir, aquellos modelos con suficientes ecuaciones para una correc
ta estimación.
Uno de los aspectos que ha ocasionado un gran interés por los
t®cnicas de estimación (más allá de OLS) debe buscarse en la po­
sibilidad de utilizar paquetes informáticos para su cálculo. Mu­
chas de las funciones de discrepancia se basan en cálculos iter�
tivos, no algebraicos, por lo que su cálculo sin ordenadores es
prácticamente imposible. Uno de los exponentes de este punto es la
estimación ML puesto que en los últimos años (piénsese que su al­
goritmo de resolución computerizado es relativamente reciente) ha
sido objeto de multitud de trabajos.
Los algoritmos de resolución son de muy complejo desarroll� y
diríamos que desconocidos para muchos "usuarios". El empleo de
terminales y de paquetes informáticos provoca que el proceso de
estimación sea una etapa no abordable, parecida a la "caja negra"
de las posturas skinnerianas: "interviene pero no puede estudiar
lo".
Obviamente no es objetivo de la investigación psicológica el
preocuparse de la técnica de estimación (aunque hay brillantes
excepciones como Bentler), pero, sin embargo creemos interesante
mostrar brevemente algunos de los algoritmos, �rativos y alge­
braicos, más comunes. Lee y Jennrich (1979) mencionan los siguieg
tes:
· Algoritmo de NEWTON - RAPHSON
JI e H-{l4 = - 'f
(/71)
donde g = g( e) vector gradiente para O (e )
siendo 0(8) cualquier función de discrepancia
H = H (e) matriz Hessian para O (e )
Al final de cada paso e es substiuido por e +!J.6
Generalmente se usa solamente la derivada de
primer orden.
· Algoritmo de FISHER - SCORING
�f) = -(E(H)rfrg- (t"1-S)
Parecido al anterior con la salvedad de que H es
substituida por E(H). Se usa generalmente en es ti
mación ML.
· Algoritmo de FLETCHER - POWELL
Minimiza o( en O( e +O(Ag) de tal modo que ((=lb)
4e = C(A� A')
!lA = (1/!1rYA3-){j (346') - (1/ !J�,A[Jif) (A!1tf/Jif'
donde lJ'j = if- (e +/J eJ -c¡ (e)
Al final de cada paso e se s ubs ti tuye por e +fj e
yApor A i.:1A •
· Algoritmo de FLETCHER - REEVES
Minimiza o: en O( e + O( P) de tal modo que





· Algoritmo de GAUSS - NEWTON
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Lee y Jennrich (1979) muestran, utilizando estimaciones ML y
GLS, que las soluciones interativas (174, 176, 177) dan solucio­
nes más consistentes que las algebraicas. El cálculo iterativo
se basa en minimizar las diferencias entre S yz ,dándose, como
solución final aquellos parámetros que cumplen S - Z. = min, es de­
cir,no se detiene el proceso iterativo hasta llegar a la "conver
gencia", lo cual, en ocasiones, puedE suponer un largo número de
iteraciones. Como se ve, ello justifica sobradamente el uso de or
denadores en la operativa de la estimación.
3.2. Análisis de Estimaciones No Usuales.
La clásica diferenciación entre técnicas de estimación parcial
(utilizan parte de la información disponible) y técnicas "full i.!:!_
formation" (usan toda la información) (solo 3SLS y ML son técnicas
fUll) ha provocado que los estudiosos del tema hayan analizado con
extensión las ventajas e inconvenientes de ambas vertie�tes, sobre
todo en relación�lgunas de las estimaciones menos usuales. Obvia
mente, para nuestros intereses, es conveniente centrarnos en aqu�
llos casos en los que se estudia la repercusión de la estimación
en las ecuaciones estructurales; puesto que su "totalidad" de r�
presentación está más ligada con técnicas "full". De ahí que sea
interesante comprobar las discrepancias entre unas y otras. Podría
decirse (Viladrich, 1985) que las técnicas parciales estiman ecua
ción a ecuación, mientras que en el caso "full" se realiza la es-
timación de todas las ecuaciones conjuntamente. Por consiguiente,
no es interesante, a nuestro modo de ver, estudios de este tipo
acerca de la regresión lineal uniecuacional, en todo caso, debe
remos referirnos a modelos multiecuacionales.
Es interesante comprobar como PLS resulta menos consistente
que la estimación ML a través del trabajo de Dijkstra (1983) a
pesar de ser ambos metodos iterativos y que PLS exigue menos con
diciones ¿e aplicación que ML (Fornell y Bookstein, 1982).
La estimación WLS (se aplica en aquellos casos en los que in
terviene la variable tiempo) fue obtenida por Bustler y Lee (1978)
mediante el algoritmo de Gauss-Newton en modelos de medida a tra
vés del tiempo. Los resultados obtenidos mostraron que la solu­
ción WLS era aproximadamente igual que �L. Utilizando la misma
estimación WLS, Keijnen, Cremers y Van Selle (1983) estudiaron su
aplicabilidad a modelos multiecuacionales basados en diseños ex­
perimentales en los que no se cumplía la condición de homocedas­
ticidad. Se obtuvo una solución WLS parecida a la que resultaba
de la utilización OLS. En consecuencia, la solución WLS parece
consistente con las más comunes, siendo menos restrictiva que ML
pero no que OLS, por lo que parece preferible esta última posibi
lidad.
Estimaciones más inusuales han sido también comparadas con so­
luciones frecuentes. Park (1982) realizó una estimación de coefi­
cientes estructurales con la solución MELO (Zellner, 1978), com­
parándola con la obtenida con TSLS, hallándo que esta última era
la mejor, en tanto en cuanto, deba estimaciones más consistentes.
Se ha estudiado e�ivErsas ocasiones las repercusiones de las ca
racterísticas de las variables en la técnica de estimación. Des­
de el clásico trabajo de Schuessler (1973) sobre las variables de
razón (u= x/z; v = y/z) en el "path analysis·que señala algunas
modificaciones en las leyes de descomposición, se han desarrolla­
do soluciones específicas relacionadas con técnicas específicas
en función de las variables usadas. Así, Mulaik y McDonalcl (1978)
presentan una modificación de la solución MELa, así como un es-
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tudio acerca de las repercusiones de la adición de variables en mo
delos de medida de un solo factor. Lee (1980) presenta una función
alternativa (penalty function) aplicable a las estimaciones clási­
cas del análisis de estructuras de covariancia, válida en aquellos
casos en los que se han definido parámetros restringidos. Utilizan
do la estimación OLS en el caso de los modelos recursivos, Schone­
mann (1984) plantea una solución algebraica única para estimar
los parámetros de este tipo de modelos. Como veíamos en el capít�
lo anterior, los modelos recursivos son siempre identificables, con
lo cual siempre hay seguridad en obtener soluciones únicas.
Por otro lado, también se han efectuado estudios relacionados
con estimaciones en las que se contempla la distribución arbitra­
ria de las variables muestrales. A tal.efecto, Bentler (1983) pr�
senta la solución basada en momentos mayores de primer y segundo
orden aplicada a modelos estructurales. En concreto, sería útil
en la estimación de funciones polinómicas, toda vez que permiti­
ría establecer modelos estructurales exponenciales con variables
del tipo g1 , .t iI, Y que, a la vez, contemplara aspectos como E(r);;:
:!�k�dmomentos de orden superior al segundo en la matriz �
Estas son solo algunas de las posibles situaciones que pueden
encontrarse. Hemos obviado en este apartado cualquier referencia
a la comparación entre las estimaciones que hemos considerado rele
vantes, puesto que se hará medición de sus características y po­
sibilidades de modo específico.
A continuación, pues, desarrollaremos con algún detalle las so­
luciones OLS, TSLS, GLS, ULS, ML, RR, NR, 2SRR Y 25NR. Lógicamente,
en algunas de ellas plantearemos, de forma breve, algunos aspectos
poco conocidos, mientras queen �tros casos ello sería redundante
y por tanto poco recomendado.
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estimación 1LS en estos modelos, basada en la estimación OLS de la
forma reducida del modele, para, posteriormente estimar los para­
metros estructurales origienales . En este sentido compru�bese el
modo de obtener formas reducidas en el apartado 2.3.1. del prese�
te trabajo,puesto que ese es precisamente el desarrollo de la so
lución 1LS. Sin embargo, esta solución da estimaciones sesgadas,
.1\ '"
aunque consistentes, puesto que la relación entre (3("i y fTc.J no
siempre es lineal, por lo que se aconseja empl�arlo con una tama
ño de muestra grande.
Sin embargo, la solución 1LS no es la más frecuente de la es­
timación de modelos no recursivos, que como comentamos antes son
los que presentan mayores dificultades. En estos casos, la solu­
ción TSLS es más utilizada que la 1LS.
3.4. Estimación TSLS.
Los estudios comparativos eBtre técnicas de estimación han mos­
trado que la solución TSLS es más consistente que la OLS (a su vez
3SLS lo es más que TSLS) originando estimaciones "robustas" en tos
dos los casos en los que se ha aplicado (BUlcock y Lee, 1985).
Su utilidad se pone de manifiesto en algunos estudios en los
que TSLS dió soluciones aproximadamente iguales a la�estimación ML
(Schmitt, y Bedeian, 1982).
La solución TSLS mfrece soluci6nes únicas cuando las ecuaciones
están exactamente identificadas, siendo en ese caso TSLS igual
que 1LS, y como deci,amos, parecida a ML. Podríamos decir, en con­
secuencia, que cuando las ecuaciones de un modelo, aunque sea no
recursivo, son todas ellas exactamente identificadas, TSLS goza
de las mismas garant{as que cualquier técnica "full". Supongamos




No se pretende aquí desarrollar la técnica de estimación OLS
que minimiza la expresión k(�-i)�puesto que está perfectamente
planteada en multitud de publicaciones. (Para un análisis exhaus
tivo de la estimación OLS puede consultarse entre otros Tatsuaka,
1971; Cohen y Cohen, 1975; Cook y Campbell, 1979; Wonnacott y
Wonnaco� 1979; Pedhazur, 1982; Dwyer, 1983; Domenech y Riba,
1985; Sarria, 1985).
Desde luego, la solución OLS está íntimamente ligada a la re­
gresión lineal, es decir, al modelo de regresión.
y= XB +� ( 11'1)
siendo su uuilización tan masiva, tanto a nivel técnico como apli
cado, que sería imposible recoger con exactitud las aportaciones
q�e a través de la regresión uniecuacional se han efectuado en Psi
cOlogía. Mas, si que será interesante dirigirse, aunque mínimame�
te, al análisis de la aplicación de la solución OLS a través de
la regresión, tanto en el campo de las modificaciones técnicas co
mo en el terreno de la estimación.
Entre las primeras debe destacarse la alternativa OLS que pre­
sentan Young, De Leenw y Takane (1976) para una estimación con v�
riables cuantitativas como cualitativas, así como un análisis de
la regresión canónica con escalas de intervalo, nominales y ordi­
nales. Del mismo modo que veíamos como se intenta establecer es­
timaciones consistentes a partir de momentos mayores que los de
segundo orden, Greene (1983) plantea la misma estrategia en OLS:
En una vertiente más aplicada de la técnica de estimación OLS
pueden citarse trabajos como el de Winne (1983) que usa el mode-
lo de regresión Lineal y la estimación que nos ocupa, liªadas a
las distorsiones que pueden detectarse en la validez de constructo.
Algina y Seaman (1984) derivan, a partir de OLS, un modo simple
para el cálculo de los coeficientes de Correlación Semiparcial en
modelos de regresión múltiple, mediante el uso de la expresión de
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la media cuadrática del error. Raju y Normand (1985) obtienen m�
diante los coeficientes de regresi6n parcial un sistema unifica­
do para la selecci6n de items y para el estudio de su sesgo.
Henik y Tzelgov (1985) utilizan la regresi6n múltiple para el con
trol de variables eKtrañas, del mismo modo que Davidson y McKinnon
(1986) lo hacen en el campo de la psicoeconomía.
En esta pequeña muestra de aportaciones ya se deja ver con cl�
ridad la gran importancia de la,soluci6n OL8, y en concreto de la
regresi6n Lineal. No debemos tampoco olvidar que la regresi6n li­
neal se ha visto complementada con enfoques no estrictamente basa
dos en OL8, como sería el caso de la regresi6n bayesiana, de la que
podemos consultar una excelente aplicaci6n en Zellner y Moulton
(1985), así como todos los trabajos relacionados con regresi6n
no Lineal mendiante OL8 que a continuaci6n detallaremos.
3.3.1. Estimaci6n OL8 en Regresi6n No Lineal.
Como deciamos, la soluci6n OL8 no s610 tiene sentido en expr�
siones lineales como (179) sino que el mismo planteamientc lineal
de estimaci6n puede hacerse extensivo, en algunos casos, a las re
gresiones no liniales, del tipo por ejemplo de:
8.z)( (¡lO)
�=(31e +E
obsérvese que tanto (179) como (180) siguen el mismo modelo gene­
ral:
1fr = f (X, (3) + E UN)
por tanto el carácter lineal o no vendrá determinado por t(��)
no debiendo/en caso de establecerse en (180) una estimaci6n OLS,
asumir los mismos supuestos y condiciones que en el planteamiento
Lineal.
Podemos de (179) plantear la expresi6n del BLUE (Best Linear
Unbiased Estimator) correspondiente
JO.¿
Si aplicamos la solución OLS a (180) podremos establecer la ex
presión_correspondiente al parámetro no lineal. Si denominamos
F(OLS) a la función de discrepancia mínimo cuadrática que debemos
minimizar
(1'13)
en el caso de (179) obtendríamos:




siguiendo con el mismo planteamiento para (180), podEmos expresar:
01 t3 .x)
z
t= (o/,s):: f;; {V
- (3 (e.
o¡
Igualando a O la derivada de primer orden de la expresión (185)
Qon respecto a � obtendríamos la ecuación correspondiente a la es
timación OLS de (3, y (31. � (1 80). Sin embargo, es te plan teamien to de
la solución OLS en regresiones no lineales no siempre es tan sim-
ple como en el ejemplo propuesto. Golfeld y Quandt (1976) recomie�
dan efectuar esta aproximación sólo en el caso de que la medida de
nolinealidad Q"Beale' lo permita. En consecuencia, al estudiar re­
laciones no lineales tendemos a intentar afectuar la estimación de
parámetros en base a la solución OLS lineal. Procedimiento similar
al que aquí se ha descrito fue aplicado por Kenny y Judd (1984)
al estudiar efectos interactivos entre variables latentes, median
te soluciones OLS iterativas.
3.3.1. La Estimación OLS en las Ecuaciones Estructurales.
En general la solución OLS se adapta tanto a los modelos de me�
dida como a los modelos recursivos, aunque en el primer caso es
más consistente una estimación ML. En los modeles recursivos se da
la circunstancia de que sus supuestos teóricos coinciden plenamente
con los que la solución OLS exige. Por tanto, en este tipo de mode
los la estimación OLS es no sesgada y en general se cumple la con­
dición de estimador insesgado[E(é)= e], debiendo recordar, sin em
bargo, su dependencia de la unidad de medida.
Sin embargo, esta aplicabilidad no es factible en el caso de los
JOJ
modelos no recursivos, puesto que sus supuestos teóricos
lo impiden, originando estimadores inconsistentes y sesgados
(Berry, 1984). Debe recordarse que en estos modelos t: ( �. Jf¡) 4-, O
es decir, puede darse correlación entre términos de perturbación,
lo cual nulnera los supuestos de 01S, Veamos cual es la repercu­
taón de este aspecto:
Sea la expresión general ( /11)
Estableci�ndose los siguientes supuestos
E{V) z: EeX) z: E(E) = O
t=. (X, E) -=1=- O
E ( éL1 �.) -:p O
(Recuérdese que E en rotación 1isrel se representa por ..}!)
'"
1a estimación 01S de (3 se expresa
¡3 z: E (XI y) / E (X�
del siguiente modo:
(In)
A partir de (179) y multiplicando por X ambos miembros:
Extrayendo esperanzas:
E(XV) = t= (f3XZ. + XE) -
= r=( (3Xz) + E{XE) ::.
== ¡3 E{Xz) + E(X; t:) C l?j)
"
De (189) se obtiene que
;3 = [E (XIy) - E (I, f)] / e (x1
Reordenando (190) obtenemos:
� s: E{x',y)/ ¡;(X'-) - E (x/¿) / E{X';)
Si comparamos las expresiones (187) y (190) comprobaremos como
1\
en es ta última expresión la es timación de (3 es tá sesgada, pues to
que hay un último término que en la solución 01S no se presenta.
Por tanto debe descartar&e totalmente la solución 01S en modelos
no recursivos.
Para solventar este aspecto, pOdría ser conveniente aplicar una
AOI/
Como se observa, podemos resumir la solución TSLS en los pasos
siguientes:
1) Establecer la forma reducida de la ecuación a estimar o
usar la fórmula de substitución por una variable instru­
mental (Técnica esta última usada en LISREL y recomenda
ble en modelos no recursivos.).
2) Efectuar estimación OLS de la nueva ecuación para después
obtener los parámetros ori�inales.
Namboodiri, Carter y Blalock (1985) muestran, mediante la té�
nica de M6nte Carla, que con tamaño de muestra grande la solú�
ción TSLS en modelos no recursivos es menos sesgado y con er�ores
típicos mas bajos que OLS (ya se ha comentado lo ineficaz de OLS
en estos casos). A pesar de lo dilatado del proceso, TSLS es una
solución muy consistentes (Dykstra, 1985).
Ohtani y Toyoda (1985) señalan el gran sesgo que TSLS presenta
cuando el tamaño de muestra es pequeño, a pesar de la modificación
del procedimiento de estimación que presenta para esta situación
Theil (1973). Esta es, pues, una prevención que debe tenerse en
cuenta para su uso. Sin embargo James y Singh (1978) señalan el
respecto da' esta solución que:
· Util para la estimación de "causación" recíproca.
· Elimina el sesgo creado por el error de medida aleatorio.
· Estima los efectos recíprocos entre endógenos a lo largo
del tiempo.
En relación con el segundo punto Ullah, Sri�asta, Magee y .
Srivasta (1983) presentan una modificación de esta solución para mo
delos con errores de medida correlacionados. Porúltimo, señalar
que TSLS seha mostrado eficaz en la estimación de parámetros a
partir de muestras que presentaban heterocedasticidad (Ohtani
y Toyoda, 1980).
/0"1
asumiéndose que E (VI I�) =1=- O
La solución TSLS podría aplicarse en dos modalidades:
1) Hallar la forma reducida de (191) y estimar los nuevos par�
metros hV mediante OLS, lo cuan supondría en definitiva la
solución 1LS.
A
2) Construyendo una variable instrumental (V,,) que substituya
a y, � Una variable instrumental es aquella que no tiene
efecto directo sobre la variable endógena, no presenta cQ
rrelación con el término de error y est� correlacionada con
el regresor.
Supongamos que la forma reducida de una ecuación sea la si
guiente expresión:
Y -)1 v _,_ )1/2 Xz. + J7/3 � + U4 - jlÁ� 7
"
En consecuencia podría obtenerse Vi a partir de (192):
( /9:?)
(193) gozaría de las sig�ientes propieaades: (Berry, 1984)
1\
� se obtiene por combinación lineal de las varia-
bles exógenas del modelo.
"
. Se cumple que E (�'I X) = O ya que
nación "lineal" de !(¡Jz,X3
"
YI es una combi
Substituyendo (193) en (191) obtendremos la expresión:
1f-
...
.¡;.. ( )V1.. = ;32.1 � .¡.. ;;,3 X.3 -t � "qy
Como se cumplen los supuestos b�sicos de la solución (OLS)
... ,/:It
en (194) se aplica la técnica para la estimación de {3J.1 y �La
para despues obtener los par�metros de (191).
/D0
3.5. Estimación G.L.S.
Planteados por Aitken (1934) fue desarrollado en el Análisis
Factorial exploratorio por Joreskog y Goldberger (1972), lo cual
demuestra la importancia de los ordenadores, puesto que�tardó
bastante tiempo en su usoLnormalizado. Su función de ajuste si­
gue la expresión:
Evidentemente la función se minimiza, en tanto en cuanto S�:€.
Su generalizac ión se basa en los criterios mínimms cuadráticos,
utilizando las variancias y covariancias asintóticas estimadas
a partir de los elementos de S, bajo la condición de multinorma
lidad de las distribuciones. A ello debe unirse la exigencia d�
que la matriz inicial S o Resten positivamente definidas.
Con muestras suficientemente grandes (n> 400) GSL presenta
unas estimaciones consistentes (BLUE) aqunque algunos autores
cifran las exigencias de tamaño muestral en valores más pequeños
(Vis auta, 1986: n > 1 00). Como decíamos, s us principales ven ta­
jas son lo insesgado de sus estimaciones, a la vez que la varian
cia de la distribución muestral de los estimadores es la más pe­
queña posible, siendo la distribución muestral normal.
Su aplicación no es excesivamente frecuente, a pesar de que pu�
de analizarse s urap
í
Lc ac i.ón en modelos factoriales específicos
(Bentler y McClain, 1976; Bentler y Lee, 1979; Lee y Fong, 1983).
Entre las modificaciones que se han planteado en la solución
GLS deben citarse las ..debidas a su aa l i c ac i.ón a diferentes pobl�
ciones realizada por Lee y Tsui (1982), así como el estudio de la
repercusión que en GLS tienen los "missings" en la matriz inicial
de datos efectuado por Lee (1986). Por último señalar que la so­
lución GLS mediante el algoritmo de Newton-Raphssn se ha utilizado
en la estimación de parámetros de la regresión no lineal (Lee y
Jennrich, 1984) implementado en el subpaquete PAR del BMDP. Al
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igual que la solución ML dispone de índices de ajuste basados
en la distribución XZ, a la vez que resuelven el problema de
la dependencia de la unidad de medida puesto que la estimación
se efectua con la metrica S-f de las desviaciones típicas.
Su índice de ajuste está desarrollado de forma paralela al
que puede obtenerse en la solución ML por lo que será tratado
con posterioridad.
3.6. Estimación U.L.S.
Es esta una técnica de estimación, qae en general, podríamos
definir como poco restrictiva, en tanto en cuanto sus exigencias
son mínimas. La función a minimizar sigue la expresión:
( /96)
Como se comprueba, su función es de carácter simple y, como
en los otros casos, se basa en minimizar (S -�). No requiere una
especial suposición con respecto a la distribución de las varia
bles, operando con matrices "non-gramian".
Con respecto a GLS no presentaningún índice de ajuste especí­
fico (aunqae en Lisrel se presentan algunos con solución ULS pero
no específicos) y presenta dependencia de la unidad de medida, aug
que puede resolverse estandarizando las puntuaciones. Como se oQ
serva en (196) ULS m�nimiza las variancias y covariancias residu�
les, debiéndose introducir algunas restricciones para obtener
factores ortogonales en los modelos de medida. Para ello, como




Batista (1982) plantea la escasez de trabajos relativos a la
estimación M1. Sin embargo, últimamente la proliferación de es­
tudios en torno a esta solución son innumerables, con lo cual
se muestra, una vez más, que existe un vivo interés en la es ti
mación. 1a solución M1, conjuntamente con 01S, goza de una cierta re
relevancia con �especto a las demás, y en consecuencia nos exten
dremos con cierto detalle en su desarrollo.
Debe señalarse que M1 es la solución, que conjuntamente con
G1S, es más restrictiva en sus supuestos, puesto que las obser
vaciones deben seguir una distribución m�ltivariada,
� S debe seguir, a su vez, una distribución de Wishart y estar
definida positivamente con n..¡.� grados_'de libertad. 1a función de
verosimilitud F(1) viene definida por la expresión:
F(L) = -1/2. (n-,1){ 1,01€ 12/ + fr (52'4)}
( I c¡ 1.)
El cálculo iterativo en F(1) pretende la convergencia, que, en
el caso de los modelos de medida cuando $=I , se obtiene en el
momento en que�/e'� sea diagonal.Ello se obtiene maximizando
(197), pero en la práctica es más conveniente estimar los pará
metros minimizando la función derivada de la anterior:
( I'ICf)
Un desarrollo completo de la estimación M1 puede consultarse
en bastantes publicaciones, aunque Cuadras (1981) y Takeuchi y
Morimume (1985) presentan una excelente obra de estudio al re�
pecto. Sin embargo Pollcck (1984) al tratar acerca de la estimación
ML y de sus formas reduciaas, plantea los siguientes inconvenien
tes:
. Derivación excesivamente compleja
. Para la estimación de nn parámetro de interés, se utilizan
otros de los que no se desea su estimación.
" CJ
Obviamente, el segundo aspecto hace referencia directa a
ML como técnica "full" puesto que el autor parece preferir las
�
técnicas parciales. Laod (1973) recoge las características bá-
sicas de la solución ML:
· En los modelos recursivos con perturbaciones independie�
tes, la estimación ML se reduce a una estimación mínimo
cuadrático.
· Si los términos de perturbación están normalmente distri­
buidos, las estimaciones ML se caracterizan por:
A
a) La estimación ML del término p es igual al paráme-
tro b de los mínimos cuadrados.
b) La estimación ML de cf2. se ¡P/u.ru. .5Cres /11/
'"
c) La matriz de variancias - cavariancias de � se ob-
tiene median te tf 2 /x'«) -f
11 A
d) �y ú¿son consistentes, normales, asintóticamente efi
cientes y B.A.N. (Best Asymptotically Normal) estima­
dor de f y (fz..
Con respecto a las características de ML, Bulcock y Lee (1985)
consideran una serie de supuestos previos que pueden resumirse en
los siguientes puntos:
· Requiere la correcta especificación del modelo.
· Las perturbaciones deben ser independientes entre si.
· Las perturbaciones y variables deben distribuirse normal
mente.
En general, la estimación ML se calcula mediante el algoritmo
iterativo de Fletcher y Powell (implementado en LISREL), aunque
en algunos casos (Everitt, 1984) se aplica el algoritmo EM (De�
pster, Laird y Rubin, 1977) para la solución ML de los modelós
de medida (Rubin y Thayer, 1982). Al algoritmo EM procede en dos
pasos:
)11
1) (E) Expectación: los valores "mis s ing" son es timados a
partir de los parámetros.
2) (M) Maximización: Estimación General.
Bentler y Tanaka (1983) plantean dudas respecto a la aplica­
ción del algoritmo EM en la solución ML, puesto que los valores
propios de la matriz ML no se ajustan adecuadamente a la función
de discrepancia. De cualquier modo, Rubin y Thayer (1983) prese�
tan evidencia contraria a la de Bentler y Tanaka, con lo que d�
be aplicarse el algoritmo EM con ciertas reservas. También fre­
cuente es la aplicación de otro tipo de algoritmos como el de
Newton-Raphson o como en la publicación de Watson y Engle (1983)
con el algoritmo de Fisher-Scoring, a pesar de tratarse en un ti�
po especifico de modelos típicos en la F{sica (state-space).
De cualquier modo, expondremos brevemente en que consistiría
una estimación de un parámetro mediante la solución ML. Para ello
seguiremos un sencillo ejemplo según el esquema de Vincent (1984).
Representemos por e la probabilidad teórica de que se de deter­
minado fenómeno. En una muestra de tamaño 16 la probabilidad de
ocurrencia de dicho fenómeno según el desarrollo binomial sería
( (<1'1)
Una vez obtenida la probabilidad que presenta la muestra es­
cogida se observa que x=4 de lo cual
Po =- (¿¡] e) :: [1;) BY ( ¡ - B)
/2.
( lOO)
Asimilando la expresión (200) a la Función F(L):
L= L (9/q):: t: [)V {¡_8)'1.
Eligiendo diversos valores de e podríamos obtener valor para la
«01)
función de verosimilitud, tal como se refleja en la tabla 3.1.
I'�
TABLA 3.1. Tabla de valores de L e e) para X=4 con
diversos valores de 8


















Vease como el valor de X=4 es más probable cuando Q=0,20
que cuando vale, por ejemplo, 0,10. La probabilidad según
1(0,20/4) es 3,89 veces mayor que en LeO,10/�. La razón de ve
rosimili tud R( 6») que puede establecerse, pues, será la siguieg
te expresión:
, lece)
Re �) nos indicará cual es la mejor solución: 91:: e u
�;:e. En general, se elige el valor de tJ que hace máss proba­
ble el valor de X dado. En es ta caso R( f9) deberá calcularse en
virtud de 8= 0,25 contrast�ndolomn el resto de valores arbi-
//3
trarios dadas a B . Los diferentes valores de R( El) obtenidos se
presentan en la tabla 3.2.
















A partir de la tabla 3.2. podemos representarnos graficamente
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FIGURA 3.1.: Distribución de valores de R( e)
en función de los valores arbi­
trarios de e .
Obsérvese que en la estimación ML efectuada en este ejemplo
se comprueb�algunas de las peculiaridades de esta solución. En
concreto, no se puede plantear expresiones del tipo peA) + P(B) =
peA ó B) puesto que presentar L(A) + L(B) = L(A ó B) es incorrec
to, dado que :EL(éJ) es indefinido. En la Tabla 3.1. comprobamos
como, aun sin utilizar todos los posibles valores de é9 ,
�L(�= 1,1767 es decir
En el ejemplo presentado, podemos establecer un intervalo simé
trico con respecto a laa media de la distribución del 15% (Arbi­
trario al igual que el 95% de la curva normal). El intervalo des
crito se situaría entre, aproximadamente, 0,085 y 0,485, de tal
modo que tendríamos el intervalo de confianza mecesario para la
es timación, de modo que 0<'&'::' 1 .
Evidentemente, cuando el tamaño de la muestra 1m permite, la
distribución de e se asume como normal €on:
8=t9
Var e s: e{1- e) /;¡
..¿03
Siendo el intervalo correspondiente expresado por:
11.;'
Caso de que la muestra sea pequeña (como el ejemplo presentado)
debe aplicarse la ley binomial. La expresión de la razón de vero­
smilitud R(e) cuando se asume la normalidad de ¿9 puede reformu-
larse: f.2tJ(e):: E{- o» /2)
U=-f& - t3) / V é (I-::�donde
En nuestro ejemplo § obviamente corresponde a la probabilidad
x/no Ya que se ha efectuado una aproximación de la ley Binomial
a la NOrmal, podemos establecer la siguiente comparación:
U 'V N (O) 1)
.J!oo¡ �N (e) s: - Ul./.z
- óZ (o� IGA/ (e) = u-e. (A.oi-)
A partir de (206) puede plantearse que:
U.?, --?> x/
En consecuencia:
Además .J� = 3,84 que es prácticamente el mismo valor de R( (9 )
binomial hallado en (202).
Vincent (1984) en una simulación con dos estimaciones (� 1 � )
/
presenta la grafica análoga a la presentada en la figura 3.1.
,que dada su claridad reproducimos. Como se observa, la distri­
bución con muestras pequeñas se ajusta con ciertas garantías a
una ley Binomial (Figura 3.2.)
/re
FIGURA 3.2.: Distribución de R( (9) de dos parámetros
(Vincent, 1984)
Los índices de ajuste de máxima verosimilitud son de uso corrien
te, sobre todo, lógicamente, en análisis con variables cualitati7
vas. (Goodman (1979a) presenta un algoritmo para la estimación ML
en modelos log-linear, y �ue posteriormente ha sido extensamente
utilizado. Por ejemplo Morgan, Aneshensel y Clark (1983) presentan
un estudio comparativo de los índices de ajuste, mostrando que la
función de verosimilitud es suficientemente consistente. A mero
título indicativo la función de ajuste de Qerosimilitud responde
a la siguiente expresión:
Al referirnos a la modificaciones que la solución ML ha experi­
mentado para su aplicación a diversas situaciones no podemos dejar
de mencionar aportaciones tarysubstantivas como Mitthen (1976) al
estudiar ML con vapiables dicotomizadas ampliamente usada. Olsson
( 1 979) presenta la modificación necesaria para estimar parámetros
mediante ML a partir de matrices de correlaciones poliseales in­
cluyendo una variable observable politómica.
Nstudios de la aplicación de ML e�situaciones de investigación
y de análisis también son frecuentes. Por ejemplo Ramsay (1977)
presenta la utilidad de ML en los modelos "multidimensional Sca­
ling" (MDS) o desde un punto de vista más clásico, Young, Takane
y Leeuw (1978) ejectuan una revisión de la solución ML en varios
técnicas multivariadas (puede verse una .,comparaclon con el Cluster
"1
Analysis muy sugestiva enEveritt, 1984), incluyendo escalas ordi
nales, nominales y de intervalo. Lord (1983 b) plantea la estim�
ción ML para variables (ítems) dicotomizados en los que haya re�
puestas omitidas. Por último, es necesario recalcar el trabajo de
J5reskog (1979b) respecto ala estimación ML de par�metros estruc­
turales en modelos longitudinales.
Sin embargo, un an�lisis mínimamente exhasutivo de esta técni­
ca, debe reflejar sus limitaciones e inconvenientes, puesto que,
evidentemente, no siempre se obtienen resultados coherentes.
Van Driel (1978) al tratar los factores que provocan smluci�
nes ML erroneas, esquematiza las posibles causas que distorsionan
la estimación en los siguientes puntos:
· Fluctuaciones en el tamaño de la muestra
· Omisión de variables
· Indefinición del modelo estimado.
Del mismo modo, podemos destacar que las soluciones ML correc­
tas dependen en grado sumo de las características de la matriz ini
cial, lo cual provoca que ML seaestricta en exceso,0que elimina
gran número de matrices a analizar. Podemos representar esta si­
tuación de forma aproximada (�r�fica 3.3.)
En el gr�fico citado puede verse como el volumen de matrices
susceptibles de estimación ML es relativamente amplio (zona de
matrices admisibles). Sin embargo la zona en la que sus matrices
son interpretables es sustancialmente m�s pequeña. Es decir, a p�
sar de que muchas matrices cumplen los requisitos para su_an�li­
sis, no son tantas las interpetables. Pero, adem�s, hay que tener
en cuenta que algunas de las matrices admisibles no se aj�stan a
ningún modelo concreto, con lo cual son indefinibles, y por tanto
no aptas para su an�lisis. No todas las matrices admisibles pueden
ser s(¡metidas a ML directamente, sino que requieren significación










FIGURA 3.3: Gráfico de la relación de las matrices
que puden ser analizadas mediante ML
(Van Driel, 1978).
de las matrices de este tipo pueden ser interpretables y por ta�
to válidas para la solución ML. Debe, por último, mencionarse que
entre las matrices admisibles también se dan estimaciones que-mo
son correctas·por diversos factores como la indefinición del mode
lo, aunque un aproximadamente 1/3 de estos casos pueden encontrar
se estimaciones interpretables.
Así pues, el espectro de matices que podemos utilizar en esti­
maciones ML es realmente bajo, quedando establecido el carácter
restrictivo de la solución en cuestión.
ijemos comentado con anterioridad la importancia del tamaño mues
tral en la aplicación de ML. En efecto, algunos autores cifran en
400 observaciones al mínimo valor para una estimación no sesgada.
Lord (1983a) estableció las expresiones correspondientes para el
establecimiento del valor del sesgo en ML. De tal modo, Gerging y
/Jq
Anderson (1985) mediante simulaci6n de Monte CarIo, muestran que
la estimaci6n es sesgada con muestras entre 50 y 300 observacio­
nes. En un intento de establecer el sesgo que se produce en ML,
Shenton y Bowman (1977) analizan la repercusi6n de una muestra
pequeña con respecto al problema del sesgo, d�señando un método
para obtenerlo: "orden ajustado de magnitud" que posteriormente
Lord (1983) aplic6 en modelos de medida para el análisis de fia
bilidad mediante la técnica de las formas paralelas.
Con respecto al tema de las distribuciones de las variables,(
cuando la normalidad no está totalmente asegurada, se recomienda
"robustecer" los elementos de la matriz inicial, aunque no se han
hecho excesivos estudios en este campo. El problema que más afec
ta a los psic610gos, es sin duda la imposibilidad de obtener mues
tras suficientemente grandes para evitar el sesgo. Cuando se ha­
bla de la "robustez" de la estimaci6n ML se plantean una serie de
aspectos que modifican y alteran la soluci6n final. Boomsma (1985)
menciona tres puntos:
· El tamaño de N determina la convergencia
· El tamaño de N está relacionado con las soluciones inadecua
das.
· La elecci6n de valores iniciales modifica la soluci6n final.
El tercer punto de Boomsma se relaciona con el útlimo de Pollock
(1984) mencionado con anterioridad en este mismo capítulo, toda
vez que la modificaci6n de parámetros ajenos a una ecuaci6n alte­
ra la soluci6n final de los parámetros de esa ecuaci6n. Eso, de
alguna manera, identifica a las técnicas "full". Refiriendonos
a la relaci6n entre tamaño de muestra y convergencia, Boomsma pr�
senta un estudio de simulaci6n con 300 ejecuciones en la que ana­
liz6 2 modelos estructurales y 12 de medida con distintos tamaños
de muestra. Registr6 el porcentaje de no convergencias halladas
en las ejecuciones. Sus resultados podemos consultarlos en la Ta­
bla 3.3.
/:¿o
TABLA 3.3.: Porcentaje de no convergencias según
el tamaño de la muestra. (Boomsma, 1985).
N= 25 N= 50 N= 100 N= 200 N= 400
'1
E-<
1 22,1 5,7 0,7C/J
w
. 2 6,5 0,7
�
1 46,7 28,4 12,8 2,0
2 55,0 35,3 16,4 2,9
3 11 ,2 1 , O



















(Los espacios en blanco corresponden al 0%)
Puede verse fácilmente que c�anto menor es N más elevado es
el porcentaje de no convergencias halladas. De ello puede, pues,
deducirse que un aspecto de yital importancia a considerar es el
valor de N con el que se cuenta. Téngase en cuenta que en Psico­
logía la posibilidad de disponer de muestras de esta envergadura
no es nada fácil.
I�I
Con respecto al segundo punto mencionado por Boomsma, practic6
igualmente un estudio con simulaciones para analizar la repercu­
si6n de N en las soluciones incorrectas en ML. Para ello realiz6
300 simulaciones de un mismo modelo con diferentes tamaños de mues
tra, registrando el porcentaje de ejecuciones en que la soluci6n
ML ofrecía valores negativos para los parámetros </J;/ , 0.1 , 8E,� ,
no. 2!2\.f., [J� [;/D'étz ' 433 ' qvv' � y �z· Obviamente, es tos parámetros son todos
ellos variancias con lo cual un valor negativo para ellos no es PQ
sible. Los resultados obtenidos se detallan en la tabla 3.4.
TABLA 3.4.: Porcentaje de variancias negativas según
el tamaño de muestra. (Boomsma, 1985).
N= 25 N= 50 N= 10O N= 200 N= 400
lIf/ 1 ,3
(/{� 3,7 0,3
Qo¿ 10,7 4,0 0,3'€"
�;z 19,3 13,7 7,0 1 ,7
Q: 1 8,3 7,7 1 , °
[)e�y 15,3 13,7 5,0 0,3
[)_.¿ 24,7 1 5,7 9,3 2,7él;,
El 7,3 1 ,3 0,3�
(Los espacios en blanco corresponden al 0%)
/-t:¿
A pesar de que Rindskopf (1983) propone utilizar parámetros
restringidos para evitar las variancias negativas, los resulta­
dos presentados son evidencia suficiente para constatar que, de
nuevo, el tamaño muestral afecta a la solución ML, en tanto en
cuanto, con N pequeñas se producen valores incorrectos.
De todo lo expuesto, debe desprenderse una actitud prudente
en la utilización de ML, ya que, independientemente de su difu­
sión, puede originar estimaciones incorrectas y sesgadas. En de
finitiva, la estimación ML RO supone una solución definitiva p�
ra la inferencia estadística.
3.8. Esquema de la Derivación General de las Estimaciones
Iterativas.
Como colofón al proceso de estimación, nos parece interesante
esquematizar el desarrollo de desviación de las soluciones itera
tivas. Ello, evidentemente, se hará de modo muy breve y solamen­
te presentando aspectos generales. Con este fin, seguiremos el e�
quema que presenta Joreskog (1978) al tratar sobre los algoritmos
de resolución.
Sea F(9) cualquiera de las funciones de discrepancia iterati­
vas.la expresión de partida para su obtención puede 9btenerse me
diante la derivada de primer orden con respecto a e
(2.10)
donde A adopta los siguientes valores:
Para ULS - A=I
GLS- A= 5-1
ML � A= e
:'
De (210) se obtiene la matriz información:
ES: '2fF/Me óf),; s: jy [fAM/d 8¡) (1i02/d8J)]
(2.11)
/J3
La función F( e) puede minimizarse mediante los algoritmos pr�
sentados anteriormente. Lisrel utiliza concretamente el algori!
mo de Feltcher - Powell. Los pasos que se siguen pueden resumir
se del siguiente modo:
1) A partir de un valor arbitrario 81 se generan nuevos v�
1 t::4
Ll
d d F (e (.1"1) < (el (�) hores '-i' C7) , ••• e mo o que F o asta que
se obtiene la convergencia.
2) Sea �s el vector gradiente ()F/'d8 donde é)=(9s. Se evalua E.s
cuando e toma el valor e {.s�
..... (s)
El algoritmo de Fisher - Scoring computa un vector o tal que
la sOlucióna.< la ecuación (o sistema de ecuaciones) del tipo
E.-
ts) \ (5) = e. ($).o � A continuación, se obtienen nuevos valores de
tal modo que se sigue la siguiente expresión:
Como se ve, todo el proceso requiere la obtención de ES (211)
. ,. IE(S) \ rs) _ '")y resolver la ecuac i on Cl tada l o - ? lo cual es muy com
pIejo.
Por su parte, el algoritmo de Fletcher - Powell halla tan so­
lo la inversa de E, es decir E-f, us�ndola en las distintas itera
-1 ,\4/=/ \e \ D'ciones hasta que E es una aproximación de o o 00
Caso de aplicarse las soluciones GLS o ML, la matriz E evalua
da como función mínima de F( e) permite a traves de (2/N)E-1 obt�
ner una estimación de la matriz de las covariancias asintóticas
"
de 8¿. De este modo la raiz cuadrada de los elementos de la dia-
1"\
gonal son los errores típicos de e . Ello no se da en la solución
ULS en la que no se computan los errores.
3.9. Estimaciones Riqge Regresión (RR)
Hemos visto como las estimaciones presentadas aquí (las más co
munes) tienen ventajas e inconvenientes en su aplicación. Quizás
podría pensarse en establecer un criterio de selección de la téc
nica de estimación. Podría argüíse que las técnicas más simples
son menos costosas y arduas. Con ello sobrevalora�iamos técnicas
basadas en OLS en detrimento de GLS o ML. Del mismo modo puede
defenderse el uso de técnicas "full" a las parciales. De este me
do ML prevalecería sobre las demás (3SLS no es muy frecuente). Ig
cluso, se podría plantear que lo correcto es utilizar en cada caso
una estimación apropiada, en función de las características de los
datos registrados. Evidentemente, y este capítulo creemos que es
un claro exponente, deberíamos disponer para ello de una gran va­
riedad de soluciones, así como de sus programas informáticos corre�
pondientes para poder escoger con garantias. Sin embargo, ello no
es así. En todo caso, nuestra elección se centrará en 5el�ionar
entre tres,o a lo sumo cuatro,soluciones distintas. Tampoco es e�
te un número suficiente para garantizarnos que la técnica elegida
sea superior a cualquier otra menos difundiaa. En consecuencia, no
es demasiado fácil responder categoricamente a la cuestión: ¿Que
tipo de técnica de estimación debe utilizarse? No siendo excesi­
vamente pesimista, quizás sea una cuestión sin respuesta.
Por ello, pensamos que una posible estrategia a seguir es la
de valorar con cuidado aquellos aspectos, si se quiere básicos,
que los investigadores no expertos matemáticos podemos identifi­
car como lesivos para una correcta estimación. Se ha comentado la
importancia del tamaño muestral, puesto que con N pequeñas la es­
timación es sesgada. Desafortunadamente, esta es una situación
muy frecaente en Psicología. En consecuencia, dirijamos nuestra a­
tención a efectuar estimaciones que prevean esta circunstancia.
Cuando nos proponemos establecer una clara delimitación entre
endógenos y exógenos en Psicologia, no tenemos excesivos probl�­
mas en su correcta clasificación, siempre y cuando el marco teó­
rico de referencia esté adecuadamente dassarrollado. Cuestión dis
tinta a ésta, es obtener regresares que sean l��lmente indepeQ
dientes entre si y que a la vez mantengan estrecha relación con
la endógena.
Con ello .nos estamos refiriendo, lógicamente, al problema de
la multicolinealidad. En Psicologia(como en otras disciplinas) pu�
de resultar muy complejo establecer independencia entre los regr�
sores. ¿A que se debe que la colinealidad se presente a menudo?
La respuesta es relativamente simple si sólo se atienen a cuestio
nes de tipo técnico o psicométrico. En efecto, no puede dudarse
que uno de los graves problemas de la investigación psicológica
radica en la falta de unidades de medida propias. A veces utili�'
zamos unidades no "estrictamente" psicológicas (tiempo, peso,lo!!_
gitud, ... ) y también medidas de tipo "asignado" (sexo, raza, ... )
pero, no disponemos de unidades especificas de depresión, agres!
vidad o ansiedad; que interesan especificamente a los psicólogos.
Con ello, y en un sentido quizás demasiado estricto, deberiamos
pensar que en la mayoria de casos nuestros análisis de datos no
pOdrian ir más allá de las pruebas no paramétricas o de los coefic!
entes de correlación adaptad�. (Siempre refiriéndonos, por supue�
to, a variables muy especificas de la psicologia como las cita-
das) .
Esta situación tiene como consecuencia que las distribuciones
de las observaciones de nuestras variables tengan un rango no de
masiado grande y, por ende, variancias y desviaciones tipicas ba
jaso Es decir, con un tamaño de muestra suficiente, es muy fácil
obtener correlaciones significativas entre variables. Si ello se
da entre regresores, lógicamente se nos planteará la situación que
comentamos: colinealidad. La solución podria pensarse que estriba




ción de la correlación. Pero recuérdese que con N pequeñas las
estimaciones son sesgadas. De este modo la cuestión puede plag
tearse así: ¿obtenemos una muestra grande lo que conllevará un
riesgo elevado de colinealidad o utilizamos una muestra más re
ducida para evitarlo con la posibilidad de tener estimaciones
sesgadas?
A este respecto, nuestra opinión es clara. En a�s de las
posibilidades de generalización,siempre que sea factible, es me
jor disponer de muestras grandes y el reto a asumir es el de ob
tener estimaciones que minimicen las repercusiones de la colinea
lidad.
Bulcock y Lee (1985) ante esa situación recomiendan el uso de
DLS puesto que sus soluciones son similares a ML bajo dos condi­
ciones:
. Perturbaciones no correlacionadas
. Todas las ecuaciones tienen el mismo grupo de regresores.
Obviamente el segundo punto restringe en exceso sus posibili­
dades de aplicación, aunque sea una estimación adecuada cuando se
presenta colinealidad. La solución, pues, debe de radicar en un
tipo de estimación que tenga un caracter más general que DLS.
Hauer, Byer y Joksch (1983) ante la colinealidad de sus e�cuacio­
nes utilizaron una estrategia que consistia en evitar el sesgo de
la colinealidad mediante el uso de OLS sesgado a propósito por los
autores. Es decir, manipular activamente el sesgo y controlarlo,
antes que las propias características de las ecuaciones provocaran
sesgo incontrolado. Sin embargo, ello provocó un nuevo problema,
consistente�que también aumentó la variancia de las estimaciones,
con lo que se minimizaron sus significaciones. Por tanto,. debe
sesgarse la estimación de modo controlado, pero de tal modo que
la variancia de las estimaciones disminuya o ,al menos, se manten
ga en niveles parecidos a los que da OLS.
3.9.1. Efectc De La Multicolinealidad En La Estimación OL3.
Cuando se da multicolinealidad en la ecuación cuyos parámetros
deben estimarse, uno de los indicadores clásicos para su detección
es la obtención de estimaciones mayores de 1. Asimismo, como deci�
mos, la variancia de las estimaciones se ve incrementada. Veamos
que componentes la determinan. En OL3 conoc�mos que:
donde P es el número de predictores.
Así, la variancia de las estimaciones depende de tres elemen-
tos: Seres , nf y -k{X'XF1 • Estos efectos pueden centrarse en la
SC�s puesto que OL3 los minimiza, descomponiéndose del siguiente
modo (Tabla, 3.5.) según el modelo de la ecuación (179).






TABLA 3.5.: Esquema de la Descomposición de la SC�.
Además se cumple que é� y Es se distribuyen normalmente y que:
(/.14)
En consecuencia la seres puede expresarse como:
Seres': E'E = é� E¡Wl -+ E� Es (2.1S)
Parece, a partir de (214) y (215) que sea factible pensar que











nable, es decir, aunque poco, influye en la variancia de las es
timaciones. Se puede argumentar que la variancia disminuirá si se
aumenta la muestra puesto que al aumentar n-p disminuirá Var
según (213). Se reducirá la variancia del error pero no se elimi
nará. Con respecto a f,.{X'XT1es una fuente de caracter estadístico,
con lo cual es susceptible de manipulación estadística y no meto
dológica, lo cual es objeto de nuestro interés.
Joreskog (1973) plantea una solución basada en el estudio de
los errores de medida y en la re-especificación del modelo. Pero
ello tiene un carácter menos generalizable que el que cabría de­
sear. Por otro lado, Hoerl y Kennard (1970, 1970a) presentan una
alternativa de estimación que puede utilizarse para disminuir la
Var (�) que provoca la mul ticolinealidad. Se trata de la "Ridge
Regression" (RR) de la que trataremos en el resto de este capít�
lo y que aplicaremos en la segunda parte de este trabajo.
3.9.2. Indice VIF (Variance Inflation Factor) de Multicolinea
lidad.
Como primer paso a establecer en el momento de plantear el uso
de la solución RR por la existencia de multicolinealidad será el
detectarla de modo claro. Bulcock y Lee (1983) proponen el índice
VIF (Variance Inflation Factor) como estrategia para comprobar si
la matriz inicial R provocará una variancia excesiva de las esti­
maciones. Este indicador puede expresarse como:
\/IF:- (,X'xf1
donde (X' X) -f ,es la inversa de la matriz de correlaciones entre
exógenas. @
De este modo, la diagonal de (X' X(f(a: que denominaremos Vmax,
se convertirá en el BSIM (Best Single Indicator Multicollinearity)
de tal modo que si Vmax. > 3,0 puede concluirse que se da multico
linealidad. Esta medida está más estudiada en una expresión alter-
nativa, denominada, grado de multicolinealidad D, pero que tiene
el inconveniente de poseer un cálculo no excesivamente fácil.
De todos modos D sigue la fórmula:
D= Dmax = (2/n) �ang -1 (Vmax -1 U ( 217)
donde Tang
-1 (Vmax -1) está medido en radianes. Si D » 0,7 puede
constatarse la presencia de Multicolinealidad.
3.9.3. Modificación RR de las Expresiones OLS
Como hemos dicho, RR pretende superar la problemática de la
colinealidad que OLS no ha solventado. La idea básica estriba en
substituir el criterio de minimización que se usa en OLS. RR mini
miza la media cuadrática del error (MCE) con lo cual se considera
el tamaño de la muestra utilizada. Geométricamente MCE representa
A
una distancia cuadrática entre � y f ' de tal forma que el mejor
estimador de � será aquel que minimice la distancia.
Técnicamente, la modificación que supone de OLS se basa en au
mentar la diagonal de la ecuación matricial normal, previa inver
sión, con una pequeña cantidad positiva K (parámetro de sesgo).
Con ello obtendremos una estimación ligeramente sesgada (recuér­
dese que en OLS el sesgo es O) pero con una variancia mínima, c�
sa que no ocurre cuando se aplica OLS con multicolinealidad. En
consecuencia modificaremos la expresión (182) en el siguiente sen
tido:
donde K es el parámetro de sesgo.
(218) es la expresión que nos permitirá obtener la estimación
de los parámetros estructurales. Por tanto RR está basada en dos
puntos básicos:
- )
. Minimizar la MCE
. Sesgar mediante K la estimación del parámetro.
Dempster (1973) mostró que en situaciones de multicolinealidad
RR daba soluciones favorables y Vinod (1978) mediante simulación
de Monte CArIo comprobó que los coeficientes en RR eran mejores,
en términos de MCE, que los que se obtenian en OLS. Con respecto
a las fluctuaciones debidas a N, se ha evidenciado que incluso con
muestras pequeñas la variancia de las estimaciones era menor en RR
que en OLS.
En la tabla 3.5. y considerando (213) podemos identificar el efe�
to de los errores aleatorios en la Var ((3). Dado que RR es menos
sensible a los errores de especificación del modelo. La Seres será
menor y con ello también disminuirá "2..Var-(4) , con lo cual la corre
lación entre estimadores tambén será menor, es decir, se obtiene
una independencia de los estimadores.
Bulcock y Lee (1983) muestran que cuando los datos no se ajus­
tan a los supuestos teóricos, OLS dan una estimación inapropiada
(aún cuando It sea alto), mientras que en RR (aún obteniendo R' m�
nores) la estimación es más adecuada, siempre y cuando el paráme­
tro de sesgo esté correctamente identificado. De estos datos se
desprende que la correcta utilización de RR depende en grado sumo
de la adecuada elección del valor k, punto éste que trataremos a
continuación.
3.9.4. Cálculo del Parámetro de Sesgo (K) en RR.
De hecho, el valor apropiado de K vendría definido por los v�
lores de (3 y Cfl poblacionales, es decir, a partir de los paráme­
tros podríamos establecer el valor de K. Sin embargo, ello no es
así, de tal modo que deberemos estimar K a partir de la muestra.
En consecuencia, un procedimiento no estoctástico se convierte
en estocástico. Por esta razón RR ofrece una "familia de solucio
nes" en términos de Bulcock y Lee, lo cual nos obligará a escoger
la solución que más se ajuste. Ello no se cumple totalmente en
el caso de datos ortogonales, puesto que en esas situaciones la
solución RR difiere substancialmente de OLS (Hoer� y Kennard,
1970) .
Sin embargo no hay inconveniente en considerar RR como una es
timación mUltifuncional, puesto que suprimiendo VIF no sólo se e
vita el incremento de variancia debido a la mUlticolinealidad, si
nó que también se obvia la in�acción originada por otras causas
como los errores de medida, errores de especificación e incluso
ocasionada por un tamaño de muestra pequeño.
Volviendo al procedimiento de cálculo de K, podemos destacar
algunas de las expresiones utilizadas para ello:
· Kasarda y Shih (1977)
I1CE = ffl.¿Ai/O,t' +-1() z + k rf¡.l.J (;h + k).e::; (YNMY1?O ce tc¡)
· Hocking, Speed y Lynn (1976)
�.= !l.(.?),/'di¿/:¿A;&t) clt/J1.M Ki eAdr� .M�C(40 ots (2Zq)
· Lawless y Wang (1976)
'" / " -<!k::: ?<1'1. ¿A¡ tic'
• Método iterativo de Hoerl y Kernard (1976)
�� .� r" '. ��<
con nivel de tolerancia definido por /{t,.1',- ké/ 1\1:. � Ó
donde
(,z¿)




. Vinod (1976) �
;;¡ ¡ [pJ;J (J, , k)'Sl {} "
donde S;::.2. Al / o.. /(Y
(0U.2 ó¡s)
Cada uno de estos procedimientos de cálculo de K �an valores
distintos de estimación (con esta quedará más claro el concepto
"familia de sOluciones"). En general, cualquiera de ellos debe
procurar que la solución RR se caracterice por los siguientes
puntos:
- Reducir Vmax a un valor cercano a 1
- Generar la máxima reducción de multicolinealidad según Dmax
sin que suponga sesgar en exceso la estimación.
- Minimizar la variancia del coeficiente de regresión debido
a N.
Reducir la variancia en OLS producida por multicolinealidad
- Reducir SCrer
A partir de estos puntos, se debe elegir el sistema ideal de
estimación, teniendo en cuenta que K debe tener una única solución.
, -:
3.10. Estimación NR (Normalizated Ridge)
El cambio que supone NR con respecto a RR se refiere a la ob
tención de un valor K estandarizado, y que a la vez sea el ade­
cuado para minimizar MCE. Para ello se ha sugerido (Marqu a rdt
y.Snee, 1975) que se estandarice el valor VIF, maximizando con
ello la reducción de la variancia debida a la multicolinealidad.
Sin embargo, la normalización que NR utilizada radica en estan­
darizar VIF al valor unidad. Con esta restricción será factible
la obtención de un valor K adecuado.
El valor de la variancia estandarizada en una ecuación viene
determinada por la expresión ?o¿ . Veamos en que forma puede ob
tenerse.
Aplicando VIF = 1 se des prende que ¿ v' J F.;r de donde:





La expresión p (número de predictores) puede substiuirse pvr
la siguiente:
(2Zb)
donde A¡ es el valor propio en i.
Si asumimos las igualaciones VIF = 1 Y
Ól. e 1/p
Substituyendo (226) y (227) en (225)
p a+« 1 se desprende que
(Ur)
(1.u)
Si respetamos el criterio de � VIF = 1 entonces (1/1'Ma.A -: A / P :
�V�Y" ((3) = 1
de donde
Ello implica que normalizar VIF suponga hallar un valor de K
que resuelva la ecuación (229) lo cual facilita la obtención del
parámetro de sesgo según los índices de RR.
1a solución RR y NR han sido desarrolladas en soluciones aná­
logas a TS1S, de modo que la misma estimación RR puede efectuarse
en dos etapas.
3.11. Estimaciones 2SRR y 2SNR
Bulcock y 1ee (1983) al tratar las soluciones RR establecen un
criterio de utilización de las mismas consistentes en:
- Modelos recursivos: Estimación NR
- Modelos no recursivos: estimación 2SNR y 2SRR
Así pues, es importante tener presente la posibilidad de apli
cación de RR en dos etapas, ya sea normalizando VIF (NSRR) o sin
normalizar (2SRR). 1ee, Bulcock y Lvk (1984) establecen que la e�
timación 2S1S es más consistente, menos sensible a errores y más
adecuada con respecto al sesgo. Del mismo modo se ve menos afecta
do por la colinealidad que 01S o que M1 con muestras grandes (3S1S
aún está menos afectado). Sin embargo, en estas condiciones el coe
ficiente de determinación RL que se obtiene es especialmente bajo.
En teoría, las estimaciones adecuadas son aquellas que provocan R¿
elevados y escasa variancia del estimador.
Como vejiamos, cuando se utilizan mode Los.ino recursivos el su­
puesto ,=(g;V)=o no siempre es admisible, lo que hacía inadecua­
da la solución 01S. A veces, en estos casos, se recurre a la so­
lución TS1S. En nuestro caso, pensamos que será interesante recu-
rrir a la� soluciones 2SRR o 2SNR para estos modelos, ya que 2S1S
I "
. �.
está más afectado por la multicolinealidad que cualquiera de las
soluciones RR.
El procedimiento de cálcculo de ambas soluciones es paralelo
al de TSLS, con la inclusión, obviamente, del parámetro de sesgo.
D�tenerse en cuenta que la obtención de R4 en RR (al que denota
�
remos por Rr ) exige que el parámetro K ascile entre O y 1, mo�
trando 2SRR coeficientes de determinación más elevados que 2SLS.
Por último señalar que Ohtani (1985) presenta las caracterís­
ticas del estadístico F para la validación de ecuaciones de regr�
sión estimadas mediante culquier solución RR. El procedimiento de
cálculo de RR y de su ajuste puede €(/ecola.rse de modo comput ar-í z a
do mediante el programa SHAZAM realizado por White (1978).
3.12. Análisis Comparativo RR y OLS.-
Como colofón a este capítulo creemos interesante presentar al­
gunos datos acerca de la diferente solución que supone RR con res
pecto a OLS.
Friedman y Montgomery (1985) establecieron un:estudio mediante
la téoJfCd.. de Monte Car-Ló entre ambas soluciones. Se es tableció un
modelo de referencia, calculándose sus parámetros a partir de dis
tribuciones de variables sémuladas.
Se consideró un índice de variancia, consistente en la razón
entre la variancia provocada enOLS y la que se producía, con los
mismos datos, en RR. Así, en función de la minimización de MCE,
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FIGURA 3.2.: Relación: entre MCE y la razón de varian­
cias obtenidas en OLS y RR.
(Friedman y Montgomery, 1985).
En la figura anterior se aprecia corno cuando se minimiza MCE
(valores inferiores) la variancia de la estimación obtenida en
01S es mucho mayor que la que produce RR. Cuando los valores de
MCE son mayores, aunque ligeramente, las variancias en 01S son
menores que en RR, lo cual indica que el criterio de minimizar
MCE en RR es adecuado. Por otra parte es interesante analizar ca
mo la solución RR provoca menos variancia que 01S cuando se pre­
senta colinealidad entre regresares. 10s autores estudiaron, igual
mente por Monte Carla, la situación de estimación con modelos en
los que los coeficientes de correlación entre regresares variaban
entre la independencia (r= 0,05) y la correlación altamente sig­
nificativa (r= 0,95). En la figura 3.3. se presenta la razón de
variancias entre 01S y RR para diferentes niveljes de colineali­
dad, atendiendo al valor del parámetro de sesgo K normaltzado
\ -, '....,
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FIGURA 3.3.: Razón entre variancias según el valor K para
distintos niveles de colinealidad (Friedman




Se aprecia perfectamente como en el caso de colinealidad muy
clara (r = 0,95) se da la circunstancia que con K bajos (es de­
cir, sesgo muy ligero) 01S produce soluciones parecidas a RR con
respecto a la variancia de las estimaciones. Sin embargo, cuando
el valor de K es mayor, la solución 01S ocasiona una mayor varia�
cia que la que se da en RR. Este efecto se amortigua a medida que
la colinealidad disminuye, tal como se comprueba cuando r= 0,55
y prácticamente la ventaja de utilizar RR desaparece cuando la co
linealidad es inexistente (Y = 0,05 ). En este último caso se a­
precia como el hecho de sesgar la estimación (RR) provoca una ma
yor variancia, puesto que VIF no está cargado con variancia de
más debida a la colinealidad.
Queda claro pues que en situaciones en las que 01S no ofrece
una solución correcta, puede pensarse en RR como solución alter­
nativa, teniendo presente que su desarrollo es considerablemente
más simple que M1 o G1S, o que cualquier solución de carácter ite
rativo. Por último, mostrar la relación que puede establecerse en
tre el valor de K y la variancia que presenta RR. En la figura
3.4. se presenta la razón entre variancias obtenidas mediante la
aplicación de RR pero con unos valores de K (0,1 Y 0,5). Cuando
K=0,1 el sesgo es mínimo con lo cual se asemeja a 01S y cuando
K=0,5 se plantea una solución RR característica. Así pues, cuan­
do se minimiza MCE el criterio de 01S no es adecuado, por lo que
RR con K�0,1 tiene que originar mayor variancia.
\�(l




FIGURA 3.4.: Razón entre variancias según MCE en la
solución RR con K = 0,01 Y K = 0,5
(Friedman y Montgomery, 1985)
En esta figura se comprueba que, como deciamos, se minimiza
MCE con un valor de K que hace que RR � OLS.La variancia aumenta
considerablemente, lo que hace inadecuado este criterio. Situa­
ción inversa se produce cuanao se in�enta mlnimizar MeE con un
valor de K adecuado, lo cual hace que se reduzca la variancia de
las estimaciones con respecto al criterio anterior.
I �, "
CAPITCLO 4. LA FASE DE VERIFICACION y AJUSTE EN LOS SISTEMAS
DE ECUACIOfNES ESTRUCTURALES.
I ° b�
°bo °d d d
°
Es esta una etapa 1nt1mamenteJa las pOS1 111 a es e 1nterpr�
tación del sistema de ecuaciones estructurales que se proponga en
un momento concreto. Obviamente, el ajuste del modelo determina
el sentido que adoptará la interpretación que pueda formularse.
Cuando un modelo es rechazado por que las medidas de ajuste no
son adecuadas, se está informando que la estructura que se está
probando no representa la verdadera estructura poblacional.
Cuando se analiza las diferentes vertientes que adopta el aná
lisis del ajuste de modelos estructurales se evidencia con cier­
ta claridad una relativa falta de pruebas de verificación adecua
das. En general, los datos de los que disponemos para aceptar o
rechazar un modelo no son excesivamente robustas en el sentido
de ofrecer garantias suficientes de que la decisión final sea la
correcta. Muchos autores, cuando tratan el tema en cuestión re­
co�ocen las limitaciones que en estos momentos adolecen los sis
temas estructurales, situación ésta que, como veremos, se hace es
pecialmente compleja cuando intervienen variables latentes.
Pero, ¿En qué consiste el análisis del ajuste ae un modelo es­
tructural? Para responder a esta cuestión deberemos recurrir a
conceptos establecidos en el capítulo anterior. En efecto, se ha
comentado como a partir de la matriz inicial S se estiman (veán­
se soluciones de estimación) los parámetros estructurales, que,
a su vez, permiten obtener la matriz
�
� . De este modo los ele-
�
mentos de las matrices S y � deben cumplir para un buen ajuste
que:
I�
Cuando (230) se da, se dice, en palabras de Bentller y Bonett
.....
(1980) que el modelo/el;;) (8) que genera 2.. a través de !('(j;(8)
es un modelo "candidato" para representar la estructura subya­
cente en la población. Así pues, vemos que el ajuste se basa
.....
en una expresión conocida, la diferencia (S - ¿_ ), la cual he
mos visto, de una forma u otra, en las distintas soluciones de
estimación que hemos revisado.
Con ello se plantea una situación ciertamente pecu�i�r, pue�
to que la misma idea que se utiliza en la estimación (minimizá�
dOla) se recupera para la validación. Si el modelo correcto es
'"
aquel que cumple que S-á�O, es esta una condición de la que se
parte en la estimación. En consecuencia, si el modelo no es re
chazado lo será en tanto en cuanto la solución de estimación ha
"
permi tido minimizar 5-2. , con lo cual, en el fondo, estamos vali:.
dando la estimación, no la estructura que se presenta entre va­
riables. En cierto sentido, el proceso es circular, puesto que
'"
se definen los parámetros a partir de los cuales se obtiene 2 ,
usándose como S para obtener las medidas de ajuste. Se está va­
lidando un proceso relativamente tautológico (Fornell y Larcker,
1984) (Tabla 4.1.)
Se observa como la obtención de unos parámetros que minimizan
al máximo el criterio (S-�) permitirá un ajuste adecuado del mo
delo. Se puede argumentar que los parámetros están planteados en
relación con el contexto teórico que los determina, con lo que
en última instancia lo que se evalua es la estructura teórica.
Ello, en términos amplios, no se cumple en lo que se refiere a los
parámetros fijos, ni en aquellos parámetros que están determinados
por las condiciones se aplicación, y en general debe aceptarse que
"una prueba de significación no es una prueba de importancia cien­
tífica" (Guttman, 1977).
/1/..2














ANALISIS AJUSTE ---------,...AjUSTE CORRECTO - S��
De todos modos, las limitaciones en el ajuste de modelos, no
solo tienen un sentido estadístico, sino que están estrechamente
ligadas con aspectos claramente metodológicos. Así, McCullagh y
Nelder (1983) al tratar sobre la elección de un modelo plantean
tres puntos a considerar:
- Elegir un modelo como valido no excluye otros modelos
alternativos igualmente adecuados.
- Los procedimientos de ajuste no están totalmente for­
malizados (y quizás nunca lo estén).
- Todos los modelos son inadecuados (en términos de pa�
cialidad) y se escoge el menos inadecuado de los que
se dispone.
N.]
Por otro lado Fornell (1983) plantea un listado de los pro­
blemas en la aplicación de los sistemas estructurales. Veamos
algunos de los aspectos más relevantes:
· Necesidad de muestras grandes
· Necesidad de multinormalidad
· Interdependencia entre la teoria y la medición
· Distorsión provocada por "missings"
· Ajustes triviales, indeterminación y soluciones inadecuadas.
Los cuatro primeros puntos, de un modo u otro, han sido trata­
dos en el transcurso de este trabajo. El último aspecto coincide
con lo planteado por McCullagh y Nelder (1983) comentado anterio�
mente. De tomo ello puede desprenderse una consecuencia determi­
nante para los sistemas de ecuaciones estructurales: las fases de
identificación y estimación son más potentes en su desarrollo que
la de ajuste. E� decir, todo el sofisticado aparato matemático
utilizado no permite, al final, un ajuste preciso y sólido.
Para complementar esta aseveración desarrollemos brevemente
el proceso de ajuste de un sistema de cuaciQnes estructurales,
el cual puede esquematizarse según se plantea en la tabla 4.2.,
asumido como identificado el modelo correspondiente.
A la vista de la figura 4.2. puede pensarse que la verificación
de las ecuaciones estructurales está muy formalizada. Ello no es,
en todos los casos así. Obviamente para configurar un modelo correc
to, no implica que cuando esta situación se da (aceptar un determi
nado modelo), esté avalado por la adecuación de todos los índices.
Aceptar la !-lo mediante j,_'¿ no lleva consigo que el modelo explique -
el porcentaje más elevado de vaviancia de las endógenas, o que
haya un residual demasiado grande no es suficiente para descartar
un modelo. Se trata, en definitiva, de un proceso más global que
particular, a pesar de que entre ambas vertientes se dan contra­
dicciones.
TABLA 4.2.: Proceso de ajuste de un sistema de cuaciones.
MATRIZ INICIAL
Correlación (R)
Covariancia (S) 1t Solución estandarizada)
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(�NO se incluyen las derivadas de primer orden ni los índices de modificación, más relacionados
con la búsqueda del desajuste.
4.1. Significación Individual de los Parámetros.
Cada uno de los parámetros (h¿) estimados es susceptible, ló­
gicamente, de significación aplicando la teoría de la inferencia
estadística mediante el correspondiente intervalo de probabilidad.
Si identificamos el error estandar de la estimación �- por 0;,,-
el intervalo puede expresarse del siguiente modo:
(�J1)
Del mismo modo podemos establecer la razón crítica para el con­
traste correspondiente:
(-<'32)
ya que se asume que h = O (232) se reformula:
e: = �- /�t (<(33)
Si en (233) se obtiene un valor superior a 1,96 (en general
se utiliza 1, 96 � 2), lógicamente se halla en la zona de acepta­
ción de H� con una probabilidad � . Como se ve, es un análisis
parámetro a parámetro, lo que supone, en cierto modo, perder la
idea de globalidad que caracterizan a las ecuaciones estructura
les. Como en cualquier significación de parámetros surgen dos ti
pos de problemas en su utilización:
- La estimación no garantiza que ó.i sea real.
Aceptar que ij -= O supone mazimizar los errores de tipo I
puesto que se restringe el intervalo de probabilidad.
El segundo punto citado es, con todo, no excesivamente rele­
vante en tanto en cuanto la probabilidad de cometer un error de
tipo I siempre puede minimizarse mediante la manipulación de � .
Se está trabajando en esta linea para conseguir pruebas 'lIad -hoc"
para la significación de parámetros, como la prueba de magnitud
para dos variables reciprocamente relacionadas de James (1981).
4.2. Residuales Normalizados.
Se recurre a los residuales normalizados para detectar aque­
llos elementos de S o R que no han sido correctamente reproduci
'"
dos en � . De hecho Lisrel ofrece soluciones no estandarizadas
de los residuales, pero para facilitar la interpretación es aco�
sejable recurrir a las estandarizadas. Como hemos argumentado en
apartados anteriores, los modelos ajustados son aquellos en que la
diferencia S - � es mínima. De ahí que los residuales respondan
a:
La estandarización de (234) supone una razón crítica de aná­
lisis:
RC.:::!SLj' -6''o,!/lvvariancia asintótica (Va) (<.35)
Como en cualquier razón crítica (al igual que para la signi­
ficación de los parámetros) si el valor supera 1 ,96 (� 2) se co�
sidera como residual significativo que indica desajuste del mode
lo, provocado en general por errores de especificación.
4.3. Análisis Matriz � y e .
Ya se ha comentado que los elementos de la diagonal de y; re­
cogen la variancia de los errores estructurales (cuando la matriz
inicial es S) o el porcentaje de variancia no explicada (cuando
se utiliza R). En cualquier caso, cuando el modelo ajusta debe es
perarse que los valores de los elementos de � sean bajos. Es de­
cir, la variancia no explicadases mínima.
De esta:situación se desprenden una serie de indicadores análo
, �L
gos a los coeficientes de determinacion (representamos como o tan
to a e; como a G{' ):
- Para cada variable en los modelos de medida
.nl / e, (,\(S) Coef. de Corro Múltiple Cuadrática (CCMC) = 1-(CZ'¿/0c:¿ ) <.N/·
(R) CCMC = 1 - ei¿ (.�3t?)
- Para todas las ecuaciones del modelo de medida
(S) Coef. de determinación (R4) = 1- (/e�lÍs))
donde p = nº de variables observables. ��)
- Para cada una de las ecuaciones estructurales
( S) CCMC 1- (Wi/Var 1i ) (cell./)=
(R) CCMC = 1- I!{¿ ('N.t)
- Para el modelo estructural global
( S) R = 1 - (11)1//) (DI)7 ) (�Vj)
(R) R = 1 - ( ,jy I/!/p ) p= nº de variables endógenas ( :(c¡c¡)
Toda esta serie de índices, como decíamos, se esperan con va­
lores altos para indicar una proporción de variancia explicada el�
vada. Sin embargo, debe destacarse que UsreL no fY'ese >'1 fd su sig
nificación , con lo cual pueden utilizarse como simples es-
tadísticos indicativos, o en algún caso para optar entre modelos
de ajustes parecidos.
4.4. Análisis de Indices de Ajuste GFI, AGFI, RMR Y Q - PLOT.
Lisrel calcula una serie de índices de ajuste que están basa­
das, de nuevo, en la diferencia (S - �). Son índices unicamente
ilustrativos y carecen de significación, siendo sus distribucio­
nes estadísticas desconocidas. Responden a las siguientes expresio
nes:
NY
- Indice de bondad de ajuste (GFI)
Para ML GFI = 1 - [-Ir {i -'S -]tI Ir (i-tS) J U.vs)
Para ULS GFI 1- [1r(S -sr /Ir {s�] ( '¿(lr;)=
- Indice ajustado de bondad de ajuste (AGFI)
AGFI = 1- [K (K+1)/2g1J (1-GFI)
donde K
,
de variables (.ec¡t)= numero
- Media cuadrática residual (RMR)
-/jo¿
RMR = \ [o(.;_ ¡ (s." - 3-,' -) �J / k (K11) 1? '&'()'" 'd d «118')
Todos ellos están comprendidos entre O y 1, esperándose para
los tres primeros valores cercanos a 1 y a O para el último, .en
modelos correctos. Es frecuente, sin embargo encontrar valores
adecuadoi en modelos desajustados e incluso valores negativos.
Con respecto al Q-PLOT se utiliza mediante inspección visual
para determinar condiciones de normalidad o errores de especifi­
cación del modelo (ver Palmer, 1985). Se considera la pendiente
de la recta que debe poder ajustarse a los puntos determinados
por los residuales normalizados (abcisas) y muartiles normales
(ordenadas). Si la pendiente es mayor que uno Cm> 1) se cons í.dq
ra un ajuste adecuado, si m � 1 el ajuste es moderado, siendo el
modelo desajustado cuando m<.1.
4.5. Análisis del Ajuste Mediante el EstadísticoÁ�
Es este el punto más importante en la fase ajuste puesto que
se trata del índice de ajuste global más utilizado y con signifi
cación�propia. Desafortunadamente sólo es aplicable cuando se em
plean las soluciones GLS o ML en la estimación. Su aplicación exi
ge, al igual que las estimaciones citadas, una muestra grande y
la distribución normal multivariable de las variables. En estas
) I/q
condiciones se obtiene un valor susceptible de utilizarse comp
prueba de ajuste global, no como una pnueba de contraste (Visa�
ta, 1985). La expresión conrrespondiente es:
�n-1) min F(LJ
Este criterio se dis tribuye según .f,.l. con gl= �p (p+1 ) -t donde
t = número de parámetros a estimar.
En algunos casos el término de (249) n-1 es substiuido por n
(Joreskog, 1969) cuando se utiliza en modelos de medida. En otras
ocasiones, n-1 se substituye por una constante. De cualquier modo
esta prueba de ajuste se utiliza en un doble sentido, su aplica­
ción fm obtener datos�especto al ajuste de un modelo se ve comple_
mentada por su función discriminatoria entre la selección de dos
o más modelos jerarquizados. La jerarquización de modelos consis­
te en probar modelos consecutivos en los que secuencialmente se
van estimando más parámetros, con 10 que se pierden grados de li­
bertad, para así obtener el modelo más ajustado. Ello se consigue
.y¿ ,
cuando la diferencia entre los valores de A entre modelos y segun
la diferencia en grados de libertad,es significativa. No entrare­
mos en detalle en el proceso de selección jerarquizada, (al uso
de lo que puede obtenerse en modelos log-linear), puesto que hay
excelentes aportaciones en este sentido (Bentler. y Bonnett, 1980).
En cambio, dedicaremos un apartado a las posibilidades de uso de la
la X� en la comparación entre modelos (estadístico de ajuste dife
rencial) o como prueba de ajuste de un único modelo (estadístico
de ajuste).
4.�.1. X�Como estadístico de Ajuste Diferencial.
Esta utilización se dirige a un análisis "entre-modelos" a
partir del cual el investigador opta por uno u otro de los mode
los probados. Ya se ha comentado la posibilidad de jerarquización,
del mismo modo que podríamos estudiar la serie de modelos log-linear
(a este respecto consúltese Bonett y Bentler, 1983).
/..ro
El modelo inicial del que se parte (�o) es un modelo con po­
cas restricciones (muchos grados de libertad) para ir estimando
más parámetros en cada modelo sucesivo. Mo se considera como un
modelo nulo en términos del modelo con más restricciones teorica
mente posibles. De este modo sea un modelo A con ;í� con 1)(1 grados
de libertad y un modelo B con.x; con� gl (t'(z<:: «, ): se obtiene la si
guiente expresión:
si v{¿ - X/' <:: Á()((.<./l, -c ,-()(� los dos modelos ajustan igual
si un modelo ajusta mejor que el otro.
Es este un procedimiento para seleccionar entre dos modelos que
ajustan a la misma matriz de datos iniciales. Esta operación con
el estadístico de ajaste se ha visto complementada con algunas
aportaciones de caracter estadístico para el análisis del ajuste
entre modelos. Veamos algunos índices propuestos:
- Indice de ajuste no normalizado (Tucker y Lewis, 19873)
para A factorial
f= (;<!/� - .xZ/ 'j�4-) / (Uí�/1to - U ( 2. so)
donde �� corresponde al ajuste del modelo nulo (no)
- Indice de ajuste normalizado (Bentler y Bonett, 1980)
para A Factorial
donde F es cualquier función de ajuste (ULS, GLS o ML). DE
este modo Fo� F1 � fz � ••••• Fl � �.� O de los cual se desprende
que O � 4V' � 1.
- Indice de ajuste normalizado jerárquico (Bentler y Bonett,1980)
(¿s 2.)
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Estos tres indices estan basados en XZa�n cuando no es esta
la única posibilidad. Para seleccionar entre modelos con diferen
tes grados de libertad.
- Criteric de selección de Akaike (1973, 1974)
(Al( -: t; - í� K (2..5'3)
donde F� es el valor máximo de la función de ajuste. Se
elige el que presenta (41(mayor.
- Criterio de Selección de Schwartz (1978)
(SI( '" {o/e PI(
- .t/ól.- 1- 01e YJ (ZSY)
igualmente el modelo con G� máximo.
- Criterios de Akaike y Schwartz normalizados
�I( =- FI( + oZr¡t. /J1
(sI(': t; +-1- 16�t¡ (n) )n
donde f� es el valor mínimo de la función de ajuste. Se se-
(2..{'6)
lecciona el modelo con<Al(o Cs« mínimo.
Es bastante frecuente comprobar el procedimiento de aplicación
del ajuste entre modelos ya sea a través de $�o mediante criterios
específicos, a pesar de que estos últimos se desprenden de la mis­
ma idea que sustenta el ajuste por XZ, es decir, el valor mínimo
(o máximo en los no normalizados) de la función de estimación.
Reddy y LaBarbera (1985) presentan una selección jerarquizada de
modelos en el campo de la Psicología Social, proceso que también
po n en en práctica Bentler y Wingard (1977) en un trabajo sobre
las características de la unidad de medida en el Análisis Facto­
rial. Igualmente se aplica en estudios de carácter claramente psi
cométrico (Bentler y Woodward, 1980) e incluso en el ámbito de la
econometría (Moskowitz, Weiss, Cheng y Teibstein, 1982).' Para una
revisión del tema pueden consultarse publicaciones clásicas (Cos­
tner y Schoenberg, 19l3) o aspectos más técnicos de derivación ma­
temática (Kariya y Sinha, 1985).
4.5.2. Jr¿ Cowo Estadístico De Ajuste.
En este apartado abordaremos las características del ajuste
mediante �zen la validaci6n de un único modelo. No será nuestro
objetivo mostrar su cálculo, que por otra parte ya se ha insinua
do, sino hacer patentes las limitaciones y lo inadecuado se su a
plicaci6n en muchos casos.
Existen una multitud de índices de ajuste, tanto en funci6n
del tipo de dato como en base a los objetivos que persigue el a­
juste. Se puede pensar que cada una de las técnicas de análisis
de datos podría tener su propia prueba de ajuste. Por ejemplo,
tiene escasa relaci6n el ajuste CMDA (Constrained Monotone Dis­
tance Analysis) usado en MDS (Denison, 1982) con el ajuste que
aquí se propone. Más semejantes, pero con distinto objetivo, son
los ajustes de tablas pOlit6micas (..x.�e Bock, ;rzde Yen, X.!de Wrigh
y Mead o el ajuste �lde máxima verosimilitud -del que vimos un
ejemplo en capítulo anterior- que pueden compararse entre sí,
McKinley y MilIs, 1985), a pesar de seguir el mismo planteamiento
de la ,;¡:zclásica.
Podriamos, por otro lado, preocuparnos por la búsqueda de una
significaci6n alternativa a la que se sustenta en los intervalos
de probabilidad muestrales. Un ejemplo de esto puede verse en la
línea de Edgington (1984) en la significaci6n del contraste me­
diante comparac i6n interna, e incluso su aplicaci6n a pruebas
muy clásicas como el AVAR (Berry y Mielke, 1983). Sin embargo, no
debemos olvidar que en este caso estamos tratando el estadístico
con una prueba de ajuste, no como un contraste, por lo que el te
ma de la significaci6n es un tanto secundario.
Se han propuesto índices de ajuste originados de la manipula­
ci6n del procedimiento de s', como por ejemplo el índice "cross­
validation" de Cudeck y Browne (1983) que consiste en obtener el
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ajuste de un modelo de forma paralela. Se divide la muestra ori
ginal en dos submuestras de igual tamaño, estudiándose la esti­
maci6n de ambas y el ajuste de las matrices �<'l y ¿b • La compar�
ci6n de ambos ajustes proveerá un indicador más fiable del aju�
te global. Del mismo modo la manipulaci6n de X4puede permitir ob
tener otros datos de interés. Por ejemplo Hoelter (1983) obtiene
la derivaci6n de la expresi6n para el cálculo de la N necesaria
dado un valor fijado de antemano de �z con los grados de liber­
tad también definidos:
N -:: [ (z:.ct + Y:Z� -4 ) J.!11 -t G [:¿.r:¡)
donde Zoc es el valor de Z para un � determinado
F es el mínimo de la funci6n de ajuste
G es el número de grupos.
No es demasiado frecuente obtener el valor de F, en consecuen
cia (257) puede modificarse del siguiente modo:
N= [(� + f.i;ed )�/ (.zX�/¡J-GJ) +- G (.2.r�)
donde 4F se ha substituido por 2 }Í�N-G
Sin embargo, ninguna de estas modificaciones ha tenido una ex
cesiva repercusi6n en el tratamiento del ajuste. Cabe esperar que
las aportaciones dedicadas al estudio de la robustez de J(.z como
ajuste estructural sean de vital importancia a este respecto. En
esta línea los trabajos ya empiezan a ser una realidad y puede
verse un estudio de Satorra y Saris (1985) acerca de la potencia
estadística del ajuste.xl. (pi j\2(r,J»Gx.), que marca una pauta a
seguir.
Volviendo al estudio de las características del ajuste 7[1, y
para simplificar el desarrollo de este tema plantearemos sus li­
mitaciones de un modo esquemático para después profundizar en al­
gún aspec.to concreto que consideremos relevante.
4.5.2.1. Riesgos Estadísticos En El Ajus te .Jf.¿ •
Se desprende de todo lo expuesto en los anteriores apartados
que los modelos ajustados presentan una ylno significativa, en
otras palabras, supone aceptar la No. Con ello nos encontramos
con una situación relativamente curiosa, puesto que generalmente
la Hv se asocia con la no significación. De cualquier modo, esto
se ve reflejado en otro tipo de modelos (log-linear) lo cual no
debe, pues, suponer ninguna limitación.
Ahora bien, aceptar la Ho nos lleva a una situación en la que
fácilmente podemos incurrir en un error de tipo II, con lo que
se nos evidencia el riesgo � • Se puede argumentar que la acept�
ción de H1 también lleva implicito un riesgo � de cometer error
de tipo I. En ambos casos, siempre se da una probabilidad de co
meter un error de una u otra especie. Pero ello, no es compara­
ble en términos estrictos. El riesgo � es manipulable directame�
te por el investigador con lo que puede ser minimizado, mientras
que � puede reducirse a través del aumento de N (difícil en oc�
siones, pero factible) y aumentando el valor � _ Aún así � está
más afectado por circunstancias ajenas al investigador que�,
con lo que será preferible un" tipo de ajuste basado en aceptar 1-1,
y no instrumentalizado a partir de su rechazo.
Por otro la probabilidad del estadístico Jíl no es más que la
probabilidad de obtener un valor más alto que el obtenido siendo
el modelo "correcto" lo que de nuevo nos lleva a situación circu
lar. Se parte de la idea de modelo correcto para analizar si es
ajustado o no y de ahí inferir si se trata de un modelo adecuado
o no (Fornell y Larcker, 1984).
De hecho, la estrategia de los modelos jerarquizados 'es un �
do de reducir el riesgo � puesto que (véase apartado correspon­
diente) la selección del modelo está ligada a la aceptación de 41-
Peró debe tenerse en cuenta que es un procedimiento demasiado lar
go para convertirse en un proceso corriente.
Se acepta como un modelo correcto aquel que presenta un va­
lor :11 con una p > 0,10. La primera cuesti6n que se nos plantea
eS.'¿por qué 0,10 y no 0,20 6 0,251. Si 0,10 se ha elegido para
intentar minimizar el riesgo � , con más motivo debería establ�
cerse un criterio más alto. Nos encontramos ante la evidencia
de que la zona de aceptaci6n de �o es como máximo del 0,90 que
comparado con el 0,95 clásico no supone una reducci6n drástica
de las probabilidades inferenciales. Además, téngase en cuenta
que hay pocos estudios acerca del poder del ajuste, es decir,
la certeza con la que rechazamos Ho cuando es falsa es descono
cido (Fornell, 1983).
4.5.2.2. Alteraciones En El Ajuste1Debidas Al Tamaño De la Muestra.
No es ninguna novedad plantear que XZestá afectado (al igual
que otros estadísticos) por el valor de N. Pero en nuestro campo
ello nos supone una limitaci6n considerable puesto que un modelo
puede ser declarado como ajustado o como no ajustadO debido a las
fluctuaciones de N. Recuérdese, además, que los grados de liber­
tad no están en funci6n de N, siendo los gl responsables del va­
lor crítico de XJ. •
Para ejemplificar de que modo el valor de N afecta a A�ecurri
remos a un trabajo de Bentler (1983b) en el que realiz6 una simu­
laci6n con un modelo en el que se debian estimar 20 parámetros y
con 9 variables observables entre end6genas y ex6genas. De ahí
que los grados de libertad puedan obtenerse fácilmente:
gl = i p(p+1) - t = i 9(10) - 20 = 25gl. (259)
utiliz6 tres tamaños de muestra diferentes que denominaremos A,
B Y e con las siguientes características:
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Muestra A: 2.500 observaciones con distribuciones normales.
Muestra B: 250 observaciones con distribuciones normales
pero con igual variancia para las 9 variables.
Muestra C: Muestra A + Muestra B con lo que se está cerca
de la no normalidad.
Se efectuaron tres soluciones de estimación, ML (Lisrel), ADF
(Asymptotically distribution free) y 2 SADF (Two - steps ADF) (las
dos últimas mediante paquetes EQS .-Véase Bentler, 1983a-) obte­
niéndose el valor de laXzde ajuste que se reflejan en la tabla
4.3.
TABLA 4.3.: Valor 1�obtenido en tres muestras y
con tres soluciones de estimación.
(Bentler, 1983b)
--
MUESTRA N ESTlMACION g.l. PROB.
2500 ML 24,79 25 0,47
A' 2500 ADF 24,82 25 0,47
2500 2SADF 24,82 25 0,47
250 ML 27,30 25 0,34
B 250 ADF 34,24 25 0,10
250 2SADF 34,45 25 0,10
2750 ML 60,38 25 0,000
C 2750 ADF 22,82 25 0,59
2750 2SADF 22,84 25 0,59
Del análisis de los datos que se presentan se pueden despre�
der ciertas consideraciones. Para la muestra A, las tres estim�
ciones ofrecen un ajusta igual (p= 0,47). En este caso el mode
lo sería definido como ajustado. Cuando la muestra disminuye de
tamaño (B) los ajustes varian. En el caso de ML se mantiene el
índice de ajuste claro (aunque disminuye con respecto al obteni
do por la misma soluci6n en A). Las otras dos soluciones dan un
ajuste con un valor muy pr6ximo a la zona de rechazo del modelo.
Con ello se observa como la misma técnica de estimaci6n aplica­
da a diferentes tamaños de muestra provocan ajustes distintos.
Obsérvese como en C la soluci6n ML provoca un modelo desajust�
do, lo cual se contradice con lo obtenido en los casos A y B.
De hecho la muestra e, además , nos facilita un dato sugerente.
No solamente con la soluci6n ML obtenemos una �z= 60,38 ( p =
0,000) lo que nos llevaría al rechazo del modelo (Uo), sin6 que
nos indica que distribuciones cercanas a la no normalidad ori­
ginan estimaciones defectuosas. Ya se ha discutido ámpliamente
en el capítulo anterior las fluctuaciones en las estimaciones de
bidas a N. Con ello s610 se patentiza de modo claro que si las e�
timaciones varian, también lo hará el índice de ajuste deJízpues­
to que está basado en ellas.
Como colof6n de esta situaci6n, no debe olvidarse que si se
descarta el uso de ML las soluciones alternativas (ULS, TSLS) no
ofrecen ajuste de X
Z
debiéndose valorar el modelo global a tra­
vés de GFI, AGFI Y RMR que son claramente insuficientes.
4.5.2.3. Alteraciones En El Ajuste Debidas A La Consistencia
Estructural De La Matriz Inicial.
Uno de los fen6menos que preocupa a los te6ricos en la mate­
ria es la relaci6n que se establece entre el valor de los elementos
de la matriz inicial y el ajuste final. Se pueden obtener ajustes
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aceptables con valores bajos de la matriz inicial, y el ajuste
es menor cuando los valores son mayores (Fornell, 1983; Fornell
y Larcker, 1984).
Con ello se plantea una segunda fuente de alteración que afe�
ta al valor del ajuste. En la matriz inicial S o R podemos dife­
renciar tres submatrices que están destinadas a distintas partes
del modelo. Esta descomposición puede verse en la figura 4.1.
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FIGURA 4.1.: Descomposición de la matriz inicial R
en las submatrices correspondientes a
las diferentes partes de un modelo es
tructural.
Dentro de la matriz R (igualmente en S) pueden caracterizarse
tres submatrices a las que nos referiremos en este apartado:
• Ryy= Matriz de correlaciones (o cavariancias) entre endóg�
nas observables. De ella se desprenden las estimacio­
nes de los modelos de medida para 1 y de los paráme­
tros � cuando (J 1: O.
• Rxx= Matriz de correlaciones (o variancias) entre exógenas
observables. De ella se desprenden las estimaciones
de los modelos de medida para �.
• Rxy= Matriz de correlaciones (o variancias) entre exóge­
nas y endógenas observables de la que se desprenden
las estimaciones de la matriz r .
Puede decirse que Rxx y Ryy estan relacionadas con aspectos
de medida y que Rxy está dirigida a cuestiones de representabi-
1idad teórica (cuando B = O). Si los valores de Rxy son estadi�
ticamente significativos también 10 es la relación entre exóge­
nas y endógenas mientras que si un solo elemento de Rxy no 10
es, los datos observados se caracterizan por una consistencia
(teórica) insuficiente. Del mismo modo pueden analizarse las ma
trices Rxx y Ryy. Caso de que sólo haya una factor (variable la
tente) o que <? =l-I (no ortogonalidad entre factores) para que
los modelos de medida sean consistentes todos los elementos de
esas matrices deberán ser estadísticamente significativas.
Téngase en cuenta que las consideraciones efectuadas para
Rxy tienen sentido sólo en el caso de que se de una ex6gena 1�
tente y una end6gena latente. Si se dan más de una latente exó
gena, las condiciones de linealidad, exigiran que para un aju�
te perfecto �:I con 10 que ciertas correlaciones de fuera de
la diagonal de Rxx deberían ser no significativas estadística­
mente. A partir de estos comentarios Forne11 y Larcker (1981a)
efectuaron un estudio simulado para comprobar la re1aci6n entre
consistencia estructural (significación de los elementos de los
submatrices descritas) y los resultados de ajuste J,(�. Para ello




FIGURA 4.2.: t7n.ode10 simulado para el estudio de la
relación entre la consistencia estruc
tura1 de la matriz inicial y el ajuste
(Forne11 y Larcker, 1981).








RetQnnando las submatrices Rxx, Ryy y Rxy los autores simula
ron 12 diferentes matrices iniciales (R) en las que se iba modi
ficando la significación de los elementos de las tres submatri­
ces descritas,de modo que cada R suponia una combinación diferen
te de ajuste de medida y de teoria. (Entendemos por medida a la
significación de Rxx y Ryy, a la vez que designamos por teoria
la significación de Rxy). Reproducimos en la tabla 4.4 cuatro de
las doce combinaciones usadas.
Todas las matrices simuladas fueron susceptibles de estimación
ML (definidas positivamente) y las que se presentan en la tabla
citada (4.4) son los casos más extremos usados (según los porce�
tajes evidenciados). �a cada una de las matrices se obtuvo el
valor de la )(.2. de ajuste que se relacionan en la tabla 4.5.
A la vista de los resultados presentados se evidencia que las
medidas de ajuste según yZno concuerdan estrictamente con las ca
racterísticas de los datos probados. En la columna de la derecha
(teoria 15%) se muestran índices de ajuste que harían considerar como
adecuado el modelo, cuando en realidad, los datos de R represen-
tan una escasa relación entre exógenas y endógenas. No puede a­
puntarse la posibilidad de que el ajuste se deba al efecto de los
modelos de medida, puesto que la probabilidad de 12 aumen ta. a me
dida que disminuye el porcentaje de significación de la medida.
De este modo el ajuste mejor se consigue en la matriz R que pre­
senta porcentajes más bajos tanto de teoría como de medida (15%
y 64% respectivamente). Análogamente el peor ajuste se consigue
en la matriz con todos sus elementos significativos (100% teoría




TABLA 4.4.: Cuatro de las doce matrices iniciales R de la simulación
de Fornell y Larcker (1981a).
-.
N = 200
100%meatda 100% teoría 64% medida 100% teoría 100% medida 15% teoria 64% medida 15% teoria
Y1 Y2 X1 X2 Y1 Y2 X1 X2 'rY Y2 Xl X2 Y1 Y2 X1 X2. 1
rt11•O 1 • O 1 • O 1 • O
rt2.6331. O .510 1.0 .633 1 • O .510 1 • O
X1-.355 .436 1.0 -.355 -.436 1.0 (-.137) (-.170) 1.0 (-.137) (-.170) 1.0
X2-.224 .414 .413 1.0 -.224 -.414 .330 1.0 (-.087) (-.161) .413 1. O (-.087) (-.161) .330 1.
O
Valores ntre ( ) no significativos; resto p < 0,01
TABLA 4.5.: Valores de ](2 obtenidos con 1 gl. en cada una de 'las doce ma­
trices iniciales según porcentaje de medida y teoría estable­
cidos mediante la significación de los elementos de R.
6\
-e,
POR e E N T A J E T E ° R I A
100% 80% 54% 15%
Teoría Significativa Teoría Significativa Teoría Significativa Teoría No Significativa
N
o
2,8334 2,2903 1,5485 0,4381o
oc:( ....
el 0,0923 0,1302 0,2134 0,5080H
Q.
tzl Teoría Significativa Teoría Significativa Teoría Significativa Teoría No Significativa�
N 2,2576 1 ,8248 1,2342 0,3493o
tzl ca
.., 0,1330 0,1767 0,2666 0,5545«
�
:z: Teoría Significativa Teoría Significativa Teoría Significativa Teoría No Significativatzl
u
O:: N 1 ,8827 1 ,522O 1 ,0296 0,2015o q:
e, I¡O
0,1700 0,2173 0,3103 0,5893
;.1. = 1
tes son más adecuadas cuando los valores de los elementos de la ma
triz inicial son bajos. Podría decirse que relaciones pobres origi
nan modelos ajustados. Por otra parte, el papel de representar y
probar teorías puede quedar más en entredicho si se tiene en cuen
ta que su adecuación mediante sistemas de ecuaciones estructura­
les parece depender, al menos parcialmente, de los valores de R
o S. Obsérvese como el modelo con más garantias teoricas·1I apri�
ri" debería ser rechazado si se respetan los valores críticos de
-;r.:t.
Como conclusión de este apartado puede plantearse que la consis
tencia estructural de la matriz inicial está relacionada con los
datos de ajuste puesto que modelos muy consistentes son aceptados
como ajustados, pero un ligero decremento en esa consistencia (que
por otro lado no es significativo) provoca malos ejemplos. En las
tablas 4.6. y 4.7. se presentan dos matrices R iniciales probados
con el modelo de la figura 4.2., en la que ligeros cambios en los
valores de los coeficientes de correlación origina que en un caso
el ajuste sea perfecto y en el otro el modelo sea rechazado.
TABLA 4.6. Matrices iniciales con (R1) y sin (R2)
consistencia estructural •.
N = 200
MATRIZ R:t MATl<IZ R2.
Y1 Y2 Xi' X2 Y1 Y2 x1 X2
Y1 1.0 1 • O
Y2 -.500 1.0 .500 1 • O
x1 .250 .250 1.0 .350 .250 1 • O
x2 .250 .250 .500 1.0 .250 .350 .500 1 • O
/6.Í
TABLA 4.7.: Valores de las estimaciones y ajuste
















rU.� 1 .00 0.0044
Esto constituye una evidencia más que reafirma los datos de:
Fornell y Larcker (1981a) y que a la vez nos permiten una serie de
consideraciones complementarias. A pesar de que R2 presenta un va­
lor de '(,1 ==0,600 mayor que en R1 ( '1" == 0,500), el modelo es no aju.2.
tado. En consecuencia, rechazamos un modelo que es más válido en
términos de predictibi1idad que el que se considera ajustado. Ello,
en principio, es ciertamente contradictorio, puesto que la misión
de un modelo estadístico es precisamente predecir valores de VD.
Los valores de los coeficientes de correlación de Rxx y Ryy
en la Tabla 4.6. no difieren en sus valores. Solamente se modi-
ficó el signo de 'Y1Vz. lo cual no supuso cambios en t1¡t o en t9E�
pero fue suficiente para romper la consistencia estructural. El
resto de valores modificados entre R1 y R2 corresponden a la sub
matriz Rxy. Debe mencionarse que el hecho de aceptar un modelo co
mo ajustado cuando" apriori" conocemos su irrelevancia (en fun-
ción de la significación de los coeficientes de correlación) su-
pone cometer un error de tipo II, lo cual puede suceder con cier
ta facilidad. En consecuencia, y a la vista de estos resultados,
puede concluirse que es necesario adoptar criterios muy prudentes
en el uso del ajuste X2 puesto que puede inducir a falsas inter­
pretaciones. Quizás, la consecuencia más grave sea reconocer que
en cierto modo, los datos de ajuste global de los sistemas de ecua
ciones estructurales no están suficientemente elaborados para adoptar
los con plenas garantias.
4.6. Ajustes Basados En El Estudio De Las Variancias.
Este es un punto en el que intentaremos dar una nueva concep­
ción de la idea de ajuste. Lo que hasta ahora hemos presentado e�
tá basado en la idea de analizar hasta que punto las diferencias
'"
entre S y � son lo suficientemente grandes para considerar que
el modelo es desajustado. El término modelo ajustado representa­
rá, pues, aquel sistema estructural que a través de sus paráme­
tros, nos es posible estimar i , de tal modo que haya escasas di­
ferencias con S. De este modo, nos encontramos con un tipo de a­
juste al que denominaremos "ajuste de covariancia" en tanto en
cuanto obtenemos un indicador de cuan bueno es el ajuste de la ma
• A •
t r í.z � a la matr
í
z S.
Lo que aquí se propone es extender las características de los
modelos estructurales de la Estadística en general y tratar de
someter a estos modelos a un "ajuste de variancia" es decir, es­
tudiar a fondo el poder predictivo de los mismos. Evidentemente,
los coeficientes de determinación (ya vistos) proveen de inform�
ción al respecto, pero no conllevan significación para instrumeQ
talizar una validación con suficientes garantias. Podemos basar
esta propuesta en la medida que resuelve algunos de los aspectos
negativos que hemos ido apuntando con relación al "ajuste de co­
variancia". Podemos concretizarlos del siguiente modo, haciendo
una relación de las características que debe presentar cualquier
propuesta de ajuste (reformulación de algunos puntos de Fornell y
Larcker, 1981a y consideraciones del autor):
- Sensibilidad a los problemas de validez de la medida.
- Sensible con respecto a la teoría significativa.
- Evaluación por separado de medida y tecría, es a la vez
que global para un análisis más exhaustivo y comparativo.
- Evitar las alteracioanes debidas a N
- Usar términos de contraste distintos a los que obtiene la
propia solución de estimación.
- Minimizar la probabilidad de cometer errores del tipo II.
Los ajustes basados en el estudio de las variancias pueden apoE
tar algunas soluciones que respeten cada uno de los puntos relevaQ
tes establecidos. De modo muy breve desarrollaremos esa adecuación:
- Los modelos de media implicados en un sistema estructural
son susceptibles de ser analizados a través de la varian­
cia que es explicada por los factores.
- El punto anterior ya establece que puede separarse el aju�
te entre medida y teoría, estableciéndose ajustes globales,
con las modificaciones necesarias.
J6Y.
.1
El ajuste de variancia de las relaciones te6ricas puede
ser elaborado prescindiendo de los modelos de medida.
El estudio de variancias no resuelve la problemática que
N conlleva, pero si que la reduce, pues el concepto de
grado de libertad quedará reformulado.
- Los términos de contraste usados en la significaci6n pr2
vienen de las ecuaciones no de la estimaci6n.
- El ajuste adecuado estará relacionado con la aceptaci6n
de la /-11 no de !-Jo
Obsérvese que tratar el "ajuste de variancia" implicará cambiar
tos términos de análisis. Cuando un modelo se considere adecuado
10 será en el sentido de tratarse de un "modelo predictivo" y cuan
do se rechace 10 será por no cumplir esa condici6n. De hecho, debe
pensarse que la "utilidad" de un modelo estadístico no es simpleme!!_
te la estructural, sino que su capacidad predictiva es la que 10
respalda. Puede verse desarrollos de esta línea en la validaci6n
de las ecuaciones de regresi6n (Domenech y Riba, 1985) las cuales
seguiremos en un intento de acoplarlo a los modelos multiecuacio­
nales.
4.6.1. Propuesta de Ajuste de Fornell y Larcker (1981a)
Como primera aproximaci6n a 10 que en el apartado siguiente ex­
pondremos, presentamos la propuesta de ajuste de Fornell y Larcker
(1981a) puesto que está basado en premisas parecidas a las formu­
ladas anteriormente. Tales consideraciones las centraremos siguie!!_
do el modelo de la figura 4.2. por ser un caso sencillo.
si asumimos la estandarizaci6n de las variables latentes del mo
delo podemos plantear que ��será el cuadrado del coeficiente de
correlaci6n can6nico entre ambas, interpretándose como un coeficien
te de determinaci6n, de modo que:
"i,,� -= j- �,
Ya que la matriz inicial es R. Se desprende de ello que podría
obtenerse una significación del parámetro tI a través delestudio
de variancias mediante la prueba F de Snedecor del siguiente mo­
do:
Se trata simplemente de obtener la significación de �, entendi
do como un coeficiente de correlación (canónico). Este planteamie�
to simple podría ser mejorado si se tiene en cuenta que los modelos
de medida no han sido considerados, es decir, las variables que
relaciona no están exentas de error de medida con lo que esa formu
lación es parcial. Fornell y Larcker (1981a) plantean que el ajus­
te de los modelos de medida implicados debe considerarse como un
estudio de validez y fiabilidad clásicos. De este modo proponen los
siguientes análisis para el modelo global:




p = número de endógenas observables.
(273) es una expresión análoga al coeficiente de determinación
(240). La significación de (269) mediante F constituye un auténti­
co precursor. del "ajuste de variancia". Este análisis se plantea
en función del modelo que hemos seguido (Figura 4.2) siendo posible
su generalización a cualquier modelo:
/10
donde m= número de endógenas latentes
n= número de exógenas latentes
4.6.2. Análisis de la Variancia de las Ecuaciones EStructurales
como Ajuste Predictivo.
Hemos visto como es factible el analizar ajustes de variancia
en modelos estructurales. Nuestro objetivo será tratar de plasmar
un sistema de ajuste según estas condiciones de modo que dispongal
mos de elementos de decisión seguros para evaluar la capacidad pr�
dictiva. Tal propuesta debe respetar la necesidad de mantener la
posibilidad de ajuste de medida y teoría por separado a la vez que
conjunto, pero, en un intento de obtener mayor información, puede
ser interesante trabajar los datos que nos provee el análisis de
cada una de las ecuacioanes por separado. Este tratamiento debe di
ferenciarse para los modelos que sólo presentan variables observa­
bles (exentos de modelos de medida) y los que incluyen variables
no observables.
4.6.2.1. Ajuste de Variancia para Sistemas Estructurales sin
Variables Latentes.
Como primer paso vamos a definir algunas expresiones necesarias
para el desarrollo del ajuste de variancia en estos sistemas utili









FIGURA 4.3.: Path diagrama simulado de un modelo
sin variables latentes.
Las ecuaciones y matrices que de este sistema se desprenden
son:
'If ;: t. Xf + f,¿/z. f �
Y2.:; (3J.1 � + í.)� + illXv -t: �
Desarrollaremos algunas expresiones, ; muy básicas, pero
que completan�todo el desarrollo. Si evaluamos la capacidad predi�
tiva del sistema, este vendrá dado por la modificación (ya conoci­
da) de (275).
9, = ti X4 + Oll. �
� = (3ZI'i +- t;j� + t;y x,
De este modo podemos descomponer cada ecuación de (277) en la
correspondiente suma de cuadrados predictiva:
SC total = SC sistema + SC Residual
o su análogo matemático:
C2:t4)




Formulado en términos similares a los de (278)
SC Yt = SC ecuací ón, + scr-es
í
duaa r
SC Y2 = SCecuaciónz +- SC r-es í dual.e
( 28,t)
De (280) podemos establecer las siguientes igualdades:
SCT = SCy� + SCVz..
SCsistema = SCecuación�+ SCecuaciónz
SCresidual= SCresidua� + SCresidua�
(28a )













Análog�amente podemos establecer las expresiones correspondien­
tes para el cálculo de cada fuente (a partir de S):
SCT = (N-1) tres'!) ( 286")
SC y¡ = (N-1) Sy, ( 286)
SC t. = (N-1) S YL (281)
SC eq -:: "1" s py,X. -f t,2. �?'I,h (288)
SC ec; -= (3 SPY,V +fzJsR,x+fzyS�Xv (28�).1./ 4 2. ,¿ J Z.
SC RES = (N-1) tr'( t¡J ) (2 �D)
SC Re!1 = (N-1) ttJ (251 )
SC �EJZ. = (N-1) 1/2.1. (2�"Z.)
SCsistema = (N-1) tr( S-</') (ol'13)d
Se pueden conseguir expresiones más simples para (281) y (2f!):
SCEC( = se y,
- seRES, ::- [(N-..I) Sy, J -[lN;f) 1)),,] s:
:: ('" --1) [SYI - l}J,,). «<:;'1)
La disposici6n de (28�) hasta (295) puede resumirse en la siguiente
tabla:
TABLA 4.8.: Resumen fuentes de variación de ajuste
de variancia para el modelo de la Fig.
4.2.
FUENTE AJUSTE S CUADRADOS GL M.C F
TOTAL (N-1 ) tr{ Sil- ) N-2 �tr(Sy)
SC Y, (N-1) Sy-1 N-1 SJI
SC 11. (N-1) Syz N-1 S.zz
SISTEMA (N-1 ) tr{Srlf) 5 SCsis/5 MCsis/Mcres
SC sq (N-1) (r" -t/ln ) 2 SCecl2 MCec/Mcres
SC gZ (N-1 ) ($yz. - tfz.2.) 3 SCec/3 MCec/Mcres
RESIDUAL (N-1 ) tr { tp ) 2N-7 Sres/2N-7
Res 1 (N-1 ) !.pI! N-3 :l' {JJJ I
Res 2 (N-1 ) lfz2. N-4 z: l)Jz.?
A partir de la tabla 4.8. puede plantearse el desarrollo para cual
quier sistema con variables observables que se caracterice por q
ecuaciones (Tabla 4.9.)
Como se observa en esta tabla, el análisis de variancia puede
centrarse en el estudio de la capacidad predictiva de cada una de
las ecuaciones del sistema o a nivel global. Ello es especialmente
interesante puesto que es posible que un modelo, en general, sea pr�
dictivo (estadístico F de la fuente sistema sea significativo) y ello
se deba a la actuación específica de alguna o algunas ecuaciones del
sistema. Esto implica un ligero cambio en las modificaciones de los
sistemas para un mejor ajste, puesto que la alteración de los pará­
metros a estimar vendrá dado por la necesidad de una mayor predicti
bilidad de las ecuaciones.
,.:¡.r
TABLA 4.9.: Tabla de ajuste de variancia para modelos
sin variables latentes y p ecuaciones (p�
ra S).
FUENTE DE AJUSTE SC GL MC F
SISTEMA tr(S -(p) (N-1 ) la� Sc'm ) J,� flfCsJ.s ) I1CIl4i"s
ECUACION 1 (N-1 )( S�J - !.}IN ) a1 SCéCf I a, MCea JMCll6 (









ECUACION q (N-1 )(Sy'l - lp��) af 5 e &"1- /C{ 'f "'CE'(� J}f(.�QS1
tr lf
;
SeRes / f(IJ-A) -l, o.�RESIDUAL (N-1) q(N-1 )-�,�
RESIDUAL 1 (N-1 ) Y'/I N-1-a1 5 (_1?6/) tJ-,f -Cil




• · · .
RESIDUAL q (N-1 ) (/J11 N-1-a� se ((es,;/ ¡J-l-Ci'}
a� = nº de regresores en la ecuación q
Es posible encontrar una ecuación de entre de las del sistema
que no sea predictiva, y por tanto la acción de mejora del modelo
exploratorio se hará de modo más concreto variando las relaciones
que presenta la variable endógena de esa ecuación. Reiteramos la
idea anterior relacionada con el hecho de que el ajuste de varian
cia no es un substituto del ajuste de covariancia, sino que lo co�
pkmenta en tanto en cuanto sería interesante escoger como modelo
ajustado aquel que presente un adecuado valor de f2(el cual disc�
timlos �a. brevemente en apartados ew12nores �) y fueren significati­
vas sus análisis de predictibilidad.
4.6.2.2. Ajuste de Variancia para Sistemas Estructurales con
Variables Latentes.
Este planteamiento difiere del anterior 'puesto que las relacio.
-
nes teóricas no son puras, ya que las variancias de las variables
en cuestión, a menos que se consideren, estandarizadas (a partir
se R) no están totalmente identificadas. Del mismo modo que he­
mos hecho en el apartado anterior seguiremos un sencillo ejemplo
para ilustrar este punto concreto (Figura 4.4.)
FIGURA 4.4.: Path diagrama de un modelo simulado
con variables latentes.
Las matrices que caracterizan este modelo son las siguientes:
01 = tJl �I +- t; �.2. f �
'22. t: 'h3 �3 -1- �
/H
)(1 Al! o o cf,J2X2. 121 O O -li1 + (_ ;¿qi-)J�,(3 - O ).�2. O- JI¡XV O ílvz OXs O O )f3 J;











Q¿ (.30J)Oc) :: o
o
o o 6 B� +
O O O O e�
O O e o O &�
Q..¿6




Del mismo modo que en un sistema estructural como el presentado
en el apartado anterior, los modelos de medida, dado su carácter
confirmatorio, son susceptibles de ser analizados en su ajuste de
variancia, entendido como la significación de la variancia que ex­
plica la agrupación factorial propuesta. De ahí que puedan plante­
arse las siguientes expresiones, a partir de la estandarización de
las variables incluidas:
- Modelo de medida exógeno
Coeficiente de determinación Ro(', = :2. ;¡t· /6 {.JO3)
- Modelo de medida endógeno
Coeficien te de determinación !2J-t- = Z 1/ /1 C30v)
De (303) y (304) puede desprenderse una tabla de significación
para cada modelo de medida (Tabla 4.10)
TABLA 4.10: Tabla de ajuste de variancia para
los modelos de medida de la figura 4.4.
FUENTE DE AJUSTE PROPORCION GL. MC F
MEDIDA
EXOGENO z)�·16 3 Pex/3 MCex/MCresex
RESIDUAL J- (¿/),/16) N-4 'PRFSéx/ fol-lf
ENDOGENO _¿ /Jet}1 2 'PEtJ ¡.z. Mee,!)/H(./?€sl:A/
RESIDUAL ) - ( ¿ ),;. /4) N-3 HESE4111-.3
La�tabla propuesta permite obtener la significación de los coe
ficientes de determinación obtenidos en cada modelo de medicla: la
misma formulación se puede desarrollar para el caso en que R sea
substituida por S como matriz inicial. Sin embargo ello no es de
masiado recomendable, y por ello no se ha desarrollado, toda vez
que R elimina la problemática de la dependencia de la unidad de
medida que presenta S, a la vez que no obliga al conocimiento de
la unidad de medida de las latentes, pues en este caso
y
Hechas estas consideracionesrPodemos presentar la tabla corres
pondiente a este punto. (Tabla 4.11)
TABLA 4.11.: Ajuste de Variancia para el modelo estru�
tural de la figura 4.4.
rUENTE DE AJUSTE PROPORCION GL MC F
SISTEMA rr(I�/2 3 Psis/3 MCsis/MCres
ECUACION 1 1- tf(/ 2 Pec/2 MCec/MCres
ECUACION 2 1- �l.2. 1 Pec/1 MCec/MCres
RESIDUAL tr«(Ji)/2 N-S Pres/N-S
RESIDUAL 1 !P" N-3 Pres/N-3
RESIDUAL 2 l}I¿� N-2 Pres/N-2
Por consiguiente es perfectamente factible desarrollar la tabla









n variables latentes endógenas
r regresores en cada ecuación estructural
La simplificación en la propuesta de ajuste de variancia para
estos modelos recomienda reunir en una sola tabla (4.12.) las
fuentes de ajuste de medida y teoría. De cualquier modo, el des�
rrollo de estos procedimientos podrá verse con mayor detalle en
la segunda parte de este trabajo. Como deciamos anteriormente el
ajuste de covariancia no debe obviarse puesto que su utilidad con
respecto al aju,ste final sigue siendo importante. Quizás sea inte
resante plantear soluciones para una mayor segutridad en su uso.
/lo






FUENTE DE AJUSTE PROPORCION GL MC F
MEDIDA
EXOGENO �")t'/ P K Pexo/K MC exo/MCresex
RES. EXOGENO J - (Z;}Ú/f) N-1-K Presex/N-1-K
'tI Pen/n MCen/MC resenENDOGENO z.�'u' � n
RES. ENDOGENO " - (¿�0) '1) N-1-n Presen/N-1-n
ESTRUCTURAL
f) Q
SISTEMA tr( I-lf ) /n 2_r Psis/�r MCsis/MCres{-/ ."/
ECUACION 1 1- % r1 Pec /r, MCec /MCres
ECUACION 2 1- IP.22 r.¿ Pec !rl Mcec /MCres
• · · · .
· • · · .
ECUACION n 1- tptln r'1 Pec /r", MCen /MCres
'" "
RESIDUAL i:r.{!p) /n n(N-1)-?r Pres/n-(N-1)-¿r/=, Ú:I
RESIDUAL 1 lp¡, N-1-r, Pres /N-1-r(
RESIDUAL 2 tPzz N-1-r.z Pres /N-1-r¿
· · · ·
• · · ·
RESIDUAL n �n" N-1-r'1 Pres /N-1-r"
SEGUNDA PARTE
CAPITULO 5: LOS SISTEMAS DE MEDrDA EN EVALUACION CONDUCTUAL
En este punto nos introducimos en la segunda parte de este tr�
bajo, que se caracteriza por un interés marcadamente aplicado. El
estudio del psicodiagnóstico conductual nos permite abordar una
doble perspectiva. Por un lado, el análisis de las características
psicométricas de los instrumentos de medida, se ve complementado
con las repercusiones que la propia medición provoca en el trata­
miento aplicado. Ello se comprueba de forma sencilla si se tiene
en cuenta que desde el ámbito conductual la medición no es un pu�
to de vista específico del proceso psiCÓlogico sino que se de-.sa­
rrolla paralelamente con el tratamiento. Es decir, se está midien
do continuamente: antes, durante y después del tratamiento.
Se trata, pues, de un punto, no el único, en el que se estable
ce claramente la divergencia entre un psicodiagnóstico clásico y
el conductual. En sus orígenes, la evaluación conductual se pla�
teó como una alternativa al psicodiagnóstico tradicional, y por
ello estableció y desarrolló sus propias norma. de actuación, con
lo que para los evaluadores conductuales los requisitos psicomé­
tricos no supusieron elementos relevantes en la construcción de
instrumentos de medida. Esto a la larga, y es esta la situación ac
tual, ha llevado a una cierta falta de rigor por lo que se refie­
re a la realización de instrumentos de medida objetivos. De este
modo no es dificil comprobar como en el campo de la Modificación
de Conducta (marco natural de la evaluación conductual) (1) tam-�
bién se acusa esta cierta pérdida de rigor científico.
Puede pensarse que la línea conductual no ha sido capaz de man
tener su propia coherencia ante la aparición de la Psicol�gía Co�
(1) No se distingue entre Terapia de Conducta y Mod�ficación de
conducta.
nitiva y que el intento de incorporar variables típicamente cogni
tivas (ideas, pensamientos, ••• ) no ha tenido unos resultados muy
favorables en lo relativo a los instrumentos elaborados para su
medición. La aparición de las terapias cognitivo-conductuales co­
mo tales, independientemente de su valía clínica (la cual aquí no
se analiza), ha colaborado a esa desorganización y falta de rigor
que puede apreciarse en algunas publicaciones y, quizás más grave,
en la práctica clínica. Segura (1985), refipiéndose a estas consi
deraciones, califica el periodo actual como "un peligroso estadio
de falta de rigor y vuelta al pensamiento acientífico".
Ouizás sea esta una afirmación excesivamente parcializada de la
realidad puesto que no toda la Modificación de Conducta es de influ
encia cognitiva; ni la única vertiente en la que tiene sentido la
evaluación conductual es, asimismo, la cognitiva.
Sin embargo, debe recalcarse que hay un vivo interés, y cada vez
más, en los modificadores de conducta (y por ende evaluadores con­
ductuales) en profundizar en aspectos metodológicos y psicométricos
que permitan gozar de suficientes garantias para una correcta apli-
. .-
caCl.on.
No pretendemos en este apartado hacer un desarrollo exhaustivo
de las características de la Evaluación Conductual, que por otra
parte son conocidas, sino centrar la discusión sobre algunos puntos
que configurarán los elemeatos básicos de los planteamientos que
efectuaremos posteriormente y que serán analizados mediante siste­
mas de ecuaciones estructurales(1).
(1) Para una revisión exhaustiva de los elementos constituyentes de
la evaluación Conductual deben consultarse Ciminero, .Calhoun y
Adams (1977); Cone y Ha�kins (1977); Fernández y Carrobles (1981
Haynes (1978); Haynes y Wilson (1979); Keefe, Kapel y Gordon
(1978); Hersen y Bellack (1976); Mayor y Labrador (1984); y Foa
y Emmelkamp (1983) entre otros.
Teniendo en cuenta que el campo de actuación de la modificación
de conducta es muy amplio, nos centraremos en un aspecto concreto
que, a pesar de ser objeto de múltiples análisis, sigue mantenien­
do incógnitas por resolver, sobre todo en lo tocante a su medición
y evaluación. Nos referimos concretamente al campo de la ansiedad
social, es decir el malestar que experimenta el sujeto ante' situa
ciones de carácter so�ial (citas, relaciones sociales, hablar en
público, ••• )
Aún así, nos encontramos con una amplia gama de situaciones a las
que podríamos calificar como ansiedad social. Dentro de esta últi­
ma denominación tendrían cabida situaciones relacionadas con ansie
dad en entrevistas, relaciones con personas de sexo opuesto, aserti
vidad, relaciones de tipo laboral y otras muchas que harian la rel�
ción extremadamente tediosa. Así pues, nos referiremos únicamente a
la ansiedad social para referirnos a cualquiera de esas posibles si
tuaciones.
5.1. Medición De La Ansiedad Social.
En general, se ha establecido el desarrollo de la evaluación de
la ansiedad social, así como en otras areas, a partir de los mode­
los conductuales que en los años 60 y 70 introdujeron como elemento
relevante al Organismo. En concreto, como señala Nelson (1983) los
modelos de Kanfer y Saslow (1969) y GOlfried y Sprafkin (1976).
(E-O-R-K-C y E-O-R-C respectivamente), ampliamente conocidos, modi
ficaron substancialmente las características de los procedimientos
de medición, e igualmente en el caso que nos ocupa. De ahí que ac­
tualmente se da una importancia extrema, en algunas líneas de la mo
dificación de conducta, al análisis de los componentes cognitivos
de�Ujeto.
En consecuencia, ,y empleando los términos de Wortman (1983),
este meta-análisis (análisis del análisis evaluativo) deberá te­
ner en:cuenta las características de los instrumentos de medida
de variables cognitivas, que por otra parte, constituye uno de
los problemas fundamentales a tratar.
Nos limitaremos a describir brevemente, a ala vez que seña­
lar los posibles des�justes, las estrategias que se emplean en el
análisis de la ansiedad social (1). Anticipándonos a posteriores
desarrollos, ya se puede entrever que nos encontramos ante la ya
conocida situación en la que la evaluación se establece mediante
el análisis y registro de variables típicamente motoras, fisiol�
gicas o cognitivas. Cada uno de los diferentes canales han desa­
rrollado sus propias técnicas e instrumentos, a pesar de que no
en los tres se da el mismo nivel de rigor y precisión.
Volviendo a consideraciones más generales acerca de la ansie­
dad social y de la asertividad, se han planteado algunas propue�
tas en forma esquemática para representar el mecanismo que es re�
ponsable de la aparición de conductas ansiosas o no ansiosas en
situaciones sociales. En ese sentido Evans (1985) presenta un mo­
delo como estrategia para la selección de conductas en situaciones
sociales (Tabla 5.1.). En este modelo se presentan una serie de
"causas" (izquierda de la figura) que son conductas características
del individuo y que se derivan del aprendizaje previo. Por otra pa�
te se plantean una serie de "consecuencias" que dan cuenta de la
conducta social. Las interferencias en ese proceso originan la pr�
sencia de conductas ansiosas. Esas alteraciones del proceso, si se
contempla desde un punto de vista cognitivo (siguiendo los plante�
(1) Para una revisión global de la evaluación de la ansiedad social
(Habilidades sociales) pueden consultarse Blanco (1981); Eisler
(1976); Eisler, Miller y Hersen (1973); Galassi y Galassi (1978)
Gil (1984); Hersen y Bellack (1977) o Bellack (1979) entre otros
mientos de Mahoney, 1974 o de Meichembaum, 1977), radicarian en
interpretaciones erroneas de la situación real e incluso en la ah
ticipación de consecuencias negativas imaginarias de la conducta
que el sujeto elicitaría, con lo cual se produce una inhibición.
Por contra si la alteración del proceso se atribuye a factores
no cognitivos, deberemos centrar nuestra atención a los indicado­
res observables de ansiedad, ya sea de carácter motor, como fisio
lógico.
En consecuencia, un intento integrador de estas consideraciones
deberá incluir en el proceso evaluativo los elementos necesarios p�
ra disponer de información fiable con respecto a las tres vertien­
tes mencionadas: motor, fisiológico y cognitivo. En la mayoría de
los trabajos relacionados con la ansiedad social y su tratamiento
es frecuente comprobar que las medidas de carácter motor y cogniti
vo son utilizadas, no ocurriendo lo mismo en el caso del canal fi­
siológico (debido a su elevado coste).
Cabe destacar el carácter ambivalente de las características de
las variables cognitivas, de tal modo que no solamente cumple un pa
pel de indicador, sino que, a partir de las consideraciones de la
línea cognitivo-conductual, debería analizarse para la localización
de posibles factores que expliquen la conducta desadaptada a tratar.
Independientemente de que nuestra atención se centrará preferente­
mente en este último sistema de medición, desarrollaremos parcial­
mente las caractérísticas de los canales motores y fisiológicos con
respecto a la evaluación de la ansiedad social.
5.1.1. Características del canal FisiOlógico.
En general, desde un punto de vista aplicado, el psicólogo clí­
nico no utiliza este tipo de medición. Lógicamente ello se debe al
costo y complejidad que entraña. Tampoco es demasiado frecuente en
contrar publicaciones especializadas en las que se integren las me
didas fisiOlógicas en la selección variables dependientes.
)Jb
TABLA 5.1.: Componentes conductua1es de las disfunciones
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A los problemas inherentes a las características de la medida(ley de
los valores iniciales, reactividad, artificia1idad, ••• ) hay que unir
la problemática que implica la selección del tipo de parámetro a re­
gistrar. Se ha mostrado que, básicamente, el ritmo cardíaco'y la ac­
tividad e1ectroderma1 (RC y EDA respectivamente) son sensibles para
discriminar entre sujetos ansiosos y no ansiosos.
If1
Ello no implica, por su parte, que la evidencia de la que se
dispone sea suficiente para descartar el uso de otros parámetros
como el ritmo respiratorio, electromiografía, presión sanguínea,
etc.
En este sentido LaDou, Ellman, Callaway, Edminster y Chtis­
tensen (1962) ya efectuaron un análisis de los correlatos fisio­
lógicos de la ansiedad manifiesta, utilizando diversos indicado­
res (como concentraciones en sangre de determinados ácidos). Del
mismo modo, Kelly, Brown y Shaffer (1970) muestran que la presión
sanguinea (tanto basal como postestimular) y el ritmo cardíaco
postestimular son sensibles para diferenciar entre sujetos ansio
sos y no ansiosos. (TABLA 5.2.)
TABLA 5.2.: Datos reportados por Kelly, Brown y Shaffer
(1970) para el análisis de los registros fi
siológicos en el estudio de la ansiedad.
TIPO REGRISTRO SUJETOS NO ANSIOSOS SUJETOS ANSIOSOS F(1,48)
X S X S
Presión sanguinea
basal 1 ,58 0,61 2,40 0,99 4,9.
Presión sanguinea
Postestimular 2,40 0,72 3,15 1 ,32 5,4.
Ritmo cardiaco
postestimular 72,27 9,49 81 ,86 13,75 7,5 ••
• (p<0,05) . . (p � 0,01 )
Por contra no mostraron diferencia significativa entre los dos
grupos establecidos la resistencia de la piel, la conductancia,
EMG ni la dilatación vasomotora cutánea. De ahí que pueda plantea�
se que no siempre es fácil la elección de una medida apropiada,
aunque sea factible pensar que los índices clásicos de la ansie­
dad (psicométricos) esten asociados con respuestas vasculares di
ferenciales. Esta especialidad de la actividad fisiológica se tra
duce (Forrest y Kroth, 1972) en la identificación de una ansiedad
rasgo (aumento de drive ocasionádo por ansiedad gener.al - Hipot�
sis d� la cronicidad) y de una ansiedad estado (aumento de drive
por ansiedad experimentada en una situación específica -Hipótesis
de la reactividad emocional), que sustenta la estructuración fac
torial que posteriormente trataremos.
Con respecto a la utilización de las medidas fisiológicas en
la evaluación de la ansiedad social, debe decirse que no�excesi­
vamente frecuente, puesto que la situación estimular necesaria
para una evaluación situacional hace muy difícil su utilización,
excepto en el caso se las técnicas telemétricas.
Grass y Fremouw (1982) en su análisis sobre la reestructura­
ción cognitiva y la relajación pa�a el tratamiento del miedo a
hablar en público (esta es, conjuntamente con la situación de e�
trevista, las situaciones sociales más utilizadas) usaron el ri!
mo cardiaco de los sujetos ante la situación real de una confe­
rencia, para la evaluación pre y post-tratamiento.
Otro de los aspectos típicos de las medidas fisiológicas, y
con ello nos apartamos ligeramente de nuestro campo temático, es
I
•
su utilización en los tratamientos conductuales del dolor cron1CO
(tinton, 1982) preferentemente la miografía. Este tipo de regis­
tro se ha puesto en práctica sobre todo en sistemas de·retroali­
mentación en procedimientos de relajación, ejemplo evidente de
la relación entre medición y tratamiento.
/11
El registro del ritmo cardíaco en estudios de ansiedad pre­
senta en general una característica común: el empleo de sujetos
con ansiedad no específica. Es decir, en estos trabajos se ana­
liza la ansiedad no relacionada con referentes situacionales no
especPicos, obteníendose con ello medidas de ansiedad rasgo.
Tanaren, Carney y Allen (1985) emplearon electromiografía en la
conductancia de la piel en la evaluación de la ansiedad que pr�
sentaban sujetos con patologías de carácter psicosomático, enco�
trando la misma sensiblidad de discriminación que los autoinfor­
mes administrados. En consecuencia, los parámetros fisiológiaos
empleados en investigaciones relacionadas con la evaluación de
la ansiedad son incluidos como variables a registrar para con
ello obtener información acerca de sus posibilidades de discri­
minación de ansiedad estado. Del mismo modo es frecuente compr�
bar que las medidas fisiológicas son usadas en trabajos con un
carácter psicométrico, analizando la validez de cuestionarios
conductuales mediante el estudio de las correlaciones entre la
escala a validar y el parámetro seleccionado. Una revisión de
este tema acerca del ritmo cardíaco puede verse en Burnett, Tay­
lor, Thoresen, Rosekind, Miles y DeBusk (1985), incluso introdu
ciendo el análisis del ritmo cardíaco durante el sueño.
Por último, señalar que las posibilidades de obtener medidas
fisológicas se extienden incluso al uso de cuestionarios en los
que los ítems están dirigidos a su análisis. Así el autoinforme
APQ (Automatic Perception Questionnaire) de Mandler, Mandler y
Uviller (1958) (usado por Cross y Fremouw, 1982) es un ejemplo
de ello, aunque no son de frecuente utilización. Sin embargo, qui­
zás deberemos plantearnos que una posible salida que potencia el
canal fisiológico sea la introducción de los "potenciales evoca­
dos" en la evaluación conductual (Hillyard y Kutas, 1983).
no
5.1.2. Características del Canal Motor (Registro Observaciona1).
Es este el tipo de medición propia de la evaluación conduc­
tua1 en tanto en cuanto se basa en la definición topográfica de
la conducta, requisito que se da igualmente en el proceso de tra
tamiento conductua1. Por ello, el registro observaciona1 merece
las mayores consideraciones de garantias para su uso, tanto indi
rectamente como en su modalidad directa (ésta última opción no
es muy frecuente en la práctica clínica).
Una prueba de la extensa frecuencia de su uso 10 reporta Ke-
11y (1977) en un estudio bib1iométrico del que se desprende que
de 293 publicaciones, el 76% emplean datos de carácter observa­
ciona1, tanto en estudios de carácter clínico (como variable de­
pendiente) o en estudios psicométricos de validez. Este porcent�
je es repetible cuando nos centramos en el campo de la ansi�
dad socia1,puesto que la mayoría de trabajos incorporan este tipo
de registro. En general se emplean en situación de entrevista, o
de interacción personal e incluso, en sujetos con miedo a hablar
en público, en la situación de conferencia. Durante un periodo
de tiempo no excesivamente grande (entre 3 y 10 minutos) se fil-
ma en video la actuación del sujeto medido, sometiendo los even­
tos obtenidos a un sistema de valoración específico. Tambíén es
frecuente que durante el periodo filmado se registren los valo-
res de variables no estrictamente motoras, como el contacto ocu­
lar o la inten�sidad de la voz. En cambio, no es fácil la aplic�
ción del registro de la conducta ansiosa del sujeto en la reali­
zación de unos pasos jerarquizados establecidos (como en el caso
del moldeamiento, Bados y Guardia, 1983). Un ejemplO típico de
registro observacional 10 encontramos en Ko10tkin y Wielkiewicz
(1984) que sometieron a los sujetos a.. una interacción 'con una
persona del sexo opuesto para obtener una medida de ansiedad so
cia1. Una utilización similar es presentada por Keane, Lawrence,
Himadi, Graves y Ke11y (1983) en un estudio acerca de la percepción
de la conducta asertiva. Lógicamente el uso de dOd' me � as observacio
nales no está restringida al estudio de la ansiedad, sino que se
ha extendido a otras areas como la medicina conductual (Fordyce,
1982). Igualmente hay que señalar que la actividad motora de los
sujetos es registrable por medios mecánicos distintos del video.
Tryon (1984) presenta una serie de alternativas, muy sofisticadas
algunas, para aligerar la difícil tarea del registro observacio­
nal. Sin embargo, estos medios son muy costosos y no excesivamen
te disponibles en la actualidad. A pesar de ello, quizás son una
alternativa válida a considerar. Bricker y Pruzansky (1980) pre­
sentan un estudio acerca de los medios automáticos para el regi�
tro del miedo a hablar en público en el que el 98% de los sujetos
medidos coincidieron sus datos con los criterios externos estable
cidos.
Con respecto a este último tipo de ansiedad social, uno de los
registros observacionales más comunmente utilizado es el Timed
Behavioral Checklist for Performance Anxiety (TBCPA) de Paul (1966)
Consiste en una serie de secuencias específicas a partir de las
cuales se obtiene una puntuación del sujeto. Otras de las denomi
nadas "medidas conductuales" pueden verse empleadas en, por ejem­
plo, Cross y Fremouw (1982) (empleando el Self-Reported Behavior
-BSR- de Trusell, 1978) o el conocido trabajo de Trexler Y. Karst
(1972) utilizando el Finger Sweat Print (FSP). De este último se
han hecho modificaciones de acuerdo con los intereses de los au­
tores, siendo uno de los más populares el Overall Rating of Speech
Anxiety de Fremouw y Harmatz (1975).
Para reducir el volumen que supondría el análisis de los dife­
rentes ;componentes conductuales que son susceptibles de registro
en situaciones sociales, planteamos el esquema de la tabla 5.3.
que contiene los registros más comunes.
Del mismo modo que estos componentes exigen para su registro
la actuación de un observador externo, a pesar de ello, es perfec
tamente posible la utilización de medidas observacionales mediante
auto-registros, como el empleado por Emmelkamp. (1974) en el tra-
TABLA 5.3.: Componentes de la Conducta Social regis­
trados (,)
• Según Kolotkin, Wielkiewicz, Judd y Weiser (1983)
1) Características del habla
- Duración de la respuesta (tiempo)
- Latencia de respuesta (tiempo)
- Sonoridad de la voz (decibelios)
- Fluidez (medida subjetiva)
- Tono afectivo (medida subjetiva)
- Interrupciones nerviosas (gigling en el original ingl�s)
2) Contenido de la Conversación
- Frecuencia de aparición del "yo"
- Frecuencia de aparición del "tu"
- Conte�ido afectivo (subjetiva)
- Contenido no asertivo
- Cambios
- Tópicos
Expresión de pensamientos u opiniones (cognitiva)
3) Conductas no verbales
- Ausencia de respuesta






• Según Jacobs y Cochran (1982): Behavioral Tracking
1) Ansiedad pre-conducta
2) Asertividad Verbal
3) Asertividad no verbal
4) Ansiedad durante la ejecución de conducta
5) Consecuencias de la conducta.
• Según Carrasco (1985)
1 ) Contacto ocular




6) Inflexión de la voz
7) Expresividad facial
• Según Gervasio, Pepinsky y Schewebel (1983)
1) Análisis de contenido de los elementos verbales
usados en el discurso del sujeto.
• Según Higa, Tharp y Calkins (1978)
1) Omisión de respuestas
2) Respuestas adecuadas
3) Sobreproducción de respuestas
• Según Golfried y Trier (1974) y Fremouw y Zitler (1978)
1) Duranción del silencio.
(4) Sólo se han consignado algunas de las aportacion�s más
conocidas.
tamiento de agorafóbicos.
El hécho de que las mediciones de carácter observaciona1es pr�
senta, como ya es conocido, la problemática del observador. En el
caso de la ansiedad social, los valores' obtenidos en la aplicación
del TBCPA que presentan K10noff, Revis y Tice (1985) muestran que
el orden de presentación de los diferentes estímulos provocaran
valores diferentes en los observadores. Estos debían puntuar en­
tre 1 (mínima ansiedad) y 10 (máxima ansiedad). Las secuencias
del TBCPA ordenadas en tres secuencias distintas: ansiedad cre-
-pvmva ro 11.
ciente, decreciente y a1eatorizadas. Los sujetosJcon valores más
altos las secuencias de ansiedad creciente que el resto. Con ello
se comprueba que a pesar de que el registro observaciona1 es el
que goza· de mayores garantias no está exento de limitaciones en
su uso. Señalaremos a continuación algunas de é11as.
Recientemente Be11ack (1983) en un trabajo en el que manifiesta
ese énfasis en los sistemas observaciona1es en las situaciones so
cia1es, plantea una serie de limitaciones o factores que deben
prevenirse cuando esta medición se emplea. Señala que se da cier­
ta variabilidad entre los sistemas de registro que dificultan las
comparaciones entre distintos procedimientos de registro. Entre
ellos cabe destacar:
• Variabilidad en la selección y definición de
conductas a registrar
• Variabilidad en los procedimientos de medida
• Variabilidad en los niveles de observación
(molar versus molecular)
L6gicamente, parte de esas variaciones entre procedimientos de
registro puede justificarse por necesidades intrínsecas' del obje­
to de estudio. Cabe destacar entre estos factores que influencian
la elección de medida en observación a las siguientes:
I"fS
Sistema de observación: No se obtiene la misma
precisión con registros en vivo o en vídeo. Ca
da sistema presenta ventajas e inconvenientes.
Mientras que el registro en vivo y directo po­
dría revertir en una constatación de validez e
cOlógica; el registro en vídeo permite el aná­
lisis molecular de la conducta .
• Area de Evaluación: No se puede plantear un
mismo listado de conductas seleccionadas al tra
tar de medir el componente ansioso de conductas
por ejemplo, asertivas o de contacto heteroso­
cial. A pesar de que ambas puedan incluirse co­
mo exponentes de ansiedad social, sus caracte -
rísticas situacionales no permiten un asimila
ción entre ambas •
• Características del sujeto: Igual que en'punto
anterior se presenta esa imposibilidad de unifi
cación puesto que la selección coductual que se
efectue en un sujeto esquizofrénico (como ejem­
plo) no será la misma que la que pueda plantear
se en el sujeto típico de investigación (general
mente estudiantes). De ahí que sean de gran im­
portancia los estudios acerca de patrones condnc
tuales en sujetos patológicos.
Propósito de la Evaluación: Del mismo modo,no son
comparables registros observacionales efectuados
en la práctica clínica (en general menos riguro­
sos) que en los trabajos de investigación (más
controlados). La clínica no tiene, salvo excep­
ciones, la necesidad de unos registros muy comle
jos.
Estos puntos que hemos citado, señalan una serie de diver­
gencias justificadas que se dan entre procedimientos de regi�
tro observacional, que a pesar de que se hayan establecido a
partir de estudios sobre la ansiedad social, pensamos que son
perfectamente extrapolables a consideraciones de más ámplio a­
basto. De cualquier modo, y a modo de colofón, debe menciona!
se que a pesar de las diferencias que puedan apreciarse, todos
los procedimientos deberán coincidir en una correcta selección
de medidas, basadas en tres posibilidades:
• Frecuencia de la conducta
• Duración de la conducta
Determinación de ocurrencia o no ocurrencia
de conducta.
5.1.3. Características del Canal Cognitivo (Autoinformes
Conductuales).
Nos referiremos en este punto a la creciente actividad que se
ha desarrollado en torno a los autoinformes, que algunos han pr�
sentado como referente empírico del canal cognitivo, aunque ello
es demasiado suponer. De hecho, los cuestionarios que se utilizan
no se formalizaron como una autentica operativización de variables
cognitivas, pero la práctica ha llevado a considerarlos así. En
el campo de la ansiedad social podemos comprobar alguno de los as
pectos en los que la evaluación conductual no ha resuelto satis­
factoriamente. Se observa que hay una excesiva producción de cues
tionarios, unos provenientes de los modificadores de conducta;
otros recuperados para la evaluación conductual desde él campo
psicométrico. Sin embargo estos últimos son la excepción y, en ge
neral, los autoinformes conductaules no han pasado por una nece­
saria fase de validación, aún cuando se reconozca su importancia
J�
Cone (1976, 1977); Martínez Arias (1981).
El registro de variables cognitivas se ha hecho necesario, se
gún algunos, cuando se han mostrado eficaces las terapias cogni­
tivas para el tratamiento de determinadas conductas desadaptadas
tal como se evidencia en el trabajo de Miller y Berman (1983),
a pesar de ser conscientes, como señala Párraga '19841, de la in
suficiencia de datos para establecer definitivamente el potencial y
y las limitaciones de la modificación de conducta cognitiva (Me!
chembaum y Cameron, 1980). Muchos son los trabajos en los que
los aspectos cognitivos se han puesto en juego. Desde los traba­
jos en los que se utilizaron mediciones propias de los autores,
como Nisbett y Schachter (T966), ó el clásico artículo de Mei­
chembaum (1975) empleando escalas para la evaluación de la crea
tividad, y ya más recientemente, con una orientación más experi­
mental, los trabajos de Golfried y Sobocinski (1975) acerca de
los efectos de las creencias irracionales en el arousal emocio­
nal; o las publicaciones sobre la eficacia de terapias cogniti­
vas, del que supone un excelente ejemplo el de Emmelkamp y Mersh
(1982) siguiendo con los tratamientos en agorafóbicos utilizando
cuestionarios con clara intención cognitiva.
Debe señalarse de antemano que la información que se obtiene
mediante la administración de cuestionario difiere en parte de
la que se consigue en entrevista directiva. McPherson y Cocks
a
(1983) presentaron una serie de pacientes las cuestiones que i�
tegraban los ítems de las escalas (básicamente clínicas) a través
de entrevista. Sus resultados evidenciaron un comportamiento dif�
rencial entre ambos tipos de datos. Ahora bien, entre ambas medi­
ciones hubo un lapso de tiempo que pudiera explicar las diferen­
cias por la presencia de factores no controlados. En consecuencia,
a pesar de que los autoinformes puedan proveer de información re­
levante, no es factible utilizar sólo este tipo de medición como
unl�estrategia en un proceso evaluativo.
En este sentido no es extraño observar que en trabajos diri
gidos al estudio de la eficacia de tratamientos, la evaluación
pre y post-tratamiento se basa únicamente en cuestionarios con
ductuales. Por ejemplo Gil (1983) presenta una revisión sobre
el miedo a hablar en público en la que se patentiza este aspes
too
Paralelamente al uso de escalas formalizadas, también se uti
lizan, en ansiedad social como en otras areas, el autoinforme
del sujeto basado en la introspección. El sujeto puntua en una
escala determinada su grado de malestar. Por ejemplo, Watson y
Marks (1971) presentan una escala de O a 8 puntos, en la que el
O corresponde a la mínima ansiedad y 8 a la máxima. En este ca­
so hay un intento de validación, pero ello no es frecuente, pue�
to que a menudo se establece una escala de estas características
ajustada a las necesidades del autor correspondiente, generalmen
te asociadas a exigencias situacionales.
La medición de variables cognitivas está íntimamente ligada a
la aportación de los terapeutas cognitivos, como Ellis (1962),
Beck (1976) o Meichembaum (1977) y fundamentalmente está basada
en cuatro procedimientos:
Evaluación en vivo (ante situación ansiógena)
• Evaluación en situación imaginada (de un ítem ansiógeno)
• Evaluación mediante la descripción detallada (incluso
escrita) de los pensamientos habidos en la situación en
vivo (Cacioppo y Petty, 1981)
• Cuestionarios y autoinformes
Last, Barlow y O'Brien (1985) en un intento de mostrar que
los pensamientos no adecuados estaban relacionadas con aspectos
ansiosos, evaluaron las cogniciones de cuatro sujetos ansiosos a
lo largo de varias sesiones, clasificándolas en negativas, posi­
tivas o neutras. Obtuvieron un valor para cada sujeto en la esca
la de O a 8 de Watson y Marks (1971) para cada situación presentada
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al sujeto. La tabla 5.4. recoge las correlaciones obtenidas
por estos autores en la que se aprecia como las cogniciones ne
gativas correlacionan positiva y significativamente con ansie­
dad, mostrando tendencia contraria (pero igualmente significa­
tiva en general) la relación entre pensamientos positivos y a�
siedad. De ahí que se pueda plantear que el sujeto ansioso se
caracteriza por la presencia de ideación negativa con respecto
a los no ansiosos. De hecho Ellis (1962) ya plantea la misma re
lación a nivel más global (no ya sólo con ansiedad) aunque sin
preocuparse en exceso por cuestiones formales y técnicas.
Se ha discutido ampliamente la diferencia que implica la me
dición ante el estímulo en vivo o en situaciones en las que el
estímulo ansioso no está presente. Lógicamente, tal hecho debe
ría también plantearse en la evaluación conductual cognitiva.
TABLA 5.4.: Correlaciones entre la evaluación de
ítems (positivos/negativos) con los
reportes de ansiedad de cuatro suje­
tos de Last, Barlow y O'Brien (1985).
IDEAS NEGATIVAS IDEAS POSITIVAS
Sujeto 1 0,85 (p e 0,005) -0,58 (p <0,05)
Sujeto 2 0,80 (p<.0,005) -0,70 (p <. 0,005)
Sujeto 3 0,50 (p<0,05) -0,38 (p <.0,05 -No sig. )
Sujeto 4 0,44 (p (,0,05) -0,66 (p � 0,005)
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Para el análisis de estos aspectos, Last, Barlow y O'Brien
(1985) en una segunda fase de su trabajo efectuaron la medición
del nivel de ansiedad de los cuatro sujetos con la escala de O
a 8 citada, durante la sesión terapeutica y en el periodo de
post-sesión, utilizando como situación prototípica el valor m�
ximo de ansiedad reportado en cada sesión por los suejtos. En
la figura 5.1. se aprecia como ambos valores estan relacionados.
No se o;se,."'<'1t diferencias extremas entre el valor reportado en
el ítem de máxima ansiedad durante las sesiones y el registro
post-sesión para cada sujeto.
Con ello se evidencia que la utilización de escalas y cuestio
narios parece perfectamente viable en situaciones en las que el
estímulo ansiógenos no esté presente.
Los cuestionarios que se emplean en la evaluación de la ansie
dad social, en general pueden clasificarse en tres estrategias:
• Cuestionarios de asertividad
• Cuestionarios de ansiedad general
• Cuestionarios de ansiedad ante situaciones
específicas.
A estas tres posibilidades hay que añadir los cuestionarios de
carácter cognitivo que son empleados en trabajos con esa influen­
cia.
Leary (1983) al tratar la adecuación de los cuestionarios de
ansiedad social, plantea que las medidas de autoinformes que se
usan generalmente confunden la medida de la propia ansiedad social
con la medida de conductas específicas que a menudo, no siempre,
acompañan la aparición de ansiedad social. Esa confusión no siem
pre se establece claramente puesto que se obtienen correlaciones
significativas entre las tres estrategias que presentamos anterio�
mente. Ello además se ve confirmado por el hecho de que la facto­
rialización estado-rasgo no es siempre ortogonal. Parec� ser que
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usualmente, son preferibles medidas situacionales (específicas)
o incluso de estado, que las medidas más generales tal como se




























FIGURA 5.1.: Valores de autoinforme de ansiedad durante
la sesión de evaluación cognitiva y en el
periodo post-sesión (Last, Barlow y O'Brien
1985).
A modo de resumen muy esquemático, recogemos una agrupación
de los principales cuestionarios usados en la evaluación conduc
tual, a partir de la clasificación general presentada por Hollon
y Bemis (1976). (Tabla, 5.5).
En esta clasificación se han agrupado algunos de los cuesti2
narios de ansiedad social en función, primero, de su aplicación,
(general o específica) y en segundo término en función de carac
terísticas propias de la escala, ya sea por la existencia de ele
mentos situacionales o no y atendiendo a factores netamente psi­
cométricos.
Queremos enfatizar que los cuestionarios relacionados son es
calas con validación psicométrica, elemento éste que no se da en
todas las instrumentalizaciones de autoinformes conductuales.
Igualmente, debe mencionarse que en la bibliografía están descri
tos muchos más cuestionarios de los que aquí se han presentado.
Por ejemplo el SISST (Social Interaction Self-Statement Test)
desarrollado por Glass, Merluzzi, Biever y Larsen (1982) inclu­
yendo validación piscométrica, o el Test Anxiety Scale (emplea­
do por Glass y Arnkoff, 1983), SUDS (Subjective Units of Distn�
bance Scale) (E�pleado por Marshall, Stoian y Andrews, 1976),
SP (Susceptibility to Punishement) (Torrubia y Tobeña, 1984),
CRI (Conflict Resolution Inventory) (Factorializado por Klars, 198)
MPQ (McGill pain Questionnaire) (Replicado por Reading, Everitt y
Sledmere, 1982), etc.
Los evaluadores condoctuales han dedicado parte de su atención
a la investigación relativa a la comparación entre sistemas de me
dida de una misma conducta e incluso a las características pecu�
liares del artefacto de medición. Así, Berndt, Sch�wartz y Kaiser
(1983) estudiaron el grado de "legibilidad" de algunos cuestion�
rios de ansiedad y depresión, utilizando indicadores tales como



































TABLA 5.5.: Taxonomía de los autoinformes conductuales utili­
zados en la evaluación de la ansiedad social.
(Modificación de Hollon y Bemis, 1976).
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� SIN REFERENTE SITUACIONAL: • Análisis de pensamientos e ideas
� del sujeto. (Caccioppo y Petty,1981:
� Cuestionario de pensamientos






CON RERERENTE SITUACIONAL: • Medidas de descripción del pen­
samiento.
• Medidas del pensamiento disfun-
cional.
SIN REFERENTE SITUACIONAL: . Irrational Belief Test (IBT) (Jo­
nes, 1968) (Factorializado por
Lohr y Bonge, 1982)
• Rational Behavior Inventory (RBI)
(Whiteman y Shorkey, 1978) (Fact�
rializado por Himle, Thyer y Pusp�
dorf, 1982)
CON REFERENTE SITUACIONAL: • Cog�itive Somatic Anxiety Questio­
nnaire (s�hwartz, Davidson y Gol�
men, 1978)
· Interpersonal Attraction Inventory
(Keane, Wedding y Kelly, 1983)
• Situaciones de la Pointe y Harrell
(1978)
CON REFERENTE SITUACIONAL: • Personal Report Confiance Speaker
(PRCS) (Paul, 1966)
SIN REFERENTE SITUACIONAL': • Manifest Anxiety Scale (MAS)
(Taylor, 1953)
• Affect Adjective Checklist (AACL)
(Zuckerman, 1960)
• Multiple AACL (Zuckerman, Lubin
y Rinck, 1983)
• Zuckerman Inventory of Personal
Reactions (Zuckerman, 1977)
• STABS (Suinn, 1969)
STAI (Spielberger, Gorsuch y Lus­
hene, 1970)















CON REFERENTE SlTUAClONAL: • FNE Y SAD (Watson y Friend, 1969)
• E-R (Endler, Hunt y Rosenstein,
1962; Endler y Hunt, 1968; Endler
y Okada, 1975)
� • RAS (Rathus, 1973) SRAS (McCormick
� 1984)
Z • Assertion lnventory (Al) (Gambrillo
� y Richey, 1975)
< • Personal Assertion Analysis (PAA)
�
� (Hedlund y Lindquist, 1984)
H
CI) • PSC (Ferigstein, Scheier y Buss,
1975 )
Los resultados obtenidos muestran que la mayoría de cuestiona­
rios administrados presentaban alguna dificultad en la redacción
de los ítems. Ello se agravará en la utilización que hacemos de
I
esas escalas, puesto que la mayoría estan traducidas simplemen-
te, sin estandarización a la población española.
Sin embargo, buena parte de las características de los autoin
formes conductuales nos viene a través de su empleo e inclusión
en baterias que los autores establecen para su evaluación pre y
post-tratamiento. Usualmente dedican parte de su investigación
a la justificación de la selección de cuestionarios, aportando
información al respecto; como puede verse, por ejemplo, en Deffen
bacher y Shalton (1978); Weissberg (1977) o Dow, Biglan y Glasser
(1985). Análisis comparativos entre cuestionarios pueden consul­
tarse en Carrasco, Clemente y Llavona (1984) entre RAS y Al;
Green, Burkhart y Harrison (1979) entre autoinforme y registro ob
servacional; Crossberg y Wilson (1965) entre autoinformes clási­
cos (entre ellos el MAS); Law, Wilson y Crassini (1.979) (acerca
del RAS) o Borkovec y Craighead (1971) (sobre varias técnicas de
evaluación). La mayor parte de estos trabajos se basan en un de­
sarrollo en publicaciones "pioneras" en el estudio comparativo e,!!
tre técnicas de medición y no es difícil encontrar, en consecuen­
cia, referen�i�a la obra de Hersen (1973, 1976); autor con una
honda preocupación metodológica y psicométrica.
5.2. Desajustes En La Investigación Clínica Aplicada.
Quizás sea conveniente hacer aqui mención breve de la probl�
mática que presentan algunas de las líneas de trabajo típicas de
la clínica aplicada. La mayor{a de críticas que pueden plantear­
se provienen de un análisis estadístico y metodológico y son atri
buibles a una escasa coherencia con los planteamientos técnicos
de la línea conductual. Garfield (1978) recoge una serie de pun-
tos que a continuación esquematizamos y reinterprstamos:
Desajustes muestra1es: la selección de sujetos no sigue
ninguna técnica que garantice su homogeneidad. Norma1men
te se trata de muestreos accidentales. Si al problema té�
nico le unimos la dificultad que supone seleccionar suj�
tos con parecidas características re6pecto a la patología
de interés, hallaremos la clave para no poder solventar
e s tavs í. tuación •
• Inadecuación de los grupos de control: la cue s t
í
on.
mencionada en el punto anterior ya determina el ac­
tual, puesto que la misma razón invalida el control
establecido. Por otro lado, es frecuente que los gn�
pos de control sean evaluados en dos momentos distin
tos en el tiempo. Evidentemente, la experiencia clí­
nica de los sujetos en "lista de espera" (tratamie!!
to típico de los grupos control) ya supone cambios en
la conducta de los sujetos, con 10 que el contraste
post-tratamiento está sesgado •
• Significación clínica versus estadística: Este es un
aspecto ampliamente discutido con anterioridad en mú1
tiples trabajos. De hecho, hay que señalar la actitud
poco coherente de los investigadores clínicos conduc­
tua1es y � los estadísticos interesados en el tema. En
efecto, si se planteó el uso de los diseños de N=1 co
-
mo marco natural de la investigación clínica, no pue­
de plantearse el más simple de· los diseños de grupo c2
mo estrategia para la validación de tratamientos. Deb�
�, en todo caso, profundizarse en extremo en pruebas
estadísticas "ad-hoc" para los diseños conductua1es que
aportase garantias de significación, al menos estadís�
tica.
. Diagnóstico basado en promedios grupales: Tradi­
cionalmente el diagnóstico es un proceso indivi­
dual, que se cuestiona en la utilización de gru­
pos. Generalmente las comparaciones pre y post -
tratamiento se obtiene mediante el estudio de las
medias de los grupos, con lo que de nuevo nos en­
frentamos con una problemática de carácter metodo
lógico-estadístico.
Dificultad de replicación: Toda esta serie de pu�
tos presentados revierten en una gran dificultad e�
efectuar replicaciones de investigaciones.
Todos estos puntos se ven acompañados por los desajustes que
en si mismas presentan las técnicas evaluativas que trataremos
a continuación.
5.3. Desajustes de las Técnicas Evaluativas.
Desarrollaremos este apartado de forma igualmente esquemática,
siguiendo para ello los planteamientos de Nelson (1983) que pue­
den resumirse del siguiente modo:
• ]nperfección de las técnicas de evaluación: A pesar
de que es mucha la investigación dedicada a este as
pecto, las técnicas de evaluación no presentan, en
general, datos con respecto a sus garantias psicomé
tricas. El proceso de construcción, sobretodo de es
calas, no contiene los elementos necesarios para que
su utilización sea segura. Es muy poco frecuente ana
lizar con detenimiento las características del marco
teórico referencial que justifique la selección de
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los ítems. Menor es aúnl- cuestionarios de los que
se conocen versiones preliminares dirigidas al est�
dio de la discriminabilidad de los ítems incluidos
o en los que se reporten datos respecto a su fia
bilidad y validez.
Dificultad de aplicación: Ello se hace más eviden
te en los registros observacionales, en los que,
como veíamos, necesidades situacionales hacen va­
riar el proceso de recogida de datos.
Escasa estandarización: La mayoría de técnicas de
evaluación y-en concreto los instrumentos a tal
efecto construidos, no se presentan de forma es­
tandarizada, lo cual evidentemente limita la in­
terpretación de los mismos •
• Escasas escalas de intervalo: los datos que se ob
tienen en esta línea evaluativa (sobre todo autoin
formes) presentan escalas ordinales. Afortunadame�
te existen criterios más válidos (duración de con­
ducta) que a menudo son empleados.
CA?ITULO 6: Ií'WDELOS ESTRUCTURA.L:;;:;;3 FA..-ffi :¿:L ANáLISIS DE L03 AU�OIHFOR­
MES COHDUCTUil.L"'::S: :8STILL:\.CION DE PARS. y AJUSTE.
Si nos centramos en tratar el tema de los cuestionarios conduc
tuales es por, como ya se ha comentado, presentar Ul1.0 de los puntos
conflictivos en la evaluaci6n conductual. Ello no i��lica que los
otros dos canales de medida no sean susceptibles de rul�lisis. Sin
embc..rgo, los registros obs ez'vacd ona'Lea ,f los reGistros fisio16gicos,
ljor sus propias características no adolecen de las deficiencias que
presentan, en ocasiones, los autoinformes. fampoco supone una nove­
dGd el tratar este tema mediante el sistema de eCU9.ciones estructu­
rales, puesto que desde un punto de vista psicométrico ya se ha apli
c�do esta técnica de análisis en el estudio de los cuestionarios pa­
ra medir ansied�d.
En este sentido Kameoka, Newton , Hoelter y Ta:'1aka. (1982) efec­
tuaron una investigaci6n en la que sometieron a alcvnos cuestiona­
rios (TAl, STAI, t�S y S-R) a un análisis factorial confirmatorio
según la estructura teórica que presentan cada uno ue los autoir�o�
mes citados. Sus resultados mue stran que s610 el cuestionario S-R
(a]licándose solamente una de 18.8 situaciones específicas de las que
dispone) present6 un ajuste correcto del modelo de medida correspon­
diente (X = 94,54 con gl = 105; p= 0,75e) mientras que el resto e�i­
denciaron malos ajustes (en cene�al p�0,001). En �a misma línea
Il1arsh y Rocevar (1985) utiliz8.j_10n el paquete Lisrel para el estudio
de los cuestionarios cognitivos, mediante el análisis Ce fiabilida­
des, hallando en ¿eneral valoree adecuados. En consecuencia, parece
que el punto débi:lh de estos instrumentos de medida residé.L preferen­
temente en una escasamente s61idc estntctura te6rica, m�s que en el�
mentos técnico-psicométricos. Este hecho no debe sorprender en exce­
so rJuesto que muchos de los cuestionarios elaborados lo son en base
a las necesidades puntuales y concretas del autor, con lo que se ev!
dencia un rechazo a los planteamientos teóricos en su formulaci6n.
Este aspecto que comentamos no s610 se refleja en las estructu­
ras de los instrumentos aquí analizados sino que en otros canales
pueden apreciarse procesos paralelos. Nurius (1983) utilizando mode­
los de series temporales mues·Gra como en registros observacionales
a lo largo del tiempo se puede detectar un fen6meno parecido al de
los cuestionarios. La falta de estructura te6rica posibilita que los
cambios que a lo largo del tiemp�se producen en la conducta medida
no sean recogidos por el instrumento dde medida, puesto que �ste pr�
senta una estructura rígida y puntual que le impide la previsi6n de
alteraciones conductuales.
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De ahí que, como señala Labrador (1984) sea necesaria una mayor
eficacia en �a elaboraci6n de las técnicas de medici6n.
Huestro particular punto Qe vista al respecto se centra en la
admisi6n de los tres canales de respuesta como válidos y útiles. Mu
cho se ha discutido acerca de las concomitancias que �eben darse en'
tre sistemas de medidid6n. Los resultados de las investi�aciones di
rigidas a este aspecto present�n �esultados poco congruentes y ello
nos lleva a pensar que en algunos casos las conclusiones a las que
se ha llegado están mediatizadas por aspectos muy concretos: carac­
terístioas de la muestra de SUj8tOS utilizada, artefactos de medida,
reactividad, análisis estadístico aplicQdo, etc •••
Desde una perspectiva basQda en el razonamiento l6gico se nos
plantea como adecuado asumir que los tres canales deberían correla­
cionar entre si. Parece 16gico su�oner que si un sujeto es f6bico a
las serpientes, sus cogniciones Lcerca del estímulo sean negativas y
que sus constantes fisio16gicas se vean alteradas e� situaciones en
lc"s Q_uedeun modo u otro (piénsese en la Lmagí.nacLón de estímulos) de­
be interactuar con el estímulo aversivo.
Como deciamos, la evidencia empírica de la que disponemos no es
sur'Le í.errt e para plasmar esa relaci6n que parece "16Gica" en su for­
m1..uaci6n. Al contrario, la conducta ansiosa se puede evidenciar por
medio de alguno de esos canales. Quizás, ello nos lleva a aceptar un
ftecho un tanto ins61ito; las cor�uctas ansiosas pueden darse a ni­
vel cognitivo, motor o fisio16Gico de modo separado. �'videntemen�e
este es un planteamiento que nos ]arece fuera de lu�r, puesto que
la mínima experiencia clinica muestra como los sujetos aI_siosos pr�
sentan alteraciones en todos los canales.
En virtud de ello, pues, nos queda refugiar nuestro desconoci­
miento en un "caj6n" de aspectos ne todo'Légdcoa que no hemos resuelto.
Realmente no encontramos correlaciones entre canales porque no dis­
ponemos de técnicas de medici6n correct�s y adecuadas. Ya se ha pla�
teado, y en ello sumamos nuestra opini6n personal, que ello se hace
más patente en el caso de la uti�izaci6n de los cuesticnarioB condu�
tuc,.les. El canal motor (regi3t:.:os observacionales) es el único que
por sus propias características nos permite " una medición adecua-
da del sujeto ansioso, aunque sea de carác�er muy ampiiu. La obser­
vaci6n de la conducta del sujeto nos dará la posibilidad de concluir
si es que se trata de un sujeto ansioso o no. Esta clasificaci6n es
demasiado amplia para las necesidades de la investicaci6n aplicada,
pero quizás no lo sea para la práctica clínica, que en definitiva es
el punto final al que hay que tender.
Del canal fisio16gico se pueden plantear ciertas reticencias
en su papel de "ayuda al psicodiagn6stico". ¿La aceleraci6n del rit
mo cardíaco por si solo puede determinar la defiDici6n de un sujeto
como ansioso? Evidentemente no hay evidencia para contestar afi�
tivamente a esa cuesti6n. Sin embargo, cualquier psic610go relati�
mente familiarizado con el tratamiento de sujetos ansiosos o f6bicos
habrá comprobado como la presencia (o imaginaci6n) del estímulo ave�
sivo provoca la aparici6n deateraciones fisio16gicas: dudoraci6n,
palidez, temblores, respiraci6n aGitada, etc. Cierto es que en sen­
tido estricto, tales indicadores podrían relaciom.:rse con toda se­
guridad con el c��l motor, pero como mínimo nos facilita la supo­
sici6n de que se den alteraciones fisio16gicas de un carácter más
interno y por tanto no observ�bles. Tanto en este canal como en el
Que hemos comentado anteriormente, afortunadamente, la evoluci6n te�
nologica está a favor de la tarea del psic610go.
Al referirnos al canal coGnitivo, todas las consideraciones
aquí planteadas deben ser reanalizadas. El papel que se otorga a los
autoinformes como referente empírico de variables co�1itivas es más
que discutible, e incluso la acci6n que las terapias conductuales­
cognitivas plantean sobre estas variables tampoco es absolutamente
contrastable. Así, cuando nos planteamos la eficacia de estos int�
mentos no queda otra soluci6n que colocar un interrog¿nte que indi­
que la prudencia que debe seguir a su aplicaci6n. En diferentes pa!
tes de este volumen hemos hecho hincapié en las limitaciones que pr�
aerrtan los cueatríonar-í.oa¡ pero no es nuestra intenci6n que ello se
interprete como un rechazo a su uso. Debe entanderse como una nece­
sidad en la superaci6n de los elementos que hacen que una t�cnica
simple en su uso se convierta en arriesgada en su �nterpretaci6n.
Nos dedicaremos, pues, a estudiar los autoinformes conductuales de�
de una perspectiva más global, entendiendose como tal la situaci6n
que se produce cuando el instrumento de medida se analiza como par�e
integfante de modelos de predicci6n di la ansiedad.
6.1. Planteamiento de un Modelo estructural (PATH DIAGRA1�) en torno
a la Ansiedad Social.
Gil (1984) al referirse a los distintos modelos relacionados
con la ansiedad social incluye entre ellos el modelo de la ansiedad
condicionada del que se derivan la mayoria de tratamientos basados
en la desensibilizaci6n sistemática. Nuestro prop6sito será el de
recoger los diferentes componentes de este modelo y operativizarlos
mediante el suso exclusiva di autoinformes. En consecuencia, la p�
mera etapa consistirá en identificar esos componentes:
-:-.--.... _.� . � ,�. .... �
• Ansiedad social: conductas inadecuadas en situaciones sociales.
• Asertividad: Incapacidad de expresión de ideas y sentimientos.
• Ansiedad situacional: Ansiedad experimentada solamente ante situaciones
específicas (miedo a hablar en público)
• Ansiedad rasgo: definido como conducta adquirida y constante.
De acuerdo con lo expuesto anteriormente, deberemos definir una serie de indicado
res para cada uno de estos componentes:
• Ansiedad social: Fear Negative Evaluation (FNE)
Social Avoidance Distress (SAD)
• Asertividad: Rathus Assertive Schedule (RAS)
• Ansiedad situacional: Cuestionario S-R (situación de hablar en público)
Cuestionario evaluación miedo a hablar en público
(CEMHP) (Guardia, 1984).
• Ansiedad rasgo: Manifest Anxiety Scale (MAS)
State-trait Anxiety Inventory-forma rasgo -(STAI-T)
Estos componentes están relacionados en función de las características del modelo
que se sigue. Las relaciones pueden describirse a nivel verbal del siguiente modo:
• Los sujetos que presentan un rasgo de personalidad ansioso son sujetos
que manifiestan ese rasgo de modo preferente en situaciones sociales.
• La ansiedad social que experimenta un sujeto determina que er/;"¡iflúe con­
ductas inadecuadas en situaciones específicas de carácter social.
• El sujeto con ansiedad rasgo tiene dificultades en desarrollar una con­
ducta adaptada en situaciones sociales muy ansiógenas (como es la situa­
ción de hablar en público).
• La falta de asertividad se relaciona con la incapacidad de resolución ade
cuada de situaciones sociales.
Las relaciones que se han planteado configuran una serie de estructuras para
su análisis que ponen en juego los distintos componentes que hemos diferenciado
anteriormente. De ahí que la unión de los aspectos de medida y de relación en­
tre variables latentes de origen al path diagrama que se presenta en la figura
6.1. y que supone el modelo estructural que someteremos a análisis, recogiendo







Figura 6.1.: Path diagrama del modelo de ansiedad
condicionada en las situaciones so­
ciales en el que solo se utilizan co-
mo indicadores autoinformes conductuales.
6.1.1. MATRICES FUNDAMENTALES DEL SISTEMA ESTRUCTURAL.
Evidentemente, un paso obligado antes de la obtención de los parámetros es­
tructurales será el especificar las matrices correspondientes al modelo propues­
to. De este modo, las siguientes expresiones caracterizan el sistema planteado
(se asumen los supuestos teóricos planteados en 5 y 5 bis).
Y]� :: i" g, � '617. t + �
f)}. = (321 /t; + ( � + �
(3OS)
Presentando (305) en forma matricial:
Las matrices cjJ y 'f adoptan la siguiente forma:
� - í �(( 1-
L�L( �22 J
(JO+) J (30J)
Por lo que se refiere a los modelos de medida pueden expresarse del siguiente
modo:
. Exógeno
n�r : 1- L11, �� 1Z Al1XJ o �32 d3
siendo
1ró.'OJ� � 90,"-.¿O 8J.2$
• Endógeno
'1, )'1( O é,













De acuerdo con el contenido del capítulo 2 relacionados con los modelos re­
cursivos (como es este caso) el modelo propuesto satisface la condición sufi­
ciente y no necesaria.
Podemos recordarla en los siguientes términos:
1) (3 es triangular
2) cp es simétrica con diag.=
3) &ld' es diagonal
4) Ge es diagonal
5) lf es diagonal
Ello determina que se trate de un modelo sobreidentificado. En efecto, de
las expresiones (306) a la (312) se desprende que deben estimarse 23 paráme­
tros, y en consecuencia:
021.5
r : 1jo? [P(p-tl}J - 1:.
)/� [1- ( t + 1)] - 02 3 s:
::= 028-.z3 = 5
Sin embargo, no podemos afirmar que se cumpla la condición necesaria y sufi­
ciente de la solución única para cada parámetro. Veamos si las dos aproximacio­
nes propuestas pueden aportar evidencia respecto a esta última condición (1).
6.2.1. FORMA REDUCIDA
El proceso se inicia en la expresión (305):
17" ::= t: �, -f 112_ t-l �1
r¿ z: /32f Y}1 T fz;> §2 + �4
UOS)
Susti tuyendo '7, en r)l obtenemos:
01 = 0" �I .;. '/¡2 �z + 51
Y}J..:: (32 ( (tv � + o;z t + g,) -1- i §'z .;. �4 {�(s)
Extrayendo los paréntesis
'11 e 'lo g/ .¡. "'2 t .¡ �f
'1<, : �11 "', � lo- (311 4';z t. + /t?JZ{ k, ... Ízz �� .¡. � {31"l-j
Reordenando las expresiones
1., e, Y" �f .¡. t.z. t 4 5¡
ryz :: (321 1/1 J; + (f]JI J,z. +-"') s, +- (321 � + .t
( 3/K)













(1) Se incluye en esta fase las dos aproximaciones aún a sabiendas de que los mode­
los recursivos son siempre identificables. Simplemente se plantea como confirma
ción de la identificación.
eJ/G
De e ste modo (305) se r-ef'o rrauLe del siguiente :nodo:
11 = )1-11 �, + )1,2. � -r u
12 ::" /121 §., + /1/..1 fz -r v'
Observese como la ex+r-e ed ón (326) no es e.:1.2.10g2. a (305). ':le ha
p.Lantieado un nuevo aí.s t erne en el o ue las e cur.c Lone ; ;·re:::entP..l'1 los
.n í.smo s regresores en nnbo s casos. Consi;,�).ienteElente nos detendremos
en ana.Lí.z ar- este nuevo :::iste;'1c. .• Ve:::-nos cono f'ác.í Imerrt e obtendrenos
12. r r'ueba de La ao l.uc í.én 1..�1.iC8. de los I�2.r2..ne tro s e s tz-uo tu a.Le e , En
efecto, en (320), (321) y (324) se rerresenten ex�resiones �nicEs
par-a i(, �lY §;;. Res::ecto 8. los ��2::.r:? ..1etrosiLZY � t2.:::bién 18. so l.uc í én es
Úllic2.:
Í;.2 -= /72Z -;32/ 'f'z .:: I1..zz - /3.11 ti,
� -= V - (321 �1
-= V - ;321 U
(3Z1)
(13)
Queda Tor co�prob2r la soluci6n �nica r2ra/�1
plantearse COlO:
la cual -ruede
(321 :: )1Z1 /0// .:: IlZ1 /11(( ( 3./'1)
(]Z/ s: 1112 - 3�2 / '3'z .: }1zz - /¿.1 / ttl2. (330)
De este modo ( 329) v (330) deberán ser, l'"'r'·rc. rue lr> condici6n se curav .-
pla, expr-e aí.one s análogss. Se d ebe mo st r-c.r' en c oncecuenc í,n ' ue:
1721//7(1 :: »;
- O'�.l ) /1/.1
.Je shací.erido la :rf'.nsfor-.1Hci6n ef'e c tunda 2n e r-í.o rmerrt e r
¡3Z1 fu / s; =((321 Ytz + í� - fzz) /0,2-
(3zf A" I ", s: (3u '/,,z / t,/¿,
(311 ::o (3.1.1
(J3Z)
3e coupr'ueba como la soluci6n cue se obtendrIa en (329) es exac
tiamerrte la mí.sma cue en (330), con lo cual, todos los T'2.r2metros ten
dr-án Ulla única smluci6n.
6. 2. 2. COI,iBD-IACION LINEAL.
De la misma fo rma c ue se ha de sar-roLl.edo la forma reducida, e�
tableceremos el �rocedimiento de le combinqci6n lineal en el modelo
prof'uesto.
Así, modificaremos con las constantes A y ;U
")r¡1 = ltll t + ) "2 t + A J;
» �2.
s:




)0';1 � + A�2. íz -t) $'1
- 414::0
)A (J2f 11 + /' fu �
�







De las dos ecuaciones que integran (305) estudiaremos solamente la ecua-
ción correspondiente a 12. por ser la única que puede presentar problemas de so-
lución única, dada la simplicidad de � • En consecuencia plantearemos (337) en
función de 12. :
fU!;. = (Ji ¡32f - :1)'71 + ;;{¡, �1 + (A it2 f� fzz) s,
-1 A k; +/ �
Y), • [(p(J" - Jh • Ji,§" (At,,')-' tu)§. + ) � +/'''] /¡< ( 13<1)
Aplicaremos la siguiente transformación de variables:
(32: = V(Ju-J)// �(J21-())fl)
�: '" ) 'tI/ji
�; :: (A '/,2 J« '112 )tu :: (;¡ �z if) + il
�ft = ( A �1 +j< � )//' :: (A �1 /ji-) � �c. (343)
De este modo (339) se convierte en:
Recordemos que la aproximación de la combinación lineal nos permite obtener
información relativa a la estimación de los parámetros, puesto que se identifi­
cará la ecuación cuando los mismos no sean combinaciones lineales. Los paráme-
tros de �2. en (305) - (32( J iZo , � - no son combinaciones lineales en la transfor­





En consecuencia puede darse la ecuación para rlz. como identificada.
6.2.3. CONDICIONES PARA LA IDENTIFICACION
Igual que en el apartado anterior seguiremos el esquema que se recoge en el
capítulo 2.
6.2.3.1. Condición de orden
• para la ecuación'7z :
ka = O (exógenos no incluidos en la ecuación)
;me.: i (endógenos no incluidos en la ecuación)
1YY1� " oZ. (número total de ecuaciones)
Según la expresión (149) debe cumplirse que ka + lYl).e �;Y1?c1. En efecto, en
nuestro caso:
0+1= 2-1
Con lo cual la ecuación para �1cumple la condición de orden
• Para la ecuación 12 (utilizaremos la expresión (147) análoga a (149):
he = 1
,mi = 2 (endógenas incluidas en la ecuación)
Según (147) debe cumplirse que Ke � mi -1. En nuestro caso:
1= 2-1
Con lo que la ecuación para 12 es identificada.
6.2.3.2. Condición de rango
De forma similar al desarrollo anterior se planteará el análisis de la condi­
ción de rango a través del procedimiento esquematizado en el capítulo 2 y en con
creta partiremos de la expresión que en nuestro modelo se puede desprender de la




• Para la ecuación 11 :
la matriz colapsada adoptará la siguiente forma:
( .3l1"r)
(349) supone una forma simple, lo que permite el estudio de la identi­
ficación. En este caso, el valor de R es igual a 1 (nº de filas de la ma­
triz simple con *)¡ se observa que:
1(= 1 1 - R,.: /Yl1t - 1m1f,;: 02 (f=�-r) (3S0)
Como ya veíamos el resultado de (350) indica que se trata de una ecuación
identificada. Igualmente podemos establecer
Ke = O 1 -. I(e:: ¡m.: _ 1
/YYIt = 1 (endr}qel'lps "YlcJw'da!) J
la comprobación siguiente:
( O � f - f)
(351) nos indica que se trata de una ecuación exactamente identificada.
• Para la ecuación 1z :
La matriz colapsada, dados los parámetros a estimar segun (348) será exac
tamente igual que la expresión (349). Consecuentemente la expresión (350)
es válida para la ecuación de 0z ' lo que supone el cumplimiento de la con
dición de rango. De forma similar el efectuado en la ecuación anterior:
(3SZ)
(352) nos informa que la ecuación está exactamente identificada
En esta fase de la aproximación em�írica del TIodelo rropue�
to abordaremos la �roblemática de la estimación de los �arámetros
del sistema estructural. Consiguienteillente, recogeremos algunas
de las consideraciones rro:_rueste.s en el capítulo 3 de este texto.
Dedicaremos un breve y rápido comentario al froce.so de recogida
de datos, oue en este caso, no es extir-emad.emerrt e co.np'Le j o , Fost�
riormente l)OS cerrt r-ar-emo s en el análisis de Le.s estimaciones rea
lizadas y de los ajustes obtenidos.
6.3.1. Recogida de Datos y E2.triz Inicial R
Sujetos: La muestra se compuso inicial�ente de 275 e2tudi8�
tes de Psicología de los cursos Lrrí.c í.a'l.e a, Todos ellos cum+Ldrnen
tar-on las pruebas administrades de f'c rma voLun+ar-La �. eh su gran
mayo rí,a desconocian las escalas 1..1S2.d8S.
Procedimiento: Los cuestionarios seleccionados fueron cu..rnrli
mentados por los sujetos en do s sesiones coLe c t í.ve.s , En la -"rirr:e
ra se.rerrt regar-on los indicadores exógenos y en la segunda los e!!
dógenos. Se elimina.ron de la mue s'tra gener-a.L todos ar-ue l.Lo s suj�
tos cue no cumrlimentaron en su totalidad los ítems de todes las
escalas. De este modo, la muestra definitiV3. se compuso de 215
sujetos (92 varones y 123 mujeres), cuya.s edades o sc
í
Lar-on entre
los 19 y 31 rulos (X = 24,632 Y s= 2,030).
Una vez efectuadas las transformaciones ne ce ecr-í.e.e en los
puntajes obtenidos, con objeto de disroner de escalas de interva
lo, y después del estudio de las distribuciones según el supuesto
de normalidad, se obtuvieron las vorrelaciones producto-momento
de Pearson entre variables, hallándose la siguiente matriz inicia
R (Tabla 6.1.)
Tabla 6.1.: Matriz de correlaciones Inici21 (R)
obtenida.
FNE SAn S�R CE:'iíHP r.lAS STAI RAS
FNE 1.000
SAn .491 1.000
S-R .522 .423 1.000
C31¡':ill' .413 .334 .684 1.000
mAS .401 .433 .312 .778 1.000
STAI .566 .514 .267 .501 .623 1.000
RAS -.543 -.601 -.435 -.663 -.461 -.532 1.000
P < 0,05 cuando r > .138
p < 0,01 cuando r > .131
6.3.2. Estime.ci6n TSLS
Si observamos el "path dü::.gr::::,:m" de le. figura 6.1. cO::lrro­
bar-e-no s cue se plantean unas e cuacLone s en Las r ue esté. rr-e serrt e
el tema de la colinealidad. En efecto, se establece 111 -1 O'con lo
oue en la ecuación de � (305) los regresares están correlecione­
dos. De ahí, c:.ue sea interesr:.nte estudiar La solución de 19s va­
riables instrumentales (en la eue se bnsa TSLS) para este tipo
de situaciones (posteriormente rresent[lre:-1os ID s��luci6n RR). En
la figura 6.2. se rresentan los valores obtenidos de los Dar��e­
tras estructura.les bajo esta e stnmac í.ón
De este modo, substituyendo valores, la exrresión (305) ven
dría determinada del siguiente modo estandarizado:
�1 = 0,505 �1 -0,404 t + 0,�63
1� = 0,30111 -0,525t02- t- 0,506
{353
Los valores negativos de los parámetros asociados con � se4
justifican por el hecho de oue RAS mantiene una rela.ción negati-
va con el resto de variables. No se observan valores extraños ni
contrarios a lo rue teorical!lente se estr'bleció con respecto






Figura 6.2.: Resultados obtenidos en la e s't íraaca ón T3LS
a partir de la ;'l2.triz R
6.3.3. Estimación ML
El tratamiento de R medd.arrt e el progré1J'l8.. LI3REL !1[',ra la ob­
tendión de la soluci6n reouiri6 el anslisis de las condicio�es ne
cesarias nara su aplicaci6n, De este modo se comprobó oue R era
ne singular (det /R/ = 0,007939), la soluci6n ML pe rrrí, tió encon­
trar estimaciones extremadame�te diferentes de las Que se preseE;
tan en la figura 6.2, tal como se ruede compr-obar- en el "path dia
grama" corresrondiente (Figura 6.3.).
Es importante compr-obar aue la solución r:IL nos ofrece a'l.guncs
















Figure, 6.3.: Path diagrama con La s soLuc í.orie s r:IL
e st2.ndc.riz8dQs del mo deLo rro:�,uesto.
Evidentemente nos es factible obtener coeficientes de regr�
si6n e st andar-Lzado s y/o carg2.s f'e.c t o r-LaLe s '-.a�To�'es cue l. Igu2vl­
nente sucede con las vr-r-Lanc í.as :nege,tiv8.s, las cus.Le s suponen so
lucione s Lmpo s í,ble s , En consecuencia, la eat í.mac í.ón :i.�L 7-lresenta
una soluci6n incorrecta, en comparación con TSLS. Ello puede in­
terI�ret2.rse como una evidencia a r-r-o pó sd, to de la rroble;n6tica cue
supone la utilizaci6n da IVrL cuando La !,.re:=.encia de coLí.nea.Lí.dad
es evidente.
La obtención de estos valores Lr-regu'Lar-e s provoca r ue no sean
calculables los errores estr-"ndar de las e '3t:iunaciones , con lo cual
no dispondremos de significación de lo� coeficientes hal12dos.
6.3.4. Estimaci6n R.R. y N.R.
Al igufll c:ue en el caso de TSLS, es esta una estimaci6n uni­
ecuacional, es decir, la estimaci6n no se efectua a nivel global.
En consecuencia, la solución se aplicará a las dos ecuaciones de
la expresi6n (305) de forma separada. Vamo s a e s tudd.ar-, en primer
término, la rresencia de colinealide.d en las dos ecuaciones' cue
nos .í.nt e r-e scn , Hes ded í.caremo s al análisis de las ecuaciones es­
tructurales de (305) imI11icando, conee cuerrt erierrt e , las vr.r-Lab'Le s
letentes definides. Si partimos de:
r¡ 1 :: '()o{ I ff., + 112• � -t S; (,Jos)
r¡ - '3 n -i: 0:22 �:z" §;:1. - I '2-1 /1 ...
La coLí.naaLí.de.j en las e cus.c Lone s e e har-á evLderrt e a travjés de
las siguientes exr-resiones:
E( �1 �.J i=-o : Cofuinealid�.d en la e cue c í.ón 1,
E{?, �) =/= o : Colinealidad en la e cuac í.ón 1.2
En esta segunde. expresión (355) nos encontrarnos con una si­
tuación compleja, r-ue.rto cue si el rar-árne t r-o '1,,2. es :::ignificativo
(es decir, que la ecuac í.éri sea nr-ed í.ct Lve en tér.'i1inos ge:1.erEles),
LmjLí.car-á que se da correlo.ción s í.grrí.f'Lc o t í,ve. entre 1, y � ,
<lsea, la expresión (355) se ve conf í.rmade.• lodría decirse, pue s ,
o ue la validación de todos los T.'8,re.metros de 11 implicará la co­
linealidad en 12 • Por tanto, en la estimación RR partiremos de
dos matrices R, una para cada ecnac í.ón, rue a cont:'nuaci6n defi-
nimos: 11 � .t 11. 11 12
tJ1 1
ry2, -1
Rof � '1, 1 �.t ;: '71 r,-t, 1
.t l.í1 �� i g-.¿ e; �1 1
en las c;ue se definen las siguientes igualdades
r; :: t=. (#1 nI)H/
1;1 ::; E/�n')( :z ¡ 1/
r;: : t_{� S;) = c!;1: i
r,,¿ ;: �(n YJ ,)/1 12. ;
(:, .;- E/�;¡').l;¿ l a
,
Hallar los distintos valores ele R1 y R.,z imT,lic8. obtener
la co r-r-eLcc í.én canérrí.ca entre variables (recuérdese su c:-:,rtcter
latente). LCI.!"'a e2_10 hemo s utilizado una estimaci6n mínimo cuadr-é
tica (TSLS) aplicr?da al modelo estructural ('UG define la corre­
laci6n can6nica entre ve.riables (figura 6.4.)
f
\




i y, I ···_··-l Y¡L _j ...
Figura 6.4.: Path die.grarna rara el cá'Lcu.Lo de 18. corre­
Lac í.ón canórrí.ca entre dos variables Lat errb s s ,
Efecbuadaa las correspondiente s e s+í.mac í.one s , lo s e í.emerrto s de R�
y R� fueron los siguientes (1):
R1 =\- O.�66 1-0,644 -0,544 1
1
1(_� -: 0,577 1
-0,613 -0,644 1
En primer lugar, exaraí.ne.r-eno s la ex í.st enc í.a de colihealidad
a +ar-t í.r- de las propias características de La solución RR. Zn con







(1) No se ha h�cho menci6n de los modelos de medida puesto Que la
estimaci6n de los elementos de )¡xy 11� no están sujetos e. colineali
dad por lo que no tiene demasiado sentido ar.Lí.car- la soluci6n RR;
como en el caso de los parámetros estrvcturáles.
De las matrices ('356) y (357) se desprende la existencia de la
colinealida.d, sobretodo en R2. Obsérvese «ue los valores de Vmax
son 2,61 rara R1y 4,125 nara R.2.. De e.oue rdo con 18.s Lnd í.cr c í.one s
hechas en el capítulo 3, poderio s 8.fir:nar la exí.stenc í.a de co lí.ne a
lidad en Rz(4,125 > 3,0) y considerar como elevado el ?iesgo de
estimaciones muy ses.�c.d8.s en Rt. (2,61�3,0). Los r-e su'l t ado s con-
cuerdan plenamente con las c one í.de r'r.c Lorie s c'ue hac í.amo s con res
pecto a le. ecuaci6n par-a 02al referirnos : ue este modelo recursivo
incluia para esta e cuac í.ón regresores altiamerrt e cor-r-e Le.c Lonado s ,
según los valores de VI]' y a 18, viste. de 18.s e s t Lme c i.one s I,�L.
Para 18� o ct enc í.ón de la es t i.me.cd.ón RR debere:nos recurrir a
la expresi6n (218) como exr.r-e s
í ón Lru.c í.aL
De entre los pc s í.b'Le s me carrí.smo s de cálculo del pe.rú;uetro de
sésgo K henos aeLe cc i.onado (por su sencillez y cáLcu'Lo r8.:rido) el
presentado en la expresi6n (222bis):
A / e e
k-= pO'/ ¿ a;
"
donde p = númer-o de re":resores yqies lE estimación OLS de los pa-
rámetros. En consecu�n cia hemo s efectuado una estimaci6n OLS a::üi­
cada a las :natrices Rj_ y B.z obteniéndose los siguientes valores:
1/1 = 0,448 g, -O, 400 � +- O, 444 (.3€'d')
r¿ = 0,31111 -0,412.f,z + O, 567 05"7)
Como primer raso de la solución RR obtendremos el valor de K se-
gún la expresión anterior (222bis). Si se tiene en cuenta cue tra..
-
bajamos con v2riables estandarizadas, el valor de K se obtiene �ás
fácilmente:
• Para ecuación �
K = 2/0,448�+ (-0,400)� = 5,540 (3'0)
• Para ecue.o í.én f)2.,.
K = 2/0,311� + (-0,412)< = 7,490 (d6t)
Los valores en (360) y (361) son muy eLevado s , lo c ue nos :lace
pensar en un excesivo sesgo para 12,s características de nue s+r-e.s
ecuaciones. Como alternativa a este 'r Larrt eamf errt o s e rLa convenien
te aplicar le. solucion RR no rma'Hsada , es decir, :i\iR. El nará!:J.etro
de sesgo K vendría de t e rm í.nado por la ex:;resi6n (229):
lara ello deberemos obtener los ve.lores propios (��) de las 3atri
ces (X'X)1para al y R� •




(1 -A)� -O, 544.e. = O
t"- 2� + 0,704 = O )1:: 1, 544 �(. :: 0,456




(1 - A )� - O, 644 :¿" = O
).-t.,_ 2�+0,585 = O
La obtención del parámetro de sesgo en N.R será Tues:
Para la ecuac í.ón '71 :
1::(1/2) [[1,544/(1,544 + K)�]+ [0,456/(0,456+ K)Jl (3bz)
-J
donde Kí= 0,012 �::0,023
Para la ecuac í.ón 0� :
1=(1/2) [[1,644/(1,644 t K)j+[0,356/( 0,356 + K1] [3(:3)
donde Kj= 0,016 K.¿=0,021
En virtud de (362) y (363) el termino (X'X + KI) adoptará los
siguientes valores
• Par-a Rt.
_�1,427 1,319](X'X + KI) - 1,088
• Para R.2,
1,436j(X'X + KI) G 1,431= -1,288
.us
(3G4J
AplicP.ndo la ecue.c i.ón (218) :;::odremos obtener los par-áme t r-o s es­
tructurales según la solución N.R:
11 = 0,496� -0,431.t+0,393
1:¿ = 0,33671 -0,4 27 � -+ 0,516
Estos r-e su'lt ado s pueden r-ef'Le j ar se , del mismo .nodo cue en las




Figura 6.5.: Fath diagrama con las e st í.mr.c í.one s NR
de los par-áme t ro s estrt'lcture'.les.
6.4. AL1"ALISIS DE LOS AJUSTES Y VBRIFICACION D:3L EOD:2LO
6.4.1. Ajustes de Covariancia.
Analizc.remos en este punto los índices de ajuste cue pe rraí, te
obtener el programa Lisrel en cada una de las estimaciones efec­
tuadas, exceptuando la solución NR.
6.4.1.1. Verificaci6n a fartir de la �stimaci6n TSLS
L03 dct o s obtenidos en esta solución no !,erni ten un anó.li-
sis del ajuste como en el C8S0 de 1\IL. Sin embcr'go , :' cdetio s .:len­
cionar algunos resulto.dos rue dr.r-án idea de la adecuEción del mo
delo propuesto:
Coeficiente Total de Determinaci6n IJar2. las v: r-í.abLe s obser
vables end6genas = 0,987
Coeficiente Total de De t e'rn.í.nac í.ón �cc,.ra La.s var-Lub.l.e s obser
vables ex6genas = 0,999
Coeficiente Total de Determinación para las ecuaciones estruc
turales = 0,631
Se observa que los :r.orcentajes de vc.r-í.anc i.a cxjLí.cuda son BUy sa
tisfactorios, sobre todo por lo cue r'e epe c t a a los .acde Lo s de me
dida (93,75'0 endÓGeno y 99, 9�,j para ex6geno). Todo ello parece indi
car c�ue un análisis de significación como el c ue en este tre,be.jo
se rropone, es decir, e s tudLando 12,s v8.riancir:�eaTlicE'.dB.s, nos d.�
rÉ., un resultado Que c�segur8,rá la vaLí.dez -r:redictiva del modelo.
Sin embargo, este punto se abo rde.r-á de forma exhauatí.ve en los si
guientes r-untio s de este capf tu.Lo ,
De todas fOr.:J.as, debe precise.rse C'ue esta estimación, obteni
da en este rrograma, no ofrece detos ¿e validaci6n má s allá de les
eue aauí se hrui expuesto.
6.4.1.2. Varificaci6n a partir de la EstimaciOn M�
Como se observa en la fieura 6.3., los valores obtenidos en
esta soluci6n no son adecuados. Ya hemo s planteado que esta si tua
ci6n puede explicarse, de acuerdo con lo que se hacooentado en el
carítulo 3, por el efecto del t2:m8ño de H (no suficien-Ce:!l.ente am
plio) y, sobre todo, por la multicolinealidad existente en las e­
cuaciones estructurales.
Los VE-lores incorrectos cue se :!Jresentan ocasionen que al­
gunos de los índices cue debería:nos utilizar para el aná.Lt aí.s del
ajuste no estén dLapcrrí.b'Le s , En efecto, obt ene'r var-í.ancí.as negati
VES, provoca cue sea imposible el c�lculo de 12s v�riancias�de 1m
estimadores y rue por tanto no ;-:e den s í.gní.f'LcucLone s de los :;-c_rá
netros, e incluso, como en este caso, no se pueda obtener los coe
ficientes de determinaci6n.
De cua'Lc uí.er' modo, los sig·ientes r-e sul tc.do s , e scuerné.t í.cernen
te pr « sentados, darán idea del a ju st e obtenido con la soluci6n rdL
Indices de I:Iodificaci6n: i;Iel1.0res de 0,345
Residuale s Normalizados: Existen re ::icluales alt2.rnente sig­
nificativos.





�con 5 gl = 136,53 ( p= 0,0000)
Como se ob se rve., indeDendienteDente de las estimaciones Lnconsd s-
-
tentes -ele:nento suficiente para r-echazar- el '_:1oo.elo-, los índi­
ces de ajuste indican un ayuste incorrecto. Claramente se obser­
van residuales significativos, y un valor de X � c ue impl-ica la
acep tac í.én de H:1. y por tanto concluir r.ue el mod eLo es dese.justa­
do. Obsérvese como a pesar de ello el valor de GFI es aceptable,
aún cuando el valor de AGFI deja claro el desQjuste.
Debemos resaltar rue un análisis compar-a't í.vo entre TSLS y T'lIL
nos permite comprobar como un mismo raod.eLo y una misma matriz ini
cial R puede plantean1.os dudas respecto a su validaci6n en funci6n
de la estimaci6n empleada.
6.4.1.3. Verificaci6n a partir de la Estimaci6n NR
Del mismo modo «ue en T3LS aoLamerrt e podemo s , a la espere" del
ajuste de variancia, prororcionar datos de los coeficientes de de
terminaci6n para cada ecuaci6n estructural. Recuérdese que no se
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han efectuado estimaciones para los '.lodelos de med.í.da , pue sto r-ue
debido G la falt8 de colinealidad en este caso, la soluci6n TSLS
y 1m (o RR Lndí.e t í.rrtamerrt e ) ofrecen estimacione s ::llÍLy aí.nrí.Lar-e s ,
En consecuencia, los coeficientes de determin2ci6n obte�idos son:
Coeficiente de Det e rmf.nac í.ón ,arra la ecuac i.ón de 1f =0,607
Coeficiente de JeterrnL'laci6n },ar2 la e cuec í.ón de '1 t¿ =0,484
Fodemo s pLr.rrt e ar- un aná'Lí.aí.s comj-ar-a.t í.vo entre la variancia expli
cado en cada e cuac i.én apLí.cando las soluciones T3LS y :Ta (tabla
6.1.)
Tabla 6.1.: Proporci6n de varí.anc í.c eXT·licE'�d2. en cada e cue
cnón según las so l.uc í.one s TSLS y 1m
TSLS NR
EcuEción r¡� 0,587 0,607
:2;cuaci6n f)(. 0, 5� 2 0,484
Se observa como las pr'opo r'c í.one s de var-í.anc í,a ex"licada son
simjlares, o. pesar dé que en gorie r-aL r.cd r-La rensé'.rse cue la soLu­
ci6n TSL3 pe rm í, te ms..yor var-í.anc í,a expLí.cada en e cur.c í.one s con eLa
ra colinealidad como � (diferencia de 5,8� entre estimEciones) �
según veíamos en el análisis de Vmax (BSILí:). Sin embar-go ello no
puede concluirse con tOd8.S las gPcr8.ntie.s rue s't o cue en definitiva
la colinealidad no se ha pr-e scrrtado en una si truac í.én con mucho s
regresores, en la que la correlaci6n entre estos




6.4.2. Ajustes de Variancia.
Obviamente, debido a los resultados obtenidos, y ya comenta­
dos, en ML, no es susceptible esa soluci6n de este ajuste, puesto
que las variancias son inverosímiles.
6.4.2.1 AJUSTE DE VARIANCIA A PARTIR DE LA ESTIMACION TSLS
Del mismo modo que en las soluciones que trataremos en este apartado, pre-
sentaremos las tablas correspondientes del ajuste de variancia de las distin-
tas fuentes, de acuerdo con el esquema general plante�en la tabla 4.12.
En consecuencia, en la tabla 6.2 presentamos los valores de significación
correspondientes al modelo propuesto bajo estimación TSLS.
Tabla 6.2.: Cuadro Resumen del ajuste de variancia a
partir de TSLS del modelo propuesto en la
figura 6.2.




I EXOGENO 0.864 2 0.432 720.00 p<O.OO
¡
RES.EXOGENO 6.136 212 0.0006
ENDOGENO
I
0.648 2 0.324 190.59 p<O.OO
RES. ENDOGENO 0.352 I 212 0.0017 II
IESTRUCTURAL
ISISTEMA 0.515 4 0.129 107.5 p<O.OO
ECUACION 1 0.537 2 0.268 121.82 p<:0.00
ECUACION 2 0.494 2 0.247 102.92 p<.O.OO
RESIDUAL 0.485 414 0.0012
RESIDUAL 1 0.463 212 0.0022
RESIDUAL 2 0.506 212 0.0024
Como se observa en la tabla 6.2, los valores de ajuste de variancia indican
que tanto los modelos de medida como las ecuaciones estructurales presentan va-
lores F significativos, con lo cual podemos concluir que las dos ecuaciones
propuestas, así co.a el modelo global, poseen suficiente validez predictiva,
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como para predecir el nivel de ansiedad social en función de la ansiedad ras­
go y del nivel de asertividad. Del mismo modo el modelo es válido para la
predicción de los valores de ansiedad situacionaL (Miedo a hablar en públi­
co) a partir de la ansiedad social y de la asertividad del sujeto.
Mención especial debe dedicarse al hecho del cambio de planteamiento que
suponen los datos aqui presentados, toda vez que la solución ML nos proveía
de valores que hacen rechazar el modelo; mientras que la solución TSLS nos
permite adoptar como correctas las ecuaciones estructurales asi como los
análisis factoriales confirmatorios, a la vista de la significación de la
tabla del ajuste de variancia.
Por otro lado, ello no debe interpretarse como una defensa de las so­
luciones mínimo cuadráticas (en general) en detrimentD de la solucion ML.
Lo que si debe apreciarse es el hecho de que muchas de las ejecuciones de mo­
delos mediante Lisrel en busca de ajustes de covariancia concluyen con el
rechazo de los mismos por falta de valores adecuados en la estimación. Debe­
ría en todo caso no recharzse ningún modelo sin que su ajuste de variancia
sea explorado. Es cierto, que en ocasiones, los modelos adecuados según el aju�
te�covariancia no son los modelos que explican más variancia, pero en esas
situaciones deben primar los planteamientos teóricos de la investigación
(o investigador) para elegir entre uno y otro ajuste.
Por último, un elemento a tener en cuenta es la gran diferencia entre
los grados de Llbertad de las variancias que se comparan mediante F.Puede
pensarse que ello permitirá que procentajes de variancia explicada muy ba­
jos den valores de F significativos. Este es un aspecto que se soluciona
por las propias caracteristic85de la significación, puesto que ésta se
halla en función del valor de los grados de libertad. De cualquier modo
es este un hecho que se ve igualmente plasmado en la validación del modelo
lineal de la regresión.
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Piénsese que,incluso, llegado a un número de sujetos muy elevado, la
soluci6n ML podrá ser igualmente adecuada que las alternativas aqui presentadas.
6.4.2.2. AJUSTE DE VARIANCIA A PARTIR DE LA ESTIMACION NR.
Como hemos señalado con anterioridad, la estimaci6n de los parámetros
de los modelos de medida mediante NR no supondría ninguna no�edad o di-
ferencia con respecto a los valores haLlados en TSLS. Es por ello que en
la tabla 6.3 se presenta el ajuste de variancia de las ecuaciones estructura-
les solamente, excluyendo la p�rte de medida, a partir de la soluci6n NR.
Tabla 6.3.: Cuadro resumen del ajuste de variancia
a partir de NR. del modelo propuesto en
la figura 6.2.
FUENTE DE AJUSTE PROPORCION GL MC F p
SISTEMA 0.545 4 0.136 123.64 I 1>"0.00




2 0.242 100.83 I p<O.OO
RESIDUAL 0.455 414 0.0011
RESIDUAL 1 0.393 212 0.0018
RESIDUAL 2 0.516 212 0.0024
Del mismo modo queen el caso de la soluci6n TSLS, la significaci6n de los
valoresde F obtenidos en la tabla 6.3. indican un poder predictivo de las
ecuaciones del modelo por separado y a nivel conjunto. Una vez más se comprue-
ba como la soluci6n NR, al igual que TSLS, nos permite, mediante el ajuste de
variancia, obtener un modelo acceptable en términos de variancia explicada.
Las consideraciones que pueden desprenderse a partir de la última tabla
presentada son perfectamente asimilables a las que se han desarrollado en el
apartado correspondiente a la solución TSLS. Por ello no trataremos de modo
exhaustivo este punto, puesto que seria redundante.
Ciertamente, debe matizarse la .rieaeia de la familia de soluciones alter-
nativa RR en el sentido de analizar su adecuació1a los objetivos previstos.
En primer lugar, puede destacarse el hecho de que NR ha provocado menos
variancia explicada que TSLS por lo que se refiere a la ecuación de 1�.
Sin embargo, a nivel del modelo g.lobal la solución NR presenta una proporción
de variancia explicada (6.545) mayor que en TSLS (6.515). Ello es debido, como
se observa en la tabla 6.2,al nivel de variancia explicada obtenido en 1t
Como sea que en la ecuación de '7 es donde se plantea con más claridad la pro­.t
blemática de la colinealidad, analicemos con cierto detenimiento esta ecuación
En la tabla 6.4 hemos recogido las estimaciones correspondientes a esa ecuació�
en TSLS y NR.
Tabla 6.4.: Estimación de los parámetros
estructurales de la ecuación 1�





Se observa como es el parámetro i� el responsable, al obtener un valor
menor en NR que en TSLS, de la menor variancia explicada que presenta NR.
En consecuencia, en general, NR presenta solu ciones ligeramente más expli-
cativas que TSLS {puede observarse una diferencia en favor de TSLS en el pará­
metro �( ; sin embargo�la diferencia es practicamente despreciable NR =
0.496; TSLS = 0.505). Esta situación, puede analizarse de modo gráfiCO en la '¡'1�rd
al3fO
6.6. que ayudará al estudio de las estimaciones obtenidas. No hemos abordado
de forma exhaustiva las conclusiones que pueden derivarse de este procedimiento
estadístico utilizado, debido a nuestro interés a present�de modo conjunto








Figura 6.6.: Histograma correspondiente a los diferen-
tes valores obtenidos en la estimación TSLS
y NR de los parámetros estructurales.
CAPITULO 7: COMENTARIOS A PARTIR DE LAS CONSIDERACIONES METODOLOGICAS,
ESTADISTICAS y DE CARACTER APLICADO PLANTEADAS.
Nuestro objetivo en este último capítulo es el de plantear una serie de
cuestiones o de reflexiones directamente derivadas del contenido del tra-
bajo presentado , entendido en su globalidad. Cada una de estas cuestiones
son producto de las evidencias que se han expuesto, así como de la propia
experiencia del autor en el trabajo cotidiano del análisis de datos.
Para no dejar de lado el espíritu sistematizador que hemos pretendido
dar a este vOlÚmen, consideramos prudente separar los distintos puntos de
interés en tres grandes bloques, que han estado present�en todo el pro-
ceso de elaboración del trabajo aqui presentado. Consecuentemente, plantea-
remos un bloque eminentemente metodológico y otro estadístico, ambos ligados
a la primera parte (con matices de la segunda); y un bloque aplicado entre-
sacado de la segunda parte.
7.1. Consideraciones de catacter Metodológico
... Los modelos estructurales no pueden definirse como un instrumento de vali-
dación de Teorías.
En efecto, no podemos otorgar a ninguna técnica "per se" las caracterís-
ticas y propiedades que corresponden a aspectos epistemológicos y meto-
dológicos. En ningún caso el uso de una u otra técnica nos permiti-
rá, por este hecho, llegar a conclusiones más relevantes, entendiéndose
ello como intento de validar teorías. Los sistemas de ecuaciones estructu-
rales nos describen el fenómeno, y la elección de un modelo ajustado no
informa de todo el fenómeno, ni tan solo hay garantías de que sea el
único modelo aceptable a partir de los datos.
... La aportación básica de los modelos estructurales estriba en el uso de
variables latentes (de vital importancia en Psicología) y en su carácter
globalizador.
No es necesario redundar en la discusión acerca de la importancia de
las variables latentes en la PSicología. En cambio, debemos detenernos
aunque sea brevemente, en el aspecto de globalidad que esta técnica
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presenta. El hecho de que la estimación se efedUe de modo conjunto
svpone un cambio, a la vez estadístico (técnico si se prefiere) y
metodológico. Esto último puede verificarse si se tiene en cuenta
que hasta la llegada de esta técnica, las estimaciones han sido plantea­
das de modo uniecuacional, lo cual permite puntos de vista más amplios.
Sin embargo, ello supone un punto de controversia, en tanto en cuanto,
10 que ganamos, digamoslo así, con esta aportación queda en entredicho
por la situación que se produce al obtenerse soluciones poco verosí­
miles. Quizás, nos enfrentamos con una técnica que ha sido aceptada
con tal rapidez y su asimilación se ha hecho de forma tan vertigi-
nosa, que no se han producido los necesarios ajustes ni las revisio-
nes criticas tendentes a limitar claramente las situaciones en que
la técnica sea adecuadanente utilizada. Es un grave riesgo emplear
técnicas no totalmente depuradas, puesto que pueden proveernos de re­
sultados artificiales que lleven a conclusiones erroneas.
* La formalización matemática de los sistemas de ecuaciones estructu­
rales es estrictamente estadística.
Con ello no se hace más que puntualizar aspectos ligados directamente
con los objetivos de la propia técnica. No es factible concede�a los
modelos estructurales categoría teorética, puesto que se dirigen
(siendo ello suficientemente importante) a la modelización estadís­
tica a partir del Modelo Lineal Gnerer.al.
* Ese car�cter estadístico provoca que sean aplicables a cualquier ámbito
de la PSicología.
La adecuación de la técnica no viene determinada, obviamente, por las
características del campo substantivo en el que se aplique. Ello de­
pende enteramente de la metodología utilizada y en la congruencia en­
tre ella y las exigencias de la técnica
* Consecuentemente, los sistemas de ecuaciones estructurales no están res-
tringidos a la investigación no experimental.
Debe matizarse q e la importancia tan relevante que presentan en este
campo no puede compararse con la presencia que ostentan en la investi-
gación experimental. Hasta el momento, los intentos de aplicación en el
campo de los diseños experimentales no es importante, en todo caso pue-
de definirse como complementario y, en algunos casos, de desacertada.
Por contra, en los planteamientos longitudinales parecen tener un pa-
pel importante, aporta_ndo análisis de datos más completos de los que
se ponían en práctica.
* Uno de los elementos o fines relevantes del proceso de modelización est-
tructural debe radicar en el diseño de recogida de datos.
Si las posibilidades de la técnica no dependen totalmente de su pro-
pia definición, adquieren de forma inmediata una importancia extrema
los aspectos metodológicos ya comentados con anterioridad. De tal
forma que los datos que se empleen pueden hacer que un modelo correcto
teóricamente, no se vea confirmado en los indices de ajuste. De cual-
quier modo, este hecho no es exclusivo de los sistemas de ecuaciones
,estructurales, sino que simplemente es propio de toda investigación
científica parsimoniosa.
* La interpretación causal establecida a partir de las ecuaciones estructu-
rales se puede plantear cuando el procedimiento de re�ogida de datos lo
permite. Ninguna técnica estadística, por si misma, concede la categoría
de causal a las relaciones entre�variables � estudia.
Es este un tema de gran controversia puesto que las posturas al respecto
son variadas y en general poco integradoras. De hecho, esta afirmación
se fundamenta en las propias definiciones del método científico.
* La correlación, como unidad básica de análisis, solo nos permite describir.
De hecho, la interpretación de la correlación está suficientemente clara.
Nos informa de la existencia de relación, pero no acerca de la baturale­
za de la misma. Una relación causal implica correlación, pero la correta
ción mo implica causalidad.
* Consecuentemente, la relación causal no es susceptible de niveles. Existe
relación causal (Según las condiciones establecidas) o solamente se deben
plantear relaciones estructurales.
Cuando se plantea que la relación causal, a partir de sistemas no experi­
mentales,es menos precisa que en los experimentales, se está aceptando
implicitamente que este tipo de relaciones se dan fuera del contexto
manipulativo. Hemos comentado este punto con cierta exhaustividad en
capítulos anteriores. No creemos que, siguiendo el argumento del punto
anterior, la correlación (técnica natural de la investigación no expe­
rimental) sea suficiente evidencia para la suposición de causalidad.
Incluso, pensar que la correlación supone un punto de partida sufi­
cientemente potente para establecer una relación causal con menos
"certeza" que en las situaciones experimentales es cometer el error
de adjudicar a las técnicas estadísticas el poder de permitir deter­
minadas interpretaciones. Lo mismo sucede cuando se pretenden defender
relaciones causales por el hecho de emplear ecuaciones estructurales.
De cualquier modo, la relación causal no creemos�e pueda plantear en
términos de niveles de "certeza", en tanto en cuanto supondría aceptar
que la relación causal se da con cierta probabilidad asociada. En gene­
ral, la evidencia de causalidad vendrá dada por la manipulación de las
variables y la comprobación exhaustiva de los efectos que esa manip�la­
ción provoca en las variables dependientes.
* Los modelos no recursivos representan situaciones que dificilmente pueden
asumirse a nivel teórico, en tanto en cuanto la cuasalidad recíproca solo
tiene sentido a nivel matemático.
Uno de los elementos que integran el proceso de especificación de un
sistema de ecuaciones estructurales lo constituye, como se ha señalad�
el establecimiento de las relaciones entre las variables. La recipro­
cidad entre variables endógenas supone la situación más compleja con la
que nos enfrentamos. En general, se establecen estas relaciones del si­
guiente modo:
Puede desprenderse de ello la siguiente relación a nivel verbal:
"Yl es"causa" de Y2 e Y2 es "causa" de Yl". Obviamente, ello vulnera
la condición de temporalidad puesto que las relaciones "causales" se
establecen entre dos medidas solamente, con lo que se da la circuns­
tancia de que Y2 es causa de Yl siendo medida con posterioridad a Yl.
En consecuencia la relación recíproca será factible de estudio siempre
que se de una estructura longitudinal:
Podría plantearse la misma cuestión en situaciones de medida conjunta
(como nuestra aplicación). Es decir, cuando Yl e Y2 son medidas a la vez.
Si aceptamos la premisa de que el carácter causal no viene determinado por
la técnica estadística, esa relación recíproca solo puede considerarse
como estructural y, evidentemente, con sentido matemático. Siempre se
puede dudar de la correcta aplicación que se hace de una variable inde­
pendiente como dependiente en otra ecuación. Pero, si consideramos cada
ecuación como una parte del fenómeno a estudiar, no es difícil argumentar
que en algunos casos sea necesaria.
*
Las ecuaciones estructurales no pueden considerarse como el conjunto de
partes de una partició� del fen6meno de análisis.
A pesar de que cada ecuación estructural provee información de cada una
de las variables endógenas, no puede considerarse que la suma de las
ecuaciones de cuenta de todo el fenómeno a nivel teórico. Ello se hace
más evidente si se considera el hecho de que la especificación de un
modelo cualquiera pasa por la elección de variables relevantes, siendo
imposible abordar el estudio de todas las variables que puedan estar
implicadas.
* No se pueden confundir los supuestos estadísticos de las ecuaciones estruc­
turales con premisas de carácter teórico.
Evidentemente, cuando el investigador pretende aplicar la técnica de
los modelos estructurales (o cualquier otra técnica estadística),
parec�adquirir una extrema importancia las condiciones de aplicación.
En efecto, ello es basicamente el primer aspecto a tener en cuenta.
Los modelos de ecuaciones estructurales, además de una serie de condi­
ciones de aplicación de carácter estadístico suponen una serie de re­
laciones entre componentes del modelo, como la no correlación entre
errores de medida.
Este tipo de supuestos no pueden considerarse , en modo alguno, como
estadísticos, sino que están relacionados directamente con aspectos de
carácter teórico. En vista de ello, la aplicación de los modelos estruc­
turales debe pasar ineludiblemente por el análisis de esos supuestos,
tanto estadísticos como teóricos.
7.2. Consideraciones de carácter estadístico.
* Las condiciones de orden y rango suponen un punto de obligado análisis
en los modelos no recursivos.
En los modelos no recursivos, la necesidad del análisis de la condición
de orden y rango se hace más evidente en contrastación con los modelos
recursivos, siempre identificados. Si tenemos en cuenta la dificultad
teórica que suponen los modelos no recursivos, la prudencia que su
uso implica se hace evidente. Describiéndolo de modo general, podría
decirse que la especificación de modelos no recursivos exigue unas
��
condiciones de aplicación tan estrictas que debieran convertirse en
modelos poco frecuentes.
* La violación de las condiciones de rango y orden afecta directamente al
valor de las estimaciones.
En los trabajos publicados, relacionados con las aplicaciones de los mode­
los estructurales, no es frecuente encontrar referencias al análisis de
las condiciones de rango y orden. En algún caso, puede pensarse que
no se les ha prestado excesiva atención. De cualquier modo, hemos vis­
to como esas condiciones estan directamente implicadas con los valores
finales de las estimaciones. Tanto la aproximación de la forma redu­
cida como la de la combinación lineal nos permiten aseverar la solu-
ción única de la técnica de estimación. Cuando se adopta el papel
de simple usuario de un programa estadístico, como en el caso del
LISREL, puede caerse con suma facilidad en adoptar los resultados
obtenidos sin una previa reflexión acerca de los mismos. Las solu-
ciones que se pueden presentar no son un elemento estático del proceso
de modelización, sino que serán válidas en tanto en cuanto el inves­
tigador posea las garantías necesarias para la solución única, es de­
cir, la seguridad del cumplimiento de las condiciones para la identifica
ción. Ello, pensamos, es suficiente para caracterizar a la fase de
identificación como vital para la técnica expuesta en este trabajo.
* Dada la importancia de la etapa de identificació�, el hecho de que los
modelos recursivos sean siempre identificables, indica su carácter par­
simonioso.
De forma complementaria a las consideraciones que se han hecho con respec­
to a los modelos no recursivos, se aceptan como modelos más parsimonio­
sos a los recursivos, ya que presentan las mismas ventajas que los no
recursivos y ninguna de sus desventajas.
* Debe tenerse en cuenta el papel de la matriz inicial en la solución de
las estimaciones.
No es necesario efectuar demasiados comentarios a este respecto; en
todo caso recordar que, de acuerdo con las características de las
distintas soluciones presentadas, parece más intersante la obtención
de soluciones estandarizadas.
* Puede plantearse una relación entre las soluciones de estimación y
los índices de ajuste global.
En efecto, hemos comentado la circularidad que supone utilizar el
mismo criterio (S-í) en la estimación y en el ajuste. De forma simple
podría decirse que "un modelo es ajustado cuando el criterio está mi­
nimizado y el criterio se minimiza en la estimación". Consecuentemente,
los índices de ajuste nos informan del grado en que se ha minimizado
esa diferencia, lo cual, es intrinsecamente distinto con la acepta­
ción de un modelo o su rechazo.
Este es un aspecto que queda replanteado en el an!lisis de variancta
explicada (al uso del modelo de regresión lineal) en tanto en cuanto
la aceptación del modelo no contempla el mismo criterio en su esti­
mación que en la significación del Análisis de Variancia correspon­
diente. Ello es aún más claro en el caso de las soluciones RR cuyo
criterio de minimización difiere inclu�o del de OLS.
* El tamaño de muestra utilizado determina en grado sumo el valor de las
estimaciones halladas en ML.
Se ha mostrado evidencia empírica de que con tamaños de muestra peque­
�� las estimaciones ML no son adecuadas. Es fácil obtener valores ina
decuados en esas situaciones. En el modelo presentado en la segunda.
parte se puede comprobar como, una vez más, el tamanño de muestra no
suficiente imposibilita el uso de ML con garantías.
* De ello se deduce que la solució� ML es demasiado restrictiva para se
empleada de modo general.
Obviamente, aceptar la solución ML como técnica general de estimación
supondría cometer gran cantidad de errores en el análisis de modelos
estructurales, puesto que serian rechazados modelos que con otra solu­
ción de estimación presentarian valores más adecuados. No pueden olvi­
darse soluciones como TSLS o 3SLS en la aplicación de los modelos es­
tructurales.
* La presencia de colinea1idad hace infructv.osa la soluciÓn ML.
Los resultados obtenidos eri el modelo propuesto muestran que la pre­
sencia de co1inea1idad afecta, al igual que en el punto anterior, a
los valores de la solución ML. En vista de ello, las soluciones menos
restrictivas serán más adecuadas para estos casos.
* La familia RR parece ser efectiva en la estimación de parámetros en
las ecuaciones con co1inea1idad.
Igualmente, puede decirse que los resultados evidenciados con RR
(concretamente NR) son satisfactorios con respecto a las relaciones
teóricamente establecidas en el modelo. Deben destacarse � aspec­
tos importantes con respecto a esta técnica de estimación que se
recogen en los puntos siguientes:
* Parece más efectivo (en términos de variancia explicada) sesgar las
estimaciones de forma controlada (como en RR) que usar soluciones de
estimación que no contemplan esa eventualidad.
El uso de RR ha permitido obtener valores en la estimación de lo�a­
rámetros estructurales muy ajustados (excepto �.u.), hasta tal punto
que el porcentaje de variancia explicada ha sido el mayor de los obte­
nidos,en la parte estructural del modelo, di. tocla¡ la¡ w'o!vacnes �¡>huta¡
* La soluciÓn TSLS es también adecuada para la estimación con colineali­
dad.
A pesar de que la variancia explicada con TSLS es ligeramente infe­
rior que en RR, debe aceptarse como solución idónea para las situa­
ciones con colinealidad, que por otra parte, son frecuentes en los
trabajos de car¿cter psicológico.
* El uso de NR parece más ajustado que RR, por lo que se refiere al valor
del parámetrq&e sesgo K.
Como se ha visto en el cálculo de K, RR ofrecia un ses�muy elevado,
mientras que NR, al normalizar VIF, los valores de K eran practica­
mente nulos. Todo ello hace que con pocos regresares, como el modelo
analizad� la solución NR sea muy parecida a TSLS en cuanto a valores
obtenidos.
Tal como se planteaba en el capítulo 3, la soluyción NR parece
idónea para los modelos recursivos.
* Los indices de ajuste no son excesivamente eficaces para el análisis
global del modelo.
Puede verse facilmente que a pesar de los valores inadecuados de ML,
el índice GFI arroja un valor no excesivamente incorrecto (0.869).
A pesar de ser un modelo no ajustado, a partir de ML, GFI Y RMR indi­
can 10 contrario. Del mismo modo, en el capítulo 4 se muestran datos
con respecto a la inadecuación de los ajustes.
* El valor de X� está mediatizado por el tamaño de la muestra.
Si el criterio de estimación está influido por N en la solución ML,
igual sucederá con el estadístico de ajuste, ya que la estimación y
el ajuste mantienen un mismo criterio de base, tal como se ha comen­
tado en un punto anterior.
* El estadistico X� solo informa del nivel de ajuste de covariancia.
Del modo en que se plantea X� , solo informa de las diferencias exis­
tentes en la diferencia que supone el criterio (S- ). De hecho, el
que solo sea disponibl en ML, provoca que su uso sea tan restringido
como el de la técnica de estimación al que está asociado. Cuando el in­
vestigador recurre a la X� para decidir sobre el ajuste, solo podrá es-
tablecer ajustes relacionados con la estimación, en �e la con-
comitancia del criterio, lo cual es evidentemente insuficiente.
* No supone una excesiva garantid el indice X� con respecto al riesgo �
El asociar los modelos ajustados con la Ha supone obviamente asumir
un riesgo � desconocido que determina una decisión final poco efi­
caz. Adoptar un oc del 10%, como se sugiere, es una alternativa ex­
cesivamente simple para la reducción del riesgo � , y en consecuen­
cia, puede decirse que esa es una situación no resuelta. El resto de
indices globales, al carecer de significación, adolecen de peores
cualidades que X� , con lo cual, el usuario que no adopte ML no dis­
pone de datos de ajuste global con suficientes garantías.
* El ajuste de variancia supone una alternativa a la problemática del
riesgo � y es útil para cualquier solución de estimación.
El hecho de asociar los modelos ajustados (en términos de variancia)
con la aceptación de H1. supone asumir un riego de primera especie
con probabilidad conocida, y según el grado de significación, prac­
ticamente mínimo. En nuestro caso, los valores de F obtenidos en las
tablas presentadas en el capítulo 6 indican unos valores de probabi­
lidad de cometer el error de tipo I muy cercanos a O. Con ello se
consigue, no solo disponer de un ajuste alternativo, sino estable-
cer una decisión estadística mucho más segura. Igualmente, debe des­
tacarse que el ajuste de variancia implica, en su propia concepción,
la consideración de los modelos estructurales como un modelo de pre­
dicción cuando se establece en situaciones no experimentales, tal y
como se ha presentado en el modelo de ansiedad social que se ha anali-
..¿ l/�
zado. La interpretación del ajuste de variancia en un sentido causal
dispondrá de las mismas características que los comentarios que en ese
sentido se derivarian del análisis de variancia en un diseño experimen­
tal. Recuérdese que la interpretación causal no viene dada por la téc­
nica estadística, sino por el contexto de investigación en el que
nos situamos.
A partir de los valores hallad� podemos asumir;�como deciamos, el
modelo especificado es válido con respecto a sus posibilidades de pre­
dicción de las variables endógenas, puesto que la variancia explica­
da por los regresores es significativamente mayor que la no explicada,
y con grados de significación muy satisfactorios.
7.3. Consideraciones de carácter aplicado.
* Los distintos canales de medida no presentan las mismas garantias en su
uso con respecto a la evaluación de conductas ansiosar.
Algunos de los estudios presentados muestran que el canal motor (regis­
tros observacionales) es, con diferencia, el sistema más usado en la
práctica clínica por lo que se refiere al Psicodiágnostico conductual.
Por contra, los autoinformes son uno de los instrumentos de medida
más comunes en la investigación aplicada. Ello se justifica mediante
dos puntualizaciones: se trata de medidas no totalmente conocidas (aún
más en el caso de variables cognitivas) y son de fácil uso, lo que sua­
viza la complejidad de la mayoría de procedimientos experimentales.
Consecuentemente, debe asumirme que, a pesar que el uso de autoinfor­
mes suponga unas ciertas facilidades en el desarrollo de las investi­
gaciones sobre la eficacia de tratamientos clínicos, no aportan infor­
mación suficiente como para ser usados como único sistema de medi-
da.
* La excesiva producción de autoinformes conductuales no ha supuesto
una mejora substantiva en sus garantías de uso.
Es este uno de los aspectos más criticados por parte de los autores que
han efectuado revisiones soore el tema. Es evidente, que esta excesiva
producción responde a un hecho patente en las publicaciones al respecto:
se elaboran cuestionarios en función de las necesidades específicas del
tipo de estudio realizado. Se trata, en definitiva, de un punto de vis­
ta eminentemente ideográfico. Cada situación de tratamiento origina
sus propios instrumentos de medida. Toda esa producción no se ha vis-
to acompañada de un desarrollo paralelo de los estudios acerca de las
garantías psicométricas de esos instrumen-tos, en tanto en cuanto, mu­
chos de ellos no presentan datos acerca de su validez y fiabilidad.
* Los modelos de medida parecen ser técnicas efectivas para el estudio
de los autoinformes conductuales.
Uno de los puntos más evidentes de la aplicación efectuada radica en
la adecuación que se ha obtenido en los modelos de medida que se han a
analizado. Cada una de las variables latentes h�sido convenientemen­
te operativizadas,en términos de las cargas factoria1es,por los indi­
cadores seleccionados. Be cua1.quier modo, no se han presentado datos
de ajuste de los modelos de medida por separado, puesto que no era obje­
tivo prioritario de este trabajo. Es interesante mencionar que la infor­
mación que proveen los modelos de medida es suficientemente importante
para que los evaluadores conductuales los asuman como técnica de aná­
lisis común en los estudios sobre cualquier instrumento de medida,
de uno u otro canal, del mismo �do que se utiliza, con gran exito,
en los trabajos de índole psicométrica.
* Los resultados de los modelos de medida (como parte del modelo estructu­
ral) no son evidencia suficiente para afirmar la fiabilidad de los índica­
dores empleados.
A pesar de que la variancia explicada de cada variable observable pueda
imterpretarse como un coeficiente de fiabilidad; se trata de una medida
demas
í
ade abstracta para qve sea asumLble directamente sin someter a aná­
lisis de fiabilidad más estricto a las escalas conductuales.
* El modelo propuesto es predictivo según el ajuste de variancia a partir
de TSLS y RR.
A partir de los datos presentados en el capítulo anterior, puede afir­
marse que las relaciones presentadas verbalmente se han visto confirmadas
a nivel empírico. Consiguientemente, la ansiedad social que experimenta
un sujeto puede predecirse a partir de la ansiedad rasgo y asertividad que
presenta. Del mismo modo, y como relación estructural más global, la an­
siedad específica que se da en situaciones muy ansiógenas (miedo á hablar
en público) está relacionada directamente con la ansiedad social y la aser­
tividad, y de forma indirecta con la ansiedad rasgo. Todo ello es congru­
ente con las características del modelo de ansiedad condicionada.
* Los autoinformes conductuales parecen indicados para su uso en medidas
de carácter situacional.
Si las ecuaciones son predictivas, las relaciones analizadas pueden
hacerse extensivas a los indicadores empleados, es decir, a los auto­
informes conductuales. Por supuesto, esas relaciones, así planteadas,
deberían ser matizadas por el empleo de medidas sin error, lo cual, da­
do su caracter poco sistem�tico, careceria de sentido. Sin embargo, cues­
tionarios del tipo FNE o SAD son indicadores válidos para las operati­
vizaciones de las variables latentes del tipo aqui empleadas. Con ello,
no debe descartarse su uso en las situaciones que se relacionen con
ansiedades especificas, sino todo lo contrario, pUe$o que la informa­
ción que aportan es suficiente para su utilización aplicada.
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