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Algebraic combinatorics on orders of permutations
Résumé
Cette thèse se situe dans le domaine de la combinatoire algébrique et porte sur
l’étude et les applications de trois ordres sur les permutations : les deux ordres faibles
(gauche et droit) et l’ordre fort ou de Bruhat.
Dans un premier temps, nous étudions l’action du groupe symétrique sur les poly-
nômes multivariés. En particulier, les opérateurs de différences divisées permettent de
définir des bases de l’anneau des polynômes qui généralisent les fonctions de Schur aussi
bien du point de vue de leur construction que de leur interprétation géométrique. Nous
étudions plus particulièrement la base des polynômes de Grothendieck introduite par
Lascoux et Schützenberger. Lascoux a montré qu’un certain produit de polynômes peut
s’interpréter comme un produit d’opérateurs de différences divisées. En développant ce
produit, nous ré-obtenons un résultat de Lenart et Postnikov et prouvons de plus que
le produit s’interprète comme une somme sur un intervalle de l’ordre de Bruhat.
Nous présentons aussi l’implantation que nous avons réalisée sur Sage des polynômes
multivariés. Cette implantation permet de travailler formellement dans différentes bases
et d’effectuer des changements de bases. Elle utilise l’action des différences divisées sur
les vecteurs d’exposants des polynômes multivariés. Les bases implantées contiennent en
particulier les polynômes de Schubert, les polynômes de Grothendieck et les polynômes
clés (ou caractères de Demazure).
Dans un second temps, nous étudions le treillis de Tamari sur les arbres binaires.
Celui-ci s’obtient comme un quotient de l’ordre faible sur les permutations : à chaque
arbre est associé un intervalle de l’ordre faible formé par ses extensions linéaires. Nous
montrons qu’un objet plus général, les intervalles-posets, permet de représenter l’en-
semble des intervalles du treillis de Tamari. Grâce à ces objets, nous obtenons une
formule récursive donnant pour chaque arbre binaire le nombre d’arbres plus petits ou
égaux dans le treillis de Tamari. Nous donnons aussi une nouvelle preuve que la fonction
génératrice des intervalles de Tamari vérifie une certaine équation fonctionnelle décrite
par Chapoton.
Enfin, nous généralisons ces résultats aux treillis de m-Tamari. Cette famille de
treillis introduite par Bergeron et Préville-Ratelle était décrite uniquement sur les che-
mins. Nous en donnons une interprétation sur une famille d’arbres binaires en bijection
avec les arbres m+1-aires. Nous utilisons cette description pour généraliser les résultats
obtenus dans le cas du treillis de Tamari classique. Ainsi, nous obtenons une formule
comptant le nombre d’éléments plus petits ou égaux qu’un élément donné ainsi qu’une
nouvelle preuve de l’équation fonctionnelle des intervalles de m-Tamari. Pour finir, nous
décrivons des structures algébriques m qui généralisent les algèbres de Hopf FQSym et
PBT sur les permutations et les arbres binaires.
Mots-clés :
combinatoire algébrique ; ordres du groupe symétrique ; polynômes de Schubert ;
polynômes de Grothendieck ; polynômes clés ; différence divisée ; algèbre 0-Hecke ; treillis
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de Tamari ; algèbre de Hopf ; treillis de m-Tamari.
Abstract
This thesis comes within the scope of algebraic combinatorics and studies problems
related to three orders on permutations: the two said weak orders (right and left) and
the strong order or Bruhat order.
We first look at the action of the symmetric group on multivariate polynomials. By
using the divided differences operators, one can obtain some generalisations of the Schur
function and form bases of non symmetric multivariate polynomials. This construction
is similar to the one of Schur functions and also allows for geometric interpretations.
We study more specifically the Grothendieck polynomials which were introduced by
Lascoux and Schützenberger. Lascoux proved that a product of these polynomials can
be interpreted in terms of a product of divided differences. By developing this product,
we reobtain a result of Lenart and Postnikov and also prove that it can be interpreted
as a sum over an interval of the Bruhat order.
We also present our implementation of multivariate polynomials in Sage. This
program allows for formal computation on different bases and also implements many
changes of bases. It is based on the action of the divided differences operators. The
bases include Schubert polynomials, Grothendieck polynomials and Key polynomials.
In a second part, we study the Tamari lattice on binary trees. This lattice can be
obtained as a quotient of the weak order. Each tree is associated with the interval of its
linear extensions. We introduce a new object called, interval-posets of Tamari and show
that they are in bijection with the intervals of the Tamari lattice. Using these objects,
we give the recursive formula counting the number of elements smaller than or equal to
a given tree. We also give a new proof that the generating function of the intervals of
the Tamari lattice satisfies some functional equation given by Chapoton.
Our final contributions deals with the m-Tamari lattices. This family of lattices
is a generalization of the classical Tamari lattice. It was introduced by Bergeron and
Préville-Ratelle and was only known in terms of paths. We give the description of this
order in terms of some family of binary trees, in bijection with m+1-ary trees. Thus, we
generalize our previous results and obtain a recursive formula counting the number of
elements smaller than or equal to a given one and a new proof of the functional equation.
We finish with the description of some new ”m” Hopf algebras which are generalizations
of the known FQSym on permutations and PBT on binary trees.
Keywords:
algebraic combinatorics; orders of the symmetric group; Schubert polynomials; Grothendieck
polynomials; key polynomials; divided difference; 0-Hecke algebra; Tamari lattice; Hopf
algebra; m-Tamari lattices.
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Introduction
Avant-propos
Combinatoire et algèbre
On peut définir la combinatoire comme l’étude des ensembles finis ou dénom-
brables d’objets. Les problèmes les plus couramment cités sont sans doute ceux
de combinatoire énumérative où l’on cherche à dénombrer ces ensembles. Ils ap-
paraissent en particulier en probabilités discrètes et certains ont été étudiés dès
l’antiquité : nombre de tirages de k numéros parmi n, nombre de façon d’asseoir n
personnes autour d’une table, etc. En Europe, on cite souvent Fibonacci comme
l’un des précurseurs du domaine. On en retrouve plus tard chez Newton, Pascal,
Leibnitz ou Euler. Au XXe siècle, la combinatoire prend un nouvel essor avec l’ar-
rivée de l’informatique et l’importance prise par les algorithmes. Non seulement on
utilise la combinatoire comme outil dans l’analyse d’algorithmes, mais les avan-
cées technologiques justifient l’optimisation des calculs proposée par l’approche
combinatoire. L’utilisation de plus en plus courante de l’exploration par ordina-
teur permet d’expérimenter a priori sur les objets pour découvrir de nouvelles
propriétés.
En combinatoire algébrique, on cherche plus particulièrement à structurer les
ensembles d’objets à l’aide des outils fournis par l’algèbre. On étudiera alors l’agen-
cement interne propre à la nature de l’objet pour définir, par exemple, un produit,
un ordre partiel ou d’autres relations. Cette approche permet une compréhension
plus profonde des objets étudiés et l’on peut s’en servir pour résoudre des questions
énumératives. Inversement, la vision combinatoire apporte à l’algèbre un éclairage
nouveau : les caractères d’un groupe s’identifient à des partitions, un produit de
polynômes devient une somme sur un intervalle... Le sens combinatoire donné à
des problèmes algébriques permet souvent d’appréhender les questions d’une fa-
çon plus globale et moins technique, révélant les aspects structurels de certaines
opérations. Concrètement, la combinatoire permet de prouver des nouveaux résul-
tats et propose des méthodes algorithmiques effectives pour réaliser des calculs.
Elle utilise pour cela les structures et méthodes de l’informatique classique comme
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les algorithmes de tris ou les arbres binaires de recherche [AVL62]. Elle apparaît
aujourd’hui fondamentale dans de très nombreux domaines : théorie des nombres,
théorie des groupes, théorie des représentations, géométrie algébrique, etc.
Structures d’ordre
La notion d’ordre sur les éléments est tout à fait naturelle en mathématiques, ne
faisant que formaliser la succession des nombres entiers. L’ordre sur les entiers est
dit total car deux nombres sont toujours comparables. Les ordres partiels, bien que
moins immédiats, se retrouvent aussi dans le monde réel : relations des individus
dans un arbre généalogique, ensemble d’actions dépendant les unes des autres. En
mathématique, on peut donner comme exemple l’inclusion des ensembles qui est
souvent utilisée comme base de cas plus généraux. Au delà d’une simple relation,
les ordres partiels sont étudiés eux-mêmes en tant qu’objets mathématiques et
sont à la base d’une vaste théorie [Mac37, DP02, Bir79]. Dans ce mémoire, nous
n’y apportons pas de nouvelle contribution mais utilisons ces résultats dans un
but algébrique.
En effet, un ordre partiel est un outil d’interprétation dans un calcul algébrique.
Lorsque l’on développe une expression, on obtient le résultat sous forme de somme.
L’un des objectifs est alors de comprendre cette somme pour, par exemple, amé-
liorer l’algorithme de calcul mais aussi pour en découvrir de nouvelles propriétés.
Si on arrive à déterminer une structure d’ordre sur les objets permettant d’expri-
mer la somme comme un intervalle, on a atteint une partie de cet objectif. On
peut par exemple ainsi optimiser l’espace de stockage car les éléments extrémaux
contiennent l’ensemble de l’information. On peut aussi se contenter de calculer
ces éléments extrémaux plutôt que l’ensemble de la somme, obtenant par là des
calculs bien plus rapides. De plus, en découvrant la structure d’ordre sous-jacente
à un calcul on comprend dans quel contexte les objets peuvent être étudiés, ou
sous quelle forme. On relie ainsi le problème à une structure plus globale parfois en
lien avec une théorie qui a priori semblait différente. En effet, entre eux, les ordres
possèdent des relations : quotient, isomorphisme, ordre plus fin ou plus grossier,
sous-ordre, etc. Et ces relations existent parfois aussi sur le plan algébrique. C’est
par exemple le cas pour l’ordre de Tamari sur les arbres binaires que nous décri-
vons dans la partie III : en termes d’ordres, il est un quotient de l’ordre faible sur
les permutations et en termes d’algèbres, l’algèbre PBT sur les arbres binaires est
une sous-algèbre de celle sur les permutations FQSym [HT72]. Cela nous amène
à l’objet de base de notre mémoire : les permutations.
Permutations
En combinatoire, une permutation est à la fois un objet simple et fondamental.
Elle correspond au résultat d’un réarrangement d’un ensemble donné d’objets. Par
exemple, un jeu de cartes mélangé est une permutation des cartes. De façon géné-
rale, on s’intéressera aux permutations des entiers 1, . . . , n. Si le concept apparaît
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depuis longtemps dans divers domaines des mathématiques, il prend tout son sens
au XIXe siècle quand la théorie des groupes est introduite par Galois à travers les
permutations des racines d’un polynôme. Les permutations sont des applications
de {1, . . . , n} dans {1, . . . , n} et en ce sens, l’ensemble des permutations possède
une structure de groupe. C’est ce qu’on appelle le groupe symétrique Sn, il sera
l’objet principal de ce mémoire. Il est fondamental en mathématiques et plus par-
ticulièrement en algèbre. Le théorème de Cayley prouve ainsi que tout groupe fini
est un sous-groupe de Sn. Par ailleurs, le groupe symétrique peut souvent être
compris comme une version spécialisée et simple d’objets plus complexes. Ainsi,
au sein de la théorie des groupes de Coxeter apparue au début du XXe siècle,
Sn est le groupe de Coxeter de type An−1. De nombreux résultats sont prouvés
au départ sur Sn avant d’être généralisés aux autres types. C’est par exemple
le cas des propriétés des ordres sur les permutations que nous décrivons dans le
chapitre 2. Un autre exemple est celui de l’algèbre de Hecke dont les générateurs
vérifient, comme les générateurs du groupe symétrique, les relations de tresses
mais où des paramètres sont ajoutés aux relations quadratiques. En ce sens, c’est
une généralisation de l’algèbre du groupe symétrique et en particulier le calcul des
représentations est similaire [Hoe74, Las13].
Ordres du groupe symétrique
Il existe de nombreuses façons d’ordonner les permutations. Dans cette thèse,
on décrit trois ordres liés à la structure de groupe : les ordres faibles, droit et
gauche, et l’ordre fort ou de Bruhat. La longueur d’une permutation σ est donnée
par son nombre d’inversions, c’est-à-dire par le nombre de couples (i, j) tels que
σi > σj. Aussi bien pour les ordres faibles que pour l’ordre fort, la relation d’ordre
est basée sur les multiplications par des éléments particuliers (les transpositions)
qui augmentent la longueur de la permutation. Ces ordres apparaissent dans de
très nombreux contextes. Ils sont en particulier définis de façon plus générale
sur les groupes de Coxeter et ont été étudiés entre autres par Björner [Bjö84] et
Lascoux et Schützenberger [LS96].
L’ordre fort a été introduit par Ehresmann dans le contexte de la géométrie
algébrique [Ehr34] : il correspond à l’ordre d’inclusion des variétés de Schubert
dans la variété de drapeau. Sur les permutations, c’est l’ordre d’inclusion des
facteurs gauches réordonnés. Il apparaît donc dans de nombreux problèmes liés à
cette thématique, en particulier dans les calculs sur les polynômes de Grothendieck
[LP07]. Il permet aussi de décrire les changements de base dans l’algèbre 0-Hecke
[LS96] comme nous le verrons dans le chapitre 3. Les ordres faibles se décrivent
aussi par une inclusion : celle des ensembles d’inversions des permutations. On
peut prouver qu’ils possèdent une structure de treillis [RG71, Bjö84] et que l’objet
géométrique sous-jacent est un polytope connu : le permutoèdre. Ils apparaissent
de façon récurrente en combinatoire. Par exemple, les classes plaxiques décrites
par Lascoux et Schützenberger [LS81a] forment des ensembles connexes de l’ordre
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faible droit. On les trouve aussi dans la théorie des fonctions non commutatives
où ils décrivent en particulier le produit des éléments de FQSym [DHT02].
Contexte
Dans cette thèse, nous présentons en particulier deux domaines où les ordres
du groupe symétrique jouent un rôle fondamental : les bases des polynômes multi-
variés d’une part et les algèbres de Hopf liées aux arbres binaires et permutations
d’autre part. Nous donnons à présent le contexte de notre travail dans ces deux
domaines.
Polynômes et action du groupe symétrique
Le groupe symétrique joue un rôle important dans l’étude des polynômes en
plusieurs variables. L’action d’une permutation sur un monôme est simplement la
permutation des variables. Les polynômes invariants par cette action sont appe-
lés polynômes symétriques. Lorsqu’on travaille avec un nombre infini de variables
dans l’espace des séries formelles, on parle alors de fonctions symétriques. Étu-
diées au XIXe siècle par des mathématiciens tels que MacMahon [Mac60], Cauchy
ou Jacobi, elles sont au cœur de nombreuses questions liées à la combinatoire
algébrique.
L’anneau des fonctions symétriques se décrit dans différentes bases indexées par
les partitions, c’est-à-dire les vecteurs λ = (λ1, . . . , λn) avec λ1 ≥ λ2 ≥ · · · ≥ λn.
On trouvera les définitions des différentes bases dans le premier chapitre du livre
de Macdonald [Mac95]. Une de ces bases revêt une importance particulière : la base
des fonctions de Schur. Bien qu’étudiées en premier lieu par Jacobi et Cauchy, elles
portent le nom du mathématicien Isaai Schur connu pour son travail en théorie
des représentations. En effet, les fonctions de Schur correspondent aux caractères
irréductibles du groupe symétrique. Elles forment le lien principal entre la théorie
des représentations et la combinatoire, justifiant à elles seules de très nombreux
articles et généralisations. En particulier, elles motivent les recherches liées à la
combinatoire des tableaux à travers la célèbre règle de Littlewood-Richardson.
Un autre domaine fortement lié à la théorie des représentation est la géométrie
algébrique et le rôle des fonctions de Schur y est aussi fondamental. Le calcul de
Schubert, introduit par le mathématicien du même nom au XIXe siècle, pose la
question du nombre de solutions à des problèmes d’intersections. On décompose
les éléments d’une variété géométrique en cellules de Schubert en fonctions de leurs
intersections avec un drapeau, c’est-à-dire un ensemble de sous-espaces vectoriels
donnés V1 ⊂ V2 ⊂ · · · ⊂ Vn. Le nombre d’intersections de deux sous-variétés don-
nées peut alors s’obtenir par un calcul algébrique dans l’anneau de cohomologie.
Dans le cas où la variété de départ est la Grassmannienne, l’anneau de cohomo-
logie est un quotient de l’anneau des fonctions symétriques. L’image des cellules
de Schubert correspond alors aux fonctions de Schur [Ful84]. Le produit des fonc-
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tions de Schur permet ainsi d’encoder les intersections des sous-variétés dans la
Grassmannienne. C’est dans ce cadre qu’a d’abord été prouvée la formule de Pieri
[Mac95] qui en donne l’interprétation combinatoire en termes de tableau.
Si la variété de départ n’est plus la Grassmannienne mais une variété de dra-
peaux, l’anneau de cohomologie devient isomorphe à un quotient non plus des
fonctions symétriques mais des polynômes non symétriques. On peut alors décrire
des bases des polynômes qui généralisent les fonctions de Schur et répondent aux
mêmes types de questions géométriques. Ces bases sont toutes définies à partir
d’un opérateur clé : la différence divisée. L’opérateur de différence divisée ∂i peut
être compris comme une dérivation discrète qu’on attribue généralement à New-
ton. On la définit par
f.∂i =
f(. . . , xi, xi+1, . . . )− f(. . . , xi+1, xi, . . . )
xi − xi+1 . (0.1)
C’est une opération qui symétrise le polynôme en xi et xi+1. Comme on peut le
lire dans un article historique récapitulatif de Lascoux [Las95], c’est en 1973 qu’un
intérêt pour les différences divisées naît en combinatoire à travers les articles de
Bernstein-Gelfand-Gelfand [BGG73] et Demazure [Dem74]. Les auteurs prouvent
que tout comme les générateurs du groupe symétrique, les différences divisées ∂i
vérifient les relations de tresses (en outre, elles sont aussi de carré nul). Cette
propriété fondamentale permet d’indexer les différences divisées par des permuta-
tions en interprétant une décomposition réduite comme un produit d’opérateurs
∂i. C’est ce qui fait le lien entre ces opérateurs et les ordres faibles sur les permu-
tations qui se définissent eux aussi à partir des décompositions réduites [LS96].
Les différences divisées sont étudiées de façon très poussée par Lascoux et Schüt-
zenberger [LS92] qui travaillent à l’époque sur les polynômes de Kazhdan-Lusztig
[LS81b]. En interprétant en termes d’opérateurs les relations de couverture de
l’ordre faible, ils définissent une nouvelle famille de polynômes indexés par les
permutations. Plus précisément, on note ∂ω la différence divisée correspondant à
la permutation maximale pour l’ordre faible ω = n, n − 1, . . . , 1. En appliquant
∂ω à un monôme dit dominant xλ11 xλ22 . . . xλnn où λ est une partition, on obtient
un polynôme symétrique et plus précisément, une fonction de Schur. On inter-
prète ce calcul comme une symétrisation progressive du polynôme : le polynôme
le "moins" symétrique est le monôme dominant de départ et le "plus" symétrique
est la fonction de Schur. À eux tous, les polynômes intermédiaires forment une base
des polynômes non symétriques, ce sont les polynômes de Schubert. En d’autres
termes, c’est l’ensemble des images par différences divisées des monômes domi-
nants [LS82]. Cette base généralise au cas non symétrique celle des fonctions de
Schur. D’un point de vue géométrique, les polynômes de Schubert sont l’image
des variétés de Schubert dans l’anneau de cohomologie de la variété de drapeaux
[Las82].
Lascoux et Schützenberger introduisent aussi une autre famille de polynômes
appelés polynômes de Grothendieck [Las90]. La définition est très similaire à celle
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des polynômes de Schubert mais utilise une différence divisée dite isobare qui
conserve le degré du polynôme. D’un point de vue géométrique, les polynômes de
Grothendieck permettent de travailler dans l’anneau de Grothendieck de la variété
de drapeau plutôt que dans l’anneau de cohomologie. On définit deux types de
différences divisées isobares qui s’interprètent aussi comme deux bases de l’algèbre
dite 0-Hecke. Les changements de bases, et, par là, toute la combinatoire des
polynômes de Grothendieck, sont alors liés à l’ordre de Bruhat sur les permutations
[LS96]. Dans le cas des polynômes de Schubert comme dans celui des polynômes
de Grothendieck, l’enjeu principal est de comprendre la structure multiplicative
de l’anneau par une formule généralisant la formule de Pieri sur les fonctions de
Schur. Dans les deux cas, la question d’une interprétation combinatoire du produit
de deux éléments quelconques est un problème ouvert. Cependant, la formule
de Monk [Mon59] décrit le cas particulier important du produit d’un polynôme
de Schubert par un élément indexé par un générateur. Pour les polynômes de
Grothendieck, Lascoux propose un résultat similaire en interprétant un produit
de polynômes comme un produit d’opérateurs de différences divisées [Las90]. Nous
traitons la question du développement de ce produit dans le chapitre 4. Encore
récemment, les questions relatives aux polynômes de Grothendieck et de Schubert
ont fait l’objet de très nombreux articles [LP07, LS07, Len03, BS98, Len12] tous
liés à la combinatoire de l’ordre de Bruhat.
Treillis de Tamari et algèbres de Hopf
Dans la partie III de cette thèse, nous étudions un ordre sur les arbres binaires
appelé treillis de Tamari qui est un quotient de l’ordre faible sur les permutations.
Le lien entre les deux structures fait intervenir une nouvelle structure algèbrique :
les algèbres de Hopf.
Lors des dernières décennies, la structure d’algèbre de Hopf a pris une impor-
tance particulière en combinatoire. Définir une structure d’algèbre sur un ensemble
d’objets combinatoires revient à définir un produit, c’est-à-dire un algorithme pour
composer deux objets. L’opération duale est le coproduit qui décompose un objet
en deux objets distincts. Apparues dans le cadre de la topologie algébrique, les al-
gèbres de Hopf sont des structures munies à la fois d’un produit et d’un coproduit
vérifiant certaines propriétés de compatibilité [Swe69, Car07]. Les fonctions symé-
triques en particulier sont munies d’une telle structure. L’opération de coproduit
passe par le doublement d’alphabet : on ne travaille plus sur un seul ensemble
de variables x1, x2, x3, . . . mais sur deux ensembles x1, x2, x3, . . . et y1, y2, y3, . . . .
Chaque monôme d’une fonction symétrique se découpe alors en un monôme sur les
x et un autre sur les y. Cette structure est déjà implicitement présente dans le tra-
vail de MacMahon [Mac60]. Plus tard, Rota insiste sur l’importance des algèbres
de Hopf en combinatoire [JR79, Rot78].
En 1995, Malvenuto et Reutenauer décrivent une algèbre de Hopf sur les per-
mutations [MR95]. Le produit s’exprime comme un intervalle de l’ordre faible.
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À la même époque, Gelfand, Krob, Lascoux, Leclerc, Retakh et Thibon donnent
un équivalent en variables non commutatives de l’algèbre de Hopf des fonctions
symétriques [GKL+95]. Cet article sera suivi de nombreux autres explorant les dif-
férentes ramifications de cette nouvelle théorie [KLT97, DKKT97, KT97, KT99,
DHT02, DHNT11]. Ce travail met à jour un nouveau principe de calcul : un
objet combinatoire peut "s’exprimer" comme une somme de mots sur un alpha-
bet (commutatif ou non). Plutôt que de décrire le produit sur l’objet en tant
que tel, on le décrit sur le polynôme associé. De même, le coproduit s’obtient
par un doublement d’alphabet correctement défini. Cette méthode est appelée la
réalisation polynomiale. Elle simplifie grandement les calculs car parmi les nom-
breux axiomes que doit vérifier une algèbre de Hopf, beaucoup sont naturellement
présents sur les développements en mots. C’est en utilisant ce principe que Du-
champ, Hivert, Thibon et Novelli obtiennent une nouvelle description de l’algèbre
de Malvenuto-Reutenauer [DHT02, DHNT11] qu’ils nomment algèbre des fonc-
tions quasi-symétriques libres ou FQSym. Dans [Hiv07], Hivert donne l’exemple
de FQSym comme illustration du principe de réalisation polynomiale, c’est aussi
ce que nous ferons dans le chapitre 6. Les éléments de FQSym sont indexés par des
permutations et sont développés comme sommes de mots par l’opération de stan-
dardisation qui n’est rien d’autre que l’application du tri par bulles. Les auteurs
définissent plusieurs bases et retrouvent très simplement les formules de produit
et coproduit données par Malvenuto et Retenauer. Ils obtiennent en particulier
que l’algèbre FQSym est autoduale. Sa dualité reflète celle qui existe entre l’ordre
faible droit et l’ordre faible gauche. En effet, le produit sur une des bases est donné
par les intervalles de l’ordre faible droit tandis que le produit sur la base duale est
donnée par l’ordre faible gauche.
Le lien avec les arbres binaires apparaît par le biais de l’algèbre de Hopf que
Loday et Ronco décrivent sur ces objets en tant que sous-algèbre de celle de
Malvenuto et Reutenauer [LR98]. Comme conséquence du travail sur FQSym,
Hivert, Novelli et Thibon en donnent une réalisation polynomiale nommée PBT
en tant que sous-algèbre de FQSym [HNT05]. La structure d’algèbre de PBT est
liée à un treillis sur les arbres binaires appelé treillis de Tamari. Ce treillis a été
initialement décrit par Tamari sur les parenthésages [Tam62, HT72]. Vu comme
un objet géométrique, c’est l’associaèdre ou polytope de Stasheff. Les relations
entre l’associaèdre et le permutoèdre sont souvent étudiées d’un point de vue géo-
métrique : l’associaèdre est un permutoèdre auquel on a supprimé des faces. En
termes d’ordres partiels, le treillis de Tamari est un quotient de l’ordre faible sur
les permutations. Cette propriété est en particulier prouvée dans [HNT05] et nous
revenons en détail dessus dans ce mémoire. L’idée principale est que certains in-
tervalles de l’ordre faible peuvent être décrits comme des extensions linéaires de
posets, et plus précisément d’arbres [BW91]. Les extensions linéaires des arbres
binaires découpent l’ordre faible en intervalles distincts et l’ordre entre ces inter-
valles correspond à l’ordre de Tamari. Cette correspondance existe aussi en termes
d’algèbres : un élément PT de la base de PBT se développe dans FQSym comme
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la somme des extensions linéaires de son arbre binaire T . Ainsi le produit dans
PBT est à la fois un intervalle du treillis de Tamari et de l’ordre faible sur les
permutations.
Le treillis de Tamari en tant que tel suscite de nombreuses publications. On
peut citer en particulier le résultat de Chapoton [Cha07] dénombrant les inter-
valles. Très récemment, de nouvelles pistes de recherche ont été ouvertes par l’ob-
jet plus général des treillis de m-Tamari décrits par Bergeron et Préville-Ratelle
[BPR12]. En particulier, une formule générale dénombrant les intervalles dans
m-Tamari a été prouvée [BMFPR11].
Contributions et plan du mémoire
Notre travail est divisé en deux parties distinctes qui reposent sur un même
principe : utiliser les propriétés des ordres du groupe symétrique pour obtenir des
résultats algébriques et énumératifs nouveaux. Après une partie I introductive, la
partie II porte sur les polynômes multivariés. On trouvera les principaux résultats
dans les chapitres 4 et 5. La partie III est dédiée aux treillis de Tamari et m-
Tamari, nos contributions sont rassemblées dans les chapitres 7 et 8. Le schéma
suivant représente l’organisation globale des chapitres entre eux.
Chapitre 1
Structures algébriques
et ordres sur les ob-
jets combinatoires
Chapitre 2
Ordres du groupe
symétrique
Chapitre 3
Action du groupe symé-
trique sur les polynômes
Chapitre 4
Formule de Pieri pour les
polynômes de Grothendieck
Chapitre 5
Implantation des bases
des polynômes en Sage
Chapitre 6
Treillis sur les arbres
binaires et algèbres de Hopf
Chapitre 7
Intervalles de Ta-
mari et énumération
Chapitre 8
Treillis de m-Tamari
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Préliminaires
La partie I est composée de deux courts chapitres préliminaires introduisant les
notions dont nous aurons besoin. Dans le chapitre 1, nous rappelons la définition
des ensembles partiellement ordonnés et des treillis et en donnons les principales
propriétés. Le chapitre 2 est consacré au groupe symétrique. Nous donnons la défi-
nition des ordres faibles et forts en termes de décompositions réduites. Pour l’ordre
fort en particulier, nous décrivons précisément les propriétés de comparaison des
éléments obtenus par les projections sur les permutations bigrassmanniennes. En
outre, dans le paragraphe 2.3.4 nous prouvons un lemme annexe sur des intersec-
tions d’intervalles dans l’ordre de Bruhat dont nous aurons besoin par la suite.
Polynômes multivariés
La partie II est dédiée à l’étude des polynômes multivariés dans le cadre que
nous avons déjà évoqué. Le chapitre 3 rappelle l’action du groupe symétrique
sur les polynômes et les définitions des différences divisées. Nous effectuons un
bref survol de la théorie des fonctions symétriques en décrivant en particulier la
construction des fonctions de Schur à partir des différences divisées. Nous rappe-
lons la formule de Pieri et l’interprétation géométrique qui en découle. Nous pré-
sentons ensuite certaines bases des polynômes non symétriques telles qu’elles ont
été définies par Lascoux et Schützenberger [LS82, Las90], c’est-à-dire construites
à partir des différences divisées. Nous terminons par les propriétés de l’algèbre 0-
Hecke dont l’action sur les polynômes est celle des différences divisées isobares. En
particulier, il existe deux sortes de différences divisées isobares qui correspondent
à deux bases de l’algèbre. La combinatoire qui en découle est celle de l’ordre de
Bruhat.
Le chapitre 4 présente un équivalent de la formule de Pieri pour les polynômes
de Grothendieck. Nous avons vu qu’une question importante est celle du produit
des polynômes. Dans le cas des fonctions de Schur, un résultat fondamental est
donné par la formule de Pieri qui décrit la multiplication d’une fonction de Schur
par une fonction complète. Le produit équivalent pour les polynômes de Gro-
thendieck est GσGsk où Gσ et Gsk sont des polynômes de Grothendieck indexés
respectivement par une permutation quelconque σ et une transposition simple sk.
Dans [Las90], Lascoux interprète ce produit comme un produit d’opérateurs de
deux sortes de différences divisées isobares. Par ailleurs, on trouve dans [LP07]
un développement de ce même produit utilisant une énumération de chaînes dans
l’ordre de Bruhat. À partir du résultat de Lascoux, nous commençons par donner
une nouvelle preuve en type A du théorème de Lenart et Postnikov [LP07]. Notre
approche permet une meilleure compréhension du résultat et nous prouvons alors
que les permutations qui apparaissent dans le développement du produit forment
un intervalle de l’ordre de Bruhat. Ce résultat a donné lieu à un article publié
[Pon13c].
Dans le chapitre 5, nous présentons l’implantation réalisée en Sage des bases
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des polynômes multivariés. Sage [S+11] est un logiciel libre de calcul formel. Pour
les besoins de notre recherche et dans l’objectif d’offrir un outil de calcul à la com-
munauté, nous avons développé au sein du groupe Sage-combinat [SCc08] un cadre
complet de travail sur les bases des polynômes. Notre logiciel permet de définir les
polynômes multivariés comme des sommes formelles de vecteurs (les exposants) et
d’y appliquer les opérateurs de différences divisées. Nous avons implanté les dif-
férentes bases décrites dans le chapitre 3 : polynômes de Schubert, polynômes de
Grothendieck, polynômes clés. Il est possible de travailler formellement dans ces
bases, de les développer en monômes ou d’effectuer des changements de bases. En-
fin, notre implantation permet de définir de nouveaux opérateurs et de nouvelles
bases pour les besoins de l’expérimentation. Dans ce chapitre, nous présentons les
fonctionnalités de base ainsi que les choix que nous avons fait en termes d’archi-
tecture logicielle. Enfin, nous donnons plusieurs exemples d’applications avancées
possibles avec notre implantation. En particulier, nous expliquons comment les
résultats du chapitre 4 peuvent être obtenus. Cette implantation est disponible
en tant que patch additionnel à Sage [Pon10]. Elle a fait l’objet de nombreuses
présentations et d’un article [Pon11].
Treillis de (m)-Tamari et algèbres
Dans la partie III, nous utilisons le lien entre l’ordre faible sur les permutations
et l’ordre de Tamari sur les arbres binaires pour démontrer des résultats sur les
treillis de Tamari et m-Tamari. Le chapitre 6 est un chapitre préliminaire où nous
rappelons les définitions et différentes descriptions de l’ordre de Tamari. Nous
expliquons en quoi l’ordre de Tamari est un quotient et un sous-treillis de l’ordre
faible par la description des classes sylvestres. C’est aussi le premier chapitre où
nous abordons la notion d’algèbre de Hopf. Nous en donnons donc la définition et
présentons les deux exemples qui nous intéressent : FQSym et PBT.
Comme nous le rappelons dans le chapitre 6, les classes sylvestres sont des in-
tervalles de l’ordre faible correspondant à des extensions linéaires d’arbres binaires.
Par ailleurs, à partir d’un arbre binaire T , il est possible d’obtenir deux arbres
planaires F≥ et F≤ dont les extensions linéaires correspondent à des intervalles
respectivement finaux et initiaux de l’ordre faible. De façon plus générale, dans
le chapitre 7, nous définissons un nouvel objet appelé intervalle-poset de Tamari
dont les extensions linéaires correspondent à des intervalles de l’ordre faible entre
deux classes sylvestres. Ces intervalles-posets sont en bijection avec les intervalles
de Tamari. Nous utilisons leurs propriétés pour donner une nouvelle preuve de la
formule de Chapoton [Cha07] dénombrant le nombre d’intervalles dans le treillis
de Tamari. Nous prouvons par ailleurs un nouveau résultat : pour chaque arbre,
on calcule de façon récursive un polynôme que l’on nomme polynôme de Tamari
de l’arbre. Nous prouvons que pour un arbre T , ce polynôme compte le nombre
d’arbres T ′ ≤ T dans l’ordre de Tamari en fonction d’une statistique particu-
lière. Ce résultat a fait l’objet d’une récente publication sous forme d’un extended
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abstract [CP13].
Dans [BPR12], Bergeron et Préville-Ratelle décrivent une généralisation du
treillis de Tamari qu’ils nomment treillis dem-Tamari. Leur description est donnée
en termes de chemins qui généralisent les mots de Dyck. Le chapitre 8 est dédié
à ces treillis généralisés de Tamari. Tout d’abord, en utilisant le plongement des
treillis de m-Tamari dans les treillis de Tamari classiques, nous expliquons quelle
description de l’ordre peut être faite en termes d’arbres. Cette description n’était
pas connue jusqu’alors et et faisait l’objet d’une question à la fin de l’article
[BMFPR11]. Nous l’utilisons pour généraliser les résultats du chapitre 7 aux treillis
dem-Tamari. En particulier, nous obtenons une nouvelle preuve que les intervalles
de m-Tamari vérifient l’équation fonctionnelle résolue dans [BMFPR11] pour les
dénombrer. Tout comme dans le cas de treillis de Tamari classique, nous obtenons
un résultat plus précis et donnons pour chaque arbre la formule calculant le nombre
d’éléments inférieurs ou égaux dans le treillis de m-Tamari. Enfin, nous donnons
des constructions analogues des algèbres FQSym et PBT que nous appelons
FQSym(m) et PBT(m) et qui possèdent des propriétés voisines.
Les implantations réalisées dans le cadre de cette dernière partie ne nous ont
pas semblé nécessiter un chapitre à part entière. Cependant, comme dans la partie
précédente, notre recherche a été basée sur de l’exploration préliminaire effectuée
grâce au logiciel Sage. Une partie des implantations réalisées ont pu être intégrées
au logiciel et nous avons participé aux différents projets sur l’implantation des
arbres en Sage [FH13, Pon13a, Pon13b].
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Chapitre1
Structures algébriques et ordres sur les
objets combinatoires
Nous commençons ce mémoire par un court chapitre d’introduction à quelques
notions de combinatoire. Le paragraphe 1.1 rappelle le principe de la construc-
tion d’espaces vectoriels et d’algèbres sur les objets combinatoires à travers deux
exemples : les permutations et les mots. Les structures de posets et de treillis sont
définies dans les paragraphes 1.2 et 1.3. Ces objets sont à la base de notre travail
et nous donnons un aperçu de leurs propriétés fondamentales. Pour une approche
plus complète, nous invitons le lecteur à se reporter aux ouvrages suivants [Sta99],
[Bir79], [DP02] et [LS96].
1.1 Objets et structures élémentaires
1.1.1 Espaces vectoriels d’objets combinatoires
Une classe combinatoire est un ensemble d’objets munis d’une notion de taille.
L’ensemble des objets ayant une taille donnée est toujours fini. Par exemple,
si A est l’alphabet {a, b}, on note A∗ l’ensemble des mots sur A. On a A∗ =
{, a, b, aa, ab, ba, bb, aaa, aab, . . .}, où  est le mot vide. La taille d’un mot u, notée
|u|, est donnée par son nombre de lettres. L’ensemble des mots de taille n est fini
et de taille 2n.
Les permutations sont les objets de base dans notre travail. Nous en donnons
une première définition en termes de mots.
Définition 1.1.1. Une permutation de taille n est un mot sur l’alphabet {1, 2, . . . , n}
où chaque lettre apparaît exactement une fois.
Par exemple, les permutations de taille 3 sont 123, 213, 132, 231, 312, 321.
L’ensemble des permutations de taille n est fini et de taille n!.
On sera rapidement amené à former des sommes formelles d’objets combina-
toires. Cela revient à se placer dans un espace vectoriel dont la base est l’ensemble
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des objets. On considérera que le corps de base de l’espace vectoriel est un corps
quelconque K de caractéristique nulle. L’espace vectoriel E dont la base est une
classe combinatoire C est gradué, c’est-à-dire
E =
⊕
n∈N
En (1.1)
où En est de base Cn, les objets combinatoires de taille n.
1.1.2 Produits et algèbres
On enrichit souvent les espaces vectoriels d’objets combinatoires d’une notion
de produit, on obtient alors une algèbre.
Exemple 1.1.2. Le produit basé sur la concaténation des mots : A∗ × A∗ → A∗,
u.v → uv. (1.2)
Par exemple aab.abab = aababab. De façon similaire, on définit la concaténation
décalée sur les permutations
σ ~. µ = σ~µ (1.3)
où ~µ est le mot µ où les lettres ont été décalées de |σ|. Par exemple 132~. 3421 =
1326754.
Exemple 1.1.3. Le produit de mélange sur sur les mots se définit récursivement par
uv :=

u si v = ,
v si u = ,
u1(u′ v) + v1(u v′) sinon, où u1, v1 ∈ A et u = u1u′ et v = v1v′.
(1.4)
C’est la somme de tous les "mélanges" des lettres de u et v tels que l’ordre des
lettres dans u et v respectivement ne soit pas modifié. Par exemple,
ab ba = abba+ abba+ abab + baba+ baab + baab (1.5)
= 2 abba+ 2 baab+ abab+ baba (1.6)
Comme pour la concaténation, on peut définir le produit de mélange décalé sur
les permutations.
σ µ = σ ~µ (1.7)
par exemple :
12 21 = 1243 + 1423 + 1432 + 4123 + 4132 + 4312 (1.8)
Définition 1.1.4. L’algèbre A d’une classe combinatoire est dite graduée si son
produit vérifie la relation suivante :
|x× y| = |x|+ |y| (1.9)
pour tout x, y ∈ A. Dit autrement, pour tout n,m ∈ N, on a que le produit × est
une application de An × Am vers An+m.
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Les deux exemples précédents, la concaténation et le produit de mélange (resp.
la concaténation décalée et le produit de mélange décalé) sont des produits gradués
sur les mots (resp. sur les permutations).
1.1.3 Opérations sur les mots et les permutations
Les mots et les permutations sont des objets de base en combinatoire. De
nombreuses opérations sur des objets plus complexes peuvent en fait s’exprimer
à l’aide des mots et de la concaténation. Nous aurons besoin de certaines notions
et opérations classiques que nous définissons dès maintenant.
Soit u = u1 . . . un un mot de taille n. Un facteur de u est un mot v =
uiui+1 . . . ui+m avec 1 ≤ i ≤ n et i + m ≤ n. Le mot u s’écrit alors u = u′vu′′ où
u′ et u′′ sont deux autres facteurs de u. Si v est placé au début de u, c’est-à-dire
si v = u1 . . . um, on dit que v est un facteur gauche ou préfixe de u. De même
si v est placé à la fin de u, c’est-à-dire si v = un−m . . . un, on dit que v est un
facteur droit ou suffixe de u. Un sous-mot de u est un mot v = uj1 . . . ujm où
1 ≤ j1 < j2 < · · · < jm ≤ n. C’est-à-dire que le sous-mot v est composé d’un sous-
ensemble des lettres de u dont on a conservé l’ordre. Par exemple si u = aabcba
alors aab est un préfixe, ba un suffixe, bc un facteur et abb un sous-mot de u. Les
préfixes et suffixes sont en particulier des facteurs, et les facteurs, des sous-mots.
Le mot vide  est à la fois préfixe, suffixe, facteur et sous-mot de n’importe quel
mot u. On parle de facteur (resp. préfixe, suffixe ou sous-mot) propre quand on
n’inclut pas le mot vide.
Toutes ces notions s’appliquent aussi aux permutations qui sont des mots par-
ticuliers. Par exemple la permutation 52431 admet entre autres le préfixe 52, le
suffixe 431, le facteur 24 et le sous-mot 231. On remarque qu’en général ces mots
ne sont pas eux-mêmes des permutations. Une solution pour rester dans la même
classe combinatoire est de standardiser les mots.
Définition 1.1.5. Soit u = u1 . . . un un mot de taille n sur un alphabet ordonné
A = {a1, a2, . . .} (par exemple, les entiers positifs). On dit que u admet une in-
version (i, j) avec i < j si ui > uj. Le standardisé de u, noté std(u), est l’unique
permutation σ de taille n telle que les inversions de σ soient exactement les in-
versions de u.
Par exemple, si u = baa sur l’alphabet ordonné A = {a < b}, alors u admet
deux inversions (1, 2) et (1, 3). La seule permutation de taille 3 admettant unique-
ment ces deux inversions est std(u) = 312. De façon générale, la standardisation
revient à numéroter les lettres de u des plus petites lettres vers les plus grandes
lettres et de la gauche vers la droite, cf. figure 1.1.
Par définition, le standardisé d’une permutation est la permutation elle-même.
On peut utiliser la standardisation sur les facteurs et sous-mots d’une permutation
pour obtenir à nouveau des permutations. Par exemple, les préfixes standardisés
de 52431 sont {, 1, 21, 312, 4132, 52431}.
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d d a b c b b a a
1 2 3
d d a b c b b a a
1 4 5 6 2 3
d d a b c b b a a
1 4 7 5 6 2 3
d d a b c b b a a
8 9 1 4 7 5 6 2 3
std(ddabcbbaa) = 891475623
Figure 1.1 – Standardisé du mot ddabcbbaa, on numérote d’abord les a, puis les
b, et ainsi de suite.
Définition 1.1.6. On dit qu’une permutation σ admet comme motif la permuta-
tion µ s’il existe un sous-mot de σ dont le standardisé est la permutation µ. Si σ
n’admet pas le motif µ, on dit qu’elle évite le motif.
Par exemple, la permutation σ = 4213 admet le motif 312 car 413 est sous-mot
de σ et std(413) = 312.
1.2 Posets
Il est possible de définir des relations d’ordre sur les objets combinatoires. Les
ensembles partiellement ordonnés sont couramment appelés posets, de l’anglais
Partially Ordered Set. Cet objet est fondamental dans notre travail. Les posets
peuvent s’étudier à la fois comme des objets combinatoires en tant que tels ou
comme des structures appliquées à d’autres objets combinatoires. C’est surtout
dans ce second contexte que nous les rencontrerons. Nous présentons ici les notions
fondamentales dont nous aurons besoin.
1.2.1 Définition
Définition 1.2.1. Un poset est un ensemble P muni d’une relation d’ordre ≤
vérifiant les conditions
1. de réflexivité : ∀x ∈ P, x ≤ x ;
2. de transitivité : ∀x, y, z ∈ P , si x ≤ y et y ≤ z alors x ≤ z ;
3. d’antisymétrie : ∀x, y ∈ P , si x ≤ y et y ≤ x alors x = y.
Si la relation d’ordre est telle que pour tout x, y ∈ P , alors soit x ≤ y , soit
y ≤ x, on dit que l’ordre est total ou linéaire.
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Nous ne traiterons dans ce mémoire que des cas où l’ensemble P est fini.
Définition 1.2.2. On dit que y couvre x et on écrit xl y si on a x < y et qu’il
n’existe pas de z ∈ P tel que x < z < y. On appelle l’ensemble de ces relations les
relations de couverture.
Définition 1.2.3. On dit qu’un élément x ∈ P est minimal (resp. maximal) s’il
n’existe pas d’élément y ∈ P , y 6= x, tel que y ≤ x (resp. y ≥ x).
Les relations de couverture suffisent à définir le poset (les autres relations étant
obtenues par transitivité). Pour représenter un poset, il suffit donc d’indiquer les
éléments et leurs relations de couverture, c’est ce qu’on appelle un diagramme de
Hasse. De façon générale, les posets sont représentés par leur diagramme de Hasse
de la façon suivante : si x est relié à y par une arête et que x est en dessous de
y alors xl y, les plus petits éléments se trouvent donc en bas du diagramme, cf.
figure 1.2.
a b
c
d e
Figure 1.2 – Exemple de diagramme de Hasse. Les relations de couverture sont
d l c l b, d l a et e l b. Les éléments d et e sont minimaux. L’ordre est partiel,
par exemple a et b ne sont pas comparables.
Lorsque les éléments du poset sont les entiers ou un alphabet quelconque, on
peut considérer le poset comme un objet combinatoire en tant que tel. La taille
est alors donnée par le nombre d’éléments et l’on peut par exemple chercher à
dénombrer les posets d’une taille donnée sur l’alphabet {1, . . . , n} [OEIa]. Dans
le chapitre 7, nous définirons ainsi une classe spécifique de posets, les intervalles-
posets de Tamari liés à l’ordre de Tamari que nous dénombrerons. Cependant, la
plupart du temps, nous considérons les posets non pas comme des objets combina-
toires mais comme des structures sur les objets combinatoires. Ce sera le cas par
exemple quand nous étudierons les ordres sur les permutations dans le chapitre 2.
Pour des raisons de cohérence avec la littérature actuelle et nos propres articles,
nous dessinons alors les posets "à l’envers". Les éléments minimaux sont en haut
du diagramme et la relation de couverture se lit y est en dessous de x si x l y
(y couvre x). C’est le cas par exemple des ordres sur les permutations représentés
dans les figures 2.1, 2.2 et 2.4.
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1.2.2 Vocabulaire de base
Définition 1.2.4. Une chaîne d’un poset P est un ensemble d’éléments {x1, . . . , xm}
tel que
x1 ≤ x2 ≤ · · · ≤ xm. (1.10)
Si quelque soit i ∈ J1,m− 1K, on a xi l xi+1, alors la chaîne est dite saturée.
Par exemple, dl cl b est une chaîne saturée du poset donné figure 1.2.
Définition 1.2.5. On dit qu’un poset est gradué s’il existe une application Φ bien
définie telle que
1. Φ(x) = 0 si x est minimal,
2. Φ(y) = Φ(x) + 1 si xl y.
De façon équivalente, un poset est gradué si la longueur d’une chaîne saturée
entre un élément y ∈ P et un élément minimal x du poset ne dépend ni de x, ni
de la chaîne choisie. Ainsi, le poset donné figure 1.2 n’est pas gradué car dl cl b
et el b sont deux chaînes saturées de longueurs différentes d’éléments minimaux
vers b.
Les définitions qui suivent donnent des constructions de posets à partir d’un
poset donné. Des exemples de toutes les constructions (sous-poset, intervalle, poset
quotient, etc.) sont illustrés figure 1.3.
Définition 1.2.6. Un poset P ′ est un sous-poset de P si en tant qu’ensemble,
P ′ ⊂ P et si la relation d’ordre de P ′ est la même que celle de P restreinte aux
éléments de P ′.
Si pour tout x, y ∈ P ′, on a que x ≤ y implique que ∀z ∈ P avec x ≤ z ≤ y
alors z ∈ P ′, on dit que P ′ est clos par intervalle. Si de plus, P ′ a un unique
élément minimal et un unique élément maximal, on dit que P ′ est un intervalle
de P .
Définition 1.2.7. Soit ϕ : P1 → P2 une application d’un poset P1 vers un poset
P2. On dit que ϕ est un morphisme de posets si ϕ préserve l’ordre des éléments.
C’est-à-dire, que pour tout x, y ∈ P1 on a
x ≤P1 y ⇒ ϕ(x) ≤P2 ϕ(y). (1.11)
Si ϕ est bijective et si ϕ−1 est aussi un morphisme de posets, on dit que ϕ est un
isomorphisme de posets.
Définition 1.2.8. Soit P une partition du poset P , on dit que P est un poset
quotient de P si la relation définie sur P par
x˙ ≤ y˙ ⇔ ∃x ∈ x˙, y ∈ y˙ tels que x ≤ y. (1.12)
pour tout x˙, y˙ ∈ P est une relation d’ordre.
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Un poset P
a
b c
d e f
g h
Sous-poset de P Sous-poset de P clos par intervalle Intervalle de P
b c
g
b c
d e
g
b
d e
g
Quotient de P Idéal inférieur engendré par e Idéal supérieur engendré par e
{a, b, c, e}
{d, g} {f, h}
e
g h
a
b c
e
Figure 1.3 – Exemples de sous-posets et posets quotients
On trouve dans [CS98] les conditions nécessaires et suffisantes que doit vérifier
une telle partition pour que le quotient forme bien un poset.
Définition 1.2.9. Soit P un poset et x ∈ P , l’idéal inférieur (resp. supérieur) de
P engendré par x est l’ensemble des éléments y ≤ x (resp. y ≥ x).
1.2.3 Extensions et extensions linéaires de poset
Soient (P,≤P ) et (Q,≤Q) deux posets sur un même ensemble d’éléments E.
Si on a
x ≤P y ⇒ x ≤Q y (1.13)
pour tout x, y ∈ E, alors Q est une extension de P . Construire une extension de
P revient donc à rajouter des relations au poset P . Si l’ordre du poset Q est total,
on dit que Q est une extension linéaire de P .
Une extension linéaire de P peut se représenter comme un mot u dont les
lettres sont les éléments de P selon la règle : si a ≤P b alors a doit être placé
avant b dans u. Par exemple, les mots dceab et edcba sont des extensions linéaires
du poset représenté figure 1.2. Si les éléments du poset sont des entiers de 1 à n,
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alors les extensions linéaires du poset peuvent être vues comme des permutations,
cf. figure 1.4.
Poset Extensions linéaires
3
2 4
1
1243
1423
4123
Figure 1.4 – Exemple d’extensions linéaires d’un poset
1.2.4 Base d’un poset
Définition 1.2.10. La base d’un poset P est le plus petit ensemble B ⊂ P tel que
pour tout x, y ∈ P , on ait
x ≤P y ⇔ {z ∈ B, z ≤ x} ⊂ {z ∈ B, z ≤ y}. (1.14)
C’est-à-dire qu’à chaque élément correspond une projection sur la base et que
la comparaison des éléments peut se faire par comparaison ensembliste des pro-
jections. Dans [LS96], Lascoux et Schützenberger donnent une caractérisation des
éléments de la base.
Lemme 1.2.11. Un élément x d’un poset P appartient à la base de P si et
seulement si il existe y ∈ P tel que x soit un élément minimal de P\{z ≤ y}.
Un exemple de calcul de la base d’un poset est donné figure 1.5. De façon
équivalente, il est possible de définir la cobase d’un poset en utilisant les éléments
maximaux et des projections d’idéaux supérieurs au lieu d’inférieurs.
1.3 Treillis
1.3.1 Définition et exemples
Soit Z une partie d’un poset P . La borne inférieure de Z, notée ∧Z, est l’unique
élément z tel que
y ≤ z ⇔ ∀x ∈ Z, y ≤ x (1.15)
s’il existe ou ∅ sinon. De façon symétrique, la borne supérieure de Z, notée ∨Z
est l’unique élément z tel que
y ≥ z ⇔ ∀x ∈ Z, y ≥ x (1.16)
s’il existe ou ∅ sinon. Quand une partie Z ne comporte que deux éléments x et y
on écrit aussi x ∧ y = ∧Z et x ∨ y = ∨Z.
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a
b c d
e f g
h
B
{b, e, f} {c, e, f} {f, g}
{e} {f} {g}
{∅}
Figure 1.5 – Exemple d’un poset et de sa base. La base du poset est formée par
les éléments b, c, e, f, g. En effet, e, f et g sont minimaux pour P\{z ≤ h} et b
et c sont minimaux pour respectivement P\{z ≤ c} et P\{z ≤ b}. A droite, on
a représenté le même poset où les éléments ont été remplacés par leur projection
sur la base.
Définition 1.3.1. Un treillis est un poset P tel que, pour toute partie X de P ,
∧X et ∨X sont différents de ∅.
La figure 1.6 présente un exemple de poset qui n’est pas un treillis. En effet,
on a que b ∧ c = ∅ et symétriquement e ∨ f = ∅.
Treillis Poset (non treillis)
a
b c
d
e f
g
a
b c
e f
g
Figure 1.6 – Exemple et contre-exemple de treillis
Dans le cas d’un treillis, le calcul de la base est trivial. On a que x appartient
à la base du treillis si et seulement si x couvre un unique élément. Pour le treillis
donné en exemple dans la figure 1.6, la base est donc formée de quatre éléments :
b, c, e et f .
1.3.2 Treillis enveloppant
Un résultat de MacNeille [Mac37] est que tout poset P possède un treillis
enveloppant, c’est-à-dire qu’il existe un treillis minimal T tel que P soit un sous-
poset de T à isomorphisme d’ordre près. La construction de ce treillis est donnée
en particulier dans [DP02] et [LS96].
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Le treillis enveloppant T d’un poset P est le plus petit ensemble de parties de
P clos par intersection, contenant P ainsi que tous les idéaux supérieurs de P . La
relation d’ordre est l’inclusion ensembliste et le morphisme plongeant P dans T
est celui qui envoie chaque élément sur son idéal. On pourra vérifier dans la figure
1.6 que le treillis de gauche est le treillis enveloppant du poset de droite. En effet,
l’élément supplémentaire d est en fait l’intersection des idéaux de b, {b, e, f, g} et
de c, {c, e, f, g}.
La propriété suivante du treillis enveloppant est donnée dans [LS96].
Proposition 1.3.2. La base d’un poset P est la même que celle de son treillis
enveloppant.
Pour l’exemple de la figure 1.6, le poset et son treillis enveloppant ont tous les
deux comme base {b, c, e, f}.
Chapitre2
Ordres du groupe symétrique
Dans ce chapitre, nous rappelons des propriétés connues du groupe symétrique
et en particulier les structures d’ordre qui lui sont associées. Le paragraphe 2.1
rappelle la structure de groupe sur les permutations et énonce les propriétés de
base dont nous aurons besoin. Les ordres dits faibles sont définis dans le para-
graphe 2.2, ils seront utilisés dans la suite de cette thèse principalement dans la
partie III. Le paragraphe 2.3 est dédiée à l’étude de l’ordre dit fort ou de Bru-
hat. Nous rappelons en particulier comment comparer les éléments et calculer des
bornes supérieures, propriétés utilisées dans le chapitre 4.
Les résultats que nous énonçons ici sont pour la plupart bien connus. Notre
principale référence est l’article [LS96] de Lascoux et Schützenberger qui décrit
en détail les ordres sur les groupes de Coxeter. Par ailleurs, dans le paragraphe
2.3.4, nous prouvons aussi quelques propriétés particulières sur les intervalles de
type coset dont nous nous servirons dans le chapitre 4.
2.1 Le groupe symétrique
2.1.1 Structure de groupe sur les permutations
La définition 1.1.1 donne une description des permutations en terme de mots
sur l’alphabet 1, . . . , n. On peut aussi les interpréter comme des bijections de
{1, . . . , n} vers {1, . . . , n}. Dans ce cas, le mot correspondant à la permutation
est simplement la lecture des images. Par exemple, la permutation µ = 4213 est
l’application qui envoie 1 sur 4, 2 sur 2, 3 sur 1 et 4 sur 3.
Vu de cette façon, l’ensemble des permutations de taille n forme un groupe
non commutatif dont la loi est la composition des applications. L’élément neutre
est la permutation identité, c’est-à-dire le mot 123 . . . n. Par exemple, si σ = 2314
et µ = 4213, on a
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σµ := σ ◦ µ = 4321, (2.1)
µσ := µ ◦ σ = 2143, (2.2)
σ−1 = 3124. (2.3)
Un point fixe de σ est un entier i tel que σ(i) = i. La permutation identité ne
contient que des points fixes. Le seul point fixe de la permutation µ = 4213 est 2.
Une transposition est une permutation où seuls deux points ne sont pas fixes, on
dit qu’elle "échange" deux valeurs. Par exemple, 153426 est la transposition qui
échange 2 et 5 et on la note (2, 5). Une transposition simple est une transposition
où les valeurs échangées sont consécutives, on l’écrit si := (i, i + 1). Lorsqu’on
mutliplie par la droite une permutation σ par une transposition (i, j), cela revient
à échanger les lettres en positions i et j dans σ. Si l’on multiplie par la gauche,
alors on échange les valeurs i et j. Par exemple :
342615.(2, 5) = 312645 (2.4)
(2, 5).342615 = 345612. (2.5)
En tant qu’élément de groupe, une permutation peut se décomposer en un
produit de cycles disjoints. Un cycle est une permutation particulière qui s’écrit
(a1, a2, . . . , ar) et qui signifie que l’image de a1 est a2, l’image de a2 est a3, etc,
et l’image de ar est a1. Les éléments qui n’apparaissent pas dans a1, . . . , ar sont
des points fixes. Deux cycles c1 et c2 sont dits disjoints s’ils n’agissent pas sur les
mêmes valeurs, c’est-à-dire si les éléments qui apparaissent dans c1 sont des points
fixes de c2. Une permutation peut toujours s’écrire comme un produit de cycles
disjoints. Par exemple, si σ = 524613, on a σ = (1, 5)(3, 4, 6). Le produit entre
deux cycles disjoints est commutatif, on a aussi σ = (3, 4, 6)(1, 5). Cependant,
la décomposition en cycle est unique à commutation des cycles près. Les cycles
de taille 1 sont des points fixes et les cycles de taille 2 des transpositions ce qui
justifie l’écriture (a, b) pour la transposition qui échange a et b.
Le groupe sur les permutations est aussi appelé groupe symétrique et on le note
Sn. Le groupe symétrique de taille n est engendré par les transpositions simples
si pour 1 ≤ i < n et admet la présentation suivante :
s2i = 1, (2.6)
sisj = sjsi pour |i− j| > 1, (2.7)
sisi+1si = si+1sisi+1. (2.8)
Les relations (2.7) et (2.8) sont appelées relations de tresses. Elles ne sont pas
propres au groupe symétrique. En particulier, on peut définir des déformations du
groupe symétrique où seule la relation (2.6) est modifiée. C’est le cas par exemple
de l’algèbre de Hecke que nous verrons dans le chapitre 3.
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2.1.2 Décompositions réduites et code
Toute permutation peut donc être écrite comme un produit de transpositions
simples. On appelle cette écriture une décomposition de la permutation. Au vu
des relations entre générateurs, elle n’est pas unique. La taille d’une décomposi-
tion est donnée par le nombre de générateurs qu’elle contient. Si la taille d’une
décomposition est minimale, c’est-à-dire s’il n’existe pas d’autres décompositions
de la permutation contenant moins de générateurs, on l’appelle une décomposition
réduite de la permutation et sa taille définit la longueur de la permutation, notée
`(σ). Une permutation admet en général plusieurs décompositions réduites.
Exemple 2.1.1. La permutation σ = 523461 admet entre autres comme décompo-
sitions réduites :
σ = s4s3s2s1s2s3s4s5, (2.9)
σ = s1s2s3s4s5s3s2s1, (2.10)
elle est donc de longueur 8.
Notons que si σ admet une décomposition réduite v, une décomposition réduite
de σ−1 est simplement le retourné de v car s2i = 1. Une permutation et son inverse
ont donc même longueur. La longueur d’une permutation est aussi donnée par son
nombre d’inversions.
Définition 2.1.2. Une inversion d’une permutation σ est un couple (i, j) avec
i < j et σ(i) > σ(j).
Une coinversion d’une permutation σ est un couple (a, b) tel que a < b et
σ−1(a) > σ−1(b).
Par exemple, les inversions de σ = 523461 sont (1, 2), (1, 3), (1, 4), (1, 6), (2, 6),
(3, 6), (4, 6) et (5, 6) ses coinversions sont (1, 2), (1, 3), (1, 4), (1, 5), (1, 6), (2, 5),
(3, 5), et (4, 5). Une permutation est entièrement codée par ses inversions. On peut
aussi utiliser son code de Lehmer.
Définition 2.1.3. Le code de Lehmer (ou tout simplement code) d’une permuta-
tion σ est le vecteur v défini par v(i) = #{σ(j) < σ(i), j > i}.
Par exemple, le code de la permutation σ = 523461 est v = [4, 1, 1, 1, 1, 0].
Le code de Lehmer suffit pour retrouver la permutation de départ. En effet, si
v(1) = i, alors σ(1) = i+1. Puis si v(2) = j, alors σ(2) est le j+1ème nombre
restant par ordre croissant et ainsi de suite. On peut donc travailler indifféremment
avec une permutation ou avec son code.
De façon évidente, pour n donné, il n’existe qu’une seule permutation de taille
n qui n’ait pas d’inversions. C’est la permutation identité 12 . . . n dont la longueur
est 0, c’est-à-dire dont la décomposition réduite est le mot vide. Il existe aussi une
seule permutation de longueur maximale, donnée par n n − 1 . . . 1. Son code est
[n− 1, n− 2, . . . , 1, 0] et sa longueur est donc n(n−1)2 . On l’appelle la permutation
maximale et on la note ω.
Nous aurons besoin de deux autres notions sur les permutations.
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Définition 2.1.4. Une descente d’une permutation σ est une position i telle que
σ(i) > σ(i + 1). Un recul de σ est une descente de σ−1, c’est-à-dire une valeur a
telle que σ−1(a) > σ−1(a+ 1).
Les descentes de la permutation 523461 sont 1 et 5, ses reculs sont 1 et 4.
2.1.3 Groupes de Coxeter
Le groupe symétrique appartient à une catégorie plus large de groupes appelés
les groupes de Coxeter. Bien que l’objet principal de cette thèse soit le groupe
symétrique, de nombreuses notions que nous abordons admettent une définition
plus générale. Notre travail s’inscrit donc au sein de cette théorie et nous avons
jugé utile d’en donner les définitions de base. Pour une approche plus complète,
nous invitons le lecteur à lire [Hil82].
Définition 2.1.5. Un groupe de Coxeter est un groupe engendré par une famille
de générateurs r1, . . . , rn admettant une présentation sous forme (rirj)mij = 1 où
mij ∈ N ∪+∞ et vérifie :
1. mii = 1
2. mij = mji
3. mij ≥ 2 si i 6= j.
Pour Sn, les générateurs sont s1, . . . , sn−1 et on a mij = 2 si |i − j| 6= 1 et
mi i+1 = 3. Les groupes de Coxeter finis ont été classifiés dès 1935, ils corres-
pondent à des groupes de réflexions dans l’espace euclidien. Le groupe Sn est
appelé groupe de Coxeter de type A ou An−1. Les groupes de type BC et D seront
abordés dans le chapitre 5 et nous en donnons donc une définition ici.
Définition 2.1.6. Le groupe de Coxeter de type BC de taille n est le groupe
engendré par l’ensemble des générateurs et relations de An (s1, . . . , sn−1) et un
générateur supplémentaire sBn (aussi noté sCn ) vérifiant les relations :
sis
B
n = sBn si pour i 6= n− 1 (2.11)
sn−1sBn sn−1s
B
n = sBn sn−1sBn sn−1. (2.12)
C’est-à-dire min = 2 pour i 6= n− 1 et mn−1 n = 4.
Définition 2.1.7. Le groupe de Coxeter de type D de taille n est le groupe en-
gendré par l’ensemble des générateurs et relations de An (s1, . . . , sn−1) et un gé-
nérateur supplémentaire sDn vérifiant les relations :
sis
B
n = sBn si pour i 6= n− 2 (2.13)
sn−2sDn sn−2 = sn−2sDn sn−2. (2.14)
C’est-à-dire min = 2 pour i 6= n− 2 et mn−2 n = 3.
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Nous verrons dans le chapitre 3 que les groupes BC et D peuvent être identifiés
respectivement aux permutations signées et permutations signées avec un nombre
pair de négatifs.
Les notions de décomposition réduite et longueur des éléments décrites dans le
paragraphe 2.1.2 s’étendent naturellement à l’ensemble des groupes de Coxeter.
De même, les descentes peuvent être définies comme suit : un générateur ri est
une descente de σ si `(σri) = `(σ) − 1, c’est un recul de σ si `(riσ) = `(σ) − 1.
Dans le cas du groupe symétrique, le générateur si est identifié à la position i et
on dit que la permutation a une descente en i si si vérifie la propriété ci-dessus.
2.2 Ordres faibles : treillis sur les permutations
2.2.1 Définition
Définition 2.2.1. Deux éléments σ et µ de Sn sont comparables pour l’ordre
faible droit (ou simplement ordre droit) s’il existe une décomposition réduite de σ
qui soit un facteur gauche d’une décomposition réduite de µ. On écrit σ ≤R µ .
De même, deux éléments sont comparables pour l’ordre faible gauche s’il existe
une décomposition réduite de σ qui soit un facteur droit d’une décomposition ré-
duite de µ, et on écrit σ ≤L µ.
Par exemple, la permutation 3142 = s2s1s3 est plus petite pour l’ordre droit
que 4312 = s2s1s3s2s1 et plus petite pour l’ordre gauche que 4231 = s3s1s2s1s3.
Cette définition n’est pas spécifique au type Amais nous étudierons ici uniquement
le cas de Sn.
Les relations de couverture se déduisent facilement de la définition. Une per-
mutation σ est couverte par une permutation µ dans l’ordre droit (c’est-à-dire que
µ est son successeur direct) si µ = σsi avec `(µ) = `(σ) + 1. On a multiplié σ
par la droite avec une transposition simple, d’où la terminologie ordre droit. De
la même façon, dans le cas de l’ordre gauche, on multiplie par la gauche par une
transposition simple.
On a `(σsi) = `(σ) + 1 si et seulement si σsi a une descente en i, la transpo-
sition si échange alors σ(i) et σ(i + 1). Le nombre d’éléments couverts par une
permutation µ dans l’ordre droit est donc exactement son nombre de descentes.
De même, dans l’ordre gauche, `(siσ) = `(σ)+1 si et seulement si siσ a un recul
en i et la transposition si échange les valeurs i et i+1 dans σ. Le nombre d’éléments
couverts par une permutation µ dans l’ordre gauche est donc son nombre de reculs.
De par leur définition, les ordres droits et gauches sont gradués par le nombre
d’inversions des permutations. Ils sont en fait isomorphes par passage à l’inverse.
Plongé dans Rn−1, leur diagramme de Hasse est un polytope connu, le permutoèdre,
et on appelle parfois ces ordres les ordres du permutoèdre. Dans toute cette thèse,
on représentera toujours l’ordre faible tel que le plus petit élément (la permutation
identité) soit en haut du diagramme. Les diagrammes de Hasse des ordres faibles
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droits et gauches pour les tailles 3 et 4 sont donnés figures 2.1 et 2.2. Les relations
de couverture correspondent aux transpositions simples : à chaque passage par
une arête du graphe, on échange deux valeurs à des positions consécutives dans
le cas de l’ordre droit et deux valeurs consécutives dans le cas de l’ordre gauche.
Une décomposition réduite d’une permutation est un chemin dans l’ordre droit
entre l’identité et la permutation où chaque arête correspond à une transposition
simple.
123
213 132
231 312
321
1234
2134 1324 1243
2314 3124 2143 1342 1423
3214 2341 3142 2413 4123 1432
3241 2431 3412 4213 4132
3421 4231 4312
4321
Figure 2.1 – Ordre faible droit pour les tailles 3 et 4.
2.2.2 Structure de treillis
Les ordres, droit et gauche, possèdent chacun une structure de treillis [RG71].
Comme on l’a vu paragraphe 1.3, la base d’un treillis est formée des éléments cou-
vrant un unique élément. De ce fait, la base de l’ordre droit est formée des permu-
tations n’ayant qu’une seule descente, appelées permutations grassmanniennes.
De même, la base de l’ordre gauche est formée par l’inverse des permutations
grassmanniennes, c’est-à-dire les permutations n’ayant qu’un seul recul. La figure
2.3 représente les deux bases en taille 4.
Pour comparer deux permutations, il suffit donc de comparer les ensembles de
permutations grassmanniennes qui leur sont inférieures. On a en fait une propriété
plus forte,
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123
213 132
312 231
321
1234
2134 1324 1243
3124 2314 2143 1423 1342
3214 4123 2413 3142 2341 1432
4213 4132 3412 3241 2431
4312 4231 3421
4321
Figure 2.2 – Ordre faible gauche pour les tailles 3 et 4.
σ ≤R µ⇔ coinv(σ) ⊂ coinv(µ), (2.15)
σ ≤L µ⇔ inv(σ) ⊂ inv(µ), (2.16)
où coinv(σ) et inv(σ) correspondent respectivement à l’ensemble des coinversions
et des inversions de σ. Par exemple, les coinversions de la permutation 3124 sont
(1, 3) et (2, 3). Elle est plus petite pour l’ordre droit que 4312 dont les coinversions
sont (1, 3), (1, 4), (2, 3), (2, 4) et (3, 4).
On appelle Skn l’ensemble des éléments de Sn ayant une unique descente en k
auquel on adjoint l’identité. Cet ensemble est un treillis pour l’ordre droit [BW88].
Ses éléments sont les permutations minimales des classes du quotient de Sn par
Sk×Sn−k, le groupe engendré par les si avec i 6= k. On aura besoin de l’application
suivante ρk : Sn → Skn qui à chaque permutation σ associe l’élément minimal de
son coset σ(Sk ×Sn−k). Cela revient à réordonner les valeurs de la permutations
à gauche et à droite de k. Par exemple :
ρ3(361425) = 136|245. (2.17)
De même, rSn, l’ensemble des éléments deSn ayant un unique recul en r auquel
on adjoint l’identité, est aussi un treillis. On définit rρ qui à chaque permutation
σ associe l’élément minimal de son coset (Sr×Sn−r)σ. Cela revient à réordonner
séparément les valeurs inférieures et supérieures à r. Par exemple :
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2|13413|24124|3
23|143|124 134|214|23
234|1 24|13 4|123
34|12
2134 1324 1243
3124 2314 1423 1342
4123 3142 2341
3412
Figure 2.3 – Permutations grassmanniennes et inverses, bases de l’ordre faible.
4ρ(361425) = 152346. (2.18)
Par ailleurs, nous aurons aussi besoin de l’application ρ˜k qui à une permutation
σ associe cette fois l’élément maximal de son coset σ(Sk×Sn−k). Dans l’exemple
précédent, cela donne :
ρ˜3(361425) = 631|542. (2.19)
2.3 Ordre de Bruhat
2.3.1 Définition
Définition 2.3.1. Deux éléments σ et µ de Sn sont comparables pour l’ordre de
Bruhat (ou ordre fort) si une décomposition réduite de σ est un sous-mot d’une
décomposition réduite de µ. On écrit σ ≤B µ.
Par exemple, la permutation 2143 = s1s3 est plus petite que 3421 = s2s1s2s3s2.
Pour alléger l’écriture, la notations ≤ pour les permutations désignera dans toute
cette section ≤B. De façon générale, il suffit de considérer les sous-mots d’une
décomposition réduite arbitraire d’une permutation pour obtenir l’ensemble des
permutations qui lui sont inférieures [Bou68]. Un facteur étant un sous-mot par-
ticulier, l’ordre de Bruhat est une extension à la fois de l’ordre faible gauche et de
l’ordre faible droit, cependant il n’est pas restreint à l’union de ces deux ordres. Par
exemple, 4123 = s3s2s1 est plus grande que 2143 = s3s1 mais n’est son successeur
ni pour l’ordre droit, ni pour l’ordre gauche.
Historiquement, l’ordre de Bruhat a d’abord été décrit comme la clôture tran-
sitive de la relation de couverture suivante.
Proposition 2.3.2. Une permutation σ est couverte par une permutation µ si et
seulement si µ = στ avec τ une transposition et `(µ) = `(σ) + 1.
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On dira alors que la transposition τ est une transposition de Bruhat pour la
permutation σ.
Cette relation diffère de celle de l’ordre droit car la transposition τ n’est plus
nécessairement une transposition simple. Par ailleurs, on peut donner une défi-
nition similaire avec un produit à gauche qui donnera le même ordre. En effet,
si µ = στ alors il existe une transposition τ ′ telle que µ = τ ′σ. La proposition
suivante donne un critère simple pour savoir si une transposition τ est une trans-
position de Bruhat pour une permutation σ.
Proposition 2.3.3. Soit τ = (a, b) et σ ∈ Sn. Alors τ est une transposition de
Bruhat pour σ si et seulement si :
1. σ(a) < σ(b)
2. Il n’existe pas de i tel que a < i < b et σ(a) < σ(i) < σ(b).
En d’autres termes, les valeurs positionnées entre σ(a) et σ(b) ne sont pas com-
prises entre σ(a) et σ(b).
Cette proposition est juste une reformulation de la condition `(στ) = `(σ) + 1.
En effet, si σ(a) < σ(b) alors on augmente la longueur de σ en les inversant. Si
a < i < b et σ(i) < σ(a), l’inversion (a, i) est conservée. De même, si σ(i) > σ(b),
l’inversion (i, b) est conservée. Mais si σ(a) < σ(i) < σ(b), alors la transposi-
tion (a, b) rajoute les inversions (a, i) et (i, b) en plus de (a, b) qui ne sont pas
compensées. Par ailleurs, il n’y a pas d’inclusion des inversions ou des coinver-
sions entre une permutation et son successeur. Par exemple, si a < b < c et
σ(a) < σ(c) < σ(b), l’inversion (b, c) devient une inversion (a, c). Par exemple, si
σ = 251436, la transposition (1, 4) est une transposition de Bruhat. Le succes-
seur de σ est alors σ′ = 451236. La permutation σ comporte 5 inversions : (1, 3),
(2, 3), (2, 4), (2, 5) et (4, 5). Son successeur en comporte bien 6 : (1, 3), (1, 4), (1, 5),
(2, 3), (2, 4), et (2, 5). Par contre, (1, 6) n’est pas une transposition de Bruhat pour
σ = 251436 à cause des valeurs 4 et 5 qui sont à la fois comprises et positionnées
entre les valeurs 2 et 6.
La correspondance entre l’ordre obtenu par la clôture transitive de la relation et
l’ordre sur les sous-mots se prouve par récurrence sur la longueur des permutations
en utilisant une propriété fondamentale, le lemme d’échange décrit par Bourbaki
[Bou68].
Lemme 2.3.4 (Lemme d’échange). Soit σ une permutation et si une transposition
simple telle que `(σsi) > `(σ), alors l’idéal inférieur engendré par σsi se décompose
en trois ensembles disjoints :
– I1 = {µ ≤ σ, µsi ≤ σ},
– I2 = {ν ≤ σ, νsi > σ},
– I3 = {η > σ, ηsi ≤ σ}.
Dit autrement, il n’existe pas de permutation σsi ≥ η > σ telle que ηsi > σ.
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De la proposition 2.3.2, on déduit immédiatement que l’ordre est gradué. Les
diagrammes de Hasse pour les tailles 3 et 4 sont donnés en figure 2.4. Contrai-
rement aux ordres faibles, l’ordre de Bruhat n’est pas un treillis. Cela appa-
raît dès la taille 3 : on a que ∧{231, 312} = ∅. Par ailleurs, on a vu que les
ordres faibles étaient isomorphes l’un à l’autre par passage à l’inverse. Dans le
cas de l’ordre de Bruhat, le passage à l’inverse est un automorphisme, c’est-à-dire
σ ≤ µ ⇔ σ−1 ≤ µ−1, ce qui est clair par la définition. Cela se traduit par une
propriété de symétrie dans toutes les propositions liées à l’ordre de Bruhat. Ainsi,
on a vu en proposition 2.3.2 que la relation de couverture se décrit aussi bien par
un produit à droite qu’à gauche.
123
213 132
231 312
321
1234
2134 1324 1243
2314 3124 2143 1342 1423
3214 2341 3142 2413 4123 1432
3241 2431 3412 4213 4132
3421 4231 4312
4321
Figure 2.4 – Ordres de Bruhat, tailles 3 et 4
2.3.2 Comparaison des éléments
La comparaison des éléments dans l’ordre de Bruhat nous amène à considérer
une nouvelle projection rρk := ρk ◦ rρ = rρ ◦ ρk bien définie car les opérations rρ et
ρk commutent. Cette projection envoie les éléments de Sn sur l’ensemble rSkn des
permutations ayant une unique descente en k et un unique recul en r auquel on
adjoint l’identité.
4ρ3(361425) = 4ρ(136245) = 125346 (2.20)
= ρ3(152346) = 125346 (2.21)
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On appelle permutations bigrassmanniennes les permutations possédant une
unique descente et un unique recul (cf. figure 2.5), c’est-à-dire l’intersection des
bases des ordres droits et gauches. Un résultat de Deodhar nous dit que :
σ ≤ µ⇔ ∀k, r ∈ J1, n− 1K, rρk(σ) ≤ µ. (2.22)
Cela signifie que la base de l’ordre de Bruhat est incluse dans l’ensemble des
permutations bigrassmanniennes. Les projecteurs ρk et rρ ainsi que les permuta-
tions bigrassmanniennes sont définis de façon générale sur les groupes de Coxeter
et la base de l’ordre de Bruhat est toujours incluse dans l’ensemble des bigrassman-
niennes. Dans le cas du type A, nous verrons que la base est constituée exactement
des permutations bigrassmanniennes.
|2|1|34 1|3|2|4 12|4|3|
|23|1|4 |3|12|4 1|34|2| 1|4|23|
|234|1| |4|123|
|34|12|
Figure 2.5 – Permutations bigrassmanniennes en taille 4, une permutation bi-
grassmannienne correspond à un échange de deux blocs de nombres consécutifs sur
la permutation identité (représentés par les barres verticales). L’unique descente
se situe avant la deuxième barre, l’unique recul avant la troisième barre.
Historiquement, l’ordre de Bruhat pour le type A a été décrit par Ehresmann
comme la comparaison des clés des permutations [Ehr34].
Définition 2.3.5. La clé d’une permutation σ est la suite de ses facteurs gauches
réordonnés. On la note cle(σ).
Par exemple, la clé de la permutation 361425 est
3 6 6 6 6 6
3 3 4 4 5
1 3 3 4
1 2 3
1 2
1
(2.23)
On a alors la propriété suivante
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Proposition 2.3.6.
σ ≤ µ⇔ cle(σ) ≤ cle(µ) (2.24)
par la comparaison terme à terme.
La proposition 2.3.6 admtet une autre écriture.
σ ≤ µ⇔(∀r, 1 ≤ r < n), (∀k, 1 ≤ k < n)
#{σi ≤ r, i ≤ k} ≥ #{µi ≤ r, i ≤ k}. (2.25)
où σ = σ1 . . . σn et µ = µ1 . . . µn. Vue de cette façon, la comparaison des clés
est une interprétation directe des projecteurs rρk. Par ailleurs, en plus de la sy-
métrie par passage à l’inverse, l’ordre de Bruhat possède aussi une symétrie par
retournement des permutations. Soit σ˜ le retourné de σ, alors
σ ≤ µ⇔ σ˜ ≥ µ˜. (2.26)
Plus précisément,
#{σi ≤ r, i ≤ k} ≥ #{µi ≤ r, i ≤ k} ⇔ #{σi ≤ r, i > k} ≤ #{µi ≤ r, i > k}
(2.27)
car #{σi ≤ r, i ≤ k} = r − #{σi ≤ r, i > k}. La proposition 2.3.6 peut alors
s’écrire de façon plus générale comme
Proposition 2.3.7. Soit σ = σ1 . . . σn et µ = µ1 . . . µn, alors σ ≤ µ si et seule-
ment si il existe k tel que cle(σ1 . . . σk) ≤ cle(µ1 . . . µk) et cle(σnσn−1 . . . σk) ≥
cle(µnµn−1 . . . µk).
Cette symétrie est fondamentale dans notre travail. Dans la suite de cette
thèse, en particulier pour les résultats du chapitre 4, nous utiliserons de façon
poussée la comparaison des éléments dans l’ordre de Bruhat, et en particulier la
proposition 2.3.7 sur la comparaison des clés. Un exemple de comparaison des clés
en partant de la gauche, de la droite, ou en coupant au milieu est donné figure 2.6.
2.3.3 Borne supérieure et treillis enveloppant
La description en termes de clés donne une méthode pour calculer les bornes
supérieures et inférieures d’une partie donnée.
Proposition 2.3.8. Une permutation σ est la borne supérieure d’un ensemble de
permutations si cle(σ) est le Sup composante à composante des clés de l’ensemble.
On en donne un exemple figure 2.7. L’ordre de Bruhat n’est pas un treillis.
En effet, l’ensemble des clés n’est pas stable par passage au Sup (voir deuxième
exemple de la figure 2.7). On définit alors l’ensemble des triangles monotones qui
contient les clés et qui est stable par passage au Sup.
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361425 ≤ 463521
3 6 6 6 6 6
3 3 4 4 5
1 3 3 4
1 2 3
1 2
1
≤
4 6 6 6 6 6
4 4 5 5 5
3 4 4 4
3 3 3
2 2
1
3 6 6 5 5 5
3 3 4 2
1 2
4 6 6 5 2 1
4 4 2 1
3 1
6 6 5 5 5 5
5 5 4 4 2
4 4 2 2
3 2 1
2 1
1
≥
6 6 5 5 2 1
5 5 3 2 1
4 3 2 1
3 2 1
2 1
1
Figure 2.6 – Exemple de comparaison de clés
Définition 2.3.9. Un triangle monotone est une suite de colonnes de tailles
1, 2, . . . , n vérifiant des conditions de croissance large sur les ligne de gauche à
droite, décroissance stricte sur les colonnes de haut en bas et décroissance large
sur les diagonales de haut-gauche vers bas-droit.
A un triangle t de taille n rempli avec les lettres {1, . . . , n}, on peut toujours
associer un ensemble de bigrassmanniennes B tel que t = ∨B et on en déduit la
proposition suivante.
Proposition 2.3.10. Le treillis enveloppant de l’ordre de Bruhat est isomorphe
à l’ensemble des triangles monotones rempli avec les lettres {1, . . . , n} où l’ordre
est la comparaison composante à composante.
Remarque 2.3.11. Il existe une bijection bien connue entre les triangles monotones
et les matrices à signes alternants. Le treillis enveloppant de l’ordre de Bruhat peut
donc être vu comme un treillis sur les matrices à signe alternants. Les permutations
correspondent alors aux matrices de permutations (ne contenant que des 1) et les
triangles qui ne sont pas des clés aux matrices contenant des −1.
Le nombre de prédécesseurs d’un triangle monotone est le nombre de compo-
santes du triangle qui peuvent être diminuées de 1 en conservant les conditions
de croissance. On a vu dans le paragraphe 2.3.2 que la base de l’ordre de Bruhat
était comprise dans l’ensemble des bigrassmanniennes. En fait, les bigrassman-
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52134 ∨ 34251 = 53241
5 5 5 5 5
2 2 3 4
1 2 3
1 2
1
∨
3 4 4 5 5
3 3 4 4
2 3 3
2 2
1
=
5 5 5 5 5
3 3 4 4
2 3 3
2 2
1
42531 ∨ 34251 = ∅
4 4 5 5 5
2 4 4 4
2 3 3
2 2
1
∨
3 4 4 5 5
3 3 4 4
2 3 3
2 2
1
=
4 4 5 5 5
3 4 4 4
2 3 3
2 2
1
Figure 2.7 – Exemple de Sup pour Bruhat, dans le deuxième exemple, le triangle
Sup ne correspond pas à une clé de permutation car la deuxième colonne n’est
pas incluse dans la troisième. En fait, on se restreint à une condition locale sur les
triplets, le triplet problématique a été coloré en rouge.
niennes correspondent exactement aux triangles possédant un unique prédécesseur
et forment donc la base du treillis enveloppant et donc de l’ordre de Bruhat.
2.3.4 Intervalles et cosets
L’ordre de Bruhat n’étant pas un treillis, l’intersection de deux intervalles n’est
en général pas un intervalle. En effet, bien que l’intersection soit close par inter-
valle, elle peut posséder plusieurs éléments minimaux ou maximaux. Cependant,
nous prouvons ici une propriété particulière de certains intervalles appelés cosets
dont nous nous servirons dans le chapitre 4.
Pour k donné, on étudie les classes d’équivalences du quotient de Sn par Sk×
Sn−k, c’est-à-dire les permutations qui sont envoyées sur le même élément par la
projection ρk (voir paragraphe 2.2.2). L’ensemble des permutations appartenant à
une même classe d’équivalence est appelé un coset. Tous les cosets sont isomorphes
à Sk ×Sn−k et forment donc chacun des intervalles de Sn. Un coset particulier
s’écrit σ(Sk ×Sn−k) où σ est un représentant quelconque de la classe.
Lemme 2.3.12. Soient σ et ν deux permutations de Sn telles que ν > σ. Alors,
pour k < n, on a que l’intersection du coset σ(Sk ×Sn−k) et de l’intervalle [σ, ν]
est un intervalle.
Démonstration. Il nous faut prouver que l’intersection possède un unique élément
maximal. Les éléments du coset σ(Sk×Sn−k) correspondent aux permutations µ
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telles que {µ1, . . . µk} = {σ1, . . . σk}. Tout d’abord, nous décrivons la construction
d’un élément particulier ν ′ appartenant à l’intersection puis nous prouvons qu’il
est maximal.
Soit V1 = {σ1, . . . , σk}, alors ν ′1 = max(v ∈ V1, v ≤ ν1). Puis on définit V2 =
V1\{ν ′1} et ν ′2 = max(v ∈ V2, v ≤ ν2). On continue la construction jusqu’à ν ′k. Pour
la partie droite de ν ′, on prend Vn = {σk+1, . . . , σn} et ν ′n = min(v ∈ Vn, v ≥ νn),
puis Vn−1 = Vn\{ν ′n} et on continue la construction jusqu’à ν ′k+1. Par exemple,
pour σ = 13245, k = 2 et ν = 54123, on a ν ′ = 31524. Le reste de la preuve
sera fait uniquement sur la partie gauche de ν ′, la preuve sur la partie droite est
complètement symétrique.
Tout d’abord, comme ν > σ, la construction de l’élément ν ′ est toujours
possible. On prouve que Vi contient toujours un élément v ≤ νi. En effet, soit
vmin = min(v ∈ Vi), les éléments strictement plus petits que vmin dans {σ1, . . . , σn}
ont donc déjà été choisis et on a #{σj < vmin, j ≤ k} = #{ν ′j < vmin, j < i} =
#{νj < vmin, j < i}. Par ailleurs, comme σ < ν, on a que #{σj < vmin, j ≤ k} ≥
#{νj < vmin, j ≤ k} et donc #{νj < vmin, j ≤ k} = #{νj < vmin, j < i} ce qui
signifie que vmin ≤ νi.
Par ailleurs, il est clair par construction que ν ′ appartient au coset σ(Sk ×
Sn−k) et que ν ′ ≤ ν. Soit µ ∈ σ(Sk × Sn−k) tel que σ ≤ µ ≤ ν, prouvons que
µ ≤ ν ′. Supposons que µ  ν ′, alors il existe r < n et i < k tel que
#{µj ≤ r, j ≤ i} < #{ν ′j ≤ r, j ≤ i}. (2.28)
Cela signifie en particulier qu’il existe µ` > r avec ` ≤ i tel que µ` /∈ {ν ′1, . . . , ν ′i},
c’est-à-dire que µ` ∈ {ν ′i+1, . . . , ν ′k}. On choisit µ` minimal. Pour j ≤ i, on a que
µ` ∈ Vj et que µ` 6= ν ′j ce qui signifie que ν ′j < µ` si et seulement si νj < µ`, d’où
#{νj < µ`, j ≤ i} = #{ν ′j < µ`, j ≤ i}. (2.29)
Par ailleurs, comme µ` a été choisi minimal, que µ` > r et µ` /∈ {ν ′1, . . . , ν ′i} on
a que
#{µj < µ`, j ≤ i} < #{ν ′j < µ`, j ≤ i}. (2.30)
Or on a µ ≤ ν et donc #{µj < µ`, j ≤ i} > #{νj < µ`, j ≤ i} ce qui contredit
(2.29) et (2.30). D’où µ ≤ ν ′.
Le Lemme 2.3.12 peut être généralisé sous la forme suivante.
Lemme 2.3.13. Soient 1 ≤ k1 < k2 < · · · < km < n et σ et ν deux permutations
de Sn telles que σ ≤ ν. Alors l’intersection du coset σ(Sk1 ×Sk2−k1 ×Sk3−k2 ×
· · · ×Sn−km) et de l’intervalle [σ, ν] forme un intervalle.
Démonstration. La preuve se fait par récurrence étant donné que σ(Sk1×Sn−k1) ⊃
σ(Sk1 ×Sk2−k1 ×Sn−k2) ⊃ · · · ⊃ σ(Sk1 ×Sk2−k1 × · · · ×Sn−km).
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Deuxième partie
Polynômes multivariés
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Chapitre3
Action du groupe symétrique sur les
polynômes
Les bases de l’anneau des polynômes étudiées dans ce chapitre apparaissent
naturellement dans un problème ancien de géométrie algébrique, le calcul de Schu-
bert. Le principe est de décomposer une variété géométrique en ce qu’on appelle
des cellules de Schubert en fonction de leurs intersections avec un drapeau, c’est-
à-dire un ensemble d’espaces vectoriels emboîtés. Le cas où la variété de départ est
la Grassmannienne est en particulier décrit par Fulton [Ful84]. Les intersections
de cellules de Schubert peuvent alors être obtenues par un calcul algébrique dans
l’anneau de cohomologie qui correspond ici à un quotient de l’anneau des fonctions
symétriques. En particulier, les images des cellules de Schubert sont les fonctions
de Schur. Quand la variété de départ est une variété de drapeau, l’anneau de coho-
mologie est un quotient de l’anneau des polynômes non symétriques et l’image des
cellules de Schubert est donné par les polynômes de Schubert [LS82]. Malgré leur
origine géométrique, ces polynômes se calculent de façon purement combinatoire
et font intervenir les structures vues dans la partie I.
En particulier, l’action du groupe symétrique joue un rôle fondamental. Les
propriétés des polynômes sont donc fortement liées à celles du groupe symétrique
et en particulier aux structures d’ordres que nous avons définies. Nous expliquons
ici comment certains opérateurs particuliers, les différences divisées, permettent
de retrouver les bases des polynômes multivariés et le lien ténu qui existe entre
ces opérateurs et les ordres sur les permutations, en particulier l’ordre de Bruhat.
Dans tout ce chapitre, nous nous appuyons sur le travail de Lascoux et Schüt-
zenberger à qui l’on doit en particulier les polynômes de Schubert et de Gro-
thendieck [LS82, LS83, Las90]. Si les différences divisées étaient connues depuis
Newton, ce n’est que récemment qu’elles ont été utilisées dans le contexte de
la combinatoire et de la géométrie, d’abord par Demazure [Dem73, Dem74] et
Bernstein-Gelfand-Gelfand [BGG73] puis de façon plus systèmatique par Lascoux
et Schützenberger [LS92]. On trouvera dans l’oeuvre de Lascoux de nombreuses
explications sur les calculs à partir de différences divisées. On peut par exemple
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se reporter à l’historique des polynômes de Schubert [Las95]. L’article [LS96] que
nous avons déjà largement utilisé dans le chapitre 2 fait le lien entre les différences
divisées et les ordres sur les groupes de Coxeter. Par ailleurs, la thèse de Veigneau
[Vei96] aborde la théorie d’une façon très similaire à la nôtre avec des explications
détaillées de l’interprétation géométrique.
Dans le paragraphe 3.1, nous définissons l’action de base du groupe symétrique
sur les polynômes et introduisons les différences divisées. Le paragraphe 3.2 est
un rapide survol de la théorie des fonctions symétriques et plus précisément de
la construction des fonctions de Schur par différence divisée. Dans le paragraphe
3.3, nous généralisons cette construction au cas des polynômes non symétriques.
Enfin, dans le paragraphe 3.4, nous étudions plus particulièrement les différences
divisées isobares pi et pˆi, générateurs de l’algèbre 0-Hecke. Les relations entre ces
opérateurs permettent de faire le lien avec l’ordre de Bruhat vu en partie I. Le
cadre formel que nous définissons ici sera la base de notre travail sur les polynômes
de Grothendieck dans le chapitre 4.
3.1 Opérateurs sur les polynômes
3.1.1 Action élémentaire sur les monômes
Le groupe symétrique, et plus généralement les groupes de Coxeter, agissent
fidèlement sur les vecteurs. Soit v = [v1, . . . , vn] ∈ Zn on a :
vsi = [v1, . . . , vi+1, vi, . . . , vn] pour 1 ≤ i < n, (3.1)
vsBi = [v1, . . . ,−vi, . . . , vn] pour 1 ≤ i ≤ n, (3.2)
vsDi = [v1, . . . ,−vi,−vi−1, . . . , vn] pour 1 ≤ i ≤ n. (3.3)
où les opérateurs agissent sur leur gauche. On vérifie facilement que les relations
définies dans les paragraphes 2.1.1 et 2.1.3 sont bien respectées. On rappelle que le
groupe BCn (resp. Dn) est engendré par s1, . . . , sn−1 et sBn (resp. sDn ). Cependant,
on s’autorise aussi à utiliser sBi (resp. sDi ) pour i 6= n. On a vu que Sn était le
groupe des permutations, ce qui correspond bien à l’orbite du vecteur [1, . . . , n] .
Dans le cas de BCn (resp. Dn), on obtient les permutations signées (resp. signées
avec un nombre pair de négatifs).
On se place maintenant dans l’espace Z [x1, . . . , xn] des polynômes multivariés.
Pour v ∈ Zn, on écrit :
xv = xv11 xv22 . . . xvn . (3.4)
Ainsi, les polynômes sont vus comme des sommes formelles de vecteurs (les
exposants). L’action du groupe symétrique sur les vecteurs nous donne alors une
opération sur les polynômes. De la même façon, les groupes BC et D agissent
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sur les polynômes à exposants dans Z. Pour f un polynôme (éventuellement avec
exposants négatifs), on a donc :
fsi = f(x1, . . . , xi+1, xi, . . . , xn), (3.5)
fsBi = f(x1, . . . ,
1
xi
, . . . , xn), (3.6)
fsDi = f(x1, . . . ,
1
xi
,
1
xi−1
, . . . , xn). (3.7)
3.1.2 Différences divisées
On utilise les opérations élémentaires si pour définir des familles d’opérateurs
plus sophistiquées, les différences divisées. La différence divisée ∂i s’écrit :
f∂i =
f − fsi
xi − xi+1 . (3.8)
La différence entre f et fsi symétrise le polynôme f . C’est-à-dire que si g =
f∂i, on a gsi = g. Par ailleurs, le résultat est toujours un polynôme car la symétrie
fait que f − fsi s’annule pour xi = xi+1. Plus précisément, on peut écrire la
différence divisée directement comme une somme.
xv∂i = 0 si vi = vi+1 (3.9)
xv∂i =
vi−1∑
k=vi+1
x[...,k,vi−k,... ] si vi > vi+1 (3.10)
xv∂i =
vi+1−1∑
k=vi
−x[...,k,vi+1−k,... ] si vi < vi+1 (3.11)
Par exemple,
x51x2 ∂1 = x1x42 + x21x32 + x31x22 + x41x2. (3.12)
La famille d’opérateurs (∂i)1≤i<n satisfait des relations proches de celles des si.
En effet, les relations de tresses (2.7) et (2.8) sont conservées et seule la relation
quadratique est modifiée. On a :
∂2i = 0. (3.13)
∂i∂j = ∂j∂i pour |i− j| > 1 (3.14)
∂i∂i+1∂i = ∂i+1∂i∂i+1 (3.15)
Il existe d’autres types de différences divisées. Nous présentons deux sortes
de différences divisées isobares qui, contrairement aux ∂i, conservent le degré du
polynômes :
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pii := xi∂i, (3.16)
pˆii := ∂ixi. (3.17)
Ou de façon équivalente,
fpii =
xif − xi+1(fsi)
xi − xi+1 , (3.18)
fpˆii =
xi+1(f − fsi)
xi − xi+1 . (3.19)
Les familles (pii)1≤i<n et (pˆii)1≤i<n vérifient elles aussi les relations de tresses
ainsi que les relations quadratiques :
pi2i = pii, (3.20)
pˆi2i = −pˆii. (3.21)
Par ailleurs, on vérifie que
pˆii = pii − 1. (3.22)
Pour si1 . . . sir une décomposition réduite de σ, on écrit ∂σ := ∂i1 . . . ∂ir , piσ :=
pii1 . . . piir et pˆiσ := pˆii1 . . . pˆiir . Comme les différences divisées vérifient les relations
de tresse, ces produits ne dépendent pas de la décomposition réduite choisie et
sont donc bien définis.
Nous verrons dans le paragraphe 3.3 que les différences divisées sont utilisées
pour définir des bases de l’anneau des polynômes multivariés. Par ailleurs, les
opérateurs pii et pˆii sont liés à l’algèbre de 0-Hecke que nous présentons dans le
paragraphe 3.4 et à l’ordre de Bruhat. Dans le chapitre 4, nous les étudions de
façon plus approfondie et prouvons un résultat sur un produit mélangeant des
opérateurs pii et pˆii.
3.1.3 Types B, C et D
Les différences divisées ∂i, pii et pˆii sont définies à partir des générateurs si
du groupe symétrique. Nous avons vu dans le paragraphe 2.1.3 que le groupe
symétrique Sn appartient à une famille plus générale : les groupes de Coxeter.
Dans le paragraphe 3.1.1, nous avons en particulier défini les actions des éléments
sBi et sDi sur les vecteurs. De façon similaire, il existe aussi des différences divisées
∂Bi , ∂Ci et ∂Di .
Les groupes de Coxeter sont générés par des réflexions que l’on peut réaliser
géométriquement comme des systèmes de racines [Hil82]. Les vecteurs d’exposants
s’interprètent comme des éléments de l’espace ambiant de ces systèmes de racines.
La différence divisée ∂i appliquée à xv revient à sommer des éléments xv−ei−kr où
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ei = [0, . . . , 0, 1, 0, . . . , 0] et r = [0, . . . ,−1, 1 . . . , 0], comme on l’a vu en (3.10). Le
vecteur r est une racine simple de l’espace ambiant du système de racine An−1.
De façon générale les racines simples de An−1 sont les vecteurs (ri)1≤i<n de Zn où
ri[i] = 1, ri[i+ 1] = −1 et où les autres valeurs sont nulles. On pose
rBn = [0, . . . , 0, 1] (3.23)
rCn = [0, . . . , 0, 2] (3.24)
rDn = [0, . . . , 0, 1, 1]. (3.25)
Les racines simples des espaces ambiants des systèmes de racines de type Bn (resp.
Cn etDn) sont les vecteurs (ri)1≤i<n et rBn (resp. rCn et rDn ). On a alors, par exemple
x1x
3
2 ∂
B
2 =
∑
0≤k<6
x[1,2]−k.[0,1] (3.26)
= x1x22 + x1x12 + x1x02 + x1x−12 + x1x−22 + x1x−32 , (3.27)
x1x
3
2 ∂
C
2 =
∑
0≤k<3
x[1,2]−k.[0,2] (3.28)
= x1x22 + x1x02 + x1x−22 , (3.29)
x1x
3
2 ∂
D
2 =
∑
0≤k<4
x[1,2]−k.[1,1] (3.30)
= x1x22 + x01x12 + x−11 x02 + x−21 x−12 . (3.31)
La valeur maximale de k est donnée par le produit scalaire entre le vecteur et la
co-racine de ri dans l’espace ambiant. De façon générale, on traduit ces sommes
par
∂Bn =
1− sBn
x
1
2
n − x−
1
2
n
(3.32)
∂Cn =
1− sCn
xn − x−1n
(3.33)
∂Dn =
1− sDn
x−1n−1 − xn
. (3.34)
Les différences divisées isobares peuvent aussi s’exprimer de façon formelle
sur les espaces ambiants des systèmes de racines. On obtient alors les définitions
suivantes
piBi = x
1/2
i ∂
B
i , pˆi
B
i = ∂Bi x
−1/2
i , (3.35)
piCi = xi∂Ci , pˆiCi = ∂Ci x−1i , (3.36)
piDi =
(
1− s
D
i
xi−1xi
)
1
1− 1
xi−1xi
, pii
D = 1− s
D
i
xi−1xi − 1 . (3.37)
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3.2 Polynômes et fonctions symétriques
3.2.1 Définition et premières bases
On dit qu’un polynôme en n variables est symétrique s’il est invariant par
l’action de Sn. Par exemple, le polynôme suivant sur {x1, x2, x3} est symétrique :
x1x2x
2
3 + x1x22x3 + x21x2x3. (3.38)
Si l’on considère maintenant des séries formelles sur un alphabet infini, les
fonctions symétriques sont les séries invariantes par l’action de Sn pour tout n.
On notera cet ensemble Sym et sa projection sur les polynômes en n variables
Symn.
Les fonctions symétriques sont un objet d’étude fondamental en combina-
toire algébrique. Elles admettent plusieurs bases dont nous présentons ici quelques
exemples. Le calcul des changements de base est un problème ancien, déjà abordé
par Newton puis plus tard par Vandermonde, Faà de Bruno, Cayley et Kostka.
Elles apparaissent dans des problèmes liés à la fois à la combinatoire, l’algèbre et la
géométrie. Nous nous contentons ici d’un très rapide survol des notions de base. Le
premier chapitre du livre de Macdonald [Mac95] est une très bonne introduction
à la théorie.
La base la plus naturelle des fonctions symétriques est celle des fonctions mo-
nomiales obtenue en symétrisant les monômes. Soit v un vecteur de taille n, le
symétrisé de xv est la somme de tous les éléments distincts xvσ avec σ ∈ Sn. Par
exemple, le symétrisé de x1x22x3 est le polynôme symétrique (3.38). Soit λ une
partition de longueur n, c’est-à-dire un vecteur tel que λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0,
alors mλ est le symétrisé de xλ. Tout polynôme symétrique peut s’écrire comme
une somme de mλ. Les (mλ) forment donc une base des polynômes symétriques.
Par exemple, le polynôme (3.38) est égal à m2,1,1(x1, x2, x3).
On définit aussi deux autres bases : les fonctions élémentaires et complètes.
Soit r ∈ N, alors
er :=
∑
i1<i2<···<ir
xi1xi2 . . . xir , (3.39)
hr :=
∑
i1≤i2≤···≤ir
xi1xi2 . . . xir . (3.40)
Par exemple,
e2(x1, x2, x3) = x1x2 + x1x3 + x2x3, (3.41)
h2(x1, x2, x3) = x21 + x22 + x23 + x1x2 + x1x3 + x2x3. (3.42)
A présent, pour λ une partition, on écrit eλ := eλ1eλ2 . . . eλn et de la même fa-
çon, hλ := hλ1hλ2 . . . hλn . On prouve que les eλ ainsi que les hλ sont algébriquement
indépendants et forment des bases des fonctions symétriques.
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Les partitions sont les objets combinatoires indexant les bases des fonctions
symétriques. Une partition λ est un vecteur (λ1, λ2, . . . , λk) tel que λ1 ≥ λ2 ≥
· · · ≥ λk. La longueur d’une partition `(λ) est le nombre d’éléments dans le
vecteur. La taille d’une partition est donnée par la somme des valeurs λ1 + λ2 +
· · · + λn. On représente souvent une partition par un diagramme de Ferrers : un
ensemble de cases tel que la ième ligne (en partant du bas) contienne λi cases. Par
exemple, la partition (4, 3, 2, 2) est représentée par
. (3.43)
En lisant le diagramme selon les colonnes plutôt que selon les lignes, on obtient
λ′ = (4, 4, 2, 1) la partition conjuguée de λ,
. (3.44)
3.2.2 Fonctions de Schur
Nous avons vu dans le paragraphe 3.1.2 que les opérateurs de différence divisée
symétrisaient les polynômes. En effet, si f = x41x22x3, alors
f∂1 = x31x22x3 + x21x32x3 (3.45)
est un polynôme symétrique en x1 et x2. Si à présent on applique ∂2, on obtient
f∂1∂2 = x31x2x3 + x21x22x3 + x21x2x23 (3.46)
qui est symétrique en x2 et x3. Cependant, on a perdu la symétrie entre x1 et x2,
on peut la retrouver en réappliquant ∂1. On obtient alors
f∂1∂2∂1 = x21x2x3 + x1x22x3 + x1x2x23. (3.47)
Pour obtenir un polynôme symétrique en 3 variables, on a appliqué ∂1∂2∂1 = ∂ω
où ω est la permutation maximale de taille 3. Cette propriété est vraie quelque soit
n et les polynômes symétriques obtenus sont appelés fonctions de Schur. Celles-ci
forment une base des fonctions symétriques. Plus précisément, soit λ une partition
de longueur n et δ le vecteur [n− 1, n− 2, . . . , 1, 0], alors
sλ := xλ+δ∂ω (3.48)
= x
λ+δ∑
σ∈Sn ε(σ)sσ∏
1≤i<j≤n(xi − xj)
. (3.49)
Le numérateur est l’antisymétrisé de xλ+δ : on applique toutes les permutations
de Sn pondérées par leur signature ε(σ). Le dénominateur est le déterminant de
Vanderrmonde.
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Les fonctions de Schur peuvent aussi être exprimées en tant que déterminants
de fonctions élémentaires ou complètes. On a
sλ = det(hλi−i+j)1≤i,j≤n, (3.50)
sλ = det(eλ′i−i+j)1≤i,j≤m, (3.51)
où λ′ est la partition conjuguée de λ et n = `(λ), m = `(λ′). En particulier,
s(n) = hn, (3.52)
s(1n) = en. (3.53)
3.2.3 Formule de Pieri et interprétation géométrique
Les fonctions de Schur jouent un rôle fondamental en combinatoire algébrique.
Elles correspondent en particulier aux caractères des représentations du groupe
symétrique [Mac95]. Leur structure multiplicative est liée à une très jolie com-
binatoire sur les tableaux décrite par la règle de Littlewood-Richardson. Le cas
spécifique de la multiplication d’une fonction de Schur par une fonction complète
est donné par la formule de Pieri [Mac95]. Soit µ une partition et r ∈ N, alors
sµhr =
∑
λ
sλ (3.54)
sommé sur les partitions λ égales à la partition µ augmentée d’une bande horizon-
tale de taille r. Cela revient à ajouter des cases sur le diagramme de Ferrers de la
partition µ : au maximum une case par colonne et r cases en tout. Par exemple,
le produit de la fonction de Schur s(2,2,1) par la fonction complète h2 s’écrit
s h = s + s + s + s (3.55)
s(2,2,1)h2 = s(2,2,2,1) + s(3,2,1,1) + s(3,2,2) + s(4,2,1). (3.56)
Ce calcul a une importance particulière en géométrie algébrique. La géométrie
énumérative est apparue vers le milieu du XIXème siècle. Son but est de calculer le
nombre de solutions de problèmes de type intersection de variétés. Un cas classique
est le calcul de Schubert. La Grassmannienne G(k, n) est l’ensemble des sous-
espaces vectoriels de dimension k d’un espace de dimension n. Soit maintenant un
ensemble de sous-espaces vectoriels Vi de dimension i tel que V1 ⊂ V2 ⊂ . . . Vn,
ou drapeau. On décompose l’ensemble G(k, n) en cellules de Schubert en fonction
de la dimension de W ∩ Vi pour W ⊂ G(k, n) et i = 1, . . . , k. Les cellules de
Schubert sont indexées par des partitions et notées Ωµ. Une cellule Ωµ est incluse
dans l’adhérence d’une cellule Ων si et seulement si µ ⊂ ν. Cela donne un ordre
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sur les cellules de Schubert introduit par Ehresmann et qu’on appelle aussi ordre
de Bruhat. En effet, quand on ne travaille plus sur la Grassmannienne mais sur
les variétés de drapeau, l’ordre sur les cellules de Schubert correspond alors à celui
que nous avons vu dans le chapitre 2.
Un des buts de la géométrie algébrique est de résoudre des problèmes énumé-
ratifs comme celui que nous avons décrit par des méthodes algébriques. Ainsi, on
montre que les adhérences Ωµ des cellules de Schubert peuvent être identifiées à
des variétés algébriques et on les appelle variétés de Schubert. Il est alors pos-
sible de définir une relation d’équivalence appelée homologie sur le Z-module des
combinaisons linéaires des sous-variétés de G(k, n). On peut ainsi travailler dans
l’anneau de cohomologie de G(k, n). Le produit des classes des sous-variétés U et
V de G(k, n) dans cet anneau code l’information géométrique liée à l’intersection
de U et V . Plus précisément, la classe de cohomologie d’un point de G(k, n) est
toujours indexée par la partition (kn−k), on la note σ(kn−k). Si U et V sont deux
sous-variétés de dimensions complémentaires dont on note les classes respectives
[U ] et [V ] alors
[U ][V ] = mσ(kn−k) (3.57)
où m est le nombre de points d’intersection de U et de V .
Ce produit s’interprète en réalité comme un produit de polynôme. Plus préci-
sément, à une variété de Schubert Ωµ, on fait correspondre une fonction de Schur
sµ. L’anneau de cohomologie de G(k, n) s’identifie alors au quotient Sym/I(k, n)
où I(k, n) est l’idéal engendré par les fonctions de Schur sν telles que ν n’est pas
contenue dans la partition (kn−k). C’est dans ce contexte que la formule de Pieri a
d’abord été établie. Ces problèmes géométriques motivent encore aujourd’hui les
questions combinatoires liées aux fonctions symétriques ainsi qu’aux polynômes
non symétriques.
Le premier cas non trivial est la Grassmannienne G(2, 4) des plans de dimen-
sions 2 dans C4 qui peut en fait être identifiée à l’espace de module des droites
projectives dans P3(C). Le calcul suivant
s2 ≡ 1.s (3.58)
nous confirme un résultat géométrique clair : il existe exactement une droite conte-
nue dans deux plans en position générale. En effet, dans G(2, 4), la classe d’un
plan est donnée par la partition (1, 1). Si ce résultat est relativement simple, ce
système de calcul permet de résoudre des problèmes beaucoup plus complexes. En
restant dans G(2, 4) on obtient par exemple qu’il existe deux droites s’appuyant
sur quatre droites en position générale. Le résultat est donné par le calcul
s4 ≡ 2s , (3.59)
la classe d’une droite s’appuyant sur une droite donnée étant s . De la même
façon, dans G(2, 5) (identifiée à à l’espace de module des droites projectives dans
52 Chapitre 3 — Action du groupe symétrique sur les polynômes
P4), le nombre de droites coupant six plans est donné par le coefficient de s
dans le développement de s6 . La règle de Littlewood-Richardson nous dit qu’il
est égal au nombre de tableaux standard de forme (3, 3), c’est-à-dire 5.
3.3 Polynômes non symétriques
La théorie des fonctions symétriques a été largement étudiée en combinatoire.
Nous avons vu ses motivations géométriques. Elle fait aussi le lien avec la théorie
des représentations. L’étude par une approche similaire des polynômes non sy-
métriques et de leur combinatoire est plus récente. Elle est liée à des problèmes
géométriques qui généralisent ceux que nous avons abordés. Si pour les fonctions
symétriques, les objets combinatoires de base sont les partitions et les tableaux,
les problèmes du cas non symétrique font intervenir les permutations et les ordres
du groupe symétrique par le biais des différences divisées.
3.3.1 Polynômes de Schubert
Nous avons vu qu’en appliquant la différence divisée maximale ∂ω à un mo-
nôme, on obtenait un polynôme symétrique. Si on applique à présent toutes les
différences divisées ∂σ, on symétrise partiellement le polynôme. Ces symétrisations
partielles nous donnent une base des polynômes non symétriques : les polynômes
de Schubert. On se place sur l’anneau des polynômes sur Z en deux alphabets
commutatifs potentiellement infinis {x1, x2, . . .} et {y1, y2, . . .}.
Définition 3.3.1. Soit λ une partition, on définit le polynôme de Schubert domi-
nant Yλ par
Yλ :=
∏
i=1...n
j=1...λi
(xi − yj). (3.60)
Les polynômes de Schubert sont l’ensemble des images non nulles des poly-
nômes dominants par les différences divisées en x.
Si l’on pose l’alphabet y = 0, alors pour λ une partition, le polynôme dominant
correspondant à λ est simplement xλ. Pour éviter les confusions, on parlera souvent
de polynômes simples quand y = 0 et doubles lorsqu’on utilise les deux alphabets.
Un polynôme est donné par un polynôme dominant et un produit de différences
divisées. En réalité, on indexe les polynômes par des vecteurs tels que pour v avec
vi > vi+1, on a
Y...,vi+1,vi−1,... = Yv∂i. (3.61)
Par exemple, sur la figure 3.1 on lit que
Y[1,2,2,3] = Y[6,3,3,1]∂1∂2∂3∂2∂1. (3.62)
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Y[1,2,2,3]
Y[3,1,2,3] Y[1,2,4,2]
Y[3,3,1,2] Y[3,1,4,2] Y[1,5,2,2]
Y[3,3,4,1] Y[3,5,1,2] Y[6,1,2,2]
Y[3,5,3,1] Y[6,3,1,2]
Y[6,3,3,1]
∂1 ∂3
∂2 ∂3 ∂1 ∂2
∂3 ∂2 ∂1
∂2 ∂3 ∂1 ∂2
∂1 ∂3
Figure 3.1 – Images par différences divisées du polynôme Schubert dominant
Y[6,3,3,1]
On applique les différences divisées en suivant un chemin dans le graphe entre
Y[6,3,3,1] et Y[1,2,2,3]. Le résultat ne dépend pas du chemin suivi car les différences
divisées vérifient les relations de tresses. Dans le cas des polynômes de Schubert
simples, cela donne
Y[1,2,2,3] = x31x22x23x4 + x31x22x3x24 + x31x2x23x24 + x21x32x23x4 + x21x32x3x24 + x21x22x33x4
+ 3 x21x22x23x24 + x21x22x3x34 + x21x2x33x24 + x21x2x23x34 + x1x32x23x24 + x1x22x33x24
+ x1x22x23x34. (3.63)
C’est la fonction de Schur s(3,2,2,1) développée sur {x1, x2, x3}. De façon générale,
les polynômes de Schubert indexés par des vecteurs croissants sont des fonctions
de Schur.
Il arrive qu’en appliquant une différence divisée, on retombe selon (3.61) sur un
polynôme dominant. Par exemple, on a Y[6,3,3,1] = Y[6,4,3,1]∂2. Le polynôme Y[6,3,3,1]
a donc deux définitions : x61x32x33x4 ou x61x42x33x4∂2. Cependant, on prouve que cela
ne provoque pas d’incohérence.
Le vecteur indexant le polynôme peut être interprété comme le code de Lehmer
d’une permutation. On peut donc aussi indexer les polynômes par une permutation
plutôt que par un vecteur et la relation (3.61) s’écrit
Yσ = Yσsi∂i. (3.64)
où σ est une permutation telle que σi > σi+1. Les différences divisées sont alors
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simplement des opérateurs formels de réordonnement sur les permutations. Le pro-
duit de différences divisées qu’on applique à un polynôme dominant pour obtenir
un polynôme donné est un chemin dans l’ordre faible.
1
x1 x1 + x2
x1x2 x21
x21x2
∂1 ∂2
∂2 ∂1
∂1 ∂2
Y[0,0]
Y[1,0] Y[0,1]
Y[1,1] Y[2,0]
Y[2,1]
∂1 ∂2
∂2 ∂1
∂1 ∂2
Y123
Y213 Y132
Y231 Y231
Y321
∂1 ∂2
∂2 ∂1
∂1 ∂2
Figure 3.2 – Polynômes de Schubert indexés par S3. A gauche, les polynômes
développés en somme de monômes, au milieu la notation avec codes de Lehmer
en index et à droite la notation avec permutations en index.
L’indexation par code de Lehmer permet de connaître le nombre de variables
nécessaires (sur l’alphabet x) au développement du polynôme. En effet, si v est un
vecteur de taille n sans 0 final, par construction Yv se développe sur n variables.
Plus précisément, l’ensemble (Yv)|v|≤n forme une base triangulaire des polynômes
en n variables. Par ailleurs, chaque polynôme est de degré homogène donné par
la somme des valeurs du vecteur. Ces propriétés sont illustrées figure 3.3 pour les
polynômes en 2 variables de degré inférieur ou égal à 3.
1 x1 x2 x21 x1x2 x22 x31 x21x2 x1x22 x32
Y[0,0] 1
Y[1,0] 0 1
Y[0,1] 0 1 1
Y[2,0] 0 0 0 1
Y[1,1] 0 0 0 0 1
Y[0,2] 0 0 0 1 1 1
Y[3,0] 0 0 0 0 0 0 1
Y[2,1] 0 0 0 0 0 0 0 1
Y[1,2] 0 0 0 0 0 0 0 1 1
Y[0,3] 0 0 0 0 0 0 1 1 1 1
Figure 3.3 – Matrice de transition des polynômes de Schubert pour les vecteurs
de taille 2 jusqu’en degré 3
Les polynômes de Schubert sont donc une généralisation des fonctions de Schur
à la fois sur les polynômes non symétriques et par l’utilisation d’un double alpha-
bet. Ils répondent aussi à un problème géométrique plus général. Nous avons vu
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que le produit des fonctions Schur correspondait au produit des variétés de Schu-
bert de la Grassmannienne dans l’anneau de cohomologie. Au lieu de la Grassma-
nienne, considérons une suite de variétés linéaires emboitées
Wk1 ⊂ Wk2 ⊂ · · · ⊂ Wkn (3.65)
de dimension k1 < · · · < kn. On l’appelle une variété de drapeau, le drapeau est
dit complet si ki = i.
Tout comme pour la Grassmannienne, on peut considérer les intersections
d’éléments de la variété de drapeau avec un drapeau de référence. On doit à
Ehresmann [Ehr34] la décomposition en cellules de Schubert des variétés de dra-
peaux. Pour Fn, la variété des drapeaux complets de Cn, les cellules sont indexées
par une suite de tableaux colonnes
a11 a21 a31 . . . an1
a22 a32 an2
a33 . . .
ann
(3.66)
qui sont par construction emboitées les unes dans les autres. C’est-à-dire, on a
{a11} ⊂ {a21, a22} ⊂ . . . {an1, . . . , ann}. On a vu dans le chapitre 2 qu’on pouvait
interpréter ce type de tableau comme des facteurs gauches réordonnés de permuta-
tions. Les cellules de Schubert sont donc indexées par des permutations et l’ordre
d’inclusion est l’ordre de Bruhat vu au paragraphe 2.3.
Comme dans le cas de la Grassmannienne, les anneaux d’homologie et de
cohomologie des variétés de drapeaux peuvent être interprétés comme des quo-
tients d’anneaux de polynômes, non symétriques cette fois. Plus précisément,
l’anneau de cohomologie de la variété de drapeau Fn est isomorphe au quo-
tient Z[x1, . . . , xn]/I+ où I+ est l’idéal engendré par les fonctions symétriques
sans termes constants en les variables {x1, . . . , xn}. Dans ce contexte, la variété
de Schubert indexée par la permutation σ correspond au polynôme de Schubert
simple Yσ. Les polynômes doubles permettent de travailler dans l’anneau de coho-
mologie équivariante, généralisation classique de la cohomologie. Nous donnerons
des exemples de calcul et d’interprétations géométriques dans le chapitre 5.
3.3.2 Polynômes de Grothendieck
Pour obtenir une information plus précise sur la géométrie d’une variété, on
remplace parfois l’anneau de cohomologie par l’anneau de Grothendieck des classes
d’isomorphismes de fibrés vectoriels. On parle dans ce cas de K-théorie et de K-
théorie équivariante. Pour la variété de drapeau Fn, les variétés de Schubert sont
alors représentées par une autre base des polynômes multivariés, les polynômes de
Grothendieck, introduits par Lascoux et Schützenberger [Las90].
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Définition 3.3.2. Soit λ une partition, on définit le polynôme de Grothendieck
dominant Gλ par
Gλ :=
∏
i=1...n
j=1...λi
(1− yj
xi
). (3.67)
Les polynômes de Grothendieck sont l’ensemble des images des polynômes do-
minants par les différences divisées pii.
Tout comme pour les polynômes de Schubert, on indexe les polynômes de
Grothendieck par des vecteurs. Pour v tel que vi > vi+1, on a
G...,vi+1,vi−1,... = Gvpii. (3.68)
Le vecteur correspond là aussi au code de Lehmer d’une permutation. On peut
décider d’indexer directement par la permutation elle même. Dans ce cas, pour σ
telle que σi > σi+1, on obtient
Gσ = Gσsipii. (3.69)
L’algorithme de calcul d’un polynôme de Grothendieck est donc le même que
celui d’un polynôme de Schubert, seuls l’opération et le développement du poly-
nôme dominant changent. Par exemple, pour calculer G[1,2,2,3] on suivra dans le
graphe dessiné figure 3.1 le même chemin que pour Y[1,2,2,3] et on obtient
G[1,2,2,3] = G[6,3,3,1]pi1pi2pi3pi2pi1. (3.70)
On utilisera parfois des polynômes de Grothendieck en un seul alphabet. Deux
solutions sont alors possibles. On peut spécialiser l’alphabet y en 1. Dans ce cas
les polynômes de Grothendieck forment une base de l’anneau Z[ 1
x1
, . . . , 1
xn
]. Cette
base est triangulaire pour les variables (1 − 1
xi
). Une seconde solution consiste
donc à effectuer un changement de variable xi = (1− 1xi ) pour obtenir une base de
Z[x1, . . . , xn]. On a illustré le changement de base dans ce dernier cas figure 3.4.
3.3.3 Polynômes Clés
Nous avons vu qu’un polynôme de Schubert dominant simple est donné par xλ
avec λ une partition. Les polynômes de Schubert sont ensuite obtenus par l’appli-
cation des opérateurs ∂i. Dans le cas des polynômes de Grothendieck, on applique
les opérateurs pii tout en modifiant la définition des polynômes dominants. Il est
aussi possible d’appliquer les opérateurs pii sur les monômes dominants de Schu-
bert, on obtient alors les polynômes clés ou caractères de Demazure.
Définition 3.3.3. Soit λ une partition, on définit les polynômes clés dominants
Kλ et Kˆλ par
Kˆλ = Kλ := xλ (3.71)
Les polynômes clés K et Kˆ sont l’ensemble des images des polynômes domi-
nants par les différences divisées isobares, respectivement pii et pˆii.
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1 x1 x1x2 x2 x21 x21x2 x21x22 x1x22 x22
G[0,0] 1
G[1,0] 0 1
G[1,1] 0 0 1
G[0,1] 0 1 -1 1
G[2,0] 0 0 0 0 1
G[2,1] 0 0 0 0 0 1
G[2,2] 0 0 0 0 0 0 1
G[1,2] 0 0 0 0 0 1 -1 1
G[0,2] 0 0 1 0 1 -1 0 -1 1
Figure 3.4 – Début de la matrice de transition des polynômes de Grothendieck
simples pour les vecteurs de taille 2 (après le changement de variable xi = 1− 1xi )
On obtient donc deux sortes de polynômes clés, K et Kˆ. Ces polynômes ont
été introduits à l’origine par Demazure et sont les caractères en théorie des repré-
sentations des modules de Demazure.
Tout comme les polynômes de Schubert et de Grothendieck, on les indexe par
des vecteurs. Soit un vecteur v tel que vi > vi+1 alors
Kvsi = Kvpii, (3.72)
Kˆvsi = Kˆvpˆii. (3.73)
Les familles (Kv)|v|≤n et (Kˆv)|v|≤n forment des bases des polynômes en n va-
riables. Les polynômes Kv sont égaux aux polynômes de Schubert sur une large
classe de vecteurs : ceux qui correspondent aux permutations dites vexillaires,
c’est-à-dire évitant le motif 2143. La première permutation non vexillaire corres-
pond au motif lui même, donc au code de Lehmer [1, 0, 1],
Y[1,0,1] = x1x2 + x1x3 + x21, (3.74)
K[1,0,1] = x1x2 + x1x3. (3.75)
Nous étudierons en détail le changement de base des K vers les Kˆ dans le
paragraphe 3.4. Il est lié à l’algèbre 0-Hecke et à l’ordre de Bruhat, nous l’utilisons
de façon poussée dans le chapitre 4.
Les polynômes clés admettent aussi des définitions en types B, C et D. Les
éléments sont indexés par des vecteurs v ∈ Zn. On dit que v est dominant pour
les types B et C si v = (v1, . . . , vn) et v1 ≥ v2 ≥ · · · ≥ vn ≥ 0. Et on dit que v est
dominant pour le type D si v = (v1, . . . , vn−1,±vn) avec v1 ≥ v2 ≥ · · · ≥ vn ≥ 0.
Alors pour v dominant pour le type ♦ = B,C ou D, on pose
K♦v = Kˆ♦v = xv, (3.76)
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et pour v ∈ Zn tel que vi > vi+1 et i < n,
K♦vsi = K
♦
v pii, (3.77)
Kˆ♦vsi = K
♦
v pˆii. (3.78)
Le cas i = n est différent en fonction du type. Pour les types B et C, on a
KBvsBn = K
B
v pi
B
n Kˆ
B
vsBn
= KˆBv piBn (3.79)
KCvsCn = K
C
v pi
C
n Kˆ
C
vsCn
= KˆCv piCn (3.80)
si vn > 0 et
KDvsDn = K
D
v pi
D
n Kˆ
D
vsDn
= KˆDv piDn (3.81)
si vn−1 + vn > 0.
Par exemple, on calcule
KB[2,−1,1] = KB[2,1,−1]pi2 (3.82)
= KB[2,1,1]piB3 pi2 (3.83)
= x21 + x21x−12 x3 + x21x2 + x21x2x−13 + x21x2x3 + x21x3, (3.84)
KC[2,−1,1] = KC[2,1,1]piB3 pi2 (3.85)
= x21 + x21x−12 x3 + x21x2x−13 + x21x2x3, (3.86)
KD[2,−2,1] = KD[2,1,−2]pi2 (3.87)
= KD[2,2,−1]piD3 pi2 (3.88)
= x21x22x−13 + x21x2 + x21x2x23 + x21x3 + x21x2x−23 + x21x2 (3.89)
+ x21x−22 x3 + x21x−13 .
Les ensembles (KBv ), (KˆBv ), (KCv ), (KˆCv ), (KDv ) et (KˆDv ) pour v ∈ Zn forment
chacun des bases des polynômes multivariés à exposants dans Zn, aussi appelés
polynômes de Laurent.
3.4 Algèbre 0-Hecke et ordre de Bruhat
Les opérateurs pi et pˆi apparaissent dans un autre contexte, celui de l’algèbre de
Hecke. Ils sont en effet les générateurs de ce qu’on appelle communément l’algèbre
de Hecke à q = 0 ou 0-Hecke, cas dégénéré de l’algèbre de Hecke classique. Le
changement de base entre les deux familles de générateurs fait intervenir l’ordre
de Bruhat et nous intéresse plus particulièrement. Par ailleurs, en faisant agir
l’algèbre de 0-Hecke sur les vecteurs, les opérateurs pi et pˆi s’interprètent simple-
ment comme des opérateurs de réordonnement. De nombreuses questions liées aux
polynômes peuvent alors s’interpréter formellement comme des opérations sur un
espace vectoriel dont la base est indexée par les permutations.
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3.4.1 Algèbre de 0-Hecke
L’algèbre de Hecke de Sn, notée H(t1, t2), est une déformation de l’algèbre
du groupe symétrique en fonction de deux paramètres scalaires t1 et t2. Elle est
engendrée par une famille d’opérateurs (Ti)1≤i<n vérifiant les relations
TiTj = TjTi, si |i− j| > 1, (3.90)
Ti+1TiTi+1 = TiTi+1Ti, si 1 ≤ i ≤ n− 2, (3.91)
(Ti − t1)(Ti − t2) = 0. (3.92)
Elle conserve donc les mêmes relations de tresses queSn : (2.7) et (2.8). Seule la
relation quadratique est modifiée. Dans la littérature, on trouve souvent l’algèbre
de Hecke paramétrée par un unique paramètre q, ce qui correspond à t2 = q et
t1 = −1 et donc à la relation quadratique
(Ti − q)(Ti + 1) = 0. (3.93)
L’algèbre de Hecke est de dimension n! et sa base est donnée par (Tσ)σ∈Sn où
pour si1 . . . sim une décomposition réduite de σ, on a
Tσ := Ti1 . . . Tim . (3.94)
Nous étudions ici le cas où q = 0, qu’on appelle aussi l’algèbre de 0-Hecke.
Si l’on pose t2 = 0 et t1 = −1, les Ti vérifient la relation quadratique (3.20) et
correspondent donc aux opérateurs de différence divisée pii. Si l’on pose à présent
pˆii = pii − 1, (3.95)
ces nouveaux opérateurs pˆii correspondent aux opérateurs de même nom définis
dans le paragraphe 3.1.2. De là, ils vérifient les relations de tresses (3.90) et (3.91).
Leur relation quadratique est donnée par (3.21) et correspond à la relation qua-
dratique de Hecke (3.92) pour t2 = 0 et t1 = −1. Si t2 = 0, la spécialisation de t1
en ±1 n’a donc pas d’impact structurel sur l’algèbre. Dans les deux cas, on l’ap-
pelle algèbre de 0-Hecke et elle admet deux bases pi = (piσ)σ∈Sn et pˆi = (pˆiσ)σ∈Sn
dont la relation est donnée par (3.95).
3.4.2 Changement de base
Le changement de base entre les générateurs piσ et pˆiσ est donné par l’ordre de
Bruhat. Soit si1si2 . . . sim une décomposition réduite d’une permutation σ, alors
pˆiσ = pˆii1 pˆii2 . . . pˆiim , (3.96)
= (pii1 − 1)(pii2 − 1) . . . (piim − 1). (3.97)
On prouve la proposition suivante.
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Proposition 3.4.1. Soit σ ∈ Sn, alors le développement de piσ (resp. pˆiσ) dans
la base pˆi (resp. pi) est donnée par
pˆiσ =
∑
µ≤σ
(−1)`(µ)−`(σ)piµ, (3.98)
piσ =
∑
µ≤σ
pˆiµ, (3.99)
où l’ordre µ ≤ σ est l’ordre de Bruhat sur les permutations.
En développant (3.97), on obtient bien que pˆiσ est une somme de piµ où une
décomposition réduite de µ est un sous mot de la décomposition réduite de σ.
C’est-à-dire qu’on a bien µ ≤ σ pour l’ordre de Bruhat. Il reste à vérifier que
les annulations dans le développement de (3.97) permettent bien d’obtenir chaque
permutation avec coefficient ±1 en fonction de sa longueur. On trouve ce résultat
dans [Las90, Lemme 1.13], on peut le vérifier sur l’exemple suivant.
pˆi321 = pˆi1pˆi2pˆi1 (3.100)
= (1− pi1)(1− pi2)(1− pi1) (3.101)
= 1− pi1 − pi2 + pi2pi1 − pi1 + pi21 + pi1pi2 − pi1pi2pi3 (3.102)
= 1− pi1 − pi2 + pi2pi1 + pi1pi2 − pi1pi2pi3 (3.103)
3.4.3 Opérateurs de réordonnement
L’action des opérateurs pi et pˆi sur les permutations s’interprète comme une
opération de réordonnement. On définit deux espaces vectoriels formels sur les
permutations dont les bases respectives sont appelées K = (Kσ)σ∈Sn et Kˆ =
(Kˆσ)σ∈Sn . L’action des ensembles pi et pˆi sur respectivement K et Kˆ est donnée
par
Kσpii =
Kσsi si σi > σi+1,Kσ sinon, (3.104)
Kˆσpˆii =
Kˆσsi si σi > σi+1,−Kˆσ sinon. (3.105)
Cette action est bien compatible avec la définition des opérateurs, on dit qu’elle
réordonne la permutation. En effet, pour ω la permutation maximale, on a que
Kωpiω = K12...n. L’application d’un opérateur pii (ou pˆii) revient à remonter d’une
arête dans le graphe du permutoèdre. L’action de l’opérateur lorsque la permuta-
tion est déjà ordonnée est déterminée par les relations quadratiques des opérateurs
pi et pˆi. On pose à présent que
Kω = Kˆω. (3.106)
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Les ensembles K et Kˆ sont alors deux bases d’un même espace vectoriel et le
changement de base est donné par la proposition 3.4.1,
Kˆσ =
∑
µ≥σ
(−1)`(µ)−`(σ)Kµ, (3.107)
Kσ =
∑
µ≥σ
Kˆµ. (3.108)
Nous avons utilisé ici la même terminologie que pour les polynômes clés du
paragraphe 3.3.3. En effet, ces polynômes sont une des interprétations que l’on
peut donner aux bases K et Kˆ. Il suffit pour cela de poser
Kˆω = Kω = xn1xn−12 . . . xn. (3.109)
On retrouve la définition des polynômes clés dominants (Définition 3.3.3). On
s’est simplement restreint aux polynômes indexés par des vecteurs aux valeurs
distinctes. Dans le cas général, il faut préciser l’action de pii quand vi = vi+1 :
Kvpii = Kv et Kˆvpˆii = 0.
Cependant, les polynômes clés ne sont pas la seule interprétation des bases
formelles K et Kˆ. Au lieu de (3.109), posons à présent
Kω =
n−1∏
i=1
n−i∏
j=i
(1− yj
xi
). (3.110)
D’après la Définition 3.3.2, le polynôme Kω correspond alors au polynôme de
Grothendieck dominant indexé par la partition λ = n− 1, n− 2, . . . , 1, 0, c’est-à-
dire par le code de la permutation maximale ω. L’action des opérateurs formels
pi sur K est la même que celle des différences divisées pi sur les polynômes de
Grothendieck indexés par des permutations (3.69).
En fonction du sens donné à Kω, les bases formelles K et Kˆ peuvent donc être
interprétées en termes de polynômes clés ou de polynômes de Grothendieck. Cela
nous permet de prouver formellement des résultats qui s’appliqueront aux deux
types de polynômes. Ce sera l’objet du chapitre 4.
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Chapitre4
Formule de Pieri pour les polynômes de
Grothendieck
Nous avons vu l’importance de l’anneau de Grothendieck dans les problème
de géométrie algébrique. Cet anneau est isomorphe à un anneau de polynômes où
les variétés de Schubert sont représentées par les polynômes de Grothendieck (cf.
paragraphe 3.3.2). La structure multiplicative de ces polynômes est donc parti-
culièrement intéressante à étudier. Dans le cas de l’anneau de cohomologie de la
Grassmannienne, cette structure est donnée par la formule de Pieri sur les fonc-
tions de Schur que nous avons décrites dans le paragraphe 3.2.3. On cherche à
obtenir une description combinatoire similaire pour les polynômes de Grothen-
dieck.
La formule de Pieri donne le produit d’une fonction de Schur par une fonction
complète. Un équivalent pour les polynômes de Grothendieck est le produit
GσGsk (4.1)
où σ est une permutation donnée et sk une transposition simple. En termes de
codes, cela donne
GvG[0k−1,1] (4.2)
où v est le code de Lehmer de la permutation σ. Le polynôme Gsk = G[0k−1,1] se
développe simplement par les règles décrites dans le paragraphe 3.3.2. On a que
G[0k−1,1] = G[k,0k−1]pi1pi2 . . . pik−1. (4.3)
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Calculons par exemple Gs3 ,
G[3,0,0]pi1pi2 = (1− y1
x1
)(1− y2
x1
)(1− y3
x1
)pi1pi2 (4.4)
=
(
1− e1(y1, y2, y3)
x1
+ e2(y1, y2, y3)
x21
− e3(y1, y2, y3)
x31
)
pi1pi2 (4.5)
=
(
1 + e2(y1, y2, y3)
x1x2
− e3(y1, y2, y3)
x21x2
− e3(y1, y2, y3)
x1x22
)
pi2 (4.6)
= 1− y1y2y3
x1x2x3
. (4.7)
La fonction e est la fonction symétrique élémentaire définie au paragraphe 3.2.1.
A chaque étape, les termes de degré −1 en xi sont annulés par l’opérateur pii. De
façon générale, on obtient donc
Gsk = 1−
y1 . . . yk
x1 . . . xk
. (4.8)
Comme dans le cas de l’anneau de cohomologie, on travaille dans un quotient
de l’anneau des polynômes par les fonctions symétriques. Plus précisément, on
identifie les fonctions symétriques en x à des fonctions symétriques en y. Dans
[Las90, Théorème 6.4], Lascoux décrit le produit GσGsk dans ce quotient en termes
des opérateurs pi et pˆi de l’algèbre de 0-Hecke.
On rappelle que l’application ρ˜k définie au paragraphe 2.2.2 envoie une per-
mutation σ sur l’élément maximal de son coset σ(Sk ×Sn−k).
Théorème 4.0.2. (Lascoux) Soit σ ∈ Sn et 1 ≤ k < n. Soit ζ = ζ(σ, k) l’image
de σ par la projection ρ˜k. Alors modulo l’idéal décrit ci-dessus, on a
Gσ
yσ1 · · · yσk
x1 · · ·xk = Gωpˆiωζpiζ−1σ. (4.9)
Par exemple, pour σ = 136254 et k = 4 on a ζ = 632154 et
Gσ
y1y3y6y2
x1x2x3x4
= G654321pˆi3pˆi4pˆi5pˆi2pˆi3pˆi4 pi3pi2pi1pi2. (4.10)
Par le calcul (cf. paragraphe 5.3.3), on obtient une somme de 14 éléments avec
multiplicités ±1
Gσ
y1y3y6y2
x1x2x3x4
= G136254 −G136452 −G136524 +G136542 −G146253 (4.11)
+G146352 +G146523 −G146532 −G156234 +G156243
+G156324 −G156342 −G156423 +G156432.
Le théorème de Lascoux nous dit que l’étude du produit GσGsk revient à un
calcul formel sur les opérateurs pi et pˆi. Plutôt que de travailler sur les polynômes,
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on peut donc se placer dans les bases formelles K et Kˆ définies dans le para-
graphe 3.4. Le calcul précédent revient donc à développer
Kωpˆiωζpiζ−1σ (4.12)
dans la base des K. Ce sera l’objet de ce chapitre. On verra que l’utilisation de
la base Kˆ est essentielle. Bien que les relations entre les opérateurs pi et pˆi soient
bien connues et relativement simples, il n’existe pas de résultat général permettant
de développer un produit qui mélange les deux types d’opérateurs. Comme on l’a
vu avec l’exemple (4.11), on obtient empiriquement des coefficients ±1. Ce résultat
s’explique par une interprétation combinatoire donnée dans un cadre plus général
par Lenart et Postnikov [LP07, Corollaire 8.2].
Théorème 4.0.3. (Lenart et Postnikov) Soit sk une transposition simple. On
construit la liste de transpositions suivante (r1, . . . r`) = ((1, n), (2, n), . . . , (k, n),
(1, n− 1), . . . , (k, n− 1), . . . , (1, k + 1), . . . , (k, k + 1)). Alors
GσGsk = Gσ −
y1 . . . yk
yσ1 . . . yσk
∑
J
(−1)|J |Gw(J) (4.13)
sommé sur les sous-ensembles J = (j1 < j2 · · · < js) de (1, . . . , `) tels que σ l
σrj1 l σrj1rj2 l · · · l σrj1 . . . rjs = w(J) soit une chaîne saturée pour l’ordre de
Bruhat de σ à w(J). En d’autres termes, J est un chemin dans le diagramme de
Hasse de l’ordre de Bruhat entre σ et w(J).
La somme n’a pas d’annulation et les coefficients sont ±1 (chaque permutation
est obtenue par au plus une chaîne).
Ce théorème nous dit que le développement de (4.12) s’exprime en termes
d’énumérations de chaînes sur l’ordre de Bruhat. Sottile et Lenart [LS07] avaient
déjà obtenu un résultat similaire dans le cas des polynômes de Grothendieck
simples. La démonstration de Lenart et Postnikov ne s’appuie pas sur le théorème
de Lascoux 4.0.2 et leur résultat s’applique à tous les groupes de Coxeter. Dans ce
chapitre, nous proposons une démonstration combinatoire de ce théorème dans le
cas du type A. Surtout nous donnons un résultat plus fort qui permet d’exprimer
la somme en termes non plus énumératifs mais structurels.
Théorème 4.0.4. Soit σ ∈ Sn et 1 ≤ k < n, alors il existe une permutation
η(σ, k) construite explicitement à partir de σ et k telle que
Gσ
yσ1 · · · yσk
x1 · · ·xk = Gωpˆiωζpiζ−1σ =
∑
σ≤µ≤η
(−1)`(µ)−`(σ)Gµ. (4.14)
Le développement de (4.12) correspond donc à une somme sur un intervalle de
l’ordre de Bruhat. Dans l’exemple donné en (4.11), la permutation η est égale à
156432 et la somme se fait sur l’intervalle [136254, 156432].
Le but premier de chapitre est de prouver le théorème 4.0.4 par un dévelop-
pement dans la base K de l’expression (4.12). Les résultats énoncés ici ont été
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publiés dans [Pon13c]. L’interprétation en termes de produit de polynômes est
propre aux polynômes de Grothendieck. Cependant, le développement du produit
des opérateurs pˆi et pi comme une somme sur un intervalle peut être vu comme un
calcul dans l’algèbre de 0-Hecke ou sur les polynômes clés. Une première partie de
la preuve est donnée paragraphe 4.1 où l’on démontre que l’ensemble de somma-
tion est clos par intervalle. On se sert pour cela d’un développement dans la base
Kˆ puis d’un changement de base. Dans le paragraphe 4.2, nous reformulons le ré-
sultat du théorème 4.0.3 pour étudier de façon plus précise la structure des chaînes
de l’ordre de Bruhat qui apparaissent dans la somme. On donnera en particulier
une preuve directe du théorème 4.0.3. Par cette nouvelle description, nous don-
nons de façon explicite la construction de la permutation η(σ, k). Nous prouvons
dans le paragraphe 4.3 qu’elle est bien l’unique élément maximal de l’ensemble
de sommation et donc que la somme se fait sur un intervalle. Le paragraphe 4.4
est dédié à deux problèmes annexes : la variation de la permutation η(σ, k) quand
k varie et la généralisation du développement de (4.12) aux autres sous-groupes
paraboliques de l’algèbre 0-Hecke.
4.1 Clôture par intervalle
Le théorème 4.0.3 nous dit que le développement de (4.12) dans la base des
K est une somme de permutations avec coefficients ±1 en fonction de la longueur
de la permutation. On peut donc directement considérer cette somme comme un
ensemble. Le but de ce paragraphe est de prouver que l’ensemble est clos par
intervalle.
4.1.1 Développement sur la base Kˆ
L’expression (4.12) peut être développée dans la base K ou Kˆ. En fait, le
développement dans la base Kˆ est beaucoup plus simple et nous apporte déjà
des informations sur le résultat. La première partie du calcul de (4.12) consiste
en l’application des opérateurs pˆi. Cela se fait directement par la définition et on
obtient le résultat dans les deux bases K et Kˆ.
Kωpˆiωζ = Kˆωpˆiωζ (4.15)
= Kˆζ (4.16)
=
∑
µ≥ζ
(−1)`(µ)−`(ζ)Kµ. (4.17)
Une décomposition réduite de ωζ correspond à un chemin dans l’ordre faible
entre ω et ζ. Pour le calcul (4.11), c’est par exemple le chemin s3s4s5s2s3s4 entre
654321 et la permutation ζ = 632154. On obtient donc bien Kˆζ ou, par un chan-
gement de base vers K, une somme sur l’intervalle [ζ, ω]. Dans la deuxième partie
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du calcul, on doit à présent appliquer les opérateurs pi. On peut pour cela partir
soit de (4.16) dans la base Kˆ, soit de (4.17) dans la base K. Dans un premier
temps, partons de (4.16) et appliquons les opérateurs à Kˆζ . On obtient alors le
développement de (4.12) dans la base Kˆ.
Proposition 4.1.1. Soient σ, k, et ζ définis comme dans le théorème 4.0.2, alors
Kωpˆiωζpiζ−1σ =
∑
ζ≥µ≥σ
Kˆµ. (4.18)
Démonstration. On a par définition que {ζ1, . . . , ζk} = {σ1, . . . , σk}. Cela signi-
fie que l’intervalle [σ, ζ], bien qu’il soit inclus dans Sn, est en bijection avec un
intervalle de Sk × Sn−k. On appelle ϕ la bijection du coset σ(Sk × Sn−k) vers
Sk ×Sn−k. On a que ϕ(σ) = (σ′, σ′′) où σ′ et σ′′ sont les standardisés de respec-
tivement σ1 . . . σk et σk+1 . . . σn. Par ailleurs, ϕ(ζ) = (ω′, ω′′) où ω′ et ω′′ sont les
permutations maximales de respectivement Sk et Sn−k. Enfin, une décomposition
réduite v de ζ−1σ est un chemin dans l’ordre faible entre ζ et σ. En particulier,
elle ne contient pas la transposition sk et se décompose donc en deux chemins v′
et v′′ qui commutent tels que v′ ne contient que des transpositions si avec i < k
et v′′ des transpositions si avec k < i < n.
À présent, posons φ l’application sur l’espace vectoriel engendré par Kˆ telle
que φ(Kˆµ) = Kˆµ′ ⊗ Kˆµ′′ pour ϕ(µ) = (µ′, µ′′), alors
Kˆζpiζ−1σ = φ−1
(
Kˆ ′ωpiω′σ′ ⊗ Kˆω′′piω′′σ′′
)
(4.19)
= φ−1 (Kσ′ ⊗Kσ′′) (4.20)
= φ−1
 ∑
µ′≥σ′
Kˆµ′ ⊗
∑
µ′′≥σ′′
Kˆµ′′
 . (4.21)
On obtient une somme sur l’image par ϕ−1 du produit entre les intervalles
[σ′, µ′] et [σ′′, µ′′]. Cette image correspond par définition à [σ, ζ].
Prenons par exemple la permutation σ = 15423 et k = 3. Dans ce cas, ζ =
54132 et une décomposition réduite de ζ−1σ est donnée par s2s1s4. On remarque
qu’elle ne contient pas s3. L’intervalle [σ, ζ] est en bijection avec [132, 321]×[12, 21].
On a
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Kˆ54132pi2pi1pi4 = φ−1
(
Kˆ321pi2pi1 ⊗ Kˆ21pi1
)
(4.22)
= φ−1
(
(Kˆ132 + Kˆ231 + Kˆ312 + Kˆ321)⊗ (Kˆ12 + Kˆ21)
)
(4.23)
= φ−1(Kˆ132 ⊗ Kˆ12) + φ−1(Kˆ132 ⊗ Kˆ21) + φ−1(Kˆ231 ⊗ Kˆ12) (4.24)
+ φ−1(Kˆ231 ⊗ Kˆ21) + φ−1(Kˆ312 ⊗ Kˆ12) + φ−1(Kˆ312 ⊗ Kˆ21)
+ φ−1(Kˆ321 ⊗ Kˆ12) + φ−1(Kˆ321 ⊗ Kˆ21)
= Kˆ15423 + Kˆ15432 + Kˆ45123 + Kˆ45132 + Kˆ51423 + Kˆ51432 (4.25)
+ Kˆ54123 + Kˆ54132
4.1.2 Changement de base
Le développement de (4.12) dans la base des Kˆ s’obtient donc simplement par
une somme sur un intervalle. Par application directe du changement de base de Kˆ
vers K donné en (3.107), on obtient une première description du développement
dans la base K. On a besoin pour cela d’introduire l’ordre de k-Bruhat, notion
dérivée de l’ordre de Bruhat.
Définition 4.1.2. Soit 1 ≤ k < n, une transposition τ = (a, b) est une k-
transposition si a ≤ k < b. On dit que τ est une k-transposition de Bruhat pour
une permutation σ si τ est une k-transposition et si στ est un successeur de σ
pour l’ordre de Bruhat. La permutation στ est alors un k-successeur de σ.
La notion de k-successeur est par définition plus contrainte que celle de suc-
cesseur. Elle définit par transitivité un ordre qu’on appelle k-Bruhat. L’ordre de
Bruhat est donc une extension de l’ordre de k-Bruhat (cf. paragraphe 1.2.3). Cet
ordre a des propriétés algébriques intéressantes, il a été introduit par [LS83] et
étudié de façon plus approfondie dans [BS98]. Nous l’utiliserons à plusieurs re-
prises.
Proposition 4.1.3. Soit Succs−kσ l’ensemble des successeurs σ′ de σ qui ne sont
pas des k-successeurs. C’est-à-dire qu’on a σ′ = στ avec τ une transposition non
k-transposition. Alors, le développement de (4.12) dans la base des K est donné
par ∑
(−1)`(ν)−`(σ)Kν (4.26)
sommé sur les permutations ν telles que ν ≥ σ et ∀σ′ ∈ Succs−kσ , ν  σ′.
On somme donc sur des permutations ν ≥ σ tel qu’il n’existe pas de chemin
entre σ et ν dont la première transposition ne soit pas une k-transposition. On
verra par la suite que toutes les permutations ν sont en fait supérieures à σ pour
k-Bruhat.
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Démonstration. Par un changement de base sur (4.18), on obtient
∑
ζ≥µ≥σ
Kˆµ =
∑
ζ≥µ≥σ
∑
ν≥µ
(−1)`(ν)−`(µ)Kν (4.27)
=
∑
ν≥σ
cνKν (4.28)
où
cν =
∑
µ≤ν
σ≤µ≤ζ
(−1)`(ν)−`(µ). (4.29)
Par [Ver71], cν est une somme sur la fonction de Möbius de ν et µ. Cette somme
se fait sur l’intersection de l’intervalle [σ, ν] avec le coset σ(Sk × Sn−k). Par le
lemme 2.3.12, cette intersection est un intervalle. De ce fait, cν 6= 0 uniquement
quand l’intervalle est réduit à un élément σ. En d’autres termes, cν = 0 si et
seulement si il existe µ tel que σ < µ ≤ ζ et µ ≤ ν. Il suffit de tester les éléments
µ qui sont successeurs directs de σ, ce qui correspond à Succs−kσ .
De la proposition 4.1.3, on déduit immédiatement le corollaire suivant.
Corollaire 4.1.4. L’ensemble des permutations ν telles que Kν apparaît dans le
développement de (4.12) dans la base K est clos par intervalle.
Démonstration. Soit ν tel que Kν apparaisse dans la somme 4.26. Supposons qu’il
existe σ ≤ ν ′ ≤ ν telle que Kν′ n’apparaisse pas dans la somme. Alors, par la
proposition 4.1.3, il existe µ′ ∈ Succs−kσ avec µ′ ≤ ν ′. Par transitivité, on a µ′ ≤ ν
ce qui contredit le fait que Kν apparaisse dans la somme.
Ce corollaire est une première étape dans la preuve du théorème 4.0.4. Il reste
à prouver que l’ensemble en question est bien un intervalle, c’est-à-dire qu’il com-
porte un unique élément maximal. Ce sera fait dans le paragraphe 4.3. Par ailleurs,
la proposition 4.1.3 permet de retrouver une partie du résultat de Lenart et Post-
nikov du théorème 4.0.3 : on obtient que les multiplicités des permutations dans
le développement du produit sont ±1 en fonction de leur longueur.
4.2 Énumération de chaînes
Pour terminer la preuve du théorème 4.0.4, il nous faut d’abord donner une
description plus précise de l’énumération de chaînes de l’ordre de Bruhat du théo-
rème 4.0.3. Nous reformulons donc ce théorème en réduisant la liste de trans-
positions à considérer et en introduisant un ordre sur les transpositions. Nous
montrons d’abord que cette nouvelle formulation est équivalente à celle donnée
par Lenart et Postnikov. Puis nous donnons une nouvelle preuve combinatoire
du théorème 4.0.3. Enfin cette nouvelle formulation permet d’énoncer certaines
propriétés qui seront essentielles à la preuve du théorème principal 4.0.4.
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4.2.1 Description
Définition 4.2.1. Soit σ ∈ Sn et 1 ≤ k < n. Alors Wσ,k est la liste des k-
transpositions de σ munies d’un ordre total défini par :
(a, b) ≺ (a′, b′)⇔ σ(a) > σ(a′) ou (a = a′ et σ(b) < σ(b′)) (4.30)
La relation ≺ dépend de la permutation σ et nous pouvons donc comparer des
transpositions uniquement au sein d’une même liste Wσ,k. Nous verrons que ≺ est
en fait une extension linéaire d’un ordre partiel sur les transpositions qui lui ne
dépend pas de σ.
La proposition suivante est une nouvelle formulation du théorème 4.0.3 comme
nous le montrerons dans le paragraphe 4.2.2. Nous en donnerons une preuve directe
paragraphe 4.2.3.
Proposition 4.2.2. Si Wσ,k = (τ1 ≺ τ2 ≺ · · · ≺ τm), alors
Kωpˆiωζpiζ−1σ = Eσ,k (4.31)
où
Eσ,k := Kσ · (1− τ1) · (1− τ2) · · · (1− τm) (4.32)
et
Kµ · τ =
Kµτ si τ est une Bruhat transposition de µ,0 sinon. (4.33)
En d’autres termes, on considère Wσ,k comme un mot sur les transpositions.
Alors Eσ,k est une somme signée sur les sous-mots de Wσ qui sont des chemins
partant de σ dans l’ordre de Bruhat. Nous appellerons de tels sous-mots des sous-
mots valides. Par exemple, si σ = 136254 et k = 4 (ce que nous noterons par la
suite σ = 1362|54), alors Wσ = ((2, 6), (2, 5), (4, 6), (4, 5)) et
E1362|54 = K1362|54 · (1− (2, 6)) · (1− (2, 5)) · (1− (4, 6)) · (1− (4, 5)). (4.34)
Quand le produit est développé, Eσ,k se dessine comme un sous-graphe de
l’ordre de Bruhat (cf. figure 4.1).
Les coefficients des élémentsKµ dans Eσ,k sont±1 en fonction de la longueur de
la permutation. Cela correspond bien à ce que l’on obtient dans le théorème 4.0.3
ainsi qu’à la caractérisation que nous avons vue dans la proposition 4.1.3. La
somme Eσ,k peut donc être considérée directement comme un ensemble de permu-
tations et on parlera souvent de l’ensemble Eσ,k.
Par ailleurs, on a introduit précédemment l’ordre de k-Bruhat. Par définition,
une permutation µ de Eσ,k est reliée à σ par un chemin de k-transpositions. On
a donc, µ supérieure à σ pour l’ordre de k-Bruhat, ce que l’on note µ ≥k σ. Une
caractérisation de cet ordre est donnée par [BS98, Théorème 1.1.2].
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+K1362|54
−K1462|53 −K1562|34 −K1364|52 −K1365|24
+K1562|43 +K1463|52 +K1465|23 +K1563|24 +K1365|42
−K1563|42 −K1564|23 −K1465|32
+K1564|32
(2,6) (2,5) (4,6)
(4,5)
(2,5) (4,6) (4,5) (4,5) (4,5)
(4,6) (4,5) (4,5)
(4,5)
Figure 4.1 – L’ensemble E1362|54
Théorème 4.2.3 (Bergeron, Sottile). On a σ ≤k µ si et seulement si
(i) (a ≤ k ⇒ σ(a) ≤ µ(a)) et (b > k ⇒ σ(b) ≥ µ(b)),
(ii) si a < b, σ(a) < σ(b) et µ(a) > µ(b) alors a ≤ k < b.
Cela nous donne une propriété des permutations µ ∈ Eσ,k que nous utiliserons
souvent,
∀a ≤ k, µ(a) ≥ σ(a), (4.35)
∀b > k, µ(b) ≤ σ(b). (4.36)
4.2.2 Ordre partiel sur les k-transpositions
Dans le théorème 4.0.3 et la proposition 4.2.2, l’énumération est donnée en
fonction d’une liste ordonnée de transpositions. A première vue, les ordres utilisés
semblent différents. Cependant, ils sont tous les deux des extensions linéaires de
l’ordre partiel suivant.
Définition 4.2.4. L’ordre partiel C sur les k-transpositions est défini par
(a, c) C (a, b) si b < c, (4.37)
(a, c) C (b, c) si a < b. (4.38)
Lemme 4.2.5. L’ordre ≺ de la définition 4.2.1 est une extension linéaire de C.
Démonstration. C’est une conséquence directe du critère donné par la proposi-
tion 2.3.3 pour les transpositions de Bruhat. Soient τ C τ ′ avec τ et τ ′ apparte-
nant à un même Wσ,k. Alors, τ et τ ′ sont des transpositions de Bruhat pour σ. Si
τ = (a, c) et τ ′ = (a, b) avec b < c cela signifie que σ(c) < σ(b), c’est-à-dire τ ≺ τ ′.
De même, si τ = (a, c) et τ ′ = (b, c) on a σ(a) > σ(b) donc τ ≺ τ ′.
Lemme 4.2.6. Soient τ, θ deux k-transpositions et ≺′ une extension linéaire de
l’ordre C. Si τ = (a, d) et θ = (a, c) alors τ ≺′ θ implique c < d. De même si
τ = (a, c) et θ = (b, c) alors τ ≺′ θ implique a < b.
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La preuve est immédiate. Ce lemme est vrai en particulier pour l’ordre ≺ sur
les transpositions de Wσ,k. On utilisera à plusieurs reprises les lemmes 4.2.5 et
4.2.6 dans le paragraphe 4.3 pour prouver le théorème 4.0.4.
En donnant une liste ordonnée de k-transpositions, le théorème 4.0.3 définit lui
aussi un ordre. Cet ordre avait en fait déjà été introduit dans [LS07, Théorème 4.3]
où le résultat était déjà donné pour les polynômes de Grothendieck simples. Il se
décrit comme suit,
(a, b) ≺′ (c, d)⇔ b > d or (b = d and a < c). (4.39)
C’est clairement une extension linéaire de C.
Proposition 4.2.7. Soit ≺′ une extension linéaire quelconque de C. On définit
W ′σ,k et E′σ,k de la même façon que Wσ,k et Eσ,k en remplaçant ≺ par ≺′. Alors,
E′σ,k = Eσ,k.
Démonstration. Notons que si τ et θ sont deux k-transpositions non comparables
parC, alors elles commutent. Ainsi, si w′ est un sous-mot deW ′σ,k, on peut réordon-
ner ses transpositions selon ≺ au lieu de ≺′. On obtient alors un mot w, sous-mot
de Wσ,k. Par ailleurs, si on interprète les mots de transpositions en termes de
permutations, on a w = w′.
Toutes les propriétés fondamentales de Eσ,k viennent de l’ordre partiel sur les
k-transpositions. L’ordre total n’est imposé que pour une facilité d’écriture et de
construction. En particulier, tous les résultats que nous prouverons par la suite
ne dépendent que de l’ordre partiel. On démontre en particulier le lemme suivant
qui nous servira de nombreuses fois.
Lemme 4.2.8. Soit µ ≥k σ tel qu’un chemin entre σ et µ soit donné par w =
τ1 ≺′ · · · ≺′ τr où ≺′ est une extension linéaire de C. Et soit θ = (a, b) une
k-transposition telle que τr ≺′ τ . Alors
σ(a) < σ(b)⇒ µ(a) < µ(b) (4.40)
De façon plus forte, pour c tel que a < c < b alors
σ(a) < σ(c) < σ(b)⇒ µ(a) < µ(c) < µ(b) (4.41)
Démonstration. Prouvons d’abord la propriété plus faible (4.40). Il suffit de re-
garder une seule étape. Soit σ telle que σ(a) < σ(b) et τ une k-transposition de
Bruhat pour σ avec τ ≺′ θ. On veut prouver que στ(a) < στ(b). Si τ = (a, c) alors
par le lemme 4.2.6 on a c > b. Comme τ est une transposition de Bruhat pour σ,
cela signifie σ(b) > σ(c). De même si τ = (c, b), on a a < c et donc σ(c) < σ(a).
Pour prouver (4.41), on se place d’abord dans le cas où c ≤ k. Comme (a, b) C
(c, b), il est clair que µ(c) < µ(b). Prouvons sur une étape τ que si σ(a) < σ(c)
alors στ(a) < στ(c). On a que στ(c) ≥ σ(c) donc seule l’action de τ sur a nous
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intéresse. Si τ = (a, d) alors comme a < c < d, et que τ est une transposition
de Bruhat, on a nécessairement σ(c) > σ(d). La preuve pour le cas c > k est
exactement symétrique.
Il est clair qu’une chaîne de l’énumération donnée en proposition 4.2.2 peut être
réordonnée pour correspondre à une chaîne du théorème 4.0.3. Il n’est pas clair
que l’opération inverse puisse être effectuée. En effet, le théorème 4.0.3 part d’une
liste contenant toutes les k-transpositions alors que la proposition 4.2.2 n’utilise
que les k-transpositions de Bruhat d’une certaine permutation. Cependant, la liste
de k-transpositions du théorème 4.0.3 peut en fait être réduite à Wσ,k.
Lemme 4.2.9. Les transpositions apparaissant dans les chaînes du théorème 4.0.3
sont des transpositions de Bruhat pour la permutation σ.
Démonstration. Soit τ1 ≺′ · · · ≺′ τ` une chaîne du théorème 4.0.3 et supposons
qu’il existe τi = (a, b) une transposition de la chaîne qui ne soit pas de Bruhat pour
σ. Soit w = τ1 ≺′ · · · ≺′ τi−1 et µ = σw. Comme τ n’est pas une transposition de
Bruhat pour σ alors il existe c tel que a < c < b et σ(a) < σ(c) < σ(b). Par le
lemme 4.2.8, on a alors µ(a) < µ(c) < µ(b) ce qui contredit le fait que τi soit une
transposition de Bruhat pour µ.
4.2.3 Preuve directe
Nous avons vu au paragraphe 4.1 que
Kωpˆiωζ =
∑
µ≥ζ
(−1)`(µ)−`(ζ)Kµ. (4.42)
La proposition 4.2.2 se prouve par récurrence sur la longueur de la permutation
ζ−1σ en appliquant les opérateurs pi sur la somme (4.42). Le cas initial est donné
par le lemme suivant.
Lemme 4.2.10.
Eζ,k =
∑
µ≥ζ
(−1)`(µ)−`(ζ)Kµ. (4.43)
Démonstration lemme 4.2.10. Le lemme 4.2.10 revient à dire que l’ensemble Eσ,k
est égal à l’intervalle [ζ, ω]. Par construction, on a Eζ,k ⊂ [ζ, ω]. Il reste à prouver
[ζ, ω] ⊂ Eζ,k.
Soit µ ∈ [ζ, ω], on prouve d’abord que µ ≥k ζ. Soit a ≤ k, la comparaison
des clés gauches de µ et ζ nous dit que le facteur gauche réordonné de µ est plus
grand valeur par valeur que le facteur gauche réordonné de ζ. Dans le cas de ζ,
ce facteur est antidominant et on a donc µ(a) ≥ ζ(a). De même pour b > k, on
a µ(b) ≤ ζ(b). La condition (i) du théorème 4.2.3 est donc vérifiée. Par ailleurs si
a < b et ζ(a) < ζ(b), alors a ≤ k < b et donc la condition (ii) est aussi vérifiée.
Il existe donc un chemin dans l’ordre de Bruhat entre ζ et µ formé de k-
transpositions. Il faut prouver que ce chemin est un sous mot de Wζ,k. Pour cela
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on utilise l’algorithme décrit dans [BS98, Algorithme 3.1.1]. En fonction de deux
permutations ζ ≤k µ, un processus retourne une k-transposition τ telle que ζ ≤k
µτ ≤k µ. La transposition τ est donc le dernier élément d’un chemin entre ζ et
µ. On applique ensuite récursivement le processus sur µτ . Le choix de τ est fait
comme suit :
– choisir a ≤ k avec ζ(a) minimal pour ζ(a) < µ(a),
– choisir b > k avec ζ(b) maximal pour µ(b) < µ(a) ≤ ζ(b),
alors τ = (a, b). Bergeron et Sottile prouvent que µ est bien un successeur de µτ
pour Bruhat. On a par construction ζ(a) < ζ(b). Or ζ(i) < ζ(a) pour tout i tel
que a < i ≤ k et ζ(i) > ζ(b) pour tout i tel que k < i ≤ b. De là, τ est une
transposition de Bruhat pour ζ et donc τ ∈ Wζ,k. Par ailleurs, comme on choisit à
chaque étape ζ(a) minimal et ζ(b) maximal, on aura τ ′ ≺ τ pour τ ′ choisie après
τ . Le chemin obtenu est donc bien un sous-mot de Wζ,k.
Prouver la proposition 4.2.2 revient maintenant à montrer
Eσ,k = Eζ,kpiζ−1σ. (4.44)
Il suffit pour cela de montrer une seule étape.
Proposition 4.2.11. Soit σ ∈ Sn et on suppose que l’hypothèse de récurrence
(4.44) est vérifiée. Soit si une transposition simple telle que i 6= k et σsi < σ,
alors
Eσ,kpii = Eσsi,k. (4.45)
Remarquons d’abord une première propriété.
Lemme 4.2.12. Eσsi,k ∩ Eσ,k = ∅, et plus précisément ∀ν ∈ Eσsi,k, ν ≯ σ.
Démonstration. Si i < k, soit pµ = #{µj ≥ σi, j ≤ i}, le nombre de valeurs
supérieures ou égales à σi dans le facteur de taille i d’une permutation. Le nombre
pµ est constant sur Eσsi,k et égal à pσsi = pσ−1. En effet, toute transposition (a, b)
avec a ≤ i < k < b telle que σsi(b) > σ(i) n’est pas une transposition de Bruhat
pour σsi. On en conclut que ν  σ pour ν ∈ Eσsi,k. Un raisonnement symétrique
peut être fait si i > k.
La proposition 4.2.11 est une conséquence des deux lemmes suivant.
Lemme 4.2.13. On a les implications suivantes :
1. Soit w = τi1 . . . τir un sous-mot valide de Wσ,k et tel que pour µ = σw, alors
µsi ≯ σ. Alors, w′ = (siτi1si)(siτi2si) . . . (siτirsi) est un sous-mot valide de
Wσsi,k.
2. Inversement, si w′ = t1 . . . tr est un sous-mot valide de Wσsi,k alors w =
(sit1si) . . . (sitrsi) est un sous-mot valide de Wσ,k
Lemme 4.2.14. Soit µ ∈ Eσ,k tel que µsi > σ, alors µsi ∈ Eσ,k.
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Démonstration du lemme 4.2.13. Cette démonstration utilise principalement des
arguments de comparaisons de clés dans l’ordre de Bruhat, en particulier la pro-
position 2.3.7. Pour faciliter l’écriture, nous notons σ(1, . . . , i) le facteur gauche
de taille i de σ et σ(1, . . . , i) ≤ µ(1, . . . , i) signifie que le facteur gauche réordonné
de σ est plus petit terme à terme que le facteur gauche réordonné de µ.
L’implication (2) est immédiate. Si t est une k-transposition de Bruhat pour
σsi, il est clair que sitsi est une k-transposition de Bruhat pour σ. Par ailleurs,
si t ≺ t′ dans Wσsi,k alors sitsi ≺ sit′si dans Wσ,k car t et sitsi agissent sur les
mêmes valeurs. Donc tout sous-mot valide t1 . . . tr de Wσsi,k donne un sous-mot
valide (sit1si) . . . (sitrsi) de Wσ,k.
À présent, soit w = τi1 . . . τir un sous-mot valide de Wσ,k tel que pour µ = σw,
alors µsi ≯ σ. Sans perte de généralité, on supposera que i < k. La preuve est
symétrique pour i > k.
On commence par prouver que pour toute permutation µ˜ de la chaîne donnée
par w entre σ et µ, alors µ˜si ≯ σ. On sait que µsi ≯ σ, ce qui signifie qu’il
existe au moins un facteur gauche de µsi qui n’est pas plus grand que le facteur
correspondant de σ. Par ailleurs, comme µ ≥ σ tous les facteurs gauches de µ sont
plus grands que les facteurs gauches correspondants de σ. Le seul facteur gauche
qui diffère entre µ et µsi est le facteur gauche de taille i. On a donc
µsi(1, . . . , i)  σ(1, . . . , i) et (4.46)
µsi(1, . . . , i) = {µ(1), . . . , µ(i− 1), µ(i+ 1)}. (4.47)
Par ailleurs comme µ˜ <k µ, on a µ˜(j) ≤ µ(j) pour tout j ≤ k et donc µ˜si(1, . . . , i) 
σ(1, . . . , i).
A partir de ce résultat, on prouve que pour toute transposition τ de w, on a
στ(i) > στ(i + 1). On sait que σ(i) > σ(i + 1) et i < k, le seul cas à considérer
est donc celui où τ = (i + 1, b). On veut prouver que σ(b) < σ(i). On suppose
qu’une telle transposition appartient à w et qu’elle relie une permutation ν à une
permutation ν ′. La permutation ν ′ est dans la chaîne donnée par w entre σ et µ,
par le résultat précédent, on a donc ν ′si ≯ σ et plus précisément {ν ′(1), . . . , ν ′(i−
1), ν ′(i + 1)}  {σ(1), . . . , σ(i)}. Comme ν ′ >k σ, on a que ν ′(j) ≥ σ(j) pour
j ≤ i− 1. Nécessairement, ν ′(i + 1) < σ(i) pour avoir ν ′sk ≯ σ. Cela nous donne
que ν(b) < σ(i) car ν(b) = ν ′(i+ 1).
Supposons à présent que σ(b) > σ(i). Cela signifie que la valeur en b a été
modifiée par w car on a vu que ν(b) < σ(i). Il existe donc une transposition
(c, b) ≺ τ dans w telle que σ(c) < σ(i) < σ(b). Pour que (c, b) soit une transposition
de Bruhat, il faut c > i. Cependant, on a (c, b) ≺ τ = (i + 1, b) et donc c < i + 1
(par le lemme 4.2.6). On arrive à une contradiction et donc σ(b) < σ(i).
De cette propriété, on déduit facilement que pour chaque transposition τ de
w, la transposition siτsi est une transposition de Bruhat pour σsi. Et donc,
(siτi1si) . . . (siτirsi) est un sous-mot de Wσsi,k. Par ailleurs, ce sous-mot est va-
lide car si ν et ν ′ = ντ sont deux permutations de la chaîne, alors ν ′(i+ 1) < ν(i)
ce qui fait que siτsi est une transposition de Bruhat pour νsi.
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Démonstration du lemme 4.2.14. On utilise la proposition 4.1.3 qui est vraie pour
Eσ,k par l’hypothèse de récurrence. On montre que si µ ∈ Eσ,k avec µsi > σ, il
n’existe pas de permutation σ′ ∈ Succs−kσ telle que σ′ ≤ µsi. Cela signifie que
µsi ∈ Eσ,k. La propriété est triviale pour µ > µsi, on se place donc dans le cas
inverse µ < µsi.
Supposons alors qu’il existe σ′ = στ un successeur de σ tel que τ = (a, b)
ne soit pas une k-transposition et tel que σ′ ≤ µsi. Comme précédemment, on
suppose i < k. Tout d’abord, on a nécessairement a ≤ i < b. En effet, on sait que
µsi ≥ σ′ et que µ  σ′, or le seul facteur gauche qui diffère entre µ et µsi est celui
de taille i. On en déduit que µ(1, . . . , i)  σ′(1, . . . , i). Or µ(1, . . . , i) ≥ σ(1, . . . , i)
donc σ(1, . . . , i) 6= σ′(1, . . . , i).
À présent, montrons
∀j < b, (σ(j) < σ(b)⇔ µ(j) < σ(b)). (4.48)
Comme on a µ(j) ≥ σ(j) pour j ≤ k, l’implication de droite à gauche est claire.
Supposons à présent qu’il existe c < b avec σ(c) < σ(b) et µ(c) ≥ σ(b). Cela signifie
qu’on a appliqué une transposition (c, d) avec c < b < d et σ(c) < σ(b) < σ(d) ce
qui n’est pas possible.
Par ailleurs, on prouve aussi
∀j ≤ a, (µ(j) < σ(b)⇔ µsi(j) < σ(b)). (4.49)
Pour a < i, on a µ(1, . . . , j) = µsi(1, . . . j) et donc (4.49) est vraie. Il reste à
considérer a = i, dans ce cas σ(i) = σ(a) < σ(b) et donc µ(i) < σ(b) par (4.48).
De même, comme σ(i + 1) < σ(i) < σ(b) on a aussi µsi(i) = µ(i + 1) < σ(b) par
(4.48). En effet, comme a = i et (a, b) 6= si alors i+ 1 < b.
À présent par (4.48) et (4.49), on a
#{j ≤ a ; µsi(j) < σ(b)} = #{j ≤ a ; σ(j) < σ(b)} (4.50)
= #{j ≤ a ; σ′(j) < σ(b)}+ 1, (4.51)
ce qui contredit le fait µsi ≥ σ′.
Démonstration de la proposition 4.2.11. Une conséquence du lemme 4.2.13 est que
Eσsi,k =
 ∑
µ∈Eσ,k
µsi≯σ
(−1)`(µ)−`(σ)Kµ
 pii. (4.52)
En effet, pour tous les éléments Kµ de la somme ci-dessus, on a Kµpii = Kµsi
car µsi ≯ σ implique µsi < µ. L’implication (1) du lemme 4.2.13 nous dit que
les Kµsi sont bien dans la somme Eσsi,k et l’implication (2) nous dit qu’elle ne
contient pas d’autres éléments. À présent,
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Eσ,kpii = Eσsi,k +
∑
µ∈Eσ,k
µsi>σ
(−1)`(µ)−`(σ)Kµpii. (4.53)
Par le lemme 4.2.14, la seconde partie de la somme est égale à 0. En effet,
chaque élément Kµ est couplé à un élément Kµsi qui apparaît lui aussi dans la
somme avec un signe opposé. Pour chaque couple, on a alors (Kµ −Kµsi)pii = 0
par définition de l’opérateur pii.
Pour illustrer cette preuve, on peut dessiner l’exemple suivant (figure 4.2).
Chaque élément de Eσ,k (sur la gauche) est couplé par si soit avec un élément de
Eσsi,k (sur la droite), soit avec un autre élément de Eσ,k.
+K1362|45
−K1462|35 −K1364|25
+K1463|25
+K1362|54
−K1462|53 −K1562|34 −K1364|52 −K1365|24
+K1562|43 +K1463|52 +K1465|23 +K1563|24 +K1365|42
−K1563|42 −K1564|23 −K1465|32
+K1564|32
Figure 4.2 – Illustration du calcul E1362|54pi4 = E1362|45
+K1362|45
−K1462|35 −K1364|25
+K1463|25
+K1362|54
−K1462|53 −K1562|34 −K1364|52 −K1365|24
+K1562|43 +K1463|52 +K1465|23 +K1563|24 +K1365|42
−K1563|42 −K1564|23 −K1465|32
+K1564|32
× ×
× × × ×
× ×
×
Figure 4.3 – Branches "coupées" dans E1362|54pi4 = E1362|45
Par ailleurs Eσsi,k est en fait un sous-arbre de Eσ,k après conjugaison des trans-
positions. Les transpositions deWσ,k = (τ1, . . . τm) forment les branches de l’arbre.
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Le lemme 4.2.13 nous dit que Wσsi,k est un sous-mot conjugué de Wσ,k : seules les
transpositions τ telles que siτsi soit toujours une transposition de Bruhat pour
σsi sont conservées. Cela revient à "couper" les branches de Eσ,k qui correspondent
à des transpositions non conservées (cf. figure 4.3).
4.3 Structure d’intervalle
Nous savons par le corollaire 4.1.4 que l’ensemble Eσ,k est clos par intervalle.
Pour prouver le théorème 4.0.4, il faut prouver que Eσ,k possède un unique élément
maximal. La suite de transpositions Wσ,k est toujours un chemin valide à partir
de σ dans l’ordre de Bruhat. Et donc, l’élément maximal de Eσ,k ne peut être
que la permutation σWσ,k, c’est-à-dire la permutation où l’on a appliqué toutes
les transpositions. C’est la seule permutation de longueur maximale `(σ) + |Wσ,k|.
La démonstration du théorème 4.0.4 sera donc achevée par la preuve du lemme
suivant.
Lemme 4.3.1.
∀µ ∈ Eσ,k, µ ≤ η(σ, k) (4.54)
où η(σ, k) = σWσ,k.
Nous prouvons ce lemme paragraphe 4.3.2. Nous avons d’abord besoin d’étu-
dier plus précisément la structure de l’ensemble Eσ,k.
4.3.1 Sous-mots compatibles
Définition 4.3.2. On dit qu’un sous-mot w de Wσ,k n’est pas compatible si :
1. w contient le sous-mot (a, c)(b, d) avec a < b < c < d,
2. (a, d) ∈ Wσ,k et (a, d) /∈ w.
Sinon, w est dit compatible.
Par exemple, pour W1372|654 = ((2, 7), (2, 6), (2, 5), (4, 7), (4, 6), (4, 5)), le mot
w = ((2, 6), (2, 5), (4, 7)) n’est pas compatible. En effet, il contient le sous-mot
(2, 6)(4, 7) mais pas la transposition (2, 7) ∈ Wσ,k. Notons que si Wσ,k contient
3 transpositions (a, d), (a, c) et (b, d) elles seront toujours dans l’ordre (a, d) ≺
(a, c) ≺ (b, d).
Nous donnons à présent la proposition clé dans la preuve du théorème 4.0.4.
Elle permet d’énumérer les permutations de Eσ,k directement à partir deWσ,k sans
tester la compatibilité avec l’ordre de Bruhat.
Proposition 4.3.3. Si w est un sous-mot de Wσ,k alors w est un sous-mot va-
lide (c’est-à-dire σw ∈ Eσ,k) si et seulement si w est compatible au sens de la
définition 4.3.2.
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La démonstration de cette proposition utilise des propriétés déjà démontrées de
Eσ,k. Nous nous servons en particulier de la caractérisation de l’ordre de k-Bruhat
donnée dans le théorème 4.2.3 ainsi que du lemme 4.2.8 sur la conservation de
l’ordre des valeurs dans Eσ,k.
Démonstration. Prouvons d’abord que si w = τi1 . . . τir est sous-mot non valide de
Wσ,k alors w est aussi non compatible. Soit w1 le facteur gauche de w de longueur
maximale tel que w1 soit un sous-mot valide. Alors w = w1τw′1 avec τ = (b, d) ∈
Wσ,k une transposition qui n’est pas de Bruhat pour σw1. Le lemme 4.2.8 nous
donne que σw1(b) < σw1(d). Alors, il existe c tel que b < c < d et
σw1(b) < σw1(c) < σw1(d)
≥ ≤
σ(b) σ(d)
(4.55)
Tout d’abord, utilisons la caractérisation de l’ordre de k-Bruhat du théo-
rème 4.2.3 pour prouver que c > k. On sait que τ est une transposition de Bruhat
pour σ. Cela signifie que σ(c) < σ(b) ou bien σ(c) > σ(d). Dans le premier cas, on
lis sur (4.55) que σ(c) < σw1(c) ce qui par k-Bruhat nous donne c ≤ k. Dans ce cas,
comme σ(c) < σ(b), toute transposition (c, ∗) est supérieure à τ = (b, d) et donc
σw1(c) = σ(c) ce qui n’est pas possible. On a donc σ(c) > σ(d) ≥ σw1(d) > σw1(c)
ce qui implique c > k.
Soit (a, c) la dernière transposition à agir sur la position c. On sait que (a, c)
existe car σ(c) 6= σw1(c). On a w1 = w2(a, c)w′2. Par ailleurs comme σ(c) > σ(d)
et (a, c) ≺ (b, d) alors a 6= b et on a
σw2(d) > σw2(a) > σw2(b)
≤ ≥ =
σ(d) σ(a) σ(b)
(4.56)
Les relations verticales viennent de l’ordre de k-Bruhat entre σ et σw2. Les
relations horizontales découlent de (4.55). De là, nous affirmons que
σ(c) > σ(d) > σ(a) > σ(b) et (4.57)
a < b < c < d. (4.58)
On a déjà prouvé σ(c) > σ(d) et on peut lire dans (4.56) que σ(d) > σ(a).
Par ailleurs, (a, c) ≺ (b, d) nous donne σ(a) > σ(b) et donc (4.57) est vraie. Pour
prouver (4.58) il suffit de montrer a < b. Comme (b, d) est une transposition de
Bruhat pour σ alors à cause de (4.57) on ne peut pas avoir b < a < d.
Par (4.57) et (4.58), on a que (a, c)(b, d) est un sous-mot de w répondant à la
condition 1 de la définition 4.3.2. À présent, (a, d) est aussi une transposition de
Bruhat pour σ. En effet, s’il existe a < x < d tel que σ(a) < σ(x) < σ(d) alors soit
x < c et (a, c) n’est pas une transposition de Bruhat, soit x > c > b et (b, d) n’est
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pas une transposition de Bruhat. Donc (a, d) ∈ Wσ,k et comme σw2(d) > σ(a)
alors (a, d) /∈ w et la condition 2 de la définition 4.3.2 est aussi satisfaite. On a
bien que w n’est pas un sous-mot compatible.
À présent, soit w un sous-mot non compatible de Wσ,k, on prouve que w n’est
pas un sous-mot valide. Par définition, w contient au moins un sous-mot (a, c)(b, d)
satisfaisant les conditions (1) et (2) de la définition 4.3.2. On choisit celui dont la
transposition (a, c) est minimale. On a w = w1(b, d)w′1, prouvons que si w1 est un
sous-mot valide alors (b, d) n’est pas une transposition de Bruhat pour σw1. On a
(a, c) ∈ w1, c’est-à-dire w1 = w2(a, c)w′2 et l’on montre
σ(b) < σ(a) < σ(d)
= ≤ ≥
σw2(b) < σw2(a) < σw2(d).
(4.59)
La relation σ(b) < σ(a) < σ(d) est immédiate car par définition a < b < d et
(a, d) ≺ (b, d). Les relations σ(a) ≤ σw2(a) et σ(d) ≥ σw2(d) sont données par
k-Bruhat. Par ailleurs, toute transposition agissant sur b est supérieure à (a, c)
donc la valeur en position b n’a pas été modifiée. Il reste à prouver σw2(a) <
σw2(d). Toute transposition τ ∈ w2 est telle que τ ≺ (a, d). En effet, si (a, x) ∈ w
avec (a, d) ≺ (a, x) ≺ (a, c) on a par le lemme 4.2.6 que c < x < d et donc
(a, x)(b, d) satisfait les conditions (1) et (2) de la définition 4.3.2. On a choisi
(a, c) minimale donc une telle transposition (a, x) n’existe pas. On peut alors
appliquer le lemme 4.2.8 et on a σw2(a) < σw2(d). Si on pose σ′ = σw2(a, c) on a
maintenant
b < c < d and σ′(b) < σ′(c) < σ′(d). (4.60)
Par le lemme 4.2.8, comme w′2 est un chemin valide dont les transpositions
sont inférieures à (b, d), cette relation est préservée. La transposition (b, d) n’est
dont pas une transposition de Bruhat pour la permutation σw1.
4.3.2 Preuve du résultat
La proposition 4.3.3 nous donne une caractérisation des listes de transpositions
apparaissant dans Eσ,k, c’est l’outil essentiel pour démontrer le lemme 4.3.1.
Démonstration du lemme 4.3.1. Soit µ ∈ Eσ,k tel que µ 6= η(σ, k). On prouve
qu’il existe µ˜ ∈ Eσ,k tel que µ˜ soit un successeur direct de µ pour l’ordre de
Bruhat. C’est suffisant pour prouver le lemme 4.3.1 car si µ˜ 6= η(σ, µ), on peut à
nouveau appliquer l’algorithme pour obtenir un successeur de µ˜. A chaque étape,
la longueur de la permutation augmente de 1 et donc le processus se termine au
bout de `(η)− `(µ) itérations.
Soit µ = σw avec w un sous-mot valide de Wσ,k et µ 6= η. On définit alors la
transposition τ comme étant la première transposition deWσ,k à ne pas apparaître
dans w. C’est-à-dire qu’on a τ ∈ Wσ,k, τ /∈ w et τ minimale. Cette transposition
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existe toujours car µ 6= η ce qui signifie que w 6= Wσ,k. Le chemin w s’écrit alors
w = uv avec u un facteur gauche de Wσ,k et tel que τ est supérieure à toutes
les transpositions de u et inférieure à toutes celles de v. On pose alors w˜ = uτv.
Notons que uτ est alors aussi un facteur gauche de Wσ,k et que w˜ est un sous-mot
de Wσ,k.
Prouvons à présent que w˜ est un sous-mot valide de Wσ,k. On utilise pour cela
la proposition 4.3.3. Supposons que w˜ soit un sous-mot non compatible. On a alors
que Wσ,k contient (a, d) ≺ (a, c) ≺ (b, d) avec (a, d) /∈ w˜ et (a, c)(b, d) un sous-mot
de w˜. Ces conditions sont aussi vérifiées pour w. En effet, comme (a, d) /∈ w˜ alors
nécessairement (a, d) /∈ w. Par ailleurs, comme uτ est un facteur gauche de Wσ,k
et (a, d) /∈ uτ , on a τ ≺ (a, d) ≺ (a, c) ≺ (b, d). Le sous-mot (a, c)(b, d) se retrouve
donc aussi dans w. De là, on déduit que w˜ est compatible, c’est-à-dire valide et
on pose µ˜ = σw˜ ∈ Eσ,k.
Par ailleurs, `(µ˜) = `(σ) + |w˜| = `(σ) + |w| + 1 = `(µ) + 1 et µ˜ = σuτv =
σuvv−1τv = µv−1τv = µθ où θ est le conjugué d’une transposition, c’est-à-dire
une transposition. De là, µ˜ est un successeur direct de µ.
Ci-dessous, un exemple du processus µ → µ˜ décrit dans la preuve appliqué à
µ = 1365|42 ∈ E1362|54 représenté en figure 4.1.
µ = µ0 = (1362|54)(46)(45) = 1365|42 (4.61)
µ1 := µ˜0 = (1362|54)(26)(46)(45) = 1465|32 (4.62)
µ2 := µ˜1 = (1362|54)(26)(25)(46)(45) = 1564|32 = η (4.63)
Remarque 4.3.4. SiWσ,k contient le sous-mot (a, d)(a, c)(b, d) alors on peut trouver
des sous-mots non compatibles. On dit alors queWσ,k contient un motif de conflit.
En particulier, comme on a σ(b) < σ(a) < σ(d) < σ(c), cela implique que σ
contient le motif de permutation 21|43. Cependant, l’implication inverse n’est pas
vraie. Par exemple, la permutation 213|54 contient le motif 21|43 mais comme
(1, 5), (1, 4) et (2, 5) ne sont pas des transpositions de Bruhat, Wσ,k ne contient
pas le motif de conflit.
Remarque 4.3.5. La proposition 4.3.3 nous donne aussi une information sur la
taille de l’intervalle. Si Wσ,k est de taille m et ne contient pas de motifs de conflit,
alors |Eσ,k| = 2m. Par ailleurs, le nombre de sous-mots non compatibles liés à un
trio donné (a, d) ≺ (a, c) ≺ (b, d) est 2m−3. De là, si Wσ,k ne contient qu’un seul
motif de conflit, on a |Eσ| = 2m − 2m−3. Par exemple, |E1362|54| = 24 − 21 = 14.
De façon plus générale, on peut appliquer un algorithme d’inclusion-exclusion. Si
le nombre de motifs de conflits est élevé, l’algorithme d’inclusion-exclusion peut
prendre beaucoup plus de temps que le calcul direct de Eσ,k. Par exemple, la
permutation 4321|8765 contient 36 motifs de conflits ce qui suppose de calculer
des milliards d’intersections de ces motifs quand la taille de E4321|8765 n’est que de
6092. Mais dans les cas de permutations de grande taille avec peu de motifs de
conflit, l’algorithme est efficace.
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4.4 Quelques généralisations
4.4.1 Variation du paramètre k
Il est intéressant d’étudier la variation de la permutation η(σ, k) lorsque le pa-
ramètre k varie de 1 à n. A partir de la proposition 4.2.2, on obtient un algorithme
qui retourne η(σ, k) à partir de η(σ, k − 1) et σ.
Proposition 4.4.1. Soit σ ∈ Sn et 1 ≤ k ≤ n. Par convention, on pose η(σ, 0) =
η(σ, n) = σ. Soient a1 < a2 < · · · < am < k les positions telles que (ai, k) soit une
transposition de Bruhat pour σ. Soient k < b1 < b2 < · · · < bm′ les positions telles
que (k, bi) soit une transposition de Bruhat pour σ. Alors η(σ, k) = η(σ, k − 1)ρ
où ρ est le cycle (a1, . . . , am, k, b1, . . . , bm′).
Démonstration. Dans cette preuve, la liste Wσ,k est toujours donnée à commu-
tation près. C’est-à-dire que que nous n’utilisons plus systématiquement l’ordre
≺ mais des extensions linéaires de l’ordre C défini au paragraphe 4.2.2. En effet,
nous avons besoin d’ordonner les transpositions (a, b) prioritairement selon a ou b
selon la circonstance.
Regardons d’abord les cas extrêmes où k = 1 ou k = n. Si k = 1, alors
Wσ,1 = ((1, bm′), (1, bm′−1), . . . , (1, b1)) par définition. Le produit des transpositions
est égal au cycle ρ = (1, b1, . . . , bm′). On a bien η(σ, 1) = σWσ,1 = η(σ, 0)ρ. Si
k = n, alors Wσ,n−1 = ((a1, n), (a2, n), . . . , (am, n)) et W−1σ,n−1 est égal au cycle
ρ = (a1, . . . , am, n). On a bien η(σ, n) = σ = σWσ,n−1W−1σ,n−1 = η(σ, n− 1)ρ.
À présent, dans le cas où 1 < k < n, alors Wσ,k−1 et Wσ,k comporte un
facteur commun de transpositions qu’on note w. Ce sont les transpositions qui
n’agissent pas sur k. On peut alors écrire Wσ,k−1 = w(a1, k) . . . (am, k) et Wσ,k =
w(k, bm′) . . . (k, b1). Ce qui donne, Wσ,k = Wσ,k−1(am, k)(am−1, k) . . . (a1, k)(k, bm′)
(k, bm′−1) . . . (k, b1) = Wσ,k−1ρ.
Nous donnons un exemple de cet algorithme appliqué à la permutation σ =
1362547 figure 4.4. A chaque étape, k → k+1 on obtient un cycle qui envoie η(σ, k)
vers η(σ, k + 1). En faisant varier k de 0 à n, on associe donc à la permutation σ
une décomposition de l’identité en un produit de n cycles. Nous n’avons pas trouvé
d’autres exemples où cette décomposition apparaît mais il nous a paru intéressant
de la signaler. On trouvera en figure 4.5 la décomposition de l’unité en produit de
cycles associées aux permutations de taille 3 et 4.
La décomposition associée à une permutation σ, notée c(σ), dépend de ses
transpositions de Bruhat, c’est-à-dire de ses successeurs. Chaque transposition
(a, b) est utilisée deux fois : quand k = a et quand k = b. Si c(σ) = (c1, . . . , cn) où
c1, . . . , cn sont des cycles, on a |c1|+ · · ·+ |cn| = 2× | Succs(σ)|+ k où | Succs(σ)|
est le nombre de successeurs de σ. Par ailleurs, les cycles vérifient une certaine
symétrie : si i apparaît dans le cycle cj alors j apparaît dans le cycle ci. Et par
construction, on a toujours i ∈ ci. Enfin, si (i, j) est une transposition de Bruhat
pour σ alors (σi, σj) l’est pour σ−1. De là si pour σ on a ci = (a1, . . . , am) alors
pour σ−1 le cycle cσi sera composé des valeurs σ(a1), . . . , σ(am) réordonnées.
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k Permutation cycle vers k + 1
0 1362547 (1, 2, 4)
1 3261547 (1, 2, 3, 5, 6)
2 2651437 (2, 3, 7)
3 2571436 (1, 4, 5, 6)
4 1574326 (2, 4, 5, 7)
5 1473625 (2, 4, 6, 7)
6 1372654 (3, 5, 6, 7)
7 1362547
Figure 4.4 – Exemple de l’algorithme de variation de k pour 1362547, en appli-
quant le cycle sur la droite de la permutation ligne k, on obtient celle de la ligne
k + 1.
123 (1, 2)(1, 2, 3)(2, 3)
132 (1, 2, 3)(1, 2)(1, 3)
213 (1, 3)(2, 3)(1, 2, 3)
231 (1, 2)(1, 2)(3)
312 (1)(2, 3)(2, 3)
321 (1)(2)(3)
1234 (1, 2)(1, 2, 3)(2, 3, 4)(3, 4)
1243 (1, 2)(1, 2, 3, 4)(2, 3)(2, 4)
1324 (1, 2, 3)(1, 2, 4)(1, 3, 4)(2, 3, 4)
1342 (1, 2, 4)(1, 2, 3)(2, 3)(1, 4)
1423 (1, 2, 3)(1, 2)(1, 3, 4)(3, 4)
1432 (1, 2, 3, 4)(1, 2)(1, 3)(1, 4)
2134 (1, 3)(2, 3)(1, 2, 3, 4)(3, 4)
2143 (1, 3, 4)(2, 3, 4)(1, 2, 3)(1, 2, 4)
2314 (1, 2)(1, 2, 4)(3, 4)(2, 3, 4)
2341 (1, 2)(1, 2, 3)(2, 3)(4)
2413 (1, 2, 4)(1, 2)(3, 4)(1, 3, 4)
2431 (1, 2, 3)(1, 2)(1, 3)(4)
3124 (1, 4)(2, 3)(2, 3, 4)(1, 3, 4)
3142 (1, 3)(2, 3, 4)(1, 2, 3)(2, 4)
3214 (1, 4)(2, 4)(3, 4)(1, 2, 3, 4)
3241 (1, 3)(2, 3)(1, 2, 3)(4)
3412 (1, 2)(1, 2)(3, 4)(3, 4)
3421 (1, 2)(1, 2)(3)(4)
4123 (1)(2, 3)(2, 3, 4)(3, 4)
4132 (1)(2, 3, 4)(2, 3)(2, 4)
4213 (1)(2, 4)(3, 4)(2, 3, 4)
4231 (1)(2, 3)(2, 3)(4)
4312 (1)(2)(3, 4)(3, 4)
4321 (1)(2)(3)(4)
Figure 4.5 – Décomposition de l’identité en produits de cycles pour les permu-
tations de tailles 3 et 4
4.4.2 Autres sous-groupes paraboliques
Un sous-groupe parabolique d’un groupe de Coxeter G est un sous-groupe de
G engendré par un ensemble restreint des générateurs de G. Lorsque l’on cal-
cule Eζ,kpiζ−1σ, on applique des opérateurs pii tels que i 6= k. Le produit piζ−1σ
est un élément du sous-groupe parabolique de l’algèbre de 0-Hecke engendré par
{pi1, . . . , pik−1, pik+1, . . . , pin}. On peut généraliser ce calcul aux sous-groupes para-
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boliques où il manque plus d’un seul générateur.
Définition 4.4.2. Soit σ ∈ Sn et 1 ≤ k1 < k2 < · · · < km < n. Par convention,
on posera k0 = 0. On définit le bloc βi(σ) pour 0 < i ≤ m comme étant le mot
[σ(ki−1 + 1), σ(ki−1 + 2), . . . , σ(n)] et Wi est la liste de transpositions
((ki−1 + 1, n), (ki−1 + 1, n− 1), . . . , (ki−1 + 1, ki + 1),
(ki−1 + 2, n), (ki−1 + 2, n− 1), . . . , (ki−1 + 2, ki + 1),
. . . ,
(ki, n), (ki, n− 1), . . . , (ki, ki + 1)). (4.64)
La liste W(k1,...,km) est la concaténation des listes Wi pour m ≥ i ≥ 1, c’est-à-
dire W(k1,...,km) := (Wm, . . . ,W1).
Par exemple, si σ = 43283657 et k1 = 2, k2 = 3, k3 = 6 (ce qu’on no-
tera σ = 43|2|836|57), alors β1 = 43|283657, β2 = 2|83657, β3 = 836|57 et W3 =
((4, 8), (4, 7), (5, 8), (5, 7), (6, 8), (6, 7)),W2 = ((3, 8), (3, 7), (3, 6), (3, 5), (3, 4)),W1 =
((1, 8), (1, 7), (1, 6), (1, 5), (1, 4), (1, 3), (2, 8), (2, 7), (2, 6), (2, 5), (2, 4), (2, 3)).
Proposition 4.4.3. Soit σ ∈ Sn et 1 ≤ k1 < k2 < · · · < km < n. Soit ζ =
ζ(σ, k1, . . . , km) l’élément maximal du coset σ(Sk1×Sk2−k1×Sk3−k2×· · ·×Sn−km).
Alors
Kωpˆiωζpiζ−1σ = Eσ,(k1,...,km) (4.65)
où
Eσ,(k1,...,km) =
∑
w
(−1)|w|Kσw (4.66)
sommé sur les sous-mots w de la liste W(k1,...,km) qui correspondent à des chemins
dans l’ordre de Bruhat à partir de σ.
Par ailleurs, la somme n’a pas d’annulations, les coefficients sont ±1 et l’en-
semble de sommation est clos par intervalle.
Remarquons que dans le cas général, la liste W(k1,...,km) ne dépend pas de la
permutation σ. Quand m = 1, la liste Wk correspond à la liste de k-transposition
donnée dans le théorème 4.0.3 de Lenart et Postnikov à commutations près (on
utilise une autre extension linéaire de C). On a vu dans le lemme 4.2.9 que cette
liste pouvait être réduite à Wσ,k. C’est grâce à cette réduction que l’on obtient
les caractéristiques très particulières de Eσ,k qui nous ont permis de prouver le
théorème 4.0.4. Dans le cas général, une telle réduction n’est pas possible. L’en-
semble de sommation, bien que clos par intervalle, ne comporte pas un unique
élément maximal. Par exemple, pour σ = 25|14|63, l’ensemble E25|14|63 comporte
deux éléments de longueur maximale : 362541 = 251463(3, 6)(4, 5)(1, 3)(2, 4) et
461532 = 251463(4, 5)(1, 6)(1, 5)(2, 4).
§ 4.4 — Quelques généralisations 85
+K12|463|5
−K12|563|4 −K12|465|3 −K13|4625−K14|2635
+K12|564|3 +K13|5624+K15|2634 +K13|4652+K14|2653 +K14|3625
−K13|5642−K14|5623−K15|2643 −K15|3624 −K14|3652
+K14|5632 +K15|3642 +K15|4623
−K15|4632
Figure 4.6 – L’ensemble E12|463|5, le calcul en rouge correspond à l’application
des sous mots de W2 sur le bloc β2 = 463|5. Sur chaque élément, on applique
ensuite (en bleu) les sous-mots de W1.
Prouvons d’abord la deuxième partie de la proposition, c’est-à-dire que la
somme est sans annulation, avec des coefficients ±1 et sur un ensemble clos par
intervalle. On énonce pour cela une généralisation de la proposition 4.1.3.
Proposition 4.4.4. Soit Succs−(k1,...,km)σ l’ensemble des successeurs σ′ = στ de σ
tels que τ ne soit pas une ki-transpositions pour 1 ≤ i ≤ m. On a alors
Kωpˆiωζpiζ−1σ =
∑
(−1)`(ν)−`(σ)Kν (4.67)
sommé sur les permutations ν telle que ν ≥ σ et ∀σ′ ∈ Succs−(k1,...,km)σ , ν  σ′.
En particulier, l’ensemble de sommation est clos par intervalle.
Démonstration. De façon similaire au cas m = 1, on obtient que
Kωpˆiωζpiζ−1σ =
∑
ζ≥µ≥σ
Kˆµ. (4.68)
La preuve est similaire à celle de la proposition 4.1.1. Il suffit de remarquer que
[σ, ζ] est inclus dans le coset σ(Sk1 × Sk2−k1 × . . .Sn−km) et que le calcul peut
donc s’effectuer dans l’espace vectoriel engendré par (Kµ)µ∈Sk1 ⊗ (Kµ)µ∈Sk2−k1 ⊗
. . . (Kµ)µ∈Sn−km . Par un changement de base, on obtient alors le résultat voulu
avec un argument similaire à celui de la proposition 4.1.3. On utilise cette fois le
lemme généralisé 2.3.13 sur l’intersection d’un coset et d’un intervalle.
Démonstration de la proposition 4.4.3 . La preuve se fait par récurrence surm. Le
casm = 1 correspond à la proposition 4.2.2. À présent, soit ζ ′ l’élément maximal de
σ(Sk1×Sk2−k1×· · ·×Sn−km−1). Les coinversions de ζ ′ contiennent les coinversions
de ζ et donc ζ ′ ≥ ζ pour l’ordre faible droit. Cela signifie qu’une décomposition
réduite de ωζ ′ est un préfixe d’une décomposition réduite de ωζ et on a
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Kωpˆiωζpiζ−1σ = Kωpˆiωζ′ pˆiζ′−1ζpiζ−1σ. (4.69)
Tous les opérateurs pˆii dans pˆiζ′−1ζ sont tels que i > km−1. Par ailleurs, il n’y a
pas d’opérateur pikm−1 dans le produit piζ−1σ et donc les opérateurs pii avec i < km−1
commutent avec les opérateurs pii avec i > km−1 ainsi qu’avec les opérateurs pˆiζ′−1ζ .
On peut donc écrire
Kωpˆiωζpiζ−1σ = (Kωpˆiωζ′pi(<km−1)ζ−1σ )(pˆiζ′−1ζpi
(>km−1)
ζ−1σ ). (4.70)
Soit σ˜ la permutation donnée par [σ(1), σ(2), . . . , σ(km−1), ζ ′(km−1+1), ζ ′(km−1+
2), . . . , ζ ′(n)]. On a alors pi(<km−1)ζ−1σ = piζ′−1σ˜. Par ailleurs, le produit (pˆiζ′−1ζpi
(>km−1)
ζ−1σ )
agit seulement sur le bloc βm(σ). On peut ignorer le facteur gauche de taille km−1
de σ pour utiliser la proposition 4.2.2. On a alors
Kσ˜pˆiζ′−1ζpi
(>km−1)
ζ−1σ =
∑
u
(−1)|u|Kσu (4.71)
sommé sur les sous-mots u de Wm valides en partant de σ. Si l’on exprime ce
résultat en termes d’opérateurs, cela donne
pˆiζ′−1ζpi
(>km−1)
ζ−1σ =
∑
u
(−1)|u|piσ˜−1σu. (4.72)
C’est une somme sur les chemins entre σ˜ (qui sur le bloc βm correspond à la
permutation maximale) et les permutations σu. On a donc
Kωpˆiωζpiζ−1σ =
∑
u
(−1)|u|Kωpˆiωζ′piζ′−1σ˜piσ˜−1σu (4.73)
sommé sur les sous-mots valides de Wm. Comme piζ′−1σ˜ et piσ˜−1σu contiennent
seulement des opérateurs pii avec respectivement i < km−1 et i > km−1, leur
produit est toujours un produit réduit et donc
Kωpˆiωζpiζ−1σ =
∑
u
(−1)|u|Kωpˆiωζ′piζ′−1σu. (4.74)
ce qui donne (4.65) par récurrence.
Par exemple, voyons le calcul détaillé pour σ = 12|463|5 (k1 = 2, k2 = 5). On
a ζ = 21|643|5 et ζ ′ = 21|6543. Le résultat est illustré figure 4.6.
Kωpˆiωζpiζ−1σ = K654321pˆi4pˆi3pˆi2pˆi1pˆi5pˆi4pˆi3pˆi2pˆi4pˆi5 pi1pi3 (4.75)
= (K654321pˆi4pˆi3pˆi2pˆi1pˆi5pˆi4pˆi3pˆi2 pi1)(pˆi4pˆi5 pi3) (4.76)
= Kˆ216543pi1(pi4pi5pi3 − pi4pi3 − pi5pi3 + pi3) (4.77)
= E12|4635 − E12|4653 − E12|5634 + E12|5643 (4.78)
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Nous ne connaissons pas d’interprétations géométriques de ce calcul en termes
de produit de polynômes. Cependant, le résultat est intéressant en tant que tel
soit comme un développement dans l’algèbre 0-Hecke soit comme application de
ces opérateurs sur les polynômes clés ou les polynômes de Grothendieck.
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Chapitre5
Implantation des bases des polynômes en
Sage
Créé en 2005, le logiciel Sage [S+11] a pris une place importante au sein des
systèmes de calcul formel pour la recherche en mathématique et plus particulière-
ment en combinatoire. Il a pour but de proposer une alternative libre et gratuite
aux logiciels traditionnels tels que Maple ou Magma. Sous licence GPL, il s’ajoute
à la grande famille des logiciels libres développés dans la philosophie du système
d’exploitation Linux. Le développement libre n’est pas nouveau en mathématiques
et Sage se propose aussi de réunir au sein d’un même logiciel les outils des diffé-
rentes communautés. On y trouve entre autres des programmes tels que GAP et
Symmetrica. Son modèle de développement est décentralisé, basé sur la commu-
nauté. Chaque utilisateur peut devenir développeur et proposer des modifications,
corrections ou ajouts au logiciel. Ces propositions sont envoyées sous formes de
patchs et validées par d’autres développeurs avant d’être incorporées à une nou-
velle version du logiciel. Dans le domaine du calcul formel traditionnel, Sage a
atteint un niveau comparable aux logiciels classiques. Il a été ajouté récemment
à la liste des logiciels de calculs formels admis au concours de l’agrégation. On
pourra lire [CCD+13] pour se familiariser avec ses principales fonctionnalités.
Le modèle de développement de Sage trouve un intérêt particulier en combina-
toire algébrique. La recherche en combinatoire est souvent basée sur une explora-
tion préliminaire par le calcul informatique. Les outils nécessaires font appel à de
nombreuses branches des mathématiques : algèbre linéaire, théorie des groupes,
théorie des représentations... Le développement d’une base commune par les diffé-
rentes communautés est donc un atout majeur. Avant même l’arrivée de Sage, un
projet Mupad-Combinat avait été mis en place au sein du logiciel Mupad. Cepen-
dant, les possibilités de développement ont été limitées par les contraintes liées au
logiciel, en particulier car il était propriétaire. En 2008, la communauté combinat
décide de rejoindre Sage devenant alors Sage-combinat [SCc08]. Concrètement,
Sage-combinat est un ensemble de patchs qui visent à améliorer l’intégration de
la combinatoire dans Sage. Sage-combinat est aussi et surtout une communauté
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de chercheurs / développeurs qui créent, testent et intègrent ces patchs.
Il existait déjà dans Sage une implantation classique des polynômes multiva-
riés en tant qu’expressions formelles en plusieurs variables. Cette implantation ne
répond pas aux besoins de calculs sur des bases multiples telles que Schubert, Gro-
thendieck ou les polynômes clés. En effet, on veut pouvoir travailler formellement
sur les éléments de ces bases, leur appliquer des opérateurs, les convertir d’une
base à l’autre et les développer sur la base des monômes seulement si nécessaire.
Pour ce faire, nous considérons un polynôme dans une base quelconque comme
une somme formelle de vecteurs. L’interprétation de ce vecteur est donné par la
base : sur les monômes le vecteur est un exposant, sur les autres bases c’est ce
que nous avons décrit dans le paragraphe 3.3. Cela nous permet aussi de travailler
en un nombre quelconque de variables, les variables n’étant plus données cha-
cune comme des éléments formels mais seulement par la taille du vecteur. Cette
approche n’est pas nouvelle, on la trouve en particulier au sein du logiciel ACE
développé sous Maple [Vei96] ou en partie dans le logiciel Symmetrica. Cepen-
dant, il n’existait pas encore de version en Sage, et donc accessible à tous, d’une
telle implantation. Ce faisant, nous nous inscrivons ici au sein d’un projet plus
important de développement de la combinatoire dans Sage. Notre implantation a
fait l’objet de plusieurs présentation et d’une publication [Pon11].
Outre les aspects philosophiques qui nous ont fait choisir un logiciel libre plutôt
que propriétaire comme Maple, le choix de Sage est aussi d’ordre technique. Sage
est développé en python et utilise une architecture orientée objet. Toute notre
implantation est basée sur cette architecture, utilisant de façon avancée l’héritage
et la classification. En particulier, nous utilisons le modèle de développement en
Catégories / Parents / Éléments mis en place par Nicolas Thiéry [NT09]. Par
ailleurs, nous avons pu profiter des implantations déjà existantes en Sage comme
les groupes de Coxeter ou les modules libres.
Dans le paragraphe 5.1, nous commençons par présenter les fonctionnalités de
base du logiciel : création d’un polynôme, application d’un opérateur, changement
de base, etc. Le paragraphe 5.2 nous sert à expliquer l’architecture globale du pro-
jet et nos choix d’implantation. Enfin, paragraphe 5.3, nous donnons des exemples
d’applications avancées, et en particulier, les calculs du chapitre 4.
5.1 Fonctionnalités, exemples d’utilisation
5.1.1 Installation et distribution du logiciel
Le logiciel est disponible en tant que patch additionnel à Sage [Pon10] . On
peut le télécharger sur sa page dédiée : http://trac.sagemath.org/sage_trac/
ticket/6629 et l’installer. Les étapes sont les suivantes :
1. Installer Sage.
2. Télécharger le patch contenant le programme.
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3. Effectuer une copie de votre version de sage avec la commande
sage -clone polynomials.
4. Lancer sage puis sur la line de commande sage, taper
hg_sage.apply("nom_du_patch.patch").
5. Quitter sage (quit) puis lancer la commande
sage -br.
Le patch est en cours de révision. Il doit être approuvé par d’autres utilisa-
teurs / développeurs et sera ensuite intégré au logiciel Sage. Il n’y aura alors plus
d’installation spécifique et les fonctionnalités seront présentes sur l’installation par
défaut de Sage.
Il est aussi possible de bénéficier du patch en installant la suite complète des
patchs de sage-combinat par la commande sage - combinat install. Ces patchs
sont expérimentaux et n’ont pas encore fait l’objet d’un processus de validation.
5.1.2 Création d’un polynôme, application d’opérateurs
On crée d’abord l’objet de base représentant l’algèbre des polynômes.
sage: A = AbstractPolynomialRing(QQ)
sage: A
The abstract ring of multivariate polynomials on x over Rational
Field
On définit ensuite la base des monômes qui va nous servir à créer des éléments.
sage: m = A.monomial_basis(); m
The ring of multivariate polynomials on x over Rational Field on
the monomial basis
On peut alors créer un polynôme à partir de m.
sage: pol = m[1,1,2] + m[2,3]; pol
x[1, 1, 2] + x[2, 3, 0]
L’élément x[1,1,2] signifie x(1,1,2) = x11x12x23 comme on peut le voir en transfor-
mant le polynôme en expression symbolique.
sage: pol.to_expr()
x1^2*x2^3 + x1*x2*x3^2
Il n’est pas nécessaire de préciser à l’avance le nombre de variables : il sera cal-
culé en fonction de la taille du vecteur. L’objet polynôme connaît son nombre de
variable à travers son objet parent.
sage: pol.parent ()
The ring of multivariate polynomials on x over Rational Field with
3 variables on the monomial basis
sage: pol = pol.change_nb_variables (4)
sage: pol
x[1, 1, 2, 0] + x[2, 3, 0, 0]
sage: pol.parent ()
92 Chapitre 5 — Implantation des bases des polynômes en Sage
The ring of multivariate polynomials on x over Rational Field with
4 variables on the monomial basis
Un polynôme est toujours vu comme une somme formelle de vecteurs. Il ne peut
pas être factorisé. Si l’on multiplie deux polynômes, le résultat sera toujours donné
sous forme développée.
sage: pol * pol
x[2, 2, 4, 0] + 2*x[3, 4, 2, 0] + x[4, 6, 0, 0]
On peut à présent appliquer des opérateurs de différences divisées à un poly-
nôme. Par exemple, on trouve ci-dessous le calcul (3.12).
sage: pol = m[5,1]; pol
x[5, 1]
sage: pol.divided_difference (1)
x[1, 4] + x[2, 3] + x[3, 2] + x[4, 1]
sage: pol.isobaric_divided_difference (1)
x[1, 5] + x[2, 4] + x[3, 3] + x[4, 2] + x[5, 1]
sage: pol.hat_isobaric_divided_difference (1)
x[1, 5] + x[2, 4] + x[3, 3] + x[4, 2]
Même si le polynôme n’est défini que sur deux variables, on peut appliquer une
différence divisée qui fait intervenir la troisième variable.
sage: pol.isobaric_divided_difference (2)
x[5, 1, 0] + x[5, 0, 1]
Certaines méthodes permettent d’appliquer une série d’opérations.
sage: pol = m[1,4,2] + m[5,5,1]
sage: pol.apply_reduced_word ([1 ,2])
-x[1, 2, 2] + x[3, 1, 1]
sage: pol.apply_reduced_word ([1,2], method ="pi")
-x[2, 2, 3] - x[2, 3, 2] - x[3, 2, 2] + x[5, 1, 5] + x[5, 2, 4] +
x[5, 3, 3] + x[5, 4, 2] + x[5, 5, 1]
sage: pol.apply_reduced_word ([1,2], method =" hatpi")
-x[1, 2, 4] - x[1, 3, 3] - x[2, 2, 3]
Ici on a appliqué au polynôme les opérateurs respectifs ∂1∂2, pi1pi2 et pˆi1pˆi2. On
peut par exemple vérifier la relation de tresse.
sage: pol.apply_reduced_word ([1,2,1])
x[1, 1, 2] + x[1, 2, 1] + x[2, 1, 1]
sage: pol.apply_reduced_word ([2,1,2])
x[1, 1, 2] + x[1, 2, 1] + x[2, 1, 1]
Il est aussi possible de mélanger différents types d’opérateurs. Voici la commande
pour appliquer ∂2 puis pi1.
sage: pol.apply_composed_morphism ([("d",2) ,("pi",1)])
x[1, 5, 4] - x[2, 2, 2] + x[2, 4, 4] + x[2, 5, 3] + x[3, 3, 4] + x
[3, 4, 3] + x[3, 5, 2] + x[4, 2, 4] + x[4, 3, 3] + x[4, 4, 2]
+ x[4, 5, 1] + x[5, 1, 4] + x[5, 2, 3] + x[5, 3, 2] + x[5, 4,
1]
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Enfin, on peut appliquer des opérateurs de type B, C ou D que nous avons vus
paragraphe 3.1.3.
pol.divided_difference (1,"B")
x[-5, 5, 1] + x[-4, 5, 1] + x[-3, 5, 1] + x[-2, 5, 1] + x[-1, 4,
2] + x[-1, 5, 1] + x[1, 5, 1] + x[2, 5, 1] + x[3, 5, 1] + x[4,
5, 1] + x[0, 4, 2] + x[0, 5, 1]
sage: pol.divided_difference (1,"C")
x[-4, 5, 1] + x[-2, 5, 1] + x[2, 5, 1] + x[4, 5, 1] + x[0, 4, 2] +
x[0, 5, 1]
sage: pol.divided_difference (2,"D")
x[-4, -5, 1] + x[-3, -4, 1] + x[-3, -1, 2] + x[-2, -3, 1] + x[-2,
0, 2] + x[-1, -2, 1] + x[-1, 1, 2] + x[1, 3, 2] + x[1, 0, 1] +
x[2, 1, 1] + x[3, 2, 1] + x[4, 3, 1] + x[5, 4, 1] + x[0, -1,
1] + x[0, 2, 2]
Quelque soit le nombre de variables du polynôme, les opérateurs de types B, C
et D sont toujours respectivement ∂Bi , ∂Ci et ∂Di définis en (3.34), (3.34) e (3.34),
même quand i 6= n. On peut mélanger des opérateurs de types différents, par
exemple, ici ∂1piB1 piC1 .
sage: pol.apply_composed_morphism ([("d",1) ,("pi",1,"B") ,("pi",2,"C
")])
-x[-3, -1, 2] - x[-3, 1, 2] - x[-2, -2, 2] - x[-2, -1, 2] - x[-2,
1, 2] - x[-2, 2, 2] - x[-2, 0, 2] - x[-1, -3, 2] - x[-1, -2,
2] - 2*x[-1, -1, 2] - 2*x[-1, 1, 2] - x[-1, 2, 2] - x[-1, 3,
2] - x[-1, 0, 2] - x[1, -3, 2] - x[1, -2, 2] - 2*x[1, -1, 2] -
2*x[1, 1, 2] - x[1, 2, 2] - x[1, 3, 2] - x[1, 0, 2] - x[2,
-2, 2] - x[2, -1, 2] - x[2, 1, 2] - x[2, 2, 2] - x[2, 0, 2] -
x[3, -1, 2] - x[3, 1, 2] - x[0, -3, 2] - x[0, -2, 2] - 2*x[0,
-1, 2] - 2*x[0, 1, 2] - x[0, 2, 2] - x[0, 3, 2] - x[0, 0, 2]
Cependant, il est possible d’indexer les monômes directement par des éléments de
l’espace ambiant du système de racines d’un groupe de Coxeter. Dans ce cas, le
type du groupe est contenu dans l’objet polynôme et les opérateurs utilisés sont
ceux du groupe.
sage: mb = A.ambient_space_basis("B")
sage: mb
The ring of multivariate polynomials on x over Rational Field on
the Ambient space basis of type B
sage: polb = mb[1,4,2] + mb[5,5,1]
sage: polb.group_type()
’B’
sage: polb.divided_difference (1)
-x(1, 3, 2) - x(2, 2, 2) - x(3, 1, 2)
sage: polb.divided_difference (3)
x(1, 4, 0) + x(1, 4, -2) + x(1, 4, -1) + x(1, 4, 1) + x(5, 5, 0) +
x(5, 5, -1)
Ici, la première opération réalisée est la différence divisée classique ∂1 et la seconde
est ∂B3 . En effet comme on l’a vu paragraphe 3.1.3, en type B, seule la racine simple
rn est différente des racines de type A.
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Il est aussi possible de définir soi-même un opérateur agissant sur les exposants.
sage: def affine(self ,key): return self.divided_difference_on_
basis(key) - self.si_on_basis(key)
sage: m.add_operator ("a",affine)
sage: pol
x[1, 4, 2] + x[5, 5, 1]
sage: pol.apply_morphism(1,method ="a")
-x[1, 3, 2] - x[2, 2, 2] - x[3, 1, 2] - x[4, 1, 2] - x[5, 5, 1]
sage: pol.divided_difference (1) - pol.si(1)
-x[1, 3, 2] - x[2, 2, 2] - x[3, 1, 2] - x[4, 1, 2] - x[5, 5, 1]
Ici, on a défini la méthode affine comme la différence entre la différence divisée
et l’opérateur si qui échange deux variables. En l’ajoutant à la base m, on a créé
une famille d’opérateurs ai = ∂i − si. On peut par exemple vérifier que ce nouvel
opérateur vérifie les relations de tresses.
sage: pol.apply_reduced_word([1,2,1], method ="a") == pol.apply_
reduced_word([2,1,2], method ="a")
True
5.1.3 Schubert, Grothendieck, polynômes clés et autres
bases
On a déjà montré différentes bases dans les exemples précédents. Les monômes
peuvent être indexés soit par des vecteurs, soit par des éléments de l’espace am-
biant d’un système de racine.
sage: A = AbstractPolynomialRing(QQ)
sage: m = A.monomial_basis(); m
The ring of multivariate polynomials on x over Rational Field on
the monomial basis
sage: ma = A.ambient_space_basis("A"); ma
The ring of multivariate polynomials on x over Rational Field on
the Ambient space basis of type A
sage: mb = A.ambient_space_basis("B"); mb
The ring of multivariate polynomials on x over Rational Field on
the Ambient space basis of type B
sage: mc = A.ambient_space_basis("C"); mc
The ring of multivariate polynomials on x over Rational Field on
the Ambient space basis of type C
sage: md = A.ambient_space_basis("D"); md
The ring of multivariate polynomials on x over Rational Field on
the Ambient space basis of type D
sage: pol = m[2,2,3]; pol
x[2, 2, 3]
sage: mb(pol)
x(2, 2, 3)
Les autres bases sont définies à partir de l’algorithme qui développe un vecteur
en somme de monômes. Voici par exemple les polynômes de Schubert.
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sage: Schub = A.schubert_basis_on_vectors ()
sage: Schub
The ring of multivariate polynomials on x over Rational Field on
the Schubert basis of type A (indexed by vectors)
sage: pol = Schub [2,1,2] + Schub [1,3,2]
sage: pol
Y(1, 3, 2) + Y(2, 1, 2)
sage: pol.expand ()
x(1, 3, 2) + x(2, 1, 2) + x(2, 2, 1) + x(2, 2, 2) + x(2, 3, 1) + x
(3, 1, 1) + x(3, 1, 2) + x(3, 2, 1)
La méthode expand utilise l’algorithme que nous avons vu au paragraphe 3.3.1. À
partir du développement d’un polynôme de Schubert, des méthodes préexistantes
en Sage permettent d’obtenir le morphisme inverse d’une somme de monômes vers
un polynôme de Schubert.
sage: Schub(m[2,4,1] + m[5,5,2])
Y(2, 4, 1) - Y(3, 3, 1) - Y(4, 2, 1) + Y(5, 5, 2)
sage: pol^2
Y(2, 6, 4) + 2*Y(3, 4, 4) + 2*Y(3, 5, 3) + Y(3, 5, 4) + Y(3, 6, 3)
+ Y(4, 2, 4) + Y(4, 3, 3) + 2*Y(4, 4, 3) + Y(4, 4, 4) + 2*Y
(4, 5, 2) + Y(4, 5, 3) + Y(5, 2, 3) + 2*Y(5, 2, 4) + 2*Y(5, 3,
3) + Y(5, 5, 2) + Y(6, 2, 2) + 2*Y(6, 2, 3)
Pour effectuer la multiplication, le programme développe les deux polynômes dans
la base des monômes et transforme ensuite le résultat en polynôme de Schubert.
On peut aussi appliquer les opérateurs de différences divisées directement aux
polynômes de Schubert.
sage: pol
Y(1, 3, 2) + Y(2, 1, 2)
sage: pol.divided_difference (1)
Y(1, 1, 2)
sage: pol.isobaric_divided_difference (1)
Y(1, 2, 2) + Y(1, 3, 1) + Y(1, 3, 2)
sage: pol.hat_isobaric_divided_difference (1)
Y(1, 2, 2) + Y(1, 3, 1) - Y(2, 1, 2)
Par défaut, le programme applique l’opérateur sur le polynôme développé avant de
l’exprimer dans la base des Schubert. Cependant, si une méthode a été implantée
directement pour les polynômes de Schubert, c’est elle qui sera utilisée. Ici, c’est
le cas de la différence divisée ∂i.
Pour les polynômes de Grothendieck simples, on a implanté deux bases : celle
où les variables yi sont spécialisées à 1 et où les exposants des x sont négatifs
et celle où un changement de variable a été appliqué pour obtenir des exposants
positifs (cf. paragraphe 3.3.2).
sage: Grothp = A.grothendieck_positive_basis_on_vectors (); Grothp
The ring of multivariate polynomials on x over Rational Field on
the Grothendieck basis of type A, with positive exposants (
indexed by vectors)
sage: Grothn = A.grothendieck_negative_basis_on_vectors (); Grothn
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The ring of multivariate polynomials on x over Rational Field on
the Grothendieck basis of type A with negative exposants (
indexed by vectors)
sage: pol1 = Grothp [1,3,2] + Grothp [2,1,2]; pol1
G(1, 3, 2) + G(2, 1, 2)
sage: pol2 = Grothn [1,3,2] + Grothn [2,1,2]; pol2
G(1, 3, 2) + G(2, 1, 2)
sage: pol1. expand ()
x(1, 3, 2) + x(2, 1, 2) + x(2, 2, 1) + x(2, 3, 1) - 2*x(2, 3, 2) +
x(3, 1, 1) - x(3, 2, 2) - x(3, 3, 1) + x(3, 3, 2)
sage: pol2. expand ()
2*x(0, 0, 0) + x(-3, -3, -2) - x(-3, -3, -1) + x(-3, -2, 0) - 2*x
(-3, -2, -2) + x(-3, -2, -1) - x(-3, -1, 0) + x(-3, -1, -2) +
x(-2, 0, 0) + x(-2, -3, 0) - x(-2, -3, -2) - 5*x(-2, -2, 0) +
5*x(-2, -2, -1) + 3*x(-2, -1, 0) + 2*x(-2, -1, -2) - 5*x(-2,
-1, -1) - x(-2, 0, -2) - 3*x(-1, 0, 0) - x(-1, -3, 0) + x(-1,
-3, -1) + 4*x(-1, -2, 0) + 3*x(-1, -2, -2) - 7*x(-1, -2, -1) -
4*x(-1, -1, -2) + 4*x(-1, -1, -1) + x(-1, 0, -2) + 2*x(-1, 0,
-1) - x(0, -2, -2) + x(0, -2, -1) - 2*x(0, -1, 0) + x(0, -1,
-2) + x(0, -1, -1) - 2*x(0, 0, -1)
sage: polexp = pol1. expand ()
sage: polexp.subs_var ([(i, 1 - A.var(i)^(-1)) for i in xrange (1,4)
]) == pol2
True
Le changement de base de la base des monômes vers les polynômes de Grothen-
dieck n’est définie que pour la base en exposants positifs.
sage: Grothp(m[2,4,1] + m[5,5,2])
G(2, 4, 1) - G(3, 3, 1) + G(3, 4, 1) - G(4, 2, 1) + G(4, 4, 1) + G
(5, 5, 2)
sage: pol 1^2
G(2, 6, 4) + 2*G(3, 4, 4) + 2*G(3, 5, 3) - G(3, 5, 4) + G(3, 6, 3)
- 2*G(3, 6, 4) + G(4, 2, 4) + G(4, 3, 3) - G(4, 3, 4) + 2*G
(4, 4, 3) - G(4, 4, 4) + 2*G(4, 5, 2) - 3*G(4, 5, 3) - G(4, 6,
3) + G(4, 6, 4) + G(5, 2, 3) + G(5, 2, 4) + G(5, 3, 3) - 3*G
(5, 3, 4) - 2*G(5, 4, 3) + 2*G(5, 4, 4) - G(5, 5, 2) + 2*G(5,
5, 3) - G(5, 5, 4) - G(5, 6, 2) + 2*G(5, 6, 3) - G(5, 6, 4) +
G(6, 2, 2) - G(6, 2, 4) - 3*G(6, 3, 3) + 3*G(6, 3, 4) - 2*G(6,
4, 2) + 4*G(6, 4, 3) - 2*G(6, 4, 4) + 2*G(6, 5, 2) - 4*G(6,
5, 3) + 2*G(6, 5, 4)
Les polynômes clés sont les seuls qui soient implantés pour les types B, C et
D selon les définitions données au paragraphe 3.3.3. On peut vérifier les calculs
donnés en exemple dans cette section.
sage: K = A.demazure_basis_on_vectors (); K
The ring of multivariate polynomials on x over Rational Field on
the Demazure basis of type A (indexed by vectors)
sage: Kb = A.demazure_basis_on_vectors ("B"); Kb
The ring of multivariate polynomials on x over Rational Field on
the Demazure basis of type B (indexed by vectors)
sage: Kc = A.demazure_basis_on_vectors ("C"); Kc
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The ring of multivariate polynomials on x over Rational Field on
the Demazure basis of type C (indexed by vectors)
sage: Kd = A.demazure_basis_on_vectors ("C"); Kd
The ring of multivariate polynomials on x over Rational Field on
the Demazure basis of type C (indexed by vectors)
sage: K[1,0,1]. expand ()
x(1, 1, 0) + x(1, 0, 1)
sage: Kb[2,-1,1]. expand ()
x(2, 0, 0) + x(2, -1, 1) + x(2, 1, 0) + x(2, 1, -1) + x(2, 1, 1) +
x(2, 0, 1)
sage: Kc[2,-1,1]. expand ()
x(2, 0, 0) + x(2, -1, 1) + x(2, 1, -1) + x(2, 1, 1)
sage: Kd[2,-2,1]. expand ()
x(2, -2, 1) + x(2, -1, 0) + x(2, -1, 2) + 2*x(2, 1, 0) + x(2, 1,
-2) + x(2, 1, 2) + x(2, 2, -1) + x(2, 2, 1) + x(2, 0, -1) + 2*
x(2, 0, 1)
A chaque fois, le polynôme est développé dans la base ma, mb, mc ou md.
sage: Kb[2,-1,1]. expand ().parent ()
The ring of multivariate polynomials on x over Rational Field with
3 variables on the Ambient space basis of type B
sage: Kc[2,-1,1]. expand ().parent ()
The ring of multivariate polynomials on x over Rational Field with
3 variables on the Ambient space basis of type C
Les changements de bases des polynômes de Schubert, Grothendieck ou des po-
lynômes clés se font non seulement vers la base monomiale mais aussi entre bases.
Le passage par la base monomiale est fait de façon implicite par le programme.
sage: K(Schub [1,0,1])
K(1, 0, 1) + K(2, 0, 0)
sage: Schub(Grothp [1,4,2])
Y(1, 4, 2) - 2*Y(2, 4, 2) - Y(3, 4, 1) + Y(3, 4, 2)
Enfin, il est possible de définir sa propre base. En effet, une base est entiè-
rement donnée par l’algorithme de développement d’un élément. On définit donc
simplement cette fonction. Voici par exemple une copie des polynômes de Schu-
bert.
sage: def schubert_on_basis(v, basis , call_back):
... for i in xrange(len(v) -1):
... if(v[i]<v[i+1]):
... v[i], v[i+1] = v[i+1] + 1, v[i]
... return call_back(v).divided_difference(i+1)
... return basis(v)
Le paramètre v est le vecteur indexant l’élément, basis est la base sur laquelle
on est en train de développer et call_back est l’appel récursif de la méthode.
sage: myBasis = A.linear_basis_on_vectors ("A","MySchub","Y",
schubert_on_basis)
sage: pol = myBasis [2,1,2] + myBasis [1,3,2]
sage: pol.expand ()
98 Chapitre 5 — Implantation des bases des polynômes en Sage
x(1, 3, 2) + x(2, 1, 2) + x(2, 2, 1) + x(2, 2, 2) + x(2, 3, 1) + x
(3, 1, 1) + x(3, 1, 2) + x(3, 2, 1)
sage: Schub(pol)
Y(1, 3, 2) + Y(2, 1, 2)
5.1.4 Polynômes doubles
Un polynôme en deux ensembles de variables x et y est un polynôme en x dont
les coefficients sont des polynômes en y. Nous avons défini une nouvelle classe pour
en faciliter l’utilisation
sage: D = DoubleAbstractPolynomialRing(QQ); D
The abstract ring of multivariate polynomials on x over The
abstract ring of multivariate polynomials on y over Rational
Field
sage: D.an_element ()
y[0]*x[0, 0, 0] + 2*y[0]*x[1, 0, 0] + y[0]*x[1, 2, 3] + 3*y[0]*x
[2, 0, 0]
sage: mx = D.monomial_basis(); mx
The ring of multivariate polynomials on x over The abstract ring
of multivariate polynomials on y over Rational Field on the
monomial basis
sage: my = D.coeffs_ring().monomial_basis(); my
The ring of multivariate polynomials on y over Rational Field on
the monomial basis
sage: pol = my[1,2] * mx[2,1,3] + my[1,2] * mx[1,4,2] + my[3,1] *
mx[2,1,3]
sage: pol
(y[1 ,2])*x[1, 4, 2] + (y[1 ,2]+y[3 ,1])*x[2, 1, 3]
On peut facilement échanger le rôle de x et y.
sage: pol.swap_coeffs_elements ()
(x[1,4,2]+x[2,1,3])*y[1, 2] + (x[2,1,3])*y[3, 1]
sage: pol.swap_coeffs_elements ().parent ()
The ring of multivariate polynomials on y over The abstract ring
of multivariate polynomials on x over Rational Field with 2
variables on the monomial basis
On peut changer la base aussi bien des variables x que y.
sage: Schubx = D.schubert_basis_on_vectors ()
sage: Schuby = D.coeffs_ring().schubert_basis_on_vectors ()
sage: pol = my[1,2] * mx[2,1,3] + my[1,2] * mx[1,4,2] + my[3,1] *
mx[2,1,3]
sage: pol
(y[1 ,2])*x[1, 4, 2] + (y[1 ,2]+y[3 ,1])*x[2, 1, 3]
sage: Schubx(pol)
(y[1 ,2])*Yx(1, 4, 2) + (y[1 ,2]+y[3 ,1])*Yx(2, 1, 3) + (-y[1,2]-y
[3,1])*Yx(2, 2, 2) + (-y[1,2]-y[3,1])*Yx(2, 3, 1) + (-y[1 ,2])*
Yx(2, 3, 2) + (-y[1,2])*Yx(2, 4, 1) + (-y[1,2]-y[3,1])*Yx(3,
1, 2) + (y[1 ,2]+y[3 ,1])*Yx(3, 2, 1) + (-y[1,2]-y[3 ,1])*Yx(4,
1, 1) + (-y[1 ,2])*Yx(4, 1, 2) + (y[1 ,2])*Yx(4, 2, 1)
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sage: pol.change_coeffs_bases(Schuby)
(Yy(1,2)-Yy(2,1))*x[1, 4, 2] + (Yy(1,2)-Yy(2,1)+Yy(3,1))*x[2, 1,
3]
Enfin, on peut utiliser les bases de Schubert et Grothendieck doubles que nous
avons définies dans les paragraphes 3.3.1 et 3.3.2.
sage: DSchub = D.double_schubert_basis_on_vectors (); DSchub
The ring of multivariate polynomials on x over The abstract ring
of multivariate polynomials on y over Rational Field on the
Double Schubert basis of type A (indexed by vectors)
sage: pol = DSchub [1,2,1]; pol
y[0]*YY(1, 2, 1)
sage: pol.expand ()
(y(3,1,0)+y(3,0,1))*x(0, 0, 0) + (-y(2,1,0)-y(2,0,1)-y(3,0,0))*x
(1, 0, 0) + (y(1,1,0)+y(1,0,1)+2*y(2,0,0))*x(1, 1, 0) + (-2*y
(1,0,0)-y(0,1,0)-y(0,0,1))*x(1, 1, 1) + (-y[1])*x(1, 2, 0) + y
[0]*x(1, 2, 1) + (y(1,1,0)+y(1,0,1)+y(2,0,0))*x(1, 0, 1) + y
[2]*x(2, 0, 0) + (-y[1])*x(2, 1, 0) + y[0]*x(2, 1, 1) + (-y
[1])*x(2, 0, 1) + (-y(2,1,0)-y(2,0,1)-y(3,0,0))*x(0, 1, 0) + (
y(1,1,0)+y(1,0,1)+y(2,0,0))*x(0, 1, 1) + y[2]*x(0, 2, 0) + (-y
[1])*x(0, 2, 1) + (-y(2,1,0)-y(2,0,1))*x(0, 0, 1)
sage: pol = my[1,1] * mx[1,2,1]; pol
(y[1 ,1])*x[1, 2, 1]
sage: DSchub(pol)
(y(2,3,1))*YY(0, 0, 0) + (-y(2,2,1))*YY(1, 0, 0) + (y(1,1,1))*YY
(1, 1, 1) + (y[1,1])*YY(1, 2, 1) + (-y(2,2,0))*YY(1, 0, 1) +
(-y[1 ,1])*YY(2, 1, 1) + (-y[2 ,1])*YY(2, 0, 1) + (y(2,2,1))*YY
(0, 1, 0) + (y(2,1,1)+y(2,2,0))*YY(0, 1, 1) + (y[2,2])*YY(0,
2, 0) + (y[2 ,1])*YY(0, 2, 1) + (y(2,3,0))*YY(0, 0, 1)
sage: DGroth = D.double_grothendieck_basis_on_vectors (); DGroth
The ring of multivariate polynomials on x over The abstract ring
of multivariate polynomials on y over Rational Field on the
Double Grothendieck basis of type A (indexed by vectors)
sage: pol = DGroth [1,2,1]; pol
y[0]*GG(1, 2, 1)
sage: pol.expand ()
y[0]*x(0, 0, 0) + (-y(2,1,1))*x(-2, -2, 0) + (y(3,1,1))*x(-2, -2,
-1) + (y(1,1,1))*x(-2, -1, 0) + (-y(2,1,1))*x(-2, -1, -1) + (-
y[1])*x(-1, 0, 0) + (y(1,1,1))*x(-1, -2, 0) + (-y(2,1,1))*x
(-1, -2, -1) + (y(2,0,0)-y(0,1,1))*x(-1, -1, 0) + (y(1,1,1)-y
(3,0,0))*x(-1, -1, -1) + y[2]*x(-1, 0, -1) + (-y[1])*x(0, -1,
0) + y[2]*x(0, -1, -1) + (-y[1])*x(0, 0, -1)
5.2 Architecture du logiciel
5.2.1 Catégorie / Parent / Élément
Une notion de base en programmation objet est celle d’héritage. Si plusieurs
objets utilisent une même méthode, on peut les faire hériter d’un objet commun
et implanter cette méthode dans ce parent. C’est ce qu’on appelle la factorisation
100 Chapitre 5 — Implantation des bases des polynômes en Sage
du code. Elle évite de répéter plusieurs fois le même algorithme. Quand les objets
représentent des notions mathématiques, la notion d’héritage n’est plus suffisante.
En effet, non seulement on veut pouvoir donner des méthodes communes à tous les
polynômes mais on veut pouvoir travailler sur l’ensemble des polynômes en tant
qu’objet. C’est à ce niveau qu’interviennent les notions d’éléments et de parents.
sage: from sage.structure.element import Element
sage: from sage.structure.parent import Parent
sage: A = AbstractPolynomialRing(QQ)
sage: pol = A.an_element ()
sage: pol
x[0, 0, 0] + 2*x[1, 0, 0] + x[1, 2, 3] + 3*x[2, 0, 0]
sage: isinstance(pol ,Element)
True
sage: pol.parent ()
The ring of multivariate polynomials on x over Rational Field with
3 variables on the monomial basis
sage: isinstance(pol.parent (),Parent)
True
Concrètement, Element et Parent sont des objets de Sage. Lorsqu’on définit la
classe des Polynomes, c’est-à-dire l’objet représentant l’ensemble des polynômes,
celui-ci hérite de Parent. Les éléments de type Polynome (sans "s") héritent de
Element. Le lien qui unit les classes Polynomes et Polynome n’est pas un lien
d’héritage. Cependant, on peut définir des méthodes communes à tous les poly-
nômes au sein de la classe Polynomes : elles seront ajoutées dynamiquement aux
éléments.
sage: type(pol)
sage.combinat.multivariate_polynomials.monomial.
FiniteMonomialBasis_with_category.element_class
sage: type(pol.parent ())
sage.combinat.multivariate_polynomials.monomial.
FiniteMonomialBasis_with_category
Ici, la classe Polynomes est FiniteMonomialBasis et les éléments polynômes sont
de type FiniteMonomialBasis.element_class. On remarque que le nom de la
classe est en fait FiniteMonomialBasis_with_category, cette classe a été créée
dynamiquement pour permettre au parent de récupérer les méthodes de sa caté-
gorie.
En effet, il arrive que des algorithmes soient communs à plusieurs types de
parents qui vérifient des propriétés mathématiques communes. Par exemple, un
module libre dont la base est indexée par des objets combinatoires est considéré
dans Sage comme un Parent. Si ce module est en fait une algèbre, il suffit de
définir le produit sur les éléments de la base. Ainsi, dans la catégorie Algèbre on
implémente un algorithme général qui s’appliquera à tous les parents utilisant la
catégorie. Un parent possède en général de très nombreuses catégories.
sage: pol.parent ().categories ()
[The category of bases of The abstract ring of multivariate
polynomials on x over Rational Field with 3 variables where
§ 5.2 — Architecture du logiciel 101
algebra tower is The ring of multivariate polynomials on x
over Rational Field on the monomial basis ,
Category of realizations of The abstract ring of multivariate
polynomials on x over Rational Field with 3 variables ,
Category of realizations of sets ,
Category of graded algebras with basis over Rational Field ,
Category of graded modules with basis over Rational Field ,
Category of graded algebras over Rational Field ,
Category of graded modules over Rational Field ,
Category of algebras with basis over Rational Field ,
Category of modules with basis over Rational Field ,
Category of algebras over Rational Field ,
Category of rings ,
Category of rngs ,
Category of vector spaces over Rational Field ,
Category of modules over Rational Field ,
Category of bimodules over Rational Field on the left and
Rational Field on the right ,
Category of left modules over Rational Field ,
Category of right modules over Rational Field ,
Category of commutative additive groups ,
Category of semirings ,
Category of commutative additive monoids ,
Category of commutative additive semigroups ,
Category of additive magmas ,
Category of monoids ,
Category of semigroups ,
Category of magmas ,
Category of sets ,
Category of sets with partial maps ,
Category of objects]
5.2.2 Multibases, multivariables
Un des objectifs du programme est de pouvoir travailler avec plusieurs bases.
On définit pour cela un parent abstrait qui ne possédera pas directement d’élé-
ments mais des réalisations, c’est-à-dire d’autre parents qui représenteront les
différentes bases (cf. figure 5.1).
Les changements de bases sont des objets Morphisme qui possèdent une mé-
thode retournant un objet de la base 2 à partir d’un objet de la base 1. On crée ces
morphismes au moment de la création des bases et on les enregistre comme des
conversions de type. Tout objet parent possède une méthode call. On appelle la
méthode call du parent avec en argument un objet d’un autre type. La méthode
vérifie alors s’il existe une conversion possible entre les deux types : elle utilise
pour cela le graphe créé par les conversions enregistrées.
sage: A = AbstractPolynomialRing(QQ)
sage: pol = A.an_element (); pol
x[0, 0, 0] + 2*x[1, 0, 0] + x[1, 2, 3] + 3*x[2, 0, 0]
sage: Schub = A.schubert_basis_on_vectors ()
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Algèbre abstraite
Catégories :
– Algèbre commutative
– Algèbre avec réalisation
Base 1
Catégories :
– Réalisation de l’algèbre
abstraite
– Algèbre commutative
Base 2
Catégories :
– Réalisation de l’algèbre
abstraite
– Algèbre commutative
Figure 5.1 – Structure d’algèbre abstraite avec plusieurs bases
sage: Schub(pol)
Y(0, 0, 0) + 2*Y(1, 0, 0) + Y(1, 2, 3) - Y(1, 3, 2) + 3*Y(2, 0, 0)
- Y(2, 1, 3) + Y(2, 3, 1) + Y(3, 1, 2) - Y(3, 2, 1) + Y(4, 1,
1)
sage: Schub.has_coerce_map_from(pol.parent ())
True
Cette architecture multi-bases est classique dans Sage et utilisée par de nom-
breuses implantations algébriques. Cependant, dans le cas des polynômes, nous
devons gérer une difficulté supplémentaire : la gestion du multivarié. En effet, un
des besoins du programme est de pouvoir travailler en un nombre quelconque de
variables sans le préciser à priori. Pour cela, on utilise à nouveau le système de
conversion et des algèbres abstraites.
sage: A = AbstractPolynomialRing(QQ); A
The abstract ring of multivariate polynomials on x over Rational
Field
sage: m = A.monomial_basis(); m
The ring of multivariate polynomials on x over Rational Field on
the monomial basis
sage: m3 = m.finite_basis (3); m3
The ring of multivariate polynomials on x over Rational Field with
3 variables on the monomial basis
sage: F3 = A.finite_polynomial_ring (3); F3
The abstract ring of multivariate polynomials on x over Rational
Field with 3 variables
sage: pol = A.an_element (); pol
x[0, 0, 0] + 2*x[1, 0, 0] + x[1, 2, 3] + 3*x[2, 0, 0]
sage: pol.parent () == m3
True
sage: pol.parent () == F3. monomial_basis()
True
Les réalisations directes de l’algèbre abstraite des polynômes sont aussi des
algèbres abstraites. Pour une réalisation concrète, il faut la donnée d’une base et
d’un nombre de variables. Chaque parent concret est créé à la volée par son parent
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abstrait au moment de la création du polynôme. On crée aussi des conversions
entre les bases concrètes en différents nombres de variables.
sage: A = AbstractPolynomialRing(QQ)
sage: m = A.monomial_basis()
sage: m3 = m.finite_basis (3)
sage: m4 = m.finite_basis (4)
sage: m3.has_coerce_map_from(m4)
False
sage: m4.has_coerce_map_from(m3)
True
Sur cet exemple, on peut lire qu’il existe une conversion automatique des poly-
nômes en 3 variables vers les polynômes en 4 variables mais pas l’inverse. On a
illustré cette structure dans la figure 5.2.
Algèbre Abstraite Algèbre en 4 vars Algèbre en 3 vars
Base 1 Base 1 en 4 vars Base 1 en 3 vars
Base 2 Base 2 en 4 vars Base 2 en 3 vars
Figure 5.2 – Structure d’algèbre abstraite avec plusieurs bases et plusieurs va-
riables. Les conversions sont représentées par des flèches rouges.
Cette structure interne est transparente. Les conversions automatiques per-
mettent une utilisation fluide du programme.
Notre implantation comporte nativement les bases des polynômes décrites dans
le chapitre 3. Cependant, il est tout à fait possible de rajouter des bases. En ef-
fet, en dehors des bases monomiales, toutes les bases sont définies sur le même
principe. Elles héritent de la classe LinearBasisOnVectors et leurs éléments sont
indexés par les éléments de l’espace ambiant du système de racine d’un groupe de
Coxeter (qu’on peut tout simplement considérer comme des vecteurs). Seule est
définie la fonction qui à un vecteur associe son développement en monôme. À par-
tir de cette fonction, on crée le morphisme qui envoie les éléments de la nouvelle
base sur les monômes. En créant un élément de la classe LinearBasisOnVectors,
on crée une nouvelle base dotée de toute la structure décrite précédemment. On
en a donné un exemple paragraphe 5.1.3. Il est possible de spécifier que le change-
ment de base vers les monômes est triangulaire et dans ce cas, l’inversion se fera
automatiquement et le morphisme inverse sera ajouté comme conversion. Malheu-
reusement, la façon dont sont implantés les morphismes en Sage ne permet pas
encore d’inverser les matrices graduées non triangulaires car Sage ne précalcule
pas la matrice.
Grâce au graphe de conversion de Sage, bien qu’on ne définisse que la conver-
sion d’une base donnée vers les monômes, toutes les conversions entre bases se font
automatiquement. Pour créer une nouvelle base, l’utilisateur n’a donc qu’à écrire
104 Chapitre 5 — Implantation des bases des polynômes en Sage
le code entièrement spécifique à sa base et pourra utiliser l’ensemble du système
mis en place.
5.2.3 Opérateurs : python, un langage dynamique
Les objets fondamentaux dans tous les changements de bases sur lesquels nous
travaillons sont les opérateurs de différences divisées que nous avons définis au
paragraphe 3.1. Un opérateur se définit par une fonction qui prend en paramètre
un vecteur et un entier i et qui lui associe une somme de monômes. A partir
de ces fonctions nous créons des objets Morphisme de Sage qu’on peut appliquer
à un polynôme. Le fait d’utiliser un objet Morphisme plutôt qu’une simple mé-
thode permet d’utiliser des fonctions préexistantes comme la multiplication des
morphismes et la création à partir d’une méthode sur la base.
La seule donnée dont nous avons besoin est donc la fonction définissant l’opéra-
teur. Pour des raisons techniques, cette fonction est définie au sein d’une classe in-
terne à chaque base _divided_difference_wrapper. Une instance de cette classe
contient le paramètre i, la base dans laquelle vit le polynôme et éventuellement
d’autres paramètres nécessaires à la différence divisées (par exemple, le type). On
détaille ici le processus sur un exemple.
sage: A = AbstractPolynomialRing(QQ)
sage: m = A.monomial_basis()
sage: m3 = m.finite_basis (3)
sage: w = m._ divided_difference_wrapper(m3,2)
sage: pol = m[2,1,4]; pol
x[2, 1, 4]
sage: key = list(pol)[0][0]; key
[2, 1, 4]
sage: w.divided_difference_on_basis(key)
-x[2, 1, 3] - x[2, 2, 2] - x[2, 3, 1]
sage: w.isobaric_divided_difference_on_basis(key)
-x[2, 2, 3] - x[2, 3, 2]
Pour créer w, on a donné en paramètre le parent du polynôme m3 et i=2. L’objet
w contient les méthodes sur la base utilisées pour créer les morphismes.
En fait, l’ensemble des méthodes est défini uniquement pour la base des mo-
nômes indexés par des éléments de l’espace ambiant d’un système de racine. Pour
calculer la différence divisée, on utilise les opérations déjà existantes sur les groupes
de Coxeter en se basant sur les formules décrites paragraphe 3.1.3. Cette méthode
permet un algorithme qui ne dépend pas du type.
@cached_method
def divided_difference_on_basis(self ,key):
i = self._i
keys = self._ module.basis().keys()
n = key.scalar(keys.simple_coroot(i))
if n >= 0:
return self._ module.sum_of_monomials ((keys(key -(j)
*keys.simple_root(i)-keys.basis ()[i-1]) for j
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in xrange(n)))
else:
return -self.divided_difference_on_basis(keys.
simple_reflection(i)(key))
On remarque que l’on utilise ici le mot clé cached_method, c’est ce qui correspond
à l’option remember de Maple. Elle permet de ne pas effectuer plusieurs fois le
même calcul.
Les autres bases possèdent aussi une classe _divided_difference_wrapper
mais font le plus souvent appel aux méthodes de la base monomiale de l’espace
ambiant. Pour créer un opérateur, on vérifie d’abord si la méthode correspondante
existe au sein de _divided_difference_wrapper et si oui on l’utilise, si non, on
effectue une conversion du polynôme pour pouvoir utiliser la différence divisée
par défaut. Voilà par exemple la méthode spécifique de la différence divisée des
polynômes de Schubert.
@cached_method
def divided_difference_on_basis(self ,key):
i = self._i
if(key[i-1] > key[i]):
key2 = [key[j] for j in xrange(self._ module.nb_
variables ())]
key2[i-1], key2[i] = key2[i], key2[i-1]-1
return self._ module(key2)
return self._ module.zero()
Dans le cas d’un polynôme de Schubert, la différence divisée correspond par dé-
finition à l’échange de deux composantes du vecteur. Il n’est donc pas nécessaire
de développer le polynôme pour l’appliquer.
Comme nous l’avons indiqué dans le titre de cette section, Python est un lan-
gage dynamique. Cela signifie que l’on peut rajouter des méthodes "à la volée" lors
de l’exécution du programme. C’est ce qui permet d’ajouter des opérateurs avec
la méthode add_operator dont nous avons donné un exemple paragraphe 5.1.2.
Le code se résume la fonction suivante.
def add_operator(self , name , method):
setattr(self._ divided_difference_wrapper , name +"_on_basis
", method)
La méthode prend en paramètre un nom qui sera celui à partir duquel on appellera
l’opérateur et une méthode du type de celles que nous avons présentées plus haut.
On ajoute simplement un nouvel attribut à la classe interne de la base.
5.3 Applications avancées
5.3.1 Degrés projectifs des variétés de Schubert
Comme nous l’avons vu au paragraphe 3.3.1, le produit sur les polynômes
de Schubert s’interprète géométriquement en tant que produit dans l’anneau de
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cohomologie de la variété de drapeau. Dans [Vei96], Veigneau calcule avec le logiciel
ACE les degrés projectifs des variétés de Schubert. On peut effectuer un calcul
similaire avec notre implantation.
Le degré projectif d(X) d’une sous-variété X ⊂ PM de codimension k est le
nombre d’intersections entre X et un hyperplan générique de dimension k. Soit
σ ∈ Sn et Xσ une cellule de Schubert de la variété de drapeau Fn = F(Cn) plongé
dans l’espace projectif PM par le plongement de Plücker (avec M = 2N − 1 où
N = n(n−1)2 est la dimension de Fn). Le degré projectif de la variété Xσ, d(Xσ) est
donné par un calcul sur les polynômes de Schubert. Soit v, le code de Lehmer de
σ et h = (n− 1)x1 + (n− 2)x2 + . . .+ xn−1 la classe d’une section hyperplane. On
a que d(Xσ) est le coefficient de Y[n−1,n−2,...,0] dans YvhN−`(σ) [Las82]. Il est donné
par la fonction suivante.
def proj_deg(perm):
n = len(perm)
d = n*(n-1)/2 - perm.length ()
# we create the polynomial ring and the bases
A = AbstractPolynomialRing(QQ)
Schub = A.schubert_basis_on_vectors ()
# we compute the product
h = sum( [(n-i) * A.var(i) for i in xrange(1,n)])
res = Schub( h**d * Schub(perm.to_lehmer_code()))
# we return the coefficient
key = [n-i for i in xrange(1,n+1)]
return res[key]
Par exemple, si σ = 2143, le degré projectif de la variété de Schubert Xσ est 78.
sage: p = Permutation ([2,1,4,3])
sage: proj_deg(p)
78
On peut aussi effectuer le calcul directement et lire le résultat sur le polynôme.
sage: A = AbstractPolynomialRing(QQ)
sage: Schub = A.schubert_basis_on_vectors ()
sage: m = A.monomial_basis()
sage: pol = Schub( (3*m[1] + 2*m[0,1] + m[0,0,1])^4 * Schub
[1,0,1,0])
sage: pol
8*Y(1, 1, 4, 0) + 23*Y(1, 2, 3, 0) + 24*Y(1, 3, 2, 0) + 39*Y(1, 4,
1, 0) + 15*Y(1, 5, 0, 0) + Y(1, 0, 5, 0) + 48*Y(2, 1, 3, 0) +
101*Y(2, 2, 2, 0) + 117*Y(2, 3, 1, 0) + 84*Y(2, 4, 0, 0) +
12*Y(2, 0, 4, 0) + 173*Y(3, 1, 2, 0) + 78*Y(3, 2, 1, 0) + 147*
Y(3, 3, 0, 0) + 53*Y(3, 0, 3, 0) + 283*Y(4, 1, 1, 0) + 171*Y
(4, 2, 0, 0) + 96*Y(4, 0, 2, 0) + 93*Y(5, 1, 0, 0) + 176*Y(5,
0, 1, 0) + 80*Y(6, 0, 0, 0)
sage: pol[3,2,1,0]
78
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On peut utiliser la fonction pour calculer tous les degrés projectifs pour toutes
les permutations de taille 4.
sage: degrees = {}
sage: for perm in Permutations (4):
....: degrees[perm] = proj_deg(perm)
....:
sage: degrees
{[2, 1, 4, 3]: 78, [1, 3, 4, 2]: 48, [3, 2, 4, 1]: 3, [3, 1, 2,
4]: 48, [4, 2, 1, 3]: 3, [1, 4, 2, 3]: 46, [3, 2, 1, 4]: 16,
[4, 1, 3, 2]: 3, [2, 3, 4, 1]: 6, [3, 4, 2, 1]: 1, [1, 2, 3,
4]: 720, [1, 3, 2, 4]: 280, [2, 4, 3, 1]: 3, [2, 3, 1, 4]: 46,
[3, 4, 1, 2]: 2, [4, 2, 3, 1]: 1, [1, 4, 3, 2]: 16, [4, 1, 2,
3]: 6, [2, 4, 1, 3]: 12, [4, 3, 1, 2]: 1, [4, 3, 2, 1]: 1,
[3, 1, 4, 2]: 14, [2, 1, 3, 4]: 220, [1, 2, 4, 3]: 220}
5.3.2 Déterminants de fonctions de Schur
Les polynômes de Schubert Grassmannien sont ceux indexés par un vecteur v
tel que v1 ≤ v2 ≤ · · · ≤ vn. On a vu dans le chapitre 3 que ce sont des polynômes
symétriques et qu’ils correspondent aux fonctions de Schur dans le cas des Schubert
simples. Plus précisément, la matrice de transition entre les polynômes de Schubert
grassmanniens doubles et les fonctions de Schur est unitriangulaire.
sage: A = AbstractPolynomialRing(QQ)
sage: Schub = A.schubert_basis_on_vectors ()
sage: pol = Schub [1,2]
sage: pol.expand ()
x(1, 2) + x(2, 1)
sage:
sage: D = DoubleAbstractPolynomialRing(QQ)
sage: DSChub = D.double_schubert_basis_on_vectors ()
sage: pol = DSchub [1,2]
sage: pol
y[0]*YY(1, 2)
sage: Schub = D.schubert_basis_on_vectors ()
sage: Schub(pol)
y[0]*Yx(1, 2) + (-y(2,1,0)-y(2,0,1))*Yx(0, 0) + (-y(1,0,0)-y
(0,1,0)-y(0,0,1))*Yx(1, 1) + (y(1,1,0)+y(1,0,1)+y(2,0,0))*Yx
(0, 1) + (-y[1])*Yx(0, 2)
Cela nous permet de calculer des déterminants de fonctions de Schur en les rempla-
çant par des polynômes de Schubert et en spécialisant arbitrairement les variables
y. Par exemple, on peut calculer
|sµ(A)|
µ⊆
, (5.1)
où A ∈ [{x1, x2}, {x1, x3}, {x2, x3}] et prouver que l’on obtient ∏j>i(xj−xi). Tout
d’abord, remplaçons sµ par
|Yu(A, y)|u=00,01,11 (5.2)
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et spécialisons en y1 = x1, y2 = x2. Dans ce cas, le déterminant devient∣∣∣∣∣∣∣
1 1 1
0 x3 − x2 x3 − x1
0 0 (x3 − x1)(x2 − x1)
∣∣∣∣∣∣∣ (5.3)
et nous donne le résultat. La fonction suivante calcule cette matrice.
def compute_matrix(variables , alphabets , indices):
n = len(indices)
#Initial definitions
D = DoubleAbstractPolynomialRing(QQ)
DSchub = D.double_schubert_basis_on_vectors ()
result_matrix = []
for u in indices:
line = []
#the expansion on the double schubert will allow us to
compute the result
pu = DSchub(u).expand ()
for a in alphabets:
#we apply our polynomial on alphabets and
specialize the y
coeff = pu.to_expr(alphabet = a, alphabety = variables
)
line.append(coeff)
result_matrix.append(line)
return Matrix(result_matrix)
On peut vérifier le résultat de (5.3).
sage: var(’x1,x2,x3’)
(x1, x2, x3)
sage: variables = (x1,x2,x3)
sage: alphabets = [[x1,x2],[x1,x3],[x2,x3]]
sage: indices = [[0 ,0] ,[0 ,1] ,[1 ,1]]
sage: res = compute_matrix(variables , alphabets , indices)
sage: res
[1 1 1]
[0 -x2 + x3 -x1 + x3]
[0 0 x1^2 - x1*x2 - x1*x3 + x2*x3]
sage: det = res.determinant ()
sage: det
-(x2 - x3)*(x1^2 - x1*x2 - x1*x3 + x2*x3)
sage: factor(det)
-(x2 - x3)*(x1 - x3)*(x1 - x2)
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5.3.3 Produit des polynômes de Grothendieck
Notre implantation peut être utilisée pour effectuer les calculs nécessaires au
chapitre 4. Elle permet de vérifier le théorème 4.0.4 sur des exemples.
Tout d’abord, vérifions sur un exemple le théorème 4.0.2. On a besoin d’effec-
tuer un produit de polynôme et donc de convertir depuis la base des monômes vers
la base Grothendieck. Dans notre implantation, cela ne peut se faire que sur les
polynômes de Grothendieck simples. On calcule Gσ(1−x1)(1−x2)(1−x3)(1−x4)
(le changement de variable remplace x−1i par 1−xi). Par ailleurs, on travaille dans
un espace quotienté par un idéal et on supprime donc les termes inutiles.
def apply_operators(perm , k):
perm = Permutation(perm)
code = perm.to_lehmer_code()
A = AbstractPolynomialRing(QQ)
Groth = A.grothendieck_positive_basis_on_vectors ()
pol= Groth( code )
factor = prod( [A.one() - A.var(i+1) for i in xrange(k)] )
pol = pol*factor
#suppression des termes inutiles
res = pol.parent ().zero()
for (k,c) in pol:
m = pol.nb_variables () - 1
for i in xrange(pol.nb_variables ()):
if(k[i]>m): break
m = m-1
else:
res+= pol.parent ().term(k,c)
return res
Pour σ = 136254, on obtient
sage: perm = Permutation ([1,3,6,2,5,4])
sage: res1 = apply_operators(perm , 4)
sage: res1
-G(0, 1, 3, 1, 1, 0) - G(0, 1, 3, 2, 0, 0) + G(0, 1, 3, 2, 1, 0) +
G(0, 1, 3, 0, 1, 0) + G(0, 2, 3, 1, 1, 0) + G(0, 2, 3, 2, 0,
0) - G(0, 2, 3, 2, 1, 0) - G(0, 2, 3, 0, 1, 0) - G(0, 3, 3, 0,
0, 0) + G(0, 3, 3, 1, 0, 0) - G(0, 3, 3, 1, 1, 0) - G(0, 3,
3, 2, 0, 0) + G(0, 3, 3, 2, 1, 0) + G(0, 3, 3, 0, 1, 0)
Soit en terme de permutations
from sage.combinat import permutation
sage: perms = [ permutation.from_lehmer_code(key) for (key ,c) in
res1. elements ()]
sage: perms
[[1, 5, 6, 3, 4, 2],
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[1, 4, 6, 5, 3, 2],
[1, 3, 6, 2, 5, 4],
[1, 5, 6, 2, 4, 3],
[1, 5, 6, 3, 2, 4],
[1, 5, 6, 4, 3, 2],
[1, 3, 6, 5, 2, 4],
[1, 3, 6, 4, 5, 2],
[1, 4, 6, 5, 2, 3],
[1, 4, 6, 2, 5, 3],
[1, 5, 6, 2, 3, 4],
[1, 5, 6, 4, 2, 3],
[1, 4, 6, 3, 5, 2],
[1, 3, 6, 5, 4, 2]]
On peut vérifier que ce sont bien les mêmes qui apparaissent dans le calcul suivant
où l’on utilise le résultat du théorème 4.0.2.
sage: A = AbstractPolynomialRing(QQ)
sage: K = A.demazure_basis_on_vectors ()
sage: pol = K[6,5,4,3,2,1]
sage: res2 = pol.apply_reduced_word([3,4,5,2,3,4], method =" hatpi")
sage: res2 = res2. apply_reduced_word([3,2,1,2], method ="pi")
sage: res2
K(1, 3, 6, 2, 5, 4) - K(1, 3, 6, 4, 5, 2) - K(1, 3, 6, 5, 2, 4) +
K(1, 3, 6, 5, 4, 2) - K(1, 4, 6, 2, 5, 3) + K(1, 4, 6, 3, 5,
2) + K(1, 4, 6, 5, 2, 3) - K(1, 4, 6, 5, 3, 2) - K(1, 5, 6, 2,
3, 4) + K(1, 5, 6, 2, 4, 3) + K(1, 5, 6, 3, 2, 4) - K(1, 5,
6, 3, 4, 2) - K(1, 5, 6, 4, 2, 3) + K(1, 5, 6, 4, 3, 2)
On généralise ce second calcul dans une fonction.
def product_permutations(perm , k):
#Initial definitions
A = AbstractPolynomialRing(QQ)
K = A.demazure_basis_on_vectors ()
n = len(perm)
# permutations
omega = Permutation ([n-i for i in xrange(n)])
zeta = [perm[i] for i in xrange(k)]
zeta.sort()
zeta.reverse ()
zeta2 = [perm[i] for i in xrange(k,n)]
zeta2.sort()
zeta2. reverse ()
zeta.extend(zeta2)
zeta = Permutation(zeta)
#paths
hatpis = (zeta * omega).reduced_word()
pis = (perm * zeta.inverse ()).reduced_word()
#computation
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pol = K(list(omega))
if(len(hatpis)!=0):
pol = pol.apply_reduced_word(hatpis , method ="hatpi ")
if(len(pis)!=0):
pol = pol.apply_reduced_word(pis , method ="pi")
# perm set from polynomial
perms = [Permutation(key) for (key ,c) in pol.elements ()]
return perms
Sur l’exemple, cela donne
sage: perm = Permutation ([1,3,6,2,5,4])
sage: perms = product_permutations(perm , 4)
sage: perms
[[1, 5, 6, 2, 4, 3],
[1, 4, 6, 3, 5, 2],
[1, 5, 6, 4, 3, 2],
[1, 3, 6, 5, 4, 2],
[1, 4, 6, 5, 2, 3],
[1, 4, 6, 2, 5, 3],
[1, 5, 6, 3, 2, 4],
[1, 5, 6, 2, 3, 4],
[1, 5, 6, 4, 2, 3],
[1, 4, 6, 5, 3, 2],
[1, 3, 6, 4, 5, 2],
[1, 3, 6, 2, 5, 4],
[1, 5, 6, 3, 4, 2],
[1, 3, 6, 5, 2, 4]]
L’application des opérateurs est une opération formelle sur les vecteurs. Dans
notre implantation, elle est directement définie au niveau des polynômes clés :
aucun changement de base n’est nécessaire. Ce second calcul est donc beaucoup
plus rapide que le premier : on passe de 10 secondes à un dixième de seconde.
sage: time( apply_operators(perm , 4))
CPU times: user 10.60 s, sys: 0.02 s, total: 10.62 s
Wall time: 10.73 s
-G(0, 1, 3, 1, 1, 0) - G(0, 1, 3, 2, 0, 0) + G(0, 1, 3, 2, 1, 0) +
G(0, 1, 3, 0, 1, 0) + G(0, 2, 3, 1, 1, 0) + G(0, 2, 3, 2, 0,
0) - G(0, 2, 3, 2, 1, 0) - G(0, 2, 3, 0, 1, 0) - G(0, 3, 3, 0,
0, 0) + G(0, 3, 3, 1, 0, 0) - G(0, 3, 3, 1, 1, 0) - G(0, 3,
3, 2, 0, 0) + G(0, 3, 3, 2, 1, 0) + G(0, 3, 3, 0, 1, 0)
sage: time(product_permutations(perm ,4))
CPU times: user 0.09 s, sys: 0.00 s, total: 0.09 s
Wall time: 0.09 s
[[1, 5, 6, 2, 4, 3],
[1, 4, 6, 3, 5, 2],
[1, 5, 6, 4, 3, 2],
[1, 3, 6, 5, 4, 2],
[1, 4, 6, 5, 2, 3],
[1, 4, 6, 2, 5, 3],
[1, 5, 6, 3, 2, 4],
[1, 5, 6, 2, 3, 4],
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[1, 5, 6, 4, 2, 3],
[1, 4, 6, 5, 3, 2],
[1, 3, 6, 4, 5, 2],
[1, 3, 6, 2, 5, 4],
[1, 5, 6, 3, 4, 2],
[1, 3, 6, 5, 2, 4]]
À présent, vérifions le résultat du théorème 4.0.4. La fonction suivante génère
l’intervalle de Bruhat entre deux permutations.
def bruhat_interval(p1, p2, res = None):
if res is None:
res = []
if(p1. bruhat_lequal(p2)):
res.append(p1)
if(p1. length () < p2. length ()):
succs = p1. bruhat_succ()
for p in succs:
if p not in res:
bruhat_interval(p,p2,res)
return res
else:
return None
On teste que l’ensemble obtenu par l’application des opérateurs est bien un inter-
valle de l’ordre de Bruhat.
def is_result_interval(perm , k):
perms = product_permutations(perm , k)
#get 1 max permutation
pmax = perm
for p in perms:
if(pmax.bruhat_lequal(p)):
pmax = p
interval = bruhat_interval(perm ,pmax)
return set(interval) == set(perms)
Sur l’exemple précédent, cela donne :
sage: perm = Permutation ([1,3,6,2,5,4])
sage: is_result_interval(perm ,4)
True
On peut tester sur l’ensemble des permutations de taille 4 et 5.
def test_all_perms(size):
for p in Permutations(size):
for k in xrange(1,size):
if not is_result_interval(p,k):
print p,k
return False
return True
sage: test_all_perms (4)
True
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sage: test_all_perms (5)
True
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Troisième partie
Treillis de (m-)Tamari et algèbres
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Chapitre6
Treillis sur les arbres binaires et algèbres
de Hopf
La troisième partie de ce mémoire est dédiée à l’étude d’un ordre sur les arbres
binaires appelé treillis de Tamari qui peut se décrire comme un quotient de l’ordre
faible sur les permutations. Il apparaît en 1962 dans le travail de Tamari [Tam62]
sous forme de structure d’ordre sur les parenthésages formels d’une expression. Ta-
mari prouve plus tard que cet ordre est en fait un treillis [HT72]. Par ailleurs, son
diagramme de Hasse correspond à un polytope connu sous le nom d’associaèdre
ou polytope de Stasheff. Le nombre de parenthésages formels d’une expression est
compté par les nombres de Catalan et il existe donc de multiples objets combi-
natoires sur lesquels on peut décrire ce treillis [Sta99]. Dans ce chapitre, nous en
rappelons deux : les chemins de Dyck et les arbres binaires. Dans les deux cas, la
relation de couverture se décrit par une opération très simple (cf. figures 6.1 et
6.4).
Les relations entre l’associaèdre et le permutoèdre sont souvent étudiées d’un
point de vue géométrique. L’approche algébrique permet de démontrer un résultat
très fort : l’ordre de Tamari est un quotient de l’ordre faible sur les permutations.
Ce résultat apparaît déjà en filigrane dans les travaux de Björner et Wachs [BW91].
On en trouve une généralisation dans la théorie des treillis cambriens de Reading
[Rea06]. Une explication directe est donnée dans [HNT05]. Ce dernier article ainsi
qu’un précédent de Loday et Ronco [LR98] font le lien avec une structure impor-
tante en combinatoire algébrique : les algèbres de Hopf.
Le principe d’une structure d’algèbre est la composition des objets. C’est-à-dire
que si A est un espace vectoriel d’objets combinatoires, on définit une application
A ⊗ A → A. Si maintenant on définit une opération dite de coproduit : A →
A ⊗ A et qu’elle vérifie une certaine compatibilité avec le produit, on obtient
une structure de bigèbre. En termes combinatoires, cela revient à décomposer
les objets. Dans le cadre de la topologie algébrique du milieu du XXème siècle,
Heinz Hopf étudia certaines bigèbres possédant une opération appelée antipode
qui généralise la notion de passage à l’inverse des groupes. C’est ce qu’on appelle
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les Algèbres de Hopf [Swe69, Car07].
En combinatoire, c’est surtout la structure de bigèbre qui est intéressante.
Comme on travaille dans des espaces de dimension finie graduellement, l’existence
de l’antipode est toujours vérifiée et on appelle donc ces espaces des algèbres
de Hopf combinatoires. Cette double structure de produit et coproduit est déjà
implicitement présente dans le travail de MacMahon sur les fonctions symétriques
[Mac60]. Puis dans les années 1970, Rota fait le lien avec la structure étudiée par
les topologues et insiste sur l’importance des algèbres de Hopf en combinatoire
[JR79, Rot78]. On pourra lire [Hiv07] pour une bonne introduction sur le sujet.
La théorie des algèbres de Hopf combinatoires prend une nouvelle direction
avec l’apparition en 1995 des fonctions symétriques non-commutatives qui feront
l’objet d’une série d’articles sur plus de dix ans [GKL+95, KLT97, DKKT97,
KT97, KT99, DHT02, DHNT11]. C’est en fait une nouvelle méthode de calcul qui
est décrite : à un objet combinatoire, on associe une somme de mots sur un alpha-
bet non commutatif. Le produit et le coproduit ne se définissent plus sur les objets
mais sur les mots ce qui en fait des opérations triviales. La difficulté réside alors
dans la fonction qui à chaque objet associe une somme. C’est ce qu’on appelle la
réalisation polynomiale. Elle permet souvent de trivialiser des preuves jusqu’alors
complexes et de donner le cadre pour des résultats plus importants. En parti-
culier, dans [DHT02, DHNT11] les auteurs introduisent l’algèbre des fonctions
quasi-symétriques libres FQSym dont les bases sont indexées par les permuta-
tions. Cette algèbre se révèle isomorphe à une algèbre de Hopf déjà connue sur les
permutations, celle introduite par Malvenuto et Reutenauer [MR95].
Le lien avec le treillis de Tamari apparaît en 1998 lorsque Loday et Ronco
décrivent une algèbre de Hopf sur les arbres binaires comme un quotient de l’al-
gèbre de Malvenuto-Reutenauer [LR98]. Le produit dans cette algèbre s’interprète
comme un intervalle du treillis de Tamari. De leurs résultats sur FQSym, Hivert,
Novelli et Thibon tirent alors une nouvelle interprétation de l’algèbre de Loday et
Ronco comme un quotient de FQSym [HNT05]. On la nomme PBT. Un élément
de la base de PBT est indexé par un arbre binaire. Il correspond à une somme
sur un intervalle de l’ordre faible dans l’algèbre FQSym. Les auteurs prouvent
alors que l’ordre entre les intervalles à l’intérieur de l’ordre faible correspond en
fait au treillis de Tamari sur les arbres binaires. On retrouve ainsi que le treillis
de Tamari est un quotient et un sous-treillis de l’ordre faible. Dans le chapitre 7,
nous utiliserons cette propriété pour prouver un nouveau résultat sur le treillis de
Tamari.
Plus généralement, la troisième partie de ce mémoire est dédiée à l’étude de
l’ordre de Tamari, à ses généralisations et aux structures algébriques qui lui sont
liées. Ce premier chapitre sert d’introduction et nous rappelons en détail les ré-
sultats que nous venons d’évoquer. Dans le paragraphe 6.1, nous commençons par
définir l’ordre de Tamari sur les chemins de Dyck et les arbres binaires. Nous
expliquons aussi en quoi il est un quotient et un sous-treillis de l’ordre faible. Le
paragraphe 6.2 nous sert à définir les algèbres de Hopf dans le cadre combinatoire
§ 6.1 — Treillis de Tamari et ordre faible 119
où nous les utilisons. Nous donnons le principe de la réalisation polynomiale à tra-
vers l’exemple de l’algèbre FQSym. Enfin, dans le paragraphe 6.3, nous décrivons
l’algèbre PBT sur les arbres binaires en nous basant sur les résultats de [HNT05].
6.1 Treillis de Tamari et ordre faible
6.1.1 Définition : chemins de Dyck et arbres binaires
La définition historique de l’ordre de Tamari est donnée en termes de parenthé-
sages. Nous donnons ici celle en termes de chemins de Dyck qui est couramment
utilisée.
Définition 6.1.1. Un chemin de Dyck de taille n est un chemin dans le plan
depuis l’origine jusqu’au point (2n, 0) formé de pas dits "montants" (1, 1) et de
pas "descendants" (1,−1) tel que le chemin ne descend jamais en dessous la ligne
y = 0.
On identifie les chemins à des mots sur un alphabet binaire {1, 0} où les pas
montants sont représentés par des 1 et les pas descendants par des 0. On les appelle
alors mots de Dyck. Ils contiennent autant de 1 que de 0 et et dans chacun de
leurs préfixes, le nombre de 1 est supérieur ou égal au nombre de 0. Un chemin
est dit primitif s’il n’a pas d’autres contacts avec la droite y = 0 que son origine
et son point final.
Définition 6.1.2. Soit u un chemin de Dyck, tel que u contienne un pas descen-
dant d suivi d’un chemin primitif c. Une rotation sur u consiste à échanger le pas
descendant d avec le chemin c.
L’opération de rotation, illustrée figure 6.1, est la relation de couverture de
l’ordre de Tamari. C’est-à-dire qu’un chemin v est plus plus grand qu’un chemin
u si on peut atteindre v par une série de rotations sur u. Cela définit bien un ordre
et même un treillis [HT72], cf. figure 6.2.
−→
1101 0 11100100 1001100 −→ 1101 11100100 0 1001100
Figure 6.1 – Rotation sur les chemins de Dyck
Par la suite, nous utiliserons plutôt la définition de l’ordre de Tamari sur les
arbres binaires. Un arbre binaire se définit récursivement comme étant soit l’arbre
vide ∅ (qu’on appelle aussi feuille), soit un couple d’arbres binaires appelés sous-
arbre droit et sous-arbre gauche greffés sur un nœud racine. Si T est un arbre
formé de la racine x et respectivement des sous-arbres, gauche et droit, A et B,
on écrit T = x(A,B). L’opération de rotation existe aussi sur les arbres.
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Figure 6.2 – Ordre de Tamari sur les chemins de Dyck de tailles 3 et 4, le plus
petit élément est le chemin alterné en haut du diagramme.
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Figure 6.3 – Ordre de Tamari sur les arbres binaires de tailles 3 et 4, le plus
petit élément est le peigne gauche en haut du diagramme.
122 Chapitre 6 — Treillis sur les arbres binaires et algèbres de Hopf
Définition 6.1.3. Soit y un nœud d’un arbre binaire T dont le sous-arbre gauche
n’est pas vide et soit x la racine de ce sous-arbre gauche. La rotation droite de T
en y est la réécriture locale décrite par la figure 6.4, c’est-à-dire que l’on remplace
y(x(A,B), C) par x(A, y(B,C)) où A,B et C sont des arbres binaires potentielle-
ment vides.
x
y
A B
C →
x
yA
B C
Figure 6.4 – Rotation sur les arbres binaires
Cette opération sur les arbres binaires n’est pas spécifique à l’ordre de Tamari.
En effet, elle est utilisée (en complément de son opération symétrique, la rota-
tion gauche) pour équilibrer les arbres binaires quand ils sont utilisés dans des
algorithmes de tris de données [AVL62]. Si on la considère comme une relation
de couverture, le poset obtenu est isomorphe à l’ordre obtenu sur les chemins de
Dyck. C’est l’ordre de Tamari sur les arbres binaires illustré figure 6.3.
La correspondance entre les chemins de Dyck et les arbres binaires utilise la
structure récursive des deux objets. Un chemin de Dyck D est soit le chemin vide,
soit s’écrit D = D11D20 où D1 et D2 sont deux chemins de Dyck. On définit alors
T , l’arbre correspondant à D par T = x(T1, T2) où T1 et T2 sont les arbres binaires
correspondant respectivement à D1 et D2. La bijection est illustrée figure 6.5. On
remarque que D1 est le préfixe de D jusqu’au dernier retour à 0. En particulier, si
D est un chemin primitif alors D1 est vide. Le chemin D2 est vide si D se termine
par le mot 10.
←→
Figure 6.5 – Correspondance chemins de Dyck / arbres binaires
6.1.2 Liens avec l’ordre faible
Le lien avec l’ordre faible passe par un étiquetage particulier des arbres binaires,
les arbres binaires de recherche.
Définition 6.1.4. Un arbre binaire de recherche est un arbre binaire étiqueté
vérifiant pour chaque nœud x la condition suivante : si x est étiqueté par k alors
les nœuds du sous-arbre gauche (resp. droit) de x sont étiquetés par des entiers
inférieurs ou égaux (resp. supérieurs) à k.
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13524 4 → 13524 2
4
→ 13524 2
4
5 →
13524
2
3
4
5
→ 13524 1
2
3
4
5
1
2
3
4
5
13254
31254 13524
31524 15324
35124 51324
53124
Figure 6.6 – Insertion dans un arbre binaire de recherche et extensions linéaires
Un exemple d’arbre binaire de recherche est donné figure 6.6. Pour un arbre
binaire donné de taille n, il n’existe qu’un seul étiquetage, dit standard, utilisant
les entiers de 1 à n une fois chacun, tel que le résultat soit un arbre binaire de
recherche. On identifie donc les arbres binaires non étiquetés et les arbres binaires
de recherche standard. La structure d’arbre binaire de recherche est utilisée cou-
ramment en algorithmique pour le stockage d’ensembles ordonnés. En particulier,
l’algorithme récursif d’insertion dans un arbre binaire de recherche est bien connu.
L’insertion de l’entier k dans l’arbre T se fait de la façon suivante : si T est vide
alors k devient la racine de T , sinon, si k ≤ racine(T ) (resp. k > racine(T )) on
insère k dans le sous-arbre gauche (resp. droit) de T .
On utilise cet algorithme pour associer un arbre binaire ABR(σ) à chaque
permutation σ : on insère successivement les entiers de la permutation de la droite
vers la gauche dans un arbre T vide au départ. Ce processus est illustré figure 6.6.
La propriété suivante est déjà dans [BW91] et reprise dans [HNT05] dans le cadre
qui nous intéresse.
Proposition 6.1.5. Les permutations qui donnent le même arbre binaire par
insertion dans un arbre binaire de recherche sont les extensions linéaires de cet
arbre vu comme un poset. Elles forment un intervalle pour l’ordre faible droit. On
appelle cet ensemble la classe sylvestre de l’arbre.
En effet, un arbre binaire étiqueté peut être interprété comme un poset (où
les éléments minimaux se trouvent en bas). Si a se trouve dans le sous-arbre issu
de b, on écrit a C b. Une extension linéaire de l’arbre se définit alors comme au
paragraphe 1.2.3 : si a C b alors a se trouve avant b dans l’extension linéaire. Dans
124 Chapitre 6 — Treillis sur les arbres binaires et algèbres de Hopf
3
2
1
123
3
1
2
213
1
3
2
231
2
1 3
132
312
1
2
3
321
Figure 6.7 – L’ordre de Tamari comme quotient de l’ordre faible droit : taille 3
sur la page de gauche et 4 sur la page de droite. Les permutations sont regrou-
pées par classes d’équivalence. On pourra vérifier que si une relation existe entre
deux permutations de classes différentes, alors les arbres binaires associés sont
comparables dans l’ordre de Tamari.
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4
3
2
1
1234
4
3
1
2
2134
4
2
1 3
1324
3124
3
2
1
4
1243
1423
4123
4
1
3
2
2314
3
1
2
4
2143
2413
4213
2
1 4
3
1342
3142
3412
4
1
2
3
3214
1
4
3
2
2341
2
1 3
4
1432
4132
4312
1
4
2
3
3241
1
3
2 4
2431
4231
1
2
4
3
3421
1
2
3
4
4321
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la figure 6.6, on donne l’ensemble des extensions linéaires d’un arbre donné et on
pourra vérifier qu’elles forment bien un intervalle pour l’ordre droit.
À partir de cette construction, on prouve une propriété très forte sur l’ordre
faible et l’ordre de Tamari. On donnera une idée de la preuve donnée dans [HNT05]
à partir de la congruence sylvestre au paragraphe 6.3.1.
Théorème 6.1.6. L’ordre de Tamari est à la fois un sous-treillis de l’ordre faible
et un quotient par la relation
σ ≡ µ⇔ ABR(σ) = ABR(µ). (6.1)
L’opération ABR(σ) découpe l’ordre faible en classes d’équivalences qui sont
des intervalles pour l’ordre faible droit. Les éléments maximaux de ces intervalles
sont les permutations qui évitent le motif 132. Si on restreint l’ordre faible à ces
permutations, on obtient un ordre isomorphe à l’ordre de Tamari. Cette propriété
est aussi vraie sur les éléments minimaux des classes. Enfin l’ordre de Tamari est
un quotient de l’ordre faible, ce qui s’exprime par
σ ≤ µ⇒ ABR(σ) ≤ ABR(µ) (6.2)
où la relation à gauche est celle de l’ordre faible droit et à droite, celle de Tamari
sur les arbres binaires. On pourra vérifier ces propriétés pour les tailles 3 et 4 dans
la figure 6.7.
On a vu que les ordres faibles, droit et gauche, étaient isomorphes. L’ordre de
Tamari est donc aussi un sous-treillis et un treillis quotient de l’ordre faible gauche.
Pour obtenir une description explicite, on utilise les arbres binaires décroissants.
Définition 6.1.7. Un arbre binaire décroissant est un arbre binaire étiqueté tel
que pour chaque nœud x étiqueté par k, les nœuds de l’arbre issu de x soient
étiquetés par des entiers inférieurs ou égaux à k.
Les permutations sont en bijection avec les arbres binaires décroissants. On
obtient une permutation par un parcours infixe de l’arbre binaire décroissant (fils
gauche, racine, fils droit). Réciproquement, à une permutation qui s’écrit σ = unv
où n est la valeur maximale de σ, on fait correspondre récursivement l’arbre T =
n(Tu, Tv) où Tu et Tv sont les arbres des facteurs u et v. On note cet arbre ABD(σ).
La bijection est illustrée figure 6.8.
Le nombre d’étiquetages décroissants d’un arbre binaire donné est égal au
nombre de ses extensions linéaires. Il est donné par la formule des équerres :
n!∏
v hv
(6.3)
où le produit est évalué sur les sommets v de l’arbre et où hv est la taille du
sous-arbre issu de v. Les permutations associées aux étiquetages décroissants d’un
arbre binaire sont les inverses des extensions linéaires de son arbre binaire de
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634281957 ↔
9
8
6
4
3 2
1
7
5
Figure 6.8 – Un arbre binaire décroissant et la permutation associée.
5
3
1 2
4
5
3
2 1
4
5
4
1 2
3
5
4
2 1
3
5
4
1 3
2
5
4
3 1
2
5
4
2 3
1
5
4
3 2
1
13254
23154 14253
24153 14352
34152 24351
34251
Figure 6.9 – Les arbres décroissants d’un arbre binaire donné et l’intervalle cor-
respondant dans l’ordre gauche.
recherche. Elles forment donc un intervalle de l’ordre faible gauche. Par ailleurs,
l’ordre de Tamari est un quotient de l’ordre faible gauche par la relation σ ≡ µ
si et seulement si les arbres décroissants associés à σ et µ ont le même arbre
binaire sous-jacent. Un exemple est donné figure 6.9 d’un arbre binaire et de ses
étiquetages décroissants.
6.1.3 Arbres planaires
L’ordre de Tamari peut aussi se décrire sur un autre type d’arbre : les arbres
planaires enracinés. Un arbre planaire se décrit récursivement comme étant un
nœud racine auquel est greffée une liste d’arbres planaires : les fils du nœud . La
liste peut être vide et l’ordre des arbres dans la liste est important. La taille d’un
arbre est donnée par son nombre de nœuds. Les arbres binaires de taille n sont en
bijection avec les arbres planaires de taille n+ 1 par l’opération suivante : soit F
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l’arbre planaire associé à T , alors
1. Si x est le fils gauche de y dans T , alors x est le frère gauche de y dans F
2. Si x est le fils droit de y dans T , alors x est le fils de y dans F .
Récursivement, on part d’un nœud racine p0 dans F et on insère les nœuds de T .
Si T contient un unique nœud x, il devient le fils de p0. Sinon, on a T = x(T1, T2),
on insère d’abord T1 puis le nœud x et enfin on insère T2 dans l’arbre de racine x.
Cette bijection met en lumière une structure récursive différente de la structure
usuelle sur les arbres binaires : un arbre binaire est une liste d’autres arbres greffés
sur sa branche gauche. La bijection est illustrée figure 6.10.
La bijection peut aussi se faire directement avec les chemins de Dyck. Un che-
min de Dyck s’écrit comme une suite de chemins primitifs, chaque chemin primitif
correspondant à un fils de la racine. On lit sur les trois objets une statistique que
nous utiliserons à plusieurs reprises : le nombre de nœuds sur la branche gauche
de l’arbre binaire correspond au nombre de fils de la racine de l’arbre planaire et
au nombre de chemins primitifs qui composent le chemin de Dyck qu’on appelle
aussi nombre de retours à 0 [Fin13a, Fin13b].
↔ ↔
Figure 6.10 – Bijection arbre binaire / arbre planaire / chemin de Dyck
La relation de couverture donnée par la rotation se décrit simplement sur
les arbres planaires comme le glissement d’un nœud sur son frère gauche (cf.
figure 6.11). À partir de la bijection, on vérifie facilement que cette opération cor-
respond bien aux rotations définies sur les chemins de Dyck et les arbres binaires.
Il est aussi possible d’effectuer la bijection symétrique entre les arbres binaires
et les arbres planaires en transformant les fils droits de l’arbre binaire en frères
droits de l’arbre planaire. Dans ce cas, le nombre de nœuds sur la branche droite
correspond au nombre de fils de la racine de l’arbre planaire. Ces deux bijections
jouent un rôle important dans la suite de notre travail. Nous revenons dessus de
façon détaillée dans le chapitre 7.
6.2 Algèbres de Hopf combinatoires
Le lien entre l’ordre de Tamari et l’ordre faible est en fait de nature algébrique
et passe par la définition de deux algèbres de Hopf : FQSym et PBT. Pour définir
ces algèbres, nous avons besoin d’introduire les notions de base liées aux algèbres
de Hopf en combinatoire.
Formellement, les algèbres de Hopf sont des objets algébriques assez complexes
vérifiant de nombreux axiomes. Cependant, en combinatoire, les opérations de base
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Figure 6.11 – Ordre de Tamari sur les arbres planaires, tailles 3 et 4
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que sont le produit et le coproduit se définissent très simplement sur les mots et les
axiomes découlent alors naturellement. Plutôt que d’introduire un cadre formel
pour en donner plus tard des exemples concrets, il nous a semblé plus naturel
de partir des exemples de base pour introduire les notions algébriques qui y sont
liées.
6.2.1 Cogèbres et bigèbres : le doublement d’alphabet
Soit A un alphabet. On se place sur l’algèbre libre engendrée par A que l’on
note A = K〈A〉 où le produit est la concaténation des mots. Cette algèbre est tout
simplement l’ensemble des combinaisons linéaires des mots sur A aussi appelées
polynômes non commutatifs. Elle est clairement associative car
(u.v).w = u.(v.w) = uvw (6.4)
pour u, v, w ∈ A∗. Le produit µ := . est une application linéaire µ : A ⊗ A → A
et l’associativité se traduit par le diagramme commutatif suivant :
A⊗A⊗A I⊗µ //
µ⊗I

A⊗A
µ

A⊗A µ // A
(6.5)
où I : A → A est l’identité.
Le mot vide  est donc l’élément neutre pour la multiplication, c’est-à-dire
∀u ∈ A∗, u. = .u = u. (6.6)
Le mot  est l’unité de l’algèbre A. Un élément k ∈ K est assimilé à l’élément
k ∈ A. On peut donc interpréter  non pas comme un mot mais comme une
application  : K → A. La propriété de l’unité s’exprime alors aussi par un
diagramme.
A⊗K I⊗ //
'
%%
A⊗A
p

K⊗A⊗Ioo
'
yyA
(6.7)
À présent, si A = {a, b, . . .}, introduisons un nouvel alphabet A′ = {a′, b′, . . .}
copie de l’alphabet A et dont les lettres commutent avec celles de A. On définit
l’opération ∆ sur les lettres de A par ∆(a) = a+ a′. Puis on étend l’opération de
telle sorte que ∆ soit un morphisme d’algèbre, c’est-à-dire
∆(u.v) = ∆(u).∆(v) (6.8)
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pour u, v ∈ A∗. Par exemple, si A = {a, b} on a
∆(aab) = (a+ a′)(a+ a′)(b+ b′) (6.9)
= aab+ aab′ + aa′b+ aa′b′ + a′ab+ a′ab′ + a′a′b+ a′a′b′ (6.10)
= aab+ aab′ + 2aba′ + 2aa′b′ + ba′a′ + a′a′b′. (6.11)
Un mot sur les alphabets A et A′ se décompose en deux parties indépendantes :
un mot sur A et un mot sur A′. On peut le considérer comme un élément de
A⊗A′ ' A⊗A. L’opération ∆ : A → A⊗A est alors un morphisme d’algèbre
tel que ∆(a) = a⊗ + ⊗ a. Le calcul précédent s’écrit
∆(aab) = aab⊗ + aa⊗ b+ 2(ab⊗ a) + 2(a⊗ ab) + b⊗ aa+ ⊗ aab. (6.12)
L’opération ∆ est co-associative. Pour un mot u, on a ∆(u) = ∑u1 ⊗ u2 sur
les couples (u1, u2) de sous-mots complémentaires de u. Alors
∑∆(u1) ⊗ u2 =∑
u1 ⊗ ∆(u2) = ∑u1 ⊗ u2 ⊗ u3, la somme sur les triplets complémentaires de
sous-mots de u. Sur un exemple, cela donne
(∆⊗ I)∆(ab) = (∆⊗ I) ((a⊗ ) + (⊗ a)) ((b⊗ ) + (⊗ b)) (6.13)
= (a⊗ ⊗ + ⊗ a⊗ + ⊗ ⊗ a)(b⊗ ⊗ + ⊗ b⊗ + ⊗ ⊗ b)
(6.14)
= (I ⊗∆) ((a⊗ ) + (⊗ a)) ((b⊗ ) + (⊗ b)) (6.15)
= (I ⊗∆)∆(ab). (6.16)
On écrit le diagramme commutatif suivant
A ∆ //
∆

A⊗A
I⊗∆

A⊗A
∆⊗I
// A⊗A⊗A
. (6.17)
Ce diagramme est la version "renversée" du diagramme de l’associativité de l’al-
gèbre (6.5). De la même façon, la co-unité de A est l’application linéaire c : A → K
telle que c(u) = 0 si u 6=  et c() = 1, on a
A⊗K A⊗A c⊗I //I⊗coo K⊗A
A
'
ee
∆
OO
'
99 (6.18)
version renversée du diagramme (6.7) de l’unité de l’algèbre. Munie de l’opération
∆, l’espace vectoriel A possède une structure de cogèbre. La compatibilité entre
∆ et µ en fait une bigèbre.
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Définition 6.2.1. Soit A un espace vectoriel. Si A est muni d’un produit associatif
µ : A ⊗ A → A et d’une unité  : K → A, on dit que A est une algèbre. Si par
ailleurs, A est munie d’un coproduit ∆ : A → A ⊗ A co-associatif et d’une
co-unité c : A → K alors A est une cogèbre.
Enfin, si A est à la fois une algèbre et une cogèbre et que ∆ et c sont des
morphismes d’algèbres alors, A est une bigèbre.
En tant qu’espace vectoriel, A est gradué, c’est-à-dire que
A = ⊕
n∈N
An (6.19)
où An est l’espace vectoriel sur les mots de taille n. En tant que bigèbre, A est
aussi graduée ce qui signifie que son produit µ et son coproduit ∆ vérifient
µ(An ⊗Am) ⊂ An+m, (6.20)
∆(Ak) ⊂ ⊕
n+m=k
An ⊗Am. (6.21)
Par ailleurs la dimension de A0 est 1 (le mot vide ) ce qui signifie que A est
connexe. On peut alors prouver que l’antipode deA est bien définie [Swe69, Car07].
Nous ne détaillerons pas cette propriété car nous n’en aurons pas besoin. C’est
elle qui justifie l’appellation algèbre de Hopf. Par la suite, nous n’étudierons que
des bigèbres graduées et connexes et parlerons donc toujours d’algèbres de Hopf
combinatoires.
Si l’alphabet A n’est pas commutatif, le produit µ non plus. On a u.v 6= v.u.
Cependant, le coproduit ∆ que nous avons défini est co-commutatif : soit ω :
A⊗A → A⊗A l’application définie par ω(u⊗ v) = v ⊗ u, alors ω ◦∆ = ∆. Par
la suite, on définira d’autres coproduits qui n’auront pas cette propriété.
L’exemple des polynômes non commutatifs, s’il parait trivial, n’en est pas
moins fondamental. En effet, il est souvent fastidieux de prouver tous les axiomes
relatifs au produit et au coproduit sur une bigèbre. Dans le cas de A, ce sont des
propriétés élémentaires. Une technique est alors d’exprimer une algèbre combina-
toire en fonction de A. Cela revient à associer à chaque objet un développement
sous forme de polynômes (commutatifs ou non). Pour prouver que l’espace en
question possède une structure d’algèbre de Hopf, on prouve que la famille de
polynômes obtenue est stable par les opérations de produit et de coproduit. Cette
technique est appelée la réalisation polynomiale, nous en donnons un exemple au
paragraphe suivant avec l’algèbre FQSym.
Remarque 6.2.2. Les fonctions symétriques que nous avons étudiées dans le cha-
pitre 3 possèdent aussi une structure d’algèbre de Hopf et la définition du coproduit
passe aussi par un doublement d’alphabet.
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6.2.2 L’algèbre des fonctions quasi-symétriques libres
Pour illustrer le principe de la réalisation polynomiale, nous expliquons la
construction de l’algèbre de Hopf des fonctions quasi-symétriques libres FQSym
comme cela a été fait dans [DHT02, DHNT11]. Cette algèbre est isomorphe à
l’algèbre définie par Malvenuto et Reutenauer sur les permutations [MR95].
Définition 6.2.3. Soit u = u1 . . . un un mot sur l’alphabet ordonné A. L’action
d’une permutation σ sur u est donnée par
u • σ = uσ1 . . . uσn . (6.22)
L’exécution de u, exec(u), est la permutation σ de longueur minimale telle que
u • σ soit ordonné c’est-à-dire uσ1 ≤ uσ2 ≤ · · · ≤ uσn.
Par exemple, si u = baa alors exec(u) = 231, et on a u • σ = aab. L’exécution
d’un mot u dépend uniquement de ses inversions, c’est-à-dire du standardisé de
u tel que nous l’avons défini paragraphe 1.1.3. On a exec(u) = exec(std(u)). Par
ailleurs, pour une permutation ν alors ν • σ = ν ◦ σ et donc exec(ν) = ν−1. On a
donc
exec(u) = std(u)−1. (6.23)
On se place à présent sur un alphabet infini et on définit la série
Fσ :=
∑
exec(u)=σ
u. (6.24)
On a alors le résultat suivant [DHT02].
Proposition 6.2.4. Le produit Fσ Fµ pour σ ∈ Sn et µ ∈ Sm s’exprime comme
une somme d’éléments Fν avec ν ∈ Sn+m. Plus précisément
Fσ Fµ =
∑
ν∈σµ
Fν . (6.25)
On rappelle que  est le produit de mélange décalé sur les permutations que
nous avons défini paragraphe 1.1.2. Voyons le résultat sur un exemple. Soit σ = 21
et µ = 1. Comme le résultat sera une combinaison linéaire de permutations de
taille 3, on peut se contenter du développement de Fσ et Fµ sur A = {a, b, c}. On
a alors
F21 = ba+ ca+ cb, (6.26)
F1 = a+ b+ c, (6.27)
F21F1 = baa+ bab+ bac+ caa+ cab+ cac+ cba+ cbb+ cbc (6.28)
= (baa+ caa+ cab+ cbb) + (bab+ bac+ cac+ cbc) + cba (6.29)
= F231 +F213 +F321 . (6.30)
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On a donc une structure d’algèbre sur les éléments Fσ. La définition du co-
produit n’est pas celle du paragraphe 6.2.1 mais utilise toujours un doublement
d’alphabet. Soit B un second alphabet ordonné infini tel que les lettres de A soient
considérées plus petites que les lettres de B et qu’elles commutent avec les lettres
de B. L’alphabet formé de cette façon est noté A+ˆB. Le coproduit sur Fσ consiste
à développer la somme sur A+ˆB plutôt que sur A. Par exemple, si A = {a, b, c}
et B = {a′, b′, c′},
F231(A+ˆB) = baa+ caa+ cab+ cbb+ (6.31)
+ a′aa+ a′ab+ a′bb+ b′aa+ . . .
+ b′aa′ + c′aa′ + c′ab′ + . . .
+ b′a′a′ + c′a′a′ + c′a′b′ + c′b′b′.
Comme les lettres de A et B commutent, on peut les réordonner pour séparer
les deux alphabets et exprimer la somme dans A ⊗ A comme nous l’avons fait
paragraphe 6.2.1.
∆(F231) = (baa⊗ ) + (caa⊗ ) + (cab⊗ ) + (cbb⊗ ) (6.32)
+ (aa⊗ a) + (ab⊗ a) + (bb⊗ a) + (aa⊗ b) + . . .
+ (a⊗ ba) + (a⊗ ca) + (a⊗ cb) + . . .
+ (⊗ baa) + (⊗ caa) + (⊗ cab) + (⊗ cbb).
Les séries qui apparaissent à gauche et à droite du signe ⊗ correspondent à
des éléments F et on a
∆(F231) = F231⊗1 + F12⊗F1 +F1⊗F21 +1⊗ F231 . (6.33)
Ici, 1 désigne l’unité de l’algèbre, c’est-à-dire 1 = F = . De façon générale, on a
Proposition 6.2.5.
∆(Fσ) := Fσ(A+ˆB) =
∑
σ=u.v
Fstd(u)⊗Fstd(v) . (6.34)
Ce résultat est prouvé dans [DHT02] et permet d’obtenir la proposition sui-
vante.
Proposition 6.2.6. L’algèbre des éléments (Fσ) munie du produit de mélange
décalé (6.25) et du coproduit (6.34) est une algèbre de Hopf.
On note cette algèbre FQSym. Ce résultat était déjà donné dans [MR95]
et prouvé directement sur les permutations. Dans [DHT02], les auteurs utilisent
comme nous l’avons vu le développement des éléments Fσ comme sommes de
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mots. Dans ce cas, la preuve devient beaucoup plus simple car il ne reste à prou-
ver que la stabilité des éléments Fσ par le produit et le coproduit. En effet, la
co-associativité du coproduit est triviale car (A+ˆB)+ˆC = A+ˆ(B+ˆC). De même,
la compatibilité du produit et du coproduit s’obtient facilement car, sur des al-
phabets infinis, le développement de Fσ(A+ˆB)Fµ(A+ˆB) est équivalent au déve-
loppement de Fσ(A)Fµ(A). Notons que dans le cas de FQSym, le coproduit n’est
plus le même qu’au paragraphe 6.2.1 et n’est plus cocommutatif.
6.2.3 Ordre faible, dualité et autres bases
Les éléments (Fσ) sont appelés la base fondamentale de l’algèbre FQSym. Il
est possible de définir d’autres bases sur FQSym en particulier par l’opération de
dualité. La notion du dual d’une algèbre de Hopf étend celle du dual d’un espace
vectoriel. Soit E un espace vectoriel de base B. Son dual est l’espace E∗ des formes
linéaires sur E. Comme on travaille en dimension finie (ou graduellement finie),
E∗ est isomorphe à E. Sa base est donnée par B∗ tel que b∗i (bj) = δi,j pour b∗i ∈ B∗
et bj ∈ B. On utilise la notation du crochet de dualité 〈φ, x〉 := φ(x) pour φ ∈ E∗
et x ∈ E. En particulier, si φ ∈ E∗ et bi ∈ B, alors 〈φ, bi〉 est le coefficient de b∗i
dans φ.
Soit (A, .,∆), une algèbre de Hopf, son algèbre duale est (A∗, .∗,∆∗) où A∗ est
le dual de A en tant qu’espace vectoriel et où le produit .∗ et le coproduit ∆∗ sont
définis par
〈∆∗(z), x⊗ y〉 = 〈z, x.y〉 ∀x, y ∈ A, z ∈ A∗, (6.35)
〈y.∗z, x〉 = 〈y ⊗ z,∆(x)〉 ∀x ∈ A, y, z ∈ A∗. (6.36)
Soit (Gσ) la base duale de (Fσ). Par (6.36), on a
GσGµ =
∑
Fσ ⊗Fµ∈∆(Fν)
Gν , (6.37)
=
∑
ν=u.v
std(u)=σ
std(v)=µ
Gν . (6.38)
Et par (6.35),
∆(Gσ) =
∑
σ∈µν
Gµ⊗Gν . (6.39)
Le coproduit de Fσ revenait à sommer sur les découpages de la permutation σ
en deux blocs en fonction d’une position k. Sur la baseGσ, on découpe en fonction
d’une valeur k : la partie gauche du produit tensoriel est formée par le sous-mot
des valeurs inférieures ou égales à k et la partie droite, par le sous-mot standardisé
des valeurs supérieures à k. De même, pour le produit de Fσ et Fµ avec σ ∈ Sk1
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et µ ∈ Sk2 , on sommait sur les
(
k1+k2
k1
)
façons de choisir k1 positions où placer les
valeurs de σ. Dans le produit GσGµ, on choisit les k1 premières valeurs et leur
ordre est donnée par σ.
Voyons sur un exemple,
G21G1 = G213 +G312 +G321, (6.40)
∆(G312) = G312⊗1 +G12⊗G1 +G1⊗G21 +1⊗G312 . (6.41)
Cette dualité positions / valeurs rappelle la relation entre les ordres faibles
droits et gauches sur les permutations. Et en effet, on prouve sur le développement
en mot que le produit et le coproduit des éléments Fσ−1 vérifient les relations (6.35)
et (6.36), ce qui nous donne le résultat suivant.
Proposition 6.2.7. En tant qu’algèbre de Hopf, FQSym est auto-duale ce qui
signifie qu’il existe un isomorphisme de bigèbre entre FQSym et FQSym∗. De
plus, l’application Gσ → Fσ−1 est un isomorphisme explicite.
Par la suite, on identifiera FQSym et son dual. On a alors que Gσ = Fσ−1 =∑
std(u)=σ u est une autre base de FQSym, duale de la base F. Le produit de Fσ
et Fµ est le produit de mélange décalé. C’est une somme sur l’intervalle de l’ordre
faible droit entre σ.~µ et ~µ.σ où ~µ est la permutation µ décalée de |σ|. Le produit
GµGσ est une somme sur l’intervalle de l’ordre faible gauche entre σ.~µ et ~σ.µ.
Par exemple,
F231F12 =
∑
ν∈[23145,45231]R
Fν (6.42)
G312G12 =
∑
ν∈[31245,53412]L
Gν . (6.43)
On définit deux autres bases de FQSym, les fonctions élémentaires E et ho-
mogène H par
Eσ :=
∑
σ′≥Rσ
Fσ′ (6.44)
Hσ :=
∑
σ′≤Rσ
Fσ′ . (6.45)
Ce sont des sommes sur des intervalles respectivement initiaux et finaux de
l’ordre droit. On a
Eσ Eµ = Eσ.~µ (6.46)
HσHµ = H~µ.σ (6.47)
où ~µ est la permutation µ décalée de |σ|. Ces bases sont dites multiplicatives car
le résultat du produit est donné par un unique élément.
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6.3 L’algèbre de Hopf sur les arbres binaires PBT
La structure de l’algèbre FQSym est fortement liée à l’ordre faible. On a vu
que l’ordre de Tamari était un sous-treillis et un treillis quotient de l’ordre faible.
Cette relation passe en fait par le lien algébrique entre l’algèbre FQSym sur
les permutations et l’algèbre PBT sur les arbres binaires que nous allons définir
maintenant.
6.3.1 Congruence sylvestre
Dans le paragraphe 6.1.2, nous avons décrit l’algorithme qui à chaque permu-
tation σ associe son arbre binaire de recherche ABR(σ). L’algorithme est basé
sur l’opération bien connue d’insertion dans un arbre binaire de recherche et s’ap-
plique aussi aux mots sur un alphabet ordonné qui ne sont pas des permutations.
À chaque mot u, on associe ABR(u) un arbre binaire de recherche étiqueté avec
les lettres de u. Deux mots u et v ont le même arbre binaire de recherche s’ils sont
liés par la congruence sylvestre [HNT05].
Définition 6.3.1. Deux mots w1 et w2 sont dits adjacents par la relation sylvestre
si on a
w1 = u ac v b w, w2 = u ca v b w (6.48)
où u, v, w sont des mots et a, b, c des lettres telles que a ≤ b < c.
La congruence sylvestre est la clôture transitive de la relation d’adjacence syl-
vestre. On a u ≡ v s’il existe une chaîne de mots
u = w1, w2, . . . , wk = v (6.49)
telle que wi soit adjacent à wi+1 pour 1 ≤ i < k.
Cette relation est clairement une relation de congruence. De plus, elle est
compatible avec la concaténation : si u ≡ u′ et v ≡ v′ alors u.v ≡ u′.v′. Par
ailleurs si I = {ai, ai+1, . . . , ai+k} est un intervalle de l’alphabet A et si u ≡ v
alors uI ≡ vI où uI (resp. vI) est le sous-mot de u (resp. v) restreint aux lettres de
I. On dit que la congruence sylvestre est compatible à la restriction aux intervalles.
Enfin, on a u ≡ v si et seulement si std(u) ≡ std(v).
On a que ABR(u) a la même forme, c’est-à-dire le même arbre binaire non
étiqueté sous-jacent, que ABR(std(u)). Par ailleurs, la construction de l’arbre
binaire décroissant ABD d’une permutation s’étend elle aussi aux mots en posant
ABD(u) = ABD(std(u)). On pose alors
PT =
∑
shape(ABD(u))=T
u, (6.50)
où T est un arbre binaire et shape(ABD(u)) la forme de l’arbre étiqueté ABD(u).
Pour un mot u tel que std(u) = σ, on a d’après [HNT05, Lemme 11] que ABR(u)
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a la même forme que ABR(σ) et ABD(σ−1) ce qui permet d’exprimer PT comme
une somme sur FQSym,
PT =
∑
shape(ABR(σ))=T
Fσ . (6.51)
On définit ainsi une sous-algèbre de Hopf de FQSym. En effet, la stabilité du
produit et celle du coproduit sont données par la compatibilité de la congruence
sylvestre avec la déstandardisation et la restriction aux intervalles. Par ailleurs,
cette algèbre est isomorphe à celle définie sur les arbres binaires par Loday et
Ronco [LR98]. On la note PBT. On a par exemple,
P = F2143 +F2413 +F4213 . (6.52)
Définition 6.3.2. Soit T un arbre binaire. Le mot canonique de T est la permu-
tation ωT qui correspond à la lecture suivante de l’arbre binaire de recherche de
T : fils droit, fils gauche, racine.
Dans l’exemple (6.52), le mot canonique est 4213. Soit σ une permutation, on
appelle les permutations ayant le même arbre binaire que σ la classe sylvestre de
σ. Comme on l’a vu paragraphe 6.1.2, les classes sylvestres sont des extensions
linéaires d’arbres et forment donc des intervalles de l’ordre faible. La définition
de ces classes en terme de la congruence sylvestre donnée par la définition 6.3.1
permet de prouver le théorème 6.1.6. En effet, on prouve que les mots canoniques
des classes sylvestres sont les permutations évitant 132 et que l’ordre restreint
à ces permutations est isomorphe à l’ordre de Tamari. Enfin on prouve que si
σ ≤ σ′ avec ABR(σ) = T et ABR(σ′) = T ′, alors ωT ≤ ωT ′ . On trouvera la preuve
complète dans [HNT05].
6.3.2 Produit et coproduit
Le développement en termes de FQSym des éléments PT permet d’obtenir
des formules simples pour le produit et le coproduit.
Proposition 6.3.3. Soient T1 et T2 deux arbres binaires, le shuffle de T1 et T2,
noté T1 T2, est l’ensemble des arbres T tel que ωT apparaisse dans le produit de
mélange décalé ωT1  ωT2. On a alors
PT1 PT2 =
∑
T∈T1T2
PT . (6.53)
On trouve la preuve de cette propriété dans [HNT05]. Elle vient du fait qu’une
permutation canonique ne peut être issue que du produit de mélange de deux per-
mutations canoniques. On peut alors indexer les éléments P par des permutations
canoniques plutôt que par des arbres. On a par exemple
P4213P312 = P7421356 +P7452136 +P7456213 +P7542136 +P7546213 +P7564213 .
(6.54)
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Le développement de ce produit sur les Fσ s’exprime comme une somme sur un
intervalle de l’ordre faible droit. Dans l’exemple précédent c’est l’intervalle entre
la permutation 2143576, élément minimal de P7421356 et 7564213. C’est aussi un
intervalle pour l’ordre de Tamari comme illustré figure 6.12.
P P =
P +P +P +P +P +P
Figure 6.12 – Le produit entre T1 et T2 donne l’intervalle entre l’arbre T où T2
est placé sous le dernier fils gauche de T1 et T ′ où T1 est placé sous le dernier fils
droit de T2.
Proposition 6.3.4. Soit T un arbre binaire, le coproduit de PT est donné par
∆(PT ) =
∑
PT ′ ⊗PT ′′ (6.55)
sommé sur les couples d’arbres binaires (T ′, T ′′) tels que ωT ′ = std(w1), ωT ′′ =
std(w2) avec w1.w2 appartenant à la classe sylvestre de T .
Par exemple, la classe sylvestre de σ = 4213 est donnée par {4213, 2413, 2143}
et on a
∆(P4213) = P4213⊗1 + (P321 +P231 +P213)⊗P1 +(P21 +P12)⊗P12 +P21⊗P21
(6.56)
+P1⊗(P213 +P312) + 1⊗P4213
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6.3.3 Bases multiplicatives
On définit deux autres bases sur PBT, analogues des bases élémentaires et
complètes de FQSym :
HT =
∑
T ′≤T
PT ′ , (6.57)
ET =
∑
T ′≥T
PT ′ (6.58)
où l’ordre utilisé est l’ordre de Tamari sur les arbres binaires. On trouve dans
[HNT05, Théorèmes 29 et 30] la preuve que ces bases sont multiplicatives. On a
HT1 HT2 = HT (6.59)
où T est l’arbre obtenu en greffant T2 à droite du fils le plus à droite de T1. En
particulier, T est l’élément maximal de l’intervalle donné par PT1PT2 . Et
ET1 ET2 = ET (6.60)
où T est l’arbre obtenu en greffant T1 à gauche du fils le plus à gauche de T2, c’est
l’élément minimal de l’intervalle donné par PT1PT2 . Par exemple,
H H = H (6.61)
E E = E (6.62)
Enfin, tout comme FQSym, l’algèbre PBT est auto-duale. L’isomorphisme
est explicite et donné dans [HNT05].
Chapitre7
Intervalles de Tamari et énumération
Comme nous l’avons vu dans le chapitre précédent, les éléments PT de PBT
s’expriment comme une somme de permutations dans FQSym. Ces permutations
appartiennent à la classe sylvestre de T . Ce sont les extensions linéaires de l’arbre
binaire et elles forment un intervalle de l’ordre faible. Les éléments HT et ET
sont aussi des sommes sur des intervalles de l’ordre faible qui englobent cette fois
plusieurs classes sylvestres. Plus précisément, ce sont les extensions linéaires des
arbres T ′ ≤ T (resp. T ′ ≥ T ) pour l’ordre de Tamari. En fait, on peut exprimer ces
intervalles initiaux et finaux comme les extensions linéaires des deux arbres pla-
naires obtenus par la bijection décrite au paragraphe 6.1.3. Plus généralement, un
intervalle de Tamari [T1, T2] est encodé par un poset particulier dont les extensions
linéaires correspondent aux classes sylvestres des arbres inclus dans [T1, T2]. Nous
appelons ces posets les intervalles-posets de Tamari et utilisons leurs propriétés
combinatoires pour obtenir de nouveaux résultats sur le treillis de Tamari.
Dans [Cha07], Chapoton démontre que le nombre d’intervalles dans le treillis
de Tamari est donné par
In =
2(4n+ 1)!
(n+ 1)!(3n+ 2)! . (7.1)
Cette formule est obtenue par la résolution d’une équation fonctionnelle sur
la série génératrice des intervalles de Tamari. Pour prouver que la série généra-
trice vérifie bien l’équation fonctionnelle, Chapoton utilise des arguments combina-
toires. Nous proposons dans ce chapitre une nouvelle preuve de ce résultat utilisant
les intervalles-posets. L’équation fonctionnelle donnée par Chapoton peut s’expri-
mer en fonction d’un opérateur bilinéaire qui s’interprète simplement en termes
d’intervalles-posets. On note Φ(x, y) la série génératrice des intervalles de Tamari
où y compte la taille des arbres et x le nombre de nœuds sur la branche gauche
du plus petit arbre de l’intervalle. On prouve que
Φ(x, y) = B(Φ,Φ) + 1 (7.2)
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où
B(f, g) = xyf(x, y)xg(x, y)− g(1, y)
x− 1 . (7.3)
Cela nous amène à définir le polynôme de Tamari d’un arbre donné.
Définition 7.0.5. Soit T un arbre binaire, son polynôme de Tamari BT (x) est
défini récursivement par
B∅ := 1 (7.4)
BT (x) := By=1(BL,BR) (7.5)
où L et R sont respectivement les sous-arbres gauche et droit de T .
On prouve alors un résultat plus fin que la simple énumération des intervalles.
Théorème 7.0.6. Soit T un arbre binaire. Son polynôme de Tamari BT (x) compte
le nombre d’arbres inférieurs ou égaux à T pour l’ordre de Tamari en fonction du
nombre de nœuds sur leur branche gauche. En particulier BT (1) est le nombre
d’arbres inférieurs ou égaux à T .
De façon symétrique, si B˜T est défini en inversant les rôle des sous-arbres droit
et gauche dans BT , alors B˜T compte le nombre d’arbres supérieurs ou égaux à T
en fonction du nombre de nœuds sur leur branche droite.
B = x3 + x2
B = x2
B = x(x3 + x2)
(
x3−1
x−1
)
= x6 + 2x5 + 2x4 + x3
Figure 7.1 – Calcul du polynôme de Tamari d’un arbre et intervalle correspon-
dant.
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Un exemple de calcul du polynôme de Tamari et du résultat du théorème
est donné figure 7.1. La preuve du théorème 7.0.6 est donné paragraphe 7.2.3.
Nous commençons au paragraphe 7.1 par définir les intervalles-posets et nous en
donnons les principales propriétés. Dans le paragraphe 7.2.1, nous décrivons une
opération de composition sur les intervalles-posets. Nous utilisons cette opéra-
tion, tout d’abord pour donner une nouvelle preuve du résultat de Chapoton sur
la fonction génératrice des intervalles (paragraphe 7.2.2) puis pour prouver le théo-
rème 7.0.6 (paragraphe 7.2.3). Au paragraphe 7.2.4, nous faisons le lien avec un
autre résultat de Chapoton sur les flots d’arbres enracinés [Cha13]. Les résultats
de ce chapitre découlent d’un travail fait en commun avec Grégory Chatel et sont
publiés dans [CP13].
7.1 Intervalles-posets de Tamari
7.1.1 Forêts initiales et finales
La bijection entre les arbres binaires et les arbres planaires décrites au para-
graphe 6.1.3 peut aussi s’exprimer en terme de posets.
Définition 7.1.1. Soit T un arbre binaire. On identifie T à son arbre binaire de
recherche que l’on considère comme un poset. On note a CT b si a précède b dans
le poset c’est-à-dire si a est dans le sous-arbre issu de b. Si a CT b et a < b alors a
est dans le sous-arbre gauche de b et on dit que a CT b est une relation croissante
de b. Si b CT a alors b est dans le sous-arbre droit de a et on dit que b CT a est
une relation décroissante de T .
La forêt initiale de T , notée F≤(T ), est le poset obtenu par la relation CF≤
définie telle que
a CF≤ b⇔ a < b et a CT b. (7.6)
En d’autre termes, a CF≤ b si a CT b est une relation croissante de T . Le poset T
est donc une extension de F≤(T ).
La forêt finale de T , notée F≥(T ), est le poset obtenu par la relation CF≥
définie telle que
b CF≥ a⇔ a < b et b CT a. (7.7)
On a donc que b CF≥ a si b CT a est une relation décroissante de T .
Un exemple de la construction est donné figure 7.2.
Les deux opérations sont en fait chacune des bijections : on peut retrouver
l’arbre binaire à partir de sa forêt initiale ou de sa forêt finale. Ainsi, la bijection
entre la forêt finale et l’arbre binaire est celle donnée entre les arbres planaires et
les arbres binaires au paragraphe 6.1.3. À partir d’une forêt étiquetée, on obtient
en effet un arbre planaire en supprimant les étiquettes et en rajoutant une racine
commune aux arbres. La construction récursive de l’arbre binaire en fonction de
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Arbre T F≤(T ) F≥(T )
1
2
3
4
5
6
7
8
9
10
1
2
3 4
5
6
7
8
9 10
1
2 3
4
5
6 7
8 9
10
k
TL TR
k
F≤(TL)
F≤(TR)
k
F≥(TR)
F≥(TL)
Figure 7.2 – Un arbre binaire et les forêts initiales et finales correspondantes.
sa forêt initiale ou finale est illustrée figure 7.2. On donne à présent la condi-
tion nécessaire et suffisante sur l’étiquetage d’une forêt pour qu’il corresponde à
l’étiquetage de l’arbre binaire de recherche correspondant.
Lemme 7.1.2. Soit un poset étiqueté F . Alors F est la forêt finale d’un arbre
binaire T si et seulement si c CF a implique que c > a et que b CF a pour tout
b tel que a < b < c. De même, F est la forêt initiale d’un arbre binaire T si et
seulement si a CF c implique que a < c et que b CF c pour tout b tel que a < b < c.
Démonstration. On effectuera la preuve uniquement pour le cas de la forêt finale
F≥. La preuve pour la forêt initiale est symétrique.
Tout d’abord, prouvons que si F est la forêt finale d’un arbre binaire T , alors
la condition est vérifiée. Soit c > a tel que c CF a. Par construction, on a c CT a ce
qui signifie que c est dans le sous-arbre droit de a dans T . Soit b tel que a < b < c.
Trois configurations sont possibles : soit a CT b et a est dans le sous-arbre gauche
de b, soit a et b ne sont pas comparables, soit b CT a et b est dans le sous-arbre
droit de a.
Supposons que a et b ne soient pas comparables dans T . Alors, il existe b′ tel
que a < b′ < b avec a dans le sous-arbre gauche de b′ et b dans le sous-arbre droit
de b′. Comme c est dans le sous-arbre droit de a, il est aussi dans le sous-arbre
gauche de b′. Or b′ < c ce qui contredit la règle de l’arbre binaire de recherche.
Pour la même raison, a ne peut pas être dans le sous-arbre gauche de b. On a donc
que b est dans le sous-arbre droit de a, c’est-à-dire b CT a. La forêt F est formée
par les relations décroissantes de T et on a bien b CF a.
À présent, soit F un poset étiqueté vérifiant la condition du lemme. Le poset F
se décompose en r composantes connexes F1, F2, . . . , Fr. Pour chaque Fi, il existe
un unique élément xi qu’on appelle la racine de Fi tel que y CF xi pour tout
y ∈ Fi. En effet, si x, x′ et y sont des éléments de Fi avec y CF x et y CF x′,
on a soit x < x′ < y et donc x′ CF x ou bien x′ < x < y et x CF x′. Comme
toutes les relations de F sont décroissantes, l’étiquette de xi est aussi minimale
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dans Fi : y > xi pour tout y ∈ Fi. De plus, si xi et xj sont les racines de deux
composantes connexes différentes, respectivement Fi et Fj, alors xi < xj implique
que y < z pour tout y ∈ Fi et z ∈ Fj. En suivant le schéma de la figure 7.2, on
pose k la racine de valeur maximale parmi x1, . . . , xr. En supprimant le sommet
k de sa composante connexe, on obtient un nouveau poset FL formé des fils de k
qui vérifie toujours la condition et dont toutes les étiquettes sont supérieures à k.
Par ailleurs, le poset FR formé par les autres composantes connexes de F vérifie
lui aussi la condition et toutes ses étiquettes sont inférieures à k. On peut donc
construire récursivement l’arbre binaire T = k(TL, TR) où TL et TR sont obtenus
respectivement par FL et FR. Par construction, T est un arbre binaire de recherche
et F = F≥(T ).
Proposition 7.1.3. Les extensions linéaires de la forêt finale F≥(T ) d’un arbre
binaire T sont exactement les classes sylvestres des arbres T ′ ≥ T pour l’ordre
de Tamari. De même, les extensions linéaires de la forêt initiale F≤(T ) sont les
classes sylvestres des arbres T ′ ≤ T .
Démonstration. On effectue la preuve uniquement pour F≥(T ). Par symétrie de
l’ordre faible et de l’ordre de Tamari, le résultat est aussi vrai pour F≤(T ). Soit αT
l’élément minimal de la classe sylvestre de T . On veut prouver que les extensions
linéaires de F≥(T ) correspondent à l’intervalle [αT , ω] où ω est la permutation
maximale. Comme l’ordre de Tamari est un quotient de l’ordre faible, cela prouve
entièrement le résultat.
Le poset F≥(T ) ne contient que des relations décroissantes b CF≥ a avec b > a.
Les extensions linéaires de F≥(T ) sont exactement les permutations contenant
toutes les coinversions (a, b) telles que b CF≥ a. En effet, par définition les ex-
tensions linéaires de F≥(F ) contiennent toutes ces coinversions. C’est aussi une
condition suffisante. Soit σ une permutation non extension linéaire de F≥(T ). Alors
il existe une relation b CF≥ a avec b > a et a avant b dans σ. La permutation σ
ne contient pas la covinversion (a, b).
Enfin, αT ne contient pas d’autres coinversions que les relations de F≥(T ). En
effet, on lit αT sur l’arbre binaire de recherche T par un parcours suffixe : fils
gauche, fils droit, racine. Soit b > a telle que F≥(T ) ne contient pas la relation
b CF≥ a. Alors b n’est pas dans le sous-arbre droit de a. On a soit que a est dans
le sous-arbre gauche de b, soit que a est dans le sous-arbre gauche d’un élément b′
dont b est dans le sous-arbre droit. Dans tous les cas, a est lu avant b dans αT .
Pour conclure, rappelons la règle de comparaison des éléments dans l’ordre
faible droit donnée au paragraphe 2.2.2 : une permutation σ est plus petite qu’une
permutation µ si les coinversions de σ sont incluses dans les coinversions de µ. Les
extensions linéaires de F≥(T ) sont exactement les permutations dont les coinver-
sions contiennent celles de αT .
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F≥(T ) ∩ F≤(T ′) F≥(T ) ∩ F≤(T ′) simplifié
Figure 7.3 – Sur la page de gauche : la construction d’un intervalle poset à partir
des forêts initiales et finales. Dans la dernière image, on a supprimé les relations
redondantes.
Sur la page de droite : l’intervalle de Tamari correspondant. On pourra vérifier
qu’une extension linéaire d’un arbre de l’intervalle correspond toujours à une ex-
tention linéaire du poset et vice versa.
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7.1.2 Définition des intervalles-posets
Soit [T1, T2] un intervalle de Tamari. Si σ est une extension linéaire de F≥(T1)
alors σ appartient à la classe sylvestre d’un arbre T ′ ≥ T1. Maintenant, si σ est
aussi une extension linéaire de F≤(T2), alors on a T ′ ≤ T2. On peut donc encoder
l’intervalle [T1, T2] par les relations des deux posets F≥(T1) et F≤(T2).
Définition 7.1.4. Un intervalle-poset (P,C) est un poset sur les entiers de 1 à
n tel que les conditions suivantes soient respectées :
1. si a < c et a C c alors pour tout b tel que a < b < c, on a b C c,
2. si a < c et c C a alors pour tout b tel que a < b < c, on a b C a.
Proposition 7.1.5. Les intervalles-posets sont en bijection avec les intervalles de
Tamari.
Plus précisément, à chaque intervalle-poset P correspond un couple d’arbres
T1 ≤ T2 tel que les extensions linaires de P soient exactement les extensions
linéaires des arbres T ′ ∈ [T1, T2].
En particulier, les intervalles-posets sont les seuls posets étiquetés dont les
extensions linéaires forment des intervalles de l’ordre faible droit [αT1 , ωT2 ] où αT1
est l’élément minimal d’une classe sylvestre T1 et ωT2, l’élément maximal d’une
classe T2.
Démonstration. Soit un intervalle de Tamari [T1, T2]. Comme T1 ≤ T2, par la
proposition 7.1.3, les extensions linéaires de T1 en particulier vérifient à la fois
les relations des posets F≥(T1) et F≤(T2). Ces deux posets sont donc compatibles
dans le sens où il n’existe pas de relations contradictoires : a CF≥ b et a BF≤ b.
On forme alors le poset P contenant à la fois les relations de F≥(T1) et F≤(T2).
Par le lemme 7.1.2, P possède les deux conditions qui en font un intervalle-poset.
À présent, soit P un intervalle-poset. Soit F1 le poset formé par les relations
décroissantes de P : b CF1 a si b > a et b CP a. Et soit F2 le poset formé
par les relations croissantes de P . Par le lemme 7.1.2, les posets F1 et F2 sont
respectivement les forêts finales et initiales de deux arbres binaires de recherche
T1 et T2. Soit σ une extension linéaire de P et T ′ = ABR(σ). On a que σ est
aussi une extension linéaire de F1 et donc T1 ≤ T ′ par la proposition 7.1.3. Et σ
est une extension linéaire de F2 d’où T ′ ≤ T2. On a donc T1 ≤ T2, et le poset P
correspond aux extensions linéaires des arbres de l’intervalle [T1, T2].
Un exemple de la construction avec l’intervalle correspondant est donné fi-
gure 7.3. La bijection permet d’identifier les intervalles de Tamari aux intervalles-
posets. Un arbre binaire de recherche T est un intervalle-poset particulier qui
correspond à [T, T ]. De même, les forêts initiales et finales sont des cas particu-
liers d’intervalles-posets. Ces objets combinatoires sont facilement maniables et
programmables et on y lit de nombreuses propriétés.
Proposition 7.1.6. (i) Soient I1 et I2 deux intervalles-posets. L’intersection
de I1 et I2 est non vide si et seulement si les relations de I1 ne contredisent
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pas celles de I2. Dans ce cas, l’intersection est aussi un intervalle, elle est
donnée par I3 l’intervalle-poset contenant les relations à la fois de I1 et I2.
(ii) Un intervalle I1 := [T1, T ′1] contient l’intervalle I2 := [T2, T ′2], c’est-à-dire
T1 ≤ T2 et T ′1 ≥ T ′2, si et seulement si I2 est une extension de I1 (I2 contient
les relations de I1 et éventuellement d’autres)
(iii) Si I1 := [T1, T ′1] alors I2 = [T2, T ′1] tel que T2 ≥ T1 si et seulement si I2 est
une extension de I1 et que les relations supplémentaires de I2 sont décrois-
santes. De façon symétrique, I3 = [T1, T3] tel que T3 ≤ T ′1 si et seulement
si I3 est une extension de I1 et que les relations supplémentaires de I3 sont
croissantes.
Toutes ces propriétés découlent directement de la construction des intervalles-
posets.
7.1.3 Lien avec PBT
On a vu dans le chapitre 6 qu’une base de l’algèbre de Hopf PBT est donnée
par les éléments PT :
PT =
∑
ABR(σ)=T
Fσ . (7.8)
Dans le paragraphe 6.3.3, on définit deux autres bases de PBT et d’après la
définition des forêts finales et initiales, on a que
HT =
∑
σ∈F≤(T )
Fσ, (7.9)
ET =
∑
σ∈F≥(T )
Fσ, (7.10)
où on écrit σ ∈ F≤(T ) (resp. F≥(T )) pour σ une extension linéaire de F≤(T )
(resp. F≥(T )). Par ailleurs, on a vu que le produit dans PBT s’exprime comme
une somme sur un intervalle de l’ordre de Tamari et que H et E sont des bases
multiplicatives. Définissons à présent de nouveaux éléments particuliers de PBT
indexés par les intervalles,
I[T1,T2] =
∑
T∈[T1,T2]
PT . (7.11)
Notons qu’un élément de la base PT est égal à I[T,T ] et que donc les éléments I
ne forment pas une base de PBT. Cependant, si on note P[T1,T2] l’intervalle-poset
qui correspond à [T1, T2] alors on a
I[T1,T2] =
∑
σ∈P[T1,T2]
Fσ (7.12)
et le produit s’exprime de façon simple.
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Proposition 7.1.7. On a
IP IP ′ = IP ~. P ′ (7.13)
où P ~. P ′ est la concaténation décalée du poset P ′ au poset P . C’est-à-dire que
P ~. P ′ contient le poset P et le poset P ′ où toutes les étiquettes ont été décalées
de |P |.
Démonstration. La démonstration est immédiate. Soient P et P ′ les intervalles-
posets correspondant respectivement à [T1, T2] et [T ′1, T ′2], alors
IP IP ′ =
(∑
σ∈P
Fσ
)∑
µ∈P ′
Fµ
 . (7.14)
Les extensions linéaires d’intervalles-posets forment des intervalles de l’ordre droit.
C’est un résultat connu que le produit de deux sommes sur des intervalles dans
FQSym est toujours une somme sur un intervalle [HNT05]. Soient Q1 l’arbre
minimal du produit PT1 PT ′1 et Q2 l’arbre maximal de PT2 PT ′2 . De façon claire,
on a
IP IP ′ =
∑
αQ1≤σ≤ωQ2
Fσ (7.15)
où αQ1 est la permutation minimale de la classe sylvestre de Q1 et ωQ2 la per-
mutation maximale de la classe sylvestre de Q2. Comme l’ordre de Tamari est
un quotient de l’ordre droit, ce produit correspond à la somme des éléments PQ′
pour Q′ ∈ [Q1, Q2]. Nous avons donné la construction des arbres Q1 et Q2 dans
la figure 6.12 quand nous avons expliqué le produit dans PBT. On en déduit
directement que l’intervalle-poset P[Q1,Q2] = P ~. P ′.
Par exemple,
I 1
2
3 = I[
,
] = P213 +P231, (7.16)
I 1 2
3
= I[
,
] = P312 +P321 (7.17)
où les éléments P sont indexés par leur mot canonique ωT , permutation maximale
de la classe sylvestre. Alors, en appliquant la formule du produit dans PBT de la
proposition 6.3.3, on obtient
I 1
2
3 I 1 2
3
= (P213 +P231)(P312 +P321) (7.18)
= P621345 +P642135 +P645213 +P652134 +P654213 (7.19)
+P623145 +P623415 +P623451 +P642315 +P642351
+P645231 +P652314 +P652341 +P654231
= I 1
2
3 4 5
6
. (7.20)
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7.2 Polynômes de Tamari
7.2.1 Composition des intervalles-posets
Soit φ(y), la série génératrice des intervalles de Tamari,
φ(y) =
∑
n≥0
Iny
n (7.21)
où In est le nombre d’intervalles sur des arbres de taille n. Les premières valeurs
sont données par [OEIb]
φ(y) = 1 + y + 3y2 + 13y3 + 68y4 + . . . . (7.22)
Dans [Cha07], Chapoton donne une version raffinée de φ,
Φ(x, y) =
∑
n≥0
m≥0
In,mx
myn (7.23)
où In,m est le nombre d’intervalles [T1, T2] sur des arbres de taille n tel que T1
possède m nœuds sur sa branche gauche. On a
Φ(x, y) = 1 + xy + (x+ 2x2)y2 + (3x+ 5x2 + 5x3)y3 + . . . . (7.24)
Comme nous l’avons vu dans au paragraphe 6.1.3, la statistique du nombre de
nœuds sur la branche gauche de T se lit aussi sur l’arbre planaire correspondant à
T . C’est le nombre de fils de la racine de l’arbre planaire ou le nombre de retours
à 0 sur le chemin de Dyck [Fin13b, Fin13a]. Sur la forêt finale F≥(T ), c’est le
nombre d’arbres, c’est-à-dire son nombre de composantes connexes.
Définition 7.2.1. Soit un intervalle [T1, T2] et I son intervalle-poset, on note
1. size(I) le nombre de nœuds dans I, c’est-à-dire la taille des arbres T1 et T2.
2. trees(I) le nombre d’arbres de F≥(I) la forêt formée en conservant unique-
ment les relations décroissantes de I.
Enfin, on définit P(I) = xtrees(I)ysize(I) et on étend P par linéarité aux combinai-
sons linéaires d’intervalles-posets.
La série génératrice raffinée Φ sur les intervalles de Tamari s’exprime alors par
Φ(x, y) =
∑
I
P(I) (7.25)
sommée sur l’ensemble des intervalles-posets. On prouve le théorème suivant.
Théorème 7.2.2. La série génératrice Φ(x, y) vérifie l’équation fonctionnelle
Φ(x, y) = B(Φ,Φ) + 1 (7.26)
où
B(f, g) = xyf(x, y)xg(x, y)− g(1, y)
x− 1 . (7.27)
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Ce théorème est prouvé par Chapoton dans [Cha07]. La formulation est lé-
gèrement différente, dans la série génératrice donnée en [Cha07, formule (6)], le
degré de x diffère de 1 et la série ne compte pas l’intervalle de taille 0. Dans le pa-
ragraphe 7.2.2, nous donnons une nouvelle preuve de ce théorème. Nous utilisons
pour cela une opération de composition sur les intervalles-posets.
Définition 7.2.3. Soient I1 et I2 deux intervalles-posets de tailles respectives k1
et k2. Alors B(I1, I2) est la somme formelle de tous les intervalles-posets de taille
k1 + k2 + 1 tels que
(i) les relations entre les sommets 1, . . . , k1 sont celles de I1,
(ii) les relations entre les sommets k1+2, . . . , k1+k2+1 sont celles de I2 décalées
de k1 + 1,
(iii) on a i C k1 + 1 pour tout i ≤ k1,
(iv) il n’existe aucune relation k1 + i C j pour j > k1 + 1
On appelle cette opération la composition des intervalles et on l’étend par bilinéa-
rité à toutes les sommes formelles d’intervalles-posets.
B(
1
2
3
,
1 3
2 4
) =
1
2
3
4
5
6
7
8
+
1
2
3
4
5
6
7
8
+
1
2
3
4
5
6
7
8
+
1
2
3
4
5
6
7
8
Figure 7.4 – Composition des intervalles-posets. Les quatre termes correspondent
à l’ajout de respectivement 0, 1, 2 et 3 relations décroissantes entre le second poset
et le sommet 4. Dans le dernier terme, on a ajouté 3 relations : la relation 6 C 4
a été mise en pointillés car elle peut être obtenue par transitivité.
La somme que l’on obtient correspond à toutes les façons d’ajouter des relations
décroissantes entre le second poset et le nouveau sommet k1 +1, comme on peut le
voir figure 7.4. En particulier, il n’y a aucune relation entre les sommets 1, . . . , k1
du premier poset et les sommets k1 +2, . . . , k1 +k2 +1 du second poset. En effet, la
condition (iii) interdit toute relation j C i avec i < k1 +1 < j car cela impliquerait
par la définition 7.1.4 que k1 + 1 C i. Par ailleurs, la condition (iv) interdit toute
relation i C j car cela impliquerait k1 + 1 C j.
Le nombre d’éléments dans la somme est donné par trees(I2) + 1. En effet, si
x1 < x2 < · · · < xm sont les racines des arbres de F≥(I2), on ne peut rajouter une
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relation xi C k1 + 1 que si on a xj C k1 + 1 pour tout j < i. On a donc
B(I1, I2) =
∑
0≤i≤m
Pi (7.28)
où Pi est l’intervalle-poset où on a rajouté exactement i relations décroissantes :
xj C k1 + 1 pour j ≤ i.
Proposition 7.2.4. Soit I1 l’intervalle-poset de taille k1 correspondant à l’inter-
valle [T1, T ′1] et I2 l’intervalle-poset de taille k2 correspondant à [T2, T ′2]. Soient
k = k1 + 1 et
1. Qα, l’arbre T2 auquel on a greffé k(T1, ∅) à gauche de son nœud le plus à
gauche,
2. Qω, l’arbre k(T1, T2),
3. et Q′, l’arbre k(T ′1, T ′2).
On a
B(I1, I2) =
∑
Q∈[Qα,Qω ]
P[Q,Q′] (7.29)
où P[Q,Q′] est l’intervalle-poset correspondant à [Q,Q′].
Démonstration. La composition de I1 et I2 est une somme d’intervalle-posets
P0, . . . Pm où m = trees(I2) et où Pi est l’intervalle-poset où on a ajouté exac-
tement i relations décroissantes. L’arbre maximum de tous les intervalles est le
même car ils ont les mêmes relations croissantes, c’est Q′ = k(T ′1, T ′2). La forêt
finale de P0, F≥(P0) contient trees(I1) + trees(I2) + 1 arbres : les nœuds sur la
branche gauche de son arbre minimal sont exactement ceux de T1, puis k, puis
ceux de T2, ce qui correspond à Qα. Soit Qi l’arbre minimal de Pi. Pour passer
de Pi à Pi+1, on rajoute une relation décroissante vers k ce qui revient à effectuer
une rotation entre le nœud k de Qi et sa racine. Le procédé termine quand l’arbre
T2 est entièrement passé à droite du nœud k. On obtient alors l’arbre Qm = Qω.
Notons que l’intervalle entre Qα et Qω est en fait une chaîne saturée : Qα =
Q0 lQ1 l · · ·lQm = Qω.
En exemple, on a repris le calcul de la figure 7.4 et on donne son interprétation
en termes d’intervalles dans la figure 7.5.
La composition est en fait formée de deux opérations distinctes : le produit
gauche ~• et le produit droit ←−δ .
Définition 7.2.5. Soient I1 et I2 deux intervalles-posets tels que trees(I2) = m,
et α est l’étiquette de valeur minimale de I2 et ω l’étiquette de valeur maximale
de I1, alors
1. I1~•I2 est l’intervalle obtenu par la concaténation décalée de I1 et I2 et l’ajout
des relations croissantes x C α pour tout x ∈ I1.
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Intervalle-poset Intervalle correspondant
1
2
3
2
1 3 ,
2
1 3
1 3
2 4
3
2
1
4
,
1
3
2 4
1
2
3
4
5
6
7
8
7
6
5
4
2
1 3
8
,
4
2
1 3
5
7
6 8
1
2
3
4
5
6
7
8
7
6
4
2
1 3
5
8
,
4
2
1 3
5
7
6 8
1
2
3
4
5
6
7
8
7
4
2
1 3
6
5
8
,
4
2
1 3
5
7
6 8
1
2
3
4
5
6
7
8
4
2
1 3
7
6
5
8
,
4
2
1 3
5
7
6 8
Figure 7.5 – Interprétation en termes d’intervalles de la composition des
intervalles-posets.
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2. I1
←−
δ I2 est la somme des m+ 1 intervalles-posets P0, P1, . . . , Pm où Pi est la
concaténation décalée de I1 et I2 où l’on a ajouté i relations décroissantes
xj C ω pour j ≤ i où x1 < · · · < xm sont les les racines des arbres de
F≥(I2).
Par exemple,
1
2
3
~•
1 2
3 =
1
2
3
4 5
6
(7.30)
1
2
3
←−
δ
1 2
3 =
1
2
3
4 5
6 +
1
2
3
4 5
6 +
1
2
3
4 5
6 . (7.31)
À partir de la description de la composition donnée par (7.28), on a clairement
que
B(I1, I2) = I1 ~• u ←−δ I2 (7.32)
où u est l’intervalle-poset possédant un unique sommet. Notons que l’ordre des
opérations ne modifie pas le résultat : (I1~•u)←−δ I2 = I1~•(u←−δ I2).
7.2.2 Énumération des intervalles
L’opérateur B peut aussi se décomposer en deux opérations, gauche et droite,
f  g := fg (7.33)
f ≺δ g := f∆(g), (7.34)
où
∆(g) := xg(x, y)− g(1, y)
x− 1 . (7.35)
On a dans ce cas
B(f, g) = f  xy ≺δ g. (7.36)
La composition des intervalles-posets est une interprétation combinatoire de
l’opérateur B défini dans le théorème 7.2.2, ce qui s’exprime par la proposition
suivante.
Proposition 7.2.6. Soient I1 et I2 deux intervalles-posets et P l’application li-
néaire de la définition 7.2.1. Alors
P(I1~•I2) = P(I1)  P(I2), (7.37)
P(I1←−δ I2) = P(I1) ≺δ P(I2), (7.38)
et donc
P(B(I1, I2)) = B(P(I1),P(I2)). (7.39)
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Par exemple, dans la figure 7.6, on a P(I1) = x2y3 et P(I2) = x3y4 et on vérifie
que P(B(I1, I2)) = y8(x6 + x5 + x4 + x3) = B(x2y3, x3y4).
Démonstration. Soient I1 et I2 deux intervalles-posets. Le produit gauche I1~•I2
est la concaténation décalée de I1 et I2 à laquelle on a rajouté des relations dé-
croissantes. On a clairement
P(I1~•I2) = ysize(I1)+size(I2)xtrees(I1)+trees(I2) = P(I1)P(I2) (7.40)
ce qui prouve (7.37).
À présent, si trees(I2) = m, et que les racines de F≥(I2) sont x1 < x2 < · · · <
xm, on a par définition
I1
←−
δ I2 =
∑
0≤i≤m
Pi (7.41)
où on a ajouté exactement i relations décroissantes entre les racines x1, . . . , xi
de F≥(I2) et l’étiquette de valeur maximale de I1. On a trees(Pi) = trees(I1) +
trees(I2)− i car chaque relation décroissante relie un arbre de I2 à un arbre de I1.
Alors
P(I1←−δ I2) = ysize(I1)+size(I2)xtrees(I1)(1 + x+ x2 + . . . xm) (7.42)
= ysize(I1)+size(I2)xtrees(I1)x
m+1 − 1
x− 1 (7.43)
= P(I1) ≺δ P(I2). (7.44)
Pour prouver le théorème 7.2.2, nous avons encore besoin d’un résultat.
Proposition 7.2.7. Soit I un intervalle-poset, alors il n’existe qu’un seul couple
d’intervalles-posets (I1, I2) tel que I apparaisse dans la somme B(I1, I2).
Démonstration. Soit I un intervalle-poset de taille n et soit k le sommet de I dont
l’étiquette est maximale vérifiant que pour tout i < k, on a i C k . Notons que
le sommet 1 vérifie cette propriété et donc que k existe toujours. On prouve que
I apparaît uniquement dans la composition des intervalles I1 et I2 où I1 est le
sous-poset de I restreint à 1, . . . , k− 1 et I2 le sous-poset de I réétiqueté restreint
à k + 1, . . . , n. Si k = 1 (resp. k = n) alors I1 (resp. I2) est le poset vide.
Pouvons d’abord que I ∈ B(I1, I2). Les conditions (i), (ii) et (iii) de la défi-
nition 7.2.3 sont vérifiées par construction. Si la condition (iv) n’est pas vérifiée,
cela signifie qu’il existe une relation k C j avec j > k. Alors, par définition des
intervalles-posets, on a aussi ` C j pour tout k < ` < j. Par ailleurs, i C k C j
pour tout i < k, et donc quelque soit i < j, i C j. C’est impossible car k est
l’étiquette maximale vérifiant cette condition.
On a donc I ∈ B(I1, I2). C’est le seul couple d’intervalles possible. En effet,
supposons que I ∈ B(I ′1, I ′2). Le sommet k′ = |I ′1| + 1 vérifie par définition que
pour tout i < k′, on a i C k′ et pour tout j > k′, k′ 6 j. C’est exactement la
définition de k. On a donc k′ = k ce qui implique I ′1 = I1 et I ′2 = I2.
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Démonstration du théorème 7.2.2. Soit S = ∑T1≤T2 P[T1,T2] la série formelle des
intervalles-posets. D’après la proposition 7.2.7, on a
S = B(S,S) + ∅. (7.45)
Et par la proposition 7.2.6,
Φ = P(S) (7.46)
= P(B(S,S)) + 1 (7.47)
= B(Φ,Φ) + 1. (7.48)
7.2.3 Comptage des éléments inférieurs à un arbre
En développant (7.26), on obtient
Φ = 1 + B(1, 1) + B(B(1, 1), 1) + B(1,B(1, 1)) + . . . (7.49)
=
∑
T
y|T | BT , (7.50)
où BT est le polynôme de Tamari de la définition 7.0.5. On prouve le théorème 7.0.6
par la proposition suivante.
Proposition 7.2.8. Soit T := k(TL, TR) un arbre binaire et ST :=
∑
T ′≤T P[T ′,T ]
la somme des intervalles-posets dont T est l’arbre maximal. Alors on a S =
B(STL , STR).
Démonstration. Soit T un arbre binaire de taille n tel que T = k(TL, TR). L’inter-
valle initial [T0, T ] correspond à la forêt initiale de T , F≤(T ) qui est un intervalle-
poset particulier. D’après la proposition 7.1.6 (iii), la somme ST est la somme
sur tous les intervalles-posets I qui sont des extensions de F≤(T ) où les relations
ajoutées sont décroissantes.
Soit I un intervalle de la somme ST . Soient IL et IR les sous-posets formés par la
restriction de I à respectivement 1, . . . , k− 1 et k+ 1, . . . , n. D’après la définition
récursive des forêts initiales décrites en figure 7.2, IL et IR sont des extensions
de respectivement F≤(TL) et F≤(TR) où seules des relations décroissantes ont été
ajoutées. On a alors IL ∈ STL et IR ∈ STR . Enfin, on a clairement que I ∈ B(IL, IR)
car comme I est une extension de F≤(T ) on a en particulier i C k pour i < k et
k 6 j pour j > k.
Inversement, si IL et IR sont deux éléments de respectivement STL et STR alors
tout intervalle I de B(IL, IR) appartient à ST par construction car il est bien une
extension de F≤(T ) où seules des relations décroissantes ont été ajoutées.
Dans la figure 7.6, on reprend l’exemple du calcul de la figure 7.1 en détaillant
la liste des intervalles-posets de ST =
∑
T ′≤T P[T ′,T ].
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1
2
3
4
5
6
B2 = x
B1 = x+ x2
B3 = x2 + x3
B5 = x
B6 = x2
B4 = x3 + 2x4 + 2x5 + x6
T ′ ≤ T [T ′, T ] T ′ ≤ T [T ′, T ]
1
2
3
4
5
6
4
3
1 2
6
5
1
2
3
4
5
6 4
3
1
2
6
5
1
2
3
4
5
6
4
3
1 2
6
5
1
2
3
4
5
6
4
3
1
2
6
5
1
2
3
4
5
6
4
3
1 2
6
5
1
2
3
4
5
6
4
3
1
2
6
5
Figure 7.6 – Exemple de calcul de BT avec la liste des arbres plus petits et des
intervalles-posets associés.
Démonstration du théorème 7.0.6. Compter le nombre d’arbres T ′ ≤ T en fonc-
tion du nombre de nœuds sur la branche gauche de T ′ revient à compter le nombre
d’intervalles I = [T ′, T ] en fonction de trees(I). On souhaite donc prouver que
BT = P(ST ) où ST = ∑T ′≤T P[T ′,T ]. Cela se fait par récurrence sur la taille de T .
Le cas initial est trivial. Soit T = k(TL, TR), par hypothèse de récurrence on a que
BTL = P(STL) et BTR = P(STR), alors les propositions 7.2.6 et 7.2.8 nous donnent
BT = B(P(STL),P(STR)) (7.51)
= P(B(STL , STR)) (7.52)
= P(ST ). (7.53)
7.2.4 Version bivariée
Dans un article très récent [Cha13], Chapoton calcule des polynômes bivariés
qui semblent correspondre à ceux que nous étudions. En calculant les premiers
exemples de [Cha13, formule (7)], on remarque [CNT] que pour b = 1 et t = 1−1/x
le polynôme défini est égal à BT où T est un arbre binaire dont le sous-arbre gauche
est vide. Dans [Cha13], le polynôme est indexé par un arbre enraciné. Cet arbre
semble être la version non planaire de l’arbre planaire en bijection avec T par
F≥(T ).
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Il est aussi possible d’ajouter un paramètre b aux polynômes de la défini-
tion 7.0.5. Pour un intervalle [T ′, T ], le paramètre b compte le nombre de nœuds
de T ′ qui possèdent un sous-arbre droit, ou de façon équivalente le nombre de
nœuds x dans l’intervalle-poset P[T ′,T ] qui ont une relation y C x avec y > x. On
généralise alors l’opérateur P en associant à chaque intervalle-poset un monôme
en x, y et b. On a
B(f, g) = y
(
xbf
xg − gx=1
x− 1 − bxfg + xfg
)
, (7.54)
où f et g sont des polynômes en x, y et b. La proposition 7.2.6 est toujours vérifiée
car on ajoute un nœud avec une relation décroissante dans tous les termes de
la composition sauf un. Par exemple, pour le calcul présenté figure 7.4, on a
B(y3x2b, y4x3b) = y8(x6b2 + x5b3 + x4b3 + x3b3).
Avec cette définition du paramètre b, les polynômes bivariés BT (x, b) semblent
correspondre exactement aux polynômes calculés par Chapoton dans [Cha13] pris
en t = 1−1/x. Le rapport entre les deux objets est le thème d’un travail commun
entrepris avec Chapoton, Novelli et Thibon et sera étudié de façon plus complète
dans une prochaine publication.
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Chapitre8
Treillis de m-Tamari
Dans un article récent [BPR12], Bergeron et Préville-Ratelle introduisent une
famille de treillis généralisant le treillis de Tamari sur les chemins de Dyck. Pour
un paramètre m donné, on étudie l’ensemble des chemins dans le plan de (0, 0)
à (mn, n) formés de pas horizontaux (1, 0) et de pas verticaux (0, 1) et restant
au dessus de la droite y = x
m
. Dans le cas où m = 1, ces chemins correspondent
simplement à des chemins de Dyck où les pas montants ont été remplacés par des
pas verticaux et les pas descendants par des pas horizontaux. Ce sont des objets
combinatoires bien connus qui apparaissent en particulier dans le problème du
scrutin et qui sont comptés par les nombres de m-Catalan,
1
mn+ 1
(
(m+ 1)n
n
)
. (8.1)
Par la suite, on utilisera la dénomination anglo-saxonne m-ballot paths pour l’en-
semble de ces chemins.
L’opération de rotation sur les chemins de Dyck (cf. figure 6.1) s’étend naturel-
lement auxm-ballot paths. Elle induit aussi une structure de treillis [BPR12] qu’on
appelle treillis de m-Tamari, un exemple est donné figure 8.1. Quand m = 1, on
retrouve le cas classique du treillis de Tamari sur les chemins de Dyck. Les inter-
valles des treillis de m-Tamari ont été dénombrés dans [BMFPR11]. La formule
généralise celle de Chapoton (7.1). On a
In,m =
m+ 1
n(mn+ 1)
(
(m+ 1)2n+m
n− 1
)
(8.2)
où In,m est le nombre d’intervalles dans T (m)n , le treillis de m-Tamari pour les
chemins de taille n. Comme dans le cas m = 1, la formule est prouvée par la
résolution d’une équation fonctionnelle sur la série génératrice des intervalles. On
peut exprimer cette équation à l’aide d’un opérateur m+1-linéaire, généralisation
de l’opérateur bilinéaire B défini dans le chapitre 7 (7.3). Soit B(m) l’opérateur
défini par
B(m)(f, g1, . . . , gm) = fxy∆(g1∆(g2∆(. . .∆(gm)) . . . ) (8.3)
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Figure 8.1 – Treillis de m-Tamari T (2)3 sur les chemins.
où ∆ est la différence divisée déjà définie en (7.35),
∆(g) = xg(x, y)− g(1, y)
x− 1 . (8.4)
Si Φ(m)(x, y) est la série génératrice des intervalles de T (m)n où y compte la taille des
chemins et x la statistique des retours à 0 sur le chemin inférieur, on a [BMFPR11]
Φ(m)(x, y) = 1 + B(m)(Φ(m),Φ(m), . . . ,Φ(m)). (8.5)
La structure de l’équation fonctionnelle généralise donc directement celle du
cas m = 1. En développant l’expression, on obtient une somme sur les arbres
m + 1-aires. Cela laisse penser que les résultats du chapitre précédent peuvent
se généraliser aux treillis m-Tamari. C’est en effet le cas et on obtient ainsi une
nouvelle preuve que la série génératrice des intervalles de T (m)n vérifie bien l’équa-
tion fonctionnelle. Par ailleurs, en généralisant le théorème 7.0.6, on obtient une
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formule comptant le nombre d’éléments plus petits ou égaux à un élément donné.
La preuve de ces deux résultats est donné au paragraphe 8.2.
Par ailleurs, dans les récents articles traitant des treillis de m-Tamari, le pro-
blème était laissé ouvert de l’interprétation en termes d’arbres de ces treillis. La
question était pour nous fondamentale car nos démonstrations dans le cas du
treillis de Tamari classique utilisent comme base les arbres binaires et le lien avec
l’ordre faible. Pour y répondre, nous utilisons le plongement naturel du treillis
T (m)n dans le treillis de Tamari T (1)n×m qu’avait déjà décrit [BMFPR11]. Ainsi, les
intervalles-posets définis au chapitre précédent se généralisent simplement : les
intervalles de m-Tamari étant des cas particulier d’intervalles de Tamari.
Nous commençons donc par donner la description en termes d’arbres des treillis
de m-Tamari dans le paragraphe 8.1. En particulier, nous décrivons les relations
de couverture du treillis de m-Tamari sur les arbres m+1-aires. Nous utilisons en-
suite cette description pour généraliser l’opération de composition des intervalles-
posets que nous avons définie au chapitre précédent. Nous démontrons ainsi au
paragraphe 8.2 les généralisations des théorèmes 7.0.6 et 7.2.2. Enfin, dans le pa-
ragraphe 8.3, nous décrivons des structures d’algèbres de Hopf généralisant les
cas de FQSym et PBT à des versions dites "m". Les résultats de ce chapitre
sont issus d’un travail commun avec Grégory Chatel, Jean-Christophe Novelli et
Jean-Yves Thibon et feront prochainement l’objet de publications.
8.1 Les treillis m-Tamari sur les arbres
8.1.1 Définition sur les chemins
Définition 8.1.1. Un m-ballot path de taille n est un chemin dans le plan depuis
l’origine (0, 0) jusqu’au point (nm, n) formé de pas "montants" verticaux (0, 1) et
de pas "descendants" horizontaux (1, 0) tel que le chemin reste toujours au dessus
de la droite y = x
m
.
Tout comme les chemins de Dyck, les m-ballot paths peuvent s’interpréter
comme des mots sur un alphabet binaire {1, 0} où les pas montants sont codés
par la lettre 1 et les pas descendants par 0. De même, un chemin est dit primitif
s’il n’a pas d’autres contacts avec la droite y = x
m
que ses extrémités. La rotation
est alors définie comme dans la définition 6.1.2 et illustrée figure 8.2.
−→
10100 0 110100000 100 −→ 10100 110100000 0 100
Figure 8.2 – Rotations sur les m-ballot paths.
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Si on considère la rotation sur les chemins comme une relation de couverture,
l’ordre induit est un treillis qui généralise l’ordre de Tamari usuel [BPR12]. En
exemple, on donne l’ordre sur les 2-ballot paths de taille 3, T (2)3 figure 8.1.
En remplaçant chaque pas montant par une suite de m pas montants, on peut
faire correspondre injectivement un chemin de Dyck de taille m.n à chaque m-
ballot path. L’ensemble obtenu est composé de chemins de Dyck dont les cardinaux
des suites de pas montants sont divisibles par m. On appelle ces objets les chemins
de m-Dyck. Un exemple de la correspondance est donnée figure 8.3.
m-ballot path chemin de m-Dyck
Figure 8.3 – Un m-ballot path et son chemin de m-Dyck correspondant
Le passage d’un m-ballot path à son chemin de m-Dyck est compatible avec la
rotation. On en déduit la propriété suivante que l’on trouve déjà dans [BMFPR11] :
Proposition 8.1.2. Le treillis dem-Tamari T (m)n est isomorphe à l’idéal supérieur
de T (1)n×m engendré par le chemin de Dyck (1m0m)n (cf. figure 8.4).
De cette observation triviale, on déduit la plupart des propriétés des treillis de
m-Tamari.
8.1.2 Arbres m-binaires
Nous avons décrit dans le paragraphe 6.1.1 la bijection entre les arbres binaires
et les chemins de Dyck. L’image du chemin de m-Dyck minimal est donnée par
un arbre binaire qu’on appelle peigne-(n,m).
Définition 8.1.3. Le peigne-(n,m) est l’arbre binaire T de taille n ×m tel que
T possède n nœuds sur sa branche gauche et tel que le sous-arbre droit de chacun
de ces nœuds soit une suite de m− 1 fils droits sans fils gauches (cf. figure 8.4).
m-ballot path chemin de m-Dyck Arbre binaire
Figure 8.4 – Élément minimal de T (2)3 en tant que m-ballot path, chemin de Dyck
et arbre binaire (peigne-(3, 2)).
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Le treillis de m-Tamari est donc identifiable à l’idéal supérieur engendré par le
peigne-(n,m). Ces arbres sont comptés par les nombres dem-Catalan et possèdent
une structure non plus binaire mais m+ 1-aire.
Figure 8.5 – Treillis de m-Tamari T (2)3 sur les arbres m-binaires
Définition 8.1.4. On appelle arbres m-binaires les arbres binaires qui vérifient
la structure récursive décrite par la figure 8.6. Un arbre m-binaire est soit l’arbre
vide, soit un ensemble de m + 1 arbres m-binaires TL, TR1 , TR2 , . . . , TRm, greffés
sur m nœuds racines.
L’arbre TL est le sous-arbre gauche du premier nœud racine. Le sous-arbre
droit est formé de TR1 auquel on a greffé le deuxième nœud racine à gauche de
son nœud le plus à gauche. Le sous-arbre droit de ce nœud racine est alors TR2
auquel on a greffé le troisième nœud racine et ainsi de suite. Si un arbre TRi est
vide, alors le nœud racine i+ 1 est directement le fils droit du nœud racine i.
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TL TR1
TR2
. . .
TRm
Figure 8.6 – Structure des arbres m-binaires. A droite, un exemple pour m = 2 :
TL est en rouge, TR1 en bleu (pointillés) et TR2 en vert (tirets).
Proposition 8.1.5. Un arbre binaire T est un arbre m-binaire si et seulement si
il est de taille n×m et que son arbre binaire de recherche vérifie :
m CT m− 1 CT · · · CT 1,
2m CT 2m− 1 CT · · · CT m+ 1,
. . . (8.6)
n.m CT n.m− 1 CT · · · CT (n− 1).m+ 1.
On peut vérifier la propriété sur la figure 8.7 qui est l’arbre binaire de recherche
de l’exemple donné figure 8.6.
9
3
1
2
7
4
5
6
8
19
15
10
13
11
12
14
17
16 18
20
21
22
Figure 8.7 – Arbre binaire de recherche d’un arbre m-binaire. On peut vérifier
qu’on a toujours 2k C 2k − 1.
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Démonstration. On prouve la propriété par récurrence sur n. Soit T un arbre
m-binaire composé de TL, TR1 , . . . , TRm . Supposons que TL, TR1 , . . . , TRm sont des
arbres m-binaires et qu’ils vérifient la propriété. Alors l’arbre T la vérifie aussi. La
racine de T est étiquetée par |TL|+1 et comme TL est m-binaire, alors |TL| = k.m
pour un certain k ∈ N. L’étiquette de la racine de T est donc x = k.m+ 1 et pour
tout j > x, on a j CT x. C’est vrai en particulier pour x+ 1, x+ 2, . . . , x+m− 1.
Par ailleurs, au sein de T , l’étiquetage de TL reste inchangé, l’étiquetage de TRm
est décalé de |TL| + m, celui de TRm−1 de |TL| + m + |TRm | etc. Les étiquetages
sont décalés uniquement par des multiples de m et donc si la propriété (8.6) était
respectée dans TL, TR1 , . . . , TRm , elle l’est toujours dans T .
À présent, soit T un arbre binaire de recherche vérifiant (8.6). Soit x la racine
de T . Comme x ne précède aucun élément de T , on a forcément que x = k.m+ 1
pour un certain 0 ≤ k < n. Soit TL le sous arbre gauche de T , alors |TL| = km et
par récurrence, TL est un arbre m-binaire. On a que x+ 1 CT x, c’est-à-dire x+ 1
est dans le sous-arbre droit de x. C’est le nœud le plus à gauche du sous-arbre
droit. Soit TR1 , l’arbre placé entre x et x + 1. Pour 0 ≤ a < n, et 1 ≤ b ≤ m,
on a que le nœud y = a.m + b est dans TR1 si et seulement si tous les nœuds
a.m+m CT a.m+m− 1 CT · · · CT a.m+ 1 sont aussi dans TR1 . L’arbre est donc
d’une taille multiple de m et vérifie (8.6), c’est un arbre m-binaire par récurrence.
Le même raisonnement s’applique à TR2 , TR3 , . . ., TRm , et T vérifie bien la structure
récursive.
Proposition 8.1.6. L’idéal engendré par le peigne-(n,m) est l’ensemble des arbres
m-binaires.
Démonstration. La forêt finale du peigne-(n,m) est exactement le poset formé par
les relations (8.6) et on a prouvé par la proposition 8.1.5 que les arbres m-binaires
étaient exactement ceux dont la forêt finale était une extension du poset (8.6). Cela
prouve le résultat par les propriétés des intervalles-posets (proposition 7.1.6).
Cette description de m-Tamari sur les arbres m-binaires nous permet de géné-
raliser les résultats du chapitre 7. Par ailleurs, on peut utiliser les arbresm-binaires
comme outil pour construire l’ordre de m-Tamari sur les arbres m + 1-aires. La
figure 8.6 donne T (2)3 sur les arbres m-binaires.
8.1.3 Arbres m+ 1-aires
Les arbres m-binaires ont une structure m+1-aire : on peut donc leur associer
un arbre m + 1-aire. Si T est un arbre m-binaire non vide, T est composé de
TL, TR1 , . . . , TRm , on lui associe l’arbre T˜ dont les sous-arbres sont dans cet ordre
T˜L, ˜TR1 , . . . , ˜TRm . Un exemple est donné en figure 8.9.
La bijection entre les chemins de Dyck et les arbres binaires donne le passage
d’un chemin de m-Dyck à un arbre m-binaire et donc par extension d’un m-ballot
paths à un arbre m + 1-aire. Les m-ballot paths admettent aussi une structure
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Figure 8.8 – Treillis de m-Tamari T (2)3 sur les arbres ternaires
m+ 1-aire. Un m-ballot path D s’exprime récursivement comme
D = DL 1 DRm 0 DRm−1 . . . 0 DR1 0 (8.7)
et cette structure reflète exactement celle de l’arbre correspondant, comme on
peut le voir dans la figure 8.9.
Cette bijection permet de représenter l’ordre de m-Tamari sur les arbres m+1-
aires, ce que nous avons fait dans les figures 8.10 et 8.8. La relation de couverture
se comprend à partir des arbres m-binaires. A partir d’un arbre m-binaire, deux
types de rotations sont possibles : entre la racine de l’arbre TL et la racine de T ,
et entre un nœud racine de T et le nœud le plus à gauche d’un arbre TRi . Ces
deux rotations donnent deux types de transformations sur les arbres m+ 1-aires :
passage de la branche gauche à une des branches droites et passage d’une branche
droite à une autre. On donne le schéma général de ces deux opérations sur les
arbres m-binaires et leur traduction en terme d’arbres m + 1-aires dans figures
8.11 et 8.12.
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chemin 2-Dyck arbre 2-binaire
2-ballot path arbre ternaire
Figure 8.9 – Correspondance entre les arbres ternaires et les 2-ballot paths.
Quatre représentations du même objet de T (2)7
Figure 8.10 – Treillis de m-Tamari T (2)2 sur les m-ballot paths, les arbres m-
binaires et les arbres ternaires.
8.2 Intervalles
Dans cette section, on donne les preuves des deux théorèmes suivants qui
généralisent les théorèmes 7.2.2 et 7.0.6 au cas m-Tamari.
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Schéma général
y
x
TL TR1
x+ 1
TR2
T ′R1
y + 1
T ′R2
−→
x
TL y
TR1
x+ 1
TR2
T ′R1
y + 1
T ′R2
y
x
TL TR1 TR2
T ′R1 T
′
R2
−→
x
TL y
TR1 T
′
R1 T
′
R2
TR2
Exemple
−→
−→
Figure 8.11 – Rotation de type 1 sur les arbres m-binaires et ternaires.
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Schéma général
x
TL TR1
y
x+ 1
TR2
T ′R1
y + 1
T ′R2 −→
x
TL TR1
x+ 1
y
TR2 T
′
R1
y + 1
T ′R2
x
TL TR1
y
T ′R1 T
′
R2
TR2
−→
x
TL TR1 y
TR2 T
′
R1 T
′
R2
Exemple
−→
−→
Figure 8.12 – Rotation de type 2 sur les arbres m-binaires et ternaires.
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Théorème 8.2.1. Soit Φ(m)(x, y) la série génératrice des intervalles de m-Tamari
où y compte la taille des chemins et x le nombre de retours à 0 du chemin inférieur
(nombre de contacts avec la droite y = x
m
après l’origine). Alors
Φ(m) = B(m)(Φ(m), . . . ,Φ(m)) + 1 (8.8)
où B(m) est l’opérateur m+ 1-linéaire défini par
B(m)(f, g1, . . . , gm) = f  xy ≺δ (g1 ≺δ (· · · ≺δ (gm−1 ≺δ gm)) . . . ). (8.9)
avec  et ≺δ les produits gauches et droits définis au chapitre précédent (7.33) et
(7.34).
La définition de l’opérateur B(m) (8.9) est une réécriture de celle donnée en
(8.3) et ce théorème est une reformulation de la proposition 8 de [BMFPR11]
dont nous proposons une nouvelle preuve. Le théorème suivant est un nouveau
résultat sur les treillis m-Tamari.
Théorème 8.2.2. Soit T un arbrem+1-aire, on définit récursivement le polynôme
B(m)T par
B(m)∅ = 1 (8.10)
B(m)T = B(m)y=1(B(m)TL ,B
(m)
TR1
, . . . ,B(m)TRm ) (8.11)
où TL, TR1 , . . . , TRm sont les sous-arbres de T . Alors B(m)T compte le nombre d’élé-
ments inférieurs ou égaux à T dans le treillis T (m)n en fonction du nombre de
nœuds sur la branche gauche de T , ou de façon équivalente en fonction du nombre
de retours à 0 dans le chemin correspondant à l’arbre T . En particulier, B(m)T (1)
est le nombre d’éléments inférieurs ou égaux à T .
Un exemple du calcul de B(m)T est donné figure 8.13.
8.2.1 Composition des m-intervalles-posets
Définition 8.2.3. Un m-intervalle-poset est un intervalle-poset de taille n ×m
vérifiant
m C m− 1 C · · · C 1,
2m C 2m− 1 C · · · C m+ 1,
. . . (8.12)
n.m C n.m− 1 C · · · C (n− 1).m+ 1.
Proposition 8.2.4. Les m-intervalles-posets de taille n sont en bijection avec les
intervalles de T (m)n .
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B(2)T = B(2)(x, x, x) = x  x ≺δ (x ≺δ x)
= x2 ≺δ (x(1 + x))
= x2(2 + 2x+ x2)
= 2x2 + 2x3 + x4
Figure 8.13 – Exemple du calcul de B(m)T . On obtient B(m)T (1) = 5 pour l’arbre T
en bas du graphe. On peut vérifier sur la figure que la puissance de x correspond
aux nombres de nœuds sur la branche gauche des arbres ou au nombre de retours
à 0 sur les chemins.
Démonstration. Un m-intervalle-poset I correspond à un intervalle [T1, T2] de Ta-
mari n × m . D’après la proposition 8.1.5, l’arbre T1 est un arbre m-binaire.
Comme T2 ≥ T1, alors T2 est aussi m-binaire et I correspond donc à un intervalle
de T (m)n .
Par ailleurs, le nombre de nœuds sur la branche gauche d’un arbre m-binaire
est le même que sur son arbre m + 1-aire associé et correspond au nombre de
retours à 0 du m-ballot path. Soit l’opérateur défini sur les m-intervalles-posets,
P(m)(I) := xtrees(I)y size(I)m . (8.13)
Alors,
Φ(m)(x, y) =
∑
I
P(m)(I) (8.14)
sommé sur l’ensemble des m-intervalles-posets.
La composition B de deux m-intervalles-posets ne donne pas une somme sur
des m-intervalles-posets : les tailles ne sont plus des multiples de m. Il faut définir
une m-composition qui soit m+ 1-linéaire et généralise la composition B. Si on se
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contente de traduire l’expression (8.9) en transformant les produits droites ≺δ et
gauches en respectivement←−δ et ~•, on ne génère pas l’ensemble desm-intervalles-
posets. Cependant, on remarque que
g1 ≺δ g2 = (xy ≺δ g2)  g1
xy
. (8.15)
Cette expression reflète la structure des arbres m-binaires (cf. figure 8.6). On peut
récrire (8.9) à partir de cette observation. Par exemple, pour m = 3 on a
B(3)(f, g1, g2, g3) = f  xy ≺δ (g1 ≺δ (g2 ≺δ g3)) (8.16)
= f  xy ≺δ 1
xy
((
xy ≺δ 1
xy
((xy ≺δ g3)  g2)
)
 g1
)
(8.17)
= 1
y2
(
f  xy ≺ δ
x
((
xy ≺ δ
x
((xy ≺δ g3)  g2)
)
 g1
))
(8.18)
où
f ≺ δ
x
g := f ≺δ (g
x
) (8.19)
= f∆(g
x
). (8.20)
L’opération ≺ δ
x
se traduit sur les intervalles-posets.
Définition 8.2.5. Soient I1 et I2 deux intervalles-posets tels que trees(I2) = k.
On note y le label maximal des nœuds de I1 et x1, . . . , xk les racines des arbres
de F≥(I2). Alors I1
←−
δ
x
I2 est la somme des k intervalles-posets P1, . . . , Pk où Pi
est la concaténation décalée de I1 et I2 où l’on a ajouté exactement i relations
décroissantes : xj C y pour j ≤ i.
La somme I1
←−
δ
x
I2 est la somme I1
←−
δ I2 de la définition 7.2.5 moins le poset P0,
la concaténation décalée de I1 et I2 auquel aucune relation décroissante n’a été
ajoutée. En particulier, tous les intervalles-posets obtenus admettent la relation
y + 1 C y.
Proposition 8.2.6. On définit l’opérateur m + 1-linéaire sur les m-intervalles-
posets B(m) par
B(m)(IL, IR1 , IR2 , . . . , IRm) = IL~• u
←−
δ
x
(
(u
←−
δ
x
(u
←−
δ
x
. . . ((u←−δ IRm)~•IRm−1)~• . . . )~•IR1
)
(8.21)
où u est l’intervalle-poset contenant un unique sommet et IL, IR1 , IR2 , . . . , IRm sont
des m-intervalles-posets. Récursivement, la définition se lit
B(m)(IL, IR1 , . . . , IRm) = IL~•R(IR1 , . . . , IRm) (8.22)
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avec
R(I) = u←−δ I, (8.23)
R(I1, . . . , Ik) = u
←−
δ
x
(R(I2, . . . , Ik)~•I1) . (8.24)
Alors la somme obtenue est une somme de m-intervalles-posets. On appelle cette
opération la m-composition.
Démonstration. D’abord remarquons qu’on a composé avec l’intervalle-poset u
exactement m fois et donc on a rajouté m sommets en plus des sommets de
IL, IR1 , IR2 , . . . , IRm : la taille des intervalles obtenus est bien un multiple de m.
La première opération que l’on effectue est R(IRm) = u
←−
δ IRm . C’est une somme
d’intervalles-posets de taille 1 + |IRm|, les labels de IRm ont été décalés de 1. Le
calcul suivant est
R(IRm−1 , IRm) = u
←−
δ
x
(
R(IRm)~•IRm−1
)
. (8.25)
Le calcul R(IRm)~•IRm−1 revient à rattacher IRm−1 aux intervalles-posets de
u
←−
δ IRm sans ajouter aucune relation décroissante. Les étiquettes de IRm−1 sont
décalées de 1 + |IRm |. Lorsqu’on effectue u
←−
δ
x
(
R(IRm)~•IRm−1
)
, on obtient alors
une somme d’intervalles-posets qui ont tous la relation 2 C 1. Les étiquettes de
IRm ont été décalées de 2 et celles de IRm−1 de 2 + |IRm |.
En réitérant cette opération, on obtient que R(IR1 , . . . , IRm) est une somme
d’intervalles-posets possédant les relations m C m − 1 C · · · C 1 avec les labels
de IRm décalés de m, ceux de IRm−1 décalés de m + |IRm|, etc, jusqu’à ceux de
IR1 décalés de m + |IR2| + · · · + |IRm|. En particulier, R(IR1 , . . . , IRm) est un m-
intervalle-poset. On a alors aussi que IL~•R(IR1 , . . . , IRm) est unm-intervalle-poset
car les labels du deuxième poset sont décalés d’un multiple de m car IL est un
m-intervalle-poset.
On donne en exemple un calcul détaillé pour m = 2.
B(2)

1
2 ,
1
2
3
4 ,
1
2
 =
1
2 ~•
u←−δx

u←−δ
1
2
~•
1
2
3
4

 (8.26)
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u
←−
δ
1
2 =
1
2
3 +
1
2
3 (8.27)
u←−δ
1
2
~•
1
2
3
4 =
1
2
3
4
5
6
7
+
1
2
3
4
5
6
7
(8.28)
u
←−
δ
x

u←−δ
1
2
~•
1
2
3
4
 =
1
2
3
4
5
6
7
8
+
1
2
3
4
5
6
7
8
+
1
2
3
4
5
6
7
8
+
1
2
3
4
5
6
7
8
(8.29)
+
1
2
3
4
5
6
7
8
+
1
2
3
4
5
6
7
8
+
1
2
3
4
5
6
7
8
(8.30)
B(2)

1
2 ,
1
2
3
4 ,
1
2
 =
1
2
3
4
5
6
7
8
9
10
+
1
2
3
4
5
6
7
8
9
10
+
1
2
3
4
5
6
7
8
9
10
+
1
2
3
4
5
6
7
8
9
10
(8.31)
+
1
2
3
4
5
6
7
8
9
10
+
1
2
3
4
5
6
7
8
9
10
+
1
2
3
4
5
6
7
8
9
10
(8.32)
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Proposition 8.2.7. Soient IL, IR1 , . . . , IRm des m-intervalles-posets, on définit I0
par
(i) I0 est une extension de la concaténation décalée dans cet ordre de IL, r,
IRm , IRm−1 , . . . , IR1 où r est le poset m C m− 1 C · · · C 1.
(ii) Soit k = |IL|+ 1, on a i C k pour tout i ∈ IL
(iii) Pour tout j, 1 ≤ j < m si IRj n’est pas vide, soit aj le label minimal de IRj .
On a i C aj pour tout i tel que aj > i > k + j
(iv) I0 ne possède pas d’autres relations que celles décrites ci-dessus.
Alors B(m)(IL, IR1 , . . . , IRm) est la somme des m-intervalles-posets I de taille m+
|IL|+ |IR1|+ · · ·+ |IRm| qui sont des extensions de I0 où l’on a rajouté uniquement
des relations décroissantes et tels que IL, IR1 , . . . , IRm soient toujours des sous-
posets de I (on ne rajoute pas de relations à l’intérieur des posets qu’on compose).
Démonstration. La construction de B(m)(IL, IR1 , . . . , IRm) suit la structure d’un
arbre m-binaire. Soient TL, TR1 , . . . , TRm et T ′L, T ′R1 , . . . , T ′Rm les arbres m-binaires
respectivement minimaux et maximaux des intervalles IL, IR1 , . . . , IRm . Et soit
T l’arbre minimal de I0 et T ′ son arbre maximal. Les relations croissantes de
I0 font de T ′ l’arbre m-binaire formé par T ′L, T ′R1 , . . . , T ′Rm comme dans la fi-
gure 8.6. C’est l’arbre maximal commun à tous les intervalles-posets obtenus par
B(m)(IL, IR1 , . . . , IRm). En effet, les relations croissantes sont les mêmes pour tous
les intervalles : ~• correspond à une greffe sur la gauche et←−δ ainsi que ←−δ
x
à une greffe
sur la droite. Plus précisément, I0 est l’intervalle de B(m)(IL, IR1 , . . . , IRm) avec le
minimum de relations décroissantes. En effet, en ce qui concerne les relations dé-
croissantes, I0 est par définition la concaténation de IL, r, IRm , IRm−1 , . . . , IR1 où
r est le poset m C m − 1 C · · · C 1 ce qui est exactement ce que l’on obtient à
partir de B(m)(IL, IR1 , . . . , IRm).
À présent, les intervalles vérifiant la proposition 8.2.7 sont toutes les façons
d’ajouter des relations décroissants à I0 vers les sommets k + m − 1 C k + m −
2 C · · · C k. En effet, les relations croissantes rendent impossible l’ajout de
relations entre les intervalles IL, IR1 , . . . , IRm . Les définitions de
←−
δ et
←−
δ
x
donnent
par définition toutes les façon d’ajouter ses relations.
8.2.2 Énumération des intervalles
Proposition 8.2.8. Soient IL, IR1 , . . . , IRm des m-intervalles-posets. Alors
P(m)(B(m)(IL, IR1 , . . . , IRm)) = B(m)(P(m)(IL),P(m)(IR1), . . . ,P(m)(IRm)) (8.33)
Démonstration. Il suffit de prouver que
P(I1
←−
δ
x
I2) = P(I1) ≺ δ
x
P(I2) (8.34)
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pour I1 et I2 deux intervalles-posets. En effet, soit Y = y
1
m et I un m-intervalle-
poset de taille n.m, on a
P(m)(I)(x, y) = P(I)(x, Y ). (8.35)
Alors si (8.34) est vérifiée, comme on a aussi (7.37) et (7.38), on a
P(m)(B(m)(IL, IR1 , . . . , IRm)) = P
(
B(m)(IL, IR1 , . . . , IRm)
)
(x, Y ) (8.36)
= P
(
IL~• u
←−
δ
x
(
(u
←−
δ
x
. . . ((u←−δ IRm)~•IRm−1)~• . . . )~•IR1
))
(x, Y ) (8.37)
= P(IL)  x.Y ≺ δ
x
(
(x.Y ≺ δ
x
. . . ((x.Y ≺δ P(IRm))  P(IRm−1))  . . . )  P(IR1)
)
(8.38)
= Y m−1P(IL)  x.Y ≺δ
(
P(IR1) ≺δ · · · ≺δ (P(IRm−1) ≺δ P(IRm))) . . .
)
(8.39)
= B(m)(P(IL),P(IR1), . . . ,P(IRm))(x, Y ) (8.40)
= B(m)(P(m)(IL),P(m)(IR1), . . . ,P(m)(IRm)). (8.41)
On prouve donc (8.34). Si trees(I2) = k, alors
∆
(P(I2)
x
)
= ∆(ysize(I2)xk−1) (8.42)
= ysize(I2)(1 + x+ x2 + · · ·+ xk−1), (8.43)
P(I1) ≺ δ
x
P(I2) = ysize(I1)+size(I2)xtrees(I1)(1 + x+ x2 + · · ·+ xk−1) (8.44)
Par ailleurs, I1
←−
δ
x
I2 est la somme des intervalles-posets Pi, 1 ≤ i ≤ k, où size(Pi) =
size(I1) + size(I2) et trees(Pi) = trees(I1) + k − i comme on l’a vu dans la preuve
de la proposition 7.2.6.
On peut vérifier la correspondance (8.34) sur l’exemple (8.29).
xy ≺ δ
x
y7(x4 + x3) = y8x(1 + x+ x2 + x3 + 1 + x+ x2) (8.45)
= y8(2x+ 2x2 + 2x3 + x4) (8.46)
Et en calculant
B(m)(xy, x2y2, xy) = xy  (xy ≺δ (x2y2 ≺δ xy)) (8.47)
= y5x(x ≺δ x2(1 + x)) (8.48)
= y5x2(1 + x+ x2 + 1 + x+ x2 + x3) (8.49)
= y5(2x2 + 2x3 + 2x4 + x5) (8.50)
on retrouve bien le résultat de (8.31).
Proposition 8.2.9. Soit I un m-intervalle-poset. Il existe une unique liste IL, IR1 ,
. . . , IRm tel que I ∈ B(m)(IL, IR1 , . . . , IRm).
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Démonstration. On définit k de la même façon que dans la preuve de la proposi-
tion 7.2.7 : k est le label maximal tel que i C k pour tout i < k. Pour les mêmes
raisons, k est unique. Pour 1 ≤ j < m, soit aj l’étiquette minimale telle que
k + j + 1 C aj et k + j 6 aj. S’il n’existe pas de tel sommet, alors aj = ∅. Enfin,
on pose am = k +m si k +m− 1 6 k +m sinon am = ∅.
Les sommets a1, . . . , am vérifient exactement la condition (iii) de la proposi-
tion 8.2.7. Ils nous donnent un découpage de I en sous-posets. Si aj = ∅, on pose
IRj = ∅, sinon IRj est le sous-poset de I dont aj est le label minimal.
Toutes les conditions de la proposition 8.2.7 sont vérifiées et on a I ∈ B(m)(IL,
IR1 , . . . , IRm). Par ailleurs, les sommets a1, . . . , am sont les seuls à vérifier la condi-
tion (iii) de la proposition 8.2.7 sans ajouter de relations croissantes au poset I0
et forment donc le seul découpage possible.
Démonstration du théorème 8.2.1. La preuve est immédiate par les propositions
8.2.8 et 8.2.9 par le même raisonnement que pour le cas m = 1 donné par le
théorème 7.2.2.
8.2.3 Comptage des éléments inférieurs à un arbre
Proposition 8.2.10. Soit T un arbre m-binaire et ST :=
∑
T ′≤T P[T ′,T ] sommé sur
les arbres m-binaires T ′ ≤ T . C’est la somme des m-intervalles-posets dont T est
l’arbre supérieur. Alors, si T est composé des arbres m-binaires TL, TR1 , . . . , TRm
on a ST = B(m)(STL , STR1 , . . . , STRm ).
Démonstration. Soit I0 l’intervalle [T0, T ] où T0 est le peigne-(n,m), l’arbre m-
binaire minimal. Les relations croissantes de I0 sont celles de T et les relations
décroissantes sont (8.6). On effectue sur I le découpage en sous-posets suivant :
IL est le sous-poset sur les labels 1, . . . , |TL|, IRm est le sous-poset sur les labels
|TL| + m + 1, . . . , |TL| + m + |TRm|, IRm−1 est le sous-poset sur les labels |TL| +
m + |TRm| + 1, . . . , |TL| + m + |TRm | + |TRm−1|, etc. Alors, au vu de la structure
de T , les m-intervalles-posets IL, IR1 , . . . , IRm sont respectivement les intervalles
initiaux de m-Tamari des arbres TL, TR1 , . . . , TRm .
Soit P un intervalle de la somme ST , c’est une extension de I0 où l’on a ra-
jouté uniquement des relations décroissantes. Si on effectue le même découpage
sur P que sur I0, alors PL, PR1 , . . . , PRm sont des extensions de respectivement
IL, IR1 , . . . , IRm et donc appartiennent aux sommes respectives STL , STR1 , . . . , STRm .
Enfin, comme les relations croissantes de P sont celles de T , la structure de T fait
que P ∈ B(m)(PL, PR1 , . . . , PRm) par la proposition 8.2.7.
Par ailleurs, si PL, PR1 , . . . , PRm sont des éléments de respectivement SL, SR1 ,
. . . , SRm alors les relations croissantes des éléments de B(m)(PL, PR1 , . . . , PRm) sont
bien celles de P ce qui en fait des éléments de ST .
Démonstration du théorème 8.2.2. Comme pour le théorème 7.0.6, on souhaite
prouver que
B(m)T = P(m)(ST ). (8.51)
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Le résultat est donné par récurrence sur n par les propositions 8.2.8 et 8.2.10
B(m)T = B(m)(B(m)TL ,B
(m)
TR1
, . . . ,B(m)TRm ) (8.52)
= B(m)(P(m)(STL),P(m)(STR1 ), . . . ,P(m)(STRm )) (8.53)
= P(m)
(
B(m)(STL , STR1 , . . . , STRm )
)
(8.54)
= P(m)(ST ). (8.55)
8.3 Structures algébriques ”m”
Dans le chapitre 6, nous avons expliqué comment le treillis de Tamari peut
être construit comme un quotient de l’ordre faible sur les permutations. La rela-
tion s’exprime en termes algébriques : l’algèbre de Hopf des arbres binaires PBT
est une sous-algèbre de l’algèbre de Hopf sur les permutations FQSym. Il est
possible de généraliser ces structures au cas m, c’est ce que nous présentons dans
cette section. Ces résultats sont les premiers issus d’un travail commun avec Jean-
Christophe Novelli, Jean-Yves Thibon et Grégory Chatel. Ils seront complétés et
proposés à la publication prochainement.
8.3.1 Treillis sur les permutations bègues
Définition 8.3.1. Une permutation m-bègue de taille n est une permutation du
mot 1m2m . . . nm, c’est-à-dire un mot de taille n×m où l’on trouve m fois chacune
des lettres 1, . . . , n.
Par exemple, le mot 221313 est une permutation 2-bègue de taille 3. Soit
u = u1 . . . un.m, tel que ui < ui+1, on définit une relation de couverture par ul v
où v = u1 . . . ui+1ui . . . un.m. Cette relation correspond simplement à l’action d’une
transposition simple sur u. Elle définit une structure de treillis sur les permutations
bègues. En effet, on plonge l’ensemble des permutations m-bègues de taille n dans
l’ensemble des permutations de taille n.m par la standardisation des mots. Le mot
1m2m . . . nm correspond à la permutation identité. Le treillis des permutations
bègues est l’idéal inférieur de l’ordre droit engendré par le standardisé du mot
nm(n− 1)m . . . 2m1m comme on peut le voir dans la figure 8.14.
Comme pour les permutations classiques, on peut associer à chaque permuta-
tion bègue un arbre binaire de recherche par l’algorithme d’insertion ABR décrit
au paragraphe 6.1.2. Si µ est une permutation bègue, l’arbre binaire obtenu par
ABR(µ) est le même que celui obtenu par ABR(std(µ)). L’ensemble des permu-
tations bègues se découpe donc lui aussi en classes sylvestres et le treillis quotient
sur les classes sylvestres correspond à un sous-treillis de Tamari n×m. C’est l’idéal
inférieur engendré par ABR(nm . . . 2m1m).
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1122
1212
2112 1221
2121
2211
1234
1324
3124 1342
3142
3412
Figure 8.14 – Treillis des permutations 2-bègues de taille 2 en tant que sous-
treillis de l’ordre droit de taille 4
L’ordre droit ainsi que l’ordre de Tamari sont symétriques : ils sont isomorphes
à leurs ordres inverses. L’ordre inverse ≤˜ d’un ordre ≤ est défini par : a ≤˜ b si et
seulement si b ≤ a. Dans le cas de l’ordre faible, cela correspond au retournement
de la permutation, on a 621345 ≤ 643251 et 152346 ≤ 543126. Pour le treillis de
Tamari, l’inverse de l’ordre correspond à la symétrie gauche-droite sur les arbres
binaires (échange des fils gauches et droits récursivement). On a
≤ , (8.56)
≤ . (8.57)
Le treillis sur les permutations m-bègues de tailles n est un idéal inférieur
de l’ordre droit n ×m. Le quotient du treillis des permutations m-bègues par la
relation sylvestre est donc un idéal inférieur de l’ordre de Tamari n × m. Son
inverse est isomorphe à l’idéal supérieur correspondant, c’est-à-dire au treillis de
m-Tamari. En effet, le symétrisé gauche-droite de l’arbre binaire de recherche de
nm . . . 2m1m est le peigne-(n,m) de la définition 8.1.3. Autrement dit, à partir du
treillis inverse des permutations m-bègues, on associe à chaque permutation bègue
µ le symétrique de son arbre ABR(µ) et on obtient ainsi le treillis de m-Tamari
sur les arbres m-binaires. Le treillis de m-tamari est donc un quotient du treillis
des permutations m-bègues comme illustré en figure 8.15.
8.3.2 Généralisation de FQSym à FQSym(m)
Tout comme dans le cas m = 1, la relation entre le treillis de m-Tamari et les
permutations m-bègues s’exprime aussi en termes d’algèbres de Hopf.
Définition 8.3.2. Un mot m-bègue sur un alphabet A est un mot tel que chaque
lettre de A apparaît un nombre multiple de m fois.
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2211
2121
1221 2112
1212
1122
1
1 2
2
2
1
1 2
2
2
1
1
Figure 8.15 – Le treillis des permutations m-bègues quotienté par la relation
sylvestre. De la gauche vers la droite : les permutations 2-bègues, leurs arbres
binaires de recherches, l’arbre symétrisé et l’arbre ternaire correspondant.
Par exemple, les mots ababaa et abbbba sont des mots 2-bègues sur l’alphabet
A = {a, b}. Un mot m-bègue a toujours un nombre de lettres égal à m.n avec
n ∈ N. La taille du mot m-bègue est donnée par n, le nombre de lettres divisé
par m. Soit σ la permutation standardisée d’un mot m-bègue u de taille n. On
a que σ est inférieure à la permutation standardisée de nm(n − 1)m . . . 2m1m. En
d’autres termes, σ est l’image par standardisation d’une permutation m-bègue.
C’est ce qu’on appelle le m-standardisé du mot u.
Définition 8.3.3. Lem-standardisé d’un motm-bègue u, noté std(m)(u) est l’unique
permutation m-bègue σ telle que
std(u) = std(σ) (8.58)
Par exemple, lesm-standardisés de ababaa et abbbba sont respectivement 131322
et 122331. L’algorithme de m-standardisation est très similaire à celui de la stan-
dardisation. Au lieu des lettres 1, 2, . . . , n×m, on utilise m fois la lettre 1 puis m
fois la lettre 2 etc. Comme le mot est m-bègue, on obtient bien une permutation
m-bègue σ avec std(σ) = std(u). En particulier, toutes les lettres de u numéro-
tées par un même nombre dans σ sont égales. L’ensemble des mots m-bègues est
stable par la concaténation. On définit alors une algèbre sur les mots m-bègues
dont le produit est la concaténation. On va définir une sous-algèbre FQSym(m)
de l’algèbre sur les mots m-bègues.
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Définition 8.3.4. Soit σ une permutation m-bègue. Alors
G(m)σ =
∑
std(m)(u)=σ
u (8.59)
sommé sur les mots m-bègues.
Par exemple, sur l’alphabet A = {a, b, c},
G(m)1221 = abba+ acca+ bccb, (8.60)
G(m)11 = aa+ bb+ cc. (8.61)
Et on a
G(m)1221G
(m)
11 = abbaaa+ abbabb+ abbacc+ accaaa+ accabb (8.62)
+ accacc+ bccbaa+ bccbbb+ bccbcc
= G(m)122133 +G
(m)
133122 +G
(m)
233211 . (8.63)
Plus généralement, si on se place sur un alphabet infini, le produit est donné par
la proposition suivante.
Proposition 8.3.5. Soient σ et µ des permutations m-bègues, alors
G(m)σ G(m)µ =
∑
G(m)ν (8.64)
sommé sur les permutations m-bègues ν qui s’écrivent ν = u.v avec u et v deux
mots m-bègues tels que std(m)(u) = σ et std(m)(v) = µ.
Démonstration. La preuve est très similaire à celle du produit dans FQSym.
Soit ν une permutation m-bègue qui s’écrit ν = u.v avec u et v deux mots
m-bègues tels que std(m)(u) = σ et std(m)(v) = µ. On veut prouver que tous les
mots de la somme G(m)ν apparaissent dans le produitG(m)σ G(m)µ .Comme on est sur
un alphabet infini, la somme G(m)ν n’est jamais vide. Soit ν ′ un mot de la somme
G(m)ν et u′ son facteur gauche de taille |u|. Le mot u est m-bègue par définition et
contient exactement m fois chacune de ses lettres. Comme ν est le m-standardisé
de ν ′, si ν ′(i) = a et ν(i) = k alors pour tout j tel que ν(j) = k, on a ν ′(j) = a.
C’est en particulier vrai pour les lettres de u et u′ et donc u′ est un mot m-bègue.
Par ailleurs, on a que les inversions de u′ sont celles de u car std(m)(ν ′) = ν et
donc std(u′) = std(u) = std(σ). On en déduit que std(m)(u′) = σ. De la même
façon, si v′ est le facteur droit de taille |v| de ν ′, alors v′ est un mot m-bègue avec
std(m)(v′) = µ. Donc u′ et v′ apparaissent respectivement dans G(m)σ et G(m)µ .
Par ailleurs, le m-standardisé d’un mot u′.v′ du produit G(m)σ G(m)µ vérifie clai-
rement les propriétés de la somme (8.64) et la proposition est vérifiée.
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Comme pour FQSym, on définit un coproduit sur les éléments G(m)σ en utili-
sant la somme ordonnée des alphabets A+ˆB où les lettres de A et B commutent.
Par exemple, si A = {a, b, c, . . .} et B = {a′, b′, c′, . . .}.
G(m)121233 = ababbb+ ababcc+ acaccc+ bcbccc+ . . . (8.65)
+ ababa′a′ + acaca′a′ + bcbca′a′ + ababb′b′ + . . .
+ aa′aa′a′a′ + aa′aa′b′b′ + ab′ab′b′b′ + bb′bb′b′b′ + . . .
+ a′b′a′b′b′b′ + a′b′a′b′c′c′ + a′c′a′c′c′c′ + b′c′b′c′c′c′ + . . .
= G(m)121233⊗1 +G(m)1212⊗G(m)11 +G(m)11 ⊗G(m)1122 +1⊗G(m)121233 . (8.66)
De façon générale, on a
Proposition 8.3.6.
∆(G(m)σ ) := G(m)σ (A+ˆB) (8.67)
=
∑
G(m)µ ⊗G(m)ν (8.68)
sommé sur les permutations m-bègues µ et ν telles que pour un certain k ≤ n, µ
soit le sous-mot de σ formé des lettres a ≤ k et ν soit le sous-mot m-standardisé
formé des lettres b > k.
Démonstration. Soit u un mot de G(m)σ sur A+ˆB. On a u = v ⊗ v′ avec v un
mot sur A et v′ un mot sur B. Comme u est un mot m-bègue, chacune de ses
lettres apparaît un nombre multiple de m fois. En particulier, c’est le cas pour
les lettres de v et v′ qui sont donc des mots m-bègues sur respectivement A et B.
Par ailleurs, comme toutes les lettres de B sont supérieures aux lettres de A, on
a que toutes les lettres de v sont inférieures à celles de v′. Soit i tel que u(i) soit
la plus grande lettre de v. Alors on a σ(i) = k et std(m)(v) est le sous-mot formé
par les lettres inférieures ou égales à k de σ. De même, les lettres correspondant
à v′ dans σ sont celles supérieures strictement à k.
Soit à présent un élément v ⊗ v′ avec v un mot m-bègue de A et v′ un mot
m-bègue de B et tel qu’il existe k avec std(m)(v) le sous-mot de σ formé des
lettres inférieures ou égales à k et std(m)(v′) le sous-mot m-standardisé formé
des lettres supérieures à k. Supposons que les lettres 1, . . . k sont en positions
respectives i1,1, i1,2, . . . , i1,m, i2,1 . . . , ik,m. On forme le mot u tel que le sous-mot
u(i1,1) . . . u(ik,m) soit v et le sous-mot des positions complémentaires soit v′. Le
mot u est un mot m-bègue de A+ˆB. Comme les lettres de v′ sont supérieures aux
lettres de v, ses inversions sont exactement celles de σ et on a donc std(m)(u) = σ,
c’est à dire u apparaît dans la somme G(m)σ .
Soit FQSym(m) la sous-algèbre de l’algèbre des mots m-bègues engendrée par
les éléments (G(m)σ ). La proposition 8.3.5 nous assure que c’est bien une algèbre et
nous donne une formule directe pour le produit. De la proposition 8.3.6, on déduit
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que FQSym(m) munie du produit (8.64) et du coproduit (8.67) est une algèbre de
Hopf. La preuve est la même que dans le cas de FQSym. La co-associativité est
donné par (A+ˆB)+ˆC = A+ˆ(B+ˆC) et la compatibilité du produit et du coproduit
par le fait que le développement de G(m)σ (A+ˆB)G(m)µ (A+ˆB) est équivalent à celui
de G(m)σ (A)G(m)µ (A).
8.3.3 Dual et PBT(m)
On note (F(m)σ ) la base duale en tant qu’algèbre de Hopf de (G(m)σ ) comme
on l’a définie par le crochet de dualité au début du paragraphe 6.2.3. On a par
définition
F(m)σ F(m)µ =
∑
G(m)σ ⊗G(m)µ ∈∆(G(m)ν )
F(m)ν . (8.69)
On a que G(m)σ ⊗G(m)µ ∈ ∆(G(m)ν ) si σ correspond au sous-mot de ν formé des
lettres inférieures ou égales à k = |σ| et si µ correspond au sous-motm-standardisé
des lettres supérieures à k. C’est donc toutes les façons d’intercaler les lettres de
σ et les lettres de µ auxquelles on a ajouté |σ| en conservant l’ordre des lettres
dans σ et µ. En d’autres termes
F(m)σ F(m)µ =
∑
ν∈σµ
F(m)ν . (8.70)
Pour le coproduit, on a
∆(F(m)σ ) = F(m)µ ⊗F(m)ν (8.71)
sommé sur les permutations m-bègues µ et ν telles que pour un certain k, µ =
std(m)(σ1 . . . σk) et ν = std(m)(σk+1 . . . σn). Ce sont toutes les façons de découper
la permutation σ en deux facteurs qui sont eux-mêmes des mots m-bègues. Par
exemple
F(m)121233 = F
(m)
121233⊗1 + F(m)1212⊗F(m)11 +1⊗ F(m)121233 . (8.72)
Quand aucune coupure non triviale ne découpe σ en deux mots m-bègues, on a
F(m)σ = F(m)σ ⊗1 + 1⊗ F(m)σ , par exemple
F(m)121323 = F
(m)
121323⊗1 + 1⊗ F(m)121323 . (8.73)
En terme d’algèbre, le dual de FQSym(m) est isomorphe à une sous-algèbre
de FQSym. À un élément F(m)σ , on associe Fstd(σ) et le produit est bien le même
que celui défini par (6.25). Cependant, ce n’est pas un isomorphisme d’algèbre
de Hopf. L’ensemble des permutations m-bègues n’est pas stable par le copro-
duit de FQSym. La définition du coproduit dans FQSym(m) correspond à celle
de FQSym où l’on a "supprimé" les éléments qui ne correspondent plus à des
permutations m-bègues.
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On définit à présent une sous-algèbre de FQSym(m) qui généralise la construc-
tion de PBT. Soit T un arbre m-binaire, on note T˜ son symétrisé gauche-droite,
on pose alors
P(m)T :=
∑
ABR(σ)=T˜
F(m)σ , (8.74)
la somme des éléments F(m)σ avec σ une permutation m-bègue dont l’arbre binaire
de recherche est T˜ . Par exemple, on peut lire sur la figure 8.15,
P(m) = F(m)2211 +F
(m)
2121 +F
(m)
1221, (8.75)
P(m) = F(m)2112 +F
(m)
1212, (8.76)
P(m) = F(m)1122 . (8.77)
Comme en tant qu’algèbre, FQSym(m) est une sous-algèbre de FQSym, on
a directement que PBT(m) est une sous-algèbre de FQSym(m) car PBT est une
sous-algèbre de FQSym. Le produit est donné par (6.53), c’est à dire sur PBT(m),
P(m)T1 P
(m)
T2 =
∑
T˜∈T˜1T˜2
P(m)T . (8.78)
On indice les éléments par la ωT , la permutation m-bègue maximale de la classe
sylvestre de T˜ . Le produit P(m)T1 P
(m)
T2 revient à effectuer le shuffle ωT1  ωT2 et à
conserver uniquement les éléments qui évitent le motif 132. Par exemple
P(m) P(m) = P(m)2112P
(m)
11 (8.79)
= P(m)211233 +P
(m)
321123 +P
(m)
332112 (8.80)
= P(m) +P(m) +P(m) . (8.81)
De par les propriétés de PBT, c’est un intervalle de Tamari et donc de m-Tamari.
Plus précisément P(m)T1 P
(m)
T2 est l’intervalle de m-Tamari entre l’arbre m-binaire
T1 auquel on a greffé T2 à gauche de son fils le plus à gauche et T2 auquel on a
greffé T1 à droite de son fils le plus à droite. On peut aussi faire la construction
directement sur les arbres m+1-aires correspondants aux arbres m-binaires. Dans
l’exemple précédent, la somme se fait sur l’intervalle ,
 , (8.82)
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soit en terme d’arbres ternaires, l’intervalle ,
 . (8.83)
Assez clairement, PBT(m) est aussi une sous-algèbre de Hopf de FQSym(m).
Le coproduit est donné par
∆(P(m)T ) =
∑
P(m)T ′ ⊗P(m)T ′′ (8.84)
sommé sur les couples d’arbres m-binaires (T ′, T ′′) tels que ωT ′ = std(m)(ω1) et
ωT ′′ = std(m)(ω2) avec ω1ω2 appartenant à la classe sylvestre de T˜ . Par exemple,
∆(P(m) ) = ∆(F(m)121233 +F
(m)
211233) (8.85)
= F(m)121233⊗1 + F(m)1212⊗F(m)11 +1⊗ F(m)121233 (8.86)
+ F(m)211233⊗1 + F(m)2112⊗F(m)11 +1⊗ F(m)211233
= P(m) ⊗1 +P(m) ⊗P(m) +1⊗P(m) . (8.87)
Le fait que les éléments du coproduit soient bien des éléments de PBT(m) vient
directement des propriétés du coproduit sur PBT. Soit F(m)µ ⊗F(m)ν un élément
du coproduit de P(m)T . On sait par le coproduit de PBT que pour tout mot µ′ de
la classe sylvestre de µ, il existe σ tel que Fstd(µ′)⊗Fν soit dans le coproduit pour
FQSym de Fσ avec Fσ ∈ PT˜ . Comme T est un arbre m-binaire, σ correspond
à une permutation m-bègue σ′. Et comme µ est un mot m-bègue, µ′ l’est aussi.
Le découpage de σ′ en µ′ et ν est valide pour FQSym(m) et on a F(m)µ′ ⊗F(m)ν ∈
∆(F(m)σ ).
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Produits d’opérateurs
Dans le chapitre 4 nous étudions un produit particulier d’opérateurs de dif-
férences divisées isobares pi et pˆi. Nous prouvons qu’il se développe comme une
somme sur un intervalle de l’ordre de Bruhat. De façon générale, le développe-
ment de produits mélangeant les deux types d’opérateurs pi et pˆi est une question
ouverte. Il serait intéressant de rechercher quels autres cas particuliers se déve-
loppent en un intervalle. On peut aussi poser la question dans l’autre sens : quels
sont les intervalles de l’ordre de Bruhat que l’on peut obtenir à partir d’un pro-
duit d’opérateurs ? Le développement d’un produit piσ en somme d’éléments pˆiµ
est en effet une des méthodes plus efficaces pour générer des intervalles initiaux de
l’ordre de Bruhat, il serait intéressant d’obtenir une méthode pour d’autres types
d’intervalles. Par ailleurs, comme on peut le lire dans [LP07], d’autres produits de
polynômes de Grothendieck se développent grâce à des manipulations dans l’ordre
de Bruhat. On peut se demander dans quels cas les ensembles obtenus peuvent se
décrire comme des intervalles.
Intervalles-posets
Dans le chapitre 7, nous introduisons un nouvel objet combinatoire, les intervalles-
posets, en bijection avec les intervalles de Tamari. Nous utilisons ces objets pour
obtenir une nouvelle formule sur les treillis de Tamari et m-Tamari dénombrant
les éléments plus petits ou égaux à un arbre donné. Nous pensons que ces objets
sont un outil intéressant pour traiter toutes les questions relatives aux intervalles
des treillis de Tamari. En particulier, dans [BB09], les auteurs décrivent une bi-
jection entre les intervalles de Tamari et les triangulations. Cette bijection doit
pouvoir s’interpréter en termes d’intervalles-posets. Ainsi on pourrait espérer une
preuve bijective directe du nombre d’intervalles qui soit généralisable aux treillis
de m-Tamari.
Par ailleurs, les auteurs de [BMFPR11] utilisent une seconde statistique sur les
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intervalles qu’ils appellentmontée initiale du chemin supérieur. Ils obtiennent alors
une distribution symétrique du nombre de points de contact sur le chemin inférieur
et de la montée initiale du chemin supérieur. Pour l’ordre de Tamari classique,
cette symétrie s’explique simplement par la symétrie de l’ordre lui-même. Mais
la bijection ne s’étend pas directement aux treillis de m-Tamari. Les statistiques
de la montée initiale et du nombre de points de contact s’interprètent aussi en
termes d’arbres et d’intervalles-posets. Il semble alors envisageable de rechercher la
bijection explicite sur les intervalles-posets qui explique la distribution symétrique
des deux statistiques.
Polynômes de Tamari
Le calcul des polynômes de Tamari définis dans le chapitre 7 fait intervenir deux
opérations  et ≺δ. Nous souhaitons étudier les relations et la combinatoire liées à
ces opérations. Le produit gauche  est le produit classique. En particulier, il est
associatif et commutatif. Le produit droit ≺δ n’est ni commutatif, ni associatif.
Entre eux les opérateurs vérifient clairement
(f  g) ≺δ h = f  (g ≺δ h). (8.88)
Existe-t-il d’autres relations ? Par ailleurs, deux arbres binaires peuvent avoir le
même polynôme : le produit gauche étant commutatif, on peut permuter entre
eux les sous-arbres issus des branches gauches. Expérimentalement, il semble que
ce soit la seule possibilité. Le nombre de polynômes serait donc égal au nombre
d’arbres enracinés. On rejoint alors les résultats sur les flots obtenus par Chapoton
[Cha13]. Le contexte pour le calcul des flots semble très différent du cadre dans
lequel nous avons introduit les polynômes. Non seulement nous souhaitons montrer
que ces deux familles de polynômes sont les mêmes, comme nous l’avons évoqué
dans le paragraphe 7.2.4. Mais nous voulons comprendre le lien entre les deux
théories. Une piste serait de décrire une version non commutative des polynômes
pour exprimer le calcul que nous effectuons dans une algèbre de Hopf connue.
Structures "m"
Comme nous l’avons vu dans le chapitre 8, le treillis de Tamari se généralise en
treillis de m-Tamari. Comme on peut exprimer les treillis de m-Tamari comme des
idéaux du treillis de Tamari classique, ils restent des quotients de certains idéaux
de l’ordre faible. C’est ce que nous avons appelé le treillis des permutations m-
bègues dans le paragraphe 8.3. Il semble possible de définir un treillis quotient des
permutations m-bègues dont le treillis de m-Tamari serait lui-même un quotient.
Les sommets de ce treillis seraient donnés par certaines chaînes de permutations
elles-mêmes en bijection avec les arbres m + 1-aires décroissants. Nous appelons
chaîne de permutations une liste de m permutations σ(1) ≤ σ(2) ≤ · · · ≤ σ(m)
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ordonnées pour l’ordre faible droit. Nous ne considérons ensuite que les chaînes c
telles que si σ et µ appartiennent à c avec σ ≤ µ, alors σ−1µ évite le motif 312.
L’ensemble de ces chaînes munies d’une relation d’ordre généralisant l’ordre faible
formerait un treillis. Par une relation de réécriture raffinant la réécriture sylvestre,
il semble alors possible de découper les classes sylvestres des permutations m-
bègues tel que l’ordre induit entre ces nouvelles classes soit celui entre chaînes de
permutations. En figure 8.16, nous donnons une illustration de cette construction
en dessinant le treillis de m-Tamari comme un quotient du treillis sur les chaînes
de permutations.
Cette recherche est un travail en cours et nous donnerons prochainement les
démonstrations formelles de ces résultats. Il reste alors à comprendre le rôle de
ce nouveaux treillis et les liens avec les objets existants. En particulier, ce treillis
correspond-il à une algèbre ? Dans le cas du treillis de Tamari classique, les arbres
binaires décroissants sont en bijection avec les permutations. Ils permettent de
construire l’ordre de Tamari comme quotient de l’ordre faible gauche. Les arbres
m + 1-aires décroissants pourraient donc être compris comme une généralisation
de cette construction et permettraient peut-être d’obtenir de nouveaux résultats
sur les structures algébriques "m".
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231
132
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312
312
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231
231
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Figure 8.16 – Le treillis de m-Tamari comme quotient d’un treillis sur les chaînes
de permutations
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Algebraic combinatorics on orders of permutations
Résumé
Cette thèse se situe dans le domaine de la combinatoire algébrique et porte sur
l’étude et les applications de trois ordres sur les permutations : les deux ordres faibles
(gauche et droit) et l’ordre fort ou de Bruhat.
Dans un premier temps, nous étudions l’action du groupe symétrique sur les poly-
nômes multivariés. En particulier, les opérateurs de différences divisées permettent de
définir des bases de l’anneau des polynômes qui généralisent les fonctions de Schur aussi
bien du point de vue de leur construction que de leur interprétation géométrique. Nous
étudions plus particulièrement la base des polynômes de Grothendieck introduite par
Lascoux et Schützenberger. Lascoux a montré qu’un certain produit de polynômes peut
s’interpréter comme un produit d’opérateurs de différences divisées. En développant ce
produit, nous ré-obtenons un résultat de Lenart et Postnikov et prouvons de plus que
le produit s’interprète comme une somme sur un intervalle de l’ordre de Bruhat.
Nous présentons aussi l’implantation que nous avons réalisée sur Sage des polynômes
multivariés. Cette implantation permet de travailler formellement dans différentes bases
et d’effectuer des changements de bases. Elle utilise l’action des différences divisées sur
les vecteurs d’exposants des polynômes multivariés. Les bases implantées contiennent en
particulier les polynômes de Schubert, les polynômes de Grothendieck et les polynômes
clés (ou caractères de Demazure).
Dans un second temps, nous étudions le treillis de Tamari sur les arbres binaires.
Celui-ci s’obtient comme un quotient de l’ordre faible sur les permutations : à chaque
arbre est associé un intervalle de l’ordre faible formé par ses extensions linéaires. Nous
montrons qu’un objet plus général, les intervalles-posets, permet de représenter l’en-
semble des intervalles du treillis de Tamari. Grâce à ces objets, nous obtenons une
formule récursive donnant pour chaque arbre binaire le nombre d’arbres plus petits ou
égaux dans le treillis de Tamari. Nous donnons aussi une nouvelle preuve que la fonction
génératrice des intervalles de Tamari vérifie une certaine équation fonctionnelle décrite
par Chapoton.
Enfin, nous généralisons ces résultats aux treillis de m-Tamari. Cette famille de
treillis introduite par Bergeron et Préville-Ratelle était décrite uniquement sur les che-
mins. Nous en donnons une interprétation sur une famille d’arbres binaires en bijection
avec les arbres m+1-aires. Nous utilisons cette description pour généraliser les résultats
obtenus dans le cas du treillis de Tamari classique. Ainsi, nous obtenons une formule
comptant le nombre d’éléments plus petits ou égaux qu’un élément donné ainsi qu’une
nouvelle preuve de l’équation fonctionnelle des intervalles de m-Tamari. Pour finir, nous
décrivons des structures algébriques m qui généralisent les algèbres de Hopf FQSym et
PBT sur les permutations et les arbres binaires.
Mots-clés :
combinatoire algébrique ; ordres du groupe symétrique ; polynômes de Schubert ;
polynômes de Grothendieck ; polynômes clés ; différence divisée ; algèbre 0-Hecke ; treillis
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Abstract
This thesis comes within the scope of algebraic combinatorics and studies problems
related to three orders on permutations: the two said weak orders (right and left) and
the strong order or Bruhat order.
We first look at the action of the symmetric group on multivariate polynomials. By
using the divided differences operators, one can obtain some generalisations of the Schur
function and form bases of non symmetric multivariate polynomials. This construction
is similar to the one of Schur functions and also allows for geometric interpretations.
We study more specifically the Grothendieck polynomials which were introduced by
Lascoux and Schützenberger. Lascoux proved that a product of these polynomials can
be interpreted in terms of a product of divided differences. By developing this product,
we reobtain a result of Lenart and Postnikov and also prove that it can be interpreted
as a sum over an interval of the Bruhat order.
We also present our implementation of multivariate polynomials in Sage. This
program allows for formal computation on different bases and also implements many
changes of bases. It is based on the action of the divided differences operators. The
bases include Schubert polynomials, Grothendieck polynomials and Key polynomials.
In a second part, we study the Tamari lattice on binary trees. This lattice can be
obtained as a quotient of the weak order. Each tree is associated with the interval of its
linear extensions. We introduce a new object called, interval-posets of Tamari and show
that they are in bijection with the intervals of the Tamari lattice. Using these objects,
we give the recursive formula counting the number of elements smaller than or equal to
a given tree. We also give a new proof that the generating function of the intervals of
the Tamari lattice satisfies some functional equation given by Chapoton.
Our final contributions deals with the m-Tamari lattices. This family of lattices
is a generalization of the classical Tamari lattice. It was introduced by Bergeron and
Préville-Ratelle and was only known in terms of paths. We give the description of this
order in terms of some family of binary trees, in bijection with m+1-ary trees. Thus, we
generalize our previous results and obtain a recursive formula counting the number of
elements smaller than or equal to a given one and a new proof of the functional equation.
We finish with the description of some new ”m” Hopf algebras which are generalizations
of the known FQSym on permutations and PBT on binary trees.
Keywords:
algebraic combinatorics; orders of the symmetric group; Schubert polynomials; Grothendieck
polynomials; key polynomials; divided difference; 0-Hecke algebra; Tamari lattice; Hopf
algebra; m-Tamari lattices.
