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This paper proposes an efficient parallelised computation of field/circuit coupled systems co-simulated with the Waveform Relaxation
(WR) technique. The main idea of the introduced approach lies in application of the parallel-in-time method parareal to the WR
framework. Acceleration obtained by the time-parallelisation is further increased in the context of micro-macro parareal. Here, the
field system is replaced by a lumped model in the circuit environment for the sequential computations of parareal. The introduced
algorithm is tested with a model of a single-phase isolation transformer coupled to a rectifier circuit.
Index Terms—coupling circuits, eddy currents, iterative methods, parallel-in-time algorithms
I. INTRODUCTION
Simulation of devices and their surrounding circuitry is often
performed with circuit simulators. Within such simulations,
the behaviour of the devices is described by lumped element
models, which yield algebraic or differential relations between
the voltages and the currents. A disadvantage of the lumped
models is that they do not provide enough details, whenever a
spatial description of the electromagnetic field inside a device
is needed. Such cases include for example the simulation of
electric machines [1] or of the quench protection system of
superconducting magnets in particle accelerators [2]. In these
cases field/circuit coupling [3], [4], [5] is needed, see Fig. 1.
In order to exploit the different time rates and also to be
able to use separate dedicated solvers for the different systems
of equations involved, waveform relaxation (WR) is often
used [6]. Here, the different systems of equations are solved
separately and, iteratively, information is exchanged between
them until they converge to the coupled solution.
For the numerical solution of the field system, space is
discretised first e.g. with the finite element method (FEM).
Together with the circuit equations this results in systems
of differential algebraic equations (DAEs), which have to be
solved in the time domain. The finer the mesh, the larger are
the systems to be solved at every time step. This leads to long
computational time. To this end, calculations can be accelerated
by means of a parallel-in-time method called parareal, which
is a specific shooting method [7], [8].
This work combines parareal and WR together in one algo-
rithm. In contrast to previous works, e.g. [9], [10], engineering
knowledge is used to design a new and optimised algorithm
which significantly reduces the computational cost borrowing
ideas from micro-macro parareal [11], [12].
The structure of the paper is the following: Section 2
introduces the spatially discretised systems of equations. Sec-
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Fig. 1. Transformer model ‘MyTransformer’ coupled to a rectifier circuit [13].
tion 3 explains the waveform relaxation algorithm with an
optimised transmission condition for the field/circuit coupled
case. In section 4 the classical as well as a special case of
the micro/macro parareal algorithm are introduced. Section 5
deals with the coupling of waveform relaxation and parareal
and finally section 6 presents numerical simulations. The last
section closes the paper with conclusions and an outlook to
the future work.
II. SYSTEMS OF EQUATIONS
To describe the electromagnetic field part, we consider a
magnetoquasistatic approximation of Maxwell’s equations in
terms of the reduced A formulation [14]. This leads to the
curl-curl eddy current partial differential equation (PDE) that
describes the field in terms of a magnetic vector potential. The
circuit side is formulated with the modified nodal analysis
(MNA) [15]. For the numerical simulation of the coupled
system, the method of lines is used. This leads to a time-
dependent coupled system of DAEs that are formulated as an
initial value problem (IVP).
For t ∈ I = (T0, TN ] we solve the IVP described by the
coupled system. The field DAEs are
M
d
dt
a+K(a)a = Xim, (1)
X>
d
dt
a = vm, (2)
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where a is the discretised magnetic vector potential, vm the
voltage across and im the current through the coil of the
electromagnetic device. M denotes the (singular) mass matrix,
K the stiffness matrix, and X distributes the circuit’s input
currents in space. In two dimension, we consider either
Mi,j =
∫
Ω
αi · σαj or Mi,j =
∫
Ω
1
12
d2∇αiσ∇αj
if lamination is considered, [16], where α? are test and
weighting functions from an appropriate space defined on the
computational domain Ω, σ the conductivity and d the lamina-
tion thickness. We assume that the spaces contain boundary and
gauging condition (e.g. tree/cotree) if necessary. The circuit is
described in terms of the MNA by the system
A
d
dt
x+B(x)x+Pic = f(t), (3)
P>x = vc, (4)
with x containing the node potentials and currents through
branches with voltage sources and inductors, vc the voltage
across and ic the current through branches containing the elec-
tromagnetic element, A and B being the MNA system matrices
and P the incidence matrix of the field element describing its
position inside the circuit’s graph. For the coupling, vc = vm
and ic = im and given initial values
a(t0) = a0, x(t0) = x0, ic(t0) = i0 and vc(t0) = v0, (5)
the coupled system (1)-(4) can be solved in time.
III. WAVEFORM RELAXATION
We start the WR algorithm by dividing the simulation time
span I into N time windows In = (Tn−1, Tn] of size ∆T .
At iteration k+1, a Gauss-Seidel scheme is applied to (1)-(4),
which allows to solve the field and circuit systems of equations
separately and iteratively exchange information between them
until the solution converges up to a certain tolerance.
For each time window In and WR iteration k + 1, the
algorithm starts by solving the field system
M
d
dt
a(k+1) +K(a(k+1))a(k+1) = Xi(k+1)m , (6)
X>
d
dt
a(k+1) = v(k+1)m , (7)
v(k+1)m = v
(k)
c . (8)
In the first WR iteration, v(0)c is computed by (constant)
extrapolation of the initial condition v(0)c (Tn−1). Afterwards,
the circuit can be solved independently with
A
d
dt
x(k+1) +B(x(k+1))x(k+1) +Pi(k+1)c = f(t), (9)
P>x(k+1) = v(k+1)c , (10)
v(k+1)c = L
(k+1) d
dt
i(k+1)c − L(k+1)
d
dt
i(k+1)m + v
(k+1)
m , (11)
where the inductance
L(k+1) = X>K+(a(k+1))X
is used to optimise convergence [4], [5]. These steps are
repeated until the difference of the solutions between two
subsequent iterations is small enough. Once convergence up
to a certain tolerance is reached, the solution obtained at time
Tn is used as initial condition for the next time window In+1
and the iteration scheme can be repeated again. Thus, the WR
algorithm is performed sequentially through all time windows.
Considering the field system’s transmission condition (8),
the analogous version for the circuit part would be to set
i(k+1)c = i
(k+1)
m .
However, instead, (11) is used. This yields an improved ex-
change of information between the two systems in the context
of optimised Schwarz methods [17]. It corresponds to treating
the field as an inductor with a correction voltage source. It has
been shown that this leads to faster WR convergence [4], [5].
IV. PARAREAL
The parareal algorithm starts with partitioning the interval
I into (the same) windows In = (Tn−1, Tn] of size ∆T . We
start by summarizing (1)-(5) as the initial-value problem
C
d
dt
u = g(t,u), u(T0) = u0, (12)
with u : I → Rndof and ndof the degrees of freedom (DoF) of
the coupled system. Within the parareal framework, one solves
C
d
dt
un = g(t,un), un(Tn−1) = Un−1, t∈ In, (13)
on each subinterval In in parallel, starting from an initial
value Un−1, n = 1, . . . , N with a given U0 := u0. The
goal is then to eliminate the mismatch between the values at
synchronisation points Tn, n = 1, . . . , N − 1. The parareal
iteration reads [7]: for k = 0, 1, . . . ,K and n = 1, . . . , N
U
(k+1)
0 = u0,
U(k+1)n = F(Tn, Tn−1,U(k)n−1) (14)
+ G(Tn, Tn−1,U(k+1)n−1 )− G(Tn, Tn−1,U(k)n−1).
Operators F and G in (14) are a fine and a coarse propagator,
respectively. F(Tn, Tn−1,U(k)n−1) gives an accurate solution
(e.g. using small time steps) of (13), starting from initial values
U
(k)
n−1 and can be calculated in parallel on all In. On the other
hand, the coarse solution G(Tn, Tn−1,U(k+1)n−1 ) is obtained in
a cheaper way (e.g. using large time steps) but sequentially.
A. Micro-Macro Parareal
The idea of micro-macro parareal is to consider different
models on the levels. On the fine level, the original problem
(12) is solved. However, for the coarse one, a reduced IVP
Cr
d
dt
ur = gr(t,ur), ur(T0) = ur,0 (15)
is considered, with ur : I → Rnr and nr the number of DoFs
of the reduced system. This allows to further speed up the
computation of the coarse solution by not only saving the cost
of the time stepper, but also reducing the size of the system
solved. Here, for example, model order reduction techniques
can be used [11] to set up the simplified coarse system in (15).
Fig. 2. Micro-macro parareal coarse system model.
Now, two additional operators have to be defined, in order
to exchange the solutions between the models. The restriction
operator R : Rndof → Rnr allows to, given an initial value of
(12), obtain a valid initial value for (15). The inverse can be
done with the lifting operator L : Rnr → Rndof , which, given
an initial value of the coarse system, computes a valid initial
value for the fine one. They are defined consistently, such that
R(L(X)) = X. (16)
With these operators, the update in (14) is changed to [11]
U(k+1)n = F(Tn, Tn−1,U(k)n−1) (17)
+ L
(
U¯(k+1)n
)
− L
(
U¯(k)n
)
,
where
U¯(k+1)n := G(Tn, Tn−1,R(U(k+1)n−1 )). (18)
V. PARALLELISED WAVEFORM RELAXATION
For the coupling of WR with parareal (PRWR), we consider
the WR and the parareal window sizes to be the same ∆T . This
choice is not necessary, however a natural one. We present two
variants of the algorithm.
The initial version of the algorithm is similar to [10]. Here,
we choose both the coarse and the fine propagators to be a
WR scheme. For the the coarse propagator, the WR scheme
will not iterate until convergence, but will stop after a finite
(fixed) number of iterations kc. In contrast to [10], the fine
propagator iterates the WR scheme until convergence up to a
certain tolerance.
The second algorithm is an optimised version of the first one,
where the coarse propagator is chosen to only perform half of
a WR iteration (kc = 0.5) by starting with the circuit system.
This means only solving (9)-(11) for t ∈ I and replacing the
transformer by a mutual inductor as depicted in Fig. 2. It can
also be interpreted as neglecting the eddy current effects of
the magnetoquasistatic curl-curl equation on the coarse level.
This allows to significantly reduce the computational cost as
the coarse propagator only operates on the circuit level, i.e.
with rather few DoFs. This algorithm fits into the context of
micro-macro parareal algorithms [11], [12].
VI. NUMERICAL SIMULATIONS
We apply the two introduced approaches to a 2D model of
a single-phase isolation transformer (‘MyTransformer’) cou-
pled to a rectifier circuit [4, Fig. 6.6 (b)], which we depict
in Fig. 1. For the numerical simulations we consider field-
independent materials, such that the eddy-current curl-curl
equation (1) is a linear DAE. The simulation interval is chosen
as I = [0, 0.1] s, which is partitioned into N windows. For
the time integration inside the WR scheme of both coarse and
fine propagators, implicit Euler method is used. The fine time
step size is h = 5 · 10−5 s and the excitation voltage source
is v(t) = 220 sin(400pit) V. Parareal is performed until the
relative l2 error of the jumps is below 10−5.
Firstly the initial algorithm is applied such that the coarse
propagator performs kc = 1.5 WR iterations with time step size
∆T for both subsystems. The fine propagator executes WR
until convergence (relative l2 error of the coupling variables
between two subsequent iterations < 10−8).
In the optimised case, the coarse solver only solves the
circuit part with a lumped inductance element replacing the
field system. This system is solved with a time step size of
∆T . For the fine propagator, the solution of the field/circuit
coupled problem with WR until convergence (again relative
error < 10−8) is used. In this case, a micro-macro parareal
algorithm arises. Therefore, restriction and lifting operators
must be constructed. The DoFs of the fine system uf are
u>f = (a
>, i>m,v
>
m,x
>, i>c ,v
>
c ),
whereas the coarse operator reduces them to ur = uc, with
u>c = (x
>, i>c ,v
>
c ).
We set the restriction operator R to
R(uf) = (x>, i>c ,v>c )>.
The lifting L computes the corresponding magnetic vector
potential a obtained from solving a magnetostatic problem with
a given current, that is,
L(uc) = ((K+Xic)>, i>c ,v>c ,x>, i>c ,v>c )>.
Please note that, as stated in (16), R(L(uc)) = uc.
Remark. In practice, for nonlinear materials, in each parareal
iteration and window, the inductance is extracted at a working
point and kept constant.
A. Simulation results
The simplified algorithm is applied to the eddy current
problem without lamination of the core. The algorithm does
only converge after the N th parareal iteration, which does not
yield a speed up with respect to the sequential simulation. This
is due to the fact that the eddy current effects are dominant and
the static simplification made for the electromagnetic device
in the coarse system is not accurate enough. There are two
main sources of error arising from the approximation. First,
neglecting the eddy current losses leads to a different current
to voltage relation on the circuit side. A second source of
error is the lifting operator, as it distributes the magnetic vector
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Fig. 3. Effective number of linear system solves (ELSS), i.e. neglecting the
ones that can be carried out in parallel.
potential neglecting the skin effect which, for the considered
example, is highly relevant.
For the second simulation, both algorithms are applied to
the same transformer now with the eddy current lamination
model [16]. The effective number of linear system solves for
sequential WR, PRWR with the first algorithm and PRWR with
the second algorithm is shown in Fig. 3. It can be seen that,
even though both PRWR algorithms significantly decrease the
effective number of solutions of linear systems compared to
the sequential simulation, the first algorithm is sooner affected
by the sequential computation of the coarse system, which
increases the effective cost for larger number of processors N .
The optimised algorithm profits here from the fact that no FEM
simulations are necessary on the coarse level.
VII. CONCLUSION
This paper proposes a parallel-in-time framework for ef-
ficient solution of field/circuit coupled problems. Two ap-
proaches of a joint application of the co-simulation technique
and parareal are introduced and applied to a single-phase
isolation transformer. The results confirm that both approaches
converge quickly and allow to reduce the effective computa-
tional cost compared to the sequential waveform relaxation
simulation. In the best case the time spent on FE computations
is sped up by a factor of 33. However, for strong eddy current
effects the micro-macro like algorithm is not able to capture
the physics and does not profit from the parallelisation. Future
work will deal with an improved algorithm that allows to speed
up field/circuit systems with larger eddy current effects.
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