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In this paper, a Novel Parallel Quantum Genetic Algorithm (NPQGA) is proposed for the
stochastic Job Shop Scheduling Problem with the objective of minimizing the expected
value of makespan, where the processing times are subjected to independent normal
distributions. Based on the parallel evolutionary idea and some concepts of quantum
theory, we simulate a model of parallel quantum computation. In this frame, there are
some demes (sub-populations) and some universes (groups of populations), which are
structured in super star-shaped topologies. A new migration scheme based on penetration
theory is developed to control migration rate and direction adaptively between demes, and
a novel quantum crossover strategy is devised among universes. The quantum evolution is
executed in every deme by applying some improvement operators (the coding mechanism
aiming at job shop, the new quantum rotation angle and the catastrophe operator).
Experiment results show NPQGA’s effectiveness and applicability.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Generally speaking, scheduling problem is a form of decision-making, where limited resources are allocated to process
a set of jobs with the aim to ﬁnd a most eﬃcient processing order under some given constraining objective functions.
As a branch of scheduling problem, a Job Shop Scheduling Problem (JSSP) is quite common in manufacturing and process
industry, and the ordering of the jobs can be different for each machine. Also, job shop scheduling is a class of combinatorial
optimization problems known as NP-Hard one. For the JSSP, it has been widely researched over the past sixty years and
many results have been achieved.
For deterministic scheduling problems, all jobs’ information is assumed to be ﬁxed and known in advance. However,
manufacturing systems often operate in an uncertain environment and uncertainties are often encountered in practice.
There are many uncertainties in process industry such as machine breakdown, dynamic operator-stock condition, changes
in availability date and latest completion times. We must consider them to ensure the production run successfully [1]. At
present, the common mathematic methods for modeling scheduling problem with uncertainties are stochastic programming,
fuzzy programming, rough sets, grey programming and interval theory. If the parameters are initially described in terms of
probability distributions, then the problem is named as the stochastic scheduling, which could be solved by stochastic
programming.
Stochastic scheduling problems are diﬃcult control problems with combinatorial decision spaces. In the literature re-
search of stochastic scheduling, many different approaches have been applied and a rich harvest has been obtained.
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64 J. Gu et al. / J. Math. Anal. Appl. 355 (2009) 63–81D.P. Bertsekas and D.A. Castanon [2] developed a dynamic programming algorithm for stochastic scheduling based on
a linear programming relaxation. M. Skutella and M. Uetz [3] devised algorithms with constant-factor approximation.
Later, D.B. Shmoys and M. Sozio [4] studied the 2-stage stochastic problem, whose objective is to ﬁnd the maximum-
weight subset of jobs that can be scheduled on one machine. However, their 2-stage approximation algorithm can only
solve single machine issue and failed to be workable on m machines (m > 1). In addition, M. Gourgand et al. [5] de-
veloped a recursive algorithm to compute the expected makespan based on a Markov chain. After them, N. Megow et
al. proposed some online scheduling policies for stochastic scheduling problem and derived some performance guaran-
tees; see paper [6,7]. X. Wu and X. Zhou introduced a dynamic programming algorithm for the single machine prob-
lem with random due dates [8]. In their paper, they derived a deterministic equivalent version to the single machine
problem.
In recent years, some novel intelligent evolutionary computation methods with good performance came into being. For
example, a PSO (Particle Swarm Optimization) approach combining with simulated annealing (SA) and hypothesis test (HT),
namely PSOSAHT, was proposed for stochastic ﬂow shop scheduling with aim to minimize the makespan [9]. A hybrid
method was proposed by R. Tavakkoli-Moghaddam et al. [10], who used a neural network approach to generate initial fea-
sible solutions and then a simulated annealing algorithm was employed to improve the performance of the initial solutions.
Besides, D.M. Lei et al. presented an evolutionary algorithm for multi-objective stochastic job shop scheduling [11].
Since the ﬁrst coming of genetic algorithm, people still try their best to ﬁnd other better optimal algorithms, be-
cause traditional genetic algorithms are easily trapping into premature convergence and having lower searching ability
during the late evolving process when meeting complicated problem. Therefore, a lot of researches focus on how to
avoid these shortcomings and introduce a great deal of improving methods. As one of the most successful methods, par-
allel genetic algorithm has become an outstanding method which has been used upon many problems, such as papers
[12–14], etc.
As a novel evolutionary algorithm, Quantum Evolutionary Algorithm (QEA) is proposed by K.K. Han and J.H. Kim [15],
which utilizes the concepts of a quantum bit, superposition of states and collapse of states. Like other evolutionary al-
gorithms, QEA is also characterized by the representation of the individual, the evaluation function and the population
dynamics. However, instead of binary, numeric or symbolic representation, QEA uses a Q-bit as a probabilistic representa-
tion, which is deﬁned as the smallest unit of information. A Q-bit individual has the advantage that it can represent a linear
superposition of states in search space probabilistically. Thus, the Q-bit representation has a better characteristic of popu-
lation diversity than any other representation. Meanwhile, quantum rotation gate is used as the update mechanism, which
could help guide the searching direction to the optimal area, and increase the algorithm’s convergence speed. In paper [15],
by means of the rotation angle table with a small angle, quantum algorithm is proved to be eﬃcient for the 0–1 knapsack
problems including small and large scales. Afterwards, L. Wang et al. [16] utilized the Quantum-inspired Genetic Algorithm
to solve the ﬂow shop scheduling problem, and they also proposed their lookup table of rotation angle with the similar
small angle as [15].
In order to satisfy the need of ﬂexible manufacturing systems, scheduling problem focusing with stochastic process time
has become one of the newest issues that have been interesting recently. Therefore, stochastic processing time problem
has been presented in this paper, and a stochastic expected value model is set up to minimize the expected makespan.
The main reason for this study is to present a novel parallel quantum genetic algorithm for solving stochastic job shop
scheduling with the objective of minimizing the expected value of makespan. In paper [17], it is said that QGA is suitable
for parallel structure because of rapid convergence and good global search capability. That is, QGA can possess the two
characteristics of exploration and exploitation simultaneously. Different from paper [17], in our novel algorithm, we simulate
a model of parallel evolution computation, in which there are some demes (sub-populations) and some universes (groups
of populations). Among demes, a migration scheme based on penetration is developed, and among universes quantum
crossover strategy is devised. This is one of our new contributions. Another innovation of this research is inducing some
improvements of quantum operation to job sequencing in shops (such as the coding mechanism aiming at job shop, the
new quantum rotation angle and the catastrophe operator).
The paper is organized as follows: In Section 2, a stochastic expected value model for stochastic job shop scheduling
problem is proposed with the aim of minimizing the expected value of makespan. The new parallel evolutionary strategy
is proposed in Section 3 and Section 4 will introduce the novel algorithm (NPQGA), which is the main contribution of this
paper. Experimental results are exhibited in Section 5 to demonstrate the performance of the proposed algorithm, and some
conclusions are given in Section 6.
2. A stochastic expected value model for stochastic JSSP
In this section, in order to solve a job shop scheduling problem under the stochastic environment, a stochastic pro-
gramming model named stochastic expected value model is proposed to transmute the sequencing constraints, resource
constraints, jobs’ starting times and processing times. In this paper, the distributions of the processing times are assumed
to be known in advance, and the actual outcome or realization of a random processing time only becomes known at the
completion of the processing.
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The job shop scheduling deals with the allocation of jobs to different machines over time. It is a decision-making process
with the goal of optimizing one or more objectives. Suppose there are n jobs ( J1, J2, . . . , Jn) which will be processed on m
machines (M1,M2, . . . ,Mm), and these jobs are subject to capacity constraints and precedence constraints. We would like
to ﬁnd an optimal solution for a given objective function. The completion of job J i consists of a sequence of ni operations
O 1i, O 2i, . . . , Oni i , which is called as its machine list. The precedence of the machine list is deﬁned as Oti → Ot+1,i (t =
1,2, . . . ,ni − 1). For a given operation Oti , denote by ξtti the time units needed to process job J i on machine μti ∈
{M1,M2, . . . ,Mm}. We assume that each operation requires an uninterrupted processing time on the machine speciﬁed by
the machine list, i.e. we consider non-preemptive case only.
2.2. The stochastic expected value model
Notation:
J = { J1, J2, . . . , Jn}: set of jobs, where n is the number of jobs.
M = {M1,M2, . . . ,Mm}: set of machines, where m is the number of machines.
ξ pik: processing time of job i on machine k, a stochastic variable subject to normal distribution.
ξtik: starting time for job i on machine k, a stochastic variable.
ξcik: completion time for job i on machine k, a stochastic variable.
ξCi : the maximal completion time of job i, a stochastic variable.
E{tik}: expected time needed to process job i on machine k.
V {tik}: variance of time needed to process job i on machine k.
Based on the variables deﬁned above, the objective function of a stochastic job shop scheduling problem can be presented
as min
∑n
i=1 max ξCi , and constraints can be easily formulated as the following inequalities:
1. The precedence constraints: Precedence constraints require that the ordering of operations follows a speciﬁed sequence
(machine list). If machine t follows machine s in the machine list for job i (the order of operations for each job is
determined by the machine list), then ξtis + ξ pis − ξtit  0.
2. The capacity constraints: Capacity constraints require that each machine can handle at most one job at a time. We can
write the capacity constraints as
{
(a) ξt jk − ξ pik  ξtik job i before job j in machine k,
(b) ξtik − ξ p jk  ξt jk job i after job j in machine k. (I)
In order to get a linear description for (I), we introduce new 0–1 variables yijk and an upper bound T to formulate the
capacity constrains. Deﬁne yijk for 1 i < j  n, 1 km, in the following way
yijk =
{
1 if job i precedes job j on machine k,
0 if job j precedes job i on machine k.
Let T be an arbitrary number which is big enough to be an upper bound for all variables in the problem.
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
ξt jk + (1− yijk)(T + ξ pik) − ξtik  ξ pik,
ξtik + yijk(T + ξ p jk) − ξt jk  ξ p jk,
−yijk −1,
yijk  0,
yijk interger.
(II)
It is obvious that the inequality equations (I) and (II) are equivalent.
3. Stochastic constraints: E{ti j} − Z2/αV {ti j}  ξti j  E{ti j} + Z2/αV {ti j}, 1  i  n, 1  j m. This inequality considers a
conﬁdence interval α for processing of operations.
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Based on the discussion above, the stochastic expected value model could be formulated as following:
f =min
n∑
i=1
max ξCi,
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
min E{ f }
s.t.
E{ξtis + ξ pis − ξtit} 0, if t follows s in the machine list for job i, ∀i, s, t,
E
{
ξt jk − yijk(T + ξ pik) − ξtik
}
−T , ∀i, j,k,
E
{
ξtik + yijk(T + ξ p jk) − ξt jk
}
 E{ξ p jk}, ∀i, j,k,
E{tik} − Z2/αV {tik} ξtik  E{tik} + Z2/αV {tik}, ∀i,k,
E{ξtik} 0, ∀i,k.
(1)
3. The novel parallel evolutionary strategy
3.1. Parallel model
The basic idea of parallel algorithm is to divide a large population into several sub-populations. The evolution process
seems like several branches simultaneously start from different places for ﬁnding the optimal solution till covering the whole
searching space. Current implementations on parallel algorithm can be mainly categorized into three models: master-slave
model, coarse-grained model and ﬁne-grained model. In the ﬁrst model—master-slave model, the host server mainly storages
populations and executes evolutionary operations, while the large amount of computation is assigned to slave servers so
that a faster computing speed can be obtained. The second one is also called island model, in which the whole population
is divided into some independent sub-populations, and all of the sub-populations govern their own regions and accomplish
their own evolution. Just like a lot of isolated islands, they occasionally communicate with neighborhood to exchange good
information. In the ﬁne-grained model, the decomposition of population is as ﬁne as possible, and each sub-population has
only one individual regarded to be the perfect situation. Due to the space restriction, individuals just compete and intercross
with their neighbors. In this way, the excellent solutions are often overlapped by neighbors so as to spread into the whole
population. Although different models have their own advantages and disadvantages, we choose the coarse grained model
in this paper, because it is easily to accomplish and execute.
3.2. Population topology structure
At present, the common topology structures are linear matrix, circularity, star-shaped, binary tree, hypercube, cube-
connect-cycle, etc., and the communication costs depend on the connective degree of their topology graph. For the situation
when the amount of sub-populations is small, we usually use star-shaped topology structure to communicate information,
seen from Fig. 1. In that ﬁgure, we can see the network diameter is very short with less communication cost. On the
opposite aspect, with a large amount of sub-populations, if we continuously choose the topology structure above, a great
many root nodes will be added to increase the corresponding cost and lead to a bottleneck phenomenon. Therefore, a super
star-shaped topology structure is adopted here, seen from Fig. 2. We divide sub-populations into several groups, and each
group is called a universe. In each university, we call the sub-population as deme and use the star-shaped structure. In this
frame, we have some universes, each of which does not contain a great deal of demes. So, the communicating spending is
relatively reduced and the good information can be transferred among universes. Since it can make full use of all demes’
information and overcome the shortcoming of huge cost, it is an excellent topology structure with good performance for us
to choose.
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Fig. 3. Penetration model.
3.3. Information communication among demes in one universe—a novel migration strategy based on penetration theory
After analyzing several main factors (migration interval, migration rate and migration direction) that affect the perfor-
mances of parallel algorithms, and in order to solve the hard problem that these factors must be set manually, a new
migration scheme is proposed based on penetration theory. The new strategy on how to migrate among demes is an
available method to promote information communication and quicken algorithm’s convergence speed. With this migration
strategy, if the information changes in one deme, then the information changes immediately in others.
3.3.1. The penetration theory
Assume a liquor’s molar concentration is n, the osmotic pressure Π = nRT , where R is a constant, T is the temperature
of the liquor and V denotes the cubage. In Fig. 3, the molar concentration of the two kinds liquor S1 and S2 are n2 and n2,
respectively. We know Π1 = n1RT1V1, Π2 = n2RT2V2, where T1 (T2) denotes the temperature of S1 (S2) and V1 (V2) is
the cubage of S1 (S2). Assuming T1 = T2 and V1 = V2, if n1 = n2, then the concentration pressure on both sides satisﬁes
Π1 = Π2. In this way, the liquor would transfer, i.e. the liquor with small concentration will move to the liquor with big
concentration value.
3.3.2. Penetration migration strategy
The migration strategy directly comes from penetration theory, and we need not to deﬁne migration frequency, migration
ratio or migration direction any more, which are replaced by a threshold value θ . Whether a migration is needed or not is
decided by the threshold value. Here, 0 θ max{|ﬁti −ﬁt j |}. Roughly speaking, when θ = 0, it is more likely for individual
information to transmit.
λ =
{
max
{
1, |ﬁt|max{ﬁti ,ﬁt j}
}
, |ﬁt| > θ,
0, |ﬁt| θ.
(2)
Here, ﬁt = ﬁti − ﬁt j , and ﬁti and ﬁt j are the best individual’s ﬁtness value in sub-population i, j, respectively.
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(1) The direction of migration is made according to the value of ﬁt. If ﬁt > 0, then the migration direction is from
species i to species j, else if ﬁt < 0, migration is from species j to species i, else ﬁt = 0, do nothing.
(2) If λ > 0, λN individuals are selected by some selecting strategies to immigrate, else, do nothing.
(3) For the species who will accept some individuals, choose λN individuals to replace them according to some selection
strategies.
Thus we can use this strategy to set migration interval, migration rate and migration direction adaptively.
3.4. Information communication among universes
3.4.1. Quantum crossover strategy
The essence of quantum crossover strategy is to temporarily exchange the objective value. The beneﬁt of this operator is
to transfer good information among universes and produce some inﬂuence on the evolution of universe. In this part, by the
character of quantum rotation gate, we select random individuals from two universes, and then exchange optimal target to
make individual’s evolvement towards another universe’s optimal direction, which will ultimately realize the communication
of information.
The details can be seen as following:
(1) Randomly select one or more individuals from the current universe according to a given probability value;
(2) Evaluate these individuals to get their ﬁtness value;
(3) Randomly select one universe, then take the objective of the universe evolution as the aim for the evolution of the
individuals above. If n (n > 1) universes are selected, then repeat the operation n times.
Repeat the step 1–step 3 until all universes have experienced the quantum crossover operation.
3.4.2. Communication period among universes
Communication among universes in small periods can help quickly spread best information and offer good instructions
for population evolvement. Nevertheless, it will not only increase the cost to communicate, but also force some individuals
to occupy the govern status and cut down the diversity of genes. It will disobey the rule of parallel searching and make
populations convergence into local optimal solution. In contrary, communication among universes in large periods will lose
the sense of migration, because it makes good genes hard to transmit and reduce the convergence speed. So, the typical
Communication period is 10%–20% amount of total iterative times.
4. The novel parallel quantum genetic algorithm for stochastic job shop scheduling problem
Quantum Evolution Algorithm (QEA) has been introduced recently and gained much attention and wide applications for
both function and combinatorial problems, but there is little research on stochastic scheduling cases, except our previous
work [18,19]. In this section we introduce a NPQGA to solve the stochastic problem JSSP. The crucial element in applying
Quantum Evolution Algorithm successfully to stochastic JSSP is to develop an effective coding mechanism and a quantum
rotation angle table. Meanwhile, to ﬁnd solution with good quality, parallel evolution is necessary. We separate a population
into several demes with parallel architecture, and then carry out sequential QGA upon them with some new migration
strategy. The computational experiments for stochastic JSSP will be described later.
4.1. Encoding and decoding
4.1.1. Q-bit individual
In stead of binary, numeric, or symbolic representation, qubit chromosome is adopted in our parallel quantum genetic
algorithm as a new representation. The state of a qubit can be represented as
|ψ〉 = α|0〉 + β|1〉, (3)
where α and β are complex numbers that specify the probability amplitudes of the corresponding states. |α|2 is the prob-
ability that the qubit will be found in the “0” state and |β|2 is the probability that the qubit will be found in the “1” state.
Normalization of the state to unity guarantees |α|2 + |β|2 = 1.
A qubit may be in the “1”, “0” states, or in any linear superposition of them. The advantage of qubit is that it can rep-
resent a linear superposition of solutions due to its probabilistic representation. For example, when there are two quantum
bits, it can stay in adding states of four 00, 01, 10, 11.
If there is a system of m qubits, the system can represent 2m states at the same time. However, in the act of observing
a quantum state, it collapses to a single state. So we deﬁne a Q-bit as the smallest unit of information, which consists of a
pair of numbers
[ α]
.β
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As a string of l Q-bits, a Q-bit individual is deﬁned as[
α1
β1
∣∣∣∣ α2β2
∣∣∣∣ . . .. . .
∣∣∣∣ αlβl
]
, where |αi|2 + |βi |2 = 1, i = 1,2, . . . , l.
4.1.2. The converting mechanism of job shop code
Although Q-bit can represent a linear superposition of solutions, it cannot be used directly. Because the job shop code we
want is a permutation of all jobs in a decimal system from 1 to n, but Q-bit representation is a pair of complex numbers
[ α
β
]
.
So a converting mechanism should be put forward specially aiming at job shop scheduling problem for evaluation, which
is an innovation in this paper. Note: The converting mechanism is operated the same in each sub-population, and it can be
described as following.
A Q-bit individual P Q (t) of length ([logn2] + 1) ∗ n represents a linear superposition of solutions to the problem, where[ ] speciﬁes [x] = max{z | z  x, z is an integer}. In the step of initialization, α0i and β0i , i = 1,2, . . . , ([logn2] + 1) ∗ n, are
initialized as 1/
√
2. Let η be a random number generated from the uniform distribution [0,1]. If αi from Q-bit individual
P iQ (t) satisﬁes |αi|2 > η, then a bit of the binary string Xi(t) is set to 1, otherwise set to 0. Thus, a binary string X(t) of
length ([logn2] + 1) ∗ n is formed. Every [logn2] + 1 bits of binary string is transferred into a decimal number, and then we
get a decimal string D(t) of length n. Order a permutation of D(t) from small to big. If values of two numbers are different,
let smaller number denotes the job with smaller index; otherwise, we let the ﬁrst one denote the job with smaller index.
This permutation is the ﬁnal job shop code—the job-based coding. the decode process could be carried out as following:
ﬁrstly ﬁnished the arrangement of all operations upon machines for the ﬁrst job, and then turn to the next job and until
last job.
For example, consider a 3-job, 3-machine job shop scheduling problem. Suppose a binary string is [0 1 1| 1 0 1| 1 1 0],
which is converted from a Q-bit representation, then the decimal string is [3 5 6]. From small to big, the job permutation
is [1 2 3]. Example can be seen from Fig. 4. Then the decoding process is that job 1 should be processed ﬁrstly according
to its precedence operation sequence, and then turns to job 2 and job 3. Fig. 4 is the ﬁnal scheme.
4.2. Quantum rotation gate
The state of a qubit can be changed by the operation mechanism named quantum gate. A quantum gate is a reversible
gate and can be represented as a unitary operator U acting on the qubit basis states satisfying U+U = UU+ , where U+
is the hermitian adjoint of U . There are several quantum gates, such as the Not gate, controlled NOT gate, rotation gate,
Hadamard gate, etc.
The rotation gate U (θi) is applied to generate the probability amplitude of quantum states in Quantum evolution
algorithm in order to maintain diversity of population, which is an important updating method in quantum evolution
algorithm.
Here, a rotation gate U (θi) is employed to update a Q-bit individual as a variation operator. The ith Q-bit (αi, βi) is
updated as follows:[
α′i
β ′i
]
= U (θi)
[
αi
βi
]
=
[
cos(θi) − sin(θi)
sin(θi) cos(θi)
]
·
[
αi
βi
]
, (4)
where θi is rotation angle and it determines the rotation direction. Let θi = s(αi, βi)θi , where s(αi, βi) is the sign of θi ,
and θi is the magnitude of rotation angle whose lookup table is shown in Table 1. Fig. 5 presents the rotation gate for
Q-bit individuals in a polar plot. Assume the Q-bit individual
( α′i
′
)
is the best Q-bit solution in the current generation,βi
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Look up table of rotation angle for stochastic job shop scheduling problem.
ri bi f (r) < f (b) θi ∗ π s(αi , βi)
αiβi > 0 αiβi < 0 αi = 0 βi = 0
0 0 False 0.2π 0 0 0 0
0 0 True 0 0 0 0 0
0 1 False 0.5π 0 0 0 0
0 1 True 0 −1 +1 1 or −1 0
1 0 False 0.5π −1 +1 1 or −1 0
1 0 True 0 +1 −1 0 1 or −1
1 1 False 0.2π +1 −1 0 1 or −1
1 1 True 0 +1 −1 0 1 or −1
Fig. 5. Polar plot of the rotation gate for Q-bit individuals.
then we set an anticlockwise positive angle θi in the ﬁrst quadrant, by which the individual
( αi
βi
)
could turn to the best
position. For the same reason, if the best Q-bit individual lies in other quadrant, we could deduce the corresponding rotation
angle. In Table 1, ri is the binary code of individual i, bi indicates the best individual’s corresponding binary code, and f (·)
means ﬁtness value. In addition, αiβi > 0 represents that individual i lies in ﬁrst or third quadrant, and αiβi < 0 indicates
individual i lies in second or fourth quadrant. If the state is 0–1, set the rotation angle to be 0.5π . If it is at close range of
0–0 and 1–1, choose a smaller angle 0.2π . Otherwise, we cannot judge the speciﬁc quadrant, and let it stay in its original
state.
4.3. Genetic operator
4.3.1. Crossover operator
Without crossover operator, it is easy to trap into local optimality and lead to the lack of diversity of genes. For this
reason, cycle crossover is used in this paper, and the symbols of the ﬁrst parent are divided into two subsets. The ﬁrst child
is the copy of the ﬁrst subset, and the second subset is copied to the second child. In addition, each subset of symbols
preserves the exact positions from the same parent. Then the remaining symbols are copied to the child by preserving the
order from the second parent. The details can be seen from Fig. 6.
Here, the crossover probability P+c is always changing as generation evolves. At generation t , the value can be calculated
as follows:
P+c =
{
Pcmax
1+t/tmax , P
+
c > Pcmin,
Pcmax, P+c < Pcmin,
(5)
where Pcmin, Pcmax are the minimum and maximum value of crossover probability and tmax is the algorithm’s iterative
times.
4.3.2. Mutation operator
Executing mutation operator can effectively prevent premature convergence and improve searching ability in local space.
In this part, we introduce the Not Gate as our mutation operator.
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The deﬁnition of Not Gate:[
α′i
β ′i
]
=
[
βi
αi
]
if rand() < pm, (6)
where αi , βi are probability amplitudes before mutation, and they will turn to be α′i , β
′
i after mutation. The details of the
operation could be introduced below.
Firstly, select the quantum individuals with mutation probability pm . Then, randomly generate a mutation position. Fi-
nally, exchange αi with βi to interconvert the probability of states “0” and “1”.
4.3.3. Selection operator
In order to ensure that some individuals possessing good genes with small ﬁtness value can be chosen in offspring,
roulette selection is adopted here, which could maintain the diversity of genes. For each individual p, function (5) is used
to calculate the ﬁtness value F p and relative ﬁtness F p/
∑
F p (p = 1,2, . . . , Pi), where Pi is the total population size in
sub-population i.
F p = 1
makespanp
, (7)
where makespanp denotes the makespan of individual p at the current generation.
4.4. Catastrophe operator
To avoid premature convergence, a catastrophe operator is used in NPQGA. The best solution until current generation
does not change in some consecutive generations, then we regard it to be trapped in local optimality and regenerate the
initial generation randomly.
4.5. The procedure of NPQGA for stochastic JSSP
Begin
t ← 0
i Initialization: PS (the initial population size of each sub-population), Pc (crossover probability),
Pm (mutation probability), Ps (quantum crossover probability), ST (sampling times), Gen (iterative generation);
ii According to super star-shaped structure, randomly initialize s sub-populations in Q-bit representation P Q i(t),
which are converted to the corresponding job permutations in decimal code Di(t) (i = 1,2, . . . , s). Use stochastic
simulation technology to sample ST groups of processing time according to their probability functions. Evaluate each
individual in Di(t) and then record the best scheduling results.
While (t < Gen) do
begin
t ← t + 1
iii for each sub-population i do begin
Select P ′Q i(t) from P Q i(t) based on ﬁtness value, then apply crossover and mutation operations.
if (catastrophe condition is satisﬁed)
Perform catastrophe operation for P ′Q i(t) to generate P Q i(t + 1).
else
Perform quantum rotation gate, for P ′ (t) to generate P Q i(t + 1).Q i
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Parameter table of different algorithm.
GA QGA NPQGA-2 NPQGA-3
Deme number 1 1 8 (2 universes) 12 (3 universes)
Population size 50 50 6 4
Iterative generation 1000 1000 1000 1000
Crossover probability 0.8 0.8 Pcmin = 0.6, Pcmax = 1 Pcmin = 0.6, Pcmax = 1
Mutation probability 0.1 0.1 0.1 0.1
Sampling times 30 30 30 30
Communication period among universes – – 10 10
end
end
iv for demes in each universe do begin
Execute the migration strategy based on penetration theory.
end
v for universes do begin
If (rand(1) < Ps)
Execute the quantum crossover operator.
end
end
vi Using stochastic simulation technology, evaluated individuals of each sub-population and record the best scheduling
result.
end
vii Output the global optimum scheduling result.
End
Here, we adopt such a stochastic simulation called Monte Carlo simulation as a technique of achieving stochastic sampling,
and then use its basic theory to produce stochastic variables subject to the known distribution, see [20].
5. Simulation result
5.1. Preparation work
In order to illustrate the effectiveness and performance of the new algorithm NPQGA for stochastic job shop scheduling
with the aim to minimize expected makespan, GA and QGA are compared by testing standard benchmark problems MT06,
MT10, MT20. Observing the stochastic environment exists in manufacturing system, the processing times are chosen as
a stochastic part in job shop scheduling to simulate uncertain factors, and we assume the times are subject to normal
distributions independently. The mean value of the process time comes from standard data of benchmark problem and
the variance is generated from uniform distribution U [0,1]. All tests have been performed on Lenovo PC with a Pentium
Processor with clock speed of 1.66 GHZ, and the programming is implemented in MATLAB software.
In order to get the performance of NPQGA, 10 runs are performed on each problem instance. Due to the demand of
ensuring the solution quality, we use the stochastic simulation technique to get 30 sets of sampled value from the processing
times. Afterward the optimal scheduling solution can be obtained with 30 different makespan values, from which we could
get the minimum makespan (Min), the average makespan (Avg.) and the maximum makespan (Max). Then the benchmark
data i.e. expected processing time, is used to calculate the makespan (Cmax) in the optimal schedule plan we already
obtained.
Table 2 is a parameter setting table in different algorithms. In the GA and QGA, Gambling Selection, Partial Schedule
Crossover (PSX) and SWAP Mutation are applied on the genetic operator part of corresponding algorithm. In addition, for
comparison, the rotation angle table in paper [16] is used in QGA.
5.2. Performance analysis
5.2.1. The comparison of NPQGA with GA and QGA
On MT06 problem, QGA ﬁnds the optimal solution in about 10th generation, and so does GA. Whereas, NPQGA could
ﬁnd the best solution just at the 1st generation or 2nd generation. On MT10 and MT20 problems, QGA and GA, especially
GA, are easily to trap into local premature situation so as not to ﬁnd the optimal solution after algorithm runs 1000
generations. However, each time NPQGA could ﬁnd the best schedule with the searching probability 100%. Figs. 7–9 are
the best scheduling results of different problems, and Figs. 10–12 are convergence curves of different algorithms. Based on
Figs. 5–10, it is convenient to ﬁnd that NPQGA’s convergence speed of achieving the optimal solution is very fast, although
the searching space is a little bit larger than QGA. Besides, we can see that NPQGA could give very good results not only
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Results comparison among NPQGA, GA and QGA.
6–6 PS GN GA QGA NPQGA-2
Min/Avg./Max Min/Avg./Max Min/Avg./Max
1000 1 50.6/51.1/51.7 51/61.4/67.7 50.9/60.4/67.4
2 50.3/58.4/67.8 51.2/51.6/64.5 50.9/60.9/67.7
3 50.6/51.1/51.9 50.5/58.3/67.9 50.7/51.2/51.6
4 50.5/51/51.8 50.9/58.7/67.3 50.5/51.1/52
5 50.8/60.3/67.4 50.9/57.8/67.3 50.7/59.6/67.7
6 50.7/59.3/67.7 50.7/51/51.6 50.8/60.7/67.6
7 50.7/59.3/67.7 50.8/59.4/67.2 50.7/57.7/67.7
8 50.2/51/51.8 51.4/61.1/67.9 50.8/58.6/67.6
9 50.6/58/67.7 50.3/51.1/51.8 50.6/51.1/51.8
10 50.9/59/67.8 50.5/59.3/67.5 50. 5/51/51.8
CG range Cmax time CG range Cmax time CG range Cmax time
1 14 50–68 51 60 15 51–59 51 68 2 51–80 51 235
2 4 50–68 51 64 2 50–64 51 50 2 50–80 51 222
3 8 50–70 51 63 1 51–58 51 65 2 51–90 51 222
4 2 50–66 51 63 8 50–64 51 65 1 50–80 51 223
5 11 50–75 51 61 2 51–58 51 65 1 51–90 51 222
6 1 50–68 51 65 2 50–70 51 65 1 50–80 51 222
7 1 50–75 51 66 7 51–59 51 65 14 50–80 51 222
8 7 50–75 51 64 3 50–62 51 65 1 50–80 51 239
9 1 50–80 51 62 10 50–64 51 65 9 50–80 51 244
10 1 50–80 51 64 10 50–75 51 65 1 50–80 51 222
10–10 PS GN GA QGA NPQGA-2
Min/Avg./Max Min/Avg./Max Min/Avg./Max
50 1000 1 951.4/952/953 951.2/952/952.8 951.2/952.1/953.1
2 951.2/952/952.9 950.7/952/952.8 950.9/952/952.8
3 951.5/952/952.6 951.1/952/953.2 950.9/952/952.9
4 951.3/952/952.8 951.5/952.1/952.8 951.2/952/952.8
5 950.7/952/952.8 951.4/952/952.7 951.1/951.1/953.1
6 951.3/952/952.8 950.9/952.1/952.9 950.7/952/952.7
7 951/952/952.9 951.2/952/952.8 951.3/952/952.9
8 950.6/952/952.7 951.5/952/952.8 950.9/952/952.6
9 951.3/952/952.9 951/951.9/952.6 951.2/952/952.7
10 951.3/952/952.9 951.1/952/953 951.1/952/952.8
CG range Cmax time CG range Cmax time CG range Cmax time
1 601 950–1350 952 164 6 940–1080 952 184 14 900–1400 952 642
2 142 950–1250 952 166 3 940–1120 952 182 4 950–1400 952 752
3 54 950–1250 952 165 29 940–1080 952 182 10 900–1600 952 746
4 1 950–1200 952 160 9 950–1200 952 185 11 950–985 952 741
5 246 950–1250 952 159 5 950–1200 952 182 1 900–1600 952 706
6 33 950–1400 952 164 4 950–1100 952 182 4 900–1600 952 644
7 51 950–1250 952 163 12 950–1200 952 183 11 900–1600 952 633
8 13 950–1400 952 161 46 940–1120 952 183 2 900–1400 952 632
9 136 950–1350 952 160 26 940–1120 952 183 48 900–1400 952 632
10 216 950–1300 952 164 37 940–1140 952 185 86 900–1400 952 632
(continued on next page)
in small-sized problem instances, but also in large-sized instances. However, QGA and GA fail to get better results for large-
sized instances. On the average, NPQGA could produce better solutions than those produced by GA and QGA, and also, it
has a fast convergence speed, all of which indicates that NPQGA is superior to GA and QGA.
For an instance of the MT10 problem, NPQGA needs about 640 seconds to ﬁnd the optimal schedule, and for an instance
of the MT20 problem, it is 915 seconds on the average. Although the NPQGA needs more runtime than GA and QGA, the
obvious improvement can be seen from simulation results. So the future research task for us is to ﬁnd a much better
algorithm which could deal with the contradiction of algorithm’s eﬃciency and computation complexity. (See Table 3.)
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20–5 PS GN GA QGA NPQGA-2
Min/Avg./Max Min/Avg./Max Min/Avg./Max
50 1000 1 1142.3/1143.1/1144 1142.1/1142.9/1143.8 1142.1/1142.9/1143.8
2 1142.9/1143.9/1144.5 1142.1/1143/1144 1142.2/1143.1/1143.9
3 1145.8/1146.9/1148 1141.9/1143/1143.9 1142.3/1143/1144.4
4 1147.5/1148.1/1148.6 1142.1/1143/1143.8 1143.3/1143/1143.8
5 1141.9/1142.9/1143.6 1141.9/1142.9/1143.8 1142.2/1143/1144.2
6 1143.1/1144/1144.8 1141.9/1142.9/1143.8 1141.8/1143.1/1144
7 1143.1/1144/1144.8 1153.3/1154.1/1154.9 1142.3/1143/1143.6
8 1142.1/1143/1144.3 1146.6/1148/1149 1142.1/1142.9/1144.1
9 1143/1143.9/1145.3 1142.1/1142.9/1143.5 1142/1143.1/1143.9
10 1143.1/1144.1/1144.8 1152.9/1154.1/1155 1141.9/1143.1/1143.7
CG range Cmax time CG range Cmax time CG range Cmax time
1 131 1140–1340 1143 266 62 1140–1210 1143 375 71 1100–1400 1143 915
2 336 1140–1320 1144 265 20 1140–1220 1143 371 2 1100–1400 1143 914
3 467 1140–1320 1147 264 146 1140–1260 1143 375 14 1100–1500 1143 987
4 954 1150–1400 1148 265 6 1140–1240 1143 369 243 1100–1400 1143 947
5 581 1140–1340 1143 264 827 1140–1260 1143 372 163 1100–1500 1143 958
6 173 1140–1280 1144 257 61 1140–1300 1143 398 93 1100–1400 1143 926
7 363 1140–1300 1144 257 2 1150–1240 1154 385 56 1100–1500 1143 927
8 480 1140–1320 1143 257 1 1100–1300 1148 387 451 1100–1500 1143 915
9 74 1140–1300 1144 259 23 1140–1210 1143 390 129 1100–1400 1143 959
10 143 1140–1300 1144 266 2 1140–1280 1154 370 24 1100–1400 1143 945
Remarks. PS and GN are respectively the sizes of population and the generation index of termination; CG indicates the total generations needed to ﬁnd the
optimal solution; range is the searching range of solutions through the whole evolution process; Cmax indicates the optimal schedule’s makespan, which is
calculated with the expected processing time; time is the running time of corresponding algorithm needed.
Fig. 7. The best scheduling result of MT06 problem.
5.2.2. The comparison among NPQGA-2 and NPQGA-3
In order to test the relationship between the number of universes and simulation results, two experiments are carried
out to evaluate how many universes are suitable to make NPQGA more effective. NPQGA-2 (two universes) is an algorithm
with 8 demes, each of which has 6 individuals at initial generation. NPQGA-3 (three universe) is an algorithm with 12
demes, and each sub-population has 4 individuals.
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With the same parameters in Table 2, we ﬁnd that the less the number of demes is, the better the results are through ex-
periment analyses. If we have many demes and universes, one may think that these universes can have a closer relationship
with others so that a good solution can be found. However, it will easily lead the searching direction into the local optimal
solution and increase computation complexity and run time. But if there is only one universe, it will reduce the inﬂuence
on the outer environment and will not accomplish information exchanging, which is easily to form several super-colony so
as to premature. Fig. 13 is the compared convergence curve of NPQGA-2 and NPQGA-3. Observing the experiment results,
we know NPQGA-2 is a better choice. (See Table 4.)
5.2.3. The inﬂuence of stochastic deviation on scheduling results
Stochastic deviation is a stochastic phenomenon, i.e. many runs of the method may not give the same result. In the
ﬁrst part of this experiment section, the stochastic simulation has been used to take samples of processing time so as
to calculate the corresponding Min, Avg., and Max makespan under the same optimal schedule solution. The minimum,
average, and maximum makespan value of each run are recorded in Fig. 14 for MT06, MT10, MT20 problems. We call this
value Max–Min as stochastic deviation, which means that one cannot get the exact optimal scheduling plan before all jobs
are ﬁnished on machines. Because we do not know the exact information of processing time, so we can just estimate the
range of makespan before operation to give a beforehand scheduling plan to offer an instruction for manufactory. From
these ﬁgures, the smallest stochastic deviation can be found in NPQGA method, the makespan range mainly concentrated
on smaller bound compared with other algorithms, especially for relative large scale MT20 problem, the effect is more
obvious.
6. Conclusion
This paper deals with a stochastic job shop scheduling with normally distributed processing times. The aim is to ﬁnd an
optimal schedule plan in order to minimize the expected value of makespan and to ensure the production run successfully.
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Fig. 10. The optimal curves of GA, QGA and NPQGA for MT06 problem.
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Fig. 12. The optimal curves of GA, QGA and NPQGA for MT20 problem.
For this case, a stochastic expected value model is set up and a novel parallel quantum genetic algorithm is proposed for
this stochastic job shop scheduling problem.
In this paper, there are mainly two innovations:
1. The new parallel evolutionary strategy: we choose the coarse grained model with super-star structure in this paper.
Among demes, a migration scheme based on penetration theory is developed without worrying about setting migration
direction, migration ratio and migration frequency manually. Among universes, quantum crossover strategy is proposed
for the convenience of information exchanging, which is a new contribution different from paper [17].
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Table 4
Results comparison in different universe number of HQGSA.
20–5 PS GN NPQGA-2 NPQGA-3
Min/Avg./Max Min/Avg./Max
50 1000 1 1142.1/1142.9/1143.8 1142.2/1143/1143.5
2 1142.2/1143.1/1143.9 1142.3/1143/1143.8
3 1142.3/1143/1144.4 1142.2/1142.9/1144
4 1143.3/1143/1143.8 1142.2/1143/1143.9
5 1142.2/1143/1144.2 1142.3/1143/1144.3
6 1141.8/1143.1/1144 1141.9/1143/1143.9
7 1142.3/1143/1143.6 1142.3/1143.2/1144
8 1142.1/1142.9/1144.1 1142.1/1143/1144
9 1142/1143.1/1143.9 1142.2/1143.1/1143.6
10 1141.9/1143.1/1143.7 1141.9/1143/1143.8
CG range Cmax time CG range Cmax time
1 71 1100–1400 1143 915 202 1100–1500 1143 634
2 2 1100–1400 1143 914 76 1100–1500 1143 633
3 14 1100–1500 1143 987 126 1100–1500 1143 611
4 243 1100–1400 1143 947 217 1100–1500 1143 633
5 163 1100–1500 1143 958 215 1100–1500 1143 631
6 93 1100–1400 1143 926 217 1100–1500 1143 631
7 56 1100–1500 1143 927 89 1100–1500 1143 631
8 451 1100–1500 1143 915 65 1100–1500 1143 630
9 129 1100–1400 1143 959 72 1100–1400 1143 630
10 24 1100–1400 1143 945 30 1100–1500 1143 636
2. Some improvement of quantum content:
(1) A converting mechanism in decoding section is put forward specially aiming at job shop scheduling problem;
(2) We propose a new look up table of rotation angle to execute rotation gate operator, which is different form paper
[15,16]. Because we found that their rotation angle does not suitable for our job shop problem. Therefore, a new
rotation angle table with relative large angle is used to help obtain good experiment results.
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To evaluate the proposed algorithm, we use benchmark problems to test stochastic job shop scheduling problems. Com-
putational results show that the novel scheduling algorithm has the high performance of generating optimal or near-optimal
solutions with fast convergence speed. In addition, we ﬁnd that different number of demes and universes has different effect
on NPQGA and 2 universes perform better than 3 universes. As a result, the proposed method is suitable for stochastic job
shop scheduling problems with large number of machines, parts and operations.
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