Generative design methods are able to produce a large number of potential solutions of architectural floor plans, which may be overwhelming for the decision-maker to cope with. Therefore, it is important to develop tools which organise the generated data in a meaningful manner. In this study, a comparative analysis of four architectural shape representations for the task of 
Introduction 1
Generative design methods are commonly used in architectural design. These methods have 2 several applications in the design of structural elements, facade layout, space planning, optimisa-3 tion of building form, replication of architectural styles, and urban design. The main goal is to 1 assist building design practitioners in exploring a larger set of solutions, which a traditional trial-2 and-error process could never achieve. However, one of the drawbacks is that they may produce 3 an excessive number of solutions for a human to cope with; moreover, it is just not feasible to rate 4 solutions according to a performance criterion and then select the top-ranked ones, especially for 5 unclear and subjective problems. An alternative approach is to organise the generated data into 6 groups determined by common features. This allows the decision-maker to compare group types 7 before analysing specific solutions. Therefore, to facilitate the decision-maker's task of compar-8 ison and selection, this paper presents an unsupervised clustering technique using four different 9 shape representations. The method and the performance of these shape descriptors is analysed 10 in a computer generated architectural floor plan showcase.
11
This is a typical task for machine learning techniques. In the field of machine learning there 12 are two main subfields dealing with organisation of data: classification and clustering. While the 13 former is used to label data according to pre-defined classes, the latter deals with unlabelled data 14 and the task is usually to create partitions in the data while making coherent groups according to 15 some defined metric. This is a process of identifying structures in unlabelled datasets regardless of 16 the data type. Han and Kamber [1] classified clustering techniques into five categories: partition- objects [12, 13] , and sketch recognition [14] .
24
The clustering of objects, according to their shape, has also been previously applied in diverse and Keogh [17] used the entire contour for the shape representation and a nonlinear reduction 1 technique to cluster pathological cells. if the grid is adaptive, the scaling is only invariant to one of the axes-the rotation invariance 12 is dependent on the rotation of the grid to match the same shape orientation. Also, as may be 13 expected, the results vary according to the grid size, as this changes the capability to capture the 14 shape's details. 15 Siddiqi et al. [20] used a shock graph to capture the effects on the bounding contours of the 16 singularities in the shape structure. The graph is determined according to a set of rules in a shock 17 graph grammar which reduces it to a rooted shock tree. A recursive algorithm is then used to 18 match two shock trees, starting from the root and proceeding through the subtrees in a depth-first Aiming to retrieve shapes from a database, which are similar to a query shape, Tan et al. [22] 26 proposed a new representation based on a centroid-radii approach. According to the authors, this 27 approach allows the modelling of convex, concave, and hollow shapes. The representation consists 28 of a set of vectors, each one measured at regular intervals from the centroid of a concentric ring. clustering is carried out by determining the common internal shape structure that belongs to the 8 same cluster. The data is grouped by using an agglomerative clustering algorithm. The advantages and disadvantages of each shape representation are analysed in a showcase with 72 30 floor plan designs. These designs were generated using a specific algorithm, named Evolutionary implemented. These descriptors have the same vector length and shape matching algorithm 10 using the Euclidean distance to calculate the dissimilitude between the shapes. Therefore, the 11 computational burden is equal for the four approaches. A specific algorithm generated a dataset 12 of floor plan designs. This synthetic dataset does not require a pre-processing mechanism for 13 denoising the shapes, nor the application of a dimensionality reduction technique. Therefore, the 14 focus is on the perceptual quality of the results of each shape descriptor. it is important to mention that such algorithms usually aim to maximise the interdependency 22 between discrete attribute values and class labels, as this minimises the information loss due to 23 the discretisation process. The process has to balance the trade-offs between these two goals and 24 many studies have shown that several machine-learning techniques benefit from it [37] [38] [39] [40] .
25
In this study, the four descriptors are designed to have similar features. These are invariant 26 to translation and scaling but sensitive to rotation and reflection. A descriptor variant that 27 considers independent scaling of x-and y-coordinates was also analysed. The reason for these 28 features is that, despite floor plans being generated on a blank canvas, human experts continue of the shape bounding box, and contours the shape silhouette in a counter-clockwise manner. has a value of 0 while (F,9) has a value of 1 depending on whether the floor plan area is under 13 that cell centre or not. Figure 3b represents the corresponding binary vector as a matrix. Each 14 matrix entry has the corresponding value in the overlaid grid in the floor plan. illustrates the resulting vector in the form of a gradient matrix. 
Clustering algorithm 9
The dataset was clustered using an agglomerative hierarchical algorithm with are discarded and substituted with new randomly generated ones, thus initiating a new ES cycle.
11
When the ES termination criterion is reached, the algorithm stops and displays the results to the 12 user.
13
As the EPSAP produces a large number of alternative floor plans, some kind of aggregation 14 mechanism is required to help users compare and analyse the generated solutions. This is the 15 motivation for the development of this study as described in subsection 2.1. The detailed showcase requirements are presented in Table 1 , where the information relating to 
15
Using these requirements as input, the EPSAP algorithm ran a single time to generate 72 al-
16
ternative floor plans from a population of 576 individuals (each individual is a candidate solution).
17
The generative design process took 136s in a 2.8GHz Quad-core computer with 8GB of RAM. 
Clustering results

23
As the purpose of this work was to provide the EPSAP algorithm with clustering capabilities 24 to help the user deal with a large number of generated solutions, and because the type of shapes 25 and resulting numbers are not known a priori, an unsupervised clustering approach was used.
1
That is, the number of clusters does not depend on the real number of different shapes in the 2 generated set but on the number of alternative solutions that the user wants or might analyse.
3
As the complexity of the floor plans increases, the number of alternative shapes also grows, easily 4 reaching numbers that become intractable for the decision-maker. The clustering mechanism is 5 independent from the number of clusters and the number of floor plan designs, thus may be scaled 6 up or down only affecting computation time. As the vector in every clustering process had the 7 same length (100 values), the type of shape representation did not affect the performance of the 8 algorithm. However, the results had significant differences depending on the shape descriptor.
9
During the preparatory work, a survey was conducted to determine which clustering features 
Additionally, each descriptor (and its alternative variant of non-fixed aspect ratio) was eval- aggregates the O-shape type and have 2 outliers (FPD 27 and 37) that would fit in group D. (G') are outliers in several descriptor groups (B; A and D; and C, F, and H, respectively).
10
Comparing the fixed aspect ratio variant of this descriptor with the non-fixed one (see Fig-11 ure A.10 in Appendix A), the performance decreases with an clustering accuracy (Ac) to 66.67% 12 and Rand index (R i ) to 0.852. Despite having one group with no outlier (group C) and finding 1 the same number of unique shape groups (see Table 2b ), the descriptor with this feature loses 2 accuracy in groups B, E, G, H, and I; however, it improves in groups C and D (see Table 2c ). The perceptual analysis of the group coherence shows that group A has two outliers (FPD 4 left T-shape, Z-shape, and reflect Z-shape types, respectively. One may also note that shapes 1 from partitions E', F', and G' were unable to dominate any group.
2
When considering the non-fixed aspect ratio descriptor variant (results are depicted in Fig-3 ure A.11 in Appendix A), the performance of Ac increases to 69.44% and the R i to 0.858. One 4 of the two groups that had no outliers is also lost. Table 3b shows the increase of clustering 5 accuracy for shapes in partitions B', D', and F' and decreases in C' and E'. When comparing 6 both descriptor variants in Table 3c , group I has the largest shift of designs, capturing 8 that were previously in group C. The groups that acquire designs from other groups are A, C, D, F, 
15
The confusion matrix, depicted in Table 4a for fixed aspect ratio, shows designs dispersed However, if allowed to change the design aspect ratio, the GB descriptor significantly improves 21 Table 4b shows the performance improvement in all 3 groups as dominant shape designs increase in all partitions. The comparison of the two descriptor 4 variants in Table 4c illustrates how designs that initially were in group A are now assigned to 5 groups A to F. Other examples are the new groups B, C, D, and E, which capture designs that 6 were assigned to several groups. 
Tangent Distance (TD) descriptor results
8
The results from the TD descriptor are displayed in Figure 9 . Out of all the descriptors and 9 variants in this study, the TD descriptor presents the best results. It was able to determine 6 10 unique shape groups (N u ; similar to PD and TF descriptors) and only 1 group had no outliers.
11
The clustering accuracy and Rand index were the highest of the fixed aspect ratios descriptors despite the small recess in the bottom wall. Finally, the last group I, with reflected Z-shape, has 28 2 outliers (FPD 38 and 40 with rotated right T-shape type).
29 Table 5a presents the confusion matrix for this descriptor against the reference clustering.
30
Partition A' designs are fully included in group E. However, partition B' has three of its designs C', D', and E' are also assigned to a corresponding group-B, A, and H, respectively. Designs in 1 partitions G' and H' are distributed over three (F, H, and I) and two groups (A and B). Finally, 2 the largest reference clustering partition I' had its designs assigned to five groups (C, and F to 3 I).
4
When considering the non-fixed aspect ratio descriptor variant, the descriptor underperforms but accuracy is lost for partitions C', E', G', H', and I' (Table 5b ). Comparing both descriptor 8 variants (Table 5c) groups B, C, and E to I have a few designs that have been shifted to other 9 groups. The presence of outliers (N e ) in the Point Distance (PD) descriptor may indicate why some 10 groups have designs dispersed by other clusters. This can result from the fact that, when there is 11 a slight discontinuity of the exterior wall, the measured distance from the points in the perimeter 12 dilutes such difference. This is a benefit in shapes requiring denoising; however, in datasets with 13 no noise the results are not so good. the wall distance to a reference point.
10
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2
In the results for the GB descriptor the problem is different. In this case, the descriptor vector when dealing with adjusted aspect ratio, the performance improves for the GB descriptor.
9
The TD descriptor presents the best results for both variants of the aspect ratio. This is due 10 to the fact that it incorporates the advantages of the PD and the TF descriptors, namely the 11 ability to capture the distance of the segment and the angle change of the walls, respectively.
12
However, when extending the use to shapes such as the equilateral triangle, square, pentagon,
13
or other regular polygons (even a circumference), the TD descriptor will classify all of them in 14 the same group, as the polygon tangents all have the same distance to the centre. Another issue 15 was found with this descriptor. In some cases, when designs have the same shape type, it may 16 consider distinct due to the sensitivity over the size of the segments in every turn of the exterior 1 wall (see groups F and G in Figure 9 as an example).
2
In the case of the distance-based descriptors (PD and TD), it is possible to control their 3 sensitivity to wall recesses in the shape perimeter by exponentiating the normalised distances.
4
If the exponent is lower than 1, the representation reduces the sensitivity to small variations; 5 otherwise, when greater than 1, this is increased.
6
It is interesting to observe that the descriptors that have the best results are all perimeter- area-based representation is a less reliable approach. Limitations of these descriptors may be 11 summarised as follows:
12
• PD, TF, and GB descriptors are insensitive to small recesses in the perimeter;
13
• TF descriptor may not capture perimeter turns if the shape's silhouette step is bigger that 14 the turn segment dimension;
15
• GB descriptor greatly depends on the grid resolution thus making it very sensitive to small 16 variations in the shape proportions;
17
• TD descriptor may suffer from excessive sensitivity to the segments size in wall turns, thus 18 leading to cluster designs in different groups despite having the same shape type;
19
• TD descriptor clusters regular polygons (triangle, square, circle, etc.) as the same shape; 20 and,
21
• TD descriptor is very sensitive to shapes with noise in the perimeter.
22
The matching and clustering of floor plan designs has some possible applications. One of 23 those is to use it as a clustering mechanism for results obtained from generative design methods-
24
for example, the EPSAP algorithm already includes these mechanisms to organise data to be The perceptual analysis carried out on the four descriptors shows that Tangent Distance (TD) 10 captures better floor plan shapes and presents fewer outliers. This was due to the fact that 11 this descriptor not only measures the distance to the geometric centre but also captures the 12 discontinuities in the walls. The outliers resulted from excessive sensitivity to small wall recesses 13 in the perimeter thus shifting the design to other group with a similar overall configuration.
14
In the case of the other descriptors, the opposite happens. The Grid-Based (GB) descriptor 15 presents the least reliable approach and is very sensitive to different proportions in the same shape 16 thus designs are distributed over several groups with different dominant shapes.
17
For the fixed aspect ratio variant, the performance of the two best descriptors was a Rand 
31
Figure A.12: Clustering results using Grid-Based (GB) descriptor with non-fixed aspect ratio.
32
Figure A.13: Clustering results using Tangent Distance (TD) descriptor with non-fixed aspect ratio.
