Abstract. In this paper we consider a particle moving in a random distribution of obstacles. Each obstacle generates an inverse power law potential " s jxj s , where " is a small parameter and s > 2. Such a rescaled potential is truncated at distance " ?1 , where 2]0;1 is suitably large. We assume also that the scatterer density is diverging as " ?d+1 , where d is the dimension of the physical space.
Introduction
It is well known how interesting and challenging is the problem of obtaining a complete and rigorous derivation of the kinetic transport equations starting from the basic Hamiltonian particle dynamics.
The rst result in this direction was obtained many years ago by G. Gallavotti who showed how to derive the linear Boltzmann equation (with hard{sphere cross section) starting from the dynamics of a single particle in a random distribution of xed hard scatterers in the so{ called Boltzmann{Grad limit. This paper (Cf. G]), unfortunately unpublished and not widely known, is technically simple but has a deep content. In particular it is proved there for the rst time that it is perfectly consistent to obtain an irreversible stochastic behavior as a limit of a sequence of deterministic Hamiltonian systems (in a random medium). Later on this result was improved (see S1] , S2] and BBuS]). More recently, the Boltzmann{Grad limit in the case when the distribution of scatterers is periodic (and not random) has also been considered in BoGoW] (see also the references therein). Note that in this case, the result is totally di erent.
It is worthwile to mention also the well known Lanford's result for short times (see L]) for the fully nonlinear Boltzmann equation, derived from a system of hard spheres. The reader will nd in CIP] (Ch. 4) additional results, references and further comments on the matter.
The Boltzmann equation for long-range potentials is more singular because of the presence of grazing collisions making meaningless the gain and loss terms of the collision operator taken separately. Indeed the collision term makes sense only by compensation (see e.g. Gr] , A], De] , Gou] ).
In this paper we address the problem of a rigorous derivation of the linear Boltzmann equation for a long-range, inverse power law interaction along the following lines. We consider the behavior of a test particle under the action of a random distribution of obstacles. Given " > 0 a small positive parameter, we assume that the density of distribution of scatterers is suitably diverging as well as the range of the interaction. More precisely a given scatterer localized in c(2 R d ) generates a potential of the form:
V " (x ? c) = V " ( x ? c " );
(1:1) where the unrescaled potential V " is given by:
V " (x) = 1 jxj s when jxj < " ?1+ ;
and V " (x) = " ?s( ?1) when jxj " ?1+ ;
(1:2)
where 2]0; 1 is a parameter to be xed. This is an inverse power law potential, cuto ed at large distances. The distribution of scatterers is a Poisson law of intensity " = " ?d+1 , where > 0 is xed and d is the dimension of the physical space.
What we are considering here is nothing else than the usual BoltzmannGrad limit for the Lorentz model (see e.g. G], BBS]..), with in addition a simultaneous divergence of the range of the potential allowing to recover the grazing collisions in the limit. In this framework we prove that the probability density associated to the test particle converges, in the limit " ! 0, to a solution of the uncuto ed linear Boltzmann equation with a cross section given by the inverse power law potential jxj ?s .
We remark that one would really like to prove the same result directly for an uncuto ed potential V (x) = jxj ?s , giving, in this way, a complete derivation of the linear Boltzmann equation in terms of the basic Hamiltonian system. This problem however, presents deep additional di culties which will be discussed in some details later on. Thus the present result can be viewed as a rst step in this direction.
The proof we give here is very direct and is in the same spirit as that in G]. Roughly speaking we basically show that a typical trajectory of the test particle is going to perform a random ight with in nitely many collisions. However, for a xed angle > 0, only a nite number of collisions have a scattering angle larger that . In other words, most of the collisions are grazing.
The plan of the paper is the following. In Section 2 we introduce the model, the scaling and establish the result. In Section 3 we give its proof. Comparing this proof with that of G], we nd an additional di culty. Due to the fact that the range of the potential is in nite in the limit, the test particle interacts typically with in nitely many obstacles, so that the set of bad con gurations of scatterers, preventing the Markov property of the limit (such as the set of con gurations yielding recollisions) must be estimated explicitely, while for a shortrange potential a simple dimensional argument is su cient.
Finally, some useful estimates on the cross section are given in the Appendix. We shall also denote this ow by T t c when no confusion can occur. Notice that the sum (2.3) is almost surely nite since the Poisson distribution gives probability one to the locally nite sets. Due to the discontinuity of F " (x; c), the solution of Eq. (2.2) might not be de ned if the trajectory became tangent to the union of spheres c2c fx= jx?cj = " g.
However it is easy to show that this event happens for a zero-Poisson measure set of obstacles, and it can therefore be disregarded. Finally, the quantity T t c;"; (x; v) is de ned for all t 2 R.
From now on we shall consider in detail only the two{dimensional case (d = 2). The proof of this theorem is presented in section 3. The proof of the transition from the particle system we are considering to the uncuto ed Boltzmann equation is thus reduced to a partial di erential equation problem, namely that of the convergence when Remark 2.1: The limit we are considering here can be seen in a di erent way, namely in terms of microscopic variables. Consider a Poisson distribution of scatterers of parameter " in R d and a light particle under the action of the unrescaled potential Considering also the density " = " d?1 (for a given xed positive ), and taking the expectation (denoted by E " ), we get g " E " g c " = f " ; so that g " also converges to f. Remark 2.2: It would be more appropriate, from a physical point of view, to consider more general distributions of obstacles than the Poisson distribution, for instance the Gibbs distribution at a given temperature. We note however that this distribution is asymptotically equivalent to the Poisson distribution in the limit we are considering and that our approach works for other non{equilibrium distributions, not singular with respect to the free gas case we have considered explicitely.
Remark 2.3: On the basis of the present result one could hope to give a complete derivation of the linear Boltzmann equation for longrange forces by proving that the motion of the test particle under the action of (a random distribution of) obstacles generating uncuto ed long-range forces is asymptotic to that investigated here. Unfortunately, even though the long-range tails add a very small contribution to the total force for each typical scatterer distribution, the non-grazing collisions generate an exponential instability making the two trajectories very di erent. Thus the completion of the proof requires new ideas and techniques.
Remark 2.4: The assumption s > 2 is used in appendix A (more precisely just after formula (A.13)). We think it is probably possible to relax this assumption, but we shall not try to do so.
Proofs
This section is devoted to the proof of Theorem 2.1. In the following we shall denote by B(x; R) = fy 2 R 2 = jx ? yj < Rg the disk of radius R. We x an arbitrary time T > 0 and consider our dynamical problem for times t such that jtj < T. We shall also use the simpli ed notation B(x) = B(x; T). Finally we shall denote by C any positive constant (possibly depending on the xed parameters, but independent of "), anf by ' = '(") any positive function vanishing with ".
We start by giving a straightforward probability estimate: Therefore for a con guration c such that 1 (c) = 1; and any time jtj T, we know that jv c (t)j 1 and x c (t) 2 B(x), so that the only obstacles acting on the ow are those in B(x) (at least when " < T).
Then, one can give for f " the following explicit formula,
(3:5)
From now on, we shall replace the ow T ?t c N by the ow T t c N . The result will be the same thanks to the reversibility of this (Hamiltonian) ow.
The rescaled cuto ed potential V " has " as range (more precisely it is constant on B(0; " ) c and therefore the corresponding force is 0 on this set). It means that the scatterer c i has no in uence on the ow whenever the light particle is outside its protection disk B(c i ; " ).
Therefore, among the obstacles c 2 c \ B(x), we distinguish between those in uencing the motion of the light particle and the others. Indeed we call \external"(up to time t) the obstacles c 2 c \ B(x) such that inf 0 s t jx c (s) ? cj > " ; (3:6) and \internal" all the others. Then we decompose a given con guration c N of B(x) N in the following way, c N = a P b Q ;
where a P is the set of all external obstacles and b Q is the set of all internal ones.
Realizing then that T t c N = T t b Q ;
(in fact 1 is the characteristic function of those con gurations for which no obstacle is internal at time 0), we get f " (t; x; v) = e ? "jB(x)j
da P ( the a P are external and the b Q are internal )
(3:9)
The factor e ? "jT (b Q )j , where T (b Q ) is the tube (at time t) de ned by T (b Q ) = y 2 B(x); 9s 2 0; t]; jy ? x b Q (s)j < " ; (3:10) arises from the integration over da P which has been performed ex-
(3:11)
Note also that when 1 (b Q ) = 1, the length of the curve (
is not larger than t (since the velocity of the particle is bounded by 1), and therefore one has jT (b Q )j 2 t " : In other words, 3 is the characteristic function of the set of con gurations for which there is no recollisions (up to time t) of the light particle with a given obstacle.
According to the previous analysis (and in particular Lemma 3.1 and 3.2), we can replace in (2.7) the quantity f " byf " , de ned in the following way,
(3:20) However, instead of consideringf " we shall analyze, for the moment, the behavior off " de ned bỹ f " (t; x; v) = e ?2 t " "
(3:21) Note thatf We say that the light particle performs a collision with the scatterer b i when it enters into its protection disk B(b i ; " ). Note that for a well behaving con guration described here, the light particle moves freely between two separated collisions. During the collision with the obstacle b i (i.-e. for the times t such that jx b Q (t) ? b i j " ), the dynamics is that of a particle moving in the potential V " ( ?b i ) and can be computed \almost" exactly (see for instance C]).
For such a trajectory, one can de ne, for each obstacle b i 2 b Q (i = 1 : : : Q), the time t i of the rst (and unique because 3 = 1) entrance in the protection disk B(b i ; " ), and the (unique) time t 0 i > t i when the light particle gets out of this protection disk. We also de ne the impact parameter i , which is the (algebraic) distance between b i and the straight line containing the straight trajectory followed by the light particle immediately before t i (see g. 1).
We now are in a position to perform the change of variables which is the crucial part of this section. We rst note that, because of the symmetry with respect to b 1 : : :b Q of the expression inside the integral This mapping is indeed well{de ned on the set ? B(x) Q of \well{ ordered" con gurations b Q constituted of (internal) scatterers satisfying the property 1 2 3 (b Q ) = 1.
The variables f i ; t i g Q i=1 satisfy then the constraints 0 t 1 < t 2 < < t Q t; (3:25) and 8i = 1; ::; Q; j i j < " :
We now give the explicit way of nding the inverse mapping Z ?1 . Let a sequence f i ; t i g Q i=1 satisfying (3.25) and (3.26) be given. We build a corresponding sequence of obstacles Q = 1 :: Q and a trajectory ( (s); (s)) inductively. Suppose that one has been able to de ne the obstacles 1 :: i?1 and a trajectory ( (s); (s)) up to the time t i?1 .
We then de ne the trajectory between times t i?1 and t i as that of the evolution of a particle moving in the potential V " ( ? i?1 ) with initial datum at time t i?1 given by ( (t i?1 ); (t i?1 )). Then, 0 i?1 > t i?1 is de ned to be the rst time of exit of the trajectory from the protection disk of i?1 . Finally i is de ned to be the only point at distance " of (t i ) and (algebraic) distance i from the straight line which is tengent to the trajectory at the point (t i ).
Note that for a given sequence f i ; t i g Q i=1 , the sequence of obstacles Q and the trajectory ( (s); (s)) can always be constructed, but the result of this construction sometimes gives rise to an unphysical trajectory, which means that the sequence Q is not in the range ? of the mapping Z. For instance the trajectory described in g. 2 delivers various inconsistencies leading to such a sequence Q , namely (s) enters into the protection disk of 1 for 0 3 < s < t 4 (i.{e. there is recollision), 2 overlaps 3 ( 0 2 > t 3 ), and 6 belongs to the tube spanned by (s) for s 2 0 1 ; t 2 ] (we call that interferences). Reminding that the modulus of the initial velocity of our light particle is 1, the Jacobian of the previous change of variables is also 1.
We now can writẽ f " (t; x; v) = e ?2 t " " Before proving Proposition 3.1, which is the central part of our proof, we conclude the proof of Theorem 2.1.
We make the change of variables f i g i=1;:::;Q ! f i g i=1;:::;Q ; (3:32) where i is the angle of the scattering produced by the i{th obstacle (see g. 1). The Jacobian determinant of this change of variables is given by
Here B "; is the cross section associated to the rescaled cuto ed potential V " . Introducing the cross section B "; of the unrescaled cuto ed potential V " (see def.
(1.2)), we have B "; = " B "; and therefore, f " (t; x; v) = e ?2 t " "
We denote by j the angle P j i=1 i (with the convention 0 = 0), and use the convention t 0 = 0, t Q+1 = t. Then, the following estimate holds: Then , we prove that other types of overlappings as well as interferences have small probability. We estimate the quantity According to g. 3, we see that the integral on t j can be restricted to a set of measure at most 16 " ? (for " small enough). (2.6) so that h "; a well as f 0 can be considered as an L 1 function on R 2 S 1 . On the contrary, for the approximated problems, f " and f 0 must be considered as functions de ned on R 2 R 2 .
Remark 3.3: We observe that eq. (2.8) is an evolution equation for the probability density associated to a particle performing random jumps in the velocity variable at random Markov times. On the contrary, the original system is Hamiltonian, the only stochasticity being that of the positions of the scatterers (and the initial state distributed according to f 0 ). The change of variables (3.24) outlines explicitely that the Poisson distribution of the scatterers induces a distribution of the instants and angles of collisions which, due to the recollisions, is neither independent nor Markov. The long tail memory is however lost in the limit. Notice, in addition, that the intensity of the process associated to eq. (2.6) (namely " ), is diverging in the limit. This is indeed the e ect of the grazing collisions. We control this from the point of view of the equation, asserting that the sequence h ;" converges to f in a suitable weak sense. It would be interesting to get a more detailed control from the point of view of the stochastic processes.
Remark 3.4: Comparing our proof with that in G] we underline that, in our case, the range of the interaction is diverging in the limit. This forces us to give an explicit bound on the sets de ned by (3.27), (3.28) and (3.29).
? ( (t; x; R (v)) ? (t; x; v)) B( ) d : (A:24) Finally, the right{hand side of eq. (2.6) (integrated against the test function ) converges to the right{hand side of eq. (A.22) .
