Abstract. The Conway-Maxwell-Poisson is a two-parameter family of distributions on the nonnegative integers. Its parameters λ and ν model the intensity and the dispersion, respectively. Its normalizing constant is not always easy to compute, so good approximations are needed along with an assessment of their error. Shmueli, et al. [11] derived an approximation assuming that ν is an integer, and gave an estimate of the relative error. Their numerical work showed that their approximation performs well in some parameter ranges but not in others. Our aims are to show that this approximation applies to all real ν > 0; to provide correction terms to this approximation; and to give different approximations for ν very small and very large. We then investigate the error terms numerically to assess our approximations. In parameter ranges for which Shmueli's approximation does poorly we show that our correction terms or alternative approximations give considerable improvement.
Introduction
The Poisson distribution is widely used to model count data. However, in many applications the equality of the mean and variance of the Poisson is often too restrictive. Overdispersion (underdispersion), where the variance is greater (less) than the mean, are commonly encountered in count data [3, 9] ; in such cases, the Poisson model can be a poor fit. The Conway-Maxwell-Poisson family is a useful alternative in such cases. Conway and Maxwell [5] introduced it for studying queuing systems with state-dependent service rates. It has two parameters, making it flexible enough to fit a wider range of count data than the Poisson.
There were no systematic studies of the probabilistic or statistical properties of the Conway-MaxwellPoisson family until the series of papers by Shmueli and her colleagues [10, 11] . They noted that the Conway-Maxwell-Poisson is an exponential family, can fit overdispersed and underdispersed data, and can be modified to account for zero-inflated data. They also provide the details of standard approaches to maximum likelihood and Bayes estimation of the parameters. Imoto [6] proposed a three-parameter generalized Conway-Maxwell-Poisson distribution which includes the negative binomial distribution as a special case. The parameter space is Θ = {(λ, ν) : λ > 0, 0 < ν ≤ ∞} ∪ {(λ, ν) : 0 < λ < 1, ν = 0}.
The Conway-Maxwell-Poisson includes three well-known distributions as special cases: geometric when ν = 0 and 0 < λ < 1; Poisson when ν = 1; and Bernoulli with parameter p = λ/(λ + 1) when ν = ∞. Thus, it acts as a bridge between these distributions.
In this paper, we reparametrize this family with α = λ 1/ν in place of λ. Thus,
The normalizing constant, C(α, ν), plays an important role in the computations commonly used for fitting models to data: for computing probabilities, moments, and maximum likelihood estimates and their standard errors. Thus, it is of interest to get a good approximation for the normalizing constant. For the case of integer ν, Shmueli, et al. [11] expressed C(λ, ν) as a (ν − 1)-dimensional integral involving complex exponentials and used Laplace's method to derive an approximation. Their numerical calculations showed that this approximation was good when λ > 10 ν , or α > 10.
Our aims in this paper are first to show that this approximation is in principle valid for all ν > 0, not just integers; second, to use correction terms based on certain expansions to improve upon this approximation; and third, for ν near 0, to propose the use of the geometric approximation with correction terms. In Section 2, we sketch the approach of Shmueli, et al. [11] and discuss its limitations. In Section 3, we give a new derivation of the same approximation of C(α, ν) by using well known statistical methods: in particular, we express C(α, ν) as an expectation of a function of a Poisson variate, and use a Gaussian approximation to the square root of a Poisson for large α and all ν > 0. In Section 4, we connect the normalizing constant to two special functions: the generalized hypergeometric function 0 F ν−1 for integer ν, and the modified Bessel function of the first kind, I 0 for ν = 2. The well-known asymptotic expansion for I 0 (z) for |z| → ∞ points to the need for correction terms to the leading term. Thus, in Section 5, we compute the first two correction terms and assess them numerically. We show that we have an improvement over the approximation due to Shmueli, et al. [11] , considerably so where the latter does poorly. In Section 6, we end with a discussion and propose future directions.
Laplace Approximation for Integer ν
Shmueli and her colleagues [11] derived an asymptotic approximation and upper bound for integer ν using Laplace's method on a (ν − 1)-dimensional integral that represents C(λ, ν). A brief account of their steps and approximation: First, since
This expresses C(λ, ν + 1) as an integral of C(λ, ν). Iterating this process starting from C(λ, 1) = e λ leads to a representation of C(λ, ν) for integer ν > 0, as a multiple integral:
Then, Laplace's method [2] applied to the multiple integral yields
which in our parametrization is
Notice that this approximation requires ν > 0; we will see at the end of Section 5 below that when ν < 1 and λ < 1 an approximation based on the geometric distribution with correction terms is a better approximation. Shmueli and her colleagues [11] also present results of numerical examples to check the relative error of their approximation. Their numerical studies show that the leading term in the asymptotic expression in (1) is a good approximation for certain parameter ranges; however for ν > 1 it consistently underestimates the true value of the C(α, ν). In addition, their results for non-integer values of ν suggests that this approximation also applies to all real ν. An investigation into other aspects of this family by Nadarajah [8] also assumes that ν is an integer, and connects this series to the generalized hypergeometric functions, which we discuss in Section 4. In the next section, we use a statistical approach to derive the asymptotic approximation with the same leading term: our argument works for all ν > 0; it also provides explicit expressions for the first two terms of an asymptotic expansion which can be used to attempt to improve underestimation by the leading term.
A Statistical Approach for all ν > 0
We first describe the steps of our approach. We write the normalizing constant as the expectation of a function of X, a Poisson(α) variate, and use Stirling's formula to approximate that function. Next, we approximate 2
√
X by a normal distribution for large values of α; we then use elementary expansions for the log gamma and log functions, and end by taking the expectation of the resulting expression. step 1. express normalizing constant as an expectation Notice that
When α is large, X will be large with high probability, with the most likely value near α. Stirling's approximation [1] says that
Using Stirling's approximation in (3), we get
Note that the constant term here is the same as the asymptotic expression in (1) above, except for the √ ν term in the denominator. To show that E α [U(α, X)] is approximately ν −1/2 and assess the order of magnitude of the error, we study U(α, X) or equivalently
step 2. use normal approximation to 2 √ X and expansions
Recall that for large α, the distribution of 2 √ X is approximately normal with mean 2 √ α and variance 1. There are better variance stabilizing transformations such as Anscombe's 2 √ X + 3/8 (see [7] ) but we use the simpler expression here. Writing Z for a standard normal variate, we have 2
Using this normal approximation, we obtain
In (6), we leave A as is; for B, we use the first three terms of the following expansions
Combining (6) and (7), we get
Then, using e x 1 + x for small x, we have
step 3. take expectations Finally, subsitute (8) in (4), and notice that 6Z + Z 3 is an odd function, so its expectation is 0, to get
which is the same asymptotic expression as in (2) . In summary, we have used a standard statistical approach and elementary expansions to show that the expression is valid for all real ν > 0.
Generalized Hypergeometric Function Approach
Nadarajah [8] has connected the Conway-Maxwell-Poisson family with the generalized hypergeometric (Fox-Wright) functions and studied the moments and cumulative distribution functions; however, she did not deal specifically with the problem of approximating the normalizing constant. Even though ν must be an integer for this connection to hold, we pursue it for illustration because the special case ν = 2 motivates the use of correction terms. The generalized hypergeometric functions are
where an empty product is defined as 1. When p = 0, q = ν − 1, and a i = A i = b j = B j = 1 and set z = λ, we get
When ν = 2, the generalized hypergeometric function reduces to the modified Bessel function of the first kind: C(α, 2) = I 0 (2α). Using the known asymptotic expansion [1] 
we have
as α → ∞. We see from this expansion that the estimate in (1) is most likely an underestimate of the normalizing constant because the first two correction terms of order α −1 and α −2 are both positive.
All relative errors in this paper are expressed in percents. Table 1 presents the relative errors of the two of the approximations in (10): the leading term only, and the leading term with first order correction. We note that Shmueli et al. [11] presented the relative errors for the leading term only for λ and ν values from 0.1 to 1.9. Based on their table, they stated that the approximation is not good when α = λ 1/ν < 10. Our illustration in Table 1 (using the λ parametrization) demonstrates that even in this range including a correction term improves the approximation considerably. Including the second correction term will in this case lessen the underestimate; however, that correction is typically much smaller than the first-order correction, so we omit it. This illustration shows the usefulness of correction terms. The literature [4] on the asymptotics of the generalized hypergeometric functions p F q require integer values of p and q , which in our case restricts ν to be an integer. Therefore, in the next section we extend our statistical approach by including more terms in the expansions for ln(1 + t) and ln Γ(x + 1) to get correction terms of order α −1 and α −2 for all ν > 0.
Correction Terms and Numerical Examples deriving the correction terms
To derive the correction terms, we use more terms in the expansions below to further study B in (6):
Following the same steps as in Section 3, we get
As in (8), we first exponentiate this expression, and expand all but the e −(ν−1)z 2 /2 term in a two-term Taylor series; we note that the terms with odd powers of Z integrate to 0, so we omit them as before. The resulting expansion is
Because odd powers of Z integrate to zero, the error term here is O(α −3 ) rather than O(α −5/2 ). Thus, the normalizing constant with correction terms of order up to α −2 is
Before turning to the details of the numerical illustration, we return to the special case ν = 2: note that the leading term is the same as in (10); however the two correction terms in (11) instead of 1/16α = 0.0625/α and 9/512α 2 = 0.0177/α 2 in (10). We attribute this difference to the fact that our statistical approach to the case for all ν > 0 is different from the Laplace method approach for the modified Bessel function I η (z).
numerical results
In order to assess the performance of the approximations, we need to know the exact values of the normalizing constant. When α is small, we simply sum a finite number of terms in the series because it converges quickly. When α is very large, we sum the series around the modal value after factoring it out. In particular, it is easy to see that for a k = (α k /k!) ν , then a k+1 /a k < 1 if and only if α < k + 1, so that the modal probability is k α is the integer nearest to α − 1. Thus, we write
where l and h can be determined by examining the successive differences, and stopping when those differences are sufficiently small.
From the table in Shmueli, et al. [11] , we see that for ν > 1 the leading term underestimates the true value. Note that for ν > 1 our correction terms are all positive; thus, we focus on ν > 1. From their work, we know that the leading term is a good approximation for α > 10; hence we consider α ≤ 10, and assess the accuracy of the leading term and the first-order correction in Tables 2 and 3 , respectively; we did not include the correction term of order α −2 because it is much smaller, hence less consequential. We see considerable improvement when we use the first-order correction, unless λ is very small, in which case a direct summation of the series is easy and accurate. Next, we turn to the case where both ν and λ are small because the leading term in (1) can be very poor in that region. For small ν it is more natural to consider an expansion around the geometric distribution than the Poisson (ν = 1) because the Conway-Maxwell-Poisson distribution reduces to the geometric when ν = 0. In this case, the expansion is the much simpler Taylor expansion of C(λ, ν) about ν = 0:
In Table 4 , we compare leading term in (1) with the geometric (G0), and its linear (G1) correction term. The linear correction term already gives very accurate results, so we do not consider a quadratic correction term in (12). Finally, when ν is very big, the denominator (k!) ν grows rapidly, so the defining series for C(λ, ν) converges rapidly, and will approximate the limiting Bernoulli distribution.
Discussion
The primary approximation (1) to the normalizing constant for the Conway-Maxwell-Poisson family can perform quite poorly in certain cases. Thus, in this paper, we have presented a more comprehensive study of the normalizing constant for this family using standard statistical methods, which also provide correction terms to the widely used approximation. The statistical approach above does have one loose end that must be tied up: we must rigorously justify the taking of the expectation after using the normal approximation to the square root of a Poisson variate. Our numerical results are encouraging, because they clearly demonstrate that our approach gives reasonably accurate results. Our contributions are the following: our method applies for all ν > 0, not just integer ν. Next, we provide correction terms and give numerical examples that help guide us in determining when to use them. We also give an alternate approximation for very small ν, when the primary approximation (1) is poor. The fact that C(λ, ν) = 0 F ν−1 [−; 1, · · · , 1; λ] for integer ν, and the special case of ν = 2 for which we have an asymptotic expansion for I 0 (z) suggested to us that the asymptotics of generalized hypergeometric functions could be useful for calculating C(λ, ν).
