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THE INTERSECTION RING OF MATROIDS
SIMON HAMPE
ABSTRACT. We study a particular graded ring structure on the set of all loopfree
matroids on a fixed labeled ground set, which occurs naturally in tropical geom-
etry. The product is given by matroid intersection and the additive structure is
defined by assigning to each matroid the indicator vector of its chains of flats. We
show that this ring is generated in corank one, more precisely that any matroid
can be written as a linear combination of products of corank one matroids. More-
over, we prove that a basis for the graded part of rank r matroids is given by the
set of nested matroids and that the total number of these is a Eulerian number.
Derksen’s G-invariant then defines a Z-linear map on this ring, which implies for
example that the Tutte polynomial is linear on it as well. Finally we show that the
ring is the cohomology ring of the toric variety of the permutohedron and thus
fulfills Poincare´ duality.
1. INTRODUCTION
In matroid theory, one can associate various algebraic invariants to individual ma-
troids, such as, for example, the Tutte polynomial. However, one can also try to
define algebraic structures on sets of matroids. For example, Crapo and Schmitt
study coalgebra and Hopf algebra structures on matroids [Sch94, CS08, CS05]. In
[ABGW00], the authors define homology groups of matroids. Recently, Giansir-
acusa and Giansiracusa [GG15] defined the Grassmann algebra of valuated ma-
troids as an idempotent analogue of the classical Grassmann algebra.
Our approach is inspired by intersection theory in tropical geometry. Tropical
geometry can be seen as a combinatorial or polyhedral version of algebraic geom-
etry, though it has ramifications into (among others) optimization, number theory,
biological statistics and economics. We recommend the book by Maclagan and
Sturmfels [MS15] as an introduction to the subject.
Matroids have played an important role in tropical geometry ever since Sturmfels
discovered that the tropicalization of a linear space only depends on the under-
lying matroid [Stu02]. Speyer [Spe08] generalized the concept of a tropical linear
space to valuated matroids [DW92]. He also showed that there exists a product
structure on valuated matroids by proving that the intersection product of two
tropical linear spaces is a tropical linear space. It is this product structure that we
wish to exploit, though we will only consider ordinary matroids, i.e. trivial valua-
tions. Many geometric operations on tropical linear spaces have matroid-theoretic
counterparts, which makes them very well-behaved and well-understood. Thus
matroid theory has provided a very useful tool for tropical geometers (see for ex-
ample [Sha13, FR13]).
Here we intend to go the opposite way: Use the geometric intuition behind trop-
ical geometry to learn something about matroids. Indeed, the operations we will
define to obtain the intersection ring of matroids might seem odd and unnatural
to the matroid theorist. However, from the point of view of tropical geometry it
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is immediately clear that this ring is the right object to consider. It is the intersec-
tion ring of tropical linear spaces (with trivial valuation), where the operations are
the obvious ones. As we will show, this ring exhibits a very rich structure that
is tightly connected to the underlying matroids. In particular, it has the striking
property that the G-invariant induces a Z-linear map on it. This invariant was in-
troduced by Derksen in [Der09] as a generalization of various matroid invariants.
In particular, all invariants which can be derived linearly from the G-invariant au-
tomatically induce linear maps on the matroid intersection ring. This includes:
The Tutte polynomial, all Tutte-Grothendieck invariants, the number of flats of
fixed rank and the number of cyclic flats of fixed rank. Derksen and Fink showed
in [DF10] that G is the universal invariant for valuations on matroid polytopes.
We will see in Section 5.3 that as a Z-module the intersection ring of matroids is a
quotient of the matroid polytope module they construct.
The ring is naturally graded by corank and each graded piece is a free Z-module
whose dimension is a well-known combinatorial quantity: The Eulerian number
Ar,n, which by definition counts permutations on n elements with r ascents. We
show that it is also the number of nested matroids of rank r+1 on n labeled elements.
To our knowledge, this is a new result – only the number of isomorphism classes of
nested matroids had been determined so far.
The basic idea for defining the intersection ring of matroids is this (a formal defi-
nition will be made in Section 2): We identify each loopfree matroid of rank r on
n labeled elements with its indicator vector of maximal chains of flats. We denote
the Z-module thus obtained byMr,n. We then define a product onMn =⊕r≥1Mr,n
via matroid intersection (which is the dual operation of matroid union): For any two
matroidsM,N , we setM ⋅N ∶=M ∧N if the latter is loopfree, and 0 otherwise. The
product is extended to arbitrary linear combinations by distributivity. Phrased like
this it is not even clear that this is well-defined. However, tropically this is clear:
A linear combination of matroids corresponds to a linear combination of tropical
linear spaces, which is an actual geometric object, to which an intersection prod-
uct can be applied. Well-definedness then follows from the distributivity of the
intersection product.
We now summarize our main results:
Theorem.● With the operations defined above, (Mn,+, ⋅) is a commutative Z-algebra with
1 = Un,n. It is graded by corank, i.e.
Mr,n ⋅Ms,n ⊆Mr+s−n,n
(where Mk,n = 0 if k ≤ 0). Furthermore, it is generated in corank one: every
matroid can be written as a linear combination of products of corank one matroids.● A basis of the free Z-moduleMr,n is given by the set of all loopfree nested matroids
of rank r. The number of these matroids is the Eulerian number Ar−1,n.● The G-invariant induces a Z-module homomorphism Mn → Z via
M ↦ G(M) for all matroids M .● Mn ≅ A∗(X(Permn)), the cohomology ring of the toric variety corresponding to
the normal fan of the permutohedron of order n. In particular, it fulfills Poincare´
duality. That is, for every 1 ≤ r ≤ n, the intersection product induces a perfect
pairing
Mr,n ×Mn−r+1,n →M1,n ≅ Z .● Mn is isomorphic to the subalgebra of McMullen’s polytope algebra generated by
all matroid polytopes.
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As the theorem suggests, a central role in our arguments is played by nested ma-
troids. These matroids have occurred under a variety of names, such as generalized
Catalan matroids [BdM06] or shifted matroids [Ard03] and seem to have been first
defined by Crapo [Cra65]. They are transversal matroids whose transversal pre-
sentation is a chain of sets. They are minor- and dual-closed, well-quasi-ordered
and have an infinite list of excluded minors [OPR82, BdM08]. Their relevance
to our approach stems from the fact that they can equivalently be characterized
by the fact that their lattice of cyclic flats is a chain. Cyclic flats are flats which are
unions of circuits. They encode the full lattice of flats and nested matroids can thus
be seen as the basic building blocks for constructing more complicated matroids.
The last part of the theorem above emphasizes the relevance of the multiplica-
tive structure. The Eulerian numbers are symmetric, thus implying that Mr,n is
isomorphic to Mn−r+1,n as a free Z-module. This is surprising at first, as the iso-
morphism clearly cannot be induced by any obvious matroid operation such as
taking duals (in fact, dualizing is not even a well-defined map on Mn, as it may
produce loops). However, the corresponding tropical linear spaces do have com-
plementary dimension and so immediately suggest Poincare´ duality.
The layout of the paper is as thus: In Section 2, we mainly introduce the central
notions from matroid theory we will need – in particular the notion of cyclic flats.
A rigorous definition of the matroid intersection ring will be made. We also give
a very brief summary of the most basic definitions from tropical geometry. In Sec-
tion 3 we will only be concerned with the additive structure on Mr,n, the product
will not yet play a role. We show that the nested matroids are linearly independent
and that they form, in fact, a basis. In Theorem 3.12 we will give an explicit for-
mula for the representation of an arbitrary matroid in terms of this basis, which is
based on the lattice of chains of cyclic flats of the matroid. To this end we introduce
the notion of cyclic reductions, which are special weak maps. In 3.4 we show that
the G-invariant and various other matroid invariants define Z-linear maps onMn.
Our proofs build on results of Bonin and Kung [BK15]. Section 4 is quite short: We
prove that the number of loopfree nested matroids of rank r on n labeled elements
is the Eulerian number Ar−1,n. Section 5 is dedicated to studying the multiplica-
tion on Mn. In 5.1 we introduce the notion of chain products, which are special
products of corank one matroids and we show that these are the same as nested
matroids. In 5.2 we study in which cases the product of a matroid and a nested
matroid vanishes. In the last part 5.3 we show that Mn is isomorphic to two fa-
miliar algebraic objects: The cohomology ring of a smooth, complete toric variety
and the subring of the polytope algebra generated by matroid polytopes. The first
result then immediately implies Poincare´ duality (in fact, this is also a special case
of a more general result by Adiprasito, Huh and Katz [AHK15]. Note also that
Poincare´ duality was known to hold for the full polytope algebra [Bri97]). The
second result shows thatMn is a quotient of the matroid polytope module consid-
ered by Derksen and Fink. The last part, Section 6, contains some suggestions for
further research.
Acknowledgement. The author was supported by DFG grant JO366/3-2, which
is part of the DFG priority project SPP 1489 (www.computeralgebra.de). I would
like to thank Michael Joswig and Benjamin Schro¨ter for many helpful discussions
and the anonymous referees for their very constructive comments.
Many of the results in this paper were first discovered by computational means,
using the author’s software a-tint [Ham14], which is an extension for polymake
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[GJ00]. The latter is a software package for polyhedral and combinatorial compu-
tations. Functionality for computing in the intersection ring of matroids will be
included in its next release.
2. PRELIMINARIES
In this section, we mostly collect the definitions and results from matroid theory
and combinatorics that are relevant to this paper. Part 2.4 contains definitions
from tropical geometry and illuminates the origin of the ring structure that we
study here. We will assume familiarity with basic notions of matroid theory, for
which we recommend [Oxl11, Whi86] as references.
Definition 2.1. All matroids are matroids on a labeled ground set, i.e. we do not
consider isomorphism classes of matroids. If not explicitly stated otherwise, all
matroids are assumed to be loopfree.
The complement of a set A is written as Ac. We write Ur,E for the uniform matroid
of rank r on the ground set E and Ur,n if E = {1, . . . , n}.
Let M be a matroid on the ground set E. A flat of M is a set F such that for any
x ∉ F , rankM(F ∪x) = rankM(F )+1. The set of flats ofM is denoted byF(M). The
set of flats of rank s is Fs(M). The closure of a set A in M , denoted by clM(A), is
the smallest flat containing A. A spanning set of M is a set A such that clM(A) = E.
The set of all spanning sets is S(M). The set of bases of M is written B(M).
The corank of a matroid on n elements is corank(M) = n − rank(M). Similarly, the
corank of a set A in M is corankM(A) = rank(M) − rankM(A). The nullity of a set
A is nullM(A) = ∣A∣ − rankM(A).
The dual of M is denoted by M∗. A matroid N on E is a quotient of a matroid M
on E if every flat of N is also a flat of M . Equivalently, N is a quotient of M if and
only if every circuit of M is a union of circuits of N .
2.1. Posets, lattices and the Mo¨bius function.
Definition 2.2. Let (P,≤) be a poset.● Let x, y, z ∈ P . We say that z is the join of x and y in P , written z = x∨P y, if
it is the unique minimal element that is larger than or equal to both x and
y. Similarly, z is the meet x ∧P y if it is the unique maximal element which
is smaller than or equal to both x and y.● We call P a lattice if for any two elements x, y ∈ P both join and meet exist.● We say that P is join-contractible if there exists an a ∈ P , such that x ∨P a
exists for all x ∈ P .● For a poset P we denote by Ch(P) the poset of nonempty chains of ele-
ments of P , partially ordered by inclusion. Here a chain means a set of
pairwise comparable elements.● The order complex ∆(P) of P is the simplicial complex on the vertex set P
whose faces are all chains in P .● We denote by Pˆ ∶= P ∪ {0ˆ, 1ˆ} the poset obtained from P by adjoining artifi-
cial minimal and maximal elements, so that 0ˆ < x < 1ˆ for all x ∈ P .● We say that an element x of P covers another element y if x > y and there is
no z such that x > z > y.
Example 2.3. The basic example of a lattice in the context of matroids is the set
of flats F(M) of a matroid M . A partial ordering is induced by set inclusion, the
meet of two flats is their intersection and the join is the closure of the union.
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Definition 2.4. Let P be a poset. We define the Mo¨bius function µP ∶ P × P → Z in
the following, recursive manner:● µP(x, y) = 0 if x ≰ y.● µP(x,x) = 1.● Let x ≤ y and assume µP(x, z) has been defined for all x ≤ z < y. Then
µP(x, y) = − ∑
x≤z<yµP(x, z) .
We define the Mo¨bius number of P to be µ(P) ∶= µPˆ(0ˆ, 1ˆ).
There is an abundance of literature on the Mo¨bius function and its various prop-
erties, see for example [Rot64, Aig79] and the unpublished notes by Godsil [God].
Our notation follows the latter. We will need the following well-known results
(see also [Bjo¨95] for a more topological formulation):
Lemma 2.5 (e.g. [Aig79, Prop. 4.6]). Let P be a poset and x, z ∈ P . Then∑
x≤y≤zµP(y, z) = 0 .
Lemma 2.6 (e.g. [Bjo¨95, Cor. 10.13]). Let P be a join-contractible poset. Then
µ(P) = 0 .
The next result is a consequence of the fact that the Mo¨bius number of P is the
reduced Euler characteristic of ∆(P) (e.g. [Rot64, Prop. 3.6]) and that ∆(P) is
homeomorphic to ∆(Ch(P)) (the latter is the barycentric subdivision of the first).
Proposition 2.7. Let P be a poset. Then
µ(P) = µ(Ch(P)) .
2.2. Cyclic flats, transversal and nested matroids.
Definition 2.8. For each flat F of a matroid M , we define the cyclic part of F to be
cycM(F ) ∶= ⋃
C circuit ofM
C⊆F
C .
This is again a flat of M . We write freeM(F ) ∶= F /cycM(F ) and frkM(F ) =∣free(F )∣. We note some obvious properties:● M∣F =M∣cyc(F )⊕Ufrk(F ),free(F ) and rankM(F ) = rankM(cycM(F ))+ frk(F ).● Every set cycM(F ) ⊆ A ⊆ F is again a flat of M .
We call a flat F cyclic if F = cycM(F ). The set of all cyclic flats of M is denoted byZ(M).
We say that M is nested if Z(M) is a chain of sets.
Remark 2.9. Thomas Brylawski pointed out in [Bry75] that knowing the ground
set, all cyclic flats and their ranks is sufficient to determine the whole matroid. The
actual construction will be relevant to some of our arguments, so we recall it here.
We partition the set of all flats F(M) into the setsF(M)s,m ∶= {F ∈ F(M); rank(F ) = s and frk(F ) =m} .
We then recursively build up F(M) in the following manner:
(1) F(M)s,0 is the set of all cyclic flats of rank s.
(2) For m > 0, F(M)s,m is the set of all F ∪ {p}, such that:● F ∈ F(M)s−1,m−1 and p ∉ F .
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● F ∪ {p} is not contained in any G, where G ∈ F(M)s,m′ and m′ <m.
Bonin and de Mier later proved that this information in fact provides a cryptomor-
phic characterization of matroids.
Theorem 2.10 ([BdM08, Theorem 3.2]). Let Z be a collection of subsets of E and r an
integer-valued function on Z . Then Z is the collection of cyclic flats of a matroid M and
r the restriction of the rank function on M if and only if the following hold:
(Z0) Z is a lattice under inclusion.
(Z1) r(0Z) = 0, where 0Z is the minimal element of Z .
(Z2) 0 < r(Y ) − r(X) < ∣Y −X ∣ for all sets X,Y in Z with X ⊊ Y .
(Z3) For all sets X,Y in Z ,
r(X) + r(Y ) ≥ r(X ∨Z Y ) + r(X ∧Z Y ) + ∣(X ∩ Y ) − (X ∧Z Y )∣ .
Remark 2.11. Note that in a matroid, X ∨Z(M) Y = clM(X ∪ Y ) is the usual join
of flats, but X ∧Z(M) Y is the union of all circuits contained in X ∩ Y and can in
general be strictly smaller than the flat X ∩ Y . Also, 0Z(M) is the set of loops and
1Z(M) is the union of all circuits and thus the complement of the coloops of M .
Example 2.12.
(1) We define a rank two matroid M on E = {1, . . . ,4} via its lattice of flats:F(M) ∶= {∅,{1,4},{2,3},E} .
Its circuits are {1,4} and {2,3}, so Z(M) = F(M). In particular, M is not
nested.
(2) The circuits of the uniform matroid Ur,n are all the sets of size r + 1. Its
flats are F(Ur,n) = {F ⊆ E, ∣F ∣ < r} ∪ {E}. Hence Z(Ur,n) = {∅,E}, so any
uniform matroid is nested.
Definition 2.13. Let A ∶= (A1, . . . ,Am) be subsets of E (which need not be dis-
tinct). A partial transversal of E is a subset S ⊆ E such that there is a bijection
ψ ∶ J → S from a set J ⊆ [m] fulfilling ψ(j) ∈ Aj for all j ∈ J . The set of all par-
tial transversals forms the set of independent sets of a matroid (see for example
[Oxl11, Theorem 1.6.2]), which we denote by M[A1, . . . ,Am]. We call a matroid of
this form a transversal matroid.
Remark 2.14. The transversal presentation, i.e. the choice of set system for a trans-
versal matroid is not unique. However, the following holds [BW71]:● Every rank s transversal matroid has a presentation with s sets A1, . . . ,As.
More precisely, if M = M[A1, . . . ,Ak] has a basis B which is a transversal
of Ai1 , . . . ,Ais , then M =M[Ai1 , . . . ,Ais].● Every rank s transversal matroid M has a unique maximal presentation, i.e.
one cannot increase any of the sets Ai without changing the matroid. This
maximal presentation is constructed as follows:
(1) Assume M =M[A′1, . . . ,A′s] has a presentation with s sets.
(2) For each i = 1, . . . , s, replace A′i by
Ai ∶= A′i ∪Ri ,
where Ri is the set of coloops of M∣A′ci .
In particular, a presentation M[A1, . . . ,As] is maximal if and only if M∣Aci
has no coloops.● The restriction of a transversal matroid is again transversal. To be precise,
if T ⊆ E, we have
M[A1, . . . ,As]∣T =M[A1 ∩ T, . . . ,As ∩ T ] .
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The survey [Bon10] is a good introduction to the subject of transversal matroids.
They are relevant to our discussion mainly because of the following result, a proof
of which can for example be found in [OPR82]:
Theorem 2.15. A matroid M is nested if and only if M =M[A1, . . . ,Ak] for a chain of
sets A1 ⊆ ⋅ ⋅ ⋅ ⊆ Ak.
Example 2.16. The matroid M from Example 2.12,(1) has the maximal presenta-
tion M = M[{1,4},{2,3}]. The uniform matroid Ur,n is the transversal matroid
M[E, . . . ,E], where E = [n] occurs r times.
2.3. The intersection ring of matroids. The notion of matroid intersection seems
to have gotten very little attention from matroid theorists. It is the dual operation
of a much more actively studied object, the matroid union (see for example [Oxl11,
Chapter 11.3] or [Whi86, Chapter 7.6]):
Definition 2.17. Let M,N be matroids on a ground set E. The union M ∨N is the
matroid on E, whose independent sets areIM∨N ∶= {I ∪ J ; I ∈ IM , J ∈ IN} .
The intersection of M and N is then defined as
M ∧N = (M∗ ∨N∗)∗ .
Remark 2.18. We note a few properties of matroid intersection:
(1) It is known that bothM andN are quotients ofM∨N . By duality it follows
that M ∧N is a quotient of both M and N (see [Oxl11, Chapter 7.3]).
(2) The spanning sets of M ∧N are given by:S(M ∧N) = {S ∩ T ;S ∈ S(M), T ∈ S(N)} .
(3) As bases are the minimal spanning sets of a matroid and since M ∧N is a
quotient of both M and N , this impliesB(M ∧N) = {B ∩B′;B ∈ B(M),B′ ∈ B(N), ∣B ∩B′∣ = rank(M ∧N)} .
(4) Matroid intersection commutes with contraction, i.e.(M ∧N)/A = (M/A) ∧ (N/A) .
Example 2.19. Let M be any matroid on [n] of rank r > 1. It is an easy combi-
natorial exercise to see that the bases of M ∧ Un−1,n are all the sets of the form{B′ ⊆ B;B a basis of M and ∣B′∣ = r − 1}. This is also called the truncation T (M)
of M . Inductively, we see that Un−k,n is the k-fold intersection of Un−1,n with
itself for any k, so M ∧ Un−k,n is just the k-fold truncation of M . In particular,
M ∧Un−r+1,n = U1,1 for all loopfree matroids M .
Definition 2.20. For 1 ≤ r ≤ n = ∣E∣, let Cr,n be the set of all chains of sets of length
r, i.e. which are of the form ∅ ⊊ F1 ⊊ ⋅ ⋅ ⋅ ⊊ Fr = E .
We denote by Vr,n = ZCr,n the free Z-module whose coordinates are indexed by the
elements of Cr,n.
Let Mfreer,n be the free Z-module with generators the set of all loopfree matroids of
rank r on the ground set {1, . . . , n}. We define a homomorphism
Φr,n ∶Mfreer,n → Vr,n;M ↦ vM ,
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where for each chain C we define
(vM)C ∶= ⎧⎪⎪⎨⎪⎪⎩1, if C is a chain of flats in M0, otherwise.
The intersection ring of matroids on [n] is the Z-module
Mn = n⊕
r=1Mr,n ,
with Mr,n =Mfreer,n /ker Φr,n. It becomes a ring with the product defined by
M ⋅N ∶= ⎧⎪⎪⎨⎪⎪⎩M ∧N, if M ∧N is loopfree0, otherwise,
extended to linear combinations of matroids via distributivity.
Remark 2.21. It is not at all obvious that this is well-defined, i.e. that the definition
of the product is compatible with the additive structure on Mn. However, it fol-
lows implicitly from the fact that it is a tropical intersection product (see Remark
2.31).
Example 2.22. The modules Mr,n are easy to write down for r ∈ {1, n}. In both
cases there is only one loopfree matroid of rank r on n elements: U1,n and Un,n,
respectively. Hence M1,n ≅ Mn,n ≅ Z. We will postpone a nontrivial calculation
until Example 2.27, where we can make use of the geometric intuition of tropical
cycles.
2.4. Tropical geometry. In this section we will only sketch the most important def-
initions from tropical geometry. For a more in-depth account we recommend the
book by Maclagan and Sturmfels [MS15] and the book in progress by Mikhalkin
and Rau [MR]. Note that we use the min-convention in our definition of ma-
troid fans and that all coordinates are tropical projective coordinates in Rn/1 ∶=
Rn/ ⟨(1, . . . ,1)⟩.
Definition 2.23. A tropical cycle (X,ωX) is a pure-dimensional, rational polyhe-
dral complex X in Rn/1 together with a function ωX ∶ Xmax → Z defined on its
maximal cells that fulfills a certain balancing condition: For a cone σ, we write
Vσ = ⟨a − b;a, b ∈ σ⟩ and Λσ = Vσ ∩ Zn/1. Then at every codimension one face τ
of X we must have ∑
σ>τ ωX(σ)uσ/τ = 0 (mod Vτ) ,
where uσ/τ is the primitive generator of the group Λσ/Λτ ≅ Z pointing towards σ.
The support of X is the set ∣X ∣ ∶= ⋃σ∈Xmax∶ωX(σ)≠0 σ.
We will consider two tropical cycles to be the same if their supports have a com-
mon refinement respecting both weight functions (in particular, cells of weight
zero are considered irrelevant).
For any point p ∈ ∣X ∣, we define the Star of X at p to be the fan
StarX(p) ∶= {R≥0 ⋅ (σ − p);p ∈ σ} ,
with weight function ωStar(R≥0(σ − p)) = ωX(σ). It is easy to see that this is a
tropical cycle.
The sum of two k-dimensional cyclesX,Y inRn/1 is defined as follows: Choose re-
finements of X and Y such that they are defined on the same polyhedral structure
(possibly defining some weights to be 0). Then
X + Y ∶=X ∪ Y with weight function ωX+Y ∶= ωX + ωY .
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This operation makes the set of all k-dimensional cycles in Rn/1 into a group,
which we denote by Zk(Rn/1).
Definition 2.24. Let M be a loopfree matroid on [n]. We define its matroid fan
B(M) to be the fan in Rn/1 consisting of all cones
cone(C) = { k∑
i=1αivFi ;αi ≥ 0} ,
where C = (F1 ⊊ ⋅ ⋅ ⋅ ⊊ Fk) is a chain of flats in M and vF = ∑i∈F ei ∈ Rn/1.
Remark 2.25. This is a polyhedral fan of pure dimension rank(M) − 1. If one
equips all maximal cells with weight 1, it becomes a tropical cycle. The notation
B(M) is in honor of George Bergman [Ber71], who studied objects like these as
logarithmic limit sets of algebraic varieties. The polyhedral structure given above
was discovered by Ardila and Klivans [AK06]. The interested reader can find more
information on matroid fans in the context of tropical geometry in [MS15, Chapter
4]. Note that each matroid fan is a subfan of the fan whose set of maximal cones
is {cone(C)}, where C runs over all chains ∅ ⊊ F1 ⊊ ⋯ ⊊ Fr = E. Thus we can also
identify a matroid fan with its indicator vector of chains vM ∈ Vr,n and the sum of
two matroid fan cycles is just the sum of the indicator vectors. Hence we have:
Proposition 2.26. Mr,n is isomorphic to the subgroup of Zr−1(Rn/1) generated by ma-
troid fans.
Note that under this identification, a linear combination of matroids now has ac-
tual geometric meaning: It is the tropical cycle sum of the corresponding matroid
fans. This makes dealing with the product much easier in this context, since we
will define it on arbitrary tropical cycles.
Example 2.27. We encounter the first nontrivial linear relations for n = 4 and r = 2.
We define four matroids on E = {1, . . . ,4} in terms of their flats:F(M1) ∶= {∅,{1},{2},{3},{4},E} ,F(M2) ∶= {∅,{1,4},{2,3},E} ,F(M3) ∶= {∅,{1,4},{2},{3},E} ,F(M4) ∶= {∅,{1},{2,3},{4},E} .
Then one sees easily that M1 +M2 =M3 +M4 in M2,4. The corresponding tropical
cycles are depicted in Figure 1.
There is a notion of intersection product X ⋅ Y of two tropical cycles X,Y , which
makes Zn−1 =⊕k∈ZZk(Rn/1) into a ring (we set Zk = 0 for k ∉ {0, . . . , n−1}). There
are various equivalent definitions of this product ([Mik06, AR10, JY16]). For the
sake of legibility, we adopt the following description from [JY16] of the set X ⋅ Y
and omit the definition of the weights. Since we will only consider products of
matroid fans, which – as we shall shortly see – are again matroid fans, all occurring
weights are one anyway.
Definition 2.28. Let X,Y be two tropical cycles in Rn/1. Then∣X ⋅ Y ∣ = {p ∈ ∣X ∣ ∩ ∣Y ∣ ; dim(StarX(p) ⊞ StarY (p)) = n − 1} ,
where A ⊞B = {a + b;a ∈ A, b ∈ B} is the Minkowski sum of sets.
Example 2.29. Let X = Y = B(U2,3). This is the one-dimensional fan in R3/1,
whose three rays are spanned by the vectors ei, i = 1, . . . ,3. We wish to compute
the support ofX ⋅Y . At every point p ≠ 0, StarX(p) = StarY (p) = StarX(p)⊞StarY (p)
is an actual line. For p = 0, we have StarX(p) ⊞ StarY (p) = X ⊞ Y = R3/1, so
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v{1}
v{2}
v{3}
v{4}
v{2,3}
v{1,4}
=
v{1}
v{2}
v{3}
v{4}
+
v{2,3}
v{1,4}
= v{2}
v{3}
v{1,4}
+
v{1}
v{4}
v{2,3}
FIGURE 1. A tropical cycle which can be written as the sum of
matroid fans in different ways. Note that all weights are 1 and
that we draw a vector in R4/1 ≅ R3 by choosing the representative
whose last coordinate is 0. E.g. v{4} = (−1,−1,−1). The dotted
lines just indicate coordinate hyperplanes.
∣X ⋅ Y ∣ = {0}, which is in fact the support of B(U1,3 = U2,3 ∧ U2,3) (see also Figure
2).
v{1}
v{2}
v{3}
⊞ =
⊞ =
FIGURE 2. The self-intersection of this tropical cycle is just the
origin. Again, we draw points in R3/1 ≅ R2 by choosing the rep-
resentative whose last coordinate is zero.
Remark 2.30. (Zn−1,+, ⋅), with cycle sum as addition and intersection product as
multiplication is a Z-algebra, graded by codimension (see [AR10] for details) and
with multiplicative neutral element 1Zn−1 = Rn/1 = B(Un,n). In particular, we have
Zk ⋅Zl ⊆ Zk+l−n ,
X ⋅ (Y +Z) =X ⋅ Y +X ⋅Z .
Remark 2.31. David Speyer proved in [Spe08, Theorem 4.11] that
B(M) ⋅B(N) = B(M ⋅N)
(where B(0) = 0, obviously). He proved this in the more general context of valu-
ated matroids and tropical linear spaces. Together with remark 2.30, this already
implies the well-definedness of the product on Mn and that the resulting ring is a
familiar object to tropical geometers:
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Proposition 2.32. Mn is isomorphic to the subring of the intersection ring of tropical
cycles in Rn/1 which is generated by matroid fans. Hence it is a commutative ring with
multiplicative neutral element Un,n and it is graded by corank.
3. LINEAR COMBINATIONS OF NESTED MATROIDS
This Section is dedicated to proving that the nested matroids of rank r form a
basis ofMr,n. We will first prove linear independence in a more or less elementary
manner. To show that each matroid can be written as a linear combination of
nested matroids – for which we will give an explicit formula – requires more work.
3.1. Linear independence.
Remark 3.1. By Remark 2.9 a nested matroidM is uniquely determined by the list
of tuples (Z0 = ∅, r0 = 0), . . . , (Zk, rk),
where Z0 ⊊ ⋅ ⋅ ⋅ ⊊ Zk is the chain of cyclic flats of M and ri = rankM(Zi). We note
some obvious properties of this data:
nullM(Zk) = corank(M), as Zk is the complement of the coloops of M.
nullM(Zi) < nullM(Zj) for all i < j, due to (Z2) of Theorem 2.10.
Proposition 3.2. The set of loopfree nested matroids of rank r is linearly independent in
Mr,n.
Proof. For a nested matroid M given by a tuple(Z0 = ∅, r0 ∶= 0), (Z1, r1), . . . , (Zk, rk)
as above, we define its gap measure to be the tuple
γ(M) ∶= (di)i=1,...,r ∈ Nr, where di ∶= ⎧⎪⎪⎨⎪⎪⎩ri − ri−1, if i ≤ k0, otherwise.
LetN be the set of all loopfree nested matroids of rank r on [n]. Assume there is a
linear relation ∑
M∈N aMM = 0
in Mr,n. We will show by lexicographic induction on γ(M) that aM = 0 for all M .
If γ(M) = (1, . . . ,1), we have ri = i for all i. We complete the chain of cyclic flats
to a chain of flats of M of length r in an arbitrary manner. We claim that M is the
only nested matroid containing this chain. In particular aM must be 0.
Assume N is a nested matroid of rank r whose lattice of flats contains this chain.
The empty set must be cyclic in N , as the matroid is loopfree. Inductively, we
assume Z0, . . . , Zj−1 are cyclic in N . If Zj is noncyclic, it contains the cyclic flat
G ∶= cycN(Zj) with ∣Zj/G∣ = rankN(Zj) − rankN(G). However, as ri = i for all
i, we know that all the cyclic flats of smaller rank are Z0, . . . , Zj−1 and since Zj is
cyclic in M we know that ∣Zj/Zi∣ > rank(Zj) − rank(Zi) for any i < j. Hence Zj
must be cyclic for all j. As nullN(Zk) = nullM(Zk) = corank(M) = corank(N), N
can contain no cyclic flat larger than Zk and we conclude that N =M .
If γ(M) =∶ (d1, . . . , dr) > (0, . . . ,0), we again complete the chain of cyclic flats to a
chain of flats of M of length r in an arbitrary manner. We want to show that any
nested matroid N ≠ M containing that chain must fulfill γ(N) <lex γ(M), so by
induction aN = 0 and thus finally also aM = 0.
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So let N be such a matroid and write γ(N) =∶ (c1, . . . , cr). First assume all the Zi
are cyclic in N . As N ≠ M , there must be a minimal j ≥ 1 and a minimal cyclic
flat G of N such that Zj−1 ⊊ G ⊊ Zj . Hence ci = di for all i < j and cj < dj , so
γ(N) <lex γ(M).
Now let 1 ≤ j be minimal such that Zj is not a cyclic flat of N . We can assume
that Z0, . . . , Zj−1 are all the cyclic flats of N of rank at most rj−1, since otherwise
we again have γ(N) <lex γ(M). In particular, ci = di for all i < j. Since Zj is not
cyclic, we can use a similar argument as in the case γ(M) = (1, . . . ,1) to see that
there must be a cyclic flat G′ of N of rank r′j < rj such that Zj−1 ⊊ G′ ⊊ Zj . Hence
cj ≤ r′j − rj−1 < rj − rj−1 = dj , so γ(N) <lex γ(M). 
3.2. Cyclic reductions. This section is dedicated to the notion of cyclic reductions
N of a matroid M , which are special cases of rank-preserving weak maps N
id→ M .
A weak map between matroids M,M ′ on ground sets E,E′ is a map ϕ ∶ E → E′,
such that for all X ⊆ E, we have rankM(X) ≥ rankM ′(ϕ(X)). It is rank-preserving
if rank(M) = rank(M ′) (see for example [Oxl11, Chapter 7.3] for more on weak
maps).
We will mainly be concerned with the question when a flat of N is a flat of the
same rank in M and vice versa.
Definition 3.3. LetM,N be matroids onE. We say thatN is a cyclic reduction ofM
if {∅, cycM(E)} ⊆ Z(N) ⊆ Z(M) and the rank function on Z(N) is the one given
by M , i.e. rankN(Z) = rankM(Z) for all Z ∈ Z(N).
Example 3.4. The easiest way to create a cyclic reduction of a loopfree matroid M
is to pick a chain ∅ = Z0 ⊊ ⋅ ⋅ ⋅ ⊊ Zk = cycM(E) and define N to be the matroid with
cyclic flats Z(N) = {Zi; i = 0, . . . , k} with rankN(Zi) = rankM(Zi). In particular,
Ur,n is a cyclic reduction of any loop- and coloopfree matroid of rank r on E = [n].
Lemma 3.5. Let N be a cyclic reduction of M . For every flat F of N , there exists a flat G
of M such that F ⊆ G, rankN(F ) = rankM(G) and frkM(G) ≤ frkN(F ). In particular,
rankM(A) ≤ rankN(A) for all A ⊆ E, so N id→M is a rank-preserving weak map.
Proof. The statement is clearly true if s ∶= rank(F ) = 0, i.e. F = ∅. Now assume
s > 0. If F is cyclic, then we can choose G = F . Otherwise, let m ∶= frk(F ). Then by
Remark 2.9 F is of the form F = F ′ ∪ {x}, where F ′ ∈ Fs−1,m−1(N) and x ∉ F ′. By
induction there exists a flat G′ ∈ F(M)s−1,j with j ≤ m − 1 and F ′ ⊆ G′. If x ∈ G′,
then we can pick any y ∉ G′. Then there exists a flat G′ ∪ {y} ⊆ G ∈ F(M)s,k, with
k ≤ j + 1 ≤m. If x ∉ G′, we can pick y = x and apply the same argument. 
Proposition 3.6. Let N be a cyclic reduction of M . Let F be a flat of M . Then F is a flat
of N of the same rank if and only if cycM(F ) is a cyclic flat of N .
Proof. For the “if” direction, assume cycM(F ) is a cyclic flat of N . We prove that
F is a flat of N by induction on frk(F ). If frk(F ) = 0, then F = cycM(F ) and
we are done. So assume m ∶= frk(F ) > 0 and write s ∶= rankM(F ). Pick any
p ∈ F /cycM(F ). The set F ′ ∶= F /{p} is again a flat of M and cycM(F ′) = cycM(F ).
In particular, F ′ ∈ Fs−1,m−1(M), so by induction it is also in Fs−1,m−1(N). If F ∉Fs,m(N), then by Remark 2.9 there must be a flat G ∈ Fs,l(N), with l < m and
F ⊊ G. By Lemma 3.5 there exists a flat H ∈ Fs(M) with F ⊊ G ⊆ H , which is
clearly impossible. Hence F ∈ Fs,m(N).
For the “only if” direction, assume Z ∶= cycM(F ) is not a cyclic flat of N , but that
F is a flat of both M and N , such that rankM(F ) = rankN(F ). As N is a cyclic
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reduction of M , we must have Z ′ ∶= cycN(F ) ⊊ Z. We then have
rankM(Z) + ∣F /Z ∣ = rankM(F ) = rankN(F )= rankN(Z ′) + ∣F /Z ′∣ = rankM(Z ′) + ∣F /Z ′∣ .
On the other hand, property (Z2) of Theorem 2.10 tell us that∣F /Z ′∣ − ∣F /Z ∣ = ∣Z/Z ′∣ > rankM(Z) − rankM(Z ′) ,
which is a contradiction. 
Definition 3.7. Let N be a cyclic reduction of M and F ∈ F(N) be a flat of N . We
call Z ∈ Z(M) an abundant flat for F in M if∣Z ∩ F ∣ ≥ nullN(F ) + rankM(Z) .
Equivalently, ∣F /Z ∣ ≤ rankN(F ) − rankM(Z). Note that this implies in particular
that rankM(Z) ≤ rankN(F ).
Moreover, if Z ∉ Z(N), we call Z a witness flat for F in M . We denote the set of all
abundant flats for F by AM(F ) and the set of witness flats by WM(F ).
Remark 3.8. It follows from the remarks in Definition 2.8 that cycN(F ) ∈ AM(F ).
Also, any flat which is strictly contained in cycN(F ) can never be an abundant flat
for F by axiom (Z2) of Theorem 2.10.
Proposition 3.9. Let N be a cyclic reduction of M . Let F ∈ Fk(N). Then
AM(F )/WM(F ) = {cycN(F )} .
Furthermore, F ∈ Fk(M) if and only if WM(F ) = ∅.
Proof. We know from Remark 3.8 that cycN(F ) ∈ AM(F ). So let Z ∈ Z(N) and as-
sume ∣Z ∩ F ∣ ≥ nullN(F )+rankM(Z) = ∣F ∣−(k−rankM(Z)). Using the construction
from Remark 2.9, we can inductively build flats Gi of N of rank rankM(Z)+ i such
that ∣Gi ∩ F ∣ ≥ ∣Z ∩ F ∣ + i. In particular, there is a flat Z ⊆ G of rank k such that
F ⊆ G. Hence G = F . By construction of G we have Z ⊆ F , so Z ⊆ cycN(F ). As we
assumed Z ∈ AM(F ), this implies cycN(F ) = Z by Remark 3.8. That proves the
first statement.
For the “only if” part of the second statement, assume that F ∈ Fk(M) as well. Let
Z ∈ Z(M) and assume Z ∈ WM(F ). We construct a flat G ∈ Fk(M) in the same
manner as before and conclude again that F = G and Z = cycM(F ). By Proposition
3.6, Z ∈ Z(N), which is a contradiction.
For the “if” direction, assume F ∈ Fk(N)/Fk(M). By Lemma 3.5, there exists a
flat F ⊊ G in M of rank k. Let Z ∶= cycM(G). Then by Proposition 3.6, Z ∉ Z(N),
since otherwise G would be a flat of N . Let Z ′ ∶= cycN(F ). Then Z ′ ⊆ Z, so∣Z ∩ F ∣ ≥ ∣Z ′∣ = ∣F ∣−(k−rankM(Z ′)) ≥ ∣F ∣−(k−rankM(Z)).Hence Z ∈WM(F ). 
Lemma 3.10. Let N be a cyclic reduction of M . Let F ⊆ F ′ be flats of N and assume
Z ∈ AM(F ) and Z ′ ∈ AM(F ′). Then at least one of the following is true:● Z ∧Z(M) Z ′ ∈WM(F ) .● Z ∨Z(M) Z ′ ∈ AM(F ′) .
If Z ′ ∈WM(F ′), then either Z ∧Z(M) Z ′ ∈WM(F ) or Z ∨Z(M) Z ′ ∈WM(F ′).
Proof. As a shorthand, write X ∶= Z ∧Z(M) Z ′ and Y ∶= Z ∨Z(M) Z ′. Assume
that X ∉ WM(F ). Then by Proposition 3.9 ∣X ∩ F ∣ ≤ nullN(F ) + rankM(X), with
14 SIMON HAMPE
equality if and only if X = cycN(F ). We have to show that Y contains sufficiently
many elements of F ′. So we compute∣Y ∩ F ′∣ ≥ ∣(Z ∪Z ′) ∩ F ′∣ = ∣Z ∩ F ′∣ + ∣Z ′ ∩ F ′∣ − ∣Z ∩Z ′ ∩ F ′∣
as F ⊆ F ′ = ∣Z ∩ F ∣ + ∣Z ′ ∩ F ′∣ − ∣Z ∩Z ′ ∩ F ′∣ + ∣Z ∩ (F ′/F )∣
asZ ∈ AM (F ),Z′ ∈ AM (F ) ≥ nullN(F ) + nullN(F ′) + rankM(Z) + rankM(Z ′)− ∣Z ∩Z ′ ∩ F ′∣ + ∣Z ∩ (F ′/F )∣
by (Z3) ≥ (nullN(F ) + rankM(X)) + (nullN(F ′) + rankM(Y ))+ ∣(Z ∩Z ′)/X ∣ − ∣Z ∩Z ′ ∩ F ′∣ + ∣Z ∩ (F ′/F )∣
asX ∉WM (F ) ≥ nullN(F ′) + rankM(Y )+ ∣X ∩ F ∣ + ∣(Z ∩Z ′)/X ∣ − ∣Z ∩Z ′ ∩ F ′∣ + ∣Z ∩ (F ′/F )∣´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=∶δ .
So we only have to show that δ ≥ 0. For this note that it is trivially true that∣Z ∩ (F ′/F )∣ ≥ ∣X ∩ (F ′/F )∣. Also, we have∣Z ∩Z ′ ∩ F ′∣ − ∣X ∩ F ∣ − ∣X ∩ (F ′/F )∣ = ∣Z ∩Z ′ ∩ F ′∣ − ∣X ∩ F ′∣= ∣((Z ∩Z ′)/X) ∩ F ′∣ .
Hence we have
δ ≥ ∣(Z ∩Z ′)/X ∣ − ∣((Z ∩Z ′)/X) ∩ F ′∣ ≥ 0 .
Finally, assume that Z ′ ∈WM(F ′). As we already proved that Y ∈ AM(F ), then by
Proposition 3.9 we only need to prove that Y ≠ cycN(F ′). But if that was the case,
we would have Z ′ ⊆ Y = cycN(F ′), so by Remark 3.8 Z ′ cannot be a witness flat
for F ′. 
3.3. Representations of arbitrary matroids. We will begin by stating how an ar-
bitrary matroid can be written as a linear combination of nested matroids.
Definition 3.11. Let M be a matroid. For any maximal chain C = (F0 = ∅ ⊊ F1 ⊊⋅ ⋅ ⋅ ⊊ Fr = E of flats we define its cyclic set to be cyc(C) = {cycM(Fi); i = 0, . . . , r} ⊆Z(M). The cyclic chain lattice of M is the set
CZ(M) ∶= {T ⊆ Z(M) a chain with ∅,1Z ∈ T} ∪ {1ˆ} ,
with partial order induced by set inclusion and 1ˆ as an artificial maximal element,
i.e.: ● T < 1ˆ for all chains T .● If T,T ′ ≠ 1ˆ, then T ≤ T ′ if and only if T ⊆ T ′.
This is a lattice with T ∧ T ′ = T ∩ T ′ and
T ∨ T ′ = ⎧⎪⎪⎨⎪⎪⎩T ∪ T
′, if T ∪ T ′ is a chain,
1ˆ, otherwise.
Note that each element 1ˆ ≠ T ∈ CZ(M) defines a chain of cyclic flats of M (with
ranks given by rankM ) and thus a nested matroid, which we denote by M(T ).
Furthermore, we will use the following shorthand: For any T ∈ CZ(M), let
µ1(T ) ∶= µCZ(M)(T, 1ˆ) .
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Theorem 3.12. Let M be a loopfree matroid of rank r on [n]. Then the following equality
holds in Mr,n:
M = ∑
T ∈CZ(M)
T≠1ˆ
(−µ1(T ))M(T ) .
Proof. Let C = (∅ = F0 ⊊ F1 ⊊ ⋅ ⋅ ⋅ ⊊ Fr = E) be a chain of length r = rank(M).
First assume C is a chain of flats of M and denote by T its cyclic set. Then by
Proposition 3.6, C is a chain of flats in M(T ′) for an element 1ˆ ≠ T ′ ∈ CZ(M) if and
only if T ≤ T ′. So by Lemma 2.5 the coefficient of C on the right hand side in the
above equation is ∑
1ˆ≠T ′≥T −µ1(T ′) = µ1(1ˆ) = 1 .
Now assume C is a chain of someM(T ), but not ofM . Let T1, . . . , Tk be the minimal
elements of CZ(M) such that C is a chain in M(Ti), i = 1, . . . , k. In particular, by
Proposition 3.6 every Z ∈ Ti is the cyclic part of some Fj . Now if T is such that C is
a chain in M(T ), there is a unique i = 1, . . . , k such that T ≥ Ti: If T ≥ Ti, Tj , then by
Proposition 3.6, both Ti and Tj contain cycM(T )(C). Hence so does Ti ∩ Tj , which
is a contradiction to the minimality assumption.
For i = 1, . . . , k we define the following subposet of CZ(M):
Ri ∶= {1ˆ ≠ T > Ti; C is not a chain in M(T )} .
Proposition 3.6 implies that if T ∈ Ri and T ′ > T , then T ′ ∈ Ri. It follows from
Lemma 2.5 that
(1) µ(Ri) = µRˆi(0ˆ, 1ˆ) = − ∑
T ∈Ri∪{1ˆ}µRˆi(T, 1ˆ) = − ∑T ∈Ri∪{1ˆ}µ1(T ) .
We write Wi ∶= {Z ∈ Z(M);Ti ∪ {Z} ∈ Ri}. Equivalently, this is the set of cyclic
flats Z ∉ Ti such that Ti∪{Z} is a chain and Z ∈WM(F ) for some F in C. Note that
if Wi is not empty, it is a join-contractible subposet of Z(M): Pick any minimal
element Z of Wi and let Z ′ ∈Wi be arbitrary. If Z ⊆ Z ′, then Z ∨Z(M) Z ′ = Z ′ ∈Wi.
Otherwise, the meet of Z and Z ′ cannot lie in Wi due to the minimality of Z. By
Lemma 3.10 Z ∨Z(M) Z ′ then lies in Wi.
By the above considerations and Proposition 3.9, we have a poset isomorphism
Ch(Wi)→ Ri, {Z1, . . . , Zk}↦ Ti ∪ {Z1, . . . , Zk} .
Applying Lemma 2.6 and Proposition 2.7 we see that if Ri ≠ ∅, we have
(2) µ(Ri) = µ(Ch(Wi)) = µ(Wi) = 0 .
We want to show that Ri ≠ ∅ or, equivalently, that Wi ≠ ∅. We need to construct
a witness flat that forms a chain with Ti. As we assumed that C is not a chain in
M , Proposition 3.9 tells us that there must be a noncyclic flat F in C and a witness
flat Z ∈ WM(F ). We choose F maximal, such that a witness flat exists for it and
let Z also be a maximal element of WM(F ). Denote by Z1 ∶= cycM(Ti)(F ). Then
Z1 is not equal to 1Z(M), otherwise there could be no witness flats for F . So let
Z2 be the smallest element of Ti that strictly contains Z1. As Z1 ∧Z(M) Z ⊆ Z1, it
cannot be a witness flat for F by Remark 3.8. Hence, by Lemma 3.10 we know that
Z1 ∨Z(M) Z ∈WM(F ). Due to the maximality of Z, we must have Z1 ∨Z(M) Z = Z,
so Z1 ⊆ Z. Due to the minimality of Ti, there must be a flat F ⊊ F ′ such that Z2 =
cycM(Ti)(F ′). In particular, Z2 ∈ AM(F ′). LetX ∶= Z2∧Z(M)Z and Y ∶= Z2∨Z(M)Z.
16 SIMON HAMPE
By Lemma 3.10 there are two possibilities: If X ∈ WM(F ), we have Z1 ⊆ X ⊆ Z2,
so X ∈Wi. If Y ∈ AM(F ′), then by our choice of F there are no witness flats for F ′,
so Y = Z2 by Proposition 3.9. But then Z1 ⊆ Z ⊆ Y = Z2, so Z ∈Wi.
We can now finally use Equations 1 and 2, as well as Lemma 2.5 to see that the
coefficient of C on the right hand side above is
− k∑
i=1
⎛⎜⎝ ∑T≥Ti µ1(T ) − ∑T ′∈Ri∪{1ˆ}µ1(T ′)
⎞⎟⎠ = −
k∑
i=1(0 − 0) = 0 .

Corollary 3.13. The set of loopfree nested matroids of rank r on [n] is a basis for Mr,n,
i.e. every matroid can be written as a unique linear combination of nested matroids.
Remark 3.14. It should be noted that Derksen and Fink show in [DF10] that the
polytopes of nested matroids (which they call Schubert matroids) also form a basis
for their module of polytopes. In their case the representation of an arbitrary ma-
troid is given as a sum over all possible chains of sets (for details see their Theorem
4.2). It would be interesting to study the precise relation of these two presentations
and what it implies for the combinatorics of the matroids involved (see also Re-
mark 5.17).
Example 3.15.
(1) We recall the matroid M on E = {1, . . . ,4} from example 2.12, whose flats
were given by F(M) = Z(M) = {∅,{1,4},{2,3},E}. The theorem tells us
that
M =M(∅,{1,4},E) +M(∅,{2,3},E) −M(∅,E) ,
which is the same relation we already encountered in Example 2.27.
(2) We consider the matroid M of rank 4 on E ∶= {1, . . . ,8} given by the lattice
of cyclic flats depicted in Figure 3. The cyclic chain poset is drawn below.
According to Theorem 3.12, we have
M =M(S1,R,U1) +M(S2,R,U1) +M(S1,R,U2) +M(S2,R,U2)−M(R,U1) −M(S1,R) −M(S2,R) −M(R,U2)+M(R)
(Note that we omit ∅,E in the description of each chain set).
3.4. The G-invariant. As mentioned in the introduction, the G-invariant is an im-
portant matroid invariant. We will use the characterization by Bonin and Kung
[BK15] in terms of catenary data as a definition.
Definition 3.16. Assume n ≥ 1 and 1 ≤ r ≤ n. Let C = (F0 ⊊ F1 ⊊ ⋅ ⋅ ⋅ ⊊ Fr =
E) be a chain of sets. Its composition is the tuple (a0, . . . , ar) with a0 ∶= ∣F0∣ and
ai ∶= ∣Fi/Fi−1∣ for i > 0. For a matroid M of rank r and a fixed composition a ∶=(a0, . . . , ar) we define ν(M ;a) to be the number of chains of flats of M of length r
with composition a.
Now let G(n, r) be the free abelian group on all possible compositions a. We will
denote the generator corresponding to a by γ(a) in accordance with the notation
in [BK15]. The G-invariant of M isG(M) ∶=∑
a
ν(M ;a)γ(a) ∈ G(n, r) ,
where the sum runs over all possible compositions a.
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∅
S1 = {1,2}, r(S1) = 1
R = {1,2,3,4}, r(R) = 2
U1 = {1,2,3,4,5,6}, r(U1) = 3
E,r(E) = 4
S2 = {3,4}, r(S2) = 1
U2 = {1,2,3,4,7,8}, r(U2) = 3
1ˆ
1
{S1,R,U1}−1{S2,R,U1}−1{S1,R,U2}−1{S2,R,U2}−1
{S1,U1}
0
{S1,U2}
0
{R,U1}
1
{S1,R}
1
{S2,R}
1
{R,U2}
1
{S2,U1}
0
{S2,U2}
0
{R}−1 {S1}0{U1}0{U2}0{S2}0
−
0
FIGURE 3. The lattice of cyclic flats of a matroid and the corre-
sponding cyclic chain lattice with the value of the Mo¨bius func-
tion µ1(⋅) indicated beneath each element. Note that each cyclic
set naturally contains ∅,E but we leave them out here for legibil-
ity.
Theorem 3.17. For each n and r the G-invariant induces a Z-module homomorphism via
Mr,n → G(r, n), M ↦ G(M) .
Proof. We only need to show that for each composition a, there is an induced Z-
module homomorphism Mr,n → Z, M ↦ ν(M ;a). But this is obvious from the
definition ofMr,n as a submodule of Vr,n: Project to the coordinates of chains with
composition a, then take the sum of the coordinates. 
The significance of the G-invariant can also be recognized from the fact that many
other matroid invariants can be derived from it. In particular, Derksen [Der09]
showed that the Tutte polynomial
tM(x, y) ∶= ∑
S⊆E(x − 1)corankM (S)(y − 1)nullM (S) ∈ Z[x, y]
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can be computed from the G-invariant by applying a certain linear map to G(n, r).
This immediately implies the following:
Corollary 3.18. The Tutte polynomial induces a Z-module homomorphism via
Mr,n → Z[x, y], M ↦ tM(x, y) .
Remark 3.19. This implies of course that the same statement holds for all general-
ized Tutte-Grothendieck invariants and Tutte-Grothendieck group invariants, as defined
in [BO92], such as for example the characteristic polynomial, the beta invariant,
the Whitney numbers of the first kind or the number of bases.
However, there are also invariants which can not be derived from the Tutte poly-
nomial, but which are encoded in the G-invariant. We consider a particular exam-
ple from [BK15], again adopting their notation:
Definition 3.20. For a matroid M , we denote by Fh,k(M ; sh, . . . , sk) the number
of chains of flats Fh ⊊ ⋅ ⋅ ⋅ ⊊ Fk of M such that rank(Fi) = i and ∣Fi∣ = si for all
i = h, . . . , k.
Lemma 3.21. For fixed h, k and s ∶= (sh, . . . , sk), there is a Z-module homomorphism
Mr,n → Z induced by M ↦ Fh,k(M ; sh, . . . , sk).
Proof. In [BK15, Proposition 5.2], Bonin and Kung show how the numbersFh,k(M ; s)
are derived from the G-invariant. We follow their argument to see that we indeed
obtain a linear map.
For k = r, they show there exists a linear specialization map spec ∶ G(n, r) → Z such
that the following identity holds:
Fh,r(M ; s) = spec((1/sh!)∑
a
ν(M ;a′)γ(a)) ,
where a runs over a certain set of compositions depending on h and s and a′ is a
composition that depends only on a and s. We saw in Theorem 3.17 that ν(M ;a′)
induces a linear map on Mn,r. Hence Fh,r(M ; s) induces a linear map.
For k = r − 1 the statement follows from the observation that
Fh,r−1(M ; s) = Fh,r(M ; s, n) .
For k < r − 1, note that Fh,k(M ; s) = Fh,k(T r−k−1M ; s), where T iM denotes again
the i-fold truncation of M . Recall from example 2.19 that T iM = M ⋅ Un−i,n, so
M ↦ T iM induces a linear map. Thus the claim follows by induction. 
Corollary 3.22. Let fk(M ; s, c) denote the number of flats F of M of size s and rank
k such that M∣F has c coloops. This induces a Z-module homomorphism Mr,n → Z. In
particular, the number of flats of rank k and the number of cyclic flats of rank k induce
Z-module homomorphisms as well.
Proof. The statement is trivial for k = r. It is shown in [BK15, Proposition 5.5] that
for k = r − 1 we have
n∑
j=c fr−1(M ; s, j) j!(j − c)! = Fr−1−c,r−1(M ; s − c, s − c + 1, . . . , s) .
An easy inductive argument then shows that for k = r − 1 we obtain a linear map.
The general case then follows by using truncations as in the proof above. 
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Example 3.23. We again look at the matroid M on E = {1, . . . ,4} from Examples
2.12 and 3.15,(1). From the latter we recall the linear relation
M =M(∅,{1,4},E) +M(∅,{2,3},E) −M(∅,E) .
Computing the G-invariants on the right hand side, we see thatG(M) = (2γ(0,1,3) + γ(0,2,2)) + (2γ(0,1,3) + γ(0,2,2)) − 4γ(0,1,3)= 2γ(0,2,2) .
Indeed, M has two maximal chains of flats, (∅,{1,4},E) and (∅,{2,3},E).
4. COUNTING NESTED MATROIDS
We have shown that nested matroids are a basis for Mr,n, so naturally we want
to determine their exact number. It was already pointed out in [OPR82] that the
number of isomorphism classes of nested matroids of rank r on n elements is (n
r
). We
will show that without taking isomorphisms into account, we still get a familiar
number.
Definition 4.1. Let n ≥ 1 and 0 ≤ r < n. The Eulerian number Ar,n is the number
of permutations on {1, . . . , n} with r ascents. An ascent of a permutation σ is a
number i ∈ {1, . . . , n − 1}, such that σ(i) < σ(i + 1).
Remark 4.2. Another interpretation of these numbers is the following:
For 0 < k < n, define the hypersimplex
∆k,n ∶= {(x1, . . . , xn), xi ∈ [0,1],∑xi = k} .
ThenAr,n is the lattice volume of ∆r+1,n+1 (see [LP07] for a discussion of a concrete
unimodular triangulation of the hypersimplex).
We note a few properties of these numbers here, which can be found in most stan-
dard textbooks on combinatorics such as [GKP94]:● By definition, we have ∑n−1r=0 Ar,n = n!.● The Eulerian numbers are symmetric: Ar,n = An−r−1,n.● The generating function of the Eulerian numbers is∞∑
n=0
∞∑
r=0Ar,n
xrtn
n!
= x − 1
x − e(x−1)t .
Definition 4.3. We denote byNr,n the number of loopfree nested matroids of rank
r on n labeled elements.
Lemma 4.4. Nr,n is determined by the following recursive relation:
Nr,n = 1 + r−1∑
k=1(
k+n−r∑
s=k+1 (ns)Nr−k,n−s) if r > 1 ,
and N1,m = 1 for any m ≥ 1.
Proof. There is only one loopfree matroid of rank 1 on m elements, the uniform
matroid, which is also nested. Hence N1,m = 1.
We build a nested matroid of rank r > 1 by recursively constructing its chain of
cyclic flats. The first one is always the empty set of rank zero, as the matroid is
loopfree. We consider the choices we have for the first nonempty cyclic flat F : We
can choose its rank k and its size s. If the rank is r, then F = E and there is only one
nested matroid of this form. Otherwise pick any rank 1 ≤ k < r. By (Z2) of Theorem
2.10, the size s of F has to be at least k + 1 and can be at most k + n − r. We clearly
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have (n
s
) possibilities to choose such an F . For each nested matroid of rank r on [n]
whose chain of cyclic flats is of the form(∅,0) ⊊ (F1 = F, r1 = k) ⊊ ⋅ ⋅ ⋅ ⊊ (Fl, rl), the
deletion of F gives a nested matroid of rank r−k on n−s elements. Conversely, we
can take any such matroid and lift it to a nested matroid of rank r on n elements,
whose chain of cyclic flats starts with (∅,0) ⊊ (F, k). This proves the claim. 
Theorem 4.5. For any n ≥ 1 and 1 ≤ r ≤ n, we have
Nr,n = Ar−1,n .
Proof. We prove this by showing equality of generating functions. As stated above,
we have ∞∑
n=0
∞∑
r=0Ar,n
xrtn
n!
= x − 1
x − e(x−1)t .
Here we set A0,0 = 1 and Ar,n = 0 if 0 < n ≤ r or min{n, r} < 0.
In accordance with this, we define
N1,0 = 1 and Na,b = 0 for all (a, b) ∉ {(r, n); 1 ≤ r ≤ n,1 ≤ n} ∪ {(1,0)} .
We can then rewrite the formula of Lemma 4.4 as
Nr,n = ∞∑
k=1
∞∑
s=k+1(ns)Nr−k,n−s, if r > 1 .
We thus compute:
f(x, t) = ∞∑
n=0
∞∑
r=0Nr+1,n
xrtn
n!
= ∞∑
n=0N1,n
tn
n!
+ ∞∑
n=0
∞∑
r=1( ∞∑k=1
∞∑
s=k+1(ns)Nr−k+1,n−s) x
rtn
n!
= et + ∞∑
k=1
∞∑
s=k+1
xkts
s!
( ∞∑
n=0
∞∑
r=1Nr−k+1,n−s
xr−ktn−s(n − s)! )´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=f(x,t)
= et + f(x, t)( ∞∑
k=1(et −
k∑
i=0
ti
i!
)xk)
= et + f(x, t)(xet − etx
1 − x + 1) .
Solving for f , we get
f(x, t) = −et(1 − x)
xet − etx = x − 1x − e(x−1)t .

5. THE INTERSECTION PRODUCT
In this section, we will study the properties of the intersection product on Mn.
We will first prove that each nested matroid is a certain product of corank one
matroids. We will then study when certain products of matroids vanish in Mn.
Finally we will show that Mn fulfills a Poincare´-type duality.
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5.1. Chain products.
Definition 5.1. Fix a ground set E of size n. One sees easily that a loopfree corank
one matroid is uniquely determined by fixing its set of coloops G, where 0 ≤ ∣G∣ ≤
n − 2. It must then be of the form
HG ∶= U∣G∣,G ⊕U∣Gc∣−1,Gc .
Given a chain of sets G = (G1 ⊊ ⋅ ⋅ ⋅ ⊊ Gk) with ∣Gk ∣ ≤ n − 2, we define its chain
product to be
MG ∶=HG1 ∧ ⋅ ⋅ ⋅ ∧HGk .
We also fix the following notation for set systems: For a set S and a positive integer
l, we write S⊕l for the l-fold concatenation of S, i.e.
S⊕l = (S,⋯, S)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
l times
.
Remark 5.2. We make a few observations about chain products and corank one
matroids that are easily verified:● MG is a loopfree matroid of rank n − k. In fact, its bases are given byB(MG) = {E/{j1, . . . , jk}; ji ∉ Gi for all i and ∣{j1, . . . , jk}∣ = k} .
Hence we have MG =HG1 ⋅ . . . ⋅HGk .● For any loopfree matroidM with rank(M) > 1 and any corank one matroid
HG, their matroid intersection fulfills rank(M ∧HG) = rank(M)−1 (it may
have loops, though).
Lemma 5.3. The bases of MG are
{B ∈ ( [n]
n − k); ∣Gi/B∣ ≤ i − 1 for all i = 1, . . . , k} .
Proof. By our remark above the bases of MG are of the form E/{j1, . . . , jk}, with
ji ∈ Gci . In particular, Gi/B can contain at most j1, . . . , ji−1. Thus any basis of MG
is of the given form.
Conversely let B ∈ ( [n]
n−k) with ∣B ∩Gi∣ ≥ ∣Gi∣ − (i − 1) for all i. In particular B =
E/{j1, . . . , jk} for some ji ∈ [n]. We define an ordering on [n] in the following
manner. For j ∈ [n], let mG(j) ∶= min{i; j ∈ Gi}. Then we say that j <G j′ if and
only if mG(j) < mG(j′) or equality holds and j < j′. We can assume without loss
of generality that j1 <G ⋅ ⋅ ⋅ <G jk. By assumption, j1 must lie in Gc1, so mG(j1) ≥ 2.
Using the fact that ∣Bc ∩G2∣ ≤ 1, one sees that j2 lies in Gc2. One can continue
inductively to see that in fact ji ∈ Gci for all i, which concludes the proof. 
Proposition 5.4. Let G = (G1 ⊊ ⋯ ⊊ Gk) with ∣Gk ∣ ≤ n − 2 and k ≥ 1. Then MG is a
transversal matroid. More precisely:
MG =M[AG] ∶=M [G⊕∣G1∣1 ,G⊕∣G2/G1∣−12 ,⋯,G⊕∣Gk/Gk−1∣−1k ,E⊕∣Gck ∣−1] .
Proof. For this one only needs to verify that the bases of M[AG] are of the form
given in Lemma 5.3, which is obvious. 
Remark 5.5. Pick any chain G = (G1, . . . ,Gk) with ∣Gi∣ = i−1. Then the proposition
above tells us that
MG =M [E⊕n−k] = Un−k,n .
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So we see that one matroid can have multiple representations as a chain product.
However, the transversal presentation given above identifies it uniquely, as we
will shortly prove. This tells us that for any two representations
N =HG1 ⋅ ⋅ ⋅ ⋅ ⋅HGk =HG′1 ⋅ ⋅ ⋅ ⋅ ⋅HG′k ,
we must have ∣Gi∣ = ∣G′i∣ for all i = 1, . . . , k. Also if ∣Gi/Gi−1∣ > 1, we actually must
have Gi = G′i.
Lemma 5.6. The presentation AG is maximal.
Proof. By Remark 2.14, maximality is fulfilled if we can show that for all i = 1, . . . , k,
the matroid Mi ∶=M[AG]∣Gci is coloop-free.
We can rewrite Lemma 5.3 to see that the bases of MG are
{B ∈ ( [n]
n − k); ∣B ∩Gci ∣ ≤ ∣Gci ∣ − k + (i − 1) for all i = 1, . . . , k} .
In addition, one can easily construct a basis where the above inequality is an equal-
ity (i.e., equivalently, ∣Gi/B∣ = i − 1 for all i). Hence the bases of Mi are all subsets
of Gci of size ∣Gci ∣ − k + (i − 1), so Mi is a uniform matroid of corank k − i + 1 ≥ 1,
which is coloop-free. 
Proposition 5.7. The set of chain products is equal to the set of loopfree nested matroids.
Proof. From Proposition 5.4 and Theorem 2.15 it is obvious that any chain prod-
uct is a nested matroid. Now let M ∶= M[A1, . . . ,Ak] be a nested matroid and
assume without loss of generality that k = rank(M). Since M is loopfree, we must
have Ak = E. Assume there is a j such that Aj+1/Aj = {x} for some x ∈ E. Then
M∣Acj =M[{x},Aj+2/Aj , . . . ,Ak/Aj] has x as a coloop so we can augment the pre-
sentation and replace Aj by Aj ∪ {x} without changing the matroid. Using similar
arguments, one can finally assume that M =M[A⊕t11 , . . . ,A⊕tkk ], such that● ∅ ⊊ A1 ⊊ ⋯ ⊊ Ak = E.● ∣Ai/Ai−1∣ ≥ 2 for all i > 1.● 0 < t1 ≤ ∣A1∣.● 0 < ti < ∣Ai/Ai−1∣ for all i > 1.● ∑ki=1 ti = rank(M).
One can then easily construct a chain that produces a chain product with this pre-
sentation. 
Corollary 5.8. The ring Mn is generated in corank one, more precisely: every matroid
can be written as a linear combination of products of corank one matroids.
Proof. By Theorem 3.12, every matroid is a linear combination of nested matroids.
By Proposition 5.7, every nested matroid is a product of corank one matroids. 
5.2. Vanishing conditions. In this section we study when certain products in Mn
vanish. More precisely, we will give necessary and sufficient criteria for a product
of a matroid and a nested matroid (written as a chain product) to be zero.
Lemma 5.9. Let M be a matroid on E of rank at least 2. Let HG be a corank one matroid.
Then the following are equivalent:
(1) M ⋅HG = 0.
(2) M has a rank one flat F such that F ∪G = E.
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Proof. Assume M has a rank one flat F such that F ∪ G = E. Pick any element
f ∈ F . As the elements from F are parallel, any basis B of M containing f must
fulfillB∩F = {f}. In other words,B/{f} ⊆ G. Since any basisB′ ofHG containing
f also contains all of G, we have B ∩ B′ = B, which is too large to be a basis of
M ∧HG. Hence f is a loop of M ∧HG and M ⋅HG = 0.
Conversely, assume M has no such flat and pick e ∈ E. Then there exists an el-
ement e′ ∉ G, such that {e, e′} is independent in M . Thus there is a basis B of
M containing {e, e′}. B′ ∶= E/{e′} is a basis of HG, so B ∩ B′ = B/e′ is a basis of
M ∧HG containing e. Hence, M ∧HG is loopfree. 
Lemma 5.10. Let M be a matroid of rank at least 2 and HG a corank one matroid such
that M ⋅HG ≠ 0. Then the flats of the intersection product are given by:F(M ⋅HG) = {F ∈ F(M) ∩F(HG);M/F ⋅HG/F ≠ 0}.
An equivalent formulation is the following: Let F be a flat of both M and HG. Then F is
also a flat of M ⋅HG if and only if one of the following two conditions is met:
(1) F ∪G = E.
(2) There is no flat F ′ of M that covers F and such that F ′ ∪G = E.
Proof. As M ′ ∶= M ⋅HG = M ∧HG is loopfree, a set F is a flat of M ′ if and only if
M ′/F is loopfree. But M ′/F = (M ∧HG)/F = (M/F ) ∧ (HG/F ). As F is a flat of
both M and HG, both factors are loopfree. This proves the first statement.
The second statement follows from the first, Lemma 5.9 and the fact that
HG/F = ⎧⎪⎪⎨⎪⎪⎩U∣G/F ∣,G/F , if F ∪G = E,HG/F , otherwise.
If F ∪G = E, then M/F ⋅HG/F =M/F ≠ 0, so F is a flat of M ⋅HG. Otherwise, F is
a flat if and only if M/F ⋅HG/F ≠ 0. As the rank one flats of M/F are all flats F ′/F ,
where F ′ covers F in F(M), this is equivalent to the second condition above. 
Lemma 5.11. LetM be a matroid on [n], HG a corank one matroid and assumeM ⋅HG ≠
0. Let ∅ ≠ F be a flat of both M and M ⋅HG. Then
rankM ⋅HG(F ) = ⎧⎪⎪⎨⎪⎪⎩rankM(F ) − 1, if F ∪G = ErankM(F ), otherwise.
Proof. We prove this by induction on s ∶= rankM(F ). s = 1 is obvious, so as-
sume s > 1. As rank(M ⋅ HG) = rank(M) − 1, it is clear that rankM ⋅HG(F ) ∈{rankM(F ), rankM(F ) − 1}. Hence we want to prove that
rankM ⋅HG(F ) = rankM(F ) − 1 if and only if F ∪G = E.
Assume F ∪G = E. Then by Lemma 5.10, any flat H covered by F cannot be a flat
of M ⋅MG. Hence rankM ⋅HG(F ) = rankM(F ) − 1.
Conversely, assume rankM ⋅HG(F ) = rankM(F ) − 1, but F ∪G ⊊ E. Pick any flat H
of M that is covered by F . If H is a flat of M ⋅HG, then we can use induction to
see that rankM ⋅HG(F ) = rankM ⋅HG(H)+ 1 = rankM(H)+ 1 = rankM(F ), which is a
contradiction. Hence H is not a flat of M ⋅HG. By Lemma 5.10, there must be a flat
H ′ coveringH such thatH ′∪G = E. In particular rankM(H ′) = rankM(F ) and flat
axioms tell us that F ∩H ′ = H . Denote by K = clM(F ∪H ′). By semimodularity,
we have rankM(K) ≤ rankM(F ) + rankM(H) − rankM(F ∩H ′) = rankM(F ) + 1.
Thus, K is a flat of M covering F such that K ∪G = E. But this implies that F is
not a flat of M ⋅HG, which is a contradiction. 
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Proposition 5.12. Let M be a matroid on [n] of rank at least 2 and MG =HG1 ⋅ ⋅ ⋅ ⋅ ⋅HGc
a nested matroid with c < n − corank(M). Then M ⋅MG = 0 if and only if the following
holds: There exists an i = 1, . . . , c and a flat F of M such that
(1) rankM(F ) = c − i + 1.
(2) F ∪Gi = E.
Proof. We prove this by induction on c. The case c = 1 is a reformulation of Lemma
5.9. Now let c > 1. We write M ′ ∶=M ⋅HG1 and N ′ ∶= HG2 ⋅ ⋅ ⋅ ⋅ ⋅HGc . Hence N ′ is a
nested matroid of corank c − 1.
First assume M ⋅MG = 0. Then either M ′ = 0 or M ′ ⋅N ′ = 0. If M ′ = 0, Lemma 5.9
tells us that there exists a rank one flat F of M such that F ∪G1 = E and we are
done. If M ′ ≠ 0, but M ′ ⋅N ′ = 0, we can use induction to see that there exists an
i′ = 1, . . . , c − 1 and a flat F of M ′ such that
(1) rankM ′(F ) = c − i′.
(2) F ∪Gi′+1 = E.
As M ′ is a quotient of M , F is also a flat of M . We now distinguish two cases. If
rankM(F ) = rankM ′(F ) + 1, then by Lemma 5.11, we must have F ∪G1 = E and
since rankM(F ) = c − i′ + 1 ≤ c, we can replace F by any flat of rank c that contains
it. If rankM(F ) = rankM ′(F ), we can pick i = i′ + 1 and the two conditions are
fulfilled.
Conversely, assume we have a flat F of M and an i ∈ {1, . . . , c} with the required
properties. If i = 1, then F is a flat of rank one inM ⋅HG1 ⋅ . . .HGc−1 by Lemmas 5.10
and 5.11. SoM ⋅MG = 0 by Lemma 5.9. Hence we assume i > 1. First assume that F
is not a flat of M ′. If F is not even a flat of HG1 , then we must have F ∪G1 = E/{x}
for some x ∈ E by definition ofHG1 . The properties of the flats of a matroid dictate
that there has to be a flat F ′ of M covering F such that x ∈ F ′, so F ′ ∪ G1 = E.
If F is a flat of HG1 , then by Lemma 5.10, there also exists such a flat F
′. As
rankM(F ′) = rankM(F ) + 1 = c − i + 2 ≤ c, we can simply replace F by a larger flat
fulfilling the two conditions (1) and (2).
Thus we can assume that F is indeed a flat of M ′. Now we distinguish two cases:
If rankM(F ) = rankM ′(F ) + 1, then F ∪G1 = E by Lemma 5.11 and since G1 ⊆ G2,
we can apply induction to see that M ′ ⋅N ′ = 0. If rankM(F ) = rankM ′(F ), then we
have rankM ′(F ) = c − i + 1 = (c − 1) − (i − 1) + 1 and again we have M ′ ⋅N ′ = 0 by
induction. 
5.3. Poincare´ duality and the matroid polytope algebra. By Theorem 4.5 and the
symmetry of the Eulerian numbers, we already know that the free Z-modulesMr,n
and Mn−r+1,n are isomorphic. From a purely matroid-theoretic perspective this
might seem somewhat odd, as one would maybe rather have expected Mr,n to
be isomorphic to Mn−r,n. However, from a geometric perspective, the statement
makes immediate sense, as the corresponding matroid fans have complementary
dimensions. We will now see that there is another geometric interpretation of the
ring Mn, which makes it immediately clear what the isomorphism must be.
Proposition 5.13. The ring Mn is isomorphic to the cohomology ring A∗(X(Permn))
of the toric variety corresponding to the normal fan of the permutohedron of order n.
Proof. By [FS97], A∗(X(Permn)) is the ring of all tropical cycles which are sup-
ported on some skeleton of the normal fan of the permutohedron. This normal
fan is B(Un,n), the fan of all chains, so we see that Mn is in fact a subring of
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A∗(X(Permn)). It is a classical fact that the permutohedral variety has Eulerian
numbers as Betti numbers, so the claim follows from Theorem 4.5. 
Corollary 5.14. Let 2 ≤ n,1 ≤ r ≤ n. The intersection product on Mn induces a perfect
pairing
Mr,n ×Mn−r+1,n →M1,n ≅ Z ,
i.e. it induces an isomorphism Mr,n →Hom(Mn−r+1,n,Z) ≅Mn−r+1,n.
Proof. This is immediate from Proposition 5.13, asX(Permn) is a smooth and com-
plete toric variety. 
Remark 5.15. A more general version of this can be found in [AHK15, Theorem
6.19], where Poincare´ duality is shown for the ring of cycles supported on skeleta
of an arbitrary Bergman fan.
It has been shown [FS97, JY16] that the intersection ring Z fann−1 of all tropical fan
cycles in Rn/1 is isomorphic to McMullen’s polytope algebra Πn−1 [McM89] (con-
sidered overQ). This is the algebra generated by symbols [P ] for each polytope in
Rn−1, modulo translations and the identity [P ∪Q] = [P ]+ [Q]− [P ∩Q] whenever
P ∪Q is a polytope.
The isomorphism is defined by mapping the class [P ] of a polytope to
exp(P ) = n−1∑
i=0
1
i!
HiP ,
where HP denotes the tropical hypersurface dual to P . As a set, this is just the
codimension one skeleton of the normal fan of P . The weight of a maximal cell of
HP is the lattice length of the dual edge of P . HiP is the i-fold intersection product
of the hypersurface.
It follows that MQn ∶=Mn ⊗Z Q is isomorphic to a subring of Πn−1. We can identify
this subring precisely. For a matroid M (possibly with loops), its matroid polytope
is
PM ∶= conv{∑
i∈B ei; B a basis of M} ⊆ Rn .
Forgetting the last coordinate is a linear equivalence on PM , so we can consider[PM ] as an element of Πn−1. Also, the normal fan of PM has a lineality space
containing 1, so its hypersurface can be seen as a cycle in Rn/1.
Corollary 5.16. Under the isomorphism exp, we have
MQn ≅ Q[[PM ];M a matroid on {1, . . . , n}] .
Note that M is allowed to have loops.
Proof. It is easy to see that for any matroid polytope PM , its hypersurface is con-
tained in the codimension one skeleton of the normal fan of the permutohedron.
So by Proposition 5.13 exp maps [PM ] intoMn. It remains to see that exp is surjec-
tive onto MQn . By Corollary 5.8, it suffices to show that every corank one matroid
HG is in the image. But the matroid fan of HG is the hypersurface dual to the
polytope conv{ei, i ∉ G}, which is the matroid polytope of (HG)∗. 
Remark 5.17. We already mentioned the matroid polytope modules studied by
Derksen and Fink in [DF10]. The additive structure they consider is basically
the same as on McMullen’s polytope algebra, except that polytopes differing by
a translation are not considered equal. In particular, it follows from Corollary 5.16
thatMr,n is a quotient module of their module PM(n, r). One of their main results
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is the fact that G(M) is the universal valuative matroid invariant, in particular it is
a linear map on PM(n, r). Hence Theorem 3.17 would also follow from their result
and the fact that G is compatible with translations of polytopes.
6. OUTLOOK
In this section we outline some interesting questions and connections for further
research.
6.1. Matroid homology. For each r ≥ 1 and each i ∈ [n] there are two natural Z-
module homomorphisms di ∶ Mr,n → Mr,n−1 and ci ∶ Mr,n → Mr−1,n−1 given on
matroids by
di(M) ∶= ⎧⎪⎪⎨⎪⎪⎩M/i, if i is not a coloop of M,0, otherwise.
ci(M) ∶= ⎧⎪⎪⎨⎪⎪⎩M/i, if clM({i}) = {i},0, otherwise.
It is not obvious that these give well-defined maps. Tropical geometry comes to
the rescue also in this case: Geometrically, di corresponds to the push-forward of
tropical cycles along a coordinate projection and ci is the “intersection product
with the hyperplane at xi = ∞”. In both cases it is known that these operations
commute with taking sums of cycles (see [Sha13] for proofs). These operations
are defined to be zero whenever the dimension of the result does not match the
expected dimension.
Let M = ⊕n≥0Mn. In [ABGW00], the authors show that one can define boundary
maps on the free abelian group over all matroids using alternating sums of dele-
tions or contractions. It is not hard to see that the same works for the maps di and
ci, i.e. if we set
∂d ∶M→M,M ↦∑(−1)idi(M)
∂c ∶M→M,M ↦∑(−1)ici(M) ,
then ∂2d = ∂2c = 0. This allows us to define homology groups of matroids or minor-
closed classed of matroids. Computational experiments suggest that when taking
all matroids these homology groups always vanish, which seems not at all obvi-
ous.
6.2. The matroid of matroids and the polytope of matroids. Identifying each ma-
troid with its indicator vector of chains vM makes the set of all loopfree matroids
of rank r into a matroid. So far, we have proven rather little about this matroid.
We know its rank, which is Ar−1,n. Furthermore it is, by definition, realizable over
any field of characteristic zero.
Of particular interest are the circuits. More precisely, it would be interesting to
understand the kernel of the map Φr,n ∶ Mfreer,n → Vr,n, especially since the total
number of loopfree matroids of rank r on n labeled elements is obviously Ar−1,n +
dim ker Φr,n.
If one considers the vector spaceMQn in the coordinates given by the basis of nested
matroids, one can take the convex hull of the points corresponding to matroids.
One can show that this is an empty lattice polytope (i.e. it has no interior lattice
points), whose vertices are exactly the matroids. Since various matroid invariants
define linear maps on Mn, as shown in 3.4, this provides a new approach to open
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extremality questions, such as the one posed by Bonin and de Mier [BdM08] about
the maximal possible number of cyclic flats of a matroid. Hence it seems essential
to understand the combinatorial structure of this polytope of matroids.
6.3. Regular subdivisions of matroid polytopes. It was suggested in [AHR14]
that there should be an analogue of the polytope algebra which is isomorphic to
the intersection ring of all tropical cycles (not just fans). The correct object would
likely be an algebra of regular subdivisions of polytopes. One could again consider
the subalgebra generated by matroid polytopes and their regular subdivisions and
study its tropical counterpart. This might provide an interesting approach to un-
derstanding regular subdivisions of matroid polytopes better.
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