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Abstract
We propose a stochastic gradient descent algorithm for learning the gradient of a regression function from random samples of
function values. This is a learning algorithm involving Mercer kernels. By a detailed analysis in reproducing kernel Hilbert spaces,
we provide some error bounds to show that the gradient estimated by the algorithm converges to the true gradient, under some
natural conditions on the regression function and suitable choices of the step size and regularization parameters.
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1. Introduction
Large data sets and functions of many variables appear naturally in physical or biological systems and vast situ-
ations of computer applications. Selecting important variables and features becomes a crucial topic in various fields
of science and technology. A mathematical point to view the importance of a variable of a function is to measure the
corresponding variance or partial derivative in suitable forms. This leads to the problem of learning the gradient of
a multivariate function from random samples of function values.
Algorithms for learning gradients generated by regularization schemes in reproducing kernel Hilbert spaces have
been investigated in [7,8] where the algorithms are implemented by either solving linear systems or some optimization
problems. On the other hand, standard online learning algorithms for regression and classification take forms of
stochastic gradient descent schemes [3,9,13,14]. They involve one sample at each step and do not involve solving
linear systems or optimization problems. In this paper we use the idea of online learning algorithms and propose
a stochastic gradient descent algorithm for learning gradients without solving linear systems which can improve the
computational efficiency when the sample size is very large.
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the marginal distribution ρX on X and conditional distributions ρ(·|x) at x ∈ X. The regression function fρ : X → R
associated with ρ is defined as
fρ(x) =
∫
Y
y dρ(y|x), x ∈ X. (1.1)
Denote x = (x1, x2, . . . , xn)T ∈ Rn. The gradient of the regression function fρ is the vector of functions (if the
partial derivatives exist)
∇fρ =
(
∂fρ
∂x1
,
∂fρ
∂x2
, . . . ,
∂fρ
∂xn
)T
. (1.2)
Assume z = {(xi, yi)}mi=1 is a random sample independently drawn according to ρ. Our goal is to learn ∇fρ from
the sample z.
The algorithm introduced in [8] is based on the Taylor expansion fρ(u) ≈ fρ(x) + ∇fρ(x) · (u − x) for u ≈ x.
When x = xi , u = xj , we expect yi ≈ fρ(x) and yj ≈ fρ(u). The requirement xi ≈ xj is governed by setting weights
w(x) = w(s)(x) = 1
sn+2
e
− |x|2
2s2 and wi,j = w(s)i,j =
1
sn+2
e
− |xi−xj |
2
2s2 = w(xi − xj ). (1.3)
Replacing ∇fρ by an unknown function vector f = (f 1, f 2, . . . , f n)T , a least-square type learning algorithm is
defined in [8] as
fz,λ := arg minf∈HnK
{
1
m2
m∑
i,j=1
w
(s)
i,j
(
yi − yj + f (xi) · (xj − xi)
)2 + λ‖ f ‖2HnK
}
, (1.4)
where λ, s are two positive constants called the regularization parameters. Here K : X × X → R is a Mercer kernel
(continuous, symmetric and positive semidefinite) andHK is the reproducing kernel Hilbert space (RKHS) associated
with the Mercer kernel K (see [1]). The hypothesis space HnK in (1.4) is the n-fold of HK consisting of vectors of
functions f = (f 1, f 2, . . . , f n)T with norm ‖ f ‖HnK = {
∑n
=1 ‖f ‖2K }1/2.
The algorithm (1.4) is implemented by solving a linear system for the coefficients {ci,z}mi=1 of fz,λ =
∑m
i=1 ci,zKxi
where ci,z ∈ Rn and for x ∈ X, Kx is the function in HK given by Kx(u) = K(x,u). The coefficient matrix for the
linear system is of size md with d being the rank of the matrix [xi − xm]m−1i=1 . This size is huge when the sample size
m is very large. Approximation algorithms which involve solving linear systems with coefficient matrices of smaller
sizes are possible and can be found in [8]. Here we shall improve the computational efficiency by ideas of online
algorithms, which leads to an algorithm without solving linear systems.
Definition 1. The stochastic gradient descent learning algorithm is defined for the sample z ∈ Zm by f z1 = 0 and for
t ∈ N,
f zt+1 = f zt −
ηt
m2
m∑
i,j=1
w
(s)
ij
(
yi − yj + f zt (xi) · (xj − xi)
)
(xj − xi)Kxi − ηtλt f zt . (1.5)
Here {ηt } is the sequence of step sizes and {λt } is the sequence of regularization parameters.
2. Main results on learning gradients
Our first main result shows that { f zt } is a good approximation of a noise-free limit of the function (1.4) defined in
[8] as a solution of the following minimization problem which we refer as regularizing function
f ∗λ = arg minf∈HnK
{∫
Z
∫
Z
w(x − u)(y − v + f (x) · (u− x))2 dρ(x, y) dρ(u, v)+ λ‖ f ‖2HnK
}
. (2.1)
Denote κ = supx∈X
√
K(x,x) and Diam(X) = supx,y∈X |x − y|.
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λt = λ1t−γ , ηt = η1t−α, t ∈ N. (2.2)
Define { f zt } by (1.5) and { f ∗λ } by (2.1). If |y| M almost surely, then for any 0 < δ < 1, with confidence 1 − δ, we
have ∥∥ f zt − f ∗λt∥∥HnK  C˜(1 + ‖ fρ,s‖HnK )
{
log
4
δ
t2γ√
msn+2
+ t2γ+α−1
}
(2.3)
where C˜ is a constant independent of m, t , s or δ and fρ,s is the function defined by
fρ,s =
∫
X
∫
X
w(s)(x − u)(fρ(u)− fρ(x))(u− x)Kx dρX(x)dρX(u). (2.4)
The proof of Theorem 1 follows from Theorems 3 and 4 and an exact expression for the constant C˜ depending on
γ , α, λ1, η1, κ , n, Diam(X) and M can be easily found.
Our second main result follows from Theorem 1 and the analysis in [8]. It states how the gradient ∇fρ is learned
by the scheme (1.5). Since we are learning gradients, some regularity conditions on both the marginal distribution
and the density are required. The condition (2.6) below means the density of the marginal distribution is in the
Hölder space with index τ . The condition (2.5) below is about the behavior of ρX near the boundary of X where
{x ∈ X: infu∈Rn\X |u − x|  s} consists of points on X lying near the boundary within the distance s. When the
boundary is piecewise smooth, (2.6) implies (2.5).
Theorem 2. Suppose that for some 0 < τ  2/3, cρ > 0, the marginal distribution ρX satisfies
ρX
({
x ∈ X: inf
u∈Rn\X |u− x| s
})
 c2ρs4τ , ∀s > 0, (2.5)
and the density p(x) of dρX(x) exists and satisfies
sup
x∈X
p(x) cρ,
∣∣p(x)− p(v)∣∣ cρ |v − x|τ , ∀v, x ∈ X. (2.6)
Assume that ∇fρ ∈ HnK and the kernel K is C3. Let 0 < γ < 2/5 and 0 < β < 14+ (2n+4)γ
τ
. If we choose λt = t−γ ,
ηt = t 52 γ−1, s = s(m) = (κcρ) 2τ m− βγτ and take mβ  t  2mβ , then for any 0 < δ < 1, with confidence 1 − δ, we
have ∥∥ f zt − ∇fρ∥∥(L2ρX )n  C˜ρ,K log
(
2
δ
)(
1
m
)θ
, (2.7)
where
θ = min
{
βγ
2
,
1
2
− 2β − (n+ 2)βγ
τ
}
(2.8)
and C˜ρ,K is a constant independent of m, t or δ.
Proof. Lemma 16 and the last inequality on page 533 of [8] tell us that under the assumptions (2.5), (2.6) and K ∈ C3,
we have
‖ fρ,s‖HnK  Cρ,K
(
s + cρn(2π)n/2κ2‖∇fρ‖HnK
)
.
Proposition 15 there also gives∥∥ f ∗λ − ∇fρ∥∥(L2ρX )n  Cρ,K
{
s
λ
+ ‖∇fρ‖HnK
√
λ
}
.
Here Cρ,K is a constant depending on K and ρ. These estimates and Theorem 1 imply that with confidence 1 − δ,∥∥ f zt − ∇fρ∥∥(L2ρX )n  C˜′(1 + ‖∇fρ‖HnK ) log 4δ
{
t2γ√
msn+2
+ t2γ+α−1 + stγ + t−γ /2
}
.
The learning rate (2.7) follows from the choice of the parameters. 
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by (2.8) in the learning rate (2.7) can be arbitrarily close to 134+6n . This is very small, showing that the convergence
of the algorithm is slow. Similar rates were given for the algorithm (1.4) in [8] and improved rates have been obtained
by assuming that the input space X is a low-dimensional Riemannian manifold. See [12] where the improved rate
has power index depending on the manifold dimension instead of the underlying space dimension. Using the analysis
from [12] similar improvements can be done for the algorithm (1.5) in the manifold setting.
3. Sample error analysis
A noise-free limit of the sequence (1.5) is the sequence { ft }t∈N defined by f1 = 0 and
ft+1 = ft − ηt
∫
Z
∫
Z
w(x − u)(y − v + ft (x) · (u− x))(u− x)Kx dρ(x, y) dρ(u, v)− ηtλt ft . (3.1)
Our error analysis for proving Theorems 1 and 2 consists of two parts: sample error and approximation error.
This is a procedures for analyzing other regularization schemes [2,4–6]. The main difficulty here lies in the double
index summation in (1.5) and we shall tackle this problem by a McDiarmid–Bernstein type probability inequality for
random variables with values in the Hilbert space of Hilbert–Schmidt operators.
In this section we estimate the sample error ‖ f zt − ft‖ by means of the sampling operator [10,11] and a probability
inequality.
3.1. Sampling operator
Definition 2. The sampling operator Sx :HnK → Rmn associated with a discrete subset x = {xi}mi=1 of X is defined by
Sx( f ) =
( f (xi))mi=1 = ( f (x1), . . . , f (xm))T .
The adjoint of the sampling operator, STx : Rmn →HnK , is given by
STx c =
m∑
i=1
ciKxi , c = (ci)mi=1 = (c1, . . . , cm)T ∈ Rmn.
Let us express (1.5) in terms of the sampling operator. Notice that
f zt (xi) · (xj − xi)(xj − xi) = (xj − xi)(xj − xi)T f zt (xi) = (xj − xi)(xj − xi)T
(
Sx
( f zt ))i .
If we single out one summation
∑m
j=1 from (1.5) as
Bi =
m∑
j=1
wi,j (xj − xi)(xj − xi)T ∈ Rn×n, Yi =
m∑
j=1
wi,j (yj − yi)(xj − xi) ∈ Rn, (3.2)
we see that
f zt+1 = (1 − ηtλt ) f zt −
ηt
m2
{
−
m∑
i=1
YiKxi +
m∑
i=1
KxiBi
(
Sx
( f zt ))i
}
.
Denote Dx = diag{B1,B2, . . . ,Bm} ∈ Rmn×mn and Y = (Y1, Y2, . . . , Ym)T ∈ Rmn. Then we know that
f zt+1 = (1 − ηtλt ) f zt +
ηt
m2
STx
Y − ηt
m2
STx DxSx
( f zt ). (3.3)
This verifies the following expression for the sequence { f zt }. For simplicity, we denote
∏t
k=t+1(I −Lx,k) = I.
Lemma 1. Let Lx,t := ηtm2 STx DxSx + ηtλt I . If { f zt } is defined by (1.5), then
f zt =
t−1∏
i=1
(I −Lx,i ) f z1 +
t−1∑
i=1
t−1∏
k=i+1
(I −Lx,k) ηi
m2
STx
Y . (3.4)
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To continue our study, we need to consider the convergence of the operator 1
m2
STx DxSx to the integral operator
LK,s :HnK →HnK defined by
LK,s f =
∫
X
∫
X
w(x − u)(u− x)(u− x)T f (x)Kx dρX(x)dρX(u), f ∈HnK. (3.5)
This will be realized by the following McDiarmid–Bernstein type probability inequality for vector-valued random
variables [8] with values in Hilbert spaces.
Lemma 2. Let z = {zi}mi=1 be independently drawn according to a probability distribution ρ on Z, (H,‖ · ‖) be
a Hilbert space, and F : Zm → H be measurable. If there is M˜  0 such that ‖F(z) − Ezi (F (z))‖  M˜ for each
1 i m and almost every z ∈ Zm, then for every  > 0,
Probz∈Zm
{∥∥F(z)− Ez(F(z))∥∥ } 2 exp{− 22(M˜ + σ 2)
}
, (3.6)
where σ 2 :=∑mi=1 supz\{zi }∈Zm−1 Ezi {‖F(z)−Ezi (F (z))‖2}. For any 0 < δ < 1, with confidence 1 − δ, there holds∥∥F(z)−Ez(F(z))∥∥ 2 log 2
δ
{
M˜ +
√
σ 2
}
 2(1 + √m) log 2
δ
M˜.
If we view 1
m2
STx DxSx and LK,s as elements in (L(HnK),‖ · ‖L(HnK)), the space of bounded linear operators onHnK , Lemma 2 cannot be applied directly since L(HnK) is a Banach space, not a Hilbert space. So we restrict our
attention to a subspace of L(HnK), HS(HnK), the space of Hilbert–Schmidt operators on HnK , with inner product〈A,B〉HS(HnK) = Tr(BT A). Here Tr denotes the trace of a (trace-class) linear operator. The space HS(HnK) is a
subspace of L(HnK) with the norm relations
‖A‖L(HnK)  ‖A‖HS(HnK), ‖AB‖HS(HnK)  ‖A‖HS(HnK)‖B‖L(HnK). (3.7)
Moreover, HS(HnK) is a Hilbert space and contains operators 1m2 STx DxSx and LK,s . So we can apply Lemma 2 to this
Hilbert space.
Lemma 3. Let x = {xi}mi=1 be independently drawn from (X,ρX). With confidence 1 − δ, we have∥∥∥∥ 1m2 STx DxSx −LK,s
∥∥∥∥
HS(HnK)
 17κ
2(Diam(X))2
√
n√
msn+2
log
2
δ
. (3.8)
Proof. Let H = HS(HnK). Consider the function F : Xm → H with values in H = HS(HnK) defined by
F(x) = 1
m2
STx DxSx.
For f ∈HnK we have
F(x)( f ) = 1
m2
m∑
k=1
m∑
j=1
w(xk − xj )(xj − xk)(xj − xk)T f (xk)Kxk .
The reproducing property of the RKHS HK says that
f (x) = 〈f,Kx〉K ∀x ∈ X, f ∈HK.
It tells us that the operator Ax :HK →HK given by Ax(f ) = f (x)Kx = 〈f,Kx〉KKx is a rank-one operator, hence
in HS(HK). Moreover, by [4,11] we know that ‖Ax‖HS(HK) = K(x,x). It follows that ‖ Ax‖HS(HnK) 
√
nK(x, x)
where Ax is the operator on HnK mapping f to f (x)Kx . Hence for any x ∈ Xm,
F(x) = 1
m2
m∑ m∑
w(xk − xj )(xj − xk)(xj − xk)T Axk ∈ HS
(HnK).
k=1 j=1
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Let i ∈ {1, . . . ,m}. We see that
Exi
(
F(x)
)= 1
m2
∑
k,j =i
w(xk − xj )(xj − xk)(xj − xk)T Axk
+ 1
m2
∑
j =i
∫
X
w(xj − x)
[
(x − xj )(x − xj )T Axj + (xj − x)(xj − x)T Ax
]
dρX(x).
So
F(x)− Exi
(
F(x)
)= 1
m2
∑
j =i
w(xj − xi)
[
(xi − xj )(xi − xj )T Axj + (xj − xi)(xj − xi)T Axi
]
− 1
m2
∑
j =i
∫
X
w(xj − x)
[
(x − xj )(x − xj )T Axj + (xj − x)(xj − x)T Ax
]
dρX(x).
Since ‖ Ax‖HS(HnK) 
√
nK(x, x)√nκ2 and w(x) 1
sn+2 , we see that∥∥F(x)− Exi (F(x))∥∥HS(HnK)  4(m− 1)κ2(Diam(X))2
√
n
m2sn+2
.
Observe that Ex( 1m2 S
T
x DxSx) = Ex(F (x)) = m−1m LK,s . Applying Lemma 2 with M˜ = 4(m−1)m2sn+2 (Diam(X))2κ2
√
n
and using the bound ‖LK,s‖HS(HnK) 
κ2(Diam(X))2
√
n
sn+2 we see that the stated error bound holds true. 
To understand the difference between f zt and ft , we need to study the convergence of 1m2 STx Y to the function
defined by (2.4).
Lemma 4. Let z be a sample independently drawn from (Z,ρ). With confidence 1 − δ, we have∥∥∥∥ 1m2 STx Y − fρ,s
∥∥∥∥HnK 
34MκDiam(X)√
msn+2
log
2
δ
. (3.9)
Proof. We apply Lemma 2 to the Hilbert space H =HnK and the function F : Zm →HnK given by
F(z) = 1
m2
STx
Y = 1
m2
m∑
k=1
m∑
j=1
w(xk − xj )(yj − yk)(xj − xk)Kxk .
Since the terms with k = j vanish, we see that Ez(F (z)) = m−1m fρ,s .
Let i ∈ {1, . . . ,m}. We find that
F(z)− Ezi
(
F(z)
)= 1
m2
∑
j =i
w(xj − xi)(yj − yi)(xj − xi)(Kxi +Kxj )
− 1
m2
∑
j =i
∫
X
w(xj − x)
(
yj − fρ(x)
)
(xj − x)(Kx +Kxj ) dρX(x).
Then for almost every z ∈ Zm,∥∥F(z)− Ezi (F(z))∥∥HnK  8(m− 1)Mκ Diam(X)m2sn+2 .
Lemma 2 tells us that for any 0 < δ < 1, with confidence 1 − δ there holds∥∥∥∥ 1m2 STx Y − m− 1m fρ,s
∥∥∥∥HnK 
16(1 + 1/√m)Mκ Diam(X)√
msn+2
log
2
δ
.
But ‖ fρ,s‖HnK  2Mκ Diam(X)sn+2 . Then our conclusion follows. 
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The sequence { ft } has an expression similar to (3.4) for { f zt }.
Lemma 5. For the operator LK,s given by (3.5) and { ft } by (3.1), we have
ft =
t−1∏
i=1
(I −LK,λi ,ηi ) f1 +
t−1∑
i=1
t−1∏
k=i+1
(I −LK,λk,ηk )ηi fρ,s, (3.10)
where LK,λi ,ηi := ηiLK,s + ηiλiI is an operator on HnK and
∏t
k=t+1(I −LK,λk,ηk ) =: I .
Proof. Note that
∫
Y
y dρ(y|x) = fρ(x) and ( ft (x) · (u − x))(u − x) = (u − x)(u − x)T ft (x). Then we can use the
operator LK,s and express the iteration (3.1) as
ft+1 =
(
I − (ηtLK,s + ηtλt I )
) ft + ηt fρ,s . (3.11)
The desired expression follows by applying the above relation iteratively. 
Now we can estimate the sample error ‖ f zt − ft‖HnK .
Theorem 3. Let { f zt } be given by (1.5) and { ft } by (3.1). If λi+1  λi  1 and ηi  1 for all i ∈ N, then for any
0 < δ < 1, with confidence 1 − δ, we have∥∥ f zt − ft∥∥HnK  17κDiam(X)√mλ2t−1sn+2
{
2Mλt−1 + κDiam(X)√n‖ fρ,s‖HnK
}
log
4
δ
. (3.12)
Proof. Denote
f zρ,t =
t−1∏
i=1
(I −Lx,i ) f z1 +
t−1∑
i=1
t−1∏
k=i+1
(I −Lx,k)ηi fρ,s . (3.13)
Let Z1 be a subset of Zm with measure at least 1 − δ such that (3.9) holds for any z ∈ Z1. Then from the positivity
of the operator STx DxSx on HnK , we know that for z ∈ Z1,
∥∥ f zt − f zρ,t∥∥HnK =
∥∥∥∥∥
t−1∑
i=1
t−1∏
k=i+1
(I −Lx,k)ηi
(
1
m2
STx
Y − fρ,s
)∥∥∥∥∥
L(HnK)

t−1∑
i=1
t−1∏
k=i+1
‖I −Lx,k‖L(HnK)ηi
34Mκ Diam(X)√
msn+2
log
2
δ
 34Mκ Diam(X)√
msn+2
log
2
δ
t−1∑
i=1
t−1∏
k=i+1
(1 − ηkλk)ηi .
In the last inequality above, we use the assumpsit
∏t
k=t+1(1 − ηkλk) = 1.
Since 1 λiλ−1t−1 and ηiλi = 1 − (1 − ηiλi), we see that
t−1∑
i=1
t−1∏
k=i+1
(1 − ηkλk)ηi  1
λt−1
{
t−1∑
i=1
t−1∏
k=i+1
(1 − ηkλk)−
t−1∑
i=1
t−1∏
k=i
(1 − ηkλk)
}
= 1
λt−1
{
1 −
t−1∏
(1 − ηkλk)
}
.k=1
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t−1∑
i=1
t−1∏
k=i+1
(1 − ηkλk)ηi  1
λt−1
. (3.14)
It follows that∥∥ f zt − f zρ,t∥∥HnK  34Mκ Diam(X)√mλt−1sn+2 log 2δ ∀z ∈ Z1. (3.15)
Now we turn to the estimate of ‖ ft − f zρ,t‖HnK . Let Z2 be a subset of Zm with measure at least 1− δ such that (3.8)
holds true for any z ∈ Z2. Then by (3.7) we have∥∥∥∥ 1m2 STx DxSx −LK,s
∥∥∥∥
L(HnK)
 17κ
2(Diam(X))2
√
n√
msn+2
log
2
δ
∀z ∈ Z2.
Note that LK,λj ,ηj −Lx,j = ηj (LK,s − 1m2 STx DxSx). It follows that for any z ∈ Z2,
∥∥ f zρ,t − ft∥∥HnK =
∥∥∥∥∥
t−1∑
i=1
(
t−1∏
k=i+1
(I −Lx,k)−
t−1∏
l=i+1
(I −LK,λl,ηl )
)
ηi fρ,s
∥∥∥∥∥HnK
=
∥∥∥∥∥
t−1∑
i=1
t−1∑
j=i+1
t−1∏
k=j+1
(I −Lx,k)(LK,λj ,ηj −Lx,j )
j−1∏
l=i+1
(I −LK,λl,ηl )ηi fρ,s
∥∥∥∥∥HnK

t−1∑
i=1
t−1∑
j=i+1
t−1∏
k=j+1
(1 − ηkλk)ηj 17κ
2(Diam(X))2
√
n√
msn+2
log
2
δ
j−1∏
l=i+1
(1 − ηlλl)ηi‖ fρ,s‖HnK .
Changing the order of summation yields
∥∥ f zρ,t − ft∥∥HnK  17κ2(Diam(X))2
√
n√
msn+2
log
2
δ
t−1∑
j=2
t−1∏
k=j+1
(1 − ηkλk)ηj
j−1∑
i=1
j−1∏
l=i+1
(1 − ηlλl)ηi‖ fρ,s‖HnK .
Applying (3.14) we see that ‖ f zρ,t − ft‖HnK is bounded by
17κ2(Diam(X))2
√
n√
msn+2
log
2
δ
t−1∑
j=2
t−1∏
k=j+1
(1 − ηkλk)ηj 1
λj−1
‖ fρ,s‖HnK
 17κ
2(Diam(X))2
√
n√
msn+2
log
2
δ
1
λ2t−1
‖ fρ,s‖HnK .
Combining this with (3.15) we see that for any z ∈ Z1 ∩Z2,∥∥ f zt − ft∥∥HnK 
{
34Mκ Diam(X)√
mλt−1sn+2
+ 17κ
2(Diam(X))2
√
n√
mλ2t−1sn+2
‖ fρ,s‖HnK
}
log
2
δ
.
But the measure of the subset Z1 ∩ Z2 of Zm is at least 1 − 2δ. So the desired estimate follows after replacing δ
by δ/2. 
4. Approximation error estimate for regularizing function
In this part we estimate the approximation error ‖ ft − f ∗λt ‖HnK . Recall from [8] that
f ∗λ = (LK,s + λI)−1 fρ,s, λ > 0. (4.1)
We need the following lemma.
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exp{−νx}
(
β
eν
)β
x−β ∀x,β > 0, (4.2)
T∑
j=t0
j−p2 exp
{
−ν
T∑
i=j+1
i−p1
}
 Cν,p1,p2T p1−p2 ∀t0 < T ∈ N, (4.3)
where Cν,p1,p2 is the constant Cν,p1,p2 := 1 + 6ν + 2
p2+1(1−p1)
eν(1−2p1−1)(1−p2) .
Proof. The function f (x) = xβe−νx defined on (0,∞) achieves its maximum value at the point x = β/ν. Then
f (x) f (β/ν) = ( β
eν
)β and (4.2) follows. The inequality (4.3) was given in [13] as Lemma 7. 
Theorem 4. Let {λt , ηt }t∈N be given by (2.2). Then we have∥∥ ft − f ∗λt∥∥HnK  ‖ fρ,s‖HnKλ1
{
exp
{
λ1η1 − log(eλ1η1)
1 − γ − α
}
+ 4γCλ1η1,γ+α,1−γ
}
t2γ+α−1. (4.4)
Proof. The definition (4.1) tells us that (LK,s + λI) f ∗λ = fρ,s . Putting this into (3.11) gives
ft+1 − f ∗λt =
(
I − (ηtLK,s + ηtλt I )
)( ft − f ∗λt ).
Hence
ft+1 − f ∗λt+1 = (I −LK,λt ,ηt )
( ft − f ∗λt )+ { f ∗λt − f ∗λt+1}.
By iteration, we know that for t ∈ N,
ft − f ∗λt =
t−1∏
i=1
(I −LK,λi ,ηi )
( f1 − f ∗λ1)+ t−1∑
i=1
t−1∏
l=i+1
(I −LK,λl,ηl )
( f ∗λi − f ∗λi+1).
Since ‖I −LK,λj ,ηj ‖L(HnK)  1 − ηjλj , we have∥∥ ft − f ∗λt∥∥HnK  I1 + I2 :=
t−1∏
k=1
(1 − ηkλk)
∥∥ f1 − f ∗λ1∥∥HnK +
t−1∑
i=1
t−1∏
k=i+1
(1 − ηkλk)
∥∥ f ∗λi − f ∗λi+1∥∥HnK .
By the definition of f ∗λ , we see that ‖ f ∗λ1‖HnK  1λ1 ‖ fρ,s‖HnK . Note that 1 − x  e−x for x  0. So we have
I1  exp
{
−λ1η1
t−1∑
j=1
j−γ−α
}
1
λ1
‖ fρ,s‖HnK  exp
{
−λ1η1
t∫
1
x−γ−α dx
}
1
λ1
‖ fρ,s‖HnK
 exp
{
λ1η1
1 − γ − α
}
exp
{
− λ1η1
1 − γ − α t
1−γ−α
}
1
λ1
‖ fρ,s‖HnK .
Applying (4.2) with c = λ1η11−γ−α , β = 11−γ−α and x = t1−γ−α yields
I1 
1
λ1
exp
{
λ1η1 − log(eλ1η1)
1 − γ − α
}
‖ fρ,s‖HnK
1
t
. (4.5)
As for I2 we first estimate ‖ f ∗λi − f ∗λi+1‖HnK with i ∈ N. From (4.1) we have
f ∗λi − f ∗λi+1 = (LK,s + λiI )−1
{
(LK,s + λi+1I )− (LK,s + λiI )
}
(LK,s + λi+1I )−1 fρ,s .
So ‖ f ∗λi − f ∗λi+1‖HnK 
λi−λi+1
λiλi+1 ‖ fρ,s‖HnK . But λi − λi+1 = λ1γ ξ−γ−1 for some ξ ∈ (i, i + 1). Hence∥∥ f ∗λi − f ∗λi+1∥∥Hn  λ1γ i−γ−1−γ −γ ‖ fρ,s‖HnK  2γ iγ−1‖ fρ,s‖HnK .K λ1i λ1(i + 1) λ1
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I2 
t−1∑
i=1
exp
{
−λ1η1
t−1∑
j=i+1
j−γ−α
}
2γ
λ1
iγ−1‖ fρ,s‖HnK 
4γ
λ1
‖ fρ,s‖HnKCλ1η1,γ+α,1−γ t2γ+α−1.
This in connection with (4.5) proves the desired bound. 
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