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Abstract
Stochastic optimization by learning and using probabilistic models has received an
increasing amount of attention over the last few years. Algorithms within this ﬁeld
estimate the probability distribution of a selection of the available solutions and sub-
sequently draw more samples from the estimated probability distribution. The resulting
algorithms have displayed a good performance on a wide variety of single-objective
optimization problems, both for binary as well as for real-valued variables. Mixture
distributions oﬀer a powerful tool for modeling complicated dependencies between the
problem variables. Moreover, they allow for elegant and parallel exploration of a multi-
objective front. This parallel exploration aids the important preservation of diversity in
multi-objective optimization. In this paper, we propose a new algorithm for evolu-
tionary multi-objective optimization by learning and using probabilistic mixture dis-
tributions. We name this algorithm Multi-objective Mixture-based Iterated Density
Estimation Evolutionary Algorithm (MIDEA). To further improve and maintain the
diversity that is obtained by the mixture distribution, we use a specialized diversity
preserving selection operator. We verify the eﬀectiveness of our approach in two dif-
ferent problem domains and compare it with two other well-known eﬃcient multi-
objective evolutionary algorithms.
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1. Introduction
Evolutionary algorithms (EAs) are commonly applied to black box opti-
mization in which we have no prior knowledge of the problem structure. The
only available mechanism is the grading of solutions. Assuming that the un-
derlying problem within the black box is structured, ﬁnding and using this
structure is a more preferable way to traverse the search space than is a random
search. In EAs, such an inductive search is guided by a collection of available
samples, often called a population, which are solutions to the optimization
problem. The solutions are combined in order to perform induction and gen-
erate new solutions that will hopefully be closer to the optimum solution. As
this process is iterated, convergence is intended to lead the algorithm to a ﬁnal
solution.
Genetic algorithms (GAs) [25,30] and many variants thereof, combine the
solution information in a selection of the available samples. Often this is done
by exchanging values for variables in a recombination phase, after which
certain values are adapted in a mutation phase. Alternatively, the selection of
samples can be seen as being representative of some probability distribution.
Estimating this probability distribution and drawing more samples from it, is
a more global statistical inductive type of iterated search. Algorithms that
use such techniques have obtained an increasing amount of attention over
the last few years, obtaining promising results on a large variety of problems
[32].
The estimated probability distribution can contain dependencies between the
problem variables. These dependencies represent some structural aspects of the
optimization problem. By using this information, more eﬃcient optimization
can be achieved. This is related to the notion of linkage in GAs. In binary
representation, linkage refers to the structural cohesion of the bits in the coding
string with respect to the search space. Such linkage arises for instance when a
group of bit positions together code a non-linear contribution to the overall
solution quality (ﬁtness) of a binary string. Processing these bits together in
a single building block is known to signiﬁcantly aid GA optimization. More
precisely, ignoring the need for linkage processing leads to exponential growth
in population size requirements for solving deceptive problems that contain
these non-linear ﬁtness contributing building blocks [47]. Such linkage infor-
mation can be captured and processed eﬃciently with probabilistic models
[28,35,39,43]. Although the notion of linkage and problem structure is diﬀerent
for real-valued continuous problem variables, good results have been obtained
using real-valued continuous probabilistic models as well [4,12,48].
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In this paper, we apply the use of probabilistic models in EAs to multi-
objective optimization. In previous work [8], we have given a general algo-
rithmic framework for using probabilistic model learning in evolutionary
search. This framework is named Iterated Density Estimation Evolutionary
Algorithm (IDEA). In this paper, we show how we can make eﬃcient instances
of this framework for multi-objective optimization. We call such instances
Multi-objective Mixture-based IDEA (MIDEA) variants. We will show how
MIDEA instances can be implemented for both binary as well as real problem
variables.
The remainder of this paper is organized as follows. In Section 2, we ﬁrst
present some deﬁnitions for multi-objective optimization. In Section 3, we give
a deﬁnition of probabilistic models and present a way in which they can be
learned from a set of samples. Furthermore, we show how this can be used
iteratively for optimization, resulting in a deﬁnition of the IDEA framework.
In Section 4 we show how we can instantiate the IDEA framework to get
eﬃcient algorithms for multi-objective optimization. In Section 5 we validate
the performance of MIDEAs on eight test problems and compare the re-
sults with two other state-of-the-art multi-objective evolutionary algorithms
(MOEAs). We discuss our ﬁndings in Section 6 and present our conclusions in
Section 7.
2. Multi-objective optimization
Multi-objective optimization diﬀers from single-objective optimization in
that we have a multiple of objectives that we wish to optimize simultaneously
without an expression of weight or preference for any of the objectives. Often,
these multiple objectives are conﬂicting. Such problems naturally arise in many
real world situations. An example of conﬂicting objectives that often arises in
industry, is when we want to minimize the costs of some production process
while at the same time we also want to minimize the pollution caused by the
same production process. Such conﬂicting objectives give rise to a key char-
acteristic of multi-objective optimization problems, which is the existence of
sets of solutions that cannot be ordered in terms of preference when only
considering the objective function values simultaneously. To formalize this
notion, four relevant concepts exist. Assuming that we have m objectives fiðxÞ,
i 2M ¼ f0; 1; . . . ;m 1g, that, without loss of generality, we seek to mini-
mize, these four concepts can be deﬁned as follows:
(1) Pareto dominance: A solution x is said to (Pareto) dominate a solution y
(denoted x  y) iﬀ ð8i 2M : fiðxÞ6 fiðyÞÞ ^ ð9i 2M : fiðxÞ < fiðyÞÞ.
(2) Pareto optimal: A solution x is said to be Pareto optimal iﬀ :9y : y  x.
(3) Pareto optimal set: The set PS of all Pareto optimal solutions: PS ¼
fxj:9y : y  xg.
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(4) Pareto optimal front: The set PF of all objective function values corre-
sponding to the solutions in PS : PF ¼ fðf0ðxÞ; f1ðxÞ; . . . ; fm1ðxÞÞjx 2
PSg.
The Pareto optimal set PS is a deﬁnition of all trade-oﬀ optimal solutions in
the parameter space. The Pareto optimal front PF is the same set of solutions,
only regarded in the objective space. The size of either set can be inﬁnite, in
which case it is impossible to ﬁnd the optimal set or front with a ﬁnite number
of solutions. Regardless of the size of PS or PF , it is commonly accepted that
we are interested in ﬁnding a good representation of these sets with a ﬁnite
number of solutions. The deﬁnition of a good representation, is diﬃcult how-
ever. The reason for this is that it is desirable to obtain a diverse set of solutions
as well as it is desirable to obtain a front or set that is close to the optimal one.
Furthermore, it depends on the mapping between the parameter space and the
objective space whether a good spread of the solutions in the parameter space
is also a good spread of the solutions in the objective space. However, it is
common practice [16] to search for a good diversity of the solutions along the
Pareto front. The reason for this is that a decision-maker will ultimately have to
pick a single solution. Therefore, it is often best to present a wide variety of
trade-oﬀ solutions for the speciﬁed goals.
The notion of searching a space by maintaining a population of solutions is
characteristic of EAs, which makes them natural candidates for multi-objective
optimization aiming to cover a good approximation of the Pareto optimal
front. A strongly increasing amount of research has indeed been done in the
ﬁeld of evolutionary multi-objective optimization in recent years [16] with very
promising results.
3. Probabilistic models and IDEAs
Before we describe the algorithmic framework IDEA, we ﬁrst discuss some
related work on probabilistic model learning in EAs in Section 3.1. We present
the IDEA framework in Section 3.2 and discuss the techniques that we use for
learning probabilistic models in Sections 3.3 and 3.4.
3.1. Related work
For binary variables, ﬁrst attempts at estimating a probability distribution
and subsequently sampling new solutions from it, have lead to approaches in
which a univariate factorization is used [1,36]. In the probability distribution
that is based on this factorization, all of the variables are processed indepen-
dently of each other. Therefore, these approaches are not able to eﬃciently
optimize problems that contain sets of interacting variables, just as is the case
for the GA with uniform crossover [47]. To take interacting variables into
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account, Holland [30] already recognized that it would be beneﬁcial if the GA
would exploit this so-called linkage information. Through other approaches,
such as the mGA [27], the fmGA [26], the GEMGA [3], the LLGA [33] and the
BBF-GA [49], the simple GA was extended to be able to process interactions
between the problem variables. In the ﬁeld of using probabilistic models, a ﬁrst
attempt to process the interactions resulted in algorithms that allow for pair-
wise interactions in the probability distribution [2,5,41]. However, regardless of
how well a probability distribution based on pairwise interactions is estimated,
it is not suﬃcient to eﬃciently optimize higher-order building block problems
[6,41]. To this end, we require the processing of higher-order multivariate in-
teractions in the probability distribution. This can for instance be obtained by
using a factorized probability distribution in which the factors can consist of
multiple variables. Algorithms that allow for such probability distributions
have subsequently been presented and tested successfully on various diﬃcult
problems with interacting variables [21,28,35,40].
After multivariate interactions, mixture distributions have been used by
several researchers. The mixture distributions can be obtained by clustering
[38] or by using the expectation maximization algorithm [42,43]. By using
mixture distributions, a powerful, yet computationally tractable probability
distribution is incorporated in EAs that is able to process complicated non-
linear interactions between the problem variables. Furthermore, multi-modal
optimization in which the goal is to obtain multiple optima in the ﬁtness
landscape, is also possible using mixture distributions. Another development is
the use of decision graphs and niching [39]. Decision graphs provide an eﬃcient
means of expressing and storing multivariate interactions, whereas the com-
bination with niching allows for solving very diﬃcult hierarchical deceptive
problems.
Next to approaches for binary spaces, real-valued continuous probabilistic
models have been used as well. In most cases, the normal probability density
function (pdf) is used. Similar to the binary approaches, the univariate fac-
torization was used at ﬁrst [24,25]. The univariate factorization was also ap-
plied in combination with the normal mixture pdf [24] as well as a histogram
pdf [7,48]. It has been shown using the normal pdf, that capturing multivariate
interactions between the problem variables in the probability distribution
can be beneﬁcial for real-valued variables as well [4,8]. Mixture distribu-
tions have also been used in real-valued continuous probabilistic models, re-
sulting in more eﬃcient optimization of problems with non-linear interactions
[11].
All of the former algorithms have been regarded for single-objective opti-
mization. The only attempt so far to apply the EAs that learn and use prob-
abilistic models to multi-objective optimization was a pilot study in which the
IDEA framework with mixture distributions was used [46]. It was shown that
good results can already be obtained by using mixture distributions as they are
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a natural means to preserve and promote diversity. However, there was no
additional special mechanism for maintaining this diversity. This leads to
larger requirements on the population size to ensure proper convergence and a
good termination criterion to ensure that diversity is not reduced or lost. In this
paper, we improve this algorithm and show how learning and using probabi-
listic models in EAs can lead to eﬃcient multi-objective optimization.
3.2. Deﬁnition of probabilistic models and the IDEA framework
The IDEA is a framework that uses probabilistic models in optimization.
Before we describe how probabilistic models are used, we ﬁrst introduce some
notation and deﬁnitions. We take the elementary building block of probabi-
listic models to be the pdf which we can use to express multivariate joint
probability densities with. We can now deﬁne a probabilistic model M to
consist of some structure 1 that describes a composition of pdfs, and a set of
parameters h for the pdfs implied by 1, M ¼ ð1; hÞ. The form of the multi-
variate joint pdf to ﬁt over every factor implied by 1 is chosen beforehand,
such as the normal pdf. The way in which the parameters h are ﬁt, is also
predeﬁned. We denote the parameter set that is obtained in this manner by
h fit 1. With these assumptions, the structure 1 is suﬃcient to identify the
probability distribution. Therefore, we denote the resulting probability dis-
tribution by P1.
We assume that we have an l-dimensional, single-objective optimization
problem f ðy0; y1; . . . ; yl1Þ which, without loss of generality, we seek to mini-
mize. A population of n samples of dimensionality l is maintained. If we have
no prior information on the problem that we wish to minimize, we might as
well generate n random samples. In each iteration t, we select bsnc samples
(s 2 ½1=n; 1) and let !t be the worst selected sample ﬁtness. Ideally, this se-
lection of points is representative of the complete ﬁtness landscape that lies
below !t or at least the attractors that we are interested in. For each problem
variable yi, we introduce a random variable Yi. We then estimate the distri-
bution of the selected samples and thereby ﬁnd bP !t1 ðYÞ ¼ bP !t1 ðY0; Y1; . . . ; Yl1Þ
as an approximation to the true uniform distribution P!tðYÞ over all points y
with f ðyÞ6!t. Next, new samples are drawn from bP !t1 ðYÞ to further explore
the part of the search space that we are interested in. Finally, some of the new
samples are used to replace some of the current samples in the population. By
iterating selection, density estimation and sample generation, we obtain the
IDEA [8].
If we select by taking the best bsnc samples, draw n bsnc new samples frombP !t1 ðYÞ, and ﬁnally replace the worst n bsnc samples in the population with
these new samples, we have that !tþ1 ¼ !t  e with e P 0. This assures that
!0 P !1 P    P !tend . We call an IDEA so constructed monotonic. Since the
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best solutions survive every generational step, this approach is also called elitist
in EA terminology.
3.3. Probabilistic model selection
At some stage in each generation in the IDEA, we have to search for a
structure 1. This search is commonly known as model selection. One example of
a class of structures that we can use, is the class of factorizations. A factor-
ization factors the probability distribution over Y into a product of pdfs. In
this paper, we focus on Bayesian factorizations and Bayesian factorization
mixtures. The use of such structures has resulted in successful and promising
applications of IDEAs [8,11,12]. In the following subsections, we describe the
properties of these structures along with algorithms to derive them from
sample data.
3.3.1. Bayesian factorizations
A Bayesian factorized probability distribution, or Bayesian factorization for
short, is a product of conditional pdfs P ðYijYpiÞ ¼ P ðYfig[piÞ=PðYpiÞ. The struc-
ture of a Bayesian factorization is given by the parent vector of length l,
p ¼ ðp0; p1; . . . ; pl1Þ, that indicates for each variable index i, a set of variable
indices pi  f0; 1; . . . ; l 1g  fig that variable Yi is conditioned on in the
Bayesian factorization. The Bayesian factorized probability distribution over
all random variables is given by PpðYÞ ¼
Ql1
i¼0 P ðYijYpiÞ. The information that
we need to identify the structure of the probabilistic model with, is in this case
thus given by 1 ¼ p. By identifying a vertex with each variable Yi and an arc
Yi ! Yj if and only if Yj is conditioned on Yi (i 2 pj), we get the Bayesian
factorization graph. A Bayesian factorization is valid if and only if its Bayesian
factorization graph is acyclic. Such representations of probability distributions
are also called graphical models in literature [19]. An example of a Bayesian
factorization and its associated factorization graph is given in Fig. 1.
Bayesian factorizations are capable of modelling various types of depen-
dencies between the random variables [37], that express whether the probability
at drawing a new value for a certain variable is dependent on the values already
obtained for other variables. This allows for capturing and respecting of
Fig. 1. A Bayesian factorization graph that represents the probability distribution PpðYÞ ¼
PðY0jY2ÞP ðY1jY2; Y3; Y4ÞP ðY2jY3; Y4ÞPðY3jY4ÞP ðY4Þ.
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important relations between variables when generating a new collection of
solutions after estimating a probability distribution over a selected collection of
solutions in IDEAs. As a result, the structure of the optimization problem can
be exploited better than when the variables are regarded independently of each
other, which leads to more eﬃcient optimization with respect to the required
number of times a solutions needs to be evaluated [21,35,40].
The actual types of dependency that we can express and process using
Bayesian factorizations, depends on the pdf that is used to estimate the factors
P ðYijYpiÞ. In the case of a normal pdf, Bayesian factorizations allow to express
linear dependencies. In the case of binary variables, the standard frequency
counting pdf is capable of modelling both linear as well as non-linear interac-
tions between the problem variables. For instance, assume that we have a
function of six binary variables f ðx0; x1; . . . ; x5Þ ¼ gðhðx0; x1Þ; hðx2; x3Þ; hðx4; x5ÞÞ.
If gðy0; y1; y2Þ ¼ y0 þ y1 þ y2, we get an additively decomposable function. If we
use Bayesian factorizations, such problems can be eﬀectively solved in terms of
the minimum requirement on the population size and the number of function
evaluations, regardless of the behavior of h [21,35,40]. However, if g and h are
both non-linear, we cannot eﬀectively process the non-linear hierarchical in-
teractions by only using Bayesian factorizations. One way to overcome this
problem is to use mixtures in combination with local structures such as decision
graphs, that are capable of eﬃciently representing dependencies between the
actual values for sets of variables [23,39].
A general greedy way to learn probabilistic models from data can be ob-
tained by assuming that we have some current probabilistic model M0. Fur-
thermore, we have a metric that evaluates the goodness of a model. In most
metrics, a better model has a lower score. To get a greedy algorithm, a set of
operations is given that can be performed onM0 to get a set of new candidate
models. From this set, the model with the lowest score is selected. If its score
is lower than that of M0, it replaces M0. This procedure is repeated until no
improvement can be made any further. A metric that has often proved to be
successful in iterated density estimation approaches, is commonly known as the
Bayesian information criterion (BIC) [11,44]. This metric should be minimized.
It scores a factorization by its negative log-likelihood, but adds a penalty term
that increases with the complexity of the model and the size of the sample set.
The complexity of the model is expressed by the number of parameters jhj that
need to be estimated. Let S ¼ fy0; y1; . . . ; yjSj1g be the selected set of l-
dimensional samples. The BIC metric for a certain probabilistic modelM and
a sample set S, can be formalized as follows:
BICðM;SÞ ¼ 
XjSj1
i¼0
ln bPMðYÞðyiÞ |ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
ErrorðbPMðYÞjSÞ
þ 1
2
lnðjSjÞjhj|ﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄ}
ComplexityðbPMðYÞjSÞ
ð1Þ
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The greedy approach that we take, starts from a graph with no arcs, which
represents the univariate factorization. The only graph operation that we allow
is the addition of an arc such that no cycles are introduced.
In the BIC metric in Eq. (1), we are required to evaluate the negative log-
likelihood. According to the deﬁnition, we can do this by evaluating the model
at each sample point and sum the logarithms of these model evaluations.
However, this requires more time as the size of the sample set S goes up. It can
be shown that when we estimate the model parameters h fit 1 with a maximum
likelihood, the entropy hðPM ðYÞÞ ¼
R
PM ðYÞ lnðPM ðYÞÞ equals the average
negative log-likelihood [10,31], jSjhðPðYÞÞ ¼ PjSj1i¼0 lnðbPM ðYÞðyiÞÞ. Eval-
uating the entropy can sometimes be done more eﬃciently than evaluating the
negative log-likelihood. Moreover, when we only allow the addition of an arc
v0 ! v1 to the factorization graph, it can be shown that the negative log-
likelihood diﬀerence can be expressed as the diﬀerence in entropy for the factorbP ðYv1 jYpv1 Þ before and after the arc addition [9,14].
The running time complexity of the greedy algorithm is Oðl3jþ jhjÞ, where j
is the maximum number of parents for any variable. Although leaving j un-
restricted does allow for capturing higher-order interactions that are important
for eﬃcient optimization of higher-order building block problems, it is also a
computationally intensive approach. At the interaction level of j6 1, only
second order interactions between the problem variables can be processed ef-
ﬁciently with respect to the minimum requirement on the population size
and the number of function evaluations. However, specialized algorithms
for ﬁnding an optimal Bayesian factorization exist that run in Oðl2Þ time. As we
do not know in advance what degree of interaction a certain problem has,
we can therefore argue to ﬁrst try modelling only lower order dependencies
before we apply more advanced algorithms to model higher order dependen-
cies.
One algorithm that ﬁnds a model at the interaction level of j6 1, is the
optimal dependency tree approach by Chow and Liu [15]. This algorithm
computes a Bayesian factorization such that its directed graph is a tree. This
algorithm was ﬁrst used by Baluja and Davies in a probabilistic model learning
EA [2]. Moreover, learning a mixture of trees has been shown to be a very
powerful probability distribution estimation technique [34,43].
3.3.2. Factorization mixtures
The structure of the sample set may be highly non-linear, forcing us to use
probabilistic models of a high complexity to retain some of this non-linearity.
However, especially using relatively simple pdfs such as the normal pdf, the
non-linear interactions cannot be captured even with higher-order factoriza-
tions. The use of clusters allows us to break up non-linear interactions so that
we can use simple models to get an adequate representation of the sample set.
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An example of this is depicted in Fig. 2. Furthermore, computationally eﬃcient
clustering algorithms exist that provide useful results [9,29].
We can estimate a factorized probability distribution in each cluster. By
doing so, we obtain a factorization mixture. We let k be the number of clusters
and let K ¼ f0; 1; . . . ; k  1g. For a mixture of Bayesian factorizations, we
write pK ¼ ðp0; p1; . . . ; pk1Þ. The resulting probability distribution is a weigh-
ted sum of the individual factorized probability distributions over each cluster:
bPpKðYÞ ¼Xk1
i¼0
bibPpiðYÞ 8i 2K : bi P 0; Xk1
i¼0
bi ¼ 1 ð2Þ
The mixing coeﬃcients bi can be set in diﬀerent ways. For function optimi-
zation, bi is usually set to the proportion of the size of cluster i with respect to
jSj. By proportionally assigning a larger value to bi for clusters with a better
average ﬁtness, niching can be introduced elegantly into probabilistic model
learning EAs [38]. In the case of multi-objective optimization, we propose to
assign each cluster an equally large mixing coeﬃcient, bi ¼ 1=k. The reason for
this is that we want to distribute the points as good as possible along the Pareto
front. Since it gives each cluster an equal probability at producing new points,
it maximizes the parallel exploration along the Pareto front.
Clustering the sample set and subsequently estimating a factorization in
each cluster, is a fast way to constructing mixture probability distributions
through which dependencies in diﬀerent parts of the sample set can be ex-
pressed. The drawback of this approach is that from a probabilistic viewpoint,
the resulting probability distribution estimation is almost certain not to be a
maximum likelihood estimate. However, the use of clustering does allow the
modelling of non-linear dependencies between the variables. Furthermore, the
EM algorithm is highly time-consuming, even if the structure pK is ﬁxed for
each mixture component. In a clustering-based approach, we can still use the
Fig. 2. A non-linear dependency in the sample set (left) and the contour lines of the estimated
probability distribution using two normal pdfs after clustering (right).
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greedy incremental penalization metric algorithm to estimate a factorization in
each cluster and thereby model linear relations in each cluster.
To stimulate diversity preservation and exploration along the Pareto front,
we use clustering by computing distances in the objective space. In order to
perform clustering, we use the randomized leader algorithm. This algorithm
has been observed to be a fast and ﬂexible adaptive clustering algorithm that
gives useful results in IDEAs [11]. The ﬁrst sample to make a new cluster is
appointed to be its leader. The algorithm goes over the sample set only once.
For each sample, it ﬁnds the cluster with the nearest leader. If this leader is
nearer than a given threshold Td , the sample is added to that cluster. Other-
wise, a new cluster is created with this single sample as its leader. To prevent
the ﬁrst clusters to become much larger than the ones that were constructed
later, the order in which the clusters are scanned, is randomized.
3.4. Probabilistic model ﬁtting
Once a probabilistic model structure 1 has been selected, the parameters for
the pdfs have to be estimated. Note that the estimation of the parameters is
required after model selection only if the probabilistic model structure was
given by some oracle. This occurs for instance when we specify in advance that
we only want to use the univariate factorization. Whenever we are learning a
structure however, we will be required to compute the pdf parameters since we
must evaluate the penalized likelihood of the model. In our experiments, we
have used maximum likelihood estimations to obtain h. In the case of real
variables we used the normal pdf [9]. For binary variables, a maximum like-
lihood estimation is obtained by computing average frequencies.
4. MIDEA: multi-objective mixture-based IDEA
To obtain IDEA instances that are suitable for multi-objective optimization,
we propose to instantiate two steps in the framework. Firstly, we partially in-
stantiate the search for probabilistic models by enforcing mixture distributions
by means of clustering as described in Section 3.3.2. Secondly, to stimulate the
preservation of diversity along the Pareto front, we instantiate the selection
mechanism by using a diversity preserving truncation selection operator.
The selection operator that we propose ﬁrst computes the domination count
of all individuals. The domination count of a solution equals the number of
times the solution is dominated by other solutions in the population [22].
Subsequently, a pre-selection SP is made of bdsnc individuals ðd 2 ½1; 1=sÞ by
using truncation selection on the domination count (select the best bdsnc so-
lutions). However, if the solution with the largest domination count to end up in
SP by truncation selection has a domination count of 0, all individuals with a
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domination count of 0 are selected instead, resulting in jSP jP bdsnc. This
ensures that once the search starts to converge onto a certain Pareto front, we
enforce diversity over all of the available solutions on the front. The ﬁnal se-
lection S is obtained from SP by using a nearest neighbor heuristic to promote
diversity. First, an individual with a maximum value for objective 0 is deleted
from SP and added to S. Note that the choice for maximality in objective 0 is
arbitrary as the key is to ﬁnd a diverse selection of solutions. To stimulate this,
we can select a solution that is maximal or minimal along any objective. For all
solutions inSP , the nearest neighbor distance is computed to the single solution
in S. The distance that we use is the Euclidean distance scaled to the sample
range in each objective. The solution in SP with the largest distance is then
deleted from SP and added to S. The distances in SP are updated by inves-
tigating whether the distance to the newly added point in S is smaller than the
currently stored distance. These last two steps are repeated until bsnc solutions
are in the ﬁnal selection. This selection operator has a running time complexity
of Oðn2Þ. This is no worse than the minimum of Oðn2Þ for computing the
domination counts which is required in all MOEAs. The monotonic MIDEA
variant that we use in our experiments can be written in pseudo-code as follows:
MIDEA (monotonic instance)
1. Initialize a population of n random solutions and evaluate their objectives.
2. Iterate until termination.
2.1 Compute the domination counts.
2.2 Select solutions with the diversity preserving selection operator.
2.3 Search for a (mixture) structure 1 ¼ pK.
2.4 Replace the non-selected solutions with new solutions drawn from bP1ðYÞ.
2.5 Evaluate the objectives of the new solutions.
5. Experiments
We compare MIDEA to two well-known state-of-the-art MOEAs that aim
at obtaining a diverse set of solutions along the Pareto front. The SPEA al-
gorithm by Zitzler and Thiele [51] and the NSGA-II algorithm by Deb et al.
[17] showed superior performance compared to most other MOEAs [17,50].
To test the algorithms, we use a test suite consisting of eight problems. We
varied the dimensionality of these problems in order to get a total of sixteen
problem instances to test the MOEAs on. In the following subsections, we
describe our test problems and the obtained results.
5.1. Multi-objective optimization problems
Our test suite consists of problems over both real-valued variables as well as
binary variables. In the case of MIDEA, this implies that we can use both the
270 P.A.N. Bosman, D. Thierens / Internat. J. Approx. Reason. 31 (2002) 259–289
normal pdf as well as the discrete average frequency count. In our problem
deﬁnitions, we denote a vector of l binary or real-valued problem variables by x
and y, respectively, for short. The problems with real-valued variables are all
deﬁned for two objectives as shown in Fig. 3.
We introduce function BT1 into the ﬁeld of multi-objective optimization. It
diﬀers from the other three functions in that it has explicit multivariate (linear)
interactions between the problem variables. All of the other problems can
therefore be adequately optimized by using a univariate factorization. The
Pareto optimal front is given by f1ðyÞ ¼ 1 y0.
Fig. 3. Multi-objective real-valued continuous optimization test problems.
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Functions ZDT4 and ZDT6 were introduced by Zitzler et al. [50]. It is very
hard to obtain the optimal front f1ðyÞ ¼ 1 ﬃﬃﬃﬃy0p in ZDT4 since there are many
local fronts. The density of solutions in ZDT6 increases as we move away from
the Pareto optimal front. Furthermore, this function has a non-uniform density
of solutions along the Pareto optimal front as there are more solutions as f0ðyÞ
goes up to 1. The Pareto optimal front is given by f1ðyÞ ¼ 1 f0ðyÞ2 with
f0ðyÞ 2 ½1 e1=3; 1. Finally, function CTP7 was introduced by Deb et al. [18].
Its Pareto optimal front diﬀers slightly from that of ZDT4, but otherwise shares
the multi-modal front problem. In addition, this problem has constraints in the
objective space, which makes ﬁnding a diverse representation of the Pareto
front more diﬃcult.
In Fig. 4, we have speciﬁed four binary multi-objective optimization prob-
lems. Next to being binary, these problems are also multi-objective variants of
Fig. 4. Multi-objective binary combinatorial optimization test problems.
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well-known combinatorial optimization problems. The number of objectives
for these problems is not restricted by two and is denoted by m.
In the maximum satisﬁability problem, we are given a propositional formula
in conjunctive normal form. The goal is to satisfy as many clauses as possible.
The solution string is a truth assignment to the involved literals. These for-
mulas can be represented by a matrix in which row i speciﬁes what literals
appear either positive (1) or negative ()1) in clause i. In the multi-objective
variant of this problem, we have m of such matrices and only a single solution
to satisfy as many clauses as possible in each objective at the same time.
The multi-objective knapsack problem was ﬁrst used to test MOEAs on by
Zitzler and Thiele [51]. We are given m knapsacks with a speciﬁed capacity and
n items. Each item can have a diﬀerent weight and proﬁt in every knapsack.
Selecting item i in a solution implies placing it in every knapsack. A solution
may not cause exceeding the capacity of any knapsack.
In the set covering problem, we are given l locations at which we can place
some service at a speciﬁed cost. Furthermore, associated with each location is a
set of regions  f0; 1; . . . r  1g that can be serviced from that location. The
goal is to select locations such that all regions are serviced against minimal
costs. In the multi-objective variant of set covering, m services are placed at a
location. Each service however covers its own set of regions when placed at
a certain location and has its own cost associated with a certain location. A
binary solution indicates the selected locations at which to place all services.
All regions must be covered by all services.
The last binary optimization problem that we use, is the minimal spanning
tree problem. We are given an undirected graph (V ;E) such that each edge has
a certain weight associated with it. We are interested in selecting edges ET  E
such that (V ;ET ) is a spanning tree. The objective is to ﬁnd a spanning tree such
that the weight of all its edges is minimal. In the multi-objective variant of this
problem, each edge can have a diﬀerent weight in each objective.
It is important to note that we have used random instances for the combi-
natorial optimization problems. In the case of only a single-objective, random
instances may on average be easy for some combinatorial problems. However,
in the case of multiple objectives, ﬁnding the Pareto front is usually much more
diﬃcult, even if the eﬃcient algorithms are available for the single-objective
case [20]. Therefore, the instances used in our test suite are not expected to be
over-easy. Furthermore, the problems also serve to indicate diﬀerences between
the diﬀerent multi-objective algorithmic approaches other than the fact that
dependencies between problem variables can be exploited. This relative per-
formance of the algorithms may be well observed using our proposed test suite.
On the other hand, the degree of interaction between the problem variables in
randomly generated problem instances may not be too large, which may cause
optimization algorithms that regard the problem variables independently of
each other to be the most eﬃcient.
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5.2. Experiment setup and results
We tested two variants of every algorithm. For SPEA, we used uniform
crossover (UX) and one-point crossover (1X) with a probability of 0.8. Bit
ﬂipping mutation was used in either case with a probability of 0.01. These
settings were suggested elsewhere by the SPEA authors [50]. We allowed the
archive size of SPEA to become as large as the population size. For the real
problems, we encoded every variable with 30 bits. For NSGA-II, we used the
same crossover and mutation operators and the same encoding for the real
variables. ForMIDEA, we used the leader clustering algorithm in the objective
space by selecting a distance threshold such that four clusters were constructed
on average (Fig. 5). If the number of clusters becomes too large, the require-
ments for the population size increases in order to facilitate proper model
learning in each cluster. We do not suggest that the number of clusters we use is
optimal, but it will serve to indicate the eﬀectiveness of parallel exploration
along the Pareto front as well as diversity preservation. In each cluster, we
either used the univariate factorization or we learned a Bayesian factorization
in the case of real-valued variables. However, in the case of 100 dimensional
real-valued variable problems, we used the greedy learning strategy discussed
in Section 3.3 and allowed only at most a single parent for any variable. In the
case of binary variables, we used the optimal dependency algorithm by Chow
and Liu to learn a tree factorization in each cluster. To further investigate the
inﬂuence of the diﬀerent components in the MIDEA algorithm, we also per-
formed tests in which only a single cluster is used. Furthermore, we also re-
placed the use of estimating probability distributions by the use of one-point
crossover and uniform crossover with mutation as used in the SPEA and
NSGA-II algorithms. In the case of clustering in combination with the use of
crossover operators, restricted mating was employed in order to ensure clus-
tered exploration along the front. In restricted mating crossover, an oﬀspring is
produced using two parent solutions that are picked from the same cluster. For
the truncation percentile, we used the rule of thumb by M€uhlenbein and
Mahnig [35] and set s to 0.3. Furthermore, we set the diversity preservation
parameter to d ¼ 1:5.
For the real-valued problems, we tested all algorithms with both l ¼ 10 and
100 problem variables. In addition, we chose to allow 20 103 and 100 103
function evaluations, respectively, in any single run. Since we allowed for a
maximum of function evaluations, there is a value for n at which the algorithm
will perform best. For too large population sizes, the search will move towards
a random search and for too small population sizes, there is not enough in-
formation to perform adequate model learning and induction. We therefore
increased the population size ðnÞ in steps of 25 to ﬁnd the best results. To
actually select the best population size, we selected the result with the lowest
AFD score, which is a metric that is explained later in this Section. For the
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binary problems, we used test instances with l ¼ 100 and 1000. We again
allowed 20 103 and 100 103 function evaluations, respectively. For the
maximum satisﬁability problem, we generated the test instances by generating
2500 clauses for l ¼ 100 and 12500 clauses for l ¼ 1000 with a random number
of literals between 1 and 5. For the knapsack problem, we generated instances
by generating random weights in ½1; 10 and random proﬁts in ½1; 10. The
capacity of a knapsack was set to half of the total weight of all the items,
Fig. 5. Pareto fronts over 50 runs on a few of the tested problems. For the EC4 problem in 10
dimensions and the knapsack problem in 100 dimensions, only the SPEA, NSGA-II and MIDEA
with clustering and probabilistic model learning variants are shown. For the BT1 problem in 100
dimensions and the maximum satisﬁability problem in 1000 dimensions, the results for all algo-
rithms are shown.
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weighted according to that knapsack objective. For set covering, the costs were
generated at random in ½1; 10. We used 250 and 2500 regions to be serviced for
l ¼ 100 and 1000, respectively. We varied the problem diﬃculty through the
region-location adjacency relation. This relation was generated by making each
location adjacent to 70 and 50 randomly selected regions for l ¼ 100 and 1000,
respectively. Finally, for the minimum spanning tree problem, we used full
graphs with 105 edges (15 vertices) and 1035 edges (46 vertices). The dimen-
sionality of these problems is therefore not precisely 100 and 1000. The weights
of the edges were generated randomly in ½1; 10.
One last issue remains before we can test the algorithms. Some of the
problems have constraints. To deal with them, we can use a repair mechanism
to apply to infeasible solutions. Another approach is introduced by the notion
of constraint-domination introduced by Deb et al. [18]. This notion allows for
a general scheme to deal with constrained multi-objective problems. A solution
x is said to constraint-dominate solution y if any of the following is true:
(1) Solution x is feasible and solution y is infeasible.
(2) Solutions x and y are both infeasible, but x has a smaller overall constraint
violation.
(3) Solutions x and y are both feasible and x  y.
In the above deﬁnition, the overall constraint violation is amount by which a
constraint is violated, summed over all constraints. We have used this principle
for problems CTP7 and set covering. For knapsack and minimal spanning tree,
we have used a repair mechanism. For the knapsack problem, an elegant repair
mechanism was proposed in earlier MOEA research [51]. For the minimal
spanning tree problem, the number of constraints grows exponentially with the
problem size l. We therefore propose to use repair mechanisms for these two
problems. For the knapsack problem, if a solution violates a constraint, the
repair algorithm iteratively removes items until all constrains are satisﬁed. The
order in which the items are investigated, is determined by the maximum proﬁt/
weight ratio. The items with the lowest proﬁt/weight ratio are removed ﬁrst.
For the minimal spanning tree problem, ﬁrst the edges are removed from the
currently constructed graph and they are sorted according to their weight.
Next, they are added to the graph such that no cycles are introduced. This is
done by only allowing edges to be introduced between the connected compo-
nents in the graph. If after this phase, the number of connected components
has not been reduced to 1, all edges between the connected components are
regarded in increasing weight and again the connected components are merged
until a single component is left.
We ran every algorithm 50 times on each problem. To compare the algo-
rithm, we look at their average performance with respect to three diﬀerent
metrics. The most important one is the average front distance AFD. This metric
is the average minimal Euclidean distance over all points in a given default
front (FD) front to another front F. In the case of the real-valued problems,
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we know the optimal front. The default front in this case consists of a uni-
formly sampled set of 5000 solutions along the Pareto optimal front. Since we
do not know the Pareto optimal front for the binary optimization problems, we
use the Pareto front over all results obtained by all algorithms as the default
front. Because the distance is computed over all points in the default front
instead of over all points in the front found in a certain run, this measure gives
us a sense of how well each part of the optimal or best known front is covered
on average. It also gives us a sense of distance to the optimal front.
AFDðFD;FÞ ¼ 1jFDj
X
x2FD
min
Xm1
i¼0
ðxi
(
 yiÞ2
y 2F
)
ð3Þ
If two algorithms obtain a somewhat comparable AFD score, it is interesting
to look at other properties of the obtained results. A second metric we use is
the front spread FS. This metric gives a notion of the size of the objective space
covered by the Pareto front. It is the maximum Euclidean distance inside the
m-dimensional hypercube that is obtained by taking the maximum distance
among the points in the front in each dimension:
FSðFÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXm1
i¼0
maxfðxi  yiÞ2jðx; yÞ 2FFg
vuut ð4Þ
The third and ﬁnal metric is the front occupation FO, which is simply the
number of points on the front:
FOðFÞ ¼ jFj ð5Þ
For each of the metrics, we computed their average and standard deviation
over the 50 runs to get an assessment of their performance. The averages are
tabulated in Figs. 6–11. The best results are written in boldface. For each al-
gorithm, the type of recombination is indicated as a superscript. The MIDEA
algorithms are indicated by a single M symbol. For all tested MIDEA algo-
rithms, the subscript indicates whether only a single cluster was used. Without
a subscript, the leader algorithm was used in the objective space. The popu-
lation sizes that led to the best performance, are tabulated in Figs. 12 and 13.
For an extensive documentation of the results, including the standard devia-
tions, we refer the interested reader to a technical report [13]. Although the
average behavior is the most interesting, the standard deviations are vital to
determine whether the diﬀerences in the average behavior of the diﬀerent al-
gorithms are signiﬁcant. To this end, we have performed Aspin–Welch–Satt-
erthwaite (AWS) statistical hypothesis T-tests at a signiﬁcance level of
a ¼ 0:05. The AWS T-test is a statistical hypothesis test for the equality of
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Fig. 6. Average of the AFD metric on all real-valued problems.
Fig. 7. Average of the AFD metric on all combinatorial problems.
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Fig. 8. Average of the FS metric on all real-valued problems.
Fig. 9. Average of the FS metric on all combinatorial problems.
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Fig. 10. Average of the FO metric on all real-valued problems.
Fig. 11. Average of the FO metric on all combinatorial problems.
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Fig. 12. Population sizes used for the real-valued problems.
Fig. 13. Population sizes used for the combinatorial problems.
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means in which the equality of variances is not assumed. For each problem, we
statistically veriﬁed for each pair of algorithms whether the average obtained
metric values diﬀer signiﬁcantly. We assigned a value of 1 if an algorithm
scored signiﬁcantly better and a value of )1 if an algorithm scored signiﬁcantly
worse. We summed the so obtained matrices over all problems to get the
statistically signiﬁcant improvement matrices that are shown in Figs. 14–16.
We also computed the sum for each algorithm of its signiﬁcant improvement
values over all other algorithms to indicate the summed relative statistically
signiﬁcant performance of the algorithms.
One of the things that stands out, is that the MIDEA variants always per-
form best in the case in which the dimensionality of the problem is larger
(l ¼ 100 for the real-valued problems, l ¼ 1000 for the binary problems). This
is most likely due to the more powerful diversity preservation in MIDEA. As
the dimensionality of the problem goes up, the parameter search space becomes
larger. In the case of the binary combinatorial problems, the number of so-
lutions in the objective space becomes larger as well. Because of the enforced
parallel exploration in MIDEA and the good diversity preservation, better
Fig. 14. Number of times an improvement was found to be statistically signiﬁcant in the AFD
metric, summed over all tested problems. The numbers in a single row indicate the summed number
of signiﬁcantly better or worse results compared to the algorithms in the diﬀerent columns.
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results are obtained on average as the dimensionality of the problem increases.
In Fig. 5 the Pareto fronts over 50 runs for all algorithms are plotted on one
problem from each problem class and dimensionality. The better diversity
preservation and proper distribution of the points along the front can be seen
clearly for the problems of larger dimensionality. For the lower dimensionality
problems, better diversity preservation can also be observed, which is most
exempliﬁed by the fact that MIDEA obtains non-dominated solutions at the
outer ends of the front for the knapsack problem with l ¼ 100.
The fact that the use of mixtures by clustering the objective space allows for
enhanced diversity exploration and preservation, can also be observed by the
diﬀerence between the spread obtained by MIDEA with crossover operators
using only a single cluster versus the case in which on average four clusters are
used. A wider spread of solutions is found when clustering is enabled.
On the BT1 problem, modelling interactions in MIDEA leads to better re-
sults than those obtained by the other MOEAs. Thus, exploiting interactions
can be beneﬁcial in multi-objective optimization. For the BT1 problem with
l ¼ 10, if we allow for 5 105 evaluations, the MIDEA variant that learns
Bayesian factorizations is even capable of ﬁnding near optimal solutions
Fig. 15. Number of times an improvement was found to be statistically signiﬁcant in the FS metric,
summed over all tested problems. The numbers in a single row indicate the summed number of
signiﬁcantly better or worse results compared to the algorithms in the diﬀerent columns.
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whereas the other MOEAs were observed not to be able to produce compa-
rable results.
The number of evaluations that were allowed in this benchmark, is relatively
small. Although a good assessment is obtained in how good the tested ap-
proaches are at rapidly obtaining a good approximation of the global Pareto
optimal front, the use of learning techniques to exploit problem structure
usually requires a larger number of evaluations in order for their eﬀectiveness
to be displayed. This is even more so if mixtures of factorizations are used,
since the number of solutions in each mixture component is smaller than the
complete number of selected solutions. This behavior can be seen from the
results since the AFD metric is more often improved by using learning tech-
niques if a single cluster is used than when multiple clusters are used.
Regarding the full set of benchmarks, MIDEA is capable of obtaining re-
sults that are at least comparable with the most eﬃcient state-of-the-art MO-
EAs. Furthermore, from our results it seems that NSGA-II is the most
competitive. However, there is an added value to the use ofMIDEA in that it is
able to obtain and maintain a larger and more diverse Pareto front by parallel
front exploration and diversity preserving selection. The experiments underline
Fig. 16. Number of times an improvement was found to be statistically signiﬁcant in the FO metric,
summed over all tested problems. The numbers in a single row indicate the summed number of
signiﬁcantly better or worse results compared to the algorithms in the diﬀerent columns.
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these results as the front spread (Figs. 8 and 9), front occupation (Figs. 10 and
11) and the global Pareto fronts in Fig. 5 indicate a better performance. This
increased performance is furthermore also statistically signiﬁcant, as can be
seen in Figs. 15 and 16. The use of clustering to obtain mixture probability
distributions clearly leads to a signiﬁcant increase of performance in the
preservation and exploration of diversity. However, using only a single cluster
in combination with the diversity preserving selection method in MIDEA, on
average yields inferior results compared to NSGA-II. This is an indication of
the fact that the use of mixture probability distributions in combination with
the selection method of NSGA-II is likely to lead to an even more eﬃcient and
eﬀective diversity preserving MOEA.
6. Discussion
We have tested diﬀerent MOEAs on multiple problems and compared their
results. These MOEAs diﬀer in two aspects. On the one hand, they diﬀer in the
way that the solutions are represented and recombined into new oﬀspring. On
the other hand, they diﬀer in the way that selection is performed and diversity
is maintained. The use of probabilistic model learning in EAs is relatively new.
Therefore, it would also be interesting to see what results are obtained when
probabilistic model learning techniques are used with features such as layered
selection in NSGA-II and the external non-dominated archive in SPEA. The
results in this paper indicate that even more eﬀective MOEAs may be con-
structed by doing so. At this point, we note that the MIDEA framework is an
eﬃcient new tool for multi-objective optimization, since its performance is at
least comparable to current state-of-the art MOEAs.
The results in this paper show that exploiting interactions can be beneﬁcial
in multi-objective optimization. We have provided the BT1 function of which
we know that modelling multivariate interactions improves evolutionary op-
timization. However, for more practical applications such as the binary com-
binatorial problems, it is unclear at the outset whether or not the modelling
of interactions will indeed contribute to more eﬃcient optimization. It would
therefore be interesting to see how the results vary when we look at the number
of function evaluations required to obtain a certain quality of solutions. In
such a case, the population size could grow larger to allow for more solutions
in a single cluster. In this way, more reliable probabilistic models can be built,
leading perhaps to better results than when the univariate factorization is used.
Furthermore, it would also be interesting to ﬁnd and deﬁne more problems on
which the use of the univariately factorized probability distributions or simple
crossover schemes such as uniform crossover produce worse results than when
multivariate dependencies are modelled and processed.
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In theMIDEA as currently proposed, the clustering algorithm is not capable
of determining how many clusters are actually required to obtain a certain
degree of diversity or what the requirements on the population size are, to be
able to perform proper model learning in each cluster. Although general greedy
incremental learning algorithms could be used to adaptively select the number
of mixtures, this would imply a much larger running time since factorizations
need to be recomputed if the number of clusters changes. From our experi-
ments however, using only a few clusters already indicates a signiﬁcant increase
in the front spread for a wide variety of test problems.
Using a mixture of univariate factorizations has been shown in this paper to
give good results on a variety of problems. Furthermore, using the univariate
factorization is fast. Since the clustering algorithm also requires little time, we
essentially have a very fast and good performing multi-objective optimization
algorithm. Before trying to exploit linkage information by processing higher
order dependencies, we can therefore ﬁrst test whether disregarding this in-
formation gives satisfactory results.
7. Conclusions
In this paper, we have proposed and used the algorithmic framework
MIDEA for multi-objective optimization by learning and using probabilistic
models. To this end, a probability distribution is learned from a selection of
solutions and subsequently more solutions are drawn from this probability
distribution. For the speciﬁc task of multi-objective optimization, we proposed
the use of mixture distributions obtained by clustering to stimulate parallel
exploration along the Pareto front. Furthermore, we proposed a specialized
diversity preserving selection operator to preserve diversity and a good dis-
tribution of the points in the space of the objectives to be optimized.
By testing elitist MIDEAs on sixteen test problems that diﬀer in problem
domain and dimensionality, we showed thatMIDEAs are capable of obtaining
results that are at least comparable to results that may be obtained with current
state-of-the-art MOEAs. Furthermore, MIDEAs display excellent and un-
matched behavior in obtaining diversity and a good distribution of trade-oﬀ
solutions, especially for higher-dimensional problems.
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