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MULTILINEAR MORPHISMS BETWEEN 1-MOTIVES
CRISTIANA BERTOLIN
Abstract. We introduce the notion of biextensions of 1-motives over an ar-
bitrary scheme S and we define bilinear morphisms between 1-motives as iso-
morphism classes of such biextensions. If S is the spectrum of a field of charac-
teristic 0, we check that these biextensions define bilinear morphisms between
the realizations of 1-motives. Generalizing we obtain the notion of multilinear
morphisms between 1-motives.
Introduction
Let S be a scheme. A 1-motive M = (X,A, Y (1), G, u) over S consists of
• an S-group scheme X which is locally for the e´tale topology a constant
group scheme defined by a finitely generated free Z -module,
• an extension G of an abelian S-scheme A by an S-torus Y (1), with cocha-
racter group Y ,
• a morphism u : X → G of S-group schemes.
If S is the spectrum of the field C of complex numbers, in [D74] (10.1.3) Deligne
proves that the category of 1-motives over S is equivalent through the functor
“Hodge realization” M 7→ TH(M) to the category of Q -mixed Hodge structures
H, endowed with a torsion-free Z -lattice, of type {(0, 0), (−1, 0), (0,−1), (−1,−1)},
and with the quotient GrW−1(H) polarizable. In the categoryMHS of mixed Hodge
structures there is an obvious notion of tensor product. If Mi (for i = 1, . . . , n)
and M are 1-motives defined over C, the group HomMHS(⊗ni=1TH(Mi),TH(M)) is
hence defined. Our aim in this paper is to show that this group admits a purely
algebraic interpretation. More precisely, if Mi (for i = 1, . . . , n) and M are 1-
motives defined over an arbitrary scheme S, using biextensions we define a group
Hom(M1, . . . ,Mn;M)
of multilinear morphisms from M1 × . . . ×Mn to M , which for S = Spec (C) can
be identified with the group HomMHS(⊗
n
i=1TH(Mi),TH(M)).
One hopes that for any field k, there is a Q -linear Tannakian category of mixed
motives over k. The category of 1-motives over k, taken up to isogeny (i.e. tensoriz-
ing the Hom-groups by Q), should be a subcategory, and our notion of multilinear
morphisms between 1-motives should agree with the notion of multilinear mor-
phisms in this Tannakian category. For 1-motives, we are able to define multilinear
morphisms between 1-motives working integrally and over an arbitrary base scheme
S and we check that if S is the spectrum of the field k of characteristic 0 embed-
dable in C, our definition agrees with the notion of multilinear morphisms in the
integral version of the Tannakian category MRZ(k) of mixed realizations over k
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introduced by Jannsen in [J] I 2.1. Our results might give some guidance as to
what to hope for more general mixed motives.
The idea of defining morphisms through biextensions goes back to Grothendieck,
who defines ℓ-adic pairings from biextensions (cf. [SGA7] Expose´ VIII): if P,Q,G
are three abelian groups of a topos T, to each isomorphism class of biextensions
of (P,Q) by G, he associates a pairing (lnP )n≥0 ⊗ (lnQ)n≥0 → (lnG)n≥0 where
(lnP )n≥0 (resp. (lnQ)n≥0, (lnG)n≥0) is the projective system constructed from the
kernels lnP ( resp. lnQ , lnG) of the multiplication by l
n for each n ≥ 0. Let
Ki = [Ai
ui−→ Bi] (for i = 1, 2) be two complexes of abelian sheaves (over a topos
T) concentrated in degree 0 and -1. Generalizing Grothendieck’s work, in [D74]
(10.2.1) Deligne defines the notion of biextension of (K1,K2) by an abelian sheaf.
Applying this definition to two 1-motives M1,M2 defined over C and to Gm, he
associates, to each isomorphism class of such biextensions, a morphism from the
tensor product of the Hodge realizations (resp. the De Rham realizations, resp. the
ℓ-adic realizations) of M1 and M2 to the Hodge realization (resp. the De Rham
realization, resp. ℓ-adic realization) of Gm.
Let Ki = [Ai
ui−→ Bi] (for i = 1, 2, 3) be three complexes of abelian sheaves (over
a topos T) concentrated in degree 0 and -1. In this paper we define the notion of
biextension of (K1,K2) by K3 (see Definition 1.1.1). In the special case where A3 =
0, i.e. K3 = [0 −→ B3], our definition coincides with Deligne’one [D74] (10.2.1).
Since we can view 1-motives as complexes of commutative S-group schemes con-
centrated in degree 0 and -1, applying our definition of biextension of complexes of
abelian sheaves concentrated in degree 0 and -1 to 1-motives, we get the following
notion of biextension of 1-motives by 1-motives:
Definition 0.0.1. Let Mi = [Xi
ui−→ Gi] (for i = 1, 2, 3) be a 1-motive over a
scheme S. A biextension (B,Ψ1,Ψ2, λ) of (M1,M2) by M3 consists of
(1) a biextension of B of (G1, G2) by G3;
(2) a trivialization Ψ1 (resp. Ψ2) of the biextension (u1, idG2)
∗B of (X1, G2)
by G3 (resp. of the biextension (idG1 , u2)
∗B of (G1, X2) by G3) obtained as
pull-back of B via (u1, idG2) (resp. via (idG1 , u2)). These two trivializations
Ψ1 and Ψ2 have to coincide over (X1, X2), i.e.
(u1, idX2)
∗Ψ2 = Ψ = (idX1 , u2)
∗Ψ1
with Ψ a trivialization of the biextension (u1, u2)
∗B of (X1, X2) by G3
obtained as pull-back via (u1, u2) of the biextension B;
(3) a morphism λ : X1 ⊗ X2 → X3 of S-group schemes such that u3 ◦ λ :
X1 ⊗X2 → G3 is compatible with the trivialization Ψ of the biextension
(u1, u2)
∗B of (X1, X2) by G3.
We denote by Biext1(M1,M2;M3) the group of isomorphism classes of biexten-
sions of (M1,M2) by M3.
Definition 0.0.2. Let Mi (for i = 1, 2, 3) be a 1-motive over S. A morphism
M1 ⊗M2 −→M3
from the tensor product of M1 and M2 to the 1-motive M3 is an isomorphism class
of biextensions of (M1,M2) by M3. Moreover, to M1,M2 and M3 we associate a
group Hom(M1,M2;M3) defined in the following way:
Hom(M1,M2;M3) := Biext
1(M1,M2;M3),
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i.e. Hom(M1,M2;M3) is the group of bilinear morphisms from M1 ×M2 to M3.
Observe that the tensor productM1⊗M2 of two 1-motives is not defined yet, and
that according to the compatibility between the tensor product of motives and the
weight filtration of motives, such a tensor productM1⊗M2 is no longer a 1-motive.
But since morphisms of motives have to respect the weight filtration W∗, the only
non trivial components of the morphism M1 ⊗M2 → M3 are the components of
the morphism from the 1-motive underlying the quotientM1⊗M2/W−3(M1⊗M2)
to the 1-motive M3. Therefore for our goal only the 1-motive underlying M1 ⊗
M2/W−3(M1⊗M2) is involved. We construct explicitly this 1-motive in section 2.
Imposing the fact that morphisms of motives have to respect the weight filtration
W∗, if Mi (for i = 1, . . . , n) and M are 1-motives over S, we describe the group
Hom(M1, . . . ,Mn;M)
of multilinear morphisms from M1× . . .×Mn to M always in terms of biextensions
of 1-motives by 1-motives (Theorem 3.1.4).
We finish studying the cases in which we can describe the group of isomorphism
classes of biextensions of 1-motives as a group of bilinear morphisms in an appro-
priate category:
• If S = Spec (C), the group of isomorphism classes of biextensions of (M1,M2)
by M3 is isomorphic to the group of morphisms (of the category MHS of
mixed Hodge structures) from the tensor product TH(M1)⊗TH(M2) of the
Hodge realizations of M1 and M2 to the Hodge realization TH(M3) of M3:
(0.0.1) Hom(M1,M2;M3) ∼= HomMHS(TH(M1)⊗ TH(M2),TH(M3)).
• If S is the spectrum of a field k of characteristic 0 embeddable in C, modulo
isogenies the group of isomorphism classes of biextensions of (M1,M2) by
M3 is isomorphic to the group of morphisms of the category MRZ(k) of
mixed realizations over k with integral structure (integral version of the
Tannakian category of mixed realizations over k introduced by Jannsen
in [J] I 2.1) from the tensor product T(M1)⊗ T(M2) of the realizations of
M1 and M2 to the realization T(M3) of M3:
(0.0.2) Hom(M1,M2;M3)⊗Q ∼= HomMRZ(k)
(
T(M1)⊗ T(M2),T(M3)
)
.
In other words, following Deligne’s philosophy of motives described in [D89]
1.11, the notion of biextensions of 1-motives by 1-motives that we have in-
troduced furnishes the geometrical origin of the morphisms of MRZ(k)
from the tensor product of the realizations of two 1-motives to the realiza-
tion of another 1-motive, which are therefore motivic morphisms.
We expect to have a description of biextensions of 1-motives by 1-motives as
bilinear morphisms also in the following categories:
• If S is a scheme of finite type over C, we expect to generalize (0.0.1) finding
a description of the group Hom(M1,M2;M3) in terms of bilinear morphisms
of an appropriate subcategory of the category of variations of mixed Hodge
structures.
• If S is a scheme of finite type over Q, we expect to generalize (0.0.2) getting
a description of the group Hom(M1,M2;M3) ⊗ Q as a group of bilinear
morphisms in the Tannakian category M(S) of mixed realizations over S
with integral structure introduced by Deligne in [D89] 1.21, 1.23 and 1.24.
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Taking the inductive limit, it should be possible to generalize this last case
to any scheme S of characteristic 0.
• If S is the spectrum of a perfect field k, we expect to get a description
of the group Hom(M1,M2;M3)⊗ Q in terms of bilinear morphisms of the
Voevodsky triangulated category DMeffgm(k) of effective geometrical motives,
using the Orgogozo-Voevodsky functor from the derived category of the
category of 1-motives up to isogeny to the category DMeffgm(k)⊗Q (see [O]).
Seeing biextensions as multilinear morphisms was already used in the computa-
tion of the unipotent radical of the Lie algebra of the motivic Galois group of a
1-motive defined over a field k of characteristic 0. In fact in [B03] (1.3.1), using
Deligne’s definition of biextension of 1-motives by Gm, we defined a morphism from
the tensor product M1 ⊗M2 of two 1-motives to a torus as an isomorphism class
of biextensions of (M1,M2) by this torus.
Remark that the results obtained in [B08], in particular Theorem A, Theorem
B and Theorem C, mean that biextensions respect the weight filtration W∗ of
motives, i.e. they satisfy the main property of morphisms of motives.
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Notation
In this paper S is a scheme.
Because of the similar behavior of the different cohomology theories, it is ex-
pected that motives satisfy the following basic properties:
(1) The weight filtration W∗: each motive M is endowed with an increasing
filtration W∗, called the weight filtration. A motive M is said to be pure
of weight i if Wi(M) = M and Wi−1(M) = 0. Motives which are not pure
are called mixed motives. This weight filtration W∗ is strictly compatible
with any morphism f :M → N between motives, i.e.
f(M) ∩Wi(N) = f(Wi(M)).
In terms of pure motives, if M is pure of weight m and N is pure of weight
n, the group of homomorphisms Hom(M,N) is trivial if m 6= n.
(2) The tensor product : there exists the tensor product M ⊗N of two motives
M and N . This tensor product is compatible with the weight filtration W∗,
i.e.
Wn(M ⊗N) =
∑
i+j=n
Wi(M)⊗Wj(N).
In terms of pure motives, if M is pure of weight m and N is pure of weight
n then M ⊗N is a pure motif of weight m+ n.
It is not yet clear if these properties, which are clearly expected to be truth for
motives defined over a field, are satisfied also by motives defined over an arbitrary
scheme S.
If P , Q are S-group schemes, we denote by PQ the fibred product P ×S Q of P
and Q over S.
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Let P , Q and G be commutative S-group schemes. A biextension of (P,Q)
by G is a GP×Q-torsor B, endowed with a structure of commutative extension
of QP by GP and a structure of commutative extension of PQ by GQ, which are
compatible one with another (for the definition of compatible extensions see [SGA7]
Expose´ VII De´finition 2.1).
An abelian S-scheme A is an S-group scheme which is smooth, proper over S
and with connected fibres. An S-torus Y (1) is an S-group scheme which is locally
isomorphic for the fpqc topology (equivalently for the e´tale topology) to an S-group
scheme of the kind Grm (with r an integer bigger or equal to 0). The character
group Y ∨ = Hom(Y (1),Gm) and the cocharacter group Y = Hom(Gm, Y (1))
of an S-torus Y (1) are S-group schemes which are locally for the e´tale topology
constant group schemes defined by finitely generated free Z-modules.
A 1-motive M = (X,A, Y (1), G, u) can be viewed also as a complex [X
u
−→ G]
of commutative S-group schemes concentrated in degree 0 and -1. A morphism
of 1-motives is a morphism of complexes of commutative S-group schemes. An
isogeny between two 1-motives M1 = [X1 → G1] and M2 = [X2 → G2] is a
morphism of complexes (fX , fG) such that fX : X1 → X2 is injective with finite
cokernel, and fG : G1 → G2 is surjective with finite kernel. The weight filtration
W∗ on M = [X → G] is
Wi(M) = M for each i ≥ 0,
W−1(M) = [0 −→ G],
W−2(M) = [0 −→ Y (1)],
Wj(M) = 0 for each j ≤ −3.
Defining GrWi = Wi/Wi+1, we have Gr
W
0 (M) = [X → 0],Gr
W
−1(M) = [0→ A] and
GrW−2(M) = [0→ Y (1)]. Hence locally constant group schemes, abelian schemes and
tori are the pure 1-motives underlying M of weights 0,-1,-2 respectively. Moreover
for 1-motives the weight filtration W∗ is defined over Z. This means the following
thing: first recall that a mixed Hodge structure (HZ,W∗,F
∗) consists of a finitely
generated Z-module HZ, an increasing filtration W∗ (the weight filtration) on HZ⊗
Q, a decreasing filtration F∗ (the Hodge filtration) on HZ ⊗ C, and some axioms
relating these two filtrations. In the case of 1-motives defined over C, the weight
filtration W∗ of the corresponding mixed Hodge structure (see [D74] 10.1.3) is
defined on HZ, and so we say that the weight filtration W∗ is defined over Z.
There is a more symmetrical definition of 1-motives: Consider the 7-tuple (X,Y ∨,
A,A∗, v, v∗, ψ) where
• X and Y ∨ are two S-group schemes which are locally for the e´tale topology
constant group schemes defined by finitely generated free Z -modules. We
have to think at X and at Y ∨ as character groups of S-tori that we write
X∨(1) and Y (1) and whose cocharacter groups are X∨ and Y respectively;
• A is an abelian S-scheme and A∗ is the dual abelian S-scheme of A (see
[Mu65] Chapter 6 §1);
• v : X → A and v∗ : Y ∨ → A∗ are two morphisms of S-group schemes; and
• ψ is a trivialization of the pull-back (v, v∗)∗PA via (v, v∗) of the Poincare´
biextension PA of (A,A∗) by Z(1).
According to Proposition [D74] (10.2.14) to have the data (X,Y ∨, A,A∗, v, v∗, ψ)
is equivalent to have the 1-motive M = [X
u
−→G], where G is an extension of the
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abelian S-scheme A by the S-torus Y (1). With these notations the Cartier dual
of M = (X,Y ∨, A,A∗, v, v∗, ψ) is the 1-motive M = (Y ∨, X,A∗, A, v∗, v, ψ ◦ sym)
where sym : X × Y ∨ → Y ∨ ×X is the morphism which permutes the factors.
The pull-back (v, v∗)∗PA by (v, v∗) of the Poincare´ biextension PA of (A,A∗) is
a biextension of (X,Y ∨) by Gm. According [SGA3] Expose´ X Corollary 4.5, we
can suppose that the character group Y ∨ is ZrkY
∨
(if necessary we localize over S
for the e´tale topology). Moreover since by [SGA7] Expose´ VII (2.4.2) the category
Biext is additive in each variable, we have the equivalence of categories
Biext(X,Y ∨;Gm) ∼= Biext(X,Z;Y (1)).
We denote by ((v, v∗)∗PA)⊗ Y the biextension of (X,Z) by Y (1) corresponding to
the biextension (v, v∗)∗PA through this equivalence of categories. The trivialization
ψ of (v, v∗)∗PA defines a trivialization ψ ⊗ Y of ((v, v∗)∗PA)⊗ Y , and vice versa.
1. Biextensions of 1-motives
1.1. The category of biextensions of 1-motives by 1-motives. Let Ki =
[Ai
ui−→ Bi] (for i = 1, 2, 3) be a complex of abelian sheaves (over any topos T)
concentrated in degree 0 and -1.
Definition 1.1.1. A biextension (B,Ψ1,Ψ2, λ) of (K1,K2) by K3 consists of
(1) a biextension of B of (B1, B2) by B3;
(2) a trivialization Ψ1 (resp. Ψ2) of the biextension (u1, idB2)
∗B of (A1, B2)
by B3 (resp. of the biextension (idB1 , u2)
∗B of (B1, A2) by B3) obtained
as pull-back of B via (u1, idB2) : A1 ×B2 → B1 ×B2 (resp. via (idB1 , u2) :
B1 × A2 → B1 × B2 ). These two trivializations have to coincide over
(A1, A2);
(3) a morphism λ : A1⊗A2 → A3 such that the composite A1⊗A2
λ
−→ A3
u3−→
B3 is compatible with the restriction over (A1, A2) of the trivializations Ψ1
and Ψ2.
Let Ki = [Ai
ui−→ Bi] and K ′i = [A
′
i
u′i−→ B′i] (for i = 1, 2, 3) be a complex of
abelian sheaves concentrated in degree 0 and -1. Let (B,Ψ1,Ψ2, λ) be a biextension
of (K1,K2) by K3 and let (B′,Ψ′1,Ψ
′
2, λ
′) be a biextension of (K ′1,K
′
2) by K
′
3.
Definition 1.1.2. A morphism of biextensions
(F ,Υ1,Υ2, g3) : (B,Ψ1,Ψ2, λ) −→ (B
′,Ψ′1,Ψ
′
2, λ
′)
consists of
(1) a morphism F = (F, f1, f2, f3) : B → B′ from the biextension B to the
biextension B′. In particular,
f1 : B1 −→ B
′
1 f2 : B2 −→ B
′
2 f3 : B3 −→ B
′
3
are morphisms of abelian sheaves.
(2) a morphism of biextensions
Υ1 = (Υ1, g1, f2, f3) : (u1, idB2)
∗B −→ (u′1, idB′2)
∗B′
compatible with the morphism F = (F, f1, f2, f3) and with the trivializa-
tions Ψ1 and Ψ
′
1, and a morphism of biextensions
Υ2 = (Υ2, f1, g2, f3) : (idB1 , u2)
∗B −→ (idB′
1
, u′2)
∗B′
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compatible with the morphism F = (F, f1, f2, f3) and with the trivializa-
tions Ψ2 and Ψ
′
2. In particular,
g1 : A1 −→ A
′
1 g2 : A2 −→ A
′
2
are morphisms of abelian sheaves. By pull-back, the two morphisms
Υ1 = (Υ1, g1, f2, f3) and Υ2 = (Υ2, f1, g2, f3) define a morphism of biex-
tensions Υ = (Υ, g1, g2, f3) : (u1, u2)
∗B → (u′1, u
′
2)
∗B′ compatible with the
morphism F = (F, f1, f2, f3) and with the trivializations Ψ and Ψ
′.
(3) a morphism g3 : A3 → A′3 of abelian sheaves compatible with u3 and u
′
3
(i.e. u′3 ◦ g3 = f3 ◦ u3) and such that
λ′ ◦ (g1 × g2) = g3 ◦ λ
Remark 1.1.3. The morphisms g3 and f3 define a morphism from K3 to K
′
3. The
morphisms g1 and f1 (resp. g2 and f2) define morphisms from K1 to K
′
1 (resp.
from K2 to K
′
2).
We denote by Biext(K1,K2;K3) the category of biextensions of (K1,K2) by
K3. The Baer sum of extensions defines a group law for the objects of the category
Biext(K1,K2;K3), which is therefore a Picard category (see [SGA7] Expose´ VII
2.4, 2.5 and 2.6). Let Biext0(K1,K2;K3) be the group of automorphisms of any
biextension of (K1,K2) by K3, and let
Biext1(K1,K2;K3) be the group of isomorphism classes of biextensions of (K1,K2)
by K3.
Remark 1.1.4. In the paper [B] in preparation, we are proving the following homo-
logical interpretation of the groups Biexti(K1,K2;K3) for i = 0, 1:
Biexti(K1,K2;K3) ∼= Ext
i(K1
L
⊗K2,K3) (i = 0, 1).
This homological interpretation generalizes the one obtained by Grothendick in
[SGA7] Expose´ VII 3.6.5 for biextensions of abelian sheaves.
Now we generalize to complex of abelian sheaves concentrated in degree 0 and
-1, the definitions of symmetric biextensions and of skew-symmetric biextensions
of abelian sheaves introduced by L. Breen in [Be83] 1.4 and [Be87] 1.1 respectively.
Let K and K ′ be complexes of abelian sheaves concentrated in degree 0 and -1.
Denote by sym : K ×K → K ×K the morphism which permutes the factors and
by d : K → K ×K the diagonal morphism.
Definition 1.1.5. A symmetric biextension (B, ξB) of (K,K) by K ′ consists
of a biextension B = (B,Ψ1,Ψ2, λ) of (K,K) by K ′ and a morphism of biextensions
ξB : sym
∗B → B, where sym∗B is the pull-back of B via the morphism sym which
permutes the factors, such that the restriction d∗ξB of ξB by the diagonal morphism
d coincides with the isomorphism
νB : d
∗sym∗B −→ d∗B
arising from the identity sym ◦ d = d.
The morphism ξB is involute, i.e. the composite ξB ◦ sym∗ξB : sym∗sym∗B →
sym∗B → B is the identity of B (cf. [Br83] 1.7).
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Definition 1.1.6. The symmetrized biextension of a biextension B = (B,Ψ1,
Ψ2, λ) of (K,K) by K
′ is the symmetric biextension (B∧ sym∗B, ξB∧sym∗B), where
the morphism ξB∧sym∗B is given canonically by the composite
ξB∧sym∗B : sym
∗B ∧ sym∗sym∗B −→ sym∗B ∧ B
τ
−→B ∧ sym∗B
where the first arrow comes from the equality sym ◦ sym = id and the second one
is the morphism τ : sym∗B ∧ B → B ∧ sym∗B which permutes the factors of the
contracted product.
Definition 1.1.7. A skew-symmetric biextension (B, ϕB) of (K,K) by K ′
consists of a biextension B = (B,Ψ1,Ψ2, λ) of (K,K) by K ′ and a trivialization ϕB
of the biextension (B ∧ sym∗B, ξB∧sym∗B) which is compatible with the symmetric
structure of (B ∧ sym∗B, ξB∧sym∗B).
Since we can view 1-motives as complexes of commutative S-group schemes
concentrated in degree 0 and -1, all the definitions of this section apply to 1-motives.
1.2. A simpler description. Using the symmetrical description of 1-motives re-
called in the Notation, we can give a simpler description of the definition 0.0.1 of
biextension of 1-motives by 1-motives.
Proposition 1.2.1. Let Mi = (Xi, Y
∨
i , Ai, A
∗
i , vi, v
∗
i , ψi) (for i = 1, 2, 3) be a 1-
motive over S. To have a biextension (B,Ψ1,Ψ2, λ) of (M1,M2) by M3 is equivalent
to have a 4-uplet (B,Φ1,Φ2,Λ) where
(1) a biextension of B of (A1, A2) by Y3(1);
(2) a trivialization Φ1 (resp. Φ2) of the biextension (v1, idA2)
∗B of (X1, A2)
by Y3(1) (resp. of the biextension (idA1 , v2)
∗B of (A1, X2) by Y3(1)) ob-
tained as pull-back of B via (v1, idA2) (resp. via (idA1 , v2)). These two
trivializations Φ1 and Φ2 have to coincide over (X1, X2), i.e.
(v1, idX2)
∗Φ2 = Φ = (idX1 , v2)
∗Φ1
with Φ a trivialization of the biextension (v1, v2)
∗B of (X1, X2) by Y3(1)
obtained as pull-back of the biextension B via (v1, v2);
(3) a morphism Λ : (v1, v2)
∗B → ((v3, v∗3)
∗PA3) ⊗ Y3 of biextensions, with
Λ|Y3(1) equal to the identity and Λ|X1×X2 bilinear, such that the following
diagram is commutative
(1.2.1)
Y3(1) = Y3(1)
| |
(v1, v2)
∗B −→ ((v3, v∗3)
∗PA3)⊗ Y3
Φ ↑↓ ↓↑ ψ3⊗Y3
X1 ×X2 −→ X3 × Z.
Proof. According to [B08] Theorem 2.5.2 and remark 2.5.3, to have the biextension
B of (A1, A2) by Y3(1) is equivalent to have the biextension B = ι3 ∗(π1, π2)∗B
of (G1, G2) by G3, where for i = 1, 2, 3, πi : Gi → Ai is the projection of Gi
over Ai and ιi : Yi(1) → Gi is the inclusion of Yi(1) over Gi. The trivializations
(Φ1,Φ2) and (Ψ1,Ψ2) determine each others. To have the morphism of S-group
schemes λ : X1 × X2 → X3 is equivalent to have the morphism of biextensions
Λ : (v1, v2)
∗B → ((v3, v∗3)
∗PA3)⊗Y3 with Λ|Y3(1) equal to the identity. In particular,
through this last equivalence λ corresponds to Λ|X1×X2 and to require that u3 ◦λ :
X1 ⊗ X2 → G3 is compatible with the trivialization Ψ of (u1, u2)
∗B corresponds
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to require the commutativity of the diagram (1.2.1) with the vertical arrows going
up. 
2. Some tensor products
2.1. The tensor product with a motive of weight zero. Let Z be an S-group
scheme which is locally for the e´tale topology a constant group scheme defined by
a finitely generated free Z-module, i.e. there exist an e´tale surjective morphism
S′ → S such that ZS′ is the constant S′-group scheme Zz with z an integer bigger
or equal to 0. The tensor product of abelian sheaves in the big e´tale site furnishes
the tensor product of Z with the pure motives underlying 1-motives. In this section
we discuss the representability by group schemes of such tensor products.
2.1.1. The tensor product of two motives of weight zero: Let X be an S-group
scheme which is locally for the e´tale topology a constant group scheme defined by
a finitely generated free Z-module, Zx with x an integer bigger or equal to 0. The
tensor product
X ⊗ Z
is the S-group scheme which is locally for the e´tale topology a constant group
scheme defined by a finitely generated free Z-module of rank x · z, such that there
exist an e´tale surjective morphism S′ → S for which the S′-group scheme (X⊗Z)S′
is isomorphic to the fibred product of z-copies of the S′-group scheme XS′ . In fact,
let g : S′ → S be the e´tale surjective morphism such that ZS′ is the constant S′-
group scheme Zz . Over S′ we define the tensor product XS′ ⊗ ZS′ as the fibred
product of z-copies of the S′-scheme XS′ :
XS′ ⊗ ZS′ := XS′ ×S′ . . .×S′ XS′
The S′-scheme XS′ ⊗ZS′ is again an S
′-group scheme which is locally for the e´tale
topology a constant group scheme defined by a finitely generated free Z-module of
rank x · z, and so in particular it is locally of finite presentation, separated and
locally quasi-finite over S′. By [SGA3] Expose´ X Lemma 5.4 the morphism g is a
morphism of effective descent for the fibred category of locally of finite presentation,
separated and locally quasi-finite schemes, i.e. there exists an S-scheme X⊗Z and
an S′-isomorphism (X ⊗ Z)S′ ∼= XS′ ⊗ ZS′ which is compatible with the descent
data. By construction X ⊗Z is again a group scheme which is locally for the e´tale
topology a constant group scheme defined by a finitely generated free Z-module of
rank x · z.
2.1.2. The tensor product of a torus with a motive of weight 0: Let Y (1) be an
S-torus. The tensor product
Y (1)⊗ Z
is the S-torus such that there exist an e´tale surjective morphism S′ → S for which
the S′-torus (Y (1) ⊗ Z)S′ is isomorphic to the fibred product of z-copies of the
S′-torus Y (1)S′ . In fact, let g : S
′ → S be the e´tale surjective morphism such that
ZS′ is the constant S
′-group scheme Zz. Over S′ we define the tensor product
Y (1)S′ ⊗ ZS′ as the fibred product of z-copies of the S′-torus Y (1)S′ :
Y (1)S′ ⊗ ZS′ := Y (1)S′ ×S′ . . .×S′ Y (1)S′
The S′-scheme Y (1)S′ ⊗ ZS′ is again an S′-torus, and so in particular it is affine
S′. By [SGA1] Expose´ VIII Theorem 2.1 the morphism g is a morphism of effective
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descent for the fibred category of affine schemes, i.e. there exists an S-scheme
Y (1)⊗Z and an S′-isomorphism (Y (1)⊗Z)S′ ∼= Y (1)S′ ⊗ZS′ which is compatible
with the descent data. By construction Y (1)⊗ Z is again a torus.
Remark 2.1.1. If the cocharacter group Y of the torus Y (1) has rank y, the cocha-
racter group of the torus Y (1)⊗ Z is the motif of weight zero Y ⊗ Z of rank y · z.
2.1.3. The tensor product of an abelian scheme with a motive of weight 0: Let A
be an abelian S-scheme. The tensor product
A⊗ Z
is the abelian S-scheme such that there exist an e´tale surjective morphism S′ → S
for which the abelian S′-scheme (A ⊗ Z)S′ is isomorphic to the fibred product of
z-copies of the abelian S′-scheme AS′ . In fact, let g : S
′ → S be the e´tale surjective
morphism such that ZS′ is the constant S
′-group scheme Zz. Over S′ we define the
tensor product AS′ ⊗ZS′ as the fibred product of z-copies of the abelian S′-scheme
AS′ :
AS′ ⊗ ZS′ := AS′ ×S′ . . .×S′ AS′
The S′-scheme AS′ ⊗ ZS′ is again an abelian S′-scheme, and in particular it is an
algebraic space over S′. By [LM-B] Corollary 10.4.2 the morphism g is a morphism
of effective descent for the fibred category of algebraic spaces, i.e. there exists an
algebraic S-space A ⊗ Z and an S′-isomorphism (A ⊗ Z)S′ ∼= AS′ ⊗ ZS′ which
is compatible with the descent data. The local properties, as smoothness, and
the properties which are stable by base change, as properness and geometrically
connected fibres, are carried over from A to A⊗Z. Therefore the algebraic S-space
A ⊗ Z is a group object, smooth, proper over S and with connected fibres and so
according to [FC] Theorem 1.9, A⊗ Z is an abelian S-scheme.
2.1.4. The tensor product of an extension of an abelian scheme by a torus with a
motive of weight 0: Let G be an extension of an abelian S-scheme A by an S-torus
Y (1). The tensor product
G⊗ Z
is the S-group scheme which is extension of the abelian S-scheme A ⊗ Z by the
S-torus Y (1) ⊗ Z, such that there exist an e´tale surjective morphism S′ → S for
which the S′-group scheme (G⊗Z)S′ is isomorphic to the fibred product of z-copies
of the S′-group scheme GS′ . In fact, let g : S
′ → S be the e´tale surjective morphism
such that ZS′ is the constant S
′-group scheme Zz. Over S′ we define the tensor
product GS′ ⊗ ZS′ as the fibred product of z-copies of the S
′-scheme GS′ :
GS′ ⊗ ZS′ := GS′ ×S′ . . .×S′ GS′
The S′-scheme GS′ ⊗ ZS′ is an extension of the abelian S′-scheme AS′ ⊗ ZS′ by
an S′-torus Y (1)S′ ⊗ ZS′ . In particular GS′ ⊗ ZS′ is an algebraic space over S
′.
By [LM-B] Corollary 10.4.2 the morphism g is a morphism of effective descent for
the fibred category of algebraic spaces, i.e. there exists an algebraic S-space G⊗Z
which is an extension the abelian S-scheme A⊗Z by the S-torus Y (1)⊗Z, and an
S′-isomorphism (G⊗Z)S′ ∼= GS′ ⊗ZS′ which is compatible with the descent data.
The smoothness of the torus Y (1)⊗Z implies that the fppf Y (1)⊗Z-torsor G⊗Z is
in fact an e´tale torsor (see [G68] Theorem 11.7). Since the torus Y (1)⊗Z is affine
over S and since affiness is stable under base extensions, the Y (1)⊗Z-torsor G⊗Z
is affine over A ⊗ Z
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affine schemes (see [SGA1] Expose´ VIII Theorem 2.1) the algebraic S-space G⊗Z
is in fact an S-scheme.
Using the above constructions we can now define the tensor product of a 1-motive
with a motive of weight 0:
Definition 2.1.2. Let M = [X
u
→ G] be a 1-motive. The tensor product M ⊗ Z
is the 1-motive
[X ⊗ Z
u⊗Z
−→ G⊗ Z].
We can conclude that roughly speaking “to tensor a motive by a motive of weight
0” means to take a certain number of copies of this motive.
2.2. The 1-motive underlying M1⊗M2/W−3(M1⊗M2). LetMi = (Xi, Y ∨i , Ai,
A∗i , vi, v
∗
i , ψi) be a 1-motive (for i = 1, 2) defined over S. The 1-motive underlying
the motive M1 ⊗M2/W−3(M1 ⊗M2) is the 1-motive M = (X,Y∨,A,A∗,V,V∗,Ψ)
where,
• X is the S-group scheme X1 ⊗X2,
• Y∨ is the S-group scheme X∨1 ⊗ Y
∨
2 + Y
∨
1 ⊗X
∨
2 + Biext
1(A1, A2;Z(1))
where Biext1(A1, A2;Z(1)) is the S-group scheme which is locally for the
e´tale topology a constant group scheme defined by the group of isomorphism
classes of biextensions of (A1, A2) by Z(1) (remark that Biext
1(A1, A2;Z(1))
is a group scheme because Biext1(A1, A2;Z(1)) is a group),
• A is the abelian S-scheme X1 ⊗A2 + A1 ⊗X2,
• the morphisms V and V∗ and the trivialization Ψ are defined by the for-
mula (2.2.1), (2.2.2), (2.2.3), (2.2.4), (2.2.5), (2.2.6), (2.2.7).
Proof. The only non trivial components of the motive M1 ⊗M2/W−3(M1 ⊗M2)
are the pure motives
GrW0 (M1 ⊗M2/W−3(M1 ⊗M2)) = X1 ⊗X2,
GrW−1(M1 ⊗M2/W−3(M1 ⊗M2)) = X1 ⊗A2 + A1 ⊗X2,
GrW−2(M1 ⊗M2/W−3(M1 ⊗M2)) = X1 ⊗ Y2(1) + Y1(1)⊗X2 + A1 ⊗A2.
of weight 0,-1 and -2 respectively. Until now we don’t have defined A1 ⊗A2 but in
fact, in what follows, we will need only the morphisms from A1 ⊗ A2 to the torus
Z(1) which are defined in Definition 3.1.1 (see also remark 2.2.1). Hence
• X is the S-group scheme X1 ⊗ X2 which is locally for the e´tale topology
a constant group scheme defined by a finitely generated free Z-module of
rank r1 · r2, where r1 (resp. r2) is the rank of the finitely generated free
Z-module defining X1 (resp.X2),
• A is the abelian S-scheme X1 ⊗A2 + A1 ⊗X2,
• Y∨ is Hom(X1 ⊗ Y2(1) + Y1(1)⊗X2 + A1 ⊗A2,Z(1)).
We have the equality
Y∨ = X∨1 ⊗ Y
∨
2 + Y
∨
1 ⊗X
∨
2 + Hom(A1 ⊗A2,Z(1)).
As we will see in definition 3.1.1, the bilinear morphisms from A1×A2 to the torus
Z(1) are the isomorphism classes of biextensions of (A1, A2) by Z(1). Therefore
Y∨ = X∨1 ⊗ Y
∨
2 + Y
∨
1 ⊗X
∨
2 + Biext
1(A1, A2;Z(1))
where Biext1(A1, A2;Z(1)) is the S-group scheme which is locally for the e´tale
topology a constant group scheme defined by the group Biext1(A1, A2;Z(1)) of
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isomorphism classes of biextensions of (A1, A2) by Z(1).
We define the morphism V using the morphisms v1 : X1 → A1 and v2 : X2 → A2.
In fact,
(2.2.1) V = (v⊗X21 , v
⊗X1
2 ) : X1 ⊗X2 −→ X1 ⊗A2 + A1 ⊗X2
where v⊗X21 : X1 ⊗ X2 → A1 ⊗ X2 and v
⊗X1
2 : X1 ⊗ X2 → X1 ⊗ A2. Before to
define the morphism V∗, observe that the Cartier dual of the abelian S-scheme
X1 ⊗ A2 + A1 ⊗ X2 is the abelian S-scheme X∨1 ⊗ A
∗
2 + A
∗
1 ⊗ X
∨
2 . Since Y
∨
decomposes in three terms, we can define V separately over each terms. For the
first two terms X∨1 ⊗ Y
∨
2 + Y
∨
1 ⊗X
∨
2 , we use the morphisms v
∗
1 : Y
∨
1 → A
∗
1 and
v∗2 : Y
∨
2 → A
∗
2. In fact,
(2.2.2) V∗1 = (v
∗
1)
⊗X∨2 : Y ∨1 ⊗X
∨
2 −→ A
∗
1 ⊗X
∨
2
(2.2.3) V∗2 = (v
∗
2)
⊗X∨1 : X∨1 ⊗ Y
∨
2 −→ X
∨
1 ⊗A
∗
2
In order to define V∗ over the term Biext1(A1, A2;Z(1)) we use the well-known
canonical isomorphisms
Hom(A1, A
∗
2)
∼= Biext1(A1, A2;Z(1)) ∼= Hom(A2, A
∗
1)
(see [SGA7] Expose´ VIII 3.2) and the isomorphisms X∨1 ⊗A
∗
2
∼= Hom(X1, A
∗
2) and
A∗1 ⊗X
∨
2
∼= Hom(X2, A∗1):
V∗3 : Biext
1(A1, A2;Z(1)) −→ Hom(X1, A
∗
2) + Hom(X2, A
∗
1)(2.2.4)
b 7−→ (b ◦ v1, b ◦ v2).
We set V∗ = V∗1+V
∗
2+V
∗
3. It remains to define the trivialization Ψ of the pull-back
via (V,V∗) of the Poincare´ biextension of (X1⊗A2 + A1⊗X2, X∨1 ⊗A
∗
2 + A
∗
1⊗X
∨
2 )
by Z(1). Since Y∨ decomposes in three terms, we can define this trivialization
separately over each terms. For the first two terms X∨1 ⊗ Y
∨
2 + Y
∨
1 ⊗X
∨
2 , we use
the trivializations ψ1 : X1 × Y ∨1 → Z(1) and ψ2 : X2 × Y
∨
2 → Z(1). In fact, the
trivializations
(ψ1)
⊗X2 : (X1 × Y
∨
1 )⊗X2 −→ Z(1)⊗X2
(ψ2)
⊗X1 : X1 ⊗ (X2 × Y
∨
2 ) −→ X1 ⊗ Z(1)
furnish
(2.2.5) Ψ1 = (ψ1)
⊗X2 ⊗X∨2 : (X1 ⊗X2) × (Y
∨
1 ⊗X
∨
2 ) −→ Z(1)
(2.2.6) Ψ2 = (ψ2)
⊗X1 ⊗X∨1 : (X1 ⊗X2) × (X
∨
1 ⊗ Y
∨
2 ) −→ Z(1)
In order to define Ψ over the term Biext1(A1, A2;Z(1)) we use the definition 3.1.1
according to which the group Biext1(A1, A2;Z(1)) of isomorphism classes of biex-
tensions of (A1, A2) by Z(1) is the group Hom(A1⊗A2,Z(1)) of bilinear morphisms
from A1 ×A2 to Z(1):
Ψ3 : (X1 ⊗X2) × Biext
1(A1, A2;Z(1)) −→ Z(1)(2.2.7)
(x1 ⊗ x2, b) 7−→ b(v1(x1)⊗ v2(x2)).
We set Ψ = Ψ1 +Ψ2 +Ψ3. 
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Remark 2.2.1. Let S be the spectrum of a field of characteristic 0 embeddable in C.
The Hodge realization TH(A1⊗A2) of the motive A1⊗A2 is a pure Hodge structure
of type {(−2, 0), (−1,−1), (0,−2)}. Since the Hodge realization of a 1-motive is of
type {(0, 0), (−1, 0), (0,−1), (−1,−1)}, the only component of TH(A1⊗A2) which is
involved in the Hodge realization of the 1-motive underlying M1⊗M2/W−3(M1 ⊗
M2), is the component (TH(A1⊗A2))−1,−1 of type (−1,−1). By definition 3.1.1 the
group Hom(A1⊗A2,Z(1)) is the group Biext
1(A1, A2;Z(1)) of isomorphism classes
of biextensions of (A1, A2) by Z(1), and so the component
(
TH(A1 ⊗ A2)
)−1,−1
is the Hodge realization of the torus
(
Biext1(A1, A2;Z(1))
)∨
(1) whose character
group is Biext1(A1, A2;Z(1)):(
TH(A1 ⊗A2)
)−1,−1
= TH
(
(Biext1(A1, A2;Z(1)))
∨(1)
)
.
3. Morphisms from a finite tensor product of 1-motives to a 1-motive
3.1. Multilinear morphisms between 1-motives.
Definition 3.1.1. Let M1,M2 and M3 be three 1-motives defined over S. A
morphism from the tensor product of M1 and M2 to M3 is an isomorphism
class of biextensions of (M1,M2) by M3. Moreover to the three 1-motives M1,M2
and M3 we associate a group Hom(M1,M2;M3) defined in the following way:
Hom(M1,M2;M3) := Biext
1(M1,M2;M3),
i.e. Hom(M1,M2;M3) is the group of bilinear morphisms from M1 ×M2 to M3.
The structure of commutative group of Hom(M1,M2;M3) is described in [SGA7]
Expose´ VII 2.5.
Let Mi be a 1-motive [Xi → 0] of weight 0 (for i = 1, 2, 3). According to our
definition of biextension of 1-motives by 1-motives, we have the equality
Biext1([X1 → 0], [X2 → 0]; [X3 → 0]) = Hom(X1 ⊗X2, X3),
i.e. biextensions of ([X1 → 0], [X2 → 0]) by [X3 → 0] are just bilinear morphisms
of S-group schemes from X1 ×X2 to X3. As expected, for motives of weight 0 we
have therefore
Hom([X1 → 0], [X2 → 0]; [X3 → 0]) = Hom(X1 ⊗X2, X3).
Definition 1.1.2 of morphisms of biextensions of 1-motives by 1-motives allows
us to define a morphism between the bilinear morphisms corresponding to such
biextensions. More precisely, let Mi and M
′
i (for i = 1, 2, 3) be 1-motives over S.
If we denote by b the morphism M1 ⊗M2 → M3 corresponding to the biexten-
sion (B,Ψ1,Ψ2, λ) of (M1,M2) by M3 and by b′ the morphism M ′1 ⊗M
′
2 → M
′
3
corresponding to the biextension (B′,Ψ′1,Ψ
′
2, λ
′) of (M ′1,M
′
2) by M
′
3, a morphism
(F ,Υ1,Υ2, g3) : (B,Ψ1,Ψ2, λ)→ (B
′,Ψ′1,Ψ
′
2, λ
′) of biextensions defines the vertical
arrows of the following diagram of morphisms
M1 ⊗M2
b
−→ M3
↓ ↓
M ′1 ⊗M
′
2
b′
−→ M ′3.
It is clear now why from the data (F ,Υ1,Υ2, g3) we get a morphism from M3 to
M ′3 as remarked in 1.1.3. Moreover sinceM1⊗ [Z→ 0], M
′
1⊗ [Z→ 0], [Z→ 0]⊗M2
and [Z→ 0]⊗M ′2, are sub-1-motives of the motives M1 ⊗M2 and M
′
1 ⊗M
′
2, from
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the data (F ,Υ1,Υ2, g3) we get also morphisms from M1 to M
′
1 and fromM2 to M
′
2
(see 1.1.3).
In [B08] Theorem 2.5.2 we proved that ifMi = [Xi
ui−→ Gi] (for i = 1, 2, 3) is a 1-
motive defined over S, Biext1(G1, G2;G3) ∼= Biext
1(A1, A2;Y3(1)). More precisely
we have the following isomorphisms
(3.1.1)
Biext1(G1, G2;Y3(1)) ∼= Biext
1(A1, A2;Y3(1))
Biext1(G1, G2;G3) ∼= Biext
1(G1, G2;Y3(1))
According to Definition 3.1.1 these isomorphisms mean that biextensions of 1-
motives by 1-motives respect the weight filtration W∗, i.e. they satisfy the main
property of morphisms of motives.
Inspired by [SGA7] Expose´ VIII Corollary 2.2.11, if M1,M2,M3 are three 1-
motives defined over S, we require the anti-commutativity of the diagram
Biext1(M1,M2;M3)
∼=
−→ Biext1(M2,M1;M3)
= ↓ ↓ =
Hom(M1,M2;M3)
∼=
−→ Hom(M2,M1;M3)
where the horizontal maps are induced by the morphism which permutes the factors.
The definitions of symmetric biextension of 1-motives 1.1.5 and of skew-symmetric
biextension of 1-motives 1.1.7 allow then the following definition:
Definition 3.1.2. Let M and M ′ be 1-motives defined over S. A symmetric
morphism M ⊗ M → M ′ is an isomorphism class of skew-symmetric biexten-
sions of (M,M) by M ′. A skew-symmetric morphism M ⊗M → M ′ is an
isomorphism class of symmetric biextensions of (M,M) by M ′.
Now we generalize Definition 3.1.1 to a finite tensor product of 1-motives:
Lemma 3.1.3. For 1-motives defined over S, assume the existence of a weight
filtration and of a tensor product, which are compatible one with another. Let l and
i be positive integers and let Mj = [Xj
uj
−→ Gj ] (for j = 1, . . . , l) be a 1-motive
defined over S. If i ≥ 1 and l + 1 ≥ i, the motive ⊗lj=1Mj/W−i(⊗
l
j=1Mj) is
isogeneous to the motive
(3.1.2)∑(
⊗k∈{ν1,...,νl−i+1} Xk
)⊗(
⊗j∈{ι1,...,ιi−1}Mj/W−i(⊗j∈{ι1,...,ιi−1}Mj)
)
where the sum is taken over all the (l − i + 1)-uplets {ν1, . . . , νl−i+1} and all the
(i−1)-uplets {ι1, . . . , ιi−1} of {1, · · · , l} such that {ν1, . . . , νl−i+1}∩{ι1, . . . , ιi−1} =
∅ and ν1 < · · · < νl−i+1, ι1 < · · · < ιi−1.
Proof. 1-motives Mj have components of weight 0 (the lattice part Xj), of weight
-1 (the abelian part Aj) and of weight -2 (the toric part Yj(1)). Consider the pure
motive GrW−i(⊗
l
j=1Mj): it is a finite sum of tensor products of l factors of weight 0,
-1 other -2. If i = l the tensor product
A1 ⊗A2 ⊗ · · · ⊗Al
contains no factors of weight 0. For each i strictly bigger than l, it is also easy to
construct a tensor product of l factors whose total weight is −i and in which no
factor has weight 0 (for example if i = l + 2 we take
Y1(1)⊗ Y2(1)⊗A3 ⊗ · · · ⊗Al).
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However if i is strictly smaller than l, in each of these tensor products of l factors,
there is at least one factor of weight 0, i.e. one of the Xj for j = 1, . . . , l.
Now fix a i strictly smaller than l. The tensor products where there are less factors
of weight 0 are exactly those where there are more factors of weight -1. Hence in
the pure motive Gr−i(⊗
l
j=1Mj), the tensor products with less factors of weight 0
are of the type
Xν1 ⊗ · · · ⊗Xνl−i ⊗Aι1 ⊗ · · · ⊗Aιi .
After these observations, the conclusion is clear. Remark that we have only an
isogeny because in the 1-motive (3.1.2) the factor
Xν1 ⊗Xν2 ⊗ · · · ⊗Xνp ⊗ Yι1 ⊗ Yι2 ⊗ · · · ⊗ Yιl−p
appears with multiplicity “p+m” wherem is the number of Yιq (for q = 1, . . . , l−p)
which are of weight 0, instead of appearing only once like in the 1-motive
⊗jMj/W−i(⊗jMj). In particular for each i we have that
GrW0
(∑
(⊗kXk)⊗ (⊗jMj/W−i)
)
= l GrW0
(
⊗j Mj/W−i
)
GrW−1
(∑
(⊗kXk)⊗ (⊗jMj/W−i)
)
= (l − 1) GrW−1
(
⊗j Mj/W−i
)

Theorem 3.1.4. For 1-motives defined over S, assume the existence of a weight
filtration and of a tensor product, which are compatible one with another. Moreover,
assume that the morphisms between 1-motives respect the weight filtration. Let
M and M1, . . . ,Ml be 1-motives over S. Modulo isogenies a morphism from the
tensor product of M1, . . . ,Ml to M is a sum of copies of isomorphism classes of
biextensions of (Mi,Mj) by M for i, j = 1, . . . l and i 6= j. More precisely we have
that
Hom(M1,M2, . . . ,Ml;M)⊗Q =
∑
Biext1(Mι1 ,Mι2 ;X
∨
ν1 ⊗ · · · ⊗X
∨
νl−2 ⊗M)
where the sum is taken over all the (l−2)-uplets {ν1, . . . , νl−i+1} and all the 2-uplets
{ι1, ι2} of {1, · · · , l} such that {ν1, . . . , νl−2} ∩ {ι1, ι2} = ∅ and ν1 < · · · < νl−2,
ι1 < ι2.
Proof. Because morphisms of motives have to respect weights, the only non trivial
components of the morphism ⊗lj=1Mj →M are the components of the morphism
⊗lj=1Mj
/
W−3(⊗
l
j=1Mj) −→M.
Using the equality obtained in Lemma 3.1.3 with i = −3, we can write explicitly
this last morphism in the following way∑
ι1<ι2 and ν1<···<νl−2
ι1,ι2 /∈{ν1,...,νl−2}
Xν1 ⊗ · · · ⊗Xνl−2 ⊗ (Mι1 ⊗Mι2/W−3(Mι1 ⊗Mι2)) −→M.
To have the morphism
Xν1 ⊗ · · · ⊗Xνl−2 ⊗ (Mι1 ⊗Mι2/W−3(Mι1 ⊗Mι2)) −→M
is equivalent to have the morphism
Mι1 ⊗Mι2/W−3(Mι1 ⊗Mι2) −→ X
∨
ν1 ⊗ · · · ⊗X
∨
νl−2 ⊗M
where X∨νk is the S-group scheme Hom(Xνk ,Z) for k = 1, . . . , l−2. But as observed
in 1.1 “to tensor a motive by a motive of weight zero” means to take a certain
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number of copies of this motive, and so from definition 3.1.1 we get the expected
conclusion. 
3.2. Linear morphisms and pairings. Let A and B be abelian S-schemes. Ac-
cording to [SGA7] Expose´ VIII 3.2 we have the well-known canonical isomorphisms
Hom(A,B) ∼= Biext1(A,B∗;Z(1)) ∼= Hom(B∗, A∗)
where A∗ and B∗ are the Cartier duals of A and B respectively. In the case
where B = A, through these canonical isomorphisms the Poincare´ biextension of
A, denoted by P1,A, corresponds to the identities morphisms idA : A → A and
idA∗ : A
∗ → A∗. More in general, to a morphism f : A → B is associated the
pull-back (f, id)∗P1,B via (f, id) of the Poincare´ biextension of B, that we denote
by Pf,B. To the transpose morphism f t : B∗ → A∗ of f is associated the pull-back
via (id, f t) of P1,A, that we denote by Pft,A. Clearly these two biextensions are
isomorphic:
Pf,B ∼= Pft,A.
According to definition 3.1.1, a biextension of (A,B∗) by Z(1) is a morphism
from A⊗B∗ to Z(1):
Hom(A,B∗;Z(1)) = Biext1(A,B∗;Z(1)).
In the case where B = A, the Poincare´ biextension P1,A of A is the motivic Weil
pairing A ⊗ A∗ → Z(1) of A: we write it e1,A. The biextension Pf,B of (A,B∗)
by Z(1) is the pairing
e1,B ◦ (f × id) : A⊗B
∗ −→ Z(1).
We denote this pairing f ⊗B∗. [The reason of this notation is that if we were in a
Tannakian category, we could recover this pairing composing the morphism f × id
with the evaluation morphism evB : B ⊗B∨ −→ 1 of B :
A⊗B∗
f×id
−→ B ⊗B∗ = B ⊗B∨ ⊗ Z(1)
evB×id−→ 1⊗ Z(1) = Z(1)].
In an analogous way, the biextension Pft,A is the pairing e1,A ◦ (id × f
t) that we
denote A⊗ f t. Since the biextensions Pf,B and Pft,A are isomorphic we have that
f ⊗B∗ = A⊗ f t.
Lemma 3.2.1. Let f : A → B be a morphism of abelian S-schemes and let f t :
B∗ → A∗ be its transpose morphism. The morphisms f and f t are adjoint with
respect to the motivic Weil Pairing. In particular, if the morphism f has an inverse,
its inverse f−1 : B → A and its contragradient f̂ = (f−1)t : A∗ → B∗ are adjoint
for the motivic Weil Pairing.
Proof. The equality f ⊗B∗ = A⊗ f t means that the following diagram is commu-
tative
A⊗B∗
id×ft
−→ A⊗A∗
f×id ↓ ↓ e1,A
B ⊗B∗
e1,B
−→ Z(1).

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If S is the spectrum of a field k of characteristic 0, we can consider the Tannakian
category 〈A〉⊗ generated by A in an appropriate category of realizations. The
motivic Galois group of A is the motivic affine group scheme Sp (Λ), where Λ is
an element of 〈A〉⊗ endowed with the following universal property: for each object
X of 〈A〉⊗ there exists a morphism X → Λ ⊗ X functorial in X (see [D90] 8.4,
8.10, 8.11 (iii)). In the following proposition we discuss the main properties of the
motivic Weil pairing e1,A of A and in particular its link with the motivic Galois
group of A.
Proposition 3.2.2. The motivic Weil pairing e1,A of A is skew-symmetric and
non-degenerate. Moreover, if S is the spectrum of a field k of characteristic 0, the
motivic Weil pairing is invariant under the action of the motivic Galois group of
A.
Proof. Since the Poincare´ biextension of A is a symmetric biextension, by defini-
tion 3.1.2 the corresponding pairing is skew-symmetric. The reason of the non-de-
generacy of the pairing e1,A is that the Poincare´ biextension P1,A is trivial only if re-
stricted to A×{0} and {0}×A∗. The pairing e1,A is an element of Hom(A,A∗;Gm),
which can be viewed as an Artin motive since Hom(A,A∗;Gm) ∼= A ⊗ A∗ ⊗ G∨m
is of weight 0 (here G∨m is the Tannakian dual of Gm). Therefore the motivic Ga-
lois group of A acts on Hom(A,A∗;Gm) via the Galois group Gal(k/k). Since the
Poincare´ biextension P1,A is defined over k, also the corresponding pairing e1,A is
defined over k, and therefore e1,A is invariant under the action of Gal(k/k), i.e.
under the action of the motivic Galois group of A. 
Let Mi = (Xi, Y
∨
i , Ai, A
∗
i , vi, v
∗
i , ψi) = [Xi
ui−→ Gi] (for i = 1, 2) be a 1-motive
over S. According to [D74] (10.2.14) a morphism from M1 to M2 is a 4-uplet of
morphisms F = (f : A1 → A2, f t : A∗2 → A
∗
1, g : X1 → X2, h : Y
∨
2 → Y
∨
1 ) where
• f is a morphism of abelian S-schemes with transpose morphism f t, and g
and h are morphisms of character groups of S-tori;
• f ◦ v1 = v2 ◦ g and dually f t ◦ v∗2 = v
∗
1 ◦ h;
• via the isomorphism Pft,A1 = Pf,A2 , we have ψ1(x1, h(y
∗
2)) = ψ2(g(x1), y
∗
2)
for each (x1, y
∗
2) ∈ X1 × Y
∨
2 .
The transpose morphism F t : M∗2 → M
∗
1 of F = (f, f
t, g, h) is (f t : A∗2 → A
∗
1, f :
A1 → A2, h∨ : Y1 → Y2, g∨ : X∨2 → X
∨
1 ) where h
∨ and g∨ are the dual morphisms
of h and g, i.e. morphisms of cocharacter groups of S-tori.
As for abelian S-schemes, also for 1-motives we have the following isomorphisms:
Hom(M1,M2) ∼= Hom(M1, [Z→ 0];M2) ∼= Hom(M1,M
∗
2 ;Z(1)).
In fact using the definition of bilinear morphisms 3.1.1, we prove that
Proposition 3.2.3. Let M1 and M2 be two 1-motives defined over S.
Hom(M1,M2) ∼= Biext
1(M1,M
∗
2 ;Z(1)).
In other words, the biextensions of (M1,M
∗
2 ) by Z(1) are the morphisms from M1
to M2.
Proof. A biextension of (M1,M
∗
2 ) by Z(1) is (P ,Γ1,Γ2, 0) where P is an object of
Biext1(A1, A
∗
2;Z(1)) and Γ1 and Γ2 are trivializations of the biextensions (idA1 , v
∗
2)
∗P
and (v1, idA∗
2
)∗P respectively, which coincide over X1 × Y ∨2 . To have the biexten-
sion P is the same thing as to have a morphism f : A1 → A2 of abelian S-schemes
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with transpose morphism f t. By [SGA7] Expose´ VIII Proposition 3.7, to have the
biextension (v1, idA∗
2
)∗P of (X1, A∗2) by Z(1) (resp. (idA1 , v
∗
2)
∗P of (A1, Y ∨2 ) by
Z(1)) is the same thing as to have a morphism X1 → A2 (resp. h : Y ∨2 → A
∗
1)
equal to the composite f ◦ v1 (resp. f
t ◦ v∗2), and this is the same thing as to have
a morphism g : X1 → X2 (resp. h : Y ∨2 → Y
∨
1 ) such that f ◦ v1 = v2 ◦ g (resp.
f t ◦ v∗2 = v
∗
1 ◦ h). The condition that the two trivializations Γ1 and Γ2 coincide
over X1 × Y ∨2 is equivalent to the condition ψ1(x1, h(y
∗
2)) = ψ2(g(x1), y
∗
2) for each
(x1, y
∗
2) ∈ X1 × Y
∨
2 . 
Proposition 3.2.4. Let M1 and M2 be two 1-motives defined over S.
Hom(M1,M2) ∼= Biext
1(M1, [Z→ 0];M2).
In other words, the biextensions of (M1, [Z → 0]) by M2 are the morphisms from
M1 to M2.
Proof. A biextension (P ,Γ1,Γ2, λ) of (M1, [Z→ 0]) byM2 consists of a biextension
of P of (G1, 0) by G2; a trivialization Γ1 (resp. Γ2) of the biextension (u1, id0)∗P
of (X1, 0) by G2 (resp. of the biextension (idG1 , 0)
∗P of (G1,Z) by G2) such that
Γ1 and Γ2 coincide over X1 × Z; and a morphism λ : X1 ⊗ Z → X2 such that the
morphism u2 ◦ λ : X1 ⊗ Z → G2 is compatible with the restriction Γ of Γ1 or Γ2
over X1 × Z, i.e. the following diagram is commutative
(3.2.1)
G2 = G2
Γ2 ↑ Γ ↑ տ u2
G1 × Z
(u1,idZ)
←− X1 ⊗ Z
λ
−→ X2.
The trivialization Γ2 defines a morphism γ from G1 to G2, the morphism λ defines
a morphism, again called λ, from X1 to X2 and the commutativity of the above
diagram implies the commutativity of the diagram
X1
u1−→ G1
λ ↓ ↓ γ
X2
u2−→ G2.

Recall also that to each 1-motive M = (X1, Y
∨
1 , A1, A
∗
1, v1, v
∗
1 , ψ1) = [X
u
−→ G]
is associated its Poincare´ biextension, that we denote by P1,M , which expresses
the Cartier duality between M and M∗. It is the biextension (P1,A, ψ1, ψ2, 0) of
(M,M∗) by Z(1) where ψ1 is the trivialization of the biextension (idA, v
∗)∗P1,A
which defines the morphism u : X → G, and ψ2 is the trivialization of the biexten-
sion (v, idA∗)
∗P1,A which defines the morphism u∗ : Y ∨ → G∗.
Via the isomorphism of Proposition 3.2.3 the Poincare´ biextension ofM1, P1,M1 ,
corresponds to the identities morphisms idM1 : M1 → M1 and idM∗1 : M
∗
1 → M
∗
1 .
More in general, to a morphism F = (f, f t, g, h) : M1 → M2 is associated the
pull-back (F × id)∗P1,M2 by F × id of the Poincare´ biextension of M2, that we
denote by PF,M2 . Explicitly, if (P1,A2 , ψ
2
1 , ψ
2
2 , 0) is the Poincare´ biextension of M2,
the biextension PF,M2 is
((f × id)∗P1,A2 , (f × id)
∗ψ21 , (g × id)
∗ψ22 , 0).
To the transpose morphism F t = (f t, f, h∗, g∗) : M∗2 → M
∗
1 of F is associ-
ated the pull-back via id × F t of P1,M1 , that we denote by PF t,M1 . Explicitly,
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if (P1,A1 , ψ
1
1 , ψ
1
2 , 0) is the Poincare´ biextension of M1, the biextension PF t,M1 is
((id× f t)∗P1,A1 , (id× h)
∗ψ11 , (id× f
t)∗ψ12 , 0).
As for abelian schemes we have
PF,M2 ∼= PF t,M1 .
According to definition 3.1.1, each biextensions of (M1,M
∗
2 ) by Z(1) is a mor-
phism from M1 ⊗M∗2 to Z(1):
Hom(M1,M
∗
2 ;Z(1)) = Biext
1(M1,M
∗
2 ;Z(1)).
In the case where M1 = M2, the Poincare´ biextension P1,M1 of M1 is the motivic
Weil pairing M1 ⊗M∗1 → Z(1) of M1: we write it e1,M1 . The biextension PF,M2
of (M1,M
∗
2 ) by Z(1) is the pairing
e1,M2 ◦ (F × id) :M1 ⊗M
∗
2 −→ Z(1).
We denote this pairing F ⊗M∗2 .
In an analogous way, the biextension PF t,M1 is the pairing e1,M1 ◦ (id × F
t) =
M1 ⊗ F t. Since the biextensions PF,M2 and PF t,M1 are isomorphic we have that
F ⊗M∗2 =M1 ⊗ F
t.
As for abelian schemes this last equality implies
Lemma 3.2.5. Let F : M1 → M2 be a morphism of abelian S-schemes and let
F t : M∗2 → M
∗
1 be its transpose morphism. The morphisms F and F
t are adjoint
with respect to the motivic Weil Pairing. In particular, if the morphism F has an
inverse, its inverse F−1 :M2 →M1 and its contragradient F̂ = (F
−1)t :M∗1 →M
∗
2
are adjoint for the motivic Weil Pairing.
4. Realizations of biextensions
4.1. Construction of the Hodge realization of biextensions. Let S be the
spectrum of the field C of complex numbers. Recall that a mixed Hodge struc-
ture (HZ,W∗,F
∗) consists of a finitely generated Z-module HZ, an increasing fil-
tration W∗ (the weight filtration) on HZ⊗Q, a decreasing filtration F∗ (the Hodge
filtration) on HZ ⊗ C, and some axioms relating these two filtrations (see [D71]
De´finition 1.1). Let Mi = (Xi, Ai, Yi(1), Gi, ui) (for i = 1, 2, 3) be a 1-motive over
C. The Hodge realization TH(Mi) = (TZ(Mi),W∗,F
∗) of the 1-motive Mi is the
mixed Hodge structure consisting of the fibred product TZ(Mi) = Lie(Gi) ×Gi Xi
(viewing Lie(Gi) over Gi via the exponential map and Xi over Gi via ui) and of
the weight and Hodge filtrations defined in the following way:
W0(TZ(Mi)) = TZ(Mi),
W−1(TZ(Mi)) = H(Gi,Z),
W−2(TZ(Mi)) = H(Yi(1),Z),
F0(TZ(Mi)⊗ C) = ker(TZ(Mi)⊗ C −→ Lie(Gi)).
(see [D74] §10.1.3). Denote by Mani the complex of analytic groups [Xi → G
an
i ].
Each biextension of (M1,M2) by M3 defines a unique biextension of (M
an
1 ,M
an
2 )
by Man3 :
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Proposition 4.1.1. Let Mi = (Xi, Ai, Yi(1), Gi, ui) (for i = 1, 2, 3) be a 1-motive
over C. The application
Biext1(M1,M2;M3) −→ Biext
1(Man1 ,M
an
2 ;M
an
3 )
is injective. Its image consists of the biextensions (B,Ψ1,Ψ2, λ) whose restriction B
to G1×G2 comes, via pull-backs and push-downs, from a biextension B of (A1, A2)
by Y3(1):
B = ι3 ∗(π1, π2)
∗B
where πi : Gi → Ai is the projection of Gi over Ai (for i = 1, 2) and ι3 : Y3(1)→ G3
is the inclusion of Y3(1) over G3.
The morphism TZ(M1) ⊗ TZ(M2) → TZ(M3) corresponding to a biextension
(B,Ψ1,Ψ2, λ) of (M1,M2) by M3 comes from the trivializations defining the biex-
tension of (Man1 ,M
an
2 ) by M
an
3 induced by (B,Ψ1,Ψ2, λ). Therefore in order to
find the Hodge realization of a biextension (B,Ψ1,Ψ2, λ) of (M1,M2) by M3 we
first have to compute Biext1(Man1 ,M
an
2 ;M
an
3 ) :
Lemma 4.1.2. Let Mi (for i = 1, 2, 3) be a 1-motive over C. The group
Biext1(Man1 ,M
an
2 ;M
an
3 ) is isomorphic to the group of the applications
Φ : TZ(M1)⊗ TZ(M2) −→ TZ(M3)
such that ΦC : TC(M1)⊗ TC(M2)→ TC(M3) respects the Hodge filtration.
Proof. The proof will be done in several steps.
Step 1: Let VC,WC, ZC be three vector spaces. Since extensions of vector spaces
are trivial, by [SGA7] Expose´ VIII 1.5 we have that for i = 0, 1
Biexti(VC,WC;ZC) = Ext
i(VC,Hom(WC, ZC))
= Exti(VC,W
∗
C ⊗ ZC).
Therefore in the analytic category we obtain that
Biext0(VC,WC;ZC) ∼= Hom(VC ⊗WC, ZC)(4.1.1)
Biext1(VC,WC;ZC) = 0.(4.1.2)
Let VZ,WZ, ZZ be three free finitely generated Z-modules contained respectively
in VC,WC, ZC. Since the morphism of complexes [VZ → VC] → [0 → VC/VZ] is a
quasi-isomorphism one can check that we have the equivalence of categories
(4.1.3)
Biext(VC/VZ,WC/WZ;ZC/ZZ) ∼= Biext([VZ → VC], [WZ →WC]; [ZZ → ZC])
In order to get such an equivalence, one can also use the homological interpretation
of biextensions stated in Remark 1.1.4 . Now we will prove that
(4.1.4) Biext1(VC/VZ,WC/WZ;ZC/ZZ) ∼= Hom(VZ ⊗WZ, ZZ).
Let φi : VC⊗WC → ZC (i = 1, 2) be a bilinear application such that the restriction
of φ1 − φ2 to VZ ⊗WZ factors through ZZ → ZC, i.e. it takes values in ZZ. Denote
by B(φ1, φ2) the following biextension of ([VZ → VC], [WZ → WC]) by [ZZ → ZC]:
the trivial biextension VC × WC × ZC of (VC,WC) by ZC, its trivializations φ1 :
VZ ⊗WC → ZC and φ2 : VC ⊗WZ → ZC and the morphism Φ : VZ ×WZ → ZZ
compatible with the trivializations φi (for i = 1, 2), i.e. Φ = φ1 − φ2. According to
(4.1.2) each biextension is like that and by (4.1.1) two biextensions B(φ1, φ2) and
B(φ′1, φ
′
2) are isomorphic if and only if φ1 − φ2 = φ
′
1 − φ
′
2.
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Step 2: Let F1, F2, F3 be three subspaces of VC,WC, ZC respectively. Consider the
complexes
K1 = [VZ ⊕ F1 −→ VC] K ′1 = [VZ −→ VC]
K2 = [WZ ⊕ F2 −→WC] K
′
2 = [WZ −→WC]
K3 = [ZZ ⊕ F3 −→ ZC] K ′3 = [ZZ −→ ZC]
In this step we prove that to have a biextension of (K1,K2) by K3 is the same
thing as to have:
(a): a biextension B of (K ′1,K
′
2) by K
′
3;
(b): a unique determined trivialization φ1 (resp. φ2) of the biextension of
([0→ F1],K ′2) (resp. (K
′
1, [0→ F2])) by K
′
3, pull-back of B;
(c): a unique determined trivialization of the biextension of (F1, F2) by F3
whose push-down via the inclusion F3 → B3 coincides with the restriction
of φ1 − φ2 to F1 × F2.
We start observing that for (i = 0, 1):
(1) Biexti(F1,K
′
2;K
′
3) = Biext
i(K ′1, F2;K
′
3) = 0: for i = 0 this is a conse-
quence of the fact that a bilinear application f : F1 ×WC → ZC such that
f(F1,WZ) ⊆ ZZ is trivial. For the assertion with i = 1 we use (4.1.2) and
the fact that each biadditif morphism F1 ×WZ → ZC comes from a biad-
ditif morphism F1 ×WC → ZC, i.e. the trivialization over F1 ×WZ lifts to
F1 ×WC.
(2) Biexti(F1, F2;K
′
3) = 0 for: since the biextensions of (F1, F2) by K
′
3 are the
restriction to F1×F2 of the biextensions of (F1,K ′2) and of (K
′
1, F2) by K
′
3,
we can conclude using (1).
(3) Biexti(K ′1,K
′
2;F3) = 0: for i = 0 this is a consequence of the fact that a
bilinear application f : VC ×WC → F3 such that f(VZ,WZ) = 0 is trivial.
The proof of the assertion with i = 1 is the same as in (1).
(4) Biexti(F1,K
′
2;F3) = Biext
i(K ′1, F2;F3) = 0: the biextensions of (F1,K
′
2)
(resp. of (K ′1, F2)) by F3 are the restriction to F1 ×K
′
2 (resp. to K
′
1 × F2)
of the biextensions of (K ′1,K
′
2) by F3, and so we can conclude using (3).
(5) Biexti(F1,K
′
2;K3) = Biext
i(K ′1, F2;K3) = 0: these results follow from (1),
(4) and from the long exact sequence
0→ Biext0(F1,K ′2;F3)→ Biext
0(F1,K
′
2;K3)→ Biext
0(F1,K
′
2;K
′
3)→
→ Biext1(F1,K ′2;F3)→ Biext
1(F1,K
′
2;K3)→ Biext
1(F1,K
′
2;K
′
3)→ ...
Using the exact sequences 0 → Fi → Ki → K ′i → 0 (for i = 1, 2, 3), we have the
long exact sequences
(4.1.5)
0→ Biext0(K ′1,K2;K3)→ Biext
0(K1,K2;K3)→ Biext
0(F1,K2;K3)→
→ Biext1(K ′1,K2;K3)→ Biext
1(K1,K2;K3)→ Biext
1(F1,K2;K3)→ ...
(4.1.6)
0→ Biext0(F1,K ′2;K3)→ Biext
0(F1,K2;K3)→ Biext
0(F1, F2;K3)→
→ Biext1(F1,K ′2;K3)→ Biext
1(F1,K2;K3)→ Biext
1(F1, F2;K3)→ ...
(4.1.7)
0→ Biext0(F1, F2;F3)→ Biext
0(F1, F2;K3)→ Biext
0(F1, F2;K
′
3)→
→ Biext1(F1, F2;F3)→ Biext
1(F1, F2;K3)→ Biext
1(F1, F2;K
′
3)→ ...
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(4.1.8)
0→ Biext0(K ′1,K
′
2;K3)→ Biext
0(K ′1,K2;K3)→ Biext
0(K ′1, F2;K3)→
→ Biext1(K ′1,K
′
2;K3)→ Biext
1(K ′1,K2;K3)→ Biext
1(K ′1, F2;K3)→ ...
(4.1.9)
0→ Biext0(K ′1,K
′
2;F3)→ Biext
0(K ′1,K
′
2;K3)→ Biext
0(K ′1,K
′
2;K
′
3)→
→ Biext1(K ′1,K
′
2;F3)→ Biext
1(K ′1,K
′
2;K3)→ Biext
1(K ′1,K
′
2;K
′
3)→ ...
From (3), (5), 4.1.8 and 4.1.9 (resp. (2), (5), 4.1.6 and 4.1.7) we obtain the inclusions
of categories
Biext(K ′1,K2;K3) ⊆ Biext(K
′
1,K
′
2;K
′
3)
(resp. Biext(F1,K2;K3) ⊆ Biext(F1, F2;F3)).
Using (4.1.5) we can conclude.
According to step 1, we can reformulate what we have proved in the following way:
the group Biext1(K1,K2;K3) is isomorphic to the group of applications
Φ : VZ ⊗WZ −→ ZZ
such that ΦC : VC⊗WC → ZC satisfies ΦC(F1, F2) ⊆ F3. Explicitly, the biextension
of (K1,K2) by K3 associated via this isomorphism to the application Φ : VZ⊗WZ →
ZZ, is the following one: by step 1, a biextension of (K
′
1,K
′
2) by K
′
3 consists of
the trivial biextension VC ×WC × ZC of (VC,WC) by ZC, two of its trivializations
φ1 : VZ ⊗WC → ZC and φ2 : VC ⊗WZ → ZC, where φi : VC ⊗WC → ZC (i = 1, 2)
is a bilinear application, and a morphism Φ : VZ ⊗ WZ → ZZ compatible with
the trivializations φi, i.e. Φ = φ1 − φ2. According to step 2, this biextension of
(K ′1,K
′
2) by K
′
3 comes from a biextension of (K1,K2) by K3 if φ2 : F1 ⊗WC → ZC
and φ1 : VC ⊗ F2 → ZC are such that ΦC = φ1 − φ2(F1, F2) ⊆ F3.
In other words the biextension (B,Ψ1,Ψ2, λ) of (K1,K2) by K3 associated to the
application Φ : VZ⊗WZ → ZZ is defined in the following way: the trivial biextension
VC ×WC × ZC of (VC,WC) by ZC, its trivializations
(4.1.10)
Ψ1 :
(
VZ ⊕ F1
)
×WC −→ ZC, (vZ ⊕ f1, wC) 7→ φ1(vZ, wC) + φ2(f1, wC)
Ψ2 : VC ×
(
WZ ⊕ F2
)
−→ ZC, (vC, wZ ⊕ f2) 7→ φ2(vC, wZ) + φ1(vC, f2)
and the morphism λ = φ1 − φ2 : VZ ⊗WZ → ZZ.
Step 3: In order to conclude we apply what we have proved in step 2 to the
complexes [TZ(Mi)⊕ F0TC(Mi)→ TC(Mi)] (for i = 1, 2, 3): in fact
• for each 1-motive Mi we have the quasi-isomorphisms
TZ(Mi)⊕ F0TC(Mi) −→ Xi
↓ ↓
TC(Mi) −→ Gi;
• the only non trivial condition to check in order to prove that ΦC : TC(M1)⊗
TC(M2)→ TC(M3) respect the Hodge filtration F
∗ is
ΦC
(
F0TC(M1)⊗ F
0TC(M2)
)
⊆ F0TC(M3).

Proof of Proposition 4.1.1. Recall that by (G.A.G.A)
(4.1.11) Biext1(A1, A2;Y3(1)) ∼= Biext
1(Aan1 , A
an
2 ;Y
an
3 (1)).
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We first prove the injectivity. Let (B,Ψ1,Ψ2, λ) be a biextension of (M1,M2) byM3
and let B be the biextension of (A1, A2) by Y3(1) corresponding to B via the equiva-
lence of categories described in [B08] Theorem 2.5.2. Suppose that (B,Ψ1,Ψ2, λ)an
is the trivial biextension of (Man1 ,M
an
2 ) by M
an
3 . According to (4.1.11) the biex-
tension B is trivial, and so because of [B08] Theorem 2.5.2 also the biextension
B is trivial. Hence the biextension (B,Ψ1,Ψ2, λ) is defined through the biadditive
applications Ψ1 : X1 ×G2 → G3, Ψ2 : G1 ×X2 → G3 and λ : X1 ×X2 → X3. By
hypothesis these applications are zero in the analytic category, and therefore they
are zero. This prove the injectivity.
Now let (B,Ψ1,Ψ2, λ) be a biextension of (Man1 ,M
an
2 ) by M
an
3 satisfying the con-
dition of this lemma. We have to prove that it is algebraic. Clearly the application
λ : X1 ×X2 → X3 is algebraic. By (4.1.11) and the equivalence of categories de-
scribed in [B08] Theorem 2.5.2, the biextension B of (G1, G2) by G3 is algebraic. In
order to conclude we have to prove that also the trivializations Ψ1 : X1×G2 → G3
and Ψ2 : G1 × X2 → G3 of B are algebraic. But this is again a consequence of
(G.A.G.A).
Denote by MHS the category of mixed Hodge structures. Recall that a mor-
phism (HZ,W∗,F
∗) → (H ′Z,W∗,F
∗) of mixed Hodge structures consists of a mor-
phism fZ : HZ → H ′Z such that fQ : HZ⊗ Q→ H
′
Z⊗ Q and fC : HZ⊗ C→ H
′
Z⊗ C
are compatible with the weight filtration W∗ and the Hodge filtration F
∗ respec-
tively.
Theorem 4.1.3. Let Mi (for i = 1, 2, 3) be a 1-motive over C and let TH(Mi) =
(TZ(Mi),W∗,F
∗) be its Hodge realization. We have that
Biext1(M1,M2;M3) ∼= HomMHS
(
TH(M1)⊗ TH(M2),TH(M3)
)
.
Proof. By Lemma 4.1.2 we can identify the elements of Biext1(Man1 ,M
an
2 ;M
an
3 )
with applications Φ : TZ(M1) ⊗ TZ(M2) → TZ(M3) such that ΦC : TC(M1) ⊗
TC(M2) → TC(M3) is compatible with the Hodge filtration F
∗. Then Propo-
sition 4.1.1 furnishes a bijection between Biext1(M1,M2;M3) and the set H of
applications
Φ : TZ(M1)⊗ TZ(M2) −→ TZ(M3)
having the following properties
(a): ΦC : TC(M1) ⊗ TC(M2) → TC(M3) is compatible with the Hodge filtra-
tion F∗;
(b): the restriction of Φ to W−1(TZ(M1))⊗W−1(TZ(M2))→W−1(TZ(M3))
comes from a morphism Gr−1(TZ(M1))⊗Gr−1(TZ(M2))→ Gr−2(TZ(M3))
i.e. Φ is compatible with the weight filtration W∗.
But by definition of morphisms in the categoryMHS, the set H is nothing else as
the group HomMHS
(
TH(M1)⊗ TH(M2),TH(M3)
)
. 
4.2. Construction of the ℓ-adic realization of biextensions. Let S be the
spectrum of a field k of characteristic 0 embeddable in C. Let Mi = (Xi, Ai, Yi(1),
Gi, ui) (for i = 1, 2, 3) be a 1-motive over k. We write it as a complex [Xi
ui−→Gi]
concentrated in degree 0 and 1. For each integer n ≥ 1, let [Z
n
−→Z] be the complex
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concentrated in degree -1 and 0. Consider the Z/nZ -module
TZ/nZ(Mi) = H
0(Mi⊗
LZ/nZ)
=
{
(x, g) ∈ Xi ×Gi | ui(x) = n g
}/{
(nx, u(x)) | x ∈ Xi
}
.
Proposition 4.2.1. To each biextension (B,Ψ1,Ψ2, λ) of (M1,M2) by M3 is as-
sociated a morphism
TZ/nZ(M1)⊗ TZ/nZ(M2) −→ TZ/nZ(M3).
Proof. Consider a biextension (B,Ψ1,Ψ2, λ) of (M1,M2) by M3 and for i = 1, 2
let mi be an element of TZ/nZ(Mi) represented by (xi, gi) with ui(xi) = n gi. The
morphism λ : X1×X2 −→ X3 gives an element λ(x1, x2) of X3. The trivializations
Ψ1,Ψ2 furnish two isomorphisms a1 and a2 from the biextension B⊗n to the trivial
torsor G3:
a1 : B
⊗n
g1,g2
∼= Bng1,g2 = Bu1(x1),g2
∼=
−→G3
a2 : B
⊗n
g1,g2
∼= Bg1,ng2 = Bg1,u2(x2)
∼=
−→G3.
Let
(4.2.1) a2 = φ(m1,m2) + a1.
The element φ(m1,m2) of G3 doesn’t depend on the choice of the (xi, gi) for i =
1, 2. Because of the compatibility of u3 ◦ λ with the trivialization (u1, idX2)
∗Ψ2 =
(idX1 , u2)
∗Ψ1, we observe that u3(λ(x1, x2)) = nφ(m1,m2). Starting from the
biextension (B,Ψ1,Ψ2, λ) we have therefore defined a morphism
Φ : TZ/nZ(M1)⊗ TZ/nZ(M2) −→ TZ/nZ(M3)
(m1,m2) 7−→ (λ(x1, x2), φ(m1,m2)).

Recall that the ℓ-adic realization Tℓ(Mi) of the 1-motiveMi is the projective limit
of the Z/ℓnZ -modules TZ/ℓnZ(Mi) ([D74] (10.1.5)). Using the above proposition, to
each biextension of (M1,M2) by M3 is associated a morphism Tℓ(M1)⊗Tℓ(M2)→
Tℓ(M3) from the tensor product of the ℓ-adic realizations of M1 and M2 to the
ℓ-adic realization of M3.
4.3. Construction of the De Rham realization of biextensions. Let S be the
spectrum of a field k of characteristic 0 embeddable in C. Let Gi (for i = 1, 2) be a
smooth commutative k-algebraic group. Let E be an extension ofG1 byG2. We can
see it as a G2-torsor over G1 endowed with an isomorphism ν : pr
∗
1E+pr
∗
2E → µ
∗E
of G2-torsors over G1 × G1, where µ : G1 × G1 → G1 is the group law on G1
and pri : G1 × G1 → G1 is the projection (for i = 1, 2). A ♮-structure on the
extension E is a connection Γ on the G2-torsorE overG1 such that the application
ν is horizontal, i.e. such that Γ and ν are compatible. A ♮-extension (E,Γ) is an
extension endowed with a ♮-structure.
Let Gi (for i = 1, 2, 3) be a smooth commutative k-algebraic group. Let P
be a biextension of (G1, G2) by G3. We can see it as G3-torsor over G1 × G2
endowed with an isomorphism ν1 : pr
∗
13P + pr
∗
23P → (µ1 × Id)
∗P of G3-torsors
over G1 × G1 × G2 and an isomorphism ν2 : pr∗12P + pr
∗
13P → (Id × µ2)
∗P of
G3-torsors over G1×G2×G2, which are compatible is the sense of [SGA7] Expose´
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VII (2.1.1) (here µi : Gi × Gi → Gi is the group law on Gi (for i = 1, 2), pri3 :
G1×G1×G2 → G1×G2 are the projections on the first and second factor for i = 1, 2
and pr1j : G1 × G2 × G2 → G1 × G2 are the projections on the second and third
factor for i = 2, 3). A ♮-1-structure (resp. a ♮-2-structure) on the biextension
P is a connection on the G3-torseur P over G1 × G2 relative to G1 × G2 → G2
(resp. G1 × G2 → G1), such that the applications ν1 and ν2 are horizontal. A
♮-structure on the biextension P is a ♮-1-structure and a ♮-2-structure on P ,
i.e. a connection Γ on the G3-torsor P over G1 ×G2 such that the applications ν1
and ν2 are horizontal. A ♮-biextension (P ,Γ) is an biextension endowed with a
♮-structure. The curvature R of a ♮-biextension (P ,Γ) is the curvature of the
underlying connection Γ: it is a 2-form over G1 ×G2 invariant by translation and
with values in Lie (G3), i.e. an alternating form
R :
(
Lie (G1)× Lie (G2)
)
×
(
Lie (G1)× Lie (G2)
)
−→ Lie (G3).
Since the curvature of the connection underlying a ♮-extension is automatically
trivial, the restriction of R to Lie (G1) and to Lie (G2) is trivial and therefore R
defines a pairing (called again “the curvature of (P ,Γ)”)
(4.3.1) Υ : Lie (G1)⊗ Lie (G2) −→ Lie (G3)
with R(g1 + g2, g
′
1 + g
′
2) = Υ(g1, g
′
2)−Υ(g
′
1, g2).
Let Ki = [Ai → Bi] (for i = 1, 2, 3) be a complex of smooth commutative
groups. A ♮-biextension of (K1,K2) by K3 is a biextension of (K1,K2) by K3
(see definition 1.1.1) such that the underlying biextension of (B1, B2) by B3 is
equipped with a ♮-structure and the underlying trivializations are trivializations
of ♮-biextensions. The curvature R of a ♮-biextension of (K1,K2) by K3 is
the curvature of the underlying ♮-biextension of (B1, B2) by B3, or the pairing
Υ : Lie (B1)⊗ Lie (B2)→ Lie (B3) defined by it.
Lemma 4.3.1. Let Gi (for i = 1, 2) be an extension of an abelian k-variety Ai by
a k-torus Ti. Each extension of G1 by G2 admits a ♮-structure.
Proof. From the exact sequence 0 → Ti → Gi → Ai → 0, we have the long exact
sequences
0→ Hom(G1, T2)→ Hom(G1, G2)→ Hom(G1, A2)→
→ Ext1(G1, T2)→ Ext
1(G1, G2)→ Ext
1(G1, A2)
0→ Hom(A1, T2)→ Hom(G1, T2)→ Hom(T1, T2)→
→ Ext1(A1, T2)→ Ext
1(G1, T2)→ Ext
1(T1, T2)
According [S60] 7.4 Corollary 1, the group of extensions of G1 by A2 is a torsion
group and so modulo torsion, from the first long exact sequence we have the sur-
jection Ext1(G1, T2)→ Ext
1(G1, G2). Since Ext
1(T1, T2) = 0, from the second long
exact sequence we get a second surjection Ext1(A1, T2)→ Ext
1(G1, T2). Therefore
after the multiplication by an adequate integer, each extension of G1 by G2 comes
from an extension of the underlying abelian variety A1 by the underlying torus T2.
Since the multiplication by an integer for extensions can be viewed as a push-down
or a pull-back, and since each extension of an abelian variety by a torus admits a
♮-structure, by pull-back and push-down we get a ♮-structure on each extension of
G1 by G2. 
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Let Mi = [Xi
ui−→Gi] (for i = 1, 2, 3) be a 1-motive over k. The De Rham
realization TdR(Mi) of Mi is the Lie algebra of G
♮
i where M
♮
i = [Xi → G
♮
i ] is the
universal vectorial extension of Mi (see [D74] (10.1.7)). The Hodge filtration on
TdR(Mi) is defined by F
0TdR(Mi) = ker(LieG
♮
i → LieGi).
Proposition 4.3.2. Each biextension (B,Ψ1,Ψ2, λ) of (M1,M2) by M3 defines
a biextension (B♮,Ψ♮1,Ψ
♮
2, λ
♮) of (M ♮1 ,M
♮
2) by M
♮
3 which is endowed with a unique
♮-structure.
Proof. Let (B,Ψ1,Ψ2, λ) be a biextension of (M1,M2) by M3. The proof of this
proposition consists of several steps.
Step 1: Proceeding as in [D74] (10.2.7.4), in this step we construct a ♮-structure
on the biextension of (M ♮1 ,M
♮
2) by M3 which is the pull-back of the biextension
(B,Ψ1,Ψ2, λ) via the structural projection M
♮
i → Mi for i = 1, 2. For each point
g1 of G1, Bg1 is an extension of G2 by G3, which admits a ♮-structure according to
Lemma 4.3.1. Let Cg1 be the set of ♮-structures on Bg1 . Since two ♮-structures differ
by an invariant form on G2, Cg1 is a torsor under Lie (G2)
∗. The sets {Cg1}g1∈G1
are the fibers of a Lie (G2)
∗-torsor C on G1. Moreover the Baer’sum of ♮-extensions
endowed C with a structure of extension of G1 by Lie (G2)
∗. We lift the morphism
u1 : X1 → G1 to u′1 : X1 → C in the following way: to each x1 ∈ X1 we associate the
trivial connection of the trivialized extension Bu1(x1). Hence we get a ♮-2-structure
on the biextension of ([u′i : X1 → C],M2) byM3 pull-back of (B,Ψ1,Ψ2, λ) via [u
′
i :
X1 → C] → M1. By the universal property of M
♮
1 we have a unique commutative
diagram
0 → F 0TdR(M1) → M
♮
1 → M1 → 0
↓ v ↓ =
0 → Lie (G2)∗ → [u′i : X1 −→ C] → M1 → 0.
If we take the pull-back via v, we have a ♮-2-structure on the biextension of (M ♮1,M2)
byM3. Then taking the pull-back via the structural projectionM
♮
2 →M2 we obtain
finally a ♮-2-structure on the biextension of (M ♮1 ,M
♮
2) by M3. Symmetrically we
get a ♮-1-structure on this biextension of (M ♮1 ,M
♮
2) by M3 and hence a ♮-structure.
Step 2: In this step we show that any biextension of (M ♮1 ,M
♮
2) byM3 is canonically
the push-down via M ♮3 −→ M3 of a biextension of (M
♮
1 ,M
♮
2) by M
♮
3 . In this way
we get a ♮-structure on the biextension of (M ♮1 ,M
♮
2) by M
♮
3 whose push-down is the
biextension of (M ♮1,M
♮
2) by M3 of step 1 coming from (B,Ψ1,Ψ2, λ). By definition
of the de Rham realization, for i = 1, 2, 3 we have the following diagram
0 0 0
↑ ↑ ↑
0 → Gi → Mi → Xi → 0
↑ ↑ ∼=
0 → G′i → M
♮
i → Xi ⊗ k → 0
↑ ↑ =
0 → F 0 ∩W−1TdR(Mi) → F 0TdR(Mi) → F 0 ∩Gr0TdR(Mi) → 0
↑ ↑ ↑
0 0 0
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where G′i is the universal extension of Gi. Since Gr0TdR(Mi) = Gr0TdR(M
♮
i ),
in order to show that each biextension of (M ♮1 ,M
♮
2) by M3 lifts to a biexten-
sion of (M ♮1 ,M
♮
2) by M
♮
3 we can restrict to the step W−1, i.e. to prove that
Biext(G′1, G
′
2;G
♮
3)
∼= Biext(G′1, G
′
2;G3). From the short exact sequences 0 →
F 0TdR(M3)→ G
♮
3 → G3 → 0, we get the long exact sequences
0→ Biext0(G′1, G
′
2;F
0TdR(M3))→ Biext
0(G′1, G
′
2;G
♮
3)→ Biext
0(G′1, G
′
2;G3)→
→ Biext1(G′1, G
′
2;F
0TdR(M3))→ Biext
1(G′1, G
′
2;G
♮
3)→ Biext
1(G′1, G
′
2;G3)→
→ Ext2(G′1
L
⊗G′2, F
0TdR(M3)))→ ...
Since for j = 0, 1 and i = 1, 2, Extj(G′i,Ga) = 0, we have that
Biext0(G′1, G
′
2;F
0TdR(M3)) ∼= Hom(G
′
1 ⊗G
′
2, F
0TdR(M3)) = 0,
Biext1(G′1, G
′
2;F
0TdR(M3)) ∼= Hom(G
′
1,Ext
1(G′2, F
0TdR(M3))) = 0,
Ext2(G′1
L
⊗G′2, F
0TdR(M3))) ∼= Ext
2(G′1,RHom(G
′
2, F
0TdR(M3))) = 0,
(the second equivalence is due to [SGA7] Expose´ VIII 1.4 and the third one is due
to the Cartan isomorphism). Therefore Biext(G′1, G
′
2;G
♮
3)
∼= Biext(G′1, G
′
2;G3).
Step 3: To prove the uniqueness of the ♮-structure of the biextension of (M ♮1 ,M
♮
2)
by M ♮3 coming from (B,Ψ1,Ψ2, λ), it is enough to show that any ♮-structure on the
trivial biextension of (M ♮1 ,M
♮
2) by M
♮
3 is trivial. Since the proof is very similar to
the one given in [D74] (10.2.7.4) in the case of biextensions of (M ♮1 ,M
♮
2) by Gm, we
don’t give it. 
Corollary 4.3.3. To each biextension (B,Ψ1,Ψ2, λ) of (M1,M2) by M3 is associ-
ated a morphism
TdR(M1)⊗ TdR(M2) −→ TdR(M3).
Explicitly, this morphism is the opposite of the curvature Υ : Lie (G♮1)⊗Lie (G
♮
2)→
Lie (G♮3) of the ♮-biextension of (M
♮
1 ,M
♮
2) by M
♮
3 induced by (B,Ψ1,Ψ2, λ).
4.4. Comparison isomorphisms.
Proposition 4.4.1. (1) Over C, the morphism 4.2.1 can be recovered from the
morphism 4.1.3 by reduction modulo n.
(2) Over C, the morphism 4.3.3 is the complexified of the morphism 4.1.3.
Proof. (1) Recall that by [D74] (10.1.6.2), TZ(Mi)/nTZ(Mi) ∼= TZ/nZ(Mi) for
i = 1, 2, 3. So the assertion follows from the confrontation of (4.1.10) and (4.2.1).
(2) We proceed as in [D74] (10.2.8). Let (B,Ψ1,Ψ2, λ) be a biextension of (M1,M2)
by M3. It defines a ♮-biextension (B♮,Ψ
♮
1,Ψ
♮
2, λ
♮) of (M ♮1 ,M
♮
2) by M
♮
3 (see Proposi-
tion 4.3.2) and a biextension (B,Ψ1,Ψ2, λ)an of ([TZ(M1)⊕F0TC(M1)→ TC(M1)],
[TZ(M2)⊕F0TC(M2)→ TC(M2)]) by [TZ(M3)⊕F0TC(M3)→ TC(M3)] (see Propo-
sition 4.1.1). In the analytic category, the ♮-biextension (B♮,Ψ♮1,Ψ
♮
2, λ
♮) defines a
♮-structure on the biextension (B,Ψ1,Ψ2, λ)an. A ♮-structure on (B,Ψ1,Ψ2, λ) is
in particular a connection on the trivial biextension B of (TC(M1),TC(M2)) by
TC(M3) i.e. a field of forms Γt1,t2(t
′
1 + t
′
2) on the trivial TC(M3)-torseur over
TC(M1)×TC(M2). By definition, this connection defines a ♮-structure on B if and
only if it is compatible with the two group laws underlying B, i.e. if and only if
Γt1,t2(t
′
1 + t
′
2) = γ1(t1, t
′
2) + γ2(t
′
1, t2)
28 CRISTIANA BERTOLIN
with γ1 and γ2 bilinear. Moreover in order to have a ♮-structure on (B,Ψ1,Ψ2, λ)an
we have to require that the connection Γt1,t2(t
′
1+ t
′
2) and the trivializations Ψ1 and
Ψ2 are compatible, i.e. Ψ1 and Ψ2 have to be horizontal, and this happens if and
only if γi = −Ψi for i = 1, 2. The curvature of the connection Γt1,t2(t
′
1 + t
′
2) is the
field of 2-forms:
dΓ = Rt1,t2(t
′
1 + t
′
2, t
′′
1 + t
′′
2 ) = Γt′1,t′2(t
′′
1 + t
′′
2 )− Γt′′1 ,t′′2 (t
′
1 + t
′
2)
= γ1(t
′
1, t
′′
2 ) + γ2(t
′′
1 , t
′
2)− [γ1(t
′′
1 , t
′
2) + γ2(t
′
1, t
′′
2)]
= γ1(t
′
1, t
′′
2 )− γ2(t
′
1, t
′′
2)−
[
γ1(t
′′
1 , t
′
2)− γ2(t
′′
1 , t
′
2)
]
Hence the curvature Υ : TC(M1)⊗ TC(M2) −→ TC(M3) of the ♮-biextension
(B,Ψ1,Ψ2, λ)an (see (4.3.1)) is the form
Υ(t′1, t
′′
2) = γ1(t
′
1, t
′′
2)− γ2(t
′
1, t
′′
2) = −
(
φ1(t
′
1, t
′′
2)− φ2(t
′
1, t
′′
2)
)
= −Φ(t′1, t
′′
2).

4.5. Compatibility with the category of mixed realizations. Let S be the
spectrum of a field k of characteristic 0 embeddable in C. Fix an algebraic closure
k of k. LetMRZ(k) be the integral version of the neutral Tannakian category over
Q of mixed realizations (for absolute Hodge cycles) over k defined by Jannsen in [J]
I 2.1. The objects of MRZ(k) are families
N = ((Nσ,Lσ), NdR, Nℓ, Iσ,dR, Iσ,ℓ)ℓ,σ,σ
where
• Nσ is a mixed Hodge structure for any embedding σ : k → C of k in C;
• NdR is a finite dimensional k-vector space with an increasing filtration W∗
(the Weight filtration) and a decreasing filtration F∗ (the Hodge filtration);
• Nℓ is a finite-dimensional Qℓ-vector space with a continuous Gal(k/k)-
action and an increasing filtration W∗ (the Weight filtration), which is
Gal(k/k)-equivariant, for any prime number ℓ;
• Iσ,dR : Nσ ⊗Q C → NdR ⊗k C and Iσ,ℓ : Nσ ⊗Q Qℓ → Nℓ are comparison
isomorphisms for any ℓ, any σ and any σ extension of σ to the algebraic
closure of k;
• Lσ is a lattice in Nσ such that, for any prime number ℓ, the image Lσ⊗Zℓ of
this lattice through the comparison isomorphism Iσ,ℓ is a Gal(k/k)-invariant
subgroup of Nℓ (Lσ is the integral structure of the object N of MRZ(k)).
Before to define the morphisms of the categoryMRZ(k) we have to introduce the
notion of Hodge cycles and of absolute Hodge cycles. Let N = ((Nσ,Lσ), NdR, Nℓ,
Iσ,dR, Iσ,ℓ)ℓ,σ,σ be an object of the Tannakian category MRZ(k). A Hodge cycle
of N relative to an embedding σ : k → C is an element (xσ , xdR, xℓ)ℓ of Nσ ×
NdR×
∏
ℓNℓ such that Iσ,dR(xσ) = xdR, Iσ,ℓ(xσ) = xℓ for any prime number ℓ and
xdR ∈ F0NdR
⋂
W0NdR. An absolute Hodge cycle is a Hodge cycle relative to every
embedding σ : k → C. By definition, the morphisms of the Tannakian category
MRZ(k) are the absolute Hodge cycles: more precisely, if N and N ′ are two objects
of MRZ(k), the morphisms HomMRZ(k)(H,H
′) are the absolute Hodge cycles of
the object Hom(H,H ′) (see [J] I Definition 2.1 and (2.11)).
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Since 1-motives are endowed with an integral structure, according to [D74]
(10.1.3) we have the fully faithful functor
{1−motives / k} −→ MRZ(k)
M 7−→ T(M) = ((Tσ(M),Lσ),TdR(M),Tℓ(M), Iσ,dR, Iσ,ℓ)ℓ,σ,σ
which attaches to each 1-motiveM ofM(k) its Hodge realization (Tσ(M),Lσ) with
integral structure for any embedding σ : k → C of k in C, its de Rham realization
TdR(M), its ℓ-adic realization Tℓ(M) for any prime number ℓ, and its comparison
isomorphisms.
Theorem 4.5.1. Let Mi (i = 1, 2, 3) be a 1-motive over k. We have that
Hom(M1,M2;M3)⊗Q ∼= HomMRZ(k)
(
T(M1)⊗ T(M2),T(M3)
)
Proof. Let (Mi)σ = Mi⊗σC (for i = 1, 2, 3). According to Corollary 4.1.3, the biex-
tensions of ((M1)σ, (M2)σ) by (M3)σ are bilinear morphisms Tσ(M1)⊗Tσ(M2)→
Tσ(M3) in the category MHS of mixed Hodge structures, i.e. they are rational
tensors living in
F0
⋂
W0
(
Tσ(M1)⊗ Tσ(M2)⊗HomMHS(Tσ(M3),Tσ(Z))
)
.
By Proposition 4.2.1 and Corollary 4.3.3, biextensions define bilinear morphisms
also in the ℓ-adic and De Rham realizations and all these bilinear morphisms are
compatible through the comparison isomorphisms (see Proposition 4.4.1). There-
fore biextensions of 1-motives define Hodge cycles. In [Br] Theorem (2.2.5) Brylinski
proves that Hodge cycles over a 1-motive defined over k are absolute Hodge cycles
and so biextensions are Hodge cycles relative to every embedding σ : k → C. Since
biextensions of (M1,M2) by M3 are defined over k, the bilinear morphisms they
define are invariant under the action of Gal(k/k). This implies that biextensions
(M1,M2) by M3 are Hodge cycles relative to every embedding σ : k → C, i.e. they
are morphisms in the category MRZ(k). 
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