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Abstract
We establish universality and ultra-homogeneity of (U , uGH), the collection of all compact
ultrametric spaces endowed with the so-called Gromov-Hausdorff ultrametric. This result also
gives rise to a novel construction of the so-called R-Uryoshn universal ultrametric space for
each countable subset R ⊂ R≥0 containing 0.
1 Introduction
Ametric space is called universal if it contains isometric copies of all separable metric spaces. The
study of universal metric space dates back to [Ury27] in which Urysohn identified a unique (up
to isometry) Polish1 universal space U (named the Urysohn universal metric space) that satisfies
the following ultra-homogeneity condition: given a finite metric space B, a subset A ⊂ B and
an isometric embedding ϕ : A → U, there exists an isometric embedding ψ : B → U such that
ψ|A = ϕ.
An ultrametric space is a special metric space that satisfies the strong triangle inequality (cf.
Equation 1). Vestfrid constructed in [Ves94] the first example of a universal and ultra-homogeneous2
ultrametric space (which we call aUrysohn universal ultrametric space), based on which he proved
that each separable ultrametric space is isometrically embedable into both ℓ1 and ℓ2. However, his
construction of universal ultrametric space is not separable. In fact, any separable ultrametric
space must have a countable spectrum3 (see for example [GS11]) and thus it does not satisfy the
universality condition. By restricting to only ultrametric spaces with fixed countable spectrum
1A metric space is called Polish if it is complete and separable.
2Whenever discussing universality and ultra-homogeneity for ultrametric spaces, both conditions are restricted to
only the collection of ultrametric spaces, e.g., an ultrametric space is universal if it contains isometric copies of all
separable ultrametric spaces.
3The spectrum of a metric space (X, dX) is the distance set spec(X) := {dX(x, x
′) : x, x′ ∈ X}.
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R ⊂ R≥0, Gao and Shao [GS11] turned to consider the so-called R-universality and R-ultra-
homogeneity conditions and thus defined the R-Urysohn universal ultrametric space (cf. Defi-
nition 3.5). They provided several constructions and proved uniqueness of the R-universal and
R-ultra-homogeneous ultrametric space for any R ⊂ R≥0 who contains 0.
The Gromov-Hausdorff distance dGH introduced by Gromov in [Gro81] is a natural distance
comparing compact metric spaces. The Gromov-Hausdorff ultrametric uGH was first introduced
by Zarichnyi in [Zar05] as an analogue to dGH for comparing compact ultrametric spaces. De-
note by U the collection of all compact ultrametric spaces. Zarichnyi established that (U , uGH)
is a complete but not separable ultrametric space. Some theoretical and computational aspects of
(U , uGH) have been further studied in [Qiu09, MSW19]. In particular, a structural theorem for uGH
(cf. Theorem 2.7) is identified in [MSW19] which significantly helps in estimating and computing
uGH throughout this paper.
Contributions. We establish in this paper the universality and ultra-homogeneity of the Gromov-
Hausdorff ultrametric space (U , uGH). This result is interesting in that the collection of all compact
ultrametric spaces is itself universal for ultrametric spaces. We then naturally identify a novel
construction of the R-Urysohn universal ultrametric space for any countable R ⊂ R≥0 containing
0 using (U , uGH). In the course of proving universality of (U , uGH), we developed a notion named
by admissible order which has a close relation with graphical representations of dendrograms.
This concept allows us to at least prove finite universality of U , i.e., finite ultrametric spaces can be
isometrically embedded into U . Though in the end we could not yet prove universality of U along
this approach, we think the concept of an meaningful order on an ultrametric space is interesting
itself and we provide a detailed discussion in Section 3.2.
Related work. It is natural to wonder what is the relation between the Urysohn universal space
U and (M, dGH), the collection of all compact metric spaces endowed with the Gromov-Hausdorff
distance. In [Gro07, Ch. 3, Exercise (b)], Gromov first observed thatM ∼= H(U)/Iso(U), where
H(U) denotes the hyperspace of U consisting of all nonempty compact subsets of U endowed with
the Hausdorff distance dUH and Iso(U) denotes the isometry group of U; see also [Ant20] for more
details and a proof. This implicitly implies that M is not isometric to U. In fact, it was proved
later in [IIT17] that (M, dGH) does not satisfy the ultra-homogeneity. However as for universality,
the authors in [IIT17] proved that the collection M of all compact metric spaces endowed with
the Gromov-Hausdorff distance dGH contains isometric copies of all finite metric spaces. It still
remains open whether (M, dGH) is a universal space containing isometric copies of all separable
(or even just compact) metric spaces.
2 Preliminaries
Ultrametric spaces and dendrograms. A metric space (X, dX) is called an ultrametric space if
dX satisfies the so-called strong triangle inequality: for any x, y, z ∈ X ,
dX(x, z) ≤ max(dX(x, y), dX(y, z)). (1)
We usually denote by uX (instead of dX) the metric of an ultrametric space.
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Figure 1: Graphical representation of a dendrogram. In the figure we represent a dendrogram
θX over the three-point space X = {x1, x2, x3} via a rooted tree (horizontal line segments should
be regarded as vertices). For example, θX(r) = {{x1, x2, x3}}, θX(s) = {{x1}, {x2, x3}} and
θX(t) = {{x1}, {x2}, {x3}}.
One important visualization of an ultrametric space is that of a dendrogram. A dendrogram is
a tree representation of hierarchical clustering of a metric space. See below for a precise definition
and Figure 1 for a graphical representation of a dendrogram:
Definition 2.1 (Dendrogram [CM10]). Given a finite set X , a dendrogram is a function θX :
[0,∞)→ Part(X)4 that satisfies the following conditions:
1. θX(0) = {{x} : x ∈ X} is the singleton partition;
2. for any 0 ≤ t < s, θX(s) is coarser than θX(t), i.e., for each block B ∈ θX(t), there exists a
block C ∈ θX(s) such that B ⊂ C;
3. there exists T > 0 such that θX(T ) = {X};
4. for each t ≥ 0, there exists ε > 0 such that θX(s) = θX(t) for all s ∈ [t, t+ ε].
Given a finite set X , denote by D(X) the collection of all dendrograms over X and by U(X)
the collection of all ultrametrics on X . Then, there exists a bijection between D(X) and U(X).
For completeness, we describe a bijective map ΦX : D(X)→ U(X) and its inverse Ψ : U(X)→
D(X) as follows:
For any θ ∈ D(X), we define u : X ×X → R≥0 by
u(x, x′) := inf{t ≥ 0 : x and x′ belong to the same block in θ(t)}, ∀x, x′ ∈ X.
It is easy to check that u ∈ U(X) and we let ΦX(θ) = u.
Now for any u ∈ U(X), we define θ : [0,∞)→ Part(X) by θ(t) := {[x]Xt : x ∈ X} for each
t ≥ 0, where [x]Xt := {x
′ ∈ X : u(x, x′) ≤ t}. Then, θ ∈ D(X) and we let ΨX(u) = θ.
It is easy to check that both ΦX and ΨX are bijective and they are inverse to each other; see
[CM10] for more details. In the sequel we will also use notation [x]t = [x]
X
t when the underlying
set X is clear from the context. From now on, for any given ultrametric space (X, uX), we always
denote by θX = ΨX(uX) the dendrogram corresponding to uX .
4Part(X) denotes the set of all partitions of X . For each {X1, · · · , Xk} ∈ Part(X), we call an element Xi a
block for i = 1, · · · , k.
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Figure 2: Dendrogram illustration of the quotient operator. The leftmost dendrogram rep-
resents of a three-point ultrametric space X , whereas the rightmost dendrogram represents the
quotientXt of X at level t. Note that after taking the quotient, structures of θX below t disappear.
Quotient operator on ultrametric spaces. The following is a crucial operator for ultrametric
spaces defined in [MSW19].
Definition 2.2 (Quotient). Given a finite ultrametric space X and t ≥ 0, we let Xt := {[x]t : x ∈
X}. We construct an ultrametric uXt onXt as follows:
uXt([x]t, [x
′]t) :=
{
uX(x, x
′), uX(x, x
′) > t
0, uX(x, x
′) ≤ t
.
We call (Xt, uXt) the quotient of X at level t.
Note that (X0, uX0)
∼= (X, uX). Intuitively speaking, the dendrogram θXt corresponding to
(Xt, uXt) is generated from the one θX corresponding to (X, uX) by simply forgetting structures
of θX below level t; see Figure 2 for an illustration. It is worth noting that the quotient of a
compact ultrametric space is still compact and the quotient of a Polish ultrametric space remains
Polish. Furthermore, we have the following two more refined results.
Lemma 2.3. If X is a compact ultrametric space, then for any t > 0,Xt is a finite space.
Proof. Since X is compact, there exists a finite t-net XN ⊂ X , i.e., for any x ∈ X , there exists
xN ∈ XN such that uX(x, xN ) ≤ t. Hence, [x]t = [xN ]t. Therefore, Xt ⊂ {[xN ]t : xN ∈ XN}
and thusXt is a finite set.
Lemma 2.4. If X is a Polish ultrametric space, then for any t > 0,Xt is a countable space.
Proof. Let Xc ⊂ X be a countable dense subset. Then, {[xc]t : xc ∈ Xc} is a countable subset
of Xt. For any x ∈ X , there exists xc ∈ Xc such that uX(x, xc) ≤ t since Xc is dense. Hence,
[x]t = [xc]t. Therefore, Xt ⊂ {[xc]t : xc ∈ Xc} and thusXt is countable.
Definitions of dGH and uGH. Recall that U denotes the collection of all compact ultrametric
spaces. There exists a natural ultrametric on U analogous to the Gromov-Hausdorff distance onM,
the collection of all compact metric spaces. We first briefly review the definition of the Gromov-
Hausdorff distance.
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Definition 2.5 (Gromov-Hausdorff distance). Given two metric spaces X and Y , we define the
Gromov-Hausdorff distance dGH(X, Y ) between them as follows:
dGH(X, Y ) := inf
Z
dZH(X, Y ),
where the infimum is taken over all metric spaces Z and isometric embeddings from X to Z and
from Y to Z.
Now, we modify the definition of dGH by infimizing over Z ∈ U instead of Z ∈ M to obtain
the Gromov-Hausdorff ultrametric:
Definition 2.6 (Gromov-Hausdorff ultrametric). Given two ultrametric spacesX and Y , we define
the Gromov-Hausdorff ultrametric uGH(X, Y ) between them as follows:
uGH(X, Y ) := inf
Z
dZH(X, Y ),
where the infimum is taken over all ultrametric spaces Z and isometric embeddings from X to Z
and from Y to Z.
The following structural formula provides a precise method for computing uGH using the quo-
tient operator on ultrametric spaces.
Theorem 2.7 (Structural formula for uGH [MSW19]). GivenX, Y ∈ U , we have
uGH(X, Y ) = min{t ≥ 0 : Xt ∼= Yt}.
For ε ≥ 0, denote specε(X) := {t ∈ spec(X) : t ≥ ε}. It is obvious that specε(X) =
spec(Xε). Then, as an immediate consequence of Theorem 3.2, we have the following:
Corollary 2.8. Given X, Y ∈ U , we have
uGH(X, Y ) ≥ min{ε ≥ 0 : specε(X) = specε(Y )}.
This corollary was first mentioned in [Qiu09, Theorem 4.2]. Please also see [MSW19, Theorem
5.13] for a generalization.
3 Urysohn universal ultrametric space
Definition 3.1. Given an ultrametric space X , we say X is universal, if any Polish ultrametric
space is isometrically embedable into X; we say X is ultra-homogeneous if for any finite ultra-
metric space B, a subset A and an isometric embedding ϕ : A → X , there exists an isometric
extension ψ : B → X such that ψ|A = ϕ.
We call an ultrametric space X an Urysohn universal ultrametric space if X satisfies the uni-
versality and ultra-homogeneity conditions. We do not require X to be Polish as in the case of
Urysohn universal metric space since there exists no separable universal ultrametric space.
Theorem 3.2. (U , uGH) is a Urysohn universal ultrametric space.
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Both universality and ultra-homogeneity properties of U follows from the following key obser-
vation.
Proposition 3.3 (One point extension). Let X be a finite ultrametric space with |X| > 1 and
Xˆ ⊂ X be a subspace such that |Xˆ| + 1 = |X|. Then, if ϕ : Xˆ → U is an isometric embedding,
there exists an isometric embedding ψ : X → U such that ψ|Xˆ = ϕ.
Proof. Assume that X = {x1, · · · , xn+1} and Xˆ = {x1, · · · , xn} where n ≥ 1. Let Xi := ϕ(xi)
for all i = 1, · · · , n. Let δ := min{uX(xi, xn+1) : i = 1, · · · , n} > 0. Then, we let
Mn+1 := {i : uX(xi, xn+1) = δ, i = 1, · · · , n} = argmin1≤i≤nuX(xi, xn+1).
For any k, l ∈ Mn+1, we have that uX(xk, xl) ≤ max(uX(xk, xn+1), uX(xl, xn+1)) = δ. Then,
uGH(Xk, Xl) = uX(xk, xl) ≤ δ. By Theorem 2.7 we have that (Xk)δ ∼= (Xl)δ. Therefore, there
exists Z ∈ U such that Z ∼= (Xk)δ for each k ∈ Mn+1. Let N := max{|Xk| : k ∈ Mn+1}. Then,
we defineXn+1 := Z ∪{∗1, · · · , ∗N+1}, where ∗is are (N +1) distinguished points not belonging
to Z and introduce a function uXn+1 : Xn+1 ×Xn+1 → R≥0 as follows: we pick an arbitrary point
z∗ ∈ Z and for all i, j = 1, · · · , N + 1, we let
1. uXn+1(z∗, ∗i) = δ;
2. uXn+1(∗i, ∗j) = δ · δij ;
3. uXn+1(z, ∗i) = uZ(z∗, z), for any z ∈ Z\{z∗};
4. uXn+1|Z×Z = uZ .
Then, it is easy to check that uXn+1 is an ultrametric and thus (Xn+1, uXn+1) ∈ U . Obviously,
we have that (Xn+1)δ ∼= Z ∼= (Xk)δ and thus uGH(Xn+1, Xk) ≤ δ for each k ∈ Mn+1. For the
opposite inequality, we know from Lemma 2.3 that both (Xk)t and (Xn+1)t are finite spaces for
0 < t < δ. By counting cardinalities, we have
|(Xk)t| ≤ |Xk| ≤ N < N + 1 + |Z| = |(Xn+1)t|.
This implies that (Xn+1)t 6∼= (Xk)t. Therefore, uGH(Xn+1, Xk) = δ = uX(xn+1, xk).
Now for any j /∈ Mn+1, we have that uX(xj , xn+1) > δ. For each k ∈ Mn+1, we apply the
strong triangle inequality for points xj , xn+1 and xk. Then, we must have that
uX(xj , xk) = uX(xj , xn+1) > δ = uX(xk, xn+1).
Thus,
uGH(Xj, Xk) = uX(xj, xk) > uX(xk, xn+1) = uGH(Xk, Xn+1).
Then, by applying the strong triangle inequality for Xj , Xn+1 and Xk, we have that
uGH(Xj, Xn+1) = uGH(Xj , Xk) = uX(xj , xk) = uX(xj , xn+1).
Therefore, the map ψ : X → U taking xi to Xi for all i = 1, · · · , n and xn+1 to Xn+1 is an
isometric embedding such that ψ|Xˆ = ϕ.
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Figure 3: Illustration of the proof of Proposition 3.3.
Though the proof of Proposition 3.3 is long, the essential idea and the constructions are easy to
understand via dendrograms. See Figure 3 for an illustration of the proof of Proposition 3.3 using
dendrogram representations.
Proof of Theorem 3.2. We first prove universality of U . Assume that X is a Polish ultrametric
space. Let Xc be a countable dense subset of X . Assume that Xc = {x1, x2, · · · } and let Xn :=
{x1, · · · , xn} for n = 1, · · · . We construct an arbitrary map ϕ1 : X1 → U . Then, by Proposition
3.3, we inductively construct isometric embeddings ϕn : Xn → U for all n = 1, · · · such that
ϕn+1|Xn = ϕn. We then define a map ϕ : Xc → U as follows: for any x ∈ Xc, there exists n such
that x ∈ Xn and we let ϕ(x) := ϕn(x). It is easy to see that ϕ is well-defined and it is an isometric
embedding. Now, since Xc is dense inX and U is complete, there exists an extension ϕˆ : X → U
of ϕ which is still an isometric embedding. Therefore, U is universal.
Now we prove that U is ultra-homogeneous. Suppose we have a finite ultrametric space B,
a subset A and an isometric embedding φ : A → U . Assume without loss of generality that
B = {x1, · · · , xn} and A = {x1, · · · , xk} where n ≥ 2 and 1 ≤ k < n. Let Aj := A ∪
{xk+1, · · · , xk+j} for j = 1, · · · , n − k. Let A0 := A and φ0 := φ. Then, by Proposition 3.3
again, there exist isometric embeddings φj : Aj → U for each j = 0, · · · , n − k such that
φj+1|Aj = φj : Aj → U . Therefore, ψ := φn−k : An−k = B → U is an isometric embedding such
that ψ|A = φn−k|A0 = φ0 = φ and thus U is ultra-homogeneous.
Remark 3.4. In the proof of universality above, we can choose ϕ1 such that ϕ1(x1) = ∗, where ∗
denotes the one-point ultrametric space. Then, by the construction in the proof of Proposition 3.3
and induction, we have that spec(ϕ(xn)) ⊂ spec(Xn) for n = 1, · · · . Applying Corollary 2.8, it
is easy to see that ϕˆ : X → U satisfying the following: for any x ∈ X , spec(ϕˆ(x)) ⊂ spec(X).
Similarly, in the proof of ultra-homogeneity above, if φ : A→ U is chosen such that spec(φ(a)) ⊂
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spec(B) for each a ∈ A, then ψ : B → U also satisfies that spec(φ(b)) ⊂ spec(B) for each
b ∈ B.
3.1 R-Urysohn universal ultrametric space
Let R ⊂ R≥0 be a countable set containing 0. We call an ultrametric space X an R-ultrametric
space if spec(X) ⊂ R.
Definition 3.5 ([GS11]). An R-ultrametric space (X, uX) is called an R-Urysohn universal ultra-
metric space if
1. X is Polish;
2. X is R-universal, i.e.,X contains isometric copies of all Polish R-ultrametric spaces;
3. X is R-ultra-homogeneous, i.e., X satisfies the ultra-homogeneous condition for all finite
R-ultrametric spaces.
According to [GS11], for any countable R ⊂ R≥0, the R-Urysohn universal ultrametric space
is unique up to isometry.
Denote by UR the collection of all compact ultrametric spaces (X, uX) such that spec(X) ⊂ R.
We still denote by uGH its restriction to UR.
Theorem 3.6. (UR, uGH) is the R-Urysohn universal ultrametric space.
Proof. BothR-universality andR-ultra-homogeneity of (UR, uGH) follows from the same proof of
Theorem 3.2 combined with Remark 3.4.
Now we only need to show that (UR, uGH) is a Polish space. Since U is complete, any Cauchy
sequence {Xn} in UR has a limit X in U . Denote δn := uGH(Xn, X). If δn = 0 for some n ∈ N,
then X ∼= Xn and thus X ∈ UR. Now we assume δn > 0 for all n ∈ N. Then, by Corollary 2.8,
we have that
uGH(Xn, X) ≥ min{ε ≥ 0 : specε(X) = specε(Xn)}.
Then, specδn(X) = specδn(Xn) ⊂ R. For any 0 < t ∈ spec(X), there exists n large enough such
that t > δn and thus t ∈ specδn(X) ⊂ R. Therefore, spec(X) ⊂ R and thusX ∈ UR. This implies
that UR is complete. Furthermore, the set of all finite ultrametric spaces with spectrum contained
in R is a countable dense subset of UR and thus UR is separable. In conclusion, UR is a Polish
metric space.
3.2 Admissible order and universality
In this section, we establish that each Polish ultrametric space admits a special total order and
discuss one possible alternative approach to prove universality of U .
Definition 3.7. For any ultrametric space (X, uX), we call a total order ≤ on X an admissible
order if uX(x, y) ≤ uX(x, z) whenever x, y, z ∈ X and x < y < z.
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Assume that X = {x1, · · · , xn} endowed with uX is a finite ultrametric space. Suppose that
≤ is a total order on X and assume without loss of generality that xi < xj if and only if i < j.
Then, by placing xis along the real line according to the order x1 < x2 < · · · < xn, one can draw
a graphical representation of the dendrogram θX corresponding to uX without self-crossing if and
only if ≤ is admissible. See Figure 4 for an illustration when n = 3.
On the other hand, each graphical representation of θX without self-crossing (which must exists
since a tree is a planar graph) gives rise to an admissible order on X: xi < xj if xi is on the left of
xj . This actually implies that each finite ultrametric space admits at least on admissible order. We
provide an alternative formal proof of the fact in the following lemma.
Lemma 3.8. Assume that X = {x1, · · · , xn} is a finite ultrametric space. Then, X admits an
admissible order.
Proof. We prove by induction on n. The case when n = 1 is trivial. Now assume that n > 1
and the claim holds true for all (n − 1)-point ultrametric spaces. Then, there exists a total order
on X\{xn} such that uX(xk, xi) ≤ uX(xk, xj) for all xk < xi < xj and 1 ≤ k, i, j < n. Let
Mn := argmin1≤i<nuX(xi, xn). Take i0 ∈ Mn such that xi0 ≤ xi for each i ∈ Mn. Then, for
each 1 ≤ i < n, if xi ≥ xi0 , we let xn < xi; otherwise, we let xn > xi. This assignment gives
rise to a total order on X . Now we check that this total order is admissible. It suffices to check
the conditions for admissible orders for three distinct points xi, xj , xn ∈ X in the following three
cases:
1. xn < xi < xj: by construction of the total order, we have that xi0 ≤ xi < xj . If xi0 = xi,
then by definition of i0, we have that uX(xn, xi) = uX(xn, xi0) ≤ uX(xn, xj). Now we
assume that xi0 < xi. Since ≤ is admissible on X\{xn}, we have that uX(xi0 , xi) ≤
uX(xi0 , xj). Therefore,
uX(xn, xi) ≤ max(uX(xn, xi0), uX(xi0 , xi)) ≤ max(uX(xn, xj), uX(xi0 , xj)).
Since uX(xj , xi0) ≤ max(uX(xj , xn), uX(xn, xi0)) ≤ uX(xj , xn), we have that uX(xn, xi) ≤
uX(xn, xj).
2. xi < xn < xj : in this case we have that xi < xi0 ≤ xj . Then, uX(xi, xn) > uX(xn, xi0)
since i /∈ Mn. Thus uX(xi, xn) = uX(xi, xi0) by the strong triangle inequality. Therefore,
uX(xi, xn) = uX(xi, xi0) ≤ uX(xi, xj) since ≤ is admissible on X\{xn}.
3. xi < xj < xn: similar to the second case, we have that xi < xj < xi0 and uX(xi, xn) =
uX(xi, xi0). Therefore, uX(xi, xj) ≤ uX(xi, xi0) = uX(xi, xn).
Based on Lemma 3.8, one can easily prove universality of U for finite spaces:
Proposition 3.9. Any finite ultrametric space is isometrically embedable in (U , uGH).
Proof. AssumeX = ({x1, · · · , xn}, uX) is a finite ultrametric space. By Lemma 3.8,X admits an
admissible order. Relabel X such that xi < xj if and only if i < j. Define f : X → U by mapping
xi to Xi := {xj : j ≤ i} endowed with the restricted metric uX |Xi×Xi . Take any 1 ≤ i < j ≤ n
9
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Figure 4: Relation between admissible orders and dendrogram representations. The leftmost
figure is a 3-point ultrametric space X . The rest are graphical representations of the dendrogram
θX based on three different total orders onX . Note that the middle two total orders are admissible
and the corresponding graphical representations have no self-crossing whereas the rightmost order
x2 < x1 < x3 is not admissble and results in a self-crossing in the corresponding graphical
representation of θX . On the contrary, the middle two figures can be interpreted in the sense that
each planar representation of θX generates an admissible order on the ultrametric space.
and let t := uX(xi, xj) > 0. Then, for each xk ∈ Xj\Xi, we have uX(xi, xk) ≤ uX(xi, xj) = t
since xi < xk ≤ xj . Therefore, [xk]
Xj
t = [xi]
Xj
t in (Xj)t for each xk ∈ Xj\Xi. This implies that
the map ϕt : (Xi)t → (Xj)t taking [xl]
Xi
t to [xl]
Xj
t for each l = 1, · · · , i is bijective and thus an
isometry. By Theorem 2.7, we have that uGH(Xi, Xj) ≤ t.
Now for any s < t, we have that [xj ]
Xj
s 6= [xi]
Xj
s . Then, |(Xj)s| ≥ |(Xi)s| + 1 and thus
(Xi)s 6∼= (Xj)s. Therefore, by Theorem 2.7 again we have that uGH(Xi, Xj) = t = uX(xi, xj) and
thus f : X → U taking xi toXi for each i = 1, · · · , n is an isometric embedding.
Now we generalize Lemma 3.8 to the case of Polish ultrametric spaces.
Lemma 3.10. Any countable ultrametric space admits an admissible order.
Proof. The proof is essentially the same as the one for Lemma 3.8. AssumeX = ({x1, · · · }, uX) is
a countable ultrametric space. We construct an admissible order on X by extending an admissible
order on Xn := {x1, · · · , xn} inductively for n = 1, 2, · · · .
Obviously, when n = 1, there is nothing to construct. Assume that n ≥ 1 and we have
introduced an admissible order on Xn. Then, uX(xk, xi) ≤ uX(xk, xj) for all xk < xi < xj and
1 ≤ k, i, j ≤ n. Let Mn+1 := argmin1≤i≤nuX(xi, xn+1). Take i0 ∈ Mn+1 such that xi0 ≤ xi
for each i ∈ Mn+1. Then, for each 1 ≤ i ≤ n, if xi ≥ xi0 , we let xn+1 < xi; otherwise, we let
xn+1 > xi. It is easy to check as in the proof of Lemma 3.8 that this assignment gives rise to an
admissible order on Xn+1. Therefore, by this inductive process, there will be an admissible order
on X .
Theorem 3.11. Assume thatX is a Polish ultrametric space. Then,X admits an admissible order.
Proof. For each n ∈ N, we construct inductively an admissible order ≤n on the quotient space
X 1
n
such that if [x] 1
n
<n [x
′] 1
n
then [x] 1
m
<m [x
′] 1
m
for each pair m > n: by Lemma 2.4, X1 is
a countable set and thus by Lemma 3.10, X1 admits an admissible order ≤1. Now suppose we
have identified an admissible order ≤k onX 1
k
for each 1 ≤ k ≤ n such that [x] 1
k
<k [x
′] 1
k
induces
[x] 1
l
<l [x
′] 1
l
for all 1 ≤ k ≤ l. Now, we define a total order ≤n+1 on the quotient space X 1
n+1
:
10
1. For any [x] 1
n+1
6= [x′] 1
n+1
, suppose without loss of generality that [x] 1
n
<n [x
′] 1
n
, then we let
[x] 1
n+1
<n+1 [x
′] 1
n+1
.
2. Now each [x] 1
n
∈ X 1
n
is partitioned into at most countably many blocks at level 1
n+1
(where
we use Lemma 2.4 again): [x] 1
n
= ∪∞i=1[xi] 1
n+1
. We use Lemma 3.10 again to introduce
an admissible order ≤x on the subspace
{
[xi] 1
n+1
: i = 1, · · ·
}
⊂ X 1
n+1
. Then, we let
[xi] 1
n+1
<n+1 [xj ] 1
n+1
if and only if [xi] 1
n+1
<x [xj ] 1
n+1
for i, j = 1, · · · .
It is easy to check that ≤n+1 is an admissible order on X 1
n+1
.
Now we define a total order ≤ on X: for any x 6= x′ ∈ X , suppose n ∈ N is such that
[x] 1
n
6= [x′] 1
n
. Suppose without loss of generality that [x] 1
n
< [x′] 1
n
, then we let x < x′. It is easy to
see that this assignment does not depend on the choice of n ∈ N and ≤ is admissible.
Discussion. Though it seems promising to use Theorem 3.11 to prove universality of U as we
do in Proposition 3.9, there is a technical issue that we have not yet resolved: in the proof of
Proposition 3.9, we use the difference between cardinalities of sets to distinguish non-isometric
spaces. However in the case of Polish spaces, the cardinality of any encountered set may be infinite
and thus the cardinality comparison method may fail to work. We would continue to study in the
future whether one could utilize Theorem 3.11 via some refined analysis to prove the universality
of U .
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