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Abstract— We bound the number of electromagnetic signals
which may be observed over a frequency range 2W for a time T
within a region of space enclosed by a radius R. Our result
implies that broadband fields in space cannot be arbitrarily
complex: there is a finite amount of information which may be
extracted from a region of space via electromagnetic radiation.
Three-dimensional space allows a trade-off between large
carrier frequency and bandwidth. We demonstrate applications
in super-resolution and broadband communication.
I. INTRODUCTION
The concept of “rich multipath” as a positive communi-
cation medium is widely established in antenna [1–3] sig-
nal processing [4, 5] and communication [6–8] literature. It
is well known that “rich” multipath allows multiplexing of
independent signals. Dimensionality has been offered as an
effective measure of richness in the narrow-band regime [4, 9].
The results, however, have required a (very) narrow bandwidth
signal – the signal is defined by its wavelength.
The spatial bounds of [4, 5] were based on the observa-
tion [10, 11] that (narrowband) far-field radiative waves are
functions which may be bounded (exponentially) toward zero
beyond some limit. Broadband representations of signals [12]
have been developed, these works are not conducive to analytic
dimensionality bounds.
For non-spatially diverse signals, dimensionality is well
developed. Shannon [13] conjectured that a signal with band-
width 2W which was observed for a time T could be
represented by 2WT parameters. This provided the concept
of a time-bandwidth product and the 2WT + 1 result was
formalised by several authors [14–18]. There are an infinity of
signals which can be placed in a bandwidth 2W , and likewise
an infinity which may be separately observed in a time interval
T . However only a discrete set of signals may be resolved in
a 2W bandwidth within a time T .
Dimensionality results (and subsequent capacities [9, 19])
for single-frequency spatial communication provide an intu-
ition of the fundamental limits to spatial multiplexing. How-
ever practical spatial signalling techniques – such as MIMO
with Orthogonal Frequency Division Multiplexing (OFDM)
or Ultra-Wide Band (UWB) – motivate the dimensionality of
spatial signals with significant bandwidth components.
What is the limit to the number of (radio) signals
which may be detected in a region of space, when
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the only constraints are the region size, signal band-
width and time of observation?
Determining the number of electromagnetic signals which
may be detected within a region of space allows development
of practical limits to multiple-antenna communication. This
question also addresses several open problems:
1) Broadband spatial communication (eg. MIMO-OFDM
and MIMO-UWB): how can/should one trade space for
frequency/time?
2) Broadband beamforming [20] and so-called “super-
resolution” results [21]: can one resolve at better than
the spatial (optical) resolution limit of [4, 22] and if so,
how (and why)?
3) Small space: Is there value in using the 3D spatial
dimension, when the spatial extent is much less than
the signal wavelength i.e. R≪ λmin?
For the purpose of this paper we assume the “antenna”
occupies the entire spatial region of interest, and that filters
and truncations are ideal. We neglect mutual coupling.
The remainder of this paper is arranged as follows: Sec-
tion II provides an introduction to the heuristic approach,
in the context of the well-known 2WT + 1 dimensionality
result. Section III provides a dimensionality result for 3D-
and 2D-space. We provide discussion in Section IV and draw
conclusions in Section V. Proofs are contained in the appendix.
II. BACKGROUND
Current dimensionality results for spatially and time-
bandwidth constrained single-frequency signals are:
D2D space =
⌈
epiFR
c
⌉
+ 1 (1)
D3D space =
(⌈
epiFR
c
⌉
+ 1
)2
(2)
D2WT = ⌈2WT ⌉+ 1 (3)
where (1) and (2) are derived in [4, 23], although (2) is
corrected from [23]. It is incorrect to simply multiply (say)
(2) and (3) to find the dimensionality of spatial signals with a
finite bandwidth. Equally, integrating a spatial dimensionality
result (1) over the range Fo −W ≤ f ≤ Fo +W leads to the
incorrect result of a “dimensionality” which is not unit-less.
We recall a heuristic argument [13, 24] for the number of
orthogonal signals which may be confined into a 2W × T
time-bandwidth product.
1/T
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Fig. 1. Time-Frequency block, −W ≤ f ≤ W , 0 ≤ t ≤ T .
functions are continuous in time, but chosen at discrete intervals in frequency.
Dimensionality is given by counting the solid circles.
Problem 1 (Shannon 2WT ): Find the number D2WT of
orthogonal signals which may be observed within a bandwidth
Fo ±W over a time interval T .
Figure 1 describes the solution to the problem graphically:
a signal which is constrained to 2W×T comprises continuous
time functions, which occur at a spacing of 1/T from lower
frequency Fo −W to upper frequency Fo +W . Counting the
number of functions gives the dimension of the original signal.
The proof is not developed by counting 2W×T “small” 1Hz×
1s blocks: it is given by counting the number of functions
(lines) in Figure 1 which are separated by 1/T .
Following [24, Chap.8], write an arbitrary signal x(t),
t ∈ [0, T ] as:
x(t) =
∞∑
m=−∞
αmφm(t) (4)
φm(t) =
{
1√
T
exp
(
ι2pimtT
)
; t ∈ [0, T ]
0 ; else
(5)
for integer m ∈ Z. Observe φm(t) is a time-limited sinusoid,
with frequency m/T , and (4) defines a discrete Fourier trans-
form. In order to limit x(t) to having frequencies in the range
Fo −W · · ·Fo +W we restrict αm to be non-zero for only
appropriate values for m:
Fo −W < m
T
< Fo +W (6)
which implies:
x(t) =
(Fo+W )T∑
m=(Fo−W )T
αmφm(t) (7)
There are at most
(Fo +W )T − (Fo −W )T + 1 = 2WT + 1
non-zero terms in (7), which implies D2WT = ⌈2WT ⌉+ 1
This heuristic argument is not precise since the function x(t)
may not be well behaved in terms of finite- bandwidth and time
constraints: it is possible to choose a particular x(t) such that
more than 2WT +1 sinusoid functions φm(t) are required to
parameterise x(t), since the Fourier series are not complete
on the interval [0, T ]. However, in the limit of large W and
large T , the 2WT approximation becomes accurate [17]. The
effect of “badly behaved” x(t) is detailed in [15, 25, 26]
III. DIMENSIONALITY: R× 2W × T
Consider an arbitrary electromagnetic field observed within
a fixed region of space, of radius R, for a time T and over a
frequency range Fo±W , where Fo is the centre frequency. We
wish to calculate the number D of orthogonal signals which
may be observed. In addition, the signals must be propagating
electric fields.
Source-free (propagating) electric fields ψ(r, t), satisfy a
reduced form of the wave equation, known as the Helmholtz
wave equation [10, 27]:(
∇2 − 1
c2
∂2
∂t2
)
· ψ(r, t) = 0 (8)
where ∇ = (∂/∂x, ∂/∂y, ∂/∂z) is the gradient and
c = 3× 108 is the speed of light.
Problem 2: Given a function in space-time x(r, t) which
is non-zero for ‖r‖ ≤ R and t ∈ [0, T ] has a frequency
component in [Fo−W,Fo+W ] and satisfies (8); what number
D of orthogonal signals ϕ(r, t) are required to parameterize
x(r, t)?
i.e. what is the dimension D of the space of wave-signals
constrained by R× 2W × T ?
Theorem 1 (3D dimensionality D3D): The number of or-
thogonal electromagnetic waves which may be observed in
a three-dimensional spatial region bounded by radius R, over
frequency range Fo ±W and time interval [0, T ] is
D3D ≤ TW
[(
2W 2
3
+ 2F 2o
)(
epiR
c
)2
+
6epiRFo
c
+
13
3
]
+
(
(Fo −W )epiR
c
+ 1
)2
(9)
A. Asymptotics
For TW → 0, Theorem 1 reduces to (2), while for R→ 0,
Theorem 1 reduces to 13TW/3 + 1 which over-bounds the
2WT + 1 result. Asymptotically (T,W,R→∞), Theorem 1
may be approximated by:
D3D → 2TW
(
W 2
3
+ F 2o
)(
epiR
c
)2
(10)
In Problem 1, the carrier frequency is irrelevant: since the
whole problem may be pre-modulated by the scalar function
exp(−ι2piFot), without altering the degrees of freedom. In
the case of the wave equation, time and space are linked:
altering the carrier frequency alters the degrees of freedom,
independent of the bandwidth. This can be seen in (10) where
both centre-frequency and bandwidth may be traded against
each other.
B. 2D space
Theorem 2 (2D dimensionality D2D): The number of or-
thogonal electromagnetic waves which may be observed in
wFo +WFo −W
n =
⌈epi
fR
/c⌉
+
1
(a) Space-Frequency block, −W ≤ f ≤ W , 0 ≤ r ≤ R.
Fo +W
Fo −W
T
(b) Space-Time-Frequency block. Note that the block is a
trapzeoid: more spatial functions appear for higher frequencies.
Figure 2(a) shows the front trapezium face of the block.
Fig. 2. Space-Time-Frequency. Functions are continuous in time, and
chosen discretely over frequency and space, via the indexing process below.
Dimensionality given by counting solid circles. The arrangement of functions
in Figure 1 form horizontal layers r = constant in the trapezoid.
a two-dimensional spatial region bounded by radius R, over
frequency range Fo ±W and time interval [0, T ] is
D2D ≈ 4WT︸ ︷︷ ︸
time-band
+1 +
2epiR
c
Fo︸ ︷︷ ︸
narrowband space
+
2epiR
c
TW 2︸ ︷︷ ︸
broadband space
(11)
IV. DISCUSSION
In both the 2D and 3D cases, we use Figure 2 as guide, in
the same manner as Figure 1 is used for the 2WT result. In
the case of the 2WT , the constraints formed a block, side-
length 2W × T . Here, we consider a three-dimensional set
of constraints, over frequency Fo ± W , space R and time
T . The functions (lines) are continuous in time, and chosen
discretely over space and frequency. Considering the space-
frequency face Figure 2(a), the constraints are given by Fo −
W ≤ f ≤ Fo +W , and the number of spatial functions is
given by n ≤ (epifR)/c. This line forms the top edge of
a trapezium – since the number of functions which can be
observed in space increases as the centre frequency increases.
Theorem 1 may be interpretted as a packing problem on the
surface of a sphere. For non-trivial time, space and bandwidth
constraints the result (9) is dominated by the first two terms,
2WTF 2o
(
epiR
c
)2
(12)
and (
2
3
TW 3
)(
epiR
c
)2
. (13)
The term (12) is very intuitive: the dimension of spatial
signals, of a single frequency f = ck/2pi is proportional to the
surface area of the region in wavelengths [4] and the dimension
of time-frequency signals, constrained to a point [15, 24] is
2WT . Equation (12) can be seen as the multiplication of (2)
with (3). We note that it is the surface-area of the region not
the volume which defines the dimensionality.
For the component (13), consider launching wavelike pho-
tons from the centre of S: each has an outward velocity c, and
contains WT independent signals. Interpret R/c = τ as the
time in seconds before each photon will cross the boundary
of S (and thus no longer be observed). Each photon may be
viewed as a meta-signal, with time-bandwidth Wτ . As the
surface of S is 2 dimensional, we have 2 orthogonal sets of
these meta-signals – effectively separated by space. So we may
observe (Wτ) × (Wτ) = (Wτ)2 independent photons, each
containing WT independent signals. Giving (τW )2 × (TW )
independent signals.
A. Asymptote in 3D
The average number of spatial modes per Hz in 3D between
Fo −W and Fo +W is(
F 2o +W
2
)(epiR
c
)2
(14)
For large T,R,W the constraints becomes less onerous, and
(as in the case for time-bandwidth) all three dimensions
(space-time-frequency) become essentially independent. In
this case, the degrees of freedom is (essentially) the average
number of spatial modes, multiplied by a constant 2WT de-
grees of freedom per time-band limited signal. If we multiply
(14) by 2WT we have (approximately) the result of (10).
B. Plots
We have given plots of the form of (9) in Figures 3, 4 and
5. In Figure 3 we have considered a fixed carrier frequency
Fo = 2.4 GHz fixed observation time T = 1µs, and plotted
the degrees of freedom for increasing region size R and
signal bandwidth W . It can be seen that the DoF increases
dramatically once R is beyond a single wavelength, moreover,
moderate bandwidth signals give a super-linear increase in
DoF.
In Figure 4 we have set Fo = 2.4MHz, with centre
wavelength λo = 125m (thus causing R to be much less
than a wavelength). In this case, the super-linear terms do not
eventuate, and DoF is approximately 2WT + D3D space. The
(slight) benefit of increasing R can be seen by the angle of
the contours (not horizontal). The DoF is approximately linear
in both R and W .
For Figure 5 we have considered the application of super-
resolution or broad-band beamforming: by observing a signal
for a sufficiently long time, we can extract more information
than would be available by using the (classical) optical limit.
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Fig. 3. Number of degrees of freedom for moderate W and T = 0.5ms,
Fo = 2.4GHz, λo = 0.125m: Curvature toward bottom of Fig. 3(b) denotes
saturation wrt. radius.
In this case, space acts as a pre-multiplier, or gain, for what
is essentially a time-bandwidth problem.
V. CONCLUSION
We have given preliminary bounds on the number of degrees
of freedom (DoF) for broadband, spatially constrained signals
observed over a finite time interval. Our results have been
provided for both 2D and 3D spatial scenarios. For asymptot-
ically large constraints (large volumes, large bandwidth and
large time intervals) the DoF is given by a multiplication of
standard DoF results for time and space. For small constraints,
the DoF result collapses to a sum of DoF’s for space and time.
APPENDIX
Proof: [Theorem 1]
1) Write a time-space function x(r, t) in terms of functions
ψi(r, t) = ϕi
(
r; k(i)
)
exp [−ιk(i)ct]
where k(i) is the scalar wave-number, and i is an index.
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Fig. 4. Number of degrees of freedom for large W , small R and T = 1µs,
Fo = 2.4MHz, λo = 125m: Increase is almost linear in R and W .
2) Observe that every spatial function Ψi(r, t) which sat-
isfies (8) in three dimensions has
D3D Space(i) =
(
epiF (i)R
c
+ 1
)2
degrees of freedom, with frequency F (i), radius R.
3) The total degrees of freedom is (equivalent to (7))
D =
∑
i
D3D Space(i)
Consider an arbitrary signal, x(r, t) which we decompose
into orthonormal functions. The number of functions required
to describe x(r, t) gives the dimensionality of the space.
x(r, t) =
∑
i
βiψi(r, t) (15)
ψi(r, t) =
{
Φi(r, t;k) ; r ∈ S, t ∈ [0, T ]
0 ; else
(16)
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(b) Degrees of Freedom vs Region Size R, for various observa-
tion time lengths T . At T = 0 we have the (classical) result of
[23].
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(c) Degrees of Freedom vs Observation Time T , for various
region sizes R. At R = 0 we have the 2WT result.
Fig. 5. Number of Degrees of Freedom (DoF) vs observation time T and
region size R. W = 1kHz and Fo = 2.4GHz.
Φi(r, t;k) is an eigenfunction of the Helmholtz equa-
tion [27, 6.94.1] in 3-D cartesian coordinates:
Φi(r, t;k) =
1√
T
exp [ι (kxx+ kyy + kzz + ckt)] (17)
= ϕi(r;k)
1√
T
exp(ιckt) = ϕi(r;k)φi(t) (18)
where k is the vector wave-number, k = (kx, ky, kz) and
k = ‖k‖ is the magnitude, commonly called the scalar wave-
number.
In Problem 1 the enumeration of orthonormal functions was
explicit – since there was a linear sum (4). In the case of 3D
wave fields, each orthonormal time-bandwidth function φi(t)
is now attached to several spatial-functions ϕ(t): as shown in
(18). The enumeration is carried out by choosing the wave
vector to be an integer combination:
(kx, ky, kz) =
1
R
(ηx, ηy, ηz) , ηx, ηy, ηz ∈ Z (19)
We thus restrict the wave-number k to be integer multiples of
k =
2pi
cT
i i ∈ Z. (20)
Using the Jacobi-Anger expansion [27, 8.524.1] write (18)
ϕ(r;k) = 4pi
∞∑
n=0
ιnjn(k|r|)
n∑
m=−n
Y mn (rˆ)Y
m
n (kˆ) (21)
From [4], ϕ(r;k) may be truncated at
n < N(R,k) =
⌈
ekR
2
⌉
(22)
which results in
D(R;k) =
N(R,k)∑
n=0
n∑
m=−n
1 =
[N(R,k) + 1]2 (23)
terms for each value k. The dimensionality is given, (simlarly
to Problem 1) by counting the number of terms in the sum (15).
x(r, t) =
1√
T
∑
i
βiϕi(r;k) exp
(
2pii
T
t
)
(24)
As for Problem 1, the value of i in (20) is limited by the
frequency range of interest:
Fo −W ≤ i
T
≤ Fo +W (25)
D =
(Fo+W )T∑
i=(Fo−W )T
DR;k(i) =
(Fo+W )T∑
i=(Fo−W )T
[N(R,k(i)) + 1]2 (26)
=
2WT∑
i=0
(⌈
epiR(Fo −W + i)
cT
⌉
+ 1
)2
(27)
The first term in (27) is the integer (N0+1)2, since i = 0. For
any integer i > 0, the ceiling causes an increment to (N0+2)2.
There are cT/(epiR) terms before the series contains (N0+3)2
(at the next increment)
D =
2WT+1 terms︷ ︸︸ ︷
(N0 + 1)
2 + (N0 + 2)
2 + · · ·︸ ︷︷ ︸
cT/(epiR) terms
+(N0 + 3)
2 + · · ·︸ ︷︷ ︸
cT/(epiR) terms
+ · · ·
with cT/(epiR) terms in each set above. Re-write (27), with a
new index j over sets (removing the ceiling function). In (27)
there are 2WT + 1 terms, while there are
2WT
epiR
cT
sets, then
D ≤ (N0 + 1)2 + cT
epiR
2WT epiR
cT∑
j=1
(N0 + j + 1)
2 (28)
Evaluating the summation (28) completes the proof.
Proof: [Theorem 2]
1) Write a time-space function in terms of
ψi(r, t) = Ψi (r; k(i)) exp [−ιk(i)ct]
2) Observe that every spatial function Ψi(r, t) which sat-
isfies (8) in two dimensions has
D2D Space(i) = epiF (i)R/c+ 1
degrees of freedom.
3) The total degrees of freedom is given by a summation
(equivalent to (7))
D =
∑
i
D2D Space(i)
4) The same observation as for (28) is needed, and leads
to the result.
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