On-off keying (OOK) has repossessed much new research interest to realize green communication for establishing autonomous sensor networks. To realize ultra-low power wireless design, we investigate the minimum energy per bit required for reliable communication of using OOK in a noncoherent channel setting where envelope detection is applied at the receiver. By defining different OOK channels with average transit power constraints, the achievability of the Shannon limit for both cases of using soft and hard decisions at the channel output is evaluated based on the analysis of the capacity per unit-cost at low signal-to-noise ratio. We demonstrate that in phase fading using hard decisions cannot destroy the capacity only if extremely asymmetric OOK inputs are used with a properly chosen threshold. The corresponding pulse-position modulation scheme is explicitly studied and demonstrated to be a Shannon-type solution. Moreover, we also consider a slow Rayleigh fading scenario where the transmitter and receiver have no access to channel realizations. Throughput per unit-cost results are developed to explore the tradeoff between power efficiency and channel quality for noncoherent OOK using soft and hard decisions.
INTRODUCTION
Being perhaps the most basic modulation scheme, on-off keying (OOK) has recently experienced a renewed research interest, mainly from the perspective of green communication of wireless sensor networks based on ultra-low power (ULP) wireless design [1] . ULP concepts play an important role in the design of energy-autonomous systems, such as body area networks [2] . In such systems, wireless sensor nodes are supposed to be driven by energy scavenging, which results in a critical power budget [3, 4] . Therefore, constrained by transmit power, autonomous wireless systems typically work in a low signal-to-noise ratio (SNR) environment, where accurate estimation of carrier phases is not so easy to obtain, because these methods are typically relatively power-hungry. Hence, simple but robust transmission schemes are highly demanded for realizing † The material in this paper was presented in part at the 49th Allerton Conference on Communication, Control, and Computing, Allerton House, Monticello, IL, USA, and in part at the 33rd WIC Symposium on Information Theory in the Benelux, Boekeloo, The Netherlands. green communication for sensor networks in noncoherent channel settings.
Because of the presence of phase noise, some basic modulation schemes that are often used at low SNR, e.g. binary phase-shift keying (BPSK), can not be reliably used. Owing to the good balance between performance and complexity, OOK modulation then becomes an interesting candidate for making low-rate and high-reliability communications possible at ultra-low power. Noncoherent detection of OOK only based on received pulse energy that can result in very low-power hardware realizations [5] , therefore, becomes a promising technique for applying in practice. In order to achieve optimal energy efficiency, we are motivated to investigate the capacity behaviour of noncoherent OOK within Gaussian background noise in the low-SNR regime. Because receivers can be based either on hard or soft decisions, we need to investigate capacity behaviour for both these alternatives.
As a fundamental measure of power efficiency at low SNR, the minimum received energy per information bit required for reliable transmission, which is denoted as E r b,min , becomes more meaningful in ULP design for green communication. For a complex-valued additive white Gaussian noise (AWGN) channel, the capacity in bits per use of one channel symbol, that is, one transmission, is given by
where E r s is the received symbol energy, and N 0 denotes the noise power spectral density of the corresponding continuous-time channel. Because C is concave in E r s , E r b,min D E r s =C when E r s vanishes, see [6, eqn. 34 ]. This gives the well-known result that the minimum required received bit energy normalized to the background noise is
which is approximately 1.59 dB. For convenience, we refer to this , namely ln 2, as the Shannon limit. Investigations of OOK for E r b,min relate to some classical results in information theory. For the coherent case where the channel phase is known at the receiver, Golay [7] and Wozencraft and Jacobs [8] demonstrated that pulseposition modulation (PPM), which essentially is a fixedpattern OOK scheme, approaches the Shannon limit as the duty cycle vanishes. This holds both for hard (Golay) and soft decisions (Wozencraft and Jacobs, although the proof involves threshold decoding). Very recently, Koch and Lapidoth [9] found out that if one-bit quantization is used, the capacity per unit-cost can only be achieved by flash signalling [10, Def. 2] on the real-valued Gaussian channel, which implies that the Shannon limit is achievable by using coherent OOK with making binary decisions.
For the noncoherent case, Jacobs [11] showed that the Shannon limit can be approached either by applying m-ary frequency-shift keying with energy detection based on soft decisions when the occupied bandwidth goes to infinity. So, this implies that the minimum E r b =N 0 of noncoherent OOK with soft decisions can also reach ln 2. This result is implicitly pointed out by Verdú [6] based on the capacity per unit-cost study of additive complex-valued Gaussian channels with soft channel outputs (soft decisions).
Previous results only relate to phase fading scenarios where the fixed channel magnitude is known whilst the random channel phase is unknown to the receiver. Previous results relate to the scenario where only phase fading is considered. Concerning magnitude fading, [6] and [9] also studied the Shannon limit achievability of fast fading channels with soft and hard outputs, respectively. It is shown that the Shannon limit can be achieved in fast fading except for the case of noncoherent reception with a binary quantizer.
Consequently, we are encouraged to explicitly investigate the capacity behaviour for noncoherent channel settings at low SNR, by constraining ourselves to using only on-off symbols as channel inputs. Although first the channel outputs are assumed to be soft, it is also interesting and important to study noncoherent OOK with hard decisions, because high-resolution quantization is not always available for ULP design. Moreover, because ULP design implicitly means targeting at the applications with low mobility [12] , it is more reasonable to model the wireless environment as a slow fading channel when channel magnitude effect is involved. Therefore, it makes sense to investigate the behaviour of noncoherent OOK in slow magnitude-fading and varying-phase settings.
In this paper, a binary-in soft-out (BISO) channel and a binary-in binary-out (BIBO) channel subject to constrained average transmitted power are used as models to explore the minimum E r b for noncoherent OOK using soft and hard decisions. By deriving and investigating the capacity per unit-cost [10] and the wideband slope [6] of noncoherent OOK channels, the main findings of the paper include the following:
In phase fading, similar to the case of using soft decisions, noncoherent OOK with hard decisions can also achieve the Shannon limit only by using asymmetric inputs and unbounded thresholds. This result demonstrates that in a noncoherent channel using hard decisions will not destroy the capacity per unit-cost when only phase fading is present. In phase fading, similar to the case with noncoherent PPM with soft decisions, noncoherent PPM with hard decisions achieves the Shannon limit by setting a proper threshold. In slow (quasi-static) Rayleigh fading, throughput per unit-cost results are derived for both cases of using soft and hard decisions. It turns out that using hard decisions will not degrade the capacity when the system is not in outage if no channel estimates are available at both transmitter and receiver.
Moreover, some other contributions are
An equivalent noncoherent channel that consists of the concatenation of a coherent channel and an 'envelop detection channel' is developed to serve the basis for the capacity analysis for noncoherent OOK with soft and hard decisions. By viewing the studied channel as a class of OOK channels parameterized by input amplitudes, a simple capacity analysis is obtained for both soft-output and hard-output OOK channels. Noncoherent OOK with soft decisions in phase fading is explicitly investigated. By using the approach we developed, it is shown that this scheme can achieve the Shannon limit, which is consistent with the work of Verdú [6] .
The rest of the paper is organized as follows. In Section 2, we describe the transmission and channel models based on noncoherent OOK for both soft and hard decisions. Then, we derive the capacity per unit-cost and wideband slope of the defined noncoherent OOK channels in Section 3 and apply them to investigate the capacity behaviour of phase fading channels in low-SNR regime in Section 4, where noncoherent PPM with hard decisions is also considered. Section 5 studies the throughput per unit-cost for the OOK channels in slow fading. In the end, Section 6 concludes the paper.
NONCOHERENT TRANSMISSION AND CHANNEL MODELS
In this section, we present OOK transmission models with soft and hard outputs (decisions) based on envelope detection. To find the best way of using on-off symbols to convey information (i.e. to approach the Shannon limit), we focus on constraining the average transmitted energy per symbol E t s and do not limit the amplitude of transmitted 'on' symbols. When the amplitude of the 'on' symbol goes to infinity, such a scheme can be considered as a special type of flash signalling as defined in [6, Def. 2].
Noncoherent on-off keying transmission
We consider discrete-time memoryless transmission of real-valued 'on-off' symbols X i 2 f0, Ag, where i is the time index and where A 2 R C , over a complex-valued AWGN channel. The receiver that observes the output of the channel performs envelope detection as is illustrated in Figure 1 .
For the channel realizations h i D jh i je jÂ i for all i, the carrier phases Â i are assumed to be independent of each other and uniformly distributed over .0, 2 , throughout this paper.
In the analysis that follows, we mainly focus on the case where the fading magnitudes jh i j are assumed to be unity for all i. Slowly fading magnitudes are considered later in our study, in Section 5, where the magnitude is assumed to be fixed over a block of transmissions and drawn from a Rayleigh distribution for each block. First, however, we restrict ourselves to the case where jh i j D 1.
For the additive noise, we assume that the variables N i are independent of each other and identically distributed (i.i.d.), and more specifically N i CN .0, 2 2 /, that is, the noise variables are circularly symmetric complex Gaussians with mean zero and variance 2 in both the real and imaginary part. If the corresponding continuous-time white Gaussian channel has a two-sided noise power spectral density N 0 =2, the noise variance in our model is given by 2 D N 0 =2. Because the channel is memoryless, we will omit the time subscript i. Therefore, due to the phase fading, the received complex signal R before envelope detection can be represented as
where the functions Rf g and If g represent the real and imaginary parts of their complex argument, respectively. Next, by applying envelope detection, the soft output of envelope detector Y is
which is real-valued. According to [13] , for a certain fixed A, the possible probability densities of Y are Rayleigh for X D 0, that is,
and Rician for X D A, given by
respectively, where I 0 . / is the zero-order modified Bessel function of the first kind.
In addition, if a deterministic threshold 2 .0, 1/ is set to perform hard decision based on Y, we denote the hard output by Z where
Compared with [14] and the references therein where symmetric thresholds are taken on both real and imaginary parts of the channel output, the one-dimension threshold in our paper is allowed to be asymmetric. According to [15] , probabilities of error of hard decisions can be expressed as
where Q 1 . , / is the Marcum Q-function of order one.
Soft-output and hard-output channels
We are constrained by using only on-off symbols without any restrictions on the amplitude A, hence the possible channel input sets are binary input sets f0, Ag for all A 2 .0, C1/. We can now investigate two channel models for noncoherent OOK transmission, a first model with a soft output, and a second one with a hard output.
Binary-In Soft-Out (BISO) channel. By considering the soft decisions at the envelope detector as realizations of the continuous random variable Y, we can model the channel as a discrete-time memoryless softout noncoherent channel, where the inputs are on-off symbols. The amplitude of the 'on' symbol is parameterized by A. The channel output Y, for any fixed A, is defined by the conditional densities (5) and (6) . Binary-In Binary-Out (BIBO) channel. By taking the threshold-setting and the corresponding hard decisions into account, we obtain a discrete-time memoryless binary-input binary-output channel. The input of this channel is the same as that of the BISO channel whilst the hard output Z is as defined in (7) . The amplitude of the 'on' symbol is again parameterized by A. The binary output Z is then conditionally distributed as in (8) and (9) . Note that such distributions imply that the BIBO channel is a binary asymmetric channel.
An equivalent transmission model
Based on the previous description, we can conclude that the output of the envelope detector for noncoherent transmission either has a Rayleigh distribution or a Rician distribution corresponding to amplitude A. Note that the channel magnitude is jhj D 1. Equivalent behaviour is obtained if we concatenate a real-valued Gaussian channel with a post-processing block that squares the output of this Gaussian channel Q Y, adds the square of a real-valued Gaussian variable N 1 to this square, and then takes the square-root of the resulting sum ( Figure 2 ). Note that Q N N .0, 2 / and N 1 N .0, 2 / are real-valued independent noise variables. In this way, the output of the real-valued Gaussian channel
is transformed into the output of the equivalent 'envelope detection' channel Y, which is given by
Cascade of a real-valued channel and a postprocessing block that is equivalent to a noncoherent channel followed by envelope detection.
According to [16, p. 191] , for a fixed A, this output Y has the same statistical behaviour as the output Y represented by (4) of the envelope detector in the noncoherent channel setting. Moreover, it is easy to see that X ! Q Y ! Y form a Markov chain. If we now apply the data-processing inequality [17, Thm 4.3.3] , we can conclude that the capacity of the noncoherent channel can never exceed that of the corresponding real-valued channel. This conclusion will be used in the capacity per unit-cost analysis for the noncoherent channel setting.
CAPACITY PER UNIT-COST AND WIDEBAND SLOPES
In this section, the channel capacities of two noncoherent OOK channels under an input energy constraint are defined. We then focus on the capacity behaviour of both channels in the low-SNR regime.
Capacity-cost functions
We will first give the definition of the capacity-cost function for the BISO channel. Note that we focus on cost bOEX D X 2 for symbol X. Therefore, our cost function specializes to energy. If now the expected transmitted (and received) energy E t s is constrained byˇ, we obtain
where P A is the probability that the 'on' symbol occurs and A 2 is the cost (energy) of this 'on' symbol.
Definition 1.
The capacity-cost function of a BISO channel denoted as C 2,1 .ˇ/ is the supremum, over A, of the capacity-cost function achieved by a noncoherent OOK channel with fixed amplitude A, which is
where C 2,1 .ˇ, A/ is the capacity-cost function of an OOK channel with a fixed A, namely, see [18] ,
Therefore, the capacity-cost curve of C 2,1 .ˇ/ in (13) can be considered as the envelope of all capacity-cost curves as expressed in (14) for different A.
Similarly, we can define the capacity-cost function of a BIBO channel. Besides the optimization over values of P A and A, there is an other parameter, that is, threshold , that needs to be optimized.
Definition 2. The capacity-cost function of a BIBO channel, which is denoted as C
where C 2,2 .ˇ, A, / is the capacity-cost function of the OOK channel for fixed A and , namely,
Capacity per unit-cost
To reveal the capacity behaviour in the low-SNR regime, the capacity per unit-cost denoted as C uc that follows from the capacity-cost function of a channel by
(Verdú [10, Thm. 2]) can be calculated for our channels. If is defined as the transmitted symbol energy as presented in (12), the C uc is intimately related with the required minimum transmit energy per bit for reliable communication
Note that for phase fading with unit channel magnitude, the transmitted energy per bit is same as the received energy, hence E t b D E r b . For soft-out and hard-out channel models, we now have the following theorems. Theorem 1. Consider a certain BISO channel with capacity-cost functions C 2,1 .ˇ, A/, parameterized by A. Then the capacity per unit-cost of this channel satisfies C uc,2,1 D sup A C uc,2,1 .A/, where C uc,2,1 .A/ is the capacity per unit-cost of a channel with a fixed amplitude A. Moreover C uc,2,1 .A/ D P C 2,1 .0, A/ where P C 2,1 .0, A/ is the first derivative of the capacity cost function C 2,1 .ˇ, A/ atˇD 0.
Proof. Observe that
Moreover, because of [10, eqn. 7], we further have
as stated.
Using the approach for obtaining Theorem 1, we can obtain the following result.
Theorem 2. For a certain BIBO channel with capacitycost functions C 2,2 .ˇ, A, /, parameterized by A and , the capacity per unit-cost of this channel satisfies C uc,2,2 D sup A, C uc,2,2 .A, /, where C uc,2,2 .A, / is the capacity per unit-cost of a channel with a fixed amplitude A and a fixed threshold . In addition, C uc,2,2 .A, / D P
In the next Theorem, we zoom in more on the BISO and BIBO channels.
Theorem 3. For fixed A, the capacity per unit-cost of a BISO channel is given by
and for fixed A and , the capacity per unit-cost of a BIBO channel is
Here D. jj / is the Kullback-Leibler divergence between the two densities or probability distributions [19, eqn. 9 .46, eqn. 2.26].
Proof. First consider the BISO channel. Fix A. For small enoughˇ, we getˇD P A A 2 . Therefore P C 2,1 .ˇ, A/ D P I.P A /=A 2 , where P I.P A / is the first derivative of the mutual information I.X; Y/ with respect to P A of a BISO channel evaluated at P A for a certain fixed A. According to the Leibniz's rule for differentiating an integral [20, eqn. 1.1], P I.P A / can be calculated as
For P A ! 0, required becauseˇ! 0, the output density p.y/ ! p.yjX D 0/. Hence Similarly, for the BIBO channel specified by fixed A and , we obtain 25) in bits per unit-cost.
Wideband slope
In addition to the minimum energy per bit, the wideband slope is also an important measure for evaluation of a signalling method in the low-SNR regime [6] . This slope is defined as the increase in capacity (in bits per second per Hz) observed when the energy per bit increases 3 dB relative to the minimum SNR per bit, .E b =N 0 / min . The slope can be interpreted as the growth speed of the capacity at the minimum bit energy. For a certain on-off input with fixed amplitude A, it also makes sense to parameterize the wideband slope here. According to [6] , the wideband slope can be determined from the first and second derivatives, that is, for a BISO channel,
and for a BIBO channel,
Hence, it is also important to calculate the second derivative of channel capacity R C.ˇ/ atˇD 0 as a function of A for the BISO channel and as a function of A and for the BIBO channel. Based on the previous analysis, we obtain the following results.
Theorem 4. For fixed A, the second derivative of the capacity cost function of a BISO channel evaluated ať
and for fixed A and , the second derivative of the capacity cost function of a BIBO channel atˇD 0 is
Proof. First consider the BISO channel. Fix A. For small enoughˇ, it follows thatˇD P A A 2 . Therefore R C 2,1 .ˇ, A/ D R I.P A /=A 4 , where R I.P A / is the second derivative of the mutual information I.X; Y/ of a BISO channel evaluated at P A for a fixed A. Now, based on (23) and applying the Leibniz's rule, we have
If we observe that p.y/ D p.yjX D 0/ for P A D 0, we obtain the BISO result (28) . In a similar way, we get the BIBO part (29) of the theorem.
ACHIEVING SHANNON LIMITS
In this section, we evaluate the capacity per unit-cost and wideband slope of the BISO and BIBO channels in noncoherent OOK settings for low SNR.
The binary-in soft-out noncoherent channel
In the following, we explicitly study the achievability of the Shannon limit for the BISO noncoherent OOK channel. Direct proofs give a better insight on using noncoherent OOK with soft channel outputs.
Capacity per unit-cost result.
Based on Theorem 3, the following result describes the achievability of the Shannon limit for the BISO channel.
Corollary 1. For the BISO noncoherent channel, the capacity per unit-cost is
It is achieved and only achieved when amplitude value A goes to infinity.
To prove this result, the following steps are taken.
(i) We first show that using any finite A cannot achieve the Shannon limit by applying the real-valued OOK channel in Figure 2 to provide a strict upper bound of the capacity of the noncoherent BISO channel. (ii) We then show that letting A go to zero cannot approach the Shannon limit by taking the limit of C uc, 21 .A/ in (21) as A ! 0.
(iii) We finally demonstrate only A going to infinity can approach the Shannon limit by evaluating a lower bound of C uc, 21 .A/.
To simplify the presentation, the information is measured in nats in the proof and in the rest of the paper. Proof.
(i) By considering the transmission model in Figure 2 , we first prove that I X; Q YjA is strictly larger than I X; Q Y 2 jA in what follows. Because I X; Q Y 2 D I X;ˇQ Yˇ for any fixed A, we will equivalently demonstrate the inequality 
where pjQ yj D p . Q y/ C p .Q y/. Because of the asymmetry of the on-off signal's constellation, it is easy to show that P .X D 0j Q y/ ¤ P .X D 0jQ y/ for Q y > 0. Now, strict inequality in the second step of (33) follows. By integrating over all jQ yj, we obtain (32). Consequently, by the data-processing theorem, we have that
Thus, we can conclude now that the capacity of the real-valued channel with on-off keying is always strictly larger than C 2,1 .ˇ, A/ for anyˇ> 0 and finite A. This implies that C uc,2,1 .A/ is strictly less than the capacity per unit-cost of the real-valued channel, which is equal to 1=.N 0 ln 2/ regardless of A [6, Sec. IV. B]. Now, we consider the cases where A goes to zero and infinity, respectively.
(ii) Based on Theorem 3, we can evaluate (21) at A ! 0 by applying L'Hôpital's rule and the Leibniz's rule as
where p.yjX D A/ and p.yjX D 0/ are the densities (5) and (6), respectively, and P p.yjX D A/ is the first derivative of (5) with respect to A. By further evaluating P p.yjX D A/, it can be seen that
where q.y/ D y 2 A 2 exp
where I 1 . / is the first-order modified Bessel function of the first kind. By normalizing Y and A to , function q.y/ becomes the density function of the non-central chi distribution with four degrees of freedom [16] . Meanwhile, p.yjX D A/ and p.yjX D 0/ become Rician and Rayleigh densities with 2 D 1, respectively. Now, it can be immediately seen that the second integral of (35) is zero as A ! 0. By writing out p.yjXDA/ p.yjXD0/ , the first term of (35) can be further upperbounded as
where the inequality follows from I 0 .x/ 6 exp.x/. The last step follows from the fact that the difference of two expected values of noncentral chi and Rician distributions are bounded [21] . Because the capacity per unit-cost is nonnegative, we thus have C uc,2,1 .ˇ, A/j A!0 D 0, which shows that the Shannon limit cannot be achieved by letting A go to zero.
(iii) Finally, we investigate the case where A goes to infinity. Because directly evaluating C uc,2,1 .ˇ, A/j A!1 is nontrivial, a lower bound of C uc,2,1 .ˇ, A/ is applied as follows. We first have
Next, by using the inequalities [22] ,
we can then write
where the second step follows from ln.Ay= 2 / D ln .A= 2 / C ln.y/ < A= 2 C y due to the fact ln.x/ < x, and where we denote expectation with respect to p. Thus, from the upper bound of C uc,2,1 .ˇ, A/ for any finite A and the study of C uc,2,1 .ˇ, A/j A!0 , the result (31) is obtained by considering 2 D N 0 =2 and converting nat to bit. Based on (2) and (18) , it is concluded that the Shannon limit can only be obtained by the extreme asymmetric input A ! 1 with P A ! 0.
Although it is possible to consider this capacity per unit-cost result as a special case of [6, Thm.1], where a fast fading channel with complex-valued soft outputs is studied, our proof provides a better understanding of the capacity behaviour of noncoherent OOK parameterized by an amplitude A in the low-SNR regime. Also note that the previous procedure of the proof is same to the one used [9, Thm. 2, Thm. 3], which proves that any input distribution achieving the Shannon limit over real-valued Gaussian channel with hard decisions must be flash signalling.
To lower bound C uc,2,1 .A/ for 8A 2 .0, 1/ in our proof, bounds (40) and ln.x/ < x were used. Although these bounds successfully revealed the capacity behaviour as A goes to infinity, the resulting lower bound (41) is not very tight if it is compared with numerical evaluation of (39). To better demonstrate the behaviour of C uc,2,1 .A/ as a function of A, we consider an asymptotic expansion of I 0 .x/ [24, eqn. 9.7.1],
By observing that the summation in (42) is positive and goes to zero fast when x ! 1, we can bound I 0 .x/ in a tighter way as
which holds for any x > 1 2 . Now by analysing (39) again based on (43), the following proposition gives a tight lower bound of C uc,2,1 .A/ in closed form when A is large. For A ! 1, the last term of (45) becomes
Proposition 1. For large fixed A and
where (46) follows from ln.y/ > 1 1 y . Since the integrand exp y 2 CA 2 2 Á I 0 .Ay/ is bounded as A ! 1, it is seen that (47) goes to zero. Finally, by applying Jensen's inequality to the second term of (45), the result (44) follows. Figure 3 illustrates the numerical evaluation of C uc,2,1 .A/ and two lower bounds corresponding to (41) and (44). It can be seen that the obtained bound (44) becomes very tight for A > 2 but does not hold when A is small. This bound can however be directly used to approximate C uc,2,1 .A/ for large A, without numerically evaluating the integral in (39). The figure demonstrates that 95% of Shannon limit 1= ln.4/ is achieved already for A D 10.
Wideband result.
The previous derived result indicates that the Shannon limit can be achieved by the BISO noncoherent channel as A ! 1. Based on the result in Theorem 4, we now have the following result for the second derivative of the capacity cost function C 2,1 .ˇ, A/ atˇD 0. Proof. It follows from the proof of C uc,2,1 , that the Shannon limit is achieved only for A ! 1. Therefore, based on (28), we have
where the last step follows from Jensen's inequality because I 0 .x/ is convex in x. Now, observing that E A OEY ! A for A ! 1 and using the lower bound (43) for large A, we get
Now, because the numerator of (26) is finite for A ! 1, we obtain that lim A!1 S 0 .A/ D 0.
Note that [6, Thm. 16] , which discusses the wideband slope achieved by OOK with A ! 1, implies aforementioned result. However, our approach presented in the previous proof provides a relatively simple solution to our signalling scheme compared with the one used in [6] .
The binary-in binary-out noncoherent channel
Next, we concentrate on using hard decisions for OOK. We evaluate the C uc,2,2 and the wideband slope for the BIBO channel to investigate the capacity behaviour in low-SNR regime.
Capacity per unit-cost result.
Corollary 3. For the BIBO noncoherent channel, the capacity per unit-cost also achieves the Shannon limit, namely
It is achieved if and only if A ! 1 and < A. Only if
the threshold is chosen such that both .A / ! 1 and =A ! 1 the Shannon limit is obtained. A fixed threshold value does not achieve the Shannon limit.
The following steps are taken to prove this result.
(i) We first apply the BISO channel to upper bound the capacity of the BIBO channel to show that the Shannon limit can only be obtained by letting A be infinity. (ii) We then derive the expression of C uc,2,2 under A ! 1. (iii) We next demonstrate that the Shannon limit cannot be achieved by any limited threshold . (iv) We then study the case where the unlimited > A and show that the Shannon limit cannot be achieved in this setting. (v) We finally study the case where the unlimited < A to show that the Shannon limit can be achieved only if A is going to infinity whilst =A is going to one are simultaneously satisfied.
Proof.
(i) For any finite and fixed A, we can first upper bound the C 2,2 .ˇ, A/ by
which follows from the Markovity of X ! Y ! Z for any possible . Because A going to infinity is required for the BISO channel if we want to achieve the Shannon limit (Corollary 1), it is indicated that for any finite A,
(ii) Now, we evaluate C uc,2,2 .A, / given by (22) in the case where A ! 1. By applying distributions of (8) and (9), we have that 
which yields that
This shows that the Shannon limit cannot be achieved. Therefore, the threshold should not be limited. For unbounded , we can further distinguish between > A and < A. (iv) For the case where the unbounded > A, we can set D cA where c > 1 such that the capacity per unit-cost turns out to be
According to [22, eqn. 5] , we can further have
where Q. / is the standard Q-function, and where the Chernoff bound Q.x/ 6 exp. x 2 =2/=2 is used to obtain the second inequality. When A ! 1, (57) vanishes for any c > 1 so that
On the other hand, for c D 1, it is easy to see that (58) is also valid because Q 1 A , A Á < 1. Hence, by (56), the Shannon limit cannot be achieved by letting > A. (v) Finally, consider < A with A ! 1 and ! 1.
Based on (53), we have that
with < A. Therefore, the capacity per unit-cost can be achieved only if
Thus, the threshold is required to be chosen in the way such that .A / goes to infinity and =A goes to one at the same time. To accomplish this, we can take the assignment
as one way to achieve the Shannon limit.
Based on this result, we can see that the Shannon limit can also be achieved by using hard decisions with noncoherent detection if we just use extreme asymmetric signalling. It is demonstrated that an unbounded threshold is also needed, which is the same as in the case of a real-valued Gaussian channel [9, Corr. 1]. Given these positive conclusions, it is time to also investigate the wideband slope for the BIBO channel for A ! 1.
Wideband result.
Corollary 4. For A ! 1, the second derivative R C 2,2 .0, A, / D 1. Hence, also the BIBO noncoherent channel has lim A!1 S A 0 D 0.
Proof. From the derivation of C uc,2,2 , we see that the Shannon limit is achieved only by simultaneously letting .A / ! 1 and =A ! 1 with A ! 1 and ! 1. So we must have > A 2 ; otherwise, the condition (60) is not satisfied. Hence,
which indicates that S 0 .A/ D 0.
Capacity comparison
Based on the aforementioned results, we can compare capacity-cost behaviours of the BISO channel and the BIBO channel in phase fading with that of the Gaussianin soft-out complex AWGN channel. The capacity-cost function of complex-valued additive Gaussian channel is
(63) Figure 4 illustrates the numerically derived capacitycost functions in the capacity-versus-E b =N 0 plane. It is shown that both curves corresponding to the noncoherent OOK channels have zero S 0 for reaching the Shannon limit 1.59 dB, which is consistent with previous analysis. By comparing these findings with the result for the AWGN channel, we can see that a lot of extra energy per bit has to be invested to increase the capacity for the investigated noncoherent OOK channels. In addition, the figure indicates that we can get roughly 1~dB of E b =N 0improvement if we use soft instead of hard decision for the same capacity.
NONCOHERENT PULSE-POSITION MODULATION WITH HARD DECISION
As presented, a PPM scheme can be considered as a special and natural realization of OOK with an asymmetric on-off input distribution. It has also been shown that noncoherent PPM is a promising technique for achieving ULP wireless design in practice [25, 26] . In a PPM scheme, every group of k information bits is presented by a pulse symbol with amplitude A sent at one of 2 k possible positions of 2 k OOK channel uses. As mentioned in the introduction, in the coherent channel setting, the Shannon limit can be achieved by PPM with hard decoding as was demonstrated by Golay [7] and Wozencraft and Jacobs [8] . The same result was also provided by [9] . In the following, we focus on hard decoding of noncoherent PPM in phase fading and show it can also achieve the Shannon limit.
We assume that there is a threshold . The receiver decodes that there is a pulse sent at lth position if it corresponds to the unique received sample that exceeds the threshold at position l. Therefore, an upper-bound for error probability P e can be expressed as
Because the channel gain is unity, by considering 2 D N 0 =2, we have that A 2 = 2 D 2kE r b =N 0 , which gives
To show that for hard decision noncoherent PPM achieves the Shannon limit, we make the assignments
where 0 < < 1, that is, we are willing to spend slightly more than N 0 ln 2 Joule per bit and make the threshold less than the amplitude A which is given by p kE b for the 2 k -position PPM. Now, the upper bound on the symbol error probability becomes
According to [27] , a lower bound on the Marcum-Q function of the Chernoff-type is
By using (68), the combination of the first two terms in (67) is bounded as
and the third term in (67) is bounded using 2 k 1 6 2 k D e k ln 2 as
Combining (69) and (70), we come to the conclusion that for all small but positive , the symbol-error probability P e can be made arbitrary small by increasing k. Therefore, it is demonstrated that the Shannon limit can be achieved by using noncoherent PPM with hard decisions in the phase fading channel.
CAPACITY RESULTS FOR SLOW FADING
Because ULP wireless systems normally operate in a lowmobility and low-transmission-rate regime, it is reasonable to model the fading as slow and flat, where the fading magnitude is random but remains constant, for example, over a block of transmissions longer than a codeword [28] . For this quasi-static scenario, we investigate the effective minimum bit energy required for reliable communication for noncoherent OOK. The fading magnitude is considered to be constant and unknown to the transceiver whilst on the other hand, the channel phase is still assumed to be timevarying over all on-off symbols. This corresponds to the practical scenario in which the receiver is not able to track and compensate channel imperfections, because typically the power budget is critically limited in ULP design. Specifically, we consider a transmission model in which the fading magnitude jh i j D jhj is randomly generated for each block and kept fixed for all on-off symbols X i . The nonzero channel input symbol has an amplitude jhjA for each transmission such that the soft output of the envelope detector is still Rician, which is parameterized by jhjA instead of A, as before. Now, we can express the actual channel coefficient as h i D jhje jÂ i and the corresponding transmit power gain is equal to G , h i h i D jhj 2 for a certain fading realization. Without loss of generality, we normalize the power gain by assuming EOEG D 1
In the following, we will discuss the throughput per unitcost behaviour of noncoherent OOK schemes in such a slow Rayleigh fading channel. The throughput describes the effective data rate of reliable transmissions in a slow fading channel [29] . The throughput per unit-cost thus gives the effective minimum required bit energy.
Noncoherent on-off keying with soft decisions
Because it is assumed that transmitter has no access to the channel coefficient, no codes can be constructed that always achieve the channel capacity corresponding to jhj, in a slow fading regime. Hence, the only thing we could do is to generate a capacity-achieving code by targeting at a specific fading magnitude ". The following result first guarantees that we can achieve reliable communication using such code if jhj > ". Lemma 1. The mutual information of the noncoherent BISO channel I.X; Yj jhjA/ is monotonically increasing in jhj for any fixed A and input distribution f1 P A , P A g.
Proof. Set 2 D 1 without loss of generality. So, for a channel jhj, the Rician distribution of the soft output Y of the envelope detector becomes
corresponding to sending an 'on' symbol with amplitude A. Meanwhile, note that the Rayleigh distribution p.yjX D 0/ corresponding to sending an 'off' symbol is independent of jhj. Now, for any fixed A and input distribution P A 2 .0, 1/, the soft output Y is distributed as p.y/ D P A p.yjX D jhjA/ C .1 P A /p.yjX D 0/, and the mutual information I.X; Yj jhjA/ becomes a function in jhj, which is denoted by I.jhj/ for simplicity. By taking the first derivative of I.jhj/ with respect to jhj, we obtain @I.jhj/ @jhj
where P p.yjX D jhjA/ is the first derivative of (71) with respect to jhj, and q.y/ D y 2 jhjA exp y 2 C jhj 2 A 2 2 ! I 1 .jhjAy/, for y > 0
is the non-central chi density as seen in the proof of Corollary 1. In what follows, we will prove that for any fixed jhj, we have @I.jhj/=@jhj > 0. First, we evaluate the ratio of the two densities q.y/ and p.yjX D jhjA/, that is,
y Ajhj
where we first denote the constant Ajhj by B and next denote By by x, for simplicity. Observing that d dx
where according to [24] 
By taking into account that f .y/ is also monotonically increasing in y, relation (78) implies that integral (79) is always larger than integral (80). Thus, the derivative (72) is positive and the lemma follows.
Lemma 1 indicates that the channel capacity of the noncoherent BISO channel parameterized by A increases with jhj where jhjA can be regarded as the effective 'on' symbol of the channel output. Therefore, we can always achieve reliable decoding if only jhj > ". Note that a decoding procedure as maximum mutual information decoding [30] could be used, because the receiver may not know the channel coefficient jhj. On the other hand, when the chosen " is larger than the actual channel coefficient jhj, the constructed code cannot be successfully decoded. In that case, we may say that the system is in outage, and the outage probability is given by
If furthermore we assumed that jhj is Rayleigh distributed with unit variance, P out can be expressed as
Now, we can consider the throughput of our fading channel, and we have the following result.
Proposition 2.
For the BISO noncoherent channel in slow fading, the throughput per unit-cost is
where " 2 .0, 1/ and the maximum is achieved at " D 1.
Proof. For the case where jhj > ", that is, where the system is not in outage, the achievable C uc,2,1 is " 2 =.N 0 ln 2/ according to Corollary 1 because the equivalent amplitude of the 'on' symbol is "A. By observing that Prfjhj > "g D exp. " 2 /, the throughput per unit-cost can be seen to be (83). Moreover, optimizing C ? uc,2,1 over " gives a maximum at " D 1.
Because reliable communication cannot always be realized in slow fading, the capacity per unit-cost in throughput sense depends on target channel coefficient ". The largest C ? uc,2,1 is 1=.e 2 ln 4/, with an outage probability equal to 1 e 1 , which is achieved if codes were designed based on " D 1. When 2 D 1, it is seen that 1=.e ln 4/ 0.265 bit/Joule can be realized, which is smaller than the result for only the phase-fading OOK channel with soft decisions, that is, 1=.ln 4/ 0.721 bit/Joule.
Noncoherent on-off keying with hard decisions
Similar to what we have carried out for the BISO channel, we can generate codes for transmission at target fading magnitude ", when hard decisions are made by the receiver. In what follows, we first observe that the capacity of the noncoherent BIBO channel increases with respect to jhj when we fix the channel input A and the threshold .
Lemma 2. The mutual information of the noncoherent BIBO channel I.X; YjA, / is monotonically increasing in jhj for any fixed A and input distribution f1 P A , P A g and threshold at the receiver.
Proof. Note that the noncoherent BIBO channel is a binary asymmetric channel. With increasing jhj and fixed , the transition probability P 1 :D P.Z D 1jX D A, / increases whilst the transition probability P 0 :D P.Z D 1jX D 0, / remains the same. Thus, the channel approaches a Z-channel when jhj increases. We can now take the first derivative of I.X; YjA, / with respect to P 1 , which is @I.P 1 / @P 1 D @ @P 1 OEH..1 P A /P 0 C P A P 1 / .1 P A /H.P 0 / P A H.P 1 / D P A ln Â 1 .1 P A /P 0 P A P 1 .1 P A /P 0 C P A P 1
In this way, it can be seen that @I=@P 1 > 0 if P 1 > P 0 , which is always true if jhjA > 0, so the lemma follows. Therefore, just like for the BISO channel, if jhj > ", we can successfully decode a code designed for " for the BIBO channel. Now, again, we can consider the throughput for such BIBO channel and obtain the following result. Proposition 3. For the BIBO noncoherent channel in slow amplitude fading, the throughput per unit-cost C ? uc,2,2 is the same as C ? uc,2,1 and also achieves its maximization for target coefficient " D 1.
Proof. For any certain unknown jhj > ", we can design codes for channel magnitude " to achieve
which follows the derivation of (56). Note that the threshold should satisfy property (61). By considering the outage probability P out , the result for C ? uc,2,2 follows. Moreover, optimizing over " shows that " D 1 achieves the highest throughput capacity per unit-cost.
This result shows that using hard decisions for a slow fading channel will not destroy the throughput per unit-cost compared with the case of using soft decisions. The same capacity 0.265 bit/Joule can be achieved again.
Comparison with fast fading
We have seen that in the noncoherent channel setting with slow fading, both the soft decision and hard decision schemes have the same loss in capacity per unit-cost. It is also interesting to compare these results with the corresponding results in the case of fast fading. The capacity cannot be destroyed in fast fading at low SNR if soft decisions are used [6] . So the capacity per unit-cost 1=.N 0 ln 2/ is achieved. In the fast Rayleigh fading case with hard decisions, it is shown that capacity per unit-cost is 1=e times less than 1=.N 0 ln 2/ as was demonstrated by Koch and Lapidoth [9] . The capacity drop is caused by using hard decisions. So in fast fading, using 1-bit quantization should be avoided.
On the contrary, in slow fading, achievable rate loss is inevitable regardless whether soft or hard decisions are made. These results are based on the scenario where the receiver does not have access to the channel realization, which results in a throughput scenario. For this setting, it should be noticed that using hard decisions will not introduce a rate degradation at low SNR, which is remarkable for ULP design.
CONCLUSION AND DISCUSSION
In this paper, we investigated noncoherent OOK channels in the low-SNR regime to reveal the required minimum SNR per bit for reliable communication. By modelling the BISO channel and the BIBO channel corresponding to using soft and hard decisions, we explicitly studied the capacity per unit-cost for both channels in phase fading settings. One important result that we found is that noncoherent OOK with threshold detection (hard decisions) can also achieve the Shannon limit when using soft decisions, which is ln 2. This implies that quantization does not affect the capacity in the low-SNR regime for noncoherent channels. This result complements a similar result by Koch and Lapidoth [9] , which shows that binary quantization does not decrease the capacity for the coherent case.
Because we assumed that the channel phase is i.i.d and uniformly distributed such no information can be conveyed by the phase, the derived Shannon limit achieving result can be extended to other phase models, such as the Tikhonov distribution and Wiener process as pointed by one of the reviewers, where the carrier phase partially contains information about the transmitted signal.
We have also demonstrated that it is necessary to let the amplitude of the 'on' symbols go to infinity, that is, to use flash signalling [6] , and to use an unbounded threshold. In addition, we have also studied the wideband slope for the two OOK channels, which demonstrated the poor spectral efficiency of noncoherent OOK.
Based on the results of the noncoherent BIBO channel, it was shown that noncoherent PPM with hard decisions achieves the Shannon limit if the threshold is chosen properly. This result complements the work of Golay [7] for coherent PPM schemes with a threshold.
In the end, we considered noncoherent OOK in a slow fading scenario where the channel magnitude is unknown to the transceiver but fixed across the transmission of a codeword. For Rayleigh slow fading, we studied the throughput per unit-cost. We calculated the throughput loss relative to the Shannon limit. The rate degradation was identical for both the BISO and BIBO settings.
