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Abstract. With the increase of computational power of
standard personal computers, methods for robustly fitting
analytically describable geometric shapes have become at-
tractive for use in industrial image processing.
One challenging task in this field of application is the moni-
toring of laser welding processes with the estimation of pro-
cess parameters such as melt pool position and size. This
has to be done with troughput rates beyond 200 frames per
second in a noisy environment.
For this purpose, we adapt two existing approaches for ro-
bust fitting to the dedicated task (RANSAC, Least Median of
Squares estimation) and introduce a new technique, based
on prior knowledge of the welding process. Extensive exper-
iments yield that the new technique outperforms the existing
approaches.
Keywords
melt pool detection, robust circle fitting, process moni-
toring, sputter detection
1. Introduction
In recent years, laser welding has evolved into a key
technology in many parts of industry such as precision en-
gineering, where particularly high demands on accuracy of
welding spots are made. Nevertheless, it is still a challenge
to meet these high requirements in industrial environment.
One promising approach is to control the process of laser
welding to reduce the amount of welding spots which have
defects e.g. in size.
To this end, it is helpful to detect defects in the melt during
the welding process as early as possible. To achieve this, se-
quences of the welding process showing the melt pool evolu-
tion have to be acquired and the melt pool’s parameters such
as radius and position have to be estimated. This has to be
done at extremely high speed. Since the whole welding pro-
cess only lasts a few hundredths of a second, the frames of
the welding sequences have to be acquired at frame rates of
approximately 5000 frames per second (fps) and melt pool
parameters have to be estimated immediately. Throughput
rates over 200 fps for estimating the melt pool parameters
are indispensable to prevent the welding system from stalling
while waiting for the processing results.
In this contribution we present an approach to rapidly es-
timate these parameters via robust circle fitting to the melt
pool’s contour and to detect defects in the contour which oc-
cur due to sputters of the melt. To perform robust fitting,
three methods, viz., Least Median of Squares, RANSAC
(RANdom SAmple Consensus) and a novel approach, based
on prior knowledge of the melt pool evolution are presented
and compared.
The proposed procedure can be subdivided into the follow-
ing steps:
1. Acquisition of melt pool images,
2. Estimation of contour points with a novel method,
3. Robust fitting of the circle model with the detected con-
tour points,
4. Classification of outliers due to sputters.
The organization of the paper mainly follows the steps men-
tioned above and concludes with a discussion and an outlook
for ongoing work.
2. Image Acquisition System
The basis for the aimed process control of laser welding
is a special setup for acquiring 2D images at high speed. This
setup (see Fig. 1), described in detail in [7, 9], is composed
of a high-speed camera, a laser, and special optic devices
such as a dichroit which lets the laser beam pass through, but
reflects visible radiation for process monitoring. These optic
devices allow the camera to partly share the optical path with
the laser. Thus, the camera can acquire melt pool sequences
from the laser’s perspective.
In the depicted setup in Fig. 1, however, the camera captures
only the radiation of the laser induced plasma which hampers
the desired direct view onto the melt pool (see Fig. 2(a)).
Direct-view melt pool images can be acquired with an
extended setup, as the generated plasma is translucent in
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Fig. 1. Welding system with extension for image acquisition [7]
(a) (b)
Fig. 2. Melt pool images: (a) without additional illumination (b)
with additional illumination.
Fig. 3. Meltpool with highlighted positions of eight radial pro-
files
a small wavelengths band and therefore may be transillu-
minated. Towards this end, we added a second illuminat-
ing light source which emits light of that specific band and
imposed a specific bandpass filter in front of the camera.
Fig. 2(b) shows an image obtained with the extended sys-
tem, which yields a dramatic quality improvement.
The advantage of the described system, known as Coaxial
Process Control (CPC), over conventional 1D photo detec-
tors is the increased amount of relevant information due to
improved spatial resolution, which allows to employ sophis-
ticated approaches such as melt pool parameter estimation in
order to make process control more reliable [2, 6, 5].
3. Parameter Estimation
Subsequent to high-speed image acquisition, described
in the preceding section, is the processing of the obtained
melt pool sequences. Conventional approaches such as
Hough Transform [4], applied to full images, yield no ade-
quate throughput on a standard PC (3 GHz) because of time
consuming edge extraction and extensive accumulation. Fast
correlation methods described e.g. in [11] either yield a high
throughput or achieve high robustness.
This publication proposes a compromise between through-
put and robustness by first detecting the contour points and
second robustly fitting a circle model to these points. Since
there are various approaches for robust fitting [12, 10, 13]
a comparison between Least Median of Squares (LMedS),
RANSAC, and the approach mentioned in the introduction
is made.
3.1. Contour Point Detection
The approach to contour point detection is based on
the extraction of radial profiles in the acquired frames and
a search in the profiles, where the contour most likely is to
be. Fig. 3 sketches the extraction for the example of 8 pro-
files. To robustly detect the contour points in a noisy envi-
ronment, the profile’s gray values are shifted in a way that
gray values corresponding to melt pool pixels yield negative
and background pixels yield positive values. Then, a cor-
relation computation is carried out between the profiles and
precomputed step edge prototypes. Since the edge position
is known in the precomputed prototypes, the edge’s posi-
tion in the profiles can therefore be estimated via the max-
imum value of correlation. This technique is conveniently
implemented as a simple matrix multiplication which is very
similar to linear convolution via matrix multiplication with a
Toeplitz-Matrix. This can be described as
y = H · x (1)
where y denotes the correlation value, H denotes the
Toeplitz-Matrix, which is composed of the precomputed step
edge prototypes and x represents the gray values of the ra-
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dial profile. The simple example below illustrates the main
idea:
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As can be seen, the prototype step models are stacked line
by line in H. With these ideal step-edge models, the Toeplitz
matrix degenerates to a triangular matrix.
Obviously, the model in line two has the best match with the
radial profile x. Consequently, the second entry in y yields
the maximum value. The exact step position can now be de-
termined via the index of the maximum entry in y.
To obtain optimal results with real data, the profile’s gray
values have to be shifted as described above because the cor-
relation would only obtain exact results if the shift yields
symmetric values such as approximately -1 for melt pool
pixels and +1 for background pixels. Thus, the shift can be
implemented as subtraction of an offset from the gray values,
which is
offset =
gbackground + gmeltpool
2
, (3)
where gbackground and gmeltpool denote the mean gray value
of the background and the melt pool, respectively. The chal-
lenge is to estimate these gray values. For implementations
with focus on high troughput, these levels can be defined as
constants. Another possibility is to approximate these val-
ues by functions of the minimum and maximum gray value
in the profile. However, this is error-prone due to noise e.g.
resulting from bad pixels in the camera’s sensor.
We therefore recommend to perform the shift via subtraction
of the mean of the profiles and the mean of the precomputed
edges, respectively. Thus, the profile’s gray values are no
longer symmetric and H has been adapted to this as shown
in (4).
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Of course, one of the two identical lines filled with zeros can
now be omitted.
The main advantage of the proposed correlation based ap-
proach is the high robustness to noise because always entire
profiles are considered. Therefore, only one contour point,
namely the best match with the step model is found.
Hence, the melt pool images can be sampled with a con-
stant but predefined number of radial profiles to yield the
very same number of contour points.
(a) (b) (c) (d)
15 33 46 50Frame:
Reflections Sputters
Fig. 4. Melt pool evolution with marked sputters and reflections
3.2. Robust Fitting Algorithms
As mentioned above, the contour point estimation via
correlation of the profiles is highly robust to noise. However,
the detected contour points are still influenced by sputters or
bright reflections of the melt. Fig. 4 shows these effects in
four frames from a welding sequence.
To estimate the melt pool’s parameters (radius and position)
resistant to these disturbances, methods have to be employed
which can handle the resulting outliers in the contour. Two
of the most widely used algorithms for model fitting are
RANSAC and Least Median of Squares [13, 10, 12] which
should now be adapted for circle fitting. The following para-
graphs give a short overview of these paradigms and describe
an additional approach using prior knowledge of the welding
process.
RANSAC: The RANSAC (Random Sample Consen-
sus) algorithm [3], introduced by Fischler and Bolles, is a
paradigm for fitting a model to experimental data which may
contain a significant percentage of gross errors. In the task at
hand, the model is a circle, and the data is the set of contour
points, which contain gross errors e.g. due to sputters.
For fitting a circle, RANSAC carries out the following steps:
1. Select a set of p = 3 contour points randomly (three
points are required to determine a circle),
2. Construct a circle through these,
3. Count the number of points which lie within an error
tolerance of ǫmax to the circle (so-called inliers),
4. If the number of inliers is greater than some threshold
nmin, do least squares circle fitting for all inliers, else
repeat the above process, i.e. start again at 1., until a
maximum number mmax of trials is reached.
LMedS: A slightly different approach to RANSAC
is the Least Median of Squares regression. In particular,
LMedS solves the nonlinear minimization problem
minmed
i
r2i (5)
where r2i denotes the squared residual i.e. the squared dis-
tance of the fitted circle to the remaining contour points.
The resulting LMedS estimator can resist the effect of nearly
50% of gross outliers, which is its main advantage over Least
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Mean Squares (LMS) regression and makes it suitable for
robust fitting. The price one pays for the high robustness of
LMedS is the lack of a closed-form solution of (5). Thus,
it has to be solved by a search in the space of possible esti-
mates generated from data. To this end, the search algorithm
for n given points is implemented as follows [13]:
1. Draw m random subsamples of p = 3 different points,
2. Construct circles through the points of the subsamples,
3. Determine the median of the squared residuals for each
circle,
4. Pick the circle with the smallest median,
5. Consider the distance of all points to the previously
picked circle and reject points with distances > t,
6. Fit a circle via least mean squares with the remaining
points.
Steps 5 and 6 help to compensate the poor efficiency of
LMedS in the presence of Gaussian noise. The rejection
level t is calculated to
t = (2.5 σˆ)2 with (6)
σˆ = 1.4826 · [1 + 5/(n− p)]
√
M (7)
which is a robust standard deviation estimate, and M is the
minimal median. For in-depths information about this esti-
mate and the incorporated constants, the reader is referred to
Rousseeuw’s book [10].
Least Distances: In contrast to the preceding meth-
ods, the approach of our’s uses prior knowledge of the pro-
cess for robust parameter estimation. The idea of this ap-
proach bases on the fact that the melt pool’s position and the
radius do not change very much from frame to frame in a
sequence. Thus, the knowledge of the melt pool parameters
in the preceding frame can be used to distinguish between
outliers due to defects and contour points one can trust. The
criterion we use for this classification is the distance of each
contour point to the previously found melt pool circle.
Therefore, the distance is computed for each contour point
and the
mt = n/2, n = number of contour points, n ≥ 8 (8)
contour points with the smallest distances are chosen under
the constraint that the points are reasonably distributed over
the circle’s contour. This should enable the algorithm to bet-
ter cope with melt pools that are not perfectly round. The
constraint is implemented as the choice of at least one point
from each quarter of the contour (quadrant) to the trusted
pointsmt – namely the one with the smallest distance. Then,
the circle is fitted with the mt trusted points via Least Mean
of Squares.
4. Experimental Results
This section presents a comparison of the three intro-
duced algorithms with hand selected ground truths, based on
data from different welding processes of copper and steel
(approximately 755 frames). The sequences of these weld-
ing processes are recorded with a high-speed camera with
128× 128 pixels at 5000 frames per second, the scene is illu-
minated with a diode laser with a wavelength of λ = 830 nm
and the welding is performed with a Nd:YAG laser with a
wavelength of 1064 nm.
As visualized in Fig. 4, the rate of defects in the melt
pools due to sputters and reflections increases with the melt
pool’s radius, which in turn increases with the frame num-
ber. Therefore, the welding sequences were split into two
parts to allow the comparison of the estimation results for
sequences with many defects and sequences with good na-
tured melt pools.
For the comparison, the sensitivity and specificity is calcu-
lated for each approach with
sensitivity =
#TP
#TP+#FN
(9)
specificity =
#TN
#TN+#FP
, (10)
where #TP denotes the number of True Positives, #TN
the number of True Negatives, #FP the number of False
Positives, and #FN denotes the number of False Negatives.
These numbers are measures of the area in pixels, which
is correctly or incorrectly classified by the algorithms com-
pared with ground truth. The settings of the algorithms for
the following results are listed in Tab. 1 (see section 3.2). All
parameter values are chosen in a way to ensure that the algo-
rithms work properly and yield reasonable results. To deter-
mine the number of subsamplesm for LMedS, it is supposed
that a minimum number of nu = 8 of n = 16 contour points
are not disturbed. Hence, the probability pa for drawing a
subsample of p = 3 points which are not disturbed is
pa =
(
nu
p
)
(
n
p
) =
(
8
3
)
(
16
3
) = 10% . (11)
The number of m = 44 ensures that the probability that at
least one subsample is completely undisturbed pb is
pb = 1− (1− pa)m = 1− 0.944 = 99% , (12)
which follows binomial distribution.
Table 2 and Fig. 5 visualize the mean results obtained
with the described algorithms for each of the 755 frames.
When sensitivity is high and specificity is low, the algo-
rithm tends to overestimate the size of the melt pools. If
specificity is high and sensitivity is low it is the other way
around. Therefore, a good global measure is to calculate
the product of sensitivity and specificity, which represents
the area spanned in ROC (Receiver Operating Characteris-
tic) space [8].
As one can see, “Least Distances” clearly builds the best
compromise between accuracy and efficiency.
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Glob. sett. n = 16 number of radial profiles
RANSAC
p = 3 initial set of points
ǫmax = 4 pix. error tolerance for inliers
nmin = 4 minimum number of inliers
mmax = 80 maximum number of trials
LMedS
p = 3 initial set of points
m = 44 number of initial subsamples
t = (2.5σˆ)2 rejection distance
L. Dist. mt = 8 number of trusted points
Tab. 1. Global settings for the different robust fitting algorithms
Algorithm Part Se. Sp. Se. * Sp. fps
RANSAC 1 0.983 0.933 0.917 212.32 0.981 0.876 0.859 213.6
LMedS 1 0.991 0.945 0.936 111.62 0.988 0.893 0.883 112.0
L. Dist. 1 0.977 0.967 0.945 518.92 0.980 0.921 0.903 515.1
Tab. 2. Results for the different robust fitting algorithms (Part
refers to the splitting of the sequences into two parts, Se.
= Sensitivity, Sp. = Specificity, fps = frames per second
with a 3 GHz PC, Matlab code)
0.850.90.951
0.9
0.92
0.94
0.96
0.98
1
Specificity
S
e
n
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it
iv
it
y
RANSAC
LMedS
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Fig. 5. Plot of sensitivity and specificity for the algorithms in
Tab. 2
(a) (b)
Fig. 6. Influence of reflections on contour points (marked with
boxes). (a) Results without “don’t care” areas, (b) results
with “don’t care” areas.
5. Extensions
Although the results, especially for “Least Distances”,
build a good compromise between throughput and error rate,
the algorithms can be improved even further and the func-
tionality of the algorithms can easily be extended to sputter
detection.
Edge model with “don’t care” areas: The motiva-
tion for a refined edge model is given in Fig. 6(a).
Here, it can be observed that contour point extraction
via standard edge prototypes is obviously disturbed by the
bright reflection in the melt pool. Furthermore, most reflec-
tions arise in the inner parts of the melt pool and not on the
periphery. This leads to the idea of equipping the step pro-
totypes with “don’t care” areas in the regions where reflec-
tions are more likely to occur. This can be straight forwardly
implemented as zeros in the edge prototypes. H therefore
becomes
H =


1 1 1 1
−1 1 1 1
0 −1 1 1
0 0 −1 1
0 0 0 −1

 . (13)
As one can see, the step edges consist only of a small rim
of −1, which corresponds to the small rim in the melt pool,
where disturbances due to reflections are scarce. In real ap-
plication, the width of the rim is set to 5 pixels. Fig. 6(b)
shows the same melt pool frames as in Fig. 6(a) with the im-
proved edge model. Now, the detected contour is no longer
disturbed by the reflections. Of course, this edge model can
also be used for correlation with profiles which are shifted
by mean value. For the edge prototypes, it is required to first
calculate the mean, shift without the zeros, and finally set the
regions to zero to retain the exact slope in the edges.
Sputter detection: In contrast to matching ap-
proaches, the concept of contour detection and circle fitting
inherently allows to detect defects in the contour with lit-
tle computational effort. Therefore, a simple classification,
based on the measured distances of the contour to the ro-
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d
Fig. 7. Sputter detection via threshold distance dt: The red con-
tour point is classified as a sputter, since its distance to
the circle is d > dt.
bustly fitted circle suffices to recognize sputters. The thresh-
old distance for sputter classification is chosen to dt = 4
pixels like in RANSAC. Fig. 7 shows an example for sputter
detection.
To obtain even better results in sputter detection, the
number of profiles n can be increased. With n = 44 profiles,
“Least Distances” still yields a troughput of 206 fps which
makes it suitable for precise sputter recognition in practice.
6. Conclusions and Outlook
Three different approaches for robust circle fitting were
applied to implement melt pool parameter estimation resis-
tant to sputters, reflections, and noise. One important con-
straint for the fitting procedures was the throughput rate,
which has to be at least 200 fps. The comparison between
the competing algorithms was made by calculating the pa-
rameters sensitivity, specificity and the product of sensitiv-
ity and specificity which can be used for better comparison
and global assessment. The results show that an algorithm,
which incorporates prior knowledge of the process, outper-
forms conventional robust fitting methods in troughput and
in detection accuracy.
The algorithms, presented in this paper, allow final improve-
ments of the edge model and they allow the analysis of de-
fects such as sputters, mentioned in the preceding section.
They can furthermore be easily adapted to other image pro-
cessing and computer vision tasks. Some basic ideas have
successfully been adapted to a cell recognition procedure
used for early cancer diagnosis [1]. Other areas arise in
industrial vision, where the position of disc shaped parts
have to be rapidly detected in a noisy environment. Last but
not least, laser welding applications still offer a wide range
for improvement and future work on the existing algorithms
such as refining sputter detection and improving the detec-
tion accuracy by use of soft information, which defines our
ongoing work.
Further aspects of ongoing work will be the extension of the
adapted algorithms towards an increased robustness to dis-
continuities in the background e.g. caused by adjacent melt
pools which, in turn, paves the way for monitoring the weld-
ing of line shaped seams.
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