Abstract-This paper considers computation of the inverse of periodic and IVI systems. It proposes a new initial condition for the recursive algorithm for computing the periodic inverse system to reduce the computational complexity, and shows that computation of the IVI inverse system is a special case of that of periodic systems.
I. INTRODUCTION
Periodic systems and their inverse systems have been popularly studied, e.g. [1] , [2] , [3] , [4] and have applications in signal processing and telecommunication systems, such as modeling and design of transmultiplexingsystems [5] , speech scrambling [6] , and channel equalization [7] . In this paper, we consider iterative computation of periodic inverse systems.
In the study of the periodic and periodic inverse systems, the lifting technique can be adopted which is an indirect approach to reformulate the system into a lifted time invariant framework. There also exit direct approaches to the periodic system inverse. For example, a method for constructing an optimal approximate inverse in the presence of measurement noise is proposed in [15] , and the inverse of locally finite systems using inner-outer factorization of the operator in a state space realization is obtained in [9] .
The inner-outer factorization of the transfer function matrix of a linear time-invariant (LTI) system plays an important role in the system inverse problem and there have been numerous papers on this topic [12] , [13] , [14] . The inner-outer factorization has also been developed for time varying systems and computed using the state space realization, e.g. [8] - [10] . These time-varying systems include special classes of periodic and linear time invariant-varying-invariant (IVI) systems. A time-varying system is an IVI system if there exist time points k1 and k2, with k1 < k2 such that the time-varying system is LTI for all k < k1 and k > k2-In this paper, we deal with the inner-outer factorization of periodic and IVI systems and their inverse systems. A new initial condition is proposed for recursively computing the inner-outer factorization which will lead to more efficient computation of the inner-outer factorization solution. We will also unify the periodic and IVI systems into one framework in computing the inner-outer factorization.
The rest of this paper is organized as follows. Section II presents necessary preliminaries including the factorization and representation of the system inverse. Section III describes the outer-inner factorization and the initial condition of the recursive factorization algorithm for periodic and IVI systems. The main result of this paper on the initial recursive condition is presented in section IV followed by numerical examples in section V.
II. PRELIMINARIES
Let u =[1 [ui] and y = [Yk1 '_O be sequences of row vectors with ui E l"mi and Yk C 71 lflk, respectively, and T represent a linear operation mapping u to y, i.e.
y aT. As a result, the state-space realization of the outer factor is given by {Ak,Bk,Cl,k,Dl,k}. And the realization of the inner factor is given by {Av,k, Bv,k, Cv,k, Dv,k}.
Assume that the backward recursive factorization starts from some infinitely large k. The first task of the factorization is to initialize the recursive condition for Yk, which is obtained from Mk Y=kYk*. This involves solving the following time-varying Riccati equation
(3) In order to have meaningful factorizations, the time-varying system is assumed to be stable. A major difficulty of the factorization is that the initial recursive condition is unknown. If a random initial recursive condition with full column rank is chosen, it will, in general, converges to some solution resulting in incorrect factorization. For the special cases of IVI and periodic systems, there have been results on how to set up their initial recursive conditions, which are briefly reviewed in the following.
B. Initial recursive condition for IVI systems
In order to parameterize the IVI system, it is assumed, without loss of generality, that the IVI system operation starts at some time ko, and its duration of time-varying performance is within k, and k2 with ko < k, < k2. The system remains to be LTI after k2 till it terminates operation at some time k3. Let T = k3 -ko be the total time duration of the system operation and SIVI,ko,T denote such an IVI system. At k3, the IVI system has a state realizaion {A,k3, Bk13, Ck13, Dk3 }. The corresponding time-varying Riccati equation (3) 
Thus the initial condition Yk3 of the recursive equation (2) A. New initial recursive condition for periodic system We will deal with computation of the initial recursive condition for the factorization of periodic and IVI systems. It will be shown that some non-exact initial recursive condition can be used in the recursive algorithm (2) for the factorization and that the IVI system is a special case of periodic systems. As a result, computation of the factorization can be unified within the periodic system framework.
The classical initial recursive condition of periodic system can be obtained by either solving the lifted Riccati equation or using the cyclic QZ factorization to obtain the the solution for the periodic Riccati equation. These methods involve tedious computation. In order to reduce the computational workload, we propose a new initial recursive condition for periodic systems. It will considerably reduce the computation complexity, especially for systems with large time varying period, and will lead to convergent inner and outer factorizations. 
Both of the equation (9) and (10) hence Qn --Qn. As a result, the realization of the spectral with by the non-exact initial recursive condition, which has state matrices (8), converges to the exact realization of the spectral.
F
The proof of Theorem 1 shows the result on the outerinner factorization and the corresponding result for the innerouter factorization can be similarly obtained. Compared with the exact initial recursive condition for periodic systems, our proposed computation requires significantly reduced matrix dimension and, hence, involves significantly reduced computational workload.
B. IVI system and periodic system
We now consider an IVI system SIVI,kO,T. Starting the backward recursive (2) from some infinitely large k, the initial condition of the outer-inner factorization YOO is computed by solving the LTI Riccati equation. The recursion is going backward in time by computing Yk from Yk14, which is done by an LQ decomposition. It is easy to know that after a sufficiently long time, when the system becomes LTI, Yk asymptotically approach to constant. Consequently, the solution for the inner and outer factorizations becomes constant.
Based on this observation, we now form a periodic system which is a composition of translated IVI systems SIVI,jT written as oP P =: E SIVI,k,+iT,,, i=-oc (12) When i 1, and T --oc, the periodic system (12) is a normal IVI system. It is then straightforward to obtain the following result. Theorem 2: The factorization of the above periodic system P is periodic with period p T and the factorization of the IVI system SIVI,kO,T is one period of the factorization of system P with a sufficiently large T. F For the periodic system P in (12) , the cyclic QZ factorization, as given in (5) This stationary value will be valid until k L -p + 1.
This example shows that, in each recursive period, the factorization behaves as classical IVI systems. The input signal u is the gaussian random signal with zero mean and variance of 1 with length of 1 x 200. The reconstructed signal is the output signal of the inverse system, which is obtained by using the outer-inner factorization. The system error is defined as the difference of the input signal and the reconstructed signal. The input signal, reconstructed signal and the system error are shown in Fig.1 , with all the initial state values to be zero.
It is shown that the anti-causal inversion error is sufficiently small. While the relatively large error occurs for large k, it is caused by mismatching of the initial state value of the inverse system. This problem will be dealt with elsewhere.
VI. CONCLUSION
Inner-outer factorization is a useful means for obtaining the inverse of systems and the direct approach to the factorization in the state space requires setting the initial recursive condition for computing the factorization. In this paper, we have considered periodic and IVI systems and proposed a new initial recursive condition for recursive computing of their factorizations. The computation of the new initial recursive condition has much less computation complexity. It is also shown in this paper that IVI systems can be formulated as a special class of periodic systems in computing the system factorization and inverse. 
