Abstract
Introduction
Computer vision consists of the problems such as edge detection, motion estimation, surface reconstruction, and shape from shading, that aim at recovering the physical properties of surfaces in 3D from 2D images. As pointed out by Poggio et al. [ I 1, I] many problems of computer vision are ill-posed~in the sense of Hadamard, for which at least one of the conditions of existence, uniqueness or continuity of the solution are violated.
The regularization technique is a popular method to transform the original ill-posed problem to a well-posed one. The basic idea of regularization is to find an optimal approximation of the exact solution from a family of approximate Solutions depending on a positive parameter called regularization parameter, The regularization parameter controls the degree of regularity and the closeness of the solution to the data.
The choice of the value of the regularization parameter is a crucial and difficult problem in the theory ofregularization. Several methods have been developed to find the regularization parameter. The discrepancy principle requires a precise estimate of the energy of the noise. The estimate of the regularization parameter is the value such that the discrepancy of the corresponding regularized solution is just equal to the energy of the noise. Another approach proposed by Miller [SI assumes that one has both a bound on the energy and a hound on the discrepancy of the unknown object. An approximate solution can be found from the intersection of the permissible regions of the two bounds. The methods considered previously require knowledge of the noise level. On the other hand, based on stochastic assumptions, generalized cross-validation (GCV) tries to choose the regularization parameter from the data itself using statistical methods [2]. The L-curve method, introduced by Hansen and O'Leary [6] , is a graphical method that does not require information about the noise. The comer of the L-curve corresponds to the hest compromise between approximation error and the noise-propagation error.
All these regularization parameter choosing methods are either computationally intensive (as they require solution of the problem for many values of the regularization parameter), or graphically motivated (thus needing human interpretation). Recently a near-optimal method was proposed by O'Leary [9] . This method is distinguished by the fact that without the priori information about the noise, it chooses a near optimal regularization parameter which approximately minimizes the distance from the noise-free solution to the family of the regularized solutions. Compared with other methods, the computation overhead is relatively low.
In this work we applied the algorithm to regularization of vision problems for determining the regularization parameter. We also extend the algorithm to the problems with general regularization term. The rest of this paper is organized as follows. In section 2 the regularization for some applications in computer vision are described. In section 3 we explain the basic idea of the method and how it is extended to general regularization cases. In section 4, we illustrate how the,method works by two specific examples. Section 5 gives the conclusion and future works.
Regularization of Computer Vision
Regularization is quite popular in computer vision; and many ill-posed problems in computer vision can be formulated and solved as particular instances.
Regularization theory was developed to provide an optimal solution from a family of admissible solutions by introducing suitable prior knowledge. Due mainly to Tikhonov [13] , the regularization of the ill-posed' problem of determining z from the data 0:
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consists of minimizing the functional:
or equivalently,
where X > 0 is a regularization parameter, L is a regularization operator chosen to obtain a solution with desirable properties such as smoothness.
Many problems in computer vision can be regularized by the Tikhonov regularization theory. We will explain how it works by some applications in computer vision.
Edge Detection
Edge detection is an important preprocessing step in computer vision. Torre and Poggio considered edge detection as a problem of numerical differentiation of images which is an ill-posed problem [141. The typical procedure for the regularization of edge detection consists of two steps.' In the first step data is approximated by a differentiable local function, while in the second step the derivative of the regularized approximation function is computed. is the original true image, h(u, U ) is the blurring kernel or point spread function (PSF), T L ( U ; U ) is the additive noise introduced during image acquisition. 
Computing Optical Flow
The goal of optical flow techniques is to compute an approximation of the the 2D motion field from a sequence of images. The most commonly applied constraint is gradient consrmirit equation:
where E,, E , and Et are the partial derivatives of image brightness pattern E = E ( r : y: t ) with respect to z,y and t respectively.
To obtain a unique optical flow, Horn and Schunck [7] proposed to minimize the functional //(EZt' + E,u + F t ) Z + X(IIVU11* + IIVcll*)dzdy with X > 0 and the integral is over the whole image plane. 
Choosing

Transformation to Standard From
In many applications of computer vision, regularization in standard form is not the best choice; i.e., L # I in problem (2). This is because the regularization may be with respect to a prior model, or may require more stringent smoothness constraints (e.g.. elasticity constraints). To overcome this limitation in 191, we need to transform Eq. (2) into the following standard-form problem: 
Regularization and Filtering
i -1
The regularized solution takes a very simple form in the i=l t = 1 As X increases from zero, this function is monotonically increasing. Finding the zero ofthis function yields an approx. imation to the optimal value of the regularization parameter case where A is a convolution operator. If we ass!ime periodic boundary condition, the matrix A and L are both blockcirculanr-circalanr-block (BCCB) matrices in the 2D case 
Experimental Results
In this section we apply the algorithm to edge detection and image restoration on both synthetic and real data.
Edge Detection
We use the same experimental method as in 1121 to test our algorithm. The original image was first smoothed by a 2D Gaussian function then regularized by Laplacian operator. We can compute a near-optimal regularization parameter X from the image. Thcn as suggested in [ I Z ] , we use Canny's edge detector with the same half amplitude in the frequency domain to test the results. Fig. I shows several examples of edge detection by Canny's detector with the scales computed by regularization method. We can see that the algorithm adjust the scale of the edge detector based on the complexity ofthe content in the images.
Image Restoration
For the experiments of this section we restore an image distorted by spatially invariant Gaussian blur followed by the addition of white Gaussian noise. The original camerdman image is a 256 x 256 image. The degraded images were created by convolving the Gaussian PSF with scale 1.0 and 1.5 pixels. Normally distributed random noise was added. scaled so that the noise level was 0.01 and 0.05 times the norm of the original image. The restored images are regularized by identity operator and shown in Fig. 2 . From the results, we can see that the regularization parameter correctly adjust the degree of the regularization based on the blur and the noise level. 
Conclusions
In this paper, we present a method for choosing a nearoptimal regularization parameters for the applications in computer vision. Without prior knowledge of the noise in the observation. it chooses the regularization parameter by approximately minimizing the distance between the regularized solution and the noise-free solution. If the problem is too large to directly compute, the idea can be applied by the iterative method. In the future, we will study how this method is applied to the large scale non-linear problem more efficiently.
