Abstract Model order reduction of dynamical linear time-invariant system appears in many applications from science and engineering. Numerically reliable SVD-based methods for this task require in general O(n 3 ) floating-point arithmetic operations, with n being in the range 10 3 − 10 5 for many practical applications. In this paper we investigate the use of graphics processors (GPUs) to accelerate model reduction of large-scale linear systems by off-loading the computationally intensive tasks to this device. Experiments on a hybrid platform consisting of state-of-the-art general-purpose multi-core processors and a GPU illustrate the potential of this approach.
Introduction
Model order reduction is an important numerical tool to diminish the simulation time or the cost of designing optimal controllers in many industrial processes, with dynamics modeled by a linear time-invariant (LTI) system: Eẋ(t) = Ax(t) + Bu(t), t > 0, x(0) = x 0 , y(t) = Cx(t) + Du(t),
Here, x(t) contains the states of the system, with initial state x 0 ∈ R n , u(t) and y(t) contain the inputs and outputs, respectively, and E, A ∈ R n×n , B ∈ R n×m , C ∈ R p×n , D ∈ R p×m . The system in (1) can also be described by the associated transfer function matrix (TFM) G(s) = C(sE − A) −1 B + D. A particularly important property is that the number of states (also known as the state-space dimension or the order) of the system, n, is in general much larger than the number of inputs and outputs, m and p, respectively.. The goal of model reduction is to find a reduced-order LTI system, Eẋ(t) =Âx(t) +Bu(t), t > 0,x(0) =x 0 , y(t) =Ĉx(t) +Du(t), (2) of order r, with r n, and associated TFMĜ(s) =Ĉ(sE −Â) −1B +D which approximates the dynamics of the original system defined by G(s). The reduced-order realization (2) can then replace the original high-order system in a simulation or the design of an optimal controller, thus simplifying such tasks considerably. Model reduction of large-scale systems appears, e.g., in thermal, thermo-mechanical, electro-mechanical and acoustic finite element models [1] . We consider a system to be large-scale if n ∼ O(1, 000) − O(100, 000); while, often, m, p ∼ O(10) − O(100).
The numerical method for model reduction considered in this paper is based on the so-called state-space truncation approach and requires, at an initial stage, the solution of two coupled generalized Lyapunov equations. The reducedorder system is then obtained using a variant of the balanced truncation (BT) method [2, 3] , which only requires a few dense linear algebra computations. Although there exist several other approaches for model reduction (see, e.g., [1, 4] and the references therein), those are specialized for certain problem classes and often lack properties such as error bounds or preservation of stability, passivity, or phase information. A comparison of the numerical properties of SVD-based methods (as BT) and Krylov subspace methods can be found in [1, 5, 6, 7] .
The Lyapunov equations are solved in our method via the matrix sign function, which yields a computational cost for the global model reduction procedure of O(n 3 ) flops (floating-point arithmetic operations). This calls for the application of high performance computing in the reduction of models already with n in the order of thousands.
Recent work on the implementation of BLAS and the major factorization routines for the solution of linear systems [8, 9, 10, 11] has demonstrated the potential of graphics processors (GPUs) to yield high performance on dense linear algebra operations which can be cast in terms of matrix-matrix products. In [12] we built upon these works to deal with the solution of the standard Lyapunov equation on a GPU. Here, we further extend this work by tackling the different stages in SVD-based methods for model reduction of generalized linear systems, namely, the solution of the coupled generalized Lyapunov equations, the computation of the SVD, and auxiliary computations. The target architecture is a hybrid platform consisting of a general-purpose multicore processor and a GPU. We exploit these two resources by designing a hybrid numerical algorithm for model reduction that performs fine-grained computations on the CPU while off-loading computationally intensive operations to the GPU. We also overlap computations on both architectures in order to improve the performance.
The rest of the paper is structured as follows. In Section 2 we briefly review the BT method for model reduction, including the sign function-based Lyapunov solver, and the remaining stages of the method. There we also describe the approach to computing all these operations on the hybrid platform. In Section 3 we present experimental results that illustrate the accuracy and parallelism attained by the numerical algorithms on a platform consisting of two Intel QuadCore processors connected to an NVIDIA Tesla C1060 GPU via a PCI-e bus. Finally, in Section 4 we provide a few concluding remarks.
SVD-Based Methods for Model Reduction
In the following, we assume the matrix pair (A, E) to be stable (i.e., all its generalized eigenvalues are in the open left complex plane), which is often the case in model reduction applications.
BT model reduction [13, 14, 15, 16] belongs to the family of absolute error methods, which aim at minimizing
where j := √ −1 and σ max (M ) stands for the largest singular value of a matrix M .
Model reduction via BT methods employs information about the controllability Gramian W c and the observability Gramian W o of the system (1), obtained by the solutions of the coupled generalized Lyapunov matrix equations
with
The stability of (A, E) implies that W c and W o are both symmetric positive semidefinite. Therefore, the solutions of the Gramians can be factored as W c = S T S and W o = R T R. We follow the standard convention and call S and R Cholesky factors of W c and W o , respectively, despite the fact that they are not square and upper triangular as required from a Cholesky factor in the strict sense.
Consider now the singular value decomposition (SVD) of the product
where U and V are orthogonal matrices, and Σ = diag (σ 1 , σ 2 , . . . , σ n ) is a diagonal matrix containing the singular values of SR T , also known as the Hankel singular values (HSV) of the system. Given a partitioning of Σ into Σ 1 ∈ R r×r and Σ 2 ∈ R (n−r)×(n−r) , and a conformal partitioning of U and V in (6), the square-root (SR) version of BT determines a reduced-order model of order r aŝ
The state-space dimension r of the reduced-order model can be chosen adaptively as this method provides a realizationĜ satisfying the error bound
In the following subsection we revisit the sign function-based generalized Lyapunov solver introduced in [17] . The solver yields low-rank approximations to the Cholesky or full-rank factors of the solution matrices which can reliably substitute S and R in the computations in (6) and (8).
The sign function method
The matrix sign function was introduced in [18] as an efficient tool to solve stable (standard) Lyapunov equations. The following variant of the Newton iteration for the matrix sign function [17] can be used for the solution of the generalized Lyapunov equations (4)- (5):
Algorithm CGCLNC:
On convergence, after j iterations,S =
dimensionsk o × n andk c × n and represent full (row-)rank approximations of S and R respectively, so that W c = S T S ≈S TS and W o = R T R ≈R TR . The Newton iteration for the sign function usually enjoys quick convergence, which is ultimately quadratic. Initial convergence can be accelerated using several techniques. In our case, we employ a scaling defined by the parameter
In the convergence test, τ is a tolerance threshold for the iteration that is usually set as a function of the problem dimension and the machine precision ε. In particular, to avoid stagnation in the iteration, we set τ = n · √ ε and perform one or two additional iteration steps after the stopping criterion is satisfied. Due to the quadratic convergence of the Newton iteration, this is usually enough to reach the attainable accuracy. The RRQR decomposition can be obtained by means of the traditional QR factorization with column pivoting [19] 
, a system solve with r k right-hand sides to obtaiñ
2 r k flops), and an n × n × r k matrix product to build (R k A
Hybrid implementation of the Lyapunov solver
The objective of the hybrid implementation is to reduce the computational time executing each operation on the most convenient architecture while, whenever possible, overlapping the execution of operations on both architectures. On the other hand, a careful scheduling of operations is necessary to minimize the communication overhead, amortizing the cost of transferring the data between the memory spaces of the GPU and the CPU.
The hybrid algorithm proceeds as follows. At the beginning of each iteration, the CPU transfers matrix A k to the GPU. Then, the CPU and the GPU cooperate in the LU factorization of the matrix A k . The solution of the EA −1 k system is also obtained on the GPU while the CPU solves theR k A −1 k system. Then, the computation of the matrix product (EA −1 k )E proceeds on the GPU while the CPU executes some minor operations.
The rest of the operations are performed on the CPU since they require a minor computational effort.
The use of both architectures requires some data transfers. To control and minimize the communication overhead, data transfers are only scheduled if there is an important gain associated with them. Specifically, the data transfers needed at each iteration are:
1. Send A k from the CPU to the GPU to compute its LU decomposition. 2. Send the factors resulting from the LU decomposition of A k from the GPU to the CPU. Besides these data transfers, there are some minor communications being performed in the algorithm, in particular, by the LU decomposition kernel.
In summary, the most remarkable strengths of this implementation are:
-The use of a hybrid kernel for the LU decomposition. In this kernel the GPU and the CPU cooperate for computing the decomposition [10] . -The new routine for the solution of triangular systems on the GPU. This version outperforms notoriously the CUBLAS implementation (it is approximately a 30% and 70% faster for the examples STEEL I and FLOW METER considered in Section 3, respectively) and yields a significant acceleration of one of the most time-consuming stages in the model reduction procedure. -The use of two levels of parallelism. At the inner level, operations are performed using multi-threaded implementations of BLAS. At the outer level, different operations are executed concurrently in the two available resources: CPU and GPU. -The reduced overhead introduced by communications: only transfers that are amortized are performed, so that it will be unlikely that a communication produces a loss of efficiency.
Remaining stages in model reduction BT
Once the Cholesky factorsS andR have been computed, the remaining operations to obtain the reduced order model comprise a matrix product of moderate dimension (S TR ≈ SR T ); the SVD of the result, see (6); and a few more matrixmatrix operations and a system solve, see (7)- (8) . All these computations require a moderate number of flops and, therefore, are performed on the CPU.
Numerical Experiments
In this section we evaluate the numerical accuracy and parallel performance of the BT model reduction method. The target platform consists of two Intel Xeon QuadCore E5410 processors at 2.33GHz, connected to an Nvidia Tesla C1060 via a PCI-e bus (see Table 1 for more details). We employed the multi-threaded implementation of BLAS in MKL (version 10.2) for the general-purpose processor and Nvidia CUBLAS (version 2.1) for the GPU. We set OMP NUM THREADS=8 so that one thread is employed per core in the parallel execution of the MKL routines in the Intel Xeon QuadCore processors.
In the following experiments, we evaluate the performance of the method using two model reduction problems from the Oberwolfach benchmark collection at the University of Freiburg 1 :
This model arises in a manufacturing method for steel profiles. The goal is to design a control that yields moderate temperature gradients when the rail is cooled down. The mathematical model corresponds to the k )E, and the updates of the factorsS andR, respectively (including the time for all the data transfers associated to each one of the operations). Columns 6, 7, and 8 show the global time per iteration of the hybrid implementation, the time per iteration for the same algorithm implemented on the multicore CPU, and the convergence criterion.
Most of the iteration time is spent in the computation of the LU decomposition (column 2), the solution of the four triangular systems (column 3) and the matrix-matrix product (column 4). Those are the operations which, in part or completely, are performed on the GPU.
The number of columns of the factorsS andR is doubled at each iteration and, in consequence, the cost associated to the update of the factors increases with the iteration count. To keep the number of columns in the factors under control, an RRQR factorization is computed at each step [19] . This approach yields important gains when the number of iterations that are required for convergence is large enough to increment notoriously the size of the factors, as is the case for the two problems considered in this section. The increment in the number of columns ofS andR results in an increment of the time required for their update (column 5). This time, after some iterations, becomes nearly half of the total iteration time, due to the fact that this is mostly a BLAS-2 based computation performed on the CPU. Executing these operations on the GPU, though possible, would require some extra CPU-GPU communications and would slow down the execution of the initial iterations. Table 2 . Performance of the hybrid CPU+GPU implementation of the Newton iteration for the solution of the Lyapunov equation with factored right-hand side.
Compared with the execution of the same algorithm on a CPU, the use of the GPU yields an important reduction of the execution times on the most computationally expensive operations which carries over to the global execution time per iteration (the LU factorization, the solution of triangular systems and the matrix-matrix product). Furthermore, while some computations are off-loaded to the GPU, others are performed concurrently on the CPU. This second level of parallelism further reduces the total execution time.
Concluding Remarks
We have presented a new parallel algorithm for model reduction of large linear systems on a hybrid CPU-GPU platform. Our algorithm exploits the capabilities of both architectures, the multi-core CPU and the many-core GPU, obtaining a high performance implementation of a BT model reduction technique. We use two levels of parallelism: at the inner level, multi-thread implementations of the BLAS library (MKL and CUBLAS) compute the most time-consuming linear algebra kernels. At the outer level, operations proceed concurrently in both architectures.
Results show that model reduction of large-scale linear systems can be tackled with this kind of platforms in a reasonable computational time.
Future research resulting from this experience will include:
-The use of multiple GPUs to further reduce the computational time and increase the dimension of the affordable problems. -Use double precision arithmetic. Performance of current GPUs in double precision is considerably lower than single precision, but the new generation of GPUs will drastically reduce this difference. As an alternative, we will investigate the use of iterative refinement which given a single precision solution, obtains the double precision solution at a reduced cost.
