In the deep sub-micron regime, the performance of network-on-chip (NoC) architectures is bound by the limited power and area budget. Proposed is a low-power low-area NoC architecture using a novel power-efficient control circuit that enables repeaters along the interrouter links to function as adaptive link buffers, thereby reducing the number of buffers required in the router. Simulation results in the 90 nm technology show power savings of nearly 45% and area savings of 50% for the proposed technique.
Introduction:
The increasing wire delay constraints in deep sub-micron very large scale integrated (VLSI) circuit design has driven the development of modular and scalable network-on-chip (NoC) architectures [1] . In packet-switched NoCs, every processing element is connected to a NoC component (router) as shown in Fig. 1 , and data transmission occurs along the inter-router links. Current NoCs adopt wormhole switching with virtual channels (VCs) per input port and router buffers allocated to each VC. Research into optimising NoC architectures has shown that the router buffers account for an increasing fraction of the total power, thereby necessitating power-efficient buffer design. In this Letter, we propose a low-power low-area NoC architecture with adaptive link buffers for data transmission as well as data storage when required, thereby reducing the number of router buffers. A novel control circuit enables the repeaters along the inter-router links to function as adaptive link buffers during congestion. This power-efficient control circuit operates accurately at variable clock frequencies. Implementation of the proposed architecture in the 90 nm technology shows that reducing the router buffer size by half and using the adaptive link buffers saves nearly 45% in power and 50% in area without significant degradation in network performance. Adaptive link buffer implementation: Current high-speed VLSI designs require repeater insertion along the wires to meet stringent timing requirements. In Fig. 1 the conventional repeaters along an inter-router link have been replaced with three-state repeaters capable of sampling and holding the data [2] . We propose a novel control circuit enabling the three-state repeaters to function as adaptive link buffers during congestion in the network. Fig. 2 shows the proposed control circuit, where the pass transistors are controlled by clocks -CLK1 and CLK2 having half the frequency of the global clock -CLK (the congestion control signal which controls the repeaters is synchronous with respect to CLK). The capacitor is charged and discharged through the pass transistors, delaying the congestion signal by one clock (CLK) cycle. In the next clock cycle, the corresponding repeater stage is tri-stated to hold the data in position and the congestion signal travels to the next control block. Fig. 3 shows waveforms from a Verilog simulation of the adaptive link buffers using Synopsys VCS simulator, for four link buffer stages. When the congestion input to a stage is 'high', the output is tri-stated (as seen on data output from stage 1 at 10 ns). Data held is released once the congestion input goes 'low' (as seen on data output from stage 1 at 22 ns).
Fig. 2 Proposed control blocks interfaced to adaptive link buffer stages

Fig. 3 Simulation of data being held and released by adaptive link buffers
The proposed control circuit behaves as a delay module as well as a repeater for the congestion signal. Unlike conventional repeaters, this power-efficient control circuit can be turned 'OFF' in the absence of congestion. Moreover, a single control block can drive the control input of all the adaptive link buffers in a given stage. In addition, the simple switched capacitor design operates accurately at variable frequencies and retains the signal stability even at high clock speeds.
Evaluation:
We evaluated the proposed architecture in terms of power, area, and overall network performance. We considered an 8 Â 8 mesh network with 128-bit flits (the basic flow control units -a packet consists of several flits). The inter-router links are 2 mm long and have eight optimally spaced repeaters along the wires. 90 nm technology parameters were considered at an operating frequency of 500 MHz and a supply voltage of 1 V, for the repeater-inserted inter-router links [3] and the SRAM-based input buffers [4] . The test cases are represented as vn V -rn R -cn C , where n V is the number of VCs per input port, n R is the number of router buffers per VC and n C is the number of adaptive link buffers. For example, the baseline case is denoted as v4-r4-c0, implying four VCs/input ports, four router buffers/VC and 0 adaptive link buffers.
The power consumed per flit traversal in each case is back-annotated into a cycle-accurate on-chip network simulator under uniform random traffic. Fig. 4 shows the power dissipated by the router buffers at a network load of 0.5. By reducing the router buffer size in half (v4-r2-c8) compared to the baseline, 45% savings in power and 50% savings in buffer area are achieved. Fig. 5 shows that the throughput of the network drops by only about 3% for the v4-r2-c8 case. Therefore, the proposed low-power low-area NoC architecture using adaptive electronic link buffers saves significant router power and chip area without degrading network performance. 
