In this paper, we consider the problem of mean-variance hedging in an incomplete market where the underlying assets are jump diffusion processes which are driven by Brownian motion and doubly stochastic Poisson processes. This problem is formulated as a stochastic control problem and closed form expressions for the optimal hedging policy are obtained using methods from stochastic control and the theory of backward stochastic differential equations. The results we have obtained show how backward stochastic differential equations can be used to obtain solutions to optimal investment and hedging problems when discontinuities in the underlying price processes are modelled by the arrivals of Poisson processes with stochastic intensities. Applications to the problem of hedging default risk are also discussed.
Introduction
Much of the literature on asset price modelling has been motivated by the observation that simple models, like Black-Scholes, fail to account for important features of price processes that are observed in data. For example, the log-returns process of real world asset prices are not normally distributed, but exhibit higher peaks and heavier tails, implying a greater probability of extreme price movements than predicted by Black-Scholes. In addition, the price processes of real world assets are typically not continuous, but may jump (in a non-predictable way) in response to news or other surprise events.
For a number of years, researchers have focused on developing a richer class of asset price models that include jumps as well as stochastic parameters; see for example [2, 9, 16] . The use of these models in asset pricing (where simulation can be used) is fairly widespread. On the other hand, their use in dynamic optimization problems like hedging and optimal investment, when the market is incomplete, has been quite limited. This paper is concerned with the problem of dynamic mean-variance hedging in an incomplete market when there are random parameters and discontinuities in the price processes.
We assume that uncertainty is modelled by Brownian motion and a doubly stochastic Poisson process with intensity that is predictable with respect to the Brownian filtration. We derive expressions for the optimal hedging strategy using methods from stochastic control and the theory of backward stochastic differential equations (BSDEs).
While the theory of BSDEs have played an important role in the analysis and solution of meanvariance hedging problems with random parameters, it is typically assumed that price processes are continuous and driven by Brownian motion though recently, generalizations of this approach to the continuous semi-martingale setting have recently appeared (see Bobrovnytska and Schweizer [5] ). One contribution of this paper is to show how BSDEs can be used when there are jumps. In particular, our expression for the optimal hedging policy shows the relationship between the intertemporal hedging decision and the (stochastic) intensity of the jump process. This shows how the hedging strategy should be changed in response to news that indicates a higher or lower probability of a sudden price change (i.e. an increase or decrease in the intensity of the jump process).
An alternative approach to the mean-variance hedging problem uses the projection theorem and convex duality, and typically allows price processes that are driven by continuous semi-martingales; see for example [6, 10, 19, 25, 27] . The paper [18] considers the problem of local risk minimization for a model with jumps under the assumption that the stochastic intensity is independent of the processes driving the stock price processes.
The problem and results in this paper are related to the problem of optimal portfolio choice with discontinuous asset prices. Despite the enormous literature on this problem in the case of continuous price processes, however, relatively little has been done in the case when there are price discontinuities.
Some recent exceptions, however, include the papers [1, 11, 14, 18, 22, 23, 24] . The paper [24] considers the problem of maximizing the expected (power) utility of terminal wealth in a market consisting of a money market account and a single stock. The stock price model belongs to the so-called affine class of jump-diffusion models, and this feature is exploited in the solution of the problem. Although the results in [24] show that jump risk has a significant impact on the optimal investment policy, the analysis depends heavily on the imposed structure on the stock price and intensity process, and extensions to the case of multiple assets does not appear possible. In the papers [1, 14] , the problem of utility maximization when there are discontinuous price processes is solved using convex duality. It should be noted that unlike the model in [24] as well as the present paper, the market models in [1, 14] are complete. Similar methods are used in [23] to solve a continuous time mean-variance problem with a bankruptcy prohibition when there are price discontinuities, but once again, market completeness is assumed. Finally, the paper [11] discusses the issues of model calibration and optimal portfolio computation in a discontinuous price setting while the recent paper [22] solves a portfolio choice problem with regime switching and price discontinuities.
The results in this paper may be regarded as a contribution to the literature on hedging default in an incomplete market. In particular, doubly stochastic Poisson processes have recently been used to model the event of default [3, 8, 17] and for this reason, the problem of optimal investment or hedging with default sensitive assets and/or liabilities may be formulated as an optimal investment/hedging problem with assets that are jump-diffusions. (For further discussion on this issue, the reader can consult [20] ).
The problem of hedging in a complete market with default risk is studied in Blanchet-Scalliet and Jeanblanc [4] . It should be noted however that the market model in [4] is different from ours in a number of ways and for this reason, our result can not really be regarded as a faithful generalization of theirs. For example, we are assuming in this paper that parameters (and in particular the default intensity) are predictable with respect to Brownian motion, whereas the results in [4] allow for a more general class of parameters. Also, we are assuming that assets remain tradable after a jump occurs whereas the results in [4] apply to the case when the underlying asset (a zero-coupon bond) ceases to be tradable the instant a jump (i.e. default) occurs.
The outline of this paper is as follows. In Section 2, we present the model for the financial market, and formulate the hedging problem as a stochastic control problem. In Section 3, the optimal hedging portfolio is derived. In particular, the results in this section depend on the solvability of a certain backwards stochastic differential equation that is driven by Brownian motion and the Poisson process.
In Section 4 solvability of this backwards equation is discussed in greater detail. In particular, we show that solvability is guaranteed when a certain stochastic process is a martingale. In Section 5, special cases of the hedging problem, for which this martingale property is easy to check, are examined. In Section 6, we present an example where an explicit expression of the optimal hedging strategy can be calculated. We conclude in Section 7.
Formulation
Let (Ω, F, P) be a complete probability space. We assume throughout that all stochastic processes are defined on a finite time horizon
standard Brownian motion on this space defined on [0, T ] and F {F t } t≥0 is the filtration generated by W (t) augmented by the null sets of P. Let N (t) (N 1 (t), · · · , N n (t)) where N i (t) is a doubly stochastic
Poisson process (or a Cox process) with an F-predictable non-negative intensity λ i (t). In relation to N (t), we denote by D {D t } t≥0 the filtration generated by N (t) augmented by the P-null sets. We shall assume throughout that conditional on F T , N i (·) and N j (·) are independent when i = j. It should be noted that the construction of such processes N i (t) is fairly standard; see for example [3] . Finally, let G denote the filtration {G t } t≥0 where G t F t ∨ D t , the smallest filtration containing F and D. Here, G t may be regarded as the information available to the investor at time t.
We introduce the following notation:
Suppose that there are m + 1 tradable assets with prices B(t), P 1 (t), · · · , P m (t), where B(t) is the price of the money market account with interest rate r(t) and P i (t) is the price of the i th risky asset. We assume throughout that B(t) and P i (t) are solutions of the following stochastic differential equations:
In addition, we assume that the investor in this financial market faces some liability which we model by a random variable ξ. (For example, ξ may be a contingent claim written on a default event, which itself affects the price of the underlying asset prices). Broadly speaking, the investor would like to reduce the uncertainty by investing in the financial market to minimize his/her risk. We shall assume throughout that the following assumptions are satisfied:
• r(t), µ i (t), σ ij (t), θ ij (t) and λ j (t) are uniformly bounded and F-predictable on [0, T ], for i = 1, · · · , m and j = 1, · · · , n. That is, there is a constant K such that |µ i (t)| ≤ K for all t ∈ [0, T ], P-a.s. (and likewise for the other parameters).
• There exists a constant δ > 0 such that
where
and |ξ| < K P-a.s. for some constant K < ∞}.
Throughout this paper, random variables satisfying this property are said to be uniformly bounded.
• There exists a constant δ > 0 such that:
• Martingale invariance property: Every F martingale under P is a G martingale under P.
The uniform bound on λ i (t) implies that E(
We emphasize again the parameters in our market model (1) , and in particular, the arrival rate intensities λ i (t) of the Poisson processes, are F-predictable processes. Such an assumption is common in the literature on default risk modelling (and particularly in pricing applications) and the reader may consult [3, 8, 17] for more details. The martingale invariance property is also standard in the literature of hedging and portfolio choice with jumps; see for instance [3, 4] . Finally, since the market (1) is incomplete, perfect replication is generally not possible. For this reason, as in [5, 6, 10, 21, 23, 27] , we adopt the mean-square error as a measure of closeness between the terminal wealth and the liability; see (6) below.
Observing that the price of the risky assets can also be written in the form:
where λ(t) [λ 1 (t), · · · , λ n (t)] , and denoting by π(t) [π 1 (t), · · · , π m (t)] the vector of dollar amounts invested in the risky assets at time t, it is easy to show that the wealth process associated with self-
Note that π 0 (t), the amount invested in the bond B(t), does not need to be specified since it is determined
by the values π 1 (t), · · · , π m (t) invested in the risky asset and the wealth x(t) at time t through the
The class of admissible policies is
Consider an agent who faces a time T liability ξ. Throughout this paper, we assume that the value of ξ is contingent on the history of the Poisson processes N (t) as well as the Brownian motion W (t). By virtue of this dependence, the investor faces uncertainty in the value of the liability ξ. One method of reducing this risk is to invest in assets (or hedging instruments) that depend, as much as possible, on the same sources of uncertainty N (t) and W (t) that affect the liability. In doing this, a natural objective is to find a hedging/investment portfolio π(t) such that the terminal value of this investment x(T ) is as 'close as possible' to the value of ξ. This motivates our model of asset prices (1) which are driven by N (t) and W (t), and the following stochastic control problem:
Subject to:
In a complete market (see Section 5.1), an investor with the appropriate initial wealth x 0 can eliminate all the risk by replicating ξ; that is, there is a unique value of x 0 and an associated trading strategy π(·) such that an investor, starting with x 0 and investing according to π(·), will have a terminal wealth satisfying x(T ) = ξ, P-a.s.; see for example [4] , which deals with this issue in the context of hedging default risk in a complete market. In the case of an incomplete market, however, perfect replication is usually not possible, no matter what the value of the investor's initial wealth. On the other hand, super-replication (i.e. finding a portfolio such that x(T ) ≥ ξ, P-a.s.) may be possible, but is typically infeasible since the initial wealth required to super-replicate a claim is often too large to be of practical use. As a compromise, an investor in an incomplete market (or, for that matter, in a complete market but with insufficient initial capital to replicate the claim) may seek to solve (6).
Optimal hedging portfolio
Our solution of the optimal hedging problem (6) will involve, in an essential way, the following backward stochastic differential equations (BSDEs):
Throughout this paper, a solution of (7) denotes a pair of processes (p(t), Λ(t)) such that p(t) is Gadapted and uniformly bounded, and Λ(t) = (Λ 1 (t), · · · , Λ d (t)) is G-predictable and square integrable under P; that is
In this paper, we define a solution of (8) as a triple (h(t), η(t), κ(t)) such that h(t) is G-adapted and uniformly bounded and η(t) = (η 1 (t), · · · , η d (t)) and κ(t) = (κ 1 (t), · · · , κ n (t)) are G-predictable and square integrable under P; that is:
Note that standard existence and uniqueness results for linear BSDEs driven by Brownian motion and jump processes (such as [26] ) do not apply in (8) since the coefficient of the component η(t) in the drift may be unbounded due to dependence on the square integrable term Λ(t). In fact, it is for this reason that stronger technical assumptions on the terminal condition ξ (i.e. uniform boundedness (see Assumption (A)) as opposed the square integrability, which is the standard assumption for BSDEs with bounded coefficients; see [26] ) are required in order to prove existence and uniqueness for (8) . In the case of (7), however, there are no terms involving the increment dM (t) since the parameters are assumed to be F-predictable. For this reason, the results obtained in Lim [21] can be applied to establish existence of this equation. This can be summarized as follows.
Proposition 3.1 Suppose that Assumption (A) holds. Then there exists a unique solution (p(t), Λ(t))
of the equation (7). Moreover, there are finite constants 0 < δ 1 < δ 2 < ∞ such that δ 1 ≤ p(t) ≤ δ 2 for all t ∈ [0, T ], P-a.s.. Finally, the SDE:
where:
has a unique solution ρ(t) = e
γ(s) dW (s) and ρ(t) is a positive square-integrable martingale.
Proof:
Existence and uniqueness of a solution ( (7) follows from Theorem 5.1 of [21] . The existence of positive constants δ 1 and δ 2 such that
shown in the proof of this same theorem. That ρ(t) is a positive square integrable martingale follows from Theorem 4.1 in [21] .
The (martingale) density process ρ(t) in Proposition 3.1 is the Radon-Nikodym derivative that defines the P-equivalent probability measure known as the variance optimal martingale measure (VMM) and is a fundamental object associated with the mean-variance hedging problem; see for example [6, 10, 19, 27] for more on the VMM, and [21] for the connection between the SRE (7) and the VMM in the case of Brownian information. In this regard, the density process associated with the hedging problem (6) (introduced below in (29)) may be regarded as a generalization of (10) in the case when there are jumps.
Further discussion on this point follows Theorem 4.1 in Section 4.
The remainder of this section will be devoted to proving optimality of the portfolio
under the assumption that (8) has a solution. (Solvability of (8) will be addressed in Section 4). In order to prove optimality, a number of issues need to be resolved.
Firstly, we need to show that the SDE (6) for the wealth process x(t) has a solution under (11). This is not immediately obvious since the coefficients of x(t) in (6) under (11) are generally unbounded due to dependence on the square integrable process Λ(t). As a consequence, standard existence and uniqueness results from the theory of linear SDEs do not immediately apply since boundedness of coefficients is usually required for these results to hold. (See for example [15] ).
A second important issue concerns the admissibility (and in particular, square integrability) of (11) (see the definition (5)) which is an important part of the proof of optimality in Theorem 3.1. Once again, however, square integrability of (11) is not immediately apparent since the product of the square integrable process Λ(t) and the wealth process x(t) is not obviously square integrable.
The following results resolve the technical issues discussed above. Proposition 3.2 shows that the wealth process (6) under (11) has a solution x(t). Proposition 3.3 is a technical result concerning the integrability of solutions of linear BSDEs which is used in the proof of Proposition 3.4 where square integrability (and hence admissibility) of (11) is established. Optimality of (11) is proven in Theorem 3.1. (A similar optimality proof is given in Hu and Zhou [12] though for a problem that involves neither jumps nor a random terminal condition). We mention again that the results below are based on the assumption that (8) has a solution. Solvability of (8) is discussed in a later section.
Proposition 3.2 Suppose that (8) has a solution (h(t), η(t), κ(t)) satisfying the conditions (9). Then
the stochastic differential equation (6) under the portfolio π(t) given by (11) has a solutionx(t).
Proof: A solution of (6) under (11) can be constructed as follows. Define
where γ(t) and ψ(t) are defined in (26)- (27) and
It can be shown (using Ito's formula) that Y (t) = Φ(t){Y (0) + Z(t)} where
and
Note that (13) and (14) are well defined processes. Finally, it can be shown using Ito's formula that
is a solution of (6) when the portfolio is (11) which implies in turn that the wealth process under (11) is well defined.
The following technical result is required in the proof of Proposition 3.4.
Proposition 3.3 Suppose that r(t), α(t), β(t) and λ 1 (t), · · · , λ n (t) are uniformly bounded G-predictable processes on [0, T ], τ is a G-stopping time, and Y ∈ G τ satisfies E|Y | 2 < ∞. Then the BSDE:
has a unique solution
Moreover, there is a constant c < ∞ that depends only on r(t), α(t), β(t) and λ 1 (t), · · · , λ n (t) (but not the stopping time τ ) such that
Proof: Existence and uniqueness for (15) can be shown as in Theorem 1 of [26] and the bound (16) can be derived along the lines of Lemma 1 in [26] . Due to constraints on the length of this paper details have not been provided but can be obtained on request from the author.
The following result establishes admissibility of (11).
Proposition 3.4 Suppose that (8) has a solution (h(t), η(t), κ(t)) such that (9) is satisfied. Then the portfolio π(t) given by (11) is square integrable, and hence, admissible.
Proof:
Throughout this proof, π(t) denotes the portfolio (11) andx(t) denotes the solution of the wealth process (6) under (11) . (Recall, by Proposition 3.2, that (6) has a solution under (11)). Since (7) and (8) 
have solutions, the process p(t)[h(t) −x(t)]
2 is well defined and Ito's formula gives
(A similar calculation for the case of general π(t) is given in (25) below). Noting that the stochastic integrals are local martingales, there exists an increasing sequence of stopping times {τ i } such that τ i ↑ T as i → ∞ and
Since there is a constant δ > 0 such that p(t) ≥ δ for all t ∈ [0, T ], P-a.s. (Proposition 3.1), it follows that:
(where the second inequality follows from (17), the nonnegativity of the integrand, and the fact that
. Finally, noting (by assumption) that h(t) is uniformly bounded (since, by assumption, (9) is satisfied), it follows that:
We have shown that the wealth-portfolio pair (x(t), π(t)) given by (6) and (11) satisfy the system of equations:
wherex(T ∧ τ i ) is a square integrable G T ∧τi -measurable random variable. Setting
or equivalently
and substituting into (19) , it follows that (y(t), q(t), z(t)) = (x(t), σ(t) π(t), θ(t) π(t)) is the solution of the following BSDE on the random time horizon [0, T ∧ τ i ]:
In particular, (21) is a linear BSDE with a square-integrable terminal condition y(T ∧ τ i ) =x(T ∧ τ i ) at the stopping time T ∧ τ i with (by Assumption (A)) uniformly bounded parameters r(t), b(t) Σ(t)
It follows immediately from Proposition 3.3, and particularly the bound (16) , that there is a constant c < ∞ (which depends only on the parameters r(t), b(t), σ(t), θ(t) and λ i (t) but not the stopping time τ i ) such that
Furthermore, since
where K < ∞ is a constant independent of i (by virtue of the uniform bound on h(t) and the bound (18)), it follows from (22) and (23) that
and the Monotone Convergence Theorem gives
The square integrability of (11) follows from the relationship (20) between π(t) and (q(t), z(t)).
The following result establishes optimality of (11).
Theorem 3.1 Assume that (8) has a solution
Then (11) is the optimal hedging portfolio for (6) . The optimal cost is:
Proof: Let π(t) be an arbitrary admissible policy and x(t) the associated wealth process. From Ito's formula:
Since the stochastic integrals are local martingales, there is a sequence of stopping times {τ i } such that
where the integrand in the expression above is obtained, after several (long!) lines of algebra, from the integrand for the finite variation term in (25) . Finally, noting that p(t) is uniformly bounded (Proposition 3. Theorem (on the right) that:
The claim in Theorem 3.1 follows immediately from this equation and the fact that p(T ) = 1 and h(T ) = ξ.
Existence of solutions for (8): General results
The solution of (6), as stated in Theorem 3.1, depends on the solvability of the equations (7)- (8) .
While solvability of (7) is can be established using the results from [21] , which can be applied since the parameters are F-predictable and bounded (see Proposition 3.1), solvability of (8) is not so clear.
In particular, the equation (8) may have unbounded parameters (due to dependence on the component Λ(t) of the solution of (7)) and for this reason, standard existence results for BSDEs driven by jump processes (such as [26] ) do not apply.
In the following two sections, we address the question of existence of solutions of (8) . We begin by presenting a general condition under which solvability of (8) can be guaranteed (Theorem 4.1). This condition (which can be stated in terms of a certain local martingale being a positive martingale) in required in order to construct a solution of (8), which is the basis of the proof of Theorem 4.1. In the next section, we examine certain special cases under which the 'martingale condition' in Theorem 4.1 is easy to check.
Define:
Note that γ(t) and ψ(t) are square integrable G-predictable processes under P. We can rewrite (8) as:
We can construct a solution of (28) 
Assuming that ρ(t) is a positive G-martingale under P, we can define a probability measure Q equivalent to P on (Ω, G T ) by
The following is taken from [3, Proposition 6. The following result can be obtained by a fairly straightforward extension of the proof of Martingale Representation Theorem for continuous martingales with respect to a Brownian filtration (see, for example, [28] ). For more results on martingale representation for processes other than Brownian motion, see [29] .
Proposition 4.2 (Martingale Representation) Let {Y (t)} t∈[0, T ] be a square integrable G-martingale
under P. Then, there are unique square integrable G-predictable processes f (t) and g 1 (t), · · · , g n (t) such that:
The following results gives general conditions under which the equation (8) can be solved. (29) is a strictly positive G-martingale under P, then the BSDE (8) has a unique solution (h(t), η(t), κ(t)) such that h(t) is uniformly bounded and
Theorem 4.1 Suppose that Assumption (A) is satisfied. If the solution ρ(t) of
Before presenting the proof of Theorem 4.1, the following remarks are in order. Recall that the set of all P-equivalent probability measures Q can be represented by (30) and a pair of G-predictable processes (γ(t), ψ(t)) such that ρ(t) is a positive martingale. The equivalent martingale measures (EMMs) is the set of P-equivalent measures under which discounted price processes P i (t)/B(t) obtained from (1) are martingales. Using this characterization and the model (1) for the price processes, it can be shown that any pair (γ(t), ψ(t)) associated with an EMM can be written in the form
for some choice of G-predictable processes (Z 1 (t), Z 2 (t)). In particular, the (non-empty) set of EMMs is not a singleton when there are no arbitrage opportunities and the market is incomplete. Comparing (33) with (26)- (27) we see that the SRE chooses the EMM corresponding to
When θ ≡ 0, which corresponds to the case when the price processes (1) are driven by Brownian motion and independent of the jump processes, the EMM induced by (p(t), Λ(t)) coincides with the so-called variance optimal martingale measure associated with the mean-variance hedging when the price processes are driven by Brownian motion; see [6, 10, 19, 21, 27] as well as the remarks following Proposition 3.1.
The proof of Theorem 4.1 is as follows.
Proof: We prove this result by constructing the solution of (28).
By assumption, we have ρ(T ) > 0 a.s. and E P [ρ(T )] = 1 so we can define a probability measure Q that is equivalent to P with Radon-Nikodym derivative (30). Moreover, it follows from the Girsanov Theorem (see Proposition 4.1) thatW (t) = W (t)+ t 0 γ(s)ds is a G-Brownian motion under Q and, from the F-predictability of ψ i (t), that N i (t) is a doubly stochastic Poisson process under Q with F-predictable
It follows that h(t)/B(t) is a G-martingale with respect to the probability measure Q. Furthermore, since ξ is uniformly bounded, it follows that h(t)/B(t) is uniformly bounded. The uniform boundedness of h(t) now follows from the fact that B(t) is uniformly bounded. From the Martingale Representation Theorem (Proposition 4.2) there are G-predictable Q-square integrable processesη(t) andκ(t) such that:
)ds is a G-martingale with respect to Q. Applying Ito's formula to (34), we obtain:
(t)h(t)dt + η(t) dW (t) + κ(t) dM (t) h(T ) = ξ where η(t) B(t)η(t) and κ(t) B(t)κ(t). Changing measure from Q back to P shows that (h(t), η(t), κ(t))
is the solution of (28), as required. Uniqueness can be seen by carrying out the reverse of this procedure and using the uniqueness of the representation (34).
Next we show the integrability properties (32) are satisfied. (Note that (32) involves an expectation under P whereasη(t) andκ(t) are only Q-square integrable). Since B(t) is uniformly bounded, (32) can be shown by establishing the inequality
Let Y (t) h(t)/B(t). Since ξ is uniformly bounded under Q and P is equivalent to Q, there is a constant
From Ito's formula:
The stochastic integrals above are local martingales, and hence there is a sequence of stopping times
That is:
where we have used the fact that |Y (t)| ≤ C to obtain the inequality in (35). Next, using the inequality 2ab ≤ a 2 + b 2 , it follows that:
where the last equality follows from choosing the constant δ = √ 2C. A similar calculation again with
Substituting (36) and (37) into (35) it follows that
Rearranging and letting n → ∞ it follows from Fatou's lemma that
which implies (32).
5 Solvability of (8) 
P-a.s., for i = 1, · · · , n. Then ρ(t) is a strictly positive G-martingale with respect to P.
Proof:
For the sake of notational convenience we assume that W (t) and N (t) are one-dimensional processes. The extension to the multi-dimensional case can be done using the same approach (at the cost of more cumbersome notation).
Let ρ(t) denote the unique solution of (29), and η(t) and ζ(t) denote the unique solutions of the equations
By Ito's formula, it can be shown that ρ(t) = η(t)ζ(t). By Proposition 3.1, η(t) is an F-martingale under P and hence, by the martingale invariance property (see Assumption (A)), it is also a G-martingale under P. In addition, it is easy to show that
is the solution of (39). To show the martingale property of ρ(t), suppose that 0 ≤ s < t ≤ T . Then:
Since we are conditioning on F T in the inner conditional expectation, we may regard ψ(t) and λ(t)
as being deterministic, and N (t) as having the Poisson property. Since we are assuming that Z(t) = ln(1 − ψ(t)) has P-a.s. bounded sample paths on [0, T ], it follows that conditional on F T , ζ(t) is a martingale. As a consequence
and hence
Clearly, ln(1 − ψ(t)) is bounded if there are constants −∞ < a < b < 1 such that a ≤ ψ(t) ≤ b for every t ∈ [0, T ], P-a.s. However, this condition is cumbersome since ψ(t) involves the solution (p(t), Λ(t)) of (7). We now consider some simple special cases where the condition in this lemma can be expressed 
Complete market
In this section, we assume conditions which guarantee completeness of the financial market (1) and show, under these assumptions, that (8) is solvable. More specifically, we shall assume that m + d = n (that is, the number of risky assets n is equal to the number of independent sources of uncertainty m + d) and that the matrix
is invertible. These assumptions imply that the linear equation
has a unique solution (γ * (t), ψ * (t)). In addition, we shall assume that the unique solution ρ * (t) of the stochastic differential equation
where (γ * (t), ψ * (t)) is the solution of (41), is a positive martingale. Under these assumptions, one can
show that the market is complete. More specifically, since ρ * (t) is a positive martingale, we can define a P-equivalent probability measure Q via the Radon-Nikodym derivative
. Moreover, it is easy to show that the discounted price processes P i (t)/B(t) are G-martingales under Q, and hence, Q is a P-equivalent martingale measure (EMM). To see that this Q is unique, observe that any positive martingale ρ * (t) satisfying Eρ * (T ) = 1 is also the solution of an equation of the form (42) for appropriately chosen G-predictable processes (γ * (t), ψ * (t)).
(See [13, Proposition 6.20] and also page 162 of [3] ). In addition, (γ * (t), ψ * (t)) is necessarily a solution of (41) in order for the discounted price processes P i (t)/B(t) to be martingales. The invertibility of Γ(t)
implies that there exactly one solution of (41) and hence, at most one EMM. That is, invertibility of Γ(t) together with the property that the solution ρ * (t) of (42) is a positive martingale imply that the market is complete. The following result shows that these conditions imply that (8) with parameters (26)- (27) has a unique solution.
Proposition 5.2 If Assumption (A) holds, Γ(t) is invertible, and the solution ρ * (t) of (42) is a positive martingale, then (8) has a unique solution.
Proof: Denoting
and noting the invertibility of D(t)
2 ) (see Assumption (A)) it follows that the unique solution (γ * (t), ψ * (t)) of (41) can be constructed from (44) and the solution X(t) of the linear equation:
Hence, we shall focus on (45) and construct the solution of (41) once the solution of (45) has been found.
The solution X(t) of (45) can be written in the form:
for appropriate choices of Y (t) and Z(t). In particular, Γ(t) Y (t) is the projection of X(t) into the space spanned by the columns of Γ(t) , while the vector [I − Γ(t)(Γ(t)Γ(t) ) −1 Γ(t)]Z(t) is the projection of X(t) onto its orthogonal complement. Invertibility of Γ(t) implies that:
Substituting (46) into (45) (and noting (47)) gives
implying in turn that
where Σ(t) is defined by (2) . It follows from (46) that
and hence, by (44), we have
On the other hand, substituting (40) into (47) and using the definition (40) of Γ(t) implies
It follows from (26)- (27) that:
Comparing (49) with (48) it is clear that (γ(t), ψ(t)) = (γ * (t), ψ * (t)). In other words, the density process ρ(t) defined by (29) and (26)- (27) coincides with the density process ρ * (t) corresponding to the unique EMM. Therefore, ρ(t) is a positive martingale (since ρ * (t) is a positive martingale) and hence, by Theorem 4.1, (8) has a solution.
The following result gives a condition for solvability of (8) in terms of the parameters of the problem. (26) and (27) , respectively, simplify to: 
Proposition 5.3 If Assumption (A) holds and Γ(t) is invertible, then γ(t) and ψ(t), given by
γ(t) = σ(t) Σ(t) −1 b(t), ψ(t) = θ(t) Σ(t) −1 b(t). (50) Furthermore, if | ln(1 − ψ i (t))| < K(ω) on [0, T ], P-a.s., for some random variable 0 < K(ω) < ∞, then
Deterministic parameters
If the coefficients r(t), µ i (t), σ i (t), θ i (t) and λ i (t) are all deterministic, then Λ(t) ≡ 0 and (7)- (8) become:
In addition, it follows from (26)- (27) that:
The following result is an immediate consequence of Proposition 5.1 and Theorem 4.1.
Proposition 5.4
Suppose that the coefficients r(t), µ i (t), σ i (t), θ i (t) and λ i (t) are all deterministic. If applies to complete markets (with possibly random parameters).
Case ρ(t) is not a positive martingale
If the process ρ(t) defined by (29) is not a positive martingale, which occurs for instance if ψ i (t) ≮ 1 in (27) , then solvability of (8) can not be guaranteed since the construction in the proof of Theorem 4.1 depends on this condition being satisfied. In this section, we show that while (8) may not be solvable in general, it may nevertheless hold if ξ is restricted to an appropriate class of random variables.
Suppose that the vector ψ(t) given by (27) is partitioned such that ψ(t) = ψ 1 (t) , ψ 2 (t) where
] denotes the first L entries of ψ(t), and ψ
similarly. Throughout this section (as well as the next),
t denotes the filtration generated by N i (t) augmented by the P-null sets of F, and
is a positive G-martingale under P. Such a situation may arise, for instance, if ψ i (t) < 1 and is uniformly bounded away from 1 for i = 1, · · · , L, while ψ i ≮ 1 for i = L + 1, · · · , n. While (8) will not generally be solvable in this situation, we nevertheless have the following result.
Proposition 5.5 If ρ 1 (t) defined by (52) is a positive G-martingale under P, and ξ ∈ G 1 T , then there exists a solution (h(t), η(t), κ(t)) of (8) such that h(t) is G 1 (and hence G)-adapted, η(t) and κ(t) are G 1 (and hence G)-predictable, and κ(t) = [κ 1 (t), κ 2 (t)] where κ 2 (t) ≡ 0.
Proof: Since by assumption, ρ 1 (t) is a positive G-martingale under P, we can define a P-equivalent
By the Girsanov Theorem,W (t) W (t) + 
Let h(t) be the G 1 -adapted process defined via
Since h(t)/B(t) is a G 1 -martingale under Q 1 and G 1 is generated by {W (t), 0 ≤ t ≤ T } and {N 1 (t), 0 ≤ t ≤ T }, it follows from the Martingale Representation Theorem that there are G 1 -predictable processes
Substituting η(t) B(t)η(t) and κ 1 (t) B(t)κ 1 (t) and changing measure from Q 1 back to P gives
where the components κ 2 (t) =
[κ L+1 (t), · · · , κ n (t)] ≡ 0, it follows from (54) that the triple (h(t), η(t), κ(t)) is also a solution of: (8) .
Square integrability of (η(t), κ(t)) can be proven along the same lines as in the proof of Theorem 4.1.
'No common jumps'
We say that the liability ξ and the asset prices P 1 (t), · · · , P m (t) have no common jumps if there is no jump component N j (t) that affects both the value of the liability ξ and the asset prices P i (t) (i = 1, · · · , m).
In other words, if G
1
T denotes the σ-algebra generated by {W (t), 0 ≤ t ≤ T } and {N
where without loss of generality we take
then there are no common jumps if ξ ∈ G 1 T and the price processes P i (t) given by (1) are such that the matrix
where 
Proof: We prove this result by constructing a solution of (8) . Consider firstly the following BSDE:
Let ρ(t) denote the solution of
where γ(t) is given by (26) . By Proposition 3.1, we know that ρ(t) is a positive F-martingale. It follows from the martingale invariance assumption (see Assumption (A)) that ρ(t) is a positive G-martingale under P, and hence, defines a P-equivalent probability measure Q via dQ dP = ρ(T ). we can (uniquely) define (h(t),η(t),κ 1 (t)) via
whereη(t) andκ 1 (t) are G 1 (and hence G)-predictable processes (of dimension d and L, respectively) and M 1 (t) is the compensated Poisson process associated with N 1 (t). Moreover, settingκ(t) =
By Ito's formula, it can be shown that
is a solution of (56). Furthermore, this solution is unique due to the uniqueness of martingale representation. Finally, since κ 2 (t) = B(t)κ 2 (t) ≡ 0 it follows from (55) that
and hence, by (27) , that
Therefore, the solution of (56) is also a solution of (8) which establishes our result.
Example
We now present an example with constant parameters (but random liabilities) for which explicit solutions of the equations (7)- (8) can be obtained. In particular, we show how formulas for the solution (h(t), η(t), κ(t)) of (8) can be derived, and the insights that this gives into the structure of the optimal hedging portfolio.
For this example, we assume that the interest rate r for the money market account B(t) is constant, and a single underlying risky asset
with deterministic parameters µ, σ, and θ. We assume that the arrival rate λ is constant. With considerations to the problem of hedging default risk in an incomplete market, we consider a liability of the form ξ = 1 τ ≤T [y(τ ) − K] + e r(T −τ ) where τ denotes the first arrival time of N (t) and y(t) is the solution of the SDE dy(t) = y(t){rdt + qdW (t)} whereW (t) = W (t) + γt is a Brownian motion under the equivalent probability measure Q. In this model, we assume that 'default' occurs at a random time τ that corresponds to the arrival time of the first Poisson event, and that the value of the liability is determined by the value of [y(t) − K] + at the time of this arrival (i.e. the default event). In particular, if y(t) is significantly larger than K, then the event of default is much more serious for the investor.
As in the proof of Theorem 4.1, the solution of (8) can be represented in the form
To get something more explicit for h(t), it is convenient to introduce the process
Note that
which coincides with the value of the liability given that default occurred before time t. Observing that
we see from (60) that
Observing that In order to compute the optimal portfolio, we need to find the components (η(t), κ(t)) of the solution of (8) or (28) , which in this example is    dh(t) = rh(t)dt + η(t)dW (t) + κ(t)dM (t),
Applying Ito's formula to h(t) = f (t, y(t), z(t), N (t)) gives dh(t) = f t (t, y(t), z(t − ), N (t − )) + ry(t)f y (t, y(t), z(t − ), N (t − )) + 1 2 σ 2 y 2 f yy (t, y(t), z(t − ), N (t − )) +λ(1 − ψ) 1 N (t − )=0 f (t, y(t), (y(t) − A) + , 1) − f (t, y(t), 0, 0) +1 N (t − )≥1 f (t, y(t), z(t), N (t − ) + 1) − f (t, y(t), z(t − ), N (t − )) dt +σyf y (t, y(t), z(t − ), N (t − ))dW (t) + 1 N (t − )=0 f (t, y(t), (y(t) − A) + , 1) − f (t, y(t), 0, 0) +1 N (t − )≥1 f (t, y(t), z(t), N (t − ) + 1) − f (t, y(t), z(t − ), N (t − )) dM (t).
Comparing coefficients with (62) we obtain η(t) = η(t, y(t), z(t − ), N (t − )) = σyf y (t, y(t), z(t − ), N (t − )) κ(t) = κ(t, y(t), z(t − ), N (t − )) = 1 N (t − )=0 f (t, y(t), (y(t) − A) + , 1) − f (t, y(t), 0, 0) +1 N (t − )≥1 f (t, y(t), z(t), N (t − ) + 1) − f (t, y(t), z(t − ), N (t − )) . Finally, the optimal portfolio is π(t) = Σ −1 ση(t) + θλκ(t) + b(h(t − ) − x(t − )) .
The term σ η(t) hedges the uncertainty due to the Brownian motion fluctuations while θλκ(t) hedges the loss at the instant of a jump. The last term which involves f (t − , y(t − ), N (t − )) − x(t − ) is concerned with minimizing the difference between the value of the portfolio at x(t − ) and the value of the liability h(t − ). Note that κ(t) ≡ 0 immediately after the first jump occurs. This is natural since the value of the liability ξ does not depend on jumps that may occur after the first. On the other hand, prior to the first jump, the 'size' of κ(t) depends both on the time to maturity T − t as well as C(t, y(t)), the (stochastic) cost of default. In particular, if y(t) is 'small' relative to A, then the impact of default is small and (y(t) − A) + = 0 and C(t, y(t)) ≈ 0. In such a case, θλκ(t) will also be small.
Conclusion
In recent years, much effort has gone into the task of developing more sophisticated asset price models which are capable of reproducing some of the empirical features of price processes that are observed in data. One outcome of this approach has been the introduction of jump-diffusion models with stochastic parameters as an alternative to the Black-Scholes model. In this paper, we consider the problem of meanvariance hedging of a liability in an incomplete market where uncertainty is modelled by a Brownian motion and a doubly stochastic Poisson process. We formulate this problem as a stochastic control problem and derive closed form expressions for the optimal hedging portfolio using the theory of backward stochastic differential equations. While many papers have been written on the problem of mean-variance hedging in incomplete markets, all of these (to our knowledge) assume that the tradable assets have continuous price processes. To our knowledge, this is the first paper to solve the mean-variance hedging problem when the tradable price processes are discontinuous. Apart from the problem of hedging liabilities in incomplete markets, another application of this work is to the problem of hedging default risk when default is modelled in the reduced form setting. Considered in this way, the results of this paper extend, in some sense, those of Blanchet-Scalliet and Jeanblanc [4] where the problem of hedging default risk in a complete market is discussed. That is, we show how the popular reduced form default models can be used for hedging default risk when the market is incomplete.
