INTRODUCTION
Building increasingly precise and realistic network topologies is an important issue for the purpose of evaluating networking applications. Still, the generation of router-level topologies has not been widely covered. Though, the properties of the router-level topologies have a significant impact on simulation results. For instance, the evaluation of applications such as Voice/Video over IP, P2P, routing protocols and traffic engineering methods critically depends on the properties captured by the topology model.
We believe that today's network topologies are the fruits of a careful design taking into account practical constraints. We argue that it is possible to generate realistic network topologies by reproducing and automating the work of a human network designer. Due to the computational complexity of network design, heuristics are often used to build networks. The networking literature contains lots of network design methods which are currently seldom used by researchers. One reason is that few algorithms are implemented in publicly available tools. We propose an open-source tool [1] that can be used to generate network topologies based on network design methods. Our tool currently implements a variety of network design heuristics and allows to play with a large spectra of parameters leading to different network designs.
RELATED WORK
Several approaches to obtain router-level topologies have been used by researchers. The first and most natural approach was to rely on existing network topologies. This approach is limited due to the difficulty of obtaining the topology of operational networks today. Proposals such as [12] exist for inferring network topologies at the router-level from measurements. Unfortunately, such methods are known to sometimes miss multiple paths between routers or to infer links and routers that do not really exist [9, 13] .
Another approach consists in generating synthetic topologies. One of the most used router-level topology generators is GT-ITM [4] . It allows to build router-level topologies with a backbone/access hierarchy. Nodes are placed randomly and connected using a probabilistic model . BRITE [11] is another topology generator able to produce router-level topologies.
The problem with the approach followed by GT-ITM and BRITE is that the topologies are generated in order to mimic pure graph properties of real networks. They fail to capture the optimization process that is also at the basis of the real network topologies. In [10] , Li et al show that topologies generated without taking into account economical and technical constraints perform poorly and predict that future topology generators should not be built on pure graph-theoretic properties but upon more pragmatic properties such as the maximum throughput that can be achieved by the network and its resilience to failures. In [2] , Alderson et al propose to formulate the network design problem as an optimization problem which takes as input a traffic demand and produces a router/host level topology. However, to date, no topology generator implements the proposed approach.
MEASURING REAL NETWORKS
Real networks are the result of a complex design process. The network design problem consists of multiple, sometimes contradictory objectives. No single optimal solution exists, rather a front of possible solutions. The network design problem has been fairly discussed in the literature, in particular by [3, 7] . Its objectives may be summarized in minimizing the latency, dimensioning the links and adding redundancy so that rerouting is possible in case of failure. Finally, the network must be designed at the minimum cost. None of these objectives are currently explicitly found in degreebased generators.
In order to build more realistic network topologies, we need to better understand the characteristics and the structure of real networks. For this purpose, we have selected a set of metrics from the networking literature. These metrics capture various aspects of the network design problem. They cover performance properties (delay, throughput) and pure graph properties 1 . A first metric is the distribution of the distances between pairs of nodes (δ) along the shortest-path route. It is an indication of the delay required to transmit packets between these nodes under the assumption that the largest part of the transmission delay is due to the propagation delay along the links. We measure the distribution of the distances between pairs by measuring the length of the shortest-paths between all pairs of nodes.
To measure the amount of redundancy offered by a network, we use the path diversity metric (ρ) [13] . This metric measures the 1 We present a subset of our metrics and refer the reader to [1] . availability of diverse paths between pairs of vertices. This is important for network robustness and traffic engineering. The diversity of paths between a pair of nodes is obtained by computing the shortest-path between these nodes. Then, removing this path from the graph and computing the second shortest-path, and so on until no more path can be found.
We also measure the connectivity of the graph through the distribution of the node degrees (d). The distribution also gives information on the existence of hubs, which are nodes with a high degree, where many other nodes connect.
We show in Table 1 the above metrics applied on a set of networks containing large carrier networks as well as regional networks: Abilene, the US research network, ISP-A and ISP-B which are US backbone networks, GBLX-US which is the US part of GBLX, Géant the Europe research network as well as Eu-ISP and Tiscali, two European networks. 
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NETWORK TOPOLOGY GENERATOR
In this section, we present our topology generation tool. The approach follows the tasks of a network designer. Starting with a set of geographically located nodes to interconnect and a demand matrix, the tool produces a plausible topology.
Basically, the tool uses a bottom-up approach. The tool first groups the nodes into clusters which are the Points-of-Presence (POPs) of the network. The clustering methods used to group nodes into POPs are based on the euclidian distance between the nodes, based on the traffic demand or a combination of both. The tool implements k-medoids, Ward's hierarchical clustering algorithm as well as a threshold-based method [3] .
Then, the structure of each POP is built. We propose a realistic approach to generate a POP structure which is similar to real network designs. We generate POP structures that resemble Sprint [8] or AOL networks [6] . For each POP, we select the n most central nodes as backbone routers. The backbone nodes of a POP are densely connected together using for instance a tour that guarantees 2-edge-connectivity or a clique. Then, the remaining nodes of the POP, which model access nodes are connected to the POP's backbone nodes using at least k edges. Using k ≥ 2 guarantees redundancy in case of failure.
Once each POP has been generated, the tool produces a design for the backbone. The backbone is a graph which will interconnect the backbone nodes of the POPs. The tool proposes various heuristics to generate the backbone. The first network design heuristic we consider is known as MENTOR [3] and builds a hybrid minimum spanning tree/shortest-path tree (MST-SPT). MENTOR is close to the Heuristically Optimized Trade-offs (HOT) proposed in [5] . Since trees are weak networks, another heuristic called MENTour [3] can be used. This heuristics directly builds a 2-edgeconnected network using a TSP approximation heuristic. Another way to produce a 2-edge-connected network is the Two Trees (2T) [7] which builds 2 MSTs. Finally an interesting mesh generation technique consists in computing a Delaunay triangulation of the backbone nodes. It produces a topology with alternate paths between nodes, while minimizing the number of such paths. This is an efficient way of obtaining a cost-effective topology with redundancy. The tool implements other mesh-generation techniques that we do not describe here due to space limitations.
We show in Table 2 an example of four backbone designs based on the Géant POPs. The name of the heuristic in use is written in the first column. The other columns give performance metrics as described in Section 3. The δ metric is given in kilometers. Finally, the tool can be used to assign IGP weights and capacities to links. Different assignment schemes are possible. We can set link weights proportional to the link length for instance. For capacities, one possible method consists in assigning link capacities that will ensure that the demand matrix can be accomodated. This link capacity assignment method computes the shortest-paths between all pairs of nodes, then routes the demands on these paths and determines the load of each link. It can therefore select the link capacity of each link in order to limit the maximum link utilization to a predefined level τ .
