I. INTRODUCTION

A. Experimental dynamos
Although it was almost a century ago that Larmor 1 proposed that a magnetic field could be self-sustained by the motions of an electrically conducting fluid, 2 the experimental demonstrations of this principle are quite recent. Using solid rotor motions, Lowes and Wilkinson realized the first ͑nearly homogeneous͒ experimental dynamo in 1963; 3 a subcritical bifurcation to a stationary magnetic field was generated and oscillations were later observed in an improved setup in which the angle between the rotors could be adjusted. 4 In this experiment, the main induction source lies in the axial differential rotation between the rotor and the stationary soft iron. Observations of fluid dynamos, however, did not occur before 2000 with the Riga and Karlsruhe experiments. In Riga, the dynamo is generated by the screw motion of liquid sodium. The flow is a helicoidal jet confined within a bath of liquid sodium at rest. 5 The induction processes are the differential rotation and the shear associated with the screw motion at the lateral boundary. The dynamo field has a helical geometry and is time periodic. The bifurcation threshold and geometry of the neutral mode trace back to Ponomarenko's analytical study 6 and have been computed accurately with model velocity profiles 7 or from Reynolds-averaged Navier-Stokes numerical simulations. 8, 9 The Karlsruhe dynamo 10 is based on scale separation, the flow being generated by motions of liquid sodium in an array of screw generators with like-sign helicity. The magnetic field at onset is stationary and its large scale component is transverse to the axis of the flow generators. The arrangement follows Roberts' scheme 11 and again the dynamo onset and magnetic field characteristics have been accurately predicted numerically. [12] [13] [14] [15] The approach adopted in the von Kármán Sodium ͑VKS͒ experiments builds up on the above results. In order to access various dynamical regimes above dynamo onset, [16] [17] [18] it uses less constrained flow generators but keeps helicity and differential rotation as the main ingredients for the generation of magnetic field. 19, 20 It does not rely on analytical predictions from model flows, although, as discussed later, many of its magnetohydrodynamics ͑MHD͒ features have been discussed using kinematic or direct simulations of model situations. In the first versions of VKS experiment-VKS1, between 2000 and 2002 and VKS2, between 2005 and July 2006-all materials used had the same magnetic permeability ͑ r Ӎ 1͒. However none of these configurations succeeded in providing dynamo action: the present paper analyzes dynamo regimes observed in the VKS2 setup when the liquid sodium is stirred with pure soft-iron impellers ͑ r ϳ 100͒. Although the VKS2 dynamo is therefore not fully homogeneous, it involves fluid motions that are much more fluctuating than in previous experiments. The role of the ferromagnetic impellers is at present not fully understood, but is thoroughly discussed in the text.
Below, we will first describe the experimental setup and flow features. We then describe and discuss in detail in Sec. II our observations of the dynamo generated when the impellers that drive the flow are in exact counter-rotation. In this case the self-sustained magnetic field is statistically stationary in time. We describe in Sec. III the dynamical re-gimes observed for asymmetric forcing conditions, i.e., when the impeller rotation rates differ. Concluding remarks are given in Sec. IV.
B. The VKS experiment
The VKS experiment studies MHD in a sodium flow generated inside a cylinder by counter-rotation of impellers located near the end plates. This flow has two main characteristics which have motivated its choice. First, its timeaveraged velocity field has both helicity and differential rotation, as measured in Refs. [21] [22] [23] , two features that have long been believed to favor dynamo action. 2 Second, the von Kármán geometry generates a very intense turbulence in a compact volume of space. [24] [25] [26] [27] [28] [29] [30] [31] The topology of the time-averaged velocity field has received much attention because it is similar to the s 2 t 2 flow considered in a sphere by Dudley and James. 32 This topology generates a stationary kinematic dynamo [33] [34] [35] whose main component is a dipole perpendicular to the rotation axis ͑an "m = 1" mode in cylindrical coordinates͒. The threshold, in magnetic Reynolds number, for kinematic dynamo generation is very sensitive to details of the mean flow such as the poloidal to toroidal velocity ratio, [33] [34] [35] the electrical boundary conditions, [34] [35] [36] [37] [38] or the details of the velocity profile near the impellers. 38 Specific choices in the actual flow configuration have been based on a careful optimization of the kinematic dynamo capacity of the VKS mean flow. 22, 35 The above numerical studies do not take into account the fully developed turbulence of the von Kármán flows, for which velocity fluctuations can be on the order of the mean. In actual laboratory conditions the magnetic Prandtl number of the fluid is very small ͑about 10 −5 for sodium͒ so that the kinetic Reynolds number must be indeed huge in order to generate even moderate magnetic Reynolds numbers. A fully realistic numerical treatment of the von Kármán flows is out of reach. The influence of turbulence on the dynamo onset has thus been studied using model behaviors [39] [40] [41] or numerical simulations in the related Taylor-Green ͑TG͒ flow. [42] [43] [44] These fluctuations may have an ambivalent contribution. On the one hand, they may increase the dynamo threshold compared to estimates based on kinematic dynamo action but, on the other hand, they could also favor the dynamo process. In particular, TG simulations have shown that the threshold for dynamo action may be increased when turbulent fluctuations develop over a well-defined mean flow, [45] [46] [47] but that it saturates to a finite value for large kinetic Reynolds numbers. Initial simulations of homogeneous isotropic random flows 48, 49 have suggested a possible runaway behavior, although a saturation of the threshold has been observed in the most recent simulations. 50 Finally, we note that many dynamo models used in astrophysics actually rely on the turbulence-induced processes. We will argue here that the VKS dynamo generated when the impellers are counterrotated at equal rates is a dynamo of the ␣-type. Similar s 2 t 2 geometries are being explored in experiments operated by Lathrop and co-workers [51] [52] [53] at University of Maryland College Park and by Forest and co-workers [54] [55] [56] at University of Wisconsin, Madison. Sodium flows are gen-erated in spherical vessels with a diameter ranging from 30 cm to 1 m. Changes in Ohmic decay times using externally pulsed magnetic fields in Maryland have again suggested that the dynamo onset may significantly depend on fine details of the flow generation. 52, 53 Analysis of induction measurements, i.e., fields generated when an external magnetic field is applied in Madison have shown that turbulent fluctuations can induce an axial dipole and have suggested that a bifurcation to a transverse dipole may proceed via an on-off scenario, 55, 57, 58 as observed also in the Bullard-von Kármán experiment. 59 
C. Setup details
In the VKS2 experiment, the flow cell is enclosed within a layer of sodium at rest ͑Fig. 1͒. The flow is generated by rotating two impellers with radius of 154.5 mm, 371 mm apart in a thin cylindrical copper vessel, 2R = 412 mm in inner diameter, and 524 mm in length. The impellers are ͑Color online͒ Experimental setup. Note the curved impellers, the inner copper cylinder which separates the flow volume from the blanket of surrounding sodium, and the thin annulus in the midplane. Also shown are the holes through which the 3D Hall probes are inserted into the copper vessel for magnetic measurements. Location in ͑r / R , , x / R͒ coordinates of available measurement points: P 1 ͑1, / 2,0͒, P 2 ͑1, / 2 , 0.53͒, P 3 ͑0.25, / 2 , −0.53͒, P 4 ͑0.25, / 2 , 0.53͒, and P 5 ͑1, ,0͒ ͑see Table I for details concerning available measurements in different experimental runs͒. When referring to the coordinates of magnetic field vector B measured in the experiment at these different points, we will use either the Cartesian projection ͑B x , B y , B x ͒ on the frame ͑x , y , z͒ or the cylindrical projection ͑B r , B , B x ͒ on the frame ͑r , , x͒ ͑B =−B y and B r = B z for measurements at points P1, P2, and P3͒. We will use in figures the following color code for the magnetic field components: axial ͑x͒ in blue, azimuthal ͑y͒ in red, and radial ͑z͒ in green.
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Phys. Fluids 21, 035108 ͑2009͒ fitted with eight curved blades with height of h = 41.2 mm; in most experimental runs, the impellers are rotated so as the blades move in a "nonscooping" direction, defined as the positive direction by arrows in Fig. 1 . The impellers are driven up to typically 27 Hz by motors with 300 kW available power. When both impellers rotate at the same frequency F 1 = F 2 , the complete system is symmetric with respect to any rotation R of around any radial axis in its equatorial plane ͑x =0͒. Otherwise, when F 1 F 2 , the system is not R -symmetric anymore. For simplicity, we will also refer to symmetric/asymmetric system or forcing.
The kinetic and magnetic Reynolds numbers are
where F = ͑F 1 + F 2 ͒ / 2, is the kinematic viscosity of sodium, 0 is the magnetic permeability of vacuum, is the electrical conductivity of sodium, and K = 0.6 is a coefficient that measures the efficiency of the impellers for exact counterrotation F 1 = F 2 = F. [21] [22] [23] 35 Re can be increased up to 5 ϫ 10 6 , and the corresponding maximum magnetic Reynolds number is R m = 49 ͑at 120°C͒. These definitions of Re and R m apply to both R -symmetric and asymmetric forcings, but the K-prefactor correctly incorporates the efficiency of the forcing only in the symmetric case. Reynolds numbers may also be constructed either on F 1 and F 2 , e.g., R m,i = K 0 2R 2 F i . All these definitions collapse for exact counter-rotating, i.e., R -symmetric regimes.
The flow is surrounded by sodium at rest contained in another concentric cylindrical copper vessel, 578 mm in inner diameter and 604 mm long. An oil circulation in this thick copper vessel maintains a regulated temperature in the range of 110-160°C. Note that there are small connections between the inner sodium volume and the outer sodium layer ͑in order to be able to empty the vessel͒ so that the outer layer of sodium may be moving; however, given its strong shielding from the driving impellers, we expect its motion to be weak compared to that in the inner volume. Altogether the net volume of sodium in the vessel is 150 l-more details are given in Fig. 1 .
In the midplane between the impellers, one can attach a thin annulus-inner diameter of 350 mm and thickness of 5 mm. Its use has been motivated by observations in water experiments, [21] [22] [23] 35 showing that its effect on the mean flow is to make the midplane shear layer steadier and sharper. All experiments described here are made with this annulus attached; in some cases we will mention the results of experiments made without it in order to emphasize its contribution.
Finally, one important feature of the VKS2 experiment described here is that the impellers that generate the flow have been machined from pure soft iron ͑ r ϳ 100͒. One motivation is that self-generation has not been previously observed for identical geometries and stainless steel impellers. Several studies have indeed shown that changing the magnetic boundary conditions can change the threshold for dynamo onset. 60, 61 In addition, kinematic simulations have shown that the structure of the sodium flow behind the driving impellers may lead to an increase in the dynamo threshold ranging from 12% to 150%; 38 using iron impellers may protect induction effects in the bulk of the flow from effects occurring behind the impellers. As described in detail below, this last modification allows dynamo threshold to be crossed. We will further discuss the influence of the magnetization of the impellers on its onset.
Magnetic measurements are performed using threedimensional ͑3D͒ Hall probes and recorded with a National Instruments PXI digitizer. We use both a single-point ͑three components͒ Bell probe ͑hereafter labeled G probe͒ connected to its associated gaussmeter and a custom-made array where the 3D magnetic field is sampled at ten locations along a line ͑hereafter called SM array͒, every 28 mm. The array is made from Sentron 2SA-1M Hall sensors and is air cooled to keep the sensors' temperature between 35 and 45°C. For both probes, the dynamical range is 70 dB, with an ac cutoff at 400 Hz for the gaussmeter and 1 kHz for the custom-made array; signals have been sampled at rates between 1 and 5 kHz.
During runs, we have also recorded other more global data such as torque/power measurements: 28, 62 ͑a͒ The temperature of sodium in the vessel. This is important because the electrical conductivity of sodium varies in the temperature range of our experiments. In addition, it gives an alternate way of varying the magnetic Reynolds number: one may operate at varying speed or varying temperature. We have used ͑T͒ = 10 8 /͑6.225 + 0.0345T͒ S m −1 ͑1͒
for T ͓100, 200͔°C. ͑b͒ The torque delivered by the electrical supply of the driving motors. It is estimated from outputs of the UMV4301 Leroy-Sommer generators, which provide an image of the torque fed to the motors and of their velocity ͑regulated during the runs͒. We stress that this is an industrial indicator-not calibrated against independent/reference torque measurements.
II. DYNAMO GENERATION, SYMMETRIC DRIVING
F 1 = F 2
A. Self-generation
On September 19th, 2006, we observed the first evidence of dynamo generation in the VKS experiment. 16 The flow was operated with the thin annulus inserted and the magnetic field was recorded in the midplane using the G-probe located flush with the inner cylinder ͑location P1 in Fig. 1͒ .
As the rotation rate of the impeller F = F 1 = F 2 is increased from 10 to 22 Hz, the magnetic field recorded by the probe develops strong fluctuations and its main component ͑in the azimuthal direction at the probe location͒ grows and saturates to a mean value of about 40 G, as shown in Fig.  2͑a͒ . This value is about 100 times larger than the ambient magnetic field in the experimental hall, from which the flow volume is not shielded. The hundred-fold increase is also one order of magnitude larger that the induction effects and field 035108-3
The VKS experiment: Turbulent dynamical dynamos Phys. Fluids 21, 035108 ͑2009͒ amplification previously recorded in the VKS experiment with externally applied magnetic field, either homogeneously over the flow volume 19 or localized at the flow boundary. 63 We interpret this phenomenon as evidence of dynamo selfgeneration in VKS2. The dynamo field is statistically stationary: the components of the magnetic field measured at the boundary or within the flow display large fluctuations around a nonzero mean value as seen in Fig. 2 . When the experiment is repeated, one observes that the azimuthal field at the probe location can grow with either polarity ͓Fig. 2͑b͔͒ as is expected from the B → −B symmetry of the MHD equations.
The most salient features of this turbulent dynamo have been reported in a letter. 16 They are given in more detail in this section. We first show that the amplitude of the magnetic field behaves as expected for a supercritical ͑but imperfect͒ bifurcation; we discuss the structure of the neutral mode and the influence of the magnetization of the iron impellers. Figure 3͑a͒ shows the evolution of the magnetic field measured at P1 when the magnetic Reynolds number varies. When R m exceeds R m c ϳ 32, the magnetic field grows spontaneously. In the experiment R m can be varied either by changing the rotation rate of the impellers, or the working temperature of the sodium in the vessel, and both effects need to be taken into account when building the bifurcation curves in Fig. 3 . In other words, the growth of the magnetic field is governed by the proximity to threshold in magnetic Reynolds number ͑R m − R m c ͒ and not by the single hydrodynamic ͑rotation rate F͒ or magnetic ͑diffusivity 1 / 0 ͒ parameters.
B. Bifurcation
The magnetic field grows from very small values ͑the induction from the ambient field͒ and saturates to a value which increases as a function of ͑R m − R m c ͒. The behavior is identical when the magnetic field grows in one direction or the other. In a canonical supercritical bifurcation, one would expect a scaling region B sat ϰ ͑R m − R m c ͒ a with a =1/ 2. Our results are compatible with such a behavior, although a better fit to the data is B ϳ͑R m − 32͒ 0.77 for the azimuthal component of the magnetic field ͑the largest component at the measurement point͒. More measurements and better statistics will, of course, be needed to get a precise scaling behavior; we also stress that one should proceed with caution when ascribing scaling exponents to this bifurcation. The instability grows over a strongly noisy background ͑the flow hydrodynamic turbulence͒ and no rigorous theory has been developed in this context-the existence of anomalous exponents is an open question.
Another effect that influences the precise shape of the bifurcation is the magnetic behavior of the iron impellers. As seen in Fig. 2 , the dynamo field has a strong azimuthal component. The iron impellers have a direction of easy magnetization in the same direction. The coercitivity of pure iron is weak and the remanent magnetization is of the order of H c ϳ 100 A / m, while the saturation flux density exceeds 20 000 G. This magnetization of the impellers induces a bias in the dynamo instability. Experimentally we have observed that once the dynamo grows above the onset with a given polarity of the azimuthal field, then it will always start in the same direction when the flow is driven successively below and above onset. The reverse polarity, as shown in Figs. 2 and 3, are only observed when the impellers have been demagnetized ͑at least partially͒ by being exposed to an oscillatory field. The imperfection induced in the bifurcation is FIG. 2. ͑Color online͒ Three components of the magnetic field generated by dynamo action at F 1 = F 2 measured at point P1 in the experiment VKS2g. ͑a͒ Growth of the magnetic field as the impellers' rotation rate F is increased from 10 to 22 Hz. ͑b͒ Two independent realizations at same frequency above threshold showing opposite field polarities. 
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Phys. Fluids 21, 035108 ͑2009͒ shown in Fig. 4 . The ͑circles/blue͒ curve is obtained when starting the experiment from demagnetized impellers and the bifurcation is crossed for the first time. The ͑squares/red͒ curve is obtained for further successive variations in the magnetic Reynolds number below and above the onset. As shown in Ref. 64 , the rounding off of the bifurcation curve can be explained in a minimal model for which the magnetization is coupled to a supercritical bifurcation. Other effects that could be a priori associated with the ferromagnetism of the driving impellers have not been observed. For instance, after the bifurcation has been crossed for the first time, we have not detected any hysteretic behavior of the dynamo onset, and the smooth continuous increase in the field with ͑R m − R m c ͒ is at odds with the behavior of solid rotor dynamos. 3, 4 Disk dynamos with imposed velocity would also saturate to a value directly fixed by the maximum available mechanical power, in contrast to our observations ͑cf. Sec. II E͒.
One last observation strongly ties the self-generated magnetic field with the hydrodynamics of the flow. Features of the flow ͑mean geometry and fluctuations͒ can be changed when the driving impellers are counter-rotated in either direction ͑labeled + or Ϫ͒, or the thin annulus may be inserted or not in the midplane ͑called the w and w/o configurations͒. 22, 23, 31 Bifurcation curves for the +w and −w cases are shown in Fig. 3͑b͒ . When the blades of the impellers are rotated in "scooping" ͑Ϫ͒ or nonscooping ͑+͒ directions, we note that the dynamo threshold is changed from F = 16 Hz in the +w case to F = 18 Hz in the −w/o case, with corresponding power consumption changing from 40 to 150 kW. Taking into account the change in the efficiency with which the fluid is set into motion, the threshold varies from R m c = 32 to R m c ϳ 43 in terms of the integral magnetic Reynolds number. For the +w / o case ͑not shown͒, the onset is again R m c ϳ 30. However, for the Ϫw/o case we have reached R m ϳ 49 without observing any dynamo generation. At this stage a detailed comparison of the hydrodynamics and MHD of the four ͑+,−,w,w / o͒ flows is not available, but a water prototype allows us to measure the ratio of the mean poloidal velocity to the mean toroidal velocity. [21] [22] [23] 34, 35 For all flows, we get = 0.8 except for the ͑Ϫw/o͒ flow where = 0.5. In fact, Ravelet and co-workers 22, 35 showed that for the VKS2 configuration, = 0.8 is optimal for kinematic dynamo, while = 0.5 does not support kinematic dynamo action at all. One may suppose that this ratio has an effect on the fully turbulent dynamo action. Furthermore, strong large scale fluctuations of the flow may hinder dynamo action.
Such quantities can be evaluated using the ratio ␦͑t͒ of the instantaneous to the time-averaged kinetic energy densities. 31 Within the four considered flows, the ͑Ϫw/o͒ flow presents the highest level for both the mean value and the variance of ␦͑t͒, 31 respectively, 10% and 33% more than the dynamogenerating flow that fluctuates most ͑+w / o͒.
C. Geometry of the dynamo field
A central issue is the structure of the magnetic field which is self-sustained above threshold. In order to address it, we have inserted probes and probe arrays at several locations within the sodium flow ͑cf. Fig. 1͒ . Due to our limited sampling in space, we do not fully map the neutral mode; we only obtain indications of its topology. We describe them in detail in this section; measurements reported concern the +w flow case.
In VKS2h runs, simultaneous measurements at points P1 and P5 were performed so that the field is sampled in the midplane at two locations flush with the inner copper cylinder and at a / 2 angle. As can be observed in the time signals shown in Fig. 5͑a͒ , the azimuthal components of the magnetic fields at these two points vary synchronously. The maximum of the autocorrelation function ͓Fig. 5͑b͔͒ occurs for a zero time lag; its value is less than 0.2 below the dynamo onset, jumps to 0.5 at the threshold, and saturates to values around 0.7 for R m values above 36. In Fig. 5͑b͒ , we have plotted times in seconds and observe that all the curves above the dynamo onset almost collapse. This behavior persists if time is made nondimensional 
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The VKS experiment: Turbulent dynamical dynamos Phys. Fluids 21, 035108 ͑2009͒ using the diffusion time 0 R 2 but does not persist when using the impeller rotation rate F ͑not shown͒. This shows that the dynamics is linked to a global magnetic mode rather than controlled by hydrodynamic processes. Another observation is that there is also a strong correlation between the axial and azimuthal components of the magnetic field at a given location. Figure 6 shows that its maximum exceeds 0.5 at all R m , and that it occurs for a time delay increasing with R m . In VKS2i runs, the Hall-probe array was set within the bulk of the flow, nearer to one impeller-point P3. For several values above onset ͑R m = 33.9, 35.8, 41.4͒, we observe in Fig. 7 that the normalized field profiles along the array nicely superimpose. Near the rotation axis, the main component is axial; further away the azimuthal component dominates. Outside of the flow volume ͑beyond the inner copper cylin-der͒ the axial component direction is opposite to that in the center. In the same experiment, the single-point probe was set nearer to the other impeller ͑symmetrically with respect to the midplane, and close to the rotation axis, point P4͒. The field measured there is mainly axial with the same direction as at P3. Below threshold, the induction profiles ͑due to the presence of the Earth's field͒ have the same geometry: the favored dynamo mode is the most efficient with respect to induction.
The combined results of the two sets of experiments are shown in Figs. 8͑a͒ and 8͑b͒-the toroidal and poloidal components are displayed and axisymmetry is assumed. The simplest geometry of the magnetic field corresponds to an axisymmetric field whose axial component has one direction at the center of the cylinder and a reversed direction outside, together with a strong azimuthal component-sketched in Fig. 8͑c͒ . The dynamo field generated in the VKS2 experiment thus involves a strong axial dipolar component. The determination of its precise geometry ͑associated higher modes and their relative amplitudes͒ needs more precise measurements. However, it strongly differs from the prediction of kinematic calculations based on the topology of the mean von Kármán flow 35, 36 which tends to favor a transverse dipole. Invoking Cowling's theorem, 2 the axisymmetric nature of the dynamo fields implies that it has not been generated by the mean flow motions alone. However, an axial dipole is expected for an ␣-dynamo. The differential rotation in von Kármán flows can generate an azimuthal field from a large scale axial field by torsion of the field lines-the effect. 65 If an ␣ effect takes place, it can produce an azimuthal current from the azimuthal magnetic field component and, in turn, this current will generate an axial magnetic field. One then has a dynamo loop-back cycle that can sustain an axial dipole. For the ␣ component, several mechanisms have been proposed. For an axisymmetric mean flow, it has been shown that nonaxisymmetric fluctuations can generate such an alpha effect provided that they have no mirror symmetry. 66 A scenario was proposed in Ref. 64 using the helicity of the flow ejected by the blades of the driving impellers-this flow is nonaxisymmetric with azimuthal wavenumber m = 8, helical, and of much larger amplitude and coherence than small scale turbulent fluctuations. In this 
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Phys. Fluids 21, 035108 ͑2009͒ case, an azimuthal loop of magnetic field crosses an array of like-sign helical motions that can induce an azimuthal current. 20, [67] [68] [69] Numerical integration of the mean field induction equation with an ␣ effect localized in the vicinity of the impellers 70 recently displayed the generation of an axial magnetic field. The authors of this study thus claim to show agreement with the scenario proposed in Ref. 64 . In mean field theory, 2,71 the most common source of ␣ effect come from the small scale helicity of turbulence. However, the distribution of helicity in 3D turbulence remains a challenging question and measurements in model helical flows 72, 73 have failed to show evidence for this kind of contribution. As shown by induction measurements in Refs. 72 and 73, another possible contribution to the ␣ effect lies in the spatial inhomogeneity of the turbulence intensity. As shown in Ref. 74 , there is a contribution to the mean-field alpha tensor coming from the inhomogeneity of turbulent fluctuations, with resulting electromotive force ⑀ ϳ͑g · ⍀͒B, where ⍀ is the flow vorticity and g is the normalized gradient of turbulent fluctuations, g = ٌ͑u 2 ͒ / u 2 . It shows again that an azimuthal B field generates a j current and, therefore, an axial magnetic field. Distinguishing between these mechanismswhich may be linked-will need further measurements, ideally from nearby velocity and magnetic probes.
D. Saturation
The amplitude of the magnetic field at saturation is related to the way in which the growing Lorentz forces change the hydrodynamics of the flow. While the value of the threshold can be determined by studying the induction equation for a given velocity field-kinematic dynamo simulations-the saturation is governed by nonlinear effects and one must consider the coupled equations of MHD,
for divergence-free fields. Dimensionally, the value of the magnetic field at saturation can be written as
where f is a function of the magnetic Reynolds number R m and magnetic Prandtl number P m and V is some characteristic velocity scale. Functional forms have been determined in limiting cases of laminar and turbulent dynamos. 64, 75, 76 In the low ͑kinetic͒ Reynolds number limit, the Lorentz force balances the viscous term in the Navier-Stokes equation and one obtains 75, 76 
In the high magnetic Reynolds number limit, the Lorentz force must be balanced by the nonlinear terms and one gets
Both possibilities are shown in Fig. 9 , in which the magnetic Reynolds number has been varied either by changing the rotation rate of the driving impellers or by changing the operating temperature and, hence, the sodium's electrical conductivity. Judging from the linearity of the graphs, both seem plausible; however, one may note that the prefactor in the laminar scaling is very large. In other words, a laminar approach, quite doubtful given the high turbulence level in the sodium flow, also underestimates the saturated field by almost two orders of magnitude. We favor the turbulent scaling and note at this point that the fluctuations play an essential role for the generation of the dynamo and that inertial terms in the Navier-Stokes equation control the nonlinear saturation.
E. Power consumption issues
We now turn to the power needed to drive the flow in its steady state, below, or above threshold. Let us call u 0 ͑r , t͒ the velocity field during the linear growth of the dynamo instability, and P 0 the mechanical power needed to drive this velocity field in a stationary forcing. Given the very high kinetic Reynolds number of the experimental flow, one expects the turbulent scaling P 0 ϰ L 2 U 0 3 , where L and U 0 are characteristic length and velocity scales. We define the di- 
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where we have used R as the characteristic length scale and U 0 =2RF as the associated velocity scale. The 1/2 factor in the definition corresponds to the consumption per motor, as used in reports of water-prototype studies. 21, 22, 35 Please note that the two formulas in Eq. ͑7͒ are only equal because F 1 = F 2 . When a dynamo is generated, the velocity field in the saturated state is u B ͑r , t͒. The mechanical power is now P B and it must feed both the hydrodynamic flow and the magnetic field: P B = P B hydro + P B mag . The field u B differs from u 0 because the nonlinear saturation has modified the flow. A likely possibility is that the turbulent fluctuations have been changed, 64, [75] [76] [77] and this would also change the mean flow via the Reynolds stress tensor. The power needed in order to sustain the magnetic field must be estimated from
where j is the current density. With the limited measurements at this stage of the experiment, we cannot resolve independently P B hydro and P B mag , and we can only use the industrial output of the motors drives as an indicator of P 0 and P B .
The dimensionless power number is shown in Fig. 10 for three sets of experiments. The blue circles correspond to measurements made when driving the flow with stainless steel impellers, a case for which dynamo action was not observed. A first observation is that the expected turbulent scaling-K p independent of Re or R m -is observed only for R m Ͻ 30 ͑F Ͻ 16 Hz͒. The K p = 0.045 value is in agreement with measurements made in scaled-down water prototypes. [21] [22] [23] 31 Above R m = 30, some modification must occur because the flow power consumption climbs, in nondimensional units, from K p = 0.045 to K p ϳ 0.065, when R m Ͼ 40 ͑F Ͼ 24 Hz͒. This phenomenon, not understood at present, has to be related to the hydrodynamics of the flow because it is observed in nondynamo experiments. However, for identical rotation rates of the impellers, we measure on average that K p ͑dynamo͒ is typically 10% larger than K p ͑nondynamo͒.
F. Fluctuations
All results presented so far have concerned the average-in time-of the magnetic field recorded by the probes. This section discusses features of the rather large fluctuations about these mean values-as can be seen in Fig.  2 . One first observation is that the rms amplitudes in each of the components of the magnetic field increase sharply at dy- 
035108-8
Phys. Fluids 21, 035108 ͑2009͒ namo onset, as shown in Fig. 11 . This increase defines the same threshold R m c ϳ 32, as estimated from the behavior of the mean values.
Another interesting observation concerns the evolution of the ratio of rms to second moment. It increases very sharply near onset and then much less rapidly above ͑cf. Fig.  12͒ . The transition actually allows a determination of the threshold, again at R m c ϳ 32. From a practical point of view, the sharp nonlinear increase in the fluctuations may be a good indicator that one is nearing dynamo onset.
We now study the fluctuations in time of the dynamo field recorded at a fixed location. Each component has instantaneous fluctuations that deviate significantly from the mean values. Figure 13 shows the probability density functions ͑PDFs͒ for the azimuthal component measured by the gaussmeter at P1. While sharply peaked about B = 0 below threshold, the distributions become wide above threshold. At the highest R m values, one notes the development of a weak exponential tail to low values with occurrence of events with the reversed polarity. These events, which may also be spatially localized within the flow, are not able to reverse the dynamo. When normalized and centered ͑inset in Fig. 13͒ , the distributions are still essentially Gaussian in the vicinity of the threshold and there is no evidence that the bifurcation proceeds via on "on-off" scenario. 55, [57] [58] [59] Gaussian distributions were also observed for most induction measurements carried out in the VKS1 setup, 19 so that self-excitation has not induced significant changes in behavior here-in agreement with measurements in the Karlsruhe dynamo. 10 The fluctuations whose statistics are given above occur over a wide range of time scales. The time spectra give the distribution of energy among these scales. Since the fluctuations of the magnetic field measured at a given location in the experiment are expected to be sensitive to the local turbulence intensity, we discuss in the following the magnetic energy spectra measured at different locations and at different magnetic Reynolds numbers.
We report in Fig. 14 the magnetic spectra measured above the dynamo threshold at different distances from the axis of the experiment along a radius passing through point P3. We observe a clear dependence of the global shape of the spectra depending on the location. The spectra exhibit ranges to which one may want to ascribe traditional turbulence scaling behavior:
͑a͒ For f Շ F / 10, the spectra are essentially flat; note however a broad frequency peak around f low ϳ F / 10 ͑we will see further that f low ϳ 0.14F͒. ͑b͒ In the range F / 10Շ f Շ 4F, the spectra are consistent with power laws: f −1 for the azimuthal and the radial components and f −5/3 for the axial component. ͑c͒ At larger frequencies, the magnetic energy decays rapidly within a short range ͑4F Շ f Շ 8F͒ possibly consistent with a f −11/3 decay, also known to exist in numerous induction experiments with liquid metals 19, 65 and an even steeper decay ͑close to f −6 ͒ at larger frequencies.
As we study signals from sensors at increasing radial distances from the axis, these regimes disappear. Harmonics locked to the impellers' rotation rate become visible: harmonic 8 is particularly intense for sensors at r Շ 215 mm, inside the inner copper vessel. This is very likely to be related to the fact that the impellers are fitted with eight blades and that those sensors intercept the centrifugal flow ejected at the periphery by the blades. As we move into the layer with sodium at rest ͑r տ 210 mm͒, the global energy of the 
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The VKS experiment: Turbulent dynamical dynamos Phys. Fluids 21, 035108 ͑2009͒ fluctuations significantly decreases; a decay due to the presence of ohmic dissipation remains visible as well as the first harmonics of the impellers' rotation rate. We now discuss the evolution of spectra with R m , measured at the innermost location within the flow ͑Fig. 15͒. The different power law regimes remain, with their exponents unchanged for all values of the magnetic Reynolds number. We find that the transition between the different regimes is locked to forcing frequency F. The low frequency peak is systematically present and centered around f low ϳ 0.14F regardless of the Reynolds number. The f −1 regime, which remains present for the azimuthal and radial component, may be interpreted as 1 / f noise due to the presence of several characteristic time scales in the flow. At larger frequencies, above the magnetic diffusion cutoff, the f −11/3 regime is expected, under a Taylor hypothesis, from the balance in the induction equation between the magnetic induction termwith a fully turbulent velocity field-and the Ohmic dissipation term. The shortness of the f −11/3 regime that we observe and the steeper decrease observed above the eighth harmonic can be attributed to a spatial filtering due to the dimension l 0 ϳ 3 cm of the tube containing the probe. The spatial integration of magnetic fluctuations at the scale l 0 attenuates the spatial magnetic spectra by a factor k −2 , which under a Taylor hypothesis, should lead in the frequency spectral domain to a f −17/3 ϳ f −5.7 regime consistent with the steep energy decrease measured for large frequencies fluctuations. In this scenario the cutoff frequency between the f −11/3 and the f −17/3 regimes is proportional to l 0 v, with v the characteristic local velocity at the probe location. This is consistent with the observation that the transition is locked to the impellers' rotation rate.
Finally, we discuss measurements taken in the midplane, flush with the lateral wall, which have different characteristics. Figure 16 shows the evolution of spectra as the magnetic Reynolds number is increased. The three components have a similar behavior ͓Fig. 16͑a͔͒. One notes a net magnetic energy increase as the dynamo threshold is crossed. At all magnetic Reynolds number, the spectra exhibit a low frequency peak f low ϳ 0.14F and a peak at a frequency corresponding to the rotation rate of the impellers, also present in the measurements at points P3 and P4 previously discussed. Although the evidence of power law dependence of the spectrum is again restricted to relatively short ranges, different regimes may be identified:
͑a͒ At low frequencies ͑typically f Շ f low ͒ a slow decay with an exponent ␣ 1 changing from ␣ 1 ϳ 0 below threshold to ␣ 1 ϳ −0.5 above threshold. ͑b͒ At intermediate frequencies ͑typically f low Շ f Շ F͒ the energy decay is faster with an exponent ␣ 2 , changing from ␣ 2 ϳ −2 below threshold to ␣ 2 ϳ −2.5 above threshold. ͑c͒ In the high frequency range ͑typically f տ F͒, as shown in the semilog representation in Fig. 16͑c͒ , the spectra are better described by an exponential decay exp͑−f / f exp ͒. We find that f exp is of the order of 1.4F.
III. DYNAMICAL REGIMES WITH ASYMMETRIC FORCING F 1 Å F 2
A. Asymmetric flow forcing
In this section, we report results obtained when the impellers rotate at different frequencies ͑F 1 F 2 ͒. Different sets of parameters can be used to describe these forcing configurations: ͑i͒ F 1 and F 2 , the two impellers frequencies; ͑ii͒ F = ͑F 1 + F 2 ͒ / 2 the mean frequency and ⌰ = ͑F 1 − F 2 ͒/͑F 1 + F 2 ͒ the nondimensional difference; and ͑iii͒ any other combinations of F 1 and F 2 . In a half-scale water model experiment, it has been shown from torque measurements 21 that there are strong similarities between the von Kármán flow forced by impellers rotating respectively at F 1 and F 2 in the laboratory frame or by impellers rotating at ͑F 1 + F 2 ͒ / 2 in a frame rotating at ͑F 1 − F 2 ͒ / 2. More recently, stereoscopic particle image velocimetry measurements have confirmed this finding. 23 It is thus convenient to choose F and ⌰ as control parameters since F appears as the effective forcing shear in the rotating frame and ͉⌰͉ measures the relative importance of the global rotation to shear. These asymmetric regimes have been studied in water experiments allowing a good understanding of the hydrodynamic bifurcations of the flow when breaking the forcing symmetry. 21, 22, 78 When increasing or decreasing one of the impeller rotation rates from a symmetric configuration, the cell closer to the fastest impeller grows in size and the shear layer is translated toward the slowest impeller. When only one impeller rotates, the flow is made of one single pumping cell rotating with the stirring impeller-similar to the s 1 t 1 flow. 32 The evolution between these extreme cases ͑generally referred to as the "turbulent bifurcation"͒ depends on the impeller and vessel geometry: In some cases, the transition between the two extreme flow topologies ͑two symmetric cells versus one single cell͒ is smooth and continuous, but it might also be sudden, 31, 78 leading to first order transitions in any order parameter chosen to describe it ͑average position of the shear layer, torque delivered by the motors, etc.͒. Figure 17 shows the evolution of the reduced dimensionless torques
delivered by the motors as a function of ⌰. One can see the sudden transition for ͉⌰͉ = ⌰ c Ӎ 0.16, corresponding, e.g., to F 1 = 22 Hz and F 2 Ӎ 15.8 Hz. At this point the flow transits between one-cell and two-cell topologies. 22, 31, 78 The transitions are very sharp and the corresponding hysteresis domains are very narrow.
B. A variety of regimes
We first report observations of dynamo regimes when varying the frequency of rotation of the impellers. Not all possible combinations have been explored- Fig. 18 summarizes the visited regions of parameter space. They are plotted in terms of the experimental control parameters ͑F 1 , F 2 ͒ and also as a function of the differential rotation ⌰ and of an average magnetic Reynolds number based on the global rotation rate F = ͑F 1 + F 2 ͒ / 2. In Fig. 18͑b͒ , symmetry between the positive and negative values of ⌰ has been assumed and observed dynamical regimes will be discussed according to this hypothesis, with F and ͉⌰͉ being the control parameters.
For R m ͑F͒ϳ35, and for increasing ͉⌰͉, one gets successively- Fig. 18͑b͒ -the following main regimes: We note that at R m ͑F͒Ӎ35 a dynamo is always generated for all explored values of ⌰. ⌰ thus plays an important role in the selection of the dynamo regime; it does not choose it uniquely as we have observed in several cases that the dynamo at given values of ͑F 1 , F 2 ͒ depends on the path that has been followed.
C. Stationary dynamo regimes, ⌰ Å 0
Although a variety of dynamical regimes have been observed when the flow is driven with impellers counterrotating at different rates, a large fraction of the phase space is actually populated by stationary regimes ͑see Fig. 18͒ . In future studies these regimes will need to be fully characterized in terms of mode geometry, type of dynamo bifurcation, etc. For the moment, we classify them in broad classes separated by time-dependent dynamos and consider the three cases for ͉⌰͉ Շ 0.6. The first one ͓Stat1; Fig. 19͑a͒ shows a typical time series, see also Fig. 2͔ appears at low values of ⌰ ͉͑⌰͉ Ͻ 0.09͒. The second regime ͓Stat2; Fig. 19͑d͔͒ appears as one increases ⌰ ͑0.11Ͻ ͉⌰͉ Ͻ 0.13͒, but it is separated from the first by a small range of ⌰ with a reversing regime. The third stationary regime ͓Stat3; Fig. 19͑j͔͒ appears at larger values of ⌰ ͑0.2Ͻ ͉⌰͉ Ͻ 0.4͒. The main difference can be observed in the fluctuations, which are dominated by very slow oscillations, with periods of several seconds. This observation is confirmed in Fig. 20͑a͒ , showing the power spectrum density for the three stationary regimes. Note that the three spectra collapse when the frequency is rescaled by the mean rotation frequency of the impellers, F = ͑F 1 + F 2 ͒ / 2, at least for the frequencies larger than F. The small scale fluctuations in the spectrum are thus set by the effective R m , i.e., turbulence. In Fig. 20͑b͒ , the centered and normalized PDFs of the three regimes are presented and display a fairly Gaussian behavior, like in the case of exact counter-rotation ͑see Fig. 13͒.   FIG. 19. ͑Color online͒ Examples of observed dynamo regimes for increasing values of ͉⌰͉. See text for details. Color code ͓see caption of Fig. 1 and legend of Fig. 2͑a͔͒ for the magnetic field components: axial ͑x͒ in blue, azimuthal ͑y͒ in red, and radial ͑z͒ in green.
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Although we have not systematically mapped the ͑R m , ⌰͒ plane, some observations can be made about the dynamo bifurcation in these regimes. For the Stat1 regime, the bifurcation seems supercritical with a threshold around R m = 31, similar to the counter-rotating case, but the dependence of the threshold on ⌰ has not been precisely determined. However as one proceeds to more asymmetric regimes, in the case of Stat2 and Stat3, the dependence of the dynamo field on the value of ⌰, as well as R m , is more pronounced. A hysteretic behavior takes place, where the value of the magnetic field at saturation depends on the path followed.
In the limit of the flow being driven by the rotation of a single impeller ͑the other being kept at rest, i.e., ⌰ = Ϯ 1͒, we observe an abrupt bifurcation to stationary dynamo Stat4. As the rotation rate of the impeller is increased above threshold, the amplitude of the magnetic field increases slightly to reach a maximum at R m = 23 Hz, then decreases to almost zero at the maximum rotation rate ͑R m = 26͒. Such R m decrease in the dynamo is also observed when the equatorial annulus is removed but then the stationary regime exchanges stability with an oscillatory regime, with a bistability region. 79
D. Reversals
Decreasing the frequency of one impeller from the stationary dynamo regime at F 1 = F 2 = 22 Hz, we performed the first observation of reversals of the magnetic field in a fluid dynamo. 17 These reversals at irregular time intervals are displayed in Fig. 21 for a sensor located at point P2. For each polarity, either positive or negative, the amplitude of the magnetic field has strong fluctuations, with a rms fluctuation level of the order of 20% of the mean. This level of fluctuation is due to the very intense turbulence of the flow, as the kinetic Reynolds number exceeds 10 6 . Reversals occur randomly and have been followed for up to 45 min, i.e., 54 000 characteristic time scales of the flow forcing.
The polarities do not have the same probability of observation. Phases with a positive polarity for the largest magnetic field component have, on average, longer duration ͑͗T + ͘ = 120 s͒ than phases with the opposite polarity ͑͗T − ͘ = 50 s͒. This asymmetry can be due to the ambient magnetic field. Note however that the amplitude of the magnetic field is the same for both polarities. Standard deviations are of the same order of magnitude as the mean values, although better statistics may be needed to make these estimates more precise. The mean duration of each reversal, ϳ 5 s, is longer than MHD time scales: the flow integral time scale is of the order of the inverse of the rotation frequencies, i.e., 0.05 s, and the Ohmic diffusive time scale is roughly ϳ 0.4 s.
When the amplitude of the magnetic field starts to decay, either a reversal occurs, or the magnetic field grows again with its direction unchanged. Similar sequences, called excursions or aborted reversals, 80, 81 are observed in recordings of the Earth's magnetic field. We have also observed that the trajectories connecting the symmetric states B and −B are quite robust despite the strong turbulent fluctuations of the flow. This is displayed in Fig. 21͑a͒ : the time evolution of reversals from positive to negative states can be neatly superimposed by shifting the origin of time such that B͑t =0͒ = 0 for each reversal. Despite the asymmetry due to the Earth's magnetic field, negative-positive reversals can be superimposed in a similar way on positive-negative ones if −B is plotted instead of B. For each reversal the amplitude of the field first decays exponentially. A decay rate of roughly 0.8 s −1 is obtained with a log-linear plot ͑not shown͒. After changing polarity, the field amplitude increases linearly and then displays an overshoot before reaching its statistically stationary state. The signal thus clearly breaks the time reversal symmetry, a common feature for many relaxation oscillations or heteroclinic cycles in low dimensional dynamical systems. A similar asymmetry in time, with a slow decay of the field amplitude followed by a fast recovery after changing sign, has been reported in recordings of the Earth magnetic field. 82 Magnetic field reversals have been found in the same region of parameter space during all the runs ͑VKS2g, VKS2h, and VKS2i͒. The characteristics described above have been found reproducible except the nearly perfect superimposition displayed in Fig. 21 ͑VKS2g͒. In the following runs where measurements were performed at P1 and P3, although a most probable trajectory clearly appears, some reversals follow a significantly different one between ϮB. Hz ͑⌰ = 0.16, VKS2g͒. ͑a͒ Time recording of the three magnetic field components at P2: axial ͑x͒ in blue, azimuthal ͑y͒ in red, and radial ͑z͒ in green ͓see legend of Fig. 2͑a͔͒ . ͑b͒ superimposition of the azimuthal component for successive reversals from negative to positive polarity together with successive reversals from positive to negative polarity with the transformation B → −B. For each of them the origin of time has been shifted such that it corresponds to B = 0.
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Another difference concerns the synchronicity with which the three components of the magnetic field switch polarity; in the last runs ͑VKS2h and VKS2i͒, the different components have been found to vanish at slightly different times such that the norm of the magnetic field does not vanish during a reversal. These differences can be ascribed to small differences in the three runs. One possibility is that some features of the recordings of the magnetic field during reversals slightly depend on the location of the measurement point in the flow or to slight asymmetries of the setup revealed when F 1 Ͻ F 2 ͑VKS2g͒ or F 1 Ͼ F 2 ͑VKS2h͒. Furthermore, it is possible that measurements performed in the bulk in the last run ͑VKS2i͒ add disturbances to the flow that were not present in the first runs ͑VKS2g and VKS2h͒ for which the probes were flush to the lateral boundary. Another difference is related to the correlation of reversals with the global energy budget of the flow. The total power P͑t͒ delivered by the motors driving the flow has been shown to drop significantly below its average during reversals and excursions observed in the first set of runs ͑VKS2g͒. 17 However, changes in polarity without noticeable modification of power have also been observed in most other runs. We note that the randomness of the reversals strongly depends on the magnetic Reynolds number. For instance, starting from a regime with random reversals, we can reach a regime with nearly periodic noisy oscillations between ϮB by slightly changing the sodium temperature ͑see Fig. 22 ; this regime has been observed for 200 s corresponding to 14 periods T Ӎ 14 s͒. Reversals can also bifurcate to different types of stationary dynamos or to chaotic regimes involving bursts ͑see below͒ by slightly varying the impeller frequencies.
E. Bursts
Bursts occur around ͉⌰͉ϳ0.2 when one impeller rotates at a rate roughly 1.5 times faster than the other one. For instance, when F 1 = 22 Hz and F 2 = 15 Hz we have observed the behavior shown in Fig. 23͑a͒ . The magnetic field develops "bursts" from a base state. In this base state ͓cf. Fig.  23͑b͔͒ the magnetic field takes values of the order of 20 G. This is much lower than most other stationary regimes, but nonetheless a dynamo generated field as its amplitude is over 40 times the ambient Earth's field. During the bursts, the dynamo field reaches high field values above 100 G, a level observed in other dynamical regimes such as reversals. Typical bursts, as in Fig. 23͑c͒ , have duration of about 2-10 s.
The correlation functions of the magnetic field also display this characteristic time. Figures 24͑a͒ and 24͑b͒ show the normalized correlation functions ͗B i ͑t͒B j ͑t + ͒͘ t for the field components. A characteristic decay time of the order of 2.5 s is observed on all components. Such a characteristic time is long compared to the frequencies of the flow forcing ͑F 1 , F 2 , F 1 Ϯ F 2 ,...͒ and even compared to the magnetic diffusion time over the radius of the vessel ͑of the order of 0.4 s͒. An exponential autocorrelation function is in agreement with a Lorentzian power spectrum as show in Fig. 24͑c͒ , where an f −2 scaling can be observed for over 2 decades in the case of the azimuthal component of the magnetic field. The statistics of the fluctuations ͓Fig. 24͑d͔͒ displays an ex- ponential tail in the PDF, for the bursting events ͑large am-plitudes͒. The distribution of interarrival times of bursts ͑not shown͒ is consistent with a homogeneous Poisson process, indicating that these bursting events are not intercorrelated. When the velocity of the fastest impeller is slightly lowered, i.e., between the above described bursts domain and the reversals domain, another case of "bursting" events is observed. The dynamo transits from low amplitude states with either positive or negative polarity to the occurrence of oscillations, as seen in Fig. 25 . The low amplitude states are again of the order 10-20 G, while the maximum amplitude reached when the oscillations are triggered is over 100 G, as in the oscillatory regimes discussed in Sec. III G. Note the extinction at t ϳ 300 s, before the dynamo resumes its dynamics in the same regime.
Analysis of the correlation functions ͓Figs. 26͑a͒ and 26͑b͔͒ shows a characteristic time of the order of 15 s with a dynamics such that the radial component of the local magnetic field is slightly ahead of the azimuthal and axial components. Two other peaks can be detected in the power spectra ͓Fig. 26͑c͔͒: a shallow one at about 4 Hz and another, sharper, at 9 Hz-a frequency clearly visible on the time signal in Fig. 25͑c͒ . The PDFs in Fig. 26͑d͒ reveal the low field state and the larger amplitude during the oscillations. Note that PDFs are symmetric so that there is no preferred polarity in this regime.
F. Extinction regimes
In the range of 0.16Շ ͉⌰͉ Շ 0.19, i.e., where reversals, bursting reversals, and bursts occur, we also observe in few cases magnetic field extinctions ͑Ext͒. These extinctions consists of a total disappearance of all components of the dynamo field within the absolute precision due to the zero calibration of the probes, i.e., typically 0.5-2 G. They can clearly be distinguished from the low magnetic level ͑ϳ20 G͒ regimes supporting the bursts ͓Fig. 23͑b͔͒. Extinctions have been observed as transients or, if not transient, for 3 min test periods for the longest case. The most striking example is a spontaneous extinction observed during the bursting-reversal signal presented in Fig. 25 ͓see zoom in Fig. 25͑d͔͒ . Otherwise, extinctions have been observed when crossing the critical value ⌰ c ϳ 0.16 where the flow topology changes ͑see Sec. III A͒ and may trace back for strong coupling when both flow and magnetic field reorganize. Figure  19͑f͒ shows the reappearance of the dynamo at finite time from a transient extinction regime at ⌰ = −0.158: The initial condition is Stat3 regime at ⌰ = −0.22 and the final one is the reversal regime at ⌰ = −0.158. The dynamo disappears once the control parameter is changed and spontaneously reappears roughly 100 s later through exponential growth ͓inset in Fig. 19͑f͔͒ ͑d͒ PDFs of the three magnetic field components. Color code for ͑c͒ and ͑d͒ as in Fig. 25 .
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G. Oscillatory regimes
Oscillatory dynamos are observed when ͉⌰͉ Ͼ 0.4. Figure 27͑a͒ shows a temporal signal obtained when ⌰ is varied from 0.44 to 0.56 at constant F 1 = 28 Hz. The frequency of oscillation F dyn increases with ͉⌰͉. Following different paths in the ͑R m , ⌰͒ plane, we have observed that the oscillations are reached as a secondary instability of the Stat3 stationary dynamo. Although more systematic studies are needed, we suspect that the oscillatory behavior is path dependent ͓cf. Fig. 18͑b͔͒ .
We study the bifurcation as a function of ⌰, while R m is kept in the range [31] [32] [33] [34] [35] [36] ͓cf. Fig. 18͑b͔͒ . The evolution of the amplitude of the magnetic field with ͉⌰͉ is plotted in Fig.  27͑b͒ for the Stat3 stationary regime and the oscillatory regime ͑Osc͒. One first observes that the amplitude of Stat3 is maximum around ͉⌰͉ = 0.27, reaches a minimum at ͉⌰͉ = ⌰ b = 0.37, very close to zero, and starts increasing again. We also observe that the fluctuation level is high below ⌰ b = 0.37 ͓Fig. 19͑i͒, ⌰ = −0.22͔ and negligible above ͓see Fig.  19͑j͒ , ⌰ = −0.42͔. We conclude that we are in presence of two different stationary regimes ͑Stat3a and Stat3b exchanging their stability near Ϯ⌰ b ͒. The second regime Stat3b bifurcates toward oscillations at finite amplitude around ͉⌰͉ = 0.4. Above, the amplitude of the oscillations is computed as
, where B i,max is the peak amplitude of the i-component. With this definition, we observe a continuity between the amplitude of Stat3b and the oscillation regime. A quadratic fit reveals a B ϰ ͉͑⌰͉ − ⌰ b ͒ 1/2 dependence and confirms ⌰ b = 0.37.
The dimensionless oscillation frequency ͑2F dyn / ͉F 1 − F 2 ͉͒ is shown in Fig. 27͑b͒ . It behaves as ͉͑⌰͉ − ⌰ o ͒ 1/2 , confirming the oscillatory regime threshold value ⌰ o = 0.41. This low frequency oscillatory dynamo mode appears as a finiteamplitude and zero-frequency secondary bifurcation as in low dimensional dynamical systems. Far from the onset, the almost-saturated frequency F dyn is of the order of 0.014 times the rotation frequency. The corresponding period is much larger than any hydrodynamical or magnetohydrodynamical characteristic time scales. It is two orders of magnitude larger than the period associated with the global rotation ͉F 1 − F 2 ͉ / 2 or to the average frequency F = ͑F 1 + F 2 ͒ / 2 and three orders of magnitude larger than the magnetic diffusion time.
H. Transition and dynamics
We have reported so far a great variety of different dynamical regimes in the parameter space ͑F 1 , F 2 ͒: for impellers in counter-rotation at roughly equal frequencies, only statistically stationary dynamos have been observed. Oscillatory regimes exist when one impeller rotates much faster than the other, although a stationary dynamo has been also observed with only one rotating impeller. Experiments on hydrodynamical instabilities have shown since a long time that the competition between a stationary and an oscillatory instability leads to complex behaviors [83] [84] [85] that can be understood in the framework of bifurcations of multiple codimension. 86 Competing critical modes have also been considered as phenomenological models of the dynamics of the magnetic fields of the Earth 87, 88 or the Sun 89,90 and the same analytical techniques have been used to describe the resulting dynamics. It has been also observed in simulations 91 or mean field models 92 that magnetic field reversals can occur when a stationary and an oscillatory mode is in proximity and a simple analytic model has been designed in this spirit. 93 However, it is far from obvious that these low dimensional dynamical features that have been observed in experiments involving laminar flows, analytical models, and numerical simulations at moderate kinetic Reynolds numbers can survive in strongly turbulent flows. One can, for instance, imagine that strong turbulent fluctuations smear them out by inducing transitions between different dynamo regimes corresponding to different realizations ͑in the statistical meaning͒ of the turbulent flow. We will show in this section that this is not the case. Trajectories plotted in low dimensional projections of the phase space are remark- Starting with F 1 = 28 Hz kept constant, we observe successively: stationary dynamo ͑F 2 = 12 Hz; ͉⌰͉ = 0.40͒ and oscillatory dynamo ͑F 1 = 11, 10, 9 , 8 Hz; ⌰ = 0.44, 0.47, 0.51, 0.56͒. Then R m is reduced below dynamo onset by lowering F 2 to 25 Hz ͑damped oscillations͒ and 20 Hz ͑no dynamo͒. ͑b͒: Evolution of the magnetic field amplitude and the dimensionless oscillation frequency with ⌰ for Osc oscillatory dynamo regimes ͑closed circles͒ and Stat3 stationary dynamo regimes ͑open squares͒. Amplitude of oscillations is a peak value ͑see text͒. Quadratic fits are described in text and the vertical line stands for the oscillatory mode threshold ⌰ o = 0.41.
035108-16
Phys. Fluids 21, 035108 ͑2009͒ ably robust and bifurcations between different dynamo regimes do exhibit well known features of low dimensional dynamical systems. Complex dynamical regimes result from the existence of different stationary dynamo states that become unstable when F 1 or F 2 are varied within a small interval range. We first consider how the Stat1 dynamo regime bifurcates to a time-dependent regime ͑LC͒ when the frequency of an impeller, say F 2 , is decreased, while F 1 is kept constant, i.e., starting from ⌰ = 0 and increasing ͉⌰͉. One starts from a statistically stationary dynamo regime with a dominant azimuthal mean field close to the flow periphery ͓Fig. 28͑a͔͒. This corresponds to the trace labeled ͑22,22͒ in the ͑B , B r ͒ plane of Fig. 28͑c͒ . As the frequency is decreased, the radial component of the mean field increases and then becomes larger than the azimuthal one ͓͑22,20͒ and ͑22,19͔͒. When we tune the impeller frequencies to ͑22,18.5͒ Hz-⌰ = 0.086-a global bifurcation to a LC occurs ͓Figs. 28͑c͒ and 28͑d͔͒. We observe that the trajectory of this LC goes through the location of the previous fixed points related to the stationary regimes. This transition thus looks like the one of an excitable system: an elementary example of this type of bifurcation is provided by a simple pendulum submitted to a constant torque. As the value of the torque is increased, the stable equilibrium of the pendulum becomes more and more tilted from the vertical and for a critical torque corresponding to the angle / 2, the pendulum undergoes a saddle-node bifurcation to a LC that goes through the previous fixed points. The magnetic field being measured at the periphery of the flow in the midplane between the two impellers, we observe that there is a strong radial component ͓green trace in Fig. 28͑d͔͒ that switches between Ϯ25 G. We propose to ascribe it to a quadrupolar mode ͓see Fig. 28͑b͔͒ . Its interaction with the dipolar mode ͓Fig. 28͑a͔͒ that is the dominant one for exact counter-rotation gives rise to the observed relaxation dynamics. This hypothesis is supported by measurements made outside of the equatorial plane ͑x = 109 mm, r = 206 mm͒ where the radial to azimuthal field ratio is much smaller, as it should if the radial field mostly results from the quadrupolar component. We note that it has been often observed that dipolar and quadrupolar dynamo modes can have their respective thresholds in a narrow range of R m ͑Ref. 2͒ and this has been used to model the dynamics of the magnetic fields of the Earth 87 or the Sun. 90 The relaxation oscillation is observed in a rather narrow range of impeller frequency F 2 ͑less than 1 Hz͒. When the frequency of the slowest impeller is decreased further, statistically stationary regimes are recovered ͓͑22,18͒ to ͑22,16.5͒ in Fig. 28͑c͔͒ . They also correspond to fixed points located on the trajectory of the LC, except for the case ͑22, 16 .5͒ Hz that separates from it ͑⌰ = 0.147͒.
When the rotation frequency of the slowest impeller is decreased further, new dynamical regimes occur. One of them consists in field reversals described in Sec. III D. The three components of the magnetic field reverse at random times ͓Fig. 21͑a͔͒. Compared to the relaxation cycle described above, the length of phases with given polarity has a wider distribution. However, a variation in temperature of the sodium is enough to transform random reversals to nearly periodic noisy oscillations. Even in the case of random reversals, e.g., for the data in Fig. 21 , if we plot the trajectories connecting B and −B in a phase space reconstruction, we obtain an average LC displayed by a thick dashed black line in Fig. 29 . The state with positive polarity corresponds to point P. When a reversals starts, the system leaves P and slows down in the vicinity of point Q that corresponds to the end of the exponential decay of the magnetic field recorded in Fig. 21͑b͒ . The trajectory then abruptly changes direction in phase space and leaves Q. This corresponds to the fast recovery of the magnetic field amplitude in Fig. 21͑b͒ . Finally, the trajectory reaches the point −P corresponding to the phase of negative polarity by circling around it, which corresponds to the overshoot in the direct time recording ͓Fig. 21͑b͔͒. As proposed by many authors, 88 it is tempting to understand these field reversals as heteroclinic orbits connecting unstable fixed points in phase space. In the present situation, these fixed points are P, Q together with the symmetric ones −P and −Q obtained by the B → −B transforma- fixed points corresponding to the stationary regimes for frequencies ͑F 1 , F 2 ͒; limit cycle ͑LC͒ observed for impellers counter-rotating at different frequencies ͑22,18.5͒ Hz ͑red cycle͒. The magnetic field is time averaged over 1 s to remove high frequency fluctuations caused by the turbulent velocity fluctuations. ͑d͒ Time recording of the components of the magnetic field for frequencies ͑22,18.5͒ Hz ͑⌰ = 0.086͒.
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The VKS experiment: Turbulent dynamical dynamos Phys. Fluids 21, 035108 ͑2009͒ tion. The trajectory in phase space is amazingly robust despite strong velocity fluctuations. These fluctuations set an upper bound on the duration of phases with a given polarity by preventing the system from staying too close to the unstable fixed points and thus to spend too much time in their vicinity. However, this does not suppress the scale separation between the length of the phases with given polarity and the duration of a reversal. In that sense, turbulent fluctuations have a weak effect on the large scale dynamics of the magnetic field. Furthermore, as mentioned in Sec. III D, reversals observed in almost identical conditions in the VKS2h experiments follow a slightly different path in the phase space: at each polarity change a different path in phase space is selected which does not systematically get very close to the unstable fixed points Q and −Q. We will show next that the fixed points ϮP and ϮQ are also involved in other dynamical regimes observed in the vicinity of reversals in the parameter space and shown in Fig.  29 . For rotation frequencies ͑22,15͒ Hz-͉⌰͉ = 0.19-the magnetic field displays intermittent bursts in which the most probable value of the azimuthal field is roughly 20 G but bursts up to more than 100 G are observed ͓see Sec. III E, Fig. 23͑a͔͒ . For rotation frequencies ͑21,15͒Hz-͉⌰͉ = 0.17-the same type of dynamics occur, but in a symmetric fashion, both positive and negative values of the field being observed ͓Sec. III E, Fig. 25͑a͔͒ . A section of a phase space reconstruction is displayed in Fig. 29 for both regimes of bursts and field reversals. We observe that the asymmetric bursts occur from the unstable fixed point Q in the vicinity of which the signal is located most of the time, whereas symmetric burst involve the two unstable fixed points ϮQ. Therefore, these complex dynamics, as well as reversals, can be understood as resulting from the competition between different dynamo modes corresponding to the fixed points ϮP and ϮQ that bifurcate from stable to unstable in a small region of parameter space.
The different dynamical regimes of the magnetic field generated by the VKS flow thus display several characteristic features of low dimensional dynamical systems, besides fixed points and weakly anharmonic oscillations: global bifurcations from fixed points to a relaxation cycle ͑Fig. 28͒, chaotic bursts from unstable fixed points ͑Fig. 29͒. These dynamics can be understood as the ones resulting from the competition between a few nearly critical modes.
IV. CONCLUDING REMARKS
The experimental observations reported here make a first step toward a detail investigation of dynamo action and its dynamical regimes in laboratory experiments. This is an essential step between numerical simulations, still far from the realm of realistic fluid dynamos, and planetary and stellar dynamos.
The advantage of the von Kármán geometry investigated here is that fundamental features such as turbulence and global rotation are incorporated. As detailed here, the VKS experiment has brought the following new results:
͑a͒ When the flow is driven with exact counter-rotation, the observed dynamo cannot be explained by the action of the mean flow alone. Turbulence is essential. This is different from previous experiments for which the dynamo's essential features could be predicted by taking into account only the time-averaged flow. ͑b͒ When global rotation is added, a small variation in parameters has allowed for the first time the observation of rich dynamical regimes. Some of these, like intermittent reversals or regular oscillations, are strikingly similar to the behavior of the geomagnetic and solar magnetic fields. A noteworthy feature is that the geometry and time dynamics of these regimes are robust with respect to the turbulent fluctuations, known to be large inside the flow. The turbulent fluctuations do not induce intermittent transitions between magnetic regimes even though they lie in closely adjacent or even overlapping parameter ranges. 79 There are nevertheless still many open and intriguing questions left from the preliminary observations reported here. To quote but a few:
͑a͒ The effect of the soft-iron impellers. They do change profoundly the self-generation capacity of the flow since identical runs with stainless steel impellers have not self-generated in the same range of flow driving parameters. They may also select a particular type of dynamo. Induction measurements below threshold are indeed quite different from previous VKS observations with stainless steel drives. We finally note that, in two particular runs-at the first dynamo run and after some oscillatory dynamo regime-for which the setup magnetization was probably very low, regimes without dynamo action at ⌰ = 0 were observed above onset between R m = 31 ͑F = 16 Hz͒ and R m = 39 ͑F = 20 Hz͒. ͑b͒ The dynamics of the Lorentz force during the nonlinear saturation. The way in which it modifies the velocity field when a ͑u , B 0͒ state is reached must yet be FIG. 29 . ͑Color online͒ Plot of a cut in a phase space reconstruction ͓B ͑t͒ , B ͑t + ␦t͔͒ with ␦t = 1 s for three regimes: thick dashed black line for field reversals reported in Fig. 21 , the magnetic field being rescaled by an ad hoc factor accounting for the fact that the probe location is not in the midplane. The medium blue line is for symmetric bursts ͑F 1 = 21 Hz, F 2 = 15 Hz, ⌰ = 0.17͒ and the thin red line for asymmetric bursts ͑F 1 = 22 Hz, F 2 = 15 Hz, ⌰ = 0.19͒. In these last two plots the magnetic field is time averaged over 0.25 s to remove high frequency fluctuations.
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Phys. Fluids 21, 035108 ͑2009͒ studied, as well as how it acts in the dynamical regimes. ͑c͒ Also open is the interaction between the hydrodynamics and the magnetic field modes. The von Kármán flow displays slow time dynamics and transitions between different flow regimes. 78, [94] [95] [96] Finally, the question of dynamo generation in a fully homogeneous container is still an open question. Is the present VKS dynamo a nearly homogeneous dynamo? If the presence of soft-iron just reduces the dynamo threshold into the accessible experimental range without major modification of the nonlinear dynamics, the answer is clearly yes. However, if a coupling responsible for dynamo generation and characteristics, such as mode selection and dynamics, explicitly involves the distribution of ferromagnetic elements, then the VKS2 dynamo will have to be considered as an inhomogeneous one. Future experimental investigations in the VKS experiments are aimed at identifying the essential ingredients for dynamo generation in von Kármán flowsincluding the role of electrical and magnetic boundary conditions-and the implication of these elements on mode selection and dynamical properties.
