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1 Introduction
We study the Fibonacci substitution ϕ given by
ϕ : 0→ 01, 1→ 0.
The infinite Fibonacci word wF is the unique one-sided sequence (to the
right) which is a fixed point of ϕ:
wF = 0100101001 . . . .
We also consider one of the two two-sided fixed points xF of ϕ
2:
xF = . . . 01001001·0100101001 . . . .
The dynamical system generated by taking the orbit closure of xF under the
shift map σ is denoted by (Xϕ, σ).
The question we will be concerned with is: what are the substitutions η
which generate a symbolical dynamical system topologically isomorphic to
the Fibonacci dynamical system? Here topologically isomorphic means that
there exists a homeomorphism ψ : Xϕ → Xη, such that ψσ = σψ, where we
denote the shift on Xη also by σ. In this case (Xη , σ) is said to be conjugate
to (Xϕ, σ).
This question has been completely answered for the case of constant
length substitutions in the paper [2]. It is remarkable that there are only
finitely many injective primitive substitutions of length L which generate a
system conjugate to a given substitution of length L. Here a substitution
1
α is called injective if α(a) 6= α(b) for all letters a and b from the alphabet
with a 6= b. When we extend to the class of all substitutions, replacing L
by the Perron-Frobenius eigenvalue of the incidence matrix of the substi-
tution, then the conjugacy class can be infinite in general. See [5] for the
case of the Thue-Morse substitution. In the present paper we will prove
that there are infinitely many injective primitive substitutions with Perron-
Frobenius eigenvalue Φ = (1+
√
5)/2 which generate a system conjugate to
the Fibonacci system—see Theorem 5.1.
In the non-constant length case some new phenomena appear. If one has
an injective substitution α of constant length L, then all its powers αn will
also be injective. This is no longer true in the general case. For example,
consider the injective substitution ζ on the alphabet {1, 2, 3, 4, 5} given by
ζ : 1→ 12, 2→ 3, 3→ 45, 4→ 1, 5→ 23.
An application of Theorem 2.1 followed by a partition reshaping (see Sec-
tion 4) shows that the system (Xζ , σ) is conjugate to the Fibonacci system.
However, the square of ζ is given by
ζ2 : 1→ 123, 2→ 45, 3→ 123, 4→ 12, 5→ 345,
which is not injective. To deal with this undesirable phenomenon we in-
troduce the following notion. A substitution α is called a full rank sub-
stitution if its incidence matrix has full rank (non-zero determinant). This
is a strengthening of injectivity, because obviously a substitution which is
not injective can not have full rank. Moreover, if the substitution α has
full rank, then all its powers αn will also have full rank, and thus will be
injective.
Another phenomenon, which does not exist in the constant length case,
is that non-primitive substitutions ζ may generate uniquely defined minimal
systems conjugate to a given system. For example, consider the injective
substitution ζ on the alphabet {1, 2, 3, 4} given by
ζ : 1→ 12, 2→ 31, 3→ 4, 4→ 3.
With the partition reshaping technique from Section 4 one can show that the
system (Xζ , σ) is conjugate to the Fibonacci system (ignoring the system on
two points generated by ζ). In the remainder of this paper we concentrate
on primitive substitutions.
The structure of the paper is as follows. In Section 2 we show that all
systems in the conjugacy class of the Fibonacci substitution can be obtained
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by letter-to-letter projections of the systems generated by so-called N -block
substitutions. In Section 3 we give a very general characterization of sym-
bolical dynamical systems in the Fibonacci conjugacy class, in the spirit of a
similar result on the Toeplitz dynamical system in [4]. In Section 4 we intro-
duce a tool which admits to turn non-injective substitutions into injective
substitutions. This is used in Section 5 to show that the Fibonacci class has
infinitely many primitive injective substitutions as members. In Section 6
we quickly analyse the case of a 2-symbol alphabet. Sections 7 and 8 give
properties of maximal equicontinuous factors and incidence matrices, which
are used to analyse the 3-symbol case in Section 9. In the final Section 10
we show that the system obtained by doubling the 0’s in the infinite Fi-
bonacci word is conjugate to the Fibonacci dynamical system, but can not
be generated by a substitution.
2 N-block systems and N-block substitutions
For any N the N -block substitution θˆN of a substitution θ is defined on an
alphabet of pθ(N) symbols, where pθ(·) is the complexity function of the
language Lθ of θ (cf. [13, p. 95]). What is not in [13], is that this N -block
substitution generates the N -block presentation of the system (Xθ, σ).
We denote the letters of the alphabet of the N -block presentation by
[a1a2 . . . aN ], where a1a2 . . . aN is an element from LNθ , the set of words of
length N in the language of θ. The N -block presentation (X
[N ]
θ , σ) emerges
by applying an sliding block code Ψ to the sequences of Xθ, so Ψ is the map
Ψ(a1a2 . . . aN ) = [a1a2 . . . aN ].
We denote by ψ the induced map from Xθ to X
[N ]
θ :
ψ(x) = . . .Ψ(x−N , . . . , x−1)Ψ(x−N+1, . . . , x0) . . . .
It is easy to see that ψ is a conjugacy, where the inverse is π0 induced by
the 1-block map (also denoted π0) given by π0([a1a2 . . . aN ]) = a1.
The N -block substitution θˆN is defined by requiring that for each word
a1a2 . . . aN the length of θˆN([a1a2 . . . aN ]) is equal to the length L1 of θ(a1),
and the letters of θˆN ([a1a2 . . . aN ]) are the Ψ-codings of the first L1 consec-
utive N -blocks in θ(a1a2 . . . aN ).
Theorem 2.1 Let θˆN be the N -block substitution of a primitive substitution
θ. Let (X
[N ]
θ , σ) be the N -block presentation of the system (Xθ, σ). Then
the set X
[N ]
θ equals XθˆN .
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Proof: Let x be a fixed point of θ, and let y = ψ(x), where ψ is the
N -block conjugacy, with inverse π0. The key equation is π0 θˆN = θ π0. This
implies
π0 θˆN (y) = θ π0(y) = θ π0(ψ(x)) = θ(x) = x.
Applying ψ on both sides gives θˆN(y) = ψ(x) = y, i.e., y is a fixed point
of θˆN . But then X
[N ]
θ = XθˆN , by minimality of X
[N ]
θ . ✷
It is well known (see, e.g., [13, p. 105]) that pϕ(N) = N + 1, so for the
Fibonacci substitution ϕ the N -block substitution ϕˆN is a substitution on
an alphabet of N + 1 symbols.
We describe how one obtains ϕˆ2. We have L2ϕ = {00, 01, 10}. Since 00
and 01 start with 0, and 10 with 1, we obtain
ϕˆ2 : [00] 7→ [01][10], [01] 7→ [01][10], [10] 7→ [00],
reading off the consecutive 2-blocks from ϕ(00) = 0101, ϕ(01) = 010 and
ϕ(10) = 001. It is useful to recode the alphabet {[00], [01], [10]} to the
standard alphabet {1, 2, 3}. We do this in the order in which they appear for
the first time in the infinite Fibonacci word wF— we call this the canonical
coding, and will use the same principle for all N . For N = 2 this gives
[01]→ 1, [10]→ 2, [00]→ 3. Still using the notation ϕˆ2 for the substitution
on this new alphabet, we obtain
ϕˆ2(1) = 12 ϕˆ2(2) = 3, ϕˆ2(3) = 12.
In this way the substitution is in standard form (cf. [2] and [6]).
3 The Fibonacci conjugacy class
Let Fn for n = 1, 2, . . . be the Fibonacci numbers
F1 = 1, F2 = 1, F3 = 2, F4 = 3, F5 = 5, . . . .
Theorem 3.1 Let (Y, σ) be any subshift. Then (Y, σ) is topologically con-
jugate to the Fibonacci system (Xϕ, σ) if and only if there exist n ≥ 3 and
two words B0 and B1 of length Fn and Fn−1, such that any y from Y is
a concatenation of B0 and B1, and moreover, if · · ·Bx
−1Bx0Bx1 · · ·Bxk · · ·
is such a concatenation, then x = (xk) is a sequence from the Fibonacci
system.
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Proof: First let us suppose that (Y, σ) is topologically isomorphic to the
Fibonacci system. By the Curtis-Hedlund-Lyndon theorem, there exists an
integer N such that Y is obtained by a letter-to-letter projection π from
the N -block presentation (X
[N ]
ϕ , σ) of the Fibonacci system. Now if B0 and
B1 are two decomposition blocks of sequences from X
[N ]
ϕ of length Fn and
Fn−1, then π(B0) and π(B1) are decomposition blocks of sequences from Y
with lengths Fn and Fn−1, again satisfying the concatenation property. So
it suffices to prove the result for X
[N ]
ϕ . Note that we may suppose that the
integers N pass through an infinite subsequence; we will use N = Fn,where
n = 3, 4, . . . . Useful to us are the singular words wn introduced in [15]. The
wn are the unique words of length Fn+1 having a different Parikh vector
from all the other words of length Fn+1 from the language of ϕ. Here
w1 = 1, w2 = 00, w3 = 101, and for n ≥ 4
wn = wn−2wn−3wn−2.
The set of return words of wn has only two elements which are un = wnwn+1
and vn = wnwn−1 (see page 108 in [8]). The lengths of these words are
|un| = Fn+3 and |vn| = Fn+2. Let w−n be wn with the last letter deleted.
Define for n ≥ 5
B0 = Ψ(un−3w
−
n−3), B1 = Ψ(vn−3w
−
n−3),
where Ψ is the N -block code from LNϕ to Lϕ[N] , with N = Fn−2. Then these
blocks have the right lengths, and by Theorem 2.11 in [8], the two return
words partition the infinite Fibonacci word wF according to the infinite
Fibonacci word—except for a prefix rn,0:
wF = rn,0unvnununvnun . . . .
By minimality this property carries over to all two-sided sequences in the
Fibonacci dynamical system.
For the converse, let Y be a Fibonacci concatenation system as above.
Let C0 = ϕ
n−2(0) and C1 = ϕ
n−2(1). We define a map g from (Y, σ) to a
subshift of {0, 1}Z by
g : · · ·Bx
−1Bx0Bx1 · · ·Bxk · · · 7→ · · ·Cx−1Cx0Cx1 · · ·Cxk · · · ,
respecting the position of the 0th coordinate. Since |C0| = |B0| and |C1| =
|B1|, g commutes with the shift. Also, g is obviously continuous. Moreover,
since for any sequence x in the Fibonacci system ϕn−2(x) is again a sequence
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in the Fibonacci system, g(Y ) ⊆ Xϕ. So, by minimality, (Xϕ, σ) is a factor
of (Y, σ). Since g is invertible, with continuous inverse, (Y, σ) is in the
conjugacy class of the Fibonacci system. ✷
Example The case (Fn, Fn−1) = (13, 8). Then n = 7, so we have to
consider the singular word w4 = 00100 of length 5.
The set of 5-blocks is {01001, 10010, 00101, 01010, 10100, 00100}.
These will be coded by the canonical coding Ψ to the standard alpha-
bet {1, 2, 3, 4, 5, 6}. Note that Ψ(w4) = 6. Further, w3 = 101 and w5 =
10100101. So un = 0010010100101 and vn = 00100101. Applying Ψ gives
the two decomposition blocks B0 = 6123451234512 and B1 = 61234512.
4 Reshaping substitutions
We call a language preserving transformation of a substitution a reshap-
ing. An example is the prefix-suffix change used in [5]. Here we consider a
variation which we call a partition reshaping.
We give an example of this technique. Take the N -block representation
of the Fibonacci system for N = 4. All five 4-blocks occur consecutively at
the beginning of the Fibonacci word wF as {0100, 1001, 0010, 0101, 1010}.
The canonical coding to {1, 2, 3, 4, 5} gives the 4-block substitution ϕˆ4:
ϕˆ4 : 1→ 12, 2→ 3, 3→ 45, 4→ 12, 5→ 3.
Its square is equal to
ϕˆ24 : 1→ 123, 2→ 45, 3→ 123, 4→ 123, 5→ 45.
Since the two blocks B0 = 123 and B1 = 45 have no letters in common this
permits to do a partition reshaping. Symbolically this can be represented
by
Table 1: Partition reshaping.
1 2 3 4 5
↓ ↓ ↓ ↓ ↓
1 2 3 4 5 1 2 3
1 2 ‖ 3 4 ‖ 5 1 ‖ 2 3 ‖
Here the third line gives the images ϕˆ4(B0) = ϕˆ4(123) = 12345 and
ϕˆ4(B1) = ϕˆ4(45) = 123; the fourth line gives a another partition of these two
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words in three, respectively two subwords from which the new substitution
η can be read of:
η : 1→ 12, 2→ 34, 3→ 5, 4→ 1, 5→ 23.
What we gain is that the partition reshaped substitution η generates the
same language as ϕˆ4, but that η is injective—it is even of full rank.
5 The Fibonacci class has infinite cardinality
Theorem 5.1 There are infinitely many primitive injective substitutions
with Perron-Frobenius eigenvalue the golden mean that generate dynamical
systems topologically isomorphic to the Fibonacci system.
We will explicitly construct infinitely many primitive injective substitu-
tions whose systems are topologically conjugate to the Fibonacci system.
The topological conjugacy will follow from the fact that the systems are
N -block codings of the Fibonacci system, where N will run through the
numbers Fn − 1. As an introduction we look at n = 5, i.e., we consider the
blocks of length N = F5−1 = 4. With the canonical coding of the N -blocks
we obtain the 4-block substitution ϕˆ4—see Section 4:
ϕˆ4 : 1→ 12, 2→ 3, 3→ 45, 4→ 12, 5→ 3.
An interval I starting with a ∈ A is a word of length L of the form
I = a, a+ 1, ..., a + L− 1.
Note that ϕˆ4(123) = 12345, and ϕˆ4(45) = 123, and these four words are
intervals.
This is a property that holds in general. First we need the fact that the
first Fn words of length Fn − 1 in the fixed point of ϕ are all different. This
result is given by Theorem 2.8 in [3]. We code these N + 1 words by the
canonical coding to the letters 1, 2, . . . , Fn. We then have
ϕˆN (12...Fn−1) = 12 . . . Fn, ϕˆN (Fn−1+ 1, . . . Fn) = 12 . . . Fn−1. (1)
This can be seen by noting that π0ϕˆ
n
N = ϕ
nπ0, for all n, and that the fixed
point of ϕ starts with ϕn−2(0)ϕn−3(0).
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We continue for n ≥ 5 with the construction of a substitution η = ηn
which is a partition reshaping of ϕˆN . The Fn letters in the alphabet A
[N ]
are divided in three species, S, M and L (for Small, Medium and Large).
S := 1, ..., Fn−3, M := Fn−3 + 1, ..., Fn−1, L := Fn−1+ 1, ..., Fn.
Note that CardM = Fn−1 − Fn−3 = Fn−2 = Fn − Fn−1 = CardL.
An important role is played by aM := Fn−3+1, the smallest letter in M,
and aL := Fn−1 + 1, the smallest letter in L.
For the letters in M (except for aM) the rules are very simple:
η(a) = a+ Fn−2
(i.e., a single letter obtained by addition of the two integers). The first letter
in M has the rule
η(aM) = η(Fn−3+ 1) = Fn−1, Fn−1+ 1 = Fn−1, aL.
The images of the letters in L are intervals of length 1 or 2, obtained from a
partition of the word 12 . . . Fn−1. Their lengths are coming from ϕ
n−4(0), ro-
tated once (put the 0 in front at the back). This word is denoted ρ(ϕn−4(0)).
The choice of this word is somewhat arbitrary, other choices would work.
The properties of v := ρ(ϕn−4(0)) which matter to us are
(V1) ℓ := |v| = Fn−2.
(V2) v1 = 1, vℓ = 0.
(V3) v does not contain any 11.
Now the images of the letters in L are determined by v according to the
following rule: |η(aL + k − 1)| = 2 − vk, for all k = 1, . . . , Fn−2. Note that
this implies in particular that for all n ≥ 5 one has by property (V2)
η(aL) = η(Fn−1+ 1) = 1, η(Fn) = Fn−1 − 1, Fn−1.
The images of the letters in S are then obtained by choosing the lengths
of the η(a) in such a way that the largest common refinement of the induced
partitions of the images of S and L is the singleton partition.
Example The case n = 7, so Fn = 13, Fn−1 = 8, and Fn−2 = 5.
Then S = {1, 2, 3}, M = {4, 5, 6, 7, 8}, L = {9, 10, 11, 12, 13}.
Rules for M: 4→ 89, 5→ 10, 6→ 11, 7→ 12, 8→ 13. Now
ϕ3(0) = 01001 ⇒ v = 10010 ⇒ the partition is 1|23|45|6|78.
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This partition gives the following rules for L:
9→ 1, 10→ 23, 11→ 45, 12→ 6, 13→ 78.
The induced partition for the images of the letters in S is |12|34|567|8, yield-
ing rules
1→ 12, 2→ 34, 3→ 567.
In summary we obtain the substitution η = η7 given by :
S :


1 → 1, 2
2 → 3, 4
3 → 5, 6, 7
M :


4 → 8, 9
5 → 10
6 → 11
7 → 12
8 → 13
L :


9 → 1
10 → 2, 3
11 → 4, 5
12 → 6
13 → 7, 8.
The substitution η is primitive because you ‘can go’ from the letter 1 to any
letter and from any letter to the letter 1. This gives irreducibility; there is
primitivity because periodicity is impossible by the first rule 1→ 1, 2.
The substitution η has full rank because any unit vector
ea = (0, . . . , 0, 1, 0, . . . , 0)
is a linear combination of rows of the incidence matrix Mη of η. For a ∈
L \ {9} this combination is trivial, and for the other letters this is exactly
forced by the choice of lengths in such a way that the largest common
refinement of the induced partitions of the images of S and L is the singleton
partition. In more detail: denote the ath row of Mη by Ra. Then e1 = R9,
and thus e2 = R1 −R9, e3 = R10 − e2 = R10 −R1 +R9, etc.
The argument yielding the property of full rank will hold in general for
all n ≥ 5. To prove primitivity for all n we need some more details.
Proposition 5.1 The substitution η = ηn is primitive for all n ≥ 5.
Proof: The proposition will be proved if we show that for all a ∈ A the
letter a will occur in some iteration ηk(1), and conversely, that for all a ∈ A
the letter 1 will occur in some iteration ηk(a). The first part is easy to see
from the fact that η(1) = 1, 2 and that η2(1, . . . , Fn−2) = 1, . . . , Fn− 1, plus
η2(aM) = Fn, 1. For the second part, we show that A) for any a ∈ M∪L a
letter from S will occur in ηk(a) in k ≤ Card M∪L steps (see Lemma 5.1)
and B), that for any a ∈ S the letter 1 will occur in ηk(a) in k ≤ 2Card A
steps (see Lemma 5.2). ✷
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Lemma 5.1 Let f : A→ A be the map that assigns the first letter of η2(a)
to a. Then f is strictly decreasing on L ∪ M\{aM}.
Proof: First we consider f on L. We have
η2(aL . . . Fn) = η(1, . . . , Fn−1 − 1, Fn−1) = 1 . . . Fn.
Since
η2(Fn) = η(Fn−1 − 1, Fn−1) = Fn−1 − 1 + Fn−2, Fn−1 + Fn−2 = Fn − 1, Fn,
we obtain f(Fn) = Fn − 1 < Fn. This implies that also the previous letters
in L are mapped by f to a smaller letter.
Next we consider f on M\{aM}. Here
η2(aM + 1, . . . , Fn−1) = η(aL + 1, . . . , Fn) = 2, 3, . . . , Fn−1.
Now
η2(Fn−1) = η(Fn) = Fn−1 − 1, Fn−1.
So we obtain f(Fn−1) = Fn−1 − 1 < Fn−1. This implies that also the
previous letters in M are mapped by f to a smaller letter. ✷
Lemma 5.2 For all a ∈ S there exists k ≤ 2CardA such that the letter 1
occurs in ηk(a).
Proof: The substitution η2 maps intervals I to intervals η2(I), provided I
does not contain aM or aL. By construction, since the η(b) for b ∈ L have
length 1 or 2, the length of η(a) for a ∈ S is 2 or 3, and so η(a) contains
a word c, c + 1 for some c ∈ A. Since ρϕ(n−4)(0) does not contain two
consecutive 1’s (property (V3)), the image η2(c, c+1) has at least length 3.
Since1 any word of length at least 3 in the language of η contains an interval
of length 2, the length increases by at least 1 if you apply η2. It follows that
for all n ≥ 5 and all a ∈ S one has |η2n+1(a)| ≥ n + 2. But then after less
than CardA steps a letter aM or a letter aL must occur in η
2n+1(a). This
implies that the letter 1 occurs in η2n+3(a), since both η2(aM) and η
2(aL)
contain a 1. ✷
1This follows from the fact that any word in the language of η occurs in some concate-
nation of the two words 12 . . . Fn and 12 . . . Fn−1.
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6 The 2-symbol case
The eigenvalue group of the Fibonacci system is the rotation over the small
golden mean γ = (
√
5−1)/2 on the unit circle, and any system topologically
isomorphic to the Fibonacci system must have an incidence matrix with
Perron Frobenius eigenvalue the golden mean or a power of the golden mean
(cf. [12, Section 7.3.2]). Thus, modulo a permutation of the symbols, on
an alphabet of two symbols the incidence matrix with Perron-Frobenius
eigenvalue the golden mean has to be ( 1 11 0 ) . There are two substitutions
with this incidence matrix: Fibonacci ϕ, and reverse Fibonacci ϕR, defined
by
ϕR : 0→ 10, 1→ 0.
These two substitutions are essentially different, as they have different stan-
dard forms (see [6] for the definition of standard form).
However, it follows directly from Tan Bo’s criterion in his paper [14] that
ϕR and ϕ have the same language
2, but then they also generate the same
system. Conclusion: the conjugacy class of Fibonacci with Perron-Frobenius
eigenvalue the golden mean restricted to two symbols consists of Fibonacci
and reverse Fibonacci.
7 Maximal equicontinuous factors
Let T be the mapping from the unit circle Z to itself defined by Tz = z+ γ
mod 1, where γ is the small golden mean. This, being an irrational rotation,
is indeed an equicontinuous dynamical system – the usual distance metric is
an invariant metric under the mapping. The factor map from the Fibonacci
dynamical system (Xϕ, σ) to (Z, T ) is given by requiring that the cylinder
sets {x : x0 = 0} and {x : x0 = 1} are mapped to the intervals [0, γ] and
[γ, 1] respectively, and requiring equivariance. If we take any point of Z not
of the form nγ mod 1 (n any integer), then the corresponding sequence is
unique. If, however, we use an element in the orbit of γ, then for this point
there will be two codes, a “left” one and a “right” one.
We want to understand more generally why two or more points map to
a single point. Suppose x and y are two points of a system (X,σ) that map
to two points x′ and y′ in an equicontinuous factor. Then for any power of
T (the map of the factor system) the distance between T n(x′) and T n(y′) is
just equal to the distance between x′ and y′. So x and y map to the same
2This follows also directly from the well-known formula ϕR
2n(0) 10 = 01ϕ2n(0) for all
n ≥ 1 (see [1, p.17]).
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point x′ if either all xn and yn are equal for sufficiently large n, or all xn and
yn are equal for sufficiently large −n. We say that x and y are respectively
right asymptotic or left asymptotic
A pair of letters (b, a) is called a cyclic pair of a substitution α if ba is
an element of the language of α, and for some integer m
αm(b) = . . . b and αm(a) = a . . . .
Such a pair gives an infinite sequence of words αmk(ba) in the language
of α, which—if properly centered—converge to an infinite word which is a
fixed point of αm. With a slight abuse of notation we denote this word by
α∞(b) · α∞(a).
For the Fibonacci substitution ϕ, (0, 0) and (1, 0) are cyclic pairs, and
the two synchronized points ϕ∞(0) · ϕ∞(0) and ϕ∞(1) · ϕ∞(0), are right
asymptotic so they map to the same point in the equicontinuous factor.
Because of these considerations we now define Z-triples. Let η be a
primitive substitution. Call three points x, y, and z in Xη a Z-triple if they
are generated by three cyclic pairs of the form (b, a), (b, d) and (c, d), where
a, b, c, d ∈ A. Then x, y, and z are mapped to the same point in the maximal
equicontinuous factor.
Theorem 7.1 Let (Xη , σ) be any substitution dynamical system topolog-
ically isomorphic to the Fibonacci dynamical system. Then there do not
exist Z-triples in Xη.
Proof: Since (Xη, σ) is topologically isomorphic to (Xϕ, σ), its maximal
equicontinuous factor is (Z, T ), and the factor map is at most 2-to-1. Sup-
pose (b, a), (b, d) and (c, d) gives a Z-triple x, y, z in Xη. Noting that
x = η∞(b) · η∞(a), y = η∞(b) · η∞(d)
are left asymptotic, and y = η∞(b) · η∞(d) and z = η∞(c) · η∞(d) are right
asymptotic, this would give a contradiction. ✷
Example Let η be the substitution given by
η : 1→ 12, 2→ 34, 3→ 5, 4→ 1, 5→ 23.
Then η generates a system that is topologically isomorphic to the Fibonacci
system (η is the substitution at the end of Section 4). Quite remarkably, η6
admits 5 fixed points generated by the cyclic pairs (1, 2), (2, 3), (3, 1), (4, 5)
and (5, 1). Note however, that no three of these form a Z-triple.
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8 Fibonacci matrices
Let Fr be the set of all non-negative primitive r × r integer matrices, with
Perron-Frobenius eigenvalue the golden mean Φ = (1 +
√
5)/2.
We have seen already that F2 consists of the single matrix ( 1 11 0 ) .
Theorem 8.1 The class F3 essentially consists of the three matrices(
0 1 0
1 0 1
1 1 0
)
,
(
0 1 0
0 0 1
1 2 0
)
,
(
0 1 0
1 0 1
1 0 1
)
.
Here essentially means that in each class of 6 matrices corresponding
to the permutations of the r = 3 symbols, one representing member has
been chosen (actually corresponding to the smallest standard form of the
substitutions having that matrix).
Proof: Let M be a non-negative primitive 3 × 3 integer matrix, with
Perron-Frobenius eigenvalue the golden mean Φ = (1 +
√
5)/2. We write
M =


a b c
d e f
g h i

 .
The characteristic polynomial of M is χM (u) = u
3 − Tu2 + Fu−D, where
T = a+ e+ i is the trace of M , and
F = ae+ai+ei−bd−cg−fh, D = aei+bfg+cdh−afh−bdi−ceg. (2)
Of course D is the determinant of M . Since Φ is an eigenvalue of M , and
we consider matrices over the integers, u2 − u− 1 has to be a factor of χM .
Performing the division we obtain
χM (u) =
(
u− (T − 1))(u2 − u− 1),
and requiring that the remainder vanishes, yields
F = T − 2, D = 1− T. (3)
Note that the third eigenvalue equals λ3 = T−1. From the Perron-Frobenius
theorem follows that this has to be smaller than Φ in absolute value, and
since it is an integer, only λ3 = −1, 0, 1 are possible. Thus there are only 3
possible values for the trace of M : T = 0, T = 1 and T = 2.
The smallest row sum of M has to be smaller than the PF-eigenvalue
Φ (well known property of primitive non-negative matrices). Therefore M
has to have one of the rows (0, 0, 1), (0, 1, 0) or (0, 0, 1). Also, because of
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primitivity ofM , the 1 in this row can not be on the diagonal. By performing
permutation conjugacies of the matrix we may then assume that M has the
form
M =


0 1 0
d e f
g h i

 .
The equation (2) combined with (3) then simplifies to
T − 2 = F = ei− d− fh, 1− T = D = fg − di. (4)
Case T = 0
In this case e = i = 0, so (4) simplifies to
− 2 = F = −d− fh, 1 = D = fg. (5)
Then f = g = 1, and so d + h = 2. This gives three possibilities leading to
the matrices
(
0 1 0
1 0 1
1 1 0
)
,
(
0 1 0
0 0 1
1 2 0
)
,
(
0 1 0
2 0 1
1 0 0
)
.
Here the third matrix is permutation conjugate to the second one.
Case T = 1
In this case e = 1, i = 0, or e = 0, i = 1.
First case: e = 1, i = 0. Now (4) simplifies to
− 1 = F = −d− fh, 0 = D = fg. (6)
Then g = 0, since f = 0 is not possible because of primitivity. But g = 0
also contradicts primitivity, as d+ fh = 1, gives either d = 0 or h = 0.
Second case: e = 0, i = 1. Now (4) simplifies to
− 1 = F = −d− fh, 0 = D = fg − d. (7)
Then d = 0 would imply that f = h = 1. But, as g > 0 because of
primitivity, we get a contradiction with fg = d = 0.
On the other hand, if d > 0, then d = 1 and f = 0 or h = 0. But
fg = d = 1 gives f = g = 1, so h = 0, and we obtain the matrix
(
0 1 0
1 0 1
1 0 1
)
.
Case T = 2
In this case (4) becomes
0 = F = ei− d− fh, −1 = D = fg − di. (8)
Since ei = 0 would lead to f = 0, which is not allowed by primitivity, what
remains is e = 1, i = 1. Then, substituting d = fg + 1 in the first equation
gives 0 = f(g + h). But both f = 0 and g = h = 0 contradict primitivity.
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Final conclusion: there are three matrices in F3, modulo permutation
conjugacies. ✷
Remark It is well-known that the PF-eigenvalue lies between the smallest
and the largest row sum of the matrix. One might wonder whether this
largest row sum is bounded for the class F = ∪rFr. Actually the class Fr
contains matrices with some row sum equal to r − 1 for all r ≥ 3: take the
matrix M with M1,j = 1 for j = 2, . . . , r, M2,2 = 1 and Mi,i+1 = 1, for
i = 2, . . . , r − 1, Mr,1 = 1 and all other entries 0.
Now note that (1,Φ, ...,Φ) is a left eigenvector of M with eigenvalue Φ
(since Φ2 = 1+Φ). Since the eigenvector has all entries positive, it must be
a PF-eigenvector (well known property of primitive, non-negative matrices),
and hence M is in Fr.
9 The 3-symbol case
Theorem 9.1 There are two primitive injective substitutions η and ζ on a
three letter alphabet {a, b, c} that generate dynamical systems topologically
isomorphic to the Fibonacci system. These are given3 by
η(a) = b, η(b) = ca, η(c) = ba, ζ(a) = b, ζ(b) = ac, ζ(c) = ab.
Proof: The possible matrices for candidate substitutions are given in Theo-
rem 8.1. Let us consider the first matrix
(
0 1 0
1 0 1
1 1 0
)
. There are four substitutions
with this matrix as incidence matrix:
η1 : a→ b, b→ ca, c→ ba, η2 : a→ b, b→ ca, c→ ab,
η3 : a→ b, b→ ac, c→ ba, η4 : a→ b, b→ ac, c→ ab,
Here η1 = η. To prove that the system of η is conjugate to the Fibonacci
system consider the letter-to-letter map π given by
π(a) = 1, π(b) = π(c) = 0.
Then π maps Xη onto Xϕ, because πη = ϕπ. Moreover, π is a conjugacy,
since if x 6= y and π(x) = π(y), then there is a k such that xk = b and
yk = c. But the words of length 2 in the language of η are ab, ba, bc and ca,
implying that xk−1 = a and yk−1 = b, contradicting π(x) = π(y).
3Standard forms: replace a, b, c by 1, 2, 3.
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Since ζ is the time reversal of η, and we know already that the system
of ϕR is conjugate to the Fibonacci system, the system generated by η4 =
ζ = ηR is conjugate to the Fibonacci system.
It remains to prove that η2 and η3 generate systems that are not con-
jugate to the Fibonacci system. Again, since η3 is the time reversal of η2,
it suffices to do this for η2. The language of η2 contains the words ab, bb
and bc. These words generate fixed points of η62 in the usual way. But these
three fixed points form a Z-triple, implying that the system of η2 can not
be topologically isomorphic to the Fibonacci system (see Theorem 7.1).
The next matrix we have to consider is
(
0 1 0
0 0 1
1 2 0
)
. There are three substi-
tutions with this matrix as incidence matrix:
η1 : a→ b, b→ c, c→ abb, η2 : a→ b, b→ c, c→ bab,
η3 : a→ b, b→ c, c→ bba.
Again, the system of η1 contains a Z-triple generated by ab, bb and bc. So
this system is not conjugate to the Fibonacci system, and neither is the one
generated by η3 (time reversal of η1). The system generated by η2 behaves
similarly to the Fibonacci system, but is has an eigenvalue −1 (it has a
two-point factor via the projection a, c→ 0, b→ 1.)
Finally, we have to consider the matrix
(
0 1 0
1 0 1
1 0 1
)
. There are four substitu-
tions with this matrix as incidence matrix:
η1 : a→ b, b→ ac, c→ ac, η2 : a→ b, b→ ac, c→ ca,
η3 : a→ b, b→ ca, c→ ac, η4 : a→ b, b→ ca, c→ ca.
Here η1 and η4 generate systems conjugate to the Fibonacci system, but the
substitutions are not injective. The substitution η2 has all 9 words of length
2 in its language, and all of these generate fixed points of η62 . So the system
of η2 is certainly not topologically isomorphic to the Fibonacci system. The
proof is finished, since η3 is the time reversal of η2. ✷
10 Letter-to-letter maps
By the Curtis-Hedlund-Lyndon theorem all members in the conjugacy class
of the Fibonacci system can be obtained by applying letter-to-letter maps
π to N -block presentations (X [N ], σ). Here we analyse the case N = 2. The
2-block presentation of the Fibonacci system is generated by (see Section 2)
the 2-block substitution
ϕˆ2(1) = 12 ϕˆ2(2) = 3, ϕˆ2(3) = 12.
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There are (modulo permutations of the symbols) three letter-to-letter maps
from {1, 2, 3} to {0, 1}. Two of these project onto the Fibonacci system, as
they are projections on the first respectively the second letter of the 2-blocks.
The third is π given by
π(1) = 0, π(2) = 0, π(3) = 1.
What is the system (Y, σ) with Y = π
(
X [2]
)
?
First note that (Y, σ) is conjugate to the Fibonacci system since π is
clearly invertible. Secondly, we note that the points in Y can be obtained
by doubling the 0’s in the points of the Fibonacci system. This holds because
π(12) = 00, π(3) = 1, but also
π(ϕˆ2(12)) = π(123) = 001, π(ϕˆ2(3)) = π(12) = 00.
Thirdly, we claim that the system (Y, σ) cannot be generated by a substi-
tution. This follows from the fact that the sequences in Y contain the word
0000, but no other fourth powers. This is implied by the 4th power free-ness
of the Fibonacci word, proved in [10].
A fourth property is that the sequence y+ obtained by doubling the 0’s
in wF, where wF is the infinite Fibonacci word is given by
y+n = [(n+ 2)Φ]− [nΦ]− [2Φ], for n ≥ 1,
according to [11], and [9] (here [·] denotes the floor function).
Finally we remark that Durand shows in the paper [7] that the Fibonacci
system is prime modulo topological isomorphism, and ignoring finite factors
and rotation factors. This implies that all the projections are automatically
invertible, if the projected system is not finite.
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