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Zusammenfassung
Diese Arbeit befasst sich mit der Frage, wie sich verschiedene Clu-
sterverfahren im Falle imputierter fehlender Werte verhalten. Um diese
Frage beantworten zu ko¨nnen, wird eine Simulationsstudie mit ver-
schiedenen Datensa¨tzen durchgefu¨hrt. Die Datensa¨tze sind jeweils aus
verschiedenen Gruppen zusammengesetzt, die durch die Clusterver-
fahren gefunden werden sollen. In diesen Datensa¨tzen werden fehlende
Werte erzeugt und anschließend mithilfe der multiplen Imputation wie-
der imputiert. Auf Grundlage des urspru¨nglichen Datensatz bzw. der
imputierten Datensa¨tze werden verschiedene Clusterverfahren ange-
wendet und die Vera¨nderungen der Ergebnisse betrachtet. Als prima¨res
Bewertungskriterium dient dabei die Genauigkeit, die sich durch den
Anteil der richtig klassifizierten Objekte widerspiegelt. Dabei stellt sich
heraus, dass partitionierende und modellbasierte Clusterverfahren im
Falle imputierter Datensa¨tze besser fu¨r eine Clusteranalyse geeignet
sind als hierarchische Clusterverfahren. Die Imputation fu¨hrt aber stets
zur Abnahme der Genauigkeit. Entha¨lt der Datensatz gemischt skalier-
te Variablen, so scheint bei keinen der angewandten Clusterverfahren
eine Clusteranalyse Sinn zu machen, da die Genauigkeiten durch die
Imputation stark vera¨ndert werden.
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1 EINLEITUNG
1 Einleitung
Eine Clusteranalyse wird immer dann durchgefu¨hrt, wenn es darum geht, in
einer heterogenen Gruppe von Objekten kleinere, homogene Teilgesamthei-
ten (sogenannte Cluster) zu finden. Sie umfasst eine Vielzahl verschiedener
Verfahren, die das Auffinden der Cluster ermo¨glichen. Anwendung findet
die Clusteranalyse in vielen Bereichen der Wissenschaft, sei es um in der
Chemie Typologien zu erstellen oder in der Marktforschung verschiedene
Konsumentengruppen zu bilden. All diese Verfahren basieren auf vollsta¨ndig
beobachteten Datensa¨tzen. Objekte, die fehlende Werte aufweisen, ko¨nnen
keiner Gruppe zugeordnet werden. Doch leider sind in der Realita¨t viele
Datensa¨tze von fehlenden Werten betroffen. Will man jedoch auch Objekte
mit fehlenden Beobachtungen einer Gruppe zuordnen, muss man fu¨r diese
fehlenden Werte passende Ersatzwerte finden bzw. imputieren. Fu¨r die Im-
putation fehlender Beobachtungen steht ebenfalls ein weites Spektrum an
Methoden zur Verfu¨gung. Sie ermo¨glichen es, unvollsta¨ndige Datensa¨tze zu
vervollsta¨ndigen und somit auch die Durchfu¨hrung einer Clusteranalyse.
In dieser Arbeit soll untersucht werden, wie sich verschiedene Clusterver-
fahren verhalten, wenn fehlende Daten imputiert werden. Dies geschieht
mithilfe einer Simulationsstudie, in der man anhand selbst erzeugter Da-
ten bestimmte statistische Verfahren untersucht, welche in diesem Fall un-
terschiedliche Clusterverfahren sind. Dazu werden in Kapitel 2 Datensa¨tze
erzeugt, die jeweils aus verschiedenen Gruppen bestehen. Anschließend wer-
den in Kapitel 3 fehlende Werte in diesen Datensa¨tzen erzeugt und allgemein
geschildert, was genau unter fehlenden Daten verstanden wird. In Kapitel 4
werden verschiedene Imputationsverfahren beschrieben und daraufhin wer-
den fehlende Daten mithilfe der multiplen Imputation imputiert. In Kapitel
5 werden die einzelnen Clusterverfahren vorgestellt, die untersucht werden.
Schließlich werden die Ergebnisse der einzelnen Clusterverfahren vor und
nach der Imputation verglichen und in Kapitel 6 dargestellt. Hier wird die
Auswirkung der Imputation auf die einzelnen Verfahren untersucht.
Ziel der Arbeit ist es nun herauszufinden, ob sich manche Clusterverfahren
im Falle imputierter Datensa¨tze besser oder schlechter fu¨r eine Clusterana-
lyse eignen als andere. Zudem soll ermittelt werden, inwiefern es u¨berhaupt
sinnvoll ist, eine Clusteranalyse auf Basis imputierter Datensa¨tze durch-
zufu¨hren.
8
1 EINLEITUNG
9
2 ERZEUGUNG DER DATENSA¨TZE
2 Erzeugung der Datensa¨tze
In diesem Kapitel werden die einzelnen Datensa¨tze beschrieben, auf denen
die Simulationsstudie basiert. In diesen Datensa¨tzen werden spa¨ter fehlende
Werte erzeugt und wieder imputiert, um anschließend das Verhalten ver-
schiedener Clusterverfahren vor und nach Imputation fehlender Daten ana-
lysieren zu ko¨nnen. Die erzeugten Datensa¨tze unterscheiden sich in ihrer
Verteilung, in den Korrelationen zwischen den einzelnen Variablen, in den
einzelnen Gruppengro¨ßen sowie in der Anzahl an Gruppen(Cluster). Außer-
dem wird gezeigt, wie diese mithilfe des Programms R erzeugt werden. Es
werden insgesamt 5 Datensa¨tze erzeugt.
2.1 Verteilungen
Im folgenden Abschnitt wird kurz auf die Theorie der Verteilungen einge-
gangen, auf denen die erzeugten Datensa¨tze basieren.
2.1.1 Die multivariate Normalverteilung
Die Datensa¨tze 1 bis 3 sind allesamt multivariat normalverteilt. Die multi-
variate Normalverteilung gilt als eine der wichtigsten multivariaten Vertei-
lungen und ist eine ha¨ufig getroffene Annahme fu¨r die Analyse multivariat
verteilter Daten. Wie sich schon aus dem Namen ableiten la¨sst, ist sie die
multivariate Form der univariaten Normalverteilung.
Eine univariat normalverteilte Zufallsvariable X besitzt die Dichte
f(x) =
1√
2πσ
e−
(x−µ)2
2σ2 x, µ ∈ R, σ2 > 0
wobei µ den Erwartungswert und σ2 die Varianz darstellt.Wenn X normal-
verteilt ist, wird dafu¨r kurz X ∼ N(µ, σ2) geschrieben. Es wird von einer
multivariaten Normalverteilung gesprochen, wenn alle Linearkombination
der Komponenten der Verteilung univariate Normalverteilungen sind. Eine
multivariate (bzw. n-variate) normalverteilte Zufallsvariable X = (X1, X2, ..., Xn)
T
besitzt die Dichte
f(x) = f(x1, ..., xn) =
1
(2π)
n
2 (det(Σ))
1
2
exp(−1
2
(x− µ)TΣ−1(x− µ))
wobei x, µ ∈ Rn und Σ ∈ Rn×n.µ stellt wieder den Erwartungswert dar.Die
positiv semi-definite Kovarianzmatrix wird mitΣ bezeichnet. Die Kovarianz-
matrix entha¨lt in der Diagonalen die Varianzen der Komponenten. Die restli-
chen Elemente der Matrix beinhalten die paarweisen Kovarianzen,die jeweils
den Zusammenhang zwischen zwei Variablen ausdru¨cken. Sind die Kompo-
nenten von X, also X1, X2, ..., Xn unabha¨ngig und identisch X ∼ N(µ, σ2)
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verteilte Zufallsvariablen, dann hat die Kovarianzmatrix die Form
Σ =

1 0 . . . 0
0 1 . . . 0
...
...
. . . 0
0 0 . . . 1
 bzw. Σ = ✶n
Zwischen den einzelnen Komponenten besteht in diesem Fall kein Zusam-
menhang, somit ist die Kovarianz in allen Fa¨llen gleich 0. In der Realita¨t
kommt es allerdings ha¨ufig vor, dass die einzelnen Komponenten von X
nicht komplett unabha¨ngig voneinander sind, sondern ein Zusammenhang
zwischen ein oder mehreren Komponenten besteht. Im allgemeinen Fall wird
die Kovarianzmatrix wie folgt geschrieben:
Σ =

var(X1) cov(X1, X2) · · · cov(X1, Xn)
cov(X2, X1) var(X2) · · · cov(X2, Xn)
...
...
. . .
...
cov(Xn, X1) cov(Xn, X2) · · · var(Xn)

Ist eine n-variate Zufallsvariable X normalverteilt,so schreibt man kurz X ∼
Nn(µ,Σ). Ein n-variater normalverteilter Zufallsvektor besteht aus n uni-
variat normalverteilten Zufallsvariablen. Gilt also X = (X1, X2, ..., Xn)
T ∼
Nn(µ,Σ), ist jede Komponente Xi von X univariat normalverteilt. Die Infor-
mationen fu¨r diesen Abschnitt wurden aus [Rahnenfuehrer 2008] und [Fahr-
meir et al. 1996] entnommen.
2.1.2 Die Dirichlet Verteilung
Die Dirichlet Verteilung ist eines der grundlegenden Modelle zur Modellie-
rung von proportionalen Daten, wie beispielsweise die Mischung von ver-
schiedenen Vokabeln in einem Text. Sie ist die multivariate Form der Beta-
verteilung. Die Dichte der Betaverteilung la¨sst sich darstellen mit
f(x) =
1
B(a1, a2)
xa1−1(1− x)a2−1
wobei
B(a1, a2) =
Γ(a1) Γ(a2)
Γ(a1 + a2)
wobei Γ (x) =
∞∫
0
sx−1e−sds
die Beta Funktion ist. a1 und a2 sind die sogenannten shape Parameter, fu¨r
die a1, a2 > 0 gilt. Die Betaverteilung ist der konjugierte Prior zur Bino-
mialverteilung und wird ha¨ufig verwendet, um die Unsicherheit u¨ber eine
11
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binominale Wahrscheinlichkeit zu beschreiben (mit der gegebenen Anzahl
an Versuchen und Erfolgen). Beispielsweise besitzt die Bank eine bestimmte
Anzahl an Kreditnehmern eines bestimmten Typs, die ihre Kredite nicht
zuru¨ckzahlen konnten (s) und die Anzahl aller Kreditnehmer(n) dieses be-
stimmten Typs. Dann wird die Wahrscheinlichkeit, dass ein Kreditnehmer
dieses Typs ausfa¨llt, mit Beta(s + 1, n − s + 1) gescha¨tzt. Ist die Zufalls-
variable X betaverteilt, schreibt man kurz X ∼ Beta(a1, a2). Die Dirichlet
Verteilung hingegen ist der konjugierte Prior zur multivariaten Binominal-
verteilung, der sogenannten Multinominalverteilung. Somit ist die Dirichlet
die multivariate Form der Beta Verteilung. Die Dichte der Drichtlet Vertei-
lung ist gegeben mit
f(x1, x2, ...., xn; a1, a2, ..., an) =
Γ(
∑n
i−1 ai)∏n
i−1 Γ(ai)
n∏
i−1
xai−11
Da wie oben beschrieben die Dirichlet Verteilung fu¨r die Modellierung pro-
portionaler Daten benutzt wird, gilt
∑n
i−1 xi = 1 und 0 < xi < 1. Einfach
ausgedru¨ckt, da es sich um Wahrscheinlichkeiten handelt, liegt der Wertebe-
reich zwischen 0 und 1. Kurz schreibt man X ∼ Dir(a1, a2, ..., an), wobei die
jeweiligen Randverteilungen Xi ∼ Beta(ai,
∑n
i=1 ai − ai) verteilt sind. Die
Informationen dieses Abschnitts entstammen aus [Hortensius 2012], [Minka
2012] und [Unbekannt 2007].
2.2 Umsetzung in R
Um mithilfe von R multivariat normalverteilte Zufallsvariablen erzeugen zu
ko¨nnen, steht die Funktion mvrnorm aus dem MASS Paket zur Verfu¨gung.
Dazu muss ein Vektor mit den Erwartungswerten der Komponenten, die
Stichprobengro¨ße n sowie die Kovarianzmatrix Σ u¨bergeben werden. Bei der
Erzeugung der Datensa¨tze sollen neben den einzelnen Erwartungswerten und
Varianzen auch der Zusammenhang der einzelnen Komponenten bestimmt
werden. Dies gestaltet sich allerdings schwierig, wenn die Kovarianzmatrix
u¨bergeben werden muss, da die Kovarianz zwar ein Maß fu¨r den Zusam-
menhang darstellt, allerdings maßstabsabha¨ngig ist. Das hat zur Folge, dass
wenn statt X der Zehnfache Wert 10 X betrachtet wird, die Kovarianz 10
Cov (X,Y) betra¨gt. Somit ist aufgrund der Skalenwahl die Kovarianzma-
trix als Absolutzahl schwierig interpretierbar. Aus diesem Grund wird die
Korrelation bzw. der Korrelationskoeffizient als Alternative verwendet. Die
Korrelation ist bestimmt durch
Cor(X,Y ) =
Cov(X,Y )√
V ar(X)
√
V ar(Y )
=
Cov(X,Y )
σXσY
Mit Verwendung der Korrelation anstatt der Kovarianz lo¨st sich das Pro-
blem der Maßstabsabha¨ngigkeit. Dadurch das der Wertebereich der Korre-
lation zwischen -1 und 1 liegt, la¨sst sich der Zusammenhang auch leichter
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interpretieren (vgl. [Fairmeir et. al 2011]). Da der mvrnorm Funktion al-
lerdings eine Kovarianzmatrix u¨bergeben werden muss, muss eine Funktion
erstellt werden, die aus vorgegebenen Korrelationen (und Varianzen) eine
Kovarianzmatrix erstellt. Zusa¨tzlich ist es erforderlich, dass die Kovarianz-
matrix positiv semi-definit ist. Falls mit den gegebenen Korrelationen und
Varianzen keine positv semi-definite Matrix erstellt werden kann, wird mit-
hilfe der Funktion NearPD aus den MASS Paket diejenige Kovarianzmatrix
bestimmt, die den gegebenen Bedingungen am na¨chsten kommt. Dies ist
allerdings nicht immer optimal, da die tatsa¨chlichen Korrelationen im Da-
tensatz dann sehr von den gewu¨nschten Korrelationen abweichen ko¨nnen.
Die Funktion, welche es erlaubt, Korrelationen, Erwartungswerte und Va-
rianzen zu u¨bergeben und daraus multivariat normalverteilte Daten zu er-
zeugen, ist im R-Code zu finden. Die Erzeugung dirichlet verteilter Daten
gestaltet sich hingegen deutlich einfacher. Hierzu wird lediglich die rdirichlet
Funktion aus dem MCMCpack Paket beno¨tigt. U¨bergeben wird der Funk-
tion neben der Stichprobengro¨ße nur noch die shape Parameter. Da Da-
tensa¨tze erstellt werden sollen, die sich gut in homogene Gruppen(Cluster)
einteilen lassen, mu¨ssen Daten erzeugen werden, die aus verschiedenen Ver-
teilungen stammen. Mit der MVN (bwz.rdirichlet) Funktion erzeugen wir
jeweils Daten aus einer Multinormalverteilung (bzw. Dirichlet Verteilung),
die einen Cluster darstellen. Anschließend werden alle erzeugten Cluster zu
einem Datensatz zusammengefasst.Dies entha¨lt letztendlich Daten, die aus
verschiedenen Gruppen zusammengesetzt sind. Diese Gruppen sollen spa¨ter
mit den Clusterverfahren gefunden werden.
Außerdem sollen sich in den erzeugten Datensa¨tze auch kategoriale Varia-
blen befinden. Dies wird durch die cut Funktion erreicht. Diese Funktion
teilt urspru¨nglich metrische Daten in Intervalle ein und ordnet den Interval-
len jeweils eine Kategorie zu. Mit dem Zusatz “as.ordered” wird erreicht,dass
diese Variable ordinalskaliert ist. Je nach Datensatz wird die kategoriale Va-
riable nominalskaliert oder ordinalskaliert sein.
Die gesamte Umsetzung zur Erzeugung der Datensa¨tze ist im R-Code (im
Anhang B.1) ab Seite 94 zu finden.
2.3 Datensa¨tze
Hier werden kurz die Datensa¨tze beschrieben, die erzeugt werden. Die Da-
tensa¨tze 1 bis 4 bestehen aus 3 verschiedenen Gruppen und besitzen jeweils
3 Variablen. Der fu¨nfte Datensatz besteht aus 4 verschiedenen Gruppen. Die
einzelnen Gruppen der ersten 3 Datensa¨tze sind multinormal verteilt, die der
Datensa¨tze 4 und 5 dirichlet verteilt. Die letzte Variable stellt die kategoriale
Variable der einzelnen Datensa¨tze dar. Die Stichprobengro¨ße ist in allen Da-
tensa¨tzen mit insgesamt 5000 Beobachtungen gleich. Die genauen Werte der
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Korrelationen, Erwartungswerte, Varianzen, shape Parameter und Gruppen-
gro¨ßen sind im R-Code(ab Seite 94)zu finden. Obwohl der Datensatz drei-
dimensional ist, wird aufgrund der Anschaulichkeit fu¨r jeden Datensatz ein
(vereinfachter) zweidimensionaler Plot erstellt, um die verschiedenen Grup-
pen in den Datensa¨tzen darzustellen. Diese Gruppen werden unterschiedlich
farblich markiert.
Datensatz 1
Im Datensatz 1 wurden Daten erzeugt, die aus 3 unterschiedlichen, aber
gleich großen Gruppen stammen und 3 Variablen besitzen. Die Korrelationen
zwischen den Variablen sind in jeder Gruppe gleich und positiv. Das heißt,
falls eine Variable groß ist, sind auch die anderen beiden tendenziell gro¨ßer.
Die Erwartungswerte sind in jeder Gruppe unterschiedlich, die Varianzen
dagegen gleich. Die dritte Variable des Datensatzes ist ordinalskaliert mit
3 verschiedenen Auspra¨gungen. Insgesamt wurde der Datensatz so erstellt,
das die Cluster gut voneinander getrennt sind und dadurch auch durch die
verschiedenen Verfahren gefunden werden sollten. Der Plot zum Datensatz
1 ist in Abbildung 1 dargestellt.
Abbildung 1: Datensatz 1
14
2.3 Datensa¨tze 2 ERZEUGUNG DER DATENSA¨TZE
Datensatz 2
Im Datensatz 2 sind nur noch die Korrelationen zur 3. Variable in jedem
Cluster gleich. Diese sind jeweils mit der 1. Variable positiv und mit der
2. Variablen negativ korreliert. Die Gruppen sind nun unterschiedlich groß.
Zusa¨tzlich entha¨lt dieser Datensatz im Vergleich zum ersten Datensatz deut-
lich mehr U¨berschneidungen bei den einzelnen Gruppen, sodass die Cluster
insgesamt schwieriger gefunden werden sollten. Dies wird auch im Plot (siehe
Abbildung.2) erkenntlich. Die kategoriale Variable ist wieder ordinalskaliert.
Abbildung 2: Datensatz 2
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Datensatz 3
In Datensatz 3 sind nun alle Korrelationen und Varianzen in den einzelnen
Gruppen unterschiedlich. Außerdem existiert eine gro¨ßere Gruppe und zwei
Kleinere. Die Erwartungswerte einzelner Variablen in verschieden Gruppen
sind teilweise a¨hnlich. Dies ko¨nnte sich sowohl in der Clusteranalyse als auch
in der Imputation auswirken. Der Plot ist in Abbildung 3 abgebildet. Die
kategoriale Variable ist zudem nominalskaliert. Auch hier lassen sich wieder
zahlreiche U¨berschneidungen erkennen.
Abbildung 3: Datensatz 3
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Datensatz 4
Datensatz 4 ist nun dirichlet verteilt. Er besteht wie die Datensa¨tze 2 und
3 aus drei verschieden großen Gruppen. Auch gibt es wieder zahlreiche
U¨berschneidungen der einzelnen Gruppen (siehe Abbildung 4). Zudem ist
die kategoriale Variable ordinalskaliert.
Abbildung 4: Datensatz 4
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Datensatz 5
Datensatz 5 ist wie Datensatz 4 Dirichlet verteilt. Er besteht aus 4 gleich
großen Gruppen. Die kategoriale Variable ist nominalskaliert. In dem zu-
geho¨rigen Plot (siehe Abbildung 5) sieht man, dass die vierte Gruppe von
den anderen drei umschlossen wird.
Abbildung 5: Datensatz 5
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3 FEHLENDE DATEN
3 Fehlende Daten
3.1 Definition
Bei empirischen Arbeiten mit Datensa¨tzen tritt ha¨ufig das Problem un-
vollsta¨ndiger Datensa¨tze auf. Das bedeutet, dass bei bestimmten Merkmal-
stra¨ger Beobachtungen fehlen. Dies tritt beispielsweise oftmals in der Sozial-
und Wirtschaftsforschung, in der Psychologie oder Epidemiologie auf, wo
Datensa¨tze oft auf Grundlage freiwilliger Beteiligung entstehen.Fehlende
Beobachtungen stellen ein grundsa¨tzliches Problem bei der Analyse von
Datensa¨tzen dar. Wie sollen Merkmalstra¨ger behandelt werden, bei denen
einzelne Beobachtungen fehlen? Ko¨nnen diese Merkmalstra¨ger u¨berhaupt
beru¨cksichtigt werden? Dies sind nur zwei von vielen Fragen, die fehlende
Daten in Datensa¨tzen aufwerfen. Bevor jedoch eine Antwort auf die Frage
geliefert werden, wie mit dem Problem fehlender Daten umgegangen wer-
den kann, muss genau definiert werden, was unter dem Begriff “Fehlende
Daten”verstanden wird. In [Spiess 2008] werden fehlende Daten wie folgt
klassifiziert:
Werte werden dann als fehlend bezeichnet, wenn als existie-
rend angenommene und als Reaktion auf einen Reiz hervorruf-
bare Werte, deren Beobachtungen intendiert ist, als Reaktion auf
die Reizvorgabe nicht beobachtet werden und auch nicht ohne Un-
sicherheit aus anderen Informationen ableitbar sind.
Werte, die sich nicht aus anderen Angaben ableiten lassen, werden dem-
nach nicht als fehlende Werte bezeichnet. Beispielsweise gilt das Alter einer
Versuchsperson nicht als fehlend, wenn das Geburtsjahr der entsprechen-
den Person bekannt ist. Obige Definition schließt allerdings auch Fa¨lle ein,
die nicht erhoben wurden, was in der Fachsprache als “missing by design”
bezeichnet wird. In dieser Betrachtung wird hingegen davon ausgegangen,
dass die Werte unbeabsichtigt fehlend und nicht aufgrund dessen, dass sie
schlichtweg nicht erhoben worden sind.
3.2 Klassifikation fehlender Werte
Daten ko¨nnen aus den unterschiedlichsten Gru¨nden fehlen. Beispielswei-
se ko¨nnen Probanden beim Ausfu¨llen eines Fragebogens bestimmte Fragen
u¨bersehen, die Beobachtungen wu¨rden dann rein zufa¨llig fehlen. Verweigern
mehrere Probanden allerdings bestimmte Angaben (bsp. die Angabe des
Einkommens), so fehlen diese Beobachtungen systematisch. Solche systema-
tisch fehlende Beobachtungen ko¨nnen immensen Einfluss auf das Ergebnis
einer Analyse haben. Fehlen beispielsweise vermehrt Angaben von Personen
mit ho¨heren Einkommen, so wu¨rde das mittlere Einkommen aller befragten
Personen systematisch unterscha¨tzt werden. Aus diesem Grund ist es bei der
Behandlung fehlender Werte von großer Bedeutung herauszufinden, weshalb
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bestimmte Beobachtungen fehlen. Der Mechanismus, der beschreibt wie die
fehlenden Werten zustande gekommen sind, wird als Missingmechanismus
bezeichnet. Die Missingmechanismen lassen sich in verschiedene Arten glie-
dern:
• Missing completely at Random Ist die Wahrscheinlichkeit fu¨r be-
obachtete Muster an fehlenden und beobachteten Werten unabha¨ngig
von den Variablen, deren Werte beobachtet wurden und zugleich aber
auch von den Variablen, deren Werte nicht beobachtet worden sind, so
spricht man von “completely at random”(MCAR). Die Werte fehlen
also komplett zufa¨llig und frei von jeglichen Einflu¨ssen. Das zufa¨llige
Lo¨schen von Beobachtungen in einem Datensatz wa¨re ein Beispiel fu¨r
Werte, die MCAR sind. Die Antwortrate ist also unabha¨ngig von der
jeweiligen Auspra¨gung selbst und der Auspra¨gung anderer Merkmale.
Mathematisch ausgedru¨ckt sind fehlende Daten MCAR, wenn
f(R|D) = f(R) ∀D
Die Verteilung von R ist also komplett frei von jeglichen Einflu¨ssen
der Variablen in D. R stellt dabei die Wahrscheinlichkeit fu¨r das Feh-
len einer Beobachtung dar. Die beobachteten Werte einer Variablen
ko¨nnten nach dem Entfernen von Werten als Zufallsstichprobe der ur-
spru¨nglich kompletten Stichprobe angesehen werden. Dies wird bei
Betrachtung der beiden Randverteilungen von Variable 1 und Varia-
ble 2 vor und nach dem Lo¨schen unter der MCAR-Bedingung (siehe
Abb. 6) deutlich. Das ist auch der Grund, das MCAR fehlende Werte
den unproblematischsten Missingmechanismus darstellen.
• Missing at Random Ist die Wahrscheinlichkeit fu¨r das beobach-
tete Muster an fehlenden und beobachten Werten im Gegensatz zum
MCAR-Mechanismus abha¨ngig von beobachteten Variablenwerten, dann
wird von “Missing at random”(MAR) gesprochen. Wird beispielsweise
nach dem Einkommen einer Person gefragt und die Ausfallwahrschein-
lichkeit ha¨ngt dabei von dem Alter der befragten Person ab, gelten die
fehlenden Daten als MAR. Mathematisch ausgedru¨ckt sind fehlende
Daten MAR, wenn
f(R|D) = f(R|Dobs) ∀D
Die Verteilung von R ha¨ngt also nur von den beobachteten Variablen
Dobs aus D ab. Der Unterschied zum MCAR Mechanismus besteht
darin, dass beim MAR Mechanismus die Ausfallwahrscheinlichkeit von
den Auspra¨gungen anderer Merkmale, wie beispielsweise dem Alter der
Person, abha¨ngen kann, die Ausfallwahrscheinlichkeit also nicht kom-
plett unabha¨ngig von anderen Variablen ist.Von MAR kann allerdings
nicht mehr gesprochen werden, falls Person mit ho¨herem Einkommen
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die Antwort eher verweigern als Personen mit niedrigen Einkommen.
Die Antwortrate bleibt beim MARMechanismus weiterhin unabha¨ngig
von der Auspra¨gung selbst. Die bisher beschriebenen Missingmecha-
nismen gelten als zufa¨llige Ausfallmechanismen.
• Not Missing at RandomWenn die fehlenden Daten weder als MAR
noch als MCAR klassifiziert werden ko¨nnen, sind die Daten “Not Mis-
sing at Random”(NMAR), sie fehlen also nicht zufa¨llig. Die Antwortra-
te ha¨ngt also u.a von der Auspra¨gung selbst ab. Fehlen beispielsweise
ha¨ufig Angaben des Einkommens von Personen mit hohen Einkom-
men, so spricht man von NMAR. In diesem Fall kann die bedingte
Verteilung f(R|D) nicht mehr vereinfacht werden.
Wa¨hrend zufa¨llige Ausfallmechanismen das Ergebnis der Analyse norma-
lerweise kaum verzerren, kann eine Nichtberu¨cksichtigung systematischer
Missingmechanismen zu fehlerhaften Ergebnissen fu¨hren. Die Scha¨tzung des
durchschnittlichen Alters in einer Stichprobe wu¨rde beispielsweise zu niedrig
eingescha¨tzt werden, wenn u¨berwiegend a¨ltere Personen Angaben verwei-
gern. Anderseits kann der Missingmechanismus nur beru¨cksichtigt werden,
wenn er bekannt ist. Ein wichtiger Unterschied des NMAR Missingmecha-
nismuses im Gegensatz zu den beiden vorherigen besteht darin, dass dieser
bei Verfahren auf Basis der Likelihoodfunktion nicht ignoriert werden kann
und deshalb beru¨cksichtigt werden mu¨sste. Zur Veranschaulichung der Un-
terschiede der Missingmechanismen werden im Datensatz 3 fehlende Daten
mit den verschiedenen Missingmechanismen erzeugt. Anschließend werden
die Randverteilungen der Variablen 1 und 2 dargestellt, einmal die des kom-
pletten Datensatzes und einmal die des Datensatzes mit fehlenden Werten.
Dabei werden bei dem Datensatz mit den erzeugten fehlenden Werten nur
die Merkmalstra¨ger beru¨cksichtigt, die keine fehlenden Werte aufweisen.Die
Randverteilungen des kompletten Datensatzes sind mit schwarzen, durchge-
zogenen Linien dargestellt, die Randverteilungen des Datensatzes mit feh-
lenden Werten hingegen mit roten gestrichelten Linien.
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Abbildung 6: Vergleich der Missingmechanismen bei Datensatz 3
Bei den Randverteilungen vor und nach dem Lo¨schen von Daten mit
dem MCAR Mechanismus sind keine großen Unterschiede zu erkennen. Be-
trachtet man hingegen die Randverteilungen des MAR-Mechanismus und
die des NMAR-Mechanismuses (Abb.MCAR), so la¨sst sich feststellen, dass
bei beiden eine Analyse nur mit den kompletten Fa¨llen nach dem Lo¨schen
zu verzerrten Ergebnissen fu¨hren wu¨rde. Sowohl die Randverteilungen des
MAR- als auch die des NMAR-Mechanismuses unterscheiden sich nach dem
Lo¨schen deutlich von den jeweiligen urspru¨nglichen Randverteilungen. Aber
in Anbetracht dessen, dass die fehlenden Werte spa¨ter imputiert werden sol-
len, ist zusa¨tzlich die Betrachtung der Regressionsbeziehung, beispielswei-
se von Variable 2 auf Variable 1 nach und vor dem Lo¨schen, von großer
Bedeutung. In Abbildung 7 ist Datensatz 3 (ohne farbliche Darstellung
der Cluster) mit eingezeichneten Regressionsgeraden dargestellt. Dort wird
auch sichtbar, dass die Regressionsgeraden der MCAR und MAR Mechanis-
men relativ a¨hnlich wie die urspru¨ngliche Regressiongerade der kompletten
Daten verlaufen, wa¨hrend die Regressionsgerade der NMAR deutlich von
der Ursprungsregressiongerade abweicht. Beim Lo¨schen fehlender Daten mit
dem MAR Mechanismus bleibt die Regressionsbeziehung im Gegensatz zum
NMAR Mechanismus also relativ unverzerrt erhalten. Dies ist ein entschei-
dender Unterschied, denn das Wissen u¨ber den Erhalt der Regressionsbe-
ziehung nach dem Lo¨schen wird bei der multiplen Imputation ausgenutzt.
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Abbildung 7: Datensatz 3 mit Regressionsgeraden
Beim Lo¨schen mit dem NMAR Mechanismus ist eine Kompensation fehlen-
der Werte auf Basis der Stichprobe nicht mehr mo¨glich, da hier auch die
Regressionsbeziehung verzerrt ist.
In der Realita¨t fa¨llt es ha¨ufig schwer, den entsprechenden Missingmechanis-
mus zu finden, deshalb ist auch die Entscheidung, ob und wie er beru¨cksichtigt
werden soll, ebenfalls schwierig. Zudem kann es vorkommen, dass der Mis-
singmechanismus nicht u¨ber alle Beobachtungen hinweg der selbe ist.
3.3 Erzeugung fehlender Daten in R
Nun sollen in den kompletten Datensa¨tzen 1 bis 5 fehlende Werte erzeugt
werden. Diese fehlenden Werte wollen wir spa¨ter imputieren. Da wie im
vorherigen Kapitel beschrieben eine Kompensation NMAR fehlender Werte
nur anhand der Stichprobe nicht mehr mo¨glich ist, sollten die fehlenden Da-
ten nicht mit dem NMAR Mechanismus erzeugt werden. Zudem sollte das
Missingmuster ignorierbar sein, was im Falle NMAR fehlender Daten nicht
gegeben wa¨re.
Aus diesem Grund werden fehlenden Daten mit dem MAR Mechanismus
erzeugt. Das Fehlen einer Beobachtung in den erzeugten Datensa¨tzen ha¨ngt
also von den Auspra¨gung der anderen Variablen ab, nicht aber von der Aus-
pra¨gung der Variable selbst. Dies wurde so umgesetzt, dass die Wahrschein-
lichkeit fu¨r das Fehlen einer Beobachtung in einer Variable umso ho¨her ist,
je ho¨her die Auspra¨gungen der Werte der anderen beiden Variablen sind1.
1Alternativ ha¨tte man bsp. auch festlegen ko¨nnen, dass die Wahrscheinlichkeit fu¨r
das Fehlen einer Beobachtung umso kleiner ist, je gro¨ßer die Werte der anderen beiden
24
3.3 Erzeugung fehlender Daten in R 3 FEHLENDE DATEN
Sind beispielsweise die Auspra¨gungen der Variable 2 und 3 groß, so ist die
Wahrscheinlichkeit fu¨r ein Fehlen der Beobachtung in Variable 1 ebenfalls
groß.
Um mit R eine Erzeugung fehlender Daten nach dem MAR Mechanismus
umzusetzen, wird zuerst mithilfe der logistischen Funktion f(x) = e
η
1+eη
(bzw. f(x) = 1
1+e−η
) eine Wahrscheinlichkeit fu¨r das Fehlen einer Beobach-
tung in einer Variable festgelegt. Das η legt dabei die Beziehung mit den an-
deren beiden Variablen fest. Beispielsweise ist η = −3.0+0.1∗x[2]+0.5∗x[3],
man erha¨lt eine Zahl, die von den anderen beiden Variablen abha¨ngt (In die-
sem Fall wu¨rde die Wahrscheinlichkeit fu¨r das Fehlen in Variable 1 berechnet
werden, dass von den Variablen 2 und 3 abha¨ngt). Die logistische Funktion
sorgt anschließend dafu¨r, dass der Wertebereich zwischen 0 und 1 ist, sodass
wir eine Wahrscheinlichkeit erhalten. Je gro¨ßer also Variable 2 und Variable
3 sind, desto gro¨ßer ist auch η und somit auch die Wahrscheinlichkeit fu¨r ein
Fehlen der Beobachtung in Variable 1. Analog werden so Wahrscheinlichkei-
ten fu¨r das Fehlen von Beobachtungen der anderen Variablen festgelegt. Fu¨r
Datensatz 4 und 5 wird η teilweise direkt verwendet, also keine logistische
Funktion zur Hilfe genommen, da hier bei passendem η die Werte bereits
zwischen 0 und 1 liegen.
Somit sind die Wahrscheinlichkeiten fu¨r das Fehlen einer Beobachtung in
jeder Variablen gegeben. Anschließend wird fu¨r jede Variable (mithilfe der
Binomialverteilung) 5000 mal (entspricht der Gro¨ße der Datensa¨tze) eine
“Mu¨nze” mit der jeweiligen Wahrscheinlichkeit “geworfen”. Daraus erge-
ben sich Einsen (Kopf) und Nullen (Zahl). Die Eins steht dabei fu¨r die
Mo¨glichkeit, dass dieser Wert fehlen kann, die Null hingegen dafu¨r, dass der
Wert nicht fehlen kann. Fu¨r jede der drei Variablen erhalten wir also 5000
Daten mit Nullen und Einsen, wobei auch die jeweilige Zeile gespeichert
ist. Dann werden jeweils nur die Fa¨lle ausgewa¨hlt, welche die Auspra¨gung
1 haben (fu¨r die “Kopf” geworfen wurde), und die jeweiligen Zeilen in ei-
nem Vektor gespeichert. So entstehen 3 Vektoren mit Zeilen der Variablen,
die potenziell ausfallen ko¨nnten. Vektor 1 entha¨lt die Zeilen von Variable 1,
Vektor 2 die Zeilen von Variablen 2, und Vektor 3 die Zeilen von Variable
3. Bevor mit dem Lo¨schen von Beobachtungen begonnen wird, wird die An-
zahl festgelegt, wie viele Beobachtungen gelo¨scht werden sollen. Insgesamt
werden bei den Datensa¨tzen 30 % der Beobachtungen entfernt. Wie viele
Beobachtungen in den jeweiligen Variablen fehlen, wird zufa¨llig festgelegt.
Es wird so beispielsweise zufa¨llig ermittelt , dass 1000 Beobachtungen aus
Variable 1 entfernt werden sollen. Anschließend werden aus dem Vektor der
Variable 1 zufa¨llig 1000 Zeilen ausgewa¨hlt, dessen Beobachtungen in Varia-
Variablen sind. Es ga¨be mehre Mo¨glichkeiten, MAR fehlende Daten zu erzeugen, es macht
allerdings keinen Unterschied, solange die Wahrscheinlichkeit fu¨r das Fehlen nicht von der
Variable der fehlenden Beobachtung selbst abha¨ngt.
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ble 1 gelo¨scht werden. Genauso la¨uft der Vorgang des Lo¨schens bei Variable
2 ab. Um die Lo¨schung kompletter Zeilen zu vermeiden, werden bevor Beob-
achtungen aus Variable 3 entfernt werden, die gelo¨schten Zeilen von Variable
1 und Variable 2 verglichen. Zeilen, die bei beiden gelo¨scht wurden, fallen
auch aus dem Vektor fu¨r Variable 3 heraus, um die Lo¨schung eines komplet-
ten Merkmalstra¨gers zu vermeiden. Es ko¨nnen allerdings 2 Beobachtungen
eines Merkmaltra¨gers fehlen. Schließlich werden auch bei Variable 3 zufa¨llig
Zeilen aus Vektor 3 ausgewa¨hlt, die gelo¨scht werden.
Nun soll kurz die Auswirkung der NA (NA steht fu¨r fehlenden Wert) Erzeu-
gung gezeigt werden. Bei Datensatz 1 ist die Gruppengro¨ße u¨berall gleich
groß. Betrachtet die Gruppengro¨ßen der kompletten Fa¨lle nach dem Lo¨schen
mit dem MCAR Mechanismus, so sind die Gruppen wie der urspru¨ngliche
Datensatz etwa gleich groß(grafisch dargestellt in Abb. 8). Werden die Werte
auf diese Art und Weise entfernt, sind die Gruppengro¨ßen nicht mehr gleich
groß (vgl. Abb. 9), Gruppe 1 ist nach dem Lo¨schen deutlich gro¨ßer wie die
anderen beiden, wobei Gruppe 3 nochmals kleiner als Gruppe 2 ist. Es kann
also davon ausgegangen werden, dass die obig beschriebene Vorgehensweise
die Daten nicht komplett zufa¨llig (MCAR) entfernt. Nach dem Lo¨schen der
Werte erhalten wir einen Datensatz mit den fehlenden Werten nach dem
MAR Mechanismus, da das Fehlen nur von den beiden anderen Variablen
abha¨ngt.
Aufgrund der Tatsache, dass verschiedene Clusterverfahren nicht mit der
gemischt skalierten Datensa¨tzen umgehen ko¨nnen, entstehen fu¨r jeden Da-
tensatz zwei unterschiedliche Datensa¨tze mit fehlenden Werten,die jeweils
als Datensatz NA1 und Datensatz NA2 bezeichnet werden. Datensatz NA1
entha¨lt nur die zwei metrischen Variablen mit fehlenden Werten (Die zu-
geho¨rigen Plots bleiben gleich). Die fehlenden Daten werden hier also leicht
abgea¨ndert erzeugt (mit 2 statt 3 Variablen). Datensatz NA2 hingegen ist
der Datensatz mit der kategorialen Variable, die Erzeugung der fehlenden
Daten verla¨uft wie beschrieben. Die genaue Umsetzung ist im R-Code ab
Seite 98 bzw. Seite 115 (fu¨r Datensatz 4 und 5) zu finden.
Die Informationen dieses Kapitels stammen aus [Spiess 2008], [Igl 2004],
[Lintorf 2011], [Toutenburg et al. 2002] und [Deng 2012].
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Abbildung 8: Gruppengro¨ßen vor und nach dem Lo¨schen von Daten -
MCAR. NA bezeichnet den Datensatz mit fehlenden Werten.
Abbildung 9: Gruppengro¨ßen vor und nach dem Lo¨schen von Daten - MAR
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4 Imputation fehlender Werte
Das konkrete Problem, dass fehlende Werte in Anbetracht der Anwendung
von Clusterverfahren implizieren, ist dass viele Clusterverfahren nicht mit
fehlenden Werten umgehen ko¨nnen. Es ko¨nnten lediglich die kompletten
Fa¨lle betrachten werden, also nur Merkmalstra¨ger ohne fehlendeWerte ko¨nnten
einer Gruppe zugewiesen werden. Da allerdings jedem Merkmalstra¨ger ei-
ne Gruppe zugeordnet werden soll, muss jede fehlende Beobachtung durch
einen Alternativwert ersetzt werden. Hierfu¨r verwendet man verschiedene
Imputationsverfahren, die fehlende Werte durch plausible Alternativwerte
ersetzen. Durch diese Methoden erha¨lt man wieder komplette Datensa¨tze,
auf denen die Clusterverfahren problemlos angewendet werden ko¨nnen und
somit jedem Merkmalstra¨ger eine Gruppe zugeordnet werden kann. Bei den
Imputationsmethoden unterscheidet man nochmal in singula¨re Imputations-
verfahren, die genau einen Wert fu¨r eine fehlende Beobachtung einsetzen,
und in die sogenannte multiple Imputation. Hier werden fu¨r eine fehlende
Beobachtung mehrere Werte eingesetzt, dadurch entstehen auch mehrere
imputierte Datensa¨tze. In diesem Kapitel werden verschiedene Imputations-
methoden vorgestellt.
4.1 Singula¨re Imputationsverfahren
Wie oben beschrieben, imputieren diese Verfahren exakt einen Wert fu¨r jede
fehlende Beobachtungen. Im Folgenden werden einige dieser Imputationsver-
fahren mit kurzer Beschreibung aufgelistet:
Mean Imputation
Eine Mo¨glichkeit wa¨re es, fehlende Werte mit dem arithmetischen
Mittel der beobachteten Werte der jeweiligen Variablen zu ersetzen.
Es wa¨re auch mo¨glich, bedingte Mittelwerte zu imputieren, die je
nach Auspra¨gung einer beobachteten Variable gebildet werden. Al-
lerdings bringt diese Methode zahlreiche Nachteile mit sich. Beispiels-
weise ko¨nnen damit nur metrische Merkmale imputiert werden. Weit
problematischer ist jedoch die Verzerrung der Datenverteilung durch
die Mittelwertimputation, da Varianzscha¨tzer inkonsistent gescha¨tzt
werden. Alternativ ko¨nnte auch der Modus oder Median anstatt des
arithmetisches Mittels verwendet werden. Somit ko¨nnte man zwar auch
nicht metrische Daten imputieren, andere Probleme sind aber weiter-
hin in a¨hnlicher Form vorhanden.
Regression Imputation
Diese Imputationsmethode ersetzt fehlende Werte durch vorhergesag-
te Werte einer Regressionsanalyse, die mit den beobachteten Werten
durchgefu¨hrt wurde. Beispielsweise wird bei k Variablen, bei denen n-r
Werte in der k-ten Variable fehlen, eine lineare Regressionsanalyse mit
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den r kompletten Beobachtungen gescha¨tzt. Mithilfe der Koeffizienten
der gescha¨tzten Regressionsfunktion
y¯ik = β˜0 +
k−1∑
j=1
β˜jyij ∀i ∈ [r, n]
werden die fehlenden Werte in k-ten Variable imputiert. Fu¨r kategoria-
le Daten wird hier eine logistische Regression durchgefu¨hrt. Zusa¨tzlich
zur obigen Regressionsfunktion kann noch ein Residuum addiert wer-
den(Stochastische Regression), um so die Unsicherheit des prognosti-
zierten Wertes auszudru¨cken. Mit dieser Methode wird die Struktur
innerhalb einer Variablen ausgenutzt. Dadurch bleibt zwar die Korre-
lationsstruktur erhalten, allerdings ist die Gu¨te und Validita¨t durch
das Missingmuster beeinflusst.
Hot Deck Imputation
Die “Hot Deck” - Imputation ersetzt fehlende Werte durch Werte, die
in der selben Stichprobe beobachtet wurden. Fu¨r jeden fehlenden Wert
wird ein zufa¨lliger Wert aus der beobachten Stichprobe eingesetzt. Das
Problem ist, dass nur unter der Voraussetzung MCAR fehlender Daten
allgemein unverzerrte Scha¨tzer resultieren. Aus diesem Grund ist diese
Methode nicht fu¨r die Datensa¨tze 1 bis 5 geeignet.
Cold Deck Imputation
Die “Cold Deck” -Imputation verwendet im Gegensatz zur “Hot Deck”
Imputation nicht Werte aus der selben Stichprobe, sondern Werte aus
anderen Datensa¨tzen oder Quellen. Es liegt auf der Hand, dass auch
diese Methode nicht fu¨r die Datensa¨tze verwendet werden kann, weil
keine anderen Datensa¨tze oder Quellen vorhanden sind.
Das Problem der singula¨ren Imputationsmethoden ist es, den fehlendenWert
mit einem anderen Wert zu ersetzen und ihn anschließend als “wahren” Wert
zu behandeln. Abgesehen von der stochastischen Regression wird dadurch
bei singula¨ren Imputationsmethoden die Unsicherheit nicht beru¨cksichtigt.
Außerdem wird die Varianz fast immer unterscha¨tzt.
Entnommen wurden die Informationen fu¨r diesen Abschnitt aus [Spiess
2008], [Feilke 2009], [Rohrschneider 2007] und [Toutenburg et al. 2002].
4.2 Multiple Imputation
Anstatt wie bei den singula¨ren Imputation den fehlenden Beobachtung nur
einen neuen Wert zuzuordnen, ordnet die multiple Imputation den fehlenden
Beobachtungen mehrere Werte zu. Dadurch entstehen auch fu¨r jeden Daten-
satz mehrere imputierte Datensa¨tze. Die nicht fehlenden Beobachtungen des
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urspru¨nglichen Datensatzes bleiben dabei in jeden der neuen Datensa¨tze un-
vera¨ndert. Das Verfahren der multiplen Imputation la¨sst sich in drei Schritte
aufteilen. Je nach Anzahl der unterschiedlichen Werte, die fu¨r einen fehlen-
den Wert imputieren sollen, ergibt sich im ersten Schritt eine gewisse Anzahl
an Datensa¨tzen. Will man beispielsweise fu¨r einen fehlenden Werte 5 ver-
schiedene Werte imputieren, erha¨lt man dementsprechend 5 unterschiedliche
Datensa¨tze. Diese werden im zweiten Schritt einzeln analysiert.Die Ergeb-
nisse werden anschließend im dritten und letzten Schritt zu einem Ergebnis
zusammengefasst (vgl. Abb. 10). Die verschiedenen imputierten Datensa¨tze
werden in dieser Arbeit als “Amelia Datensa¨tze”bezeichnet.
Abbildung 10: Schritte einer multiplen Imputation
Es gibt mehrere Gru¨nde, weshalb die multiple Imputation gut geeignet
ist. Aufgrund dessen, dass mehrere Werte imputiert werden, also mehrere
Wiederholungen des Scha¨tzprozesses stattfinden, werden die Standardfehler
miteinbezogen. Dadurch wird im Gegensatz zu den meisten singula¨ren Im-
putationmethoden die Unsicherheit beru¨cksichtigt. Dies hat zur Folge, dass
die Varianz nicht mehr unterscha¨tzt wird. Zudem stellte sich in zahlreichen
Publikationen die Methode der multiplen Imputation als zuverla¨ssig heraus.
So hat sich gezeigt, dass die Ergebnisse multipel imputierter Datensa¨tze
zuverla¨ssiger als die Ergebnisse mit den “complete cases” sind. Zahlreiche
Autoren halten die Multiple Imputation fu¨r das am besten geeignete Ver-
fahren zum Umgang mit fehlenden Werten. Dies besta¨tigt sich auch in der
Praxis, wie das Beispiel der “Survey of Consumer Finances” zeigt, dessen
Analysten seit mehreren Jahren das Verfahren der multiplen Imputation
zur Behandlung fehlender Werte anwenden. Die multiple Imputation ist
zwar weit aufwa¨ndiger als eine singula¨re Imputation, jedoch fa¨llt dies im
Zeitalter leistungsfa¨higer Computer kaum mehr ins Gewicht. Fu¨r die Art
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und Weise, wie die Werte in Schritt 1 imputiert werden, gibt es zahlreiche
Mo¨glichkeiten. Zur praktischen Umsetzung wird das R-package Amelia 2
verwendet. Aus diesem Grund wird die multiple Imputation so beschrieben,
wie sie in Amelia 2 angewendet wird.
Die Informationen dieses Abschnitts stammen aus [Spiess 2008], [Feilke 2009],
[Schaefer o.D] und [Masayoshi et al. 2012].
4.2.1 Voraussetzungen
Anzahl Imputationen
Bevor mit den Imputationen begonnen wird, muss festgelegt werden, wie
viele Werte fu¨r einen fehlenden Wert imputiert werden sollen .Geht man
von m Imputationen fu¨r einen fehlenden Wert aus, so zeigte Rubin,dass sich
die Effizienz approximativ mit (1 + γ
m
)−1 darstellen la¨sst (γ stellt die Rate
der fehlenden Beobachtungen dar). Die Effizienzen mit verschiedenen m und
γ sind in folgender Tabelle abgebildet:
m/γ 0.1 0.3 0.5 0.7 0.9
3 97 91 86 81 77
5 98 94 91 88 85
10 99 97 95 93 92
20 100 99 98 97 96
Tabelle 1: Effizienzen mit unterschiedlichen γ
In der Tabelle 1 kann man erkennen, dass bei einer niedrigen Fehlrate
γ bereits mit wenigen Imputationen m eine hohe Effizienz erreicht werden
kann. Aufgrund dessen, dass maximal 30 % der Werte entfernt werden, sind
5 Imputationen ausreichend, um eine hohe Effizienz zu erreichen. Die Tabelle
sowie sonstige Informationen stammen aus [Schaefer o.D].
Annahmen
Um potenzielle Werte fu¨r die Imputation fehlender Werte zu finden, muss
ein statistisches Modell fu¨r die kompletten Daten (beobachtete und fehlen-
de Werte) festgelegt werden. Auf Grundlage dieses Modell werden anschlie-
ßend die m Imputationen fu¨r die fehlenden Werte im Datensatz berech-
net. Als Modell bewa¨hrte sich die Annahme einer multivariaten Normal-
verteilung, die sich - selbst im Vergleich mit komplizierten Modellen - als
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ebenbu¨rtig herausstellte. Es eignet sich also auch, obwohl in “echten Daten”
nicht immer von multivariat normalverteilten Daten ausgegangen werden
kann.Somit kann sich auch wie im Falle von Datensatz 4 und 5 auf drichtlet
verteilte Daten angewendet werden.
Auch das Amelia 2 Paket geht davon aus, dass der (nxk) Datensatz D,
bestehend aus den beobachteten Teil Dobs und den fehlenden Teil Dmiss,
multivariat normalverteilt ist. Als Annahme wird also
D ∼ Nk(µ,Σ)
getroffen, wobei µ der Mittelwertsvektor und Σ die Kovarianzmatrix dar-
stellt. Ein offensichtliches Problem ist es, dass nur der beobachtete Teil Dobs
zur Verfu¨gung steht. Dies ist auch der Grund dafu¨r, dass die Annahme (ma-
ximal) MAR fehlender Daten getroffen werden muss, falls auf diese Art und
Weise Daten imputierten werden sollen. Die Daten du¨rfen nicht von dem
unbeobachteten Teil Dmiss abha¨ngen, sondern nur von dem beobachteten
Teil Dobs. Zusammen mit der Fehlmatrix M, die angibt ob ein Wert in den
Daten fehlt oder nicht, kann unter der MAR Annahme 2
p(M |D) = p(M |Dobs)
geschrieben bzw. vereinfacht werden. Die Wahrscheinlichkeit, dass ein Wert
fehlt, ist unabha¨ngig davon, ob der Wert aus dem beobachteten Teil oder
unbeobachteten Teil von D stammt und es reicht daher, nur den beobachte-
ten Teil zu betrachten.
Zudem sollte die angenommene a posteriori Verteilung von Dobs die wahre a
posterori Verteilung gro¨ßtenteils approximieren. Aus diesem Grund ist auch
der Erhalt der Regressionsbeziehung von Bedeutung.
Die Informationen dieses Kapitel wurden aus [Spiess 2008], [Feilke 2009]
und [Honaker et al. 2013] entnommen.
4.2.2 Der EMB-Algorithmus
Die Likelihood unserer beobachteten Daten ist p(Dobs,M |θ), wobei θ =
(µ,Σ). Unter der MAR Annahme kann man also auch
p(Dobs,M |θ) = p(M |Dobs)p(Dobs|θ)
schreiben.
2Unter der NMAR Annahme wa¨re eine solche Vereinfachung nicht mo¨glich gewesen.
Da bei der multiplen Imputation (bzw. beim EMB Algorithmus ) mit der Likelihood
gerechnet wird, wa¨re der Missingmechanismus im Falle NMAR fehlender Daten also nicht
mehr ignorierbar und mu¨sste beru¨cksichtigt werden. Somit wa¨re eine Imputation in der
Art und Weise, wie sie hier beschrieben wird, nicht mo¨glich.
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Betrachtet man nur die Interferenz der Parameter der kompletten Daten,
kann die Likelihood mit
L(θ|Dobs) ∝ p(Dobs|θ)
beschrieben werden. Benutzt man zusa¨tzlich das “Gesetz der iterierten Er-
wartungen”, so kann wiederum
p(Dobs|θ) =
∫
p(D|θ)dDmis
schreiben. Zusammen mit der Flat Prior von θ, ist der Posterior gegeben
mit
p(θ|Dobs) ∝ p(Dobs|θ) =
∫
p(D|θ)dDmis
Die gro¨ßte Schwierigkeit besteht nun darin, aus eben dieser Posterior Werte
zu “ziehen”. Amelia 2 verwendet dafu¨r den EMB Algorithmus. Dieser wird
von [Honaker et al. 2013] wie folgt beschrieben:
Our EMB algorithm combines the classic EM algorithm with a
bootstrap approach to take draws from this posterior. For each
draw, we bootstrap the data to simulate estimation uncertainty
and then run the EM algorithm to find the mode of the posterior
for the bootstrapped data, which gives us fundamental uncertainty
too.
Der EMB-Algorithmus kombiniert also den EM-Algorithmus mit dem Boot-
strap Ansatz. Die beiden Ansa¨tze sind no¨tig, um den EMB-Algorithmus
durchzufu¨hren, aus diesem Grund werden sie kurz aufgefu¨hrt:
Der EM-Algorithmus
Mit dem EM-Algorithmus soll das unbekannte θ gescha¨tzt werden,
um die gescha¨tzte Wahrscheinlichkeitsverteilung von D approximieren
zu ko¨nnen. Der EM-Algorithmus ist ein iterativer Prozess, der sich
in zwei Schritte einteilen la¨sst. Im ersten Schritt, dem Expectation-
Schritt(E-step), werden auf Grundlage der beobachteten Werte Dobs
und des Parameterscha¨tzers θ̂ aus den vorangegangen Iterationsschritt
die fehlenden Werte Dmiss gescha¨tzt. Da am Anfang noch kein vorhe-
riger Iterationsschritt existiert, generiert Amelia 2 zu Beginn einen
Startwert fu¨r θ̂. Im zweiten Schritt, dem Maximization-Schritt (M-
Step), wird ein neuer Scha¨tzer fu¨r den unbekannten Verteilungspara-
meter θ auf Basis der beobachteten und gescha¨tzten Zielgro¨ßenwerte
bestimmt. Diese geschieht mithilfe der Maximum-Likelihood Methode.
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Vera¨ndert sich der Parameterscha¨tzer θ̂ im Vergleich zum vorherigen
Iterationsschritt nur noch minimal, so bricht der EM-Algorithmus ab.
Mit dem Algorithmus ergibt sich ein Scha¨tzer, der dem ML Scha¨tzer
θ̂ML−Scha¨tzer nahekommt.
Bootstrapping
Bootstrapping ist eine Resampling Methode, eine Mo¨glichkeit fu¨r asym-
ptotische Approximationen. Die grundlegende Idee des Bootstrapping
ist es, die vorhandene Stichprobe selbst als Verteilungsmodell zu neh-
men. Aus der beobachteten Stichprobe wird zufa¨llig n mal mit Zuru¨cklegen
gezogen. Daraus erha¨lt man eine Bootstrap-Stichprobe, die denselben
Stichprobenumfang wie der urspru¨ngliche Datensatz besitzt (vgl. [Fair-
meir et al. 2010] und [Engel et al. 2008]).
Die Imputation der fehlenden Werten in zwei Schritten durchgefu¨hrt. Zu-
erst entstehen durch Bootstrapping m Stichprobendatensa¨tze , die durch
Ziehung mit Zuru¨cklegen aus dem Datensatz D entstehen. Dadurch wird
die Unsicherheit bei der Imputation beru¨cksichtigt, da hier die Variabilita¨t
der Datensa¨tze entsteht. Anschließend wird der EM-Algorithmus auf die m
Stichprobendatensa¨tze angewendet. Damit erha¨lt man den Punktscha¨tzer
fu¨r den Mittelwertsvektor µ sowie die Kovarianzmatrix Σ. Die durch den
EM-Algorithmus entstanden Scha¨tzer werden verwendet, um die fehlenden
Werte des urspru¨nglichen Datensatzes zu ersetzen. Im Zuge dessen entstehen
dann m verschiedene (imputierte) Datensa¨tze. Abbildung 10 ließe sich erwei-
tern, bzw. der Schritt 1 der Abbildung wu¨rde sich in zwei Schritte zerlegen.
Somit wa¨re der urspru¨ngliche Imputationsschritt in einen Bootstrapping-
Schritt und einen EM-Algorithmus Schritt aufgespaltet (siehe Abb. 11).
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Abbildung 11: Schritte einer multiplen Imputation mit Amelia
Nochmals kurz zusammengefasst, mit der Bootstrapping Methode zie-
hen wir aus den (unvollsta¨ndigen) Daten D m-mal mit der jeweiligen Stich-
probengro¨ße n. Anschließend wenden wir auf jeden der m Datensa¨tze den
EM-Algorithmus an und erhalten so die Punktscha¨tzer θ und Σ, die fu¨r die
Imputation der fehlenden Werte verwendet werden. Schließlich ergeben sich
m multipel imputierte Datensa¨tze, die analysiert werden ko¨nnen. Ein Groß-
teil dieses Abschnitts stammt inhaltlich von [Honaker et al. 2013]. Zusa¨tzlich
stammen Informationen aus [Feilke 2009] und [Mayer 2010].
4.2.3 Kombination der Ergebnisse
Um die Ergebnisse der verschiedenen Analysen zu kombinieren, schlug Ru-
bin folgende Methode vor: Je nachdem, an welcher statistische Gro¨ße Q man
interessiert ist (Q ko¨nnte beispielsweise der Median oder ein Regressionskoef-
fizient sein), ko¨nnen die Ergebnisse der Analysen wie folgt zusammengefasst
werden:
Q¯ =
1
m
m∑
j=1
Q̂j
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Beispielsweise ko¨nnte man die m erzeugten Datensa¨tze zu einem Einzigen
kombinieren, indem man diese Formel auf den Mittelwert der Datensa¨tze
anwendet und dadurch den “Mittelwert der Mittelwerte” erha¨lt. Der entste-
hende Datensatz ko¨nnte anschließend mit den Clusterverfahren analysiert
werden und die Effizienz ermittelt werden.
Eine bessere Alternative als einen kombinierten Datensatz zu verwenden
ist es allerdings, die verschiedenen Clusterverfahren auf jeden der 5 von
Amelia imputierten Datensa¨tze anzuwenden und dann die Ergebnisse zu
kombinieren. Dazu wird bei jedem Merkmalstra¨ger betrachtet, wie oft er in
den einzelnen Amelia Datensa¨tzen in die richtige Gruppe eingeteilt wird.
Wurde beispielsweise ein Merkmalstra¨ger in den Amelia Datensa¨tzen 1, 2
und 4 richtig geclustert, so wurde er insgesamt 3 mal richtig eingeteilt. Dies
wird fu¨r jeden der insgesamt 5000 Merkmalstra¨ger durchgefu¨hrt. Dadurch
wu¨rde folgende Tabelle entstehen:
0xRichtig 1xRichtig 2xRichtig 3xRichtig 4xRichtig 5xRichtig
54 59 67 119 304 4397
Tabelle 2: Beispieltabelle zur Kombination der Ergebnisse
In dieser Form ist das Ergebnis allerdings schwer interpretierbar. Um
ein besseres Gesamtergebnis (im Hinblick auf Interpretierbarkeit) zu erhal-
ten, wird die Anzahl der Objekte, die 3 mal oder o¨fters in den Amelia Da-
tensa¨tzen richtig geclustert wurden, als richtig klassifiziert angesehen. Merk-
malstra¨ger, die nur 2 mal oder weniger richtig geclustert wurden, werden
dementsprechend als falsch klassifiziert eingestuft. Somit werden also nur
Merkmalstra¨ger als richtig eingestuft, die in mehr als der Ha¨lfte der jewei-
ligen Amelia Datensa¨tze richtig eingestuft worden. Abgeleitet aus Tabelle 2
wu¨rde so
Falsch geclustert Richtig geclustert
180 4820
Tabelle 3: Beispieltabelle 2 zur Kombination der Ergebnisse
resultieren. Daraus ko¨nnte man wiederum die Effizienz der Clusteranaly-
se (nach der Imputation) ableiten durch Division von der Anzahl an richtigen
Clustereinteilungen (aus Tabelle 3) durch die Anzahl an Merkmalstra¨gern
(5000). So kann die Genauigkeit der Clusteranalyse nach der Imputation
widergespiegelt werden. In dieser Art und Weise ko¨nnen die Ergebnisse der
verschiedenen Amelia Datensa¨tze zu einem Endergebnis kombiniert werden.
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Die Informationen fu¨r diesen Abschnitts wurden aus [Honaker et al. 2013]
und [Schaefer o.D] entnommen.
4.2.4 Umsetzung in R
Wie oben beschrieben, wird die multiple Imputation mithilfe des Amelia 2
packages aus dem Programm R durchgefu¨hrt. Dem Paket muss fu¨r die multi-
ple Imputation lediglich der unvollsta¨ndige Datensatz (Datensatz NA1 bzw.
Datensatz NA2), die Anzahl an Imputationen m, die durchgefu¨hrt werden
sollen sowie im Falle kategorialer Variablen das Skalenniveau. Somit werden
dem Programm die Datensa¨tze 1 bis 5 mit fehlenden Werten u¨bergeben, ein-
mal mit und einmal ohne kategoriale Variable. Die Anzahl der Datensa¨tze,
welche die multiple Imputation erzeugen soll, wird auf 5 festgelegt. Eine
gro¨ßere Anzahl ist, wie in Kapitel 4.2.1 beschrieben, nicht no¨tig. Es ergeben
sich also fu¨r jeden der 5 Datensa¨tze mit fehlenden Werten wiederum je 5
Datensa¨tze mit vervollsta¨ndigten Werten. Diese ko¨nnen einzeln ausgewa¨hlt
und analysiert werden. Insgesamt erha¨lt man also sowohl fu¨r die jeweili-
gen Datensa¨tze NA1 als auch fu¨r jeweiligen Datensa¨tze NA2 je 5 Amelia
Datensa¨tze. Fu¨r die praktische Umsetzung wurde eine neue Funktion ge-
schrieben. Fu¨r die Datensa¨tze 4 und 5 ist zudem eine kleine Modifikation
no¨tig. Da die Werte nur zwischen 0 und 1 liegen du¨rfen, muss auch die Im-
putation auf diesen Bereich eingegrenzt werden.
Die praktische Umsetzung zur Kombination der Ergebnisse (wie in Kapitel
4.2.3) ist spa¨ter in Kapitel 6.1.1 zu lesen, da hierzu die Clusterzuordnungen
beno¨tigt werden. Um die Auswirkung der Imputation grafisch darzustel-
len, sind in den Abbildungen 12 und 13 die einzelnen Datensa¨tze vor und
nach der Imputation dargestellt. In jeder Reihe ist nochmal der Original
Datensatz abgebildet, dann die Imputation des Datensatzes ohne kategoria-
le Variable und schließlich die Imputation des Datensatzes mit kategoria-
ler Variable. Exemplarisch wurde jeweils der erste von den 5 imputierten
Datensa¨tze zur Veranschaulichung verwendet. Dabei wurden die Merkmal-
stra¨ger, je nach dem aus welcher Gruppe sie wirklich stammen, farblich
markiert. Somit kann bereits ein Urteil daru¨ber abgegeben werden, ob die
Imputation als gut eingestuft werden kann, auch wenn es eigentlich fu¨r jeden
Datensatz mehrere Imputationen gibt.
Im Folgenden sind die Abbildungen der Imputationen der Datensa¨tze mit
30 % entfernten Daten abgebildet:
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Abbildung 12: Auswirkung der Imputation Datensatz 1 bis 3 (30 % fehlende
Daten)
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Abbildung 13: Auswirkung der Imputation Datensatz 4 und 5 (30 % fehlende
Daten)
Bei Betrachtung der Abbildungen stellt man nach der Imputation Vera¨nderung
im Vergleich zum urspru¨nglichen Datensatz fest. Allerdings halten sich die-
se im akzeptablen Rahmen. In den Datensa¨tzen 4 und 5 werden zwar nur
Werte zwischen 1 und 0 imputiert, allerdings auch viele Werte außerhalb
des “Dreiecks”, wie es in den urspru¨nglichen Datensa¨tzen zu beobachten ist.
Dies fa¨llt besonders bei den beiden mittleren Plots aus Abbildung 13 auf.
Die beno¨tigten Funktionen zur Durchfu¨hrung sind im R-Code ab Seite 99
bzw. Seite 117 zu finden.
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5 Clusteranalyse
In vielen Bereichen der Wissenschaft ist es ha¨ufig ein Anliegen, herauszu-
finden, ob zwischen den betrachteten Untersuchungsobjekten A¨hnlichkeiten
bestehen. Daru¨ber hinaus mo¨chte man a¨hnliche Untersuchungsobjekte zu
Gruppen (Cluster) zusammenfassen, in der alle Elemente mit a¨hnlichen Ei-
genschaften vereint sind. Beispielsweise werden in Biologie A¨hnlichkeiten
zwischen Kleinlebewesen gesucht, um eventuell vorhandene Verwandtschafts-
beziehungen finden zu ko¨nnen. Ein anderes Beispiel wa¨re im Bereich des
Marketings, wo geografische Gebiete mit a¨hnlichen Absatzmerkmalen in
Gruppen zusammenfasst werden sollen, um beispielsweise neue Produkte zu-
erst in repra¨sentativen Ma¨rkten testen zu ko¨nnen. Die Clusteranalyse findet
in den verschiedensten Bereichen der Wissenschaft Anwendung. Innerhalb
der einzelnen Gruppen, in die Merkmalstra¨ger mit a¨hnlichen Merkmalen
eingeteilt werden, sollten dabei mo¨glichst große A¨hnlichkeiten bestehen, die
Eigenschaften bzw. Merkmale sollten also mo¨glichst homogen sein. Hinge-
gen sollten zwischen den einzelnen homogenen Gruppen mo¨glichst große
Unterschiede bestehen. Das Ziel der Clusteranalyse ist die Klassenbildung,
aus diesem Grund werden die Clustermethoden auch ha¨ufig als Klassifika-
tionsverfahren bezeichnet. Unter dem Begriff Clusteranalyse sind zahlreiche
verschiedene Clusterverfahren zusammengefasst. In Abbildung 14 ist eine
U¨bersicht der Clusterverfahren zu finden, die in dieser Arbeit fu¨r die Clu-
steranalyse verwendet und in diesem Kapitel beschrieben werden.
Abbildung 14: U¨bersicht u¨ber verwendete Clusterverfahren
Eine wichtige Vorraussetzung fu¨r die Clusterverfahren sind komplette
Daten. Merkmalstra¨ger mit fehlenden Beobachtungen ko¨nnen keiner Grup-
pen zugeordnet werden. Deshalb ist es notwendig, fehlende Daten zu impu-
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tieren.
Bei den Clusterverfahren werden alle Merkmale der Merkmalstra¨ger gleich-
zeitig zur Gruppenbildung beru¨cksichtigt. Da die Gruppen im Vornherein
nicht bekannt sind, za¨hlen die Clustermethoden zu den explorativen Verfah-
ren der multivariaten Statistik [Fairmeir et al. 1996].
5.1 Hierarchische Klassifikationsverfahren
Die hierarchischen Klassifikationsverfahren za¨hlen in der Praxis zu den am
weitesten verbreiteten Clusterverfahren. Man unterscheidet in agglomerative
und divisive hierarchische Klassifikationsverfahren. Bei agglomerativen Ver-
fahren stellt zu Beginn jedes einzelne Objekt einen einzelnen Cluster da, die
solange zusammengefasst werden, bis alle Objekte in einem Cluster vereint
sind. Im Gegensatz dazu gibt es noch divisive hierarchische Clusterverfahren.
Hier wird mit einen großen Cluster begonnen, in dem alle Objekte gesam-
melt sind und trennt diesen solange, bis jedes einzelne Objekt einen eigenen
Cluster repra¨sentiert. Bei den agglomerativen Verfahren wird die Anforde-
rung an die Homogenita¨t (der einzelnen Cluster) schrittweise verringert, bei
divisven schrittweise erho¨ht. Divisive Verfahren erreicht zwar eine ho¨here
Homogenita¨t, sind aber auch mit weit mehr Rechenaufwand verbunden und
aus diesem Grund weniger verbreitet als agglomerative Verfahren. Beide
Vorgehensweisen eignen sich gut, wenn in der vorhandenen Objektmenge ei-
ne hierarchische Struktur vorhanden ist. Sie werden in Abschnitt 5.1.2 bzw.
5.1.3 na¨her beschrieben.
5.1.1 A¨hnlichkeits- und Distanzmaße
Bevor man Merkmalstra¨ger in Gruppen einteilen kann, mu¨ssen Objekte ge-
funden werden, die sich a¨hnlich sind. Um die A¨hnlichkeit zweier Objekte
bzw. Merkmalstra¨ger zu bestimmen, werden A¨hnlichkeits- und Distanzma-
ße verwendet. Sie geben durch einen Zahlenwert die Unterschiede bzw. die
Gemeinsamkeiten zweier Objekte wieder.
• A¨hnlichkeitsmaße zeigen auf, wie a¨hnlich zwei Objekte sind. Je gro¨ßer
der Wert des A¨hnlichkeitsmaßes, desto a¨hnlicher sind sich die zwei
betrachteten Objekte.
• Distanzmaße spiegeln im Gegensatz zu den A¨hnlichkeitsmaßen die
Una¨hnlichkeit wider. Hier gilt, je gro¨ßer die Distanz, desto una¨hnlicher
sind sich die zwei betrachteten Objekte.
Allgemein werden A¨hnlichkeits- und Distanzmaße auch als Proximita¨tsmaße
bezeichnet. Fu¨r die in dieser Arbeit angewendeten Clusterverfahren werden
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ausschließlich Distanzmaße beno¨tigt. Diese Distanzmaße werden auch Me-
triken genannt und bilden die Grundlage fu¨r die hierarchischen Verfahren.
Folgende Distanzmaße werden verwendet:
• Euklidische Distanz
Die Euklidische Distanz ist eines der am weit verbreitetsten Distanz-
maße. Sie entspricht auch der anschaulichen Distanzvorstellung, man
kann sich die euklidische Distanz auch als Luftlinie zwischen zwei
Punktion vorstellen. Fu¨r jedes Paar von Objekten wird die Differenz
gebildet und quadriert, anschließend werden die Differenzen addiert.
Aus dieser Summe wird daraufhin die Quadratwurzel gezogen. So er-
gibt sich die Euklidische Distanz. Als mathematische Formel wird sie
wie folgt ausgedru¨ckt:
dE(i, j) =
√√√√ p∑
k=1
(xik − xjk)2
d(i,j) ist dabei die Distanz der Objekte i und j. xik bzw. xjk ist der
Wert der Variablen k bei den Objekten i und j. p entspricht der Anzahl
an Variablen. Die euklidische Distanz ist also die Quadratwurzel aus
den quadrierten Differenzen.
• Maximum-Distanz
Die Maximum-Distanz geho¨rt ebenfalls zu den verwendeten Standard-
Distanzen, sie wird auch die Chebyshev oder Schachspieler Distanz
genannt. Betrachtet man ein Schachfeld, entspricht die Maximum-
Distanz der Bewegung eines Ko¨nigs3, um sich von einem Schachfeld
zu einem beliebigen anderen Feld zu bewegen. Mathematisch dru¨ckt
sich das wie folgt aus:
dmax(i, j) = max
k
(|xi − xj |)
Die Maximum-Distanz ist also die gro¨ßte absolute Differenz eines Wer-
tepaares.
• Manhattan-Distanz
Die Manhattan-Distanz ist ebenfalls ein weit verbreitetes Distanzmaß.
Stellt man sich zwei Punkte als Ecken eines Ha¨userblocks vor, so ist
die Manhattan-Distanz die Strecke, die entstehen wu¨rde, wenn die
Ha¨userblockseiten abgegangen werden4. Daher wird sie auch City-
3Ein Ko¨nig darf sich im Schachspiel in alle Richtungen bewegen ,also auch diagonal.
4Um es erneut in Schachsprache auszudru¨cken, wa¨re die Manhattan-Distanz die Bewe-
gung, die ein Ko¨nig auf einen Schachfeld absolviert, wenn er sich nur orthogonal bewegen
du¨rfte.
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Block-Metrik oder Taxifahrermetrik bezeichnet. Mathematisch ausge-
dru¨ckt:
dM (i, j) =
p∑
k=1
|xik − xjk|
Die Manhattan-Distanz gibt also die Summer der absoluten Differen-
zen an. Die Distanz wird an der gro¨ßten absoluten Differenz eines
Wertepaares gemessen.
Auf Grundlage jeder einzelnen Distanz d(i,j) zwischen den Datenpunkten
wird die sogenannte symmetrische Distanzmatrix gebildet. Diese Matrix be-
nutzen spa¨ter bestimmte Verfahren, um die Clustereinteilung durchzufu¨hren.
Es gibt noch zahlreiche andere Distanz- bzw. A¨hnlichkeitsmaße, hier wur-
den lediglich diejenigen aufgeza¨hlt, die spa¨ter fu¨r die Clusteranalyse verwen-
det werden. Die drei aufgeza¨hlten Distanzmaße haben die Gemeinsamkeit,
dass diese allesamt Proximita¨tsmaße fu¨r metrische Daten sind. Das bedeutet
auch, dass das kategoriale Merkmal aus den erzeugten Datensa¨tzen nicht in
der Clusteranalyse beru¨cksichtigt wird, da keine Distanz fu¨r gemischt ska-
lierte Daten auf Grundlage dieser Metriken berechnet werden kann. Eine
Mo¨glichkeit, die zusa¨tzlich kategoriale Merkmale in die Distanzberechnung
miteinzubeziehen, ist die sogenannte Gower Distanz:
• Gower-Distanz
Mathematisch dru¨ckt sich die Gower-Distanz folgendermaßen aus:
dG(i, j) =
∑p
k=1 δ
(k)
ij d
(k)
ij∑p
k=1 δ
(k)
ij
Fu¨r kategoriale Merkmale gilt dabei:
d
(k)
ij =
{
1, wenn xik 6= xjk
0, wenn xik = xjk
Fu¨r metrische Merkmale hingegen gilt:
d
(k)
ij =
|xik − xjk|
Rk
wobei Rk = max
i
xik −min
i
xik
Mit δij wird die Symmetrie bina¨rer Merkmale beru¨cksichtigt.
Mit der Gower Distanz ko¨nnen in der Clusteranalyse also auch kategoriale
Variablen beru¨cksichtigt werden.
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Die Maße quantifizieren die A¨hnlichkeit (bzw. die Distanz). Der Datensatz
stellt dabei die Grundlage dar, der anschließend mithilfe der Maße in eine
Distanzmatrix u¨berfu¨hrt wird. Diese Distanzmatrix bildet den Ausgangs-
punkt fu¨r die weiteren Schritte der hierarchischen Clusteranalyse.
Die Informationen dieses Abschnittes stammen gro¨ßtenteils aus [Fairmeir
et al.1996], es wurden aber auch Teile aus [Unbekannt o.D(3)],[Handl 2002]
und [Unbekannt 2010] u¨bernommen.
5.1.2 Agglomerative Verfahren
Agglomerative Verfahren lassen sich in drei Schritte gliedern:
Schritt 1: Im ersten Schritt stellt jede Beobachtung ihren eigenen Clu-
ster da. Im Anschluss wird die Distanz zwischen jedem Objekt bzw. Cluster
mithilfe der Proximita¨tsmaße bestimmt.
Schritt 2: Zwei Cluster, die sich am na¨chsten sind, werden zu einem neuen
Cluster zusammengefasst.
Schritt 3: Erneut werden die Distanzen zwischen den Cluster bzw. Objek-
ten berechnet.
Schritt 2 und 3 werden dabei so lange wiederholt, bis alle Objekte in ei-
nem einzigen Cluster vereint sind. Die Linkage Verfahren legen bei den
agglomerativen Verfahren den Fusionsalgorithmus fest, nachdem die Ob-
jekte bzw. Cluster in Schritt 2 zu neuen Cluster zusammengefasst werden.
Auch hier gibt es eine Vielzahl an Algorithmen (Linkage Methoden) bzw.
Mo¨glichkeiten, die Gruppierung vorzunehmen. Als Ausgangspunkt benutzen
diese Algorithmen die mit den Proximita¨tsmethoden ermittelte Distanzma-
trix. Folgende Linkage Verfahren werden verwendet:
• Single-Linkage
Das Single-Linkage-Verfahren (auch nearest neigbour Methode genannt)
fusioniert diejenigen Objekte, die in der ermittelten Distanzmatrix die
kleinsten Distanzen aufweisen. Mathematisch dru¨ckt sich das wie folgt
aus:
DS(Ck, Cl) = min
i∈Ckj∈Cl
(d(i, j))
D(Ck, Cl) ist die Distanz der Cluster Ck und Cl. Diese entspricht im
Single-Linkage Verfahren der kleinsten Distanz zwischen jeweils einen
Objekt aus Ck und Cj . Fu¨r die Fusion reicht es, wenn ein ein Ob-
jekt aus einer Klasse einem Objekt aus eine anderen Klasse nahe liegt
(im Sinne des Distanzmaßes). Die Distanzen der restlichen Objekte
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ko¨nnen dabei aber voneinander abweichen, hier existieren keine spezi-
ellen Forderungen. Deshalb ist das Single-Linkage-Verfahren im Ver-
gleich zu anderen Linkage Methoden eher in der Lage, Klassen unter-
schiedlichster Formen zu identifizieren. Dies gilt allerdings nur, wenn
zwischen den Klassen keine unbesetzten Ra¨ume zu finden sind. An-
dernfalls werden dann na¨mlich auch Klassen verbunden, die ansonsten
deutlich voneinander getrennt sind. Dies wird als Verkettungseigen-
schaft bezeichnet. Aus diesem Grund eignet sich das Verfahren nicht,
wenn mo¨glichst homogene Gruppen gefunden werden sollen. Jedoch
eignet es sich, dadurch das immer die “na¨chsten Nachbaren” fusio-
niert werden, zur Auffindung von Ausreißern, da diese erst zu Ende
fusioniert werden.
• Complete-Linkage
Im Gegensatz zum Single-Linkage-Verfahren werden beim Complete-
Linkage-Verfahren (auch furthest neigbour Methode genannt) die Clu-
ster u¨ber den Maximal Abstand zwischen den Objekten zweier Clu-
ster vereint. Dabei wird wie beim Single-Verfahren nur die extremste
Distanz betrachtet,was bei dem Complete-Verfahren die maximale Di-
stanz ist. Auch in der Formel ist die A¨hnlichkeit zum Single-Verfahren
zu sehen, hier wird anstelle des Minimums ein Maximum geschrieben:
DC(Ck, Cl) = max
i∈Ckj∈Cl
(d(i, j))
Durch den Fusionsalgorithmus eignet sich das Verfahren gut, wenn das
prima¨re Ziel die Findung homogener Gruppen ist. Allerdings ergibt
sich aufgrund der spa¨te Fusion weit entfernter Klassen die Anfa¨lligkeit
gegenu¨ber Ausreißern.
• Average-Linkage
Beim Average-Linkage-Verfahren werden die Klassen zusammengefasst,
dessen Objekte im Mittel a¨hnlich sind. Mathematisch a¨ußert sich das
wie folgt:
DA(Ck, Cl) =
1
nknl
∑
i∈Ck
∑
j∈Cl
dij
nk bzw. nl ist die Anzahl der Objekte der Klasse Ck bzw. Cl. Die
Distanz zwischen den Gruppen gleicht hier dem Mittel aller Distanzen
zwischen den Objekten aus den Klassen. Hier reicht es also, wenn die
Objekte im Mittel a¨hnlich sind, um sie zu fusionieren.
• Centroid-Verfahren
Beim Centroid-Verfahren (Zentroid-Verfahren) wird jede Klasse durch
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ihren Klassenschwerpunkt
x¯k =
1
nk
∑
n∈Ck
xn
charakterisiert. Der Abstand zwischen den Klassen wird anschließend
durch die quadrierte euklidische Distanz der Klassenschwerpunkte ge-
messen:
DZ(Ck, Cl) = ||x¯k − x¯l||2
Wie beim Average-Verfahren reicht es zur Klassenfusion aus, wenn
die Objekte zweier Klasse im Mittel a¨hnlich sind. Die beiden Verfah-
ren unterscheiden sich lediglich dadurch, dass beim Average-Verfahren
die mittlere Abweichung der Distanzen und beim Centroid-Verfahren
die mittlere Abweichung der Variablenauspra¨gungen betrachtet wird.
Beide za¨hlen zu den Mittelwertverfahren.
• Ward-Verfahren
Das Ward-Verfahren za¨hlt in der Praxis zu den am weitesten verbreite-
ten Fusionsalgorithmen. Wa¨hrend die anderen Algorithmen die gering-
ste Distanz zwischen Objekte zu Grunde legen, vereint das Ward Ver-
fahren diejenigen Objekte bzw. Gruppen, die ein vorgegebenes Hete-
rogenita¨tsmaß am geringsten vergro¨ßert. Als Heterogenita¨tsmaß wird
dabei das Varianzkriterium(Fehlerquadratsumme) verwendet, das sich
fu¨r eine Gruppe g wie folgt berechnet la¨sst:
Vg =
Kg∑
f=1
J∑
j=1
(xfjg − x¯jg)2
xfjg ist der beobachtete Wert der Variable j (j=1,...,J) bei Objekt f (fu¨r
alle Objekte f=1,...,Kg in der Gruppe g).x¯jg ist dabei der Mittelwert
u¨ber die beobachteten Werte der Variablen j in Gruppe g (entspricht
also 1
Kg
∑Kg
f=1 xfjg).
Als Kriterium fu¨r die Zusammenfassung werden also die Objekte bzw.
Gruppen vereint, welche die Fehlerquadratsumme am wenigsten erho¨hen.
Mathematisch dargestellt a¨ußert sich das wie folgt:
DW (Ck, Cl) =
nknl
nk + nl
||x¯k − x¯l||2
DasWard-Verfahren minimiert zwar sozusagen den Homogenita¨tsverlust,
liefert jedoch nicht zwangsla¨ufig die optimale Partition bzg. des Vari-
anzkriteriums. Mit demWard Verfahren gelingt es in der Praxis ha¨ufig,
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homogene Gruppen zu erzeugen. Deshalb gilt es als eines der lei-
stungssta¨rksten agglomerative Verfahren. Allerdings neigt das Ward-
Verfahren zur Bildung gleich großer Cluster. Aus diesem Grund fa¨llt
es dem Verfahren schwer, Gruppen mit stark unterschiedlichen Grup-
pengro¨ßen zu identifizieren.
Die verschiedenen Linkage Methoden werden nur bei den agglomerativen
Clusterverfahren beno¨tigt. Sie legen den Fusionsalgorithmus fest, also das
Schema, nachdem verschiedene Objekte bzw. Gruppen zu neuen Gruppen
zusammengefasst werden.
Die Ergebnisse der hierarchisch agglomerativen Verfahren lassen sich in
u¨bersichtlicher Weise in einem Dendogramm darstellen, das eine grafische
Baumstruktur besitzt. Als Beispiel ist in Abbildung 15 das Dendogramm der
Clusteranalyse mit euklidischer Distanz und dem Ward-Linkage abgebildet..
Abbildung 15: Beispiel Dendogramm zu Datensatz 1
Auf der x-Achse befinden sich die n Objekte, die nach und nach zu neuen
Klassen fusioniert werden. Der Index h (auf y-Achse) misst die Homogenita¨t
der Klassen. Je kleiner dieser Wert h ist, auf dem die Klassen zu einer neuen
Klasse fusioniert werden, desto a¨hnlicher sind sich die Klassen bzw. deren
Objekte und desto homogener sind auch die Klassen. Bei agglomerativen
Verfahren stellt jedes Objekt zu Beginn einen eigenen Cluster dar und am
Ende sind alle Objekte in einem Cluster gesammelt. Dementsprechend kon-
struiert sich das Dendogramm von unten nach oben. Es liefert den Vorteil,
dass der Anwender je nach seiner Homogenita¨tsanforderung die Klassen-
bildung ablesen kann. Abha¨ngig von der Wahl des Distanzmaßes und der
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Linkage Funktion ergeben sich unterschiedliche Dendogramme.
Die Informationen dieses Abschnitts wurden aus [Fairmeier et al. 1996],
[Stein et al. 2011] und [Landscape Ecology Lab o.D] entnommen.
5.1.3 Divisive Verfahren
Zur Erinnerung, divisive Verfahren beginnen mit einem großen gemeinsa-
men Cluster und werden Schritt fu¨r Schritt in kleinere Cluster geteilt, so-
lange jedes Objekt einen eigenen Cluster darstellt. Wa¨hrend bei den agglo-
merativen Verfahren durch die Linkage-Methoden Objekte bzw. Gruppen
zusammengefasst werden, teilt das divisive Verfahren großere Gruppen in
kleinere Gruppen bzw. Objekte. Wie bei der agglomerativen Clusterung mit
verschiedenen Linkage-Methoden gibt es auch bei den divisiven Verfahren
verschiedene Verfahren zur Aufspaltung. Es wird zwischen monoethetischen
und polythetischen Verfahren unterschieden. Wa¨hrend monoethetische Ver-
fahren als Grundlage fu¨r die Zerlegung nur ein Merkmal betrachten, beziehen
polythetischen Verfahren in jedem Schritt alle Merkmale gleichzeitig mit ein.
Auch hier la¨sst sich das Verfahren in Schritte einteilen:
Schritt 1: Im ersten Schritt muss das Objekt gefunden werden, dass die
ho¨chste durchschnittliche Abweichung gegenu¨ber allen anderen Objekten
besitzt. Dieses Objekt repra¨sentiert dann einen neuen Cluster R.
Schritt 2: Fu¨r jedes Objekt außerhalb dieses neuen Clusters gilt
Dh = [average d(i, j) j /∈ R]− [average d(i, j) j ∈ R]
Grundlage der Berechnung sind also wieder die Distanzmaße d(i,j).
Schritt 3: Es muss das Objekt h gefunden werden, fu¨r das die Differenz Dh
am gro¨ßten wird. Falls Dh positiv ist, ist h im Durchschnitt nahe an dem
Cluster R.
Schritt 4: Der zweite Schritt muss so lange wiederholt werden, bis die Dif-
ferenzen Dh negativ sind. Dann ist der Datensatz in zwei Cluster geteilt.
Schritt 5: Nun wird der Cluster gesucht, bei dem die Una¨hnlichkeit zwi-
schen 2 beliebigen Objekten des Clusters am gro¨ßten ist. Mit diesem Cluster
fu¨hrt man die Schritte 1-4 erneut durch. Dadurch wird dieser Cluster wieder
zweigeteilt.
Anschließend wiederholt man Schritt 5 solange, bis jedes Objekt einen eige-
nen Cluster darstellt. Hier wird deutlich, die Berechnung divisiver Verfahren
deutlich aufwa¨ndiger ist. Nach diesem beschrieben Ablauf verla¨uft das divi-
sive Verfahren, wie es von dem R-Paket “DIANA” angewandt wird. Auch
hier ist eine grafische Darstellung mit einem Dendogramm mo¨glich. Ein Den-
dogramm der Clusteranalyse von Datensatz 1 mit dem divisiven Verfahrens
und euklidischen Distanzmaß ist in Abb. 16 dargestellt.
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Abbildung 16: Beispiel Dendogramm zu Datensatz 1 (divisiv)
Grafisch a¨hneln die Dendogramme divisiver Verfahren denen der agglo-
merativen Verfahren. Bei divisiven Verfahren wird das Dendogram allerdings
von oben nach unten konstruiert. Dies entspricht auch dem Vorgehen des
divisiven Verfahrens, mit einem großen Cluster zu beginnen und ihn an-
schließend in die einzelnen Objekte zu zerlegen. Auch hier sind die Klassen
homogener, je kleiner der Wert von h ist.
Fu¨r diesen Abschnitt wurden Informationen aus [Fairmeir et. al 1996], [Roh-
wer et al. 2011], [Stein et al. 2011], [Landscape Ecology Lab o.D], [Unbe-
kannt(1) o.D] und [R-Dokumentation(3) o.D] entnommen.
5.1.4 Bestimmung der Clusterzahl
Nachdem die hierarchische Clusteranalyse durchgefu¨hrt wurde, ist entwe-
der ein großer Cluster mit allen Objekten oder viele Cluster mit jeweils
einem Objekt vorhanden. Mit beiden finalen Lo¨sungen kann man aus prak-
tischer Sicht nichts anfangen. Normalerweise sollte der Anwender festlegen,
wie viele Cluster fu¨r die jeweilige Anwendung sinnvoll sind. Ha¨ufig gibt
es beim Anwender allerdings keine sachliche Gru¨nde fu¨r eine Gruppierung.
Aus diesem Grund sollte mithilfe der Clusteranalyse versucht werden, eine
vorhandene Gruppierung in den Daten zu finden. Dies sollte auf Grund-
lage statistischer Kriterien geschehen. Bei der Entscheidung u¨ber die op-
timale Clusteranzahl muss ein Kompromiss zwischen der Handbarkeit der
Clusterlo¨sung und der Homogenita¨tsanforderung an die Cluster-Lo¨sung ge-
funden werden. Hier ko¨nnten auch sachlogische U¨berlegungen beru¨cksichtigt
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werden, die sich aber nur auf die Anzahl der zu wa¨hlenden Cluster beziehen
sollte. Eine einfache und gute Mo¨glichkeit zur Identifikation der optima-
len Clusteranzahl liefert der sogenannte “Scree-Plot”. In diesem Plot wird
die Heterogenita¨tsentwicklung nach der Clusteranzahl betrachtet. Auf der
x-Achse ist die Clusteranzahl, auf der y-Achse die Fehlerquadratsumme ab-
getragen. Zeigt sich in dem Plot ein “Ellenbogen” (in der Entwicklung des
Heterogenita¨tsmaßes), so kann die entsprechende Clusteranzahl als Lo¨sung
verwendet werden. Als Beispiel ist der Screeplot zu Datensatz 1 in Abb.
17 dargestellt. Hier zeigt sich, dass sich die Fehlerquadratsumme nach 3
Clustern nicht mehr viel vera¨ndert. Dort befindet sich dann auch der “El-
lenbogen” (bzw. “Ellbow”, siehe ebenfalls Abb. 17).
Abbildung 17: Screeplot zu Datensatz 1
Anhand des sogenannten “Ellenbogen” Kriteriums wird die optimale
Clusteranzahl bestimmt. Im Datensatz 1 wa¨re die optimale Anzahl an Clu-
stern also 3, was auch der Anzahl an tatsa¨chlichen Gruppen entspricht. Mit
der Kenntnis u¨ber die Anzahl der Cluster la¨sst sich dies auch in das Den-
dogramm einschließen. Das Dendogramm aus Abbildung 15 sieht dann wie
folgt aus:
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Abbildung 18: Dendogramm mit eingezeichneten Gruppen
Die drei roten Vierecke in Abbildung 18 umfassen jeweils die Objekte
eines Clusters (vgl. [Fairmeir et al. 1996]).
5.2 Partitionierende Verfahren
Im Gegensatz zu den hierarchischen Verfahren muss bei den partitionieren
Verfahren die Anzahl der Cluster im Voraus bekannt sein. Die Clusteran-
zahl kann wieder aus dem Screeplot ermittelt werden. Die Klassifikationen
der Objekte sind zu Beginn durch zufa¨llige Anordnung in die vorgegebe-
nen Cluster verteilt. Die Zerlegung einer Objektmenge in g Klassen wird
auch als Partition bezeichnet. Bei partitionierenden Verfahren wird diejeni-
ge Partition gesucht, die hinsichtlich eines bestimmten Gu¨tekriteriums op-
timal ist. Eine Optimierung des jeweiligen Gu¨tekriteriums wird dadurch
erreicht, dass schrittweise Objekte zwischen den Cluster verschoben werden.
Dies wird schließlich solange wiederholt, bis sich eine Partition durch wei-
teres Verschieben von Objekten nicht mehr hinsichtlich des Gu¨tekriteriums
optimiert wird(vgl. [Hueftle 2006] und [Fairmeir et al. 1996]).
5.2.1 K-means Verfahren
Einer der bekannsten Vertreter der partionierenden Verfahren ist das soge-
nannte K-means Verfahren. Bei diesem Verfahren, das auch Austauschver-
fahren genannt wird, wird als Gu¨tekriterium das auf Seite 46 beschriebene
Varianzkriterium verwendet. Die genauen Schritte des Austauschverfahrens
gliedern sich wie folgt:
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Schritt 1: Im ersten Schritt muss die Clusteranzahl G (g = 1, ..., G) vorge-
geben werden. Anschließend wa¨hlt der Algorithmus zufa¨llig G verschiedene
Objekte als Startwerte fu¨r die Zentroide aus.
Schritt 2: Jedes Objekt wird denjenigen Cluster zugeordnet, zu dem der
euklidische Abstand am geringsten ist.
Schritt 3: Es ergeben sich G Gruppen mit den Objekten. Fu¨r jede Gruppe
werden die neuen Zentroide berechnet:
x¯
(G)
j =
1
nG
∑
i∈CG
xij
Schritt 4: Die Schritte 2 und 3 werden solange wiederholt, bis die geringste
Fehlerquadratsumme gefunden ist.
Ziel ist also die Minimierung der Fehlerquadratsumme (Varianzkriterium).
Diese berechnet sich wie folgt:
G∑
g=1
∑
x∈Cg
dE(cg, x)
2
cg ist dabei der g-te Cluster mit dem Zentrum cg. Es wird also die Fehler-
quadratsumme in jedem Cluster berechnet und summiert diese anschließend.
Aufgrunddessen, dass je nach Wahl der Zentroide in Schritt 1 unterschied-
liche Ergebnisse resultieren, wird das K-means mehrmals mit unterschiedli-
chen Start-Zentroiden durchgefu¨hrt. Am Ende entscheidet man sich fu¨r den
Durchlauf, bei dem die Fehlerquadratsumme am geringsten ist. Die Idee, das
Varianzkriterium als Gu¨tekriterium zu verwenden, begru¨ndet sich durch die
Vermutung, dass eine Klasse mit a¨hnlichen Objekten auch eine kleine Streu-
ung innerhalb der Klasse besitzt. Aufgrund der Skaleninvarianz des Kriteri-
ums mu¨ssen die Daten standardisiert werden. Außer dem Varianzkriterium
ko¨nnten auch andere Gu¨tekriterium verwendet werden.
Fu¨r diesen Abschnitt wurden Informationen aus [Fairmeier et al. 1996],
[Wiedenbeck et al. o.D], [R Dokumentation o.D(1)] und [Oellinger 2010]
entnommen.
5.2.2 PAM Verfahren
PAM steht fu¨r “Partitioning Around Medoids” und stellt eine robustere
Verallgemeinerung des K-means Verfahren dar.Auch hier muss die Klassen-
anzahl vorgegeben werden. Anstelle der Minimierung der Fehlerquadratsum-
me minimiert dieses Verfahren die Summe der Distanzen. Der PAM Ansatz
rechnet zudem mit Medoids anstelle von Zentroiden. Unter dem Begriff “Me-
doid” versteht man ein repra¨sentatives Objekt eines Clusters, das zentral in
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dem jeweiligen Cluster liegt. Das Verfahren la¨sst sich in zwei Phasen eintei-
len:
Build Phase
In der Build Phase sucht der Algorithmus nach geeigneten Startwerten fu¨r
die Medoids. Dies geschieht durch sukzessive Auswahl repra¨sentativer Ob-
jekte. Das erste dieser Objekte minimiert die Summe aller Distanzen zu den
anderen Objekten. In den na¨chsten Schritten wird jeweils ein weiteres re-
pra¨sentatives Objekt gesucht. Dabei werden die Objekte gewa¨hlt, die am
meisten zur Minimierung des oben erwa¨hnten Zielkriteriums beitragen. Die-
ser Prozess wird solange wiederholt, bis g repra¨sentative Objekte, also die
Anzahl entsprechend der gewu¨nschten Clusteranzahl, gefunden sind. Diese
g Objekte stellen dann die Startwerte fu¨r die zweite Phase dar.
Swap Phase
In dieser Phase wird versucht, den Satz der repra¨sentativen Objekte und
dadurch auch die Klassifikation zu verbessern. Dazu werden alle Paare von
Objekten (j,h) betrachtet, j steht dabei fu¨r die repra¨sentativen Objekte und
h fu¨r die u¨brigen Objekte. Jedes Paar wird darauf untersucht, welche Aus-
wirkung der Austausch der beiden Objekte auf das Zielkriterium hat. Im
Falle einer Reduktion der Summe der Distanzen - und die damit verbundene
Reduktion der Una¨hnlichkeiten - wird das Objekt h als repra¨sentatives Ob-
jekt gewa¨hlt. Dies wird mit allen mo¨glichen Paarkombinationen (j,h) durch-
gefu¨hrt. Der Algorithmus bricht ab, sobald das Zielkriterium durch weitere
Wechsel der Objekte nicht mehr verringert werden kann.
Das Ergebnis des Algorithmus ist dabei unbeeinflusst von der Anordnung
der Objekte in der Distanzmatrix.
Als Distanzmaß ko¨nnen wieder unterschiedliche Metriken verwendet wer-
den. Auch die Gower Distanz kann zur Berechnung der Distanz herangezo-
gen werden, somit kann auch die kategoriale Variable beru¨cksichtigt werden.
Ein Großteil der fu¨r diesen Abschnitt beno¨tigten Informationen wurde aus
[Kahn et al. 2001] entnommen. Hilfreich waren zudem [Fairmeir et. al 1996],
[R Dokumentation(2) o.D], [Mirkes 2011], [Unesco o.D] und [Greutert 2004].
5.3 Modellbasierte Verfahren
Bei den hierarchischen Verfahren basiert die Einteilung in die Cluster auf
die verschiedenen Distanzen zwischen den Objekten bzw. Clustern. Die par-
titionierenden Verfahren dagegen nahmen die Einteilung auf Grundlage ei-
nes Zielkriteriums (wie beispielsweise die Fehlerquadratsumme) vor. Beim
modellbasierten Clustern wird angenommen, dass die G unterschiedlichen
Gruppen der Daten jeweils einer eigenen Verteilung folgen. Die Idee des
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Verfahrens ist es dann, jeder dieser Gruppen einer Likelihood zu unterstel-
len und diese anschließend zu maximieren. Es wird davon ausgegangen, dass
die Beobachtungen x1, x2, ..., xn Realisationen eines Zufallsvektors x sind
und x in jeder Klasse eine andere Verteilung besitzt. Die Klassenverteilun-
gen sind dabei zwar bekannt, allerdings nicht die zugeho¨rigen Parameter.
Eine ha¨ufig getroffene Annahme ist dabei, dass die Beobachtungen in den
Gruppen multivariat normalverteilt sind. Die jeweiligen Mittelwerte und Ko-
varianzmatrizen der Verteilungen in den Clustern unterscheiden sich unter-
einander. Somit ist x ein Gauss’sche Mischverteilungsmodell mit folgender
Dichtefunktion:
f(x) =
G∑
g=1
ψgf(x|µg,Σg)
bzw.
f(x) =
G∑
g=1
ψg
1
(2π)
n
2 (det(Σg))
1
2
exp(−1
2
(x− µg)TΣg−1(x− µg))
Die Klassenzugeho¨rigkeit wird mit g ausgedru¨ckt, dessen Wertebereich (g =
1, .., G) ist. Es wird dabei angenommen, dass die Beobachtungen x1, x2, ..., xn
unabha¨ngig aus der unbedingten Mischverteilung f(x) stammen. f(x|µg,Σg)
ist die Dichtefunktion der multivariaten Normalverteilung N(µg,Σg).
ψg steht fu¨r die Wahrscheinlichkeit, dass die Beobachtung zur Gruppe g (von
insgesamt G Gruppen) geho¨rt. Hierfu¨r gilt
ψg ∈ [0, 1] fu¨r g = 1, ..., G− 1,
G−1∑
g=1
∈ [0, 1]
Zu Beginn der Analyse liegt eine Stichprobe y1, ..., yn vor. Diese wurde von
Xmix produziert, deren Dichtefunktion obiger f(x) entspricht.
ψG ergibt sich aus 1 −
∑G−1
g=1 . Bevor mit der Klassifikation der Daten be-
gonnen werden kann, mu¨ssen die unbekannten Parameter bestimmt werden.
Ziel ist die Scha¨tzung der unbekannten µg, Σg und ψ der Mischungsdichte
f. Wir wollen also den Parameter
θ = (µ1, ..., µg,Σ1, ...,Σg, ψ1, ..., ψg−1)
scha¨tzen. Dazu wird der Maximum Likelihood Scha¨tzer verwendet:
θˆ = argmax
θ
l(θ, y1, ..., yn)
wobei der Log-Likelihood der Stichprobe dargestellt ist mit:
l(θ, y1, ..., yn) = In(
n∏
i=1
G∑
g=1
ψgfg(yi, θg)) θi = (µg,Σg) ∈ RD ×RD×D
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Die Komponentenanzahl g ist dabei vorerst festgesetzt und wird spa¨ter mit-
hilfe des BIC angepasst. Fu¨r die Scha¨tzung der Parameter wird wieder
der EM-Algorithmus verwendet. Um diesen im Mischmodell anwenden zu
ko¨nnen, muss das Modell um versteckte Variablen z erga¨nzt werden. Der
Ausgangspunkt fu¨r die Scha¨tzung mit dem EM-Algorithmus ist ein Zufalls-
vektor T=(X,Z), wobei X ∈ Rnx und Z ∈ Rnz , sowie ein Verteilungsmo-
dell fT (t; θ) mit unbekanntem θ. T ist nur in Form einer Teilstichprobe
vorhanden, bestehend aus den beobachteten Variablen (x1, ..., xN ) und den
erwa¨hnten versteckten Variablen (z1, ..., zN ).
Es soll θ mithilfe der ML-Scha¨tzung gescha¨tzt werden. Aufgrund der nicht
vorhandenenWerte z ist eine Optimierung der Gesamt-Log-Likelihood-Funktion
nach l(θ, x, z) nach θ nicht mo¨glich. Hier bietet der EM-Algorithmus durch
die iterative Vorgehensweise eine Lo¨sung, denn anstelle von l(θ, x, z) wird
hier der bedingte Erwartungswert der Gesamt-Log-Likelihood-Funktion bezu¨glich
f fu¨r die Scha¨tzung θ(g)
Q(θ, θ(g)) = E(l(θ,X,Z)|X = x, θ(g))
berechnet. Die Scha¨tzung θ(g) wird anschließend als Funktion von θ ma-
ximiert. Zu Beginn wird wieder ein Startwert θ(0) gesetzt, g wird gleich 0
gesetzt. Im E-Schritt wird
Q(θ, θ(g)) = E(l(θ,X,Z)|X = x, θ(g))
berechnet. Im M-Schritt berechnet man
θ(g+1) = argmax
θ∈Θ
Q(θ, θ(g))
und setzt anschließend g = g + 1. Der zweite und dritte Schritt wird dann
bis zu bis zu einem bestimmten Abbruchkriterium wiederholt.
Beobachtet wurde die Stichprobe von Xmix, also (y1, ..., yn). Die beobach-
teten Daten werden mit Z (z1, ..., zN ) erweitert, dabei gilt zi = (zi1, ..., ziG)
und
zig=
{
1, wenn zig ∈ g
0, wenn zig /∈ g
Somit werden die vollsta¨ndigen Daten durch die Stichprobe von T = (Xmix, Z)
dargestellt, also ([y1, z1], ..., [yN , ZN ]). Es wird angenommen, dass Z1, ..., ZN
i.i.dM(1, φ1, ..., φG) multinominal verteilt sind, dann erha¨lt man die beding-
te Dichte
fXmix|Z=zi(yi) =
G∏
g=1
fi(yi, θi)
zig
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Als Gesamt-Log-Likelihood-Funktion ergibt sich
lges(θ, ψ, y, z) =
N∑
i=1
G∑
g=1
zig log(ψgfg(yi; θ))
θ ist dabei (µ1, ..., µg,Σ1, ...,ΣG) und ψ gleich ψ1, ..., ψG. Fu¨r den E-Schritt
ergibt sich dann die allgemeine Formel
zˆig =
ψˆgfg(yi, θˆg)∑G
g=1 ψˆgfg(yi, θˆg)
Setzt man diese Werte fu¨r die fehlenden zig in die Gesamt-Log-Likelihood
ein, erha¨lt man den bedingten ErwartungswertQ((θ, ψ), (θˆ, ψˆ)). ImM-Schritt
ergeben sich dann folgende Formeln:
ψˆg =
mg
N
µˆg =
∑N
i=1 zˆigyi
mg
mg =
N∑
i=1
zˆig
Die Scha¨tzung von Σg ha¨ngt davon ab, wie die Matrix parametrisiert wurde.
Jede Kovarianmatrix wird durch eine Eigenwertzerlegung parametrisiert:
Σg = λgDgAgD
T
g
λg stellt eine Konstante dar. Dg ist eine orthogonale Matrix der Eigenwerte
von Σg und Ag ist eine Diagonalmatrix, dessen Elemente proportional zu
den Eigenwerten Σg sind.
Dadurch erha¨lt man je nachdem wie die Werte Dg,Ag und λ gewa¨hlt werden,
verschiedene Modelle. Damit ko¨nnen Anforderung bezu¨glich des Volumens,
der Form und der Orientierung gestellt werden. In Tabelle 4 sind mo¨gliche
Modelle dargestellt:
ID Modell(Σ) Verteilung ID Modell(Σ) Verteilung
EII λI spha¨risch VEV λgDgAD
T
g ellipsoid
VII λgI spha¨risch EEI λA diagonal
EEE λDADT ellipsoid VEI λgA diagonal
VVV λgDgAgD
T
g ellipsoid EVI λAg diagonal
EEV λDgAD
T
g ellipsoid VVI λgAg diagonal
Tabelle 4: Mo¨gliche Modelle des modellbasierten Verfahrens
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Die ID der Tabelle beschreibt die Modelle dabei genauer. Sie besteht aus
3 Buchstaben, der erste Buchstabe bezeichnet das Volumen, der zweite die
Form und der dritte die Orientierung der Modelle. Es gibt zwei verschiedene
Mo¨glichkeiten des Volumens, entweder alle Volumen sind gleich (λg = λ ∀g
entspricht E) oder sie unterscheiden sich (V). Die Formen der Cluster ko¨nnen
gleich sein und zusa¨tzlich einer Spha¨re entsprechen (Ag = I ∀g, entspricht
I), nur gleich sein (entspricht E) oder variable Formen (von Ag, entspricht
V) annehmen. Bei der Orientierung kann sie fu¨r alle Cluster gleich sein
(Dg = D ∀g, entspricht E), zusa¨tzlich zur Gleichheit den Koordinaten-
achsen entsprechen (Dk = I ∀g, entspricht I) oder andernfalls beliebige
Orientierungen besitzen (entspricht V).
Es existieren also mehrere verschiedene Modelle. Diese werden mithilfe des
EM-Algorithmus angepasst. Doch hier stellt sich die Frage, welches Modell
nun fu¨r die Clusteranalyse verwendet werden sollte. Gegeben sind also unter-
schiedliche ModelleM1, ...,ML(l = 1, ..., L) mit den a-priori-Wahrscheinlichkeiten
Pr(M1), ..., (ML) und die Daten D, dann gilt nach Bayes:
Pr(Ml|D) = Pr(D|Ml)Pr(Ml)
Pr(D)
∝ Pr(D|Ml)Pr(Ml)
Pr(Ml|D) sind die a-posteriori-Wahrscheinlichkeiten. Die integrierte Like-
lihood des Modells Mk stellt sich durch Pr(D|Ml) dar:
Pr(D|Ml) =
∫
Pr(D|θg,Ml)Pr(θl,Ml)dθl
Pr(θl|Ml) ist die a-priori-Verteilung des Parametervektors θl des Modells
Ml. Daraus la¨sst sich mit
2 log p(D|Ml) ≈ 2 log p(D|θˆl,Ml)− vl log(n) = BICl
das BIC (Bayes Information Criterion) berechnen. vl ist die Anzahl der
unabha¨ngigen Parameter, die im Modell Ml gescha¨tzt werden. Man erha¨lt
verschiedene Modelle mit verschiedenen BIC Werten. Davon wird das Mo-
dell ausgewa¨hlt, das den gro¨ßten BIC besitzt.
Dieses Verfahren eignet sich gut, wenn den einzelnen Gruppen unterschied-
liche Verteilungen zugrunde liegen. Zusa¨tzlich hat es den Vorteil, dass durch
den modellbasierten Ansatz besser mit U¨berlappungen umgehen werden
kann. Bei starken U¨berlappungen ist das modellbasierte Verfahren deut-
lich effizienter. Durch das Modellwahlverfahren wird zudem die Anzahl und
Form der Cluster bestimmt, weshalb keine Annahme u¨ber die Clusteranzahl
no¨tig ist. Anderseits basiert dieser Ansatz auf die Verteilungsannahmen.
Falls diese nicht korrekt sind, sind auch die gelieferten Ergebnisse zumin-
dest fragwu¨rdig.
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Ein Großteil dieses Abschnittes wurde inhaltlich von [Alexandrovich 2011]
u¨bernommen. Zusa¨tzlich stammen Informationen aus [Oellinger 2010],[Greu-
tert 2004], [Fraley et al. 2007],[Fraley et al. 2012] sowie [Unbekannt 2010].
5.4 Umsetzung in R
In R existieren zahlreiche Pakete, um die verschiedenen Clusterverfahren
durchzufu¨hren.Bevor die jeweiligen Datensa¨tze den Clustermethoden in R
umgeben werden, wird der Datensatz standardisiert. Damit wird sicher-
gestellt, dass die Gro¨ßenordnung der Variablen keine Bedeutung hat. An-
sonsten wu¨rden Variablen mit numerisch großen Werten die Clusteranalyse
sta¨rker beeinflussen als Variablen mit kleineren Werten.
Wie in Kapitel 5 schon beschrieben wurde, ko¨nnen nicht alle Verfahren mit
Datensa¨tzen, in denen metrische und kategoriale Variablen vermischt sind,
umgehen. Aus diesem Grund werden fu¨r diese Verfahren die jeweiligen Da-
tensa¨tze (bwz. Amelia Datensa¨tze) ohne die kategoriale Variable betrachtet.
Bei der Berechnung der Distanzen fu¨r die hierarchische Clusteranalyse wird
die dist Funktion verwendet. Damit ko¨nnen die Distanzmatrizen auf Grund-
lage verschiedener Distanzmaße berechnet werden. Mit der Funktion hclust
wird anschließend mit den verschiedenen Linkage Methoden die Clusterana-
lyse durchgefu¨hrt. Schließlich verwendet man die Funktion cuttree, um ein
Vektor mit den Clusterzuordnungen zu erhalten. Dieser Vektor besitzt die
selbe La¨nge wie die Anzahl der Objekte im Datensatz, also n. Fu¨r die cuttree
Funktion muss auch die Anzahl der Cluster u¨bergeben werden. Somit erhal-
ten wir mit den verschiedenen Linkage-Methoden (Single, Average, Com-
plete, Centroid und Ward) sowie den verschiedenen Distanzmaßen (Euklid,
Maximum, Manhattan) insgesamt 15 verschiedene Verfahren fu¨r das agglo-
merative Clustern. Sowohl die hclust als auch die dist Funktion befindet sich
im stats Paket.
A¨hnlich verla¨uft die Berechnung der divisiven Verfahren. Hier wird ledig-
lich die diana Funktion aus dem cluster Paket beno¨tigt. Da die divisive
Clusteranalyse keine unterschiedlichen Linkage Methoden verwendet, erfolgt
die Berechnung auf Grundlage der verschiedenen Distanzen. So ergeben sich
hier insgesamt 3 verschiedene Verfahren. Auch hier wird wieder die cuttree
Funktion verwendet, um die Vektoren mit den Gruppenzuordnungen zu er-
halten.
Fu¨r die Durchfu¨hrung des K-means Verfahren wird die Funktion kmeans
aus dem stats Paket verwendet. Fu¨r die anderen beiden partitionierenden
Verfahren wird pam aus dem cluster Paket verwendet. Im Output (in Form
einer Liste), den man mit der kmeans bzw. der pam Funktion erha¨lt, sind
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auch die Gruppenzuordnungen gespeichert. Der Vektor mit den Clusterzu-
ordnungen muss also lediglich extrahiert werden.
Fu¨r die Durchfu¨hrung des modellbasierten Verfahrens wird dieMclust Funk-
tion aus dem gleichnamigen Paket verwendet. Auch hier sind die Clusterzu-
ordnungen a¨hnlich wie beim K-means Verfahren im Output gespeichert und
mu¨ssen extrahiert werden.
Schließlich gibt es die Verfahren, die mit Datensa¨tzen, welche sowohl me-
trische als auch kategoriale Variablen enthalten, umgehen ko¨nnen. Bei all
diesen Verfahren wird als Distanzmaß die Gower Distanz sowie die jeweilig
beno¨tigten Datensa¨tze (bzw. Amelia Datensa¨tze) verwendet. Die Distanz-
matrix mit der Gower Metrik la¨sst sich in R mit der daisy Funktion aus
dem cluster Paket berechnen. Das partitionierende Verfahren auf Basis der
Gower Distanz wird mit pam berechnet. Somit ergeben sich 7 weitere Ver-
fahren.
Bei allen Verfahren wird die Anzahl der Cluster auf 3 (bzw. 4 fu¨r Datensatz
5) festgesetzt.
Ein Problem, dass bei allen Vektoren der Clusterzuordnungen beru¨cksichtigt
werden muss, sind die unterschiedlichen levels der Gruppen. Das Problem
la¨sst sich am besten anhand eines kleinen Beispiels erla¨utern: Ein Daten-
satz besteht aus insgesamt 10 Objekten, wobei die ersten 5 Objekte aus
Gruppe 1 stammen und die restlichen aus Gruppe 2. Die Clusterzuordnun-
gen eines beliebigen Verfahrens bezeichnet allerdings die ersten 5 Objekte
als Cluster 2 und die u¨brigen als Cluster 1. Es wird also die richtige Zu-
ordnung der Cluster erreicht, allerdings werden die Objekte aus Gruppe 1
als Cluster 2 bezeichnet und umgekehrt. Das heißt, die Cluster besitzen an-
dere levels als die Gruppen, obwohl sie dieselben Objekte umfassen. Dies
tritt in analoger Form bei den verschiedenen Verfahren in Datensa¨tzen 1
bis 5 auf. Die Lo¨sung des Problems ist die “Zuordnungsfunktion” (siehe R-
Code). Es werden sa¨mtliche Permutationen der level Bezeichnungen gebildet
und anschließend mit den tatsa¨chlichen Gruppenbezeichnungen verglichen.
Man erha¨lt also verschiedene Clusterzuordnungsvektoren mit unterschiedli-
chen levels und vergleicht diese mit dem echten Gruppenvektor. Die level
Bezeichnung, die die gro¨ßte U¨bereinstimmung erreicht, wird anschließend
verwendet. Das bedeutet also, dass die Zuordnungsfunktion bei jedem der
Clusterzuordnungsvektoren angewendet werden sollte, um sie mit der “ech-
ten” Zuordnung vergleichen zu ko¨nnen. Zusa¨tzlich zu dem Clustervektor mit
den richtigen levels gibt die Zuordnungsfunktion im Output die maximale
Anzahl an U¨bereinstimmungen mit dem “echten” Gruppenvektor wieder.
Fu¨r die Analyse der Amelia Datensa¨tze sowie fu¨r Datensatz 5 muss die Zu-
ordnungsfunktion leicht modifiziert werden.
Insgesamt erha¨lt man 29 verschiedene Verfahren zur Clusterung (vgl. Tabelle
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5). Verfahren 1 bis 15 umfassen die verschiedenen agglomerativen Verfahren
mit verschiedenen Distanzmaßen und Linkage Methoden. Die Verfahren 16
bis 18 sind die unterschiedlichen divisiven Verfahren mit unterschiedlichen
Distanzmaßen. Die verschiedenen partitionierenden Verfahren sind mit Ver-
fahren 19 bis 21 gekennzeichnet. Das modellbasierte Verfahren entspricht
Verfahren 22. Die Verfahren mit der Gower Distanz und auf Basis der Da-
tensa¨tze mit kategorialer Variable sind schließlich die Verfahren 23 bis 29.
Die Outputs der verschiedenen Verfahren werden anschließend in einer Li-
ste gespeichert. Aus den verschiedenen Vektoren der Clusterzuordnungen
(nach Anwendung der Zuordnungsfunktion) wird eine (n ∗ 29) Matrix gebil-
det, die alle verschiedenen Clusterzuordnungen entha¨lt. Schließlich wird fu¨r
jedes Verfahren die prozentuale Genauigkeit ermittelt, also wie gut das Ver-
fahren die Objekte in die Gruppen einteilt. Diese Genauigkeit erha¨lt man,
indem man die maximale Anzahl an U¨bereinstimmungen (aus dem Output
der Zuordnungsfunktion) durch die Anzahl der Objekte teilt. Die Genauig-
keiten werden in einem Vektor gespeichert. Die exakte Durchfu¨hrung sowie
die selbst erstellten Funktionen sind im R-Code ab Seite 105 bzw. Seite 118
zu finden.
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Hierarchische Verfahren
Verfahren 1 agglomerativ (Euklid/Single)
Verfahren 2 agglomerativ (Maximum/Single)
Verfahren 3 agglomerativ (Manhattan/Single)
Verfahren 4 agglomerativ (Euklid/Complete)
Verfahren 5 agglomerativ (Maximum/Complete)
Verfahren 6 agglomerativ (Manhattan/Complete)
Verfahren 7 agglomerativ (Euklid/Average)
Verfahren 8 agglomerativ (Maximum/Average)
Verfahren 9 agglomerativ (Manhattan/Average)
Verfahren 10 agglomerativ (Euklid/Centroid)
Verfahren 11 agglomerativ (Maximum/Centroid)
Verfahren 12 agglomerativ (Manhattan/Centroid)
Verfahren 13 agglomerativ (Euklid/Ward)
Verfahren 14 agglomerativ (Maximum/Ward)
Verfahren 15 agglomerativ (Manhattan/Ward)
Verfahren 16 divisiv (Euklid)
Verfahren 17 divisiv (maximum)
Verfahren 18 divisiv (Manhattan)
Partitionierende Verfahren
Verfahren 19 K-means
Verfahren 20 K-medoids (Euklid)
Verfahren 21 K-medoids (Manhattan)
Modellbasiert
Verfahren 22 Modellbasiert
mit Gower Distanz
Verfahren 23 agglomerativ (Gower/Single)
Verfahren 24 agglomerativ (Gower/Complete)
Verfahren 25 agglomerativ (Gower/Average)
Verfahren 26 agglomerativ (Gower/Centroid)
Verfahren 27 agglomerativ (Gower/Ward)
Verfahren 28 divisiv (Gower)
Verfahren 29 K-medoids (Gower)
Tabelle 5: U¨bersicht u¨ber die verwendeten Clusterverfahren
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6 Analyse
6.1 Umsetzung
In diesem Abschnitt soll gezeigt werden, wie das Verhalten verschiedener
Clusterverfahren nach Imputation fehlender Daten untersucht wird. Es wird
das Vorgehen sowie die praktische Umsetzung in R beschrieben. Am Ende
werden die resultierenden Ergebnisse vorgestellt.
6.1.1 Vorgehen
Um analysieren zu ko¨nnen, wie sich verschiedene Clusterverfahren verhalten,
wenn fehlende Daten imputiert wurden, muss ebenfalls untersucht werden,
wie sich die Clusterverfahren vor der Lo¨schung und anschließenden Impu-
tation der fehlenden Daten verhalten haben. Man untersucht also mit den
verschiedenen Clustermethoden nicht nur die 5 durch multiple Imputati-
on erzeugten Amelia Datensa¨tze, sondern auch den urspru¨nglichen Daten-
satz5. In Kapitel 4.2.3 wurde bereits beschrieben, wie die Ergebnisse der
einzelnen Amelia Datensa¨tze zu einem Gesamtergebnis kombiniert werden
ko¨nnen. Dieses Gesamtergebnis spiegelt sozusagen die Ergebnisse der Clu-
sterverfahren nach der Imputation wieder. Dies muss nun mit dem Ergebnis
der Clusteranalyse des urspru¨nglichen Datensatzes verglichen werden. Den
Ausgangspunkt dazu stellen die jeweiligen Tabellen dar, die za¨hlen, wie oft
ein ein Merkmalstra¨ger u¨ber die 5 Amelia Datensa¨tze richtig eingeteilt wur-
de. Zusa¨tzlich werden nur noch diejenigen Merkmalstra¨ger betrachtet, die in
der Clusteranalyse mit den urspru¨nglichen Datensatz richtig bzw. falsch ein-
geteilt wurden und stellt ebenfalls die Anzahl dar, wie oft sie u¨ber die Amelia
Datensa¨tze richtig klassifiziert wurden. Schließlich werden nur noch diejeni-
gen Zeilen betrachtet, die imputiert wurden, auch jeweils wieder unterteilt in
urspru¨nglich richtig bzw. urspru¨nglich falsch geclustert. Als Ergebnis erha¨lt
man Vergleichstabelle 1:
Wie oft wurde richtig geclustert?: Gesamtanzahl 0x 1x 2x 3x 4x 5x
Gesamt 5000 54 59 67 119 304 4397
–davon urspru¨nglich Richtig geclustert 4990 51 56 67 118 303 4395
–davon urspru¨nglich Falsch geclustert 10 3 3 0 1 1 2
Imputiert 3252 53 59 66 118 304 2652
–davon urspru¨nglich Richtig geclustert 3245 51 56 66 118 303 2651
–davon urspru¨nglich Falsch geclustert 7 2 3 0 0 1 1
Tabelle 6: Beispiel einer Vergleichstabelle 1
Zusammengefasst, a¨hnlich wie in Kapitel 4.2.3 beschrieben, resultiert
Vergleichstabelle 2:
5Als urspru¨nglicher Datensatz werden die Datensa¨tze 1 bis 5 bezeichnet, bevor fehlende
Werte erzeugt und wieder imputiert wurden.
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Wie oft wurde richtig geclustert?: Gesamtanzahl.davon Falsch Richtig
Gesamt 5000 180 4820
–davon urspru¨nglich Richtig geclustert 4990 174 4816
–davon urspru¨nglich Falsch geclustert 10 6 4
Imputiert 3252 178 3074
–davon urspru¨nglich Richtig geclustert 3245 173 3072
–davon urspru¨nglich Falsch geclustert 7 5 2
Tabelle 7: Beispiel einer Vergleichstabelle 2
Die als Kombination der Ergebnisse erhaltenen Amelia Datensa¨tze wer-
den also erweitert bzw. genauer betrachtet, indem das Ergebnis mit dem
Ergebnis des urspru¨nglichen Datensatzes verglichen wird. Anhand dieser
erweiterten Tabelle kann nun die Auswirkung der Imputation auf die Clu-
sterverfahren untersucht werden. Interessant ist dabei die Betrachtung der
Objekte, die urspru¨nglich genauso eingeteilt wurden wie nach der Imputa-
tion. Ist beispielsweise die Anzahl der im urspru¨nglichen Datensatz richtig
(bzw. falsch) geclusterten Objekte gleich der Anzahl der nach der Imputati-
on richtig (bzw. falsch) geclusterten Objekte, so ha¨tte die Imputation keinen
Einfluss, da die Objekte genau gleich geclustert werden. Um die Auswirkun-
gen der Imputation auf einen Blick erfassen zu ko¨nnen, wurden Analyseta-
bellen erstellt, die folgende Form besitzen:
Zeilen, davon Clusterung wie urspru¨nglich U¨bereinstimmung
imputiert 3252 3077 0.95
nicht imputiert 1748 1745 1.00
Tabelle 8: Beispiel einer Analysetabelle
In dieser Tabelle ist die U¨bereinstimmung (gerundet auf zwei Stellen
nach dem Komma) u¨ber die Clustereinteilung zwischen dem urspru¨nglichen
Datensatz sowie dem Gesamtergebnis der imputierten Datensa¨tze darge-
stellt. Es wird unterschieden, ob fehlende Werte in den Zeilen imputiert
wurden oder nicht. Je ho¨her die U¨bereinstimmung, desto weniger Einfluss
hat die Imputation. In dieser Analysetabelle ha¨tte die Imputation nur einen
geringen Einfluss, da die nicht imputierten Zeilen nahezu gleich geclustert
werden und die imputierten Zeilen eine sehr hohe U¨bereinstimmung auf-
weisen. Zusa¨tzlich werden noch die Genauigkeiten (ebenfalls auf zwei Stel-
len nach dem Komma gerundet) der einzelnen Amelia Datensa¨tze sowie die
Durchschnittsgenauigkeit,die Ursprungsgenauigkeit und die Genauigkeit ab-
geleitet aus Vergleichstabelle 2 (Richtig/Gesamtanzahl) in Form einer wei-
teren Tabelle(Genauigkeitstabelle) dargestellt:
Urspr. AD.1 AD.2 AD.3 AD.4 AD5 Durchschnittlich aus.Tabelle
Genauigkeit 1.00 0.86 0.92 0.97 0.92 0.64 0.88 0.94
Tabelle 9: Beispiel einer Genauigkeitstabelle
Fu¨r jedes Verfahren resultieren also verschiedene Tabellen, die die Aus-
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wirkung der Imputation auf die Clusteranalyse repra¨sentieren sollen. Am
aussagekra¨ftigsten fu¨r die Analyse eines Verfahrens sind die U¨bereinstimmungen
aus der Analysetabelle sowie die Genauigkeiten vor und nach der Imputati-
on. Die Genauigkeit nach der Imputation wird dabei von der aus der Ver-
gleichstabelle 2 abgeleiteten Genauigkeit widergespiegelt. Die Genauigkeit
vor der Imputation wird von der urspru¨nglichen Genauigkeit wiedergege-
ben.
6.1.2 Umsetzung in R
Der Ausgangspunkt zur Erstellung der Vergleichstabellen stellen die aus
der Clustern-Funktion gewonnenen Gruppenmatrizen dar, die die Grup-
penvektoren der verschiedenen Clusterverfahren enthalten. Sowohl fu¨r den
urspru¨nglichen Datensatz als auch fu¨r die Amelia Datensa¨tze werden die
Gruppenmatrizen beno¨tigt und dementsprechend mit der Clustern Funkti-
on ermittelt. Die Gruppenmatrizen enthalten spaltenweise die Gruppenvek-
toren der einzelnen Verfahren. Die erste Spalte der Gruppenmatrix entha¨lt
also den Gruppenvektor des Verfahren 1, die zweite Spalte die des Ver-
fahrens 2 usw. . Zur Untersuchung eines Verfahrens (bzw. zur Erstellung
der Tabellen) wa¨hlt man also jeweils die Spalten der Gruppenmatrizen aus,
die das zu untersuchende Verfahren repra¨sentieren. Daraus wird eine neue
Matrix (Vergleichsmatrix) gebildet. Diese Matrix stellt die Gruppenvekto-
ren der Amelia Datensa¨tze fu¨r ein bestimmtes Verfahren dar und entha¨lt
dementsprechend 5 Spalten (fu¨r jeden Amelia Datensatz) und 5000 Zeilen
(Anzahl Merkmalstra¨ger). Somit entha¨lt die Matrix zeilenweise die Cluster-
zuordnungen der einzelnen Merkmalstra¨ger u¨ber die 5 Amelia Datensa¨tze.
Anschließend wird mithilfe der RSF-Funktion (vgl. R-Code) fu¨r jede Zei-
le bestimmt, wie oft die Clusterzuordnung der entsprechenden Zeile der
ta¨tsachliche Gruppe entspricht. So ergibt sich die erste Zeile fu¨r die Ver-
gleichstabellen 1 (vgl.Tabelle 6).Fu¨r die restlichen Spalten der Tabellen wird
jeweils eine reduzierte Vergleichsmatrix verwendet und die Gruppenmatrix
des urspru¨nglichen, kompletten Datensatzes beno¨tigt. Je nachdem welches
Verfahren gerade untersucht, wa¨hlt man die entsprechende Spalte der ur-
spru¨nglichen Gruppenmatrix aus, vergleicht diesen Gruppenvektor mit dem
“echten” Gruppenvektor und wa¨hlt dann lediglich die Zeilen aus, die richtig
(Zeile 2 der Tabelle) bzw. falsch (Zeile 3 der Tabelle ) geclustert wurden.
Diese Zeilen wa¨hlt man anschließend auch bei der Vergleichsmatrix aus und
fu¨hrt die RSF-Funktion durch. Um Spalte 4 zu erhalten, die nur die impu-
tierten Zeilen darstellen, muss mithilfe des Datensatz mit fehlenden Wer-
ten ermittelt werden, welche Zeilen imputiert wurden. Ausschließlich diese
Zeilen werden anschließend auch bei der Vergleichsmatrix ausgewa¨hlt und
erneut die Anzahl der richtigen Zuordnungen mit der RSF geza¨hlt. Um die
letzten beiden Zeilen der Tabelle zu erhalten, werden nur die Zeilen der Ver-
gleichsmatrix ausgewa¨hlt, die urspru¨nglich richtig bzw. falsch geclustert und
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imputiert wurden. Auf diese reduzierten Vergleichsmatrizen wird wieder die
RSF Funktion angewendet und es ergibt sich schließlich Zeile 4 und 5 der
Tabelle. Die Gesamtanzahl (vgl. Spalte 1 der Tabelle) der Merkmalstra¨ger
die in der jeweiligen Zeile untersucht werden, entspricht der Zeilenanzahl
der jeweils betrachteten Vergleichsmatrix. Um die Vergleichstabellen 2 zu
erhalten, wird die Summe der Spalten 2 bis 4 und die Summe 5 bis 7 aus
der zugeho¨rigen Vergleichstabelle 1 gebildet.
Die urspru¨ngliche Genauigkeit in der Genauigkeitstabelle la¨sst sich aus dem
Clusterobjekt des urspru¨nglichen Datensatzes entnehmen. Die Genauigkei-
ten der Elemente 2 bis 6 der Genauigkeiten erha¨lt man aus den Objekten
der Amelia Datensa¨tze, die mit der Clusternfunktion erzeugt wurden. Die
siebte Genauigkeit ist der Durchschnittswert der Genauigkeiten der Amelia
Datensa¨tze. Die letzte Genauigkeit ergibt sich wie beschrieben aus Vergleich-
stabelle 2. Die genaue Umsetzung ist unter dem Namen “Analysefunktion”
(bzw “Analysefunktion 2” fu¨r Datensatz 5) im R-Code ab Seite 110 bzw.
Seite 127 zu finden.
6.2 Ergebnisse
In diesem Kapitel werden schließlich die Ergebnisse der Analysen fu¨r jedes
Clusterverfahren gezeigt. Dabei werden die Resultate in 4 Abschnitte einge-
teilt. Im ersten Abschnitt werden die Ergebnisse der hierarchischen Verfah-
ren mit dem Datensatz ohne dem kategorialen Merkmal beschrieben. Dies ist
notwendig, da die Verfahren 1 bis 18 nicht mit der Mischung aus metrischen
und kategorialen Variablen umgehen ko¨nnen. Ebenso verha¨lt es sich mit
den Verfahren 19 bis 21 und Verfahren 22, dessen Ergebnisse im Abschnitt
“Partitionierende Verfahren”bzw. “Modellbasiertes Verfahren”beschrieben
werden. Schließlich wird im letzten Abschnitt der Datensatz mit der kate-
gorialen Variable betrachtet, da die Verfahren 23 bis 29 auch mit gemischt
skalierten Merkmalen eine Clusteranalyse durchfu¨hren ko¨nnen.
6.2.1 Hierarchische Verfahren
Zu Beginn werden die Ergebnisse der hierarchischen Verfahren (ohne Gower
Distanz) dargestellt. Diese unterscheiden sich wiederum in agglomerative
und divisive Verfahren.
Agglomerative Verfahren
Zuerst werden die Ergebnisse der agglomerativen Verfahren mit verschiede-
nen Linkage Funktionen beschrieben.
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Single Linkage
Das agglomerative Verfahren mit dem Single Linkage liefert bei jeden der
untersuchten Datensa¨tze nur sehr ungenaue Clusterzuordnungen, es werden
nahezu alle Merkmalstra¨ger demselben Cluster zugeordnet. Hier zeigt sich
deutlich, dass sich das Verfahren fu¨r diese Datensa¨tze aufgrund der Verket-
tungseigenschaft nicht zur Klassifikation eignet. Auch die Verwendung der
verschiedenen Metriken a¨ndert nichts an der ungenaugen Klassifikation, aus
diesem Grund kann auf eine getrennte Analyse nach Metriken beim Single
Linkage verzichtet werden.
Selbst in Datensatz 1, indem nur geringe U¨berschneidungen bestehen, mis-
slingt schon eine einigermaßen korrekte Klassifikation. Deutlich wird dies
auch im zugeho¨rigen Dendrogramm zu Datensatz 1 (in diesem Fall mit eu-
klidischer Metrik):
Abbildung 19: Dendrogramm zu Datensatz 1 mit Single Linkage und eukli-
discher Metrik
In dem Dendrogramm wird deutlich, dass einzelne Objekte erst spa¨t
fusioniert werden. Das hat zur Folge, dass bei der Einteilung des Dendro-
gramms in 3 Gruppen (symbolisiert durch rote Vierecke in Abbildung 19)
nur eine große Gruppe erkennbar ist. So mu¨ssten in dem Dendrogramm ei-
gentlich drei verschiedene rote Rechtecke zu erkennen sein (a¨hnlich wie in 18
auf Seite 51), die jeweils einen Cluster umfassen. Aufgrund der sehr kleinen
anderen Gruppen ist nur ein rotes Rechteck zu erkennen. Die Dendrogram-
me zu den anderen Datensa¨tzen sowie die der imputierten Datensa¨tze haben
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a¨hnliche Form wie das Dendrogram in Abbildung 19. Die Imputation scheint
auf das Ergebnis der Clusteranalyse keinen großen Einfluss zu haben. So
werden die Merkmalstra¨ger, die urspru¨nglich falsch geclustert wurden, auch
nach der Imputation gro¨ßtenteils falsch geclustert und umgekehrt. Ersicht-
lich wird dies u.a in den Vergleichstabellen 2 der Datensa¨tze. Zur Demon-
stration wird die Vergleichstabellen 2 und die Analysetabelle von Datensatz
1 dargestellt (mit Manhattan Metrik):
Wie oft wurde richtig geclustert?: Gesamtanzahl.davon Falsch Richtig
Gesamt 5000 3333 1667
–davon urspru¨nglich Richtig geclustert 1669 2 1667
–davon urspru¨nglich Falsch geclustert 3331 3331 0
Imputiert 3000 1636 1364
–davon urspru¨nglich Richtig geclustert 1365 1 1364
–davon urspru¨nglich Falsch geclustert 1635 1635 0
Tabelle 10: Vergleichstabelle 2 zu Datensatz 1 mit Single Linkage und Man-
hattan Metrik
Zeilen..davon Clusterung.wie.urspru¨nglich X..U¨bereinstimmung
imputiert 3000 2999 1.00
nicht imputiert 2000 1999 1.00
Tabelle 11: Analysetabelle zu Datensatz 1 mit Single Linkage und Manhat-
tan Metrik
In beiden Tabellen wird deutlich, dass alle Merkmalstra¨ger, unabha¨ngig
davon ob fehlende Werte imputiert wurden oder nicht, nahezu exakt so
geclustert worden wie zuvor im urspru¨nglichen Datensatz. Dies besta¨tigt
sich auch in Anbetracht der U¨bereinstimmungen der anderen Datensa¨tze
(vgl. Tabelle 12):
Single/Euklid D1 D2 D3 D4 D5
imputiert 1.00 1.00 1.00 1.00 1.00
nicht imputiert 1.00 1.00 1.00 1.00 1.00
Single/Maximum D1 D2 D3 D4 D5
imputiert 1.00 1.00 1.00 1.00 1.00
nicht imputiert 1.00 1.00 1.00 1.00 1.00
Single/Manhattan D1 D2 D3 D4 D5
imputiert 1.00 1.00 1.00 1.00 1.00
nicht imputiert 1.00 1.00 1.00 1.00 1.00
Tabelle 12: U¨bersicht u¨ber U¨bereinstimmungen (Single Linkage)
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Aus diesem Grund gibt es auch keine Unterschiede bei den Genauigkei-
ten vor und nach der Imputation. Die Imputation scheint also beim agglo-
merativen Verfahren mit dem Single Linkage in diesen Datensa¨tzen keinen
nennenswerten Einfluss zu haben. Dies liegt aber hauptsa¨chlich daran, dass
die Clusteranalyse mit dem Single Linkage nicht effektiv ist und nahezu alle
Merkmalstra¨ger in eine einzige Gruppe geclustert werden.
Complete Linkage
Im Vergleich zum Single Linkage Verfahren liefert das Complete Linkage
Verfahren eine genauere Klassifikation der Merkmalstra¨ger. Allerdings wird
nur bei Datensatz 1 eine hinreichend gute Klassifikation erreicht. Zwischen
den einzelnen Metriken gibt es hier kleinere Unterschiede.
Die Imputation fehlender Daten erweist sich hier deutlich einflussreicher als
beim Single Linkage. Zwischen den einzelnen Amelia Datensa¨tze kommt es
zu Schwankungen der Klassifikationen. Deutlich wird dies beim Betrachten
der Dendrogramme (beispielsweise Datensatz 1):
Abbildung 20: Dendrogramme zu Datensatz 1 (Complete/Maximum) und
zugeho¨rigen Amelia Datensa¨tzen
Als Beispiel sind die Dendrogramme des Verfahrens mit der Maximum
Metrik von Datensatz 1 und den zugeho¨rigen Amelia Datensa¨tzen darge-
stellt. Man stellt beim Betrachten fest, dass zwischen den einzelnen Dendro-
grammen deutliche Unterschiede bestehen, die Genauigkeiten weisen eben-
falls auf eine starke Schwankung des Clusterergebnisses hin. Das Ergebnis
der Clusteranalyse scheint also stark von der Imputation abha¨ngig zu sein,
da bei jeder der verschiedenen Imputationen (die durch die Amelia Da-
tensa¨tze repra¨sentiert werden) andere Ergebnisse resultieren. Aufgrund der
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Unterschiede zwischen den einzelnen Imputationen wird nochmal deutlich,
dass bei singula¨ren Imputationsmethoden Unsicherheit u¨ber das Ergebnis
der Clusteranalyse vorliegen wu¨rde. Durch mehrere Imputationen und die
anschließende Kombination der einzelnen Ergebnisse wu¨rde diese Unsicher-
heit zumindest reduziert werden. Aus diesem Grund scheint sich die multiple
Imputation in Anbetracht fehlender Daten bei Clusteranalysen also besser
zu eignen.
Betrachtet man wieder die U¨bersicht u¨ber die U¨bereinstimmungen der ver-
schiedenen Datensa¨tze (siehe Tabelle 13), so stellt man fest, dass auch Merk-
malstra¨ger, in denen keine Beobachtungen imputiert worden, nach der Im-
putation anders geclustert werden wie im urspru¨nglichen Datensatz. Dies
hat seine Ursache in der Tatsache, dass durch die Imputation neue Werte
und dadurch andere Distanzen berechnet werden und sich dementsprechend
auch die Cluster anders zusammengefasst werden. So lassen sich auch die
Schwankungen in den Amelia Datensa¨tzen erkla¨ren. Die U¨bereinstimmung
ist dabei in den nicht imputierten Zeilen durchweg ho¨her als in den impu-
tierten Zeilen.
Complete/Euklid D1 D2 D3 D4 D5
imputiert 0.94 0.62 0.59 0.68 0.63
nicht imputiert 0.94 0.91 0.78 0.81 0.66
Complete/Maximum D1 D2 D3 D4 D5
imputiert 0.91 0.64 0.51 0.77 0.71
nicht imputiert 0.97 0.72 0.61 0.94 0.83
Complete/Manhattan D1 D2 D3 D4 D5
imputiert 0.84 0.56 0.52 0.66 0.67
nicht imputiert 0.93 0.79 0.53 0.76 0.83
Tabelle 13: U¨bersicht u¨ber U¨bereinstimmungen (Complete Linkage)
Die U¨bereinstimmungen unterscheiden sich zwar zwischen den einzel-
nen Datensa¨tzen und Metriken, allerdings kann keine eindeutige Tendenz
dafu¨r gegeben werden, wie genau sich die jeweiligen Ergebnisse der Clu-
sterverfahren bei Imputation vera¨ndern. Aufgrund der Vera¨nderungen der
U¨bereinstimmung nach der Imputation kann davon ausgegangen werden,
dass sich auch die Genauigkeit der Clusteranalyse nach der Imputation
vera¨ndert. Aus diesem Grund sind in Tabelle 14 die Genauigkeiten vor und
nach der Imputation dargestellt:
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Complete/Euklid D1 D2 D3 D4 D5
Genauigkeit vor Imputation 1.00 0.80 0.58 0.64 0.86
Genauigkeit nach Imputation 0.94 0.61 0.42 0.49 0.55
Complete/Maximum D1 D2 D3 D4 D5
Genauigkeit vor Imputation 0.97 0.64 0.71 0.49 0.63
Genauigkeit nach Imputation 0.96 0.40 0.33 0.40 0.54
Complete/Manhattan D1 D2 D3 D4 D5
Genauigkeit vor Imputation 0.95 0.70 0.66 0.66 0.65
Genauigkeit nach Imputation 0.92 0.57 0.39 0.41 0.48
Tabelle 14: Vera¨nderung der Genauigkeiten (Complete Linkage)
Average Linkage
Wa¨hrend mit dem Complete Linkage nur Datensatz 1 durchgehend gut
geclustert wurde, erreicht man mit dem Average Linkage auch teilweise
gute Clusterergebnisse fu¨r die anderen Datensa¨tze. Einen ersten Anhalts-
punkt zur Auswirkung der Imputation bei diesen Verfahren gibt wieder die
U¨bersicht der U¨bereinstimmungen sowie die Vera¨nderung der Genauigkeiten
nach der Imputation:
Average/Euklid D1 D2 D3 D4 D5
imputiert 0.97 0.67 0.81 0.78 0.65
nicht imputiert 1.00 0.72 0.80 0.70 0.61
Average/Maximum D1 D2 D3 D4 D5
imputiert 0.91 0.68 0.80 0.86 0.56
nicht imputiert 0.98 0.71 0.80 0.96 0.63
Average/Manhattan D1 D2 D3 D4 D5
imputiert 0.96 0.35 0.99 0.71 0.69
nicht imputiert 0.99 0.45 1.00 0.65 0.66
Tabelle 15: U¨bersicht u¨ber U¨bereinstimmungen (Average Linkage)
Average/Euklid D1 D2 D3 D4 D5
Genauigkeit vor Imputation 1.00 0.69 0.82 0.92 0.92
Genauigkeit nach Imputation 0.98 0.40 0.68 0.71 0.59
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Average/Maximum D1 D2 D3 D4 D5
Genauigkeit vor Imputation 1.00 0.67 0.82 0.74 0.92
Genauigkeit nach Imputation 0.93 0.40 0.68 0.70 0.53
Average/Manhattan D1 D2 D3 D4 D5
Genauigkeit vor Imputation 1.00 0.92 0.68 0.92 0.89
Genauigkeit nach Imputation 0.97 0.40 0.68 0.63 0.59
Tabelle 16: Vera¨nderung der Genauigkeiten (Average Linkage)
Beim Betrachten von Tabelle 16 fa¨llt auf, dass bei der Euklid und bei der
Manhattan Metrik die U¨bereinstimmungen in den Datensa¨tzen 4 und 5 der
imputierten Zeilen ho¨her sind als die der nicht imputierten Zeilen. Auffa¨llig
ist zudem, das die Imputation bei dem Verfahren mit der Manhattan Me-
trik bei Datensatz 3 keinen Einfluss zu haben scheint. Dies hat allerdings
a¨hnliche Ursache wie beim Clustern mit dem Single Linkage und zwar, dass
nahezu alle Merkmalstra¨ger sowohl vor als auch nach der Imputation einem
einzigen Cluster zugeordnet werden.
Die Genauigkeiten der Clusteranalyse nehmen wieder bis auf diese Ausnah-
me ab. Generell kann wieder keine allgemeine Tendenz u¨ber die Auswirkung
der Imputation gegeben werden, da sie wieder unterschiedlichen Einfluss
je nach Datensatz hat. Erwa¨hnenswert ist zudem, dass die Genauigkeiten
nach der Imputation teilweise deutlich schlechter sind. Dies fa¨llt besonders
bei Datensatz 5 auf. In Abbildung 21 sind Plots von Datensatz 5 und den
zugeho¨rigen Amelia Datensa¨tzen abgebildet. Zusa¨tzlich wurden farblich die
Gruppen eingezeichnet, wie sie von dem Average Linkage mit euklidischer
Metrik gefunden werden.
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Abbildung 21: Plots zu Datensatz 5 und zugeho¨rigen Amelia Datensa¨tzen
mit Average Linkage und Euklid Metrik
Die starke Abnahme der Genauigkeit scheint darin begru¨ndet, dass viele
Werte außerhalb des “Dreiecks” imputiert werden und sich deshalb das Er-
gebnis der Clusteranalyse bei diesem Verfahren stark vera¨ndert. Besonders
deutlich wird dies beim Betrachten der gru¨n markierten Gruppe, die in den
Amelia Datensa¨tzen meist sehr klein und an anderer Position zu finden ist.
Centroid Linkage
Bei der Clusteranalyse mit dem Centroid Linkage wird nur in den Da-
tensa¨tzen 1 und 5 eine gute Clusterung erzielt. Mit der Manhattan Me-
trik erreicht man zusa¨tzlich fu¨r Datensatz 4 noch eine gute Clusterung (vgl.
Tabelle 18). Um Auswirkungen erkennen zu ko¨nnen, betrachtet man wie-
der die U¨bersicht u¨ber die U¨bereinstimmungen sowie die Vera¨nderung der
Genauigkeiten:
Centroid/Euklid D1 D2 D3 D4 D5
imputiert 0.96 0.68 0.99 0.77 0.66
nicht imputiert 0.99 0.68 1.00 0.72 0.62
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Centroid/Maximum D1 D2 D3 D4 D5
imputiert 0.97 1.00 1.00 0.72 0.65
nicht imputiert 1.00 0.99 1.00 0.67 0.61
Centroid/Manhattan D1 D2 D3 D4 D5
imputiert 0.97 1.00 0.99 0.64 0.60
nicht imputiert 0.99 1.00 0.99 0.43 0.62
Tabelle 17: U¨bersicht u¨ber U¨bereinstimmungen (Centroid Linkage)
Centroid/Euklid D1 D2 D3 D4 D5
Genauigkeit vor Imputation 1.00 0.63 0.68 0.73 0.91
Genauigkeit nach Imputation 0.97 0.40 0.68 0.50 0.59
Centroid/Maximum D1 D2 D3 D4 D5
Genauigkeit vor Imputation 0.99 0.40 0.68 0.76 0.91
Genauigkeit nach Imputation 0.98 0.40 0.68 0.50 0.58
Centroid/Manhattan D1 D2 D3 D4 D5
Genauigkeit vor Imputation 1.00 0.40 0.68 0.91 0.90
Genauigkeit nach Imputation 0.98 0.40 0.68 0.50 0.55
Tabelle 18: Vera¨nderung der Genauigkeiten (Centroid Linkage)
Hier fa¨llt auf, dass bei Datensatz 3 mit allen Metriken die Imputati-
on keinerlei Einfluss zu haben scheint. Dies ha¨ngt aber wieder mit einer
schlechten Clusterung zusammen. Es werden wieder fast alle Merkmalstra¨ger
dem selben Cluster zugeordnet. Zur Demonstration sind in Abbildung 22
der urspru¨ngliche und die Amelia Datensa¨tze mit den von Centroid Lin-
kage und Maximum Metrik gefundenen Gruppen eingezeichnet. Hier wird
ersichtlich, dass u¨ber alle Amelia Datensa¨tze hinweg nahezu alle Objekt
dem selben Cluster zugeordnet worden sind. Aus diesem Grund kommen
auch die hohen U¨bereinstimmung zustande und daraus resultierend keine
Vera¨nderung der Genauigkeiten nach der Imputation. So lassen sich auch
die hohen U¨bereinstimmungen von Datensatz 2 mit Maximum und Man-
hattan Metrik erkla¨ren.
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Abbildung 22: Plots zu Datensatz 3 und zugho¨rigen Amelia Datensa¨tzen
mit Centroid Linkage und Maximum Metrik
Ward Linkage
Mit dem Ward Linkage werden im Vergleich zu den anderen Linkages die
besten Ergebnisse erzielt. So werden abgesehen von Datensatz 3 durchweg
gute Ergebnisse (vgl. Tabelle 20) erzielt. Die Auswirkung der Imputation
wird wieder anhand dieser Tabellen ersichtlich:
Ward/Euklid D1 D2 D3 D4 D5
imputiert 0.97 0.61 0.60 0.72 0.66
nicht imputiert 1.00 0.96 0.89 0.90 0.89
Ward/Maximum D1 D2 D3 D4 D5
imputiert 0.97 0.59 0.58 0.74 0.66
nicht imputiert 1.00 0.94 0.73 0.89 0.94
Ward/Manhattan D1 D2 D3 D4 D5
imputiert 0.96 0.61 0.57 0.73 0.67
nicht imputiert 0.99 0.95 0.92 0.92 0.93
Tabelle 19: U¨bersicht u¨ber U¨bereinstimmungen (Ward Linkage)
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Ward/Euklid D1 D2 D3 D4 D5
Genauigkeit vor Imputation 1.00 0.94 0.75 0.94 0.89
Genauigkeit nach Imputation 0.98 0.74 0.61 0.76 0.70
Ward/Maximum D1 D2 D3 D4 D5
Genauigkeit vor Imputation 1.00 0.95 0.78 0.93 0.88
Genauigkeit nach Imputation 0.98 0.71 0.53 0.78 0.70
Ward/Manhattan D1 D2 D3 D4 D5
Genauigkeit vor Imputation 1.00 0.93 0.52 0.83 0.87
Genauigkeit nach Imputation 0.97 0.71 0.43 0.77 0.71
Tabelle 20: Vera¨nderung der Genauigkeiten (Ward Linkage)
Die U¨bereinstimmung in den nicht imputierten Zeilen ist u¨ber alle Da-
tensa¨tze gesehen relativ hoch. Der Einfluss der Imputation auf die nicht
imputierten Zeilen scheint also nicht so stark zu sein wie bei anderen Lin-
kage Funktionen. Dementsprechend sinken auch die Genauigkeiten nach der
Imputation nicht in dem Maße wie es bisher der Fall war. So ist in Abbildung
23 wieder ein Plot wie in Abbildung 22 dargestellt. Beim Vergleich dieser
Abbildungen wird deutlich, dass die Amelia Datensa¨tze mit dem Ward Lin-
kage nicht mehr so stark vom urspru¨nglichen Datensatz abweichen wie noch
zuvor beim Average Linkage. So wird hier auch die gru¨n markierte Gruppe
besser lokalisiert.
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Abbildung 23: Plots zu Datensatz 5 und zugeho¨rigen Amelia Datensa¨tzen
mit Ward Linkage und Euklid Metrik
Auch beim Ward Linkage hat die Imputation je nach Datensatz unter-
schiedlich starken Einfluss. Insgesamt scheint der Einfluss in den meisten
Datensa¨tzen allerdings geringer zu sein als bei den anderen Linkage Funk-
tionen. Auch die Genauigkeiten der Clusterungen mit den einzelnen Amelia
Datensa¨tze schwanken nicht mehr so stark als es beispielsweise bei dem
Complete Linkage (vgl. Abbildung 24 bzw. Abbildung 20) der Fall war.
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Abbildung 24: Plots zu Datensatz 5 und zugeho¨rigen Amelia Datensa¨tzen
mit Ward Linkage und Maximum Metrik
Divisive Verfahren
Mit dem divisiven Verfahren werden die Datensa¨tze gro¨ßtenteils gut geclu-
stert (vgl.Tabelle 22). Auch hier werden wieder die U¨bereinstimmung sowie
die Vera¨nderung der Genauigkeiten betrachtet:
Divisiv/Euklid D1 D2 D3 D4 D5
imputiert 0.94 0.67 0.64 0.76 0.69
nicht imputiert 0.98 0.94 0.89 0.86 0.70
Divisiv/Maximum D1 D2 D3 D4 D5
imputiert 0.94 0.67 0.64 0.76 0.69
nicht imputiert 0.98 0.94 0.89 0.86 0.70
Divisiv/Manhattan D1 D2 D3 D4 D5
imputiert 0.95 0.58 0.49 0.70 0.61
nicht imputiert 0.99 0.61 0.73 0.94 0.88
Tabelle 21: U¨bersicht u¨ber U¨bereinstimmungen (Divisiv Linkage)
Divisiv/Euklid D1 D2 D3 D4 D5
Genauigkeit vor Imputation 0.97 0.85 0.90 0.92 0.69
Genauigkeit nach Imputation 0.94 0.66 0.67 0.79 0.50
Divisiv/Maximum D1 D2 D3 D4 D5
Genauigkeit vor Imputation 0.97 0.85 0.90 0.92 0.69
Genauigkeit nach Imputation 0.94 0.66 0.67 0.79 0.50
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Divisiv/Manhattan D1 D2 D3 D4 D5
Genauigkeit vor Imputation 0.97 0.66 0.90 0.92 0.81
Genauigkeit nach Imputation 0.94 0.68 0.51 0.76 0.64
Tabelle 22: Vera¨nderung der Genauigkeiten (divisiv)
Zuerst fa¨llt ins Auge, dass die Ergebnisse mit der Euklid Metrik iden-
tisch sind zu den Ergebnissen mit der Maximum Metrik. Auffa¨llig ist, dass
beim divisiven Clustering mit dem Manhattan Linkage bei Datensatz 2 die
Genauigkeit nach der Imputation ho¨her ist als davor. Es werden also mehr
Merkmalstra¨ger richtig geclustert, die vor der Imputation falsch waren, als
umgekehrt. Erkenntlich wird dies in der zugeho¨rigen Vergleichstabelle 2:
Wie oft wurde richtig geclustert?: Gesamtanzahl.davon Falsch Richtig
Gesamt 5000 1595 3405
–davon urspru¨nglich Richtig geclustert 3283 955 2328
–davon urspru¨nglich Falsch geclustert 1717 640 1077
Imputiert 3000 1367 1633
–davon urspru¨nglich Richtig geclustert 1933 775 1158
–davon urspru¨nglich Falsch geclustert 1067 592 475
Tabelle 23: Vergleichstabelle 2 zu Datensatz 2 (Divisiv/Manhattan Metrik)
Da die urspru¨ngliche Genauigkeit schon nicht sehr hoch war und die
Vera¨nderung durch die Imputation gering ist, kann dieser Fall als Sonder-
fall bzw. als Ausnahmefall bezeichnet werden. Zudem tritt dieser Fall nur
in Datensatz 2 auf. Ansonsten fallen keine große Besonderheiten auf. Die
Imputation hat Einfluss auf das Ergebnis der Clusteranalyse,der je nach
Datensatz wieder unterschiedlich stark ist.
6.2.2 Partitionierende Verfahren
K-means Verfahren
Mit den K-means Verfahren werden alle Datensa¨tze bis auf Datensatz 3
sehr gut geclustert (vgl. Tabelle 25). Hier gibt es zwischen den einzelnen
Amelia Imputationen keine großen Unterschiede bezu¨glich der Genauigkei-
ten. Dies demonstriert Abbildung 25, in der wieder in Datensatz 5 und in
den zugeho¨rigen Amelia Datensa¨tze die Gruppen eingezeichnet worden, die
mit dem K-means Verfahren gefunden worden. Beim Vergleich dieser Plots
mit denen in Abbildung 23 stellt man fest, dass sich die Clusterungen der
Amelia Datensa¨tze untereinander weniger stark unterscheiden. Die Genauig-
keiten nach den Imputationen nehmen weiterhin ab (vgl. Tabelle 25). Diese
Vera¨nderungen sind nochmals leicht geringer als es beim Clustern mit dem
Ward Linkage der Fall war. Dies ha¨ngt auch damit zusammen, dass in den
nicht imputierten Zeilen hohe U¨bereinstimmungen erreicht werden (vgl. Ta-
belle 24).
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Abbildung 25: Plots zu Datensatz 4 und zugeho¨rigen Amelia Datensa¨tzen
mit Kmeans Verfahren
Kmeans D1 D2 D3 D4 D5
imputiert 0.97 0.63 0.55 0.74 0.68
nicht imputiert 1.00 0.97 0.74 0.96 0.98
Tabelle 24: U¨bersicht u¨ber U¨bereinstimmungen (Kmeans)
Kmeans D1 D2 D3 D4 D5
Genauigkeit vor Imputation 1.00 0.93 0.69 0.92 0.90
Genauigkeit nach Imputation 0.98 0.73 0.43 0.78 0.73
Tabelle 25: Vera¨nderung der Genauigkeiten (K-means)
PAM
Mit den “PAM” Verfahren (bzw. K-medoids Verfahren) werden wieder gu-
te Clusterergebnisse (abgesehen von Datensatz 3) vor der Imputation er-
reicht. (siehe Tabelle 26). Die Ergebnisse dieser Verfahren a¨hneln denen des
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K-means Verfahrens, auch hier sind die U¨bereinstimmungen in den nicht
imputierten Zeilen sehr hoch. Daraus resultierend vera¨ndern sich die Ge-
nauigkeiten nicht mehr in dem Umfang wie bei den hierarchischen Verfah-
ren. Zwischen den beiden Metriken lassen sich keine großen Unterschiede
feststellen.
PAM/Euklid D1 D2 D3 D4 D5
imputiert 0.97 0.63 0.57 0.76 0.71
nicht imputiert 1.00 0.98 0.82 0.97 0.98
PAM/Manhattan D1 D2 D3 D4 D5
imputiert 0.97 0.64 0.57 0.77 0.71
nicht imputiert 1.00 0.99 0.86 0.97 0.97
Tabelle 26: U¨bersicht u¨ber U¨bereinstimmungen (PAM)
PAM/Euklid D1 D2 D3 D4 D5
Genauigkeit vor Imputation 1.00 0.94 0.62 0.93 0.89
Genauigkeit nach Imputation 0.98 0.74 0.43 0.80 0.74
PAM/Manhattan D1 D2 D3 D4 D5
Genauigkeit vor Imputation 0.99 0.93 0.58 0.94 0.89
Genauigkeit nach Imputation 0.98 0.74 0.44 0.81 0.74
Tabelle 27: Vera¨nderung der Genauigkeiten (PAM)
6.2.3 Modellbasiertes Verfahren
Mit dem modellbasierten Verfahren erzielt man fu¨r Datensatz 1 und 2 wie-
der gute Ergebnisse (vgl. Tabelle 29). Bei Datensatz 5 ist die Genauigkeit im
Vergleich zu den partitionierenden Verfahren geringer. Fu¨r Datensatz 4 wird
eine hohe Genauigkeit vor der Imputation erreicht, obwohl diesem Verfahren
eine Normalverteilungsannahme zugrunde liegt. Wie schon bei den meisten
Verfahren zuvor wird fu¨r Datensatz 3 keine gutes Clusterergebnis erzielt.
Auch der modellbasierte Ansatz hat hier Probleme, die richtigen Gruppen
zu finden.
Wie schon bei dem vorherigen Beispiel zeigt sich bei den U¨bereinstimmungen,
dass diese in den nicht imputierten Zeilen sehr groß und in den imputierten
Zeilen relativ klein (vgl. Tabelle 28) sind. Die Genauigkeiten nehmen in den
normalverteilten Datensa¨tzen a¨hnlich stark ab wie bei den partitionierenden
Verfahren, bei den dirichlet verteilten allerdings noch ein wenig mehr (vgl.
Tabelle 29).
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Modellbasiert D1 D2 D3 D4 D5
imputiert 0.97 0.62 0.64 0.72 0.71
nicht imputiert 1.00 0.97 0.97 0.94 0.88
Tabelle 28: U¨bersicht u¨ber U¨bereinstimmungen (Modellbasiert)
Modellbasiert/Manhattan D1 D2 D3 D4 D5
Genauigkeit vor Imputation 1.00 0.96 0.59 0.92 0.79
Genauigkeit nach Imputation 0.98 0.74 0.51 0.74 0.61
Tabelle 29: Vera¨nderung der Genauigkeiten (Modellbasiert)
6.2.4 mit Gower Distanz
Die bisher beschriebenen Verfahren bzw. Ergebnisse basierten alle auf einen
Datensatz ohne kategoriale Variable, da diese bei diesen Verfahren nicht
beru¨cksichtigt werden konnten. Bei den Ergebnissen der na¨chsten Verfah-
ren ist dies anders, aus diesem Grund basieren diese auf Datensa¨tze, die
zusa¨tzlich eine kategoriale Variable beinhalten.
agglomerativ mit Single Linkage
Zwar werden nicht mehr fast alle Objekte einem Cluster zugeordnet wie es
beim Single Linkage zuvor der Fall war, dennoch werden keine guten Cluste-
rergebnisse erzielt. Die U¨bereinstimmung sind insgesamt bis auf Datensatz
5 hoch, deshalb vera¨ndern sich auch die Genauigkeiten nur geringfu¨gig. Bei
Datensatz 5 hingegen sind die U¨bereinstimmungen sehr gering, wodurch es
zu einer starken Vera¨nderung der Genauigkeit kommt.
Single/Gower D1 D2 D3 D4 D5
imputiert 0.85 0.82 0.79 0.83 0.48
nicht imputiert 1.00 1.00 1.00 1.00 0.44
Tabelle 30: U¨bersicht u¨ber U¨bereinstimmungen (Single/Gower)
Single/Gower D1 D2 D3 D4 D5
Genauigkeit vor Imputation 0.78 0.52 0.51 0.63 0.58
Genauigkeit nach Imputation 0.75 0.45 0.46 0.59 0.14
Tabelle 31: Vera¨nderung der Genauigkeiten (Single/Gower)
agglomerativ mit Complete Linkage
Mit dem Complete Linkage und der Gower Distanz werden wieder bes-
sere Ergebnisse im Vergleich zum Single Linkage erzielt. Allerdings kann
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nur bei Datensatz 1 und 5 von einer guten Clusterung gesprochen werden
(vgl.Tabelle 33). Die U¨bereinstimmungen sind durchwegs sehr gering (vgl.
Tabelle 32), deshalb kommt es bei allen Datensa¨tzen zu einem großen Abfall
der Genauigkeiten.
Complete/Gower D1 D2 D3 D4 D5
imputiert 0.76 0.45 0.57 0.59 0.48
nicht imputiert 0.79 0.39 0.79 0.67 0.56
Tabelle 32: U¨bersicht u¨ber U¨bereinstimmungen (Complete/Gower)
Complete/Gower D1 D2 D3 D4 D5
Genauigkeit vor Imputation 0.89 0.67 0.75 0.73 0.85
Genauigkeit nach Imputation 0.75 0.23 0.46 0.59 0.44
Tabelle 33: Vera¨nderung der Genauigkeiten (Complete/Gower)
agglomerativ mit Average Linkage
Mit diesem Verfahren werden u¨ber alle Datensa¨tze hinweg gute Clusterer-
gebnisse erzielt, selbst fu¨r Datensatz 3, dessen echte Gruppen in den vorheri-
gen Verfahren gro¨ßtenteils nicht identifiziert werden konnten. Jedoch kommt
es aufgrund der niedrigen U¨bereinstimmungen zu deutlichen Abfa¨llen der
Genauigkeiten, sodass die Clusterergebnisse nach der Imputation unbrauch-
bar sind.
Average/Gower D1 D2 D3 D4 D5
imputiert 0.73 0.45 0.58 0.58 0.55
nicht imputiert 0.79 0.53 0.69 0.68 0.78
Tabelle 34: U¨bersicht u¨ber U¨bereinstimmungen (Average/Gower)
Average/Gower D1 D2 D3 D4 D5
Genauigkeit vor Imputation 1.00 0.95 0.84 0.94 0.90
Genauigkeit nach Imputation 0.75 0.44 0.47 0.59 0.56
Tabelle 35: Vera¨nderung der Genauigkeiten (Single/Gower)
agglomerativ mit Centroid Linkage
Beim Centroid Linkage mit der Gower Distanz ergibt sich ein a¨hnliches Bild
wie beim Complete Linkage. Auch hier wird nur fu¨r Datensatz 1 und 5 eine
gute Clusterung erreicht. Die Imputation fu¨hrt wieder zu einer deutlichen
Vera¨nderung der Genauigkeiten.
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Centroid/Gower D1 D2 D3 D4 D5
imputiert 0.73 0.66 0.50 0.54 0.38
nicht imputiert 0.79 0.75 0.44 0.74 0.52
Tabelle 36: U¨bersicht u¨ber U¨bereinstimmungen (Centroid/Gower)
Centroid/Gower D1 D2 D3 D4 D5
Genauigkeit vor Imputation 1.00 0.40 0.68 0.67 0.91
Genauigkeit nach Imputation 0.75 0.45 0.47 0.47 0.56
Tabelle 37: Vera¨nderung der Genauigkeiten (Centroid/Gower)
agglomerativ mit Ward Linkage
Auch mit den Ward Linkage ergibt sich ein a¨hnliches Bild wie schon zu-
vor, durch die Imputation fallen auch hier die Genauigkeiten, die vor der
Imputation gro¨ßtenteils hoch sind, stark ab.
Ward/Gower D1 D2 D3 D4 D5
imputiert 0.75 0.42 0.66 0.58 0.61
nicht imputiert 0.83 0.53 0.89 0.69 0.77
Tabelle 38: U¨bersicht u¨ber U¨bereinstimmungen (Centroid/Gower)
Ward/Gower D1 D2 D3 D4 D5
Genauigkeit vor Imputation 0.94 0.98 0.68 0.94 0.91
Genauigkeit nach Imputation 0.75 0.45 0.46 0.59 0.59
Tabelle 39: Vera¨nderung der Genauigkeiten (Ward/Gower)
divisiv
Bei den divisiven Verfahren verha¨lt es sich wie bei den agglomerativen Ver-
fahren mit der Gower Distanz. Die Genauigkeiten vor der Imputation sind
hoch, fallen aber durch die Imputation stark ab.
Divisiv/Gower D1 D2 D3 D4 D5
imputiert 0.69 0.46 0.49 0.56 0.51
nicht imputiert 0.78 0.57 0.51 0.67 0.72
Tabelle 40: U¨bersicht u¨ber U¨bereinstimmungen (Divisiv/Gower)
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Divisiv/Gower D1 D2 D3 D4 D5
Genauigkeit vor Imputation 0.90 0.85 0.93 0.92 0.83
Genauigkeit nach Imputation 0.63 0.45 0.44 0.59 0.57
Tabelle 41: Vera¨nderung der Genauigkeiten (Divisiv/Gower)
PAM
Auch bei den partitionierenden Verfahren mit der Gower Distanz ergeben
sich dieselben Ergebnisse wie zuvor bei den hierarchischen Verfahren mit
der Gower Distanz: Vor der Imputation sind die Genauigkeit hoch, nehmen
aber durch die Imputation stark ab.
PAM/Gower D1 D2 D3 D4 D5
imputiert 0.75 0.44 0.75 0.58 0.63
nicht imputiert 0.81 0.52 0.89 0.69 0.73
Tabelle 42: U¨bersicht u¨ber U¨bereinstimmungen (PAM/Gower)
PAM/Gower D1 D2 D3 D4 D5
Genauigkeit vor Imputation 0.97 0.95 0.51 0.94 0.84
Genauigkeit nach Imputation 0.75 0.44 0.47 0.59 0.59
Tabelle 43: Vera¨nderung der Genauigkeiten (PAM/Gower)
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6.3 Zusammenfassung der Ergebnisse
Insgesamt wurden die Clusterergebnisse vor der Imputation mit kompletten
Daten mit den Clusterergebnissen verglichen, bei denen fehlende Daten er-
zeugt und anschließend wieder imputiert wurden.
Wie schon des o¨fteren erwa¨hnt, kann fu¨r keines der einzelnen Clusterver-
fahren eine genaue Tendenz dafu¨r gegeben werden, inwiefern sich das Er-
gebnis der Clusteranalyse im Falle imputierter fehlender Daten vera¨ndert,
da dies auch abha¨ngig vom jeweiligen untersuchten Datensatz ist. Jedoch
gibt es Clusterverfahren, dessen Ergebnisse durch die Imputation geringer
beeinflusst werden als andere. Hierzu za¨hlen die partitionierenden Verfahren
sowie das modellbasierte Verfahren, dessen Genauigkeiten im Vergleich mit
den meisten hierarchischen Verfahren durch die Imputation weniger stark
beeinflusst werden. Auch die Schwankungen der Genauigkeiten zwischen
den einzelnen Amelia Datensa¨tzen sind bei diesen Verfahren deutlich gerin-
ger. Zusa¨tzlich sind die U¨bereinstimmungen in den nicht imputierten Zeilen
durchwegs ho¨her. Zwischen den einzelnen partitionierenden Verfahren und
dem modellbasierten Verfahren lassen sich keine allzu großen Unterschiede
feststellen, sodass diese im Hinblick auf die Vera¨nderung der Genauigkeit
in etwa auf die selbe Stufe gestellt werden ko¨nnen. Die einzigen Verfahren
der hierarchischen Verfahren, bei denen vergleichbare Ergebnisse erzielt wer-
den, sind die agglomerativen Verfahren mit dem Ward Linkage. Allerdings
schwanken hier die Genauigkeiten der einzelnen Amelia Datensa¨tze stark,
wenn auch im Vergleich zu den anderen hierarchischen Verfahren geringer.
Die agglomerativen Verfahren mit den anderen Linkage Funktionen sind
nach der Imputation gro¨ßtenteils unbrauchbar, da die Genauigkeiten nach
der Imputation stark absinken. Betrachtet man die Ergebnisse der Verfah-
ren, die auf Grundlage der Gower Distanz und Datensa¨tzen mit einer kate-
gorialen Variable erhalten hat, stellt man selbst bei dem partitionierenden
Verfahren einen starken Abfall der Genauigkeit fest. An dieser Stelle sei noch
erwa¨hnt, dass die hauptsa¨chliche Ursache fu¨r die Abnahme der Genauigkeit
die teils ungenauen Imputationen sind und nicht die einzelnen Clusterver-
fahren. Bei manchen Verfahren wirkt sich die Imputation lediglich weniger
stark aus wie bei anderen.
Die Datensa¨tze 1 bis 3 aus dieser Arbeit sind multivariat normal verteilt
und entsprechen demnach auch der Modellannahme, welche auch fu¨r die
Imputation bzw. fu¨r das modellbasierte Verfahren getroffen werden. Zudem
ist die Variablenanzahl der untersuchten Datensa¨tze relativ gering. Dennoch
fallen auch hier die Genauigkeiten nach der Imputation (abgesehen von Da-
tensatz 1) meist stark ab. U¨bertragt man dies nun auf “echte Datensa¨tze”,
bei denen eine Normalverteilungsannahme nicht immer zutreffend ist und
zumal weit aus mehr Variablen enthalten sind, sind Zweifel daru¨ber ange-
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bracht, ob die Ergebnisse der Clusteranalyse im Falle imputierter Daten
Sinn machen.
Ist es dennoch das Ziel, in einem Datensatz mit fehlenden Werten den Ob-
jekten eine Gruppe zuordnen, so empfiehlt es sich, eines der partitionieren-
den Verfahren oder das modellbasierte Verfahren zu verwenden. Bei diesen
stellte sich der Abfall der Genauigkeiten noch am geringsten dar. Entha¨lt
der zu untersuchende Datensatz sowohl metrische als auch kategoriale Va-
riablen, sollte im Falle imputierter Daten ga¨nzlich auf eine Clusteranalyse ,
zumindest mit den hier angewendeten Verfahren, verzichtet werden.
86
6.3 Zusammenfassung der Ergebnisse 6 ANALYSE
87
7 AUSBLICK
7 Ausblick
In dieser Arbeit wurde lediglich die Auswirkung der Imputation bei 30 %
fehlender Beobachtungen untersucht. Bei einer geringeren Anzahl an fehlen-
der Beobachtungen ist die Auswirkung der Imputation mit großer Sicher-
heit geringer. Dementsprechend ko¨nnte a¨hnliche Simulationsstudie wie in
dieser Arbeit mit beispielsweise 10 % oder 20 % fehlender Beobachtungen
durchfu¨hrt werden. Mo¨glicherweise wu¨rden dadurch dann auch in imputier-
ten Datensa¨tzen gute Clusterergebnisse resultieren. Zudem gibt es neben den
untersuchten Clusterverfahren zahlreiche weitere Verfahren, bei denen die
Auswirkung der Imputation untersucht werden ko¨nnte. Ein weiterer Ansatz,
um bessere Ergebnisse nach der Imputation zu erhalten, wa¨re die Verbesse-
rung der Imputation, entweder indem mehr als 5 Imputationen durchfu¨hrt
oder andere Imputationsmethoden anwendet werden.
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B R-CODE
B R-Code
Hier wird der gesamte R-Code dargestellt, der fu¨r die Durchfu¨hrung der
Simulationsstudie beno¨tigt wurde.
B.1 Erzeugung der Datensa¨tze
In diesem Abschnitt ist der R-Code zu finden, mit dem die verschiedenen
Datensa¨tze erzeugt wurden. Hier ko¨nnen auch die genauen Erwartungswerte,
Varianzen und Korrelationen abgelesen werden.
# Teil 1: Erzeugung der Datensa¨tze
# Erzeugung der Datensa¨tze
# Pakete
library(MASS)
library(mvtnorm)
library(scatterplot3d)
library(lattice)
library(matrixcalc)
library(Matrix)
library(MCMCpack)
# Datensa¨tze 1 bis 3
#############Normalverteilte Daten######################################
# MNVfunktion: Erstellt multinormalverteilten Cluster
# n<-Populationsgro¨sse, mu <-Erwartungswerte, Varianzen<-Sigma,
# cor<- Korrelationen(12,13,23)
MNV <- function(n=100, mu1=5, mu2=8,mu3=4, Varianz1=2, Varianz2=3,Varianz3=5,
cor12=-0.5,cor13=0.5, cor23=0.3){
cov12<-cor12*sqrt(Varianz1)*sqrt(Varianz2)
cov13<-cor13*sqrt(Varianz1)*sqrt(Varianz3)
cov23<-cor23*sqrt(Varianz2)*sqrt(Varianz3)
Sigma=matrix(data=c(Varianz1, cov12, cov13,
cov12, Varianz2, cov23,
cov13,cov23,Varianz3), nrow=3, ncol=3)
if((is.positive.definite(Sigma))==TRUE){
Y <- mvrnorm(n=n, mu=c(mu1, mu2,mu3),Sigma)
return(Y)}
else
{
Sigma=nearPD(Sigma,keepDiag=TRUE)
Sigma<-as.matrix(Sigma$mat)
Y <- mvrnorm(n=n, mu=c(mu1, mu2,mu3),Sigma)
print("Warnung: Korrelationen mo¨glicherweise nicht korrekt")
return(Y)
}
}
###############Datensatz 1################################
# set. seed fu¨r Reproduzierbarkeit
set.seed(123)
# n=5000
# A=1666,B=1667,C=1667
# Gleiche Korrelationen
n1=1666
n2=1667
n3=1667
Cluster1<-MNV(n1,15,12,8,3,2,1,0.5,0.5,0.5)
Cluster1=cbind(Cluster1,rep(1,n1)) # fu¨r gruppenerstellung (Cluster)
colnames(Cluster1)<-c("Variable1","Variable2","Variable3","Gruppe")
Cluster1<-as.data.frame(Cluster1)
# Mithilfe der MVN Funktion wurde einer der drei Cluster erstelt, die der Datensatz
# spa¨ter enthalten soll.
# Cluster2
Cluster2<-MNV(n2,23,20,10,3,2,1,0.5,0.5,0.5)
Cluster2=cbind(Cluster2,rep(2,n2)) #n=50, fu¨r gruppenerstellung
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colnames(Cluster2)<-c("Variable1","Variable2","Variable3","Gruppe")
Cluster2<-as.data.frame(Cluster2)
# Cluster3
Cluster3<-MNV(n3,29,28,12,3,2,1,0.5,0.5,0.5)
Cluster3=cbind(Cluster3,rep(3,n3)) #n=50, fu¨r gruppenerstellung
colnames(Cluster3)<-c("Variable1","Variable2","Variable3","Gruppe")
Cluster3<-as.data.frame(Cluster3)
# Die drei erzeugten Cluster werden nun zu einem Datensatz zusammengefu¨gt:
Datensatz1ord<-as.data.frame(rbind(Cluster1,Cluster2,Cluster3))
# Die dritte Variable wird mit der cut-Funktion in eine kategoriale Variable umgewandelt.
# Die "breaks" legen die Intervalle dafu¨r fest.(Werte von 0 bis 9.2 -> kein,... )
Datensatz1ord$Variable3<-as.ordered(cut(Datensatz1ord$Variable3,breaks=c(0,9.2,11,25),
labels=c("Kein","mittel","viel")))
# Die labels worden "kein", "mittel","viel" benannt, dahinter steckt allerdings keine
# gro¨ßere Bedeutung, es handelt sich lediglich um frei wa¨hlbare Bezeichnungen.
summary(Datensatz1ord)
# Plot: Cluster1 ist blau markiert,Cluster 2 rot und Cluster 3 gru¨n.
xyplot(Datensatz1ord$Variable1~Datensatz1ord$Variable2,
groups=Datensatz1ord$Gruppe,main="Datensatz1ord",
xlab="Variable2",ylab="Variable1",xlim=c(0,35),ylim=c(5,40))
rm(Cluster1,Cluster2,Cluster3,n1,n2,n3) # U¨berflu¨ssige Objekte werden entfernt
###############Datensatz 2################################
# Die Erzeugung der Datensa¨tze 2 und 3 la¨uft analog dazu, wie Datensatz 1 erzeugt wurde,
# es werden nur andere Korrelationen, Varianzen, Gruppengro¨ßen und Erwartungswerte gewa¨hlt.
# set. seed fu¨r Reproduzierbarkeit
set.seed(123)
# n=5000
# A=1500,B=1500,C=2000
# Die Korrelationen mit der 3 Variable sind bei allen Clustern gleich.
n1=1500
n2=1500
n3=2000
Cluster1<-MNV(n1,22,22,10,3,2,2.5,-0.1,0.5,-0.5)
Cluster1=cbind(Cluster1,rep(1,n1)) # fu¨r gruppenerstellung (Cluster)
colnames(Cluster1)<-c("Variable1","Variable2","Variable3","Gruppe")
Cluster1<-as.data.frame(Cluster1)
# Cluster2
Cluster2=MNV(n2,24,18,8,2.5,1.5,1.5,0.5,0.5,-0.5)
Cluster2=cbind(Cluster2,rep(2,n2)) #n=50, fu¨r gruppenerstellung
colnames(Cluster2)<-c("Variable1","Variable2","Variable3","Gruppe")
Cluster2<-as.data.frame(Cluster2)
# Cluster3
Cluster3=MNV(n3,17,20,7,2,3,2,-0.5,0.5,-0.5)
Cluster3=cbind(Cluster3,rep(3,n3)) #n=50, fu¨r gruppenerstellung
colnames(Cluster3)<-c("Variable1","Variable2","Variable3","Gruppe")
Cluster3<-as.data.frame(Cluster3)
Datensatz2ord<-as.data.frame(rbind(Cluster1,Cluster2,Cluster3))
Datensatz2ord$Variable3<-as.ordered(cut(Datensatz2ord$Variable3,breaks=c(0,5.5,9.5,18),
labels=c("Kein","mittel","viel")))
# Plot
xyplot(Datensatz2ord$Variable1~Datensatz2ord$Variable2,
groups=Datensatz2ord$Gruppe,main="Datensatz2ord",
xlab="Variable2",ylab="Variable1",)
summary(Datensatz2ord)
rm(Cluster1,Cluster2,Cluster3,n1,n2,n3)
###############Datensatz 3################################
# set. seed fu¨r Reproduzierbarkeit
set.seed(123)
# n=5000
# A=900,B=3400,C=700
# Unterschiedliche Korrelationen und Varianzen
n1=900
n2=3400
n3=700
Cluster1<-MNV(n1,21,14,7,3,2,1,0.5,0.1,-0.7)
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Cluster1=cbind(Cluster1,rep(1,n1)) # fu¨r gruppenerstellung (Cluster)
colnames(Cluster1)<-c("Variable1","Variable2","Variable3","Gruppe")
Cluster1<-as.data.frame(Cluster1)
# Cluster2
Cluster2<-MNV(n2,19,20,15,5,4,4,0.1,-0.5,0.3)
Cluster2=cbind(Cluster2,rep(2,n2)) #n=50, fu¨r gruppenerstellung
colnames(Cluster2)<-c("Variable1","Variable2","Variable3","Gruppe")
Cluster2<-as.data.frame(Cluster2)
# Cluster3
Cluster3<-MNV(n3,17,14.5,7,2,2,2,-0.2,0.5,0.8)
Cluster3=cbind(Cluster3,rep(3,n3)) #n=50, fu¨r gruppenerstellung
colnames(Cluster3)<-c("Variable1","Variable2","Variable3","Gruppe")
Cluster3<-as.data.frame(Cluster3)
Datensatz3nom<-as.data.frame(rbind(Cluster1,Cluster2,Cluster3))
Datensatz3nom$Variable3<-(cut(Datensatz3nom$Variable3,breaks=c(0,10.7,15,25),
labels=c("Kein","mittel","viel")))
summary(Datensatz3nom)
# Plot: Gru¨n=Cluster3, Blau=Cluster1, Rot=Cluster2
xyplot(Datensatz3nom$Variable1~Datensatz3nom$Variable2,
groups=Datensatz3nom$Gruppe,main="Datensatz3nom",
xlab="Variable2",ylab="Variable1")
rm(Cluster1,Cluster2,Cluster3,n1,n2,n3)
###########################Drichlet verteilte Daten (mit kategorialer Variable)
# Im Grunde werden die Datensa¨tze wie die vorherigen Datensa¨tze erzeugt, mit dem Unterschied,
# das hier fu¨r die Clusterbildung die rdrichtlet Funktion verwendet wird:
# rdrichlet: n=StichprobenVariable1, c(1,2,3) = shape parameter der Drichlet-Verteilung
# set. seed fu¨r Reproduzierbarkeit
set.seed(123)
##########Datensatz 4###################
# A=2500,B=1500, C=1000
# Wie groß soll der Cluster sein?
n1=2500
n2=1500
n3=1000
Cluster1<-rdirichlet(n1, c(8,4,8) )
Cluster1=as.data.frame(cbind(Cluster1,rep(1,n1))) #fu¨r gruppenerstellung
colnames(Cluster1)<-c("Variable1","Variable2","Variable3","Gruppe")
Cluster2<-rdirichlet(n2, c(1,7,7) )
Cluster2=as.data.frame(cbind(Cluster2,rep(2,n2))) #fu¨r gruppenerstellung
colnames(Cluster2)<-c("Variable1","Variable2","Variable3","Gruppe")
Cluster3<-rdirichlet(n3, c(1,1,9) )
Cluster3=as.data.frame(cbind(Cluster3,rep(3,n3))) #fu¨r gruppenerstellung
colnames(Cluster3)<-c("Variable1","Variable2","Variable3","Gruppe")
Datensatz4ord<-rbind(Cluster1,Cluster2,Cluster3)
# mit ordinalen Merkmal
Datensatz4ord$Variable3<-as.ordered(cut(Datensatz4ord$Variable3,breaks=c(0,0.4,0.7,1),
labels=c("Kein","mittel","viel")))
# Plot: Gru¨n=Pfirsich, Blau=Apfel, Rot=Birnen
xyplot(Datensatz4ord$Variable1~Datensatz4ord$Variable2, groups=Datensatz4ord$Gruppe
,main="Datensatz4ord",xlab="Variable2",ylab="Variable1")
rm(Cluster1,Cluster2,Cluster3,n1,n2,n3)
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##########Datensatz 5###################
# 4 statt 3 Gruppen
# set. seed fu¨r Reproduzierbarkeit
set.seed(123)
# Drichlet verteilte Daten (mit kategorialer Variable) und 4 Clustern
# A=B=C=D=1250
# Wie groß sollen die Cluster sein?
n1=1250
n2=1250
n3=1250
n4=1250
library(MCMCpack)
Cluster1<-rdirichlet(n1, c(6,1,2) )
Cluster1=as.data.frame(cbind(Cluster1,rep(1,n1))) #fu¨r gruppenerstellung
colnames(Cluster1)<-c("Variable1","Variable2","Variable3","Gruppe")
Cluster2<-rdirichlet(n2, c(1,6,2) )
Cluster2=as.data.frame(cbind(Cluster2,rep(2,n2))) #fu¨r gruppenerstellung
colnames(Cluster2)<-c("Variable1","Variable2","Variable3","Gruppe")
Cluster3<-rdirichlet(n3, c(1,1,6) )
Cluster3=as.data.frame(cbind(Cluster3,rep(3,n3))) #fu¨r gruppenerstellung
colnames(Cluster3)<-c("Variable1","Variable2","Variable3","Gruppe")
Cluster4<-rdirichlet(n4, c(15,15,15) )
Cluster4=as.data.frame(cbind(Cluster4,rep(4,n4))) #fu¨r gruppenerstellung
colnames(Cluster4)<-c("Variable1","Variable2","Variable3","Gruppe")
Datensatz5nom<-as.data.frame(rbind(Cluster1,Cluster2,Cluster3,Cluster4))
# nominal
Datensatz5nom$Variable3<-cut(Datensatz5nom$Variable3,breaks=c(0,0.2,0.6,1),
labels=c("Kein","mittel","viel"))
# Plot: 4 Gruppe ist rot markiert
xyplot(Datensatz5nom$Variable1~Datensatz5nom$Variable2,
groups=Datensatz5nom$Gruppe, xlab="Variable2",ylab="Variable1")
rm(Cluster1,Cluster2,Cluster3,Cluster4,n1,n2,n3,n4)
B.2 Funktionen
Hier sind die alle Funktionen beschrieben, die fu¨r die Simulationsstudie
beno¨tigt worden.
#Teil 2 Funktionen
################################## Funktionen fu¨r Datensatz 1 bis 3 ##########################
#Pakete
### Pakete
library(Amelia)
library(cluster)
library(mclust)
library(gregmisc)
##############################################################################################
################################## Funktion 1: Zuordnung #####################################
### Zuordnungsfunktion
# Die Zuordnungsfunktion ist eine sehr wichtige Funktion, die spa¨ter fu¨r die richtige
# Labelbezeichnung sorgt.
# Sie korrigiert die Label Reihenfolge.
# Funktionsanfang
Zuordnung<-function(groups,EchteGruppe){
perms = permutations(3,3) #bildet alle Permuationen die mit 3 Elementen
EchteGruppe1<-as.factor(EchteGruppe)
V<-c(1:6) #Dummy Vektor
for(i in 1:nrow(perms)){ #For-Schleife: Fu¨r jede mo¨gliche Permuation
groups1<-as.factor(groups) #wird die U¨bereinstimmung mit der echten
levels(groups1)<-perms[i,] #Gruppe u¨berpru¨ft und die Anzahl die
VR<-EchteGruppe1==groups1 #der U¨bereinstimmungen in V gespeichert.
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V[i]<-length(subset(VR,VR==TRUE))
}
S<-which.max(V) #Das Maximum von V ist die richtige Zuordnung
groups<-as.factor(groups) #S gibt die Stelle des Maximums von V an.
levels(groups)<-perms[S,] #Die groups erhalten die Levels, fu¨r die sie
#maximal sind, also S.
list(as.numeric(as.vector(groups)),max(V)) #Die Gruppe wird wieder als numerischer Vektor
} #gespeichert, zusa¨tlich wird das Maximum von
#V gespeichert (fu¨r die Genauigkeitsbestimmung).
#Funktionsende
#############################################################################################
################################## Funktion 2: NAErzeugung ##################################
### Funktion zur Erzeugung von NA mit MAR Missing Mechanismus
# a1 der prozentuale Anteil der Daten, die aus dem Datensatz entfernt werden sollen. Es
# werden insgesamt 2 Datensa¨tze mit NA mit dieser Funktion erzeugt.
# Der erste ist fu¨r den Datensatz ohne drittes Merkmal.
# Der zweite ist fu¨r den Datensatz mit drittem Merkmal.
#Funktionsanfang
NAErzeugung <-function (Datensatz,a1){
# Funktion zur Erzeugung von "NA" in Datensa¨tzen ohne 3. Merkmal
set.seed(123)
DA<-Datensatz[,1:2] #Nur die ersten beiden Zeilen werden ausgewa¨hlt.
a<-nrow(DA)*ncol(DA)*a1/100 #Ermittlung der Anzahl an Beobachtungen, die
#entfernt wird.
FKT<-function(p){ #Hilfsfunktion, die einfache Mu¨nze mit der
rbinom(1,1,p) #Wahrscheinlichkeit p "wirft". Man erha¨lt
} #1 oder 0 als Resultat.
#Es werden die Wahrscheinlichkeiten bestimmt, das ein bestimmter Wert fehlt.
# Wahrscheinlichkeiten
# Wahrscheinlichkeit p1, das Wert aus X1 fehlt
Logit<-function(x){
p1=exp(-4+0.22*x[2])/(1+(exp(-4+0.22*x[2]))) #Funktion zur Bestimmung der Wahrschein-
p1 #keit p in Abha¨ngkeit anderer Merkmal(e).
}
L1<-apply(DA,1,Logit)
#<-#Logit Funktion wird auf jede Zeile angwendet. Fu¨r jeden Merkmalstra¨ger ist also die Wahr-
#keit gegeben, das in dem Merkmalstra¨ger die erste Beobachtung fehlt.
L1<-cbind(as.vector(sapply(L1,FKT)),c(1:length(L1))) #Obige Hilsfunktion FKT wird angewendet.
L1<-subset(L1,L1[,1]==1) #Die Merkmalstra¨ger, in dem die "Mu¨nze"
L1<-L1[,2] #1 ergeben hat, werden ausgewa¨hlt.
#L1 entha¨lt die Merkmalstra¨ger, die potentiell ausfallen ko¨nnten in der ersten Variable
#Analog entha¨lt man L2, das analog die Merkmalstra¨ger fu¨r die zweite Variable entha¨lt.
# Wahrscheinlichkeit, das Wert aus X2 fehlt
Logit<-function(x){
p1=exp(-4+0.22*x[1])/(1+(exp(-4+0.22*x[1]))) #Analog
p1
}
L2<-apply(DA,1,Logit) #Analog
L2<-cbind(as.vector(sapply(L2,FKT)),c(1:length(L2)))
L2<-subset(L2,L2[,1]==1)
L2<-L2[,2]
s<-sample((ncol(DA)),a,replace=TRUE) #Es wird zufa¨llig ermittelt, wieviele
s1<-subset(s,s==1) #Beobachtungen in den jeweiligen
s2<-subset(s,s==2) #Variablen fehlen.s1 Variable1
#s2 Variable 2. Insgesamt sollen a
#Beobachtungen fehlen.
C1<-cbind((L1[(sample(1:length(L1),length(s1),replace=FALSE))]),s1)
#<-#Aus L1 werden zufa¨llig s1 viele Zeilen ausgewa¨hlt, die gelo¨scht werden.
L2<-L2[ !(L2 %in% (as.numeric(C1[,1])))]
#<-#Damit keine ganzen Zeilen verschwinden, werden in L2 nur Zeilen ausgewa¨hlt
# #die in der ersten Variable nicht ausgewa¨hlt worden.
C2<-cbind((L2[(sample(1:length(L2),length(s2),replace=FALSE))]),s2)
#<-#Aus L2 werden zufa¨llig s2 viele Zeilen ausgewa¨hlt, die gelo¨scht werden.
D<-rbind(C1,C2) #D entha¨lt die Beobachtungen, die gelo¨scht werden sollen.
r1<-D[,1] #Gibt an, das in der ersten Variable Werte gelo¨scht werden.
s1<-D[,2] #Gibt an, das in der zweiten Variable Werte gelo¨scht werden.
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for(i in 1:length(r1)){ #Mithilfe dieser Schleife werden die Werte
r2<-r1[i] #gelo¨scht bzw. NA erzeugt.
s2<-s1[i]
is.na(DA[r2,s2])<-TRUE
}
#############################################################################################
# Funktion zur Erzeugung von "NA" in Datensa¨tzen mit 3. Merkmal
# analoges Vorgehen wie oben beschrieben.
set.seed(123)
DA1<-Datensatz[,1:3]
DA1$Variable3<-as.numeric(DA1$Variable3)
a<-nrow(DA1)*ncol(DA1)*a1/100
# Wahrscheinlichkeiten
# Wahrscheinlichkeit, das Wert aus X1 fehlt
Logit<-function(x){
p1=exp(-3.0+0.10*x[2]+0.5*x[3])/(1+(exp(-3.0+0.1*x[2]+0.5*x[3])))
p1
}
L1<-apply(DA1,1,Logit)
L1<-cbind(as.vector(sapply(L1,FKT)),c(1:length(L1)))
L1<-subset(L1,L1[,1]==1)
L1<-L1[,2]
# Wahrscheinlichkeit, das Wert aus X2 fehlt
Logit<-function(x){
p1=exp(-3.0+0.10*x[1]+0.5*x[3])/(1+(exp(-3.0+0.10*x[1]+0.5*x[3])))
p1
}
L2<-apply(DA1,1,Logit)
L2<-cbind(as.vector(sapply(L2,FKT)),c(1:length(L2)))
L2<-subset(L2,L2[,1]==1)
L2<-L2[,2]
# Wahrscheinlichkeit, das Wert aus X3 fehlt
Logit<-function(x){
p1=exp(-3+0.10*x[1]+0.10*x[2])/(1+(exp(-3+0.10*x[1]+0.10*x[2])))
p1
}
L3<-apply(DA1,1,Logit)
L3<-cbind(as.vector(sapply(L3,FKT)),c(1:length(L3)))
L3<-subset(L3,L3[,1]==1)
L3<-L3[,2]
s<-sample((ncol(Datensatz)-1),a,replace=TRUE)
s1<-subset(s,s==1)
s2<-subset(s,s==2)
s3<-subset(s,s==3)
C1<-cbind((L1[(sample(1:length(L1),length(s1),replace=FALSE))]),s1)
C2<-cbind((L2[(sample(1:length(L2),length(s2),replace=FALSE))]),s2)
LOE<-c(C1[,1],C2[,1])
LOE<-as.numeric(LOE[which(duplicated(LOE))])
L3<-L3[ !(L3 %in% (LOE))]
C3<-cbind((L3[(sample(1:length(L3),length(s3),replace=FALSE))]),s3)
D<-rbind(C1,C2,C3)
r1<-D[,1]
s1<-D[,2]
for(i in 1:length(r1)){
r2<-r1[i]
s2<-s1[i]
is.na(DA1[r2,s2])<-TRUE
}
DA1$Variable3<-as.factor(DA1$Variable3) # wird wieder kategorial
list(DatensatzNA1=DA, DatensatzNA11=DA1)
#Beide Datensa¨tze mit NA werden in einer Liste gespeichert.
#DatensatzNA1 ist der Datensatz ohne 3.Merkmal, DatensatzNA11 mit 3.Merkmal.
}
#Funktionsende
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##############################################################################################
################################## Funktion 3: AmeliaDatensatzErzeugung ######################
### Imputation der fehlenden Werte im DatensatzNA1 mit Amelia #######
### Amelia Daten Imputation
# Funktionsanfang
AmeliaDatensatzeErzeugung<-function(DatensatzNA,x="noms"){
#ohne 3 Variable
DatensatzNA1<-DatensatzNA[[1]] #DatensatzNA1 muss ausgewa¨hlt werden.
Amelia<-amelia(DatensatzNA1,m=5) #fu¨hrt Imputationen durch
#AmeliaDatensa¨tze 1 bis 5 werden einzelnen gespeichert:
AmeliaDatensatz1<-Amelia$imputations$imp1
AmeliaDatensatz2<-Amelia$imputations$imp2
AmeliaDatensatz3<-Amelia$imputations$imp3
AmeliaDatensatz4<-Amelia$imputations$imp4
AmeliaDatensatz5<-Amelia$imputations$imp5
Ohnekat<-list(AmeliaDatensatz1,AmeliaDatensatz2, AmeliaDatensatz3,
AmeliaDatensatz4,AmeliaDatensatz5)
#AmeliaDatensa¨tze ohne 3 Variable werden als Liste in Ohnekat gespeichert.
#mit 3 Variable
### fu¨r x muss noms fu¨r Nominal oder ords fu¨r ordinal eingegeben werden
DatensatzNA1<-DatensatzNA[[2]] #DatensatzNA11 muss ausgewa¨hlt werden.
# Je nachdem ob die 3 Variable nominal oder ordinal behandelt werden soll:
if(x=="noms") { # Wenn nominal
Amelia<-amelia(DatensatzNA1,m=5,noms= "Variable3")
# Imputierte Datensa¨tze - Diese Datensa¨tze sind die Datensa¨tze 1 bis 5, die Amelia Imputiert.
print("Nominal")}
if(x=="ords") {# Wenn ordinal
Amelia<-amelia(DatensatzNA1,m=5,ords="Variable3")
print("Ordinal")}
#AmeliaDatensa¨tze 1 bis 5
AmeliaDatensatz1<-Amelia$imputations$imp1
AmeliaDatensatz2<-Amelia$imputations$imp2
AmeliaDatensatz3<-Amelia$imputations$imp3
AmeliaDatensatz4<-Amelia$imputations$imp4
AmeliaDatensatz5<-Amelia$imputations$imp5
Mitkat<-list(AmeliaDatensatz1,AmeliaDatensatz2, AmeliaDatensatz3,
AmeliaDatensatz4,AmeliaDatensatz5)
#Die AmeliaDatensa¨tze mit 3. Variable werden als Liste in Mitkat gespeichert.
#########
list("DatensatzNa ohne kategoriale Variable"=Ohnekat,"DatensatzNa mit kategoriale Variable"=Mitkat)
#Mitkat und ohnekat werden gespeichert.
}
#Funktionsende
################################################################################################
################################## Funktion 4: Clustern1 #######################################
### Clusterfunktion
# Die Clustern Funktion fu¨hrt 29 verschiedenene Clusterverfahren mit den urspru¨nglichen Datensatz
# durch.
# Die Verfahren 1-22 werden dabei mit einen um die kategoriale Variable reduzierten Datensatz
# durchgefu¨hrt.
# Bei Verfahren 23 bis 29 wird die kategoriale Variable beru¨cksichtigt.
# In der Gruppenmatrix sind die Gruppenvektoren gespeichert.
# Der Genauigkeitsvektor speichert die Genauigkeiten der einzelnen Verfahren.
# Funktionsanfang
Clustern1<-function(Datensatz){
######################### Funktion: Clustern###########################
#Quelle http://www.statmethods.net/advstats/cluster.html
### Dummys
# Wahrscheinlichkeitsmatrix: #Dummy:Wird spa¨ter mit Genauigkeiten gefu¨llt
Genauigkeitsvektor<-c(1:29)
# Gruppenmatrix: # Dummy: wird spa¨ter mit Gruppenvektoren gefu¨llt
Gruppenmatrix<-matrix(nrow=nrow(Datensatz),ncol=29)
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### Skalierung des Datensatze
# skalierter Datensatz # Die Daten mu¨ssen standardisiert werden:
# skalierter Datensatz
Variable2<-scale(Datensatz$Variable2)
Variable1<-scale(Datensatz$Variable1)
# Datensatz nur mit numerischen Werten -> notwendig, weil nicht alle Verfahren mit
# unterschiedlichen Skalen umgehen ko¨nnen
Datensatzscale2<-cbind(Variable2,Variable1)
# Datensatzscale2 nur mit numerischen Werten -> notwendig, weil nicht alle Verfahren mit
# unterschiedlichen Skalen umgehen ko¨nnen
# Datensatzscale 2 bildet die Grundlage fu¨r die Verfahren 1 bis 22.
################################## Clusterverfahren ###########################################
##### Verfahren 1-15 Agglomeratives Clustering ######
# Mo¨glichkeiten Distanz:euclidean,maximum, manhattan, ...
# Mo¨glichkeiten Linkage: Single, complete, average, centroid, ward,..
# Clusterfunktion: a <- Distanzmetrik,b<-Linkage-Verfahren, mit ""!
# Hilfsfunktion
Cluster<-function(a,b){
d <- dist(Datensatzscale2, method =a) # distance matrix
Erg <- hclust(d, method=b)
Erg
}
##### Single Linkage
### Verfahren 1.1 (single) mit "euclidean"
Verfahren1<-Cluster("euclidean","single")
# Cluster Funktion wird durchgefu¨hrt und als Verfahren gespeichert
groups <- cutree(Verfahren1, k=3) # Einteilung in 3 Clustern
groups<-Zuordnung(groups,EchteGruppe) # Gruppenzuordnungen werden angepasst
# Das Problem, das die Zuordnungsfunktion notwendig macht, wird in der Arbeit beschrieben
Gruppenmatrix[,1]<-unlist(groups[1]) # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[1]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
#Die Genauigkeit wird mithilfe der Zuordnungsfunktion und max(V) bestimmt.
#Dazu dividiert man die maximale Anzahl an U¨bereinstimmung mit der Gesamtanzahl an Merkmalstra¨gern.
#Genauigkeit wird ermittelt und im Genauigkeitsvektor gespeichert
### Verfahren 1.2 (single) mit "maximum"
Verfahren2<-Cluster("maximum","single")
groups <- cutree(Verfahren2, k=3) # cut tree into 3 clusters
groups<-Zuordnung(groups,EchteGruppe)
Gruppenmatrix[,2]<-unlist(groups[1])
Genauigkeitsvektor[2]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
### Verfahren 1.3 (single) mit "manhattan"
Verfahren3<-Cluster("manhattan","single")
groups <- cutree(Verfahren3, k=3) # cut tree into 3 clusters
groups<-Zuordnung(groups,EchteGruppe)
Gruppenmatrix[,3]<-unlist(groups[1])
Genauigkeitsvektor[3]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
###### Complete Linkage
### Verfahren 2.1 (complete) mit "euclidean"
Verfahren4<-Cluster("euclidean","complete")
groups <- cutree(Verfahren4, k=3) # cut tree into 3 clusters
groups<-Zuordnung(groups,EchteGruppe)
Gruppenmatrix[,4]<-unlist(groups[1])
Genauigkeitsvektor[4]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
### Verfahren 2.2 (complete) mit "maximum"
Verfahren5<-Cluster("maximum","complete")
groups <- cutree(Verfahren5, k=3) # cut tree into 3 clusters
groups<-Zuordnung(groups,EchteGruppe)
Gruppenmatrix[,5]<-unlist(groups[1])
Genauigkeitsvektor[5]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
### Verfahren 2.3 (complete) mit "manhattan"
Verfahren6<-Cluster("manhattan","complete")
groups <- cutree(Verfahren6, k=3) # cut tree into 3 clusters
groups<-Zuordnung(groups,EchteGruppe)
Gruppenmatrix[,6]<-unlist(groups[1])
Genauigkeitsvektor[6]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
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###### Average Linkage
### Verfahren 3.1 (average) mit Euklid
Verfahren7<-Cluster("euclidean","average")
groups <- cutree(Verfahren7, k=3) # cut tree into 3 clusters
groups<-Zuordnung(groups,EchteGruppe)
Gruppenmatrix[,7]<-unlist(groups[1])
Genauigkeitsvektor[7]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
### Verfahren 3.2 (average) mit "maximum"
Verfahren8<-Cluster("maximum","average")
groups <- cutree(Verfahren8, k=3) # cut tree into 3 clusters
groups<-Zuordnung(groups,EchteGruppe)
Gruppenmatrix[,8]<-unlist(groups[1])
Genauigkeitsvektor[8]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
### Verfahren 3.3 (average) mit "manhattan"
Verfahren9<-Cluster("manhattan","average")
groups <- cutree(Verfahren9, k=3) # cut tree into 3 clusters
groups<-Zuordnung(groups,EchteGruppe)
Gruppenmatrix[,9]<-unlist(groups[1])
Genauigkeitsvektor[9]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
##### Centroid Linkage
### Verfahren 4.1 (centroid) mit "euclidean"
Verfahren10<-Cluster("euclidean","centroid")
groups <- cutree(Verfahren10, k=3) # cut tree into 3 clusters
groups<-Zuordnung(groups,EchteGruppe)
Gruppenmatrix[,10]<-unlist(groups[1])
Genauigkeitsvektor[10]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
### Verfahren 4.2 (centroid) mit "maximum"
Verfahren11<-Cluster("maximum","centroid")
groups <- cutree(Verfahren11, k=3) # cut tree into 3 clusters
groups<-Zuordnung(groups,EchteGruppe)
Gruppenmatrix[,11]<-unlist(groups[1])
Genauigkeitsvektor[11]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
### Verfahren 4.3 (centroid) mit "manhattan"
Verfahren12<-Cluster("manhattan","centroid")
groups <- cutree(Verfahren12, k=3) # cut tree into 3 clusters
groups<-Zuordnung(groups,EchteGruppe)
Gruppenmatrix[,12]<-unlist(groups[1])
Genauigkeitsvektor[12]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
###### Ward Linkage
# Verfahren 5.1 , euklid und Ward ,
Verfahren13<-Cluster("euclidean","ward")
groups <- cutree(Verfahren13, k=3) # cut tree into 3 clusters
groups<-Zuordnung(groups,EchteGruppe)
Gruppenmatrix[,13]<-unlist(groups[1])
Genauigkeitsvektor[13]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
### Verfahren 5.2 mit maximum
Verfahren14<-Cluster("maximum","ward")
groups <- cutree(Verfahren14, k=3) # cut tree into 3 clusters
groups<-Zuordnung(groups,EchteGruppe)
Gruppenmatrix[,14]<-unlist(groups[1])
Genauigkeitsvektor[14]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
### Verfahren 5.3 mit manhattan
Verfahren15<-Cluster("manhattan","ward")
groups <- cutree(Verfahren15, k=3) # cut tree into 3 clusters
groups<-Zuordnung(groups,EchteGruppe)
Gruppenmatrix[,15]<-unlist(groups[1])
Genauigkeitsvektor[15]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
###
#############################################################################
############################################################################
##### Verfahren 16-19 divisives Clustering ######
# Vorsicht! Große Datensa¨tze dauern lange!!!!!!!!
############### Divisiv
### 6.1 mit euklid
Verfahren16 <- diana(x=Datensatzscale2, metric="euclidean")
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groups <- cutree(Verfahren16, k=3) # cut tree into 3 clusters
groups<-Zuordnung(groups,EchteGruppe)
Gruppenmatrix[,16]<-unlist(groups[1])
Genauigkeitsvektor[16]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
### 6.2 mit maximum
Verfahren17 <- diana(x=Datensatzscale2, metric="maximum")
groups <- cutree(Verfahren17, k=3) # cut tree into 3 clusters
groups<-Zuordnung(groups,EchteGruppe)
Gruppenmatrix[,17]<-unlist(groups[1])
Genauigkeitsvektor[17]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
### 6.3 manhattan metrik
Verfahren18 <- diana(x=Datensatzscale2, metric="manhattan")
groups <- cutree(Verfahren18, k=3) # cut tree into 3 clusters
groups<-Zuordnung(groups,EchteGruppe)
Gruppenmatrix[,18]<-unlist(groups[1])
Genauigkeitsvektor[18]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
#############################################
##### Partionierende Verfahren Verfahren 19-21
# Quelle: http://www.statmethods.net/advstats/cluster.html
# http://statmath.wu.ac.at/courses/multverf2/tutorien/kmeans.pdf
### Kmeans Verfahren
Verfahren19 <- kmeans(Datensatzscale2, 3, nstart=25, iter.max=50) #
#nstart bedeutet, das mit 25 verschiedenen Startwerten angefangen wird.
#iter max ist die Anzahl an maximal erlaubten Wiederholungen.
# append cluster assignment
groups<-as.vector(Verfahren19$cluster)
groups<-Zuordnung(groups,EchteGruppe)
Gruppenmatrix[,19]<-unlist(groups[1])
Genauigkeitsvektor[19]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
### PAM
### mit Euklid
Verfahren20<-pam(Datensatzscale2,3, metric="euclidean")
# append cluster assignment
groups<-as.vector(Verfahren20$clustering)
groups<-Zuordnung(groups,EchteGruppe)
Gruppenmatrix[,20]<-unlist(groups[1])
Genauigkeitsvektor[20]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
### mit Manhattan
Verfahren21<-pam(Datensatzscale2,3, metric="manhattan")
# append cluster assignment
groups<-as.vector(Verfahren21$clustering)
groups<-Zuordnung(groups,EchteGruppe)
#Funktion zur Bestimmung der Genauigkeit der Clusteranalyse, hier muss groups eingesetzt werden
Gruppenmatrix[,21]<-unlist(groups[1])
Genauigkeitsvektor[21]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
########################################################################################
##### Modelbasiert Verfahren 22
# http://cran.r-project.org/web/packages/mclust/mclust.pdf
### Model Based Clustering
Verfahren22<-Mclust(Datensatzscale2, G=3) #! Datensatz2ord AmeliaDatensatz2 -> 4 Cluster
groups<-Verfahren22$classification
groups<-Zuordnung(as.integer(groups),EchteGruppe)
Gruppenmatrix[,22]<-unlist(groups[1])
Genauigkeitsvektor[22]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
#####################################################
#####################################################
##### Nun wird die kategoriale Variable beru¨cksichtigt. Die Berechnung basiert
##### bei allen auf der Gower Distanz.
# Datensatzscale3 entha¨lt zusa¨tzlich zu den skalierten numerischen Variablen
# die dritte kategoriale Variable.
Datensatzscale3<-as.matrix(cbind(Datensatzscale2,Datensatz[,3]))
### mit Daisy - Beru¨cksichtigung der 3.Variable, gower metrik
# Hilfsfunktion
Cluster<-function(b){
Daisy <- daisy(Datensatzscale3[,1:3]) # distance matrix
Erg <- hclust(Daisy, method=b)
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Erg
}
### Verfahren 23 aggl. single
Verfahren23<-Cluster("single")
groups <- as.vector(cutree(Verfahren23, k=3)) # cut tree into 3 clusters
groups<-Zuordnung(groups,EchteGruppe)
Gruppenmatrix[,23]<-unlist(groups[1])
Genauigkeitsvektor[23]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
### Verfahren 24 aggl. complete
Verfahren24<-Cluster ("complete")
groups <- as.vector(cutree(Verfahren24, k=3)) # cut tree into 3 clusters
groups<-Zuordnung(groups,EchteGruppe)
Gruppenmatrix[,24]<-unlist(groups[1])
Genauigkeitsvektor[24]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
### Verfahren 25 aggl. Average
Verfahren25<-Cluster ("average")
groups <- as.vector(cutree(Verfahren25, k=3)) # cut tree into 3 clusters
groups<-Zuordnung(groups,EchteGruppe)
Gruppenmatrix[,25]<-unlist(groups[1])
Genauigkeitsvektor[25]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
### Verfahren 26 aggl. Centroid
Verfahren26<-Cluster ("centroid")
groups <- as.vector(cutree(Verfahren26, k=3)) # cut tree into 3 clusters
groups<-Zuordnung(groups,EchteGruppe)
Gruppenmatrix[,26]<-unlist(groups[1])
Genauigkeitsvektor[26]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
### Verfahren 27 aggl. ward
Verfahren27<-Cluster ("ward")
groups <- as.vector(cutree(Verfahren27, k=3)) # cut tree into 3 clusters
groups<-Zuordnung(groups,EchteGruppe)
Gruppenmatrix[,27]<-unlist(groups[1])
Genauigkeitsvektor[27]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
### Verfahren 28 divisiv
Verfahren28 <- diana(daisy(Datensatzscale3))
groups <- as.vector(cutree(Verfahren28, k=3)) # cut tree into 3 clusters
groups<-Zuordnung(groups,EchteGruppe)
Gruppenmatrix[,28]<-unlist(groups[1])
Genauigkeitsvektor[28]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
### Verfahren 29 Partionierend
Verfahren29<-pam(daisy(Datensatzscale3),3)
# append cluster assignment
groups<-as.vector(Verfahren29$clustering)
groups<-Zuordnung(groups,EchteGruppe)
#Funktion zur Bestimmung der Genauigkeit der Clusteranalyse, hier muss groups eingesetzt werden
Gruppenmatrix[,29]<-unlist(groups[1])
Genauigkeitsvektor[29]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
########################################################################
# Die einzelnen Verfahren sind durchgefu¨hrt, die Genauigkeiten im Genauigkeitsvektor gespeichert.
# Dieser wird nun benannt, um die einzelnen Genauigkeiten den Verfahren zuordnen zu ko¨nnen.
names(Genauigkeitsvektor)<-c("agglomerativ(Euklid/Single)","agglomerativ(Maximum/Single)",
"agglomerativ(Manhattan/Single)",
"agglomerativ(Euklid/Complete)","agglomerativ(Maximum/Complete)"
,"agglomerativ(Manhattan/Complete)",
"agglomerativ(Euklid/Average)","agglomerativ(Maximum/Average)",
"agglomerativ(Manhattan/Average)",
"agglomerativ(Euklid/Centroid)","agglomerativ(Maximum/Centroid)",
"agglomerativ(Manhattan/Centroid)",
"agglomerativ(Euklid/Ward)","agglomerativ(Maximum/Ward)",
"agglomerativ(Manhattan/Ward)",
"divisiv(Euklid)","divisiv(maximum)","divisiv(Manhattan)",
"Kmeans(Hartigan)","Kmediods(Euklid)","Kmediods(Manhattan)",
"Modelbasiert",
"agglomerativ(Gower/Single)","agglomerativ(Gower/Complete)",
"agglomerativ(Gower/Average)",
"agglomerativ(Gower/Centroid)","agglomerativ(Gower/Ward)"
,"divisiv(Gower)","Kmediods(Gower)")
# Die Objekte der Verfahren (enthalten teilweise releveante Informationen) werden fu¨r eventuelle
# spa¨tere Verwendung gespeichert.
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Verfahren<-list(Verfahren1,Verfahren2,Verfahren3,Verfahren4, Verfahren5,
Verfahren7,Verfahren8,Verfahren3,Verfahren9, Verfahren10,
Verfahren11,Verfahren12,Verfahren13,Verfahren14, Verfahren15,
Verfahren16,Verfahren17,Verfahren18,Verfahren19, Verfahren20,
Verfahren21,Verfahren22,Verfahren23,Verfahren24, Verfahren25,
Verfahren26,Verfahren27,Verfahren28, Verfahren29)
list("Genauigkeitsvektor des urspru¨nglichen Datensatzes"=Genauigkeitsvektor,
"Gruppenmatrix des urspru¨nglichen Datensatzes"=Gruppenmatrix,
"Clusterobjekte des urspru¨nglichen Datensatzes"=Verfahren)
# Am Ende wird der Genauigkeitsvektor, die Gruppenmatrix und die einzelnen Verfahren in Form
# einer Liste gespeichert.
}
#Funktionsende
#################################################################################################
################################## Funktion 5: Clustern2 ########################################
### Clusterfunktion
# Fu¨r die Amelia Datensa¨tze ist eine angepasste Clustern Funktion von No¨ten.
# Der Grund hierfu¨r ist eine angepasste Zuordnungsfunktion (siehe unten).
# Die Clustern Funktion fu¨hrt 29 verschiedenene Clusterverfahren mit den Amelia Datensa¨tzen durch.
# Die Verfahren 1-22 werden dabei mit einen um die kategoriale Variable reduzierten Datensatz
# durchgefu¨hrt.Zahl gibt an, welcher Amelia Datensatz geclustert werden soll.
# Bei Verfahren 23 bis 29 wird die kategoriale Variable beru¨cksichtigt.
# Clustern2 ist gro¨ßtenteils wie Clustern aufgebaut.
Clustern2<-function(AmeliaDatensatze, Zahl){
######################### Funktion: Clustern###########################
#Quelle http://www.statmethods.net/advstats/cluster.html
Datensatz1<-AmeliaDatensatze[[1]][[Zahl]]
#Fu¨r die Verfahren 1 bis 22 kann die kategoriale Variable nicht beru¨cksichtigt
#werden.
### Dummys
# Wahrscheinlichkeitsmatrix: #Dummy:Wird spa¨ter mit Genauigkeiten gefu¨llt
Genauigkeitsvektor<-c(1:29)
# Gruppenmatrix: # Dummy: wird spa¨ter mit Gruppenmatrixen gefu¨llt
Gruppenmatrix<-matrix(nrow=nrow(Datensatz),ncol=29)
### Skalierung des Datensatze
# skalierter Datensatz # Die Daten mu¨ssen standardisiert werden:
# skalierter Datensatz
Variable2<-scale(Datensatz1$Variable2)
Variable1<-scale(Datensatz1$Variable1)
# Datensatz nur mit numerischen Werten -> notwendig, weil nicht alle Verfahren mit
# unterschiedlichen Skalen umgehen ko¨nnen
Datensatzscale2<-cbind(Variable2,Variable1)
# Datensatzscale2 nur mit numerischen Werten -> notwendig, weil nicht alle Verfahren mit
# unterschiedlichen Skalen umgehen ko¨nnen
# Datensatzscale 2 bildet die Grundlage fu¨r die Verfahren 1 bis 22.
################################## Clusterverfahren ###########################################
##### Verfahren 1-15 Agglomeratives Clustering ######
# Mo¨glichkeiten Distanz:euclidean,maximum, manhattan, ...
# Mo¨glichkeiten Linkage: Single, complete, average, centroid, ward,..
# Clusterfunktion: a <- Distanzmetrik,b<-Linkage-Verfahren, mit ""!
# Hilfsfunktion
Cluster<-function(a,b){
d <- dist(Datensatzscale2, method =a) # distance matrix
Erg <- hclust(d, method=b)
Erg
}
# Zuordnung 3 ist gro¨ßtenteils wie Zuordnung aufgebaut.
# Jedoch werden die levels auf die levels der urspru¨nglichen
# Clusteranalyse angepasst. Dies ist notwendig, das die
# Auswirkungen der Clusteranalyse erkennbar ist. In den
# meisten Fa¨llen a¨ndern sich die levels allerdings nicht.
# Zudem wird die Genaugikeit direkt mit ausgegeben.
Zuordnung3<-function(groups,EchteGruppe,Label){
perms = permutations(3,3)
EchteGruppe1<-as.factor(as.vector(GruppenmatrixDatensatz[,Label]))
V<-c(1:6)
for(i in 1:nrow(perms)){
105
B.2 Funktionen B R-CODE
groups1<-as.factor(groups)
levels(groups1)<-perms[i,]
VR<-EchteGruppe1==groups1
V[i]<-length(subset(VR,VR==TRUE))
}
S<-which.max(V)
groups2<-as.factor(groups)
levels(groups2)<-perms[S,]
VR<-EchteGruppe==groups2
Genauigkeit<-(length(subset(VR,VR==TRUE))/((nrow(Datensatz))))
list(as.numeric(as.vector(groups2)),Genauigkeit)
}
##### Single Linkage
### Verfahren 1.1 (single) mit "euclidean"
Verfahren1<-Cluster("euclidean","single")
# Cluster Funktion wird durchgefu¨hrt und als Verfahren gespeichert
groups <- (cutree(Verfahren1, k=3)) # Einteilung in 3 Clustern
VR<-Zuordnung3(groups,EchteGruppe,1)
#
Gruppenmatrix[,1]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[1]<-VR[[2]] #Genauigkeit aus Zuordnungsfunktion 3
# Genauigkeit wird im Genauigkeitsvektor gespeichert
### Verfahren 1.2 (single) mit "maximum"
Verfahren2<-Cluster("maximum","single")
groups <- cutree(Verfahren2, k=3) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,2)
#
Gruppenmatrix[,2]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[2]<-VR[[2]]
### Verfahren 1.3 (single) mit "manhattan"
Verfahren3<-Cluster("manhattan","single")
groups <- cutree(Verfahren3, k=3) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,3)
#
Gruppenmatrix[,3]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[3]<-VR[[2]]
###### Complete Linkage
### Verfahren 2.1 (complete) mit "euclidean"
Verfahren4<-Cluster("euclidean","complete")
groups <- cutree(Verfahren4, k=3) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,4)
#
Gruppenmatrix[,4]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[4]<-VR[[2]]
### Verfahren 2.2 (complete) mit "maximum"
Verfahren5<-Cluster("maximum","complete")
groups <- cutree(Verfahren5, k=3) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,5)
#
Gruppenmatrix[,5]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[5]<-VR[[2]]
### Verfahren 2.3 (complete) mit "manhattan"
Verfahren6<-Cluster("manhattan","complete")
groups <- cutree(Verfahren6, k=3) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,6)
#
Gruppenmatrix[,6]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[6]<-VR[[2]]
###### Average Linkage
### Verfahren 3.1 (average) mit Euklid
Verfahren7<-Cluster("euclidean","average")
groups <- cutree(Verfahren7, k=3) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,7)
#
Gruppenmatrix[,7]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[7]<-VR[[2]]
### Verfahren 3.2 (average) mit "maximum"
Verfahren8<-Cluster("maximum","average")
groups <- cutree(Verfahren8, k=3) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,8)
#
Gruppenmatrix[,8]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[8]<-VR[[2]]
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### Verfahren 3.3 (average) mit "manhattan"
Verfahren9<-Cluster("manhattan","average")
groups <- cutree(Verfahren9, k=3) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,9)
#
Gruppenmatrix[,9]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[9]<-VR[[2]]
##### Centroid Linkage
### Verfahren 4.1 (centroid) mit "euclidean"
Verfahren10<-Cluster("euclidean","centroid")
groups <- cutree(Verfahren10, k=3) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,10)
#
Gruppenmatrix[,10]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[10]<-VR[[2]]
### Verfahren 4.2 (centroid) mit "maximum"
Verfahren11<-Cluster("maximum","centroid")
groups <- cutree(Verfahren11, k=3) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,11)
#
Gruppenmatrix[,11]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[11]<-VR[[2]]
### Verfahren 4.3 (centroid) mit "manhattan"
Verfahren12<-Cluster("manhattan","centroid")
groups <- cutree(Verfahren12, k=3) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,12)
#
Gruppenmatrix[,12]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[12]<-VR[[2]]
###### Ward Linkage
# Verfahren 5.1 , euklid und Ward ,
Verfahren13<-Cluster("euclidean","ward")
groups <- cutree(Verfahren13, k=3) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,13)
#
Gruppenmatrix[,13]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[13]<-VR[[2]]
### Verfahren 5.2 mit maximum
Verfahren14<-Cluster("maximum","ward")
groups <- cutree(Verfahren14, k=3) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,14)
#
Gruppenmatrix[,14]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[14]<-VR[[2]]
### Verfahren 5.3 mit manhattan
Verfahren15<-Cluster("manhattan","ward")
groups <- cutree(Verfahren15, k=3) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,15)
#
Gruppenmatrix[,15]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[15]<-VR[[2]]
###
#############################################################################
############################################################################
##### Verfahren 16-19 divisives Clustering ######
# Vorsicht! Große Datensa¨tze dauern lange!!!!!!!!
#
############### Divisiv
### 6.1 mit euklid
Verfahren16 <- diana(x=Datensatzscale2, metric="euclidean")
groups <- cutree(Verfahren16, k=3) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,16)
#
Gruppenmatrix[,16]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[16]<-VR[[2]]
### 6.2 mit maximum
Verfahren17 <- diana(x=Datensatzscale2, metric="maximum")
groups <- cutree(Verfahren17, k=3) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,17)
#
Gruppenmatrix[,17]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[17]<-VR[[2]]
### 6.3 manhattan metrik
Verfahren18 <- diana(x=Datensatzscale2, metric="manhattan")
groups <- cutree(Verfahren18, k=3) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,18)
#
Gruppenmatrix[,18]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
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Genauigkeitsvektor[18]<-VR[[2]]
#############################################
##### Partionierende Verfahren Verfahren 19-21
# Quelle: http://www.statmethods.net/advstats/cluster.html
# http://statmath.wu.ac.at/courses/multverf2/tutorien/kmeans.pdf
### Kmeans Verfahren
Verfahren19 <- kmeans(Datensatzscale2, 3, nstart=25, iter.max=50) #
# append cluster assignment
groups<-as.vector(Verfahren19$cluster)
VR<-Zuordnung3(groups,EchteGruppe,19)
#
Gruppenmatrix[,19]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[19]<-VR[[2]]
### PAM
### mit Euklid
Verfahren20<-pam(Datensatzscale2,3, metric="euclidean")
# append cluster assignment
groups<-as.vector(Verfahren20$clustering)
VR<-Zuordnung3(groups,EchteGruppe,20)
#
Gruppenmatrix[,20]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[20]<-VR[[2]]
### mit Manhattan
Verfahren21<-pam(Datensatzscale2,3, metric="manhattan")
# append cluster assignment
groups<-as.vector(Verfahren21$clustering)
VR<-Zuordnung3(groups,EchteGruppe,21)
#
Gruppenmatrix[,21]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[21]<-VR[[2]]
########################################################################################
##### Modelbasiert Verfahren 22
# http://cran.r-project.org/web/packages/mclust/mclust.pdf
### Model Based Clustering
Verfahren22<-Mclust(Datensatzscale2, G=3) #! Datensatz2ord AmeliaDatensatz2 -> 4 Cluster
groups<-Verfahren22$classification
VR<-Zuordnung3(groups,EchteGruppe,22)
#
Gruppenmatrix[,22]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[22]<-VR[[2]]
#####################################################
#####################################################
##### Nun wird die kategoriale Variable beru¨cksichtigt. Die Berechnung basiert
##### bei allen auf der Gower Distanz.
#Es mu¨ssen die AmeliaDatensa¨tze mit 3 Merkmal ausgewa¨hlt werden:
Datensatz1<-AmeliaDatensatze[[2]][[Zahl]]
### Skalierung des Datensatze
# skalierter Datensatz # Die Daten mu¨ssen standardisiert werden:
# skalierter Datensatz
Variable2<-scale(Datensatz1$Variable2)
Variable1<-scale(Datensatz1$Variable1)
# Datensatz nur mit numerischen Werten -> notwendig, weil nicht alle Verfahren mit
# unterschiedlichen Skalen umgehen ko¨nnen
Datensatzscale2<-cbind(Variable2,Variable1)
# Datensatzscale3 entha¨lt zusa¨tzlich zu den skalierten numerischen Variablen
# die dritte kategoriale Variable.
Datensatzscale3<-as.data.frame(cbind(Datensatzscale2,(as.factor(Datensatz1[,3]))))
Datensatzscale3[,3]<-Datensatz1[,3]
### mit Daisy - Beru¨cksichtigung der 3.Variable, gower metrik
# Hilfsfunktion
Cluster<-function(b){
Daisy <- daisy(Datensatzscale3[,1:3]) # distance matrix
Erg <- hclust(Daisy, method=b)
Erg
}
### Verfahren 23 aggl. single
Verfahren23<-Cluster("single")
groups <- as.vector(cutree(Verfahren23, k=3)) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,23)
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#
Gruppenmatrix[,23]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[23]<-VR[[2]]
### Verfahren 24 aggl. complete
Verfahren24<-Cluster ("complete")
groups <- as.vector(cutree(Verfahren24, k=3)) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,24)
#
Gruppenmatrix[,24]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[24]<-VR[[2]]
### Verfahren 25 aggl. Average
Verfahren25<-Cluster ("average")
groups <- as.vector(cutree(Verfahren25, k=3)) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,25)
#
Gruppenmatrix[,25]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[25]<-VR[[2]]
### Verfahren 26 aggl. Centroid
Verfahren26<-Cluster ("centroid")
groups <- as.vector(cutree(Verfahren26, k=3)) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,26)
#
Gruppenmatrix[,26]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[26]<-VR[[2]]
### Verfahren 27 aggl. ward
Verfahren27<-Cluster ("ward")
groups <- as.vector(cutree(Verfahren27, k=3)) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,27)
#
Gruppenmatrix[,27]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[27]<-VR[[2]]
### Verfahren 28 divisiv
Verfahren28 <- diana(daisy(Datensatzscale3))
groups <- as.vector(cutree(Verfahren28, k=3)) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,28)
#
Gruppenmatrix[,28]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[28]<-VR[[2]]
### Verfahren 29 Partionierend
Verfahren29<-pam(daisy(Datensatzscale3),3)
# append cluster assignment
groups<-as.vector(Verfahren29$clustering)
VR<-Zuordnung3(groups,EchteGruppe,29)
#
Gruppenmatrix[,29]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[29]<-VR[[2]]
########################################################################
# Die einzelnen Verfahren sind durchgefu¨hrt, die Genauigkeiten im Genauigkeitsvektor gespeichert.
# Dieser wird nun benannt, um die einzelnen Genauigkeiten den Verfahren zuordnen zu ko¨nnen.
names(Genauigkeitsvektor)<-c("agglomerativ(Euklid/Single)","agglomerativ(Maximum/Single)",
"agglomerativ(Manhattan/Single)",
"agglomerativ(Euklid/Complete)","agglomerativ(Maximum/Complete)"
,"agglomerativ(Manhattan/Complete)",
"agglomerativ(Euklid/Average)","agglomerativ(Maximum/Average)",
"agglomerativ(Manhattan/Average)",
"agglomerativ(Euklid/Centroid)","agglomerativ(Maximum/Centroid)",
"agglomerativ(Manhattan/Centroid)",
"agglomerativ(Euklid/Ward)","agglomerativ(Maximum/Ward)",
"agglomerativ(Manhattan/Ward)",
"divisiv(Euklid)","divisiv(maximum)","divisiv(Manhattan)",
"Kmeans(Hartigan)","Kmediods(Euklid)","Kmediods(Manhattan)",
"Modelbasiert",
"agglomerativ(Gower/Single)","agglomerativ(Gower/Complete)",
"agglomerativ(Gower/Average)",
"agglomerativ(Gower/Centroid)","agglomerativ(Gower/Ward)"
,"divisiv(Gower)","Kmediods(Gower)")
# Die Objekte der Verfahren (enthalten teilweise releveante Informationen) werden fu¨r eventuelle
# spa¨tere Verwendung gespeichert.
Verfahren<-list(Verfahren1,Verfahren2,Verfahren3,Verfahren4, Verfahren5,
Verfahren7,Verfahren8,Verfahren3,Verfahren9, Verfahren10,
Verfahren11,Verfahren12,Verfahren13,Verfahren14, Verfahren15,
Verfahren16,Verfahren17,Verfahren18,Verfahren19, Verfahren20,
Verfahren21,Verfahren22,Verfahren23,Verfahren24, Verfahren25,
Verfahren26,Verfahren27,Verfahren28, Verfahren29)
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list("Genauigkeitsvektor des AmeliaDatensatzes"=Genauigkeitsvektor,
"Gruppenmatrix des AmeliaDatensatzes"=Gruppenmatrix,
"Clusterobjekte des AmeliaDatensatzes"=Verfahren)
# Am Ende wird der Genauigkeitsvektor, die Gruppenmatrix und die einzelnen Verfahren in Form
# einer Liste gespeichert.
}
#Funktionsende
#################################################################################################
################################## Funktion 6: Analysefunktion ##############################
# Analysefunktion
# Eine Mo¨glichkeit zur Analyse stellt diese Mo¨glichkeit dar:
# Analyse der imputierten AmeliaDatensa¨tze 1 bis 5
# Hier wird jeder der 5 imputierten AmeliaDatensa¨tze geclustert und die Ergebnisse
# anschließend verglichen bzw. zusammengefasst.
Analysefunktion<-function(DatensatzNA){
# Die Clustern Funktion fu¨r den urspru¨nglichen Datensatz muss aus einem bestimmten Grund vorab
# durchgefu¨hrt werden. Deshalb ist davon auszugehen, dass das Objekt "ClusterUDatensatz" und
# die "GruppenmatrixDatensatz" bereits bekannt sind.
# Die "Clustern2" Funktion wird auf jede der 5 (bzw. 10) Amelia Datensa¨tze angewendet.
# Man fu¨hrt die verschiedenen Clusterverfahren also bei jedem Datensatz durch.
# Die AmeliaDatensatze unterteilen sich jeweils in 2 Amelia Datensa¨tze (mit und ohne kat.
# Variable) und werden automatisch, je nachdem welcher der beiden beno¨tigt wird, von der
# Clustern2 Funktion ausgewa¨hlt (vgl. Clustern2 Funktion)
ClusterADatensatz1<-(Clustern2(AmeliaDatensatze,1))
ClusterADatensatz2<-(Clustern2(AmeliaDatensatze,2))
ClusterADatensatz3<-(Clustern2(AmeliaDatensatze,3))
ClusterADatensatz4<-(Clustern2(AmeliaDatensatze,4))
ClusterADatensatz5<-(Clustern2(AmeliaDatensatze,5))
# Die Clusterobjekte werden fu¨r eventuelle spa¨tere Verwendung gespeichert:
ClusterObjekte<-list("ClusterObjektA1"=ClusterADatensatz1,
"ClusterObjektA2"=ClusterADatensatz2,
"ClusterObjektA3"=ClusterADatensatz3,
"ClusterObjektA4"=ClusterADatensatz4,
"ClusterObjektA5"=ClusterADatensatz5,
"ClusterObjektU" =ClusterUDatensatz)
# Die ClusterADatensa¨tze enthalten die Gruppenmatrizen der AmeliaDatensa¨tze:
# Die Gruppenmatrizen bilden die Grundlage dieser Funktion.
GruppenmatrixDatensatz1<-as.data.frame(ClusterADatensatz1[2])
GruppenmatrixDatensatz2<-as.data.frame(ClusterADatensatz2[2])
GruppenmatrixDatensatz3<-as.data.frame(ClusterADatensatz3[2])
GruppenmatrixDatensatz4<-as.data.frame(ClusterADatensatz4[2])
GruppenmatrixDatensatz5<-as.data.frame(ClusterADatensatz5[2])
# Die Gruppenmatrizen werden fu¨r eventuelle spa¨tere Verwendung gespeichert:
Gruppenmatrizen<-list("Gruppenmatrix ADatensatz1"=GruppenmatrixDatensatz1,
"Gruppenmatrix ADatensatz2"=GruppenmatrixDatensatz2,
"Gruppenmatrix ADatensatz3"=GruppenmatrixDatensatz3,
"Gruppenmatrix ADatensatz4"=GruppenmatrixDatensatz4,
"Gruppenmatrix ADatensatz5"=GruppenmatrixDatensatz5,
"Gruppenmatrix UDatensatz"= GruppenmatrixDatensatz)
# Hilfsfunktion
# Diese Funktion betrachtet die verschiedenen Verfahren u¨ber die 5 Datensa¨tze. Sie gibt dann aus,
# wie oft die Merkmalstra¨ger richtig eingeteilt wurden in den 5 Datensa¨tzen.
RSF<-function(MA1){
L<-(MA1[1:5]==MA1[6])
length(subset(L,L==TRUE))
if(length(subset(L,L==TRUE))==0)
{MA1[7]<-"0"}
if(length(subset(L,L==TRUE))==1)
{MA1[7]<-"1"}
if(length(subset(L,L==TRUE))==2)
{MA1[7]<-"2"}
if(length(subset(L,L==TRUE))==3)
{MA1[7]<-"3"}
if(length(subset(L,L==TRUE))==4)
{MA1[7]<-"4"}
if(length(subset(L,L==TRUE))==5)
{MA1[7]<-"R"}
MA1[7]
}
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##########################################
### Komplett
### Die Gruppenmatrizen enthalten die einzelnen Clustervektoren der verschiedenen Verfahren.
### Es werden die Vektoren der einzelnen Verfahren u¨ber alle 5 Datensa¨tze hinweg
### verglichen. Fu¨r das erste Verfahren wa¨hlt man also die erste Spalte der Gruppenmatrixen aus.
### Die 5 Vektoren, die die Gruppenvektoren fu¨r die 5 AmeliaDatensatze mit dem jeweiligen
### Verfahren enthalten und der Vektor der echten Gruppe, werden zu einer Matrix zusammengefu¨gt.
### Man erha¨lt also eine Matrix mit 6 Vektoren. In den Zeilen sind die Zuordnungen in den
### verschiedenen AmeliaDatensa¨tzen und die Echte Zuordnung.Bsp
### A1:3 A2:1 A3:3 A4:3 A5:3 EchteGruppe:3. Die RSF Funktion za¨hlt dann in jeder Zeile,
### wie oft die ersten 5 Elemente u¨bereinstimmen, in diesem Beispiel wa¨re es
### 4mal richtig geclustert worden.
### Fu¨r jeden Merkmalstra¨ger erha¨lt man also eine Anzahl, wie oft er richtig
### eingeteilt worden. Die Matrix hat die selbe Dimension wie eine
### der Gruppenmatrixen, nur das anstatt der zugeordneten Gruppe die
### erwa¨hnte Anzahl gegeben ist.
SZ<-GruppenmatrixDatensatz1 # Dummy
for(i in 1:29){
MA1<-cbind(GruppenmatrixDatensatz1[,i],
GruppenmatrixDatensatz2[,i],
GruppenmatrixDatensatz3[,i],
GruppenmatrixDatensatz4[,i],
GruppenmatrixDatensatz5[,i],EchteGruppe)
SZ[,i]<-apply(MA1,1,RSF)
}
# SZ betrachtet die Kompletten Datensa¨tze und za¨hlt, wie oft die Merkmalstra¨ger richtig bzw.
# falsch in den verschiedenen Datensa¨tzen eingeteilt wurden.
###################################################
### Betrachtung der Zeilen mit imputierten Daten
### Es werden nur die jenigen Teile der Datensa¨tze betrachtet, bei den Zeilen imputiert wurden.
#Gruppenmatrizen Verfahren 1 bis 23
#C ist ist ein Vektor mit den Zeilen, in denen Daten imputiert wurden.
C1<-c(as.numeric(rownames(na.omit(DatensatzNA[[1]]))))
C2<-c(1:nrow(Datensatz))
C<-C2[-C1]
# Gruppenmatrizen nur mit imputierten Zeilen
GruppenmatrixImpDatensatz1<-GruppenmatrixDatensatz1[C,]
GruppenmatrixImpDatensatz2<-GruppenmatrixDatensatz2[C,]
GruppenmatrixImpDatensatz3<-GruppenmatrixDatensatz3[C,]
GruppenmatrixImpDatensatz4<-GruppenmatrixDatensatz4[C,]
GruppenmatrixImpDatensatz5<-GruppenmatrixDatensatz5[C,]
# EchteGruppe nur mit imputierten Zeilen
EchteGruppeImp<-EchteGruppe[C]
#Gruppenmatrizen fu¨r Verfahren 23 bis 29
#C4 ist ist ein Vektor mit den Zeilen, in denen Daten imputiert wurden.
C1<-c(as.numeric(rownames(na.omit(DatensatzNA[[2]]))))
C2<-c(1:nrow(Datensatz))
C4<-C2[-C1]
# Gruppenmatrizen nur mit imputierten Zeilen
GruppenmatrixImpDatensatz11<-GruppenmatrixDatensatz1[C4,]
GruppenmatrixImpDatensatz21<-GruppenmatrixDatensatz2[C4,]
GruppenmatrixImpDatensatz31<-GruppenmatrixDatensatz3[C4,]
GruppenmatrixImpDatensatz41<-GruppenmatrixDatensatz4[C4,]
GruppenmatrixImpDatensatz51<-GruppenmatrixDatensatz5[C4,]
# EchteGruppe nur mit imputierten Zeilen
EchteGruppeImp1<-EchteGruppe[C4]
####
SZ2<-GruppenmatrixDatensatz1 #Dummy
for(i in 1:29){
if(i<=22){ #Fu¨r die Verfahren 1 bis 22
MA1<-cbind(GruppenmatrixImpDatensatz1[,i], #werden diese Gruppenmatrizen
GruppenmatrixImpDatensatz2[,i], #beno¨tigt
GruppenmatrixImpDatensatz3[,i],
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GruppenmatrixImpDatensatz4[,i],
GruppenmatrixImpDatensatz5[,i],EchteGruppeImp)}
if(i>22){
MA1<-cbind(GruppenmatrixImpDatensatz11[,i], #Fu¨r die Verfahren 23 bis 29
GruppenmatrixImpDatensatz21[,i], #werden diese Gruppenmatrizen
GruppenmatrixImpDatensatz31[,i], #beno¨tigt
GruppenmatrixImpDatensatz41[,i],
GruppenmatrixImpDatensatz51[,i],EchteGruppeImp1)}
M<-apply(MA1,1,RSF)
MO<-c(M, rep(NA,(nrow(Datensatz)-length(M))))
SZ2[,i]<-MO
}
# SZ2 betrachtet die imputierten Zeilen der Datensa¨tze und za¨hlt, wie oft die Merkmalstra¨ger
# richtig bzw. falsch in den verschiedenen Datensa¨tzen eingeteilt wurden.
###################################################
###################################################
# Gruppenmatrix des kompletten, urspru¨nglichen Datensatzes
# Hilfsfunktion
# SC: Einfache Funktion, die einen Vektor ausgibt. Der vektor entha¨lt die Zeilen,
# die richtig geclustert wurden.
SC<-function(x){
which(x==EchteGruppe)
}
Richtig<-apply(GruppenmatrixDatensatz,2,SC) # SC Funktion wird bei jeder Spalte angewendet.
SZ3<-GruppenmatrixDatensatz1 #Dummy
for(i in 1:29){
Test<-Richtig[i]
names(Test)<-NULL
x<-unlist(Test)
MA2<-cbind(GruppenmatrixDatensatz1[x,i],
GruppenmatrixDatensatz2[x,i],
GruppenmatrixDatensatz3[x,i],
GruppenmatrixDatensatz4[x,i],
GruppenmatrixDatensatz5[x,i],EchteGruppe[x])
M<-apply(MA2,1,RSF)
MO<-c(M, rep(NA,(nrow(Datensatz)-length(M))))
# Damit wird jeder Vektor automatisch auf die La¨nge 5000 gebracht
SZ3[,i]<-MO
}
# SZ3: Es werden nur die Merkmalstra¨ger betrachtet, die beim urspru¨nglichen Datensatz
#richtig geclustert wurden.
#################################################################################
###################################################
# Nun werden nun die Zeilen betrachtet, die urspru¨nglich falsch geclustert wurden:
# SC2: Einfache Funktion, die einen Vektor ausgibt. Der vektor entha¨lt die Zeilen,
# die falsch geclustert wurden.
SC2<-function(x){
which((x==EchteGruppe)==FALSE)
}
Falsch<-apply(GruppenmatrixDatensatz,2,SC2) # SC2 Funktion wird bei jeder Spalte angewendet.
SZ4<-GruppenmatrixDatensatz1 #Dummy
for(i in 1:29){
Test<-Falsch[i]
names(Test)<-NULL
x<-unlist(Test)
MA2<-cbind(GruppenmatrixDatensatz1[x,i],
GruppenmatrixDatensatz2[x,i],
GruppenmatrixDatensatz3[x,i],
GruppenmatrixDatensatz4[x,i],
GruppenmatrixDatensatz5[x,i],EchteGruppe[x])
M<-apply(MA2,1,RSF)
MO<-c(M, rep(NA,(nrow(Datensatz)-length(M))))
# Damit wird jeder Vektor automatisch auf die La¨nge 5000 gebracht
SZ4[,i]<-MO
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}
# SZ4: Es werden nur die Merkmalstra¨ger betrachtet, die beim urspru¨nglichen Datensatz
# falsch geclustert wurden.
####################################################################################
# Nun werden die Zeilen betrachtet, die imputiert wurden und gleichzeitig urspru¨nglich richtig
# geclustert wurden.
SZ5<-GruppenmatrixDatensatz1 #Dummy
for(i in 1:29){
if(i <=22){
Test<-Richtig[i]
names(Test)<-NULL
x<-unlist(Test)
x<-c(x,C)
x<-x[which(duplicated(x))]
MA2<-cbind(GruppenmatrixDatensatz1[x,i],
GruppenmatrixDatensatz2[x,i],
GruppenmatrixDatensatz3[x,i],
GruppenmatrixDatensatz4[x,i],
GruppenmatrixDatensatz5[x,i],EchteGruppe[x])}
if(i >22){
Test<-Richtig[i]
names(Test)<-NULL
x<-unlist(Test)
x<-c(x,C4)
x<-x[which(duplicated(x))]
MA2<-cbind(GruppenmatrixDatensatz1[x,i],
GruppenmatrixDatensatz2[x,i],
GruppenmatrixDatensatz3[x,i],
GruppenmatrixDatensatz4[x,i],
GruppenmatrixDatensatz5[x,i],EchteGruppe[x])}
M<-apply(MA2,1,RSF)
MO<-c(M, rep(NA,(nrow(Datensatz)-length(M))))
# Damit wird jeder Vektor automatisch auf die La¨nge 5000 gebracht
SZ5[,i]<-MO
}
# SZ5 entha¨lt Merkmalstra¨ger, die urspru¨nglich richtig geclustert wurden
# und gleichzeitig imputiert wurden.
#################################################################################
####################################################################################
# Nun werden die Zeilen betrachtet, die imputiert wurden und gleichzeitig
# urspru¨nglich falsch geclustert wurden.
SZ6<-GruppenmatrixDatensatz1 #Dummy
for(i in 1:29){
if(i<=22){
Test<-Falsch[i]
names(Test)<-NULL
x<-unlist(Test)
x<-c(x,C)
x<-x[which(duplicated(x))]
MA2<-cbind(GruppenmatrixDatensatz1[x,i],
GruppenmatrixDatensatz2[x,i],
GruppenmatrixDatensatz3[x,i],
GruppenmatrixDatensatz4[x,i],
GruppenmatrixDatensatz5[x,i],EchteGruppe[x])}
if(i>22){
Test<-Falsch[i]
names(Test)<-NULL
x<-unlist(Test)
x<-c(x,C4)
x<-x[which(duplicated(x))]
MA2<-cbind(GruppenmatrixDatensatz1[x,i],
GruppenmatrixDatensatz2[x,i],
GruppenmatrixDatensatz3[x,i],
GruppenmatrixDatensatz4[x,i],
GruppenmatrixDatensatz5[x,i],EchteGruppe[x])}
M<-apply(MA2,1,RSF)
MO<-c(M, rep(NA,(nrow(Datensatz)-length(M))))
# Damit wird jeder Vektor automatisch auf die La¨nge 500 gebracht
SZ6[,i]<-MO
}
# SZ6 entha¨lt Merkmalstra¨ger, die urspru¨nglich richtig geclustert wurden
# und gleichzeitig imputiert wurden.
##############################################################
# Funktion zur Erstellung der tables (apply funktioniert nicht)
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Tabelle<-function(SZ){
Tab<-matrix(NA,nrow=29,ncol=6) #Dummy
for(i in 1:29){
Vektor<-factor(SZ[,i], levels=c(0,1,2,3,4,"R"))
Tab[i,]<-(as.vector(table(Vektor)))
}
Tab
}
### Tabelle 1 Betrachtung u¨ber alle Merkmalstra¨ger
Table1<-Tabelle(SZ)
# Tabelle 3 Betrachtung u¨ber Merkmalstra¨ger, die urspru¨nglich richtig geclustert wurden:
Table3<-Tabelle(SZ3)
# Tabelle 4 Betrachtung u¨ber Merkmalstra¨ger, die urspru¨nglich falsch geclustert wurden:
Table4<-Tabelle(SZ4)
### Tabelle 2 Betrachtung der imputierten Zeilen
Table2<-Tabelle(SZ2)
# Tabelle 5 Betrachtung der imputierten Zeilen, die urspru¨nlich richtig geclustert wurden
Table5<-Tabelle(SZ5)
# Tabelle 6 Betrachtung der imputierten Zeilen, die urspru¨nlich richtig geclustert wurden
Table6<-Tabelle(SZ6)
###########################
### Nun werden die einzelnen Tables gespeichert.
### Fu¨r jedes Verfahren wird ausgegeben , wie oft es u¨ber die 5 AmeliaDatensa¨tze betrachtet
### richtig geclustert wurde(->Element 1). Dieses Ergebnis wird nochmal zusammengefasst
### (->Element 2).
### Schließlich wird noch mal ein Vektor mit den Genauigkeiten dargestellt(->Element 3).
### Fu¨r jedes Verfahren erha¨lt man also eine Liste mit 3 Elementen.
Dummy<-rep( list(list(matrix(nrow=6, ncol=7),matrix(nrow=6, ncol=3)
,matrix(nrow=2,ncol=3),matrix(nrow=1,ncol=(8)))
), 29 ) # Dummy Liste
for(i in 1:29){
# Element 1 Vergleichstabelle 1
GR<-t(cbind(Table1[i,],Table3[i,],Table4[i,],
Table2[i,],Table5[i,],Table6[i,]))
GR<-cbind(as.vector(c(sum(GR[1,]),sum(GR[2,]),sum(GR[3,]),sum(GR[4,]),sum(GR[5,]),
sum(GR[6,]))),GR)
colnames(GR)<-c("Gesamtanzahl,davon","0xRichtig","1xRichtig","2xRichtig",
"3xRichtig","4xRichtig","Immer Richtig")
rownames(GR)<-c("Gesamt","--davon urspru¨nglich Richtig geclustert",
"--davon urspru¨nglich Falsch geclustert", "Imputiert",
"--davon urspru¨nglich Richtig geclustert",
"--davon urspru¨nglich Falsch geclustert")
##############################################################################################
# Zusammenfassung <3xRichtig -> Falsch ### >=3xRichtig -> Richtig (Element 2)
a<-c(sum(GR[1,1]),sum(GR[1,2:4]),sum(GR[1,5:7]))
b<-c(sum(GR[2,1]),sum(GR[2,2:4]),sum(GR[2,5:7]))
c<-c(sum(GR[3,1]),sum(GR[3,2:4]),sum(GR[3,5:7]))
d<-c(sum(GR[4,1]),sum(GR[4,2:4]),sum(GR[4,5:7]))
e<-c(sum(GR[5,1]),sum(GR[5,2:4]),sum(GR[5,5:7]))
f<-c(sum(GR[6,1]),sum(GR[6,2:4]),sum(GR[6,5:7]))
GR2<-t(cbind(a,b,c,d,e,f))
colnames(GR2)<-c("Gesamtanzahl,davon","-Falsch","-Richtig")
rownames(GR2)<-c("Gesamt","--davon urspru¨nglich Richtig geclustert",
"--davon urspru¨nglich Falsch geclustert", "Imputiert",
"--davon urspru¨nglich Richtig geclustert",
"--davon urspru¨nglich Falsch geclustert")
######################################################################
### Element 3 Vergleichstabelle3
#Genauigkeiten der AmeliaDatensa¨tze
Genauigkeiten<-t(as.matrix(c(as.vector(unlist(ClusterUDatensatz[1]))[i],
as.vector(unlist(ClusterADatensatz1[1]))[i],
as.vector(unlist(ClusterADatensatz2[1]))[i],
as.vector(unlist(ClusterADatensatz3[1]))[i],
as.vector(unlist(ClusterADatensatz4[1]))[i],
as.vector(unlist(ClusterADatensatz5[1]))[i])))
##Aus GR2 resultierende Genauigkeit
Genauigkeit<-GR2[1,3]/GR2[1,1]
Genauigkeiten<-cbind(Genauigkeiten, mean(Genauigkeiten), Genauigkeit)
colnames(Genauigkeiten)<-c("UrsprungsGenauigkeit", "AD 1","AD 2",
"AD 3",
"AD 4","AD5", "Durchschnittlich",
"aus Tabelle")
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rownames(Genauigkeiten)<-"Genauigkeit"
#####################################################
# Element 4, Analysetabelle
Tab<-GR2
C1<-c(Tab[4,1],Tab[5,3]+Tab[6,2],(Tab[5,3]+Tab[6,2])/Tab[4,1])
#nicht imputiert
C2<-c((Tab[1,1]-Tab[4,1]),((Tab[3,2]-Tab[6,2])+(Tab[2,3]-Tab[5,3]))
,((Tab[3,2]-Tab[6,2])+(Tab[2,3]-Tab[5,3]))/(Tab[1,1]-Tab[4,1]))
C<-t(cbind(C1,C2))
rownames(C)<-c("imputiert","nicht imputiert")
colnames(C)<-c("Zeilen, davon", "Clusterung wie urspru¨nglich", "% U¨bereinstimmung")
#Schließlich werden diese Elemente in Dummy gespeichert:
Dummy[[i]]<-list(
"Vergleichstabelle 1:Anzahl, wie oft die Merkmalstra¨ger u¨ber die
5 Datensa¨tze eingeteilt wurden:"=GR,
"Vergleichstabelle 2:Zusammenfassung von Tabelle 1:Anzahl<3xRichtig-> falsch,
Anzahl>=3xRichtig-> richtig"=GR2,
"Analysetabelle"=C,
"Genauigkeiten der einzelnen Datensa¨tze sowie abgeleitet aus Tabelle 2"=Genauigkeiten)
}
# Benennung von Dummy
names(Dummy)<-c("agglomerativ(Euklid/Single)","agglomerativ(Maximum/Single)",
"agglomerativ(Manhattan/Single)",
"agglomerativ(Euklid/Complete)","agglomerativ(Maximum/Complete)",
"agglomerativ(Manhattan/Complete)",
"agglomerativ(Euklid/Average)","agglomerativ(Maximum/Average)",
"agglomerativ(Manhattan/Average)",
"agglomerativ(Euklid/Centroid)","agglomerativ(Maximum/Centroid)",
"agglomerativ(Manhattan/Centroid)",
"agglomerativ(Euklid/Ward)","agglomerativ(Maximum/Ward)",
"agglomerativ(Manhattan/Ward)",
"divisiv(Euklid)","divisiv(maximum)","divisiv(Manhattan)",
"Kmeans(Hartigan)","Kmediods(Euklid)","Kmediods(Manhattan)",
"Modelbasiert",
"agglomerativ(Gower/Single)","agglomerativ(Gower/Complete)",
"agglomerativ(Gower/Average)",
"agglomerativ(Gower/Centroid)","agglomerativ(Gower/Ward)"
,"divisiv(Gower)","Kmediods(Gower)")
list("Vergleichstabellen"=Dummy,"Clusterobjekte"=ClusterObjekte,"Gruppenmatrizen"=Gruppenmatrizen)
# Schließlich wird Dummy (Liste mit den Elementen 1,2,3 und 4) ausgegeben, sowie fu¨r
# eventuelle spa¨tere Verwendung die Clusterobjekte sowie die Gruppenmatrizen.
}
#Funktionsende
###############################################################################################
#Funktionen fu¨r Datensatz 4 und 5
###
# Fu¨r die Datensa¨tze 4 bis 5 sind leichte Modifikationen der Funktionen von No¨ten, die
# fu¨r die Datensa¨tze 1 bis 3 verwendet wurden.
# NAErzeugung2, AmeliaDatensatzErzeugung2 -> Fu¨r Datensatz 4
# Zuordnung2, Clustern3,Clustern4 NAErzeugung2 Analysefunktion2
# AmeliaDatensatzErzeugung2 -> Fu¨r Datensatz 5
###########################################################################################################
################################## Funktion 7: Zuordnung2 ##################################################
### Zuordnungsfunktion 2
# fu¨r 4 statt 3 Cluster (Datensatz5)
# korrigiert Label Reihenfolge
# Funktionsanfang
Zuordnung2<-function(groups,EchteGruppe){
perms = permutations(4,4) # 4 statt 3
EchteGruppe1<-as.factor(EchteGruppe)
V<-c(1:24) #24 statt 6 Mo¨glichkeiten
for(i in 1:nrow(perms)){
groups1<-as.factor(groups)
levels(groups1)<-perms[i,]
VR<-EchteGruppe1==groups1
V[i]<-length(subset(VR,VR==TRUE))
}
S<-which.max(V)
groups<-as.factor(groups)
levels(groups)<-perms[S,]
list(as.numeric(as.vector(groups)),max(V))
}
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#Funktionsende
###########################################################################################################
################################## Funktion 8: NAErzeugung2 ################################################
### Funktion zur Erzeugung von "NA" in Datensa¨tzen 4 und 5
# a ist die Anzahl der Daten, die aus dem Datensatz entfernt werden sollen
#Funktionsanfang
NAErzeugung2 <-function (Datensatz,a1){
# Funktion zur Erzeugung von "NA" in Datensa¨tzen ohne 3. Merkmal
set.seed(123)
DA<-Datensatz[,1:2] #Nur die ersten beiden Zeilen werden ausgewa¨hlt.
a<-nrow(DA)*ncol(DA)*a1/100 #Ermittlung der Anzahl an Beobachtungen, die
#entfernt wird.
FKT<-function(p){ #Hilfsfunktion, die einfache Mu¨nze mit der
rbinom(1,1,p) #Wahrscheinlichkeit p "wirft". Man erha¨lt
} #1 oder 0 als Resultat.
#Es werden die Wahrscheinlichkeiten bestimmt, das ein bestimmter Wert fehlt.
# Wahrscheinlichkeiten
# Wahrscheinlichkeit p1, das Wert aus X1 fehlt
Logit<-function(x){
p1=exp(-1+7*x[2])/(1+exp(-1+7*x[2]))
p1}
L1<-apply(DA,1,Logit)
#<-#Logit Funktion wird auf jede Zeile angwendet. Fu¨r jeden Merkmalstra¨ger ist also die Wahr-
#keit gegeben, das in dem Merkmalstra¨ger die erste Beobachtung fehlt.
L1<-cbind(as.vector(sapply(L1,FKT)),c(1:length(L1))) #Obige Hilsfunktion FKT wird angewendet.
L1<-subset(L1,L1[,1]==1) #Die Merkmalstra¨ger, in dem die "Mu¨nze"
L1<-L1[,2] #1 ergeben hat, werden ausgewa¨hlt.
#L1 entha¨lt die Merkmalstra¨ger, die potentiell ausfallen ko¨nnten in der ersten Variable
#Analog entha¨lt man L2, das analog die Merkmalstra¨ger fu¨r die zweite Variable entha¨lt.
# Wahrscheinlichkeit, das Wert aus X2 fehlt
Logit<-function(x){
p1=exp(-1+7.5*x[1])/(1+exp(-1+7.5*x[1]))
p1}
L2<-apply(DA,1,Logit) #Analog
L2<-cbind(as.vector(sapply(L2,FKT)),c(1:length(L2)))
L2<-subset(L2,L2[,1]==1)
L2<-L2[,2]
s<-sample((ncol(DA)),a,replace=TRUE) #Es wird zufa¨llig ermittelt, wieviele
s1<-subset(s,s==1) #Beobachtungen in den jeweiligen
s2<-subset(s,s==2) #Merkmalstra¨ger fehlen.s1 Variable1
#s2 Variable 2. Insgesamt sollen a
#Beobachtungen fehlen.
C1<-cbind((L1[(sample(1:length(L1),length(s1),replace=FALSE))]),s1)
#<-#Aus L1 werden zufa¨llig s1 viele Zeilen ausgewa¨hlt, die gelo¨scht werden.
L2<-L2[ !(L2 %in% (as.numeric(C1[,1])))]
#<-#Damit keine ganzen Zeilen verschwinden, werden in L2 nur Zeilen ausgewa¨hlt
# #die in der ersten Variable nicht ausgewa¨hlt worden.
C2<-cbind((L2[(sample(1:length(L2),length(s2),replace=FALSE))]),s2)
#<-#Aus L2 werden zufa¨llig s2 viele Zeilen ausgewa¨hlt, die gelo¨scht werden.
D<-rbind(C1,C2) #D entha¨lt die Beobachtungen, die gelo¨scht werden sollen.
r1<-D[,1] #Gibt an, das in der ersten Variable Werte gelo¨scht werden.
s1<-D[,2] #Gibt an, das in der zweiten Variable Werte gelo¨scht werden.
for(i in 1:length(r1)){ #Mithilfe dieser Schleife werden die Werte
r2<-r1[i] #gelo¨scht bzw. NA erzeugt.
s2<-s1[i]
is.na(DA[r2,s2])<-TRUE
}
# Funktion zur Erzeugung von "NA" in Datensa¨tzen mit 3. Merkmal
# analoges Vorgehen wie oben beschrieben.
set.seed(123)
DA1<-Datensatz[,1:3]
DA1$Variable3<-as.numeric(DA1$Variable3)
a<-nrow(DA1)*ncol(DA1)*a1/100
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# Wahrscheinlichkeiten
# Wahrscheinlichkeit, das Wert aus X1 fehlt
Logit<-function(x){
p1=0.65*x[1]+0.1*x[3]
p1
}
L1<-apply(DA1,1,Logit)
L1<-cbind(as.vector(sapply(L1,FKT)),c(1:length(L1)))
L1<-subset(L1,L1[,1]==1)
L1<-L1[,2]
# Wahrscheinlichkeit, das Wert aus X2 fehlt
Logit<-function(x){
p1=0.70*x[1]+0.1*x[3]
p1
}
L2<-apply(DA1,1,Logit)
L2<-cbind(as.vector(sapply(L2,FKT)),c(1:length(L2)))
L2<-subset(L2,L2[,1]==1)
L2<-L2[,2]
# Wahrscheinlichkeit, das Wert aus X3 fehlt
Logit<-function(x){
p1=0.8*x[1]+0.8*x[2]
p1
}
L3<-apply(DA1,1,Logit)
L3<-cbind(as.vector(sapply(L3,FKT)),c(1:length(L3)))
L3<-subset(L3,L3[,1]==1)
L3<-L3[,2]
s<-sample((ncol(Datensatz)-1),a,replace=TRUE)
s1<-subset(s,s==1)
s2<-subset(s,s==2)
s3<-subset(s,s==3)
C1<-cbind((L1[(sample(1:length(L1),length(s1),replace=FALSE))]),s1)
C2<-cbind((L2[(sample(1:length(L2),length(s2),replace=FALSE))]),s2)
LOE<-c(C1[,1],C2[,1])
LOE<-as.numeric(LOE[which(duplicated(LOE))])
L3<-L3[ !(L3 %in% (LOE))]
C3<-cbind((L3[(sample(1:length(L3),length(s3),replace=FALSE))]),s3)
D<-rbind(C1,C2,C3)
r1<-D[,1]
s1<-D[,2]
for(i in 1:length(r1)){
r2<-r1[i]
s2<-s1[i]
is.na(DA1[r2,s2])<-TRUE
}
DA1$Variable3<-as.factor(DA1$Variable3) # wird wieder kategorial
#(Es ist egal, ob nominal oder ordinal, da dies bei der Imputation beru¨cksichtigt wird)
list(DatensatzNA1=DA, DatensatzNA11=DA1)
#Beide Datensa¨tze mit NA werden in einer Liste gespeichert.
#DatensatzNA1 ist der Datensatz ohne 3.Merkmal, DatensatzNA11 mit 3.Merkmal.
}
#Funktionsende
########################################################################################################
################################## Funktion 9: AmeliaDatensatzErzeugung2 ###############################
### Imputation der fehlenden Werte im DatensatzNA1 mit Amelia #######
### Amelia Daten Imputation fu¨r Datensatz 4 und 5
# Die urspru¨ngliche Funktion muss leicht angepasst werden, da bei Datensatz 4 und 5 auf das
# Intervall 0 bis 1 beschra¨nkt werden sollte.
# Funktionsanfang
AmeliaDatensatzeErzeugung2<-function(DatensatzNA,x="noms"){
#ohne 3 Variable
DatensatzNA1<-DatensatzNA[[1]] #DatensatzNA1 muss ausgewa¨hlt werden.
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Amelia<-amelia(DatensatzNA1,m=5,bound=as.matrix(rbind(c(1,0,1),c(2,0,1))))
#fu¨hrt Imputationen durch
#AmeliaDatensa¨tze 1 bis 5 werden einzelnen gespeichert:
AmeliaDatensatz1<-Amelia$imputations$imp1
AmeliaDatensatz2<-Amelia$imputations$imp2
AmeliaDatensatz3<-Amelia$imputations$imp3
AmeliaDatensatz4<-Amelia$imputations$imp4
AmeliaDatensatz5<-Amelia$imputations$imp5
Ohnekat<-list(AmeliaDatensatz1,AmeliaDatensatz2, AmeliaDatensatz3,
AmeliaDatensatz4,AmeliaDatensatz5)
#AmeliaDatensa¨tze ohne 3 Variable werden als Liste in Ohnekat gespeichert.
#mit 3 Variable
### fu¨r x muss noms fu¨r Nominal oder ords fu¨r ordinal eingegeben werden
DatensatzNA1<-DatensatzNA[[2]] #DatensatzNA11 muss ausgewa¨hlt werden.
# Je nachdem ob die 3 Variable nominal oder ordinal behandelt werden soll:
if(x=="noms") { # Wenn nominal
Amelia<-amelia(DatensatzNA1,m=5,noms="Variable3",bound=as.matrix(rbind(c(1,0,1),c(2,0,1))))
# Imputierte Datensa¨tze - Diese Datensa¨tze sind die Datensa¨tze 1 bis 5, die Amelia Imputiert.
print("Nominal")}
if(x=="ords") {# Wenn ordinal
Amelia<-amelia(DatensatzNA1,m=5,ords="Variable3",bound=as.matrix(rbind(c(1,0,1),c(2,0,1))))
print("Ordinal")}
#AmeliaDatensa¨tze 1 bis 5
AmeliaDatensatz1<-Amelia$imputations$imp1
AmeliaDatensatz2<-Amelia$imputations$imp2
AmeliaDatensatz3<-Amelia$imputations$imp3
AmeliaDatensatz4<-Amelia$imputations$imp4
AmeliaDatensatz5<-Amelia$imputations$imp5
Mitkat<-list(AmeliaDatensatz1,AmeliaDatensatz2, AmeliaDatensatz3,
AmeliaDatensatz4,AmeliaDatensatz5)
#Die AmeliaDatensa¨tze mit 3. Variable werden als Liste in Mitkat gespeichert.
#########
list("DatensatzNa ohne kategoriale Variable"=Ohnekat,"DatensatzNa mit kategoriale Variable"=Mitkat)
#Mitkat und ohnekat werden gespeichert.
}
#Funktionsende
########################################################################################################
################################## Funktion 10: Clustern3 ###############################
# Angepasste Clustern3 Funktion fu¨r (den urspru¨nlichen) Datensatz 5
# Hier mu¨ssen immer jeweils 4 statt 3 Gruppen betrachtet werden. Dadurch a¨ndern sich die
# Angaben in den einzelnen Verfahren sowie die Zuordnungsfunktion.
# Funktionsanfang
Clustern3<-function(Datensatz){
######################### Funktion: Clustern###########################
#Quelle http://www.statmethods.net/advstats/cluster.html
### Dummys
# Wahrscheinlichkeitsmatrix: #Dummy:Wird spa¨ter mit Genauigkeiten gefu¨llt
Genauigkeitsvektor<-c(1:29)
# Gruppenmatrix: # Dummy: wird spa¨ter mit Gruppenmatrixen gefu¨llt
Gruppenmatrix<-matrix(nrow=nrow(Datensatz),ncol=29)
### Skalierung des Datensatze
# skalierter Datensatz # Die Daten mu¨ssen standardisiert werden:
# skalierter Datensatz
Variable2<-scale(Datensatz$Variable2)
Variable1<-scale(Datensatz$Variable1)
# Datensatz nur mit numerischen Werten -> notwendig, weil nicht alle Verfahren mit
# unterschiedlichen Skalen umgehen ko¨nnen
Datensatzscale2<-cbind(Variable2,Variable1)
# Datensatzscale2 nur mit numerischen Werten -> notwendig, weil nicht alle Verfahren mit
# unterschiedlichen Skalen umgehen ko¨nnen
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# Datensatzscale 2 bildet die Grundlage fu¨r die Verfahren 1 bis 22.
################################## Clusterverfahren ###########################################
##### Verfahren 1-15 Agglomeratives Clustering ######
# Mo¨glichkeiten Distanz:euclidean,maximum, manhattan, ...
# Mo¨glichkeiten Linkage: Single, complete, average, centroid, ward,..
# Clusterfunktion: a <- Distanzmetrik,b<-Linkage-Verfahren, mit ""!
# Hilfsfunktion
Cluster<-function(a,b){
d <- dist(Datensatzscale2, method =a) # distance matrix
Erg <- hclust(d, method=b)
Erg
}
##### Single Linkage
### Verfahren 1.1 (single) mit "euclidean"
Verfahren1<-Cluster("euclidean","single")
# Cluster Funktion wird durchgefu¨hrt und als Verfahren gespeichert
groups <- cutree(Verfahren1, k=4) # Einteilung in 3 Clustern
groups<-Zuordnung2(groups,EchteGruppe) # GruppenZuordnungen werden angepasst
Gruppenmatrix[,1]<-unlist(groups[1]) # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[1]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
# Genauigkeit wird ermittelt und im Genauigkeitsvektor gespeichert
### Verfahren 1.2 (single) mit "maximum"
Verfahren2<-Cluster("maximum","single")
groups <- cutree(Verfahren2, k=4) # cut tree into 3 clusters
groups<-Zuordnung2(groups,EchteGruppe)
Gruppenmatrix[,2]<-unlist(groups[1])
Genauigkeitsvektor[2]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
### Verfahren 1.3 (single) mit "manhattan"
Verfahren3<-Cluster("manhattan","single")
groups <- cutree(Verfahren3, k=4) # cut tree into 3 clusters
groups<-Zuordnung2(groups,EchteGruppe)
Gruppenmatrix[,3]<-unlist(groups[1])
Genauigkeitsvektor[3]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
###### Complete Linkage
### Verfahren 2.1 (complete) mit "euclidean"
Verfahren4<-Cluster("euclidean","complete")
groups <- cutree(Verfahren4, k=4) # cut tree into 3 clusters
groups<-Zuordnung2(groups,EchteGruppe)
Gruppenmatrix[,4]<-unlist(groups[1])
Genauigkeitsvektor[4]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
### Verfahren 2.2 (complete) mit "maximum"
Verfahren5<-Cluster("maximum","complete")
groups <- cutree(Verfahren5, k=4) # cut tree into 3 clusters
groups<-Zuordnung2(groups,EchteGruppe)
Gruppenmatrix[,5]<-unlist(groups[1])
Genauigkeitsvektor[5]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
### Verfahren 2.3 (complete) mit "manhattan"
Verfahren6<-Cluster("manhattan","complete")
groups <- cutree(Verfahren6, k=4) # cut tree into 3 clusters
groups<-Zuordnung2(groups,EchteGruppe)
Gruppenmatrix[,6]<-unlist(groups[1])
Genauigkeitsvektor[6]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
###### Average Linkage
### Verfahren 3.1 (average) mit Euklid
Verfahren7<-Cluster("euclidean","average")
groups <- cutree(Verfahren7, k=4) # cut tree into 3 clusters
groups<-Zuordnung2(groups,EchteGruppe)
Gruppenmatrix[,7]<-unlist(groups[1])
Genauigkeitsvektor[7]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
### Verfahren 3.2 (average) mit "maximum"
Verfahren8<-Cluster("maximum","average")
groups <- cutree(Verfahren8, k=4) # cut tree into 3 clusters
groups<-Zuordnung2(groups,EchteGruppe)
Gruppenmatrix[,8]<-unlist(groups[1])
Genauigkeitsvektor[8]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
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### Verfahren 3.3 (average) mit "manhattan"
Verfahren9<-Cluster("manhattan","average")
groups <- cutree(Verfahren9, k=4) # cut tree into 3 clusters
groups<-Zuordnung2(groups,EchteGruppe)
Gruppenmatrix[,9]<-unlist(groups[1])
Genauigkeitsvektor[9]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
##### Centroid Linkage
### Verfahren 4.1 (centroid) mit "euclidean"
Verfahren10<-Cluster("euclidean","centroid")
groups <- cutree(Verfahren10, k=4) # cut tree into 3 clusters
groups<-Zuordnung2(groups,EchteGruppe)
Gruppenmatrix[,10]<-unlist(groups[1])
Genauigkeitsvektor[10]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
### Verfahren 4.2 (centroid) mit "maximum"
Verfahren11<-Cluster("maximum","centroid")
groups <- cutree(Verfahren11, k=4) # cut tree into 3 clusters
groups<-Zuordnung2(groups,EchteGruppe)
Gruppenmatrix[,11]<-unlist(groups[1])
Genauigkeitsvektor[11]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
### Verfahren 4.3 (centroid) mit "manhattan"
Verfahren12<-Cluster("manhattan","centroid")
groups <- cutree(Verfahren12, k=4) # cut tree into 3 clusters
groups<-Zuordnung2(groups,EchteGruppe)
Gruppenmatrix[,12]<-unlist(groups[1])
Genauigkeitsvektor[12]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
###### Ward Linkage
# Verfahren 5.1 , euklid und Ward ,
Verfahren13<-Cluster("euclidean","ward")
groups <- cutree(Verfahren13, k=4) # cut tree into 3 clusters
groups<-Zuordnung2(groups,EchteGruppe)
Gruppenmatrix[,13]<-unlist(groups[1])
Genauigkeitsvektor[13]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
### Verfahren 5.2 mit maximum
Verfahren14<-Cluster("maximum","ward")
groups <- cutree(Verfahren14, k=4) # cut tree into 3 clusters
groups<-Zuordnung2(groups,EchteGruppe)
Gruppenmatrix[,14]<-unlist(groups[1])
Genauigkeitsvektor[14]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
### Verfahren 5.3 mit manhattan
Verfahren15<-Cluster("manhattan","ward")
groups <- cutree(Verfahren15, k=4) # cut tree into 3 clusters
groups<-Zuordnung2(groups,EchteGruppe)
Gruppenmatrix[,15]<-unlist(groups[1])
Genauigkeitsvektor[15]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
###
#############################################################################
############################################################################
##### Verfahren 16-19 divisives Clustering ######
# Vorsicht! Große Datensa¨tze dauern lange!!!!!!!!
#
############### Divisiv
### 6.1 mit euklid
Verfahren16 <- diana(x=Datensatzscale2, metric="euclidean")
groups <- cutree(Verfahren16, k=4) # cut tree into 3 clusters
groups<-Zuordnung2(groups,EchteGruppe)
Gruppenmatrix[,16]<-unlist(groups[1])
Genauigkeitsvektor[16]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
### 6.2 mit maximum
Verfahren17 <- diana(x=Datensatzscale2, metric="maximum")
groups <- cutree(Verfahren17, k=4) # cut tree into 3 clusters
groups<-Zuordnung2(groups,EchteGruppe)
Gruppenmatrix[,17]<-unlist(groups[1])
Genauigkeitsvektor[17]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
### 6.3 manhattan metrik
Verfahren18 <- diana(x=Datensatzscale2, metric="manhattan")
groups <- cutree(Verfahren18, k=4) # cut tree into 3 clusters
groups<-Zuordnung2(groups,EchteGruppe)
Gruppenmatrix[,18]<-unlist(groups[1])
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Genauigkeitsvektor[18]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
#############################################
##### Partionierende Verfahren Verfahren 19-21
# Quelle: http://www.statmethods.net/advstats/cluster.html
# http://statmath.wu.ac.at/courses/multverf2/tutorien/kmeans.pdf
### Kmeans Verfahren
Verfahren19 <- kmeans(Datensatzscale2, 4, nstart=25, iter.max=50) #
# append cluster assignment
groups<-as.vector(Verfahren19$cluster)
groups<-Zuordnung2(groups,EchteGruppe)
Gruppenmatrix[,19]<-unlist(groups[1])
Genauigkeitsvektor[19]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
### PAM
### mit Euklid
Verfahren20<-pam(Datensatzscale2,4, metric="euclidean")
# append cluster assignment
groups<-as.vector(Verfahren20$clustering)
groups<-Zuordnung2(groups,EchteGruppe)
Gruppenmatrix[,20]<-unlist(groups[1])
Genauigkeitsvektor[20]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
### mit Manhattan
Verfahren21<-pam(Datensatzscale2,4, metric="manhattan")
# append cluster assignment
groups<-as.vector(Verfahren21$clustering)
groups<-Zuordnung2(groups,EchteGruppe)
#Funktion zur Bestimmung der Genauigkeit der Clusteranalyse, hier muss groups eingesetzt werden
Gruppenmatrix[,21]<-unlist(groups[1])
Genauigkeitsvektor[21]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
########################################################################################
##### Modelbasiert Verfahren 22
# http://cran.r-project.org/web/packages/mclust/mclust.pdf
### Model Based Clustering
Verfahren22<-Mclust(Datensatzscale2, G=4) #! Datensatz2ord AmeliaDatensatz2 -> 4 Cluster
groups<-Verfahren22$classification
groups<-Zuordnung2(as.integer(groups),EchteGruppe)
Gruppenmatrix[,22]<-unlist(groups[1])
Genauigkeitsvektor[22]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
#####################################################
#####################################################
##### Nun wird die kategoriale Variable beru¨cksichtigt. Die Berechnung basiert
##### bei allen auf der Gower Distanz.
# Datensatzscale3 entha¨lt zusa¨tzlich zu den skalierten numerischen Variablen
# die dritte kategoriale Variable.
Datensatzscale3<-as.matrix(cbind(Datensatzscale2,Datensatz[,3]))
### mit Daisy - Beru¨cksichtigung der 3.Variable, gower metrik
# Hilfsfunktion
Cluster<-function(b){
Daisy <- daisy(Datensatzscale3[,1:3]) # distance matrix
Erg <- hclust(Daisy, method=b)
Erg
}
### Verfahren 23 aggl. single
Verfahren23<-Cluster("single")
groups <- as.vector(cutree(Verfahren23, k=4)) # cut tree into 3 clusters
groups<-Zuordnung2(groups,EchteGruppe)
Gruppenmatrix[,23]<-unlist(groups[1])
Genauigkeitsvektor[23]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
### Verfahren 24 aggl. complete
Verfahren24<-Cluster ("complete")
groups <- as.vector(cutree(Verfahren24, k=4)) # cut tree into 3 clusters
groups<-Zuordnung2(groups,EchteGruppe)
Gruppenmatrix[,24]<-unlist(groups[1])
Genauigkeitsvektor[24]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
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### Verfahren 25 aggl. Average
Verfahren25<-Cluster ("average")
groups <- as.vector(cutree(Verfahren25, k=4)) # cut tree into 3 clusters
groups<-Zuordnung2(groups,EchteGruppe)
Gruppenmatrix[,25]<-unlist(groups[1])
Genauigkeitsvektor[25]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
### Verfahren 26 aggl. Centroid
Verfahren26<-Cluster ("centroid")
groups <- as.vector(cutree(Verfahren26, k=4)) # cut tree into 3 clusters
groups<-Zuordnung2(groups,EchteGruppe)
Gruppenmatrix[,26]<-unlist(groups[1])
Genauigkeitsvektor[26]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
### Verfahren 27 aggl. ward
Verfahren27<-Cluster ("ward")
groups <- as.vector(cutree(Verfahren27, k=4)) # cut tree into 3 clusters
groups<-Zuordnung2(groups,EchteGruppe)
Gruppenmatrix[,27]<-unlist(groups[1])
Genauigkeitsvektor[27]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
### Verfahren 28 divisiv
Verfahren28 <- diana(daisy(Datensatzscale3))
groups <- as.vector(cutree(Verfahren28, k=4)) # cut tree into 3 clusters
groups<-Zuordnung2(groups,EchteGruppe)
Gruppenmatrix[,28]<-unlist(groups[1])
Genauigkeitsvektor[28]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
### Verfahren 29 Partionierend
Verfahren29<-pam(daisy(Datensatzscale3),4)
# append cluster assignment
groups<-as.vector(Verfahren29$clustering)
groups<-Zuordnung2(groups,EchteGruppe)
#Funktion zur Bestimmung der Genauigkeit der Clusteranalyse, hier muss groups eingesetzt werden
Gruppenmatrix[,29]<-unlist(groups[1])
Genauigkeitsvektor[29]<-(as.numeric(unlist(groups[2]))/nrow(Datensatz))
########################################################################
# Die einzelnen Verfahren sind durchgefu¨hrt, die Genauigkeiten im Genauigkeitsvektor gespeichert.
# Dieser wird nun benannt, um die einzelnen Genauigkeiten den Verfahren zuordnen zu ko¨nnen.
names(Genauigkeitsvektor)<-c("agglomerativ(Euklid/Single)","agglomerativ(Maximum/Single)",
"agglomerativ(Manhattan/Single)",
"agglomerativ(Euklid/Complete)","agglomerativ(Maximum/Complete)"
,"agglomerativ(Manhattan/Complete)",
"agglomerativ(Euklid/Average)","agglomerativ(Maximum/Average)",
"agglomerativ(Manhattan/Average)",
"agglomerativ(Euklid/Centroid)","agglomerativ(Maximum/Centroid)",
"agglomerativ(Manhattan/Centroid)",
"agglomerativ(Euklid/Ward)","agglomerativ(Maximum/Ward)",
"agglomerativ(Manhattan/Ward)",
"divisiv(Euklid)","divisiv(maximum)","divisiv(Manhattan)",
"Kmeans(Hartigan)","Kmediods(Euklid)","Kmediods(Manhattan)",
"Modelbasiert",
"agglomerativ(Gower/Single)","agglomerativ(Gower/Complete)",
"agglomerativ(Gower/Average)",
"agglomerativ(Gower/Centroid)","agglomerativ(Gower/Ward)"
,"divisiv(Gower)","Kmediods(Gower)")
# Die Objekte der Verfahren (enthalten teilweise releveante Informationen) werden fu¨r eventuelle
# spa¨tere Verwendung gespeichert.
Verfahren<-list(Verfahren1,Verfahren2,Verfahren3,Verfahren4, Verfahren5,
Verfahren7,Verfahren8,Verfahren3,Verfahren9, Verfahren10,
Verfahren11,Verfahren12,Verfahren13,Verfahren14, Verfahren15,
Verfahren16,Verfahren17,Verfahren18,Verfahren19, Verfahren20,
Verfahren21,Verfahren22,Verfahren23,Verfahren24, Verfahren25,
Verfahren26,Verfahren27,Verfahren28, Verfahren29)
list("Genauigkeitsvektor des urspru¨nglichen Datensatzes"=Genauigkeitsvektor,
"Gruppenmatrix des urspru¨nglichen Datensatzes"=Gruppenmatrix,
"Clusterobjekte des urspru¨nglichen Datensatzes"=Verfahren)
# Am Ende wird der Genauigkeitsvektor, die Gruppenmatrix und die einzelnen Verfahren in Form
# einer Liste gespeichert.
}
#Funktionsende
#################################################################################################
################################## Funktion 11: Clustern4 ########################################
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### Clusterfunktion
# Clustern4 fu¨r AmeliaDatensa¨tze von Datensatz 5
# Auch hier sind wieder Modifikationen fu¨r die Amelia Datensa¨tze no¨tig.
# Die Clustern Funktion fu¨hrt 29 verschiedenene Clusterverfahren mit den Amelia Datensa¨tzen durch.
# Die Verfahren 1-22 werden dabei mit einen um die kategoriale Variable reduzierten Datensatz
# durchgefu¨hrt.
# Bei Verfahren 23 bis 29 wird die kategoriale Variable beru¨cksichtigt.
# In der Gruppenmatrix sind die Gruppenvektoren gespeichert.
# Der Genauigkeitsvektor speichert die Genauigkeiten der einzelnen Verfahren.
Clustern4<-function(AmeliaDatensatze, Zahl){
######################### Funktion: Clustern###########################
#Quelle http://www.statmethods.net/advstats/cluster.html
Datensatz1<-AmeliaDatensatze[[1]][[Zahl]]
### Dummys
# Wahrscheinlichkeitsmatrix: #Dummy:Wird spa¨ter mit Genauigkeiten gefu¨llt
Genauigkeitsvektor<-c(1:29)
# Gruppenmatrix: # Dummy: wird spa¨ter mit Gruppenmatrixen gefu¨llt
Gruppenmatrix<-matrix(nrow=nrow(Datensatz),ncol=29)
### Skalierung des Datensatze
# skalierter Datensatz # Die Daten mu¨ssen standardisiert werden:
# skalierter Datensatz
Variable2<-scale(Datensatz1$Variable2)
Variable1<-scale(Datensatz1$Variable1)
# Datensatz nur mit numerischen Werten -> notwendig, weil nicht alle Verfahren mit
# unterschiedlichen Skalen umgehen ko¨nnen
Datensatzscale2<-cbind(Variable2,Variable1)
# Datensatzscale2 nur mit numerischen Werten -> notwendig, weil nicht alle Verfahren mit
# unterschiedlichen Skalen umgehen ko¨nnen
# Datensatzscale 2 bildet die Grundlage fu¨r die Verfahren 1 bis 22.
################################## Clusterverfahren ###########################################
##### Verfahren 1-15 Agglomeratives Clustering ######
# Mo¨glichkeiten Distanz:euclidean,maximum, manhattan, ...
# Mo¨glichkeiten Linkage: Single, complete, average, centroid, ward,..
# Clusterfunktion: a <- Distanzmetrik,b<-Linkage-Verfahren, mit ""!
# Hilfsfunktion
Cluster<-function(a,b){
d <- dist(Datensatzscale2, method =a) # distance matrix
Erg <- hclust(d, method=b)
Erg
}
Zuordnung3<-function(groups,EchteGruppe,Label){
perms = permutations(4,4)
EchteGruppe1<-as.factor((GruppenmatrixDatensatz[,Label]))
V<-c(1:24)
for(i in 1:nrow(perms)){
groups1<-as.factor(groups)
levels(groups1)<-perms[i,]
VR<-EchteGruppe1==groups1
V[i]<-length(subset(VR,VR==TRUE))
}
S<-which.max(V)
groups2<-as.factor(groups)
levels(groups2)<-perms[S,]
VR<-EchteGruppe==groups2
Genauigkeit<-(length(subset(VR,VR==TRUE))/((nrow(Datensatz))))
list(as.numeric(as.vector(groups2)),Genauigkeit)
}
##### Single Linkage
### Verfahren 1.1 (single) mit "euclidean"
Verfahren1<-Cluster("euclidean","single")
# Cluster Funktion wird durchgefu¨hrt und als Verfahren gespeichert
groups <- (cutree(Verfahren1, k=4)) # Einteilung in 3 Clustern
VR<-Zuordnung3(groups,EchteGruppe,1)
#
Gruppenmatrix[,1]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[1]<-VR[[2]]
# Genauigkeit wird ermittelt und im Genauigkeitsvektor gespeichert
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### Verfahren 1.2 (single) mit "maximum"
Verfahren2<-Cluster("maximum","single")
groups <- cutree(Verfahren2, k=4) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,2)
#
Gruppenmatrix[,2]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[2]<-VR[[2]]
### Verfahren 1.3 (single) mit "manhattan"
Verfahren3<-Cluster("manhattan","single")
groups <- cutree(Verfahren3, k=4) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,3)
#
Gruppenmatrix[,3]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[3]<-VR[[2]]
###### Complete Linkage
### Verfahren 2.1 (complete) mit "euclidean"
Verfahren4<-Cluster("euclidean","complete")
groups <- cutree(Verfahren4, k=4) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,4)
#
Gruppenmatrix[,4]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[4]<-VR[[2]]
### Verfahren 2.2 (complete) mit "maximum"
Verfahren5<-Cluster("maximum","complete")
groups <- cutree(Verfahren5, k=4) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,5)
#
Gruppenmatrix[,5]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[5]<-VR[[2]]
### Verfahren 2.3 (complete) mit "manhattan"
Verfahren6<-Cluster("manhattan","complete")
groups <- cutree(Verfahren6, k=4) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,6)
#
Gruppenmatrix[,6]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[6]<-VR[[2]]
###### Average Linkage
### Verfahren 3.1 (average) mit Euklid
Verfahren7<-Cluster("euclidean","average")
groups <- cutree(Verfahren7, k=4) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,7)
#
Gruppenmatrix[,7]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[7]<-VR[[2]]
### Verfahren 3.2 (average) mit "maximum"
Verfahren8<-Cluster("maximum","average")
groups <- cutree(Verfahren8, k=4) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,8)
#
Gruppenmatrix[,8]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[8]<-VR[[2]]
### Verfahren 3.3 (average) mit "manhattan"
Verfahren9<-Cluster("manhattan","average")
groups <- cutree(Verfahren9, k=4) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,9)
#
Gruppenmatrix[,9]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[9]<-VR[[2]]
##### Centroid Linkage
### Verfahren 4.1 (centroid) mit "euclidean"
Verfahren10<-Cluster("euclidean","centroid")
groups <- cutree(Verfahren10, k=4) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,10)
#
Gruppenmatrix[,10]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[10]<-VR[[2]]
### Verfahren 4.2 (centroid) mit "maximum"
Verfahren11<-Cluster("maximum","centroid")
groups <- cutree(Verfahren11, k=4) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,11)
#
Gruppenmatrix[,11]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[11]<-VR[[2]]
### Verfahren 4.3 (centroid) mit "manhattan"
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Verfahren12<-Cluster("manhattan","centroid")
groups <- cutree(Verfahren12, k=4) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,12)
#
Gruppenmatrix[,12]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[12]<-VR[[2]]
###### Ward Linkage
# Verfahren 5.1 , euklid und Ward ,
Verfahren13<-Cluster("euclidean","ward")
groups <- cutree(Verfahren13, k=4) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,13)
#
Gruppenmatrix[,13]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[13]<-VR[[2]]
### Verfahren 5.2 mit maximum
Verfahren14<-Cluster("maximum","ward")
groups <- cutree(Verfahren14, k=4) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,14)
#
Gruppenmatrix[,14]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[14]<-VR[[2]]
### Verfahren 5.3 mit manhattan
Verfahren15<-Cluster("manhattan","ward")
groups <- cutree(Verfahren15, k=4) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,15)
#
Gruppenmatrix[,15]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[15]<-VR[[2]]
###
#############################################################################
############################################################################
##### Verfahren 16-19 divisives Clustering ######
# Vorsicht! Große Datensa¨tze dauern lange!!!!!!!!
#
############### Divisiv
### 6.1 mit euklid
Verfahren16 <- diana(x=Datensatzscale2, metric="euclidean")
groups <- cutree(Verfahren16, k=4) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,16)
#
Gruppenmatrix[,16]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[16]<-VR[[2]]
### 6.2 mit maximum
Verfahren17 <- diana(x=Datensatzscale2, metric="maximum")
groups <- cutree(Verfahren17, k=4) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,17)
#
Gruppenmatrix[,17]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[17]<-VR[[2]]
### 6.3 manhattan metrik
Verfahren18 <- diana(x=Datensatzscale2, metric="manhattan")
groups <- cutree(Verfahren18, k=4) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,18)
#
Gruppenmatrix[,18]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[18]<-VR[[2]]
#############################################
##### Partionierende Verfahren Verfahren 19-21
# Quelle: http://www.statmethods.net/advstats/cluster.html
# http://statmath.wu.ac.at/courses/multverf2/tutorien/kmeans.pdf
### Kmeans Verfahren
Verfahren19 <- kmeans(Datensatzscale2, 4, nstart=25, iter.max=50) #
# append cluster assignment
groups<-as.vector(Verfahren19$cluster)
VR<-Zuordnung3(groups,EchteGruppe,19)
#
Gruppenmatrix[,19]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[19]<-VR[[2]]
### PAM
### mit Euklid
Verfahren20<-pam(Datensatzscale2,4, metric="euclidean")
# append cluster assignment
groups<-as.vector(Verfahren20$clustering)
VR<-Zuordnung3(groups,EchteGruppe,20)
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#
Gruppenmatrix[,20]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[20]<-VR[[2]]
### mit Manhattan
Verfahren21<-pam(Datensatzscale2,4, metric="manhattan")
# append cluster assignment
groups<-as.vector(Verfahren21$clustering)
VR<-Zuordnung3(groups,EchteGruppe,21)
#
Gruppenmatrix[,21]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[21]<-VR[[2]]
########################################################################################
##### Modelbasiert Verfahren 22
# http://cran.r-project.org/web/packages/mclust/mclust.pdf
### Model Based Clustering
Verfahren22<-Mclust(Datensatzscale2, G=4) #! Datensatz2ord AmeliaDatensatz2 -> 4 Cluster
groups<-Verfahren22$classification
VR<-Zuordnung3(groups,EchteGruppe,22)
#
Gruppenmatrix[,22]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[22]<-VR[[2]]
#####################################################
#####################################################
##### Nun wird die kategoriale Variable beru¨cksichtigt. Die Berechnung basiert
##### bei allen auf der Gower Distanz.
#Es mu¨ssen die AmeliaDatensa¨tze mit 3 Merkmal ausgewa¨hlt werden:
Datensatz1<-AmeliaDatensatze[[2]][[Zahl]]
### Skalierung des Datensatze
# skalierter Datensatz # Die Daten mu¨ssen standardisiert werden:
# skalierter Datensatz
Variable2<-scale(Datensatz1$Variable2)
Variable1<-scale(Datensatz1$Variable1)
# Datensatz nur mit numerischen Werten -> notwendig, weil nicht alle Verfahren mit
# unterschiedlichen Skalen umgehen ko¨nnen
Datensatzscale2<-cbind(Variable2,Variable1)
# Datensatzscale3 entha¨lt zusa¨tzlich zu den skalierten numerischen Variablen
# die dritte kategoriale Variable.
Datensatzscale3<-as.data.frame(cbind(Datensatzscale2,(as.factor(Datensatz1[,3]))))
Datensatzscale3[,3]<-Datensatz1[,3]
### mit Daisy - Beru¨cksichtigung der 3.Variable, gower metrik
# Hilfsfunktion
Cluster<-function(b){
Daisy <- daisy(Datensatzscale3[,1:3]) # distance matrix
Erg <- hclust(Daisy, method=b)
Erg
}
### Verfahren 23 aggl. single
Verfahren23<-Cluster("single")
groups <- as.vector(cutree(Verfahren23, k=4)) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,1)
#
Gruppenmatrix[,23]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[23]<-VR[[2]]
### Verfahren 24 aggl. complete
Verfahren24<-Cluster ("complete")
groups <- as.vector(cutree(Verfahren24, k=4)) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,24)
#
Gruppenmatrix[,24]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[24]<-VR[[2]]
### Verfahren 25 aggl. Average
Verfahren25<-Cluster ("average")
groups <- as.vector(cutree(Verfahren25, k=4)) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,25)
#
Gruppenmatrix[,25]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[25]<-VR[[2]]
### Verfahren 26 aggl. Centroid
Verfahren26<-Cluster ("centroid")
groups <- as.vector(cutree(Verfahren26, k=4)) # cut tree into 3 clusters
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VR<-Zuordnung3(groups,EchteGruppe,26)
#
Gruppenmatrix[,26]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[26]<-VR[[2]]
### Verfahren 27 aggl. ward
Verfahren27<-Cluster ("ward")
groups <- as.vector(cutree(Verfahren27, k=4)) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,27)
#
Gruppenmatrix[,27]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[27]<-VR[[2]]
### Verfahren 28 divisiv
Verfahren28 <- diana(daisy(Datensatzscale3))
groups <- as.vector(cutree(Verfahren28, k=4)) # cut tree into 3 clusters
VR<-Zuordnung3(groups,EchteGruppe,28)
#
Gruppenmatrix[,28]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[28]<-VR[[2]]
### Verfahren 29 Partionierend
Verfahren29<-pam(daisy(Datensatzscale3),4)
# append cluster assignment
groups<-as.vector(Verfahren29$clustering)
VR<-Zuordnung3(groups,EchteGruppe,29)
#
Gruppenmatrix[,29]<-VR[[1]] # Vektor mit Gruppenzuordnung wird in Gruppenmatrix gespeichert
Genauigkeitsvektor[29]<-VR[[2]]
########################################################################
# Die einzelnen Verfahren sind durchgefu¨hrt, die Genauigkeiten im Genauigkeitsvektor gespeichert.
# Dieser wird nun benannt, um die einzelnen Genauigkeiten den Verfahren zuordnen zu ko¨nnen.
names(Genauigkeitsvektor)<-c("agglomerativ(Euklid/Single)","agglomerativ(Maximum/Single)",
"agglomerativ(Manhattan/Single)",
"agglomerativ(Euklid/Complete)","agglomerativ(Maximum/Complete)"
,"agglomerativ(Manhattan/Complete)",
"agglomerativ(Euklid/Average)","agglomerativ(Maximum/Average)",
"agglomerativ(Manhattan/Average)",
"agglomerativ(Euklid/Centroid)","agglomerativ(Maximum/Centroid)",
"agglomerativ(Manhattan/Centroid)",
"agglomerativ(Euklid/Ward)","agglomerativ(Maximum/Ward)",
"agglomerativ(Manhattan/Ward)",
"divisiv(Euklid)","divisiv(maximum)","divisiv(Manhattan)",
"Kmeans(Hartigan)","Kmediods(Euklid)","Kmediods(Manhattan)",
"Modelbasiert",
"agglomerativ(Gower/Single)","agglomerativ(Gower/Complete)",
"agglomerativ(Gower/Average)",
"agglomerativ(Gower/Centroid)","agglomerativ(Gower/Ward)"
,"divisiv(Gower)","Kmediods(Gower)")
# Die Objekte der Verfahren (enthalten teilweise releveante Informationen) werden fu¨r eventuelle
# spa¨tere Verwendung gespeichert.
Verfahren<-list(Verfahren1,Verfahren2,Verfahren3,Verfahren4, Verfahren5,
Verfahren7,Verfahren8,Verfahren3,Verfahren9, Verfahren10,
Verfahren11,Verfahren12,Verfahren13,Verfahren14, Verfahren15,
Verfahren16,Verfahren17,Verfahren18,Verfahren19, Verfahren20,
Verfahren21,Verfahren22,Verfahren23,Verfahren24, Verfahren25,
Verfahren26,Verfahren27,Verfahren28, Verfahren29)
list("Genauigkeitsvektor des AmeliaDatensatzes"=Genauigkeitsvektor,
"Gruppenmatrix des AmeliaDatensatzes"=Gruppenmatrix,
"Clusterobjekte des AmeliaDatensatzes"=Verfahren)
# Am Ende wird der Genauigkeitsvektor, die Gruppenmatrix und die einzelnen Verfahren in Form
# einer Liste gespeichert.
}
#Funktionsende
#################################################################################################
################################## Funktion 12: Analysefunktion2 ##############################
# Analysefunktion fu¨r Datensatz 5
# Da sich die Clusternfunktionen vera¨ndert haben, muss auch die Analysefunktion vera¨ndert
# werden. Ansonsten funktioniert die Funktion analog zur Analysefunktion.
Analysefunktion2<-function(DatensatzNA){
# Die "Clustern" Funktion wird auf den urspru¨nglichen Datensatz angewendet:
# Die "Clustern2" Funktion wird auf jede der 5 Datensa¨tze angewendet. Man fu¨hrt die verschiedenen
# Clusterverfahren also bei jedem Datensatz durch.
ClusterADatensatz1<-(Clustern4(AmeliaDatensatze,1))
ClusterADatensatz2<-(Clustern4(AmeliaDatensatze,2))
ClusterADatensatz3<-(Clustern4(AmeliaDatensatze,3))
ClusterADatensatz4<-(Clustern4(AmeliaDatensatze,4))
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ClusterADatensatz5<-(Clustern4(AmeliaDatensatze,5))
# Die Clusterobjekte werden fu¨r eventuelle spa¨tere Verwendung gespeichert:
ClusterObjekte<-list("ClusterObjektA1"=ClusterADatensatz1,
"ClusterObjektA2"=ClusterADatensatz2,
"ClusterObjektA3"=ClusterADatensatz3,
"ClusterObjektA4"=ClusterADatensatz4,
"ClusterObjektA5"=ClusterADatensatz5,
"ClusterObjektU" =ClusterUDatensatz)
# Die ClusterADatensa¨tze enthalten die Gruppenmatrizen der AmeliaDatensa¨tze:
# Die Gruppenmatrizen bilden die Grundlage dieser Funktion.
GruppenmatrixDatensatz1<-as.data.frame(ClusterADatensatz1[2])
GruppenmatrixDatensatz2<-as.data.frame(ClusterADatensatz2[2])
GruppenmatrixDatensatz3<-as.data.frame(ClusterADatensatz3[2])
GruppenmatrixDatensatz4<-as.data.frame(ClusterADatensatz4[2])
GruppenmatrixDatensatz5<-as.data.frame(ClusterADatensatz5[2])
# Die Gruppenmatrizen werden fu¨r eventuelle spa¨tere Verwendung gespeichert:
Gruppenmatrizen<-list("Gruppenmatrix ADatensatz1"=GruppenmatrixDatensatz1,
"Gruppenmatrix ADatensatz2"=GruppenmatrixDatensatz2,
"Gruppenmatrix ADatensatz3"=GruppenmatrixDatensatz3,
"Gruppenmatrix ADatensatz4"=GruppenmatrixDatensatz4,
"Gruppenmatrix ADatensatz5"=GruppenmatrixDatensatz5,
"Gruppenmatrix UDatensatz"= GruppenmatrixDatensatz)
# Hilfsfunktion
# Diese Funktion betrachtet die verschiedenen Verfahren u¨ber die 5 Datensa¨tze. Sie gibt dann aus,
# wie oft die Merkmalstra¨ger richtig eingeteilt wurden in den 5 Datensa¨tzen.
RSF<-function(MA1){
L<-(MA1[1:5]==MA1[6])
length(subset(L,L==TRUE))
if(length(subset(L,L==TRUE))==0)
{MA1[7]<-"0"}
if(length(subset(L,L==TRUE))==1)
{MA1[7]<-"1"}
if(length(subset(L,L==TRUE))==2)
{MA1[7]<-"2"}
if(length(subset(L,L==TRUE))==3)
{MA1[7]<-"3"}
if(length(subset(L,L==TRUE))==4)
{MA1[7]<-"4"}
if(length(subset(L,L==TRUE))==5)
{MA1[7]<-"R"}
MA1[7]
}
##########################################
### Komplett
### Die Gruppenmatrizen enthalten die einzelnen Clustervektoren der verschiedenen Verfahren.
### Es werden die Vektoren der einzelnen Verfahren u¨ber alle 5 Datensa¨tze hinweg
### verglichen. Fu¨r das erste Verfahren wa¨hlt man also die erste Spalte der Gruppenmatrixen aus.
### Die 5 Vektoren, die die Gruppenvektoren fu¨r die 5 AmeliaDatensatze mit dem jeweiligen
### Verfahren enthalten und der Vektor der echten Gruppe, werden zu einer Matrix zusammengefu¨gt.
### Man erha¨lt also eine Matrix mit 6 Vektoren. In den Zeilen sind die Zuordnungen in den
### verschiedenen AmeliaDatensa¨tzen und die Echte Zuordnung.Bsp
### A1:3 A2:1 A3:3 A4:3 A5:3 EchteGruppe:3. Die RSF Funktion za¨hlt dann in jeder Zeile,
### wie oft die ersten 5 Elemente u¨bereinstimmen, in diesem Beispiel wa¨re es
### 4mal richtig geclustert worden.
### Fu¨r jeden Merkmalstra¨ger erha¨lt man also eine Anzahl, wie oft er richtig
### eingeteilt worden. Die Matrix hat die selbe Dimension wie eine
### der Gruppenmatrixen, nur das anstatt der zugeordneten Gruppe die
### erwa¨hnte Anzahl gegeben ist.
SZ<-GruppenmatrixDatensatz1 # Dummy
for(i in 1:29){
MA1<-cbind(GruppenmatrixDatensatz1[,i],
GruppenmatrixDatensatz2[,i],
GruppenmatrixDatensatz3[,i],
GruppenmatrixDatensatz4[,i],
GruppenmatrixDatensatz5[,i],EchteGruppe)
SZ[,i]<-apply(MA1,1,RSF)
}
# SZ betrachtet die Kompletten Datensa¨tze und za¨hlt, wie oft die Merkmalstra¨ger richtig bzw.
# falsch in den verschiedenen Datensa¨tzen eingeteilt wurden.
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###################################################
### Betrachtung der Zeilen mit imputierten Daten
### Es werden nur die jenigen Teile der Datensa¨tze betrachtet, bei den Zeilen imputiert wurden.
#Gruppenmatrizen Verfahren 1 bis 23
#C ist ist ein Vektor mit den Zeilen, in denen Daten imputiert wurden.
C1<-c(as.numeric(rownames(na.omit(DatensatzNA[[1]]))))
C2<-c(1:nrow(Datensatz))
C<-C2[-C1]
# Gruppenmatrizen nur mit imputierten Zeilen
GruppenmatrixImpDatensatz1<-GruppenmatrixDatensatz1[C,]
GruppenmatrixImpDatensatz2<-GruppenmatrixDatensatz2[C,]
GruppenmatrixImpDatensatz3<-GruppenmatrixDatensatz3[C,]
GruppenmatrixImpDatensatz4<-GruppenmatrixDatensatz4[C,]
GruppenmatrixImpDatensatz5<-GruppenmatrixDatensatz5[C,]
# EchteGruppe nur mit imputierten Zeilen
EchteGruppeImp<-EchteGruppe[C]
#Gruppenmatrizen fu¨r Verfahren 23 bis 29
#C4 ist ist ein Vektor mit den Zeilen, in denen Daten imputiert wurden.
C1<-c(as.numeric(rownames(na.omit(DatensatzNA[[2]]))))
C2<-c(1:nrow(Datensatz))
C4<-C2[-C1]
# Gruppenmatrizen nur mit imputierten Zeilen
GruppenmatrixImpDatensatz11<-GruppenmatrixDatensatz1[C4,]
GruppenmatrixImpDatensatz21<-GruppenmatrixDatensatz2[C4,]
GruppenmatrixImpDatensatz31<-GruppenmatrixDatensatz3[C4,]
GruppenmatrixImpDatensatz41<-GruppenmatrixDatensatz4[C4,]
GruppenmatrixImpDatensatz51<-GruppenmatrixDatensatz5[C4,]
# EchteGruppe nur mit imputierten Zeilen
EchteGruppeImp1<-EchteGruppe[C4]
####
SZ2<-GruppenmatrixDatensatz1 #Dummy
for(i in 1:29){
if(i<=22){ #Fu¨r die Verfahren 1 bis 22
MA1<-cbind(GruppenmatrixImpDatensatz1[,i], #werden diese Gruppenmatrizen
GruppenmatrixImpDatensatz2[,i], #beno¨tigt
GruppenmatrixImpDatensatz3[,i],
GruppenmatrixImpDatensatz4[,i],
GruppenmatrixImpDatensatz5[,i],EchteGruppeImp)}
if(i>22){
MA1<-cbind(GruppenmatrixImpDatensatz11[,i], #Fu¨r die Verfahren 23 bis 29
GruppenmatrixImpDatensatz21[,i], #werden diese Gruppenmatrizen
GruppenmatrixImpDatensatz31[,i], #beno¨tigt
GruppenmatrixImpDatensatz41[,i],
GruppenmatrixImpDatensatz51[,i],EchteGruppeImp1)}
M<-apply(MA1,1,RSF)
MO<-c(M, rep(NA,(nrow(Datensatz)-length(M))))
SZ2[,i]<-MO
}
# SZ2 betrachtet die imputierten Zeilen der Datensa¨tze und za¨hlt, wie oft die Merkmalstra¨ger
# richtig bzw. falsch in den verschiedenen Datensa¨tzen eingeteilt wurden.
###################################################
###################################################
# Gruppenmatrix des kompletten, urspru¨nglichen Datensatzes
# Hilfsfunktion
# SC: Einfache Funktion, die einen Vektor ausgibt. Der vektor entha¨lt die Zeilen,
# die richtig geclustert wurden.
SC<-function(x){
which(x==EchteGruppe)
}
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Richtig<-apply(GruppenmatrixDatensatz,2,SC) # SC Funktion wird bei jeder Spalte angewendet.
SZ3<-GruppenmatrixDatensatz1 #Dummy
for(i in 1:29){
Test<-Richtig[i]
names(Test)<-NULL
x<-unlist(Test)
MA2<-cbind(GruppenmatrixDatensatz1[x,i],
GruppenmatrixDatensatz2[x,i],
GruppenmatrixDatensatz3[x,i],
GruppenmatrixDatensatz4[x,i],
GruppenmatrixDatensatz5[x,i],EchteGruppe[x])
M<-apply(MA2,1,RSF)
MO<-c(M, rep(NA,(nrow(Datensatz)-length(M))))
# Damit wird jeder Vektor automatisch auf die La¨nge 500 gebracht
SZ3[,i]<-MO
}
# SZ3: Es werden nur die Merkmalstra¨ger betrachtet, die beim urspru¨nglichen Datensatz
#richtig geclustert wurden.
#################################################################################
###################################################
# Nun werden nun die Zeilen betrachtet, die urspru¨nglich falsch geclustert wurden:
# SC2: Einfache Funktion, die einen Vektor ausgibt. Der vektor entha¨lt die Zeilen,
# die falsch geclustert wurden.
SC2<-function(x){
which((x==EchteGruppe)==FALSE)
}
Falsch<-apply(GruppenmatrixDatensatz,2,SC2) # SC2 Funktion wird bei jeder Spalte angewendet.
SZ4<-GruppenmatrixDatensatz1 #Dummy
for(i in 1:29){
Test<-Falsch[i]
names(Test)<-NULL
x<-unlist(Test)
MA2<-cbind(GruppenmatrixDatensatz1[x,i],
GruppenmatrixDatensatz2[x,i],
GruppenmatrixDatensatz3[x,i],
GruppenmatrixDatensatz4[x,i],
GruppenmatrixDatensatz5[x,i],EchteGruppe[x])
M<-apply(MA2,1,RSF)
MO<-c(M, rep(NA,(nrow(Datensatz)-length(M))))
# Damit wird jeder Vektor automatisch auf die La¨nge 500 gebracht
SZ4[,i]<-MO
}
# SZ4: Es werden nur die Merkmalstra¨ger betrachtet, die beim urspru¨nglichen Datensatz
# falsch geclustert wurden.
####################################################################################
# Nun werden die Zeilen betrachtet, die imputiert wurden und gleichzeitig urspru¨nglich richtig geclustert
# wurden.
SZ5<-GruppenmatrixDatensatz1 #Dummy
for(i in 1:29){
if(i <=22){
Test<-Richtig[i]
names(Test)<-NULL
x<-unlist(Test)
x<-c(x,C)
x<-x[which(duplicated(x))]
MA2<-cbind(GruppenmatrixDatensatz1[x,i],
GruppenmatrixDatensatz2[x,i],
GruppenmatrixDatensatz3[x,i],
GruppenmatrixDatensatz4[x,i],
GruppenmatrixDatensatz5[x,i],EchteGruppe[x])}
if(i >22){
Test<-Richtig[i]
names(Test)<-NULL
x<-unlist(Test)
x<-c(x,C4)
x<-x[which(duplicated(x))]
MA2<-cbind(GruppenmatrixDatensatz1[x,i],
GruppenmatrixDatensatz2[x,i],
GruppenmatrixDatensatz3[x,i],
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GruppenmatrixDatensatz4[x,i],
GruppenmatrixDatensatz5[x,i],EchteGruppe[x])}
M<-apply(MA2,1,RSF)
MO<-c(M, rep(NA,(nrow(Datensatz)-length(M))))
# Damit wird jeder Vektor automatisch auf die La¨nge 500 gebracht
SZ5[,i]<-MO
}
# SZ5 entha¨lt Merkmalstra¨ger, die urspru¨nglich richtig geclustert wurden
# und gleichzeitig imputiert wurden.
#################################################################################
####################################################################################
#Nun werden die Zeilen betrachtet, die imputiert wurden und gleichzeitig
#urspru¨nglich falsch geclustert wurden.
SZ6<-GruppenmatrixDatensatz1 #Dummy
for(i in 1:29){
if(i<=22){
Test<-Falsch[i]
names(Test)<-NULL
x<-unlist(Test)
x<-c(x,C)
x<-x[which(duplicated(x))]
MA2<-cbind(GruppenmatrixDatensatz1[x,i],
GruppenmatrixDatensatz2[x,i],
GruppenmatrixDatensatz3[x,i],
GruppenmatrixDatensatz4[x,i],
GruppenmatrixDatensatz5[x,i],EchteGruppe[x])}
if(i>22){
Test<-Falsch[i]
names(Test)<-NULL
x<-unlist(Test)
x<-c(x,C4)
x<-x[which(duplicated(x))]
MA2<-cbind(GruppenmatrixDatensatz1[x,i],
GruppenmatrixDatensatz2[x,i],
GruppenmatrixDatensatz3[x,i],
GruppenmatrixDatensatz4[x,i],
GruppenmatrixDatensatz5[x,i],EchteGruppe[x])}
M<-apply(MA2,1,RSF)
MO<-c(M, rep(NA,(nrow(Datensatz)-length(M))))
# Damit wird jeder Vektor automatisch auf die La¨nge 500 gebracht
SZ6[,i]<-MO
}
# SZ6 entha¨lt Merkmalstra¨ger, die urspru¨nglich richtig geclustert wurden
# und gleichzeitig imputiert wurden.
##############################################################
# Funktion zur Erstellung der tables (apply funktioniert nicht)
Tabelle<-function(SZ){
Tab<-matrix(NA,nrow=29,ncol=6) #Dummy
for(i in 1:29){
Vektor<-factor(SZ[,i], levels=c(0,1,2,3,4,"R"))
Tab[i,]<-(as.vector(table(Vektor)))
}
Tab
}
### Tabelle 1 Betrachtung u¨ber alle Merkmalstra¨ger
Table1<-Tabelle(SZ)
# Tabelle 3 Betrachtung u¨ber Merkmalstra¨ger, die urspru¨nglich richtig geclustert wurden:
Table3<-Tabelle(SZ3)
# Tabelle 4 Betrachtung u¨ber Merkmalstra¨ger, die urspru¨nglich falsch geclustert wurden:
Table4<-Tabelle(SZ4)
### Tabelle 2 Betrachtung der imputierten Zeilen
Table2<-Tabelle(SZ2)
# Tabelle 5 Betrachtung der imputierten Zeilen, die urspru¨nlich richtig geclustert wurden
Table5<-Tabelle(SZ5)
# Tabelle 6 Betrachtung der imputierten Zeilen, die urspru¨nlich richtig geclustert wurden
Table6<-Tabelle(SZ6)
###########################
### Nun werden die einzelnen Tables gespeichert.
### Fu¨r jedes Verfahren wird ausgegeben , wie oft es u¨ber die 5 AmeliaDatensa¨tze betrachtet
### richtig geclustert wurde(->Element 1). Dieses Ergebnis wird nochmal zusammengefasst
### (->Element 2).
### Schließlich wird noch mal ein Vektor mit den Genauigkeiten dargestellt(->Element 3).
### Fu¨r jedes Verfahren erha¨lt man also eine Liste mit 3 Elementen.
Dummy<-rep( list(list(matrix(nrow=6, ncol=7),matrix(nrow=6, ncol=3)
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,matrix(nrow=2,ncol=3),matrix(nrow=1,ncol=(8)))
), 29 ) # Dummy Liste
for(i in 1:29){
# Element 1 Vergleichstabelle 1
GR<-t(cbind(Table1[i,],Table3[i,],Table4[i,],
Table2[i,],Table5[i,],Table6[i,]))
GR<-cbind(as.vector(c(sum(GR[1,]),sum(GR[2,]),sum(GR[3,]),sum(GR[4,]),sum(GR[5,]),
sum(GR[6,]))),GR)
colnames(GR)<-c("Gesamtanzahl,davon","0xRichtig","1xRichtig","2xRichtig",
"3xRichtig","4xRichtig","Immer Richtig")
rownames(GR)<-c("Gesamt","--davon urspru¨nglich Richtig geclustert",
"--davon urspru¨nglich Falsch geclustert", "Imputiert",
"--davon urspru¨nglich Richtig geclustert",
"--davon urspru¨nglich Falsch geclustert")
##############################################################################################
# Zusammenfassung <3xRichtig -> Falsch ### >=3xRichtig -> Richtig (Element 2)
a<-c(sum(GR[1,1]),sum(GR[1,2:4]),sum(GR[1,5:7]))
b<-c(sum(GR[2,1]),sum(GR[2,2:4]),sum(GR[2,5:7]))
c<-c(sum(GR[3,1]),sum(GR[3,2:4]),sum(GR[3,5:7]))
d<-c(sum(GR[4,1]),sum(GR[4,2:4]),sum(GR[4,5:7]))
e<-c(sum(GR[5,1]),sum(GR[5,2:4]),sum(GR[5,5:7]))
f<-c(sum(GR[6,1]),sum(GR[6,2:4]),sum(GR[6,5:7]))
GR2<-t(cbind(a,b,c,d,e,f))
colnames(GR2)<-c("Gesamtanzahl,davon","-Falsch","-Richtig")
rownames(GR2)<-c("Gesamt","--davon urspru¨nglich Richtig geclustert",
"--davon urspru¨nglich Falsch geclustert", "Imputiert",
"--davon urspru¨nglich Richtig geclustert",
"--davon urspru¨nglich Falsch geclustert")
######################################################################
### Element 3 Vergleichstabelle3
#Genauigkeiten der AmeliaDatensa¨tze
Genauigkeiten<-t(as.matrix(c(as.vector(unlist(ClusterUDatensatz[1]))[i],
as.vector(unlist(ClusterADatensatz1[1]))[i],
as.vector(unlist(ClusterADatensatz2[1]))[i],
as.vector(unlist(ClusterADatensatz3[1]))[i],
as.vector(unlist(ClusterADatensatz4[1]))[i],
as.vector(unlist(ClusterADatensatz5[1]))[i])))
##Aus GR2 resultierende Genauigkeit
Genauigkeit<-GR2[1,3]/GR2[1,1]
Genauigkeiten<-cbind(Genauigkeiten, mean(Genauigkeiten), Genauigkeit)
colnames(Genauigkeiten)<-c("UrsprungsGenauigkeit", "AD 1","AD 2",
"AD 3",
"AD 4","AD5", "Durchschnittlich",
"aus Tabelle")
rownames(Genauigkeiten)<-"Genauigkeit"
#####################################################
# Element 4, Analysetabelle
Tab<-GR2
C1<-c(Tab[4,1],Tab[5,3]+Tab[6,2],(Tab[5,3]+Tab[6,2])/Tab[4,1])
#nicht imputiert
C2<-c((Tab[1,1]-Tab[4,1]),((Tab[3,2]-Tab[6,2])+(Tab[2,3]-Tab[5,3]))
,((Tab[3,2]-Tab[6,2])+(Tab[2,3]-Tab[5,3]))/(Tab[1,1]-Tab[4,1]))
C<-t(cbind(C1,C2))
rownames(C)<-c("imputiert","nicht imputiert")
colnames(C)<-c("Zeilen, davon", "Clusterung wie urspru¨nglich", "% U¨bereinstimmung")
#Schließlich werden diese Elemente in Dummy gespeichert:
Dummy[[i]]<-list(
"Vergleichstabelle 1:Anzahl, wie oft die Merkmalstra¨ger u¨ber die
5 Datensa¨tze eingeteilt wurden:"=GR,
"Vergleichstabelle 2:Zusammenfassung von Tabelle 1:Anzahl<3xRichtig-> falsch,
Anzahl>=3xRichtig-> richtig"=GR2,
"Analysetabelle"=C,
"Genauigkeiten der einzelnen Datensa¨tze sowie abgeleitet aus Tabelle 2"=Genauigkeiten)
}
# Benennung von Dummy
names(Dummy)<-c("agglomerativ(Euklid/Single)","agglomerativ(Maximum/Single)",
"agglomerativ(Manhattan/Single)",
"agglomerativ(Euklid/Complete)","agglomerativ(Maximum/Complete)",
"agglomerativ(Manhattan/Complete)",
"agglomerativ(Euklid/Average)","agglomerativ(Maximum/Average)",
"agglomerativ(Manhattan/Average)",
"agglomerativ(Euklid/Centroid)","agglomerativ(Maximum/Centroid)",
"agglomerativ(Manhattan/Centroid)",
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"agglomerativ(Euklid/Ward)","agglomerativ(Maximum/Ward)",
"agglomerativ(Manhattan/Ward)",
"divisiv(Euklid)","divisiv(maximum)","divisiv(Manhattan)",
"Kmeans(Hartigan)","Kmediods(Euklid)","Kmediods(Manhattan)",
"Modelbasiert",
"agglomerativ(Gower/Single)","agglomerativ(Gower/Complete)",
"agglomerativ(Gower/Average)",
"agglomerativ(Gower/Centroid)","agglomerativ(Gower/Ward)"
,"divisiv(Gower)","Kmediods(Gower)")
list("Vergleichstabellen"=Dummy,"Clusterobjekte"=ClusterObjekte,"Gruppenmatrizen"=Gruppenmatrizen)
# Schließlich wird Dummy (Liste mit den Elementen 1,2,3 und 4) ausgegeben, sowie fu¨r
# eventuelle spa¨tere Verwendung die Clusterobjekte sowie die Gruppenmatrizen.
}
#Funktionsende
###############################################################################################
B.3 Durchfu¨hrung
Hier werden letztendlich die Funktionen auf die verschiedenen Datensa¨tze
angewendet.
#Teil 3 Durchfu¨hrung
###########################################################################################################
##################################---- Datensatz 1 bis 3 - 30 % #########################################
### Analyse der Datensa¨tze Datensatz1ord, Datensatz2ord und Datensatz3nom mit 30 % Fehlenden Daten
### Wieviel Daten sollen entfernt werden
AnzahlentfernterWerte<-30 #Entspricht 30 %
############################################################################
#Datensatz 1 mit ordinalen Merkmal und 30 % entfernten Daten
#############################################################################
### Datensatz ist der Datensatz, bei dem spa¨ter fehlende Werte erzeugt werden.
### Er wird deshalb o¨fter als der "urspru¨ngliche" Datensatz bezeichnet.
Datensatz<-Datensatz1ord
EchteGruppe<-Datensatz[,4]
#set.seed fu¨r Reproduzierbarkeit
set.seed(123)
### DatensatzNA
DatensatzNA<-(NAErzeugung(Datensatz,AnzahlentfernterWerte))
### Amelia Daten imputation
AmeliaDatensatze<-AmeliaDatensatzeErzeugung(DatensatzNA,x="ords")
# AmeliaDatensatze entha¨lt eine Liste mit 6 Datensa¨tzen. Die ersten 5 Datensa¨tze (AmeliaDatensatz 1 bis 5)
# enthalten verschiedenen imputierten Datensa¨tze. Der 6.te Datensatz (AmeliaDatensatzCom) stellt die
# Kombiniation mittels den Rubin Scha¨tzer dar. Die imputierten Datensa¨tze werden als
# "AmeliaDatensa¨tze" bezeichnet.
##
ClusterUDatensatz<-Clustern1(Datensatz)
# ClusterUDatensatz entha¨lt Gruppenmatrix des urspru¨nglichen Datensatzes
GruppenmatrixDatensatz<-as.data.frame(ClusterUDatensatz[2])
##
# Analyse der imputierten AmeliaDatensa¨tze 1 bis 5
AnalyseDatensatz1<-Analysefunktion(DatensatzNA)
# Dieses Objekt entha¨lt alle relevanten Informationen. Eine genauere Erla¨uterung dieses
# Objekts ist weiter unten zu finden.
# Speichern der AmeliaDatensa¨tze und DatensatzNA
AmeliaDatensatze1<-AmeliaDatensatze
DatensatzNAD1<-DatensatzNA
###########################################################################################################
#Datensatz 2 mit ordinalen Merkmal und 30 % entfernten Daten
#############################################################################
### Datensatz ist der Datensatz, bei dem spa¨ter fehlende Werte erzeugt werden.
### Er wird deshalb o¨fter als der "urspru¨ngliche" Datensatz bezeichnet.
Datensatz<-Datensatz2ord
EchteGruppe<-Datensatz[,4]
#set.seed fu¨r Reproduzierbarkeit
set.seed(123)
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### DatensatzNA
DatensatzNA<-(NAErzeugung(Datensatz,AnzahlentfernterWerte))
### Amelia Daten imputation
AmeliaDatensatze<-AmeliaDatensatzeErzeugung(DatensatzNA,x="ords")
ClusterUDatensatz<-Clustern1(Datensatz)
# ClusterUDatensatz entha¨lt Gruppenmatrix des urspru¨nglichen Datensatzes
GruppenmatrixDatensatz<-as.data.frame(ClusterUDatensatz[2])
##
# Mo¨glichkeit 2: Analyse der imputierten AmeliaDatensa¨tze 1 bis 5
# in Amelia5Cluster wird zuna¨chst alles gespeichert:
AnalyseDatensatz2<-Analysefunktion(DatensatzNA)
# Speichern der AmeliaDatensa¨tze und DatensatzNA
AmeliaDatensatze2<-AmeliaDatensatze
DatensatzNAD2<-DatensatzNA
save.image("~/Sicherung1.RData")
###########################################################################################################
#Datensatz 3 mit nominalen Merkmal und 30 % entfernten Daten
#############################################################################
### Datensatz ist der Datensatz, bei dem spa¨ter fehlende Werte erzeugt werden.
### Er wird deshalb o¨fter als der "urspru¨ngliche" Datensatz bezeichnet.
Datensatz<-Datensatz3nom
EchteGruppe<-Datensatz[,4]
#set.seed fu¨r Reproduzierbarkeit
set.seed(123)
### Datensatz mit entfernen Werten ist DatensatzNA1
DatensatzNA<-(NAErzeugung(Datensatz,AnzahlentfernterWerte))
### Amelia Daten imputation
AmeliaDatensatze<-AmeliaDatensatzeErzeugung(DatensatzNA,x="noms")
##
ClusterUDatensatz<-Clustern1(Datensatz)
# ClusterUDatensatz entha¨lt Gruppenmatrix des urspru¨nglichen Datensatzes
GruppenmatrixDatensatz<-as.data.frame(ClusterUDatensatz[2])
##
# Analyse der imputierten AmeliaDatensa¨tze 1 bis 5
# in Amelia5Cluster wird zuna¨chst alles gespeichert:
AnalyseDatensatz3<-Analysefunktion(DatensatzNA)
# Speichern der AmeliaDatensa¨tze und DatensatzNA
AmeliaDatensatze3<-AmeliaDatensatze
DatensatzNAD3<-DatensatzNA
############################################################################
#Datensatz 4 mit ordinalen Merkmalen und 30 % entfernten Daten
#############################################################################
### Datensatz ist der Datensatz, bei dem spa¨ter fehlende Werte erzeugt werden.
### Er wird deshalb o¨fter als der "urspru¨ngliche" Datensatz bezeichnet.
Datensatz<-Datensatz4ord
EchteGruppe<-Datensatz[,4]
#set.seed fu¨r Reproduzierbarkeit
set.seed(123)
### Datensatz mit entfernen Werten ist DatensatzNA1
DatensatzNA<-(NAErzeugung2(Datensatz,AnzahlentfernterWerte))
### Amelia Daten imputation
AmeliaDatensatze<-AmeliaDatensatzeErzeugung2(DatensatzNA,x="ords")
##
ClusterUDatensatz<-Clustern1(Datensatz)
# ClusterUDatensatz entha¨lt Gruppenmatrix des urspru¨nglichen Datensatzes
GruppenmatrixDatensatz<-as.data.frame(ClusterUDatensatz[2])
##
# Mo¨glichkeit 2: Analyse der imputierten AmeliaDatensa¨tze 1 bis 5
AnalyseDatensatz4<-Analysefunktion(DatensatzNA)
# Speichern der AmeliaDatensa¨tze und DatensatzNA
AmeliaDatensatze4<-AmeliaDatensatze
DatensatzNAD4<-DatensatzNA
###########################################################################################################
#Datensatz 5 mit nominalen Merkmalen und 30 % entfernten Daten
#############################################################################
### Datensatz ist der Datensatz, bei dem spa¨ter fehlende Werte erzeugt werden.
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### Er wird deshalb o¨fter als der "urspru¨ngliche" Datensatz bezeichnet.
Datensatz<-Datensatz5nom
EchteGruppe<-Datensatz[,4]
#set.seed fu¨r Reproduzierbarkeit
set.seed(123)
### Datensatz mit entfernen Werten ist DatensatzNA1
DatensatzNA<-(NAErzeugung2(Datensatz,AnzahlentfernterWerte))
### Amelia Daten imputation
AmeliaDatensatze<-AmeliaDatensatzeErzeugung2(DatensatzNA,x="noms")
##
ClusterUDatensatz<-Clustern3(Datensatz)
# ClusterUDatensatz entha¨lt Gruppenmatrix des urspru¨nglichen Datensatzes
GruppenmatrixDatensatz<-as.data.frame(ClusterUDatensatz[2])
##
# Analyse der imputierten AmeliaDatensa¨tze 1 bis 5
AnalyseDatensatz5<-Analysefunktion2(DatensatzNA)
# Speichern der AmeliaDatensa¨tze und DatensatzNA
AmeliaDatensatze5<-AmeliaDatensatze
DatensatzNAD5<-DatensatzNA
save.image("~/Sicherung1.RData")
##########
# Entfernung u¨berflu¨ssiger Objekte aus Workspace
# All diese Objekte sind in anderen Objekten gespeichert und dienten nur zur Vereinfachung
rm(AmeliaDatensatze,DatensatzNA1,GruppenmatrixDatensatz,ClusterUDatensatz,Datensatz,
EchteGruppe,AnzahlentfernterWerte)
########################################################################################################
# Man erha¨lt fu¨r jeden Datensatz eine Liste "AnalyseDatensatz". Da dies sehr komplex
# aufgebaut ist, hier eine kurze Erla¨uterung, wie relevante Objekte/Informationen aus
# der Liste extrahiert werden ko¨nnen:
# Beschreibung des Inhalts von AnalyseDatensatz
#Hinweis:Fu¨r [[Verfahren]] muss die jeweilige Nummer des Verfahrens angegeben werden
### Liste mit 3 Elementen
## Element 1 [[1]]
# Das Element entha¨lt eine Liste mit 29 Elementen, in denen jeweils die
# Vergleichstabellen fu¨r die verschiedenen Verfahren enthalten sind.
# mit [[1]][[Verfahren]] kann also auf die Tabellen der verschiedenen Verfahren
# zugegriffen werden. Um die Einzelnen Tabellen 1 - 4 zu betrachten, muss also
# [[1]][[Verfahren]][[Tabelle]] eingegeben werden.
#Vergleichstabelle 1 und 2 -> 1,2
#Genauigkeitstabelle 3 -> 4
#Analysetabelle ->3
## Element 2 [[2]]
# Elentent 2 entha¨lt die verschiedenen Clusterobjekte.
# AmeliaObjekte kann man mit [[2]][[1-5,je nach Datensatz]][[3]] anwa¨hlen.
# Das UrsprungsClusterobjekt [[2]][[6]][[3]] mit anwa¨hlen.
# Je nach Verfahren noch [[Verfahren]] dranha¨ngen, um einzelnen Verfahren auszuwa¨hlen.
## Element 3 [[3]]
# Element 3 entha¨lt die Gruppenmatrizen.
# In [[3]][[1-5]] sind die AmeliaGruppenmatrizen gespeichert.
# In [[3]][[6]] ist die urspru¨ngliche Gruppenmatrix gespeichert.
# Um auf ein bestimmtes Verfahren zuzugreifen, muss zusa¨tzlich zur gewa¨hlten Gruppenmatrix
# [,Verfahren] angeha¨ngt werden.
B.4 Erzeugung der Tabellen und Plots
Fu¨r die Erzeugung der U¨bersichtstabellen, der Tabellen mit den Vera¨nderung
der Genauigkeiten, der Vergleichstabellen sowie fu¨r die Vergleichsplots wur-
den spezielle Funktionen erstellt. Bei den Tabellen werden diese zusa¨tzlich
noch in Latex Form ausgegeben. Diese werden hier kurz aufgefu¨hrt. Die Er-
zeugung der restlichen Tabellen und Plots ist im elektronischen Anhang zu
finden.
#Teil 4 #Hilfsfunktionen
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#Pakete
library(gridExtra)
library(xtable)
# Hilfsfunktion Uberblick
# U¨berblick u¨ber U¨bereinstimmung eines bestimmten Verfahrens u¨ber die 5 Datensa¨tze
# Es muss eingegeben werden, welches Verfahren untersucht werden soll (als Zahl).
# U¨bereinstimmung imputiert
Uberblick<-function(Verfahren){
D<-cbind(AnalyseDatensatz1[[1]][[Verfahren]][[3]][,3],
AnalyseDatensatz2[[1]][[Verfahren]][[3]][,3],
AnalyseDatensatz3[[1]][[Verfahren]][[3]][,3],
AnalyseDatensatz4[[1]][[Verfahren]][[3]][,3],
AnalyseDatensatz5[[1]][[Verfahren]][[3]][,3])
colnames(D)<-c("D1 ",
"D2",
"D3 ",
"D4 ",
"D5 ")
rownames(D)<-c("imputiert","nicht imputiert")
print(D)
xtable(D)
}
#############################################################################################
# Hilfsfunktion Tabelle
# Diese Funktion ermo¨glicht es, auf die Tabellen der Verfahren zuzugreifen und erzeugt zudem
# den Latex-Code.
# Der Tabelle Funktion muss das AnalyseDatensatz Objekt und das zu betrachtete
# Verfahren u¨bergeben werden.
Tabelle<-function(AnalyseDatensatz1,Verfahren){
Tab<-AnalyseDatensatz1[[1]][[Verfahren]]
print(Tab)
# Tabelle 1
print("##### Vergleichs Tabelle 1 ######")
print(xtable(data.frame(row = rownames(Tab[[1]]),data.frame(Tab[[1]]))),include.rownames = FALSE)
# Tabelle 2
print("##### Vergleichs Tabelle 2 ######")
print(xtable(data.frame(row = rownames(Tab[[2]]),data.frame(Tab[[2]]))),include.rownames = FALSE)
# Tabelle 3
print("##### Analysetabelle ######")
print(xtable(data.frame(row = rownames(Tab[[3]]),data.frame(Tab[[3]]))),include.rownames = FALSE)
#Tabelle 4
print("##### Genauigkeitstabelle ######")
print(xtable(data.frame(row = rownames(Tab[[4]]),data.frame(Tab[[4]]))),include.rownames = FALSE)
}
Die entstehende Warnung kann ignoriert werden.
########################################################################################################
# Hilfsfunktion Dendo
# Mithilfe dieser Funktion werden die Dendogramme
# fu¨r die hierarchischen Verfahren erstellt.
# Es muss das AnalyseDatensatzObjekt sowie das zu
# untersuchende Verfahren u¨bergeben werden.
Dendo<-function(AnalyseDatensatz1,Verfahren){
# Man erha¨lt die einzelnen Clusterobjekte fu¨r die 5 AmeliaDatensa¨tze
# sowie das des Ursprungsdatensatzes mit:
COU<- AnalyseDatensatz1[[2]][[6]][[3]][[Verfahren]]
COA1<-AnalyseDatensatz1[[2]][[1]][[3]][[Verfahren]]
COA2<-AnalyseDatensatz1[[2]][[2]][[3]][[Verfahren]]
COA3<-AnalyseDatensatz1[[2]][[3]][[3]][[Verfahren]]
COA4<-AnalyseDatensatz1[[2]][[4]][[3]][[Verfahren]]
COA5<-AnalyseDatensatz1[[2]][[5]][[3]][[Verfahren]]
#Zugeho¨rige Genauigkeiten
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GCOU<- AnalyseDatensatz1[[2]][[6]][[1]][[Verfahren]]
GCOA1<-AnalyseDatensatz1[[2]][[1]][[1]][[Verfahren]]
GCOA2<-AnalyseDatensatz1[[2]][[2]][[1]][[Verfahren]]
GCOA3<-AnalyseDatensatz1[[2]][[3]][[1]][[Verfahren]]
GCOA4<-AnalyseDatensatz1[[2]][[4]][[1]][[Verfahren]]
GCOA5<-AnalyseDatensatz1[[2]][[5]][[1]][[Verfahren]]
#Fu¨r die hierarchischen Verfahren werden die Dendogramme verglichen:
par(mfrow=c(3,3))
plot(COU, labels=FALSE, xlab="Genauigkeit",ylab="",
main="Datensatz", hang=-1, sub=as.name(GCOU))
rect.hclust(COU, 3 )
plot(COA1, labels=FALSE, xlab="Genauigkeit",ylab="",
main="AmeliaDatensatz1", hang=-1,sub=as.name(GCOA1))
rect.hclust(COA1, 3 )
plot(COA2, labels=FALSE, xlab="Genauigkeit",ylab="",
main="AmeliaDatensatz2", hang=-1,sub=as.name(GCOA2))
rect.hclust(COA2, 3 )
plot(COA3, labels=FALSE, xlab="Genauigkeit",ylab="",
main="AmeliaDatensatz3", hang=-1,sub=as.name(GCOA3))
rect.hclust(COA3, 3 )
plot(COA4, labels=FALSE, xlab="Genauigkeit",ylab="",
main="AmeliaDatensatz4", hang=-1,sub=as.name(GCOA4))
rect.hclust(COA4, 3 )
plot(COA5, labels=FALSE, xlab="Genauigkeit",ylab="",
main="AmeliaDatensatz5", hang=-1,sub=as.name(GCOA5))
rect.hclust(COA5, 3 )
}
########################################################################
########################################################################################################
# Hilfsfunktion Dendo 5
# Dendo fu¨r Datensatz 5
# Mithilfe dieser Funktion werden die Dendogramme
# fu¨r die hierarchischen Verfahren erstellt.
# Es muss das AnalyseDatensatzObjekt sowie das zu
# untersuchende Verfahren u¨bergeben werden.
Dendo5<-function(AnalyseDatensatz1,Verfahren){
# Man erha¨lt die einzelnen Clusterobjekte fu¨r die 5 AmeliaDatensa¨tze
# sowie das des Ursprungsdatensatzes mit:
COU<- AnalyseDatensatz1[[2]][[6]][[3]][[Verfahren]]
COA1<-AnalyseDatensatz1[[2]][[1]][[3]][[Verfahren]]
COA2<-AnalyseDatensatz1[[2]][[2]][[3]][[Verfahren]]
COA3<-AnalyseDatensatz1[[2]][[3]][[3]][[Verfahren]]
COA4<-AnalyseDatensatz1[[2]][[4]][[3]][[Verfahren]]
COA5<-AnalyseDatensatz1[[2]][[5]][[3]][[Verfahren]]
#Zugeho¨rige Genauigkeiten
GCOU<- AnalyseDatensatz1[[2]][[6]][[1]][[Verfahren]]
GCOA1<-AnalyseDatensatz1[[2]][[1]][[1]][[Verfahren]]
GCOA2<-AnalyseDatensatz1[[2]][[2]][[1]][[Verfahren]]
GCOA3<-AnalyseDatensatz1[[2]][[3]][[1]][[Verfahren]]
GCOA4<-AnalyseDatensatz1[[2]][[4]][[1]][[Verfahren]]
GCOA5<-AnalyseDatensatz1[[2]][[5]][[1]][[Verfahren]]
#Fu¨r die hierarchischen Verfahren werden die Dendogramme verglichen:
par(mfrow=c(3,3))
plot(COU, labels=FALSE, xlab="Genauigkeit",ylab="",
main="Datensatz", hang=-1, sub=as.name(GCOU))
rect.hclust(COU, 4 )
plot(COA1, labels=FALSE, xlab="Genauigkeit",ylab="",
main="AmeliaDatensatz1", hang=-1,sub=as.name(GCOA1))
rect.hclust(COA1, 4 )
plot(COA2, labels=FALSE, xlab="Genauigkeit",ylab="",
main="AmeliaDatensatz2", hang=-1,sub=as.name(GCOA2))
rect.hclust(COA2, 4 )
plot(COA3, labels=FALSE, xlab="Genauigkeit",ylab="",
main="AmeliaDatensatz3", hang=-1,sub=as.name(GCOA3))
rect.hclust(COA3, 4 )
plot(COA4, labels=FALSE, xlab="Genauigkeit",ylab="",
main="AmeliaDatensatz4", hang=-1,sub=as.name(GCOA4))
rect.hclust(COA4, 4 )
plot(COA5, labels=FALSE, xlab="Genauigkeit",ylab="",
main="AmeliaDatensatz5", hang=-1,sub=as.name(GCOA5))
rect.hclust(COA5, 4 )
}
########################################################################
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#Hilfsfunktion: Vergleich Plots vorher und nach Imputation
Plots<-function(AnalyseDatensatz,Verfahren,AmeliaDatensatze,Datensatz1ord){
if(Verfahren <=22){
GruppeU<-cbind(Datensatz1ord[,1:2],
(AnalyseDatensatz[[3]][[6]][,Verfahren]))
Gruppe1<-cbind(AmeliaDatensatze[[1]][[1]],
(AnalyseDatensatz[[3]][[1]][,Verfahren]))
Gruppe2<-cbind(AmeliaDatensatze[[1]][[2]],
(AnalyseDatensatz[[3]][[2]][,Verfahren]))
Gruppe3<-cbind(AmeliaDatensatze[[1]][[3]],
(AnalyseDatensatz[[3]][[3]][,Verfahren]))
Gruppe4<-cbind(AmeliaDatensatze[[1]][[4]],
as.factor(AnalyseDatensatz[[3]][[4]][,Verfahren]))
Gruppe5<-cbind(AmeliaDatensatze[[1]][[5]],
(AnalyseDatensatz[[3]][[5]][,Verfahren]))
#Plots
par(mfrow=c(3,3))
p1<-xyplot(Gruppe1$Variable1~Gruppe1$Variable2,
groups=Gruppe1[,3],
xlab="Variable2",ylab="Variable1",main="Amelia Datensatz 1")
p2<-xyplot(Gruppe2$Variable1~Gruppe2$Variable2,
groups=Gruppe2[,3],
xlab="Variable2",ylab="Variable1",main="Amelia Datensatz 2")
p3<-xyplot(Gruppe3$Variable1~Gruppe3$Variable2,
groups=Gruppe3[,3],
xlab="Variable2",ylab="Variable1",main="Amelia Datensatz 3")
p4<-xyplot(Gruppe4$Variable1~Gruppe4$Variable2,
groups=Gruppe4[,3],
xlab="Variable2",ylab="Variable1",main="Amelia Datensatz 4")
p5<-xyplot(Gruppe5$Variable1~Gruppe5$Variable2,
groups=Gruppe5[,3],
xlab="Variable2",ylab="Variable1",main="Amelia Datensatz 5")
p6<-xyplot(GruppeU$Variable1~GruppeU$Variable2,
groups=GruppeU[,3],
xlab="Variable2",ylab="Variable1",main="Datensatz")
grid.arrange(p6,p1,p2,p3,p4,p5, ncol=3)
}
if(Verfahren >22){
GruppeU<-cbind(Datensatz1ord[,1:3],
(AnalyseDatensatz[[3]][[6]][,Verfahren]))
Gruppe1<-cbind(AmeliaDatensatze[[2]][[1]],
(AnalyseDatensatz[[3]][[1]][,Verfahren]))
Gruppe2<-cbind(AmeliaDatensatze[[2]][[2]],
(AnalyseDatensatz[[3]][[2]][,Verfahren]))
Gruppe3<-cbind(AmeliaDatensatze[[2]][[3]],
(AnalyseDatensatz[[3]][[3]][,Verfahren]))
Gruppe4<-cbind(AmeliaDatensatze[[2]][[4]],
as.factor(AnalyseDatensatz[[3]][[4]][,Verfahren]))
Gruppe5<-cbind(AmeliaDatensatze[[2]][[5]],
(AnalyseDatensatz[[3]][[5]][,Verfahren]))
#Plots
par(mfrow=c(3,3))
p1<-xyplot(Gruppe1$Variable1~Gruppe1$Variable2,
groups=Gruppe1[,4],
xlab="Variable2",ylab="Variable1",main="Amelia Datensatz 1")
p2<-xyplot(Gruppe2$Variable1~Gruppe2$Variable2,
groups=Gruppe2[,4],
xlab="Variable2",ylab="Variable1",main="Amelia Datensatz 2")
p3<-xyplot(Gruppe3$Variable1~Gruppe3$Variable2,
groups=Gruppe3[,4],
xlab="Variable2",ylab="Variable1",main="Amelia Datensatz 3")
p4<-xyplot(Gruppe4$Variable1~Gruppe4$Variable2,
groups=Gruppe4[,4],
xlab="Variable2",ylab="Variable1",main="Amelia Datensatz 4")
p5<-xyplot(Gruppe5$Variable1~Gruppe5$Variable2,
groups=Gruppe5[,4],
xlab="Variable2",ylab="Variable1",main="Amelia Datensatz 5")
p6<-xyplot(GruppeU$Variable1~GruppeU$Variable2,
groups=GruppeU[,4],
xlab="Variable2",ylab="Variable1",main="Datensatz")
grid.arrange(p6,p1,p2,p3,p4,p5, ncol=3)
}
}
##################################################################
#Hilfsfunktion
#Genauigkeiten
#Genauigkeit vor und nach Imputation
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Genauigkeit<-function(Verfahren){
G<-cbind(AnalyseDatensatz1[[2]][[6]][[1]][[Verfahren]],
AnalyseDatensatz2[[2]][[6]][[1]][[Verfahren]],
AnalyseDatensatz3[[2]][[6]][[1]][[Verfahren]],
AnalyseDatensatz4[[2]][[6]][[1]][[Verfahren]],
AnalyseDatensatz5[[2]][[6]][[1]][[Verfahren]])
GNI<-cbind(AnalyseDatensatz1[[1]][[Verfahren]][[4]][8],
AnalyseDatensatz2[[1]][[Verfahren]][[4]][8],
AnalyseDatensatz3[[1]][[Verfahren]][[4]][8],
AnalyseDatensatz4[[1]][[Verfahren]][[4]][8],
AnalyseDatensatz5[[1]][[Verfahren]][[4]][8])
G<-rbind(G,GNI)}
colnames(G)<-c("D1","D2","D3","D4","D5")
rownames(G)<-c("Genauigkeit vor Imputation","Genauigkeit nach Imputation")
print(G)
xtable(G)
}
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C CD INHALT
C CD Inhalt
Die beiliegende CD entha¨lt die digitale Ausgabe dieser Arbeit und das zu-
geho¨rige Literaturverzeichnis. Zudem ist sa¨mtlicher relevanter R-Code sowie
ein Workspace, der alle wichtigen Objekte beinhaltet, enthalten.
Abbildung 26: Ordnungstrukur der CD
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