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In this work we analyze regularized optimal transport problems in the so-called Kan-
torovich form, i.e. given two Radon measures on two compact sets, the aim is to find a
transport plan, which is another Radon measure on the product of the sets, that has these
two measures as marginals and minimizes the sum of a certain linear cost function and a
regularization term.We focus on regularization termswhich integrate a Young’s function
applied to the transport plan and integrate this again a product measure. This forces the
transport plan to belong to a certain Orlicz space. The predual problem is derived and
proofs for strong duality and existence of primal solutions of the regularized problem are
presented. Existence of (pre-)dual solutions is shown for the special case of Lp regular-
ization for p ≥ 2. Moreover, two results regarding Γ-convergence are stated: The first is
concerned with marginals that do not lie in the appropriate Orlicz space and guarantees
Γ-convergence to the original Kantorovich problem, when smoothing the marginals. The
second results gives convergence of a regularized and discretized problem to the unregu-
larized, continuous problem.
1 Introduction
In this paper we the optimal transport problem in the Kantorovich form in the following setting:
For compact sets Ω1, Ω2 ⊂ R
n , probability measures µ1, µ2 on Ω1,Ω2, respectively, and a real-valued
continuous cost function c : Ω1 × Ω2 → R we want to solve
inf
π
∫
Ω1×Ω2
c dπ (OT)
where the infimum is taken over all probability measures on Ω1 × Ω2 which have µ1 and µ2 as their
first and secondmarginals, respectively. This problem has been well studied, and an overview is given
in the recent books [25, 27, 21]. For example, it is known that the problem has a solution π¯ and that
the support of π¯ is contained in the so-called c-superdifferential of a c-concave function on Ω1, see [1,
Theorem 1.13]. In the case where Ω1 and Ω2 are both subsets of R
n and where c(x1,x2) = |x1 − x2 |
2
is the squared Euclidean distance, this implies that the support of an optimal plan π is singular with
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respect to the Lebesgue measure. This motivates the use of regularization of the continuous problem
to obtain approximate solutions that are functions instead of measures. That in turn allows to apply
classical discretization techniques to solve the regularized problem approximately.
A regularization method that has gotten much attention recently is regularization with the negative
entropy of π , i.e. adding a term
∫
Ω1×Ω2
Φ(π ) dλ with Φ(t) = t log(t) and some measure λ on Ω1 × Ω2
[6, 9, 10, 8, 2]. Since π is ameasure, one has to interpretΦ(π ) appropriately: One should think ofπ as the
Radon-Nikodym density of π with respect to the regularization measure λ, and we will make this dis-
tinction explicit in the following. In [8] entropic regularizationnwith respect to the Lebesgue measure
is conisidered and it is shown that the analysis of entropically regularized optimal transport problems
naturally takes place in the function space L log L (also called Zygmund space [3]) and that optimal
plans for entropic regularization are always in L log L(Ω1 × Ω2) and exist if and only if the marginals
are in the spaces L logL(Ωi ). These spaces are an example of so-called Orlicz spaces [22]. This mo-
tivates the analysis of regularization in arbitrary Orlicz spaces in this paper. Another motivation to
study a more general regularization comes from the fact that regularization with the L2-norm have
been shown to be beneficial in some applications, see [23, 4, 11, 17]. Using the product of the marginals
λ = µ1 × µ2 for regularization has been considered in the case of entropic regularization [14, 21, 26]. In
this case one can show existence of the dual problem with different techniques. These observations
motivate us to consider regularization with Young’s function with respect to general measures.
The notion of Orlicz spaces in the context of convex integral functionals has previously been used in
[15], where the author considers a more general setting as presented here. More precisely, the spaces
used in [15] are a generalization of the Orlicz spaces used here, which are also known as Musielak-
Orlicz spaces [20]. Existence of both primal and dual optimizers are covered. By choosing γ ∗(z, t) =
ε · Φ(t) + c(z)t + A(z) with A(z) := mint ε · Φ(t) + c(z)t and regularization parameter ε , a problem
similar to the one considered here is recovered. The difference lies in the fact that the cost function
c is part of the definition of the relevant Musielak-Orlicz spaces in this case and hence, the analysis
takes place in different spaces. As the aim of [15] is to weaken the necessary assumptions as much as
possible, the overall setting is more abstract and the proofs rely heavily on the authors previous work
[16]. Here we aim for a self-contained, more elementary treatment of the problem.
1.1 Notation and problem statement
Let us first fix some notation before we formulate our problem. The spaces of Radon and probability
measures on Ω ⊂ Rn will be denoted by M(Ω) and P(Ω), respectively. C(Ω) and Cb(Ω) will denote
the spaces of continuous functions and bounded, continuous functions, respectively. The Lebesgue
measure will be denoted by L and integrals w.r.t. the Lebesgue measure are simply denoted by dx
with the appropriate integration variable x .
In the following we will consider compact domains Ω1, Ω2 equipped with measures λ1 and λ2, respec-
tively, such that λi (Ωi ) < ∞, i = 1, 2. The measures λ1 and λ2 will be assumed to have full support, i.e.
spt λi = Ωi , for i = 1, 2. We will denote Ω := Ω1 × Ω2 and λ := λ1 ⊗ λ2. For the space of p-integrable
functions on Ω with respect to the measure ν , the symbol Lp (Ω, dν) will be used. When a measure ν
is absolutely continuous with respect to another measure µ, written as ν ≪ µ, the Radon-Nikodym
derivative of ν w.r.t. to µ, i.e. the density of ν w.r.t µ, will be denoted by dνdµ .
The characteristic function of a set A will be denoted by 1A. For two functions f : Ω1 → R and
д : Ω2 → R, denote by f ⊕ д : Ω1 × Ω2 → R, (x1,x2) 7→ f (x1) + д(x2) the outer sum of f and д.
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This notation generalizes to measures ν1, ν2 on Ω1, Ω2, respectively, by ν1 ⊕ ν2 = ν1 ⊗ L +L ⊗ ν2. For
ν ∈ M(Ω1) and f : Ω1 → Ω2, the pushforward of ν by f will be denoted as f#ν , i.e. the measure on Ω2
defined by f#ν(A) = ν(f
−1(A)) for all measurable sets A ⊂ Ω. Most importantly, the pushforward of
the coordinate projections Pi : Ω1 × Ω2 → Ωi , Pi (x1,x2) = xi will be used. Note, that (Pi )#π is the ith
marginal of π ∈ M(Ω1 × Ω2). For a real valued function f we denote by f+ := max(f , 0) the positive
part and by f− := −min(f , 0) the negative part. Finally, for a function д : [0,∞) → R ∪ {∞} denote
by д∞ its extension to the real line by infinity, i.e.
д∞(x) :=
{
д(x), x ≥ 0,
∞, else.
The Orlicz space regularized Kantorovich problem of optimal transport considered in this work now
reads as
inf
π ∈P(Ω), π≪λ
(Pi )#π=µi, i=1,2
∫
Ω
c dπ + γ
∫
Ω
Φ∞(
dπ
dλ ) dλ , (P)
where Φ is a so-called Young’s function. Note that the regularization of π is employed w.r.t. somem
product measure λ. Important cases are λ = L and λ = µ1 ⊗ µ2. Note also that π is required to be
absolutely continuous w.r.t. λ. This is due to the fact that even for Young’s functions Φ satisfying
modest conditions like
Φ(t )
t 6→ ∞, as t → ∞, by e.g. [13, Theorem 5.19] the optimal π may have a
singular part w.r.t. λ. That however, would make the process of regularizing futile. Therefore we will
require limt→∞ Φ(t )/t = ∞ throughout the paper.
Now consider the marginal constraints. As we will see later in Lemma 2.9 and Theorem 3.4, it is nec-
essary that the marginals µi are absolutely continuous with respect to λi and that Φ(
dµi
dλi
) is integrable
with respect to λi . To formulate the marginal constraints in terms of the densities, we recall that
(P1)#π = µ1 if for all λ1-measurable sets A it holds that π (A × Ω2) = µ1(A). In terms of densities and
integrals, this reads as ∫
Ω2
∫
A
dπ
dλ dλ1 dλ2 =
∫
A
dµ1 =
∫
A
dµ1
dλ1
dλ1.
Using Fubini’s theorem we get ∫
A
∫
Ω
dπ
dλ dλ2 −
dµ1
dλ2
dλ1 = 0 ,
and hence, the marginal constraints read as∫
Ω2
dπ
dλ dλ2 =
dµ1
dλ1
λ2-a.e. and
∫
Ω1
dπ
dλ dλ1 =
dµ2
dλ2
λ1-a.e.
Note that for the integral
∫
Ω
c dπ =
∫
Ω
c dπdλ dλ to exist, the cost function c does not need to be con-
tinuous and the problem may be formulated for more general cost functions. However, some of the
results in this work require c to be continuous and for simplicity this shall be assumed throughout
the paper.
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1.2 Contribution and Organization
The notions of Young’s functions and Orlicz spaces are introduced in Section 2 alongside some aux-
iliary results that will be used in the later sections. Section 3 deals with the question of existence of
solutions in the framework of Fenchel duality. The first contribution (Theorem 3.4) guarantees exis-
tence of solutions of problem (P), which generalizes the corresponding results of [8, 17]. Afterwards,
the predual problem is analysed for the special case Φ(t) = tp/p for p > 1. As second contribution
Theorem 3.11 gives existence of optimizers in Lq , where 1/p + 1/q = 1 and p ≥ 2. This generalizes the
corresponding result of [17]. In Section 4 Γ-convergence of different related problems is considered.
First, a continuous, regularized problem with arbitrary marginals is considered. Theorem 4.2 extends
[8, Theorem 5.1] and guarantees Γ-convergence to the unregularized problem (OT) when smoothing
the marginals. Note that the case of Γ-convergence for fixed marginals in L log L(Ω) has been treated
in [6, Theorem 2.7] for Ω = Rn1 ×Rn2 . While Theorem 4.2 is stated only for compact Ω, it allows for
marginals not in L logL(Ω) and a coupled reduction of the regularization and the smoothing parame-
ter. The final contribution (Theorem 4.9) is the proof of Γ-convergence of a discretized and regularized
optimal transport problem to the unregularized continuous problem (OT). The result covers both en-
tropic and quadratic regularization. Some of the results in this paper are a direct generalization of
results of previous papers and their proofs also follow the general proof strategy, but we still include
these results and sketches of the proofs for the sake of completeness.
2 Young’s functions and Orlicz spaces
In this section, some notions about Young’s functions and Orlicz spaces are introduced. For a more
detailed introduction, see [3, 22].
Definition 2.1 (Young’s function [3, Definitions IV.8.1, IV.8.11]). i) Let φ : [0,∞) → [0,∞] be in-
creasing and lower semi-continuous, with φ(0) = 0. Suppose that φ is neither identically zero nor
identically infinite on (0,∞). Then the functionΦ defined by Φ(t) :=
∫ t
0
φ(s) ds is said to be a Young’s
function.
ii) Let ψ (s) := inf {t | φ(t) ≥ s}. Then, the function Ψ defined by Ψ(t) :=
∫ t
0
ψ (s) ds is said to be the
complementary Young’s function of Φ.
By definition, Young’s functions are convex and for a Young’s function Φ it holds that the comple-
mentary Young’s function Ψ is also a Young’s function and actually equal to the convex conjugate
Φ
∗.
The negative entropy regularization uses the function Φ(t) = t log(t) which is not a Young’s function,
but the function t 7→ (t log(t))+ is. Hence,we introduce a slight generalization of the notion of Young’s
function to be able to treat this case as well.
Definition 2.2 (Quasi-Young’s functions). We say that Φˇ is a quasi-Young’s function if it is convex,
lower semi-continuous and Φ(x) := max(0, Φˇ(x)) is a Young’s function. In this case we say that Φˇ is
induced by Φ.
Note that convexity of Φ shows that Φˇ is also bounded from below.
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Example 2.3. The function Φˇ(t) = t log(t) is a quasi-Young’s function induced by the Young’s function
Φ(t) = (t log(t))+.
Definition 2.4 (Luxemburg and Orlicz spaces [3, Definitions IV.8.10]). Let Φ be a Young’s function, Ψ
the complementary Young’s function of Φ, Ω ⊂ Rn and ν a measure on Ω. Define the Luxemburg norm
of a measurable function f : Ω → R w.r.t. ν as
‖ f ‖LΦ(Ω,dν ) := inf
{
γ ≥ 0
 ∫
Ω
Φ
(
| f |
γ
)
dν ≤ 1
}
.
Then the space
LΦ(Ω, dν) :=
{
f : Ω → Rmeasurable
 ‖ f ‖LΦ(Ω, dν ) < ∞}
of measurable functions on Ω with finite Luxemburg norm is called the Orlicz space of Φ w.r.t. ν .
Remark 2.5 ([7, Remark 1]). The bound 1 in the definition of the Luxemburg norm can be replaced by
any a ∈ (0,∞). That is, all norms defined by
‖ f ‖LΦ(Ω, dν ),a := inf
{
γ ≥ 0
 ∫
Ω
Φ
(
| f |
γ
)
dν ≤ a
}
are equivalent. This can be seen by combining the inequalities ‖ . ‖LΦ(Ω, dν ),b ≤ ‖ . ‖LΦ(Ω, dν ),a and
a‖ . ‖LΦ(Ω, dν ),a ≤ b‖ . ‖LΦ(Ω, dν ),b for 0 < a < b.
The definition of Orlicz spaces does not immediately allow for the concept of quasi-Young’s functions
to be incorporated. However, the following results establish the desired connection.
Lemma 2.6. Let Φ be a Young’s function and Ω ⊂ Rn of finite measure and let t0 ≥ 0. Then Φ˜ defined
by Φ˜(t) := max{0,Φ(t) − Φ(t0)} is a Young’s function and L
Φ(Ω) = LΦ˜(Ω).
The proof of Lemma 2.6 is not complicated but rather technical and will be omitted for the sake of
brevity.
Corollary 2.7. Let Φ be a Young’s function, Φˇ a quasi-Young’s function induced by Φ, ν a measure and
Ω ⊂ Rn with ν(Ω) < ∞. Then, f ∈ LΦ(Ω, dν) if and only if∫
Ω
Φˇ
(
| f |
γ
)
dν ≤ 1
for some γ < ∞.
Proof. Let t0 ≥ 0 such that Φˇ(t) ≥ 0 for all t ≥ t0 and Φ˜ as in Lemma 2.6 for this t0. Let γ be such that∫
Ω
Φ˜
(
| f (x)|
γ
)
dν(x) ≤ 1.
Then
1 ≥
∫
Ω
Φ˜
(
| f (x)|
γ
)
dν(x) ≥
∫
Ω
Φˇ
(
| f (x)|
γ
)
dν(x) ,
which together with Lemma 2.6 shows one implication.
For the other implication, by Remark 2.5 it suffices to show that
∫
Ω
Φ˜ ( |f (x ) |/γ ) dν(x) < ∞ whenever∫
Ω
Φˇ ( |f (x ) |/γ ) dν(x) < ∞. However, this holds trivially, since Φˇ is bounded from below and Ω has finite
measure w.r.t. ν . 
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Lemma 2.6 and Corollary 2.7 state that the definitions of ‖ . ‖LΦ and L
Φ are essentially independent of
whether Φ is a Young’s function or just a quasi-Young’s function. To simplify notation, ‖ . ‖
LΦ˜
and LΦ˜
will therefore be used for quasi-Young’s functions Φ˜ as well. Note that for a quasi-Young’s function
Φ˜ induced by a Young’s function Φ, LΦ˜ = LΦ, while in general ‖ . ‖
LΦ˜
and ‖ . ‖LΦ are equivalent but
not equal. Moreover for complementary Young’s functions Φ and Ψ which are proper, locally inte-
grable and satisfy a certain growth condition, called the ∆2-property near infinity, it holds that (L
Φ)∗
is canonically isometrically isomorphic to (LΨ, ‖ . ‖LΨ ) (see, e.g. [12]).
Example 2.8 (L log L and Lexp). Let Φ(t) = t log t and Φ˜(t) = (t log(t))+. The space of measurable func-
tions f with
∫
Ω
Φ˜(| f |) dν < ∞ is called L log L(Ω, dν). By the above corollary, the space of measurable
functions д with
∫
Ω
Φ(|д |) dν < ∞ is equal to L logL(Ω, dν). The complementary Young’s function Ψ˜ of
Φ˜ is given by
Ψ˜(t) =
{
t , t ≤ 1
et−1, else.
As Φ satisfies the ∆2-property near infinity, the dual space of L log L(Ω, dν) is thus given by the space of
measurable functions h that satisfy
∫
Ω
Ψ˜(|h |) dν < ∞, which is called Lexp(Ω, dν).
The following results states that the marginals of a transport plan with density in LΦ also have density
in the respective LΦ space.
Lemma 2.9. Let νi be a measure on Ωi such that νi (Ωi ) < ∞, for i = 1, 2 and set ν := ν1 ⊗ ν2. Let
π ∈ M(Ω).
If dπdν ∈ L
Φ(Ω, dν) for a quasi-Young’s function Φ, then
d(Pi )#π
dνi
∈ LΦ(Ωi , dνi ) for i = 1, 2 withd(Pi )#π
dνi

LΦ(Ωi ,dνi )
≤ max (1,ν3−i (Ω3−i ))
 dπ
dν

LΦ(Ω,dν )
.
Proof. This proof follows the outline of the proof in [8, Lemma 2.11].
Let dπ
d(ν1⊗ν2)
(x1,x2) = f (x1,x2). Since for all ν2-measurable sets B ⊂ Ω2 it holds that∫
B
∫
Ω1
f (x1,x2) dν1 dν2 =
∫
Ω1⊗B
dπ =
∫
B
d(P2)#π
we see that
d(P2)#π
dν2
=
∫
Ω1
f (x1,x2) dν1.
Using the convexity of Φ, Jensen’s inequality, and Fubini’s theorem, one obtains∫
Ω2
∫
Ω1
Φ
(
f (x1,x2)
γ
)
dν1 dν2 ≥ ν1(Ω1)
∫
Ω2
Φ
(
1
ν1(Ω1)
∫
Ω1
f (x1,x2)
γ
dν1
)
dν2
≥
∫
Ω2
Φ
( ∫
Ω1
f (x1,x2)
γ max(1,ν1(Ω1))
dν1
)
dν2
=
∫
Ω2
Φ
(
1
γ max(1,ν1(Ω1))
·
d(P2)#π
dν2
)
dν2 ,
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where tΦ(s/t) ≥ Φ(s) for t ≤ 1 and tΦ(s/t) ≥ Φ(s/t) otherwise was used. Thus one obtains dπ
dν

LΦ(Ω,dν )
= inf
{
γ ≥ 0
 ∫
Ω1×Ω2
Φ
(
f (x1,x2)
γ
)
dν ≤ 1
}
≥ inf
{
γ ≥ 0
 ∫
Ω2
Φ
(
1
γ max (1,ν1(Ω1))
·
d(P2)#π
dν2
)
dν2 ≤ 1
}
=
 d(P2)#π
dν2

LΦ(Ω2,dν2)
max (1,ν1(Ω1))
.
The claim for (P1)#π follows similarly. 
Remark 2.10. The above result immediately yields that no optimal solution π¯ of problem (P) can exist
for any γ > 0, if µi 3 λi .
Next, a few facts are derived, which will be useful for the analysis of both the primal and dual regu-
larized optimal transport problems and Γ-convergence.
Lemma 2.11. Let Φ be a quasi-Young’s function and f such that ‖ f ‖LΦ(Ω, dν ) > 1. Then,
∫
Ω
Φ(| f |) dν ≥
‖ f ‖LΦ(Ω, dν ).
Proof. The proof follows the outline of the proof in [8, Lemma 2.10].
For any γ < ‖ f ‖LΦ , it holds that
∫
Ω
Φ ( |f |/γ ) dλ > 1. It follows from the convexity of Φ and Φ(0) ≤ 0
that
1
γ
∫
Ω
Φ(| f |) dλ ≥
∫
Ω
(
1
γ
Φ(| f |) +
(
1 −
1
γ
)
Φ(0)
)
dλ
≥
∫
Ω
Φ
(
| f |
γ
+
(
1 −
1
γ
)
0
)
dλ =
∫
Ω
Φ
(
| f |
γ
)
dλ > 1
Letting γ → ‖ f ‖LΦ , the claim follows. 
Conjugating scaled Young’s functions is covered in the next lemma.
Lemma 2.12. Let Φ and Ψ be a pair of complementary Young’s functions and γ , 0.
1. Then for Ψ˜(t) := γΨ(t/γ ) it holds that Ψ˜∗ = γΦ.
2. Let Φˇ be a quasi-Young’s function induced byΦ. Then for ˜ˇΦ∗(t) := γ Φˇ∗(t/γ ) it holds that (˜ˇΦ∗)∗ = γ Φˇ.
Proof. First note, that for a convex function f , the convex conjugate of f∞ is given by
(f∞)
∗(t) = sup
s ∈dom f
{〈s , t〉 − f (s)} ∀t ∈ dom(f∞)
∗
Then, the first statement holds by
Ψ˜
∗(s) = γ sup
t>0
{
s
t
γ
− Φ∗
(
t
γ
)}
= γΦ∗∗(s) = γΦ(s) ,
where Φ = Φ∗∗ by the Fenchel-Moreau theorem. The second statement is proven exactly like the first
one. 
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The following Lemma 2.13 gives some useful insights into the behaviour of the objective function of
problem (OT) under perturbation of π . Recall that for Young’s functions Φwe required limt→∞ Φ(t )/t =
∞.
Lemma 2.13. Let ν be a measure on Ω, (µk ) ⊂ P(Ω) and µ ∈ P(Ω) such that µk
∗
−⇀ µ and µk ≪ ν . Let
д := Φ∞ for some quasi-Young’s function Φ. Then the following statements hold.
1. Let µ 3 ν . Then
lim inf
k→∞
∫
Ω
д
(
dµk
dν
)
dν = ∞ .
2. Let µ ≪ ν . Then
lim inf
k→∞
∫
Ω
д
(
dµk
dν
)
dν ≥
∫
Ω
д
(
dµ
dν
)
dν .
Proof. Since д grows superlinearly at ∞, the recession function д∞(t) = limh→∞
д(s+ht )−д(s)
h (which
is independent of s) is infinite for all t . By [13, Theorem 5.19], it holds for every sequence µk which
weakly* converges to µ that
lim inf
k→∞
∫
Ω
д(
dµk
dν
) dν ≥
∫
Ω
д(
dµ
dν
) dν +
∫
Ω
д∞(
dµ
d |µs |
) d|µs | ,
where µs denotes the unique measure singular to ν in the Lebesgue decomposition µ = µs + µac (e.g.
[13, Theorem 1.115]) and µac denotes the corresponding measure with µac ≪ ν .
1. It suffices to show
dµ
d |µs |
(x) > 0 for every x ∈ spt|µs |. First note that since µ ∈ P(Ω), µs is non-
negative and hence |µs | = µs. Let now C be a bounded, convex closed set containing the origin
in its interior. Then by [13, Definition 1.156], for every x ∈ spt µs it holds that
dµ
dµs
(x) = lim
rց0
µ((x + rC) ∩ Ω)
µs((x + rC) ∩ Ω)
= lim
rց0
µac((x + rC) ∩ Ω) + µs ((x + rC) ∩ Ω)
µs((x + rC) ∩ Ω)
= lim
rց0
µac((x + rC) ∩ Ω)
µs((x + rC) ∩ Ω)
+ 1
≥ 1 ,
since µs((x + rC) ∩ Ω) > 0 for all r because of x ∈ spt µs. In fact,
lim
rց0
µac((x + rC) ∩ Ω) = 0
and
dµ
d |µs |
(x) = 1 for every x ∈ spt|µs |.
2. The second statement follows directly, since for µ ≪ ν it holds that µs = 0. 
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3 Existence of Solutions
In this section, we show strong duality for the regularized mass transport (P) using Fenchel duality in
the spaces P(Ω) and C(Ω). The result will then be used to study the question of existence of solutions
for both the primal and the dual problem.
Theorem 3.1 (Strong duality). Let Φ be a quasi-Young’s function. If (Φ∞)
∗ (−c/γ ) is integrable w.r.t. λ,
then the predual problem to (P) is
sup
αi ∈C(Ωi ),
i=1,2
∫
Ω1
α1 dµ1 +
∫
Ω2
α2 dµ2 − γ
∫
Ω
(Φ∞)
∗
(
α1 ⊕ α2 − c
γ
)
dλ (P*)
and strong duality holds. Furthermore, if the supremum is finite, (P) posseses a minimizer.
Proof. Since Slater’s condition is fulfilled with α1,α2 = 0, strong duality holds and (assuming a finite-
ness of the supremum) the primal problem (P) possesses a minimizer.
To derive the dual problem,we start from the primal problem,express the equality conditions
∫
Ω2
dπ
dλ
dλ2 =
dµ1
dλ1
and
∫
Ω2
dπ
dλ
dλ1 =
dµ2
dλ2
as suprema over continuous functions and get
inf
dπ
dλ ∈L
Φ(Ω,dλ),∫
Ω2
dπ
dλ
dλ2=
dµ1
dλ1
,∫
Ω1
dπ
dλ
dλ1=
dµ2
dλ2
∫
Ω
c dπdλ + γ Φ˜(
dπ
dλ ) dλ
= inf
dπ
dλ ∈L
Φ(Ω,dλ)
sup
αi ∈C(Ωi ),
i=1,2
∫
Ω
c dπdλ +γ Φ˜(
dπ
dλ ) dλ+
∫
Ω1
(
dµ1
dλ1
−
∫
Ω2
dπ
dλ dλ2
)
α1 dλ1+
∫
Ω2
(
dµ2
dλ2
−
∫
Ω1
dπ
dλ dλ1
)
α2 dλ2
= sup
αi ∈C(Ωi ),
i=1,2
inf
dπ
dλ
∈LΦ(Ω,dλ)
( ∫
Ω
(c − α1 ⊕ α2)
dπ
dλ + γ Φ˜(
dπ
dλ ) dλ
)
+
∫
Ω1
α1 dµ1 +
∫
Ω2
α2 dµ2
The integrand of the first integral in (P*) is normal, so that it can be conjugated pointwise [24, Theorem
2]. Carrying out the conjugation with the help of Lemma 2.12, one obtains the claim. 
Example 3.2. 1. Using Φ(t) = t log t and λi = Li , one obtaines the result for L log L as stated in [8,
Theorem 3.1]. In this case it holds that (Φ∞)
∗(r ) = exp(r ) = Φ∗(r ).
2. Using Φ(t) = 12t
2 and λi = Li , one obtains the result for L
2 as stated in [17]. In this case it holds
that (Φ∞)
∗(r ) = max(0, r )2.
One can show that in general (Φ∞)
∗(r ) = Φ∗(r ) for r ≥ infτ>0 ∂Φ(τ ) and equal to −Φ(0) otherwise.
Remark 3.3. Theorem 3.1 does not claim that the supremum is attained, i.e. that the predual problem
(P*) admits a solution. Moreover, the solutions of (P*) cannot be unique since one can add and subtract
constants to α1 and α2, respectively, without changing the functional value.
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3.1 Existence result for the primal problem
The duality result can now be used to address the question of existence of a solution to (P).
Theorem 3.4 (Existence of solutions of (P)). If (Φ∞)
∗ (−c/γ ) is integrable w.r.t. λ and
dµi
dλi
∈ LΦ(Ωi , dλi ), i = 1, 2 ⇒
d(µ1⊗µ2)
dλ ∈ L
Φ(Ω, dλ) (3.1)
we have that problem (P) admits a minimizer π¯ if and only if
dµi
dλi
∈ LΦ(Ωi , dλi ) for i = 1, 2. In this case,
π¯ ∈ LΦ(Ω, dλ) and the minimizer is unique, if Φ is strictly convex.
Proof. The proof given in [8, Theorem 3.3] forΦ(t) = t log t holds for arbitraryΦ and arbitrary product
measures λ = λ1 ⊗ λ2, since it only relies on Lemma 2.9 and condition (3.1). 
Example 3.5. Since
d(µ1⊗µ2)
dλ
=
dµ1
dλ1
⊗
dµ2
dλ2
, condition (3.1) is satisfied e.g. when Φ satisfies either Φ(xy) ≤
CΦ(x)Φ(y) for someC > 0 orΦ(xy) ≤ C1xΦ(y)+C2Φ(x)y for someC1,C2 ≥ 0. ForΦ(t) = t
p/p,p > 1, both
conditions hold trivially. For Φ(t) = t log t the second condition holds, since log(xy) = log(x) + log(y).
3.2 Existence result for the predual problem with Lp(Ω, dλ) regularization
The question of existence of solutions to the predual problem (P*) proves to be difficult for general
Young’s functions. There are results that show existence for the predual problem in the entropic
case [8] and in the quadratic case [17] (both considering the penalty w.r.t. the Lebesgue measure),
but their proofs are quite different in nature. In the case where λ = µ1 ⊗ µ2 (i.e. the product of the
marginals) and Φ(t) = t log(t), one can show dual existence in a different way, see [14] for a proof
based on the convergence of the Sinkhorn method and [26] for a sketch of a proof that uses regularity
of the cost function. Our methods do not allow to show existence of solutions for the dual problem
in the general case considered up to now. Hence, we consider a special case in the following: We spe-
cialize to the case of Lp (Ω, dλ) regularization for a measure λ = λ1 ⊗ λ2 with µi ≪ λi , i = 1, 2. That
is, we use the Young’s functions Φ(t) = tp/p for p > 1, and thus, Φ∗(t) = tq/q, with 1/p + 1/q = 1, and
the predual is actually also the dual. Moreover, (Φ∞)
∗(s) = 1q (s+)
q . To keep notation clean, (t+)
p will
abbreviated as t
p
+
with slight abuse of notation and similarly for (t−)
p .
Assumption 3.6. Again assume for the domains Ω1 and Ω2 to be compact. Moreover, let the cost function
c be continuous and fulfill c ≥ c† > −∞ and (−c/γ )
+
∈ Lq(Ω, dλ). Furthermore, let the marginals µi with
dµi
dλi
∈ Lp(Ωi , dλi ) satisfy
dµi
dλi
≥ δ > 0 λi -a.e. for i = 1, 2.
Note that the latter condition, i.e that the densities should be bounded away from zero, can be guar-
anteed by proper choice of λi , e.g. λi = µi gives
dµi
dλi
= 1.
It can not be expected for problem (P*) to have continuous optimizers α1, α2. However, observe that
the objective function of problem (P*) is also well defined for functions αi ∈ L
1(Ωi , dλi ), i = 1, 2, with
(α1 ⊕ α2 − c)+/γ ∈ L
q(Ω, dλ). This gives rise to the following variant of the predual problem, forwhich
existence of minimizers can be shown:
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min
{
Λ(α1,α2) :=
1
q
‖(α1 ⊕ α2 − c)+‖
q
Lq (Ω, dλ)
− γ q−1
∫
Ω1
α1 dµ1 − γ
q−1
∫
Ω2
α2 dµ2αi ∈ L1(Ωi , dλi ), i = 1, 2, 1γ (α1 ⊕ α2 − c)+ ∈ Lq(Ω, dλ)} . (P
†)
The strategy in this section is as follows.
1. First, show that problem (P†) admits a solution (α¯1, α¯2) ∈ L
1(Ω1, dλ1) × L
1(Ω2, dλ2).
2. Then,prove that α¯1 and α¯2 possess higher regularity,namely that they are functions inL
q(Ωi , dλi ).
The objective function needs to be extended to allow dealing with weak-∗ converging sequences. To
that end, define
G : Lq(Ω, dλ) ∋ w 7→
∫
Ω
(
1
q
w
q
+
−wµ
)
dλ ∈ R ,
where µ := γ q−1
d(µ1⊗µ2)
dλ
. Note that in the case λi = µi , the variable µ is given by 1 · γ
q−1. Then, thanks
to the normalization of µ1 and µ2,
Λ(α1,α2) = G(α1 ⊕ α2 − c) −
∫
Ω
cµ dλ ∀α1,α2 ∈ L
q
.
Of course,G is also well defined as a functional on the feasible set of problem (P†) and this functional
will be denoted by the same symbol to ease notation. In order to extend G to the space of Radon
measures, consider for a given measurew ∈ M(Ω) the Hahn-Jordan decompositionw = w+ +w− and
assume w+ ∈ L
q(Ω, dλ). Then,
∫
Ω
w+µ dλ is finite for µ ∈ L
p(Ω, dλ) as in Assumption 3.6. Regarding
the negative part, we define
∫
Ω
µ dw− := ∞, whenever this expression is not properly defined, as w−
and µ are both positive. Combining this, we always have −
∫
Ω
µ dw ∈ R ∪ {∞} and define
G(w) :=
∫
Ω
1
q
w
q
+
dλ −
∫
Ω
µ dw .
Remark 3.7. If w ≪ λ, then w+ ∈ L
1(Ω, dλ) and w+(x) = max{0,w(x)} λ-a.e. in Ω. Hence, both
functionals denoted by G conincide on Lq(Ω, dλ), which justifies this notation.
The following auxiliary results are generalizations of the corresponding results in [17]. The first lemma
covers the coercivity of G in L1(Ω, dλ). To keep notation simple, from now on we will abbreviate
‖ . ‖Lp (Ω,dλ) by ‖ . ‖p and similarly for ‖ . ‖Lp (Ωi,dλi ), i = 1, 2, where the underlying space will be clear
from the context.
Lemma 3.8. Let Assumption 3.6 hold and suppose that a sequence (wn) ⊂ L
q(Ω, dλ) fulfills
G(wn) ≤ C < ∞ ∀n ∈ N
for someC > 0. Then, the sequences (wn)+ and (wn)− are bounded in L
q(Ω, dλ) andL1(Ω, dλ), respectively.
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Proof. This proof follows the outline of the proof in [8, Lemma 2.5].
We rewriteG asG(w) =
∫
Ω
1
2
w
q
+
−w+µ dλ +
∫
Ω
w−µ dλ. The positivity of µ implies
‖(wn)+‖
p
p = G(wn) +
∫
Ω
(wn)+µ dλ −
∫
Ω
(wn)−µ dλ ≤ C + ‖µ ‖p ‖(wn)+‖q ,
which gives the first assertion. The second one can be seen by making use of µ ≥ γ q−1δ 2 with δ from
Assumption 3.6, which yields the estimate
C ≥ G(wn) =
1
q
∫
Ω
(wn)
q
+
dλ −
∫
Ω
(wn)+µ dλ +
∫
Ω
(wn)−µ dλ
≥
1
q
‖(wn)+‖
q
q − ‖µ ‖p ‖(wn)+‖q + γ
q−1δ 2‖(wn)−‖1
≥ −‖µ ‖p ‖(wn)+‖q + γ
q−1δ 2‖(wn)−‖1 .
Since ‖(wn)+‖q is already known to be bounded, the second assertion holds. 
The next lemma provides a lower semi-continuity result for G w.r.t. weak-∗ convergence in M(Ω).
Note that the extension ofG as introduced above is needed, here.
Lemma 3.9. Let Assumption 3.6 hold and a sequence (wn) ⊂ L
q(Ω, dλ) be given such that wn
∗
−⇀ w¯ in
M(Ω) andG(wn) ≤ C < ∞ for all n ∈ N. Then it holds that w¯+ ∈ L
q(Ω, dλ) and
G(w¯) ≤ lim inf
n→∞
G(wn).
Proof. The proof given in [17,Lemma 2.6] only uses Lemma 3.8 and fundamental properties ofL2(Ω, dL),
which also hold for Lq(Ω, dλ), q > 1, and can thus be readily extended. 
Now all prerequisites for proving the existence result for problem (P†) are gathered.
Proposition 3.10. Let Assumption 3.6 hold. Then, problem (P†) admits a solution (α¯1, α¯2) ∈ L
1(Ω1, dλ1)×
L1(Ω2, dλ2).
Proof. In [17, Proposition 2.9] the statement is proven for p = 2 via the classical direct method of the
calculus of variations using only [17, Lemmas 2.7 & 2.8] and Lemmas 3.8 and 3.9, where [17, Lemmas
2.7 & 2.8] are rather technical results holding independently of the choice of Φ and λ1, λ2. Hence, the
proof also holds for p > 1. 
Next, it is shown that αi , i = 1, 2 are indeed functions in L
q(Ωi , dλi ).
Theorem 3.11. Let Assumption 3.6 hold and let p ≥ 2. Then every optimal solution (α¯1, α¯2) from
Proposition 3.10 satisfies α¯i ∈ L
q(Ωi , dλi ), i = 1, 2. Moreover, the negative parts of α¯i are bounded and
the function 1γ (α¯1 ⊕ α¯2 − c)+ has the marginals
dµ1
dλ1
and
dµ2
dλ2
.
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Proof. Consider the positive and the negative parts separately.
Let φ ∈ C∞c (Ω1) and fix some 0 < t ≤ 1. Then, thanks to
0 ≤ ((α¯1 + tφ) ⊕ α¯2 − c)+ ≤ (α¯1 ⊕ α¯2 − c)+ + tφ+ , (3.2)
Proposition 3.10 implies that ((α¯1 + tφ) ⊕ α¯2 − c)+ ∈ L
q(Ω, dλ), so that (α¯1+ tφ, α¯2) is feasible for prob-
lem (P†). Therefore, the optimality of (α¯1, α¯2) for problem (P
†) yields
1
q
∫
Ω
1
t
(
((α¯1 + tφ) ⊕ α¯2 − c)
q
+
− (α¯1 ⊕ α¯2 − c)
q
+
)
dλ − γ q−1
∫
Ω1
dµ1
dλ1
φ dλ1 ≥ 0
for all 0 < t ≤ 1. Owing to the continuous differentiability of R ∋ r 7→ r
q
+
∈ R, the first integrand
converges to q(α¯1 ⊕ α¯2 − c)
q−1
+
φ λ-a.e. in Ω.
Moreover, for x ≥ 0, the mapping [0, 1] ∋ t 7→ (x + tφ+)
q ∈ R is Lipschitz continuous with Lipschitz
constant qφ+ (x + φ+)
q−1. Together with (3.2), this gives
1
t
(
((α¯1 + tφ) ⊕ α¯2 − c)
q
+
− (α¯1 ⊕ α¯2 − c)
q
+
)
≤
1
t
(
((α¯1 ⊕ α¯2 − c)+ + tφ+)
q − (α¯1 ⊕ α¯2 − c)
q
+
)
≤ qφ+ ((α¯1 ⊕ α¯2 − c)+ + φ+)
q−1
≤ qφ+ (2max {(α¯1 ⊕ α¯2 − c)+ , φ+})
q−1
≤ qφ+2
q−1
(
(α¯1 ⊕ α¯2 − c)
q−1
+
+ φ
q−1
+
)
,
(3.3)
since (x + y)r ≤ (2max{x , y})r for all r > 0. As Lq−1(Ω, dλ) →֒ Lq(Ω, dλ) for compact Ω, the right
hand side is integrable.
Hence, due to Lebesgue’s dominated convergence theorem, passing to the limit t ց 0 is allowed and
yields ∫
Ω1
(∫
Ω2
(α¯1 ⊕ α¯2 − c)
q−1
+
dλ2 − qγ
q−1 dµ1
dλ1
)
φ dλ1 ≥ 0 .
Since φ ∈ C∞c (Ω1) was arbitrary, the fundamental lemma of the calculus of variations gives∫
Ω2
(α¯1 ⊕ α¯2 − c)
q−1
+
dλ2 = qγ
q−1 dµ1
dλ1
(3.4)
λ1-a.e. in Ω1. Next, define a sequence of functions (fn) by
fn(x2) := (−n + α¯2(x2) − c
†)
+
∀n ∈ N ,
where c† is the lower bound for c from Assumption 3.6. It holds that fn ∈ L
q−1(Ω2, dλ2), which can be
seen as follows:
Since α¯2 ∈ L
1(Ω2, dλ2) and Ω2 is compact, |αn |
q−1 is also integrable. Consequently, f
q−1
n is also inte-
grable for every n. The functios fn satisfy fn ≥ 0 and fn ց 0 λ2-a.e. in Ω2 for n → ∞, so that the
monotone convergence theorem gives ∫
Ω2
f
q−1
n dλ2 −−−−→
n→∞
0 .
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Thus, there exists N ∈ N such that∫
Ω2
(−N + α¯2 − c
†)
q−1
+
dλ2 < qγ
q−1δ ,
with the threshold δ > 0 from Assumption 3.6. Now assume that α¯1 ≤ −N λ1-a.e. on a set E ⊂ Ω1
with λ1(E) > 0. Then∫
Ω2
(α¯1 ⊕ α¯2 − c
†)
q−1
+
dλ2 ≤
∫
Ω2
(−N + α¯2 − c
†)
q−1
+
dλ2 < qγ
q−1δ < qγ q−1
dµ1
dλ1
λ1-a.e. in E, which is a contradiction to (3.4). Therefore α¯1 > −N λ1-a.e. in Ω1, which even implies
that (α¯1)− ∈ L
∞(Ω1, dλ1). Concerning (α¯2)−, one may argue exactly the same way to conclude that
(α¯2)− ∈ L
∞(Ω1, dλ1), too.
For the positive parts, first note that
(α¯1 ⊕ α¯2 − c + c)
q
+
≤ ((α¯1 ⊕ α¯2 − c)+ + c+)
q
= 2q
(
(α¯1 ⊕ α¯2 − c)+
2
+
c+
2
)q
≤ 2q−1
(
(α¯1 ⊕ α¯2 − c)
q
+
+ c
q
+
)
,
because of the convexity of t 7→ tq/q. Using the result for the negative parts, this yields∫
Ω
|α¯1 ⊕ α¯2 |
q dλ =
∫
Ω
(
(α¯1 ⊕ α¯2)
q
+
+ (α¯1 ⊕ α¯2)
q
−
)
dλ
≤ 2q−1
∫
Ω
(α¯1 ⊕ α¯2 − c)
q
+
+ c
q
+
+ (α¯1)
q
− + (α¯2)
q
− dλ
< ∞ .
Finally,
∞ > ‖α¯1 ⊕ α¯2‖q = sup
{∫
Ω
(α¯1 ⊕ α¯2)f dλ
 f ∈ Lp (Ω, dλ), ‖ f ‖p = 1}
≥ sup
{∫
Ω
(α¯1 ⊕ α¯2)f dλ
 f = д1 ⊗ д2, дi ∈ Lp (Ωi , dλi ), ‖дi ‖p = 1}
= sup
{∫
Ω1
α¯1д1 dλ1 +
∫
Ω2
α¯2д2 dλ2
дi ∈ Lp (Ωi , dλi ), ‖дi ‖p = 1}
= sup
{∫
Ω1
α¯1д1 dλ1
д1 ∈ Lp (Ω1, dλ1), ‖д1‖p = 1}
+ sup
{∫
Ω2
α¯2д2 dλ2
д2 ∈ Lp (Ω2, dλ2), ‖д2‖p = 1}
= ‖α¯1‖q + ‖α¯2‖q ,
which concludes the proof. 
Remark 3.12. While it seems clear that proving a generalization of Theorem 3.11 to general Young’s
functions or even quasi-Young’s functions Φ is likely to be complicated or even impossible without making
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strict assumptions on Φ, not even the existence result for optimizers in L1 can be generalized directly. The
problem occurs in Lemma 3.8, which could not be extended to the case of Young’s functions or quasi-
Young’s functions Φ in this work. That additional assumptions on Φmight be necessary for Lemma 3.8 to
hold can be seen as follows.
In the general case, the functionG would be defined as
G : Lq(Ω, dλ) ∋ w 7→ γ
∫
Ω
(
Φ˜
∗
(
w
γ
)
−wµ
)
dλ ∈ R ,
where µ := (µ1 ⊗ µ2) and in the proof of Lemma 3.8, an inequality of the form
C ‖wn‖LΦ˜∗ ≤ γ
∫
Ω
Φ˜
∗
(
wn
γ
)
dλ ∀n ∈ N
would be necessary. For this to hold, it would suffice to know
Φ
(
‖ f ‖LΦ(Ω,dλ)
)
≤ C
∫
Ω
Φ(| f |) dλ
for (quasi-)Young’s functions Φ, but this is not true in general as the Young’s function Φ(t) = max(t2, t3)
andΩ = (0, 1) shows. Indeed for f = a1(0,b) for somea,b ∈ (0, 1) one readily computes that ‖ f ‖LΦ(Ω, dL) =
ab1/3 and the above mentioned inequality would be
a2b2/3 ≤ Ca2b ,
which is not possible for any constant C independent of b.1 This counterexample indicates that both the
growth of Φ at infinity and at zero are important properties for this problem.
4 Γ-Convergence
Recall from, e.g., [5], that a sequence (Fn) of functionals Fn : X → R ∪ {∞} on a metric space X is
said to Γ-converge to a functional F : X → R ∪ {∞}, written F = Γ-limn→∞ Fn , if
(i) for every sequence {xn} ⊂ X with xn → x ,
F (x) ≤ lim inf
n→∞
Fn(xn),
(ii) for every x ∈ X , there is a sequence {xn} ⊂ X with xn → x and
F (x) ≥ lim sup
n→∞
Fn(xn).
It is a straightforward consequence of this definition that if Fn Γ-converges to F and xn is a minimizer
of Fn for every n ∈ N, then every cluster point of the sequence (xn) is a minimizer to F . Furthermore,
Γ-convergence is stable under perturbations by continuous functionals.
1We thank the user harfe from mathoverflow who provided this counterexample to our question
https://mathoverflow.net/q/333925 .
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4.1 Continuous case
When considering arbitrary measures as marginals, their densities w.r.t. λi may not be in L
Φ(Ω, dλi )
and by Theorem 3.4, problem (P) will not admit a solution in that case. One may therefore consider
smoothed marginals µδi with
dµδi /dλi ∈ L
Φ(Ωi , dλi ), i = 1, 2, converging to µ1 and µ2, respectively and
show that the regularized problem with these marginals Γ-converges to the unregularized problem
with the original marginals. Even in the case where
dµi
dλi
∈ LΦ(Ωi , dλi ), smoothing of the marginals
allows for a fairly short proof of Γ-convergence.
Let φ be a smooth, compactly supported, non-negative kernel on Rn with unit integral (w.r.t. the
Lebesgue measure) and set
φr (x) =
1
rnφ(
x
r ) , Gr := φr ⊗ φr .
Since the marginals and transport plans will be smoothed by convolutions, the domains Ω1 and Ω2
will be extended slightly to take care of boundary effects. Hence, let Ω˜1, Ω˜2 be compact supersets of
Ω1, Ω2, respectively, such that
Ωi + sptφ ⊆ Ω˜i , i = 1, 2 ,
which is large enough to contain the supports of the smoothedmarginals µri , i = 1, 2 for r ≤ 1 (and the
width of the convolution kernels will be assumed to be small enough for this in the following). For a
function (or measure) f on Ω1 denote by f˜ the extension of f onto Ω˜1 by zero (and analogously for
functions and measures on Ω2 and Ω1 × Ω2). Let λˆi be the extension of λi onto Ω˜i by the Lebesgue
measure and λˆ = λˆ1 ⊗ λˆ2. Let cˆ be a continuous extension of c onto Ω˜1 × Ω˜2 and let
Fγ [π ] =
∫
Ω˜1×Ω˜2
cˆ dπ + γ
∫
Ω˜1×Ω˜2
Φ∞(
dπ
dλˆ
) dλˆ ,
where we set the second integral to +∞, if π 3 λˆ, and
E
µ1,µ2
γ [π ] =
{
Fγ [π ] if 0 ≤ π ∈ P(Ω˜1 × Ω˜2), (Pi )#π = µi , i = 1, 2 ,
∞ else.
First, we state an auxiliary result ensuring that the marginal constraints are preserved by convolution.
For simplicity,we state it for measures onRn (but we could restrict everything the respective domains
Ωi , Ω˜i ).
Lemma 4.1. Let ν1,ν2 be measures on R
n , let µ1, µ2 ∈ P(R
n ), with µi ≪ νi and let ν := ν1 ⊗ ν2. Let
π ∈ P(Rn ×Rn) with (Pi )#π = µi , i = 1, 2 such that π ≪ ν . Let
µδi := φδ ∗ µi , i = 1, 2 and πδ := Gδ ∗ π .
Then (Pi )#πδ = µ
δ
i for i = 1, 2.
Proof. We only treat the case i = 1 (the case i = 2 being analogous). First note that
d(P1)#π
dν1
(x1) =
∫
Rn
dπ
dν
(x1,x2) dν2(x2) =
∫
Rn
dπ
dν
(x1,x2) dν2(x2)
∫
Rn
φδ (y2) dy2
=
∫
Rn
∫
Rn
φδ (y2 − x2)
dπ
dν (x1,x2) dy2 dν2(x2) ,
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where we used Fubini’s theorem. Using this (rememberingGδ = φδ ⊗ φδ ) and Fubini again we get
(φδ ∗ (P1)#π ) (y1) =
∫
Rn
φδ (y1 − x1) d ((P1)#π ) (x1) =
∫
Rn
φδ (y1 − x1)
d(P1)#π
dν1
(x1) dν1(x1)
=
∫
Rn
∫
Rn×Rn
Gδ (y1 − x1,y2 − x2)
dπ
dν
(x1,x2) dν(x1,x2) dy2
=
∫
Rn
∫
Rn×Rn
Gδ (y1 − x1,y2 − x2) dπ (x1,x2) dy2
=
∫
Rn
(Gδ ∗ π ) (y1,y2) dy2 = (P1)#πδ (y1) .
Then, for every measurable set A ⊂ Rn ,
µδ1 (A) =
∫
A
(φδ ∗ µ1) (x) dx =
∫
A
(φδ ∗ (P1)#π ) (x) dx
=
∫
A
((P1)#πδ ) (x) dx = ((P1)#πδ ) (A) ,
which concludes the proof. 
Theorem 4.2 (Γ-convergence for smoothed marginals). Let µi ∈ P(Ωi ) for i = 1, 2 and let (γ , δ )
Φ
−→ 0
denote
γ → 0, δ → 0, γΦ+
(
1
δ 2n
)
→ 0 .
Define the smoothed marginals as µδi = φδ ∗ µ˜i for i = 1, 2. Then it holds that
Γ-lim
(γ ,δ )
Φ
−→0
E
µδ1 ,µ
δ
2
γ = E
µ1,µ2
0
with respect to weak-∗ convergence inM(Ω1 × Ω2). Moreover, if γ , δ → 0 are chosen such that
γ
dµδ1
dλˆ1

LΦ(Ω1,dλˆ1)
→∞ or γ
 dµδ2
dλˆ2

LΦ(Ω2,dλˆ2)
→ ∞ ,
then E
µδ1 ,µ
δ
2
γ does not have a finite Γ-limit. More precisely, even for feasible πδ (i.e. with marginals µ
δ
i ) it
holds that
lim
(γ ,δ )
Φ
−→0
E
µδ1 ,µ
δ
2
γ [πδ ] = ∞ .
Proof. This proof follows the outline of the proof in [8, Theorem 5.1].
i) lim inf-condition: Letπδ
∗
−⇀ π , then limδ→0 F0[πδ ] = F0[π˜ ] due to cˆ being continuous and bounded.
Furthermore, ∫
Ω˜1×Ω˜2
Φ∞(
dπˇ
dλˆ
) dλˆ ≥ −C · λˆ(Ω˜1 × Ω˜2)
for some C > 0 only dependent on Φ for any πˇ ≥ 0. Thus,
F0[π˜ ] = lim
(γ ,δ )
Φ
−→0
F0[πδ ] − γC · λˆ
(
Ω˜1 × Ω˜2
)
≤ lim inf
(γ ,δ )
Φ
−→0
Fγ [πδ ] .
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Finally, the condition on the marginals is continuous w.r.t. weak-∗ convergence of πδ , µ
δ
1 , and µ
δ
2
(note that µδi
∗
−⇀ µi ).
ii) lim sup-condition: It suffices to consider a recovery sequence for π ∈ P(Ω1 × Ω2), because for
π ∈ P(Ω˜1 × Ω˜2) \ P(Ω1 × Ω2) the marginal conditions for µ1 and µ2 can never be satisfied.
If E
µ1,µ2
0 [π˜ ] = ∞, then E
µδ1 ,µ
δ
2
γ [π˜ ] = ∞ for every γ and the lim sup condition holds trivially. Let
therefore E
µ1,µ2
0 [π˜ ] be finite. Set πδ = Gδ ∗ π˜ . Then 0 ≤ πδ and πδ
∗
−⇀ π˜ as well as (Pi )#πδ = µ
δ
i
for i = 1, 2, by Lemma 4.1. Finally, by Young’s convolution inequality,
πδ
dλˆ
≤ ‖Gδ ‖L∞(Ω,dλˆ)
dπ˜
dλˆ

L1(Ω,dλˆ)
≤
C
δ 2n
for some constant C > 0. Thus,∫
Ω˜1×Ω˜2
Φ∞(
dπδ
dλˆ
) dλˆ =
∫
Ω˜1×Ω˜2
Φ(
dπδ
dλˆ
) dλˆ
≤
∫
Ω˜1×Ω˜2
Φ+(
dπδ
dλˆ
) dλˆ
≤ λˆ
(
Ω˜1 × Ω˜2
)
γΦ+
(
C
δ 2n
)
,
(4.1)
where the upper estimate vanishes for (γ , δ )
Φ
−→ 0 by the assumption on the (coupled) conver-
gences of γ and δ . Therefore,
E
µ1,µ2
0 [π˜ ] = lim
(γ ,δ )
Φ
−→0
(
F0[πδ ] − λˆ
(
Ω˜1 × Ω˜2
)
γΦ+
(
C
δ 2n
))
≥ lim
(γ ,δ )
Φ
−→0
Fγ [πδ ] .
iii) For the second statement, recall from Lemma 2.9 that
γ
 dµδ1
dλˆ1

LΦ(Ω1,dλˆ1)
≤ γ max
(
1, λˆ1 (Ω1)
)  dπδ
dλˆ

L1(Ω,dλˆ)
,
γ
 dµδ2
dλˆ2

LΦ(Ω2,dλˆ2)
≤ γ max
(
1, λˆ2 (Ω2)
) dπδ
dλˆ

LΦ(Ω,dλˆ)
.
By Lemma 2.11, this immediately yields Fγ [πδ ] → ∞, and the assertion follows. 
The assumption γΦ+
(
1
δ 2n
)
→ 0 is much stronger than necessary for some Young’s functions. For
example consider Φ(t) = tp/p with p > 1 or Φ(t) = t log t . In those cases the condition
γδ 2nΦ+
(
1
δ 2n
)
→ 0
suffices, as the following result states. For Φ(t) = t log t this gives exactly the result in [8, Theorem
5.1].
Corollary 4.3. Let Φ be a quasi-Young’s function such that t−1Φ(t) is monotone. Then it suffices to
assume
γδ 2nΦ+
(
1
δ 2n
)
→ 0
in Theorem 4.2.
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Proof. An alternate estimate to (4.1) can be given. Using the monotonicity of t−1Φ(t) we obtain∫
Ω˜1×Ω˜2
Φ(
dπδ
dλˆ
) dλˆ ≤
∫
Ω˜1×Ω˜2
Φ+(
dπδ
dλˆ
) dλˆ
=
∫
Ω˜1×Ω˜2
dπδ
dλˆ
(
dπδ
dλˆ
)−1
Φ+(
dπδ
dλˆ
) dλˆ
≤
δ 2n
C
Φ+
(
C
δ 2n
) ∫
Ω˜1×Ω˜2
dπδ
dλˆ
dλˆ
=
δ 2n
C
Φ+
(
C
δ 2n
)
where again the upper estimate vanishes for (γ , δ )
Φ
−→ 0. The assertion follows as in Theorem 4.2. 
4.2 Discretized problems
Here we describe a discretization of problem (P) and show two approximation results:
i) Γ-convergence of the discretized and regularized problem towards the continuous, regularized
problem (P)
ii) Γ-convergence of the discretized and regularized problem towards the continuous, unregularized
problem (OT)
We recall the problem data: Marginals µi ∈ P(Ωi ) and measures λi ∈ P(Ωi ) with µi ≪ λi for i = 1, 2
and a continuous and positive cost function c on Ω. We have λ = λ1 ⊗ λ2 and aim to discretize the
problem
min
π ∈P(Ω)
∫
Ω
c dπ
dλ
+ γΦ∞(
dπ
dλ
) dλ, s.t.
∫
Ω2
dπ
dλ
dλ2 =
dµ1
dλ1
λ1-a.e∫
Ω1
dπ
dλ dλ1 =
dµ2
dλ2
λ2-a.e.
(4.2)
Now we want to do a piecewise constant discretization of the involved densities. We do a Galerkin
discretization with piecewise constant functions. For k ∈ N let (Q i,kj ) be a sequence of finite partitions
of Ωi such that for every j there is an l with Q
i,k+1
j ⊂ Q
i,k
l
and such that (Q 1,ki ), (Q
2,k
j ), and I
k
i j :=
Q 1,ki ×Q
2,k
j satisfy the following assumption:
Assumption 4.4. Let A ⊂ Ω be a Borel set and ε > 0. Then there exists some K ∈ N such that for all
K ≤ k ∈ N the sets Ak
+
, Ak− defined by
Ak− :=
⋃
{
(i, j)
 Iki, j ⊆A}
Iki, j , A
k
+
:=
⋃
{
(i, j)
 Iki, j∩A,∅}
Iki, j
satisfy
ν(Ak
+
) − ν(Ak−) < ε , (4.3)
for all ν ∈ M(Ω).
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Remark 4.5. If Assumption 4.4 is fulfilled for λ = λ1 ⊗ λ2, condition (4.3) holds analogously for λ1 and
λ2, which can be seen as follows: For A
i ⊂ Ωi , i = 1, 2 let A
i,k
+
and Ai,k− be defined analogously based on
Q i,kj . It holds
A1,k− × Ω2 = (A
1 × Ω2)
k
− ⊂ Ω
A1,k
+
× Ω2 = (A
1 × Ω2)
k
+
⊂ Ω .
Thus,
λ1(A
1,k
+
) − λ1(A
1,k
− ) = (P1)#λ(A
1,k
+
) − (P1)#λ(A
1,k
− ) = λ(A
1,k
+
× Ω2) − λ(A
1,k
− × Ω2)
= λ((A1 × Ω2)
k
+
) − λ((A1 × Ω2)
k
−) < ε
by (4.3) and the argument holds analogously four λ2.
Assumption 4.4 yields the following auxiliary result about piecewise constant approximation of mea-
sures.
Lemma 4.6. Let Assumption 4.4 hold. Let ν ∈ M(Ω) and
νk :=
∑
i, j
ν(Iki, j )
λ(Iki, j )
1Iki, j
.
Then νkλ
∗
−⇀ ν . Analogously for ν i ∈ M(Ωi ), i = 1, 2 and
ν ik :=
∑
j
ν i (Q i,kj )
λi (Q
i,k
j )
1
Q i,kj
it holds ν i
k
λi
∗
−⇀ ν i .
Proof. Let A ⊂ Ω be a Borel set, ε > 0 and Ak−, A
k
+
as in Assumption 4.4. Then for all i, j it holds
λ(Iki, j ∩A
k
+
) =
{
λ(Iki j ), I
k
i j ∩A , ∅,
0, else
and similarly for λ(Iki, j ∩A
k
−). In combination with (4.3) this yields∫
A
νk dλ − ν(A) ≤
∫
Ak
+
νk dλ − ν(A
k
−) =
∑
i, j
ν(Iki j )
λ(Iki j )
λ(Iki, j ∩A
k
+
) − ν(Ak−)
=
∑
{
(i, j)
 Iki, j∩A,∅}
ν(Iki, j ) − ν(A
k
−) = ν(A
k
+
) − ν(Ak−) < ε ,
for k large enough. Using an analogous argument for a lower bound, we get∫
A
νk dλ − ν(A)
 < ε ,
which yields the first assertion. Analogous argumentation proves the result for ν i ∈ M(Ωi ). 
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We set
µk1,i := µ1(Q
1,k
i ), µ
k
2, j := µ2(Q
2,k
j )
λk1,i := λ1(Q
1,k
i ), λ
k
2, j := λ2(Q
2,k
j ) .
Then by Lemma 4.6∑
i
µk1,i
λk1,i
1
Q 1,ki
λ1
∗
−⇀ µ1
∑
j
µk2, j
λk2, j
1
Q 2,kj
λ2
∗
−⇀ µ2.
Note that division by zero is not a problem here, since λ1 and λ2 were assumed to have full support
and hence λk1,i , λ
k
2, j , 0 for all i, j,k . We define the finite dimensional spaces
V1,k := 〈{1
Q 1,ki
| i}〉, V2,k := 〈{1
Q 2,kj
| j}〉, Vk = V1,k ⊗ V2,k = 〈{1Ikij
| i, j}〉
The discrete problem is then one inVk , namely
inf
π ∈Vk
∫
Ω
cπ dλ + γ
∫
Ω
Φ∞(π ) dλ, s.t.
∫
Ω2
π dλ2 =
∑
i
µk1,i
λk1.i
1
Q 1,ki
,∫
Ω1
π dλ1 =
∑
j
µk2, j
λk2. j
1
Q 2,kj
(PD)
If we discretize the sought-after density dπdλ by
dπ
dλ =
∑
i j
pi j1Ikij
∈ Vk ,
we can derive the optimzation problem for the unknown coefficients pi j as follows: The objective
function is ∫
Ω
c dπ
dλ
+ γΦ∞(
dπ
dλ
) dλ =
∑
i j
∫
Ikij
c dλ pi j + γΦ∞(pi j )λ
k
1,iλ
k
2, j .
The first marginal constraint is∫
Ω2
∑
i j
pi j1Q 1,ki
(x1)1Q 2,kj
(x2) dλ2(x2) =
∑
i
µk1,i
λk1,i
1
Q 1,ki
(x1)
and this leads to the equation ∑
j
pi jλ
k
2, j =
µk1,i
λk1,i
Similarly we get the other marginal constraint∑
i
pi jλ
k
1,i =
µk2, j
λk2, j
If we define
cki j :=
1
λk1,iλ
k
2, j
∫
Ii j
c dλ ,
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we get the full discretized problem
min
p
∑
i j
(
cki jpi j + γΦ∞(pi j )
)
λk1,iλ
k
2, j ,
∑
j
pi jλ
k
2, j =
µk1,i
λk1,i∑
i
pi jλ
k
1,i =
µk2, j
λk2, j
.
This is finite dimensional convex minimization problemwith linear constraints. Several general meth-
ods could be used to solve this problem numerically, see, e.g. [4, 21, 17, 18].
The following theorem now guarantees that the discretized and regularized problem converges to the
continuous regularized problem (P).
Theorem 4.7. Let Assumption 4.4 hold. Let c ∈ C(Ω, [0,∞)), Φ be a quasi-Young’s function, and let
γ > 0. Then the minimization problem (PD) Γ-converges to problem (4.2) as k → ∞ w.r.t. weak-∗
convergence.
Proof. We define
Fk (π ) =

∫
Ω
cπ dλ + γ
∫
Ω
Φ∞(π ) dλ,
∫
Ω2
π dλ2 =
∑
i
µk1,i
λk1,i
1
Q 1,ki
,
∫
Ω1
π dλ1 =
∑
j
µk2, j
λk2, j
1
Q 2,kj
,
π ∈ Vk
∞, else
and
F (π ) =
{∫
Ω
c dπ
dλ
+ γ
∫
Ω
Φ∞(
dπ
dλ
) dλ, π ≪ λ,
∫
Ω2
dπ
dλ
dλ2 =
dµ1
dλ1
,
∫
Ω1
dπ
dλ
dλ1 =
dµ2
dλ2
∞, else.
Given an arbitrary π , we now check the two conditions for Γ-convergence.
i) lim inf-condition: Let (πk ) such that πk
∗
−⇀ dπdλ .
If F (π ) < ∞, pass to a subsequence (denoted by the same symbol) with finite values Fk (πk ).
Because πk
∗
−⇀ dπ
dλ
, we have ∫
Ω
cπk dλ →
∫
Ω
c dπ
dλ
dλ ,
and moreover, lim infk→∞
∫
Ω
Φ∞(πk ) dλ ≥
∫
Ω
Φ∞(
dπ
dλ
) dλ by Lemma 2.13.
If F (π ) = ∞, assume for a contradiction that lim infk→∞ Fk (πk ) < ∞. Pass to a subsequence (not
renamed) (πk ) with limk→∞ Fk (πk ) = lim infk→∞ Fk (πk ).
Since, πk
∗
−⇀ dπdλ and, by Lemma 4.6,
∑
i
µk1,i
λk1,i
1
Q 1,ki
∗
−⇀
dµ1
dλ1
, and
∑
j
µk2, j
λk2, j
1
Q 2,kj
∗
−⇀
dµ2
dλ2
, we see that dπdλ
always satisfies the marginal constraints and positivity. Hence, F (π ) = ∞ can not occur due to
violation of these constraints.
So, ifπ satisfies themarginals butπ 3 λ orπ ≪ λwith
∫
Ω
Φ∞(
dπ
dλ ) dλ = ∞, then lim infk→∞ Fk (πk ) =
∞ by Lemma 2.13, which again is a contradiction.
Thus, lim inf Fk (πk ) ≥ F (π ) in every case.
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ii) lim sup-condition: If F (π ) = ∞, the condition lim supk→∞ Fk (πk ) is trivially fulfilled for πk := π .
Hence, consider F (π ) < ∞ and define (πk ) by
πk :=
π (Iki j )
λ(Iki j )
1Ikij
.
Note that by assumption λ(Iki j ) > 0 and therefore πk ≥ 0 by definition. One easily sees that∫
Ω1
πk dλ1 =
∑
j
µk2, j
λk2, j
1
Q 2,kj
, and
∫
Ω2
πk dλ2 =
∑
i
µk1,i
λk1,i
1
Q 1,ki
,
i.e., Fk (πk ) < ∞. In particular, πk
∗
−⇀ dπ
dλ
by Lemma 4.6.
It remains to show lim supk→∞ Fk (πk ) ≤ F (π ). As before, we have∫
Ω
cπk dλ →
∫
Ω
c dπ .
Moreover, we get from Jensen’s inequality that
Φ(
π (Ikij )
λ(Ikij )
) = Φ
(
1
λ(Ikij )
∫
Ikij
dπ
dλ dλ
)
≤ 1
λ(Ikij )
∫
Ikij
Φ(dπdλ ) dλ.
With this we obtain∫
Ω
Φ(πk ) dλ =
∫
Ω
Φ
(∑
i j
π (Ikij )
λ(Ikij )
1Ikij
)
dλ =
∑
i, j
∫
Ikij
dλ Φ
(
π (Ikij )
λ(Ikij )
)
=
∑
i, j
λ(Iki j )Φ
(
π (Ikij )
λ(Ikij )
)
≤
∑
i j
∫
Ikij
Φ(dπdλ ) dλ =
∫
Ω
Φ(dπdλ ) dλ
which shows the lim sup-condition. 
Γ-convergence for simultaneously decreasing the regularization parameter and refining the discretiza-
tion proves to be a harder problem. The following example shows that the convergence rate ofγk must
be linked to the convergence rate of the discretization.
Example 4.8. Let Ω = [0, 1]2, µ1 = µ2 = δ0 the Dirac measure at zero and λi = Li the Lebesgue measure
on Ωi . Then clearly π = δ0 is the only feasible and thus the optimal transport plan. Let I
k
i j be rectangles
with edges in hkZ
2 for some sequence 0 < hk which is to be chosen.
We consider Φ(t) = t log t and have the discretized optimal plan
πk =
π ([0,hk ]
2)
λ([0,hk ]2)
1[0,hk ]
2 =
1[0,hk ]
2
h2
k
.
However, it holds that
γk
∫
Ω
Φ(πk ) dλ = γk log(h
−2
k ),
23
and hence, the lim sup condition can not be fulfilled if hk is such that γk log(h
−2
k
) 6→ 0 (which holds, e.g.,
for hk = exp(−1/γk )).
Let now λ˜i = δ0 the Dirac measure at zero. The discretized optimal plan now is
π˜k =
π˜ ([0,hk ]
2)
λ([0,hk ]2)
1[0,hk ]
2 = 1[0,hk ]
2
and hence,
γk
∫
Ω
Φ(π˜k ) dλ˜ = γkΦ(π˜k (0)) = γkΦ(1) = 0 .
Thus, hk may be chosen arbitrary in this case.
Using the insights of Example 4.8 the desired result can be formulated.
Theorem 4.9. Under the assumptions of Theorem 4.7, let (hk ) be a positive sequence with hk ≤ λ(I
k
i j )
and let (γk ) be a sequence converging to zero such that
γkΦ+(h
−1
k ) → 0 . (4.4)
Then the minimization problem
inf
{∫
Ω
cπ dλ + γk
∫
Ω
Φ∞(π ) dλ

π ∈ Vk ,
∫
Ω2
π dλ2 =
∑
i
µk1,i
λk1,i
1
Q 1,ki
,
∫
Ω1
π dλ1 =
∑
j
µk2, j
λk2, j
1
Q 2,kj
}
Γ-converges to (OT) as k → ∞ w.r.t. weak-∗ convergence.
Proof. Let
Fk (π ) =

∫
Ω
cπ dλ + γk
∫
Ω
Φ∞(π ) dλ,
∫
Ω2
π dλ2 =
∑
i
µk1,i
λk1,i
1
Q 1,ki
,
∫
Ω1
π dλ1 =
∑
j
µk2, j
λk2, j
1
Q 2,kj
π ∈ Vk
∞, else
and
F (π ) =
{∫
Ω
c dπ , 0 ≤ π ∈ P(Ω), (Pi )#π = µi , i = 1, 2,
∞, else.
Given an arbitrary π , check now the two conditions for Γ-convergence.
i) lim inf-condition: Let π be any measure and (πk ) be such that πk
∗
−⇀ π .
The case F (π ) = ∞ we can see that Fk (πk ) < ∞ has to be violated infinitely often (otherwise π
would have to be feasible as in the proof of Theorem 4.7). For F (π ) < ∞ we get∫
Ω
cπk dλ →
∫
Ω
c dπ .
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Moreover, since Φ is bounded from below, we can extract a subsequence such that
∫
Ω
Φ(πk ) dλ is
bounded from above and below and obtain
lim
k→∞
γk
∫
Ω
Φ(πk ) dλ = 0
which proves lim inf Fk (πk ) ≥ F (π ).
ii) lim sup-condition: For F (π ) = ∞ we have nothing to prove.
If F (π ) < ∞, define πk as in the proof of Theorem 4.7. Then, the marginal constraints are satisfied
and πk
∗
−⇀ π . Hence
∫
Ω
cπk dλ →
∫
Ω
c dπ and it remains to show that
lim sup
k→∞
γk
∫
Ω
Φ(πk ) dλ ≤ 0 .
Using 0 ≤ π (Iki j ) ≤ π (Ω) = 1 and monotonicity of Φ+ we get∫
Ω
Φ∞(πk ) dλ =
∑
i j
Φ
(
π (Ikij )
λ(Ikij )
)
λ(Iki j ) ≤
∑
i j
Φ+
(
π (Ikij )
λ(Ikij )
)
λ(Iki j )
≤
∑
i j
Φ+
((
λ(Iki j )
)−1)
λ(Iki j ) ≤ Φ+(h
−1
k )
∑
i j
λ(Iki j )
= Φ+(h
−1
k )λ(Ω) = Φ+(h
−1
k ) .
(4.5)
Hence,
γk
∫
Ω
Φ(πk ) dλ ≤ γkΦ+(h
−1
k ) → 0
as desired. 
Corollary 4.10. Theorems 4.7 and 4.9 remain true if instead of a contiuous cost function c, a sequence
of step functions (ck ), constant on the sets I
k
i j and converging to c uniformly, is used.
Proof. Rewrite the integral
∫
Ω
ckπk dλ as the dual paring 〈ck , πk 〉, where (ck ) ⊂ Cb(Ω) converges
strongly and πk ⊂ M(Ω) converges w.r.t. weak-∗ convergence. Because ‖πk ‖ is bounded ([19, Corol-
lary 2.6.10]), 〈ck , πk 〉 → 〈c , π 〉 can be seen by standard arguments, which yields the assertion. 
Similarly to Corollary 4.3, for t−1Φ(t) monotone the assumption on (γk ) can be weakened.
Corollary 4.11. Let Φ be a quasi-Young’s function such that t−1Φ(t) is monotone. Then it suffices to
assume
γkhkΦ+
(
h−1k
)
→ 0
instead of condition (4.4) in Theorem 4.9.
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Proof. Using the monotonicity of t−1Φ(t), (4.5) can be refined to∫
Ω
Φ∞(πk ) dλ =
∑
i j
Φ
(
π (Ikij )
λ(Ikij )
)
λ(Ikij )
π (Ikij )
π (Ikij )
λ(Ikij )
λ(Iki j ) ≤
∑
i j
Φ+
(
π (Ikij )
λ(Ikij )
)
λ(Ikij )
π (Ikij )
π (Iki j )
≤ Φ+
((
λ(Iki j )
)−1)
λ(Iki j )π (I
k
i j ) ≤ hkΦ+(h
−1
k )
∑
i j
π (Iki j )
= hkΦ+(h
−1
k )π (Ω) = hkΦ+(h
−1
k )
and the assertion follows as in Theorem 4.9. 
5 Conclusion
Employing regularization in Orlicz spaces to the optimal transport problem allows to generalize the
existence results of [8, 17] for both the primal and the predual problem and undermild assumptions, the
results hold for regularizationw.r.t. product measures λ = λ1⊗λ2. More precisely, primal solution exist
if and only if the marginals are functions in the appropriate Orlicz spaces and existence of optimizers
in Lq for the predual problem has been shown for the special case Φ(t) = tp/p, p ≥ 2.
A combined regularization and smoothing approach leads to a family of well-posed approximations
that Γ-converge to the original Kantorovich formulation if the regularization and smoothing param-
eters are coupled in an appropriate way. This gives a generalization of the corresponding result [8,
Theorem 5.1] for Φ(t) = t log t . Similarly, a combined regularization and discretization approach leads
to another family of approximations. It could be proven that, again, Γ-convergence is guaranteed if
the regularization parameter and the discretization fineness are coupled in an appropriate way.
Existence of solutions of the dual problem for general (quasi-)Young’s functions has been considered
in a different framework in [15]. Still, future work might investigate, if the result can also be achieved
by the approach considered here. Moreover, numerical methods for solving the regularized problem
(P) have not been discussed here.
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