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Resumen
El objetivo de esta investigación es la estimación e imputación de datos faltantes en modelos
longitudinales con variable respuesta tipo Poisson y Binomial Negativa cero inflada. Para
responder al objetivo de está investigación, se propone una metodoloǵıa que se basa en el
uso de la máxima verosimilitud. Se supone que los datos son faltantes de forma aleatoria
(FFA), en cada uno de los tiempos se hace uso del algoritmo EM: en el paso E se realiza una
regresión ponderada, condicionada a los tiempo anteriores que son tomados como covariables,
utilizando la propuesta de Ibrahim (1990). En el paso M se realiza la estimación e imputación
de los datos faltantes utilizando la propuesta de Ayala y Melo (2007). La metodoloǵıa
propuesta es aplicada para el caso Poisson cero inflado en el estudio relacionado con el
crecimiento del máız presentado en Da Costa (2003). En el caso Binomial Negativa cero
inflada, se aplica a un estudio del forrajeo del polen presentado en Rodŕıguez (2014).
Palabras clave: Modelos Longitudinales, Algoritmo EM, Poisson cero inflada,
Binomial negativa cero inflada, imputación, datos faltantes
Abstract
The objective of this research is the estimation and imputation of missing data in longitudinal
models with variable response type Poisson and Negative Binomial Zero Inflated. In order
to answer the objective of this study, a methodology is proposed base on the use of the
maximum likelihood. The data is supposed to be missing at random (MAR) and in each
time the algorithm EM is used. In step E a weighted regression is carried out, conditioned to
the previous time that is taken as covariables using the proposal of Ibrahim’s (1990). In step
M, the estimation and imputation of the missing data is carried out using the methodology of
Ayala and Melo (2007). The proposed methodology is applied for the Poisson Zero Inflated
Case in a study related to the growth of corn presented in Da Costa (2003). In the case
Binomial Negative Zero Inflated, our strategy is applied to a study of the foraging of pollen
presented in Rodŕıguez (2014).
Key words:Longitudinal Models, EM Algorithm, Poisson Zero Inflated, Negative
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2.2.3. Estimación de los parámetros del modelo . . . . . . . . . . . . . . . . 8
2.3. Datos faltantes en modelos longitudinales . . . . . . . . . . . . . . . . . . . . 10
3. Algoritmo de estimación e imputación propuesto 12
3.1. Distribución Poisson Cero Inflada . . . . . . . . . . . . . . . . . . . . . . . . 12
3.1.1. Tiempo 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.1.2. Tiempo 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.1.3. Tiempo 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.1.4. Tiempo t . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2. Binomial Negativa Cero Inflada . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.2.1. Tiempo 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.2.2. Tiempo 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.2.3. Tiempo t . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4. Aplicación 57
4.1. Poisson cero inflado: Estudio mejoramiento del máız . . . . . . . . . . . . . . 57
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4-23.Estimadores de los parámetros para los datos completos. . . . . . . . . . . . 82
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1. Introducción
En el análisis estad́ıstico de datos es común tener información faltante, esto se debe a
diferentes situaciones que se presentan durante el levantamiento de la información. La pérdida
de información genera un gran número de problemas en la inferencia de los resultados sobre
la población de intéres. Se pueden presentar problemas como estimadores sesgados en la
estimación de los parámetros y baja eficiencia de los mismos, entre otros.
En estudios longitudinales es muy común que se tenga la información incompleta y esto
constituye uno de los mayores desaf́ıos para el análisis de datos longitudinales (Fitzmaurice
et. al. 2009). Existen diferentes situaciones que son comunes en este tipo de estudios como:
sujetos que se retiran de la investigación, individuos que se retiran por un tiempo del estudio
y regresan a fases posteriores del mismo, sujetos que se incorporan al estudio después del
inicio de la investigación. Además de las t́ıpicas situaciones de pérdida de información como
son: errores en la digitación, falta de compromiso de los sujetos, etc.
En la literatura se encuentran gran variedad de investigaciones sobre información faltante.
Se destacan las investigaciones de Dempster, Laird, y Rubin (1977) que proponen completar
la información faltante v́ıa algoritmo EM, Fitzmaurice, Laird y Lipsitz (1994) describen
un método para el análisis de datos incompletos en estudios longitudinales con respuesta
del tipo binaria, Twisk (2003) realiza un análisis del uso de las ecuaciones de estimación
generalizadas, Ayala y Melo (2007) estiman datos faltantes en modelos de respuesta tipo
binario y de Poisson v́ıa algoritmo EM, Daniels y Hogan (2008) utilizan metodoloǵıas
bayesiana para estimar datos faltantes en estudios longitudinales, Fitzmaurice et. al. (2009)
muestran un resumen de las diferentes metodoloǵıas actuales para la estimación de datos
faltantes en modelos longitudinales, Chan y Wan (2011) en datos de respuestas longitudinales
bivariadas utilizando metodoloǵıas bayesianas para estimar datos perdidos y Lukusa, Lee y
Li (2014) estiman un modelo lineal ponderado para una variable Poisson cero inflada con
datos faltantes en las covariables.
Es de resaltar que la información faltante en datos longitudinales se puede presentar tanto en
la variable respuesta como en las variables explicativas. En diversas investigaciones donde las
variables explicativas son categóricas, la presencia de información faltante no representa una
preocupación muy alta debido a que de antemano se conoce, por el diseño del experimento,
la categoŕıa en que se encuentra cada una de las unidades experimentales. Por tanto, en
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datos longitudinales donde las variables explicativas son categóricas es de mayor interés el
tratamiento de la información faltante en la variable respuesta.
Por otro lado, en los estudios de datos longitudinales es muy común que la variable respuesta
no se distribuya de forma normal, para esto existen métodos de estimación como las ecuaciones
de estimación generalizadas propuestas por Liang y Zeger (1986) y los modelos lineales
generalizados presentados en McCullagh y Nelder (1989).
Los procedimientos anteriores permiten modelar la variable respuesta en los casos que esta sea
del tipo discreta. Existen gran cantidad de investigaciones donde se muestra la aplicabilidad
de estos procedimientos en diferentes tipos de contextos. Un problema muy frecuente durante
las investigaciones con distribuciones de conteo es el exceso de ceros, para ello existen
propuestas como la distribución de Poisson y Binomial Negativa inflada por ceros que buscan
resolver este inconveniente.
La distribución de Poisson inflada de ceros propuesta por Lambert (1992) y la Binomial
Negativa inflada de ceros propuesta por Greene (1994), son distribuciones que permiten
tener en cuenta la existencia de excesos de ceros. Las investigaciones con las anteriores
distribuciones son muy recientes y la mayor parte son aplicaciones a diferentes contextos
que permiten el adecuado ajuste de los estad́ısticos. Las anteriores distribuciones se hacen
presentes en situaciones de diferentes disciplinas tales como: agricultura (Hall, 2000), socio-
loǵıa (Famoye y Singh, 2006), odontoloǵıa (Mwalili y Declerck, 2007), psicometŕıa (Karazsia
y Van Dulmen, 2008), accidentes de tránsito (Sharma y Landge, 2013) y ciencias de la salud
(Yao y Liu, 2013), entre otras.
Por consiguiente, las distribuciones infladas por ceros son una muy buena alternativa de
ajuste en diferentes investigaciones y los modelos longitudinales con variable respuesta inflada
por ceros con información faltante no son ajenos a las posibilidades de modelamiento. Lukusa,
Lee y Li (2014) muestran una revisión teórica de la bibliograf́ıa existente que relaciona
datos cero inflados y datos perdidos con diferentes métodos de estimación propuestos. Es
de resaltar, que no se encontraron durante la revisión bibliográfica estimación de datos
faltantes en modelos longitudinales que tengan en cuenta las anteriores distribuciones en la
variable respuesta. La presente investigación propone una metodoloǵıa para la estimación e
imputación de la información faltante en la variable respuesta de modelos longitudinales con
distribuciones Poisson o Binomial Negativa inflada por ceros.
El presente documento se organiza en seis partes que se describen brevemente a continuación.
4 1 Introducción
En el segundo caṕıtulo se presenta el marco teórico, las teoŕıas que se requieren para la
investigación como: datos longitudinales, modelos lineales generalizados, métodos de es-
timación y datos faltantes. En el tercer caṕıtulo la metodoloǵıa propuesta muestra los
pasos necesarios para la estimación e imputación de los datos faltantes, tanto para varia-
ble respuesta Poisson cero inflada y Binomial Negativa cero inflada. En el cuarto caṕıtu-
lo se presentan y analizan los resultados obtenidos de la aplicación de la metodoloǵıa
propuesta para el caso Poisson cero inflado a partir de unos datos tomados de Da Costa
(2003), relacionado con un estudio del máız. Para el caso Binomial Negativo cero inflado se
utilizan unos datos tomados de Rodŕıguez (2014). En el quinto caṕıtulo las conclusiones de
los resultados más importantes de la investigación llevada a cabo. Finalmente, se presenta
la bibliograf́ıa consultada para la realización de este trabajo.
2. Marco teórico
Para la elaboración del trabajo se requiere el manejo de ciertas temáticas como: datos
longitudinales, modelos lineales generalizados, distribuciones Poisson y Binomial Negativa
inflada de ceros, los métodos de estimación y la teoŕıa concerniente a datos faltantes.
2.1. Datos longitudinales
Los datos longitudinales son mediciones que se realizan en el tiempo en un mismo sujeto. En
los estudios longitudinales, el intéres radica en modelar el cambio de la variable respuesta
a través del tiempo (Fitzmaurice et. al. 2009), además que la inclusión de las diferentes
covariables, las cuales pueden variar en el tiempo, complica hacer un buen ajuste.
Un problema que es común en la estad́ıstica es la información faltante y los estudios longi-
tudinales son particularmente propensos a problemas de datos faltantes (Fitzmaurice et. al.,
2009). Además, que por su propia naturaleza, los datos longitudinales tienen una estructura
compleja aleatoria de error que debe tenerse en cuenta para el análisis.
Los modelos lineales predominan en el análisis de los datos longitudinales, en los casos
que la variable respuesta es continua y de estructura aleatoria se debe recurrir a los modelos
lineales mixtos. En el caso que la variable respuesta es discreta se utilizan los modelos lineales
generalizados, y con estructura aleatoria existen los modelos lineales generalizados mixtos y
las ecuaciones de estimación generalizadas. Por otro lado, si los coeficientes del modelo de
regresión no son lineales, existen alternativas de estimación como los modelos no-parámetricos
y semi-parámetricos. Dado que en la presente investigación la variable respuesta es discreta
se presentá una introducción a los modelos lineales generalizados.
2.2. Modelos lineales generalizados
Los modelos lineales generalizados se consideran una extensión de los modelos lineales clásicos
y se usan en los casos que la distribución de la variable respuesta pertenezca a la familia
exponencial. Fueron propuestos inicialmente por Nelder y Wedderburn (1972) y McCullagh
y Nelder (1989) unificaron los modelos y las propuestas de modelamiento.
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Sea Y una variable aleatoria, está pertenece a la familia exponencial si su función de densidad
se puede escribir como:






donde a(φ), b(θ) y c(y, φ) son funciones particulares. Si φ es conocido entonces la variable
aleatoria pertenece a la familia exponencial con θ el parámetro de la distribución. Ahora,
si φ no es conocido, la variable aleatoria puede pertenecer a la familia exponencial de dos
parámetros o no. Si una variable Y pertenece a la familia exponencial entonces se puede
escribir como:




A partir de la función anterior se puede determinar la media y la varianza de una variable

































Despejando, se tiene que
µ = b′(θ) = E[Y ]
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Los modelos lineales generalizados se encuentran conformados por tres partes fundamentales:
1. Variables explicativas que pueden ser: continuas, discretas o categóricas.
2. Función de enlace o función link g que permite relacionar el predictor lineal η con el
valor esperado µ de Y . Es decir, describe la relación entre la media µ de la variable





3. Variable respuesta donde la distribución de probabilidad pertenece a la familia expo-
nencial.
La adecuada selección de la función de enlace depende de la distribución de la variable
respuesta. Las funciones de enlace para las distribuciones Poisson y Binomial negativa inflada
por ceros se muestran a continuación.
2.2.1. Distribución de probabilidad Poisson inflada por ceros
Sea Y = (Y1, ..., Yn)
′ el vector de la variable respuesta. Los valores para Yi son independientes
(Lambert, 1992) y se definen como:
Yi =
{
0 con probabilidad πi,
∼ Poisson(λi) con probabilidad 1− πi,
donde 0 ≤ πi ≤ 1 y λi > 0. Por tanto, la distribución de probabilidad de la variable aleatoria
Yi es:




πi + (1− πi) exp (−λi) si yi = 0,
(1− πi)λyii . exp (−λi)
yi!
si yi > 0,
Se tiene que E[Yi] = (1 − πi)λi y la varianza V ar[Yi] = (1 − πi)λi(1 + πiλi). Para modelar
la relación entre las covariables y la variable independiente se utiliza la función de enlace ln










donde x′i y z
′
i son los vectores de variables aleatorias explicativas, y β y γ son los vectores
de los parámetros de la regresión (Fang, 2013).
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2.2.2. Distribución de probabilidad Binomial Negativa inflada por
ceros
Sea Y = (Y1, ..., Yn)




0 con probabilidad πi,
∼ BinomialNegativa(λi, k) con probabilidad 1− πi,
donde λi es la media de la distribución binomial negativa y k el parámetro de sobredispersión.
Se tiene que la distribución de probabilidad (Fang, 2013) de la variable aleatoria Yi es:








Γ(yi + 1)Γ(1/k)(1 + kλi)yi+1/k
si yi > 0,
Además, se puede comprobar que E[Yi] = (1 − πi)λi y la varianza V ar[Yi] = (1− πi)λi(1 +
πiλi + kλi). Para modelar se utiliza la función de enlace ln para λi y logit para πi (Hall y










donde x′i y z
′
i son los vectores de variables aleatorias explicativas, y β y γ son los vectores
de los parámetros de la regresión.
2.2.3. Estimación de los parámetros del modelo
El procedimiento por máxima verosimilitud es el más utilizado para la estimación de los
parámetros en los modelos lineales generalizados. A continuación se dan los detalles del
algoritmo.
Utilizando el logaritmo de la función de máxima verosimilitud, se deriva e iguala a cero para














para encontrar las soluciones a (3-2) se hace uso de diferentes algoritmos numéricos de
estimación
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1. Algoritmo de Newton-Raphson.
El método usa el vector de los parámetros y la matriz de segundas derivadas de manera
iterativa para encontrar los valores estimados de los betas (Davis, 2002). El método
se centra en la aproximación mediante la fórmula de Taylor que se encuentra definida
por:












es la matriz de segundas derivadas de la función de verosimilitud
evaluados en β = b(m−1) y U(m−1) corresponde al vector de primeras derivadas (Ayala,
2006).
2. Algoritmo de Fisher-Scoring
Es un algoritmo que se basa en el algoritmo de Newton-Rhapson reemplazando la
matriz de segundas derivadas por la matriz de información esperada, este procedimiento
muestra estimadores más robustos (Davis, 2002), aunque el algoritmo se considera más
lento que Newton-Raphson.
3. Algoritmo EM.
El algoritmo fue propuesto inicialmente por Dempster et al. (1977). El procedimiento
es una técnica iterativa que fue propuesto para calcular y computar estimadores de
máxima verosimilitud en datos incompletos.
Seleccionando un criterio de convergencia, se realizan los siguientes pasos:
a) Se debe encontrar la esperanza de la log-verosimilitud de los datos faltantes
condicionada a los datos observados, teniendo en cuenta a θ(m), la m-ésima
iteracción.
Qi(θ|θ(m)) = E[l(θ;Yfalt)|Yobs, θ = θ(m)]
donde ℓ(θ;Yfalt|Yobs, θ = θ(m)) es la log-verosimilitud asociada a los Yfalt que
son los valores faltantes de la variable respuesta losYobs son los valores observados
de la variable respuesta y θ son los parámetros del modelo de regresión a estimar.
b) Se debe maximizar encontrando el valor de θ que máximiza la log-verosimilitud
de los resultados del paso anterior, este valor ahora θ(m+1) se sustituye en el valor
de θ(m) y se vuelve a iterar hasta que converja.
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2.3. Datos faltantes en modelos longitudinales
En los estudios longitudinales los problemas de datos faltantes son más probables que en
los estudios transversales, generalmente este tipo de investigaciones sufren el problema del
desgaste en el tiempo, por lo cual muchos sujetos que hacen parte del estudio deciden
abandonar el estudio por un peŕıodo de tiempo o se retiran definitivamente de la investigación.
Es claro, que tener información faltante tiene implicaciones en el análisis de los datos. Pero
tener datos incompletos, no implica que se deba tener una reducción en la precisión de la
estimación del modelo, si la información faltante es tratada de forma correcta se pueden
tener buenas estimaciones del modelo. Ahora, si no es tratada con cuidado puede introducir
sesgo en las estimaciones del modelo.
La precisión en la estimación depende de la cantidad de datos faltantes y la manera que
estos se presentan, influyen directamente en el método de análisis. El problema radica en la
manera que se presenta la información perdida, es decir el patrón de los datos faltantes.
El inconveniente radica en que el patrón de la información faltante no se encuentra general-
mente bajo el control de la investigación. Luego, se hacen suposiciones sobre el mecanismo
de la información faltante y la validez de los resultados depende si la suposición sobre el
patrón de los datos faltantes es correcta. Es de resaltar, que la investigación se centra en los
casos que la información perdida se encuentra presente en la variable respuesta y no en las
covariables.
La notación y terminoloǵıa es: se tienen T medidas repetidas en el tiempo de los n individuos
que hagan parte del estudio. El vector de respuestas del i-ésimo individuo en el tiempo t-
ésimo está dado por Yi = (yi1, . . . , yiT )
′ de tamaño n×1. Asociada a yi se tiene un vector que
se define como x′i de tamaño 1 × p con p el número de covariables. Ahora, dado que existe
información faltante en las respuestas del sujeto se tiene una parte faltante y otra parte
observada, el vector de respuestas se puede escribir de la forma yi = (yi(falt),yi(obs)), donde
yi(obs) el vector de respuestas observadas de tamaño ni×1, donde ni hace referencia a los datos
completamente observados en el i-ésimo individuo y yi(falt) denota el vector de respuestas
faltante de tamaño (T −ni)×1. Se define como Ri un vector indicador Ri = (Ri1, . . . , RiT )′,
con Ri = 1 si yit es una respuesta observada y Ri = 0 si yit es un dato faltante. Los diferentes
patrones de respuesta fueron caracterizados por Rubin (1976) y son:
1. Datos perdidos completamente aleatorios.
Estos ocurren cuando los datos faltan por motivos ajenos a la variable respuesta o a
las covariables medidas, y son independientes tanto de los valores observados como no
observados de la variable respuesta. Es decir, Ri es independiente de yi(falt) y yi(obs) o
que es igual a:
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P (Ri|yi(falt),yi(obs),x′i×p) = P (Ri)
En el caso que los datos perdidos sean independientes de los valores de yi pero dependan
de x′i×p, se tiene que:
P (Ri|yi(falt),yi(obs),x′i×p) = P (Ri|x′i×p)
Esto implica que los datos perdidos pueden ser explicados por las covariables que se
encuentran en el modelo completo. Bajo el anterior esquema se tiene que la inferencia
resultante se debe realizar sobre la información del conjunto de datos completos (Daniels
y Hogan, 2008). Es de resaltar, que para los estudios longitudinales este tipo de
estructura es muy poco común, ya que perder información de esta manera es muy
inusual.
2. Datos perdidos aleatorios.
La estructura consiste en que los datos faltantes son independientes de las respuestas
perdidas y se encuentran condicionadas a las respuestas observadas y al modelo de las
covariables. Es decir los datos faltantes, dados los observados, son condicionalmente
independientes de los datos no observados. Esto implica que los datos faltantes dependen
de los observados (Ayala, 2006). Lo anterior, se puede escribir como:
P (Ri|yi(falt),yi(obs),x′i×p) = P (Ri|yi(obs),x′i×p)
La implicación de la anterior estructura es que los datos observados no pueden ser
vistos como una muestra aleatoria de los datos completos, al contrario de la primera
estructura. Esta estructura debeŕıa ser el supuesto por defecto para el análisis de
información faltante en datos longitudinales a menos que exista una razón fuerte y
convincente para apoyar otra suposición (Fitzmaurice et. al. 2009).
3. Datos perdidos no aleatorios.
Esta estructura se presenta en los casos que la probabilidad de un dato perdido depende
del valor de la respuesta perdida o de otros valores no observables.
P (Ri|yi(falt),yi(obs),x′i×p) = P (Ri|yi(falt),x′i×p)
Las implicaciones de este tipo de estructura es que los métodos estándar de análisis de
datos longitudinales son inválidos.
3. Algoritmo de estimación e imputación
propuesto
3.1. Distribución Poisson Cero Inflada
Sean Y1, Y2, . . . , Yn un conjunto de variables aleatorias independientes con distribución de
probabilidad Poisson Cero Inflada, la función de probabilidad se define como:




πi + (1− πi) exp(−λi) si yi = 0
(1− πi)λyii exp(−λi)
yi!
si yi > 0
donde E[Yi] = (1 − πi)λi y V ar[Yi] = (1 − πi)[λi + πiλ2i ]. Se puede modelar πi usando un










donde z′i es el vector de las covariables asociadas a los datos faltantes del modelo cero de
tamaño 1 × p, γ es el vector de parámetros asociados de tamaño p × 1, x′i es el vector de
covariables asociadas al modelo de Poisson de tamaño 1× p y β es el vector de parámetros








En los modelos de ceros inflados, los parámetros asociados a cada uno de los modelos pueden
estar relacionados; por ejemplo, el parámetro πi puede estar relacionado con λi. En esta
investigación se supone que los modelos que generan los ceros y el modelo Poisson son
independientes, por tanto se asume que πi no está relacionado con λi y que Y1, Y2, . . . , Yn
son independientes.
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La log-verosimilitud se define como:
ln ℓ = ln
N∏
i=1



















{ln(1− πi)− λi + yi ln(λi)− ln(yi!)} (3-2)







1 + exp (z′iγ)
+
exp (− exp (x′iβ))









1 + exp (z′iγ)
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ln [exp(z′iγ) + exp(− exp (x′iβ))] +
n∑
i=1




{yix′iβ − exp(x′iβ)− ln(yi!)} (3-3)
Se define una función indicadora Di como:
Di =
{
1 si Yi = 0
0 si Yi > 0
que permite expresar la verosimilitud como una suma de los datos completos.
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iγ) + exp(− exp (x′iβ))]−
n∑
i=1










{(−Di ln[1 + exp (z′iγ)] +Di ln[exp (z′iγ) + exp (− exp (x′iβ))])
+(1−Di) [− ln[1 + exp (z′iγ)]− exp (x′iβ) + yix′iβ − ln[yi!]]} (3-4)
La función de verosimilitud se maximiza para estimar los parámetros del modelo. La derivada








[− exp (x′iβ) exp (− exp (x′iβ))x′i
exp (z′iγ) + exp (− exp (x′iβ))
]








[− exp (x′iβ) exp (− exp (x′iβ))
exp (z′iγ) + exp (− exp (x′iβ))
]
+ (1−Di) [− exp (x′iβ) + yi]
}
(3-5)
Ahora realizando los pasos correspondientes, se tiene que la segunda derivada parcial de






{x′i [−Di exp (xi′β) exp (− exp (x′iβ))·
(
exp (z′iγ) + exp (− exp (x′iβ))− exp (z′iγ) exp (x′iβ)
[exp (z′iγ) + exp (− exp (x′iβ))]2
)





Para facilitar la notación se define:
wi = exp (zi
′γ) (3-7)









wi + exp (−λi)












wi + exp (−λi)− wiλi
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{ − exp (z′iγ)











{ − exp (z′iγ)
1 + exp (z′iγ)
+Di
exp (z′iγ)
exp (z′iγ) + exp (− exp (x′iβ))
}
(3-8)




















wi + exp (−λi)
}
(3-9)








exp (z′iγ)zi(1 + exp (z
′
iγ))− (exp (z′iγ))2zi







exp (z′iγ)zi exp (z
′
iγ) + exp (− exp (x′iβ))− (exp (z′iγ))2zi

















exp (z′iγ) exp (− exp (x′iβ))











−z′i [πi(1− πi)] zi +Diz′i
[
wi exp (−λi)











[wi + exp (−λi)]2
]
zi
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exp (z′iγ) exp (x
′
iβ) exp (− exp (x′iβ))









[wi + exp (−λi)]2
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[wi + exp (−λi)]2
]
zi


































Diλi exp (−λi)(wi + exp (−λi)− wiλi)































[wi + exp (−λi)]2
]
zi
La estimación de los parámetros β y γ del modelo no pueden ser estimados de manera
sencilla, dado que la log-verosimilitud queda expresada en términos de los dos parámetros
(Hall y Shen, 2009). Luego, una manera sencilla de maximizar la función de log-verosimilitud
es haciendo uso del algoritmo EM como lo propone Mouatassim y Ezzahid (2012). Por tanto,
a continuación se muestra la descripción detallada del algoritmo propuesto para la estimación
e imputación de los datos faltantes, en el caso que la variable respuesta siga una distribución
Poisson Cero Inflada. El modelo se esquematiza, para cada tiempo t, en dos diferentes pasos:
se generan los k posibles patrones del valor faltante y con estos se realiza la estimación
del vector de parámetros con el uso del algoritmo EM y los pesos correspondientes a cada
patrón. En el segundo paso, se realiza la imputación teniendo en cuenta los pesos estimados
en el paso anterior y se vuelven a estimar los parámetros del modelo. Aśı, sucesivamente
para cada tiempo t.
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3.1.1. Tiempo 1











{yi1x′i1β − exp(x′i1β)− ln(yi1!)} (3-10)
donde yi1 es el vector respuesta de tamaño n×1, xi1 es el vector de las covariables asociadas
al modelo Poisson y zi1 las covariables del modelo de ceros para la observación i-ésima en el
tiempo 1 vectores de tamaño 1 × p, donde p es el número de covariables. Se define, para la
estimación de los parámetros del modelo en el primer tiempo, una variable indicadora como:





1 si yi1 = 0
0 si yi1 > 0










(1 − Di1) (yi1x′i1β − exp (x′i1β)− ln[yi1!]) (3-12)
La maximización de la función log-verosimilitud anterior es complicada por el término:
ln[exp (z′i1γ) + exp (− exp (x′i1β))]
porque involucra los dos parámetros que se buscan estimar. Ahora, si la función indicadora
es Di1 = 0 se tiene que el término:
Di1 ln[exp (z
′
i1γ) + exp (− exp (x′i1β))] = 0
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La función indicadora es Di1 = 1 cuando yi1 = 0, luego el modelo busca estimar la parte
del modelo que es igual a cero o estado perfecto según Lambert (1992), y por tanto, las
covariables asociadas al modelo Poisson no se tienen en cuenta en la estimación. Luego, el














(1−Di1) (yi1x′i1β − exp (x′i1β)− ln[yi1!]) (3-13)




{Di1z′i1γ − ln[1 + exp (z′i1γ)]}+
n∑
i=1
(1−Di1) (yi1x′i1β − exp (x′i1β)− ln[yi1!])









(1−Di1) (yi1x′i1β − exp (x′i1β)− ln[yi1!])
(3-14)
Teniendo en cuenta que yi1 = (yi1(obs), yi1(falt)) es el vector que hace referencia a los valo-
res de la variable respuesta observados y faltantes. Las verosimilitudes de ℓ(Di1,γ, yi1) y
ℓ(Di1,β, yi1) pueden ser maximizadas de manera separada, haciendo uso del algoritmo EM
de manera iterativa alternando entre la estimación inicial de D
(0)
i1 dada la esperanza con-
dicional bajo unos parámetros iniciales (γ(0),β(0)). Luego, con D
(0)
i1 estimado se maximiza
para β(1) y γ(1) y se procede de manera iterativa hasta la m-ésima iteración para asegurar
la convergencia.
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A partir de ℓ(Di1,γ, yi1), la verosimilitud para el paso de esperanza, se escribe como:
Qi1(Di1,γ|, D(m)i1 ,γ(m)) = E[ℓ(Di1,γ, yi1)|xi1, Di1 = D
(m)





ℓ(Di1,γ, yi1)P (yi1(falt)(k)|xi1, D(m)i1 ,γ(m)) (3-15)
Teniendo en cuenta (3-15) se define:
w
(m)




como la probabilidad de que un dato yi1(falt) sea igual al valor indicado por k. Luego, reem-














Las ecuaciones (3-17) y (3-18) corresponden a las verosimilitudes para los parámetros γ y β,
respectivamente, de datos completos ponderados que tiene en cuenta el nuevo conjunto de
información. Para cada valor faltante, se toman k valores, estos patrones se generan teniendo
en cuenta la naturaleza de la variable respuesta. Es decir, como la variable aleatoria se
compone de un modelo Poisson y un modelo de exceso de ceros, el valor mı́nimo que puede
tomar es k = 0. El modelo Poisson puede generar infinitos número enteros positivos, luego
para definir una cota superior se tiene en cuenta el teorema del ĺımite central que muestra que
una variable aleatoria X ∼ P (λ) se aproxima a la distribución normal mediante Y = X − λ√
λ
y como Y ∼ N(0, 1) el 99% de los valores de la distribución se encuentran en el intervalo
[µ− 3σ, µ+ 3σ] luego se define la cota superior como E[yi1(obs)] + 3
√
E[yi1(obs)], recordando
que la esperanza es igual a la varianza en una variable aleatoria Poisson. Por ejemplo, si
la variable aleatoria tiene una esperanza de 4, la cota superior es de 4 + 3 ∗
√
4 = 10,
luego los valores o patrones k que puede tomar yi1(falt) son 0, 1, 2, 3, 4, 5, 6, 7, 8, 9 y 10. Las
ponderaciones o pesos para el modelo Poisson Cero Inflado se especifican a continuación:
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Ponderaciones para el modelo Poisson Cero Inflado
Los pesos para los datos faltantes se definen teniendo en cuenta la propuesta de Ayala y
Melo (2007). Sean k los posibles patrones de la variable respuesta, se especifican los valores
de la siguiente forma:
Si k = 1, se tiene que yi1 = 0, luego
w
(m)
i1(1) = P [yi1(falt), k = 1|xi1(falt),β
(m),γ(m)]
= P [yi1(falt) = 0|xi1(falt),β(m),γ(m)]
= π
(m)
i1 + (1− π
(m)
i1 ) exp (−λ
(m)
i1 )
Si k = 2, se tiene que yi1 = 1, luego
w
(m)
i1(2) = P [yi1(falt), k = 2|xi1(falt),β(m),γ(m)]








Siguiendo de la misma manera se tiene que, si k = k , se tiene que yi1 = k − 1, luego
w
(m)





k−1 exp (−λ(m)i1 )
(k − 1)!
Finalmente, si el dato es observado se tiene que k = 0 y se define w
(m)
i1(0) = 1. Por tanto, las







1 si k = 0
π
(m)
i1 + (1− π
(m)
i1 ) exp (−λ
(m)
i1 ) si k = 1






(k − 1)! si k > 1
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Paso 1
Se encuentran los valores estimados para γ y β haciendo uso del algoritmo EM para los
datos del tiempo 1.
Paso E. De la definición del modelo Poisson Cero Inflado se tiene que:
(Yi1|Di1 = 1) = 0
(Yi1|Di1 = 0) ∼ P (λi)
Luego el valor esperado de Di1 bajo los valores iniciales para β








i1 · P [D
(m)
i1 |yi1,γ(m),β(m)]






















i1 = 1] · P [yi1 = 0|D
(m)
i1 = 1,γ
(m),β(m)] + P [D
(m)




Por la definición de la función indicadora se tiene que P [D
(m)
i1 = 1] = πi1 y P [D
(m)
i1 = 0] =
1− πi1 se tiene que:
P [D
(m)





1 · π(m)i1 + exp (−λ
(m)
i1 ) · (1− π
(m)
i1 )
si yi1 = 0
0 · π(m)i1
0 · π(m)i1 + (1− π
(m)
i1 ) · exp (−λ
(m)
i1 ) · λyi1i1 /yi1!











si yi1 = 0






1 + exp (− exp (x′i1β(m))) · exp (−z′i1γ(m))
si yi1 = 0






1 + exp (− exp (x′i1β(m))− z′i1γ(m))
si yi1 = 0
0 si yi1 > 0









1 + exp[− exp (x′i1β(m))− z′i1γ(m)]
si yi1 = 0
0 si yi1 > 0
Paso M. Se ajusta γ(m) por la maximización de ℓ(D
(m)
i1 ,γ





















i1(k) es el peso correspondiente para la i− ésima observación en lam− ésima iteración
del algoritmo en el tiempo 1 en el k − ésimo patrón de respuesta faltante. Al realizar la
maximización de la log-verosimilitud, según la propuesta original de Lambert (1992), se debe
introducir una serie de cambios estructurales en la estimación del modelo que no garantizan
la convergencia. Por tanto, se usa la propuesta de Da Costa (2003) que utiliza los valores
estimados en el paso E de la variable indicadora como variable respuesta en la maximización
de la verosimilitud para la estimación del parámetro γ. La derivada parcial de (3-19) con
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Esta deducción de los pesos a partir de la función de verosimilitud, para la estimación de
los datos faltantes, coincide con la propuesta de Hall y Shen (2009), quienes asignaron pesos
para realizar una regresión cero inflada más robusta. La propuesta consiste en reemplazar
las funciones de estimación para el paso M del algoritmo EM , con funciones que asignan
pesos a los datos faltantes. Los pesos son asignados dependiendo del tipo de dato perdido y la
estimación se realiza conforme la propuesta de Ayala y Melo (2007), donde se tiene en cuenta
la distribución de la variable respuesta para la asignación de los pesos correspondientes.
Para la estimación de los parámetros β y γ se hace uso del método Fisher-Scoring, de donde
se tiene que:







































i1 (1 − π
(m)
i1 )) son matrices de tamaño n × n






























































, . . .
)′
(3-25)
vector de tamaño n × 1. Al reemplazar (3-25) en (3-24), U (m)z en forma matricial queda
expresada como:
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Reemplazando (3-23) y (3-26) en (3-22) se tiene que:



































































De igual manera, se ajusta β(m) por la maximización de ℓ(Di1,β
(m), yi1). A partir del primer












































































































1x = diag(λi1) matriz de tamaño n× n y X1 es la matriz de covariables asociadas
al modelo Poisson en el tiempo 1 de tamaño n× p.















Al multiplicar por λ
(m)





























, . . .
)′
vector de tamaño n× 1. Luego, se tiene que







De manera similar que en la estimación de γ(m+1), se debe recurrir al método Fisher-Scoring
para la estimación de β. La deducción es:






























































Estimación e imputación de los datos faltantes en el tiempo 1. Se realiza el algoritmo EM
para los datos en el primer tiempo teniendo en cuenta como estimador inicial los parámetros
obtenidos en el paso 1.
Paso E. El paso E imputa los valores para los datos faltantes, utilizando el modelo pro-






















donde A1 y B1 son matrices de tamaños n× (n− n1) donde n es el total de datos, n1 indica
el total de datos observados y (n − n1) indican las covariables de valor faltante del primer
tiempo con las matrices A1 y B1 que corresponden a las covariables del modelo Poisson y
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cero inflado, respectivamente, de los valores faltantes del primer tiempo. α y τ corresponden
a los vectores de los (n−n1) coeficientes de regresión para las covariables de valor faltante y β
y γ son los coeficientes estimados en el primer tiempo. Las matrices X1 y Z1 son las matrices
de covariables asociadas al primer tiempo del modelo Poisson y cero inflado respectivamente.


















































donde X1(obs) y Z1(obs) corresponden a matrices de covariables de los valores observados
X1(falt) y Z1(falt) corresponden a matrices de covariables de valores faltantes en el tiempo
1, tanto del modelo Poisson y el modelo Cero Inflado respectivamente y 01(obs) son matrices
relacionadas con los datos observados e −I1(falt) son matrices identidad negativa relacionadas
con los faltantes en el tiempo 1. λ1(onc) es el vector relacionado con los valores observados
diferentes de cero en el tiempo 1, λ1(fnc) es el vector relacionado con los valores faltantes
diferentes de cero, λ1(oc) es el vector relacionado de los valores observados que son cero y
λ1(fc) es el vector de los valores faltantes que son cero.
Con base en lo anterior, para el primer tiempo la log-verosimilitud esperada dados los datos
observados se escribe como:
Qi1[θ|θm] = E[L(θ; g(yi1))|xi1, zi1,yi1(obs), θ = θ(m)] (3-30)
donde θ = (β,γ,α, τ ). De (3-30) se tiene que:
E[Y1(obs)] = X1(obs)β + Z1(obs)γ
E[Y1(falt)] = X1(falt)β −α+ Z1(falt)γ − τ
(3-31)
Suponiendo un vector inicial para Y1(falt), Ŷ1(falt) = 0 de acuerdo a la descripción original del
método de Bartlett (1937) y al considerar que el modelo que concierne a la parte Poisson es





(yi1onc − x′i1(obs)β)2 +
nfc∑
i=noc+1




(yi1oc − z′i1(obs)γ)2 +
nf∑
i=nfnc+1
(ŷi1fc − z′i1(falt)γ + τ )2 (3-32)
donde noc hace referencia a los valores observados que son cero, nfc valores faltantes que son
cero, nfnc valores faltantes que no son cero y nfc valores faltantes que son cero.
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Teniendo en consideración la suposición inicial acerca de ŷi1(falt) = 0, el estimador de












(ŷi1fc − z′i1γ + τ ) = 0
Al despejar en las ecuaciones y escribiendo en forma matricial se tiene que:
α̂ = X1(falt)β̂
τ̂ = Z1(falt)γ̂
Por tanto, el estimador de mı́nimos cuadrados para la información faltante corresponde al
valor esperado de la respuesta. Luego, de manera más espećıfica se tiene que en la iteracción


























i1(falt) = exp (x
′
i1(falt)β






1 + exp (z′i1(falt)γ
(m))





i1 hacen referencia al valor de la media correspondiente al individuo i en el
tiempo 1, si su respuesta es diferente de cero o igual a cero respectivamente. Dada lam-ésima











El valor p0 es un valor de referencia para imputar el dato como cero o diferente de cero.
En las variables cero infladas, generalmente según Da Costa (2003), el porcentaje de ceros
es mı́nimo del 40% de las observaciones. Por tanto, 0.4 puede ser un valor mı́nimo si no se
tiene conocimiento profundo de la variable que se trabaja.
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Paso M. Imputadas las observaciones se procede a la maximización partiendo del conjunto
de datos completos, teniendo en cuenta el método Fisher-Scoring, con el estimador inicial
dado en el paso 1. Se realiza el paso E y M hasta lograr la convergencia. La variable indicadora
que permite estimar el exceso de ceros y el modelo de Poisson como independiente es un












1 + exp (−z′i1γ(m) − exp (x′i1β(m)))
si yi1 = 0
0 si yi1 > 0




























con Z1 y X1 de tamaños n × p. M (m)1z = diag(π
(m)
i1 (1 − π
(m)
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)′
3.1.2. Tiempo 2
En la estimación de los parámetros del modelo en el segundo tiempo, se emplea la variable
respuesta del primer tiempo yi1 como covariable asociada en el modelo utilizando el algoritmo
EM con ponderaciones. Durante la imputación de los valores faltantes del primer tiempo,
puede suceder que las entradas de la variable sean solamente cero, está situación se presentó
en algunas ocasiones durante las simulaciones llevadas a cabo en el desarrollo de la presente
investigación. Al tener una variable con todas las entradas iguales, no mejora la explicación
de la variabilidad de la variable respuesta. Luego, si sucede el caso, esta variable no se debe
considerar y las funciones de enlace para los parámetros λi2 y πi2 se deben definir como:
ln[λi2] = x
′






= z′i2γ si yi2 = 0
(3-33)
La estimación de los parámetros del modelo y la imputación de los datos se lleva a cabo de
manera similar conforme a lo propuesto para el primer tiempo.
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Ahora, si las entradas de yi1 no son todas cero, situación más usual, se debe llevar a cabo la
estimación del vector de parámetros máximo verośımiles en la segunda ocasión t = 2 igual
que en el paso 1, con el empleo del algoritmo EM teniendo en cuenta yi1 como covariable
asociada en el modelo. Las funciones de enlace para los parámetros son:
ln[λi2] = x
′






= z′i2γ si yi2 = 0
(3-34)








donde X2 y Z2 son las matrices de covariables relacionadas con y2, el vector de respuesta en
el segundo tiempo. Las matrices X2 y Z2 son de tamaño n× (p+ 1), donde p columnas con
las variables independientes que explican el comportamiento de la variable dependiente y la
última columna es el vector de las respuestas en el tiempo 1.








{ln(1− πi2)− λi2 + yi2 ln(λi2)− ln(yi2!)} (3-35)














1 + exp (z′i2γ)
+
exp (− exp (x′i2β))












ln[exp (z′i2γ) + exp (− exp (x′i2β))]−
n∑
i=1




ln [exp (z′i2γ) + exp (− exp (x′i2β))] +
∑
yi2 6=0




ln[1 + exp (z′i2γ)]
Nuevamente se define una función indicadora Di2 como:
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Di2 =
{
1 si yi2 = 0
0 si yi2 > 0
que permite expresar la verosimilitud como una suma de datos completos. Por tanto, la




Di2 ln [exp (z
′








ln[1 + exp (z′i2γ)]
Si la función indicadora es Di2 = 0 se tiene que el término:
Di2 ln [exp (z
′
i2γ) + exp (− exp (x′i2β))] = 0
De otro lado, si la función indicadora es Di2 = 1 entonces el modelo busca estimar el estado
cero o estado perfecto (Lambert, 1992) y por tanto, las covariables asociadas al modelo























(1−Di2) [yi2(x′i2β)− exp (x′i2β)− ln(yi2!)]
La verosimilitud de ℓ(Di2,γ, yi2) y ℓ(Di2,β, yi2) pueden ser maximizadas de manera separada
utilizando el algoritmo EM de manera iterativa, alternando entre la estimación de D
(0)
i2 dada
la esperanza condicional bajo unos parámetros iniciales γ(0) y β(0) estimados inicialmente.
Luego con D
(0)
i2 estimado se maximiza para γ
(1) y β(1), y se procede de manera iterativa
hasta la m-ésima iteración para lograr la convergencia.
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Paso 1
Se encuentran los valores estimados para β y γ haciendo uso del algoritmo EM para los
datos del tiempo 2.
Paso E. Se estima Di2 dada la media condicional D
(m)
i2 bajo las estimaciones iniciales de








i2 · P [D
(m)
i2 |yi2,β(m),γ(m)]














































Por la definición de la función indicadora se tiene que P [D
(m)
i2 = 1] = π
(m)
i2 y de manera
similiar P [D
(m)














1 · π(m)i2 + exp (−λ
(m)
i2 ) · (1− π
(m)
i2 )
si yi2 = 0
0 · π(m)i2
0 · π(m)i2 + (1− π
(m)
i2 ) · exp (−λ
(m)
i2 ) · λyi2i2 /yi2!











si yi2 = 0






1 + exp (− exp (x′i2β(m))) · exp (−z′i2γ(m))
si yi2 = 0






1 + exp [− exp (x′i2β(m))− z′i2γ(m)]
si yi2 = 0
0 si yi2 > 0
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Paso M. Se ajusta γ(m) por la maximización de ℓ(γ(m), yi2, D
(m)





































































Al igual que en el tiempo 1, se puede deducir el peso correspondiente a cada dato faltante a
partir de la log-verosimilitud, utilizando la propuesta de Ayala y Melo (2007) o reemplazar
las funciones de estimación, conforme a Hall y Shen (2009), para el paso M con funciones
que asignan pesos a los datos faltantes que conllevan a iguales resultados. Para facilitar la



















i2(k) es el peso correspondiente a la i-ésima observación en la m-ésima iteracción
en el k-ésimo patrón de respuesta faltante en el tiempo 2, estos valores se especifican de la







1 si k = 0
π
(m)
i2 + (1− π
(m)
i2 ) exp (−λ
(m)
i2 ) si k = 1






(k − 1)! si k > 1
Para la estimación de γ se hace uso del método Scoring-Fisher. De donde se tiene que:
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i2 (1 − π
(m)




i2(k)) son matrices de tamaño n × n
y Z2 es la matriz de covariables asociadas al modelo cero inflado en el tiempo 2 de tamaño

























































, . . .
)′
un vector de tamaño n× 1. Las definiciones anteriores se sustituyen en (3-38) y expresando
de manera matricial se tiene que:









Reemplazando (3-39) y (3-37) en (3-36) se llega a:















que permite la estimación de γ.















, . . .
)′
es un vector de tamaño n × 1. Por el algoritmo Fisher-Scoring en forma matricial se tiene
que:















es la expresión para la estimación de β, donde X2 es la matriz de covariables de tamaño
n× p.
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Paso 2
Estimación e imputación de datos faltantes en el tiempo 2. Se realiza el algoritmo EM para
los datos en el segundo tiempo teniendo en cuenta como estimador inicial de los parámetros
los obtenidos en el paso 2 del tiempo 1.
Paso E. Se realiza el mismo procedimiento dado en el paso 2 del tiempo 1, para obtener






















Los parámetros α y τ son los coeficientes estimados para las covariables de los valores
faltantes y A2 y B2 corresponden a las matrices de las covariables de valor faltante del
segundo tiempo para el modelo Poisson y cero inflado respectivamente. Al realizar la misma
deducción que el paso 2 del tiempo 1 se llega a:
α̂ = X2(falt)β̂
τ̂ = Z2(falt)γ̂
Las demás caracteŕısticas se deducen al igual que en el paso 2 del tiempo 1. Es decir, teniendo
en cuenta que la distribución de la variable respuesta es Poisson con exceso de ceros se tiene




































1 + exp (z′i2(falt)γ̂
(m))





i2 hacen referencia al valor de la media correspondiente al individuo i en el
tiempo 2.
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Paso M. Imputadas las observaciones se procede a la maximización partiendo del conjunto
de datos completos, teniendo en cuenta el método Fisher-Scoring, con el estimador inicial













1 + exp (−z′i2γ(m) − exp (x′i1β(m)))
si yi2 = 0




























donde M 2z, es una matriz de tamaño de n × n y vz2 es un vector de n × 1. El algoritmo
Fisher-Scoring para γ es:






























, . . .
)′
donde Mx2 es de tamaño n×n y vx2 de n×1. Por el algoritmo Fisher-Scoring y expresando
en matrices se tiene que:











donde X2 es una matriz de covariables de n× (p+ 1).
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3.1.3. Tiempo 3
Estimación del vector de parámetros máximo verośımiles en la ocasión 3 por medio del
algoritmo EM por ponderaciones.
Los vectores yi1 y yi2 contienen las respuestas en el tiempo 1 y 2 para evitar problemas de
multicolinealidad, por la medición longitudinal, se emplea el método de componentes prin-
cipales, con el fin de generar un nuevo conjunto de covariables ortogonales representativas.
La matriz de covariables está dada por:
C2 = [yi1, yi2]A
′
donde A = [a1, a2] es la matriz de vectores propios correspondientes a los valores propios de
norma 1. El vector propio a1 se obtiene de solucionar:
|S −∆1| Ia1 = 0
donde S es la matriz de varianzas-covarianzas de [yi1, yi2] y ∆1 es el valor propio más grande
de S y I es una matriz identidad. La extracción de la segundo componente principal se
realiza de igual manera.
Paso 1
Se lleva a cabo la estimación del vector de parámetros máximo verośımiles en la tercera
ocasión t = 3 igual que en el tiempo 1, con el empleo del algoritmo EM .
Las funciones de enlace para los parámetros son:
ln[λi3] = x
′






= z′i3γ si yi3 = 0
(3-40)
donde X3 y Z3 son matrices de tamaño n× (p+1), donde p columnas hace referencias a las
covariables que explican el comportamiento de la variable respuesta y la última columna es el
primer vector propio del análisis de componentes principales realizado con los valores de yi1
y yi2. Se define, para la estimación de los parámetros en el tiempo 3, una variable indicadora
Di3 al igual que el tiempo 1, que permite particionar la log-verosimilitud en una parte para
el modelo Poisson ℓ(Di3,γ, δ, yi3) y otra para el modelo de exceso de ceros ℓ(Di3,β,φ, yi3)
para ser maximizadas de manera separada. Se define yi3 = (yi3(obs), yi3(falt)) como el vector
que hace referencia a valores observados y faltantes.
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Se puede deducir a partir de la propuesta de Ayala y Melo (2007) los pesos para el tiempo







1 si k = 0
π
(m)
i3 + (1− π
(m)
i3 ) exp (−λ
(m)
i3 ) si k = 1






(k − 1)! si k > 1
Las matrices para la estimación de los parámetros del modelo en el tiempo 3 se deducen































, . . .
)′
un vector de n× 1. Reemplazando en el algoritmo Fisher-Scoring se tiene que:















con Z3 la matriz de covariables de tamaño n× (p+1). De manera similar, se deduce a partir















, . . .
)′
de tamaño n× 1. Por el algoritmo Fisher-Scoring y expresando en matrices se tiene que:















con X3 la matriz de covariables de tamaño n× (p+ 1).
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Paso 2
Estimación e imputación de datos faltantes en el tiempo 3. Se realiza el algoritmo EM para los
datos en el segundo tiempo teniendo tomando como estimadores iniciales de los parámetros
los obtenidos en el paso 2 del tiempo 3.
Paso E. Se realiza el procedimiento mostrado en el paso 2 del tiempo 1 para obtener las






















donde X3 y Z3 son matrices de covariables en el tiempo 3. Los coeficientes: β y γ son
los parámetros asociados a la regresión de las covariables. Los parámetros α y τ son los
coeficientes estimados para las covariables de los valores faltantes y A3 y B3 son las matrices
de las covariables de valor faltante del tercer tiempo para el modelo Poisson y cero inflado
respectivamente. Al realizar la misma deducción que en el paso 2 del tiempo 1 se llega a:
α̂ = X3(falt)β̂
τ̂ = Z3(falt)γ̂
Las demás caracteŕısticas se deducen al igual que en el paso 2 del tiempo 1. Es decir, teniendo
en cuenta que la distribución de la variable respuesta es Poisson con exceso de ceros se tiene




































1 + exp (z′i3(falt)γ̂
(m))





i3 hacen referencia al valor de la media correspondiente al individuo i en
el tiempo 3. El criterio de selección es igual al del paso 2 del tiempo 1. Es decir, dada la
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Paso M. Imputadas las observaciones se procede a la maximización partiendo del conjunto
de datos completos, teniendo en cuenta el método Fisher-Scoring, con el estimador inicial













1 + exp (−z′i3γ(m) − exp (x′i3β(m)))
si yi3 = 0

























, . . .
)′
un vector de n× 1. El algoritmo Fisher-Scoring para γ es:


























, . . .
)′
vector de tamaño n × 1. Por el algoritmo Fisher-Scoring y expresando en matrices se tiene
que:











donde X3 matriz de covariables de tamaño n× (p+ 1).
3.1.4. Tiempo t
Estimación del vector de parámetros máximo verośımiles en el tiempo t por medio del algo-
ritmo EM por ponderaciones.
Se tiene que yi1, yi2, . . . , yi(t−1) son los vectores respuesta del tiempo 1 hasta el tiempo t y para
evitar problemas de multicolinealidad, por la medición longitudinal, se emplea el método de
componentes principales, con el fin de generar un nuevo conjunto de covariables ortogonales
representativas. La matriz de covariables está dada por:
Ct−1 = [yi1, yi2, . . . , yi(t−1)]A
′
donde A = [a1, a2, . . . , at−1] es la matriz de vectores propios correspondientes a los valores
propios de norma 1.
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Paso 1
Se define Ct−1 como el vector propio asociado a las respuestas en los tiempos t − 1. La
estimación del vector de parámetros máximo verośımiles en el tiempo t se lleva a cabo al










= z′itγ si yit = 0
(3-41)
donde Xt y Zt son matrices de tamaño n× (p+1), donde p columnas hacen referencias a las
covariables que explican el comportamiento de la variable en el tiempo t y la última columna
es el primer vector propio del análisis de componentes principales realizado con los valores
de yi1, yi2, . . . , yi(t−1). Se define, para la estimación de los parámetros en el tiempo t, una
variable indicadora Dit al igual que el tiempo 1, que permite particionar la log-verosimilitud
en una parte para el modelo Poisson ℓ(Dit,β, yit) y otra para el modelo de exceso de ceros
ℓ(Dit,γ, yit) para ser maximizadas de manera separada. Se define yit = (yit(obs), yit(falt)) como
el vector que hace referencia a valores observados y faltantes. Se puede deducir a partir de







1 si k = 0
π
(m)
it + (1− π
(m)
it ) exp (−λ
(m)
it ) si k = 1






(k − 1)! si k > 1
Las matrices para la estimación de los parámetros del modelo en el tiempo t se deducen





























, . . .
)′
de tamaño n× 1. Reemplazando en algoritmo Fisher-Scoring se tiene que:















con Zt de tamaño n× (p+ 1). De manera similar, se deduce a partir de la log-verosimilitud














, . . .
)′
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Reemplazando en el algoritmo Fisher-Scoring y expresando en matrices se tiene que:















donde Xt es una matriz de covariables de tamaño n× (p+ 1).
Paso 2
Estimación e imputación de datos faltantes en el tiempo t. Se realiza el algoritmo EM para
los datos en el tiempo t teniendo en cuenta como estimador de los parámetros los obtenidos
en el paso 1 del tiempo t− 1.
Paso E. Se realiza el mismo procedimiento dado en el paso 2 del tiempo 1. Los valores
iniciales para los parámetros son los obtenidos en el paso 1 del tiempo t − 1, para obtener






















donde xt y zt son matrices de covariables en el tiempo t de tamaño n×(p+1). Los coeficientes:
β y γ son los parámetros asociados a la regresión de las covariables. Los parámetros α y
τ son los coeficientes estimados en para las covariables de los valores faltantes y At y Bt
corresponden a las matrices que de las covariables de valor faltante del tercer tiempo para el
modelo Poisson y cero inflado respectivamente. Al realizar la misma deducción que el paso
2 del tiempo 1 se llega a:
α̂ = Xt(falt)β̂
τ̂ = Zt(falt)γ̂
Las demás caracteŕısticas se deducen al igual que en el paso 2 del tiempo 1. Es decir, teniendo
en cuenta que la distribución de la variable respuesta es Poisson con exceso de ceros se tiene




































1 + exp (z′it(falt)γ̂
(m))
si yit = 0





it hacen referencia al valor de la media correspondiente al individuo i en
el tiempo t. El criterio de selección es igual al del paso 2 del tiempo 1. Es decir, dada la











Paso M. Imputadas las observaciones se procede a la maximización partiendo del conjunto
de datos completos, teniendo en cuenta el método Fisher-Scoring, con el estimador inicial












1 + exp (−z′itγ(m) − exp (x′itβ(m)))
si yit = 0
0 si yit > 0

























, . . .
)′
de tamaño n× 1. El algoritmo Fisher-Scoring para la estimación de γ es:


























, . . .
)′
de tamaño n×1. Por el algoritmo Fisher-Scoring y expresando en matrices se tiene que para
estimar β las ecuaciones son:











con Xt de tamaño n× (p+ 1).
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3.2. Binomial Negativa Cero Inflada
Sean Y 1,Y 2, ...,Y n un conjunto de variables aleatorias independientes con distribución de
probabilidad Binomial negativa cero inflada. Una variable aleatoria Binomial Negativa Cero




∼ BinomialNegativa(λi, α) con (1− πi)
La distribución de probabilidad de la variable aleatoria es:









si yi = 0
(1− πi)
Γ [yi + α]








si yi > 0
donde E[Yi] = (1− πi)λi y V ar[Yi] = (1− πi)λi(1 + πiλi + αλi). πi y λi se pueden modelar










Despejando en cada una de las ecuaciones se tiene que:
πi =
exp (z′iγ)
1 + exp (z′iγ)




Al igual que en el modelo Poisson Cero Inflado se asume que πi y λi son independientes.
3.2.1. Tiempo 1
Estimación del vector de parámetros en la primera ocasión con el algoritmo EM con pon-
deraciones. Inicialmente se tiene que la función de log-verosimilitud se define como:
ln ℓ = ln
n∏
i=1
















Γ (yi1 + α)
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Γ (yi1 + α)
























Γ (yi1 + α)









Ahora, se define una función indicadora que permite particionar la verosimilitud en la parte
Binomial Negativa y el modelo de ceros como:
Di1 =
{
1 si yi1 = 0
0 si yi1 > 0

















Γ (yi1 + α)














1 + exp (z′i1γ)
+
1
1 + exp (z′i1γ)
(
α














Γ (yi1 + α)















α + exp (x′i1β)
]]











α + exp (x′i1β)
)α]









(1−Di1) {α ln[α] + yi1x′i1β − (α + yi1) ln[α+ exp (x′i1β)]}
(3-44)






α + exp (x′i1β)
)α]
Esto debido a que involucra los parámetros γ y β que se buscan estimar. Ahora, teniendo






α + exp (x′i1β)
)α]
= 0
La función indicadora es Di1 = 1 cuando yi1 = 0, luego el modelo busca estimar la parte del
modelo que es igual a cero o estado perfecto, y por tanto, las covariables asociadas al modelo
Binomial Negativo no se tienen en cuenta en la estimación. El término que involucra los dos




















(1−Di1) {α ln[α] + yi1x′i1β − (α + yi1) ln[α + exp (x′i1β)]}
(3-46)
que puede ser maximizada de manera sencilla por que:
ln ℓ = ℓ(Di1,γ, yi1) + ℓ(Di1,β, α, yi1) (3-47)
donde ℓ(Di1,γ, yi1) puede ser maximizada de manera sencilla haciendo uso del algoritmo
Fisher-Scoring y ℓ(Di1,β, yi1) corresponde a la log-verosimilitud de una regresión binomial
negativa con una ponderación (1 − Di1). Estás dos expresiones pueden ser maximizadas
de manera separada, haciendo uso del algoritmo EM de manera iterativa alternando entre
la estimación inicial de D
(0)
i1 dada la esperanza condicional bajo unos parámetros iniciales
(γ(0),β(0), α(0)). Luego, con D
(0)
i1 estimado se maximiza para β
(1), γ(1) y α(1) y se procede de
manera iterativa hasta la m-ésima iteracción para llega a la convergencia.
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Paso 1
Se encuentran los valores estimador para γ y β haciendo uso del algoritmo EM para los
datos del tiempo 1.
Paso E. Se estima Di1 dada la media condicional D
(m)
i1 bajo unos valores iniciales para








i1 · P [D
(m)
i1 |yi1,γ(m),β(m)]






Por el teorema de bayes se tiene que:
P [D
(m)
i1 = 1|yi1,γ(m),β(m)] =
P [yi1 = 0|D(m)i1 = 1,γ(m),β(m)] · P [D
(m)
i1 = 1]
P [yi1 = 0|D(m)i1 = 1,γ(m),β(m)] · P [D
(m)
i1 = 1] + P [yi1 6= 0|D
(m)
i1 = 0,γ
(m),β(m)] · P [D(m)i1 = 0]
Por la función indicadora se tiene que P [D
(m)
i1 = 1] = π
(m)
i1 y P [D
(m)
i1 = 0] = 1 − π
(m)
i1 , al
















)α si yi1 = 0
0 · π(m)i1
0 · π(m)i1 + (1− π
(m)
i1 ) · Binom(λ
(m)
i1 , α)













· (1− π(m)i1 )/π
(m)
i1
si yi1 = 0













1 + exp (z′i1γ
(m))
si yi1 = 0
0 si yi1 > 0
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Paso M. Se ajusta γ(m) por la maximización de ℓ(γ(m), yi1, D
(m)










(m) − ln[1 + exp (z′i1γ(m))]
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Al igual que el modelo Poisson Cero Inflado se reemplazan las funciones de estimación para el






















i1(k) es el peso correspondiente para la i-ésima observación en la m-ésima iteración
del algoritmo en el tiempo 1, en el k-ésimo patrón de respuesta faltante. Los pesos para los
datos faltantes se definen de igual manera que en el modelo Poisson Cero Inflado siguiendo
la propuesta de Ayala y Melo (2007). Sean k los posibles patrones de la variable respuesta,
se especifican los valores de la siguiente forma: Sea k = 1 el primer patrón de respuesta este
primer valor de respuesta es cuando yi = 0, luego se define el peso para el primer patrón de
dato faltante como:
Si k = 1, se tiene que yi1 = 0, luego
w
(m)
i1(1) = P [Yi1(falt), k = 1|xi1(falt),β(m), α,γ(m)]
= P [Yi1(falt) = 0|xi1(falt),β(m), α,γ(m)]
= π
(m)
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Si k = 2, se tiene que yi1 = 1, luego
w
(m)
i1(2) = P [Yi1(falt), k = 2|xi1(falt),β(m), α,γ(m)]
= P [Yi1(falt) = 1|xi1(falt),β(m),γ(m)]
= (1− π(m)i1 )
Γ (α + 1)














Siguiendo de la misma manera se tiene que, si k = k, se tiene que yi1 = k − 1, luego
w
(m)
i1(k) = P [Yi1(falt), k = k|xi1(falt),β
(m),α,γ(m)]
= (1− π(m)i1 )
Γ (α + k − 1)














Finalmente, si el dato es observado se tiene que k = 0 y se define w
(m)
i1(0) = 1. Por tanto, las







1 si k = 0
π
(m)









si k = 1
(1− π(m)i1 )
Γ (α+ k − 1)














si k > 1
Ahora, al igual que en el modelo Poisson cero inflado para la estimación de los parámetros



































































































































i1 , . . .
)′
de tamaño n× 1. El score del algoritmo en forma matricial se puede expresar como:









donde Z1 es la matriz de covariables de tamaño n × p. Por el algoritmo Fisher-Scoring y
(3-49) y (3-50) se tiene que:













































































que son las ecuaciones normales para la estimación del parámetro γ. Ahora, para la es-
timación de ℓ(β(m), α, yi1, D
(m)
i1 ) se debe realizar una estimación de una binomial negativa
ponderada.
Por (3-47) se tiene que:





(1 − Di1) {α ln[α] + yix′i1β − (α+ yi1) ln[α + exp (x′i1β)]}
La derivada con respecto a β es:






























α + exp (x′i1β
(m))
]
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Al reemplazar (3-42) en la expresión anterior se tiene que:













































































(yi1 − λ(m)i1 )
De manera similar que con γ, se reemplaza la función de estimación con una que asigna un
peso a los datos faltantes, es decir:


















(yi1 − λ(m)i1 )
La segunda derivada parcial con respecto a β es:













(α + yi1)α exp (x
′
i1β)
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Al igual que en la estimación de γ se hace uso del método Fisher-Scoring. El score se
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, . . .
)′
Por tanto, se tiene que el score forma matricial se puede escribir como:









dondeX1 es una matriz de covariables de tamaño n×p. Reemplazando (3-51) en el algoritmo
Scoring Fisher se tiene que:







































que son las ecuaciones normales para la estimación del parámetro β.
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La estimación de α para maximizar (3-46) se realiza mediante un algoritmo Newton-Raphson.

























ψ(yi1 + α) =
Γ′(yi1 + α)
Γ(yi1 + α)








































Por tanto, la estimación de α es mediante el algoritmo Newton-Raphson queda expresada
como:









Ahora, dado que la convergencia del algoritmo depende de una adecuada selección del valor
inicial, se propone realizar una regresión binomial negativa con los datos observados y tomar
el valor α como punto de partida para el algoritmo.
3.2 Binomial Negativa Cero Inflada 53
Paso 2
Estimación e imputación de los datos faltantes en el tiempo 1. Se realiza el algoritmo EM
para los datos en el primer tiempo, exactamente igual que el Poisson cero inflado, teniendo
en cuenta como estimador de los parámetros del modelo los obtenidos en el paso 1.
Paso E. El paso E imputa los valores para los datos faltantes, utilizando el modelo pro-






















donde A1 y B1 son matrices de tamaños n× (n− n1) donde n es el total de datos, n1 indica
el total de datos observados y (n − n1) indican las covariables de valor faltante del primer
tiempo con las matrices A1 y B1 que corresponden a las covariables del modelo Binomial
Negativo y cero inflado, respectivamente, de los valores faltantes del primer tiempo. α y τ
corresponden a los vectores de los (n − n1) coeficientes de regresión para las covariables de
valor faltante y β y γ son los coeficientes estimados en el primer tiempo. Las matrices X1 y
Z1 son las matrices de covariables asociadas al primer tiempo del modelo Binomial Negativo y
cero inflado respectivamente. Al igual que en el paso 2 del tiempo 1 de la distribución Poisson
inflada de ceros se deduce que los estimadores de mı́nimos cuadrados para la información







Teniendo en cuenta que la distribución de la variable respuesta es Binomial Negativa con






















si yi1 = 0




i1(falt) = exp (x
′
i1(falt)β






1 + exp (z′i1(falt)γ
(m))





i1 hacen referencia al valor de la media correspondiente al individuo i en el
tiempo 1, si su respuesta es diferente de cero o igual a cero respectivamente. Dada la m-ésima











Al igual que con la variable respuesta Poisson cero inflada se toma un valor p0 de referencia
para imputar el dato como cero o diferente de cero. En las variables cero infladas, general-
mente según Da Costa (2003), el porcentaje de ceros es mı́nimo del 40% de las observaciones.
Por tanto, 0.4 puede ser un valor mı́nimo si no se tiene conocimiento profundo de la variable
que se trabaja.
Paso M. Imputadas las observaciones se procede a la maximización partiendo del conjunto
de datos completos, teniendo en cuenta el método Fisher-Scoring, con el estimador inicial




















1 + exp (z′i1γ
(m))
si yi1 = 0
0 si yi1 > 0
Para estimar α se tiene que:
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de tamaño n× 1.
3.2.2. Tiempo 2
Se realiza el mismo desarrollo que el llevado a cabo en el tiempo 2 del algoritmo para los datos
Poisson cero inflados, se considera como covariable para el modelo las respuestas estimadas
en el tiempo 1 y se definen las matrices Zi2 y X2 de tamaño n× (p+ 1) donde las primeras
p columnas hacen referencias a las variables independientes y la última columna es yi1 las
respuestas en el tiempo 1 completas. El modelo que se considera es:
ln[λ2] = X
′






= Z′2γ si y2 = 0
donde β y γ son los parámetros a estimar en el tiempo 2.
Paso 1
El desarrollo de la log-verosimilitud y la máximización de los parámetros se realiza de igual
manera que en el tiempo 2 del algoritmo para datos Poisson cero inflados.
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, . . .
)′
de tamaño n× 1. Las matrices anteriores se sustituyen en el score para expresar de manera
matricial como:









con Z2 de tamaño n× (p+ 1) matriz de covariables. Reemplazando el score en el algoritmo
Fisher-Scoring se llega a:
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de tamaño n × n. Por el
algoritmo Fisher-Scoring y expresando en matrices se tiene que:















con X2 matriz de covariables de tamaño n× (p+ 1).
Paso 2
La estimación e imputación de datos faltantes en el tiempo 2 por medio del algoritmo EM,
se realiza de la misma manera que en el paso 2 del tiempo 1.
3.2.3. Tiempo t
De manera sucesiva se tiene que para cualquier tiempo t se realiza un análisis de componentes
principales con las respuestas de los tiempo t − 1 anteriores. Se selecciona el número de
componentes principales que cumplan los criterios de valor propio mayor a uno o que el
porcentaje de varianza acumulado sea por lo menos del 70%. Se toman estas componentes
y se realiza el algoritmo conforme lo desarrollado en paso 1 en el tiempo t del algoritmo
para los datos Poisson cero inflados y imputación se realiza teniendo en cuenta el estimador
encontrado en el paso 1 anterior y se desarrolla la maximización de igual manera que el paso
2 del tiempo t del modelo Poisson cero inflado.
4. Aplicación
En esta sección se muestran los métodos para la estimación e imputación de información
faltante, propuestos en la sección anterior. En la aplicación del primer método, propuesto
para respuestas Poisson cero infladas, se usan los datos trabajados por Da Costa (2003), los
cuales son tomados de un estudio de mejoramiento genético del máız. En la aplicación del
método para respuesta Binomial Negativa cero inflada, se consideran los datos de un estudio
del forrajeo del polen presentado en Rodŕıguez (2014).
4.1. Poisson cero inflado: Estudio mejoramiento del máız
El máız desde la época prehispánica ha sido una de las mayores fuentes de alimento. El
cultivo inicial fue hecho por pueblos ind́ıgenas del centro de México y fue utilizado como
moneda de cambio por diversas culturas ind́ıgenas, extendiéndose su cultivo a lo largo de
América. Introducido en Europa durante la colonia y extendiéndose su cultivo a lo largo del
mundo en el siglo XIX.
Actualmente es el cereal con el mayor volumen de producción mundial superando el trigo y
el arroz. Mueve un mercado de aproximadamente 40 billones de dólares anuales, distribuidos
entre industrias de producción de alimentos para el consumo humano y materia prima para
centenas de productos industrializados. EEUU es el mayor productor mundial con 386748
toneladas en el año 2016, seguido de China con 219554 toneladas y tercero Brasil con 86500
toneladas.
El máız es posible cultivarlo desde el nivel del mar hasta los 3250 metros de altitud y se
siembra principalmente sobre el Ecuador. Al ser una de las principales fuentes de alimento,
el ciclo de vida de la planta es muy importante para el hombre. Entre las diferentes plagas
que atacan el máız se encuentra la Spodoptera frugiperda, conocida como oruga del cartucho
del máız, una especie que ataca decenas de culturas económicamente importantes en varios
páıses. Hasta hoy, el control de la plaga se hace principalmente con productos qúımicos.
En los últimos años, se ha preponderado por la disminución del uso de plaguicidas en la
producción de alimentos dado los posibles efectos adversos que tienen en la salud. Es por
esto que para el control de la plaga se ha planteado el mejoramiento genético del máız.
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La empresa Monsanto de Brasil es una de las ĺıderes en la producción de soluciones agŕıcolas
para el mejoramiento del campo. Una de las ĺıneas de investigación es el mejoramiento
genético de las plantas. Es por esto, que se diseño un experimento, a cargo del investigador
Odnei Fernandes, que fue realizado en Rolandia, Estado de Paraná (Da Costa, 2003).
El experimento inició el 11 de marzo del 2001 y tuvo como objetivo evaluar la eficiencia
del máız genéticamente modificado MON810 en relación con el máız convencional (h́ıbrido
DKB909) en el control de la Spodoptera frugiperda.
El experimento fue completamente aleatorizado, con 3 tratamientos y 8 repeticiones en
parcelas de 1250m2, siendo evaluadas durante 9 semanas. Los tratamientos fueron:
1. Máız genéticamente modificado MON810, Tratamiento 1.
2. Máız convencional con aplicación de insecticidas, Tratamiento 2.
3. Máız convencional sin aplicación de insecticidas, Tratamiento 3.
Para la aplicación de insecticidas fue establecido, que siempre que del 20% a 30% de las
plantas tuvieran śıntomas de ataques se les aplicaŕıa el insecticida. La variable respuesta fue
el número de las orugas grandes en las parcelas.
La tabla 4-1 muestra los datos del estudio del máız:
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Sem1 Sem2 Sem3 Sem4 Sem5 Sem6 Sem7 Sem8 Sem9 Trat
1 0 0 0 0 0 0 0 0 0 1
2 0 0 0 0 0 0 0 0 0 1
3 0 0 0 0 0 0 0 0 0 1
4 0 0 0 0 0 0 0 0 1 1
5 0 0 0 0 0 0 0 0 1 1
6 0 0 0 0 0 0 0 0 1 1
7 0 0 0 0 0 1 0 1 2 1
8 0 0 0 0 0 1 0 1 3 1
9 0 0 0 0 0 0 0 0 0 2
10 0 0 0 0 0 0 0 0 0 2
11 0 0 0 0 0 0 0 0 0 2
12 0 0 0 0 0 0 0 1 0 2
13 0 0 0 1 1 1 0 1 0 2
14 0 0 0 0 1 2 1 1 0 2
15 0 0 0 0 1 2 1 2 1 2
16 0 0 0 0 2 4 1 2 3 2
17 0 0 0 0 1 4 3 2 2 3
18 0 0 0 0 1 5 4 2 3 3
19 0 0 0 0 0 5 4 2 3 3
20 0 0 0 0 0 5 5 2 4 3
21 0 0 0 0 0 4 5 3 4 3
22 0 0 0 0 0 8 6 3 6 3
23 0 0 0 0 0 8 7 4 4 3
24 0 0 0 0 0 9 7 4 4 3
Tabla 4-1.: Estudio del máız.
4.1.1. Estimación e imputación de datos faltantes
Los datos son las mediciones durante nueve semanas del número de orugas grandes en cada
una de las ocho parcelas que fueron parte del estudio. los tratamientos son: máız geneticamen-
te modificado T1, máız convencional T2 y máız convencional sin insecticidas T3. Se establece
que yit corresponde al número de gusanos en la i-ésima parcela en la t-ésima semana, donde
i = 1, ..., 24 y t = 1, ..., 9.
Haciendo uso de un algoritmo propuesto, se realiza la pérdida aleatoria de datos en porcentajes
de: 20%, 30%, 40% y 50% cada uno 100 veces. Se sigue el proceso de imputación y estimación
de la información faltante con respuestas Poisson cero inflada, en cada uno de los nueve
tiempos. Por medio del algoritmo programado en R, se compara el número de respuestas
imputadas con las respuestas originales y se hace una razón de éxito del algoritmo, se estima
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un modelo longitudinal de efecto mixto con variable respuesta Poisson cero inflada y se
estiman los parámetros del modelo y se comparan con el modelo con los datos completos.
A modo de ilustración se muestra el desarrollo del algoritmo paso a paso en el caso que la
pérdida aleatoria es del 20%, en cada uno de los nueve tiempos que conforman las mediciones
de la base de datos del máız, recordando que el algoritmo propuesto se realiza en cada semana
en dos pasos. Primer paso estimación de los parámetros del modelo y los pesos, segundo
paso imputación de la información pérdida. Por tanto, se tienen 18 pasos en total para la
estimación e imputación en el caso de los datos del máız.
Paso 1. Estimación de los parámetros del modelo en el tiempo 1.
Se realizó una gran cantidad de análisis para encontrar el modelo con las variables inde-
pendientes que explicaran mejor la variable respuesta. El modelo que obtuvo los mejores







ln(λi1(falt)) =β0 + β1Ti
donde πi1(falt) es la probabilidad de que el dato faltante en el tiempo 1 pertenezca al modelo
de ceros, λi1(falt) es la media del modelo Poisson y Ti es la covariable que hace referencia al
tratamiento de la i-ésima observación. Se toma el primer tiempo como variable respuesta y el
tratamiento como única covariable. Los pesos correspondientes a los individuos, se obtienen
a partir del algoritmo propuesto con un estimador inicial propuesto.
La tabla 4-2 muestra el 20% de la información perdida:
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Sem1 Sem2 Sem3 Sem4 Sem5 Sem6 Sem7 Sem8 Sem9 Trat
1 0 0 0 0 0 0 1
2 0 0 0 0 0 0 0 0 1
3 0 0 0 0 0 0 1
4 0 0 0 0 0 0 1 1
5 0 0 0 0 1 1
6 0 0 0 1 1
7 0 0 0 1 1 2 1
8 0 0 0 0 1 0 1 3 1
9 0 0 0 0 0 0 0 2
10 0 0 0 0 0 0 0 0 0 2
11 0 0 0 0 0 0 2
12 0 0 0 0 0 0 0 2
13 0 0 0 1 1 0 0 2
14 0 0 0 1 2 1 1 0 2
15 0 0 0 1 2 1 2 2
16 0 0 0 0 2 4 2 3 2
17 0 0 0 1 4 3 2 2 3
18 0 0 0 1 5 4 2 3
19 0 0 0 0 4 2 3 3
20 0 0 0 0 5 5 2 4 3
21 0 0 0 0 0 4 5 3 4 3
22 0 0 0 0 0 8 6 3 6 3
23 0 0 0 0 7 4 4 3
24 0 0 0 0 0 4 4 3
Tabla 4-2.: Datos del máız: 20% de información perdida.
Luego de 30 iteracciones entre los pasos de Esperanza y Maximización se obtienen los esti-












Paso 2. Imputación de los datos faltantes en el tiempo 1 y estimación de los parámetros
del modelo.




0 si π̂i1(falt) ≥ 0.5,
[λ̂i1(falt)] si π̂i1(falt) < 0.5,
La probabilidad de que un dato perdido sea del modelo cero inflado es π̂i1(falt), se propo-
ne que si el valor es mayor o igual a 0.5, se imputa como cero el valor perdido. Ahora, si
π̂i1(falt) < 0.5 el valor debe pertenecer al modelo Poisson y se propone que el valor imputado
sea [λ̂i1(falt)] que es la función parte entera de la media del modelo Poisson.
Teniendo en cuenta los pesos estimados en el paso anterior, donde π̂i1(falt) es la probabilidad
que el dato faltante sea del modelo cero inflado y λ̂i1(falt) es la media de la observación si el
dato es del modelo Poisson. Los valores de π̂1i(falt) y λ̂i1(falt) se muestra en la tabla 4-3 para





Tabla 4-3.: Pesos tiempo 1.
La tabla 4-3 muestra que todas las probabilidades π̂i1(falt) de que los datos sean del modelo
de cero son iguales a 1. Por tanto, los valores perdidos se imputan como 0 en el tiempo 1.











Los estimadores anteriores son exactamente iguales que los mostrados en el paso 1. La razón
de este comportamiento se debe a que la estimación de β̂ y γ̂ en el paso 1 se realiza con una
regresión ponderada por unos pesos que a su vez dependen de λ̂i1(falt) y π̂i1(falt). En el paso
2 se realiza la regresión con los datos que fueron completados teniendo en cuenta λ̂i1(falt) y
π̂i1(falt). Es decir, los pesos en el paso 1 garantizaron que los patrones de respuesta ’correctos’
tuvieran mayor peso en la estimación de los parámetros en el primer paso, con estos pesos
se estiman los valores perdidos y se realiza la estimación de los parámetros en el paso 2, esto
conlleva a que los coeficientes sean muy similares entre pasos de cada tiempo.
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La tabla 4-4 muestra la imputación de la información faltante para el tiempo 1.
Sem1 Sem2 Sem3 Sem4 Sem5 Sem6 Sem7 Sem8 Sem9 Trat
1 0 0 0 0 0 0 1
2 0 0 0 0 0 0 0 0 1
3 0 0 0 0 0 0 1
4 0 0 0 0 0 0 1 1
5 0 0 0 0 1 1
6 0 0 0 1 1
7 0 0 0 0 1 1 2 1
8 0 0 0 0 1 0 1 3 1
9 0 0 0 0 0 0 0 2
10 0 0 0 0 0 0 0 0 0 2
11 0 0 0 0 0 0 0 2
12 0 0 0 0 0 0 0 2
13 0 0 0 1 1 0 0 2
14 0 0 0 1 2 1 1 0 2
15 0 0 0 1 2 1 2 2
16 0 0 0 0 2 4 2 3 2
17 0 0 0 1 4 3 2 2 3
18 0 0 0 1 5 4 2 3
19 0 0 0 0 4 2 3 3
20 0 0 0 0 5 5 2 4 3
21 0 0 0 0 0 4 5 3 4 3
22 0 0 0 0 0 8 6 3 6 3
23 0 0 0 0 0 7 4 4 3
24 0 0 0 0 0 4 4 3
Tabla 4-4.: Imputación de datos, tiempo 1.
Paso 3. Estimación de los parámetros del modelo en el tiempo 2.
Teniendo en cuenta la estimación de los valores perdidos en el tiempo 1 que fueron todos







ln(λi2(falt)) =β0 + β1Ti
donde πi2(falt) es la probabilidad de que el dato faltante sea del modelo de ceros, λi2(falt) es
la media del modelo Poisson y Ti es el tratamiento de la i-ésima observación.
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Paso 4. Imputación de los datos faltantes en el tiempo 2 y estimación de los parámetros
del modelo.
La imputación de la información perdida se realiza teniendo en cuenta la regla utilizada en
el paso anterior. Los valores de π̂i2(falt) y λ̂i2(falt) estimados en el paso anterior se muestran









Tabla 4-5.: Pesos tiempo 2.
La tabla 4-5 muestra que todos los valores de π̂i2(falt) son iguales a uno. Por tanto, los valores
perdidos en el tiempo 2 se imputan como 0.











Los estimadores anteriores coinciden con los mostrados en el paso 1 del tiempo 2. Esto sucede
a la misma situación que ocurre en el tiempo 1, los parámetros λ̂i2(falt) y π̂i2(falt) que definen
los valores imputados en el paso 2, son los mismos que sirven para definir los pesos en el
paso 1, teniendo como consecuencia que los parámetros estimados en los dos pasos sean
exactamente iguales.
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Los valores estimados en el tiempo 2 se muestran en la tabla 4-6.
Sem1 Sem2 Sem3 Sem4 Sem5 Sem6 Sem7 Sem8 Sem9 Trat
1 0 0 0 0 0 0 0 1
2 0 0 0 0 0 0 0 0 1
3 0 0 0 0 0 0 0 1
4 0 0 0 0 0 0 0 1 1
5 0 0 0 0 0 1 1
6 0 0 0 0 1 1
7 0 0 0 0 1 1 2 1
8 0 0 0 0 1 0 1 3 1
9 0 0 0 0 0 0 0 2
10 0 0 0 0 0 0 0 0 0 2
11 0 0 0 0 0 0 0 2
12 0 0 0 0 0 0 0 2
13 0 0 0 1 1 0 0 2
14 0 0 0 1 2 1 1 0 2
15 0 0 0 1 2 1 2 2
16 0 0 0 0 2 4 2 3 2
17 0 0 0 0 1 4 3 2 2 3
18 0 0 0 1 5 4 2 3
19 0 0 0 0 4 2 3 3
20 0 0 0 0 0 5 5 2 4 3
21 0 0 0 0 0 4 5 3 4 3
22 0 0 0 0 0 8 6 3 6 3
23 0 0 0 0 0 7 4 4 3
24 0 0 0 0 0 4 4 3
Tabla 4-6.: Imputación de datos, tiempo 2.
Paso 5. Estimación de los parámetros del modelo en el tiempo 3.
Teniendo en cuenta que la estimación de los valores perdidos en el tiempo 1 y 2 son todos







ln(λi3(falt)) =β0 + β1Ti
donde πi3(falt) es la probabilidad de que el dato faltante sea del modelo de ceros, λi3(falt) es
la media del modelo Poisson y Ti es el tratamiento de la i-ésima observación.
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Paso 6. Imputación de los datos faltantes en el tiempo 3 y estimación de los parámetros
del modelo.
La imputación de la información perdida se realiza teniendo en cuenta la regla utilizada en
el paso 2. Los valores de λ̂i3(falt) y π̂i3(falt) estimados en el paso 5 se muestran en la tabla








Tabla 4-7.: Pesos tiempo 3.
La tabla 4-7 muestra que todos los valores de π̂i3(falt) son iguales a 1. Por tanto, todos los
valores imputados en el tiempo 3 son cero.











Los estimadores anteriores coinciden con los mostrados en el paso 1 del tiempo 3. Esto sucede
debido a que los parámetros λ̂i2(falt) y π̂i2(falt) que definen los valores imputados en el paso
2, son los mismos que sirven para definir los pesos en el paso 1, teniendo como consecuencia
que los parámetros estimados en los dos pasos sean exactamente iguales.
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Los valores estimados para el tiempo 3 se muestran en la tabla 4-8.
Sem1 Sem2 Sem3 Sem4 Sem5 Sem6 Sem7 Sem8 Sem9 Trat
1 0 0 0 0 0 0 0 1
2 0 0 0 0 0 0 0 0 1
3 0 0 0 0 0 0 0 0 1
4 0 0 0 0 0 0 0 1 1
5 0 0 0 0 0 0 1 1
6 0 0 0 0 0 1 1
7 0 0 0 0 1 1 2 1
8 0 0 0 0 1 0 1 3 1
9 0 0 0 0 0 0 0 0 2
10 0 0 0 0 0 0 0 0 0 2
11 0 0 0 0 0 0 0 2
12 0 0 0 0 0 0 0 2
13 0 0 0 1 1 0 0 2
14 0 0 0 0 1 2 1 1 0 2
15 0 0 0 0 1 2 1 2 2
16 0 0 0 0 2 4 2 3 2
17 0 0 0 0 1 4 3 2 2 3
18 0 0 0 1 5 4 2 3
19 0 0 0 0 4 2 3 3
20 0 0 0 0 0 5 5 2 4 3
21 0 0 0 0 0 4 5 3 4 3
22 0 0 0 0 0 8 6 3 6 3
23 0 0 0 0 0 7 4 4 3
24 0 0 0 0 0 4 4 3
Tabla 4-8.: Imputación de datos, tiempo 3.
Paso 7. Estimación de los parámetros del modelo en el tiempo 4.








ln(λi4(falt)) =β0 + β1Ti
donde πi4(falt) es la probabilidad de que el dato perdido en el tiempo 4 sea del modelo cero,
λi4(falt) es la media del modelo Poisson y Ti es el tratamiento de la i-ésima observación.
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Paso 8. Imputación de los datos faltantes en el tiempo 4 y estimación de los parámetros
del modelo.
La imputación de la información perdida se realiza teniendo en cuenta la regla propuesta en
el paso 2. Los valores π̂i4(falt) y λ̂i4(falt) estimados en el paso 7 se muestran en la tabla 4-9






Tabla 4-9.: Pesos tiempo 4.
La tabla 4-9 muestra que la probabilidad de que los datos perdidos 2 y 7 en el tiempo 4
sea del modelo cero inflado es de 0.99. Las probabilidades de que los datos perdidos: 12 y 18
sean del modelo cero inflado es 0. Por tanto, la imputación se realiza teniendo en cuenta la
parte entera de λ̂i4(falt).












Los estimadores anteriores son muy similares a los observados en el paso 1 del tiempo 4. Esto
sucede debido a que los parámetros λ̂i2(falt) y π̂i2(falt) que definen los valores imputados, son
los mismos que sirven para definir los pesos teniendo como consecuencia que los parámetros
estimados en los dos pasos del tiempo 4 sean muy similares.
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La tabla 4-10 muestra la imputación de la información faltante en el tiempo 4.
Sem1 Sem2 Sem3 Sem4 Sem5 Sem6 Sem7 Sem8 Sem9 Trat
1 0 0 0 0 0 0 0 1
2 0 0 0 0 0 0 0 0 0 1
3 0 0 0 0 0 0 0 0 1
4 0 0 0 0 0 0 0 1 1
5 0 0 0 0 0 0 1 1
6 0 0 0 0 0 1 1
7 0 0 0 0 0 1 1 2 1
8 0 0 0 0 1 0 1 3 1
9 0 0 0 0 0 0 0 0 2
10 0 0 0 0 0 0 0 0 0 2
11 0 0 0 0 0 0 0 2
12 0 0 0 0 0 0 0 0 2
13 0 0 0 1 1 0 0 2
14 0 0 0 0 1 2 1 1 0 2
15 0 0 0 0 1 2 1 2 2
16 0 0 0 0 2 4 2 3 2
17 0 0 0 0 1 4 3 2 2 3
18 0 0 0 0 1 5 4 2 3
19 0 0 0 0 4 2 3 3
20 0 0 0 0 0 5 5 2 4 3
21 0 0 0 0 0 4 5 3 4 3
22 0 0 0 0 0 8 6 3 6 3
23 0 0 0 0 0 7 4 4 3
24 0 0 0 0 0 4 4 3
Tabla 4-10.: Imputación de datos, tiempo 4.
Paso 9. Estimación de los parámetros del modelo en el tiempo 5.
Teniendo en cuenta que los valores de los tiempos: 1, 2 y 3 son todos cero y que el tiempo 4
solamente tiene una observación diferente de cero. La estimación del modelo con alguno de
los tiempos anteriores genera problemas de estimación del modelo, luego para garantizar la







ln(λi5(falt)) =β0 + β1Ti
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donde πi5(falt) es la probabilidad que el dato faltante en el tiempo 5 sea del modelo cero
inflado, λi5(falt) es la media del modelo Poisson y Ti es la covariable que hace referencia al
tratamiento de la i-ésima observación.











Paso 10. Imputación de los datos faltantes en el tiempo 5 y estimación de los parámetros
del modelo.
La imputación de la información perdida se realiza teniendo en cuenta la regla propuesta en
el paso 2. Los valores π̂i5(falt) y λ̂i5(falt) estimados en el paso 9 se muestran en la tabla 4-11








Tabla 4-11.: Pesos tiempo 5.
La tabla 4-11 muestra que los datos: 3, 4, 6 y 8 deben pertenecen al modelo cero inflado ya
que la probabilidad es del 0.99. Los datos 13 y 19 se imputan como ceros que pertenecen al
modelo Poisson.











Los estimadores anteriores son muy similares con los mostrados en el paso 1 del tiempo 5. La
razón es la misma que en el tiempo 4, los parámetros λ̂i2(falt) y π̂i2(falt) que definen los valores
imputados, son los mismos que sirven para definir los pesos teniendo como consecuencia que
los parámetros estimados en los dos pasos del tiempo 5 sean muy similares.
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Los valores estimados para el tiempo 5 se muestran en la tabla 4-12.
Sem1 Sem2 Sem3 Sem4 Sem5 Sem6 Sem7 Sem8 Sem9 Trat
1 0 0 0 0 0 0 0 1
2 0 0 0 0 0 0 0 0 0 1
3 0 0 0 0 0 0 0 0 0 1
4 0 0 0 0 0 0 0 0 1 1
5 0 0 0 0 0 0 1 1
6 0 0 0 0 0 0 1 1
7 0 0 0 0 0 1 1 2 1
8 0 0 0 0 0 1 0 1 3 1
9 0 0 0 0 0 0 0 0 2
10 0 0 0 0 0 0 0 0 0 2
11 0 0 0 0 0 0 0 2
12 0 0 0 0 0 0 0 0 2
13 0 0 0 1 0 1 0 0 2
14 0 0 0 0 1 2 1 1 0 2
15 0 0 0 0 1 2 1 2 2
16 0 0 0 0 2 4 2 3 2
17 0 0 0 0 1 4 3 2 2 3
18 0 0 0 0 1 5 4 2 3
19 0 0 0 0 0 4 2 3 3
20 0 0 0 0 0 5 5 2 4 3
21 0 0 0 0 0 4 5 3 4 3
22 0 0 0 0 0 8 6 3 6 3
23 0 0 0 0 0 7 4 4 3
24 0 0 0 0 0 4 4 3
Tabla 4-12.: Imputación de datos, tiempo 5.
Paso 11. Estimación de los parámetros del modelo en el tiempo 6.







=γ0 + γ1Ti + γ2t5
ln(λi6(falt)) =β0 + β1Ti + β2t5
donde πi6(falt) es la probabilidad de que el dato faltante en el tiempo 6 sea del modelo de
ceros, λi6(falt) es la media del modelo Poisson, Ti es la covariable del tratamiento asociada a
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la i-ésima observación y t5 son los valores de la variable respuesta en el tiempo 5.
















Paso 12. Imputación de los datos faltantes en el tiempo 6 y estimación de los parámetros
del modelo.
La imputación de la información perdida se realiza teniendo en cuenta la regla propuesta en
el paso 2. Los valores π̂i6(falt) y λ̂i6(falt) estimados en el paso 11 se muestran en la tabla 4-13








Tabla 4-13.: Pesos tiempo 6.
La tabla 4-13 muestra que los datos perdidos: 1, 5 y 6 en el tiempo 6, deben ser imputados
como 0. Los datos perdidos: 19, 23 y 24 se imputan como 4.
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Los valores estimados para el tiempo 6 se muestran en la tabla 4-14.
Sem1 Sem2 Sem3 Sem4 Sem5 Sem6 Sem7 Sem8 Sem9 Trat
1 0 0 0 0 0 0 0 0 1
2 0 0 0 0 0 0 0 0 0 1
3 0 0 0 0 0 0 0 0 0 1
4 0 0 0 0 0 0 0 0 1 1
5 0 0 0 0 0 0 0 1 1
6 0 0 0 0 0 0 0 1 1
7 0 0 0 0 0 1 1 2 1
8 0 0 0 0 0 1 0 1 3 1
9 0 0 0 0 0 0 0 0 2
10 0 0 0 0 0 0 0 0 0 2
11 0 0 0 0 0 0 0 2
12 0 0 0 0 0 0 0 0 2
13 0 0 0 1 0 1 0 0 2
14 0 0 0 0 1 2 1 1 0 2
15 0 0 0 0 1 2 1 2 2
16 0 0 0 0 2 4 2 3 2
17 0 0 0 0 1 4 3 2 2 3
18 0 0 0 0 1 5 4 2 3
19 0 0 0 0 0 4 4 2 3 3
20 0 0 0 0 0 5 5 2 4 3
21 0 0 0 0 0 4 5 3 4 3
22 0 0 0 0 0 8 6 3 6 3
23 0 0 0 0 0 4 7 4 4 3
24 0 0 0 0 0 4 4 4 3
Tabla 4-14.: Imputación de datos, tiempo 6.
Paso 13. Estimación de los parámetros del modelo en el tiempo 7.
Teniendo en cuenta el algoritmo propuesto se toman las respuestas de los tiempos: 4, 5 y
6 se realiza un análisis de componentes principales para obtener una nueva covariable que
retenga la máxima variabilidad contenida en los datos. El porcentaje de varianza retenida en
las 100 simulaciones realizadas por el algoritmo fue en promedio del 87% de la información,
luego solo fue necesario utilizar solamente la primera componente principal para el análisis.







=γ0 + γ1Ti + γ2Ci1
ln(λi7(falt)) =β0 + β1Ti + β2Ci1
donde πi7(falt) es la probabilidad de que el dato faltante en el tiempo 7 sea del modelo cero
inflado, λi7(falt) es la media del modelo Poisson, Ti es el tratamiento asociado a la observación
i-ésima y Ci1 es el valor del primer valor propio del análisis de componentes principales de
la i-ésima parcela.
















Paso 14. Imputación de los datos faltantes en el tiempo 7 y estimación de los parámetros
del modelo.
La imputación de la información perdida se realiza teniendo en cuenta la regla propuesta en
el paso 2. Los valores π̂i7(falt) y λ̂i7(falt) estimados en el paso 13 se muestran en la tabla 4-15






Tabla 4-15.: Pesos tiempo 7.
La tabla 4-15 muestra que los datos perdidos en el tiempo 7: 5, 7 y 16 deben ser imputados
como: 0. Los dos primeros son del modelo Poisson y el tercero al modelo cero inflado. El
dato 24 se imputa como 4.
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Los valores estimados para el tiempo 7 se muestran en la tabla 4-16.
Sem1 Sem2 Sem3 Sem4 Sem5 Sem6 Sem7 Sem8 Sem9 Trat
1 0 0 0 0 0 0 0 0 1
2 0 0 0 0 0 0 0 0 0 1
3 0 0 0 0 0 0 0 0 0 1
4 0 0 0 0 0 0 0 0 1 1
5 0 0 0 0 0 0 0 0 1 1
6 0 0 0 0 0 0 0 1 1
7 0 0 0 0 0 1 0 1 2 1
8 0 0 0 0 0 1 0 1 3 1
9 0 0 0 0 0 0 0 0 2
10 0 0 0 0 0 0 0 0 0 2
11 0 0 0 0 0 0 0 2
12 0 0 0 0 0 0 0 0 2
13 0 0 0 1 0 1 0 0 2
14 0 0 0 0 1 2 1 1 0 2
15 0 0 0 0 1 2 1 2 2
16 0 0 0 0 2 4 0 2 3 2
17 0 0 0 0 1 4 3 2 2 3
18 0 0 0 0 1 5 4 2 3
19 0 0 0 0 0 4 4 2 3 3
20 0 0 0 0 0 5 5 2 4 3
21 0 0 0 0 0 4 5 3 4 3
22 0 0 0 0 0 8 6 3 6 3
23 0 0 0 0 0 4 7 4 4 3
24 0 0 0 0 0 4 4 4 4 3
Tabla 4-16.: Imputación de datos, tiempo 7.
Paso 15. Estimación de los parámetros del modelo en el tiempo 8.
Teniendo en cuenta el algoritmo propuesto se toman las respuestas de los tiempos: 4, 5, 6 y
7 se realiza un análisis de componentes principales para obtener una nueva covariable que
retenga la máxima variabilidad contenida en los datos. Es de resaltar que el promedio de
varianza retenida por la primera componente fue en promedio del 83% en las 100 simulaciones








=γ0 + γ1Ti + γ2Ci2
ln(λi8(falt)) =β0 + β1Ti + β2Ci2
donde πi8(falt) es la probabilidad que el dato faltante sea del modelo cero inflado en el tiem-
po 8, λi8(falt) es la media del modelo Poisson, Ti es el valor del tratamiento para la i-ésima
parcela y Ci2 son los valores de la i-ésima parcela del primer valor propio del análisis de
componentes principales.
















Paso 16. Imputación de los datos faltantes en el tiempo 8 y estimación de los parámetros
del modelo.
La imputación de la información perdida se realiza teniendo en cuenta la regla propuesta en
el paso 2. Los valores π̂i8(falt) y λ̂i8(falt) estimados en el paso 15 se muestran en la tabla 4-17







Tabla 4-17.: Pesos tiempo 8.
La tabla 4-17 muestra que los datos perdidos en el tiempo 8: 6, 9, 11, 12 y 13 son imputados
como cero.
















4.1 Poisson cero inflado: Estudio mejoramiento del máız 77
Los valores estimados para el tiempo 8 se muestran en la tabla 4-18.
Sem1 Sem2 Sem3 Sem4 Sem5 Sem6 Sem7 Sem8 Sem9 Trat
1 0 0 0 0 0 0 0 0 1
2 0 0 0 0 0 0 0 0 0 1
3 0 0 0 0 0 0 0 0 0 1
4 0 0 0 0 0 0 0 0 1 1
5 0 0 0 0 0 0 0 0 1 1
6 0 0 0 0 0 0 0 0 1 1
7 0 0 0 0 0 1 0 1 2 1
8 0 0 0 0 0 1 0 1 3 1
9 0 0 0 0 0 0 0 0 0 2
10 0 0 0 0 0 0 0 0 0 2
11 0 0 0 0 0 0 0 0 2
12 0 0 0 0 0 0 0 0 0 2
13 0 0 0 1 0 1 0 0 0 2
14 0 0 0 0 1 2 1 1 0 2
15 0 0 0 0 1 2 1 2 2
16 0 0 0 0 2 4 0 2 3 2
17 0 0 0 0 1 4 3 2 2 3
18 0 0 0 0 1 5 4 2 3
19 0 0 0 0 0 4 4 2 3 3
20 0 0 0 0 0 5 5 2 4 3
21 0 0 0 0 0 4 5 3 4 3
22 0 0 0 0 0 8 6 3 6 3
23 0 0 0 0 0 4 7 4 4 3
24 0 0 0 0 0 4 4 4 4 3
Tabla 4-18.: Imputación de datos, tiempo 8.
Paso 17. Estimación de los parámetros del modelo en el tiempo 9.
Teniendo en cuenta el algoritmo propuesto se toman las respuestas de los tiempos: 4, 5, 6,
7 y 8 se realiza un análisis de componentes principales para obtener una nueva covariable
que retenga la máxima variabilidad contenida en los datos. Es de resaltar que el promedio
de varianza retendia por la primera componente fue del 79% para las 100 simulaciones








=γ0 + γ1Ti + γ2Ci3
ln(λi9(falt)) =β0 + β1Ti + β2Ci3
donde πi9(falt) es la probabilidad que el dato faltante sea del modelo cero inflado en el tiempo
9, λi9(falt) es la media del modelo Poisson, Ti es el tratamiento de la i-ésima parcela y Ci3 es
el primer valor propio del análisis de componentes principales.
















Paso 18. Imputación de los datos faltantes en el tiempo 9 y estimación de los parámetros
del modelo.
La imputación de la información perdida se realiza teniendo en cuenta la regla propuesta en
paso 2. Los valores π̂i9(falt) y λ̂i9(falt) estimados en el paso 17 se muestran en la tabla 4-19






Tabla 4-19.: Pesos tiempo 9.
La tabla 4-19 muestra que los datos perdidos en el tiempo 9: 1, 11, 15 y 18 son imputados
como: 1, 0, 1 y 3, respectivamente.
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Los valores estimados para el tiempo 9 se muestran en la tabla 4-20.
Sem1 Sem2 Sem3 Sem4 Sem5 Sem6 Sem7 Sem8 Sem9 Trat
1 0 0 0 0 0 0 0 0 1 1
2 0 0 0 0 0 0 0 0 0 1
3 0 0 0 0 0 0 0 0 0 1
4 0 0 0 0 0 0 0 0 1 1
5 0 0 0 0 0 0 0 0 1 1
6 0 0 0 0 0 0 0 0 1 1
7 0 0 0 0 0 1 0 1 2 1
8 0 0 0 0 0 1 0 1 3 1
9 0 0 0 0 0 0 0 0 0 2
10 0 0 0 0 0 0 0 0 0 2
11 0 0 0 0 0 0 0 0 0 2
12 0 0 0 0 0 0 0 0 0 2
13 0 0 0 1 0 1 0 0 0 2
14 0 0 0 0 1 2 1 1 0 2
15 0 0 0 0 1 2 1 2 1 2
16 0 0 0 0 2 4 0 2 3 2
17 0 0 0 0 1 4 3 2 2 3
18 0 0 0 0 1 5 4 2 3 3
19 0 0 0 0 0 4 4 2 3 3
20 0 0 0 0 0 5 5 2 4 3
21 0 0 0 0 0 4 5 3 4 3
22 0 0 0 0 0 8 6 3 6 3
23 0 0 0 0 0 4 7 4 4 3
24 0 0 0 0 0 4 4 4 4 3
Tabla 4-20.: Imputación de datos, tiempo 9.
Al comparar la tabla 4-20 con la tabla de datos originales 4-1 se observa que hay 36 obser-
vaciones que coinciden para un éxito del algoritmo en este ejemplo del 80%.
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4.1.2. Análisis de los datos: Poisson cero inflada
El estudio del mejoramiento del máız fue realizado de manera longitudinal, por lo cual se
tiene un efecto de correlación en la cantidad de larvas presentes en cada una de las parcelas
medidas a lo largo del tiempo, esto conlleva a realizar un modelo lineal de efecto mixto
generalizado con variable respuesta Poisson cero inflada. El objetivo de la investigación es
determinar si el número de larvas presentes en cada una de las parcelas, a lo largo de nueve
semanas, responde al tratamiento que recibieron cada uno de los campos de máız. Se realizó
una gran cantidad de análisis para encontrar el modelo con las variables independientes que
explicaran de mejor manera la variable respuesta. El modelo que obtuvo el mejor ajuste se
muestra a continuación:






= γ0 + γ1Ti + γ2St
donde Ti indica el tratamiento que recibió cada una de las parcelas experimentales, St una
variable que mide el efecto de las nueve semanas de medición y ai es el efecto aleatorio que
añade variación al modelo Poisson. Los coeficientes estimados, tanto para el modelo Poisson
como el modelo de ceros con sus respectivos valores p se presentan en la tabla 4-21.
Modelo Poisson
Estimate Std. Error z value Pr(> |z|)
Intercepto -3.02861 0.73002 -4.149 0.000
Tratamiento 1.54938 0.23670 6.546 0.000
Semana -0.04694 0.06072 -0.773 0.439
Modelo de exceso de ceros
Estimate Std. Error z value Pr(> |z|)
Intercepto 16.072 6.353 2.530 0.01142
Tratamiento 2.349 1.611 1.458 0.14487
Semana -4.489 1.722 -2.607 0.00913
Tabla 4-21.: Estimadores de los parámetros para los datos completos: Modelo Poisson
La tabla 4-21 muestra que el efecto del tratamiento es estad́ısticamente significativo para
contar el número de larvas en el modelo Poisson. Es decir, el tratamiento influye en el
número de larvas que se encontraron en los campos de máız. El modelo de ceros es explicado
de manera significativa por el tiempo (semanas) y el tratamiento. Es decir, el número de
campos con cero larvas depende del tratamiento que reciban y el tiempo en semanas que
recibieron la dosis, estos resultados concuerdan con los observados en los datos.
4.1 Poisson cero inflado: Estudio mejoramiento del máız 81
Ahora, para medir la efectividad del modelo propuesto para completar la información faltante
en las diferentes simulaciones de los escenarios del 20%, 30%, 40% y 50% de datos perdidos,
se estiman los parámetros del modelo lineal de efecto mixto con los datos completos en el
momento que se imputa la información faltante y se construyen intervalos de confianza al
95% y se calcula una media recortada de los parámetros, tanto para los efectos fijos como
aleatorios.
Inicialmente la varianza ai fue de 0.40, es decir para cada parcela se tiene que el error que
podemos añadir a la constante es de 0.40. La tabla 4-22 muestra los intervalos de confianza
para cada uno de los escenarios simulados:
Parte aleatoria
Intervalos 20% 30% 40% 50%
Limite inferior 0.06 0.01 0.00 0.00
Limite superior 0.35 0.32 0.41 0.53
Tabla 4-22.: Varianza de la parte aleatoria ai, en el modelo Poisson
En la tabla 4-22 se observa que a medida que aumenta el porcentaje de pérdida aleatoria
crece el tamaño del intervalo, donde los intervalos del 40% y 50% contienen el valor estimado
de la varianza.
La tabla 4-23 muestra los intervalos de confianza al 95% para los parámetros de los efectos
fijos del modelo y la media de las estimaciones.
En la tabla 4-23 se observa que los intervalos de confianza contienen los parámetros estimados
de los datos completos que se muestran en 4-21, es de resaltar que a medida que crece el
porcentaje de pérdida aleatoria el tamaño del intervalo aumenta. Se observa que a medida
que disminuye el porcentaje de información faltante el promedio de los coeficientes simulados
se acerca a los valores de los parámetros observados en 4-21 y que igualmente se observan
en la parte inferior de la tabla 4-23.
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Porcentaje Coeficientes Modelo Poisson Modelo de exceso de ceros
20%
Intercepto Trat Sem Intercepto Trat Sem
Simulados -2.64 1.49 -0.07 22.16 1.35 -5.81
limite inferior -3.44 1.32 -0.15 10.66 -0.56 -21.39
limite superior -1.86 1.74 0.00 106.5 20.2 -2.31
Modelo Poisson Modelo de exceso de ceros
30%
Intercepto Trat Sem Intercepto Trat Sem
Simulados -2.61 1.49 -0.09 25.74 1.28 -6.93
limite inferior -3.57 1.23 -0.19 10.35 -0.54 -25.06
limite superior -1.29 1.92 -0.008 114.73 18.53 -1.62
Modelo Poisson Modelo de exceso de ceros
40%
Intercepto Trat Sem Intercepto Trat Sem
Simulados -2.46 1.47 -0.10 42.52 2.97 -10.09
limite inferior -4.30 0.99 -0.23 9.27 -2.03 -54.49
limite superior -0.53 1.98 0.05 230.40 22.31 -1.14
Modelo Poisson Modelo de exceso de ceros
50%
Intercepto Trat Sem Intercepto Trat Sem
Simulados -2.41 1.45 -0.13 47.32 3.27 -7.09
limite inferior -5.89 0.73 -0.31 8.39 -2.77 -59.86
limite superior -0.23 2.03 0.06 275.48 23.44 -0.57
Reales -3.02 1.54 -0.04 16.072 2.349 -4.489
Tabla 4-23.: Estimadores de los parámetros para los datos completos.
El promedio de razón de éxito del algoritmo, para cada uno de los porcentajes de perdida,
se muestra en la tabla 4-24:
20% 30% 40% 50%
72.21% 72.49% 72.96% 72.55%
Tabla 4-24.: Éxito del algoritmo: Respuesta Poisson cero inflada.
La tabla 4-24 muestra que el porcentaje de éxito del algoritmo se encuentra en promedio en
72% y se enfatiza en que los intervalos de confianza para los efectos fijos que se muestran en
la tabla 4-23 y que en dos de los cuatro intervalos de la varianza para ai que se muestran en
la tabla 4-22, contienen los parámetros del modelo completo evidenciando las bondades del
algoritmo propuesto para la estimación de la información faltante y que a pesar del aumento
en el porcetaje de pérdida aleatoria el modelo propuesto paso a paso se mantiene la varianza
de ai en el porcentaje de éxito de las estimaciones.
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4.2. Binomial Negativa Cero Inflada: estudio del forrajeo
del polen
El polen de las flores sirve como fuente de alimento para las larvas de las abejas, en este
proceso de recolección las hembras visitan gran cantidad de plantas y realizan de manera
indirecta la polinización de las plantas, muchas de las cuales son fuente de alimento del
hombre, ya que la polinización de las plantas es una parte primordial en el proceso de
fertilización de las mismas. Las abejas juegan una parte fundamental en la consecución de la
reproducción de las diferentes plantas que hacen parte de la cadena alimenticia del hombre.
Por tanto, el éxito en el rendimiento de muchas plantas cultivadas por el hombre depende
en una gran medida de las abejas.
Además, las abejas producen diferentes productos que son fuente de alimento como: el polen,
la cera, los propóleos y la jalea real. Luego, el manejo y cŕıa de abejas puede ser de gran
beneficio para los agricultores ya que garantizan una fuente primaria de sustento para sus
hogares dados los diferentes productos que producen las abejas y en la polinización de sus
cultivos que garanticen una cosecha éxitosa.
Uno de los inconvenientes en la cŕıa de las abejas es que los insectos pueden no tener una
fuerte relación en la polinización del cultivo sembrado por el agricultor. Es decir, el agricultor
realiza una labor de sembrado de una planta en particular, pero está no es muy polinizada
por sus abejas. A ráız de esta problemática surge la necesidad de estudiar la relación entre
las abejas y las plantas. El estudio del tipo de polen transportado por las abejas es una
fuente primordial de información del tipo de planta que visita de manera asidua el insecto
(Rodŕıguez, 2014).
Por lo anterior, es que se han realizado estudios que buscan la relación entre insectos y
plantas en diferentes páıses. En Colombia, la información con la que se cuenta al respecto
es escasa, es por esto que la investigadora Ángela Rodŕıguez Calderón con el apoyo de la
Universidad Nacional de Colombia y el Laboratorio de Abejas de la Intitución, realizó un
estudio en una zona rural del municipio de Acaćıas, departamento del Meta-Colombia que
teńıa como objetivo medir el forrajeo del polen de un tipo de abeja sin aguijón que está muy
presente en esta zona del páıs, Melipona fasciata (Rodŕıguez, 2014).
La variable de interés fue la cantidad de abejas que regresan a la colmena con cargas de polen
durante tres d́ıas, desde las 6 a.m. hasta las 5 p.m. durante cada 10 minutos. La actividad
de recolección de los insectos se encuentra relacionado con la temperatura y la humedad del
d́ıa, la época (lluvias o verano), la colmena (en el estudio se contaba con cinco colmenas), el
estado (Estado natural en árboles y en cajas de criadero), la hora del d́ıa y el lugar (dentro
de las instalaciones del laboratorio y fuera de ellas).
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La tabla en el Anexo A muestra los datos completos. Dado que la variable respuesta es
un conteo, la investigadora realizó una regresión con variable respuesta tipo Poisson. Es de
resaltar que los datos contienen una gran cantidad de variabilidad y de ceros, por tanto se
realizó una prueba de razón de verosimilitud para comprobar qué distribución es la adecuada
para este tipo de datos. Para llevar a cabo está prueba se ajustan los 3 modelos: Poisson,
Binomial Negativo y Binomial Negativo cero inflado con las mismas variables predictoras,
para cada modelo se obtiene su respectiva log-verosimilitud, el estad́ıstico utilizado es:
RV = −(2(ℓ(Poisson)− ℓ(Binomial)))
RV = −(2(ℓ(Binomial) − ℓ(BinomialCeros)))
donde este estad́ıstico tiene una distribución chi-cuadrado según Alcaide (2015). La tabla
4-25 muestra la prueba para cada uno de los tres tiempos.
Regresión Tiempo 1 #Df LogLik Df Chisq Pr(>Chisq)
Respuesta Poisson 7 -360.61
Respuesta Binomial Negativa 8 -186.17 1 348.88 0.0000
Respuesta Binomial Negativa Cero Inflada 15 -181.90 7 8.56 0.2861
Regresión Tiempo 2 #Df LogLik Df Chisq Pr(>Chisq)
Respuesta Poisson 7 -336.25
Respuesta Binomial Negativa 8 -181.07 1 310.37 0.0000
Respuesta Binomial Negativa Cero Inflada 15 -163.47 7 35.20 0.0000
Regresión Tiempo 3 #Df LogLik Df Chisq Pr(>Chisq)
Respuesta Poisson 7 -449.94
Respuesta Binomial Negativa 8 -178.76 1 542.36 0.0000
Respuesta Binomial Negativa Cero Inflada 13 -167.78 5 21.94 0.0005
Tabla 4-25.: Test de Log-verosimilitud.
La tabla 4-25 muestra que en el primer tiempo hay una mejora estad́ısticamente significativa
entre el modelo con variable respuesta Poisson y Binomial Negativa (Valor p=0.0), al comparar
los modelos con variable respuesta Binomial Negativa y Binomial Negativa cero inflada no
hay una mejora estad́ıstamente significativa (Valor p=0.28). En la regresión con la variable
respuesta en el segundo tiempo, se tiene que el modelo Binomial Negativo cero inflado es
significativamente más eficiente que el modelo Binomial negativo (Valor p=0.0). Finalmente,
en la regresión con la variable respuesta en el tercer tiempo, el modelo Binomial Negativo cero
inflado es más eficiente (Valor p=0.0). Luego, existe evidencia estad́ısticamente significativa
de que los datos en dos de los tres tiempos deben ser modelados mediante una regresión
Binomial Negativa cero inflada.
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Estimación e Imputación de datos faltantes. La variable respuesta tiene tres mediciones
en el tiempo, donde yit donde i = 1, ..., 120 corresponde al número de insectos que regre-
san a la colmena con polen y t = 1, 2, 3 en la t-ésima ocasión. Haciendo uso del algoritmo
propuesto, se realiza la pérdida aleatoria de datos en un porcentaje de: 20%,30%,40% y
50% cada uno 100 veces. Se sigue el proceso de imputación y estimación de la información
faltante con respuestas Binomial Negativa Cero Inflada, en cada uno de los tres tiempos, por
medio del algoritmo programado en R, se compara el número de respuestas imputadas con
las respuestas originales y se hace una razón de éxito del algoritmo. Finalmente, se estima un
modelo longitudinal de efecto mixto con variable respuesta Binomial Negativa cero inflada
y se estiman los parámetros del modelo y se comparan con los parámetros del modelo con
los datos originales.
A modo de ilustración se muestra el desarrollo del algoritmo paso a paso en que la pérdida
aleatoria es del 20%, en cada uno de los tres tiempos que conforman las mediciones de las
abejas, recordando que el algoritmo propuesto se realiza en cada tiempo en dos pasos. Primer
paso estimación de los parámetros del modelo y los pesos, segundo paso imputación de la
información pérdida y re-estimación de los parámetros del modelo. Por tanto, se tienen 6
pasos para la estimación e imputación de los datos en el caso de los datos de las abejas.
Paso 1. Estimación de los parámetros del modelo en el tiempo 1.
Se realizó una gran cantidad de análisis para encontrar el modelo con las variables inde-
pendientes que explicaran de mejor manera la variable respuesta. El modelo que obtuvo los






=γ0 + γ1Li + γ2Ei + γ3Ni + γ4Hi
ln(λi(falt)1) =β0 + β1Li + β2Ei + β3Ni + β4Hi
donde πi(falt)1 es la probabilidad de que el dato faltante en el tiempo 1 pertencezca al modelo
de ceros, λi(falt)1 es la media del modelo Binomial Negativo, Li es la covariable que indica
el lugar en que se encuentra la colmena, Ei indica en que estado se encuentra la colmena, la
variable Ni indica a a cual de las cinco colmenas pertenece la observación y Hi la hora de
la recolección de los datos. Los pesos correspondientes a los individuos, se obtienen a partir
del algoritmo propuesto con un estimador inicial propuesto.
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Luego de 50 iteracciones entre los pasos de Esperanza y Maximización se obtienen los





















Paso 2. Imputación de los faltantes en el tiempo 1 y estimación de los parámetros del
modelo.




0 si π̂i(falt)1 ≥ 0.5,
[λ̂i(falt)1] si π̂i(falt)1 < 0.5,
donde se propone que la probabilidad que el dato perdido sea del modelo cero inflado π̂i(falt)1
es mayor o igual a 0.5 se imputa como cero. Ahora si π̂i(falt)1 < 0.5 el dato debe ser del mode-
lo Binomial Negativo. El valor perdido a imputar se propone como [λ̂i(falt)1] que es la función
parte entera de la media del modelo Binomial Negativo.
Teniendo en cuenta los valores estimados en el paso anterior, donde π̂i(falt)1 es la probabilidad
que el dato faltante sea del modelo cero inflado y λ̂i(falt)1 es la media de la observación si es
del modelo Binomial Negativo. Los valores π̂i(falt)1 y λ̂i(falt)1 se muestran en la tabla 4-26
para los datos perdidos en el tiempo 1.
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ŷi(falt)1 λ̂i(falt)1 π̂i(falt)1
1 3.00 3.61 0.31
2 0.00 0.06 0.89
3 33.00 33.19 0.07
4 12.00 12.11 0.14
5 1.00 1.61 0.40
6 0.00 0.01 0.96
7 0.00 0.00 0.98
8 7.00 7.10 0.20
9 0.00 0.05 0.90
10 0.00 0.00 0.99
11 0.00 0.00 0.99
12 0.00 0.31 0.60
13 21.00 21.20 0.06
14 0.00 0.02 0.94
15 0.00 0.00 0.99
16 12.00 12.11 0.14
17 0.00 0.03 0.92
18 2.00 2.59 0.34
19 0.00 0.00 1.00
20 2.00 2.31 0.26
21 0.00 0.14 0.69
22 0.00 0.05 0.82
Tabla 4-26.: Pesos Respuesta Binomial Negativa, tiempo 1.
La tabla 4-26 muestra los valores estimados para cada dato perdido en el tiempo 1, π̂i(falt)1
la probabilidad de que el dato perdido sea del modelo de ceros y λ̂i(falt)1 la media del modelo























Paso 3. Estimación de los parámetros del modelo en el tiempo 2.
Teniendo en cuenta el algoritmo propuesto se toma como covariable los valores de la variable






=γ0 + γ1T1i + γ2Li + γ3Ei + γ4Ni + γ5Hi
ln(λi(falt)2) =β0 + β1T1i + β2Li + β3Ei + β4Ni + β5Hi
donde πi(falt)2 es la probabilidad de que el dato faltante sea del modelo cero inflado, λi(falt)2
es la media del modelo Binomial Negativo, T1i son los valores que toma la variable respuesta
en el tiempo 1, Li es la covariable que indica en que lugar se encuentra la colmena, Ei indica
en que estado se encuentra el nido, la variable Ni indica el nido en que se toma el dato y Hi
muestra la hora del d́ıa en que toma la observación. Luego de 50 iteracciones se tiene que























Paso 4. Imputación de los datos faltantes en el tiempo 2 y estimación de los parámetros
del modelo.
La imputación de la información perdida se realiza teniendo en cuenta la regla propuesta en
el paso 2. Los valores π̂i(falt)2 y λ̂i(falt)2 se muestran en la tabla 4-27 para los datos perdidos
en el tiempo 2:
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ŷi(falt)2 λ̂i(falt)2 π̂i(falt)2
1 20.00 20.39 0.00
2 4.00 4.54 0.34
3 0.00 0.03 0.99
4 0.00 0.01 1.00
5 0.00 0.01 1.00
6 0.00 1.74 0.69
7 0.00 0.33 0.92
8 0.00 0.06 0.98
9 0.00 0.01 1.00
10 0.00 0.00 1.00
11 0.00 0.51 0.78
12 0.00 0.00 1.00
13 4.00 4.18 0.09
14 0.00 0.35 0.76
15 0.00 0.15 0.88
16 0.00 0.03 0.97
17 3.00 3.67 0.09
18 1.00 1.61 0.33
19 0.00 0.02 0.97
20 0.00 0.00 0.99
21 21.00 21.18 0.00
22 0.00 0.01 1.00
23 1.00 1.13 0.21
24 0.00 0.22 0.82
25 0.00 0.00 1.00
26 0.00 0.00 1.00
27 1.00 1.83 0.29
28 0.00 0.03 0.97
29 1.00 1.62 0.38
30 0.00 0.30 0.76
31 0.00 0.01 0.99
Tabla 4-27.: Pesos Respuesta Binomial Negativa, tiempo 2.
La tabla 4-27 muestra los valores imputados en el tiempo 2, la probabilidad π̂i(falt)2 de que
el dato perdido sea del modelo de ceros y λ̂i(falt)2 la media del modelo binomial negativo.
























Paso 5. Estimación de los parámetros del modelo en el tiempo 3.
Teniendo en cuenta el algoritmo propuesto se toman las respuestas de los tiempos 1 y 2
y se realiza un análisis de componentes principales para obtener una nueva covariable que
retenga la máxima variabilidad contenida en los datos, la primera componente retiene 76%
de la información. Es de resaltar que en las simulaciones el promedio de porcentaje retenido







=γ0 + γ1Li + γ2Ei + γ3Ni + γ4Hi + γ5C1i
ln(λi(falt)3) =β0 + β1Li + β2Ei + β3Ni + β4Hi + β5C1i
donde πi(falt)3 es la probabilidad que el dato faltante sea del modelo de ceros, λi(falt)3 es la
media del modelo Binomial Negativo, Li indica en lugar en que se encuentra la colmena,
Ei muestra el estado de la colmena, la variable Ni indica el nido, Ei del año, C1i es la
primera componente principal y Hi es la hora del d́ıa en que se tomó la observación. Los
pesos correspondientes a los individuos, se obtienen a partir del algoritmo propuesto con un
estimador inicial propuesto.
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Paso 6. Imputación de los datos faltantes en el tiempo 3 y estimación de los parámetros
del modelo.
La imputación de la información perdida se realiza teniendo en cuenta la regla propuesta en
el paso 1. Los valores π̂i(falt)3 y λ̂i(falt)3 se muestran en la tabla 4-28 para los datos perdidos
en el tiempo 3:
ŷi(falt)3 λ̂i(falt)3 π̂i(falt)3
1 0.00 0.00 0.99
2 1.00 1.15 0.44
3 0.00 0.55 0.66
4 0.00 0.02 0.96
5 0.00 0.01 0.97
6 0.00 0.00 0.99
7 0.00 0.00 1.00
8 8.00 8.44 0.22
9 3.00 3.71 0.35
10 0.00 0.01 0.99
11 0.00 1.15 0.62
12 0.00 0.00 1.00
13 3.00 3.21 0.34
14 0.00 0.02 0.95
15 5.00 5.76 0.20
16 2.00 2.55 0.32
17 0.00 0.99 0.62
18 0.00 0.44 0.75
19 0.00 1.24 0.51
20 0.00 0.54 0.67
21 0.00 0.00 1.00
22 0.00 0.14 0.88
23 0.00 0.01 0.99
24 0.00 1.12 0.65
25 0.00 0.04 0.96
26 0.00 0.02 0.98
Tabla 4-28.: Pesos Respuesta Binomial, tiempo 3.
La tabla 4-28 muestra los valores imputados en el tiempo 3, la probabilidad de que π̂i(falt)3
el dato faltante sea del modelo de ceros y λ̂i(falt)3 es la media del modelo Binomial negativo.
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4.2.1. Análisis de los datos: Binomial Negativa cero inflada
El estudio del polen recolectado por las abejas fue realizado de manera longitudinal, por
lo cual se tiene un efecto de correlación en la cantidad de polen a lo largo del d́ıa en cada
una de las colmenas, esto conlleva, a realizar un modelo lineal de efecto mixto generalizado
con variable respuesta Binomial Negativa cero inflada. El objetivo de la investigación es
determinar si la cantidad de polen recolectado cada una de las colmenas, a lo largo del d́ıa,
responde a diferentes factores.
Se realizó una gran cantidad de análisis para encontrar el modelo con las variables inde-
pendientes que explicaran de mejor manera la variable respuesta. El modelo que obtuvo los
mejores resultados se muestra a continuación:






= γ0 + γ1Hi + γ2Nt
donde Ht indica la hora en que fue registrada la observación, Ei una variable que mide el
estado de la colmena, Ni covariable que indica en cual de las cinco colmenas registradas fue
tomado el dato y ai es el efecto aleatorio que añade variación al modelo Binomial Negativo.
Los coeficientes estimados, tanto para el modelo Binomial Negativo como el modelo de ceros
con sus respectivos valores p se presentan en la tabla 4-29:
Binomial Negativa
Estimate Std. Error z value Pr(> |z|)
Intercepto 2.32600 0.28799 8.077 0.00
hora -0.75998 0.05279 -14.397 0.00
estado 1.78131 0.27115 6.569 0.00
Modelo de exceso de ceros
Estimate Std. Error z value Pr(> |z|)
Intercepto -1.7448 1.0791 -1.617 0.10590
hora 0.6357 0.2083 3.051 0.00228
nido -1.6115 0.7107 -2.268 0.02335
Tabla 4-29.: Parámetros estimados para los datos completos: Modelo Binomial Negativo.
La tabla 4-29muestra que el efecto de la medición de la hora es estad́ısticamente significativa,
de signo negativo, para explicar la cantidad de polen recolectado, este resultado concuerda
con lo observado en la literatura sobre la actividad de las abejas; es mayor en las horas
tempranas y disminuye conforme avanza el d́ıa. El estado de la colmena muestra que es
significativa para estimar el modelo Binomial Negativo y el signo es positivo, luego un nido
de abejas en buen estado influye para que la cantidad de polen recolectado por las abejas
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sea mayor. El nido es estad́ısticamente significativo para explicar el modelo de ceros, es decir
los nidos de mayor nomenclatura (4 y 5) tienen una mayor cantidad de abejas que regresan
sin polen recolectado.
Ahora, para medir la efectividad del modelo propuesto para completar la información faltante
en las diferentes simulaciones de los escenarios del 20%, 30%, 40% y 50% de datos perdidos,
se estiman los parámetros del modelo lineal de efecto mixto con los datos completos en el
momento que se imputa la información faltante y se construyen intervalos de confianza al
95% y se calcula una media recortada de los parámetros estimados, tanto para los efectos
fijos como aleatorios.
Inicialmente la varianza de ai es de 0.14, es decir para cada colmena se tiene que el error que
podemos añadir a la constante es de 0.14. La tabla 4-30 muestra los intervalos de confianza
para cada uno de los escenarios simulados:
Parte Aleatoria
Intervalos 20% 30% 40% 50%
Limite inferior 0.09 0.13 0.21 0.31
Limite superior 0.20 0.41 0.35 0.43
Tabla 4-30.: Varianza para la parte aleatoria ai, del modelo Binomial Negativo Cero Inflada.
En la tabla 4-30 se observa que en la simulación de los escenarios al 20% y 30% los intervalos
contienen el parámetro estimado. Por el contrario, las simulaciones al 40% y 50% no contiene
el coeficiente estimado. Esto se debe al parámetro de sobredispersión que caracteriza está
variable aleatoria, luego se obtuvieron resultados muy diferentes en algunos datos faltantes
respecto al verdadero valor del dato.
La tabla 4-31 muestra los intervalos de confianza al 95% para los parámetros de los efectos
fijos del modelo y la media de las estimaciones.
En la tabla 4-31 se observa que en las simulaciones al 20% y 30% los intervalos de confianza
contienen los parámetros estimados de los datos completos que se muestran en 4-29, es de
resaltar que a medida que crece el porcentaje de pérdida aleatoria en algunos intervalos el
tamaño del intervalo aumenta.
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Porcentaje Modelo Binomial Negativa Modelo de exceso de ceros
20%
Intercepto Hora Estado Intercepto Hora Nido
limite inferior 2.01 -0.80 1.73 -2.23 0.43 -1.81
limite superior 2.43 -0.23 2.01 -0.51 0.81 -1.5
Modelo Binomial Negativa Modelo de exceso de ceros
30%
Intercepto Hora Estado Intercepto Hora Nido
limite inferior 2.17 -0.77 1.77 -1.79 0.57 -1.65
limite superior 2.94 -0.17 2.32 -0.45 0.89 -1.42
Modelo Binomial Negativa Modelo de exceso de ceros
40%
Intercepto Hora Estado Intercepto Hora Nido
limite inferior 2.51 -0.61 1.91 -1.51 0.81 -1.51
limite superior 3.17 -0.05 2.54 -0.09 0.92 -1.37
Modelo Binomial Negativa Modelo de exceso de ceros
50%
Intercepto Hora Estado Intercepto Hora Nido
limite inferior 2.81 -0.41 2.37 -1.51 1.03 -1.43
limite superior 3.43 0.01 3.12 0.10 1.09 -1.23
Tabla 4-31.: Estimadores de los parámetros para los datos completos: Binomial Negativa.
Finalmente, el promedio de razón de éxito del algoritmo, para cada uno de los porcentajes
de pérdida, se muestra en la tabla 4-32:
20% 30% 40% 50%
54.2% 52.1 51.1 49.3
Tabla 4-32.: Porcentaje éxito: Respuesta Binomial Negativa cero inflada
La tabla 4-32 muestra que el porcentaje de éxito del algoritmo se encuentra en promedio en
51.6%. Además, en dos de las cuatro simulaciones los intervalos de confianza para los efectos
fijos que se muestran en la tabla 4-31 y en dos de los cuatro intervalos de varianza para ai que
se muestran en la tabla 4-30 contienen los parámetros del modelo completo, evidenciando
que a medida que aumenta el porcentaje de datos faltantes el éxito del algoritmo disminuye,
esto seguramente se debe a la sobredispersión que genera la variable aleatoria Binomial Nega-
tiva. Aunque se resalta que el porcentaje de éxito global de la propuesta es bueno en general.
5. Conclusiones
Se estimaron e imputaron datos faltantes en variables aleatorias binomial negativa cero
inflada y Poisson cero infladas en cada tiempo t usando la metodoloǵıa propuesta. Se propuso
el uso del algoritmo EM y el método ANCOVA de Bartlett para la estimación e imputación
de la información faltante. La metodoloǵıa propuesta es útil en las situaciones en que las
covariables son completamente observadas, permitiendo la estimación de la variable respuesta
que sigue las distribuciones Poisson y Binomial Negativas cero infladas.
La metodoloǵıa propuesta estima e imputa los valores faltantes haciendo uso del algoritmo
EM en dos pasos para cada tiempo; en un paso inicial propone pesos espećıficos para los
valores de la variable respuesta teniendo en cuenta si el dato es observado o faltante y realiza
una regresión ponderada, en un segundo paso se imputa la información perdida y se vuelven
a estimar los parámetros del modelo.
Se llevó a cabo la aplicación de la metodoloǵıa propuesta, para la Poisson cero inflada, a datos
reales de un estudio llevado a cabo por Da Costa (2003), se tomaron los datos completos y
se realizó una pérdida aleatoria del: 20%, 30%, 40% y 50% los valores estimados tuvieron
aciertos promedio del 72% con respecto a los datos originales y los intervalos de confianza,
de las simulaciones, contienen los parámetros estimados del modelo realizado con los datos
del estudio del máız.
La metodoloǵıa propuesta, para la Binomial Negativa cero inflada, fue aplicada a datos reales
de un estudio llevado a cabo por Rodŕıguez (2012), teniendo en cuenta los datos completos
se realizó una pérdida aleatoria de datos del: 20%, 30%, 40% y 50% los valores estimados
tuvieron aciertos promedio del 51.6% con respecto a los datos originales y en dos de los
cuatro escenarios simulados los intervalos de confianza, de las simulaciones, contienen los
parámetros estimados del modelo realizado con datos del estudio del polen.
Para trabajos futuros, se recomienda extender la metodoloǵıa a los casos en que la variable
respuesta siga otro tipo de distribución discreta ó continua. Por ejemplo; beta inflada con
ceros en el caso continuo y geométrica inflada con ceros en el caso discreto. Hacer uso de los
modelos lineales de efectos mixtos generalizados o las ecuaciones de estimación generalizadas
para la estimación del algoritmo paso a paso y de los pesos de los datos faltantes. Además,
determinar la influencia qué se pueda presentar en la estimación del modelo, la posible
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imputación de datos at́ıpicos, aśı como determinar la eficacia del modelo según el tamaño
de muestra.
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Rubin, D. (1976). Inference and missing data. Biometrika, 63, 581-592.
Sharma, A. & Landge, V. (2013). Zero inflated negative binomial for modeling heavy vehicle
crash rate on indian rural highway. International Journal of Advances in Engineering and
Technology, 5, 292-301.
Twisk, J. (2003). Applied Longitudinal Data Analysis for Epidemiology. London: Cambridge.
Yao, P. & Liu, X. (2013). Semiparametric Analysis of Longitudinal Zero-inflated count data
with applications to instrumental activities of daily living. Biometrics & Biostatistics, 4,
doi: 10.4172/2155-6180.1000172
A. Anexo:Regresión Binomial Negativa
A.1. Datos Completos del Forrajeo del Polen
y1 y2 y3 lugar estado nido epoca
1 48 26 2 1 1 1 1
2 17 17 0 1 1 1 1
3 8 9 0 1 1 1 1
4 3 3 4 1 1 1 1
5 0 0 11 1 1 1 1
6 0 0 1 1 1 1 1
7 0 0 1 1 1 1 1
8 3 0 0 1 1 1 1
9 0 0 0 1 1 1 1
10 0 0 0 1 1 1 1
11 0 0 0 1 1 1 1
12 0 0 0 1 1 1 1
13 11 83 46 1 1 2 1
14 33 46 15 1 1 2 1
15 2 21 13 1 1 2 1
16 0 9 1 1 1 2 1
17 0 0 0 1 1 2 1
18 0 0 0 1 1 2 1
19 0 0 0 1 1 2 1
20 0 0 0 1 1 2 1
30 0 0 0 1 0 3 1
31 0 0 0 1 0 3 1
32 0 0 0 1 0 3 1
33 0 0 0 1 0 3 1
34 0 0 0 1 0 3 1
35 0 0 0 1 0 3 1
36 0 0 0 1 0 3 1
37 29 5 80 0 1 4 1
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y1 y2 y3 lugar estado nido epoca
38 4 7 1 0 1 4 1
39 5 6 0 0 1 4 1
40 3 4 2 0 1 4 1
41 0 0 2 0 1 4 1
42 1 1 1 0 1 4 1
43 0 0 0 0 1 4 1
44 0 1 0 0 1 4 1
45 0 0 0 0 1 4 1
46 0 0 0 0 1 4 1
47 0 0 0 0 1 4 1
48 0 0 0 0 1 4 1
49 28 28 4 0 1 5 1
50 11 23 2 0 1 5 1
51 6 14 3 0 1 5 1
52 5 6 1 0 1 5 1
53 1 0 0 0 1 5 1
54 0 1 0 0 1 5 1
55 0 0 0 0 1 5 1
56 0 0 0 0 1 5 1
57 2 0 0 0 1 5 1
58 1 1 0 0 1 5 1
59 0 2 0 0 1 5 1
60 0 0 0 0 1 5 1
61 38 4 8 1 1 1 2
62 10 1 7 1 1 1 2
63 3 2 1 1 1 1 2
64 0 0 0 1 1 1 2
65 0 0 0 1 1 1 2
66 0 0 0 1 1 1 2
67 0 0 0 1 1 1 2
68 0 0 0 1 1 1 2
69 0 0 0 1 1 1 2
70 0 0 0 1 1 1 2
71 0 0 0 1 1 1 2
72 0 0 0 1 1 1 2
73 12 11 30 1 1 2 2
74 11 10 26 1 1 2 2
75 3 2 10 1 1 2 2
76 2 2 5 1 1 2 2
77 1 0 1 1 1 2 2
78 0 0 0 1 1 2 2
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y1 y2 y3 lugar estado nido epoca
79 0 0 0 1 1 2 2
80 0 0 0 1 1 2 2
81 0 0 0 1 1 2 2
82 0 0 0 1 1 2 2
83 0 0 0 1 1 2 2
84 0 0 0 1 1 2 2
85 9 7 9 1 0 3 2
86 1 2 0 1 0 3 2
87 3 1 1 1 0 3 2
88 0 0 0 1 0 3 2
89 0 0 0 1 0 3 2
90 0 0 0 1 0 3 2
91 0 0 0 1 0 3 2
92 0 0 0 1 0 3 2
93 0 0 0 1 0 3 2
94 0 0 1 1 0 3 2
95 0 0 0 1 0 3 2
96 0 0 0 1 0 3 2
97 36 45 100 0 1 4 2
98 25 22 37 0 1 4 2
99 5 3 13 0 1 4 2
100 2 2 1 0 1 4 2
101 0 1 0 0 1 4 2
102 0 0 0 0 1 4 2
103 1 0 0 0 1 4 2
104 0 0 0 0 1 4 2
105 1 0 0 0 1 4 2
106 0 0 0 0 1 4 2
107 0 0 0 0 1 4 2
108 0 0 0 0 1 4 2
109 141 19 18 0 1 5 2
110 10 13 11 0 1 5 2
111 8 8 4 0 1 5 2
112 2 3 1 0 1 5 2
113 0 1 0 0 1 5 2
114 0 0 0 0 1 5 2
115 0 0 0 0 1 5 2
116 0 0 0 0 1 5 2
117 0 0 0 0 1 5 2
118 0 0 0 0 1 5 2
119 0 0 0 0 1 5 2
120 0 0 0 0 1 5 2
B. Código R algoritmo Poisson cero












































































































































































































































































































































































































































































































































































































































































































































































































































































































C. Código R algoritmo Binomial
























names(tiempo1)=c("resp","lugar", "estado", "nido", "hora")






































































































































































x=cbind(1,tiempo1$lugar, tiempo1$estado, tiempo1$nido, tiempo1$hora)
z=cbind(1,tiempo1$lugar, tiempo1$estado, tiempo1$nido, tiempo1$hora)
q=k-1











































































































































































































X=cbind(1,tiempo2$resp1, tiempo2$lugar, tiempo2$estado,tiempo2$nido, tiempo2$hora)
z=cbind(1,tiempo2$resp1, tiempo2$lugar, tiempo2$estado,tiempo2$nido, tiempo2$hora)
q=k-1


















































































































































































































































names(datos)=c("y1", "y2", "y3", "lugar", "estado", "nido", "hora")
ndatosnoexitosos=length(which((originales-datos)!=0))
146 C Código R algoritmo Binomial Negativa cero inflada: Datos del Polen
arandano=melt(datos[,1:4],id=c("lugar"))
arandano=arandano[,-2]
names(arandano)=c("lugar","resp")
ind=c(rep(seq(1:120),3))
estado=rep(datos$estado,3)
nido=rep(datos$nido,3)
hora=c(rep(rep(seq(1:12),10),3))
datos2=data.frame(arandano,ind,estado,nido,hora)
final=glmmTMB(resp~hora+estado+(1|ind),zi=~hora+nido,data=datos2,family=nbinom2)
summary(final)
ndatosperdidos
ndatosnoexitosos
