USA 15 I. ABSTRACT Inhibitory-stabilized network (ISN) models of the cerebral cortex predict that local (recurrent) synaptic connectivity plays a vital role in shaping cortical activity. Yet it has been experimentally unclear if cortical recurrent connectivity is strong enough to make ISNs good descriptions of cortical function. Here we test several ISN predictions, including the counterintuitive (paradoxical) suppression of inhibitory firing when the inhibitory network is stimulated. We pair, in awake mice, optogenetic stimulation of all inhibitory subtypes with in vivo pharmacology to identify inhibitory cells. We observe responses consistent with an ISN in the upper layers of visual, somatosensory, and motor cortex. Stimulating parvalbumin (PV)positive inhibitory neurons produces a population paradoxical effect only with transgenic, not viral, opsin expression. This effect is explained in a model where viral expression targets a subset of PV cells, showing inhibitory cell responses to stimulation can be highly dependent on the number of stimulated cells.
FIG. 3 Inhibitory neurons show a small increase in firing before paradoxical suppression. (a) Average timecourse of neural responses from units classified as excitatory (N=110) and inhibitory (N=56). Light pulse is constant-intensity and lasts for 800 ms (power: 2.6L 0 , see Supp. Fig. S2 ). Data from VGAT-ChR2 animals. Gray lines: rates calculated in 1 ms bins. Heavy lines: 1 ms-bin data smoothed with a LOWESS filter. Inhibitory neurons show a brief increase in firing before suppression. (b) Same data as (a), enlarged to show the initial transient (time range here is indicated in (a) by gray shaded region). Inhibitory initial positive transient has peak amplitude 3.6 spk/s above baseline (rate over 12 ms window after pulse is greater than a matched-duration interval before pulse, p < 0.01, KS test), latency to peak 7 ms, full width at half maximum 7.2 ms, and inhibitory rate crosses baseline into suppression at 13.1 ms. Fig. S2 ), Also, as shown below, in parvalbumin-positive neuron stimulation experiments using the same 149 waveform-sorting procedures, we observed no average paradoxical effects, arguing that paradoxical effects in 150 VGAT-ChR2 animals do not arise due to waveform sorting, but instead due to the properties of the cortical 151 inhibitory network. 152 Taken together, these results show that mouse V1 responses are consistent with those of a strongly 153 coupled network whose activity is stabilized by inhibition. 154 Model-based inference of network coupling strength and stability 155 We next used these data to infer network connection parameters in a standard two-population model, that 156 describes the dynamics of population-averaged firing rates of excitatory and inhibitory neurons (see Eqn. 6;  FIG. 4 Population response is consistent with a network with moderately strong coupling (a) Average excitatory (red) and inhibitory (blue) response measured in three conditions: without synaptic blockers, with only the excitatory blockers present, and with both E and I blockers present. Model (Eq. 6) that best fits data: black continuous line; dashed: 1 s.d. obtained by bootstrap; solid red/blue lines: E/I data means; shaded region: ±1 SEM. Because we applied blockers sequentially (generating separate E and E+I blocker measurements) the number of independent observations were increased, allowing the inference of all model parameters (Supplementary Methods; S10). Small steps in left panels (no blockers) arise because a subset of experimental days used a maximum laser intensity of 5 · L 0 . (b) Excitatory (red), inhibitory (blue), and net (gray) current influx into excitatory cells predicted by the model. Arrows: medians (over bootstrap repetitions); E: 10.9, I: -8.63; modes: E: 2.5, I: -2.7. (c) Distribution of W EE values compatible with the data; the red line represents the transition point between the ISN (W EE > 1) and the non-ISN (W EE < 1) regime. Median (arrow) 4.7; mode 2.5. (d) Estimation of time constants of E and I populations. Black line shows the dynamics resulting from fitting the data (blue: I population; red: E population; shaded region ±1 SEM) with the model for the same laser power shown in 3. Best-fit values are τ I = 34.3ms and τ E = 7.8 ms; note that network response dynamics shows faster time constants, due to recurrent network effects. The full model provides a good approximation to the dynamics even though it is constrained to simultaneously fit the time constants and the responses at different intensities (A). (e) Stability analysis. Real (black) and imaginary (purple) parts of the eigenvalues of the Jacobian matrix as a function of the ratio τ I /τ E . Imaginary part (purple) greater than zero signifies the network can show damped oscillations when being driven to a new stationary point. Note that these damped oscillations are not seen in (d) because of rectification. When the real part (black) is greater than zero, the network is unstable (shaded red area).
units with non-paradoxical effects (rate increases with stimulation; Fig. 5d ). However, in both areas, means 215 and medians are significantly negative (see legend for statistical tests). Thus, the superficial layers of both 216 sensory cortical areas we examined (visual and somatosensory), and one non-sensory area (motor/premotor) 217 showed responses consistent with strong coupling and ISN operation. 
Stimulation of different numbers of PV cells can explain observed differences in paradoxical 219
suppression with viral or transgenic opsin expression.
220
Up to this point, we have studied paradoxical suppression by stimulating an opsin expressed in all 221 inhibitory cells via the VGAT-ChR2 mouse line. A remaining question is whether stimulation of a subclass 222 of inhibitory neurons also yields paradoxical suppression, as in principle, even in an ISN stimulation of any 223 single subclass of inhibitory cells need not produce paradoxical suppression (see Methods and [14; 20; 21; 22] ). 224 We studied this by stimulating parvalbumin-positive (PV) neurons, which provide strong inhibitory input 225 to other cells. PV basket cells are the most numerous class of cortical inhibitory cells and make strong 226 synapses near the somata of excitatory cells (for review, see [26]), and PV stimulation effectively suppresses 227 network firing rates (e.g. [32; 33]). We first used viral methods to express opsins in PV neurons, injecting a In these experiments, the network neurons can be divided into three populations ( Fig. 6a ): (1) excitatory,
231
(2) Chronos-expressing PV inhibitory (PV-Chronos), and (3) remaining inhibitory neurons: non-PV (e.g. 
241
Stimulating the PV cells produced no significant paradoxical effect on average ( Fig. 6b, blue) . From a 242 theoretical point of view, this average inhibitory response is an important measure, as with the standard 243 two-population ISN model, e.g. [10], it is the average response (averaged over inhibitory cells) that is 244 paradoxically suppressed when a network is inhibition-stabilized and strongly coupled. A second important 245 measure, e.g. for experimentalists wishing to identify inhibitory neurons, is how many individual inhibitory 246 cells show paradoxical effects. Examining individual units showed that PV-Chronos units often showed no 247 paradoxical effect: initial slope could be positive and thus non-paradoxical (e.g. Fig. 6d ; summarized in Fig.   248 6f-g, see legend for statistical tests.).
249
One reason why PV-Chronos stimulation might produce no paradoxical effect on average is that viral 250 expression could target only a subset of PV cells. This could occur by the virus infecting only a subset of 251 neurons [37], or by the virus yielding different levels of opsin expression in different neurons so that only a 252 subset are strongly stimulated. 253 We first examined the effect of inhibitory cell subset stimulation in the rate model of Fig. 4 , using 254 network parameters inferred there. Stimulating a subset of inhibitory neurons in the model (60%) reduced 255 the magnitude of the average paradoxical effect ( Fig. 6c , analytical derivation in Methods), and described 256 the data (Fig. 6b) well.
257
The model predicts that increasing the fraction of stimulated cells will produce stronger paradoxical 258 effects. Therefore, to determine experimentally if this reduced paradoxical effect could be due to stimulating 259 a subset of PV neurons, we used a transgenic approach to express a different excitatory opsin in PV cells 260 (PV-Cre;ReaChR transgenic mice). In these mice, the opsin is expressed in most or all PV cells [38] . Since 261 we study steady-state firing rates (Methods), we do not expect differences in the speed of opsin responses 262 to affect these measurements. Also, since we measure responses for a range of light intensities, differences 263 in viral and transgenic mean levels of opsin expression would not affect our results. This is in contrast to 264 differences in the number of cells expressing, or variability in opsin levels across cells, which are predicted to 265 change the paradoxical effect. We found that, with transgenic expression, the average paradoxical effect was 266 present ( Fig. 6e ). Further, the fraction of inhibitory cells that showed paradoxical effects was significantly 267 larger in PV-ReaChR transgenic animals than in PV-Chronos animals (Fig. 6g ), and was similar to the 268 VGAT-ChR2 data in V1, somatosensory, and motor/premotor cortex ( Fig. 6 ).
269
Taken together, these data and our analysis support the idea that V1 (and other areas) of the mouse Fig. 2 ), weaker paradoxical suppression is seen (blue line; mean rate is not significantly suppressed: p > 0.05, paired t-test between rate at 0, rate at 1 · L 0 ) as initial response slope is near zero. (c) A model with a subset of inhibitory cells stimulated (60%) can recapitulate the data in (b). Shaded region: ±1 s.d. via data bootstrap as in Fig. 4 . With this three-population model, there are now three possible phases of the inhibitory response (blue), demarcated by two transition points where the excitatory and non-stimulated inhibitory cells reach their minimum. We use network parameters as inferred in Fig. 4 (also see Methods), and with these parameters the non-stimulated inhibitory cells reach their minimum at lower laser intensity than the excitatory cells. . Though inhibitory units are classified by response at high laser power, differences in spike width are visible in both datasets. Viral mean and median slopes are zero or positive (tests for negative mean/median not sig.; t-test, Mann-Whitney U; 22/42 (53%) negative I slopes); transgenic mean and medians are negative (tests for negative mean/median: p < 10 −7 , p < 10 −7 ; 24/27 (89%) negative I slopes). (h) Summary of mean and median inhibitory cell initial slopes for these data and data from V1, somatosensory, and motor cortex.
Under light isoflurane anesthesia, we found that paradoxical inhibitory suppression is maintained ( Fig.   287 7a). At 0.25% isoflurane (a low level, as surgical levels are often 1.0% and above), spontaneous firing rates 288 of excitatory neurons are reduced ( Fig. 7c ; mean 6.4 spk/s reduced to 3.5 spk/s, p < 0.02, Wilcoxon signed-289 rank test; inhibitory neurons' rates show a negative trend but are not statistically different, 14.5 spk/s awake 290 to 11.6 spk/s anesth., p < 0.10, Wilcoxon). Thus, the network changes induced by anesthesia do not cause 291 the network to transition out of the ISN state. At this low level of anesthesia, we did not observe prominent 292 up and down state slow oscillations. In one experiment, we used a higher level of anesthesia (0.5% isoflurane, 293 Fig. 7b ), yielding even lower firing rates but still preserving the paradoxical effect. Further confirming the 294 robustness of coupling to changes with anesthesia, the distribution of response slopes is roughly unchanged 295 ( Fig. 7c ), suggesting the network is far from a transition into a non-ISN state. Anesthesia thus preserves 296 the paradoxical inhibitory response, leaving the network still an ISN. 
IV. DISCUSSION

298
These data show a signature of inhibitory stabilization -the paradoxical suppression of inhibitory 299 cells to optogenetic excitation -in several different areas of mouse cortex (V1, S1 and motor cortex) dur-300 ing spontaneous activity in the absence of sensory stimuli. To resolve whether paradoxical effects were 301 present, we explored systematically a wide range of stimulation strengths, used a pharmacological approach 302 to identify inhibitory interneurons, and compared viral expression to transgenic lines in which all inhibitory 303 interneurons express opsins. We found that for transgenic opsin expression, the large majority of inhibitory 304 interneurons decrease their rates in response to optogenetic stimulation with low intensities, and this result 305 was independent of the way inhibitory interneurons were identified (through pharmacology; through their 306 response to optogenetic stimulation at high intensities; or through spike width). Furthermore, we veri-307 fied another ISN prediction, that inhibitory neurons transiently increase their firing rates before they are 308 suppressed by optogenetic stimulation. Moreover, we observe here clear ISN-predicted response dynamics, 309 providing additional strong evidence for ISN operation. We find that a simple two population firing rate 310 model operating in the ISN regime captures quantitatively our data, and fitting this model to the data 311 allowed us to infer the coupling strengths between the two populations composing the network. Finally, we 312 showed that inhibitory stabilization persists under anesthesia (a state in which the activity of both excita-313 tory and inhibitory neurons is reduced), and that stimulation of PV neurons also can produce paradoxical 314 suppression.
315
In the last decade, multiple experiments have performed optogenetic stimulation of cortical interneu-316 rons, but these studies have yielded mixed results on inhibition stabilization. In layer 2/3 of mouse V1, 
where 
which is zero for input x smaller than the threshold x 0A , and increases linearly, with a gain a A , otherwise.
502
This transfer function is the simplest one that can describe the data, which shows an approximately piece-503 wise linear dependence of firing rates on stimulation intensity (see Fig. 4 ). We also fit the data using a 504 different transfer function
that smoothes the threshold non-linearity of the rectified linear function, using an additional parameter b A 506 that controls the width of the exponential region around threshold. This function reduces to the rectified-507 linear transfer function when b A → 0. We find that the nonlinear transfer function provides a minor 508 improvement in describing the data and does not significantly affect the values of the inferred parameters 509 (Supp. Fig. .S11) .
510
In the experiments, recordings of the response are done in three separate phases: (1) 
and with inhibitory blockers, connectivity is modified as 
and r E = 0
For every value of the laser intensity, the excitatory and inhibitory nullclines are defined as the functions Eq. (6) has two dimensions that can be inferred only up to a multiplicative constant: We thus determined τ E and τ I (shown in Fig. 4e ) from the response dynamics (Fig. 4d ).
571
With multiple inhibitory subclasses, ISN operation need not imply paradoxical suppression 572
To understand how the network response to PV stimulations depends on its structure, here we analyze 573 a three population model (Fig. 6a) with one excitatory and two inhibitory populations, referred hereafter 574 as E (pyramidal cells), P (ChRonos-expressing PV cells), and I (non-expressing PV , SOM, VIP. . . ). The 575 network dynamics is described by
(10)
The model predictions in Fig. 6 have been obtained from Eq. 10 using with a negative real part, a requirement which also involves the magnitude of τ E , τ I , and τ P .)
SUPPLEMENTARY FIGURES
FIG. S1 Locations of recording sites. (A) Schematic of all physiology probe placements in the visual, somatosensory, and motor cortices (black lines give approximate extent of shanks on the 4-shank probes; colored circles signify experiment types: VGAT-ChR2: yellow; viral PV-Cre;AAV-FLEX-ChRonos: red; transgenic PV-Cre;ReaChR: green). V1: primary visual (Allen notation: VISp); RSP: retrosplenial; AUD: auditory areas; S1: primary somatosensory (SSp); S2: secondary somatosensory (SSs); M1: primary motor (MOp), PM: premotor (MOs). Blue shaded region shows units whose normalized steady-state rate is lower than their normalized transient rate. The fact that most inhibitory units fall into this region shows that steady-state suppression does not arise from mixing E and I waveforms, but instead that we accurately record inhibitory units -which often show initial transients followed by suppression as predicted by ISN models.
FIG. S3
Unit response to light as a function of depth. Panels show the average unit firing rate as a function of laser intensity at sites of different depths. The recording probes have 8 sites per shank (four shanks, 32 total sites) with 100µm spacing between sites. Each plot shows avearge of all inhibitory units recorded from V1 (data as in Fig. 2) without blockers present. The shallowest four sites (left) show strong responses to laser stimulation, such that at maximum laser power firing rates increase as excitatory rates are suppressed and inhibitory cells respond strongly to stimulation. The deeper sites show suppression, but do not show a transition to increased firing rates, even at maximum laser intensity. This is consistent with the fact that the laser intensity experienced by neurons decays with depth due to scattering and absorption. Because of the decrease in laser effectiveness at deeper sites, in the analysis described in the main text we used only units found in the four more superficial recording sites, i.e. approximately 400µm from the brain surface. In our recordings, we aimed to advance the electrodes so that the top sites were shallow enough to record no neuronal signals, or just record the most shallow units observed during advancing. For this reason, site depth is an approximate measure of neuronal depth, but this procedure likely resulted in the V1 data analyzed in the paper containing a majority of units from layer 2/3 or 4. Note that inhibitory cells from 300-400µm depth show the largest increases at high laser power, but units from 100-400µm depth all show initial paradoxical suppression, as expected in an ISN. 
where the waveform and its variance are given by w j (t) and σ 2 j (t), and j = 0, 1 indexing the blocker, no-blocker cases. t i ranges over time samples of the recorded waveforms (45 samples/waveform, 1.5 ms, 30kHz acquisition rate). Eq. (14) measures the relative change in waveform of a unit before and after the addition of blockers. Note that a small number of units did not generate any spike after the addition of blockers (WFC=1, N=9); these could either be excitatory units that become silent, or units that drifted substantially during the recording. (B) Example single unit before (green) and after (purple) the addition of synaptic blockers. (C-E) Population response of excitatory and inhibitory cells computed using single unit selected with a threshold on the maximum waveform change. As the constraint becomes more stringent (left to right), the number units used decreases but the structure of the response is not modified and the paradoxical effect is preserved. Our waveform-sorting procedure uses a contour, fixed over time, in the 2d axis of the first two principal components (PCs) to classify units. Therefore, larger WFC values signify shifts in waveform (e.g. shown with a permissive classification threshold (p < 0.05; to make the test two-tailed we used p < 2.5 · 10 −2 ; Welch's t-test allowing unequal variances). Middle two columns: resulting average response to stimulation. Right two columns: distribution of spontaneous rates and waveform widths. B: Same, but for a more restrictive classification threshold (p < 10 −9 ). Decreasing the threshold reduces the number of units classified as inhibitory, (13 units re-classified as excitatory once the more stringent threshold is applied), but does not modify the conclusions of the main text; in particular paradoxical inhibitory modulation is preserved. Fig. 2) . The two inhibitory populations both show initial paradoxical suppression. Narrow-spiking units show a more pronounced increase in firing rate in the non-ISN (high laser power) regime. This difference seems unlikely to result from experimental differences like variation in opsin expression levels, and more likely may be generated by recurrent inhibition. (I.e. narrow spiking putative basket/PV cells provide strong inhibition to wider-spiking somatostatin or other inhibitory cells, and at high laser powers PV cells suppress the wider-spiking units.) In Fig. 6 , for both the viral PV-Chronos and transgenic PV-ReachR experiments, we classify cells as inhibitory based on elevated response at high laser power. Consistent with the V1 VGAT-ChR2 data shown above, the cells in PV experiments classfied as inhibitory by their high-power response also have narrow waveforms on average.
FIG. S10 V1 model parameter stability shown via data bootstrap. To examine the stability of the model fit shown in Fig. 4 , here we show the distribution of the parameter estimates obtained via bootstrapping (randomly resampling) the data (Methods). (A) Distribution (solid lines) of the network parameters (defined by Eq. (6)), and corresponding medians (arrows) over all the bootstrap runs. (B) Distribution of the parameters for excitatory (red) and inhibitory (blue) blocker efficacy (left column) with corresponding measured and predicted responses (middle column, red: excitatory cells; right column, blue: inhibitory cells). Different rows correspond to different recording sessions. Shaded areas: ±1 SEM across units. The efficacy of blockers varies somewhat from day to day, justifying our use of different efficacy parameters for different recording days in the model. data is recorded from V1 of awake animals, same data set as Figs. 2-4. Solid black lines: optimal (lowest-error) fit, across many optimization runs initialized with different parameter values. The lowest-error fit is the global minimum of the optimization cost (error) function. To include only plausible solutions, we retained optimzation results only where error is within 2.5% of optimal. Dashed lines: ±1 s.d. across optimization runs. (C) Error values for the two models (black: linear; purple: nonlinear). Error (units: spk/s) is the absolute difference between model and data mean, averaged over all laser intensities. (D) Parameters corresponding to solution shown in A,B. While the optimal solutions (arrows) show some differences between the two models, the distribution of parameters across runs overlaps substantially, showing the inferred network parameters are robust to the specific model used. Note that the distributions shown here are taken over optimization initialization values, in contrast to Fig. 4 , which shows variability of the optimal solution over bootstrap runs.
FIG. S12 Nullclines characterizing the network response at different levels of inhibitory drive. (A-B) Firing rate of E (red) and I (blue) populations computed from Eq. (1) as a function of laser intensity when the excitatory sub-network is stable (A, W EE < 1; weak coupling) or unstable (B, W EE > 1, strong coupling) . As described in main text, inhibitory cells increase firing rate at high laser intensities in both networks. Differences are seen at lower laser intensities, where the inhibition stabilized network (W EE > 1) responds paradoxically. (C-D) Differences in inhibitory responses are seen in the corresponding nullclines (defined as the stationary solutions of the two lines of Eq. (1)) For W EE < 1 (C), at low laser intensity (I), the excitatory (red) and the inhibitory (blue) nullclines intersect at a nonzero value of r E (which represents the stationary point of the network). Increasing the laser intensity shifts the inhibitory nullcline to position (II) and produces a new intersection point with larger r I and lower r E . At large laser intensities (III), the two nullclines intersect at r E equal to zero and the corresponding r I value increases with the laser intensity. For W EE > 1 (D), when the laser intensity increases from (I) to (II), both the stationary value of r I and r E decrease. This happens because the excitatory nullcline is an increasing function of r E , a property which appears when that the excitatory population is unstable [10] . At large laser intensity (III), the excitatory population is silent and stable, both the excitatory and inhibitory nullclines behave as in the W EE < 1 case, and increasing the laser intensity increases the inhibitory rate.
