This paper is motivated by the desire to develop distributed algorithms for nonconvex optimization problems with complicated constraints associated with a network. The network can be a physical one, such as an electric power network, where the constraints are nonlinear power flow equations, or an abstract one that represents constraint couplings between decision variables of different agents. Thus, this type of problems are ubiquitous in applications. Despite the recent development of distributed algorithms for nonconvex programs, highly complicated constraints still pose a significant challenge in theory and practice. We first identify some intrinsic difficulties with the existing algorithms based on the alternating direction method of multipliers (ADMM) for dealing with such problems. We then propose a reformulation for constrained nonconvex programs that enables us to design a two-level algorithm, which embeds a specially structured three-block ADMM at the inner level in an augmented Lagrangian method (ALM) framework. Furthermore, we prove the global convergence of this new scheme for both smooth and nonsmooth constrained nonconvex programs. The proof builds on and extends the classic and recent works on ALM and ADMM. Finally, we demonstrate with computation that the new scheme provides convergent and parallelizable algorithms for several classes of constrained nonconvex programs, for all of which existing algorithms may fail. To the best of our knowledge, this is the first distributed algorithm that extends the ADMM architecture to general nonlinear nonconvex constrained optimization. The proposed algorithmic framework also provides a new principled way for parallel computation of constrained nonconvex optimization.
1. Introduction. This paper develops a new distributed algorithm with convergence guarantees for solving general smooth and nonsmooth constrained nonconvex optimization problems. In this section, we introduce the problem setup, review related literature, and outline our contributions.
1.1. Constrained Nonconvex Optimization and Distributed Computation. We begin the exposition with constrained nonconvex optimization problems over a network, which could represent general constrained programs, and introduce some distinguishing features of distributed computation that we consider important in practice. Later, we will show that these important features reveal some intrinsic limitation of existing distributed optimization algorithms and serve as the motivation of the present paper.
Consider a connected, undirected graph 1 G(V, E) with a set of nodes V and a set of edges E. A centralized constrained optimization problem on G is given as
where each node i ∈ V of the graph G is associated with a decision variable x i and a cost function f i (x i ) as in (1.1a) . Variable x i and variables x j of i's adjacent nodes j ∈ δ(i) are coupled through constraints (1.1b)-(1.1c), and X i in (1.1d) represents some constraints only on x i . The functions f i , h i , g i , and the set X i may be nonconvex. Problem (1.1) models important classes of generalized network flow problems. For example, the graph G can represent a physical network such as an electric power network or a natural gas pipeline network, where the variables x i in (1.1) are nodal potentials such as electric voltages or gas pressures, and the constraints h i and g i are usually highly nonconvex that describe the physical relation between nodal potentials and flows on the edges, flow balance, and flow capacity constraints. Notice that a node i can also represent a subnetwork of the entire network, and the constraints involve variables in adjacent subnetworks.
In many situations, it is desirable to solve problem (1.1) in a distributed manner, where each node i represents an individual agent that solves a localized problem, while agents coordinate with their neighbors to solve the overall problem. Very often, each agent has to handle its own set of constraints h i , g i , and X i locally. For example, agents may be geographically dispersed with local constraints representing the physics of the subsystems, which cannot be handled by other agents; or agents may have private data in their constraints, which cannot be shared with other agents; or the sheer amount of data needed to describe constraints or objective is too large to be stored or transmitted in distributed computation between agents. These practical considerations pose restrictions that each agent in a distributed algorithm has to deal with a set of complicated constraints.
More generally, any generic constrained optimization problem with a separable objective function can be expressed as an optimization problem over a graph as follows
where V 1 and V 2 are the two sets of nodes of a bipartite graph, which represent the set of variables and constraints in (1.2), respectively. A variable x j is contained in a constraint i if node j is a neighbor of node i, i.e. j ∈ δ(i). This is the well-known incidence graph representation of a constrained program. We are interested in distributed computation on (1.2) when the system is partitioned such that each agent controls a set of variables and constraints in (1.2b)-(1.2d).
In this paper, we will show that the existence of constrained nonconvex optimization subproblems for all the agents poses a significant challenge to the theory and practice of existing distributed optimization algorithms. In fact, all existing distributed algorithms based on the popular alternating direction method of multipliers (ADMM) may fail to converge for the general nonconvex constrained problem (1.2) . We will identify the key reason for this failure in the next section. Before that, we first review the current literature.
Prior Work.
Distributed optimization has a long history dating back to at least the early 1960s. Dual decomposition based on Lagrangian relaxation and related ideas were first proposed to solve large scale linear optimization problems [11, 3, 55] . Comprehensive surveys can be found in Bertsekas & Tsitsiklis [6] and Nedic & Ozdaglar [46, 45] . Augmented Lagrangian method (ALM) and the method of multipliers (MoM) were proposed in the late 1960s by Hestenes [29] and Powell [49] . ALM enjoys more robust convergence properties than dual decomposition [4, 51, 7] . However, this advantage comes at a cost that the separability of dual decomposition is lost. A thorough analysis of ALM can be found in [5] . The alternating direction method of multipliers (ADMM) was proposed by Glowinski and Marrocco [22] and Gabay and Mercier [21] in the mid-1970s, and has deep roots in maximal monotone operator theory and numerical algorithms for solving partial differential equations [18, 16, 48] . ADMM solves the subproblems in ALM by alternately optimizing through blocks of variables and in this way achieves distributed computation. Due to its simplicity and favorable performance, ADMM has attracted significant interests in recent years for solving convex and nonconvex optimization problems The convergence of ADMM with two block variables is proved for convex optimization problems [16, 22, 21, 39, 20, 18] and the O(1/k) convergence rate is established in [27, 44, 28, 12] . See [7] and references therein for a detailed introduction. The convergence of multi-block ADMM is also studied. Recently, Chen et al. [9] showed that a direct application of ADMM to three block variables may diverge for a simple linear feasibility problem, and provided a sufficient condition that requires orthogonality between linear matrices of different blocks, under which the multi-block update is equivalent to the two-block ADMM. Two early works on the convergence of multi-block ADMM applied to convex problems were introduced by Hong and Luo [31] and Han and Yuan [26] . Under some technical assumptions on the objective, Hong and Luo [31] gave the linear convergence rate of multi-block ADMM, where they assumed block variables are constrained in polytopes and all matrices in the linear coupling constraint have full column ranks. In the analysis of Han and Yuan [26] , objective functions are strongly convex for all blocks, and the penalty parameter for ADMM is upper bounded by some constant depending on strongly convex modulus of the objective function and norms of matrices in the coupling constraint. Some other works studying multiblock convex ADMM can be found in [10, 8, 13, 37] , all of which assumed the objective function to have a strongly convex part. Later, Lin et al. [38] dropped this assumption and required the last block update to be unconstrained with a Lipschitz differentiable objective function.
The convergence of ADMM has been empirically observed for many nonconvex problems with various applications in matrix completion and factorization [65, 53, 67, 66] , optimal power flow [57, 19, 40] , asset allocation [63] , and polynomial optimization [33] , among others. For convergence theory, several conditions have been proposed to guarantee convergence on structured nonconvex problems. For instance, Hong et al. [32] studied ADMM for nonconvex consensus and sharing problems under cyclic or randomized update rules. Li and Pong [36] studied ADMM on a class of problems, where the first block matrix is the identity and the second block matrix is surjective; the second block objective is assumed to have bounded Hessian, and the update becomes an unconstrained minimization of a convex quadratic function after a Bregman distance term is added. Guo et al. [25] studied the case where the fist block matrix has full column rank while the second block matrix is the identity; similar as previously mentioned two works, the last block update is an unconstrained minimization of some Lipschitz differentiable function. Magnússon et al. [41] proved the convergence of ADMM with the strong assumption that the sequence of dual variables converges, which usually cannot be guaranteed in practice. A more recent work by Themelis and Patrinos [58] established a primal equivalence of nonconvex ADMM and Douglas-Rachford splitting using the Douglas-Rachford envelope. Another line of research studies some variants of ADMM. Wang et al. [61, 60] studied the nonconvex Bregman-ADMM, where a Bregman distance function is added to the augmented Lagrangian function during each block update to facilitate convergence. Gonçalves, Melo, and Monteiro [23] provided an alternative convergence rate proof of proximal ADMM applied to convex problems, which was shown to be an instance of a more general non-Euclidean hybrid proximal extragradient framework. The two-block and multi-block extensions of this framework to nonconvex problems can be found in [24, 43] . Instead of updating different blocks sequentially, the Jacobi-type ADMM updates all blocks at the same time. Convergence analysis usually requires additional proximal terms [14] or Bregman distance terms [42] , and subproblems need to be solved to global optimal.
One of the most general frameworks for proving convergence of ADMM on nonconvex problems is proposed by Wang et al. [62] , where the following multi-block linearly constrained problem is studied
Variables x 0 , x 1 , . . . , x p and z are the blocks and are updated in this order in the multi-block ADMM algorithm. Objective functions f i (x i )'s are continuous and possibly nonsmooth. Both f i and h can be nonconvex. Two crucial conditions are needed for the global subsequential convergence of ADMM to a stationary point of (1.3):
• Condition 1: Denote A := [A 0 , · · · , A p , b], then Im(A) ⊆ Im(B).
• Condition 2: The last block objective function h(z) is Lipschitz differentiable. If any of the above two conditions is not satisfied, divergent examples of ADMM can be found in [9, 62] . In the next section, we will argue that the distributed formulation of many constrained nonconvex optimization problems in the form of (1.2), including the nonconvex network flow problems (1.1), in general cannot satisfy Conditions 1 and 2 simultaneously. Therefore, multiblock ADMM cannot guarantee convergence, and indeed may diverge, for general constrained nonconvex optimization problems. This reveals some intrinsic limitation of the ADMM framework in handling complicated constraints, and calls for new algorithmic development.
Some other distributed algorithms not based on ADMM are also studied in the literature. Hong [30] introduced a proximal primal-dual algorithm; an additional proximal term cancels out cross product terms in the augmented Lagrangian function so that subproblems become separable again. Lan and Zhou [35] proposed a randomized incremental gradient algorithm for a class of convex problems over a multi-agent network, where all constraints are assigned to a central agent. Lan and Yang [34] proposed stochastic algorithms for nonconvex finite-sum and multi-block problems, where Nesterov's acceleration [47] is incorporated into each proximal subproblem; interestingly, the analysis for the multiblock problem also requires the last block variable to be unconstrained with invertible coefficient matrix and Lipschitz differentiable objective, which further implies the necessity of Conditions 1 and 2. We end this subsection with a recent work by Shi et al. [54] . They studied the problem min
Variables x and y are divided into n and m subvectors, respectively. f (x, y), h(x, y), g i (x i ) are continuously differentiable,φ j (y j ) is a composite function, and X i 's are convex. The authors proposed a doubly-looped penalty dual decomposition method (PDD). The overall algorithm used the ALM framework, where the coupling constraint h(x, y) = 0 is relaxed and each ALM subproblem is solved by a randomized block update scheme: in each iterations, some x i or y j is randomly chosen as the one to be updated. Convergence to a KKT solution is proved under some constraint qualification. We note that randomized update is crucial in their convergence analysis, and ALM subproblems may not converge under a deterministic framework.
1.3. Summary of Contributions. Our contributions in this paper are summarized below. Firstly, we identify intrinsic difficulties with the ADMM framework in solving constrained nonconvex programs. In particular, we argue that any reformulation that makes a constrained nonconvex program suitable for distributed computation cannot simultaneously satisfy two conditions that are crucial for its convergence.
Secondly, to overcome the intrinsic limitation of the ADMM framework, we propose a new reformulation and a two-level distributed algorithm for solving general nonconvex constrained problems. The proposed algorithm incorporates a structured three-block ADMM into a modified ALM framework. To the best of our knowledge, this is the first two-level algorithm that combines ADMM and ALM in an innovative way for distributed optimization of nonconvex programs.
Thirdly, we prove the global convergence of the new scheme under mild and standard assumptions. Though ADMM is considered as a close variant of ALM, the analysis of these two methods actually use quite different techniques; we prove the global convergence of our algorithm by relating ADMM and ALM in an analytical way for the first time.
Finally, we implement our two-level algorithm on nonconvex network flow problems and parallel minimization over compact manifolds; promising numerical results confirm the advantage of the proposed algorithm over randomized update and centralized solver. We also use a nonsmooth example to show that the idea behind our two-level framework has the potential to be generalized to problems with a nonconvex nonsmooth objective function in addition to nonconvex nonsmooth constraints.
Throughout this paper, we use R n to denote the n-dimensional real Euclidean space; for x, y ∈ R n , the inner product is denoted by x ⊤ y or x, y ; the Euclidean norm is denoted by x =
x, x . A vector x may consist of J subvectors x j ∈ R nj with J j=1 n j = n; in this case, we will write x = [{x j } j∈[J] ], where [J] = {1, · · · , J}. Occasionally we may use x i to denote the i-th component of x if there is no confusion to do so. For a closed convex set C ⊂ R n , the projection operator onto C is denoted by Proj C (x), and the indicator function of C is denoted by I C (x), which takes value 0 if x ∈ C and +∞ otherwise. We use Z ++ to denote the set of positive integers.
The rest of this paper is organized as follows. In section 2, we summarize two properties that are necessary for any reformulation before designing distributed algorithms. These two properties are essentially contradicting to Conditions 1 and 2, therefore introducing convergence difficulties for ADMM. In section 3, we propose our new reformulation and a two-level algorithm for solving problem (1.1) in a distributed way. In section 4, we provide the global convergence proof. Finally, we present some computational results in section 5 and conclude this paper in section 6.
Fundamental Limitation of ADMM for Nonconvex Constrained Optimization.
Before we discuss why Conditions 1 and 2 pose some fundamental limitation on the power of the ADMM framework in handling constrained nonconvex optimization problems, we first present some intuition about why the two conditions are so crucial for the convergence of ADMM on nonconvex problems. Rigorous analysis can be found in [32, 62] .
Necessity of Conditions 1 and 2 in Guaranteeing
Convergence of ADMM. To simplify notation, we consider a two-block problem, i.e. p = 0 in (1.3). The standard ADMM algorithm for solving (1.3) consists of the following steps in each iteration k:
As the linear constraint A0x0 + Bz = b is relaxed in ADMM, it usually cannot be satisfied at every iterate (x k 0 , z k ); moreover, subproblems in the x0-and z-updates may be nonconvex and admit multiple local solutions. It is thus not guaranteed that the residue A0x k 0 + Bz k − b vanishes as k → ∞. Due to the sequential update order of ADMM, z k is obtained after x k is calculated. However, if Condition 1 on the images of A and B is not satisfied, then it is possible that x k 0 converges to some x * 0 such that there is no z * satisfying A0x * 0 + Bz * = b. In addition, Condition 2 on the Lipschitz differentiability of h(z) provides a way to control y k − y k−1 by z k − z k−1 via the optimality condition of the z-update problem, and according to the y-update, A0x k 0 + Bz k − b = y k − y k−1 /ρ, so the primal residue can be controlled by z k − z k−1 . This relation requires unconstrained optimality condition of z-update, so the z-update problem could not have any additional constraints.
Necessary
Structure of Distributed Formulations. To simplify notation, we focus on problem (1.1) in this subsection, although all properties revealed for (1.1) also apply to the general constrained problem (1.2). In order to do distributed computation, the centralized formulation (1.1) first needs to be properly transformed into a formulation to which a distributed algorithm can be applied. We call such a formulation a distributed formulation. Of course, a distributed formulation depends on the distributed algorithm to be used as well as on the structure of distributed computation, e.g. which variables and constraints are controlled by which agents and in what order computation and communication can be carried out. Despite the great variety of potential formulations, we want to identify some fundamental structure that is common to all distributed formulations.
Parallel Decomposition.
In order for each agent to be able to solve its local problem in parallel to all other agents, i.e. to achieve parallel decomposition, each agent has to have a local copy of its neighboring agents' variables; moreover, any direct coupling between local variables controlled by different agents should be avoided.
For problem (1.1), a global copyxj and a local copy x i j of the original variable xj may be introduced and consensus can be enforced as
Using this duplication scheme, a distributed formulation of (1.1) can be written as min
] denotes all the local variables controlled by agent i including the original variable xi and the local copies x i j , andx = [{xj}j∈V ] denotes all the global copiesxj. The original constraints (1.1b)-(1.1c) are completely decoupled into each agent's local constraints (2.2b)-(2.2c), which also absorb the constraints (1.1d). The only coupling constraints between agents are (2.2d), which formulate the consensus constraint (2.1). We note that in many applications, each agent only needs to maintain a local copy of a subset of its neighbors' variables, and this can be also formulated by (2.2d). Distributed formulation (2.2) allows full parallel decomposition, i.e. fixingx, all agents can solve their subproblems in parallel.
Mixed Sequential and Parallel Decomposition.
A more general distributed formulation allows both sequential and parallel decomposition among agents. In particular, suppose a subset of agents Vp ⊂ V solve their subproblems in parallel, while a another subset of agents in Vs ⊂ V solve their subproblems sequentially according to certain order. We can introduce duplicate variables according to (2.1) for all agents j ∈ Vp under parallel updates, and introduce additional duplicate variables
for the remaining agents under sequential updates. Each agent's local variable x i is regarded as one block variable.
For example, consider a simple case where three agents i, j, and k are connected as i-j-k, each of which keeps local variables xi, xj, and x k . Suppose we want to parallelize the computation of agents i and j, while making the computation of agents j and k sequential. We will need to introduce the follow additional variables and coupling constraints:
Since i and j are connected, agent i needs to keep an additional copy x i j of j's local variable xj, and agent j needs to keep a copy x j i of i's local variable xi; similarly, agent j keeps x j k and agent k keeps x k j . Since we require parallelization of agents i and j's computation, consensus of variables is achieved by introducing global copiesxi andxj as in (2.4a). We can directly equalizing local variables of agents j and k as in (2.4b) because they are allowed to compute sequentially. Constraints (2.4) can be further represented in a compact matrix form:
Notice that the entry "1" in the above matrices can represent an identity that matches the dimension of the corresponding variable. The first three block variables in (2.5) are local variables controlled by agents i, j, and k, respectively, and the last block variable includes global copies of xi and xj. We note that (2.5) is also in the form of constraint (2.2d), and some universal properties of this structure are identified in the next subsection.
Basic Structure of Distributed Formulations.
In fact, for any constrained optimization problem, not necessarily a network flow type problem, if distributed computation is considered, then variables of the centralized problem need to be grouped into variables x i in a distributed formulation for agents i according to the decision structure, and duplicate variablesx need to be introduced to decouple the constraints from agents. In this way, problem (2.2) provides a general formulation for distributed computation of constrained optimization problems. Conversely, due to the necessity of duplicating variables, any distributed formulation of a constrained program necessarily shares some key structures of (2.2). First, we have the following observation.
the vertex set V contains two nonempty subsets Vp and Vs with |Vp|, |Vs| ≥ 2, 2. parallel decomposition is considered for vertices in Vp, i.e. (2.4a), and 3. sequential decomposition is considered for vertices in Vs, i.e. (2.4b). If all such linear coupling constraints from mixed parallel and sequential decomposition are expressed in terms of (2.2d), where x represents local variables andx represents global copies, then we have Im(A) Im(B).
Proof. Suppose the computation of vertices i and j are parallelized with xj =xj and x i j =xj. Then given any value ofxj, we can let xj =xj and x i j =xj; for any pair of coupling p and q in Vs, we can choose any values with x p q = xq and x q p = xp. Therefore we obtain Im(A) ⊇ Im(B). However, if xj = x i j , then there does not exist axj that satisfies (2.2d), so we conclude that Im(A) Im(B).
In particular, problem (2.2) has two simple but crucial properties. Namely,
• Property 1: As the matrices A and B in (2.2d) are defined by any mixed sequential and parallel decomposition formed as (2.4), the image of A strictly contains the image of B, i.e. Im(A) Im(B). This follows from Proposition 2.1. • Property 2: Each agent i faces nonconvex constraints hi(x i ) = 0, gi(x i ) ≤ 0, while variablex is not involved in constraints besides the linear coupling constraint, nor in the objective.
Intrinsic Limitation of ADMM.
It turns out that these two properties together pose some significant challenges to applying existing distributed algorithms to highly constrained nonconvex programs. By Property 1, the image of A strictly constrains the image of B, so by Condition 1, we should update local variables after the global variable in each ADMM iteration to ensure feasibility. However, by Property 2, each local variable is subject to some local constraints, so Condition 2 cannot be satisfied; technically speaking, we cannot utilize the unconstrained optimality condition of the last block to link primal and dual variables. In the following, we isolate some known conditions that are crucial for the convergence of existing distributed algorithms. This paves way for identifying intrinsic limitations of the existing schemes in handling complex constraints in a distributed way. Hong et al. [32] studied nonconvex consensus and sharing problems. In the consensus problem, they use ADMM to solve
where g k (·)'s are smooth and nonconvex, h(·) is convex, and X is a convex set. In their proposed ADMM, functions g k (·)'s are passed to K local agents, who perform unconstrained updates in parallel. Some central agent needs to communicate with all local agents and control the objective h(·) and constraints X . The sharing problem solves
where l(·) is Lipschitz differentiable. In their proposed ADMM, local convex constraints X k 's are assigned to individual agents, but a parallel implementation is not available: local agents need to solve their problems in a sequential order. In both cases, we observe that the last block in the linearly coupling constraint is an identity matrix and cannot have any constraints associated with it.
Li and Pong [36] used proximal ADMM to solve the following problem
where f (·) is a proper closed function, h(·) is twice continuously differentiable with bounded Hessian, and M has full row rank. Any implicit constraints can be only in variable x and absorbed into f (·). However, since M has full row rank, Property 1 is violated, and formulation (2.8) cannot cover problem (2.2).
Melo and Monteiro [43, 42] studied the iteration complexity of multi-block ADMM with sequential and Jacobi updates applied to the following problem:
Their analysis relies on Condition 1 and a slightly weaker version of Condition 2, which still requires the last block update to be unconstrained. Any implicit constraints can only involve variables x1, · · · , xp−1. Once again, formulation (2.9) does not allow problems to have Properties 1 and 2 simultaneously.
In summary, we observe that Conditions 1 and 2 are crucial for the convergence of ADMM-type algorithms. Meanwhile, when there is a need to distribute complicated constraints to local agents, Properties 1 and 2 are also necessary in almost all distributed reformulations for parallel computation. However, as we discussed at the beginning of this subsection, there is a fundamental confliction between the two conditions and the two properties. ADMM-type algorithms in the literature somehow study structures where they do not need to consider Properties 1 and 2 at the same time. When these algorithms are directly applied to problem (2.2), global convergence is not guaranteed. Indeed, divergence of ADMM applied to nonconvex problems with Properties 1 and 2 has been observed [57, 40] .
3. Problem Abstraction, a Key Reformulation, and a Two-level Algorithm.
3.1. Problem Abstraction. In order to keep notations concise, we consider the following abstraction of problem (2.2) .
In this formulation, x ∈ R n 1 andx ∈ R n 2 are optimization variables. Both x andx are composed of subvectors: subvectors of x correspond to agents' local variables, and each subvector ofx is a global copy of some duplicate variable. The objective f : R n 1 → R is a sum of local agents' objective functions, while X is the cross product of the feasible regions of agents' local variables, which may be defined by nonconvex or nonsmooth constraints. We assume that f is continuously differentiable and X is compact. In Section 5, we will show that the assumption of continuous differentiability of f can be further relaxed. The linear coupling constraint is represented by constraint (3.1b) with A ∈ R m×n 1 , B ∈ R m×n 2 . Our algorithm and analysis equally apply to the case where the right-hand side of (3.1b) is nonzero after straightforward modifications. The setX is a hypercube that contains bounds for each component ofx; the reason for enforcing such bounds onx is for the ease of convergence analysis and the absence ofX does not affect the practical implementation.
Notice that we can put implicit constraint sets (3.1c) into the objective function so that problem (3.1) can be rewritten as min It can be shown that if (x * ,x * ) is a local minimum of (3.1) and satisfies some mild regularity condition, then condition (3.3) is satisfied (see [52, Thm 8.15] ). If X andX are defined by finitely many continuously differentiable constraints, then condition (3.3) is equivalent to the well-known KKT condition of problem (3.1) under some constraint qualification. Therefore, condition (3.3) can be thought of as a generalized first order necessary optimality condition for nonsmooth constrained problems. Our goal is to find such a stationary point (x * ,x * , y * ) for problem (3.1).
A Key Reformulation.
As analyzed in the previous section, since directly applying ADMM to any distributed formulation of the general constrained nonconvex problem (2.2) cannot guarantee convergence, we need to go beyond the standard ADMM framework. We propose two steps for achieving this. The first step is taken in this subsection to propose a new reformulation, and the second step is taken in the next subsection to propose a new two-level algorithm for the new reformulation.
We consider the following reformulation of (3.2):
There is no doubt that problems (3.2) and (3.5) are equivalent to each other. The idea of adding a slack variable z ∈ R m has two significant consequences. The first consequence is that the linear coupling constraint (3.5b) has three blocks, and the last block is an identity matrix Im, whose image is the whole space. Given any x andx, there always exists z such that (3.5b) is satisfied. The second consequence is that constraint (3.5c) can be treated separately from (3.5b) . Notice that a direct application of ADMM to problem (3.5) still does not guarantee convergence since Condition 1 is not satisfied:
while x andx are constrained. So it is necessary to separate (3.5c) from (3.5b) into two levels. If we ignore (3.5c) for a moment, existing techniques in ADMM analysis can be applied to the rest of the problem.
Since we want to utilize the unconstrained optimality condition of the last block, we can relax (3.5c). This observation motivates us to choose the classic while powerful augmented Lagrangian method (ALM). To be more specific, consider the problem
which is obtained by dualizing constraint (3.5c) with λ k ∈ R m and adding a quadratic penalty β k 2 z 2 with β k > 0. The augmented Lagrangian term (λ k ) ⊤ z + β k 2 z 2 can be viewed as an objective function in variable z, which is not only Lipschitz differentiable but also strongly convex. Problem (3.7) can be solved by a three-block ADMM in a distributed way. Notice that the first order optimality condition of problem (3.7) at a stationary solution (x k ,x k , z k , y k ) is
However, such a solution may not necessarily satisfy constraint (3.5c), which is the only difference with the optimality condition (3.3) (note that (3.8c) is analogous to the dual feasibility in variable z in the KKT condition). Fortunately, the ALM offers a scheme to drive the slack variable z to zero by updating λ:
and we can expect iterates to converge to a stationary point of the original problem (3.1). In summary, reformulation (3.5) separates the complication of the original problem into two levels, where the first level (3.7) provides a formulation that simultaneously satisfies Conditions 1 and 2, and the second level drives z to zero. We propose a two-level algorithmic architecture in the next subsection to realize this.
3.3.
A Two-level Algorithm. The proposed algorithm consists of two levels, both of which are based on the augmented Lagrangian framework. The inner-level (indexed by t) uses three-block ADMM to solve problem (3.7). Given λ k ∈ R m and β k > 0, the augmented Lagrangian function associated with the k-th inner-level problem (3.7) is defined as
where y ∈ R m is the dual variable for constraint (3.5b) and ρ k is a penalty parameter for ADMM. See Algorithm 3.1 for the inner-level ADMM. The k-th inner-level ADMM will terminate if we find (x t ,x t , z t ) such that 
/* Second block update (parallel implementation over components ofx) */ 6:x t ← argminx L ρ k (x t ,x, z t−1 , y t−1 );
7:
/* Third block update (parallel implementation over subvectors of z) */ 8:
/* Inner dual update (parallel implementation over subvectors of y) */ 10: y t ← y t−1 + ρ k (Ax t + Bx t + z t ); 11: t ← t + 1; 12: end while respect to x andx; (3.11c) represents the primal residual of constraint (3.5b), which can be also thought as ∂yL(x t ,x t , z t , y t ). Since (3.8c) is always maintained by ADMM, a solution satisfying (3.11) is an approximate stationary solution to problem (3.7).
Remark 3.1. The first block update minx L ρ k (x,x t−1 , z t−1 , y t−1 ) reads (3.12) min
so line 4 of Algorithm 3.1 is searching for a stationary solution x t of the constrained problem (3.12). The second and third block updates in lines 6 and 8 admit closed form solutions, so our reformulation (3.5) does not introduce additional computational burdens. Moreover, all primal and dual updates in Algorithm 3.1 can be implemented in parallel. In each ADMM iteration, agents solve their own local problems independently and only need to communicate with their immediate neighbors.
As we will prove in the next section, the stopping criteria (3.11) is guaranteed to be met. At termination of ADMM, constraint (3.5c) may not be satisfied. We resolve this by updating λ and β, which is referred as outer-level iterations (indexed by k). See Algorithm 3.2. k ← k + 1; 17: end while Remark 3.2. For outer-level iterations, we add an artificial box set [λ, λ] to ensure boundedness of the dual variable λ. The reason is two-fold. According to Proposition 2.1 of [5] , in the framework of quadratic penalty method, if the dual variable is bounded and each subproblem is solved to a global optimal, then any limit point (if exists) will be a global minimizer of the original problem. Although it is hard to guarantee global optimality of nonconvex subproblems, this nice theoretical property can be kept with the pre-determined box set. The same technique is used in [2] . On the other hand, as we will show in the next section, the boundedness of the multiplier is essential to drive the slack variable z to 0.
Convergence Analysis.
In this section, we prove global convergence of the proposed two-level algorithm. Starting from any initial point, iterates generated by the proposed algorithm have a limit point; every limit point is a stationary solution to the original problem under some mild condition. In particular, we make the following assumptions. 
We give some comments regarding to these assumptions. Assumption 4.1 ensures the feasibility of problem (3.5), which is standard. Though it is desirable to design an algorithm that can guarantee feasibility of the limit point, usually this is too much to ask: the powerful ALM may converge to an infeasible limit point even if the original problem is feasible [2] . If this situation happens, or problem (3.5) is infeasible in the first place, our algorithm will converge to a limit point that is stationary to some feasibility problem, as stated in Theorem 4.10.
Assumption (4.2) says that F (·) is a lower semi-continuous function with a special structure: the only discontinuity comes from indicator functions of closed sets X andX . Since the original problem (3.5) is feasible and X is bounded, we are always able to constructX to ensurex t stays bounded. In our numerical experiments, no such bounds are added and convergence is not affected for all instances. Assumption 4.3 is naturally guaranteed by our construction due to the fact that each column of B represents a global copy of some duplicated variable. The full column rank of B is only used to show the uniqueness ofx t in ADMM, and it can be further relaxed since any global optimal solution of the second block subproblem suffices for the rest of the proof. In other words, our analysis does not rely on any convenient structure that the linear constraint (3.5b) may possess.
For Assumption (4.4), we note that finding a stationary point usually can be achieved at the successful termination of some nonlinear solvers. In step 1 of Algorithm 3.1, notice that x t−1 is already a feasible solution. If we start from x t−1 , we should be able to find a stationary point x t with a less objective value. In fact, as long as the difference L ρ k (x t ,x t , z t , y t ) − L ρ k (x t−1 ,x t−1 , z t−1 , y t−1 ) can be upper bounded by Bx t−1 − Bx t 2 or z t−1 − z t 2 up to some small constant factor, the analysis can still go through. Assumption 4.4 is weaker and more realistic than assuming the nonconvex subproblem can be solved to global optimal.
In section 4.1, we will show that each inner-level ADMM will converge to a solution that approximately satisfies the stationary condition (3.8) of problem (3.7). This sequence of solutions that we obtain at termination of ADMM are referred as outer-level iterates. Then in section 4.2, we firstly characterize limit points of outer-level iterates, whose existence is guaranteed. Then we show that a limit point is stationary to problem (3.1) if some mild constraint qualification is satisfied.
Convergence of Inner-level Iterations.
In this section we will show that by applying three-block ADMM to problem (3.7), we will get an approximate stationary point (x k ,x k , z k , y k ), i.e.,
The key idea of the proof is to use the augmented Lagrangian function (3.10) as a Lyapunov function, whose value is lower bounded and decreasing over inner-level iterations. In this subsection, we consider the k-th inner-level problem, where the outer-level dual variable λ k , penalty parameter β k and ρ k are abbreviated as λ, β and ρ, if not specified explicitly. We follow some proof techniques from [62] . 
Proof. The second block update is minx ∈X (y t−1 ) ⊤ Bx+ ρ 2 Ax t +Bx+z t−1 2 , which is a minimization of a strongly convex function over a convex set, sox t is uniquely defined. The first order optimality condition gives (4.2) . Similarly, the third block update reads minz (λ) ⊤ z + β 2 z 2 + (y t−1 ) ⊤ z + ρ 2 Ax t + Bx t + z 2 with solution z t = (−λ − y t−1 − ρAx t − Bx t )/(β + ρ); since y t = y t−1 + ρ(Ax t + Bx t + z t ), the optimality condition implies (4.3). Lρ
for all t ∈ Z++; in addition, there exists L ∈ R independent of k such that for all t ∈ Z+,
Proof. We firstly show descent over x andx updates. By assumption 4.4, we have
. In addition, notice that
where the second equality is due to a + b 2 − a + c 2 = 2(a + c) ⊤ (b − c) + b − c 2 with a = Ax t + z t−1 , b = Bx t−1 , and c = Bx t ; the last inequality is due to (4.2) of Lemma 4.5. Now we will show descent over z and y updates. Notice that if we define h(z) = λ ⊤ z + β 2 z 2 , then by Lemma 4.5, we have ∇h
The equality is due to −ρ(a+b) ⊤ (a+c)+ ρ 2 a+c 2 − ρ 2 a+b 2 = ρ 2 c−b 2 −ρ a+b 2 with a = Ax t +Bx t , b = z t , and c = z t−1 ; the inequality is due to h(z) being convex and (4.3) of Lemma 4.5. Since ρ = 2β, we have
adding the above three inequalities together proves the first part of the lemma. To see Lρ(x t ,x t , z t , y t ) is bounded from below, we firstly note that the function h(z) defined above is also Lipschitz differentiable with Lipschitz constant β, so define s t := −(Ax t + Bx t ), we have h(z t ) −
As a result, for all t ∈ Z+,
where the last inequality is due to h(s t ) = β 2 s t + λ β 2 − λ 2 2β . Since λ is bounded, there exists M ∈ R such that λ 2 ≤ M ; since the outer-level penalty β k is nondecreasing, we can define L := f * − M 2β 0 , where f * = minx∈X f (x). The minimum is achievable due to assumption 4.2. Thus L is a finite lower bound independent of k. 
Proof. By Lemma 4.7, we know the sequence {Lρ(x t ,x t , z t , y t )} is monotone nonincreasing and lower bounded. Therefore, Lρ(x t ,x t , z t , y t ) converges to a limit, denoted by L k . For all t ∈ Z++, we have
summing both sides over T ∈ Z++ and letting T → +∞, we get
Therefore, we have Bx t−1 − Bx t → 0 and z t−1 − z t → 0. As a consequence,
since Ax t + Bx t + z t = 1 2 z t−1 − z t , we conclude the claimed rate of O( L k −L βT ). Proposition 4.9. Suppose assumptions 4.2-4.4 hold. Then conditions (3.11) will be satisfied for large enough iteration number t ∈ Z++. At termination of the k-th inner-level ADMM, the output (x k ,x k , z k , y k ) is an approximate stationary solution of problem (3.7) satisfying condition (4.1).
Proof. Since limt→∞(Bx t−1 − Bx t ) = 0 and limt→∞(z t−1 − z t ) = 0, we must have
and limt→∞ ρB ⊤ (z t−1 − z t ) = 0; together with part 3 of Lemma 4.8, we conclude the stopping criteria (3.11) will be satisfied for large enough inner-level index t.
By the optimality condition of the first and second blocks, we have
Therefore, at termination of ADMM, by letting (x k ,x k , z k , y k ) := (x t ,x t , z t , y t ), d k The iterates we get at termination of ADMM constitute a sequence of approximate stationary points of problem (3.7). We will refer this sequence as outer-level iterates.
Convergence of Outer-level Iterations.
In this subsection, we will prove the convergence of outer-level iterations. In general when the method of multipliers is used as a global method, there is no guarantee that the constraint being relaxed will be satisfied at the limit. Due to the special structure of our reformulation, we give a complete characterization of limit points of outer-level iterates. Proof. Since x k ∈ X ,x k ∈X and X ,X are bounded, we know Ax k + Bx k is bounded; since Ax k + Bx k + z k ≤ ǫ k 3 and ǫ k 3 → 0, {z k } is also bounded. We conclude that {(x k ,x k , z k )} is bounded and therefore has at least one limit point, denoted by (x * ,x * , z * ). We use kr to denote the subsequence converging to (x * ,x * , z * ). Since X ,X are also closed, we have x * ∈ X andx * ∈X ; moreover, Ax * + Bx * + z * = limr→∞ Ax kr + Bx kr + z kr = 0 as ǫ kr 3 → 0. Therefore (x * ,x * ) is feasible for problem (3.1) if and only if z * = 0. If β k is bounded, then according to the update scheme, we have z k → 0, so z * = 0. Now suppose β k is unbounded. Since β k is nondecreasing, any subsequence is also unbounded. Notice that by (4.1c), we have (4.10) λ kr β kr + z kr + y kr β kr = 0.
Since {λ kr } is bounded, we may assume λ kr → λ * . Again we consider two cases. In the first case, suppose {y kr } has a bounded subsequence, and therefore has a limit point y * . Then taking limit on both sides of (4.10) along the subsequence converging to y * , we have z * = 0, so (x * ,x * ) is feasible. Otherwise in the second case, limr→∞ y kr = +∞. We know the sequence { y kr β kr } converges to some limit pointỹ * where By (4.1a) and (4.1b),we have
since the normal cone is a closed cone, we have
whereỹ kr := y kr β kr . Taking limit on (4.12), (4.1c) and (4.1d), we have
z * +ỹ * = 0 (4.13c) Ax * + Bx * + z * = 0, (4.13d) which implies (x * ,x * ) is a stationary point of the feasibility problem (4.9). Theorem 4.10 gives a complete characterization of limit points of outer-level iterates. If the limit point is infeasible, i.e. z * = 0, then (x * , y * ) is a stationary point of the feasibility problem (4.9). This is also the case if problem (3.1) is infeasible, i.e. the feasible region defined by X andX does not intersect the affine plane Ax + Bx = 0, since each inner-level problem (3.7) is always feasible and the first case in Theorem 4.10 cannot happen. We also note that even if we fall into the second case of Theorem 4.10, it is still possible that z * = 0, but then (x * ,x * ) will be some irregular feasible solution. In both cases, we believe (x * ,x * ) generated by the two-level algorithm has its own significance and may provide some useful information regarding to the problem structure. On the other hand, since stationarity and optimality are maintained in all subproblems, we should expect that any feasible limit point of the outer-level iterates is stationary for the original problem. As we will prove in the next theorem, this is indeed the case if some mild constraint qualification is satisfied. Proof. We may assume the whole sequence {(x k ,x k , z k , y k )} converges to the limit point (x * ,x * , z * , y * ). Using a similar argument in the proof of Theorem 4.10, we have x * ∈ X ,x * ∈X , and Ax * +Bx * +z * = 0. It remains to show z * = 0 to complete primal feasibility. If β k is bounded, then we have z k → 0 so z * = 0; if β k is unbounded, by taking limits on both sides of (4.14)
we also have z * = 0, since λ k is bounded and y k converges to y * . Therefore (x * ,x * ) satisfies (3.3c). Taking limits on (4.1a) and (4.1b) as k → ∞, we get (3.3a) and (3.3b ).
In Theorem 4.11, we assume the dual variable {y k } has a limit point y * . Since by (4.3) we have λ k + β k z k + y k = 0, the "true" multiplierλ k+1 := λ k + β k z k also has a limit point. As we mentioned earlier, the stationary condition (3.3) is equivalent to the KKT condition when the objective and constraints are continuously differentiable and some constraint qualification is satisfied. In the context of smooth nonlinear problems, the constant positive linear dependence (CPLD) condition proposed by Qi and Wei [50] is one of the weakest quasinormality-type [1] constraint qualification in the literature. When applied to the analysis of ALM [2, Thm 4.2] , the CPLD condition guarantees the sequence of dual variables has a bounded subsequence, which is sufficient for the existence of a limit point. Therefore, we think our assumption of y * is analogues to some constraint qualification in the KKT condition for smooth problems, and does not restrict the field where our algorithm is applicable.
We also give some comments regarding to the predetermined bound [λ, λ] on outer-level dual variable λ. The bound should be chosen large enough at the beginning of the algorithm. Otherwise according to the update scheme of λ, λ k will probably stay at λ or λ all the time; in this case, the outer-level ALM will automatically convert to the penalty method, which usually requires β k to goes to infinity and some numerical issues will come along. In terms of convergence analysis, one may notice that the choice of λ is actually not that important: if we set λ k = 0 for all k, the analysis can still go through. This is because in the framework of ALM, the dual variable λ is closely related to local optimal solutions: it can be viewed as the gradient of some locally defined value function at 0. But when we study global convergence, it is not clear which local solution the algorithm will converge to, so the role of λ is not significant. However, we still keep λ in our algorithm because we observe that keeping λ will help the algorithm to quickly pinpoint some local solution. In other words, our algorithm inherits some nice local convergence properties of ALM, which are comprehensively studied in the monograph by Bertsekas [5] .
Examples.
We present some applications of the two-level algorithm. Subsections 5.1 and 5.2 introduce two classes of problems where traditional ADMM-type algorithms are not guaranteed to converge globally. In subsection 5.3, we give a nonsmooth example where the two-level algorithm is applicable, even if it is out of the scope of formulation (3.1). All codes are written using the Julia programming language 0.6.2.2 with JuMP package [17] and implemented on a 64-bit laptop with one Intel Core i7 processor (4 cores) and 8GB RAM.
Nonlinear Network Flow Problem.
We consider a specific class of network flow problems, which is covered by the motivating formulation (1.1). Suppose a connected graph G(V, E ) is given, where some nodes have demands of certain commodity and such demands need to be satisfied by some supply nodes. Each node i keeps local variables [pi; xi; {xij } j∈δ(i) ; {yij } j∈δ(i) ] ∈ R 2|δ(i)|+2 . Variable pi is the production variable at node i, and (xi, xij, yij) determine the flow from node i to node j: pij = gij (xi, xij, yij ) where gij : R 3 → R. For example, in an electric power network or a natural gas network, variables (xi, xij, yij ) are usually related to electric voltages or gas pressures of local utilities. Moreover, for each (i, j) ∈ E , nodal variables (xi, xj, xij , yij) are coupled together in a nonlinear fashion: hij (xi, xj, xij, yij ) = 0 where hij : R 4 → R. As an analogy, this coupling represents some physical laws on nodal potentials. We consider the problem min i∈V fi(pi)
In (5.1), the generation cost of each node, denoted by fi(·), is a function of its production level pi. The goal is to minimize total generation cost over the network. Each node is associated with a demand di and has to satisfy the injection balance constraint (5.1b); nodal variable xi is bounded in [x i , xi]. Formulation (5.1) covers a wide range of problems and can be categorized into the GNF problem studied in [56] .
Suppose the network is partitioned into a few subregions, and (i, j) is an edge crossing two subregions with i (resp. j) in region 1 (resp. 2). In order to facilitate parallel implementation, we replace constraint (5.1d) by the following constraints with additional variables:
hij (x 1 i , x 1 j , xij, yij ) = 0, hji(x 2 j , x 2 i , xji, yji) = 0, (5.2a) Notice that (x 1 i , x 1 j , xij, yij ) are controlled by region 1 and (x 2 i , x 2 j , xji, yji) are controlled by region 2. After incorporating constraints (5.2)-(5.3) for all crossing edges (i, j) into problem (5.1), the resulting problem is in the form of (3.1) and ready for our two-level algorithm. We consider the case where coupling constraints are given by pij = a i |δ(i)| xi + bijxij + cij yij and hij (xi, xj, xij, yij ) = x 2 ij + y 2 ij − xixj. Constraint (5.1c) is linear with parameters (ai, bij , cij ), while the nonconvex constraint (5.1d) restricts (xi, xj, xij, yij ) on the surface of a rotated second-order cone.
We use the underlying topology from [68] to generate our testing networks. Each network is partitioned into two, three, or four subregions. The graph information and centralized objectives from the interior point solver IPOPT (version 3.12.8) [59] are recorded in the first three columns of Table 1. The column "LB" records the objective value by relaxing the constraint (5.1d) to hij (xi, xj , xij, yij ) ≤ 0. It is clear that this relaxation makes problem (5.1) convex and provides a lower bound to the global optimal value. Partition information are given in the last two columns.
We compare our algorithm with the PDD algorithm proposed in [54] for two reasons. First, both algorithms employ a two-level framework to solve nonconvex constrained problems in a distributed way. Though motivated by different applications and developed under different principles, both algorithms utilize the ALM framework as the outer level. In order to achieve decomposition and parallel implementation, our proposed algorithm uses ADMM for each inner-level subproblem, while PDD uses a randomized block update scheme. Second, both algorithms have convergence guarantees under mild constraint qualifications. When two-block ADMM is directly applied to reformulation (3.1) of problem (5.1), we indeed observe that the primal residue converges to some nonzero value. Therefore it would be interesting to compare these two algorithms in terms of speed and solution quality. For our two-level algorithm, we choose θ = 0.75, Table 2 . We see that both algorithms converge in all test cases with varying sizes, and both of them take a few tens of outer-level iterations to drive the constraint violation close to zero. We note that our proposed algorithm takes only 2-3 inner ADMM iterations on average to finish each inner-level problem, while PDD in general requires more rounds of inner updates. Such performance of PDD is consistent with the convergence analysis in [54] , where the inner-level rBSUM algorithm needs to run long enough to guarantee each block variable converges to a stationary point. Objective values generated by distributed algorithms are compared with the lower bound in Table 1 ; percentage differences are recorded in the "Gap" column. The total running time of the algorithm is recorded in the last column. We observe that, under similar algorithmic settings, PDD is able to find solutions with smaller gaps in some cases, but the proposed two-level algorithm converges much faster in all cases. It is worth mentioning that the running time of our proposed algorithm is higher than that of centralized IPOPT; this behavior is reasonable since information are dispersed in a distributed network, and each agent needs to communicate with neighbors iteratively in order to achieve global consensus. However, as we will show in the next example, our two-level algorithm can be indeed more efficient than centralized solvers for large-scale and highly constrained problems.
Minimization over compact manifold.
The following class of problems is considered in [62] :
where S is a compact manifold. In their paper, ADMM is applied to the following reformulation min x,s 0 + f (s) s.t. x − s = 0, x ∈ S; (5.5) subsequential convergence to a stationary solution of (5.4) is guaranteed if f (·) is Lipschitz differentiable. However, if f (·) is not Lipschitz differentiable, then ADMM may not converge. Indeed, it is easy to construct a f (·) to make the subproblem in variable s unbounded.
On the other hand, as long as f (·) is continuously differentiable over S, our assumptions on problem data are all satisfied; then we can apply the two-level algorithm on problem (5.4) and convergence results from Theorem 4.10 and 4.11 will follow. Moreover, when the objective or constraints admit some separable structure, parallel implementation is available. We consider the following problem
Problem (5.6) is obtained from the benchmark set COPS 3.0 [15] of nonlinear optimization problems. The same problem is used in [64] to test algorithms that preserve spherical constraints through curvilinear search. We compare solutions and time of our distributed algorithm with those obtained from the centralized IPOPT solver (with default linear solver mumps). Each test problem is firstly solved in a centralized way; objective value and total running time are recorded in the second and third column of Table 3 . Using additional variables to break couplings in the objective (5.6a), we divide each test problem into three subproblems. Subproblems have the same number of variables, constraints, and objective terms (as in (5.6a)). For our two-level algorithm, we choose γ = 2, θ = 0.5; initial value of penalty β 1 is set to 100 for np ∈ {60, 90}, 200 for np ∈ {120, 180}, and 500 for np ∈ {240, 300}. In all experiments, no gradient or Hessian information is passed to the solver. The column " Ax + Bx " records the residue of linear coupling constraints, whose value being close to 0 implies feasibility of the distributed solution. The distributed objective value and percentage gap with the centralized objective value are shown under the "Obj." and "Gap" column, respectively; the total running time of each test problem is in the last column. The quality of centralized solution is slightly better than distributed solutions, while our proposed algorithm is able to reduce the running time significantly. We also observe that with a larger initial penalty β, the algorithm is able to converge faster, but the objective value obtained at termination is higher; in this case, the two-level algorithm will focus more on searching feasibility at the cost of solution quality. If we apply two-block ADMM to solve (5.7) with any penalty parameter ρ > 0 and starting point (x 0 , y 0 , w 0 ) = (− 2 ρ , 0, −1), where w ∈ R is a multiplier corresponding to the constraint x = y, the iterates admit a cyclic pattern: (x 2t+1 , y 2t+1 , w 2t+1 ) = ( 2 ρ , 0, 1) and (x 2t , y 2t , w 2t ) = (− 2 ρ , 0, −1). As remarked by [62] , the main reason for divergence is that Condition 2 is not satisfied, and the quantity |w k − w k+1 | cannot be controlled by |y k − y k+1 |. We will show that our two-level algorithm is able to break this cyclic pattern and converges globally starting from any initial point. In particular, for a given λ ∈ R and penalty parameter β > 0, the inner-level problem solves min −|x| + |y| + λz + β 2 (z) 2 s.t. x − y + z = 0, x ∈ [−1, 1]. (5.8) using three-block ADMM, and then we update λ and resolve the above problem.
A Nonsmooth
When we apply three-block ADMM to solve (5.8) for some fixed λ, β, and ρ, each subproblem has a global minimizer in closed form. By Theorem 1 of [62] , given λ k , β k , and ρ k , the sequence {x t , y t , z t , w t } generated by three-block ADMM converges subsequentially to a limit point (x k , y k , z k , w k ) such that
where ∂(f (x)) denotes the general subdifferential operator and is reduced to the gradient vector if f is differentiable on a neighborhood of x.
Proposition 5.1. Suppose the proposed two-level algorithm is applied to problem (5.7), and each inner-level problem (5.8) is solved by ADMM to some solution (x k , y k , z k , w k ) satisfying condition (5.9). The the sequence {(x k , y k , z k )} has a limit point (x * , y * , z * ); any limit point (x * , y * ) is optimal for problem (5.7).
Proof. By condition (5.9), the sequence {(x k ,y k ,z k , w k )} stays bounded and therefore has a limit point (x * , y * , z * , w * ), which also satisfies x * − y * + z * = 0. It remains to show z * = 0 so that (x * , y * ) is feasible (therefore optimal) for (5.7). This follows from the same technique as in the proof of Theorem (4.11).
Remark 5.2. The above proof considers the case where β k is nondecreasing and may go to ∞; however, usually β k can stay bounded or even constant. To see this, suppose [−1, 1] ⊆ [λ, λ] and we have two consecutive iterates x k−1 and x k , which are both in (0, 1]. Then by (5.9b), we know w k−1 = w k = 1. By (5.9c), we have λ k = λ k−1 + β k−1 z k−1 = −w k−1 = −1. In addition, λ k + β k z k = −w k = −1, which implies z k = 0. This example shows that our algorithm can be potentially generalized to problems with nonsmooth objective functions. 6. Conclusion. In this paper we propose a two-level distributed algorithm to solve general nonconvex constrained optimization problems. We identify some intrinsic limitations of ADMM-type algorithms, which in general cannot guarantee convergence when parallelization of constrained subproblems is considered. In order to overcome such difficulties, we propose a novel while concise distributed reformulation, which enables us to separate the underlying complication into two levels. The inner level utilizes ADMM to facilitate parallel implementation while the outer level uses the classic ALM to guarantee convergence to feasible solutions. Global convergence of the two-level algorithm is established by relating these two augmented Lagrangian algorithms in an analytical approach. Numerical results demonstrate promising performance of our proposed algorithm. In addition to the feature of parallel implementation, the idea behind this two-level framework can be applied to a broader class of applications where convergence is not guaranteed by the ADMM framework alone.
