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Abstract
Consider the following variational problem: among all curves in Rn
of fixed length with prescribed end points and prescribed tangents at the
end points, minimise the L∞-norm of the curvature. We show that the
solutions of this problem, and of a generalised version, are characterised
by a system of differential equations. Furthermore, we have a lot of infor-
mation about the structure of solutions, which allows a classification.
1 Introduction
Variational problems involving the curvature of a curve Γ ⊆ Rn have a long his-
tory. This is true especially for the Euler elastica problem, which is to minimise
the quantity ˆ
Γ
κ2 ds,
where κ is the curvature of Γ. This functional may be regarded as a model
for the stored elastic energy of a thin rod and its theory can be traced back to
Jacob and Daniel Bernoulli and to Euler [9, 24], but the problem has also been
studied in more modern times [6, 17, 18, 20]. An obvious generalisation is the
p-elastica problem for p ∈ [1,∞), which corresponds to the quantity ´
Γ
κp ds.
This functional has been proposed for applications in image processing [22] and
has also been studied in its own right [11, 10].
While the step from elastica to p-elastica amounts to replacing an L2-norm
by an Lp-norm, in this paper we consider curves minimising the L∞-norm of
the curvature. Thus, roughly speaking, we wish to minimise the maximum
curvature. This quantity may not directly appear as the energy of a physical
problem, but questions related to it are of fundamental geometric interest and
may appear in design problems as well. In effect we ask, how much does a curve
have to be bent in order to satisfy certain constraints? We consider constraints
in the form of a fixed length combined with boundary conditions, but other
types are conceivable as well and may admit a similar theory.
To my knowledge, the ∞-elastica problem has not been studied before. The
step from p < ∞ to p = ∞ changes the nature of the problem significantly.
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In particular, we have a functional that is not differentiable in any meaningful
sense and the usual steps to find an Euler-Lagrange equation do no longer work.
While we still have the notion of a minimiser, there is no obvious way to define
critical points. In this paper, we propose another concept instead, derive a
system of equations that can be thought of as Euler-Lagrange equations, and
finally analyse and classify the solutions.
In addition to the standard L∞-norm, the theory in this paper allows a
weighted version as well. We therefore consider the following set-up of the
problem. Let n ∈ N with n ≥ 2. We fix a number ` > 0, which is the prescribed
length of the curves considered. We also fix a weight function α : [0, `]→ (0,∞),
which should be of bounded variation and such that 1/α is bounded. We rep-
resent curves in Rn by parametrisations γ : [0, `] → Rn by arc length for the
moment, so we assume that |γ′| ≡ 1 in [0, `]. The curvature is then κ = |γ′′|.
As we wish to consider its (weighted) L∞-norm, we assume that γ belongs to
the Sobolev space W 2,∞((0, `);Rn) and we define the functional
Kα(γ) = ess sup
[0,`]
α|γ′′|.
We consider a problem for curves with prescribed end points and prescribed
tangent vectors at these end points. Thus for fixed a1, a2 ∈ Rn and fixed
T1, T2 ∈ Sn−1 = {x ∈ Rn : |x| = 1}, we require that
γ(0) = a1, γ(`) = a2, γ
′(0) = T1, and γ′(`) = T2. (1)
Let G denote the set of all γ ∈W 2,∞((0, `);Rn) with |γ′| ≡ 1 in [0, `] satisfying
(1). We are particularly interested in minimisers of Kα in G, but the observations
in this paper suggest to consider the following weaker notion as well.
Definition 1 (∞-elastica). Suppose that γ ∈ G. We say that γ is an∞-elastica
if there exists M ∈ R such that for every γ˜ ∈ G, the inequality
Kα(γ) ≤ Kα(γ˜) + M
2
ˆ `
0
|γ˜′ − γ′|2 ds
holds true.
It turns out that this condition is equivalent to a system of differential equa-
tions. Connections between a variational problem and differential equations are
of course quite common, but for a functional that is not differentiable, such a
strong correspondence is surprising. In order to write down the system con-
cisely, we introduce some notation: if V,W ∈ Rn, then proj⊥V,W denotes the
orthogonal projection onto the orthogonal complement of the linear subspace of
Rn spanned by V and W .
Theorem 2 (Characterisation by differential equations). Suppose that γ ∈ G,
and let T = γ′ and k = Kα(γ). Then γ is an ∞-elastica if, and only if, there
exist λ ∈ Sn−1 and g ∈W 1,∞(0, `) \ {0} with g ≥ 0 such that the equations
g((αT ′)′ + k2T/α) = k2 proj⊥T,T ′(λ), (2)
g′ = αλ · T ′ (3)
hold weakly in (0, `).
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It is clear how to interpret weak solutions of (3). In order to make sense of
(2), we use that fact that g, being in W 1,∞(0, `), has a weak derivative. Thus
(2) is satisfied weakly if
ˆ `
0
(
gαT ′ · ξ′ + g′αT ′ · ξ − gk2α−1T · ξ + k2 proj⊥T,T ′(λ) · ξ
)
ds = 0
for all ξ ∈ C∞0 ((0, `);Rn).
If we add another condition, we obtain a criterion for minimisers of Kα, too.
Theorem 3 (Sufficient condition for minimisers). Let γ ∈ G and T = γ′.
Suppose that there exist λ ∈ Sn−1 and g ∈ W 1,∞(0, `) \ {0} such that (2) and
(3) are satisfied weakly in (0, `), and such that 0 ≤ g ≤ −αλ · T in [0, `]. Then
γ minimises Kα subject to the boundary conditions (1).
This condition is sufficient but not necessary, as shown in Example 21 below.
It is worthwhile to consider the case α ≡ 1 separately, as the system (2), (3)
can then be written as a single equation, albeit with an additional parameter.
This is because in this case, the right-hand side of (3) is the derivative of λ · T
and the equation implies that there exists η ∈ R such that g = λ · T − η. Thus
T ′′ + k2T =
k2 proj⊥T,T ′(λ)
λ · T − η , (4)
at least where λ · T 6= η. The left-hand side is a geometric quantity related to
the torsion of the corresponding curve if n = 3. Indeed, it can be seen, with
arguments as in Proposition 12 below, that the torsion is ±k−1|T ′′ + k2T |.
Analysing the system (2), (3), we obtain good information about the struc-
ture of ∞-elasticas as well, which allows a classification.
Theorem 4 (Structure and classification). Suppose that γ ∈ G and let T = γ′
and k = Kα(γ). Then γ is an ∞-elastica if, and only if, there exists λ ∈ Sn−1
such that at least one of the following statements holds true.
(i) There exists a line L ⊆ Rn parallel to λ and there exist finitely many
intervals J1, . . . , JN ⊆ [0, `], pairwise disjoint and open relative to [0, `],
such that γ−1(L) = [0, `] \⋃Ni=1 Ji and such that for i = 1, . . . , N ,
• γ(J i) ∪ L is contained in a plane,
• αγ′′ is continuous with α|γ′′| ≡ k in Ji, and
• for any s0 ∈ Ii \ Ii, there exists δ > 0 such that λ · γ′′ > 0 in
(s0, s0 + δ) ∩ Ii and λ · γ′′ < 0 in (s0 − δ, s0) ∩ Ii.
(ii) There is a three-dimensional affine subspace of Rn that contains γ([0, `]).
Furthermore, αγ′′ ∈ W 1,∞((0, `);Rn) with α|γ′′| ≡ k and there exists g ∈
W 2,∞(0, `) with g > 0 such that (2) and (3) hold true almost everywhere.
To summarise, an ∞-elastica is either a concatenation of two-dimensional
curves or a single three-dimensional curve solving a certain system of differential
equations. In the first case, we have additional conditions that determine the
curves to a significant degree. For example, in the case α ≡ 1, it is readily seen
that any planar ∞-elastica comprises either
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(a) a circular arc, followed by several line segments and full circles of equal
radius, followed by a circular arc (cf. Figure 1a), or
(b) several circular arcs of equal length (apart from the first and the last) and
radius but alternating sense of rotation (cf. Figure 1b and 1c).
(a) λ = (−1, 0) (b) λ = (1, 0) (c) λ = (1, 0)
Figure 1: These curves satisfy statement (i) of Theorem 4 for the λ indicated.
The parametrisation is from left to right in all three cases.
Curves of both types, with the additional restriction that they consist of at
most three pieces, have been found by Dubins [8] as the solutions of a differ-
ent variational problem: Dubins minimises the length of a planar curve subject
to boundary conditions of the type (1) and subject to the constraint that the
curvature should nowhere exceed a given number. This problem was previously
considered by Markov [21] and is therefore known as the Markov-Dubins prob-
lem. Dubins calls the solutions R-geodesics if 1/R is the maximum curvature
permitted. A similar result has been proved by Sussmann [30] in dimension
n = 3. Just as in Theorem 4, Sussmann finds two types of solutions: concatena-
tions of circles and line segments on the one hand and three-dimensional curves,
that he calls helicoidal arcs, on the other hand. The latter correspond to solu-
tions of equation (4). Sussmann’s proof relies on a reformulation of the problem
as an optimal control problem and on Pontryagin’s maximum principle. For the
problem studied in this paper, such an approach seems to be unavailable.
It is no surprise that we obtain similar solutions, for the two problems are
connected.
Proposition 5 (R-geodesics minimise K1). Let R > 0. Suppose that γ : [0, `]→
Rn parametrises an R-geodesic by arc length. Then γ minimises K1 subject to
its boundary data.
As a consequence, we obtain an alternative proof of Dubins’s and Sussmann’s
main results. Theorem 4 will initially give less information in case (i), but the
proofs can then be completed with elementary arguments and some of Dubins’s
lemmas. We give a sketch of these arguments in Section 7.
The Markov-Dubins problem, and variants thereof [25], have found applica-
tions in motion planning [19].
There is a connection to another classical problem. In 1925, Schmidt [27]
studied open spacial curves of fixed length that minimise the length of the
chord under the constraint that the curvature is bounded pointwise by a given
function (that we identify with 1/α). He generalised a result of A. Schur [28],
which in turn refines an unpublished result ascribed by both authors to Schwarz.
Another proof of this result may be found in a book of Blaschke [5, §31], and
a proof in English is given by S. S. Chern [7]. The solutions of this problem
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are obviously minimisers of Kα, too, even under weaker boundary conditions.
Schmidt concludes that any curve with shortest chord subject to his curvature
constraint must be planar and convex. This can of course not be expected for
the variational problem with boundary conditions (1) in general.
The strategy for the proofs of Theorem 2–4 is to first approximate the L∞-
norm of the curvature by Lp-norms for p <∞ and then let p→∞. For p <∞,
we obtain a similar variational problem, which gives rise to an Euler-Lagrange
equation. When we pass to the limit p → ∞, the Euler-Lagrange equation is
preserved in some form and eventually gives rise to the system (2), (3). We
also obtain some information about the structure of solutions from the limit. A
detailed analysis of the differential equations is also necessary for Theorem 4.
To my knowledge, this is the first study of the above variational problem
in the literature, although, as already discussed, several related problems have
been studied in significant detail. There is also extensive work on variational
problems involving an L∞-norm in general, going back to the work of Aronsson
[1, 2, 3]. An introduction with many further references is given in a book by
Katzourakis [12]. Higher order problems have been studied more recently as
well [4, 23, 26, 15, 16, 13, 14], but there is a much smaller body of literature.
An approximation by Lp-norms, as in this paper, is common for variational
problems in L∞, but subsequently, most of the literature relies on methods and
ideas quite different from what is used here. Nevertheless, our approach has
previously been deployed, too [23, 26, 13, 14]. For comparison, the paper of
Katzourakis and the author [13] studies functions u : Ω → R, for some domain
Ω ⊆ Rn, that minimise ess supx∈Ω |F (x,∆u(x))| for a given function F under
prescribed boundary data. The paper describes the structure of minimisers,
derives a system of partial differential equations that characterises them, and
proves that minimisers are unique.
For the problem studied here, it cannot be expected that minimisers are
unique in general, and this is one of the reasons why the previous methods are
insufficient. For example, if the boundary data are symmetric with respect to
a reflection (for n = 2) or rotation about a line (for n > 2), but ` is too long to
admit a straight line segment, then the symmetry of the problem automatically
gives rise to multiple solutions. Therefore, if we use approximations to the
variational problem, we will typically recover some solution in the limit, but
not necessarily all possible solutions. We overcome this difficulty by adding
another term that penalises the distance from a given solution. This is the
main novelty in the first part of our analysis. The penalisation corresponds
to the last term in the inequality of Definition 1, and thus, although initially
introduced as a technical device, proves to be interesting in its own right, as
it gives rise to a variational problem equivalent to the system of differential
equations in Theorem 2.
The second part of our analysis, which leads to the proof of Theorem 4, is
completely new. The underlying method may be restricted to this and similar
problems, but our theory provides one of the first examples (the equally restric-
tive and more elementary theory of Katzourakis-Pryer [15, Section 8] being the
only other example I am aware of), where a non-trivial second-order variational
problem in L∞ can be solved exhaustively.
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2 Reparametrisation and approximation
In this section, we prepare the ground for the proofs of Theorems 2–4. We first
reformulate the problem by reparametrising the curves appropriately. Then we
discuss an approximation of the L∞-norm by Lp-norms. We also add a penali-
sation term to the functionals, the purpose of which is to guarantee convergence
to a given (rather than an arbitrary) solution of the problem as p→∞. At the
same time, we shift our main attention from a curve in Rn to its tangent vector
field.
Recall that we previously considered parametrisations γ : [0, `]→ Rn by arc
length satisfying the boundary conditions (1). From now on, a parametrisation
with speed α is more convenient. Therefore, define
ψ(s) =
ˆ s
0
dσ
α(σ)
, 0 ≤ s ≤ `,
and L = ψ(`). Also consider the inverse φ = ψ−1 : [0, L]→ [0, `] and β = α◦φ. If
γ is a parametrisation by arc length, then the reparametrisation c : [0, L]→ Rn,
given by c(t) = γ(φ(t)), satisfies |c′(t)| = φ′(t) = 1/ψ′(φ(t)) = β(t).
We now consider the tangent vector field along c, normalised to unit length.
Thus let τ : [0, L] → Sn−1 be defined by τ(t) = c′(t)/β(t). (An equivalent
definition is τ(t) = γ′(φ(t)).) Then (1) implies that
τ(0) = T1 and τ(L) = T2. (5)
Setting a = a2 − a1, we also obtain the condition
ˆ L
0
β(t)τ(t) dt = a. (6)
Conversely, if we have τ ∈ W 1,∞((0, L);Sn−1) satisfying (5) and (6), then
γ ∈ G can be reconstructed from τ by
γ(s) = a1 +
ˆ s
0
τ(ψ(σ)) dσ, 0 ≤ s ≤ `.
The functional Kα can be written in terms of τ as follows:
Kα(γ) = ess sup |τ ′|.
Hence in order to study the above problem, it suffices to consider τ and to study
the functional
K∞(τ) = ess sup |τ ′|
under the boundary conditions (5) and the integral constraint (6). We note that
γ is an ∞-elastica if, and only if, τ has the following property.
Definition 6. Suppose that τ ∈ W 1,∞((0, L);Sn−1) satisfies the boundary
conditions (5) and the constraint (6). We say that τ is a pseudo-minimiser of
K∞ if there exists m ∈ R such that
K∞(τ) ≤ K∞(τ˜) + m
2L
ˆ L
0
β|τ˜ − τ |2 dt
for any other τ˜ ∈W 1,∞((0, L);Sn−1) satisfying (5) and (6).
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One of the key tools for the proofs of Theorems 2–4 is an approximation of
K∞ by
Kp(τ) =
(
1
L
ˆ L
0
|τ ′|p dt
)1/p
for p ∈ [2,∞). We eventually consider the limit as p→∞ to recover K∞. Fur-
thermore, given τ0 ∈W 1,∞((0, L);Sn−1) and µ ≥ 0, we consider the functionals
Jµp (τ ; τ0) = Kp(τ) +
µ
2L
ˆ L
0
β|τ − τ0|2 dt.
In the proofs of Theorems 2–4, we will assume that τ0 is a pseudo-minimiser of
K∞. Minimisers of Jµp ( · ; τ0) can then be found with the direct method, and
the assumption will guarantee that they converge to τ0 as p → ∞. This will
eventually allow some conclusions about τ0. Indeed, the following preliminary
observations are almost immediate from the structure of the variational problem.
Proposition 7. Let µ > 0 and τ0 ∈ W 1,∞((0, L);Sn−1) be given. For every
p ∈ [2,∞), suppose that τp ∈ W 1,p((0, L);Sn−1) is a minimiser of Jµp ( · ; τ0)
subject to the constraints (5) and (6) and let kp = Kp(τp).
1. Then there are Lagrange multipliers Λp ∈ Rn such that
d
dt
(|τ ′p|p−2τ ′p)+ |τ ′p|pτp = kp−1p β(Λp− (Λp · τp)τp−µτ0 +µ(τ0 · τp)τp) (7)
weakly in (0, L).
2. If τ0 satisfies (5) and (6) and is a pseudo-minimiser of K∞, then there
exists µ0 > 0 such that the following holds true. If µ ≥ µ0, then τp ⇀ τ0
weakly in W 1,q((0, L);Rn) for every q <∞ and kp → K∞(τ0) as p→∞.
Proof. The Euler-Lagrange equation (7) is derived with standard computations.
The only feature that is perhaps unusual is the constraint τp(t) ∈ Sn−1 for
t ∈ [0, L], but this sort of constraint is common in the theory of harmonic maps
and it is explained, e.g., in a book by Simon [29] how to deal with it. We
therefore omit the details in the proof of statement 1.
Next we note that by the choice of τp and by Ho¨lder’s inequality, for any
pair of numbers p, q ∈ (1,∞) with p ≤ q, we find the inequalities
Jµp (τp; τ0) ≤ Jµp (τq; τ0) ≤ Jµq (τq; τ0) ≤ Kq(τ0) ≤ K∞(τ0). (8)
So for any q ∈ [2,∞), the one-parameter family (τp)q≤p<∞ is bounded in
W 1,q((0, L);Rn). Therefore, there exists a sequence pi → ∞ such that τpi
converges weakly in W 1,q((0, L);Rn), for every q <∞, to a limit
τ∞ ∈
⋂
q<∞
W 1,q((0, L);Sn−1).
Clearly τ∞ will satisfy (5) and (6) again. By the lower semicontinuity of the
Lq-norm with respect to weak convergence and by (8),
Jµ∞(τ∞; τ0) = lim
q→∞ J
µ
q (τ∞; τ0) ≤ lim
q→∞ lim infi→∞
Jµq (τpi ; τ0) ≤ K∞(τ0). (9)
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If there exists m > 0 such that
K∞(τ0) ≤ K∞(τ) + m
2L
ˆ L
0
β|τ − τ0|2 dt
for all τ ∈W 1,∞((0, L);Sn−1) satisfying (5) and (6), then (9) implies that
Jµ∞(τ∞; τ0) ≤ Jm∞(τ∞; τ0).
Thus
(µ−m)
ˆ L
0
β|τ∞ − τ0|2 dt ≤ 0.
If we choose µ > m, this means that τ∞ = τ0. In particular, the limit is then
independent of the choice of the sequence (pi)i∈N, and therefore we have in fact
weak convergence of τp to τ∞ = τ0 in W 1,q((0, L);Rn) for every q <∞.
The inequalities in (8) also imply that
lim
p→∞ J
µ
p (τp; τ0) ≤ K∞(τ0),
in particular that the limit exists. On the other hand, as we now know that
τ∞ = τ0, we can go back to (9) and conclude that
K∞(τ0) ≤ lim
q→∞ lim infi→∞
Jµq (τpi ; τ0) ≤ lim
p→∞ J
µ
p (τp; τ0).
Hence K∞(τ0) = limp→∞ Jµp (τp; τ0). Since the weak convergence τp ⇀ τ0 in
W 1,2((0, L);Rn) implies strong convergence in L2((0, L);Rn) as well, it follows
that K∞(τ0) = limp→∞ kp.
Eventually we will need a careful analysis of the Euler-Lagrange equation (7)
for the proofs of Theorems 2–4. To this end, we need to know that the Lagrange
multipliers Λp do not grow too quickly as p→∞. We prove the following.
Lemma 8. Suppose that τp ∈W 1,p((0, L);Sn−1) and let kp = Kp(τp). Suppose
that lim supp→∞ kp <∞ and there exist Λp ∈ Rn such that (7) holds weakly in
(0, L) for every p ∈ [2,∞). Then either
lim sup
p→∞
(
p−6|Λp|
)
<∞
or there exists a sequence pi →∞ such that τpi converges uniformly to a constant
vector as i→∞.
Proof. Suppose that no subsequence converges uniformly to a constant vector.
Then it follows that for every sufficiently large p, either Λp = 0 or the angle ωp
between τp and Λp satisfies
sup
t∈[0,L]
ωp(t) ≥ 1
p
and sup
t∈[0,L]
(pi − ωp(t)) ≥ 1
p
.
Note that
| sinωp| = |Λp − (Λp · τp)τp||Λp|
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if Λp 6= 0. Hence for every sufficiently large p, there exists tp ∈ [0, L] such that
|Λp − (Λp · τp(tp))τp(tp)| ≥ |Λp|
2p
.
Because we have a uniform bound for ‖τ ′p‖L2(0,L), the Sobolev embedding
theorem gives a uniform bound for ‖τp‖C0,1/2([0,T ]) as well. Hence there exists
a number δ > 0 such that the inequality
|Λp − (Λp · τp)τp| ≥ |Λp|
3p
holds in [tp− δ/p2, tp + δ/p2]∩ [0, L] for all sufficiently large values of p. Choose
η ∈ C∞0 ((tp − δ/p2, tp + δ/p2) ∩ (0, L)) such that 0 ≤ η ≤ 1 and
ˆ L
0
η ds ≥ δ
2p2
,
but |η′| ≤ 5p2/δ. Test (7) with ηΛp. This yields
ˆ L
0
η|τ ′p|pτp · Λp dt−
ˆ L
0
η′|τ ′p|p−2τ ′p · Λp dt
= kp−1p
ˆ L
0
ηβ |Λp − (Λp · τp)τp|2 dt− µkp−1p
ˆ L
0
ηβ (τ0 − (τ0 · τp)τp) · Λp dt.
By the choice of η, we know that
ˆ L
0
ηβ |Λp − (Λp · τp)τp|2 dt ≥ δ|Λp|
2
18p4‖1/α‖L∞(0,`) .
Moreover, we have the estimates
ˆ L
0
η|τ ′p|pτp · Λp dt ≤ Lkpp|Λp|,
−
ˆ L
0
η′|τ ′p|p−2τ ′p · Λp dt ≤
5p2
δ
Lkp−1p |Λp|,
ˆ L
0
ηβ (τ0 − (τ0 · τp)τp) · Λp dt ≤ L‖α‖L∞(0,`)|Λp|.
Hence
|Λp| ≤ 18Lp
4
δ
‖1/α‖L∞(0,`)
(
5p2
δ
+ µ‖α‖L∞(0,`) + kp
)
,
and the desired inequality follows.
3 Preliminary properties of ∞-elasticas
The purpose of this section is to extract some information for pseudo-minimisers
of K∞, and therefore for ∞-elasticas, from the Euler-Lagrange equation (7) by
studying the limit p → ∞. The resulting statements are less strong than the
main results in the introduction, but they will serve as a first step.
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Proposition 9. Suppose that τ ∈W 1,∞((0, L);Sn−1) is a pseudo-minimiser of
K∞. Let k = K∞(τ). Then there exist u ∈ W 1,∞((0, L);Rn) \ {0} and λ ∈ Rn
such that the equations
u′ + (u · τ ′)τ = β(λ− (λ · τ)τ), (10)
|u|τ ′ = ku, (11)
hold almost everywhere in (0, L).
Proof. The statements are obvious (for u = 1 and λ = 0) if τ is constant. We
therefore assume that this is not the case.
Fix µ > 0 and consider the functionals Jµp ( · ; τ). Minimisers τp of Jµp ( · ; τ)
under the boundary conditions (5) and the constraint (6) can be constructed
with the direct method. Let kp = Kp(τp). We assume that µ > 0 is chosen so
large that statement 2 in Proposition 7 applies.
We consider the Euler-Lagrange equation (7). The underlying idea for the
next step is to regard it as an equation in |τ ′p|p−2τ ′p. But at the same time, we
renormalise. Thus we introduce the functions
up =
k1−pp |τ ′p|p−2τ ′p
1 + |Λp| .
We also define
λp =
Λp
1 + |Λp| and mp =
µ
1 + |Λp| .
Then we can write (7) (for τ0 = τ) in the form
u′p + (up · τ ′p)τp = β(λp − (λp · τp)τp −mpτ +mp(τ · τp)τp). (12)
Writing p′ = p/(p− 1), we note that
‖up‖Lp′ (0,L) =
kp−1p
1 + |Λp|
(ˆ L
0
|τ ′p|p dt
)1/p′
=
L1/p
′
1 + |Λp| . (13)
The right-hand side remains bounded as p→∞. Moreover, we know that
‖τ ′p‖Lp(0,L) = L1/pkp → k
as p→∞ by Proposition 7. As |τp| ≡ 1, |λp| ≤ 1, and 0 < mp ≤ µ, equation (12)
immediately gives a uniform bound for ‖up‖W 1,1(0,L). Thus we have a uniform
bound in L∞((0, L);Rn) as well, and using the equation again, we conclude that
lim sup
p→∞
‖u′p‖Lq(0,L) <∞
for any q < ∞. Thus we may choose a sequence pi → ∞ such that upi ⇀ u,
for some u ∈ ⋂q<∞W 1,q((0, L);Rn), weakly in W 1,q((0, L);Rn) for any q <∞
as i → ∞. In particular upi → u uniformly as i → ∞. Since |λp| ≤ 1 and
0 < mp ≤ µ, we may assume that at the same time, we have the convergence
λpi → λ for some λ ∈ Rn and mpi → m for some m ∈ [0, µ]. By Proposition 7,
we know that τp → τ weakly in W 1,q((0, L);Rn) for any q <∞. Thus restricting
(12) to pi and letting i→∞, we derive equation (10) almost everywhere. Now
(10) implies that u ∈W 1,∞((0, L);Rn).
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If |Λpi | → ∞ as i→∞, then λ ∈ Sn−1 and (10) cannot be satisfied for u ≡ 0
(as we have assumed that τ is not constant). If |Λpi | 6→ ∞, then (13) implies
that ‖u‖L1(0,L) 6= 0. In either case, we conclude that u ∈W 1,∞((0, L);Rn)\{0}.
As u is continuous, the set Ω = {t ∈ [0, L] : u(t) 6= 0} is open relative to
[0, L]. For any t ∈ Ω, there exist δ > 0 and  > 0 such that δ ≤ |upi | ≤ 1/δ in
(t− , t+ ) ∩ [0, L] for any i large enough. Now note that
τ ′p = kp(1 + |Λp|)1/(p−1)|up|1/(p−1)
up
|up|
wherever up 6= 0 by the definition of up. As we have assumed that τ is not
constant, we know that
(1 + |Λp|)1/(p−1) → 1
as p→∞ by Lemma 8. We further know that
|upi |1/(pi−1) → 1 and
upi
|upi |
→ u|u|
uniformly in (t− , t+ ) ∩ [0, L] as i→∞. Therefore, by the above identity,
τ ′pi → τ ′ =
ku
|u|
locally uniformly in Ω. We therefore obtain equation (11).
For planar curves, we can say more.
Lemma 10. Let τ ∈ W 1,∞((0, L);Sn−1) and λ ∈ Rn \ {0}. Suppose that
τ([0, L]) is contained in a two-dimensional linear subspace X ⊆ Rn. Let
c(t) = a1 +
ˆ t
0
β(θ)τ(θ) dθ
for t ∈ [0, L]. Suppose that k = K∞(τ) 6= 0 and consider a set Ω ⊆ [0, L]. Then
the following statements are equivalent.
(i) There exists u ∈ W 1,∞((0, L);Rn) such that (10) and (11) hold true al-
most everywhere and Ω = {t ∈ [0, L] : u(t) 6= 0}.
(ii) The vector λ belongs to X and there exists a line L ⊆ X + a1 parallel
to λ such that Ω = {t ∈ [0, L] : c(t) 6∈ L}. Moreover, τ ′ is continuous
with |τ ′| ≡ k in Ω. For any t0 ∈ [0, L] \ Ω, if there exists δ > 0 with
(t0 − δ, t0) ⊆ Ω, then there exists δ′ ∈ (0, δ] such that λ · τ ′(t) < 0 in
(t0−δ′, t0); and if there exists δ > 0 with (t0, t0 +δ) ⊆ Ω, then there exists
δ′ ∈ (0, δ] such that λ · τ ′(t) > 0 in (t0, t0 + δ′).
Proof. We may choose coordinates such that X = R2 × {0} and then write
τ = (cosω, sinω, 0)
in [0, L] for some function ω : [0, L] → R. Now for x ∈ Rn, write x⊥ =
(−x2, x1, x3, . . . , xn). In particular τ⊥ = (− sinω, cosω, 0) and τ ′ = ω′τ⊥.
If (i) is satisfied, then (11) implies that u(t) ∈ X for every t ∈ [0, L], and
then (10) implies that λ ∈ X. It is clear that u/|u| is continuous in Ω. Thus
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equation (11) further implies that ω′ is continuous in Ω with |ω′| ≡ k. Defining
f = |u|ω′/k, we compute u = fτ⊥ and
u′ + (u · τ ′)τ = f ′τ⊥. (14)
Multiplying (10) with τ⊥, we conclude that
f ′ = βλ · τ⊥ (15)
in Ω. Outside of Ω, we know that f vanishes, and it follows that for any
t1, t2 ∈ [0, L], we have the inequality |f(t1)− f(t2)| ≤ ‖β‖L∞(0,L)|λ||t1− t2|. So
f ∈W 1,∞(0, L) and (14), (15) hold true almost everywhere in [0, L].
Consider c as defined above and note that (c′)⊥ = βτ⊥. Hence f ′ = λ · (c′)⊥
in [0, L]. It follows that there exists some number b ∈ R such that
f−1({0}) = {t ∈ [0, L] : λ⊥ · c(t) = b} .
In other words, the line L = {x ∈ X + a1 : λ⊥ · x = b}, which is parallel to λ,
has the property that Ω = {t ∈ [0, L] : c(t) 6∈ L}.
Now suppose that t0 ∈ [0, L]\Ω such that there exists δ > 0 with (t0−δ, t0) ⊆
Ω. Recall that |ω′| ≡ k in (t0−δ, t0) while the sign of ω′ is constant. So ω′ = σk
in (t0 − δ, t0) for some σ ∈ {−1, 1}. Hence
τ(t) = cos(k(t− t0))τ(t0) + σ sin(k(t− t0))τ⊥(t0) (16)
and
τ ′(t) = −k sin(k(t− t0))τ(t0) + σk cos(k(t− t0))τ⊥(t0)
in (t0 − δ, t0). Moreover, identity (15) implies that
f ′(t) = −σβ(t) sin(k(t− t0))λ · τ(t0) + β(t) cos(k(t− t0))λ · τ⊥(t0) (17)
in (t0 − δ, t0). As f(t0) = 0 and as f has the same sign as ω′ in (t0 − δ, t0),
we immediately conclude that σλ · τ⊥(t0) ≤ 0; and in the case of equality, we
further conclude that λ · τ(t0) < 0. But then, as
λ · τ ′(t) = −k sin(k(t− t0))λ · τ(t0) + σk cos(k(t− t0))λ · τ⊥(t0),
this implies that λ · τ ′(t) < 0 in (t0− δ′, t0) for some δ′ > 0. If there exists δ > 0
such that (t0, t0 + δ) ⊆ Ω, then we can draw similar conclusions with the same
arguments. Hence (ii) is satisfied.
Conversely, suppose that (ii) holds true. If c([0, L]) ⊆ L, set u = 0. Other-
wise, set
f(t) = λ · c⊥(t) + b,
where b ∈ R is chosen such that Ω = f−1({0}). Then f ∈ W 1,∞(0, L) and (15)
is satisfied. If (t0, t1) ⊆ Ω is any connected component of Ω, then ω′ = σk in
(t0, t1) for some fixed σ ∈ {−1, 1}. Hence we can write τ in the form (16) and
it follows that f ′ satisfies (17) in (t0, t1). The condition on the sign of λ · τ ′
near t0 implies that σλ · τ⊥(t0) ≥ 0; and in the case of equality, it also implies
that λ · τ(t0) < 0. Therefore, the function f has the same sign as ω′ in (t0, t1).
Similar conclusions hold if we have connected components of Ω of the form [0, t1)
or (t0, L]. Hence f and ω
′ have the same sign everywhere in Ω.
Now we set u = fτ⊥. Then (11) is obvious and (10) can be verified by
computing (14) again and observing that
β(λ− (λ · τ)τ) = β(λ · τ⊥)τ⊥ = (λ · (c′)⊥)τ⊥ = f ′τ⊥.
This concludes the proof.
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4 Analysis of the differential equations
In this section we study the system (10), (11) and its relationship to the vari-
ational problem in more detail. Furthermore, we show that it is equivalent to
(2), (3) up to the reparametrisation introduced in Section 2.
Proposition 11. Suppose that τ ∈W 1,∞((0, L);Sn−1) satisfies (5) and (6). If
there exist u ∈W 1,∞((0, L);Rn) \ {0} and λ ∈ Rn such that (10) and (11) hold
almost everywhere in (0, L), then τ is a pseudo-minimiser of K∞. If in addition
k|u| + βλ · τ ≤ 0 in [0, L], then τ is a minimiser of K∞ under the constraints
(5) and (6).
Proof. Suppose that equations (10) and (11) hold true. Let Σ = u−1({0}). We
claim that τ ′ = 0 almost everywhere on Σ. Indeed, if λ = 0, then it follows from
(10) that
∣∣ d
dt |u|
∣∣ ≤ |u|‖τ ′‖L∞(0,L). As it is assumed that u 6≡ 0, this inequality
implies that u 6= 0 throughout [0, L]. If λ 6= 0, then at almost every point
t ∈ Σ, either u′(t) 6= 0 (so t is an isolated point of Σ) or τ(t) = ±λ/|λ|. As
τ ∈W 1,∞((0, L);Sn−1), it has a derivative almost everywhere and we conclude
that τ ′ = 0 almost everywhere in Σ.
Now consider a competitor τ˜ : [0, L] → Sn−1 satisfying (5) and (6). Let
σ = τ˜ − τ and note that
1 = |τ + σ|2 = 1 + 2τ · σ + |σ|2
in [0, L]. Hence
τ · σ = −|σ|
2
2
.
Furthermore, the definition of σ guarantees that σ(0) = σ(L) = 0 and
ˆ L
0
βσ dt = 0.
Observing that u · τ ′ = k|u| because of (11), we now use (10) to compute
ˆ L
0
σ′ · u dt = −
ˆ L
0
σ · u′ dt
=
ˆ L
0
((k|u|+ βλ · τ)τ · σ − βλ · σ) dt
= −1
2
ˆ L
0
(k|u|/β + λ · τ)β|σ|2 dt
≥ −1
2
(
k‖u/β‖L∞(0,L) + |λ|
) ∥∥√βσ∥∥2
L2(0,L)
.
(18)
Set
M =
k‖u/β‖L∞(0,L) + |λ|
2‖u‖L1(0,L) .
Then there exists a set A ⊆ [0, L] of positive measure such that σ′ · u ≥
13
−M‖√βσ‖2L2(0,L)|u| and u 6= 0 in A. (Otherwise, we would conclude that
ˆ L
0
σ′ · u dt =
ˆ
(0,L)\Σ
σ′ · u dt
< −M∥∥√βσ∥∥2
L2(0,L)
ˆ
(0,L)\Σ
|u| dt
= −M∥∥√βσ∥∥2
L2(0,L)
ˆ L
0
|u| dt
= −1
2
(
k‖u/β‖L∞(0,L) + |λ|
) ∥∥√βσ∥∥2
L2(0,L)
,
in contradiction to (18).) Hence
σ′ · τ ′ = σ′ · ku|u| ≥ −kM
∥∥√βσ∥∥2
L2(0,L)
almost everywhere in A. As |τ ′| = k almost everywhere in A, it follows that
|τ˜ ′| =
√
|τ ′|2 + 2τ ′ · σ′ + |σ′|2
≥
√
k2 − 2kM∥∥√βσ∥∥2
L2(0,L)
≥ k − 2M∥∥√βσ∥∥2
L2(0,L)
almost everywhere in A (unless the right-hand side is negative, in which case
the intermediate expression should be replaced by 0). In particular,
K∞(τ˜) ≥ K∞(τ)− 2M
ˆ L
0
β|τ˜ − τ ′|2 dt.
That is, we have shown that τ is a pseudo-minimiser.
Finally, if k|u|+ βλ · τ ≤ 0, we can improve (18) and conclude that
ˆ L
0
σ′ · u dt ≥ 0.
So there exists a set of positive measure A ⊆ [0, L] where u 6= 0 and σ′ · τ ′ ≥ 0.
Thus |τ˜ ′|2 ≥ |τ ′|2 = k2 almost everywhere in A, and it follows immediately that
K∞(τ) ≤ K∞(τ˜).
Next we reformulate the system (10), (11). We obtain the system (19), (20)
below, which corresponds to (2), (3) up to the reparametrisation from Section 2.
Proposition 12. Suppose that τ ∈W 1,∞((0, L);Sn−1). Let λ ∈ Rn and k ≥ 0.
1. Suppose that u ∈ W 1,∞((0, L);Rn) \ {0} satisfies (10) and (11) almost
everywhere in (0, L). Then there exists f ∈ W 1,∞(0, L) \ {0} with f ≥ 0
such that
f(τ ′′ + k2τ) = βk2 proj⊥τ,τ ′(λ), (19)
f ′ = βλ · τ ′, (20)
weakly in (0, L). If k > 0, then f = k|u| has this property.
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2. Suppose that there exists f ∈ W 1,∞(0, L) \ {0} with f ≥ 0 satisfying (19)
and (20) weakly in (0, L). Then there exists u ∈ W 1,∞((0, L);Rn) \ {0}
such that (10) and (11) hold almost everywhere; and if k > 0, such that
also f = k|u|.
3. If there exists f ∈ W 1,∞(0, L) \ {0} with f ≥ 0 such that (19) and (20)
hold weakly and f + βλ · τ ≤ 0 in (0, L), then τ minimises K∞ subject to
the constraints (5) and (6).
Proof. Suppose first that we have a weak solution of (10) and (11) for some
u ∈W 1,∞((0, L);Rn) \ {0}. Let Ω = {t ∈ [0, L] : u(t) 6= 0}.
If k = 0, then τ ′ = 0 in Ω by (11). With the same arguments as in the proof
of Proposition 11, we show that τ ′ = 0 almost everywhere in [0, L] \ Ω. Hence
(19), (20) automatically hold true for any constant function f .
If k > 0, then we consider the function f = k|u|. Equation (11) then implies
that u = fτ ′/k2 almost everywhere. We conclude that τ ′ = k2u/f in Ω, so
τ ∈W 2,∞loc (Ω). Hence from (10) we derive the equation
f(τ ′′ + |τ ′|2τ) + f ′τ ′ = k2β(λ− (λ · τ)τ) (21)
almost everywhere in Ω. Taking the inner product with τ ′ and observing that
τ · τ ′ = 0 (because |τ | ≡ 1) and τ ′′ · τ ′ = 0 (because |τ ′| ≡ k in Ω), we see that
k2f ′ = k2βλ · τ ′.
This amounts to equation (20). Of course f ≥ 0 by the definition of f .
Differentiating the equation τ ·τ ′ = 0, we see that τ ·τ ′′+ |τ ′|2 = 0. Recalling
that τ ′ · τ ′′ = 0, we conclude that
proj⊥τ,τ ′(τ
′′) = τ ′′ − (τ · τ ′′)τ = τ ′′ + k2τ
in Ω. Applying proj⊥τ,τ ′ to both sides of (21), we see that (19) holds almost
everywhere in Ω. Also note that the function fτ ′ = k2u is continuous. Thus if
(t1, t2) is any connected component of Ω, then for any ξ ∈ C∞0 ((0, L);Rn),
ˆ t2
t1
(
f(τ ′ · ξ′ − k2τ · ξ) + f ′τ ′ · ξ + k2β proj⊥τ,τ ′(λ) · ξ
)
dt
= k2u(t2) · ξ(t2)− k2u(t1) · ξ(t1) = 0.
A similar conclusion holds if [0, t2) or (t1, L] is a connected component of Ω.
Away from Ω, we know that u = 0 and therefore either λ = 0 or τ = ±λ/|λ|
almost everywhere in [0, L] \Ω by (10). Hence (19) holds weakly in all of (0, L).
Conversely, suppose that we have a weak solution of (19), (20) for f ∈
W 1,∞(0, L) \ {0} with f ≥ 0. Consider the open set Ω = {t ∈ [0, L] : f(t) 6= 0}.
Here we can use (19) to conclude that τ ∈ W 2,∞loc (Ω). We differentiate the
equation |τ |2 = 1 twice and we obtain τ ′′ · τ + |τ ′|2 = 0 almost everywhere
in Ω. On the other hand, multiplying both sides of (19) with τ , we find that
τ ′′ · τ + k2 = 0 in Ω. Hence |τ ′| ≡ k in Ω.
If k = 0, then τ ′ ≡ 0 in Ω and (20) implies that f is locally constant in Ω.
So in this case, it follows that Ω = [0, L] and (11) is automatically satisfied.
Moreover, it is then easy to find u ∈W 1,∞((0, L);Rn) \ {0} that solves (10).
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If k > 0, then we claim that (21) is satisfied in Ω. In order to see why, we
split the equation into three parts by projecting orthogonally onto the spaces
Rτ(t) and Rτ ′(t) and onto the orthogonal complement of Rτ(t) ⊕ Rτ ′(t) at
almost every t ∈ Ω. The projection onto Rτ(t) is trivial. The projection onto
Rτ ′(t) amounts to (20), and applying proj⊥τ(t),τ ′(t) gives (19). Thus we have a
solution of (21) in Ω.
Setting u = fτ ′/k2, we can then verify (10) and (11) in Ω. Outside of Ω,
we know that f = 0 and u = 0. Hence (20) implies that λ · τ ′ = 0 almost
everywhere outside of Ω. Moreover, (19) implies that proj⊥τ,τ ′(λ) = 0 almost
everywhere in [0, L] \Ω. That is, λ is a multiple of τ and (10), (11) are satisfied
almost everywhere in [0, L] \ Ω as well.
Furthermore, if f +βλ · τ ≤ 0, then k|u|+βλ · τ ≤ 0, and the last statement
follows from Proposition 11.
As mentioned previously, the new system of differential equations (19), (20)
corresponds to (2), (3) up to the reparametrisation from Section 2. But Propo-
sition 12 requires only that λ ∈ Rn, whereas λ ∈ Sn−1 in Theorem 2. For this
reason, the following observation is useful.
Lemma 13. Let τ ∈ W 1,∞((0, L);Sn−1), λ ∈ Rn, and f ∈ W 1,∞(0, L) \ {0}
with f ≥ 0 such that (19), (20) hold weakly. Then there exist f˜ ∈W 1,∞(0, L) \
{0} with f˜ ≥ 0 and λ˜ ∈ Sn−1 such that (19), (20) hold weakly for f˜ instead of
f and for λ˜ instead of λ as well.
Proof. If λ 6= 0, then it suffices to define f˜ = f/|λ| and λ˜ = λ/|λ| and check
that both equations are still satisfied. If λ = 0, then f is constant and positive.
Hence τ ′′ + k2τ = 0 in (0, L). With the same arguments as in the proof of
Proposition 12, we see that |τ ′| ≡ k. The resulting equation τ ′′ + |τ ′|2τ = 0
means that τ follows a geodesic, i.e., a great circle on Sn−1. This implies that
τ(t) and τ ′(t) span the same two-dimensional subspace of Rn everywhere, and
any λ˜ in this subspace will satisfy proj⊥τ,τ ′(λ˜) = 0. Now we choose f˜ such that
(20) holds true (for λ˜ instead of λ) and at the same time f˜ > 0 in [0, L]. Then
both equations are satisfied.
We now have all the tools for the proofs of the first two results in the intro-
duction.
Proofs of Theorem 2 and Theorem 3. With the reparametrisation from Section
2, an∞-elastica gives rise to a pseudo-minimiser of K∞ and vice versa. Accord-
ing to Proposition 9 and Proposition 11, pseudo-minimisers of K∞ correspond
to solutions of (10), (11), which is equivalent to (19), (20) by Proposition 12.
Lemma 13 shows that it suffices to consider this system for λ ∈ Sn−1. Now
we check that the system corresponds to (2), (3) for the original parametrisa-
tion, and this proves Theorem 2. Theorem 3 follows from the last statement of
Proposition 12.
5 Preparation for the proof of Theorem 4
The system of ordinary differential equations (19), (20) becomes degenerate at
points where f vanishes. It turns out, however, that f remains positive for
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generic solutions as described in the following result. This information will be
crucial for statement (ii) in Theorem 4.
Lemma 14. Let λ, τ0 ∈ Sn−1 and τ1 ∈ Rn such that τ0 ⊥ τ1, and let f0 > 0
and t0 ∈ [0, L]. If the vectors τ0, τ1, and λ are linearly independent, then the
initial value problem
τ ′′ + |τ ′|2τ = βf−1|τ ′|2 proj⊥τ,τ ′(λ), (22)
f ′ = βλ · τ ′,
τ(t0) = τ0, τ
′(t0) = τ1, f(t0) = f0,
has a unique global solution, consisting of τ : [0, L] → Sn−1 and f : [0, L] →
(0,∞). For all t ∈ [0, L], this solution satisfies |τ ′(t)| = |τ1| and λ · τ(t) 6= ±1,
and τ(t) remains in the linear subspace of Rn spanned by τ0, τ1, and λ.
Proof. Under these assumptions, we clearly have a unique solution of the initial
value problem in a certain interval (t1, t2)∩ [0, L] such that λ ·τ 6= ±1 and f > 0
in that interval. Multiplying (22) with τ , we see that ddt (τ · τ ′) = 0. Hence the
solution will continue to take values on the sphere S2. Multiplying the equation
with τ ′, we further see that ddt |τ ′|2 = 0. Setting k = |τ1|, we conclude that|τ ′| = k in (t1, t2) ∩ [0, L]. Moreover, if V ∈ Rn is any vector perpendicular to
τ0, τ1, and λ, then the function h = V · τ satisfies
h′′ + |τ ′|2h = −βf−1 (|τ ′|2(λ · τ)h+ (λ · τ ′)h′)
in (t1, t2) ∩ [0, L] and h(t0) = h′(t0) = 0. Hence h ≡ 0, and the solution τ will
remain in the linear subspace spanned by τ0, τ1, and λ in (t1, t2) ∩ [0, L]. So
we may assume that n = 3 without loss of generality. We may further choose
coordinates such that λ = (0, 0, 1).
It now suffices to show that lim inft↘t1 f(t) > 0 and lim supt↘t1 |λ · τ(t)| < 1
(unless t1 < 0) and that lim inft↗t2 f(t) > 0 and lim supt↗t2 |λ ·τ(t)| < 1 (unless
t2 > L). The standard theory for ordinary differential equations will then imply
the result.
We use spherical coordinates on S2 and we write
τ = (cosϕ sinϑ, sinϕ sinϑ, cosϑ)
for ϕ, ϑ : (t1, t2) ∩ [0, L]→ R with ϑ(t) ∈ (0, pi) for all t ∈ (t1, t2). Writing also
e1 = (− sinϕ, cosϕ, 0) and e2 = (cosϕ cosϑ, sinϕ cosϑ,− sinϑ),
we obtain an orthonormal basis (τ(t), e1(t), e2(t)) of R3 such that e1(t) and e2(t)
span the tangent space of S2 at τ(t) for every t ∈ (t1, t2) ∩ [0, L]. We compute
τ ′ = ϕ′ sinϑ e1 + ϑ′ e2
and
τ ′′ + |τ ′|2τ = (ϕ′′ sinϑ+ 2ϕ′ϑ′ cosϑ) e1 +
(
ϑ′′ − (ϕ′)2 sinϑ cosϑ) e2.
Define Z = −ϑ′ e1 + ϕ′ sinϑ e2, so that |Z| = |τ ′| and Z ⊥ τ ′. Then
|τ ′|2 proj⊥τ,τ ′(λ) = (λ · Z)Z = ϕ′ϑ′ sin2 ϑ e1 − (ϕ′)2 sin3 ϑ e2.
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Therefore, we obtain the equations
ϕ′′ sinϑ+ 2ϕ′ϑ′ cosϑ = βf−1ϕ′ϑ′ sin2 ϑ, (23)
ϑ′′ − (ϕ′)2 sinϑ cosϑ = −βf−1(ϕ′)2 sin3 ϑ, (24)
and furthermore
f ′ = −βϑ′ sinϑ. (25)
For the rest of the proof, it suffices to consider (23) and (25).
We first claim that ϕ′ does not vanish anywhere in (t1, t2)∩[0, L]. Otherwise,
equation (23) would imply that it remains 0 throughout (t1, t2) ∩ [0, L], and τ
would parametrise a piece of a great circle through (0, 0, 1). This, however, is
impossible under the assumption that τ0, τ1, and λ are linearly independent.
Thus we may divide by ϕ′ sinϑ in (23) and we find that
ϕ′′
ϕ′
= −f
′
f
− 2ϑ
′ cosϑ
sinϑ
.
Integrating, we see that there exists b ∈ R such that
log |ϕ′| = − log f − 2 log sinϑ+ b.
Set B = eb. Then
|ϕ′| = B
f sin2 ϑ
.
The equation (ϕ′)2 sin2 ϑ+ (ϑ′)2 = |τ ′|2 = k2 then implies that
B2
f2 sin2 ϑ
≤ k2.
It follows immediately that f and sinϑ stay away from 0 and this concludes the
proof.
The following technical lemma is also required for the proof of Theorem 4.
Lemma 15. Suppose that (bi)i∈N is a sequence of positive numbers such that
∞∑
i=1
∣∣∣∣1− bi+1bi
∣∣∣∣ <∞.
Then
∑∞
i=1 bi =∞.
Proof. Ignoring finitely many terms if necessary, we may assume that
∞∑
i=1
∣∣∣∣1− bi+1bi
∣∣∣∣ ≤ 12 .
Fix I ∈ N. Let qi = bi+1/bi for i = 1, . . . , I − 1. Choose a permutation
S : {1, . . . , I − 1} → {1, . . . , I − 1} such that qS(1) ≤ · · · ≤ qS(I−1) and define
q′i = min{qS(i), 1}. Also define b′1, . . . , b′I > 0 by b′1 = b1 and
b′i+1 = q
′
ib
′
i, i = 1, . . . , I − 1.
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Then
I−1∑
i=1
(1− q′i) ≤
I−1∑
i=1
|1− qi| ≤ 1
2
(26)
and b′i ≤ bi for all i = 1, . . . , I.
As q′i is non-decreasing in i, inequality (26) implies that
1− q′i ≤
1
2i
≤ 1
i+ 1
for i = 1, . . . , I − 1. Define Bi = 1/i for i = 1, . . . , I. Then
b′i+1
b′i
= q′i ≥
i
i+ 1
=
Bi+1
Bi
.
Hence
b′i =
b′i
b′i−1
· · · b
′
2
b′1
b1 ≥ Bi
Bi−1
· · · B2
B1
b1 =
Bi
B1
b1 =
b1
i
.
It follows that
I∑
i=1
bi ≥
I∑
i=1
b′i ≥ b1
I∑
i=1
1
i
.
Letting I →∞, we obtain the desired result.
6 Proof of Theorem 4
Now we consider the situation of Theorem 4. Suppose first that γ ∈ G is an
∞-elastica and let k = Kα(γ). If k = 0, then γ′′ = 0 almost everywhere and
γ parametrises a line segment. Then clearly statement (i) in Theorem 4 is
satisfied. Therefore, we assume that k > 0 henceforth.
Consider the reparametrised tangent vector field τ : [0, L] → Sn−1 with
τ(t) = γ′(φ(t)) for t ∈ [0, L] as in Section 2. Then τ is a pseudo-minimiser of
K∞. Hence by Proposition 9, there exist λ ∈ Rn and u ∈W 1,∞((0, L);Rn)\{0}
such that (10) and (11) hold true almost everywhere. According to Proposition
12, the function f = k|u| satisfies (19) and (20) weakly, and by Lemma 13 we
may assume that λ ∈ Sn−1.
Let Ω = {t ∈ [0, L] : f(t) > 0}. Then (11) implies that τ ′ is continuous in Ω
with |τ ′| ≡ k. It follows from (19) that τ ∈ W 2,∞loc (Ω). Moreover, by standard
theory for ordinary differential equations, both τ and f are locally uniquely
determined by their initial conditions τ(t0), τ
′(t0), and f(t0) for any t0 ∈ Ω.
If τ , τ ′, and λ are linearly independent anywhere in Ω, then Lemma 14 im-
plies that Ω = [0, L] and that τ takes values in a three-dimensional subspace of
Rn, and (19) and (20) are satisfied almost everywhere. Equations (2) and (3)
now arise when we reverse the reparametrisation from Section 2. The observa-
tion that αγ′′ = τ ′ ◦ψ implies that αγ′′ ∈W 1,∞((0, `);Rn) and that α|γ′′| ≡ k.
Equation (3) then implies that g ∈W 2,∞(0, `). Hence statement (ii) in Theorem
4 holds true.
This leaves the case when τ , τ ′, and λ are linearly dependent everywhere in
Ω. We assume this from now on. Then we can say more about the behaviour
of τ in Ω.
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Lemma 16. If (t1, t2) ⊆ Ω, then the restriction of τ to (t1, t2) follows a great
circle in Sn−1 through λ with constant speed k. Furthermore, if (t1, t2) is a
connected component of Ω, then there exists t0 ∈ (t1, t2) such that τ(t0) = ±λ.
Proof. We know that τ ·τ ′ = 0 everywhere, and τ ′ is continuous with |τ ′| ≡ k in
Ω. As τ(t), τ ′(t), and λ are linearly dependent, we further know that τ ′(t) is in
the space spanned by τ(t) and λ for every t ∈ Ω with τ(t) 6= ±λ. Hence τ follows
a great circle on Sn−1 through λ with speed k; indeed, by the continuity of τ ′,
this is true throughout (t1, t2) even if there are any points where τ(t) = ±λ. If
(t1, t2) is a connected component of Ω, then f(t1) = 0 = f(t2). By (20), this
means that λ · τ ′ must change sign somewhere in (t1, t2). Given what we know
about τ so far, there must exists t0 ∈ (t1, t2) such that τ(t0) = ±λ.
Next consider the set Ω′ = {t ∈ [0, L] : τ(t) 6= ±λ} ∪ Ω. This is an open set
relative to [0, L] as well.
Lemma 17. The set Ω′ \ Ω is discrete.
Proof. As f = 0 in [0, L] \ Ω, we know that f ′ = 0 almost everywhere in this
set. Using (20), we conclude that τ ′ ·λ = 0 almost everywhere, and (19) implies
that λ is in the subspace spanned by τ and τ ′ almost everywhere in [0, L] \ Ω.
Hence τ = ±λ almost everywhere in [0, L] \ Ω. It follows that Ω′ \ Ω is a null
set, and so is Ω′ \Ω. As the latter is an open set, it must be empty. So Ω′ ⊆ Ω.
For any t0 ∈ Ω′ \ Ω, we may choose  > 0 such that τ 6= ±λ in (t0 − , t0 +
)∩ [0, L] by the continuity of τ . Let J = (t0− , t0 + )∩ (0, L). Then J cannot
contain any connected components of Ω by Lemma 16. Therefore, the open set
J ∩Ω consists of at most two intervals extending to one of the end points of J .
But we know that J ⊆ Ω. Hence J ∩ Ω = J \ {t0}. We conclude that t0 is an
isolated point of Ω′ \ Ω. That is, the set Ω′ \ Ω is discrete.
Lemma 18. If I is any connected component of Ω′, then the restriction of τ to
I takes values in a great circle on Sn−1 through λ.
Proof. In view of Lemma 16 and Lemma 17, it suffices to examine what happens
near a point t0 ∈ I \ Ω. There exists  > 0 such that the restriction of τ to
(t0 − , t0) follows a great circle through λ, and the same statement applies to
(t0, t0 + ). But as t0 ∈ I ⊆ Ω′ and t0 6∈ Ω, it is clear that τ(t0) 6= ±λ. So we
have the same great circle on both sides of t0, and the claim follows.
We can now improve Lemma 17. This is the only place in the paper where
we use the assumption that α is of bounded variation rather than just bounded.
Lemma 19. If I ⊆ Ω′ is a connected component of Ω′, then I \ Ω is finite.
Proof. We argue by contradiction here, so we assume that I \ Ω is not finite.
Then by Lemma 17, either inf I or sup I is an accumulation point of I \Ω, and
we assume for simplicity that this is true for sup I. (The arguments are similar
if it is inf I.) Then there is a sequence (ti)i∈N in I \ Ω such that ti+1 > ti and
(ti, ti+1) ⊆ Ω for all i ∈ N. So f(ti) = 0 for all i ∈ N. By Lemma 16, we know
that τ follows a great circle through λ with speed k in the interval (ti, ti+1)
and there exists a point ρi ∈ (ti, ti+1) such that τ(ρi) = ±λ for every i ∈ N.
If τ(ρi) = λ and τ(ρi+1) = −λ or vice versa, then ρi+1 − ρi ≥ pi/k; so this
can happen at most a finite number of times. Dropping finitely many members
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of the sequence, we may assume that ρi+1 − ρi < pi/k for every i; then τ(ρi)
has always the same sign and for simplicity we assume that τ(ρi) = λ for every
i ∈ N. Then
λ · τ(t) = cos(k(t− ρi))
in (ti, ti+1) for all i ∈ N.
It follows immediately that ρi+1 − ti+1 = ti+1 − ρi for every i ∈ N. Further-
more, equation (20) implies that
0 =
ˆ ti+1
ti
f ′(t) dt = −k
ˆ ti+1
ti
β(t) sin(k(t− ρi)) dt.
Hence
k
ˆ ρi
ti
β(t) |sin(k(t− ρi))| dt = k
ˆ ti+1
ρi
β(t) |sin(k(t− ρi))| dt.
Define
bi = k
ˆ ρi
ti
|sin(k(t− ρi))| dt = 1− cos(k(ρi − ti))
and
b′i = k
ˆ ti+1
ρi
|sin(k(t− ρi))| dt = 1− cos(k(ti+1 − ρi)).
If b′i ≤ bi, then we may choose ωi ∈ [ti, ρi] and ω′i ∈ [ρi, ti+1] such that
k
ˆ ρi
ti
β(t) |sin(k(t− ρi))| dt ≥ biβ(ωi)
and
k
ˆ ti+1
ρi
β(t) |sin(k(t− ρi))| dt ≤ b′iβ(ω′i);
then
b′i
bi
≥ β(ωi)
β(ω′i)
.
If bi < b
′
i, then instead we choose ωi ∈ [ti, ρi] and ω′i ∈ [ρi, ti+1] such that
k
ˆ ρi
ti
β(t) |sin(k(t− ρi))| dt ≤ biβ(ωi)
and
k
ˆ ti+1
ρi
β(t) |sin(k(t− ρi))| dt ≥ b′iβ(ω′i);
then
b′i
bi
≤ β(ωi)
β(ω′i)
.
In both cases,∣∣∣∣1− b′ibi
∣∣∣∣ ≤ ∣∣∣∣1− β(ωi)β(ω′i)
∣∣∣∣ = |β(ω′i)− β(ωi)||β(ω′i)| ≤ |β(ω′i)− β(ωi)| sup[0,`] 1α.
21
Hence
∞∑
i=1
∣∣∣∣1− b′ibi
∣∣∣∣ ≤ sup{ J∑
j=1
|α(sj)− α(sj−1)| : 0 ≤ s0 ≤ · · · ≤ sJ ≤ `
}
sup
[0,`]
1
α
.
The right-hand side is finite, because α is assumed to be of bounded variation
and 1/α is bounded.
We have already seen that ti+1−ρi = ρi+1−ti+1 for every i ∈ N. This means
that b′i = bi+1. We now apply Lemma 15 to the sequence (b1, b
′
1, b2, b
′
2, . . . ). We
infer that ∞∑
i=1
(bi + b
′
i) =∞. (27)
But clearly
∞∑
i=1
(ρi − ti) +
∞∑
i=1
(ti+1 − ρi) ≤ L,
as this is the sum of the lengths of pairwise disjoint intervals in (0, L). Hence
there exists i0 ∈ N such that
ρi − ti ≤ 2
k2
and ti+1 − ρi ≤ 2
k2
for all i ≥ i0, which implies that
bi = 1− cos(k(ρi − ti)) ≤ ρi − ti
and
b′i = 1− cos(k(ti+1 − ρi)) ≤ ti+1 − ρi.
Now we have a contradiction to (27).
Lemma 20. The set Ω′ has finitely many connected components.
Proof. We can ignore any connected components of the form [0, t2) or (t1, L].
Thus we fix another connected component I = (t1, t2). Then f(t1) = 0 and
τ(t1) = ±λ, and also f(t2) = 0 and τ(t2) = ±λ. Furthermore, by Lemma 19,
there exists t3 ∈ (t1, t2] such that f(t3) = 0 and (t1, t3) ⊆ Ω. According to
Lemma 16, this implies that there exists t4 ∈ (t1, t3) with τ(t4) = ±λ. We
further know that τ follows a great circle with speed k in (t1, t4), and therefore
t4 − t1 ≥ pi/k. So there can only be finitely many connected components.
Now we can complete the proof of Theorem 4 as follows.
By Lemma 20, we can partition Ω′ into finitely many connected components
I1, . . . , IM . Let ti = inf Ii and t
′
i = sup Ii for i = 1, . . . ,M . Setting A =
[0, L] \⋃Mi=1 Ii, we observe that f = 0 and τ = ±λ on A.
The set τ(Ii) is contained in a two-dimensional subspace Xi ⊆ Rn with
λ ∈ Xi for every i = 1, . . . ,M by Lemma 18. Hence Lemma 10 may be applied
to the restriction of τ to Ii. Consequently, there exists a line Li ⊆ Xi+ c(ti) for
every i = 1, . . . ,M such that
{
t ∈ Ii : f(t) = 0
}
=
{
t ∈ Ii : c(t) ∈ Li
}
, where
c = γ ◦ φ. But we know that f(ti) = 0, except possibly for i = 1 if t1 = 0,
and that f(t′i) = 0, except possibly for i = M if t
′
M = L. Moreover, each Li
is parallel to λ. As τ = ±λ on A, we also conclude that c([t′i, ti+1]) is a line
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segment parallel to λ for i = 1, . . . ,M − 1, and the same applies to c([0, t1]) if
t1 > 0 and to c([t
′
M , L]) if t
′
M < L. Hence the lines Li all coincide with a single
line L ⊆ Rn and c(A) ⊆ L.
If there are any points t ∈ Ii \Ω, then we further subdivide Ii. According to
Lemma 19, there are only finitely many such points. Thus we obtain pairwise
disjoint, relatively open intervals I∗1 , . . . , I
∗
N ⊆ [0, L] such that c(t) 6∈ L for all
t ∈ I∗i for i = 1, . . . , N but c(t) ∈ L for all t ∈ [0, L] \
⋃N
i=1 I
∗
i . Lemma 10 then
further implies that τ ′ is continuous with |τ ′| ≡ k in I∗i , and that there exists
δ > 0 such that for any t0 ∈ I∗i \ I∗i , the inequality λ · τ ′ > 0 is satisfied in
(t0, t0 + δ) ∩ I∗i and λ · τ ′ < 0 in (t0 − δ, t0) ∩ I∗i for all i = 1, . . . , N .
Reversing the reparametrisation from Section 2 and setting Ji = φ(I
∗
i ), we
therefore find the situation described in statement (i) of Theorem 4.
Finally, we want to prove that every curve satisfying one of the conditions
in Theorem 4 is indeed an ∞-elastica. This is clear if γ([0, L]) is contained in a
line, so we assume otherwise.
In the case of condition (ii), the claim follows immediately from Proposition
12 and Proposition 11. If condition (i) is satisfied, we use Lemma 10 for any
piece of γ restricted to J i. In order to work with the usual reparametrisation,
we set Ii = ψ(Ji) and let ti = inf Ii and t
′
i = sup Ii. Then Lemma 10 gives rise
to ui : Ii → Rn satisfying (10), (11) in Ii with ui(ti) = 0 (unless ti = 0) and
ui(t
′
i) = 0 (unless t
′
i = L), but ui 6= 0 in Ii. Hence we define u : [0, L]→ Rn by
u(t) =
{
ui(t) if t ∈ Ii, i = 1, . . . , N,
0 else.
Then (10) and (11) are satisfied almost everywhere in (0, L). Proposition 11
now completes the proof.
7 The Markov-Dubins problem
In this section, we first prove Proposition 5, thus establishing the connection
to the Markov-Dubins problem of minimising length subject to curvature con-
straints. Then we show how to recover some of the main results of Dubins [8,
Theorem I] and Sussmann [30, Theorem 1] from Theorem 4.
Proof of Proposition 5. Suppose that γ ∈ G does not minimise K1 under the
boundary conditions (1). We want to show that the curve parametrised by γ is
not an R-geodesic. For R > 1/K1(γ), this is obvious, as γ does not satisfy the
required curvature constraint. Thus we assume that R ≤ 1/K1(γ).
We may assume without loss of generality that a1, a2 ∈ {0}n−1 × R. In the
following, we write x = (x′, xn) for a generic point x = (x1, . . . , xn) ∈ Rn, where
x′ = (x1, . . . , xn−1). Let  > 0 and consider the map Φ : Rn → Rn defined by
Φ(x) =
(
x′
1 + |x′|2 , xn
)
.
This has the derivative dΦ(0, xn) = idRn for any xn ∈ R. We have the conver-
gence Φ → idRn in C2(C;Rn) for any compact set C ⊆ Rn as → 0. Moreover,
for any x, V ∈ Rn, unless x′ = 0 or V ′ = 0, we find that |dΦ(x)V | < |V |. Now
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choose γˆ ∈ G with K1(γˆ) < K1(γ). Consider γˆ = Φ ◦ γˆ for some  > 0 that
remains to be determined. Then γˆ still satisfies the boundary conditions (1).
As γ does not minimise K1 by the above assumption, we conclude that
γ([0, `]) 6⊆ {0}n−1 × R. Hence |a2 − a1| < ` and γˆ([0, `]) is not contained in
{0}n−1×R either. Therefore, the length of γˆ is strictly less than `. But γˆ → γˆ
in C2([0, `]) as → 0. Hence for some  > 0 small enough, we conclude that the
curvature κˆ of γˆ satisfies ‖κˆ‖L∞(0,`) ≤ K1(γ) ≤ 1/R. Hence we have found
a shorter curve with the same boundary data satisfying the required curvature
constraint.
Now suppose that n = 2. We wish to give an alternative proof of Dubins’s
main result [8, Theorem I] based on Theorem 4. Let k > 0 and consider a
1/k-geodesic parametrised by γ ∈ G. Then Proposition 5 and Theorem 4 imply
that γ is consistent with one of the descriptions (a) or (b) in the introduction.
In the case (a), it is clear that any minimiser of the length will not contain
any full circles, so the curve will at most consist of a circular arc, followed by
a line segment, followed by another circular arc. This is one of the solutions
described by Dubins.
In the case (b), we have a sequence of several circular arcs. If there were
more than four pieces, then it is also easy to see that a piece of the curve
could be replaced by a line segment, thus reducing the length. This is of course
impossible for a minimiser of the length, hence we have four or fewer pieces. In
order to see that four consecutive circular arcs are also impossible, we still need
Dubins’s Lemma 2. Almost all of Dubins’s other arguments, however, have been
bypassed.
Sussmann’s results for n = 3 [30, Theorem 1] follow in a similar way from
Theorem 4 and again one of Dubins’s lemmas. If we have a solution as in state-
ment (i), then we first distinguish the following two cases. If the entire curve is
planar, we apply the above reasoning. (Sussmann’s theorem contains another
statement in this case, which is a consequence of a result of Dubins [8, Sub-
lemma].) Otherwise, we note that the curve must meet the line L tangentially.
Then we may have a circular arc at either end of the curve and we may have
some intermediate pieces. But if one of these intermediate pieces is not a seg-
ment of L, it is clear that it must be a full circle. This clearly cannot happen
for a solution of the Markov-Dubins problem, so in fact we have (at most) a
concatenation of a circular arc, a line, and another circular arc. A solution as in
statement (ii), on the other hand, is a helicoidal arc in Sussmann’s terminology.
8 Examples
We finally examine a few examples of minimisers and ∞-elasticas, which high-
light some features and some limitations of the theory. Throughout this section,
we assume that α ≡ 1.
Example 21 (Circular arc). We first consider a circular arc parametrised by
γ : [0, `]→ R2 with γ(s) = r(cos(s/r), sin(s/r)) and with tangent vector T (s) =
(− sin(s/r), cos(s/r)) and constant curvature k = 1/r. This is an ∞-elastica by
Theorem 4. If we want to check equations (2) and (3) directly, then we first
compute T ′′ + k2T = 0. Moreover, the vectors T and T ′ span R2 everywhere,
so proj⊥T,T ′(λ) = 0 regardless of the value of λ. Thus we only need to consider
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equation (3), which gives g′(s) = − 1r (λ1 cos(s/r)+λ2 sin(s/r)). This is satisfied
for g(s) = λ2 cos(s/r)−λ1 sin(s/r) +h = λ ·T (s) +h for any h ∈ R. Clearly we
can choose h such that g ≥ 0 in [0, `].
Now suppose that we wish to apply Theorem 3. We have a minimiser of K1
if the inequalities 0 ≤ λ · T + h ≤ −λ · T are satisfied simultaneously. They give
rise to the conditions
h
2
≤ min
[0,`]
(−λ · T ) ≤ max
[0,`]
(−λ · T ) ≤ h.
It is possible to satisfy these if, and only if, ` ≤ 2pir/3, in which case we can
choose λ = (
√
3/2,−1/2) and h = 1. Thus a circular arc of radius r minimises
K1 if its length does not exceed 2pir/3.
The example shows that the condition of Theorem 3 is sufficient but not
necessary, for the above circular arc is still a minimiser as long as ` ≤ 2pir by
the results of Schmidt [27].
Next we consider the question whether the notion of an ∞-elastica is gen-
uinely more general than that of a minimiser of Kα. The answer is yes, and
the following example gives a one-parameter family of ∞-elasticas that are not
minimisers and not even local minimisers with respect to the W 1,2-topology.
Example 22 (Non-minimising ∞-elastica). Consider curves with end points
a1 = (−1, 0) and a2 = (1, 0) and tangent vectors T1 = (0, 1) and T2 = (0,−1).
If ` = pi, then there is one candidate that consists of three semicircles of radius
1/3; this is illustrated in Figure 2a. It is an ∞-elastica by Theorem 4.
(a) The ∞-elastica (b) A comparison curve
Figure 2: Construction of an ∞-elastica that is not a minimiser
For r ∈ [1/3, 1), we also construct some comparison curves including three
circular arcs of radius r. To this end, define ω(r) = arccos((1 − r)/2r). For
h ∈ R, there is a curve comprising three circular arcs of radius r, with centres
(r − 1, h), (0, h+ 2r sinω(r)), (1− r, h),
that connects the points (−1, h) and (1, h). The length of this curve is ˜`(r) =
r(3pi − 4ω(r)). We compute ˜`(1/3) = pi = ˜`(1) and
˜`′′(r) =
4(1− r)
r(3r2 + 2r − 1)3/2 > 0
in (1/3, 1). Hence ˜`(r) < pi for all r ∈ (1/3, 1). If we choose h = (pi− ˜`(r))/2, we
can attach a line segment to each end and thereby construct a comparison curve
of length pi that satisfies the required boundary conditions (see Figure 2b). But
the value of K1 is 1/r < 3.
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Finally we have an example of a three-dimensional∞-elastica, showing that
both cases in Theorem 4 can indeed occur.
Example 23 (Helical arc). Consider γ : [0, `]→ R3 given by
γ(s) = (r cosω cos(s/r), r cosω sin(s/r), s sinω)
for some ω ∈ (0, pi/2). The curvature of this curve is k = r−1 cosω. For T = γ′,
we compute
T ′′ + k2T =
sinω cosω
r2
(sinω sin(s/r),− sinω cos(s/r), cosω).
Now let λ = (0, 0, 1). Then λ · T = sinω. In order to find proj⊥T,T ′(λ), we first
compute
N =
r
cosω
T × T ′ = (sinω sin(s/r),− sinω cos(s/r), cosω)
and note that N is a unit vector perpendicular to T and T ′. Hence
projT,T ′(λ) = (λ ·N)N = cosω(sinω sin(s/r),− sinω cos(s/r), cosω).
Choosing η = sinω − cosω cotω, we see that equation (4) is satisfied. Hence γ
is an ∞-elastica.
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