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Introduction
“[...] As I said at the beginning, you are all a bunch of particles,
but with this I don’t want to say that you are not important
for the person you are. Each of you is a unique person!
But each of you is also a unique combination of particles
and I see a lot of poetry in it! [...] ”
Pippi D’Angelo
The work presented in this thesis is the result of a study performed in the field
of elementary particles physics. The expression “elementary particles” is used to
indicate the smallest constituents of matter, those which presumably do not have
any internal structure, thus are considered indivisible. The idea, which roots back in
the history of ancient greek philosophy, is that the wide complexity of the different
forms of matter which appear in the universe, can be interpreted in terms of a few
fundamental entities. During the course of history, the dimensions and the number
of such fundamental entities changed many times. The atoms inside the molecule,
the nuclei inside the atoms and the quarks inside the nucleus are some of the last
steps of this process, which might well be a never ending story.
The physics of elementary particles is also known as high energy physics, since
the study of microscopic phenomena is only possible when a large amount of en-
ergy is concentrated in a small region of space. The instruments used to produce
such a large energy are called particle accelerators. These accelerators are complex
machines, up to many kilometers long, in which bunches of charged particles, usu-
ally protons or electrons, are accelerated by electric fields and are bent and focused
by magnetic fields. Particles are forced into collisions in order to explore the details
of their internal structure. The limit which might be reached nowaday in the inves-
tigation of the fine structure of matter is !
,-*.
cm, which means about !$	/!0

the
proton diameter.
The study of elementary particles has revealed that the forces which are ex-
changed by particles have a large degree of similarity. In particular, there is a re-
lation between electromagnetism, which governs electrons and nuclei inside atoms
and molecules, and the weak force, which governs the radioactivity (beta decay). In
a next step, theoretical physicists successfully worked to unify them with the strong
force, which describes the interaction of particles inside the nuclei. Gravity, which
is important at macroscopic level, governing for instance the motion of the galaxies,
is not yet included in this unified theory.
2 Introduction
The theory which currently describes most of the phenomena occurring in ele-
mentary particle physics at a large degree of accuracy is the Standard Model (SM).
The particles which make up matter are called quarks and leptons1, those which
carry the interaction are called bosons. The boson which carries the electromag-
netic force is the photon ( 1 ). The weak force is carried by 243 and 5 bosons,
while the strong force is mediated by gluons ( 6 ) (see table 1). For each particle an
anti-particle with the same mass and opposite charge exists.
Quarks 7 8 Leptons 7 8 Bosons 7 8
9
, up :<;$=?> @?ACBEDGF
AIH J DE@ HACB K H H
L
, down DE@=?> F
AIHMDON%AIH PRQ H H S H H
T
, charm :<;$=?> @?AU@VBED(@?AC>RB W DX@ @YH$B Z
3 [
@ N?H
\
, strange DE@=?> N?HXD(@V>?H P?] H H ^ H _@
`
, top :<;$=?> @a?N%bV@YHRH c DE@ @a?N?H
d
, beauty DE@=?> F
bV@YHRHMDeF
bfF$HRH P?g H H
Table 1. Standard Model particles, charges 7 and approximate masses 8 (in MeV) [2].
The ordinary matter observed in every day life is made of the lightest quarks ( h
and i ), which form protons ( hjhji ) and neutrons ( hkili ) in the atomic nucleus, and
electrons, which orbit around the nucleus. The different kinds of matter have just
a different composition of these basic ingredients. Quarks with a larger mass ( m ,
n
,  and o ) do not form ordinary matter since they are unstable. As soon as they
are created, they disintegrate into fragments of matter containing the lighter quarks.
This process is also called decay. Protons and electrons are stable particles, while
neutrons live in average for !$# minutes before decaying, when they are not captured
inside a nucleus.
The study of particles made of heavier quarks is done in a laboratory equipped
with a particle accelerator, which provide the energy sufficient to create them. Once
they are created in a high energetic collision, heavy quarks live for an extremely
short time before decaying. Their instability and the features of their decays are
experimentally used as a signature to separate them from ordinary matter. From
the experimental point of view, quarks are not observed directly, since the strong
force keeps them confined into hadrons. At the moment, two types of hadrons are
known: mesons, which are made of quark-antiquark pairs ( p

p ), and baryons, which
are made of three quarks ( ppp ). The most common baryons are protons ( hhji ) and
neutrons ( hjili ).
1In qsrutVv M. Gell-Mann and G. Zweig suggested that most of the particles known at that time
could be explained as combinations of just w particles, called quarks. It was certainly revolutionary
the idea that quarks had to carry a fraction of the proton charge, something which had never been
observed before. The name ‘quark’ was inspired by James Joyce’s novel Finnegans Wake (by the
phrase “three quarks for Muster Mark”). The name ‘lepton’ was used by L. Rosenfeld in 1948:
“Following a suggestion of Prof. C. Möller, I adopt as a pendant to ‘nucleon’ the denomination
‘lepton’ (in greek small, thin, delicate) to denote a particle of small mass” [1].
3The identification of the different particles created in a high energetic collision
is achieved with particle detectors. A detector is itself made of ordinary matter. It
is placed in the proximity of the point where the collision takes place and serves to
keep track of the processes originating from the collision. The study presented in
this thesis was made at the HERA proton-electron accelerator in Hamburg. Along
the proton beam, the HERA-B detector was placed to study the phenomena occur-
ring in the collision of protons with wire targets of different materials.
The main topic of this thesis is the measurement of the abundance of  quarks
produced in hadronic collisions. Quantum ChromoDynamics (QCD) [3], which is
the theory of the strong interaction between quarks and gluons, is the theoretical
framework of this study. At high energies, the prediction of the physical quantities,
such as cross sections and lifetimes, is done in perturbative QCD (pQCD) [4] by
expanding them in powers of the strong coupling constant x ﬃ . The smaller x ﬃ , the
faster the series converges and the higher is the predictive power of the theory. The
value of x ﬃ decreases with the energy scale of the physics process under study. For
heavy quark production the energy scale is fixed by the quark mass. Even though
x
ﬃ is sufficiently small at the  quark mass ( x ﬃzy |{ ! ), the convergence of the series
is spoiled at HERA-B by the presence of logarithmic coefficients which are large
when the centre of mass energy ( } mG~! {u ) is close to the kinematic limit
for  quark production ( e y !  GeV). In the last years, theoretical physicists
improved the accuracy of the  cross section prediction, including higher order QCD
processes, which are dominated by the emission of soft gluons and become relevant
near the kinematic threshold. In conclusion, the measurement of beauty production
at HERA-B offers the possibility to test pQCD in a peculiar kinematic range.
At HERA-B, the beauty cross section is measured relatively to 
	 mesons
(which are n

n bound states). Therefore, it is crucial to have a clear understanding
of the 
	 production mechanism as well. The study of beauty production is also
interesting for heavy ion collider experiments, where the suppression of 
	 pro-
duction, with respect to that in nucleon-nucleon collisions, is considered to be a
signature of a new, deconfined state of matter, called Quark Gluon Plasma (QGP).
A large fraction of 
	 in these experiments is expected from beauty decays. The
production of  relatively to n quarks increases from
|{
!? at } m ~
Ł
GeV, which
is close to the HERA-B energy, up to
{

at } m ~##

GeV, which is the energy
of ion collisions at LHC [5]. Therefore, a deep understanding of beauty production
is needed in order to estimate correctly the 
	 suppression. Other experiments will
benefit of an increased knowledge in beauty production for the study of top physics.
Previously, two measurements of the  cross section in fixed target  A collisions
were performed at Fermilab (E771 [6] and E789 [7]) but the results are inconsistent.
However, due to the large theoretical uncertainties, the results are both consistent
with the theoretical predictions. Compared to the previous experiments, HERA-B
has a similar centre of mass energy but a larger kinematical acceptance. The larger
the acceptance, the smaller is the systematic uncertainty due to the cross section
extrapolation over the full phase space.
4 Introduction
QCD successfully accounts for many fundamental properties observed in high
energy experiments. One of these is the quark configuration of hadrons. In QCD,
a quantum number called colour is assigned to all quarks and gluons. Quarks
carry colour, antiquarks carry anticolour, while gluons carry colour-anticolour. The
colour can be red (  ), green ( 6 ) or blue (  ). The fact that only hadrons with two
quark configurations are experimentally observed, baryons ( ppp ) and mesons ( p

p ),
is accounted for by requiring hadrons to be colourless objects (colour confinement).
Two different kinds of colourless objects are in fact obtained by combining three
quarks ( 6| ) or a quark and an antiquark ( 

 , 6

6 or u ), which correspond to baryons
and mesons. However, the existence of colourless objects with a quark configura-
tion different from p

p and ppp , which are known as exotic hadrons, is not excluded
in QCD. Therefore, exotic hadrons, such as glue-balls ( 6l6 , 6l6l6 ), hybrid mesons
( p

p$6 ) and others ( p

pp

p , pppp

p and so on), have been searched for since the early
days of QCD, but their existence has never been established beyond any doubt (see
for instance reference [8]). This thesis aims also to search for experimental proofs
of the existence of an exotic particle, the  pentaquark, which is hypothetically
made of four quarks and an antiquark ( hhkili

m ). The period between 2002 and 2003,
after the observation of such exotic state claimed by the LEP collaboration in Japan,
was characterised by an intense worldwide activity of research in this field and the
HERA-B collaboration participated providing relevant results.
This thesis is organised as follows. In chapter 1 we give an overview of the
theory of heavy quark production and subsequent formation of bound states in  A
collisions, with short paragraphs dedicated to theoretical models of exotic quark
configurations. An overview of the status of the experimental search for the  
pentaquark is also presented. Chapter 2 gives a description of the detector and
a summary of the main physics topics covered by the experiment. In chapter 3
the first level trigger is described in more details and its performance is studied in
terms of track efficiency for leptons produced in 
	 decays. A measurement of the
beauty production cross section is reported in chapter 4. Finally, in chapter 5, the
results of a search for the   exotic particle is presented.
Figure 1. Ingredients of the Standard Model (taken from reference [9]).
Chapter 1
Theory
Nothing left to do but cry (1985) - R. Benigni and M. Troisi
We overview the theory of heavy quark production and subsequent for-
mation of bound states in  A collisions, emphasising different aspects
of beauty production and charmonium formation. We also introduce
two models proposed to describe pentaquarks and give an overview of
the status of the experimental search for the  pentaquark.
1.1 Kinematics of nucleon-nucleon collisions
In the parton model, nucleons (protons and neutrons) are made of three valence
quarks and a sea of low momentum partons (quarks, antiquarks and gluons). A
collision between two nucleons is sketched in figure 1.1.
p

p


-


-




0j0
&
Figure 1.1. Production of a  bound state in nucleon-nucleon collisions. The vertical
dashed lines indicate an ideal separation in three subprocesses.
6 Theory
The parton four-momenta,  - and  , are the fractions  - and  of the nucleon
four-momenta (  - and   ), with  - ~ -  - and ~   . The energy in the
nucleon-nucleon centre of mass system is } m , with
m~

-


&

{ (1.1)
At HERA-B, we have } m~ !
{u
. The centre of mass energy in the
partonic system is given by
U
- 

&
¢¡

-
m
{ (1.2)
In order to create a particle of mass

, we must have  - mG£


. The kine-
matics of the final state particles in fixed target collisions is usually described in
terms of the  and  (Feynman-  ) variables, which are defined as
O¤¦¥ 

§



¨ ©%ª«
¤

¬®­ ¯±°
} m
¡

-³²
R0 (1.3)
where  § and  ¨ are the momentum components perpendicular to the momenta of
the colliding nucleons and ¬®­ ¯±° is the longitudinal momentum, in the nucleon-
nucleon centre of mass frame. An alternative to k is the rapidity ´ , defined as
´¤
!
 µ·¶¸º¹¼»

¬®­ ¯½°
»
²
¬®­ ¯½°¿¾
0 (1.4)
where
»
is the energy of the produced particle. The shape of the rapidity distribution
is invariant under a Lorentz transformation along the beam axis.
1.2 Factorisation theorem
The cross section of the process in figure 1.1 is calculated under the assumption
that the initial state, the hard scattering process and the final state can be factorised.
The factorisation is allowed only when the processes have different energy scales.
The energy scale of the initial state is ﬁEÀÁ
Â ( y  MeV), since it is dominated
by the dynamics of the partons inside the nucleons. The energy scale of the hard
scattering is given by the heavy quark mass ( Ã ), which is larger than ﬁ<ÀÁ
Â . The
factorisation of the initial state and hard parton scattering is known as factorisation
theorem [10], while the factorisation of the final state is not yet proven (section 1.6).
The formula used to calculate the heavy quark production cross section is
ÄÅ ÆÇÅkÈfÉ<ÊËÊ
Çm
&
~Ì
-
Í
°
ÈÎ|Ï
ﬃ
«

-
Ì
-
Í
°
ÈÎ|Ï
§
Æ
ﬃ
«
ÑÐ*Ò
­ ÓÔ
Å
Æ
Ò
½
-
&
Ô
Å
È
Ó
½
&ÖÕ×
Ä
Ò
Ó
ÉEÊËÊ
±
-
m
&
0
(1.5)
where Ø and Ù run over the light quarks and gluons,
Ô
Å Æ
Ò
and
Ô
ÅÑÈ
Ó
are the parton
density functions (PDFs) in the colliding nucleons ( Ú - and ÚÛ ) and ×Ä
Ò
Ó
É<ÊËÊ is the
hard parton scattering cross section.
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1.3 Hard parton scattering
The cross section
×
Ä
Ò
Ó
ÉEÊËÊ describes the probability to create a heavy quark pair p

p
in the interaction of two partons ( Ø and Ù ) of the colliding nucleons. In pQCD, ×Ä is
evaluated as a series in the strong coupling constant x ﬃ , truncating the series to a
certain power of x ﬃ ,
×
Ä
~ ÜÐ ÝÞßáà
Ý
x
Ý
ﬃ
{ (1.6)
The lowest order â at which calculations can be performed is called leading-
order. Calculations performed up to â  ! are indicated as next-to-leading-order
(NLO), those up to â   as next-to-next-to-leading-order (NNLO), and so on. The
smaller x ﬃ , the faster the series converges and the perturbative approach provides
more accurate results already at the lowest orders. At LO, the Feynman diagrams
for heavy quark production are p

p annihilation and gluon-gluon fusion (figure 1.2).
p

p
p

p
(a)
6
6
p

p
(b)
6
6
p

p
(c)
Figure 1.2. LO Feynman diagrams for  production:  annihilation (a) and gluon-gluon
fusion (b), (c). Diagram (c) also contributes with a permutation of the gluon lines.
Leading order cross section calculations are finite in pQCD. At higher orders,
however, divergences appear in the calculations. The diagrams that contribute to the
cross section at higher orders are gluon emission and loop diagrams (figure 1.3).
p

p
p

p
(a)
6
6
p

p
(b)
6
6
p

p
(c)
Figure 1.3. Examples of higher order Feynman diagrams for  production: gluon emission
in the initial (a) and final state (c) and loop diagram (b).
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The divergences are classified in three types: ultraviolet, infrared and collinear.
The ultraviolet divergence arises when internal loops are taken into account. The
momentum running around the loop goes to infinity and the calculations performed
to predict physical quantities lead to indeterminate results. The predictive power
of the theory is recovered by renormalising the coupling constant, which means to
incorporate all terms responsible for ultraviolet divergences in the definition of the
coupling constant. This procedure leads to a dependence of the coupling constant
with the renormalisation scale ã ,
x
ﬃ
*ã

&
y
!
ä

ŁŁ
²
åÑæ&
µ
ª
*ã

	ﬁÖÀÁ
Â

&
0 (1.7)
where
åæ
is the number of quark flavours running around in the loop. The scale
dependence of x ﬃ exhibits two important features of QCD: asymptotic freedom and
colour confinement. At large energy scales, x ﬃ is small and quarks and gluons be-
have as free particles (asymptotic freedom) which allows to use pQCD for theoret-
ical predictions. At low energy scales, x ﬃ becomes large, resulting in confinement
of quarks and gluons in colourless objects, called hadrons, as it is experimentally
observed (colour confinement).
The infrared divergences appear when the emission of soft gluons are included
in the calculation. These divergences cancel when the contributions of real and
virtual gluons are summed.
The collinear divergences are due to the emission of gluons at small angles with
respect to the quark momentum. In a procedure similar to renormalisation, the
collinear divergences are absorbed in the definition of the parton density functions
(PDFs). As a consequence, a factorisation scale ãèç appears in equation (1.5), where
Ô
± 0®ãç
&
takes the place of
Ô
½
&
. The hard parton scattering cross section thus
depends on two scales, which are arbitrary parameters needed to perform finite
calculations in pQCD. For the sake of simplicity, they are frequently chosen to
be equal ( ãé~êãëç ). Although the physical cross section does not depend on the
renormalisation scale, a scale dependence might appear in finite order calculations.
The higher the order of the calculation, the weaker is the scale dependence. In heavy
quark production, ã is the heavy quark mass and the variation of the result with ã
is taken as an estimate of the theoretical uncertainty. The value of the coupling
constant at the beauty and charm masses ( x ﬃ   ¯ & ~ {ŁŁ , x ﬃ  Gì& ~ { ! [11])
suggests that for beauty production pQCD calculations are reliable, while for charm
production non-perturbative effects might play a more important role.
1.4 Parton density functions
In the parton model, a beam of hadrons is equivalent to a beam of partons with longi-
tudinal momentum distribution given by the PDFs
Ô
½ 0®ã
&
. Specifically,
Ô
½ 0®ã
&
«

is the probability to find a parton with momentum between 
 and ±  « 
&
 . The
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analytical form of the PDFs cannot be calculated in pQCD because they are de-
termined by low energy processes (the dynamics of partons inside the nucleon).
However, QCD is able to predict their scale dependence (DGLAP equations [12]).
If the factorisation theorem is valid, then the PDFs can be considered as universal
functions and the value at HERA-B can be extrapolated from that obtained in other
experiments at different energy scales (deep inelastic proton-electron scattering).
The fits to the data are performed with different methods by several groups, such
as the CTEQ5 (Coordinated Theoretical Experimental project on QCD) [13], the
MRST (Martin, Roberts, Stirling, Thorne) [14] and the GRV98 (Glück, Reya, Vogt)
[15]. The variation of the cross section with the set of parton density functions gives
an estimate of the theoretical uncertainty.
1.5 The beauty cross section
The beauty production mechanism at HERA-B is dominated by gluon-gluon fusion
(see figure 1.2(c)), which accounts for about %
í of the total cross section [16]. The
contribution of quark-gluon scattering is at the level of a few percent [17]. NLO cal-
culations in pQCD of the beauty cross section exist (see reference [17, 18]) but they
are not sufficiently accurate since the correction factors at NLO with respect to LO
are large (almost a factor  ). Therefore, calculations at higher order are necessary.
A complication arises when the production takes place near the kinematic threshold
(  - m ¡    ), as it happens for beauty at HERA-B. The coefficients of the series
in equation (1.6), in fact, can be written as
à
Ý
~
Ý
,

Ð î®Þ

àï
Ý
,

,
îYð
Ý
µñ¶¸
Ý
,

,
î
¹
!
²





-
m¾
{ (1.8)
where the logarithmic terms, which we shall label ò , are associated with the emis-
sion of soft gluons. The logarithmic terms become large near the kinematic thresh-
old, where the convergence of the series is slowed down [16, 19]. The predictive
power of the theory is recovered by keeping only some of the logarithmic terms
in equation (1.8), and rearranging the series in equation (1.6) in such a way that
it can be summed. This procedure is called “resummation”, which is a short-hand
for all order summation of potentially large terms in perturbation theory [20]. The
meaning of resummation becomes clear when one rewrites schematically the cross
section as a function of x ﬃ and the potentially large logarithmic terms ò [20],
×
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
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
ò


ò

!
&
÷öRöRö
{ (1.9)
The presence of ò  corresponds to the simultaneous emission of soft and collinear
gluons. The resummed form of the cross section can be written as
×
Ä
~ùøúÇx
ﬃ
&ÖÕûVü|ýèþ
òß6
-
Çx
ﬃ
ò
&

6$*x
ﬃ
ò
&

x
ﬃ
6
ô
Çx
ﬃ
ò
&
÷öRöRö /
Çx
ﬃ
&V{ (1.10)
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The terms 6
Ò
are functions of x ﬃ ò and can be computed. The terms øúÇx ﬃ
&
and

Çx
ﬃ
&
are series in x ﬃ without logarithmic terms, which means, presumably, better
behaviour [20]. Calculations up to 6 - are indicated as leading-logarithm (LL), those
up to 6% as next-to-leading-logarithm (NLL), and so on. An advantage of resumma-
tion is that the dependence on the logarithm moves into the exponent, as a series in
Çx
ﬃ
ò
&
, which is under better control compared to equation (1.6). The exponential
form appearing in the resummation formula reflects the fact that independent gluon
emissions follow a Poisson statistics. The bottleneck of this procedure is that singu-
larities, which are not present in finite order calculations, might appear in all-order
resummation. However, these singularities can be usually handled.
At the moment two methods have been used to improve the NLO calculation
of the heavy quark production cross section. Bonciani et al. [19] calculated NLL
corrections at all orders of perturbation theory and added the result to the NLO cross
section. Kidonakis et al. performed the calculation including terms up NLO order
and adding corrections at NNLL-NNLO [16] and NNNLL-NNLO [21]. The scale
dependence of the beauty cross section, as calculated by Bonciani et al., shows that
the theoretical prediction becomes less dependent on the choice of the scale when
NLL contributions are included into the calculations (figure 1.4).
Figure 1.4. Beauty cross section dependence on the energy scale W (from reference [19]) for
LO, NLO and NLO+NLL calculations when the centre of mass energy of the  collision
is close to that of HERA-B and the MRSR2 PDFs are taken. Including NLL contributions,
the theoretical prediction becomes less dependent on the choice of the energy scale.
After resummation, the theoretical prediction is still affected by a large uncer-
tainty, due to the unknown  quark mass and the scale dependence (figure 1.5).
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Figure 1.5. Beauty cross section per nucleon as a function of the proton energy in fixed
target  A collisions, as predicted by Bonciani et al.[19] and Kidonakis et al.[21]. The pre-
dicted curves are accompanied by an upper and a lower curve accounting for the uncertainty
in the calculations. The three available experimental results are superimposed.
The theoretical predictions of Ä  Ë  at the HERA-B energy (
}
m~ !
{M ) are
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The value (1.11) is obtained at NLO+NLL order, with the updated MRST parton
distributions. The value (1.12) is obtained at NLLO+NNLL order, with the CTEQ5
parton distributions. The values (1.13) and (1.14) are obtained at NLLO+NNNLL
order, with the MRST and GRV98 parton distributions. Three measurements on Ä  Ë 
are available from fixed target  A collisions (Tab.1.1). Those at the same energy are
incompatible with each other [7, 6]. The measurement provided by the HERA-B
collaboration is in agreement with the theoretical prediction.
Experiment Year Target Proton Energy [GeV]   Ë  [ = ]
E789 [7] 1995 Au N?HRH B%Aa
[
@?ACB
[
@?AC>
E771 [6] 1999 Si N?HRH F>  ﬀ,-

[
a
HERA-B[22] 2002/5 C/Ti/W _R;?H @®F
AC_
[
;%AC;
[
;%A F
Table 1.1. Measurements of   Ë  at HERA-B and Fermilab experiments in  A collisions.
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1.6 Hadronisation
Hadronisation is the mechanism by which quarks and gluons form the hadrons ob-
served in the final state. Due to the low energy scale involved, pQCD cannot be
used to describe the transition from quarks and gluons to hadrons. Therefore, the
hadronisation process is parameterised with phenomenological models. We will
discuss the methods used to describe the hadronisation in two cases: open beauty
and charmonium production (with special focus on 
	 ).
1.6.1 Fragmentation of ﬁ quarks
In the hadronisation process, quarks lose part of their energy in fragmentation. The
fragmentation function
Ô
Å
ﬂ
 ﬃ
&
is the probability to create a hadron ( Ú ) with a frac-
tion ﬃ of the energy of the parton  . Two proposed parameterisations are the Peter-
son and Kartvelshvili functions,
Ô
Å
ﬂ
 ﬃ
&
~!ﬃ"j"!
²
ﬃ
&
©%ª« (1.15)
Ô
Å
ﬂ
 ﬃ
&
~
!
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¹
!
²
!
ﬃ
² #
!
²
ﬃë¾
(1.16)
respectively, where x and
#
are parameters extracted from the fit to the data. The 
fragmentation function extracted from $%$
,
collisions is shown in figure 1.6 [23].
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Figure 1.6. ALEPH results on d fragmentation as a function of the & meson energy ( ')( ).
The data and the fits with the Peterson and Kartvelshvili functions are shown.
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1.6.2 Charmonium production
Most of the n

n pairs produced in hard scattering hadronise into open charm mesons.
Only a small fraction of n

n pairs will form a bound state (charmonium). The dif-
ferent charmonium states are characterized by their quantum numbers: the radial
number
å
, the orbital angular momentum ò , the spin * and the total momentum + .
The orbital angular momentum is usually denoted with letters, namely ,j0-<0. , for
ò~

0?!%0

respectively. The angular momentum determines the eigenvalues under
parity and charge conjugation symmetry,
ø ~
²
!
&ﬀ/
10

~4
²
!
&2/

-
{ (1.17)
The names used to refer to the charmonium states are listed in table 1.2.
State 3%¯
å
,
&

å
,
& 4
¯
å
-
& 5
¯ 6
å
-
&
+87:9

,
 !
,,
!R
,
+ë
Table 1.2. Names and quantum numbers of charmonium states. The ;=< @?>@ is usually
denoted by A%=B; , whereas the ;C<±;>@ is also known as ;ED .
The charmonium cross section has an expression similar to equation (1.5),
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(1.18)
The hadronic cross section
×
Ä
Ò
Ó
ÉEÅ is the probability to create the final state
hadron Ú , starting from the partons Ø and Ù . It is calculated factorising the hard par-
ton scattering and the hadronisation processes. Since the hadronisation energy scale
is close to that of the hard parton scattering, the validity of the factorisation is not
obvious. The energy scales involved in the formation of heavy quark bound states
(quarkonia) are the quark mass (  ), momentum ( GF ) and kinetic energy ( -

GF
 ),
where
F
is the velocity of the quarks in the quarkonium rest frame ( F  ¡ {Ł for
charmonium [11]). In order to describe the hadronisation, different phenomenolog-
ical models have been proposed with different hypothesis on the factorisation. We
introduce three models used to describe the production of charmonium, which are
of interest for the work presented in this thesis.
1.6.3 The colour evaporation model
The first colour evaporation model (CEM) [24] was proposed in 1977, right after
the discovery of the 
	 . A more recent review can be found in reference [25].
In this model, the hadronic production cross section is factorised in the product of
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the coloured p

p quark pair and the subsequent evolution into a colour-singlet bound
state. The transition probability is independent of the colour and the spin of the
primary quark pair since it takes place by emission of soft gluons, which neutralize
the initial colour configuration. If the hadronic final state Ú is charmonium, than the
hadronic cross section ( ×Ä
Ò
Ó
ÉEÅ ) is obtained by integrating the hard parton scattering
cross section ( ×Ä
Ò
Ó
É<ÊËÊ in equation (1.5)) from the kinematic limit   
¯
to the threshold
for open charm production 

 H
,
×
Ä
Ò
Ó
ÉEÅ
~JI
Å
Ì
Í
°
ÈK
Í
°
È
L
«


×
Ä
Ò
Ó
É<ÊËÊ

O&
«


0 (1.19)
where I
Å
is a constant. Many predictions of the CEM disagree with the results
obtained in 

 collisions at the Tevatron. The basic prediction of the CEM is that
the ratio of cross sections for two charmonium states should be constant for all
production processes. This is in contrast with the observation that the ratio of cross
sections for 
	 and
5
¯ in photo-production and hadro-production are different
[26]. Another prediction contradicted by experiments is the polarisation. The CEM
predicts that the inclusive charmonium production does not depend on the spin of
the p

p pair. Therefore, charmonium should be unpolarised, which is in contrast with
the observation of 
	 polarisation [26].
1.6.4 The colour singlet model
In the colour singlet model (CSM) [27, 28] it is assumed that the hadron, which is
a colour-singlet, can be formed only when the p

p pair is created in a colour-singlet
state with the correct angular momentum quantum numbers. For the conservation
of ø -parity in the strong process, the 
	 must be accompanied by a gluon in the
final state. Therefore, the leading order diagram for 
	 production is Me*x
ô
ﬃ
& (see
figure 1.7). A Feynman diagram with a third gluon in the initial state, rather than
in the final state, is still leading order in x ﬃ but is suppressed by the requirement of
another gluon originating from the colliding nucleons (power suppressed).
J/ψ
Figure 1.7. Leading order diagram for A=B; production in CSM.
The hadronic cross section is obtained as product of the cross section for the
production of a quark pair p

p with quantum numbers
å ( ×Ä
Ò
Ó
É<ÊËÊN O?P ) and the square of
the radial wave function at the origin,
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This is a factorisation formula, obtained under the assumption that the binding of
the p

p pair at low energy can be treated separately from the production mechanism
at high energy. The radial wave function at the origin can be obtained either from
the Schrödinger equation with a potential model, or from the measurement of the
decay width into leptons. Contrary to the CEM, the CSM is able to predict the
production cross section. Leading order calculations of the 
	 cross section in the
CSM disagree with the data provided by CDF [29]. As it can be seen in figure 1.8,
higher order processes, such as gluon fragmentation, are needed to make the shape
of the CSM prediction compatible with the data.
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BR(J/ψ→µ+µ-) dσ(pp_→J/ψ+X)/dpT (nb/GeV)
√s =1.8 TeV; |η| < 0.6
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colour-octet 1S0 + 
3PJ
colour-octet 3S1
LO colour-singlet
colour-singlet frag.
Figure 1.8. Differential A%=B; production cross section as a function of   [26]. The data
points are CDF measurements, the dotted curve represents the prediction of the CSM model,
the solid curve is a NRQCD fit (see next section), while the other curves are individual
colour-octet contributions.
The absolute value of the cross section is still underestimated. A better descrip-
tion is obtained including contributions from colour-octet states. Such states are
produced at the time scale of heavy quark production ( !$	  Ê ) and become colour-
less later, at the time scale of quarkonium production ( !$	  Ê F ), giving a substantial
contribution to the total quarkonium production cross section.
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1.6.5 Non-relativistic QCD
In order to include contributions from colour-octet states, a more formal approach
was proposed in 1985, in the framework of a non relativistic quantum field the-
ory, known as Non Relativistic QCD (NRQCD) [30]. It is an effective field theory
in which quarks move at non-relativistic velocities
F
in the quarkonium rest frame
(potential model calculations give F  ¡ {Ł for charmonium). In the NRQCD fac-
torisation approach, the hadronic cross section is written as
×
Ä
Ò
Ó
ÉEÅ
~éÐ
O
×
Ä
Ò
Ó
É<ÊËÊRN O?PS
M
Å
þ å
 UT
0 (1.21)
where
×
Ä
Ò
Ó
É<ÊËÊN O?P is the hard parton scattering cross section already defined in equa-
tion (1.20) and S M
Å
þ å
 UT are matrix elements which describe the probability that the
quark pair forms a bound state. A formal proof of the NRQCD factorisation does
not exist, but it has been recently shown that it holds up to two loops for high-k
quarkonium production [31]. The matrix elements cannot be computed in pQCD
and they are considered to be universal. The predictive power of NRQCD is due to
the fact that the matrix elements obey a velocity scaling rule [32],
S
M
Å
þ å
 UTWV
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æ
ï
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­
Å
ð
0 (1.22)
where
Ô
is a function of the quantum numbers
å
and the final state Ú [33]. This
allows to evaluate the hadronic cross section as a double series in x ﬃ and
F
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providing a similar framework as pQCD for the evaluation of the quark production
cross section. For charmonium production, this is a slowly convergent series due
to the fact that the mass of the n quark is not too large and the velocity
F
is not so
small. Therefore, one has to add many matrix elements in order to have an accurate
cross section calculation (some of them can be expressed in terms of the others by
using heavy quark spin symmetry [34]). As for the calculation of Ä  Ë  in pQCD, the
occurrence of large logarithms can make the series to converge even slower.
Despite the success of NRQCD in describing the CDF data on charmonium pro-
duction (figure 1.8), the validity of this theory is still debated. The fact that matrix
elements are extracted from fits to data implies that the uncertainties are quite large
and are affected by the choice of a specific set of PDFs of the colliding particles.
Furthermore, NRQCD is not able to account for some experimental results. The
assumption of universality is contradicted by the fact that different values of the
colour-octet matrix elements are extracted in 

 collisions at the Tevatron and in
:$ collisions at HERA. NRQCD predicts the polarisation of 
	 at high- , which
was not observed in CDF data [35].
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1.7 Nuclear effects
We have described the kinematics of nucleon-nucleon collisions treating the nucle-
ons as independent objects. However, the target nucleons in HERA-B are part of
nuclei, and one has to take into account possible effects of the surrounding nuclear
matter on the bare nucleon-nucleon cross section. The proton-nucleus cross section
( Ä ﬂYX ) is usually factorised in the product of the cross section per proton-nucleon
interaction ( Ä ﬂBZ ) and a power law of the atomic weight ( [
"
),
Ä
ﬂ?X
~
Ä
ﬂ?Z
ö
[\"
{ (1.24)
The probability that processes with large cross sections occur is expected to
grow with the surface of the nucleus. Since the dependence of the surface on the
number of nucleons is [ 
Ï
ô
, the same dependence is expected for the cross section.
This expectation is confirmed by the observation that the inelastic cross section
grows as [R] 
-
. Rare processes, such as quarkonium production, are expected to
grow with the volume of the nucleus. Since the volume is proportional to the num-
ber of nucleons, the cross section for rare processes is expected to grow with [ .
For 
	 production, the value of x has been measured with high precision as a
function of  and  by the E866 collaboration at a centre of mass energy similar
to that of HERA-B but in a smaller acceptance ( {_^ k ^ { ),
x(~
{
+
 {
!
þ
36  
{ (1.25)
Nuclear effects are usually separated into initial and final state effects. A de-
scription of nuclear effects in nucleon-nucleon interactions can be found in refer-
ence [37, 38]. Initial state effects concern the parton density functions inside the
target and the incident nucleons. Deep inelastic scattering experiments show that
partons in a single proton have a different distribution when the proton is inside the
nucleus (nuclear shadowing). Incident partons can also be affected by the nuclear
environment. Multiple scattering in the nuclear matter, in fact, leads to energy loss
and broadening of the transverse momentum distribution of the projectile partons.
Final state effects take place after the hard scattering process. Once the p

p pair is
formed, the evolution into a bound state can be affected by the presence of nuclear
matter. At HERA-B, most of the 
	 are formed outside the nuclear matter [38].
Inside the nuclear matter, the pre-meson p

p pair is subject to interactions similar to
those affecting the incident partons which can lead to a dissociation of the quark pair
and a subsequent reduced probability to form the 
	 (nuclear suppression). Once
the 
	 is formed, the interactions with other particles produced in the interaction
can cause a dissociation of the bound state (co-mover suppression).
The study of nuclear effects is interesting since theoretical models on charmo-
nium formation give different predictions. Furthermore, the understanding of nu-
clear effects in nucleon-nucleon collisions is the basis for the study of nuclear effects
in nucleus-nucleus collisions, where quarks are expected to form a deconfined state
of matter called the Quark-Gluon-Plasma (QGP).
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1.8 The `badc cross section in NRQCD
The colour-octet matrix elements extracted from the CDF data [39] and the colour-
singlet matrix elements taken from potential models [40, 41] have recently been
used to perform a global fit to all data available in charmonium production in 
collisions and fixed target experiments [42]. The result of the fit as a function of the
centre of mass energy for 
	 production is reported in figure 1.9, when the value
of x ﬃ presented in the previous section ( x ~ |{ +  |{ ! ) is used.
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Figure 1.9. Experimental values of the A%=B; cross section as a function of the centre of mass
energy. A fit performed on the basis of NRQCD calculations is superimposed [42]. The dot-
dashed line indicates the NRQCD prediction without any colour-octet. The continuous line
is the result of a fit including colour-octet contributions. The two dotted lines refer to the
uncertainty in the fit.
The 
	 cross section per nucleon at HERA-B ( } m ~÷! { ) results in
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The main uncertainty is systematic and has been evaluated by changing the set
of fitted data points, the energy scale and the set of parton density functions. Within
the HERA-B acceptance, the 
	 cross section is
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1.9 Light hadrons
QCD successfully accounts for many fundamental properties observed in experi-
ments (asymptotic freedom, colour confinement etc.). At high energy scales, QCD
has been tested to a high level of accuracy in its perturbative version, while in the
low energy regime, where QCD is non-perturbative, calculations can only be per-
formed with lattice simulations. Since the application of lattice QCD is limited
by the demand of computing power, hadron spectra, as well as other low energy
processes, are often described with phenomenological models. One of the most
successful is the quark model.
According to the quark model, hadrons are grouped in two families of colour
singlet objects called mesons and baryons. Mesons have a p

p quark configuration
and integer spin. Baryons have a ppp quark configuration and half-integer spin.
They are grouped in multiplets. The multiplets can be obtained by assuming that
the Hamiltonian of the strong interaction is invariant under certain transformations,
like rotations in the ordinary space or in the space of quark flavours [43]. For
instance, asking that the Hamiltonian is invariant under a rotation in the space of
the h 0Yi0Vm flavours generates the multiplet containing protons, e and f states, but
with all states degenerate at the same mass. Introducing some degree of symmetry
breaking, like a difference in mass between h 0Yi and m , allows to reproduce the
observed hadron spectrum. In figure 1.10 we show the octet ( +g7~ -

 ) and decuplet
( +874~
ô

 ) of baryons in the h - i
ô
plane, where h is the hypercharge, which is
defined as the sum of the baryon and strange quantum numbers, and i
ô
is the third
component of the isospin.
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Figure 1.10. Octet and decuplet of baryons in the j - k
ô
plane.
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1.10 Theoretical models for pentaquarks
The existence of hadrons with exotic quark configurations (those different from
p

p and ppp ) is not excluded in QCD, under the condition that hadrons are colour
singlets. Therefore, exotic hadrons, such as glue-balls ( 6l6 , 6l6l6 ), hybrid mesons
( p

p$6 ) and others ( p

pp

p , pppp

p and so on), have been searched for since the early
days of QCD, but their existence has never been established beyond any doubt (see
for instance reference [8]).
In
%

, the LEPS collaboration at SPring-8 claimed the observation of a state
with the pentaquark configuration hhjili

m , labelled ¿õ"!R#

& [44]. Due to its posi-
tive strangeness ( * ~ ! ), this pentaquark should be copiously produced by scatter-
ing kaons on a proton or deuteron target and should undergo a strong kaon-nucleon
decay, since it is energetically allowed. However, the hadron spectroscopy in kaon-
nucleon scattering experiments has been subject of intense studies in the past and
such state has never been observed [2]. Early theories were based on a straight-
forward extension of QCD and predicted the existence of pentaquarks at masses
larger than
 u
	
n

. It has been argued that the fact that all experimental efforts
were concentrated at masses larger than
 u
	
n
 diverted the attention from the
detection of possible lower mass resonances [45].
Due to the renewed interest in this field, the first theoretical study of pentaquarks
based on a lattice simulation have been recently reported [46]. The result is the
absence of pentaquarks with +l7 ~
-

 and i~

0 ! . In the following, we discuss
two theoretical models proposed to account for pentaquarks.
1.10.1 Chiral soliton model
In !R++

, Diakonov et al.[47] predicted the existence of a pentaquark having a width
smaller than !$#nm
u
	
n

and a mass of !$#
Ł
m
u
	
n

, within the framework of
the chiral soliton model1. The predicted pentaquark has baryon number o ~ ! ,
strangeness * ~! , hypercharge h ~

, third component of the isospin i
ô
~

and
spin-parity +87~
-


.
Contrary to QCD, the chiral soliton model is an effective theory dominated by
pseudoscalar mesons, the Goldstone modes of QCD. These allow topologically sta-
ble soliton solutions. The first model based on the idea of the solitons was proposed
by Skyrme in 1963 [49]. After the introduction of quarks, the consistency of the
soliton picture with QCD at low energy scale was proven [50] [51]. In the chiral
soliton model, baryons are interpreted as different rotational states of the same phys-
ical object. The first two rotational states correspond to the octet and decuplet of
the observed baryon mass spectrum. With only symmetry considerations, it relates
the characteristics of the members of the octet and the decuplet.
1After the observation claimed by the LEPS collaboration, the state predicted by Diakonov has
been named prq%s½qRtVvBuwv . In a recent note, Jaffe [48] pointed out that the estimate of the width by
Diakonov et al. is not correct, due to an arithmetic error. The correct value is x < wBuzy|{}~ .
1.10 Theoretical models for pentaquarks 21
One of the most striking successes of the model is the Guadagnini formula [52]
which relates the mass splitting inside the decuplet with that inside the octet,
)
G
1W
&

Ł%Ł
~ !!


)
ŁR{ (1.28)
This formula is experimentally verified within !
í
accuracy. Diakonov et al.
proposed that the õì!$#
&
is the lightest member of the antidecuplet correspond-
ing to the third rotational state of the chiral soliton model (figure 1.11).
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Figure 1.11. The antidecuplet of pentaquarks predicted by Diakonov et al. in the j - k
ôplane [47]. The states at the corners of the triangle exhibit an exotic quark configuration.
The state labelled 

has a 9/9
LL

\ configuration and has the lowest mass.
The only members with an exotic quark configuration are those on the corners of
the antidecuplet. Following symmetry considerations, the value of the mass splitting
in the antidecuplet can be obtained,

~4!?)

m
{ (1.29)
The absolute value of the mass depends on the moment of inertia of the rotating
object and is model dependent. Therefore, Diakonov et al. preferred to fix the mass
by identifying one of the member of the multiplet with the conventional  ì!

!

&
resonance. The narrow width of the õì!$#

&
comes from the cancellation of
the coupling constant in the LO, NLO and NNLO of the perturbative expansion
in the number of quark colours ( ﬀ¯ ). However, in reference [53], it was pointed out
that the perturbative treatment in ﬀ¯ cannot be used to predict the existence of the
õì!$#
&
while it can still be useful to describe the relations between the members
of the antidecuplet, once their existence would be experimentally established.
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1.10.2 Diquark model
In
Ł
, Jaffe and Wilczek [54] proposed that the ¿ß"!$# 
& is a bound state of a
strange antiquark and two highly correlated scalar ( +~  ) hji quark pairs. They
proposed that there exists a strong correlation between light quarks when they are in
the antisymmetric flavour, colour, isospin and spin configuration [54]. The lighter
the quarks, the stronger is the correlation. This helps the light quark pair to form
a diquark. The pentaquark antidecuplet is accompanied by an almost degenerate
octet, which also mixes with the antidecuplet. The resulting pentaquark antidecuplet
and octet have +%7~
-


0
ô

 (figure 1.12).
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Figure 1.12. The antidecuplet and overlapping octet of pentaquark baryons predicted by
Jaffe and Wilczek in the j - k
ô
plane [54].
Therefore, contrary to the chiral soliton model, the diquark model predicts the
existence of pentaquark partners of the +l7 ~
-

 antidecuplet with a larger angular
momentum and, as a consequence, a larger mass. In addition, the   ì!$#

&
does
not result the lightest pentaquark. The mixing between the octet and the antidecuplet
produces two states, one below and the other above the   ì!$#

&
mass (in figure
1.12 they are labelled û and ﬃ , respectively). With the õì!$# 
& mass as input,
the ﬃ mass is about !

!

m

	
n

, while the lighter  is identified with the Roper
resonance [54]. This is a well established “four stars” (****) state having a width
of about

#

m
u
	
n

, which is much larger than the claimed width of the ¿ß"!$#

&
.
No explanation is provided in reference [54] for the simultaneous existence of two
pentaquarks with such different widths. Finally, both chiral soliton and diquark
models predict pentaquarks with positive parity. However, in the diquark model
there is room for additional states with negative parity. The experimental proof of
the absence of such states would clearly invalidate the diquark model.
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1.11 The claim for pentaquark
When the work of Diakonov in !R++

appeared [47], the experimental search for
pentaquarks had a new life. He predicted the existence of an exotic strange particle
with a mass of !$#
Ł
m

	
n

and a width smaller than !$#m
u
	
n

, decaying into a
kaon and a nucleon. He proposed to search for it in photo-production experiments,
since the initial state photon already carries a portion of strange quark. The first
observation of a narrow signal around !
{
#

	
n
 in the kaon-nucleon system was
claimed by the LEPS collaboration in
% [44], employing an electromagnetic
probe on a carbon target (
»
°g
§
~
/{
 GeV). The claimed signal at the invariant
mass !$#

!

ﬃ



#
ﬃ½¨®ﬃ
m

	
n

, with an estimated significance of 
{
!
Ä and
a width less than

#\m
u
	
n

, is reported in figure 1.13(a).
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Figure 1.13. The left plot shows the  - 

invariant mass in K
-
?



,
reactions
(solid histogram) at SPring-8. The dash histogram represents the background estimated with
a hydrogen target. The right plot shows the  - 

invariant mass in K  


,


reactions at CLAS, when  ¡E¢¤£ HA¦¥ and w
§
¢©¨ HACN . The fits of signal and back-
ground are superimposed. The inset shows the same spectrum for all values of  ¡ ¢ .
Following the LEPS announcement, the CLAS collaboration searched for the
reaction 1lGª ﬂ(Ñﬂ
,
ä
õ«
&
in photoproduction data taken with a photon energy
between 
{
) and #
{
 GeV on a hydrogen target [55]. The claimed signal at the
invariant mass !R###
 
ﬃ



!

ﬃ½¨®ﬃ
m

	
n

, with an estimated significance of ) Ä
and a width less than
Ł
#¬m
u
	
n

, is reported in figure 1.13(b). The signal claimed
by the CLAS collaboration looks interesting. However, the analysis cuts used to
isolate the signal raise doubts. The angle between the ﬂ  and the photon beam in
the centre of mass system is such that 	 ¶®­:¯ ¡E¢
^ù{
. A similar cut is also applied
to the
ä
 ( 	 ¶®­:¯ 
§
¢
£
{
) ). Since these angles might be correlated with the invariant
mass, similar cuts could produce fake structures. In addition, a general concern in
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the search for resonances in the  mass region is the possibility that fake structures
are produced either by kinematical reflections of low mass resonances [56] or by the
presence of tracks clones [57].
After the claims of LEPS and CLAS, old data on kaon-nucleon scattering were
reanalysed to shed some light on the low mass region [58]. The conclusion of these
studies was that the existence of the reported õ"!$#

&
is excluded for widths larger
than !m
u
	
n

, while the lack of statistics did not allow any conclusion for smaller
widths. Since then, there was a shower of reports on the observation of narrow
structures in the
å
- ﬂ  [59] and in the  - ﬂ ﬃ mass spectrum [60, 61, 62, 63, 64, 65].
As a consequence, the   "!R#

&
pentaquark was included in the PDG of
%
 as a
“three stars” (***) resonance [2].
Two experiments reported about other possible candidates of the mass decuplet
predicted by Diakonov. The NA49 collaboration claimed the observation of a dou-
bly strange resonance at !R)


m

	
n
 [66] in  collisions that was interpreted as
the f
,,
member of the pentaquark decuplet. However, old hyperon beam data pro-
duced to study f spectroscopy, were reanalysed and no evidence of a new exotic
resonance was reported [67, 68], even though they relied on a larger sample of the
classical fß-°
ô

state. The NA49 collaboration also reported the absence of exotic
signals in the
å
ﬂ system. The H1 collaboration at HERA reported a narrow signal
in the :±  system [69], which was interpreted as a member of the charm pentaquark
multiplet. However, the ZEUS experiment, which is installed on the same beam line
and is to large extents similar to H1, did not observe the exotic charmed resonance.
Another inconsistency between the two experiments was that ZEUS claimed a sig-
nal in the  - ﬂ ﬃ channel, which H1 could not see. After that, many experiments with
large statistics data in  ,  A and $ 8$
,
collisions did not confirm the existence of
the ß"!$#

&
pentaquark [70, 71, 72, 73, 74]2.
Question of the mass and the width
The masses of the claimed signals is spread in a range of !

m
u
	
n

, despite the
accuracy with which some experiments are able to resolve masses. It could be that
each experiment is looking at different particles of a pentaquark multiplet, but in this
case one should understand why these particles prefer to appear in one experiments
rather than the others. Another debated argument is the width. As all strong decays,
 is expected to have a large width as well. The model introduced in section 1.9
accounts for the small width with a small overlap between the initial and final wave
functions. In this controversial context, the HERA-B collaboration also performed
a search for narrow signals in the  - ﬂ ﬃ system.
2Recently, the CLAS collaboration performed the first high statistics photoproduction experiment
dedicated to the search for prq³²µ´¶¬q decays in the reaction ·¹¸º² »¶¬¼2¶¬q
´ , with a high mass
resolution detector ( ½G¾©¿dyÀ{2}~ ) [75]. In contrast with their previous observation, no structure
could be identified between q?Á v and ¿Á ¿gÂÃ{2}~Ä2 .
Chapter 2
The HERA-B Experiment
The legend of the holy drinker (1988) - E. Olmi
HERA-B was a fixed target experiment that used the +

GeV proton
beam of the HERA accelerator at DESY in Hamburg. We describe the
detector and the main physics topics covered by the experiment.
2.1 A brief historic introduction
The HERA-B experiment was proposed in !?++% to study the violation of ø  sym-
metry in neutral o meson decays oÛ=ª 
	¢ﬂûﬃ [76, 77]. Compared to inelastic  A
collisions, the occurrence of such decays is suppressed by a factor !

,-f-
. Therefore,
a highly selective trigger was built to identify dilepton decays of the 
	 mesons.
The commissioning of the detector was completed only in
%%

. This was due
to a prolonged effort required to improve the performance of the tracking system,
strongly affecting the trigger [78]. By that time, it was clear that the two competitor
experiments, Belle [79] and BaBar [80], were going to perform the same measure-
ment in $  $
,
collisions at the Å ½lm
&
energy, where a clean and abundant production
of o mesons could guarantee a larger accuracy.
The physics program of the experiment was modified to cover different aspects
of heavy quark production in  A interactions. In particular, the large acceptance of
the detector, the high spatial resolution for primary and secondary vertices, the se-
lective dilepton trigger and the multi-target operation make the experiment suitable
for the study of many interesting topics [81, 82].
Data-taking started in October
%%

and lasted only for # months, since a long
shut-down of the accelerator was performed in order to improve the performance
of the colliding beam experiments installed on the same beam line. After the long
shut-down, the HERA-B experiment was terminated.
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2.2 Accelerator
The HERA-B detector was installed in the HERA (Hadron Elektron RingAnlage)
accelerator at DESY in Hamburg. The accelerator is a storage ring for protons of
+
%
GeV and electrons or positrons of
|{
# GeV with a circumference of about

km. Particles are injected after a series of pre-acceleration steps (figure 2.1).
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Figure 2.1. The HERA accelerator at DESY in Hamburg. The left picture shows the loca-
tion of the four experiments installed at HERA. The right picture shows the pre-acceleration
steps used to fill the main storage ring. Protons are guided by superconducting magnets
while electrons are guided by normal conducting magnets.
The storage ring can accept

bunches of about !

-f-
protons. The filling
scheme at HERA foresees that only !R)

bunches are usually filled. Since the
time between two bunches is +

ns, the average rate of proton bunches crossing
the HERA-B detector is about !

MHz.
Four experiments are installed in the accelerator. Two colliding beam exper-
iments, ZEUS [83] and H1 [84], explore deep inelastic scattering of protons and
electrons in order to study the proton structure functions. One fixed target experi-
ment, HERMES [85], studies the spin structure of the nucleons by scattering longi-
tudinally polarised electrons on polarised hydrogen and deuterium gas targets. Fi-
nally, the HERA-B experiment [76] investigates the interaction of the proton beam
halo with targets of different materials in order to study the production of beauty
and charm hadrons at a centre of mass energy of } m~ !
{ u
.
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2.3 Detector layout
The HERA-B detector [77] is a forward spectrometer with large acceptance used to
reconstruct charged particle tracks produced in the interaction of +
%
GeV protons
with fixed wire targets of different materials (figure 2.2).
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Figure 2.2. Plan view of the HERA-B detector.
The spectrometer is built around a dipole magnet. It consists of several track-
ing stations which are used to reconstruct particle trajectories and to evaluate their
momenta. It is about

m long and covers the solid angle from !$# to
%%
mrad in
the bending plane ( Æﬃ ) and from !$# to !  mrad in the ´ﬃ plane. This angle in the
laboratory frame approximately corresponds to +

í
of the solid angle in the centre
of mass system of the proton-nucleon interactions.
In front of the magnet, the silicon vertex detector (VDS) is used to reconstruct
primary and secondary vertices with a high spatial resolution. Behind the mag-
net, the main tracking system consists of two subsystems with different granularity
which are used to reconstruct particle tracks in the inner (ITR) and the outer (OTR)
region of the detector with respect to the proton beam pipe. Particle identification is
performed with three subsystems. A ˇCerenkov detector (RICH) is located between
two sets of tracking stations and allows the identify protons and kaons over a large
range of momenta. An electromagnetic calorimeter (ECAL) is located behind the
tracking stations and is used to identify electrons and photons. Finally, at the very
end of the detector, a sandwich of muon chambers (MUON) and iron absorbers are
used for muon identification. The iron absorbers help to suppress background in the
muon identification since they shield all particles but muons.
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2.4 Target stations
The HERA-B detector is designed to reconstruct charged particle tracks produced
in the interaction of a proton beam with fixed target wires. The targets are inserted
in the proton beam halo of the HERA collider (see figure 2.3), in order to minimise
the interference with the proton beam, which is used also in other experiments.
InteractionProton beam
Target wire Beam pipe
Figure 2.3. Schematic view of the target system. The diameter of the beam pipe cross
section at the ( position of the target system is about @YH cm.
The target consists of ) wires made from different materials and shapes. They
are mounted at relative angles of +
ÈÇ
on two stations which are located  cm apart
along the direction of the proton beam. Their position is changed continuously
during data taking in order to keep the interaction rate stable. The coasting beam,
which is a continuous current of non bunched protons provided by accelerator [86],
is a relevant source of background in the determination of the target luminosity. A
list of target configurations available at HERA-B are reported in table 2.1.
Target Name Material Atomic Weight Shape Cross section ( W m)
Inner1 É"@ Tungsten @VN F Cylinder B?H (diameter)
Outer1 Ê@ Titanium FN Cylinder B?H (diameter)
Below1
d
@ Carbon @V; Ribbon @YHRHË B?HRH
Above1 Ì@ Aluminum ;$a Ribbon B?HÀË B?HRH
Inner2 ÉÇ; Carbon @V; Ribbon @YHRHË B?HRH
Outer2 ÊR; Tungsten @VN F Ribbon B?HÀË B?HRH
Below2
d
; Titanium FN Cylinder B?H (diameter)
Above2 Ì; Palladium @YHa Cylinder B?H (diameter)
Table 2.1. Targets available at HERA-B in January ;?HRH$> [87]. Due to an accidental expo-
sition to the proton beam, some wires were broken and replaced during detector operation.
The availability of different materials allows to study the nuclear dependence of
the cross section with a reduced systematic uncertainty.
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2.5 Vertex detector
The purpose of the vertex detector system (VDS) [88] is to reconstruct tracks in a
high track density environment with sufficient accuracy to distinguish among tracks
coming from the primary interaction and those coming from the decay of long living
particles (with a decay length of a few mm). The VDS is located in a vacuum vessel
equipped with Roman pots in order to minimise multiple scattering (figure 2.4).
Figure 2.4. Schematic view of the VDS.
At the beginning of every proton fill, the VDS is moved towards the beam and,
at the end of the operation, is retracted to avoid possible damage during the injection
of the proton beam. The VDS consists of ) modules of silicon microstrip detectors
covering a magnetic field-free region of

m downstream of the target stations. Each
module is segmented in  quadrants having

double-sided layers and a sensitive
area of #
MÕú
mm

. The modules are placed at increasing distance in the direction
of the proton beam, in order to provide a uniform rapidity coverage. The read-out
pitch of #

ã m guarantees an occupancy smaller than #
í
. The spatial resolution
for primary vertices in the plane perpendicular to the beam has been extracted from
the Monte Carlo simulation of soft  A interactions and results in about 

ã m [89].
Along the beam, the decay length resolution has been extracted from a sample of

	ª ãëkã
,
decays in data and results in

+

ã m, which is significantly smaller
than the average decay length ( + mm) of o mesons [89].
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2.6 Tracking behind the magnet
The HERA-B spectrometer is equipped with a normal conductive dipole magnet
providing an integrated vertical field of
/{ 
T öm. The magnet is used to deflect
charged particles and allows the measurement of particle momenta. The magnetic
field outside the magnet is shielded by an iron yoke (figure 2.2). In order to preserve
the polarisation of the electron beam, a combination of active and passive shield
systems are placed around the electron beam pipe inside the magnet.
In front of the magnet, particles are tracked with the VDS. Behind the magnet,
particles are tracked with the main tracker. The latter is divided into two subsystems
of different granularity and radiation hardness: the inner and the outer tracker.
The inner tracker (ITR) covers the region around the beam pipe, between #
and

# cm, where the particle density is higher. It is built of Micro Strip Gaseous
Chambers (MSGC) with Gas Electron Multiplier (GEM) foils (figure 2.5).
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Figure 2.5. Schematic view of a MSGC-GEM chamber used in the ITR.
The electrode structure is built on a glass substrate. It consists of thin anodes
( y !  ã m), which are kept at ground potential, and broader cathodes, where a
negative voltage ( y ² #  V) is applied. Opposite to the MSGC structure, a drift
cathode is kept at a negative high voltage ( y ² Ł kV), creating a strong electric field.
Electrons deposited by the passage of ionising particles are forced to drift towards
the MSGC plate. The electric field in the region close to the anode produces a gas
amplification. The amplification gain needed to detect minimum ionising particles
was too large and provoked serious damage at the anodes. Therefore, GEM foils
were added to produce a pre-amplification step and reduce the gain at the anode.
The chambers are arranged in layers at different angles with respect to the ´ axis
(  0  # Ç ) in order to provide the space point information. A gas mixture of Argon
and CO  , in the volume ratio of Ar:CO  =
%
:
Ł
, and a strip pitch of
Ł
ã m allowed
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to reach a spatial resolution of !!

ã m and a hit efficiency of +

í [90]. Due to its
unstable performance, the ITR was not used in the off-line track reconstruction.
The outer tracker (OTR) [91] covers the region between  # cm and Ł m from
the beam pipe. This area corresponds to an angular coverage that goes from the ITR
border up to !

mrad in the ´Íﬃ plane and
%%
mrad in the bending plane ( Æﬃ ). An
exhaustive study of the OTR can be found in the PhD thesis of W. Hulsbergen [92].
The outer tracker is made of honeycomb drift chambers mounted perpendicular to
the beam and arranged in single and double layer systems (figure 2.6).
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Figure 2.6. Schematic view of a honeycomb chamber used in the OTR.
The anode is a

#ã m gold-plated tungsten wire. The cathode is a

#ã m poly-
carbonate foil coated on the inside by a thin gold and copper layer. The modules are
up to 
{
# m long and about
Ł
cm large. In order to have an efficient track recon-
struction, keeping the load of the trigger network at a sufficient low level, the OTR
segmentation is such that the hit occupancy does not exceed
%
í
. Therefore, the
size of the drift cells is # mm, for radial distances smaller than #

cm from the beam
pipe, and !

mm, in the outer region, where the hit occupancy is lower. Smaller
cells would be too expensive. Larger cells cannot be used because otherwise the
drift time would be too large. In order to avoid the overlap between adjacent events,
the maximum drift times cannot exceed the time between two proton bunches ( + 
ns). The gas mixture contains CF Í . This gas has two advantages. It is fast and has
a large ionisation density. However, the usage of CF Í leads to the production of
chemically aggressive radicals, which can damage the anode wires. It was found
that aging effects were minimised by using a gas mixture of Argon, CF Í and CO  in
the volume ratio of Ar:CF Í :CO  =

# :
Ł
: # [93]. The honeycomb modules are assem-
bled in

super layers (figure 2.2). Each super layer is made of three stereo layers
at different angles with respect to the vertical axis (  0  # Ç ), in order to provide the
space point information. The proton and electron beam pipes traverse the detector
at a distance of #

cm from each other (figure 2.7).
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Figure 2.7. Honeycomb modules in an OTR super layer. In order to allow lateral move-
ments, without interfering with the beam pipes, the super layer is divided in the
[
X stations.
Four Pattern Chambers (PC), between the magnet and the RICH, are used for
track pattern recognition. Two Trigger Chambers (TC), between the RICH and the
ECAL, are used by the first level trigger for track search behind the magnet, in
combination with the first and the last PC stations. In order to increase the trig-
ger efficiency, each stereo layer of the TC chambers is doubled (table 2.2) and the
trigger requires only one out of the two possible hits along the beam axis.
OTR station ( min [cm] ( max [cm] Stereo layers
PC1 702.1 730.7 ÎÖDÏÎÑÐnÒŁÓ
PC2 742.3 766.4 Îz:Î¢DÏÎë:
PC3 777.9 802.0 Îz:Î¢DÏÎë:
PC4 822.6 851.2 ÎÖDÏÎÑÐnÒŁÓ
TC1 1192.2 1211.7 ÐÒÓ
TC2 1305.8 1325.3 ÐÒÓ
Table 2.2. List of OTR stations. The positions along the beam axis ( ( ) and the stereo layers
are indicated: : , Î , D are single layers, while Ð , Ò , Ó are double layers at :<B
Ç
, H
Ç
, D¼B
Ç
.
During data taking, the efficiency of the inner cells was +%
í ( + í for the outer
cells). The hit resolution for particle momenta larger than  u 	 n was Ł
% ã m.
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2.7 Particle identification
The ring imaging ˇCerenkov detector (RICH) [94] is used to separate kaons and
protons from the large pion background over a wide momentum range by using
the ˇCerenkov effect. When charged particles travel through a medium of refractive
index
å
with velocity
F
larger than the speed of light in the medium ( n 	 å ), an emis-
sion of photons occur. The emission angle ¯ with respect to the particle direction of
motion is given by
	
¶®­Æ¯
~
n
F
ö
å
{ (2.1)
The light emitted by charged particles is projected by spherical and planar mir-
rors into a ring image on the photon detector plane, as schematically depicted in
figure 2.8(a). The gas used as radiator at HERA-B is C Í F -

.
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Figure 2.8. Schematic view of the RICH (a), and dependence of the ˇCerenkov angle on the
particle momentum [94] (b). Bands corresponding to proton, kaons and pions are visible.
Since the refractive index
å
of the radiator is known, the velocity of the particle
can be extracted by measuring the angle ¯ of the observed rings. With the momen-
tum information provided by the tracking system, it is possible to determine the
mass of the particle. The ˇCerenkov angle as a function of the particle momentum is
shown in figure 2.8(b). The threshold momentum at which the emission of photons
starts to occur is also indicated ( |{E 	 n for pions, + {u 	 n for kaons, !?) u 	 n
for protons).
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The RICH performance was evaluated by studying the identification and mis-
identification probability as a function of the particle momentum (figure 2.9).
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Figure 2.9. Momentum dependence of the RICH efficiency for medium (open circles) and
hard (full circles)  ,  and  selection. The efficiency is extracted from real data with
pions and protons from Ô decays and kaons from Õ decays. Diagonal plots shows the
identification probability. The other plots show the mis-identification probability.
At medium selection criteria, kaon identification for momenta between !

and
Gu
	
n is between
í
and +
#
í
, with about #
í
pion mis-identification. The
proton identification for momenta between
%
and
 u
	
n is between

í
and
)

í
, with about #
í
pion mis-identification. Below #
u
	
n
, the performance is
spoiled by multiple scattering, which affects the direction of motion of the particles,
and by the small number of emitted photons for pion tracks.
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The electromagnetic calorimeter (ECAL) [95] is used for electron and photon
identification. It also provides information for electrons at the first level trigger.
Whereas electrons deposit their full energy in the ECAL, hadrons deposit only part
of it, since the produced neutrons escape the detection. Within the detector resolu-
tion, the electron energy
»
measured with the ECAL is equal to the momentum 
provided by the main tracker. Therefore, an
»
	V ratio close to unity can be used to
separate electrons from hadrons. Photons are identified by their energy deposited
in the ECAL which is not associated with tracks in the main tracker. The ECAL
consists of about

shashlik sampling cells in which Pb and W absorbers are
sandwiched between scintillator layers, as shown in figure 2.10(a).
Readout 
PMT
Scintillator
   plates
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    plates
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e−beam
OUTER ECAL
1728 channels
11.18x11.18 cm
MIDDLE ECAL
2128 channels
5.6x5.6 cm INNER ECAL
2500 channels
2.24x2.24 cm
p−beam
(a) (b)
Figure 2.10. The ECAL cell (a) and the segmentation of the ECAL detector (b).
Electromagnetic showers are generated at the passage of electrons and photons
through the absorbers. The showers consist of bremsstrahlung photons and electron-
positron pairs which produce light in the scintillator layers. The light is collected
by plastic wavelength-shifting (WLS) fibers inserted in the calorimeter parallel to
the beam (shashlik architecture) and is read-out by photomultiplier tubes (PMTs)
at the end of the calorimeter. Since a shower typically deposits energy in several
neighbouring cells, in order to make particle identification, neighbouring cells are
combined into clusters. The ECAL is divided in three sections with different gran-
ularity, as shown in figure 2.10(b), in order to adjust for the decreasing particle
densities as the distance from the the proton beam pipe increases. The cell dimen-
sions are
|{Õ |{
cm
 in the inner part, #
{ Õ
#
{
cm
 in the middle part and
!%!
{  Õ
!!
{ 
cm
 in the outer part. The energy resolution, obtained from the width
of the
»
	 distribution for electrons in the middle ECAL, is
Ä1Ö
»
~
!
{Ł
í
×
»
þu
 gØ
{
!
íG{
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The muon detector (MUON) [96] is a tracking system used for muon identifi-
cation (figure 2.11). It consists of four super layers (MU1-MU4) located behind the
ECAL and separated from each other by ! m thick walls of concrete and iron (ex-
cept between MU3 and MU4, where there is no such absorber). Most hadrons stop
in the absorbers, whereas muons with momenta larger than #
u
	
n can penetrate.
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Figure 2.11. Schematic view of the MUON detector.
The sensitive area is divided into two parts. The inner region is covered by
gaseous pixel chambers of +
Õ
+ mm
 in which the anode is a
Ł
mm long wire
oriented along the beam. In order to reduce the number of read-out channels, ma-
trices of
Õ 
pixels, in MU1 and MU2, and columns of  pixels, in MU3 and
MU4, are combined together when they are read-out. A gas mixture of Argon, CF Í
and CO  in the volume ratio of Ar:CF Í :CO  =

# :
Ł
: # is sufficiently fast and resis-
tant to aging effects [97]. The outer region is covered by super layers of multi-wire
proportional tube chambers with a cross section of !?
Õ
!

mm

. MU1 and MU2
provide the space point information by means of three double layers at different
angles with respect to the ´ axis (  0 % Ç ). MU3 and MU4 have a single  Ç layer
and are segmented with cathode read-out pads of !
 Õ
!

cm

, which are used to
provide information for the first level trigger. The accuracy in the position deter-
mination is increased by removing the absorbers between MU3 and MU4. The
detection efficiency is increased by a logic OR of adjacent pads in the read-out.
Muonic decays of kaons and pions within the detector volume spoil the identi-
fication of muons produced in the primary interaction. The mis-identification prob-
ability depends on the particle momentum and on the muon likelihood probability.
In average, it is less than 
í
for pions and less than
%í
for kaons [98]. The average
hit efficiency is +
í
for pad and ++
í
for tube chambers [37].
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2.8 Trigger and data acquisition systems
The trigger and Data AcQuisition (DAQ) systems [99] of HERA-B are built to
process the information of about
|{
# M detector channels for every proton bunch
crossing ( +  ns). The trigger is designed to reduce an average primary interaction
rate of # MHz to an output rate of !

Hz, which can be written to tape. The required
event rate reduction must be achieved keeping the highest efficiency for events in
which 
	 mesons are produced. The signature of such events is the presence of
a pair of high  lepton tracks, which are used to trigger 
	ª Ù  Ù
,
decays. A
block diagram of the data acquisition and trigger systems is shown in figure 2.12.
HERA-B detector
4 msec
25 kHz
5 MHz
200 nodes
240 nodes
TAPE
100 Hz
ADSP Switching Network
Fast/Gibabit Ethernet Network
Figure 2.12. Block diagram of the data acquisition and trigger systems. The different
trigger levels and relative latency and event rate reductions are indicated.
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The trigger consists of four decision levels preceded by a pretrigger system. The
pretrigger provides the starting point for the track search performed at higher trigger
levels. Pretrigger signals are generated either by the occurrence of hit coincidences
in the MUON pad chambers (for muons) or high energetic clusters in the ECAL
(for electrons). No rate reduction is needed at pretrigger level.
The First Level Trigger (FLT) is a hardware trigger made of about  dedicated
electronic units, interconnected and linked to the detector by a system of optical
links. A system of buffers allows to store a maximum of !

) events while the FLT
processes the events. This corresponds to a latency of !

ã s ( +  ns Õ !  ) ), which
is the maximum decision time of the FLT. The FLT propagates the pretrigger seeds
through the spectrometer by requiring a coincidence of hits in !

layers for electrons
and !

layers for muons. When tracks are found, their momentum is estimated from
the deflection in the magnet field, assuming that the track originates from the target.
A | cut might be applied. Accepted events are stored in the Second Level Buffers
(SLBs) and become available for the next trigger level.
The Second Level Trigger (SLT) is a software trigger running on a farm of   
nodes (Linux PCs). The SLT refines the FLT decision by using hits from all tracking
chambers and vertex detector layers. It searches for tracks in the detector regions
defined either by the FLT or by the pretrigger. A vertex fit is performed to check that
the trigger tracks have a common origin. This requirement helps to identify events
in which two leptons originate from 
	ª Ù  Ù
,
decays. Since the requirement on
the
5
 probability of the vertex fit is soft ( 5  ^÷% ), the trigger allows to select also
events in which two o hadrons undergo simultaneously semileptonic decays. Each
SLT node can access to each buffer, using a switching network placed between
the SLB and the SLT processors. The switch and the buffers are built on Digital
Signal Processors (DSPs). The communication between them is handled by an
event controller process. During data taking, the maximum input rate of the SLT
was

# kHz and was limited by the performance of the switching network.
Once an SLT node accepts the event, it collects all detector informations from
the SLB and ‘builds’ the event. The same node calls the Third Level Trigger
(TLT). The TLT can select events on the basis of global properties, such as the
occurrence of additional high  tracks or vertex detachment. During data taking,
the TLT was not used.
Events accepted by the SLT and TLT algorithms are sent to the Fourth Level
Trigger (4LT) via an Ethernet switch. The 4LT is a PC farm of about % CPUs,
where events are fully reconstructed, classified and logged. In order to optimise the
DAQ performance during data taking, the fraction of events reconstructed on-line
was limited to

#
í
. The rest of the events were reconstructed off-line, when the
detector was not active. The 4LT is also used as data quality monitor during the
detector operation. Since the DAQ and the trigger performance strongly rely on the
general run conditions (such as calibration and alignment of different subsystems,
status of detector channels etc.), an on-line monitor was developed to stabilize the
detector performance with a continuous update of the run conditions [100].
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During data taking, two trigger configurations were usually employed.
The minimum bias trigger was achieved by requiring a minimal activity in the
detector. Events corresponding to filled bunches, according to the HERA scheme,
were triggered when at least
Ł
hits in the RICH and a total energy of ! GeV in the
ECAL were recorded. The FLT was not active in this configuration. The logging
rate was ! kHz.
The dilepton trigger was based on the combined action of FLT and SLT. The
FLT issued a trigger when at least one track was reconstructed and two pretriggers of
the same type (muon or electron) were found. The pretriggers were then used by the
SLT to perform an independent track search. When two lepton tracks originating
from a common vertex were found, the final positive (and negative if not found)
trigger decision was issued. The logging rate in this configuration was !

Hz.
2.9 Event reconstruction
The on- and off-line reconstruction at HERA-B is performed in ARTE [101]. The
latter provides software tools for hit preparation, track and vertex reconstruction
and particle identification. The “hit preparation” part translates the raw information
on tape into the space points (hits) where particles crossed a specific subdetector.
Track reconstruction
In the VDS, hits are combined in track segments. These are used by CATS (Cellular
Automaton for Tracking in Silicon) [102] to build the track candidates. The latter
are fitted with a Kalman filter technique, which provides a fast, efficient, robust
and accurate algorithm for the determination of the track parameters. In the main
tracker, a similar approach [103] is used for pattern recognition in the PC cham-
bers, while RANGER [104, 105] propagates tracks through the magnet and the TC
chambers. However, the lower hit efficiency and the lower resolution compared to
the vertex detector requires special tools to minimise the rate of ghost tracks and to
maximise the track efficiency. The VDS segments are matched with track segments
in the subdetectors behind the magnet by using MARPLE [106, 92], and from the
deflection in the magnetic field the particle momentum is estimated.
Particle identification
The CARE algorithm [107] is used to search for clusters of cells with energy de-
posited in the ECAL. The energy, the position and the shape of electromagnetic
showers in the clusters are determined by looking at groups of
Ł Õ Ł
cells. Particle
identification in the RICH is performed with RITER [108, 109]. This is a track
seeded algorithm, which assigns likelihoods to the electron, muon, pion, kaon and
proton hypothesis of each reconstructed track. The likelihood of a mass hypothesis
is determined by calculating the ˇCerenkov angles of all combinations of tracks in
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the main tracker and rings in the RICH [110]. The muon identification is performed
with MUREC-B [111], which implements a track following technique. Tracks in
the main tracker are extrapolated to the MUON detector in order to search for con-
firmation hits. Many muon candidates can be assigned to the same track seed, each
one having a likelihood determined by the distance between the extrapolated track
and the MUON hits. The likelihood of the best candidate is assigned to the original
track.
Vertex reconstruction
Once all tracks are reconstructed, primary and secondary vertices are found by
GROVER [112]. The algorithm to search for primary vertices is based on a Kalman
filter technique. In the first step, a search for clusters of tracks
Ł
Ä away from the
target is performed, where Ä is the uncertainty of the track position. These tracks
are used to determine a first estimate of the vertex position. In the filtering proce-
dure, the
5

contribution of each track to the total
5

of the vertex is calculated.
Tracks with a
5

contribution larger than
%
are rejected and all vertex parameters
are updated. The procedure is iterated until the desired accuracy is reached.
2.10 Physics topics
The physics program of the HERA-B collaboration after the HERA upgrade in
%
! is reported in reference [81, 82]. Since HERA-B could obtain only ! 
í of
the requested and promised beam time, some of the topics described in the program
could not be studied.
Heavy quark production
The main physics topic of HERA-B is the study of charmonium production ( 
	 ,

D and
5
¯ ) and the related influence of the nuclear medium. Since charmonium pro-
duction is not completely understood, measurements of particle production ratios
and differential cross sections in  ,  and decay angles, can help to distinguish
among the proposed models (CSM [28], CEM [25], NRQCD [34]). The acceptance
of HERA-B extends to large negative values in j , down to ²
{Ł
# , where no mea-
surements are available. The possibility of multi-target operation allows to measure
nuclear effects with reduced systematic uncertainty [37]. Furthermore, the study of
charmonium production in  A interactions serves as a basis for the interpretation of
heavy ion collisions in which the formation of a Quark Gluon Plasma (QGP) [113]
is expected.
The measurement of the 

 cross section provides a test of the predictive power
of perturbative QCD. This measurement was performed by using inclusive 
	
decays of    pairs in the PhD thesis of H. Wahlberg [114]. The work presented in
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this thesis provides an independent measurement of the Ä  Ë  performed with double
semi-muonic  decays.
The production of open charm mesons has also interesting features. For in-
stance, a simple model predicts that the cross section ratio of charged and neutral
± mesons is
-
ô
[115]. However, several experiments measured larger values. Since
the experimental uncertainties are large, the question is still open.
A recent overview of the preliminary HERA-B results in heavy quark produc-
tion can be found in reference [116].
Strangeness production
The production of strange particles is abundant in  A interactions and can be used
as a calibration for the measurement of the strangeness enhancement in heavy ion
collisions, which has been proposed as a possible signature of QGP formation. A
recent measurement of the ﬂ(ﬃ , ﬁ and

ﬁ production cross sections can be found in
reference [117]. Differential distributions of ﬂ ' [118] and Ú production have been
measured, too. A measurement of the ﬁ polarisation has been performed [119], in
a kinematic region where existing experimental results suffer from large statistical
uncertainties. Contrary to the expectations, the ﬁ produced in unpolarised hadronic
collisions are transversely polarised and the amplitude of the polarisation depends
on the kinematic variables [120]. In particular, the polarisation increases with j
and decreases as Û lÛ approaches to zero.
Direct photon production
In perturbative QCD, direct photon production is dominated by the leading order
hard quark-gluon scattering p6Ïª p1 . Therefore, the measurement of the high-j
photon spectrum offers the possibility to probe the gluon structure of the nucleons.
Previous experiments show significant deviations from results of next to leading
order QCD calculations [121].
Exotic and rare processes
The occurrence of flavour-changing neutral current decays is forbidden at the lowest
order and strongly suppressed at second order in the standard model. The sample of
HERA-B dilepton triggered data has been used to extract the most stringent upper
limit on the branching ratio for ±G=ªãëÑã
,
decays [122].
In the last few years, following the theoretical work of Diakonov et al.[47],
several experiments claimed evidence of an exotic strange baryon with five valence
quarks ( hhjili

m ) and a mass of !$#  m u 	 n  , mostly in interactions of photons with
nuclear targets. The search for pentaquarks in the sample of minimum bias data
collected with HERA-B is one of the topics of this thesis and led to the publication
of upper limits on pentaquark production in  A collisions [123].
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Chapter 3
Efficiency of the First Level Trigger
La grande bouffe (1973) - M. Ferreri
We report on a study of the First Level Trigger (FLT) efficiency at
HERA-B. We illustrate the procedure to extract the efficiency from
data and study the dependence on several kinematic variables. The
average track efficiency for leptons produced in 
	 decays over the
entire period of data taking is
#
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for muons.
3.1 Introduction
The production of 
	 mesons in  A interactions at } mG~!
{
occurs in a
small fraction of the events ( Ä:Ü ÏÞÝ 	 Ä
Ò
O
Q
Ý
¡
!

,° ). The enrichment of the data sample
is accomplished with a complex trigger chain which allows to identify 
	 decays
into two leptons. The clear signature of these events originates from the high mass
of the charmonium that is transfered into kinetic energy of the light decay products
and allows to distinguish them from the undesired low energetic background.
The core of the trigger chain is the FLT, a hardware trigger system which is
used to perform on-line track reconstruction with a Kalman filter technique [124].
It is built with about

message-driven pipelined processors operating at a clock
frequency of #

MHz and aims to reduce the primary interaction rate of # MHz
to
%
kHz, which is the maximum input rate of the second level trigger. Since the
proton bunch crossing (BX) occurs every +  ns and data are stored in a !  ) BX deep
pipeline on the front-end electronics, the dead time of the FLT is zero as long as the
decision time does not exceed +

ª
­
Õ
!

) ~ !
|{Ł
ã s. Due to the large amount
of outer tracker hits (about ! Tbit/s) and the short decision time, the FLT network
is built to process )

bit “messages” encoding the parameters necessary for track
reconstruction.
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3.2 Concept of the first level trigger
The FLT performs on-line track reconstruction with a Kalman filter technique. It
uses pretrigger signals as seeds for its track search. A pretrigger signal is generated
either by hit coincidences in the MU3 and MU4 chambers or by energetic clusters in
the ECAL. The FLT uses the Regions Of Interests (ROIs) defined by the pretrigger
to search for hits in the adjacent upstream tracking chambers (see figure 3.1).
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Figure 3.1. Illustration of the FLT hardware network. The picture indicates the correspon-
dence between FLT processors and detector subsystems used by the trigger. The FLT is
made of BRB TFUs (Track Finding Units). Each TFU scans for space points in a specific
part of the tracking system. The tracks found by the TFUs are passed to the TPUs (Track
Parameter Units), which are used to calculate the track momentum, and a TDU (Trigger
Decision Unit), which take the final trigger decision.
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The momentum of the track is estimated from the deflection in the magnetic
field, under the assumption that the particle originates from the target position. The
trigger decision is based on the number of found electrons or muons.
When a pretrigger signal is generated, track parameters are estimated and sent
to the TFUs (Track Finding Units) covering the ROI where the particle is supposed
to come from. If the TFU find a coincidence of hits in the ROI, then the ROI and the
track parameters are updated and sent to the TFUs of the next super layer. The track
search is performed in the direction opposite to the proton beam, until the last trigger
chamber (PC1) is reached. The track parameters are then sent to the TPUs (Track
Parameter Units), where the calculation of the track momentum allows a selection
on  ,  or
»
	 . All selected tracks are sent to the TDU (Trigger Decision Unit),
where the invariant mass of the track pairs is determined and the final decision of
the FLT is taken.
The hardware of the first level trigger consists of #%+ electronic units of three
types: ## TFUs, which are used to find the particle trajectories within the detector,
Ł
TPUs, which calculate the track momentum, and ! TDU, which issues the trigger
decision. The hits from one trigger chamber are processed by several TFUs (see
the FLT network in figure 3.1), each of them covering a rectangular region of the
chamber. The segmentation of a trigger chamber in terms of TFUs is reported in
figure 3.2.
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Figure 3.2. Typical segmentation of a trigger chamber in terms of TFUs. A number is
assigned to each TFU depending on the sector and the chamber it belongs to: 0-9 (PC1),
10-19 (PC4), 20-31 (TC1) and 32-43 (TC2). The segmentation of the muons chambers (not
reported in the picture) is: 65-66 (MU4), 67-68 (MU3) and 69-75 (MU1).
A detailed description of the first level trigger and its performance during the
commissioning period can be found in the PhD thesis of M. Bruinsma [38].
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3.2.1 Track seeding
The search for tracks at the first level trigger begins with the occurrence of either
an electron or a muon pretrigger signal. An electron pretrigger signal is generated
when an energetic cluster in the electromagnetic calorimeter (ECAL) is found. The
cluster has a cross shape and contains # cells, as shown in figure 3.3(a).
ECAL cells
MU4
MU3
Muon pads
(a) (b)
Figure 3.3. Scheme of the pretrigger configurations for electrons (a) and muons (b). The
ECAL cluster is depicted in figure (a). The gray area indicates the five cells of the signal,
the central one having the largest energy. A possible hit coincidence between MU3 and
MU4 pads is reported in figure (b). The gray areas indicate the pads with signals and the
dashed line is the projection of the MU3 pad on MU4.
Given a certain threshold energy (
»
ô ), the electron pretrigger algorithm gener-
ates a signal when the central cell energy is larger than
»
ô
	

and the total energy
of the five cells is larger than
»
ô
. The energy threshold set in the experiment is the
transverse energy (
»
 ), which is related to
»
ô by the formula
»
ô
~
»

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ﬃ




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0 (3.1)
where  , ´ and ﬃ are the coordinates of the centre of gravity of the cluster [38]. The
bending due to the magnetic field is neglected. During data taking, the value of
»

was set at ! GeV.
A muon pretrigger signal is generated when a hit coincidence in the last two
muon pad chambers (MU3 and MU4) occurs. The muon pretrigger algorithm
searches for combinations of hits among each MU3 pad and six MU4 pads, accord-
ing to the scheme in figure 3.3(b). This is done to account for multiple scattering in
the thick iron walls placed between the muon chambers upstream of MU3.
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3.2.2 Track reconstruction
The track reconstruction is performed by the TFUs. A block diagram of the main
functions of a TFU is shown in figure 3.4.
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coincidences (serialised)
Message receiver (FIFO buffer)
Message transmitter (FIFO buffer)
BX
detector hits
message variables
Figure 3.4. Block diagram of a TFU. The TFU receives hits from the trigger chambers
and track parameters from the pretrigger or the previous super layer. When a triple hit
coincidence is found, the track parameters are updated and sent to the next super layer.
The TFU receives an )

bit message, either from the pretrigger or from the pre-
vious super layer. The message contains the current estimate of the track parameters
and the information needed to determine the size and the position of the ROI in this
super layer. The TFU receives also hit patterns from the trigger chambers. It stores
them in three wire memories (WMs), one for each stereo layer forming an angle of
Ç
and

#
Ç
with the vertical axis. The WM is a dual ported memory. On one port,
hits are constantly written at an address provided by the incoming hit pattern. The
read address is given by the BX of the message. A region up to
Ł

wires wide, for
each of the three projections, is determined with the track parameters of the incom-
ing message. A Coincidence Matrix searches for coincidences of hits in the three
projections. When a coincidence of hits is found, the track parameters and the ROI
are updated with the position of the new hits. A new message is sent to the TFU
of the next super layer, where other hits are expected to be found. The definition
of hit coincidence can include one, two or three neighbourhood hits (figure 3.4), in
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order to account for the uncertainty in the vertical slope of the track. Multiple coin-
cidences of hits are processed serially. The TFU is stalled until all coincidences are
processed. During that time, it is not possible to handle a new incoming message.
The only parameters updated in the track fit are the  slope and the size of the ROI.
The latter is reduced as the precision of the fit increases. All other parameters are
transmitted unchanged, except for the ´ slope for muons, which is updated at MU1.
This is due to the fact that the pretrigger estimate at MU4 suffers from multiple
scattering in the iron absorbers [125].
The messages travel asynchronously through the network. The timing and the
path of the messages is not determined a priori but depends on the detector oc-
cupancy. Most of the calculations are performed in parallel at #

MHz with pro-
grammable Look Up Tables (LUTs). The LUTs allow a substantial reduction of the
processing time. The TFU has

 optical receivers, ) for each WM. Since the opti-
cal link serves ) channels,
Ł
)% channels per WM and !!$#

channels per TFU are
processed. The input rate of a TFU is !

Gbit/s. The entire FLT network processes
about ! Tbit/s. Further details can be found in reference [125].
3.2.3 Trigger decision
All messages processed by the TFU of the last super layer (PC1) are sent to a TPU.
The TPU uses LUTs to determine the momentum of the particle track from the
bending in the magnetic field, under the assumption that the track originates from
the target position. The LUTs can be programmed to apply cuts on  ,  and
»
	
of the track. During data taking, we required:
õ a momentum between

and
%% u
	
n ;
õ a transverse momentum between
{
# and !
% u
	
n ;
õ an
»
	 (energy over momentum) ratio between { and  .
The first two cuts are in common for electrons and muons. The third cut rejects
hadronic background in electron identification. The TPU can be used for clone
removal by comparing the  and ´ components of the track momenta. A clone
is generated by the occurrence of fake coincidences of hits inside the region of
interest. In order to prevent an excessive load of the TDU, a maximum number of
%Ł
processed tracks per BX is foreseen.
Tracks surviving the TPU selection are sent to the TDU, the final step of the
FLT. The trigger decision can be based either on the number of track candidates
of the same type (electrons or muons), or on the calculation of the invariant mass
of the track pairs, which is also performed with LUTs. Track candidates accepted
by the TDU are sent to the SLT, which can use them as a seed for a refined track
search. In the final trigger configuration, events were accepted when a track of one
type (electron or muon) was reconstructed by the FLT and a second pretrigger of
the same type was found. In order to be independent from the FLT, the SLT was
seeded by pretrigger messages rather than by the FLT track candidates.
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3.3 Performance of the data transmission
We give an overview of the data stream from the outer tracker system to the input
of the first level trigger and discuss the test performed to check the quality of the
data transmission.
3.3.1 Outer tracker read-out
In figure 3.5 we show a scheme of the outer tracker power supply and read-out
system [126].
Ω100k 330pF
330pF
Ω10k
HV supply
32/64/128 per module
drift cell
1/2 per module
HV board
ASD
2 chips
ASD board
16 channels
TDC board
20 cm
coaxial cable
LV supply
5 m
    cable TDC
SLBFLT
128 channels
Figure 3.5. Scheme of the outer tracker power supply and read-out system.
One or two high voltage boards are mounted on each OTR module. The signal
is carried out of the wire chambers by
%
cm coaxial cables, which connect the
detector to the ASD (Amplifier Shaper Discriminator) boards. The ASD board
contains two ASD chips, serving ) channels each. The open collector single ended
output is connected to a TDC (Time to Digital Converter) board via # m cables. The
TDC uses ) bits to encode the drift time of the particle hit and serves a maximum of
!

) detector channels. On the TDC, !

) events are buffered for the FLT decision,
allowing a maximum latency of about !

ã s. The hit pattern of the TDC, without the
drift time information, is transfered to the Trigger Link Boards (TLBs). The TLBs
map the OTR geometry into the geometry used by the FLT. In case of a positive
trigger decision, the TDC information is passed to the Second Level Buffer (SLB),
where the information becomes available for the higher level triggers.
The TDC also performs a logical OR between the hits of the two layers of a
double layer along ﬃ (see figure 3.6). This operation allows to increase the track
finding efficiency of the FLT and make it less dependent on the hit efficiency of the
outer tracker cells. The read-out of the MUON chambers is similar, except for the
TDC, since the drift time of the MUON hits is not evaluated.
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3.3.2 Mapping of detector hits
The hit pattern from the TDC is transferred to the TLBs with flat cables of
Ł

wires ( Ł
 signals,  grounds). Inside the TLB, the geometrical mapping of the outer
tracker hits to the TFU wire memory is performed with Programmable Logic De-
vices (PLDs). The mapping is needed to rearrange the outer tracker hits according
to the simplified geometry used by the FLT. Despite the presence of # and !

mm
drift cells, in fact, the FLT memory is mapped assuming equal spacing between ad-
jacent outer tracker cells (figure 3.6), in order to simplify the reconstruction of the
space points from the raw hit information.
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Figure 3.6. Mapping of detector hits to the TFU memory. The dashed line separates the
regions covered by two TFUs. The left TFU processes hits coming from @YH mm OTR cells.
The right TFU handles both cell sizes. In order to guarantee equal spacing, hits coming
from @YH mm cells are split in two in the overlapping region. Hits from the two layers of a
double layer along ( are always ORed.
Wire memory bits associated to non existing channels in the gap regions be-
tween two detector modules are constantly set to one (hard coded ! ). In order to
increase the efficiency, a logical OR is performed between two adjacent channels
in the  #
Ç
stereo layer, in the hit pattern prepared for the TFU of figure 3.6. After
mapping, data are serialised by AUTOBAHN chips and transmitted to the TFUs in
two packages of
Ł

bits (   for data and ) for BX) with #  m long optical fibers.
Since the FLT operates independently from the HERA clock, the bunch crossing
number (BX) is attached to the data stream on the TLB. The BX number is also used
to check for transmission errors, by comparing the BX values in two consecutive
packages. The same type of AUTOBAHN chips receive the signals on the TFU and
distribute them to the WMs.
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3.3.3 Comparison between FLT and OTR hit patterns
We performed a test of the data transmission between the outer tracker and the first
level trigger by comparing the content of the FLT wire memory with the expected hit
pattern produced by the outer tracker in the FLT. This procedure allows to identify
unplugged cables, hot and dead outer tracker channels and wrongly mapped outer
tracker hits in the FLT wire memory.
Since the content of the wire memory cannot be read-out when the FLT is used
in trigger mode, a special setup was built to allow the simultaneous access to the
FLT memory and the detector hit patterns. Since the FLT is normally asynchronous
with the rest of the detector, when it is used as trigger, we had to synchronise it with
the outer tracker in order to perform an event by event comparison. This comparison
failed due to (non-understood) difficulties in the synchronisation between OTR and
FLT. However, the statistical comparison of the WM occupancy with that predicted
from OTR hits agrees well. In figure 3.7 we show the comparison for a TFU, which
allows to make several observations.
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Figure 3.7. Comparison between the hit occupancy in the FLT wire memory recorded
on-line (bottom) and the corresponding off-line reconstructed occupancy from OTR hits
(top). Full lines delimit the groups of FN bits associated to one optical link. Dotted lines
correspond to individual TDC cables.
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We observe that, in most channels, the occupancy in the FLT is correctly repro-
duced by that expected from the analysis of OTR hits. The occupancy increases with
the channel number. This corresponds to the fact that the channel number increases
going towards the inner part of the detector, where the track density is higher. A
sudden change of occupancy can be noticed around channel +

. The outer tracker
is made, in fact, of modules with different sizes. The larger size cells ( !  mm) are
located in the outer region, where the occupancy is lower. The smaller size cells
( # mm) cover the inner part of the detector, where the occupancy is higher. The
transition at channel +

reflects the relative occupancy in these different cell sizes.
The outer tracker channels between !

! and !

+ have zero occupancy. They are
dead. In order to avoid a loss of trigger efficiency due the dead channels, we set
them to ! in the FLT. Since this procedure artificially increases the load of the FLT
network, it is limited by the constraint that it should not lead to a dead time.
Channels between
Ł%Ł
and +

exhibit a special feature. Once every two channels,
the occupancy is double than the previous channel, giving rise to a “comb” shape.
This is due to the combination of two effects. Firstly, in the positive stereo view,
each bit is ORed with the previous one in order to increase the FLT track efficiency.
Secondly, hits coming from !

mm cells, in the border region with the # mm cells,
are split in two and sent to two adjacent bits of the FLT memory. This splitting
procedure allows to use a simplified geometry in the FLT algorithm, in which the
distance between two adjacent OTR cells is considered constant over the entire
detector (figure 3.6).
We observe that the occupancy in the off-line reconstructed wire memory is
lower than that recorded in the FLT, between channels +

and !

. This group of bits
is delimited by dashed lines in figure 3.7, which means that they corresponds to an
entire TDC cable or optical link. This observation suggests that the hit occupancy in
the FLT memory may correspond to a different group of outer tracker hits, wrongly
mapped to the FLT memory. These kind of problems are due to cable swapping
during the detector installation. The experimental way to identify swapped cables
is to look for the occurrence of the same profile of occupancy in a different TFU.
During data taking, in the run initialisation phase, a test of the optical link trans-
mission was performed. The test consisted in a threshold scan of the TFU receiver,
checking the counting of the three least significative bits. Bad functioning links
were masked and the corresponding bits in the FLT memory were set to 1. Typi-
cally, #
í
of the links showed problems. The main reason were the AUTOBAHN
transmitters located on the TLB, which were used to perform the serialisation of
the signals. At the beginning of each run, the FLT memory was read-out and stored
in the database. The OTR hit occupancy during the run could be used to make an
off-line reconstruction of the FLT hit occupancy. Even though the synchronisation
was lost, a statistical comparison of the two hit occupancy distributions could be
used as a data quality check to verify, for instance, that the problematic optical links
were properly masked.
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The commissioning phase revealed that the FLT performance was unstable, due to
the optical transmission with the outer tracker, and could not be reproduced with
a Monte Carlo simulation. A comparison between real and simulated FLT track
efficiency showed an overestimate of !

²
%
í
in the simulation [114].
Trigger configuration and efficiency
Due to the instable FLT performance, the collaboration decided to implement a
trigger configuration for data taking that was only partially based on the first level
decision. The FLT was to accept events in case one track was fully reconstructed
from a lepton pretrigger seed, and a second lepton pretrigger seed of the same type
was found. Such events were passed to the SLT which used the two pretriggers for
an independent search of two lepton tracks.
SLTPretrigger FLT if N(tracks) > 0
Figure 3.8. Trigger configuration used in data taking.
The trigger efficiency can be factorised as product of the pretrigger and SLT
efficiency, which are estimated through Monte Carlo simulations, and the FLT effi-
ciency, which is extracted from data. The FLT efficiency is expressed by an “event
weight” ( 8<:9<; ), which is the probability that an event triggered by the SLT also
fires the FLT, and is related to the track efficiency (
#
:9<; ) by the formula
8<:9<;O~ !
²
=
Òº"!
²
#
:9<;­
Ò
&
0 (3.2)
where Ø runs over all simulated SLT tracks. The presence of SLT clone tracks ar-
tificially biases the efficiency towards higher values. Therefore, it is avoided by
requiring a minimum distance between the projections of the two SLT tracks at the
TC2 super layer.
3.4.1 Track efficiency determination
The FLT track efficiency is extracted from data. For the sake of simplicity, we use
events with exactly two SLT tracks since they constitute more than +

í
of the total
sample. The FLT track used to issue the trigger decision must match an SLT track by
definition. It is labelled as reference track. The SLT track which is not necessarily
found by the FLT can be used for the determination of the FLT efficiency. It is
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labelled as probe track. Events without any track in common between FLT and SLT
can be observed. Since their origin is obscure, and the trigger efficiency for such
events is not easy to calculate, those events are rejected from all physics analysis.
Events with at least one SLT track matched to an FLT track are used to determine
the FLT efficiency according to the formula
^
#
:9<;£M~
å
-


å

-
å
-
å

0 (3.3)
where
å
-
 ( å  - ) is the number of events in which the first (second) SLT track is a
reference track and the probe track matches an FLT track. The number
å
- ( å  ) is
the total number of events in which the first (second) SLT track is a reference track.
This formula treats the two tracks on equal footing, adding up the two scenarios in
which the first is the reference and the second is the probe, and vice versa. When the
definition of matching criterion for reference and probe tracks are equal,
å
-
Ö~
å

-
.
In order to define the matching criterion between FLT and SLT tracks, we inves-
tigate the difference between the extrapolated  and ´ coordinates at the ﬃ position
of super layers PC1 and TC2 (see figure 3.9).
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Figure 3.9. Distance between SLT tracks and closest FLT track. The plots refers to the
extrapolated > (left) and ? (right) coordinates at super layers PC1 (top) and TC2 (bottom).
Results for electrons and muons are superimposed.
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Even though they start from the same pretrigger seeds, FLT and SLT perform
two independent track searches, which can lead to different results. The SLT uses
all tracking chambers for the determination of the track parameters, while the FLT
processes only hits coming from four tracking chambers. In addition, the SLT up-
dates the track parameters with vertex detector hits. Therefore, the accuracy of the
track parameters at the second level trigger is higher. The widths of the distributions
are different for electrons and muons. The width is larger for muons. This is due to
the fact that the extrapolation of muon track parameters is more affected by multiple
scattering, since muons are required to pass through thick absorber walls.
Definition of matching criterion
Given the distributions in figure 3.9, we define the distance i
 between two tracks
as the average  and ´ deviation at the ﬃ position of PC1 ( ﬃ ~ %  cm) and TC2
( ﬃ ~ ! Ł # cm), each divided by the corresponding width,
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The distance between FLT and SLT tracks is plotted in figure 3.10.
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Figure 3.10. Distance between FLT and SLT track for electrons and muons.
We assume that two tracks are identical when the distance i
 is less than

cm.
In this way a certain fraction of real tracks is lost. However, the contribution of fake
tracks is suppressed. We estimate the systematic uncertainty due to the definition of
matching criterion by moving the limit to # and to !

cm (see table 3.1).
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3.4.2 Efficiency for MONQP events
The main physics program at HERA-B is the study of 
	 production, which in-
cludes the measurement of the  and  differential distributions. Therefore, we
extract the FLT efficiency for a special set of reference tracks, namely electrons and
muons produced in 
	 decays, and discuss the dependence of the efficiency on the
parameters which could be related to the j and  of the 
	 . For this purpose we
use the following selection of reference tracks1:
õ SLT track matched to an off-line reconstructed track;
õ standard clone removal;
õ at least # hits in the vertex detector;
õ at least !$# hits in the outer tracker;
õ probability
5

of the track fit larger than
{Ł
í
.
õ momentum between # and
%%
	
n ;
õ transverse momentum between
|{ 
and #
{ u
	
n ;
For muons, we require at least + hits in the MUON chambers and a muon like-
lihood larger than
{
# . For electrons, we require that the energy over momentum
is close to unity ( { )) ^ $ 	V ^ ! {% ), in order to suppress the large hadronic back-
ground. The efficiency as a function of the dilepton mass is shown in figure 3.11.
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Figure 3.11. FLT track efficiency as a function of the dilepton mass.
The track efficiency for electrons is higher than for muons. One reason is the
poor muon chamber performance. The efficiency loss is concentrated at super layer
1A detailed explanation of the choice of reference tracks will be given in section 4.4.2.
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MU1 [127], where multiple scattering in the iron absorbers affects the trajectory of
muons through the MUON chambers. The track finding algorithm, which is based
on a linear extrapolation, might fail to find the particle hits.
Furthermore, we notice that the efficiency increases in the 
	 mass region.
This observation suggests that in presence of real leptons the FLT efficiency is
higher. For this reason, the total sample of SLT tracks is not adequate to describe the
efficiency for leptons produced in 
	 decays, and one has to restrict the efficiency
study to the 
	 mass region. Since a large fraction of background is still present
in that region, specially for electrons, we subtract the contribution of background.
This is done with a side-band subtraction technique. We define three mass regions.
The 
	 region, which contains signal and background, and two regions contain-
ing only background, which are located at higher and lower masses (side-bands).
Subtracting the efficiency distributions of the side-bands from the one in the 
	
region, properly normalised, we obtain the efficiency for real leptons. The invariant
mass of the selected electron and muon tracks is shown in figure 3.12, where we
indicate the mass intervals used to identify the 
	 region and the side-bands.
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Figure 3.12. A%=B; signal in electron (a) and muon (b) channel in the full data sample. The
A=B; mass region and the side-bands used for background subtraction are also shown.
The normalisation is guaranteed by the fact that the size of the side-bands is
tuned until it contains the same amount of background present in the 
	 mass
region. The average FLT track efficiencies for leptons produced in 
	 decays are
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Effect of matching definition
In order to evaluate the systematic effect due to the definition of a matching cri-
terion, we enlarge the definition to il
^ 
cm, i

^
# cm and i

^
!

cm,
respectively. The systematic uncertainty is evaluated as the maximum variation of
the efficiency divided by } !

. This corresponds, statistically, to assume a

)
í
confidence level2. The results are reported in table 3.1.
Track efficiency [ R ] LAS £ ; cm LAS £ B cm LAS £ @YH cm
Electrons BRN%Aa H
[
HAU@V; ¥?HAC;@
[
HAU@V; ¥@?ACB F
[
HAU@V;
Muons ;RN%AC;RB
[
HAU@V; ;R_%AU@®F
[
HAU@V; >?HAa?;
[
HAU@V;
Table 3.1. Average FLT track efficiency for leptons coming from A=B; , obtained with three
definitions of matching with SLT tracks.
The systematic uncertainty is !
{

í
for electrons and
|{
#
í
for muons.
Effect of bremsstrahlung tag for electrons
Bremsstrahlung photons emitted by electrons before the magnet travel together with
the electron until the magnet. Electrons are deviated by the magnetic field. Photons
keep a straight line trajectory. A linear extrapolation of the electron track from
the vertex detector to the electromagnetic calorimeter provides the position where
possible bremsstrahlung photons are expected to hit the calorimeter (figure 3.13).
ECAL
e+
γ
Magnet
Figure 3.13. Schematic view of the bremsstrahlung tag technique for electron identification.
2The width of a flat distribution between TVU and T

is ½XWZY8~D[ qR¿ , where Y\W]T
_^
T`U .
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The presence of energetic clusters due to bremsstrahlung photon emission serves
as electron tag and allows to suppress a large fraction of background in particle
identification. Note that this might lead to a decrease of efficiency. The energy
released by the photon in the calorimeter can be used to increase the accuracy in the
electron momentum estimate. The 
	 signal, when at least one of the two electrons
has been identified with a bremsstrahlung tag, is reported in figure 3.14(a).
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Figure 3.14. A=B; signal in the electron channel (a) and FLT track efficiency as a function
of the dielectron invariant mass (b), with and without bremsstrahlung photon requirement.
The significance of the 
	 signal increases when the photon tag is required.
However, the number of electrons available for the FLT efficiency calculation di-
minishes. The FLT track efficiency as a function of the dielectron invariant mass,
when the photon tag is applied to the electron probe track, is shown in figure 3.14(b).
Note that the photon tag is not applied to reference tracks, since they are not used to
calculate the efficiency. The efficiency is higher for all masses, even though the rel-
ative increase inside the 
	 mass region is lower. When the photon tag is applied,
the dependence of the efficiency with the mass becomes almost flat. This indicates
that the background is remarkably reduced.
When electrons are tagged, the relative increase of efficiency in the 
	 region
is !
í
, which we consider as a systematic effect in the determination of the average
FLT efficiency for electrons. Under the assumption that the systematic uncertainty
for the matching definition and bremsstrahlung tag are uncorrelated, we sum them in
quadrature and obtain a relative systematic uncertainty of !
{í
. The final estimate
of the average FLT track efficiency is
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Efficiency dependence on the position
The efficiency dependence on the spatial position inside the detector is important
for the study of the  distribution of 
	 mesons. The j of the 
	 is related
to the decay angle between the lepton tracks in the laboratory frame. To a good
approximation, a positive  is translated in a small angle and a negative j to a
large angle. Any dependence of the efficiency on the position should be taken into
account, in order to reproduce the correct experimental Ñ distribution. The track
efficiency as a function of the  and ´ position at TC2 is shown in figure 3.15.
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Figure 3.15. FLT track efficiency as a function of the > (a) and ? (b) position at TC2.
The variations are due to the fact that the outer tracker is divided in sectors in
the FLT logic, and the FLT performance strongly depends on the sector traversed by
the particle. The efficiency is larger in the inner part of the detector because most of
the efforts during commissioning were devoted to the improvement of the sectors
with the highest occupancy.
Efficiency dependence on the momentum
The efficiency depends also on the particle momentum. This effect is due to the cor-
relation observed between the momentum and the trajectory of the particle through
the detector. The average momentum as a function of the radial distance from the
beam pipe at the super layer TC2 is shown in figure 3.16(a). High momentum
particles are bent less than low momentum particles and preferentially traverse the
inner part of the spectrometer, where the efficiency is larger. The track efficiency
as a function of momentum is presented in figure 3.16(b). When the momentum
becomes too large (and the distance from the beam pipe too small), the efficiency
decreases, due to the fact that the beam pipe might absorb the particles.
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Figure 3.16. Correlation between average momentum and radial distance from the beam
pipe at super layer TC2 (a) and track efficiency as a function of the momentum (b).
Efficiency dependence on the OTR hit occupancy
The total number of hits in the outer tracker and the average hit occupancy as a
function of the dilepton mass are shown in figure 3.17.
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Figure 3.17. Total number of hits in the outer tracker (a) and average hit occupancy as a
function of the dilepton mass (b).
Outside the 
	 mass region, the occupancy does not depend on the mass. The
occupancy decreases in the 
	 mass region. This demonstrates that the FLT pref-
erentially triggers on 
	 , in real 
	 events. In events without a 
	 , the FLT
triggers on events with higher occupancy. In effect, the larger the number of hits in
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the outer tracker, the higher is the probability that the first level trigger propagates
messages and fully reconstructs tracks. The track efficiency as a function of the
occupancy is shown in figure 3.18. A linear fit to the data reveals an increase of
about
{
! in efficiency every !

hits in both electron and muon channels.
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Figure 3.18. FLT track efficiency as a function of the number of hits in the outer tracker.
The dependence of the efficiency on the occupancy might affect the Ñ and 
distributions of the 
	 . The related correlation plots are shown in figure 3.19.
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Figure 3.19. Number of outer tracker hits as a function of >  (a) and   (b) of the A=B; .
The occupancy is essentially flat in j . A slope is observed in the  correlation
plot. The maximum variation of occupancy in j and  is about !
%
hits, which
corresponds to a maximum variation of efficiency of about !
í
.
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3.4.3 Efficiency map
The observed dependences on position and momentum do not allow to use the av-
erage FLT track efficiency to evaluate the event weight in equation (3.2). A specific
procedure to assign the correct efficiency to each event is needed. Since we have
shown that the dependence on the occupancy leads to a maximum variation in effi-
ciency of !
í
, we shall neglect it. The dependences on position and momentum are
taken into account by evaluating the efficiency in each elementary cube of a three
dimensional space. The three coordinates of this space are the  and ´ position at
TC2 and a linear combination of  at PC1 and  at TC2,
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which reflects the track momentum. Such a linear combination is more convenient
than the momentum itself since it is directly related to the geometric acceptance
of the FLT [128]. The factor { )  # guarantees a uniform bin population, since
momentum and position are correlated. The granularity of the map in  is deter-
mined by the outer tracker area associated to one optical link transmitter, which is
)
ÕÛ{

Ł
cm. The number of bins in the other two dimensions is chosen to reach a
comparable statistics in all bins. The total number of bins is ))
ÕG

Õ
!

~

#|!
%
.
The information encoded in each efficiency map cube is the particle type (electron
or muon), the total number of probe tracks  , and the numbers of efficient entries
å

,
å
- and
å
 for the three matching criterion: i

^
, i

^
# and i

^
!

. All
November 2002 runs have been used to obtain the number of reference tracks per
cube shown in figure 3.20.
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Figure 3.20. Number of reference tracks per cube in the November ;?HRH$; efficiency map.
Almost half of the cubes have a number of tracks smaller than
%
. In order
to increase the accuracy of the efficiency determination, at the expense of a lower
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spatial resolution, we adopt a smearing procedure. Bins with 
^ %
are grouped
with adjacent bins until the statistics becomes larger than  . At this point, the
efficiency is calculated and is assigned to each bin used for the calculation. In order
to preserve the independence among the bins, each bin is used only once. In figure
3.21, we present the track efficiency in  and ´ positions at TC2, averaged over the
momentum coordinate, over the November
%%

period of data taking.
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Figure 3.21. Distribution of the FLT track efficiency in > and ? positions at TC2 averaged
over the momentum.
The old efficiency maps were generated using all SLT tracks as probe tracks. As
it was shown in figure 3.11, this procedure leads to underestimate the efficiency for

	 mesons, due to the presence of a large fraction of background tracks. The best
solution, in principle, would be to produce efficiency maps exclusively selecting
leptons generated in 
	 decays. Since the amount of such leptons is not sufficiently
large to guarantee an accurate estimate of the efficiency, we employ a different
solution to generate new efficiency maps.
We search for a set of selection criteria which help to identify real leptons, with-
out requiring that the particles originate from 
	 mesons. In order to reduce the
loss of statistics, we apply more stringent cuts only to the probe tracks. We discard
SLT tracks which are not matched to an off-line reconstructed track. This helps to
reduce the fraction of ghost tracks, which are due to random combinations of hits
in the detector. For muons, we require that the muon likelihood is larger than
{
# .
For electrons, we require that a bremsstrahlung photon is associated to the track.
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Statistics of probe tracks
An efficiency map is generated for each run listed in appendix A, except for the
seven March
%%Ł
runs ( ¡  M events). Under the assumption that within a month
the run conditions are stable, the efficiency maps in each month are merged. The
main reason for the global change of the run conditions were, in fact, the mainte-
nance activities carried out during the monthly periods of detector shut-down. In
table 3.2, we present the total number of probe tracks used to generate efficiency
maps in each of the five months of data taking.
Number of probe electrons Number of probe muons
October 128,521 359,454
November 1,019,469 2,107,882
December 159,706 514,102
January 1,061,068 1,648,616
February 736,700 1,346,297
Total 3,105,463 5,976,351
Table 3.2. Total number of probe tracks used to generate efficiency maps.
Efficiency dependence on mass,  and 
In figure 3.22(a), we compare the FLT track efficiency obtained with leptons orig-
inating from 
	 (see selection listed in section 3.4.2) and the one extracted from
the old and the new maps.
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Figure 3.22. FLT track efficiency as a function of the dilepton mass calculated with leptons
which pass the A=B; selection and extracted from the efficiency map.
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The efficiency given by the old maps is consistent with the efficiency obtained
with leptons outside the 
	 mass region. This means that the old maps are domi-
nated by background tracks. For both electrons and muons, the efficiency extracted
with the new maps is higher, closer to the one obtained in the mass region of the

	 , even though the efficiency still exhibits an undesired mass dependence. In
figure 3.23 and figure 3.24, we show the FLT efficiency as a function of the  and
 of the 
	 calculated with the maps and with the data.
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Figure 3.23. FLT track efficiency for electrons (a) and muons (b) as a function of the > 
obtained with the A%=B; selection and with the efficiency maps.
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Figure 3.24. FLT track efficiency for electrons (a) and muons (b) as a function of the  
obtained with the A%=B; selection and with the efficiency maps.
3.4 Efficiency study 67
Almost in all  and  bins, the FLT efficiency maps provide a slightly smaller
efficiency than the one calculated with the 
	 selection. A comparison between
the FLT trigger weight obtained from 
	 in data and from efficiency maps in the
Monte Carlo simulation, as a function of j and  , reveals that the agreement is
satisfactory [114]. This is a hint of the reliability of the FLT efficiency maps.
Efficiency dependence on the run period
The information contained in the efficiency maps can be used to extract the average
FLT track efficiency with the formula
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ﬃ 
Ò
0 (3.8)
where
å
Ò
is the number of efficient entries and 
Ò
is the total number of entries in
the cube with index Ø . The average FLT track efficiency as a function of the run
number is plotted in figure 3.25.
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Figure 3.25. Average FLT track efficiency as a function of the run number obtained from
the efficiency map.
The FLT efficiency varies with time. The main reason is the instable perfor-
mance of the optical link transmitters. The latter were tested in the initialisation
phase of each run and the problematic ones were masked in order to increase the
trigger efficiency of the FLT network. However, experience has shown that these
test were not reliable.
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The efficiency increases in 2002 due to a constant monitor and repair of faulty
links and cabling problems of the FLT. The empty region between runs 20600 and
20800 corresponds to the minimum bias data taking periods. In this configuration
the FLT is switched off. Two groups of runs fall outside the general trend. The
efficiency for the 17 runs between 21122 and 21183, in both muon and electron
channels, is lower than the average. The efficiency for the 7 runs between 20826
and 20839 is close to !

í
. This is due to a test trigger configuration, in which
the FLT was triggering on events with two fully reconstructed leptons. These tracks
were passed to the SLT, which used them as seeds for the refined track search. For
this reason, all events present two tracks in common between FLT and SLT.
3.5 Summary
We described the HERA-B first level trigger used in the four months of data taking.
In this period, the FLT guaranteed a background reduction factor of approximately
%
and allowed to collect a total sample of
Ł
0


	 , at a rate of !
%%
per hour,
with an average track efficiency
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for muons.
We discussed the procedure to generate FLT efficiency maps. We stressed the
motivations which led to the production of three dimensional maps, in order to
account for the observed dependence of the efficiency on the detector area traversed
by the particles and on the particle momentum.
Chapter 4
Beauty Production Cross Section
The elephant man (1980) - D. Lynch
We use two methods to extract the beauty quark production cross sec-
tion from !$#

M dilepton triggered events for +
%
GeV  A collisions.
The methods are based on the identification of simultaneous muonic de-
cays of 

 pairs in the muon  range [ ² {Ł 0 |{ ! ]. The resulting cross
sections are consistent: Ä  Ë  ~ê!?)
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4.1 Introduction
We present a measurement of the beauty quark production cross section performed
with the HERA-B dilepton triggered data. Under our experimental conditions, at
first perturbative order,  quarks are mostly produced in pairs with a

 quark, either
via quark-antiquark annihilation or via gluon fusion. The inclusive muonic decays
of the  and

 quarks are used to identify events in which a 

 pair is produced.
The HERA-B collaboration has already measured the 

 cross section by using
the 
	 decays originating from  quarks. The analysis presented in this thesis
provides an independent confirmation of the previous measurement with a larger
sample of signal events. However, the event counting technique strongly relies on
Monte Carlo simulations, which potentially implies a larger systematic uncertainty.
In the next section, we discuss the physics processes involved in the analysis,
and present the formula used to extract the cross section. Section 4.3 is dedicated
to the study of the Monte Carlo simulations of signal and background events. The
data analysis is presented in section 4.4. We select the 
	 sample used for normal-
isation, and search for inclusive muonic  decays. In section 4.5 we compare our
experimental results to those of other experiments and to the results of the available
theoretical predictions.
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4.2 Measurement method
The beauty cross section is evaluated counting the number of   events relative to
that of 
	 particles. The latter are identified with the weak decay 
	ªã  ã
,
and their number is evaluated with a Gaussian fit to the invariant mass spectrum
of unlike-sign muons. The physics processes used to identify 

 events are “dou-
ble semi-muonic  decays”, which are all possible combinations of primary  and
secondary n decays occurring with the emission of a muon. The primary  quark
is produced in the proton-nucleus collision. The secondary n quark comes from
the decay of the heavier  quark. Muons from double semi-muonic  decays are
uncorrelated and do not show up as a peak in the dimuon invariant mass spectrum.
Therefore, the number of 

 events is estimated by subtracting all possible sources
of background from the data sample which survives the 

 selection criteria.
4.2.1 Double semi-muonic ﬁ decays
Once a V pair is produced in the proton-nucleus interaction, the  and   hadronise
according to the probabilities reported in the PDG [2]: hg ¢ ~  Ł + { ³ ! { ! &sí ,
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Subsequently, the  -hadrons decay mostly into open charm mesons. For the sake
of simplicity, we assume a !
í
probability for the  to n decay1. Both  and n
quarks have a large probability to decay with the emission of a single muon (“semi-
muonic decay”). The branching ratios, which we shall denote with “B” and “C”
respectively, are taken from the PDG [2] and are reported in table 4.1.
Decay Branching ratio [ í ]
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Table 4.1. Inclusive branching ratios of semi-muonic
d
and T decays from PDG [2].
Any combination of two simultaneous semi-muonic decays of primary  and
secondary n quarks on the  and

 decay branches produces a dimuon final state,
which can be used to identify events in which a 

 pair is produced. We shall label
the four classes of “double semi-muonic  decays” included in this analysis as YØ"Ù ,
YØ
n
Ø , YØ
n
Ù and n Ø n Ù . When both  and

 quarks undergo a direct muonic decay, we
shall label the decay YØ ìÙ . When one  quark decays muonically and the secondary n
quark on the same branch undergoes a muonic decay, we define the decay as VØ n Ø . If
the secondary n quark on the other branch decays muonically, then we shall call the
decay YØ n Ù . Lastly, n Ø n Ù decays are the ones in which both secondary n quarks decay
muonically. The Feynman diagrams of the simultaneous muonic  and n decays
included in this analysis are sketched in figure 4.1.
1The n and  decays are used to indicate the corresponding beauty and charm hadrons decays.
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Figure 4.1. Feynman diagrams of the four “double semi-muonic
d
decays” studied in this
analysis. From top-left to bottom-right, the decays labelled
d
É
dqp
,
d
É
T
É ,
d
É
T
p
and T É T
p
are
sketched. The letters
d
and T indicate the flavour of the quarks that undergo muonic decay.
The letters É and
p
indicate the
d
and 
d
decay branch, respectively.
The processes labelled YØ ìÙ , YØ n Ø and n Ø n Ù have two oppositely charged muons
in the final state, while VØ n Ù leads to two muons of the same sign2. This statement
is only partially correct, since neutral o mesons can oscillate before they decay.
Therefore, the charge of the muons depends also on the number of oscillations be-
fore the decay. In a first approximation, we calculate the probability of each process
shown in figure 4.1 combining the branching ratios of the direct semi-muonic  and
n decays reported in table 4.1. The effect of o mixing will be introduced later as a
weighting factor to split each signal between the two different muonic final states.
Since the four classes are not mutually exclusive, we must avoid double counting
of events falling in more than one category. For instance, events in which both
 and n quarks undergo muonic decay simultaneously satisfy the four definitions.
Therefore, we assign a priority to the classes (the order is: YØ ìÙ , YØ n Ø , YØ n Ù and n Ø n Ù )
and introduce the probability that quarks do not decay into muons (

o4~ó!
²
o and

ø ~ !
²
ø ). The resulting branching ratios are shown in table 4.2.
2The class nsr ut includes decays with a vqwvq final state, which are not shown in figure 4.1. In
our notation, the final state vqwvq include the conjugate channel vaxyvwx .
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Table 4.2. Branching ratios of the four “double semi-muonic
d
decays”.
A factor

is used to include the conjugate final states in YØ n Ù and YØ n Ø . The
total branching ratio is #
{
!
í
. Since the largest contribution is expected from the
unlike-sign muon channel, we shall use decays in this channel to extract the beauty
production cross section. However, the study of double semi-muonic  decays in
the like-sign channel will be important for a correct background estimate.
Doubly charmed  decays
So far, we assumed that all beauty quarks produced in the main interaction perform
a single charm decay. If the virtual 2 boson, emitted in the  decay, converts in a

n
m pair, then two charm quarks originate from one beauty decay (figure 4.2).
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Figure 4.2. Feynman diagram of a
d

T

TV\ decay and simultaneous semi-muonic T decays.
This means that the inclusive branching ratio for ª ã
,
« decays contains a
fraction of anticharm muonic decays. Since the branching ratio for doubly charmed
 decays is Br ÇCª n

n
m
&
~ 
 

&í [2], the fraction of decays via charmed
hadrons is o
9
~ Br Çbª n

n
m
&
ö Br 

n
ªã
,
«
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¡
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, while the fraction of direct
decays is o{z~ o ² o
9
¡
+
í
. Therefore, the branching ratios in table 4.2 are
recalculated splitting the inclusive branching ratio for muonic  decays in two terms
( o4~µo|z  o
9
). In this scenario, a new class of decays arises: n Ø n Ø . Simultaneous
muonic decays of two charm quarks on the same branch are not included in any
class defined up to now and have a branching ratio of

o
9
ø

o

ø
¡
{Ł
, which
is
í
of the total. The corresponding systematic uncertainty, which depends also
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on the reconstruction efficiency, is decreased when such decays are assigned to an
existing class. We chose the class YØ n Ø since it also exhibits two oppositely charged
muons in the same decay branch. The branching ratios for “double semi-muonic 
decays” after corrections for doubly charmed  decays, are reported in table 4.3.
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Table 4.3. Branching ratios for “double semi-muonic d decays” after applying corrections
for doubly charmed
d
decays.
The effect of doubly charmed  decays is that a fraction of YØ ìÙ decays is ab-
sorbed into the class of YØ n Ù decays into oppositely charged muons. Note that the
latter class was empty before the corrections were applied. Another fraction of YØ ìÙ
decays is absorbed into the class n Ø n Ù . Finally, part of the VØ n Ø decays becomes n Ø n Ù
decays into like-sign muons, which was also empty before applying corrections.
The branching ratios reported in table 4.3 do not yet include all relevant effects
for this analysis. The final branching ratios are obtained by distributing the total
branching ratios reported in table 4.3 in the two muonic final states according to the
combined effect of doubly charmed decays and o mixing. The size of this effect is
determined from Monte Carlo simulations and is discussed in the next section.
Mixing of oﬀ and o ﬃ mesons
A large fraction of  quarks hadronises in neutral o mesons [23]. It is known that
these mesons may oscillate before the decay (figure 4.3).
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Figure 4.3. Feynman diagram of &

mixing. The corresponding diagram for & ﬃ oscillations
is obtained replacing the
L
quark with an \ quark.
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In order to investigate the effect of oÛ mixing in our Monte Carlo simulations,
we report in figure 4.4 the proper time distribution of muons emitted in semi-muonic
decays of charged and neutral o mesons.
Figure 4.4. Proper time distribution of W

(left) and W , (right) emitted in semi-muonic
decays of &
, (top), &

(centre) and & ﬃ (bottom) mesons.
Without mixing, all histograms on the left side would be empty. At time oá~

,
when mixing does not yet occur, the right histograms reach the maximum, while
those on the left are zero. For times larger than zero, the left o

and

o
ﬃ histograms
become populated, due to oscillations before the decay. The distributions expo-
nentially decrease with time, according to the lifetime of the relative meson. The
exponential fit to the proper time distribution of o
,
yields a lifetime which is in
agreement with the PDG value of !
{
#


 {
!? [ps] [2]. Note that for

o
ﬃ mesons,
the oscillations determine the sinusoidal shape of the proper time distribution since,
unlike o

mesons, mixing is faster than the decay.
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Without oﬀ mixing, the charge of the final state muon exclusively depends on
the initial quark. It is positive for

 decays and negative in the case of  decays. Since
neutral o mesons oscillate, the charge of the final state muons depends also on the
number of oscillations performed before the decay. Therefore, the total branching
ratios of table 4.3 are distributed in the two muonic decay channels according to
charge weighting factors. These factors are determined by a combination of o
mixing and the probability of doubly charmed decays as discussed in the previous
section. As a consequence of o mixing, part of the YØ ìÙ decays have a like-sign
muon final state. For YØ n Ù and n Ø n Ù decays, the total effect is a combination of doubly
charmed  decays and o mixing, while YØ n Ø decays are not affected by mixing. The
total branching ratio and corresponding charge factors, which are directly extracted
from the Monte Carlo simulations, are reported in table 4.4.
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Table 4.4. Branching ratio and charge weighting factors  for double semi-muonic
d
decays.
The quantity &|}~  represents the branching ratio for the decay in like-sign muons. The
quantity &|}~< @zDŁ@ represents the probability of decay into oppositely charged muons.
4.2.2 Background
Prompt and detached 
	 counts
In order to make an independent cross section measurement with respect to that
reported in reference [22], we exclude the 
	 mass region (  Ł|{  # Ä away from the
nominal mass). Still, events in the Gaussian tail of the resonance can be a source
of background for this analysis. From Monte Carlo studies, we conclude that the
probability to observe 
	 particles produced on the target (prompt) is negligible.
In reference [22], a signal of about #  
	 produced in  decays is reported. Since
the probability to observe events
Ł
Ä away from the mean is
|{Ł
í
, we should observe
|{ 

	 particles from  decays. Therefore, we shall neglect them.
Combinatorial background
Combinatorial background originates from random combinations of muon tracks
reconstructed in our detector. Muons from pions, kaons and low mass resonance
decays (  ,  and Ú ) contribute to such a background. We estimate the combinatorial
background to a large fraction from data and partially with Monte Carlo simulations.
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Double semi-muonic n decays
Most n quarks hadronise in long living mesons (at HERA-B ± mesons travel in
average a few centimeters in the laboratory frame before decaying) having large
probabilities to decay into muons. Simultaneous muonic decays of primary n

n pairs
(see figure 4.5) represent an important background, which we evaluate with Monte
Carlo simulations. Compared to  , the production of n

n pairs in  A interactions at
}
m¿~ó!
{u
is more than three orders of magnitudes larger. Since the lifetime
of charmed hadrons is one order of magnitude smaller, a lifetime cut, or any quantity
related to it, allows to suppress such background.
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Figure 4.5. Feynman diagram of double semi-muonic T T decays.
Drell-Yan
The Drell-Yan process (figure 4.6) is an electromagnetic process in which a lepton
pair is produced from quark-antiquark annihilation. Since the reaction is prompt,
such leptons are expected to point back to the target. As a consequence, placing a
cut on the impact parameter to the target allows to suppress such background. Even
before the impact parameter requirement, the Drell-Yan background is expected to
be at least !

times less intense than the combinatorial background, in the region of
dimuon invariant mass we are interested in. For this reason, we shall neglect it.
p

p
1
ãë
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,
Figure 4.6. Feynman diagram of the Drell-Yan process.
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4.2.3 Cross section formula
The formula we use to extract the beauty production cross section is
Ä

Ë

~


,

Ë


ö
[
ö
c
Ó
BrÓÇ

ªãã
&
ö
ì!
²
¯
Ó
&
ö
#

,

Ë

­ Ó
0 (4.1)
where  
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Ë

represents the number of   events extracted from unlike-sign muon
data,

is the luminosity and [ is the atomic weight of the target. The index Ù runs
over the four double semi-muonic  decays YØ ìÙ , YØ n Ø , YØ n Ù and n Ø n Ù , each with its
own branching ratio BrÓ%*  Cª ãã
&
, charge factor ¯ Ó and reconstruction efficiency
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. We recall that for each class of  decays, the branching ratio Br Ó%*
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include decays to ãëkã
,
and ãëÑã final states, while the charge weighting factors
¯
Ó account for the probability that the final state is either ã jã
,
or ãëÑãë . The
branching ratios and charge factors can be found in table 4.4, the reconstruction
efficiencies shall be determined from Monte Carlo simulations.
The luminosity is extracted from the yield of prompt 
	 mesons,
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where  Ü
ÏÞÝ
is the number of reconstructed 
	 mesons, Ä Ü
ÏÞÝ
is the 
	 cross
section, x is the nuclear suppression, Br 
	ªãèÑã
,
&
is the branching ratio and
#
Ü
ÏÞÝ
is the reconstruction efficiency.
The 
	 cross section in the HERA-B acceptance ( ² |{Ł # ^ 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	 µ  ¶ ª [22]. The nuclear suppression has
been measured by the E866 collaboration and results x ~
{
+
d {
! [36]. Further
details on the reference 
	 cross section can be found in section 1.8. Note that
for open 

 and n

n production no nuclear suppression is expected. If we substitute
equation (4.2) in (4.1), by taking into account that the reconstruction efficiency
depends on the specific target configuration, then we obtain
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where Ø runs over !? target configurations. The advantage of this procedure is that
the systematic uncertainties due to the detector acceptance and performance, which
are in first order identical for the reconstruction of all decays, cancel out to a large
extent in the efficiency ratio of equation (4.4).
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The number of 

 events is obtained by subtracting the number  
,
¯
Ë
¯
of double
semi-muonic n decays and the number  
,
¯
m of combinatorial events from the op-
positely charged muon pairs  
,
]]
which survive the  selection. The combinatorial
background is estimated from like-sign muons, as the difference between the num-
ber 
]]
of muon pairs in the data and the number of expected double semi-muonic
 decays   Ë  which survive the  selection. Therefore, we can write
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The charm background is estimated with Monte Carlo simulations. It is nor-
malised to the number of direct 
	 mesons. We use the formula
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where Ä ¯ Ë¯ is the charm cross section ( Ł ã  	 ªÍ	 µ  ¶ ª ) and Br  n
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is the
branching ratio for double semi-muonic n decays. The term « ¯ Ë¯ is defined as
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where Ø runs over !? target configurations and
#
¯
Ë
¯ is the  selection efficiency for
double semi-muonic n decays. As for the charm background,   Ë  is estimated with
Monte Carlo simulations and it is normalised to the number of 
	 mesons,
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where the term «  Ë  is defined as
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If we assume that the reconstruction efficiencies for double semi-muonic  de-
cays in the two final states are equal, for each decay in each target configuration
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), than the cross section can be written in its final form
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where the term «  Ë  is defined as
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4.3 Monte Carlo simulations
We illustrate the Monte Carlo simulations used to evaluate the reconstruction effi-
ciency of beauty and charm decays. The production of heavy quarks in  A colli-
sions is simulated with PYTHIA [129, 130]. After the quark pair is generated, the
fragmentation process is simulated with JETSET and the remaining energy is fed
into FRITIOF [131, 132] to create secondary soft particles. Eventually, particles are
tracked with GEANT 3 [133], which performs a simulation of all but one detector
components. As explained in chapter 3, the first level trigger cannot be reproduced
by Monte Carlo simulations. Therefore, the FLT efficiency is extracted from data.
4.3.1 Acceptance in  and Ł
Prompt 
	
The simulation of the hard process in the 
	 production with PYTHIA contains
the theoretical uncertainty due to the momentum cut-off imposed in perturbation
theory. Correction factors are needed to reproduce the k and  distributions ex-
perimentally observed, especially at low transverse momenta. We use the results of
the E789 experiment and implement the corrections as weight factors to the Monte
Carlo events. Since the acceptance of the E789 experiment is restricted to the pos-
itive  region, while the HERA-B acceptance extends also to negative values, we
assume a symmetric distribution around zero. The distributions given by PYTHIA
are shown in figure 4.7, with and without the correction factors from E789.
Fx
-1 -0.5 0 0.5 1
En
tr
ie
s [
0.0
07
]
1
10
10
2
10
3
10
4 PYTHIA
Weighted
 [GeV/c]Tp
0 2 4 6
En
tr
ie
s [
0.0
20
]
1
10
10
2
10
3
10
4 PYTHIA
Weighted
(a) (b)
Figure 4.7. Generated and reconstructed >  (a) and   (b) distributions of A=B; mesons.
Note that the corrections are larger at low  . Generated and reconstructed j
and  spectra (the trigger requirements are also included) are shown in figure 4.8.
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Figure 4.8. Generated and reconstructed >  (a) and   (b) distributions of A=B; mesons.
The  acceptance is limited in the positive region by the fact that the inner
tracker, which is used to detect particles close to the proton beam pipe, was not
used in the trigger, since it showed unstable performance during data taking. The
 acceptance is limited in the negative region by the solid angle covered by the
spectrometer (  mrad in  and ! % mrad in ´ ). Due to these limitations, we restrict
the  range to [ ² {Ł # , |{ !$# ]. The  acceptance has no restrictions between  and
u
	
n and exhibits an almost flat distribution. The j and  acceptance profiles
are shown in figure 4.9.
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Figure 4.9. Acceptance profiles in >  (a) and   (b) of A%=B; mesons.
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Double semi-muonic  decays
Contrary to 
	 decays, we adopt for double semi-muonic  decays the Ñ and 
distributions given by PYTHIA without any correction. The generated and recon-
structed spectra of the leading muon (the one with the highest  ) are shown in
figure 4.10, while the corresponding acceptance profiles are shown in figure 4.11.
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Figure 4.10. Generated and reconstructed >  (a) and   (b) distributions of the leading
muon in double semi-muonic d decays.
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Figure 4.11. Acceptance profiles in >  (a) and   (b) of the leading muon in double semi-
muonic
d
decays.
The  acceptance is limited to the range [ ² {Ł , { ! ]. The acceptance in  has
no restrictions between ! and #
u
	
n (the cut at !  	 n is the trigger threshold).
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Double semi-muonic n decays
Also for double semi-muonic n decays we adopt the k and  distributions given
by PYTHIA without any correction. The generated and reconstructed spectra of the
leading muon are shown in figure 4.12, while the corresponding acceptance profiles
are shown in figure 4.13.
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Figure 4.12. Generated and reconstructed >  (a) and   (b) distributions of leading muon
in double semi-muonic T decays.
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Figure 4.13. Acceptance profiles in >  (a) and   (b) of the leading muon in double semi-
muonic T decays.
The  acceptance is limited to the range [ ² |{Ł , { ! ]. The acceptance in  has
no restrictions between ! and #
u
	
n (the cut at ! u 	 n is the trigger threshold).
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4.3.2 Reconstructed samples
Data for physics analysis were taken with + target configurations, four with one
wire ( Ø  , $! ,   ,   ) and five with two wires ( Ø  Ø! , R!?Ø! , R!?Ø  , R!R  , $!I  ). The
letter indicates the wire position ( Ø for inner,  for below,  for outer). The number
specifies the target station. The target system was described in section 2.4. Since
the reconstruction efficiency depends on the specific target configuration, different
Monte Carlo simulations are needed. Double wire runs are simulated with two
samples, depending on which wire the hard process is located, leading to the !?
Monte Carlo samples listed in table 4.5.
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Table 4.5. Statistics of Monte Carlo samples used for the present analysis.
For instance, the two samples associated with the Ø!?Ø

configuration are called
Øs!?Ø

and Ø

Øs! , where the hard process is generated on the first wire and a minimum
bias event takes place on the second wire. The simulation of  and n muonic decays
are available only for part of the target configurations listed in table 4.5. As Monte
Carlo simulations of the missing target configurations, we use the existing ones
with the same material. This means that we use the same Monte Carlo simulation
for wires with different orientation, sometimes also located on different stations.
Once every month the experiment was shut down for a few days in order to
access the detector area. In this period, all efforts were concentrated to improve
the detector performance, leading to a general change of the running conditions.
For this reason different Monte Carlo samples are generated on a monthly basis, to
provide a better detector simulation.
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4.4 Data analysis
For the data analysis we use !R#

million dilepton triggered events of proton-nucleus
interactions with three wire targets of different materials (carbon, titanium and tung-
sten). Events are distributed over several runs. The following ones are discarded:
õ runs with low statistics;
õ runs for efficiency study;
õ runs for trigger test;
õ runs with anomalous data quality distributions;
õ runs with wrong interaction rate;
õ runs with broken targets;
õ runs with missing detector subsystems.
A list of the runs selected for this analysis can be found in appendix A. The
analysis is carried out in the HERA-B analysis framework, called ARTE, with the
reprocessing version “rp0005”.
4.4.1 Dilepton trigger
The main motivation which lead to the final choice of the HERA-B trigger config-
uration is the study of charmonium production in  A interactions.
A dilepton trigger configuration increases the probability to select events in
which a 
	 meson is produced, compared to randomly triggered events. Decays
like 
	 ª Ù½8Ù
,
are triggered when a pair of leptons is found in a three level trigger
chain. At pretrigger level, two seeds are required, either from the muon chambers
or from the electromagnetic calorimeter. They are passed to the first level trigger
where the full reconstruction of at least one track is required. At the second level
trigger, an independent search for a pair of lepton tracks is performed. The event is
finally accepted when a common vertex, which lies in a region close to the target
position, is found.
This trigger configuration allowed to collect an average of !
%

	 per hour,
in both lepton channels, at # MHz interaction rate.
4.4.2 Muon selection
The last detector subsystem in the downstream direction (with respect to the target)
is used for muon identification. Tube and pad gas chambers are used to reveal the
passage of muons through the detector. Thick iron absorbers are placed in front of
the chambers in order to filter all particles but muons, allowing for a clean muon
identification. Therefore, a set of soft selection criteria suffices to guarantee a proper
muon identification.
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Specifically, a muon candidate must have:
õ an SLT flag;
õ standard clone removal;
õ at least # hits in the vertex detector;
õ at least !$# hits in the outer tracker;
õ a probability
5

of the track fit larger than
{Ł
í
;
õ momentum between # and
% u
	
n ;
õ transverse momentum larger than
{ u
	
n ;
õ at least + hits in the muon chambers;
õ a muon likelihood larger than
{
# .
All requirements listed above, except for the SLT flag and the muon likelihood,
are indicated in the following as “track quality”.
The SLT flag is used to label tracks that are found on-line by the SLT and off-
line by the track reconstruction algorithm. The SLT flag is mandatory to get a
correct estimate of the SLT efficiency from the Monte Carlo simulation. Suppose
that a 
	 decays into two muons and the SLT triggers on muons different from
the ones produced in the 
	 decay. In this case, the SLT efficiency depends on
the characteristics of the whole event, which are usually difficult to simulate. In
order to remove this dependence, we require the SLT flag both in the data and the
Monte Carlo. The main task of the track reconstruction algorithm is to collect the
track segments provided by the several detector subsystems and to combine them
in a unique set of tracks corresponding to the trajectories of the physical particles
through the detector. When the same track segment is used more than once by the
reconstruction algorithm, tracks which do not correspond to a physical particle are
generated. We shall label such tracks “clones”. In order to avoid the occurrence of
clone tracks, we use in this analysis the standard routine developed by the HERA-B
collaboration (see reference [134]), which reject tracks sharing segments with other
tracks. A minimal amount of hits in the tracking system, together with a lower
limit set on the probability
5

of the track fit, allows to reject ghost tracks. These
tracks are typically generated by the occurrence of a few random hits in the tracking
system. Since real muons traversing the absorber walls have momentum larger than

{
#

	
n
, a lower limit on their momentum rejects possible unphysical tracks.
In addition, the latter cut suppresses muons that are not produced in the decay of
heavy quarks. The upper limit on the momentum rejects unphysical tracks having
an energy larger than the one expected in our experiment. Finally, the definition
of the likelihood probability is based on the comparison of the parameters of the
reconstructed segments in the main tracker to those of the muon system. A lower
limit set on the muon likelihood, together with a minimal number of hits in the
muon chambers, guarantees a higher probability to select real muon tracks rather
than ghost tracks.
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4.4.3 Primary vertex reconstruction
For several purposes, it is interesting to know the position where the main inter-
action takes place. Since HERA-B is a fixed target experiment, the interaction
between protons and nuclei takes place on the target, whose position is well known.
The targets used in this experiment are either ribbons or wires. Both targets have
one dimension dominant with respect to the others. The ﬃ coordinate is always well
known, while the precision of the other coordinates depends on the orientation of
the target. In order to establish with high precision both the  and ´ coordinate, we
combine the tracks reconstructed in the event, in order to determine the position of
the primary vertex. Not all tracks can be used for this purpose. For instance, muons
produced in the decay of long living particles typically have large impact parame-
ters to the primary vertex. These tracks must be excluded from the primary vertex
search because they would artificially shift its position downstream.
A target wire is associated to the primary vertex with the minimisation of the
quantity
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where

§ is the difference between the  coordinate of the target and primary ver-
tex, Ä § is the uncertainty of this difference. Depending on the orientation of the
target, the  subscript has a different meaning. When the target is oriented verti-
cally  remains the  coordinate, while when the target is oriented horizontally, 
denotes in fact the ´ coordinate. Note that Ä § is dominated by the uncertainty in the
position of the primary vertex.
A target wire is also associated to the dimuon. For single target runs this is
trivial, while for double target runs we minimise the quantity
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where i ]
¢
 , i
]

 and i
Ü
ÏÞÝ
 are the impact parameters to the target of ãè , ã
,
and 
	
respectively. The impact parameter is defined as the distance between the particle
and the target in the plane of the target perpendicular to the beam. In order to take
into account errors on the position of the target and on the track parameters, each
impact parameter is divided by the corresponding uncertainty.
Following a similar procedure, a primary vertex is also assigned to the dimuon.
In case the target wire associated to the primary vertex and the one associated to the
dimuon are different, the event is rejected. Sometimes it happens that muons point
to a primary vertex that is different from the one assigned to the target. Rejecting
these events (less than ! í of the total muon pairs) helps to reduce background in
the selection of real decays.
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4.4.4 The MONQP selection
Once the muons are identified with the prescription given in section 4.4.2, a vertex
fit is performed with the Grover vertex package [112]. The following requirements
allow to complete the selection of 
	 decays:
õ muons with the largest  ;
õ
 between ²
|{Ł
# and
{
!$# ;
õ probability
5

of the dimuon vertex fit larger than !
í
.
Less than !

í
of the events have more than two muons. In these cases, we
select those muons that have the largest  , occasionally dubbed as “Best muons”,
since muons coming from heavy quarks decays preferentially have large transverse
momenta. The second requirement removes badly reconstructed tracks falling out-
side the detector acceptance. The third cut improves the selection of tracks coming
from a common vertex over the random combinations of muons.
The dimuon invariant mass after 
	 selection is shown in figure 4.14.
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Figure 4.14. Invariant mass of unlike-sign muons in the full data sample after A%=B; selection
(dotted histogram). Two peaks emerge above the background ( A=B; and ; D ). The fit to the
A=B; peak is superimposed. The shadowed histogram is the Monte Carlo simulation of
double semi-muonic
d
decays under the assumption that   Ë O @VBW= .
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The prominent signal around
Ł{
!

	
n

corresponds to the 
	 particle, while
the less intense peak visible at
Ł{Ûu
	
n
 is due to the  D . The width of the sig-
nal is dominated by the experimental mass resolution, which is much larger than
the intrinsic width of the 
	 . The Monte Carlo simulation of semi-muonic  de-
cays is also shown in figure 4.14, under the assumption that the 

 cross section is
!$#
ª
	
ªÍ	
µ

¶
ª . The latter value has been extracted by the collaboration in a dif-
ferent analysis [22]. Note that, at this stage of the selection, the fraction of muons
originating from  quark decays is negligible. In order to obtain the correct num-
ber of reconstructed 
	 mesons, the spectrum has to be fitted with a function that
describes sufficiently well the mass profile around
Ł|{
!

	
n

.
The background is fitted with the exponential function
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~J[
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°
{ (4.14)
A simple Gaussian is not enough to fit the signal, especially at low masses,
where the mass distribution is affected by 
	)ª ãèkã
,
1 decays. The emission
of photons, in fact, causes a loss of energy and, as a consequence, lower recon-
structed muon momenta. This effect translates in a lower dimuon invariant mass
and explains the tail visible in the 
	 mass distribution3. The study of a suitable fit
function to account for the tail can be found in reference [135], where the function
used to fit the 
	 peak is
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where  is the number of 
	 events and  l ¡  defines the contribution of the tail
relative to the total mass spectrum. The function ¢ 

Û¤£0
Ä
&
is a simple Gaussian
distribution,
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where £ and Ä are respectively the mean and the width of the distribution. The
function ¥ 

Û¬£0
Ä
&
is defined as
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Here,

ô is the threshold mass for the tail description and ø is a constant. The
parameters ø and

ô are determined by imposing the continuity of ¥ 

Û¤£0
Ä
&
and its first derivative in

ô
. For masses larger than

ô , ¥ 

Û¤£ 0
Ä
&
is a simple
3Since the reconstructed ±¹~³² particles with a mass lower than the centre value originate from the
energy loss due to photon emission, the tail is labelled “radiative”.
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Gaussian. For masses smaller than

ô , it is a Gaussian with a mass dependent
width Ä 
O&
. The mass dependence is parameterised with
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where à
Ò
are constants. The remaining parameters in equation (4.15) are £ , Ä and
à
Ò
. They are determined from the best fit to the experimental mass distribution. The
factor   Ä
&
serves as normalisation. It is defined as
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The result of the mass fit is superimposed to the histogram in figure 4.14. The
peak position is
Ł{
+

)
4|{%
!
u
	
n

. It differs by Gm
u
	
n
 from the PDG
value ( Ł{ +  +|! z{ !%!  	 n  [2]). This effect could be due to a misalignment
between vertex detector and main tracker affecting the reconstruction of muon mo-
menta. The effect is visible in the 
	 peak due to the large statistics, but it can be
safely neglected for  events.
Reconstruction efficiency
The muon and 
	 selection efficiencies are determined with Monte Carlo simu-
lations. The agreement between data and simulated distributions is important to
correctly estimate the efficiency. The comparison for the vertex probability and
muon likelihood are shown in figure 4.15.
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Figure 4.15. Comparison between data and Monte Carlo simulations of the muon likelihood
(a) and the A=B; vertex probability (b).
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The muon likelihood is shown only for values larger than the cut applied in the
preselection ( |{ # ). The agreement is satisfactory in the entire range displayed. The
efficiency of each cut relative to the previous one is reported in table 4.6.
Selection Efficiency
Reco. Ë Trig. HAIH$; F
FLT weight HACB@R@
Target assignment HAC_RNRB
SLT flag HAC_ Fl@
Track quality HAC_R>RN
Muon likelihood HAC_$a?B
Best muons HAC_RNR>
>  [ DzHAC>RB%bìHAU@VB ] @?AIHRHRH
Vertex µ<«¶  @ HAC_ ¥R;
Total < HAC_R_R_
[
HAIHRH$N@_~@YH
,

Table 4.6. Efficiency for prompt A%=B; selection in the Monte Carlo simulation of the full
data sample. Each efficiency is calculated with respect to the previous one.
In table 4.7 we report rate, mass, width and total selection efficiency for the 
	
signal in each target configuration.
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Table 4.7. Rate, mass and width of the A%=B; signal observed in each target configuration.
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We recall that events without tracks in common between the FLT and SLT are
discarded. As explained in section 3.4, this is compulsory to obtain a correct trigger
efficiency and implies the rejection of about ! 
í of the data.
4.4.5 Combinatorial background
Before discussing the selection criteria and their optimisation, we give a short ex-
planation of the method we use to estimate one of the most important sources of
background for double semi-muonic  decays: the combinatorial background. We
demonstrate that like-sign muons can be used to estimate the combinatorial back-
ground in the oppositely charged muon channel.
The invariant mass spectra after 
	 selection are shown in figure 4.16(a).
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Figure 4.16. Invariant mass of unlike-sign and like-sign muons, before (a) and after (b)
normalisation to the upstream detachment spectrum.
The unlike-sign spectrum exhibits the 
	 peak around
Ł{
!
u
	
n

. As ex-
pected, no resonance is visible in the like-sign channel.
The mass spectra of unlike-sign and like-sign muons, far from the 
	 and  D
resonances, are dominated by combinatorial background. Therefore, they are ex-
pected to be similar. On the contrary, especially at low masses, the distributions
look different. This could be due to the fact that unlike-sign muons are preferen-
tially bent towards opposite halves of the detector by the magnetic field, while like-
sign muons go into the same part of the detector. A discrepancy in the behaviour of
the two detector halves might produce different mass distributions. The discrepancy
disappears when the two mass spectra are normalised to the upstream side, accord-
ing to the procedure given in the next section. The invariant mass distributions after
normalisation are shown in figure 4.16(b).
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The agreement between the spectra in the region far from the resonances is
improved, even though a discrepancy at low masses can still be observed.
Normalisation procedure
The normalisation is performed by looking at the position of dimuon vertices rela-
tive to the target along the beam axis (

ﬃ ).
Depending on the experimental spatial resolution, which is typically #
%
ã m
for primary vertices, a vertex is consistent with the target position for short living
particles and is downstream for long living particles. Upstream vertices cannot
be due to the decay of real particles, but only to random combinations of muons.
Contrary to the case of downstream vertices, they are expected to be identical for
like-sign and unlike-sign muons. As shown in figure 4.17(a), the

ﬃ distributions
in the two channels are different.
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Figure 4.17. Dimuon vertex detachment before (a) and after (b) normalisation to the up-
stream spectrum.
The plot shows that like-sign muons underestimate the combinatorial back-
ground in the unlike-sign channel. For this reason, we normalise the two spectra
to the upstream side (

ﬃ
^
²
{ 
mm), where they are expected to be identical.
The result is shown in figure 4.17(b).
We conclude that, apart from small deviations, the normalisation procedure al-
lows to use downstream like-sign muons to estimate the combinatorial background
in the unlike-sign channel. We must keep in mind that, with more stringent selection
criteria, the downstream like-sign spectrum might be affected by the decay of long
living particles. This contribution must be subtracted, in order to get the correct
estimate of the combinatorial background (see section 4.2.3).
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4.4.6 Double semi-muonic ﬁ decays
Our attempt to identify double semi-muonic  decays at HERA-B starts from the
prompt 
	 selection presented in section 4.4.2. However, we remove the require-
ments on  and
5
 probability of the dimuon vertex. The quality of the dimuon
vertex is not necessarily sufficient to justify a selection on a large 5  probability. In
order to suppress background in favour of double semi-muonic  decays, we inves-
tigate further the characteristics of the muon tracks and dimuon vertices. We give
the motivations which lead us to the choice of the selection variables and we discuss
the algorithm used to optimise them.
Track
5
 probability
A large contribution to the combinatorial background comes from muonic decays
of kaons and pions. Due to the kinematics of the two body decay, the angle between
the emitted muon and the mother particle is small. Therefore, the track reconstruc-
tion algorithm is not able to distinguish between mother and daughter particles and
merge them into a single track. The global effect is a larger
5

, compared to the
average reconstructed tracks, hence a smaller
5
 probability. A lower limit on the
5
 probability of the track will help to reduce the combinatorial background.
Kaon likelihood
Another possibility to reduce background from muonic kaon decays is to look at
the kaon likelihood of the track. As explained in section 4.4.2, the most important
requirement for the muon identification is a signal in the muon chambers. This is
the last detector subsystem along the particle direction of motion and it is preceded
by the RICH detector, which allows kaon identification. If a kaon decays between
the RICH and MUON systems, then the emitted muon, which is reconstructed as a
single track with the mother kaon, leaves a signal in both detectors. This results in
a class of tracks that are simultaneously identified as muons and kaons. Setting an
upper limit on the kaon likelihood of the track will help to suppress this background.
Transverse momentum
In  decays, the large mass of the mother quark causes decay products with large
transverse momenta. As a consequence, muons emitted in  decays are expected to
have larger transverse momenta, compared to the more abundant muons produced
in the decays of lower mass particles. Since n quarks are lighter than  quarks,
muons emitted in n decays have smaller transverse momenta, in average, compared
to those emitted in  decays. A lower limit on the transverse momentum will help
to suppress combinatorial background and double semi-muonic n decays.
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Impact parameter
Most muons point back to the position where the primary interaction takes place.
In other words, most muons have an impact parameter to the target consistent with
zero, within the spatial resolution. Muons from  decays can have a large impact
parameter to the target. The impact parameter of the emitted muons, in fact, is
correlated with the lifetime of the decaying particle. The longer the lifetime of the
decaying particle, the larger is the impact parameter of the emitted muon. As a
consequence, a lower limit cut on the impact parameter of the muon will help to
discriminate muons produced in  decays from combinatorial background, and also
from double semi-muonic n decays, since charmed mesons have a smaller lifetime
than o mesons. Note that, to a good approximation, the impact parameter does not
depend on the momentum of the emitted particle. The increase in impact parameter
due to a large particle momentum is compensated by an increased boost, which
determine a smaller decay angle in the laboratory frame and, as a consequence, a
smaller impact parameter. In order to use the full information provided by the track
reconstruction algorithm, we select on the significance of the impact parameter. The
significance is expressed as ratio of the impact parameter over its uncertainty and
takes into account uncertainties on the track parameters.
Vertex detachment
In the strongly boosted  A interactions at HERA-B, a combination of tracks com-
ing from two different long living particle decays produce a vertex preferentially
located downstream of the target. The quality of this vertex is usually poorer than
that of vertices originating from real particle decays. A suitable example is the case
of semi-muonic decay of two o mesons. Since the standard algorithm used for ver-
texing (GROVER) might occasionally fail to find these vertices, we shall not use
it for  event selection. We rather use a simple algorithm that associates a vertex
to each track pair, neglecting the uncertainty on the track parameters. We define
the position of the vertex along the beam axis as the point of minimum distance
between the two tracks, in the plane perpendicular to the beam axis. This algorithm
allows to investigate the position of the vertices to identify  events, without the
unwanted efficiency loss produced by GROVER.
4.4.7 Cut optimisation
The cut optimisation for double semi-muonic  decays is done searching for the cut
values that simultaneously maximise the signal efficiency and the background rejec-
tion. We apply the prescriptions of the so called “blind analysis”, in the sense that
signal and background are estimated with Monte Carlo simulations or, if needed,
with the fraction of data that does not contain the signal we are looking for. The
“blind analysis” has the advantage of removing the possible bias due to the presence
of signal events in the data sample used for optimisation.
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The quantity we optimise is the signal significance
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simulations with equations (4.5) and (4.6). The number ( ,
¯
m is obtained from data,
with the prescription given in section 4.4.5.
The entire data sample is simulated by mixing the Monte Carlo simulations of
different target configurations. Each sample is weighted according to the relative
luminosity. The latter is calculated as ratio of the number of 
	 events over the
corresponding reconstruction efficiency (table 4.7). The systematic effect due to a
possible dependence of the luminosity ratio on the target material is neglected.
The first two selection criteria, which we independently optimise, are the track
probability
5

and the kaon likelihood of the muon candidates. An independent
optimisation is possible only when the two variables are not correlated. Therefore,
we show the corresponding correlation plots in figure 4.18.
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Figure 4.18. Track P( ¶  ) as a function of the kaon likelihood for the leading (a) and sec-
ondary (b) muon.
The track P( 5  ) is essentially a constant function of the kaon likelihood. This
proves that the variables are uncorrelated and can be separately optimised. The
significance as a function of the lower limit imposed to the track P( 5  ) is plotted in
figure 4.19(a). In the same plot, we show the dependence of the expected rate of
semi-muonic    and n

n decays and the combinatorial background as a function of
the probability cut. For this purpose, we use the charm production cross section of
Ł%
ã

	
ª
	
µ

¶
ª and we assume a beauty production cross section of !$# ª 	 ª
	 µ

¶
ª .
All histograms are normalised to the maximum value obtained in the optimisation
96 Beauty Production Cross Section
range. The significance is maximum for a probability larger than
{
 . This value is
more than one order of magnitude higher than the cut applied in the 
	 selection
(P( 5  ) > {%Ł ). Keeping the optimised cut on the probability 5  of the track, we
investigate the effect of an upper limit on the kaon likelihood, since we have shown
that the two variables are uncorrelated. The dependence of the significance on the
upper limit set to the kaon likelihood is plotted in figure 4.19(b).
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Figure 4.19. Cut optimisation of the track P( ¶  ) (a) and kaon likelihood (b).
The maximum is obtained for a kaon likelihood smaller than
{
! (the lower limit
of the range under study). The plot also shows that the difference in significance
between a cut at
{
! and
{
+ is small. The rejection of tracks with a kaon likeli-
hood larger than
{
+ already guarantees a large suppression of the combinatorial
background. For this reason, we apply an upper limit on the kaon likelihood of
{
+ .
Keeping the optimal cuts on kaon likelihood and probability
5

of the track, we si-
multaneously optimise the impact parameter to the target, the transverse momentum
and the dimuon vertex detachment. The optimisation procedure is performed in !

ô
steps. The significance is evaluated for !

lower limits on the impact parameters
between !
{
# and
|{
Ä
, for !

lower limits on the transverse momenta, between !
{
and
Ł{ ú
	
n for the leading muon and between !
{
and
|{
!

	
n for the sec-
ondary muon, and !

lower limits on the vertex detachments between ²
{
and
{
+
cm. The reason why we use an asymmetric cut on the transverse momenta is that
muons are ordered in  . By definition, the leading muon has a larger  than the
secondary muon. The lower limit on  cannot be smaller, because the Monte Carlo
simulation of n

n decays is generated with a preselection cut at !
{ 
	
n
.
The maximum significance is obtained for impact parameters larger than 
{
Ä
,
transverse momenta larger than !
u
	
n and vertex detachments larger than
{
cm.
The optimisation point does not change when the kaon likelihood cut is removed.
The significance as a function of the cut, when the other two cuts are set at their
optimal value, is shown in figure 4.20, for each of the three variables.
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Figure 4.20. Simultaneous cut optimisation of muon impact parameter (top), muon trans-
verse momentum (middle) and dimuon vertex detachment (bottom). The significance is
shown for the optimal value of the other two cuts.
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4.4.8 Reconstruction efficiency
The selection efficiency for all semi-muonic  and n decays is reported in table 4.8.
Each efficiency is determined relatively to the previous one.
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Table 4.8. Cut efficiencies for all Monte Carlo samples.
The first line in the table indicates the number of generated events in which
both muons have a transverse momentum larger than
{ú
	
n for semi-muonic
 decays, and larger than !
{ u
	
n for semi-muonic n decays. This number must
be scaled by the generation efficiency (second line in the table) in order to obtain
the total number of generated events. Muons with small transverse momenta are
rejected at generation, since they will not pass the trigger requirements. This opera-
tion saves reprocessing time. Muons with impact parameters smaller than !
{
#
Ä and
transverse momenta smaller than !
u
	
n are rejected in a preselection phase. We
discard muon pairs with an invariant mass larger than
|{
+
#

	
n

and smaller than
Ł{
#
u
	
n
 ( 
	 mass region), as well as those pairs having a mass smaller than
u
	
n

or larger than )
u
	
n

. In order to reject unphysical tracks, upper limits
are set on the impact parameter ( #  Ä ) and the transverse momentum of leading and
secondary muons ( # and ŁEu 	 n , respectively). The cut on the track probability 5  ,
kaon likelihood, impact parameter and vertex detachment were determined with the
optimisation procedure discussed in section 4.4.7.
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The last entries in the table are the number of selected events ( ½l Q ¯ m ) and the
total efficiency. We observe that the efficiency in the YØ ìÙ channel is about a factor
!
{
# larger than that for the VØ n Ø channel, a factor
Ł
larger than that for the YØ n Ù
channel and a factor

larger than that for the n Ø n Ù channel. Most of the difference
in efficiency is due to the trigger requirements. The efficiency for each Monte Carlo
sample in each target configuration is shown in table 4.9.
Wire ¼

Ò

Ó [ @YH ,
Í
] ¼ 
Ò
¯ñÓ [ @YH ,
Í
] ¼ ¯
Ò
¯ñÓ [ @YH ,° ] ¼ 
Ò
¯
Ò
[ @YH ,
Í
] ¼ ¯ Ë¯ [ @YH ,
L
]
i2 >%A FB
[
HAC;R> @?AU@V>
[
HAU@V> B%ACBR>
[
@?A¦¥ ¥ ;%ACB ¥
[
HAU@a N%AIH?F
[
@?AC;@
i2i1 >%AIH$>
[
HAC;@ @?AIH
@
[
HAU@V; >%Aa%@
[
@?AC>RB @?ACN$a
[
HAU@VB aAU@R@
[
@?AU@®F
i1i2 >%A¦¥ ¥
[
HAC; F @?AC;$a
[
HAU@®F N%AC;R;
[
;%AU@YH ;%AC;$a
[
HAU@a @V;%AC>?H
[
@?AC_R>
i1b1 ;%ACN$a
[
HAC; F HAauF
[
HAU@V; >%AU@VN
[
@?A F> @?Aa?;
[
HAU@Y¥ @R@?ACBRN
[
;%AC>$a
b1i1 @?A¦¥ F
[
HAC;@ HACBR;
[
HAU@V; @?ACN$a
[
@?AC;RN @?AU@Y¥
[
HAU@VB HACBRB
[
HAC>R;
b1i2 F
AIH$>
[
HAC>R; @?AU@a
[
HAU@VN B%A¦¥RN
[
;%AC;@ ;%AC_RN
[
HAC; F @?ACB?H
[
HACBR;
b1b2 >%A FN
[
HAC>?H HAC_ ¥
[
HAU@Y¥ F
Aa?>
[
;%AIH$; ;%AauF
[
HAC; F HACB ¥
[
HAC>R;
b1o2 >%ACN F
[
HAC>RN @?AIH$_
[
HAC;?H F
AC_R;
[
;%ACB?H ;%A F;
[
HAC;$a aACBRB
[
@?AC_RN
b1 F
ACB@
[
HAC> F @?ACBR>
[
HAC;?H ¥%AU@VB
[
;%AC>@ >%ACNR_
[
HAC;RN @?AU@R@
[
HA FB
Table 4.9. Total selection efficiency for d  d and T T decays in each target configuration.
The statistical uncertainties due to the limited size of the Monte Carlo samples
is negligible for 
	 mesons, while it is of the order of !

í
for the 

 and n

n decays,
except for the n Ø n Ù decays where it reaches
Ł
í
.
4.4.9 Calculation of the ﬁV¾ﬁ cross section
Applying the optimised  selection criteria to the full data sample, we obtain the
detachment spectra of unlike-sign and like-sign muons shown in figure 4.21. For
illustrative purposes, we removed the detachment cut. The upstream detachment
spectra (

ﬃ
^
²
{
cm) and the peaks around zero are mostly due to background
events. The downstream spectra (

ﬃ £
|{ 
cm) present two structures, probably
due to  events. The number of downstream unlike-sign muons is


,
]u]
~

#

!$#
{ (4.21)
This number is only partially due to double semi-muonic  decays. The down-
stream spectrum contains n

n and combinatorial background events, which we shall
compute and subtract. The upstream like-sign spectrum contains
Ł
) events and
the upstream unlike-sign spectrum contains

 
) events. Since these two val-
ues are consistent, we do not need to normalise the two spectra. The number of
downstream like-sign muons is


]u]
~ !!

!!
{ (4.22)
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Figure 4.21. Detachment of unlike-sign and like-sign muon pairs after
d
selection. The
detachment cut is removed in order to show both upstream and downstream events.
With equation (4.10) we extract a first value of the u cross section,
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By using this cross section and equation (4.8), we determine the number of
double semi-muonic  decays in like-sign muons. The latter is subtracted from the
number of downstream like-sign muons obtained in (4.21), in order to estimate the
combinatorial background. We compute the number of n

n decays in unlike-sign
muons with equation (4.6). The number of double semi-muonic  decays in unlike-
sign muons is obtained with equation (4.5). We subtract n

n events and combinatorial
background from the the number û
,
]u]
obtained in equation (4.21). All numbers of
events are presented in table 4.10.
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Table 4.10. Number of signal and background events extracted from the data.
We use the cross section value in equation 4.23 to normalise the Monte Carlo
distributions of semi-muonic  decays to the expected number of events in data. The
comparison between data and Monte Carlo simulation is shown in figure 4.22.
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Figure 4.22. Comparison between data and Monte Carlo simulations of invariant mass
(a) and detachment (b) distributions of double semi-muonic d decays to oppositely charged
muons. Events in the A=B; mass region ( ;%AC_RB¿¹=³ºk= T  £À¸ £ >%AC;RBÁ¹=³ºk= T  ) are removed.
The invariant mass is reproduced by the simulation, within the errors. A dis-
crepancy is observed in the first two detachments bins (

ﬃ
^ {
 cm). This could
be either due to an improper background estimate, or to an improper Monte Carlo
simulation. For this reason, we increase the vertex detachment cut to
{
 cm. The
new value of the    cross section is
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The total statistical uncertainty is

)
í
and is mostly due to the uncertainty in
data event counting (   í ). The remaining  í is due to the limited size of the Monte
Carlo samples used to extract the efficiencies. The new estimates of the number of
double semi-muonic decays and combinatorial background events extracted from
the data are reported in table 4.11.
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Table 4.11. Number of signal and background events extracted from the data, when the
vertex detachment cut is increased to HA F cm.
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4.4.10 Likelihood fit
In this section we perform a likelihood fit of the simulated distributions of signal
and background events to the selected data. For this purpose, we release the analysis
cuts and allow a larger fraction of background events. Compared to the previous
approach, the likelihood fit relies more on the Monte Carlo simulations, since they
are used to describe the shape of signal and background events in a wider range.
In order to perform a likelihood fit, we need to define a likelihood function that
depends on the kinematic distributions of signal and background events. We use
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where  ﬃ and 

are the number of signal and background events in the data. These
are left as free parameters in the fit. The quantities  ﬃ and 

are the corresponding
probability functions. The exponential factor accounts for the Poissonian fluctua-
tions of signal and background. As signal, we study distributions of YØ ìÙ and YØ n Ø
decays in unlike-sign muons, which are expected to be dominant over YØ n Ù and n Ø n Ù
decays. As background, we study distributions of Monte Carlo simulated n

n decays
and combinatorial background. The latter is obtained by subtracting semi-muonic
 decays from the distribution of like-sign muon data, under the assumption that
Ä

Ë

~ !$#
ª
	
ª
	
µ

¶
ª . We report in table 4.12 the relative weight of all signal and
background contributions, evaluated as a product of branching ratio and efficiency
for several lower limits on the muon impact parameters.
Signal Background
Impact cut [  ] d É dsp [%] d É T p [%] T É T p [%] d É T É [%] comb [%] T T [%]
;%AIHRH >$aAC; N%A F B%A¦¥ FN%ACN NRN%AU@ @R@?AC_
;%ACB?H >RB%AC_ N%AC> B%Aa B?HAU@ N F
AU@ @VB%AC_
>%AIHRH > F
AC_ N%AC> B%ACB B@?AC> N@?ACN @VN%AC;
>%ACB?H >R>%A¦¥ N%AC; B%A¦¥ BR;%A¦¥ NR>%ACB @Y¥%ACB
F
AIHRH >R;%ACN N%AIH B%ACB BR>%Aa a?N%Aa ;@?AC>
F
ACB?H >R;%A F aAC_ B%AC> B F
AC> NR>%AIH @aAIH
B%AIHRH >@?Aa aACN B%AU@ BRB%A F N$aAC; @V;%ACN
B%ACB?H >@?ACB aACB F
AC_ B ¥%AU@ NRB%ACB @®F
ACB
¥%AIHRH >@?ACB aAU@ F
A¦¥ B ¥%AC_ NR_%AC; @YHACN
Table 4.12. Relative weight of signal and background contributions for several lower limits
set to the muon impact parameters.
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4.4.11 Choice of muon kinematic distributions
The kinematic distributions used to define the probability functions are chosen ac-
cording to three criteria: independence, parameterisability and selectivity.
The choice of independent variables allows to factorise the total probability 
in the product of single probabilities. When the variables are correlated, the total
probability cannot be factorised and must be defined as a function of all correlated
variables. In order to be well defined as probability density functions, the kinematic
distributions need to be fitted and normalised to unity in the range in which they are
used. In addition, the shape of the fitting functions should differ as much as possible
for all signal and background events. This allows to discriminate the different types
of events, keeping the uncertainty on the fit parameters low. In order to search for
the best kinematic variables, we use the following selection criteria:
õ impact parameters larger than
|{
Ä ;
õ transverse momenta larger than !

	
n ;
õ vertex detachments larger than
{
cm.
Correlation study
The impact parameters and the transverse momenta of leading and secondary muons
potentially fulfil all requirements for the likelihood fit. The impact parameters are
shown in figure 4.23(a). They are independent. The transverse momenta are shown
in figure 4.23(b). They are correlated. This is due to the fact that muons are ordered
in  , the leading muon having larger  than the secondary muon, by definition.
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Figure 4.23. Correlation plots between the impact parameter (a) and the   (b) of the
leading and the secondary muons in
d
É
dsp
Monte Carlo simulation. Similar plots are obtained
for other signal and background events.
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In order to remove the correlation, we do not normalise the j distribution of the
leading muon in full range ([  , # ]  	 n ), but we start from the  of the secondary
muon. This is a dynamical normalization, in the sense that it changes on an event
by event basis. For both muons, we observe that the transverse momentum does not
depend on the impact parameter (figure 4.24).
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Figure 4.24. Correlation plots between the leading muon   and the impact parameter of
the leading (a) and the secondary (b) muon in d É dsp Monte Carlo simulation. Similar plots
are obtained for other signal and background events.
Furthermore, we have investigated the possibility to use the dimuon invariant
mass and muon longitudinal momentum. The invariant mass is correlated with the
transverse momentum, hence cannot be used. It turns out that the longitudinal mo-
mentum is correlated with the transverse momentum, probably due to the detector
geometry. Fast particles going through the beam pipe are not detected, and the total
momentum can be correlated with the minimum transverse momentum the particle
needs to evade the beam pipe. Due to the observed correlations, we parameterise
only the muon impact parameters and the transverse momenta.
Parameterisation
The impact parameter and the  of muons in simulated semi-muonic  decays are
shown in figure 4.25. The results of the fits, which will be discussed in details
in this section, are shown as an indication of the quality of the parameterisation.
In appendix D we show the impact parameter and the  distributions in all other
samples. The impact parameter is fitted with the exponential function
´Û~![ $
,ÇÆIÈ
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,
§
Æ
ð
0 (4.26)
where the parameter [ is the value obtained for an impact  ~ - and É is the
exponential slope. The value of  - is fixed at
|{
Ä
.
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This parameterisation is not suitable for the transverse momentum. The latter is
better fitted with the product of an exponential function, which correctly describes
the distribution for large  values, and the complementary error function, which
provides the smearing at low  . The function is
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The parameters [ and É describe the exponential part. The parameters  ô and
Ä
ô are used for the error function. Since the complementary error function is equal
to unity in the origin, the parameter [ is the value obtained for G~  ô .
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Figure 4.25. Distribution of   (left) and impact parameter (right) of leading (top) and sec-
ondary (bottom) muons in the Monte Carlo simulation of double semi-muonic d É dsp decays.
The impact parameter is fitted with an exponential function. The momentum is fitted with
the product of an exponential and a complementary error function.
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From the
5

of the fit, we deduce that the quality of the parameterisation is
acceptable for  decays. The quality of the other fits is also acceptable, which the
exception of the combinatorial background. In this case, two exponential functions
better describe the shape of the impact parameter distribution. All plots are reported
in appendix D. For the combinatorial background, we use the function
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The value of  - is fixed at
|{
Ä
. The value of j is left as free parameter in the
fit. The resulting fits are shown in figure 4.26.
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Figure 4.26. Distribution of   (left) and impact parameter (right) of leading (top) and
secondary (bottom) muons in combinatorial background. The impact parameter is fitted
with two exponential functions. The momentum is fitted with the product of an exponential
and a complementary error function.
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Selectivity
All fitting functions are normalised to unity and depicted together with the corre-
sponding unlike-sign muon data distributions in figure 4.27.
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Figure 4.27. Probability functions used to describe double semi-muonic
d
and T decays and
combinatorial background. The   (left) and the impact parameter (right) of leading (top)
and secondary (bottom) muons are shown. The corresponding distribution in unlike-sign
muon data are superimposed.
As expected, the impact parameter of leading and secondary muons in  decays
is larger than that of n

n and combinatorial background events. Furthermore, the
momentum distributions allow to distinguish between the YØ ìÙ and YØ n Ø classes of
 decays. This allows to sufficiently well discriminate between different types of
signal and background events.
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4.4.12 Likelihood function and fit results
In order to reduce the statistical uncertainty, we only use two free parameters in
the likelihood fit:  ﬃ and 

. The probability functions for signal and background
are defined by adding the functions 
±
,


¯ ,

¯*¯ and  ¯ m according to the expected
ratios obtained from Monte Carlo simulations. In particular, we define
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where ø ﬃ and ø

are normalisation constants,  ﬃ and 

are the expected ratios of
YØ ìÙ over VØ n Ø decays and charm over combinatorial background, respectively. From
table 4.12, we deduce that the values of  ﬃ and 

depend on the impact parameter
cut. Therefore, we perform a likelihood fit for each of the four hypothesis reported
in table 4.13.
}
ﬃ
}

Hyp. 1 HACB H
Hyp. 2 @ H
Hyp. 3 @ HAU@
Hyp. 4 @ HAC;RB
Table 4.13. Four hypothesis used for the signal and background composition.
Since impact parameter and  are uncorrelated (figure 4.23), all likelihood fits
are performed with the  probability function obtained with the lowest impact
parameter cut. The likelihood function of equation (4.25) is maximised by using
the TMinuit function in ROOT [136]. The cross section as a function of the impact
parameter cut is plotted in figure 4.28 (Method II), where we also report the results
obtained with the first approach presented in section 4.4.9 (Method I).
The cross section is stable with an impact parameter cut larger than  Ä . The
results obtained with the likelihood fit are more stable than those obtained with
Method I. The output of the likelihood fit, for a  Ä impact parameter cut and for
each hypothesis on signal and background composition, is reported in table 4.14.
·
ﬃ
·

Hyp. 1 N ¥
[
@VB @V>R_
[
@YH
Hyp. 2 aRa
[
@VB @®FN
[
@YH
Hyp. 3 a¹¥
[
@VB @®F_
[
@YH
Hyp. 4 a¹¥
[
@VB @®F_
[
@YH
Table 4.14. Signal and background events extracted from the data with the likelihood fit.
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Figure 4.28. Dependence of the d d cross section extracted from the data on the muon
impact parameter cut, when the four hypothesis on signal and background composition of
table 4.13 are used. Method I is the cut-based analysis. Method II is the likelihood fit.
The resulting cross section is
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This result is consistent with that of equation (4.24), even though one has to keep
in mind that the statistical errors of the two results are correlated, since they were
obtained with the same set of events. In the likelihood fit, the statistical uncertainty
is reduced by a factor two.
4.4.13 Study of the systematic uncertainty
Branching ratios
The branching ratios for semi-muonic  and n decays affect the measurement with
a systematic uncertainty of
Ł{
#
í ( Ł|{
í ) and # í ( Ł{ ! í ) in Method I (Method II),
respectively. This effect is estimated as the variation of the 

 cross section obtained
when the branching ratios are artificially increased by one standard deviation. The
branching ratio for bª n

n
m decay is not accurately known. We assign a total

í
uncertainty for the two methods, including also the effect of the reassignment of
n
Ø
n
Ø decays. The uncertainty on the 
	 cross section introduces a systematic effect
of !

í ( + í ) in Method I (Method II).
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Detector and trigger simulation
Most of the systematic effects due to the detector and trigger simulations cancel
out in the efficiency ratio of equations (4.4) and (4.9). We assume a conservative
estimate of #
í
. This value includes the effect due to a possible shift of the target
position assumed by the SLT, which would affect the detection of particles with a
large impact parameter.
Monte Carlo simulation of 
	 mesons
The Monte Carlo simulations of  and  of 
	 mesons are weighted, in order
to match the experimental distribution observed in the data. This is not done for 
events. The corresponding uncertainty is
/{
#
í
.
Beauty production and decay models
Theoretical models are used for the Monte Carlo simulation of beauty quark pro-
duction and decay. The systematic effect due to the theoretical uncertainty in these
models has been estimated to be #
í
. This effect is estimated by changing several
input parameters of the theoretical predictions. The intrinsic  of the incoming
parton is changed from
|{
!

# to
/{Gu
	
n
. The parton distribution functions is
changed from MRST [14] to CTEQ5 [13]. The  quark mass is changed from  { #
to #
{eu
	
n

. The QCD normalisation scale is changed from { #
×







to

×







. The Peterson fragmentation function (with parameter
#
from
{

to
{%
) ) is replaced by the Kartvelishvili function (with parameter x(~ó! Ł|{  ) [23].
The  lifetime is accurately measured ( ! { #    |{ !  [ps]) [2] and contributes with
an uncertainty of !
í
.
Running conditions
The Monte Carlo simulations are produced with an interaction rate fixed to the nom-
inal value of # MHz. Possible rate instabilities might affect the track multiplicity
in the data. This effect is not properly simulated and contributes with a systematic
uncertainty of !
í
. The position, the shape and the beam sharing between different
wires contribute with an uncertainty of
{
#
í
.
Analysis cuts
The systematic uncertainty of the impact parameter cut is estimated as the maximum
variation observed in figure 4.28 between
Ł{
# and

Ä
, divided by } !

. The result is
an uncertainty of
í
in Method I and #
í
in Method II.
4.4 Data analysis 111
Signal and background composition
This is the systematic uncertainty due to the assumption that the signal is composed
by YØ ìÙ and YØ n Ø decays in the ratio  ﬃ and the background is composed of n

n and
combinatorial pairs in the ratio 

. The maximum variation observed in figure 4.28
for a  Ä impact parameter cut, divided by } !

, results in an uncertainty of
Ł{
)
í
.
This uncertainty affects only Method II.
All systematic uncertainties are reported in table 4.15.
Systematic effect Uncertainty
Detector and trigger simulation B:R
A=B; production models ( >  and   ) ;%ACB:R
Beauty production and decay models B:R
Beauty lifetime @DR
Interaction rate @DR
Beam position, shape and sharing HACB:R
Method I Method II
A=B; cross section @YHAR _:R
Branching ratio ( d  W ,
 ) >%ACB:R >%A¦¥:R
Branching ratio ( T  W

 ) B:R >%AU@DR
Branching ratio ( d  T TY\ ) ¥:R ¥:R
Analysis cuts aR B:R
Signal and background composition D >%ACN:R
Total @aR @VB:R
Table 4.15. Systematic uncertainties on the measurement of the
d

d
cross section.
Assuming that all uncertainties are independent, we sum them in quadrature and
obtain a total uncertainty of !
í
for Method I and !$#
í
for Method II.
4.4.14 Final results
From all values presented in the previous sections, we obtain the final 

 cross
section
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4.5 Comparison with theoretical predictions
The first measurement of the beauty production cross section at HERA-B was
based on the identification of ª 
	)ª Ù  Ù
,
decays, with the  of the 
	
limited to the range [ ² {Ł # , |{ !$# ]. The large lifetime of o hadrons, together with
the boost provided in fixed target experiments, allows the identification of  events
with the 
	 mesons detached from the interaction point. The results provided by
two independent analysis performed in the muon and electron channels were com-
bined. A 
	 cross section of Ä Ü
ÏÞÝ
~!
:ºŁ
ª
	
ªÍ	
µ

¶
ª was used. Further details
can be found in reference [22]. The result is
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and is consistent with the value obtained from double semi-muonic  decays, which
was presented in this thesis. The  cross section extracted from HERA-B data and
the results obtained at Fermilab in similar experimental conditions are reported in
table 4.16.


Ë
 [ = ]
Experiment Year Target E[GeV] Events @ E[GeV] @ _R;?H GeV
E789 [7] 1995 Au N?HRH @V_ B%Aa
[
@?ACB
[
@?AC> N%AU@
[
;%AC;
[
@?ACN
E771 [6] 1999 Si N?HRH @VB F>  ﬀ,-

[
a ¥@

ô
L
,

Í
[
@YH
HERA-B[22] 2002/5 C/Ti/W _R;?H _R> @®F
AC_
[
;%AC;
[
;%A F
HERA-B 2006 C/Ti/W _R;?H aRa @VB%ACB
[
;%A F
[
;%AC>
Table 4.16. Measurements of   Ë  at HERA-B and Fermilab experiments. The results of
Fermilab are also extrapolated to the HERA-B proton beam energy of _R;?H GeV.
The E771 collaboration extracted the 

 cross section by using simultaneous
decays of the  quarks. The E789 collaboration performed the same measurement
with the inclusive 
	 decays. The results of HERA-B and Fermilab experiments
cannot be directly compared since the proton beam energy is different and both ex-
periments operate in a near threshold regime. Therefore, all results are extrapolated
to the HERA-B energy. The relative increase of the cross section, according to
QCD calculations, is  \ + í . The HERA-B results are consistent with the E789
and E771 results, at most within

Ä
.
We compare the experimental results reported in table 4.16 with the most recent
theoretical predictions of Bonciani et al.[19] and Kidonakis et al.[21]. Both meth-
ods are based on QCD calculations at NLO. They include the large contributions
of soft gluon emissions, which are computed with a resummation technique (see
section 4.4.9). A comparison between the theoretical predictions and all available
experimental results is presented in figure 4.29, where the beauty production cross
section is shown as a function of the incoming proton beam energy in fixed target
experiments.
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Figure 4.29. Beauty cross section per nucleon as a function of the proton energy in fixed
target  A collisions predicted by Bonciani et al.[19] and by Kidonakis et al.[21]. The pre-
dicted curves are accompanied by an upper and a lower curve accounting for the theoretical
uncertainty. The HERA-B(2005) result is obtained from d  A=B; ÕÔ

Ô
,
decays and
includes both electron and muon channels. The HERA-B(2006) result has been presented
in this thesis and is based on the identification of
d

d

WW decays (in the plot it is reported
at a higher energy in order to make it visible).
The HERA-B results are the most accurate and are consistent with the theoret-
ical predictions.
4.6 Summary
We searched for   ªãã decays in !$#

M dilepton triggered events collected with
the HERA-B detector in +
%
GeV  A collisions by using two different methods.
Firstly, we isolate events that satisfy a set of optimised selection criteria on impact
parameters, transverse momentum and vertex detachment. Secondly, the selection
criteria are released and the signal is extracted from a likelihood fit of the simulated
distributions to the data. From these events, we extract the   cross section relative
to the prompt 
	 cross section assuming that ÄàÜ
ÏÞÝ
~é!
 Ł

ª
	
ª
	
µ

¶
ª , in the
 range [ ² |{Ł #/0 { !$# ]. The two methods provide consistent results,
Ä

Ë

~4!R)
{
#
{
ﬃ
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
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ª
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which are in agreement with the value obtained in a third method [22].
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Chapter 5
Search for Pentaquarks
The night of the hunter (1955) - C. Laughton
We search the HERA-B minimum bias data for  - ﬂ ﬃ decays of the ex-
otic baryon   ì!$#

&
with the pentaquark configuration hhjili

m . Since
no signal could be established, we extract upper limits on the cross sec-
tion and rate relative to the conventional ﬁì!$#
%
&
hyperon. For 
-
DÖ
collisions, we obtain ×ÙØ ö  JÚGÛ ¢
 
¨
^
!
{
Mã

	
ª
	
µ

¶
ª and  JÚGÛ ¢
 FÚ³Ü
^ |{
#+ in
the rapidity range ²
{Ł³^
´
^ {Ł
.
5.1 Introduction
In this chapter, we present the results of a search for the ¿õì!$#
&
pentaquark. The
search for  ªﬂûﬃ decays at HERA-B benefits from a clean proton identifica-
tion and the clear signature of the detached ﬂ ﬃ ª
ä

ä³,
decays. Since it is allowed
by the conservation of energy, we assume that the ¿õì!$#
&
decays always in a
nucleon-kaon pair. Assuming that the nucleon has #

í
probability to be a pro-
ton and that the ﬂ  has #

í
probability to be a ﬂ ﬃ , we obtain a branching ratio
Br ÇÏªﬂûﬃ ª
ä

ä
,
&
~

#
í Õ 
+
í
¡
!
í
, which is a quite large number.
In section 5.2 we illustrate the Monte Carlo simulation of   ª ﬂ ﬃ decays.
In section 5.3 we perform a search for inclusive ¿ decays into proton and ﬂ(ﬃ by
reconstructing the invariant mass of all possible combinations of protons and ﬂ ﬃ .
We identify them with a minimal amount of selection criteria and focus in the mass
region between !
{
# and !
{u
	
n

. Since the mass of the hypothetical pentaquark
is close to the mass of the established ﬁì!$#
%
&
hyperon, which also exhibits a sim-
ilar decay ( - ﬂ , ), we compare production rates of the two particles assuming a
similar production mechanism. In section 5.4, we attempt to isolate evidence for
pentaquarks by applying more stringent selection criteria to the kinematics of the
final state particles and to the event topology.
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5.2 Monte Carlo simulations
In order to evaluate the reconstruction efficiency for pentaquark decays into  - ﬂ ﬃ ,
we use Monte Carlo simulations. The HERA-B event simulation is based on the
software packages PYTHIA [129, 130], FRITIOF [131, 132] and GEANT 3 [133].
PYTHIA is used to simulate the hard scattering processes and is not relevant for
this analysis. FRITIOF generates inelastic  A collisions and GEANT 3 performs a
simulation of the detector.
For the study of the  , we analyse
Ł
%
k events in which a  - ﬂ(ﬃ pair is pro-
duced. Since there is no physical model for the production mechanism, we assume
the standard cross section dependency on the kinematic variables Ñ and  ,
i

Ä
i?


i
~ø
ö
"!
²
Û %Û
&
O
ö
$
,
g
È
ﬂ
È
Ý
0 (5.1)
with
å
~

within ²
|{Ł]Þ

Þó{Ł
and o ~
|{
! , the typical value for a particle
with mass around !
{
#

	
n

. The  and  

spectra generated by FRITIOF are
shown in figure 5.1(a,b).
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Figure 5.1. Distribution of >  (a) and  

(b) of  - 

ﬃ pairs as generated by FRITIOF.
After the generation of the  - ﬂ ﬃ pair, the remaining momentum is assigned to
a
ä
 , which is fed as a beam particle into FRITIOF to simulate further interactions
inside the nucleus. This means that, apart from the kinematics, there is no further
requirement on the decay products, such as the production of associated particles
with compensating strangeness content. Since the ¿õ"!$#

&
resonance is claimed
to be narrow, we generate  - ﬂ ﬃ pairs with an intrinsic width of #
àß%u
	
n

, which is
smaller than the spectrometer mass resolution.
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5.2.1 Mass resolution
The õ"!$#

&
decays are searched among all combinations of  and ﬂ ﬃ pairs. At
this step of the analysis, we apply a soft selection, which is sufficient to identify the
peak over the background. Specifically, we require for each reconstructed track:
õ a charged track;
õ standard clone removal;
õ at least # hits in the vertex detector;
õ at least !

hits in the outer tracker.
A minimum number of hits in the vertex detector and in the tracking system
allows to reject ghost tracks, which are typically generated by coincidences of a
few random hits. As proton candidates, we consider any positively charged track.
For the ﬂûﬃ ª
ä

ä
,
decays, we require:
õ two oppositely charged tracks;
õ a distance of closest approach between tracks smaller than
%%
ã m;
õ a vertex detachment from the target larger than

cm;
õ an invariant mass within #

m
u
	
n
 the PDG position.
The loose requirement on the vertex quality removes accidental track combina-
tions that do not originate from a common vertex. The detachment cut suppresses
the background made of particles located in the proximity of the target. The Monte
Carlo simulation of the reconstructed  - ﬂ(ﬃ invariant mass is shown in figure 5.2.
 / ndf 2χ  107.7 / 75
peak entry:  101.7±  5890 
mass:    
 9.594e-05±  1.54 
width:    9.493e-05± 0.005177 
bin width:      0± 0.003012 
M:        0.001208± 1.425 
A:        0.06163±  21.7 
B:        0.03246± -3.335 
C:        0.0191± -8.499 
D:        0.01636± 3.197 
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Figure 5.2. Monte Carlo simulation of the reconstructed  - 

ﬃ invariant mass.
118 Search for Pentaquarks
The invariant mass spectrum does not contain  - ﬂ ﬃ pairs. The mass fit is per-
formed with a Gaussian for the signal and a five parameter exponential for the back-
ground. The functional form used for the background will be introduced in equation
(5.7). The width of the signal is # {|ù{ !Àm  	 n  and is due to the experimental
mass resolution, which is two order of magnitude larger than the generated width
( # áß% 	 n  ).
Keeping the general requirement on the track quality, we use different selection
criteria to identify ﬁ "!$#

&
decays into protons and kaons. Specifically, we combine
oppositely charged tracks with:
õ a distance of closest approach smaller than
%
ã m;
õ a proton RICH likelihood larger than
{Ł
# ;
õ a kaon RICH likelihood larger than
{Ł
# .
The Monte Carlo simulation of the reconstructed  - ﬂ
,
invariant mass is shown
in figure 5.3.
 / ndf 2χ  91.32 / 82
peak entry:   32.8± 727.5 
mass:    
 0.0004867± 1.523 
width:    0.0005042± 0.01032 
bin width:      0± 0.00404 
M:        0.00197± 1.437 
A:        0.3705± 15.82 
B:        0.1504± 2.913 
C:        0.1111± -12.79 
D:        0.04847± 4.185 
)2invariant mass (GeV/c
1.4 1.5 1.6 1.7 1.8
2
En
tr
ie
s/4
.0
 M
eV
/c
50
100
150 -p-K
Figure 5.3. Reconstructed  - 
,
invariant mass spectrum in Monte Carlo.
The invariant mass spectrum is fitted with a Gaussian for the signal and a five
parameters exponential for the background. Again, the functional form used for
the background will be introduced in equation (5.7). From the 5  of the fit, we
conclude that the description of the mass spectrum is satisfactory in the full mass
range. The Gaussian fit returns a width of !
{Ł {
# m
u
	
n

, which is close to the
intrinsic width reported by the PDG ( âé~!$# {  ! { m u 	 n  ). The value of the
mass is !$#
%Ł {
#ºm

	
n

, which is slightly larger than the PDG value. As we
shall see later, the statistics is not sufficient to obtain an accurate determination of
the reconstruction efficiency.
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5.2.2 Acceptance in rapidity and Ł 
We describe the detector acceptance for the ¿ß"!$#

&
in terms of rapidity and trans-
verse momentum. The term acceptance usually indicates the fraction of generated
Monte Carlo events that leave a minimum amount of hits in the detector. Here, it in-
cludes the requirements that are necessary to identify the peak in the mass spectrum
(section 5.2.1). The rapidity and  distributions are shown in figure 5.4.
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Figure 5.4. Distribution of  - 

ﬃ rapidity (a) and   (b) in generated and reconstructed
Monte Carlo events. The rapidity with a cut on the proton momentum is also shown.
The generated spectra divided by the reconstructed ones are shown in figure 5.5.
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Figure 5.5. Acceptance of  - 

ﬃ as a function of rapidity (a) and   (b). The acceptance in
rapidity is shown for two different requirements on the proton momentum.
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The reconstruction of protons and kaons leads to a reduction of the  ß"!$#

&
rapidity range. In particular, the rapidity acceptance is limited by the finite angle
covered by the detector and by the limitation on the proton momenta. The proton
is identified with the RICH detector, which limits the accepted momenta to values
larger than
%¿
	
n (figure 5.8). Without any requirement on the proton momen-
tum, the average acceptance is !
{
)
í
, in the full rapidity range. With the proton
momentum cut, the average acceptance decreases to !
{Ł
í
, in the rapidity range
[ ² { #|0 { # ]. The acceptance increases to ! { ) Ł
í in the range [ ² {Ł 0 {Ł ]. Since the
acceptance is significant in a small range around zero, HERA-B is called a mid-
rapidity experiment. The acceptance in  increases with the value of  . With
the same procedure used for pentaquarks, we obtain the rapidity and j acceptance
profiles for the ﬁ "!$#
%
&
decay into protons and kaons shown in figure 5.6.
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Figure 5.6. Acceptance for ÔC< @VBR;?H@ as a function of rapidity (a) and   (b). The acceptance
in rapidity is shown for two different requirements on the proton momentum.
The rapidity acceptance range for  - ﬂ
,
is narrower compared to  - ﬂ ﬃ . The
average value is smaller. A relevant reduction is due to the RICH likelihood cut,
which rejects protons and kaons with low momenta. With the proton momentum
cut, the average acceptance is
{
+
í
in the rapidity range [ ² |{ #|0 { # ] and |{ %Łí in
[ ² {Ł 0 {Ł ]. Note that the acceptance profiles for õ"!$# 
& and ﬁ"!R# %
& are not
directly comparable. This is due to the fact that the selection criteria used to make
the peaks visible in the Monte Carlo simulation are different. The j acceptance
profiles are similar above !
u
	
n
, where they both increase as a function of j ,
and they are different below !
u
	
n
, where the acceptance for  - ﬂ
,
drops to
zero. We remind the reader that the acceptance for pentaquarks is obtained under
the assumption of a standard production mechanism, whereas an exotic mechanism
could lead to substantially different acceptances.
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5.3 Inclusive ã  decays in data
We search the HERA-B minimum bias data for inclusive decays of pentaquarks
in the  - ﬂûﬃ channel. The data set consists of !
Ł%
million minimum bias events
taken with three wire targets (carbon, titanium and tungsten). The list of runs used
in this analysis can be found in appendix A. The statistics collected in each wire
configuration and the corresponding luminosity are reported in table 5.1.
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Table 5.1. Statistics and luminosity of the data samples used to search for pentaquarks.
The analysis is carried out in BEE, an object oriented analysis framework based
on ROOT [136]. Before the analysis, the hit information produced by all detector
subsystems, which is stored on tapes in the form of “raw” data, is used to produce
track candidates. In this intermediate step, also called reprocessing, clones and
badly reconstructed tracks are rejected. We use the reprocessing version ‘rp0005’,
in which the inner tracker, due to its unstable performance, is excluded.
5.3.1 Proton and charged kaon selection
The identification of protons and kaons is done with the RICH, which associates to
each track the probability to fulfil different mass hypothesis. The typical distribu-
tions of proton and kaon likelihood are depicted in figure 5.7.
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Figure 5.7. Typical distributions of proton (left) and kaon (right) likelihood.
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With medium selection criteria, the kaon identification efficiency, when the mo-
mentum is between !

and
 
	
n
, is between

í
and +
#
í (see figure 2.9).
The corresponding misidentification probability is #
í
. For protons with momenta
between
%
and
Ûu
	
n
, the efficiency is between
í
and )

í
, with less than
#
í
misidentification probability (see reference [94]).
We exploit the performance of the proton identification by using ﬁª 
ä ,
de-
cays. The selection criteria used for this purpose will be discussed in the next sec-
tion. The efficiency is calculated counting the number of reconstructed ﬁ decays in
the data, with and without requirement on the proton RICH likelihood. This proce-
dure allows to evaluate the proton selection efficiency by using the data rather than
the Monte Carlo simulations. The efficiency as a function of the proton momentum,
when four conditions are imposed on the likelihood, is displayed in figure 5.8.
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Figure 5.8. Efficiency of the proton identification with the RICH detector, when four con-
ditions are imposed on the proton likelihood L( ).
When the likelihood of the proton is larger than ##
í
, protons with momenta
smaller than !R)

	
n are lost. Within the accepted range, the efficiency increases
with the momentum. The efficiency is larger than #

í
, for momenta larger than
%
	
n
. Since the proton identification is more reliable and efficient for mo-
menta larger than
%u
	
n
, we present our results in the range
þC%
0

 

	
n
. For
smaller momenta, the kaon contamination may play an important role and lead to an
increased background. The average efficiency in the selected momentum range is
reported in table 5.2, when four requirements on the proton likelihood are applied.
L( ) {Ł # { ## { # { +
#
#èç

9
Å ( ) [%]  ) { {    {   {  %{ { { #  {Ł
Table 5.2. Average proton identification efficiency in the momentum range é ;?Hb2¥?HKêë¹=³ºk= T ,
when four lower limits are set to the proton RICH likelihood in Ô  
 ,
decays.
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5.3.2 Selection of ì u particles
The historic name  is used to indicate neutral strange mesons and baryons, such
as ﬂ ﬃ ª
ä

ä³,
, ﬁ ª 
ä³,
and

ﬁ ª 
ä
 . Their detection is relatively easy at
HERA-B because in average they travel a few tens of cm within the detector and
they decay in a region where the combinatorial background is low. The selection
criteria listed in section 5.2.1, used for data preselection, are already enough to
identify clear peaks in the invariant mass spectra (figure 5.9).
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Figure 5.9. Invariant mass spectra of


Ñ, (left),  , (centre) and  , (right) pairs before
(histogram line) and after (filled histogram) background suppression in the full data sample.
Since a significant amount of background is still present under the peaks, we
apply stronger selection criteria. The reconstructed Û must have:
õ a impact parameter to the target smaller than ! mm;
õ a  ö nGí value larger than
|{
#

	
n
ö
	Kî .
The first criterion originates from the fact that particles produced in the primary
interaction should point back to the target. In other words, the impact parameter
to the target of the reconstructed   particles should be small. We apply an up-
per limit cut of ! mm, which is a soft requirement and essentially removes badly
reconstructed vertices. The second criterion selects particles with a long lifetime,
or particles with a short lifetime and large transverse momentum. It turns out that
such a combination of cuts has a better performance than the single cuts. Here, j
is the transverse momentum of the track pair, n is the velocity of light and í is the
proper time of flight. Note that the RICH particle identification is not used. The
further suppression of background is illustrated in figure 5.9. The stronger selection
criteria allow to substantially reduce the background under the peaks (and to bring
it almost to zero in the case of ﬂ ﬃ ).
The mass spectra are fitted with a Gaussian for the peak and a simple exponential
function for the background. The signal widths ( Ä ¡ jÂ ~  {    4|{ #m u 	 n  ,
Ä

~ !
{%³ {
#m
u
	
n

and Ä Ë ~ !
{
#
³ó{
)Gm

	
n
 ) are dominated by
the experimental mass resolution. The number of reconstructed particles and the
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extracted values of mass and width are reported in table B.1 and table B.2, for two
rapidity ranges. The ﬂ ﬃ candidates are accepted for the pentaquark search when
the mass is within
Ł
Ä of the PDG value ( { 
) Ł u 	 n  ^  ^ { #|! Ł u 	 n  ).
5.3.3 Background from ï - ð uñ ambiguity
We have shown, in section 5.3.2, that the background under the ﬂ ﬃ peak is small.
Nevertheless, such a background could still produce fake structures in the  - ﬂ ﬃ
mass spectrum. This is due to the contamination from ﬁ and

ﬁ decays [57]. The
usual way to visualize ﬀ decays is the Armenteros-Podolanski plot of figure 5.10(a).
The transverse momentum of the decay products along the direction of flight of the
mother particle is displayed as a function of the longitudinal momentum asymmetry.
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Figure 5.10. Armenteros-Podolanski plot of ò

decays (a) and  - 

ﬃ invariant mass (b).
In the invariant mass calculation, the proton is a clone of the


originating from the 

ﬃ
decay.
Three signal regions can be identified, one for each   particle. In the region,
the concentration of black dots is larger than the uniform background. There are
two overlapping areas where the ﬂ(ﬃ cannot be distinguished from ﬁ and

ﬁ . In this
kinematic region, the presence of clones produces narrow structures in the  - ﬂ ﬃ
mass spectrum. Specifically, the ﬂ(ﬃ are identified in the invariant mass spectrum
of
ä

ä
,
combinations. When a clone track of the
ä
 is combined with the ﬂ(ﬃ ,
the
ä
Ñﬂû
ﬃ mass spectrum presents a fake peak exactly at the position where the
pentaquark signal has been claimed. This scenario is reproduced in figure 5.10(b),
where the  - ﬂ ﬃ invariant mass is plotted with and without ﬂ(ﬃ - ﬁ ambiguity, when
the proton is a clone of the
ä
 . This background is suppressed with a
Ł
Ä cut around
the recalculated ﬁ mass ( ! { !%!  u 	 n  ^  ^ ! { ! %  	 n  ) in the ﬂûﬃ selection.
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5.3.4 Selection of ïôóõwöø÷úù_û
A different approach is used for the reconstruction of the excited ﬁ . The strong
decay to  - ﬂ
,
pairs takes place in the proximity of the target, where the track mul-
tiplicity and, as a consequence, the combinatorial background is high. The selection
criteria used for data preselection, listed in section 5.2.1, are not enough to identify
the ﬁ "!$#

&
signal in the  - ﬂ
,
invariant mass spectrum. Therefore, we tighten the
selection criteria and require:
õ a proton RICH likelihood larger than
{
+
# ;
õ proton momenta between
% u
	
n and

	
n ;
õ a kaon RICH likelihood larger than
|{
+
# .
The proton momentum cut is necessary, since the proton RICH identification is
not reliable outside that momentum range. The resulting invariant mass spectra of
 - ﬂ
,
and  - ﬂ  combinations in the full data sample are shown in figure 5.11.
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Figure 5.11. Invariant mass of  - 
, (left) and  - 

(right) combinations.
The ﬁ"!R#
%
&
and

ﬁ "!$#

&
peaks are visible above a large combinatorial back-
ground, demonstrating the reliability of the proton and kaon identification. The
invariant mass spectra are fitted with a Gaussian for the signal and an exponential
function for the background in the range [ ! {  , ! { ) ]  	 n  . The functional form
used to describe the background will be introduced in equation (5.7).
The reconstructed masses, which are
Ł
ï
-°


ð
~ !$#

!
{

 {
# m
u
	
n

and

Ë

ï
-°


ð
~4!$#
%{
#
 |{ 
m

	
n

, agree with the PDG value ( !$#|!?+ { #  ! { m u 	 n  ).
The Gaussian width of the ﬁ "!$#

&
signal is
{  {
#¬m
u
	
n

, while the

ﬁ ì!$#
%
&
width is #
{1ú{
)m
u
	
n

. The width reported in the PDG is â ~ó!R#
{: {
!Ñm
u
	
n

.
The number of reconstructed particles ( !? Ł\ ! % ) is more than two times larger
than the number of antiparticles ( Ł%  % ). This reflects the asymmetry in the
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production of matter and antimatter in proton-nucleus interactions, which can be
understood in terms of quark configuration. The colliding nucleons are made of
three valence quarks, in a sea of quark-antiquark pairs. ﬁ "!$#
%
&
is made of three
valence quarks.

ﬁ "!$#

&
is made of three valence antiquarks. The probability to
create a

ﬁ"!R#
%
&
is suppressed, since antiquarks are only present in the sea of the
colliding nucleons. The number of reconstructed particles, and the experimental
values of mass and width, are reported in table B.1 and table B.2, for two choices
of the rapidity range.
5.3.5 Experimental Ł - ð uñ invariant mass
Once a proton and a ﬂ(ﬃ are identified, a common vertex is formed and the invariant
mass is calculated. At this point of the analysis, we present the  - ﬂ ﬃ mass spectra
in the rapidity range [ ² {Ł , {Ł ], which we shall label as mid-rapidity range. In the
next section, we will check the validity of this choice. The invariant mass spectra
of  - ﬂ ﬃ combinations at mid-rapidity in the carbon, titanium and tungsten samples,
as well as in the full sample, are shown in figure 5.12.
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Figure 5.12. Invariant mass of  - 

ﬃ combinations for carbon (top-left), titanium (top-
right), tungsten (bottom-left) and the full sample (bottom-right) at mid-rapidity.
Apart from statistical fluctuations, no structure is visible at the position of the
claimed pentaquark, as well as at any other mass, in the presented mass spectra.
Therefore, we proceed to extract the cross section upper limits.
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5.3.6 Choice of rapidity range
In the previous section, we presented the invariant mass spectra in the rapidity range
[ ² |{Ł , {Ł ]. We check the consequences of enlarging the range to [ ² { # , { # ]. We
estimate the quality of the rapidity range on the basis of the signal significance 3 ,
which we defined as
3 ~
#
|9
ü ﬀ


0 (5.2)
where
#
|9
is the pentaquark signal efficiency and is obtained with Monte Carlo
simulations. The quantity ý ﬀ   is the number of entries in the experimental mass
spectrum within
Ł
Ä of the pentaquark mass (between ! { #|! u 	 n  and ! { # ¢u 	 n  ).
We take ü ﬀ   as an estimate of the background in the pentaquark mass region. The
signal significance in the two rapidity ranges is
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Since the significance decreases when enlarging the rapidity range, we keep
the mid-rapidity range [ ² {Ł 0 {Ł ]. At mid-rapidity, the total pentaquark selection
efficiency, except for the proton likelihood efficiency, is
#ßþ
¢
~4
{
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)
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&í
0

U
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for two requirements on the proton momenta. The reduction of the proton momen-
tum range implies an efficiency loss of about
Ł%
í
. We remind the reader that the
proton likelihood efficiency is evaluated from data (see section 5.3.1).
5.3.7 Event mixing
In order to quantify the statistical fluctuations visible in the experimental mass spec-
tra, we need a functional model to parameterise the shape of the background.
Since we assume that the background is mostly composed of random combi-
nations of protons and kaons, we use an “event mixing” technique to estimate the
background. The idea is to simulate random combinations of tracks by mixing
tracks of different events in the data. For this purpose, the ﬂ ﬃ of each event is
combined with protons of the next three events that pass the pentaquark selection.
Since the shape of the combinatorial background could be affected by the number
of reconstructed tracks per events, we mix events with the same track multiplicity.
The invariant mass distribution of  - ﬂ(ﬃ combinations, after event mixing, in the
carbon, titanium and tungsten samples, as well as in the full sample, are shown in
figure 5.13.
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Figure 5.13. Invariant mass of  - 

ﬃ combinations for carbon (top-left), titanium (top-
right), tungsten (bottom-left) and the full data sample (bottom-right), after event mixing. A
five parameter exponential fit to the background shape is superimposed to each histogram.
The shape of the background is parameterised by the five parameter exponential
function
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
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The results of the fits are superimposed to the histograms in figure 5.13. We
conclude that the quality of the parameterisation is satisfactory, in the mass region
of the   . Since the number of entries in the mixed mass spectra are larger than
those in the experimental spectra, a normalisation procedure is needed. Note that
by using only data, the mixing procedure has the advantage of being independent
of the quality of the Monte Carlo simulations.
5.3 Inclusive  decays in data 129
5.3.8 Calculation of the cross section upper limit
The invariant mass spectra are fitted with a combination of a Gaussian signal and
the background function of equation (5.7).
The Gaussian mean is fixed to !$#

m

	
n

. The Gaussian width is fixed to
the experimental mass resolution ( # { m  	 n  ). The parameters of the exponential
function are obtained from a fit to the mixed mass spectra. They are fixed, with the
only exception of a normalisation factor (related to the parameter A). The results of
the fits are presented in figure 5.14.
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Figure 5.14. Invariant mass of  - 

ﬃ combinations for carbon (top-left), titanium (top-
right), tungsten (bottom-left) and the full sample (bottom-right). The signal is fitted with
a Gaussian having the mean fixed to @VB F$Há» ³ºk= T  and the width fixed to the experimental
mass resolution ( B%AC;Á»_³ºk= T  ). The shape of the background is fixed, while a normalisation
constant is left as a free parameter.
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We calculate the the significance of the signal as number of entries in the peak
over the uncertainty. With the tables of G.J. Feldman and R.D. Cousins [137] (see
appendix C), the significance is translated into an upper limit at +
# í confidence
level. The upper limit on the number of counts 
þ
¢ is then obtained as a product of
the upper limit on the significance and the uncertainty of the signal. Note that this
method allows to perform calculations also in case of negative signals. The formula
we use to extract the cross section upper limits at mid-rapidity is
Br Ç ªﬂûﬃ
&
ö
i
Ä
þ
¢
il´
^

þ
¢
# þ
¢
ö
#ßç

9
Å
ö

ö
[
"
0 (5.8)
where

is the luminosity (see table 5.1),
#
þ
¢ is the reconstruction efficiency ob-
tained from the Monte Carlo simulations (see equation 5.5),
#Vç

9
Å is the proton
likelihood efficiency evaluated from data, [ is the atomic weight of the target and x
is the nuclear suppression. We assume that the nuclear suppression is given by the
geometric factor x(~

	
Ł
.
As we have shown in figure 5.8, the proton RICH efficiency depends on the
momentum. Since the momentum of protons from ¿õì!$#
&
and ﬁ "!$#
%
&
decays
could be different, the correct procedure to calculate the efficiency is to convolute
efficiency, as a function of the momentum, with the proton momentum distribution.
The momentum distribution of protons from   "!$#

&
and ﬁ "!$#
%
&
decays, when
the proton likelihood is larger than +#
í
, is shown in figure 5.15. For   "!$#

&
, we
plot the proton momentum when the  - ﬂ(ﬃ invariant mass is within
Ł
Ä the nominal
mass position, since there is no signal in data.
proton momentum (GeV/c)
0 20 40 60 80
2
En
tr
ie
s/4
.0
 G
eV
/c
0.1
0.2
0.3
0.4 (1540)+Θ
(1520)Λ
Figure 5.15. Momentum distribution of protons from 

< @VB F$H@ and ÔC< @VBR;?H@ decays, when
the likelihood is larger than _RB:R and the invariant mass is within >¹ of the nominal position.
The distributions are normalised to the total number of entries. Protons from
ﬁì!$#
%&
decays have larger momenta, as one would naively expect comparing pro-
tons produced in real particle decays with combinatorial background. The efficien-
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cies of four conditions on the proton RICH likelihood, obtained as a convolution of
the efficiency with the proton momentum, are shown in table 5.3.
L( ) {Ł # { ## {  # { +
#
#èç

9
Å ( ) [%] ) { # { !?+ |{ { !R+ %Ł|{Ł { !R+ %Ł{ !  { !?+
Table 5.3. Efficiency convoluted with the proton momentum, in the range é ;?Hb2¥?HKê ¹=³ºk= T ,
of four lower limits set on the RICH likelihood of the proton in  - 

ﬃ combinations.
The comparison with the average efficiencies presented in table 5.2 shows that
the new efficiencies are larger. The upper limits on the signal counts and corre-
sponding production cross sections, when a +
#
í
lower limit is applied to the proton
likelihood, are shown in table 5.4, for each target material. Since the Monte Carlo
simulation of the carbon sample is the only available for this analysis, we assume
equal efficiencies for all target configurations.
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Table 5.4. Upper limits on 

< @VB F$H@ production cross section at mid-rapidity.
The carbon target is the most suitable for the pentaquark search because it has
the smallest atomic weight and, as a consequence, the smallest track multiplicity
and combinatorial background. From this sample, we extract the upper limit on the
cross section per nucleon at mid-rapidity as
× Ø
ö
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Ä
þ
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ª
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In order to extract upper limits for the production of pentaquarks with other hy-
pothetical masses between !
{
# and !
{u
	
n

, we perform several mass fits. We
change the mean value of the Gaussian and keep the width fixed to the experimen-
tal mass resolution. This is a dangerous procedure because the mass resolution,
which affect the fit results, might depend on the mass. However, the HERA-B col-
laboration found that the dependence of the cross section upper limit on the mass
resolution is minimal. The signal significance as a function of the mass is depicted
in figure 5.16(a). The statistical fluctuations do not exceed  Ä , in the whole mass
range. The upper limits on the signal counts are transformed into cross section up-
per limits with the same procedure illustrated for the   "!$#

&
. For this purpose,
we keep the same set of reconstruction efficiencies. The dependence of the cross
section upper limits on the mass are presented in figure 5.16(b). The oscillations
reach a maximum of

ã

	
ª
	
µ

¶
ª , for larger masses.
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Figure 5.16. Significance of a Gaussian signal (a) and corresponding cross section upper
limit (b) as a function of the  - 

ﬃ invariant mass. The results are extracted from the carbon
sample.
Upper limit on cross section ratio
Since a clear ﬁì!$#
%&
signal could be observed, we also extract upper limits on
the rate of õì!$#

&
relative to ﬁì!$#
%&
. The comparison is interesting because
these resonances are close in mass and exhibit similar decay channels. However,
the production mechanism for pentaquarks might be different from that of the con-
ventional resonances, leading to different acceptances. Assuming the same nuclear
dependence for both cross sections, the formula we use to extract the upper limit on
the production cross section ratio at mid-rapidity is
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where 
þ
¢ is the upper limit on the number of pentaquarks, 

is the number of
reconstructed ﬁì!$#
%&
decays,
#

and
#
þ
¢ are the total reconstruction efficiencies,
except for the proton likelihood cut (
#`ç

9
Å ). The efficiency
#
þ
¢ can be found in
equation (5.5). The efficiency
#

, when two conditions are imposed to the proton
momentum, is
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The momentum restriction implies an efficiency loss of 

í
, which is slightly
larger than the corresponding loss for   . The branching ratio for ﬁª ﬂ
,
decays
is l#

!
í [2]. For pentaquarks we use a branching ratio of  # í Õ  + í ¡ ! í
(see section 5.1). Since the requirement on the proton likelihood is the same for
the two decays, the corresponding efficiency (
#`ç

9
Å ) should cancel out in the ratio.
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Actually, we have seen in figure 5.15 that the proton momentum distributions for
õì!$#
&
and ﬁ "!$#
%
&
decays are slightly different. As an effect of the convolution
between efficiency and momentum, the efficiency ratio could differ from unity. The
upper limits for each target material, when the proton and kaon RICH likelihood are
larger than +
#
í
and the proton momentum is limited to the range
þ%
0

 

	
n
,
are shown in table 5.5.
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Table 5.5. Upper limits on 

< @VB F$H@ cross section relative to that of the Ô=< @VBR;?H@ .
For the carbon sample, at mid-rapidity, we extract an upper limit of
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We evaluate upper limits on the cross section ratio of pentaquarks with other
hypothetical masses between !
{
# and !
{ u
	
n

. The results, as a function of the
mass, are displayed in figure 5.16(b), on the right vertical axis. In the same picture,
on the left axis, we report the cross section upper limits, since they only differ by a
constant factor, which is the ﬁ reconstruction efficiency. The upper limits oscillate
around
{
# , for masses between !
{
#

and !
{
#%)

	
n

, and reach values as large as
|{ 
, for larger masses.
5.3.9 Systematic uncertainties
We discuss the systematic uncertainties due to luminosity, branching ratios and re-
construction efficiencies. These quantities appear in equations (5.8) and (5.10).
Luminosity
The uncertainty on the measurement of luminosity affects the absolute   cross
section upper limit. The main contribution comes from the presence of a possible
coasting beam [118] which is a continuous proton current under the proton bunch
crossing. The systematic uncertainty has been estimated to be between
|{
#
í
and

{ í [118].
Branching ratios
The uncertainties on the branching ratios for ﬁª ﬂ
,
and  ª ﬂûﬃ decays
affect the estimate of the cross section ratio. Assuming the same uncertainty on
both branching ratios, the total systematic uncertainty is
Ł
í
.
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RICH likelihood
In order to study the dependence of the upper limit on the cut applied to the RICH
likelihood of protons and kaons, we decrease the lower limits set to the likelihood,
from
{
+
# to
{Ł
# . We keep the proton momentum within the range
þ
0

 
u
	
n
.
The results for the carbon target and all efficiencies and particle yields involved in
the calculations, are presented in table 5.6.
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Table 5.6. Upper limits on the 

< @VB F$H@ cross section for different lower limits set on the
RICH likelihood (L) of proton and kaon, selection efficiencies and particles yields.
The systematic uncertainty is evaluated as maximum efficiency variation, di-
vided by } !

. This corresponds, statistically, to assume a

)
í
confidence level
(see footnote in section 3.4.2). Within the selected proton momentum range, the
systematic uncertainty due to the RICH likelihood cut on the proton is

í
, for both
measurements. The RICH likelihood cut on the kaon affects the relative yield with
an uncertainty of
Ł
í
. All systematic uncertainties are reported in table 5.7.
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Table 5.7. Summary of the systematic effects on the measurement of 
þ
¢ and
 JÚ
Û
¢
 FÚ
Ü
.
Assuming that all systematic uncertainties are independent, we sum them in
quadrature. The total systematic uncertainty is +
í
, for the upper limit on ﬀ cross
section. It is !
Ł
í
, for the yield relative to ﬁ "!$#

&
.
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5.4 Exclusive ã  decays in data
The large number of tracks causes a significant combinatorial background for the
pentaquark search in the  - ﬂ ﬃ channel. In order to eliminate the possibility that
any weak signal for an exotic state is buried underneath this background, we apply
more stringent cuts and we study the effect, on the invariant mass spectrum, of
several parameters that could possibly lead to the evidence of a physical signal.
The starting point is the proton and ﬂ(ﬃ selection presented in the previous sec-
tion. In that case, the largest background suppression is caused by the restriction
of proton momenta to values larger than
%u
	
n and by the RICH likelihood cut.
Still the background, which is essentially combinatorial, is at a level of #

to !
%
counts per
Ł
m
u
	
n

. All invariant mass spectra, which we shall discuss in this sec-
tion, are collected in appendix D. In the appendix, as we do for most of the results
shown in this section, we present results for  - ﬂ(ﬃ and  - ﬂûﬃ channels.
5.4.1 Event topology
In order to reduce the combinatorial background, we limit the event topology by
looking at events with a low track multiplicity. The fact that we restrict the search
to low track multiplicity events can be interpreted as an attempt to reconstruct ex-
clusive   decays. This search was triggered by a similar analysis performed at
HERA-B (see reference [138]). Furthermore, we apply an event tagging tech-
nique. We look at strange particles that might be simultaneously produced with the
hypothetical exotic baryon (“strangeness tag”).
Track Multiplicity
We use two definitions of track multiplicity, depending on the region of the detector
that is crossed by the particles. We define “long-tracks” all reconstructed tracks that
fulfil the following selection criteria,
õ charged track;
õ standard clone removal;
õ at least 5 hits in the vertex detector;
õ at least 10 hits in the outer tracker.
These tracks are labelled as “long-tracks” because they cross the entire detec-
tor, leaving signals in the tracking systems, before and after the magnet. We define
“short-tracks” all tracks that have at least a track segment in the vertex detector.
This definition includes particles that decay before the magnet. Vertex segments
are usually discarded from the analysis because their momentum cannot be esti-
mated. However, they provide useful information to improve the quality of the
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reconstructed primary vertex position. Note that long-tracks are also used to re-
construct primary vertices. The typical distribution of track multiplicity in events
selected for the pentaquark search are shown in figure 5.17.
track multiplicity
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Figure 5.17. Typical long-track and short-track multiplicity distributions.
The difference between the two types of multiplicities can reach the value of !$# .
Therefore, we separately study the effects of several limits imposed to the number of
long-tracks and short-tracks. The  - ﬂ(ﬃ invariant mass spectra for different values
of the track multiplicity are shown in appendix D (figure D.1 and figure D.2). No
structure can be seen in the proximity of !
{
#
u
	
n

.
Strangeness tag
In this section, we release the requirement on the proton RICH likelihood (from { +#
to
{Ł
# ) of the proton candidates. We try to compensate the increase of background
by looking at other strange particles simultaneously produced with the hypothetical
exotic baryon (“strangeness tag”).
Since it has a strangeness * ~  ! , the   particle must be produced together
with a particle of strangeness *~ ² ! (most probably a ﬂ , or a ﬁ ), in order to
balance the initial non-strange configuration of the proton-nucleus collision. A sim-
ilar argument holds for the conjugate particle. The production of a


,
is expected
to be accompanied by a ﬂ( or a

ﬁ . In order to investigate the effect of a tagging
technique, we present results for “correct” and “wrong” tag combinations. The term
“correct” indicates that an associated particle with the expected strangeness content
is found together with the  (i.e. * ~ ² ! ). The term “wrong” means the contrary,
of course. The kaons used to tag the events are defined as charged tracks with a kaon
likelihood larger than
{
+
# . One has to keep in mind that such requirement suffers
from a certain amount of misidentification (see reference [94]) and sets a limit on
the kaon momenta (£é! X 	 n ). The ﬁ identification is clean (see section 5.3.2),
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but a price is paid by a relevant decrease in abundance. In figure 5.18, we show the
invariant mass spectra with the conditions that a ﬁ (or a charged kaon) is produced
in coincidence with a pentaquark, for several lower limits set on the proton RICH
likelihood of the protons.
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Figure 5.18. Invariant mass spectra of  - 

ﬃ combinations for different tagging configura-
tions and different conditions on the RICH likelihood of the proton L( ). Dotted histograms
indicate a correct tag. Grey filled histograms indicate a wrong tag.
Apart from single channel fluctuations, no structure is visible. We observe that
the mass spectra obtained with correct and wrong tag are consistent with each other.
Due to the fact that ﬂ ﬃ and ﬂ

ﬃ are indistinguishable in their decay, the tagging
procedure applied to ﬂ ﬃ results in a random selection criterion.
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5.4.2 Kinematics
In this section, we investigate the effect of the selection criteria applied to the kine-
matics of the  - ﬂ ﬃ vertices. We study the effect of the cuts related to the quality of
the secondary vertices and the lifetime of the pentaquark candidates. In addition, we
restrict the momentum range of the hypothetical exotic baryons, in order to check
if a signal could arise in a specific region of momenta. This effect could be due, for
instance, to the existence of a specific production mechanism. Since the momentum
is correlated with the invariant mass, this procedure is dangerous and could lead to
fake structures in the  - ﬂ(ﬃ mass spectra.
Vertex quality and position
Once proton and ﬂ ﬃ are combined in a common vertex, the GROVER algorithm,
which is used to fit vertices, calculates the distance of closest approach between the
two tracks (figure 5.19).
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Figure 5.19. Distance of closest approach (left) and detachment (right) of  - 

ﬃ vertices.
Secondary particles, which are decay products of unstable particles, are ex-
pected to be close in space. Therefore, selecting small distances should enhance the
signal over random combinations of tracks, which typically have larger distances.
The invariant mass spectra, for several upper limits set on the distance of closest
approach between proton and ﬂ(ﬃ , are shown in appendix D (see figure D.3).
Furthermore, we investigate the position of the reconstructed  - ﬂ ﬃ vertex. Par-
ticularly interesting is the difference between the vertex and the target positions
along the beam axis, which we shall call vertex detachment. The corresponding
distribution for all pentaquark candidates is presented in figure 5.19. Firstly, we
require that the secondary vertex is right on the target, with varying precision. The
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plots are reported in appendix D (see figure D.4). This corresponds to a scenario in
which pentaquarks preferentially decay in a prompt process. In addition, we inves-
tigate the possibility that there is a displacement between the secondary vertex and
the target. The plots are reported in appendix D (see figure D.5). This corresponds
to a scenario in which pentaquarks are stable particles. Still, one cannot recog-
nize any suspicious structure in the vicinity of !
{
#
u
	
n

, in any of the presented
invariant mass spectra.
Vertex momentum
The effect of several conditions imposed on the transverse and total momentum
of  - ﬂ ﬃ candidates is shown in appendix D (see figures D.6 and D.7). Again, we
cannot see no structure around !
{
#

	
n

. The momenta distributions are reported
in figure 5.20.
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Figure 5.20. Total (left) and transverse (right) momentum of  - 

ﬃ vertices.
The total momentum of the  - ﬂ ﬃ vertex is larger than
ŁEu
	
n for two reasons.
The lower limit set on the the proton momentum (£ %Öu 	 n ) and the detachment
cut applied to the ﬂ ﬃ ( ö nGí £ { #  	 n ö 	Kî ).
5.4.3 Effect of ð  ó_÷øû reflections
Two body decays can be misinterpreted as ¿ decays due to an incorrect particle
identification. This effect is called reflection and might produce fake structures in
the  mass spectrum. One such case is the ﬂ 'f ª
ä
ﬂû
ﬃ decay, which can be
misinterpreted as a Ïªﬂûﬃ decay, when the pion is misidentified as a proton.
In order to investigate the background due to reflections, we recalculate the  - ﬂ ﬃ
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invariant mass replacing the proton mass by the pion mass. The
ä
 - ﬂûﬃ invariant
mass, without any particle identification on the pion track, is shown in figure 5.21.
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Figure 5.21. The left plot is the invariant mass distribution of


- 

ﬃ combinations, without
any requirement on the RICH likelihood of the pion. The right plot is obtained for events
close to the 
'
<±NR_R;@

mass (within B?Hü» ³ºk= T  ), when the pion mass is replaced by the
proton mass.
A clear signal is visible. In the same figure, we show the  - ﬂ ﬃ invariant mass
spectrum, when events close to the ﬂ ' Ç)+
&
 mass (within #  m  	 n  ) are selected
and the pion mass is replaced by the proton mass. No clear peak is visible. This
demonstrates that ﬂ('R*)+
&
 reflections do not significantly affect the  - ﬂ(ﬃ invari-
ant mass spectrum. However, a cut on the ﬂ '$*)+
&
 mass region can introduce
structures in the   spectrum, and should be avoided. Note that the proton RICH
identification helps to diminish the pion contamination in the proton candidates and
thus possible mass reflections.
5.5 Summary
We searched the HERA-B minimum bias data for possible pentaquark signals. An
inclusive analysis was performed to extract upper limits on the production cross
section at mid-rapidity. In an exclusive analysis, we tried to isolate a signal by
suppressing background, through cuts on impact parameters, distance of closest
approach between tracks, and number of reconstructed tracks in the event. No signal
could be established. The HERA-B collaboration was the first one to publish an
upper limit for the production of pentaquarks in fixed target  A collisions [123].
“The risk persists that pentaquarks are ephemeral events escaping the
strict laws of physics” [139].
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Appendix B
Particles statistics
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Table B.1. Reconstructed hadron signals in the full rapidity range for each wire.
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Table B.2. Reconstructed hadron signals in the rapidity range [ DzHAC> , HAC> ] for each wire.
Appendix C
Feldman Cousins table
Table C.1. Confidence intervals for the mean of a Gaussian, constrained to be non-negative,
as a function of the mean >

(in units of  ), for commonly used confidence levels [137].
T
¼
68.27% C.L. 90% C.L. 95% C.L. 99% C.L.
-3.0 0.00, 0.04 0.00, 0.26 0.00, 0.42 0.00, 0.80
-2.9 0.00, 0.04 0.00, 0.27 0.00, 0.44 0.00, 0.82
-2.8 0.00, 0.04 0.00, 0.28 0.00, 0.45 0.00, 0.84
-2.7 0.00, 0.04 0.00, 0.29 0.00, 0.47 0.00, 0.87
-2.6 0.00, 0.05 0.00, 0.30 0.00, 0.48 0.00, 0.89
-2.5 0.00, 0.05 0.00, 0.32 0.00, 0.50 0.00, 0.92
-2.4 0.00, 0.05 0.00, 0.33 0.00, 0.52 0.00, 0.95
-2.3 0.00, 0.05 0.00, 0.34 0.00, 0.54 0.00, 0.99
-2.2 0.00, 0.06 0.00, 0.36 0.00, 0.56 0.00, 1.02
-2.1 0.00, 0.06 0.00, 0.38 0.00, 0.59 0.00, 1.06
-2.0 0.00, 0.07 0.00, 0.40 0.00, 0.62 0.00, 1.10
-1.9 0.00, 0.08 0.00, 0.43 0.00, 0.65 0.00, 1.14
-1.8 0.00, 0.09 0.00, 0.45 0.00, 0.68 0.00, 1.19
-1.7 0.00, 0.10 0.00, 0.48 0.00, 0.72 0.00, 1.24
-1.6 0.00, 0.11 0.00, 0.52 0.00, 0.76 0.00, 1.29
-1.5 0.00, 0.13 0.00, 0.56 0.00, 0.81 0.00, 1.35
-1.4 0.00, 0.15 0.00, 0.60 0.00, 0.86 0.00, 1.41
-1.3 0.00, 0.17 0.00, 0.64 0.00, 0.91 0.00, 1.47
-1.2 0.00, 0.20 0.00, 0.70 0.00, 0.97 0.00, 1.54
-1.1 0.00, 0.23 0.00, 0.75 0.00, 1.04 0.00, 1.61
-1.0 0.00, 0.27 0.00, 0.81 0.00, 1.10 0.00, 1.68
-0.9 0.00, 0.32 0.00, 0.88 0.00, 1.17 0.00, 1.76
-0.8 0.00, 0.37 0.00, 0.95 0.00, 1.25 0.00, 1.84
-0.7 0.00, 0.43 0.00, 1.02 0.00, 1.33 0.00, 1.93
148 Feldman Cousins table
Table C.2. Confidence intervals for the mean of a Gaussian, constrained to be non-negative,
as a function of the mean >

(in units of  ), for commonly used confidence levels. [137].
T
¼
68.27% C.L. 90% C.L. 95% C.L. 99% C.L.
-0.6 0.00, 0.49 0.00, 1.10 0.00, 1.41 0.00, 2.01
-0.5 0.00, 0.56 0.00, 1.18 0.00, 1.49 0.00, 2.10
-0.4 0.00, 0.64 0.00, 1.27 0.00, 1.58 0.00, 2.19
-0.3 0.00, 0.72 0.00, 1.36 0.00, 1.67 0.00, 2.28
-0.2 0.00, 0.81 0.00, 1.45 0.00, 1.77 0.00, 2.38
-0.1 0.00, 0.90 0.00, 1.55 0.00, 1.86 0.00, 2.48
0.0 0.00, 1.00 0.00, 1.64 0.00, 1.96 0.00, 2.58
0.1 0.00, 1.10 0.00, 1.74 0.00, 2.06 0.00, 2.68
0.2 0.00, 1.20 0.00, 1.84 0.00, 2.16 0.00, 2.78
0.3 0.00, 1.30 0.00, 1.94 0.00, 2.26 0.00, 2.88
0.4 0.00, 1.40 0.00, 2.04 0.00, 2.36 0.00, 2.98
0.5 0.02, 1.50 0.00, 2.14 0.00, 2.46 0.00, 3.08
0.6 0.07, 1.60 0.00, 2.24 0.00, 2.56 0.00, 3.18
0.7 0.11, 1.70 0.00, 2.34 0.00, 2.66 0.00, 3.28
0.8 0.15, 1.80 0.00, 2.44 0.00, 2.76 0.00, 3.38
0.9 0.19, 1.90 0.00, 2.54 0.00, 2.86 0.00, 3.48
1.0 0.24, 2.00 0.00, 2.64 0.00, 2.96 0.00, 3.58
1.1 0.30, 2.10 0.00, 2.74 0.00, 3.06 0.00, 3.68
1.2 0.35, 2.20 0.00, 2.84 0.00, 3.16 0.00, 3.78
1.3 0.42, 2.30 0.02, 2.94 0.00, 3.26 0.00, 3.88
1.4 0.49, 2.40 0.12, 3.04 0.00, 3.36 0.00, 3.98
1.5 0.56, 2.50 0.22, 3.14 0.00, 3.46 0.00, 4.08
1.6 0.64, 2.60 0.31, 3.24 0.00, 3.56 0.00, 4.18
1.7 0.72, 2.70 0.38, 3.34 0.06, 3.66 0.00, 4.28
1.8 0.81, 2.80 0.45, 3.44 0.16, 3.76 0.00, 4.38
1.9 0.90, 2.90 0.51, 3.54 0.26, 3.86 0.00, 4.48
2.0 1.00, 3.00 0.58, 3.64 0.35, 3.96 0.00, 4.58
2.1 1.10, 3.10 0.65, 3.74 0.45, 4.06 0.00, 4.68
2.2 1.20, 3.20 0.72, 3.84 0.53, 4.16 0.00, 4.78
2.3 1.30, 3.30 0.79, 3.94 0.61, 4.26 0.00, 4.88
2.4 1.40, 3.40 0.87, 4.04 0.69, 4.36 0.07, 4.98
2.5 1.50, 3.50 0.95, 4.14 0.76, 4.46 0.17, 5.08
2.6 1.60, 3.60 1.02, 4.24 0.84, 4.56 0.27, 5.18
2.7 1.70, 3.70 1.11, 4.34 0.91, 4.66 0.37, 5.28
2.8 1.80, 3.80 1.19, 4.44 0.99, 4.76 0.47, 5.38
2.9 1.90, 3.90 1.28, 4.54 1.06, 4.86 0.57, 5.48
3.0 2.00, 4.00 1.37, 4.64 1.14, 4.96 0.67, 5.58
3.1 2.10, 4.10 1.46, 4.74 1.22, 5.06 0.77, 5.68
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List of plots
We report the invariant mass sectra of  - ﬂ(ﬃ and  - ﬂûﬃ combinations for several
cuts imposed on kinematical and topological quantities showing the absence of any
structures around the mass of the claimed ¿õì!$#
&
pentaquark (D.1, D.2, D.3,
D.4, D.5, D.6, D.7). The last four plots (D.8, D.9, D.10, D.11) shows the muon
distributions used to extract the number of double semi-muonic  decays, and from
that the beauty cross section, in the HERA-B dimuon trigger data.
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Figure D.1. Invariant mass of  - 

ﬃ combinations for different values of the long-track
multiplicity.
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Figure D.2. Invariant mass of  - 

ﬃ combinations for different values of the short-track
multiplicity.
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Figure D.3. Invariant mass of  - 

ﬃ combinations for different cuts applied to the distance
of closest approach between proton and 

ﬃ .
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Figure D.4. Invariant mass of  - 

ﬃ combinations for different upper limits set to the vertex
detachment from the target.
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Figure D.5. Invariant mass of  - 

ﬃ combinations for different lower limits set to the vertex
detachment from the target.
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Figure D.6. Invariant mass of  - 
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ﬃ combinations for different lower limits set to the total
momentum.
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Figure D.7. Invariant mass of  - 

ﬃ combinations for different lower limits set to the trans-
verse momentum.
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Figure D.8. Distributions of   (left) and impact parameter (right) of leading (top) and sec-
ondary (bottom) muons in the Monte Carlo simulation of double semi-muonic d É dsp decays.
The impact parameter is fitted with an exponential function. The momentum is fitted with
the product of an exponential and a complementary error funtion.
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Figure D.9. Distributions of   (left) and impact parameter (right) of leading (top) and sec-
ondary (bottom) muons in the Monte Carlo simulation of double semi-muonic d É T É decays.
The impact parameter is fitted with an exponential function. The momentum is fitted with
the product of an exponential and a complementary error funtion.
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Figure D.10. Distributions of   (left) and impact parameter (right) of leading (top) and
secondary (bottom) muons in the Monte Carlo simulation of double semi-muonic T T decays.
The impact parameter is fitted with an exponential function. The momentum is fitted with
the product of an exponential and a complementary error funtion.
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Figure D.11. Distributions of   (left) and impact parameter (right) of leading (top) and
secondary (bottom) muons in combinatorial background. The impact parameter is fitted
with two exponential functions. The momentum is fitted with the product of an exponential
and a complementary error funtion.
Bibliography
[1] L. Rosenfeld, Nuclear forces, Inter-
science Publishers, New York, 1948.
[2] S. Eidelman et al., Review of particle
physics, Phys. Lett. B592 (2004) 1.
[3] D. Griffiths, Introduction to elemen-
tary particles, Wiley, New York,
1987.
[4] www.phys.psu.edu/ cteq/handbook.
[5] H. Satz and X. N. Wang, Hard pro-
cesses in hadronic interactions, Int.
J. Mod. Phys. A10 (1995) 2881.
[6] T. Alexopoulos et al., A measurement
of the d d cross section in N?HRHý¹=³ºk= T
p-Si interactions, Phys. Rev. Lett. 82
(1999) 41.
[7] D. M. Jansen et al., Measurement
of the bottom quark production cross
section in N?HRHà¹=³ºk= T p-Au collisions,
Phys. Rev. Lett. 74 (1995) 3118.
[8] A. Faessler et al., Dibaryons in nu-
clear matter, J. Phys. G24 (1998)
791.
[9] www.particleadventure.org.
[10] R. K. Ellis et al., Factorization and
the parton model in QCD, Phys. Lett.
B78 (1978) 281.
[11] S. Frixione, Heavy flavors in pertur-
bative QCD, Eur. Phys. J. C43 (2005)
103.
[12] G. Altarelli and G. Parisi, Asymptotic
freedom in parton language, Nucl.
Phys. B126 (1977) 298.
[13] H. L. Lai et al., Global QCD analy-
sis of parton structure of the nucleon:
CTEQ5 parton distributions, Eur.
Phys. J. C12 (2000) 375.
[14] A. D. Martin, R. G. Roberts, W. J.
Stirling, and R. S. Thorne, NNLO
global parton analysis, Phys. Lett.
B531 (2002) 216.
[15] M. Gluck, E. Reya, and A. Vogt,
Dynamical parton distributions revis-
ited, Eur. Phys. J. C5 (1998) 461.
[16] N. Kidonakis et al., Sudakov re-
summation and finite order expan-
sions of heavy quark hadroproduction
cross sections, Phys. Rev. D64 (2001)
114001.
[17] M. L. Mangano, P. Nason, and G. Ri-
dolfi, Heavy quark correlations in
hadron collisions at next-to-leading
order, Nucl. Phys. B373 (1992) 295.
[18] S. Frixione et al., Charm and bottom
production: theoretical results versus
experimental data, Nucl. Phys. B431
(1994) 453.
[19] R. Bonciani et al., NLL resumma-
tion of the heavy quark hadroproduc-
tion cross section, Nucl. Phys. B529
(1998) 424.
158 List of plots
[20] E. Laenen, Resummation for observ-
ables at TeV colliders, Pramana 63
(2004) 1225.
[21] N. Kidonakis et al., Threshold cor-
rections in bottom and charm quark
hadro-production at next-to-next-to-
leading order, Eur. Phys. J. C36
(2004) 201.
[22] I. Abt, Improved measurement
of the d  d production cross section
in _R;?H ¹C³ºk= T fixed-target proton-
nucleus collisions, Phys. Rev. D73
(2006) 052005.
[23] A. Heister et al., Study of the frag-
mentation of b quarks into B mesons
at the Z peak, Phys. Lett. B512 (2001)
30.
[24] H. Fritzsch, Producing heavy quark
flavours in hadronic collisions: a test
of quantum chromodynamics, Phys.
Lett. B67 (1977) 217.
[25] J. F. Amundson et al., Quantitative
tests of color evaporation: charmo-
nium production, Phys. Lett. B390
(1997) 323.
[26] N. Brambilla et al., Heavy quarko-
nium physics, hep-ph/0412158, 2004.
[27] E. L. Berger and D. L. Jones, Inelas-
tic photoproduction of A%=B; and 9 by
gluons, Phys. Rev. D23 (1981) 1521.
[28] R. Baier and R. Ruckl, Hadronic
production of A=B; and 9 : transverse
momentum distributions, Phys. Lett.
B102 (1981) 364.
[29] G. A. Schuler, Quarkonium produc-
tion and decays, hep-ph/9403387.
[30] W. E. Caswell and G. P. Lepage, Ef-
fective lagrangians for bound state
problems in QED, QCD and other
fields theories, Phys. Lett. B167
(1986) 437.
[31] G. C. Nayak et al., Fragmenta-
tion, NRQCD and NNLO factoriza-
tion analysis in heavy quarkonium
production, Phys. Rev. D72 (2005)
114012.
[32] G. P. Lepage et al., Improved nonrela-
tivistic QCD for heavy quark physics,
Phys. Rev. D46 (1992) 4052.
[33] M. Kramer, Quarkonium production
at high-energy colliders, Prog. Part.
Nucl. Phys. 47 (2001) 141.
[34] G. T. Bodwin et al., Rigorous
QCD analysis of inclusive annihila-
tion and production of heavy quarko-
nium, Phys. Rev. D51 (1995) 1125.
[35] E. Braaten, B. A. Kniehl, and J. Lee,
Polarization of prompt A=B; at the
Tevatron, Phys. Rev. D62 (2000)
094005.
[36] M. J. Leitch et al., Measurement of
A%=B; and ; D suppression in pA colli-
sions at N?HRHX¹=³ºk= T , Phys. Rev. Lett.
84 (2000) 3256.
[37] U. Husemann, Measurement of nu-
clear effects in the production of A%=B;
mesons with the HERA-B detector,
DESY-THESIS-2005-005.
[38] M. Bruinsma, A%=B; in  A, Ph.D. the-
sis, NIKHEF, 2002.
[39] F. Abe et al., A=B; and ; (2S) produc-
tion in ³ collisions at : \  @?ACN TeV,
Phys. Rev. Lett. 79 (1997) 572.
[40] W. Buchmuller and S. H. H. Tye,
Quarkonia and quantum chromody-
namics, Phys. Rev. D24 (1981) 132.
[41] E. J. Eichten and C. Quigg, Quarko-
nium wave functions at the origin,
Phys. Rev. D52 (1995) 1726.
159
[42] M. Bargiotti et al., A=B; production
cross section at : \

Fl@?A¦¥¹=³º
by means of NRQCD calculations,
HERA-B Internal Note 05-015.
[43] W. J. Stirling R. K. Ellis and B. R.
Webber, QCD and collider physics,
Cambridge University Press, 1996.
[44] T. Nakano et al., Observation of
S = +1 baryon resonance in photo-
production from neutron, Phys. Rev.
Lett. 91 (2003) 012002.
[45] M. Ripani, Pentaquarks: the exper-
imental situation, Prepared for 16th
Conference on High Energy Physics
(IFAE 2004), Turin, Italy .
[46] N. Mathur et al., A study of pen-
taquarks on the lattice with overlap
fermions, Phys. Rev. D70 (2004)
074508.
[47] D. Diakonov, V. Petrov, and M. V.
Polyakov, Exotic anti-decuplet of
baryons: prediction from chiral soli-
tons, Z. Phys. A359 (1997) 305.
[48] R. L. Jaffe, Comment on ’Exotic anti-
decuplet of baryons: Predictions from
chiral solitons’ by D. Diakonov et al.,
Eur. Phys. J. C35 (2004) 221.
[49] T. H. R. Skyrme, A unified theory of
mesons and baryons, Nucl. Phys. 31
(1962) 556.
[50] G. S. Adkins, C. R. Nappi, and
E. Witten, Static properties of nucle-
ons in the Skyrme model, Nucl. Phys.
B228 (1983) 552.
[51] E. Witten, Current algebra, baryons,
and quark confinment, Nucl. Phys.
B223 (1983) 433.
[52] E. Guadagnini, Baryons as solitons
and mass fomulae, Nucl. Phys. B236
(1984) 35.
[53] T. D. Cohen, Chiral soliton mod-
els, large N(c) consistency and the


< @VB F$H@ exotic baryon, Phys. Lett.
B581 (2004) 175.
[54] R. L. Jaffe and F. Wilczek, Diquarks
and exotic spectroscopy, Phys. Rev.
Lett. 91 (2003) 232003.
[55] V. Kubarovsky et al., Observation of
an exotic baryon with S = +1 in pho-
toproduction from the proton, Phys.
Rev. Lett. 92 (2004) 032001.
[56] A. R. Dzierba et al., The evidence
for a pentaquark signal and kinematic
reflections, Phys. Rev. D69 (2004)
051901.
[57] M. Zavertyaev, The invariant mass
spectra profile close to pentaquark
mass region at @?ACB FÀ¹C³ºk= T  , hep-
ph/0311250, 2003.
[58] R. A. Arndt, I. I. Strakovsky, and
R. L. Workman, 

nucleon scatter-
ing and exotic S = +1 baryons, Phys.
Rev. C68 (2003) 042201.
[59] J. Barth et al., Observation of the
positive strangeness pentaquark 

in photo-production with the SAPHIR
detector, Phys. Lett. B572 (2003)
127.
[60] A. E. Asratyan et al., Evidence of
a narrow  - 

ﬃ resonance with mass
near 1533 MeV in neutrino interac-
tions, Phys. Atom. Nucl. 67 (2004)
682.
[61] A. Airapetian et al., Evidence for a
narrow |S| = 1 baryon state at a mass
of 1528 » ³ºk= T  in quasi-real photo-
production, Phys. Lett. B585 (2004)
213.
[62] V. Barmin et al., Observation of
a baryon resonance with positive
160 List of plots
strangeness in 

collisions with Xe
nuclei, Phys. Atom. Nucl. 66 (2003)
1715.
[63] S. Chekanov et al., Evidence for a
narrow baryonic state decaying to  -


ﬃ and  - 

ﬃ in deep inelastic scat-
tering at HERA, Phys. Lett. B591
(2004) 7.
[64] A. Aleev et al., Observation of a nar-
row baryon resonance decaying into
 - 

ﬃ in pA interactions at a H{¹C³ºk= T
with SVD-2 setup, hep-ex/0401024.
[65] M. Abdel-Bary et al., Evidence for a
narrow resonance at 1530 » ³ºk= T  in
the  - 

ﬃ system of the reaction pp –>
;



ﬃ from the COSY-TOF experi-
ment, Phys. Lett. B595 (2004) 127.
[66] C. Alt et al., Observation of an exotic
S = -2, Q = -2 baryon resonance in
pp collisions at the CERN SPS, Phys.
Rev. Lett. 92 (2004) 042003.
[67] H. G. Fischer and S. Wenig, Are there
S = -2 pentaquarks?, Eur. Phys. J.
C37 (2004) 133.
[68] M. I. Adamovich et al., Search for
the exotic <
,,
< @VN ¥?H@ resonance in
> F$H ¹=³ºk=
T
;
,
-nucleus interactions,
Phys. Rev. C70 (2004) 022201.
[69] A. Aktas et al., Evidence for a nar-
row anti-charmed baryon state, Phys.
Lett. B588 (2004) 17.
[70] S. Schael et al., Search for pen-
taquark states in Z decays, Phys. Lett.
B599 (2004) 1.
[71] D. C. Christian et al., Search for ex-
otic baryons in N?HRH ¹=³ºk= T pp –> p
<



X, Phys. Rev. Lett. 95 (2005)
152001.
[72] M. Wang, Pentaquark results from
CDF, FERMILAB-CONF-04-446-E.
[73] M. J. Longo et al., High statistics
search for the 

< @VB F$H@ pentaquark,
Phys. Rev. D70 (2004) 111101.
[74] B. Aubert et al., Search for strange
pentaquark production in J
,
J

an-
nihilations at : \  @YHACBRN GeV and
in 9|<·F>=l@ decays, hep-ex/0408064,
2004.
[75] M. Battaglieri et al., Search for


pentaquark in high statistics mea-
surement of K p  



 at CLAS,
hep-ex/0510061, 2005.
[76] T. Lohse et al., HERA-B proposal,
DESY-PRC 94/02.
[77] E. Hartouni et al., HERA-B technical
design report, DESY-PRC 95/01.
[78] B. Schwingenheuer, Electronics com-
missioning experience at HERA-B,
HERA-B Internal Note 01-114.
[79] A. Abashian et al., The Belle de-
tector, Nucl. Instrum. Meth. A479
(2002) 117.
[80] B. Aubert et al., The BaBar detector,
Nucl. Instrum. Meth. A479 (2002) 1.
[81] HERA-B collaboration, HERA-
B physics in 2001/2002, December
2002, Letter to the DESY directorate.
[82] HERA-B collaboration, Update
of status and plans for 2001/2002,
HERA-B Internal Note 01-064.
[83] U. Holm et al., The ZEUS detector:
status report 1993, http://www-
zeus.desy.de/bluebook/bluebook.html.
[84] I. Abt et al., The H1 detector at
HERA, Nucl. Instrum. Meth. A386
(1997) 310.
[85] K. Ackerstaff et al., HERMES spec-
trometer, Nucl. Instrum. Meth. A417
(1998) 230.
161
[86] K. Ehret et al., Observation of coast-
ing beam at the HERA proton ring,
Nucl. Instrum. Meth. A456 (2001)
206.
[87] www-hera-
b.desy.de/subgroup/detector/target.
[88] C. Bauer et al., Performance of
the HERA-B vertex detector system,
Nucl. Instrum. Meth. A501 (2003) 39.
[89] I. Abt et al., Update on the perfor-
mance of the HERA-B vertex detector
system, Nucl. Instrum. Meth. A511
(2003) 24.
[90] Y. Bagaturia et al., Studies of ag-
ing and HV break down problems
during development and operation of
MSGC and GEM detectors for the in-
ner tracking system of HERA-B, ICFA
Instrum. Bull. 24 (2002) 54.
[91] H. Albrecht et al., The outer tracker
detector of the HERA-B experiment.
Part II: front-end electronics, Nucl.
Instrum. Meth. A541 (2005) 610.
[92] W. D. Hulsbergen, A study of track re-
construction and massive dielectron
production in HERA-B, Ph.D. thesis,
NIKHEF, 2002.
[93] H. Albrecht et al., Aging studies for
the large honeycomb drift tube system
of the outer tracker of HERA-B, Nucl.
Instrum. Meth. A515 (2003) 155.
[94] I. Arino et al., The HERA-B ring
imaging ˇCerenkov counter, Nucl. In-
strum. Meth. A516 (2004) 445.
[95] A. Zoccoli, The electromagnetic
calorimeter of the HERA-B experi-
ment, Nucl. Instrum. Meth. A446
(2000) 246.
[96] V. Eiges et al., The muon detector
at the HERA-B experiment, Nucl. In-
strum. Meth. A461 (2001) 104.
[97] M. Titov et al., Aging studies for the
muon detector of HERA-B, Nucl. In-
strum. Meth. A515 (2003) 202.
[98] A. Belkov, Study of muon misiden-
tification in the HERA-B experiment,
HERA-B Internal Note 02-036.
[99] M. Dam et al., HERA-B data acqui-
sition system, Nucl. Instrum. Meth.
A525 (2004) 566.
[100] J. Hernandez et al., HERA-B frame-
work for online calibration and align-
ment, Nucl. Instrum. Meth. A546
(2005) 574.
[101] www-hera-
b.desy.de/subgroup/software/arte.
[102] I. Abt et al., CATS: a cellular au-
tomaton for tracking in silicon for the
HERA-B vertex detector, Nucl. In-
strum. Meth. A489 (2002) 389.
[103] I. Abt et al., Cellular automaton and
Kalman filter based track search in
the HERA-B pattern tracker, Nucl.
Instrum. Meth. A490 (2002) 546.
[104] R. Mankel et al., The concurrent
track evolution algorithm: extension
for track finding in the inhomoge-
neous magnetic field of the HERA-B
spectrometer, Nucl. Instrum. Meth.
A426 (1999) 268.
[105] R. Mankel, A concurrent track evo-
lution algorithm for pattern recog-
nition in the HERA-B main tracking
system, Nucl. Instrum. Meth. A395
(1997) 169.
[106] O. Igonkina, MARPLE - version 1.03,
HERA-B Internal Note 98-129.
162 List of plots
[107] V. Alberico et al., The reconstruction
for the electromagnetic calorimeter of
the HERA-B experiment, ICCHEP 97
conference, Tucson, AZ, Nov 1997.
[108] M. Staric and P. Krizan, An iterative
method for the analysis of ˇCerenkov
rings in the HERA-B RICH, Nucl. In-
strum. Meth. A433 (1999) 279.
[109] www-hera-
b.desy.de/subgroup/detector/rich.
[110] R. Pestotnik, Identification of pi-
ons, kaons and protons in the HERA-
B spectrometer, Ph.D. thesis, Univ.
Lljubljana, 2001.
[111] B. Fominykh, MUREC-A reconstruc-
tion program for HERA-B muon de-
tector operating in stand-alone mode,
HERA-B Internal Note 97-167.
[112] www-hera-
b.desy.de/subgroup/software/arte/grover.
[113] M. C. Abreu et al., Evidence for
deconfinement of quarks and gluons
from the A%=B; suppression pattern
measured in Pb-Pb collisions at the
CERN-SPS, Phys. Lett. B477 (2000)
28.
[114] H. Wahlberg, Bottom production at
:
\

Fl@?A¦¥¹C³º , Ph.D. thesis,
NIKHEF, 2005.
[115] S. Frixione, M. L. Mangano, P. Na-
son, and G. Ridolfi, Heavy quark pro-
duction, Adv. Ser. Direct. High En-
ergy Phys. 15 (1998) 609.
[116] H. Kolanoski, HERA-B results
on heavy flavour production in _R;?H
¹=³ºk=
T proton-nucleus interactions, J.
Phys. G31 (2005) S799.
[117] I. Gorbounov, Pattern recognition in
the inner tracking system of HERA-
B and measurement of the V0 pro-
duction cross section in pN collisions,
Ph.D. thesis, 2004.
[118] C. van Eldik, K*(892) production
in proton-nucleus collisions, DESY-
THESIS-2004-019.
[119] E. Klinkby, Ô / Ô polarisation stud-
ies in proton-nucleus collisions at _R;?H
¹=³ºk=
T proton beam energy, Ph.D.
thesis, 2004.
[120] J. Soffer, Is the riddle of the hy-
peron polarizations solved?, hep-
ph/9911373.
[121] L. Apanasevich et al., Measurement
of direct photon production at Teva-
tron fixed target energies, Phys. Rev.
D70 (2004) 092009.
[122] I. Abt et al., Search for the
flavor-changing neutral current de-
cay ?


W

W
,
with the HERA-B
detector, Phys. Lett. B596 (2004)
173.
[123] I. Abt et al., Limits for the cen-
tral production of 

and <
,,
pen-
taquarks in _R;?H|¹=³ºk= T pA collisions,
Phys. Rev. Lett. 93 (2004) 212003.
[124] V. Balagura et al., The first-level trig-
ger of the HERA-B experiment: per-
formance and expectations, Nucl. In-
strum. Meth. A494 (2002) 526.
[125] H. Fleckenstein, Performance of the
TFU network of the first level trigger
of HERA-B and determination of ef-
ficiencies for A=B;  W

W
,
, DESY-
THESIS-2002-011.
[126] H. Albrecht, The outer tracker detec-
tor of the HERA-B experiment. Part I:
detector, physics/0507048, 2005.
[127] V. Balagura, MU1 efficiency at FLT,
HERA-B Internal Note 02-035.
163
[128] V. Balagura, FLT efficiency maps,
HERA-B Internal Note 03-024.
[129] J. Ivarsson et al., PYTHIA and FRO-
TIOF: event generators for HERA-B,
HERA-B Internal Note 99-067.
[130] T. Sjostrand, High-energy physics
event generation with PYTHIA 5.7
and JETSET 7.4, Comput. Phys.
Commun. 82 (1994) 74.
[131] B. Andersson, G. Gustafson, and
H. Pi, The FRITIOF model for very
high-energy hadronic collisions, Z.
Phys. C57 (1993) 485.
[132] H. Pi, An event generator for inter-
actions between hadrons and nuclei:
FRITIOF version 7.0, Comput. Phys.
Commun. 71 (1992) 173.
[133] R. Brun et al., GEANT3, Internal re-
port CERN DD/EE/84-1.
[134] M. A. Pleier, Cloneremove V1.0,
HERA-B Internal Note 01-062.
[135] A. Spiridonov, Bremsstralung in lep-
tonic onia decays: effects on mass
spectra, HERA-B Internal Note 04-
016.
[136] R. Brun and F. Rademakers, ROOT:
An object oriented data analysis
framework, Nucl. Instrum. Meth.
A389 (1997) 81.
[137] G. J. Feldman and R. D. Cousins,
A unified approach to the classical
statistical analysis of small signals,
Phys. Rev. D57 (1998) 3873.
[138] G. Medin, Low multiplicity HERA-
B data and search for a resonance in
the 

ﬃ
 mass spectrum, HERA-B
Internal Note 04-012.
[139] A. Sbrizzi and T. S. Bauer, Have pen-
taquarks been seen?, AIP Conf. Proc.
768 (2005) 226.
164 List of plots
Summary
“San Giovanni mio carissimo, vedete come trattano e vilipendono il vostro
piu’ devoto suddito. Vi ho chiesto forse un palazzo al corso? No. Una
quaterna? No. Un terno? No. E allora? Che cosa vi ho chiesto io? Una
bazzecola, una pinzillacchera, una quisquiglia, una sciocchezzuola.”
San Giovanni decollato (1940) - Totò
This thesis reports on the research performed between September
%
! and De-
cember
%%
# at the HERA-B experiment in  A collisions at } m~ !
{u
. Due
to a prolonged commissioning period of the accelerator overall, data taking could
not last more than # months, when a long shut-down of the accelerator provoked
the end of the experiment. Two data samples of about !$#

M dilepton triggered and

M minimum bias data were collected for physics studies. The large acceptance
of the detector, the high spatial resolution for primary and secondary vertices, the
selective trigger and the multi-target operation allowed the study of many physics
topics [81, 82], where the study of heavy quark production plays a leading role.
Chapter 1 gives an overview of the theoretical description of heavy quark pro-
duction and subsequent formation of bound states in  A collisions. Due to the large
mass of the  quarks, the measurement of the inclusive beauty production cross sec-
tion ( Ä  Ë  ) in hadron collisions offers the possibility to test the predictive power of
perturbative QCD. The calculation of Ä  Ë  at NLO [17, 18] fails to give an accurate
prediction near the kinematic threshold, where large contributions come from higher
order processes, such as soft gluon emission. In order to account for these effects,
Bonciani et al.[19] and Kidonakis et al.[21] improved the calculations by using two
different resummation techniques, but the uncertainties in the predictions are still
large. Three measurements of Ä  Ë  are available from fixed target  A experiments,
but those performed at the same energy are incompatible [7, 6].
The quark configuration of all experimentally observed hadrons is either p

p or
ppp . The existence of hadrons with exotic quark configuration (so to say different
from p

p and ppp ) is not theoretically excluded. Two theoretical models proposed to
describe the production of exotic hadrons are presented in chapter 1.
A description of the experiment is presented in chapter 2. The HERA-B detec-
tor comprises a vertex detector, a forward spectrometer with an opening angle of
about
Ł
mrad, a ring imaging ˇCerenkov detector for
ä
/ ﬂ separation, an electro-
magnetic calorimeter and a muon detector.
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A description of the first level trigger (FLT) can be found in chapter 3. The

	 trigger exploits the clear signatures of 
	)ª $ $
,
and 
	)ª ãëkã
,
decays.
In data taking the FLT guaranteed a background reduction factor of about

and
allowed to collect
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for electrons and muons respectively. The procedure to generate FLT efficiency
maps has been discussed, stressing the motivations which lead to the production of
three dimensional maps to account for the observed efficiency dependence on the
area of the detector traversed by the particles and their momentum.
In chapter 4 we report on a measurement of the beauty production cross sec-
tion at HERA-B. In a previous HERA-B measurement (see reference [22]), the
beauty cross section was extracted by selecting bª 
	)ª Ù%Ù
,
decays. The large
lifetime of o hadrons and the boost provided in fixed target experiments allow the
identification of  events with the 
	 mesons detached from the primary vertex.
The result of this analysis, combining muon and electron channels, is
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In this thesis, we have performed the same measurement by selecting double
semi-muonic  decays with two different methods. Firstly, we isolate events which
satisfy a set of optimised selection criteria on impact parameters, transverse mo-
mentum and vertex detachment. Secondly, the selection is released and the signal is
extracted from a likelihood fit of the data to the simulated distributions. Assuming
that the prompt 
	 cross section is Ä Ü
ÏÞÝ
~ !
  Ł

ª
	
ª
	
µ

¶
ª in the  range
[ ² {Ł #|0 |{ !$# ], we extract the following  cross sections relative to that of 
	 ,
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which are in agreement with the result from Cª 
	ª Ù  Ù
,
decays [22]. Among
the experimental results in literature, the HERA-B results are the most accurate and
are consistent with the theoretical predictions.
In chapter 5 we have performed a search of a possible pentaquark signal in the
minimum bias data. An inclusive analysis has been performed to extract upper
limits on the production cross section at mid-rapidity. In an exclusive analysis we
have tried to isolate a signal by eliminating as far as possible unwanted background
through cuts on parameters such as impact parameters, distance of closest approach
between tracks, number of reconstructed tracks in the event. No signal could be
established. The HERA-B collaboration was the first one to publish an upper limit
for the production of pentaquarks in fixed target  A collisions [123].
Samenvatting
Beauty en een Zoiktocht naar Pentaquarks bij HERA-B
Dit proefschrift beschrijft het onderzoek dat is uitgevoerd tussen september %% !
en december
%
# bij het HERA-B experiment in  A botsingen ( } m ~÷! {u ).
Als gevolg van problemen die buiten het experiment liggen, heeft de data acquisitie
periode niet langer geduurd dan vijf maanden, hetgeen geleid heeft tot twee data
sets van circa !$#

M dilepton getriggeerde events en
%
M minimum bias events.
Dit heeft - dankzij de grote acceptantie van de detector en zijn goede ruimtelijke
oplossingsvermogen, de selectieve trigger en het gebruik van verschillende bots-
ingsdoelen - verschillende studies naar zware quark productie mogelijk gemaakt.
Hoofdstuk 1 geeft een overzicht van de theoretische beschrijving van zware
quark productie en de daaropvolgende formatie van gebonden toestanden in  A
botsingen. De meting van de werkzame doorsnede van de inclusieve beauty produc-
tie ( Ä  Ë  ) in hadron botsingen geeft, vanwege de hoge massa van de  quarks, de mo-
gelijkheid om de voorspellende kracht van de perturbatieve QCD-theorie te testen.
De berekening van Ä  Ë  op NLO niveau [17, 18] faalt in de buurt van de kinema-
tische drempel waar grote bijdragen worden verwacht door hogere orde processen,
zoals de emissie van laag energetische gluonen. Om met deze effecten rekening
te houden hebben Bonciani et al.[19] en Kikonakis et al.[21] twee verschillende
resummatie technieken toegepast, maar de onzekerheden in de voorspellingen zijn
nog altijd groot. Drie vergelijkbare experimenten hebben metingen van Ä  Ë  gepub-
liceerd, maar, ondanks het feit dat deze bij dezelfde energie zijn uitgevoerd, zijn
de resultaten niet met elkaar in overeenstemming [7, 6]. De quark samenstelling
van alle experimenteel geobserveerde hadronen is hetzij p

p of ppp . Het bestaan van
hadronen met een andere quark samenstelling is theoretisch echter niet uitgesloten.
Hoofdstuk 1 beschrijft twee theoretische modellen waarmee de productie van deze
"exotische" hadronen mogelijk verklaard kan worden.
Hoofdstuk 2 geeft een beschrijving van het HERA-B experiment. De detector
bestaat uit een vertex detector, een voorwaartse spectrometer met een openingshoek
van
¡
Ł
mrad, een "Ring Imaging ˇCerenkov" detector voor deeltjesidentificatie,
een electromagnetische calorimeter en een muon detector.
Hoofdstuk 3 beschrijft het eerste trigger niveau (FLT). De 
	 trigger gebruikt
de eenduidige signaturen van de 
	)ª $%$
,
en 
	ªãëÑã
,
vervallen. De FLT
vermindert de achtergrond ten opzichte van de goede gebeurtenissen met een factor
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van
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met een gemiddelde track efficientie
#
Q ~é#%)
{ 

ﬀ|{
!

ﬃ



!
{
ﬃ*¨ﬃ
í
voor electronen
and
#
]
~

)
{ 
#
Û{
!

ﬃ


Û{
ﬃ½¨®ﬃ
í
voor muonen. De procedure voor het aanmaken
van 3-dimensionale “FLT efficiency maps” wordt besproken. Deze tabellen bevat-
ten de geobserveerde efficientie waarmee de deeltjes gedetecteerd kunen worden als
functie van hun positie in de detector.
In hoofdstuk 4 wordt de meting van de werkzame doorsnede van het beauty
quark beschreven. In een vorige meting [22] werd de werkzame doorsnede van het
beauty quark bepaald via de selectie van ¤ª 
	ª Ù  Ù
,
vervallen. De grote
levensduur van o hadronen, in combinatie met de relativistische snelheid waarmee
deze deeltjes worden geproduceerd, maken het mogelijk  gebeurtenissen te iden-
tificeren waarin de 
	 mesonen niet van de primaire vertex komen. Het resultaat
van deze analyse, waarin muon en electron kanalen zijn gecombineerd, is:
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In dit proefschrift is dezelfde meting uitgevoerd door dubbel semi-muonische
 vervallen te selecteren, gebruik makend van twee verschillende methoden. In
de eerste methode worden de gebeurtenissen geisoleerd die voldoen aan een set
van geoptimaliseerde selectie criteria op variabelen zoals de impact parameters, de
transversale impuls en de afstand tot de primaire vertex. In de tweede methode word
de selectie losgelaten en wordt het signaal verkregen door een waarschijnlijkheids-
fit van gesimuleerde distributies op de data. Er vanuit gaande dat de werkzame
doorsnede van 
	 gegeven is door ÄÆÜ
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welke in overeenstemming zijn met het resultaat van  ª 
	 ª Ù  Ù , vervallen.
Binnen de experimentele resultaten in de literatuur heeft de HERA-B de meest
nauwkeurige resultaten. Tevens zijn de resultaten in overeenstemming met de theo-
retische voorspellingen.
Hoofdstuk 5 beschrijft het onderzoek van de zoektocht naar een mogelijk pen-
taquark signaal. Een inclusieve analyse is uitgevoerd voor het verkrijgen van de
bovenlimieten van de werkzame doorsnede van de produktie van het pentaquark bij
centrale rapiditeit. In een exclusieve analyse is geprobeerd een signaal te isoleren
door zo veel mogelijk de ongewenste achtergrond te elimineren met behulp van
snedes op variabelen zoals de impact parameters, de afstand tussen sporen en het
aantal gereconstrueerde sporen in de gebeurtenis. Er kon geen pentaquark signaal
worden vastgesteld. HERA-B een bovenlimiet voor de productie van pentaquarks
in deeltjesbotsingen op een stilstaand doel heeft gepubliceerd [123].
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