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A mi hijo Iván, mi más grande alegŕıa
y fuente de inspiración.
A ella, aun cuando no esté aqúı.
Prólogo de la primera edición
La Dirección del Departamento de Matemáticas y Estad́ıstica del la Uni-
versidad Nacional de Colombia nos ha encargado la grata y estimulante
tarea de escribir un prólogo a la obra de tres volúmenes “Temas de teoŕıa
de cuerpos, teoŕıa de anillos y números algebraicos”, escrita por el Profesor
Iván Castro Chadid, obra que ha sido seleccionada para su publicación en
la serie editada por el mismo Departamento.
Se trata de un libro sobre uno de los temas más atrayentes del álgebra
antigua, tradicional y moderna: la solución de ecuaciones polinómicas.
El éxito inicial en resolver ecuaciones de primero y segundo grado, hace
ya más de cuatro mil años, se vio detenido hasta el renacimiento, cuando
Tartaglia, del Ferro, Cardano y Ferrari contribuyeron a resolver ecuaciones
de tercero y cuarto grado.
A partir de ese momento, puede decirse que todos los matemáticos de los
siglos XVII y XVIII trataron de resolver la ecuación de quinto grado sin
lograr ningún éxito. ¿Por qué los grados uno, dos, tres y cuatro hab́ıan
cedido su secreto, y el quinto se resist́ıa obstinadamente?
A fines del siglo XVIII y comienzos del XIX en Noruega, Italia y Francia,
Abel, Ruffini y Galois llegaron de forma independiente a un conclusión sor-
prendente: que las ecuaciones polinómicas de quinto grado en adelante eran,
en general, insolubles por el método de extracción sucesiva de radicales.
A este resultado frustrante, pero profundo, confluyeron varias corrientes
conceptuales de la teoŕıa de polinomios, de la teoŕıa de números, de la
teoŕıa de factorización, de la teoŕıa de grupos y de la teoŕıa de extensión de
cuerpos, estas dos últimas inventadas prácticamente para atacar problemas
de la solución de las ecuaciones de quinto grado en adelante.
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Además de la solución de las ecuaciones polinómicas, numerosos problemas
clásicos como la duplicación del cubo, la trisección del ángulo y la construc-
ción de poĺıgonos regulares, quedaron elegantemente enmarcados dentro de
la nueva teoŕıa de las extensiones de los cuerpos, cuyas relaciones se reflejan
espectacularmente en las relaciones entre los grupos correspondientes. Esta
teoŕıa, preparada por los esfuerzos de numerosos matemáticos de mayor y
menor calibre, culminó con las investigaciones de Abel, Ruffini y Galois;
por la decisiva contribución de este último al tratamiento riguroso del pro-
blema a través de los grupos de permutaciones, la conocemos hoy como la
“teoŕıa de Galois”.
Este es el tema apasionante que trata la obra del Profesor Castro. Una de
las caracteŕısticas sobresalientes de la misma es la de resaltar, a través de
abundantes notas históricas, la conexión de esta teoŕıa con los problemas
clásicos ya citados, con el desarrollo de otras teoŕıas matemáticas y con la
historia general de la cultura de esa época.
Este aspecto histórico, que podŕıamos llamar “macroscópico”, se compa-
gina muy bien con el desarrollo histórico del texto mismo, aspecto que
podŕıamos denominar “microscópico”: durante más de diez años, el Pro-
fesor Castro ha investigado los aspectos centrales y laterales de la teoŕıa
de anillos y cuerpos, ha recogido y producido ejemplos y contraejemplos
altamente ilustrativos, ha resuelto cuidadosamente los problemas más re-
presentativos, ha verificado en detalle las demostraciones de los teoremas
relacionados con el tema, y ha probado y confrontado con sus alumnos
en distintos cursos y seminarios los temas más salientes de esta obra que
presentamos al lector.
Toda esta riqueza, que a algunas mentalidades puede parecer prolija, se
reúne en estos volúmenes para permitir el acceso a la teoŕıa a aquellos
estudiosos que se sienten poco seguros ante la multitud de problemas y
ejercicios “que se dejan al lector” en la mayoŕıa de las obras relacionadas
con el tema. El autor, los editores y los prologuistas esperamos que la
disponibilidad de todos los aspectos de la teoŕıa en una sola obra, aśı sea un
poco extensa, contribuyan a desarrollar el talento matemático de un público
más numeroso del que hasta ahora ha tenido acceso a tan estimulante región
de las matemáticas.
La obra está divida en tres volúmenes, dedicados respectivamente a polino-
mios y teoŕıa de factorización (Tomo I), extensiones de cuerpos y teoŕıa de
Galois (Tomo II), y a las aplicaciones de estas teoŕıas a la solubilidad por
radicales, a los números algebraicos y trascendentales, y a las construccio-
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nes por regla y compás (Tomo III). A cada uno de estos tomos haremos una
breve introducción. Por ahora, baste comentar dos aspectos sobresalientes
de la obra en general.
Recomendamos especialmente el estudio de los contraejemplos y casos pa-
tológicos que ha reunido el profesor Castro, entre otras cosas para llamar
la atención del lector sobre las peculiaridades de los anillos y cuerpos dife-
rentes de los usuales, o sea de los enteros, los fraccionarios, los reales y los
complejos.
También nos parece importante recomendar el cuidadoso recorrido de los
apéndices que acompañan a algunos de los caṕıtulos y los volúmenes; algu-
nos de estos apéndices son independientes del texto mismo, y constituyen
por śı mismos viñetas valiośısimas para profundizar en temas históricos,
curiosidades matemáticas o resultados de reciente publicación.
Estamos seguros que el acopio de información aqúı reunida hará de esta
publicación una contribución muy importante a la expansión de la cultura
matemática de nuestro páıs.
Oswaldo Lezama
Gilma Rodriguez de Villamaŕın
Carlos Eduardo Vasco.
Departamento de Matemáticas y Estad́ıstica
Universidad Nacional de Colombia
Sede Bogotá
Introducción al tomo II
El tomo II comprende los siguientes temas:
Caṕıtulo 4: está destinado al estudio de los Enteros de los Cuerpos Cua-
dráticos. En él se ilustra la aplicación de la teoŕıa general de factorización,
tratada en el caṕıtulo dos, al caso particular de los anillos de los enteros
cuadráticos; presentando numerosos ejemplos y contraejemplos ilustrativos
de esta teoŕıa, lo cual da al lector una visión del trabajo matemático desa-
rrollado alrededor del tema, e ilustra acerca de los problemas aún vigentes
al respecto. Este caṕıtulo se enriquece con los resultados del Apéndice C,
destinado al estudio de la Ley Gaussiana de Reciprocidad Cuadrática.
Caṕıtulo 5: dedicado al estudio de las Extensiones Algebraicas. En él se in-
troduce conceptos básicos de la teoŕıa de cuerpos, como lo son el de cuerpo,
extensión de un cuerpo dado y cuerpo de ruptura de un polinomio irredu-
cible; dando no solamente su enfoque externo, sino también analizando su
estructura interna. Se estudia luego el teorema de isomorfismos de cuerpos
de ruptura y el Teorema Fundamental del Algebra, del cual se dan dos de-
mostraciones; la primera utilizando la variable compleja de acuerdo a las
ideas de la prueba dada por Liouville en 1847, y la segunda con un enfoque
algebraico, siguiendo el esṕıritu de una de las pruebas dadas por Gauss. En
realidad, se demuestra un resultado mucho más general, del cual es caso
particular este importante teorema, hasta llegar al interesante resultado
de que la única extensión propia y finita de los reales son los complejos.
El caṕıtulo termina con el estudio de los cuerpos de descomposición de
polinomios, para dar valiosos ejemplos de aplicación de esta teoŕıa.
Caṕıtulo 6: aqúı se desarrolla la teoŕıa de extensiones simples y separables.
En él se da una visión ampliada e ilustrada del tratamiento usual de estos
temas, ya que no solo los aborda para el caso en que la caracteŕıstica del
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cuerpo es cero, sino que va más allá, estudiando qué sucede cuando la
caracteŕıstica es finita.
Caṕıtulo 7: aqúı se construyen los Polinomios ciclotómicos, se estudian sus
propiedades más relevantes y se muestran algunas de sus aplicaciones tanto
en la teoŕıa de números como a la de anillos. Muchas de estas propiedades
encuentran su soporte teórico en el Apéndice B, destinado al estudio de las
funciones ϕ de Euler y µ de Möbius.
Caṕıtulo 8: en él se estudian rigurosamente las extensiones normales, para
concluir en el teorema fundamental de la Teoŕıa de Galois. Este caṕıtulo
se complementa con el Apéndice D, en donde se presenta, además de una
biograf́ıa de Galois, su principal memoria sobre solubilidad por radicales y
el acta de la Academia de Ciencias de Paŕıs del 4 de julio de 1831, en la
que rechazan dicho trabajo.
De esta forma se busca que el lector sepa no solo deducir los resultados más
importantes de la Teoŕıa de Galois, sino también que conozca sus oŕıgenes
para que pueda adquirir una sólida cultura sobre el tema.
Gilma Rodŕıguez de Villamaŕın.
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Lista de algunos śımbolos usados
N El conjunto de los números naturales {0, 1, 2 . . .}.
Z El conjunto de los números enteros.
Q El conjunto de los números racionales.
R El conjunto de los números reales.
C El conjunto de los números complejos.
A−B {a ∈ A | a 6∈ B}.







1, si i = j;
0, si i 6= j.
f ′(x) La derivada de f(x).
∂f Grado del polinomio f .
D[x] Si x no es una indeterminada o trascendental se refiere
a un anillo cuyos elementos son sumas de potencias de
x; en caso contrario, es un anillo de los polinomios en la
indeterminada x o en la trascendental x sobre D.
D/N {aN | a ∈ D}.
xv
xvi SÍMBOLOS
〈f(x)〉 {h(x)f(x) | h(x) ∈ D[x]}.















0, si n = 0;
(n− 1)a+ a, si n > 0;








a ≡ b mod n a es congruente con b módulo n.
[k]p {x ∈ Z | x ≡ k mod p}.








ck c1c2 · · · cm.
a | b a divide a b.
a ∼ b a es asociado a b.
[a, b] El mı́nimo común múltiplo de a y b.
[a1, a2, . . . , an] El mı́nimo común múltiplo de a1, a2, . . ., an.
(a, b) El máximo común divisor de a y b.
(a1, a2, . . . , an) El máximo común divisor de a1, a2, . . ., an.
a | b a es factor propio de b.
(D; +, ·) Un anillo.
A ' B A es isomorfo a B.
In {1, 2, . . . , n}.
Sn {σ | σ es permutación de In}.
F [x]
/




m] {a+ b√m | a, b ∈ Q}.
H[
√
m] {α ∈ Q[√m] | α es un entero de Q[√m]}.
S′ S ∩ {b ∈ D|∃a ∈ D y a+ bD ⊆ S}.
K L El cuerpo L es una extensión del cuerpo K.
F [a] El más pequeño subanillo de K que contiene a F ∪ {a}.
F (a) El más pequeño subcuerpo de K que contiene a F ∪{a}.
[K : F ] La dimensión de K considerado como espacio vectorial
sobre F .
c.d.r Cuerpo de ruptura.
FK La intersección de todos los subcuerpos de L que con-
tienen a F ∪K.
dimFK La dimensión de K sobre F .
D[M ] El anillo de los polinomios en los elementos de M sobre
D en donde M es una familia de indeterminadas y D
un anillo conmutativo con unidad.
c.d.d Cuerpo de descomposición.
G(K;F ) {σ
∣





∣ σ es un automorfismo de K}.
SF (K) {a ∈ K
∣





∣ ξ es una ráız n–ésima de la unidad
}
.
Tn {ξ ∈ Vn
∣





C(a) {x ∈ G
∣
∣ x es conjugado de a}.
N(a) {x ∈ G
∣
∣ xa = ax}.
xviii SÍMBOLOS
Z {z ∈ D
∣
∣ zx = xz ∀x ∈ D}.
IK(G) {α ∈ K
∣
∣σ(α) = α, ∀σ ∈ G}.
F K Si K es una extensión normal de F .
µ(n) La función µ de Möbius.












Śımbolo de Legendre de m con respecto a p.
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7.4. Una aplicación a la teoŕıa de anillos . . . . . . . . . . . . . 191
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“. . . La ciencia no ha sacado hasta el pre-
sente gran provecho de esta coincidencia
observada tan a menudo en las investiga-
ciones de los sabios. . . No es dif́ıcil, sin em-
bargo, reconocer en ese hecho la prueba de
que los sabios, al igual que los otros hom-
bres, no están hechos para el aislamiento,
que ellos también pertenecen a su época
y que tarde o temprano duplicarán sus es-
fuerzos por la asociación. ¡Cuánto tiempo
ganará la ciencia entonces!”.
Evariste Galois
4.1. Introducción
En el presente caṕıtulo pretendemos analizar los anillos de los enteros
cuadráticos a la luz de la teoŕıa general de factorización, ya que ello nos
permite llegar a resultados que ilustran esta teoŕıa.
Los enteros cuadráticos son un caso particular de la teoŕıa de enteros al-
gebraicos. Es interesante observar que la noción de entero algebraico fue
presentada en forma independiente entre 1845 y 1850 por los matemáti-
cos alemanes Ferdinand Gotthold Eisenstein (1823–1852) y Peter Gustav
Lejeune–Dirichlet (1805–1859) y el matemático francés Charles Hermite
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(1822–1902), cumpliéndose una vez más aquella apreciación que haćıa Ga-
lois alrededor de los años 30 del siglo XIX, cuando afirmaba que: “en todas
las ciencias cada época tiene en cierto modo sus problemas del momento.
Hay problemas vivos que atraen a su vez a los esṕıritus más esclarecidos,
aun a pesar de ellos. Resulta a menudo que las mismas ideas se les ocurren
a varios como una revelación. Si buscamos la causa es fácil encontrarla
en las obras de quienes nos han precedido, en las cuales esas ideas están
presentes en germen, aun cuando sus autores lo ignoren”. Eisenstein fue el
primero en demostrar que la suma y el producto de enteros algebraicos es
un entero algebraico, pero quien logró finalmente sistematizar esta teoŕıa
para presentarla en una forma moderna fue el matemático alemán Richard
Dedekind (1831–1916), quien le prestó un especial interés al estudio de los
primos en los cuerpos cuadráticos.
El atribuirle a estos anillos las mismas propiedades de los enteros racionales
puede llevarnos a conclusiones erróneas; un ejemplo de ello lo vemos cuan-
do el matemático francés Augustin-Louis Cauchy (1789–1857) supuso que
para los enteros algebraicos es válida la propiedad de factorización única
(error que reconoce más adelante); dicha premisa le permitió “demostrar”
el último teorema de Fermat de la manera más natural, descomponiendo
xn + yn en factores irreducibles.
4.2. Propiedades generales de los enteros de los
cuerpos cuadráticos
“Todos los resultados de la más profunda investigación ma-
temática deben en definitiva ser expresables en la forma
simple de propiedad de los números enteros”.
Leopold Kronecker
Sea m un número entero distinto de 1 y exento de factores cuadráticos no
triviales. El polinomio mı́nimo para
√
m es f (x) = x2−m. En el lema 1.62




m] son isomorfos mediante
un isomorfismo σ que env́ıa a g (x) + 〈f (x)〉 en g (√m).
Como Q[x]
/
〈f(x)〉 = {a+ bx+ 〈f (x)〉 | a, b ∈ Q}, entonces Q[
√
m] = { a+
b
√
m | a, b ∈ Q }. Este cuerpo se denomina un cuerpo cuadrático.
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4.1 Definición. Un elemento α ∈ Q[√m] es un entero de Q[√m] si
existen a0, a1, . . . , an−1 en Z, tales que α es ráız del polinomio f (x) =
xn + an−1xn−1 + . . .+ a1x+ a0.
Notación: NotaremosH[
√
m] = {α ∈ Q[√m] | α es un entero de Q[√m]}.
4.2 Lema. Si m 6≡ 1 mod 4, H[√m] = Z[√m] = {a+ b√m | a, b ∈ Z} y si















∣ a, b ∈ Z
}
.
Demostración. En primer lugar, todo elemento α = a + b
√
m ∈ Z[√m] es
entero de Q[m], ya que satisface la ecuación
(x− a)2 −mb2 = 0.




en donde p, q, r ∈ Z, r 6= 0
y (p, q, r) ∼ 1. Si q = 0, entonces β ∈ Z ⊆ Z[√m], ya que r = ±1. Si q 6= 0,



































existen a0, a1, . . . , an−1 en Z,





k y w (β) = 0
}
es no vaćıo.
Sea u (x) ∈ T un polinomio de menor grado satisfecho por β.
Es evidente que u (x) es irreducible sobre Z.
Por el algoritmo de la división, tenemos que existen h (x) , v (x) ∈ Q[x],
tales que u (x) = h (x) g (x) + v (x), con v (x) = 0, ó ∂v < ∂g = 2. Si
v (x) 6= 0, entonces ∂v = 1 y como u (β) = g (β) = 0, entonces v (β) = 0.
De lo anterior se desprende que β ∈ Q, y por lo tanto √m ∈ Q, lo cual es
una contradicción.
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Entonces v (x) = 0, lo cual implica que u (x) = h (x) g (x). Pero como u (x)
es irreducible sobre Z por el lema 3.10, tenemos que u (x) es irreducible
sobre Q, de donde existen n, s ∈ Z primos relativos tales que h (x) = n
s
.














Si (r, p)  1, entonces existe c primo tal que c|r y c|p. Pero como r2|p2 −





Pero c2 - q2 ya que en caso contrario c|q, y por lo tanto (r, p, q)  1.
Luego c2 es factor de m, lo cual es absurdo, ya que m no tiene factores
cuadráticos.
Entonces, (r, p) ∼ 1. Esto implica que r ∈ {±1,±2}.
Si r = ±1, entonces β ∈ Z[√m].
Si r = ±2, entonces 4|p2 − q2m, esto es, p2 ≡ q2m mod 4. Pero como
(r, p) ∼ 1, entonces p = 2a+ 1 para algún a ∈ Z. Luego p2 ≡ 1 mod 4.
De donde q2m ≡ 1 mod 4. Pero esto significa que q es impar. Por lo tanto

















m, con x, y ∈ Z.













para algunos a, b ∈ Z, entonces β ∈ H[√m].
En efecto, β es ráız del polinomio
l (x) = x2 − x (2a+ 1) +
(




que es un polinomio con coeficientes enteros, ya que 4|1 −m. X
4.3 Lema. H[
√
m] es un subanillo de Q[
√
m].
Demostración. Sean x = a+ b
√



























m, con a, b, c, d, f, g, h, j ∈ Z.
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1. Si m 6≡ 1 mod 4 es suficiente el demostrar que x − y y xy están en
H[
√
m], lo cual es bastante sencillo y por tal razón lo omitiremos.
2. Si m ≡ 1 mod 4, además de lo hecho en 1), debemos demostrar que
u− v, ux, u− x, x− u y uv están en H[√m]. En efecto:
a) u− v ∈ Z [√m] ⊆ H[√m].
b) ux =
(














como m ≡ 1 mod 4, entonces m−1 = 4α para algún α ∈ Z. De don-
de, ux =
(










m ∈ H [√m]
independiente del hecho de que a+ b sea par o impar.
c) Es inmediato que u− x ∈ H[√m].
d) x− u =
(


















































, gracias a 1) y 2b) los tres prime-




































el cuál también está en H[
√
m].




m] es un dominio entero con unidad.
Demostración. SiH[
√
m] tuviera divisores de cero, entonces Q[
√
m] tendŕıa
divisores de cero, lo cual es absurdo por ser un cuerpo.
Por otra parte, 1 = 1 + 0
√
m ∈ H[√m]. X
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4.3. Unidades de H[
√
m]
Al estudiar las unidades de H[
√
m], probaremos que si m < 0, existen muy
pocas y salvo m = −1 ó m = −3, ellas se reducen solo a ±1.
Para m > 0 veremos que por el contrario existen infinitos.
4.5 Definición.
1. Si z = a+ b
√
m ∈ Q[√m], se denomina el conjugado de z y se nota





z 7−→ N (z) = zz̄
se denomina la norma asociada a Q[
√
m].
4.6 Observación. Si z = a+ b
√
m, entonces N (z) = a2 −mb2.
4.7 Lema. N (z) = 0, si y solo si, z = 0 y N (zw) = N (z)N (w),
∀z,w ∈ H[√m].
Demostración. Ejercicio, queda a cargo del lector. X
4.8 Lema. N (z) ∈ Z, ∀z ∈ H[√m].
Demostración.
1. Si z = a+ b
√
m, en donde a, b ∈ Z, N (z) = a2 −mb2 ∈ Z.












m, en donde a, b ∈ Z, entonces



















∈ Z ya que 4|1 −m. Luego N (z) ∈ Z.
X
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4.9 Lema. La norma de una unidad es ±1, y cualquier número con norma
±1 es una unidad.
Demostración. Si z ∈ H[√m] es una unidad, entonces existe u ∈ H[√m]
tal que zu = 1.
Pero 1 = N (1) = N (z)N (u), entonces N (z) = ±1 ya que N (z) y N (u)
son enteros.
Por otra parte, si w ∈ H[√m] es tal que N (w) = ±1, entonces ww̄ = ±1.
Como w̄ también pertenece a H[
√
m], entonces w|1, y por lo tanto es una
unidad. X
4.10 Lema. Las unidades de H[
√−m] en donde m > 0 son:
1. ±1 si m 6= 1, 3.
2. ±1 y ±i si m = 1.









si m = 3.
Demostración. Sea z ∈ H[√−m] una unidad. Entonces N (z) = zz̄ = ±1
(por el lema 4.9). Pero por ser −m < 0, zz̄ es no negativo, entonces N (z) 6=
−1, y por lo tanto N (z) = 1.
Si z = a + b
√−m con a, b ∈ Z, entonces N (z) = a2 +mb2. Aqúı hay dos
posibilidades:
1. Que m = 1; en este caso las únicas soluciones son z = 1 + 0
√−m,
z = −1 + 0√−m, z = 0 + 1√−m y z = 0 − 1√−m.
2. Que m > 1, y en este caso las únicas soluciones son z = 1 + 0
√−m y
z = −1 + 0√−m.
























. Aqúı también se presentan dos posibilidades:
1. Que m = 3. En este caso las soluciones de la ecuación seŕıan

































































> 1, lo cual es una
contradicción.
X
4.11 Lema. Existe un número infinito de unidades de H[
√
m], si m > 0.
Demostración. En teoŕıa de números se demuestra que la ecuación diofánti-
ca x2 −my2 = 1 (m > 0) tiene infinitas soluciones1. Pero toda solución de
dicha ecuación nos produce una unidad de H[
√
m]. De donde podemos
concluir que existen infinitas unidades en H[
√
m]. X
4.12 Observación. La ecuación x2 −my2 = 1, en donde m ∈ Z − {0}, se
denomina la ecuación de Pell.
Pierre de Fermat (1601–1665) fue quien por primera vez se interesó en
el estudio de esta ecuación. Inicialmente propuso al matemático francés
Benhard Freniche de Bessy y más tarde a la comunidad matemática de
Inglaterra, la tarea de demostrar que esta ecuación tiene infinitas soluciones.
Los matemáticos ingleses John Wallis (1616–1703) y Lord William Broun-
cke (1620–1684) dieron en 1658 un método emṕırico para obtener una so-
1Ver: Niven y Zuckerman. “Introducción a la Teoŕıa de Números”. Limusa–Wiley, S.A.
México. 1969. Pág. 171.
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lución de esta ecuación; pero no pudieron demostrar que tiene infinitas
soluciones.
En la portada del trabajo de Wallis y Brouncke hay un letrero que dice:
“Modificado y Argumentado por John Pell” (1610–1685); es posible que
este hecho fue lo que motivo a Leonhard Euler para que denominara a esta
ecuación la Ecuación de Pell, a pesar de que la participación de Pell en
la solución de este problema fue mı́nima. Esta situación es parecida a la de
la designación del nombre que tiene nuestro continente, ya que debió ser en
honor a Cristóbal Colón y no a Américo Vespucio.
4.13 Ejemplo. Las unidades de H[
√
2] son ±wn y ±w−n, ∀n ∈ N, con
w = 1 +
√
2
Demostración. En efecto, w = 1 +
√














Además w−1 = −w̄ también es unidad de H[
√
2]. Como el producto de
unidades también es unidad, entonces ±wn y ±w−n son unidades de H[
√
2],
∀n = 0, 1, 2, . . .
Veamos que estas son las únicas unidades de H[
√
2]. Para ello, probemos
inicialmente que es falso que exista alguna unidad entre 1 y w.
Supongamos que exista ξ = x+ y
√
2 unidad de H[
√
2], tal que
1 < ξ < w. (4.1)












Si N (ξ) = 1, entonces






Si N (ξ) = −1, entonces






De (4.2) y (4.3) concluimos que
−1 < x− y
√
2 < 1. (4.4)
Sumando (4.1) y (4.4) obtenemos 0 < 2x < 2 +
√
2. Luego x = 1.
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Reemplazando en (4.1) se tiene 1 < 1 + y
√
2 < 1 +
√
2, lo cual implica que
0 < y < 1, y esto es una contradicción.
Por lo tanto, es falso que exista ξ unidad de H[
√
2] tal que 1 < ξ < w.
Sea entonces ξ una unidad de H[
√
2], ξ 6= wn, ∀n ∈ Z.
Existe m ∈ N tal que wm < ξ < wm+1 ó −wm+1 < ξ < −wm.
Como w−m es una unidad de H[
√
2], ±ξw−m son unidades de H[
√
2];
multiplicando wm < ξ < wm+1 por w−m obtenemos 1 < ξw−m < w, y
−wm+1 < ξ < −wm por −w−m, obtenemos 1 < −ξw−m < w, lo cual es
una contradicción. X
4.14 Observación. Para encontrar unidades en Z[
√
m] distintas de las
triviales se aconseja tomar las ecuaciones en a y b
a2 = b2m+ 1 y a2 = b2m− 1
(las cuales se deducen de N (a+ b
√
m) = 1 y N (a+ b
√
m) = −1) y dar
en ambos casos valores enteros no nulos a la variable b, hasta encontrar
cuadrados perfectos. De esta forma hallaŕıamos los a correspondientes.
4.15 Observación. Hasta ahora solo hemos podido afirmar que para
m > 0, H[
√
m] tiene infinitas unidades, pero en ningún momento se ha
dicho claramente cuáles son. Intentemos, a continuación, avanzar un poco
más en la solución de este interrogante.
Gracias a lo hecho en la demostración del lema 4.11 podemos afirmar que
existe β ∈ Z∗[√m] (m > 0 y exento de factores cuadráticos), β distinto de
uno y menos uno. Además N (β) = 1 o N (β) = −1.
Definamos γ ∈ Z[√m] de la siguiente manera:
γ =
{
β si N (β) = 1
β2 si N (β) = −1.
Es claro que si N (β) = −1, entonces N (γ) = N (β)N (β) = (−1)2 = 1.
Además, en ambos casos γ 6= ±1. Luego γ = a+b√m con b 6= 0, a tampoco
puede ser cero, ya que en caso contrario N (γ) = −b2m < 0 lo cuál es una
contradicción ya que N (γ) = 1.
4.16 Lema. Sea m > 0, exento de factores cuadráticos irreducibles. Existe
µ ∈ Z∗[√m] − {±1} µ = x+ y√m, con x > 0 e y > 0 tal que N (µ) = 1.
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Demostración. En la observación anterior acabamos de ver que existe
γ ∈ Z∗[√m] − {±1}, γ = a+ b√m, con a 6= 0 y b 6= 0, tal que, N (γ) = 1.




Por otra parte, siempre se tiene una y solo una de las siguientes condiciones:
(a > 0 y b > 0) ó (a > 0 y b < 0), ó (a < 0 y b > 0), ó, (a < 0 y b < 0).
De donde, existe µ = x + y
√
m ∈ {γ,−γ, γ̄,−γ̄}, tal que x > 0 y y > 0 y
además N (µ) = 1. X





∣ µ = x+ y
√
m, con x > 0 y y > 0, y N (µ) = 1
}
es no vaćıo.




∣ µ > 1 y N (µ) = 1
}
.




∣ µ > 1 y N (µ) = 1
}
.
1. Si µ ∈M , entonces µ = x+ y√m, con x > 0, y > 0, y N (µ) = 1.
Luego µ > 1 y N (µ) = 1. Por lo tanto µ ∈ L.
2. Si µ ∈ L, entonces µ > 1, y N (µ) = 1. Supongamos µ = x+ y√m.
Se presentan las siguientes posibilidades:
a) Que x < 0 y y < 0. Entonces, x+ y
√
m < 0. Luego µ ≯ 1.
b) Que x = 0. Entonces µ = y
√
m y N (µ) = y2m = 1, lo cual es
falso.
c) Que y = 0. Entonces 1 = N (µ) = x2. Luego µ = 1. Lo cual es
falso.
d) Que x > 0 y y < 0, también nos conduce a una contradicción.
e) Que x < 0 y y > 0. En este caso −x > 0. Luego
−x+ y√m > 1.












Por lo tanto −1 > µ, lo cual es una contradicción.
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De lo visto anteriormente se desprende que x > 0 y y > 0 y, por lo tanto
µ ∈M . X
4.19 Lema. Sean µ = x+y
√
m y λ = a+b
√
m elementos de M . Entonces:
1. x ≤ a, si y sólo si, y ≤ b,
2. x ≤ a, si y sólo si, µ ≤ λ.
Demostración. Como µ, λ ∈ M , entonces x > 0, y > 0, a > 0 y b > 0.
Además
x2 − y2m = a2 − b2m.
Luego




m ≥ 0, si y sólo si, b2 − y2 ≥ 0, si y sólo si, y2 ≤ b2, si y sólo
si, y ≤ b.
2. Si x ≤ a, entonces y ≤ b. Luego µ ≤ λ.
Sea µ ≤ λ. Si x > a, entonces y ≥ b. Luego x+y√m > a+b√m,
lo cual es una contradicción.
X
4.20 Lema. Existe α ∈ Z[√m] tal que α = mı́nM .









T 6= ∅ ya que M 6= ∅. De donde existe x ∈ Z+ tal que x = mı́nT .
Para este x, existe un y ∈ Z+ tal que x+ y
√
m ∈M .
Veamos que este y es único. En efecto, si existiera u ∈ Z+ tal que
x+ u
√
m ∈M , entonces x2 − y2m = x2 − u2m = 1. Luego y2 = u2.
Por lo tanto (y − u) (y + u) = 0. De donde y = u.
Si α = x+ y
√
m, entonces por el lema 4.19, 1 < α ≤ λ, ∀λ ∈M .
De donde α = mı́nM . X
4.21 Teorema.







∣ n ∈ Z
}
.
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∣ n ∈ Z
}
.
Demostración. Es obvio que ±1 pertenece a ambos conjuntos. Sea entonces
λ ∈ Z∗[√m] − {±1}; por el lema 4.9 tenemos que N (λ) = 1 óN (λ) = −1.






, tal que x > 0
y y > 0. Como α > 1, el ĺım
n→∞
αn = ∞. Luego existe n ∈ N tal que
αn ≤ γ < αn+1.
De donde 1 ≤ α−nγ < α. Además 1 = N (1) = N (α−n)N (αn). Pero
N (αn) = 1, entonces N (α−n) = 1.
Por lo tanto N (α−nγ) = N (α−n)N (γ) = 1N (λ) = 1 · 1 = 1.
Debido a que α = mı́nM , entonces α−nγ no puede ser mayor que 1.
De donde α−nγ = 1 y, por lo tanto γ = αn.




∣ n ∈ Z
}
.




= N (λ)N (λ) =
(−1) (−1) = 1.








Como λ2 > 0, entonces existe n ∈ Z tal que λ2 = αn.
a) Si n es par, entonces existe n = 2k para algún k ∈ Z. Luego




= 1 y N (λ) = −1, lo cual es
contradictorio.
b) Si n es impar, entonces n = 2k + 1 para algún k ∈ Z.
Luego |λ| = αk√α, y por lo tanto √α = (ᾱ)k |λ|.
Como |λ| y ᾱk ∈ Z∗[√m], entonces √α ∈ Z∗[√m], luego




















∣ n ∈ Z
}
.










4.22 Observación. En el caso que no exista β ∈ Z∗[√m] tal que β2 =







∣ n ∈ Z
}
.
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4.23 Definición. Diremos que β ∈ Z[√m] es el elemento invertible
fundamental de Z[
√
m], si β = α para el primer caso del teorema anterior,
ó, β =
√
α para el segundo caso.
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6 5 + 2
√
6






11 10 + 3
√
11
13 18 + 5
√
13









19 170 + 39
√
19
21 55 + 12
√
21
22 197 + 42
√
22






29 70 + 13
√
29
30 11 + 2
√
30
31 1520 + 273
√
31
33 23 + 4
√
33









38 37 + 6
√
38
39 25 + 4
√
39
41 32 + 5
√
41
42 13 + 2
√
42
43 3482 + 531
√
43
46 24335 + 3588
√
46
47 48 + 7
√
47
51 50 + 7
√
51




53 182 + 25
√
53
55 89 + 12
√
55
57 151 + 20
√
57
58 99 + 13
√
58
59 530 + 69
√
59
61 29718 + 3805
√
61






66 65 + 8
√
66
67 48842 + 5967
√
67
69 7775 + 936
√
69
70 251 + 30
√
70
71 3480 + 431
√
71
73 1068 + 125
√
73
74 43 + 5
√
74
77 351 + 40
√
77
78 53 + 6
√
78






83 82 + 9
√
83
85 378 + 41
√
85
86 10405 + 1122
√
86
87 28 + 3
√
87
89 500 + 53
√
89
91 1574 + 165
√
91
93 12151 + 1260
√
93
94 2143295 + 221064
√
94
95 39 + 4
√
95






102 101 + 10
√
102
103 227528 + 22419
√
103
105 41 + 4
√
105






106 4005 + 389
√
106
107 962 + 93
√
107
109 8890182 + 851525
√
109
110 21 + 2
√
110
111 295 + 28
√
111
113 776 + 73
√
113
114 1025 + 96
√
114
115 1126 + 105
√
115
118 306917 + 28254
√
118






123 122 + 11
√
123
127 4730624 + 419775
√
127
129 16855 + 1484
√
129
130 57 + 5
√
130
131 10610 + 927
√
131
133 2588599 + 224460
√
133
134 145925 + 12606
√
134
137 1744 + 149
√
137
138 47 + 4
√
138
139 77563250 + 6578829
√
139
141 95 + 8
√
141
142 143 + 12
√
142
143 12 + 1
√
143
145 12 + 1
√
145
146 145 + 2
√
146
149 113582 + 9305
√
149
151 1728148040 + 140634693
√
151
154 21295 + 1716
√
154
155 249 + 20
√
155
157 4832118 + 385645
√
157
158 7743 + 616
√
158
159 1324 + 105
√
159




161 11775 + 928
√
161
163 64080026 + 5019135
√
163
165 1079 + 84
√
165
166 1700902565 + 132015692
√
166






173 1118 + 85
√
173
174 1451 + 110
√
174






179 4190210 + 313191
√
179
181 1111225770 + 82596761
√
181
182 27 + 2
√
182
183 487 + 36
√
183
185 68 + 5
√
185
186 7501 + 550
√
186
187 1682 + 123
√
187
190 52021 + 3774
√
190
191 8994000 + 650783
√
191
193 1764132 + 126985
√
193









199 16266196520 + 1153080099
√
199



















∣ µ > 1 y N(µ) = 1
}
Demostración. Análoga a la demostración del lema 4.18. X














m elementos de S. Entonces:
1. x ≤ a, si y sólo si, y ≤ b,
2. x ≤ a, si y sólo si, µ ≤ λ.
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Demostración. Análoga a la demostración del lema 4.19. X
4.26 Lema. Sea m ≡ 1 mod 4. Existe α ∈ H[√m] tal que α = mı́nS.
Demostración. Análoga a la demostración del lema 4.20. X
4.27 Teorema. Sea m > 1, exento de factores cuadráticos.







∣ n ∈ Z
}
.











1. Si m 6≡ 1 mod 4, H[√m] = Z[√m], y por lo tanto este teorema se
reduce al teorema 4.21, el cual ya fue demostrado.
2. Si m ≡ 1 mod 4, la demostración es similar a la del teorema 4.21.
X
4.28 Observación. Aqúı también se denomina el elemento invertible
fundamental de H[
√
m] a α, en el caso 1 del teorema 4.27 y a
√
α en el
caso 2 del mismo teorema.
Godfrey Harold Hardy
(1877–1947)
















































































































B = B + 1
H 6= [H]
















B = B + 1
R 6= [R]
A2 = (R − B)/2
A2 = [A2]
IMPRIMA
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6 5 + 2
√
6















































































































































22 CAPÍTULO 4. ENTEROS DE LOS CUERPOS CUADRÁTICOS
m Invertible fundamental
137 1744 + 149
√
137






















































185 68 + 5
√
185











‘En este parágrafo, presentaremos al-
gunas condiciones necesarias que nos
permiten avanzar en la búsqueda de
los irreducibles de H[
√
m]. También se
verá que en H[
√
m] es posible descom-
poner los elementos no triviales, como
producto de irreducibles’.
4.29 Lema. Todo elemento de H[
√
m] que no sea cero o una unidad puede
factorizarse como un producto de irreducibles.
Demostración. Sea γ ∈ H[√m] − (H∗[√m] ∪ {0}). Si γ no es irreducible,
existen α1, β1 ∈ H[
√
m], α1 | γ y β1 | γ tales que γ = α1β1.
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N(γ) = N(α1)N(β1), además |N(α1)| > 1 y |N(β1)| > 1, ya que
α1, β1 /∈ H∗[
√
m] ∪ {0}; de donde |N(α1)| ≥ 2 y |N(β1)| ≥ 2. Luego
|N(γ)| ≥ 22.
De la misma forma, si α1 no es irreducible, existen α2, β2 ∈ H[
√
m], tales
que α1 = α2β2, con |N(α2)| ≥ 2 y |N(β2)| ≥ 2. Luego |N(γ)| ≥ 23.
Si este procedimiento continuara indefinidamente, se tendŕıa que
2n ≤ |N(γ)|, ∀n ∈ N,
por lo tanto, la sucesión {2n} seŕıa acotada, lo cual es falso.
De lo anterior se desprende que existe n ∈ N tal que αn es un factor
irreducible de γ. Llamemos λ1 = αn. Existe γ2 | γ tal que λ1γ2 = γ.
Si γ2 no es irreducible, de la misma forma como lo hicimos en el caso
anterior, existen λ2, γ3 ∈ H[
√
m], factores propios de γ2, con λ2 irreducible,
tales que γ2 = λ2. Luego γ = λ1λ2γ3.
Basándonos en el mismo razonamiento que hicimos anteriormente, tenemos
que este procedimiento no puede continuar indefinidamente, ya que en caso
contrario, la sucesión {2n} seŕıa acotada.
Por lo tanto, existen λ1, . . . , λm irreducibles en H[
√
m], tales que
γ = λ1 · · ·λm. X
4.30 Lema. Sea α ∈ H[√m]. Si existe p ∈ N primo, tal que N(α) = ±p,
entonces α es irreducible.
Demostración. Supongamos α = βγ, con β, γ ∈ H[√m]. Entonces, N(α) =
N(β)N(γ). Pero como N(α) = ±p, entonces N(β) = ±p, ó N(γ) = ±p.
Si N(β) = ±p, entonces N(γ) = ±1, y por lo tanto γ ∈ H∗[√m].
Si N(γ) = ±p, entonces N(β) = ±1, y por lo tanto β ∈ H∗[√m].
De lo anterior se deduce que α es irreducible. X
4.31 Observación. Esta condición es suficiente, mas no necesaria, ya que
por ejemplo, 3 es irreducible en H[
√
−5] (ver lema 4.62), pero N(3) = 9,
que no es un número primo.
4.32 Lema. Sea m > 0. Si p ∈ N es primo y 0 < p < m. Entonces, p es
irreducible en Z[
√−m].
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Demostración. Supongamos que existe p primo 0 < p < m, tal que p es
reducible en Z[
√−m].
Existe α, β ∈ Z[√−m] factores propios de p, tales que, p = αβ.
Luego p2 = N(α)N(β), de donde N(α) = N(β) = p, ya que en caso
contrario α o β seŕıan unidades de Z[
√
m], lo cual es una contradicción.
α = a + b
√−m, con a, b ∈ Z, entonces la ecuación N(α) = p será
a2 +mb2 = p.
Si b 6= 0, entonces a2 +mb2 ≥ m > p, lo cual es una contradicción.
Luego b = 0; pero esto implica que a2 = p, lo cual es falso ya que p es un
entero primo. X
4.5. Irreducibles en el caso H[
√
m] gaussiano
Hemos visto que en los dominios gaussianos todo irreducible es primo. Apro-
vechando este hecho, vamos a tratar de encontrar los irreducibles de algunos
enteros cuadráticos gaussianos.
4.33 Lema. Si H[
√
m] es gaussiano, entonces para todo irreducible
α ∈ H[√m] existe un único p ∈ N primo tal que α|p.




∣ a > 0 y α|a
}
es no vaćıo. Por lo tanto, existe p ∈ M tal que p = mı́nM . Supongamos
p = mn con m > 1 y n > 1. Como α es primo y α|mn, entonces α|m o α|n,
lo cual es absurdo, ya que 1 < m < p y 1 < n < p. De donde p es primo.
Veamos que p es único. En efecto, supongamos que existe q > 0, q 6= p
primo entero, tal que, α|q. (p, q) ∼ 1; entonces existen a, b ∈ Z tales que
ap+ bq = 1.
Como α|p y α|q, entonces α|ap+bq. Luego α|1, lo cual es una contradicción.
X
4.34 Lema. Si H[
√
m] es gaussiano, cualquier primo p entero, o es un
irreducible de H[
√
m], o es el producto de dos irreducibles de H[
√
m].
Demostración. Sea p ∈ Z primo. Si p no es un irreducible de H[√m],
entonces existen α, β ∈ H[√m] α y β factores propios de p tales que αβ = p.
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Como N(αβ) = N(p) = p2, entonces N(α)N(β) = p2.
N(α) 6= ±1 y N(β) 6= ±1, por lo tanto N(α) = N(β) = ±p, luego, por el
lema 4.30, tenemos que α y β son irreducibles en H[
√
m]. X
4.35 Lema. Si H[
√
m] es gaussiano y α es un irreducible de H[
√
m],
entonces se tiene una de las dos condiciones siguientes:
1. Existe p entero primo tal que p ∼ α.
2. Existe p entero primo y β irreducible de H[
√
m] tal que p = αβ.
Demostración. Por el lema 4.33 tenemos que existe un único entero primo
p > 0 tal que α|p.
Luego, existe β ∈ H[√m] tal que αβ = p.
Si β ∈ H∗[√m], entonces α ∼ p.
Si β /∈ H∗[√m], entonces N(β) 6= −1.
Como N(α)N(β) = p2, entonces N(α) = N(β) = ±p, de donde, por el
lema 4.29, tenemos que en particular β es un irreducible de H[
√
m]. X
4.36 Corolario. Si H[
√
m] es gaussiano, la totalidad de los irreducibles
de H[
√
m] está formada por:
1. Aquellos elementos de H[
√
m] que son asociados a los primos de Z,
que también son primos de H[
√
m].
2. Los elementos α, β ∈ H[√m] −H∗[√m], cuyo producto es un primo
de Z.
Demostración. Consecuencia inmediata de los lemas 4.34 y 4.35. X
4.37 Lema. Si α ∈ H[√m] es irreducible, entonces ᾱ también lo es.
Demostración. Si ᾱ fuese reducible, existiŕıan β, γ ∈ H[√m], β, γ /∈ H∗[√m]
tales que ᾱ = βγ.
Luego α = β̄γ̄. Como N(β̄) = N(β) 6= ±1 y N(γ̄) = N(γ) 6= ±1, entonces
β̄, γ̄ /∈ H∗[√m], y por lo tanto α es reducible, lo cual es una contradicción.
X
4.38 Observación. Antes de estudiar el siguiente lema es necesario que
el lector recuerde la definición C.11 (Apéndice C)
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4.39 Lema. Sean p > 0 entero primo impar y H[
√
m] gaussiano. Si
(p,m) ∼ 1, entonces p es un producto de dos irreducibles de H[√m], si
y sólo si, m es un resto cuadrático módulo p.
Demostración.
⇒ Sean α y β irreducibles de H[√m] tales que αβ = p. Entonces
N(α) = N(β) = ±p.
α = a + b
√
m, con 2a, 2b ∈ Z (Puede suceder que m ≡ 1 mod 4, en
este caso a y b no necesariamente son enteros, pero śı lo son 2a y 2b).
4N(α) = ±4p, luego (2a)2 − (2b)2m = ±4p.
Si p|2a, entonces p|(2b)2m pero como (p,m) ∼ 1, entonces p|(2b)2, y
por lo tanto p|2b.
De lo anterior se desprende que p2|(2a)2 − (2b)2m = ±4p. Luego p|4,
lo cual es imposible, ya que p es impar.
Este hecho nos lleva a concluir que p - 2a, y por lo tanto (2a, p) ∼ 1.
Luego existen λ, µ ∈ Z tales que 2aλ + µp = 1 entonces (2aλ) ≡ 1
mod p, y por lo tanto (2aλ)2 ≡ 1 mod p.
Pero (2aλ)2 ≡ (2bλ)2m mod p, lo cual implica que (2aλ)2m ≡ (2bλm)2
mod p, pero (2aλ)2m ≡ m mod p, de donde (2bλm)2 ≡ m mod p, y
por lo tanto existe x ∈ Z tal que x2 ≡ m mod p; es decir, m es un
resto cuadrático módulo p.
⇐ Si m es un resto cuadrático módulo p, existe x ∈ Z tal que x2 ≡ m
mod p, luego p|(x−√m)(x+ √m).
Si p fuera un irreducible de H[
√
m] seŕıa primo. Luego p|x − √m












m es un elemento de
H[
√
m]. Pero esto es imposible, ya que los elementos de H[
√
m] son
de la forma a+ b
√
m, con 2a, 2b ∈ Z.
De lo anterior se desprende que p no es un irreducible de H[
√
m], lo
cual, según el lema 4.35, nos permite concluir que p es un producto
de dos irreducibles.
X
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“Un lenguaje que no deriva su certeza de
la voluntad humana, que pretende vivir del
puro concepto es un absurdo”.
Luitzen Egbertus Jan Brouwer
(1881-1966)
Los enteros de Q[
√
−1] son denominados los enteros gaussianos porque
fue precisamente Gauss quien por primera vez los utilizó. Esto sucedió en
1825, cuando se vio en la necesidad de crear una nueva clase de números
enteros, debido a que los enteros racionales no se adaptaban a la ley de
reciprocidad bicuadrática. Este descubrimiento, considerado como uno de
los puntos de partida de la teoŕıa de números algebraicos, fue publicado en
la memoria titulada “Theoria residuorum bicuadraticorum”.




4.40 Lema. Ningún entero de la forma 4n+3 es la suma de dos cuadrados.
Demostración. Supongamos que no. Esto es, que existen x, y, n ∈ Z tales
que x2 + y2 = 4n+ 3.
Se presentan las siguientes posibilidades con x e y:
1. Que x e y sean pares.
En este caso 4|x2 + y2, y por lo tanto x2 + y2 6= 4n+ 3.
2. Que x e y sean impares.
En este caso 4|x2 + y2 − 2. Luego x2 + y2 = 4m+ 2 6= 4n+ 3.
3. Que x sea par e y impar.
Aqúı 4|x2 + y2 − 1. De donde x2 + y2 = 4m+ 1 6= 4n+ 3.
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4. Que x sea impar e y par.
Idéntica al caso 3.
X
4.41 Lema. Existen infinitos enteros primos de la forma 4n+ 3.
Demostración. Supongamos que no. Esto es, solo existe un número finito de
primos de la forma 4n+3. Sean estos p1, p2, . . . , pm. Sea b = 4p1p2 · · · pm−1.
Es claro que ninguno de los pi divide a b, ya que en caso contrario 1 tendŕıa
divisores primos, lo cual es absurdo; de donde los factores primos de b son
2 ó los primos de la forma 4n+ 1.
Es evidente que 2 - b, ya que en caso contrario 2|4p1 · · · pm − b = 1, lo cual
es absurdo.
Por lo tanto, todos los factores primos de b son de la forma 4n + 1. Como
(4k+1)(4n+1) = 4s+1, entonces b es de la forma 4h+1 para algún h ∈ Z,
luego b ≡ 1 mod 4; pero como b = 4p1 · · · pm − 1, entonces b ≡ −1 mod 4,
lo cual nos conduce a una contradicción. X




Demostración. Supongamos que no. Esto es, que exista p ∈ Z primo de
la forma 4n + 3 que sea reducible en Z[
√
−1]; entonces, por el lema 4.35,
tenemos que existen α y β irreducibles de Z[
√
−1] tales que p = αβ.
Luego p2 = N(p) = N(α)N(β). Entonces, N(α) = p = N(β).
Como α = a + bi para algunos a, b ∈ Z, entonces N(α) = a2 + b2, luego
existe un primo de la forma 4n + 3 que se puede expresar como una suma
de dos cuadrados, lo cual contradice el lema 4.40. X
4.43 Lema. 1 + i y 1 − i son irreducibles en Z[
√
−1].
Demostración. (1 + i)(1 − i) = 2. Como N(1 + i) = N(1 − i) = 2 y 2 es




4.44 Observación. En el camino hacia la obtención de los irreducibles
de Z[
√
−1] se hace indispensable demostrar el denominado Teorema de
Wilson, el cual aparece publicado en la obra “Meditaciones algebraicas”,
escrita por el matemático inglés Edward Waring (1734–1798) y publicada en
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el año 1770. Este teorema tiene ese nombre porque fue John Wilson, amigo
de Waring, quien lo descubrió, pero su demostración se debe a Joseph Louis
de Lagrange (1736–1813) en el mismo año en que fue propuesto, época en
la que ocupaba el cargo dejado por el gran Euler en la Academia de Berĺın.
4.45 Teorema (de Wilson). Sea p > 0 primo. Entonces
(p− 1)! ≡ −1 mod p.
Demostración. Si p = 2 el teorema se satisface.
Veamos pues la demostración para p > 2.
p− 1 p− 1 = 1 y 1̄ 1̄ = 1̄.
Si 2 ≤ k ≤ p− 2, existe un único 2 ≤ αk ≤ p− 2 tal que k̄ ᾱk = 1̄. Además
ᾱk 6= k̄, porque en caso contrario k̄2 = 1̄, y por lo tanto p|k2 − 1; de donde
p|k−1, ó p|k+1, lo cual es imposible ya que 1 ≤ k−1 < k+1 ≤ p−1 < p.
Por otra parte, si ᾱk = ᾱj , entonces k̄ = k̄ 1̄ = k̄(ᾱj j̄) = k̄(ᾱk j̄) =
(k̄ ᾱk)j̄ = 1̄ j̄ = j̄.








k̄ = p− 1, pero





lo cual implica que (p− 1)! ≡ −1 mod p. X
4.46 Lema. Si p > 0 es un primo de la forma 4n + 1, la ecuación




= 2n. Sea x = 1 · 2 · · · p− 1
2
.
Como p− k ≡ −k mod p, ∀k ∈ Z, entonces











≡ x mod p;
multiplicando por x ambos lados, tenemos




· · · (p− 2)(p − 1) ≡ x2 mod p.
Luego
(p − 1)! ≡ x2 mod p. (4.5)
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Pero por el teorema de Wilson tenemos que
(p− 1)! ≡ −1 mod p. (4.6)
De (4.5) y (4.6) obtenemos x2 ≡ −1 mod p, que era lo que queŕıamos
demostrar. X
4.47 Lema. Si p > 0 es un primo de la forma 4n + 1, existe π = x + iy
irreducible en Z[
√
−1] tal que x2 + y2 = p.
Demostración. Como p es primo de la forma 4n + 1, la ecuación x2 ≡ −1
mod p tiene solución en Z. Tenemos además que (p,−1) ∼ 1, entonces, por
el lema 4.34, se tiene que p es un producto de irreducibles de Z[
√
−1].
Por lo tanto, existe π = x+ iy irreducible de Z[
√
−1] tal que N(π)|p.
Pero como 1 < N(π), entonces N(π) = p. Lo cual equivale a afirmar que
p = x2 + y2. X
4.48 Lema. Si p > 0 es un primo de la forma 4n+1 y π = x+iy ∈ Z[
√
−1]
es tal que x2 + y2 = p, entonces π es irreducible en Z[
√
−1].
Demostración. N(π) = p, entonces, por el lema 4.30 tenemos que π es
irreducible. X
4.49 Teorema. Los irreducibles de Z[
√
−1] son:
1. Todos los primos enteros p > 0 tales que p = 4n+ 3.
2. 1 − i y 1 + i.
3. Todos los elementos π = x+ iy ∈ Z[
√
−1] tales que x2 +y2 = p en donde
p > 0 es un entero primo de la forma 4n+ 1.
4. Los conjugados de los anteriores.
Demostración. Se desprende de los lemas 4.42, 4.43, 4.47 4.48 y 4.37. X
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4.7. Cuerpos cuadráticos euclidianos
Waclaw Sierpinski
(1882–1969)
“. . . El progreso de nuestro conocimiento
de los números avanza no sólo por lo que de
ellos ya conocemos, sino también porque
nos damos cuenta de lo que todav́ıa de ellos
desconocemos”.
Waclaw Sierpinski
4.50 Definición. Sea m un entero distinto de 1 y exento de factores cua-
dráticos no triviales. Diremos que el cuerpo cuadrático Q[
√
m] es euclidiano,
si el anillo H[
√
m] de los enteros de Q[
√
m] es un anillo euclidiano.
El problema de determinar para qué valores de m es Q[
√
m] euclidiano no
ha sido resuelto aún en su totalidad, aunque śı se ha podido determinar
en forma precisa cuáles son los enteros m tales, que el valor absoluto de la
norma es un algoritmo euclidiano asociado a H[
√
m].
Esta prueba no es elemental, y por el contrario, en ella participaron hacien-
do importantes aportes durante más de medio siglo muchos matemáticos,
cuya lista parcial, aśı como también los trabajos por ellos desarrollados se
mencionan al finalizar el parágrafo 4.8.
En el presente parágrafo se demostrará que para m < 0, H[
√
m] es un
dominio euclidiano, si y sólo si, m = −11,−7,−3,−2 y −1, siendo esta una
solución general del problema para valores negativos de m.
4.51 Lema. Si m = −3,−7 ó −11; H[√m] es un dominio euclidiano.
Demostración. Veamos que el valor absoluto de la norma es un algoritmo
euclidiano asociado a H[
√
m].
Debido a las propiedades de la norma y del valor absoluto, bastaŕıa de-
mostrar que si α, β ∈ H[√m], con β 6= 0, existen q, r ∈ H[√m] tales que
α = qβ + r, con |N(r)| < |N(β)|.
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En efecto, αβ−1 = u+ v
√
m, en donde u, v ∈ Q.
Tomemos R ∈ Z tal que |2v +R| ≤ 1
2
.
Como [2u] ≤ 2u < [2u] + 1, tomamos S ∈ {[2u], [2u] + 1} tal que tenga la
misma paridad que R. Luego
2|R − S y |2u− S| < 1.





∈ H[√m], ya que para


















































De donde, si llamamos r = α− qβ, tenemos que
α = qβ + r con |N(r)| < |N(β)|,
que es lo que queŕıamos demostrar. X
4.52 Lema. Si m = −1 ó −2, entonces H[√m] es un dominio euclidiano.
Demostración. En una forma similar a la dada en la prueba del lema 4.51,
vamos a demostrar que si α y β ∈ H[√m], con β 6= 0, existe q, r ∈ H[√m]
tales que
α = βq + r, con, |N(r)| < |N(β)|.
4.7. CUERPOS CUADRÁTICOS EUCLIDIANOS 33
En efecto
αβ−1 = u+ v
√
m, en donde u, v ∈ Q.
Tomemos x, y ∈ Z tales que
|u− x| ≤ 1
2
y |v − y| ≤ 1
2
.
Si R = u− x y S = v − y, entonces

















Si r = β (R+ S
√

















De donde |N(r)| ≤ |N(β)| 3
4
< |N(β)|, lo cual completa la demostración.
X
4.53 Observación. Recordemos que si D es un dominio entero con unidad
y S un subconjunto de D, el conjunto derivado S′ de S se define como





∣ ∃a ∈ D y a+ bD ⊆ S
}
.
Además D0 = D − {0} y Dn = D′n−1 ∀n ≥ 1.
Se sabe (ver el parágrafo ??) que una condición necesaria y suficiente para





Vamos a apoyarnos en este hecho para poder cumplir con el objetivo que
nos hemos propuesto.







∣ ∃a ∈ D, ∀c ∈ D − S, a+ c /∈ 〈b〉
}
.
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∣ ∃a ∈ D, ∀c ∈ D − S, a+ c /∈ 〈b〉
}
.
1. Si b ∈ T , entonces b ∈ S y existe a ∈ D tal que ∀c ∈ D−S, a+c /∈ 〈b〉.
Por lo tanto, ∀c ∈ D − S y ∀α ∈ D, c 6= −a+ αb.
De donde ∀α ∈ D, −a+ αb /∈ D − S, luego −a+ αb ∈ S, ∀α ∈ D.
De lo anterior se desprende que −a + bD ⊆ S, y por consiguiente,
b ∈ S ∩B = S′.
2. Sea b ∈ S ∩B, entonces b ∈ S y existe a ∈ D tal que a+ bD ⊆ S. Si
existiera c ∈ D − S tal que −a + c ∈ 〈b〉, entonces c = a + αb para
algún α ∈ D. Pero a+ αb ∈ a+ bD ⊆ S, entonces c ∈ S. Lo cual es
una contradicción.
Luego ∀c ∈ D − S, −a+ c /∈ 〈b〉. Por lo tanto b ∈ T .
X
4.55 Lema. Si D0 = D − {0}, entonces D1 = D′0 = D − (D∗ ∪ {0}), en
donde D∗ es el conjunto de unidades de D.
Demostración. Sea b ∈ D1. Entonces existe a ∈ D tal que a /∈ 〈b〉. Luego
b /∈ D∗ y como b 6= 0, entonces b ∈ D − (D∗ ∪ {0}).
Por otra parte, si d ∈ D − (D∗ ∪ {0}), entonces d /∈ D∗ ∪ {0}. Por lo tanto
d no divide a 1. De donde 1 /∈ 〈d〉, y por consiguiente d ∈ D1. X
4.56 Definición. Sea b ∈ D − (D∗ ∪ {0}) b se denomina un divisor de
lado de a ∈ D, si existe e ∈ D∗ ∪ {0} tal que b|a+ e.
4.57 Definición. Sea b ∈ D − (D∗ ∪ {0}) b se denomina un divisor uni-
versal de lado de D si b es un divisor de lado de a, ∀a ∈ D.
4.58 Observación. D2 =
{
b ∈ D − (D∗ ∪ {0})
∣
∣ b no es divisor universal
de lado de D
}
.
4.59 Lema. Si b es un divisor universal de lado de D, entonces b es primo.
Demostración. Sean a, d ∈ D tales que b|ad. Veamos que b|a ó b|d.
Supongamos que no. Esto es que b - a y b - d.
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Por lo tanto, existen e, e′ ∈ D∗ tales que a ∈ [e]b y d ∈ [e′]b. Luego a = αb+e
y d = βb+ e′ para algunos α, β ∈ D.
De donde
ad = τb+ e e′, (4.7)
con τ = αβb+ αe′ + βe.
Pero como
b|ad, existe γ ∈ D tal que ad = γb. (4.8)
Restando (4.8) de (4.7) y despejando, obtenemos:
(γ − τ) b = e e′.
Pero e e′ ∈ D∗, entonces b ∈ D∗, lo cual es una contradicción. X
4.60 Lema. Si b /∈ D2, entonces 〈b〉 es un ideal maximal.
Demostración. Supongamos que no. Esto es, que exista b /∈ D2 tal que 〈b〉
no es un ideal maximal.
Entonces existe H ideal de D tal que 〈b〉 $ H $ D.
Sea a ∈ H − 〈b〉. Como b es un divisor universal de lado de D, existe
e ∈ D∗ ∪ {0} tal que b|a + e; entonces existe α ∈ D tal que αb = a + e,
e 6= 0 ya que a /∈ 〈b〉. Luego e ∈ D∗.
Como αb, a ∈ H, entonces e = αb − a ∈ H, y por lo tanto H = D, lo cual
contradice lo que hemos supuesto. X
4.61 Lema. Si D no es un cuerpo y no tiene divisores universales de lado,
entonces no es euclidiano.
Demostración. Si D no tiene divisores universales de lado, entonces





Dn = D1 6= ∅. (Si D fuese un cuerpo, D1 = ∅), de donde se tiene
que D no es euclidiano. X
4.62 Lema. ±2 y ±3 son irreducibles en H[√−m], (m > 0), si y sólo si,
m 6= 1, 2, 3, 7 y 11.
Demostración.
⇒ Si ±2 y ±3 son irreducibles en H[√−m], entonces:
36 CAPÍTULO 4. ENTEROS DE LOS CUERPOS CUADRÁTICOS
1. m 6= 1, ya que 2 = (1 + i) (1 − i) y ninguno de estos valores es
una unidad de H[
√
−1].










y ninguno de estos
factores es una unidad de H[
√
−2].










y estos dos ele-
mentos no son unidades de H[
√
−3].





















factores no son unidades de H[
√
−7].

























I) Supongamos que 2 es reducible en H[
√−m] para algún
m 6= 1, 2, 3, 7 y 11 entonces −2 también lo es.
Luego existen z,w ∈ H[√−m], ninguno de los dos unidades,
tales que 2 = zw. Entonces N(2) = N(z)N(w). De donde 4 =
N(z)N(w).
Como N(z) 6= 1 y N(w) 6= 1 por no ser unidades, entonces
N(z) = 2.
Se presentan las siguientes posibilidades:
1. Que z = a+ bi
√
m con a, b ∈ Z.
En este caso la ecuación N(z) = 2 se transforma en
a2 + b2m = 2.
a. Si b = 0, entonces a2 = 2, lo cual implica que x2 − 2 es
reducible sobre Q, pero este hecho contradice el criterio
de Eisenstein para p = 2.
b. Si b 6= 0, entonces b2m ≥ 5, y por lo tanto a2 + b2m > 2,
lo cual también es una contradicción.












mi, con a, b ∈ Z.












m = 2 y además −m ≡ 1 mod 4.
Como en particular m 6= 3, 7 y 11, entonces m > 11.















> 2. Lo cual nos
conduce a una contradicción.
II) Supongamos que 3 es reducible en H[
√−m] para algún
m 6= 1, 2, 3, 7 y 11, entonces −3 también lo es.
Luego existen z,w ∈ H[√−m], ninguna de los dos unidades,
tales que 3 = zw.
Entonces N(3) = N(z)N(w). De donde 9 = N(z)N(w).
Como N(z) 6= 1 y N(w) 6= 1, entonces N(z) = 3.
Se presentan las siguientes posibilidades:
1. Que z = a+ bi
√
m, con a, b ∈ Z.
En este caso la ecuación N(z) = 3 se transforma en
a2 + b2m = 3.
a.) Si b = 0, entonces a2 = 3, lo cual implica que x2 − 3 es
reducible sobre Q, pero este hecho contradice el criterio
de Eisenstein para p = 3.
b.) Si b 6= 0, entonces b2m ≥ 5, y por lo tanto a2 + b2m > 3,
lo cual también es una contradicción.














m, con a, b ∈ Z.













y además −m ≡ 1 mod 4. Como m 6= 3, 7 y 11, entonces















cual nos conduce a una contradicción.
X
4.63 Lema. Los únicos divisores de lado de 2 en H[
√−m] (m > 0),
m 6= 1, 2, 3, 7 y 11 son ±2 y ±3
Demostración. ±2|2 + 0 y ±3|2 + 1. Además si b ∈ H[√−m] − {0,±1} es
tal que b|2 + e para algún e ∈ {0, 1,−1} y b 6= ±2,±3, entonces existe
α ∈ H[√−m] tal que αb = 2 + e. Se presentan las siguientes posibilidades:
1. Que e = 0. Entonces αb = 2, y por lo tanto 2 es reducible enH[
√−m],
lo cual contradice el Lema 4.62.
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2. Si e = 1. Entonces αb = 3, y por lo tanto 3 es reducible en H[
√−m],
lo cual también contradice el lema 4.62.
3. Si e = −1. Entonces αb = 1, luego b es una unidad de H[√−m], pero
para m > 0, m 6= 1, 3 las unidades de H[√−m] son 1 y −1 (ver lema
4.10), lo cual también es contradictorio.
X




Demostración. Es suficiente el demostrar que 2 no es un divisor de lado
i
√
m. Supongamos que 2 es divisor de lado de i
√
m. Entonces existe e ∈
{0,±1} tal que 2|i√m+ e.
Luego, existe α ∈ H[√−m] tal que 2α = e+ i√m.
α = a+ bi
√
m con a, b ∈ Z, entonces 2a = e y 2b = 1, lo cual es absurdo. X




Demostración. Si 3|i√m+e para algún e ∈ {0, 1,−1}, existe α ∈ H[√−m]
tal que 3α = i
√
m + e. α = a + bi
√
m, con a, b ∈ Z, entonces 3a = e y
3b = 1, lo cual es absurdo. X


















m + e para algún e ∈ {0, 1,−1}, existe





















m para algunos a, b ∈ Z.
Luego 2a+ 1 =
1
2
+ e y 2b+ 1 =
1
2
, lo cual es absurdo. X
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m+ e para algún e ∈ {0, 1,−1},


































, lo cual es absurdo. X
4.68 Lema. Si m ∈ {1, 2, 3, 7, 11}, H[√−m] no tiene divisores universales
de lado.
Demostración. Si α fuese un divisor universal de lado deH[
√−m], entonces
α seŕıa en particular divisor de lado de 2.
Pero los únicos divisores de lado de 2 en H[
√−m] son ±2 y ±3 (lema 4.63).
De los lemas 4.64, 4.65, 4.66 y 4.67 se desprende que ±2 y ±3 no son
divisores universales de lado de H[
√−m], para m 6= 1, 2, 3, 7, y 11. Luego
H[
√−m] no tiene divisores universales de lado para estos valores de m. X
4.69 Lema. Si m > 0, m 6= 1, 2, 3, 7 y 11, H[√−m] no es un dominio
euclidiano.
Demostración. H[
√−m] no es un cuerpo y tampoco tiene divisores univer-




m] para m < 0 es un dominio euclidiano, si y sólo si,
m = −1,−2,−3,−7 y −11.
Demostración. Consecuencia inmediata de los lemas 4.51, 4.52, y 4.69. X
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4.8. Más sobre cuerpos cuadráticos euclidianos
Leonard Eugene Dickson
(1874–1954)
“Todos somos muy ignorantes. Lo que ocu-
rre es que no todos ignoramos las mismas
cosas”.
Albert Einstein (1879–1955)
Como en el parágrafo anterior, vamos a tomar el entero m positivo, distinto
de 1 y exento de factores no triviales. El propósito de este parágrafo es




m] es un cuerpo cuadrático para el valor absoluto de
la norma como algoritmo euclidiano, si y sólo si, para todo ξ ∈ Q[√m]
existe k ∈ H[√m] tal que |N(ξ − k) < 1|.
Demostración.





Como el valor absoluto de la norma es un algoritmo euclidiano, enton-
ces para los elementos de H[
√
m], a + b
√
m y c tenemos que existen
h, r ∈ H[√m] tales que
a+ b
√
m = hc+ r, con |N(r)| < |N(c)|.
Como r = a+ b
√
m− hc, entonces
|N(a+ b√m− hc)| < |N(c)|.
Luego |N(cξ − hc)| < |N(c)|.
Por lo tanto
|N(c)| |N(ξ − h)| < |N(c)|.
De donde
|N(ξ − h)| < 1,
ya que |N(c)| > 0.
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⇐ Sean α, β ∈ H[√m] con β 6= 0. Entonces α
β
∈ Q[√m], luego existe














































< |N(β)|. De donde |N (α− βn)| < |N (β)|.
Por lo tanto si r = α− βn, entonces
α = βn+ r, con |N (r)| < |N (β)| .
X
4.72 Observación. Si ξ ∈ Q[√m] y k ∈ H[√m], entonces







ξ = r + s
√
m; r, s ∈ Q.
Se presentan dos posibilidades con m.
1. Que m 6≡ 1 mod 4.
En este caso k = a+ b
√
m con a, b ∈ Z.
Luego, el teorema anterior quedaŕıa de la siguiente manera: “El valor
absoluto de la norma es un algoritmo euclidiano asociado a H[
√
m],









2. Que m ≡ 1 mod 4.
En este caso k = a + b
√













a, b ∈ Z.
El teorema anterior quedaŕıa de la siguiente forma: “El valor absoluto
de la norma es un algoritmo euclidiano asociado a H[
√
m], si y sólo
si, dados r, s ∈ Q, existen a, b ∈ Z tales que
∣
∣
∣(r − a)2 −m (s− b)2
∣
∣
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4.73 Lema. Si m 6≡ 1 mod 4, entonces:
El valor absoluto de la norma no es un algoritmo euclidiano asociado a
H[
√






, tales que ∀a, b ∈ Z
∣
∣





⇒ Si el valor absoluto de la norma no es un algoritmo euclidiano asociado
a H[
√









Sean r1 = α − [α] y r2 = [α] + 1 − α. Si r = mı́n{r1, r2}, entonces
0 ≤ r ≤ 1
2
porque [α] ≤ α < [α] + 1.
Luego
(α− x)2 = (r1 − (x− [a]))2 ;
si r = r1, por lo tanto
(α− x)2 = (r − a)2 ;
en donde a = x− [α]. Si r = r2
(α− x)2 = (r − ([α] + 1 − x))2
= (r − a)2 ;
en donde a = [α] + 1 − x.
Por los motivos anteriormente expuestos, podemos afirmar también
que existe s ∈ Q, 0 ≤ s ≤ 1
2
, tal que (β − y)2 = (s− b)2; en donde
b = k ± y, con k ∈ Z.

















≥ 1, ∀a, b ∈ Z.





m] es un dominio euclidiano para m ∈ {2, 3, 6, 7}.
Demostración. Supongamos que no. Entonces, existe m ∈ {2, 3, 6, 7} tal
que H[
√
m] no es un dominio euclidiano, y por lo tanto el valor absoluto
de la norma no es un algoritmo euclidiano asociado a H[
√
m].






tales que ∀a, b ∈ Z,
∣
∣




Luego ∀a, b ∈ Z se tiene P (a, b) ó M (a, b), en donde
P (a, b) es la inecuación: (r − a)2 ≥ 1 +m (s− b)2
y M(a, b) es la inecuación: m (s− b)2 ≥ 1 + (r − a)2 .
En particular, cada una de las tres afirmaciones siguientes es verdadera.
(I) P (0, 0) ó M(0, 0) ⇔ r2 ≥ 1 +ms2 ó ms2 ≥ 1 + r2.
(II) P (1, 0) ó M(1, 0) ⇔ (r − 1)2 ≥ 1 +ms2 ó ms2 ≥ 1 + (r − 1)2.
(III) P (−1, 0) ó M(−1, 0) ⇔ (r + 1)2 ≥ 1+ms2 ó ms2 ≥ 1+(r + 1)2.
Se presentan las siguientes posibilidades con r.
1. Que r 6= 0, entonces 0 < r2 ≤ 1
4
pero como 1 +ms2 ≥ 1 en este caso
P (0, 0) seŕıa falso, y por lo tanto M(0, 0) es verdadero.
P (1, 0) es falso ya que 0 < (r − 1)2 < 1 y 1+ms2 ≥ 1. Luego M(1, 0)
es verdadero.
Si P(-1,0) fuese verdadero, entonces se cumplirán las siguientes dos
inecuaciones: P (−1, 0) y M(1, 0).
(r + 1)2 ≥ 1 +ms2
ms2 ≥ 1 + (r − 1)2.
De M(0, 0) y P (−1, 0) se deduce que (r+1)2 ≥ 2+(r−1)2; despejando
obtenemos r ≥ 1
2
.
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Pero como 0 < r ≤ 1
2




Reemplazando en P (−1, 0), obtenemos: 9
4
≥ 1 +ms2.
De donde ms2 ≤ 5
4
.
Pero ms2 ≥ 1 + (r − 1)2, entonces ms2 ≥ 1 + 1
4
, luego ms2 ≥ 5
4
.








∈ Q, lo cual es una contradicción.
De lo anterior deducimos que P (−1, 0) es falso, y por lo tantoM(−1, 0)
es verdadero.
Luego ms2 ≥ 1 + (r + 1)2 ≥ 2.
Pero 0 ≤ s ≤ 1
2
, entonces 0 ≤ s2 ≤ 1
4
, y por lo tanto,
m
4
≥ ms2 ≥ 2;
entonces m ≥ 8, lo cual es una contradicción.
2. Que r = 0.
a) Si s 6= 0 en (III), tenemos 1 ≥ 1 +ms2, ó ms2 ≥ 2.
Es obvio que la primera de estas dos inecuaciones es falsa, y como
ms2 ≤ m
4
, entonces en la segunda tendŕıamos que
m
4
≥ 2, lo cual
implica que m ≥ 8, siendo esto también una contradicción.
b) Si s = 0 en (I) tenemos que tanto P (0, 0) como M(0, 0) seŕıan
falsas, lo cual también es una contradicción.
X
4.75 Lema. Si m ≡ 1 mod 4, entonces:
El valor absoluto de la norma es un algoritmo euclidiano asociado a H[
√
m],


















≥ 1 ∀x, y ∈ Z.


















≥ 1, ∀x, y ∈ Z
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≥ 1; ∀u, x ∈ Z





























≥ 1; ∀a, u ∈ Z.
X
4.76 Lema. Si m ≡ 1 mod 4, entonces:
El valor absoluto de la norma no es un algoritmo euclidiano asociado a
H[
√


























⇒ Si el valor absoluto de la norma no es un algoritmo euclidiano asociado
a H[
√



































≥ 1, ∀z,w ∈ Z. (4.9)






y u ∈ Z tales que
α = ξ1r1 + u, para algún, ξ1 ∈ {1,−1}.
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Si sustituimos z por ξ1z + u, w por ξ1w y 2β por ξ12β, la inecuación

















≥ 1, ∀z,w ∈ Z. (4.10)






y v ∈ Z
tales que β = ξ2λ+ v para algún ξ2 ∈ {1,−1}.
Si sustituimos z por z−v, w por w+2v y 2β por 2ξ2λ+2v, la ecuación



















≥ 1, ∀z, w ∈ Z,

















≥ 1, ∀z,w ∈ Z. (4.11)
con µ = 2ξ2λ, y por lo tanto −1 ≤ µ ≤ 1.
Si −1 ≤ µ ≤ 0, sustituimos µ por −µ y w por −w, y en este caso la



















≥ 1, ∀z,w ∈ Z,





















≥ 1, ∀z, y′ ∈ Z,
con θ = −µ, y por lo tanto 0 ≤ θ ≤ 1.
Si 0 ≤ θ ≤ 1
2








−r, z por −x, y′ por 1−y y θ por 1−s, quedando finalmente




















≥ 1, ∀x, y ∈ Z,
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≥ 1, ∀x, y ∈ Z,
con 0 ≤ r, s ≤ 1
2
y r, s ∈ Q.




m] es un dominio euclidiano para m = 5, 13, 17, 21, 29.
Demostración. Supongamos que exista m ∈ {5, 13, 17, 21, 29} tal que H[
√
m]
no sea un dominio euclidiano.
Como m ≡ 1 mod 4, entonces, gracias al lema 4.76, podemos afirmar que























Esta inecuación a su vez da origen a las siguientes dos inecuaciones:
P (x, y) :
(














(s− y)2 − 1.
Sabemos que ∀x, y ∈ Z, P (x, y) ó Q(x, y) es verdadera.




P (0, 0) ó Q(0, 0)
P (1, 0) ó Q(1, 0)
P (−1, 0) ó Q(−1, 0),














s2 + 1, ó, r2 ≤ m
4
s2 − 1
(r − 1)2 ≥ m
4
s2 + 1, ó, (r − 1)2 ≤ m
4
s2 − 1
(r + 1)2 ≥ m
4
s2 + 1, ó, (r + 1)2 ≤ m
4
s2 − 1
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Se presentan las siguientes posibilidades con r:
1. Que r = 0
Si s 6= 0 en P (−1, 0), tenemos 1 ≥ m
4
s2 + 1, lo cual es una contradic-
ción, de donde Q(−1, 0) es verdadera, esto es 2 ≤ m
4
s2; pero s2 ≤ 1
4
,
entonces 2 ≤ m
16
, de donde m ≥ 32; lo cual también es una contradic-
ción. Luego, se debe tener que s = 0, pero esto no es posible, ya que
tanto P (0, 0) (0 ≥ 1) como Q(0, 0) (0 ≤ −1) son falsas.
2. Que r 6= 0
La demostración de la imposibilidad de este suceso es idéntica a la




De donde, por cualquier camino que tomemos llegamos a una contradicción.
Por lo tanto, H[
√





El problema de determinar todos los
valores enteros positivos m tales que
H[
√
m] es un dominio euclidiano para
el valor absoluto de la norma como va-
luación euclidiana (ver Tomo I, página
178) ya fue resuelto en su totalidad.
La prueba que vimos en los lemas 4.74
y 4.77 para m = 2, 3, 5, 6, 7, 13, 17, 21
y 29 se debe a A. Oppenheim
[“Quadratic fields with and without
Euclid’s algorithm”, Math. Ann. Vol.
109 (1934) pp. 349–352].
Para m = 11, 19, 33, 37, 41, 57 y 73 las demostraciones requieren de desarro-
llos extensos en donde se utilizan recursos de otras ramas de la matemáti-
ca. Ellas fueron obtenidas por los matemáticos O. Perrom [“Quadratische
Zahlkörper mit Euklidischen Algorithmus”, Math. Ann. Vol. 107 (1932)
pp. 489–495], R. Remark [“Über den Euklidischen Algorithmus in
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reellquadratischen Zahlkörper”, Jber. Deutschen Math. Verein. Vol. 44 (1934)
pp. 238–250], N. Hofreiter [“Quadratische Körper mit und ohne Eukli-
dischen Algorithmus”, Monatshefte für Mathematik und Physik. Vol. 42
(1935) pp. 397–400] y E. Berg [“Über die Existenz eines Euklidischen Al-
gorithmus in quadratische Zahlkörpern”, Kungl. Fysiografiska Sällakapets
i Lund Förhandlingar. Vol. 5 (1935) No. 5].
Aunque la demostración de que para ningún otro valor positivo de m es
H[
√
m] un dominio euclidiano fue dada esencialmente por Harold Chatland
y Harold Davenport (1907–1969) [Ver: Canadian Journal of Math. 2 (1950),
pp. 289–296], ella contó con valiosos aportes de resultados previos, entre los
cuales podemos resaltar los siguientes:
1. La prueba dada por el mismo Davenport de que H[
√
m] no es euclidiano
para el valor absoluto de la norma, si m > 214 = 16384 [Proc. London
Math. Soc. (2) 53 (1951), pp. 65–82], lo cual redućıa el problema a la
verificación de solo un número finito de casos.
2. La demostración dada por E. Berg en el art́ıculo que acabamos de citar,
en donde se demuestra que H[
√
m] para m 6≡ 1 mod 4, m > 0 es un
dominio euclidiano (para el valor absoluto de la norma como algoritmo
euclidiano) solo para m = 2, 3, 6 y 7.
A este mismo resultado llegó J. Fox Keston, pero por otro camino [Ver:
“Existence of a Euclidean algorithm in quadratic fields”, thesis, Yale
University, 1935; cf. Bull. Amer. Math. Soc. Vol. 41 (1935) P. 186]. Estos
dos resultados reducen la prueba solo a los casos en donde m ≡ 1 mod 4
y m < 214.
3. H. Behrbohm y L. Rédei probaron que el valor absoluto de la norma
es un algoritmo euclidiano asociado a H[
√
m], sólo posiblemente en los
siguientes tres casos:
a) m primo y m ≡ 13 mod 24.
b) m primo, m ≡ 7 mod 8.
c) m = pq, en donde p y q son primos tales que
p ≡ q ≡ 3 mod 8, ó p ≡ q ≡ 7 mod 8.
[Ver “Dern Euklidische Algorithmus in quadratischen Körpern”, J. Reine
Angew. Math. Vol. 174 (1935) pp. 192–205].
Gracias a este resultado se puede intuir en particular, que para m ≡
37, 41 y 73, H[
√
m] es un dominio euclidiano, ya que todos ellos son
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57] son dominios euclidianos, porque 33 = 3(11),
57 = 3(19), 3 ≡ 11 mod 8 y 3 ≡ 19 mod 8.
4. L. Schuster demostró [Ver: “Reelquadratische Zahlkörper ohne Euklidis-
chen Algorithmus”, Monatshefte für Mathematik und Physik. Vol. 47
(1938) pp. 117–127] que excepto para m = 33 y 57 en el caso c) el valor
absoluto de la norma es un algoritmo euclidiano a lo más para los m ≡ 1
mod 24.
5. A. Brauer probó [Ver: “On the non–existence of the Euclidean algo-
rithm in certain quadratic number fields”, Amer. J. Math. Vol. 62 (1940)
pp. 697–716] que el algoritmo no existe en el caso a) para p > 109, que-
dando pendiente únicamente los casos m = 61 y m = 109, pero este
último problema fue resuelto por L. Rédei, quien probó que no existe el
algoritmo (valor absoluto de la norma) para estos dos valores.
6. L. Rédei [Ver: “Über den Euklidischen Algorithmus in reelquadratischen
Zahlkörpern”, Matematiskai és Fizikai Lapok. Vol. 47 (1940) pp. 78–
90] y L. Schuster [Ver: “Reelquadratische Zahlkörper ohne Euckidischen
Algorithmus”, Monatshefte für Mathematik und Physik. Vol. 47 (1938)
pp. 117–127], obtuvieron resultados que permitieron afirmar que en el
caso c) el algoritmo existe solo para m = 21, 33 y 57.
7. De e) y f) podemos concluir que solo queda el caso b), pero Rédei de-
mostró que el valor absoluto de la norma no es un algoritmo euclidiano
asociado a H[
√
m] para m primo de la forma 24n + 17 y m ≥ 41.
Para terminar, vale la pena recordar que la prueba de este resultado para
valores negativos también puede hacerse utilizando el criterio presentado
en el teorema 4.71 [Ver: Hardy and Wright, “An Introduction to the theory
of numbers”, Fifth edition. Oxford Science Publications. pp. 212–213].
4.9. Enteros de cuerpos cuadráticos caso no
gaussiano
En la sección 4.7 se demostró que para m < 0, H[
√
m] es un dominio
euclidiano, si y sólo si, m = −11,−7,−3,−2, y −1; y en la sección 4.8 se
aclaró que para la norma como valuación euclidianaH[
√
m] con m > 0 es un
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dominio euclidiano, si y solo si, m = 2, 3, 5, 6, 7, 11, 13, 17, 19, 21, 29, 33, 37,
41, 57 y 73; pero como todo dominio euclidiano es un dominio gaussiano,
entonces H[
√
m] es un dominio gaussiano para los valores de m antes men-
cionados.
Se ha logrado demostrar que para m < 0, además de −1,−2,−3,−7 y −11,
H[
√
m] es un dominio gaussiano si m es igual a −19,−43,−67 y −163 [Ver:
H. Pollard. “The Theory of algebraic number”, The Carus Mathematical
Monographs. Number 9. Caṕıtulo IX]. Esta prueba no la presentamos, ya
que requiere de la introducción y desarrollo de una serie de conceptos que
nos desviaŕıan del propósito de este parágrafo. Aunque se han obtenido
algunos avances en la determinación de los valores de m tales que H[
√
m]
es no gaussiano, el problema no ha podido resolverse en su totalidad.
El propósito de este parágrafo es presentar algunos anillos de enteros de
cuerpos cuadráticos que no son dominios gaussianos, aśı como también
mostrar los resultados más conocidos sobre el tema.
4.78 Lema. H[
√
−5] no es gaussiano.
Demostración. En efecto,









Veamos que si a ∈
{




, entonces a es irreducible.
Supongamos que a es reducible. Entonces existen β y γ enH[
√
−5], ninguno
de los dos unidades, tales que a = βγ.
Como 9 = N(a) = N(β)N(γ), entonces N(β) = N(γ) = 3.
Sea β = a+ b
√
−5 con a, b ∈ Z, entonces a2 + 5b2 = 3.
Si b 6= 0, entonces 5b2 ≥ 5, y por lo tanto a2 + 5b2 ≥ 5, lo cual es una
contradicción.
Si b = 0, entonces a2 = 3, lo cual contradice el criterio de Eisenstein para
p = 3.
De lo anterior se desprende que a es irreducible.
Por otra parte, 3 no es asociado de 2 + i
√
5 y tampoco de 2 − i
√
5 ya que
las unidades de H[
√
−5] son 1 y −1.
De donde podemos afirmar que 9 tiene dos factorizaciones no asociadas
como producto de irreducibles en H[
√
−5] y, por lo tanto, este anillo no es
gaussiano. X
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4.79 Lema. H[
√
10] no es gaussiano.
Demostración. En efecto,









Veamos que ninguno de estos factores de 6 es reducible.
Sea a ∈
{






. Si a fuera reducible, existiŕıan b y c en
H[
√
10], ninguno de los dos unidades, tales que a = bc.
1. Si a = 2, entonces 4 = N(b)N(c), y por lo tanto N(b) = N(c) = ±2.
Esto equivale a decir que existen x, y ∈ Z, tales que x2 − 10y2 = 2
ó x2 − 10y2 = −2. De donde x2 ≡ 2 mod 10 ó x2 ≡ −2 mod 10.
Pero en Z10 tenemos que 0̄2 = 0̄, 1̄2 = 1̄, 2̄2 = 4̄, 3̄2 = 9̄, 4̄2 = 6̄,
5̄2 = 5̄, 6̄2 = 6̄, 7̄2 = 9̄, 8̄2 = 4̄ y 9̄2 = 1̄.
Además −2 ≡ 8 mod 10. Luego es falso que exista x ∈ Z, tal que
x2 ≡ 2 mod 10 ó x2 ≡ −2 mod 10. Lo cual es una contradicción.
2. Si a = 3, entonces 9 = N(b)N(c), luego N(b) = N(c) = ±3.
De donde existe x ∈ Z, tal que x̄2 = 3̄ ó x̄2 = 7̄, lo cual es falso.
3. Si a = 4 −
√
10, ó a = 4 +
√
10, entonces 6 = N(a) = N(b)N(c).
Luego |N(b)| = 3 y |N(c)| = 2, ó, |N(b)| = 2 y |N(c)| = 3.
Pero estas posibilidades fueron descartadas en 1 y 2.
De lo anterior se desprende que a no es reducible.
Veamos a continuación que 2 no es asociado de 4 −
√
10 ni de 4 +
√
10. Si
2 fuera asociado de 4 +
√





2α = 4 +
√
10.
Luego 2u = 4 y 2v = 1, lo cual no es posible, ya que v ∈ Z.
De la misma forma se prueba que 2 no es asociado de 4 −
√
10.
De lo anterior se desprende que 6 tiene dos factorizaciones no asociadas
como producto de irreducibles en H[
√
10], y por lo tanto, este anillo no es
gaussiano. X




m] no es gaussiano.
4.9. ENTEROS DE CUERPOS CUADRÁTICOS CASO NO GAUSSIANO 53
Demostración. (m−√m)(m+ √m) = m(m− 1).
Como m(m− 1) es un número par, 2|(m−√m)(m+ √m).
Si Z[
√
m] fuera gaussiano, entonces todo irreducible en él es primo. En
particular, 2 seŕıa primo, y por lo tanto 2|m−√m ó 2|m+ √m.
Si 2|m−√m, existe a+ b√m ∈ Z[√m] tal que 2(a+ b√m) = m−√m.
Luego 2a = m y 2b = −1, lo cual es absurdo.




√−m] no es gaussiano para m ≥ 3.
Demostración. Como 2 es un número primo en Z y 0 < 2 < 3, entonces,
por el lema 4.32, tenemos que 2 es irreducible en Z[
√−m]; luego del lema
anterior se concluye que Z[
√−m] no es gaussiano. X
4.82 Observación. En el lema 4.51 demostramos que H[
√
−3] es un do-
minio euclidiano; por lo tanto H[
√
−3] es un dominio gaussiano.
Por otra parte, 2 es irreducible en H[
√
−3], ya que si existiera α, β ∈
H[
√
−3], ninguno de los dos unidades, tales que 2 = αβ, entonces
4 = N(α)N(β).




Si α = a+ b
√
−3, con a, b ∈ Z, entonces a2 + 3b2 = 2, lo cual es imposible,
ya que si b = 0, a2 = 2; pero esto contradice el criterio de Eisenstein para
































3 > 2, lo cual es una contradicción.
Si b = 0 ó b = −1, entonces (2a+ 1)2 = 5, pero esto contradice el criterio
de Eisenstein para p = 5.





−7]. De lo anterior se desprende que el resultado
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obtenido en el lema 4.81 no puede ser extendido al dominio H[
√−m] para
−m ≡ 1 mod 4 y m ≥ 3.
4.83 Corolario. Si m es un entero distinto de 1 y exento de factores
cuadrados no triviales y m 6≡ 1 mod 4, entonces:
1. H[
√
m] no es gaussiano para m ≤ −3.




m] no es gaussiano.
Demostración. Consecuencia inmediata de los lemas 4.81 y 4.80. X
4.84 Lema (Dedekind). Si m ≡ 1 mod 4, entonces Z[√m]
no es gaussiano.
Demostración. Veamos que 2 es irreducible en Z[
√
m].
En efecto, si 2 fuera reducible en Z[
√
m], existiŕıan α y β en Z[
√
m], ninguno
de los dos unidades, tales que 2 = αβ, entonces N(α) = N(β) = 2 ó
N(α) = N(β) = −2.
Si α = x+ y
√
m, entonces x2 − y2m = 2 ó x2 − y2m = −2.
Como m ≡ 1 mod 4, existe n ∈ Z tal que m = 4n+ 1.
Luego x2 − y2 = 4ny2 + 2 ó x2 − y2 = 4ny2 − 2.








= {0̄, 1̄} .
Si x̄2 y ȳ2 están en H, entonces
x̄2 − ȳ2 = 0̄ ó x̄2 − ȳ2 = 1̄ ó x̄2 − ȳ2 = −1̄ = 3̄.
Por lo tanto x2 − y2 6≡ 2 mod 4, lo cual es una contradicción.
De lo anterior se desprende que Z[
√
m] no es gaussiano. X




















dominios gaussianos a pesar de que 5, 13, 21, 29, 33, 37, 57 y 73 son con-
gruentes con 1 módulo 4.
Por otra parte, en la monograf́ıa de H. Pollard que mencionamos al ini-
ciar este parágrafo se demuestra que un anillo de enteros cuadráticos es de
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ideales principales, si y sólo si, es gaussiano. Este resultado es de enorme
importancia, ya que nos permite presentar ejemplos de dominios de idea-










El lema 4.84 es debido al matemático alemán Richard Dedekind (1831–
1916), quien fue el primero en enunciarlo y demostrarlo.






“No entiendes realmente algo a menos que
seas capaz de explicarselo a tu abuela”.
Albert Einstein (1879-1955)
A partir de los resultados obtenidos en los parágrafos 4.4 y 4.5 y de la Ley
Gaussiana de la reprocidad cuadrática, es posible encontrar los irreducibles
de H[
√
m], en aquellos casos en que este anillo es gaussiano. Por tal razón,
se recomienda al lector el estudio del Apéndice C antes de enfrentarse a
este parágrafo.
4.86 Lema. Los irreducibles de H[
√
2] son:
1. Los enteros racionales primos p de la forma 8n ± 3.




2] tales que x2 − 2y2 = ±p,




4. Los asociados de los anteriores.




2 es un irreducible en H[
√
2] ya que N(
√
2) = −2 y 2 es un número
primo racional.
2. Sea α ∈ H[
√




2] es gaussiano, existe




a) Si p es de la forma 8n ± 3, entonces 2 no es un resto cuadrático
módulo p (lema C.18). Luego, por el lema 4.39 tenemos que p no es
un producto de irreducibles de H[
√
2], entonces p es un irreducible
de H[
√
2] por el lema 4.34, de donde p ∼ α.
b) Si p es de la forma 8n±1, entonces 2 es un resto cuadrático módulo p
(lema C.18). Luego, por el lema 4.39 tenemos que p es un producto
de irreducibles en H[
√
2], entonces p  α, y por lo tanto p = αβ.
De donde N(α) = N(β) = ±p.




2] es tal que x2 − 2y2 = ±p, en
donde p es un primo racional de la forma 8n ± 1, entonces N(π) = ±p,
y por el lema 4.30 tenemos que π es irreducible.
X
4.87 Lema. Los irreducibles de H[
√
−2] son:
1. Los enteros racionales primos p de la forma 8n − 1 ó de la forma
8n − 3.




−2] tales que x2 + 2y2 = p,








2 es un irreducible en H[
√
−2], ya que N(i
√
2) = 2 (ver lema 4.30).
2. Sea α ∈ H[
√
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a) Si p es de la forma 8n−1 ó de la forma 8n−3, entonces −2 no es
un resto cuadrático módulo p (ejemplo C.20). Argumentando en
forma similar a como lo hicimos en el ejercicio anterior, tenemos
que p es un irreducible de H[
√
−2] y por el lema 4.34 podemos
concluir que p ∼ α.
b) Si p es de la forma 8n+ 1 ó de la forma 8n + 3, entonces −2 es
un resto cuadrático módulo p (ejemplo C.20). Argumentando en
forma similar a como lo hicimos en el ejercicio anterior, tenemos
que N(α) = p.




−2] es tal que x2 + 2y2 = p, en
donde p es un primo racional de la forma 8n+ 1 ó 8n+ 3, entonces π
es irreducible por el lema 4.30.
X
4.88 Lema. Los irreducibles de H[
√
3] son:
1. Los enteros racionales primos p de la forma 12n ± 5.




3], tales que, x2 − 3y2 = ±p,





3 − 1 y
√
3 + 1.




3 es un irreducible de H[
√
3] ya que N(
√
3) = −3 (ver lema 4.30).
b)
√
3 − 1 y
√





3 − 1) = N(
√
3 + 1) = −2 (ver lema 4.30).
c) Sea α ∈ H[
√









3] es gaussiano, existe p ∈ Z primo tal que p ∼ α ó p = αβ,
en donde β es otro irreducible de H[
√
3].
a) Si p ≡ ±5 mod 12, entonces 3 no es un resto cuadrático módulo
p (ejemplo C.22). Luego, por el lema 4.39, tenemos que p no es
un producto de irreducibles de H[
√
3]; entonces, por el lema 4.34
concluimos que p es un irreducible de H[
√
3]. De donde p ∼ α.
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b) Si p ≡ ±1 mod 12, entonces 3 es un resto cuadrático módulo
p (ejemplo C.22). Luego, por el lema 4.39, tenemos que p es un
producto de irreducibles de H[
√
3], entonces p  α, y por lo
tanto p = αβ. De donde N(α) = N(β) = p.
Por otra parte, si π ∈ Z[
√
3] es tal que N(π) = ±p, en donde p es un





3 − 1 y
√


















4.90 Lema. Los irreducibles de H[
√
−3] son:
1. Los enteros racionales primos p de la forma 6n− 1.




−3], tales que x2+3y2 = p,








3 es un irreducible en H[
√
−3], ya que N(i
√
3) = 3 (ver lema 4.30).
2. Si 2 fuera reducible, existiŕıan λ y θ en H[
√
−3], ninguno de los dos
unidades, tales que 2 = λθ. Como N(2) = N(λθ) = N(λ)N(θ), en-






















b2 ≥ 3, lo cual es absurdo.







lo cual es una contradicción.
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Si b = 0, entonces a2 = 8, pero esto no es posible ya que a ∈ Z.
De lo anterior se deduce que 2 es un irreducible de H[
√
−3].
3. Lo que nos resta por demostrar se puede hacer en una forma similar
a como lo hemos hecho en los ejercicios anteriores, apoyándonos en el
ejemplo C.23, el lema 4.35 y el lema 4.39.
X
4.91 Lema. Los irreducibles de H[
√
5] son:
1. Los enteros racionales primos p de la forma 5n ± 2.
2. Todos los elementos π ∈ H[
√
5] tales que N(π) = p, en donde p es






























2. El resto se demuestra en forma similar a como lo hicimos en los ejer-
cicios anteriores, apoyándonos en el ejemplo C.24, el lema 4.35 y el
lema 4.39.
X

































Lo anterior no quiere decir que 5 se puede descomponer de varias formas




















































= 5 − 2
√
5,


















5 son unidades de H[
√
5]
4.93 Lema. Los irreducibles de H[
√
7] son:
1. Los enteros racionales primos p de la forma 28n±5, 28n±1 y 28n±13.
2. Todos los elementos π ∈ H[
√
7] tales que N(π) = p, en donde p es
un primo racional de la forma 28n± 1, 28n ± 3 y 28n ± 9.
3.
√
7 y 3 −
√
7.












= 2. Como 7 y 2 son primos, entonces√
7 y 3 −
√
7 son irreducibles de H[
√
7] (lema 4.30).
2. El resto de la demostración se hace en forma similar a como lo hicimos
en los ejercicios anteriores, apoyándonos en el ejemplo C.27, el lema
4.35 y el lema 4.39.
X
4.94 Observación. Como podemos darnos cuenta, el método seguido pa-
ra encontrar los irreducibles de H[
√
m], en el caso de que este anillo sea
gaussiano, siempre es el mismo; nos basamos en los lemas 4.30, 4.34 y 4.39
y en ejercicios de aplicación de la Ley Gaussiana de reciprocidad cuadrática
(Apéndice C).
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“¿Qué matemáticos no tienen sus miste-
rios y, lo que es más, sus repugnancias y
contradicciones?”.
George Berkeley (1685-1753)
Para encontrar el máximo común divisor de dos enteros α, β ∈ H[√m], en
donde H[
√
m] es gaussiano, se puede proceder de la siguiente manera:
a) Si H[
√
m] es euclidiano, se utiliza el algoritmo de la división.
b) Si H[
√
m] no es euclidiano, se descompone tanto α como β en factores
irreducibles y se toma el producto de los factores comunes, o asociados,
elevados al menor exponente.








































2 + 29i = (1 + 5i)(5 + i) + (2 + 3i),
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con




= 1 − i.
Luego 5 + i = (2 + 3i)(1 − i) + 0.
De lo anterior se desprende que (2 + 29i, 5 + i) ∼ 2 + 3i.
2o método
N(2 + 29i) = 845 = 5(13)2, además
5 = (2 − i)(2 + i) y 13 = (2 + 3i)(2 − 3i).
Como 5 ≡ 1 mod 4 y 13 ≡ 1 mod 4, de acuerdo con lo visto en el
teorema 4.49, tenemos que 2− i, 2+ i, 2+ 3i y 2− 3i son irreducibles
de Z[i].
De donde
(2 + 29i)(2 − 29i) = µ(2 − i)(2 + i)(2 + 3i)2(2 − 3i)2
para algún µ ∈ Z∗[i], pero
(2 + 29i) = (2 + 3i)2(2 − i),
por lo tanto hemos logrado expresar a 2 + 29i como un producto de
irreducibles.
De la misma forma se demuestra que
(5 + i) = (2 + 3i)(1 − i).





























































































































































































































3i) = 28 < N(2 − 6
√
3i) = 112.
Al efectuar la división de 2 − 6
√
















































64 CAPÍTULO 4. ENTEROS DE LOS CUERPOS CUADRÁTICOS
4.12. Una aplicación de los cuerpos cuadráticos
euclidianos




∣ n ∈ Z
}
no es
un dominio gaussiano, y por lo tanto no es euclidiano.
Como puede verse 1 /∈ 2Z, lo cual sugiere que nos preguntemos si todo
subdominio que hereda la unidad de un dominio euclidiano también es
euclidiano.
Veremos en el presente parágrafo que para los enteros de los cuerpos cuadrá-
ticos euclidianos siempre es posible encontrar subdominios con unidad que
no son euclidianos, lo cual nos permite resolver el problema que acabamos
de plantear.







∣ b ≡ 0 mod p
}
.
Entonces Dp es un dominio con unidad de H[
√
m].
Demostración. Si a+ b
√
m y c+ d
√
m están en Dp, entonces p|b y p|d.
Como p|b− d, entonces (a+ b√m) − (c+ d√m) ∈ Dp.
También p|ad+ bc, luego (a+ b√m) (c+ d√m) ∈ Dp.
Por otra parte, 1 = 1 + 0
√
m ∈ Dp ya que p|0. X
4.99 Lema. Sean p ∈ Z+ primo y a+ b
√
m ∈ Z[√m].
Si N (a+ b
√
m) = ±p, entonces a+ b√m /∈ Dp.
Demostración. Por el absurdo.
Supongamos que a+ b
√
m ∈ Dp. Entonces p|b. Luego existe α ∈ Z tal que
pα = b.
Si N (a+ b
√
m) = p, entonces a2 − b2m = p. Luego




de donde p|a2, y por lo tanto p|a. De lo anterior se desprende que a = pβ
para algún β ∈ Z. Reemplazando tenemos
p2β2 = p+ p2α2m.
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= 1, lo cual es absur-
do. Si N (a+ b
√
m) = −p, la demostración es similar. X
4.100 Lema. Si existe a + b
√
m ∈ Z[√m] tal que N (a+ b√m) = ±p
(p > 0, primo), entonces Dp no es un dominio gaussiano.
Demostración. p3 = p3 + 0
√
m ∈ Dp. Encontremos dos factorizaciones
distintas de p3 como producto de irreducibles.
En efecto, pa+ pb
√

























m fuera reducible enDp, entonces existiŕıan λ y γ enDp, ninguna




Luego N (pa+ pb
√
m) = N (λγ).
De donde ±p3 = N (λ)N (γ), pero como N (λ) 6= ±1 y N (γ) 6= ±1, en-
tonces N (λ) = ±p ó N (γ) = ±p, lo cual contradice lo visto en el lema
4.99.
En forma similar se demuestra que pa− pb√m es irreducible en Dp.
Por otra parte, p es irreducible en Dp, ya que si p = ξθ, con ξ, θ ∈ Dp y
ninguna de las dos unidades, entonces
p2 = N (p) = N (ξ)N (θ) .
Luego N (ξ) = ±p, ó N (θ) = ±p, lo cual es una contradicción según el
lema 4.99.
De lo anterior se desprende que p3 tiene dos factorizaciones distintas como
producto de irreducibles de Dp. X
4.101 Teorema. Cada uno de los cuerpos cuadráticos euclidianos para la
norma como valuación euclidiana posee un subdominio con unidad que no
es euclidiano.
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Demostración. Los cuerpos cuadráticos euclidianos para la norma como
valuación euclidiana son de la forma Q[
√
m], en dondem toma los siguientes
valores:
m = − 1, −2, −3, −7, −11, 2, 3, 5, 6, 7, 11, 13, 17, 19,
21, 29, 33, 37, 41, 57, 73.
Para cada uno de ellos vamos a encontrar a + b
√
m ∈ Z[√m] y p > 0
primo tal que N (a+ b
√
m) = p, lo cual, según lo visto en el lema 4.100,
nos permite afirmar que el dominio entero con unidad Dp no es gaussiano,









































































































































1. Si p es un primo de la forma 4n+ 1, probar que existe n ∈ Z tal que
n2 + 1 ∼= 0 mod p.
2. Si p es un primo de la forma 4n + 1, probar que existe u y v en Z
tales que u2 + v2 = p.
3. Si p es un primo de la forma 4n + 1, probar que no es un primo de
Z + iZ.
4. Demuestre que 2 es irreducible en H[
√





−7] demuestre que N(6 + 2
√
−7) = N(1 + 3
√
−7), pero 6 +
2
√
−7 y 1 + 3
√
−7 son no asociados.
6. Demuestre que Z[
√
−6] no es un dominio gaussiano.
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7. Demuestre que 3 es irreducible en Z[i], pero 2 y 5 no lo son.
8. Demuestre que 1 +
√
−3 es irreducible en Z[
√
−3] pero no es primo.
9. Demuestre que 21 se puede factorizar de dos formas distintas sobre
Z[
√
−5] como producto de irreducibles.
10. Demuestre el lema 4.7.
11. Demuestre que w1 = 2+
√
3 y w2 = −2+
√
3 son unidades de H[
√
3],
y por lo tanto (w1)
n y (w2)
n también son ∀n ∈ Z.
12. Demuestre que Θ1 = 2+
√
5 y Θ2 = −2+
√
5 son unidades de H[
√
5],
y por lo tanto (Θ1)
n y (Θ2)
n también lo son ∀n ∈ Z.
13. Demuestre que λ1 = 5+2
√
6 y λ2 = −5+2
√
6 son unidades de H[
√
6],
y por lo tanto (λ1)
n y (λ2)
n también lo son ∀n ∈ Z.
14. Demuestre que µ1 = 8 + 3
√
7 y µ2 = −8 + 3
√
7 son unidades de
H[
√
7], y por lo tanto (µ1)
n y (µ2)




3] = {±(2 +
√
3}n | n ∈ Z}.
b) H∗[
√
6] = {±(5 + 2
√
6}n | n ∈ Z}.
c) H∗[
√
7] = {±(8 + 3
√
7}n | n ∈ Z}.
d) H∗[
√
10] = {±(3 +
√
10}n | n ∈ Z}.
e) H∗[
√
11] = {±(10 + 3
√




5] = {±(2 +
√
5}n | n ∈ Z}.
b) Z∗[
√
13] = {±(18 + 5
√
13}n | n ∈ Z}.
17. Demuestre el lema 4.26.
18. Demuestre el lema 4.27.
19. Construir un programa en algún lenguaje de álgebra computacional
para calcular el elemento invertible fundamental de H[
√
m].
20. Concluya la demostración del lema 4.93 usando el ejemplo C.23 y los
lemas 4.37 y 4.41.
21. Concluya la demostración del lema 4.95 usando el ejemplo C.27 y el
lema 4.41








La prehistoria de la moderna teoŕıa de cuerpos se confunde con el surgi-
miento y desarrollo de los polinomios. Los intentos por resolver ecuaciones
polinomiales condujeron finalmente en el siglo XVIII a afirmar que por lo
menos una de las ráıces de una ecuación polinomial sobre los reales es un
número complejo. Los historiadores de la matemática consideran que este
fue el primer germen de la idea de cuerpo de ruptura, el cual es considerado
como uno de los pilares de la teoŕıa de cuerpos conmutativos. Es aśı co-
mo en forma independiente Joseph Louis Lagrange (1736–1813), en 1770, y
Alexandre–Theóphile Vandermonde (1735–1796), en 1771, publicaron sen-
dos trabajos en donde incursionan en estos temas, no solo enriqueciendo la
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literatura existente sobre la solución de ecuaciones polinomiales con coe-
ficientes reales, sino también planteando algunas hipótesis que más tarde
vendŕıan a ser resueltas por otros matemáticos, abonando de esta forma el
terreno sobre el cual se construiŕıa, 61 años más tarde, la hoy denominada
teoŕıa de Galois.
Lagrange y Vandermonde se centraron en el estudio de las relaciones exis-
tentes entre las ráıces de los polinomios y los coeficientes del mismo. El
método seguido, especialmente por Lagrange en el análisis de estos pro-
blemas, significó una ruptura con el estilo utilizado por sus predecesores,
ya que mientras estos últimos dedicaron muchos de sus esfuerzos a encon-
trar fórmulas para obtener ráıces de polinomios, Lagrange estudiaba las
propiedades generales que deben cumplirse para que sean solubles.
El desconocimiento de la teoŕıa de cuerpos fue lo que impidió que Paolo
Ruffini (1765–1822) lograra anticiparse a Niels Henrick Abel (1802–1829)
en la presentación de una demostración completa de la imposibilidad de re-
solver por radicales la ecuación general de quinto grado. Abel entendió que
por ah́ı era el camino, y cuando estaba avanzando en el estudio de la ca-
racterización de todas las ecuaciones solubles por radicales, fue sorprendido
por la muerte a la temprana edad de 27 años.
Al resolver en forma absolutamente independiente el problema que se hab́ıa
planteado Abel, el niño prodigio francés Evariste Galois logró coronar la
cima, sentando en una forma coherente y lógica los cimientos de la teoŕıa
de cuerpos tal cual la conocemos hoy en d́ıa.
Los conceptos de cuerpo y anillo se deben a Richard Dedekind (1831–1916),
quien fue el primero en emplear la palabra “cuerpo” para referirse a esta
estructura algebraica, aunque el nombre de anillo es debido a David Hilbert,
ya que Dedekind los llamaba órdenes.
Dedekind trabajó la teoŕıa de cuerpos a partir de la teoŕıa de Galois, la
teoŕıa de números y la geometŕıa algebraica. Esta combinación trajo muchos
beneficios; es aśı como, gracias a ella, se desarrolló la teoŕıa de números
trascendentes.
En la segunda mitad del siglo XIX, Leopold Kronecker (1823–1891) ob-
servó que la piedra angular, sobre la cual descansa la teoŕıa de números
algebraicos, son los cuerpos que se obtienen mediante la adjunción de inde-
terminadas a un cuerpo dado, dándole de esta forma la importancia que se
merecen tanto las extensiones algebraicas como las trascendentes. En 1882
probó que si a es trascendente sobre un cuerpo K, el cuerpo de extensión
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de K obtenido por la adjunción de a es isomorfo al cuerpo de cocientes
del anillo de polinomios K[x], y en 1887, basándose en una idea de Cauchy
que defińıa el cuerpo de los números complejos como el cuerpo cociente
R[x]/〈x2 + 1〉, demostró que toda extensión algebraica de Q es de la forma
Q[x]/〈f(x)〉, en donde f(x) es un polinomio irreducible sobre Q.
La teoŕıa de cuerpos algebraicos es refinada por Hilbert a finales del siglo
XIX. La irrupción del siglo XX encuentra esta estructura en todo su apogeo;
se destacan los trabajos del profesor de geometŕıa de la Universidad de
Padua, Giuseppe Veronese (1854–1917) alrededor de los cuerpos de series
formales. Kurt Hensel expone su teoŕıa de números p–ádicos en dos obras
publicadas en 1908 y 1913, introduciendo los hoy denominados cuerpos p–
ádicos de Hensel. Dichos cuerpos a su vez condujeron a E. Steinitz hacia la
obtención de todos los tipos de cuerpos que existen y las relaciones que los
ligan; además presentó en forma rigurosa los conceptos de caracteŕıstica,
cuerpo primo, cuerpo de elementos separables, cuerpo perfecto y grado de
trascendencia de una extensión, y demostró que para todo cuerpo K existe
una extensión de él que es algebraicamente cerrada, esto es, una extensión
L en donde todo polinomio no constante sobre L tiene una ráız en L. En
pocas palabras, podemos decir que el aporte de Steinitz consiste en que nos
permite conocer la estructura tanto de los subcuerpos, como de los cuerpos
extensión de un cuerpo dado.
Posteriormente se destacan los avances obtenidos no solamente en teoŕıa de
cuerpos, sino también, y de una manera muy especial, en teoŕıa de anillos
por la escuela alemana de los años 20, de la cual eran sus principales ĺıderes
Emmy Noether y Emil Artin. La presentación en una forma clara, orde-
nada y didáctica de algunos de los trabajos desarrollados en esta época se
encuentra en la obra “Modern Algebra”, escrita por B.L. Van Der Waerden,
la cual se basa en la recopilación de los apuntes que el autor tomó cuando
fue alumno de E. Noether y E. Artin. La principal importancia de este
tratado, publicado en 1931, radica en que ha servido como modelo para la
elaboración de los actuales textos de Álgebra Abstracta. El tratamiento que
en él se da a la teoŕıa de cuerpos, conjuntamente con el enfoque empleado
por Emil Artin en su obra “Galois Theory” (1946), representan el punto
de partida de la forma moderna de estudiar los cuerpos.
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5.2. Cuerpos de extensión
Bartel Leendert van der
Waerden
(1903–1996)
“Para ser un hombre de ciencia, uno debe
ser sólo un hombre de ciencia”.
Evariste Galois
En el presente parágrafo introducimos los conceptos de cuerpo extensión
de un cuerpo dado y cuerpo de ruptura de un polinomio irreducible. Estu-
diaremos no solo la apariencia externa de estos, sino también su estructura
interna, y finalmente demostraremos el teorema de isomorfismos de cuerpos
de ruptura.




F es un subcuerpo de K.
Demostración. Sea T =
⋂
F∈M
F . Si a y b pertenecen a T , entonces a y b
pertenecen a F , ∀F ∈M .
Luego a− b ∈ F , ∀F ∈M , por lo tanto a− b ∈ T .
Si b 6= 0, entonces ab−1 ∈ F , ∀F ∈M . Luego ab−1 ∈ T . X
5.2 Observación. Si S es un subconjunto del cuerpo K, la intersección
de todos los subcuerpos de K que contienen a S es el más pequeño
subcuerpo de K que contiene a S, porque es un subcuerpo de K que con-
tiene a S y además está contenido en cualquier otro subcuerpo de K que
contenga a S.
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5.3 Definición. Sean K un cuerpo y S ⊆ K. La intersección de todos
los subcuerpos de K que contienen a S se denomina el cuerpo generado
por S.
Notación: Si el cuerpo L es una extensión del cuerpo K, notaremos
K L.
5.4 Definición. Sean C un subconjunto del cuerpo K y F K. Se define
el cuerpo extensión de F generado por C, como el cuerpo generado
por F ∪ C.
Notación: El cuerpo extensión de F generado por C es notado como F (C).
Por otra parte, si C = {a1, . . . , an}, entonces notaremos
F (C) = F (a1, . . . , an) .
En particular F ({a}) = F (a).
5.5 Observación. F [a] es el más pequeño subanillo de K que contiene a
F ∪{a}, mientras que F (a) es el más pequeño subcuerpo de K que contiene
a F ∪ {a}.
5.6 Lema. Sean C y D subconjuntos de cuerpo K y F K. Entonces:
F (C ∪D) = (F (C)) (D) .
Demostración. F (C ∪D) es el menor subcuerpo de K que contiene a
F ∪ (C ∪D), y (F (C)) (D) es el menor subcuerpo de K que contiene a
F (C) ∪D.
Como F ∪ C ⊆ F (C), F (C) ⊆ (F (C)) (D) y D ⊆ (F (C)) (D), entonces
F ∪ C ∪D ⊆ (F (C)) (D). Luego F (C ∪D) ⊆ (F (C)) (D).
Por otra parte, F ∪ C ⊆ F ∪ (C ∪D) ⊆ F (C ∪D). Por lo tanto,
F (C) ⊆ F (C ∪D).
Además, D ⊆ F (C ∪D). De donde F (C) ∪ D ⊆ F (C ∪D), lo cual nos
permite concluir que (F (C)) (D) ⊆ F (C ∪D). X
5.7 Ejemplo. Sean a y b en K. Entonces (F (a)) (b) = F (a, b) = (F (b)) (a).
5.8 Definición. Sean K un cuerpo y F K, diremos que K es una exten-
sión finita de F , si la dimensión de K, considerado como espacio vectorial
sobre F , es finita.
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Notación: Notaremos [K : F ] a la dimensión de K, considerado como es-
pacio vectorial sobre F .
5.9 Observación. [K : F ] también llamado el grado de K sobre F .
5.10 Lema. Sean F , K y L cuerpos tales que F K L. Entonces:
L es una extensión finita de F , si y sólo si, L es una extensión finita de K
y K una extensión finita de F .
En este caso, [L : F ] = [L : K] [K : F ].
Demostración.
⇐ Supongamos que [L : K] = n y [K : F ] = m, entonces existen
B = {v1, . . . , vn} y C = {w1, . . . , wm}





∣ i ∈ In y j ∈ Im
}
. Veamos que D es una base de
L sobre F . En efecto:





















Luego, D es un sistema de generadores de L sobre F .













αijwj, ∀i ∈ In,
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αijwj = 0, ∀i ∈ In.
Por ser C una base de K sobre F , entonces αij = 0, ∀i ∈ In y
∀j ∈ Im.
De lo anterior se desprende que D es linealmente independiente.
De (i) y (ii) se infiere que D es una base de L sobre F y además
[L : F ] = nm.
⇒ Si [L : F ] < +∞, entonces [K : F ] < +∞ (por ser K un subespacio
de L). Si E es un conjunto linealmente independiente del K–espacio
vectorial L, entonces con más razón E será linealmente independien-
te al considerarlo como un subespacio de F–espacio vectorial L. En
particular, si E es una base del K–espacio vectorial L, entonces E
será un conjunto linealmente independiente del F–espacio vectorial
L. Luego
[L : K] = # (E) ≤ [L : F ] < +∞.
X
5.11 Observación. Si [L : F ] es un número primo, no existen cuerpos
extensión de F que estén propiamente contenidos en L.
5.12 Ejemplo. [C : R] = 2. Por lo tanto, no existen cuerpos entre R y C,
y [R : Q] es infinito.
5.13 Definición. Sea f (x) un polinomio irreducible sobre el cuerpo F .
Un cuerpo K extensión de F se denomina un cuerpo de ruptura (c.d.r)
de f (x) sobre F , si existe c ráız de f (x) en un cuerpo extensión de F , tal
que K = F (c).
5.14 Definición. Sean L un cuerpo extensión del cuerpo F y a ∈ L.
Diremos que a es algebraico sobre F , si existe un polinomio no constante
f(x) ∈ F [x], tal que f(a) = 0.
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5.15 Ejemplo. Cualquier elemento del cuerpo F es algebraico sobre F .
5.16 Ejercicio. Sean F un cuerpo y el anillo de polinomios F [z]. Si F (z)
es el cuerpo de cocientes de F [z] y a =
z3
z + 1
, demuestre que z es algebraico
sobre F (a).
Demostración. Como







Entonces, z satisface el polinomio g(x) = x4 − x3 − ax2 + a sobre F (a). X
5.17 Observación. Recordemos que en el caṕıtulo primero, definición
1.59, vimos que un polinomio mı́nimo para un elemento c algebraico sobre
F es un polinomio no nulo de los de menor grado sobre F que es satisfecho
por c. Además, se demostró que si m(x) es un polinomio mı́nimo para c,
entonces es irreducible (lema 1.60) y que el ideal formado por todos los
polinomios que son satisfechos por c es el generado por m(x) (lema 1.61).
Una consecuencia inmediata de este hecho es que dos polinomios mı́nimos
para c son asociados. Por esta razón, se acostumbra denominar polinomio
mı́nimo a aquel cuyo coeficiente director es uno.
Por otra parte, también se demostró (lema 1.62), que si m(x) es un polino-
mio mı́nimo para c sobre el cuerpo F , entonces F [c] es un cuerpo isomorfo
a F [x]/〈m(x)〉.
Relacionemos en el siguiente teorema estos resultados con los conceptos que
acabamos de ver.
5.18 Teorema. Sean f(x) un polinomio irreducible sobre el cuerpo F de
grado n, c una de sus ráıces y el cuerpo de ruptura F (c). Entonces:
1. f(x) es un polinomio mı́nimo para c sobre F .
2. F (c) ∼= F [c].
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4. Una base ordenada del F–espacio vectorial F (c) es
A =
{
1, c, . . . , cn−1
}
.
5. [F (c) : F ] = n.
Demostración.
1. Sea m(x) un polinomio mı́nimo para c. Por el Lema 1.61 tenemos que
f(x) ∈ 〈m(x)〉. Luego, existe h(x) ∈ F [x] tal que f(x) = h(x)m(x).
Pero como tanto f(x) como m(x) son irreducibles, entonces h(x) es
una constante no nula de F . De donde f(x) es un polinomio mı́nimo
para c.
2. Podemos suponer, sin pérdida de generalidad, que el coeficiente direc-
tor de f(x) es uno, ya que en caso contrario bastaŕıa con factorizarlo
y tomaŕıamos el polinomio que queda. Sean














αi ∈ F, ∀i = 0, . . . , n− 1
}
.
Como c satisface este polinomio, entonces
cn = an−1c
n−1 + · · · + a1c+ a0. (5.2)
Veamos que cn+k ∈ M , ∀k ∈ N. En efecto, si k = 0 obviamente
cn ∈ M . Supongamos que cn+k ∈ M , entonces existen α0, . . . , αn−1
en F tales que
cn+k = αn−1c
n−1 + · · · + α1c+ α0. (5.3)
Multiplicando (5.3) por c y reemplazando, cn por su valor en (5.2)
obtenemos




(aiαn−1 + αi−1) c
i,
el cual pertenece a M .
Por lo tanto cn+k ∈M , ∀k ∈ N. Este hecho nos permite concluir, que
M es cerrado para el producto; además M es cerrado para la resta,
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y por lo tanto, M es un subanillo conmutativo de F [c]. Veamos que
M es un cuerpo.
Sea a ∈M , a 6= 0. Existe g(x) ∈ F [x] con ∂g ≤ n−1, tal que g(c) = a.
Como f(x) es irreducible y no divide a g(x), entonces se tiene que
(f(x), g(x)) ∼ 1. Luego existen u(x) y v(x) en F [x], tales que
u(x)f(x) + v(x)g(x) = 1, (5.4)
calculando (5.4) en c obtenemos v(c)g(c) = 1; esto es, v(c)a = 1. Por




, lo cual implica que M es
un cuerpo. Por un lado, tenemos que M ⊆ F [c]. Por otra parte, como
F ∪ {c} ⊆ F (c), entonces F [c] ⊆ F (c). Pero F ∪ {c} está contenido
en el cuerpo M , entonces F (c) ⊆M . De lo anterior se desprende que
F (c) = M = F [c].
3. Consecuencia inmediata del resultado que acabamos de demostrar y
del lema 1.62.
4. Es obvio que A es un sistema de generadores de M . Si fuera lineal-
mente dependiente sobre F , entonces existiŕıa un polinomio de grado
menor que n que es satisfecho por c, y por lo tanto, f(x) no es un
polinomio mı́nimo para c sobre F .
5. Se deduce de la propiedad anterior.
X
5.19 Observación. Habŕıa sido más sencillo demostrar el numeral 2),
recordando simplemente el lema 1.62. Vimos que F [c] es un cuerpo y como
F [c] ⊆ F (c) ⊆ F [c], entonces F (c) = F [c]. Pero estábamos interesados en
que el lector conociera más a fondo cómo son los elementos de F (c). Por
esta razón probamos que F (c) = M .
5.20 Ejemplo. El polinomio f(x) = x2 −2 es irreducible sobre Q (criterio
de Eisenstein para p = 2). Una de sus ráıces es
√
2, por lo tanto una base





















∣ a y b están en Q
}
.




5.21 Definición. Sea a algebraico sobre el cuerpo F , el [F (a) : F ] se
denomina el grado de a sobre F .
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5.22 Ejercicio. Si el grado del algebraico a sobre el cuerpo F es impar,

















Como [F (a) : F ] =
[










, entonces el grado de a


















⊆ F (a), en-





5.23 Definición. Un cuerpoK, extensión del cuerpo F , se dice algebraico
sobre F , si todo elemento de K es algebraico sobre F .
5.24 Ejemplo. Sea F un cuerpo finito. En el lema 3.47 vimos que #F = pn
para algún n ∈ Z+, siendo p la caracteŕıstica de F , y en el lema 3.36 se
probó que existe un único subcuerpo K de F , isomorfo a Zp; veamos que
F es algebraico sobre K.
En efecto, sea α ∈ F . Si α = 0, obviamente es algebraico sobre K.
Si α 6= 0, entonces αpn−1 = 1 ya que (F − {0}; ·) es un grupo con pn − 1
elementos. Por lo tanto, α es ráız del polinomio f(x) = xp
n−1 − 1 que
pertenece a K[x]; lo cual implica que α es algebraico sobre K.
5.25 Lema. Sean los cuerpos F K L. Entonces:
L es algebraico sobre F , si y sólo si, L es algebraico sobre K y K es alge-
braico sobre F .
Demostración.
⇒ Evidente.





n−i ∈ K[x] tal que f(β) = 0.
Como β es algebraico sobre F (a1, . . . , an), entonces
[F (a1, . . . , an) (β) : F (a1, . . . , an)] < +∞, (5.5)
pero los ai son algebraicos sobre F , ∀i ∈ In, por lo tanto
[F (a1, . . . , an) : F ] < +∞. (5.6)
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De (5.5) y (5.6) se desprende que
[F (a1, . . . , an) (β) : F ] < +∞.
Pero
F F (β) F (a1, . . . , an) (β) .
Luego existem ∈ Z+ tal que [F (β) : F ] = m. Por lo tanto, el conjunto
{1, β, . . . , βm} es linealmente dependiente sobre F ; de donde, existe
un polinomio g(x) ∈ F [x], no nulo, tal que g (β) = 0. Por lo tanto, β
es algebraico sobre F .
X
5.26 Ejercicio. Sean K un cuerpo algebraico sobre el cuerpo F y D un
dominio entero contenido algebraicamente en K. Si D contiene algebraica-
mente a F , demuestre que D es un cuerpo.
Demostración. Sea a ∈ D − {0}. Como a ∈ K, a es algebraico sobre F .
Luego F (a) es un cuerpo.
Por estar a en F (a) − {0}, existe b ∈ F (a) tal que ba = 1; pero como
F (a) = F [a] ⊆ D, entonces b ∈ D. Por lo tanto, todo elemento no nulo de
D tiene inverso. De donde D es un cuerpo. X
5.27 Lema. Sean a y b algebraicos sobre el cuerpo F , de grado n y m
respectivamente. Entonces:
1. a tiene grado n sobre F (b), si y sólo si, b tiene grado m sobre F (a).
2. Si (n,m) ∼ 1, entonces a tiene grado n sobre F (b) y b tiene grado m
sobre F (a).
Demostración.
1. Si a tiene grado n sobre F (b), entonces [F (a, b) : F (b)] = n.
Luego
[F (a, b) : F ] = [F (a, b) : F (b)] [F (b) : F ] = nm. (5.7)
Por otra parte
[F (a, b) : F ] = [F (a, b) : F (a)] [F (a) : F ]
= [F (a, b) : F (a)]n. (5.8)
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De (5.7) y (5.8) se desprende que [F (a, b) : F (a)] = m; es decir, b tiene
grado m sobre F (a).
En forma similar se demuestra que si b tiene grado m sobre F (a), en-
tonces a tiene grado n sobre F (b).
2. Como [F (a, b) : F (a)] [F (a) : F ] = [F (a, b) : F (b)] [F (b) : F ], entonces
[F (a, b) : F (a)]n = [F (a, b) : F (b)]m.
Pero como (n,m) ∼ 1, entonces n divide a [F (a, b) : F (b)] y m divide a
[F (a, b) : F (a)].
Luego
n ≤ [F (a, b) : F (b)] y m ≤ [F (a, b) : F (a)] . (5.9)
Por otra parte, el polinomio mı́nimo para a sobre F (b) es de grado menor
o igual que el del polinomio mı́nimo para a sobre F ; de donde
[F (a, b) : F (b)] ≤ n, (5.10)
Con un razonamiento similar llegamos a que
[F (a, b) : F (a)] ≤ m. (5.11)
De (5.9), (5.10) y (5.11) se deduce que
[F (a, b) : F (b)] = n y [F (a, b) : F (a)] = m.
X
5.28 Corolario. Sean f(x) y g(x) polinomios irreducibles sobre el cuerpo
F , satisfechos por los algebraicos a y b, respectivamente. Entonces:
1. f(x) es irreducible sobre F (b), si y sólo si, g(x) es irreducible sobre F (a).
2. Si (∂f, ∂g) ∼ 1, entonces, f(x) es irreducible sobre F (b) y g(x) es irre-
ducible sobre F (a).
Demostración. Consecuencia inmediata del lema 5.27. X
5.29 Lema. Sean K un cuerpo extensión del cuerpo F y B un subconjunto
de K, tal que K = F (B). Si cualquier elemento de B es algebraico sobre
F , entonces K es una extensión algebraica de F . Además, si B es finito,
[K : F ] < +∞.
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Demostración. Sea γ ∈ K. Existen v1, . . . , vn en B, tales que




F si i = 0
Fi−1(vi) si i ≥ 1
Como vi es algebraico sobre F , entonces con más razón lo será sobre Fi−1.
Por lo tanto, para cada i ∈ In existe ri ∈ Z+, tal que [Fi : Fi−1] = ri.
Luego, [Fn : F ] = r1 · · · rn; esto es, Fn es una extensión finita de F , y por lo
tanto existe m ∈ Z+ tal que [F (γ) : F ] = m, ya que F F (γ) Fn. Como
el conjunto {1, γ, . . . , γm} es linealmente dependiente sobre F , entonces γ
es algebraico sobre F .
Finalmente, si B es finito, podemos suponer sin pérdida de generalidad que
B = {v1, . . . , vn}, luego K = Fn, y por lo tanto [K : F ] < +∞. X
5.30 Ejercicio. Sean F1 y F2 dos subcuerpos de K y A ⊆ K. Si cualquier
elemento de F1 es algebraico sobre F2, entonces cualquier elemento de F1(A)
es algebraico sobre F2(A).
Demostración. Sabemos que F1(A) (F1 (A)) (F2).
Pero (F1 (A)) (F2) = (F2 (A)) (F1).
Como para todo α ∈ F1, α es algebraico sobre F2 (A), ya que lo es sobre
F2, entonces, por el lema 5.27, tenemos que (F2 (A)) (F1) es una extensión
algebraica de F2 (A). Luego, todo elemento de (F1(A)) (F2) es algebraico
sobre F2(A). En particular, como F1(A) es un subcuerpo de (F1(A)) (F2),
entonces todo elemento de F1(A) es algebraico sobre F2(A). X
5.31 Lema. Sea α algebraico sobre el cuerpo F . Entonces existe a lo más
un número finito de cuerpos intermedios entre F y F (α).
Demostración. Sea K un cuerpo intermedio entre F y F (α). Si m(x) es el
polinomio mı́nimo para α sobre F y
g(x) = xh + bh−1x
h−1 + · · · + b1x+ b0
es el polinomio mı́nimo para α sobre K, entonces g(x) divide a m(x) y
además
[F (α) : K] = h. (5.12)
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Sea L = F (b0, . . . , bn−1). Es claro que
F L K F (α) (5.13)
y que L(α) = F (α).
Como el polinomio g(x) es irreducible en K[x], también lo es en L[x]; luego
[F (α) : L] = h. (5.14)
De (5.12), (5.13) y (5.14) se desprende que L = K.
Resumiendo, hemos demostrado que si K es un cuerpo intermedio entre F
y F (α), existe un polinomio g(x) = xh + bh−1xh−1 + · · · + b1x + b0 sobre
F (α) que divide a m(x), tal que K = F (b0, . . . , bh−1).
Como (F (α))[x] es un dominio gaussiano, el polinomio m(x) tiene sólo un
número finito de factores propios con coeficiente director igual a uno. Por
lo tanto, existe a lo más un número finito de cuerpos intermedios entre F
y F (α). X
5.32 Observación. Hasta ahora solo hemos estudiado algunas de las pro-
piedades de los cuerpos de ruptura, pero no hemos cuestionado acerca de
la existencia o no de dichos cuerpos, para cualquier polinomio irreducible
sobre un cuerpo dado. El siguiente teorema nos va a permitir resolver este
interrogante.
5.33 Teorema. Si f(x) es un polinomio irreducible sobre el cuerpo F ,
existe un cuerpo de ruptura para f(x) sobre F .




∣ a ∈ F
}
y ϕ es la aplicación de F en E, tal que ϕ(a) = a+〈f(x)〉, ∀a ∈ F , entonces
ϕ es un isomorfismo sobreyectivo y existe un cuerpo F extensión de F y
un isomorfismo ϕ̄ de F sobre F [x]/〈f(x)〉 tal que ϕ̄|F = ϕ.
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=
∑








= g(x) + 〈f(x)〉.
De lo anterior se desprende que ϕ̄(f(c)) = f(x)+〈f(x)〉 = 〈f(x)〉, pero como
〈f(x)〉 es el cero del cuerpo F [x]/〈f(x)〉 y ϕ̄ es un isomorfismo, entonces
f(c) = 0. Por lo tanto c es una ráız de f(x); de donde, F (c) F .
Veamos que F (c) = F . En efecto, si α ∈ F , ϕ̄(α) ∈ F [x]/〈f(x)〉.
Luego, existe h(x) ∈ F [x] tal que ϕ̄(α) = h(x) + 〈f(x)〉.
Como ϕ̄(h(c)) = h(x) + 〈f(x)〉, entonces ϕ̄(α) = ϕ̄(h(c)).
Por lo tanto, α = h(c). De donde α ∈ F [c], esto es, F ⊆ F [c]. Lo anterior
nos permite inferir que F = F [c]. X
5.34 Corolario. Sea f(x) un polinomio no constante sobre el cuerpo F .
Existe un cuerpo extensión de F que contiene una ráız de f(x).
Demostración. Basta tomar un factor irreducible de f(x) sobre F y aplicar
el teorema anterior. X
5.35 Corolario. Sean f1(x), . . . , fm(x), m polinomios no constantes sobre
el cuerpo F . Existe un cuerpo L extensión de F que contiene por lo menos
una ráız αi de fi(x), ∀i ∈ Im.
Demostración. Por el corolario 5.34 tenemos que existe un cuerpo F1 ex-
tensión de F que contiene una ráız α1 de f1(x).
Sea n < m. Supongamos que exista un cuerpo Fn extensión de F que
contenga por lo menos una ráız de fi(x), ∀i ∈ In. Al considerar a fn+1(x)
como un polinomio sobre Fn tenemos, por el corolario 5.34, que existe un
cuerpo Fn+1 extensión de Fn que contiene una ráız αn+1 de fn+1(x). Luego
Fn+1 es un cuerpo extensión de F que contiene una ráız de fi(x), ∀i ∈ In+1,
con lo cual queda demostrado el corolario por inducción. X
5.36 Ejercicio. Sea f(x) un polinomio irreducible de grado n sobre el
cuerpo F . Si K es una extensión finita de F , tal que [K : F ] y n son primos
relativos, entonces f(x) es irreducible sobre K.
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Demostración. Por el teorema 5.33 sabemos que existe un cuerpo de rup-
tura F (c) de f(x) sobre F , siendo c una ráız de f(x), luego [F (c) : F ] = n.
Sea m = [K : F ]. Como
[K(c) : F ] = [K(c) : K] [K : F ] = m [K(c) : K]
y
[K(c) : F ] = [K(c) : F (c)] [F (c) : F ] = n [K(c) : F (c)] ,
n divide a m [K(c) : K]; pero como (n,m) ∼ 1, entonces n divide a [K(c) : K].
Por lo tanto,
n ≤ [K(c) : K] . (5.15)
Como f(x) ∈ F [x], entonces f(x) ∈ K[x]. Luego,
[K(c) : K] ≤ ∂f = n. (5.16)
De (5.15) y (5.16) se desprende que
[K(c) : K] = n.
Por lo tanto, f(x) es un polinomio mı́nimo para c sobre K, lo cual implica
que f(x) es irreducible sobre K. X
5.37 Ejemplo. Sea θ una ráız del polinomio ciclotómico
Φ5(x) = x
4 + x3 + x2 + 1.
Como Φ5(x) es irreducible sobre Q (ejercicio 3.76), entonces [Q(θ) : Q] = 4.
El polinomio g(x) = x7−2 es irreducible sobre Q por el criterio de Eisenstein
































De la misma forma, el polinomio f(x) = x5 − 3 es irreducible sobre Q, por
el criterio de Eisenstein para p = 3. Pero como (28, 5) ∼ 1, entonces, f(x)
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5.38 Observación. Uno de los principales interrogantes que surgen al-
rededor del estudio de los cuerpos de ruptura de un polinomio está en
determinar si tiene o no caracteŕısticas comunes.
Con el fin de despejar las dudas al respecto, vamos a demostrar el siguiente
teorema, ya que de él se desprende un resultado que afirma que dichos
cuerpos son isomorfos.
5.39 Teorema. Sean µ un isomorfismo del cuerpo F sobre el cuerpo F µ̄ el
isomorfismo inducido por µ del anillo de polinomios F [x] sobre el anillo de
polinomios F [y] f(x) un polinomio irreducible sobre F , y µ̄(f(x)) = f̄(y).
Si c y d son respectivamente ráıces de f(x) y f̄(y), entonces:
1. f̄(y) es irreducible sobre F .
2. Existe un único isomorfismo ψ de F (c) sobre F (d), tal que
ψ|F = µ y ψ(c) = d.
Demostración.
1. Si f̄(y) fuera reducible, entonces f(x) también lo seŕıa debido a que µ̄
es un isomorfismo.




F [x] F [y]
µ̄





Esto es, si g(c) ∈ F (c), existe g(x) ∈ F [x] tal que σc(g(x)) = g(c), luego
ψ(g(c)) = ψ (σc(g(x))) = σd (µ̄ (g(x))) .
5.2. CUERPOS DE EXTENSIÓN 87
Veamos inicialmente que ψ es función uno a uno.
En efecto, sean g(c) y h(c) en F (c). Existen g(x) y h(x) en F [x] tales
que σc (g(x)) = g(c) y σc (h(x)) = h(c), entonces:
g(c) = h(c), si y sólo si, σc (g(x)) = σc (h(x)), si y sólo si, g(x) − h(x) ∈
N (σc) = 〈f(x)〉 (lema 1.61 ), si y sólo si, f(x) divide a g(x) − h(x), si
y sólo si, f̄(y) divide a ḡ(y) − h̄(y), si y sólo si, ḡ(y) − h(y) ∈ 〈f̄(y)〉 =




= 0, si y sólo si, ḡ(d) = h̄(d).
ψ es sobre porque µ̄ y σd lo son; por este mismo hecho ψ es un homo-
morfismo.
Por otra parte, ψ(c) = ψ (σc(x)) = σd (µ̄(x)) = d, además
ψ|F = σd ◦ µ̄|F = σd ◦ µ = µ.
Para demostrar la unicidad, supongamos que existe otro isomorfismo τ
de F (c) sobre F (d), tal que τ |F = µ y τ(c) = d.


















































= ψ (g(c)) ,
lo cual nos permite concluir que τ = ψ.
X
5.40 Corolario (Teorema de isomorf́ıa de cuerpo de ruptura). Sean f(x)
un polinomio irreducible sobre el cuerpo F , y c y d dos ráıces de f(x). Existe
un único isomorfismo σ de F (c) sobre F (d), tal que σ|F = id y σ(c) = d.
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Demostración. Este corolario es una consecuencia inmediata del teorema
5.39 para el caso en el cual F = F , F [x] = F [y], µ la aplicación idéntica de
F y µ̄ la aplicación idéntica de F [x]. X
5.41 Observación. El corolario 5.40 es denominado Teorema de iso-
morfismos de cuerpos de ruptura.
5.42 Ejemplo. Sean p > 0 primo y n > 1. El polinomio f(x) = xn − p
es irreducible sobre Q (criterio de Eisenstein); sus ráıces son cj = δθj ,
∀j = 1, . . . , n; siendo θ = e 2πin y δ = n√p.
Por el Teorema de isomorfismos de cuerpos de ruptura sabemos que si
1 ≤ s < j ≤ n, existe un único isomorfismo σsj de Q (cs) sobre Q (cj) tal
que σsj (cs) = cj y σsj|Q = id.
En particular, el cuerpo Q (δ) que está contenido en los reales es isomorfo
al cuerpo Q (δθ), el cual está contenido en C, pero no en R.
Notación: Sean F y K subcuerpos de L. El cuerpo generado por F ∪K
se nota como FK.
5.43 Observación. El cuerpo FK es la intersección de todos los subcuer-
pos de L que contienen a F ∪K; es decir, FK es el menor subcuerpo de L
que contiene a F ∪K.
5.44 Lema. Sean K y L subcuerpos del cuerpo M . Si ambos contienen al
cuerpo F , entonces:
1. [L : F ] < +∞ y [K : F ] < +∞, si y sólo si, [LK : F ] < +∞ y
[LK : F ] < [L : F ][K : F ].
2. Si KL es una extensión finita de F , entonces [K : F ] divide a [KL : F ];
y [L : F ] divide a [KL : F ].
3. Si [K : F ] y [L : F ] son primos relativos, entonces
[KL : F ] = [K : F ][L : F ].
4. Si [K : F ] es finito, entonces [KL : L] es finito y menor o igual que
[K : F ].
5. Si [KL : F ] es finito, entonces [KL : L] = [K : F ], si [K : F ] y [L : F ]
son primos relativos.
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Demostración.
1. ⇐ Al ser KL una extensión finita de F y, K y L cuerpos intermedios
entre F y KL, entonces, por el lema 5.10, tenemos que K y L son
extensiones finitas de F .
⇒ Hagamos la demostración por inducción sobre el orden de K sobre
F .
i) Si [K : F ] = 1, entonces K = F y KL = FL = L. Luego
[KL : F ] = [L : F ]; por lo tanto [KL : F ] = [L : F ][K : F ].
ii) Sean n > 1. Supongamos que para todos los cuerpos F ′, K ′
y L′, tales que F ′ K ′ M , F ′ L′ M , [L′ : F ′] < +∞ y




Sea [K : F ] = n. Como n > 1, existe u ∈ K − F ; luego
[F (u) : F ] > 1.
Por otra parte, como F es subcuerpo de L, entonces u también
es algebraico sobre L; por lo tanto [L(u) : L] ≤ [F (u) : F ]. De
donde
[L(u) : F (u)] =
[L(u) : L][L : F ]
[F (u) : F ]
< +∞. (5.17)
Además,
[K : F (u)] =
[K : F ]
[F (u) : F ]
=
n





Por hipótesis de inducción tenemos que [KL(u) : F (u)] < +∞
y
[KL(u) : F (u)] ≤ [L(u) : F (u)][K : F (u)]. (5.19)
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Luego, [KL(u) : F ] = [KL(u) : F (u)][F (u) : F ] < +∞, y de
(5.17), (5.18) y (5.19) se obtiene
[KL(u) : F (u)][F (u) : F ] ≤ [L(u) : L][L : F ] [K : F ]
[F (u) : F ]
.
Por lo tanto
[KL(u) : F ] ≤ [L : F ][K : F ]. (5.20)
Pero como u ∈ K, entonces KL(u) = KL. Lo cual nos permite
concluir que
[KL : F ] ≤ [L : F ][K : F ].
2. Consecuencia inmediata de lo visto en 1) y de la demostración del lema
5.10.
3. Sean [K : F ] = n y [L : F ] = m. Por lo visto en 1) tenemos que
[KL : F ] ≤ nm. (5.21)
Como n divide a [KL : F ], existe b ∈ Z+ tal que [KL : F ] = nb. Luego
m divide a nb, pero como (n,m) ∼ 1, entonces m divide a b. Por lo tanto
existe c ∈ Z+ tal que b = cm. De lo anterior se desprende que
[KL : F ] = cnm. (5.22)
De (5.21) y (5.22) se concluye que [KL : F ] = nm.
4. Sea {v1, . . . , vn} una base deK sobre F . Es claro queK = F (v1, . . . , vn);
pero como F K, entonces
KL = F (v1, . . . , vn)L = FL (v1, . . . , vn) = L (v1, . . . , vn) .
Cada vj es algebraico sobre F , ya que [K : F ] < +∞, con más razón lo
será sobre L; por lo tanto
[L (v1, . . . , vn) : L] < +∞.
Es decir, [KL : L] es finito.
Por otra parte, [L(v1) : L] ≤ [F (v1) : F ] ya que F L, y en general
∀j = 2, . . . , n se tiene que
[L (v1, . . . , vj) : L (v1, . . . , vj−1)] ≤ [F (v1, . . . , vj) : F (v1, . . . , vj−1)]
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[L (v1, . . . , vj) : L (v1, . . . , vj−1)] ≤




[F (v1, . . . , vj) : F (v1, . . . , vj−1)] .
esto es,
[L (v1, . . . , vn) : L] ≤ [F (v1, . . . , vn) : F ]
lo que equivale a afirmar que [KL : L] ≤ [K : F ].
5. Si [K : F ] y [L : F ] son primos relativos, entonces
[KL : F ] = [K : F ][L : F ].
Pero [KL : F ] = [KL : L][L : F ]. De donde [KL : L] = [K : F ].
X
5.45 Observación. El numeral 4) del lema 5.44 es una implicación, mas
no una equivalencia, ya que es posible que [KL : L] sea finito, pero [K :
F ] infinito; basta tomar, K una extensión infinita de F , y L cualquier
subcuerpo de K que contenga a F , tal que [K : L] sea finito. Aqúı [KL :
L] = [K : L], y por lo tanto finito.
5.46 Ejercicio. Supongamos que K y L son extensiones finitas de F .
Demuestre que:
1. Si [KL : F ] = [K : F ][L : F ], entonces K ∩ L = F .
2. Si [L : F ] = 2, ó [K : F ] = 2 y L ∩K = F , entonces
[LK : F ] = [L : F ][K : F ].
3. Si L ∩K = F , no necesariamente se tiene que
[LK : F ] = [L : F ][K : F ].
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Demostración.
1.
[KL : F ] = [K : F ][L : F ]
= [K : K ∩ L][K ∩ L : F ][L : K ∩ L][K ∩ L : F ]
= [K : K ∩ L][L : K ∩ L][K ∩ L : F ]2.
Pero [KL : F ] = [KL : K ∩ L][K ∩ L : F ], entonces
[KL : K ∩ L] = [K : K ∩ L][L : K ∩ L][K ∩ L : F ]. (5.23)
Por otra parte, el lema 5.44 nos permite afirmar que
[KL : K ∩ L] ≤ [K : K ∩ L][L : K ∩ L]. (5.24)
De (5.23) y (5.24) se desprende que [K ∩ L : F ] ≤ 1.
Pero como [K ∩ L : F ] es un entero positivo, entonces [K ∩ L : F ] = 1.
Luego K ∩ L = F , que era lo que deb́ıamos demostrar.
2. Supongamos que [K : F ] = 2. Por el teorema que expresa la dimensión
de la suma de subespacios de un espacio vectorial tenemos que
dimF (K + L) = dimFK + dimFL− dimF (K ∩ L).
Pero como K + L es subespacio de KL, K ∩ L = F y dimFK = 2
entonces
[L : F ] + 1 ≤ [KL : F ]. (5.25)
También tenemos que
[KL : F ] ≤ [K : F ][L : F ]
≤ 2[L : F ], (5.26)
pero, por el lema 5.44, podemos afirmar que existe s ∈ Z+ tal que
[KL : F ] = s[L : F ]. (5.27)
De (5.25), (5.26) y (5.27) se desprende que
[L : F ] + 1 ≤ s[L : F ] ≤ 2[L : F ],
lo cual nos obliga a concluir que s = 2. De donde
[KL : F ] = 2[L : F ]
= [K : F ][L : F ].
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3. El polinomio f(x) = x3 − 2 es irreducible sobre Q por el criterio de





















3, en donde θ = e
2πi
3 es ráız del polinomio h(x) = x2 + x + 1, el cual







































































































































K ∩ L = F, pero [KL : F ] < [K : F ][L : F ].
X
5.47 Observación. Si K y L son subcuerpos del cuerpo M , el conjunto D




aibi, con ai ∈ K y bi ∈ L, ∀i ∈ In,









f y g están en D y g 6= 0
}
contiene a K ∪ L; luego KL T .
Es claro que D ⊆ KL, entonces T ⊆ KL; por lo tanto T = KL.
5.48 Lema. Si K y L son subcuerpos de M y F es un subcuerpo de K y
de L, entonces:
1. KL es una extensión algebraica de F , si y sólo si, K es una extensión
algebraica de F y L es una extensión algebraica de F .
2. Si K es una extensión algebraica de F , entonces KL es una extensión
algebraica de L.
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Demostración.
1. ⇒ Consecuencia inmediata del lema 5.25








djqj 6= 0, con los ai y dj




Como los ai, dj , bi y qj son algebraicos sobre F , ∀i ∈ In y ∀j ∈ Im,
entonces
N = F (a1, . . . , an, b1, . . . , bn, d1, . . . , dm, q1, . . . , qm)
es una extensión finita de F , pero como F F (α) N , F (α) tam-
bién es una extensión finita de F , lo cual implica que α es algebraico
sobre F .
De lo anterior se desprende que KL es una extensión algebraica de
F .
2. Como K es una extensión algebraica de F , cada elemento K es ráız de
un polinomio no constante sobre F y con más razón sobre L. Luego,
cada elemento de K es algebraico sobre L.









djqj 6= 0, con los ai y dj en K, y los bi y




Como los ai, dj , bi y qj son algebraicos sobre L, entonces L(α) es una
extensión finita de L, lo cual implica que α es algebraico sobre L. De
donde KL es una extensión algebraica de L.
X
5.49 Observación. Es posible que KL sea una extensión algebraica de L,
sin que K sea una extensión algebraica de F . Basta tomar como K = Q(π),
es decir, el cuerpo de cocientes del anillo de polinomios Q[π], L = Q(π2)
y F = Q. Es claro que KL = Q(π), además el polinomio f(z) = z2 − π2
es irreducible sobre L. Luego [KL : L] = 2, pero K no es una extensión
algebraica de F , ya que π es trascendental sobre Q.
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5.3. Cuerpos algebraicamente cerrados
Alfred North Whitehead
(1861–1947)
“Todo lo que tiene cierta importancia, ha
sido dicho antes por alguien que no lo des-
cubrió”.
Alfred North Whitehead
Hemos visto hasta ahora que para todo polinomio no constante sobre un
cuerpo, existe un cuerpo extensión que contiene por lo menos una ráız de
dicho polinomio. El problema que estudiaremos a continuación es el de
determinar si es o no posible encontrar cuerpos que contengan las ráıces de
los polinomios no constantes sobre ellos.
Inicialmente, se abordó el tema a partir del caso particular de los complejos.
Francisco Vieta (1540–1603), fue quien por primera vez concibió la posi-
bilidad de descomponer un polinomio en factores lineales; aunque intentar
realizar alguna demostración total o parcial de este hecho estaba por enci-
ma de los alcances del álgebra de aquella época. El matemático holandés
Albert Girard (1590–1633), por su parte, habiendo notado que algunos po-
linomios de grado n sobre R que tienen n ráıces reales, y ciertos polinomios
de segundo grado sobre R tienen dos ráıces imaginarias, presentó la conje-
tura de que toda ecuación de grado n sobre R tiene n ráıces entre reales y
complejas.
















p2 + · · · ,
en donde los ai, bj y p son funciones racionales de los coeficientes del poli-
nomio en cuestión. La forma como intentó solucionar la conjetura de Girard
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fue distinta a la sugerida por sus antecesores. La clave de su razonamiento
consist́ıa en intentar demostrar que un polinomio arbitrario y no constan-
te con coeficientes reales, puede descomponerse como un producto de dos
polinomios no constantes; este hecho le permitiŕıa llegar a la prueba apli-
cando inducción sobre el grado de f . Euler fracasó en este proyecto, ya que
pasó por alto muchos puntos fundamentales.
Veintitrés años después, en 1779, Lagrange logró resolver muchas, aunque
no todas las dificultades que se le presentaron a Euler, quedando muy cerca
de la solución definitiva. Pero fue finalmente el pŕıncipe de las matemáticas,
Carl Friedrich Gauss, a quien le correspondió en 1797 la gloria de haber
probado que todo polinomio no constante sobre los complejos tiene sus
ráıces en los complejos para lo cual se basó en una idea surgida en un intento
de demostración dea Jean–le–Rond D’Alembert (1717–1783) y publicada en
1746. El método empleado por Gauss fue el siguiente:
Sea f(z) = u(z) + iv(z) un polinomio no constante en C[z]. El complejo
w es ráız de f(z), si y sólo si, u(w) = 0 y v(w) = 0. Esto es, el polinomio
f(z) tiene ráıces complejas, si y sólo si, las curvas representadas por las
ecuaciones u(z) = 0 y v(z) = 0 se cortan. Mediante un estudio cualitativo
de estas curvas, prueba que una de las dos contiene un arco que tiene a su
vez puntos ubicados en ambas regiones en que queda dividido el plano por
la otra curva. De estos se infiere que las dos curvas se cortan.
Como muchas otras demostraciones
que obtuvo, Gauss no se contentó con
dar una sola prueba de esta proposi-
ción, sino que publicó en 1815, 1816
y 1849 otras tres más. Este resultado
se conoce con el nombre de Teorema
Fundamental del Álgebra. En la ac-
tualidad existen muchas demostracio-
nes del mismo, la mayoŕıa completa-
mente diferentes de las cuatro dadas
por Gauss, muchas de ellas se basan en
métodos del análisis y la variable com-
pleja, pero las ideas básicas del trata-
miento moderno de este teorema se re-
Ernst Steinitz
(1871–1928)
montan a Galois, Dedekind, Liouville y Kronecker, las cuales crearon las
condiciones propicias para que finalmente, a principios del siglo XX,E. Stei-
5.3. CUERPOS ALGEBRAICAMENTE CERRADOS 97
nitz demostrara que todo cuerpo F está contenido en otro K, que satisface
la condición de que todo polinomio no constante sobre K tiene todas sus
ráıces en K.
En el presente parágrafo vamos a desarrollar este último resultado y da-
remos además dos demostraciones del Teorema Fundamental del Álgebra;
la primera desde el punto de vista de la variable compleja, siguiendo las
ideas de la prueba presentada por Liouville, y la segunda con un enfoque
algebraico, en el cual recogemos en lo fundamental, el esṕıritu de la segunda
demostración dada por Gauss.
5.50 Observación. En el parágrafo 1.3 estudiamos el anillo de los poli-
nomios en n indeterminadas. Es posible extender este concepto al caso de
cualquier familia de indeterminadas de la siguiente manera:
Sean M una familia de indeterminadas y D un anillo conmutativo con











Si #M < +∞, no hay problema al utilizar esta notación, ya que el anillo
de polinomios en los elementos de M sobre D se ajusta a ella.
Tomemos ahora f y g elementos de D[M ], tales que f = g. Entonces,
f ∈ D[A] y g ∈ D[B], para algunos A y B en T . Luego f y g están en
D[A ∪ B]. Pero como #(A ∪ B) < +∞, entonces, de acuerdo a lo visto
en el caṕıtulo primero, tenemos que el grado de f es igual al grado de
g y además los coeficientes de los sumandos de igual grado de f y g son
iguales. Cumpliéndose de esta forma en D[M ] la propiedad más importante
que caracteriza a los polinomios.
De igual forma, se puede ver que la suma y el producto de dos polinomios
de D[M ] están en D[M ], y además satisfacen las propiedades exigidas para
que D[M ] sea un anillo conmutativo con unidad.
5.51 Definición. El anillo D[M ] se denomina: anillo de los polinomios
en los elementos de M sobre D.
5.52 Lema. Sea F un cuerpo. Existe un cuerpo K extensión de F , tal que
todo polinomio no constante sobre F tiene todas sus ráıces en K.
Demostración. Para cada polinomio f(x) ∈ F [x], le hacemos corresponder





∣ f(x) ∈ F [x]
}
y el anillo de polinomios F [M ].
98 CAPÍTULO 5. EXTENSIONES ALGEBRAICAS




∣ f(x) ∈ F [x]
}
, enton-
ces J 6= 〈1〉 = F [M ], ya que si esto no fuera cierto, existiŕıan polinomios
f1(x), . . . , fm(x) en F [x], g1(yf1, . . . , yfm), . . . , gm(yf1, . . . , yfm) en F [M ] y




gi(yf1 , . . . , yfm)fi (yfi) = 1. (5.28)
Por el corolario 5.35 sabemos que existe un cuerpo R extensión de F , que
contiene por lo menos una ráız αi de fi(x), ∀i ∈ Im.
Calculando (5.28) en 〈α1, . . . , αm〉, obtenemos que 1 = 0, lo cual es una
contradicción. Por lo tanto J 6= F [M ].
Aplicando el lema ??, tenemos que existe un ideal maximal P de F [M ], tal









∣ β ∈ F
}
es un subcuerpo de T ; además, la apli-
cación
σ : F −→ E
β 7−→ σ(β) = β + P
es un homomorfismo sobreyectivo. Veamos que es uno a uno.
En efecto, si σ(β) = P , entonces β + P = P , luego β ∈ P . Si β 6= 0.
Entonces 1 = ββ−1 ∈ P , por lo tanto P = F [M ], lo cual implica que P no
es maximal. De donde β = 0. Por consiguiente σ es uno a uno.
Por el teorema de lanzar atrás (Apéndice A), tenemos que existe un cuerpo
K extensión de F y un isomorfismo σ̄ de K sobre T , tal que σ̄|F = σ.
Sea ψ el isomorfismo inducido por σ̄ del anillo de polinomios K[x] sobre el




















(βi + P ) z
i.
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Luego
f̄(yf + P ) =
∑
















= f (yf ) + P
= P.
Por lo tanto yf + P ∈ T es una ráız de f̄(z). Como σ̄ es un isomorfismo,
tenemos que existe αf ∈ K tal que ψ(αf ) = yf + P .
De donde, ψ(f(αf )) = f̄(yf + P ) = P ; luego f(αf ) = 0.
Hemos demostrado que todo polinomio no constante sobre F tiene por lo
menos una ráız en K. De esto se desprende que todo polinomio no constante
sobre F tiene todas sus ráıces en K. X
5.53 Definición. Un cuerpo R es algebraicamente cerrado, si todo
polinomio no constante sobre él tiene todas sus ráıces en él.
5.54 Observación. Esto es, si R es algebraicamente cerrado, entonces todo
polinomio no constante sobre él se puede factorizar como un producto de
factores lineales en R[x]. Además los únicos polinomios irreducibles sobre
R, son los de primer grado.
5.55 Teorema. Si F es un cuerpo, existe un cuerpo L extensión de F
algebraicamente cerrado.
Demostración. Gracias al lema anterior podemos construir una cadena as-
cendente {Fi} de cuerpos, tal que:
1. F0 = F .
2. Fi ⊆ Fi+1 ∀i ∈ N.
3. Para cada i ∈ N se tiene que todo polinomio no constante sobre Fi





Fi. Si a y b están en L, entonces existe i ∈ N, tal que a y b
estén en Fi.
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Como Fi es un cuerpo, a + b, ab, −a y b−1 (si b 6= 0) están en Fi, y por
lo tanto en L. Las demás propiedades que se requieren para que L sea un
cuerpo también se tienen. Por lo tanto, L es un cuerpo extensión de F ;
veamos que además es algebraicamente cerrado.
Sea f(x) un polinomio no constante en L[x]. Existe j ∈ N, tal que
f(x) ∈ Fj [x]. Como todas las ráıces de f(x) están en Fj+1, entonces tam-
bién se encuentran en L. X
5.56 Ejercicio. Si un cuerpo es finito, no puede ser algebraicamente
cerrado.
Demostración. Sea F = {a0 = 1, a1, . . . , an} un cuerpo finito. El polinomio




(x− aj) ∈ F [x],
pero f(aj) = 1, ∀j = 0, . . . , n. Luego F no es algebraicamente cerrado. X
5.57 Observación. Vamos a presentar a continuación la primera de las dos
pruebas que daremos del Teorema Fundamental del Álgebra. Para ello, nos
apoyaremos en un resultado obtenido por Joseph Louis Liouville, conocido
con el nombre de Teorema de Liouville. Este teorema lo presentó en las
conferencias que dio en el College de France en 1847, pero solo fue publicado
hasta 1851.
Recordemos que una función f de variable compleja es entera, si es derivable
en z, para todo z ∈ C, y es acotada en una región R, si existe ε > 0, tal
que |f(z)| < ε, ∀z ∈ R.
Pues bien, el Teorema de Liouville afirma que: toda función entera y acota-
da, es constante. Su demostración se encuentra en la mayoŕıa de los textos
de variable compleja, y no la damos, porque nos desviaŕıamos de nuestro
principal objetivo, pero esperamos que el lector la consulte.
5.58 Teorema (Teorema Fundamental del Álgebra). Todo polinomio no
constante sobre los complejos tiene por lo menos una ráız en los complejos.
Demostración. Supongamos que no. Esto es, que exista un polinomio
f(z) ∈ C[z] con ∂f > 0, tal que f(w) 6= 0, ∀w ∈ C.
Sin pérdida de generalidad, podemos suponer que
f(z) = zn + a1z
n−1 + · · · + an−1z + an,
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ya que en caso contrario, bastaŕıa con factorizar el coeficiente del término
de mayor grado de f(z) y tomaŕıamos este nuevo polinomio.




|aj | + 1, g(z) =
1
f(z)




∣ |z| ≤ r
}
.
Una de las propiedades globales de las funciones continuas afirma que la
imagen por una función cont́ınua de un conjunto compacto es un conjun-






Por lo tanto, existe γ > 0 tal que |g(z)| ≤ γ, ∀z ∈ N̄r(0).
























































, ∀z ∈ C −N r(0),
lo cual nos permite inferir que
|g(z)| < 2
rn
, ∀z ∈ C −N r(0).







|g(z)| < δ, ∀z ∈ C.
Es decir, g es acotada en C. Como g obviamente es entera, entonces por el
Teorema de Liouville tenemos que es constante. De esto se concluye que f
también es constante, lo cual es una contradicción. X
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5.59 Observación. Con el fin de presentar la segunda prueba del Teorema
Fundamental del Álgebra, la cual, como hemos dicho, tiene un carácter
totalmente algebraico, tenemos que introducir algunos conceptos que le
van a servir de soporte teórico.
Por otra parte, aqúı se demostrará un resultado mucho más general, el
cual, restringido al cuerpo de los reales, no es sino este importante teorema.
Comencemos nuestra tarea con la siguiente definición.
5.60 Definición. Sea F un cuerpo y T un subconjunto no vaćıo de F .
Diremos que T induce una ordenación sobre F , si:
i. Para cualquier x ∈ F se tiene una y solo una de las siguientes tres
posibilidades:
Que x ∈ T , que −x ∈ T , ó que x = 0.
ii. ∀x, y ∈ T , x+ y y xy están en T .
5.61 Observación. Como 1 6= 0 y 1 = (−1)2 = 12, entonces 1 ∈ T .
5.62 Observación. El cuerpo F se denomina un cuerpo ordenado.
5.63 Observación. Los elementos de T son llamados, los positivos de F .
5.64 Definición. Sean F un cuerpo ordenado con una ordenación inducida
por T , y, a y b elementos de F . Diremos que a es menor que b y notaremos
a < b, si b− a ∈ T .
5.65 Observación. Utilizando esta notación, podemos ver que las dos
condiciones que se exigen en la definición se pueden presentar de la siguiente
manera:
1) Si x ∈ F , se tiene una y solo una de las siguientes tres posibilidades:
Que 0 < x, que x < 0, ó que x = 0.
2) Si 0 < x y 0 < y, entonces 0 < x+ y y 0 < xy.
5.66 Observación. Si x e y están en F , y x < y, también notaremos
y > x.
5.67 Observación. Cuando notemos x 5 y, estaremos afirmando que
x < y ó x = y. De la misma manera x = y significa que x > y ó x = y.
5.68 Ejemplo. R y Q son cuerpos ordenados. Basta tomar en el primer
caso T = R+ = {a ∈ R
∣
∣ a 6= 0 y existe b ∈ R con b2 = a} y en el segundo
Q+ = Q ∩ R+.
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5.69 Ejercicio. Sean F un cuerpo e i una ráız del polinomio f(x) = x2+1.
Demuestre que F (i) no es un cuerpo ordenado.
Demostración. Supongamos que existe un subconjunto no vaćıo T de F (i)
que induzca una ordenación sobre F (i). Como i 6= 0, entonces
i ∈ T, ó − i ∈ T
y se tiene una y solo una de estas dos posibilidades.
Si i ∈ T , entonces, −1 = ii ∈ T ; pero como 1 ∈ T , se tiene entonces que
0 = 1 + (−1) ∈ T , lo cual contradice la propiedad 1) De donde i /∈ T . En
forma similar se demuestra que −i /∈ T . X
5.70 Lema. Todo cuerpo ordenado es de caracteŕıstica cero.
Demostración. Sea F un cuerpo ordenado. Existe un subconjunto no vaćıo
T de F que induce una ordenación sobre F .
Si F fuera de caracteŕıstica finita, existiŕıa p > 0 primo tal que pa = 0,
∀a ∈ F . Luego, en particular p1 = 0 (1 ∈ F ). Pero como 1 ∈ T , entonces
p1 ∈ T ; por lo tanto 0 ∈ T , lo cual contradice la parte 1) de la definición
5.60. X
5.71 Definición. Un cuerpo F es formalmente real, si −1 no puede
expresarse como una suma de cuadrados.
5.72 Ejercicio. Si F es un cuerpo formalmente real y α es trascendental
sobre F , demuestre que F (α) también es formalmente real.
Demostración. Supongamos que no. Entonces existen f1(x), . . . , fn(x), n






Como el conjunto {1, α, . . . , αl, . . . } es linealmente independiente sobre F ,
entonces de la ecuación anterior se desprende que −1 es una suma de los
términos constantes de cada uno de los polinomios (fj(x))
2. Pero dichos








luego F no es formalmente real, lo cual es una contradicción. X
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5.73 Definición. Un cuerpo F es cerrado real, si es formalmente real,
pero ninguna de sus extensiones propias los es.
5.74 Ejemplo. R y Q son cuerpos formalmente reales R es cerrado real
pero Q no lo es; C no es formalmente real.
5.75 Lema. Todo cuerpo cerrado real es ordenado y además esta ordena-
ción es única.
Demostración. Sea F un cuerpo cerrado real. Veamos inicialmente que
∀a ∈ F − {0}, a es un cuadrado, ó −a es un cuadrado.
En efecto, supongamos que exista a ∈ F−{0}, tal que a no sea un cuadrado
en F . Entonces el polinomio g(x) = x2 − a es irreducible sobre F . Por lo
tanto, existe λ ráız de g(x) en un cuerpo extensión de F . Sabemos que
[F (λ) : F ] = ∂g = 2, luego {1, λ} es una base de F (λ) sobre F .






pero como wj ∈ F (λ), ∀j ∈ In, existen aj y bj en F , ∀j ∈ In, tales que






























Si a fuera una suma de cuadrados de F , entonces por (5.30) tenemos que
−1 es una suma de cuadrados de F , lo cual no es posible, porque F es
cerrado real. Por consiguiente a no es una suma de cuadrados de F .
Resumiendo, hemos mostrado que si a no es un cuadrado de un elemento de
F , entonces a no es una suma de cuadrados de elementos de F . De donde,
si un elemento de F es una suma de cuadrados de F , entonces será un
cuadrado de un elemento de F .
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Por lo tanto, existen c y d en F , tales que
















luego −a es un cuadrado en F .
Esto es, se ha probado que si a no es un cuadrado de un elemento de F ,
entonces −a es un cuadrado en F .
Veamos ahora que si b es el cuadrado de un elemento de F , entonces −b no
puede ser el cuadrado de un elemento de F .






, luego F no es formalmente real, lo cual es una contradicción.
Sea T = {a ∈ F −{0}
∣
∣ existe b ∈ F y a = b2}. T satisface las propiedades
i) y ii) de la definición 5.60. Por consiguiente, T induce una ordenación
sobre F .
Demostremos a continuación que esta ordenación es única.
Supongamos que no, entonces existe S ⊆ F , no vaćıo S 6= T , que induce
una ordenación sobre F .
Sea x ∈ T , existe y ∈ F tal que x = y2. Como y 6= 0, entonces y ∈ S,
ó −y ∈ S. Si y ∈ S, x = y2 ∈ S. Si −y ∈ S, x = (−y)2 ∈ S. Por lo tanto,
T ⊆ S.
Sea x ∈ S. Si x /∈ T , entonces −x ∈ T pero como T ⊆ S, tenemos que
−x ∈ S. De donde 0 = x + (−x) ∈ S, lo cual es una contradicción. Por
consiguiente S ⊆ T .
De lo anterior se desprende que S = T . X
5.76 Lema. En todo cuerpo cerrado real F , todo polinomio de grado impar
en F [x], tiene por lo menos una ráız en F .
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Demostración.
1) Si g(x) es un polinomio sobre F de grado uno, no hay nada que demos-
trar.
2) Supongamos que el lema se cumple para todo polinomio de grado impar
menor que m = 2n+ 1 > 1.
Sea f(x) un polinomio sobre F de grado m. Si f(x) es reducible, por
lo menos uno de sus factores tiene grado impar menor que m; luego,
aplicando la hipótesis de inducción tenemos que existe una ráız de este
factor, y por lo tanto de f(x) en F .
Si f(x) es irreducible, sabemos por un teorema anterior que existen c
ráız de f(x) y F (c) un c.d.r. de f(x) sobre F . Pero como F es cerrado
real, −1 puede expresarse como una suma de cuadrados de F (c). De
donde, existen polinomios g1(x), . . . , gs(x) en F [x], con ∂gj ≤ m − 1,












2 + 1, sobre F , entonces t(c) = 0,
luego t(x) es múltiplo del polinomio mı́nimo para cada c sobre F ; es







2 = f(x)h(x) − 1. (5.31)
Como la suma de la izquierda de la igualdad (5.31) es de grado
par, entonces el grado de f(x)h(x) es par. Pero el grado de f(x) es
impar, entonces el grado de h(x) es impar y además menor que el ∂f ,
ya que
∂f + ∂h ≤ máx{2∂gj
∣
∣ j ∈ Is} ≤ 2∂f − 2;
de esto se infiere que
∂h ≤ ∂f − 2.
Por hipótesis de inducción, existe α ∈ F tal que h(α) = 0.
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lo cual es una contradicción, ya que F es cerrado real.
De lo anterior se desprende que f(x) no puede ser irreducible.
X
5.77 Lema. Sean F un cuerpo y una ráız i del polinomio x2 + 1 sobre
F . Si cualquier polinomio f(x) irreducible sobre F posee una ráız en F (i),
entonces F (i) es algebraicamente cerrado.
Demostración. Supongamos que no. Entonces existe un polinomio h(x) so-
bre F (i) que no tiene todas sus ráıces en F (i). Sea c una de ellas. Como c
es algebraico sobre F (i), tenemos que
[F (i, c) : F (i)] < +∞.
Pero [F (i) : F ] < +∞, entonces [F (i, c) : F ] < +∞; luego [F (c) : F ] < +∞.
Sea m(x) ∈ F [x] el polinomio mı́nimo para c; al ser irreducible sobre
F , tenemos por hipótesis que existe d ∈ F (i) tal que m(d) = 0. Como
F F (d) F (i) y [F (i) : F ] ≤ 2, entonces [F (d) : F ] ≤ 2, y por consi-
guiente el ∂m ≤ 2; pero c y d son ráıces de m(x), con c 6= d, entonces
∂m = 2.
Al restar x− d y m(x) en F (i)[x], tenemos que existen a 6= 0 y e en F (i),
tales que




∈ F (i), lo cual es una contradicción. X
5.78 Lema. Sean F un cuerpo ordenado y F (i) el cuerpo obtenido por la
adjunción a F de una ráız i del polinomio x2 +1. Si todo elemento positivo
de F es el cuadrado de un elemento de F , entonces toda ecuación cuadrática
sobre F (i) es soluble.
Demostración. x2 +1 es irreducible sobre F , ya que en caso contrario exis-
tiŕıa α ∈ F , tal que α2 = −1 es obvio que α 6= 0.
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Si T es un subconjunto de F que induce una ordenación sobre F , entonces
α2 ∈ T . Luego −1 ∈ T , pero como 1 ∈ T , entonces 0 ∈ T , lo cual es una
contradicción. De donde, x2 + 1 es irreducible sobre F y {1, i} es una base
de F (i) sobre F .
Sea a+bi ∈ F (i)−{0}, entonces a2+b2 es un elemento positivo de F . Luego
existe c ∈ F − {0} tal que c2 = a2 + b2. Como F es un cuerpo ordenado,
c ó −c es positivo. Podemos suponer sin pérdida de generalidad que c es
positivo; además, como c2 ≥ a2, entonces c ≥ a, ya que si a > c > 0,
entonces ac > c2 > 0 y a2 > ac > 0. Luego a2 > c2, lo cual es una
contradicción.
Similarmente se tiene que c ≥ −a, luego 1
2
(c + a) y
1
2
(c − a) son mayores
o iguales a cero; aplicando la hipótesis tenemos, que existen β y γ en F ,
ráıces respectivamente de los polinomios u(x) = x2 − 1
2




Luego β2−γ2 = a y (2βγ)2 = b2. Si 2βγ 6= b, entonces, 2βγ = −b; tomamos
en este caso −γ por γ. Hemos pues encontrado dos elementos β y γ en F ,
tales que
a = β2 − γ2 y b = 2βγ.
De donde
a+ bi = β2 − γ2 + 2βγi = (β + γi)2.
Por lo tanto, todo elemento de F (i) tiene una ráız cuadrada en F (i); esto
es, toda ecuación cuadrática en F (i) es soluble. X
5.79 Teorema. Sean F un cuerpo ordenado y F (i) el cuerpo obtenido por
la adjunción a F de una ráız i del polinomio x2+1. Si todo elemento positivo
de F es el cuadrado de un elemento de F y todo polinomio de grado impar
sobre F tiene al menos una ráız en F , entonces F (i) es algebraicamente
cerrado.
Demostración. De acuerdo con lo visto en el lema 5.77, es suficiente de-
mostrar que cualquier polinomio f(x) irreducible sobre F posee una ráız
en F (i).
En el caṕıtulo 3 vimos que si la caracteŕıstica de F es cero, todo poli-
nomio irreducible sobre F tiene todas sus ráıces simples. Por lo tanto, si
demostramos que cualquier polinomio no constante sobre F que tenga to-
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das sus ráıces simples posee una ráız en F (i), obviamente todo polinomio
irreducible sobre F tendrá por lo menos una ráız en F (i). Veámoslo.
Sea M = {m ∈ N
∣
∣ cualquier polinomio f(x) sobre F , que tenga todas sus
ráıces simples, y además ∂f = 2mr, con r impar, posee por lo menos una
ráız en F (i)}.
1. 0 ∈M , por hipótesis.
2. Sea m ≥ 1. Supongamos que m− 1 ∈M , probemos que m ∈M .
Sea f(x) un polinomio sobre F que tiene como ráıces a α1, . . . , αn;




gjk(x) = αjαk + x(αj + αk)
∣
∣ 1 ≤ j < k ≤ n
}
(5.32)
tiene exactamente p =
n(n− 1)
2
elementos, ya que si 1 ≤ j < k ≤ n,
1 ≤ u < v ≤ n y {αj , αk} 6= {αu, αv}, pero gjk(x) = guv(x), entonces
αjαk = αuαv y αj + αk = αu + αv,
lo cual implica que los polinomios l(x) = x2 − (αj + αk)x+ αjαk y q(x) =
x2−(αu+αv)x+αuαv son iguales, y por lo tanto las ráıces de l(x) son iguales
a los de q(x); esto es, {αj , αk} = {αu, αv}, lo cual es una contradicción.
Por otra parte, el conjunto T de los θ ∈ F para los cuales existen por lo
menos dos polinomios gjk(x) y guv(x), tales que gjk(θ) = guv(θ), es finito.
Como F es un cuerpo ordenado, su caracteŕıstica es cero; por lo tanto tiene
infinitos elementos. De donde, el conjunto F − T es infinito.





= xp − b1xp−1 + · · · + (−1)pbp.
En el parágrafo 1.4 vimos que para cada j ∈ Ip existe un polinomio simétrico
uj(y1, . . . , yp) del anillo de polinomios F [y1, . . . , yp], tal que
bj = uj (g12(c), . . . , gn−1n(c)) . (5.33)
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Sea σ ∈ Sn. Sabemos por el corolario 1.109, que existe un único auto-
morfismo σ∗ del anillo de polinomios F [x1, . . . , xn], tal que σ∗|F = id y
σ∗(xj) = xσ(j), ∀j ∈ In.
Para cada pareja (j, k), con 1 ≤ j < k ≤ n, construimos los polinomios
hjk(x1, . . . , xn) = xjxk + c (xj + xk) , (5.34)
entonces






hσ(j)σ(k)(x1, . . . , xn), si σ(j) < σ(k)
hσ(k)σ(j)(x1, . . . , xn), si σ(k) < σ(j),
por lo tanto, si
tj(x1, . . . , xn) = uj (h12(x1, . . . , xn), . . . , hn−1n(x1, . . . , xn)) , (5.35)
entonces
σ∗ (tj(x1, . . . , xn)) = uj (σ
∗ (h12(x1, . . . , xn)) , . . . , σ
∗ (hn−1n(x1, . . . , xn)))
= uj (h12(x1, . . . , xn), . . . , hn−1n(x1, . . . , xn))
= tj(x1, . . . , xn).
Luego, tj(x1, . . . , xn) es un polinomio simétrico de F [x1, . . . , xn]. De donde,
tj(x1, . . . , xn) es un polinomio en los polinomios elementales simétricos en





(z − xj) = zn − γ1zn−1 + · · · + (−1)nγn









xn − d1xn−1 + · · · + (−1)ndn
)
,
en donde tanto ζ como los dj están en F , ∀j ∈ In; entonces
tj(α1, . . . , αn) ∈ F [d1, . . . , dn] = F.
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Pero por (5.32), (5.33), (5.34) y (5.35) tenemos que
tj(α1, . . . , αn) = bj , ∀j ∈ In.
Luego, f1(x) ∈ F [x].
Por otra parte, como ∂f1 =
n(n− 1)
2
= 2m−1r(2mr−1) y todas las ráıces de
f1(x) son simples, aplicamos la hipótesis de inducción, la cual nos permite
afirmar que existe 〈j, k〉, con 1 ≤ j < k ≤ n, tal que gjk(c) ∈ F (i). Esto es,
hemos demostrado que ∀c ∈ F − T , existe 〈j, k〉, con 1 ≤ j < k ≤ n, tal
que αjαk + c (αj + αk) ∈ F (i).
Como existen infinitos elementos en F−T y solo un número finito de parejas
〈j, k〉 con 1 ≤ j < k ≤ n, entonces existen c1 y c2 en F − T con c1 6= c2 y
una pareja 〈j, k〉 con 1 ≤ j < k ≤ n, tales que
αjαk + c1(αj + αk) ∈ F (i) (5.36)
y
αjαk + c2(αj + αk) ∈ F (i). (5.37)
Restando (5.37) de (5.36) obtenemos
(c1 − c2)(αj + αk) ∈ F (i),
pero como c1 − c2 ∈ F − {0}, entonces
αj + αk ∈ F (i); (5.38)
también,
αjαk = (αjαk + c1(αj + αk)) − c1(αj + αk) ∈ F (i).
Luego
(αj − αk)2 = (αj + αk)2 − 4α2jα2k ∈ F (i).
De donde, por el lema 5.78, tenemos que
αj − αk ∈ F (i). (5.39)








((αj + αk) − (αj − αk)) ∈ F (i).
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Por consiguiente, f(x) tiene más de una ráız en F (i).
Hemos pues demostrado que todo polinomio no constante sobre F que tenga
todas sus ráıces simples tiene por lo menos una ráız en F (i); que era lo que
pretend́ıamos probar. X
5.80 Corolario. Si F es un cuerpo cerrado real, no es algebraicamente
cerrado; pero el cuerpo F (i) obtenido por la adjunción a F de una ráız i
del polinomio x2 + 1 śı lo es.
Demostración.
1. Si F fuera algebraicamente cerrado, existiŕıa c ∈ F , tal que c2+1 = 0.
Luego c2 = −1, lo cual es una contradicción.
2. Como F es cerrado real, también es ordenado y además todo elemento
positivo de F es el cuadrado de un elemento de F (lema 5.75). Por
otra parte, el lema 5.76 nos permite afirmar que todo polinomio de
grado impar sobre F tiene por lo menos una ráız en F . Aplicando el
teorema 5.79, tenemos que F (i) es algebraicamente cerrado.
X
5.81 Corolario. Si F es un cuerpo cerrado real, los únicos polinomios
irreducibles de F [x] son los lineales o los cuadráticos de la forma ax2+bx+c,
con b2 − 4ac < 0.
Demostración. Sea f(x) un polinomio irreducible sobre F . Como F es ce-
rrado real, existe una ráız α de f(x) en F (i). Luego
∂f = [F (α) : F ] ≤ [F (i) : F ] = 2.
De donde ∂f = 1 ó ∂f = 2.
Si ∂f = 1, entonces f(x) es un polinomio lineal.
Si ∂f = 2, f(x) es de la forma ax2 + bx+ c, con a 6= 0.










lo cual no es posible, ya que f(x) es irreducible sobre F . Por lo tanto
b2 − 4ac < 0. X
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5.82 Observación. Si F no es cerrado real, el resultado que acabamos de
demostrar no necesariamente se tiene. Tomemos por ejemplo sobre Q, el




(x+ kp), en donde p es un primo y n > 1.
Existen enteros α0, α1, . . . , αn−1, tales que gp(x) = xn + αn−1xn−1 + · · · +
α1x+ α0.
Es claro que p divide a αj, ∀j ∈ In−1. Como α0 = npn + p, tenemos que p
divide a α0, pero p
2 no lo divide, luego por el criterio de Eisenstein podemos
afirmar que gp(x) es un polinomio irreducible sobre Q. Esto es, para cada
n ∈ Z+, existen polinomios irreducibles sobre Q de grado n.
5.83 Lema. Si K 6= F , es una extensión finita del cuerpo cerrado real F
entonces es isomorfo a F (i).
Demostración. Sea v ∈ K − F . Existe f(x) ∈ F [x] irreducible, tal que
f(v) = 0. Como F (i) es algebraicamente cerrado, existe u ∈ F (i) tal que
f(u) = 0. Por el teorema de isomorfismos de cuerpos de ruptura, tenemos
que existe un único isomorfismo ψ de F (u) sobre F (v), tal que ψ|F = id y
ψ(u) = v. De esto se infiere que [F (v) : F ] = [F (u) : F ]. Pero
[F (v) : F ] > 1 y [F (u) : F ] ≤ [F (i) : F ] = 2,
entonces [F (u) : F ] = 2, luego F (u) = F (i); y por lo tanto F (v) = F (i).
Gracias a este hecho, fácilmente podemos probar que F (v) es también al-
gebraicamente cerrado.
Si F (v) 6= K, existe w ∈ K−F (v), tal que [F (v)(w) : F (v)] es finito y mayor
que uno. Por lo tanto, el polinomio mı́nimo para w sobre F (v) tiene grado
mayor o igual a dos, lo cual es imposible, ya que F (v) es algebraicamente
cerrado. X
5.84 Ejemplo. Toda extensión propia y finita de los reales es isomorfa a
los complejos.
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5.4. Cuerpos de descomposición
Israel Herstein
(1923–1988)
“Cuán propio de la naturaleza de la ciencia
matemática es que cada auténtico avan-
ce vaya unido a la invención de herramien-
tas más potentes y de métodos mas sen-
cillos, herramientas y métodos que ayudan
a comprender teoŕıas previas y a desechar
otros desarrollos más complicados”.
David Hilbert (1862–1943)
El propósito de este parágrafo es estudiar los cuerpos de descomposición
de polinomios, ya que su conocimiento nos provee de una valiosa informa-
ción fundamental para su aplicación a la solución de problemas, no solo de
álgebra, sino también de geometŕıa y teoŕıa de números.
5.85 Definición. Sean f(x) un polinomio no constante sobre un cuerpo F
y L un cuerpo extensión de F . Diremos que el polinomio f(x) se descom-
pone sobre L, si f(x) es un producto de polinomios lineales en L[x].
5.86 Definición. Un cuerpo K extensión del cuerpo F es un cuerpo de
descomposición (c.d.d) del polinomio f(x) sobre F , si:
1) f(x) se descompone sobre F .
2) Para todo cuerpo M 6= K tal que F M K, f(x) no se descompone
sobre M .
5.87 Observación. Si K es un cuerpo de descomposición del polinomio
f(x) ∈ F [x], existen a, c1, . . . , cn en K, tales que
f(x) = a(x− c1) · · · (x− cn).
Es obvio que los elementos c1, . . . , cn son las ráıces de f(x); además
F (c1, . . . , cn) K y f(x) se descompone sobre F (c1, . . . , cn), luego
K = F (c1, . . . , cn).
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5.88 Ejemplo. Sean a ∈ Q+ y f(x) = xn − a ∈ Q[x]. Las ráıces de f(x)
en C son: rj = n
√
aθj, ∀j ∈ In, con θ = e
2πi
n . Por lo tanto, un c.d.d de f(x)





a ∈ K y θ = r1
rn
∈ K; luego Q( n√a, θ) K. De lo anterior se
desprende que K = Q( n
√
a, θ).
5.89 Ejemplo. El polinomio f(z) = z3 + z + 1 es irreducible sobre Z2.
Sea α una ráız de f(z) en un cuerpo extensión de Z2, entonces f(z) se
factoriza en (Z2(α))[x] como
f(z) = (z − α)(z − α2)(z − (α2 + α)).
Luego, Z2(α) no solo es un c.d.r de f(z), sino también un c.d.d y además
[Z2(α) : Z2] = 3.
5.90 Lema. Si K es un c.d.d de f(x) sobre F , entonces para todo otro
cuerpo L extensión de F que esté contenido en K, se tiene que K es un
c.d.d de f(x) sobre L.
Demostración. Si c1, . . . , cn son las ráıces de f(x) en K, entonces K =
F (c1, . . . , cn). Es obvio que L(c1, . . . , cn) = F (c1, . . . , cn); si f(x) se des-
compusiera sobre cualquier cuerpo intermedio entre L y K, entonces K no
seŕıa un c.d.d de f(x) sobre F , lo cual contradice la hipótesis. De lo anterior
se desprende que K es un c.d.d de f(x) sobre L. X
5.91 Ejercicio. Demuestre que todo polinomio f(x) sobre el cuerpo F , de
grado dos, tiene por lo menos un c.d.d.
Demostración.
1. Si f(x) es reducible en F [x], entonces F es un c.d.d de f(x) sobre F .
2. Si f(x) es irreducible en F [x], entonces, por lo visto en el parágrafo 5.3,
tenemos que existe una extensión F (c) de F , en donde f(x) tiene una
ráız c.
Como f(x) y (x− c) están en (F (c))[x], entonces por el algoritmo de la
división se tiene que existe g(x) ∈ (F (c))[x], tal que f(x) = g(x)(x− c);
pero ∂g = 1, por lo tanto f(x) se descompone sobre F (c).
X
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5.92 Lema. Todo polinomio no constante sobre algún cuerpo tiene por lo
menos un c.d.d sobre este cuerpo.
Demostración. Sea S = {m ∈ Z+
∣
∣ Si g(x) es un polinomio de grado m
sobre un cuerpo. Entonces, existe por lo menos un c.d.d de g(x) sobre este
cuerpo}.
1) 1 ∈ S, ya que si f(x) es un polinomio de grado 1 sobre un cuerpo F ,
entonces F es un c.d.d de f(x) sobre F .
2) Sea n > 1. Supongamos que ∀m ∈ In−1, m ∈ S. Probemos que n ∈ S.
Si f(x) es un polinomio de grado n sobre un cuerpo F , se presentan dos
posibilidades:
a) Que f(x) sea irreducible sobre F . Por el teorema 5.33 sabemos que
existe c ráız de f(x) en un cuerpo extensión de F ; por lo tan-
to, existe un polinomio h(x) sobre F (c) con ∂h = n − 1, tal que
f(x) = (x− c)h(x) en (F (c))[x]. La hipótesis de inducción garantiza
la existencia de un c.d.d L de h(x); si c2, . . . , cn son las ráıces de
h(x), entonces F (c, c2, . . . , cn) es un c.d.d de f(x) sobre F .
b) Que f(x) sea reducible sobre F ; entonces existen h(x) y t(x) en F [x],
con 1 ≤ ∂h < n y 1 ≤ ∂t < n, tales que f(x) = h(x)t(x).
Por hipótesis de inducción tenemos que existe un c.d.d M de h(x) so-
bre F . Si c1, . . . , cm son ráıces de h(x) en M , entonces
M = F (c1, . . . , cm).
Considerando a t(x) como un polinomio sobre M , aplicamos nue-
vamente la hipótesis de inducción, la cual nos permite afirmar que
existe un c.d.d K de t(x) sobre M . Si cm+1, . . . , cn son las ráıces
de t(x) en K, entonces K = M(cm+1, . . . , cn) = F (c1, . . . , cn) es un
c.d.d de f(x) sobre F .
X
5.93 Lema. Sea f(x) un polinomio de grado n > 0 sobre el cuerpo F .
Existe un c.d.d K de f(x) sobre F , tal que [K : F ] ≤ n!.
Demostración. Sea g(x) un factor irreducible de f(x). Por el teorema 5.33,
tenemos que existe c1 ráız de g(x), y por consiguiente de f(x), tal que F (c1)
es un c.d.r de g(x), sobre F ; pero por el teorema 5.18 numeral 5), sabemos
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que [F (c1) : F ] = ∂g ≤ ∂f = n. Supongamos que existan c1, . . . , cm,
(m < n) ráıces de f(x), tales que
[F (c1, . . . , cm) : F ] ≤ n(n− 1) · · · (n− (m− 1)).
Entonces, f(x) se factoriza sobre L = F (c1, . . . , cm) en la forma siguiente:
f(x) = (x− c1) · · · (x− cm)h(x).
Sea t(x) un factor irreducible de h(x) sobre L. Existe cm+1 ráız de t(x), y
por consiguiente de f(x), tal que L(cm+1) es un c.d.r de t(x) sobre L, luego
f(x) se factoriza sobre L(cm+1) de la siguiente manera:
f(x) = (x− c1) · · · (x− cm)(x− cm+1)u(x).
Además,
[L(cm+1) : F ] = [L(cm+1) : L][L : F ]
≤ n(n− 1) · · · (n− (m− 1))∂t
≤ n(n− 1) · · · (n− (m− 1))∂h
≤ n(n− 1) · · · (n−m+ 1)(n −m).
De lo anterior se desprende que existen c1, . . . , cn; n ráıces de f(x) y
a ∈ F (c1, . . . , cn) a 6= 0, tales que
f(x) = a(x− c1) · · · (x− cn)
en (F (c1, . . . , cn))[x] y además
[F (c1, . . . , cn) : F ] ≤ n(n− 1) · · · (n− (n− 1))
≤ n!.
X
5.94 Observación. El lema 5.93 es mucho más fuerte que el anterior, ya
que no solo se demuestra que todo polinomio no constante sobre un cuerpo
F tiene por lo menos un c.d.d. K que es una extensión finita de F , sino
que además se encuentra una cota para [K : F ].
Vamos a estudiar a continuación la relación que existe entre los cuerpos de
descomposición de un polinomio.
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5.95 Teorema. Sea µ un isomorfismo del cuerpo F sobre el cuerpo F̄ y µ̄
el isomorfismo inducido por µ del anillo de polinomios F [x] sobre el anillo
de polinomios F̄ [y]. Si K es un c.d.d del polinomio f(x) ∈ F [x] y K̄ es un
c.d.d del polinomio f̄(y) = µ̄(f(x)), entonces:
1. Existe un isomorfismo ψ de K sobre K̄ que extiende a µ.
2. Si τ es un isomorfismo de K sobre K̄ que extiende a µ y c ∈ K, entonces:
“c es ráız de f(x), si y sólo si, τ(c) es ráız de f̄(y)”.
3. Si todas las ráıces de f̄(y) en K̄ son simples, entonces el número de
isomorfismos de K sobre K̄ que extiende a µ es [K : F ].
Demostración.
1. Como f(x) se descompone sobre K, existen β, c1, . . . , cn en K, tales que




F si j = 0
Fj−1(cj) si j ∈ In
y S = {j ∈ In ∪ {0}
∣
∣ existe σj : Fj
isomorfismo−−−−−−−→ K̄, tal que σj |F = µ}.
a) 0 ∈ S, ya que la aplicación σ0 de F en K̄, tal que σ0(x) = µ(x),
∀x ∈ F , es un isomorfismo.
b) Supongamos que m ∈ S (m < n). Veamos que m+ 1 ∈ S.
Como m ∈ S, existe un isomorfismo σm de Fm en K̄, tal que
σm|F = µ.
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tomemos g(x) un factor irreducible de f(x) sobre Fm que tenga a
cm+1 como ráız; entonces, σ̄m(g(x)) = ḡ(y) es un factor irreducible
de f̄(y). Sea d ∈ K̄ una ráız de ḡ(y); por el teorema 5.39, tenemos
que existe un isomorfismo τ de Fm+1 = Fm(cm+1) sobre (σm(Fm))(d),
tal que τ(cm+1) = d y τ |Fm = σm. Pero como σm|F = µ, entonces
τ |
F
= µ. Por consiguiente, si definimos la aplicación
σm+1 :Fm+1 −→ K̄
b 7−→ σm+1(b) = τ(b)
tenemos que σm+1 es un isomorfismo, tal que σm+1|F = µ, de donde
m+ 1 ∈ S.
De lo anterior se deduce que S = In ∪ {0}. Luego n ∈ S, entonces
existe un isomorfismo σn de K en K̄, tal que σn|F = µ.
Por otra parte, f̄(y) se descompone sobre σn(K), ya que f(x) se
descompone sobre K; pero K̄ es un c.d.d de f̄(y) sobre K, entonces
K̄ = σn(K). Luego, hemos encontrado un isomorfismo de K sobre K̄
que restringido a F es µ.


















Por lo tanto, τ(c) es ráız de f̄(y), si y sólo si, τ(f(c)) = 0, si y sólo si,
f(c) = 0, si y sólo si, c es ráız de f(x).
3. Sea M = {m ∈ In ∪ {0}
∣
∣ el número de isomorfismos de Fm en K̄ que
extienden a µ es [Fm : F ]}.
Probemos que M = In ∪ {0}. Haremos la demostración por inducción.
a) 0 ∈M . Es evidente.
b) Supongamos que m ∈M , (m < n); veamos que m+ 1 ∈M .
Cada isomorfismo τ de Fm en K̄ que extiende a µ, es extendido a un
isomorfismo de Fm+1 en K̄ de la siguiente manera:
Sea g(x) un factor irreducible de f(x) sobre Fm que tenga a cm+1
como una de sus ráıces. Si τ̄ es el isomorfismo inducido por τ del
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anillo de polinomios Fm[x] sobre el anillo de polinomios (τ(Fm))[y],
entonces τ̄ (g(x)) = ḡ(y) es un factor irreducible de f̄(y), sobre τ(Fm).
Sea d ∈ K̄ una ráız de ḡ(y). Por el teorema 5.39 sabemos que exis-
te un único isomorfismo ψ de Fm(cm+1) sobre τ(Fm)(d), tal que
ψ|
Fm
= τ y ψ(cm+1) = d.
Luego, para cada d ráız de ḡ(y) en K̄ τ puede ser extendido de una
única forma a un isomorfismo σ de Fm+1 en K̄, tal que σ(a) = τ(a),
∀a ∈ Fm+1.
De lo anterior se deduce, que el número total de isomorfismos de
Fm+1 en K̄ que extienden a τ , es igual al número total de ráıces
diferentes de ḡ(y) en K̄; pero como todas las ráıces de f̄(y) en K̄
son simples, entonces todas las ráıces de ḡ(y) son diferentes. Luego
el número total de isomorfismos de Fm+1 en K̄ que extienden a τ es
igual al ∂ḡ = ∂g = [Fm+1 : Fm]. Por otra parte, es evidente que todo
isomorfismo de Fm+1 en K̄ que extiende a µ es una extensión de un
isomorfismo de Fm en K̄ que extiende a µ. Por lo tanto, el número
total de isomorfismos de Fm+1 en K̄ que extienden a µ es igual al
producto del número de isomorfismos de Fm en K̄ que extienden a
µ, es decir [Fm : F ] (hipótesis de inducción), por el número total de
isomorfismos de Fm+1 en K̄ que extienden a uno cualquiera de los
isomorfismos de Fm en K̄ que extienden a µ, es decir, [Fm+1 : Fm];
pero
[Fm+1 : Fm][Fm : F ] = [Fm+1 : F ].
Luego m+ 1 ∈M , y por consiguiente M = In ∪ {0}, lo cual implica
que n ∈M . Como todo isomorfismo de K = Fn en K̄ que extiende a
µ es sobreyectivo, ya que f(x) se descompone sobre la imagen de K
por este isomorfismo, entonces el número de isomorfismos de K en
K̄ que extiende a µ es [K : F ].
X
5.96 Ejemplo. Llamemos F = R, F̄ = {a+ 〈x2 + 1〉
∣
∣ a ∈ R}.
µ :F −→ F̄
a 7−→ µ(a) = a+ 〈x2 + 1〉 = ā
f(x) = x2 + 1 ∈ F [x] y f̄(y) = µ̄(f(x)) = y2 + 1̄ ∈ F̄ [y].
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Las ráıces de f(x) son c1 = i y c2 = −i; luego, las ráıces de f̄(y) en K̄
son c̄1 = x + 〈x2 + 1〉 y c̄2 = −x + 〈x2 + 1〉. Como estas últimas son
simples, el número de isomorfismos de K sobre K̄ que extienden a µ es
[K : F ] = ∂f = 2.
Estos isomorfismos son:
ψ1 : K K̄
a+ bi 7−→ ψ1(a+ bi) = a+ bx+ 〈x2 + 1〉
y
ψ2 : K K̄
a+ bi 7−→ ψ2(a+ bi) = a− bx+ 〈x2 + 1〉.
5.97 Corolario. Sean K y K̄ dos c.d.d del polinomio no constante
f(x) ∈ F [x]. Entonces:
1. Existe por lo menos un isomorfismo ψ de K sobre K̄, tal que ψ res-
tringido a F es la aplicación idéntica (idF ).
2. Todo isomorfismo de K sobre K̄ que extiende a la idF manda ráıces
de f(x) en K, en ráıces de f̄(y) en K̄.
3. Si todas las ráıces de f(x) son simples, entonces el número de iso-
morfismos de K sobre K̄ que extiende a la idF es [K : F ].
Demostración. Consecuencia inmediata del teorema 5.95. X
5.98 Corolario. Si K es un c.d.d del polinomio f(x) sobre el cuerpo F ,
entonces [K : F ] ≤ ∂f !.
Demostración. Consecuencia de la parte 1) del corolario 5.97 y del lema
5.93. X
5.99 Corolario. Si K es un c.d.d del polinomio f(x) sobre el cuerpo F ,
entonces:
1. Todo automorfismo de K que extiende a la idF manda las ráıces de f(x)
en K, en ráıces de f(x) en K.
2. Si todas las ráıces de f(x) en K son simples, el número de automorfis-
mos de K que extienden a la idF es [K : F ].
Demostración. Consecuencia inmediata del corolario 5.97. X
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5.100 Definición. Sea F un subcuerpo de K. Se denomina el grupo de
automorfismos de K relativos a F al conjunto
G(K;F ) = {σ
∣
∣ σ es un automorfismo de K y σ|
F
= idF }.
Notación: Notaremos Aut(K) = {σ
∣
∣ σ es un automorfismo de K}.
5.101 Lema. Si K es un cuerpo, (G(K;F ); ◦) es un subgrupo de (Aut(K); ◦).
Demostración. Trivial, queda a cargo del lector. X
5.102 Ejercicio. Sea f(x) = x4 + 2 en Q[x]. Hallar :
1. Un c.d.d K de f(x) sobre Q.
2. [K : Q].
3. Una base de K sobre Q.
4. G(K; Q).
5. La tabla de multiplicar del (G(K; Q); ◦).
Demostración.




(1 + i), c2 =
ρ3
2
(1 − i), c3 = −c1 y c4 = −c2, llamando ρ = 4
√
2.








(1 + i)(c21 − c22)
, entonces i y 4
√




Por otra parte, es obvio que K Q(i, 4
√
2), por consiguiente
K = Q(i, 4
√
2).
2. f(x) es irreducible sobre Q, criterio de Eisenstein para p = 2. Luego
[Q( 4
√
2) : Q] = 4.
El polinomio g(x) = x2 + 1, es irreducible sobre Q( 4
√
2), por lo tanto
i /∈ Q( 4
√
2).
De donde [Q( 4
√
2, i) : Q( 4
√
2)] = 2. De lo anterior se desprende que
[Q( 4
√
2, i) : Q] = 8.
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3. Una base de Q( 4
√
2) sobre Q es {1, ρ, ρ2, ρ3}.
Una base de Q( 4
√
2, i) sobre Q( 4
√
2) es {1, i}. Por lo tanto, una base de
K sobre Q es:
{1, ρ, ρ2, ρ3, i, iρ, iρ2, iρ3}.
4. Como todas las ráıces de f(x) en K son simples, #G(K; Q) = 8.
Veamos cuáles son estos automorfismos:
a) Como g(x) es irreducible sobre Q, el [Q(i) : Q] = 2.
Luego [K; Q(i)] = 4; este hecho nos permite concluir que f(x) es
irreducible sobre Q(i). Por el teorema de isomorfismo de c.d.r, te-
nemos que para cada j = 0, 1, 2, 3 existe σj ∈ G(K; Q(i)), tal que
σj(c1) = cj+1. Por lo tanto, σ0(ρ) = ρ, σ1(ρ) = iρ, σ2(ρ) = −ρ y
σ3(ρ) = −iρ.
b) Como g(x) es irreducible sobre Q( 4
√
2), por el teorema de isomorfis-
mo de c.d.r, tenemos que existe τ1 en G(K; Q(
4
√
2)), tal que τ1(i) =
−i.
Resumiendo, los elementos del G(K; Q) son dados en la siguiente tabla:
Automorfismo de G(K; Q)
Acción σ0 σ1 σ2 σ3 τ1 µ1 = τ1σ1 µ2 = τ1σ2 µ3 = τ1σ3
ρ es enviado en ρ iρ −ρ −iρ ρ −iρ −ρ iρ
i es enviado en i i i i −i −i −i −i
5. La tabla de multiplicar del G(K; Q) es:
◦ σ0 σ1 σ2 σ3 τ1 µ1 µ2 µ3
σ0 σ0 σ1 σ2 σ3 τ1 µ1 µ2 µ3
σ1 σ1 σ2 σ3 σ0 µ3 τ1 µ1 µ2
σ2 σ2 σ3 σ0 σ1 µ2 µ3 τ1 µ1
σ3 σ3 σ0 σ1 σ2 µ1 µ2 µ3 τ1
τ1 τ1 µ1 µ2 µ3 σ0 σ1 σ2 σ3
µ1 µ1 µ2 µ3 τ1 σ3 σ0 σ1 σ2
µ2 µ2 µ3 τ1 µ1 σ2 σ3 σ0 σ1
µ3 µ3 τ1 µ1 µ2 σ1 σ2 σ3 σ0
X
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5.103 Ejercicio. Sea f(x) = (x2 + 2)(x3 − 7) sobre Q. Hallar:
1. Un c.d.d K de f(x) sobre Q.
2. [K : Q].
3. Una base de K sobre Q.
4. G(K; Q).
5. La tabla de multiplicar del (G(K; Q); ◦).
Demostración.
1. Las ráıces de f(x) son: c1 = ρi, c2 = −ρi, c3 = δ, c4 = δθ, c5 = δθ2,
en donde ρ =
√
2, δ = 3
√
7 y θ = e
2πi
3 .
Luego un c.d.d de f(x) sobre Q es K = Q(ρi, δ, θ).
2. Como h(x) = x3 − 7 es irreducible sobre Q (Eisenstein para p = 7),
entonces
[Q(δ) : Q] = 3. (5.40)
El polinomio φ3(x) = x
2 + x + 1 es irreducible sobre Q(δ), ya que
θ /∈ R. Por lo tanto,
[Q(δ, θ) : Q(δ)] = 2. (5.41)
Si v(x) = x2 + 2 fuera reducible sobre Q(δ, θ), entonces K = Q(δ, θ),
y por lo tanto [K; Q] = 6.
Como [Q(ρi) : Q] = 2 porque v(x) es irreducible sobre Q (Eisenstein
para p = 2), entonces [K; Q(ρi)] = 3. φ3(x) es reducible sobre Q(ρi),
porque en caso contrario [Q(ρi, θ) : Q(ρi)] = ∂φ3 = 2 dividiŕıa a 3.
Por lo tanto, existen a y b en Q, tales que φ3(a + biρ) = 0. Luego
(a2 − 2b2 + a+ 1) + (2ab+ b)ρi = 0, por lo tanto a2 − 2b2 + a+ 1 = 0
y b(2a+ 1) = 0.
Si b = 0, entonces a2 + a+ 1 = 0, lo cual es imposible, ya que φ3(x)
es irreducible sobre Q.
Si a = −1
2
, b es ráız del polinomio 8x2 − 3, el cual es irreducible
sobre Q (Eisenstein para p = 3). Por lo tanto, hemos llegado a una
contradicción.
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Lo anterior nos permite afirmar que v(x) es irreducible sobre Q(δ, θ),
y por consiguiente
[K; Q(δ, θ)] = 2. (5.42)
De (5.40), (5.41) y (5.42) se desprende que
[K; Q] = 12.
3. Una base de Q(δ) sobre Q es {1, δ, δ2}.
Una base de Q(δ, θ) sobre Q(δ) es {1, θ}.
Una base de Q(δ, θ, iρ) sobre Q(δ, θ) es {1, iρ}.
Por lo tanto, una base de K sobre Q es
{1, iρ, θ, θiρ, δ, iρδ, δθ, iρδθ, δ2 , δ2θ, iρδ2, iρδ2θ}.
4. Como todas las ráıces de f(x) en K son simples, #G(K; Q) = 12.
Encontremos estos automorfismos.
a) Como φ3(x) es irreducible sobre Q(δ) por el teorema de isomorfis-
mo de c.d.r, tenemos que para cada j ∈ I2 existe
λj ∈ G(Q(δ, θ); Q(δ)),
tal que λj(θ) = θ
j.
Al ser v(x) irreducible sobre Q(δ, θ), por el teorema 5.39, tenemos
que para cada λj existen dos automorfismos de K que restringidos
a Q(δ, θ) son λj , y además el uno deja invariante a iρ, mientras que
el otro lo env́ıa en −iρ. Por lo tanto, hemos obtenido los siguientes
automorfismos del G(K; Q):
Automorfismo
ACCIÓN σ0 σ1 σ2 σ3
δ es enviado en δ δ δ δ
θ es enviado en θ θ θ2 θ2
iρ es enviado en iρ −iρ iρ −iρ
b) Como φ3(x) es irreducible sobre Q(ρi), entonces, por el corolario
5.28, tenemos que v(x) es irreducible sobre Q(θ). Sabemos que
existen γ1 y γ2 automorfismos de G(Q(θ); Q), tales que γ1(θ) = θ
y γ2(θ) = θ
2 (teorema de isomorfismos de c.d.r); por el teorema
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5.39, tenemos que para cada j ∈ I2 existen automorfismos αjt de
Q(θ, iρ) que extienden a γj , tales que αjt(iρ) = iρ, ó αjt(iρ) = −iρ.
Por otra parte, [Q(θ, iρ) : Q] = 4, además el polinomio h(x) es
irreducible sobre Q y (∂h, 4) ∼ 1; entonces, por el ejercicio 5.36,
tenemos que h(x) es irreducible sobre Q(θ, iρ). Aplicando el teo-
rema 5.39, tenemos que cada uno de los automorfismos αjt puede
ser extendido a automorfismos de K que env́ıa a δ en δ, ó en θδ,
ó en θ2δ.
Si excluimos los automorfismos del G(K; Q) que obtuvimos en a),
podemos decir que hemos encontrado los siguientes nuevos elemen-
tos del G(K; Q):
Automorfismo
ACCIÓN τ1 τ2 τ3 τ4 τ5 τ6 τ7 τ8
δ es enviado en δθ δθ2 δθ δθ2 δθ δθ2 δθ δθ2
θ es enviado en θ θ θ θ θ2 θ2 θ2 θ2
iρ es enviado en iρ iρ −iρ −iρ iρ iρ −iρ −iρ
De lo anterior se desprende que
G(K; Q) = {σ0, σ1, σ2, σ3, τ1, τ2, τ3, τ4, τ5, τ6, τ7, τ8}.
5. La tabla de multiplicar del (G(K; Q); ◦) es la siguiente:
◦ σ0 σ1 σ2 σ3 τ1 τ2 τ3 τ4 τ5 τ6 τ7 τ8
σ0 σ0 σ1 σ2 σ3 τ1 τ2 τ3 τ4 τ5 τ6 τ7 τ8
σ1 σ1 σ0 σ3 σ2 τ3 τ4 τ1 τ2 τ7 τ8 τ5 τ6
σ2 σ2 σ3 σ0 σ1 τ6 τ5 τ8 τ7 τ2 τ1 τ4 τ3
σ3 σ3 σ2 σ1 σ0 τ8 τ7 τ6 τ5 τ4 τ3 τ2 τ1
τ1 τ1 τ3 τ5 τ7 τ2 σ0 τ4 σ1 τ6 σ2 τ8 σ3
τ2 τ2 τ4 τ6 τ8 σ0 τ1 σ1 τ3 σ2 τ5 σ3 τ7
τ3 τ3 τ1 τ7 τ5 τ4 σ1 τ2 σ0 τ8 σ3 τ4 σ2
τ4 τ4 τ2 τ8 τ6 σ1 τ3 σ0 τ1 σ3 τ7 σ2 τ5
τ5 τ5 τ7 τ1 τ3 σ2 τ6 σ3 τ8 σ0 τ2 σ1 τ4
τ6 τ6 τ8 τ2 τ4 τ5 σ2 τ7 σ3 τ1 σ6 τ3 σ1
τ7 τ7 τ5 τ3 τ1 σ3 τ8 σ2 τ6 σ1 τ4 σ0 τ2
τ8 τ8 τ6 τ4 τ2 τ7 σ3 τ5 σ2 τ3 σ1 τ1 σ0
X
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5.104 Ejercicio. Sea f(x) = x5 − 13 sobre Q. Hallar:
1. Un c.d.d K de f(x) sobre Q.
2. [K; Q].
3. Una base de K sobre Q.
4. G(K; Q).
5. Una tabla de multiplicar del (G(K; Q); ◦).
Demostración.
1. Sea ρ = 5
√
13. Las ráıces de f(x) en C son: cj = ρθj, ∀j = 0, . . . , 4,
siendo θ = e
2πi
5 .
Por lo tanto K = Q(ρ, θ).
2. f(x) es irreducible sobre Q (Eisenstein para p = 13), luego
[Q(ρ); Q] = 5.
φ5(x) = x
4 + x3 + x2 + 1 es irreducible sobre Q y como (4, 5) ∼ 1,
entonces φ5(x) es irreducible sobre Q(ρ); luego [Q(ρ, θ) : Q(ρ)] = 4.
De lo anterior se desprende que
[K : Q] = 20.
3. Una base de Q(ρ) sobre Q es {1, ρ, ρ2, ρ3, ρ4}.




∣ s = 0, 1, 2, 3, 4 y j = 0, 1, 2, 3}.
4. Como φ5(x) es irreducible sobre Q(ρ), entonces, por el teorema de
isomorfismos de c.d.r, tenemos que para cada j = 1, 2, 3, 4, existe
σj ∈ G(K; Q(ρ)) tal que σj(θ) = θj.
Por otra parte, como f(x) es irreducible sobre Q y [Q(θ) : Q] = 4,
el cual es primo relativo con ∂f , entonces f(x) es irreducible sobre
Q(θ). Luego, por el teorema de isomorfismos de c.d.r, tenemos que
para j = 5, 6, 7, 8, existen automorfismos σj ∈ G(K; Q(θ)), tales que:
σ5(ρ) = ρθ, σ6(ρ) = ρθ
2, σ7(ρ) = ρθ
3 y σ8(ρ) = ρθ
4.
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Los demás elementos del G(K; Q) los obtenemos de la siguiente ma-
nera: σ9 = σ2 ◦ σ5, σ10 = σ2 ◦ σ6, σ11 = σ2 ◦ σ7, σ12 = σ2 ◦ σ8,
σ13 = σ3 ◦σ5, σ14 = σ3 ◦σ6, σ15 = σ3 ◦σ7, σ16 = σ3 ◦σ8, σ17 = σ4 ◦σ5,
σ18 = σ4 ◦ σ6, σ19 = σ4 ◦ σ7, σ20 = σ4 ◦ σ8.
La acción de estos automorfismos sobre ρ y θ queda determinada en
el siguiente cuadro.
G(K; Q) ACCIÓN
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5. La tabla de multiplicar del G(K; Q) es la siguiente:
◦ σ1 σ2 σ3 σ4 σ5 σ6 σ7 σ8 σ9 σ10 σ11 σ12 σ13 σ14 σ15 σ16 σ17 σ18 σ19 σ20
σ1 σ1 σ2 σ3 σ4 σ5 σ6 σ7 σ8 σ9 σ10 σ11 σ12 σ13 σ14 σ15 σ16 σ17 σ18 σ19 σ20
σ2 σ2 σ4 σ1 σ3 σ9 σ10 σ11 σ12 σ17 σ18 σ19 σ20 σ5 σ6 σ7 σ8 σ13 σ14 σ15 σ16
σ3 σ3 σ1 σ4 σ2 σ13 σ14 σ15 σ16 σ5 σ6 σ7 σ8 σ17 σ18 σ19 σ20 σ9 σ10 σ11 σ12
σ4 σ4 σ3 σ2 σ1 σ17 σ18 σ19 σ20 σ13 σ14 σ15 σ16 σ9 σ10 σ11 σ12 σ5 σ6 σ7 σ8
σ5 σ5 σ11 σ14 σ20 σ6 σ7 σ8 σ1 σ12 σ2 σ9 σ10 σ15 σ16 σ3 σ13 σ4 σ17 σ18 σ19
σ6 σ6 σ9 σ16 σ19 σ7 σ8 σ1 σ5 σ10 σ11 σ12 σ2 σ3 σ13 σ14 σ15 σ20 σ4 σ17 σ18
σ7 σ7 σ12 σ13 σ18 σ8 σ1 σ5 σ6 σ2 σ9 σ10 σ11 σ14 σ15 σ16 σ3 σ19 σ20 σ4 σ17
σ8 σ8 σ10 σ15 σ17 σ1 σ5 σ6 σ7 σ11 σ12 σ2 σ9 σ16 σ3 σ13 σ14 σ18 σ19 σ20 σ4
σ9 σ9 σ19 σ6 σ16 σ10 σ11 σ12 σ2 σ20 σ4 σ17 σ18 σ7 σ8 σ1 σ5 σ3 σ13 σ14 σ15
σ10 σ10 σ17 σ8 σ15 σ11 σ12 σ2 σ9 σ10 σ19 σ20 σ4 σ1 σ5 σ6 σ7 σ16 σ3 σ13 σ14
σ11 σ11 σ20 σ5 σ14 σ12 σ2 σ9 σ10 σ4 σ17 σ18 σ19 σ6 σ7 σ8 σ1 σ15 σ16 σ3 σ13
σ12 σ12 σ18 σ7 σ13 σ2 σ9 σ10 σ11 σ19 σ20 σ4 σ17 σ8 σ1 σ5 σ6 σ14 σ15 σ16 σ3
σ13 σ13 σ7 σ10 σ12 σ14 σ15 σ16 σ3 σ8 σ1 σ5 σ6 σ19 σ20 σ4 σ17 σ2 σ9 σ18 σ11
σ14 σ14 σ5 σ20 σ11 σ15 σ16 σ3 σ13 σ6 σ7 σ8 σ1 σ4 σ17 σ18 σ19 σ12 σ2 σ9 σ10
σ15 σ15 σ8 σ17 σ18 σ16 σ3 σ13 σ14 σ1 σ5 σ6 σ7 σ16 σ19 σ20 σ4 σ11 σ12 σ2 σ9
σ16 σ16 σ6 σ19 σ9 σ3 σ13 σ14 σ15 σ7 σ8 σ1 σ5 σ20 σ4 σ17 σ18 σ10 σ11 σ12 σ2
σ17 σ17 σ15 σ10 σ8 σ18 σ19 σ20 σ4 σ16 σ3 σ13 σ14 σ11 σ12 σ2 σ9 σ1 σ5 σ6 σ7
σ18 σ18 σ13 σ12 σ7 σ19 σ20 σ4 σ17 σ14 σ15 σ16 σ3 σ2 σ9 σ10 σ11 σ8 σ1 σ5 σ6
σ19 σ19 σ16 σ9 σ6 σ20 σ4 σ17 σ18 σ3 σ13 σ14 σ15 σ10 σ11 σ12 σ2 σ7 σ8 σ1 σ5
σ20 σ20 σ14 σ11 σ5 σ4 σ17 σ18 σ19 σ15 σ16 σ3 σ13 σ12 σ2 σ9 σ10 σ6 σ7 σ8 σ1
X
5.105 Observación. En el lema 3.47 vimos que si F es un cuerpo finito,
existen p primo positivo y n ∈ Z+ tales que #F = pn. Como pudimos
darnos cuenta en la demostración, p es precisamente la caracteŕıstica de F .
Vamos a relacionar estos y otros resultados obtenidos en el caṕıtulo 3,
relativos a cuerpos finitos, con la teoŕıa de c.d.d para poder caracterizar
todos los cuerpos finitos.
5.106 Lema. Para cualquier primo p > 0 y cualquier entero positivo n,
existe un cuerpo finito con pn elementos que extiende a Zp.
Demostración. Sean p > 0 primo y n ∈ Z+. Si K es el c.d.d del polinomio
f(x) = xp
n −x sobre Zp y T = {a ∈ K
∣
∣ f(a) = 0}, entonces por el ejercicio
??, tenemos que T es un subcuerpo de K. Pero como ap = a, ∀a ∈ Zp
(Pequeño Teorema de Fermat), entonces ap
n
= a, ∀a ∈ Zp. Por lo tanto
Zp T .
Además, como f(x) se descompone sobre T , entonces T = K.
Por otra parte, (f(x), f ′(x)) ∼ 1, luego todas las ráıces de f(x) son simples;
de donde #T = pn. X
5.107 Lema. Si p > 0 es primo y n ∈ Z+, cualquier cuerpo con pn ele-
mentos es isomorfo al c.d.d del polinomio f(x) = xp
n − x sobre Zp.
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Demostración. Sea K̄ un cuerpo finito con pn elementos. Por el lema 3.36,
tenemos que existe un subcuerpo F̄ de K̄ tal que F̄ = Zp.
Si a ∈ K̄ − {0}, entonces apn−1 = 1 ya que K̄ − {0} es un grupo para el
producto. Luego a ∈ L = {b ∈ K̄
∣
∣ f̄(b) = 0} siendo, f̄(y) = ypn − y ∈ F̄ [y];
como 0 también pertenece a L, entonces K̄ = L.
Por ser (f̄(y), f̄ ′(y)) ∼ 1, todas las ráıces de f̄(y) son simples; esto es, f̄(y)
tiene exactamente pn ráıces, pero como #L = #K̄ = pn, entonces el cuerpo
L es el conjunto de todas las ráıces de f̄(y), y por lo tanto es el c.d.d de
f̄(y) sobre F̄ .
Sea K el c.d.d del polinomio f(x) sobre Zp, si µ es un isomorfismo de Zp
sobre F y µ̄ el isomorfismo inducido por µ del anillo de polinomios Zp[x]
sobre el anillo de polinomios F̄ [y], entonces µ̄(f(x)) = f̄(y). Como K es el
c.d.d de f(x) ∈ Zp[x] y K̄ es le c.d.d de f̄(y) ∈ F̄ [y], por el teorema 5.95,
tenemos que existe un isomorfismo ψ de K sobre K̄ tal que ψ|
Zp
= µ. X
5.108 Corolario. Si dos cuerpos finitos tienen el mismo número de ele-
mentos, entonces son isomorfos.
Demostración. Consecuencia inmediata del lema 3.47 y del lema que aca-
bamos de demostrar. X
5.109 Observación. Hemos demostrado que los únicos cuerpos finitos son
los conjuntos de todas las ráıces de los polinomios f(x) = xp
n −x sobre Zp,
para cualquier primo p > 0 y cualquier n ∈ Z+.
5.110 Ejercicio. Sean p > 0 primo y F un cuerpo extensión de Zp. Si
[F ; Zp] = n, existen tantos cuerpos intermedios entre Zp y F , como divisores
positivos tiene n.
Demostración. Sea d > 0 un divisor de n. Si T es el c.d.d del polinomio
g(x) = xp
d − x sobre Zp, entonces, por lo que vimos en la demostración
del lema 5.106, tenemos que #T = pd; además, es sencillo verificar que
[T : Zp] = d.
Como d|n, entonces pd−1 divide a pn−1. Luego xpd−1−1 divide a xpn−1−1,
y por lo tanto g(x) divide a f(x) = xp
n − x; pero como #F = pn, entonces
F es el c.d.d de f(x) sobre Zp, el cual es extensión de T , precisamente por
ser g(x) un factor de f(x). Hemos pues demostrado que si d|n, existe un
cuerpo intermedio entre Zp y F de grado d sobre Zp.
Además, este cuerpo es único por ser el c.d.d de g(x) sobre Zp.
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Por otra parte, si L es un cuerpo intermedio entre Zp y F , entonces existe
un único b > 0 que divide a n, tal que [L : Zp] = b.
Esto es, hemos demostrado que existen tantos cuerpos intermedios entre
Zp y F , como divisores positivos tiene n. X
5.5. Ejercicios
1. Demuestre que el único automorfismo de R es la aplicación idénti-
ca. Sugerencia: Demuestre que si φ es automorfismo, entonces es la
idéntica en Q y además φ preserva el orden.
2. Sea f(x) = x3 + 6 ∈ Z7[x]. Escribir f(x) como un producto de irre-
ducibles sobre Z7.
3. Sea a ∈ Z7. ¿Para cuáles valores de a es el polinomio f(x) = x3 − a
irreducible sobre Z7? Para cada uno de estos valores de a, construya
el cuerpo Z7[x]/ < f(x) > y determine cuántos elementos tiene.
a) Demuestre el lema 5.101.
b) Si p es primo, demuestre que d|m, si y sólo si pd − 1|pm − 1.
4. Factorice el polinomio xp
p − x sobre Zp.
5. Sea p primo. Si F es un cuerpo con pn elementos, entonces cualquier
elemento de F − {0} es ráız de xpp − x.
6. Sea p primo. Si F es polinomio cúbico e irreducible sobre Zp, demues-
tre que si K es un cuerpo de descomposición de f(x) sobre Zp, se
tiene que [K : Zp] = p3 ó p4.
7. Si f(x) es un polinomio irreducible de grado n sobre K y si E es
una extensión finita de K, tal que [E : K] y n son primos relativos,
demuestre que f(x) es irreducible sobre E.
8. Probar que Z2[x]/ < x3 + x+ 1 > es un cuerpo. ¿Cuántos elementos
tiene? Si α = x+ < x3 + x+ 1 >, describa Z2(α).
9. Si F es un cuerpo, probar que si el polinomio a0 + a1x+ . . .+ anx
n ∈
F [x] es irreducible, entonces el polinomio an + an−1x + . . . + a0xn
también lo es.
132 CAPÍTULO 5. EXTENSIONES ALGEBRAICAS
10. Sea p un número primo. Demuestre que todos los cuerpos de orden
pn para algún n entero positivo son isomorfos.
11. Empleando el ejercicio anterior, demuestre que los cuerpos
Z2[x]/ < x3 + x+ 1 > y Z2[x]/ < x3 + x2 + 1 > son isomorfos.
12. Si F es un cuerpo y F ∗ = F −{0}, demuestre que cualquier subgrupo
del grupo multiplicativo F ∗ con el producto es ćıclico.
13. Si F es un cuerpo finito, demuestre que existen p primo y α algebraico,
tal que F es un isomorfo a Zp[x] para cualquier primo p.
14. Si F es un cuerpo infinito, demuestre que F ∗ con el producto no es
un grupo ćıclico.
15. Demuestre que el polinomio f(x) = x4 − 10x2 +1 es irreducible sobre
Q, pero es reducible sobre Zp[x] para cualquier primo p.
16. Si F y E son cuerpos, la composición de F y E (se nota F ∧ E),
es la intersección de todos los subcuerpos que contienen a F y a E.
Demuestre que si a1, . . . , an están en E, entonces F (a1)∧. . .∧F (an) =
F (a1, . . . , an).
17. Si F es un cuerpo de caracteŕıstica p > 0 y β es una ráız del polinomio
f(x) = xp − x − c ∈ F [x], entonces cualquier ráız de f(x) es de la
forma β +m, con 0 ≤ m < p.
18. Sea K un cuerpo de caracteŕıstica p 6= 0. Si q = pn para algún n ∈ N
y Hq = {aq|a ∈ K}. Demuestre que H es un cuerpo.
19. Demuestre que la aplicación σ de K en Hq, tal que σ(a) = a
q, es un
isomorfismo.
20. Hallar un cuerpo de descomposición para x3 − 5 sobre Z7,Z11 y Z13.
21. Encuentre todos los polinomios de tercer grado sobre Z2 y construya
sus respectivos cuerpos de descomposición. ¿Cuáles de éstos cuerpos
son isomorfos?
22. Demuestre que si K es un cuerpo finito y n es un entero positivo,
entonces existe una única extensión L de K, tal que [L : K] = n.
23. Sean p y q primos. Demuestre que existen exactamente q
p−q
p polino-
mios mónicos irreducibles de grado p sobre Zq.
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24. Demuestre que si un cuerpo L tiene pn elementos, cualquiera de sus
subcuerpos K tiene pd elementos en donde d|n.
25. Si un cuerpo L tiene pn elementos y si d|n, demuestre que existe un
subcuerpo K de L con pd elementos.
26. ¿Existe algún polinomio f(x) ∈ Q[x] que tenga a Q( 3
√
2) como un
cuerpo de descomposición? Justifique su respuesta.
27. Sean E y F cuerpos tales que [E : F ] < +∞ y σ ∈ G(E : F ). Si E es
un cuerpo extensión de K y K un cuerpo extensión de F , demuestre
que σ(K) = {σ(a)|a ∈ K} es un cuerpo intermedio entre F y K y
que [K : F ] = [σ(K) : F ].
28. Si E es una extensión finita de F , demuestre que existe tan solo un
número finito de cuerpos intermedios entre F y E.
29. Demuestre que si ψ es un automorfismo de un subcuerpo de F de los
complejos, entonces ∀q ∈ Q, ψ(q) = q.
30. Sean K un cuerpo, x indeterminada sobre K, K(x) el cuerpo de
cocientes de K[x], z ∈ K(x) − K. Demuestre que z es trascendente
sobre K.
31. Demuestre que si K es un cuerpo finito, dado n ∈ Z+, existe un
polinomio irreducible sobre K de grado n.
32. Sean K un cuerpo infinito y f(x) = a0 + a1x + . . . + anx
n en K[x].
Demuestre que las siguientes afirmaciones son equivalentes
a) f(r) = 0 ∀r ∈ K.
b) a0 = a1 = . . . = an = 0.
33. Si K es un cuerpo finito con n elementos, demuestre que el polinomio
f(x) = xn −x satisface a), pero no b) del ejercicio anterior. ¿Qué de-
duce usted de esto?
34. Demuestre que [R : Q] = +∞.
Sugerencia, considere P = {p1, p2, . . . , pn, . . .} el conjunto de todos





p2, . . . ,
√
pn) : Q] = 2n.
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6
Extensiones simples y separables
Ludvig Sylow
(1832–1918)
“Cuanto más se desarrolla una teoŕıa ma-
temática, más armoniosa y uniformemente
elaborará su estructura, y salen a la luz in-
sospechadas relaciones entre ramas hasta
entonces lejanas . . . ”.
David Hilbert (1862–1943)
6.1. Introducción
En este caṕıtulo vamos a estudiar las extensiones simples, trascendentes,
separables, inseparables, puramente inseparables y los cuerpos perfectos,
ya que su conocimiento es fundamental en el tratamiento de la Teoŕıa de
Galois y sus aplicaciones.
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6.2. Extensiones simples de un cuerpo
6.1 Definición. Diremos que el cuerpo K es una extensión simple del
cuerpo F , si existe c ∈ K tal que K = F (c).
6.2 Ejemplo. C es una extensión simple de R, ya que C = R(i).





∣ g(x) ∈ F [x]} y F̄ = {a+〈m(x)〉
∣
∣ a ∈
F}; en la demostración del teorema 5.33 vimos que si x̄ = x + 〈m(x)〉,
entonces F̄ (x̄) = F (x)
/
〈m(x)〉, luego F̄ (x̄) es una extensión simple de F̄ .
6.4 Observación. En el próximo caṕıtulo demostraremos que si K es un
cuerpo finito, entonces (K −{0}, ·) es un grupo ćıclico (ver corolario 7.33).
Vamos a utilizar este hecho para demostrar el siguiente lema.
6.5 Lema. Toda extensión finita de un cuerpo finito es simple.
Demostración. Sea K una extensión finita del cuerpo finito F . Existen n y
m enteros positivos, tales que #F = n y [K : F ] = m. Luego #K = nm.
Por lo tanto, K también es finito, de donde (K − {0}, ·) es ćıclico; eso es,
existe β ∈ K − {0} tal que K − {0} = 〈β〉.
Cualquier elemento de una base de K sobre F es una potencia de β, luego
K F (β); pero como β ∈ K, entonces F (β) K. Por lo tanto K = F (β).
X
6.6 Lema. Sea K una extensión finita del cuerpo F . Entonces:
K es una extensión simple de F , si y sólo si, existe tan solo un número
finito de cuerpos intermedios entre F y K.
Demostración.
⇒ Si K es una extensión simple de F , existe α ∈ K algebraico sobre F ,
tal que K = F (α).
Por el lema 5.31, tenemos que existe tan solo un número finito de
cuerpos intermedios entre F y K.
⇐ Si F es finito, el resultado se tiene gracias al lema 6.5.
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Si F es infinito, sea {α1, . . . , αn} una base de K sobre F .
Para cada c ∈ F , construimos el cuerpo Fc = F (α1 + cα2). Como solo
hay un número finito de cuerpos intermedios entre F y K, existen
c y d en F , con c 6= d y d 6= 0, tales que Fc = Fd. Por lo tanto
α1 + dα2 ∈ Fc. De donde
(α1 + cα2) − (α1 + dα2) ∈ Fc.
Luego, (c− d)α2 ∈ Fc, lo cual nos permite concluir que α2 ∈ F ; de lo
anterior se infiere que
α1 = (α1 + dα2) − dα2 ∈ Fc, (6.1)
por consiguiente,
α2 = d
−1(α1 + dα2 − α1) ∈ Fc. (6.2)
(6.1) y (6.2) nos conducen a F (α1, α2) Fc. Pero como Fc F (α1, α2),
entonces Fc = F (α1, α2).
Llamando β1 = α1 + cα2, procedemos en forma similar con β1 y α3 a
como lo hicimos con α1 y α2, para encontrar c2 ∈ F tal que
F (β1, α3) = F (β1 + c2α3).
es decir,
F (α1, α2, α3) = F (α1 + cα2 + c2α3).
Continuando aśı sucesivamente, podremos hallar c, c2, . . . , cn−1 ele-
mentos de F , tales que
K = F (α1, α2, . . . , αn) = F (α1 + cα2 + · · · + cn−1αn);
luego K es una extensión simple de F .
X
6.7 Ejercicio. No toda extensión finita de un cuerpo es simple.
Demostración. Sean F = Z2(x, y) el cuerpo de cocientes del anillo de
polinomios Z2[x, y] y K un c.d.d del polinomio f(z) = (z2 − x)(z2 − y)
sobre F .
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Si existiera γ ∈ F , tal que γ2 = x, entonces existiŕıan polinomios f(x, y) y
g(x, y) en Z2[x, y], con g(x, y) 6= 0, tales que
(f(x, y))2 = x(g(x, y))2,
lo cual es imposible, ya que un polinomio de grado par no puede ser igual
a un polinomio de grado impar; de donde, h(z) = z2 − x es un polinomio
irreducible sobre F . Por el teorema 5.33, tenemos que existe α ∈ K ráız de
h(z) tal que [F (α) : F ] = 2.
De la misma forma puede verse que existe β ∈ K tal que [F (β) : F ] = 2
y y = β2. Si β perteneciera a F (α), entonces existiŕıan polinomios u(x, y),


















(w(x, y) s(x, y))2y = (u(x, y) s(x, y))2 + (v(x, y)w(x, y))2x. (6.3)
El sumando de mayor grado del polinomio de la izquierda es de la forma
dx2ly2m+1, con d ∈ F − {0}, mientras que el sumando de mayor grado del
polinomio de la derecha es de la forma cx2ny2t ó de la forma by2rx2p+1, con
c y b en F −{0}, lo cual es una contradicción. Por lo tanto β /∈ F (α), luego
[F (α, β) : F (α)] = 2.
Pero como [F (α) : F ] = 2, entonces [F (α, β) : F ] = 4. Por lo tanto, una
base de F (α, β) sobre F es {1, α, β, αβ}.
Si existiera ξ ∈ F (α, β), tal que F (ξ) = F (α, β), entonces ξ ∈ F (α, β);
luego
ξ = b0 + b1α+ b2β + b3αβ
para algunos b0, b1, b2, y b3 en F ; pero como ξ







entonces ξ2 ∈ F . De donde [F (ξ) : F ] ≤ 2, lo cual es una contradicción;
luego F (α, β) no es una extensión simple de F . X
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6.8 Definición. Un cuerpo K es una extensión trascendental simple
del cuerpo F , si existe c ∈ K trascendental sobre F , tal que K = F (c).
6.9 Lema. Dos extensiones trascendentales simples F (v) y F (w) de un
cuerpo F , con v y w trascendentales sobre F , son isomorfas mediante un
isomorfismo que deja invariante a F y env́ıa a v en w.
Demostración. Por el corolario 1.31, tenemos que existe un isomorfismo ψ
del anillo de polinomios F [v] sobre el anillo de polinomios F [w], tal que
ψ|
F
= id y ψ(v) = w.
Por otra parte, F (v) y F (w) son los respectivos cuerpos de cocientes de los
anillos F [v] y F [w]; definamos la aplicación












Es fácil verificar que µ satisface las condiciones exigidas; dejamos este ejer-
cicio al lector. X
6.10 Ejemplo. En el tomo 3 se demuestra que π y e son trascendentes,
luego Q(π) es isomorfo a Q(e).
6.3. Cuerpos perfectos
6.11 Definición. Sea F un cuerpo. Un polinomio irreducible en F [x] se
dice separable sobre F , si no tiene ráıces múltiples.
6.12 Definición. Un polinomio no constante f(x) ∈ F [x] se dice sepa-
rable sobre F , si todos sus factores irreducibles en F [x] son separables
sobre F .
6.13 Definición. Un elemento algebraico α sobre F se dice separable
sobre F , si su polinomio mı́nimo es separable sobre F .
6.14 Definición. Una extensión algebraica E de F se dice separable
sobre F , si cada uno de sus elementos es separable sobre F .
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6.15 Definición. Los polinomios en F [x], elementos algebraicos sobre F
o extensiones algebraicas sobre F , que no son separables sobre F , se deno-
minan inseparables sobre F .
6.16 Definición. Diremos que F es perfecto, si toda extensión algebraica
de F es separable.
6.17 Ejemplo. En el ejercicio 3.60 vimos que el polinomio h(z) = z3 −
x2 es irreducible en (Z3(x))[z], pero tiene ráıces múltiples. Luego h(z) es
inseparable sobre Z3(x).
6.18 Lema. Todo cuerpo de caracteŕıstica cero es perfecto.
Demostración. Consecuencia inmediata del lema 3.59. X
6.19 Lema. Todo cuerpo finito es perfecto.
Demostración. Sean F un cuerpo finito y E una extensión algebraica de
F . Si α ∈ F , entonces F (α) también es un cuerpo finito.
Por el lema ??, tenemos que existe p > 1 primo y n ∈ Z+ tal que #F (α) =
pn. Por otra parte, el lema 5.107 nos permite afirmar que F (α) es isomorfo
al c.d.d del polinomio f(x) = xp
n−x sobre Zp, el cual coincide precisamente
con el conjunto de todas las ráıces de f(x); luego, α es ráız del polinomio
g(y) = yp
n − y ∈ (F (α))[y]. Como el polinomio mı́nimo m(y) de α sobre F
divide a g(y), y g(y) no tiene ráıces múltiples, ya que
(g(y), g′(y)) ∼ (g(y),−1) ∼ 1,
entonces m(y) no tiene ráıces múltiples. Luego α es separable sobre F . X
6.20 Lema. Todo cuerpo algebraicamente cerrado es perfecto.
Demostración. Sea F algebraicamente cerrado. Si α es algebraico sobre F ,
existe un polinomio irreducible g(x) sobre F , tal que g(α) = 0.
Los únicos polinomios irreducibles sobre F son los de primer grado. Luego
g(x) no tiene ráıces múltiples, y por lo tanto, α es separable sobre F . X
6.21 Lema. Cualquier extensión algebraica de un cuerpo perfecto es
perfecta.
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Demostración. Sea K una extensión algebraica del cuerpo perfecto F . Si α






K del cual α es ráız.
Como α es algebraico sobre F (a0, . . . , an), entonces
[F (a0, . . . , an)(α) : F (a0, . . . , an)] < +∞.
Al ser ai algebraico sobre F , ∀i = 0, . . . , n, tenemos que
[F (a0, . . . , an) : F ] < +∞.
De donde
[F (a0, . . . , an)(α) : F ] < +∞.
Luego
[F (α) : F ] < +∞,
lo cual implica que α es algebraico sobre F .
Como F es perfecto, el polinomio mı́nimo m(x) de α sobre F tiene todas
sus ráıces simples; pero como g(x) divide a m(x), entonces g(x) también
tiene todas sus ráıces simples.
De donde, α es separable sobre K, y por lo tanto K es perfecto. X
6.22 Observación. A continuación vamos a caracterizar todos los cuerpos
perfectos. Para poder hacer esto, es necesario recordar que el lema 3.52 nos
permite afirmar que si F es un cuerpo de caracteŕıstica p, la aplicación σ
de F en F , tal que σ(a) = ap, ∀a ∈ F , es un endomorfismo; pero como todo





∣ a ∈ F
}
es un subcuerpo de F ; notaremos σ(F ) = F p.
6.23 Lema. Sea F un cuerpo de caracteŕıstica p > 0 primo. Si F p = F ,
entonces F es perfecto.
Demostración. Por el absurdo. Supongamos que existe un algebraico a
sobre F , tal que su polinomio mı́nimo m(x) tenga ráıces múltiples; en-
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De la hipótesis se deduce que para cada j ∈ {0, . . . , n} existe βj ∈ F tal
que (βj)


















De donde, m(x) es reducible sobre F , lo cual es una contradicción. X
6.24 Lema. Sea F un cuerpo perfecto. Si la caracteŕıstica de F es p > 0,
entonces F p = F .
Demostración. Es claro que F p F , veamos que F F p.
En efecto, sean a ∈ F y el polinomio f(x) = xp − a ∈ F [x]. Si existiera
b ∈ F , ráız de f(x), entonces bp = a. Por lo tanto a ∈ F p.
Si no existen ráıces de f(x) en F , tomamos un factor irreducible g(x) de
f(x), con ∂g > 1. Por el teorema 5.33, tenemos que existe una ráız c de
g(x) en un cuerpo extensión de F . Como f(c) = 0, entonces a = cp; luego
en (F (c))[x]
f(x) = xp − cp = (x− c)p.
Pero como g(x) divide a f(x), existe m > 1 tal que g(x) = (x− c)m.
Por lo tanto, c es una ráız múltiple del polinomio irreducible g(x), luego F
no es separable, lo cual es una contradicción. X
6.25 Corolario. Sea F un cuerpo. F es perfecto, si y sólo si, la carac-
teŕıstica de F es cero, ó la caracteŕıstica de F es p > 0 y F p = F .
Demostración. Consecuencia inmediata de los lemas 6.18, 6.23, y 6.24. X
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“He decidido proporcionar no una demos-
tración rigurosa, sino una demostración tal
que aquellos que la examinen no tendrán
ninguna duda de que hay una demostra-
ción rigurosa”.
Christian Huygens (1629–1695)
En el parágrafo anterior establecimos un criterio que nos permite deter-
minar si un cuerpo es o no perfecto, y aunque definimos las extensiones
separables de un cuerpo, no las estudiamos; es por esta razón que vamos
a ver a continuación algunas de sus propiedades más relevantes. Para po-
der cumplir con este objetivo, se hace necesario conocer las extensiones
puramente inseparables.
6.26 Lema. Sean F un cuerpo de caracteŕıstica p > 0 y a un elemento de
F que no está es F p. Entonces, para cualquier n natural, el polinomio
fn(x) = x
pn − a
es irreducible sobre F .
Demostración. Sean n ∈ N y m(x) un factor irreducible de fn(x) sobre F .
Por el teorema 5.33, tenemos que existe una ráız b de m(x) en un cuerpo
L extensión de F ; luego fn(b) = 0, entonces a = b
pn , y por lo tanto
fn(x) = (x− b)p
n
sobre L.
Si g(x) es un factor irreducible de fn(x) sobre F , entonces g(x) también es
una potencia de x − b, luego g(b) = 0; por lo tanto, g(x) ∼ m(x). De esto
se infiere que existe l ∈ Z+, tal que
fn(x) ∼ (m(x))l.
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Sin pérdida de generalidad podemos suponer que el coeficiente director de
m(x) es 1. Luego
fn(x) = (m(x))
ps . (6.4)
Calculando (6.4) en 0 obtenemos −a = (m(0))ps .
Si s ≥ 1, entonces −a ∈ F p, y por consiguiente a ∈ F p, lo cual es una
contradicción; luego s = 0. De lo anterior se desprende que
fn(x) = m(x),
lo cual implica que fn(x) es irreducible sobre F . X
Sean F un cuerpo de caracteŕıstica p > 0 y K un cuerpo extensión de F .
6.27 Definición. Un elemento a ∈ K es puramente inseparable so-
bre F , si existe m ∈ Z+ tal que el polinomio mı́nimo para a sobre F es
f(x) = (x− a)m.
6.28 Definición. Diremos que K es una extensión puramente insepa-
rable de F , si:
1) [K : F ] < +∞.
2) Cada elemento de K es puramente inseparable sobre F .
6.29 Observación. En este parágrafo asumiremos que F es un cuerpo de
caracteŕıstica p > 0 y K un cuerpo extensión de F .
6.30 Lema. Si a ∈ K es puramente inseparable sobre F , existe n ∈ N tal
que el polinomio mı́nimo para a sobre F es
f(x) = (x− a)pn .
Demostración. Si a ∈ K es puramente inseparable sobre F , existe m ∈ Z+
tal que el polinomio mı́nimo para a sobre F es f(x) = (x− a)m.
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De donde, el polinomio xp
n − apn ∈ F [x], y por lo tanto s = 1. X
6.31 Corolario. Si a ∈ K es puramente inseparable sobre F , existe n ∈ N
tal que
ap
n ∈ F y apl /∈ F, ∀0 ≤ l < n.
Demostración. Por el lema anterior, tenemos que existe n ∈ N tal que el
polinomio mı́nimo para a sobre F es f(x) = xp
n − apn .
Si existiera 0 ≤ l < n tal que apl ∈ F , entonces a satisfaŕıa el polinomio
t(x) = xp
l − apl ∈ F [x], que es de menor grado que f(x), lo cual es una
contradicción. X
6.32 Corolario. Si K es una extensión puramente inseparable de F , en-
tonces [K : F ] es una potencia de p.
Demostración. Sea {a1, . . . , an} una base de K sobre F . Entonces,
K = F (a1, . . . , an).
Notaremos F0 = F y Fj = Fj−1(aj), ∀j ∈ In.
Como aj es puramente inseparable sobre F , entonces aj es puramente inse-
parable sobre Fj−1, ya que el polinomio mı́nimo para aj sobre Fj−1 divide
al polinomio mı́nimo para aj sobre F ; por lo tanto [Fj : Fj−1] es una poten-
cia de p, ∀j ∈ In. De lo anterior se desprende que [Fn : F ] es una potencia
de p. X
6.33 Lema. Sea a ∈ K. Si existe n ∈ N tal que apn ∈ F , entonces a es
puramente inseparable sobre F .








Si m = 0, entonces a ∈ F , y por lo tanto a es puramente inseparable
sobre F .
Si m > 0, ap
m
/∈ F p, ya que en caso contrario existiŕıa b ∈ F , tal que
ap
m
= bp; pero esto no puede suceder, porque ap
m−1
es ráız del polinomio
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g(x) = xp − apm = xp − bp = (x − b)p, y por lo tanto b = apm−1 , lo cual
contradice la escogencia que hicimos de m.
Aplicando el lema 6.26, tenemos que f(x) = xp
m − apm = (x − a)pm es
irreducible F , y por consiguiente f(x) es el polinomio mı́nimo para a sobre
F , de donde, a es puramente inseparable sobre F . X
6.34 Corolario. Sea a ∈ K. a es puramente inseparable sobre F , si y sólo
si, existe n ∈ N, tal que apn ∈ F .
Demostración. Consecuencia inmediata del corolario 6.31 y del lema 6.33.
X
6.35 Corolario. Sea b ∈ K. Si b es separable y puramente inseparable
sobre F , entonces b ∈ F .









/∈ F p, por el
lema 6.26 tenemos que f(x) = xp
m − bpm es irreducible sobre F ; luego f(x)
es el polinomio mı́nimo para b sobre F .
Si m > 0, entonces f ′(x) = 0. Por lo tanto, f(x) tiene ráıces múltiples,
lo cual no es posible debido a que b es separable sobre F . Lo anterior nos
permite afirmar que m = 0, de donde b ∈ F . X
6.36 Ejercicio. SeaK una extensión separable de F . Si F L K, pruebe
que K es una extensión separable de L.
Demostración. Si existiera a ∈ K que no fuese separable sobre L, entonces
el polinomio mı́nimo f(x) para a sobre L tendŕıa ráıces múltiples; pero este
polinomio divide al polinomio mı́nimo m(x) para a sobre F ; por lo tanto
m(x) tiene ráıces múltiples, lo cual implica que a no es separable sobre F .
X
6.37 Lema. Si K es una extensión separable de F , entonces FKp = K.
Demostración. Es obvio que FKp ⊆ K; veamos la otra contenencia.
Sea a ∈ K, entonces ap ∈ Kp y con más razón ap ∈ FKp. Entonces a es
puramente inseparable sobre FKp.
Por otra parte, como F FKp K y K es separable sobre F , entonces,
por el ejercicio 6.36, tenemos que K es una extensión separable de FKp.
Por lo tanto, a es separable sobre FKp.
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Al ser a separable y puramente inseparable sobre FKp, entonces a ∈ FKp
(corolario 6.35), luego K ⊆ FKp. X
6.38 Lema. Sea {e1, . . . , en} una base de K sobre F . Si FKp = K, en-
tonces {ep1, . . . , epn} es una base de K sobre F .


































Kp ⊆ T. (6.5)















luego d ∈ Kp. Por lo tanto
T ⊆ Kp. (6.6)
De (6.5) y (6.7) se desprende que













γj ∈ F, ∀j = 1, . . . , n
}
.
Es claro queN es cerrado para la resta; además, como epje
p
l ∈ Kp, ∀j, l ∈ In,
entonces N es cerrado para el producto. Si N tuviera divisores de cero, K
también tendŕıa divisores de cero, ya que N está algebraicamente contenido
en K; luego, N es un dominio entero. Pero como también T está algebrai-
camente contenido en N , entonces, por el ejercicio 5.26, tenemos que N es
un cuerpo.
Veamos que N = F (ep1, . . . , e
p
n).
En efecto; sabemos que epj ∈ N , luego existe β ∈ N tal que e
p
jβ = 1. Pero
como ∀α ∈ F , αepj ∈ N , entonces (αe
p
j )β ∈ N , esto es, α ∈ N . De lo anterior
se desprende que F N . Al estar epj en N , ∀j ∈ In, podemos concluir que
F (ep1, . . . , e
p
n) N.
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Por otra parte, es claro que N ⊆ F (ep1, . . . , epn). Por consiguiente
N = F (ep1, . . . , e
p
n).
Como Kp F (ep1, . . . , e
p
n) K, entonces
FKp F (ep1, . . . , e
p
n) K.
Pero como por hipótesis FKp = K, entonces
K = F (ep1, . . . , e
p
n).
De lo anterior se desprende que K = N . De donde H = {ep1, . . . , epn} es un
sistema de generadores de K sobre F ; pero como la dimensión de K sobre
F es n, entonces H es una base de K sobre F , que era lo que queŕıamos
demostrar. X
6.39 Lema. Si K es una extensión finita de F y FKp = K, entonces K
es una extensión separable de F .
Demostración. Sean [K : F ] = n, a ∈ K y f(x) el polinomio mı́nimo para a
sobre F . Si a no es separable sobre F , entonces f(x) tiene ráıces múltiples;
luego, f(x) es un polinomio en xp (lema 3.55); esto es, existe m ∈ Z+ tal
que
f(x) = xmp + am−1x
(m−1)p + · · · + a1xp + a0.
Como f(a) = 0, entonces 1, ap, . . . amp son linealmente dependientes sobre
F . Sin embargo, 1, a, . . . , am son linealmente independientes sobre F , por-
que en caso contrario existiŕıa un polinomio g(x) ∈ F [x], con ∂g ≤ m < ∂f ,
tal que g(a) = 0, lo cual es una contradicción.
Por otra parte, si b1, . . . , bm son elementos de K linealmente indepen-
dientes sobre F , existen n − m elementos bm+1, . . . , bn en K, tales que
{b1, . . . , bm, . . . , bn} es una base de K sobre F ; luego, por el lema 6.38,
tenemos que {bp1, . . . , bpm, . . . , bpn} es una base de K sobre F . De donde,
{bp1, . . . , bpm} es un conjunto linealmente independiente de K sobre F . Por
lo tanto, el conjunto {1, ap, . . . , amp} es linealmente independiente sobre F ,
lo cual es una contradicción. X
6.40 Corolario. Si K es una extensión finita de F , entonces K es una
extensión separable de F , si y sólo si, FKp = K.
Demostración. Consecuencia inmediata de los lemas 6.37 y 6.39. X
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6.41 Lema. Si F T K y [K : F ] < +∞, entonces:
K es una extensión separable de F , si y sólo si, K es una extensión sepa-
rable de T y T es una extensión separable de F .
Demostración.
⇒ K es una extensión separable de T gracias al ejercicio 6.36.
T es una extensión separable de F , porque en caso contrario K no
seŕıa una extensión separable de F .
⇐ Si K es una extensión separable de T , entonces TKp = K.
Como T es una extensión separable de F , entonces FT p = T . Luego
K = TKp = FT pKp FKp; pero como F K y Kp K, entonces
FKp K.
De lo anterior se desprende que FKp = K. Luego K es una extensión
separable de F .
X
6.42 Lema. Sea K un cuerpo extensión del cuerpo F y b ∈ K. Si b es
separable sobre F , entonces F (b) es una extensión separable de F .
Demostración. Si F es de caracteŕıstica cero, es perfecto, y por lo tanto
F (b) es una extensión separable de F .
Sea F de caracteŕıstica p > 0. Como b es separable sobre F , el polinomio
mı́nimo m(x) para b sobre F tiene todas sus ráıces simples. Pero el polino-
mio mı́nimo para b sobre F (bp) divide a m(x), luego también tiene todas
sus ráıces simples. De donde, b es separable sobre F (bp).
Por otra parte, como también bp ∈ F (bp), entonces b es puramente insepa-
rable sobre F (bp).
Al ser b separable y puramente inseparable sobre F (bp), tenemos que
b ∈ F (bp) (corolario 6.35). Por lo tanto F (b) F (bp); pero como F (bp) F (b),










































F (F (b))p = FF p(bp) = F (bp) = F (b),
lo cual implica,, según el lema 6.39, que F (b) es una extensión separable de
F . X
6.43 Corolario. Si a1, . . . , an son elementos de K, separables sobre F ,
entonces F (a1, . . . , an) es una extensión separable de F .
Demostración. Sean F0 = F y Fj = Fj−1(aj), ∀j ∈ In. Como los al son
algebraicos sobre F , entonces [Fj , Fi] < +∞, ∀i < j.
Como a1 es separable sobre F , entonces, por el lema 6.42, tenemos que F1
es una extensión separable de F .
Supongamos que Fj es una extensión separable de F . Como aj+1 es se-
parable sobre F , con más razón lo será sobre Fj . Aplicando el lema 6.42,
tenemos que Fj+1 es una extensión separable de Fj ; pero del lema 6.41 se
desprende que Fj+1 es una extensión separable de F .
Lo anterior nos permite concluir que Fn es una extensión separable de F .
X
6.44 Definición. Sea K un cuerpo extensión del cuerpo F . El conjunto
SF (K) = {a ∈ K
∣
∣ a es separable sobre F}
se denomina la extensión separable de F en K.
6.45 Lema. Si F es un subcuerpo de K. Entonces SF (K) es un subcuerpo
de K y además F SF (K).
Demostración. Sean a y b en SF (K), entonces F (a, b) es una extensión
separable de F . Pero como a− b y ab están en F (a, b), entonces a− b y ab
son separables sobre F , luego a− b y ab están en SF (K).
Por otra parte, si b 6= 0, entonces b−1 ∈ F (a, b), de donde b−1 también
está en SF (K). Por lo tanto, SF (K) K.
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Como todo elemento de F es separable sobre F , entonces F ⊆ SF (K).
Además, F SF (K), ya que F K y SF (K) K. X




“Podemos tener tres objetivos principales
en el estudio de la verdad: primero, en-
contrarla cuando la estamos buscando; se-
gundo, demostrarla tras haberla encontra-
do; tercero, analizarla para distinguirla del
error”.
Blaise Pascal (1623–1662)
En este parágrafo pretendemos caracterizar las extensiones finitas y simples
de un cuerpo, aprovechando la información que ya tenemos de las extensio-
nes separables. También presentaremos un algoritmo que nos va a permitir
encontrar elementos simples de una extensión de este tipo.
6.46 Lema. Sean a algebraico y b separable sobre el cuerpo F . Entonces
F (a, b) es una extensión simple de F .
Demostración. Si F es finito, F (a, b) también es finito; luego, por el lema
6.5, tenemos que F (a, b) es una extensión simple de F .
Si F es infinito, llamemos f(x) y g(x) los polinomios mı́nimos para a y b
sobre F . Sean K un c.d.d de f(x)g(x) sobre F , a = a1, . . . , am las ráıces de
f(x) en K y b = b1, . . . , bn las ráıces de g(x) en K. La ecuación ai + λbj =
a + λb, j > 1, tiene una y solo una solución λij en K, porque todas las
ráıces de g(x) son simples. Si
H = {λij
∣
∣ i ∈ Im y j = 2, . . . , n}
entonces #H < +∞.
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Como F es infinito, existe d ∈ F tal que d /∈ H. Sea c = a+ db.
Vamos a demostrar que F (c) = F (a, b).
Como c ∈ F (a, b) y F F (a, b), entonces
F (c) F (a, b). (6.8)
Sea h(x) = f(c − xd) ∈ (F (c))[x]. Entonces h(b) = f(c − bd) = f(a) = 0;
luego, h(x) y g(x) tiene a (x− b) como un factor común no trivial sobre K.
Supongamos que (h(x), g(x)) ∼ (x− b)sr(x), con r(b) 6= 0, sobre K.
Si ∂r > 0, entonces existe una ráız de h(x) en K, que es también ráız de
g(x); pero esto es imposible, porque en caso contrario existiŕıa j ∈ In−{1},
tal que c− bjd = ai para algún i ∈ In, lo cual implicaŕıa que d ∈ H, luego
(h(x), g(x)) ∼ (x − b)s; pero como g(x) no tiene ráıces múltiples, s = 1.
Luego
(h(x), g(x)) ∼ (x− b) en K[x]. (6.9)
Al tener h(x) y g(x) un factor común no trivial sobre K, entonces deben
tener un factor común no trivial sobre F (c).
Sea (h(x), g(x)) ∼ t(x), con ∂t > 0, en (F (c))[x].
Como t(x) divide a h(x) y t(x) divide a g(x), entonces, por (6.9), t(x) divide
a x−b. Luego existe un u ∈ K−{0} tal que ut(x) = x−b. Si t(x) = vx+w
con v y w en F (c), entonces vu = 1; por lo tanto u = v−1 ∈ F (c). De lo
anterior se deduce que x− b = ut(x) ∈ (F (c))[x], de donde b ∈ F (c). Como
c y b están en F (c) y F F (c), entonces a = c− db ∈ F (c); luego
F (a, b) F (c). (6.10)
De (6.8) y (6.10) obtenemos F (c) = F (a, b). X
6.47 Corolario. Si a1, . . . , an son separables sobre F , entonces F (a1, . . . , an)
es una extensión simple de F .
Demostración. Por inducción.
1) Para n = 2, el corolario se tiene gracias al lema anterior.
2) Sea k < n. Supongamos que F (a1, . . . , ak) es una extensión simple de
F , entonces existe b ∈ F (a1, . . . , ak) tal que F (b) = F (a1, . . . , ak).
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b es algebraico sobre F , ya que [F (b) : F ] < +∞; como ak+1 es se-
parable sobre F , entonces F (b, ak+1) es una extensión simple de F , de
donde F (a1, . . . , ak, ak+1) es una extensión simple de F , que era lo que
queŕıamos demostrar.
X
6.48 Corolario. Si K es una extensión finita y separable de F , entonces
K es una extensión simple de F .
Demostración. Sea B = {a1, . . . , an} una base de K sobre F , entonces
K = F (a1, . . . , an).
Como cada ai es separable sobre F , F (a1, . . . , an) es una extensión simple
de F , luego K es una extensión simple de F . X
6.49 Corolario. Cualquier extensión finita de un cuerpo de caracteŕıstica
cero es simple.
Demostración. Consecuencia inmediata del lema 6.18 y del corolario 6.48.
X

















3 sobre Q son:
f(x) = x2 − 2 y g(x) = x2 − 3.
Las ráıces de f(x) y g(x) en C son:
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3 es la ráız del polinomio h(x) = x4 − 10x2 + 1,
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, con j 6= 1, y T = {αij
∣
∣ i ∈ I3 y j = 2, 3, 4}.






























6.51 Lema. Sean F un cuerpo de caracteŕıstica p > 0 y K una extensión
algebraica de F . Entonces todo elemento de K es puramente inseparable
sobre SF (K).
Demostración. Sea a ∈ K. Como a es algebraico sobre F , existe un poli-
nomio f(x) irreducible sobre F , tal que f(a) = 0.
Si a es separable sobre F , obviamente a es puramente inseparable sobre F .
Si a no es separable sobre F , entonces f(x) tiene ráıces múltiples, luego f(x)
es un polinomio en xp; esto es, existe f2(x) ∈ F [x] tal que f(x) = f2(xp).
Como f2(x) es irreducible sobre F , entonces es el polinomio mı́nimo para
ap sobre F .
Si ap no es separable sobre F , existe f3(x) ∈ F [x], tal que f2(x) = f3(xp).










no es separable sobre F , entonces existe un polinomio f4(x) ∈ F [x]






Este proceso no puede continuar indefinidamente ya que el ∂f < +∞.
Por lo tanto, existe l ∈ N, tal que apl ∈ SF (K). De donde, por el corolario
6.34, a es puramente inseparable sobre SF (K). X
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6.52 Corolario. Sean F un cuerpo de caracteŕıstica p > 0 y K una ex-
tensión finita de F . Entonces [K : SF (K)] es una potencia de p.
Demostración. Por el lema 6.51, K es una extensión puramente inseparable
de SF (K); aplicando el corolario 6.32, tenemos que existe n ∈ N, tal que
[K : SF (K)] = p
n. X
6.53 Corolario. Sean F un cuerpo de caracteŕıstica p > 0 y K una ex-
tensión finita de F . Si p no divide a [K;F ], entonces K es una extensión
separable de F .
Demostración. Sabemos que F SF (K) K. Como p no divide a [K : F ],
entonces p no divide a [K : SF (K)]; pero por el lema anterior tenemos que
existe n ∈ N, tal que [K : SF (K)] = pn; por lo tanto n = 0. De donde
K = SF (K); esto es, todo elemento de K es separable sobre F . X
6.54 Corolario. Sean F un cuerpo de caracteŕıstica p > 0 y K una ex-
tensión finita de F . Si p no divide a [K : F ], entonces K es una extensión
simple de F .
Demostración. Consecuencia inmediata de los corolarios 6.48 y 6.53. X
6.55 Observación. Sea K una extensión finita del cuerpo F de carac-
teŕıstica p > 0. Por el lema 6.51, tenemos que todo elemento de K es
puramente inseparable sobre SF (K); esto es, si b ∈ K existe n ∈ N, tal que
bp
n ∈ SF (K), pero bp
j
/∈ SF (K) para todo j menor que n; por lo tanto,




= 0. De donde
[F (b) : F ] = pn∂g.
Pero como F F (b) K, entonces pn ≤ pn∂g ≤ [K : F ]; luego
n ≤ logp[K : F ].
6.56 Definición. El número natural n se denomina el exponente de b
con respecto a F .
6.57 Definición. Sea K una extensión finita del cuerpo F de caracteŕıstica
p > 0. Si nb es el exponente de b con respecto a F , ∀b ∈ K, se denomina el
exponente de K con respecto a F al número natural n, tal que
n = máx{nb
∣
∣ b ∈ K}.
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6.58 Observación.
1. Si K es una extensión finita del cuerpo F de caracteŕıstica p > 0,
puede pensarse que el encontrar el exponente deK con respecto a F es
una labor bastante dispendiosa, porque debemos hallar el exponente
de b con respecto a F para cada b ∈ K; pero esto no es necesario, ya
que bastará simplemente con tomar el más grande de los exponentes
con respecto a F , de los elementos de una base cualquiera de K con
respecto a F , por lo siguiente:
Sea B = {b1, . . . , bm} una base de K con respecto a F . Entonces
K = F (b1, . . . , bm). Si r = máx{nb
∣
∣ b ∈ B} y n es el exponente de K
con respecto a F , entonces r ≤ n.


















i ∈ SF (K), ∀i ∈ Im y F SF (K), entonces dp
r ∈
SF (K); luego r ≥ nd, ∀d ∈ K. De donde n ≤ r.
De lo anterior se desprende que n = r.
2. Si n es el exponente de K con respecto a F , es claro que para todo
b ∈ K, bpn ∈ SF (K).
3. Por el corolario 6.52 sabemos que existe m ∈ N tal que
[K : F ] = pm[SF (K) : F ].
Vamos a demostrar a continuación que una condición necesaria y suficiente
para que K sea una extensión simple de F es que m = n.
6.59 Lema. Sea K una extensión finita del cuerpo F de caracteŕıstica
p > 0. Entonces K es una extensión simple de F , si y sólo si, [K : F ] =
pn[SF (K) : F ], en donde n es el exponente de K con respecto a F .
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Demostración.
⇒ Si K es una extensión simple de F , existe v ∈ K tal que K = F (v).
Por el lema 6.51 tenemos que v es puramente inseparable sobre SF (K).
Aplicando al lema 6.30 podemos afirmar que existe m ∈ N, tal que el
polinomio mı́nimo para v sobre SF (K) es
t(x) = xp
m − vpm ;
además, de la demostración del corolario 6.31 se desprende que
vp
l
/∈ SF (K), ∀0 ≤ l < m, luego
n ≥ m (6.11)



















m)j ∈ SF (K),
por lo tanto m ≥ nb, siendo nb el exponente de b con respecto a F ;
de donde
m ≥ n. (6.12)
De (6.11) y (6.12) obtenemos m = n.
Lo anterior nos permite justificar el siguiente desarrollo:
[K : F ] = [K : SF (K)][SF (K) : F ]
= ∂t[SF (K) : F ]
= pn[SF (K) : F ],
que era lo que pretend́ıamos demostrar.
⇐ Como SF (K) es una extensión separable y finita de F , existe
v ∈ SF (K) tal que SF (K) = F (v) (corolario 6.48).
Dado que n es el exponente de K con respecto a F , existe d ∈ K tal
que el exponente de d con respecto a F es n.
Luego dp
n ∈ SF (K), pero dpl /∈ SF (K), ∀0 ≤ l < n.
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Llamemos u = dp
n
; como u /∈ (SF (K))p pero u ∈ SF (K), entonces,
por el lema 6.26, tenemos que
f(x) = xp
n − u
es irreducible sobre SF (K). Por lo tanto
[SF (K)(d) : SF (K)] = p
n.
Por hipótesis tenemos que [K : F ] = pn[SF (K) : F ], pero
pn[SF (K) : F ] = [SF (K)(d) : SF (K)][SF (K) : F ]
= [SF (K)(d) : F ].
Luego
[SF (K)(d) : F ] = [K : F ]
lo cual implica que K = SF (K)(d), ya que SF (K)(d) es un subcuerpo
de K. Por lo tanto, K = F (v, d). Pero como v es separable y d es
algebraico sobre el cuerpo F , entonces, por el lema 6.46, tenemos que
K es una extensión simple de F .
X
6.6. Ejercicios
1. Demuestre que si [K : F ] = p (p primo), entonces K es una extensión
simple de F .
2. Si K es un extensión simple de F , y [K : F ] = n, demuestre que el
número de cuerpos intermedios entre F y K, incluyendo a ambos, es
a lo más 2n−1.
3. Si L es un extensión finita y separable de K y M es una extensión
simple y finita de L, demuestre que M es una extensión finita de K.
4. Sean f(x) ∈ K[x] separable sobre K, y L un cuerpo de descomposi-
ción de f(x) sobre K. Demuestre que L es una extensión separable
de K.
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5. Sean p un número primo, F = Zp(α), en donde α es trascendental
sobre F . Si L es un cuerpo de descomposición del polinomio f(x) =
(xp − α)(xp − δ) sobre K, demuestre:
a) [L : K] = p2.
b) Si γ ∈ L, entonces γp ∈ K.
c) L no es una extensión simple de K.
d) Si p = 2, hallar todos los cuerpos intermedios entre L y K.
6. Sea K(α, δ) un cuerpo extensión de K, tal que α es algebraico sobre
K, pero α /∈ K y δ es trascendental sobre K. Demuestre que K(α, δ)
no es una extensión simple de K.
7. Demuestre que Zp(x, y) es una extensión finita de Zp(xp, yp), pero no
es una extensión simple.
8. Si f(x) es un polinomio de grado n sobre el cuerpo F , tal que cada
factor irreducible de f(x) es un polinomio separable sobre F , probar
que el orden del grupo de Galois de f(x) sobre F divide a n!.
9. Demuestre que cualquier polinomio irreducible sobre un cuerpo F de
caracteŕıstica 0 es separable.
10. Demuestre que un polinomio irreducible f(x) sobre un cuerpo F de
caracteŕıstica p distinto de cero no es separable sobre F , si y sólo si,
cada exponente de cada término de f(x) es divisible por p.













2) = Q( 6
√
2).
13. Sea K un cuerpo con nueve elementos. Encuentre u ∈ K tal que
K = Z3(u).
14. Demuestre el corolario 6.25.
15. Demuestre el corolario 6.34.
16. Demuestre el corolario 6.40.
17. Demuestre el corolario 6.49.
18. Demuestre el corolario 6.54.



























“El matemático, que se encuentra bajo su
diluvio de śımbolos, y trabaja, al parecer
con verdades puramente formales, puede
aún alcanzar resultados de infinita impor-




Hasta hace pocos años se empezó a darle la importancia que merece al
estudio de los polinomios ciclotómicos; este hecho se debe a la enorme apli-
cabilidad que tiene tanto en teoŕıa de números como en el álgebra abstracta.
En el caṕıtulo VII de las Disquisitiones Arithmeticae, Gauss introduce el
n–ésimo polinomio ciclotómico; alĺı prueba algunas propiedades, entre ellas
que si p es primo, el p–ésimo polinomio ciclotómico es irreducible sobre
Q, y que el grupo de Galois del p–ésimo polinomio ciclotómico es ćıclico y
soluble.
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Por otra parte, Ferdinand Eisenstein y Leo-
pold Kronecker demostraron más general-
mente que para cualquier entero positivo n, el
n–ésimo polinomio ciclotómico es irreducible
sobre Q.
El propósito de este caṕıtulo es estudiar las
propiedades más importantes de los polino-
mios ciclotómicos, aśı como también conocer
algunas de sus aplicaciones. Para ello vamos
a tener que recurrir necesariamente al apoyo
que nos brinda el apéndice B, en donde se
analizan las caracteŕısticas más relevantes de
las funciones ϕ– de Euler y µ– de Möbius.
Ferdinand Eisenstein
(1823–1852)
7.2. Los polinomios ciclotómicos y algunas de
sus propiedades
7.1 Definición. Un elemento ξ de un cuerpo K es una ráız n–ésima






∣ ξ es una ráız n–ésima de la unidad
}
.
7.2 Lema. (Vn; ·) es un subgrupo de (K − {0}; ·).
Demostración. Trivial. X
7.3 Ejemplo. Si K = C, Vn está integrado por todos los vértices del
n–ágono regular inscrito en la circunferencia de radio uno y centro en el
origen.





Las ráıces n–ésimas de la unidad en C son






















∣ |(θ − 1)|
= |θ − 1| , ∀ k = 0, . . . , n− 1.
Resumiendo hemos demostrado que para todo k = 0, . . . , n−1, θk está sobre
la circunferencia de radio 1 y centro en el origen, y además la distancia entre
θk+1 y θk es un valor fijo que no depende de k. De lo anterior se desprende
que los θk, ∀ k = 0, . . . , n − 1 son los vértices del n–ágono regular inscrito
en la circunferencia de radio uno y centro en el origen. X
7.4 Definición. Un elemento ξ ∈ Vn, es una ráız n–ésima primitiva de
la unidad si el orden de ξ en el grupo (Vn; ·) es n.
7.5 Observación. ξ ∈ Vn es una ráız n–ésima primitiva de la unidad si
ξn = 1 y ξk 6= 1, ∀k ∈ In−1.
7.6 Observación. Como #Vn ≤ n, ya que la ecuación polinomial
zn − 1 = 0 tiene a lo más n ráıces distintas, entonces si ξ ∈ Vn es un
ráız n–ésima primitiva de la unidad, Vn = 〈ξ〉.
7.7 Observación. Si ξ ∈ Vn es una ráız n–ésima primitiva de la unidad
en un cuerpo extensión del cuerpo F , entonces F (ξ) es un cuerpo de des-
composición del polinomio f(z) = zn − 1 sobre F .
Notación: Notaremos
Tn = {ξ ∈ Vn
∣
∣ ξ es una ráız n–ésima primitiva de la unidad}.
7.8 Definición. Sea K un cuerpo en donde f(z) = zn − 1 se descompone.





7.9 Ejemplo. Hallar los cuatro primeros polinomios ciclotómicos sobre C.
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Demostración.
1. T1 = {1}. Luego φ1(z) = z − 1.
2. T2 = {−1}. Luego φ2(z) = z + 1.
3. T3 = {ξ, ξ2}, con ξ = e
2πi
3 . Luego φ3(z) = (z − ξ)(z − ξ2).
Como z3 − 1 = (z − 1)(z − ξ)(z − ξ2), entonces φ3(z) = z2 + z + 1.
4. T4 = {ξ, ξ3}, con ξ = e
π
2
i = i. Luego ξ3 = −i. Por lo tanto
φ4(z) = (z − i)(z + i) = z2 + 1.
X
7.10 Lema. Sea K un cuerpo en donde zn − 1 se descompone. Entonces:





Demostración. Sea ξ una ráız n–ésima de la unidad. Si
Sξ = {k ∈ In
∣
∣ ξk = 1}.
Entonces Sξ 6= ∅ porque n ∈ Sξ, luego existe d ∈ In, tal que d = mı́nSξ; de
donde ξd = 1, pero ξk 6= 1, ∀k ∈ Id−1. De lo anterior se desprende que ξ es
una ráız d–ésima primitiva de la unidad.
Veamos que d|n. En efecto, por el algoritmo de la división sabemos que
existen q y r en N, tales que
n = qd+ r con 0 ≤ r ≤ d,
luego
1 = ξn = ξqd+r = (ξd)qξr = 1ξr = ξr
si r 6= 0, entonces d 6= mı́nSξ, lo cual es una contradicción.
Luego n = qd, y por lo tanto d|n.
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Probemos a continuación la otra contenencia.
Sea α ∈ ⋃
d|n
Td. Existe d|n tal que α ∈ Td. Luego αd = 1.
Como d|n, existe b ∈ N tal que bd = n. Entonces
αn = (αd)b = 1.
De esto se concluye que α es una ráız n–ésima de la unidad, por lo tanto
α ∈ Vn. De lo anterior se infiere que
⋃
d|n
Td ⊆ Vn. (7.2)

























7.11 Ejemplo. Sea p ∈ Z+ primo. Demuestre que
φp(z) = z
p−1 + · · · + z + 1.
Demostración. Como




y φ1(z) = z − 1, entonces
φp(z) =
zp − 1
z − 1 = z
p−1 + · · · + z + 1.
X
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7.12 Ejemplo. Hallar φ6(z) y φ10(z).
Demostración.
1. z6 − 1 = φ1(z)φ2(z)φ3(z)φ6(z).
Pero φ1(z)φ3(z) = z
3 − 1 y φ2(z) = z + 1. Luego
φ6(z) =
z6 − 1




= z2 − z + 1.
2. z10 − 1 = φ1(z)φ2(z)φ5(z)φ10(z).
Como φ1(z)φ5(z) = z
5 − 1 y φ2(z) = z + 1 entonces
φ10(z) =
z10 − 1
(z5 − 1)(z + 1)
= z4 − z3 + z2 − z + 1.
X






, ∀n ∈ Z+.
Demostración.
zp






































7.15 Lema. Si p, n ∈ Z+ y p es un primo que no divide a n, entonces
φpn(z)φn(z) = φn(z
p).
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Demostración. Por inducción sobre n.





2. Sea n > 1 un entero primo relativo con p y supongamos que ∀d, tal
que 1 ≤ d < n y (d, p) ∼ 1, se tenga que
φpd(z)φd(z) = φd(z
p).
Si d|pn, entonces (d, p) ∼ 1 ó (d, p) ∼ p. Luego, d|n ó d = pl para
algún l ∈ Z+.
En caso de que d = pl, entonces l|n.
Por otra parte ps|pn, para todo entero positivo s que divida a n.


















n − 1. (7.4)
Reemplazando (7.4) en (7.3), obtenemos





















Como (p, n) ∼ 1, entonces si l|n, (l, p) ∼ 1.
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Reemplazando (7.7) en (7.6) y (7.6) en (7.5), obtenemos












Que era lo que queŕıamos demostrar.
X























z10 + z5 + 1
z2 + z + 1
= z8 − z7 + z5 − z4 + z3 − z + 1.
X
7.17 Lema. Si n > 1 es impar, entonces φ2n(z) = φn(−z).
Demostración. Por inducción.
1. Si n = 3,
φ2n(z) = φ6(z) = z
2 − z + 1 = φ3(−z).
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2. Sea n > 3 impar. Supongamos que ∀m impar, con 3 ≤ m < n, se
tenga φ2m(z) = φm(−z).




















































Que era lo que queŕıamos demostrar.
X
7.18 Ejemplo. Calcule φ30(z) y φ2p(z), en donde p > 1 es un primo impar.
Demostración.
1. φ30(z) = φ15(−z) = z8 + z7 − z5 − z4 − z3 + z + 1.
2. φ2p(z) = φp(−z) = zp−1 − zp−2 + · · · − z + 1.
X
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Demostración. Sea y = zp
m−1

















q) por el lema 7.15.















7.20 Ejemplo. Calcule φ18(z), φ20(z) y φ24(z).
Demostración.
1. φ18(z) = φ6(z
3) = z6 − z3 + 1.
2. φ20(z) = φ10(z
2) = z8 − z6 + z4 − z2 + 1.
3. φ24(z) = φ6(z
4) = z8 − z4 + 1.
X
7.21 Corolario. Si p1, p2, . . . , pn son primos positivos distintos y m ∈ Z+,
entonces







Demostración. Por inducción sobre n.








, ∀m ∈ Z+ y ∀p1, p2, . . . , pn−1
primos positivos distintos.
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, por el lema 7.15.
X
7.22 Ejemplo. Calcule φ60(z).






z20 − z10 + 1
z4 − z2 + 1 .
φ60(z) = z
16 + z14 − z10 − z8 − z6 + z2 + 1. X
7.23 Lema. Si Vn ⊆ C, entonces φn(z) ∈ Z[z].
Demostración. Por inducción sobre n.
1. El lema se tiene para n = 1, ya que φ1(z) = z − 1 ∈ Z[z].









(z − ξ), ∀d ∈ Z+ entonces g(z) = zm + amzm−1 +
· · · + a2z + a1, con ai ∈ Z, ∀i ∈ Im. Como f(z) = zn − 1 ∈ Z[z],
entonces, aplicando lo visto en el ejemplo ??, tenemos que existen
h(z), r(z) ∈ Z[z] tales que
f(z) = h(z)g(z) + r(z) con, ∂r < ∂g.
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Luego
φn(z)g(z) = h(z)g(z) + r(z).
Entonces
(φn(z) − h(z)) g(z) = r(z).
Si r(z) 6= 0,
∂r = ∂g + ∂(φn − h) < ∂g,
lo cual es una contradicción. Por consiguiente r(z) = 0, pero como
g(z) 6= 0, entonces φn(z) − h(z) = 0. De donde
φn(z) = h(z).
Por lo tanto φn(z) ∈ Z[z], que era lo que queŕıamos demostrar.
X
7.24 Lema. Si Vn ⊆ C y n > 1, entonces φn(z) > 0, ∀z ∈ R+.
Demostración. Por inducción.
1. Si n = 2, entonces φ2(z) = z + 1. Por lo tanto φ2(z) > 0, ∀z ∈ R+.
2. Si n > 2. Supongamos que φm(z) > 0, ∀2 ≤ m < n y ∀z ∈ R+.
Como























φd(z) > 0, ∀z ∈ R+.
Entonces de (7.10) se deduce que φn(z) > 0, ∀z ∈ R+.
X
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(zd − 1)µ( nd ), ∀z ∈ R+.
Demostración. Por inducción sobre n.
1. Si n = 1,
φ1(z) = z − 1.
Este polinomio satisface las condiciones del lema.
2. Si n > 1. Sea z ∈ R+.
a) Si z > 1, entonces φd(z) > 0 y z
d − 1 > 0, ∀d ∈ Z+.
Como






































b) Si 0 < z < 1, entonces 1−zd > 0, −φ1(z) > 0 y φd(z) > 0, ∀d > 1.
Definamos
pd(z) =
{ −φ1(z) si d = 1
φd(z) si d > 1.
Entonces
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Luego















































, por el corolario B.15.
X
7.26 Ejemplo. Calcule φ21(z) y φ28(z).
Demostración.
1. Los divisores positivos de 21 son 1, 3, 7 y 21.
φ21(z) = (z − 1)µ(21)(z3 − 1)µ(7)(z7 − 1)µ(3)(z21 − 1)µ(1).
Luego
φ21(z) =
(z − 1)(z21 − 1)
(z7 − 1)(z3 − 1)
= z12 − z11 + z9 − z8 + z6 − z4 + z3 − z + 1.
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2. Los divisores positivos de 28 son 1, 2, 4, 7, 14 y 28.
φ28(z) =(z − 1)µ(28)(z2 − 1)µ(14)(z4 − 1)µ(7)(z7 − 1)µ(4)
(z14 − 1)µ(2)(z28 − 1)µ(1).
Luego
φ28(z) =
(z2 − 1)(z28 − 1)




= z12 − z10 + z8 − z6 + z4 − z2 + 1.
X
7.27 Observación. En el apéndice A del Tomo I, definición A.14 vemos








x, y ∈ D, y, y 6= 0
}
es denominado, cuerpo de cocientes de D.
7.28 Definición. Sean L un cuerpo y D el dominio entero generado por la
unidad de L. Se denomina el cuerpo primo de L, al cuerpo de cocientes
de D.
7.29 Lema. Sean n ∈ Z+ y K un cuerpo que contiene toda ráız n–ésima
de la unidad. Si F es el cuerpo primo de K, entonces
φn(z) ∈ F [z].
Demostración. Por inducción.
1. Si n = 1,
φ1(z) = z − 1 ∈ F [z].





φd(z) ∈ F [z].
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Por el algoritmo de la división, tenemos que existen h(z) y r(z) poli-
nomios sobre F , tales que
zn − 1 = h(z)g(z) + r(z), con ∂r < ∂g.
Por otra parte, zn − 1 se puede factorizar sobre K como
zn − 1 = φn(z)g(z),
pero como los polinomios h(z) y r(z) son únicos, entonces
h(z) = φn(z) y r(z) = 0.
De lo anterior se desprende que φn(z) ∈ F [z], que era lo que queŕıamos
demostrar.
X
















en donde āi es la clase de ai módulo p.
Demostración. Por inducción.
1. Si n = 1, entonces φ̄1(y) = y − 1̄.
2. Sea n ∈ Z+, n > 1, tal que p - n. Supongamos que ∀1 ≤ d < n con
d | n el lema se tenga.
La aplicación
σ : Z −→ Zp
a 7−→ σ(a) = ā,
en donde ā = {b ∈ Z
∣
∣ b ≡ a mod p}, es un epimorfismo.
En el caṕıtulo 1 vimos que existe un único epimorfismo,
σy : Z[z] −→ Zp[y]
tal que σy(z) = y y σy|Z = σ.
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Como






































Esto último se ha hecho gracias a la hipótesis de inducción.



























Pero como Zp[y] es un dominio entero, podemos cancelar en (7.13) y
aśı obtener
φ̄n(y) = σy(φn(z)).
Que era lo que queŕıamos demostrar.
X
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7.32 Lema. Si K es un cuerpo y G es un subgrupo finito del grupo
(K − {0}; ·), entonces G es ćıclico.
Demostración. Sean n = #G y α ∈ G de orden d ≥ 1. Entonces d|n y las
ráıces de fd(z) = z
d − 1 son 1, α, . . . , αd−1.
Por otra parte, si β ∈ G es de orden d, βd = 1, lo cual implica que β es
una ráız de fd(z). De donde, existe m ∈ Z+, 0 ≤ m < d tal que β = αm.
Veamos que (m,d) ∼ 1.
En efecto, si existe p > 1 primo tal que p|m y p|d, entonces m = ps y d = ph
para algunos s y h enteros positivos menores que m y d, respectivamente;
luego
βh = αmh = αpsh = (αd)s = 1,
lo cual es absurdo, ya que el orden de β es d.
De lo anterior se desprende que todos los elementos de G de orden d son
de la forma αm, con 1 ≤ m < d y (m,d) ∼ 1. Veamos a continuación que
si 1 ≤ m ≤ d− 1 y (m,d) ∼ 1, entonces αm es de orden d.
Es claro que (αm)d = 1; por otra parte, si existiera k ∈ Id−1 tal que (αm)k = 1,
entonces d divide a mk, pero (m, d) ∼ 1, entonces d divide a k; esto no puede
tenerse ya que 1 ≤ k < d. Por lo tanto αm es de orden d.
Resumiendo, tenemos que
Hd = {β ∈ G
∣
∣ β es de orden d}
= {αm
∣
∣ 1 ≤ m ≤ d− 1 y (m,d) ∼ 1}.
Luego #Hd = ϕ(d).
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Es claro que ∀ξ ∈ G, ξ ∈ ⋃
d|n
Hd; es decir, G ⊆
⋃
d|n






además, esta unión es disyunta, por lo tanto










ϕ(d) = n. (7.15)
De (7.14) y (7.15) se deduce que n < n, lo cual es una contradicción. X
7.33 Corolario. Si K es un cuerpo finito, entonces (K−{0}; ·) es ćıclico.
Demostración. Consecuencia inmediata del lema anterior. X
7.34 Lema. Sea K un cuerpo de caracteŕıstica p. Entonces ∀n > 1 existe
una ráız n-ésima primitiva de la unidad, si y sólo si, p = 0.
Demostración. Sea fn(z) = z
n − 1 en K[z].
⇒ Supongamos que p 6= 0. Como f ′p(z) = pzp−1 = 0, entonces fp(z)
y f ′p(z) tienen un factor común no trivial; luego, fp(z) tienen ráıces
múltiples, y por lo tanto #Vp < p.
Si existiera una ráız p–ésima primitiva de la unidad en Vp, entonces
p dividiŕıa a #Vp, pero esto es absurdo, ya que 0 < #Vp < p.
Luego es falso que ∀n > 1 exista una ráız n–ésima primitiva de la
unidad.
⇐ Como f ′n(z) = nzn−1 y fn(z) = zn − 1 no tienen factores comunes,
entonces todas las ráıces de fn(z) son simples. Luego #Vn = n.
Si L es un c.d.d. de fn(z) sobre K, entonces (Vn; ·) es un subgrupo
finito de (L−{0}; ·). Por el lema 7.32 tenemos que Vn es ćıclico, esto
es, existe ξ ∈ Vn tal que Vn = 〈ξ〉. De donde ξ es de orden n, y por lo
tanto una ráız n–ésima primitiva de la unidad.
X
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7.35 Observación. De la demostración del lema anterior se desprende que
si p > 0 es primo, no es posible construir el p–ésimo polinomio ciclotómico,
sobre Zp.
También es claro que si p - n, entonces la demostración dada en la prueba
de la suficiencia para el lema anterior sigue siendo válida. Por lo tanto existe
φn(z) sobre K.
7.36 Lema. Si K es un cuerpo de caracteŕıstica p y si p = 0 ó p - n
(n ∈ Z+), entonces el término constante de φn(z) es 1, ∀n > 1.
Demostración. Sea Tn = {ξ ∈ Vn
∣
∣ ξ es una ráız n–ésima primitiva de la
unidad}.
Como p = 0 ó p - n, entonces Tn es no vaćıo.
Si n = 2, Tn = {−1}, y por lo tanto φ2(z) = z + 1, cuyo término constante
obviamente es 1.
Sean n > 2 y ξ ∈ Tn. Si ξ−1 = ξ, entonces ξ2 = 1, y por consiguiente n = 2
ó n = 1, lo cual es absurdo.
















7.37 Lema. Si K es un cuerpo en donde f(z) = zn − 1 se descompone,
entonces
∂φn(z) = ϕ(n).
Demostración. Por inducción sobre n.
1. Si n = 1, entonces φ1(z) = z − 1. Luego ∂φ1(z) = ϕ(1).
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2. Sea n > 1. Supongamos que ∀d < n el ∂φd(z) = ϕ(d).
Como




























ϕ(d) + ∂φn(z). (7.16)





De (7.16) y (7.17) se deduce que




7.38 Lema. Sea g(z) un factor irreducible de φn(z) sobre Z, entonces para
toda ráız ξ de g(z) y para todo primo p que no divida a n, ξp también es
ráız de g(z).
Demostración. Como g(z)|φn(z) y φn(z)|zn − 1, entonces g(z)|zn − 1.
Luego existe h(z) ∈ Z[z], tal que
g(z)h(z) = zn − 1.
Sean p > 0 un primo impar, tal que p - n y ξ una ráız de g(z). Entonces
ξm también es ráız de zn − 1, ∀m ∈ Z. En particular ξp es ráız de zn − 1, y
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por lo tanto de g(z)h(z). Supongamos que ξp no es ráız de g(z). Entonces,
ξp es ráız de h(z), luego ξ es ráız de h(zp).
Pero como g(z) es irreducible sobre Z, entonces es el polinomio mı́nimo para




σ : Z −→ Zp
a 7−→ σ(a) = ā,
en donde ā = {b ∈ Z
∣
∣ b ≡ a mod p}.
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∣σ̄(zn − 1) = yn − 1̄,
y por lo tanto yn − 1̄ tiene ráıces múltiples, lo cual es una contradicción. X
7.39 Lema. El polinomio ciclotómico φn(z) ∈ Z[z] es irreducible sobre Q.
Demostración. Sean g(z) un factor irreducible de φn(z) sobre Z y ξ una
ráız de g(z). Como φn(z) no tiene ráıces múltiples, es suficiente demostrar
que toda ráız de φn(z) es también ráız de g(z).
En efecto. Sea θ una ráız de φn(z). Como 〈ξ〉 = Vn, existe r ∈ Z+ tal que
θ = ξr.
r = p1 · · · pm, en donde los pj son primos ∀j = 1, . . . ,m.
Si existiera j ∈ Im tal que pj |n, entonces n = pjs para algún s ∈ Z+, s < n.
Luego
θs = ξrs = 1,
ya que n|rs. De donde θ no es una ráız n–ésima primitiva de la unidad, lo
cual es una contradicción.
Como ξ es ráız de g(z), entonces ξ1 = ξ
p1 es ráız de g(z) por el lema
anterior.
Sea 1 ≤ i < n. Supongamos que
ξi = ξ
p1···pi
es ráız de g(z).





es ráız de g(z).
De lo anterior se desprende que ξi es ráız de g(z), ∀i ∈ Im.
En particular, ξn = θ es ráız de g(z), que era lo que queŕıamos demostrar.
X
7.40 Observación. En general, este resultado no es válido si se toma el
polinomio ciclotómico φn(z) sobre cualquier cuerpo. Por ejemplo, el poli-
nomio φ12(z) = z
4 − z2 + 1 sobre Z5 es reducible, ya que
φ12(z) = (z
2 + 3z + 4)(z2 + 2z + 4).
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Este mismo polinomio es reducible sobre Z11 porque
φ12(z) = (z
2 + 6z + 1)(z2 + 5z + 1).
También φ8(z) = z
4 + 1 es reducible sobre Z7, ya que φ8(z) = (z2 + 3z +
1)(z2 + 4z + 1).
φ32(z) = z
16 + 1 puede factorizarse en Z7 de la siguiente manera:
φ32(z) = (z
4 − z2 − 1)(z4 + z2 − 1)(z4 − 4z2 − 1)(z4 + 4z2 − 1).
7.41 Lema. Sean n ∈ Z+, n > 1 y Hn = {ā ∈ Zn
∣
∣ ā es invertible}.
Entonces (Hn; ·) es un grupo y #Hn = ϕ(n).
Demostración. La prueba de que Hn es un grupo es elemental y queda a
cargo del lector. Veamos que #Hn = ϕ(n).
En efecto. Sea ā ∈ Hn con 0 < a < n. Si existiera p ∈ Z+, p > 1, tal que
p|a y p|n, existiŕıan c y d en Z, 1 < c < a y 1 < d < n tales que cp = a y
dp = n. Luego
d̄ā = n̄c̄ = 0̄.
Pero como d̄ 6= 0̄, entonces ā no es invertible, lo cual es una contradicción.
Por lo tanto (a, n) ∼ 1.
Por otra parte, si (b, n) ∼ 1, existen r y s en Z tales que
rb+ sn = 1.
Luego r̄b̄ = 1̄. De lo anterior se desprende que
Hn = {ā ∈ Zn
∣
∣ a ∈ In y (a, n) ∼ 1}.
De donde #Hn = ϕ(n). X
7.42 Lema. Sean n ∈ Z+ y K un cuerpo de caracteŕıstica p. Si F es el
c.d.d de Zn − 1 sobre K y p no divide a n, entonces:
1. F = K(ξ), en donde ξ ∈ F es una ráız n–ésima primitiva de la
unidad.
2. G(F ;K) ∼= M , con M un subgrupo de Hn.
3. Si d = #G(F ;K), entonces d
∣
∣ϕ(n).
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4. (G(F ;K); ◦) es abeliano.
5. Si n es primo, G(F ;K) es ćıclico de orden n− 1.
Demostración.
1. Si ξ ∈ F es una ráız n–ésima primitiva de la unidad, entonces las
ráıces de zn − 1 son 1, ξ, . . . , ξn−1.
Por lo tanto F = K(1, ξ, . . . , ξn−1) = K(ξ).
2. Sea σ ∈ G(F ;K), entonces σ|
K
= id. Por otra parte 0 = σ(0) =
σ(ξn − 1) = (σ(ξ))n − 1.
Entonces σ(ξ) = ξj para algún j ∈ Z+.
Como σ−1 ∈ G(F ;K), existe l ∈ Z+ tal que σ−1(ξ) = ξl. Luego
ξ = (σ ◦ σ−1)(ξ) = ξlj.
De donde lj ≡ 1 mod n, y por lo tanto j̄ ∈ Hn.
Sea
µ : G(F ;K) −→ Hn
σ 7−→ µ(σ),
en donde µ(σ) = {j ∈ Z
∣
∣ si σ(ξ) = ξi, entonces j ≡ i mod n}.
Es obvio que µ es función. Veamos que µ es un homomorfismo. Sean
σ y τ dos elementos de G(F ;K). Entonces σ(ξ) = ξi y τ(ξ) = ξj para
algunos i y j en Z.
Como (σ ◦ τ)(ξ) = ξij , entonces µ(σ ◦ τ) = ij = ī · j̄ = µ(σ)µ(τ).
Por lo tanto µ es un homomorfismo.
Por otra parte, si µ(σ) = 1̄, entonces σ(ξ) = ξ, de donde σ = id. De
lo anterior se desprende que µ es uno a uno.
Hemos demostrado que si M = Imσ, entonces M ∼= G(F ;K).
3. Si d = #G(F ;K), entonces d = #M .
Pero como M es subgrupo de Hn, entonces d|ϕ(n).
4. Sabemos que (Zn; ·) es abeliano, entonces (Hn; ·) es abeliano. Por lo
tanto (M ; ·) es abeliano. De donde (G(F ;K); ·) también es abeliano.
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5. Si n es primo, Zn es un cuerpo. Como M es un subgrupo finito del
grupo (Zn − {0̄}; ·), entonces, por el lema 7.32, tenemos que M es
ćıclico. Luego G(F ;K) también es ćıclico, ya que es isomorfo a M .
Por otra parte, M = Zn − {0̄}, porque todo elemento no nulo de Zn
es invertible. Lo anterior nos permite concluir que
#G(F ;K) = #(Zn − {0}) = ϕ(n) = n− 1.
X
7.43 Observación. Si K = Q, entonces φn(z) es irreducible sobre Q. Por
lo tanto [F ; Q] = ∂φn = ϕ(n). Pero como todas las ráıces de φn(z) son
simples, tenemos que #G(F ; Q) = [F ; Q] = ϕ(n). Luego #M = #Hn, y
por lo tanto M = Hn. De lo anterior se desprende que
G(F ; Q) ∼= Hn.
7.44 Ejemplo. Sea F un c.d.d del polinomio f(z) = z18 − 1 sobre Q.
1. Hallar G(F ; Q).
2. Encuentre todos sus subgrupos.
Demostración.
1) El G(F ; Q) es isomorfo H18. Como ϕ(18) = 6, entonces #H18 = 6.
H18 = {n̄ ∈ Z18
∣
∣ 1 ≤ n ≤ 17 y (n, 18) ∼ 1}
= {1̄, 5̄, 7̄, 11, 13, 17}
Aplicando el lema anterior tenemos que si ξ es una ráız 18-ésima de
la unidad y F = Q(ξ), entonces G(F ; Q) = {σ1, σ2, σ3, σ4, σ5, σ6}, en
donde σj |Q = id, ∀j ∈ I6, y además a ξ lo env́ıa en
σ1 σ2 σ3 σ4 σ5 σ6
ξ ξ5 ξ7 ξ11 ξ13 ξ17
2) H18 sólo puede tener subgrupos de orden: 1, 2, 3 ó 6. El único elemento
idempotente de H18 es 17, luego S2 = {1, 17} es el único subgrupo de
orden 2 de H18.
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Como una consecuencia del Teorema de Sylow para grupos abelianos
tenemos que existe un único subgrupo de orden 3 de H18. Por inspección
directa podemos darnos cuenta que este subgrupo es S3 = {1, 7, 13}.
Resumiendo, tenemos que los subgrupos de H18 son:
S1 = {1}, S2 = {1, 17}, S3 = {1, 7, 13} y S4 = H18,
y por lo tanto los subgrupos de G(F ; Q) son:
R1 = {σ1}, R2 = {σ1, σ6}, R3 = {σ1, σ3, σ5} y R4 = G(F ; Q).
X
7.3. Una aplicación de los polinomios
ciclotómicos a la teoŕıa de números
William Burnside
(1852–1927)
“La matemática es una creación libre e in-
dependiente de la experiencia, que se desa-
rrolla a partir de una única expresión a prio-
ri”.
Luitzen E. J. Brouwer (1881-1966)
En este parágrafo vamos a estudiar una aplicación de los polinomios ci-
clotómicos a la teoŕıa de números.
Gustavo Pedro Lejeune–Dirichlet (1805–1859) demostró que si a y b son en-
teros positivos primos relativos, existen infinitos primos de la forma an+ b
con n ∈ Z+. La prueba de este resultado no es evidente y en ella se recu-
rrió por primera vez al análisis matemático para la solución de problemas
de la teoŕıa de números. Muchos matemáticos han intentado demostrar este
resultado sin utilizar el análisis, pero hasta la fecha han fracasado. Por esta
razón no deja de ser interesante la prueba que vamos a presentar de este
teorema para el caso b = 1, ya que en ella no se emplea el análisis.
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Sea n ∈ Z+. En el lema 7.23 vimos que φd(z) ∈ Z[z], ∀d ∈ Z+, además en
el lema 7.10 se demostró que zn − 1 = ∏
d|n
φd(z), luego





Por otra parte, si d 6= ±1, entonces hn(d) y φn(d) son no nulos.
7.45 Lema. Si k ≥ 1 divide a n, entonces ∀c 6= ±1.
(










Demostración. Como k divide a n, existe d ∈ Z tal que kd = n.
Sea y = ck − 1, entonces ck = y + 1. Luego cn = ckd = (y + 1)d. De donde
cn − 1
ck − 1 =














d = ay +
cn − 1
ck − 1 .
Multiplicando por k toda la ecuación, tenemos
n = ka(ck − 1) + kc
n − 1
ck − 1 . (7.18)
Si m ∼
(











Luego, de (7.18) se desprende que m|n. X
7.46 Lema. Sean c ∈ Z y p primo tales que |c| 6= 1. Si p divide a hn(c) y
p divide a φn(c), entonces p divide a n.
Demostración. Como p|hn(c), existe k ∈ In−1 tal que k|n y p|φk(c). Pero
φk(c)|ck − 1, entonces
p|ck − 1. (7.19)
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NÚMEROS 189
Por otra parte








































ck − 1 .


















ck − 1 .







ck − 1 . (7.20)













De donde, por lo visto en el lema 7.45, tenemos que p|n. X
7.47 Lema. Sea n ∈ Z, n > 1. Existe m ∈ Z+ tal que nm+1 es un número
primo.
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Demostración. Sabemos que
φn(ny)hn(ny) = (ny)
n − 1. (7.21)
Como (ny)n − 1 ≡ −1 mod n, entonces
φn(ny)hn(ny) ≡ −1 mod n. (7.22)
Sea y ∈ Z, tal que φn(ny) 6= ±1. Existe p > 1 primo tal que p|φn(ny).
Si p|hn(ny), entonces, según el lema 7.46, tenemos que p|n, pero de la
ecuación (7.22) se desprende que p|1, lo cual es una contradicción. Luego
p - hn(ny), y por lo tanto p - φd(ny), ∀d < n.
En particular, si k|n y k < n, entonces p - ∏
d|k
φd(ny).
Luego p - (ny)k − 1. De donde
(ny)k 6≡ 1 mod p. (7.23)
Por otra parte, como p|φn(ny), entonces p|(ny)n−1, ya que φn(ny)|(ny)n−
1, luego
(ny)n ≡ 1 mod p. (7.24)
Veamos que n|p− 1.
Supongamos que no; existe k ∈ In−1 tal que (n, p− 1) ∼ k.
Por lo tanto
k = sn+ t(p− 1) para algunos s, t ∈ Z. (7.25)
De (7.24) se desprende que
(ny)sn ≡ 1 mod p. (7.26)
Si p|y, entonces p|φn(ny)hn(ny) − (ny)n, pero esto implica según (7.21)
que p| − 1, lo cual es imposible. Como tampoco p divide a n, entonces
(p, ny) ∼ 1. De donde, por el pequeño teorema de Fermat, tenemos que
(ny)p−1 ≡ 1 mod p,
y por lo tanto
(ny)t(p−1) ≡ 1 mod p. (7.27)
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De (7.25), (7.26) y (7.27) se desprende que
(ny)k ≡ 1 mod p.
Lo cual contradice lo visto en (7.23).
Por consiguiente n|p− 1. Pero como n > 0 y p − 1 > 0, existe m ∈ Z+ tal
que p = nm+ 1. X
7.48 Corolario. Sea n ∈ Z, n > 1. Existen infinitos primos congruentes
con 1 módulo n.
Demostración. Por el lema 7.47 sabemos que existe m1 ∈ Z+ tal que
p1 = nm1 + 1 es un número primo.
Como np1 > 1, existe m2 ∈ Z+ tal que np1m2 + 1 = p2 es un primo de Z.
Es evidente que p2 > p1.
Aplicando este mismo razonamiento a np2, podemos encontrar nuevamente
un primo p3 > p2 congruente con 1 módulo n.
Este procedimiento puede continuar aśı sucesivamente; lo cual nos permite
afirmar que existen infinitos primos congruentes con 1 módulo n. X




“La iluminación repentina, es un signo ma-
nifiesto de un largo trabajo subconsciente
anterior”.
Henri Poincaré
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En 1905 el matemático escocés J.H. Maclagan Wedderburn publicó un
art́ıculo titulado: A Theorem on finite algebras (Trans. Amer., Math.
Soc.,t VI 1905, págs. 349–352). En él demostró que todo anillo finito con
división es un cuerpo. Este resultado ha tenido gran acogida por los alge-
bristas, ya que abrió puertas hacia una serie de campos de investigación en
el álgebra conmutativa, aśı como también permitió resolver problemas en
otras áreas de la matemática, como por ejemplo la geometŕıa proyectiva.
El propósito de este parágrafo es demostrar el Teorema de Wedderburn
apoyándonos en la teoŕıa de polinomios ciclotómicos. Con el fin de cumplir
con este objetivo se hace necesario introducir y probar ciertos resultados
tanto de la teoŕıa de grupos como de la teoŕıa de anillos.
7.49 Definición. Sean G un grupo y a, b ∈ G. Diremos que a es conju-
gado de b si existe x ∈ G tal que
b = xax−1.
7.50 Lema. La relación “ser conjugado de” es una relación
de equivalencia.
Demostración. Trivial, queda a cargo del lector. X
Notación: Si a ∈ G, notaremos
C(a) = {x ∈ G
∣
∣ x es conjugado de a}





En donde N(a) = {x ∈ G
∣
∣ xa = ax}.
Demostración. Sea H = {xN(a)
∣





Luego, para demostrar este lema será suficiente probar que existe una co-
rrespondencia biyectiva entre H y C(a).
En efecto. Sea y ∈ xN(a). Entonces y = xn para algún n ∈ N(a).
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Como y−1 = n−1x−1, entonces
yay−1 = xnan−1x−1 = xann−1x−1 = xax−1.
Luego, a cada xN(a) ∈ H le corresponde un único conjugado de a.
Sea bx = xax
−1. Podemos entonces definir la aplicación
ψ : H −→ C(a)
xN(a) 7−→ ψ(xN(a)) = bx.
Veamos que ψ es uno a uno.
Sean xN(a) y zN(a) en H, tales que ψ(xN(a)) = ψ(zN(a)).
Entonces, xax−1 = zaz−1. Luego ax−1z = x−1za, por lo tanto x−1z ∈
N(a).
De donde x−1zN(a) = N(a). Luego zN(a) = xN(a).
Veamos que ψ es sobre.
Sea d ∈ C(a), existe x ∈ G tal que d = xax−1. Luego d = ψ(xN(a)).
De lo anterior se desprende que ψ es biyectiva, que era lo que deb́ıamos
demostrar. X
7.52 Definición. Sea (D; +, ·) un anillo. El conjunto
Z = {z ∈ D
∣
∣ zx = xz, ∀x ∈ D}
se denomina el centro de D.
7.53 Proposición. (Z; +, ·) es un subanillo conmutativo de (D; +, ·).
Demostración. Trivial, queda a cargo del lector. X
7.54 Corolario. Si D es un anillo con división, entonces Z es un cuerpo.
Demostración. Basta tan solo demostrar que todo elemento de Z no nulo
tiene también su inverso en Z. En efecto,
sea z ∈ Z (z 6= 0). Entonces zx = xz, ∀x ∈ D. Luego xz−1 = z−1x, ∀x ∈ D.
De donde z−1 ∈ Z. X
7.55 Lema. Si D es un anillo con división, entonces D es un espacio
vectorial sobre Z.
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Demostración. Trivial, queda a cargo del lector. X
7.56 Lema. Sea D un anillo finito con división. Si #Z = q, entonces
#D = qn para algún n ∈ Z+.
Demostración. Como D es un espacio vectorial sobre Z y D es finito, existe
n ∈ Z+ tal que dimZ D = n. Sea
B = {v1, . . . , vn}





λi ∈ Z, ∀i ∈ In.
Para escoger λi (i ≤ n) hay q posibilidades. Luego, el número de elementos
de D es q · · · q = qn. X
7.57 Lema. Sean D un anillo y a ∈ D. Si D∗ = D − {0} y
N ′(a) = {x ∈ D∗
∣
∣ xa = ax}, entonces:
1. Z ⊆ N ′(a) ∪ {0}.
2. N ′(a) ∪ {0} es un subanillo de D.
3. Si D es un anillo con división, entonces N ′(a)∪ {0} es un anillo con
división.
4. Si D es un anillo con división #Z = q y #D = qn, entonces existe
m ∈ Z+ tal que m|n y #N ′(a) = qm − 1.
Demostración.
1) 2) 3) Queda a cargo del lector.
4) Como N ′(a)∪{0} es un anillo finito con división y #Z = q, entonces,
por el lema 7.56, tenemos que existe m ∈ Z+ tal que #(N ′(a)∪{0}) =
qm.
Luego
#N ′(a) = qm − 1.
Veamos a continuación que m|n.
En efecto, si m - n, existen p y r enteros tal que
n = pm+ r, con 0 < r < m.
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Aśı
qn − 1 = qpm+r − 1




∣qn − 1, (7.29)
ya que (N ′(a); ·) ≤ (D∗; ·).
De (7.28) y (7.29) se desprende que qm − 1
∣
∣qr − 1, lo cual es una
contradicción, ya que qm − 1 > qr − 1 > 0.
De lo anterior se concluye que m|n.
X










zd − 1 , ∀q ∈ Z.
Demostración.

























































zd − 1 ,
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zd − 1 , ∀q ∈ Z.
X
7.59 Lema. Si θ ∈ C es una ráız n–ésima de la unidad y θ 6= 1, entonces
|q − θ| > q − 1, ∀q ∈ Z+.
Demostración. Como θ es una ráız n–ésima de la unidad distinta de 1,
















q2 − 2q + 1 < q2 − (θ + θ̄)q + 1.
Es decir,
(q − 1)2 < (q − θ)(q − θ)
(q − 1)2 < |q − θ|2.
Por consiguiente
|q − θ| > q − 1.
X
7.60 Lema. Si n y q son enteros mayores que 1, entonces
φn(q) > q − 1.
Demostración. Si Tn{θ ∈ C
∣











φn(q) > (q − 1)ϕ(n), por los lemas 7.24 y 7.59
≥ q − 1.
X
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7.61 Teorema. Todo anillo finito con división es un cuerpo.
Demostración. Sea D un anillo finito con división. Si Z es el centro de D
y #Z = q, entonces, por el lema 7.56, tenemos que #D = qn, para algún
n ∈ Z+. Si a ∈ D∗, el lema 7.57 nos permite afirmar que existe m ∈ Z+ tal
que m|n y #N ′(a) = qm − 1.









qm − 1 .
Sabemos además que si
H = {C(a1), . . . , C(as)}
es el conjunto de las clases de equivalencia por la relación “ser conjugado
de”, entonces







Como Z∗ = Z−{0} ⊆ D∗, existe i ∈ Is tal que C(ai) y Z∗ son no disyuntos.
Sin pérdida de generalidad podemos suponer que
C(ai) ∩ Z∗ 6= ∅, ∀i ∈ Ir (r ≤ s)
y







Si b ∈ C(a) ∩ Z∗, entonces existe y ∈ D∗ tal que b = yay−1 y bx = xb,
∀x ∈ D∗; de donde
yb = by = ya,
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lo cual implica que b = a, y por consiguiente
C(a) ∩ Z∗ = {a}.
Luego a ∈ Z∗. Por lo tanto C(a) = {a}.






Supongamos que r < s, entonces de (7.30), (7.31) y (7.32) se concluye



















qmi − 1 (7.33)
con mi|n, ∀i = r + 1, . . . , s.
Si alguno de estos mi es igual a n, entonces N
′(ai) = D∗, y por lo tanto
ai ∈ Z∗, lo cual es una contradicción. De donde mi < n, ∀i = r + 1, . . . , s;












∣qn − 1. (7.35)




lo cual contradice al lema 7.60.
De lo anterior se concluye que r = s, y por lo tanto D∗ = Z∗, lo cual implica
que D = Z, siendo esto lo que necesitábamos demostrar para poder afirmar
que D es un cuerpo. X




Nació el 17 de noviembre de 1790 en
Schulpforte (Prussia). Estudió en Leip-
zig, Halle y Göttingen. En la universidad
de Göttingen tuvo la suerte de ser uno
de los disćıpulos de Gauss, quién lo in-
dujo hacia el estudio de la matemática y
la astronomı́a, abandonando el derecho,
carrera hacia la cual se hab́ıa orientado
inicialmente.
En 1815 fue nombrado en Leipzig docen-
te privado y al año siguiente, profesor
extraordinario de astronomı́a, cargo que
desempeñó hasta 1844, año en que es as-
cendido a profesor ordinario. Entre 1818
y 1821 dirige la construcción del obser-
vatorio de Leipzig y se convierte en su primer director, cargo que ocupa
hasta su muerte el 26 de septiembre de 1868. Fueron muchos los aportes
de Möbius a las matemáticas y a la astronomı́a. En 1827 publica en el pe-
riódico de Crelle su célebre trabajo titulado Der Barycentrische Calcul
(El cálculo baricéntrico). Esta obra se basa en cálculo de propiedades del
centro de gravedad, entendiendo que un punto C es el centro de gravedad
de las masas de pesos qi ∀i ∈ In localizados respectivamente en los puntos












Este tratado dio a la geometŕıa proyectiva nuevos horizonte con la intro-
ducción de las denominadas coordenadas homogéneas y el principio de dua-
lidad.
Las coordenadas homogéneas nos permiten asignar triplas de números a los
puntos del plano. La idea consiste en construir un plano π en el espacio tri-
dimensional XY Z, paralelo al plano XY y a una distancia de una unidad.
Para cada punto P = 〈a, b, 1〉 de π, se traza la recta l que pasa por P y el
origen 0; los puntos de l tienen coordenadas tridimensionales de la forma
〈a, tb, t〉 para todo t real. Estas triplas de números son las denominadas
coordenadas homogéneas de P .
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El principio de dualidad dice que el dual de todo teorema verdadero en
geometŕıa proyectiva es aśı mismo un teorema verdadero.
Esta obra ha sido considerada como el punto de partida de la denominada
álgebra cuártica; en ella desarrolla además la geometŕıa proyectiva anaĺıti-
ca. El cálculo baricéntrico, aśı como también el estudio de los cuaternios,
tuvo defensores y detractores. El mismo Gauss, quien después de alabar
la obra de Möbius diciendo que estaba escrita “con un esṕıritu verdadera-
mente matemático”, manifestó: “Con este nuevo cálculo no se obtiene en
general nada que no pueda conseguirse sin él, pero tiene la ventaja de que
cuando corresponde a la naturaleza ı́ntima de ciertas necesidades, impracti-
cables sin la inspiración del genio, puede resolver automáticamente muchos
problemas que sin él quedaŕıan aislados, mientras que con él estaŕıan sumi-
dos en un todo orgánico”. Möbius inició sus investigaciones sobre el cálculo
baricéntrico en 1818, esto es, nueve años antes de la publicación de la obra.
Aunque la función µ de Möbius fue introducida en forma impĺıcita por
Euler en 1748, es Möbius quien la define por primera vez en 1832 y estudia
en forma sistemática sus principales propiedades (Ver: Jour. für. Math., N◦
9, 1832, Bol 105). Él emplea esta función principalmente en sus estudios















En 1840 plantea la siguiente conjetura, la cual es conocida con el nombre
de teorema de los cuatro colores:
“para cualquier división del plano en regiones que no se corten, es siempre
posible señalar las regiones con uno de los números 1, 2, 3 y 4 de tal forma
que a dos regiones adyacentes no se les asigne nunca el mismo número”.
Esto es, el teorema afirma que con solo cuatro colores se puede colorear un
mapa.
Möbius publicó en 1855 el libro que tituló Theorie der Kreisverwands-
chaft (Teoŕıa de transformaciones circulares); alĺı estudió, utilizando mé-
todos geométricos, las denominadas inversiones circulares, las cuales se de-
finen como aquellas transformaciones del plano en śı mismo que env́ıan
rectas en rectas y ćırculos en ćırculos. En esta obra demostró, entre otros
resultados, el siguiente teorema:
Cualquier transformación uno a uno del plano euclidiano, que manda pun-
tos de una ĺınea o circunferencia en puntos de una ĺınea o circunferencia,
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se puede expresar como un producto de reflexiones o un producto de in-
versiones o un producto de reflexiones por inversiones, y además es una
aplicación conforme (es decir que preserva los ángulos).
En 1858 dio el primer ejemplo de una superficie no orientable; una superficie
cerrada se dice orientable, si puede descomponerse en un número finito de
triángulos (curviĺıneos), en cada uno de los cuales puede darse un sentido de
recorrido, de modo que triángulos con un lado común induzcan sobre este,
sentidos de recorridos opuestos. Este ejemplo lo construyó de la siguiente
manera: tomó un rectángulo de papel como el que se indica en la figura
A C
B D






Esta superficie de una sola cara se denomina Cinta de Möbius. También
demostró en este mismo año que existen poliedros a los que no se les puede
asignar un volumen determinado. Esta propiedad no la publicó sino hasta
1865 en el trabajo titulado Uber die Bestummung des Inhaltz cines
Polyeders (Sobre la determinación de los contenidos de un poliedro).
El último de sus aportes a las matemática lo logró en 1863, año en el
que creó la teoŕıa de las transformaciones elementales, la cual tiene gran
aplicación en topoloǵıa. Este es uno de los motivos que se ha tenido en
cuenta para considerarlo como uno de los iniciadores de la topoloǵıa.
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7.5. Ejercicios
1. Hallar φ3(x) sobre Z2.
2. Hallar φ8(x) sobre Z3.
3. Demuestre que si los coeficientes de φp(x) son 0 ó ±1, entonces p es
primo.
4. Demuestre que los coeficientes de φpk(x) son 0 ó ±1, cuando p es
primo y k > 1.
5. Demuestre que φ12(x) es irreducible sobre Q.
6. ¿Es φ18(x) irreducible sobre (a) Z23, (b) Z43, (c) Z73?
7. Sea p un primo que no divide a m y θ una ráız n-ésima primitiva de
la unidad sobre Zp. Probar que [Zp(θ) : Zp] = s, donde s es el orden
de p en el grupo multiplicativo Um de las unidades de Zm.
8. Sean m > 2 y θ una ráız m-ésima primitiva de la unidad. Si δ =
θ + θ−1, probar que [Q(θ) : Q(δ)] = 2.
9. Sean m > 2 y θ una ráız m-ésima primitiva de la unidad i δ = θ+θ−1.
Encuentre el polinomio mı́nimo para δ sobre Q(θ) y G(Q(θ) : Q(δ)).
10. Demuestre que xϕ(n) φn(
1
x) = φn(x) y a partir de este resultado prue-
be que si ak es el k-ésimo coeficiente de φn(x), entonces ak = aϕ(n)−k.
11. Si m es el producto de los distintos primos que dividen a n, demuestre
que φn(x) = φm(x
n
m ).
12. Si m y n son primos relativos, probar que el cuerpo de descomposición
de xnm − 1 sobre Q es el mismo que el cuerpo de descomposición de
(xn − 1)(xm − 1) sobre Q.




p si n = pm para algún m ≥ 1
1 en los otros casos.
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: Q] = ϕ(n)2 .



















ϕ(n) si (n, 8) < 4
ϕ(n)
4 si (n, 8) = 4
ϕ(n)
2 si (n, 8) > 4.



















ϕ(n) si (n, 8) < 4
ϕ(n)
2 si (n, 8) = 4
ϕ(n)
4 si (n, 8) > 4




19. Si n y m son dos enteros positivos primos relativos, y si θ es una ráız
n-ésima primitiva de la unidad y ξ es una ráız m-ésima primitiva de
la unidad, demuestre que θξ es una ráız mn-ésima de la unidad.





“La humanidad se propone siempre, úni-
camente los objetivos que puede alcanzar;
pues bien miradas las cosas, vemos siempre
que estos objetivos solo brotan cuando ya
se dan o, por lo menos, se están gestando
las condiciones materiales para su resolu-
ción. . . ”.
Karl Marx (1818–1883)
8.1. Introducción
A finales del siglo XVIII y gracias a los trabajos de Lagrange y Vander-
monde, se logró pasar de los intentos por hallar fórmulas para la resolución
de ecuaciones de grado superior al cuarto, al estudio de las condiciones ge-
nerales que debe cumplir un polinomio para que sea soluble por radicales.
Los escritos de Lagrange y muy especialmente su Résolution des équa-
tions numériques ejercieron una enorme influencia en Evariste Galois. Es
aśı como en 1828, a la temprana edad de 17 años, se propuso encontrar los
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criterios adecuados que aplicados, a una ecuación polinomial, nos revelaran
si dicha ecuación es o no soluble por radicales.
En su incansable lucha por solucionar este problema fue obteniendo algu-
nos resultados, y un año después (1829) estudió las monograf́ıas tituladas:
Prueba de la imposibilidad, en general, de resolver ecuaciones al-
gebraicas de grado más elevado que el cuarto y sobre una clase
particular de ecuaciones solubles algebraicamente, escritas por Niels
Henrik Abel, las cuales lo condujeron definitivamente a la coronación de su
meta.
En 1830 publicó en el Bulletin des Sciences mathématiques de Fé-
russac tres monograf́ıas tituladas: Analyse d’un mémoire sur la ré-
solution algébrique des équations (tomo XIII, abril 1830), Note sur
la résolution des équations numériques (tomo XIII, junio 1830) y
Sur la théorie des nombres (tomo XIII, junio 1830). Estas monograf́ıas
contienen solo fragmentos de los resultados a los cuales hab́ıa llegado Galois,
algunos de ellos sin prueba.
En 1829 presentó ante la Academia de Ciencias una monograf́ıa sobre solu-
bilidad por radicales; en vista de que se refundió, elaboró otra más completa
y la presentó en 1830. Nuevamente volvieron a extraviarla y finalmente en
enero de 1831 entregó por última vez una monograf́ıa titulada Mémoire
sur les conditions de resolubilité des équations par radicaux, la
cual fue rechazada, ya que Poisson la encontró inentendible.
En una carta que escribió a su amigo Auguste Chevalier la noche antes del
duelo fatal presentó algunos nuevos descubrimientos alrededor de este tema.
El último de los escritos de Galois sobre solubilidad por radicales es un
fragmento de una memoria que tituló Des équations primitives qui sont
solubles par radicaux. Este trabajo quedó inconcluso; fue encontrado por
Chevalier entre los papeles de Galois después de su muerte.
En 1846 Liouville publicó la obra de Galois con algunas aclaraciones y
comentarios ilustrativos. Algunos matemáticos posteriores lograron demos-
trar ciertas proposiciones que hab́ıa dejado enunciadas sin prueba Galois,
pero solo hasta 1870, año en el cual Camilo Jordan publicó su libro Trata-
do de sustituciones y de ecuaciones algebraicas, es cuando se logra
culminar la demostración de todas las proposiciones debidas a Galois. Los
escritos de Galois no alcanzan las 65 páginas. Pocas veces en la historia de
la ciencia se ha visto que en tan poco espacio se haya podido sintetizar una
teoŕıa de tanta profundidad e importancia en ella se ponen en evidencia los
principales factores de los que depende la teoŕıa de ecuaciones.
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La genialidad de Galois consiste en demostrar que a cada ecuación polino-
mial le corresponde un cierto grupo de permutaciones de sus ráıces, en el
cual se reflejan las caracteŕısticas esenciales de la ecuación.
Además de introducir los subgrupos normales, logró dividir los grupos en
simples y compuestos; a él se le debe la denominación de grupo para esta
estructura algebraica, aunque antes de que Galois utilizara este nombre, ya
Cauchy en 1815 hab́ıa hecho extensas investigaciones sobre los grupos de
permutaciones, llegando inclusive a demostrar algunos teoremas sobre este
asunto.
Richard Dedekind fue uno de los matemáticos que más aportes hizo al de-
sarrollo de las ideas de Galois; a él se le debe el tratamiento moderno de
dicha teoŕıa, al considerar el grupo de automorfismos del cuerpo de descom-
posición de un polinomio que dejan fijo al cuerpo en donde está definido
el polinomio, en vez del grupo de permutaciones de las ráıces de dicho po-
linomio, como lo hab́ıa hecho Galois. Entre los resultados obtenidos por
Dedekind está la demostración de la independencia lineal de los automor-
fismos de un cuerpo, el tratamiento de las extensiones algebraicas de grado
infinito, e incluso llegó a pensar en el grupo de Galois como un grupo
topológico. Hace cerca de 150 años se dictaron por primera vez unas confe-
rencias formales sobre la Teoŕıa de Galois, las cuales estuvieron a cargo de
este insigne matemático alemán.
Richard Dedekind no presentó pruebas precoces de su extraordinario genio,
e inicialmente sus inquietudes intelectuales fueron la f́ısica y la qúımica. A
los 16 años llegó por accidente a la matemática al encontrar errores en
algunos razonamientos f́ısicos y hallar en la lógica matemática una forma
de razonamiento menos objetable. En matemáticas también es conocido por
haber sido uno de los principales art́ıfices de la aritmetización del análisis,
mediante la construcción de los números reales a partir del método que se
conoce como el de “las cortaduras”.
Dado el gran desarrollo que ha tenido la Teoŕıa de Galois desde su naci-
miento, resulta absurdo suponer que los textos modernos van a reproducirla
siguiendo el mismo estilo de su creador. Nosotros no seremos ajenos a este
enfoque, aunque comprendemos que las tesis planteadas por Galois estarán
presentes en no pocos resultados de este caṕıtulo.




“Es tal la ventaja de un lenguaje bien cons-
truido que, a menudo, su notación simpli-
ficada se convierte en fuente de profundas
teoŕıas”.
Pierre–Simon Laplace (1749–1827)
La idea de extensión normal surge en los escritos matemáticos de Evariste
Galois aparejada con la de los hoy denominados subgrupos normales. En
este parágrafo vamos a estudiar este tipo de extensiones, cuya caracteŕıstica
fundamental radica en que siempre que contengan un c.d.r de un polinomio,
también contienen un c.d.d de dicho polinomio.
8.1 Lema (Teorema de Dedekind). Sea K un cuerpo. Es falso que existan





aiσi(u) = 0, ∀u ∈ K.
Demostración. Por el absurdo.
Supongamos que el conjunto H = {m ∈ Z+
∣
∣ existen τ1, . . . , τm automor-





∀u ∈ K} es no vaćıo.
Entonces, existe n ∈ Z+ tal que n = mı́nH. Por lo tanto, existen σ1, . . . , σn




aiσi(u) = 0, ∀u ∈ K. (8.1)
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Si alguno de los ai = 0, se contradice la elección de n, lo cual es absurdo;
entonces, todos los ai son distintos de 0.
Por otra parte, n > 1, ya que si n = 1, a1σ1(u) = 0, ∀u ∈ K; en particular,
si u = 1, tenemos que a1 = a11 = a1σ(u) = 0, lo cual es falso.









aiσi(t)σi(u) = 0, ∀u ∈ K. (8.2)




biσi(u) = 0, ∀u ∈ K, (8.3)
siendo bi = ai(σ1(t) − σi(t)), ∀i = 2, . . . , n.
Como bn 6= 0, entonces la relación (8.3) es más corta que (8.1); luego, se
contradice la elección de n, lo cual es absurdo. X
8.2 Definición. Sean K un cuerpo y G ⊆ Aut(K). Se denomina el cuerpo
fijo de G al conjunto
IK(G) = {α ∈ K
∣
∣σ(α) = α, ∀σ ∈ G}.
8.3 Lema. IK(G) es subcuerpo de K.
Demostración. Sean α y β en IK(G). Entonces σ(α) = α y σ(β) = β,
∀σ ∈ G. Luego, σ(α − β) = σ(α) − σ(β) = α − β, ∀σ ∈ G; por lo tanto,
α− β ∈ IK(G). Similarmente, σ(αβ) = αβ, de donde αβ ∈ IK(G).
Por otra parte, σ(β−1) = σ(β)−1 = β−1, ∀σ ∈ G. Luego β−1 ∈ IK(G). X
Notación: Si K es un cuerpo y G ⊆ Aut(K), se notará 〈G〉 = {τ ∈
Aut(K)
∣
∣ existen n ∈ Z+, σ1, . . . , σn elementos de G y α1, . . . , αn ∈ Z tales
que τ = σα11 ◦ · · · ◦ σαnn }.
8.4 Lema. Si K es un cuerpo y G ⊆ Aut(K), entonces IK(〈G〉) = IK(G).
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Demostración. Como G ⊆ 〈G〉, entonces IK(〈G〉) ⊆ IK(G).
Por otra parte, si β ∈ IK(G), entonces σ(β) = β ∀σ ∈ G.
Sea τ ∈ 〈G〉. Existen σ1, . . . , σn en G, y α1, . . . , αn en Z tales que
τ = σα11 ◦ · · · ◦ σαnn ; luego, τ(β) = (σα11 ◦ · · · ◦ σαnn ) (β) = β; por lo tan-
to, β ∈ IK(〈G〉). De donde IK(G) ⊆ IK(〈G〉). X
8.5 Observación. Si F es un subcuerpo de K, es claro que
F IK(G(K;F )) K. (Ver definición 5.100)
8.6 Ejercicio. Hallar IC(G(C; R)).
Demostración. Sea σ ∈ G(C; R), entonces
σ(a+ bi) = σ(a) + σ(b)σ(i)
= a+ bσ(i), ∀a, b ∈ R.
Por otra parte,
(σ(i))2 = σ(−1) = −1,
entonces σ(i) es ráız del polinomio f(x) = x2 + 1 sobre R.
Si σ(i) = i, entonces σ = id; si σ(i) = −i, obtenemos el automorfismo
conjugado complejo, el cual será notado como τ .
De donde
G(C; R) = {id, τ}.
Sea a+ bi ∈ IC(G(C; R)),
a+ bi = τ(a+ bi) = a− bi.
Luego b = 0, por lo tanto a+ bi ∈ R. De lo anterior se desprende que
IC(G(C; R)) ⊆ R.
Como además
R ⊆ IC(G(C; R)),
entonces
R = IC(G(C; R)).
X
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8.7 Ejercicio. Sean θ una ráız quinta de la unidad (θ 6= 1), y el auto-
morfismo σ ∈ G(Q(θ) : Q) tal que σ(θ) = θ4. Si H = {id, σ}. Hallar
L = IQ(θ)(H).
Demostración. Q(θ) = {a+ bθ + cθ2 + dθ3
∣
∣ a, b, c y d están en Q}.
Sea α ∈ L. Existen a, b c y d en Q, tales que α = a+ bθ+ cθ2 + dθ3. Luego
α = σ(α) = a+ bθ4 + cθ3 + dθ2.
Pero como θ4 = −θ3 − θ2 − θ − 1, entonces
α = (a− b) − bθ + (d− b)θ2 + (c− b)θ3.
De donde a− b = a, −b = b, d− b = c y c− b = d.
Por lo tanto b = 0 y d = c.
De lo anterior se desprende que α = a+ c(θ2 + θ3).
Por otra parte, θ2 + θ3 es ráız del polinomio u(x) = x2 + x − 1, que es
irreducible sobre Q. Luego













De donde, L = Q(
√
5). X
8.8 Ejercicio. Sean F un cuerpo infinito yK = F (x) el cuerpo de cocientes
del anillo de polinomios F [x]. Demuestre que
IK(G(K;F )) = F.
Demostración. Sea a ∈ F . Es claro que F (x+ a) = F (x).
En forma similar a como se hizo en el lema 6.9, se puede demostrar que
existe un automorfismo µa de F (x) tal que µa(x) = x+ a y µa|F = id.
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Luego, el polinomio h(y) = f(x + y)g(x) − g(x + y)f(x) en K[y] tiene
infinitas ráıces (esto gracias a que F es un cuerpo infinito); luego h(y) = 0.
Por lo tanto t(x + y) = t(x); lo cual implica que t(x) es constante, y por





F = IK(G(K;F )).
X
8.9 Lema. Sea K una extensión finita de F . Entonces:
#(G(K;F )) ≤ [K : F ].
Demostración. Sea B = {u1, . . . , un} una base de K sobre F .
Si #(G(K;F )) > n, existen σ1, . . . , σn, σn+1 en G(K;F ), tales que σi 6= σj ,
∀i 6= j.
Construyamos el siguiente sistema de ecuaciones:





x1σ1(un) + · · · + xnσn(un) + xn+1σn+1(un) = 0.
Todo sistema de a los más n ecuaciones lineales homogéneas con n + 1
incógnitas tiene por lo menos una solución no trivial. Entonces existen




ajσj(ui) = 0, ∀i ∈ In.





λiui, con λi ∈ F, ∀i ∈ In.


















lo cual contradice el teorema de Dedekind. X
8.10 Observación. Sean F un cuerpo y F (x) el cuerpo de cocientes del
anillo de polinomios F [x].








x = 1 − 1













De (8.4) y (8.5) se desprende que






Del corolario 1.31 se infiere que existe un único automorfismo σ1 en G(F (x);F ),
tal que σ1(x) =
1
1 − x .
En forma similar podemos ver que















= F (1 − x),
y que existen σ0, σ2, σ3, σ4 y σ5, en G(F (x);F ), tales que





1 − x, σ4(x) = 1 −
1
x
y σ5(x) = 1 − x.
8.11 Ejercicio. Sean H = {σ0 = id, σ1, σ2, σ3, σ4, σ5} y K = F (x). Hallar:
1. L = IK(H).
2. [K : L].
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Demostración. Sea g(x) =
(x2 − x+ 1)3
x2(x− 1)2 . Es un sencillo ejercicio el demos-
trar que σi(g(x)) = g(x), ∀i = 0, . . . , 5. Por lo tanto, g(x) ∈ L; pero como
también F L F (x), entonces
F (g(x)) L F (x). (8.6)
Por otra parte, x es ráız del polinomio
h(z) = (z2 − z + 1)3 − g(x)z2(z − 1)2 sobre F (g(x)).
Luego
[F (x) : F (g(x))] ≤ ∂h = 6. (8.7)
Por lo tanto
[K : L] ≤ 6. (8.8)
Pero como H ⊆ G(K;L), entonces
6 = #(H) ≤ #(G(K;L)). (8.9)
Por el lema 8.9 tenemos que
#(G(K;L)) ≤ [K : L]. (8.10)
De (8.9), (8.10) y (8.8) se desprende que
[K : L] = 6. (8.11)
De (8.6), (8.7) y (8.11) concluimos que L = F (g(x)). X
8.12 Definición. Sean F un cuerpo y K un cuerpo extensión de F . Dire-
mos que K es una extensión normal de F si:
1. K es una extensión algebraica de F .
2. Todo polinomio irreducible sobre F que tenga una ráız en K se des-
compone en K[x].
Notación: Si K es una extensión normal de F , notaremos F K.
8.13 Ejercicio. Sea K una extensión algebraica de F . Si para cualquier
a ∈ K, existe un cuerpo T tal que F T K y a ∈ T , entonces F K.
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Demostración. Sea f(x) un polinomio irreducible sobre F que tiene una ráız
a ∈ K. Por hipótesis tenemos que existe un cuerpo T , tal que F T K
y a ∈ T . Luego f(x) se descompone en T [x] y con más razón en K[x]. Por
lo tanto, F K. X
8.14 Lema. Si K es un c.d.d de un polinomio f(x) sobre el cuerpo F ,
entonces F K.
Demostración. Llamemos α1, . . . , αn las ráıces de f(x) en K. Entonces
K = F (α1, . . . , αn). Sea g(x) un polinomio irreducible sobre F que tiene
una ráız β en K. Si β2 es otra ráız de g(x), por el teorema de isomorfismos
de c.d.r, tenemos que existe un isomorfismo σ de F (β) sobre F (β2) tal que
σ|
F
= id y σ(β) = β2.
Si σ̄ es el isomorfismo inducido por σ del anillo de polinomios (F (β))[x]
sobre el anillo de polinomios (F (β2))[x], entonces σ̄(f(x)) = f(x).
Por otra parte, K es un c.d.d de f(x) sobre F (β) y K2 = F (β2, α1, . . . , αn)
es un c.d.d de f(x) sobre F (β2). Por el teorema 5.95, tenemos que existe
un isomorfismo ψ de K sobre K2 tal que ψ|F (β) = σ; además ψ env́ıa ráıces
de f(x) en K en ráıces de f(x) en K2.
Luego
{ψ(α1), . . . , ψ(αn)} = {α1, . . . , αn}. (8.12)
Como β ∈ K, existe un polinomio m(x1, . . . , xn) ∈ F [x1, . . . , xn], tal que
β = m(α1, . . . , αn). De donde
β2 = ψ(β)
= ψ(m(α1, . . . , αn))
= m(ψ(α1), . . . , ψ(αn)). (8.13)
De (8.12) y (8.13) se desprende que β2 ∈ K, y por lo tanto g(x) se descom-
pone sobre K. X
8.15 Corolario. Sea K una extensión algebraica de F , tal que cualquier
elemento de K pertenece a algún subcuerpo de K que contiene a F y que
es además c.d.d de un polinomio sobre F . Entonces, F K.
Demostración. Consecuencia inmediata del lema 8.14 y del ejercicio 8.13.
X
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8.16 Ejercicio. Si K y L son extensiones normales de F , entonces K ∩L
es una extensión normal de F .
Demostración. Como K es una extensión algebraica de F , K ∩ L también
es una extensión algebraica de F .
Sea f(x) un polinomio irreducible sobre F que tenga una ráız en K ∩ L.
Entonces f(x) tiene todas sus ráıces en K y también en L, por lo tanto
f(x) tiene todas sus ráıces en K ∩ L. De donde K ∩ L es una extensión
normal de F . X






2), es c.d.d del polinomio f(x) =





2) porque Q( 4
√
2) es c.d.d del polinomio g(x) = x2 −
√
2,
el cual es irreducible sobre Q(
√




El polinomio h(x) = x4 − 2 es irreducible sobre Q (Eisenstein para p = 2),
como 4
√
2 ∈ Q( 4
√
2), pero i 4
√
2 /∈ Q( 4
√
2), y ambos números son ráıces de
h(x), entonces Q( 4
√
2) no es una extensión normal de Q. X
8.18 Ejercicio. Si F K y F L K; ¿será F L?.
Demostración. No necesariamente. Tomemos por ejemplo F = Q, L =
Q( 3
√




3). F K, ya que K es c.d.d del polinomio
f(x) = x3 − 2. En forma similar a como lo hicimos en el ejercicio ante-
rior se prueba que L no es una extensión normal de F . X
8.19 Ejercicio. Sean F K L. Si F L. Demuestre que K L.
Demostración. Como L es una extensión algebraica de F , entonces L es
una extensión algebraica de K.
Sea f(x) un polinomio irreducible sobre K que tenga una ráız b en L. Si
m(x) es el polinomio mı́nimo para b sobre F , todas sus ráıces estarán en
L. Pero como f(x) divide a m(x), entonces todas las ráıces de f(x) están
en L.
De lo anterior se desprende que K L. X
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8.20 Ejercicio. Demuestre que si F es un cuerpo de caracteŕıstica distinta
de 2, toda extensión cuadrática de F es normal.
Demostración. Sea K una extensión cuadrática de F . Entonces, existe α ∈
K tal que K = F (α). Si m(x) es el polinomio mı́nimo para α sobre F ,
entonces ∂m = 2; luego F (α) no solo es c.d.r de m(x) sobre F , sino que
también es un c.d.d de este polinomio. Por lo tanto, F K. X
8.21 Observación. Existe una tendencia a creer que toda extensión nor-
mal de un cuerpo es finita. Este hecho es falso; para poder presentar ejem-
plos que corroboren dicha afirmación, vamos a tener que aceptar el siguiente
resultado, cuya prueba se dará en el parágrafo 1 del caṕıtulo 10, ya que ese
es el sitio más adecuado para presentarla, mientras que al hacerlo en este
parágrafo, corremos el riesgo de desviarnos del objetivo central que preten-
demos cumplir. El asunto en cuestión es el siguiente:
Si F K yAKF = {a ∈ K
∣
∣ a es algebraico sobre F}, entonces F AKF K.
8.22 Lema. Sea F un cuerpo. Existe una extensión L de F que es alge-
braica sobre F y también algebraicamente cerrada.
Demostración. Por el teorema 5.55, tenemos que existe una extensión K de
F que es algebraicamente cerrada. Como AKF es una extensión algebraica
de F , bastaŕıa con demostrar que AKF es algebraicamente cerrado.
En efecto, sea f(x) un polinomio no constante sobre AKF , entonces existe
α ∈ K, tal que α es ráız de f(x). Por lo tanto α es algebraico sobre AKF ;
pero como AKF es una extensión algebraica de F , entonces, por el lema
5.25, tenemos que α es algebraico sobre F , y por lo tanto α ∈ AKF . De lo
anterior se desprende que AKF es algebraicamente cerrado. X
8.23 Lema. Existen extensiones normales que no son extensiones finitas.
Demostración. Sea F un cuerpo finito. Por el lema anterior tenemos que
existe una extensión L de F que es algebraica sobre F y también algebrai-
camente cerrada.
Si [L : F ] < +∞, L es finito, pero de acuerdo con lo visto en el ejercicio 5.56,
tenemos que L no es algebraicamente cerrado; lo cual es una contradicción.
Por lo tanto L no es una extensión finita de F .
Por otra parte, L es una extensión normal de F . Hemos pues obtenido una
extensión normal de F que no es finita. X
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8.24 Lema. Si K es una extensión normal finita de F , entonces K es el
c.d.d de algún polinomio sobre F .
Demostración. Por ser K una extensión finita de F , existen a1, . . . , an en
K tales que K = F (a1, . . . , an). Para cada i ∈ In, sea fi(x) el polino-
mio mı́nimo para ai sobre F . Como F K y ai ∈ K, ∀i ∈ In, entonces
f(x) = f1(x) · · · fn(x) se descompone sobre K. Pero K se obtiene por la
adjunción de ráıces de f(x) a F ; luego K es el c.d.d de f(x) sobre F . X
8.25 Corolario. Sea K una extensión finita de F . Entonces F K, si y
sólo si, K es el c.d.d de un polinomio sobre F .
Demostración. Consecuencia inmediata de los lemas 8.14 y 8.24. X
8.26 Observación. El corolario 8.25 exige que K sea una extensión finita
de F ; vamos a estudiar a continuación una generalización de este interesante
resultado, para el caso en el que K sea una extensión algebraica de F .
8.27 Definición. Sea S un conjunto de polinomios no constantes sobre el
cuerpo F . Un cuerpo K extensión de F se denomina cuerpo de descom-
posición sobre F del conjunto S, si
K = F (A), en donde A es el conjunto de ráıces de los polinomios de S, en
una extensión algebraicamente cerrada de F .
Notación: De manera similar a como lo hicimos en el caṕıtulo 5, vamos a
utilizar la abreviatura c.d.d para referirnos a los cuerpos de descomposición
de conjuntos de polinomios.
8.28 Observación. De la definición anterior se desprende en forma inme-
diata lo siguiente:
K es un c.d.d del conjunto {f1(x), . . . , fn(x)} de polinomios en F [x], si y
sólo si, K es un c.d.d del polinomio f(x) = f1(x) · · · fn(x) sobre F .
8.29 Ejercicio. Sean F T K y S un conjunto de polinomios de F [x].
Si K es un c.d.d de S sobre F , demuestre que K es un c.d.d de S sobre T .
Demostración. K = F (A), siendo A un conjunto de ráıces de los polinomios
de S. Como T K y A ⊆ K, entonces T (A) K.
Por otra parte, A ⊆ T (A) y F T (A), entonces F (A) T (A).
De lo visto anteriormente se desprende que K = T (A). Luego K es un c.d.d
de S sobre T . X
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8.30 Ejercicio. Sean F T K y S un conjunto de polinomios de F [x].
Si B es un conjunto de ráıces de polinomios de S y T = F (B), demuestre
que K es un c.d.d de S sobre T , si y sólo si, K es un c.d.d de S sobre F .
Demostración.
⇒ Sea A el conjunto de todas las ráıces de los polinomios de S en una
extensión algebraicamente cerrada de K. Entonces B ⊆ A.
Como K es un c.d.d de S sobre T , se tiene que K = T (A).
Luego K = (F (B))(A) = F (A). Por lo tanto K es un c.d.d de S sobre
F .
⇐ Consecuencia del ejercicio anterior.
X
8.31 Lema. Sean K y F cuerpos tales que F K. Entonces:
K es una extensión normal de F , si y sólo si, K es el c.d.d sobre F de un
subconjunto de F [x].
Demostración.
⇒ Sea B una base de K sobre F . Para cada u ∈ B notaremos mu(x) al
polinomio mı́nimo de u sobre F .
Por ser K una extensión normal de F , todas las ráıces de mu(x) están
en K, ∀u ∈ B; pero como K = F (B), entonces K es el c.d.d sobre F
del conjunto S = {mu(x)
∣
∣ u ∈ B}.
⇐ Sean f(x) un polinomio irreducible sobre F y a ∈ K una ráız de f(x).
Veamos que todas las otras ráıces de f(x) están en K.
En efecto, sabemos que K es el c.d.d sobre F de un subconjunto S
de F [x].
Sea B el conjunto de ráıces de los polinomios de S. Como K = F (B),
existen u1, . . . , ur en B tales que a ∈ F [u1, . . . , ur]. Si mi(x) es
el polinomio mı́nimo para ui sobre F y T es el c.d.d de h(x) =
m1(x) · · ·mr(x) sobre F , entonces F T y a ∈ T . De donde, por
el ejercicio 8.13, tenemos que F K.
X
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8.32 Ejercicio. Sean L, M , F y K cuerpos tales que: F L K y
F M K. Demuestre:
1. Si F L y F M , entonces F LM .
2. Es posible que F LM sin que F L o F M .
3. Si F L, entonces M ML.
4. Es posible que M ML sin que F L.
Demostración.
1. Como F L y F M , existen S y R subconjuntos de F [x], tales que
L es el c.d.d de S sobre F y M es el c.d.d de R sobre F . Luego LM
es el c.d.d de SuR sobre F . Por lo tanto F LM .
2. Sean θ = e
2πi
3 y ρ = 3
√
5. Si L = Q(θρ) y M = Q(ρ) ninguno de
estos dos cuerpos es una extensión normal de Q, ya que el polinomio
f(x) = x3−5, que es irreducible sobre Q, tiene a L y M como cuerpos
de ruptura pero no de descomposición.
LM = Q(θ, ρ) es una extensión normal de Q por ser c.d.d de f(x)
sobre Q.
3. L es el c.d.d de un conjunto S de polinomios de F [x]. Considerando
a S como un subconjunto de M [x], tenemos que LM es un c.d.d de
S sobre M . Por lo tanto M LM .
4. Q(ρ, θ) es un c.d.d de f(x) sobre Q(θ), pero Q(ρ) no es extensión
normal de Q.
X
8.33 Lema. Sea K una extensión finita de F . Las siguientes proposiciones
son equivalentes:
1. F K.
2. Para todo cuerpo L extensión de K y para todo cuerpo T tal que
F T K, se tiene que si σ es un isomorfismo de T en L tal que
σ|
F
= id, entonces existe τ ∈ G(K;F ) tal que τ |
T
= σ.
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Demostración.
1.⇒ 2. Sean L un cuerpo extensión de K, T un subcuerpo de K tal que










Como F K, entonces K es el c.d.d de un polinomio g(x) sobre F .
Sea D = {a ∈ K
∣
∣ g(a) = 0}, entonces K = F (D).
Llamaremos N = σ(T ); como F N . Entonces F (N) = N . Luego
N(D) = (F (N))(D).
= (F (D))(N).
= K(N).
Por otra parte, N(D) es un c.d.d de g(x) sobre N ; además K = T (D)
es un c.d.d de g(x) sobre T . Por el teorema 5.95, tenemos que existe
un isomorfismo τ de K sobre K(N), tal que τ |
T
= σ; pero como
dimF K <∞ y τ es una transformación lineal biyectiva del F–espacio
vectorial K sobre el F–espacio vectorial K(N), entonces
[K : F ] = [K(N) : F ],
luego [K(N) : K] = 1. Por lo tanto, K(N) = K. De donde
τ ∈ G(K;F ).
1.⇐ 2. Sea g(x) un polinomio irreducible sobre F que tenga una ráız c en
K. Llamemos L a un c.d.d de g(x) sobre K. Si d ∈ L es otra ráız de
g(x), por el teorema de isomorfismos de c.d.r, tenemos que existe un
isomorfismo σ de F (c) sobre F (d), tal que σ|
F
= id y σ(c) = d.








σ es entonces un isomorfismo de F (c) en L, tal que σ|
F
= id.
Por hipótesis tenemos que existe τ ∈ G(K;F ), tal que τ |
F (c)
= σ.
Como τ(c) ∈ K y τ(c) = d, entonces d ∈ K. De donde, todas las
ráıces de g(x) están en K, y por lo tanto F K.
X
8.34 Corolario. Si [K : F ] < +∞ y F K, entonces
Para todo cuerpo L extensión de K y para todo isomorfismo σ de K en L
tal que σ|F = id, se tiene que σ ∈ G(K;F ).
Demostración. Consecuencia inmediata del lema 8.33. X
8.35 Corolario. Sean K en c.d.d de un polinomio f(x) sobre el cuerpo F
y m(x) un factor irreducible de f(x) sobre F . Si c y d son ráıces de m(x)
en K, entonces existe τ ∈ G(K;F ) tal que τ(c) = d.
Demostración. Por el teorema de isomorfismos de c.d.r, existe un isomor-
fismo σ de F (c) sobre F (d) tal que σ|
F
= id y σ(c) = d.
Podemos considerar a σ como un isomorfismo de F (c) en K. Por ser K una
extensión normal de F (lema 8.14), aplicando el lema 8.33, tenemos que
existe τ ∈ G(K;F ) tal que τ |
F (c)
= σ; por lo tanto τ(c) = d. X
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8.36 Corolario. Sea K el c.d.d del polinomio irreducible f(x) sobre el
cuerpo F . Si c y d son ráıces de f(x) en K, existe τ ∈ G(K;F ) tal que
τ(c) = d.
Demostración. Consecuencia inmediata del corolario 8.35. X
8.37 Lema. Sea K una extensión finita de F . Entonces:
F K, si y sólo si, todo polinomio irreducible sobre F se factoriza sobre
K, como un producto de factores irreducibles, todos ellos del mismo grado.
Demostración.
⇐ Sean m(x) un polinomio irreducible sobre F y a ∈ K una ráız de
m(x). Como x − a es un factor irreducible de m(x) sobre K, todos
los otros factores de m(x) en K[x] también son de primer grado. Por
lo tanto, todas las ráıces de m(x) están en K.
⇒ Sea f(x) ∈ F [x] un polinomio irreducible.
i) Si K contiene por lo menos una de las ráıces de f(x), entonces
f(x) se factoriza sobre K como un producto de factores lineales.
ii) Si K no contiene ráıces de f(x) y existen m1(x) y m2(x) en
K[x] (con ∂m1 6= ∂m2) factores irreducibles de f(x) sobre K,
procedemos de la siguiente manera:
Sea L un c.d.d de f(x) sobre K. Si f(x) se descompone sobre
cualquier cuerpo intermedio entre F y K, entonces K contendŕıa
las ráıces de f(x), lo cual es absurdo. Por lo tanto, L es un c.d.d
de f(x) sobre F .
Tomemos c ráız de m1(x) y d ráız de m2(x). Por el corolario
8.36, tenemos que existe τ ∈ G(L;F ) tal que τ(c) = d. τ |
K
es
un isomorfismo de K en L que deja fijo a F , entonces, por el
corolario 8.34, tenemos que τ |
K
∈ G(K;F ); luego, τ(K(c)) =
K(d). De donde, K(c) y K(d) son isomorfos. Luego
[K(c) : F ] = [K(d) : F ],
pero
[K(c) : F ] = [K(c) : K][K : F ]
y
[K(d) : F ] = [K(d) : K][K : F ],
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lo cual nos conduce a
[K(c) : K] = [K(d) : K],
siendo esto una contradicción, ya que [K(c) : K] = ∂m1 y
[K(d) : K] = ∂m2.
Por consiguiente, f(x) se factoriza sobre K como un producto
de factores irreducibles, todos ellos del mismo grado.
X
8.38 Corolario. Sea K una extensión finita de F . Las siguientes proposi-
ciones son equivalentes:
1. F K.
2. K es el c.d.d de un polinomio sobre F .
3. Para todo cuerpo L extensión de K y para todo cuerpo T , tal que
F T K, se tiene que:
Si σ es un isomorfismo de T en L tal que σ|
F
= id, entonces existe
τ ∈ G(K;F ) tal que τ |T = σ.
4. Todo polinomio irreducible sobre F se factoriza sobre K como un
producto de factores irreducibles, todos ellos del mismo grado.
Demostración. Consecuencia del corolario 8.25, del lema 8.33 y del lema
8.37. X
8.39 Lema. Sea K una extensión normal y finita de F y F E K.
Entonces:
F E, si y sólo si, ∀σ ∈ G(K;F ), σ(E) = E.
Demostración.
⇒ Consecuencia del corolario 8.34.
⇐ Sea F T E y σ un isomorfismo de T en un cuerpo M extensión de
E tal que σ|F = id. Podemos considerar a σ como un isomorfismo de
T en el cuerpo KM .
Como F K, aplicando el lema 8.33, tenemos que existe τ ∈ G(K;F )
tal que τ |
T
= σ.
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Pero por hipótesis sabemos que τ(E) = E. Llamando µ = τ |
E
, en-
tonces µ ∈ G(E;F ) y además, µ|
T
= σ. Lo cual nos permite concluir
gracias al lema 8.33, que F E.
X
8.40 Ejercicio. Sean F , K y L cuerpos tales que F K L. Entonces
∀σ ∈ G(L;F ), σ(K) ⊆ K.
Demostración. Sea a ∈ K. Como a es algebraico sobre F , existe un poli-
nomio irreducible m(x) ∈ F [x], del cual a es una ráız.
Si σ ∈ G(L;F ), σ(a) es ráız de m(x); pero como K contiene todas las ráıces
de m(x), entonces σ(a) está en K. Por lo tanto, σ(K) ⊆ K. X
8.41 Lema. Sea K una extensión finita de F . Las siguientes proposiciones
son equivalentes:
1. K es una extensión normal y separable de F .
2. K es el c.d.d de un polinomio f(x) ∈ F [x], que es además separable
sobre F .
Demostración.
1. ⇒ 2.. Como F K, entonces por el lema 8.24 tenemos que K es el
c.d.d de un polinomio f(x) ∈ F [x].
Sean g(x) un factor irreducible de f(x) sobre F y α ∈ K una ráız de g(x).
Como K es separable sobre F , entonces α es separable sobre F . Luego,
g(x) es separable sobre F . Por lo tanto, f(x) es separable sobre F .
2. ⇒ 1.. F K, gracias al lema 8.14; por otra parte, si α1, . . . , αn son
las ráıces de f(x) en K, entonces αi es separable sobre F , ∀i ∈ In. Luego
K = F (α1, . . . , αn) es una extensión separable de F (corolario 6.43).
X
8.42 Lema. Sea K una extensión finita de F . Entonces:
IK(G(K;F )) = F , si y sólo si, K es el c.d.d de un polinomio separable
sobre F .
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Demostración.
⇒ De acuerdo a lo visto en el lema 8.41, será suficiente el demostrar que
K es una extensión separable y normal de F .
i) Veamos que K es una extensión separable de F .
En efecto. Sean u ∈ K y m(x) su polinomio mı́nimo sobre F .
Sabemos que m(σ(u)) = 0, ∀σ ∈ G(K;F ), entonces el conjunto
A = {σ(u)
∣
∣ σ ∈ G(K;F )} es finito.
Sea A = {u1 = u, u2, . . . , ur}, con ui 6= uj, ∀i 6= j.
Como cada ui es ráız de m(x), entonces
r ≤ ∂m. (8.14)
Cada σ ∈ G(K;F ) permuta los elementos del conjunto A. En-






quedan invariantes por los elementos deG(K;F ). De donde, g(x)
es un polinomio sobre IK(G(K;F )) = F .
Como u es ráız de g(x), entonces m(x) divide a g(x). Pero ∂g ≤
∂m (por (8.14)), entonces g(x) ∼ m(x).
Por consiguiente todas las ráıces de m(x) son simples, lo cual
implica que u es separable sobre F .
Hemos demostrado que todo elemento de K, es separable sobre
F . De donde, K es una extensión separable de F .
ii) Veamos que K es una extensión normal de F .
Como K es una extensión finita de F , #(G(K;F )) ≤ [K : F ]
(lema 8.9), entonces existe n ∈ Z+ tal que #(G(K;F )) = n. Sean
σ1 = id, σ2, . . . , σn estos distintos automorfismos del G(K;F ).
Como K es una extensión finita y separable de F , entonces K es
una extensión simple de F (corolario 6.48). Luego existe a ∈ K
tal que K = F (a).
Considérese el polinomio
f(x) = (x− σ1(a)) · · · (x− σn(a))
= xn − α1xn−1 + · · · + (−1)nαn.
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Sean σ ∈ G(K;F ) y σ̄ el automorfismo determinado por σ
del anillo de polinomios K[x]. Como σ̄(f(x)) = f(x), entonces
σ(αi) = αi, ∀i ∈ In. Luego
αi ∈ IK(G(K;F )) = F, ∀i ∈ In,
entonces f(x) es un polinomio sobre F que se descompone en
K[x].
Pero un c.d.d de f(x) sobre F es L = F (a, σ2(a), . . . , σn(a)) ⊆
K.
Como K = F (a) ⊆ L, entonces K = L. De donde, hemos de-
mostrado, que F K.
⇐ Sabemos que F IK(G(K;F )); luego para demostrar que
F = IK(G(K;F )) bastaŕıa tan solo con probar que IK(G(K;F )) ⊆ F .
Hagámoslo por inducción sobre el [K : F ].
Sea M = {m ∈ Z+
∣
∣ para todos los cuerpos K1 y F1, tales que
[K1 : F1] = m y K1 es un c.d.d de algún
polinomio separable sobre F1, se tiene que
IK1(G(K1;F1)) = F1}.
i. 1 ∈ M , ya que si F1 K1 y [K1 : F1] = 1, entonces K1 = F1.
Luego IK1(G(K1;F1)) = F1.
ii. Sea n > 1. Supongamos que ∀m < n se tiene que m ∈ M ;
veamos que n ∈ M . En efecto, tomemos K y F cuerpos tales
que [K : F ] = n y K un c.d.d de algún polinomio separable g(x)
sobre F .
Por ser n > 1, existe q(x) ∈ F [x], factor irreducible de g(x) de
grado r > 1. Sean α1, . . . , αr las ráıces de q(x) en K. Como q(x)
es separable sobre F , αi 6= αj, ∀i 6= j.
Es claro que K es un c.d.d de g(x) considerado como un polino-
mio sobre F (α1) y que g(x) es separable sobre F (α1); además
[K : F (α1)] =
[K : F ]





entonces, aplicando la hipótesis de inducción, tenemos que
IK(G(K;F (α1))) = F (α1).
Sea θ ∈ IK(G(K;F )). Entonces θ ∈ IK(G(K;F (α1))) = F (α1).
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Por el corolario 8.35 sabemos que ∀j ∈ Ir existe σj ∈ G(K;F )
tal que σj(α1) = αj . Calculemos σj en (8.15),

















sobre F (αi) tiene r ráıces en K y es de grado menor o igual a
r − 1. Pero esto no es posible, salvo si u(x) = 0.
Por consiguiente, todos los coeficientes de u(x) son cero, en es-
pecial λ0 − θ = 0; luego θ = λ0 ∈ F . De lo anterior se desprende
que IK(G(K;F )) ⊆ F .
X
8.43 Ejercicio. Sean F K M . Si
1. IM (G(M ;K)) = K y IK(G(K;F )) = F .
2. ∀σ ∈ G(K;F ) existe τσ ∈ G(M ;F ) tal que τσ|K = σ.
Entonces IM (G(M ;F )) = F .
Demostración. Sea σ ∈ G(K;F ). Existe τσ ∈ G(M ;F ) tal que τσ|K = σ.
Si α ∈ IM (G(M ;F )), entonces α ∈ IM (G(M ;K)) = K, luego σ(α) =
τσ(α) = α. Por lo tanto, α ∈ IK(G(K;F )) = F . De lo anterior se desprende
que IM (G(M ;F )) F .
Pero como F IM (G(M ;F )), entonces IM (G(M ;F )) = F . X
8.44 Ejercicio. Sean F K M y f(x) ∈ F [x]. Si
1. IK(G(K;F )) = F .
2. M es un c.d.d de f(x) sobre K.
3. f(x) es separable sobre K.
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Entonces, IM (G(M ;F )) = F .
Demostración. Como M es un c.d.d de f(x) sobre K y f(x) es separable
sobre K, entonces, por el lema 8.42, tenemos que IM (G(M ;K)) = K.
Sean σ ∈ G(K;F ) y σ̄ el automorfismo inducido por σ del anillo de poli-
nomios K[x]. Entonces σ̄(f(x)) = f(x).
Por el teorema 5.95, podemos afirmar que existe un automorfismo τσ de M ,
tal que τσ|K = σ. Lo cual implica, gracias al ejercicio 8.43, que IM (G(M ;F )) =
F . X
8.45 Lema. Sea K una extensión finita de F . Entonces:




⇒ Sea u ∈ K − F y m(x) el polinomio mı́nimo para u sobre F .
Por los lemas 8.41 y 8.42 tenemos que K es una extensión normal y
separable de F . Luego m(x) se descompone sobre K y además todas
sus ráıces son simples. Llamemos
A = {σ(u)
∣
∣ σ ∈ G(K;F )}
= {u1 = u, u2, . . . , ur},
con ui 6= uj , ∀i 6= j.
De la misma forma como lo hicimos en la demostración del lema 8.42,






Como u /∈ F , entonces ∂m ≥ 2. Luego, existe i ∈ Ir tal que u 6= ui;
pero ui = σ(u) para algún σ ∈ G(K;F ). Por lo tanto, σ(u) 6= u.
⇐ Si u ∈ IK(G(K;F )) y u /∈ F , existe σ ∈ G(K;F ) tal que σ(u) 6= u,
lo cual es una contradicción, ya que τ(u) = u, ∀τ ∈ G(K;F ). Luego
u ∈ F . De donde IK(G(K;F )) = F .
X
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8.46 Corolario. Sea K una extensión finita de F . Las siguientes proposi-
ciones son equivalentes:
1. IK(G(K;F )) = F .
2. K es el c.d.d de un polinomio separable sobre F .
3. K es una extensión normal y separable de F .
4. Para cualquier u ∈ K − F , existe σ ∈ G(K;F ) tal que σ(u) 6= u.
Demostración. Consecuencia de los lemas 8.41, 8.42 y 8.45. X
8.47 Corolario. Sea K una extensión finita de un cuerpo perfecto F . Las
siguientes proposiciones son equivalentes:
1. IK(G(K;F )) = F .
2. K es el c.d.d de un polinomio sobre F .
3. K es una extensión normal de F .
4. Para cualquier u ∈ K − F , existe σ ∈ G(K;F ) tal que σ(u) 6= u.
5. Para todo cuerpo L extensión de K y para todo cuerpo T , tal que
F T K, se tiene que:
Si σ es un isomorfismo de T en L tal que σ|
F
= id, entonces existe
τ ∈ G(K;F ) tal que τ |
T
= σ.
6. Todo polinomio irreducible sobre F se factoriza sobre K como un pro-
ducto de factores irreducibles, todos ellos del mismo grado.
Demostración. Se desprende de la definición de cuerpo perfecto (definición
6.16)y de los corolarios 8.38 y 8.46. X
8.48 Ejemplo. Si F es un cuerpo de caracteŕıstica cero y K es una ex-
tensión finita de F , las proposiciones 1, 2, 3, 4, 5 y 6 del corolario 8.47 son
equivalentes.
8.49 Ejercicio. Sean F un cuerpo de caracteŕıstica p > 0 y
f(x) = xp − x− a ∈ F [x]. Demuestre:
1. Si f(x) tiene una ráız en F , todas sus otras ráıces también están en
F .
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2. f(x) es irreducible sobre F , si y sólo si, f(x) no tiene ráıces en F .
Demostración.
1. Sea α ∈ F y 1 el elemento unidad de F . Entonces
f(α+ 1) = (α+ 1)p − (α+ 1) − a
= αp + 1 − α− 1 − a
= f(α).
Por lo tanto, si α es una ráız de f(x), también lo serán
α+ 1, α + (2)1, . . . , α+ (p− 1)1.
2. Sea m(x) ∈ F [x] un factor irreducible de f(x) con coeficiente director
igual a 1 y ∂m ≥ 2.
Si α es ráız de m(x), entonces F (α) es un c.d.d de f(x) sobre F .
Por lo visto en 1) y como ∂m ≥ 2, existe j ∈ Ip−1 tal que α + j1 es
una ráız de m(x).
El polinomio m1(x) = m(x+j1) también es irreducible sobre F (¿Por

















Igualando los coeficientes de xn−1 tenemos que nj1 + an−1 = an−1.
Luego nj1 = 0. Como j ∈ Ip−1, entonces n ≡ 0 mod p; pero 0 < n ≤
∂f = p, por lo tanto n = p.
De lo anterior se desprende que m(x) = f(x). De donde, f(x) es
irreducible sobre F , ó sus únicos factores irreducibles son de primer
grado. Por consiguiente, f(x) es irreducible sobre F , si y sólo si, f(x)
no tiene ráıces en F .
X
8.50 Ejercicio. Sean F un cuerpo de caracteŕıstica p > 0 y K una exten-
sión normal finita y separable de F . Demuestre:
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G(K;F ) es ćıclico de orden p, si y sólo si, K es el c.d.d de un polinomio
irreducible de la forma
f(x) = xp − x− a ∈ F [x].
Demostración.
⇒ Por ser K una extensión finita y separable de F , existe β ∈ K tal que
K = F (β).
Sean σ un generador del G(K;F ) y βj = σ
j(β), ∀j = 0, . . . , p − 1;
siendo σ0 = id.
Si 0 ≤ j < l ≤ p − 1 y βl = βj , entonces σl(β) = σj(β), luego
σl−j(β) = β; pero como el orden de σ en G(K;F ) es p, entonces p
divide a l − j, lo cual no es posible, ya que 1 ≤ l − j ≤ p− 1; por lo










k ∈ F [x],
entonces [F (β) : F ] ≤ p. Pero como también
p = #G(K;F ) ≤ [K : F ],










βl+1 si 0 ≤ l ≤ p− 2
β0 si l = p− 1,
entonces
σ(qi) = qi, ∀i ∈ Ip−1.









1 β0 · · · βp−10
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luego detM 6= 0.
Sumando todas las filas de la matriz M a la primera, obtenemos una
matriz M ′, cuyo determinante es igual al de M ; además, la primera
fila de M ′ es
[p1 q1 . . . qp−1] = [0 q1 · · · qp−1].
Si todos los qi fueran cero, entonces detM
′ = 0, lo cual es una con-
tradicción.


























luego µ /∈ IK(G(K;F )) = F .
Por otra parte,
σ(µp − µ) = (µ+ 1)p − (µ+ 1)
= µp − µ,
de donde a = µp − µ ∈ F .
El polinomio f(x) = xp − x − a ∈ F [x] no tiene ráıces de F , ya que
si tuviera por lo menos una, entonces todas sus ráıces estaŕıan en F ,
lo cual es imposible porque µ /∈ F . Aplicando el ejercicio anterior,
tenemos que f(x) es irreducible sobre F , además [F (µ) : F ] = p, pero
como F F (µ) K, entonces K = F (µ).
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⇐ Sea α ∈ K una ráız de f(x). Como K también es de caracteŕıstica
p > 0, entonces, por lo visto en 1) del ejercicio anterior, tenemos que
F (α) es un c.d.d de f(x) sobre F ; luego K = F (α). Pero como f(x)
es irreducible sobre F , [K : F ] = ∂f = p.
Como todas las ráıces de f(x) en K son simples, aplicando el corolario
5.99, tenemos que #G(K;F ) = [K : F ] = p. De donde el G(K;F ) es
de orden primo, y por lo tanto ćıclico.
X
8.51 Lema. Sea K una extensión finita y separable de un cuerpo F y H
un subgrupo del G(K;F ). Entonces:
1. [K : IK(H)] = #(H).
2. G(K; IK(H)) = H.
Demostración. Como K es una extensión finita de F , por el lema 8.9,
tenemos que #G(K;F ) < +∞, luego #H < +∞.
Sea H = {σ1 = id, σ2, . . . , σn}, con σi 6= σj si i 6= j.
K es una extensión finita y separable de L = IK(H); por el corolario 6.48,
podemos afirmar queK es una extensión simple de L, entonces existe b ∈ K











Es claro que σ(αi) = αi, ∀i ∈ In y ∀σ ∈ H; por lo tanto, αi ∈ L ∀i ∈ In.
Luego f(x) ∈ L[x] y tiene como una de sus ráıces a b; de donde
[K : L] ≤ ∂f = #H. (8.17)
Por otra parte, como H ⊆ G(K; IK(H)), entonces
#H ≤ #G(K; IK(H)) ≤ [K : L]. (8.18)
De (8.17) y (8.18) se desprende que
#H = #G(K; IK(H)) = [K : IK(H)].
Por lo tanto H = G(K; IK(H)). X
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8.52 Corolario. Si K es una extensión normal finita y separable de F ,
entonces [K : F ] = #G(K;F ).
Demostración. Como K es una extensión normal separable y finita de F ,
por el corolario 8.46 tenemos que IK(G(K;F )) = F . Luego
[K : F ] = [K : IK(G(K;F ))] = #G(K;F ).
X
8.53 Lema. Sea K una extensión normal finita y separable de F . Si
#F = +∞, existe θ ∈ K tal que A = {σ(θ)
∣
∣ σ ∈ G(K;F )} es una ba-
se de K con respecto a F .
Demostración. Sea G(K;F ) = {σ1, . . . , σn}, con σi 6= σj , ∀i 6= j. Como K
es una extensión separable y finita de F , existe α ∈ K tal que K = F (α).
Si f(x) es el polinomio mı́nimo para α sobre F , sus ráıces son α1 = σ1(α), . . . ,











, ∀i ∈ In,
entonces
gi(αj) = 0 si i 6= j, pero gi(αi) = 1.
Por lo tanto
f(x) divide a gi(x)gj(x) si i 6= j. (8.19)
Tomemos el polinomio h(x) = g1(x) + · · · + gn(x) − 1. Como ∂gi ≤ n − 1,
∀i ∈ In, entonces ∂h ≤ n− 1.
Por otra parte, h(αi) = 0, ∀i ∈ In, lo cual implica que h(x) tiene por lo
menos n ráıces esto es una contradicción a menos que h(x) = 0. De donde
g1(x) + · · · + gn(x) = 1. (8.20)
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Si multiplicamos (8.20) por gi(x), podemos observar, de acuerdo con (8.19),
que
f(x) divide a (gi(x))
2 − gi(x). (8.21)







Como σ̄l(f(x)) = f(x), ∀l ∈ In, entonces si i 6= j tenemos, por (8.19), que
f(x) divide a cada uno de los sumandos de eij , y por lo tanto también
divide a eij .













por (8.20). Luego f(x) divide a eii − 1; de donde, para cada i ∈ In existe
mi(x) ∈ F [x] tal que eii = f(x)mi(x) + 1.
Al calcular el det (MT (x)M(x)), uno de sus sumandos es el producto de los
elementos de la diagonal, mientras que cada uno de los otros tiene por lo
menos un factor eij , con i 6= j. Luego, existe t(x) ∈ F [x], tal que
det (M2(x)) = t(x)f(x) + 1,
por lo tanto f(x) divide a (det (M(x)))2 − 1. Luego, detM(x) 6= 0.
Como #F = +∞ y el polinomio det (M(x)) tiene sólo un número finito de
ráıces en F , entonces existe a ∈ F tal que det (M(a)) 6= 0.
Sea θ = g(a). Entonces
det (M(a)) = det ((σi(σj(g(a)))))
= det ((σi(σj(θ)))).
Luego
det ((σi(σj(θ)))) 6= 0. (8.22)
Veamos a continuación que el conjunto A = {σ1(θ), . . . , σn(θ)} es una base
de K sobre F . Como #G(K;F ) = [K : F ], es suficiente el demostrar que
A es linealmente independiente.
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En efecto, sean x1, . . . , xn en F tales que
x1σ1(θ) + · · · + xnσn(θ) = 0. (8.23)
Calculando la ecuación (8.23) en σi obtenemos
Ei : x1σi(σ1(θ)) + · · · + xnσi(σn(θ)) = 0.
Por lo visto en (8.22) sabemos que el determinante de la matriz de los





es no nulo. Por lo tanto, xi = 0, ∀i ∈ In; lo cual implica que el conjunto A
es linealmente independiente sobre F . X
8.54 Lema (Teorema sobre los irracionales naturales de Lagrange). Sean
K una extensión normal separable y finita del cuerpo F y L un cuerpo
extensión de F . Entonces G(K;K ∩ L) = G(KL;L).
Demostración. Como K es una extensión normal y finita de F , entonces
K es el c.d.d de algún polinomio f(x) sobre F . Si α1, . . . , αn son las ráıces
de f(x) en K, entonces K = F (α1, . . . , αn). Luego KL = L(α1, . . . , αn).
Si σ ∈ G(KL;L), existe πσ ∈ Sn tal que σ(αi) = απσ(i), ∀i ∈ In. Como
σ|L = id, entonces σ|F = id, luego σ(F (α1, . . . , αn)) ⊆ F (α1, . . . , αn); pero
por ser [K : F ] <∞, tenemos que σ(F (α1, . . . , αn)) = F (α1, . . . , αn).
Hemos visto que si σ ∈ G(KL : L), σ|
K







, ∀σ, τ ∈ G(KL;F ).
Por otra parte, siempre que σ y τ (elementos deG(K;F )) sean tales que σ 6=
τ , entonces πσ 6= πτ , por lo tanto σ|K 6= τ |K . De lo anterior se desprende
que
µ : G(KL;L) −→ G(K;F )
σ 7−→ µ(σ) = σ|
K
es un isomorfismo.
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De otro lado, si β ∈ IK(µ(G(KL;L))), entonces β ∈ K y ∀σ ∈ G(KL;L),
σ(β) = β; luego β ∈ IKL(G(KL;L)). Pero como L KL y KL es una
extensión separable y finita de L, entonces IKL(G(KL;L)) = L, luego
β ∈ L. De donde
IK(µ(G(KL;L))) K ∩ L. (8.24)
Además, si θ ∈ K ∩ L, σ(θ) = θ, ∀σ ∈ G(KL;L); por lo tanto, γ(θ) = θ
∀γ ∈ µ(G(KL;L)), lo cual nos permite afirmar que θ ∈ IK(µ(G(KL;L)))
y por consiguiente
K ∩ L IK(µ(G(KL;L))). (8.25)
De (8.24) y (8.25) se desprende que
K ∩ L = IK(µ(G(KL;L))).
Luego
G(K;K ∩ L) = G(K; IK(µ(G(KL;L))))
= µ(G(KL;L))
por el lema 8.51. De esto se concluye que
G(K;K ∩ L) = G(KL;L).
X
8.55 Observación. El corolario 8.46 puede ser extendido al caso en el cual
K es una extensión algebraica de F .
8.56 Lema. Sea K una extensión algebraica de F . Las siguientes proposi-
ciones son equivalentes:
1. IK(G(K;F )) = F .
2. K es una extensión normal y separable de F .
3. K es el c.d.d sobre F de un conjunto de polinomios separables de
F [x].
4. Para cualquier a ∈ K − F , existe σ ∈ G(K;F ) tal que σ(a) 6= a.
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Demostración.
1 ⇒ 2
i) Veamos que K es una extensión separable de F .
En efecto, sean u ∈ K y q(x) su polinomio mı́nimo sobre F .
En forma similar a como lo hicimos en el lema 8.42, es posible
demostrar que todas las ráıces de q(x) son simples y además
están en K. Por lo tanto, K es una extensión separable de F .
ii) Sea A una base de K sobre F . Para cada u ∈ A, su polinomio
mı́nimo qu(x) sobre F tiene todas las ráıces simples y además
están en K.
Si S = {qu(x)|u ∈ A}, entonces K es el c.d.d de S sobre F , pero
por el lema 8.31 tenemos que K es una extensión normal de F .
2 ⇒ 3 Como K es una extensión normal de F , el lema 8.31 nos permite
afirmar que K es el c.d.d de un conjunto de polinomios de F [x];
además, por hipótesis sabemos que dichos polinomios son separables
sobre F
3 ⇒ 4 Sabemos que K es el c.d.d sobre F de un conjunto S de polinomios
separables de F [x]; entonces K = F (A), siendo A el conjunto de todas
las ráıces de los polinomios de S. Si a ∈ K − F , entonces existen
w1, . . . , wm elementos de A tales que a ∈ F (w1, . . . , wm).
Sean M = {f1(x), . . . , fm(x)} ⊆ S tal que para cada j ∈ Im, fj(wj) =
0 y L K el c.d.d de g(x) = f1(x) · · · fm(x) sobre F . L es una ex-
tensión finita de F y como g(x) es separable sobre F , entonces por el
corolario 8.46 tenemos que existe σ ∈ G(L;F ) tal que σ(a) 6= a.
Llamemos
B = {〈E,N, τ〉| L N K, L E K y τ es un isomorfismo de E
en N tal que τ |L = σ}.
Tomemos 〈E1, N1, τ1〉 y 〈E2, N2, τ2〉 en B. Diremos que 〈E1, N1, τ1〉 es
menor que 〈E2, N2, τ2〉 y notaremos
〈E1, N1, τ1〉 ≤ 〈E2, N2, τ2〉
si
E1 E2, N1 N2, y τ2|E1 = τ1.
Es obvio que B es un conjunto no vaćıo y que la relación ≤ es refle-
xiva, transitiva y antisimétrica. Por lo tanto, (B;≤) es parcialmente
ordenado.
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Sea D ⊆ B tal que (D;≤) es totalmente ordenado. Si
H = {E
∣













Es claro que L Ē K y L N̄ K.
Definamos la aplicación µ de Ē en N̄ de la siguiente manera:
Sea b ∈ Ē. Existe E ∈ H tal que b ∈ E; si N y τ son tales que
〈E,N, τ〉 ∈ D, entonces µ(b) = τ(b). Es sencillo verificar que µ es un
isomorfismo que extiende a σ. Por otra parte,
〈E,N, τ〉 ≤ 〈Ē, N̄ , µ〉, ∀〈E,N, τ〉 ∈ D.
De donde, 〈Ē, N̄ , µ〉 es una cota superior de D.
Por el lema de Zorn (observación ??), tenemos que existe 〈E0, N0, τ0〉
en B, que es maximal.
Si E0 6= K, existe f(x) ∈ S tal que f(x) no se descompone en E0[x].
Sea m(x) un factor irreducible de f(x) sobre E0, con ∂m > 1. Si τ̄0 es
el isomorfismo inducido por τ0 del anillo de polinomios E0[x] sobre el
también anillo de polinomios (τ0(N0))[x], entonces m̄(x) = τ̄0(m(x))
es factor irreducible de τ̄(f(x)) = f(x) sobre τ0(N0).
Si c ∈ K es ráız de m(x) y d ∈ K es ráız de m̄(x), existe un isomorfis-
mo µ de E0(c) sobre τ0(N0)(d), tal que µ|E0 = τ0 y µ(c) = d (teorema
5.39). Luego 〈E0, N0, τ0〉 ≤ 〈E0(c), N0(d), µ〉, pero 〈E0(c), N0(d), µ〉 6=
〈E0, N0, τ0〉, lo cual es una contradicción. De donde, E0 = K.
En forma similar se demuestra que N0 = K; por lo tanto, τ0 es un
automorfismo de K tal que τ0|L = σ; además S se descompone sobre
τ0(K), luego τ0(K) = K; por consiguiente τ0 ∈ G(K;F ) y τ0(a) 6= a.
4 ⇒ 1 La demostración es similar a la del lema 8.45.
X
8.57 Corolario. Sea K una extensión algebraica de un cuerpo perfecto F .
Las siguientes proposiciones son equivalentes:
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1. IK(G(K;F )) = F .
2. K es una extensión normal de F .
3. K es el c.d.d sobre F de un conjunto de polinomios de F [x].
4. Para cualquier a ∈ K − F , existe σ ∈ G(K;F ) tal que σ(a) 6= a.
Demostración. Consecuencia inmediata de la definición 6.16 y del lema
8.56. X
8.58 Observación. En el caṕıtulo 5 vimos que todo cuerpo está conteni-
do en una extensión algebraicamente cerrada. En este parágrafo vamos a
demostrar que toda extensión algebraica de un cuerpo F está contenida en
una extensión normal de F .
8.59 Lema. Sea K una extensión algebraica de F . Entonces, existe un
cuerpo L extensión de K, tal que:
1. F L.
2. Si K T L, entonces T no es extensión normal de F .
3. Si K es una extensión separable de F , entonces L es una extensión
separable de F .
4. K es una extensión finita de F , si y sólo si, L es una extensión finita
de F .
Demostración.
1. Sea A una base deK sobre F . Si a ∈ A, notaremosma(x) al polinomio
mı́nimo de a sobre F .
Llamemos L al c.d.d del conjunto S = {ma(x)
∣
∣ a ∈ A} sobre F ;
entonces, por el lema 8.31, tenemos que L es una extensión normal
de F .
2. Si existiera un cuerpo T entre K y L que fuera extensión normal de F ,
entonces todas las ráıces de los polinomios de S estaŕıan en T , porque
A ⊆ K. Por lo tanto, S se descompondŕıa sobre T . Pero como L es el
c.d.d de S sobre F , entonces L = T , lo cual es una contradicción.
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3. L = F (B), siendo B el conjunto de ráıces de los polinomios de S.
Si b ∈ L, existen a1, . . . , an en B tales que b ∈ F (a1, . . . , an). Como
a1, . . . , an son separables sobre F , entonces F (a1, . . . , an) es una ex-
tensión separable de F (corolario 6.43). De donde, L es una extensión
separable de F .
4. ⇐ Consecuencia del lema 5.10.
⇒ Si K es una extensión finita de F , entonces A es finito, luego S
es finito, y por lo tanto B es finito. De lo anterior se deduce que
[F (B) : F ] es finito; es decir, L es una extensión finita de F .
X
8.60 Lema. Sean K1 y K2 cuerpos de descomposición del conjunto de





M = {〈E,N, τ〉
∣
∣ F E K1, F N K2 y τ es un isomorfismo de E en
N tal que τ |
F
= id}.
Tomamos 〈E1, N1, τ1〉 y 〈E2, N2, τ2〉 en M. Diremos que 〈E1, N1, τ1〉 es me-
nor que 〈E2, N2, τ2〉 y notaremos
〈E1, N1, τ1〉 ≤ 〈E2, N2, τ2〉
si
E1 E2, N1 N2 y τ2|E1 = τ1.
En forma similar a como lo hicimos en el lema 8.56, podemos ver que existe
un elemento 〈E0, N0, τ0〉 en M que es maximal.
Si E0 6= K1, existe un polinomio f(x) ∈ S, tal que f(x) no se descom-
pone sobre E0. Si T K1 es un c.d.d de f(x) sobre E0 y L K2 es un
c.d.d de f(x) sobre τ0(E0), por el teorema 5.95, tenemos que existe un
isomorfismo µ de T sobre L, tal que µ|
E0
= τ0. Luego µ es un isomorfis-
mo de T en LN0 tal que µ|F = id. De donde 〈E0, N0, τ0〉 ≤ 〈T,LN0, µ〉,
pero 〈E0, N0, τ0〉 6= 〈T,LN0, µ〉, lo cual es una contradicción. Por lo tanto
E0 = K1.
En forma similar se demuestra que N0 = K2.
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Por otra parte, f(x) se descompone sobre τ0(K1); pero como τ0(K1) K2,
entonces τ0(K1) = K2. Hemos pues encontrado un isomorfismo de K1 sobre
K2 que restringido a F es la aplicación idéntica. X
8.61 Lema. Sea K una extensión algebraica de F , si M y T son cuerpos
extensión de K tales que:
1. F T y F M .
2. No existen extensiones normales de F entre K y T , y tampoco entre K
y M .
Entonces, existe un isomorfismo de T sobre M que restringido a K es la
aplicación idéntica.
Demostración. Sean A una base de K sobre F y S = {ma(x)
∣
∣ a ∈ A}
siendo, ma(x) el polinomio mı́nimo de a sobre F . Como a ∈ T , ∀a ∈ A, y
F T , existe un c.d.d L1 de S sobre F tal que K L1 T ; luego F L1.
Pero por 2) tenemos que L1 = T .
De la misma forma se prueba que M es un c.d.d de S sobre F . El lema
anterior nos permite entonces concluir, que existe un isomorfismo σ de T
sobre M , tal que σ|
K
= id. X
8.62 Definición. Sean K una extensión algebraica de F , y L un cuerpo
extensión de K tal que F L, además no existen extensiones normales de
F entre K y L. El cuerpo L se denomina la clausura normal de K sobre
F .
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8.3. Teorema fundamental de la Teoŕıa de Galois
Serge Lang
(1927–2005)
“Nuestras mentes son finitas y no obstante,
estamos rodeados de posibilidades que son
infinitas. El propósito de la vida humana
es abarcar todo lo que podamos de esta
infinitud”.
Alfred Whitehead (1861–1947)
En este parágrafo vamos a presentar el teorema que relaciona los subgrupos
del grupo de Galois de un polinomio separable sobre un cuerpo F , con los
subcuerpos del c.d.d que contienen a F .
8.63 Definición. Sea K el c.d.d de un polinomio f(x) sobre el cuerpo F .
Se denomina el grupo de Galois de f(x) sobre F a G(K;F ).
8.64 Lema. Sea K el c.d.d de un polinomio f(x) sobre el cuerpo finito F .
Entonces, el grupo de Galois de f(x) sobre F es ćıclico de orden m = [K :
F ] e isomorfo a (Zm; +).
Demostración. Sea p > 0 la caracteŕıstica de F . Como F es finito, existe
n ∈ Z+ tal que #F = pn. Si [K : F ] = m, entonces #K = pnm.
Como αp
n
= α, ∀α ∈ F , entonces el automorfismo σ de K tal que σ(β) =
βp
n
, ∀β ∈ K, deja fijos a los elementos de F . Luego σ ∈ G(K;F ).
Por otra parte, σj(β) = βp
nj
, ∀β ∈ K y ∀j ∈ Z+. Si existiera 0 < l < m tal
que σl(β) = β, ∀β ∈ K, entonces βpnl = β, ∀β ∈ K. Luego el polinomio
g(x) = xp
nl − x ∈ K[x]
tiene por lo menos #K = pnm ráıces, lo cual no es posible ya que ∂g < pnm.
De donde #〈σ〉 ≥ m. Pero como 〈σ〉 ⊆ G(K;F ) y #G(K;F ) ≤ [K : F ],
entonces
#G(K;F ) = m y G(K;F ) = 〈σ〉.
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Finalmente, la aplicación
µ : G(K;F ) −→ Zm
σj 7−→ µ(σj) = j̄
es claramente un isomorfismo de (G(K;F ); ◦) sobre (Zm; +). X
8.65 Observación. En el caṕıtulo 5 (lema 5.107), vimos que si K es un
cuerpo finito de caracteŕıstica p, entonces K es isomorfo al c.d.d del poli-
nomio f(x) = xp
n − x sobre Zp; n es precisamente el grado de K sobre Zp.
Vamos a notar el cuerpo K como GF (pn).
8.66 Ejercicio. Sea K el c.d.d de xp
30 − x sobre Zp. Hallar:
1. σ ∈ G(K; Zp) tal que G(K; Zp) = 〈σ〉.
2. Todos los subgrupos del G(K; Zp).
3. Todos los subgrupos de K que contienen a Zp.
Demostración.
1. Por el lema 5.107, tenemos que #K = p30, luego [K : Zp] = 30. Dado
que #Zp = p, entonces el automorfismo σ de K tal que σ(β) = βp,
∀β ∈ K, genera al G(K; Zp).
2. La aplicación
µ : G(K; Zp) −→ Z30
σj 7−→ µ(σj) = j̄
es un isomorfismo del (G(K; Zp); ◦) sobre (Z30; +).
En teoŕıa de grupos se demuestra que si (H; ·) es un grupo ćıclico
finito, para cada divisor q de #H existe exactamente un subgrupo de
orden q de H, el cual también es ćıclico. Por consiguiente, hay tantos
subgrupos de H como divisores positivos de #H.
De lo anterior se desprende que los subgrupos de (Z30; +) son de orden
1, 2, 3, 5, 6, 10, 15 y 30. Estos subgrupos serán:
〈0〉, 〈15〉, 〈10〉, 〈6〉, 〈5〉, 〈3〉, 〈2〉 y 〈1〉
Luego, los subgrupos del G(K; Zp) son:
G1 = 〈id〉, G2 = 〈σ15〉, G3 = 〈σ10〉, G4 = 〈σ6〉, G5 = 〈σ5〉,
G6 = 〈σ3〉, G7 = 〈σ2〉 y G8 = G(K; Zp).
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3. Por el ejercicio 5.110, tenemos que existen tantos subcuerpos entre
Zp y K, como divisores tiene [K : Zp]; esto es, hay exactamente 8
subcuerpos de K que extienden a Zp.
Por otra parte, el cuerpo fijo de cada uno de los subgrupos delG(K; Zp)
es un cuerpo intermedio entre Zp y K; además, por el lema 8.51, estos
cuerpos son distintos.
De donde, los subcuerpos de K que contienen a Zp son los IK(Gj)
∀j = 1, . . . , 8.
Aplicando nuevamente el lema 8.51 tenemos que
[K : IK(Gj)] = #Gj , ∀j = 1, . . . , 8.
Luego
[IK(Gj) : Zp] =
30
#Gj
, ∀j = 1, . . . , 8. (8.26)
Es claro que IK(G1) = K = GF (p
30) y que IK(G8) = Zp.
Calculando cada uno de los valores de (8.26) y aplicando el lema 7.58
tenemos que:
IK(G2) = GF (p
15), IK(G3) = GF (p
10), IK(G4) = GF (p
6),
IK(G5) = GF (p
5), IK(G6) = GF (p
3) y IK(G7) = GF (p
2).
X
8.67 Teorema (Teorema fundamental de la Teoŕıa de Galois). Sean K un
c.d.d de un polinomio separable f(x) sobre el cuerpo F ,
A = {H
∣




∣ F T K}.
Entonces, existe una aplicación biyectiva µ de I en A, tal que:
1. T = IK(µ(T )), ∀T ∈ I.
2. H = µ(IK(H)), ∀H ∈ A.
3. [K : T ] = #µ(T ), ∀T ∈ I.
4. [T : F ] =
#µ(F )
#µ(T )
, ∀T ∈ I.
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5. T es una extensión normal de F , si y sólo si, µ(T ) es un subgrupo
normal del G(K;F ).
6. Si T ∈ I es una extensión normal de F , entonces
G(T ;F ) ∼= µ(F )
/
µ(T ).
Demostración. Sea T ∈ I. Definamos µ(T ) = G(K;T ).
Veamos que µ, aśı definida, satisface todas las condiciones exigidas.
1. Como K es c.d.d del polinomio separable f(x) sobre T , entonces, por el
lema 8.42, tenemos que T = IK(G(K;T )).
a) Es inmediato que µ es función veamos que es uno a uno. En efecto.
Sean T1 y T2 en I tales que µ(T1) = µ(T2). Entonces G(K;T1) =
G(K;T2). Luego
T1 = IK(G(K;T1)) = IK(G(K;T2)) = T2.
2. Como K es una extensión finita y separable de F , entonces
H = G(K; IK(H)), ∀H ∈ A (lema 8.51). Luego H = µ(IK(H)), lo
cual implica que µ es sobreyectiva.
3. Sea T ∈ I. Como K es una extensión normal finita y separable de T ,
entonces [K : T ] = #G(K;T ) = #µ(T ) (corolario 8.52).
4. Sea T ∈ I. Entonces [K : F ] = [K : T ][T : F ]. Pero [K : F ] = #µ(F ) y
[K : T ] = #µ(T ), luego




5. ⇒ Sea T ∈ I, una extensión normal de F . Entonces ∀σ ∈ G(K;F )
σ(T ) = T .
Veamos que G(K;T ) es un subgrupo normal del G(K;F ).
Sean σ ∈ G(K;F ) y τ ∈ G(K;T ). Si t ∈ T , σ(t) ∈ T . Lue-
go τ(σ(t)) = σ(t). Entonces (σ−1 ◦ τ ◦ σ)(t) = t. Por lo tanto,
σ−1 ◦ τ ◦ σ ∈ G(K;T ).
⇐ Supongamos que G(K;T ) es un subgrupo normal del G(K;F ), en-
tonces σ−1 ◦ τ ◦ σ ∈ G(K;T ), ∀τ ∈ G(K;T ) y ∀σ ∈ G(K;F ).
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Sean σ ∈ G(K;F ) y t ∈ T , entonces (σ−1 ◦ τ ◦ σ)(t) = t, ∀τ ∈
G(K;T ). Luego τ(σ(t)) = σ(t), entonces σ(t) ∈ IK(G(K;T )) = T . De
lo anterior se concluye que σ(T ) ⊆ T , ∀σ ∈ G(K;F ); pero como
[σ(T ) : F ] = [T : F ] < +∞, entonces σ(T ) = T ; lo cual implica,
según el lema 8.39, que T es una extensión normal de F
6. Sea T una extensión normal de F . Si σ ∈ G(K;F ), por el lema 8.39,
tenemos que σ(T ) = T . Llamemos σ′ = σ|
T
, entonces σ′ ∈ G(T ;F ).
Podemos definir la función
ψ : G(K;F ) −→ G(T ;F )
σ 7−→ ψ(σ) = σ′.
Es claro que ψ es un homomorfismo del (G(K;F ); ◦) en (G(T ;F ); ◦).
Por el teorema fundamental de homomorfismos de grupos tenemos que
si Imψ es la imagen de ψ y N(ψ) es el núcleo de ψ, entonces
Imψ = G(K;F )
/
N(ψ).
Es evidente que el N(ψ) = G(K;T ), luego
Imψ = G(K;F )
/
G(K;T ). (8.27)
Pero como T es una extensión normal de F , entonces por 5) tenemos






Al aplicar 4 obtenemos
#Imψ = [T : F ].
T no solo es una extensión normal y finita de F , sino también separable,
lo cual nos permite concluir, de acuerdo al corolario 8.52, que
[T : F ] = #G(T ;F ).
Por consiguiente,
#Imψ = #G(T ;F ).
Pero como Imψ ⊆ G(T ;F ), entonces
Imψ = G(T ;F ). (8.28)
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De (8.27) y (8.28) concluimos que
G(T ;F ) = G(K;F )
/
G(K;T ),
que era lo que pretend́ıamos demostrar. X
8.68 Ejercicio. Encontrar los subgrupos del grupo de Galois del polinomio
f(x) = x4 + 2 sobre Q y los subcuerpos de su c.d.d.
Demostración. En el ejercicio 5.102 vimos que el c.d.d de f(x) sobre Q es
K = Q(i, ρ), siendo ρ = 4
√
2; además se probó que
G(K; Q) = {σ0 = id, σ1, σ2, σ3, τ1, µ1, µ2, µ3},
en donde los automorfismos se determinaron por su acción sobre ρ e i.
Finalmente se construyó la correspondiente tabla de multiplicar. Vamos a
apoyarnos en la información que nos da ese ejercicio para poder cumplir
con nuestro objetivo.
Al observar la diagonal de la tabla de multiplicar tenemos que existen
exactamente cinco subgrupos de orden dos de G(K; Q), estos son:
G1 = {σ0, σ2}, G2 = {σ0, τ1}, G3 = {σ0, µ1},
G4 = {σ0, µ2} y G5 = {σ0, µ3}.
Sabemos que los únicos grupos de orden 4 que existen son el ćıclico y el
grupo cuatro de Klein (Ver: Baumslag–Chandler. Teoŕıa de Grupos. Mc–
Graw Hill. Caṕıtulo 5).
Como σ1 y σ3 son los únicos elementos de G(K; Q) que no tienen orden
uno o dos, y como G(K; Q) no es ćıclico, entonces σ2 y σ3 son de orden 4.
Pero 〈σ1〉 = 〈σ3〉, entonces solo existe un subgrupo ćıclico de G(K; Q) de
orden cuatro. Llamemos G6 = 〈σ1〉.
Por otra parte, los posibles grupos cuatro de Klein son de la forma
H = {σ0, λ1, λ2, λ3}, con λl 6= λj , ∀l 6= j, y λl ∈ {σ2, τ1, µ1, µ2, µ3},
∀l = 1, 2, 3.
Por inspección directa podemos observar que de estos diez conjuntos, solo
son grupos G7 = {σ0, σ2, τ1, µ2} y G8 = {σ0, σ2, µ1, µ3}.
Vamos a notar G0 = {σ0} y G9 = G(K; Q).
La siguiente gráfica nos permite ver más claramente la relación de conte-
nencia entre dichos subgrupos.
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G0
G4 G2 G1 G3 G5
G7 G6 G8
G9
Hallemos los cuerpos fijos de estos grupos.
Del teorema fundamental se deduce que
[IK(Gl) : Q] =
8
#Gl
, ∀l = 0, . . . , 9.
Por lo tanto:
1. IK(G0) = Q(i, ρ).
2. [IK(G1) : Q] = 4. Como
√
2 + i queda invariante por σ2 y además es





3. [IK(G2) : Q] = 4. Como τ1(ρ) = ρ y [Q(ρ) : Q] = 4, entonces
IK(G2) = Q(ρ).
4. [IK(G3) : Q] = 4. Como µ1(ρ(1 − i)) = ρ(1 − i) y ρ(1 − i) es ráız del
polinomio h(z) = z4 + 8, que es irreducible sobre Q, entonces
IK(G3) = Q(ρ(1 − i)).
5. [IK(G4) : Q] = 4. Como µ2(iρ) = iρ y [Q(iρ) : Q] = 4, entonces
IK(G4) = Q(iρ).
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6. [IK(G5) : Q] = 4. Como µ3(ρ(1 + i)) = ρ(1 + i) y este elemento es
ráız de h(z), entonces
IK(G5) = Q(ρ(1 + i)).
7. [IK(G6) : Q] = 2. Como σ1(i) = i, entonces
IK(G6) = Q(i).
8. [IK(G7) : Q] = 2. Como σ2(ρ2) = τ1(ρ2) = µ2(ρ2) = ρ2 y [Q(ρ2) :
Q] = 2, entonces
IK(G7) = Q(ρ2).
9. [IK(G8) : Q] = 2. Como σ2(iρ2) = µ1(iρ2) = µ3(iρ2) = iρ2, entonces
IK(G8) = Q(iρ2).
10. IK(G9) = Q .





2 + i) Q(ρ(1 − i)) Q(ρ(1 + i))
Q(ρ2) Q(i) Q(iρ2)
Q
Es importante que el lector compare las dos últimas gráficas.
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8.69 Observación.
1. La teoŕıa de grupos nos provee de interesantes resultados para encontrar
los subgrupos de un grupo dado. Recordemos algunos de ellos:
a) (Primer teorema de Sylow).
Sean G un grupo finito, p > 0 un número primo y n ∈ Z+, tal que
pn|#G, pero pn+1 - #G.
Entonces, existe un subgrupo H de G de orden pn.
b) Sabemos que un subgrupo H de un grupo finito G es denominado el
p–subgrupo de Sylow de G (p > 0 primo), si existe n ∈ Z+ tal que
#H = pn, pero pn+1 - #G.
Pues bien, el tercer teorema de Sylow nos permite afirmar que si G es
un grupo finito y p > 0 es un número primo, entonces el número np
de distintos p–subgrupos de Sylow de G es congruente con 1 módulo
p, y además np divide a #G.
2. En el caṕıtulo 5 del libro “Teoŕıa de grupos” por Baumslag–Chandler
(Mc. Graw–Hill) existe una clasificación de los grupos de orden 1 al
15. Esta misma clasificación puede también hallarse en el Álgebra de
Hungerford (Springer–Verlag) caṕıtulo 2 parágrafo 6.
X
8.70 Ejercicio. Encuentre los subgrupos del grupo de Galois del polinomio
f(x) = (x2 + 2)(x3 − 7) sobre Q y los subcuerpos de su c.d.d.
Demostración. En el ejercicio 5.103 vimos que K = Q(ρi, δ, θ) es un c.d.d
de f(x) sobre Q, siendo ρ =
√
2, δ = 3
√





G(K; Q) = {σ0, σ1, σ2, σ3, τ1, τ2, τ3, τ4, τ5, τ6, τ7, τ8},
en donde estos automorfismos quedaron claramente determinados por su
acción sobre ρi, δ y θ. Finalmente se construyó la tabla de multiplicar del
(G(K; Q); ◦). Tomando como referencia esta información, vamos a resolver
el ejercicio.
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Al observar la tabla de multiplicar podemos afirmar que existen exacta-
mente siete subgrupos de orden dos del G(K; Q); estos son:
G1 = {σ0, σ1}, G2 = {σ0, σ2}, G3 = {σ0, σ3}, G4 = {σ0, τ5},
G5 = {σ0, τ6}, G6 = {σ0, τ7} y G7 = {σ0, τ8}
Por el primer teorema de Sylow, tenemos que existe un subgrupo deG(K; Q)
de orden tres. Este es
G8 = {σ0, τ1, τ2} = 〈τ1〉.
Como todo grupo de orden tres es ćıclico, para determinar si existen más
subgrupos de G(K; Q) basta tan solo con observar en la tabla si además de
τ1 y τ2 existen otros automorfismos que sean de orden tres, lo cual no sucede.
Aplicando nuevamente el primer teorema de Sylow, tenemos que existe por
lo menos un subgrupo de G15 = G(K; Q) de orden cuatro. Por otra parte,
el número n2 de distintos 2–subgrupos de Sylow de G15 es congruente con 1
mod 2 y además divide al #G15. Luego n2 ∈ {1, 3}. Por inspección directa
podemos observar que existen tres subgrupos de orden cuatro de G15; estos
son:
G9 = {σ0, σ1, σ2, σ3}, G10 = {σ0, τ6, σ1, τ8} y G11 = {σ0, τ5, σ1, τ7}.
Para determinar cuántos subgrupos de orden 6 hay en G15, es conveniente
recordar que todos ellos deben tener por lo menos un subgrupo de orden 3.
Pero como el único subgrupo de orden tres de G15 es G8, entonces G8 debe
estar incluido en cualquier subgrupo de orden seis de G15.
Por otra parte, todo subgrupo de orden seis de G15 debe tener a su vez
uno o tres subgrupos de orden dos de G15. Si tiene solo uno, entonces debe
ser ćıclico, ya que dos de sus elementos son de orden seis. En este caso
obtenemos
G12 = {σ0, τ3, τ2, σ1, τ1, τ4} = 〈τ3〉 = 〈τ4〉.
Si tiene tres, por exhaución podemos observar que los otros subgrupos de
orden seis de G15 son:
G13 = {σ0, τ1, τ2, σ2, τ5, τ6} y G14 = {σ0, τ1, τ2, σ3, τ7, τ8}
En la figura 8.1 se muestra la relación de contenencia entre los subgrupos
de G15.
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G0







Figura 8.1. Relación de contenencia entre los subgrupos del grupo de Galois del polinomio
f(x) = (x2 + 2)(x3 − 7) sobre Q.
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Encontremos los correspondientes cuerpos fijos.
Por el teorema fundamental tenemos que
[IK(Gj) : Q] =
12
#Gj
, ∀j = 0, 1, . . . , 15.
Por lo tanto:
1. IK(G0) = K.
2. [IK(G1) : Q] = 6.
Como σ1(δ) = δ y h(x) = x
3 − 7 es irreducible sobre Q, entonces
[Q(δ) : Q] = 3.
g(x) = x2 + x + 1 es irreducible sobre Q(δ) y θ es una ráız de este
polinomio. Entonces [Q(δ, θ) : Q(δ)] = 2. Luego [Q(δ, θ) : Q] = 6, pero
Q Q(δ, θ) IK(G1), de donde
IK(G1) = Q(δ, θ).
3. [IK(G2) : Q] = 6.
Sabemos que σ2(δ) = δ y σ2(iρ) = iρ. Además m(x) = x
2 + 2 es irredu-
cible sobre Q(δ), luego [Q(δ, iρ) : Q(δ)] = 2.
Por lo tanto [Q(δ, iρ) : Q] = 6. De donde
IK(G2) = Q(δ, iρ).
4. [IK(G3) : Q] = 6.
Sabemos que θ2 − θ = −i
√




θ)) = iρ(θ2 − θ), entonces Q(
√
6) IK(G3).





6) : Q(δ)] = 3. Luego [Q(δ,
√




5. [IK(G4) : Q] = 6.
Sabemos que τ5(δθ
2) = δθ2 y τ5(iρ) = iρ. Como δθ
2 es ráız de h(x) y este
polinomio es irreducible sobre Q(iρ), entonces [Q(δθ2, iρ) : Q(iρ)] = 3.
Por otra parte, [Q(iρ) : Q] = 2. Por lo tanto [Q(δθ2, iρ) : Q] = 6; de
donde
IK(G4) = Q(δθ2, iρ).
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6. [IK(G5) : Q] = 6.
Sabemos que τ6(iρ) = iρ y τ6(δθ) = δθ. Procediendo en forma similar a
como lo hicimos en 5), tenemos que
IK(G5) = Q(δθ, iρ).
7. [IK(G6) : Q] = 6.
Sabemos que τ7(iρ(θ
2 − θ)) = iρ(θ2 − θ) y τ7(δθ2) = δθ2.




8. [IK(G7) : Q] = 6.
Sabemos que τ8(iρ(θ
2 − θ)) = iρ(θ2 − θ) y τ8(δθ) = δθ.




9. [IK(G8) : Q] = 4.
Como τ1(θ) = θ, τ1(iρ) = iρ y [Q(iρ, θ) : Q(θ)] = 2, entonces [Q(iρ, θ) :
Q] = 4, luego
IK(G8) = Q(iρ, θ).
10. [IK(G9) : Q] = 3.
Como σj(δ) = δ, ∀j = 0, 1, 2, 3, entonces
IK(G9) = Q(δ).
11. [IK(G10) : Q] = 3.
Como τ6(δθ) = σ2(δθ) = τ8(δθ) = δθ, entonces
IK(G10) = Q(δθ).
12. [IK(G11) : Q] = 3.
En forma similar a lo visto en 10) tenemos que
IK(G11) = Q(δθ2).
13. [IK(G12) : Q] = 2.
Como τ4(θ) = θ y G12 = 〈τ4〉, entonces
IK(G12) = Q(θ).
8.3. TEOREMA FUNDAMENTAL DE LA TEORÍA DE GALOIS 257
14. [IK(G13) : Q] = 2.
Como τ1(iρ) = τ2(iρ) = σ2(iρ) = τ5(iρ) = τ6(iρ) = iρ, entonces
IK(G13) = Q(iρ).
15. [IK(G14) : Q] = 2.
Como τ1, τ2, σ3, τ7 y τ8 dejan invariante a iρ(θ




16. Como K es una extensión normal de Q,
IK(G15) = Q.
En la figura 8.2 se visualiza la relación de contenencia entre los subcuerpos
de K.
X
8.71 Ejercicio. Encuentre los subgrupos del grupo de Galois del polinomio
f(x) = x5 − 13 sobre Q y los subcuerpos de su c.d.d.
Demostración. Por el ejercicio 5.104, tenemos que el c.d.d de f(x) sobre Q
es K = Q(ρ, θ), siendo ρ = 5
√
13 y θ = e
2πi
5 . Además el
G(K; Q) = {σl
∣
∣ l ∈ I20},
en donde los σl quedan claramente determinados por su acción sobre ρ y θ.
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Q(ρi, δ, θ)
Q(δ, θ)Q(iρ, δ) Q(δ,
√













Figura 8.2. Relación de contenencia entre los subcuerpos del c.d.d del polinomio
f(x) = (x2 + 2)(x3 − 7) sobre Q.
Al observar la tabla de multiplicar podemos darnos cuenta que los subgru-
pos de orden dos son:
G1 = {σ1, σ4}, G2 = {σ1, σ17}, G3 = {σ1, σ18},
G4 = {σ1, σ19} y G5 = {σ1, σ20}.
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Del primer y tercer teorema de Sylow se desprende que debe haber 1 ó 5
subgrupos del G(K; Q) de orden 4.
G0





Figura 8.3. Relación de contenencia entre los subgrupos del grupo de Galois del polinomio
f(x) = x5 − 13 sobre Q.
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Al observar la tabla podemos ver que hay más de un subgrupo de orden 4;
luego existen exactamente cinco subgrupos de orden 4; estos son:
G6 = {σ1, σ2, σ3, σ4} = 〈σ2〉 = 〈σ3〉,
G7 = {σ1, σ19, σ13, σ10} = 〈σ13〉 = 〈σ10〉,
G8 = {σ1, σ12, σ14, σ17} = 〈σ14〉 = 〈σ12〉,
G9 = {σ1, σ9, σ20, σ15} = 〈σ9〉 = 〈σ15〉
y
G10 = {σ1, σ18, σ11, σ16} = 〈σ16〉 = 〈σ11〉.
Similarmente se puede ver que G(K; Q) solo tiene un subgrupo de orden 5,
el cual obviamente es ćıclico; este grupo es:
G11 = {σ1, σ5, σ6, σ7, σ8} = 〈σ5〉.
Veamos si G(K; Q) tiene subgrupos de orden 10.
En efecto, todo subgrupo de orden 10 de G(K; Q) debe contener a G11,
además los automorfismos σ2, σ3, σ10, σ11, σ12, σ13, σ14, σ15, σ16 y σ9 no pue-
den pertenecer a este subgrupo, ya que cada uno de ellos es de orden 4 y 4
no divide a 10. De lo anterior se desprende que el único posible subgrupo
de G(K; Q) de orden 10 es
G12 = {σ1, σ5, σ6, σ7, σ8, σ4, σ17, σ18, σ19, σ20}.
Al constatar con la tabla de multiplicar podemos observar que G12 es efec-
tivamente un subgrupo de G13 = G(K; Q).
En la figura 8.3 puede verse la relación de contenencia entre los correspon-
dientes subgrupos de G13.
Encontremos los correspondientes cuerpos fijos de estos subgrupos.
Sabemos por el teorema fundamental que
[IK(Gj) : Q] = 10, ∀j ∈ I5.
1. Como σ4(θ
2+θ3) = θ2+θ3 y θ2+θ3 es ráız del polinomio h(x) = x2+x−1





Por otra parte, σ4(ρ) = ρ; luego, Q(ρ,
√
5) IK(G1). Pero como [Q(ρ,
√
5) :
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2. Como σ17(θ
2 + θ3) = θ2 + θ3 y σ17(ρθ
2) = ρθ2, en forma similar a como




3. Semejante a como se hizo en los dos casos anteriores, puede verse que
IK(G3) = Q(θ4ρ,
√






4. [IK(G6) : Q] = 5; como σ2(ρ) = ρ, y [Q(ρ) : Q] = 5, entonces
IK(G6) = Q(ρ).
5. En forma similar puede demostrarse que
IK(G7) = Q(ρθ), IK(G8) = Q(ρθ2),
IK(G9) = Q(ρθ3) y IK(G10) = Q(ρθ4).
6. [IK(G11) : Q] = 4; como σj(θ) = θ, ∀j = 5, 6, 7, 8, y [Q(θ) : Q] = 4,
entonces
IK(G11) = Q(θ).
7. [IK(G12) : Q] = 2; como σj(θ2 + θ3) = θ2 + θ3, ∀j = 4, 5, 6, 7, 8, 17, 18,
19, 20 y [Q(
√




8. IK(G13) = Q.
En la figura 8.4 mostramos la relación de contenencia entre los correspon-
dientes subcuerpos de K.




















Figura 8.4. Relación de contenencia entre los subcuerpos del c.d.d del polinomio




1. Si p es un número primo, demuestre que el grupo de Galois de f(x) =
xn − 1 es ćıclico.
2. Demuestre que no existe un polinomio de cuarto grado cuyo grupo de
Galois es isomorfo al grupo G = {1,-1,i,-i,j,-j,k,-k} de los cuaternios
* 1 -1 i -i j -j k -k
1 1 -1 i -i j -j k -k
-1 -1 1 -i i -j j -k k
i i -i -1 1 k -k -j j
-i -i i 1 -1 -k k j -j
j j -j -k k -1 1 i -i
-j -j j k -k 1 -1 -i i
k k -k j -j -i i -1 1
-k -k k -j j i -i 1 -1
3. Demuestre que si K = Q( 8
√
2, i), entonces G(K; Q(i)) ' Z8.
4. Demuestre que si K = Q( 8
√
2, i), entonces G(K; Q(i
√
2)) ' G.
5. Para cada uno de los polinomios f(x) sobre Q que se dan a continua-
ción, encuentre los subgrupos del grupo de Galois y los subcuerpos
del cuerpo de descomposición, establezca los gráficos de la relación
de contenencia entre estos subgrupos, aśı como también entre los res-
pectivos subcuerpos.
a) f(x) = x3 − 3x+ 1.
b) f(x) = x4 − x2 − 6.
c) f(x) = x4 − 5.
d) f(x) = x4 − x2 − 6.
e) f(x) = x4 − 4x2 + 2.
f ) f(x) = x5 − 1.
6. Hallar el grupo de Galois del polinomio f(x) = x4 − 2 sobre:
a) Z3.
b) Z7.
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7. Hallar el grupo de Galois del polinomio f(x) = x4 + 2 sobre:
a) Z3.
b) Z7.
8. Sea θ una ráız de f(x) = x3 − x+ 1 sobre Z3. Demuestre:
a) f(x) es irreducible sobre Z3.
b) θ + 1 y θ − 1 también son ráıces de f(x).
c) Encuentre el cuerpo de descomposición L de f(x) sobre Z3.
d) Encuentre los subgrupos del grupo de Galois y los subcuerpos del
cuerpo de descomposición, establezca las gráficas de la relación
de contenencia entre estos subgrupos, aśı como también entre
los respectivos subcuerpos.
9. Sea f(x) = x2 + x+ 1 ∈ Z2[x]. Si K es el c.d.d de este polinomio que
G(K; Z2) ∼= Z4, ¿cuántos polinomios irreducibles de grado 3 sobre Z2
existen?; encuentre sus grupos de Galois, ¿son todos isomorfos?
10. Una extensión normal K de F es abeliana sobre F , si G(K,F ) es
abeliano. Demuestre que si K es abeliana sobre F y si E es una
extensión normal de F (siendo E un cuerpo extensión de F, pero a su
vez subcuerpo de K), entonces K es abeliano sobre E y E es abeliano
sobre F .






Demuestre que NK/F (α) ∈ F .






Demuestre que TK/F (α) ∈ F .





























15. Demuestre que TK/F (α+ β) = TK/F (α) + TK/F (β) ∀α, β ∈ K.
16. Demuestre que NK/F (α+ β) = NK/F (α) +NK/F (β) ∀α, β ∈ K.
17. Sea L una extensión normal finita y separable de K, G(L;K) =
{σ1, σ2, . . . , σn} y α ∈ L. Demuestre que L = K(α), si y sólo si,
{σ1(α), σ2(α), . . . , σn(α)} es una base L sobre K.
18. Si m y n son primos relativos, probar que el grupo de Galois del
polinomio xnm − 1 sobre Q es isomorfo al producto directo del grupo
de Galois de (xn − 1) sobre Q por el grupo de Galois de (xm − 1)
sobre Q.
19. Una extensión normal y finita K de un cuerpo F es ćıclica sobre F ,
si G(K,F ) es un grupo ćıclico. Demuestre que si K es una exten-
sión ćıclica de F y E es un subcuerpo de K extensión normal de F ,
entonces K es ćıclica sobre E y E es ćıclica sobre F .
20. Si K es una extensión ćıclica sobre F , demuestre si D | [K : F ], existe
un cuerpo extensión E de F , que a su vez es un cuerpo de K, tal que
[E : F ] = d.
21. Sean K1, K2 y E extensiones normales de F . Si K1 y K2 son sub-
cuerpos de E, demuestre que
G(E;K1 ∩K2) = {στ | σ ∈ G(E;K1) y τ ∈ G(E;K2)}.
22. Para cualquier primo p hallar un cuerpo de caracteŕıstica p que no
sea perfecto.
23. Sea K = Z2[x], f(z) = z2 + x, α una ráız de f(z) ∈ K[z]. Demuestre
que:
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a) α es una ráız de multiplicidad 2.
b) f(z) es un polinomio mı́nimo de α sobre K.
c) K(α) no es extensión normal de K.
24. Sea A el conjunto de los números complejos que son ráıces de polino-
mios con coeficientes en Q. Demuestre que A es un cuerpo.
25. Demuestre que Q ⊂ A.
26. Sea K una extensión finita y normal de Q. Demuestre que
a) Q ⊂ K ⊂ A.
b) Todo σ ∈ G(K; Q) puede extenderse a un automorfismo de A.
sug: usando el lema de Zorn, considere una extensión maximal de
un automorfismo de K, muestre que el dominio de esa extensión
debe ser A.
c) Demuestre que existen infinitos automorfismos de A.
d) ¿Es A una extensión normal de Q?
27. Puede ser en general calculado el grupo de Galois de una cúbica
f(x) = x3 + ax2 + bx+ c?
28. Demuestre que el grupo H del ejercicio 8.11 es isomorfo a S3.
29. ¿Será cierto que si F es un cuerpo de caracteŕıstica 2, toda extensión
cuadrática de F es normal?
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“Leed a Euler, leed a Euler. Él es el maestro
de todos. . .”.
Pierre–Simon Laplace (1749–1827)
En matemáticas existen funciones que se destacan frecuentemente por su
gran cantidad de aplicaciones. Este es el caso de las funciones µ de Möbius
y ϕ de Euler.
Leonhard Euler fue quien inicialmente en sus trabajos de 1748 empezó a
utilizar impĺıcitamente la función µ de Möbius; pero el primero en investigar
sus propiedades en forma sistemática fue el propio Möbius en el año 1832.
La función ϕ de Euler fue introducida por este gran matemático suizo cuan-
do generalizó en 1736 el denominado Pequeño Teorema de Fermat. Es-
tas funciones tienen muchas aplicaciones en álgebra moderna, geometŕıa y
teoŕıa de números. Nos proponemos en este apéndice estudiarlas, centrando
la atención en sus propiedades más importantes.
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B.1 Definición. Una función cuyo dominio es el conjunto de los ente-
ros positivos (Z+) y codominio un semigrupo se denomina una función
aritmética.
B.2 Ejemplo. Las funciones τ , σ y h1 de Z+ en Z+ definidas a continuación
son aritméticas:
τ(n) = número de divisores positivos de n, menores o iguales a n.
σ(n) = la suma de los divisores positivos de n, menores o iguales a n.
h1(n) = 1, ∀n ∈ Z+.






1 si n = 1
0 si existe p primo tal que p2 divide a n
(−1)m si n es un producto de m primos positivos diferentes.
se denomina la función µ de Möbius.
B.4 Definición. La función ϕ de Z+ en Z+ tal que ∀n ∈ Z+,
ϕ(n) = número de enteros positivos menores o iguales que n, primos rela-
tivos con n,
se denomina la función ϕ de Euler.
B.5 Definición. Una función aritmética f se dice:
1. Multiplicativa, si siempre que (n,m) ∼ 1, entonces
f(nm) = f(n)f(m).
2. Completamente multiplicativa, si
f(nm) = f(m)f(n) ∀n,m ∈ N.
B.6 Observación. Si una función aritmética es completamente multipli-
cativa, entonces también es multiplicativa.
B.7 Lema. La función de Möbius es multiplicativa, pero no completamente
multiplicativa.
Demostración.
1. Sean n,m ∈ Z+ (n,m) ∼ 1.
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b) Si m = 1, análogo.




d) Si existe p primo tal que p2|m, análogo.
e) Si n = p1 · · · ps y m = q1 · · · qr en donde los pi y los qj son primos




2. Sea p un primo. Entonces µ(p2) = 0, pero
µ(p)µ(p) = (−1)(−1) = 1.
Luego µ no es completamente multiplicativa.
X
B.8 Lema. Si f es una función multiplicativa no nula de Z+ en un dominio
entero con unidad D, entonces f(1) = 1.
Demostración. Sea n ∈ Z+ tal que f(n) 6= 0. Entonces
f(n) = f(n1) = f(n)f(1).
Cancelando f(n) obtenemos f(1) = 1. X
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B.9 Lema. Sean f y g funciones multiplicativas de Z+ en un anillo D.















g(d), ∀n ∈ Z+,
es una función multiplicativa.





















































































= F (n) F (m).
X
B.10 Corolario. Sea f una función multiplicativa de Z+ en un anillo D.




f(d), ∀n ∈ Z+,
es multiplicativa.
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, ∀n ∈ Z+
entonces, por el lema B.9, tenemos que F es multiplicativa. X




dλ, ∀n ∈ Z+,
es multiplicativa.
Demostración. La función f de Z+ en R tal que f(d) = dλ es comple-
tamente multiplicativa. Aplicando el corolario B.10, tenemos que σλ es
multiplicativa. X
B.12 Ejercicio. Si n = pα11 · · · pαmm , en donde los pi son primos diferentes
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B.13 Lema. Sean θ una función multiplicativa no nula y n = pα11 · · · pαmm







(1 − θ(pi)) .





µ(d)θ(d), ∀n ∈ Z+,
es multiplicativa.




F (pαii ). Pero







= θ(1) − θ(pi)





























si n = pα11 · · · pαmm , en donde los pi son
primos distintos y αi ∈ Z+, ∀i ∈ Im.
Demostración. Si n = 1, evidente.
Si n > 1, tomamos en el lema B.13 la función θ tal que θ(m) =
1
m









1 si n = 1
0 si n > 1.
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Demostración. Si n = 1, evidente.
Si n > 1, tomamos en el lema B.13 la función θ = h1. X
B.16 Ejercicio. Si n = pα11 · · · pαmm , en donde los pi son primos distintos y








µ(d)σ(d) = (−1)mp1 · · · pm.
Demostración. 1. Sabemos que τ(m) =
∑
d|m
1, ∀m ∈ Z+. Como τ es una














2. Hemos visto que σ(m) =
∑
d|m
d, ∀m ∈ Z+. σ también es multiplicativa.












(1 − 1 − pi)
= (−1)mp1 · · · pm.
X
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Demostración. n = 2βpα11 · · · pαmm , en donde los pi son primos distintos y
los β, αi ∈ Z+, ∀i ∈ Im. Por el lema B.13 tenemos que
∑
d|n





= 0, porque ϕ(2) = 1.
X
B.18 Lema. Si n = pα11 · · · pαmm , en donde los pi son primos distintos y los




Demostración. Los divisores de n son de la forma d = pβ11 · · · pβmm , con
0 ≤ βi ≤ αi, ∀i ∈ Im. Si algún βi > 1, entonces µ(d) = 0.
De lo anterior se desprende que solo debemos tomar los divisores de la
forma




































=(1 + 1)m = 2m.
X
B.19 Ejercicio. Probar que µ(n)µ(n+ 1)µ(n + 2)µ(n + 3) = 0, ∀n ≥ 1.
Demostración. Aplicando el algoritmo de la división a los enteros n y 4
tenemos que existen q, r ∈ Z tales que
n = 4q + r, con 0 ≤ r < 4
Si r = 0, entonces 4|n, y por lo tanto µ(n) = 0.
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Si r = 1, entonces 4|n+ 3, de donde µ(n+ 3) = 0.
Si r = 2, entonces 4|n+ 2, y por lo tanto µ(n+ 2) = 0.
Si r = 3, entonces 4|n+ 1, y aśı µ(n+ 1) = 0.
X
B.20 Lema (Fórmula de inversión de Möbius). Sean f y F funciones de








































































1 si β = n
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Demostración. Sea d ∈ In, tal que d|n. Definamos el conjunto
Hd = {k ∈ In
∣
∣ (k, n) ∼ d}.
Calculemos #Hd. Sea k ∈ In. Sabemos que k ∈ Hd, si y sólo si, (k, n) ∼ d,
si y sólo si, existe j ∈ In
d
































ϕ (d) = n.
X







Demostración. Si llamamos F (n) = n, ∀n ∈ Z+, entonces, por lo visto en





















, ∀n ∈ Z+.
X
B.24 Corolario. Si n = pα11 · · · pαmm , en donde los pi son primos distintos










Demostración. Consecuencia inmediata del corolario B.14 y el lema B.23.
X
B.25 Lema. La función ϕ de Euler es multiplicativa.
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Demostración. Sean n,m ∈ Z+, (n,m) ∼ 1.
1. Si n = 1, ϕ(n) = 1. Luego ϕ(nm) = ϕ(m) = 1ϕ(m) = ϕ(n)ϕ(m).
2. Si m = 1, análogo.
3. Si n = pα11 · · · pαss y m = q
β1
1 · · · q
βr
r , en donde los pi son primos distintos
y los αi ∈ N, ∀i ∈ Is, y de la misma forma los qj son primos diferentes
y los βj ∈ N, ∀j ∈ Ir, entonces como (n,m) ∼ 1, tenemos que pi 6= qj,

















B.26 Ejercicio. Demuestre que si n = pα11 · · · pαmm , en donde los pi son






p1 · · · pmϕ(n).








(1 − pi). (B.1)












(1 − pi) =
(−1)m
n
p1 · · · pmϕ(n). (B.2)
De (B.1) y (B.2) se obtiene el resultado que estábamos esperando. X




k2 y n = pα11 · · · pαmm , en donde los pi son





2n2 + (−1)mp1 · · · pm
)
.
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Demostración. 1. Sean d|n (d ∈ In) y Hd = {k ∈ In
∣































































(n+ 1)(2n + 1).























































2ϕ(n) + 3(0) +
1
n2
(−1)mϕ(n)p1 · · · pm
)
;
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esta última igualdad la hemos obtenido gracias al lema B.23, al corolario
B.15 y al ejercicio B.26.




(2n2 + (−1)mp1 · · · pm).
X
B.28 Ejercicio. (Tomado de American Mathematical Monthly.
Enero de 1970. Problema 5653) Hallar en cada caso una función mul-



























Demostración. 1. Sea n = pα, con p primo y α ∈ N.
Llamemos f(1) = c. Entonces:
a) Si α = 1, se tiene que f(1) + f(p) = µ(p)f(p). De donde
c+ f(p) = −f(p), y por lo tanto f(p) = − c
2
.






+ f(p2) = 0. Entonces, f(p2) = − c
2
.











+ f(p3) = 0. De donde f(p3) = 0.
d) Supongamos que f(pm) = 0, si 3 ≤ m < n. Calculemos f(pn).











+ 0 + · · · + 0 + f(pn) = 0.
Luego f(pm) = 0.
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c si k = 1




)s si k = pα11 · · · pαss , en donde los pi son primos
distintos y αi ∈ I2, ∀i ∈ Is.
2. Sea n = pα con p primo y α ∈ N. Llamemos f(1) = c. Entonces:
a) Si α = 0, se tiene que f(1) = |f(1)|. Luego c ≥ 0.
b) Si α = 1, entonces f(1) + f(p) = |f(p)|. Luego |f(p)| − f(p) = c.
Si f(p) ≥ 0, entonces c = 0, y por lo tanto f es una función nula.
Luego f(p) < 0. De donde f(p) = − c
2
.
c) Supongamos que f(pm) = − c
2m
, ∀m ∈ In−1. Calculemos f(pn).
En efecto,
f(1) + f(p) + · · · + f(pn−1) + f(pn) = |f(pn)|
c− c
2
− · · · − c
2n−1




+ f(pn) = |f(pn)|. De esto se deduce f(pn) < 0, ya
que en caso contrario f seria nula. De lo anterior se desprende que





















si k = pα11 · · · pαss , en donde los pi son pri-
mos distintos y αi ∈ Z+, ∀i ∈ Is.




1, entonces τ(pα) =
∑
d|pα
1 = α+ 1. De donde
τ(n)f(n) = (α+ 1)f(pα). (B.5)




































= f(pα) + (p − 1)f(pα−1) + pτ(pα−1)f(pα−1) − pf(pα−1)
= f(pα) − f(pα−1) + pαf(pα−1). (B.7)
La hipótesis nos permite igualar (B.5) y (B.7), y obtener










(p(α− 1) − 1)













































si k = pα11 · · · pαss , en donde los pi son
primos distintos y αi ∈ Z+, ∀i ∈ Is.
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4. Sea n = pα con p primo y α ∈ N. Llamemos f(1) = c.
Del ejercicio B.12 se desprende que
σ(n) =
pα+1 − 1



















= f(pα) − p
2f(pα−1)
p− 1 . (B.9)











1 − pα f(p
α−1).









































(1 − pjii )
si k = pα11 · · · pαss , en donde los pi son
primos distintos y αi ∈ Z+, ∀i ∈ Is.
Nota: Esta solución es debida a M.S. Demos, de Villanova University.
X
B.29 Ejercicio. Demuestre que ϕ(n) es par, si y sólo si, n ≥ 3.
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Demostración. ⇒ Como ϕ(1) = ϕ(2) = 1, entonces si ϕ(n) es par es
porque n ≥ 3.
⇐ Si n ≥ 3, entonces n = 2βpα11 · · · pαss , con los pi primos impares dife-
rentes y β, αi ∈ N, ∀i ∈ Is; además si αi = 0, ∀i ∈ Is, entonces β ≥ 2.
Vemos que ϕ(n) es par. En efecto:
i) Si αi = 0, ∀i ∈ Is, entonces β ≥ 2, luego 2 divide a
ϕ(2β) = 2β − 2β−1.
ii) Si existe i ∈ Is tal que αi ≥ 1, entonces 2 divide a
ϕ(pαii ) = p
αi−1(pi − 1).
X
B.30 Ejercicio. Si n, k ∈ Z+, demuestre que el número de enteros positivos
menores o iguales a nk que son primos relativos con n es kϕ(n).
Demostración. Sean j ∈ Ik−1, y x un entero tal que jn < x < (j + 1)n;
entonces, existe y ∈ Z con 1 ≤ y < n y x = jn + y.
Si (x, n) ∼ 1, se tiene que (jn + y, n) ∼ 1. Luego (y, n) ∼ 1.
Por otra parte, sea u ∈ Z tal que 1 ≤ u < n y (u, n) ∼ 1. Entonces
jn < jn+ u < (j + 1)n y (jn + u, n) ∼ (u, n) ∼ 1.
De lo anterior se desprende que el número de enteros entre jn y (j + 1)n
primos relativos con n es igual al número de enteros entre 0 y n primos
relativos con n; esto es ϕ(n).
Como esto lo podemos hacer para todo j ∈ Ik−1, entonces el número de
enteros positivos menores o iguales a nk que son primos relativos con n es
kϕ(n). X
B.31 Ejercicio. Probar que si los enteros positivos m y n no son primos
relativos, entonces ϕ(mn) > ϕ(m)ϕ(n).
Demostración. Si (m,n)  1, entonces m y n tienen factores primos comu-
nes. Sean p1, . . . , ps primos diferentes, tales que n = p
α1
1 · · · pαss ·qβ11 · · · qβrr y
m = pγ11 · · · pγss ·hλ11 · · ·hλkk , en donde los αi, βj , γi y λv son enteros positivos,
los qj primos diferentes, los hv primos diferentes y además
































































pero como 0 < 1 − 1
pi










y por lo tanto 0 < ϕ(m)ϕ(n) < ϕ(mn). X
B.32 Ejercicio. Sean n,m ∈ Z+ con n > 1. Demuestre:
ϕ(mn) = ϕ(m), si y sólo si, n = 2 y m es impar.
Demostración.
⇒ i) Supongamos que n 6= 2.
Si (m,n) ∼ 1, entonces ϕ(mn) = ϕ(m)ϕ(n).
Pero como ϕ(mn) = ϕ(m), se tiene ϕ(m)ϕ(n) = ϕ(m), y por lo
tanto ϕ(n) = 1, luego n = 1 ó n = 2, lo cual es absurdo.
Si (m,n)  1, entonces, de acuerdo con lo visto en el ejercicio
B.31, tenemos que 0 < ϕ(m)ϕ(n) < ϕ(mn).
Luego 0 < ϕ(m)ϕ(n) < ϕ(m), por lo tanto 0 < ϕ(n) < 1, lo cual
es una contradicción.
De lo anterior se desprende que n = 2.
ii) Si m es par, entonces m = 2β con β ≥ 1, ó m = 2βqβ11 · · · qβss , en
donde los qi son primos impares distintos y β, βi ∈ Z+, ∀i ∈ Is.
Si m = 2β , entonces ϕ(2m) = 2β y ϕ(m) = 2β−1 lo cual es una
contradicción.
Sim = 2βqβ11 · · · qβss , entonces ϕ(2m) = 2βϕ(qβ11 · · · qβss ) y ϕ(m) =
2β−1ϕ(qβ11 · · · qβss ), pero esto implica que ϕ(2m) > ϕ(m), lo cual
es una contradicción.
Por lo tanto m debe ser impar.
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⇐ Si m es impar y n = 2, entonces (m,n) ∼ 1. Luego
ϕ(mn) = ϕ(m)ϕ(n) = ϕ(m)ϕ(2) = ϕ(m)1 = ϕ(m).
X





1) Si (m,n) ∼ 1, el resultado se tiene gracias al lema B.25.
2) Si (m,n)  1, entonces




1 · · · qβθθ
y




1 · · · hλςς
en donde los pi son primos diferentes, los qi son primos diferentes, los hδ
son primos diferentes y además ∀i y ∀j, (pi, qj) ∼ (pi, hj) ∼ (qi, hj) ∼ 1.
Tanto los αi, como los βj , como los γv y los λδ son enteros positivos.
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B.34 Ejercicio. Sean m,n ∈ Z+. Si m|n, demuestre que ϕ(m)|ϕ(n).
Demostración. Por inducción sobre n.
1. Si n = 1, entonces m = 1, y por lo tanto ϕ(m)|ϕ(n).
2. Supongamos que para todo entero positivo b menor que n, (n > 1) se
tiene que siempre que f |b (f ∈ Z+), entonces ϕ(f)|ϕ(b).
Sea m ∈ Z+ tal que m|n. Existe a ∈ Z+ tal que am = n.




= ϕ(ma) = ϕ(n). (B.12)
Si a = n, entonces m = 1, y por lo tanto ϕ(m)|ϕ(n).
Si a 6= n, entonces a < n; pero como d|a, entonces, por hipótesis de




De (B.12) y (B.13) se concluye que ϕ(m)|ϕ(n).
X
B.35 Corolario. Sea m ∈ Z+, entonces ϕ(m2) = mϕ(m).




Cancelando ϕ(m), obtenemos ϕ(m2) = mϕ(m). X
B.36 Ejercicio. Demuestre que si n ≥ 2, entonces la suma de todos los
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2. Si n ≥ 3, en el ejercicio B.29 se demostró que ϕ(n) es par.
Sea 1 ≤ d < n tal que (d, n) ∼ 1, entonces (n − d, n) ∼ 1. Luego, si
aparece el sumando d, también aparecerá el sumando n− d; pero como















B.37 Ejercicio. (Tomado de American Mathematical Monthly. Oc-
tubre de 1968. Problema E 1998).
Encuentre los primos p ∈ Z+ tales que.
1. (p + 1)ϕ(p − 1) = ϕ(p2 − 1).
2. (p − 1)ϕ(p − 1) = ϕ(p2 − 1).
Demostración.
1. a) Es obvio que p 6≡ 0 mod 4 ni p 6≡ 2 mod 4 ya que p es primo.
b) Si p ≡ 1 mod 4, entonces existe α ∈ Z tal que p = 4α + 1.
Luego (p+ 1)ϕ(p − 1) = ϕ(p2 − 1) se transforma en
(4α + 2)ϕ(22α) = ϕ(16α2 + 8α).
Existe n ∈ N tal que α = 2nβ con β impar. Entonces
(4α+ 2)ϕ(22+nβ) = ϕ(232nβ(2α+ 1)).
Luego
(4α + 2)ϕ(22+n)ϕ(β) = ϕ(23+n)ϕ(β(2α + 1)),
aśı
(4α + 2)2n+1ϕ(β) = 2n+2ϕ(β(2α + 1)),
entonces
(2α+ 1)ϕ(β) = ϕ(β(2α + 1)).
Como (β, 2α + 1) ∼ (β, 2n+1β + 1) ∼ (β, 1) ∼ 1, se tiene que
ϕ(β(2α + 1)) = ϕ(β)ϕ(2α + 1),
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y por lo tanto
(2α+ 1)ϕ(β) = ϕ(β)ϕ(2α + 1).
Luego
2α+ 1 = ϕ(2α + 1),
pero ϕ(2α+1) es par (ver ejercicio B.29), por lo tanto hemos llegado
a una contradicción. Luego p 6≡ 1 mod 4.
c) Si p ≡ −1 mod 4, entonces existe α ∈ Z tal que p = 4α + 3; reem-
plazando en la ecuación de la hipótesis obtenemos
(4α + 4)ϕ(4α + 2) = ϕ(16α2 + 24α + 8).
Luego
4(α + 1)ϕ(2(2α + 1)) = ϕ((2α + 1)(8(α + 1))).
Como (2α+ 1, 8(α+1)) ∼ (2α+ 1, (8α+ 8)− 4(2α+ 1)) ∼ (2α+ 1, 4) ∼ 1,
entonces
ϕ((2α + 1)(8(α + 1))) = ϕ(2α + 1)ϕ(8(α + 1)),
por lo tanto
4(α + 1)ϕ(2α + 1) = ϕ(2α + 1)ϕ(8(α + 1)),
de donde
ϕ(8(α + 1)) = 4(α + 1). (B.14)
Se presentan dos posibilidades con α:
1) Si α es par, entonces (8, α + 1) ∼ 1, y por lo tanto
ϕ(8(α + 1)) = ϕ(8)ϕ(α + 1) = 4ϕ(α + 1)
reemplazando en (B.14) obtenemos
4ϕ(α + 1) = 4(α + 1).
Por lo tanto
ϕ(α + 1) = α+ 1.
Pero como α es par, α+1 es impar y por el ejercicio B.29 tenemos
que ϕ(α+ 1) es par, lo cual es una contradicción.
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2) Si α es impar, existen n, β ∈ Z+ tales que α = 2nβ − 1 con β
impar. Luego
ϕ(8(α + 1)) = ϕ(8(2nβ)) = ϕ(2n+3β) = 2n+2ϕ(β).
Reemplazando en (B.14) obtenemos
2n+2ϕ(β) = 4(α + 1)
= 2n+2β,
de donde ϕ(β) = β, pero esto solo se tiene en el caso de que β = 1.
Por lo tanto α = 2n − 1 y p = 4(2n − 1) + 3 = 2n+2 − 1.
De lo anterior se desprende que si p es un primo que satisface la
ecuación
(p+ 1)ϕ(p − 1) = ϕ(p2 − 1), (B.15)
entonces existe m ∈ Z+ tal que p = 2m − 1.
Por otra parte, si existe m ∈ Z+ tal que p = 2m − 1 sea un número
primo, entonces
(p + 1)ϕ(p − 1) = 2mϕ(2m − 2).
Luego
(p+ 1)ϕ(p − 1) = ϕ(2m+1)ϕ(2m−1 − 1)
= ϕ(2m+1(2m−1 − 1))
= ϕ(22m − 2m+1)
= ϕ((2m − 1)2 − 1)
= ϕ(p2 − 1).
(los primos p de la forma 2m − 1 se denominan primos de Mersen-
ne).
2. a) Como p es primo, entonces p 6≡ 0 mod 4 y p 6≡ 2 mod 4.
b) Si p ≡ −1 mod 4, entonces existe α ∈ Z+ tal que p = 4α− 1.
Luego (p− 1)ϕ(p − 1) = ϕ(p2 − 1) se transforma en
(4α− 2)ϕ(2(2α − 1)) = ϕ(8α(2α − 1)). (B.16)
Pero como (8α, 2α − 1) ∼ (8α − 8α + 4, 2α − 1) ∼ (4, 2α − 1) ∼ 1,
entonces
ϕ(8α(2α − 1)) = ϕ(8α)ϕ(2α − 1);
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reemplazando en (B.16) tenemos
2(2α − 1)ϕ(2)ϕ(2α − 1) = ϕ(8α)ϕ(2α − 1).
Cancelando obtenemos
2(2α − 1) = ϕ(8α). (B.17)
Si α es impar, entonces
ϕ(8α) = ϕ(8)ϕ(α) = 4ϕ(α),
luego
2α− 1 = 2ϕ(α),
lo cual es absurdo.
Si α es par, entonces existe m,β ∈ Z+ tales que α = 2mβ, con β
impar.
Luego 8α = 2m+3β. De donde ϕ(8α) = 2m+2ϕ(β). Reemplazando en
(B.17) obtenemos
2α− 1 = 2m+1ϕ(β),
lo cual es absurdo.
c) Si p ≡ 1 mod 4, entonces existe γ ∈ Z+ tal que p = 4γ + 1. Reem-
plazando en la ecuación (p− 1)ϕ(p − 1) = ϕ(p2 − 1), obtenemos
4γϕ(4γ) = ϕ(8γ(2γ + 1))
= ϕ(8γ)ϕ(2γ + 1). (B.18)
Se presentan dos posibilidades para γ:
1) Si γ es impar, entonces la ecuación (B.18) se transforma en
4γϕ(4)ϕ(γ) = ϕ(8)ϕ(γ)ϕ(2γ + 1).
Luego ϕ(2γ + 1) = 2γ.
Pero como ϕ(m) nos determina el número de enteros positivos
menores que m, primos relativos con m, entonces ϕ(m) = m − 1
implica que todos los enteros positivos menores que m son primos
relativos con m; lo cual significa que m es primo. Por tal razón
podemos afirmar que existe q primo impar tal que q = 2γ + 1. De
donde p = 2q − 1.
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Por otra parte, si p es un primo de la forma p = 2h−1 para algún
h primo impar, entonces existen m,λ ∈ Z+ tal que h − 1 = 2mλ,
con λ impar. Luego




= ϕ(h)ϕ(4(h − 1))
= ϕ(4h2 − 4h)
= ϕ(p2 − 1).
2) Si γ es par, entonces existen n, ξ ∈ Z+ tales que γ = 2nξ, con ξ
impar. Reemplazando en (B.18) obtenemos
4γϕ(2n+2)ϕ(ξ) = ϕ(2n+3)ϕ(ξ)ϕ(2γ + 1).
Luego,
ϕ(2γ + 1) = 2γ.
Entonces 2γ+1 es un primo, y por lo tanto p = 2h−1 para algún
h primo impar.
X
Nota: El anterior problema fue propuesto por C.F. Moppert, de Melbourne
University (Australia) y resuelto por Wayne Shener.

















n = (d− ϕ(d)) + ϕ(d) + · · · + ϕ(n),
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luego
n > (d− ϕ(d)) + ϕ(n).
Por lo tanto
n− ϕ(n) > d− ϕ(d).
X
B.39 Ejercicio. Si n tiene m factores primos impares distintos, demuestre
que 2m|ϕ(n).
Demostración. Sea n = pα11 · · · pαmm 2β , en donde los pi son primos impares
distintos y los αi ≥ 1, ∀i y β ∈ N.
Entonces,
ϕ(n) = pα1−11 (p1 − 1)pα2−12 (p2 − 1) · · · pαm−1m (pm − 1).
Como pi es impar, entonces 2|pi − 1, ∀i ∈ Im. Luego 2m|ϕ(n). X
B.40 Ejercicio. Sean
1. 〈f1, δ1〉, 〈f2, δ2〉, . . . , 〈fn, δn〉 ∈ C × Z+ .
2. A = {f | existe i ∈ In tal que δi = 1 y f = fi}.
3. Td = {f | existe i ∈ In tal que d|δi y f = fi}, ∀d ∈ Z+.
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Para cada d que divide a algún δi, asociamos todos los sumandos de la


























Demostración. En el ejercicio anterior sean δi = i y fi = 1, ∀i ∈ In.
Entonces S = 1, además si d divide a algún i ∈ In. Sd = número de
múltiplos de d, entre 1 y n. Veamos cuántos son estos múltiplos.
En efecto, sea α el número total de los múltiplos de d en In. Entonces,
αd < n y n− αd = m, con 0 ≤ m < d.








Pero como 0 ≤ m
d









Por otra parte, si d ∈ H, entonces d ∈ In y también tenemos que si d ∈ In,
entonces d|δd. Luego H = In.






















































Si k ∈ In y d ∈ Z+ es tal que d|k, entonces d ∈ In. Por otra parte, si d ∈ In
existe k ∈ In tal que d|k (k puede ser inclusive el mismo d). Por tal razón,
















en donde Rd = número de veces que aparece el sumando ϕ(d) en la suma
de la izquierda.
Pero el sumando ϕ(d) aparece tantas veces como múltiplos de d existan




























1m + 2m + · · · + nm
nm
.
Demostración. En el ejercicio B.27 vimos que si d|n (d ∈ In) y
Hd = {k ∈ In| (k, n) ∼ d}, entonces
⋃
d|n





















































la cual a su vez nos conduce a la fórmula pedida. X
B.44 Ejercicio. Calcule S3(n), ∀n > 1.
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Como n > 1, existen p1, . . . , pm primos positivos y α1, . . . , αm enteros po-




















B.45 Ejercicio. Sean n ∈ Z+. Probar que cualquier solución de la ecuación
ϕ(n) = 4n+ 2 es de la forma pα o 2pα, en donde p es un primo de la forma
4m− 1.
Demostración. Si x > 1, entonces existen p1, . . . , ps primos impares positi-
vos distintos, α1, . . . , αs enteros positivos y m ∈ N tales que
x = pα11 · · · pαss 2m.
Se presentan las siguientes posibilidades con m:
1. Que m ≥ 3.
Como ϕ(2m) = 2m−1 y 22|2m−1, entonces 22|ϕ(n) = 4n + 2; luego,
2|2n + 1, lo cual es una contradicción.
2. Si m = 2. Como s ≥ 1, entonces 2sϕ(22) divide a ϕ(n).
Luego 2s+1|4n + 2. De donde 2s|2n+ 1, siendo esto un absurdo.
3. Si m ≤ 1.
Como 2s|ϕ(n), entonces 2s−1|2n+1; pero esto solo se tiene cuando s = 1.
Luego n = pα11 ó x = 2p
α1
1 .
Como p1 es primo, se presentan dos posibilidades:
a) Que p1 = 4a+ 1, entonces
ϕ(pα11 ) = p
α1−1
1 (p1 − 1) = pα1−11 4a.
Pero como ϕ(pα11 )|ϕ(n), entonces pα1−11 4a|4n+ 1, lo cual es una con-
tradicción.
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b) Si p1 = 4a− 1. En este caso, ϕ(pα11 ) = pα1−11 (p1 − 1) = 2pα1−11 (2a− 1).
Luego, para que ϕ(n) = 4n+2 tenga solución, es necesario que existan
p primo de la forma 4b− 1 y β ∈ N tales que 2n+ 1 = pβ(2b− 1).
X
B.46 Ejercicio. Sean a, b, k ∈ Z+, con (a, b) ∼ 1. Entonces
ϕ(abk)ϕ(k) = ϕ(ak)ϕ(bk).
Demostración.




2. Si (b, k) ∼ 1, la demostración es idéntica.
3. Si (a, k)  1 y (b, k)  1, existen p1, . . . , pn, q1, . . . , qm, h1, . . . , hl pri-
mos distintos y α1, . . . , αn, β1, . . . , βm, γ1, . . . , γs, λ1, . . . , λr, µ1, . . . , µl
enteros positivos con s ≤ n y r ≤ m tales que
a = pα11 · · · pαnn ,
b = qβ11 · · · qβmm ,
k = pγ11 · · · pγss qλ11 · · · qλrr hµ11 · · · hµll (B.20)
ó
k = pγ11 · · · pγss qλ11 · · · qλrr . (B.21)






















































































Si k es del tipo (B.21), la demostración es similar.
X
B.47 Ejercicio. (Tomado de American Mathematical Monthly. Abril
de 1984. Problema E 2896.)





Demostración. Sean k ∈ Z+,
Hk = {〈a, b, k〉
∣
∣ a, b ∈ Z+, (a, b) ∼ 1 y abk|m}
y
Tk = {〈ak, bk〉
∣
∣ a, b ∈ Z+, (a, b) ∼ 1, ak|m y bk|m}.
Si 〈a, b, k〉 ∈ Hk, veamos que 〈ak, bk〉 ∈ Tk.
En efecto; como (a, b) ∼ 1, tenemos que [a, b] ∼ ab. Luego [ak, bk] ∼ kab, pe-
ro abk|m, entonces ak|m y bk|m. De lo anterior se desprende que 〈ak, bk〉 ∈
Tk.
Definamos la aplicación
σk : Hk −→ Tk
〈a, b, k〉 7−→ σk〈a, b, k〉 = 〈ak, bk〉
Es obvio que σk es función uno a uno.
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Veamos que σk es sobre.
Sea 〈x, y〉 ∈ Tk. Existen a, b ∈ Z+ tales que x = ak, y = bk, (a, b) ∼ 1,
ak|m y bk|m.
Como [a, b] ∼ ab, entonces [ak, bk] ∼ abk. Luego abk|m. De donde
〈a, b, k〉 ∈ Hk y además σk〈a, b, k〉 = 〈x, y〉. Por lo tanto la aplicación
es sobre.
De lo anterior se desprende que σk es biyectiva. Este hecho, aśı como tam-




















Nota: El anterior problema fue propuesto por Stephen M. Gagola, Jr., de
Texas A & M University.
La presente solución sigue las pautas de la prueba dada por M. Barr, de
McGill University, Montreal Quebec, Canada.








, ∀n ∈ Z+
Demostración.
Si n = 1, el resultado se tiene.
Si n > 1, existen p1, . . . , pr primos positivos diferentes y α1, . . . , αr en
Z+, tales que n = p
α1
1 · · · pαrr . Si θ(m) =
µ(m)
ϕ(m)
, ∀m ∈ Z+, entonces
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B.49 Ejercicio. Si f es una función aritmética cuyo recorrido está en Z+
y F (n) =
∏
d|n







, ∀n ∈ Z+.
Demostración. Como lnF (n) =
∑
d|n
ln f(d), podemos aplicar la fórmula de
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B.50 Ejercicio. Demuestre que el producto w(n) de los enteros menores








































































































y F (n) =
n!
nn

















































B.51 Lema (Teorema de Euler). Sean n, a ∈ Z, n > 1. Si (a, n) ∼ 1,
entonces
aϕ(n) ≡ 1 mod n.
Demostración. Sea Z∗n = {k̄ ∈ Zn
∣
∣ k̄ es una unidad de Zn}.
Si H = {k̄ ∈ Zn
∣
∣ (k, n) ∼ 1}, veamos que H = Z∗n.
En efecto:
1) Sea k̄ ∈ H, entonces (k, n) ∼ 1. Existen α, β ∈ Z tales que αk+βn = 1.
Luego αk + βn = 1̄. De donde ᾱ k̄ = 1̄, y por lo tanto k̄ ∈ Z∗n.
2) Sean m̄ ∈ Z∗n. Existe j̄ ∈ Z∗n tal que m̄ j̄ = 1̄. Luego mj ≡ 1 mod n,
entonces existe β ∈ Z tal que nβ = mj − 1.
Por lo tanto 1 = mj+n(−β). De donde (m,n) ∼ 1. Lo cual implica que
m̄ ∈ H.
Por otra parte, sea b > n tal que (b, n) ∼ 1.
Por el algoritmo de la división sabemos que existen q, r ∈ Z tales que
b = nq + r, con 0 < r < n;
pero
1 ∼ (b, n) ∼ (nq + r, n) ∼ (r, n),
de donde se puede concluir que b̄ = r̄, con (r, n) ∼ 1, y por lo tanto
Z∗n = {k̄ ∈ Zn
∣
∣ 1 ≤ k < n y (k, n) ∼ 1}.
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Lo anterior implica que el orden de Z∗n(#Z
∗
n) es ϕ(n). Pero como (Z
∗
n; ·)
es un grupo y ā ∈ Z∗n, entonces āϕ(n) = 1̄.
Por consiguiente aϕ(n) ≡ 1 mod n.
X
B.52 Corolario (Pequeño Teorema de Fermat). Si p > 0 es un
número primo y a ∈ Z, entonces
ap ≡ a mod p.
Demostración. Si p|a, entonces p|ap − a. Luego ap ≡ a mod p.
Si p - a, entonces (p, a) ∼ 1. Luego, por el Teorema de Euler tenemos que
aϕ(p) ≡ 1 mod p.
De donde
ap−1 ≡ 1 mod p.
Al multiplicar por a se tiene que
ap ≡ a mod p.
X
B.53 Ejercicio. Si a, n ∈ Z+ y a > 1. Demuestre que n|ϕ(an − 1).
Demostración. Como
(an−1)a+ (−1)(an − 1) = 1,
entonces





ya que an ≡ 1 mod (an − 1).
Supongamos que exista k ∈ In−1 tal que āk = 1̄. Entonces, an − 1|ak − 1.
Pero como an − 1 > 0 y ak − 1 > 0, se tiene que an − 1 ≤ ak − 1.
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De donde an ≤ ak, y por lo tanto n ≤ k, lo cual es una contradicción. Luego
el orden de ā (o(ā)) es n.








. De donde n|ϕ(an − 1). X
B.54 Ejercicio. Demuestre que 383838 divide a n37 − n, ∀n ∈ N.
Demostración. 383838 = (37)(19)(13)(7)(3)(2).
Por el Pequeño Teorema de Fermat tenemos que 37|n37 − n, 19|n19 − n,
13|n13 − n, 7|n7 − n, 3|n3 − n y 2|n2 − n.
Pero
1. n37 − n = n(n36 − 1) = n(n18 − 1)(n18 + 1). Luego n19 − n|n37 − n, y
por lo tanto
19|n37 − n.
2. n37 − n = n(n36 − 1) = n(n12 − 1)(n24 + n12 + 1). Entonces,
n13 − n|n37 − n, de donde
13|n37 − n. (B.24)




n6j. Luego n7 − n|n37 − n. De donde
7|n37 − n.




n2j. Luego n3 − n|n37 − n. Por lo tanto
3|n37 − n.




nj. Entonces n2 −n|n37 −n. De esto se deduce
que
2|n37 − n.
Como 19|n37−n, existe α ∈ Z tal que 19α = n37−n. De (B.24) se desprende
que 13|19α, pero como (13, 19) ∼ 1, entonces 13|α. De donde
(19)(13)|n37 − n.
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B.55 Ejercicio. Demuestre que si los enteros positivos n y a son primos
relativos con 91, entonces
91|n12 − a12.
Demostración. Por el Pequeño Teorema de Fermat tenemos que 13|n12 − 1
y 13|a12 − 1 ya que 13|91 y (91, a) ∼ (91, n) ∼ 1.
El mismo argumento nos permite afirmar que 7|n6 − 1 y 7|a6 − 1. Pero
a6 − 1|a12 − 1 y n6 − 1|n12 − 1; por lo tanto 7|a12 − 1 y 7|n12 − 1.
Pero como (7, 13) ∼ 1, entonces 91 = 7(13) divide a n12 − 1 y a12 − 1.
Luego, existen α, β ∈ Z tales que
α91 = n12 − 1 y β91 = a12 − 1.
De donde
(α− β)91 = (n12 − 1) − (a12 − 1)













n es un entero para todo
entero n.
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Demostración. Por el Pequeño Teorema de Fermat tenemos que
5|n5 − n y 3|n3 − n.













(n5 − n) + 1
3












= α+ β + n,
que es un número entero. X
B.57 Ejercicio. Encuentre el residuo al dividir 71000 por 24.
Demostración. Como ϕ(24) = 8 y (24, 7) ∼ 1, entonces por el Teorema de
Euler, tenemos que
7ϕ(24) ≡ 1 mod 24.
Luego
78 ≡ 1 mod 24.
Pero como
78 − 1|(78)125 − 1
24|71000 − 1.
Por lo tanto,
71000 ≡ 1 mod 24,
es decir, el residuo al dividir 71000 por 24 es 1. X
B.58 Ejercicio. Demuestre que existen enteros compuestos n > 1, tales
que
an−1 ≡ 1 mod n, para algún a ∈ Z+.
Demostración. Sean a = 2 y n = 341 = (11)(31). Como
2340 − 1 = (2170 − 1)(2170 + 1)
y
210 − 1|2170 − 1,
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entonces
210 − 1|2340 − 1.
Pero 210−1 = 1023 = 3(341). Luego 341|210−1, y por lo tanto 341|2340−1.
De lo anterior se deduce que
2340 ≡ 1 mod 341.
X
B.59 Ejercicio. Demuestre que si p > 0 es un primo distinto de 2 y 5,
existen infinitos enteros m cuyos d́ıgitos son solo el 9, tales que p|m.
Demostración. Como p es primo distinto de 2 y 5, entonces (10n, p) ∼ 1,
∀n ∈ Z+. Luego por el Teorema de Fermat tenemos que
(10n)p−1 ≡ 1 mod p.
De donde p|10np−n − 1. Los números m = 10np−n − 1 tienen como únicos
d́ıgitos al 9. X
Nota: El Pequeño Teorema de Fermat fue planteado por el padre de la mo-
derna teoŕıa de números. Pierre de Fermat (1601–1665) en 1640. Leonhard
Euler dio varias pruebas de este teorema y en 1760 demostró el denominado
Teorema de Euler.
B.60 Ejercicio. Otras demostraciones del Pequeño Teorema de Fermat.
Demostración. Segunda forma











. Pero como p > k y p > p − k, entonces p - k! y



















ap−kbk + bp. (B.26)
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De (B.25) y (B.26) se desprende que
(a+ b)p ≡ ap + bp mod p.
Podemos extender este resultado por inducción, para aśı obtener que
(a1 + a2 + · · · + an)p ≡ (ap1 + a
p
2 + · · · + apn) mod p.
En particular, si ak = 1, ∀k ∈ In, tenemos que
np ≡ n mod p. (B.27)
Esto lo podemos hacer ∀n ∈ Z+.
Si n = 0, entonces es obvio que np ≡ n mod p.
Si n < 0, existe m > 0 tal que, n = −m. Luego, de acuerdo con lo visto en
(B.27), tenemos que
(−n)p ≡ (−n) mod p.
De donde
(−1)pnp ≡ (−1)n mod p.
Si p ≥ 3, entonces (−1)p = −1. Por lo tanto
np ≡ n mod p.
Si p = 2, entonces p|n(n−1). Luego p|np−n, y por lo tanto np ≡ n mod p.
Tercera forma
Sean p ∈ Z+ primo y a ∈ Z.
Si p | a, entonces p|ap − a y por lo tanto ap ≡ a mod p.
Si p - a, construimos el conjunto
Ha = {ak
∣
∣ k ∈ Ip−1}
si tomamos 1 ≤ j ≤ k ≤ p−1 tal que ak = aj, entonces a(k − j) = 0.
Luego p|a(k − j), pero como p - a, entonces p|k − j; lo cual implica
que k− j = 0 ya que 0 ≤ k− j < p. Por lo tanto k = j. De lo anterior





























Cancelando en (B.30) quedaŕıa
ap−1 = 1̄.
Multiplicando por a tenemos
ap = a,
que era lo que queŕıamos demostrar.
X
B.61 Ejercicio. Demuestre el Teorema de Euler a partir del Pequeño
Teorema de Fermat.
Demostración. Sean a ∈ Z y p > 1 un primo, tales que (a, p) ∼ 1. Por
hipótesis tenemos que ap−1 ≡ 1 mod p. Luego, existe α1 ∈ Z tal que
ap−1 = α1p+ 1.
Por otra parte





















, ∀k ∈ Ip−1.
De igual forma demuestra que
ap
2(p−1) = (1 + α2p
2)p
= 1 + α3p
3, en donde α3 ∈ Z
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y en general es muy fácil demostrar por inducción que ∀β ∈ Z+, existe
αβ ∈ Z, tal que
ap




β−1(p−1) ≡ 1 mod pβ. (B.31)
Pero como ϕ(pβ) = pβ−1(p − 1), entonces reemplazando en (B.31) obtene-
mos
aϕ(p
β) ≡ 1 mod pβ.
Sea ahora n ∈ Z, n > 1 tal que (a, n) ∼ 1. Existen p1, . . . , pm primos
positivos distintos y β1, . . . , βm ∈ Z+ tales que
n = pβ11 · · · pβmm .




ϕ pβkk  − 1, ∀k ∈ Im.
Pero
a



















∼ 1 si k 6= j, entonces
pβ11 · · · pβmm
∣
∣aϕ(n) − 1,




De lo anterior se desprende que
aϕ(n) ≡ 1 mod n.
X
B.62 Ejercicio. Pruebe por un camino distinto al seguido en la demos-
tración del lema B.25 que la función ϕ de Euler es multiplicativa.
312 APÉNDICE B. LAS FUNCIONES µ DE MÖBIUS Y ϕ DE EULER
Demostración. Sean n ∈ Z, n > 1 y Zn el anillo de los enteros módulos n.
En el transcurso de la demostración del Teorema de Euler (lema B.51) se
vio que el cardinal del grupo de las unidades de Zn es ϕ(n). Esto es
#Z∗n = ϕ(n).
Tomemos m ∈ Z, m > 1 tal que (m,n) ∼ 1. El conjunto Zn × Zm, con las
operaciones
〈[a]n, [b]m〉 + 〈[c]n, [d]m〉 = 〈[a]n + [c]n, [b]m + [d]m〉
y
〈[a]n, [b]m〉 · 〈[c]n, [d]m〉 = 〈[a]n[c]n, [b]m[d]m〉
para cualquiera que sean [a]n, [c]n ∈ Zn y [b]m, [d]m ∈ Zm, es un anillo
conmutativo con unidad. Definamos la siguiente aplicación
σ : Z −→ Zn × Zm
a 7−→ σ(a) = 〈[a]n, [a]m〉
;
es claro que σ es un epimorfismo de anillos.
Por otra parte, si a ∈ N(σ), entonces σ(a) = 〈[0]n, [0]m〉. Luego a ≡ 0
mod n y a ≡ 0 mod m. Por lo tanto n|a y m|a, pero como (n,m) ∼ 1,
entonces nm|a, luego a ∈ mnZ. De donde N(σ) ⊆ mnZ.
Sea b ∈ mnZ. Entonces n|b y m|b. Luego [b]n = [0]n y [b]m = [0]m.
De esto se deduce que b ∈ N(σ). Lo cual nos permite afirmar que
mnZ ⊆ N(σ). Los dos últimos resultados implican que
N(σ) = mnZ.
Si aplicamos a σ el lema ??,podemos concluir que








mnZ = Zmn, entonces
Zn × Zm = Zmn.
Por otra parte, es fácil ver que el grupo de unidades de Zn×Zm es Z∗n×Z∗m.
Sabemos además que si τ es un isomorfismo de Zn×Zm sobre Znm, entonces
τ (Z∗n × Z∗m) = Z∗nm. Luego
# (Z∗n × Z∗m) = # (Z∗nm) . (B.32)
APÉNDICE B. LAS FUNCIONES µ DE MÖBIUS Y ϕ DE EULER 313
Pero
# (Z∗n × Z∗m) = # (Z∗n)# (Z∗m) . (B.33)
De (B.32) y (B.33) se deduce que
ϕ(n)ϕ(m) = ϕ(nm),
que era lo que teńıamos que demostrar. X
B.63 Lema. Sean a, n ∈ Z. Si n > 1. Demuestre que
an ≡ an−ϕ(n) mod n.
Demostración.











an ≡ an−ϕ(n) mod n.
2. Si n = pα11 · · · pαss qβ11 · · · qβmm , en donde tanto los pi como los qj son
primos positivos distintos,
pi|a, ∀i ∈ Is, y (qj, a) ∼ 1, ∀j ∈ Im,
además
αi, βj ∈ Z+, ∀i ∈ Is, y ∀j ∈ Im.
Podemos expresar n = µτ , en donde
µ = pα11 · · · pαss y τ = qβ11 · · · qβmm .
Es claro que (τ, a) ∼ 1. Por el Teorema de Euler tenemos que
τ
∣
∣aϕ(τ) − 1. (B.34)
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∣aϕ(n) − 1. (B.35)
De (B.34) y (B.35) se desprende que
τ
∣
∣aϕ(n) − 1. (B.36)
Por otra parte
a = (pγ11 · · · pγss ) λ,
en donde
γi,∈ Z+, ∀i ∈ Is, λ ∈ Z y (λ, pi) ∼ 1.
Como





















≥ pαi−1i , ∀i ∈ Is.
Pero
pαi−1i ≥ αi, ∀i ∈ Is.
Entonces
n− ϕ(n) ≥ αi, ∀i ∈ Is
y con más razón
















∣an−ϕ(n), ∀i ∈ Is.
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Luego









∼ 1, ∀i 6= j.
















lo que equivale a afirmar que
an ≡ an−ϕ(n) mod n.
3. Si n = pα11 · · · pαss , en donde los pi son primos positivos distintos,
αi ∈ Z+ y pi|a ∀i ∈ Is.
En forma similar a como demostramos en el caso anterior que µ
∣
∣an−ϕ(n),
podemos probar en este que n
∣
∣an−ϕ(n).
Luego n|an −an−ϕ(n), y por lo tanto an ≡ an−ϕ(n) mod n, que era lo
que queŕıamos demostrar.
X
B.64 Observación. Este resultado es mucho más general que el Teorema
de Euler. Aqúı no se exige que a y n sean necesariamente primos relativos.
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Apéndice C




“La matemática es la reina de las ciencias,
y la teoŕıa de números es la reina de las
matemáticas”.
Carl Friedrich Gauss
Al intentar resolver congruencias cuadráticas Leonhard Euler (1707–1783)
y Joseph Louis Lagrange (1736–1813) observaron que si p y q son primos
mayores que dos, existe una interesante relación entre las congruencias x2 ≡
q mod p y x2 ≡ p mod q, ya que la solución o no de una de ellas nos
permite decidir acerca de la solución o no de la otra.
Lagrange le dio el nombre de “Ley de la reciprocidad cuadrática”, pero la
primera prueba satisfactoria fue dada por Gauss, quien no se contentó con
una sola, sino que descubrió otras siete. Es por esta razón que lleva bien
merecido el nombre de “Ley Gaussiana de la reciprocidad cuadrática”. Este
resultado ejerció tanta influencia en Gauss que la llamaba “la reina de la
teoŕıa de números”, aśı como también “gema de la aritmética”. No podemos
dejar de mencionar que esta ley ha tenido una influencia considerable en la
evolución del álgebra moderna.
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La primera proposición que veremos es debida al disćıpulo de Gauss, Ferdi-
nand Eisenstein (1823–1852), quien junto con Arqúımedes y Newton fueron
considerados por Gauss los tres más grandes matemáticos que han existido.
Lema de Eisenstein














































Hallemos el número de elementos del conjunto
H =
{
〈x, y〉 ∈ Z × Z
∣
∣
∣ 0 < x <
p
2
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2. Contemos los elementos de H de otra forma.











Si 〈m,n〉 ∈ H esta en la diagonal, entonces m = q
p
n. Luego pm =
qn, de donde p|qn.
Como p - q, entonces p|n; lo cual es absurdo, ya que 0 < n < p
2
, de
donde la diagonal no tiene elementos de H.
Contemos ahora el número de elementos de H que están en el
triángulo I. Para cada v ∈
{




hay tantos puntos de
la forma 〈v, h〉 ∈ H contenidos en el triángulo I, como números































En una forma similar se demuestra que el número total de elementos
































De (C.1) y (C.2) se obtiene el resultado esperado.
X
C.1 Teorema. Sean f(x) = xn+an−1xn−1+ · · ·+a0 ∈ Z[x] y p > 0 primo.
Entonces, la congruencia
f(x) ≡ 0 mod p (C.3)
no puede tener más de n soluciones incongruentes.
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Demostración. Supongamos que la congruencia (C.3) tiene más de n solu-
ciones incongruentes. Sean entonces
x1, . . . , xn, xn+1










(x− xi) + · · · + b1(x− x1) + b0.
Como f(x1) = b0 y p|f(x1), entonces p|b0.
Como f(x2) = b1(x2 − x1) + b0 y p|f(x2), entonces p|b1(x2 − x1).
Pero p - x2 − x1 ya que x2 6≡ x1 mod p. Luego p|b1.










(xk+1 − xi) + · · · + b1(xk+1 − x1) + b0.








Luego p|bk, ó p|xk+1 − xi para algún i ∈ {1, . . . , k}.
Pero p - xk+1 − xi ya que xk+1 y xi son incongruentes módulo p. Por lo
tanto p|bk.
De lo anterior se desprende que p|bi, ∀i = 0, . . . , n − 1 y como p también







(xn+1 − xi), de donde existe i ∈ In tal que
p|xn+1 − xi.
Lo anterior significa que xn+1 y xi son congruentes módulo p, lo cual es
una contradicción. X
Nota: Este resultado fue demostrado en el año 1768 por el matemático
Italiano Joseph Louis Lagrange (1736–1813).
C.2 Definición.
Sean p > 0 primo y a ∈ Z tal que p - a. Diremos que a es un resto
cuadrático módulo p, si la congruencia cuadrática
x2 ≡ a mod p (C.4)
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tiene por lo menos una solución.
Si la congruencia cuadrática (C.4) no tiene solución, diremos que a
no es un resto cuadrático módulo p.
C.3 Ejemplo. 4 es un resto cuadrático módulo 5, ya que 32 ≡ 4 mod 5.
C.4 Ejemplo. 2 no es un resto cuadrático módulo 5, ya que no existe
x ∈ Z tal que x2 ≡ 2 mod 5.
C.5 Ejemplo. Los restos cuadráticos incongruentes módulo 7 son 1, 2 y
4.
C.6 Lema. Si a es un resto cuadrático módulo p > 2 primo, entonces
a
p−1
2 ≡ 1 mod p.
Demostración. Si a es un resto cuadrático módulo p > 2 primo, entonces
existe c ∈ Z tal que c2 ≡ a mod p.
Luego ā = c̄2, de donde
ā
p−1
2 = c̄ p−1 (C.5)
Pero (c, p) ∼ 1, ya que en caso contrario p|c, y por lo tanto p|a, lo cual es
una contradicción.
Del Pequeño Teorema de Fermat, se deduce que
c p−1 ≡ 1 mod p. (C.6)
De (C.5) y (C.6) se desprende que a
p−1
2 ≡ 1 mod p. X
C.7 Lema. Sea a ∈ Z y p > 2 primo tal que p - a. Entonces se satisface
una y solo una de las congruencias siguientes:
a
p−1
2 ≡ 1 mod p, ó a p−12 ≡ −1 mod p.
Demostración. Como (a, p) ∼ 1, por el Pequeño Teorema de Fermat tene-
mos que ap−1 ≡ 1 mod p.
Luego p
∣
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lo cual es una contradicción. De lo anterior se desprende que
a
p−1
2 ≡ 1 mod p, ó a p−12 ≡ −1 mod p,
pero no ambos. X





Demostración. Zp − {0} =
{








, . . . , p− 1
}
.
Como p− k = −k, para todo k ∈ Z; en particular para k ∈
{


















Zp − {0} =
{










Al elevar al cuadrado cada una de estas clases obtenemos
1
2





Veamos que estas clases son incongruentes dos a dos.
En efectos, si 0 < l < j ≤ p− 1
2
y l̄ 2 = j̄ 2, entonces la congruencia
cuadrática x2 ≡ j2 mod p tiene cuatro soluciones incongruentes, a saber:
l, −l, j, −j.
lo cual contradice el teorema C.1.
Hemos encontrado hasta ahora
p− 1
2
restos cuadráticos módulo p. Veamos
que no hay más.
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Del lema C.6 se deduce que no existen más restos cuadráticos módulo p,
que soluciones incongruentes de la ecuación
x
p−1
2 ≡ 1 mod p,





Combinando este resultado con el que se vio inicialmente, podemos afirmar
que los únicos restos cuadráticos módulo p son los que se tienen en (C.7).
De donde, existen exactamente
p− 1
2
restos cuadráticos mod p. X
C.9 Lema. Sean a ∈ Z y p > 2 primo, tal que p - a.
Si a no es un resto cuadrático módulo p, entonces
a
p−1
2 6≡ 1 mod p.
Demostración. Supongamos que a
p−1
2 ≡ 1 mod p; de los lemas C.6 y C.8
se desprende que la ecuación
x
p−1








ticos módulo p, y a), pero esto contradice el teorema C.1. X




2 ≡ −1 mod p.
Demostración. Consecuencia inmediata de los lemas C.7 y C.9. X
C.11 Definición. Sean m ∈ Z y p > 2 primo tal que p - m. Se define el









1 si m es un resto cuadrático módulo p
−1 si m no es un resto cuadrático módulo p.
C.12 Observación. Legendre introduce este śımbolo en su obra Ensayo
sobre la teoŕıa de los números, publicada en su primera edición en 1798. La
segunda edición apareció en 1808.
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C.13 Corolario (Criterio de Euler). Sean a ∈ Z y p > 2 primo tal que









Demostración. Consecuencia del lema C.6, del corolario C.10 y de la defi-
nición C.11. X
C.14 Ejemplo. 3 no es un resto cuadrático módulo 17, ya que
38 + 1 = 6562 = (17)(386), y por lo tanto 38 ≡ −1 mod 17.
De donde 3
17−1






C.15 Ejemplo. 2 no es un resto cuadrático módulo 29, ya que
2
29−1






C.16 Observación. Sea a ∈ Z, p > 2 primo tal que p - a. Entonces, para



















+ rk, con rk = pδk y 0 < rk < p;
rk se denomina el menor residuo positivo de ak módulo p. Es claro
que rk es único.
Lema de Gauss
Sean a ∈ Z y p > 2 primo. Si p - a y n es el número total de los meno-
res residuos positivos de los elementos a, 2a, . . . ,
p− 1
2
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Demostración. Sean r1, . . . , rn los menores residuos positivos de los elemen-
tos a, 2a, . . . ,
p− 1
2




Si k 6= j, entonces rk 6≡ rj mod p, ya que en caso contrario existiŕıan
f, g ∈ Z con 1 ≤ f < g ≤ p− 1
2
, tales que fa ≡ g a mod p, y por lo tanto
p|a(g − f), lo cual es imposible, ya que p - a y p tampoco divide a g − f
por ser 1 ≤ g − f < p.
De la misma forma se demuestra, que si s1, . . . , sm son los otros menores
residuos positivos de los elementos a, 2a, . . . ,
p− 1
2
a módulo p, esto es, los
que son menores que
p
2
, entonces sk 6≡ sj mod p, ∀k 6= j.
Tampoco se puede tener que para algunos k y j con k 6= j, sea p−rk ≡ p−rj
mod p, porque esto implicaŕıa que rk ≡ rj mod p.
Si sk ≡ p−rj mod p para algunos k y j; entonces 0̄ = s̄k + r̄j; pero s̄k = ha
para algún 1 ≤ h ≤ p− 1
2




0̄ = ha+ ta = h+ t · a. De donde h+ t = 0, pero esto no es posible ya que
2 ≤ h+ t ≤ p− 1.
Por otra parte, como
p
2




1 ≤ p− rj ≤
p− 1
2
. Hasta ahora hemos demostrado que
{s1, . . . , sm, p− r1, . . . , p− rn} =
{

































































































2 ≡ (−1)n mod p. (C.8)














≡ (−1)n mod p,





− (−1)n ∈ {0, 2,−2}.

























= (−1)[ 14 (p+1)].
Demostración. Sabemos por el Lema de Gauss que si n es el número total de
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Inicialmente vamos a encontrar el número total de los menores residuos










, naturales entre 0 y
p
2
. Solo son pares la parte entera































Como p es primo impar, entonces p 6≡ 2 mod 4 y p 6≡ 0 mod 4. Luego
p ≡ 1 mod 4, ó p ≡ 3 mod 4.























= n; de donde, en este caso, tenemos que







































C.18 Lema. 2 es un residuo cuadrático de todos los primos de la forma
8r ± 1 y no es residuo cuadrático de los primos de la forma 8r ± 3.
Demostración. Como p es primo impar, entonces p 6≡ 2 mod 8, p 6≡ 4
mod 8, p 6≡ 6 mod 8 y p 6≡ 0 mod 8. Luego p ≡ 1 mod 8, ó p ≡ 3 mod 8,
ó p ≡ −3 mod 8, ó p ≡ −1 mod 8.

















1, lo cual equivale a afirmar que 2 es un residuo cuadrático módulo p.
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2. Si p ≡ 3 mod 8, entonces p = 8r + 3 para algún r ∈ Z. Luego p+ 1
4
=





= (−1)2r+1 = −1, lo cual equivale a afirmar que
2 no es residuo cuadrático de los primos de la forma 8r + 3.
3. Si p ≡ −3 mod 8, entonces p = 8r − 3 para algún r ∈ Z, luego
p+ 1
4













donde 2 no es residuo cuadrático de p.
4. Si p ≡ −1 mod 8, entonces p = 8r−1 para algún r ∈ Z. Luego p+ 1
4
=





= 1. De lo anterior se concluye que 2 es un
residuo cuadrático de los primos de la forma 8r − 1.
X
Algunas propiedades del śımbolo de Legendre


























































































Se descartan 2 y −2, ya que p > 2 y primo.




























2. Si a ≡ b mod p, entonces a = b, y por lo tanto a p−12 = b
p−1
2 ; pero por
























































































C.20 Ejemplo. Encuentre los residuos y los no residuos cuadráticos de
−2 módulo p, en donde p > 2 es un primo.







1 si p ≡ ±1 mod 8











1 si p ≡ 1 mod 8, ó p ≡ −3 mod 8
−1 si p ≡ −1 mod 8, ó p ≡ 3 mod 8.
















1 si p ≡ 1 mod 8, ó p ≡ 3 mod 8
−1 si p ≡ −1 mod 8, ó p ≡ −3 mod 8.
X
Ley Gaussiana de la reciprocidad cuadrática








= (−1) p−12 q−12 .
Demostración. Como en la demostración del Lema de Gauss, llamemos




módulo p, que son mayores que
p
2
, y s1, . . . , sm a los otros menores residuos








{s1, . . . , sm, p− r1, . . . , p− rn} =
{
























































































Por otra parte, de acuerdo a la forma como se encontró cada uno de los rh
sabemos que existe j entre 1 y
p− 1
2
tal que rh es el menor residuo positivo










< rh ≤ p− 1. (C.12)
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 p mod 2.

































































= (−1) p−12 q−12 ,
que era lo que queŕıamos demostrar. X
C.21 Observación. Este teorema fue demostrado por Gauss en 1795. En
alguna ocasión escribió: “Durante todo un año este teorema me atormentó y
absorbió mis mayores esfuerzos hasta que finalmente encontré una prueba”.
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No solo encontró una, sino como lo dijimos al principio fueron ocho. En la
actualidad se conocen más de cincuenta.
Gauss no sab́ıa que este teorema hab́ıa sido inicialmente enunciado con
errores por Euler y más tarde correctamente por Legendre, pero la demos-






























es 1 si p ≡ 1 mod 3.











1 si p ≡ 1 mod 3




1 si p ≡ 1 mod 4
−1 si p ≡ 3 mod 4.













1 si (p ≡ 1 mod 3 y p ≡ 1 mod 4), ó
(p ≡ 2 mod 3 y p ≡ 3 mod 4)
−1 si (p ≡ 1 mod 3 y p ≡ 3 mod 4), ó
(p ≡ 2 mod 3 y p ≡ 1 mod 4).
Sabemos que:
1. p ≡ 1 mod 3 y p ≡ 1 mod 4, si y sólo si, 3|p − 1 y 4|p − 1, si y sólo si
12|p − 1, si y sólo si, p ≡ 1 mod 12.
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2. p ≡ 2 mod 3 y p ≡ 3 mod 4, si y sólo si, p ≡ −1 mod 3 y p ≡ −1
mod 4, si y sólo si, 3|p + 1 y 4|p + 1, si y sólo si, 12|p + 1, si y sólo si,
p ≡ −1 mod 12.
3. p ≡ 1 mod 3 y p ≡ 3 mod 4, si y sólo si, p ≡ 7 mod 3 y p ≡ 7 mod 4,
si y sólo si, p ≡ 7 mod 12, si y sólo si, p ≡ −5 mod 12.
4. p ≡ 2 mod 3 y p ≡ 1 mod 4, si y sólo si, p ≡ 5 mod 3 y p ≡ 5 mod 4,
si y sólo si, p ≡ 5 mod 12.







1 si p ≡ ±1 mod 12






















= (−1) p−12 y
(−1) p−12 =
{
1 si p ≡ 1 mod 12, ó p ≡ 5 mod 12







1 si p ≡ 1 mod 12, ó p ≡ −5 mod 12
−1 si p ≡ −1 mod 12, ó p ≡ 5 mod 12.
Pero p ≡ 1 mod 12, ó p ≡ −5 mod 12, implica que p = 12α + 1 ó p =
12β − 5 para algunos α, β ∈ Z. Luego P = 6(2α) + 1, ó p = 6(2β − 1) + 1.
De donde p ≡ 1 mod 6.
De la misma forma se verifica que p ≡ −1 mod 12, ó p ≡ 5 mod 12







1 si p ≡ 1 mod 6
−1 si p ≡ −1 mod 6.
X































Como las congruencias x2 ≡ 1 mod 5 y x2 ≡ −1 mod 5 tienen solu-







1 si p ≡ ±1 mod 5








1 si p ≡ ±1 mod 5





= (−1) p−12 =
{
1 si p ≡ 1 mod 4

































1 si (p ≡ 1 mod 4 y p ≡ 1 mod 5), ó
(p ≡ 1 mod 4 y p ≡ −1 mod 5), ó
(p ≡ −2 mod 5 y p ≡ −1 mod 4), ó
(p ≡ 2 mod 5 y p ≡ −1 mod 4)
−1 si (p ≡ 1 mod 4 y p ≡ 2 mod 5), ó
(p ≡ 1 mod 4 y p ≡ −2 mod 5), ó
(p ≡ −1 mod 4 y p ≡ 1 mod 5), ó

















1 si p ≡ 1 mod 20, ó p ≡ −11 mod 20, ó
p ≡ 3 mod 20, ó p ≡ −13 mod 20
−1 si p ≡ −3 mod 20, ó p ≡ −7 mod 20, ó
p ≡ −9 mod 20, ó p ≡ −1 mod 20.
X
336 APÉNDICE C. LEY GAUSSIANA DE LA RECIPROCIDAD CUADRÁTICA
El Teorema chino de los restos
Se atribuye su prueba al matemático chino Sun–Tsu alrededor del año 250
de nuestra era. Gauss lo presenta en el parágrafo 36 de su “Disquisitiones
Aritmeticae” (1801). Este teorema afirma lo siguiente:
C.25 Teorema. Sean p1, . . . , pm, m enteros mayores o iguales a 2. Si
(pi, pj) ∼ 1, ∀i 6= j y a1, . . . , am ∈ Z, entonces:
1. Existe x ∈ Z tal que x ≡ ai mod pi, ∀i = 1, . . . ,m.
2. Si y ∈ Z es tal que y ≡ ai mod pi, ∀i = 1, . . . ,m. Entonces
y ≡ x mod (p1 · · · pm).
Demostración.
1. Sea bk = p1 · · · pk−1 · pk+1 · · · pm;
(bk, pk) ∼ 1 por que (pi, pk) ∼ 1, ∀i 6= k.
De donde existen; xk, zk ∈ Z tales que xkbk + zkpk = 1.
Luego
bkxk + zkpk ≡ 1 mod pk,
entonces







Como pk|bi, ∀i 6= k, entonces x ≡ akbkxk mod pk. Combinando este
resultado con (C.14) concluimos que
x ≡ ak mod pk.
2. Sea y ∈ Z tal que y ≡ ai mod pi, ∀i = 1, . . . ,m. Entonces
y ≡ x mod pi, ∀i = 1, . . . ,m.
Luego pi|y − x, ∀i = 1, . . . ,m.
Como (p1, p2) ∼ 1, además p1|y − x y p2|y − x, entonces p1p2|y − x.
Como (p1p2, p3) ∼ 1, además p1p2|y − x y p3|y − x, entonces
p1p2p3|y − x.
APÉNDICE C. LEY GAUSSIANA DE LA RECIPROCIDAD CUADRÁTICA 337
Procediendo aśı sucesivamente tenemos finalmente que p1p2 · · · pm|y−




























1 si p ≡ ±1 mod 8








1 si p ≡ ±1 mod 5






































































1 si (p ≡ 1 mod 8 y p ≡ 1 mod 5),
ó, (p ≡ 1 mod 8 y p ≡ −1 mod 5),
ó, (p ≡ −1 mod 8 y p ≡ 1 mod 5),
ó, (p ≡ −1 mod 8 y p ≡ −1 mod 5),
ó, (p ≡ 3 mod 8 y p ≡ 3 mod 5),
ó, (p ≡ 3 mod 8 y p ≡ −3 mod 5),
ó, (p ≡ −3 mod 8 y p ≡ 3 mod 5),
ó, (p ≡ −3 mod 8 y p ≡ −3 mod 5)
−1 si (p ≡ 1 mod 8 y p ≡ 3 mod 5),
ó, (p ≡ 1 mod 8 y p ≡ −3 mod 5),
ó, (p ≡ −1 mod 8 y p ≡ 3 mod 5),
ó, (p ≡ −1 mod 8 y p ≡ −3 mod 5),
ó, (p ≡ 3 mod 8 y p ≡ 1 mod 5),
ó, (p ≡ 3 mod 8 y p ≡ −1 mod 5),
ó, (p ≡ −3 mod 8 y p ≡ 1 mod 5),
ó, (p ≡ −3 mod 8 y p ≡ −1 mod 5).
Tenemos que resolver 16 sistemas de congruencias de primer grado. Vamos
a apoyarnos en el método que se siguió al demostrar el Teorema chino de
los restos.
Si p ≡ 1 mod 8 y p ≡ 1 mod 5, entonces a1 = a2 = 1, p1 = 8 y p2 = 5.
b1 = p2 = 5 y b2 = p1 = 8.
Hallemos x1 y z1 enteros tales que x1b1 + z1p1 = 1, esto es, tales que
5x1 + 8z1 = 1.
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Como 8 = 1(5) + 3, 5 = 1(3) + 2 y 3 = 1(2) + 1, entonces
1 = 3+(−1)2 = 3+(−1)(5+(−1)3) = (−1)5+2(3) = (−1)5+(2)(8+(−1)5).
Luego 1 = (−3)5 + (2)8. De donde x1 = −3.
Ahora encontremos enteros x2 y z2 tales que x2b2 + z2p2 = 1, lo cual es
equivalente a x28 + z25 = 1. Fácilmente se ve que x2 = 2 y z2 = −3 sirven.
De acuerdo a lo visto en el teorema basta tomar los primos
p ≡ x mod p1p2,
en donde x = a1b1x1 + a2b2x2 = −15 + 16 = 1.
Por lo tanto los primos p que satisfacen las congruencias p ≡ 1 mod 8 y
p ≡ 1 mod 5 son precisamente aquellos que satisfacen
p ≡ 1 mod 40.
Dado lo dispendioso del método vamos a limitarnos a presentar una tabla
en donde para cada uno de los 16 sistemas de inecuaciones aparezcan los
respectivos valores xk, pk, bk, x y por último la congruencia resultante.




















































Sistema de congruencias p1 p2 a1 a2 b1 b2 x1 z1 x2 z2 x Congruencia resultante
p ≡ 1 mod 8 y p ≡ 1 mod 5 8 5 1 1 5 8 −3 2 2 −3 1 p ≡ 1 mod 40
p ≡ 1 mod 8 y p ≡ −1 mod 5 8 5 1 −1 5 8 −3 2 2 −3 −31 p ≡ 9 mod 40
p ≡ −1 mod 8 y p ≡ 1 mod 5 8 5 −1 1 5 8 −3 2 2 −3 31 p ≡ −9 mod 40
p ≡ −1 mod 8 y p ≡ −1 mod 5 8 5 −1 −1 5 8 −3 2 2 −3 −1 p ≡ −1 mod 40
p ≡ 3 mod 8 y p ≡ 3 mod 5 8 5 3 3 5 8 −3 2 2 −3 3 p ≡ 3 mod 40
p ≡ 3 mod 8 y p ≡ −3 mod 5 8 5 3 −3 5 8 −3 2 2 −3 −93 p ≡ −13 mod 40
p ≡ −3 mod 8 y p ≡ 3 mod 5 8 5 −3 3 5 8 −3 2 2 −3 93 p ≡ 13 mod 40
p ≡ −3 mod 8 y p ≡ −3 mod 5 8 5 −3 −3 5 8 −3 2 2 −3 −3 p ≡ −3 mod 40
p ≡ 1 mod 8 y p ≡ 3 mod 5 8 5 1 3 5 8 −3 2 2 −3 33 p ≡ −7 mod 40
p ≡ 1 mod 8 y p ≡ −3 mod 5 8 5 1 −3 5 8 −3 2 2 −3 −63 p ≡ 17 mod 40
p ≡ −1 mod 8 y p ≡ 3 mod 5 8 5 −1 3 5 8 −3 2 2 −3 63 p ≡ −17 mod 40
p ≡ −1 mod 8 y p ≡ −3 mod 5 8 5 −1 −3 5 8 −3 2 2 −3 −33 p ≡ 7 mod 40
p ≡ 3 mod 8 y p ≡ 1 mod 5 8 5 3 1 5 8 −3 2 2 −3 −29 p ≡ 11 mod 40
p ≡ 3 mod 8 y p ≡ −1 mod 5 8 5 3 −1 5 8 −3 2 2 −3 −61 p ≡ 19 mod 40
p ≡ −3 mod 8 y p ≡ 1 mod 5 8 5 −3 1 5 8 −3 2 2 −3 61 p ≡ −19 mod 40
p ≡ −3 mod 8 y p ≡ −1 mod 5 8 5 −3 −1 5 8 −3 2 2 −3 29 p ≡ −11 mod 40
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1 si p ≡ ±1,±3,±9,±13 mod 40




























(−1) 32 (p−1) =
{
1 si p ≡ 1 mod 4






1 si p ≡ 1 mod 7 ó p ≡ 2 mod 7 ó p ≡ 4 mod 7



















































1 si (p ≡ 1 mod 7 y p ≡ 1 mod 4),
ó, (p ≡ 2 mod 7 y p ≡ 1 mod 4),
ó, (p ≡ 4 mod 7 y p ≡ 1 mod 4),
ó, (p ≡ 3 mod 7 y p ≡ −1 mod 4),
ó, (p ≡ 5 mod 7 y p ≡ −1 mod 4),
ó, (p ≡ 6 mod 7 y p ≡ −1 mod 4)
−1 si (p ≡ 3 mod 7 y p ≡ 1 mod 4),
ó, (p ≡ 5 mod 7 y p ≡ 1 mod 4),
ó, (p ≡ 6 mod 7 y p ≡ 1 mod 4),
ó, (p ≡ 1 mod 7 y p ≡ −1 mod 4),
ó, (p ≡ 2 mod 7 y p ≡ −1 mod 4),
ó, (p ≡ 4 mod 7 y p ≡ −1 mod 4).
Para resolver estos 12 sistemas de congruencias vamos a apoyarnos en el
método seguido anteriormente.







1 si p ≡ ±1,±3,±9 mod 28




















































Sistema de congruencias p1 p2 a1 a2 b1 b2 x1 z1 x2 z2 x Congruencia resultante
p ≡ 1 mod 7 y p ≡ 1 mod 4 7 4 1 1 4 7 2 −1 −1 2 1 p ≡ 1 mod 28
p ≡ 2 mod 7 y p ≡ 1 mod 4 7 4 2 1 4 7 2 −1 −1 2 9 p ≡ 9 mod 28
p ≡ 4 mod 7 y p ≡ 1 mod 4 7 4 4 1 4 7 2 −1 −1 2 25 p ≡ −3 mod 28
p ≡ 3 mod 7 y p ≡ −1 mod 4 7 4 3 −1 4 7 2 −1 −1 2 31 p ≡ 3 mod 28
p ≡ 5 mod 7 y p ≡ −1 mod 4 7 4 5 −1 4 7 2 −1 −1 2 47 p ≡ −9 mod 28
p ≡ 6 mod 7 y p ≡ −1 mod 4 7 4 6 −1 4 7 2 −1 −1 2 55 p ≡ −1 mod 28
p ≡ 3 mod 7 y p ≡ 1 mod 4 7 4 3 1 4 7 2 −1 −1 2 17 p ≡ −11 mod 28
p ≡ 5 mod 7 y p ≡ 1 mod 4 7 4 5 1 4 7 2 −1 −1 2 33 p ≡ 5 mod 28
p ≡ 6 mod 7 y p ≡ 1 mod 4 7 4 6 1 4 7 2 −1 −1 2 41 p ≡ 13 mod 28
p ≡ 1 mod 7 y p ≡ −1 mod 4 7 4 1 −1 4 7 2 −1 −1 2 15 p ≡ −13 mod 28
p ≡ 2 mod 7 y p ≡ −1 mod 4 7 4 2 −1 4 7 2 −1 −1 2 23 p ≡ −5 mod 28
p ≡ 4 mod 7 y p ≡ −1 mod 4 7 4 4 −1 4 7 2 −1 −1 2 39 p ≡ 11 mod 28
 X
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Comentario final
En general hemos visto que el śımbolo de Legendre de m con respecto al
primo p > 2 (p - m) es uno o menos uno, si p es congruente con algunos
enteros que son a su vez primos relativos con el módulo.
La pregunta que surge necesariamente es la siguiente: ¿dados a, n ∈ Z
(a, n) ∼ 1 y n ≥ 2, existe p > 2, primo tal que p ≡ a mod n? La respuesta
es afirmativa. Más aún se ha demostrado que existen infinitos; ya que la
progresión aritmética
{a, a + n, a+ 2n, . . . , a+ hn, . . . }
tiene infinitos número primos. Este resultado es conocido con el nombre de
Teorema de Dirichlet y su demostración es bastante elaborada. Existe
una extraña versión del mismo y su demostración total en la obra “Intro-
duction to number theory”, por Hua Loo Keng. Springer–Verlag. Caṕıtulo
9. Teorema 8.1.
Este teorema se demuestra probando que siempre que demos a y n enteros
positivos, existe h1 > 0 tal que a+nh1 = p1 es un primo, debido a que para
encontrar otro primo de la misma forma bastaŕıa sustituir n por np1 > 0 y
por lo tanto existiŕıa h2 > 0 tal que a+np1h2 = p2 es un primo; es evidente
que p2 > p1. Continuando aśı sucesivamente podemos afirmar que existen
infinitos primos de la forma a + nh. En el caṕıtulo 7, dedicado al estudio
de los polinomios ciclotómicos, hay una demostración de este teorema para
el caso particular de a = 1.
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“Les ruego que me recuerden, ya que el
destino no me concedió una vida que vol-
viera mi nombre digno de que lo recor-
dará mi páıs”.
Evariste Galois
El aporte de Evariste Galois al desarrollo de la matemática ha sido funda-
mental. El álgebra abstracta debe a este gran cient́ıfico invaluables resulta-
dos. La teoŕıa de grupos y muy especialmente la de cuerpos se enriquecieron
y estructuraron en una forma coherente gracias a su genial inventiva.
Es por este motivo que hemos créıdo conveniente destinar este apéndice al
estudio de los aspectos más relevantes de la vida y obra de Galois. Para
cumplir con este fin, lo dividimos de la siguiente manera:
1. Inicialmente se presenta un estudio biográfico de Galois en donde se
resalta su papel como genio creador, como práctico social y como
v́ıctima de la ciencia oficial de su época.
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2. A continuación se transcribe el más importante trabajo escrito por
Galois. Para cumplir con este fin, nos hemos basado en los textos:
OEvres mathématiques D’Evariste Galois, publiées sous les
auspices de la Société Mathématique de France, Gauthier–Villars et
Fils, Paris, 1897, PP.33–50; Galois Theory, Harold M. Edwards,
Springer–Verlag, New York (1984), PP. 101–113; Obra D’Evariste
Galois, a cura d’Antoni Malet, Institut D’Estudis Catalans, Barce-
lona 1984, PP. 21–38 y 57–59.
La traducción estuvo a cargo de las profesoras Yolima Umaña y Cons-
tanza Sanmiguel, con la colaboración del profesor Vı́ctor Manuel Ar-
dila.
Al final de la memoria aparecen las notas aclaratorias, que hemos
reseñado con la siguiente nomenclatura:
NEG: Cuando la nota sea de Evariste Galois.
NACH: Cuando la nota sea de Auguste Chevalier.
NHE: Cuando la nota sea de Harold Edward.
NAM: Cuando la nota sea de Antoni Malet.
NT: Cuando la nota sea de los profesores antes mencionados.
3. Por último, se anexa el acta de la sesión de la Academia de Ciencias
de Paŕıs del 4 de Julio de 1831, porque consideramos que este es un
documento histórico de excepcional importancia, ya que de él apren-
demos, que hasta los evaluadores más brillantes pueden incurrir en
errores al emitir sus juicios.
D.1. Evariste Galois
“Todo teórico puro es un práctico social aún sin saberlo”.
Teopompo de Lampsaquia (siglo VI a.c)
El camino hacia la creación de nuevas teoŕıas cient́ıficas no ha sido fácil. Por
el contrario, ha chocado en no pocas veces con inmensas barreras, siendo
una de las principales la ciencia oficial de la época, la cual, en muchas
ocasiones, convierte en axiomas algunos convencionalismos que, además
de preservar el “orden establecido” y mantener el statu quo, impiden el
surgimiento de grandes ideas. Una de las armas más utilizadas en esta
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desigual lucha consiste en el silencio absoluto al que son sometidas dichas
teoŕıas.
Gregor Mendel, el padre de la genética moderna, fue una de las v́ıctimas
de este flagelo; en general, la mayoŕıa de las ciencias pueden proveernos de
ejemplos que corroboran la anterior afirmación.
Grandes matemáticos han pasado por esta situación; uno de los principa-
les fue Evariste Galois, quien logró erigirse como uno de los matemáticos
más precoces que conoce la humanidad a pesar de la persecución por sus
posiciones poĺıticas e ideológicas, que lo condujeron prematuramente a la
muerte.
Evariste Galois nació el 25 de octubre del 1811 en la ciudad de Bourg–la–
Reine (Francia); su madre Adélaide–Marie Dermante Galois, que descend́ıa
de una familia de reconocidos jurista era una mujer amable, pero de carácter
fuerte que odiaba la tirańıa. Su padre, Nicolás Gabriel Galois, un ardiente
republicano de profundas convicciones ideológicas, amante de la democracia
y enemigo del despotismo a tal punto que sus enemigos poĺıticos lo condu-
jeron al suicidio, hab́ıa sido alcalde de Bourg–la–Reine durante diecisiete
años, peŕıodo en el cual transcurrieron los cien d́ıas de la restauración de
Napoleón. De ellos heredó su hijo el profundo amor por la Libertad.
Su infancia transcurrió en una de las épocas más convulsionadas de Fran-
cia. Napoleón hab́ıa sido derrotado y al abdicar se reinstaura la monarqúıa
borbónica, con Luis XVIII a la cabeza. La recuperación del poder por parte
de los terratenientes y la nobleza no tardó en hacerse sentir, produciéndose
modificaciones sustanciales, las cuales afectaron todas las esferas de la socie-
dad. La ciencia no fue ajena a este hecho, y es aśı como se procuró cambiar
el rumbo de los principales centros de educación.
La famosa Escuela Politécnica, considerada como el primer centro de en-
señanza de la matemática en el mundo, fue una de las primeras v́ıctimas
de esta intervención. Su organizador, el genio creador de la geometŕıa des-
criptiva Gaspard Monge, fue expulsado de la Academia y reemplazado por
Cauchy. Ni siquiera los colegios privados se pudieron salvar de este con-
trol. Uno de los más importantes era el Louis–le–Grand, que teńıa como
principal fin el formar súbditos leales al rey, propósito que no cumplió ca-
balmente a juzgar por sus más destacados egresados: Robespierre, Vı́ctor
Hugo y Galois.
Evariste Galois aprobó el examen de admisión del Louis–le–Grand en 1823,
gracias a la preparación previa que le hab́ıa dado su madre. El ambiente
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despótico y autoritario que prevalećıa en este colegio castraba toda posibi-
lidad de libertad de pensamiento. Las directivas véıan en muchos de estos
niños “peligrosos” enemigos de la monarqúıa, y haćıan cada vez más ŕıgidos
los mecanismos de control. En enero de 1824 los alumnos resolvieron suble-
varse, pero dicha rebelión abortó antes de que se produjera, trayendo como
consecuencia la expulsión de ciento quince estudiantes, todos ellos destaca-
dos jóvenes ganadores de certámenes que hab́ıan ubicando al Luis–le–Grand
como el primer colegio privado de Francia; esta expulsión implicaba la im-
posibilidad de ser admitidos en algún otro centro de educación.
Afortunadamente para el desarrollo de la matemática, Galois no fue san-
cionado.
El impacto que causó en este joven el internado fue tal que repercutió en
su rendimiento académico; se mostraba distráıdo, retráıdo y desinteresado.
Uno de sus profesores anotaba: “Está perdiendo el tiempo aqúı, atormenta a
sus maestros y constantemente recibe castigos”. Por su parte, Galois escrib́ıa
a su padre: “Parece ser mi destino el pasarme la vida en este presidio que
tan bien conozco y que tanto detesto”.
En 1828 se vio obligado a matricularse nuevamente en el segundo curso
debido a que tuvo que volver a tomar la clase de retórica. Con el fin de
poder sobrellevar la monotońıa que le causaba la repetición de esta mate-
ria, resolvió por primera vez inscribirse en un curso de matemáticas, que
figuraba como una asignatura opcional del plan de estudios.
Alĺı conoció la obra Eléments de géometrie, escrita por Legendre, la
cual lo introdujo en el fascinante mundo de la matemática. Al fin este ge-
nio hab́ıa encontrado una actividad que además de subyugarle, le permit́ıa
escapar al tedio y fastidio que le produćıa el Louis–le–Grand. El estudio
del libro Resolution des equations numériques, escrito por Lagran-
ge, lo condujo a interesarse por el problema de la solución de ecuaciones
polinomiales. Este tema se le convirtió en su preocupación permanente, lo
manteńıa siempre presente, y empezó a experimentar la agradable sensa-
ción que produce el intentar resolver un problema matemático. Al terminar
el año escolar, Galois se ubicó en el segundo lugar del curso de matemáti-
cas; no ocupó el primero porque su estilo era demasiado resumido para su
maestro.
La forma de escribir se le convirtió en el principal factor que le impediŕıa,
a la postre, ser reconocido como uno de los matemáticos más importantes
de todos los tiempos. Este estilo en vez de demeritarlo lo enaltece ya que
demuestra cuán adelante estaba de sus evaluadores.
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En el año de 1828 se produjeron varios acontecimientos que marcaron la
orientación matemática de Galois. El primero de ellos consistió en haber
empezado a obtener los criterios que permiten determinar si una ecuación
algebraica es o no soluble por radicales. A estos resultados llegó después
de encontrar un error en una supuesta demostración que hab́ıa dado de la
solubilidad de la ecuación de quinto grado; este hecho lo indujo a destacar
definitivamente este camino.
El segundo fue el fracaso que tuvo como consecuencia de haber sido recha-
zado como aspirante a la escuela politécnica. Por este motivo se vio obligado
a inscribirse un año más en el Louis–le–Grand para hacer un curso especial
de matemáticas, el cual fue muy importante tanto para su vocación como
para su orientación.
En 1829 inicia su producción cient́ıfica con un art́ıculo que tituló: Demos-
tration d’un theoreme sur les fractions continues periodiques, el
cual fue publicado en los Annales de mathemátiques pures et appliqués
publié por J.D. Gergonné, Vol. XIX, No. 10, PP. 294–301. Este art́ıculo
pasó desapercibido, como sucedió con todos los demás escritos de Galois
que publicó en vida.
En este mismo año escribió la primera versión de una monograf́ıa donde
presentaba los resultados que hab́ıa obtenido sobre la solubilidad de ecua-
ciones algebraicas, la cual envió a la Academia. Fourier se la remitió a
Cauchy para que la evaluara, pero cuando Galois solicitó información sobre
la misma, se le manifestó que Cauchy ni la teńıa ni recordaba haberla reci-
bido; en esta forma tan caracteŕıstica empezaba a actuar la ciencia oficial
de la época contra este gran matemático.
Sólo hasta este año vino a enterarse de los aportes de Abel a la teoŕıa de
ecuaciones algebraicas, los cuales le permitieron culminar sus investigacio-
nes alrededor del estudio de las condiciones de solubilidad de ecuaciones
algebraicas.
Al terminar el curso de matemáticas Galois obtuvo el primer puesto. Pero
sólo ocupó el quinto lugar en la competición anual de la escuela, debido a
que si bien el razonamiento del examen fue correcto y su respuesta acertada,
el método seguido era, según sus evaluadores, demasiado conciso.
Tal como lo teńıa planeado, Galois se volvió a presentar por segunda y
última vez a la Escuela Politécnica. La versión que existe sobre este hecho
es la siguiente:
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Su evaluador el señor Dinet, solicitó que le dijera todo lo que sab́ıa sobre la
teoŕıa de los logaritmos. Galois se limitó a escribir en el tablero las siguientes
sucesiones:
1, a, a2, a3, . . .
0, 1, 2, 3, . . .
y a continuación explicó que se trataba de dos progresiones, una geométrica
y la otra aritmética, y que los términos de la progresión aritmética son los
logaritmos de los términos de la progresión geométrica, siendo a la base.
Más adelante agregó que entre cada dos números de la progresión geométri-
ca se pueden insertar n− 1 números y lo mismo entre los correspondientes
términos de la progresión aritmética, de tal manera que nuevamente los
términos de la progresión aritmética sean los logaritmos de los términos de
la progresión geométrica.
Su evaluador empezó a perder la paciencia, ya que lo que estaba viendo se
saĺıa de su esquema tradicional y rutinario, y él no era capaz de concebir
que pudiera existir otra forma distinta de enfocar este problema; por tal















, . . . ,
n− 1
n
El señor Dinet perdió finalmente el control, gritó y amenazó al joven, quien
terminó lanzándole la almohadilla a la cara y retirándose definitivamente
del examen. Resulta irónico que uno de los más grandes matemáticos de
todos los tiempos haya sido rechazado con una pregunta trivial, por un
profesor que, cegado por su prepotencia, no fue capaz de captar la sutileza
de la respuesta de su alumno. ¡Qué triste forma de figurar en la historia!.
En la convulsionada Francia de la primera mitad del siglo XIX, los jóve-
nes maduraban muy pronto a la vida poĺıtica, ya que los trascendentales
acontecimientos sociales que se iban produciendo los indućıan hacia una
participación más activa. El perder de vista tan importante aspecto nos
puede conducir hacia el error de pensar que Galois era un desadaptado
y no un genio cient́ıfico que no fue ajeno al momento histórico que tuvo
que vivir. Un terrible acontecimiento le demuestra abruptamente que él
teńıa que convertirse en “uno de los más vehementes republicanos”, como
lo afirmó años después Alexander Dumas (padre).
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Vı́ctima de la persecución de sus enemigos poĺıticos, acaudillados por el
nuevo cura párroco de Bourg–la–Reine, su padre, Nicolás Gabriel, se vio
obligado a quitarse la vida en julio de 1829. El entierro se tornó en un
acto de protesta, que terminó con disturbios, debido a que Galois señaló al
sacerdote como el verdadero causante de la muerte de su padre.
Después de obtener el t́ıtulo como bachiller en ciencia y aprobar el exa-
men de admisión, Evariste Galois ingresó en febrero de 1830 a la Escuela
Preparatoria, la cual hab́ıa sido creada en 1826 en reemplazo de la Escuela
Normal, fundada en los tiempos napoleónicos y suprimida en 1822.
La Escuela Preparatoria teńıa como objetivo principal proveer de maestros
y profesores a los colegios reales. Aunque su nivel de enseñanza era mejor
que el de Louis–le–Grand y superiores los cursos que alĺı se ofrećıan, su
ambiente era similar al de este colegio.
Si bien es cierto que el concepto favorable que emitió su examinador de
matemáticas fue definitivo para el ingreso a la Escuela Preparatoria, no deja
de ser grotesca, por lo extremadamente desacertada, la opinión del profesor
Péclet, quien en el informe sobre el rendimiento de Galois en el examen de
f́ısica manifestó: “A juzgar por su examen, parece de poca inteligencia, u
ocultó su inteligencia tan bien que me resultó imposible descubrirla. Si este
alumno es lo que parece ser, dudo que alguna vez sea un buen profesor”.
Ateniéndonos a tres monograf́ıas suyas que se dieron a conocer en 1830,
es obvio que el grado de formación en matemáticas de Galois era muy
superior al de sus profesores. Dichos trabajos se publicaron en el Bulletin
de Férussac bajo los t́ıtulos: Analyse d’une mémoire sur la resolution
algebrique des equations, Vol. XIII, abril, PP. 271–272; Note sur la
resolution des equations numeriques, Vol. XIII, junio, PP. 413–414;
Sur la theorie des nombres, Vol. XIII, junio PP. 428–435. En ellos
presenta algunos de los resultados que hab́ıa encontrado, relativos a las
condiciones de solubilidad de ecuaciones.
Su enorme capacidad produćıa entre sus compañeros celos o admiración.
Uno de los que más lo admiró fue Auguste Chevalier, quien era hermano
de un famoso economista ĺıder de la secta religiosa Saint–Simon; este des-
cubrió pronto que estaba ante la presencia de un genio cient́ıfico y se con-
virtió en el más fiel amigo de Galois.
Fue precisamente Chevalier quien lo indujo, en febrero de 1830, a presentar
por segunda vez a la Academia la memoria sobre las condiciones de solu-
bilidad de ecuaciones por medio de radicales; otra vez la ciencia oficial le
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volveŕıa a tirar la puerta en la cara. La monograf́ıa hab́ıa corrido con la
misma suerte de la primera; esto es, nuevamente perdieron el manuscrito;
en esta ocasión parece ser que Fourier la tuvo en sus manos, pero debido a
su muerte nadie supo si la conservó o se la entregó a alguna otra persona.
El gobierno de Carlos X fue desprestigiándose cada d́ıa más. En julio de
1830 disolvió la cámara y abolió la libertad de prensa. Estos hechos no fue-
ron sino la culminación de una serie de medidas arbitrarias que condujeron
hacia un proceso insurreccional, el cual culminó con la cáıda del rey. La
burgueśıa se aprovechó del movimiento y logró coronar como nuevo rey de
Francia al duque de Orleáns, Luis Felipe, cuyo padre era hijo natural de
Luis XIV.
Mientras el pueblo combat́ıa en las calles, el señor Guigniault, rector de la
Escuela Preparatoria, resolvió encerrar a los alumnos con el fin de impedir
que participaran en los disturbios. A pesar de su insistencia, Galois nada
pudo hacer; pero esto no fue ápice para que una vez triunfo la insurrec-
ción, el señor Guigniault cambiara su actitud y adhiriera prontamente al
gobierno de Luis Felipe, logrando que el nuevo monarca le reconociera el
mismo nombre y categoŕıa a la Escuela Preparatoria que el que teńıa su
predecesora, la Escuela Normal.
Cuando Galois pudo salir de este encierro, comprendió que su acción poĺıti-
ca no tendŕıa ninguna repercusión aisladamente. Por eso resolvió vincularse
a la Sociedad de Amigos del Pueblo, que era el único movimiento repu-
blicano activo. Alĺı conoció valiosos ejemplos de desprendimiento y entrega,
aunque también tuvo que tratar con algunos oportunista, y aún con amar-
gados y esṕıas.
Convencido de que era su deber denunciar las maniobras del rector, resol-
vió escribir un art́ıculo en el periódico Gazette des Ecoles, en donde narraba
lo que realmente sucedió. La respuesta de Guigniault fue inmediata; soli-
citó al Ministro de Educación la expulsión de Galois por medio de una carta
en la cual manifestaba entre otras cosas: “No existe ya ningún sentimiento
moral en este joven y quizá no lo haya tenido desde hace tiempo”. En 1850,
dieciocho años después de la muerte de Galois, y cuando ya empezaba a
hacerse famoso como uno de los matemáticos más prominentes de Francia,
Guigniault manifestó: “El joven Galois demostraba genio en matemática.
Nosotros, en la Escuela Normal siempre lo supimos. . . todo lo contrario de
los necios examinadores de la Escuela Politécnica que lo aplazaron dos ve-
ces. ¿Puede imaginarse usted semejante estupidez?”, además sostuvo que
Galois dejó la escuela después del primer año. ¡Que poca memoria teńıa el
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pobre señor Guigniault, no recordaba que él era quien hab́ıa solicitado la
expulsión de Galois!
Después de esta sanción, Galois se enlistó en la tercera bateŕıa de la Guardia
Nacional de Artilleŕıa, la cual estaba integrada por un buen número de
republicanos; pero su permanencia alĺı fue muy corta, debido a que Luis
Felipe la disolvió por la participación que tuvo en los disturbios del 21 de
diciembre de 1830.
Deseoso de difundir sus teoŕıas algebraicas, resolvió dictar un curso en
enero de 1831. El anuncio por el cual se invitaba a asistir dećıa: “El curso
está compuesto de teoŕıas, algunas de las cuales son nuevas y ninguna de
ellas ha sido publicada o expuesta en público. Aqúı mencionaremos solo
una nueva teoŕıa de las cantidades imaginarias, la teoŕıa de las ecuaciones
solubles por radicales, la teoŕıa de los números y las funciones eĺıpticas
tratadas por el álgebra pura”.
A la primera clase asistieron unos 40 alumnos, la semana siguiente asistieron
diez y la tercera solo cuatro. Posiblemente esto se debió al hecho de que
a menudo el genio no es consciente de las limitaciones cognoscitivas que
tenemos los demás hombres. Finalmente, el curso se suspendió por razones
obvias.
Nuevamente su fiel amigo Chevalier, conocedor de la importancia de la
memoria sobre las condiciones de solubilidad de ecuaciones por medio de
radicales, insistió para que Galois la presentara por tercera vez a la Acade-
mia; este accedió ilusionado por la promesa que le hab́ıa hecho Poisson, en
el sentido que esta vez tendŕıa especial cuidado para que no se perdiera. La
monograf́ıa fue enviada el 16 de enero de 1831. François Arago, secretario
de la Academia, nombró como evaluadores a Lacroix y Poisson.
Los acontecimientos de diciembre de 1830 trajeron como consecuencia la
detención de diecinueve miembros de la disuelta Guardia Nacional de Arti-
lleŕıa, Galois no estaba entre ellos. Después de un juicio, salieron absueltos;
por tal motivo, el 9 de mayo de 1831, los republicanos organizaron un ban-
quete en honor de estos diecinueve jóvenes. Durante este homenaje, Galois
ofreció un brindis por Luis Felipe, portando en la mano izquierda una copa
de vino y en la derecha un puñal que apuntaba hacia la superficie del vino,
lo cual significaba una amenaza a la vida del rey. Al d́ıa siguiente fue dete-
nido y más tarde lo trasladaron a la cárcel Sainte–Pélagie. El 15 de junio
se le sometió a un juicio en el que enfrentó con valor las acusaciones que se
le hicieron y convirtió la silla de los acusados en una tribuna de denuncia
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por traición de la revolución de 1830. Finalmente, el jurado dio su veredicto
declarándolo inocente.
La libertad de Galois duró poco tiempo, ya que menos de un mes después fue
puesto nuevamente preso. En esta ocasión se le acusaba del porte ilegal de
armas y del uso del uniforme de artillero; después de tres meses de retención
preventiva, fue condenado a seis meses más de prisión en Sainte–Pélagie.
Esta cárcel era considerada en su época “la cloaca más pestilente de Paŕıs”.
Según lo demuestran los documentos históricos, Galois fue v́ıctima de una
especial persecución, ya que lo consideraban un “radical peligroso”. Cuán
lejos estaban de la realidad aquellos historiadores que consideraban el trato
dado a los presos poĺıticos en Sainte–Pélagie como humano y razonable.
Varios hechos corroboraban la anterior afirmación. Cierta noche, desde una
de las buhardillas se produjo un disparo hacia la celda en donde estaba
recluido Galois. Uno de sus dos compañeros perdió el conocimiento. Al
protestar por este atentado, todos tres fueron trasladados a las mazmorras.
Fue tal la indignación que produjo entre los demás detenidos esta situación,
que se sublevaron, logrando que al d́ıa siguiente los sacaran de las mazmo-
rras. En una carta que envió a una amiga, el señor Raspail, quien era uno
de los presos, manifestaba refiriéndose a las provocaciones que sufŕıa Ga-
lois por parte de los guardias y esṕıas: “le tienen inquina a nuestro pequeño
cient́ıfico. . . Lo embaucan como v́ıboras. Lo atraen a toda clase de trampas
inimaginables. . . ”; en otra carta manifestaba que todos los presos sab́ıan
que el disparo no fue accidental, sino premeditado, y que estos se indignaron
al saber que Galois hab́ıa sido conducido a las mazmorras.
Pero este genio teńıa la fórmula que siempre le hab́ıa servido para poder
sobrevivir en un ambiente hostil, ella era: sumergirse en el fascinante mundo
de las matemáticas.
Desafortunadamente, quienes representaban la ciencia oficial del momento
continuaban su desleal lucha por desconocerlo, posición que debió dolerle
mucho más que las maniobras de sus enemigos poĺıticos.
Cerca de tres meses después de haber entregado la monograf́ıa a la Acade-
mia, tuvo que enviarle una misiva al señor Arago solicitándole le preguntara
a los evaluadores si nuevamente hab́ıan perdido el manuscrito o si se pro-
pońıan dar un informe de él. Tres meses más tarde, el 4 de julio de 1831,
se reunió la Academia y emitió su fallo, y solo hasta octubre el Secretario
notificó por escrito a Galois acerca del resultado. Este mecanismo dilatorio
ha sido empleado proĺıficamente por los prepotentes de la ciencia oficial,
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con el fin de restarle importancia a lo que hacen quienes no están bajo su
manto protector, ya que de esta forma se fortalece su propio ego, debido a
que se consideran los dueños absolutos de la ciencia y el saber.
El señor Arago devolvió a Galois el manuscrito de la monograf́ıa junto con
una carta en la que le manifestaba que los evaluadores consideraron que
“su argumentación no es suficientemente clara ni está lo suficientemente
desarrollada para permitirnos juzgar su rigor; ni siquiera nos es posible dar
una idea de esta monograf́ıa”; finalizaban diciendo: “Por lo tanto, debemos
esperar, antes de emitir una opinión definitiva, que el autor publique una
versión más completa de la obra”. De esta forma no solo enterraban las
aspiraciones de Galois, sino, lo que es más grave aún, privaban a la huma-
nidad del enriquecimiento de su acervo cient́ıfico al rechazar este trabajo,
que indudablemente partiŕıa en dos la historia del álgebra. Era obvio que si
no entend́ıan, estaban en la obligación moral de consultar y no simplemente
optar por el camino más cómodo, ya que era la Academia de Ciencias de
Paŕıs la que estaba dando un juicio sobre un trabajo cient́ıfico y no una
institución de menor envergadura.
Esta respuesta presentaba el más duro golpe que hab́ıa recibido Galois como
matemático. Su tristeza y desilusión fueron inmensos, de ah́ı que resolviera
dejar por escrito su protesta en el prefacio de una monograf́ıa, que incluiŕıa
el trabajo rechazado por la Academia, y una segunda memoria sobre teoŕıa
de las ecuaciones, que estaba casi terminada. Aún después de su muerte,
y cuando ya hab́ıa sido reconocido universalmente, los historiadores de las
matemáticas procuraron ocultar este documento; en 1906, Jules Tannery
publicó por primera vez un fragmento del mismo, no sin antes afirmar que
“Galois debió haber estado borracho o afiebrado cuando lo escribió”, pero
solo hasta 1947, René Taton dio a conocer la versión completa de dicho
prólogo. Con el fin de que el lector pueda formarse una idea acerca de este
escrito, vamos a presentar a continuación la introducción, ya que es en ella
donde más duramente fustiga a la ciencia oficial de su época. Galois lo
escribió aśı:
“Ante todo advertirán que la segunda página de esta obra no está atestada
de apellidos, nombres de pila, t́ıtulos, honores ni elogia a algún pŕıncipe
mezquino cuya bolsa se haya abierto ante el humo del incienso para ame-
nazar cerrarse tan pronto como el incensario quedara vaćıo. Tampoco verán
en letras enormes que haya tributado respetuoso homenaje a alguna figura
de la ciencia altamente conceptuada, o a algún sabio protector, cosas que
se consideran indispensables (iba a decir inevitables) para todo el que desee
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escribir a los veinte años. A nadie le digo que debo algo que haya de valor
en mi obra, a su consejo o aliento. Y no lo digo porque seŕıa una mentira.
Juro que nada tengo que agradecer a los importantes del mundo o de la
ciencia”.
“Les debo a los hombres importantes de la ciencia el que la primera de las
dos monograf́ıas contenidas en esta obra aparezca muy tarde. Les debo a
los hombres importantes del mundo el que todo esto lo escrib́ı en la prisión,
una morada dif́ıcilmente adecuada para la meditación y donde a menudo
me sent́ı pasmado por mi propia indiferencia, que me llevaba a permanecer
con la boca cerrada frente a mis cŕıticos estúpidos, ignorantes, desdeñosos.
La causa de mi estad́ıa en la prisión nada tiene que ver con el tema que
ahora trato. (El autor es republicano y miembro de la Sociedad de Amigos
del Pueblo. Mostró con un gesto que el regicidio puede ser deseable). Pero
debo decir cómo los manuscritos se extrav́ıan muy frecuentemente en los
portafolios de los caballeros del Instituto, si bien apenas puedo concebir tal
distracción en quienes ya tienen la muerte de Abel sobre su conciencia. Me
bastará, ya que no debo compararme con este célebre matemático, decir que
mi monograf́ıa sobre la teoŕıa de las ecuaciones fue enviada a la Academia
en febrero de 1830 (en forma menos completa en 1829), que nada supe luego
de esos manuscritos, y que me fue imposible recobrarlos. Quizá haya dicho
demasiado, pero deseaba explicar al lector por qué me era absolutamente
imposible embellecer o desfigurar mi obra con una dedicatoria”.
“En segundo lugar, los dos tratados son breves. Hay por lo menos en ellos
tanta álgebra como francés. De estas acusaciones me confieso culpable. Pu-
de haber aumentado el número de ecuaciones sustituyendo sucesivamente
todas las letras del alfabeto en cada ecuación, numerándolas en orden”.
“Esto habŕıa multiplicado indefinidamente el número de ecuaciones, si se
reflexiona que después del alfabeto latino está también el alfabeto griego
y, si éstos se agotan, nada nos impide utilizar letras arábigas y, en caso
necesario, ¡chinas!. Habŕıa sido extremadamente fácil cambiar cada frase
diez veces, teniendo la precaución de preceder cada cambio por una pala-
bra solemne: teorema; llegar a resultados mediante nuestro análisis al viejo
modo de Euclides; hacer preceder y seguir cada proposición por una serie
formidable de ejemplos especiales. ¡Y decir que, de tantos métodos, no he
sido capaz de elegir ni uno solo!”.
“En tercer lugar. Debe admitirse que el ojo de un maestro vio la primera
de las dos monograf́ıas impresas aqúı. Un extracto enviado a la Academia
en 1831 fue sometido al examen de M. Poisson, que dijo no entender nada
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de él. A mis ojos presuntivos esto prueba, simplemente, que M. Poisson o
no queŕıa o no pod́ıa comprender mi obra. Pero por cierto probaŕıa a los
ojos del público que mi libro carece de sentido”.
“Por ello tengo infinidad de razones para creer que el mundo cient́ıfico
recibirá la obra que someto al público con una sonrisa de compasión; que
los más indulgentes la tildarán de disparatada; y que por algún tiempo se me
comparará con aquellos hombres incansables que año tras año encuentran la
cuadratura del ćırculo. Tendré que soportar especialmente las risas salvajes
de los examinadores de la Escuela Politécnica, que habiendo monopolizado
la impresión de libros de texto de matemáticas, alzarán las cejas porque
un joven dos veces aplazado por ellos tiene la pretensión de escribir ya
no un manual, sino un tratado. (De paso: me sorprende mucho que los
examinadores no ocupen, todos ellos, sillones de la Academia, por cuanto
su lugar no está por cierto en la posteridad)”.
“He dicho todo lo que antecede para probar que me expongo, consciente de
lo que hago, al escarnio de los necios”.
“Si, a pesar de todo, publico los frutos de mis esfuerzos con tan poca espe-
ranza de que se me comprenda, lo hago para que los amigos que hallé en el
mundo antes de ser sepultado bajo llave sepan que aún estoy vivo, y también
acaso con la esperanza que mi obra caiga en manos de hombres a quienes
una estúpida arrogancia no los disuadirá de leerla y que puede orientarlos
por el nuevo camino que, en mi opinión, debe tomar el análisis”.
“Quede entendido que estoy hablando del análisis puro”.
Todos estos golpes fueron minando paulatinamente su condición f́ısica, a
tal punto que los dos últimos meses de condena los tuvo que cumplir en un
hospital de la polićıa.
Su compañero de cuarto le presentó a una joven cuyo nombre era Eva So-
rel, la cual, utilizando como pretexto una supuesta simpat́ıa por la causa
republicana, lo fue envolviendo paulatinamente. El 29 de abril de 1832 final-
mente quedó libre; en ese momento Paŕıs estaba pasando por una epidemia
de cólera, la cual hab́ıa cobrado muchas v́ıctimas, siendo ese, el principal
tema de interés general.
De acuerdo con las cartas que envió Galois, aśı como también a la infor-
mación suministrada por algunos de los que lo conocieron, se sabe que su
relación con Eva Sorel término abruptamente, al ser informado por ella
misma que manteńıa relaciones maritales con un republicano.
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Cegado por la ira, Galois la ofendió de palabra, situación que resultó per-
fecta para que el amante de Eva, Pécheux d’Herbinville, y un primo de esta,
Mauricie Lauvergnat, aprovechando la fogosidad e inexperiencia del joven
genio en estos campos, lo condujeran hábilmente hacia un duelo de honor.
En una carta que dirigió a dos amigos les dećıa: “Quiero que sepa que me
bato en contra de mi voluntad, después de haber agotado todos los medios
de reconciliación”.
El mismo “amigo” que le hab́ıa presentado a Eva prontamente apareció ofre-
ciéndose como testigo, y mostrando una especial diligencia, se apresuró a
conseguir el otro testigo, el cual era absolutamente desconocido para Galois.
El duelo fue concertado para el 30 de mayo de 1832.
Consciente del poco tiempo de vida que le quedaba, resolvió dedicar la
noche del 29 de mayo a escribir algunas cartas en donde dejaba plasmados
los últimos resultados a los que hab́ıa llegado, aśı como también explicaba
el motivo de su muerte y se desped́ıa de los republicanos. Los documentos
que escribió fueron los siguientes:
1. Una carta dirigida a todos los republicanos en la cual dećıa: “Ruego
a los patriotas y a mis amigos que me perdonen el que, al morir, no
muera por mi patria.
Muero v́ıctima de una infame coqueta. Mi vida se extingue envuelta
en una maraña de calumnias”.
2. La carta personal dirigida a sus amigos N. Lebon y V. Delaunay en
la que afirmaba: “Fui provocado por dos patriotas y me es imposible
negarme. Les pido perdón por no hacerlos part́ıcipes de esto, pues mis
adversarios me pidieron, bajo palabra de honor, no informar a ningún
patriota”.
3. Una tercera carta dirigida a Auguste Chevalier, la cual es conside-
rada como uno de los escritos cient́ıficos más importantes de Galois.
En ella enuncia los últimos resultados que hab́ıa obtenido tanto en
teoŕıa de ecuaciones como en funciones integrales; además presenta
un resumen de sus principales hallazgos en estos temas. En relación
con algunos problemas que no desarrolló con detalle manifiesta: “No
tengo tiempo y mis ideas no están lo suficientemente desarrolladas en
este terreno”. Finalmente afirma: “Todo lo que escrib́ı aqúı ha estado
claro en mi mente desde hace un año, y me interesa sobremanera no
quedar expuesto a la sospecha de que enuncio resultados de los que
no tengo una demostración completa”.
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“Pido públicamente a Jacobi o Gauss que den su opinión, no en cuan-
to a la verdad de estos teoremas, sino en cuanto a su importancia”.
“Después de lo cual, espero que habrá gente que hallará provechoso
descifrar este ĺıo”.
4. Algunas anotaciones en el manuscrito de la memoria que le hab́ıa
devuelto la Academia siete meses antes. Entre ellos se destaca la re-
futación que da a la observación hecha por Poisson al Lema II.
Una nota en la que afirma simplemente “No tengo tiempo”, nos hace
sospechar que Galois pudo haberse llevado a la tumba ciertos resul-
tados que no alcanzó a escribir.
Nada se sabe sobre lo que ocurrió la mañana del 30 de mayo. Las noticias
de prensa informaban que Galois fue encontrado herido, alrededor de medio
d́ıa por un campesino, quien lo trasladó al hospital Chochin. Su hermano
Alfred fue la única persona conocida con la cual pudo hablar Evariste Galois
antes de su deceso ocurrido el Jueves 31 de mayo a las 10 a.m.
Sus exequias fueron muy concurridas; a ellas asistieron de dosmil a tres-
mil personas. El cadáver fue enterrado en una fosa común. Existen ciertos
factores que han hecho pensar a los historiadores de la matemática que el
mencionado “duelo de honor” que segó la vida de Evariste Galois no fue
sino una trampa que se le tendió por parte de la temible polićıa del rey.
Es un hecho indiscutible, que después de los acontecimientos del banquete
del 9 de mayo de 1831, Galois fue objeto de una implacable persecución.
Sus padecimientos en la cárcel son una prueba palpable de esto. Era de es-
perarse que después de haber manifestado simbólicamente que el regicidio
era posible, no le iban a permitir que al finalizar su condena, continuara
libremente sus actividades en la Sociedad de Amigos del Pueblo. Durante
la revolución de 1848 se encontraron en los archivos de la polićıa algunos
documentos que compromet́ıan a ciertos republicanos como esṕıas del go-
bierno. En 1849 se empieza a poner en duda en una nota aparecida en
Nouvelles annales de mathématiques la versión oficial que exist́ıa so-
bre su muerte, cuando se afirma que: “Galois fue asesinado el 31 de mayo
de 1832 en un aśı llamado duelo de honor. . . ”.
Por otra parte, el prefecto de polićıa sab́ıa todo lo relativo a la muerte
de Galois, y teńıa preparada la polićıa para prevenir disturbios durante
el sepelio. Dećıa, por ejemplo, que Galois lo mató un amigo; afirmación
realmente extraña, porque no se conocieron testigos de este crimen.
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La historia de Francia no ha sido ajena al uso de métodos similares al
empleado con Galois para eliminar a quienes son contrarios al gobierno de
turno; basta recordar al ĺıder popular de la Revolución Francesa Jean–
Paul Marat (1743–1793), quien fue asesinado por un esṕıa de la polićıa
(Carlota Corday).
Por último, Alfred Galois siempre sostuvo que su hermano hab́ıa muerto a
manos de la polićıa del rey; testimonio que no deja de ser importante ya
que como lo dijimos anteriormente, él tuvo la oportunidad de hablar con
Evariste Galois después del trágico acontecimiento.
En 1832 Chevalier logró que se publicara en la Revue Encyclopédique,
la carta que le escribió Galois la noche del duelo, pero solo fue hasta 1846
que Joseph Louis Liouville publicó en el Journal de mathématiques
pures et appliquées (Vol. XI, PP. 381–444) los más importantes escri-
tos matemáticos de Galois. Este hecho fue la culminación de catorce años
de lucha por la reivindicación de Evariste Galois; tarea que emprendieron
pacientemente Alfred y Auguste Chevalier.
A partir de este momento, Galois empieza a emerger como uno de los ma-
temáticos más importantes de todos los tiempos, cuya fama va en aumento
a través de los años. Su vida nos muestra que el cient́ıfico no es ajeno a los
conflictos sociales de su época, sino por el contrario, juega un papel muy
importante en ellos. Cuán equivocado estuvo la noche antes del duelo, en
la que escribió a dos de sus amigos: “Les ruego que me recuerden, ya que
el destino no me concedió una vida que volviera mi nombre digno de que lo
recordara mi páıs”.
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D.2. Memoria sobre las condiciones de




“A nadie le digo que debo algo que haya
de valor en mi obra, a su consejo o alien-
to. Y no lo digo porque seŕıa una mentira.
Juro que nada tengo que agradecer a los
importantes del mundo o de la ciencia”.
Evariste Galois
Esta memoria es un sumario1 de una obra que he tenido el honor de pre-
sentar a la Academia hace un año. Como esta obra no fue comprendida y
las proposiciones que conteńıa fueron indudablemente rechazadas, me con-
tentaré por dar aqúı en forma sintética los principios generales, y solo una
aplicación de mi teoŕıa. Ruego a los árbitros que lean por lo menos estas
pocas páginas con atención.
Se encontrará aqúı una condición general que deben satisfacer todas las
ecuaciones solubles por medio de radicales, y que rećıprocamente asegura
su solubilidad. Se hace solo una aplicación a ecuaciones cuyo grado es un
número primo. He aqúı el teorema propuesto por nuestro análisis:
Para que una ecuación de grado primo que no tiene divisores racionales
sea soluble por radicales, es necesario y suficiente que todas sus ráıces sean
funciones racionales de dos cualesquiera de ellas.
Otras aplicaciones de la teoŕıa son teoŕıas particulares en śı mismas. Requie-
ren, además, el empleo y la teoŕıa de números y de un algoritmo particular:
la reservaremos para otra ocasión. En parte, están relacionadas con las
ecuaciones modulares de la teoŕıa de funciones eĺıpticas que, como demos-
traremos no pueden resolverse por radicales.
E. Galois
16 de enero de 1831.
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Principios
Comenzaré citando algunas definiciones y una serie de lemas, todos ellos
conocidos.
Definiciones. Una ecuacion se dice reducible cuando admite divisores ra-
cionales; irreducible en caso contrario.
Es conveniente explicar qué se debe entender con la palabra racional, ya
que se presenta frecuentemente.
Cuando todos los coeficientes de una ecuación son numéricos y racionales,
esto significa simplemente que la ecuación puede descomponerse en factores
que también tienen coeficientes numéricos y racionales.
Pero cuando los coeficientes de una ecuación no son todos números ra-
cionales, entonces ella puede admitir por divisor racional un divisor cuyos
coeficientes se expresen en función racional de los coeficientes de la ecuación
propuesta.
Además, podemos convenir en considerar como racional toda función ra-
cional de un cierto número de cantidades determinadas, supuestamente
conocidas a priori. Por ejemplo, se puede escoger una ráız particular de
un número entero y considerar como racional toda función racional de este
radical.
Cuando estamos de acuerdo en considerar ciertas cantidades conocidas de
esta forma, diremos que la adjuntamos a la ecuación por resolver. Diremos
que estas cantidades son adjuntas a la ecuación.
Convenido esto, llamaremos racional a cualquier cantidad que se exprese
como función racional de los coeficientes de la ecuación y de un cierto
número de cantidades adjuntas a la ecuación convenidas arbitrariamente.
Cuando hagamos uso de las ecuaciones auxiliares, ellas serán racionales, si
sus coeficientes son racionales en nuestro sentido.
Se ve que las propiedades y dificultades de una ecuación pueden ser to-
talmente diferentes dependiendo de las cantidades que le son adjuntadas.
Por ejemplo, la adjunción de una cantidad puede convertir una ecuación
irreducible en una reducible.
De este modo, cuando se le adjunta a la ecuación
xn − 1
x− 1 = 0
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donde n es primo, una ráız de una de las ecuaciones auxiliares del Sr. Gauss,
esta ecuación se descompone en factores y se torna, por lo tanto, reducible.
Las sustituciones son el paso de una permutación a otra.
La permutación de donde se parte para indicar las sustituciones es total-
mente arbitraria cuando tratamos con funciones, porque no hay ninguna
razón para que, en una función de varias letras, una letra ocupe una posi-
ción primero que otra.
Sin embargo, como no se puede crear la idea de una sustitución sin origi-
nar una permutación, hacemos en el lenguaje un empleo frecuente de las
permutaciones, y consideramos las sustituciones únicamente como el paso
de una permutación a otra.
Cuando deseamos agrupar sustituciones, las hacemos proceder de la misma
permutación.
Como construiremos siempre permutaciones donde la disposición primitiva
de letras no influye en nada en el grupo que consideramos, se deberá realizar
la misma sustitución que se hizo en la permutación de donde se partió.
Luego, si en un grupo están las sustituciones S y T , se está seguro de tener
la sustitución ST .
Estas son las definiciones que pensamos deb́ıamos recalcar.
D.1 Lema. Una ecuación irreducible no puede tener una ráız en común
con una ecuación racional sin dividirla.
Puesto que el máximo común divisor entre la ecuación irreducible dada y
la otra ecuación será de nuevo racional; por tanto, etc.
D.2 Lema. Dada una ecuación cualquiera, que no tenga ráıces iguales,
cuyas ráıces son a, b, c, . . . , se puede siempre formar una función V de las
ráıces, tal que ninguno de los valores que se obtiene permutando las ráıces
en esta función sean iguales.
Por ejemplo, se puede tomar
V = Aa+Bb+ Cc+ · · · ,
siendo A,B,C números enteros adecuadamente escogidos.
D.3 Lema. Siendo la función V escogida como se indica en el lema ante-
rior, goza de la propiedad de que todas las ráıces de la ecuación propuesta
se expresan racionalmente en función de V .
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En efecto2, sea
V = ϕ(a, b, c, d, . . . ),
o bien
V − ϕ(a, b, c, d, . . . ) = 0.
Multipliquemos entre śı todas las ecuaciones semejantes, que se obtienen
permutando en estas las letras, dejando la primera fija; se llega a la expre-
sión siguiente:
[V − ϕ(a, b, c, d, . . . )][V − ϕ(a, c, b, d, . . . )][V − ϕ(a, b, d, c, . . . )] · · · ,
simétrica en b, c, d, . . . , la cual puede, por consiguiente, escribirse en función
de a. Tendremos aśı una ecuación de la forma
F (V, a) = 0.
Pero yo digo que de alĺı se puede extraer el valor de a. Es suficiente para
esto buscar la solución común de esta ecuación y la dada. Esta solución es
la única común, ya que no puede haber otra, por ejemplo:
F (V, b) = 0,
esta ecuación tiene un factor común con la ecuación semejante, a menos
que una de las funciones ϕ(a, . . . ) sea igual a una de las funciones ϕ(b, . . . );
esto está en contradicción con la hipótesis. Se sigue de esto que a se puede
expresar en función racional de V , y es lo mismo para las otras ráıces.
Esta proposición3 está enunciada sin demostración por Abel en su Memoria
Póstuma sobre funciones eĺıpticas4 , 5.
D.4 Lema. Supongamos que se ha formado la ecuación para V , y que se ha
tomado uno de sus factores irreducibles, aśı que V es la ráız de una ecuación
irreducible. Sean V, V ′, V ′′, . . . las ráıces de esta ecuación irreducible. Si
a = f(V ) es una de las ráıces de la ecuación dada, f(V ′) también lo será.
En efecto, al multiplicar entre śı todos los factores de la forma
V − ϕ(a, b, c, . . . , d), en la cual se ha realizado sobre las letras todas las
permutaciones posibles, se obtiene una ecuación racional para V , la cual es
necesariamente divisible por la ecuación en cuestión; luego V ′ ha de ser ob-
tenida por el cambio de letras en la función V . Sea F (V, a) = 0 la ecuación
que se tiene por permutación en V de todas las letras, excepto la primera;
se tendrá entonces F (V ′, b) = 0, donde b puede ser igual a “a”, pero es
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ciertamente una de las ráıces de la ecuación dada; por consiguiente, de la
misma manera que de la ecuación dada y de F (V, a) = 0 resulta a = f(V ),
de la ecuación dada y de F (V ′, b) = 0 combinada se deduce b = f(V ′).6
Expuestos estos principios, procedemos a la exposición de nuestra teoŕıa.7
D.5 Proposición.
Teorema. Dada una ecuación cuyas m ráıces son a, b, c, . . . , existirá siem-
pre un grupo de permutaciones de las letras a, b, c, . . . , que gozará de las
siguientes propiedades:
1. Toda función de las ráıces invariante8 por las sustituciones de este
grupo será racionalmente conocida.
2. Rećıprocamente, toda función de las ráıces, determinada racionalmen-
te, será invariante bajo estas sustituciones.
(En el caso de ecuaciones algebraicas, este grupo no es otra cosa que el
conjunto de las 1 · 2 · 3 · · ·m permutaciones posibles de las m letras, por
que en este caso, las funciones simétricas son las únicas que pueden ser
determinadas racionalmente).
(En el caso de la ecuación
xn − 1




, . . . , con g una ráız primitiva, el grupo de permutaciones será sim-
plemente este:
abcd · · · k,
bcd · · · ka,
cd · · · kab,
· · · · · · · · · ,
kabc · · · i;
en este caso particular, el número de permutaciones es igual al grado de
la ecuación, y lo mismo se cumplirá para ecuaciones donde todas las ráıces
son funciones racionales las unas de las otras).
Demostración. Cualquiera que sea la ecuación dada, se puede encontrar una
función V de las ráıces, tal que todas las ráıces sean funciones racionales
de V . Supuesto esto, consideremos la ecuación irreducible para la cual V
es una ráız (lemas D.3 y D.4).
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Sean V, V ′, V ′′, . . . , V (n−1) las ráıces de esta ecuación.
Sean ϕV,ϕ1V,ϕ2V, . . . , ϕm−1V las ráıces de la ecuación dada.
Escribamos las siguientes n permutaciones de las ráıces:
(V ), ϕV, ϕ1V, ϕ2V, . . . ϕm−1V,
(V ′), ϕV ′, ϕ1V ′, ϕ2V ′, . . . ϕm−1V ′,
(V ′′), ϕV ′′, ϕ1V ′′, ϕ2V ′′, . . . ϕm−1V ′′,
. . . , . . . , . . . , . . . , . . . , . . . ,
(V (n−1)), ϕV (n−1), ϕ1V (n−1), ϕ2V (n−1), . . . ϕm−1V (n−1),
Yo digo que este grupo de permutaciones goza de las propiedades enuncia-
das.
En efecto:
1. Cada función F de las ráıces, invariante bajo las sustituciones de este
grupo, puede ser escrita aśı: F = ϕV , y se tendrá
ϕV = ϕV ′ = ϕV ′′ = · · · = ϕV (n−1).
El valor de F puede por lo tanto ser determinado racionalmente.
2. Rećıprocamente, si la función F está determinada racionalmente, y si
se establece que F = ϕV , se deberá tener
ϕV = ϕV ′ = ϕV ′′ = · · · = ϕV (n−1),
porque la ecuación para V no tiene divisor conmensurable y V satis-
face la ecuación racional F = ϕV , siendo F una cantidad racional.
Luego, la función F será necesariamente invariante bajo las sustituciones
del grupo escrito anteriormente.
Aśı, este grupo goza de la doble propiedad que se considera en el teorema
propuesto. El teorema está entonces demostrado. X
Llamaremos al grupo en cuestión el grupo de la ecuación.9
Escolio I. Es evidente que en el grupo de permutaciones que se ha conside-
rado aqúı, la disposición de las letras no tiene importancia, sino únicamente
las sustituciones de las letras mediante las cuales se pasa de una permuta-
ción a otra.
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De este modo, se puede dar arbitrariamente una primera permutación, con
la condición de que las otras permutaciones sean siempre deducidas de esta
usando las mismas sustituciones de las letras. El nuevo grupo aśı formado
goza evidentemente de las mismas propiedades que el primero, ya que, en
el teorema precedente, toda la importancia radica en las sustituciones que
se pueden hacer en las funciones.
Escolio II. Las sustituciones son independientes aún del número de ráıces.
D.6 Proposición.
Teorema10. Si se la adjunta a una ecuación dada la ráız r de una ecuación
auxiliar irreducible,
1o esto conducirá a dos cosas, la una: o bien el grupo de la ecuación no
cambiará, o bien él se descompondrá en p grupos pertenecientes cada
uno a la ecuación dada cuando se le adjunta respectivamente cada una
de las ráıces de la ecuación auxiliar;
2o estos grupos gozarán de la notable propiedad de que se pasará del uno al
otro aplicando la misma sustitución de letras a todas las permutaciones
del primero.11
Demostración.
1o Si, después de la adjunción de r, la ecuación para V , mencionada an-
teriormente, resulta irreducible, es claro que el grupo de la ecuación no
será cambiado. Si, por el contrario, queda reducible, entonces la ecua-
ción para V se descompone en p factores, todos de un mismo grado y
de la forma
f(V, r) × f(V, r′) × f(V, r′′) × · · · ,
siendo r, r′, r′′, . . . , los otros valores de r.12 Aśı, el grupo de la ecua-
ción dada también se descompone en grupos, cada uno con un mismo
número de permutaciones, ya que a cada valor de V corresponde una
permutación. Estos grupos son respectivamente los de la ecuación dada,
cuando se le adjunten sucesivamente r, r′, r′′, . . . .
2o Hemos visto más arriba que todos los valores de V eran funciones ra-
cionales los unos de los otros. En vista de esto, supongamos que V sea
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una ráız de f(V, r) = 0 y F (V ) otra; es claro de la misma forma que si
V ′ es una ráız de f(V, r′) = 0, F (V ′) será una distinta, porque será13
f(F (V ), r) = una función divisible por f(V, r).
Luego (lema 1)
f(F (V ′), r′) = una función divisible por f(V ′, r′).
Con esta afirmación, yo digo que se obtiene el grupo relativo a r′ aplicando
la misma sustitución de letras en todas partes al grupo relativo a r.
En efecto, si se tiene, por ejemplo
ϕµF (V ) = ϕu(V ),




Luego, para el paso de la permutación [F (V )] a la permutación [F (V ′)],
se hará la misma sustitución que para el paso de la permutación (V ) a la
permutación (V ′).
El teorema está por tanto demostrado. X
D.7 Proposición (1832).
Teorema. Si se adjunta a una ecuación todas las ráıces de una ecuación
auxiliar, los grupos de los que hace referencia el teorema D.6 gozan, además,
de la propiedad de que las sustituciones son las mismas en cada grupo.
Demostración. Se encuentra la demostración.14 , 15 X
D.8 Proposición.
Teorema. Si se adjunta a una ecuación el valor numérico de una cierta
función de sus ráıces, el grupo de la ecuación será reducido en tal forma
que no contiene permutaciones además de aquellas que dejan esta función
invariante.
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Demostración. En efecto, según la proposición D.5, toda función conocida
debe ser invariante bajo las permutaciones del grupo de la ecuación. X
D.9 Proposición.
Problema. ¿En qué caso una ecuación es soluble por radicales simples?
Observaré primero que, para resolver una ecuación, es necesario reducir su
grupo sucesivamente hasta que contenga únicamente una sola permutación.
Ya que, cuando una ecuación es soluble, cualquier función, sea la que fuere
de sus ráıces, es conocida, aun cuando no sea invariante bajo permutación
alguna.
Con esta explicación tratemos de encontrar la condición que el grupo de
una ecuación debe satisfacer, para que pueda ser reducido por la adjunción
de cantidades radicales.
Sigamos la secuencia de las operaciones posibles en esta solución, consi-
derando como operaciones distintas la extracción de cada ráız de grado
primo.
Adjuntemos a la ecuación el primer radical extráıdo en la solución. Se pue-
den tener dos casos: o bien, por la adjunción de este radical el grupo de
permutaciones de la ecuación será reducido; o bien, esta extracción de la
ráız no será más que una simple preparación, resultando el mismo grupo.
En cualquier caso, después de un cierto número finito de extracciones de
ráıces, el grupo deberá encontrarse aśı mismo reducido, porque de lo con-
trario no será soluble.
Si llegamos a este punto, y hay muchas maneras de reducir el grupo de
la ecuación propuesta mediante la simple extracción de una ráız, es ne-
cesario, y es por esto que debemos, considerar únicamente un radical del
menor grado posible entre todos los radicales simples, que son tales que el
conocimiento de cada uno de ellos reduce el grupo de la ecuación.
Sea entonces p el número primo que representa este mı́nimo grado, de suerte
que por la extracción de una ráız de grado p, se reduce el grupo de la
ecuación.
Podemos siempre suponer, al menos por lo que concierne al grupo de la
ecuación, que entre las cantidades adjuntadas previamente a la ecuación se
encuentra una ráız p–ésima de la unidad, α. Porque, como esta expresión
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puede ser obtenida mediante extracciones de ráıces de grado inferior a p,
su conocimiento no alterará en nada el grupo de la ecuación.
Por consiguiente, conforme a los teoremas D.6 y D.7, el grupo de la ecuación
se descompondrá en p grupos que gozarán los unos respecto a los otros
de esta doble propiedad: 10, que pasa de uno a otro mediante una sola
sustitución; 20, que todos contienen las mismas sustituciones.
Yo digo que rećıprocamente, si el grupo de la ecuación puede ser partido
en p grupos que gozan de esta doble propiedad, se puede, mediante una
simple extracción de la ráız p–ésima, y por la adjunción de esta ráız p–
ésima, reducir el grupo de la ecuación a uno de estos grupos parciales.
Tomemos, en efecto, una función de las ráıces que sea invariante bajo todas
las sustituciones de uno de los grupos parciales, y variable por toda otra
sustitución (es suficiente, para esto, escoger una función simétrica de los
diversos valores asumidos por una función que no es invariante bajo alguna
sustitución cuando es sometida a las permutaciones de uno de los grupos
parciales)16. Sea θ esta función de las ráıces.
Apliquemos a la función θ una de las sustituciones del grupo total que no sea
común como la de los grupos parciales. Sea θ1 el resultado. Apliquemos a la
función θ1 la misma sustitución y sea θ2 el resultado, y aśı sucesivamente.
Como p es un número primo, esta secuencia puede terminar únicamente
con el término θp−1; luego se tendrá θp = θ, θp+1 = θ1, y aśı sucesivamente.
En vista de esto, es claro que la función
(




será invariante bajo todas las permutaciones del grupo total, y por consi-
guiente, será ahora conocida.
Si se extrae la ráız p–ésima de esta función, y se le adjunta a la ecuación,
entonces por la proposición D.8, el grupo de la ecuación no contendrá más
sustituciones que aquellas de los grupos parciales.
Aśı, para que sea posible reducir el grupo de una ecuación mediante la
extracción de una ráız simple, la condición antes enunciada es necesaria y
suficiente.
Adjuntemos a la ecuación el radical en cuestión; podemos ahora razonar
con respecto al nuevo grupo como con respecto al precedente y debe ser
posible también descomponerlo en la forma indicada, y aśı sucesivamente,
hasta lograr un grupo que contenga únicamente una permutación.17
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Escolio. Es fácil observar este proceso en la conocida solución de ecua-
ciones generales de cuarto grado. En efecto, estas ecuaciones se resuelven
por medio de una ecuación de tercer grado, la cual aśı mismo requiere la
extracción de una ráız cuadrada. En la sucesión natural de ideas, se debe
comenzar por lo tanto con esta ráız cuadrada. Luego, adjuntándole a la
ecuación de cuarto grado esta ráız cuadrada, el grupo de la ecuación, que
contiene en total veinticuatro sustituciones, se descompone en dos que no






Ahora este grupo se divide aśı mismo en tres grupos, como se indica en los
teoremas D.6, D.7. Aśı, por la extracción de un solo radical de tercer grado,





y este grupo de nuevo se divide en dos grupos:
abcd cdab
badc dcba.
Aśı, después de una simple extracción de la ráız cuadrada, queda
abcd
badc
el cual será resuelto finalmente por una simple extracción de una ráız cua-
drada.
Se obtiene de este modo, o bien la solución de Descartes, o bien la de
Euler; porque después de la solución de la ecuación auxiliar de tercer grado
se extraen por último tres ráıces cuadradas; se sabe que es suficiente con
dos, ya que la tercera se deduce racionalmente.
A continuación vamos a aplicar esta condición a las ecuaciones irreducibles
de grado primo.
Aplicación a las ecuaciones irreducibles de grado primo.
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D.10 Proposición.
Lema. Una ecuación irreducible de grado primo no puede llegar a ser re-
ducible por la adjunción de una radical cuyo ı́ndice sea diferente al grado
de la ecuación.18
Porque si r, r′, r′′, . . . , son los diferentes valores del radical, y si Fx = 0 es
la ecuación propuesta, se tiene que Fx se descompone en factores.
f(x, r)x f(x, r′)x · · · ,
todos del mismo grado, lo cual es imposible, a menos que f(x, r) sea de
primer grado en x.
Aśı, una ecuación irreducible de grado primo no puede llegar a ser reducible,
a menos que su grupo se reduzca a una única permutación.
D.11 Proposición.
Problema. ¿Cuál es el grupo de una ecuación irreducible de grado primo
n si es soluble por radicales?
De acuerdo con la proposición precedente, el grupo más pequeño posible,
anterior al que tiene una sola permutación, contendrá n permutaciones.
Porque un grupo de permutaciones de un número primo n de letras no
puede reducirse a n permutaciones, a menos que cada una de esta pueda
ser deducida de cualquier otra por una sustitución ćıclica de orden n. (Ver la
Memoria del Sr. Cauchy, Journal de l’Ecole Polytechnique, caṕıtulo XVIII).
De este modo, el penúltimo grupo será
x0, x1, x2, x3, . . . , xn−3, xn−2, xn−1,
x1, x2, x3, x4, . . . , xn−2, xn−1, x0,
x2, x3, x4, . . . , . . . , xn−1, x0, x1,
. . . , . . . , . . . , . . . , . . . , . . . , . . . , . . . ,
xn−1, x0, x1, . . . , . . . , xn−4, xn−3, xn−2.
siendo x0, x1, x2, . . . , xn−1, las ráıces.
Ahora, el grupo que precede inmediatamente a este en el orden de des-
composición deberá ser integrado por un cierto número de grupos teniendo
todos las mismas sustituciones que este. Pero observo que estas sustitu-
ciones pueden ser expresadas como sigue (haciendo, en general, xn = x0,
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xn+1 = x1, . . . , es claro que cada una de las sustituciones del grupo (G) pue-
de ser obtenida por la sustitución de xk+c en lugar de xk desde el principio
hasta el final, siendo c una constante).
Consideremos uno cualquiera de los grupos semejantes al grupo (G). De
acuerdo con el teorema D.6, puede ser obtenido aplicándole la misma susti-
tución desde el principio hasta el final; por ejemplo, sustituyendo en todas
partes en el grupo (G), xk por xf(k), siendo f una cierta función.
Como las sustituciones de este nuevo grupo deberán ser las mismas que
aquellas del grupo (G), se tendrá
f(k + c) = f(k) + c,
siendo c independiente de k.
Luego:
f(k + 2c) = f(k) + 2c
f(k +mc) = f(k) +mc.
Si c = 1 k = 0, se encuentra
f(m) = am+ b,
o bien
f(k) = ak + b,
siendo a y b constantes.
Aśı, el grupo que precede inmediatamente al grupo (G) no puede contener
cualquier sustitución además de aquellas de la forma
xk, xak+b
y no contiene, por consiguiente, sustituciones ćıclicas distintas que las del
grupo (G).
Se razona sobre este grupo como sobre el precedente, y se deduce que el
primer grupo en el orden de descomposición, llamado el grupo actual de la
ecuación, no puede contener más que sustituciones de la forma
xk, xak+b.
Luego, si una ecuación irreducible de grado primo es soluble por radicales,
el grupo de esta ecuación no puede contener más que las sustituciones de
la forma
xk, xak+b,
siendo a y b constantes.
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Rećıprocamente, si esta condición es cierta, yo digo que la ecuación será so-
luble por radicales. En efecto, consideremos las funciones
(
x0 + αx1 + α




x0 + αxa + α




x0 + αxa2 + α
2x2a2 + · · · + αn−1x(n−1)a2
)n
= Xa2
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ,
siendo α una ráız n–ésima de la unidad, y a una ráız primitiva de n.
Es claro que toda función invariante por las sustituciones ćıclicas de las
cantidades X1,Xa,Xa2 , . . . , será, en este caso, inmediatamente conocida.
Luego, se puede encontrar X1,Xa,Xa2 , . . . , por el método del Sr. Gauss
para ecuaciones binomiales. Luego, etc.
Aśı, para que una ecuación irreducible de grado primo sea soluble por ra-





(X1 −X)(Xa −X)(Xa2 −X) · · ·
deberá, cualquiera que sea X, ser conocida.
Es necesario y suficiente que la ecuación que da esta función de las ráıces
admita, cualquiera que sea X, un valor racional.
Si la ecuación propuesta tiene todos sus coeficientes racionales, la ecuación
auxiliar también los tendrá; y será suficiente determinar si esta ecuación
auxiliar de grado 1 · 2 · 3 · · · (n − 2) tiene o no una ráız racional, y esta se
sabe hacer.
Este es el método que se debe usar en la práctica. Pero vamos a presentar
el teorema en una forma diferente.19
D.12 Proposición.
Teorema. Para que una ecuación irreducible de grado primo sea soluble por
radicales, es necesario y suficiente que siendo conocidas dos cualesquiera de
sus ráıces, las otras se deduzcan racionalmente de estas.
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Primeramente, es necesario porque la sustitución
xk, xak+b
nunca deja dos letras en el mismo lugar; es claro que adjuntando dos ráıces
de la ecuación, por la proposición D.8, su grupo deberá reducirse a una sola
permutación.
En segundo lugar, es suficiente porque en este caso ninguna sustitución del
grupo puede dejar dos letras en el mismo lugar. Por consiguiente, el grupo
contendrá a lo más (n − 1) permutaciones. Luego, él no contendrá más
que una sola sustitución ćıclica (si no tendŕıa al menos n2 permutaciones).
Entonces, cada sustitución del grupo xk, xf(k) debe satisfacer la condición
f(k + c) = f(k) + c,
entonces, etc.
El teorema está aśı demostrado.20
E. Galois.
Ejemplo del teorema
Sea n = 5. El grupo será el siguiente:
a b c d e
b c d e a
c d e a b
d e a b c
e a b c d
a c e b d
c e b d a
e b d a c
b d a c e
d a c e b
a e d c b
e d c b a
d c b a e
c b a e d
b a e d c
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a d b e c
d b e c a
b e c a d
e c a d b
c a d b e
D.3. Notas aclaratorias
(1) NACH He juzgado conveniente colocar como encabezamiento de esta
Memoria el prólogo que se va a leer, que realmente he encontrado
tachado en el manuscrito.
(2) NHE Adjuntamos como un documento histórico la siguiente nota que
el señor Poisson sintió deb́ıa hacer sobre esto.
“La demostración de este lema es insuficiente; sin embargo, es verda-
dero de acuerdo al n◦ 100 de la memoria de Lagrange, Berĺın, 1771”.
(3) NEG Es de observar que de esta proposición se puede concluir que
cada ecuación depende de una ecuación auxiliar, con la propiedad de
que todas las ráıces de esta nueva ecuación sean funciones racionales
las unas de las otras. Porque la ecuación auxiliar para V lo es en este
caso.
Además, esta observación es un poco curiosa. En efecto, una ecua-
ción que tiene esta propiedad no es, en general, más fácil auxiliar de
resolver que otra.
(4) NHE Esto parece ser una referencia al § del caṕıtulo 2 de “Memoria
sobre una propiedad general de una clase muy extensa de funciones
trascendentes” de Abel. Por otra parte, Galois dice “Seŕıa fácil pa-
ra mı́ probar que yo no conoćıa aún el nombre de Abel cuando pre-
senté mis primeras investigaciones sobre la teoŕıa de ecuaciones al
Instituto y que la solución de Abel no pod́ıa haber aparecido antes que
la mı́a”.
(5) NAM La palabra función aplicada a V induce a confusión. Se en-
tiende que, fijada la ecuación a estudiar, V es una cantidad V =
Aa + Bb+ Cc+ · · · = ϕ(a, b, c, . . . ) tal que todas las cantidades que
se obtienen a partir de ella permutando las ráıces son diferentes.
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Galois parte del resultado conocido de que toda función simétrica de
las ráıces de una ecuación puede ser expresada racionalmente en fun-
ción de los coeficientes de esta. Sea f(x) = (x−a)(x−b)(x−c) · · · = 0
la ecuación propuesta. Los coeficientes de F (X) = (X − ϕ(a, b, . . . ))
(X − ϕ(a, c, . . . )) · · · = 0 son funciones simétricas de ϕ(a, b, . . . ),
ϕ(a, c, . . . ), . . . , y por tanto de b, c, . . . , que son las ráıces de
f(X)
X − a =
0. Como los coeficientes de esta última son funciones racionales de las
de f y de a, tendremos la ecuación racional F (X,a) = 0. Si V desig-
na la cantidad ϕ(a, b, . . . ), a es la única ráız común a las ecuaciones
F (V, x) = 0 y f(x) = 0, y por tanto podemos obtener a en función
de V buscando el máximo común divisor de las dos.
(6) NAM Cuando Galois se refiere a la ecuación en V está suponiendo
que la cantidad V es algebraica sobre el campo de racionalidad en
el que se trabaja. La suposición es leǵıtima, evidentemente, dada la
definición de V , pero posiblemente Galois no se plantea esta pregunta,
ya que la entre irracionales algebraicos y trascendentes no es un hecho
sino a partir del año 1844. Galois considera, entonces, de una vez una
ecuación racional irreducible g(x) = 0 que admite V como ráız, y la
otra ecuación también racional
G(x) = (x−ϕ(a, b, c, . . . ))(X −ϕ(b, a, c, . . . ))(X −ϕ(c, a, b, . . . )) · · · ,
que tiene como ráıces todos los diferentes valores que V toma cuando
se permutan las ráıces. Por el lema D.5, g(x) divide a G(x), y por
tanto, todas las ráıces de g se obtienen “por intercambio de letras en
V ”.
(7) NT Esta afirmación aparece en la traducción de Harold Edwars y en
la monograf́ıa de Malet, pero no en la memoria de la Sociedad de
Matemáticas de Francia.
(8) NEG Llamaremos aqúı invariante no solamente una función en la
que la forma es invariante por las sustituciones de ráıces entre ellas,
sino que además, en la cual los valores numéricos no vaŕıen por estas
sustituciones. Por ejemplo, si Fx = 0 es una ecuación, Fx es una
función de las ráıces que no vaŕıa por alguna permutación.
Cuando decimos que una función es racionalmente conocida, habre-
mos dicho que sus valores numéricos se expresan en función racional
de los coeficientes de la ecuación y de las cantidades adjuntas.
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(9) NAM Sea g(x) = (X − V )(X − V ′) · · · (X − V (n−1)) = 0 la ecuación
que admite la ráız V . Si F es una cantidad que se expresa racional-
mente en función de las ráıces a, b, c, . . . , también se expresará en
función racional de la cantidad V . Si tenemos
F (a, b, c, . . . ) = F (ϕV,ϕ2V, . . . , ϕm−1V ) = ϕV,
siempre las sustituciones del grupo actuaran aśı:
F (ϕV ′, ϕ2V
′, . . . , ϕm−1V
′) = ϕV ′, etc.
Si F = ϕV = ϕV ′ = ϕV ′′ = . . . , F puede ser siempre considerada
función simétrica de las ráıces de g y, por tanto, expresable racio-
nalmente en función de sus coeficientes, que también son racionales.
Rećıprocamente, si F (a, b, c, . . . ) = ϕV es una cantidad racional, con-
sideramos la ecuación F − ϕ(X) = 0.
Como quiera que admite la ráız V de la ecuación irreducible g(X) = 0,
ha de admitirlas todas.
Disponiendo de una definición general de grupo de sustituciones, Jor-
dan simplifica la definición: El sistema formado por las sustituciones
que transforman V en V, V ′, V ′′, . . . , V (n−1) es un grupo (como se
demuestra fácilmente) que será el de la ecuación.
(10) NACH En el enunciado del teorema, después de la palabra la ráız r
de una ecuación irreducible, Galois aborda esto aśı: de grado p primo,
que él hace énfasis más tarde. La misma, en la demostración, en lugar
de siendo r, r′, r′′ otros valores de r, la redacción primitiva es: siendo
r, r′, r′′ los diversos valores de r. Al final se encuentra en el margen
del manuscrito la nota siguiente del autor:
“Hay algo que completar en esta demostración, ya no tengo tiempo”.
Esta ĺınea está sobrepuesta con una gran rapidez sobre el papel; cir-
cunstancias que, junto con las palabras “yo no tengo el tiempo”, me
hacen pensar que Galois estaba releyendo su Memoria para corregirla
antes de irse sobre el terreno.
(11) NAM El enunciado de esta proposición D.6 ha de ser interpretado
aśı:
El apartado primero hace referencia a los subgrupos conjugados H,
βHβ−1, . . .
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El apartado segundo hace referencia a los mismos subgrupos, pero
teniendo en cuenta ahora que si β =
(
1 2 3 . . .
i j k . . .
)
, todas las per-
mutaciones que aparecen al escribir los elementos de βHβ−1 a partir
de la permutación ijk · · · son las mismas que aparecen al escribir los
elementos de la clase lateral βH a partir de la permutación 1 2 3 . . .
En el enunciado del teorema, después de las palabras “la ráız r de
una ecuación auxiliar irreducible”, aparecen detalladas estas otras:
“de grado primo p”. Esta condición es necesaria para la demostración
que da Galois, tal como lo observó Liouville.
(12) NAM En este punto Liouville agrega:
“Esto merece ser explicado con algún detalle.
Designemos por ϕV = 0 la ecuación de la cual habla el autor y
sean f(V, r), f1(V, r), f2(V, r), . . . , fi−1(V, r) los factores irreducibles
en los cuales ϕV se descompone por la adjunción de r, de manera que
ϕV = f(V, r)f1(V, r) · · · fi−1(V, r).
Como r es ráız de una ecuación irreducible, se podrá reemplazar en
el segundo miembro r por r′, r′′, . . . , r(p−1). Aśı, ϕ(V )p es el producto
de las i cantidades siguientes:
f(V, r) f(V, r′) · · · f(V, r(p−1)),
f1(V, r) f1(V, r
′) · · · f1(V, r(p−1)),
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
fi−1(V, r) fi−1(V, r
′) · · · fi−1(V, r(p−1)),
cada una de las cuales es simétrica en r, r′, . . . , r(p−1), y por tanto
expresable en función racional de V , independientemente de toda ad-
junción, ha de dividir a ϕ(V )p y reducirse, por consiguiente, a una
simple potencia del polinomio ϕ(V ), el cual deja de descomponer-
se en factores cuando no adjuntamos los auxiliares r, r′, etc. Afir-
ma que el grado de la potencia ha de ser el mismo para todos. En
efecto, las ecuaciones f(V, r) = 0, f1(V, r) = 0 que se derivan de
ϕ(V ) y las ráıces de las cuales son funciones racionales las unas de
las otras no pueden dejar de ser del mismo grado. Haciendo pues
f(V, r) f(V, r′) · · · f(V, r(p−1)) = ϕ(V )µ, se deducirá p = iµ. Pero p
es primo e i > 1; por lo tanto, i = P , de donde µ = 1 y finalmente
ϕ(V ) = f(V, r) f(V, r′) · · · f(V, rp−1). Como se queŕıa demostrar”.
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Jordan demuestra el teorema, sin importar que el grado p sea primo,
de la siguiente manera:
Sea φ(X) = (X − r)(X − r′)(X − r′′) · · · = 0 una ecuación irreducible
si la adjunción de r modifica el grupo G de la ecuación propuesta;
sea H el nuevo grupo reducido. Sean 1, α, α1, . . . , sus sustituciones
y sean 1, α, α1, . . . ; β, αβ, α1β, . . . ; γ, αγ, α1γ, . . . ; . . . las de G. Sea,
finalmente, ϕ1 una cantidad que se expresa en función racional de las
ráıces de la ecuación propuesta, invariante bajo las sustituciones de H
y variable por toda otra sustitución. ϕ1, ϕβ , ϕγ , . . . representarán las
transformaciones de ϕ1 por la aplicación de 1, β, γ, . . . en las ráıces.
Si ϕ1 es invariante por el grupo resultante al adjuntar r, se podrá ex-
presar ϕ1 en función racional de r. Sea ϕ1 = θ(r). Las cantidades
θ(r), θ(r′), θ(r′′) son en orden ϕ1, ϕβ , ϕγ , . . . . En efecto, consideremos
la ecuación (θ(X)−ϕ1)(θ(X)−ϕβ)(θ(X)−ϕγ ) · · · = 0; como r no es
una ráız y como φ(X) = 0 es irreducible, todas las otras también lo
serán.
Veamos que la adjunción de la ráız r′, en lugar de r, reduce el grupo
de la ecuación propuesta a uno de los grupos conjugados βHβ−1,
γHγ−1, . . . del grupo H. En efecto, supongamos que θ(r′) = ϕβ . Al
adjuntar r′, ϕβ resulta racional, por tanto, el nuevo grupo I solamente
puede contener sustituciones que no alteran a ϕβ , por lo tanto I ⊆
βHβ−1. De aqúı se deduce que el orden de I es a lo más como el de
H. Partiendo de la ráız r′ en lugar de la ráız r, veŕıamos que el orden
de H es a lo más como el de I. Por tanto I = βHβ−1.
Se puede ver finalmente que el número de grupos conjugados H,
βHβ−1, . . . , es necesariamente un divisor del grado de la ecuación
φ(X) = 0. En efecto, la ecuación
(X − ϕ1)(X − ϕβ)(X − ϕγ) · · · = 0 (D.1)
es irreducible (en el caso contrario resultaŕıa que algunas de las susti-
tuciones 1, β, γ, . . . , seŕıan iguales) y tienen los coeficientes racionales
(invariantes bajo las sustituciones de G). Como las cantidades θ(r),
θ(r′), θ(r′′) son ráıces de la ecuación (D.1), y como la función
(X − θ(r))(X − θ(r′))(X − θ(r′′)) · · · (D.2)
es racional (los coeficientes son simétricos en r, r′, r′′, . . . , ráıces de
una ecuación racional), se puede deducir que (D.2) es una potencia
del primer miembro de (D.1).
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(13) NT En el libro de Jarold Edwars esta parte de la demostración
aparece como nota del autor.
(14) NACH En el manuscrito, el enunciado del teorema que se acaba de
leer se encuentra en el margen y en reemplazo de otro con el mismo
t́ıtulo que Galois hab́ıa escrito con su demostración Proposición D.7.
He aqúı el texto primitivo:
Teorema. Si la ecuación para r es de la forma rp = A y si las
p–ésimas ráıces de la unidad han sido ya adjuntadas, los p grupos
que se mencionan en el teorema D.6 gozan de la propiedad adicional
de que las sustituciones de letras por las cuales se pasa de una permu-
tación a otra en cada grupo son las mismas para todos los grupos. En
efecto, en este caso no importa qué valor de r se adjunte a la ecuación.
Por consiguiente, sus propiedades deben ser las mismas después de la
adjunción de cualquier valor de r sea el que fuere. Aśı, su grupo debe
ser el mismo en cuanto concierne a las sustituciones (proposición D.5,
escolio), entonces, etc. . . .
Todo esto está tachado con cuidado; el nuevo enunciado data de 1832
y muestra, por la forma en la cual está escrito, que el autor esta-
ba extremadamente presionado; esto confirma la aserción que hab́ıa
adelantado en la nota precedente (Nota (10)).
(15) NAM Retomemos las notaciones de la nota (12), suponiendo que
las ráıces r, r′, r′′, . . . , son todas expresables como funciones racionales
de una de ellas. Es este caso, las cantidades ϕ1, ϕβ , ϕγ , . . . , funciones
racionales de las ráıces, le serán todas de una sola de las ráıces, y por
tanto invariantes bajo el grupo conjugado correspondiente. Pero como
cada una es invariante, respectivamente, bajo H,βHβ−1, γHγ−1, . . . ,
resulta que todos estos grupos han de ser idénticos.
Consideremos ahora una cantidad V construida según los lemas D.2
y D.3 a partir de las ráıces r, r′, r′′, . . . ; V es ráız de una ecuación
irreducible, tal que todas las ráıces son funciones racionales de una de
ellas. Además, cada una de las ráıces r, r′, r′′, . . . , puede ser expresada
en función racional de V , y por tanto la adjunción de todas las ráıces
equivale a la adjunción de V .
(16) NT La expresión que aparece entre paréntesis figura en el libro de
Harold Edwars como nota del autor.
(17) NAM Galois parte del hecho de que las hipótesis actuales, las p per-
mutaciones 1, β, γ, . . . , de la nota (12) son de la forma 1, β, β2, . . . , βp−1.
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Como la adjunción de la cantidad θ, invariante porH, reduce el grupo
de la ecuación al subgrupo H, habŕıa que demostrar nada más que θ
puede ser expresada en función de los radicales.
La demostración siguiente hace ver cómo Galois toma ideas de Abel,
enseguida que aclaremos la demostración del texto. (“Memoria sobre
una clase particular de ecuaciones solubles algebraicamente”).
Sea θ una función racional y x1, θx1, θ
2x1, . . . , θ
µ−1x1, todas las ráıces
de una ecuación. Veremos que la ecuación es soluble por radicales.
Siendo α una ráız primitiva µ–ésima de la unidad, consideremos
ϕx1 =
(
x1 + αθx1 + α
2θ2x1 + · · · + αµ−1θµ−1x1
)µ
.






ϕx1 + ϕθx1 + ϕθ
2x1 + · · · + ϕθµ−1x1
)
,
de donde resulta que ϕx1 es una función simétrica de las ráıces de la
ecuación propuesta y, por tanto una cantidad racional. Denominán-
dola A, tenemos que µ
√
A = x1 + αθx1 + α
2θ2x1 + · · · + αµ−1θµ−1x1.
Sustituyendo en esta expresión α por las µ ráıces diferentes de la
unidad 1, α, α2, . . . , αµ−1, obtendremos las µ ecuaciones
µ
√
A0 = x1 + θx1 + θ
2x1 + · · · + θµ−1x1
µ
√
A1 = x1 + αθx1 + α
2θ2x1 + · · · + αµ−1θµ−1x1
µ
√
A2 = x1 + α
2θx1 + α
4θ2x1 + · · · + α2θµ−1x1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
µ
√
Aµ−1 = x1 + α
µ−1θx1 + α
2(µ−1)θ2x1 + · · · + α(µ−1)(µ−1)θµ−1x1,
de las cuales se puede deducir las expresiones de las ráıces en función
de los radicales µ
√
Ai y las ráıces α
j .
Jordan, después de reformular este teorema de dos maneras diferentes,
adiciona los conceptos de sucesión y factores de composición de un
grupo con los cuales lo enuncia aśı:
Para que una ecuación sea soluble por radicales es necesario y sufi-
ciente que sus factores de composición sean todos primos.
(18) NT El enunciado de este lema se tomó de la memoria de la Acade-
mia. En la traducción de Harold Edwars el lema está enunciado de la
siguiente forma:
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“Lema. Una ecuación irreducible de grado primo no puede llegar a
ser reducible por la adjunción de un radical [Sic. Galois evidentemente
da a entender que la ecuación no puede llegar a ser reducible sin ser
solucionada completamente]”.
(19) NAM Galois hace referencia al art́ıculo de Cauchy de 1815, apare-
cido en el Journal de l’Ecole Polytechnique, XVII. Observemos que
las n− 1 sustituciones
1,
(
x0 x1 x2 . . . xn−1




x0 x1 x2 . . . xn−1
x0 xa2 x2a2 . . . x(n−1)a2
)
, . . . ,
son todos de la forma xk, xλk.
La ecuación G(X) = (X1 − X)(Xa − X)(Xa2 − X) = 0 es de coefi-
cientes racionales. Sea ϕ(X1,Xa,Xa2 , . . . ) una cantidad racional. Te-
niendo en cuenta la definición de X1,Xa,Xa2 , . . . , ϕ es invariable
bajo una sustitución de las ráıces x1, x2, . . . , si y sólo si, la sustitu-
ción xk, xλk+µ, la cual induce la sustitución Xk, Xλk. Por tanto, el
grupo de la ecuación G(X) = 0 estará formado por las sustituciones
de esta ı́ndole, que coinciden con las ćıclicas generadas por el ciclo
(X1,Xa,Xa2 , . . . ). Aśı pues, la ecuación G(X) = 0 tendrá el mis-
mo grupo que la ecuación
xn − 1
x− 1 = 0, y por tanto será soluble por
radicales.
La adjunción de las cantidades X1,Xa,Xa2 , . . . permite expresar por
radicales las ráıces, x0, x1, . . . , con un método similar al indicado en
la nota (17).
(20) NAM Supongamos que todas las ráıces se expresan racionalmente
en función de dos de ellas, x0 y x1. El orden del grupo G es igual
al producto del orden del subgrupo H, que deja x0, x1 fijos por el
número de parejas ordenadas de lugares debidos a x0, x1 por todas
las permutaciones de G. Como la adjunción de x0 y x1 permite re-
solver la ecuación, esta adjunción reduce el grupo de la ecuación a la
permutación unidad. Por tanto, el orden de H es 1 y el orden de G
es como máximo igual a n(n− 1).
Si la ecuación es irreducible el grupo G, es tal que cualquier ráız
puede estar dada en cualquier lugar por las permutaciones del grupo
(G es un grupo transitivo). Un grupo transitivo de permutaciones de
n letras tiene orden divisible por n. Por tanto, en el caso del teorema,
G contiene una sustitución ćıclica Γ de las n ráıces.
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El grupo G no puede contener otra sustitución de orden n fuera de Γ
y sus potencias. En efecto. Si τ es una permutación de orden n, las
n2 permutaciones Γpτ q no pueden ser tomadas diferentes porque el
orden de G no sobrepasa a n(n − 1), y por tanto Γpτ q = Γpτ q′ para
potencias convenientes. De aqúı se deduce que τ es una potencia de
Γ. Si τ(xk) = xf(k) es una permutación cualquiera de G, entonces
τΓτ−1 ha de ser una potencia de Γ, es decir, de la forma xk −→ xk+a.
Supongamos que Γ = (x0, x1, . . . , xn−1); tendremos que τΓτ−1 es de
la forma xf(k) −→ xf(k+a), y por tanto f(k+1) = f(k)+a, de donde
se deduce f(k) = ak + b.
D.4. Acta de la sesión de la Academia de
Ciencias de Paŕıs del 4 de julio de 1831
Evariste Galois
(1811–1832)
“Los grandes esṕıritus siempre han encon-
trado una violenta oposición de parte de
mentes mediocres”.
Albert Einstein (1879–1955)
Los señores Lacroix y Poisson hacen la siguiente relación sobre la memoria
del Sr. Galois relativa a las condiciones de solubilidad por radicales.
“El objetivo que el autor se ha propuesto en esta memoria es demostrar un
teorema que se enuncia aśı:
Para que una ecuación irreducible de grado primo sea soluble por radicales
es necesario y suficiente que, conocidas dos cualesquiera de sus ráıces, las
otras se deduzcan racionalmente.
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El autor entiende por ecuación irreducible una ecuación cuyos coeficientes
son racionales y que no se puede descomponer en otras ecuaciones que tam-
bién tengan sus coeficientes racionales. Según su proposición, la ecuación
general de tercer grado, por ejemplo, será soluble porque como la suma
de las tres ráıces es igual al coeficiente del segundo término precedido de
un signo contrario, cada una de ellas se expresa racionalmente por medio
de las otras dos. Notas encontradas en los papeles de Abel y que han sido
impresas después de su muerte en el Journal del Sr. Crelle, Vol. V, pág.
345, contiene una proposición análoga a la del Sr. Galois y cuyo enunciado
es el siguiente:
Si tres ráıces de una ecuación irreducible cualquiera, cuyo grado es un
número primo, están relacionadas entre ellas de manera que una de es-
tas ráıces puede ser expresada racionalmente por medio de las otras dos, la
ecuación será siempre soluble por radicales.
Este enunciado difiere del presentado por el Sr. Galois en el hecho de que el
geómetra noruego no dice que la condición considerada sea necesaria, sino
únicamente que es suficiente para que la ecuación sea soluble, y no parece
que la considere indispensable, pues se encuentra en las citadas notas otra
proposición relativa a la solución de una clase numerosa de ecuaciones que
bien podŕıan no satisfacer esta condición. Tampoco parece que esta sea la
proposición a la que hace alusión en este pasaje de una carta escrita al Sr.
Legendre y publicada después de la muerte de Abel en el Journal del Sr.
Crelle, Vol. VI. p. 80:
“He sido bastante afortunado”, dice él, “encontrando una regla segura con
la ayuda de la cual se podrá reconocer si una ecuación cualquiera propuesta
es soluble o no por radicales. Un corolario de mi teoŕıa hace ver que gene-
ralmente es imposible resolver las ecuaciones superiores al cuarto grado”.
Ignoramos si Abel ha dejado un manuscrito de esta teoŕıa; no ha sido im-
presa, como tampoco la demostración del teorema análogo al que es objeto
esta relación, y que perteneceŕıa enteramente al Sr. Galois, si se llegase
a establecer de una manera satisfactoria. En todo caso se ha de destacar
que no cuenta, como el t́ıtulo de la memoria lo promet́ıa, la condición de
solubilidad de las ecuaciones por radicales, pues admitiendo como cierto la
proposición del Sr. Galois, no habŕıamos avanzado nada para saber si una
ecuación dada de grado primo es soluble o no por radicales, ya que habŕıa
en primer lugar que asegurarse de que la ecuación es irreducible y después
de que una de las ráıces se puede expresar en función racional de otras
dos. La condición de solubilidad, si existiese, habŕıa de tener un carácter
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exterior que se pueda verificar mediante la inspección de los coeficientes
de una ecuación dada o apurando mucho las cosas si se resolvieran otras
ecuaciones de grados menos elevados que el de la propuesta.
Sea como sea, hemos hecho todos los esfuerzos posibles para comprender
las demostraciones del Sr. Galois. Su argumentación no es suficientemente
clara, ni está lo suficientemente desarrollada para permitirnos juzgar su
rigor; ni siquiera nos es posible dar una idea de esta monograf́ıa.
El autor pretende que las proposiciones contenidas en su Memoria formen
parte de una teoŕıa general que tiene fecundas aplicaciones. Con frecuencia
partes diferentes de una teoŕıa se esclarecen entre śı y pueden comprenderse
más fácilmente cuando se las considera juntas que cuando se las considera
aisladamente. Por lo tanto, debemos esperar, antes de emitir una opinión
definitiva, que el autor publique una versión más completa de su obra; pero
en el estado en que está la parte que se ha sometido a la Academia, no
podemos proponeros que deis vuestra aprobación”.
La Academia adopta las conclusiones de esta Relación.
(Institut de France, Académie des sciences, Vol IX, pp. 660–661 ).
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moloǵıa, Historia y Didáctica de la Matemática, No VI, Universidad
Nacional de Colombia, Bogota, 1984.
[24] Castro, lván, “Cuerpos cuadráticos euclidianos”, Bolet́ın de ma-
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[105] Warner, Seth, Classical Modern Algebra, Prentice-Hall, Inc., New Jer-
sey, 1971.
[106] Watson, William, “C.F. Gauss y la Geometŕıa Diferencial”, Epis-
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dad Nacional de Colombia, Departamento de Matemáticas, Bogotá,
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cinta de Möbius, 201













de descomposición (c.d.d), 114
de descomposición sobre F del
conjunto S, 218
de ruptura (c.d.r), 75
extensión de F generado por C,
73
fijo de G, 209
finito, 129, 136





cuadráticos euclidianos, 31, 40
393





de Bessy, Benhard Freniche, 8
Dedekind, Richard, 2, 70, 96, 207
divisor de lado, 34
divisor universal de lado, 34
dominio
entero con unidad, 33
euclidiano, 39, 43
E. Berg, 49
ecuación de Pell, 8
Edward, Harold, 344
Eisenstein, Ferdinand Gottholb, 1, 162
el grado de a sobre F , 78
elemento
algebraico, 139
algebraico separable sobre F , 139
invertible fundamental, 14, 19







de cuerpos cuadráticos, 50
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máximo común divisor para enteros










norma de una unidad, 7
Oppenheim, A., 48
ordenación sobre F , 102




polinomio separable sobre F , 139
polinomios ciclotómicos, 162
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ráız n–ésima de la unidad, 162
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Ruffini, Paolo, 70
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