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Abstract
We show that a distance regular graph Γ with intersection array (21, 16, 8; 1, 4, 14) does not exist.
The proof uses algebraic properties of a positive semidefinite matrix related to the neighbourhood of
a vertex of Γ .
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1. Notation and terminology
Let Γ be any graph. We will silently identify Γ with its vertex set, and hence write
p ∈ Γ to indicate that p is a vertex of Γ and write D ⊆ Γ when D is a subset of the vertex
set of Γ . Also the subgraph of Γ induced by a subset D will often simply be denoted by D.
If D ⊆ Γ then the neighbourhood Γ1(D) of D in Γ is the set of all vertices in Γ − D
that are adjacent to at least one vertex of D.
Let D ⊆ Γ and u0, u1, . . . , u3 ∈ R. By DΓ [u0, u1, u2, u3] we denote a real symmetric
matrix whose rows and columns are indexed by the elements of D, with entries ud(p,q)
at position p, q . Here d(p, q) is the distance between p and q in the larger graph Γ (and
not in the subgraph D). (In this paper we only consider graphs Γ with diameter ≤3.) We
will abbreviate this to D[u0, u1, u2, u3] when Γ is clear from its context. If the ordering of
the vertices used to construct this matrix is relevant to the problem, then this will clearly
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be indicated. If D is known to satisfy d(p, q) < 3 for every p, q ∈ D, then we write
D[u0, u1, u2] instead of D[u0, u1, u2, u3].
Let M be a square symmetric matrix whose rows and columns are indexed by the
elements of some D ⊆ Γ . If S ⊆ D, then by sub(M; S) we denote the square
symmetric matrix obtained from M by removing all rows and columns that correspond
to vertices not belonging to S. If S1, . . . , Sk are mutually disjoint subsets of D, then
part(M; S1, . . . , Sk) is a block matrix obtained from sub(M; S1 ∪ · · · ∪ Sk) by reordering
and partitioning its rows and columns in such a way that the block at position i, j has
rows corresponding to the elements of Si and columns corresponding to the elements
of Sj . Finally, mean(M; S1, . . . , Sk) is the symmetric k × k matrix obtained from
part(M; S1, . . . , Sk) by substituting every block by the arithmetic mean of its elements.
We refer to [1] for the definitions of distance regular graph and intersection array.
2. Properties of positive semidefinite matrices
A real symmetric matrix M ∈ Rn×n is called positive semidefinite when x MxT ≥ 0 for
every vector x ∈ R1×n , or equivalently, when M has no negative eigenvalues. Many of the
proofs given in this paper rely heavily on the algebraic properties of positive semidefinite
matrices listed in the following proposition.
Proposition 1. Let M be a real symmetric positive semidefinite matrix whose rows and
columns are indexed by a set of vertices D ⊆ Γ . Write
M =
(
µ m
mT M ′
)
where µ ∈ R, m ∈ R1×n−1 and M ′ ∈ Rn−1×n−1.
Then, for any subset S of D and any family S1, . . . , Sk of mutually disjoint subsets of
D, we have
(A) Any positive multiple of M is positive semidefinite and also sub(M; S) is positive
semidefinite.
(B1) If µ > 0, then M ′ − mTm/µ is positive semidefinite.
(B2) If µ = 0 then m = 0.
(C) det M ≥ 0. As a consequence also det(sub(M; S)) ≥ 0 and in particular every
diagonal entry of M is nonnegative.
(D) mean(M; S1, . . . , Sk) is positive semidefinite. In particular, the sum of all entries of
M is nonnegative.
Proof. (A) is an easy consequence of the definition. Proofs for the other properties can be
found in [1, Proposition 3.7.1]. 
3. Properties of distance regular graphs with intersection array (21, 16, 8; 1, 4, 14)
From now on let Γ denote a distance regular graph with intersection array
(21, 16, 8; 1, 4, 14). We list some important properties of Γ which can be proved by
standard (algebraic) techniques (cf. [1]).
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Denote by Ad the 0–1-matrix with entries 1 at row p and column q if and only if
d(p, q) = d , i.e., A0 = 1, A1 = Γ [0, 1, 0, 0], A2 = Γ [0, 0, 1, 0], A3 = Γ [0, 0, 0, 1]. A1
is the adjacency matrix of A.
The following matrix identities are a consequence of Γ having the stated intersection
array:
A21 = 21 + 4A1 + 4A2, A1 A2 = 16A1 + 9A2 + 14A3,
A1 A3 = 8A2 + 7A3. (1)
From this it can be inferred that A1 has eigenvalues 21, 7, −1 and −7.
We shall be interested in the matrix
E def= −(A1 − 21)(A1 − 7)(A1 + 1)/56.
From (1) we may compute
E = 6 − 2A1 + A2 − A3 = Γ [6,−2, 1,−1].
From the eigenvalues of A1 we infer that E(A1 + 7) = 0 and hence
E2 = − 1
56
(−7 − 21)(−7 − 7)(−7 + 1)E = 42E .
In particular, E is positive semidefinite. (E/42 is a so-called minimal idempotent of Γ .)
Fix a vertex ∞ of Γ and let ∆ def= Γ1(∞) be the subgraph of Γ induced on all vertices
of Γ adjacent to ∞. From the intersection array of Γ it follows that ∆ is a regular graph
of order 21 and degree 4. Note that d(p, q) ≤ 2 for any two points in ∆ (distances are
measured in Γ ).
The matrix sub(E; {∞} ∪∆) can be written in the following form (make the first row
and column correspond to ∞):

6 −2 · · · −2
−2
... ∆[6,−2, 1]
−2

 .
By (A) this matrix is positive semidefinite. By (B1) also ∆[6 − (22/6),−2 − (22/6), 1 −
(22/6)] = ∆[16/3,−8/3, 1/3] must be positive semidefinite and hence so must
∆[16,−8, 1].
In the remainder of this text we set out to prove that a graph ∆ with these properties
cannot exist, and hence that Γ does not exist. More formally, we shall prove the following
theorem:
Theorem 1. There is no regular graph ∆ of order 21 and degree 4 for which the matrix
∆[16,−8, 1] with entries 16 on the diagonal, entries −8 on positions (p, q) corresponding
to adjacent pairs of vertices p, q of∆ and 1 everywhere else, is positive semidefinite.
As a first step (Section 4) we prove that∆ must have girth 5.
It has been proved by computer [2, 3] that up to isomorphism there are only 8 different
graphs of order 21, degree 4 and girth 5. It is easily verified, again by computer, that in
each of these cases ∆[16,−8, 1] is not positive semidefinite.
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However, in Section 5 we complete the proof of Theorem 1 without the use of
computers.
4. ∆must have girth 5
In what follows we assume that∆[16,−8, 1] is positive semidefinite.
Lemma 1. Let S be a nonempty proper subset of size N of the vertices of ∆. Then the
number of edges e in the subgraph of∆ induced by S satisfies
e <
N(N + 15)
18
. (2)
Proof. Consider M = sub(∆[16,−8, 1]; S). The sum of the elements of M is equal to
16N − 8 · 2e + N(N − 1) − 2e = N(N + 15)− 18e. By (A) and (D) this number must be
greater than or equal to zero. It remains to be proved that equality cannot occur.
Assume e = N(N + 15)/18. Note that N must then be divisible by 3. Let p be any
vertex of ∆ not in S and consider the block matrix part(∆[16,−8, 1]; {p}, S) which is of
the form
part(∆[16,−8, 1]; {p}, S) =
(
16 m
mT M
)
.
By (D) the related matrix mean(∆[16,−8, 1]; {p}, S) is positive semidefinite, and
because the sum of the elements of M is zero in this particular case, by (B2) this can
only happen when also the sum of the entries of m is zero. As m contains exactly N entries
and they are either equal to 8 or −1, we find that N must be a multiple of 9.
Now, consider the subset S′ of all vertices of ∆ that do not belong to S. This set has
size N ′ = 21 − N . We may count the number of edges e′ in S′ as follows: because ∆ has
degree 4, there are exactly 4N − 2e edges with one endpoint in S and the other in S′. By
symmetry this number is also equal to 4N ′−2e′ = 4(21−N)−2e′. Hence e′ = 42−4N+e.
Now
1
18
N ′(N ′ + 15) = 1
18
(21 − N)(36 − N) = 1
18
(N2 − 57N + 21 · 36)
= 1
18
N(N + 15) − 4N + 42 = e − 4N + 42 = e′.
So, applying the previous argument to S′ we see that also N ′ must be a multiple of 9,
contradicting N + N ′ = 21. 
As an immediate consequence we find
Corollary 1. ∆ has no triangles.
Proof. Apply Lemma 1 with N = 3 and e = 3. 
Lemma 2. ∆ contains no quadrangles.
Proof. Consider a quadrangle Q in ∆ and let p be a vertex in the neighbourhood∆1(Q)
of Q. Then p can be adjacent to at most 1 vertex of Q, for otherwise Q ∪ {p} would be a
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subset of∆ of size 5 containing at least 6 edges, contradicting (2). By counting the number
of pairs q, p with q ∈ Q and p ∈ ∆1(Q) it easily follows that∆1(Q) must have size 8.
With a similar argument we may prove that p, p′ in ∆1(Q) cannot be adjacent, for
otherwise Q∪{p, p′} would be a subset of∆ of size 6 with 7 edges, again contradicting (2).
Hence∆1(Q) is a coclique.
From this we easily compute
mean(∆[16,−8, 1]; Q,∆1(Q)) =
(
1/4 −5/4
−5/4 23/8
)
with determinant 23/32 − 25/16 = −27/32 < 0. By (A) and (D) it follows that
∆[16,−8, 1] cannot be positive semidefinite. 
Together with Corollary 1 this proves that ∆ has girth at least 5. It is easily seen that a
graph of degree 4 and girth 6 must have at least order 26, hence∆ has girth equal to 5 and
∆ contains at least one pentagon P .
5. The proof of Theorem 1
Fix a pentagon P of ∆, let R = ∆1(P) denote the neighbourhood of P and write
S def= ∆− P − R.
Lemma 3. P has size 5, R has size 10 and S has size 6.
Proof. Consider a point p ∈ R. It is easily seen that p cannot be adjacent to more than
1 point of P when ∆ is not allowed to have triangles or quadrangles. By counting the
number of pairs (q, p) with q ∈ P and p ∈ R it easily follows that R must have size 10.
Also |S| = |∆| − |P| − |R| = 21 − 10 − 5 = 6. 
Lemma 4. The subgraph induced by S contains at most 1 edge.
Proof. Consider the matrix mean(∆[16,−8, 1]; P, s1, . . . , s6), where S = {s1, . . . , s6}.
We have
mean(∆[16,−8, 1]; P, s1, . . . , s6) =


2/5 1 · · · 1
1
... S[16,−8, 1]
1


and this matrix must be positive semidefinite by (D).
Applying (B1) we obtain the positive semidefinite matrix S[16 − 5/2,−8 − 5/2, 1 −
5/2] = S[27/2,−21/2,−3/2] and hence we may conclude that also S[9,−7,−1] is
positive semidefinite.
It follows that S cannot contain two different edges si s j and si sk through the same
vertex si . Indeed
sub(∆[16,−8, 1]; {si, s j , sk}) =

 9 −7 −7−7 9 −1
−7 −1 9


is not positive semidefinite (for the sum of its elements is negative).
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As a consequence, if S contains at least two edges, then the rows and columns of
S[9,−7,−1] can be rearranged into the following form:
S[9,−7,−1] =


9 −7 −1 −1
−7 9 −1 −1
−1 −1 9 −7
−1 −1 −7 9
9
9


,
where the blank elements have a value of −7 or −1. In fact, the only way to make the sum
of the elements of this matrix greater than or equal to zero, is to substitute a −1 for every
blank. Applying (D) to the indicated partition yields
 0 −1 −1−1 9 −1
−1 −1 9

 ,
which is not positive semidefinite by (B2). 
To further investigate the structure of R we define an incidence geometry G def= (R, S)
where the vertices of R are regarded as points and the vertices of S as lines. Incidence in
(R, S) is the same as adjacency in ∆. As ∆ cannot contain quadrangles, any two points of
R can be connected by at most one line, i.e., G is a partial linear space.
By Lemma 4 we need only consider two different cases.
First assume that S contains no edges. In that case G consists of 10 points and 6 lines
of 4 points each. It is easily verified that no partial linear space with these parameters may
exist.
Hence S contains exactly 1 edge. The vertices on that edge correspond to lines of size
3 in G and the others to lines of size 4. The lines of size 3 must be disjoint, or otherwise
∆ would contain a quadrangle. Again it is easily verified that there is (up to isomorphism)
only 1 partial linear space on 10 points satisfying these properties, as depicted below.
Because the degree of ∆ is 4 and every vertex in R is adjacent to exactly 1 vertex in
P , we find that a point of R which is incident with d lines of S is a vertex with degree
3 − d in the subgraph of ∆ induced by R. As you can see, there are two points with d = 3
(coloured black) and two points with d = 2 (white). In other words, the white points have
degree 1 in the subgraph of∆ induced by R, the black points have degree 0, and hence the
subgraph induced by R consists of four disjoint edges and two isolated (black) vertices.
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Denote these four edges by the labels A, B , C and D. To every white point of G we
assign the label of the unique edge in R to which it belongs. Note that collinear points must
have different labels (otherwise R ∪ S would contain a triangle) and that the 4 white points
on the two lines of degree 3 must have different labels.
Without loss of generality we may start out labelling these four points as in the picture
on the left.
The central point could either be labelled B or D, but by symmetry we may assume that
it is B . It is easily seen that the labelling can now only be completed in one way, as shown
on the right. This completely determines the subgraph of ∆ induced by R ∪ S.
We still need to determine the adjacencies of R with the remaining pentagon P . For this
purpose we denote the vertices of P by 0, 1, 2, 3, and 4 (in that order) and label the vertices
of R according to the unique vertex of P to which they are adjacent. To avoid constructing
triangles or quadrangles we must observe some restrictions:
• Every label must occur exactly twice.
• Points on the same line must be assigned different labels.
As an immediate consequence we find that both black points must carry the same label.
Without loss of generality we may assume these to be 0.
• Points of R that are adjacent must correspond to labels of nonadjacent points in the
pentagon.
In other words, each adjacent pair of white points must correspond to one of the pairs
of labels {1, 3}, {2, 4} or {1, 4}. Because every label must occur twice, this can only be
obtained by assigning the 4 edges A, B, C, D to the two pairs {1, 3} and {2, 4}, where each
of these pairs is used twice.
By symmetry we may assume that edge A corresponds to the labels {1, 3}. Refer to the
figure above to see that there exists points labelled B and C that are collinear to both
points labelled A. Hence, neither edge B or C correspond to {1, 3}. Hence they must
both correspond to {2, 4}. But this contradicts the fact that there exists a point labelled
B collinear to both points labelled C .
This completes the proof of Theorem 1.
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